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SUMMARY
In the past decade a large number of studies 
concerning the application of modern state estimation 
techniques to chemical processes have been reported. 
However, the vast majority of these studies have been 
in simulation, and do not adequately demonstrate the 
utility of an estimator. For this reason, a practical 
study of Kalman-type estimation algorithms has been 
made. A real chemical process was interfaced to a 
small digital computing system and the process modelled 
analytically. Extensive simulation studies, which 
verified previous work, were performed before applying 
the Kalman estimation algorithms to the real process.
It was found that the extended Kalman filter could use­
fully be applied to the problem of chemical process 
state estimation. Techniques for improving estimation 
when the process' was erroniously modelled in the filter, 
were successfully demonstrated. Incorporation of the 
filter in a feedback control loop enabled the use of 
modern control algorithms which gave good control.
The Kalman estimation algorithms were then applied to 
the process which was under either open-loop or feedback 
control. The results, which were presented both 
graphically and in tabular form, clearly showed the 
practical advantages of using this kind of state 
estimator.
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INTRODUCTION
INTRODUCTION
The problem of estimating the state of an 
industrial chemical process from noisy measurements 
has,historically, been solved by the use of analogue 
low-pass filters. The quality of the state-estimates 
thus produced is usually sufficient to enable control 
of the process by conventional proportional-integral 
(PI) analog controllers. However, due to an increasing 
public concern for safety and economy, it has become' 
desirable to control chemical processes much more 
efficiently than previously. The widespread 
installation of digital computers on chemical plants, 
has enabled close monitoring of process operation, but 
the chemical industry has been slow to introduce modern 
estimation and control methods. These modern methods 
have achieved great success in the aero-space industry 
for which they were developed.
A particularly useful estimation technique is that 
of Kalman filtering. This technique combines analytical- 
process knowledge with observations to give improved 
state estimates. An estimate of the quality of the state 
estimates is also produced by the filter. The Kalman 
filter can provide good state estimates even when the 
state is only partially measured and is therefore 
relatively insensitive to sensor failure (a feature of 
importance where safety is considered).
Although the Kalman filter was derived for 
linear systems, it may be applied to non-linear 
systems by a simple extension. Indeed, many 
modifications of the basic filter have been developed 
which compensate for inaccuracies and compromises in 
the filter design. These modifications are very use­
ful to the engineer, who often works with mathematically 
ill-defined processes. However, in spite of many 
successful simulation studies of these algorithms, chemical 
engineers have remained cautious of practical 
implementation. The subject of this research has there­
fore been the application of Kalman-type algorithms in the 
state estimation and control of a real chemical process.
The main purpose of this study has been to demonstrate 
in a practical way, that Kalman-type estimation algorithms 
are useful, and easily applied to the problem of state 
estimation and control of chemical processes. A secondary 
purpose has been to present, in one text, the Kalman 
estimation techniques that are useful to chemical engineers, 
and to investigate the validity of previous simulation 
studies. The work was completed in four main stages: 
relevant information for the study was obtained; the plant 
was designed and built; the software was written and test­
ed; and finally the main experiments were performed and 
evaluated. The following chapters describe the progress 
of this work.
In Chapter 1, literature pertinent to the 
preparation and execution of estimation and control 
experiments is presented. The subjects reviewed 
include process modelling, frequency analysis, 
estimation techniques, and control of chemical 
processes.
/
The plant design and description of equipment is 
presented in Chapter 2. The construction of the 
chemical system is described with an extensive 
specification for its instrumentation. The computing 
facilities and modes of interfacing are also reviewed.
The work performed in preparation for the main
\
experiments is outlined in Chapter 3 and included 
process modelling, control element frequency analysis, 
and calibration.
In Chapter 4 the theory of Kalman filtering is 
briefly summarised. The most useful variations of the 
basic algorithm are described in detail and a modern 
approach is used to derive two control algorithms.
These control algorithms are typical of high-performanc 
control systems which require accurate state estimates 
to impose efficient process control.
The main experimental work is reviewed in Chapter 5 
This includes a description of the simulation studies
which were used to verify past work and to compare 
different estimation techniques. A thorough outline 
of the software operating system is presented,and 
methods of data acquisition and reduction are described. 
Program listings have been placed in the appendices.
Finally, the results of the main experimentation 
are presented graphically in Chapter 6, and tables 
listing indices of performance summarise this data.
All the graphs are supported by data listed in the 
appendices. A summary of the research with conclusions 
and recommendations for further work concludes this 
chapter, in which the goals of the research are shown to 
have been achieved.
CHAPTER I
LITERATURE SURVEY
1. LITERATURE SURVEY
Kalman-type estimation algorithms have yet to find 
wide practical application in the field of chemical 
engineering. Although a vast number of papers have 
been published which establish the utility of these 
algorithms, few practical applications have been 
reported. It is not therefore surprising that chemical 
plant designers, who are obliged to be cautious, have 
not gained enough confidence to implement these 
techniques.
The-following survey reviews a broad cross section 
of publications relating to Kalman filtering. The 
review of the literature spans only one decade as the 
subject is fairly new. The survey opens with a short 
section dealing with previous work on plant simulation. 
This section is merely to introduce the importance of 
extensive preparatory work for state estimation, and 
is therefore not comprehensive. There follows in 
section 2, a review of the fast Fourier transform 
method of determining system frequency response. It 
is due to this technique coupled with the great increase 
in computer processing speed over the last decade that 
digital Fourier analysis has become viable. In this 
study the technique was used to determine suitable 
controller gains for the plant operation. This is an 
essential step in the preparation of any practical plant 
control study.
In most practical cases state estimation is used 
to improve the control of the plant. The main body 
of control theory has been developed for linear 
systems, whereas most chemical reactions are rep­
resented by non-linear mathematical models. In 
section 3> theoretical studies of the main approaches 
to this problem are considered.
Section 4 is devoted to the Kalman filtering 
literature, which reviews the major areas of sensitivity 
analysis, divergence prevention, computer techniques, and 
filter effectiveness.
Little work has been reported on the effect of
\
including the Kalman filter in a feedback control loop, 
and once again most published studies consider only 
simulated systems. In the last section of this survey, 
work on the problem of combined estimation and control
of chemical systems is reviewed.
Finally, a summary of the literature survey,
containing the main points of relevance to the area of
practical applicability, concludes this chapter.
/
1.1. Modelling and Plant Simulation
In formulating a mathematical model of a 
process, two different approaches can be discerned; 
one being deterministic and the other stochastic.
A practical example of deterministic on-line model 
making in the field of chemical engineering was 
given by Bray, High, McCann and JemmersonCl*!) . In 
the discussion following the main body of this paper 
the authors were criticised for ignoring the 
stochastic nature of the plant. Modelling was done 
by regression analysis. It was suggested that more 
effort be directed to modelling the process over the 
region in which it is likely to be controlled rather 
than to the construction of a general model.
The most common approach to testing of Kalman 
filters' is to simulate plant observations with a 
deterministic model and then add noise to the inputs. 
Berryman and Himmelblau (11) have examined the effect 
of stochastic inputs and parameters on process 
analysis and design. They described a convenient 
algorithm for generating a random variable using the 
methods proposed by Marsaglia, MacLaren and Bray (68). 
This algorithm is particularly suited to simulation 
studies in chemical engineering and generates the 
so-called Ornstein-Uhlenbeck random variable. Monte 
Carlo methods were used to draw a comparison between 
the expected value of steady-state output and the
deterministic output which was found to be not 
significantly different.. A similar study was 
conducted by Rao, Ramkrishna and Borwanker (86) 
in which detailed consideration was given to the 
solution of stochastic equations which were used 
to "correctly" describe stochastic plant processes.
A significant difference between the expected 
stochastic output and the deterministic output was 
found when the process was non-linear. Of course, 
in any: simulation study, attention must be paid to 
the quality of the random variables used. Strict 
tests for uniform generators have been described by 
MacLaren and Marsaglia (67) although the simple chi- 
squared tests applied by Berryman and Himmelblau 
(12) are reported to be adequate for a useful study 
in the field of chemical engineering. If an analytical 
deterministic model describing the process is not 
available, an empiricial second-order plus dead time 
model is often satisfactory for control applications
(49).
1.2. Fourier Frequency Analysis
Much space in the literature is devoted to 
methods which determine the process frequency 
response (21). A fairly novel approach which makes 
full use of the capabilities of an on-line digital 
computer uses the Fourier .transform (30). With the
decreasing cost and increasing speed of small 
digital computers there has been an upsurge of 
interest, among engineers, in the so-called fast 
Fourier transform (FFT). The most common form of 
the FFT is the radix-2 transform which is used for 
operating on data-sets whose length is an integer 
power of 2. The FFT has such wide application in 
the field of process analysis that it would be mis­
leading to present it mainly as a technique for 
determining frequency response (36, 20). The FFT 
algorithm has been lucidly described, with the aid 
of flow graphs, by Cochran et al (16). Variations 
of the basic transform have been considered by 
Palmer (83) who concluded that the simplest (the 
uniformly-weighted' transform) gives the best results 
in terms of signal to noise ratio.
In their analysis of the accuracy of transfer 
function estimates derived from numerical Fourier 
transforms, Hughes and Wellstead(ill) have pointed out 
the disadvantage of applying the technique of 
dividing the transform of the output by the transform 
of the input in a feedback loop. In this case 
seriously biased results may be produced because the 
feedback path introduces correlation between the 
system input and disturbances. The usual sources 
of error are noise, frequency resolution and aliasing.
The authors showed how it is helpful to cross­
correlate output and input respectively with a 
reference signal and they presented an approximate 
expression for the variance of the estimates. 
Hutchinson and Shelton (42) applied the cross- 
correlation technique to the measurement of the 
dynamic characteristics of a refinery distillation 
column. The FFT itself can be used to speed up the 
procedure of correlation (104). Alternatively, for 
a small number of data points,a more efficient 
algorithm has been reported by Kendall (53)* It is 
based on a simple formula for the inner product of 
two vectors.
It should be emphasised that this theory of 
frequency analysis only applies when the system is 
linear, but the technique is often used when it can 
be said that the .perturbing signal amplitude is within 
the ’’range of linearity” of the process. The band 
width of the signal must be sufficient and contain 
enough power to excite the process over its full 
frequency range, and should also be suitable for 
application by the transducer (22). If the normal 
running of the process is not to be significantly 
altered, the amplitude of the perturbing signal 
should be kept as small as possible.
For the case where the, complete control loop is 
to be identified, i.e. including all transducers,
Litchfield (66) has suggested the construction of
«
a sum of sine-waves for application to the plant and 
subsequent Fourier analysis. A more generally 
applicable signal is the pseudo-random binary signal 
(PRBS) which has the obvious advantage of constant 
amplitude, well-known discrete frequency components 
and ease of construction. Use of the PRBS has been 
demonstrated by Lamb and Rees (59) who identified a 
linear system in open-loop mode when it is sufficient 
to divide the output transform by the input transform 
to obtain the transfer function. If noise is present 
on the output it can be minimised by averaging several 
signal sequences. However* the use of a PRBSa.which is 
of length 2^-1, where N is the shift-register length, 
violates the restriction of the radix-2 transform and 
therefore a mixed radix transform must be used, in 
which care must be taken in selecting the length of 
the PRBS in order to take full advantage of its 
efficiency. A Fortran program for computing the 
mixed radix transform has been published by Singleton 
(98).
1.3. Deterministic Control
With the advent of the cheap minicomputer, multi- 
variable direct digital control (DDC) has become 
popular both in speculative and practical terms. A 
general review is presented by Williams (117). However,
the large majority of control theory has been developed
#
for linear systems and the computer is often merely 
used to imitate the action of conventional analogue 
controllers. When the system is linear this can be 
done in an optimal way (119).
In the chemical industry, the most common types 
of control are regulatory and time-optimal control. 
Trajectory-following is of importance at start-up 
and shut-down conditions and in batch processing.
The problem of moving to a new regulatory condition 
^ervo control) in minimum time requires an unsteady- 
state mathematical model of the system. Usually a 
nonlinear multipoint boundary value problem with 
unspecified final time must be solved. Beard, Groves 
and Johnson (9) have examined, in simulation, systems 
which can be represented by a second-order plus dead­
time model, and the control problem can be solved 
analytically in this case. Sub-optimal controllers 
of this type were shown to perform well in 
simulation.
A thorough investigation of the time-optimal 
control of a continuous stirred tank reactor (CSTR) 
was performed by Javinsky (45). He used an 
analytical model to simulate the system on an 
analogue computer. Using the maximum principle, he 
constructed a simple feedback control law which 
utilised a switching curve in the temperature-
15.
concentration phase plane. The switched control 
variable was the coolant flowrate at maximum and 
minimum values. This controller was shown to be 
highly effective when applied to a practical process 
which had noise-free measurements.
A good method for avoiding the computational 
burden of optimal control calculations is to consider 
an instantaneous optimisation at every control 
interval. The notion of optimality itself is a 
' controversial question as indicated by Paradis and 
Perlmutter (8*1). who considered that controller 
complexity itself should be a factor in the 
performance equation. They considered a system that 
was linear with respect to the chosen control variables. 
Briefly, for a two-dimensional system, the index of 
performance (IP) to be instantaneously minimised (made 
most negative) was the time-derivative of the 
Euclidean distance between the given and the desired 
state. Individual states had to be weighted 
accordingly. This control scheme is, of course,
feedback in nature but in a discrete system over­
shoot may be produced if the control interval cannot 
be sufficiently reduced. Simulation studies applied 
to.a CSTR control scheme were found to compare 
favourably with an overall optimal controller.
A more time-consuming method involving instantaneous 
optimisation but not suffering from the above
disadvantage was proposed by Grethlein and 
Lapidus (33). The method is applicable to general 
non-linear systems and amounted to a simple search 
of the performance index in order to minimise the 
distance from the desired state at the end of the 
,control interval. The search was simplified by 
fitting a second-order polynomial to the IP which 
was evaluated at both extremes of the control 
variable and at one intermediate point. The 
function was unimodal and the minimum was located 
at the value for the next control action. The 
controller was called an optimum-predictor- 
controller, in the paper, and applied successfully 
to simulated control of a CSTR.
For non-linear systems there is little to be gained 
from designing a deterministic optimal controller, 
in the overall sense, unless the process is known to 
be accurately described by its mathematical model.
When this is the case methods for controller design 
have been clearly explained in a series of papers 
by Lapidus, Luus and Rothenberger (60) who 
considered progressively more sophisticated 
techniques ranging from direct search over the IP 
to the use of invariant imbedding and quais linear­
isation.
1. 4. Kalman Filtering
1.4.1. Sensitivity analysis
In recent years, simulations with the Kalman 
covariance equations have been used as a 
preliminary design tool for evaluating the expected 
performance of complex measurement systems.
However, the covariance results are quite model 
dependent and do not provide a .means of evaluating 
suboptimal filter designs. General filter error 
analyses are therefore required to test the 
sensitivity of the filter model and to evaluate 
suboptimal filter performance. The Kalman filter 
is a recognised method for identifying unknown 
parameters in the process model. It differs from 
most other techniques in that it also estimates 
the state (79)•
As well as guaging the effect of incorrect 
parameters in the system model, the effect of 
using the wrong a priori parameters of noise 
covariances required in the Kalman filter (80) 
must be considered. Sensitivity analysis equations 
for the discrete Kalman filter have been reported 
in the literature for linear systems. A typical 
example is that of Griffin and Sage (34). It 
is common to consider only the effect of erroneous 
covariance matrices (39) in order to reduce 
computation. However, careful investigation of 
various parameters may enable a minimum
sensitivity Kalman filter to be formulated, as 
considered by Hutchinson and D'Appolito (43). 
Sensitivity formulae, however, involve recursions 
of considerable complexity. Alternatively Monte- 
Carlo methods are generally inefficient. Warren 
(112) has shown that for model sensitivity studies 
it suffices to evaluate straightforward covariance 
and bias formulae. The simplicity is due to the 
decoupling of bias and covariance sensitivities.
For the case in which estimation is combined 
with control,sensitivity analysis equations may 
still be applied as shown by Yathsal and Sarma (111) 
who have demonstrated the orthogonality between
optimum estimation error and actual suboptimum
\
estimate.
Erroneous models used in the filter may have 
the effect of producing either apparent or true 
divergence (27). Apparent divergence occurs when 
there are finite degradations in filter performance.
In true divergence the errors may actually become 
unbounded. Consideration of stability in the Kalman 
filter is fairly straightforward for linear systems, 
and the necessary conditions for non-exponential 
•asymptotic stability of optimal filters have been 
given by Anderson (4). When the Kalman filter is 
applied to nonlinear systems (for example when using 
the extended form of the Kalman filter), a sensitivity 
analysis is generally conducted by trial and error.
1.4.2. Divergence prevention
In the case when an erroneous filter model 
has been found to give an unreliable estimate, it 
may be necessary to identify on-line. The quality 
of the estimates is generally judged by some 
performance measure (56) which involves an analysis 
of the innovations sequence (62,50). Most of the 
theory for on-line identification of parameters 
using Kalman filter representation is restricted to 
linear systems (71)- The identification of the 
state transition matrix involves complicated 
procedures (70).
When accurate parameter estimates are not 
available a method for jointly identifying all the 
parameters of the transition and covariance matrices 
has been reported by Graupe, Krause and Cline (32).
The parameters were estimated from noisy measurements 
by use of an auto-regressive model. Mehra (69) has 
described a method for the identification of variances 
in a linear system in which the number of unknown 
elements in the process noise covariance matrix were 
lhss than the product of the state and measurement 
vector dimensions. A correlation test was applied 
to the innovations sequence to determine whether 
identification needed to be continued. The 
completeness of this test was criticised by Alspach 
(2 ) who proposed a small modification.
A simple iterative algorithm for estimating 
the state and measurement error covariance matrices, 
given approximate initial estimates, was described 
by Tapley and Born (107). They demonstrated the 
usefulness of the method in an orbit determination 
problem. Guard and Leathrum (35) 3 in order to 
estimate the noise covariances, decomposed the 
innovations sequence into one generated by 
measurement noise and another generated by state 
noise. They found that the algorithm was able to 
tolerate gross modelling errrors and discontinuities 
in the state model parameters. Sage and Husa (88) 
derived algorithms for estimating constant but un­
known state and measurement noise covariance matrices 
and corresponding biases. The method worked well 
for estimating state or measurement noise covariances 
separately but not both simultaneously.
More recent approaches to adaptive steady-state 
filtering have been concerned with identifying the 
optimum Kalman gain directly(15). Scharf and 
Alspach (92) have described the problem as being to 
train the gain matrix to its correct steady-state 
form. They suggested that their method might be 
suitable for real-time application. Mehra has 
divided adpative filtering into four categories:
Bayesian, Maximum likelihood, Correlation, and 
Covariance matching. The latter method is the 
least time-consuming operation. Scharf (91) 
showed that, if the filter was operating in a non- 
optimal fashion, the innovations sequence could be 
modelled as a white Gaussian noise process plus a 
coloured Gaussian noise process with known dynamics. 
However, he regarded the question of estimating 
errors in the gain matrix as unsolved.
An approach that is often taken is to regard 
the state and measurement error covariance matrices 
as design parameters. Janosko (44) showed that 
an incorrect specification of the measurement error 
covariance improved the convergence properties of 
the filter. This approach does not, of course, 
rely on the system being linear. Hampton (38) has 
estimated the optimum Kalman gain matrix directly 
by using a recursively-calculated weighting sequence 
on the innovations sequence. This method gave good 
results in the simple example chosen, but took 150 
iterations to converge.
All the methods reported in the. literature for 
identifying the optimum Kalman gain are based on 
the assumption that the innovations sequence should 
be white. Sinha (99) has operated directly on the
innovations sequence with time-decreasing 
weighting. These methods need to operate 
for long time-periods and are heavily dependent 
on the quality of the noise being generated by 
the plant.
Estimation of the time-varying measurement 
noise covariance has been tried by Lin (65). He 
used correlation of the innovations sequence and 
tested the method on a scalar system with periodically 
varying system parameters. He found that the method 
was independent of the initial selection of 
covariances.
In the case when the system is nonlinear, the 
extended Kalman filter may be applied. However, 
this may be unsatisfactory and divergence may result, 
if the nonlinearities cannot be represented by a 
linearised perturbation. Rather than use a higher- 
order filter, Leung and Padmanabhan (64) have shown 
how the state can be smoothed back one measurement 
and the dynamics subsequently relinearised about the 
smoothed trajectory to reduce truncation errors. In 
their example, which was the estimation of the state 
of a CSTR, great improvement was found in the 
estimate of temperature even when this was unmeasured 
and highly nonlinear in the state equations.
The question of whether the filter is working 
in an optimum fashion is pertinent to all methods
of adaptive Kalman filtering. Berkovec (10) 
has shown that errors in the system parameters and 
model modified the residual characteristics in a 
way that could be detected. He presented an 
expression for the covariance matrix of the 
residuals which could be obtained from filter para­
meters and listed the desired properties of the 
residuals a s :
(i) The expected value of the residual 
should be zero 
(ii) A time-correlation of the residuals 
should be zero 
(iii) If measurement noise and state noise
are normally distributed, the residuals 
should be normally distributed. (Since 
. a linear combination of normally dis­
tributed random variables is also normally 
distributed)
Berkovec also maintained that the Kalman 
formulation does not require the assumption of normally 
distributed noise.
When the filter operates over long time intervals, 
and therefore over a large quantity of data, Jazwinski 
(47) has proposed a limited memory filter which allowed 
for modelling errors by an -adjustment of the state 
noise covariance matrix, this being adaptively 
estimated from short sequences of residuals. This
method introduces a time lag into the filter response 
which restricts application to cases where the filter 
can be operated at a high frequency relative to the 
dominant process time constant.
Another approach is to accept the state model 
and statistics as given but make a constant check on 
the consistency of the calculated and actual error 
covariances. This method is independent of the source 
of the error. Nahi and Schaefer (78) have attempted 
to provide a rational procedure for determining how and 
when the error covariance should be incremented, with 
a Neyman Pearson test.
In the nonlinear case the state error covariance 
matrix is not an actual covariance matrix but rather 
a second-order moment about the estimate since it is 
not necessarily true that the expected value of state 
estimation error is zero.
Soeda and Yoshimura (101) both used a similar 
technique. They stated that the residual was not a 
white random process if the filter was not optimal.
They indicated that measurements are generally taken 
at low frequency and hence the techniques to identify 
noise statistics cannot be applied to the problem of 
divergence. They went on to show how short sequences 
of residuals could be used to adapt the criteria for 
adapting the estimation error covariance matrix.
25.
In the engineering world the simplest and 
most obvious solutions are usually the most popular. 
Kaufman and Beaulier (52) used a fictitious noise 
input to enable the extended Kalman filter to track 
time-varying parameters, the state noise covariance 
matrix being altered adaptively. Quigley (85) used 
the same approach but greatly simplified the procedure 
by making adaptive binary alterations in the state 
noise covariance.
Another simple modification to avoid divergence 
in the extended Kalman filter has been suggested by 
Sriyananda (102). He explained that divergence could 
be caused by 'data saturation1 when an erroneous model 
was used in the filter. The filter gain approached 
zero and hence new information contained in the incoming 
measurements was ignored. He froze the value of the 
covariance matrix when divergence was suspected and 
allowed it to grow at each iteration by addition of the 
state noise covariance matrix. The graphs that he 
presented showed an embarrassing effect of using the 
wrong model in the filter. Even if divergence was 
corrected, by an increased Kalman gain, the measurements 
still represented a better estimate of the state 
(although, of course, the filtered estimates were 
smoother). This effect may not be important if only 
temporary divergence is produced .(i.e. the model is 
only significantly wrong for short time-periods).
Tarn and Zaborsky (108) maintained that a 
discrepancy between reality and its model is un­
avoidable. This gives degradation of the information 
value of old observations giving estimation errors 
that are larger than predicted. They accounted for 
this obsolescence of observations by assuming that the 
covariance matrix of each past observation was an 
increasing function of time. In practice this amounted 
to an arbitrarily selected scalar weighting-factor to 
multiply the estimation error covariance matrix at each 
stage. The technique was found to compensate for models 
which were only effective over short time periods and 
the effect of various values of weighting-factor on 
filter performance was considered. Anderson (5)
attempted to place exactly this technique on a
\
theoretical and quantitative rather than arbitrary 
footing. He demonstrated that exponential data- 
weighting, as it is called, is equivalent to an 
artificially increased input noise. Both techniques 
have the effect of maintaining the value of the Kalman 
gain so that it never completely ignores measurement.
A mismatched Kalman filter usually becomes 
subject to bias errors. Priedland (28) has presented 
formulae for estimating a constant but unknown bias 
vector influencing the process dynamics and observations 
without augmenting the state vector. A slight 
improvement on this method was found by Sinha and 
Mahalanabis (100) who compensated for using a reduced- 
•order model by adding a nonlinear bias term. Athans(6)
introduced a method which operated upon the 
integrated residuals and used feedback to eliminate 
bias errors in the linear time-invariant steady- 
state Kalman filter. In a later paper (8) he 
analysed the process in more detail producing the 
'compensated Kalman filter’. He emphasised that 
only simple techniques are required to compensate 
for modelling errors. He criticised his own previous 
approach for being concerned with stability rather than 
optimality and so the gain matrix in the integrating 
channel could not be evaluated from problem parameters. 
The later form included feedforward integral 
compensation, but the gain matrices were determined 
from problem parameters. The method still required 
some degree of 'guesswork' but this could be related 
to the worst degree of deviations of the nominal plant 
from the actual one. An optimal conditional mean 
estimator was not obtained but bias errors were 
eliminated asymptotically. He suggested that a 
similar method might be useful for use in the nonlinear 
extended Kalman filter. He emphasised the need for 
alternative methods to those such as augmenting the 
state noise covariance matrix,which increased the band 
width of the system and gave less filtering of 
measurement noise.
Bias can often be produced when nonlinearity exists 
in the measurement function, so that, when linearised, 
the estimate is degraded. Denham and Pines (24) have
28.
considered the problem when measurement nonlinearity 
is comparable to measurement error. They formulated 
an iterative linear estimator to reduce nonlinear 
effects for any scalar system. Leung and Padmanabhan 
(63) maintained that their similar scheme was more 
efficient and gave better convergence than the iterated 
extended Kalman filter.
Coggan and Wilson (19) pointed out that the most 
serious effect of bias occurred when the error was 
integrated. This caused, divergence in the estimate 
of another state variable. The most common causes of 
bias in the case of industrial processes are probably 
inaccuracies in parameters and incorrect model 
structures. They suggested a classical exponential 
filter applied to the innovations sequence to estimate 
bias. The method required little extra computation,, 
was intuitively easy to comprehend and was applicable 
to a time-varying bias. They found that simultaneous 
parameter estimation and direct bias elimination are 
not generally feasible.
1.4.3« Computation and related techniques
A major consideration in the design of Kalman 
filters is the time of computation and core requirements. 
Mendel (7*0 conducted a thorough study of computational 
requirements for the Kalman filter and derived formulae 
based on computer function-times. He showed that it 
is often better to process statistically independent
measurements in more than one batch and then to use 
sequential processing. He also considered how this 
could be done in an optimal way.
Coggan and Wilson (18) have shown that the 
Kalman filter can be programmed, for systems of up to 
the order of twenty, even on one of the smallest and 
most popular minicomputers available. However, with 
a view to reducing computation it may be useful to 
use a simplified model. Noton (8l) has shown, by using 
multilevel systems theory, that decoupling can greatly 
reduce computational requirements in the case of 
sparsely coupled subsystems having few stochastic 
input s .
\
Another method, considered by Stubberud and 
Wismer (105)3 only estimates part of the state vector. 
This can give a.reduced-order filter without 
significant degradation of filter performance. They 
generalised this kind of technique into two categories:
(i) where the number of equations defining 
the filter was the same as for the 
optimal filter but the number of equations 
necessary for computing the filter gain 
was reduced by partitioning the system
(ii) the number of state variables defining 
the filter was reduced by aggregation.
This reduces the dimensionality of the
30.
covariance matrix and hence reduces 
the computation required to generate 
the filter gain.
Partitioning ignores any correlation which exists 
between the various subsystems thus formed. Generally, 
an extensive simulation is necessary to minimise the 
degradation in filter performace caused by the sub- 
optimality. Savings in computation can, however, be 
substantial if the system can be finely partitioned.
The finite word length of the computer may be a 
considerable source of error. Matrices may become 
non-positive semidifinite when the covariance is 
rapidly reduced by processing accurate measurements, 
or when a linear combination of state vector components 
is known with great precision while other combinations 
are essentially unobservable. Kaminski, Bryson and 
Schmidt (51) found that the square root approach to 
Kalman filtering could yield twice the effective 
precision of the conventional filter in ill-conditioned 
problems and would not exceed the computational burden 
by more than fifty percent in most practical problems.
Schmidt (93) also covered the square root 
formulation of the Kalman filter and went on to deal 
with other methods for improving the quality of 
estimates such as the exponential dataweighting 
discussed previously. He pointed out that care taken
with coding techniques, as well as the use of 
simplified models, can greatly reduce computer time.
He also said that in high data rate systems one could 
use data compression techniques although care must be 
taken to avoid unwanted bias due to invalid 
approximations.
Singer and Sea (97) have shown that savings of 
twenty or thirty percent of computation time may be 
made in practical situations by using sequential 
processing. Indeed much computer time can be saved 
if the matrix inversion in the Kalman algorithm can 
be avoided. Wells (113) showed that a matrix inversion 
lemma can give adequate results. For the case when 
the covariance matrices of the a priori probability 
distributions of the observation signals are singular 
Yoshikawa (120) developed a pseudo inverse which 
enabled the gain of the Kalman filter to be calculated 
by neglecting unnecessary components of the observation 
signals.
The error covariance matrices are propagated by 
use of the so-called Riccati equation. An entertaining 
explanation of this term has been written by McLean 
(77) and an iterative technique for solving Riccati 
equations has been reported by Kleinman ( 5 * 0  •
l.*l.*J. Comparisons and applications
Although the majority of applications of the 
Kalman filter have been to aerospace problems, the 
algorithm is useful in many different areas ranging 
as far from the technical to estimation of the 
volatility of securities in the stock market (106).
Recently, much effort has been directed to 
demonstrating the applicability of the Kalman filter 
in estimating states and parameters of industrial 
chemical systems. A simple R-C network, suppressing 
high frequencies may be used to filter out random 
error in order to prevent the chattering of a control 
element. This may be sufficient for some applications 
but does not take into account the system dynamics .and 
is therefore far from optimal and usually suppresses 
some real system variations. When only some of the 
state variables are measured and the unknown have to 
be estimated, then an R-C filter cannot be used. In 
view of this Gavalas and Seinfeld (29)studied the Kalman 
filter applied to the problem of tracking a slowly 
varying rate constant in a tubular reactor with catalyst 
decay. The filter performed well and they felt that 
constant parameters- are probably best estimated by 
processing data off-line.
Shinohara and Oguma (96) applied the extended 
Kalman filter to a similar problem on a nuclear reactor. 
They found that the filter performed satisfactorily
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.even when process and measurement noise was not 
white. In their case it was sufficient to use 
the asymptotic solution of the matrix Riccati 
equation to give a fixed Kalman gain. Improved 
performance over the linearised system was obtained 
by incorporating a nonlinear bias term into the 
prediction equation, although they maintained that 
this technique was useful only when the convergence 
time was small. The measurement noise covariance 
matrix was tuned to give a compromise between 
convergence speed and accuracy of estimation. The 
simulation was carried out on an analogue computer. 
Better results were obtained with experimental data.
Wells (11*1) applied the extended Kalman filter 
to simulated observations from a typical basic 
oxygen furnace. He assumed that only the partial 
pressure of carbon monoxide in the flue gas was 
available for measurement and used this to estimate 
carbon and temperature. The model used in the filter 
was considerably simplified and although carbon was 
accurately tracked, temperature tended to follow the 
simplified model. This was cured with additional 
sensor information.
Kneile and Luecke (55) performed a study to 
determine whether the extra design effort and 
implementation costs of the Kalman filter could be 
justified by improved performance. They studied three
filters: linear averaging, linear polynomial and 
moving average, using Monte-Carlo methods to 
produce the results. The performance was evaluated 
in three regions:
(i) Process and Filter in unsteady-state
(ii) Dynamic region, filter in steady-state
(iii) Filter and process in steady-state
The Kalman filter was found to give the best results 
although the improvement was only small in the last 
period.
A further question, which was considered by 
Wishner, Tabaczynski and Athans,(ll8) was whether the 
added complexity and computational requirements of 
higher-order nonlinear filters was justified by 
improvements in the estimation accuracy. They main­
tained that there do exist non-trivial, high-order 
nonlinear systems with low data-rates which provoke 
this question. They compared the extended Kalman 
filter with a second-order nonlinear filter and a 
single stage iterative filter in the nonlinear problem 
of a vertically falling body with constant drag co­
efficient. Using Monte-Carlo methods they showed that 
the filters all performed equally well when the system 
was linear, but otherwise successive filters did 
considerably better. The ‘second-order filter took 
about twenty percent longer to compute and the single
stage iteration filter took twice as long being 
constrained to two iterations in which most of the 
improvement was computed.
Saridis (90) compared the extended Kalman filter 
with a modified on-line cross correlation algorithm, 
first and second-order stockastic approximation 
algorithms and a modified on-line maximum likelihood 
scheme, in the problem of estimating four parameters 
from measurements of a scalar system. He concluded 
that the Kalman filter was useful when estimates of 
the states were required, but in the parameter 
estimation problem the Kalman filter compared badly 
(with only two of the eight trials converging). In 
his theoretical formulation of the extended Kalman 
filter he listed several disadvantages: Gaussian noise 
sequences were required with known statistics and known 
gains; it was usually a poor approximation of the exact 
estimation scheme and could be improved only by the 
use of second-order expansion .terms or adaptive 
estimation;, and was usually computer-time consuming 
if state estimation was not required.
1.5. Combined estimation and control in chemical engineering
There has been a tremendous upsurge, in the last decade, 
in the amount of literature published on the so-called 
’Linear-Quadratic-Gaussian’ problem. For a comprehensive 
bibliography see Mendel and Gieseking (75).
The separation theorem shows that the optimal 
control system for the stochastic linear regulator 
problem consists of the optimal linear Kalman-Bucy 
filter cascaded with the optimal feedback gain matrix 
of the deterministic linear regulator. However, Mendel 
(73) argued that this theorem was only concerned with 
minimisation of the usual quadratic performance measure 
with respect to the control vector, and not with respect 
to the relevant weighting matrices. Thus, if the 
estimator and controller were designed separately the 
result was often unsatisfactory. This was because the 
state estimation error acted as an additional disturbance 
on the overall control system. This disturbance needed 
to be accounted for in the design of the feedback gain 
matrix of the deterministic linear regulator. This 
point was emphasised in a supremely thorough paper by 
Athans (7) who illustrated clearly the blend of art and 
science that must go into the design of an optimal 
stochastic controller. He preferred to work with a 
physical set of state variables so that relative 
weightings could be rationally assigned. He said that, 
if the actuator dynamics are significant, they can be 
absorbed together with the plant dynamics, thus increasing 
the dimensionality of the state vector. He cautioned 
that the ad hoc techniques that have.been developed for 
decreasing the sensitivity of the Kalman-Bucy filter
did not necessarily carry over when the problem was 
one of stochastic control.. However, many of the 
sensitivity problems that arise in filtering could 
be traced to the lack of a valid trajectory for 
linearisation, purposes. If the model was linearised 
about the desired trajectory the feedback loops would, 
intuitively speaking, reduce sensitivity. Methods for 
checking the stability of a discrete closed-loop system 
which includes a Kalman filter have been presented by 
Stineman and Healey (103).
Yoshimura and Seoda (121) have presented their 
adaptive Kalman filter as a method for improving the 
control of linear stochastic systems. However, the 
estimator did not give significant improvement over the 
•non-adaptive filter in their simulation.
The problem of using the Kalman filter to identify 
process parameters when it is in a control loop has been 
considered by Mollenkamp, Smith and Corripio (76). They 
used extra state variables in the filter to account for 
unmeasured disturbances in the problem of identifying 
pro.cess parameters with the Kalman filter included in a 
control loop. The simulation was done with a first and 
a second-order system and they concluded that it was much 
more difficult to identify unknown disturbances than other 
parameters.
A sophisticated approach to adaptive control of
linear stochastic systems has been considered by 
Deshpande, Upadhyay and Lainiotis (25). They 
separated the control scheme into a bank of model 
conditional, causal, mean square state vector estimates. 
Unless the control variable can be coarsely discretised 
computational requirements are prohibitive with this 
approach.
Goldmann and Sargent (31) have emphasised that 
although Kalman filtering techniques were originally 
developed to solve the satellite tracking problem, they 
are directly applicable to chemical process systems 
when accurate plant and measurement models are 
available. They examined estimation and control of a 
binary distillation column and a fixed-bed catalytic 
reactor. They tried a growing memory, exponential 
data-weighting, and oscillating memory filters. They 
found that the assumed initial value for the estimate 
covariance had little effect on filter performance, the 
effect of the assumed value of measurement noise 
covariance being problem dependent. The growing memory 
filter was sensitive to model errors, performing well with 
the exact model unless it was required to estimate too 
many parameters. The limited memory filter was less 
sensitive but the exponential memory filter was susceptible 
to instability; however the study did show that it was 
possible to obtain sufficiently accurate estimates with a 
simplified process model.
Larson and Wells (6l) have pointed out that, since
no prefiltering is required, the Kalman filter could use 
less computing time than conventional DDC algorithms.
Noise on the process inputs is generally damped because 
the process acts as a natural filter as long as the 
principal frequency band of the power spectrum is much 
greater than the characteristic frequency of the process. 
Notwithstanding, the extended Kalman filter can still give 
improved control in direct feedback systems as shown by 
Seinfeld, Gavalas and Hwang (95) who studied the control 
of a CSTR.
When it is required to control the process and 
also use the Kalman filter to estimate process parameters 
a check oh controllability and observability is necessary. 
A system is controllable if all the independent nodes of 
the system can be excited by the random input disturbances 
A system is observable if, with perfect measurements and 
no random disturbances, all the state variables can be 
determined exactly. A study in which these checks were 
made is by Coggan and Noton (17). They considered two 
simulated systems, a blending system with nonlinearities, 
drift, and variable transport lag, and a furnace with 
nonlinear dynamics. In the nonlinear case there was no 
guarantee of stability and convergence of the Kalman 
filter and estimates were generally biased. In their 
study the estimator was stable in all instances, and some 
inaccessible parameters were biased; however, this could 
be significantly reduced with extra measurements.
Difficulties are invariably encountered when the 
Kalman filter is used to identify Arrhenius terms in 
the process model. Estimation of states is usually 
good (115). Seinfeld could not obtain convergence when 
he used the Kalman filter to identify the exponent in the 
Arrhenius rate equation for a reaction in a CSTR. He 
found that the filter was applicable when the process time 
constant was large and used it to estimate unmeasured 
state variables for a controller using an instantaneous 
performance funciton (8*1). •
Joffe and Sargent (*18) performed a study to show 
that on-line computer installations can do more than 
scan, log and simulate classical three-term controllers.
They used the separation principle, which normally only
\
applies to linear systems with additive Wiener process 
disturbances, as a good approximation for designing a 
compensator for the control of a tubular catalytic 
reactor. They showed the filter to be insensitive to 
the statistical assumptions necessary for its implemen­
tation. Again good convergence was obtained in identifying 
process parameters unless it was required to estimate decay 
activation energy which was contained in an Arrhenius-like 
term in the process model. Use of a wrong value for this 
parameter did not significantly degrade estimation of 
states.
The determination of unmeasured states by inversion 
of reactor transfer functions is known to be extremely 
sensitive to measurement errors and model inaccuracies.
Vakil, Michelsen and Foss (110) used the extended Kalman 
filter in their design of a control scheme for a simulated 
fixed-bed reactor, and obtained sufficiently accurate 
estimates for near-optimal control.
The literature is particularly sparse when con­
sidering practical cases of application of Kalman filtering 
techniques to industrial systems. An early study with 
little relevance to chemical engineering was that by Noton 
and Choquette (82). More recently, Blomsnes, Grumback 
and Lunde (13) applied the extended Kalman filter to the 
problem of controlling the nuclear reactor vessel 
pressure of the Halden Boiling Water Reactor, in order
to gain experience about problems of a practical nature.
\
Although modelling was felt to be decisive to the 
performance of control algorithms of this type, they 
indicated that a good deal of intuition and experience about 
the process was necessary, in the practical case, in order 
to choose reasonable constraints and performance criteria. 
Stability of the filter had to be increased by augmenting 
the state vector with white noise drift terms. It was 
found that the control scheme performed as well as 
conventional three-term controllers, but this was felt to 
be due to lack of interaction between control loops. The 
extended Kalman filter-controller was favoured from the 
point of view of integrity with respect to failing sensors 
as its operation was not critically dependent on the 
availability of all input signals. The asymptotic value 
of Kalman gain was used as in another recent experimental
study by Hamilton, Seborg and Fisher (37) who considered
«
multivariable control of a pilot plant evaporator.
As suggested by previous simulations they found the filter 
insensitive to errors in the noise statistics and model, 
but sensitive to unmeasured process disturbances. The 
Kalman filter gave better performance than a classical 
exponential filter in this case. Since the measurements 
were not noisy, zero mean Gaussian noise was d.dded in 
.order to test the filter rigorously.
Summary
i _
In the foregoing survey the literature published 
on Kalman filtering in the field of chemical engineering 
has been reviewed. General modifications of Kalman 
filtering techniques have also been considered together 
with subjects pertinent to the preparation of an 
experimental study. These subjects included process 
modelling, the determination of controller frequency 
response and data processing.
The survey revealed that there was a dearth of 
practical Kalman studies reported in the literature.
Most simulation studies have been applied to very simple 
systems and may be regarded as only an initial step 
towards demonstrating the utility of Kalman filtering 
techniques for chemical plant. The wide variety of 
techniques for improving the performance of a mis- 
designed filter are presented in highly theoretical
rather than instructive terms. No one text could be 
used as a reference manual for determining which 
techniques are useful for a particular type of 
application.
The following chapters present a unified 
description, and a comprehensive practical evaluation 
of the main Kalman filtering algorithms. Unnecessary 
theory has been sacrificed for an instructive step by 
step approach. The practical section shows how these 
algorithms may easily be applied to a real process.
The presentation of results shows how the relevancejor 
u.tility,of a particular algorithm to a specific chemical 
process may be evaluated. It is found that simpler 
algorithms often perform adequately.
CHAPTER II
DESCRIPTION OP EQUIPMENT
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2. DESCRIPTION OF EQUIPMENT.
«
The design of the system described in this chapter 
was motivated by the need to keep capital and development 
costs to a minimum/ yet still produce data comparable to 
that obtained from full-scale industrial operations. In 
view of these considerations the plant was constructed from 
readily-available components on a small pilot scale. 
Computational facilities were those commonly found in 
industrial control applications. Interfacing problems were 
minimised by housing the computer in a room adjacent to the 
laboratory containing the plant. Plates I-IV depict the 
bulk of the equipment which is described in four sections:
1. The reactor assembly
2. Instrumentation
3* The interface
4. The computational hardware
two sections are included dealing with soft 
facilities:
5. Control paths
6. Software ■
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2.1. The Rea.ctor Assembly.
The central focus of the plant was a well-mixed 
non-isothermal continuous stirred tank reactor (CSTR) 
which was a modification of that used by Javinsky(45). 
The body of the reactor consisted of a 6” outside 
diameter'1/16” copper pipe of length 10^” . Cooling 
water could be spiralled round the reactor body in a 
copper jacket which was insulated with an external 
layer of glass fibre encased in an aluminium sheath. 
Reactants were fed into the base of the reactor via two 
concentric copper tubes. Products were removed through 
a "ln copper pipe located 6” above the base of the 
reactor which was full when operated. The reactor was 
sealed at the top with a J” perspex lid lined with a 
rubber gasket. The stirrer consisted of two 3" diameter 
steel opposing propellors driven by a J horse power 
1420 rpm induction motor mounted directly above the 
reactor. The stirrer shaft journal was sealed with 
PTFE tape.
The reactants, 0.2 molar NaOH and 0.2 molar EtAc, 
were made-up and stored in two 72 litre graduated 
polythene tanks. EtAc fumes were extracted to 
atmosphere via a 3" rigid PVC pipe. Two March MPG Co. 
model AC-3C-MD sealed centrifugal pumps, with induction 
motors, magnetic drive and polythene casing, were used
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to transfer the feeds*to the reactor. Feed pressure 
was regulated, and mixing obtained, by recycling 
the feeds back into the tanks. The feed and 
coolant lines were ln copper pipe, flows being 
regulated with Foxboro-Yoxall pneumatic needle valves.
The feed temperature was regulated by two 1 
Kilowatt heaters with corresponding thyristor 
regulatory controllers just before entering the 
reactor.
The coolant temperature was regulated by 
mixing hot and cold water. The hot water temperature 
was boosted with a 3 Kilowatt electrical heater. Air
for the valves was supplied by the departmental 
compressor, passed through Norgren filters, and 
pressure regulated with Foxboro and Norgren regulators.
Instrumentation.
In order to accurately evaluate research data, 
a great deal of effort was expended in obtaining a 
high integrity measurement system.
The two feed flow rates were measured with 
Foxboro model 13 DM differential pressure transducers 
with integral orifices and corresponding power 
supplies. The signal output was in the range 10-50
m.a. which was converted t o .0-10 volts across a 
resistor. Coolant flow rate was measured with an 
Electronic Flow Meters §,! turbine meter connected to 
a type D.C.6 control frequency to DC converter. This 
signal was amplified with a gain .of ten.
Temperatures were measured with copper- 
constant thermocouples supplied by Comark Electronics. 
The 3mV signals were amplified with Datel wide-band, 
ultra-stable instrument amplifiers in series with low-.' 
gain amplifiers to give an overall gain of up to 3>900.
The concentration of the products was inferred 
from conductivity measurements obtained from a Leeds 
and Northrup conductivity cell model 4803-25. The 
cell constant was 25 and. the cell body material was 
teflon. Temperature compensation was achieved with a 
thermistor-resistor network which could not be used on 
dynamic runs due to its slow speed of response. Dynamic 
compensation was provided within computer software.
Each sensor signal was low-pass filtered with a 
single-pole RC network designed to give a cut-off 
frequency of 10 Hz and attenuation of .125 at 50 Hz. 
Noise on the electrical mains supply was removed with 
Belling and Lee model L29A mains filters. Final noise 
levels on sensor signals were + -.08# of full scale.
2.3« The Interface.
All sensor signals were transmitted at high 
level voltage via shielded cable grounded at the 
plant end only. BNC connectors were used at both 
ends of each cable. The voltages were digitised 
with an Analogic Inc. ADC/DAC unit containing 16 
double-ended ADC channels and 7 single-ended DAC 
channels. The conversion range was + 10 volts and 
carried 12 bits. The conversion rates for the ADCs 
and DACs were 30 KHz and 50 KHz respectively.
Control signals from the DACs were fed, via Camille- 
Bauer voltage-to-current converters, into Foxboro, 
model 69TA-1 current-to-pressure transducers which
controlled the air pressure to the valves.
\
2.4. The Computational Hardware.
Control calculations and data-processing were 
carried out in a Digital Equipment Corporation (DEC) 
PDP11/10 with 24 K of 950 nsec. cycle time core 
storage. This was backed up by a disk control unit 
driving a 2.4 Mbyte interchangeable disk pack. Speed 
of calculation was increased with an extended 
arithmetic element (EAE). Real-time computation was 
facilitated by a programmable clock.
The main console was a Data Dynamics model 390 
teletype. A Lynwood DAD1 visual display unit (VDU) 
was driven at 2400 baud by a DEC communications 
interface.
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Data on paper tape were read with a Trend 
500 c.p.s. optical reader, the interface card of 
which also drove a Facit 75 c.p.s. paper tape 
punch.
Data and control signals were fed to the 
ADC/DAC unit via a DEC DR 11C 16 bit bidirectional 
digital input/output card which was also used as 
an interface to the thumbwheel crystal clock on an 
EAL Hybrid 48 parallel hybrid computer. The clock 
circuit required a differentiator, a bistable and a 
pulse lengthener to extend the 400 nsec. signal from 
the digital computer to over 1,000 nsec., the maximum 
switching rate being 1 MHz. '
The analogue computer was interfaced to the 
digital computer via the ADC/DAC unit and buffer 
amplifiers working over the - 10 volt range.
The digital computer was directly addressable 
in assembler and each peripheral had its own 
interrupt vector. The maximum conversion rate for 
the ADCs, when programmed in assembler code, was 18 
KHz.
In addition to the on-line facilities, data 
was also processed, mainly for purposes of plotting, 
on the University’s ICL 1905F computer.
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2.5* Control Paths.
Figure (2.1) is a schematic diagram of the 
main instrumentation and control paths on the plant. 
Feedback proportional plus integral (PI) control was 
used to regulate the feed flow- rates. This was 
either simulated on the digital computer with a 
sampling rate of 10 Hz or programmed directly on the 
analogue computer.
The hot and cold water flow rates were 
controlled interactively to regulate the temperature 
and flow rate of the coolant. Set points were altered
with the computer in supervisory mode.
2.6. Software.
The DEC digital system was supplied with a 
standard operating software package. This comprised 
of:
(a) A disk operating system, DOS version 808
(b) ANSI standard FORTRAN IV
(c) MACRO II, the assembler level compiler
(d) A program editor EDIT II
(e) A peripheral interchange program, PIP II, 
for passing information between 
peripherals
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(f) An on-line correcting program,
ODT II, which enabled easy correction 
of assembler programs
(g) A librarian, LIBR II, for building 
libraries of user-written routines
(h) LINK II, a program which constructs 
the final load module from compiled 
object modules.
A program was written in assembler code 
and inserted into DOS to enable it to drive the 
VDU. FORTRAN was similarly modified to drive the 
ADC/DAC unit and paper-tape punch in real time. 
Various utility routines were added to the FORTRAN 
system.# These included a matrix manipulation 
package, FFT, correlation, and random noise 
generator routines*. Programs to test the 
peripherals were also written.
In order to obtain graphs suitable for 
photo-reduction the ICL plotting program, SPLGT, 
was modified to give variable character-size and 
plotting characters.
CHAPTER III
PRELIMINARY WORK
3. PRELIMINARY WORK.
3*1. The Process Model
The formulation of the process model is aimed at 
' developing a simple mathematical model for ease of 
computing while retaining model integrity.
Figure (3*1) illustrates the inputs and outputs of 
the reactor system. The reaction is the continuous 
exothermic saponification of the ester ethyl acetate:
NaOH + EtAc = NaAc + EtOH
The following assumptions are made:
(a) The reactor is perfectly mixed
(b) The reaction is second order and obeys 
an Arrhenius equation relating reaction 
rate and temperature
(c) The physical properties of the reactants 
are constant
(d) The density and heat capacity of the 
reactants are the same as those of water, 
the solutions being sufficiently dilute.
The model is derived from heat and mass balances 
based on the conservation principle:
Coolant 
outlet 
Fc j Tc
NaOH
. PA ,TA 5CAI
EtAc
FB ,TB ,CBI
do
i \
Products
Coolant 
^ __  inlet
PCj TCj
Key:
F-Flowrate
T-Temperature
C-Concentration
A-Subscript referring to NaOH
B-Subscript referring to EtAc
c-Subscript referring to coolant
I-Subscript referring to inlet condition
Figure (3-1) PROCESS INPUTS AND OUTPUTS.
Input = Output + Loss by accumulation 
+ Loss by reaction.
An average temperature is used for the 
temperature in the cooling jacket. The reaction 
rate is given by:
r = KCa Cb
where K = Ae_E/RT
A = Arrhenius constant 
E = activation energy 
R = universal gas constant 
T = absolute temperature 
CA = concentration of NaOH 
Cg = concentration of EtAc
The relationship between the two reactant 
concentrations in the reactor is given by
CB = FBCBI _ FACAI + °A
P F
t k e ,  ■ t~e.C lC(rl OA. i s  i n  -5
where Pg = flow rate of EtAc 
= flow rate of NaOH 
F = total inlet flow rate
Cgi = inlet concentration of EtAc 
Ca i = inlet concentration of NaOH
It is assumed that but the two
inlet flow rates may not be equal, thus
r = KCA [CA + <f b - f a > c a i 
f b + f a
Ah.' cAcrq U . balance across the reactor give
FATACP + FBTBCP = FTCP + UAr
+ pVCp dT + AHrV
T - T + T 1 -C Cl
dt
hence
T = Fa Ta + Fb Tb - FT - AHr - UAr
PV pV • pV pCp pVCp
T - Tc + TCI
where p = 
V =
TA
T
t b  =
CP =
AH =
T =
T = 1C
Cl =
UAr
density
reactor volume 
temperature of inlet NaOH 
temperature of inlet EtAc
thermal capacity 
heat of reaction 
temperature in the reactor 
outlet temperature of coolant 
inlet temperature of coolant 
heat transfer coefficient
A similar balance across the coolant jacket produces
+ U.C Cl P Ar
hence
T - T + T 
1 XC iCI = PCTCCP + pVCCP d
T + T 1C 1CI
dt
I 2Fc ^TCI “ V + 2UAr
d t
PV, pVCCP
T - Tc +"TC1 . . . . . ( 2)
where F, coolant flow rate 
coolant jacket volume
In these equations the reactor wall dynamics are assumed to 
be negligible.
A mass balance based on the conservation of sodium 
hydroxide in passing through-the reactor produces
PACAI = PCA + pV ^ A  + rpV
d t
therefore
°A f a ca i
p v
PCA. (3)
PV
Equations (1) - (3) were used to describe the process 
for the Kalman filter. The integrity of the model depends 
on the validity of the assumptions and the values of the 
model parameters. Experiments were performed in order to
determine suitable parameter values and to check the 
validity of the assumptions. This work is described 
in the following sections.
Heat Transfer
In equations (1) and (2) the heat transfer co­
efficient, , conveniently represents the product of 
overall heat transfer coefficient and heat transfer area 
It was not necessary to determine either of these 
quantities individually.
U^r can be obtained from a steady-state heat 
balance on either the reactor: ^
UAr = CP (FATA + PBTB ' F T >/ fT - (Tc + T ) W
or the coolant jacket
°Ar = 'W TC " TCI> ' T - (T + TCI) (5)
The practical reactor system did not permit easy 
and accurate determination of the quantity (T^ - TCj)*
For this reason equation (4) was used to determine UAr 
at various coolant flow rates. was found to increase
almost linearly with increasing coolant flow rate up to 
about 300 g/sec whereafter it gradually flattened off to 
a value of 240 Watts/°K at 500 g/sec. The coolant
temperature was varied between 15°C and 50°C in 
order to determine the temperature dependence of 
the heat transfer coefficient. A variation of 
20 W/°K was found over the whole temperature range 
and this was considered to be sufficient justification 
to ignore temperature dependence.
The reactor system was controlled by varying the 
coolant temperature at constant flow rate. Keeping the 
flow rate constant simplifies the model equations as 
U^r can then be assumed to be constant. The coolant 
flow rate was fixed at 300 g/sec, as little increase in 
heat transfer resulted from higher flow rates. This 
value was also consistent with the policy of conserving 
hot and cold water supplies.
The Mixing.Test.
One of the assumptions made in the derivation 
of the process model equations was that the reactor was 
perfectly mixed.
The validity of this assumption was ascertained 
by operating the reactor with water feeds and obtaining 
its impulse response. A pulse of saturated sodium 
hydroxide, injected at the reactor inlet, was used to 
disturb the system.
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The^impulse response was obtained from 
conductivity measurements and recorded digitally, 
and is shown in Figure (3.2). This graph was 
typical of several tests performed with different 
pulse sizes. The experimental curve was very close 
•to that calculated for a completely mixed reactor.
These results illustrate that the assumption of 
perfect mixing in the reactor was acceptable.
3.^. Model Sensitivity
A program was written in Fortran to examine the 
• effect on steady states, in the temperature-concentration 
phase plane, of errors in the model parameters. In 
particular, it was necessary to determine the dependence 
of the reaction on differences between the two inlet 
feed flow rates, as these were the most difficult to 
control. The difficulty arose from the unreliable 
nature of the orifice-differential pressure measurements 
at low flow rates. It was found that for small 
differences between these flows there existed an almost 
linear relationship with steady-state concentration. A 
ten per cent, increase in the flow rate of ethyl acetate 
produced a decrease in outlet sodium hydroxide 
concentration of 5 mols/m3 - a considerable displacement. 
This effect could be accounted for in the model by 
including a term related to these flow differences.
Small variations in the flow rate of coolant had 
little effect on reactor output. By holding the 
coolant flow rate constant and varying its temperature, 
the reactor could be effectively controlled over the 
operating range of 20-50°C. The corresponding spread 
in values of output sodium hydroxide concentration was 
14 mols/m3.
The remaining parameters used in the model were 
either identified or regulated with sufficient accuracy 
to give negligible modelling error.
3.5. Calibration
Spectral analysis was used to verify that there 
was virtually no noise on the measurement channels and 
thus the instruments could be calibrated accurately (66). 
All calibration data wap automatically recorded, with 
the computer, prior to subsequent regression analysis, 
as described below:
3.5.1. Temperature Calibration
All the thermocouples were placed together in a water 
bath and calibrated against a standard. The standard 
was given by the thermocouple which was found to 
correspond most closely with the British Standard for 
copper-constant thermocouples at the freezing and
CALCULATED
+ EXPERIMENTAL
its.900
RPC NUMBER
Figure (3-3) TEMPERATURE CALIBRATION CURVE. ADC CHANNEL 06
CALCULATED
ADC NUMBER
Figure (3.*0 FLOW CALIBRATION CURVE. ADC CHANNEL 02.
and boiling fixed points. The temperature measurement 
relationship was then approximated over the region- of 
interest by fitting a straight line to the data using 
an appropriate regression technique. A typical 
temperature calibration curve is shown in Figure (3*3) -
3.5.2. Flow Calibration
The flow calibrations were obtained by mass/time 
measurements. The flows were held constant with a 
Platon manual flow controller•to enable measurements 
to be taken from the low-range orifice meters. 
Polynomial relationships were fitted over the region 
of interest for each flowmeter. A typical result is 
shown in Figure (3 • *0 •
The turbine meter, on the coolant line, was 
calibrated at various flow rates which were obtained 
by adjusting a control valve. The turbine meter gave 
a linear relationship for flow as illustrated in Figure 
(3.5).
3.5.3. Conductivity Calibration
In order to accurately ascertain the performance 
of the estimation system, it was essential to have 
accurate measurements of sodium hydroxide output 
concentration. It was not possible to measure 
concentration directly, but it could be inferred from 
conductivity measurements.
In the saponification of the ester ethyl 
acetate with the dilute alkali sodium hydroxide, the 
dominant conducting ionic species in the reacting 
solution are Na+, OH and Ac (40).
At high dilution we have the general relation 
(109):
EK = Enuc
where K = conductivity of the solution
n = charge on ion
c = concentration
u = ionic mobility
E = potential gradient
Knowing the stoichiometry of the reaction the 
conductivity can be directly related to the conversion
At constant temperature
Kt a CA    (6)
since the concentration of the conducting species are 
directly dependent on the remaining concentration of 
sodium hydroxide.
It was found experimentally that it was 
sufficient to approximate the temperature dependence 
of-the conductivity by
Pill here • Rubber tubing
Thermocouple
Funnel .
Conductivity cell
Peristaltic pump
Copper heating/cooling coil
Figure (3.6) SCHEMATIC DIAGRAM OF APPARATUS FOR
CONDUCTIVITY CELL CALIBRATION..
Kt = Kt 1 + ct (t - vo
(7)
where
Ct a constant
t = temperature
A combination of equations (6) and (7 ) gives
' =  ADC reading for the temperature 
of the solution in the cell 
= ADC reading for the solution 
conductivity'
then
C. = aVK + bVt + o  (8)
1 + Ct (t - to>
Let
1 + dV.t
where a 3 b, c and d are constants
The apparatus used to calibrate the cell is 
depicted in Figure (3*6). The calibration solutions are 
listed in Table (3.1). These solutions were made up to
Solution
Number
NaOH
■3
mol/m
NaOH
g/li
NaAc
mol/m
NaAc
g/li
1 40 1.6 60 8.165
2 35 1.4 65 8.845
3 30 1.2 70 9.526
4 25 1.0 75 10.206
5 20 0.8 80 10.887
6 0.6 85 11.567
7 10 0.4 90 12.247
Table (3.1) CONDUCTIVITY CALIBRATION 
SOLUTIONS.
include the correct amounts, of each conducting species, 
corresponding to the solution in a partially reacted 
state. Meaningful calibration data could not be 
obtained from the true reacting solution due to the 
high speed of the reaction.
Each solution was washed through the calibration
apparatus three times before data logging was commenced.
Thus conductivity and temperature data were logged at
constant concentration for twenty temperatures in the 
 ^ orange 10 - 55 0. At the time of each measurement 
there was no temperature gradient across the cell.
Tests, involving solutions 1, 4 and 7* were repeated 
on separate occasions and gave reproducible results 
each time. v
As expected, a linear relationship plotted in 
Figure (3*7)a was found to exist between conductivity 
and temperature at constant concentration. A.least 
squares fit to the experimental data was used to obtain 
values of slope, m, and intercept, i. The method of 
least squares was then used to determine values for the 
constants in equation (8 ) from the relations
CA a + b 
d
m
d
CA ai + c
- CALCULATED
RPC NUMBER
’Figure (3-5) FLOW CALIBRATION CURVE. A D C .CHANNEL O ^ .
- THEORETICAL
i^0°O CELr HOUSING TEMP. (RPC NO.)_ _ _ _ _ _ _ _ _ l£X,- - - - - - - - - - ;- - - - - - - - - - - - - - - - - - - -
Figure (3*7) CONDUCTIVITY MONITOR CALIBRATION CURVE
3.6. Random Noise Tests
Certain assumptions, particularly with regard 
to theoretical characteristics, were made about 
simulated random noise. This study utilized three 
* kinds of random variable, each of which were 
investigated computationally:
3.6.1. Uniform Probability Distribution
The standard DEC Fortran routine RAND was used 
to generate uniform random numbers. The numbers 
were generated by a multiplicative congruential 
method:
Yn+1 = 3125 Yn mod 226
scaled to 0<Y<1
The random variable was tested for its 
uniformity and the results are presented in Figure 
(3*8). Twenty sub-intervals were used. Chi-squared 
tests indicated that uniformity of probability 
distribution was poor but acceptable.
3.6.2. Normal Probability Distribution
Uniformly generated random numbers were 
processed to generate a random variable with a 
normal probability distribution. Two methods
1,000 VALUES 
%CHI SQUARED » 3.228
500 VALUES300 VALUES
%CHI SQUARED = 6.844- *4CHI SQUARED = 5.28
-EXPECTED.A1UMBER
3.060
INTERVAL
FIG( 3 .8  ) Frequency test of random numbers. Uniform distribution .
500 VALUES
RANDOM NOS. PER. VALUE = 2
%CHI SQUARED = 4.636
MEAN -■ .01446
9854
4 409 "
INTERVAL
FIG( 3 . 9  ) Frequency test of random num bers. Normal d istribution.
were compared:
(i) based on the ergodic property of 
random variables to tend towards 
normality
X =
/N/12
N
Z RNi 
i = l
- N/2 + Mean
where
a
X
N
RNi =
required standard deviation 
normal random variable 
number of uniform random 
numbers per normal random 
number
uniform random number
This relationship was tested for 
N = 6, 12 and 18,
(ii) A method reported by Berryman and 
Himmelblau (11)
X = a /-2eRNi sin (6.2831853072 RNi+1)
The results are presented in Figures (3.9 to 
3*12). From considerations of time of computation, 
as balanced against the quality of probability 
distribution, the latter method was favoured.
500 VALUES
RAN00M NOS. PER. VALUE - 6 
% CHI SQUARED - 6.82 
MEAN - .0147 
3. 0. - .9634
£
-b.mo -fl-szo
. INTERVAL
-*.mo -i. wo -t.ceo -i b .tto k.tsc Luo 0.12S
F1G( 3 .1 0 )  Frequency test of random numbers. Normal d is tr ib u tio n .
500 VALUES
RANDOM NOS. PER. VALUE = 12 
%CHI SQUARED = 4.234 
MEAN » .00772 
S. 0. = .978
ifftERVAt.
cn»
'•Vwo
FIG( 3.11 ) Frequency test of random numbers. Normal d is t r ib u t io n .
500 VALUE3
RANDOM NOS. PER. VALUE 
'/CHI SQUAREO - 3.708
01306
9908
■in t e r v a l
F IG (3 .1 2 ) Frequency test of random numbers. Normal d istribution.
FIG( 3.1 3 ) Ornstein -  Uhlenbeck random v a r iab le  13 = .1
This method used only two uniform random number 
generations and a single transcendental function 
per normal random number.
3.6.3. Ornstein-Uhlenbeck Random Variable
The Ornstein-Uhlenbeck (O’.U.) random variable 
is suitable for simulation of real processes in 
which the noise is often correlated. Its variance 
remains constant with time and there is no bias.
It can be generated from a normally distributed 
random variable thus:
where
e = O.U. random variable 
X = normal random variable 
3 = correlation factor
The random variable is exponentially 
autocorrelated in time. Plots of this variable 
are shown in Figures (3.13) and (3.1*0.
3.7. Determination of Control Gains
The pneumatic control valves were highly 
nonlinear, thier transfer functions being both 
amplitude and frequency dependent, and thus there 
existed no conclusive theory for the determination 
of the control gains. All the control loops
£
n+l
Xn+l n
TIME
FIG( 3.1 4).0rnstein -  Uhtenbeck random variable f3 = .02
300 SAMPLES
VlME
F IG (3 ,15). Autocorrelation of O-U variable f3 = .02
utilised proportional plus integral (P+I) 
control, and therefore it was required to find 
values of proportional and integral gains to 
give good speed of response and stability.
As a good starting point, it was decided to 
use the fast Fourier transform (FFT) to determine 
the frequency response of each valve at various 
amplitudes of input signal. The' inpiut signal was 
a pseudo random binary sequence (PRBS). This 
signal was convenient because the amplitude 
could be fixed to lie within the so-called linear 
range of the system.
The identification method was first tested 
on a second order system programed on the analogue 
computer. The following equation describes the 
second order system:
t 2 d2y + 2£t dy + y = x
. dt2 dt
where
x = input signal
y = output signal
t = time
t = time constant, set to 0.*J
£ = damping factor, set' to 0.6
The analog program is depicted in Figure (3*16)
.625
y
Figure (3*16) ANALOG PROGRAM FOR SECOND-ORDER SYSTEM.
The theoretical amplitude ratio and phase 
lag are given by: ' .
A.R. = 1/ /(l-w2x2)2 + 2 (£w t )2
_ i
y = tan (-2£w t / (1-w 2t 2) )
where w = angular frequency.
The PRBS was of length 1023 samples output at
10 Hz. The sampling rate was 20 Hz. Subsequent 
Fourier analysis gave a frequency resolution of 
approximately 0.01 Hz. The input signal thus 
contained uniform power over the frequency range 
of interest, as shown in Figure (3.17)- The spread 
of points around the flat curve illustrates the poor 
results obtained by approximating the spectral 
analysis with a radix-two transform instead of a 
mixed-radix transform.
The test system was accurately identified, as 
can be seen from Figures (3.19) and (3.20). When 
simulated Gaussian noise was added to the output 
signal there was a corresponding degradation of 
results, as shown in Figures (3.21) and (3.22).
These errors could be greatly reduced by averaging 
several output sequences. Figures (3.23) and (3.2*1) 
show the results of transforming the average of ten 
corrupted output sequences.
FREQUENCY (HERD
FIG(3.1 7 ).FREQUENCY CHARACTERISTIC OF P.R.B.S.: GAIN.
FIG(3.18). FREQUENCY CHARACTERISTIC OF P.RBS. : PHASE.
THEORETICAL
+ EXPERIMENTAL
FREQUENCY (HERZ)
Figure (3.19) FREQUENCY RESPONSE OF SECOND-ORDER SYSTEM.
GAIN. . -1 . *.
FREQUENCY (HERZ)
+ EXPERIMENTAL
Figure (3.20) FREQUENCY RESPONSE OF SECOND-ORDER SYSTEM.
PHASE.
- t h e o r e t i c a l 
+ EXPERIMENTAL
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FREQUENCY (HERZ)
Figure (3.21) FREQUENCY RESPONSE OF SECOND-ORDER SYSTEM.
GAIN. SIGNAL CORRUPTED WITH WHITE NOISE.
. FREQUENCY CHE:!Z~
i.m T m
- THEORETICAL 
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Figure (3.22) FREQUENCY RESPONSE OF SECOND-ORDER SYSTEM.
PHASE. SIGNAL CORRUPTED WITH WHITE NOISE,
- THEORETICAL 
* EXPERIMENTAL
4  FREQUENCY ^
Figure (3.23) FREQUENCY RESPONSE OF SECOND-ORDER SYSTEM.
GAIN. CORRUPTED SIGNAL AVERAGED.
FREQUENCY CHER2)
- THEORETICAL 
+ EXPERIMENTAL
Figure (3-24) FREQUENCY RESPONSE OF SECOND-ORDER SYSTEM.
PHASE. CORRUPTED SIGNAL AVERAGED.
Having verified that the identification method 
worked on a linear system it was then applied to the 
reactor control loops. Figures (3.25) to (3.28) 
show the results obtained for the two inlet feed 
control values. The results are plotted for small 
(S), medium (M) and large (L) amplitude disturbances, 
corresponding t o .10$, H0% and 60% of full range 
respectively. The amplitude dependence of the 
frequency response can be clearly discerned. The 
lumpy form of the frequency response is due to the 
high frequency resolution extracted and valve 
hysteresis. Signal harmonics were removed with six- 
pole adjustable Butterworth filters set to a cut-off 
frequency of 4 Hz.
The coolant control system was interactive with 
temperature and flow rate being regulated by mixing 
hot and cold water according to two control valve 
settings. It was found unsatisfactory to have one 
valve regulating flow rate and one valve controlling 
temperature, as hunting occurred at either end of 
the control range.
In the final design* each valve responded to 
both temperature and flow errors as outlined below:
At = KT (eT + _1_T / eT dt)
Ap = Kp (ep + _1_F / ep dt)
T
l.ico i.ioo
FREQUENCY (HERTZ)
Figure (3-25) FREQUENCY RESPONSE OF NaOH VALVE. GAIN.
6100 o .too
FREQUENCY CHERTZ)
.as
Figure (3-26) FREQUENCY RESPONSE OF NaOH VALVE. PHASE.
I MOICES
Figure (3 - 27) FREQUENCY RESPONSE OF EtAc VALVE. GAIN.
*. ICO I. MO
FREQUENCY CHERTZ)
Figure (3.28) FREQUENCY RESPONSE OF EtAc VALVE. PHASE.
where
A = control action
e - error
K = proportional gain
t = time constant
subscript T = corresponding to temperature 
subscript F = corresponding to flow
then
Di = -Ap + At 
D 2 = Ap + At
action output to cold water valve 
action output to hot water valve
(The cold water valve had reverse action)
Figures (3.29) to (3.32) show the results of 
applying the spectral analysis technique to the 
coolant control system. The data were obtained over 
the operating region of interest.
These frequency diagrams, Figures (3.25) to 
(3*32), were used to provide the information required 
in order to use the Ziegler Nicholls control setting 
method. The control settings,thus obtained, were 
then modified,'on the basis of practical experience,
where
Di = 
D 2 =
ktoo O.DO
FREQUENCr CHERTZ)
4-joa *.4oo TsoT ktM Tn
Figure (3.29) FREQUENCY RESPONSE OF COOLANT FLOW CONTROL
LOOP. GAIN.
1 b.tCD
FREQUENCr (HERTZ)
Figure (3-30) FREQUENCY RESPONSE OF COOLANT FLOW CONTROL
LOOP. PHASE. * . - ■
6.1®  6.200 
FREQUENCY1 (HERTZ)
6.400 6joo 6«oo
Figure (3*31) FREQUENCY RESPONSE OF COOLANT TEMPERATURE 
• CONTROL LOOP. GAIN.
FREQUENCY (HERTZl
Figure (3-32) FREQUENCY RESPONSE OF COOLANT TEMPERATURE
CONTROL LOOP. PHASE.
Control
Loop
fCO Ku l/r Kc
Final Setting
i/r Kc
NaOH 0.4 3.3 0.48 1.5 0.18 0.5
EtAc 0.3 2.22 0.36 1.0 1.0 1.0
Fc 0.57 7.0 0.682 3.1 0.682 2.0
H3 o H 0, 22 9.0 0.264 4.0 V 0.5 2.0
\
Key :
fCQ-Crossover frequency
K -Ultimate gain 
u
T-Integral time constant
K -Proportional gain 0
Table (5.2) CONTROL SETTINGS.
to give stable results over the whole operating 
range. The new controller settings are shown in 
Table (3.2). These settings compared favourably 
with those obtained by the method of loop tuning(66).
Model Fitting
In order to be able to describe the process with 
a stationary mathematical model it was necessary to 
obtain observations of the process that were consistent 
with its assumed inputs. When repeatable results 
could not be obtained, then either a non-stationary 
model resulted, or a different model was determined 
for each individual trial.
A great deal of trial and error was needed to 
determine the conditions under which repeatable 
results could be obtained from the system studied.
At the start of every trial fresh feed solutions 
were made up using either distilled or deionised water. 
The conductivity of the water in each case was less • 
than 8 micromhos. This was considerably better than 
tap water which was found to have a conductivity of 
140 micromhos.
In order to eliminate conductivity errors caused • 
by sodium carbonate, a volumetric solution of sodium
“"b 5 10 15 20 25 30 35 40
SAMPLE NUM3ER
Figure (3-33) FIT OF DYNAMIC DATA
TEMPERATURE DEC.,
Figure (3.34) PHASE PLANE DIAGRAM OF FITTED DATA.
hydroxide was used to make the feed solution.
The instruments, which were first allowed to 
stabilise, were adjusted, with the aid of a special 
purpose computer program, to give errors' of less 
than one per cent of operating level.' The process 
was allowed to achieve steady-state before data­
logging was commenced. The data thus obtained was 
used to fit the Arrhenius and activation energy 
constants by plotting In K versus 1/T obtained at 
various steady states. However, this method gave 
only approximate results due to the necessarily 
narrow temperature range over which data was collected.
Activation energy, E, active reactor volume, VR , 
feed flow difference, DP, and equivalent coolant 
volume, Vc , were fitted to dynamic experimental data 
with a pattern search; other parameters were kept at 
their literature values. The pattern search, with a 
sum of absolute deviations criterion, gave:-
E = 46,463 J/mol.
VR = 0.0045 m 3
DF = 0.044 g/sec.
Vc = 0.0074 m 3
The quality of fit is shown in Figure (3*33) 3 
and the range of data in the concentration - 
temperature phase plane is shown in Figure (3.34).
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ESTIMATION AND CONTROL SYSTEMS ANALYSIS 
Introduction
The design of a combined estimation and 
control system is necessary when it is desired 
to control a plant which is subject to random 
inputs and noisy, or unreliable, measurements.
In industrial chemical systems the main causes 
of bad control are unreliable measurements, or 
absence of measurements, rather than noise per se. 
When the total state of the process is measurable, 
conventional analogue controllers provide low-cost 
control which is relatively insensitive to noise, 
especially if exponential filters are used to 
attentuate high frequency measurement disturbances. 
However, in large-scale processes, a digital 
computer is often used because it gives a lower 
cost per control loop. The digital control system 
can have hidden advantages; since it is able to 
control using inf .erred measurements, difficult 
processes can be controlled and sometimes 
expensive instrumentation,such as chromatographs, 
eliminated.
The computer may be used to fit a mathematical 
model to the system. This model then provides an 
extra source of process information, which may be 
combined with observations of the process, to
estimate its true state. The Kalman estimator 
does not require that the complete state vector 
be measurable or that the measurements are 
reliable. The assumption of white noise on the 
measurements, used in the Kalman filter 
derivation, are rarely realised in practice, 
but the filter can still give improved state 
estimates. On this basis, the separation 
principle (7) gives an approximate guide to 
designing a controller having minimum lag and 
error.
>
The Kalman estimator has been shown to be 
feasible, for obtaining chemical process state 
estimates (31)* in terms of computer requirements. 
It is readily adaptable to mildly non-linear 
systems, and has therefore been selected for 
further investigation in this study. All the 
most important modifications of the filter have 
been considered. The performance of the filter 
when linked to two different kinds of controller 
has been studied. Relevant theory and algorithms 
are described in the following sections, where 
emphasis has been placed on a heuristic and 
practical presentation, rather than upon 
mathematical rigor.
4.1. Estimation
The system is represented by the nonlinear 
equations
where f. is a vector function of the state X, k k
and controls U^. Subscript k indicates an 
instant of time.
The observations are described by the 
relationship
V  = M V  + vk-  .... -(10)
where h^ is a vector function of the state. 
Independent, zero mean, white noise processes 
are represented by w^ and v^. These, although 
fictitious in practice, are useful for describing 
system uncertainty.
Several important variations of the Kalman 
estimator have been investigated and these are 
described in the following sections:
4.1.1. The extended Kalm&n Filter
The linear Kalman filter is applied to 
nonlinear systems by linearisation about 
either the last state estimate, or a nominal 
state trajectory. According to the validity 
of such linearisation the estimates are, in 
general, biased. The estimation error co­
variances produced by the extended filter 
give only rough indications of the estimation 
accuracy. The extended Kalman filter equations 
are well known (115) and are presented below:
Prediction:
A
Xk/k-l fk-l^Xk-l/k-l5 Uk-1^
(11)
A •
Zk/k-l = hk^Xk / k - F (12)
Pk/k-l $ k-1 Pk-l/k-l $k-l + Qk-1 ..(13)
Correction:
where
lik
Hk
3f.
ax
k
k
3hk
ax.k
k/k
k/k
A
Xj/i
o/-.l
o/-l
T
an estimate of the state X at time 
j, given observations through time
i .
E(Xo)
E (Xo-Xo) (Xo-Xo) T
expectation operator 
mean of X
vector X transposed
Covariance matrix corresponding to w 
Covariance matrix corresponding to v 
estimation error covariance matrix
In these equations the system has been 
linearised about the last estimate of the state 
Xk-l/k-l* Linearisation about a predetermined 
nominal trajectory would allow precomputation of 
the Kalman gains, W^ ., and hence provide great 
savings in on-line computer time. A convenient 
trajectory for this technique, is provided when 
the process is to be steered along a deterministic 
path (7).
4.1.2. Smoothing and Relinearisation
too
When system nonlinearities are/pronounced
- a ' to be represented by linearised 
perturbations, filter divergence can be produced 
This situation may be improved by smoothing the 
state back one measurement, and subsequently 
relinearising the system dynamics, about the 
smoothed trajectory, to reduce the truncation 
errors. The algorithm can be realised by 
minimisation of the functional ^(X^+l^k^ Siven 
by (64):
J ‘w v  - i II gk+i - h(xk+i ) I I V 1
+ l 11 xk+1 - f(Xk ) | | V*
A
Xk ' Xk/k I I Pk/k
the solution X^+p X k to the minimisation
A
represents the updated estimates Xk+l/k+l anc^
A
Xk/k+l resPectively- nonlinear functions
are expanded to their first order derivatives 
around the point with the basic extended
Kalman filter estimates and X^y^serving
as the starting points for an iterative solution.
This procedure results in the following 
linear matrix equations:
[Ai [ A;
[ 3 !
X:n+1
X:
k+1
n+1
- x£. ■k+l. II ........(17)
- xn 
xk
4
B2 V. /
where
Ax =■I + Q H(X^+1)T R'1 H(X^+1)
A, =-f (x£)
juT ^-1
A3 = -pk/k I <xiP Q'
n
H - i +■ rk/k I (^)T Q"1 1 <xk)
Bi = f(xk> - xk?i + Q H(xk”i)T R_1 'k+l h(xk+i>
A 
= xk/k - X£ + P k / k $  (Xk ) T Q _ 1
Equations (17) are solved iteratively until
no significant differences in the state estimates
are found. Values for the covariance matrix, P,
needed in subsequent filtering calculations are
obtained from equations (13) and (16) in which J
A
and H are evaluated at
Estimation of unknown statistics
The covariance matrices, Q and R, in 
equations (13) and (14), are often used as 
design parameters to tune the filter to its 
optimal steady-state operating condition.
They may be slowly varying, and it is there­
fore sometimes desirable to estimate Q and R, 
on-line from measurements and filtered state 
estimates. The algorithms described below 
were derived by Sage and Husa (88), on the 
assumption that the noise processes were white. 
Equations for estimating noise biases are 
included.
Measurement noise mean:
A
r A A
Hk-lXk/k-l
(18)
Measurement noise variance:
A
k-1 Zk-1
•-Hk-1 Pk-l/k-2 Hk-1
T
(19)
/
Plant noise mean:
A A A
Qk/k =i + Xk/k " ^k-1
A
Xk-l/k-l. ( 2 0 )
Plant noise variance:
A
+ W, Z
+ Pk/k “ .$k-l Pk-l/k-l ^k-1 ( 2 1 )
A A
rk/k-lwhere Zk (22)
Starting values for the above equations 
must be selected on the basis of experience. The 
estimation technique has been shown to work well 
in the case of simple simulated systems(88).
4.1.4 Exponential data weighting
When the Kalman filter has been designed 
with incorrect noise covariance matrices, or incorrec 
model parameters, divergence can occur.
Most simple techniques for curing filter 
divergence have been aimed at ensuring that the 
estimation error covariance matrix, P, does not 
converge to a negligible value. This would cause 
the Kalman gain equations to ignore incoming 
measurements. When the process model is correct, 
however, this will produce good state estimates.
When the model is only valid over short time 
periods, as frequently occurs information must 
constantly be accepted from new measurements 
in order to avoid divergence. In this case 
the information contained in old measurements 
loses its validity.
The steady-state value of the state 
estimation error covariance matrix may be 
increased by specifying an artifically large 
plant noise covariance matrix, Q. An 
equivalent technique is to multiply the covariance 
matrix P by a scalar, s>l, at each iteration 
(108). This has the effect of decreasing the 
significance of old measurements as time increases.
Esquation (13) then becomes:
Pk/k-l = $k-l sPk-l ^k-1 + Qk-1  (23\
4.1.5* Adaptive filtering by innovations testing
The method of exponential data-weighting 
causes the estimate of the covariance matrix, P, 
to converge to a constant value. It is often 
the case that this steady-state value is correct 
for part of the operating trajectory, but in­
correct at other times. This may occur when
there are unmeasured process disturbances.
A further investment of computer time and 
storage can enable adaptive alteration of 
P (101).
Since a linear combination of normal 
random variables is a normal random variable, 
the innovations sequence for the optimal 
linear filter should be a normal random 
variable. This statement holds true when 
the process and measurement noise have normal 
frequency distributions. If it is found that 
the innovations sequence does not conform 
with its theoretical statistical distribution 
then the filter is not working optimally and 
the covariance matrix P is changed accordingly.
The probability that any component, v^k , 
of the innovations sequence, v^, lies between 
± c j_aik is given by
-Ciaik*vik*Ciaik
C -a.,1 lk _ i
= 7r)~ 
-Vik
exp
-v i k  1 d v i k  • • • • • • ......... < 2I*>
2ct|,lk
where is a positive constant, and 
denotes the variance of v., .
The theoretical variance of is 
calculated from
Cov. vk 5vk Hk Pk/k-l Hk + Rk (25)
Values for are chosen that make the
probability, p - C . a . a . ,1 ik^ ik^ i lk , very high.
Thus, if a component of v^ is found to lie out­
side this range, the covariance matrix, P, is 
increased, to correct the statistical
; ■
assumptions, according to:
V?ilk
crk2
CI
H.,lk si Pk/k-l
TH ., + r., lk lk
Cf ..(26)
where H., is the ith row of H, and r., is the lk k lk
ith component of R^. From equation (26) the 
scalar modification factor is calculated as
1 * ilk
Hikpk/k-iHik
Ik
c2
- rik ........(27)
When more than one component of v^ is rejected 
the largest value of s ^  is used to modify Pjc/k-1
Alternatively, each element of P^/k-l may be 
modified as
P. . new = /s .s . • P. . old ............ (28)
-L J  X  J  X J
This operation will, of course, be more time 
comsuming.
An upper limit is set for When this limit
is exceeded, the measurement is rejected and the
residual modified to conform to equation (26) with
s. = s. max. The values of C. may be calculated 
1 l l .
adaptively. For a linear optimal filter 
N-l
Z vik ~ 1 ......(29)
N k=0 * (i=l,2...m)
ik •
for large N, where m is the dimension of v^. By 
observing sequences of v^, this relationship, equation 
(29)a .can.be checked. If the filter is not 
functioning in accordance with equation (29) is
modified b y :
Ci (j+1) = CjCj) /si (j)  (30)
where s. (j) = 1  E
N k=jN
vik
a ., ik
(i=l,2,...m)
In practice, the assumptions of 
*
normally distributed noise are rarely 
justified and the filter is often nonlinear. 
Under these conditions the previous adaptive 
procedure is not theoretically valid but may 
be found practically useful in individual 
problems.
4.1.6. Bias Estimation
A simple scheme for estimating model 
bias has been suggested by Coggan and Wilson(19) 
who applied an exponential filter to the 
innovations sequence. The bias, b^j is then 
given by
bk+l = abk + - d  “ «)■ vic ..........   • • • • (31)
Filtering of the residuals was preferred 
to aggregation, being more suited to the 
identification of a time-varying bias. They 
suggested allowing for measurement bias by 
modifying the elements of the measurement 
noise covariance matrix, R, to reflect the 
additional measurement uncertainty.
The foregoing techniques for modifying 
the Kalman filter are most popular because of
their simplicity. In practice, the assumptions 
made in their, derivation are violated, but the 
techniques have still been found to have 
practical value. These methods are representative 
of those described in the literature, and although 
there exist many variations, this basic approach 
is common to all. A descriptive approach has 
been used in order to present, clearly and 
objectively, the methods of application.
4.2. Control
The mathematical model of the process 
used in the design of the Kalman filter can also 
be used to design the controller. When the 
process model is accurate, and the process 
statistics are also well known, a high 
performance controller can be designed. In 
this study, both minimum time, and trajectory- 
following control, have been considered:
4.2.1'. Minimum time
The system is described by the 
relationship
X = f(X,U)
N.B. f is a different function to that 
considered in equation (9)* The control, U 
is the coolant inlet temperature, T ^ ,  for 
the process under consideration.
The performance index, to be 
minimised, is given by:
I.P. = tf     (32)
where t^ , is the time taken to reach the required 
state. The maximum principle (26) may be used 
to solve this problem.
Define the new state variable 
X0 = t
' *o = 1
The adjoint equations are given by:
TX = -F .X
where F is the Jacobean obtained from f(X,U).
X is in adjoint vector
The maximum principle requires the 
maximisation of the Hamiltonian.
Ha = *T . f(X,U)
Now XQ (t^) ^0 
Let X q = ~1
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The figure shown above is a phase-plane diagram depicting the 
optimal switching curve. A detailed explanation of the optimal switchin 
curve for this reaction has been reported by Javinsky and Kadlec (AIChE 
J., 91&» November 1970). Each desired steady state will have its own 
unique optimal switching curve which could be generated on-line within 
a few seconds.
The derivation of the optimal control policy allows for the 
existence of a singular optimal trajectory. This occurs when factor A, 
in equation (33)» is zero. However, in the practical operational tempera 
range, the reaction is/^ /reversible and a singular optimal trajectory does 
not therefore exist. This has been proved by Siebenthal and Aris (Chem. 
Eng. Sci., 19 (10), 729» 196^) for control of a CSTH by heat transfer.
Ha = -1 +Xig l (X) + A 2g2 (X) + A 3 f 3(X) + ATCI
where A = UAr V  +   A i
2pVCp
F,
PV,
- UAr
2pVcCp
and gi, g2 , f 3 are vector functions of the 
state, X, for the three dimensional system 
described in chapter three.
Obviously, the Hamiltonian, Ha, is 
maximised by the following control scheme:
TCl
max. when A > 0
min. when A' < 0
The desired final and initial states X(t^), 
X(tQ ) and are specified.
Now Ha (t^) = 0, and therefore by specifying
A2 (tf ) and A3(tf ) a two-point boundary-value 
problem, which may be solved by integration of 
the adjoint and state equations, has been 
formulated. A different solution will be 
generated for each combination of A2(t^) and 
A3(tf ). However, having established the 
optimal control to be extremal, the experience 
of Javinsky (45) 3 who found the coolant flow 
rates required to give optimal control of a 
CSTR, may be utilized. Coolant dynamics were
(33)
neglected giving a two-dimensional system and a simpler 
problem formulated with the maximum principle. The 
solution involved the familiar switching curve in the 
temperature-concentration phase-plane. If X(tQ ) lay 
above the curve, minimum cooling was used until X(t) 
intersected the switching curve, whereupon maximum 
cooling was used to drive the process to the required 
state. If X(tQ ) lay below the curve, the reverse 
procedure was used. For the purposes of this study, this 
scheme was converted to the feed-back control law 
described below:
max. when X above curve 
min. when X below curve 
steady state value when X is at 
required state.
T
Cl
The switching curve was generated by integrating 
the state equations backwards from the desired state 
at maximum and minimum T ^ .  In the system considered 
in this study, the coolant dynamics gave negligible 
variation in the switching curve.
The process may be required to be regulated at the 
new state or required to follow a specific trajectory. 
Riccatti-type solutions to this control problem do not 
take into account controller constraints and are 
therefore somewhat arbitrary due to the necessity for 
choosing cost function to penalise control action. A
less abstract alternative is described below.
4.2.2. A predictive controller
The controller here described is a 
modification of that proposed by Grethlein 
and Lapidus (33). They described a controller 
which minimised the Euclidean distance from the 
desired state for a two dimensional system at 
the end of each control interval. This 
instantaneous minimisaton was achieved by a 
search on the two extreme and one intermediate
control value and ■ subsequent interpolation
\
with a second order polynomial. However, since 
the dynamics of the control actuators are often 
not modelled the control action so calculated 
may be in error. In order to make the controlle 
less sensitive to these errors the quantity to 
be minimised at the end of each control interval 
was chosen to be the area between the desired 
trajectory and the predicted actual trajectory. 
The search for the appropriate control action . 
at each stage was facilitated by digitising 
the control variable. This operation 
eliminated unnecessary changes in control output
The area to be minimised was the sum 
of areas calculated for each controlled state 
variable, in this case concentration and 
temperature:
AC + AT
Uniform weighting was appropriate for 
these variables. Let the controller lag be 
fraction L of one controller time interval. 
Then and are approximated by:
AX = (Xk+L + Xk-1+L >/2 - f2 Xdk + L <Xdk+l - XV
L/2 -
(2 Xdk + 
[xdk-l + L (H k-H k-l> + Xdkl (l-L)/2
where Xd represents the desired trajectory and 
X represents the trajectory predicted by the 
controller.
Thus
Ax aXK .....----  (35)
at each control instant.
This relationship facilitated a fast search for
the appropriate control action^ since the 
bulk of the performance index was only 
computed once .at each control instant. Equation 
(11) was used to predict the future controlled 
state for computation of the index of performance.
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CHAPTER V
MAIN EXPERIMENTAL WORK
5. MAIN EXPERIMENTAL WORK
*
The purpose of the work described in this chapter 
was to establish experimentally the relative merits of 
the algorithms, presented in the preceding chapter, when 
applied to a specific chemical engineering problem. This 
problem was to estimate and thereby control the state of 
the chemical plant described in Chapter 2. A secondary, 
but no less important, aim of the-work was to demonstrate 
the easy and useful application of a modern digital 
estimation and control technique to a real process. The 
preceding , chapters have shown that careful preparation 
was necessary in order to accumulate sufficient plant data 
with which to design the final control system. Once this 
had been accomplished, the remaining work was divided into 
three main areas:
1. Software: The algorithms comprising the
estimation and control system were coded, 
thoroughly tested, and then incorporated 
into a general-purpose software operating 
system.
2. Experimentation: Experiments were designed 
to test the algorithms according to the 
main objectives of the work. These 
experiments were then carried out both in 
simulation and in real-time on the actual 
chemical plant.
3* Final data processing: During each
experiment operating data were stored 
on the disk. At the end of the trial 
the data were analysed and relevant 
time-series and variance results listed 
on the teletype and punched on paper 
tape. The paper tape was then used by 
the main plotting program to display the 
results.
These three areas of work overlapped considerably, 
as experience from each section led to changes in the 
overall procedure. In this chapter the details of the 
design and operation of the complete system are presented.
3.1. The operating software
5.1.1. System constraints
The computer had 2k K of core memory available 
for the. operating system. A general program was 
written which incorporated all the various algorithms 
to be tested. Because of its large size, being 
coded mainly in Fortran IV, a system of overlays 
had to be used. This involved the allocation of 
4 K of core storage for interchanging service 
programs which were stored on the disk. The speed 
of the estimator was maintained in real-time by 
restricting the overlay section to initialisation 
and shut down routines.
The disk was also used to store data during 
each experiment, thus greatly increasing 
computation time. However, even the most complex 
estimation algorithm could' be iterated in less 
than 25 seconds.
5.1.2. The estimation algorithms
The various estimation algorithms coded into 
the operating software have been described in detail 
in the preceding chapter. A code set on the computer 
switch register determined which algorithm was to be 
used in any one experiment. For the sake of clarity, 
the estimation algorithms are summarised in this 
section. Each algorithm is numbered for ease of 
later reference:
Algorithm 1 .
The extended Kalman filter. This algorithm 
was coded from equations (11) to (16).
Algorithm 2 .
Linearisation about a nominal trajectory. The 
extended Kalman filter was linearised about a 
nominal trajectory instead of the latest state 
estimate. Since the nominal trajectory is 
generally predetermined, this technique enables 
precomputation of the filter gain and variance
matrices. Thus storage may be sacrificed 
for great increase in speed. If storage 
limitations are severe, the gain time-series 
can be simply modelled so that the correct 
gain is quickly generated at each iteration 
rather than read from computer store. In 
the present set of experiments, the nominal 
trajectory was obtained as the response of 
the process model to a predetermined series 
of control inputs. This nominal trajectory 
was stored on the disk and could be referred 
to by the operating system if algorithm^, 
was specified.
Algorithm 5 .
Smoothing a n d ‘relinearisation. In this 
technique the state.is smoothed backwards by 
one measurement and the system dynamics are 
relinearised about the smoothed trajectory. The 
algorithm is described mathematically by equation 
(17). Due to the complex nature of this 
algorithm, a considerable amount of computer 
storage was required for its operation. For this 
reason the algorithm was incorporated into the 
software system as an overlay. This greatly 
reduced its speed of computation.
Algorithm 4.
Estimation of the plant noise covariance 
matrix and bias vector used in the Kalman 
filter.
The algorithm operates upon the residuals, 
as described in equations (20) and (21), to 
compute steady-state plant noise bias and 
covariance parameters. This algorithm was 
included in an overlay.
Algorithm 5 .
Estimation of the measurement noise covariance 
matrix and bias vector used in the Kalman 
filter. .
This algorithm is similar to algorithm 4, 
in that it operates upon the innovations sequence 
to estimate steady-state measurement noise bias 
and covariance parameters.
Algorithm 6 .
Exponential,data weighting. A very simple 
operation described by equation (23) which 
decreases with time the effect of past 
measurements. This technique maintains the 
elements of the estimation error covariance
matrix at a higher value than would otherwise 
be computed. Thus, the measurements are 
never completely ignored, and true divergence is 
avoided. The technique increases the bandwidth 
of the system and so, if the filter was 
originally correctly designed, this modification 
may degrade the filter performance.
Algorithm 7 .
Adaptive filtering incorporating testing of the 
innovations sequence.
The innovations sequence is tested to see 
whether it conforms with the predicted 
probability distribution. If the result of the 
test is negative, the estimation error 
covariance matrix is modified to account for the 
difference. Three variations of the basic 
method were coded into the software system:
(i) All elements of the estimation error 
covariance matrix are modified by the 
largest modification factor, computed from 
the measurement set, as described in 
equation (27).
(ii) Elements of the estimation error 
covariance matrix are independently 
modified to reflect the discrepancy in the
particular measurement to which they 
apply. Equation (28) demonstrates 
the simplicity of this modification 
which is only applicable when the 
complete state vector is measured.
(iii) Suitable probability limits on 
the variance, computed in the /
innovations sequence distribution test, 
are selected adaptively. The selection 
is made by manipulating short sequences 
of residuals as shown by equation (30).
This algorithm is used only when the 
complete state vector is measured.
Algorithm 8.
Dynamic plant bias estimation. A simple 
exponential filter is applied to the innovations 
sequence to evaluate a bias term. This technique 
may be used for tracking slowly varying plant bias.
The filtering is described by equation (31) •
In addition to these eight basic estimation algorithms 
a facility for conventional low-pass digital smoothing 
of measurements was incorporated.
In all experiments there was assumed to be no cross- 
correlation between noise sources and so an algorithm 
for speeding up the Kalman gain calculation could be
used. This was done by sequentially processing 
the incoming measurements, only those matrix 
rows and columns pertaining to an individual 
measurement being utilised at any one time. In 
this manner, the matrix inversion in the Kalman 
gain equation was reduced to scalar division.
Further details may be obtained by examining 
subroutine COGAIN in the appendices.
The simplest form of estimator that could 
be selected for operation in the software system 
was the fixed-gain Kalman filter. In this form 
of estimator, no covariance information was
propagated. The off-diagonal elements of the
\
gain matrix were set to zero, in this case, and the 
diagonal elements were set to reflect the relative 
accuracy between predictions and measurements. The 
Kalman gain could be set to completely ignore 
measurements, to mix measurement information with 
model prediction information, or to ignore the process 
model and heed only measurements.
■5,1.2. The control algorithms.
The two control algorithms, written into the' 
software operating system, have already been 
described in the preceding chapter. A time-optimal 
controller, and a predictor controller, have both 
been derived. The time-optimal controller was
converted to feedback operation by using a 
switching curve in the temperature-concentration 
phase plane. Three types of control operation 
could be specified in the software system:
(i) Open loop control
The.controller output was
\
specified,prior to each trial, 
and stored on the disk. At each 
filter iteration the new control 
action was read into core and out-
 - put to the plant. This mode of
control could be used when it was 
desirable to access only the 
estimator performance as independent 
of the controller. It was also useful 
for comparing deterministic optimal 
control with its feedback modification.
(ii) Time-optimal feedback control.
No switching limits were used on either 
side of the switching-curve, i.e. control 
action always changed when‘the curve was 
crossed. The process was considered to ' 
have reached the desired state when it was 
within - 2.0 mol/m3 and - 2.0 °K of the
desired state. At this point, control 
action was changed to predictor control
Csee next section) which was
required to regulate the process 
at the desired state.
(iii) Predictor control
This controller was designed to force 
the process to track a specified 
trajectory (which could be a steady state) 
stored on the disk. At each instant, 
the time taken to compute the desired 
control action was evaluated to the nearest 
five seconds, and used in the next state 
prediction. Thus predictive errors arose 
when the process was not in steady-state.
Any one of these three modes of control 
could be selected to operate the process. 
The control variable, T^j, was digitised 
into eight values ranging from 15°C to 50°C 
with an assumed controller lag of 5 seconds. 
This quantisation was found to be fine 
enought to control the process to the 
desired accuracy.
5.1'. 3« System operation and options
All data required for initialising the 
operating system were stored on the disk. Thus the 
system could easily be modified by altering data on 
the disk file. Frequently, this was required when 
a different control path, or different parameters
RESDNT
YES
Another run to follow?
NO
Close files and stop
Close down run and store 
.data (MAIN2)
Activate estimation system 
(MAIN1)
Determine filter specification 
and perform run (FILTER)
Initialise fun parameters 
(INIT)
Figure (5.1) FLOW DIAGRAM OF RESIDENT PROGRAM.
for a particular algorithm, were specified.
The type of estimation and control 
algorithms to be employed were selected by 
setting a code on the computer switch register. 
Simulation or practical trials could be selected 
in this way and an option for reprocessing plant 
data, stored on the disk, was included.
Figure (5.1) is a simplified flow chart of 
the main functions of the resident program . 
Values of all the parameters, including those 
used in the process model, were read from the 
disk at initialisation time (INIT). When all 
the parameters had been specified in this way the 
interrupt and plant -start-up procedure was 
started. This was by-passed when a simulation 
run was required (MAIN 1). The main filter 
algorithms were then run (FILTER) and, after the 
required number of samples had been taken, the 
system was shut down (MAIN 2).
Figure (5.2) shows the major steps of the 
estimation computation. At each iteration 
estimation data were stored on the disk and 
simultaneously displayed on the VDU. Sampling 
and control information were handled by one module 
(FORINT) which was referenced by the real-time 
clock. Program listings are placed in the
FILTER
Simulate measurements if 
required (SIM)
t
Predict next state using 
smoothing and relinearisation 
if specified (PRED)
f
Refresh control data from 
disk (RENEW)
» —
Calculate Kalman gains
and variances (COGAIN)
t
Obtain and smooth plant 
measurements
Test innovations sequence 
(MEAS)
   J ........
Update state estimates 
Compute and output controls 
(UPDAT)
t ~
Estimate statistics if 
required (BIANCE) ________
Figure (5-2) FLOW DIAGRAM OF FILTER PROGRAM.
appendices.
Special-purpose software was written to 
facilitate the initialisation of the parameter 
files, and to compute suitable control sequences 
for open-loop control.
5.2. The Experimental Work
The experimental work was composed of both practical 
and simulation tests. The practical tests were carried 
out according to the directions in the chapter on 
preliminary work. A subsidiary program was used to 
bring the process to a steady-state while the instruments 
were being checked. The main operating system 
subsequently controlled the process, and implemented the 
experiments which were designed to investigate the 
applicability of the various algorithms, as previously 
described.
5.2.1. Experimental objectives and design 
5. 2.1.1. Estimation
The Kalman estimator has been reported in 
the literature as being a useful method of 
improving the estimate of ‘the state of a 
process when only noisy measurements are 
available.
The derivation of the Kalman filter 
involves certain statistical assumptions, 
about the noise, which are often violated 
in practice and yet good estimation can be 
obtained in this case. When the state is 
not directly measurable, it can often be 
inferred. A process model must be used 
when the state vector is only partially 
measured or inferred, and in this case 
incorporation of a Kalman filter requires 
little extra design effort.
' The purpose of the estimatation experiments 
was:
\
(a) to demonstrate that the estimator is 
usefully applicable to a nonlinear 
chemical engineering problem.
(b) to investigate the sensitivity of the 
filter to correlated measurement noise.
(c) to demonstrate the decrease in filter 
performance when gross errors are made in 
the filter design.
(d) to compare the Kalman filter with a 
conventional smoothing filter.
(e) to investigate the main techniques 
«
of improving the filter performance 
when it has been incorrectly designed.
.•(f)-'to find a simple yet effective 
filter from the achievement of the above 
objectives.
$
(g) to compare the filter performance
for a system in steady and dynamic states.
(h) to demonstrate', in a practical way, 
the application of the filter.
(i) to investigate filter performance 
in a feedback control loop.
To these ends, the algorithms previously 
described were applied to a simulated process, 
under various conditions. The open-loop control 
sequence was arranged to steer the process 
through a highly dynamic trajectory which ended 
in a steady state. Thus each estimation 
experiment indicated the performance of the 
filter for a dynamic process, and for the 
process in steady state. The simulation results 
were then used to indicate which algorithms 
were feasible and which were most desirable 
from a practical viewpoint.
The practical estimation experiments 
used the same required state trajectory 
as the simulation runs.
The performance of the estimator in a 
control loop was evaluated by feedback 
control experiments.
5.2.1.2. Control
The main purpose, of the process control 
system design, was to demonstrate the way in 
which the Kalman state estimators can 
compliment the performance of modern digital 
controllers. In some cases the estimator may 
actually be the factor which makes the control 
design feasible.
Both controller designs were investigated 
in simulation, and on the practical system.
The performance of controllers which utilized 
noisy measurements was compared with that of 
controllers which utilized the most effective 
Kalman filters.
The predictor controller design was 
original, although obtained from a popular 
design approach. Therefore, the control 
experiments.were used to demonstrate the
Symbol Description Value
FA Inlet flowrate of NaOH 3.335 g/sec
FB Inlet flowrate of EtAc 3-335.g/sec
Fc Coolant flowrate 300.0 g/sec
TA NaOH feed temperature 323.15 °K
t b
EtAc feed temperature 323.15 ° K
CAI NaOH inlet concentration 200.0 mol/m3
VR . Reactor volume 0.001)5 m 5
A E Heat of reaction -74,106 J/mol
A Arrhenius constant 16,600 m /mol sec
e Reactant density 1,000,000 g/m3
Cp Reactant heat capacity 4.1867 J/g *K
DF Inlet flow deviation 0.0*14 g/sec
R Universal gas constant • 8.314 J/mol
U Heat transfer coefficient 175.0 W/°K
Vc Equivalent cooling jacket 
volume
0.0074 m 3
Table (5.1) Values of model parameters.
effectiveness of this control approach 
applied to a chemical process. The 
feasibility of the controller depended 
principally on there being only one 
controlling variable.
5.2.2. Model and Filter parameters
5.2.2.1. Default values
The parameters used in the model, to 
correctly describe the chemical process, 
are listed in Table (5.1).
In Table (5*2) the initial values used 
for the filter parameters, are listed.
Variations of these parameters, and other 
variables are described below.
5.2.2.2 Misrepresentation of parameters
In order to evaluate the ability of some 
algorithms to correct filter divergence, 
divergence had to be produced. This was 
achieved by specifying a grossly incorrect 
process model in the filter design. The 
deliberate error was obtained by setting the 
overall heat transfer coefficient, U, to
Symbol Description Diagonal' 
elements
Off-diag
elements
R Measurement noise covariance 
matrix
16.0 0.0
Q Plant noise covariance . 
matrix
0.25 0.0
P Estimation error covariance 
matrix
16.0 0.0
RMAX Maximum value of R when 
estimated
ooOJ 2.0
QMAX Maximum value of Q when 
estimated
4.0 2.0
QBMAX Maximum value of plant noise 
bias vector when estimated
- 2.0
RBMAX Maximum value of measurement 
noise bias vector
- 2.0
SIGME Standard deviation of 
measurement noise
- 4.0
Table (5.2) INITIAL VALUES OF ESTIMATOR PARAMETERS.
30.0 W/°K. This alteration ensured 
considerable divergence of the predicted 
states from the simulated states.
The controller dynamics were.neglected, 
and this also caused a slight error in the 
process model.
5.2.2 ■ 3 • Timing
The control and sampling interval for the 
filter was 30 seconds. In many cases 
algorithms could be operated to give a much 
smaller interval, but a standard time-period 
for all algorithms was preferred for purposes 
of comparison.
The estimator-controller was operated to 
supervise the conventional PI controllers on 
the inlet feeds which had a sampling 
frequency of 10 Hz.
For the main inlet coolant temperature 
control loop, a standard control element lag 
of 5 seconds was assumed.
The estimation-control tests were 
conducted to obtain 30 data points, the 
duration of the experiment being 15.0 minutes. 
The system was allowed to warm up for one hour
prior to experimentation.
5.2,2.H. Noise
In order to be able to accurately 
evaluate the filter performance in the 
practical case, the instrumentation 
system had been designed to be noise- 
free. Thus instrument noise was 
simulated as random, zero mean with a 
variance of 16.0 units2 and a normal 
distribution. No plant noise was 
added.
Measurements were exponentially 
filtered according to
Zk+1 + ,6 Zk
Z = measurement value 
k = time instant
for comparison with the Kalman state estimates. 
Electrical measurements were converted, 
externally to the filter, so that process 
states were considered to be directly 
measureable. Thus the need for a manipulation 
to compare state estimates with measurements 
was eliminated.
Zk+1
where:
5.2.3. Simulation Experiments
For every simulation, the variance results 
presented in the next chapter were obtained as 
an average of 100 runs, each with a different 
measurement noise sequence.
5.2.3.1. Estimatidn
Each estimation trial was performed with 
an identical open-lopp control sequence which 
is listed in the appendices. Different 
estimators were specified via the computer 
switch register.
5.2.3.2. Control
Both controllers were extensively tested 
in simulation. The control output for each 
run is listed in the appendices. The time- 
optimal controller was required to guide the 
process from one steady-state to another, in 
minimum time, and then remain at the new 
state. The predictor controller was also 
required to perform this operation. Thus 
the required trajectory represented a point 
on the temperature-concentration phase plane.
At each iteration relevant estimation data
were stored on the disk. When a hundred 
simulations had been completed per experiment, 
these results were averaged.
5.2.4. The Practical Experiments
The simulated noise used in the practical 
experiments, was constructed to give zero mean over 
the thirty samples taken.
5.2.4.1. Estimation
The practical estimation trials were 
performed with the open-loop control sequence 
used in the simulation studies. Since this 
gave rise to an identical set of measurements 
for each run, one practical set of measurements 
was stored on the disk. This was then 
reprocessed by different estimation algorithms 
using the rerun option of the software 
operating system.
5.2.4.2. Control
The time-optimal practical control runs 
were supplied with the same objectives as 
the simulation runs. However, the predictor 
controller, instead of being required to 
drive the process to a new steady state, was
required to track the trajectory computed 
by the model when left to drift from the 
initial to the desired steady-state. This 
experiment was designed to establish that the 
practical process could be made to follow 
the trajectory computed by the model, which 
was inaccurate due to the control element 
dynamics being neglected.
5.2.5. Data Storage
Since each trial was kept to a reasonably 
short length a detailed record could be stored on 
the disk. This included all measurements, state 
estimates, actual states, control data and variance 
information. These data were subsequently analysed 
to evaluate the system performance, as described . 
in the next section.
5.3. Final Data Processing
The final processing of the data, obtained from the 
experimental runs, was directed towards a simple and 
clear illustration of the relative performances of the 
algorithms tested. The data was organised into compact 
information suitable for presentation in graphs and tables. 
Methods for saving the data on the disk were devised and 
a performance criterion was selected for data analysis.
5.3*1. Performance Criterion
5.3.1.1. Estimation
For each state estimate two records of 
the estimation accuracy were recorded:
(i) The diagonal elements of the estimation 
error covariance matrix which represents 
a guide to the accuracy of the state 
estimate.
(ii)The squared deviation of the state 
estimate from the actual state.
Each set of one hundred simulated trials, 
calculating these two quantities, was averaged. 
This gave an average Kalman variance estimate 
and an accurate indication of the variance for 
each state estimate. In each practical run, 
the latter quantity represented the square of 
the estimation error. These two quantities 
revealed the way in which the Kalman estimator 
’thought’ it was performing when compared to 
its true performance.
Each estimation trial accumulated data 
over thirty time intervals. For the first 22 
time intervals the process was in a highly
dynamic condition, but for the remaining 
time, samples were taken with the process in 
steady-state. The average root mean square 
of actual estimation errors was used as a 
criterion of filter performance for each of 
these two process conditions-. In the 
practical case, this quantity simplified to 
the average actual estimation error.
5.3.1.2. Control
Only two states, the reactor temperature 
and concentration, were controlled in these 
experiments. For simulation trials, the average 
root mean squares of deviations from the desired 
state was taken as a convenient measure of 
controller performance. In the practical case, 
performance was guaged by the average deviation 
from the desired state.
5 .3 .2 . Date reduction
During each trial, estimation and process data 
were stored on a disk file. However, there was 
only enough room on the disk for two or three sets 
of data.' After each complete run, therefore, the 
data was analysed with a special purpose program, 
and the information was punched on paper tape.
This tape was then fed to the ICL 1905F computer
for data plotting. A special purpose program 
(PUNCH) was written, in assembler code, to 
convert from the PDPII to the ICL code.
5.3.3. Final presentation of results
The clearest and most popular way of presenting 
experimental results is graphically. Since the 
units were in the same range, data for different 
process states were plotted on the same graph. On 
the estimation graphs, state estimates, were plotted 
as symbols, and actual states as straight lines.
For averaged simulation trials a typical set of 
trajectories were selected for plotting. Underneath 
each trajectory plot the corresponding standard 
deviations of the state estimates were plotted. For 
practical trials, the latter plots represented 
estimated standard deviation and actual errors in 
the state estimates.
On the control experiment graphs, the two 
controlled state variables (symbols) were plotted 
together with their desired trajectories (lines).
The graphs underneath these plots represented the 
deviations of the controlled states from the desired 
trajectories. These deviations represented the 
average cf100 trials in the graphs of simulations.
All data used to plot the graphs are 
presented in the appendices. Keys to the 
graphs and tables are presented in the next 
chapter which summarises the experimental 
results.
CHAPTER VI
THE EXPERIMENTAL RESULTS
6. THE EXPERIMENTAL RESULTS
The results of the experimental work have been 
presented in three ways: Graphs have been plotted
which show the accuracy of state estimates and variance 
estimates, Figure (6.1) to (6.66). To supplement these 
graphs, criteria of performance have been devised, and 
the experimental data presented accordingly, in Tables
(6.2) to (6.5). Finally, in order that the reader may 
check the data in detail and according to his own 
criteria of performance, all data used to plot the graphs 
have been presented in the appendices.
Two types of experiment are discussed in this chapter 
namely, of estimation and control. These are discussed 
in the context of simulation and prac'tical studies. A 
key to the graphical results is presented in Table (6.1).
Simulated estimation and control experiments were 
performed, in order to verify previous work reported in 
the literature, and to obtain the expected practical 
performance of the algorithms. These simulations were 
then followed by corresponding practical experiments 
which showed the applicability of the theoretical 
analyses to the real process.
In the following sections, the estimation results 
are discussed followed by the results of the experiments 
in which a process controller was complemented with the 
estimator.
Table(6.1) Symbol key for figures (6.1) to (6.66).
State variable versus time:
Estimation.
-f- - Estimate of reactor temperature,T 
X >  Estimate of coolant outlet temperature,Tc 
0 -  Estimate of NaOH outlet concentration,
 —--- Actual state trajectory
Control.
+  - Actual reactor temperature,T 
0  - Actual NaOH outlet concentration,
D  - Coolant inlet temperature,TCj 
— • - Desired state trajectory
Standard deviation versus sample number:
Estimation. v
- h ~  Estimated standard deviation of reactor 
temperature estimates 
X  - Estimated standard deviation of coolant 
temperature estimates „
(y ~ Estimated standard deviation of NaOH 
outlet concentration estimates
—  - Actual deviations of state estimates
In figures(6.4,6.5,6.28, and 6.29) measurement errors 
are contrasted with extended Kalman filter state estimation 
errors.
Control.
-—  - Actual deviations of state from desired 
trajectory
Simulation results were averaged over 100 runs.
6.1. Simulated estimation experiments
The results of the simulated estimation 
experiments are represented in Figures (6.1) to 
(6.26) and performance data are shown in Table
(6.2). The standard deviations of state estimates 
were found by averaging data obtained from one 
hundred trials each with a different measurement 
noise sequence. The state trajectories for a 
typical trial are presented graphically.
These simulations revealed the characteristics 
of the unmodified extended Kalman filter and 
variations thereof, all of which may be used to 
correct filter divergence due to an incorrect 
process model.
Finally, modifications which may improve filter 
performance, when the model is known accurately, 
were examined. The results of these experiments 
are discussed below.
6.1.1. Unmodified filter performance
In the case when the Kalman filter has 
been correctly specified, it is shown that 
estimation accuracy is limited only by the 
plant noise covariance. When there is. no 
plant noise, and the process model is accurate,
157.
Figure Run Number Index of Performance flP)
Dynamic Steady state
6.1 1 1.31 0.35
6.2 2 1.32 . 0.35
6.3 3 1.42 0.47
6.6 4 1.95 0.86
6.7 6 9.05 4.98
6.8 7 8.85 4.55
6.9 8 8.83 5.03
6.10 9 8.66 4.61
6.11 10 7.49 . 3.57
6.12 11 6.96 3.59
6.13 12 6.98 3.25
6.14 13 6.98 3.86
6.15 14 6.82 4.17
6.16 15 6.48 3.51
6.17 16 7.41 3.96
6.18 17 7.21 1.80
6.19 18 8.51 6.22
6.20 19 6.94 3.15
6.21 20 6.30 3.59
6.22 21 6.20 5.37
6.23 22 3.14 1.75
6.24 23 2.89 1.46
6.25 24 1.72 0.57
6.26 25 2.17 1.49
. N 3
IP " diiwj=li=l 13
where d.. = standard deviation of ith 
state estimate at time j 
N = 22 for dynamic process
9 for steady state process
Table (6.2) Results of Estimation Simulations.
the plant noise eovariance matrix, Q, may 
be made very small and estimation accuracy 
will converge to the accuracy of the model.
The unmodified filter simulations were 
designed, to verify these results, as well as 
to investigate the effect of non-normal 
measurement noise.
The extended Kalman filter is based on 
linearisation of the process model and if the 
process nonlinearities are large, the 
approximation may not be valid. The results 
of investigating these considerations follow:
6.1.1.1. Linearisation
Figure (6.1) when contrasted with 
Figure (6.2), shows that, even with un­
measured concentration, the process non- 
linearities are not severe enough to 
merit smoothing and relinearisation. The 
extended Kalman filter estimates the 
state accurately, hoth with the process in 
a dynamic or steady-state condition. The 
standard deviation plots show that the 
filter was accurately estimating its own 
performance and convergence occured after 
only five filter iterations.
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Figure (6.1) Run 1, algorithm 3 - smoothing and
relinearisation, CA unmeasured,
simulation.
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Figure (6.2) Hun 2, algorithm 1 - extended Kalman
filter, unmeasured, simulation.
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Figure (6.3) Run 3> algorithm 1 - extended Kalman
filter, sequential computation of gain
elements, simulation.
Figure (6.3) shows that the filter 
performance was not degraded when the 
Kalman gain elements were computed 
sequentially. However, the technique 
provided negligible increase in computing 
speed for so few state.variables.
6.1.1.,2. Measurements
The measurements, from which the stat 
estimates were computed, are presented in 
Figure (6.4) . The plot shows that the 
measurement noise variance was indeed the 
required 16.0 squared measurement units. 
Figure (6.5) shows how a conventional 
digital smoother removed much of the 
measurement noise but introduced phase lag 
Thus estimation, with this technique, was 
more accurate when the process was in the 
steady-state. When the process was 
dynamic, estimation error was much higher 
than that obtained with a Kalman filter.
6.1.1.3 • Correlated measurement noise
When the process model used in the 
filter was accurate, then the filter was 
only slightly affected by correlated 
measurement noise as shown in Figure (6.6).
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Figure (6.4) Hun 3S noisy measurements, simulation.
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Figure (6.5) Hun 3, smoothed measurements, simulation.
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•Figure (6.6) Run 4, algorithm 1_- extended Kalman
filter, correlated measurement noise,
.£=0.2, simulation.
However, if more information was taken 
from the measurements, e.g. when the 
model was unreliable, then bias fed 
through into the state estimates.
Having verified that the extended 
Kalman filter performed well when it had 
been correctly designed, techniques for 
correcting divergence due to an incorrect 
process model were investigated. The 
results are presented below:
6.1.2. Filter performance with an incorrect 
process model
In this set of experiments, the process 
model used was erroneous in its value for the 
heat transfer coefficient. Figures ( 6 . 7 ) and 
(6.8) show that the filter performance was 
grossly degraded by this error. In this 
example estimation was slightly less accurate 
when the concentration was unmeasured. Five 
sets of experiments were performed with an 
erroneous model used in the filter. The effect 
of linearising the filter equations about a 
trajectory computed with the erroneous model . 
was investigated. Also, three techniques for 
curing divergence were tested. These included 
innovations testing, noise variance and bias 
estimation, and exponential data-weighting. 
Finally, the ability of a fixed-gain Kalman
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Figure (6.7) Run 6, algorithm 1 - extended Kalman
filter, unmeasured, incorrect
process model, simulation.
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Figure (6.8) Run 7* algorithm 1 - extended Kalman
filter, incorrect process model,
simulation.
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Figure (6.9) Hun 8/algorithm 2 - linearisation about
predetermined trajectory, unmeasured,
incorrect process model, simulation.
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Figure (6.10) Run 9, algorithm '2 - linearisation 
about predetermined trajectory, 
measured, incorrect process model, 
simulation.
filter to minimise divergence was investigated.
• •
The results of these experiments are summarised
in the following paragraphs.
6 .1.2.1. Linearisation
Figures (6.9) and (6 .10) show how the 
technique of linearising about a.nominal 
trajectory produced similar results to the 
extended Kalman filter, which was linearised 
about the last state estimate. This was 
because the system nonlinearities were small.
6 .1.2.2. Innovations tests
Figures (6.11) to (6.16) show that 
•the estimation accuracy was improved by an 
adjustment of the Kalman estimation error 
covariance according to the quality of the 
residuals. The performance of the 
algorithm depended on the values of all its 
parameters, but in particular, the probability 
limits, C^. The performance was not de­
graded by estimating these limits adaptively, 
even when a sequence of only five residuals 
was used. When the process was in a steady- 
state, the Kalman estimator accurately 
assessed its own-performance.
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Figure (6.11) Run 10, algorithm 7 a - innovations
2
test, c =1.5, s^max=2.5, unmeasured,
incorrect process model, simulation.
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Figure (6.12) Hun 11, algorithm 7b - innovations
2
test, c =1.5a s^max=2.53 incorrect
process model, simulation.
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Figure (6.13) Run 12, algorithm 7 c - innovations
test, c adaptive, s.max=2.5a incorrect
process model, simulation.
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Figure (6.14) Run 13a algorithm 7a - innovations
2test, c =1.0, s^max=4.0, incorrect
process model,- simulation.
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Figure (6.15) Hun 14, algorithm 7b - innovations
2test/ c =1.0, s^max=Jj.O, incorrect
process model,simulation.
X  X X X
+ +
XT-Cr-o $ 0  "£>
X X X  X X X  X  X
35
TIME; (30. SEC. INTERVALS)
<o
+ + +
+ . +  + '+  +
30
SAMPLE NUH3ER
Figure (6.16) Run 15, algorithm 7c - innovations
test, c adaptive, s^max=4.0, incorrect
process model,’ simulation.
6.1.2.3* Noise bias and variance estimation
From the graphs discussed previously 
it can be seen that using an incorrect 
model in the filter equations is the 
equivalent to introducing a dynamic bias on 
all the state estimates. Figure (6.17) 
shows that the performance of the extended 
Kalman filter could be improved, in this 
case, by the use of an estimate of the 
dynamic bias. However, as was expected, 
estimation was better with the process in 
- steady-state, when the bias tended towards 
a constant value.
Figures (6.18) and (6.19) show the 
effect of estimating the noise covariances 
used in the filter. A great improvement 
in estimation accuracy was gained, in this 
case, by the use of an estimate of the plant 
noise covariance obtained when the process 
was in the steady-state.
The measurement noise estimator was 
unstable in some simulation experiments 
and so results are presented for a stable 
trial. Although little improvement in 
estimation accuracy was found, the 
measurement noise covariances were
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Figure (6.17) Hun 16, algorithm 8 - dynamic bias
estimation, incorrect process model,
simulation.
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Figure (6.18) Run 17* algorithm 4 - estimation of 
plant noise covariance matrix, 
unmeasured, incorrect process model, 
simulation.
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Figure (6.19) Run 18, algorithm 5 - estimation of
measurement noise covariance matrix,
incorrect process model, simulation.
estimated to within - 20$ of the 
true value.
6 .1.2.4. Exponential data weighting
Exponential data weighting is . 
implemented by scaling up the estimation 
error covariance matrix at each iteration. 
Figures (6.20) and (6.21) demonstrate the 
importance of selecting a suitable value 
for the scaling factor. This method of 
improving the performance of a diverging 
filter gave a good result for very little 
extra computation. The method is 
equivalent to artifically increasing the 
plant noise covariance matrix, which is a 
•way of reflecting decreased confidence in 
the process model. Since the model used in 
these two experiments was incorrect, this 
modification was most appropriate.
6 .1.2.5. The fixed-gain Kalman filter
The simplest form of Kalman filter 
is that which avoids covariance computations 
and uses a fixed gain. However, this 
filter does not provide estimates of its 
own performance.' Figure (6.22) shows the 
result of using a filter in which the
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Figure (6.20) Run 193 algorithm 6 - exponential data-
weighting^ s = l.*l3 unmeasured3 incorrect
process model, simulation.
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-Figure (6.21) Run 20, algorithm 6 -exponential
data-weighting, s=2.0, unmeasured,
incorrect process model, simulation.
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Figure (6.22) Run 21, fixed gain Kalman filter,
K^iag= •75s •253.259 incorrect process 
model, simulation.
Kalman gain was chosen to reflect the 
relative accuracies of the measurements and 
process model. A fixed gain was justified 
by the fact that the extended Kalman filter 
converges to a fixed gain very quickly. 
However, although the gross estimation errors 
in the preceding experiments were eliminated 
in this experiment, performance was degraded 
when the process was in steady-state. This 
phenomenon was caused by the model being 
more unreliable in the dynamic condition. 
Thus, when model reliability increased in 
the steady-state, the Kalman gain which was 
appropriate for the dynamic state, became 
erroneous.
In the preceding paragraphs the
performances of mfethods to cure divergence have ;
♦
been discussed.. The final estimation simulations 
were devoted to improving the performance of a 
Kalman filter which used the correct process model, 
and are discussed in the following section.
6.1.3* Modified filter performance with the 
correct process model
When the process has been modelled 
accurately, the filter performance depends 
on correct specification of the relevant 
noise biases and variances. When these
are unknown they can be estimated. When 
the noise statistics have been correctly 
specified, further improvement in.filter 
performance can only be achieved in terms 
of reduction of computation time. The 
results of estimating noise statistics and 
reducing filter computation time are 
discussed below.
; 6.1.3*1* Noise bias and variance
estimation
Figures (6.23) to (6.25) show the 
effect on the filter of estimating 
noise variances and biases. In every 
case the bias of zero was identified, the 
largest error being within +_ 0.5 units. 
Attempts to estimate plant and measurement 
noise covariance matrices simultaneously 
led to instability for some noise 
sequences. Figure (6.23) represents 
one stable trial.
In these experiments, with the 
correct process model used in the filter, 
estimation of measurment noise 
covariance gave better results than 
estimation of plant noise covariance. 
Measurement noise variances were 
identified with an accuracy of + 20$
o o O O
TIKE (SO. SEC. INTERVALS)
oloM ° ° ° o o oA° ° ° ° ° °qCJ o/o \o/ o O
+ +
X X XX X X ■
SAMPLE NUMBER
Figure (6.23) Run 22, algorithms H & 5* estimation of
plant and measurement noise covariance
matrices, simulation.
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Figure (6.24) Run 23, algorithm 4 - estimation of
plant noise covariance matrix,
unmeasured, simulation.
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30
TIME (30. SEC. INTERVALS]
3520
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Figure (6.25) Run 24, algorithm 5 -estimation of
measurement noise covariance matrix,
simulation.
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Figure (6.26) Run 25, fixed gain Kalman filter,
K .. =.1,.1,.1, simulation.
of the correct value. Filter 
performance was comparable with a 
filter having correctly specified 
measurement noise covariance.
6.1.5.2. The fixed-gain filter
A very effective way of 
; decreasing the computation required to
operate the Kalman filter is to use 
a fixed gain. Figure (6.26) demonstrates 
that, when the process model was reliable 
even a small Kalman gain gave good
convergence in the state estimates.
\
The discussion above has indicated the usefulness 
of the Kalman filter, and its variations, in the 
problem of estimating the states of a chemical 
process, both in a dynamic and steady condition.
The next section describes how the theory 
corresponded to practice.
6.2. Practical estimation experiments
The results of the practical estimation 
experiments are presented in Figures (6.27) to 
(6 .38) and are summarised in Table (6.3). In the 
graphs of standard deviation versus sample number,
Figure Run Number Index of Performance (IP)
Dynamic Steady state
6.27 26 1.52 0.85
6.30 27 1.45 0.87
6.31 28 1.60 0.95
6.32 29 1.84 1.02
6.33 31 1.65 0.90
6.34 32 1.65 1.22
6.35 33 5.14 1.59;
6.36 34 2.03 1.73
6.57 35 2.66 1.59
6.38 36 2.59 1.23
, N 3
IP z d..
Nj=li=l V
where d:. = ith state estimation error 
at time j
N = 22 for dynamic process
9 for steady state process
Table (6.3) Results of Practical Estimation Experiments.
the Kalman estimates of estimation, error' are 
.compared with actual estimation errors. . All the 
experiments were performed by reprocessing one set 
ox* real process data which was accumulated in the 
first experiment. Since the process was modelled 
accurately, techniques for controlling divergence 
were not essential, and .therefore not thoroughly 
tested.
Practical experiments were performed using 
the modified, unmodified, and innovations-adaptive 
filters. The results of these experiments are 
presented below:
6.2.1. Unmodified filter performance
Experiments with the extended Kalman filter 
applied to the real chemical process gave accurate 
state estimates.
The extended Kalman filter was first compared 
with the conventional digital smoother. The soft­
ware rerun option was then tested and this provided 
an efficient means of practically investigating 
other algorithms. Before the modified filter • 
performance was investigated, the effect of 
correlated measurement noise was ascertained. The 
results of these practical preliminary tests are 
discussed in the following paragraphs.
modifyed extended Kalman filter to the 
real chemical process are plotted in Figure 
(6,27)» Estimation accuracy was only 
slightly lower than for the corresponding 
simulation experiments. This slight decrease 
in estimation accuracy was due to the 
difficulty of modelling the process•exactly. 
Small changes in process inputs corresponded 
to relatively large variations in the model 
parameters to be identified. Thus a 
perfectly correct model would have been 
nonstationary.
6 .2.1.2. The measurements
Figures (6,28) and (6.29) portray the 
considerable amount of noise present on the 
measurements and the inadequacy of applying 
a conventional digital smoother. The 
process state was changing very fast, and 
thus the conventional filter's time lag 
degraded state estimation.
6 .2.1.3» The rerun option test
In order to ensure that the software
^r-X'X~X-X-X-v<-X--X
o O O O
20
TIME C30. SEC. INTERVALS)
X  X
20 35
SnKl°LE NUMBER
Figure (6.27) Run 26, algorithm 1 - extended Kalman
filter, real process'.
X  X
20
TIME (30. SEC. jNTERVfiLS)
o o
o o
SAMPLE NUMBER
Figure (6.28) Run 26, smoothed measurements,
real process.
x
+
TIME (30. SEC. INTERVALS)
X  x
o <n  - X
+ +
S3MPL£ NJM3ER
Figure (6.29) Hun 26, noisy measurements,
real process.
facility for reprocessing data was 
completely debugged, the data acquired 
during the first practical experiment were 
reprocessed with the same algorithm.
Figure (6.30) shows how identical 
estimation results were produced thus 
demonstrating the rerun option to be work­
ing properly.
• 6.2.1.4. Correlated measurement noise .
Figures (6.31) and (6.32) snow in 
the practical case, the effect of correlated 
measurement noise upon the estimate of 
concentration. In this case it was better 
to leave the concentration unmeasured.
The experiments discussed above showed 
that the unmodified filter worked well in 
the practical situation. The following 
discussion presents the practical results 
of modifying the basic extended Kalman filter.
6.2.2. Modified filter performance
The initial practical experiments showed 
that the extended Kalman filter produced 
accurate state estimates. However, the noise 
covariances were correctly specified in the filter,
<>J> o <> o
20 25
T3KE (50. SEC. IMTERVflLS)
co
a  oj
SrW°LE NUMBER
Figure (6.30) Run 27 > reprocessing check of 
run 26.
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Figure (6.31) Run 28, algorithm 1 - extended Kalman
filter, unmeasured, real process.
5  Q  o  o  o  o
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TIME (SO. SEC. INTERVALS)
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SAMPLE NUM3ER
Figure (6.32) Run 29, algorithm 1 - extended Kalman
filter, correlated measurement noise,
£=0.2, real process.
whereas in practice, these quantities are 
often unknown. A series of practical 
experiments were conducted with modified 
filters, and included the estimation of 
measurement noise levels, the use of a fixed- 
gain filter, the estimation of plant noise 
bias, and exponential data-weighting. The ' 
results are presented in the following 
paragraphs.
• 6.2.2.1. Estimation of the measurement
noise covariance matrix
Figure (6.33) shows the efficiency of 
the noise covariance estimator which enabled 
the filter performance to approach the 
standard obtained when the measurement noise 
covariance was correctly specified a priori.
6.2.2. 2. The fixed-gain filter
The speed of the filter operation was 
greatly increased by using a fixed gain.
Estimation error was maintained at a 
satisfactorily low level during both dynamic 
and steady states- as shown in Figure (6.3*0 •
O O  O  <V<>
■25
TIME (20. SEC. INTERVALS)
^  4 > ^ 4 ^ _ 4 i _ 4 .  a  <p 4 >
X  X  X  X  X ^ ^ X - X
'■ SAMPLE NUMBER
Figure (6.33) Run 31, algorithm 5 - estimation of
plant noise covariance matrix,
real process.
Slo o e 3-cr-^-o
TIME (3 0 . SEC. iNTERVPLSl
sample number
Figure (6.3*0 Hun 32, fixed gain Kalman filter,
= .1, .1, .1, real process.
6.2.2.3* Estimation of plant noise bias
In the practical experiment, filter 
performance was significantly degraded by 
the inclusion of a plant noise bias 
estimator. The bias estimator depended on 
the consistency of the noise statistics in 
order to perform well. As shown in Figure 
(6.35)o' when the filter was operated at a 
low frequency relative to the process 
dynamics, convergence was obstructed.
6.2.2.4. Exponential data-weighting
1
Figure (6 .36) shows the effect produced 
when exponential data-weighting was applied 
when the process was accurately modelled in 
the filter. Estimation errors were 
unnecessarily large because the technique 
was trying to compensate for non-existent 
divergence. In this case the filter 
accurately estimated the quality of the state 
estimates.
The final practical estimation experiments concerned 
the performance of the innovations-adaptive filter:
6.2.3* Adaptive filtering
Adaptive filters generally rely on the
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Figure (6.35) Run 33* algorithm 8 - dynamic bias
estimation, real process.
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Figure (6.36) Run 3^, algorithm 6 - exponential data-
weighting, s=2.0, real process.
quality of the noise statistics for efficient 
performance. A wide variation may be found 
in estimation results obtained from short noise 
sequences. This is because short noise samples 
may appear to belong to different noise sources, 
as evaluated by their, frequency distributions.
The innovations tests presented below 
were evaluated from short sequences of measurements.
6.2.3.1. Algorithm 7a
The practical results of applying this 
algorithm are shown in Figure (6.37). The
V
algorithm compensated for divergence 
unnecessarily, and estimation was poor.
6.2.3.2. Algorithm 7b
Figure (6 .38) shows a marginal improvement 
in estimation accuracy when compared with 
Figure (6.37). Great care had to be taken in 
selecting the parameters and forms of the 
adaptive filters to ensure that the estimator 
performance was acceptable.
The preceding sections have’ evaluated the utility 
and performances of the main Kalman-type estimation 
algorithms applied to a chemical process. In the
TIKE (30. SCC. iNTERVQLS)
X  Xx\ xX x
X  X
s w l e: nl‘K9Er
Figure (6.37) Hun 35* algorithm 7a - innovations
2
test, c =1.0, sanax^.O, real process.
o3520 25
TIME (3 0 .  SEC. INTERVALS)
35
S3M°LE NUMBER
Figure (6.38) Hun 36, algorithm 7b - innovations
p
test, c =1.0, s^max^.O, real process.
following sections the results of using some of these 
estimators to enhance the process control are discussed.
6.3* Simulated control experiments
The results for the simulated control experiments 
are presented in Figures (6.39) to (6.52) and summarised 
in Table (6.4) The estimation graphs are plotted as 
for the simulated estimation experiments. Only the 
reactor temperature and concentration were controlled 
and representative trajectories have been plotted with 
control action. The standard deviation control graphs 
portray the standard deviations of the controlled
variables from the desired trajectories, as evaluated
\
from one hundred similar trials.
The two most appropriate filters for the chemical 
process were examined in these control experiments. The 
most appropriate filters were selected by examining the 
results of the estimation experiments. They were found 
to be the extended Kalman filter and the fixed-gain 
Kalman filter. These two estimators were each tested 
in conjunction with a time-optimal and a predictor 
controller. The results of these experiments are 
reported below.
6.3*1* Time-optimal control
The controller used in these experiments
Figures Run Number Index of Performance (IP)
Estimator Controller
6.39,40 37 11.83 4.80
6.41,42 38 1.17 0.06
6.43,44 39 1.17 1.27
6.45,46 40 1.97 1.50
6.47,48 41 11.83 4.78
6.49,50 42 1.18 2.84
6.51,52 43 1.47 2.97
For the estimator: *t •?1 N 3
IP = ± E E d . .N. -j • i li 
j=li=l J
\
where xL . = standard deviation of the ith 
state estimate at time j
For the controller: XT
. , N
IP = i Z l a... i=l,3 
Nj=l ^
where a. . = standard deviation of the ith 
il
state, about the desired state, 
at time j
N = 30
Table (6.4) Results of Control Simulations.
was of the time-optimal type developed in 
Chapter 4'. . The desired trajectory was the 
optimal trajectory as obtained by solving 
the control problem using the process model.
The controller was tested in three modes
Control action computed from 
measurements
Figure (6.39) shows that the measurement 
noise did indeed have the specified variance. 
Figure (6.40) shows how the controller was 
very sensitive to noise on the measurements.
The controller switched back and forth
between extremes and poor control was obtained.
\
6.3*1.2. Open Loop Control
When the deterministic optimal control 
sequence was applied to the process, the 
desired trajectory was obtained as shown in 
Figure (6.42). This was expected because 
the same model was used to compute the 
optimal control as to simulate the process.
The estimator, Figure (6.4l) performed
as expected from previous estimation
simulations
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Figure (6.39) Hun 37 3 feedback time-optimal control,
noisy measurements, simulation.
□ □
□ □ □ o□ □
TIME (SO. SEC. INTERVALS)
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Figure (6.40) Run 37> feedback time-optimal control
action computed from noisy measurements,
simulation.
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Figure (6.41) Run 38, open loop time-optimal control,
extended Kalman filter, simulation.
TIME (30. SEC. INTERVALS)
SAMPLE NUMBER
Figure (6.^2) Run 38, open loop time-optimal control,
extended Kalman filter, simulation.
6.5«1*3* Control action computed from the
filter state estimates
In these experiments the control action 
was computed using the two most effective 
filters:-
(i) The extended Kalman filter
Figure (6.43) shows how the 
estimator performance was not 
degraded by incorporation in a 
feedback control loop. Good 
control was obtained from the
state estimates although some of
\
the hundred noise sequences 
disturbed the controller as shown 
' in Figure (6.44).
(ii) The fixed gain Kalman filter
With the fixed-gain Kalman filter, 
estimation was poorer than for the 
extended Kalman filter, as shown by 
Figure (6.4 5). However, controller 
performance was still good, as shown 
by Figure (6.46) and thus the filter 
simplification was justified in this 
application.
The discussion above related to the 
performance of the time-optimal controller in 
simulation. The second group of control simulation
^  -O C^>
20
TIME (30. SEC. INTERVALS)
20
SAMPLE' NUMBER
Figure (6.43),Run 39* feedback time-optimal control,
extended Kalman filter, simulation.
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Figure (6.^) Run 39a feedback time-optimal control 
action computed from extended Kalman 
filter state estimates, simulation.
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Figure (6.^5) Hun 40, feedback time-optimal control,
fixed gain Kalman filter, K ^ ag= . 1,. 1,. 1,
simulation.
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Figure (6.46) Run.40, feedback time-optimal control 
action computed from fixed gain Kalman 
filter state estimates, K ^ ag= . 1, . 1,. 1, 
simulation.
tested the performance of the predictor- 
controller:
6.3»2. The predictor-controller
The predictor-controller used the process 
model to predict the results of control actions 
and thus searched for the best value of control. 
In these experiments the controller was required 
to quickly steer the process from one steady- 
state to another. The controller was tested in 
two modes:-
6.3»2.1. Control action computed from 
measurements
Figures (6.47) and’ (6.48) show how the 
controller was very sensitive to noise on the 
measurments although less sensitive than the 
time-optimal controller.
6.3*2.2. Control action computed from the 
filter state estimates
As with the time-optimal experiments, two 
different filters were used:-
(i) The extended Kalman filter
Figure (6.49) confirms that the 
extended Kalman filter worked well in
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Figure (6.^7) Run 41, predictor-controller, noisy
measurements, simulation.
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Figure (6.^8) Run 41, predictor control action
computed from noisy measurements,
simulation.
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Figure (6.49) Run 42, predictor-controller, extended
Kalman filter, simulation.
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Figure (6.50) Run k 2 t predictor control action
computed from extended Kalman filter 
state estimates, simulation.
a correctly-designed feedback 
control loop. With good state 
estimates the controller performed 
correspondingly well as shown in 
Figure (6.50)
(ii) The fixed-gain Kalman filter
The fixed-gain Kalman filter 
provided slightly degraded state 
estimates than those of the extended 
Kalman filter, Figure (6.51).
However, this degradation of state 
estimates did not significantly 
decrease the controller performance 
as shown by Figure (6.52).
Having ascertained that the Kalman filter complements 
the two controllers in simulation, the corresponding 
practical experiments were performed. The results of 
these are discussed in the final section:
6.4. The practical control experiments
The results of the practical control experiments 
are plotted in Figures (6.53) to (6.66) and 
summarized in Table (6.5). The estimation graphs 
have been plotted as for the practical estimation 
experiments. The same experiments as were used in 
the control simulations, were performed on the real 
process. In the control graphs standard deviation
35
TIME (30. EEC. INTERVALS)
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30 15 30 35
Figure (6.51) Run H3, predictor-controller, fixed
gain Kalman filter, = .1,. 1, .1,
simulation.
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Figure(6.52) Run ^3j predictor control action 
computed from fixed gain Kalman 
filter state estimates, =.1,.1,.1,
simulation.
Figures Run Number Index of Performance (IP)
Estimator Controller
6.53,54 44 9.29 3.48
6.55,56 45 0.78 0.51
6.57,58 46 1.02 0.67
6.59,60 47 1.84 2.02
6.61,62 48 9.27 1.8 7
6.63,64 49 1.73 1.04
6.65,66 50 2.08 1.27
For the estimator: XT , ’N 3
IP = i E I d. .
Nj = u = i  ^
where d.. = ith state estimation error 
il
at time j
For the controller: XT
i NIP = n I E a . . 1=1,3
j =1 ^
where a.. = deviation of the ith state, 
from the desired state, 
at time j
N = 30
Table 06.5") Results of Practical Control Experiments.
was estimated from one trial per sample and thus 
represents controller error for that particular 
sample.
Two groups of practical experiments were 
performed, one with the time-optimal and one with 
the predictor controller. The results are presented 
below.
6.4.1. Time optimal control
As in the simulated control experiments, 
the time optimal controller was tested in three 
modes:
6.4.1.1. Control action computed from 
measurements
Figures (6.53) and (6.54) show how 
the practical experiment verified that the 
controller was sensitive to noise on the 
measurements. Poor control was obtained.
6.4.1.2. Open-loop control
The estimator performed well in the 
practical open-loop control experiment, 
giving conservative estimates of its own 
performance as shown in Figure (6.55)*
Figure (6.56) shows how the process had 
been accurately modelled and thus the
A20 25 SO
TIME 130. SEC. INTERVALS)
25
SAMPLE NUMBER
Figure (6.53) Run *14, feedback time-optimal control,
noisy measurements, real process.
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3 520
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Figure (6.5*0 Run Mb, feedback time-optimal control
action computed from noisy measurements,
real process.
TIME (30 . SEC. INTERVALS!
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03MPLE MJM3ER
Figure (6.55)'Run. ^5> open loop time-optimal control,
extended Kalman filter, real process.
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35
dimple Number
Figure (6.56) Run 4 5* open loop time-optimal control,
extended Kalman filter, real process.
desired trajectory was obtained.
6.4.1.3 Control action computed from the 
filter state estimates
The extended and fixed-gain Kalman 
filters were used to provide state 
estimates for the controller:-
(i ) The extended Kalman filter
The feedback loop slightly 
disturbed the quality of the state 
estimates for two samples as shown 
in Figure (6.57) - However,
controller performance was near-
\
optimal as illustrated by Figure 
(6.58).
(ii) The fixed-gain Kalman filter
By using a fixed-gain the Kalman 
filter state estimates were slightly 
degraded in the practical case as 
indicated by Figure (6.59). The time- 
optimal controller required very good 
state estimates and so ‘control was 
poor. Figure (6.60) shows how the 
controller took longer to steer the 
process to the desired state.
The above discussion shows that the time-optimal
20 30
TIME (30. SEC. INTERVALS)
20
SAMPLE NUM3ER
Figure (6.57) Run 46, feedback time-optimal control,
extended Kalman filter, real process
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Figure (6.58) Run 46, feedback time-optimal control
action computed from extended Kalman
filter estimates, real process.
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Figure (6.59) Run 473 feedback time-optimal control,
fixed gain Kalman filter, = .l,..l, .1,
real process.
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Figure (6.6,0) Run *17 3 feedback time-optimal control
action computed from fixed gain Kalman
filter, K, . =.1,.1,.1, real process,aiag
controller performed best with the extended Kalman 
filter. Similar experiments to those just 
considered were performed with the predictor 
controller. The results are presented below.
6.4.2. The predictor controller
The desired process trajectory specified 
for the practical predictor-control 
experiments was obtained by solving the process 
model for a step change in control action. Thus 
the desired trajectory represented a drift to 
the new steady state. This was different 
from the trajectory specified for the simulation 
experiments. The controller was required to 
force the process to behave like the mathematical 
model in order to complement the design of the 
estimator. Two controller modes were examined:
6.4.2.1. Control action computed from 
the measurements
Figures (6.61) and (6.62) illustrate 
that the controller was relatively 
ineffective without a state estimator in 
the control loop.
6.4.2.2. Control action computed from the 
filter state estimates
As in the time-optimal trials two
:-o
X o
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Figure (6.61) Run 48, predictor-controller, noisy
measurements, real process.
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Figure.(6.62) Run 48, predictor control action
computed from noisy measurements,
real process.
forms of the Kalman filter were used 
in these experiments:
(i) The extended Kalman filter
The extended Kalman filter 
produced satisfactory state estimates 
and this enabled the controller to 
keep the process on the specified 
trajectory. This is illustrated in 
Figures (6 .63) and (6.64). The 
actuator dynamics were unmodelled, 
and so the results of each control 
action were slightly different from 
those predicted. Hence the 
switching nature of the control 
action.
(ii) The fixed-gain Kalman filter
When a fixed-gain was used in 
the Kalman filter, the estimation 
errors increased enough to slightly 
degrade the controller performance. 
This is shown in Figures (6 .65) and 
(6.66). For most industrial 
processes the performance would be 
considered satisfactory.
The simulated and practical control experiments 
discussed in the preceding sections have shown that 
the Kalman filter is indeed a useful tool
O v  </ o  <> o  o
20
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Figure (6.63) Hun 49, predictor-controller, extended
Kalman filter, real process.
-o
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S9MPLE' NUMBER
Figure (6.64) Run 49, predictor control action
computed from extended Kalman filter
state estimates, real process.
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Figure (6.65) Run 50, predictor-controller, fixed
gain Kalman f
real process.
ilter, K^- = .1, .1, .1,
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Figure (6.66) Run 50, predictor control action 
computed from fixed gain Kalman 
filter state estimates, = .1, .1, .1,
real process.
in the design and implementation of chemical 
process controllers.
6.5. Summary and conclusions
All the objects of the experimental work which 
were presented in chapter 5 have been fully achieved. 
The extended Kalman filter has been shown to be use­
fully applicable to the problem of estimating the 
states of a typical nonlinear chemical process. 
Variations of the basic filter have been thoroughly 
examined for their performance and applicability. In 
particular, all the fundamental approaches to 
improving estimator performance under most conditions 
have been illustrated. Dynamic and steady process 
states have been examined. It has been shown that 
the Kalman filter may • even be applied when the 
process has been modelled with a high degree of 
uncertainty and the process noise statistics are 
unknown.
The extended Kalman filter has also been compared 
with the conventional digital filter. In many cases 
the results indicated that a simple Kalman filter is 
more useful than a conventional digital filter and 
requires very little additional programming.
Two process controllers have been tested both 
in simulation studies and on a practical plant. A
typical time-optimal controller and an original 
predictor-control approach were considered. The 
Kalman filter was found to greatly enhance the 
performance of these controllers which, in some 
cases, would not function satisfactorily unless 
accurate state estimates were available.
In the preceding chapters typical practical 
problems concerned with the application of 
estimation techniques to a chemical process were 
considered and solved. A body of estimating 
techniques were described and this, coupled with 
the experimental results, facilitates the selection 
of a'lgorithms for application to virtually any 
chemical process.
The main achievements of this work have been 
of a practical nature. Experience of applying the 
Kalman filtering and control techniques, to a real 
process, has been gained. The application of the 
theoretically viable techniques to a real process 
revealed many practical problems which had to be 
solved. Many chemical plants already have a digital 
control system installed and so the techniques 
investigated in this research could easily be applied. 
The successful nature of this research indicates that 
application of modern digital estimation control to 
a chemical plant gives better process control and 
therefore higher production and less waste. The
state of the process can be constantly monitored, 
with a known degree of accuracy, to give safe 
operation of the plant. Sensor failure can easily 
be detected with a digital system and has been 
shown to .give minimal degradation of Kalman state 
estimates.
For the case when computer time is limited, a 
simplified form of. the Kalman filter has been shown 
to give high performance.-
Finally, Kalman-type estimation algorithms 
have been shown to greatly improve the performance 
of modern digital controllers on a chemical plant. 
The application of those techniques on a large-scale 
plant would give more efficient operation. It is 
therefore'recommended that future work be directed 
to implementing these techniques on large-scale 
chemical processes. v
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APPENDIX A 
FILTERING AND CONTROL PROGRAMS
c PP.OG. RESDNT
C RESIDENT PART OF OVERLAY SYSTEM
COMMOM /PNG/1 Ij 12* F.ANP, XO, I 1 5/ I 2S
COMMON /IMTEGl/IEUFC 1 2 ) , MI, MFLAG, NPFE, ITPACX
COMMOM /INTEG2/MM, I F.EJ C 3) , MS, I CMT, NCNT, MPC1, NXNT, NXNT2
COMMOM /MAX/ CMAXC 3, 3 > , P.MAa C 3, 3 )
COMMOM /DI SC/I EL I E2, I E3, IV1, I V2i I Y3, I E4, I V4,N,MN, PI V,MUT
N=0 ••
I 1 = 25429 
12=14457
CALL LIMXC’IMIT*)
5 CALL LIMX(’MAIMl•)
I TRACK=0 •
CALL P.ECDI S( ITRACX) *
CALL FILTERCITPACX,NM,NI, NXNT)
CALL LI MX(’MAIM2')
IFCM.GE.MXMT2) GOTO 10 
CALL LIMXC•I MIT')
II = 1 IS 
12=12S 
GOTO 5
10 STOP
EMD
C INIT OVERLAY
C INITIALISES PARAMETERS.
LOGICAL J1
DIMENSION ICC 1 3), IC1 C 10), C2C27), C3C 18),C4C20), C5C24), C6C IS) 
DIMENSION CM 1 C 8 ) j CM2 C 8 ) , CM3C 10), CM4C 10)
COMMON /P.NG/I I, 12, RANR,XO 
COMMON /MOD/FA, FB, FC, TA, TE,B1,B2, CAI 
COMMON /M0D1/FA1,FE1,FC1,TA1,TE1,B1 1,E21,CAI 1 
r COMMON /CONST/VR, DH, A, E, RHO, CP,TAU,RC,U, VC
COMMON /CONSTl/VRl, DH1,AI, El,PHO1,CP 1,TAU1, PC 1,U1, VC1 
COMMON /INTEG1/IBUFC 12),NI, MFLAG,NPPE, ITPACX 
COMMON /I NTEG 1/XMT, XNTF, ITSM,I SP C 4) , MC, NCN 
COMMON /1NTEG2/NM, I P.EJ C 3)<WSj I CNT , NCNT, N°C 1 , MXNT , NXNT2 
COMMON /MAT/RC 3* 3) / GC 3, 3), PC 3, 3) ,PPC 3, 3) , FI C 3* 3) , FITC 3, 3) 
'COMMON /MAT/HPHTC 3,3),HC3, 3), FX C 3, 3) , PXSC 3# 3 )
COMMON /STAT/SC3),XAC3), STO C 3) , FESTC.3) , Z C 3) , ZPC 3)
COMMON /STAT/VC 3), VMC 3), SPC3),ZQC3)
COMMON /MI SC 1/VC 3), CSGC 3) , VMAXC 3) , PMEVSCC 3)
COMMON /MI SC 1/PCOM C 3 ) , GX C4)<TV C4),GC3),GFC3)
COMMON /MISC2/REC3),SIGSTC3),SIGMEC3),GEMAXC3)
COMMON /MISC2/REMAXC 3),BETA1C3),BETA2C 3),DEC 3)
COMMON /CONT/FP, TP, DTC, DT, TCI, UO,TCM, CRIT, SI 
COMMON /MAX/QMAXC 3, 3), P.MAXC 3, 3)
COMMON /DISC/IE1, IE2, I E3, I VI , I V2, I V3
EQUI VALENCE Cl C,MI ), C I Cl , NM) , C C2, P.) , C C3, P.X) , CC4, CSQ), CC6, OMAX) 
EQUIVALENCE CC5, F.B ) , C CM1, FA) , C CM2, FA 1 ) , C CM3, VP), CCM4, VP 1 )
C WRITE DISPLAY FRAMEWORX
CALL SETPLY
C INITIALISE INTEGERS
CALL SETFILC 1, • INTD', IE1, • SY*)
DEFINE FILE 1 C 26, 1, U, IVI )
READC 1 ’ 1 ) I 1 
REA DC 1*2)12 
DO 10 1 = 3, 1 5 
J = I-2
10 READC l'DICCJ)
DO 15 1 = 16,25 
J=I-15 
15 • READC 1 ' I > I Cl CJ)
ENDFILE 1
C INITIALISE REAL VARIABLES
CALL SETFIL Cl,* REVD*,IE2, ’SY*)
DEFINE FILE 1 C 1 28, 2, U, IV2)
DO 20 1=1,27
J = 27+I .
READC 1 • J) C3( I )
DO 30 1 = 1,3 
J=45+I
READC 1 *J) SCI )
DO 32 1 = 1,3 
J=48+I
READC 1 *J)XACI)
DO 34 1 = 1,3 
J=51+I
READC 1 *J)FESTC I)
DO 36 1=1,3 
J=I+ 54
READC I* J) VMC I)
DO 38 1 = 1,20 
J=57+I
READC 1 ' J ) C4C I )
DO 40 1 = 1,3 
J=77+I
READC1 * J)GF Cl)
DO 42 1 = 1,24 
J=80+I
READC 1 • J)C5C I)
READC 1 * 10 5) FP
READC 1 • 106) TP •
READC1 * 107)DTC .
READC 1 • 108)DT 
READC 1 * 109) CRIT 
READC 1 * 1 10) SI 
DO 44 1=1,18 .
J=110+I .
READC 1 * J ) C6C Z )
END FILE 1
SORT OUT R AND NM FOR RIGHT MEASUREMENTS 
NM=0
DO 50 1 = 1,3 
CALL SSVTCHCI,J1)
J1=J1-2
IF C.NOT.J1) GOTO 50 
NM=NM+1
rcnm;nm)=rci, i)
RBCNM)=RBCI)
RMAXC NM,NM)=RMAXCI,I)
RBMAXCNM) =P.BMAXC I )
CONTINUE
INITIALISE MODEL PARAMETERS
CALL SETFILC1,'MODL* , IE3,* SY*)
DEFINE FILE 1 C 36, 2, U, I V3)
DO 60 1 = 1,8 
READC1*1)CM1CI)
DO 65 1=1,8 
J=8 +1
READC 1 *J) CM2C I )
DO 70 1=1,10 
J= 1 6+ I
READC 1 * J ) CM3C I )
DO 75 1=1,10 
J=26+I
READC 1*J)CM4CI)
END FILE 1
DEFINE FILES FOR FILTERING LOOP 
J=NPRE+NKNT+3
CALL SETFILC 1, *RENU*, I El, * SY • )
DEFINE FILE 1 C J, 22, U, I VI )
N=NKNT+1
CALL SETFILC 2,* IEUF' , IE2,* SY*)
DEFINE FILE 2CN, 1 2, U, I V2 )
CALL SETFILC 3, • RECD*, I E3, * SY • )
DEFINE FILE 3CN, 52, U, I V3)
CALL RETURN 
END
C THIS IS THE MAIN PROG.
C CONTROLS START , FILTER AND FINISH
C SWITCH 1 AND 3 SHOULD BE DO UN FOR
C EMERGENCY STOP.
DIMENSION PV(6)
LOGICAL J1,J 2, J 3, MFLAG
COMMON /PNG/1 1, 12, P.ANR,XO 
COMMON /MOD/FA, FE,FC,TA,TE, El, E2 
COMMON /M0D1/FA1,FE1,FC1,TA1,TE1,B11,E21 
COMMON /CONST/VE, DH,A, E, RHO, CP,TAU,PC, U, VC 
COMMON /CONST1/VE1, DH1, Al, E1,RH01, CP1,TAU1,PC1, Ul, VC1 
COMMON /INTEG 1/IEUF( 1 2 ) , MI, MFLAG, NPRE, ITPACX 
COMMON /INTEG1/XNT,XMTF, ITSM, I SP(4),MC,NCM 
COMMON /I NTEG2/NM, IF.EJC 3) , MS, I CMT, NCNT, NPC1, NXNT, MKMT2 
.COMMON /MAT/RC 3/3).* G( 3, 3) , PC 3, 3),PP( 3, 3) , FI C 3, 3).* FIT (.3, 3) 
COMMON /MAT/HPHTC 3, 3) , H( 3,;3) , F.XC 3, 3) , PXS( 3, 3)
COMMON /STAT/S(3),XA(3),STO(3),FEST(3),Z(3),ZP(3)
COMMON / STAT/V ( 3), VM (3),SP(3),ZO(3)
COMMON /MISC1/U(3),CSG(3),UMAX(3),RMEUS0(3)
COMMON /MISCl/PCOM(3),GX(4),TU(4),G(3),GF(3)
COMMON /MI SC2/P.E( 3), SI GSTC 3) , SI GME( 3), GEMAX( 3)
COMMON /MISC2/REMAXC 3),EETAI(3),EETA2( 3), QEC 3)
COMMON /COMT/FP, TP, DTC, DT, TCI,UO,TCM, CRIT, Sl,TCO 
COMMON /DISC/IEI,IE2, IE3,IV1,IV2, I-V3
COMMON /BIAS/EC 3), EEC 3) ■ ' ,
DATA P.V/ - . 1 022, . 0 588 j • 2244* • 0184, - • 3751, .049/
CALL SPA(FA)
CALL SPBCFB) *
CALL SPF(FC)
TCI= 1 5.
CALL SPCCTCI) •
„ IFCNKNT2.GT. 1 ) GOTO 60 
DO 65 1=1,3 
B( I)=RV(I)*SIGST(I)
65 BZ < I ) = RV( 1 + 3) * SI GMEC I )
60 CALL SSUTCHC 10,Jl) . ■ *
J1=J1-2
I F( .NOT. J 1 ) GOTO 4 
DO 3 1=1,3 
DO 3 J= 1, 3
3 RKCI,J) = RKS< I, J)
4 CALL SSUTCHCO, Jl)
Jl=Jl-2
IF (.NOT.Jl) GOTO 10
5 READ( 1 *N PP.E) ZO, STO, UO, G, TCI
GOTO 50
10 CALL SSUTCH(8,J2)
• J2-J2-2 
IF (.NOT.J2) GOTO 20
C ' I.C. S’ FOR RERUN . •
READ( l.’NPRE) ZO, STO, UO, G, TCI 
P.EAD( 2*1)1 EUF
S( 1) =SFM 1(1 EUF ( 1)) -
S(2)=SFM2(IEUF(7))
S(3) = SFM3(IEUF(2), IEUF( 11))
GOTO 50
C I.C. S' FORO NORMAL RUN
20 " RT=1./DTC
CALL FRONT(RT)
DO 40 1=1,MPPE 
READ( 1 * I )ZO, STO, UO, G, TCI 
45 IF (.NOT.MFLAG) GOTO 4 5
MFLAG = .FALSE.
SC 1>=SFM1CIEUFC 1>) 
SC2)=SFM2CIBLTC7>)
SC 3) = SFM3C IEUFC2)., IBUFC 1 1) ) 
CALL SPCCUO)
40 CONTINUE
WRITEC2* 1 ) IEUF
C WRITE FIRST DI SPLAY
C AND SOME I.C. S’
50 . KNT=KNTF 
TCM=TCI 
TCO= 1 5.
CALL SSUTCHC I 1, Jl )
J1=J1-2
IFC.NOT.J1) CALL RETURN 
DO 55 1 = 1,3 
55 SCI)=SCI)-STOCI>
CALL RETURN 
END
C THIS IS THE MAIN PROG.
C CONTROLS START FILTER AND FINISH
C SWITCH 1 AND 3 SHOULD BE DOWN FOR
C EMERGENCY STOP. . '
LOGICAL J1,J 2, J 3, MFLAG 
• DIMENSION RMAN 1 C 2 6) j F.MAN2C 15).* RMAN3C 1 5)
COMMON ,/RNG/I 1, I2,RANR,X0, I IS, I2S 
COMMON /MOD/FA,FE,FC, TA, T3,E1.,E2 
COMMON /MOD 1/FA 1 j FB IjFCIjTAIj TB1 * B1 1.» E2 1
• . COMMON /CON ST/VP.j DH.» A* E* RHQ.» CP j TALL PC/ U> VC
COMMON /C0MST1/VR1,DH1,A1,E1.,PH01,CP1,TAU1.,RC1,U1, vcr 
COMMON /IMTEG1/I3UFC 1 2 ) , HIMFLAG, NPFE; I TRACK 
, COMMON./INTEG1/KNT,KNTF, ITSM, ISPC4),MC/NCM
COMMON /INTEG2/MM, I REJ C 3)MS, I CNT, MCMT, NPC1 NKNT., NKNT2 
COMMON /MAT/EC 3, 3) , QC 3, 3) * PC 3, 3),PPC 3, 3), FI C 3, 3 ), FI TC 3 j 3) 
COMMON /MAT/HPHTC 3, 3),HC 3, 3>,RKC 3, 3>, RKSC 3, 3)
COMMON /STAT/SC3),XAC3), STOC3),FESTC3),ZC3),ZPC3>
COMMON /STA7/VC 3)jVMC3) , SP C3),Z0C3)
COMMON /MISC1/VC3), CSOC3),VMAXC3),EMEWSCC3)
COMMON /MISCl/PC0NC3),GKC4>,TVCA).rGC3),GFC3>
COMMON /MI SC2/P.BC 3) , SI GS7C 3) » SI GMEC 3), QEMAXC 3)_
COMMON /MISC2/REMAXC 3),EETA1C 3) , EETA2C 3)* CPC 3)
COMMON /CONT/FP,TP, DTC, DT, TCI,UO, TCM,CPIT,31 
COMMON /DI SC/I El, I E2, IE3, IV1,IV2, I V3, I EA, I V4, N 
DATA RMAN 3/1 5*0./
C CHECK FOR EMERGENCY STOP
CALL SSUTCHC1,J2)
J2=J 2-2 *
CALL SSUTCHC 3, J 3)
J 3=J 3-2
IFCJ2.0R.J3) GOTO 10 . '
N=NKNT2+1 
GOTO 100
C . SIMULATION REGENERATION
10 I1S=U
I2S=I2 
N=N+ 1
C DEAL
ENDFILE 1 
ENDFILE 2 
J=NKMT+ 1
CALL SETFILC7,*AVCD',IEA,•SY*> 
DEFINE FILE 7C J, 30, U, I VA)
DO 80 1=1,J
P.EADC 3'I ) RMAN 1
DO 8 5 Nl = l, 3 .
J4=M 1 + 3 
J 5=J 4+ 3 
J 6=J 5+ 3 
J7=J6+ 12 
J8=J 6+3
X=CRMAN1 CM 1)-RMAN1CJ4))
RMAN 2 C N1)=X*X
IFCRMAN1 CJ7) .LE.0.) RMAN1CJ7)=-RMAU1CJ7) 
X= C RMAN1C J 7))
RMAN2 CJ4)=X
X=C RMAN 1 C J 6) -RMAN 1 C J4) )
RMAN2 C J 5)=X*X
X= C RMAN1C J A)-RMAN1C J 5 3)
RMAN2 C J6)=X*X
X= C RMAJM I C J 8 ) - RMAN 1 C J 4 ) )
RMAN2CJ8)=X*X 
85 CONTINUE
IFCN.EQ.l) GOTO 86
READC 7*1)RMAN 3
DO 84 N 1 = 1,15
P.MAN2 C N1 ) = RMAN 2 (Ml ) + RMAN 3CM1 )
UR I TEC 7 * I ) RMAN 2 
CONTINUE 
END FILE 7
C LOOK FOR FINISH
IF CN.GE.NKNT2) GOTO 100 
ENDFILE 3 
CALL RETURN
100 CALL INTOFFCI)
ENDFILE 1 
ENDFILE 2
ENDFILE 3 ' \
J=NKNT+ 1
CALL SETFILC 7, 'A VCD* , I E4, ' SY* )
DEFINE FILE 7C J, 30, U, I V4)
DO 90 1=1,J 
READC 7*1)RMAM2 
DO 95 Nl = l, 1 5 
95 RMAM2CM 1) = SGRTC RMAN2CM 1)/NKMT2)
WRI TEC 7*1) RMAN2 
• 90 CONTINUE
ENDFILE 7
CALL RETURN ,
. END
SUBROUTINE FILTERCI TRACK,NM,NI,NKNT)
C MAIN KALMAN FILTER STRUCTURE.
LOG I CAL J 1, J2, T
COMMON /STAT/SC3),XAC3),STOC3),FESTC3),ZC3),ZPC3) 
COMMON /STAT/VC3), VMC3),SPC3),20C3)
COMMON /CONT/FP,TP, DTC,DT,TCI, UO,TCM,CRIT, SI 
DO 80 1=1,NKNT 
ITRACK=ITRACK+1
CALL SI MCI TRACK)
10 T=.FALSE.
CALL PREDC S,NI, DT, TCI, T)
CALL REN EH Cl TRACK)
CALL SSUTCHC 10, J 1 )
" J 1 = J1-2
IFCJ1) GOTO 20 
CALL COGAINC3,NM,SP)
CALL SSUTCHC12,Jl)
J 1 = J 1 - 2
IFCJ1) GOTO 25 
20 CALL MEASCSP, NM, I TRACK)
25 CALL UPDATCNM)
86
84
80
CALL SSUTCHC 4, Jl)
J1=J 1-2
CALL SSUTCHC5,J2)
J2=J 2-2
IF CJ1.0R.J2) CALL LINKC 'BIANCE* ) 
30 CALL P.ECDI S< I TRACK)
CALL SSUTCHC1,Jl)
J1=JI-2
CALL SSUTCH C 3, J2)
J2=J 2-2
IF (.NOT. CJ1.0R.J2>) RETURN
. 80 CONTINUE
RETURN
END
SUBROUTINE SI MCI TEA CIO
‘ C TO SIMULATE MEASUREMENTS, OR READ OLD ONES
C FROM DISC IN A 'RERUN*.
DIMENSION SDOTC 3) , ACVC 3) , ACVOLDC 3),BC 3)
• LOGICAL J,MFLAG
COMMON /MO D/FA,FE,FC,TA,TB .
COMMON /INTEG1/IEUFC 12), NI, MFLAG, NPRE, ITPAC7 
COMMON /1MTEG 1/KN T,KM TF, ITSM, I SP C 4 ) , NC,NCM 
COMMON /STAT/SC3),XAC3),STOC3),FESTC3),ZC3),ZPC3) 
COMMON /STAT/VC3),VMC3),SPC3),Z0C3>
COMMON /MISC2/REC3), SIGSTC3),SIGMEC3),OEMAXC3)
COMMON /MISC2/R5MAXC 3),EETA1C 3) , EETA2C 3),CEC3)
COMMON /COMT/FP, TP, DTC, DT,TCI,UO,TCM, CRIT, S1,TC0 
COMMON /DI SC/1 El , I E2, I E3, I VI, I V2, I V3 
; COMMON /BIAS/E
! - EXTERNAL DEP.2, MCH! . '
‘I C CHECK FOR RERUN
J CALL SSUTCHC 0, J )
i - J=J-2
| IFC.NOT.J) GOTO 12
! C INTEGRATE MODEL
\ J . . . . .
i ’ DO 5 1=1,NI
I 5 CALL RKINTC 3, XA, SDOT, TCO, DT, DER2)
: . * DO 10 I =N 1,5
; * 1 0  CALL RKINTC 3,XA, SDOT, TCI, DT,DER2)
C GENERATE SYSTEM NOISE
; 12 DO 15 1 = 1,3
: CALL ACVARC I TRACK, BETA 1CI ) , SI GSTC I),ACVCI) , AC VOL DC I ) )
15 XACI)=XACI)+ACVCI)-EC I)
j . IFC.NOT.J) GOTO 30
! C- SIMULATE MEASUREMENTS
| CALL HFXCXA,Z)
! . C PLACE IN MEASUREMENT BUFFER
IBUFC1)=INTCZC1)+•5)
■ IBUFC11)=MCHCXAC1))
' IBUF C 7 ) = I N TC Z C 2 > + • 5 )
IBUF C2) = IMT(ZC3) + .5)
CALL SPFCFC)
CALL SPCCTCI)
CALL SPACFA)
CALL SPDCFE)
IBUFC 5) = I SPC I >
’IBUFC 6) = ISPC2)
IBUFC 3) = I SPC 3)
I BUF C4) = I SPC4)
J
MFLAG=.TRUE.
RETURN
30 CALL SSUTCHC 8, J)
J=J-2 
. IFC.NOT.J) RETURN 
1 = 1 TRACIC+ 1 
READC 2*1)1 EUF 
MFLAG=.TRUE.
RETURN
END
SUBROUTINE PREDC SsMIj DT.* TCI* T)
C THIS IS THE STATE PREDICTION ROUTINE
LOGICAL JLJ2/J3. T
DIMENSION P.IVC1 5) * RD0TC 1 5) * SC 3)
COMMON '/MAT/PC 3* 3) * CC 2* 3)* PC 3* 3 ) PPC 2* 3) * FI C 3* 3) * FI TC 3,3) 
COMMON /MAT/HPHTC 2* 3)*HC3.* 3)*PKC2.* 3)*PKSC2* 3)
COMMON /STAT/XC3)*XAC3),STOC2)*FESTC3)*ZC3)*ZPC2)
COMMON /STAT/VC2)*VMC3)*SPC3)*Z0C2)*SNC3), SMIC3)
. COMMON /MISC2/PEC3)* SIGSTC3)* SIGMEC3)*QEMAXC3)
COMMON /MI SC2/P.EMAXC 3).* BETA1 C 3) * BETA2C 3)*CEC3)
COMMON /CONT/FP* TP, DTC* DD* TCD* UO* TCM* CRIT* SI, TCO 
COMMON /DI SC/I El* I E2* I E3* IV1 * IV2* I V3* I E4* IV4* N7* N* FI V* NUT 
. EXTERNAL DEP-IV1
CALL SSUTCHC 11* Jl)
J1=J 1-2
IF C.NOT.J1) GOTO 10
C SET INTEGRATION BUFFER FOP. LINEARISATION
C ABOUT OPTIMAL TRAJECTORY
N-1 5
DO 5 1 = 1,3
5 • RIVC I) = STO Cl)
DO 6 1 = 1,3 
K1 = 1+ 12
6 RI VCK1 ) = SC I )
GOTO 30
C SEt INTEGRATION BUFFER FOR NORMAL CASE
.10 DO 11-1=1*3
11 RIVCI) = SCI)
IFCT) GOTO 12
CALL SSUTCHCI 0* J 1 )
J 1 = J1-2
IFC.NOT.J1) GOTO 25 
C . SET NO. OF STATES FOR NORMAL INT.
12 N=3 
GOTO 40
C SET ALTERNATIVE CASE
25 N=12
30 RT=0.
DO 31 1 = 4*12
31 RI VC I ) = RT 
RI VC 4) = 1 .
RI VC 8)=RIVC 4)
RIVC 12)=RIVC 4)
C TEST FOR SMOOTHING CASE
IFCT) GOTO 40 
CALL SSUTCHC 12, J3)
J3=J 3-2 *
IF C .NOT. J 3) GOTO 40
CALL LINKC* SMOOTH*>
GOTO 60
C CARRY' OUT INTEGRATION
40 T1=TCO 
IFCT) T1=TCI 
DO 39 I=1,NI
39 CALL RKINTCN, RIV, RDOT, T1,DT, DEPIV1)
IFCT) GOTO 43 
DO 41 I =N I, 5
41 CALL RKINTCN,RIV,RDOT, TCI,DT,DERIV1)
43 IF CN.GT.3) GOTO 45
C END FOR FIXED GAINS
DO 42 1 = 1,3
42 SPCI)=RIVCI) + QBC I )
GOTO 70
C SET UP TRANSITION MATRIX
45 IFCT) GOTO 47 
DO 46 1=1,3 
DO 46 J=l,3
K1 = 1+ 3*J
46 FICI,J)=RIVCKI)
47 DO 48 1 = 1,3
48 SPCI)=RIVCI)+QBCI)
IF CN.LE. 12) GOTO 60 
C • SET VARIABLES FOR NOMINALISED CASE
DO 50 1 = 1,3 
K1 = 1+ 1 2 
50 SPC I) =RI VCX1) + QBC I )
C PREDICT COVARIANCE
60 IFCT) GOTO 70
CALL TF.ANC3, 3, 3, FI, FIT)
CALL MSPMC 3, 3, 3,P, FIT, PP)
CALL MSPMC 3, 3, 3,FI,PP, FIT)
DO 65 1=1,3 
DO 65 J=1,3 
65 FITC I, J)=FITC I, J)*S1
CALL ADDC 3, 3, FI T, Q, PP)
70 T=.FALSE.
RETURN
END
SUBROUTINE COGAIMCN,MM, SP)
C CALCULATES GAIN AMD COVARIANCE
DIMENSION VI C 3, 3) , V2C 3, 3) , VECC 3) , SPC 3)
LOGICAL Jl
COMMON /MAT/P.C 3, 3), QC 3, 3), PC 3, 3),PPC 3, 3), FI C 3, 3), FITC 3, 3)
COMMON /MAT/HPHTC 3, 3) , HC 3, 3) , PXC 3, 3) , RXSC 3, 3)
COMMON /STAT/SC 3),XAC 3), STOC 3) , FESTC 3),ZC 3), ZPC 3)
COMMON /STAT/VC 3), VM C3), SP7C3),Z0C3)
C SORT OUT DIFFERENT OPTIONS
CALL SSVTCHC 1 1, J I )
' Jl=Jl-2
IF CJ1) GOTO 20
CALL HMATC SP, NM,H)
GOTO 21
20 CALL HMATC STO, NM,H)
21 CALL SSVTCHC 1 3, Jl )
J1=J1-2 .
IF CJ1) GOTO 50
c CALC. HPHT
CALL TP.ANC 3, MM, 3,H,V1 )
CALL MPLYC 3, 3, 3, 3,NM, PP, U1, V2)
CALL MPLYC 3, 3,NM, 3,NM,H,V2,HPHT)
C ADD R
DO 30 1= I*MM 
DO 30 J=1>MM 
30 PCI,J)=HPHTCI,J) + RCI,J)
C ' INVERT AND CALC. GAIN
CALL MINVRC3,NM, P,V1, VEC)
CALL MPLYC3, 3, 3,NM,NM,U2,V1,RX)
C  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  •
C CALC. COVARIANCE
CALL MPLYC 3, 3, 3, MM, 3, PX, Hj VI )
CALL M SPM C 3, 3, 3, V 1, PP, V2 )
DO 35 1 = 1, N 
DO 35 J=LN 
35 PCI,J)=PPCI,J)-U2CI,J)
GOTO 60
C SEQUENTIAL PROCESSING SECTION
50 CALL TRANC 3, NM,N,H,V1 >
DO 40 1=1,MM
CALL MSPMCN,N, I,PP,W1C I, I),U2)
CALL MPLYC 3, 3, 1, M, 1, H C 1, 1 ) , U2, HPHT( 1,1)) 
HPHTC I j I ) =HPHTC I, 1) + RCI,I)
CALL'MPLYC3, 3, 1,N,M,HCI, 1),PP,RXCI, 1)5 
DO 47 J=LN 
47 RXCI,J) = RXCI,J)/HFHTCI, 1)
.CALL MPLYC 3, 3,N, 1,N,U2,RXCI, D.HPHT)
DQ 40 J=L?1 
DO 40 I 1 = 1,N
PCJ,I 1) = PPCJ,I1>-HPHTCJ,I 1)
40 PPCJ,II)*PCJjI1)
DO 45 1 = 1, MM 
DO 44 J=1,NM
44 V2CI,J)=0.
45 W2C I, I ) = 1 • / RC I , I )
CALL MPLYC 3, 3, M, MM, NM, W1, W2, HPHT)
CALL MPLYC 3, 3,N,M,NM, P,HPHT, RX)
C STABILISE P MATRIX
60 DO 65 1 = 2,3
DO 65 J=l,2 
IF CJ.EQ. I). GOTO 65 
PCI,J)=CPCI,J)+PCJ,I))/2.
PCJ,I)=PCI,J)
65 CONTINUE
RETURN
SUBROUTINE MEASCSP,NM, ITRACX)
C TAXES MEASUREMENTS, BPT ,P.-C FILTER ETC
LOGICAL J 1,J2, MFLAG, J3 
DIMENSION SPC 3)
DIMENSION ACVZ C 3) , ACVOLZ C3),BC3)
COMMON /IMTEG1/IDUFC 12),NI, MFLAG, NPPE, I TR
COMMON /IMTEG1/XMT,XMTF, ITEM, I SP C 4 ) , N C, N CN
COMMON /MAT/P.C 3, 3) , CC 3, 3), PC 3, 3),PPC 3, 3), FI C 3, 3), FITC 3, 3)
COMMON /MAT/HPHTC 3, 3>,HC 3, 3), P.X C 3, 3), PXSC 3, 3)
COMMON /STAT/SC 3),XA C 3),STO C 3), FESTC 3) , Z C 3), 3PC 3)
COMMON /STAT/'/C 3) , VMC 3) , SP7C 3), ZOC 3)
COMMON /MISC2/P3C 3),SIGSTC 3),SIGMEC 3), QEMAXC3)
COMMON /MISC2/RDMAXC3),BETA1C3), EETA2C 3),GEC3)
COMMON /BIAS/BIC3), BC3)
c CHECK FOE LINEARISED H MATRIX
CALL SSUTCHC 15,J3)
J3=J 3-2 
' ‘ AL=.9
CALL SSUTCHC 12, J2)
J2=J2-2 
IFCJ2) GOTO 25 
CALL SSUTCHC11,Jl)
J1=J 1-2 i
IT C.NOT.J1) GOTO 15 
DO 10 1=1,3 
10 ZPCI)=SPCI)+ZOCI)
GOTO 20 . '
15 DO 16 1=1,3 '
, 16 ZPCI)=SPCI)
20 J=B
DO 21 1=1,3
CALL SSUTCHCI,Jl) '
J 1=J1-2
IF C.NOT.Jl) GOTO 21 
J=J+1
C ' PREDICT MEASUREMENT
ZPCJ)=ZPCI ) + F.ECJ)
21 CONTINUE
. • • 0>
C WAIT FOR MEASUREMENT
25 IF C.NOT.MFLAG) GOTO 25
CALL ZEUFC Z )
I=ITRACK+1
CALL SSUTCHC 0,J1)
Jl=Jl-2 
IFCJ1) GOTO 34
DO 33 11 = 1,3 \
33 XACI1)=ZCI1)
34 DO 130 11 = 1,3
• CALL ACVAF.C I TF.AGC, BETA2C I 1 ) , SI GMEC II), ACVZ C I 1 ) , ACVOLZ C I 1 ) )
130 ZCI1)=ZCID+ACVZCI1)-BCI1)
125 12=0
— DO 127 11 = 1,3
CALL SSUTCHC I 1, J 1)
. J1 = J 1 - 2 
IFC.UOT.Jl) GOTO 127
~ ---- T2=I2+1
ZCI 2)=Z CI 1)
IFC.N0T.J3) GOTO 127 . '
SPCII)=SPCII)-CECII)
ZPCI 2)=ZPCI 2)-CECII)
QBC I 1 ) =AL* Q5CI 1 ) + ( - AL)*C Z( 12) - ZP C 12) )
ZPCI2)=ZPCI2)+CBCI1)
SPCI 1)=SPCI 1) + C:ECI 1)
127 CONTINUE
CALL SSUTCHC8,J1)
J1=J1-2
IF CJ1) GOTO 26
C WRITE IBUF -
URI TEC2*I)IEUF
C CALC. INNOVATIONS
•26 IFCJ2) GOTO 35
DO 30 1=1,NM 
30 VCI)=ZCI)-ZPCI)
C TEST FOR BPT
CALL SSUTCHC 6, Jl)
J1=J1-2
CALL SSUTCHC 7, J2)
J2=J 2-2
IF CJ1.0R.J2) CALL EPICV)
C TEST FOR IDETITIFYIMG 'GAIN' OP.'EXP. FILTER
' 35 CALL EXPFCZ)
MFLAG=. FALSE.
RETURN 
' END '
SUBROUTINE UPDATC MM)
C COMPUTES FILTERED ESTIMATES.
LOGICAL J 1, T, J2, J3, J4, J5 • '
DIMENSION SI < 3) * S2C 3), TI (8)
COMMON /INTEG 1/I3UFC 1 2 ) , NI , MFLAG, NPRE, ITPACX 
COMMON /INTEG1/XNT,KMTF, ITSM, ISPC4), NC,NCN 
COMMON /MAT/R( 3. 3), Q( 3, 3),PC 3. 3),PPC 3, 3), FI C 3, 3),FITC 3, 3) 
COMMON /MAT/HPHTC 3. 3),HC 3, 3) , RK C 3, 3) , PM SC 3, 3)
COMMON /STAT/SC3),XAC3),ST0C3),FESTC3),ZC3),ZPC3)
COMMON /STAT/V(3)* VM(3) , SPC 3) , ZOC 3) , SNC 3),SN1C 3)
COMMON /MISC1/U7C3),CSQC3),UMAXC3),RMEUSQC3)
COMMON /MISC 1/PCOMC 3), GXC 4), TVC 4) , G( 3),GFC 3)
COMMON /MISC2/F.EC3),SIGSTC3),SIGMEC3),QEMAXC3)
COMMON /MISC2/REMAXC3),EETA1C3),EETA2C3),QEC3)
COMMON /CONT/FP, TP, DTC. DT, TCI, UO, TCM, CRIT, S17,TC0
COMMON /DISC/1 El , I E2, I E3, I V1 , I V2, I V3, I E4, IV4, N7, N3, RI VC i 5) , NUT
COMMON /TIME1/M1,M2,M3,M4
DATA A2,B2,C2, D2/-20.439, 3.6502,-. 10249,.0009759 438/
CD
DATA TI/15. , 20. , 25. ,30. , 35.,40. , 45.,50./TD, CD, CD1/2., 2.,0./
’ C UPDATES ESTIMATE AND COMPUTES CONTROLS
CALL SSUTCHC12,Jl)
Jl=Jl-2 ‘‘
IFCJ1) GOTO 15
CALL MPLYC 3* 3, 3, MM* 1, RX, V# S) \
DO 10 I = L3 
10 SCI) = SCI) + SPCI)
15 TCO=TCI
CALL SSUTCHC8#J1)
J1=J1-2
IFCJ1) TCI=G C1)
IFCJ1) GOTO 28 
T=.TRUE.
AR=NI/6.
CALL PREDC S,NI, DT, TCI,T)
RM=0.
CALL SSUTCHCI 1,Jl)
Jl=Jl-2 
IFCJ1) RM=U
DO 16 1 = 1,3 * ‘ ■
AP=AR*QBC I )
S2CI)=SPCI)-AP
16 S1CI)=SPCI)+RM*PIVCI)-AP 
CALL S SU T CH C 9 , J 1 )
J1=J 1-2
IFCJ1) GOTO 20 .
CALL SSUTCHC14,Jl)
J1=J1-2 ’
IFCJl) GOTO 30 
TCI=UO
28 CALL TIMEC M3,M4)
CALL SPCCTCI)
RETURN 
•30 N2=6-NI
N1=NI*NI 
N2=N2*N2 
SQ=N1+N2
C1“3.*CS1C1)-2.*SNC1))+5.*CSNC1)*SQ-N2*ST0C1)-N1 *SN1C1)>/12. 
C3=3.*C SIC 3)-2.* SNC 3)) +3.*C SNC 3)*SQ-N2*STOC 3)-NI*SN1C 3))/I 2 .  
DO 40 1 = 1,3 
SI CI) = STO Cl)
STOCI)=RIVC I)
40 CONTINUE
N=0 * '
1 = 1
45 T= . TRUE.
CALL PREDCS2.6, DT, TICI>,T)
AR=3» * ( SPC 1 ) + rm* RI VC 1 ) ) + C1 
AP=3.*C SPC 3> + RM*RIVC 3) > + C3 
RIP=ABSC ARJ+ABSC AP>
IFCN) 60,70,80 
70 RM1=RIP
1=8 
N= 1
GOTO 4=
80 IFC RI P» GT. RM1) GOTO 85
RM1=RIP 
IS=-1 
GOTO 90 
85 CONTINUE
1 = 1 
IS=1
90 I=I+IS ' '
N=-1 .
GOTO 45
60 IFCRIP.GT.RM1 ) GOTO 9.5
RM1=RIP
GOTO 90 ’
95 TCI = TI C I -1 S)
DO 96 I = l»3
96 STO CI ) = S1 (I)
GOTO 28
20 J2=S1 C I) .GT. CGFC 1 >-TD)
J3=S1 < 1 ) .LT. CGFC 1 > + TD)
J4=S1(3).LT. CGFC3>+CD) . S
J5=S1 C 3) .GT. CGFC 3)-CD)
IFC J2. AND. J3. AND. J4. AND. J5) GOTO 120 
T7 = S1 ( 1 >*S1 C 1 )
CSC=A2+B2*S1 C 1 > + C2*T7+D2*T7*S1 C 1 )
IFC SI C 3)-GT. C CSC+CD1 ) ) GOTO 115
• IF( SI < 3) .LT. C CSC-CD1 ) ) TCI=15.
GOTO 28 
115 TCI = 50.
GOTO 28 
120 DO 122 I = L3
&NCI >=GFCI)
STOCI)=GFC I >
SN 1 C I )=GF(I)
122 CONTINUE
GOTO 30 .
END
SUBROUTINE DERI CM, Sj TCI, SDOT)
DIMENSION SC 3) , SDOTC 3) •
COMMON /MOD/FA, FB, FC, TA, TE, BN E2, CAI 
COMMON /CONST/VR, DH, A, E, RHO, CP, DF, PC, U, VC
C. THIS IS THE MODEL, CONSTANT TEMPERATURES IN C.
T=SC 1) + 27 3•15 
TC=S( 2) + 273. 1 5 
CPF=S< 3)
TCI 1 = TCI + 27 3. 1 5 
FA=FE-DF
F=FA+FB _
UAP.DT=C T-CTC+TCI 1 )/2. >*U 
CFC= C FB-FA)* CAI/F 
EX=A*EXPC-E/CRC*T) )
R=EX*CPF*CCPF+CFC)
HEAT=DH*R/ ( RHO* CP)
SDOTC t ) = C FA* TA+ FE* TE-F* T) / CRHO* VP.) -HEAT-UARDT/ C PHO* VR* CP) 
SD0TC2) = CFC*C TCI l-TO/C FHO* VC) + UARDT/C P.HO* VC* C?) )*2.
SDOTC 3) = C FA* CAI-F* CPF)/C RHO* VR)-R
C NOTE: DH ISA NEGATIVE CONSTANT.
RETURN .
END
c SMOOTH OVERLAY
C THIS ROUTINE VAITS FOR THE MEW MEASUREMENT
C • AMD THEN RELIMEARI SES THE PREDICTIOM AT THE
C SAME TIME AS SMOOTHIMG EACK TO GET A BETTER
C ESTIMATE.
DIMENSION SC12)*RIVC12)*XVECC6)*XDC6)*AC6*6)*AINC6*6)*E1C3) 
DIMENSION SPC 3)
DIMENSION VEC1 C 3) * VEC2C 3)*E2C3)*BC6)* HXC 3) * FXC 3) * SDOTC 1 2) 
DIMEMSIOM HC3*3>*FITC3*3)*A1C3*3>*A2C3*3)* A3C 3* 3) * A4C 3* 3) 
DIMEM SI OM HTC 3* 3) * RI>JC 3* 3) * QINC 3* 3) * PRO DC 3* 3)
INTEGER IV C 6 )
EQUI VALENCE C I V* SDOT)
EQUIVALENCE C BC 1 ) * E1 C 1 ) ) * C EC 4) * E2C 1) ) * CHX* ZP)
LOGICAL MFLAG*L1*L2
.COMMON /IMTEG 1/1 EUF C 12)* MI * MFLAG* NPRE* I TRACK 
COMMON /1 [JTEG 1 /KM T* KM TF* I T SM* I SP C 4) * >J C* N CN 
COMMON /INTEG2/NM* IF.EJC 3)*NS* I CNT* NCNT* NPC1 * NKNT* NKNT2 
COMMON /MAT/RC 3* 3) * QC 3* 3)* PC 3* 3) * PP( 3* 3) * FI C 3* 3) * FITC 3* 3) 
COMMON /MAT/HPHTC 3* 3) * H( 3* 3).* EXC 3* 3) * RKSC 3* 3)
COMMON /STAT/S7C 3)*XAC 3)*STOC3)*FESTC3)*ZC3)*ZPC3)
COMMON /STAT/VC3)*VMC3>*SPC3)*Z0C3)
COMMON /MI SC2/RBC 3>*SIGSTC3)*SI GMEC 3)* OBMAXC 3).
COMMON /MI SC2/P.EMAXC 3) * EETA1 C 3 ) * BETA2C 3)*0BC3)
COMMON /cont/fp*tp*dtc*dt*tci*uo*tcm*cf.it, si*tco •
COMMON /DISC/1 El* I E2* I E3* IV1 * I V2* I V3* I E4* I V4* N7* N* S 
EQUIVALENCE CHX*ZP)*CV* VEC1)
EXTERNAL DEP.IVI
C SET UP INITIAL CONDITIONS
N=12 -
ITSM=0 •
LI =• TRUE.
DO 5 1 = 1*12 ’
5 RI VC I ) = SC I )
DO 9 I=1*NI
9 CALL RKINTCN* RIV* SDOT* TCO* DT* DERI VI)
DO 10 I=NI * 5
10 CALL RKINTCN* RIV* SDOT* TCI* DT* DERIVI)
DO 15 1 = 1*3 '
XVECC I ) =RI VC I )
I 1 = 1 + 3
15 XVECC I 1) = SCI ) ‘ V
DO 20 1 = 1* 3 
DO 20 J=l* 3 '
HCI* J)=0•
K1 = 1 + 3*J
20 FI Cl*J)=RIVCK1) '
GOTO 50
C LOOP STARTS HERE
C LOAD INTEGRATION VECTOR
22 DO 25 1 = 1*3
11=1+3 
25 RIVCI)=XVECCI1)
DO 30 1 = 4*12 -
30 RI VC I) =0. ‘
RI VC 4) = 1 .
RIVC8)=RIVC4)
RIVC12)=RIVC4)
C CALC. TRANSITION MATRIX AND FIRST PREDICTIONS
DO 34 I = 1 * NI
34 CALL RKINTCN* RI V* SDOT* TCO* DT* DERI VI )
DO 35 I=M I * 5
35 CALL PJCINTCN* RIV* SDOT* TCI* DT* DERI VI)
DO 40 I = 1 * 3
DO 40 J= 1 * 3 
K1 = 1 + 3*J 
40 . FICI*J)=RIVCKl)
50 DO 55 1 = 1*3
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C WRITE A S INTO IIJVERSE POSITION
DO 110 1 = 1*3 
I 1 = 1 + 3
DO 110 J=l,3 
J1=J+ 3
A(I/J)=Al(IiJ)
AC IsJ 1)=A2C I * J')
AC I 1.»J ) =A3(Ij J)
110 A( I 1 ^ J 1 ) =AA( I ^ J )
C INVERT AND CALC DIFFERENCES
CALL MINVRC 6> 6> Plj AIN.# SDOT)
CALL MSPMC6j> 6^  1.»AIM* BjXD)
DMX=0.
DO 115 1 = 1*6
XVECCI)=XVECCI)+XDCI)
C TEST FOR CONVERGENCE
D=ABSCXDC I ) )
115 IF CD.GT. DMX) DMX=D
ITSM=ITSM+1
IF CDMX.GT. CRIT) GOTO 22
C SET UP PREDICTED STATE
DO. 120 1 = 1 j 3
120 S7CI)=XVECCI)
CALL RETURN 
END
SUBROUTINE EPTCV)
(BENDAT PEARSON TEST)
THIS ROUTINE CONTAINS TWO VERSIONS OF BPT
PLUS VARIATION. A •
LOGICAL IREJ C 3).»J 1 .# J 2
DIMENSION SIC 3) ,RMEWC 3), SI GC 3)j VIC 3,3), VC 3)
COMMON /INTEG2/NM, IREJC 3),NS, I CNT# NCNT t NPCI * NKNT.* NXNT2 
COMMON /MAT/RC 3/ 3) , QC 3, 3)# PC 3, 3)*PPC3# 3) j FI C 3j 3)*FITC3* 3) 
COMMON /MAT/HPHTC 3* 3)*HC 3* 3)* PXC3* 3>*RXSC 3* 3)
COMMON /STAT/ SC 3) > XAC 3) .# STOC 3).» FEST C3)*ZC3).»ZPC3)
COMMON /STAT/V7C3)#VMC3),SPC3),Z0C3)
COMMON /MISC1/VC3)*CSGC3),WMAXC3),RMEVSQC3)
COMMON /MI SC 1/PCON ( 3)« GK C 4) * TVC 4)*GC3)*GFC3)
N=3
C CALCULATE VARIANCES
DO 5 I = LNM
5 SIGC I ) =HPHTC 1*1) +RC 1*1)
C CHECK FOR ADAPTIVE C
DO 6 I = liN
6 VCI)=1.
CALL SSWTCHC6*J!)
J1=J 1 - 2
IF C.NOT.J1) GOTO 50
C DO STRAIGHTFORWARD TEST
DO 10 1 = 1.# NM
RMEWCI)=VCI)*VCI)/SIGCI)
10 RMEWSQC I ) 3RMEWSQC I ) + RMEUCl) ■
I CNT= I CNT<■ 1
IF CICNT.LT.NS) GOTO 50
DO 1 5 I = 1, NM
sici)=rmevsoci >/ns
CSQCI)=CSQCI)/SICI)
I CNT=0
RMEVSQCI)=0.
C CALC W S AND MAKE REQUIRED MODIFICATIONS
C ' TO COVARIANCE MATRIX.
50 J 1 =. TRUE.
DO 15 1=1,NM 
TREJCI ) = . FALSE.
X=SQRT< SIG( I >*CSQC I ) )
IF (ABS(V<I)).GT.X) GOTO 12 
V<I>=1.
. GOTO 15
* /
12 VCI)=CVCI)*VCI)/CSQCI)-RCI,I))/HPHTCI,I)
Jl=. FALSE.
IF <U(I).LE.VMAX(I)) GOTO 15 
X=HPHTC I, I )*UMAXC I ) + RC I, I)
VC I )=VC I ) - SGRTC CSQC I ). ) * SI GNC I • 0, VC I ) )* SQRTCX) 
VCI)=VMAXCI)
I REJ C I ) = • TRUE.
15 CONTINUE
IF <J1> RETURN
C CHECK FOR VARIATION
CALL SSVTCHC7, Jl)
J1 = J 1 - 2
CALL SSUTCHC6,J2)
J2=J 2-2
• IFCJ1.AND.J2) GOTO 30 -
X=AMAX1CVC1),UC2),WC3))
DO 20 1=1,3 
DO 20 J=L3 
20 PPCI,J)=X*PPCI,J)
GOTO 35 N
30 DO 31 1 = 1, 3 -
DO' 31 J= 1, 3 
X=VCI)*VCJ)
31 PPCI,J)=PPCI, J) *SQRTCX)
35 CALL COGAINCN,NM,SP)
RETURN
END
C BIANCE OVERLAY
LOGICAL Jl '
DIMENSION U1 C 3, 3) , T.'2C 3, 3) , V3C 3, 3) , SC 3) , SPC 3) , Z C 3)
COMMON /INTEG1/I3UFC 12),MI,MFLAG,MPEE, ITR
COMMON /I NTEG2/NM, I REJ C 3) , NS, I CNT, NCNT, NPC 1, NKNT, NKNT2 
COMMON /MAT/RC 3, 3), CC3, 3), PC 3, 3), PPC3, 3), FI C 3, 3), FITC 3, 3) 
COMMON /MAT/HPHTC 3, 3) ,HC 3, 3),RKC 3, 3),PKSC 3, 3)
COMMON /STAT/SC 3) , MAC 3),STO C 3),FESTC 3) , Z C 3),ZPC 3)
COMMON /STAT/VC 3) , VMC3)', SPC 3) , ZOC 3)
COMMON /MISC2/REC3),SIGSTC3),SIGMEC3), GEMAXC3)
COMMON /MI SC2/P.EMAXC 3),BETA1C3), BETA2C 3),QEC3)
COMMON /MAX/QMAXC3, 3), RMAXC3, 3)
C ESTIMATES VARIANCES AND BIACES OF NOISE
I TRACK = I TR+ 1
I 1 = 1 TRACK-1 
DO 10 1 = 1, NM 
10 VMCI)=VMCI)+VCI)
C TEST FOR Q’ S ,
CALL SSVTCH C A, J 1 ) 
J1=J 1-2
IF C.NOT.J1) GOTO 50
C DO O’S
DO 15 1 = 1, MM 
DO 15J=I,:iM
is yici>j>=vcn*vcj)
.CALL MPLY ( 3* 3, 3# MIL MM/ RK, W1, *72)
CALL TP.AMC 3, 3, MM, PK,U 1 )
CALL MPLYC 3, 3, 3,NM, 3,U2,yi,U3>
DO 20 1= 1 j 3 
DO 18 J=l,3
QCI,J)=CI1*.CCI,J) + V3CI,J)+PCI,J)-FITCI,J))/ITRACX 
IFCQCI,J).LT.0. > GCI,J>=0.
18 IF CGCI,J).GT.CMAXCI,J)> GCI,J)=0MAXCI,J>
QBCI ) = CITFACX* GECI)+SCI)-SPCI>)/ ITRAGC 
20 IF CAB SC QBC I > ) . GT. QEMAXC I) ) QBC I )=SIGMC GEMAXC I ), PBCI ) )
C DO R’S IF HECUIP.ED '
50 CALL SSUTCHC 5, Jl )
JI=J1-2
IF C.MOT.J1) CALL RETURN
DO 30 1=1  ^NM 
DO 30 J= LHM'
30 VICl,J)=VCI)*VCJ)
DO 40 I=LMH 
DO 35 J=1,NM
RC I, J ) = C I 1 * RC I , J ) + U1 C I , J ) -HPHT CI,J))/I TRACK 
IFCRCI, J) .LT.G. > RC I,J) = 0.
35 IF CRCI,J).GT. P.MAX C I, J ) ) RC I , J ).= RMAX C I, J )
■-( RBCI) = CITRACX*RBCI) + ZCI.>-ZPCI))/ITRACX 
40 IF C ABSC PBC I ) ) • GT. REMAXC I ) > ■ RBC I ) = SIGNC REMAXC I ) , REC I > )
• ICALL RETURN 
' END ■
SUBROUTINE RENEVC I TRACK)
DIMENSION V4C3), V5C 3), V6C5)
LOGICAL Jl
C REFRESHES NECESARY PARAMETERS FROM DISC
COMMON /I NTEG 1 /1 BUFC 12),MI, MFLAG, MPRE, I TP 
COMMON /INTEG1/KNT,:<NTF, ITSM, I SP C 4) , M C, MCM 
COMMON /STAT/SC 3>,XAC 3), STO C 3) , FESTC 3) , Z C 3) , Z?C 3) 
COMMON /STAT/VC3),VMC3),SPC3),Z0C3>,SMC 3),SU1C3) 
COMMON /MI SC 1 C3),CS0C3), UMAXC 3), RMEVSQC 3)
COMMON /MI SC1/PCONC 3), GKC 4)', TVC4),GC3), GFC 3) 
COMMON /COMT/FP, TP, DTC, DT, TCI, UO, TCM, CFIT, SI 
1=1TP.ACK+NPRE 
READC 1’I )V4, STO, UO,G,GC 1)
1 = 1+1
READC I’DV5, SN,V6 
1 = 1+ 1
READC 1’I )V5, SN1,V6 _
J=0
DO 10 1=1,3 
CALL SSUTCHCI,Jl)
J1=J1-2
IF C.MOT.J1) GOTO 10 •
J=J+ 1
ZOCJ)=V4CI)
10 CONTINUE
RETURN
END
C LOGS DATA ON THE DISK AMD VDU.
DIMENSION FUC 3) , ZUC 3) , ZPUC 3),RWC 3) ,RBWC 3) , IP.UC 3), QU( 3) 
DIMENSION S2C3)
LOGICAL Jl
V COMMON /MOD/FA, FE,FC, TA,TB
COMMON /INTEG1/IBUFC 1 2 ) , MI , MFLAG, NPRE, ITRAC7 .
V COMMON /I NTEG 1/ KMT* KM TF, ITSM, I SPC 4) , NC, NCN
COMMON ./INTEG2/MM, IF.EJC 3),MS, I CNT, NCNT, NPC1,NKNT,NKNT2 
i • COMMON /MAT/F.C 3, 3), QC 3# 3), PC 3, 3),PPC 3, 3), FI C 3, 3),FITC 3, 3)
COMMON /MAT/HPHTC 3, 3),HC3, 3),RXC3, 3), RXSC3, 3)
COMMON /STAT/SC3),XAC3),STOC3),FESTC3),ZC3),ZPC3)
COMMON /STAT/V( 3),VMC 3) * SPC 3),ZOC 3)
COMMON /MISC2/P.E( 3), SI GSTC3) , SIGMEC3),QEMAXC3)
COMMON /MISC2/REMAX(3),EETA1C 3), EETA2C 3) , OEC 3)
COMMON /COMT/FP, TP, DTC, DT, TCI, UO,TCM, CRIT, SI 
COMMON /TIME1/M1 a M2,M3,M4 
i COMMON /DISC/IE1,IE2, IE3, IV1,IV2, IV3
• CALL SSUTCHC 1 1,Jl)
^ J1=J1-2
' *: ' . IFC J1) GOTO 8 ■ '
' : DO 5 1 = 1,3 *
5 S2CI)= SCI)
GOTO 9
8 DO 6 1 = 1,3
6 S2CI)=SCI)+ STO Cl)
• : 9 DO 10 1 = 1,3
- CWCI)=QCI,I)
10 PWCI)=PCI,I) •
I 1=0
DO 15 1 = 1,3 
»> CALL SSUTCHC I, Jl>
J 1=J 1-2 ■ '
. IFC.NOT.J1) GOTO 15 ’ ,
. >) Il = l'l+1 •
[i zwcn=zci n -
! -> zpwc i )=zpc 11)
; jV RWCI )=RC 11,11)
• ; . . *r RBVCI)=P-BCI 1)
| [I IRW C I ) = I REJ CI 1) ,
j ;; 15 CONTINUE
1 •' 1 = 1 TRACK+ 1
j WRITEC 3'I)S2,XA, STO, FEST,ZW,ZPV,QE,PW,TCI,UO
■ * \
' CALL SSUTCHC 0,J1)
' , . J 1 = J 1 - 2
' IFCJI) KNT=KNT+ I
I IF CKNT.LT.KNTF) RETURN
j . . KNT=0
-i '•
C WRITE DISPLAY
' . CALL SSUTCHC 0, J1 )
• •' J 1=J 1 - 2
IFC.NOT.J1) GOTO 60 
j TCMfTCI
! 60 WRITEC 8,70)
| 70 F0RMATC2X, * t ABtA')
80 WRITEC 8,85)I TRACK,ITSM,S2,PW
 ^ . 85 FO RMATC X, * » P * , T 5, * T P* , I 5, 5C*TP’),2C 'iP',3CX, F8 • 2) ) >
; ' WRITEC8,90)STO, CU
j WRITEC 8, 90)ZU, RW
i 90 FORMATC X,2 C ' t P' , 3CX, F8 • 2 ) ) ) ‘
: WRITEC 8,90)ZPU,QB
. ' WRITEC8,90)FEST, RB
WRITEC 8,9 5)I HU
WRITEC8, 100)FC, TCM, FA, TA,FB,TB 
95 FORMATCX, • fP' , 3CX, I 3, 7X) )
100 FORMATCX, 6C ' »P', F8. 2) )
ST=M1*327 68• + M2 • ,
FIN=M3* 32768.+ M4 
EL=CFIN-ST)/50.
IFCI TRACK.EG.0) EL = 0.
NI=INTC EL/5.-*-. 5)+ 1 
WRITECS,110)EL 
110 FORMATCX, • CONTROL TIME * *,F5.1,' SECS')
•; RETURN . .
; END
1
SUBROUTINE SETPLY
SETS UP DI SPLAY FORMAT ON VDU
WRITEC8,60)
60 FORMATCX, *t
WRITEC 8,62)
62 F0RMATC//9X
WRI TEC 8,64)
64 FORMATC/X, *
WRITEC 8,66)
66 FORMATC/X,’
WRITEC 8,68)
68 FORMATC/X, ’
WRITEC 8,70)
70 FO RMATC / 1 2X.
UP.I TEC 8, 72)
72 FORMATC12X,
WRITEC 8, 74)
74 FO RMATC 1 2X, 1
RETURN • ,
END
SUBROUTINE EXPFCZ)
DIMENSION ZC 3)
COMMON /I NTEG2/MM, I P.EJ C 3), MS, I CMT, NCNT, NPC 1 , NXNT,MXMT2 
COMMON /STAT/SC3),XAC3),STOC3),FESTC3) , Z7C3),ZPC3)
. COMMON /STAT/VC3),VMC3),SPC3), ZOC3)
- COMMON /MISC1/VC3),CSQC3),VMAXC3),EMEVSCC3)
COMMON /MI SC1/PC0MC3), GXC4), TVC4), GC3), GFC 3)
C SUBROUTINE FOP. EXPONENTIALLY FILTERING MEASUREMENTS
DO 10 1 = 1, NM
10 FESTCI ) = C1•-PCON Cl))*FESTCIJ + PCONCI)*Z CI )
RETURN
END : .
SUBROUTINE DERI VI CN, S, TCI, SDOT)
C CALCULATES DERIVATIVES FROM MODEL.
REAL JACXC3, 3)
DIMENSION FC3, 3),XC3), PRO DC 3, 3) , SDOTCN), SC N)
COMMON /MOD/FA, FB, FC, TA, TB,B1,B2, CAI
COMMON /CONT/FP, TP, DTC, DT, TC7, UO, P CM, CRIT, SI
TTC=TCI
IF CN.GT. 12) TTC= UO
CALL DERI C 3, S, TTC, SDOT)
IF CN.LE. 3) RETURN
C FOR CASE WH ERE TRAN SI TION MATRIX IS REQUI RED: -
CALL JACOBCS, TTC, JACK)
DO 10 1—1,3 
DO 10 J=1,3 
K1 = I + 3*J 
10 " FCI,J)=SCK1)
CALL MSPMC 3, 3, 3, JACK,F, PROD)
DO 20 1 = 1,3 -
DO 20 J=l,3 
K1 = I + 3*J 
20 SDOTCKI )=PRODCI, J)
C CASE OF LINEARISED ABOUT NOMINAL
’'.IF CN.LE. 12) RETURN
CALL MSPMC 3, 3, 1, JACK, SC 13),X)
SDOTC 13)=XC 1 ) + Bl*CTCI-UO)
SDOTC 14>=XC2) + B2*CTCI-U0)
SDOTC 1 5) =X*3)
RETURN
END
SUBROUTINE FOP.INTCI)
C
c
INTERRUPT ROUTINE
DOES CONTROL LOOPS AND SAMPLE BUFFER
DIMENSION I BC 1 2) , EC 4) , I DC 4) , IB1 C 4)
LOGICAL MFLAG 
DIMENSION RINTC 4) , FTC 6)
COMMON /IMTEG1/I BUFC 12),MI,MFLAG,NPP.E, I TPACK 
COMMON /IMTEG 1/KNT,KMTF, I .TSM, I SPC 4) , NC, NCN 
COMMON /MISC1/VC3), CSG C 3 ) , NMAXC 3) , P.MENSQ C 3)
COMMON /MI SC 1/PCON C3),GKC4), T1JC 4),GC3), GFC 3)
COMMON /COMT/FP, TP, DTC, DT, TCI, UO, TCM, CRIT,El, RFTC 6)
IF CNCN.LT.NC) GOTO 30 
NCN=0
DO 20 1=1,12 
20 IBUF CI)=IECI)
DO 25 1=1,6 
25 RFTC I ) =FTC I )
MFLAG=.TRUE.
KNT=KNT+ 1
C INLET FLOW LOOPS
30 IB1C 1)=IBC5)
IB1C2) = IBC6) ' \
IB1 C 3) = 1 BC 3)
. IBlC 4) = 1BC 4)
DO 40 1 = 1,4
EC I)=FLOATCISPCI)-IB1CI>)
• RINTC I )=RINTC I ) + EC I )*DTC*T’.TC I )
IFCABSC RINTC I ) ) .GT.2047.) P.INTC I ) = SI GNC 2047 ., RINTC I ) )
IDCI)=INTCGKCI)*CECI)+RINTC1)))
40 IF C IABSC IDCI))»GT.2047) I DC I ) = ISI GNC 2047, I DC I ) )
1 = 1 DC 2)
I DC 2) = 1 DC I ) + I 
I DC 1)=-1 DC 1) + I 
DO 45 1 = 1,2
45 IFC IABSC I DC I ) ) .GT.2047) I DC I ) = 1 SI GNC 2047, I DC I ) )
CALL DACOC0, 4, ID)
C UPDATE MODEL CONSTANTS
PS=1.-FP
FTC 1 )=PS*FTC 1 )+FP*FL0ATCIBC3)) 
FTC2)=PS*FTC2) + FP*FL0ATC IEC4)) 
FTC 3)=PS*FTC 3) + FP*FLOATC IBC 5)) 
PS=1•-TP
FTC 4)=PS*FTC 4) + TP*FLOATCIBC 6)) 
FTC 5) =PS*FTC 5) + TP* FLOAT C I EC 8 ) > 
FTC 6)=PS*FTC6) + TP* FLOAT C I BC 9 ) )
10
15
ISC=0
CALL ADCOC ISC, 12, IB) 
IF CISC) 15,10,10 
NCN=N CN+ 1
C CHECK SAMPLE TIME
RETURN
END
SUBROUTINE RKINTCN, S, SDOT/FC,T, DERI V.)
C RINGE-KUTTA INTEGRATION ROUTINE.
C 15 VARIABLES MAXIMUM VITH THIS ROUTINE
DIMENSION SCN), SDOTCN),ZC 1 5>,RKC4, 15)
DO 1 L=l,N
1 ZCL)=SCL>
CALL DERI VC N, S,FC, SDOT).
DO 2 LSI/N
2 RKC l,L)=SDOTCL)*T .
DO 5 1=2,3
J=I-1
DO 4 L=1,N
4 • SCL)=ZCL) + RKCJ,L)/2.
CALL DERI VCN,S,FC, SDOT)
DO 5 L=1,N
RKCI,L)=SDO TC L)* T
5 CONTINUE 
DO 7 L=1,N
7 SCL)=ZCL) + RKC 3,L)
CALL DERI VCN, S,FC, SDOT)
DO 8 L=1,N
8 RK C4, L) = SDQTCL)*T 
DO 9 L= 1, N
9 SCL)=Z < L)
DO 10 1=1,N
10 SCI)=SCI)+CRXC l,I) + 2.*CRXC2,I> + RKC3,I>> + RKC4,I>>/6.
return
END
. SUBROUTINE JAC0BC S, TCI, JACK)
DIMENSION SC 3)
. REAL JACXC 3, 3)
COMMON /MOD/FA,FE,FC,TA,TB,El,E2,CAI
COMMON /CON ST/VE, DH, A, E, RHO, CP, DF\» P-C, U, VC
\ ' ' '
C ’ CALCULATES JACOEIAN, CONST. T’S IN C.
C . DH -VE.
T=SC 1 > + 273. 1 5 
TC=SC 2) + 273. 15 
CPF=SC 3)
TCIl=TCI+273.15 -
FA=FE- DF'
F=FA+FE '
ex=a*expc-e/crc*t> >
UAR=U/CRHO*CP)
ER=E/C RC*T*T>
CFC= C FE-FA)* CAI/F 
R=EX*CPF*CCPF+CFC>
JACK C 3, 1 > = -P.* EE
JACKC 3,3) = -F/(RHO*VR)-EX*C 2.*CPF+ CPC)
JACK C 1, 1 )=-<F/P.HO+VAK)/VE-DH*P.*ER/CEHO*CP> 
JACKC 1,2) = UAR/C2.*VR)
JACKC 1, 3>=-DH*EX*C2.*CPF+CFC)/CEH0*CP) 
JACKC 2, 1 )=2.*UAE/VC 
JACKC2,2)=-C2.*FC/RH0+UAP.)/VC 
JACKC 2, 3) =8.
JACKC 3, 2) = 0.
B1 = 0.5*U/CRHO*CP>
B2=2.* < FC/RH0-B1)/VC 
B1=B1/VR
RETURN
END
510
C
C
C
C
i .
C
C
SUBROUTINE HMATC S.NM.H) 
EVALUATES MEASUREMENT MATRIX. 
LOGICAL Jl
DIMENSION SC 3).HC 3. 3)
DO 5 1=1.NM 
DO 5 J = 1. 3 
HCI.J)=0.
J=0
DO 10 1 = 1.3
CALL SSUTCHCI.Jl) ' *
J1=J1-2
IFC.NOT.J1) GOTO 10 
J=J+ 1 
HCJ.I ) = 1 .
CONTINUE
RETURN
END
FUNCTION SFM 1 C I )r 
REACTOR TEMP.
SFM1=-» 12927246+.046318293*I-I*C.19076979E-S)* I
RETURN
END
FUNCTION SFM2CI)
COOLANT TEMP.
SFM2 = - . 1 3061 52 3+. 0 48720 1 2 1 * I -1 * C . 20378 502E-5)*I
RETURN
AND
FUNCTION SFM3CI.J)
REACTOR CONCENTRATION 
A=.15308902*I
B=.082319871*J . '
C=l. + C. 928 79008 E-3)*J 
SFM3=CA-B-10 4.53)/C 
RETURN 
END
FUNCTION FUN2CI) '
INLET FLOU ETAC 
A=FLOATCI ) * I 
B=I*A 
C»I*B *
A=C.29754865E-4)*A
B=C.18761034E-7)*B
C=C.43166917E-11 ) * C
FUN2=- 3. 7 520 653-A+ E.- C+ • 023 18389 4* I
RETURN
END
FUNCTION FUN I Cl)
INLET FLOU NAOH 
A=FLOATCI)* I 
B=I*A 
C=I*B
A=C.2 4405367E-4)*A
B=(. 1 4S22345E-7 ) *B
C=C .333021 59E-1 1)*C
FUN t=-2.8810464+.020201242*I- A+E-C
RETUPN
END
FUNCTION FUN 3 C I )
FLOW COOLANT
FUN 3=2. 0474854+.29360485*I
RETUPN
END
uFUNCTION FUN4C I ) .
INLET TEMP. COOLANT
A=FLOATCI)* I .
B=I*A
A=C .41 509047E-5>*A
E=C•66279426E-9)*B
FUN 4=- 1 • 0 6639 45+ . 0 50453908* I -A+S
RETUP-N
END
FUNCTION FUN5CI)
INLET TEMP. NAOH
FUN 5=-.098022461+»03229880 3*I-I*C. 10579824E-5) 
RETURN ' '
EJD
FUNCTION FUN6C I )
INLET TEMP. ETAC
FUN6=-. 120727 5A+•0 3289 6042*1-1* <•I 028 5294E-5)*
RETURN
END
SUBROUTINE SPCCT)
SET POINT COOLANT TEMP.
COMMON /INTEG1/IC19),ISPC4)
B=T* T
A=23. 640625+19. 603027+T
A=A+.042297363*5-.00013190508*B*T
I SP C.2 ) = IN T C A+ • 5)
RETUP-N
END
SUBROUTINE SPACF)
SET POINT NAOH FLOU 
COMMON /INTEG1/IC19),ISPC4)
B=F*F
A=194.34961+43.689152*F 
A=A+13.313694*B+3.6800742*B*F 
ISPC3>=INTCA+.5)
RETURN
E4D
SUBROUTINE SPBCF)
SET POINT ETAC FLOU 
COMMON /INTEGl/IC19).,ISPC4)
A=233. 61 23+ 10. 5959 1 2*F+42. 770353*F*F 
ISP C 4)=INT(A+ . 5 )
RETURN
END
SUBROUTINE SPFCF)
SET POINT COOLANT FLOU 
COMMON /I MTEG I / I C 19 ).» I SPC 4)
A=-6. 3337891 + 3.4033594*F 
ISPC 1 )=INTCA+. 5)
RETURN
END
FUNCTION MMTCT)
ADC NO. OF REACNOP. TEMP..
B=T*T
A=-42. 31 2 5+30.96375*T-, 38 39 1 1 1 3*B 
A=A+.0063343048*T*B-C.32364 511E-4>*E*B 
MMT=INTCA+.5)
RETURN
END
FUN CTI ON MTCCT)
ADC NO. OF COOLANT TEMP.
A= 3.9 55073 1 + 20. 39477 S*T+. 02 1 59 3094*T*T 
MTC=INTC A+•5)
RETURN
END
FUNCTION MCAC C* T)
ADC NO. OF CONCENTRATION
EXTERNAL MCH
I=MCHCT>
A=C*C1.+C.92879008E-3)*I)
A=(A+.082319371*1+104. 53)/< . 15308902) 
MCA=INTCA+.5)
RETURN .
END
FUNCTION FUN7CI)
CELL HOUSING TEMP.
FUN7=-.10180664+.047488213*1-1*(.20575244E-5)*I
RETURN
END
FUNCTION MCHCT)
ADC NO. CELL HOUSING TEMP.
A= 3 • 6 19 1 40 6+20.904 541*T+. 02383*1 36*T*T 
MCH=INTCA+.5)
RETURN
END
APPENDIX B
LOW-LEVEL SERVICE'PROGRAMS
.TITLE ADCO
J * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
; PROGRAM TO SAMPLE FROM ADC.
5 COMPATIELE UI TH FORTRAN.. /
; INTERRUPT STRUCTURED.
5 CALL ADCO (SC, NOC,DA)
; SC = START CHANNEL 
S NOC = -NUMBER. OF CHANNELS 
; DA = DATA BUFFER
; AFTER COMPLETION SC IS SET TO -1 
J THIS SHOULD EE TESTED BEFORE PROCESSING DATA. *
• GLOBL ADCO 
} ****** * **** *********************** *
ADCO: MOV #AD. INT13B0 ; SET VECTORS
MOV #24B,302 
: R5=%5
TST (R5)+ ; SKIP ERANCH (FORTRAN)
j**********************************
MOV <R5),SC1 ; STORE ADDRESS OF START CHANNEL
MOV @ ( R5) + , AD. 0 UT ; MOVE OUT START CHANNEL
MOV @(R5)+,CNT ; INITIALISE CHANNEL COUNT
MOV CP.5) + ,ADDR ,* STORE ADDRESS OF DATA BUFFER.
S
s********************************
S '
BIC #200, AD. CSP. ; CLR AND ENABLE INTERRUPT 
, BIS # 1 00, AD. CSR 
S* * * . * ♦ * * * * * * * * * * * * * * * * * * * * * * * * * * *
RTS R5
AD.OUT= I 6777 2 r
AD. CSR=1 67770 
AD.IN=167774 
;**************
AD. I NTs MOV AD. IN, SADDP. ,* STORE DATA
BIC #100, AD. CSR I DISAELE INTERRUPT
I * * * 4c * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
ADD #2,ADDR J UPDATE POINTER
DEC CNT J COUNT
BEQ RET s
j*************************************
. MOV #20000, AD. 0UT ; CONVERT NEXT CHANNEL
BIS #100,AD.CSR • ; REENABLE INTERRUPT
P.TI
f * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
RETS MOV #-l,@SCl - SET FLAG
RTI
j * * * * * * * * * * * * * * * * * * * * * * * * * * * *
SCI: .WORD 0
CNT: .WORD 0
ADDR: .VORD 0
► END
.TITLE DACO
j * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
; PROGRAM TO DRIVE DACS.
CALLING SEQUENCE: -
S .
S CALL DACO( SC,NOC, BUFF)
; SC = START CHANNEL
; NOC = NUMBER OF CHANNELS FOR SERVICING.
; BUFF = DATA BUFFER
; * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
R0=7.0 
R1 = S1 
R2=%2 
R3=%3 
R5= %5 
SP= Z6
; * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
.GLOBL DACO
DACO: MOV R3,-C SP) ,* SAVE REGISTERS
MOV R2,-(SP)
MOV Rl, -< SP)
.MOV R0,-<SP>
j * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
TST CR5) + ; SHIP BRANCH
MOV §CP.5) + ,R0 ; START CHANNEL
MOV §CR5)+,F.2 ,* NUMBER OF CHANNELS
MOV ( P.5) +, R3 ; BUFFER POINTER
j*********************************
SVAB R0 ; SET UP FUNCTION AND CHANNELS
ASL R0 ,* IN R0
ASL R0
BIS #140000, P.0
;*********************************
LP: MOV (R3),R1 ; MOVE OUT DATA CTUO UORDS)
BIC #171777,RI
SVA3 Rl
ASP. 'Rl
ASR Rl
BIS #120000,Rl
MOV Rl,EA.OUT
DA.OUT=l 67772
MOV <R3) + ,P.l ' * *
BIC #176000, Rl
BIS P.0 , R1 ; FUNCTION AND CHANNEL
MOV Rl, DA.OUT
DEC R2 ,* LAST CHANNEL?
BEQ FIN
.ADD #2000, R0
BR LP
3 ************************************
FIN: MOV (SP) + , R0 ,* RESTORE REGISTERS
MOV ( SP) + , R1 ■
MOV C SP)+,R2
MOV <SP)+,R3
3 ************************************
RTS P.5
• END
•' SUBROUTINE FRONT* P.)
C THIS ROUTINE FRONT-ENDS THE FORTRAN INTERRUPT ROUTINE 
A1=1B0000.0/R 
B1 = 10B00.0/F.
CI=50.0/R •
D=65535.0
A= D-A1
B=D-B1
C=D-C1
10 IF CA) 20, 20, 1 1
20 IF < B) 30,30,21
*30 IF < C) 40,40,31 •
40 VRITEC 8,41)
41 FORMATCX, •INTERRUPT RATE TOO SLOV, AEORT’)
STOP
11 1=72 
. A=A 1
GOTO 50
21 • 1=74
A=E 1 '
GOTO 50 
31 1 = 76
A= C1
50 D=A-32767•0
A1 = SIGNC0. 5, D) -
J=INT( D+A1 )
CALL FTNINT(I,J)
RETURN
BID
SUBROUTINE FAST(I)
C ERROR MESSAGE CONCERNING INTERRUPT RATE 
WRITE(8,1C)
10 FORMAT(X, ’PROGRAM CANNOT COPE UI TH INTERRUPT RATE, ABORT’)
STOP 
BID
EAE= I ,
• TITLE FTNINT 
•MCALL .PARAM 
.GLOEL I'J TOFF 
•PAHAM
AC=177 302 
' ■ MQ=177 304 
SCR=177310 
CLKV=I04 
CLO CK S= 1 7 2 540 
COLWT= 172542
• GLOEL FTNINT
i PROGRAM TO INTERRUPT' FORTRAN 
; WITH THE CLOCK.
FTNINT: MOV F:0,-CSP)
MOV Rl,-C SP)
TST <R5) +
MOV #077777,R0 
MOV @CR5) + > CLOCKS 
MOV @CF.5) + ,R1 
5*************************
ADD Rl, P.0 J PREPARE COUNT
MOV R0, COUNT 
S * * * 3 c * * * * * * * * * * * * * * * *
. MOV (SP)+,R1 
MOV ( SP)+ ,R0
MOV #CLKINT, CLKV ;LOAD VECTORS
MOV #200, CLKV+ 2
INC CLOCKS JSTART RUNNING
RTS P.5
} * * * * * *  * * * * * *  * * * * * * * * * * *  *
CLKINT: TST CLOCKS ,* EARLY INT?
BPL OK .
JSR P.5, INTOFF •
BR KO 
iWORD 0 
•GLOBL FAST 
KO: JSP. R5, FAST
BR OK 
•WORD 0
j * * * * * * * * * * * * * * * * * * * * * * * * * * .
OK: MOV R5,-( SP) ,* SAVE REGS
MOV P.4,-C SP) • . .
MOV R3,-<SP)
MOV P.2, -CSP)
MOV Rl,-( SP) .
MOV P.0,-< SP)
.IFDF EAE 
MOV AC,-CSP)
MOV MO, -< SP)
MOV SCR,-CSP)
• ENDC
$ *******+******$*******$****
• GLOBL FORINT ,* SERVI CE INT.
JSR R5, FORINT
BR SKIP 
•WORD 0
1 j* * * * * * * * * * * * * * * * * * * * * * * *
SKIP: .IFDF EAE J RESTORE REGS
MOV <SP)+,SCR 
MOV C SP)+,MQ 
MOV C SP) + , AC
• ENDC
MOV (SP)+,R0 
MOV < SP) + , P. 1 
MOV CSP) + ,P.2 
MOV C SP) + , R3 
v MOV <SP)+,R4 
MOV (SP)+,R5 
• BIC #200, CLOCKS ,‘CLEAR DONE ElT 
RTI '
• END
.TITLE I?JTOFF 
* ONE DUMMY ARGUMENT FROM FORTRAN 
LKS=172 540 
R5= £5
.GLOBL INTOFF .
INTOFF: TST <R5) +
TST <R5) +
BIC #101*LXS 
RTS R5 
• END
.TITLE PUNCH • .•
I CALL PLWCHCJ* A*F)
3 N = ADDRESS OF NO. OF BYTES
; A  = ADDRESS OF DATA
3 F = -VE FIRST PASS*+VE DURING* 0 FINAL 
R0=%0 
R5=35
• MCALL ,INIT*.OPENO* .WRITE* .WAIT* .CLOSE* .RLSE 
.GLOBL PUNCH
SP=%6
j********************
PUNCH: TST <R5) + J SHIP BRANCH
MOV § ( R5.) + * BUFHDR+ 4 J GET NO. OF BYTES
MOV < R5) + * BUFH DR +6 J GET ADDRESS OF DATA
TST §<R5)
BPL CONT
MOV R0* -( SP) '
■ . INIT #LNKBlX ' *
MOV #FILELX*R0
• OPENO #LNXELX*P0 
MOV ( SP) + * R0
CONT: .'.WRITE #LMXELX* #BUFHDP. ‘
.WAIT #LNXELX.
TST @<P.5) + * EXAMINE FLAG
BNE PASS ILAST JOB?
.CLOSE #LNXELK 
.ELSE #LNKBLK 
PASS: RTS R5
0
LNKBLK: 0*0* 1 •
• RAD50 /PP/
.WORD 0*0
FILBLX: 0*0* 0*3*0 
BUFH DR: 0*14*0*0
• END PUNCH
SUBROUTINE .ACVARCN* BETA* SI G* ACV* ACVOLD)
C GENERATES ORN STEIN-UHLEMBECX RANDOM VARIABLE
C ‘ C EXPONENTIALLY CORRELATED LrNLESS EETA IS LARGE.)
C . START VI TH I 1 & 12 = 0.
COMMON /RNG/I1*12* RANR*XO
IF (N.NE. 1 ) GOTO 1 50
CALL RND " '
ACV=XO* SIG 
• ACVOL D=ACV .
RETURN
150 EBETA=EXP(-BETA)
SREB=SCRT<1.3-EBETA**2)
CALL RND
ACV=XO* SIG* SREB+ACVOLD* EBETA 
ACVOLD=ACV
RETURN
END
SUBROUTINE END 
C NORMAL RANDOM NUMBER GENERATOR
COMMON /RNG/I 1,12, EANR,XO
RAMF.=P.AMC 11,12)
XO=SQRT<-2. 0* ALOG C EANR) > 
RANR=F.ANCI 1, 12)
TR=6. 28313 53072+RANR 
XO=XO * CO S C TP-) .
RETURN
END
C PROG TO FILL FILE • RENU* * '
DIMENSION IDC26),IAC14), IEC12)
DIMENSION DC 8 ) , D2 C1 0 ) ,  TCC1 0 ) , NSC 1 0 ) ,  SC3 ) ,  SDOTC3 ) ,  D1C11) 
COMMON /M O D /FA, FB, FC, TA, TE> B 1, E2 , CAI 
COMMON /CON S T /VP., DH, A* E,RHO, CP, D F ,R C ,U ,V C  
EQUIVALENCE C D, FA) ,  C D2, VP.)
EQUIVALENCE CIDC 1 ), IA), C IDC 1 5),IB)
DATA S / 2 1 . ,  1 5. 5 ,  3 2 . /
DATA I  A /2  5429* 1 4 4 5 7 ,  1, 0 ,  2 ,  2 * 0 ,  1, 0 ,  57 3 ,  2 4 5 ,  6 3 9 ,  7 4 3 ,  3 0 0 /  
DATA I B / 0 , 3 ,  3 * 0 , 5 ,  0 , 2 * 5 ,  30 , 1 0 , 0 /
EXTERNAL DERI
URITEC 8,80)
FOFMATCX, ,MI,NPF.E,MXNT2C 13) *)
READC 6, 8 5) I DC 3)
P.EADC 6, 8 5) I DC 5)
P.EADC 6, 85) IDC25)
FORMA TC 13)
CALL SETFILC 1, • IN T D * ,  I E ,  * SY ' )
DEFINE FILE 1C 1,26, U, IV)
VRITEC 1’1)ID 
ENDFILE 1
CALL SETFIL C1,•MODL•,IE,•SY') \
DEFINE F IL E  ic  26 ,  2 ,  U, I V )
DO 5 1=1,8 
READC I’D  DC I)
DO 6 1=1,10 
J=I+16
READC 1 ' J ) D2C I ) .
ENDFILE 1
CALL SETFILC 1, 'R E N U *,  I E ,  ’ SY* )
DEFINE FILE l'C 1 00, 22, U, I V)
CHAMGESC I 3) , TC, >JS FOR EACH, DT ' )
DO 30 1=1, 360 
30 CALL PJCINTC 3, S, SDOT, TCC 1 ) , 5. , DEP.1 )
12=0
DO 40 1 = 1,N2 
N 1 =N SC I )
DO 45 J= 1 ,N 1
12= 12+1 
T=TCCI)
IFC C I.GT. 1 ). AND. CJ.EQ. 1 ) ) T=TCCI-1) 
CALL RXINTC3, S, SDOT, T, 5.,DEP1)
DO 50 K = 2 , N 
50 CALL FJCINTC 3, S, SDOT, TCC I ), 5.,DERI)
URITEC8,10)
10 FOF.MATCX, 'NO. OF
READC 6, 21 )N2 
DO 15 I = 1 , N 2 
READC 6, 20) TCC I )
15 READC 6, 21) N SCI)
20 FORMATC FI 0. 4)
21 FO RMATC I 3)
READC 6, 20) DT 
N=INTC DT+.5)/5
80
85
5
6
55
60-
70
45
40
DO 55 11 = 1 / 3  
D1CI 1 ) =SCI 1)
D1 C 1 1 + 3) =SC I  1) 
IF C J .E Q .M S C I ) )  GOTO 60 
D1 ( 7 )  =TC( I  )
D1C1 1 ) = T C C I)
GOTO 70
I F C I . E Q . N 2 )  GOTO 70 
D1< 7 ) = T C ( I + 1 )
D IC 1 1 )= T C C I+ 1 )
W R IT E (1 * I  2 ) D1 
CONTINUE 
CONTINUE 
ENDFI LE 1 
END
EAE= I
. T I T L E  MSPM
; MATRIX SINGLE PRECISION MULTIPLICATION.
3 D A T E :-  6 . 2 . 7  4
;  AUTHOR:- X .  S. CAMPBELL
J TO MULTIPLY TV 0 PEAL MATRICES OF DIMENSIONS:-
;  A *E  AND E*C .
;  TH IS  ROUTINE I S  WRITTEN TO BE COMPATIBLE WITH
3 THE FORTRAN CALLING SEQUENCE-
;  THE CALLING SEQUENCE I S  AS FOLLOWS:-
/ I
;  .GLOEL MSPM
;  JSR P.5, MSPM
5 ER CONT
3 .WORD ADDRESS OF DIMENSION ’ A*
• •• «• tt •* f B *
. y  «t .. ... .. .c*
3 .WORD LEFT MATRIX ADDRESS /
;  ”  RIGHT
;  .WORD PRODUCT ADDRESS.
J CONT: ETC 
3
$ **********************************************
. .GLOBL MSPM,SMLR,SADR, SPOLSH 
.MCALL .PARAM 
.PARAM 
AC=177 302 
' MQ=177 304 
SCR=177 31 0 
BUSY: .WORD -I
MSPM: MOV R0,-CSP) ,* SAVE REGISTERS
MOV El,-CSP)
MOV R2,-C SP)
MOV R3,-C SP)
MOV R4,-(SP) •
.IFDF EAE .
MOV AC,-CSP)
MOV MQ,-CSP)
MOV SCR,-CSP)
. ENDC
; He************************************************
. INC BUSY 3 ROUTINE IS ENGAGED
BEQ PASS 1 ; HAVE I INTERRUPTED?
MOV #CNT 1, R0 I YES. STACK STORAGE
MOV 0STACX+2, Rl ,* AREA
PUSH: MOV CR0) + ,-C SP)
CMP Rl,R0 
BNE PUSH
J****************************************
PASS 1: TST C P.5) + ,* SKIP BRANCH INSTRUCTION
j*******************************************
MOV @ C R5) +, CNT1 ,* SET UP DIMENSION COUNTERS 
MOV eCR5) + , CNT2 J 
MO V § C F. 5 ) + , CN T 3
MOV CNT 1, SCMT1 1
MOV CNT2, SCNT2
j*****************************************
MOV CM T1, F.0 ; SET UP OFFSET CONSTANT
ASL P.0 ; FOR FIRST MATRIX
ASL P.0 
. MOV P.0,OC 
;*****************************************
MOV (P.5) + , R1 ; SET UP MATRIX ADDPESS
MOV C R5) +, P.2 S INDICATORS
MOV CR5)+,R3
3 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
MOV #STACX+2,R0 ,* SET UP ANOTHER STACK 
; FOR REGISTERS
f * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
MOV RlsLAl ; PRESERVE BEGINING
; ADDRESS
J * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
SET I: MOV F.2,LA2 J PRESERVE COLLIN ADDRESS
SET2: MOV LA2, R2 ; OF SECOND ARGUMENT
J * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
RESET: MOV Rl , LA ; START OF P.OW
£a|ea|cafcatea|E;4cafea|caiea)eaf£a{caie:4c:4eafe 5*c‘afc if:**:*:****)!!:*******:*:*:*:***:***
MOV 2( Rl ), - ( SP) ; MULTI PLY FIRST TWO 
MOV <R1),-CSP) JNUMBERS OF F.OV '
MOV 2(R2) , -(SP)
. MOV CP.2)+,-C SP)
TST (R2)+
MOV P.5, -CP.0)
MOV P.3, -( P.0)
. - MOV R2,-CF.0)
MOV P.1,-CR0)
MOV R0, STORE ‘
JSR P.4, SPOLSH 
’ SMLP. •
.WORD .+2
MOV STORE, R0 \
. MOV CR0) + , Rl •
MOV ( P.0) + , P.2 
DEC CMT2
; * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
MID: ADD OC,Rl ,* MULTI PLY NEXT TWO
. MOV 2(P.1),-(SP) 5NUMBEP.S- 
MOV (Rl),-CSP) 5 AMD SUM.
' - MOV 2CP2),-C SP)
MOV C R2) + ,-C SP)
TST C P.2 ) +
MOV R2, -CF.0)
MOV Rl , - C P.0 )
: MOV F.0, STORE 
JSR RA, SPOLSH 
SMLP.
SADP.
.WORD .+2
MOV STORE, R0 .
MOV CR0)+,Rl 
MOV ( R0 ) + , P.2
j*******************************************
DEC CMT2 ,* CHECK FOR END OF ROW
BNE MID 
MOV SCNT2, CMT2 
3 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
MOV (P.0) + , P.3
MOV CSP)+, (R3)+ ,* YES. DEPOSIT PRODUCT.
MOV C SP)+, CR3) +
j * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
MOV LA, Rl ,* RESET ROW ADDRESS •
TST (Rl)+
TST C R1) +
J * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
MOV C R0 ) + , R5
DEC CMT1 ,* END OF COLUMN?
BNE SET2 
MOV SCNT 1, CNT1 
;.* ** * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  * * * * * * * * *  *
MOV LA 1,R1 1 YES. RESET ROW
j * * * * * * * * * * * * * * * * * * * * * *  * * * * * * * * * * * * * * * * * * * * *
DEC CNT3 3 END OF OPERATION?
BNE SET1
J * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
DEC EUSY. J ROUTINE VACANT
EMI PASS2 ; SOMEONE WAITING?
J * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
YES. unstack
STORAGE AREA
MOV # CM T1 > P.0 
MOV #STACK+2,R1 
POP: MOV <SP)+,-CRl>
CMP RB > R1 
BNE POP
J * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
PASS2: .IFDF EAE
MOV CSP)+,SCR 
MOV CSP>+jMC 
• MOV <SP>+, AC
" • EMDC
MOV (SP)+,R4 ; YES. RESTORE REGS.
MOV < SP)+j R3
MOV CSP)*, P.2
MOV CSP) + ,R1
MOV CSP)+,RB
j* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
RTS R5 ; EMIT FROM SUBROUTINE
J******************************************
; COUNTERS AND STORAGECNT1: .WORD 0
CNT2: .UOP.D 0
CNT3: • WORD 0
STORE: '.WORD 0
LA: ..WORD 0
LAI: .UORD 0
LA2: .UOP.D 0
SCNT1: .WORD 0
SCNT2: • WORD 0
OC: .WORD 0
•WORD 0j
STACK: .WORD 0
} * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
.END
APPENDIX C
DATA-LOG OP RESULTS
Symbol Description
T
Tc
CA
NKNT2
Tc
Reactor temperature
Coolant outlet temperature
NaOH outlet concentration
Number of trials used to estimate 
variances .
Coolant inlet temperature
Prefix Description
XA Actual state
S Estimated state
Z Measured state
FE Exponentially filtered measurement
STO Nominal or optimal state
SDP Kalman estimate of standard deviation
SDS Standard deviation of state estimate
SDZ Standard deviation of measurement
SDFE Standard deviation of exponentially 
filtered measurement
SDXA Deviation of state from desired trajectory
KEY TO DATA-LOG.
ru:.i
SAMPLE :10
f? * ■ ■
1 
2
3
4
5
6 
7
g
9
1 0 
n  
12
13
14
15
16
17
18 
. 19
20
21
22
2 3
2 4
2 5 
2 6
2 7
28  
29  
32
SAMPLE MO.
n
XJ
1
2
3
4
5
6
7
8 
9
12
11
12
. ' 1 3
14
15
16  
17 
13
19
20 
21 
22 
2 3  •
• 2 4
2 5
2 6  .
2 7
28
29
30
1 . CO D Z 1 8 3 3 7 MICMT o  =  10 0
r* /\ •CATC MACA ST STC
2 3 . 2 5 1 5 .  63 3 2 .  62 2 4 .  30 16 A0
2 5 .  7 3 4 2 . 8 5 m O*?, 2 7 . 2 1 4 3 P c
3 2 .  0 0 4 7 . 1 7 3 8 . 4 4 3 2 . 4  7 4 7 8 3
3 6 .  77 4 3 . 0  3 2 7 . 3 2 3 7 . 3 5 43 1 3
4 2 .  31 43 . 56 2 5 . 0 5 4 0 . 3 4 43 66
4 2 . 9  3 • 4 3 . 9  5 2 2 . 5 3 4 3 .  3 5 43 9 ?
4 4 . 8  5 49 . 2 4 2 0 .  53 4 4 . 3 9 49 29
4 1 . 9 6 2 4 .  18 1 9 .  36 41 . 9 4 2 4 8 1
3 6 .  51 1 3 . 4 6 1 9 . 5 1 3 6 . 4 9 13 4 5
3 2 .  28 1 7 . 43  : 2 0 .  3 4 ' 3 2 . 2 0 1 7 3 5
2 9 .  1 3 1 7 . 2 0 21 . 4 4 29  • 8 3 1 6 9 6
2 6 . 3  0 1 6 . 6 5 2 2 .  63 2 6 . 5 ? 1 6 66
2 5.  03 1 6 . 4 3 . 2 3 . 3 2 2 4 . 3 2 1 6 3 3
2 3 . 3  1 1 6 . 21 2 4 . 9  5 2 3 .  72 1 6 1 3
2 2 . 8 7 I 6 . G7 2 6 . 0 0 2 2 . 3  5 1 6 0 5
2 2 .  17 1 5 . 9 7 2 6 . 9 5 2 2 . 38 1 5 9 4
2 1 . 6 6 • 1 5 . 3 9 2 7 . 3 5 2 1 . 8 5 16 5 1
2 6 . 7 6 4 3 . 2 5 2 3 . 2 0 2 6 . 8 7 4 3 2 8
3 2 . 7  5 4 7 . 2 1 • 2 7 . 3 7 • 3 3 . 0 1 • 4  7 o 5
3 7 .  31 4 3 .  1 1 2 5 .  6 4 .3 7 . 4 6 43 1 1
3 5 .  2 3 '21 . 2 6 2 4 .  1 3 3 5 .  37 21 1 7
3 3 . 3  1 2 9 . 3 1 2 3 . 6 6 3 3 . 6 7 29 32
3 3 .  53 3 8 . 3 9 2 3 .  4 3 3,3 • 5 5 n ,Z 43
3 3 .  4 5 3 8 . 4  5 2 3 . 2 ? 3 3 .  3 5 38 4 3
3 3 .  3 6 3 5 . 4 4 2 3 . 2 1 3 3 .  29 PC 4 6
3 3 . 2 9 3 0 . 4 3 2 3 .  1 7 3 3 . 2 6 P c 4 6
3 3 .  2 4 3 8 .  42 2 3 .  14 3 3 . 1 1 PC 33
3 3 . 2 0 . 3 0 . 4 2 2 3 .  14 op AC,J «_’ • ~ p p 4 0
3 3 .  17 3 0 .  41 2 3 .  14 0 P « 0 C 3 0 43
. 3 3 .  1 5 3 5 . 4 1 2 3 . 1 4 3 3 .  28 3 6
3 3 .  14 3 0 .  41 2 3 .  15 3 3 . 3 6 • 38 54
SDST SDSTC SDSCA • c pc '** SDPTC
4 . 0  5 5 . 9 2 3 .  37 4 . 8 8 h 0 0
2 . 4 1 . 0 .  37 2 . 1 0 2 • 39 r , 66
1.  6 2 8 . 2 4 1 . 3 1 1 . 67 0
c c
1 . 1 1 S*. 17 0 . 3 3 1 . 2 6 7, CP
0 . 8 4 5 . 1 4 5 • 59 1 . 0 2 f~ 51
C . 6G . 5 . 1 1 0 .  4 7
r r  O  O  ' 
•  -J • 9
n 51
3 . 4 6 0 . 5 9 0 .  38 0 . 3  0
r r 5 1
0 . 3 5 3 . 5 8 (7vy • C •- ■? .  7 6 7
c r
’0 . 2 9 2 . 0 7 'Z •  2 5 0 . 7 4  ■
C (7
0 . 2 5 8 . 5 7 r?  ** 1c/ • c. I 0 . 7 3 0
C >7
3 . 2 4 0 . S S S .  19 0 .  72
rr c c:
0 . 2 2 0 . 8 7 8 . 1 7 0 . 78 8 58
0 . 2 4 0 . 03 0 . 1 6 0 . 7 2 0
c rr
3 . 2 1 0 . 0 7 0 . 1 5 8 . 72 A
e rr.
8 . 1 9 0 . 0 7 8 . 1 4 0 . 7 2 C
c r ;
8 . 1 8 0 . 0 6 0 . 1 3 • 0 .  72 C 58
8 . 2 8 5 . 8 7 0 . 1 2 0 .  78
17 58
0 .  19 0 . 8 7 0 . 1 2 0 .  72 0 C0
0 . 1 8 ■ 0 . 0 7 0 . 1 2 8 . 7 2 ■8 58
3 .  19 0 . 06 8 . 1 1 8 . 7 2 (7 58
0 . 1 7 0 . 0 6 0 .  1 1 8 . 7 2 0 50
3 . 1 7 5 . 3 6 0 . 1 5 0 . 72
r r c 0
0 . 1 8 8 . 3 6 - 8 . 5 9 0 . 7 2
r r c C
0 . 1 7 0 . 0 7 . 0 . 8 9 0 .  72
r r 50
' 8 . 1 7 8 . 0 6 0 . 89 0 . 7 2 7
cc
8 . 1 7 8 . 07 0 . 0 9 ^ . 7 2 • r r 58
0 . 2 8 0 . 0 7 0 . 10 8 . 7 8 0 58
8 . 1 3 A 5 . 0 9 0 .  72 n 50
C • 2 8 8 . 0 7 C.  18 ' 0 .  72
rr c p
C . 28. 0 . 0 7 0 . 1 0 0 . 7 2 ’ 8 5 - 7.
0 . 2 G 8 . 0 7 8 . 1 1 8 . 72
C P
C T p a
3'6- 
34
21
28
2 5  
22 
o c .
19
19
28
21
22 
P piT. O
2 5 
2 6
2 6
2 7
28  
2 7  
2 5 
2 4  
8 3 
2 3
O P
2 3 
2 : 
O *5 
2 . 
c  p
O A
5 3
c 3
59 
63  
/• ~ 
c4
49
7!
o c
f 5
n p 
9 9
18 
c c
3 4
4 1
13
! 9 
1 1 
1 5 
I 4
rn
7li
79 
* 1
39
8 4 
79  
7 6
76
7 7  
7 7  
7 7  
7 7  
77  
7 7  
7 7  
7 7
•7 p
HUM
SAMPLE CIO. 
0
1
2 
3
/t
c ,
6
7
r*0 
9
10 
11 
12 
13 
1 A
15
16 
17
' . 13
19
20 
21 
22
23
24
25
26 
27 
22
29
30 •
SAMPLE MO. 
0
1
2 •
• 3-
.4
5
6
7
8 
9
10 
1 1 
12
13
14
15
16 
17 
13
19
20 
21 
22
23
24
25 •
26 
27 
23 
29 
SO
CODE 7
MAT MATO . 
20.2 5 15.53
25.72 42.05
32.00 47.10
36.77 43.03
40.31' 43.56
42.9 3 43.95
44.8 5 49.24
40.8S 22.03
35.57 13.19
31. 53 17. 27
28.61 16.92
26.42 16. 59
24.80 ' 16. 25
23.60 16.18 
22.71 16.05
22.06 15.95
21.58- 15.88
26.70 43.19
32.73 47.23
37.28 48.10
35.20 21.25
33.79 29.31
33. 57 33 • 29
33.44 33.45
33.35 33.44
'33.29 33.43
33.24 20.42*
33.25 20.42
33.17 3S.4I
33. 1 5 30. 41
33.14 30.41
SDST ' SDSTC
4.05 0.92
2.41 0.37
1.62 3.24
1.11 0.17
G.84 * 0.14
0.60 0.11
0.46 0.09
0.35 0.03
0.23 0.37
0.25 G .37
0.24- 0 .G8
0.22 0.07
0.24 0 .OS
0.21 0.07
0.19 0. 37
O.lo 3.3 6
0.20 0.07
0.19 0.37
0.18 . '3.37
0.19 0 .G6
0.17 O . G 6
0.17 0.36
0.18 0 .O6
0. 17 3.07
0.17 ■ 0 .P6
3.17 0.07
0.20 3.07
3.10 3.36
0.20 0.07
<r or/ 0.37
0 . 7 0 0.07
-j:c:r'T’o — t r -  r■i 4 ~ — I  • -
m a c a  . c r
2 2 .  6 3 2 4 .  30
2 2 *  P. S 2 7 . 2 1
2 0 .  4 4 3 2 . 4 7
2 7 . 3 2 ' 3 7 . 3 5
2 5 . 3 5 4 0 . 3  4
2 2  . 53 4 3 .  35
2 0 . 58 4 4 . 8 9
19 .  53 4 0 . 7  7
1 9 . 8 3 3 5 . 5 5
2 0 . 6 6 3 1 . 5 0
21 .  76 ' 2 8 . 5 1
2 2 * 9 4 ■2 6 . 2 S
2 4 .  1 1 2 4 . 5 4
2 5 . 2 1 2 3 .  51
2 6 . 2 3 2 2 . 6 9
2 7 .  16 2 2 .  19
2 7 . 9 8 2 1 . 7 6
2 3 .  3 5 2 6 . 8  1
2 7 .  50 3 2 . 9 7 '
2 5 . 7 3 2 7 . 4 3
2 4 .  2 0 3 5 .  35
2 3 .  71 3 3 . 6 5
2 2 . 4 7 2 3 .  54
2 3 .  22 2 2 . 3 4
2 3 . 2 3 3 3 . 2 8
2 3 .  18 3 3 . 2 6
2 2 . 1 6 3 3 .  10
2 2 . 1 5 3 3 . 4 5
2 3 . 1 4 2 2 . 0 5
2 3 .  14 3 2 .  2 9
2 3 .  15 3 3 *  3 6
SDSCA SDPT
3 . 3 7 4 . 0 0 -
2 .  13 2 . 3 9
1 .  3 3 1 . 6 7
•  3 4 1 . 2 6
O’. 60 1 . G 2
O.  4 7 9 . 3 3
fr *3 <7 0 • S 0// . w'J
3 • 33 0 . 7 6
• 0 . 2  5 9 . 74
0 . 2 1 9 .  72
0 .  19 0 .  72
0 .  1 7 0 .  72
3 . 1 7 0. 7 2
3 .  1 5 0 . 7 2 '
0 . 1 4 0 . 7 2
G.  1 3 0 . 7 2
0 . 1 3 0 . 7 2
3 . 1 2 0. 72
0 . 1 2 0 .  72
0.11 3 .  72
0.11 0. 72
0 . 1 0 0 . 7 2
" 0 . 3 9 0. 72
0 • 09 o .  7 2
3 . 0 9 0. 72
<7: ,7:0 . 0 .  72
0 . 1 9 0. 72
3 . 0 9 0 .  72
10 0 • 7 9
0 . 1 0 0 . 7 2
9.11 Cl. -70
50 r . ST CO
16. 60 36.0"
42. 7  c 34.40
47. o 3 31.98
43. 1 .?• 0 ?  .  c p
43 .66
43 .9 2 6 "
49 .29
21 .99 19.58
13. 18 19.82
1 7. 24 20. 71
16. 88 21.82
16. 60 23.02
16. 29 24. 2 1
1 6 .09 2 5.21
1 6 .C* o 2 6. 21
15. 92 . 9 7.20
16. c c 2 7.98
43. 2 7
47. 24 2 7.42
43 . 1 1 2 5. 64
2 1 . 1 6 24. 1 0
29. 32 23. 68
O'7.48 2 2.45
2 0 .4 3 £ J • vJ V
'it" /. c OS.pfo  v *
30. 4 6
2 0 .23 p r
2 0 .40 ^ 1 9
S'7 •4B 23. 1 5
30. 3 5 2 2.1 4
38. 54 23. 10
SPPTC c rn CA
4 0 0 4.0-
0 • 66 Q C  cr,O  • - ' <•*
0 5 5 2. 30
£ 5 3 1 . 72
51 1 .82
17 51 1 . ~4
0 51 r?t Of 7
<7 c9 O: ^  7 ^
c; C "  . ^ -7 7;vV • <
0 5C or *70
rr 59 9.61
7 59 0.0 2
0 c 9 0 . 3  4
r, cr* 0.85
f7: C cr., ■ 7 # 2 7
7 50 0.80
a 50 0.89
<7; C/7 0.00
ry. 59 0.04
0 C0 0. 7?
<7 50 0.76
0 50 0.76
fT c r, ■ ^ • 77
r? 50 .0.77
(7 ^ 0 ’ ?J*77
r 50 '0. 77
r• 59 0. 77
ry c 7 0.7 7
r.; 50 rr 7*1
r. c r*. r< n.. •  1 *
c. 50 <?■. 7 7
BUJ 3 CO DE 2 0 0 1 7 MIC.■JT2 = I SO
/
P L E  '-'JO. / ' AT 7CATC : : a c a • 5 T ETC STCA
0 2 0 . 2  5 1 5 .  63 3 2 .  63 2 4 .  30 1 6 .  60 ' 3 6 . O'7
1 2 5 . 7 3 4 3 . 0 5 »)A 15 nw  C. •  w  Sj 2 7 .  1 5 4 3 .  3 4 3 4 .  74
2 3 2 .  S3 4 7 .  10 2 0 . 4 4 3 3 . 2 4 4 7 .  3 4 2 9 . 9 1
3 3 6 . 7 7 4 3 .  0 2 2 7 . 8 2 3 7 . 7 6 43  .  19 2 7 .  30
4 4 0 . 3 1 4 3 .  56 . 2 5 . 0 5 4 1 . 1 5 4 3 . 7 1 2 4 .  39
5 4 2 . 9 3 48 .  9 5 2 2 .  53 4 3 . 6 2 4 3 . 9 6 - . 2 1 . 8 ?
a 4 4 .  8  5 ' 4 9 .  2 4 2 S .  53 4 5 . 1 1 49  .  2 2 2 0 .  09
7 4 0 . 8 0 2 2 . 0 3 1 9 .  52 4 0 . 9 1 22  . 0 1 1 9 . 2 6
3 3 5 .  57 1 3 .  19 . 1 9 . 3 0 3 5 . 6 1 1 8 . 1 9 1 9 .  75
9 3 1 .  58 1 7 .  37 2 0 . 6 6 3 1 . 5 5 1 7 . 2 4 2 0 .  64
I S 2 3 . 6 1 1 6 . 9 2 2 1 . 7 6 2 3 . 5 2 1 6 . 3 3 2 1 . 9 1
11 2 6 .  4 2 1 6 . 5 9 2 2 . 9 4 2 6 . 2 3 1 6 . 6 0 2 9 . 9  4
12 2 4 . 8 0 1 6 .  3 5 2 4 .  1 I 2 4 .  52 1 6 . ’29 2 4 .  33
13 2 3 .  6 G . 1 6 .  13 2 5 . 2 ! 2 3 .  43 1 6 . 8 9 0  C I'- C
1 4 v 2 2 . 7 1 1 6 . 0 5 2 6 . 2 2 ■ 2 2 . 6 9 1 6 . 0  3 2 6 . 4 5
1 5 - 2 2 . 0 6 1 5 . 9  5 2 7 .  1 6 2 2 .  1 5 1 5 . 9  1 2 7 .  61
16 2 1 .  53 1 5 . 3 8 2 7 . 9 3 2 1 . 7 6 1 6 . 0 0 2.3 . 11
17 2 6 .  7 0 4 3 . 1 9  ' 2 8 .  3 5 2 6 . 7 9 4 3 . 2 6 2 8  . 50
18 3 2 . 7 0 4 7 .  2S 2 7 .  50 3 2 . 9 5 4 7 . 2 4 2 7 . 59
19 3 7 .  28 4 3 .  10 2 5 . 7 3 3 7 . 4 0 43 . 1 1 2 5 . 0 4
20 3 5 .  2 0 2 1 . 2 5 2 4 . 2 0 3 5 ‘. 3 3 2 1 . 1 6 2 4 . 2 4
21 3 3 . 7 9 2 9 .  31 2 3 . 7 1 3 3 . 6 7 2 9  • 32 2 3 . 6 6
22  • 3 2 .  57 3 0 .  39 2 3 . 4 7 3 3 .  49 • 3 0 .  4 7 2 3 . 7 1
2 3 3 3 . 4 4 3 0 . 4 5 2 3 .  32 3 3 . 3 2 3 0 .  4 2 *3 3 .  4 7
2 4 3 3 .  2 5 30  . 4 4 2 3 . 2 3 3 3  • 29 30 .  4 6 2 3 . 2 4
2 5 3 3 . 2 9 3 0 . 4 2 2 3 .  I S 2 3 .  2 6 3 0 . 4  5
<7 O  p
26 3 3 . 2 4 3 0 . 4 2 2 3 .  16 • 3 3 . 1 0 3 0 .  38 /■> . 0  9
2 7 3 3 . 2 0 . 2 S . 4 2 2 3 .  1 5 3 3 . 4 9 3 0 .  4 1 2 2  • 7 2
28 3 3 .  17 3 0 . 4 1 2 3 .  1 4 3 3 . 0 7 3 0 .  48 . r* ^  r  rr
. 29 3 3 .  1 5 3 0 . 4 1 2 3 .  1 4 3 3 . 2 5 3 8 .  3 7 2 2 . 3  6
30 3 3 .  14 3 0 . 4 1 2 2 .  1 5 ' 3 3 . 3 3 3 0 . 5 4 p o . 9 4
1PLE MO. SDST SDSTC SDSCA SDPT cr. OTC SDPCA
0 . 4 . 0 5 2 . 9 2 3 . 3 7 ■ 4 . 0 0 4 .7 c 4 . 0 0
I 2 . 4 7 0 . 3 3 2 . 1 1 2 .  37 0 6 6 2 . 4 3
2 1.  67 0 . 2 5 1 . 4 1 1 . 63
rr. c c 1 . 7 1
3 1.  16 0 . 1 8 ' 1 . OS 1 . 2 3 <7- 52 1 . ^
4 0 . 8 5 0 . 1 4 S . 7 S 0 . 9 9 0 51 1 . 0 4
5 S .  60 0 . 1 1 S .  54 S . 8 6 2 51 0 . 8 3
6 0 . . 4 5 0 . G 9 2 . 4 1 0 .  79 0 51 0 .  78
7 0 .  3 5 ’ 0 . 2 8 0 . 3 5 0 . 7  5
ry 50 0 . 72
8 S .  29 2 . 0 7 . 0 . 3 2 0 . 7 3
ry C0 0 . 72
9
10
e . 2 5
S . 2 4
2 • £ 7
2 . 2 7
0 . 3 0
0 . 2 3
0 . 7 2
0 . 7 2
r>
rr.
C (7; 
C,?!
0 .  75  
0 . 7 7
11 0 . 2  3 0 . G 7
'rr ^  rr■/J • O -o' 0 . 7 2 2 e " ■0 . 79
12 0 . 2  4 3 . 03 0 . 2 9 S .  72
rr 50 0 . 8 0
13 0 . 2 1 2 . 0 7 0 .  23 . 0 . 7 2 2.
cr*. " . 3 1
14 ' 
1 5
0 . 1 9
0 . 1 8
0 . 0 7
0 . 0 6
0 . 2 3
0 . 2 9
. 0 . 7  1 
0 . 7 1
rr.
2
e," ■ 
cc
0 . 8  0
/~ T' 45
. •  > >  ^■
16 0 . 2 0 0 . 0 7 0 .  32 0 . 7 1 . <7.
c •? /r or 0
17 0 .  19 0 . 0 7 0 . 2 3 0 . 7 1
r r C-0 ?  •  3 3
18 ' 0 . 1 3 • 0 . 0 7 0 . 2 4 0 . 7 1
0 =  7. 0 . 7 9
19 S.  19 ■ O . 0 6 0 . 2  3 0 . 7 1 0 50 ? .  75
2 0 0 . 1 8 2 . 0 6 ■ 0 . 2 1 S . 7 1
ry c  0 0 . 7 3
21 S.  17 0 . 2 6 0 . 1 3 0 . 7 1 0 ?■. 73
2 2 0 . 1 3 0 . 2 7 0 . 2 0 0 . 7 1 0 50
7 . 74
£ 3 0 . 1 7 S .  0 7  • 0 . 2 1 2 . 7 1 c, 50 0 . 7 4
2 4 0 . 1 7 0 . 0 6 : 0 . 2 2 2 . 7 1 0 50 0 . 74
2 5 S . 1 7 0 . 2 7 ' 0 .  22 0 . 7 1
r r 52 0 . 7 4
2 6 S . 2 G 0 . 0 7 0 . 2 2 0 .  7 I
rr. 50 0 . 7 4
2 7 0 .  I S 0 . 2  6 0 . 2 3 2 . 7  1 0 0 0 *  . 7 4
28 0 . 2 0 0 . 0 7 r ‘ m c 0, 0 . 7 1 0 50 0 . 74
* 29 0 . 2 ? 0 .  0 7 0 .  2 4 0 . 7 1
e/7 0 . 7 4
30 2 . 2 0 0 . 0 7 S .  21 0 . 7 1 4 50 0 . 74
PTI-J 3 . CODE . 2 5 * 1 7 ''Ir*’ 1009 = 15^
F L E  MO. *7 *T 7 TC Z  CA EZ T F E TC EEC A
• 0 . 2 . 2 S O. r - s 0 . 0 0 2 4 .  2^ 1 6 .  68 ^ 6 • 8 8
1 2 4 .  2 4 4 5 . 0 1 3 5 .  3 3 2 4 . 2 3 2 7 . 9 7 3 5 .  72
2 2 9 . 0 3 5 0 .  19 1 9 . 3 4 2 6 . 1 3 3 6 .  3 6 2 9 .  28
3 3 9 .  13 4 9 . 2 5 28 . 9 3 31 .  36 4 1 . 3 1 2 9 . 2 0
4  . 4 2 .  0 4 5 0 .  1 5 2 3 .  49 3 5 . 6 3 4 5 .  1 5 2 6 . 9  1
5 . 4 4 .  4 3 4 3 . 2 5 1 9 .  19 3 9 .  1 5 4 4 .  29 2 3 . 3 2
• - 6  . 3 3 . 0 5 5 2 .  -97 1 3 . 7 3 38 . 7 1 4 7 . 4  6 2 1 . 3  1
7 . 3 9 . 8 3 1 6 . 4 3 2 0 . 9  4 8 9 .  1 6 3 5 . 8 5 2 1 . 4  6
8 3 5 .  6 5 1 8 . 4 4 2 4 .  20 3 7 . 7  6 2 3 .  41 2 2 . 5  6
9 3 2 .  30 9 . 0 7 2G • 5 5 3 4 .  77 2 0 .  6 7 21 . 76
12 2 7 .  33 1 5 . 3  7 2 5 . 9 5 3 1 . 8 2 1 8 .  75 2 2 . 4 3
11 2 1 . 3 7 1 8 . 3 7 1 9 . 0 1 2 7 . 3 4 1 3 .  60 2 1 . 6 6
12 2 1 .  59 1 4 .  14 3 5 . 0 1 2 5 . 3 4 1 6 . 0  1 2 5 . 0 0
13 2 7 .  12 1 2 . 2 3 3 0 . 5 7 2 6 . 0 4 1 4 . 9 3 2 7 .  2 3
1 4 2 4 .  12 1 5 .  6 4 23 . .  15 2 5 . 2 7 1 5 . 2 4 2 5 .  68
15 2 6 . 3 2 1 3 .  47 3 4 . 2 8 '2 5 . 3 9 1 4 .  53 29  . 0  7
16 2 3 . 9 9 2 2 . 4 5 2 3 .  52 2 5 .  1 3 1 7 . 7 0 2 6 . 3 5
17 • 2 E . 6 S  . 4 6 . 2 0 3 0 . 0  7' 2 5 . 3 2 2 9 .  10 2 8 .  14
18 3 8 .  39 47  . 8 3 2 8 . 7  3' 3 0 .  5 5 3 6 . 5 9 ' 23  . 38
19 3 6 .  1 1 4 6 .  9 6 2 8 . 2 1 3 2 . 7 7 . 4 8 • 7 4 23  . 31
2 2 3 6 . 9 G 1 4 . 3 7 2 4 . 8 1 , 3 4 . 4 2 3 0 .  19 2 6 .  59
21 2 6 . 2 5 3 S . 3 9 2 0 .  2 0 : .. 3 1 . 1 6 3 5 . 4 7 2 4 . 5 3
2 2 3 5 .  29 • 3 7 . 0 2 3 1 . 9 2 3 2 . 8  1 3 2 . 8 9 2 7 .  19
2 3 3 0 . 9  3 29  • 27 2 1 . 8 4 ■ 3 2 . 8 6 31 . 5 6 2 5 . 0 5
2 4 3 3 .  3 2 3 2 . 8 4 1 9 . 9 7 3 2 . 5 6 31 .  75 2 3 .  5 2
2 5  . 3 3 . 7 7 3 2 . 7 3 2 4 .  31 ' 2 3 . 0 5 3 2 .  1 5 • 2 3 . 5 3
2 6 2 9 . 3 4 2 3 . 0 9 2 3 .  18 3 1 . 7 6 2 r ’ * 5 3 9 3 • 39
2 7 4 4 .  3 6 2 3 . 7 9 1 6 . 9 6 3 6 .  63 2 9 . 3 2 2 0 . 3 2
23 2 3 . 4 4 3 4 . 6 3 2 2 . 9 5  . J 1 • uV 21 . 75 2 1 . 6 7
29 3 7 .  6 3 2 6 . 3 5 1 3 . 0 3 3 3 . 3 3 29 . 79 c c - m 0  9
•32 3 8 . 4 2 3 7 .  61 2 4 .  3 5 3 5 .  78 3 2 . 9  2 21,37
3LE MO. SD2T SDZTC SDZCA S DFET SDEETC SCEZCA
0 1 3. 53 1 5. 7 4 10. 67 4.05 r. 9 2 w • O /
1 4. 19 ■ 3.37 3.39 1.00 16.05 2.93
2 4.06 3.8 4 • 4. 55 4.74 12.94 3.32
3 3.46 4.81 3.31... 5.72 7.9 4 3 • 78
4 3.82 3.74 . 3.81, 5.42 5.26 4. 1 5
5 4.02 4. 22 . 3.9 E 5. 17 2.9 4 4. 1 7
6 4.26 4.85 3.3 3 4.53 2.14 2. 64
7 4.11 • 3.66 4.56 rs *7 O£ • w ' . 15.-5 .2.21
8 / 3.94 4.61 4. 12 3.73 11.37 2 . 40
9 3.87 4. 1 5 4. 1 4 4.03 ‘ 7. 58 2.19
10 4. 18 4. 05 . 4.06: 4.93 . 5.95' 2.17
11 4 . 0 4- 4.05 4. 1 2 4. 53 3. 51 2.4 2
12 4.47 4. 44 4. 41. 4.23 2.55 ■ 2. 57
1 3 3.93 4.56 . 2*66’ 3. 54 2.23 2.45
1 4 3. 57 3.73 4. 24i 2.93 ■ 2.51 ’ 2.27
1 5 
16
3.52 • 3.78 3.94 2. 75 1 . 75 2 . 53
4.2 3 4. 17 4.17' 2. 67 1 . 79 2. 67
17 3.95 4.83 3.89 2.84 .16.66 ' 2. 1*
18 3.88 4.17 3.91 5.16 12.27 1-9 7
19 4. 00 3.38 4. 53 6.01 7.77 2.33
20 3.59 3.74 3. 72. 2.75 11.75 2.45
21 3.7 4 3 *.89 3.82 1 .83 2. 71 2.17
22 4. 34 3.33 4. G3. ■ 2.06 1 .99 2.25 9. f 523 3.44 4. 37 3.71 1.3 1 2.25
24
25
26
4.S2 
3.43 
4. 0 3
3. 37 
3.99 
3.94
4.02 
4.21 
3. 74
1.92 
1 .S9 
2. 17
1.98 
2.9 1 
2. "3
2.13
r* rrrir' • 1
9 "C *
. 27 4. 37 3.81 4.13 2.5 2 I .95 2 • 2?
23 4. 27 3.89 3.8 6 2. 22 1.9 5 1.92
29
38
3. 54 
3.39
4.21
4.02
4.27’
4.13
2.11
2.04
1.97
1.94
9,25 
j. 8 5
HUM CODE 2 3 0 1 7 >JKMT2 = ICO
SAMPLE MO. TCI MAT > o > STOT STO CA SP" AT
erf
rr.
AC A 
0 0  
*7 70 5 0 . C 2 2 0 . 2 5 32 .  63 2 0 .  25 2 2 . 62
7 2 2
1
2
5 0 . 2 2
5G.SG'
2 5 . 7 3
3 2 . 0 0
32 .  20 
3 0 .  44
2 5 . 7 2  
3 1 . 9 9
32.  19
20 . 44
9
rr.
77 
r  a c ,7 rr.
3 5 3 . 0 3 -36.  77 2 7 . 3 2 3 6 .  77 2 7 . 3 2
rr 7 2 c 2 2
4 5 0 . 0 0 ■ 4 0 . 2 1 2 5 . 0 5 4 0 . 3 1 2 5 . 0 5 '
a *7 7'j 2 (?, 7
5 5 2 . 3 3 4 2 . 9  3 22 .  53 4 2 . 9 3 2 2 .  53 2 7 7
7 29;
. 6 1 5.  00 4 4 . 3  5 20 . 53 4 4 . 3  5 2 0 . 5 3  ■
n, (y/h 7 2 5
7 1 5 . 0 0 • 4 0 . 3  0 19.  53 4 0 . 3 0 19.  53 rr, r.rz 2 2 2
S 1 5.  30 35.  57 1 9 . 8 0 3 5 .  57 1 9 . 3 0  . rr. • 7 7
ry 2.(7
2 29 1 5 . 0 0 3 1. 53 2 0 . 6 6 31 . 53 2 0 . 6 6 (A (7(5 2
1 2 ' 1 5 . 0 3 2 8 .  61 . 2 1 . 7 6 2 S.  61 21 . 76 2 77
7 2
1 1 1 5. 30 2 6 . 4 2 2 2 * 9 4 2 6 . 4 2 2 2 . 9 4 7 2 2 2 2
1 2 1 5.  02 2 4 . 3 2 2 4 .  1 1 2 4 . 8 0 2 4 .  1 1 . (Z r r  n.
rr 2 2
1 3 1 5 . 0 0 2 3 . 6 0 2 5. 2 1 2 3 .  60 2 5 . 2 1 rr <7 r?. 2 2
14 1 5.  22 2 2 . 7 1 2 6 . 2 2 2 2 .  71 2 6 .  23 rr. ry *7 7 2
15- 1 5 . 3 3 2 2 . 0 6 2 7 . 1 6 2 ° .  0  6 2 7 .  1 6 rr,
rr 7* rr 2 2
16 5 0 * 2 2 2 1.  58 2 7 . 9 3 2 1 . 5 3 2 7 . 9 0 Cj
<7 77
17 5 0 . 0 0 2 6 . 7 0 2 3 .  35 2 6 . 7 0 2 3 . 3 5 2
rr. 77
I S 5 2 . 0 0 3 2 . 7 0 2 7 . 5 0 2 2 . 7 0 2 7 .  50 7 'TV
rr_ 77
19 1 5 . 2 2 37.  23 2 5.  7 3 3 7 . 2 8 2 5 . 7 3 - 55 *7(7.
23 3 2 . 2 2 3 5 . 2 3 2 4.  £G 3 5 .  20 2 4 .  2C 7 7 Ci
7 7
2 1 32 .  GS 3 3 . 7 9 2 3 . 7  1 3 2 . 7 9 2 2 .  71 rr.
rrrr. rr rr
2 2 3 0 . 0 2 33 .  57 2 3.  47 3 3 .  57 2 2 . 4 7 7 2 2 7 ? j
23 3 3 . 0 0 2 3 . 4 4 2 3.  22 33 .  44 2 3.  32
r* 2 5 rr. rr rr
24 3 3 . 0 0 33 .  25 2 3 . 2  3 3 3 .  35 2 2.  23 <7. 2f 2 2
ry 7
25 3 0 . 2 2 3 3 . 2 9 2 3 .  18 3 3 . 2 9 2 3 . 1 3 ■ 7
7 ry 7 *7
26 3 3 . 0 0 33.  24 2 3 .  1 6 2 3 . 2 4 2 2 . 1 6
rr - '• Y
7 f?27 • 3 0 . 0 2 32.  20 2 3 .  1 5 33 .  20 2 2 . 1 5 r.
r r  r*
23 3 2 . 2 0 32 .  17 . 2 3 . 1 4 • 3 3 . 1 7 2 3 .  14 rr. ° 7
r
29 3 3 . 2 2 33 .  1 5 2 3 .  1 4 32 .  1 5 2 3 .  1 4 £
ry r rr.
33 . 3 2 . 2 0 3 3 . 1 4 2 3 .  1 5 23 .  14 2 3 . 1 5
ait? 7 7
SDS AVERAGED OVER F I R S T  2 2  P O I M T S  
. SDS AVED.AGED OVER L A S T  9 P O I N T S  
SDS A.VERAGED OVERALL  
SDMA AVERAGED OVER F I R  ST 2 2  P O I M T S  
SDMA AVERAGED OVER L A S T  9 P O I M T S  
SDMA a v e r a g e d  OVERALL
T
0. 66 
C.19
0 .  52  
0. 00 
3. 00 
0.00
TC  
0 . 14 
0 . 0 7  
C. 12
0.00 
0 . 0C
' OTAL
3.00
OJ 
CO 
CO 
b-
\C 
oj U» c
HUN 4 CODE 17 NKNT2 = 100
AMPLE NO. XAT XATC XACA ST STC . STCA
0 2 0 . 2 5 1 5. 6 8 3 2 .  63 2 4 .  30 16* 60 3 6 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 7 .  1 5 4 3 .  34 3 4 .  74
2 3 2 . 0 0 47.  10 3 0 .  44 3 2 . 7 8 4 7 . 2 7 31 . 2 2
3 3 6 . 7 7 48 . 0 3 2 7 . 8 2 3 7 . 3 6 4 8 .  1 6 2 7 . 9 4
4 40 .  31 4 8 .  56 2 5 . 0 5 4 0 . 8 4 48 . 6 8 2 4 . 8  1
5 4 2 . 9 3 4 8 . 9  5 2 2 . 5 8 4 3 . 4 2 4 8 . 9 9 2 2 .  14
6 4 4 . 8  5 4 9 . 2 4 2 0 .  58 4 5 .  14 4 9 . 2 7 2 0 .  1 3
7 40 *80 2 2 . 0 8 1 9 . 5 3 4 0 . 9  1 2 2 . 0 4 1 9 . 1 7
8 3 5 . 5 7 18.  19 1 9 . 8 0 3 5 .  55 13 12 19.  58
9 3 1 . 5 8 17.  37 2 0 . 6 6 3 1 . 4 5 1 7 . 2 2 2 0 .  55
1 0 2 8 . 6 1 1 6 . 9 2 2 1 . 7 6 2 8 . 3 9 1 6 . 7 5 2 1 . 8 3
1 1 2 6 . 4 2 16.  59 2 2 . 9 4 2 6 . 0 8 1 6 . 4 5 2 3 . 0 5
1 2 2 4 . 8 0 1 6 . 3 5 2 4 .  1 1 2 4 .  33 1 6 . 18 2 4 .  40
13 2 3 . 6 0 16 . 1 8 2 5 . 2 1 2 3 .  12 1 5 . 9 7 2 5 .  76
14 2 2 . 7 1 16.  05 2 6 . 2 3 2 2 . 2 9 1 5 . 8 6 2 6 . 8  6
15 2 2 . 0 6 1 5 . 9 5 2 7 .  16 2 1 . 7 5 1 5 . 7 6 2 7 . 9 8
16 2 1 . 5 8 1 5 . 8 8 2 7 . 9 8 2 1 . 4 1 1 5 . 7 8 2 8 .  78
17 2 6 . 7 0 43 .  19 2 8 .  35 2 6 . 6 1 4 3 .  14 2 9 .  12
18 3 2 . 7 0 4 7 . 2 0 2 7 .  50 3 2 . 7 6 4 7 .  I 7 2 8 .  1 6
19 3 7 . 2 8 . 4 8 .  1 0 2 5 . 7 3 3 7 .  39 4 8 . 0  7 2 6 . 2 8
2 0 3 5 . 2 0 2 1 . 2 5 2 4 . 2 0 35 .  35 2 1 . 1 6 2 4 .  63
2 1 3 3 . 7 9 29 .  31 2 3 . 7  1 3 3 . 8 3 2 9 . 2 3 2 4 . 0 4
2 2 33.  57 3 0 . 3 9 2 3 . 4 7 33 .  55 3 0 . 3 6 2 3 . 8 8
23 33.  44 3 0 . 4  5 2 3 .  32 3 3 . 3 5 3 0 . 4 0 2 3 .  76
24 33 .  35 3 0 . 4 4 2 3 . 2 3 3 3 . 2 4 3 0 . 4 0 2 3 .  61
25 3 3 . 2 9 3 0 . 4 3 2 3 .  18 33 .  17 3 0 . 4 1 2 3 .  53
26 3 3 . 2 4 3 0 . 4 2 2 3 .  16 3 3 . 0 6 3 0 . 3 7 2 3 . 4 9
27 3 3 . 2 0 3 0 . 4 2 2 3 .  1 5 3 3 . 2 2 3 0 .  36 2 3 .  30
28 33.  17 30.  41 2 3 .  14 33 .  13 3 0 . 3 9 2 3 . 2 1
29 33.  15 30 . 4 1 2 3 .  14 3 3 .  17 3 0 . 3 6 2 3 . 0 4
30 33.  14 3 0 . 4 1 2 3 .  15 3 3 . 2 8 3 0 . 4 3 2 2 . 9 6
\MPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0 5 0 . 9 2 3 . 3 7 4 . 0 0 4 . 0 0 4 . 0 0
1 2 . 4 7 0 . 3 8 2 . 1 1 2 . 3 7 0 . 6 6 2 . 4 3
. 2 1 . 9 3 0 . 2 8 1 . 7 4 1 . 6 3 0 . 5 5 1 .71
3 1. 51 0 . 2 2 1 . 5 1 1 . 2 3 0 .  52 1 . 30
4 1 . 19 0 . 1 7 1 . 2 4 0 . 9 9 0 . 5 1 1 . 04
5 0 . 9 3 0'. 1 4 1 . 0 0 0 . 8 6 0 . 5 1 0 . 8 8
6 0 . 7 4 0 . 1 2 0 . 7 8 0 . 7 9 0 . 5 1 0 .  78
7 0  • 60 0 . 1 0 0 . 6 3 0 . 7 5 0 .  50 0 . 7 3
8 0 . 5 1 0 . 0 9 0 .  57 0 . 7 3 0 .  50 0 . 7 3
9 0 . 4 5 0 . 0 9 0 .  54 0 . 7 2 0 .  50 0 . 7 5
1 0 0 . 4 3 0 . 0 9 0 .  54 0 . 7 2 0 .  50 0 . 77
1 1 0 . 4 2 • 0 . 0 8 0 . 5 6 0 . 7 2 0 .  50 0 . 7 9
1 2 0 . 4 3 0 . 1 0 . 0 . 5 7 0 . 7 2 0 .  50 0 . 8 0
1 3 0 . 4 3 0 . 1 0 0 . 60 0 . 7 2 0 .  50 0 . 8 1
14 0 . 4 2 0 . 0 9 0 . 6 1 0 . 7 1 0 .  50
0 . 8 2
1 5 0 .  40 0 . 0 8 0 . 6 2 0 . 7 1 0 . 50 0 . 8 3
16 0 . 3 9 0 . 0 8 0 .  65. 0 . 7 1 0 .  50 0 . 8 3
17 0.  39 0 . 0 9 0 .  65 0 . 7 1 0 . 5 0 0 . 8 3
18 0 . 3 8 0 . 0 8 0 .  58 0 . 7 1 0 .  50 0 . 79
19 0 . 3 8 0 . 0 8 0 . 4 9 0 . 7 1 0 .  50 0 . 7 5
2 0 0 . 3 6 0 . 0 8 0 . 4 3 0 . 7 1 0 .  50 0 . 73
2 1 0.  35 0 . 0 8 0 . 4 1 0 . 7 1 0 .  50 0 . 7 3
2 2 0.  33 0 . 0 8 0 .  39 0 . 7 1 0 .  50
0 . 74
23 0 . 3 2 0 . 0 8 0 .  39 0 . 7 1 0 .  50
0 . 74
24 0 . 3 2 0 . 0 8 0 . 4 1 0 . 7 1 0 . 5 0 0 . 74
25 0 . 3 3 0 . 08 0 . 4 2 0 . 7 1 0 .  50
0 .  74
26 0* 34 0 . 0 8 0 .  43 0 . 7 1 0 . 5 0
0 . 74
27 0 . 3 4 0 . 0 8 0 . 4 5 0 . 7 1 0 .  50 0 . 74
28 0 . 3 6 0 . 0 8 0 . 4  5 0 . 7 1 0 .  50 0 . 74
29 0.  38 0 . 0 8 0 .  46 0 . 7 1 0 . 50 0 . 7 4
30 0 .  39 0 . 0 8  . 0 . 4 6 0 . 7 1 0 . 50 0 . 74
RUN 6 CODE 7 NKtfT2 = 100
\ M P L E  NO. X A T X AT C XACA ST STC STCA
0 2 0 .  2 5 1 5 . 6 8 3 2 .  63 2 4 .  30 1 6 . 6 0 3 6 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 5 . 2 4 4 5 . 1 2 3 4 . 4 2
2 3 2 . 0 0 4 7 .  10 3 0 .  4 4 2 7 . 9  1 4 9 .  I 1 3 2 .  5 3
3 3 6 . 7 7 4 8 . 0 3 2 7 . 8 2 31 . 7 9 4 9 .  5 2 2 9 .  67
A 4 0 . 3 1 4 8 . 5 6 2 5 . 0 5 3 4 . 8 1 4 9 . 6 3 2 6 . 9 9
5 4 2 . 9 3 4 8 . 9 5 2 2 .  58 3 7 . 2 5 4 9 .  58 2 4 .  63
6 4 4 . 8  5 4 9 .  2 4 2 0 .  58 3 8 .  A 1 4 9 . 7 4 2 3 .  30
7 4 0 . 8 0 2 2 . 0 8 1 9 .  53 3 8 . 5 7 1 9 . 9 0 2 2 .  1 6
8 3 5 .  57 1 8 .  19 1 9 . 8 0 3 7 . 8 8 ‘ 1 5 . 9 6 21 .  63
9 3 1 . 5 8 1 7 .  37 2 0 .  6 6 3 6 . 8 4 1 5 . 4 6 2 1 .  5 7
10 2 8 . 6 1 1 6 . 9 2 2 1 . 7 6  ' 3 5 . 7 7 1 5 . 5 0 2 1 .  74
11 2 6 .  4 2 1 6 .  59 2 2 . 9 4 3 4 . 4 9 1 5 . 5 1 2 2 .  14
12 2 4 . 8 0 1 6 . 3 5 2 4 .  1 1 3 3 . 4 1 1 5 . 4 2 2 2 .  59
13 2 3 . 6 0 1 6 .  18 2 5 . 2 1 3 2 . 8 9 1 5 . 3 7 2 2 . 8 8
14 2 2 . 7 1 1 6 . 0 5 2 6 . 2 3 3 2 . 2 5 1 5 . 4 1 2 3 . 2 4
15 2 2 . 0 6 1 5 .  9 5 2 7 .  16 31 . 9 0 1 5 .  37 2 3 .  50
16 2 1 .  58 1 5 . 8 8 2 7 . 9 8 3 U 4 3 1 5 . 5 0 2 3 . 8 1
17 2 6 . 7 0 4 3 .  19 2 8 . 3 5 3 2 . 1 1 4 5 . 2 0 2 4 . 0 2
18 3 2 . 7 0 4 7 . 2 0 2 7 .  50 3 4 . 0 1 • 49  .  2  1 2 3 .  69
19 3 7 .  2 8 4 8 .  10 2 5 . 7 3 3 5 .  51 4 9 .  5 7 2 3 . 2 3
2 0 3 5 .  2 0 2 1 . 2 5 2 4 . 2 0 3 5 . 8 5 1 9 . 8 0 2 2 .  71
21 3 3 . 7 9 2 9 .  31 2 3 .  71 3 5 . 4 1 2 8 .  6 5 2 2 . 5 9
2 2 3 3 . 5 7 3 0 . 3 9 2 3 . 4 7 3 5 . 8 0 3 0 . 1 2 2 2 .  33
2 3 3 3 .  4 4 3 0 . 4 5 2 3 . 3 2 3 5 . 8 5 3 0 . 1 2 2 2 . 2 0
* 2 4 , 3 3 . 3 5 3 0 . 4 4 2 3 . 2 3 3 6 . 0 5 3 0 .  1 7 2 2 . 0 4
2 5 3 3 . 2 9 3 0 . 4 3 2 3 . 1 8 3 6 . 2 6 3 0 .  19 2 1 . 8 9
2 6 3 3 . 2 4 3 0 . 4 2 2 3 .  16 3 6 .  16 3 0 . 1 2 2 1 . 8 5
27 3 3 . 2 0 3 0 . 4 2 2 3 . 1 5 3 7 . 0 3 3 0 .  14 21 .  50
2 8 3 3 .  17 3 0 . 4 1 2 3 . 1 4 3 6 . 4 1 3 0 . 2 2 2 1 . 6 1
2 9 3 3 .  15 3 0 .  41 2 3 . 1 4 3 6 . 8 1 3 0 . 1 1 2 1 . 4 5
30 3 3 .  1 4 3 0 . 4 1 2 3 .  15 3 7 . 2 1 3 0 . 2 8 2 1 . 2 5
W P L E  NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0 5 0 . 9 2 3 . 3 7 4 . 0 0 4 . 0 0 4 . 0 0
1 1 . 9 3 2 . 0 3 2 .  12 2 . 7 2 0 • 60 3 . 0 9
2 3 . 3 4 1 . 9 9 1 . 7 3 2 . 1 4 0 .  50 2 . 4 6
3 4 . 7 7 1 . *48 1 . 7 8 1 . 8 0 0 .  50 1 . 9 8
4 5 .  48 1 . 0 5 1 . 9 8 1 .  58 0 .  5 0 1 .  64
5 5 . 8 9 0 . 7 1 2 . 2 7 1 . 4 3 0 .  50 1 .  39
6 5 . 9 0 0 . 4 8 2 . 4 4 1 . 3 2 0 .  50 1 . 2 1
7 1 . 8 1 2 . 0 8 2 . 3 1 1 . 2 4 0 . 5 0
1 . 0 8
8 2 . 9 5 2 . 2 2 1 . 5 8 1 .  18 0 .  50
1 . 0 0
9 5 . 8 8 1 . 7 7 0 . 7 5 1 . 1 4 0 .  50 0 . 9 5
10 7 . 7 7 1 . 3 8 0 . 6 5 1 . 1 1 0 .  50
0 . 9 2
11 8 . 9 4 1 . 0 9 1 . 3 8 1 . 0 9 0 .  50
0 . 9 0
12 9 .  6 0 0 . 8 8 2 . 1 4 1 . 0 7 0 .  50
0 . 8 9
13 9 . 8 9 0 . 7 5 2 . 8 2 1 . 0 6 0 .  50
0 . 8 8
14 9 . 9 5 0 .  6 2 3 . 3 9 1 . 0 5 0 .  50
0 . 8 8
15 9 . 9 2 0 .  5 5 3 . 9 0 1 . 0 5 0 .  50
0 . 8 9
16 9 . 7 7 0 .  50 4 . 3 0 1 . 0 4 0 .  50
0 . 8 9
17 5.  4 4 1 . 9 4 4 . 4 5 1 . 0 4 0 • 50
0 . 8 9
18 1 . 0 8 1 . 9 9 3 . 7 5 1 . 0 4 0 . 5 0
0 . 8 9
19 2 . 1 0 1 . 4 9 2 . 4 5 1 . 0 3 0 .  50
0 . 8 8
2 0 0 .  6 0 1 . 3 6 1 . 4 0 1 . 0 3 0 .  50
0 . 8 7
21 1 . 9 2 0 .  68 1 . 2 1 1 . 0 3 0 .  5 0
0 . 8 6
2 2 2 .  3 4 0 .  37 • 1 . 1 9 1 . 0 3 0 .  50
0 . 8 6
2 3 2 . 6 3 0 . 3 2 1 . 2 2 1 . 0 3 0 .  50
0 . 8 5
2 4 2 . 8 8 0 . 3 1 1 . 2 9 1 . 0 3 0 .  50
0 . 8  5
2 5 3 .  15 0 . 2 8 1 . 4 0 1 . 0 3 0 .  50
0 . 8 4
2 6 3 . 3 4 0 . 2 7 1 . 50 1 . 0 3 0 .  50
0 . 8 4
2 7 3 .  4 6 0 . 2 7 1 .  58 1 . 0 3 0 .  50
0 . 8 4
28 3 .  57 0 . 2 7 1 . 6 7 1 . 0 3 0 .  50
0 . 8 4
29 3 .  68 0 . 2 5 1 . 7 5 1 . 0 3 0 .  50
0 . 8 4
30 3 . 7 5 0 . 2 5 1 . 8 1 1 . 0 3 0 .  50
0 . 8  3
RUN 7 CODE 17
SAMPLE NO.  X A 7  X A T C
0 2 0 . 2 5 1 5 . 6 8
1 2 5 . 7 3 4 3 . 0 5
2  - 3 2 . 0 0  . 4 7 .  10
3  ' 3 6 . 7 7 4 8 . 0 3
4 4 0 . 3 1 4 8 .  56
5 4 2 . 9 3 4 8 . 9 5
6 4 4 . 8  5 4 9 . 2 4
7 4 0 . 8 0 2 2 . 0 8
8 3 5 .  57 1 8 . 1 9
9 3 1 .  58 1 7 .  37
10 2 8 . 6 1 1 6 . 9 2
11 2 6 .  4 2 1 6 .  59
12 2 4 . 8 0 1 6 .  3 5
13 2 3 .  60 1 6 .  18
14 2 2 . 7 1 1 6 . 0 5
15 2 2 . 0 6 1 5 . 9 5
16 2 1 . 5 8 1 5 . 8 8
17 2 6 .  7 0 4 3 .  19.
18 3 2 . 7 0 4 7  .  2 0
19 3 7 . 2 8 4 8 .  10
2 0 3 5 . 2 0 21 . 2 5
21 3 3 . 7 9 2 9 .  31
2 2 3 3 .  57 3 0 . 3 9
2 3 3 3 .  4 4 3 0 . 4 5
2 4 3 3 . 3 5 - 3 0 . 4 4
2 5 3 3 . 2 9 3 0 .  4 3
2 6 3 3 . 2 4 3 0 . 4 2
2 7 3 3 . 2 0 3 0 .  4 2
2 8 3 3 .  17 3 0 .  41
2 9 3 3 .  1 5 3 0 . 4 1
30 3 3 .  1 4 3 0 .  41
SAMPLE NO. SDST SDSTC
0 4 . 0 5 0 . 9 2
1 1 . 9 1 2 . 0 4
2 3 .  18 2 . 0 0
3 4 .  61 1 . 4 8
4 5 . 3 1 1 . 0 5
5 5.  68 0 . 7 2
6 5 .  6 4 0 . 4 9
7 1.  5 6 2 . 0 7
8 3 . 2 3 2 . 2 1
9 6 .  15 1 . 7 6
10 8 . 0 2 1 .  38
11 9 . 1 6 1 . 0 9
12 9 . 7 5 0 . 8 8
13 9 . 9 8 0 . 7 4
14 9 . 9 6 0 . 6 2
15 9 . 8 8 0 .  5 5
16 9 .  67 0 .  50
17 5 . 2 6 1 . 9 4
18 0 . 8 7 1 . 9 9
19 2 .  32 1 .  48
20 0 .  50 1 . 3 6
21 1 . 7  1 0 . 6 9
2 2 2 .  1 4 0 .  38
2 3 2 . 4 3 0 .  3 3
2 4 2 . 7 0 0 . 3 1
2 5 2 . 9 6 0 . 2 8
2 6 3 .  16 0 . 2 8
27 3 .  29 0 . 2 8
2 8 3.  4 0 0 . 2 7
29 3.  50 0 . 2 6
30 3 .  56 0 . 2 5
NKNT2 = 1 0 0
XACA ST STC STCA
3 2 . 6 3  2 4 . 3 0  1 6 . 6 0  3 6 . 0 0
3 2 . 2 0  2 5 . 1 8  4 5 . 1 2  3 4 . 7 6
3 0 . 4 4  2 8 . 9 5  4 9 . 1 3  3 0 . 2 0
2 7 . 8 2  3 2 . 4 3  4 9 . 5 3  2 8 . 2 1
2 5 . 0 5  3 5 . 4 1  4 9 . 6 4  2 5 . 8 4
2 2 . 5 8  3 7 . 9 3  4 9 . 6 0  2 3 . 6 2
2 0 . 5 8  3 9 . 1 4  4 9 . 7 6  2 2 . 2 6
1 9 . 5 3  3 9 . 1 8  1 9 . 9 2  2 1 . 3 6
1 9 . 8 0  3 8 . 3 0  1 5 . 9 7  2 1 . 1 4
2 0 . 6 6  3 7 . 2 5  1 5 . 4 7  2 1 . 1 0
2 1 . 7 6  3 6 . 0 3  1 5 . 5 0  2 1 . 5 1
2 2 . 9 4  3 4 . 8 2  1 5 . 5 2  2 1 . 7 5
2 4 . 1 1  3 3 . 5 4  1 5 . 4 3  2 2 . 5 4
2 5 . 2 1  3 2 . 8 5  1 5 . 3 7  2 3 . 1 4
2 6 . 2 3  3 2 . 2 4  1 5 . 4 1  2 3 . 3 9
2 7 . 1 6  3 1 . 6 7  1 5 . 3 7  2 4 . 0 6
2 7 . 9 8  3 1 . 2 6  1 5 . 4 9  2 4 . 2 1
2 8 . 3 5  3 1 . 8 5  4 5 . 1 9  2 4 . 5 7
2 7 . 5 0  3 3 . 6 8  4 9 . 2 0  2 4 . 3 3
2 5 . 7 3  3 5 . 1 3  4 9 . 5 6  2 3 . 9 2
2 4 . 2 0  3 5 . 5 1  1 9 . 7 9  2 3 . 2 8
2 3 . 7 1  3 5 . 2 0  2 8 . 6 4  2 2 . 9 1
2 3 . 4 7  3 5 . 4 2  3 0 . 1 1  2 2 . 9 7
2 3 . 3 2  3 5 . 5 5  3 0 . 1 1  2 2 . 6 6
2 3 . 2 3  3 5 . 8 5  3 0 . 1 6  2 2 . 3 0
2 3 . 1 8  3 6 . 0 4  3 0 . 1 8  2 2 . 1 8
2 3 .  16 3 5 . 9 7  3 0 .  1 1 2 2 .  12
2 3 . 1 5  3 6 . 9 5  3 0 . 1 3  2 1 . 5 3
2 3 . 1 4  3 6 . 3 3  3 0 . 2 2  2 1 . 6 7
2 3 . 1 4  ' 3 6 . 8 1  3 0 .  1 1 21 . 3 7
2 3 . 1 5  3 7 . 1 5  3 0 . 2 8  2 1 . 3 3
SDSCA  
3 . 3 7  '
2 . 1 1  
1 . 6 9  
1 . 6 4  
1 . 7 6  
2 . 0 1  
2 . 1 2  
2.00 
1 . 2 5  
0 .  5 6  
0 . 8 4  
1 • 60  
2 . 2 6  
2 . 8 3
3 . 2 9
3 . 7 2
4 . 0 3
4 . 0 4
3 . 2 9  
2 . 0 1
1 . 0 5  
0 . 8 9
’ 0 . 8 9  
0 . 9 4  
1 . 0 4  
1 . 1 5  
1 . 2 7  
1 . 3 7  
1 . 4 3  
1 .  50  
1 .  5 5
SDPT SDPTC SDPCA
4 .  0 0 4 .  0 0 4 . 0 0
2 . 6 9 0 .  60 2 . 4 5
2 . 1 0 0 .  50 1 .  79
1 . 7 4 0 .  50 1 . 4 4
1 . 5 1 0 .  50 1 . 2 3
1 .  3 6 0 .  50 1 . 1 0
1 . 2 5 0 .  50 1 . 0 0
1 .  18 0 .  50 0 . 9 3
1 . 1 3 0 .  50 0 . 8 8
1 . 1 0 0 .  50 0 . 8  5
1 . 0 7 0 . 5 0  . 0 . 8 3
1 . 0 6 0 .  50 0 . 8 2
1 . 0 5 0 .  50 0 . 8 2
1 . 0 4 0 .  50 0 . 8 2
1 . 0 3 0 . 5 0 0 . 8 2
1 . 0 3 0 .  50 0 . 8 3
1 . 0 2 0 .  50 0 . 8 3
1 . 0 2 0 .  50 0 . 8 3
1 . 0 2 0 .  50 0 . 8 3
1 . 0 2 0 .  50 0 . 8 3
1 . 0 2 0 .  50 0 . 8 2
1 . 0 2 0 .  50 0 . 8  1
1 . 0 2 0 .  50 0 . 8  1
1 . 0 2 - 0 .  50 0 . 8  1
1 . 0 2 0 .  50 0 . 8  1
1 . 0 2 0 .  50 0 . 8 0
1 . 0 2 0 .  50 0 . 8 0
1 . 0 2 0 .  50 0 . 8 0
1 . 0 2  . 0 .  50 0 . 8 0
1 . 0 2 0 .  50 0 . 8 0
1 . 0 2 0 .  50 0 .  79
RIM 8 CODE 4007 NKNT2 = 100
SAMPLE NO . X A T X AT C
0 2 0 . 2 5 1 5 . 6 8
1 2 5 .  7 3 4 3 . 0 5
2 3 2 . 0 0 4 7 .  10
3 3 6 . 7 7 4 8 . 0  3
4 4 0 . 3 1 4 8 .  5 6
5 4 2 . 9  3 48 . 9  5
6 4 4 . 8 5 49  . 2 4
7 4 0  . 8 0 2 2 . 0 8
8 3 5 .  57 1 8 .  19
9 ' 3 1 . 5 8 1 7 . 3 7
10 2 8 . 6 1 1 6 . 9 2
11 2 6 .  4 2 1 6 .  59
12 2 4 . 8 0 1 6 . 3 5
13 2 3 .  6 0 1 6 .  18
14 2 2 . 7  1 1 6 . 0 5
1 5 2 2 . 0 6 1 5 . 9 5
16 2 1 .  58 1 5 . 8 8
17 2 6 . 7 0 4 3 .  19
18 3 2 . 7 0 4 7 . 2 0
19 3 7 . 2 8 4 8 .  1 0
2 0 3 5 .  2 0 21 . 2 5
21 3 3 . 7 9 2 9 .  31
2 2 3 3 .  57 3 0 .  39
2 3  ' 3 3 .  4 4 3 0 . 4 5
2 4 3 3 . 3 5 3 0 .  4 4
2 5 3 3 . 2 9 3 0 .  4 3
2 6 3 3 . 2 4 3 0 . 4 2
2 7 3 3 . 2 0 3 0 . 4 2
28 3 3 .  17 3 0 . 4 1
2 9 3 3 .  1 5 3 0 . 4 1
30 3 3 .  1 4 3 0 . 4 1
SAMPLE NO. SDST SDSTC
0 4 . 0 5  ' 0 . 9 2
1 1 . 9 2 0 .  59
2 3 . 4 1 1 . 8 7
3 4 . 8  3 1 . 4 7
4 5 .  5 3 1 . 0 4
5 5 . 9  2' 0 . 7 1
6 5 . 9  3 0 .  48
7 1 . 6 4 0 . 6 2
8 3 .  12 2 . 0 9
9 6 . 0 3 1 . 7 6
10 7 . 8 9 1 . 3 8
11 9 . 0 4 1 . 0 9
12 9 .  69 0 . 8 8
13 9 . 9 7 0 .  7 4
14 1 0 . 0 1 0 .  6 2
15 9 . 9 8 0 .  5 4
16 9 . 8 2 0 .  50
17 5 . 2 6 0 .  48
18 0 . 9  3 1 . 8 7
19 2 . 2 4 1 . 4 8
2 0 0 . 6 7 0 .  12
21 - 1 . 9 2 1 .  18
2 2 2 . 3 4 0 . 4 1
2 3 2 .  6 3 0 .  3 3
2 4 2 . 8 8 0 . 3 1
2 5 3.  1 5 0 .  28
2 6 3 .  3 4 0 .  2 7
27 3 .  4 6 0 . 2 7
28 3 .  57 0 . 2 7
29 3 .  68 0 . 2 5
30 . 3 . 7 5 0 . 2 5
XACA ST
3 2 . 6 3 2 4 . 3 0
32*.  20 2 5 .  13
3 0 . 4 4 2 7 . 8 3
2 7 . 8 2 3 1 . 7 3
2 5 . 0 5 • 3 4 . 7 6
2 2 . 5 8 3 7 .  21
2 0 .  58 3 8 . 3 7
1 9 .  53 3 8 . 7 6
1 9 . 8 0 3 8 . 0 6
2 0 . 6 6 3 6 . 9 9
2 1 . 7 6 3 5 . 8 9
2 2 . 9 4 3 4 .  59
2 4 . 1 1 3 3 . 4 9
2 5 * 2 1 3 2 . 9 6
2 6 . 2 3 3 2 .  32
2 7 .  16 3 1 . 9 6
2 7 . 9 8 31 . 4 8
2 8 .  3 5 31 . 9 3
2 7 .  50 3 3 . 8 4
2 5 . 7 3 3 5 . 3 6
2 4 . 2 0 3 5 . 9 6
2 3 . 7 1 3 5 . 4 1
2 3 . 4 7 3 5 . 8 0
2 3 . 3 2 3 5 . 8 5
2 3 . 2 3 3 6 . 0 5
2 3 .  18 3 6 . 2 6
2 3 .  16 3 6 . 1 7
2 3 .  15 3 7 . 0 3
2 3 .  14 3 6 . 4 1
2 3 .  14 3 6 . 8 1
2 3 . 1 5 3 7 . 2 1
SDSCA SDPT
3 . 3 7 4 . 0 0
1 . 7 5 2 . 7 1
1 . 2 9 2 .  14
1 . 4 8 1 . 8 0
1 . 8 8 1 . 5 8
2 . 3 1 1 . 4 3
2 .  5 5 1 . 3 2
2 . 4 0 1 . 2 4
1 . 6 1 1 . 1 8
0 . 7 1 1 . 1 4
0 .  6 5 1 . 1 1
1 . 4 3 1 . 0 9
2 . 2 2 1 . 0 7
2 . 9 1 1 . 0 6
3 . 4 9 1 . 0 5
4 . 0 1 1 . 0 5
4 . 4 3 1 . 0 4
4 .  56 1 . 0 4
3 . 8 3 1 . 0 4
2 .  50 1 . 0 3
1 .  4 6 1 . 0 3
1 . 2 7 1 . 0 3
1 . 2 5 1 . 0 3
1 . 2 8 1 . 0 3
I . 3 5 1 . 0 3
1 . 4 5 1 . 0 3
1 .  55 1 . 0 3
1 .  63 1 . 0 3
1 . 7 1 1 . 0 3
1 .  79 1 . 0 3
1 . 8 5 1 . 0 3
STC STCA
1 6 . 6 0 3 6 . 0 0
4 3  .  67 ■ 3 4 . 0 3
4 8 . 9 9 3 2 . 0 0
49 .  50 2 9 .  38
4 9 . 6 3 2 6 . 9 3
49  . 53 2 4 . 7 9
4 9 . 7 4 2 3 . 3 9
2 1 . 3 6 2 2 . 2 2
1 6 . 0 8 21 .  64
1 5 . 4 7 21 .  53
1 5 . 5 0 21 .  6 6
1 5 .  51 2 2 . 0 3
1 5 . 4 3 2 2 . 4 5
1 5 . 3 8 2 2 .  7 5
1 5 . 4 1 2 3 . 0 9
1 5 . 3 7 2 3 .  3 6
1 5 . 5 0 2 3 .  6 6
4 3 . 7 4 2 3 . 8 9
4 9 . 0 9 2 3 .  61
49 .  56 2 3 .  1 7
21 . 2 5 2 2 .  65
2 8 . 1 5  •' 2 2 .  51
3 0 . 0  7 2 2 . 2 6
3 0 .  12 2 2 .  1 3
3 0 .  1 7 2 1 . 9 7
3 0 . 1 9 21 . 8 2
3 0 . 1 2 2 1 . 7 8
3 0 .  1 4 2 1 . 4 5
3 0 . 2 2 21  .  55
3 0 .  1 1 21 . 4 0
3 0 . 2 8 21 . 2 2
SDPTC SDPCA
4 .  0 0 4 . 0 0
0 .  60 2 . 9 8
0 .  50 2 . 2 6
0 .  50 1 .  7 6
0 .  50 1 . 4 3
0 .  50 1 . 2 2
0 .  50 1 . 0 8
0 .  50 0 . 9 9
0 .  50 0 . 9 4
0 .  50 0 . 9 0
0 .  50 0 . 8 8
0 .  50 0 . 8 7
0 .  50 0 . 8  6
0 .  50 0 . 8  5
^0 .  50 0 . 8  5
' 0 .  50 0 . 8 5
0 . 5 0 0 . 8 5
0 .  50 0 . 8 4
0 .  50 0 . 8 4
0 .  50 0 . 8 3
0 .  50 0 . 8 2
0 .  50 0 . 8 2
0 .  50 0 . 8 2
0 .  50 0 . 8 1
0 .  50 0 . 8  1
0 .  50 0 . 8  1
0 .  50 0 . 8 1
0 .  50 0 . 8  1
0 .  50 0 . 8  1
0 .  50 0 . 8  0
0 .  50 0 . 8 0
RUM 9 CODE 4017 NKNT2 = 100
SAMPLE NO. X A T / X A T C XACA ST STC STCA
0 2 0 . 2 5 1 5 . 6 8 3 2 . 6 3 2 4 . 3 0 1 6 .  60 3 6 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 5 . 0 6 4 3 .  6 7 3 4 . 4 9
2 3 2 . 0 0 4 7 .  10 3 0 . 4 4 2 8 . 5 7 4 9 . 0 0 3 0 .  14
3 3 6 .  77 4 8 . 0 3 2 7 . 8 2 3 2 .  18 4 9 . 5 2 2 8 . 2 2
4 4 0 .  31 4 8 . 5 6 2 , 5 . 0  5 3 5 . 2 2 4 9  .  64 2 5 . 9 7
5 4 2 . 9 3 4 8 . 9 5 2 2 .  58 3 7 . 7 7 4 9 . 6 0 2 3 . 8  5
6 4 4 . 8 5 4 9 . 2 4 2 0 .  58 3 9 . 0 0 49  . 7 6 2 2 . 4 7
7 4 0 .  8 0 2 2 . 0 8 1 9 . 5 3 3 9 . 2 9 21 .  3 7 21 .  50
8 3 5 .  57 1 8 .  19 1 9 . 8 0 3 8 . 4 1 1 6 . 0 9 2 1 . 2 1
9 3 1 . 5 8 1 7 . 3 7 2 0 . 6 6 3 7 .  3 3 1 5 . 4 8 2 1 . 1 3
10 2 8 .  61 1 6 . 9 2 21 . 7 6 3 6 . 0 9 1 5 . 5 1 21 .  50
11 2 6 . 4 2 1 6 .  59 2 2 . 9 4 3 4 . 8 6 1 5 . 5 2 2 1 . 7 3
1 2 2 4 . 8 0 1 6 . 3 5 2 4 .  I 1 3 3 . 5 8 1 5 . 4 3 2 2 . 4 8
13 2 3 . 6 0 1 6 .  18 2 5 . 2 1 3 2 . 8 8 1 5 . 3 7 2 3 . 0 5
1 4 2 2 . 7 1 1 6 . 0  5 2 6 . 2 3 3 2 . 2 7 1 5 . 4 1 2 3 . 2 9
1 5 2 2 . 0  6 1 5 . 9 5 2 7 .  16 3 1 . 7 0 1 5 .  3 7 2 3 . 9 3
16 2 1 .  58 1 5 . 8 8 2 7 . 9 8 31 . 2 8 1 5 . 4 9 2 4 . 0 7
17 2 6 . 7 0 4 3 . 1 9 2 8 . 3 5 3 1 . 6 5 4 3 . 7 3 2 4 . 4 2
18 3 2 . 7 0 4 7 . 2 0 2 7 . 5 0 3 3 .  50 4 9 . 0 8 2 4 .  21
19 3 7 .  28 4 8 .  10 2 5 . 7 3 3 4 . 9 8 4 9 . 5 5 2 3 . 8 2
2 0 3 5 . 2 0 2 1 . 2 5 2 4 . 2 0 3 5 . 6 1 21 . 2 4 2 3 .  18
21 3 3 . 7 9 2 9 .  31 2 3 . 7 1 3 5 .  19 2 8 .  14 2 2 . 8 1
2 2 3 3 .  57 3 0 .  39 2 3 . 4 7 3 5 .  4 2 3 0 . 0 6 2 2 . 8 5
2 3 3 3 . 4 4 30„. 4 5 2 3 . 3 2 3 5 .  5 5 3 0 .  11 2 2 .  5 5
2 4 3 3 .  3 5 3 0 .  4 4 2 3 . 2 3 3 5 . 8 5 3 0 .  16 2 2 . 2 1
2 5 3 3 . 2 9 3 0 . 4 3 2 3 .  18 3 6 . 0 4 3 0 .  18 2 2 .  10
2 6 3 3 . 2 4 3 0 . 4 2 2 3 .  16 3 5 . 9 6 3 0 .  1 1 2 2 . 0 3
' 2 7 3 3 . 2 0 3 0 .  4 2 2 3 .  15 3 6 . 9 4 3 0 .  1 3 21 . 4 9
28 3 3 .  17 3 0 . 4 1 2 3 .  14 3 6 . 3 2 3 0 . 2 2 21 .  62
2 9 3 3 . 1 5 3 0 . 4 1 2 3 .  14 3 6 . 8 0 3 0 . 1 1 21 . 3 3
. 3 0 3 3 .  1 4 3 0 . 4 1 2 3 .  1 5 3 7 .  14 3 0 . 2 8 21 . 2 9
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0  5 0 . 9 2 3 . 3 7 4 . 0 0 4 . 0 0 4 . 0 0
I 1 . 9 0 0 .  59 1 . 9 2 2 . 7 0 0 • 60 2 . 3 9
2 3 .  3 2 1 . 8 7 1 . 4 6 2 . 1 2 0 . 5 0 1 .  68
3 4 . 7  3 1.. 4 7 1 . 4 6 1 . 7 7 0 .  50 1 . 3 1
4 5.  41 1 . 0 5 1 . 7 3 1 .  5 4 0 .  50 . 1 .  1 1
5 5 . 7  5 0 . 7 2 2 . 0 9 1 . 3 9 0 .  5 0 1 . 0 0
6 5 . 6 9 . 0 . 4 8 2 . 2 6 1 . 2 8 0 .  50 0 . 9 3
7 1 . 4 2 0 . 6 1 2 .  10 1 . 2 0 0 .  50 0 . 8 8
8 3 .  38 2 . 0 9 1 .  2 9 1 . 1 5 0 . 5 0 0 . 8 5
9 6 . 2 8 1 .  7 5 0 .  5 5 1 . 1 1 0 .  5 0  • 0 . 8 3
10 8 .  1 1 1 . 3 7 0 . 8 4 1 . 0 8 0 .  50 0 . 8 2
11 9 . 2 3 1 . 0 9 1 .  6 2 1 . 0 6 0 .  50 0 . 8 1
12 9 . 8  1 0 . 8 7 2 . 3 0 1 . 0 5 0 .  50 0 . 8 0
13 1 0 . 0 2 0 . 7 4 2 . 8 8 1 . 0 4 0 . 5 0 0 . 8 0
14 1 0 . 0 0 0 . 6 2 3 .  3 6 1 . 0 3 0 .  50 0 . 8 0
15 9 . 9  1 0 .  5 5 3 . 8 0 1 . 0 3 0 .  50 0 . 8 0
1 6 9 . 7 0 0 .  50 4 . 1 4 1 . 0 3 0 .  50 0 . 8 0
17 5 . 0 7 0 . 4 8 4 .  1 5 1 . 0 2 0 .  50 0 . 8 0
18 0 . 7 3 1 . 8 6 3 .  38 1 . 0 2 0 .  50 0 .  79
19 2 . 4 7 I . 4 7 2 . 0 8 1 . 0 2 0 .  50 0 .  79
' 2 0 0 .  5 4 0 . 1 1 . 1 . 1 2 1 . 0 2 0 . 5 0 • 0 .  78
21 1 . 7 1 1 .  19 • 0 . 9 6 1 . 0 2 0 .  5 0 0 .  78
2 2 2 .  1 3 0 . 4 2 0 . 9 7 1 . 0 2 0 .  50 0 .  78
2 3 2 . 4 3 0 .  33 1 . 0 1 1 . 0 2 0 .  50 0 .  78
2 4 2 . 6 9 0 . 3 1 1 . 1 1 1 . 0 2 0 .  50 0 .  7 7
2 5 2 . 9 6 0 .  28 1 . 2 2 1 . 0 2 0 .  50 0 .  7 7
2 6 3 .  1 6 0 . 2 8 1 . 3 3 1 . 0 2 0 .  50 0 . 7 7
27 3 . 2 9 0 .  28 1 . 4 2 1 . 0 2 0 .  50 0 .  7 7
28 3.  4 0  . 0 . 2 7 1 . 4 8 1 . 0 2 0 .  50 0 .  7 7
29 3 .  50 0 . 2 6  . 1 .  5 6 1 . 0 2 0 .  50 0 .  7 7
30 3 .  56 0 . 2 5 1 . 6 0 1 . 0 2 0 .  50 0 .  7 7
RUN 10 CODE 207 NKNT2 = 100
SAMPLE NO. X A T X A T C XACA ST STC STCA
0 2 0 . 2 5 1 5 .  68 3 2 . 6 3 2 4 . 3 0 1 6 . 6 0 3 6 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 5 . 2 4 4 5 .  12 3 4 . 4 2
2 3 2 . 0 0 4 7 . 1 0 3 0 . 4 4 2 7 . 9 1 4 9 .  11 3 2 .  53
3 - 3 6 . 7 7 43 .  0 3 2 7 . 8 2 31 . 0 6 4 9 . 4 9 30  • 08
4 4 0 .  31 4 8 .  56 2 5 . 0 5 3 3 . 9 9 49 .  62 2 7 .  50
5 4 2 . 9 3 4 8 . 9  5 2 2 . 5 8 3 6 . 4 7 4 9 .  61 2 5 .  1 6
6 4 4 . 8  5 4 9 . 2 4 2 0 . 5 8 37 .  8 4 4 9 . 7 3 2 3 .  6 7
7 4 0 . 8 0 2 2 . 0 8 1 9 .  53 3 8 . 3 1 1 9 . 9 0 2 2 .  32
8 3 5 .  57 1 8 .  19 1 9 . 8 0 3 7 . 5 1 1 5 . 9 5 21 . 9 0
9 3 1 .  58 1 7 .  37 2 0 .  66 3 6 . 8 0 1 5 .  50 21 . 73
10 2 8 .  61 1 6 . 9 2 21 . 7 6 3 5 . 3 6 1 5 .  50 2 2 .  19
11 2 6 .  4 2 1 6 .  59 2 2 . 9 4 3 2 . 1 5 1 5 .  52 2 3 . 9 4
12 2 4 . 8 0 1 6 .  3 5 2 4 . 1 1 3 0 . 3 4 1 5 . 3 3 2 5 . 0 9
13 2 3 . 6 0 1 6 .  18 2 5 . 2 1 2 9 . 4 8 1 5 . 2 9 2 5 .  75
14 2 2 . 7 1 1 6 . 0 5 2 6 . 2 3 2 8 . 5 7 1 5 . 3 2 2 6 . 4 9
1 5 2 2 . 0 6 1 5 . 9 5 2 7 .  16 2 8 . 5 8 1 5 . 2 9 2 6 .  61
16 2 1 .  58 1 5 . 8 8 2 7 . 9 8 2 7 . 6 0 1 5 .  38 2 7 . 3 5
17 2 6 . 7 0 4 3 .  19 2 8 . 3 5 2 8 . 4 1 4 5 .  10 2 7 .  58
18 3 2 . 7 0 4 7 . 2 0 2 7 . 5 0 3 0 . 9 9 4 9 .  1 1 2 6 .  59
19 3 7 .  28 48  . 10 2 5 . 7 3 3 3 . 4 2 4 9 . 5 2 2 5 .  3 4
2 0 3 5 .  2 0 2 1 .  2 5 2 4 .  20 3 4 .  36 1 9 . 7 6 2 4 . 2  6
21 3 3 . 7 9 2 9 . 3 1 2 3 . 7 1 3 3 . 9 7 2 8 . 6 6 2 4 .  1 7
2 2 3 3 .  57 3 0 .  39 2 3 . 4 7 3 4 . 8 3 3 0 . 0 6 2 3 . 4 7
2 3 3 3 .  4 4 3 0 . 4 5 2 3 .  32 3 4 . 2 2 3 0 . 0 8 2 3 .  7 7
2 4 3 3 .  3 5 3 0 .  4 4 2 3 . 2 3 3 4 . 5 1 3 0 .  1 3 2 3 .  52
2 5 3 3 . 2 9 3 0 . 4 3 2 3 .  18 3 4 . 8 5 3 0 . 1 5 2  3 . 2 3
2 6 3 3 .  2 4 3 0 . 4 2 2 3 . 1 6 3 4 . 6 7 3 0 . 0 8 2 3 . 2 6
27 3 3 .  2 0 3 0 . 4 2 2 3 .  15 3 5 . 9 1 3 0 . 0 8 2 2 .  49
28 3 3 .  17 3 0 . 4 1 2 3 . 1 4 3 4 . 0 4 3 0 . 2 6 2 3 . 4 6
29 3 3 .  1 5 3 0 . 4 1 2 3 . 1 4 3 5 . 2 7 3 0 . 0 8 2 2 .  7 6
30 3 3 .  14 3 0 . 4 1 2 3 . 1 5 3 6 . 6 5 3 0 . 2 4 2 1 . 8 9
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0  5 0 . 9 2 3 .  37 4 . 0 0 4 . 0 0 4 . 0 0
1 1 . 9 3 2 . 0 4 2 . 0 8 2 . 8 7 0 . 7 0 3 .  59
2 3 .  51 1 . 9 9 1 . 8 0 2 . 4 5 0 .  60 3 .  3 6
3 5 . 0 8 1 .  47 1 . 9 5 2 . 3 2 0 . 6 5 3 . 3 1
4 5 .  67 1* . 04 2 .  12 2 .  3 4 0 . 6 9 3 . 4 0
5 - 5 . 8 1 0 . 7 2 2 . 2 3 2 . 3 3 0 . 6 8 3 . 2 9
6 5 .  38 0 .  50 2 . 0 8 2 . 3 0 0 . 6 7 3 * 1 1
7 1.  6 3 2 . 0 6 1 . 9 5 2 . 1 2 0 • 60 2 .  6 5
8 3 .  30 2 .  2 2 1 . 5 4 2 . 0 6 0 . 6 3 2 . 4 6
9 5 . 7 2 1 . 7 7 1 . 0 9 2 . 1 4 0 . 6 8 2 . 4 9
10 6 . 9 9 1 . 4 1 0 . 9 9 2 . 2 8 0 .  7 2 2 .  6 7
11 7 .  49 1 . 1 3 1 . 0 7 2 .  42 0 . 7 3 2 . 9  6
12 7 .  39 0 . 9 4 1 . 2 9 2 . 4 5 0 . 7 1 3 . 1 0
13 7 .  08 0 . 8  2 1 . 3 3 2 .  48 0 . 7 1 3 .  39
14 6 .  61 0 . 7 1 1 . 3 2 2 . 4 6 0 . 7 0 3 *  5 6
15 6 . 4 6 0 .  6 4 1 . 3 6 2 . 3 6 0 .  6 6 3 * 62
16 6 .  10 • 0 .  59 1 . 4 3 2 . 3 4 0 .  68 3 .  69
17 2 . 3 8 1 . 8 5 1 .  5 5 2 . 1 2 0 .  59 3 . 4 5
18 2 . 2 7 1 . 9 2 1 . 3 5 2 . 0 1 0 • 60 3 .  1 6
19 4 .  21 1 . 4 4 1 . 0 6 2 . 0 0 0 .  6 3 3 . 0 5
2 0 1.  6 4 1 .  39 0 . 9 4 1 . 8 6 0 . 5 7 2 .  70
21 1 . 0 7 0 . 7 2 0 . 8 0 1 . 7 5 0 .  5 6 2 .  38
2 2 1.  4 2 0 . 40 0 . 7 8 1 . 6 8 0 .  58 2 . 0 7
2 3 1.  6 5 0 .  3 5 0 .  72 1 . 6 7 0 .  59 1 . 8 9
2 4 1 . 9 5 0 .  3 4 0 . 7 0 1 . 6 3 0 .  5 7 1 .  73
2 5 2 . 2 9 0 .  30 0 . 8 1 1 . 6 1 0 .  57 1 .  6 6
2 6 2 .  51 0 .  30 0 . 9  1 1 . 5 9 0 .  58 1 .  60
2 7 2 . 6 3 0 .  30 0 . 9 4 1 . 6 3 0 . 6 1 1 • 58
28 2 . 7 9 0 .  29 1 . 0 6 1 . 6 6 0 .  60 I . 59
29 2 . 8 9 0 .  28 1 . 1 5 1 . 6 4 0 .  59 1 . 53
30 2 . 9 2 0 . 2 7  . 1 .  18 1 . 6 8  : 0 • 60 1 . 5 7
RUN 11 CODE 117 NXNT2 = 100
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 1 5 . 6 3 3 2 . 6 3 2 4 .  30 1 6 . 6 0 3 6 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 5 .  18 4 5 .  12 3 4 . 7 6
2 3 2 . 0 0 4 7 .  10 3 0 . 4 4 2 8 . 9  7 49 .  1 6 3 0 . 2 4
3 3 6 . 7 7 4 8 . 0 3 2 7 . 8 2 3 1 . 4 7 4 9 . 5 1 2 8 .  72
A 4 0 .  31 4 8 .  56 2 5 . 0 5 3 4 . 6 1 4 9 . 6 4 2 5 .  64
5 4 2 . 9 3 4 8 . 9  5 2 2 .  53 3 8 . 4 1 4 9 . 6 6 2 2 . 2 0
6 4 4 . 8 5 4 9 . 2 4 2 0 . 5 8 3 9 . 3 7 49 . 77 2 1 . 1 3
7 4 0 . 8 0 2 2 . 0 8 1 9 . 5 3 39 . 37 1 9 . 9 2 2 0 . 6 2
8 3 5 .  57 1 8 . 1 9 1 9 . 8 0 3 8 .  1 3 1 5 . 9 6 2 0 . 8 3
9 3 1 .  58 1 7 . 3 7 2 0 . 6 6 . 3 6 . 8 5 1 5 .  50 2 1 . 0 1
10 2 8 . 6 1 1 6 . 9 2 2 1 . 7 6 3 3 . 9  7 1 5 . 4 7 2 2 .  70
11 2 6 .  42 1 6 .  59 2 2 . 9 4 31 . 12 1 5 .  50 2 3 . 0 0
12 2 4 . 8 0 1 6 .  35 2 4 .  11 28 . 59 1 5 . 2 9 2 4 . 4 2
13 2 3 . 6 0 1 6 .  18 2 5 . 2 1 2 7 . 8 7 1 5 . 2 5 2 5 . 9 9
14 2 2 . 7 1 1 6 . 0 5 2 6 . 2 3 2 8 .  42 1 5 .  32 2 5 .  4 7
15 2 2 . 0 6 1 5 . 9 5 2 7 .  16 2 7 .  60 1 5 . 2 2 2 6 . 6 9
16 2 1 .  58 1 5 . 8 8 2 7 . 9 8 2 7 . 7 7 1 5 . 3 8 2 5 . 8 5
17 2 6 . 7 0 4 3 .  19 2 8 . 3 5 2 8 .  17 4 5 .  12 2 7 .  56
18 3 2 . 7 0 4 7 . 2 0 2 7 .  50 3 2 .  62 4 9 .  1 5 26 . 9 - 3
19 3 7 .  28 4 8 .  10 2 5 . 7 3 3 4 .  48 4 9 .  54 2 6 . 0 3
20 3 5 .  20 2 1 . 2 5 2 4 . 2 0 3 5 .  33 1 9 . 7 7 2 4 .  58
21 3 3 . 7 9 2 9 .  31 2 3 . 7 1 3 3 . 9 0 2 8 . 6 6 2 3 . 9  6
22 3 3 .  57 3 0 . 3 9 2 3 . 4 7 3 4 .  39 3 0 . 0  5 2 4 . 0 4
23 3 3 . 4 4 3 0 . 4 5 2 3 . 3 2 3 4 .  53 3 0 . 0  7 2 3 . 3 0
2 4 3 3 . 3 5 3 0 . 4 4 . 2 3 . 2 3 3 4 . 9 3 3 0 .  14 2 2 .  67
2 5 3 3 . 2 9 3 0 . 4 3 2 3 .  18 3 4 . 9 8 3 0 . 1 6 2 2 .  77
2 6 3 3 . 2 4 3 0 . 4 2 2 3 . 1 6 3 4 . 3 7 3 0 . 0  3 2 3 . 0 5
27 3 3 . 2 0 3 0 . 4 2 2 3 .  15 3 8 . 2 0 3 0 . 1 3 2 0 .  52
28 3 3 .  17 3 0 . 4 1 2 3 .  14 3 2 . 8 7 3 0 . 2 4 2 2 . 9 3
29 3 3 .  1 5 3 0 . 4 1 2 3 .  14 3 5 . 0 1 3 0 . 0 0 21 . 3 0
30 3 3 .  14 3 0 . 4 1 2 3 .  15 3 5 . 8 6 3 0 . 2 2 2 2 .  1 1
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0 5 0 . 9 2 3 . 3 7 4 . 0 0 4 . 0 0 4 .  00
1 1 . 9 6 2 . 0 4 2 .  14 2 . 8 7 0 .  71 2 .  65
2 3 . 3  5 1 . 9 9 1 . 8 0 2 . 4 7 0 . 6 3 2 . 1 6
3 4 . 7 4 1 . '48 1 . 7 7 2 . 2 9 0 .  65 1 . 9 4
4 5 . 2 3 1 . 0 5 i . 8 6 2 . 2 6 0 .  69 1 . 8 9
• 5 5 . 0 8 0 . 7 3 1 . 8 4 2 .  30 0 .  72 1 . 8 8
6 4 .  57 0 .  52 1 . 6 1 2 . 3 1 0 . 7 1 1 . 8 3
7 1.  50 2 . 0 3 1 . 56 2 . 1 7 0 . 6 5 1 • 65
8 3 . 8  5 2 . 2 0 1 . 0 8 2 . 1 9 • 0 . 69 1 . 64
9 5 . 8 8 1 . 7 6 1 . 0 0 • 2 . 3 0 0 .  73 1 . 73
10 6.  30 1.  42 1 . 0 9 2 .  43 0 .  76 1 . 8 6
11 6 .  30 1 . 1 6 1 . 3 0 2 .  53 0 .  77 1 . 9 9
12 5 . 9  3 0 . 9 8 1 . 4 0 2 .  55 0 .  75 2 . 0 6
13 5.  38 0 . 8 7 1 . 3 7 2 .  56 0 .  75 2 .  12
14 4 . 8 9 0 . 7 5 1 . 4 4 2 .  59 0 . 75 2 . 2 0
15 4 .  54 0 .  68 1 .  55 2 . 5 8 0 . 74 2 . 2 2
16 4 .  20 0 . 6 5 1 . 7 0 2 . 6 4 0 .  77 2 . 3 1
17 1 . 7 5 1 . 8 0 1 . 4 3 2 . 5 9 0 .  73 2 . 2 8
18 3 . 0 9 1 . 8 9 1 . 3 4 2 .  56 0 .  73 2 . 2 4
19 4 .  1 5 1 . 4 4 1 . 3 8 2 .  57 0 .  75 2 . 2 1
20 1 . 8 3 1 . 37 1 . 3 0 2 . 5 1 0 .  72 2 . 1 0
21 1 . 6 3 0 . 7 1 1 . 19 2 . 4 5 0 . 7 1 2 . 0 1
22 1 . 8 2 0 .  40 ■ 1 . 2 0 2 . 4 5 0 . 7 3 2 . 0 0
23 1 . 6 9 0 .  37 1 . 18 2 . 4 5 0 .  73 1 . 9 8
2 4 1 . 8 8 0 . 3 6 1 . 1 7 2 . 4 3 0 .  72 1 . 9 6
. 2 5 2 . 0 3 0 .  32 1 . 1 1 2 .  39 0 .  70 1 . 9 2
26 2 . 3 1 0 .  33 1 . 0 8 2 . 3 6 0 .  70 1 . 8 9
27 2 . 2 8 0 .  32 1 . 1 8 2 . 4 3 0 .  74 1 . 9 5
28 2 . 2 1 0 .  33 1 . 0 3 2 . 4 2 0 .  72 1 . 9 4
29 2 . 3 0 0 .  32 1 . 2 8 2 . 4 2 0 .  72 1 . 9 4
30 2 . 3 0 0 .  30 1 . 1 7 2 .  38 0 . 7 1 1 . 9  1
•RUN 12 CODE 317 N X N T 2 =  100
SAMPLE NO. X AT XATC XACA ST STC STCA
0 2 0 .  2 5 1 5 . 6 8 . 3 2 . 6 3 2 4 .  30 1 6 .  60 36 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 5 . 1 8 4 5 .  12 3 4 . 7 6
2 3 2 . 0 0 4 7 .  10 3 0 . 4 4 28 . 53 4 9 .  12 3 0 .  18
3 3 6 . 7 7 48 . 0 3 2 7 . 8 2 31 . 36 49 .  50 2 8 .  68
4 4 0 .  31 4 8 . 5 6 2 5 . 0 5 3 4 .  50 4 9 . 6 1 2 6 . 5 5
5 4 2 . 9  3 4 8 . 9  5 2 2 .  58 3 7 .  75 49 . 64 2 4 . 4 3
6 4 4 . 8  5 4 9 . 2 4 2 0 .  58 3 9 .  17 4 9 .  77 2 2 .  59
7 4 0 . 8 0 2 2 . 0 8 1 9 .  53 3 9 . 3 1 1 9 . 9 2 2 1 . 5 1
8 3 5 .  57 1 3 . 1 9 1 9 . 8 0 3 8 .  1 3 1 5 . 9 6 21 . 3 9
9 3 1 . 5 8 1 7 .  37 2 0 . 6 6 3 6 . 8 1 1 5 .  50 2 1 . 3 1
10 2 8 . 6 1 1 6 . 9 2 21 . 7 6 3 4 . 0 6 1 5 . 4 8 2 1 . 9 6
11 2 6 .  42 1 6 .  59 2 2 . 9 4 3 0 . 5 7 1 5 . 4 5 2 2 . 7 3
12 2 4 . 8 0 1 6 .  35 2 4 .  11 2 8 . 0 1 1 5 .  32 2 4 .  14
13 2 3 .  60 1 6 . 1 8 2 5 . 2 1 2 8 . 0 0  ' 1 5 . 2 6 . 2 4 . 9 3
14 2 2 . 7  1 1 6 . 0 5 2 6 . 2 3 28 . 29 1 5 . 3 1 2 5 .  1 1
15 2 2 . 0 6 1 5 . 9 5 2 7 . 1 6 2 7 . 8 6 1 5 . 2 7 • 2 6 . 3 3
16 2 1 .  58 1 5 . 8 8 2 7 . 9 3 2 7 . 8 8 1 5 . 3 8 2 6 . 2 1
17 2 6 . 7 0 4 3 .  19 2 8 . 3 5 28 . 35 4 5 .  1 1 2 6 . 7 3
i s 3 2 . 7 0 4 7 .  20 2 7 .  50 3 2 . 6 6 4 9 .  16 2 6 . 0 2
19 3 7 .  28 4 8 . 1 0 - 2 5 . 7 3 3 4 . 4 3 49 .  54 2 5 .  18
• 20 3 5 .  20 21 . 2 5 2 4 . 2 0 3 5 . 5 2 1 9 . 8 5 2 4 . 0 6
21 3 3 . 7 9 2 9 .  31 2 3 .  71 3 3 .  1 1 2 8 .  62 2 3 . 8 9
2 2 3 3 .  57 3 0 .  39 2 3 . 4 7 3 3 . 7 5 3 0 . 0 4 2 3 . 8 6
2 3 3 3 .  4 4 3 0 . 4 5 2 3 .  32 3 4 . 0 8 3 0 . 0 8 2 3 .  48
2 4 3 3 .  35 3 0 . 4 4 2 3 . 2 3 3 4 . 6 4 3 0 .  1 3 2 3 .  02
2 5 3 3 .  29 3 0 . 4 3 2 3 . 1 8 3 4 . 8 2 3 0 .  1 5 2 2 . 9 6
26 3 3 . 2 4 3 0 . 4 2 2 3 .  16 3 4 . 3 2 3 0 . 0 8 2 2 . 9 8
27 3 3 . 2 0 3 0 . 4 2 2 3 .  1 5 3 7 . 4 3 3 0 .  12 2 1 . 8 3
28 • 3 3 . 1 7 3 0 . 4 1 2 3 .  14 3 2 . 4 3 3 0 .  1 7 2 2 . 8 9
29 * 3 3 .  15 3 0 . 4 1 2 3 .  14 3 4 . 6 5 3 0 . 0 5 2 2 . 4 5
30 3 3 .  14 3 0 . 4 1 2 3 .  1 5 3 5 . 9 6 3 0 . 2 2 2 2 . 2 6
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0  5 0 . 9 2 3 . 3 7 4 .  00 4 . 0 0 4 . 0 0
1 1 . 8 1 2 . 0 5 2 . 0 9 2 . 7 2 0 . 7 0 2 .  50
2 3 .  37 1 . 9 9 1 . 7 7 2 . 3 1 0 . 5 8 1 . 9 9
3 4 . 9 8 1 . 4 7 1 . 8 8 2 . 2 1 0 . 5 7 1 . 64
4 5.  55 1 . 0 4 2 .  12 2 . 2 4 0 . 5 6 1 . 48
5 5 . 4 5 0 . 7 3 2 . 2 6 2 . 2 4 0 . 6 0 1 . 4 3
6 5 . 0 1 0 .  50 2 .  17. 2 . 2 6 0 .  57 1 . 36
7 1 . 6 1 2 . 0 6 1 . 9 4 2 * 0 5 0 .  59 I . 2 8
8 3 . 7 4 2 . 2 1 1 . 2 2 2 . 0 8 0 .  60 1 . 2 2
9 5 . 8  3 1 . 7 7 0 . 7 4 2 . 2 2 0 . 6 0 1 . 1 6
10 6 .  33 1 . 4 2 0 . 7 6 2 . 3 9 ' 0 .  59 1 . 1 4
11 6 . 3 8 1 . 1 5 1 . 0 6 2 . 5 2 0 .  58 1 . 1 3
12 6 . 0 2 0 . 9 6 1 . 2 7 2 .  57 0 .  58 1 . 2 0
1 3 5.  43 0 . 8 5 1 . 3 6 2 . 5 9 0 .  57 1 . 2 4
14 4 . 8 4 0 . 7 4 1 . 4 0 2 .  59 0 .  57 1 . 2 7
15 4 . 4 1 0 .  68 1 . 4 3 2 . 5 8 0 .  56 1 . 2 7
16 4 . 0 7 0 .  64 1.  49 2 .  61 0 .  58 1 . 30
17 1 . 7 5 1 . 8 1 1 . 38 2 . 5 0 0 .  58 1 . 30
18 3 . 2 4 1 . 9 0 1 . 0 5 2 .  53 3 .  59 1 . 2 7
19 4 . 2  5 1 .  44 0 . 9 1 2 .  54 0 .  57 1 . 3 1
20 1 . 9 4 1 . 3 9 0 . 9 9 2 . 4 9 0 .  57 1 . 2 6
21 1.  67 0 .  72 - 0 . 8 5 2 . 4 4 0 .  57 1 . 2 6
22 1 . 8 2 0 . 4 1 0 . 7 8 2 . 4 5 0 .  57 1 . 2 4
2 3 1 . 6 8 0 . 3 6 0 .  70 2 . 4 2 0 .  59 1 . 1 9
24 1 . 3  6 0 . 3 5 0 . 7 1 2 . 4 1 0 . 5 3 1 . 2 0
2 5 2 . 0 1 0 . 3 2 0 .  70 2 . 3 6 0 .  58 1 . 2 4
26 2 .  30 0 .  32 0 . 8 0 2 . 3 6 0 .  55 1 . 20
27 2 . 2 7 0 . 3 1 0 . 8 3 2 . 4 1 0 .  57 . 1 . 2 0
28 2 .  31 0 . 3 1 0 . 8 6 2 .  37 0 .  57 1 . 2 1
29 2 . 3 7 0 .  30 0 . 9 8 2 . 3 7 0 .  58 1 . 2  1
30 2 .  33 0 .  30 0 . 9 6 2 .  34 0 . 5 7 1* 2 1
HUM 13 CODE 217 NKNT2 = 100
SAMPLE MO. XAT XATC XACA ST STC •STC A
0 2 0 . 2 5 1 5 . 6 8 3 2 . 6 3 2 4 .  30 1 6 .  60 3 6 .  00
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 5 .  18 4 5 .  12 3 4 .  76
2 3 2 . 0 0 4 7 . 1 0 3 0 . 4 4 2 9 . 2 3 4 9 . 4 9 2 9 . 2 2
3 3 6 . 7 7 4 8 . 0  3 2 7 . 8 2 31 .  69 49 . 51 2 8 . 4 0
A 4 0 .  31 4 8 . 5 6 2 5 . 0 5 3 4 . 7 8 4 9 . 6 5 2 4 . 9  3
5 4 2 . 9 3 4 8 . 9  5 2 2 . 5 8 3 7 . 3 5 4 9 . 5 5 21 . 32
6 4 4 . 8  5 49 . 2 4 2 0 .  58 3 8 . 5 7 49 . 74 2 0 .  55
7 4 0 . 8 0 2 2 . 0 8 1 9 . 5 3 3 8 . 8 1 1 9 . 9 1 2 0 . 3 6
8 3 5 . 5 7 1 8 . 1 9 1 9 . 8 0 3 7 . 6 3 1 5 . 9 5 2 0 .  76
9 31 .  58 1 7 . 3 7 2 0 .  66 3 6 .  54 1 5 . 4 1 2 0 . 9 3
10 2 8 . 6 1 1 6 . 9 2 2 1 . 7 6 3 3 . 9 8 1 5 . 4 7 2 3 . 0 9
11 2 6 .  42 1 6 .  59 2 2 . 9  4 31 . 2 7 1 5 . 5 7 2 2 . 0  1
12 2 4 . 8 0 1 6 .  35 2 4 .  1 1 2 9 . 4 1 1 5 . 2 8 2 3 . 6 5
13 2-3. 60 1 6 .  18 2 5 . 2 1 2 7 . 8 7 1 5 . 1 1 2 4 . 4 8
14 2 2 .  71 1 6 . 0 5 2 6 . 2 3 2 6 . 9 0 1 5 . 2 7 ' 2 4 .  7 6
15 2 2 . 0 6 1 5 . 9 5 2 7 .  16 2 6 . 7 1 1 5 .  16 2 6 . 9 0
16 2 1 .  58 1 5 . 8 8 2 7 . 9 8 2 5 .  56 1 5 . 4 2 2 5 . 4 3
17 2 6 . 7 0 4 3 .  19 2 8 . 3 5 2 6 .  37 4 5 . 0 6 2 7 .  19
18 3 2 . 7 0 4 7 . 2 0 2 7 . 5 0 3 0 .  37 4 9 . 0  7 2 7 . 3 6
19 3 7 .  28 48 . 1 0 2 5 . 7 3 3 3 .  18 4 9 .  51 2 6.  52
' 20 3 5 .  20 21 . 2 5 2 4 . 2 0 3 5 .  44 1 9 . 7 9 2 4 .  50
21 3 3 . 7 9 2 9 . 3 1 2 3 * 7 1 3 4 . 5 4 2 8 .  73 2 2 .  59
22 3 3 .  57 3 0 . 3 9 2 3 . 4 7 3 4 . 7 9 3 0 .  17 2 4 .  19
23 3 3 . 4 4 3 0 . 4 5 2 3 . 3 2 3 3 . 9 4 3 0 . 0 8 2 3 .  57
2 4 3 3 . 3 5 3 0 . 4 4 2 3 . 2 3 3 4 .  50 3 0 .  13 2 2 . 9  1
2 5 3 3 . 2 9 3 0 . 4 3 2 3 .  18 3 4 . 7 1 30 . 1 5 2 2 . 9 2
26 3 3 . 2 4 3 0 . 4 2 2 3 .  16 3 5 . 0 2 3 0 . 0 0 2 2 . 8 3
27 3 3 . 2 0 3 0 . 4 2 2 3 .  15 3 6 . 8 7 3 0 . 0  6 2 2 . 0 0
28 3 3 .  17 3 0 . 4 1 2 3 .  14 3 2 . 7 4 3 0 . 0 8 2 3 . 2 7
29 3 3 . 1  5 3 0 . 4 1 2 3 .  14 3 6 . 2 4 3 0 . 0 2 2 0 . 7 5
30 3 3 .  14 3 0 . 4 1 2 3 .  15 3 7 .  36 3 0 .  36 2 2 . 2 6
SAMPLE MO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0 5 0 . 9 2 3 . 3 7 4 . 0 0 4 . 0 0 4 . 0 0
1 2 . 4 5 2 . 0 2 2 . 2 6 3 .  14 0 . 9 3 2 . 9 5
2 3 . 4 6 1 . 9 8 2 . 0 7 2 . 9 9 0 . 8  7 2 .  73
. 3 4 . 2 6 1 . 4 9 1 . 9 2 2 . 8 8 0 . 8 5 2 .  56
4 4 . 2 8 1 . 0 7 1 . 7 2 2 . 9 1 0 . 9 0 2 . 5 4
5 4 .  1 6 0 .  77 1 . 7 3 2 . 9  1 0 . 8 9 2 . 4 8
6 3.  6 2 0 .  54 1 . 4 1 2 . 8 8 0 . 8 8 2 . 3 8
7 2 . 1 0  . 2 . 0 0 1.  57 2 . 7 8 0 . 8 3 2 . 2 0
8 4 .  1 1 2 .  17 1 . 3 5 2 . 8 5 0 . 8 9 2 . 2 6
9 5.  4 5 1-. 77 1 . 3 0 2 . 9 7 0 . 9 3 2 . 4 1
10 5 . 8 1 1 . 4 4 1.  50 3 . 0 0 0 . 9  1 2 .  51
11 5 . 9 0 i - i 7 1 . 8 2 3 . 0 3 0 . 9 2 2 .  59
12 5.  57 0 . 9 9 1 . 8 1 3 . 0 3 0 . 9  1 2 .  65
13 4 . 8 7 0 . 8 8 1.  74 2 . 9 9 0 . 8 8 2 . 6 5
14 4 . 2 8 0 . 7 7 1 . 7 9 3 . 0 0 0 . 8 9 2 .  70
15 4 . 2 2 0 . 7 2 1.  78 2 . 3 8 0 . 8 3 2 . 6 0
16 4 .  1 6 0 .  66 1 . 9 2 2 . 9 0 0 . 8 7 2 .  63
17 2 . 0 7 1 . 7 8 1 . 63 2 . 7 7 0 . 8 1 2 .  50
18 3 . 3 1 1 . 8 9 1 . 4 3 2 . 7 7 0 . 8 4 2 . 4 7
19 4 . 4 6 1 . 4 2 1 . 5 5 2 . 8 4 0 . 8 8 2 .  50
20 2 . 0 3 1.  37 1.  51 2 .  72 0 . 8  1 2 . 3 4
21 1 . 9  5 0 .  72 1.  34 2 .  65 0 . 8 0 2 . 2 4
22 2 . 0 6 0 . 4 1 1 . 4 0 2 . 6 6 0 . 8 2 2 . 2 3
23 1 . 9 0 0 .  39 1.  35 2 . 7 1 0 . 8 5 2 . 2 7
24 1 . 8 8 0 .  36 1 . 3 4 2 .  58 0 .  77 . 2 . 1 4
2 5 2 .  1 6 0 .  33 1 . 3 0 2 . 6 0 0 . 8  1 2 . 1 6
26 2 .  38 0 . 3 3 1 . 32 2 .  56 0 . 8 0 2 .  1 1
27 2 .  19 0 .  33 1.  3 3 2 .  68 0 . 8 6 2 . 2  1
28 2 . 3 4 0 .  33 1 . 2 2 2 . 6 5 0 . 8 2 2 . 2 0
29 2 . 4 7 0 . 3 1 1 . 4 6 2 . 6 6 0 . 8 3 2 . 2 0
30 2 .  3 5 0 . 3 1 1.  19 2 . 6 8 0 . 8 3 2 . 2 2
HUN 14 CODE 117 NKMT2 = 100
SAMPLE NO. XAT XATC XACA ST STC STCA
' 0 2 0 . 2  5 1 5 . 6 3 3 2 . 6 3 2 4 . 3 0 1 6 . 6 0 3 6 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 5 .  18 4 5 .  12 3 4 .  76
2 3 2 . 0 0 4 7 .  10 3 0 . 4 4 2 9 . 2 3 4 9 .  19 29 . 2 2
3 3 6 . 7  7 48 . 0 3 2 7 . 8 2 3 1 . 6 9 4 9 .  51 28 . 4 0
4 4 0 . 3 1 4 8 . 5 6 2 5 . 0 5 3 4 . 7 8 4 9 .  65 2 4 . 9 3
5 4 2 . 9 3 4 8 . 9  5 2 2 .  58 3 8 . 5 1 4 9 . 5 8 2 1 . 1 3
6 4 4 . 8  5 4 9 . 2 4 2 0 .  58 39 . 22 4 9 . 7 6 2 0 . 4 0
7 4 0 .  8 0 2 2 . 0 3 1 9 . 5 3 3 9 . 2  5 1 9 . 9 2 2 0 . 2 2
8 3 5 .  57 1 8 . 1 9 1 9 . 8 0 3 7 . 9 5 1 5 . 9 6 2 0 .  62
9 3 1 .  58 1 7 . 3 7 2 0 . 6 6 3 6 . 2 6 1 5 .  40 21 . 0 0
10 2 8 .  61 1 6 . 9 2 2 1 . 7 6 3 2 . 7 6 1 5 .  44 2 3 . 4 4
11 2 6 .  42 16 .  59 2 2 . 9 4 2 9 . 4 6 1 5 . 5 3 2 2 . 4 2
12 2 4 . 8 0 1 6 . 3 5 2 4 . 1 1 2 7 . 2 9 1 5 . 2 3 2 3 . 9 8
13 2 3 . 6 0 1 6 . 1 8 2 5 . 2 1 2 6 . 7 8 1 5 . 1 2 2 7 . 8 0
14 2 2 . 7  1 1 6 . 0 5 2 6 . 2 3 2 6 .  54 1 5 . 2 6 2 6 .  75
15 2 2 .  06 1 5 . 9 5 2 7 .  16 2 6 . 6 9 1 5 .  16 2 7 .  77
16 2 1 .  58 1 5 . 8 8 2 7 . 9 8 2 5 . 7 0 1 5 . 4 3 2 5 . 8  7
17 2 6 . 7 0 . 4 3 . 1 9 2 8 . 3 5 2 6 .  46 4 5 . 0 6 2 7 . 4 0
18 3 2 . 7 0 4 7 . 2 0 2 7 .  50 3 1 . 9 5 4 9 .  10 2 7 . 0 9
19 3 7 .  28 4 8 .  10 2 5 . 7 3 3 4 .  20 49 . 52 2 6 . 2 7
20 ' 3 5 . 2 0 2 1 .  25 2 4 .  20 3 5 . 9  1 1 9 . 8 0 2 4 .  3 5
21 3 3 . 7 9 2 9 . 3 1 2 3 .  71 3 2 .  62 2 8 .  69 2 3 . 0 4
• 22 3 3 .  57 3 0 .  39 2 3 . 4 7 3 4 .  26 3 0 .  15 2 4 . 3 1
2 3 3 3 .  4 4 3 0 . 4 5 2 3 . 3 2  . 3 4 .  67 3 0 . 0  6 2 2 . 7 9
2 4 3 3 .  35 3 0 . 4 4 2 3 . 2 3 3 4 . 7 5 3 0 .  1 3 2 2 .  12
25 3 3 . 2 9 3 0 . 4 3 2 3 .  18 3 4 . 7 6 3 0 . 1 5 2 2 .  50
26 3 3 . 2 4 3 0 .  42 2 3 .  1 6 3 3 . 8 6 2 9 . 9 7 " 2 2 . 9  7
27 3 3 .  20 3 0 .  42 2 3 . 1 5 38 .  29 3 0 . 0 9 2 1 . 6 6
28 3 3 .  17 3 0 .  41 2 3 . 1 4 . 3 0 . 7 9 3 0 . 0 4 2 3 .  58
29 3 3 .  1 5 3 0 .  41 2 3 . 1 4 3 4 . 0 0 2 9 . 8 9 2 0 .  51
30 3 3 .  1 4 3 0 .  41 2 3 . 1 5 3 5 . 7 1 3 0 . 3 2 2 2 .  67
SAMPLE NO. SDST SDSTC SDSCA y SDPT SDPTC SDPCA
0 4 . 0  5 0 . 9 2 3 .  37 4 . 0 0 4 . 0 0 4 . 0 0
1 2 . 4 5 2 . 0 2 2 . 2 6 3 .  14 0 . 9 3 2 . 9 5
2 3 . 4 6 1 . 9 8 2 . 0 7 2 . 9 9 0 . 8 7 2 .  73
3 4 . 2 6 . .1 . 49 1 . 9 2 2 . 8 8 0 . 8 5 2 .  56
4 4 .  28 1 . 0 7 1 . 7 2 2 . 9  1 0 . 9 0 2 . 54
• 5 4 . 0 5 0 . 7 7 1 . 7 5 2 . 9 2 0 . 9 0 2 .  49
6 3 .  56 0 .  55 1 . 4 7 2 . 9 2 0 . 9 0 2 .  42
7 1 . 9 0 2 .  00 1 . 5 2 2 . 8 3 0 . 8 5 2 . 2 6
8 . 4 . 0 4 2 . 1 7 1 . 2 5 2 . 9  1 0 . 9 0 2 .  33
9 5 .  1 6 1 . 7 7 1 . 3 5 3 . 0 0 0 . 9 3 2 . 4 6
10 5 . 2 0 1 . 4 5 1 . 6 4 3 . 0 8 0 . 9 5 2 .  63
11 5 . 0 7 1 . 19 1 . 8 2 3 .  10 0 . 9  4 2 .  70
12 4 . 7  1 1 . 0 1 2 . 0 1 3 . 0 8 0 . 9 2 2 .  74
. 1 3 4 . 2 3 0 . 9 0 1 . 8 8 3 . 0 8 0 . 9 2 2 .  78
14 3 . 8 0 0 . 7 8 1 . 8 8 3 .  10 0 . 9 3 2 . 8 3
15 3 .  55 0 . 7  3 1 . 9 2 3 . 0 5 0 . 9 0 2 . 8 0
16 3.  69 0 .  68 2 . 0 6 3 .  1 1 0 . 9 4 2 . 3 8
17 2 .  1 6 1 . 7 8 1 . 7 6 3 . 0 4 0 . 8 9 2 . 8 1
18 3.  2 5 1 . 8 9 1 . 68 3 . 0 1 3 . 9 0 . 2 .  76
19 4 . 0 4 1 . 44 1 . 8 2 3 . 0 6 0 . 9 3 2 .  74
20 2 .  12 1 . 35 1 . 6 8 2 . 9 9 0 . 8 9 2 .  62.
21 1 . 9 8 0 . 7 2 1 . 5 2 2 . 9 6 0 . 8 9 2 . 5 6
22 2 . 1 4 0 .  42 * 1 . 7 4 3 . 0 0 0 . 9 2 . 2 .  59
23 1 . 8 7 0 .  38 1 . 6 7 3 . 0 2 0 . 9 2 2 . 6 1
24 2 . 0 8 0 .  37 1 . 6 2 2 . 9 2 0 . 8 6 2 . 5 1
25 2 .  17 0 .  35 1 . 5 6 2 . 9 0 0 . 8 7 2 .  49
26 2 . 4 6 0 .  34 1 . 5 1 2 . 8 7 0 . 8  6 2 . 4 5
27 2 . 3 8 0 .  33 1 . 58 2 . 9 4 0 . 9  0 2 . 5 1
28 2 .  40 0 .  34 1 . 4 0 2 . 9  1 0 . 8 8 2 .  49
29 2 . 4 4 0 .  33 1.  64 2 . 9 1 0 . 8 8 2 . 4 9
30 2 .  37 0 .  32 1 . 3 6 2 . 9 0 0 . 8 8 2 . 4 8
RUM 15 CODE 317 MXNT2 = 100
SAMPLE NO. XAT XATC XACA ST STC 5TCA
0 2 0 . 2 5 1 5 . 6 3 ' 3 2 . 6 3 2 4 . 3 0 1 6 . 6 0 3 6 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 5 .  18 4 5 . 1 2 3 4 .  76
2 3 2 . 0 0 4 7 . 1 0 3 0 . 4 4 2 8 . 6 0 4 9 .  13 2 9 .  10
3 3 6 . 7 7 4 3 . 0 3 2 7 . 8 2 31 . 8 9 49 • 50 28 . 0 2
4 4 0 .  31 43 . 56 2 5 . 0 5 3 5 . 0 9 49 . 62 2 6 . 0 7
5 4 2 . 9  3 43 . 9 5 2 2 . 5 8 3 8 .  39 49 . 57 2 4 . 0 1
6 4 4 . 8 5 4 9 . 2 4 2 0 . 5 8 3 9 .  50 49 . 77 2 2 . 2 3
7 4 0 . 8 0 2 2 . 0 8 1 9 . 5 3 39 . 54 1 9 . 9 3 2 1 . 2 5
8 3 5 .  57 1 8 .  19 1 9 . 8 0 3 7 . 8  5 1 5 . 9 6 2 1 . 2 7
9 3 1 .  58 1 7 . 3 7 2 0 - 6 6 3 5 . 9 5 1 5 . 4 0 21 . 3 2
10 2 8 .  61 1 6 . 9 2 21 . 7 6 3 2 .  50 1 5 . 4 5 2 2 . 8 0
11 2 6 .  42 16 .  59 2 2 . 9 4 2 8 . 9  2 1 5 . 4 2 2 3 . 3 1
12 2 4 . 8 0 1 6 . 3 5 2 4 .  1 1 2 7 . 0 1 1 5 . 3 0 2 4 . 6 9
13 2 3 . 6 0 1 6 . 1 8 2 5 . 2 1 2 6 .  58 1 5 . 2 2 2 7 . 4 6
14 2 2 . 7  I - 1 6 . 0  5 2 6 . 2 3 2 6 . 7 5 1 5 . 2 8 2 6 . 7 9
•15 2 2 . 0 6 1 5 . 9 5 2 7 . 1 6 2 6 . 9 5 1 5 . 2 5 2 7 . 8  1
16 2 1 . 5 8 1 5 . 3 8 2 7 . 9 8 2 7 .  56 1 5 . 4 7 2 6 . 8  7
17 2 6 . 7 0 4 3 .  19 2 8 . 3 5 . 2 8 . 6 0 4 5 .  12 2 7 .  19
18 3 2 . 7 0 4 7 . 2 0 2 7 . 5 0 3 3 . 0 9 4 9 .  16 ' 2 6 . 4 8
19 3 7 . 2 8 48 . 1 0 2 5 . 7 3 3 4 . 8 2 4 9 .  55 2 5 . 4 4
20 3 5 . 2 0 2 1 . 2 5 2 4 . 2 0 3 5 .  57 1 9 . 8 0 2 4 . 1 9
21 3 3 . 7 9 29 . 31 2 3 . 7 1 3 3 . 3 4 2 8 . 6 3 2 3 . 8 7
22 3 3 .  57 30 . 3 9 2 3 . 4 7 3 3 . 7 3 3 0 .  1 3 2 4 .  18
23 3 3 .  4 4 3 0 . 4 5 2 3 . 3 2 3 4 .  46 3 0 . 0 9 2 3 .  53
2 4 3 3 . 3 5 3 0 . 4 4 2 3 . 2 3 3 4 . 8 7 3 0 .  14 2 3 . 0 1
25 3 3 . 2 9 3 0 . 4 3 2 3 .  18 3 4 . 9 4 3 0 .  1 6 2 2 . 9 5
26 3 3 . 2 4 3 0 . 4 2 2 3 .  16 3 4 . 2 6 3 0 . 0 8 2 2 . 9  4
27 3 3 . 2 0 3 0 . 4 2 . 2 3 .  15 3 8 . 2 2 3 0 . 1 2 2 1 . 5 6
28 3 3 .  17 3 0 . 4 1 2 3 . 1 4  . 3 1 . 0 0 3 0 . 0 5 22  . 64
29 3 3 .  15 3 0 . 4 1 2 3 . 1 4 3 3 . 0 8 3 0 . 0 0 2 2 .  70
• 30 3 3 .  14 3 0 . 4 1 2 3 .  15 3 5 . 3 6 3 0 . 3 1 2 2 .  68
SAMPLE NO. SDST SDSTC SDSCA \ SDPT SDPTC SDPCA
. ' 0 4 . 0 5 0 . 9 2 3 .  37 4 . 0 0 4 . 0 0 4 . 0 0
1 2 . 0 5  . 2 . 0 2 2 . 1 0 2 . 7 8 0 . 8 4 2 .  59
,2 3 . 2  5 1 . 9 8 1 . 7 7 2 . 5 3 0 .  70 . 2 . 1 8
3 4 . 4 7 1 . 4 7 1 . 7 5 2 .  54 0 . 6 8 1 . 8 4
4 4 . 7 6 1 . 0 5 1 . 8 1 2 . 6 5 0 .  67 1 . 73
5 4 .  52 0 . 7 5 1 . 8 6 2 . 6 3 0 .  72 1 . 7 1
6 4 . 0 3 0 .  52 1 . 6 9 2 . 6 4 0 . 7 1 I . 60
7 1 . 7 1 2 . 0 2 1 . 54 2 . 3 5 0 . 7 1 1 . 53
8 4 . 0  3 2 . 1 7 1 . 0 4 2 .  50 0 . 7 1 1 . 4 9
9 5.  4 3 1 . 7 6 0 . 8 8 2 . 7 0 0 .  74 1 . 4 0
10 5 . 4 2 1 . 43 0 . 8 9 2 . 8 7 0 .  72 1 . 4 2
11 5.  31 1 . 1 8 1 . 0 9 2 . 9 9 0 . 69 1 . 42
12 4 . 9  3 0 . 9 9 1 . 1 6 2 . 9 6 0 .  73 1 .  54
13 4 . 4 7 0 . 8 8 1 . 1 5 2 . 9 7 0 .  68 1 • 56
14 3 . 8 8 0 . 7 7 1 . 1 1 2 . 8 9 0 . 6 9 1 . 6 3
15 . 3 .  61 0 . 7 2 1 . 2 2 2 . 8 5 0 . 6 9 1 . 58
16 3.  57 0 . 6 6 1 . 3 5 2 . 8 7 0 . 7 0 1 . 6 4
17 2 . 0 1 1 . 7 9 1 . 1 6 2 . 8 2 ' 0 .  70 1 . 60
.18 3.  29 1 . 8 8 0 . 9 6 2 . 9 0 0 .  72 1 . 5 6
19 4 . 0 0 1 . 43 1 .  1 1 2 . 9 3 0 . 6 9 1 . 60
20 2 . 1 1 1 . 3 7 1 . 1 1 2 . 8 3 0 . 6 9 1 . 53
21 2 . 0 0 0 . 7 1 0 . 9 8 2 . 7 8 0 . 6 8 1 . 51
22 2 .  16 0 .  42 0 . 9 4 2 . 8 0 0 . 6 9 1 . 51
23 1 . 8 6 0 .  37 0 . 8 2 2 . 8 0 0 . 7 2 1 . 4 4
24 2 . 0 7 0 .  36 0 . 8 5 2 . 7 7 0 . 6 3 1 . 4 5
25 2 .  1 3 0 . 3 3 0 . 8 4 2 . 6 4 0 . 6 8 1 . 52
26 2 . 4 1 0 . 3 3 0 . 9 4 2 . 6 7 0 . 6 5 1 . 4 7
27 2 .  43 0 .  32 0 . 9 6 2 . 7 5 0 .  69 1 . 5 1
28 2 .  40 0 .  32 0 . 9 2 2 . 6 9 0 .  69 1 . 4 7
29 2 .  44 0 . 3 1 1 . 0 6 2 . 6 5 0 .  70 1 . 52
30 2 .  36 0 . 3 1 0 . 9 7 2 . 6 3 0 . 6 9 1 . 51
RUM 16 CODE 100017
SAMPLE MO. XAT XATC
0 2 0 . 2 5 1 5 . 6 8
1 2 5 . 7 3 4 3 . 0 5
2 3 2 . 0 0 4 7 .  10
3 3 6 . 7 7 48 . 0 3
4 4 0 .  31 48 . 56
5 4 2 . 9 3 4 8 . 9 5
6 4 4 . 8  5 4 9 .  24
7 4 0 . 8 0 2 2 . 0 8
8 3 5 .  57 1 8 .  19
9 3 1 .  58 17 .  37
10 28 . 6 1 1 6 . 9 2
11 2 6 .  42 16 .  59
12 2 4 . 8 0 1 6 .  35
13 2 3 .  60 1 6 .  18
14 2 2 .  7 1 1 6 .  05
15 2 2 . 0 6 1 5 . 9 5
16 2 1 .  58 1 5 . 8 8
17 2 6 .  70 4 3 .  19
18 3 2 . 7 0 4 7 . 2 0
19 3 7 . 2 8 4 8 .  10
20 3 5 .  20 2 1 . 2 5
21 3 3 . 7 9 2 9 . 3 1
2 2 3 3 .  57 3 0 .  39
2 3 3 3 . 4 4 . 3 0 . 4 5
2 4 3 3 .  35 3 0 . 4 4
2 5 3 3 . 2 9 3 0 .  43
2 6 3 3 . 2 4 3 0 .  42
27 3 3 . 2 0 3 0 . 4 2
28 3 3 . 1 7 3 0 .  41
29 3 3 .  1 5 3 0 . 4 1
30 3 3 .  14 3 0 . 4 1
SAMPLE MO. SDST SDSTC
0 4 . 0  5 0 . 9 2
1 0 .  64 2 . 0 6
2 3 . 2 0 2 . 1 3
. 3' 3 . 9 0 1 . 57
4 3 . 4 1 1.  19
5 . 2 . 1 9 0 .  14
6 2 . 2 8 0 . 2 7
. 7 2 . 0 7 2 . 7 1
8 6 . 0 1 2 .  48
9 7 . 6 5 2 . 7  6-
10 7 .  37 2 . 2 2
11 . 5.  53 1 .  54
12 2 . 8 3 1.  50
13 1 . 0 5 1 . 6 9
. 1 4 0 .  40 I . 4 8
15 1 . 1 1 1 . 55
16 1 . 2 8  . 0 .  59
17 5.  51 1 . 9 7
18 7 . 9  1 1 . 8 6
19 8 . 6 9  • 1 . 0 9
20 3 . 6 3 2 . 3 1
21 1 . 0 7 1 . 1 9
22 0 .  67 0 . 0 2
23 1. 58 0 . 1 0
24 2 . 2 7 0 . 1 3
25 2 .  52 0 .  39
26 1 . 8 9 0 . 0 8
27 3 .  2 5 0 . 1 0
28 I .  66 0 . 40
29 1 . 6 3 0 . 0 7
30 1 . 9  1 0 . 7 7
NKMT2 1
XACA - ST STC STCA
3 2 . 6 3 2 4 . 3 0 1 6 . 6 0 3 6 . 0 0
3 2 . 2 0 2 5 . 0 8 4 5 .  1 1 3 4 . 8 2
3 0 . 4 4 2 8 . 7 9 4 9 . 2 3 29 . 2 7
2 7 . 8 2 3 2 . 8 7 49 . 59 2 6 . 8 4
2 5 . 0 5 3 6 . 9  1 49 . 76 2 4 .  02
2 2 .  53 4 0 . 7 4 4 9 . 0 9 2 1 . 1 2
2 0 .  58 4 2 .  57 49 . 51 1 9 . 0 9
1 9 . 5 3 4 2 . 8 6 19 . 37 1 7 . 9 8
1 9 . 8 0 41 . 59 1 5 . 7 1 1 8 . 1 9
2 0 . 6 6 • 3 9 . 2 3 1 4 . 6 1 1 8 . 6 6
21 . 7 6 3 5 . 9 9 1 4 . 7 0 2 0 .  14
2 2 . 9 4 3 1 . 9 5 1 5 . 0 5 2 1 . 1 3
2 4 .  11 2 7 . 6 3 1 4 . 8 6 2 3 . 4 7
2 5 . 2 1 2 4 . 6 4 1 4 . 4 9 2 6 . 0 7
2 6 . 2 3 2 2 .  31 1 4 .  57 2 7 .  57
2 7 .  1 6 2 0 . 9  4 1 4 . 4 0 29 . 9 3
2 7 . 9 8 2 0 . 2 9 1 5 . 2 9 30 . 61
2 8 . 3 5 2 1 . 1 9 4 5 .  1 7 31 . 32
2 7 . 5 0 2 4 . 7 9 4 9 . 0  6 3 1 . 0 6
2 5 . 7 3 2 8 .  59 4 9 . 2 0 3 0 .  1 2
2 4 . 2 0 31 . 57 1 8 . 9 4 • 28 . 1 9
2 3 . 7 1 3 2 . 7 2 2 8 .  1 1 2 5 . 8 5
2 3 . 4 7 3 4 . 2 3 3 0 .  37 2 5 .  14
2 3 . 3 2 3 5 . 0 2 3 0 .  35 2 3 . 8  5
2 3 . 2 3 3 5 .  62 3 0 .  57 2 2 .  4 5
2 3 .  18 3 5 . 8 0 3 0 . 8 2 21 . 8 8
2 3 .  16 3 5 .  1 3 3 0 .  50 21 . 67
2 3 .  15 3 6 .  45 3 0 . 3 2  . 2 0 .  66
2 3 .  14 3 4 . 8  3 3 0 . 8 2 2 0 .  71
2 3 .  14 3 4 . 7 9 3 0 .  34 2 0 . 2 3
2 3 . 1 5 3 5 . 0 5 3 1 . 1 8 2 0 . 5 6
SDSCA SDPT ’ SDPTC SDPCA
3 . 3 7 4 . 0 0 4 . 0 0 4 . 0 0
2 . 6 2 2 . 6 9 0 • 60 2 . 4 5
1 . 1 7 2 .  10 0 .  50 1 . 3 0
0 . 9 8 1 . 7 5 0 .  50 1 . 4 4
1 . 0 4 1 . 52 0 .  50 1 . 2 2
1 . 4 6 1 . 3 7 0 .  50 1 . 0 7
1 . 4 9 1 . 2 6 0 .  50 0 . 9  5
1 . 5 5 1 . 19 0 . 5 0 0 . 3 3
1 . 6 0 1 . 1 4 0 .  50 0 . 8 3
2 . 0 0 1 . 1 0 0 .  50 0 . 8  1
1 . 6 2 1 . 0 8 0 .  50 0 . 8 0
1 . 8 1 1 . 0 6 0 .  50 0 . 8  1
0 . 6 4 1 . 0 5 0 . 50 0 . 8  2
0 . 8 6 1 . 0 4 0 .  50 0 . 8 4
1 . 3 4 1 . 0 3 0 .  50 0 . 8 6
2 . 7 7 1 . 0 3 0 .  50 0 . 8 3
2 . 6 3 1 . 0 3 0 .  50 0 . 9 0
2 . 9 7 1 . 0 2 0 .  50 ' 0 . 9 1
3 .  56 1 . 0 2 0 .  50 0 . 9 2
4 . 3 9 1 . 0 2 0 .  50 0 . 9  1
3 . 9 9 1 . 0 2 0 .  50 0 . 8 9
2 .  14 1 . 0 2 0 .  50 0 . 8 3
1 . 6 7 1 . 0 1 0 .  50 0 . 8 6
0 .  53 1 . 0 1 0 .  50 0 . 8 4
0 .  78 1 . 0 1 0 .  50 0 . 3 3
1 . 3 1 1 . 0 1 0 .  50 0 . 8 2
1 . 4 8 1 . 0 1 0 .  50 0 . 8  1
2 . 4 9 1 . 0 2 0 . 5 0 0 . 8  1
2 . 4 3 1 . 0 2 0 .  50 0 . 8 0
2 . 9  1 1 . 0 2 0 • = 0 0 . 8 0
2 .  59 1 . 0 2 0 .  50 0 . 8 0
BUM 17 CODE 27 NXNT2 = 100
SAMPLE NO. XAT XATC
0 2 0 . 2 5 1 5.  68
1 2 5 . 7 3 4 3 . 0 5
2 3 2 . 0 0 4 7 . 1 0
•3 3 6 . 7 7 4 8 . 0  3
4 4 0 .  31 4 8 .  56
5 4 2 . 9  3 . 4 8 . 9  5
6 4 4 . 8 5 4 9 . 2 4
7 4 0 . 8 0 2 2 . 0 8
8 3 5 .  57 1 8 . 1 9
9 3 1 .  58 1 7 .  37
10 2 8 .  61 1 6 . 9 2
11 2 6 .  42 1 6 . 59
12 2 4 . 8 0 1 6 . 3 5
13 2 3 .  60 1 6 .  18
14 2 2 . 7 1 1 6 . 0 5
15 2 2 . 0 6 1 5 . 9 5
16 2 1 .  58 1 5 . 8 8
17 2 6 . 7 0 4 3 .  19
18 3 2 . 7 0 4 7 . 2 0
19 3 7 .  28 48 .  10
20 35 .  20 2 1 . 2 5
21 3 3 . 7 9 2 9 .  31
22 3 3 .  57 3 0 .  39
2 3 3 3 .  4 4 30 . 45
2 4 3 3 .  35 30 . 44
2 5 3 3 . 2 9 3 0 . 4 3
26 3 3 . 2 4 3 0 . 4 2
27 3 3 . 2 0 3 0 .  42
28 3 3 .  17 3 0 . 4 1
29 3 3 . 1 5 3 0 . 4 1
30 3 3 .  14 3 0 . 4 1
SAMPLE NO. SDST SDSTC
0 4 . 0  5 0 . 9 2
1 0 . 4 8 2 . 0 7
2 4 . 2  3 1 . 3 0
3 5 . 4 1 0 . 8 3
4 5 . 9  6 0 .  50
• 5 . 5 . 9  1 0 .  1 6
6 6 . 8  4 0 . 0 6
7 2 .  59 2 .  58
8 1 . 6 5 2 . 4 3
9 3 . 9 0 2 .  08
10 5 . 0 7 1 . 6 0
11 4 . 8  6 I . 2 8
12 4 . 4 8 1 . 1 4
13. 5.  31 1 . 0 1
14 5 . 2  5 0 . 8 5
15 5 . 8  4 0 .  78
16 5 . 6 8 - 0 . 5 8
17 1 . 2 6 1 . 8 1
18 0 . 9 5 1 . 7 8
19 3 . 3 4 1.  25
20 0 . 3 7 1 . 6 5
21 0 . 8 4 0 . 8 1
22 0 . 3 7 0 . 4 3
23 0 . 1 0 0 .  49
24 0 . 50 0 . 4 4
2 5  . 0 . 9 0 0 .  40
2 6 0 .  2 4 0 .  47
27 3 .  1 1 0 . 4 1
28 0 .  2 6 0 .  36
29 1. 69 0 . 4 5
30 2 . 9 3 0 .  26
XACA ST STC STCA
3 2 .  63 2 4 .  30 1 6 .  60 3 6 . 0 0
3 2 . 2 0 2 5 . 2 4 4 5 .  12 3 4 . 4 2
3 0 .  44 2 7 . 7 7 4 3 . 4 0 3 2 .  69
2 7 . 8 2 31 . 3 6 48 . 8  6 3 0 .  55
2 5 . 0 5 3 4 .  35 4 9 .  0 7 28 . 50
2 2 .  58 3 7 . 0 2 49 . 1 1 2 6 .  59
2 0 . 5 8 3 8 . 0 1 4 9 .  30 2 4 . 8 4
19 .  53 3 8 . 2 0 1 9 .  50 2 3 .  60
1 9 . 8 0 3 7 . 2 2 1 5 . 7 6 . 2 2 . 3 1
2 0 .  66 3 5 . 4 8 1 5 . 2 9 2 2 .  43
21 . 7 6 ' 3 3 .  68 1 5 .  32 2 2 . 3 9
2 2 . 9 4 3 1 .  28 1 5 .  31 22  . 54
2 4 .  1 1 2 9 . 2 8 1 5 . 2 1 2 2 . 9 8
2 5 . 2 1 2 8 . 9 0 1 5 .  1 7 2 3 .  72
2 6 . 2 3 2 7 . 9 6 1 5 . 2 0 2 4 . 2 6
2 7 .  16 2 7 . 9 0 1 5 . 1  7 2 4 . 8 8
2 7 . 9 8 2 7 . 2 5 I 5 .  30 2 5 . 3 0
2 8 . 3 5 2 7 . 9 5 4 5 . 0 0 2 5 .  66
2 7 .  50 31 . 76 . 4 8 . 9 8 2 5 . 9 3
2 5 . 7 3 3 3 . 9 4 49 . 3 5 2 5 . 3 6
2 4 . 2 0 3 4 . 8 3 19 . 60 2 4 . 6 1
2 3 . 7 1 3 2 . 9 6 2 8 . 4 9 2 3 . 9 3
2 3 . 4 7 3 3 . 9 3 2 9 . 9  5 2 3 .  79
2 3 . 3 2 3 3 .  54 2 9 . 9  6 2 3 . 5  !
2 3 . 2 3 3 3 . 8 6 3 0 . 0 1 2 3 . 3 7
2 3 .  18 3 4 .  19 3 0 . 0  3 2 3 . 2 2
2 3 .  16 3 3 . 4 8 2 9 . 9 5 2 3 . 0  3
2 3 .  15 3 6 .  31 3 0 . 0 1 2 3 . 1 2
2 3 . 1 4 3 3 . 4 4 3 0 . 0  6 2 2 .  54
2 3 .  14 3 4 . 8 4 2 9 . 9  7 2 2 . 7 2
2 3 . 1 5 3 6 . 0 7 3 0 .  1 5 2 2 .  61
SDSCA SDPT SDPTC- SBCA
3 . 3 7 4 .  00 4 . 0 0 4 . 0 0
2 . 2 3 2 i  72 0 . 60 3 . 0 9
2 . 2 5 2 . 1 1 0 . 5 0  . 2 . 4 7
2 .  73 1 . 7 4 0 . 4 9 1 . 9 6
3 . 4 5 1 . 6 3 0 . 4 9 1 . 5 3
4 . 0 1 1 . 6 4 0 .  49 1 . 1 8
4 . 2 6 1 . 7 1 0 . 4 9 0 . 9 3
4 . 0 7 1 . 7 2 0 .  49 0 .  78
3 . 0 2 1 . 7 2 0 . 4 9 0 . 6 8
1 . 77 1 . 7 0 0 . 4 9 0 .  62
0 . 6 3 1 . 7 1 0 . 4 9 . 0 .  56
0 . 3 9 1 . 7 3 0 .  49 ■ 0 .  52
1 . 1 3 1 . 8  1 0 . 4 9 0 .  48
1 . 4 9 1 . 8 8 0 . 4 9 0 .  44
1 . 9 7 1 . 9 1 0 . 4 9 0 . 4 2
2 . 2 8 1 . 9 3 0 . 4 9 0 . 4 2
2 .  68 1 . 9 3 0 . 4 9 0 . 4 3
2 .  69 1 . 9 3 0 .  49 0 . 4  5
1 .  56 1 . 9 2 0 . 4 9 . 0 . 4  7
0 . 3 8 1 . 9 4 0 .  49 0 .  52
0 . 4 1 1 . 9 4 0 .  49 0 . 57
0 . 2 2 1 . 9 4 0 . 4 9 0 . 60
0 .  33 1 . 9 6 0 . 4 9 0 . 61
0 .  18 1 . 9 6 0 . 4 9 0 .  61
0 . 1 4 1 . 9 6 0 . 4 9 0 .  61
0 . 0 4 1 . 9 5 0 .  49 0 .  60
0 . 1 3 1 . 9 4 0 . 4 9 0 . 60
0 . 0 3 1 . 9 4 0 . 4 9 0 .  59
0 . 6 1 1 . 9 6 0 . 4 9 0 .  59
0 . 4 2 2 . 0 1 0 .  49 0 . 53
0 .  54 2 . 0 3 0 .  49 0 . 58
t
P.UM 18 CODE 57 MKNT2 = 1
SAMPLE-’NO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 1 5.  68 3 2 . 6 3 2 4 .  30 1 6 .  60 3 6 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 5 .  18 4 5 .  12 3 4 . 7 6
2 3 2 . 0 0 4 7 .  10 3 0 . 4 4 3 1 . 2 5 4 9 . 2 1 2 5 .  63
3 3 6 . 7 7 48 . 0 3 2 7 . 8 2 3 5 . 9 6 4 9 . 5 1 2 4 . 8  1
4 4 0 .  31 4 8 .  56 2 5 . 0 5 3 7 . 5 5 49 . 70 2 3 .  55
5 4 2 . 9 3 4 8 . 9  5 2 2 . 5 3 3 9 .  12 4 9 . 2 6 2 2 . 2 3
6 4 4 . 3  5 4 9 .  24 2 0 .  58 3 9 . 8  5 4 9 . 8 0 2 1 . 3 1
7 40 . 8 0 2 2 . 0 8 19 .  53 3 9 .  59 1 9 . 9  1 2 0 .  73
8 35 .  57 1 8 . 1 9 1 9 . 8 0 3 8 . 4 5 1 6 . 0 1 2 0 . 8  0
9 31 .  58 17 .  37 2 0 .  66 3 7 . 2 2 1 5 .  42 2 0 . 9  1
10 2 8 . 6 1 1 6 . 9 2 21 . 7 6 ' 3 6 .  1 5 1 5 .  53 21 . 34
11 2 6 .  42 16.  59 2 2 . 9 4 3 5 . 2 6  - 1 5 .  59 21 . 4 2
12 2 4 . 8 0 1 6 .  35 2 4 .  1 1 3 4 .  12 • 1 5 . 4 3 2 2 . 2 7
13 2 3 . 6 0 16 .  18 2 5 . 2 1 3 3 .  59 1 5 .  33 . 2 2 . 7 3
.A A 2 2 . 7  1 16.  0 5 2 6 . 2 3 3 3 . 1 2 1 5 . 4 6 2 2 . 8 8
15 . 2 2 . 0 6 1 5 . 9 5 . 2 7 . 1 6 3 2 . 6 5 1 5 . 4 0 2 3 . 4 2
. 1 6 2 1 . 5 8 1 5 . 8 8 2 7 . 9 8 3 2 . 2 7 1 5 . 6 2 2 3 . 5 0
17 2 6 . 7 0 4 3 . 1 9 2 8 . 3 5 3 2 . 9  4 4 5 . 2 4 2 3 .  77
18 3 2 . 7 0 4 7 .  20 2 7 .  50 3 4 . 7 1 4 9 . 2 3 2 3 .  51
19 3 7 . 2 8 4 8 .  10 2 5 . 7 3 3 6 .  12 4 9 . 5 7 2 3 . 0 8
20 3 5 .  20 21 . 2 5 2 4 . 2 0 3 6 . 4 7 19 . 78 2 2 . 4 6
21 3 3 . 7 9 29 . 3 1 2 3 . 7 1 3 6 . 2 0 2 8 . 6 9 2 2 .  1 1
22 3 3 .  57 3 0 .  39 2 3 .  47 3 6 .  38 3 0 .  18 2 2 .  1 7
23 3 3 .  44 3 0 . 4 5 2 3 .  32 3 6 .  54 3 0 .  1 5 2 1 . 8 7
2A 3 3 . 3 5 3 0 . 4 4 2 3 . 2 3 3 6 . 8 9 3 0 . 2 1 2 1 . 52
2 5 3 3 . 2 9 3 0 . 4 3 2 3 .  18 3 7 . 0 8 3 0 . 2 2 21 . 39
26 3 3 . 2 4 3 0 . 4 2 2 3 .  16 3 7 . 0 1 3 0 .  1 3 21 . 35
27 3 3 . 2 0 3 0 . 4 2 2 3 . 1  5 3 7 . 9 9 30 . 1 6 2 0 .  7 6
28 3 3 . 1 7 3 0 . 4 1  ‘ 2 3 .  1 4 3 7 . 5 1 3 0 .  2 7 2 0 . 8 4
29 3 3 .  1 5 3 0 . 4 1 2 3 .  14 3 7 . 9 3 3 0 .  1 3 20  . 53
30 3 3 .  14 3 0 .  41 2 3 .  15 3 8 . 2 6 3 0 . 3 4 2 0 .  51
SAMPLE NO * SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0 5 0 . 9 2 3 . 3 7 4 . 0 0 4 .  00 4 . 0 0
1 0 .  55 2 . 0 7 2 .  57 2 . 69 0 .  60 2 . 4 5
2 0 . 7 4 2 .  1 1 4 . 8 0 1.  34 0 . 50 1 . 32
3 0 . 8 1 1 . ‘48 3 . 0 1 0 . 9 5 0 .  49 1 . 0  7
A 2 . 7 7 1 . 1 3 I * 50 0 . 9 6 0 . 4 9 0 . 9 0
5 3 . 8 0 0 . 3 1 0 . 3 6 0 . 9 6 0 . 4 8 0 . 8  1
6 5 . 0 0 0 .  56 0 . 7 3 0 . 9 6 0 .  50 0 .  73
7 1 . 2 1 2 .  17 1 . 2 5 0 . 9 6 0 .  50 0 .  76
8 2 . 8 8 2 . 1 7 1 . 0 1 0 ’.  9 6 0 .  50 0 .  75
9 5.  64 1 . 9 5 0 . 2 5 0 . 9 7 0 .  50 0 .  75
10 7 .  54 1 . 39 0 . 4 3 0 . 9 8 0 .  50 0 . 7 6
11 8 . 8 4 1 . 0 1 1 . 52 1 . 0 0 0 .  50 0 .  77
12 9 .  32 0 . 9 2 1 . 8 4 1 . 0 1 0 .  50 0 .  78
13 9 . 9 9 0 . 8 0 2 . 4 8 1 . 0 2 0 . 50 0 . 79
1 4 1 0 . 4 1 •0.  59 3 . 3 5  ' 1 . 0 2 0 .  50 0 . 8  1
15 10 .  59 0 .  55 3 . 7 4 1 . 0 3 0 .  50 0 . 8 2
16 1 0 . 7 0 0 . 2 6 4 . 4 8 1 . 0 3 0 .  50 0 . 8 3
17 6 .  24 2 . 0 4 4 . 5 8 1 . 0 4 0 .  50 0 . 8 3
18 2 . 0 0 2 . 0 3 3 . 9 9 1 . 0 4 0 .  50 0 . 8 3
19 1 . 1 6 1 . 47 2 .  66 1 . 0 4 0 .  50 0 . 8 2
20 1 . 2 7 1 . 47 1 . 7 4 1 . 0 4 0 .  50 0 . 8 2
21 2 . 4 1 0 . 6 2 1 . 6 0 1 . 0 3 0 .  50 0 . 8  1
22 2 . 8  1 0 .  20 ' 1 . 3 0 1 . 0 3  . 0 .  50 0 . 8  1
23 3.  10 0 .  30 1 . 4 5 1 . 0 3 0 . 50 ■ 0 . 8 1
2 4 3 . 5 3 0 . 2 3 1 . 7 2 1 . 0 3 0 .  50 0 . 8 0
25 3 . 8 0 0 . 2 1 1 . 8 0 1 . 0 3 0 .  50 0 . 8 0
. 2 6 3 . 7 7 0 .  30 1 . 8 1 1 . 0 3 0 .  50 0 . 8 0
27 4 . 7 9 0 . 2 6 2 . 3 9 1 . 0 3 0 .  50 0 .  79
28 4.  34 0 . 1 4 2 .  31 1 . 0 3 0 .  50 0 .  79
29 4 . 7 8 0 .  28 2 .  56 1 . 0 3 0 .  50 0 .  79
30 5. 12 0 . 0 7 2 . 6 4 1 . 0 4 0 .  50 0 .  79
RUM 19 CODE 17 MKNT2 = 100
SAMPLE MO. XAT XATC XACA ST STC STCA
0 2 0 .  2 5 1 5 . 6 8 3 2 . 6 3 2 4 .  30 . 1 6 .  60 3 6 . 3 0
1 2 5 . 7 3  . 4 3 . 0  5 3 2 . 2 0 2 5 . 0 2 4 5 .  1 1 3 4 . 3 6
2 3 2 . 0 0 4 7 .  10 3 0 . 4 4 2 9 . 2 7 4 9 .  14 2 9 .  13
3 3 6 . 7 7 4 8 . 0  3 2 7 . 8 2 3 3 . 4 4 4 9 .  56 2 7 .  35
4 4 0 .  31 48 . 56 2 5 . 0 5 3 7 . 0 2 4 9 . 6 8 2 4 .  72
5 4 2 . 9 3 4 8 . 9  5 2 2 . 5 8 4 0 . 0 4 49 .  65 2 2 .  1 6
6 4 4 . 8  5 4 9 . 2 4 2 0 . 5 8 4 0 .  62 4 9 . 8 0 2 1 . 1 1
7 4 0 .  80 2 2 . 0 8 1 9 . 5 3 4 0 . 2 7 1 9 . 9 4 2 0 .  51
8 3 5 .  57 18 . 19 1 9 . 8 0 3 8 .  54 1 5 . 9 7 2 0 . 8 7
9 3 1 . 5 8 1 7 . 3 7 2 0 . 6 6 3 6 . 6 1 1 5 . 4 5 2 1 . 3 4
10 2 8 .  61 1 6 . 9 2 2 1 .  76 3 4 . 2 9 1 5 . 4 6 2 2 . 5 1
11 2 6 . 4 2 1 6 . 5 9 2 2 . 9 4 3 2 .  32 1 5 . 4 6 2 3 . 2  1
12 2 4 . 8  0 1 6 .  35 2 4 .  1 1 29 . 9 3 1 5 . 3 4 2 4 . 9 3
13 2 3 . 6 0 1 6 .  18 2 5 . 2 1 2 9 .  14 1 5 . 2 8 2 5 . 8 4
14 2 2 . 7 1 1 6 . 0 5 • 2 6 . 2 3 2 8 . 7 8 1 5 . 3 2 2 5 . 9  6
15 2 2 .  06 1 5 . 9 5 2 7 .  1 6 28 . 0 0 1 5 .  2 7 2 7 .  10
16 2 1 .  58 1 5 . 8 8 2 7 . 9 8 2 8 . 0 0 1 5 . 4 1 2 6 . 9  0
17 2 6 . 7 0 . 4 3 . 1 9 2 8 . 3 5 2 8 .  53 4 5 .  1 1 2 7 .  43
18 3 2 . 7 0 4 7 . 2 0 2 7 . 5 0 31 . 56 49 . 1 5 2 6 . 4 4
19 3 7 .  28 48 . 10 2 5 . 7 3 3 3 . 4 6 . 49 . 52 2 5 . 6 8
20 3 5 . 2 0 21 . 2 5 2 4 . 2 0 3 4 . 4 5 1 9 . 7 6 2 4 .  47
21 3 3 . 7 9 29 . 31 2 3 . 7 1 3 3 . 7 4 2 8 .  61 2 4 .  1 7
22 3 3 .  57 3 0 .  39 2 3 . 4 7 3 3 . 7 9 3 0 . 0  7 2 4 . 4 9
2 3 3 3 .  4 4 3 0 . 4 5 2 3 . 3 2 3 3 . 9 9 3 0 . 0 8 2 4 . 0  1
2 4 3 3 .  35 3 0 . 4 4 2 3 . 2 3 3 4 . 6 6 3 0 . 1 3 2 3 . 2 3
2 5 3 3 .  29 3 0 .  4 3 2 3 .  18 3 4 . 8 3 3 0 .  1 5 2 3 .  13
2 6 3 3 . 2 4 3 0 . 4 2 2 3 .  1 6 . 3 4 . 4 0 3 0 . 0 7 2 3 . 3 3
27 ' 3 3 . 2 0 3 0 .  42 2 3 . 1 5 3 6 . 9 0 3 0 .  1 3 21 . 64
. 2 8 3 3 .  17 3 0 . 4 1 2 3 . 1 4 ’ 3 4 . 8 5 3 0 .  18 2 2 . 6 7
29 3 3 .  15 3 0 . 4 1 2 3 .  14 3 6 . 0 6 3 0 . 0 9 2 1 . 8 5
30. 3 3 .  14 3 0 . 4 1 * 2 3 . 1 5 3 6 .  57 3 0 . 2 6 21 • 78
SAMPLE NO. SDST SDSTC SDSCA s SDPT SDPTC SDPCA
0 4 . 0  5 0 . 9 2 3 . 3 7 4 .  00 4 . 0 0 4 . 3 0
I 2 . 2 3 2 . 0 3 2 . 2 5 2 . 9 2 0 .  64 2 .  69
2 3 . 0  5 2 . 0 1 1 . 8 4 2 . 4 6 0 .  50 2 . 1  3
3 3 . 8 7 1 .  50 1 . 5 7 2 .  19 0 .  50 1 . 8 2
4 4 . 0 7 1 . 0 8 1 . 3 3  ' 2 . 0 1 0 .  50 1 . 62
5 4 .  14 0 . 7 6 1 . 30 1 . 8 9 0 .  50 1 . 4 7
6 3 . 8 4 0 .  53 1 . 1 3 1 . 8 1 0 .  50 1 . 3 7
7 1.  33 2 . 0 3 1 . 2 2 1 . 7 5 0 .  50 1 . 2 8
8 4 .  17 2 .  19 0 . 9 5 1 . 7 2 0 .  53 1 . 2 4
9 6 .  1 4 1 . 7 6 0 . 8 3 1 . 6 9 . 0 .  50 1 . 2 2
10 7 . 0 7 1 . 40 0 . 8 4 1 . 6 8 0 .  50 1 . 2 2
11 7 .  45 1 . 1 3 1 . 0 1 I . 66 0 .  50 1 . 2 3
12 7 .  35 0 . 9 4 1 . 1 0 1 . 6 6 0 .  50 ' 1 . 2  5
13 6 . 9 8 0 . 8 2 1 . 1 1 1 . 6 5 ■0 . 50 1 . 2 7
14 . 6 . 5 1 0 . 7 0  . 1 . 1 3 1 . 64 0 .  50 1 . 30
15 6.  27 0 .  64 1 . 2 7 1 . 6 3 0 .  50 1 . 3 3
16 5 . 9  1 0 .  59 1 . 4 0 1 . 6 3 0 .  50 1 . 3 5
17 1 . 9 6 1 . 8 5 1 . 3 7 1 . 6 2 0 . 5 0 1 . 3 7
18 2 . 2 9 1 . 9 2 1 . 1 3 1 . 6 2 0 .  50 1 . 38
19 4 . 2 5 1 . 44 0 . 9 4 1 . 61 0 .  50 1 . 3 7
20 1.  54 1 . 39 0 . 8 8 1 . 6 1 0 .  50 1 . 3 4
21 1 . 0 6 0 . 7 2 0 . 8 0 1 . 6 1 0 .  50 1 . 3 2
22 1. 36 0 . 4 1 0 . 8 0 1 . 6 1 0 .  50 1 . 3 0
23 I .  52 0 .  36 0 .  76 1 . 61 0 .  50 1 . 2 9
24 1 . 7 5 0 .  34 0 . 7 5 1 . 6 1 0 . 5 0 . 1 . 2 8
25 2 . 0 1 0 . 3 1 0 . 7 5 1 . 6 1 0 . 50
1 . 2 7
26 2 . 2 3 0 . 3 1 0 . 8 5 1 . 6 1 0 .  50 '
1 . 2 7
27 2 . 2 5 0 . 3 1 0 . 8 6 1 . 61 0 .  50
1 . 2 6
28 2 . 2 7 0 . 3 1 0 . 8 0 1 . 6 1 0 .  50
1 . 2 6
29 2 .  36 0 .  29 0 . 9 3 1 . 6 2 0 .  50
1 * 2 5
30 2 .  31 0 . 2 9 0 . 3 4 1.  62 0 .  50
1 . 2 5
RUM 20 ' CODE . 17 NKNT2 = 100
SAMPLE NO. XAT XATC ’ XACA ST STC STCA
0 2 0 .  2 5 15 .  68 3 2 . 6 3 2 4 .  30 1 6 . 6 0 3 6 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 4 . 8 7 4 5 .  1 1 3 4 . 9  5
2 3 2 . 0 0 4 7 . 1 0 3 0 . 4 4 2 9 .  51 49 . 1 5 2 7 .  71
3 3 6 . 7 7 4 8 . 0 3 . 2 7 . 8 2 3 4 . 5 2 4 9 . 5 8 2 6 .  67
A 4 0 .  31 4 8 .  56 2 5 . 0 5 3 3 .  64 49 . 7 2 2 3 . 9  1
5 4 2 . 9 3 4 8 . 9  5 2 2 . 5 3 41 . 9 3 49 . 70 2 1 . 0 9
6 4 4 . 8 5 4 9 .  24 2 0 . 5 8 41 . 2 0 4 9 . 8 1 2 0 . 4 7
7 4 0 .  80 2 2 . 0 8 1 9 . 5 3 4 0 . 3 8 1 9 . 9 5 2 0 . 2 4
8 3 5 .  57 I S .  19 1 9 . 8 0 3 7 . 6 8 1 5 . 9 5 21 . 2 8
9 3 1 .  58 1 7 .  37- 2 0 .  6 6 3 4 . 8 4 1 5 . 4 1 2 2 . 0 8
10 2 8 . 6 1 1 6 . 9 2 2 1 . 7 6 3 1 . 5 5 1 5 .  39 2 3 . 9 4
11 2 6 .  42 1 6 .  59 2 2 . 9 4 2 9 . 0 9 1 5 . 3 8 2 4 . 4 9
12 2 4 . 8 0 1 6 . 3 5 2 4 .  1 1 2 5 . 9 2 1 5 . 2 4 2 7 .  11
13 2 3 . 6 0 1 6 . 1 8 2 5 . 2 1 2 6 .  18 1 5 . 2 1 2 7 . 9 6
14 2 2 . 7 1 1 6 . 0 5 2 6 . 2 3 2 6 .  57 1 5 . 2 7 2 7 .  12
15 2 2 . 0 6 1 5 . 9 5 2 7 .  16 2 5 . 9 4 1 5 . 2 2 29 . 0 2
16 2 1 . 5 8 1 5 . 8 8 2 7 . 9 8 2 6 . 4 9 1 5 . 3 8 2 7 .  73
17 2 6 . 7 0 4 3 .  19 2 8 .  35 2 6 . 8 8 4 5 . 0 7 2 8 .  58
18 3 2 . 7 0 4 7 .  20 2 7 . 5 0 3 2 . 0 3 49 . 1 6 2 6 . 8 7
19 37 .  28 4 8 .  10 2 5 , 7 3 3 4 .  1 1 4 9 .  53 2 6 . 0 5
20 35 .  20 21 . 2 5 2 4 . 2 0 3 5 . 4 2 1 9 . 7 8 2 4 .  38
21 3 3 . 7 9 2 9 .  31 2 3 . 7 1 3 3 . 0 5 2 8 .  59 2 4 . 2 9
2 2 33 .  57 3 0 .  39 - 2 3 . 4 7 3 3 . 0 4 3 0 . 0  5 2 5 .  39
23 3 3 .  4 4 3 0 . 4 5 2 3 . 3 2 3 3 . 2 1 3 0 . 0 6 2 4 .  52
2 4 3 3 . 3 5 3 0 .  4 4 2 3 . 2 3 3 4 . 3 2 30 . 1 3 2 3 . 2 4
2 5 3 3 . 2 9  . 3 0 . 4 3 2 3 .  13 3 4 . 3 0 3 0 .  14 2 3 . 4 1
2 6 3 3 . 2 4 3 0 . 4 2 2 3 .  16 3 3 .  1 3 2 0 . 0  4 2 3 . 8 7
27 3 3 . 2 0 3 0 .  42 2 3 .  15 3 3 . 2 2 3 0 . 1 7 2 0 .  63
28 33 .  17 3 0 .  41 2 3 . 1 4 3 3 . 0 3 30 . 1 4 2 3 .  19
29 3 3 .  1 5 3 0 . 4 1 2 3 .  14 3 5 . 7 5 3 0 . 0 9 2 1 . 5 1
30 3 3 .  14 3 0 . 4 1 2 3 .  15 3 6 . 5 6 3 0 . 2  6 2 1 . 72
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0  5 0 . 9 2 3 . 3 7 4 . 0 0 4 . 0 0 4 .  00
1 2 . 5 8 2 . 0 2 2 . 4 5 3 . 1 4 0 . 6 9 .  . 2 . 9 3
2 2 . 9 8 2 .  0 2 2 .  12 ‘ 2 . 8  1 0 . 5 1 2 .  50
3 3 . 2 4 1 * 5 3 1 . 7 6 2 .  63 0 *  50 2 . 2 4
4 3 . 0 8 1 . 1 2 1 . 4 5 2 .  52 0 . 5 0 2 . 0  6
5 3 . 0 4 0 . 8 0 1 . 3 1 2 . 4 5 0 .  50 1 . 9 0
6 2 . 7 5 . 0 .  57 1 . 1 2 2 . 4 0 0 . 50 1 . 7 9
7 2 . 2 5 2 . 0 1 1 . 3 1 2 .  38 0 .  50 1 . 6 9
8 4 .  1 1 2 . 2 0 1 . 2 3 2 . 3 6 0 .  50 1 . 65
9 4 . 9  5 1 . 8 0  • 1 . 3 7 2 . 3 5 0 .  50 1 • 66
10 5 . 0  6 1 .  46 1 . 4 5 2 . 3 4 0 .  50 1.  70
11 5 . 0  3 1 . 2 0 1 . 5 1 2 . 3 4 0 .  50 1 . 75
12 4.  67 1 . 0 1 1 . 5 6 2 . 3 3 0 .  50 1 . 8  1
13 4 .  12 0 . 9 0 1 . 4 6 . 2 . 3 3 0 .  50 1 . 3  7
14 3 . 6 7 0 .  78 1 . 5 4 2 . 3 3 0 . - 50 1 . 9 3
15 3 . 6 9 0 . 7 1 1 . 3 7 2 . 3 3 0 . 50 1-.98
16 3 . 5 8 0 .  66 1 . 58 2 . 3 3 0 .  50 2 . 0 2
17 1.  66 1 . 8 0 1 . 2 9 2 . 3 3 0 .  50 2 . 0 5
18 3.  10 1 . 9 1 1 . 3 4 2 . 3 3 0 .  50 2 . 0 4
19 3 . 9 8 1 . 4 5 1 . 6 1 2 . 3 3 0 .  50 2 . 0 0
20 1. 66 1.  38 - 1 . 31 2 . 3 3 0 .  50 1 . 9 4
21 1 . 7 9 0 . 7 1 1 . 2 1 2 .  33 0 . 50 1 . 8 9
22 1 . 9 0  . 0 . 4 1 1 . 2 9 2 . 3 3 0 .  50 1 . 8  6
23 1 . 7 2 0 .  37 1 . 2 6 2 . 3 3 0 .  50 1 . 8  5
24 1 . 8 4 0 .  36 1 . 2 5 2 . 3 2 0 .  50 1 . 8 4
25 1 . 9 8 0 .  33 1 . 1 5 2 . 3 2 0 .  50 1 . 8 3
26 2 . 2 6 0 . 3 2 1 . 2 3 2 . 3 2 0 .  50 1 . 8 3
27 2 . 0 9 0 .  33 1 . 3 ! 2 .  32 0 .  50 1 . 8 2
28 2 . 0 4 0 .  33 1 . 1 0 2 .  32 0 .  50 1 . 8 2
29 2.  17 0 . 3 1 1 .  «j3 2 . 3 2 0 .  50 1 . 8 2
30 2 . 0 2 0 . 3 1 1 . 1 7 2 . 3 2 0 .  50 1 . 8 2
RUM 21 CODE 2017 N X N T 2 =  100
SAMPLE MO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 1 5 . 6 8 3 2 .  63 2 4 . 3 0 1 6 .  60 3 6 . 0 0
1 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 4 . 7 1 4 5 .  1 1 3 4 .  49
2 3 2 . 0 0 4 7 .  10 3 0 . 4 4 2 8 .  51 4 9 . 3 5 • 2 9 . 6 4
3 3 6 . 7 7 48 . 0 3 2 7 . 8 2 ' 3 6 . 9 6 4 9 . 4  5 23 . 63
4 4 0 .  31 48 . 56 2 5 . 0 5 4 1 *  08 4 9 . 8 0 2 5 . 2 6
5 4 2 . 9 3 4 8 . 9 5 2 2 .  58 4 3 . 8 1 43 . 1 7 2 1 . 8  7
6 4 4 . 8  5 49 . 2 4 2 0 .  53 3 9 . 6 5 5 0 . 3 1 19 . 79
7 4 0 . 8 0 2 2 . 0 8 1 9 .  53 3 9 . 7 6 1 9 . 1 3 2 0 . 0 0
8 3 5 .  57 1 8 . 1 9 1 9 . 8 0 3 6 .  53 1 6 .  52 2 0 . 9  6
9 3 1 . 5 8 1 7 .  37 2 0 .  66 3 1 . 7 7 1 3 . 9 6 2 0 . 9  3
10 2 8 .  61 1 6 . 9 2 21 . 7 6 2 8 . 4 9 1 5 . 4 2 2 2 . 7 8
11 2 6 .  42 1 6 .  59 2 2 . 9 4 2 3 . 6 1 1 6 .  09 2 2 . 4 3
12 2 4 . 8 0 1 6 . 3 5 2 4 .  1 1 ' 2 2 . 2 8 1 5 . 0 0 2 5 . 4 0
13 2 3 .  60 1 6 .  18 2 5 . 2 1 2 6 .  1 1 1 4 . 4 4 2 7 . 4 7
14 2 2 . 7  1 1 6 . 0 5 2 6 . 2 3 2 4 . 7 5 1 5 . 3 1 . 2  6 . 4 3
. 15 2 2 . 0 6 1 5 . 9 5 2 7 .  16 2 6 .  47 1 4 . 8 0 2 8 .  76
16 2 1 . 5 8 1 5 . 8 8 2 7 . 9 8 2 4 . 7  5 1 7 . 0 4 2 7 . 2 2
17 2 6 . 7 0 4 3 . 1 9 2 8 . 3 5 2 5 . 8 2 4 5 . 4 4 2 8 .  12
18 3 2 . 7 0 4 7 .  20 2 7 .  50 3 5 . 7 9 43 . 8 0 2 8 .  12
19 3 7 .  28 48 . 10 2 5 . 7 3 3 6 . 3 6 4 8 . 9  5 2 6 . 4 3
20 3 5 .  20 21 . 2 5 2 4 . 2 0 3 6 . 8 2 1 8 . 4 7 2 4 .  54
21 3 3 . 7 9 2 9 . 3 1 2 3 . 7 1 2 8 . 9  3 2 9 .  12 2 2 .  61
22 3 3 .  57 3 0 .  39 2 3 . 4 7 3 3 . 9 4 31 • 69 2 5 . 4 3
23 3 3 .  44 ' 3 0 . 4 5 2 3 . 3 2 3 1 . 8 3 3 0 . 0 0 2 3 . 9 0
24 3 3 .  35 3 0 .  44 2 3 . 2 3 3 3 .  1 3 3 0 .  55 2 2 . 8 8
25 3 3 . 2 9 3 0 . 4 3 2 3 .  18 3 3 . 7 7 3 0 . 7 3 2 3 . 2 6
26 3 3 . 2 4 3 0 .  42 2 3 .  16 3 0 . 9 7 2 9 .  64 2 3 . 0 9
27 3 3 . 2 0 3 0 . 4 2 2 3 .  15 4 0 . 9 9 2 9 .  70 21 .  79
28 33 .  1 7 3 0 . 4 1 2 3 .  14 2 7 . 8 1 31 . 3 2 2 1 . 3 1
29 33 .  1 5 3 0 . 4 1 2 3 .  14 3 5 . 4 5 2 9 . 2  7 - 2 1 . 3 5
30 3 3 .  14 3 0 . 4 1 2 3 .  15 3 7 . 7 8 31 . 9  5 2 2 .  1 7
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0  5 ‘ 0 . 9 2 3 . 3 7 4 * 0 0 4 . 0 0 4 . 0 0
1 3 .  14 1 . 7 9 1 . 9 3 4 . 0 0 4 .  00 4 . 0 0
2 3.  32 1 . 8 0 1 . 8 3 4 . 0 0 4 . 0 0 4 . 0 0
3 2 . 8 5 1 . 4 8 1 . 8 5 4 .  00 4 .  00 4 . 0 0
4 2 . 9 1 1 . 2 5 1 . 6 9 4 . 0 0 4 . 0 0 4 .  00
. 5 3 .  16 1 . 1 7 1 . 5 0 4 . 0 0 4 . 0 0 4 . 0 0
6 3 . 2 6 1 . 0 5 I . 19 4 . 0 0 4 .  00 4 . 0 0
7 3 . 2 8 1 . 7 4 1 . 4 4 4 . 0 0 4 . 0 0 4 . 0 0
. 8 3 . 4 2 1 . 9 3 1 . 5 2 4 . 0 0 4 . 0 0 4 . 0 0
9 3.  35 1 . 6 2 1 . 4 9 4 . 0 0 4 . 0 0 4 . 0 0
10 3.  44 1 . 50 1 . 4 8 4 .  00 4 . 0 0 4 . 0 0
11 3 . 2 6 1 . 3 9 1 . 5 8 4 . 0 0 4 . 0 0 4 . 0 0
12 3 . 6 8 •1 . 36 1 . 57 4 . 0 0 4 . 0 0 4 . 0 0
13 3.  1 2 1 . 37 1 . 3 9 4 . 0 0 4 . 0 0 , 4 . 0 0
14 2 . 8 2 1.  12 1 . 3 1 4 . 0 0 4 .  00 4 . 0 0
15 2 . 8 8 1 . 1 1 1 . 4 2 4 . 0 0 4 • 00 4 . 0 0
16 3 . 4 3 1 . 20 1 . 53 4 * 0 0 4 . 0 0 4 . 0 0
17 3 . 0 6 1 . 6 0 1 . 2 5 4*  00 4 . 0 0 4 . 0 0
18 3.  1 3 1 . 7 9 1 . 2 0 4 . 0 0 4 • 00 4 . 0 0
19 3 . 2 7 1 . 57 1 . 5 2 4 .  00 4 . 0 0 4 . 0 0
20 2 . 8 3 1 . 39 1 . 3 6 4 . 0 0 4 . 0 0 4 . 0 0
21 2 . 9 8 1 . 1 6 1 . 1 2 4 . 0 0 4 . 0 0 4 . 0 0
22 3.  30 0 . 9 8 - 1 . 2 4 4 . 0 0 4 .  00 4 .  00
23 2 . 6 1 1 . 1 4 1 . 2 4 4 . 0 0 4 .  00 4 . 0 0
24 3 . 0 6 0 . 9 3 1 . 2 9 4 * 0 0 4 . 0 0 4 . 0 0
25 2 . 8  4 1 . 0 2 1 . 3 3 4 . 0 0 4 . 0 0 4 .  00
26 3 . 2 6 1 . 0 1 1 . 3 0 4 * 0 0 . 4 . 0 0 4 . 0 0
27 3.  31 1 . 0 0 1 . 3 7 4 . 0 0 4 .  00 4 . 0 0
28 3.  34 1 . 0 4 1 . 2 1 4 *  00 4 . 0 0 4 . 0 0
29 2 . 8 6 1 . 0 6 1 . 4 1 4 . 0 0 4 . 0 0 4 . 0 0
30 3 . 0 0 1 . 0 0 1 . 2 0 4 . 0 0 4 . 00 4 . 0 0
RUN 22 CODE 77 NKNT2 = 1
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 I 5.  68 3 2 .  63 2 4 . 3 0 1 6 . 6 0 3 6 . 0 0
1 2 5 . 7 3 4 3 .  0 5 3 2 . 2 0 2 7 .  1 5 4 3 .  34 3 4 .  74
2 3 2 . 0 0 4 7 .  10 3 0 . 4 4 3 4 .  52 4 6 . 9 9 2 6 . 0 6
3 3 6 . 7 7 4 8 . 0 3 2 7 . 8 2 3 8 . 4 2 4 7 . 7 7 2 5 . 6 8
4 4 0 .  31 48 . 56 2 5 . 0 5 ■'41 .  36 4 8 .  30 2 3 .  55
5 4 2 . 9 3 4 8 . 9  5 2 2 . 5 8 4 3 .  22 4 8 .  31 2 1 . 0 3
6 4 4 . 8  5 4 9 .  24 2 0 .  58 4 3 .  35 48 . 66 1 9 . 7 7
7 4 0 .  80 2 2 . 0 8 1 9 . 5 3 39 .  29 2 1 . 4 1 ' 2 0 . 4 8
8 35 .  57 1 8 . 1 9 1 9 . 8 0 3 4 .  52 1 7 . 8 8 2 2 . 2 2
9 3 1 . 5 8 17.  37 2 0 . 6 6 3 0 .  53 1 6 . 9 3 2 1 . 9 7
10 2 8 . 6 1 1 6 . 9 2 21 . 7 6 2 7 . 7  4 1 6 . 6 6 2 4 .  34
11 2 6 .  42 16.  59 2 2 . 9 4 2 5 .  12 1 6 . 3 1 2 2 .  74
12 2 4 . 8  0 16.  3 5 2 4 .  1 1 2 3 .  53 1 6 . 0 4 2 6 .  55
13 2 3 . 6 0 16 .  18 2 5 * 2 1 2 3 .  68 1 6 . 0 5 2 8 . 4 3
14i 2 2 . 7 1 1 6 . 0 5 2 6 . 2 3 2 3 . 0 5 1 6 . 0 0 2 6 . 6 8
15 2 2 . 0 6 1 5 . 9  5 2 7 .  16 2 3 . 2 3 1 6 . 0 1 2 9 . 9 0
16 2 1 .  58 1 5 . 8 8 2 7 . 9 8 2 2 . 8 0 1 6 . 1 0 2 7 . 9  1
17 2 6 . 7 0 4 3 .  19 2 8 . 3 5 2 7 .  32 4 3 . 2 6 2 8 . 8 0
18 3 2 . 7 0 4 7 . 2 0 2 7 . 5 0 3 4 .  10 4 7 . 2 9 2 8 .  1 1
19 3 7 . 2 8 4 8 .  10 2 5 . 7 3 3 7 . 8 6 48 . 0 2 2 6 .  60
20 3 5 .  20 2 1 . 2 5 2 4 . 2 0 3 5 .  67 2 1 . 0 5 2 4 .  51
21 3 3 . 7 9 2 9 .  31 2 3 . 7 1 3 2 .  6 5 2 9 . 0 6 2 2 .  68
22 3 3 .  57 3 0 . 3 9 2 3 . 4 7 3 3 . 2 6 3 0 . 3 6 2 5 . 8 8
23 3 3 . 4 4  ,. 3 0 . 4 5 2 3 . 3 2 3 2 . 8 0 3 0 . 2 5 2 4 .  1 7
2 4 3 3 .  35 3 0 .  44 2 3 . 2 3 3 2 . 8 8 3 0 . 3 1 2 2 . 7 0
25 3 3 . 2 9 3 0 .  43 2 3 . 1 8 3 3 . 0 8 3 0 .  35 2 3 .  30
26 3 3 .  2 4 3 0 .  42 2 3 . 1 6 3 2 .  50 3 0 .  19 2 3 .  3 7
27 3 3 .  20 3 0 . 4 2 2 3 .  15 3 4 .  44 3 0 . 4 9 21 . 4 0
28 3 3 .  17 3 0 .  41 2 3 .  14 3 2 . 7 6 3 0 .  33 2 1 . 7 7
29 3 3 .  1 5 3 0 . 4 1 2 3 .  14 3 3 . 2 0 3 0 . 2 8 2 1 . 1 9
30 3 3 .  1 4 3 0 .  41 2 3 .  15 \ 3 3 . 8 9 3 0 . 5 6 2 2 . 4 7
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0  5 0 . 9 2 3 . 3 7 4 . 0 0 4 . 0 0 4 . 0 0
1 1 . 4 3 0 . 2 9 2 .  55 2 .  37 0 .  66 2 . 4 3
2 2 .  53 0 .  1 1 4 . 3 8 1 . 52 0 .  52 1 . 3 5
3 1 . 6 5 0 . 2 6 2 .  14 1 . 34 0 .  53 1 . 9 9
4 1 . 0 5 0 . 2 6 1 . 5 0 1 . 2 6 . 0 .  52 2 . 0 9
5 0 .  30 0 . 6 4 1 . 5 5 1 . 2 0 0 . 5 1 1 . 9 9
6 1 . 5 1 0 .  58 0 . 8 1 1 . 1 6 0 .  53 1 . 8 9
7 1 . 5 0 0 . 6 7 0 . 9  5 1 . 2 3 0 . 5 3 1 . 8 0
8 1 . 0 6 0 . 3 0 2 . 4 2 1 . 2 4 0 . 5 3 1 . 7 6
9 1 . 0 5 0 .  44 1 . 3 1 1 . 2 3 0 .  53 1 . 7 7
10 0 . 8 7 0 . 2 6 2 . 5 8 1 . 2 1 0 .  53 1 . 73
11 1.  30 0 . 2 9 0 . 2 0 1 . 1 8 0 .  53 1.. 72
12 1. 27 0 . 3 1 2 . 4 4 1 . 1 7 0 .  53 1 . 8 6
13 0 . 0 8 0 . 1 3 3 . 2 2 1 . 1 5 0 .  52 1 . 9 8
14 0 .  33 0 . 0 5 0 .  44 1 . 18 0 .  52 1 . 9 8
15 1 . 1 7 0 . 0 6 2 . 7 4 1 .  18 0 .  52 2 . 0 5
16 1 . 2 2 0 .  22 0 . 0 7 1 . 2 1 0 .  52 2 .  12
17 • 0 . 6 2 0 . 0 6 0 . 4 5 1 . 2 1 0 .  53 2 .  1 6
. 18 1.  40 0 . 0 8 0 . 6 2 1 . 2 0 0 .  53 2 .  10
19 0 .  58 0 . 0 9 0 . 8 7 1 . 2 2 0 .  53 2 . 0 0
20 0 .  47 0 . 2 0 0 . 3 1 1 . 2 2 0 .  53 1 . 9 5
21 1 . 1 4 0 . 2 5 1 . 0 4 1 . 2 1 0 .  53 1 . 9  5
22 0 .  30 0 . 0 2 2 . 4 1 1 . 2 6 0 .  53 1 . 9 6
2 3 0 .  64 0 . 2 0 0 . 8 5 1 . 2 7 0 .  53 2 . 0 4
2 4 0 .  47 0 .  14 0 . 5 3 1 . 2 7 0 .  53 2 . 0 6
2 5 0 . 2 1 0 . 0 8 0 . 1 2 1 . 2 7 0 .  53 2 . 0 7
2 6 0 . 7 4 0 . 2 4 0 . 2 1 1 . 2 6 0 .  53 2 . 0 4
27 1 . 2 4 0 . 0 7 1 . 7 5 1 . 2 5 0 .  53 2 . 0 1
28 0 .  41 0 . 0 9 I . 3 7 1 . 3 1 0 .  53 2 . 0 3
29 0 . 0  4 0 .  13 1 . 9 5 1 . 3 7 0 . 5 3 2 . 0 3
30 0 .  75 0 . 1 5 0 .  67 1 . 4 0 0 .  53 2 . 0 2
RtN 23 CODE 27 NKNT2 = 100
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 • 1 5.  68 3 2 . 6 3 2 4 .  30 16 .  60 3 6 . 0 0
1' 2 5 . 7 3 4 3 . 0 5 3 2 . 2 0 2 7 . 2 1 4 3 . 3 5 3 4 . 4 0
2. 3 2 . 0 0 4 7 .  10 3 0 . 4 4 • 3 2 . 0 8 4 6 .  59 3 2 .  10
3 3 6 . 7 7 4 8 . 0 3 2 7 . 8 2 3 6 . 4 3 4 7 . 4 8 29 . 0 0
4 4 0 . 3 1 4 8 .  56 2 5 . 0 5 3 9 .  52 4 8 . 0 4 2 6 .  13
5 4 2 . 9  3 4 3 . 9 5 2 2 . 5 8 41 . 7 4 4 8 . 3 2 2 3 .  77
6 4 4 . 8  5 49 . 24 2 0 .  58 4 3 . 3 1 48 . 70 2 1 . 8 9
7 4 0 . 8 0 2 2 . 0 8 1 9 . 5 3 3 9 . 0 8 21 . 4 4 2 0 . 9 9
8 3 5 .  57 1 8 . 1 9 1 9 . 8 0 3 3 . 9 2 1 7 . 8 0 21 . 4 2
9 31 .  58 17 .  37 2 0 . 6 6 3 0 . 0 9 1 6 . 9 3 2 2 .  33
10 2 8 . 6 1 1 6 . 9 2 2 1 . 7 6 2 7 .  32 1 6 .  60 2 3 . 4 7
11 2 6 . 4 2 1 6.  59 2 2 . 9 4 2 5 . 3 2 1 6 . 3 5 2 4 . 5 7
12 2 4 . 8 0 1 6 .  3 5 2 4 .  1 1 2 3 . 8 7 1 6 .  10 2 5 .  63
13 2 3 . 6 0 16 .  18 2 5 . 2 1 2 2 . 8 3 1 5 . 9 2 2 6 . 8 0
14 2 2 . 7 1 1 6 . 0 5 2 6 . 2 3 2 2 . 0 7 1 5 . 8 6 2 7 . 8 0
15 2 2 . 0 6 1 5 . 9  5 2 7 .  16 21 . 53 1 5 . 7 5 28 .  76
16 2 1 . 5 8 1 5 . 8 8 2 7 . 9 8 2 1 . 1 3 1 5 . 8 2 2 9 . 5 6
17 2 6 . 7 0 4 3 .  19 2 8 . 3 5 2 6 . 3 3 4 3 .  1 1 2 9 . 7 5
18 3 2 . 7 0 4 7 . 2 0 2 7 . 5 0 3 2 . 3 3 4 7 . 0 2 2 8 . 8 3
19 3 7 . 2 8 4 8 . 1 0 2 5 . 7 3 3 6 . 8 6 4 7 . 8 8 2 6 . 7 8
20 3 5 . 2 0 2 1 . 2 5 2 4 . 2 0 3 4 . 7 2 2 0 . 9 5 2 5 . 1 1
21 3 3 . 7 9 2 9 .  31 2 3 . 7 1 3 3 .  29 29 .  1 7 2 4 .  39
22 33 .  57 3 0 . 3 9 2 3 . 4 7 3 3 . 0 7 3 0 .  31 2 4 . 2 3
2 3 3 3 . 4 4 3 0 . 4 5 2 3 . 3 2 3 2 . 9  6 3 0 . 2 7 2 4 .  00
24 33 .  3 5 3 0 . 4 4 2 3 . 2 3 3 2 . 8 8 3 0 .  30 • 2 3 . 9 3
2 5 3 3 . 2 9 3 0 . 4 3 2 3 .  18 3 2 . 8 3 3 0 .  31 2 3 . 9 0
2 6 3 3 . 2 4 3 0 . 4 2 2 3 .  16 3 2 . 7 9 3 0 . 2 4 2 3 .  76
27 3 3 . 2 0 3 0 .  42 2 3 .  15 3 2 . 7 7 3 0 . 2  5 2 4 . 0 3
28 3 3 .  17 3 0 .  41 2 3 .  14 3 2 . 7 5 3 0 .  33 2 3 .  73
29 33 .  1 5 3 0 . 4 1 2 3 . 1 4 3 2 . 7 4 3 0 . 2 3 2 3 . 8 4
30 3 3 .  14 3 0 . 4 1 2 3 .  15 3 2 . 7 4 3 0 .  37 2 3 . 9 8
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0  5 0 . 9 2 3 . 3 7 4 .  00 4 . 0 0 4 . 0 0
1 2 . 4 1 0 . 3 7 2 .  13 2 . 3 9 0 . 6 6 3 . 0 5
2 1 . 4 2 0 .  49 1 . 4 3 1 . 7 4 0 .  5 4 ' 2 .  31
3 0 . 9  1 0 .  55 1 . 1 2 1 . 4 0 0 .  52 1 . 74
v 4 0 . 8 7 0 .  53 1 . 0 5 1 . 2 1 0 .  51 1 . 3 1
5 1.  10 0 .  55 1 . 1 2 1 . 1 0 0 .  50 1 . 0 2
6 1 . 3 4 0 .  55 1 . 2 5 1 . 0 4 0 .  50 0 . 8 2
7 1 . 4 8 0 .  53 1 . 3 9 1 . 0 0 0 .  50 0 . 7 2
8 1 . 4 0 0 . 3 5 1 . 52 0 . 9 8 0 .  50 0 .  71
9 1 . 3 0 0 . 3 0 1 . 6 2 0 . 9 7 0 .  50 0 .  72
10 1.  14 0 . 2 7 1 . 6 6 0 . 9 6 0 .  50 0 . 74
11 0 . 9 5 0 . 2 3 1 . 6 6 0 . 9 6 0 .  50 0 .  76
12 0 . 8 7 0 . 2 2 1 . 6 6 0 . 9 6 0 . 5 0 0 .  78
13 0 . 7 3 0 . 2 1 1 . 5 9 0 . 9  5 0 .  50 0 . 8 0
14 0 .  66 0 .  18 1 . 5 2 0 . 9 5 0 .  50 0 . 8  1
15 0 . 5 4 0 . 1 6 1 . 4 5 0 . 9  5 0 .  50 0 . 8 3
16 0 .  54 0 . 1 6 1 . 3 5 0 . 9 5 0 .  50 0 . 8 4
17 0 .  54 0 .  16 1 . 2 5 0 . 9 5 0 .  50 0 . 8 4
18 0 .  4 5 0 . 1 9 1 . 0 6 0 . 9 5 0 .  50 0 . 8  1
19 0 . 4 8 0 . 2 1 0 . 8 8 0 . 9 5 0 .  50 0 . 7 7
20 0 . 6 3 0 . 2 2 0 . 7 8 0 . 9 5 0 .  50 0 . 74
21 0 .  63 0 . 1 7 • 0 . 7 6 0 . 9  5 0 .  50 0 .  74
22 0 . 7 0 0 . 1 7 0 . 7 3 0 . 9 5 0 .  50 0 .  74
23 0 . 6 5 0 .  18 0 .  69 0 . 9 4 0 .  50 0 .  74
24 0 .  55 0 .  18 0 .  68 0 . 9 4 0 .  50 0 .  74
25 0 .  56 0 .  16 0 .  68 0 . 9 4 0 .  50 0 .  74
26 0 . 6 0 0 . 1 6 0 .  68 0 . 9 4 0 . 5 0 0 .  74
27 0 .  54 0 . 1 6 0 .  67 0 . 9 4 0 .  50 0 . 74
28 0 .  57 0 . 1 7 0 .  67 0 . 9 4 0 .  50 0 . 74
29 0 . 6 6 0 . 1 8 0 . 6 9 0 . 9 4 0 .  50 0 .  74
30 0 . 6 8 0 . 1 6 0 . 6 9 0 . 9 4 0 .  50 0 .  74
RIM 24 CODE 57 NKNT2 = 100
SAMPLE NO.  XAT XATC XACA ST STC STCA
0 2 0 . 2 5 .  1 5 . 6 8  3 2 . 6 3  2 4 . 3 0  1 6 . 6 0  3 6 . 0 0
1 2 5 . 7 3  4 3 . 0 5  3 2 . 2 0  2 7 . 1 5  4 3 . 3 4  3 4 . 7 4
2 3 2 . 0 0  4 7 . 1 0  3 0 . 4 4  3 4 . 9 8  4 7 . 6 6  2 5 . 8 1
3 3 6 . 7 7  4 8 . 0 3  2 7 . 8 2  3 9 . 0 0  4 8 . 3 4  2 4 . 4 7
4 4 0 . 3 1  4 8 . 5 6  2 5 . 0 5  4 2 . 0 9  4 8 . 8 2  2 2 . 4 8
5 4 2 . 9 3  4 8 . 9 5  2 2 . 5 8  4 4 . 3 2  4 8 . 7 6  2 0 .  61
6 4 4 . 8 5  4 9 . 2 4  2 0 . 5 8  4 5 . 2 0  4 9 . 3 5  1 9 . 4 0
7 4 0 . 8 0  2 2 . 0 8  1 9 . 5 3  41.0-1 2 1 . 9 7  1 8 . 8 8
8 3 5 . 5 7  1 8 . 1 9  1 9 . 8 0  3 5 . 7 4  1 8 . 2 1  1 9 . 5 2
9 3 1 . 5 8  1 7 . 3 7  2 0 . 6 6  3 1 . 7 0  1 7 . 2 4  2 0 . 4 2
10 2 8 . 6 1  1 6 . 9 2  2 1 . 7 6  2 8 . 6 5  1 6 . 9 1  2 1 . 7 7
11 2 6 . 4 2  1 6 . 5 9  2 2 . 9 4  2 6 . 3 3  1 6 . 6 4  2 2 . 7 4
12 2 4 . 8 0  1 6 . 3 5  2 4 . 1 f  2 4 . 5 5  1 6 . 3 1  2 4 . 2 8
13 2 3 . 6 0  1 6 . 1 8  2 5 . 2 1  2 3 . 7 5  1 6 . 1 2  2 5 . 4 9
14 2 2 . 7 1  1 6 . 0 5  2 6 . 2 3  2 3 . 0 4  1 6 . 0 9  2 6 . 1 7
15.  2 2 . 0 6  1 5 . 9 5  2 7 . 1 6  2 2 . 5 8  1 5 . 9 8  2 7 . 2 9
16 2 1 . 5 8  1 5 . 8 8  2 7 . 9 8  2 2 . 1 9  1 6 . 1 0  2 7 . 7 2
17 2 6 . 7 0  4 3 . 1 9  2 8 . 3 5  2 7 . 1 0  4 3 . 3 3  2 8 . 1 1
18 3 2 . 7 0  4 7 . 2 0  2 7 . 5 0  3 3 . 3 2  4 7 . 2 8  2 7 . 1 9
19 3 7 . 2 8  4 8 . 1 0  2 5 . 7 3  3 7 . 6 7  4 8 . 1 5  2 5 . 4 8
20 3 5 . 2 0  2 1 . 2 5  2 4 . 2 0  3 5 . 6 1  2 1 . 1 8  2 3 * 9 0
21 3 3 . 7 9  2 9 . 3 1  2 3 . 7 1  3 3 . 7 7  2 9 . 3 7 '  2 3 . 3 6
22  3 3 . 5 7  3 0 . 3 9  2 3 . 4 7  3 3 . 5 8  3 0 . 5 1  2 3 . 4 9
2 3  ' 3 3 . 4 4  3 0 . 4 5  2 3 . 3 2  3 3 . 4 1  3 0 . 4 5  2 3 . 2 6
2 4  3 3 . 3 5  3 0 . 4 4  2 3 . 2 3  3 3 . 4 1  3 0 . 4 9  2 3 . 0 2
. 2 5  3 3 . 2 9  3 0 . 4 3  2 3 . 1 8  3 3 . 3 9  3 0 . 4 9  2 3 . 0 1
26  3 3 . 2 4  3 0 . 4 2  2 3 . 1 6  3 3 . 1 9  3 0 . 4 0  2 3 . 0 3
27 3 3 . 2 0  3 0 . 4 2  2 3 . 1 5 ,  3 3 . 8 1  3 0 . 4 3  2 2 . 6 2
28 3 3 . 1 7  3 0 . 4 1  2 3 . 1 4  3 3 . 3 1  3 0 . 5 4  2 2 . 7 0
29 3 3 . 1 5  3 0 . 4 1  2 3 . 1 4  3 3 . 4 3  3 0 . 4 0  2 2 . 6 0
30 3 3 .  14 3 0 . 4 1  2 3 .  15 3 3 .  51 3 0 . 5 8  2 2 . 6 8
SAMPLE NO.  SDST SDSTC SDSCA V- SDPT SDPTC SDPCA
0 4 . 0 5  0 . 9 2  3 . 3 7  4 . 0 0  4 . 0 0  4 . 0 0
1 2 . 4 7  0 . 3 8  2 . 1 1  2 . 3 7  0 . 6  6 2 . 4  3
2 1 . 9 1  0 . 2 9  1 . 9 1  1 . 4 8  0 . 5 4  1 . 4 9
3 1 . 3 7  0 . 2 2  1 • 50 1 . 0 8  0 . 5 2  1 • 08
4  1.  15 0 . 2 0  1 . 1 4  0 . 8 8  0 . 5 1  0 . 8 7
5 0 . 9 0  0 .  17 0 . 9 8  0 . 7 9  0 . 5 0  0 . 7 6
6 0 . 6 8  0 .  13 0 . 6 6  0 . 7 4  0 . 5 0  0 . 7 0
7 0 .  54  0 . 1 3  0 . 5 6  0 . 7 2  0 .  50 0 . 6 8
8 0 . 4 3  0 .  11 0 . 4 7  0 . 7 1  0 . 5 0  0 . 7 0
9 0 . 3 7  0 .  11 0 . 4 7  0 . 7 1  0 . 5 0  0 . 7 2
10 0 . 3 6  0 .  10 0 . 4 2 .  0 . 7 1  ' 0 . 5 0  0 . 7 4
11 0 . 3 1  0 .  10 0 . 3 8  0 . 7 1  0 .  50 0 . 7 6
12 0 . 3 0  0 . 0 9  0 . 3 7  0 . 7 1  0 . 5 0  0 . 7 8
13 0 . 2 7  0 . 0 9  0 . 3 4  0 . 7 1  0 . 5 0  0 . 7 9
14 0 . 2 4  0 . 0 9  0 . 3 7  0 . 7 1  0 .  50 0-8.1
15 0 . 2 4  0 . 0 8  0 . 3 6  0 . 7 1  0 . - S0 0 . 8 , 1
16 0 . 2 6  0 . 0 9  0 . 3 8  0 . 7 1  0 . 5 0  0 . 8 2
17 0 . 2 3  0 . 0 9  0 . 3 3  0 . 7 1  0 . 5 0  0 * 8 1
18 0 . 2 2  0 . 0 8  0 . 2 9  0 . 7 1  0 . 5 0  0 * 7 8
19 0 . 2 5  0 . 0 8  0 . 3 0  0 . 7 1  0 . 5 0  0 . 7 4
20 0 . 2 4  0 . 0 8  0 . 2 8  0 . 7 1  0 . 5 0  0 . 7 2
21 0 . 2 3  0 . 0 8  0 . 2 6  0 . 7 1  0 . 5 0  0 . 7 2
2 2  0 . 2 2  0 . 0 8  ' 0 . 2 7  0 . 7 1  0 * 5 0  0 .  73
2 3  0 * 2 1  0 . 0 9  0 . 2 7  0 . 7 1  0 .  50 0 . 7 3
2 4  0 . 2 1  0 . 0 6  0 . 2 5  0 . 7 1  0 . 5 0  0 . 7 4
2 5  0 . 2 0  0 . 0 8  0 . 2 6  0 . 7 1  0 .  50 0 . 7 4
2 6  0 . 2 5  0 . 0 8  0 . 2 8  0 . 7 1  0 . 5 0  0 .  74
27 0 . 2 2  0 . 0 8  0 . 2 9  0 . 7 1  0 . 5 0  0 . 7 4
28 0 . 2 2  0 . 0 8  0 . 2 5  0 . 7 1  0 - 5 0  0 . 7 4
29 0 . 2 3  0 . 0 9  0 . 2 8  0 . 7 1  0 . 5 0  0 . 7 4
30 0 . 2 1  0 . 0 8  0 . 2 5  0 * 7 1  0 . 5 0  0 . 7 4
P. I N  2 5  CODE 2 0 1 7  
SAMPLE NO.  XAT XATC
0 2 0 . 3 0 1 5 . 6 0
1 2 5 .  76 A 3 . 0 5
2 3 2 . 0 2 A 7 . I 0
3 3 6 . 7 9 48 .  0 3
A 4 0 . 3 2 A 8 .  57
5 A 2 . 9  3 A 8 . 9  5
6 4 4 . 8  6 A9 • 2A
7 A0 . 8 0 2 2 . 0 8
8 3 5 .  58 1 8 . 1 9
9 3 1 . 5 8 1 7 . 3 7
10 2 8 .  62 1 6 . 9 2
11 2 6 .  A2 1 6 . 5 9
12 2 A . 8 0 1 6 .  36
13 2 3 . 6 0 1 6 .  IS
1A 2 2 . 7 1 1 6 . 0 5
15 2 2 . 0 6 1 5 . 9 5
16 2 1 .  58 1 5 . 8 8
17 2 6 . 7 0 A3 .  19
18 3 2 . 7 0 A 7 . 2 0
19 3 7 . 2 8 A8 .  10
20 3 5 .  20 21 . 2 5
21 3 3 . 7 9 2 9 .  31
22 3 3 . 5 7 3 0 .  39
2 3 3 3 .  AA 3 0 .  A5
2A 3 3 .  35 3 0 .  AA
25 3 3 . 2 9 3 0 .  A3
26 3 3 . 2A 3 0 .  A2
27 3 3 . 2 0 3 0 .  A2
28 3 3 .  17 3 0 .  A 1
29 3 3 .  1 5 3 0 .  A1
30 3 3 .  1 A 3 0 .  A1
>LE NO. SDST SDSTC
0 A. 00 1 . 0 0
1 2 . 7 3 . 0 .  55
2 1 . 8 6 0 . 4 8
3 1 . 2 9 0 .  AA
A 1 . 0 1 0 l  A0
5 0 .  7 A 0 .  A3
6 0 .  6 A 0 .  A1
7 0 .  58 •' 0 . 3 8
8 0 .  57 0 .  A0
9 0 .  57 0 .  A1
10 0 . 6 1 0 .  A1
11 0 . 6 0 0 .  A1
12 0 .  65 0 .  A5
13 0 .  58 0 .  A1
1A 0 .  53 0 .  39
15 0 .  50 0 .  37
16 0 .  57 0 .  Al
17 0 .  55 0 . 4 1
18 0 . 5 3 0 .  Al
19 0 .  5A 0 .  38
20 0 .  A9 0 . 3 8
21 0 . A 9 0 .  39
22 0 .  5A 0 .  39
2 3 0 .  A9 0 .  AA
2A 0 .  51 0 .  35
2 5 0 .  50 0 .  Al
26 0 . 5 8 0 . A0
27 0 . 5 3 0 .  39
28 0 .  59 0 . 3 9
29 0 . 5 7 0 .  A3
30 0 .  56 0 .  Al
NKNT2 = 1 0 0
XACA ST STC STCA
3 2 . 2 0 2 4 . 3 0 1 6 .  60 3 6 . 0 0
31 . 8 5 2 8 . 3 1 4 3 . 6 7 3 4 . 0 6
3 0 .  19 3 3 .  AA 4 7 . 6 8 29 . 9 8
2 7 . 6 5 3 7 . 9 9 4 8 . 3 2 2 7 .  34
2 A . 9 A A 1 . 3 0 4 8 . 8 5 2 A.  36
2 2 .  52 A 3 . 7 A 4 8 .  A9 2 1 . 63
2 0 .  54 AA. 69 4 9 . 5 6 19 .  78
1 9 .  50 A0 • 60 21 . 52 1 9 . 2 5
1 9 .  78 3 5 .  A3 1 8 . 1 6 2 0 . 0 8
2 0 .  6A 3 1 .  36 1 6 .  53 2 0 . 8 5
2 1 . 7 5 2 8 .  31 1 6 . 7 3 2 2 . 3 4
2 2 . 9 3 2 5 . 7 6 1 6 . 7 3 2 2 . 9 9
2 A . 1 0 2 A . 0 5 1 6 . 0 9 2 A.  79
2 5 . 2 1 2 3 .  AA 1 5 . 7 0 2 6 . 3 2
2 6 . 2 3 2 2 . 7A 1 5 . 9 6 2 6 .  74
2 7 .  15 2 2 . 5 5 1 5 . 7 0 2 8 . 2 4
2 7 . 9 8 2 2 .  1 A 1 6 .  56 2 8 . 2 7
2 8 . 3 5 2 6 . 9 8 4 3 .  59 2 8 .  66
2 7 . A9 3 3 .  A8 47  • 32 2 7 .  77
2 5 . 7 3 3 7 . 6 8 48 . 0 6 2 6 . 0 0
2 A . 2 0 3 5 .  6A 2 0 .  60 2 4 . 2 6
2 3 . 7 1 3 3 . 3 0 2 9 . 4 6 2 3 .  3A
2 3 . A7 3 3 .  A2 31 . 0 2 2 A . 14
2 3 . 3 2 33 .  12 30 * 3 6 2 3 . 6 2
2 3 . 2 3 3 3 .  1 3 3 0 . 5 7 2 3 .  14
2 3 .  18 3 3 .  19 3 0 .  65 2 3 . 2 7
2 3 .  16 3 2 . 8A 3 0 . 2 0 2 3 . 2 3
2 3 .  15 3 4 . 0 2 3 0 . 2 0 2 2 . 6 2
2 3 .  1 A 3 2 . 7 3 3 0 . 8 9 2 2 .  68
2 3 . 1A 3 3 .  32 3 0 . 0 5 2 2 .  39
2 3 .  15 3 3 . 7 6 3 1 . 1 2 2 2 . 7 6
SDSCA SDPT SDPTC SDPCA
3 . 8 0 A.  00 4 . 0 0 A.  00
2 . 0 0 A.  00 A.  00 A . 00
0 . 8 5 A.  00 A . 00 A • 00
0 . 5 1 A.  00 A . 00 4 . 0 0
0 . 5 1 A.  00 A * 00 A . 0 0 •
0 .  57 A* 00 A • 00 A.  00
0 . 5 2 A.  00 A .  00 A . 00
0 . 5 8 A.  00 A . 00 4 . 0 0
0 . 60 4 . 0 0 A.  00 4 . 0 0
0 . 6 1 A.  0 0 4 . 0 0 A . 00
0 . 6 1 A.  00 A . 00 A.  00
0 . 6 2 A.  00 A . 00 4 . 0 0
0 .  6A A.  00 A . 00 A.  00
0 . 6 1 A . 00 A . 00 A . 0 0
0 . 5 9 A.  00 A . 00 A.  00
0 . 60 A.  00 A.  00 A.  00
0 . 6 6 A.  00 A . 00 A . 00
0 . 5 7 A.  00 A.  00 A.  00
0 . 5 3 A.  00 A.  00 4 . 0 0
0 .  55 A . 0 0 4 . 0 0 A . 00
0 . 5 1 A.  00 A.  00 A.  00
’ 0 .  A6 A • 00 A.  00 A . 00
0 .  53 A.  0 0 A.  00 A . 00
0 . 5 2 A.  00 A . 00 A.  00
0 .  56 A . 00 A . 00 A . 00
0 .  57 A.  00 A.  00 A.  00
0 .  56 A.  00 A • 00 4 . 0 0
0 • 60 A . 00 A . 00 A . 00
' 0 .  52 A.  00 A . 00 4 . 0 0
0 . 6 1 A . 00 A.  00 A • 00
0 . 5 1 4 . 0 0 4 . 0 0 A . 0 0
HUN 26 CODE 16 NKNT2 1
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 1 5 . 6 8 3 2 . 6 3 2 0 . 4 2 1 5 . 8  7 3 2 . 5 8
1 2 6 . 8 0 4 4 . 8 5 3 1 . 3 6 2 5 . 7 3 4 3 .  14 3 3 . 0 6
2 3 3 . 2 8 4 6 . 9  5 2 9 . 4 9 3 2 . 4 1 4 7 .  1 7 2 8 .  77
3 3 8 . 0 4 4 7 . 8 0 2 6 .  51 3 7 . 3 3 4 8 .  10 2 6.  60
4 4 1 . 4 7 4 8 .  16 2 3 . 5 3 4 0 . 9 3 48 . 65 2 3 . 9 4
5 4 3 . 9 0 48 .  69 2 1 . 1 2 4 3 .  51 4 8 . 9  4 2 1 . 5 8
6 4 5 . 6 8 49 .  1 3 1 9 . 2 2 4 5 . 0 4 49 . 32 1 9 . 8 8
7 4 0 . 7 4 2 0 . 8 6 1 8 . 8 0 4 0 . 8 4 2 2 . 0 0 1 9 . 1 3
8- 3 5 .  10 1 8 . 1 4 1 9 .  17 3 5 .  53 1 8 . 2 2 1 9 .  65
9 3 1 . 2 3 1 7 . 6 6 2 0 . 2 6 3 1 . 4 5 1 7 . 2 2 2 0 . 5 6
10 2 8 .  4 3 1 7 . 1 9 21 . 3 2 2 8 . 4 2 1 6 . 8 6 2 1 . 8 5
11 2 6 .  31 1 6 . 8  6 2 2 .  69 2 6 .  13 1 6 .  58 2 2 . 8 9
12 2 4 . 8 1 1 6 . 7 7 2 3 . 8 4 2 4 . 4 2 1 6 . 2 9 2 4 .  34
13 2 3 . 6 6 1 6 . 5 8 2 4 . 8 2 2 3 .  39 1 6 . 0 8 2 5 . 6 2
14 2 2 . 8  2 1 6 . 2 0 2 6 .  17 2 2 . 6 1 1 6 . 0 1 2 6 . 4 3
15 2 2 .  1 5 1 6 . 0 6 2 6 . 9  1 2 2 . 0 7 1 5 . 9 0 2 7 .  60
16 2 1 .  62 1 5 . 9 1 2 7 . 7 4 21 . 6 9 1 5 * 9 9 2 8 .  10
17 2 7 .  50 4 4 .  54 2 7 . 7 3 2 6 . 7 5 4 3 . 2 6 2 8 . 4 7
18 3 3 . 8  0 4 6 . 8 2 2 6 . 6 1 3 2 . 9 5 4 7 . 3 8 2 7 .  54
19 3 8 . 3 8 4 7 . 8 4 2 4 . 3 6 3 7 . 4 3 48 . 1 1 2 5 .  75
20 3 5 .  57 2 0 . 3 5 2 3 . 0 6 3 5 .  34 2 1 . 1 5 2 4 .  14
21 3 3 . 9 3 2 9 . 8 5 2 2 . 6 5 3 3 . 6 7 2 9 .  33 2 3 . 5 5
2 2 3 3 . 6 7 3 0 .  58 2 2 . 5 6 3 3 . 4 8 3 0 . 4 3 2 3 . 6 1
. 23 3 3 . 4 1 3 0 . 4 9 2 2 . 4 1 3 3 . 2 9 3 0 . 4 2 2 3 . 3 7
2 4 3 3 . 3 2 3 0 .  63 2 2 . 3 5  . 3 3 . 2 5 3 0 . 4 5 2 3 .  1 5
2 5 3 3 .  1 5 3 0 . 4 5 2 2 . 3 6 3 3 . 2 0 3 0 . 4  6 2 3 . 1 4
26 3 3 . 0 1 3 0 .  40 2 2 . 4 2 3 3 . 0 4 3 0 . 3 7 2 3 .  1 4
27 3 2 . 8 8 3 0 . 2 6 2 2 . 3 6 3 3 . 4 0 3 0 . 4 0 2 2 . 8 6
28 3 2 . 8 4 3 0 .  40 2 2 . 8 5  . 3 2 . 9 8 3 0 . 4 7 2 2 . 9 6
29 3 2 . 8 0 3 0 . 2 6 2 2 . 8 5 3 3 .  14 3 0 . 3 5  • 2 2 . 8 4
30 3 2 . 8 0 3 0 * 4 0 2 2 . 9 1 3 3 . 2 7 3 0 .  52 2 2 . 9 3
SAMPLE NO. SDST SDSTC SDSCA v SDPT SDPTC SDPCA
0 0 .  17 0 . 1 9 0 . 0 5 4 . 0 0 4 . 0 0 4 . 0 0
1 1 . 0 7 1 . 7 1 1 . 7 0 2 . 3 8 0 . 6 6 2 .  50
2 0 . 8 7 0 . 2 2 0 . 7 2 1 . 6 5 0 . 5 5 1 . 76
3 0 . 7 0 0 . 2 9 0 . 0 9 1 . 2 4 0 .  53 1 . 3 2
4 0 . 5 4 0 .  49 0 . 4 2 1 . 0 0 0 . 5 1 1 . 0 4
5 0 .  39 0 . 2 5 0 . 4 6 0 . 8 7 0 . 5 1 0 . 8 8
6 0 .  64 0 . 1 8 0 . 6 5 0 . 7 9 0 . 5 1 0 . 7 7
7 0 . 1 0 1 . 1 4 0 . 3 2 0 . 7 5 0 .  50 0 . 7 3
8 0 . 4 3 0 . 0 8 0 . 4 8 0 . 7 3 0 • 50 0 . 7 3
9 0 . 2 3 0 .  4 4 0 . 3 1 0 . 7 2 0 .  50 0 . 7 5
10 0 . 0 0 0 .  33 0 .  53 0 . 7 2 0 .  50
0 . 7 7
11 0 .  18 0 . 2 8 0 . 2 0 0 . 7 2 0 .  50 0 . 79
12 0 . 3 8 0 .  47 0 . 5 0 0 . 7 2 0 . 5 0 0 . 8 0
1 3 0 . 2 7 0 .  50 0 . 8  1 0 . 7 2 0 .  50 0 . 8 1
14 0 . 2 1 0 .  19 0 . 2 7 0 . 7 1 0 .  50 0 . 8 2
1 5 0 . 08 0 . 1 5 0 .  68 0 . 7 1 0 . 5 0 0 . 8 3
16 0 . 0 7 0 . 0 8 0 . 3 6 0 . 7 1 0 • 50 0 . 8 3
17 0 . 7 5 1 . 2 8 0 .  75 0 . 7 1 0 . 5 0 0 . 8 3
18 0 . 8  4 0 .  56 0 . 9 3 0 . 7 1 0 . 5 0 0 . 79
19 0 . 9 5 0 . 2 7 1 . 4 0 0 . 7 1 0 .  50 0 . 7 5
20 0 . 2 3 0 . 8 0 1 . 0 7 0 . 7 1 0 .  50 0 .  73
21 0 . 2 6 0 . 5 1 0 . 9 0 0 . 7 1 0 . 5 0 0 .  73
22 0 . 1 9 0 . 1 1 1 . 0 5 0 . 7 1 0 .  50 0 . 74
2 3 0 .  1 1 0 . 0 7 0 . 9 6 0 . 7 1 0 .  50 0 .  74
2 4 0 . 0 7 0 .  18 0 . 7 9 0 . 7 1 0 .  50 0 . 7 4
2 5 0 . 0 6 0 . 0 1 0 . 7 9 0 . 7 1 0 . 5 0 0 . 74
26 0 . 0 2 0 . 0 3 0 . 7 3 0 . 7 1 0 .  50 0 . 7 4
27 0 .  52 0 .  14 0 .  50 0 . 7 1 0 .  50 0 .  75
28 0 .  1 4 0 . 0 7 0 . 1  1 0 . 7 1 0 .  50 0 • 74
29 0 .  35 0 . 0 9 0 . 0 2 0 . 7 1 0 . 5 0 0 .  75
30 0 . 4 7 0 *  12 0 . 0 2 0 . 7 1 0 .  50 0 . 7 5
RUN 26 CODE 16 NKNT2 = 1
MPLE NO. Z T ZTC ZCA FET FETC FECA
0 0 . 0 0 0 • 00 0 . 0 0 2 0 . 0 0 1 6 . 0 0
3 2 . 5 0
1 2 5 .  31 4 6 . 8 2 3 4 . 5 0 2 2 .  12 2 8 . 3 3 3 3 .  30
2 3 0 .  31 5 0 . 0  5 1 8 . 9 0 2 5 . 4 0 3 7 . 0 2 2 7 . 5 4
3 4 0 .  40 4 9 . 0 2 2 7 . 6 2 31 . 4 0 41 . 8 2 2 7 . 5 7
4 4 3 . 2 0 4 9 . 7  4 2 1 . 9 7 3 6 .  12 4 4 . 9 9 2 5 .  33
5 4 5 .  40 4 2 . 9 9 1 7 . 7 3 3 9 . 8  3 4 4 .  19 2 2 . 2 9
6 3 8 . 8 8 5 1 . 9 7 1 7 . 4 2 3 9 . 4  5 4 7 . 3 0 2 0 . 3 4
7 3 9 . 7 7 1 5 . 2 1 2 0 . 2 1 . 3 9 . 5 8 3 4 . 4 7 2 0 . 2 9
8 3 5 .  17 1 8 . 3 9 2 3 .  58 3 7 . 8 2 2 8 . 0 4 21 . 61
9 2 9 . 9 5 9 .  37 2 0 . 1 5 3 4 . 6 7 2 0 .  57 21 . 0 2
10 2 7 .  19 1 6 . 1 4 2 5 . 5 0 31 . 68 1 8 . 8 0 2 2 . 8 2
* 11 2 1 . 7 6 1 8 . 6 4 1 8 . 7 6 2 7 . 7 1 1 8 . 7 3 21 . 19
12 2 1 .  60 1 4 .  55 2 9 . 7 4 2 5 . 2 7 1 7 . 0 6 2 4 .  61
13 2 7 .  1 6 1 2 . 6 3 3 0 .  17 2 6 . 0 2 1 5 . 2 9 2 6 . 8 4
14 2 4 . 2 2 1 5 . 7 9 2 3 . 0 8 2 5 .  30 1 5 . 4 9 2 5 . 3 4
15 2 6 . 9 1 1 3 .  58 3 4 . 0 3 2 5 . 9 5 1 4 . 7 2 2 8 . 8  1
16 2 4 . 0 4 2 2 . 4 8 2 3 . 2 8 2 5 .  18 1 7 . 8 3 2 6 . 6 0
17 2 6 . 4 1 4 7 .  55 2 9 .  4 4 2 5 .  67 2 9 .  72 2 7 .  74
18 3 9 .  49 4 7 . 4 5 2 7 . 8 5 31 . 2 0 3 6 . 8 1 2 7 .  78
19 3 7 .  21 4 6 . 7 0 2 6 . 8 3 3 3 . 6 0 4 0 .  77 2 7 . 4 0
20 3 7 .  27 1 3 . 4 6 2 2 . 8 8 3 5 . 0 7 2 9 . 8  5 2  5 .  59
21 2 6 . 3 9 31 . 4 3 1 9 . 1 3 31 . 60 3 0 . 4 8 2 3 . 0 1
2 2 3 5 .  39 3 7 . 2 2 31 . 0 2 3 3 .  12 3 3 .  18 2 6 . 2 1
23 3 0 . 8 9 29 . 32 2 0 . 9 4 3 2 . 2 3 31 . 63 2 4 .  10
2 4 3 3 . 2 9 3 2 . 2 3 1 9 . 0 9 3 2 . 6 5 3 1 . 8 7 2 2 .  10
2 5 3 3 .  63 3 2 . 7 5 2 3 . 4 9 3 3 . 0 4 3 2 . 2 2 2 2 .  65
2 6 2 9 .  62 2 8 . 0 7 2 2 . 4 5 3 1 .  67 3 0 .  56 2 2 .  57
27 4 3 . 7 5 2 8 . 6 3 1 6 . 1 7 3 6 .  50 2 9 . 7 9 20 . 0 1
28 2 3 .  1 1 3 4 . 6 1 2 2 . 6 6 3 1 . 1 4 31 . 7 2 2 1 . 0 7
29 3 7 . 2 7 2 6 . 7 0 1 7 . 7 4 3 3 . 6 0 2 9 . 7 1 1 9 .  74
30 3 8 . 0 8 3 7 .  60 2 4 .  12 3 5 . 3 9 3 2 . 8 7 21 . 4 9
MPL E NO. SDZT SDZTC SDZ CA SDFET SDFETC SDFECA
0 2 0 . 2 5 1 5 . 6 8 3 2 . 6 3  v 0 . 2 5 0 . 3 2 0 . 1 3
1 1 . 4 9 1 . 9 6 3 .  14 4 .  67 1 6 . 5 3 1 . 9 4
2 2 . 9 7 3 .  10 1 0 . 5 9 7 . 8 8 9 . 9 4 1 . 9 5
3 2 . 3 6 1 . 2 2 1 . 1 1 6 .  64 5 . 9 8 1 . 0 6
4 1 . 7 3 1 .  58 1 . 5 6 5 . 3 5 3 .  17 1 . 8 0
5 1.  50 5 . 7 0 3 . 4 0 4 . 0 7 4 . 5 0 1 . 1 7
6 6 . 8 0 2 . 8 3 1 . 8 0 6 . 2 3 1 . 8 3 1 . 12
7 0 . 9 7 5 . 6 5 1 . 4 1 1 . 1 6 1 3 .  60 1 . 4 9
8 0 . 0 8 0 . 2 6 4 . 4 1 2 . 7 2 9 . 9 0 2 . 4 3
9 1 . 2 8 8 . 3 0 0 .  10 3 . 4 4 2 . 9 0 0 . 7 7
10 1 . 2 3 1 . 0 5 4 .  18 3 . 2 5 1 . 6 0 1 • 50
11 4 .  55 1 . 7 8 3 . 9 3 1 . 4 0 1 . 8 7 1 . 50
12 3 . 2 1 2 . 2 2 5 . 9 0 0 . 4 6 0 . 2 9 0 .  77
^ 13 3 .  50 3 . 9 5 5 . 3 6 2 . 3 6 1 . 2 9
2 . 0 2
14 1 . 4 0 0 . 4 1 3 . 0 8 2 . 4 8 0 . 7 1 0 . 8 3
1 5 4 . 7 6 2 .  48 7 .  12 3 .  79 1 . 3 3 1 . 9 0
16 2 .  42 6 .  57 4 . 4 6 3 .  56 1 . 9 1 1 . 1 4
17 1 . 0 9 3 . 0 1 1 . 7 1 1 . 8 3 1 4 . 8 2 0 . 0  1
18 5 . 6 9 0 .  63 1 . 2 4 2 . 6 0 1 0 . 0 1 1 . 1 7
19 . 1 . 1 7 1 . 1 4 2 . 4 7 4 . 7 8 7 . 0 8 3 . 0 4
20 1 . 7 0 6 . 8 9 0 .  19 0 .  50 9 .  50 2 . 5 3
21 7 .  54 1 . 5 9 3 . 5 2 2 . 3 3 0 . 6 3 0 . 3 6
22 1 . 7 3 6 . 6 4 8 .  4 6 0 . 5 5 2 . 5 9 3 .  65
2 3 2 .  52 1 .  17 1 . 4 8 1 .  18 1 . 1 4 1 • 69
2 4 0 . 0 3 1 . 6 0 3 . 2 7  ,, 0 . 6 7 1 . 2 4 0 . 2 6
2 5 0 . 4 9 2 . 3 0 1 . 1 3 0 .  10 1 . 78 0 . 30
2 6 3.  40 2 .  33 0 . 0 3 1 . 34 0 .  16 0 . 1 5
27 1 0 . 8 6 1 . 6 3 6 .  19 3 .  62 0 . 4 7 2 .  3 5
28 9 . 7 4 4 . 2 1 0 . 1 9 1 . 7 0 1 . 3 2 1 .  78
29 4 .  48 3 .  56 5 .  1 1 0 . 8 0 0 .  55 3 * 1 1
30 5 . 2 8 7 . 2 0 1 . 2 0 2 .  59 2 . 4 7
CVl.
RUN 26
M P L E NO.  TCI
0 5 0 . 0 0
1 5 0 . 0 0
2 5 0 . 0 0
3 5 0 . 0 0
4 50 . 0 0
5 5 0 . 0 0
6 1 5 . 0 0
7 1 5 . 0 0
8 1 5 . 0 0
9 1 5 . 0 0
10 1 5 . 0 0
11 1 5.  00
12 1 5 . 0 0
13 1 5 . 0 0
14 1 5 . 0 0
15 1 5 . 0 0
16 5 0 . 0 0
17 50 . 0 0
18 5 0 . 0 0
19 1 5 . 0 0
20 3 0 .  00
21 30 . 0 0
2 2 3 0 . 0 0
2 3 30 .  00
2 4 3 0 .  0 0
2 5 3 0 .  00
2 6 3 0 .  00
27 3 0 . 0 0
28 3 0 .  00
29 3 0 . 0 0
30 30 . 0 0
CODE 16
XAT XACA
2 0 .  2 5 3 2 .  63
2 6 . 8 0 3 1 . 3 6
3 3 . 2 8 2 9 .  49
3 8 . 0 4 2 6 . 5 1
4 1 . 4 7 2 3 .  53
4 3 . 9 0 21 . 12
4 5* 68 1 9 . 2 2
4 0 . 7 4 1 8 . 8 0
3 5 .  10 1 9 . 1 7
3 1 . 2 3 2 0 . 2 6
2 8 . 4 3 2 1 .  32
2 6 .  31 2 2 .  69
2 4 . 8 1 2 3 . 8 4
2 3 .  66 2 4 . 8 2
2 2 . 8  2 2 6 . 1 7
2 2 .  1 5 2 6 . 9 1
2 1 .  62 . 2 7 . 7 4
2 7 .  50 2 7 . 7 3
3 3 . 8 0 2 6 . 6 1
3 8 .  38 2 4 .  36
3 5 .  57 2 3 . 0 6
3 3 . 9 3 2 2 .  65
3 3 .  67 2 2 .  56
3 3 .  41 2 2 .  41
3 3 .  32 2 2 .  35
3 3 .  1 5 2 2 . 3 6
3 3 . 0 1 2 2 .  42
3 2 . 8 8 2 2 .  36
3 2 . 8 4 2 2 . 8 5
3 2 . 8 0 2 2 . 8 5
3 2 . 8 0 2 2 . 9 1
NKNT2 = 1
STOT STOCA
2 0 . 2 5 3 2 .  63
2 5 . 7 2 3 2 .  19
31 . 9 9 3 0 . 4 4
3 6 . 7 7 2 7 . 8 2
4 0 .  31 2 5 . 0 5
4 2 . 9 3 2 2 .  58
4 4 . 8 5 2 0 .  58
40 . 80 1 9 .  53
3 5 . 5 7 1 9 . 8 0
3 1 . 5 8 2 0 .  66
2 8 .  61 2 1 . 7 6
2 6 . 4 2 2 2 . 9 4
2 4 . 8 0 2 4 .  1 1
2 3 . 6 0 2 5 . 2 1
2 2 . 7 1 2 6 . 2 3
2 2 . 0 6 2 7 .  1 6
21 . 58 2 7 . 9 8
2 6 . 7 0 2 8 .  35
3 2 . 7 0 2 7 .  50
3 7 . 2 8 2 5 . 7 3
3 5 . 2 0 2 4 .  20
3 3 . 7 9 2 3 . 7 1
3 3 . 5 7 2 3 . 4 7
3 3 . 4 4 2 3 .  32
3 3 . 3 5 2 3 . 2 3
3 3 . 2 9 2 3 .  18
33 . ' 24 2 3 .  1 6
3 3 . 2 0 2 3 .  1 5
3 3 .  17 2 3 .  14
3 3 .  15 2 3 .  14
SDXAT SDXACA
0 . 0 0 0 . 00
1 . 0 8 0 . 8 3
1 . 2 8 0 . 9  5
1 . 2 7 1 . 3 1
1 . 1 6 1.  52
0 . 9 7 1 . 4 6
0 . 8 3 1 . 3 6
0-. 0 5 0 .  73
0 . 4 8 0 .  62
0 . 3 5 0 .  40
0 .  19 0 . 4 4
0 .  1 1 0 . 2 5
0 . 0 2 0 . 2 6
0 . 0 6 0 .  40
0 . 1 1 0 . 0 7
0 . 0 9 0 .  2 4
0 . 0 4 0 . 2 4
0 . 8 1 0 .  63
1 . 0 9 0 . 8 9
1 .  10 1 . 3 7
0 .  37 1 . 1 4
0 .  14 1 . 0 7
0 .  10 0 . 9  1
0 . 0 4 0 . 9 1
0 . 0 3  . 0 . 8 8
0 .  14 0 . 8 3
0 . 2 2 0 .  74
0 .  32 0 .  79
0 .  33 0 . 2 9
0 .  36 0 . 2 9
0 .  34 0 . 2 4
CA TOTAL
0 . 6 2  1 * 5 2
0 . 5 5  0 . 8 5
0 . 6 0  1 . 3 2
0 . 7 4  1 * 2 6
0 . 6 5  0 .8  6
0 . 7 1  1 • 1 5
3 3 . 1 4  2 3 . 1 5
T TC
SDS AVERAGED OVER F I R S T  22  POI NTS 0 . 4 3  0 . 4 7
S D S  AVERAGED OVER LAST 9 POI NTS 0 . 2 1  0 . 0 9
SDS AVERAGED OVERALL 0 . 3 6  0 . 3 6
SDXA AVERAGED OVER F I R S T  22  POI NTS 0 . 5 3
SDXA AVERAGED OVER LAST 9 POI NTS 0 . 2 1
SDXA AVERAGED OVERALL 0 . 4 3
RUM 27 CODE 416
SAMPLE NO. jCAT XATC
0 2 0 . 2 5 1 5 . 6 8
I 2 6 . 8 0 4 4 . 8 5
2 3 3 . 2 8 4 6 . 9 5
3 3 8 . 0  4 4 7 . 8 0
4 41 . 47 4 8 .  1 6
5 4 3 . 9 0 4 8 .  69
6 4 5 .  68 4 9 .  1 3
7 4 0 .  74 2 0 . 8 6
8 3 5 . 1 0 1 8 . 1 4
9 3 1 . 2 3 17 .  66
10 2 8 . 4 3 1 7 .  19
11 2 6 .  31 1 6 . 8 6
12 2 4 . 8 1 1 6 . 7 7
13 2 3 .  66 16 .  58
14 2 2 . 8 2 1 6 . 2 0
15 2 2 .  1 5 1 6 . 0 6
16 2 1 . 6 2 1 5 . 9 1
17 2 7 . 5 0 4 4 .  54
18 3 3 . 8 0 4 6 . 8 2
19 3 8 .  38 4 7 .  8 4
20 .35.  57 2 0 .  35
21 3 3 . 9 3 2 9 . 8  5
22 3 3 .  67 3 0 .  58
2 3 3 3 . 4 1 3 0 . 4 9
24 3 3 .  32 3 0 .  63
2 5 33 .  15 3 0 . 4 5
2 6 3 3 . 0 1 3 0 .  40
27 3 2 . 8 8 3 0 . 2 6
28 3 2 . 8 4 3 0 .  40
29 . 3 2 . 8 0 3 0 . 2 6
30 3 2 . 8 0 3 0 .  40
SAMPLE NO. SDST SDSTC
0 0 .  17 0 . 1 9
1 1 . 0 7 1 . 7 1
2 0 . 8 4 0 . 2 6
• 3 0 .  66 0 .  33
4 0 .  49 0 .  52
5 0 . 3 3 0 . 2 6
6 0 . 5 7 0 .  19
7 0 .  17 1 . 1 3
8 0 .  50 0 . 0 5
9 0 .  30 0 . 4 2
10 . 0 . 0 8 0 . 3 1
11 0 .  10 0 . 2 6
12 0 .  30 0 . 4 7
13 0 .  18 0 .  48
14 0 .  1 3 0 .  17
15 0 . 0 0 0 . 1 4
16 0 .  1 5 0 . 0 9
17 0 . 6 7 1 . 2 5
18 0 . 7 8 0 . 4 2
19 0 . 8 9 0 . 2 7
. 2 0 0 .  16 0 . 8  1
21 0 .  19 0 .  51
22 0 .  12 0 . 1 0
23 0 . 0 4 0 . 0 6 '
24 0 .  0 1 0 . 1 7
25 0 .  1 4 0 . 0 2
26 0 .  10 0 . 0 2
27 0 .  61 0 .  1 5
28 0 . 2 3 0 . 0 8
29 0 .  44 0 .  10
30 0 .  56 0 . 1 4
NKNT2 = 1
XACA ST STC STCA
3 2 . 6 3 2 0 .  42 1 5 . 8 7 3 2 .  58
31 . 3 6 2 5 .  73 4 3 .  14 3 3 . 0 6
2 9 . 4 9 3 2 . 4 3 4 7 . 2 2 2 8 .  77
2 6 .  51 3 7 . 3 8 43 . 1  3 2 6 . 5 9
2 3 . 5 3 4 0 . 9 8 48 . 68 2 3 . 9 3
2 1 . 1 2 4 3 .  57 4 8 . 9  5 21 . 56
1 9 . 2 2 4 5 .  1 1 4 9 . 3 2 . 1 9 . 8 5
1 8 . 8 0 4 0 . 9  1 2 2 . 0 0 1 9 . 1 0
1 9 . 1 7 3 5 . 6 0 1 8 . 1 9 1 9 . 6 2
2 0 . 2 6 3 1 .  53 1 7 . 2 4 2 0 .  53
21 . 3 2 2 8 .  50 1 6 . 8 8 2 1 . 8 2
2 2 .  69 2 6 . 2 2 1 6 . 6 1 2 2 . 8 6
2 3 . 8 4 2 4 .  52 1 6 . 3 0 2 4 .  31
2 4 . 8 2 2 3 . 4 8 1 6 . 1 0 2 5 .  58
2 6 .  17 2 2 . 6 9 1 6 . 0 3 2 6 .  39
2 6 . 9  1 2 2 .  1 6 1 5 . 9 2 2 7 .  56
2 7 . 7 4 2 1 . 7 7 1 6 . 0 0 2 8 . 0  6
2 7 . 7 3 2 6 . 8 3 4 3 . 2 9 2 8 . 4 3
2 6 . 6 1 3 3 . 0 2 4 7 . 2 4 2 7 . 4 9
2 4 . 3 6 3 7 . 4 9 4 8 .  1 1 2 5 . 7 1
2 3 . 0 6 3 5 . 4 1 2 1 . 1 6 2 4 .  10
2 2 .  65 3 3 . 7 4 2 9 .  34 2 3 .  51
2 2 .  56 3 3 .  55 3 0 . 4 9 2 3 .  57
2 2 . 4 1 3 3 .  37 3 0 . 4 3 2 3 . 3 3
2 2 .  35 3 3 . 3 3 3 0 . 4 6 2 3 .  11
2 2 . 3 6 3 3 . 2 8 3 0 . 4 7 2 3 .  10
2 2 . 4 2 3 3 .  12 3 0 . 3 8 . 2 3 .  10
2 2 .  36 3 3 . 4 9 . 3 0 . 4 1 2 2 . 8 2
2 2 . 8 5 3 3 . 0 7 30 • 48 2 2 . 9 2
2 2 . 8 5 3 3 . 2 4 3 0 . 3 6 2 2 .  79
2 2 . 9 1 3 3 . 3 6 3 0 . 5 4 2 2 . 8 9
SDSCA SDPT SDPTC SDPCA
0 . 0 5 4 . 0 0 4 . 0 0 4 . 0 0
1 . 7 0 2 . 3 8 0 .  66 2 .  50
0 . 7 2 1 . 6 4 0 .  55 1 . 7 6
0 . 0 8 1 . 2 4 0 .  52 1 . 3 2
0 .  40 1 . 0 0 0 . 5 1 1 . 0 4
0 . 4 3 0 . 8 7 - 0 . 5 1 0 . 8 3
0 .  63 0 . 7 9 0 . 5 1 0 .  77
0 .  30 0 . 7 5 0 .  50 0 .  73
0 . 4 5 0 .  73 0 . 50 0 . 7 3
0 . 2 8 0 .  72 0 .  50 0 . 7 5
0 .  50 0 . 7 2 0 .  50 0 .  77
0 . 1 7 0 . 7 2 0 . 5 0 0 .  79
0 . 4 6 0 .  72 0 .  50 0 . 8 0
0 . 7 7 0 .  72 0 .  50 0 . 8  1
0 . 2 3 0 . 7 1 0 .  50 , 0 . 8 2
0 .  64 0 . 7 1 0 .  50 0 . 8 3
0 . 3 2 0 . 7 1 0 .  50 0 . 8 3
0 . 7 0 0 . 7 1 0 .  50 0 . 8 3
0 . 8 9 0 . 7 1 0 .  50 0 .  79
1 . 3 5 0 . 7 1 0 .  50 0 .  75
1 . 0 3 0 . 7 1 0 .  50 0 .  72
0 . 8 6 0 . 7 1 • 0 .  50 0 .  73
1 . 0 1 0 . 7 1 0 .  50 0 .  74
0 . 9 2 0 . 7 1 0 .  50 0 • 74
0 . 7 5 0 . 7 1 0 .  50 0 . 74
0 . 7 5 0 . 7 1 0 .  50 0 .  74
0 .  68 . 0 . 7 1 0 .  50 0 .  74
0 . 4 6 0 . 7 1 0 .  50 0 .  74
0 . 0 7 0 . 7 1 0 .  50 0 . 7 4
0 . 0 6 0 . 7 1 0 .  50 0 . 7 5
0 . 0 3 0 . 7 1 0 .  50 0 . 7 5
RUN 28 CODE 40 6 NKNT2 = 1
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 1 5 .  68 3 2 . 6 3 2 0 .  42 1 5 . 8 7 3 2 .  58
1 2 6 . 8 0 4 4 . 8 5 31 . 3 6 2 5 . 8 4 4 3 .  1 6 3 2 .  1 3
2 3 3 . 2 8 4 6 . 9 5 2 9 . 4 9 3 1 . 8 4 4 7 .  1 3 3 0 . 4  7
3 3 8 . 0 4 4 7 . 8 0 2 6 . 5 1 3 7 . 0 4 45 . 08 2 7 . 6 5
4 4 1 . 4 7 4 8 .  16 2 3 .  53 4 0 .  70 4 8 .  63 2 4 .  7 6
5 4 3 . 9 0 4 8 . 6 9 2 1 . 1 2 4 3 . 2 9 4 8 . 9  1 2 2 .  29
6 4 5 .  68 4 9 .  1 3 1 9 . 2 2 4 4 . 8 8 4 9 . 2 9 2 0 . 4 5
7 4 0 . 7 4 2 0 . 8 6 1 8 . 8 0 4 0 .  7 5 2 1 . 9 7 1 9 . 4 7
8 3 5 .  10 1 8 . 1 4 1 9 . 1 7 3 5 .  53 1 8 . 1 5 19 .  76
9 3 1 . 2 3 17 .  66 2 0 . 2 6 - 31 . 4 7 1 7 . 2 4 20 * 66
10 2 8 . 4 3 17 .  19 21 . 32 2 8 . 4 8 1 6 . 8 8 21 . 7 9
11 2 6 . 3 1 1 6 . 8  6 2 2 .  69 2 6 . 1 8 1 6 .  60 2 3 . 0 0  ’
12 2 4 . 8  1 1 6 . 7 7 2 3 . 8 4 2 4 .  52 1 6 . 3 0 2 4 . 2 0
13 2 3 .  66 16 .  58 2 4 . 8 2 2 3 . 5 1 1 6 .  10 2 5 . 3 0
14 * 2 2 . 8 2 16.  20 2 6 .  1 7 2 2 . 6 9 1 6 . 0 3 2 6 . 3 0
15 2 2 .  1 5 1 6 . 0 6 2 6 . 9  1 2 2 .  19 1 5 . 9 2 2 7 .  19
16 2 1 . 6 2 1 5 . 9  1 2 7 . 7 4 21 . 7 7 1 6 . 0 0 2 7 . 9 7
17 2 7 .  50 4 4 .  54 2 7 . 7 3 2 6 . 8  4 4 3 . 2 9 2 8 . 3 2
18 3 3 . 8 0 4 6 . 8 2 2 6 .  61 3 3 . 0 2 4 7 . 2 4 2 7 . 4 0
19 3 8 .  38 4 7 . 8 4 2 4 . 3 6 3 7 .  51 48 . 1 1 2 5 . 6 1
20 3 5 .  57 2 0 . 3 5 2 3 . 0 6 3 5 . 4 1 2 1 . 1 6 2 4 . 0 7
21 3 3 . 9 3 2 9 . 8 5 2 2 .  6 5 3 3 . 7 0 2 9 .  33 2 3 .  64
22 3 3 .  67 3 0 .  58 2 2 . 5 6 3 3 .  58 3 0 . 4 9 2 3 . 4 1
2 3 3 3 .  41 3 0 . 4 9 2 2 . 4 1 3 3 . 3 7 3 0 . 4 3 2 3 . 3 0
2 4 3 3 .  32 3 0 . 6 3 2 2 . 3 5 3 3 . 3 0 3 0 . 4 6 2 3 . 2 2
2 5 3 3 .  15 3 0 .  4 5 2 2 .  36 3 3 . 2 7 3 0 . 4 7 2 3 .  18
2 6 3 3 . 0 1 3 0 . 4 0 2 2 . 4 2 3 3 .  10 3 0 . 3 8 2 3 .  18
27 3 2 . 8 8 3 0 . 2 6 2 2 . 3 6 3 3 . 4 4 3 0 . 4 0 2 3 .  11
28 3 2 . 8 4 3 0 .  40 2 2 . 8 5 3 3 . 0 3 3 0 . 4 8 2 3 .  1 5
29 3 2 . 8 0 3 0 . 2 6 2 2 . 8 5 3 3 .  18 ' 3 0 . 3 5 2 3 .  15
30 3 2 . 8 0 3 0 * 4 0 2 2 . 9 1 3 3 .  33 3 0 .  53 2 3 .  1 1
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 0 .  17 0 .  19 0 . 0 5 4 . 0 0 4 . 0 0 4 . 00
1 0 . 9 6 1 . 7 0 0 . 7 7 2 . 3 9 0 . 6 6 3 . 2 1
2 1 . 4 3 0 .  18 0 . 9 8 1 . 6 7 0 . 5 5 2 . 4 5
3 0 . 9 9 0 • 28 1 . 1 3 1 . 2 6 0 .  53 1 . 8 2
4 0 . 7 7 0 .  48 1 . 2 3 1 . 0 2 0 . 5 1 1 . 3 6
5 0 . 6 1 0 . 2 2 1 . 1 7 0 . 8 8 0 . 5 1 1 . 0 6
6 0 . 8  1 0 . 1 5 1 . 2 2 0 . 8 0 0 . 5 1 0 . 8 3
7 0 . 0 1 1 . 1  1 0 .  66 0 . 7 6 0 .  50 0 .  79
8 0 . 4 3 0 . 0 4 0 .  59 0 . 7 4 0 .  50 0 .  78 ,
9 0 . 2 4 0 .  43 0 . 4 1 0 . 7 3 0 . 5 0 0 .  79
10 0 . 0 6 0 . 3 1 0 . 4 7 0 . 7 2 0 . 5 0 0 . 8 1
11 0 .  1 3 0 . 2 6 0 . 3 1 0 . 7 2 0 .  50 0 . 8 3
12 0 . 2 9 0 .  47 0 . 3 5 0 . 7 2 0 .  50 0 . 8 5
1.3 0 .  16 0 .  48 0 . 4 8 0 . 7 2 0 .  50 0 . 8 6
14 0 .  1 3 0 .  17 0 . 1 4 0 . 7 2 0 .  50 0 . 8 7
15 * 0 . 0 4 0 . 1 3 0 . 2 8 0 .  72 0 .  50 0 . 8 8
16 0 .  1 5 0 . 0 9 0 . 2 4 0 . 7 2 0 .  50 0 . 8 9
17 0 . 6 7 1 . 2 5 0 .  59 0 . 7 2 0 .  50 0 . 8 8
18 0 . 7 7 0 .  42 0 .  79 0 . 7 2 0 .  50 0 . 8 4
19 0 . 8 7 0 . 2 7 1 . 2 5 0 . 7 2 0 .  50 0 . 78
20 0 .  17 0 . 8  1 1 . 0 0 0 . 7 2 0 .  50 0 .  75
21 0 . 2 2 0 .  51 1 . 0 0 0 . 7 2 0 .  50. 0 . 7 6
22 0 . 0 9 0 . 0 9 • 0 . 8 5 0 . 7 2 0 .  50 0 . 77
2 3 ' 0 . 0 4 0 . 0 6 0 . 8 8 0 .  72 0 .  50 0 .  77
2 4 0 . 0 2 0 . 1 7 0 . 8 7 0 . 7 2 0 .  50 0 .  77
2 5 0 . 1 2 0 . 0 2 0 . 8 2 0 . 7 2 0 .  50 0 .  77
26 0 . 0 9 0 . 0 2 0 .  76 0 . 7 2 0 .  50 0 . 7 7
27 0 .  55 0 .  1 4 0 .  75 0 . 7 2 0 .  50 0 . 7 7
28 0 .  19 0 . 0 8 0 .  30 0 . 7 2 0 . 5 0 0 . 7 7
29 0 .  38 0 . 0 9 0 . 2 9 0 .  72 0 .  50 0 .  77
30 0 . 5 3 0 . 1 3 0 .  19 0 . 7 2 0 .  50 0 .  77
RUN 29 CODE 416 NKNT2 = 1
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 1 5.  68 3 2 .  63 2 0 . 4 2 1 5 . 8 7 3 2 .  58
1 2 6 . 8 0 . 4 4 . 8 5 31 . 3 6 2 5 . 7 3 4 3 .  14 3 3 . 0 6
2 3 3 . 2 8 4 6 . 9 5 2 9 . 4 9 3 2 . 0 6 4 7 .  1 6 3 0 .  1 5
3 38 .  0 4 4 7 . 8 0 2 6 . 5 1 3 7 . 0 0 4 8 .  10 2 7 . 2 5
4 4 1 . 4 7 4 8 .  1 6 2 3 . 5 3 4 0 . 6 9 4 3 . 6 5 2 4 .  3 5
5 4 3 . 9 0 4 8 .  69 2 1 . 1 2 • 4 3 . 3 8 4 8 . 9 8 2 1 . 8  1
6 4 5 .  68 4 9 .  1 3 1 9 . 2 2 4 5 .  16 4 9 . 2 7 1 9 . 8 9
7 4 0 . 7 4 2 0 . 8 6 1 8 . 8 0 4 0 . 9 2 2 2 . 0 2 1 9 . 0 0
8 35 .  10 1 8 . 1 4 1 9 .  1 7 3 5 . - 5 5 1 8 . 1 2 1 9 . 4 5
9 3 1 . 2 3 17 .  66 2 0 . 2 6 31 . 4 3 1 7 . 2 2 2 0 . 4 5
10 2 8 .  4 3 1 7 .  19 2 1 . 3 2 2 8 . 3 7 1 6 . 7 6 21 . 73
11 2 6 .  31 1 6 . 8 6 ' 2 2 . 6 9 2 6 . 0 7 1 6 . 4 5 2 2 . 9 7
12 . 2 4 . 8  1 1 6 . 7 7 2 3 . 8 4 2 4 .  32 1 6 .  19 2 4 .  33
13 2 3 . 6 6 1 6 .  58 2 4 . 8 2 2 3 .  12 1 5 . 9 8 2 5 . 6 9
14 2 2 . 8 2 1 6 . 2 0 2 6 .  1 7 2 2 . 2 9 . 1 5 . 8 6 2 6 . 3 0
15 2 2 .  15 1 6 . 0 6 2 6 . 9 1 2 1 . 7 6 1 5 .  76 2 7 . 9 3
16 2 1 . 6 2 1 5 . 9 1 2 7 . 7 4 21 . 4 2 1 5 . 7 8 2 8 . 7 3
17 2 7 .  50 4 4 .  54 2 7 . 7 3 2 6 . 6 5 4 3 .  17 2 9 . 0 5
18 3 3 . 8 0 4 6 . 8 2 2 6 .  61 3 2 . 8 3 4 7 .  17 2 8 . 0  6
19 3 8 .  38 4 7 . 8 4 2 4 .  36 3 7 . 4 8 48 . 0  7 ‘ 2 6 .  1 5
20 3 5 . 5 7 2 0 .  35 2 3 . 0 6 3 5 . 4 3 2 1 . 1 5 2 4 . 4 9
21 3 3 . 9  3 2 9 . 8  5 2 2 . 6 5 3 3 . 9 1 2 9 . 2 4 2 3 . 8 9
2 2 3 3 .  67 3 0 .  58 2 2 .  56 3 3 . 6 1 3 0 . 3 7 2 3 .  74
2 3 3 3 . 4 1 3 0 .  49 2 2 . 4 1 3 3 . 4 0 3 0 . 4 1 2 3 .  62
2 4 3 3 .  32 3 0 . 6 3 2 2 .  35 3 3 . 2 8 3 0 . 4 1 2 3 . 4 8
2 5 3 3 .  1 5 3 0 . 4 5 2 2 .  36 3 3 . 2 0 3 0 . 4 1 2 3 . 4 1
26 3 3 . 0 1 3 0 . 4 0 2 2 . 4 2 3 3 . 0 8 3 0 .  37 2 3 . 3 8
27 3 2 . 8 8 3 0 . 2 6 2 2 .  36 3 3 . 2 2 3 0 .  36 2 3 . 2 0
28 3 2 . 8  4 3 0 . 4 0 2 2 . 8 5 - 3 3 .  12 30 . 39 2 3 .  12
29 3 2 . 8 0 3 0 . 2 6 2 2 . 8 5 3 3 . 1 5 3 0 . 3 5 2 2 . 9 3
30 3 2 . 8 0 3 0 . 4 0 2 2 . 9 1 3 3 . 2 6 3 0 . 4 3 2 2 . 9  1
SAMPLE NO. . SDST SDSTC SDSCAv SDPT SDPTC SDPCA
0 0 .  17 0 .  19 0 . 0 5 4 .  00 4 . 0 0 4 . 0 0
1 1 . 0 7 1 . 7 1 1 . 7 0 2 . 3 8 0 .  66 2 . 5 0
2 1 . 2 2 0 . 2 0 0 . 6 6 1 . 6 4 0 .  55 1 . 76
3 1 . 0 3 0 .  30 0 .  74 1 . 2 4 0 .  52 1 . 3 2
4 0 . 7 8 0 . 4 9 0 . 8 2 1 . 0 0 0 . 5 1 1 . 0 5
.5 . 0 .  52 0 . 2 9 0 . 6 9 0 . 8 7 0 . 5 1 0 . 8 8
6 0 .  52 0 . 1 4 0 .  67 0 . 7 9 0 . 5 1 0 .  78
7 0 .  17 1 . 1 5 0 . 2 0 0 . 7 5 0 .  50 0 . 73
8 0 .  4 5 0 . 0 1 0 . 2 8 0 . 7 3 0 .  50 0 .  73
9 0 . 2 1 0 • 44 0 .  19 0 . 7 2 0 .  50 0 .  75
10 0 . 0  5 0 . 4 3 0 . 4 1 0 . 7 2 0 . 5 0 0 .  77
11 0 . 2 5 0 . 4 1 0 . 2 8 0 . 7 2 0 .  50 0 . 79
12 0 .  49 0 .  53 0 . 4 9 0 . 7 2 0 .  50 0 . 8 0
13 . 0 .  5 4 0 . 60 0 . 8 8 0 . 7 2 0 .  50 0 . 8 2
14 0 . 5 3 0 .  34 0 .  64 0 . 7 1 0 .  50 0 . 8 2
15 0 .  40 0 .  29 1 . 0 1 0 . 7 1 0 .  50 0 . 8 3
16 0 .  20 0 . 1 3 0 . 9 9 0 . 7 1 0 .  50 0 . 8 4
17 0 . 8  6 1 .  37 1 . 3 2 0 . 7 1 0 .  50 0 . 8 3
18 0 . 9 7 0 . 3 5 1 . 4 5 0 . 7 1 0 .  50 0 .  79
19 0 . 9 0 0 . 2 3 1 . 7 9 0 . 7 1 0 .  50 0 .  75
20 0 .  1 4 0 . 8 1 1 . 4 2 0 . 7 1 0 .  50 0 .  72
21 0 . 0 2 0 . 60 1 . 2 4 0 . 7 1 0 .  50 0 .  73
, 22 0 . 0 6 0 . 2 1 - 1 . 18 0 . 7 1 0 .  50 0 .  74
2 3 ' 0 . 0  1 0 . 0 8 1 . 2 1 0 . 7 1 0 .  50 0 .  74
24 0 . 0  4 0 . 2 2 1.  12 0 . 7 1 0 . 5 0 0 .  74
'  2 5 0 . 0 5 0 . 0 3 1 . 0 5 0 . 7 1 0 .  50 0 .  74
26 0 . 0  6 0 . 0 3 0 . 9 6 0 . 7 1 0 .  50 0 . 74
27 0 . 3 4 0 . 0 9 0 . 8 4 0 . 7 1 0 .  50 0 .  74
28 0 .  28 0 . 0 1 0 . 2 7 0 . 7 1 0 .  50 0 .  74
29 0 .  35 0 . 0 9 0 .  1 3 0 . 7 1 0 .  50 0 .  75
30 0 .  47 0 . 0 3 0 . 0 1 0 . 7 1 0 .  50 0 .  75
RUN 31 CODE 456 NKNT2 = 1
MPLE NO. XAT
0 2 0 . 2 5
I 2 6 . 8 0
2 3 3 . 2 8
3 3 8 . 0 4
4 4 1 . 4 7
5 4 3 . 9 0
6 4 5 .  68
7 4 0 . 7 4
8 3 5 .  10
9 3 1 . 2 3
10 2 8 . 4 3
• 1 1 2 6 .  31
12 2 4 . 8  I
13 2 3 .  66
14 2 2 . 8 2
15 2 2 .  1 5
16 2 1 . 6 2
17 2 7 .  50
18 3 3 . 8 0
19 3 8 .  38
20 ' 3 5 .  57
21 3 3 . 9 3
2 2 3 3 . 6 7
2 3 3 3 .  41
2 4 3 3 .  32
2 5 3 3 .  1 5
2 6 3 3 . 0 1
27 3 2 . 8 8
28 3 2 . 8 4
. 29 3 2 . 8 0
30 3 2 . 8 0
MPLE NO. SDST
0 0 .  17
1 1 . 0 7
2 0 .  66
3 0 . 4 6
4 0 . 2 6
5 0 .  18
6 0 . 9 3
7 0 .  1 1
8 0 .  29
9 0 .  1 5
10 0 . 0  6
11 0 . 3 1
12 0 .  54
13 0 .  1 6
14 0 . 0 1
15 0 . 2 4
16 0 . 4 1
17 0 .  51
18 0 . 4 9
19 0 . 7 0
20 0 . 0 2
21 0 . 2 0
22 0 .  I 5
23 0 . 0 7
24 0 . 0  1
2 5 0 .  1 5
26 0 . 0 6
27 0 . 8 1
28 0 .  34
29 0 .  51
30 0 .  60
XATC  
1 5 . 68
4 4 . 8  5
4 6 . 9 5
4 7 . 8 0  
4 8 .  1 6
4 8 .  69
4 9 .  13
2 0 . 8  6
1 8 .  14 
1 7 . 6 6  
17 .  19 
1 6 . 8 6  
1 6 . 7 7  
1 6 .  58 
16. 20 
1 6 . 0 6
1 5 . 9 1  
4 4 .  54
4 6 . 8 2
4 7 . 8  4 
2 0 .  35
2 9 . 8 5  
3 0 .  58 
3 0 .  49
3 0 . 6 3  
3 0 .  45  
3 0 .  40
3 0 . 2 6
3 0 . 4 0
3 0 . 2 6  
3 0 .  40
SDSTC 
0 .  19 
1 . 7 1  
0 .  32  
0 .  42  
0-. 58 
0 . 12 
0 . 1 7
1 . 0 6  
0 . 0 2  
0 .  43  
0 . 3 1  
0 . 2 6  
0 .  48 
0 .  48 
0 . 1 4  
0 . 10 
0 . 1  5
1.21  
0 .  4 5  
0 .  30 
0 . 8 3  
0 . 4 8  
0 . 0 9  
0 . 0 5  
0 . 1 6  
0 . 0 2  
0 . 0 1  
0 .  16 
0 . 1 1  
0 . 12 
0 . 1 5 .
XACA
3 2 . 6 3  
31 . 36  
2 9 . 4 9
2 6 . 5 1
2 3 .  53  
2 1 . 1 2  
1 9 . 2 2
1 8 . 8 0  
1 9 . 1 7
2 0 . 2 6  
21 . 32  
2 2 . 6 9  •
2 3 . 8 4
2 4 . 8 2
2 6 .  17
2 6 . 9 1  
2 7 . 7 4  
2 7 . 7 3  
2 6 . 6 1
2 4 .  36
2 3 . 0  6 
2 2 .  65  
2 2 .  56
2 2 . 4 1
2 2 . 3 5
2 2 .  36
2 2 . 4 2
2 2 . 3 6
2 2 . 8 5
2 2 . 8 5
2 2 . 9 1
SDSCA 
0 . 0 5  
1 . 7 0
3 . 8  1
2 . 2 1  
1 . 0 8  
0 . 4 9  
0 . 2 2  
0 .  18 
0 . 4 8  
0 .  3 4  
0 .  63  
0 . 2 6  
0 . 66 
0 . 9 1  
0 . 2 6  
0 . 6 1  
0 . 2 2  
0 .  59 
0 . 7 1  
1 . 18 
0 . 8 6  
0 . 7 3  
0 . 9 4  
0 . 8 8  
0 .  70  
0 .  70 
0 .  67  
0 .  33  
0 . 0 6  
0 .  I 5 
0 . 1 1
ST
2 0 . 4 2
2 5 . 7 3  
3 2 . 6 2  
3 8 .  50
4 1 . 7 3
4 4 . 0 7  
4 4 . 7 6  
4 0 .  63
3 5 . 3 9  
3 1 .  38 
2 8 .  36  
2 6 . 0 1  
2 4 . 2 7  
2 3 .  50  
2 2 . 8 3  
2 2 .  39 
2 2 . 0 3  
2 7 . 0 0  
3 3 .  30  
3 7 . 6 8  
3 5 .  60 
3 3 . 7 2  
3 3 .  52  
3 3 . 3 3  
3 3 .  33
3 3 . 2 9
3 3 . 0 8  
3 3 .  69 
3 3 .  18
3 3 . 3 0
3 3 . 4 0
SDPT 
4 . 0 0  
2 . 3 8  
1 . 29  
0 . 8 3  
0 . 7 4  
0 .  69 
0 .  67 
0 . 6 9  
0 . 6 9  
0 .  69 
0 .  69 
0 . 6 9  
0 . 6 9  
0 . 6 9  
0 .  69 
0 . 6 9  
0 . 6 9  
0 . 7 0  
0 . 7 0  
0 . 7 0  
0 . 7 0  
0 . 7 0  
0 . 7 0  
0 . 7 0  
0 . 7 0  
0 .  70  
0 . 7 0  
0 . 7 0  
0 . 7 1  
0 . 7 1  
0 . 7  1
STC 
1 5 . 8 7  
4 3 .  14 
4 7 . 2 8  
48 . 22  
48 . 74  
48 . 8  1 
4 9 . 3 1  
2 1 . 9 2  
1 8 . 1 6  
1 7 . 2 3  
1 6 . 8 8  
1 6 .  60  
1 6 . 2 8  
1 6 . 10 
1 6 . 0 6  
1 5 . 9 5  
1 6 . 0 7  
4 3 .  33  
4 7 . 2 7  
48 .  1 5 
2 1 . 1 8  
2 9 . 3 6  
3 0 . 4 9  
3 0 . 4 4
3 0 . 4 7
3 0 . 4 7  
3 0 .  39 
3 0 . 4 2  
3 0 .  51 
3 0 . 3 8  
3 0 .  5 5
SDPTC 
4 . 0 0  
0 . 66  
0 .  53  
0 . 5 1  
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50 
0 . 50  
0 .  50 
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50  
0 .  50 
0 .  50 
0 .  50 
0 .  50  
0 .  50 
0 .  50  
0 .  50
STCA 
3 2 .  58
3 3 . 0 6  
2 5 .  69
2 4 . 3 0  
2 2 . 4 5
20  . 63 
1 9 . 4 4  
1 8 . 9 9
1 9 .  66
2 0 .  59
21 . 9 5
2 2 . 9 5
2 4 . 5 1  
2 5 . 7 2
2 6 . 4 2  
2 7 .  53
2 7 . 9 5
2 8 . 3 1
2 7 .  32 
2 5 .  54
2 3 . 9 2  
2 3 . 3 8
2 3 .  51 
2 3 . 2 9  
2 3 . 0 5  
2 3 . 0 5
2 3 . 0 9  
2 2 .  69 
2 2 .  79 
2 2 .  70
2 2 . 8 0
SDPCA
4 . 0 0  
. 2 .  50 
1 . 4 6  
1 . 1 0  
0 . 8 7  
0 .  75  
0 .  69 
0 .  67  
0 .  69 
0 .  72  
0 .  74  
0 .  76  
0 .  78 
0 . 8 0  
0 . 8 0  
0 . 8  1 
0 . 8 2  
0 . 8  1 
0 .  78 
0 .  74  
0 . 7 1  
0 .  72 
0 .  73  
0 .  73  
0 . 7 4  
0 .  74  
0 . 7 4  
0 .  74  
0 .  74  
0 . 74 
0 .  74
RUN 32 CODE 2416 NKNT2 =' 1
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 1 5 . 6 8 3 2 . 6 3 2 0 . 4 2 1 5 . 8 7 3 2 .  58
1 2 6 . 8 0 4 4 . 8 5 3 1 . 3 6 2 5 . 8 0 4 3 . 4 5 3 2 . 3 7
■' 2 • 3 3 . 2 8 4 6 . 9 5 2 9 . 4 9 31 . 8 9 4 7 . 4 3 2 9 . 3 3
.3 3 8 . 0 4 4 7 . 8 0 2 6 . 5 1 3 7 . 0 7 4 8 .  14 2 7 .  19
4 41 . 47 4 3 .  16 2 3 . 5 3 4 0 . 8 0 4 8 . 7 2 2 4 .  33
5 4 3 . 9 0 48^. 69 2 1 . 1 2 4 3 .  50 4 8 . 4 1 2 1 . 62
* 6 4 5 .  68 4 9 .  1 3 1 9 . 2 2 4 4 . 6 1 4 9 .  52 1 9 .  66
7 4 0 . 7 4 2 0 . 8 6 1 8 . 8 0 4 0 . 5 4 2 1 . 39 1 9 . 1 2
8 3 5 . 1 0 1 8 . 1 4 1 9 . 1 7 3 5 .  34 1 8 . 1 4 1 9 . 9 5
9 3 1 . 2 3 1 7 . 6 6 2 0 . 2 6 ' 31 . 2 6 1 6 . 5 5 2 0 .  74
10 2 8 . 4 3 1 7 . 1 9 2 1 . 3 2 2 8 . 2 3 1 6 . 7 5 2 2 . 2 2
11 2 6 . 3 1 1 6 . 8 6 2 2 . 6 9 2 5 . 7 0 1 6 . 7 5 2 2 . 8 9
12 2 4 . 8  1 16 .  77 2 3 . 8 4 2 4 . 0 0 1 6 .  12 2 4 . 7 0
13 2 3 . 6 6 1 6 .  53 2 4 . 8 2 2 3 . 4 2 1 5 .  74 2 6 . 2 1
14 2 2 . 8 2 1 6 . 2 0 2 6 .  17. 2 2 . 7 3 1 5 . 9 8 2 6 .  67
15 2 2 .  1 5 1 6 . 0 6 2 6 . 9  1 2 2 .  56 1 5 . 7 1 2 8 .  1 6
16 21 . 62 1 5 . 9  1 2 7 . 7 4 2 2 .  1 5 1 6 . 5 7 2 8 .  18
17 2 7 . 5 0 4 4 .  54 2 7 . 7 3 2 7 . 0 7 4 3 . 7 3 2 8 .  53
18 3 3 . 8 0 4 6 . 8 2 2 6 .  61 3 3 . 6 5 4 7 .  30 2 7 .  58
19 3 8 .  38 4 7 . 8 4 2 4 . 3 6 3 7 . 9 0 4 8 . 0  5 2 5 .  72
20 3 5 .  57 2 0 .  35 2 3 . 0 6 3 5 . 8 2 2 0 . 5 2 2 3 . 9  5
21 3 3 . 9 3 2 9 . 8  5 2 2 .  65 3 3 . 4 3 2 9 .  52 2 3 . 0 1
22 3 3 . 6 7 3 0 .  58 2 2 . 5 6 3 3 . 5 2 3 1 . 0 5 2 3 . 8 2
23 3 3 . 4 1 30 .  49 2 2 . 4 1 3 3 .  18 3 0 .  38 2 3 . 3 1
2 4 3 3 .  32 3 0 .  63 2 2 . 3 5 3 3 .  17 30 . 59 2 2 . 8 5
2 5 3 3 .  1 5 3 0 . 4  5 2 2 . 3 6 3 3 . 2 0 3 0 . 6  6 2 2 . 9 9
2 6 3 3 .  01 3 0 . 4 0 2 2 . 4 2  ' 3 2 . 8 3 3 0 . 2 0 • 2 2 . 9 7
27 3 2 . 8 8 3 0 . 2 6 2 2 .  36 3 3 . 9 8 3 0 . 1 9 2 2 .  33
28 3 2 . 8 4 3 0 . 4 0 2 2 . 8 5 3 2 . 6 7 3 0 . 8 9 2 2  . 50
29 3 2 . 8 0 3 0 . 2 6 2 2 . 8 5 3 3 . 2 5 3 0 . 0  3 2 2 . 2 5
30 3 2 . 8 0 3 0 . 4 0 2 2 . 9 1 3 3 . 6 8 3 1 . 1 1 2 2 . 6 5
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 0 .  17 0 .  19 0 . 0 5 4 . 0 0 4 . 0 0 4 . 0 0
' 1 1 . 0 0 1 . 40 1 . 0 0 4 .  00 4 . 0 0 4 . 0 0
2 1. 38 0 . 4 7 0 . 1 2 4 . 0 0 4 . 0 0 4 . 0 0
3 0 . 9 6 0 .  34 0 . 6 8 4 . 0 0 4 . 0 0 4 . 0 0
4 0 . 6 7 0 .  56 0 . 8 0 4 . 0 0 4 . 0 0 4 . 0 0
5 0 .  40 0 . 2 8 0 . 5 0 4 . 00 4 . 0 0 4 . 0 0
6 1 . 0 7 0 . 3 9  . 0 . 4 4 4 . 0 0 4 . 0 0 4 . 0 0
7 0 . 2 0 0 .  53 0 . 3 1 4 .  00 4 . 0 0 4 . 0 0
8 0 . 2 4 0 * 0 0 0 . 7 8 4 . 0 0 4 . 0 0 4 .  00
9 0 .  0 3 1 . 1 2 0 . 4 8 4 . 0 0 4 . 0 0 4 . 0 0
10 0 .  20 0 . 44 0 . 9 0 4 . 0 0 4 . 0 0 4 . 0 0
11 0 .  62 0 .  1 1 0 . 2 0 4 . 0 0 4 . 0 0 4 . 0 0
12 0 . 8  1 0 .  64 0 . 8 5 4 . 0 0 4 . 0 0 4 . 0 0
13 0 . 2 4 0 . 8 4 1 . 4 0 4 . 0 0 4 . 0 0 4 . 0 0
14 0 . 0 9 0 . 2 2 0 .  50 4 . 0 0 4 . 0 0 4 . 0 0
15 0 .  40 0 .  35 1 . 2 4 4 . 0 0 4 . 0 0 4 . 0 0
16 0 .  53 0 . 6 5 0 . 4 5 4 . 0 0 4 . 0 0 4 . 0 0
17 0 . 4 3 0 . 8  1 0 . 8 1 4 . 0 0 4 . 0 0 4 . 0 0
• 18 0 .  1 5 0 .  48 0 . 9 8 4 . 0 0 4 . 0 0 4 .  00
19 0 .  48 0 . 2 1 1 . 3 6 4 .  00 4 . 0 0 4 . 0 0
20 0 . 2 5 0 .  18 0 . 8 8 4 .  00 4 . 0 0 4 . 0 0
21 0 .  49 0 .  32 - 0 . 3 6 4 . 00 4 . 0 0 4 . 0 0
22 0 . 1 5 0 .  47 1 . 2 6 4 .  00 4 . 0 0 4 . 0 0
2 3 0 .  2 3 0 . 1 1 0 . 9 0 4 . 0 0 4 . 0 0 4 . 0 0
24 0 .  1 5 0 .  04' 0 .  49 4 . 0 0 4 . 0 0 4 .  00
25 0 . 0 6 0 . 2 1 0 .  63 4 . 0 0 4 . 0 0 4 . 0 0
26 0 .  19 0 .  20 0 . 5 5 4 . 0 0 4 . 0 0 4 . 0 0
27 , 1 . 0 9 0 . 0 7 0 . 0 2 4 .  00 4 . 0 0 4 . 0 0
28 0 .  17 0 .  49 0 .  35 4 * 0 0 4 . 0 0 4 . 0 0
29 0 .  4 5 0 .  23 0 . 6 1 4 . 0 0 4 . 0 0  . 4 . 0 0
30 . 0 . 8 8 0 . 7 1 0 . 2 6 4 . 0 0 4 . 0 0 4 . 0 0
RUN 3g CODE 1 0 0 4 1 6  
SAMPLE NO.  XAT XATC
0 2 0 . 2 5 1 5 . 6 8
I 2 6 . 8 0 4 4 . 8 5
2 3 3 . 2 8 4 6 . 9  5
3 3 8 . 0  4 4 7 . 8 0
4 4 1 . 4 7 4 8 .  16
5 4 3 . 9 0 4 8 .  69
6 4 5 .  68 49 . 1 3
7 . 40 . 7 4 2 0 . 8 6
8 3 5 .  1 0 1 8 . 1 4
9 3 1 . 2 3 1 7 . 6 6
10 2 8 .  4 3 1 7 .  19
11 2 6 .  31 1 6 . 8 6
12 2 4 . 8 1 1 6 . 7 7
13 2 3 . 6 6 1 6 .  58
14 2 2 . 8 2 1 6 .  20
15 2 2 .  1 5 1 6 . 0 6
16 2 1 . 6 2 1 5 . 9 1
17 2 7 .  50 4 4 .  54
18 3 3 . 8 0 4 6 . 8 2
19 3 8 .  38 4 7 . 8 4
20 3 5 .  57 2 0 .  35
21 3 3 . 9 3 2 9 . 8 5
22 3 3 . 6 7 3 0 .  58
2 3 3 3 . 4 1 . 3 0 . 4 9
2 4 3 3 . 3 2 3 0 .  63
25 3 3 .  1 5 3 0 . 4 5
26 3 3 . 0 1 30 . 40
27 3 2 . 8 8 3 0 . 2 6
28 3 2 . 8 4 3 0 .  40
29 3 2 . 8 0 3 0 . 2 6
30 3 2 . 8 0 3 0 .  40
.E NO. SDST SDSTC
0 0 .  17 0 .  19
1 1.  1 1 1 . 34
2 1 . 0 9 0 . 9 0
3 0 . 7 3 0 . 9 9
4 0 . 2 1 1 . 2 4
5 0 . 3 4 0 . 3 5
6 0 .  3 5 0 .  52
7 0 . 0 2 0 . 7 3
8 0 . 0 1 0 .  37
9 0 .  49 1 . 6 1
10 0 . 9 8 1 .  53
11 1.  66 1 .  18
12 2 . 3 0 1 . 50
13 1 . 9  1 1 . 8 0
14 1 . 3 5 1 . 37
15 0 .  30 1 . 4 1
16 0 . 7 0 0 .  33
17 0 . 3 5 1 . 0 7
18 1 . 1 1 0 . 6 9
19 1.  34 0 .  4 4
20 2 . 2 3 0 . 2 2
21 1 . 3 1 0 . 8 7
22 0 . 8 5 0 .  19
23 0 . 2 7 0 . 0 9
24 0 .  1 5 0 . 0 8
25 0 .  26 0 . 4 4
26 0 . 7 5 0 .  12
27 0 .  56 0 . 0 3
28 0 .  31 0 .  44
■29-. 0 . 0  6 0 . 0 5
30 0 . 7 8 0 . 7 8
NXNT2 = 1
XACA ST STC STCA
3 2 .  6 3 2 0 . 4 2 1 5 . 8 7 3 2 . 5 8
31 . 3 6 2 5 . 6 9 4 3 .  51 3 3 . 2 0
2 9 . 4 9 3 2 .  18 4 7 . 8  6 28 . 0 4
2 6 . 5 1 3 7 . 3 1 48 . 79 2 5 .  52
2 3 . 5 3 41 . 2 6 49 . 40 2 2 . 5 5
2 1 . 1 2 4 4 . 2 4 49 . 0 4 19 . 70
1 9 . 2 2 4 5 . 3 3 49 . 66 1 7 .  63
1 8 . 8 0 4 0 . 7 2 21 . 60 1 7 . 0 1
19 .  17 3 5 .  1 1 1 7 . 7 7 1 8 . 1 3
2 0 . 2 6 3 0 . 7 4  ■ 1 6 . 0  5 1 9 . 4 8
21 . 32 2 7 .  4 5 1 5 .  66 2 1 . 5 4
2 2 . 6 9 2 4 . 6 5 1 5 . 6 8 22  . 72
2 3 . 8 4 2 2 . 5 1 1 5 . 2 7 2 4 . 8 8
2 4 . 8 2 2 1 . 7 5 1 4 . 7 8 2 7 .  10
2 6 .  17 21 . 4 7 1 4 . 8 3 2 8 . 0  6
2 6 . 9 1 21 . 8 5 1 4 .  65 2 9 .  77
2 7 . 7 4 2 2 . 3 2 1 5 .  58 2 9 . 8  5
2 7 . 7 3 2 7 . 8 6 4 3 . 4 7 29 . 73
2 6 .  61 3 4 . 9  1 4 7 .  51 2 8 .  19
2 4 . 3 6 3 9 . 7 2 4 8 .  29 2 5 . 8 6
2 3 . 0 6 3 7 . 8  1 2 0 .  57 2 3 .  76
2 2 .  65 3 5 . 2 4 2 8 . 9 8 2 2 .  54
2 2 . 5 6 3 4 .  51 30 . 78 2 3 .  18
2 2 . 4 1 3 3 . 6 7 30 .  58 2 3 . 1 7
2 2 . 3 5 3 3 .  17 3 0 . 7 1 2 2 .  78
2 2 .  36 3 2 . 8 9 3 0 . 8 8 2 2 . 8  1
2 2 . 4 2 3 2 . 2 6 3 0 .  52 2 2 . 8 1
2 2 . 3 6 . 3 3 . 4 4 30 .  29 2 1 . 9 5
2 2 . 8 5 3 2 . 5 3  ■ 3 0 . 8 4 21 . 65
2 2 . 8 5 3 2 . 8 6 3 0 . 3 1 2 0 . 9 4
2 2 . 9 1 3 3 .  58 31 18 2 0 . 9 7
\
SDSCA SDPT SDPTC SDPCA
0 . 0 5 4 . 0 0 4 . 0 0 4 . 0 0
1 . 8 4 2 .  38 0 .  66 2 .  50
1 . 4 6 1 . 6 4 0 . 5 5 1 .  76
0 . 9 9 1 . 2 4 0 .  52 1 . 3 2
0 . 9 8 1 . 0 0 0 . 5 1 1 . 0 5
1 . 4 2 0 . 8 7 0 . 5 1 0 . 8 8
1 . 60 0 . 7 9 0 .  51 0 .  77
1 . 7 9 0 . 7 5  . 0 .  50 0 .  73
1 . 0 4 0 . 7 3 0 . 5 0 0 . 74
0 .  78 0 .  72 0 .  50 0 . 7 6
0 . 2 1 0 . 7 2 0 .  50 0 . 7 8
0 . 0 3 0 . 7 2 0 .  50 0 . 7 9
1 . 0 3 0 . 7 2 0 .  50 0 . 8  1
2 . 2 8 0 . 7 2 0 .  50 0 . 8 3
1 . 8 9 0 . 7 2 0 .  50 0 . 8 3
2 . 8 6 0 . 7 1 0 .  50 0 . 8 4
2 . 1 2 0 . 7 1 0 .  50 0 . 8 4
2 . 0 0 0 . 7 1 0 .  50 0 . 8 2
1 . 5 8 0 . 7 1 0 .  50 0 .  78
1 . 50 0 . 7 1 0 .  50 0 . 74
0 .  69 0 . 7 1 0 .  50 0 . 7 1
’ 0 . 1 0 0 . 7 1 0 .  50 0 .  72
0 .  62 0 . 7 1 0 .  50 0 .  73
0 . 7 5 0 . 7 1 0 .  50 0 .  73
0 . 4 3 0 . 7 1 0 .  50 0 .  74
0 . 4 5 0 . 7 1 0 .  50 0 . 74
0 . 3 9 0 . 7 1 , 0 .  50 0 .  75
0 . 4 1 0 . 7 1 0 . 5 0 0 .  75
1 . 2 0 0 . 7 1 0 .  50 0 .  75
1 . 9 1 0 . 7 1 0 .  50 0 . 7 5
1 . 9 5 0 . 7 1  . 0 .  50 0 . 7 5
RUN 34 CODE 416 NKNT2 = 1
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 1 5.  68 3 2 . 6 3 2 0 . 4 2 1 5 . 8 7 3 2 .  53
1 2 6 . 8 0 4 4 . 8 5 3 1 . 3 6 2 5 . 7 1 4 3 .  1 6 3 3 . 4 5
2 3 3 . 2 8 4 6 . 9 5 2 9 . 4 9 3 2 .  60 4 7 . 2 4 2 6 .  65
3 3 8 . 0  4 4 7 . 8 0 2 6 . 5 1 3 7 . 8 9 4 8 . 2 0 2 5 .  59
4 4 1 . 4 7 48 . 1 6 • 2 3 . 5 3 41 . 7 7 48 . 79 2 2 . 8  7
5 4 3 . 9 0 4 8 . 6 9 2 1 . 1 2 4 4 .  4 3 4 9 . 0 8 2 0 .  33
6 4 5 .  68 4 9 .  1 3 1 9 . 2 2 4 4 . 9 3 4 9 .  30 1 9 . 3 6
7 4 0 . 7  4 2 0 . 8 6 1 8 . 8 0 4 0 . 3 9 2 1 . . 9 2 1 9 . 1 7
8 3 5 .  10 18 .  14 1 9 . 1 7 3 4 . 9  1 1 8 . 0 9 2 0 . 2 4
9 3 1 . 2 3 17.  66 2 0 . 2 6 - 3 0 . 8  6 1 7 . 1 4 2 1 . 1 0
10 2 8 . 4 3 17.  19 2 1 . 3 2 2 7 . 6 7 1 6 . 7 6 2 2 . 9 4
11 2 6 .  31 1 6 . 8 6 2 2 .  69 2 5 . 6 4 1 6 .  52 2 3 . 0 8
12 2 4 . 8  1 16.  77 2 3 . 8 4 2 3 . 4 5 1 6 .  14 2 5 . 8  5
13 2 3 .  66 1 6 . 5 8 2 4 . 8 2 2 2 . 9 0 1 6 . 0 1 2 7 . 3 9
14 2 2 . 8  2 16.  20 2 6 .  17 2 2 . 7 9 1 6 . 0 5 2 6 .  5 6
15 2 2 .  1 5 1 6 . 0 6 2 6 . 9 1 2 2 . 3 0 1 5 . 9  4 2 9 . 0 2
16 2 1 . 6 2 1 5 - 9 1 2 7 . 7 4 2 2 . 5 4 1 6 . 1 1 2 7 . 4 8
17 2 7 .  50 4 4 .  54 2 7 . 7 3 2 7 . 2 6 4 3 .  35 2 8 . 3 1
18 3 3 . 8 0 4 6 . 8 2 2 6 .  61 3 3 . 9  4 4 7 .  38 2 7 . 0 9
19 3 8 .  38 4 7 . 8 4 2 4 . 3 6 3 7 . 9 3 4 8 . 1 8 2 5 .  64
20 3 5 .  57 2 0 .  35 2 3 . 0 6 3 5 . 8 4 21 . 2 2 2 3 .  7 6
21 3 3 . 9 3 2 9 . 8  5 2 2 .  65 3 3 .  57 2 9 . 3 2 2 3 . 0 7
2 2 3 3 . 6 7 3 0 .  58 2 2 .  56 3 3 .  19 3 0 .  43 2 4 . 3 7
23 . 33 . 41 3 0 . 4 9 2 2 . 4 1 3 3 . 0 9 3 0 .  39 2 3 . 6  0
2 4 3 3 . 3 2 3 0 . 6 3 2 2 . 3 5 3 3 . 4 7 3 0 . 4 9 2 2 . 5  7
2 5 3 3 .  1 5 3 0 .  45 2 2 . 3 6 3 3 . 3 9 3 0 .  48 2 2 . 8 0
26 3 3 . 0  1 3 0 . 4 0 2 2 . 4 2 3 2 . 8  3 3 0 .  34 2 3 . 0 7
27 3 2 . 8 8 3 0 . 2 6 2 2 .  36 3 4 . 7 4 3 0 . 5 9 2 0 . 9 5
28 3 2 . 8 4 3 0 . 4 0 2 2 . 8 5 3 2 . 8 6 3 0 . 4 5 2 2 .  35
29 3 2 . 8 0 3 0 .  26 2 2 . 8 5 3 3 . 7 5 3 0 . 4 4 2 1 . 3 4
30 3 2 . 8 0 3 0 . 4 0 2 2 . 9  1 3 4 .  1 1 3 0 . 6 5 2 1 . 8 7
SAMPLE NO. SDST. SDSTC SDSCA SDPT SDPTC SDPCA
0 0 .  17 0 . 1 9 0 . 0 5 4 . 0 0 4 . 0 0 4 . 00
1 1 . 0 9 1 . 6 9 2 . 0 9 2 . 8 7 0 . 7 5 2 . 9 9
2 0 .  68 0 . '29 2 . 8 5 2 . 3 8 0 . 60 2 . 4 8
3 0 .  15 0 . 40 0 . 9 2 2 . 0 9 0 .  58 2 . 1 7
4 0 .  31 0 .  64 0 .  65 • 1 . 9 0 0 . 5 7 1 . 9  1
5 0 .  54 0 .  39 0 . 8 0 1 . 7 7 0 .  56 1 . 73
6 0 . 7 6 0 .  1 6 0 .  13 1 .  67 0 . 5 5 1 .  60
7 0 .  35 1 . 0 5 0 . 3 6 1 . 6 0 0 .  55 1 . 5 5
8 0 .  19 0 . 0 5 1 . 0 7 1 . 5 5 0 .  54 1 . 6 1
9 0 .  37 0 .  52 0 . 8 5 1 .  51 0 .  54 1 . 70
10 0 . 7 6 0 .  43 1 . 6 2 1 . 4 8 0 .  54 1 . 8 0
11 0 .  68 0 .  34 0 .  39 1 . 4 6 0 .  54 1 . 9 0
12 1 . 3 7 0 . 6 3 2 . 0 1 1 . 4 5 0 .  54 1 . 9 9
13 0 . 7 6 0 .  57 2 . 5 7 1 . 4 5 0 .  54 2 . 0 5
14 0 . 0 3 0 .  1 5 0 . 40 1 . 4 5 0 .  54 2 . 1 0
15 0 .  14 0 .  12 2 .  1 1 1 . 4 5 0 .  54 2 .  1 3
16 0 . 9 2 0 .  20 0 . 2 6 1 . 4 5 0 .  54 2 * 1 5
17 0 . 2 5 1 . 19 0 .  58 1 . 4 6 0 .  54 2 . 1  3
18 0 .  1 4 0 .  56 0 . 4 8 1 . 4 6 0 .  54 2 . 0 2
19 0 . 4 5 0 .  33 1 . 2 8 1 . 4 6 0 .  54 1 . 8 6
20 0 . 2 7 0 . 8 7 0 . 7 0 1 . 4 5 0 .  54 1 . 7 5
21 0 .  35 0 .  53 0 . 4 2 1 . 4 4 0 .  54 1 . 7 5
22 0 . 4 8 0 .  1 5 1 . 8 1 1 . 4 4 0 .  54 1 . 7 7
23 0 .  32 0 .  10 1 . 18 1 . 4 3 0 .  54 1 . 78
24 0 .  1 5 0 . 1 4 0 . 2 1 1 . 4 3 0 .  54 1 . 79
25 0 . 2 4 0 . 0 4 0 . 4 5 1 . 4 3 0 .  54 1 . 8 0
26 0 .  18 0 . 0 6 0 . 6 5 1 . 4 2 0 .  54 1 . 81
27 1 . 8  6 0 .  33 1 . 4 1 1 . 4 2 0 .  54 1 . 8 2
28 0 . 0 2 0 . 0  5 0 .  50 1 . 4 3 0 .  54 1 . 8  1
29 0 . 9 5 0 .  18 1 . 5 1 1 . 4 3 0 .  54 1 . 8 2
30 1 . 3 1 0 . 2 5 1 . 0 4 1 . 4 3 0 .  54 1 . 8 2
RUM 35 CODE 616 NKMT2 = 1
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 1 5 .  68 3 2 . 6 3 2 0 .  42 1 5 . 8 7 3 2 .  58
1 2 6 . 8 0 4 4 . 8 5 3 1 .  36 2 5 . 7 3 4 3 .  1 4 3 3 . 0 6
2 3 3 . 2 3 4 6 . 9 5 2 9 .  49 3 2 . 0 2 4 7 .  30 2 8 . 0  3
3 3 8 . 0 4 4 7 . 8 0 2 6 . 5 1 3 7 .  42 4 8 .  14 2 6 . 2 6
4 4 1 . 4 7 4 8 .  1 6 2 3 .  53 4 1 . 1 6 4 8 .  70 2 3 .  60
5 4 3 . 9 0 4 8 . 6 9 2 1 . 1 2 4 4 . 2 6 4 9 . 0 2 2 0 .  58
6 4 5 .  68 4 9 .  13 1 9 . 2 2 4 5 .  50 49 . 50 1 8 . 8 4
7 4 0 . 7  4 2 0 . 8 6 1 8 . 8 0 4 0 . 2 8 2 1 . 8 6 1 9 . 3 0
8 35 .  10 1 8 . 1 4 1 9 .  17 3 4 . 9 1 1 8 . 0 8 . 2 0 . 4 1
9 3 1 . 2 3 17 .  66 2 0 . 2 6 3 0 . 7 2 1 7 . 0 3 2 1 . 0 ?
10 2 8 . 4 3 1 7 . 1 9 2 1 . 3 2 2 7 . 6 5 1 6 . 7 5 2 2 . 8 2
11 * 2 6 .  31 1 6 . 8 6 2 2 . 6 9 2 4 . 7 3 1 6 .  50 2 4 .  15
12 2 4 . 8  1 1 6 . 7 7 2 3 . 8 4 2 3 . 0 5 1 6 . 0 9 2 6 . 2 9
13 2 3 . 6 6 1 6 .  58 2 4 . 3 2 2 2 . 0  5 1 5 . 7 5 2 8 . 3 6
14 2 2 . 8  2 1 6 . 2 0 2 6 .  17 2 2 .  54 1 5 . 9 3 2 8 .  75
15 2 2 .  1 5 1 6 . 0 6 2 6 . 9 1 2 3 . 2 2 1 6 .  00 3 1 . 2 1
16 2 1 . 6 2 1 5 . 9 1 2 7 . 7 4 2 3 . 3 8 1 6 . 2 6 29 . 9 9
17 27 .  50 4 4 . 5 4 2 7 . 7 3 2 7 .  55 4 3 . 5 7 2 9 .  61
' 18 3 3 . 8 0 4 6 . 8 2 2 6 . 6 1 3 3 . 5 8 4 7 .  35 2 7 . 9 8
19 3 8 . 3 8 4 7 . 8 4 2 4 . 3 6  - 3 7 . 6 7 • 4 8 .  1 4 2 6 .  1 5
20 3 5 .  57 2 0 . 3 5 2 3 . 0 6 3 6 .  10 2 1 . 1 5 2 3 .  74
21 3 3 . 9 3 2 9 . 8  5 2 2 . 6 5 3 3 . 9 4 2 9 . 4 6 21 . 7 4
22 3 3 . 6 7 3 0 . 5 8 2 2 . 5 6 3 4 . 2 9 3 0 . 6 4 2 3 . 4 1
23 3 3 . 4 1 3 0 . 4 9 2 2 . 4 1 3 3 . 4 6 3 0 . 4 5 2 2 . 8 6
. ‘24 3 3 . 3 2 30 . 63 2 2 . 3 5 3 3 .  55 3 0 .  50 2 2 .  39
2 5 3 3 .  1 5 3 0 . 4 5 2 2 .  36 3 3 . 4 3 30 . 49 2 2 .  61
26 3 3 . 0 1 3 0 . 4 0  ' 2 2 . 4 2 3 3 . 1 5  j 3 0 . 3 9 2 2 .  79
27 3 2 . 8 8 3 0 . 2 6 2 2 .  36 3 4 .  12 3 0 .  39 2 2 . 2 1
28 3 2 . 8 4 3 0 . 4 0 2 2 . 8 5 • 3 2 .  34. 3 0 .  58 2 2 . 8 6
29 3 2 . 8 0 3 0 . 2 6 2 2 . 8 5 3 4 . 5 4 3 0 .  40 2 0 . 4 4
30 3 2 . 8 0 3 0 . 4 0 2 2 . 9 1 3 5 . 7 5 3 0 . 9  1 2 2 .  18
SAMPLE NO. SDST SDSTC SDSCA ' SDPT SDPTC SDPCA
0 ‘ 0 .  17 0 .  19 0 . 0 5 4 . 0 0 4 . 0 0 . ^ 4 . 0 0
1 1 . 0 7 1 . 7 1 1 . 7 0 2 . 3 8 0 . 6 6 2 .  50
2 1 . 2 6  . 0 . 3 4 1 . 4 6 2 . 6 4 1 . 0 4 2 .  77
3 0 . 6 1 0 .  34 0 . 2 5 1 . 7 7 0 . 5 6 1 . 8 4
4 0 .  31 0 .  55 0 . 0 7 1 . 3 1 0 .  53 1 . 3 2
5 0 . 3 6 0 .  33 0 .  54 1 . 8 6 1 . 0 0 1 . 8  5
6 0 .  18 0 . 3 6 0 . 3 9 2 . 2 8 1 . 0 2 2 .  19
7 0 . 4 6 1 . 0 0 0 . 4 9 2 . 5 4 1 . 0 4 2 . 4 4
8 0 .  19 0 . 0 5 1 . 2 4 1 . 7 1 0 .  56 1 . 7 1
9 0 .  51 0 .  63 0 . 7 6 2 .  19 1 . 0 1 2 . 3 1
10 0 . 7 7 0 . 4 4 1 . 50 1 . 5 4 0 .  54 1 . 74
11 1.  59 0 . 3 6 1 . 4 6 2 . 0 7 1 . 0 1 2 .  40
12 1 . 7 6 0 .  68 2 . 4 5 1 . 4 7 0 .  54 1 . 8 3
13 1 . 6 2 0 . 8 3 3 . 5 4 2 . 0 2 1 . 0  1 2 . 4 9
14 0 . 2 8 0 . 2 2 2 .  58 2 . 4 3 1 . 0 3 2 . 9  0
15 1 . 0 7 0 . 0 6 4 .  30 2 . 3 5 0 . 8 5 2 .  77
16 1 . 7 6 0 .  35 2 . 2 5 2 .  63 1 . 0 4 3 . 0  1
17 0 . 0 5 0 . 9 7 1 . 8 8 2 . 7 1 1 . 0 0 3 . 0 1
18 0 . 2 1 0 .  53 1 .  37 2 . 8 1 1 . 0 5 3 . 0 0
19 0 . 7 1 0 . 2 9 1 . 8 0 1 . 8 6 0 .  57 1 . 9  1
20 0 . 5 3 0 . 8 0 0 .  67 2 . 2 9 1 . 0 2 2 .  33
21 0 . 0 2 0 . 3 9 0 . 9 1 2 .  55 1 . 0 4 2 .  65
22 0 .  62 0 . 0 6 0 . 8 5 2 . 7 2 1 . 0 5 2 . 8 5
23 0 . 0 5 0 . 0 4 0 . 4 5 1 . 8 1 0 .  56 1 . 9 2
24 0 .  23 0 . 1 3 0 . 0 4 I . 3 3 0 .  53 1 • 4 5
25 0 . 2 9 0 . 0 4 0 . 2 6 1 . 0 6 0 .  52 1 . 1 8
26 0 .  14 0 . 0 1 0 . 3 7 0 . 9 0 0 . 5 1 1 . 0 2
27 1. 2 4 0 .  13 0 . 1 5 1 . 52 0 . 9 9 1 . 69
28 0 .  50 0 .  18 0 . 0 1 2 . 0 6 1 . 0 1 2 . 2 6
29 1 . 7 4 0 . 1 3 2 . 4 1 2 . 3 8 0 . 9 9 2 .  59
30 2 . 9 5 0 . 5 1 0 . 7 4 2 . 6 4 1 . 0 4 2 . 8 3
RUl 36 CODE 516 NKMT2 = 1
I PLE MO. XAT XATC XACA ST STC STCA
0 2 0 . 2 5 1 5.  68 3 2 . 6 3 2 0 . 4 2 1 5 . 8 7 3 2 .  58
1 2 6 . 8 0 4 4 . 8 5 31 . 3 6 2 5 . 7 3 4 3 .  14 3 3 .  0 6
2 3 3 . 2 8 4 6 . 9  5 2 9 . 4 9 3 2 . 0 2 4 7 . 3 0 2 8 . 0 3
3 3 8 . 0  4 4 7 . 8 0 2 6 .  51 3 7 . 4 2 48 .  1 4 2 6 . 2 6
4 4 1 . 4 7 4 8 .  1 6 2 3 . 5 3 4 1 . 1 6 48 . 70 2 3 .  60
5 4 3 . 9 0 4 8 . 6 9 2 1 . 1 2 4 4 . 2 6 4 9 . 0 2 2 0 .  58
6 4 5 .  68 4 9 .  13 1 9 . 2 2 4 5 .  1 6 49 . 33 19 . 3 3
7 4 0 . 7 4 2 0 . 8 6 1 8 . 8 0 4 0 .  53 21 . 8 9 19 . IS
8 3 5 .  10 1 8 . 1 4 1 9 . 1 7 3 5 .  13 1 8 . 1 2 2 0 . 0 8
9 3 1 . 2 3 17.  66 2 0 . 2 6 3 0 . 9 2 1 7 . 0 6 2 0 . 8 8
10 2 8 .  4 3 1 7 . 1 9 2 1 . 3 2 2 7 . 8 2 1 6 .  78 2 2 .  62
11 2 6 .  31 1 6 . 8 6 2 2 . 6 9 2 4 . 9  3 1 6 .  53 2 3 . 9 9
12 2 4 . 8 1 1 6 . 7 7 2 3 . 8 4 2 3 . 0 6 1 6 . 0 3 2 6 . 4 1
13 2 3 . 6 6 1 6 . 5 8 2 4 . 8 2 2 2 . 6 2 1 5 . 9 7 2 7 .  58
14 2 2 . 8 2 1 6 . 2 0 2 6 . 1 7 2 2 . 4 6 1 5 . 9 8 2 8 . 0  3
15 2 2 .  1 5 1 6 . 0 6 2 6 . 9 1 2 2 . 8 4 1 5 . 9  1 3 0 .  69
16 2 1 . 6 2 1 5 . 9  1 2 7 . 7 4 2 3 . 1 1 1 6 . 2 2 2 9 .  7 6
17 2 7 . 5 0 4 4 .  54 2 7 . 7 3 2 7 .  19 4 3 . 2 9 29 . 58
18 3 3 . 8 0 4 6 . 8 2 2 6 . 6 1 3 4 .  43 4 7 . 4 4 2 7 . 7 8
19 3 8 .  38 4 7 . 8 4 2 4 . 3 6 3 8 .  33 4 8 . 2 3 2 5 . 7 9
20 35 .  57 2 0 .  35 2 3 . 0 6 3 6 . 2 8 21 . 18 2 3 .  68
21 3 3 . 9 3 29 . 8 5 2 2 . 6 5 3 3 . 8 8 2 9 . 3 5 2 3 . 0 6
22 3 3 . 6 7 3 0 .  58 2 2 . 5 6 3 3 . 7 9 3 0 .  56 2 3 .  70
2 3 3 3 . 4 1 3 0 . 4 9 2 2 . 4 1 3 3 . 4 1 3 0 . 4 4 2 3 . 2 3
2 4 3 3 . 3 2 3 0 .  63 2 2 . 3 5 3 3 . 4 9 30 . 49 2 2 .  77
2 5 3 3 .  1 5 3 0 . 4 5 2 2 . 3 6 3 3 . 4 0 3 0 . 4 8 2 2 . 8 6
26 3 3 . 0 1 3 0 .  40 2 2 . 4 2 3 3 .  16 30 . 39 2 2 . 9 5
27 3 2 . 8 8 3 0 . 2 6 2 2 . 3 6 3 4 .  61 3 0 . 4 2 2 2 . 2 1
28. 3 2 . 8 4 3 0 . 4 0 2 2 . 8 5 ’ 3 2 . 7 9 3 0 . 5 0 2 2 .  79
' 2 9 3 2 . 8 0 3 0 . 2 6 2 2 . 8 5 3 3 . 9 0 3 0 .  27 2 2 . 5 4
30 3 2 . 8 0 3 0 . 4 0 2 2 . 9 1 3 5 . 2 5 3 0 . 8 4 2 2 .  79
IPLE MO. SDST SDSTC SDSCA S SDPT SDPTC SDPCA
0 0 .  17 0 . 1 9 0 . 0 5 4 . ' 00 4 . 0 0 4 .  00
1 1 . 0 7 1 . 7 1 1 . 7 0 2 .  38 0 . 6 6 2 .  50
2 i • 2 6 0 .  34 l . * 4 6 2 .  64 1 . 0 4 2 . 7 7
3 0 . 6 1 0 .  34  ’ 0 . 2 5 1 . 7 7 0 . 5 6 I . 8 4
4 0 .  31 0 .  55 0 . 0 7 1 . 3 1 0 .  53 1 . 32
5 0 . 3 6 0 .  33 0 .  54 1 . 8 6 1 . 0 0 1 . 8  5
6 0 .  52 0 . 2 0 0 . 1 1 1 . 3 5 0 . 5 3 1 . 2 9
7 . 0 . 2 1 1 . 0 3 0 . 3 7 1 . 9 0 1 . 0 0 1 . 8  3
8 0 . 0 4 0 .  02 0 . 9 0 1 . 3 8 0 .  53 1 .  39
9 0 .  30 0 . 60 0 .  63 1 . 9 2 1 . 0 0 2 . 0 6
10 0 .  61 0 . 4 1 1 .  30 1 . 39 0 .  54 1 . 60
11 1.  38 0 .  33 1 . 3 0 1 . 9 4 1 . 0 0 2 .  29
12 1 . 7 5 0 . 6 9 2 .  57 1.  62 0 . 6 3 2 . 0 1
13 1 . 0 4 0 . 6 1 2 . 7 6 1 . 2 2 0 .  52 1 . 61
14 0 .  36 0 . 2 2 1 . 8 7 1 . 8  1 1 . 0 0 2 .  32
15 0 .  69 0 .  1 5 3 . 7 8 2 .  1 3 0 . 9 3 2 .  66
16 1. 49 0 .  30 2 . 0 2 2 . 50 1 . 0 3 2 . 9 6
17 0 . 3 1 1 . 2 5 1 . 8 5 2 . 7 2 1 . 0 5 3 . 0 6
18 0 .  63 0 .  62 1 . 1 7  ’ 1 . 8 1 0 .  56 2 . 0 3
19 0 . 0  5 0 . 3 9 1 . 4 4 1 . 3 3 0 .  53 1 . 4 3
20 0 . 7  1 0 . 8 3 0 . 6 1 1 . 8 9 1 . 0 0 1 . 9 9
21 0 . 0 5 0 .  49 ’ 0 . 4 1 1 . 3 7 0 .  53 1 . 48
22 0 .  1 3 0 . 0 2 1 . 1 4 1 . 9 1 1 . 0 0 2 .  1 0
23 0 . 0 1 0 . 0 5 0 . 8 1 1.  38 0 .  53 1 . 5 6
24 0 .  17 0 .  1 4 0 . 4 1 1 . 0 8 0 .  52 1 . 2 5
25 0 .  2 5 0 . 0 4 0 .  50 0 . 9  1 0 .  51 1 . 0 6
26 0 .  1 5 0 . 0 1 0 .  53 0 . 8 2 0 . 5 1 0 . 9 4
27 1 . 7 3 0 .  1 6 0 . 1 5 1 . 45 0 . 9 8 1 . 61
28 0 . 0 5 0 .  10 0 . 0 6 1 . 4 5 0 .  69 1 . 61
29 1 . 1 0 0 . 0  1 0 .  32 2 . 0 0 1 . 0 1 2 . 2 1
30 2 . 4 6 0 .  44 0 .  12 2 . 4 0 1 . 0 3 2 .  61
RUN 37 CODE 3017 NKNT2 = 100
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 .  30 1 5 . 6 0 3 2 . 2 0 2 4 .  30 1 6 .  60 3 6 . 0 0
I 2 5 . 7 6 4 3 . 0 5 3 1 . 8  5 2 4 . 2 7 4 5 . 0 1 3 4 . 9 9
2 3 2 . 0 2 4 7 .  10 3 0 .  19 2 9 . 0  5 5 0 . 2 0 19 .  59
3 3 1 . 3 1 2 0 . 6 6 2 8 . 2 6 3 3 . 6 7 21 . 8 9 2 9 . 3  7
4 3 4 . 0 5 4 4 .  52 2 6 . 9 7 3 5 . 7 8 4 6 .  10 2 5 . 4 1
5 3 8 .  16 4 8 . 0 2 2 5 .  13 3 9 .  67 4 2 .  32 2 1 . 74
6 3 5 . 8 4 2 1 . 3 3 2 3 .  64 2 9 . 0 4 2 4 .  1 6 2 1 . 8 3
7 3 1 . 9 2 1 7 .  65 ' 2 3 . 4 0 3 0 . 9  5 1 2 . 0 0 2 4 . 8 1
8 3 4 .  36 4 4 .  34 2 3 . 4 2 3 4 . 4 3 4 4 .  60 2 7 . 8 3
9 38 .  37 4 8 . 0 4 2 2 . 7 1 . 3 7 . 0 3 3 9 .  74 2 2 .  61
10 3 5 . 9 8 21 . 35 2 2 . 0 1 3 4 . 7 5 2 0 .  30 2 6 .  19
11 3 7 .  49 4 5 . 0 3 2 1 . 8 1 3 2 . 9 4 4 6 . 8 0 1 7 . 8 9
12 3 5 .  22 2 1 . 0 3 2 1 . 5 5 3 2 . 0 1  , 1 8 . 8  1 2 7 .  4 5
13 3 6 . 9  1 4 4 . 9 3 2 1 . 6 1 4 0 . 4 1 4 0 . 9 8 2 6 . 9 7
14 4 0 ; 2 6 4 8 . 3 3 2 1 . 0 8 4 1 . 6 6 4 7 . 9 2 1 7 . 9 9
15 3 7 .  38 21 .  56 2 0 .  61 4 2 .  14 1 9 . 0 8 2 7 .  72
16 38 .  52 4 5 . 1 8 2 0 .  64 4 0 . 9  4 51 . 7 5 1 6 .  18
17 3 5 . 9 8 2 1 . 1 4 2 0 .  59 3 4 . 8 8 2 4 .  1 5 2 2 . 3 1
18 3 2 .  61 21 . 2 7 2 1 . 1 6 3 8 .  30 21 . 9 0 2 2 .  39
19 2 9 . 6 9 1 7 .  52 21 . 9 9 2 8 .  52 1 6 . 3 8 2 4 . 4  6
20 3 2 . 7 1 4 4 .  11 2 2 .  68 3 4 . 4 1 3 7 . 2 3 2 2 .  49
21 3 2 . 8 3 2 2 .  51 2 2 .  73 2 5 .  30 2 4 .  10 1 9 . 2 1
22 2 9 . 7 5 1 7 . 4 5 2 3 . 1 6 3 1 . 4 7 2 4 . 0 8 31 . 62
2 3 3 2 . 7 5 4 4 .  1 1 2 3 .  55 3 0 . 2 4 4 2 . 9 4 2 2 . 0  7
2 4 36 .  56 4 4 . 2 4 2 3 .  1 1 3 6 .  53 4 5 . 8 4 1 9 . 8 4
2 5 3 4 .  34 2 0 . 6 8 2 2 . 6 2 3 4 . 8 3 2 2 . 9 9 2 3 .  75
2 6 3 1 .  40 21 . 0 7 2 2 . 8 5 2 8 . 0 0 1 8 . 7 4 2 2 . 8 8
27 3 4 . 2 8 4 4 . 7 5 2 3 . 0 6 4 5 . 1 4 4 3 . 1 2 1 6 . 8  7
28 3 2 . 8 4 2 0 . 7 0 2 2 . 9 1 2 3 .  1 1 2 4 . 9  1 2 2 .  72
29 3 5 .  16 4 4 . 6 7 2 2 . 9 2 3 9 . 6 4 4 1 . 1 1 1 7 . 8 1
30 3 3 . 4 9 2 0 . 7 7 2 2 .  68 3 8 . 7 7 2 7 . 9 8 2 3 . 8 9
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4 . 0 0 1 . 0 0 3 . 8 0 4 . 0 0 4 . 0 0 4 . 0 0
1 4 .  19 3 . 8 7 3 . 8 9 4 .  00 4 . 0 0 4 . 0 0
2 4 . 0 6 3 . 8 4 4 .  50 4 . 0 0 4 . 0 0 4 . 0 0
3- 3 . 4 6 4. ' 01 3 . 8 1 4 . 0 0 4 . 0 0 4 . 0 0
4 3 . 8 2 3 . 7 4 3 . 8 1 4 .  00 4 . 0 0 4 .  00
5 4 . 0 2 4 . 2 2 3 . 9 5 4 .  00 4 . 0 0 4 . 0 0
6 4 . 2 6 4 . 0 5 3 . 8 3 4 . 0 0 4 . 0 0 4 . 0 0
7 4 .  1 1 3 . 6 6 4 . 0 6 4 . 0 0 4 . 0 0 4 . 0 0
8 3 . 9 4 4 . 0 1 4 .  12 4 . 0 0 4 .  00 4 . 0 0
9 3 . 8 7 4 .  16 4 .  14 4 . 0 0 4 .  00 4 . 0 0
10 4 .  10 4 . 0 5 4 . 0 6 4 . 0 0 4 . 0 0 4 . 0 0
11 4 . 0 4 4 . 0 5 4 .  12 4 . 0 0 4 . 0 0 4 . 0 0
12 4 . 4 7 4 .  44 4 . 4 1 4 . 0 0 4 . 0 0 4 . 0 0
13 3 . 9 3 4 . 0 6 3 .  66 4 . 0 0 4 . 0 0 4 . 0 0
14 3.  57 3 . 7 8 4 . 2 4 4 .  00 4 . 0 0 4 . 0 0
15 3 . 5 2 3 . 7 0 3 . 9 4 4 .  00 4 . 0 0 4 . 0 0
16 4 . 2  3 4 .  17 4 .  17 4 . 0 0 4 . 0 0 4 . 0  0
17 3 . 9 5 4 . 0 3 3 . 8 9 4 . 0 0 4 . 0 0 4 . 0 0
18 3 . 8 8 4 .  17 3 . 9 1 4 * 0 0 4 . 0 0 4 . 0 0
19 4 . 0 0 3 . 8 0 4 .  58 4 . 00 4 . 0 0 4 . 0 0
20 3.  59 3 . 7 4 3 .  72 4 . 00 4 . 0 0 4 . 0 0
21 3 . 7 4 3 . 8 9 3 . 8 2 4 .  00 4 . 0 0 4 . 0 0
22 4 .  34 3 . 8 3 4 . 0 8 4 . 0 0 4 . 0 0 4 . 0 0
. 23 3 . 4 4 4 .  37 3 . 7 1 4 . 0 0 4 . 0 0 4 . 0 0
24 4.  02 3 . 3 7 4 . 0 2 4 . 0 0 4 . 0 0 4 .  00
25 3 . 4 8 3 . 9 9 4 . 2 1 4 . 0 0 4 . 0 0 4 . 0 0
26 4 . 0 3 3 . 9 4 3 .  74 4 . 0 0 , 4 . 0 0 4 . 0 0
27 4 .  37 3 . 8 1 4 .  1 3 4 . 0 0 4 . 0 0 4 . 0 0
28 4 . 2 7 3 . 8 9 3 . 8 6 4 . 0 0 4 . 0 0 4 . 0 0
29 3 .  54 4 . 2 1 4 . 2 7 4 . 0 0 4 . 0 0 4 . 0 0
30 3 . 8 9 4 . 0 2 4 .  1 3 4 . 0 0 4 . 0 0 4 . 0 0
RUN 37 CODE 3017 NKNT2 = 100
SAMPLE NO. ZT ZTC ZCA FET FETC FECA
0 0 .  00 0 . 0 0 0 . 0 0 2 4 . 3 0 1 6 . 6 0 3 6 . 0 0
' I 2 4 . 2 7 4 5 . 0 1 3 4 . 9 9 2 4 . 2 9 2 7 . 9 6 3 5 .  60
2 2 9 . 0 5 5 0 . 2 0 1 9 .  59 2 6 .  19 3 6 . 8  6 2 9 .  19
3 3 3 . 6 7 21 . 8 9 2 9 . 3 7 2 9 .  18 3 0 . 8 7 2 9 . 2  7
4 3 5 . 7 8 4 6 .  10 2 5 . 4 1 3 1 . 8 2 3 6 . 9 6 2 7 .  72
5 ' 3 9 . 6 7 4 2 . 3 2 21 . 7 4 3 4 . 9 6 3 9 .  11 2 5 . 3 3
6 2 9 . 0 4 2 4 .  16 2 1 . 8 3 3 2 . 5 9 3 3 . 1 3 2 3 . 9 3
7 3 0 . 9 5 1 2 . 0 0 2 4 . 8 1 3 1 . 9 4 2 4 . 6 8 2 4 . 2 8
8 3 4 .  43 4 4 .  60 2 7 . 8  3 3 2 . 9 3 3 2 . 6 4 2 5 .  70
9 3 7 . 0 8 3 9 . 7 4 2 2 .  61 3 4 .  59 3 5 . 4 8 2 4 .  4 6
10 3 4 .  7 5 2 0 . 3 0 2 6 . 1 9 3 4 .  66 2 9 . 4 1 2 5 .  1 5
11 - 3 2 . 9  4 4 6 . 8 0 1 7 . 8 9 3 3 . 9 7 3 6 . 3 7 2 2 . 2 5
12 3 2 . 0 1 1 8 . 8 1 2 7 . 4 5 3 3 .  18 2 9 . 3 5 2 4 .  33
13 4 0 . 4 1 4 0 . 9 8 2 6 . 9 7 3 6 . 0 7 3 4 . 0 0  ■ 2 5 .  39
14 4 1 . 6 6 4 7 . 9 2 1 7 . 9 9 3 8 . 3 1 3 9 . 5 7 2 2 . 4 3
15 4 2 .  14 1 9 . 0 8 2 7 . 7 2  V 3 9 . 8 4 3 1 . 3 7 2 4 .  55
16 4 0 . 9 4 5 1 . 7 5 1 6 . 1 8 4 0 . 2 8 39 . 52 21 . 2 0
17 3 4 . 8 8 2 4 .  1 5 2 2 . 3 1 3 8 .  12 3 3 -  38 21 . 6 4
18 3 8 .  30 21 . 9 0 2 2 . 3 9 3 8 . 2 0 2 8 . 7 8  - 2 1 . 9 4
19 2 8 . 5 2 1 6 . 3 8 2 4 . 4 6 3 4 .  33 2 3 . 8 2 2 2 . 9  5
20 3 4 .  41 3 7 . 2 3 2 2 . 4 9 3 4 .  36 2 9 .  IS 2 2 .  77
21 2 5 . 3 0 2 4 .  10 1 9 . 2 1 3 0 . 7 3 2 7 .  1 5 21 . 3 5
2 2 3 1 . 4 7 2 4 . 0 8 3 1 .  62 3 1 . 0 3 2 5 . 9 2 2 5 . 4 5
2 3 3 0 .  2 4 4 2 . 9 4 2 2 . 0 7 3 0 . 7 1 3 2 .  73 2 4 .  1 0
24 3 6 .  53 4 5 . 8 4 1 9 . 8 4 3 3 . 0 4 3 7 . 9  7 2 2 .  40
25 3 4 . 8 3 2 2 . 9 9 2 3 . 7 5 3 3 . 7 6 3 1 . 9 8 2 2 . 9  4 .
26 2 8 . 0 0 1 8 . 7 4 2 2 . 8 8 31 . 4 6 2 6 .  68 2 2 . 9 1
27 • 4 5 . 1 4 4 3 .  12 1 6 . 8 7 3 6 . 9 3 3 3 . 2 6 2 0 .  50
28 2 3 .  1 1 2 4 . 9 1 2 2 .  72 3 1 . 4 0 2 9 . 9 2 21 . 39
29 3 9 . 6 4 4 1 . 1 1 1 7 . 8 1 3 4 . 7 0 3 4 . 3 9 1 9 . 9 5
30 3 8 . 7 7 2 7 . 9 8 2 3 . 8 9 3 6 . 3 3 31 . 8 3 2 1 .  53
SAMPLE NO. SDZT SDZTC
\
SDZCA SDFET SDFETC SDFECA
0 14.  53 2 1 . 3 4 1 0 . 7 6 4 . 0 0 1 . 0 0 3 . 8 0
1 4 .  19 3 . 8 7 3 . 8 9 1 . 8 9 1 6 . 0 4 3 .  16
2 4 . 0 6 3 . 8 4 4 .  50 . 4 . 7 4 1 1 . 9 8 3 . 3 7
3 3 . 4 6 4 . 0 1 3 . 8 1 5 .  56 7 . 9 7 3 .  76
4 3 . 8 2 3 . 7 4 3 . 8 1 4 . 9 7 6 . 9 0 4 . 0 3
5 4 . 0 2 4 . 2 2 3 . 9 5 4 . 0 4 9 . 4 7 3 . 9  1
6 4 . 2 6 4 . 0 5 3 . 8  3 2 . 9 8 1 0 . 0 4 3 . 0 6  .
7 4.  1 1 3 . 6 6 4 . 0 6 2 . 9 8 1 0 . 1 3 2 .  79
8 3 . 9 4 4 . 0  1 4 .  12 3 .  36 8 . 8 7 2 .  32
9 3 . 8 7 4 .  16 4 .  14 3 . 4 3 9 . 2 8 2 . 3 9
10 4 . 1 0 4 .  05 4 . 0 6 3 . 1 4 8 . 7 1 2 . 3 4
11 4 . 0 4 4 . 0 5 4 .  12 3 . 2 5 9 . 2 2 2 . 2 8
12 4 .  47 4 . 4 4 4 . 4 1 3 .  52 9 . 4 9 2 . 4  7
13 3 . 9 3 4 . 0 6 3 . 6 6 3 . 0 3 9 . 2 4 2 . 2 1
14 3.  57 3 . 7 8 4 .  24 3 .  12 9 .  58 2 . 2 1
15 3.  52 3 . 7 0 3 . 9 4 3 . 0 0 9 . 0 6 2 . 2 7
16 4 . 2 3 4 . 1 7 4 .  17 3 . 0 0 8 . 8 5 2 .  40
17 3 . 9  5 4 . 0 3 3 . 8 9 2 . 9 0 9 .  50 2 . 0 6 -
18 3 . 8 8 4 .  17 3 . 9  1 3 . 0 4 9 .  35 2 . 1 2
19 4 . 0 0 3 . 8 0 4 .  58 3 .  19 9 . 3 2 2 . 3 7
20 3.  59 3 . 7 4 . 3 . 7 2 3 . 0 9 9 . 4 2 2 .  30
21 3 . 7 4 3 . 8 9 3 . 8 2 3 .  14 8 . 5 1 2 . 0 0
22  ■ 4 .  34 3 . 8 3 4 . 0 8 2 . 9 5 1 0 . 1 8 2 . 2 4
2 3 3 .  4 4 4 . 3 7 3 . 7 1 2 . 9 7 9 . 2 8 2 . 2 2
. 24 4 . 0  2 3 . 3 7 4 . 0 2 2 . 9 0 8 . 8  4 2 . 3 1
2 5 3 . 4 8 3 . 9 9 4 . 2 1 2 . 8 0 9 . 2 8 2 .  19
26 4 . 0 3 3 . 9 4 3 . 7 4 3 . 0 6 9 . 2 7 2 .  20
27 4 .  37 3 . 8  1 4 .  1 3 3 .  19 8 . 6 8 2 .  42
28 4 . 2 7 3 . 8 9 3 . 8 6 . 2 . 9 5 9 . 4 0 2 .  1 3
29 3 .  54 4 . 2 1 4 . 2 7 2 . 8 8 9 . 2 8 2 . 4 1
30 3 . 8 9 4 . 0 2 . 4 .  13 3 . 1 2 8 .  63 1 . 9  7
RUN . 37 CODE 3 0 1 7 NKNT2 = 100
MPLE NO. TCI XAT XACA STOT STOCA SDXAT SDXACA
0 5 0 . 0 0 2 0 .  30 3 2 .  20 2 0 .  25 3 2 . 6 3 0 . 0 5 0 .  43
1 . 5 0 . 0 0 2 5 .  76 3 1 . 8 5 2 5 . 7 2 3 2 .  19 0 . 7 3 0 . 9 3
2 1 5 . 0 0 3 2 . 0 2 3 0 .  19 31 . 9 9 3 0 . 4 4 0 .  30 1 . 23
3 50 . 00 3 1 . 3 1 2 8 . 2 6 3 6 . 7 7 2 7 . 8 2 1 . 7 1 1 . 0  5
A 50 . 0 0 • 3 4 . 0 5 2 6 . 9 7 4 0 .  31 2 5 . 0 5 2 . 9 2 0 .  67
5 1 5 . 0 0 3 8 . 1 6 2 5 .  13 3 7 . 4 5 2 3 .  15 3 . 7 6 0 . 9  5
6 1 5 . 0 0 3 5 . 8 4 2 3 .  64 3 3 .  11 2 2 . 8  1 = . 7 1 1 . 30
7 50 . 0 0 3 1 . 9 2 2 3 .  40 3 2 .  1 1 2 3 . 0 5 4 .  68 1 • 72
8 50*  00 3 4 .  36 2 3 .  42 3 2 . 3 1 2 3 . 2 4 3 . 9  1 1 . 7 5
9 1 5 . 0 0 3 8 . 3 7 2 2 .  71 3 2 .  51 2 3 . 3 4 3 .  3 7 1 • 60
10 5 0 . 0 0 3 5 . 9 8 2 2 . 0 1 3 2 .  66 2 3 . 3 8 3 .  74 1 . 4 1
11 1 5 . 0 0 3 7 .  49 2 1 . 8 1 3 2 .  77 2 3 . 3 9 3 . 8 8 1 . 34
12 50 . 0 0 3 5 . 2 2 2 1 .  55 3 2 . 8 6 2 3 .  39 3 .  75 1 .  32
13 5 0 . 0 0 3 6 . 9  1 2 1 . 6 1 3 2 . 9 2 2 3 . 3 7 4 . 0 0 1 . 34
14 1 5 . 0 0 4 0 . 2 6 2 1 . 0 8 3 2 . 9 6 2 3 .  34 3 . 9 0 1 . 4 1
15 50 . 0 0 3 7 .  38 2 0 . 6 1 3 3 . 0 0 2 3 . 3 2 4 . 0 5 1 . 4 1
16 ' 1 5 . 0 0  : 3 8 .  52 2 0 .  64 3 3 . 0 2 2 3 .  30 3 . 9 4 1 . 4 3
17 2 0 . 0 0 3 5 . 9 8 2 0 .  59 3 3 . 0 0 2 3 . 2 0 3 . 8 8 1 . 4 4
18 1 5 . 0 0 3 2 . 6 1 2 1 . 1 6 3 3 . 0 6 2 3 . 2 6 3 . 8 0 1 . 4 4
19 5 0 . 0 0 29 . 69 21 . 9 9 3 3 . 0 7 2 3 . 2 5 4 . 0 1 1 . 3 7
20 1 5.  00 3 2 . 7 1 2 2 .  68 3 3 * 0 0 2 3 . 2 0 4 .  1 6 1 . 3 5
21 1 5 . 0 0 3 2 . 8  3 2 2 . 7 3 3 3 . 0 8 2 3 . 2 3 4 .  31 1 . 40
22 5 0 . 0 0 2 9 . 7  5 2 3 .  16 3 3 . 0 8 2 3 . 2 2 3 . 5 5 1 * 4 3
2 3 4 5*  00 3 2 . 7 5 2 3 .  55 3 3 . 0 0 2 3 . 2 0 3 . 9 2 1 . 3
24 1 5.  00 3 6 .  56 2 3 .  1 1 3 3 * 0 9 2 3 . 2 1 4 * 0 5 1 . 3 7
2 5 2 0 .  00 3 4 .  34 2 2 .  62 3 3 . 0 0 2 3 . 2 0 3 . 7 2 1 . 38
26 50 • 00 3 1 . 4 0 2 2 . 8 5 3 3 . 0 9 2 3 . 2 0 3 . 3 7 1 .  37
27 1 5 . 0 0 3 4 .  28 2 3 . 0 6 3 3 . 0 9 ■ 2 3 . 2 0 3 .  74 1 . 31
28 50 . 0 0 3 2 . 3 4 2 2 . 9 1 3 3 .  09 2 3 . 2 0 3 . 9 2 1 * 3 3
29 1 5 . 0 0 3 5 .  1 6 2 2 . 9 2 3 3 . 0 9 2 3 . 2 0 3 . 5 7 1 . 3 7
. 30 1 5 . 0 0 3 3 . 4 9 2 2 .  68 3 3 . 0 9 2 3 . 1 9 3 . 8 4 1 * 3 5
SDS AVERAGED OVER F I R S T  .22  P OI NT S  
SDS AVERAGED OVER LAST 9 P OI NT S  
SDS AVERAGED OVERALL 
SDXA AVERAGED OVER F I R S T  22  POI NTS  
SDXA AVERAGED OVER LAST 9 POI NTS  
SDXA AVERAGED OVERALL
T TC CA TOTAL
3 . 9 4 3 . 8 4 4 . 0 2 . 1 1 . 8 0
3 . 9 3 3 . 9 4 4 . 0 2 1 1 . 8 8
3 . 9 4 3 . 8 7 4 . 0 2 1 1 . 8 3
3 . 3 9 1 . 2 9 4 .  67
3 . 7 4 1 . 3 6 5 . 1 0
3 . 4 9 1 . 3 1 4 .  0
RUN 38 CODE 17 NKNT2 = 100
SAMPLE NO. XAT XATC XACA ST STC STCA
0 . 2 0 . 3 0 1 5.  60 3 2 . 2 0 2 4 . 3 0 1 6 .  60 3 6 . 0 0
i 2 5 . 7 6 4 3 . 0 5 31 . 8 5 2 7 .  19 4 3 . 3 4 3 4 .  62
: 2 3 2 . 0  2 4 7 .  10 3 0 .  19 3 3 . 2 8 4 7 .  35 29 . 79
3 3 6 . 7 9 4 8 .  03 2 7 .  65 3 7 . 7 9 4 8 . 1 9 2 7 . 2 0
4 4 0 .  32 43 . 57 2 4 . 9 4 4 1 . 1 7 48 . 71 2 4 .  33
. 5 3 7 . 4 6 2 1 . 59 2 3 . 0 8 33 . 1 6 2 1 . 60 2 2 . 3 9
6 3 3 .  1 1 1 7 . 8 2 2 2 .  76 3 3 . 3 7 1 7 . 9 2 2 2 . 2 1
7 3 2 .  1 1 2 8 . 8 3 2 3 . 0 1 3 2 . 2 2 2 8 .  77 2 2 .  67
8 32 .  31 3 0 . 1 8 2 3 . 2 1 3 2 . 3 5 3 0 . 1 9 2 2 .  1 3
9 3 2 .  51 3 0 .  31 2 3 .  32 3 2 . 4 7 3 0 .  18 2 3 . 2 7
10 3 2 .  66 3 0 . 3 4 2 3 .  37 3 2 .  56 3 0 .  30 2 3 . 5 1
11 3 2 . 7 7 3 0 .  36 2 3 .  38 3 2 .  58 3 0 . 3 6 2 2 . 3 3
12 3 2 . 8 6 3 0 . 3 7 2 3 .  38 3 2 . 5 8 3 0 . 3 0 2 3 .  63
13 3 2 . 9 2 3 0 . 3 8 2 3 .  36 3 2 . 7 9 3 0 . 2 9 2 3 .  75
14 3 2 . 9 7 3 0 .  38 2 3 .  34 3 2 . 9 3 3 0 .  36 • 2 3 . 5 1
15 3 3 . 0 0 3 0 . 3 9 2 3 .  32 • 3 3 . 0 8 3 0 . 3 5 2 3 . 6 6
16 3 3 . 0 2 3 0 .  39 23. '  30 3 3 . 2 0 3 0 .  51 2 3 .  35
17 3 3 . 0 4 3 0 . 4 0 2 3 . 2 8 3 3 .  14 3 0 . 4 6 2 3 .  35
18 3 3 . 0 6 3 0 .  40 2 3 . 2 6 3 3 . 3 0 3 0 . 4 3 2 3 . 3 0
' 19 3 3 . 0 7 3 0 . 4 0 2 3 . 2 5 3 3 . 1 9 3 0 . 4 0 2 3 .  34
20 3 3 . 0 7 3 0 .  40 2 3 . 2 4 3 3 . 2 0 3 0 . 3 1 2 3 . 2 7
21 3 3 . 0 8 3 0 .  40 2 3 . 2 3 3 2 . 9 5 3 0 . 4 2 2 3 .  1 6
22 3 3 . 0 8 3 0 .  40 2 3 . 2 2 3 3 . 0 1 3 0 .  49 2 3 . 4 7
2 3 3 3 . 0 9 3 0 . 4 0 2 3 . 2 1 3 2 . 9 7 30 . 38 2 3 . 3 6
24 3 3 . 0 9 3 0 .  40 2 3 . 2 1 3 3 . 0 3 3 0 . 4 2 2 3 . 2 1
2 5 3 3 . 0 9 3 0 .  40 2 3 . 2 0 3 3 . 0 6 3 0 . 4 2 2 3 . 2 5
26 3 3 . 0 9 3 0 .  40 2 3 . 2 0 3 2 . 9 6 3 0 .  36 2 3 . 2 6
27 3 3 . 0 9 3 0 .  40 2 3 . 2 0 3 3 . 3 8 3 0 . 3 9 2 2 . 9 3
28 3 3 . 0 9 3 0 .  40 2 3 . 2 0 3 2 . 9 9 30 . 47 2 3 . 0 5
29 3 3 . 0 9 3 0 . 4 0 2 3 . 2 0 3 3 . 1 9 30 * 36 2 2 . 9  1
30 3 3 . 0 9 3 0 . 4 0 2 3 .  19 ' 3 3 . 3 4 3 0 .  53 2 2 . 9 8
SAMPLE NO. •SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 • 4 .  00 1 . 0 0 3 . 8 0 4 . 0 0 4 . 0 0 4 . 0 0
' 1 2 . 4 7 0 .  38 2 . 2 8 v 2 . 3 7  . 0 . 6 6 2 . 4 3
2 1 . 6 8 0 . 2 6 1 . 47 1 . 6 3 0 . 5 5 1 . 7 1
3 1. 17 0 .  18 1 . 0 1 1 . 2 3 0 .  52 1 . 2 9A . 0 . 8 6 0 . 1 4 0 .  69 0 . 9 9 0 . 5 1 1 . 0 4
5 0 . 6 1 0 . 1 1 0 .  55 0 . 8 6 0 . 5 1 0 . 9 0
6 0 . 4 6 0 . 0 9 0 . 4 4 0 . 7 9 0 . 5 1 0 . 8  4
7 0 .  35 0 . 0 8 0 . 4 1 0 . 7 5 0 .  50 0 . 8 2
8 0 . 2 9 0 . 0 7 0 .  38 0 . 7 3 0 .  50 0 . 8 0
9 0 . 2 5 0 . 0 7 0 . 3 4 0 . 7 2 0 .  50 0 .  78
10 0 . 2 4 0 . 0 7 0 . 3 1 0 . 7 2 0 .  50 ' 0 . 7 7
11 0 . 2 3 0 . 0 7 0 .  30 0 .  72 0 . 5 0 0 . 7 6
12 0 . 2 4 0 . 0 8 0 . 2 7 0 . 7 2 0 .  50 0 . 7 5
13 0 . 2 1 0 . 0 7 0 . 2 4 0 . 7 2 0 .  50 0 . 7  5
14 0 .  19 0 . 0 7 0 . 2 3 0 . 7 1 0 .  50 0 . 7 5
15 0 .  18 0 . 0 6 0 . 2 2 0 . 7 1 • 0 . 5 0 0 . 7 5
16 0 .  20 0 . 0 7 0 . 2 5 0 . 7 1 0 .  50 0 . 7 5
i 17 0 . 1 9 0 .  07 0 . 2 1 0 . 7 1 0 .  50 0 . 7 5
18 0 .  18 0 . 0 7 0 . 2 0 0 . 7 1 0 . 5 0 0 . 7  5
19 0 .  19 0 . 0 6 0 . 2 2 0 . 7 1 0 .  50 0 . 7 5
20 0 .  18 0 . 0 6 0 . 2 1 0 . 7 1 0 .  50 . 0 . 7 5
21 0 .  17 0 . 0 6 0 .  19 0 . 7 1 0 .  50 0 . 7 5
22 0 .  18 0 . 0 7 0 . 2 1 0 . 7 1 0 .  50 0 . 7 5
23 0 .  17 0 . 0 7  . - 0 . 2 1 0 . 7 1 0 .  50 0 . 7 5
24 0 .  17 0 . 0 6 0 . 2 2 0 . 7  1 0 .  50 0 . 7 5
2 5 0 .  17 0 .  07 0 . 2 2 0 . 7  1 0 .  50 0 . 7 5
26 0 . 2 0 0 .  07 0 . 2 2 0 . 7 1 0 .  50 0 . 7 5
27 0 . 1 8 0 . 0 6 0 . 2 3 0 . 7 1 0 .  50 0 . 7 5
28 0 . 2 0 0 . 0 7 0 . 2 1 0 . 7 1 0 .  50 0 . 7 5
29 0 . 2 0 0 . 0 7 0 . 2 4 0 . 7 1 0 .  50 0 .  75
' 30 0 . 2 0 0 . 0 7 0 . 2 1 •0 . 71 0 .  50 0 . 7 5
RUN 38 CODE 17
SAMPLE NO. ZT ZTC
0 0 . 0 0 0 . 0 0
1 2 4 . 2 7 4 5 . 0 1
2 2 9 . 0 5 5 0 .  20
3 3 9 .  1 5 4 9 . 2 5
4 4 2 . 0  5 5 0 .  15
5 3 3 . 9  6 1 5 . 8 9
6 2 6 . 3 1 2 0 . 6 6
7 3 1 .  14 2 3 .  18
8 3 2 .  38 3 0 .  44
9 3 1 . 2 3 . 2 2 . 0 1
10 31 .  43 2 9 . 2 9
11 2 8 .  22 3 2 .  13
12 2 9 . 6 5 2 8 .  1 5
13 3 6 . 4 2 2 6 .  4 3
1 4 3 4 .  37 2 9 . 9 7
15 3 7 . 7  6 2 7 . 9  1
16 3 5 . 4 4 3 6 . 9  6
17 3 1 . 9 5 3 3 . 4 1
18 38 . 7 5 3 1 . 0 3
19 3 1 . 8 9 2 9 . 2 6
20 3 4 . 7 7 2 3 . 5 1
21 2 5 .  54 3 1 . 9 9
22 3 4 . 8 1 3 7 .  0 4
. 2 3 3 0 .  57 2 9 . 2 3
2 4 3 3 . 0 6 3 2 . 0 0
25 3 3 . 5 8 3 2 . 7 0
26 2 9 . 7 0 2 8 . 0 7
27 4 3 . 9 6 2 8 . 7 7
28 2 3 .  36 3 4 . 6 2
29 37 .  57 2 6 . 8 4
30 • 3 3 . 3 8 3 7 . 6 1
SAMPLE NO. SDZT SDZTC
0 1 3 . 4 9 1 5 . 8  1
1 4 .  19 3 . 8 7
2 4 . 0 6 3 . 8 4
. 3 3 . 4 6 4 . 0 1
4 3 . 8 2 3 . 7 4
5 4 .  '.02 4 . 2 2
6 4 . 2 6 .. 4 . 0  5
7 4 .  1 1 3 . 6 6
8 3 . 9 4 4 . 0  1
9 3 . 8 7 4 .  1 6
10 4 .  10 ,. 4 . 0  5
11 4.  0 4 4 . 0 5
12 4 .  47 4 .  44
13 3 . 9 3 4 . 0 6
14 3 .  57 3 . 7 3
15 3.  52 3 . 7 0
16 4 . 2 3 4 .  17
17 3 . 9  5 4 . 0 3
18 3 . 8 8 4 .  17
19 4.  00 3 . 8 0
20 3.  59 3 . 7 4
21 3 . 7 4 3 . 8 9
22 4.  34 3 . 8 3
23 3.  4 4 4 .  37
24 4 . 0 2 3 .  37
25 3 . 4 8 3 . 9 9
26 4 . 0  3 3 . 9 4
27 4 .  37 3 . 8 1
28 4 .  27 3 . 8 9
29 3.  54 4 .  21
30 3 . 8 9 4 . 0 2
NKNT2 = 100
ZCA FET . FETC FECA
0 . 0 0 2 4 . 3 0 1 6 .  60 3 6 . 0 0
3 4 . 9 9 2 4 . 2 9 2 7 . 9 6 3 5 .  60
1 9 . 5 9 2 6 .  19 3 6 . 8 6 29 . 19
2 8 . 7 6 31 . 3 8 4 1 . 8 2 29 . 02
2 3 . 3 3 3 5 . 6 5 4 5 .  1 5 2 6 . 7 7
1 9 . 6 9 3 6 . 9 7 3 3 . 4 4 2 3 . 9 4
2 0 . 9 5 3 2 . 7 1 28 . 3 3 2 2 .  74
2 4 . 4 2 3 2 . 0 8 2 6 . 2 7 2 3 . 4 1
2 7 . 6 2 3 2 . 2 0 2 7 . 9 4 2 5 . 0 9
2 3 . 2 1 31 . 8  1 2 5 .  57 2 4 .  34
2 7 .  55 3 1 .  66 2 7 . 0 5 2 5 . 6 3
1 9 . 4 5 3 0 . 2 8 2 9 . 0 9 2 3 .  16
29 .  28 30 • 0 ‘3 2 8 . 7 1 2 5 . 6 1
2 8 . 7 2 3 2 . 5 8 2 7 . 8 0 2 6 . 3  5
2 0 . 2 6 3 3 . 3 0 . 2 8 . 6 7 2 4 . 2 1
3 0 . 4 3 3 5 . 0 8 2 8 .  37 2 6 .  70
1 8 . 8 4 3 5 . 2 3 3 1 . 8 0 2 3 .  5 6
2 4 . 9 9 3 3 . 9 2 3 2 . 4 4 2 4 .  13
2 4 .  50 3 5 . 8 5 31 . 8 8 2 4 . 2 8
2 5 . 7 2 3 4 . 2 7 3 0 . 8  3 2 4 . 8 5
2 3 . 0 5 3 4 . 4 7 2 7 . 9 0 2 4 .  1 3
1 9 . 7 1 3 0 . 9 0 2 9 . 5 4 2 2 .  3 6
31 . 6 7 3 2 .  46 3 2 . 5 4 2 6 . 0 9
21 . 7 3 3 1 . 7 1 31 . 2 1 2 4 .  35
1 9 . 9 4 3 2 . 2 5 3 1 . 5 3 2 2 .  55
2 4 . 3 3 3 2 . 7 8 3 2 . 0 0 2 3 .  23
2 3 . 2 3 3 1 . 5 5 3 0 . 4 3 2 3 . 2 6
1 7 . 0 1 3 6 .  51 2 9 . 7 7 2 0 .  76
2 3 . 0 0 31 . 2 5 3 1 . 7 1 21 . 66
1 8 . 0 8 3 3 . 7 8 2 9 . 7 6 2 0 . 2 3
2 4 .  40 3 5 . 6 2 3 2 . 9 0 21 . 9 0
SDZ CA SDFET SDFETC SDFECA
1 0 . 2 4 4 .  00 1 . 0 0 3 . 8 0
3 . 8 9 1 . 8 9 1 6 . 0 4 3 . 1 6
4 . 5 0 4 . 7 5 1 2 . 0 4 3 . 3 7
3 . 8 1 5 . 7 2 7 . 9  5 3 .  77
3 . 8 1 5 . 4 1 5 . 2 6 4 . 1 2
3 . 9 5 2 . 4 4 1 3 . 2 3 3 . 8 3
3 . 8 3 2 . 6 4 1 0 . 1 0 2 . 6 2
4 . 0 6 2 .  59 1 . 9 7 2 . 3 2
4 .  12 2 . 2 3 2 . 2 4 2 . 1 0
4 .  14 2 . 1 4 2 . 0 0 2 . 1 8
4 . 0 6 2 . 2 7 2 . 0 3 2 . 1 3
4 .  12 2 .  1 7 2 . 0 2 2 . 0 9
4 . 4 1 2 . 3 9 2 . 4 1 2 . 2 0
3 . 6 6 2 . 1 1 2 . 2 3 1 . 9 9
4 . 2 4 1 . 9 4 1 . 9 5 2 . 0 1
3 . 9 4 1 . 8 1 1 . 7 6 1 . 9 8
4 . 1 7 2 .  14 1 . 8  3 . 2 . 1 7
3 . 8 9 2 . 0 4 2 . 0 1 1 . 8 9
3 . 9 1 1 . 9 7 2 . 0 1 1 . 9  7
4 . 5 8 ■ 2 . 0 2 1 . 9 0 2 . 1 4
3 . 7 2 1 . 8 4 1 . 9 4 1 . 9 2
3 . 8 2 1 . 8 4 1 . 9 4 1 . 7 1
4 . 0 8 2 . 0 5 1 . 8 9 1 . 9 8
3 . 7 1 1 . 8 1 2 . 2 3 1 . 9 6
4 . 0 2 1 . 9 3 2 . 0 0 2 . 0 5
4 . 2 1 1 . 8 8 2 . 0 0 2 . 0 4
3 . 7 4 2 .  16 2 . 0 2 2 . 0 4
4 .  13 2 . 0 1 1 . 9 5 2 .  28
3 . 8 6 2 . 2 2 . 1 . 9 5 1 . 9 2  .
4 . 2 7 2 .  1 1 1 . 9 7 2 . 2 4
4 .  1 3 2 . 0 4 1 . 9 4 1 . 8 5
RIKJ 38 CO DE 17 NKNT2 = 100
\MPLE MO. TCI XAT XACA STOT STOCA SDXAT SDXACA
0 50 • 0 0 2 0 .  30 3 2 .  20 2 0 . 2 5 3 2 .  63 0 . 0 5 0 . 4 3
1 50 . 0 0 2 5 . 7  6 3 1 . 8 5 2 5 . 7 2 3 2 .  19 0 .  04 0 .  34
2 5 0 . 0 0 3 2 . 0 2 3 0 .  .19 3 1 . 9 9 3 0 . 4 4 0 . 0 2 8 . 2 5
3 5 0 .  00 3 6 . 7 9 2 7 .  65 3 6 . 7 7 2 7 . 8 2 . 0 . 0 2 0 . 1 7
4 1 5 . 0 0 4 0 . 3 2 2 4 . 9 4 4 0 . 3 1 , 2 5 . 0 5 0 . 0 1 0 . 1 1
5 1 5 . 0 0 3 7 . 4 6 2 3 . 0 8 3 7 . 4 5 2 3 . 1 5 0 . 0 1 0 . 0 7
6 30*  00 . 33 .  1 1 2 2 .  76 3 3 .  11 2 2 . 8 1 0 . 0 i  • 0 . 0  5
7 3 0 . 0 0 3 2 .  1 1 2 3 . 0 1 3 2 .  1 1 2 3 . 0 5 0 , 0 0 0 . 0 4
8 3 0 . 0 0 3 2 . 3 1 2 3 . 2 1 3 2 . 3 1 2 3 . 2 4 0 . 0 0 0 . 0 3
9 3 0 .  00 3 2 . 5 1 2 3 . 3 2 3 2 . 5 1 2 3 . 3 4 0 . 0 0 0 . 0 2
10 30*  00 3 2 . 6 6 2 3 . 3 7 32 . 66 2 3 .  38 0 . 0 0 0 . 0 2
11 3 0 . 0 0 3 2 . 7 7 2 3 .  38 3 2 . 7 7 2 3 .  39 0 . 0 0 0 . 0 1
12 3 0 . 0 0 3 2 . 8 6 2 3 .  33 3 2 . 8 6 2 3 . 3 9 0 . 0 0 0 . 0 1
13 3 0 . 0 0 3 2 . 9 2 2 3 .  36 3 2 . 9 2 2 3 . 3 7 0 . 00 0 . 0 1
1 A 3 0 . 0 0 3 2 . 9 7 2 3 .  34 3 2 . 9  6 2 3 .  34 0 . 0 0 0 . 0 0
15 30 * 0 0 3 3 .  00 2 3 .  32 3 3 . 0 0 2 3 .  32 0 . 0 0 0 . 0 0
16 30*  00 3 3 . 0 2 • 2 3 .  30 3 3 . 0 2 2 3 .  30 0 .  00 0 . 0  0
17 3 0 . 0 0 3 3 . 0 4 2 3 . 2 8 3 3 . 0 4  . 2 3 . 2 8 0 • 00 0 .  00
18 3 0 .  00 3 3 . 0 6 2 3 .  26 3 3 . 0 6 2 3 . 2 6 0 . 0 0 0 . 0 0
19 3 0 . 0 0 3 3 . 0 7 2 3 . 2 5 3 3 . 0 7 2 3 . 2 5 0 . 0 0 0 . 0 0
20 '; 3 0 . 0 0 3 3 .  07 2 3 . 2 4 3 3 . 0 7 2 3 . 2 4 0 • 0 0 0 . 0 0
21 3 0 . 0 0 3 3 . 0 8 2 3 . 2 3 3 3 . 0 8 2 3 . 2 3 . 0 . 0 0 0 . 0 0
22 3 0 . 0 0 3 3 .  08 2 3 . 2 2 3 3 . 0 8 2 3 . 2 2 0 . 0 0 0 . 0 0
. 2 3 3 0 . 0 0 3 3 . 0 9 2 3 . 2 1 3 3 . 0 9 2 3 . 2 1 0 • 00 0 . 0 0
24 3 0 . 0 0 3 3 . 0 9 2 3 .  21 3 3 . 0 9 2 3 . 2 1 0 .  00  ' . 0 . 0 0
2 5 3 0 . 0 0 3 3 . 0 9 2 3 . 2 0 3 3 . 0 9 2 3 . 2 0 0 . 0 0 0 . 0 0
26 3 0 .  00 3 3 . 0 9 ’ 2 3 . 2 0 . 3 3 . 0 9 2 3 . 2 0 0 . 0 0 0 . 0 0
27 3 0 .  00 3 3 .  09 2 3 . 2 0 3 3 . 0 9 2 3 . 2 0 0 .  00 0 . 0 0
28 3 0 . 0 0 3 3 .  09 '23.  20 3 3 . 0 9 2 3 .  20 0 .  00 0 . 0 0
29 30*  00 3 3 .  09 2 3 .  20 3 3 . 0 9 2 3 . 2 0 0 . 0 0 0 • 00
30 ’ 3 0 . 0 0 3 3 . 0 9 2 3 .  19 3 3 . 0 9 2 3 .  19 0 . 0 0 0 • 00
SDS AVERAGED OVER F I R S T  22  POI NTS  
SDS AVERAGED OVER LAST 9 POINTS-  
SDS AVERAGED OVERALL 
SDXA AVERAGED OVER F I R S T  22  ’POI NTS  
SDXA AVERAGED OVER LAST V  POI NTS  
SDXA AVEFAGED OVERALL
T. TC CA TOTAL
0 .  66 0 . 1 5 0 . 6 5 1 . 4 5
0 .  19 0 . 0 7 0 . 2 2 0 . 4 7
0 .  52 0 . 1 2 0 .  52 1 . 1 7
0 . 0 1 0 . 0  7 , 0 . 0 3
0 .  00 0 .  00 0 . 0 0
0 . 0 1 0 . 0 5 0 . 0  6
BUM 39 CODE 1017 NXNT2 = 100
SAMPLE NO. MAT XATC XACA ST STC STCA
0 2 0 .  30 1 5,  60 3 2 . 2 0 2 4 .  30 1 6 .  60 3 6 . 0 0
1 2 5 . 7  6 4 3 . 0 5 31 . 3  5 2 7 .  19 4 3 .  34 - 3 4 . 6 2
2 3 2 .  02 4 7 .  10 3 0 .  19 3 3 . 2 8 4 7 . 3 5 2 9 .  79
3 3 6 . 7 9 4 8 . 0 3 2 7 . 6 5 3 7 . 7 9 48 . 19 2 7 . 2 0
4 4 0 .  32 4 8 . 5 7 2 4 . 9 4 4 1 . 1 7 4 8 . 7 1 2 4 .  33
5 3 7 .  46 2 1 . 59 2 3 . 0 8 33 .  1 6 21 . 60 2 2 .  39
6 3 3 .  1 1 1 7 . 8 2 2 2 . 7 6 3 3 . 3 7 1 7 . 9 2 2 2 . 2 1
7 32 .  23 3 1.  59 2 3 . 0 3 3 2 . 3 4 3 1 . 5 3 2 2 .  70
8 3 2 . 8  3 3 0 . 3 9 2 3 .  1 5 3 2 . 3 7 3 0 . 9 0 2 3 . 0 7
9 3 2 . 9 2 3 0 .  42 2 3 . 2 0 3 2 . 8 9 3 0 . 2 9 2 3 .  1 5
10 3 2 . 9 7 3 0 . 3 9 2 3 . 2 2 3 2 . 8 7 . 3 0 . 3 5 2 3 . 3 6
11 3 3 . 0 0 3 0 .  39 2 3 . 2 3 3 2 . 8  1 3 0 . 4 0 2 3 . 2 3
12 3 3 . 0 3 3 0 .  39 2 3 . 2 3 3 2 . 7  5 3 0 . 3 3 2 3 . 4 9
13 3 3 . 0 4 3 0 .  40 2 3 . 2 3 3 2 . 9 1 3 0 . 3 1 2 3 .  62
14 3 3 . 0 6 3 0 .  40 2 3 . 2 3 3 3 . 0 3 3 0 . 3 8 2 3 . 4 0
15 3 3 . 0 7 3 0 .  40 2 . 3 . 2 2 3 3 .  1 5 3 0 .  36 2 3 .  57
16 3 3 . 0 7 3 0 . 4 0  . 2 3 . 2 2 3 3 . 2 5 3 0 .  52 2 3 . 2 7
17 3 3 . 0 8 3 0 .  40 2 3 . 2 1 3 3 .  17 3 0 . 4 7 2 3 . 2 9
18 3 3 . 0 8 3 0 . 4 0 2 3 . 2 1 3 3 . 3 3 3 0 . 4 4 2 3 . 2 5
19 3 2 . 4 7 2 6 . 7 8 2 3 . 2 4 3 2 .  59 2 6 . 7 8 2 3 . 3 3
20 3 3 .  39 3 6 . 8 2 2 3 . 3 1 3 3 .  52 3 6 . 7 2 2 3 . 3 5
21 3 2 .  38 21 . 0 4 2 3 . 2 1 3 2 . 2 6 2 1 . 0 5 2 3 .  1 5
22 3 3 . 6 7  . 4 2 .  64 2 3 . 3 5 3 3 . 6 0 4 2 . 7  3 2 3 . 6 0
2 3 3 2 . 3 2 2 0 . 4 7 2 3 . 2 2 3 2 . 2 0 2 0 . 4 5 2 3 -  3 7
24 3 2 . 9 8 38 . 9 6 2 3 . 4 1 3 2 . 9 2 3 8 . 9 8 2 3 . 4 1
25 3 3 .  1 1 2 5 .  27 2 3 . 2 5 3 3 . 0 8 2 5 . 3 0 2 3 . 2 9
. 26 3 2 . 8  6 3 2 . 6 6 2 3 .  31 3 2 .  73 3 2 . 6 1  ' 2 3 . 3 7
27 3 3 .  34 3 1 . 0 4 2 3 . 2 5 3 3 . 6 3 31 . 0 3 2 3 . 0 3
28 3 2 . 6 9 2 6 . 8 6 2 3 . 2 3 3 2 .  59 2 6 . 9 3 2 3 . 0 9
29 3 2 . 9 4 3 3 . 2 2 2 3 . 3 1 3 3 . 0 4 3 3 . 1 8 2 3 . 0 2
; 30 3 2 . 8 1 2 7 .  47 2 3 . 2 7 3 3 . 0 5 2 7 . 6 0 2 3 . 0 6
SAMPLE NO. SDST ' SDST C SDSCA SDPT SDPTC SDPCA
. 0 4 .  00 1 . 0 0 3 . 8 0 4 . 0 0 4 . 0 0 4 . 0 0
1 2 . 4 7 0 .  38 2 . 2 8 2 .  37 0 . 6 6 2 . 4 3
2 1 . 6 8 0 . 2 6 1 . 4 7 1 . 6 3 0 .  55 1 . 7 1
3 1.  17 0 . 1 8 1 . 0 1 1 . 2 3 0 .  52 1 . 2 9
4 0 . 8 6 0 .  14 0 .  69 0 . 9 9 0 . 5 1 1 . 0 4
5 0 . 6 1 0 .  1 1 0 . 5 4 0 . 8 6 0 . 5 1 0 . 8 9
6 0 .  46 0 . 0 9 0 . 4 3 0 . 7 9 0 . 5 1 0 . 8  1
7 0 . 3 5 0 • 08 0 • 40 0 . 7 5 0 .  50 0 .  79
8 0 . 2 9 0 .  07 0 .  37 0 . 7 3 0 .  50 0 . 78
9 0 . 2 5 0 . 0 7 0 . 3 4 0 . 7 2 0 .  50 0 .  73
. 10 0 . 2 4 0 . 0 7 0 . 3 1 0 .  72 0 .  50
0 .  77
11 ' 0 . 2 3 0 . 0 7 0 .  30 0 . 7 2 0 .  50 0 . 7 7
12 0 .  2 4 0 .  08 0 . 2 7 0 . 7 2 0 .  50 0 . 7 6
13 0 . 2 0 - 0 . 0 7 0 . 2 4 0 . 7 2 0 .  50 0 . 75
14 0 .  19 0 . 0 7 0 . 2 2 0 . 7 1 0 .  50 0 . 74
15 0 .  18 0 * 0 6 0 . 2 2 0 . 7 1 0 .  50 0 . 7 4
16 0 . 2 0 0 . 0 7 0 . 2 5 0 . 7 1 0 .  50 0 .  75
17 0 .  19 0 . 0 7 0 . 2 1 0 . 7 1 0 .  50 0 .  75
18 0 .  18 0 . 0 7 0 . 2 0 0 . 7 1 0 .  50 ' 0 .  75
19 0 .  19 0 . 0 6 0 . 2 2 0 . 7 1 0 .  50 0 . 7 5
20 0 .  18 0 . 0 6 . 0 . 2 1 0 . 7 1 0 . 50 0 .  75
21 0 .  17 0 . 0 6 0 .  19 0 . 7 1 0 . 50 0 . 7 5
22 0 .  18 0 . 0 7 0 . 2 1 0 . 7 1 0 .  50 0 . 7 5
23 0 .  17 0 . 0 7 0 . 2 1 0 . 7 1 0 .  50 • 0 . 7 5
24 0 .  17 0 . 0 6 . 0 . 2 2 0 . 7 1 0 .  50 0 . 7 5
25 0 .  17 0 . 0 7 0 . 2 2 0 . 7 1 0 .  50 0 . 7 5
26 0 .  20 0 . 0 7 0 . 2 2 0 . 7 1 0 .  50 0 .  75
27 0 .  18 0 . 0 6 0 . 2 3 0 . 7 1 0 .  50 0 . 7 5
28 0 .  20 0 . 0 7 0 . 2 1 0 . 7 1 0 .  50 0 .  75
29 . 0 . 2 0 0 . 0 7  • 0 . 2 4 0 . 7 1 0 . 5 0 0 . 75
30 0 .  20 0 . 0 7 0 . 2 1 0 . 7 1 0 . 5 0 0 .  75
RUJ 39 CODE 1017 NKNT2 = 100
SAMPLE MO. ZT ZTC . Z CA FET FETC FECA
0 0 . 0 0 0 . 0 0 0 . 00 2 4 . 3 0 1 6 . 6 0 3 6 . 0 0
1 2 4 . 2 7 4 5 . 0 1 3 4 . 9 9 2 4 .  29 2 7 . 9 6 3 5 .  60
2 2 9 . 0  5 5 0 . 2 0 1 9 .  59 2 6 .  19 3 6 . 8 6 2 9 .  19
’ -3 39 . 1 5 4 9 .  25 2 8 . 7 6 31 . 38 4 1 . 8 2 2 9 . 0 2
A 4 2 . 0 5 50.. 1 5 2 3 . 3 8 3 5 . 6 5 4 5 .  1 5 2 6 .  77
5 3 8 . 9 6 1 5 . 8 9 1 9 . 6 9 3 6 . 9 7 3 3 . 4 4 2 3 . 9 4
6 2 6 . 3 1 2 0 . 6 6 , 2 0 . 9 5 3 2 . 7 1 ' 2 8 . 3 3 2 2 .  74
7 3 1 . 2 6 2 5 . 9 4 2 4 . 4 4 3 2 .  1 3 2 7 . 3 7 2 3 . 4 2
8 3 2 . 9  1 3 1 . 1 5 2 7 . 5 6 3 2 .  44 2 8 . 8 8 2 5 . 0 3
9 3 1 . 6 4 2 2 .  12 2 3 . 0 9 ' 3 2 .  12 2 6 . 1 3 2 4 .  23
10 3 1 . 7 4 2 9 .  34 2 7 . 4 0 3 1 . 9 7 2 7 . 4 4 2 5 .  53
11 2 8 .  45 3 2 .  16 1 9 . 3 0 3 0 .  56 2 9 .  33 2 3 . 0 4
12 • 2 9 . 8 1 2 8 .  18 2 9 .  1 3 3 0 .  2 6 2 8 . 8  7 2 5 . 4 8
13 36 . - 54 2 6 . 4 5 2 8 . 5 9 3 2 . 7 7 2 7 . 9 0 .
2 6 .  72
14 3 4 . 4 6 2 9 . 9 9 2 0 .  14 3 3 . 4 5 . 2 8 . 7 4 2 4 . 0 9
15 3 7 . 8 3 2 7 . 9 2 3 0 . 3 4 3 5 . 2 0 2 8 . 4 1 2 6 . 5 9
16 3 5 .  49 • 3 6 . 9 7 1 8 . 7 6 3 5 .  32 3 1 . 3 3 2 3 . 4 6
17 3 1 . 9 9 3 3 . 4 1 - 2 4 . 9 3 3 3 . 9 8 3 2 .  46 2 4 . 0  5
18 3 8 . 7 8 3 1 . 0 3 2 4 .  4 5 3 5 . 9 0 3 1 . 8 9 2 4 . 2 1
19 3 1 .  30 2 5 .  64 2 5 . 7 1 3 4 . 0 6 2 9 . 3 9 2 4 . 8  1
20 3 5 . 0 9 2 9 . 9  3 2 3 . 1 2 3 4 . 4 7 2 9 . 6 1 2 4 .  14
21 2 4 . 8 5 2 2 .  62 1 9 . 7 0 3 0 .  62 2 6 . 8 1 2 2 .  36
22 3 5 .  40 4 9 . 2 7 3 1 . 8 1 3 2 . 5 3 3 5 . 8 0 2 6 . 1 4
23 2 9 . 8 0 1 9 .  30 2 1 . 7 5 31 . 4 4 2 9 . 2 0 2 4 .  38
24 3 2 . 9  5 40 . 5 6 2 0 .  1 4 3 2 . 0  4 3 3 . 7 4 2 2 .  68
25 3 3 .  60 2 7 .  57 2 4 .  38 3 2 . 6 7 3 1 . 2 7 2 3 .  36
26 2 9 . 4 6 3 0 .  33 2 3 . 3 4 3 1 .  38 3 0 . 9 0 2 3 . 3 5
27 4 4 . 2 1 2 9 . 4 1 1 7 . 0 7 3 6 . 5 1 3 0 .  30 2 0 . 8 4
28 2 2 . 9 5 3 1 . 0 7 2 3 . 0 4 3 1 . 0 9 3 0 .  61 21 . 7 2
29 3 7 .  42 2 9 . 6 6 1 8 . 2 0 3 3 . 6 2 3 0 . 2  3 2 0 .  31
30 3 8 . 0 9 3 4 . 6 7 2 4 . 4 8 3 5 . 4 1 3 2 . 0 1 21 . 9 8
SAMPLE NO. SDZT SDZTC SDZCA SDFET SDFETC SDFECA
0 1 3 . 4 6 1 7 . 2 8 1 0 . 2 0 4 . 0 0 1 . 0 0 3 . 8  0
1 4 .  19 3 . 8 7 3 . 8 9 1 . 8 9 1 6 . 0 4 3 .  1 6
2 4 .  06 3 . 8 4 4 . 5 0 4 . 7 5  ■ 1 2 . 0 4 3 . 3 7
3 3 . 4 6 4 . 0 1 3 . 8  1 5 . 7 2 7 . 9 5 3 . 7 7
4 3 . 8 2 3 . 7 4 3 . 8 1 5 . 4 1 5 . 2  6 4 .  12
5 4 . 0 2 4 . 2 2 3 . 9 5 4 . 4 7 9 . 0 7 4 . 0 2
. 6 4 . 2 6 4 . 0 5 3 . 8 3 2 .  56 1 2 . 6 4 3 . 0 6
7 4 .  1 1 3 .  66 4 . 0 6 3 . 0 1 8 . 4 7 2 . 5  6
8 3 . 9 4 4 . 0 1 4 .  12 3 . 4 4 5 . 0 3 2 . 1 3
9 3 . 8 7 4 . 1 6 4 . 1 4 3 . 4 5 5 .  1 3 2 . 1 9
10 4 .  10 4 . 0 5 4 . 0 6 3 . 0 4 6 . 4 4 2 . 1 6
11 4 . 0 4 4 . 0 5 4 .  12 2 . 2  3 8 .  30 2 . 2 4
12 4 .  47 4 .  44 4 . 4 1 2 . 7 3 6 .  51 2 . 2 4
13 3 . 9 3 4 . 0 6 3 .  66 2 . 6 2 . 6 . 4 2 2 . 0 2
14 3.  57 3 . 7 8 4 . 2 4 2 . 0 1 5 . 7 6 2 . 0  3
15 3.  52 3 . 7 0 3 . 9 4 2 . 0 3 5 . 3 2 2 . 0 2
16 4 . 2 3 4 . 1 7 4 .  17 2 . 2 5 5 . 0  5 ' 2 . 1 8
17 3 . 9  5 4 .  03 3 . 8 9 2 . 0 8 4 . 9 5 1 . 8 9
18 3 . 8 8 4 . 1 7 3 . 9 1 1 . 9 9 4 .  52 1 . 9 7
19 4.  00 3 . 8 0 4 .  58 2 . 0 7 4 . 7 0 2 .  14
20 3.  59 3 . 7 4 3 . 7 2 1 . 8 6 4 . 6 3 1 . 9 3
21 3 . 7 4 3 . 8 9 - 3 . 8 2 1 . 8 4 4 . 4 7 1 . 72
22 4.  34 3 . 8 3 4 . 0 8 2 .  10 4 . 9 0 1 . 9 8
23 . 3 . 4 4 4 .  37 3 . 7 1 1 . 8 6 4 . 8 3 ' 1 . 9  6
24 4 . 0 2 3 .  37 4 . 0 2 1 . 9 4 4 . 6 2 2 . 0 5
25 3.  43 3 . 9 9 4 . 2 1 1 . 9  1 4 .  68 2 . 0 4
26 4 . 0  3 3 . 9 4 3 . 7 4 2 . 2 1 4 .  50 2 . 0 4
27 4 .  37 3 . 8  1 4 .  1 3 2 .  10 4 . 3 6 2 . 2 9
28 4 . 2 7 3 . 8 9 3 . 8 6 2 . 2 4 4 . 7 7 1 - 9  1
29 3.  54 4 . 2 1 4 . 2 7 2 . 1 6 5 .  1 3 2 . 2 5
.30 3 . 8 9 4 . 0 2 4 .  1 3 2 . 0 8 4 . 6 1 1 . 8 4
RUN 39 CODE 1017 NKNT2 = 100
tMPLE' NO.  TCI XAT XACA STOT STOCA SDXAT
0 ' 5 0 . 0 0 2 0 .  30 3 2 .  20 2 0 . 2 5 3 2 . 6 3 0 . 0 5
1 5 0 . 0 0 2 5 . 7 6 3 1 . 8 5 2 5 . 7 2  . 3 2 .  19 0 . 0 4
2 50 • 00 3 2 . 0 2 3 0 .  19 3 1 . 9 9 3 0 .  44 0 . 0 2  -
3 50 . 0 0 3 6 . 7 9 2 7 .  65 3 6 . 7 7 2 7 . 8 2 0 . 0 2
4 1 5 . 0 0 4 0 .  32 2 4 . 9 4 4 0 .  31 2 5 . 0 5 0 . 0 1
5 1 5 . 0 0 ' 3 7 . 4 6 2 3 . 0 8 3 7 . 4 5 2 3 .  1 5 4 . 2 1
6 3 5 .  00 3 3 .  1 1 2 2 .  76 3 3 . 0 0 2 3 . 2 0 4 . 8 2
‘ 7 3 0 .  00 3 2 . 2 3 2 3 . 0 3 3 3 . 0 0 2 3 .  20 1 . 78
8 . 3 0 . 0 0 3 2 . 8 3 2 3 .  1 5 3 3 . 0 0 . 2 3 .  20 1 . 0 1
9 3 0 . 0 0 3 2 . 9 2 2 3 . 2 0 3 3 . 0 0 2 3 .  20 2 . 6 9
10 3 0 . 0 0 3 2 . 9 7 2 3 . 2 2 3 3 . 0 0 2 3 .  20 3 .  30
11 3 0 . 0 0 3 3 . 0 0 2 3 . 2 3 3 3 . 0 0 2 3 .  20 1 . 52
12 3 0 . 0 0 3 3 . 0 3 2 3 . 2 3 3 3 . 0 0 2 3 . 2 0 0 . 9 6
13 3 0 . 0 0 3 3 . 0 4 2 3 .  23 3 3 . 0 0 2 3 . 2 0 2 .  28
14 3 0 .  00 3 3 . 0 6 2 3 .  23 3 3 . 0 0 2 3 . 2 0 1 . 31
15 30*  00 3 3 . 0 7 2 3 . 2 2 3 3 . 0 0 2 3 . 2 0 0 • 40
16 3 0 . 0 0 3 3 . 0 7 2 3 .  22 3 3 . 0 0 2 3 .  20 0 . 2 9
17 3 0 . 0 0 3 3 .  08 2 3 . 2 1 3 3 . 0 0 2 3 . 2 0 0 . 2 7
13 2 5 . 0 0 3 3 . 0 8 2 3 .  21 3 3 . 0 0 2 3 .  20 0 . 2 6
19 4 0 .  0 0 3 2 . 4 7 2 3 .  24 . 3 3 . 0 0 2 3 .  20 0 . 2 8
' 20 1 5 . 0 0 3 3 .  39 2 3 . 3 1 3 3 . 0 0 2 3 . 2 0 0 . 2 5 -
21 50 ■ 0 0 3 2 .  38 2 3 . 2 1 3 3 . 0 0 2 3 . 2 0 0 . 2 5
22 1 5 . 0 0 3 3 .  67 2 3 .  35 3 3 . 0 3 2 3 . 2 2 0 . 3 0
23 45*  00 3 2 .  32 2 3 . 2 2 3 3 . 0 0 2 3 . 2 0 0 .  30
• 24 2 0 . 0 0 3 2 . 9 8 2 3 .  41 3 3 . 0 0 2 3 . 2 0 0 .  24
25 ■ 3 5 . 0 0 3 3 .  1 1 2 3 . 2 5 3 3 . 0 0 . 2 3 . 2 0 0 . 2 7
26 30 . 0 0 3 2 . 8 6  ■ •23.  31 3 3 . 0 0 2 3 .  20 0 . 2 5
27 2 5 . 0 0 3 3 .  34 2 3 .  25 ' 3 3 . 0 0 2 3 .  20 0 .  32
28 • 3 5 . 0 0 3 2 .  69 2 3 . 2 3 3 3 . 0 0 2 3 . 2 0 0 . 2 7
29 2 5 .  00 3 2 . 9 4 2 3 . 3 1 3 3 . 0 0 2 3 .  20 0 .  29
30 3 5 . 0 0 3 2 . 8  1 2 3 . 2 7 3 3 . 0 0 2 3 . 2 0 0 . 2 8
SDS AVERAGED OVER F I R S T  22  POI NTS  
SDS AVERAGED OVER LAST 9 POI NTS  
SDS AVERAGED OVERALL 
SDXA AVERAGED OVER F I R S T  22  POI NTS  
SDXA AVERAGED OVER LAST 9 POI NTS  
SDXA AVERAGED OVERALL
T ' TC CA
0 .  66 0 . 1 5 0 .  64
0 .  19 0 . 0 7 0 .  22
0 .  52 0 .  12 0 .  52
1 . 13 0 . 4 6
0 .  28 0 . 0 9
0 . 9 2 0 .  35
SDXACA 
0 . 4  3
0 . 34  
0 . 2 5  
0 . 1 7  
0 . 1 1  
0 . 4 9
1 . 37  
1 . 53 
1 . 1 7  
0 .  63 
0 . 4 5  
0 .  63 
0 . 4 6  
0 . 2 3  
0 . 4 9  
0 .  38 
0 . 2 3  
0 . 1 8  
0 .  13 
0 . 1 2  
0 . 1 0  
0 . 0 9  
0 . 0 9  
0 . 0 9  
0 . 0 9  
0 . 0 8  
0..0S 
0 . 0 8  
0 . 1 0  
0 .  09  
0 . 1 0
TOTAL  
1 . 4 5  
0 . 4 7  
1 . 1 7  
1 . 64 
0 .  37  
1 . 2 7
RUM 40 CODE .3017 NKNT2 = 1 0 0
SAMPLE NO. XAT XATC XACA ST STC STCA
0 2 0 . 3 0 1 5 . 6 0 3 2 . 2 0 2 4 .  30 1 6 . 6 0 . 3 6 . 0 0
1 2 5 . 7 6 4 3 . 0 5 3 1 . 8 5 2 8 . 3 1 4 3 . 6 7 3 4 . 0 6
2 3 2 . 0 2 4 7 . 1 0 3 0 . 1 9 3 3 .  44 4 7 . 6 8 2 9 . 9 8
3 3 6 .  79 4 8 . 0 3 2 7 .  65 3 7 . 9 9 4 8 .  32 2 7 . 3 4
4 4 0 .  32 4 8 .  57 2 4 . 9  4 4 1 .  30 4 3 . 8 5 2 4 .  36
5 3 7 . 4 6 2 1 . 59 2 3 . 0 3 3 3 . 2 6 2 1 . 1 2 2 2 . 2 4
6 3 3 .  1 1 1 7 . 8 2 2 2 . 7 6 3 2 . 9  5 1 8 . 1 4 21 . 9 4
7 3 2 . 8 4 3 5 . 2 1 2 3 . 0 0 3 2 . 6 5 3 4 . 6 5 . 22 .  62
8 3 3 .  1 5 2 8 .  10 2 3 . 0 1 3 3 . 0 0 2 8 . 0 7 2 3 . 2 3
9 3 3 .  33 3 3 .  37 2 3 . 0 7 3 3 .  10 3 2 .  52 2 3 . 2 3
10 3 3 .  10 2 7 .  52 2 3 . 0 5 3 2 . 8 0 2 7 .  34 2 3 .  60
11 3 3 . 2 7 3 3 .  32 2 3 .  1 1 3 2 . 6 1 3 3 . 4 5 2 3 .  12
12 3 3 . 6 7 3 1 . 1 3 2 3 . 0 5 3 2 . 9 1 3 0 . 8  6 2 3 . 7 3
13 3 3 .  54 3 0 .  52 2 3 . 0 0 3 3 . 3 9 3 0 . 0 4 2 4 . 0 8
14 . 3 2 . 8  1 2 6 . 8 3 2 3 . 0 2 3 2 . 8 4 2 6 .  75 2 3 . 4 3
• 15 3 3 . 0 3 3 3 .  23 2 3 .  14 3 3 .  52 3 2 . 9 8 2 4 .  1 1
16 3 2 .  26 2 3 . 8 6 2 3 . 1 7 • 3 2 . 8 2 2 4 .  54 2 3 . 2 9
17 3 2 . 7 9 3 6 .  08 2 3 . 3 5 3 3 . 0 8 3 6 . 4 8 2 3 .  53
18 3 2 .  53 2 4 .  54 2 3 . 3 0 3 3 .  30 2 4 . 6 6 2 3 .  50
19 32 .  40 3 2 .  54 2 3 . 4 4 3 2 . 8 0 3 2 . 5 1 2 3 .  71
20 3 3 . 0 0 3 0 . 9 9 2 3 . 4 1 3 3 . 4 3 3 0 .  33 2 3 . 5 2
21 3 2 .  4 3 2 6 . 8 2 2 3 . 4 0 3 1 . 9 4 2 6 . 9 7 2 3 . 0 6
22  . 3 3 . 9 8 40 . 44 2 3 .  39 3 3 . 8 4 41 . 0 7 2 4 . 0 3
23 3 3 .  29 2 1 . 8 6 2 3 .  1 1 3 2 . 9 7 2 1 . 7 8 2 3 . 4 2
2 4 3 3 . 7 6 3 9 .  17 2 3 .  18 3 3 .  54 3 9 . 2 9 2 3 . 0 9
2 5 3 3 . 0 7 2 1 . 7 4 2 3 . 0 1 3 2 . 9 8 2 1 . 9 6 2 3 . 0 9
26 3 2 . 9 7 3 5 .  52 2 3 .  17 3 2 .  58 3 5 . 2 9 2 3 . 2 4
27 3 3 .  2 5 2 8 .  14 2 3 .  11- 3 4 . 0 7 2 7 . 9 2 2 2 .  59
28 3 2 . 1 8 2 6 .  14 2 3 . 2 0 3 1 . 7 3  . 2 6 .  61 2 2 .  74
29 3 3 . 7 7 4 0 .  36 2 3 . 2 9 3 3 . 9 4 4 0 . 0 0 2 2 . 5 3
30 3 3 .  1 3 2 1 . 8 3 2 3 . 0 8
\
3 3 . 7 6 2 2 .  54 2 2 .  69
SAMPLE NO. • SDST SDSTC SDSCA SDPT SDPTC SDPCA
. . 0 4 .  0 0 1 . 0 0 3 . 8 0 4 .  00 4 . 0 0 4 . 0 0
1 2 . 7 3 0 .  55 2 . 0 0 4 . 0 0 4 . 0 0 4 . 0 0
2 1 . 8 6 0 .  48 0 . 8 5 4 . 0 0 4 . 0 0 4 . 0 0
3 1 . 2 9 0 .  44 0 . 5 1 4 .  00  ■ 4 . 0 0 4 . 0 0
4 1 . 0 1 0 . 4 0 0 . 5 1 4 .  00 4 . 0 0 4 . 0 0
5 0 . 7 4 0 .  43 0 . 5 7 4 . 0 0 4 . 0 0 4 . 0 0
6 0 .  6 4 0 . 4 1 0 .  545 4 . 0 0 4 . 0 0 4 . 0 0
7 • 0 .  58 0 . 3 8 0 . 6 2 4 . 0 0 4 . 0 0 4 . 0 0
8 0 .  57 0 . 40 0 . 6 3 4 .  00 4 . 0 0 4 . 0 0
9 0 .  57 0 . 4 1 0 .  62 4 . 0 0 4 . 0 0 4 . 0 0
10 0 . 6 1 0 . 4 1 0 .  61 4 . 0 0 4 . 0 0 4 . 0 0
11 0 . 6 0 0 . 4 1 0 . 6 ! 4 . 0 0 4 . 0 0 4 . 0 0
12 0 .  6 5 0 . 4 5 0 .  61 4 . 0 0 4 . 0 0 4 . 0 0
13 0 .  58 0 . 4 1 0 . 5 6 4 . 0 0 4 . 0 0 4 . 0 0
14 0 .  53 0 .  39 0 . 5 4 4 . 0 0 4 . 0 0 4 . 0 0
15 0 .  50 0 .  37 0 .  54 4 . 0 0 4 . 0 0 4 . 0 0
16 0 .  57 0 . 4 1 0 . 6 0 4 .  00 4 . 0 0 4 . 0 0
17 0 .  55 0 .  41 0 .  52 4 . 0 0 4 . 0 0 4 . 0 0
18 0 .  53 0 . 4 1 0 . 5 ! 4 . 0 0 4 . 0 0 4 . 0 0
19 0 .  54 0 .  38 0 .  56 4 . 0 0 4 . 0 0 4 . 0 0
20 0 . 4 9 0 .  38 0 .  52 4 . 0 0 4 .  00 4 . 0 0
21 0 .  49 0 .  39 0 . 4 7 4 . 0 0 4 . 0 0 4 . 0 0
22 0 .  54 0 .  39 0 . 5 3 4 . 0 0 4 . 0 0 4 . 0 0
23 0 .  49 0 .  44 0 .  53 4 . 0 0 4 . 0 0 4 . 0 0
24 0 . 5 1 0 . 3 5 0 .  56 4 . 0 0 4 . 0 0 4 . 0 0
25 0 .  50 0 . 4 1 0 .  53 4 . 0 0 4 . 0 0 4 . 0 0
26 0 .  58 0 .  40 0 .  56 4 . 0 0 4 . 0 0 4 . 0 0
27 0 .  53 0 .  39 0 .  60 4 . 0 0  . 4 . 0 0 4 . 0 0
28 0 .  59 0 .  39 0 .  52 4 . 0 0 4 . 0 0 4 . 0 0
29 0 .  57 0 . 4 3 0 .  61 4 .  00 4 . 0 0 4 . 0 0
30 0 . 5 6 s 0 . 4 1 0 . 5 1 4 . 0 0 4 . 0 0
4 . 0 0 ,
RUN 40 CODE 3017 NKNT2 = 100
SAMPLE NO. ZT ZTC ZCA FET ' FETC FECA
0 0.00 0.00 0.00 24. 30 1 6. 60 36.00
1 24.27 4 5.01 34.99 24.29 27.96 35. 60
2 29.05 50.20 19 . 59 26. 19 36.86 29. 19
3 39. 1 5 49.25 28.76 31 .38 41 .82 29 .02
4 42.05 50. 1 5 23.38 35.65 45. 1 5 26. 77
5 38.9 6 15.89 19. 69 36.97 33.44 23.94
6 26. 31 20.66 20.9 5 32.71 28 . 33 22. 74
7 31.87 29. 56 24.41 32.37 28.82 23.41
8 33.22 28. 36 27.42 32.71 28.63 25.01
9 32.04 25. 07 22.97- 32.45 27.21 24 .20
10 31.86 26. 47 27.23 32.21 26.91 25.41
11 28.7 2 35.09 19. 18 30.8 1 30. 18 22.92
12 30. 46 28.9 1 28.95 30.67 29.68 2 5.33
13 37. 0 4 26.57 . 28.36 33. 22 28.4 3 2 6.54
14 34.22 26.42 19.94 33. 62 27.63 23.90
15 37. 79 30.7 5 30.25 35.29 28.88 26.44
16 34. 68 30. 43 18.72 35.04 29 . 50 23.3 5
17 31.70 39. 10 25.06 33.70 33.34 24.04
18 38.22 2 5. 17 24. 54 35.51 30.07 24.24
19 31.22 31 . 40 25.91 33.80 30 . 60 24.9 1
20 34.70 '24.10 23.23 34.16 28.00 24. 23
21 24.90 28.41 19.88 30.45 28.16 22. 49
22 35.7 1 47. 07 31.85 32. 55 35. 73 2 6.24
23 30.78 20. 69 21.64 31.84 29.7 1 24.40
24 33.7 3 .40.77 19.91 32.60 34. 13 22. 60
25 33. 56 24.04 24. 14 32.98, 30.10 23.22
26 29. 58 33. 19 23.20 31 . 62 31 . 33 23.21
• 27 44. 12 26. 50 1 6.92 36.62 29.40 20. 69
28 22.44 30. 35 23.01 30.95 29.78 21 . 62
29 38. 24 36.80 18.18 33.87 32. 59 20.24
'30 38.41 29.04 24.28 35.69 . 31.17 21 .8 6
SAMPLE NO. SDZT SDZTC SDZ CA SDFET SDFETC SDFECA
0 13.37 16.67 10.23 4. 00 1 .00 . 3.80
1 4. 19 3.87 3.89 1 .89 16.04 3. 1 6
2 4.06 3*8 4 4. 50 4.75 12.04 3.37
3 3.46 4.01 3.81 .5.72 7.95 3. 77
4 3.8 2 3.74 3.81 5.41 5.26 4.12
5 4.02 4. 22 3.95 4.00 10. 58 3.98
6 4.26 4.05 3.83 2.60 1 1 .90 2.95
7 4. 1 1 3.66 4.06 2.94 7.26 2.48
8 3.94 4.0 1 4. 12 3.01 4.90 2. 1 3
.9 3.87 4. 16 4. 14 3.04 4.83 2.24
10 4. 10 4.05 4.06 2.77 5.64 2.27
1 1 4.04 4.05 4. 12 2.42 8.10 2.22
12 4.47 4. 44 4.41 2.83 6.08 2.25
13 3.93 4.06 3. 66 2.47 6.32 2.02
14 3. 57 3.78 4.24 2.06 6. 1 3 2.03
15 3.52 3.70 3.94 2. 16 5.26 2.00
16 4. 23 4. 17 4. 1 7 2. 40 5.28 2.17
17 3.9 5 4.03 3.89 2.22 4.94 1 .90
18 3.88 4. 17 3.9 1 2. 1 3 5.03 1 .99
19 4. 00 3.80 4. 58 2. 1 4 5. 38 2.16
20 3.59 3.74 3.72 2.03 5.29 1 .94
21 . 3.74 3.89 . 3.82 2.01 4.9 6 1 . 74
22 4. 34 3.83 4.08. 2.17 5. 64 2.00
23 3. 44 4. 37 3.71 2.02 5.24 1 .98
24 4.02 3. 37 4.02 2.03 ’ 5. 38 2.05
25 3. 48 3.99 4.21 2.08 5.09 2.0 5
26 4.0 3 3.94 3.74 2. 30 4.70 2.04
27 4. 37 3.81 4. I 3 2. 19 4. 54 2.27
28 4.27 3.89 3.86 2.28 4.83 1 .92
29 3.54 4. 21 4.27 2.23 5.06 2.26
30 3.89 4.02 4. 13 2. 1 1 5.27 1 .84
RUM 40 CODE 3017 MKMT2 = 100
SAMPLE NO. TCI XAT XACA
0 50 .00 20. 30 32. 20
1 50.00 25. 76 31.85
2 . 50.00 32.02 30. 19
3 50.00 36.79 27.65
4 15.00 40. 32 24.94
5 15.00 37.46 23.08
6 40.00 33. 1 1 22.76
7 25.00 32.84 23. 00
8 35. 00 33. 15 23.01
9 25.00 33. 33 23.07
10 35.00 33. 10 23.05
11 30. 00 33.27 23.11
12 30.00 33- 67 23.05
13 25.00 33. 54 23.00
14 35.00 32.8 1 23.02
15 20.00 33.03 23. 14
16 40 .00 32.26 23. 17
17 20. 00 32.79- 23. 35
18 35.00 32. 53 23. 30
19 30.00 32. 40 23. 44
20 2 5.00 33.00 23.41
21 45. 00 32.43 23. 40
22 15.00 33.98 23. 39
23 45. 00 33. 29 23. 1 1
24 15.00 ' 33.7 6 23. IS
25 40 .00 33. 07 23.01
26 25. 00 32.97 ■ 23. 17
27 25.00 33. 25 23.11
28 45.00 32. 18 • 23.20
29 1 5. 00 33.77 23. 29
30 35.00 . 33. 1 3 23.08
STOT STO CA SDXAT SDXACA
20.25 32. 63 0.05 0.43
25.72 32. 19 0 . 04' 0. 34
31.99 30. 44 0.02 0.25
36.77 27.82 0.02 0.17
40. 31 2 5.0 5 0.01 0.11
37.45 23. 15“ 3.51 0.41
33.00 23.20 : 4.02 1.17
33.00 23. 20 1 . 60 1 . 32
33.00 23. 20 1 .00 0.98
33.00 23. 20 2.41 . 0.55
33.00 23. 20 3.07 0.43
33.00 23. 20 1.65 0 . 60
33.00 23. 20 1 .26 0.51
33.00 23. 20 2.00 0.42
33.00 23. 20 1.33 0. 48
33.00 23. 20 0. 79 0. 39
33.00 23. 20 0.98 0.27
33.00 23. 20 0.9 1 0.25
33.00 23. 20 0.37 0.26
33.00 23. 20 0. 72 0.26
33.00 23.20 0. 69 0.23
33.00 23. 20 0.96 0.23
33.00 23. 20 0 . 68 0.25
33. 00,* 23. 20 0.89 0.25
33.00 23. 20 0.68 0.25
33.00 23. 20 0. 55 0.24-
33.00 23. 20 0 . 49 0.20
33.00 23. 20 0. 58 0. 19
33.00 23. 20 0. 52 : 0.21
33.00 • 23. 20 1.01 0.2 1
33.00 23. 20 0.91 0. 30
SDS AVERAGED OVER FIRST 22 POIMTS 
SDS AVERAGED OVER LAST 9 POIMTS 
SDS AVERAGED OVERALL 
SDXA AVERAGED OVER FIRST 22 POIMTS 
SDXA AVERAGED OVER LAST 9 POIMTS 
SDXA AVERAGED OVERALL
T TC - CA TOTAL
0.94 0. 44 0 . 79 2. 1 7
0. 54 0 . 40 0.5 5 1 . 50
0.82 0.43 0. 72 1.97
1 . 27 0.46 1 . 73
0. 70 0.23 0.94
1.10 0.39 I . 50
RUM 41 CODE 42017 NXNT2 - 100
SAMPLE NO. XAT XATC XACA ST STC STCA
0 20.30 1 5. 60 32.20 24. 30 ■ 16.60 . 36.00
1 22.63 27.41 32.10 21 . 14 29.37 35.24
2 27.77 43.63 31.33 24 .80 46. 73 20. 73
3 33. 52 47. 34 29.39 35.88 48. 57 30.50
4 33. 59 22.84 27.19 35. 32 24.43 25.63
5 31. 56 24.79 26. 19 33.07 19.09 22.80
6 '32.04 32.95 25.63 2 5.24 35. 78 23.83
7 35.22 45. 47 24.87 34.25 39.82 26.28
'8 34.74 22.86 23.84 34.82 23. 12 28.2 5
9 33.02 28. 52 23. 59 31 .74 20.23 23.49
10 34.81 41.11 23.39 33. 58 40 .06 27. 57
11 33.9 3 22.00 22.98 29. 38 23.77 19.0 5
12 34.8 5 42.86 22.95 31.63 40. 64 28.8 5
13 35. 58 29.8 6 22. 5 3 39.08 25.92 27.89
14 32.72 19.26 22.51 34. 13 18.85 19.43
15 32.00 31.66 22.90 36.76 29. 18 30.02
16 30.82 20.01 23. 19 33.24 26.58 18. 73
17 31.2 5 35. 16 23.62 30. 16 38.17 25.33
18 34.44 42.43 23.54 40.13 43.06 24. 77
19 33.7 1 22.06 23. 13 32. 53 20.92 25. 61
20 34.68 42.85 23. 10 36.38 35.96 22.9 1
21 34.23 22.60 22.73 26.70 24. 19 19.22
22 35.09 42.94 22. 73 36.82 49. 57 31 . 19
23 34. 54 22. 65 22. 42 32.02 21 .48 20.94
24 35. 32 42.97 22.46 35.29 44 . 57 19.19
25 34.70 22.67 22. 19 35.19 24.97 23. 32
26 32.36 24.88 22.45 28.96 22. 55 22.47
27 34. 46 43.90 22.69 45.33 42.27 1 6. 50
28 34. 1 1 22.66 22.48 24.38 26.88 22.28
29 35.00 42.93 22. 56 39.48 39.37 1 7.45
30 34.47 22.64 22.31 39.75 29.84 23.52
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 4. 00 1 .00 3.80 4.00 4.00 4.00
1 4. 19 3.87 3.89 4.00 4.00 4.00
. 2 4. 0 6 3.84 4 . 50 . 4.00 4.00 4.00
3 3.46 4.01 3.81 4.00 4.00 4.00
4 3.82 3.74 3.8 1 4.00 4.00 / 4.00
'5 4. 02 4*. 22 3.95 4.00 4.00 4.00
6 4.26 4.05 3.83 4.00 ‘ 4.00 4.00
7 4. 1 1 3.66 4.06 4.00 4.00 4.00
8 3.94 4.01 ~ 4.12 4.00 4. 00 4.00
9 3.87 4. 16 4.14 4.00 4.00 4.00
10 4. 10 4.05 4.06 4.00 4.00 4.00
11 4. 04 4.05 4.12 4 . 00 4.00 4.00
12 4. 47 4. 44 4.41 4.00 4.00 4.00
13 3.93 4.06 3.66 4.00 4.00 4.00
14 3. 57 3.78 4.24 4.00 4.00 4.00
15 3.52 3.70 3.94 4. 00 4.00 4.00
16 4.23 4. 17 4. 17 4.00 4.00 4.00
17 3.9 5 4.03 3.89 4.00 4.00 4.00
18 3.88 4. 17 3.9 1 4.00 4.00 4.00
19 4. 00 3.80 4. 58 4.00 4.00 4.00
20 3. 59 3.74 3.72 4.00 4.00 4.00
21 3.74 3.89 3.82 4. 00 4.00 4.00
22 4. 34 3.83 - 4.08 4.00 4.00 4.00
23 3.44 4. 37 3.71 4.00 4. 00 4.00
24 4.02 3. 37 4.02 4. 00 4.00 4. 00
25 3.48 3.99 4.21 4.00 4.00 4.00
26 4.0 3 3.94 3.74 4.00 4.00 4.00
27 4. 37 3.8 1 4. 13 4.00 4.00 4.00
28 4. 27 3.89 3.86 4.00 4.00 4.00
29 3. 54 4.21 4.27 4.00 4.00 4.00'
30 3.89 4.02 4.1 3 4.00 4.00 4.00
RUN 41 CODE 42017 NXNT2 = 100
SAMPLE NO. ZT ZTC ZCA FET FETC FECA
0 0.00 0 . 00 0.00 24.30 1 6. 60 36.00
1 21.14 29.37 35.24 23.04 21.71 35.70
2 24.80 46.73 20.73 23.74 31.72 29. 71
3. 35.88 48 . 57 30. 50 28.60 38.46 30.03
4 35. 32 24.43 25.63 31 .29 .32.84 28.2 7
5 33.G7 19.09 22.80 32.00 27.34 26.08
6 25.24 35.78 23.83 29.29 30. 72 25. 18
7 34.25 39.82 26.28 31.28 34.36 2 5. 62
8 34.8 2 23.12 28.25 32.69 29.8 6 26. 67
9 31.74 20.23 23.49 ' 32. 31 26.01 25.40
10. 33. 58 40.06 27.57 32.82 31 . 63 26.27
11 29. 38 23.77 19.05 31.44 28.49. 23. 38
12 31.63 40. 64 28.85 31 .52 33. 35 25. 57
13 39.08 25.92 27.89 34. 54 30 . 38 26. 50
14 34. 1 3 18.85 19.43 34.38 25. 76 23. 67
15 x36.76 29. 18 30.02 35.33 27. 1 3 26.21
16 33.24 26. 58 18.73 34.49 26.9 1 23.22
17 30. 1 6 33. 17 . 25.33 32.76 31 .42 24.0 6
18 40. 1 3 43.06 24.77 35.71 36.07 24.35
19 32. 53 20.92 25. 61 34. 44 30.01 24.8 5
20 36. 38 35.96 22.91 35.22 32. 39 24.07
21 26.70 24. 19 19.22 31.81 29. 1 1 22.13
22 36.82 49 . 57 31.19 33.81 37.30 25.75
23 32.02 21.48 20.94 33. 10 30.97 23.83
24 35.29 44. 57 ‘ 19. 19 33.97 36.41 21.9 7
25 35. 19 24.97 23 • 32 34.46 '31.84 22. 51
26 28.96 22. 55 22.47 32.26 28. 12 22. 50
27 45. 33 42.27 16.50 37.49 33.78 20. 10
28 24. 38 26.88 22.28 32.24 31 .02 20.9 7
29 39.48 39. 37 17.45 35. 14 34.36 19. 56
30 39.75 29.8 4 23.52 36.98 32.55 21.14
SAMPLE NO. SDZT SDZTC SDZ CA SDFET SDFETC SDFECA
0 13.82 18.66 10.48 4.00 1.00 3.80 ’
1 4. 19 3.87 3.89 1.95 6.77 3.02
2 4. 0 6 3.84 4. 50 3. 18 13.70 2.90
3 3.46 4.01 3.81 4.95 8.97 3. 1 4
4 3.8 2 3.74 3.81 3.91 7.78 3.37
5 4. 02 4.22 3.95 3. 18 8.00 3.20
6 4.26 4.05 3.83 2.9 4 7.45 2. 53
7 4. 1 1 3.66 4.06 2.88 7. 51 2.63
8 3.9 4 4.01 4. 12 2.93 7." 54 2 •'38
9 3.8 7 4. 16 4.. 14 2.88 7. 1 3 2.36
10 4. 1 0 4.0 5 4.06 2.95 7.56 2.26
11 4*04 4.05 4.12 2.80 8.09 2.14
12 4.47 4.44 4.41 2.8 4 8.00 2.22
13 3.93 4.06 3.66 2.86 7.71 2.02
14 3. 57 3.78 4.24 2.47 7.95 .1 .98
15 3. 52 3.70 3.94 2.28 7.69 1 .98
16 4.23 4. 17 4. 17 2.77 7.22 2.19
17 3.95 4.03 3.89 2.79 7.89 1.89
18 3.88 4. 17 3.91 2. 62 7. 79 1 .94
19 4. 00 3.80 4. 58 2. 57 7. 76 2. 1 5
20 • 3. 59 3.74 3.72 2.52 8.19. 1 .99
21 3.74 3.89 -3.82 2. 60 7.66 1 . 76
22 4. 34 3.83 4.08 2. 70 7.79 2.00
'23 3. 44 4. 37 3.71 2. 60 7.40 2.00
24 4.02 3.37 4.02 2.42 7.80 2.08
25 3. 48 3.99 4.21 2.49 7.92 2.09
26 4. 0 3 3.94 3.74 2.96 7.28 2.06
27 4. 37 3.81 4. 13 2. 58 7.31 2.26
28 4. 27 3.89 3.86 2.88 7.85 1 .90 '
29 3. 54 4. 21 4.27 2.99 7.29 2.23
30. 3.89 4.02 4. 13 2.58 7. 30 1 .88
RUN 41 CODE 42017 NKNT2 = 100
SAMPLE MO. TCI XAT XACA
0 30 .00 20.30 32. 20
1 50.00 22. 63 32. 10'
2 50. 00 27. 77 31.33
3 15.00 33. 52 29.39
4 25.00 33. 59 27. 19
5 35.00 31. 56 26. 19
6 50 . 0 0 .32.04 2 5.63
7 15.00 35. 22 24.87
8 30. 00 34.7 4 23.84
9 45. 00 33.02 2 3.59
10 15.00 34.81 2 3 . 39
11 50.00 33.93 22.98
12 2 5.00 34.85 22.95
.13 15.00 35. 58 22.53
14 35.00 32.72 22. 51
15 15.00 32.00 22.90
16 40 .00 30.8 2 23. 19
17 45.00 31.25 23. 62
18 15.00. 34. 44 23. 54
19 50 .00 33.71 23. 13
20 15.00 34. 68 23. 10
21 50.00 34. 23 22. 73
22 15.00 35.09 22.73
23 50.00 34. 54 22. 42
24 15.00 35. 32 22. 46
25 2 5.00 34. 70 22. 19
26 50.00 32. 36 22. 45
27 15.00 34. 46 22. 69
28 50.00 34.1 1 22. 48
29 15.00 35.00 22.56
30 . ' 15.00 34. 47 22. 31
STOT STOCA SDXAT SDXACA
33.09 23. 19 12.79 9.01
33.09 23. 19 10. 47 8.91
33.09 23. 19 5. 33 8. 14
33.09 23.19 1.67 6. 29
33.09 23.19 2.02 4. 31
33.09 23. 19 2. 15 2.98
33.09 23. 19 2.28 2.13
33.09 23. 19 2. 32 1.52
33.09 23. 19 2.30 1.10
33.09 23. 19 2.18 0.88
33.09 23.19 2.20* 0.78
33.09 23.19 2. 34 0. 75
33.09 23. 19 2.1 3 0.80
33.09 23. 19 2.30 0.82
33.09 23. 19 2.05 0.81
33.09' 23. 19 1.82 0 . 74
33.09 23. 19 1.87 0.67
33.09 23. 19 2.1 7 0 . 62
33.09 23. 19 2.24 0. 67
33.09 23'. 19 2.05 0.72
33.09 . 23. 19 2.'03 0. 70
33.09. 23. 19 1.9 6- 0 . 68
33.09 23. 19 2.02 0. 62
33.09 23.19 2.25 0. 63
33.09 23. 19 2.08 0. 72
33.09 23. 19 1 .88 0.72
33.09 23. 19 2.06 0 . 69
33.09 23. 19 2. 28 0.71
33.09 23. 19 2. 15 0. 75
33.09 23. 19 2.29 0. 75
33.09 23. 19 • 2. 13 0. 78
T TC CA TOffL
SDS AVERAGED OVER FIRST 22 POIMTS 3.94\ 3.84 4.02 .11.80
SDS AVERAGED OVER LAST 9 POIMTS 3.93 3.94 4.02 11.88
SDS AVERAGED OVERALL 3.94 3.8 7 4.02 11.83
SDXA AVERAGED OVER FIRST 22 POIMTS 3.12 2.46 558
SDXA AVERAGED OVER LAST 9 POIMTS 2.13 0.71 2.8 3
SDXA AVERAGED OVERALL 2.8 3 1.9 5 4.78
PUN 42 CODE 40017 MXNT2' = 100
SAMPLE MO. XAT XATC XACA ST STC STCA
0 20.30 1 5. 60 32.20 24. 30 16.60 36.00
1 22.63 27.41 32. 10 24.06 27.71 34.92
2 27i 77 43.63 31 .33 28.9 5 43.87 30.39
3 32.90 43.72 29.4 5 33.36 43.35 29 .0 1
4 32. 66 22.02 27.46 33.47 22. 16 26.8 4
5 32. 69 • 35. 50 26.42 33. 33 35.51 25.67
6 32.44 24.49 25. 50 32. 69 24. 53 24.90
7 32.96 36. 1 5 25.00 33.06 36.09 24. 64
8 32. 66 24. 56 24.45 32.69 24. 57 24.37
9 33. 12 36. 18 24.21 33.07 36.05 24. 1 7
10 32.78 24. 58 23.87 32.66 24. 54 24.0 1
11 33.20 36. 19 23.78 . 33.01 36.20 23. 73
12 33.45 28.21 23. 50 33. 17 28. 1 5 23.77
13 33. 56 33. 40 23.39 33.42 33.31 23. 77
14 33.27 . 27.55 23.24 33.24 27. 53 23.41
15 33.39 33.33 23.22 33.47 33.30 23.56
16 33. 1 5 27. 52 23.14 33.32 27.64 23. 19
17 32. 69 29.7 0 23.21 32.73 29.77 23.28
18 33.38 33.93 23.23 33.63 33.97 23.23
19 32. 55 23.95 23.19 32.67 : 23.95 23.23.
20 33.00 36. 12 23.32 33. 1 3 36.03 23. 36
21 32.69 24. 57 23.24 32. 56 24. 58 23. 18
22 33.75 39.80 23. 30 33.67 39 .89 23.55
23 33. 10 21.79 23.09 • 32.97 21.77 23.24
24 33.61 39. 1 4 23. 19 33. 55 39. 1 6 23.20
25 32.96 21.72 23.04 32.9 3 21.76. '23.03
26 33. 51 39. 1 2 23. 17 33. 37 39.03 23.23
27 32.89 21.7 1 23.04 33. 18 21 .70 22.82
28 32.84 35. 50 23.22 32.74 35. 56 23.03
. 29 33. 1 5 28. 12 23. 1 6 33.25 23.08 22.33
30 32.72 29.7 5 23.22 32.96 29.83 23.01
SAMPLE NO. SDST SDSTC SDSCA x SDPT SDPTC SDPCA
0 4. 00 1.00 3.80 4.00 4.00 4.00
1 2.47 0. 38 2.32 2.37 0. 66 2.45
2 1. 68 0.26 1.59 1.64 0.55 1 . 73
. 3 1.17 0.18 1.11 1.23 0 . 52 1 .36
4 0.87 0.14 0.75 1 .00 0.51 1.12
5 0. 61 0.11 0.61 0.86 0.51 ■ 0.98
6 0.46 0. 09 0.48 0.79 0.51 0.89
7 0. 36 0 . 08 0.44 0.7 5 0. 50. 0.84
8 0.29 0.07 0. 39 0.73 0. 50 0.80
9 0.25 0. 07 0. 35 0.72 0. 50 0. 73
10 0. 24 0. 07 0.31 0.72 0. 50 0.76
11 0. 23 0.07 0. 30 0.72 0. 50 0. 76
12 0. 24 0.08 0.27 0.72 0. 50 • 0.75
13 0.21 0. 07 0.24 0.72 0. 50 0. 75
14 0. 19 0. 07 0.23 0.71 0. 50 0. 75
15 0. 18 0.06 0.22 0.71 0 . 50 0.75
16 0.20 0.07 0.25 0.71 0. 50 0. 74
17 0. 19 0. 07 0.21 0.71 0. 50 0.75
18 0. 18 0.0 7 0.20 0.71 0. 50 0. 74
• 19 0. 19 0.06 0.22 0.71 0. 50 0.75
20 0. 18 0.06 0.21 ' 0.71 0. 50 0. 74
21 0. 17 0.06 0. 19 0.71 0. 50 0. 75
22 0. 18 0. 07 •0.21 0.71 0. 50 0. 74
23 0. 17 0.07 0.21 0.7 1 0. 50 0.7 5
24 0. 17 0.06 0.22 0.71 0 . 50 0 i 74
25 2l. 17 0.07 0.22 0.71 0. 50 0. 75
26 0.20 0.07 0.22 0.71 0. 50 0. 74
27 0. 18 0.06 0.23 0.7 1 0. 50 0.75
. 28 0. 20 ■ 0.07 0. 20 0.71 0. 50 0 . 74
29 0. 20 0. 07 0.24 0.71 0. 50 0. 75
30 0. 20 0. 07 0.21 0.71 0. 50 0 . 74
HUM 42 CODE 40017 NXNT2 = 100
SAMPLE NO. ZT ZTC ZCA FET FETC FECA
0 0*00 0.00 0.00 24. 30 1 6. 60 36.00
1 21.14 29.37 35.24 23.04 21.71 35. 70
2 24.80 46.73 20.73 23.74 31 .72 29 . 71
3 35.27 44.94 30. 56 28. 35 37.01 30.05
4 34. 39 23.60 25.89 30. 77 31.64 28. 39
5 34.20 29.80 23.0 3 32. 14 30.9 1 26. 24
6 25.64 27. 32 23.69 29. 54 29.47 25.22
7 31.99 30. 50 26.41 30. 52 29 .88 25. 70
8 32.74 24.82 28.8 6 31.41 27.8 6 26.96
9 31.84 27.88 24. 1 1 31 . 58 27.87 25.82
10 31. 54 23. 53 28.05 31 . 56 26. 1 3 26.71
11 28. 65 37.97 19.85 30 . 40 30.87 2 3.97
12 30. 24 26.00 29.40 30. 34 28.9 2 26. 14
13 37.0 5 29. 46 28.7 4 33.02 29.13 27. 18
14 34.'67 27. 1 4 20. 1 5 33.68 28 . 33 24.37
15 38. 1 6 30.85 30. 34 35.47 29. 34 26. 76
16 35. 56 34.09 18. 69 35.51 31 .24 23. 53
17 31.59 32.71 24.9 2 33.94 31.83 24.09
18 39.08 34. 56 24.47 36.00 32.92 24.24
19 31. 37 22.81 25. 66 34. 1 5 28.83 24.8 1
20 34.70 29. 23 23. 13 34. 37 29- 02 24. 1 4
21 25.15 26.15 19.73 30.68 27.87 22.37
22 35. 47 46. 44 31.76 32.60 35. 30 26. 1 3
23 30. 58 20.62 21.61 31 .79 29 . 43 24. 32
24 33. 58 40. 74 19.92 32.51 33.95 22. 56
25 33. 45 24.02 24.17 32.83 29.98 23.20
26 30. 1 1 36.80 23.20 31 .78 32.71 23.20
27 43.75 20.08 16.85 36.57 27.66 20. 66
• 28 23. 10 39 . 7 1 23.03‘ 31.18 32.48 21.61
. 29 37. 6 3 24. 56 18.05 33.76 29. 31 20. 19
30 38.00 36.95 24.42 35.46 32. 37 21.88
SAMPLE NO. •SDZT SDZTC SDZCA N SDFET SDFETC SDFECA
0 13.44 1 5. 1 5 10.27 4.00 1 .00 3.30 •
1 4.19 3.87 3.89 1 .95 6.77 3.02
2 4.06 3.84 4. 50 3. 18 1 3.70 2.90
3 3.” 46 4.01 3.8 1 4.98 8 . 63 3.15
4 3.82 3.74 3.81 3. 1 1 7.71 3.3 5
5 4.02 4. 22- 3.95 2.60 4. 13 3.02
6 4.26 4.05 3.83 2.27 4.47 2.43
7 . 4. 1 1 3. 66 4.0 6 2. 19 4.8 5 2. 50
8 3.94 4.01 4. 12 2. 10 4. 6 .3 2. 30
9 3.87 4. 16 4.14 2. 17 4. 61 2.33
10 4. 10 4.05 4.06 2.29 4. 55 2.24
11 4* 04 4.05 4. 12 2.22 5.00 2.10
12 4.47 4. 44 4.41 2. 37 4.92 2.23
13 3.93 4. 06 3. 66 2.21 5.23 2.02
14 -/ 3. 57 3.78 4.24 1.95 4.75 2.04
15 3. 52 3.70 3.94 1.86 4. 54 1 .99
16 4.23 4. 17 4. 17 2. 19 4. 52 2. 1 6
17 3.95 4.03 3.89 2.08 4.82 1 .39
18 3.88 4. 17 3.9 1 2.00 4.65 '1.97
19 4. 00 3.80 4. 58 2.05 4. 68 2. 14
20 3. 59 3.74 3.72 1.91 4.96 1.9 2
21 3.74 3.89 . 3.8 2 1.88 5.00 ' 1 . 72
22 4. 34 3.83 4.08 2.08 4.75 1 .98
' 23 3. 44 4. 37 3.71 1.88 4. 77 1.9 6
24 4. 02 3. 37 4.02 1.92 4. 49 2.0 6
25 3. 48 3.99 4.21 1.94 4. 42 2.04
26 4.03 3.94 3.74 2. 19 4.59 2.04
27 4. 3.7 3.8 1 4. 1 3 2. 10 4.42 2.28
28 4.27 3.89 3.86 2. 24 4.84 1 .92
29 3. 54 4.21 4.27 2.17 4.21 2.25
30 3.89 4.02 4.1 3 2.05 . 4.7 6 1 .34
RUM 42 CODE 40017 MKMT2 = 100
SAMPLE MO. TCI XAT XACA STOT STOCA • SDXAT SDXACA
0 20 *00 20.30 32.20 33.09 23.19 1 2. 79 9.01
1 50 .00 22. 63 32. 10 33.09 23. 19 10.47 8.91
2 45. 00 27. 77 31. 33 33-09 23. 19 5.33 8.14
3 . 15.00 32.90 29. 45 33.09 23. 19 0.9 0' 6. 26
4 40 .00 32. 66 27. 46 33.09 23. 19 0.85 4. 28
V5 20.00 32. 69 26.42 33.09 23.19 0.67 3.20\
6 40.00 32. 44 25. 52 33.09 23. 19 0.51 2. 29
7 20.00 32.96 25.00 , 33.09 23. 19 0. 40 1 . 74
8 40. 00 32.66 24. 45 33.09 23. 19 0. 37 1 .23
9 20.00 33. 12 24. 21 33.09 23. 19 0. 31 0.9 5
10 40 .00 32. 78 23.87 33.09 23. 19 0.28 0. 66
. 11 25. 00 33. 20 23.78 33.09 23.19 0.31 0. 52
12 35.00 33.45 23.50 33.09 23. 19 0.29' 0.35
13 25.00 33. 56 2 3. 39 33-09 23.19 0. 36 0. 29
14 35.00 33. 27 23. 24 33.09 23. 19 0 .-2 7 0.21
15 25.00 33.39 23. 22 33.09 23.19 0 . 30 0.17
16 30.00 . 33.15 23. 14 33.09 23.19 0.24 0.13
17 35.00 32. 69 23.21 33.09 - 23. 19 0.26 0.1
18 20. 00 33. 38 23.23 33.09 23. 19 0. 28 0.09
19 40. 00 32. 55 23. 19 33.09 23. 19 0. 27 0.09
20 20.00 33.00 23.32 33.09 23. 19 0.31. 0 . 08
21 45* 00 32. 69 23. 24 33.09 23. 19 0.26 • 0.09
22 15.00 33. 75 23. 30 33.09 23. 19 0.26 0.03
23 45.00 33. 10 23. 09 33.09 23. 19 0.26 0.08
24 1 5. 00 33. 61 23.19 33.09 23.19 0.25 0.07
25 45.00 32.96 23.04 33.09 23. 19 0.26 0.03
26 1 5.00 33. 51 23. 17 33.09 23. 19 0. 24 0.08
27 ' 40.00 32.89 23. 04 33.09 23. 19 0.30 0.07
28 '25.00 32.84 ’ 23.22 33.09 23. 19 0.30 0.09
29 30. 00 33. 1 5 23. 16 33.09 23. 19 0.28 0.03
30 30.00 32.72 23.22 33.09 23. 19 0.27 0.09
. - T TC CA TOTAL
SDS AVERAGED OVER FIRST 22 POIMTS 0. 66 0. 1 5 0. 67 1.47
SDS AVERAGED OVER LAST 9 POIMTS 0. 19 0.07 0. 22 0.47
SDS AVERAGED OVERALL 0. 52 0. 12 0. 54 1*13
SDXA AVERAGED OVER FIRST 22-POIMTS 1 .64 2. 22 3.8 6
SDXA AVERAGED OVER LAST 9 POIMTS 0.27 0.08 0. 3 5
SDXA AVERAGED OVERALL I .24 1 • 60 2.8 4
A002 063200 
SCO
RUN 43 CODE 42017 NKNT2 = 100
SAMPLE NO. XAT XATC XACA ST STC STCA
0 . 20. 30 1 5. 60 32.20 20.00 16.00 32. 50
1 22. 63 27. 41 32. 10 22. 30 27. 61 32.67
2 27.77 <3.63 31 .33 27.26 43.93 30. 71
3 33. 52 47. 34 29.39 33.43 47.44 29.21
4- 33. 59 22.. 8 4 27. 19 33.70 23.00 26.94
5 32.79 32.03 26. 10 33.0 3 31 .48 25. 59
6 32.66 27.36 25.29 32. 12 27. 63 24. 75
7 33. 57 36.88 24.75 33. 1 1 36.29 24. 62
8 33. 14 24.68 24. 17 32.82 24. 62 24. 60
9 33. 47 36. 24 23.94' 33.13 35. 37 24.25
10 33.04 24.62 23. 62 32.66 24. 43 24.28
11' 33.39 36. 22 23. 56 32.63 36. 35 23. 65
12 33. 59 28.2 3 23. 32 32.8 1 27.96 24.06
13 33.66 33. 42 23.23 33.48 32.94 24.36
14 33.35 27. 56 2 3. 11 33.36 27. 47 23. 55
15 32.84 29.72 23.16 33.32 29. 47 24. 15
. 16 32.88 30.32 23.21 33.43 31.01 23.34
17 32.32' 26.75 23.27 32. 60 27. 1 5 23.45
18 33. 23 36.80 23.35 34.05 36.92 23.5 6
19 32. 30 21.02 23.26 32.70 20.99 23.53
20 32.99 39.00 23.43 33. 42 38.3 5 23. 54
21 32. 51 21.65 23. 30 ‘ 32.02 21 .80 22.97
22 33.79 42.70 23.39 33.64 43.33 24.08
23 33. 57 22. 50 23.09 33.24 22.42 23.39
24 33.37 35. 62 23. 1 5 33. 1 5 35.75 23.06
25 32.93 24.56 23.07 32.84 24. 78 23.1 6
26 33. 31 36. 21 23.18 32.92 35.98 23.25
27 33. 53 28.22 23.06 34. 35 28.01 22.54
28 32.38 26. 17 23. 13 31 .94 26. 65 22.67
29 33.92 40. 38 23.21 34.09 40.02 22.4 5
30 33.24 21.85 22.99 33.87 22. 56 22. 61
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 0.30 0 • 40 0.30 4.00 4.00 4.00
1 0.46 0. 39 0. 50 4.00 4.00 4.00
2 0. 51 0.38 0. 58 4.00 4. 00 4.00
3 . 0.46 0.40 0. 56 4.00 4.00 4.00
4 0.49 0.38 - 0.51 4. 00 4.00 4.00
5 0.51 0. 43 0.52 4. 00 < .00 4.00
6 0. 54 0.41 0.45 4.00 4.00 4.00
. 7 0. 53 0.38 0. 57 4.00 4.00 4.00
8 0. 54 0 . 40 0. 59 4.00 4.00 4.00
9 0.56 0.41 0 . 59 4. 00 4.00 4.00
10 ‘ 0.61 0. 41 0. 58 4.00 4.00 4.00
11 0. 59 0.41 0. 58 4*00 4.00 4.00
12 0.65 0.45 0 . 60 4. 00 4.00 4.00
13 . 0. 58 0.41 0. 55 4.00 4.00 4.00
14 0. 53 0. 39 0. 54 4.00 4.00 4.00
15 . 0. 50 0.37 0. 54 4.00 4.00 4.00
16 0. 57 0.41 0.59 4.00 4.00 4.00
17 0. 55 0.41 0. 52 4.00 4.00 4.00
18 0. 53 0.41 0.51 4. 00 4.00 4 . 00
19 0.54 0. 38 0. 56 4.00 4.00 4.00
20 0.49 0. 38 . 0.53 4. 00 4 . 00 4.00
21 0.49 0.39 0.47 4.00 4 « 00 4.00
22 0. 54 0. 39 0. 53 4. 00 4.00 4.00
23 0. 49 0.44 0. 53 4.00 4.00 4.00
24 0. 51 0.35 0. 56 4.00 4.00 4.00
25 0.50 0.41 0. 58 4.00 4.00 4.00
26 0. 58 0. 40 0. 56 4.00 4.00 4.00
27 0. 53 0.39 0 • 60 4.00 4.00 4.00
28 0. 59 0. 39 0. 52 4. 00 4.00 4.00
29 0. 57 0.43 0.61 4. 00 4 • 00 4.00
30 0. 56 0.41 0.51 4.00 4.00 4.00
RUM 43 CODE 42017 NKNT2 = 100
SAMPLE NO. Z T  Z T C  TZCA F E T  F ET C FECA
0 0.00 0.00 0.00 20.00 16.00 32.50
1 21.14 29.37 35.24 20.46 21.35 33.60
2 24.80 46.73 20.73 22.19 31.50 28.45
3 35.88 48. 57 30.50 27.67 38.33 29.2 7
4 35.32 24.43 25.63 30.73 32.77 27.81
5 34.30 26.33 22.71 32.16 30.19 25.77
6 25.86 30.20 23.49 29.64 30.19 24.86
7 32.60 31.23 26.16 30.82 .30.61 25.33
8 33.21 24.94 28.58 31.78 28.34 26.66
9 32.19 27.94 23.83 31.94 28.18 25.53
10 31.80 23.57' 27.80 31.89 26.34 26.44
11 28.84 33.00 19.63 30.67 31.00 23.71
12 30.38 26.02 29.22 30.5 5 29.01 2 5.91
13 37.16 29.47 28.59 33.20 29.19 26.98
14 34.75 27.15 20.03 33.82 28.37 24.20
.15 37.60 27.24 30.27 35.33 27.92 26.63
16 35.29 36.89 18.75 35.31 31.51 23.48
17 31.22 29.76 24.98 33.68 30.81 24.08
18 38.97v 37.43 24.59 35.79 33.46 24.28
19 31.12 19.88 25.73 33.93 28.03 24.86
20 -34.69 32.12 23.25 34.23 29.67 24.22
21 24.97 23.24 19.79 30.53 27.09 22.45
22 35.51 49.33 31.*85 32. 52 35.99 26.21
• 23 31.05 21.33 21.61 31.93 30.13 24.37
24 33.34 37.22 19.89 32.50 32.96 22.57
25 33.42 26.86 24.20 32.87 30.52 23.23
26 29.92 33.88 23.21 31.69 31.86 23.22
27 44.40 26.59 16.88 36.77 29.76 20.63
28 22.65 30.38 22.93 31-12 30.01 21.58
29 38.40 36.82 18.09 34.03 32.73 20.19
30 38.53 29.05 24.20 35.83 31.26 21.79 .
SAMPLE NO. SDZT SDZTC SDZCA SDF ET SDFETC.  SDFECA
0 13.45 15.70 10.26 0.30 0.40 0.30
1 4.19 3.87 3.89 2.30 7.12 1.61
2 4.06 3.84 4.50 4.52 13.91 2*19
.3 3.46 4.01 3.81 6. 14 . 10.66 2. 63
'4 3.82 3.74 3.81 3.76 8.61 3.09
5 • 4.02 4.22 3.95 2.82 3.47 2.89
6 4.26 4.05 3.83 2.36 4.39 2.36
7 4. 1 1 3.66 4.06 2.28 4.66 2.46
8 3.94 4.01 4.12 2.24 4.75 2.28
9 3.87 4.16 4.14 2.21 4.66 2.30
.10 4. 10 4.05 4.06 2.41 4.62 2.23
11. 4.04 4.05 4.12 2.27 5.27 2. 10
12 4.47 4.44 4.41 2.53 4.87 2.22
13 3.93 4.06 3.66 2.25 5. 18 2.01
14 3.57 3.78 4.24 2.04 4.97 2.02
15 ■_ 3.52 3.70 3.94 1.95 4.60 1.98
16 4.23 ' 4. 17 4.17 2.25 4.83 2. 1 6
17 3.95 4.03 3.89 2. 16 4. 54 1 .89
18 3.88 4. 17 3.91 2.09 4.97 1 .96
19 4.00 3.80 4.58 2.13 4.64 2.13
20 3.59 3.74 3.72 1.95 4.97 1 .93
21 3.74 3.89 . 3.82 1 .96 4.98 1 . 72
22 4. 34 3.83 4.08 2.17 5.35 1 .98
23 3.44 4.37 3.71 . 1 .96 4.83 1 .96
24 4.02 3.37 4.02 2.04 5.33 2.05
25 3.48 3.99 4.21 2.01 4.74 2.05
26 4.03 3.94 3.74 2.29 4.71 2.04
27 4.37 3.81 4. 13 2. 16 4.35 2.28
28 4.27 3.89 3.86 2.30 4.42 1 .92
29 3.54 4.21 . 4.27 2.28 4.82 2.24
30 3.89 4.02 4.13 2.11 . 4.87 1.84
RUN 43 CODE 42017 NKNT2 = 100
1PLE NO. TCI XAT XACA
0 30.00 20.30 32.20
1 50.00 22.63 32. 10
2 50 .00 27. 77 31.33
3 1 5. 00 33. 52 29.39
4 35.00 33. 59 27. 19
5 .25.00 32.79 26. 10
6 40. 00 32.66 25.29
7 20 *00 33. 57 24.75
8 40.00 • 33. 14 • 24. 17
9 20.00 33. 47 23.94
10 40 .00 33.04 23.62
11 25.00 33. 39 23. 56
12 35.00 33.59 23. 32
13 25.00 33. 66 23.23
14 30* 00 33.35 23. 1 1
15 30.00 32.84 23. 16
16 25.00 32.88 23.21
17 40.00 32.32 23. 27
18 15.00 33.28 23. 35
19 45. 00 32. 30 23.26
20 1 5. 00 32.99 23. 43
21 50 . 0 0 32. 51 23. 30
22 15.00 33.79 23. 39
23 40. 00 33. 57 23.09
‘24 20.00 33. 37 23. 1 5
25 40 .00 32.93 23.07
26 25.00 . 33. 31 23. 18
27 25.00 • 33.53 23.06
28 45.00 32. 38 23. 13
29 15.00 33.92 23.21
30 35. 00 33. 24 22.99
SDS AVERAGED OVER FIRST 22 POINTS 
SDS AVERAGED OVER LAST 9 POINTS 
. SDS AVERAGED OVERALL 
SDXA AVERAGED OVER FIRST'22 POINTS 
SDXA AVERAGED OVER LAST 9 POINTS 
SDXA AVERAGED OVERALL
STOT STOCA SDXAT SDXACA
33.09 23. 19 1 2. 79 9.01
33.09 23. 19 10.47 8.9 1
33.09 • 23. 19 5. 33 8. 14
33.09 23. 19 0.42 6.2.0
33.09 23. 19 0. 50 4. 00
33.09 23. 19 0. 52 2.89
33.09 23. 19 0.43 1 .99
33.09 23. 19 0. 58 1.46
33.09 23. 19 0. 50 1 .00
33.09 23. 19 0.51 0.75
33.09 23. 19 0. 55 0.51
33.09 23. 19 0. 54 0.42
33.09 23. 19 0. 58 0.31
33.09 23. 19 0.61 0.28
33.09 23. 19 0.54 0.25
33.09 23. 19 . 0. 54 0.24
33.09 23. 19 0.48 0. 22
33.09 23. 19 0. 50 0. 20
33.09 23. 19 . 0. 54 0.19
33.09 23. 19 0. 52 0.20
33.09 23. 19 0. 53 0.20
33.09 23. 19 0 . 48 0.19
33.09 23. 19 0. 50 0. 19
33.09 23. 19 0. 54 0.17
33.09 23. 19 0.51 0.18
33.09 • 23. 1 9. 0. 49 0.13
33.09 23. 19 0.45 0.17
33.09 23. 19 0. 52 0. 1 7
33.09 23. 19 0.45 0.18
33.09 23. 19 0 . 59 0.17
33.09 23. 19 0.46 0. 20
T TC CA TOTAL
0. 52 0 . 40 0. 53 1.46
0. 54 0 • 40 0. 55 1 . 50
0. 53 0 . 40 0. 54 1.47
1.75 2. 1 6 3.9 1.
0. 50 0. 18 0. 68
1. 39 1. 59 2.9 7
RUM 44 CODE 3016 MXMT2 = 1
SAMPLE MO. • XAT XATC XACA ST STC STCA
0 20. 30 15. 60 32.20 20.46 16.62 32.25
1 26.84 44. 49 31.19 25.36 46.46 34.33
2 33.41 47.22 28.94 30.44 50. 32 18.35
3 31.93 19.38 27.31 34.29 21.10 28 .42
4 35.01 45. 57 25.27* 36.74 47. 1 5 23. 71
5 33.06 19.83 24. 53 34.56 14.13 21.14
6 30.9 2 2 5. 30 24.56 24.12 28. 14 22. 76
7 34.7 1 45. 79 23.90 33.74 40.14 25.31
8 33.84 20.9 6 23.41 33.92 21.21 27.82
.9 36.27 45.70 22.67 34.98 37.40 22. 57
10 34.01 20.07 22. 56' 32.78 19.01 2 6.74
11 36. 48 45. 70 22. 1 1 31 .93 47.48 • 18 . 18
12 34. 1 9 20.25 22.07 30.98 18.04 27.9 7
13 36.61 45. 79 21 .73 40. 1 1 41.85 2 7.08
14 40. 44 48.20 21.00 41.84 47.79 1 7.92
15 36.9 6 20. 58 20.73 41 .72 18.10 27.85
16 38.68 46. 1 5 20.34 41.10 52.72 1 5.88
17 35.75 20. 40 20.55 34.65 23.41 22.26
18 32.80 25. 30 21 . 19 38.49 25.94 22. 43
19 30.05 18. 14 21.99 28.87 17.00 24.46
20 33. 54 44.85 22.23 35.23 37.97 22.05
21 32.06 19. 69 22. 62 24. 52 21 .28 19.10
22 29.00 17.62 23.22 30.72 24.25 31 . 68
23 32.80 44. 58 23. 19 30.28 43.41 21 .72
24 37. 13 44. 31 22.66 37. 10 45.91- 19.39
25 34. 19 19.74 22.43 34.67 22.04 23. 56
26 31.75 2 5.30 22. 56 28. 36 22.98 22. 59
27 35. 40 46.02 22.39 46.26 44.38 1 6.20
28 33. 32 19.69 22.51 23. 58 23.90 22. 31
29 36. 01 45. 7 5 22. 14 40.48 42.18 17.03
30 33.80 20.02 22.35 39.08 27.22 23.55
SAMPLE MO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 0. 1 6 1 .02 0.05 4.00 4.00 4.00-
1 1.49 1.96 3. 14 4. 00 4.00 4.00
2 2.97 . 3. 10 10.59 4.00 4.00 4.00
3 2.36 1 i22 1.11 4.00 ,4.00 4.00
4 1.73 1 . 58 1 .56 4.00 4.00 4.00
5 1. 50 5.70 3.40 4.00 4.00 4.00
6 6.8 0 2.83 1 .80 4. 00 4.00 4.00
7 0.97 5. 65 1 .41 4. 00 4.00 4.00
8 0.08 0.26 4.41 4. 00 4.00 4.00
9 1.28 8.30 0.10 4.00 4.00 4.00
10 1.23 1.05 4.18 4.00 4.00 4. 00
11 4. 55 1 .78 3.93 4.00 4.00 4.00
12 3.21 2.22 5.90 4. 00 4.00 4.00
13 3.50 3.95 5.36 4.00 4.00 4.00
14 1.40 0.41 3.08 4. 00 4.00 4.00
15 4.76 2. 48 7.12 4. 00 4.00 4 .00
16 2.42 6. 57 4.46 4.00 4.00 4.00
17 1.09 3.01 1.71 4. 00 4.00 4.00
18 5. 69 0.63 1.24 4. 00 4.00 4.00
19 1.17 1.14 2.47 4. 00 4.00 4.00
20 1.70 6.89 0. 19 4.00 4.00 4.00
21 7. 54 1 . 59 3.52 4.00 4.00 . 4.00
22 1.73 6. 64 ' 8.46 4.00 4.00 4 . 00
23 2.52 1.17 1 .48 4.00 4.00 4 • 00
24 0.03 1 .60 3.27 4.00 4.00 4.00
25 0. 49 2. 30 1.13 4. 00 4.00 4.00
26 3.40 2. 33 0.03 4.00 4.00 4.00
27 10.86 1.63 6.19 4.00 4.00 4.00
28 9.74 4. 21 0. 19 4.00 4.00 4.00
29 4. 48 3. 56 5.11 4.00 4.00 4.00
30 5. 28 7.20 1 .20 4.00 4.00 4.00
RUM 44 CODE 3016 MKMT2 = 1
SAMPLE MO. ZT ZTC Z CA
0 0.00 0.00 0*00
1 25. 36 46. 46 34.33
2 30.44 50.32 18.35
3 34.29 21.10 28.42
4 36.74 47. 1 5 23.71
5 34. 56 14.13 21.14
6 24. 12 28. 14 22.76
7 33.74 40. 14 25. 31
8 33.92 21.21 27.82
9 34.98 37. 40 22.57
10 32.78 19.01 26.74
U 31 i 9 3 47.48 18. 18
12 30.98 18.04 27.97
. 13 40. 1 1 41.85 27.08
14 41.84 47.79 17.92
15 41.72 18. 10 27.85
16 41. 10 52.72 15.88
17 34.65 23.41 22.26
18 38. 49 25.94 22.43
19 28.87 17.00 24.46
20 35.2 3 37.97 22.05
21 24. 52 21 .28 19. 10
22 30.72 24.25 31 . 68
23 30.28 43. 41 21 .72
24 37.10 45.91 19 . 39
25 34. 67 22.04 23. 56
26 28. 36 22.98 22. 59
27 46.26 44.38 16.20
28 23. 58 23.90 22.31
29 40. 48 42. 18 17.03
30 39.08 27.22 23.55
SAMPLE MO. SDZT SDZTC SDZ CA
0 20. 30 15.60 32.20
1 1. 49 1.96 3. 14
2 2.97 3. 10 10. 59
3 2.36 1 .22 1.11
4 1.73 1 . 58 1 .56
5 1.50 5.70 3.40
6 '6.80 2.83 1 .80
7 0.97 5.65 1.41
8 0.08 0.26 4.41
9 1.28 8. 30 0.10
10 1.23 1.05 4. 18
11 4. 55 1 .78 3.93
12 3.21 2. 22 5.90
13 3. 50 3.95 5.36
14 1.40 0.41 3.08
15 4.76 2.48 7.12
16 2.42 6. 57 4*46
17 1.09 3.01 1.71
18 5. 69 0. 63 1 .24
19 1. 17 1.14 - 2.47
20 1.70 ’ 6.89 0. 19
21 7. 54 1. 59 3. 52
22 1.73 6. 64 8.46
23 2.52 1.17 1 .48
24 0.03 1 . 60 3.27
25 0.49 2. 30 1.13
26 3. 40 2. 33 0.03
27 10.86 1 . 63 6. 19
28 9.74 4.21 0. 19
29 4. 48 3. 56 5* 1 1
30 5.28 7.20 1.20
FET FETC FECA
20.00 16.00 32 . 50
22. 14 28. 18 33.23
25.46 37.04 27.28
28.99 30. 6 6 2 7.74
32.09 37.26 26. 1 3
33.08 28.01 24. 1 3
29. 50 28.06 23. 53
31 . 19 32.89 24.27
32.28 28.22 25. 69
33. 36 31.89 24.44
33.13 26.74 25.36
32.65 3 5.0 4 22.49
31.98 28.24 24.63
35.2 3 33.68 25. 64
37.88 39. 32 22.55
39.41 30.8 4 24. 67
40 . 09 39.59 21.16
37.9 1 33. 12 2 1 . 60
38; 1 4 # 30.24 21.93
34.44 ' 24.9 4 22.94
34.76 30. 1 5 22. 53
30.66 26.60 21.19
30.69 25. 66 25. 39
30. 52 32.76 23.92
33. 1 5 38.02 22. 1 1
33.76 31.63 22. 69
31.60 23.17 22.65
37.47 34.65 20.07
31.91 30.35 20.9 7
35. 34 35.09 19.39
36.84 31.94 21.06
SDFET SDFETC SDFECA
0.30 0.40 0.30
4.70 16.31 2.04
7.94 10.18 1 • 66
2.93 1 0 . 78 0.42
2.92 8.31 0.8 5
0.02 8.18 0.40
I .43 2.75 0.98
3. 51 12.90 0.37
1. 56 7.26 2.28
2.90 1 3.8 1 1 . 77
0.88 6.68 2.80
3.83 10.67 0.38
2.21 7.98 2. 61
1 .38 12.11 3.92
2. 56 8.88 1 . 55
2.46 10.25 3.94
1.41 6. 56 0.82
2. 17 12.72 1 .05
5.35 4.94 ’ 0 . 74
4.39 6.8 1 0.9 6
1 .22 14. 70 0.35-
1 .40 6.9 1 1 .43
1 .69 8.05 2.16
2.27 1 1 .82 0.72
3.98 6.29 0 . 55
0.43 11.89 0.26
0.15 2.8 6 • 0.09
2.06 11.36 2. 32
1.41 10.66 1 . 54
0. 67 1 0'. 6 6 2.75
3.04 1 1 .92 1 .29
RUN 44 CODE 3016 NXMT2 = 1
SAMPLE NO. TCI XAT • XACA STOT STOCA SDXAT SDXACA
0 50 • 0 0 20. 30 32.20 20.25 32. 63 . 0.05 0.43
1 50 * 0 0 26. 84 31.19 25.72 32. 19 1.12 1.00
2 15.00 33.41 28.94 31.99 30.44 1.41 1 . 50
3 50* 00 31.93 27.31 36.77 27.82 4.84 0‘. 51
4 15.00 35. 0 1 25.27 40. 31 25.05 5.30 0. 22
5 25.00 33.06 24. 53 33.00 ' 23.20 0.06 1 .33
6 50 .00 30.92 24. 56 33. 11 22.81 2. 18 1.76
7 15.00 34.7 1 23.90 33.00 23.20 1.71 0. 70
8 50 .00 . 33.84 23.41 32.31 23.24 1 . 54 0.17
9 15.00 36. 27 22.67 32.51 23.34 3. 76 0. 67
10 50 .00 34.01 22. 56 32. 66 23.38 1.36 0.83
11 15.00 36. 48 22. 1 1 32.77 2 3.39 3. 71 1 .29
12 50.00 34. 19 22.07 32.86 23. 39 1 . 33 1.31
13 50. 00 36. 61 21 .73 32.92 23.37 3. 69 1 . 64
14 15.00 40. 44 21 .00 32.96 23. 34 7.48 2. 34
15 50*00 36.96 20. 73 33.00 23. 32 3.9 6 2. 59
16 1 5. 00 38. 68 20. 34 33.02 23. 30 5.66 2*96
17 25.00 35.75 20.55 33.00 23. 20 2. 75 2.65
18 15.00 32.80 21.19 33.06 23.26 0.26 2.07
19 50 * 0 0 30.05 21 .99 33.07 23.25 3.02 1.26
20 15.00 33. 54 22.23 33.07 23.24 0. 46 1 . 00
21 15.00 32.06 22. 62 33.08 23.23 1.02 0. 61
22 50 • 0 0 29.00 23.22 33.08 23.22 4. 09 0.00
23 45.00 32.80 23. 19 33.00 23.20 0.20 0.01
24 15.00 37. 1 3 22.66 33.09 23.21 4.04 0. 55
25 25.00 34. 19 22.43 33.00 23.20 1.19 0. 77
26 50.00 31.75 22.56 33.09 23.20 1 . 34 0. 64
27 15.00 35. 40 22. 39 33.09 23.20 2.31 0.8 1
28 50.00 33. 32 22. 51 33.09 23. 20 0. 23 0. 69
29 15.00 36. 01 .22.14 33.09 23.20 2.91 1.05
30 15.00 33.80 22.35 • 33.09 23. 19 0. 70 0.85
SDS AVERAGED OVER FIRST 22 POINTS 
SDS AVERAGED OVER LAST 9 POINTS 
• SDS AVERAGED OVERALL 
SDXA AVERAGED OVER FIRST 22 POINTS 
SDXA AVERAGED OVER LAST 9 POINTS 
SDXA AVERAGED OVERALL
T TC CA TOTAL
2. 62 2.88 3.21 3.71
4.28 ‘ 3.41 3. 01 10. 69
3. 10 3.03 3.15 9.29
2. 58 1.31 ,3.89
1 .89 0. 60 2.49
2. 38 1.10 3.48
RUN 4b UUDfc io iM<vw i £ - i
SAMPLE NO. XAT XATC XACA ST STC STCA
0 20. 30 1 5. 60 32.20 20.42 1 6.06 33.02
1 26.71 43.55 31 .86 25.63 43. 12 33.47
2 33. 1 5 46.82 29.86 32. 30 47.24 29. 1 1
3 38.0 4 47.89 27. 14 37.21 48.10 26.83
4 ~ 41.47 48.47 24.22 40 .8 0 48 . 66 24. 18
5 37.8 6 , 20.86 22. 58 37.86 21 .49 22. 34
6 33. 1 5 18.23 22.66 33.10 1 7.88 22. 22
7 32. 19 • 29.06 22.87 31.98 28.75 22. 71
8 32. 36 30. 40 23. 14 32. 12 30. 1 6 23. 19
9 32.49 30.68 23.26 32.26 30. 1 6 23. 34
10 32.67 30.63 23.35 32.35 30.28 23.59
11 32.71 30.54 23.38. 32.38 30.34 23.47
12 32.80 30. 63 23.47 32.38 30.28 23. 73
13 32.80 30.58 23.47 32. 59 30.26 23.85
14 32.80 30. 54 23.47 32.74 30. 34 2 3. 62
15 32.80 30.54 23.37 ' 32.88 30. 33 .23.77
16 32.80 30.58 23.37 33.00 30.49 23.46
17 32.80 30 . 58 23.47 32.93 30.44 23.47
18 32.80 30. 49 23.31 33. 10 30.41 23. 42
19 32.84 30. 58 23.40 32.99 30.38 23.46
20 32.8 4 30. 63 23.28 33.01 30.29 23. 39
21 32.84 30. 63 23.31 32.76 30.40 23.28
22 32.88 30. 58 23.40 32.82 30.47 23. 59
23 32.88 30.58 23.40 . 32.78 30. 36 2 3.48
'■ 24 32.88 30. 49 23.25 32.8 5 30.40 23.33
25 32.88 30.63 23.25 32.89 30.41 23. 36
26 32.88 30.63 23. 34 32.78 30.34 23.37
27 32.88 30. 58 23.22 33.21 30.37 23.08
28 32.88 30. 58 23.34 32.82 30.45 23. 1 6
29 32.88 30. 58 23.25 33.02 30 .34 23.31
30 32.88 30.68 22.24 33.18 30.52 23.05
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 0. 12 0. 46 0.82 4.00 4.00 4.00
1 1.08 0. 44 1 .61 2.38 0. 66 2. 53
2 0.84 0. 42 0.75 1.64 0. 55 1.76
3 0.83 0.21 0.26 1 .24 0.52 1 . 32
4 0.67 0.19 0.04 1.00 0.51 1 .05
5 0.01 0.62 0.25 0.87 0.51 0.90
6 0.05 0. 35 0.45 0.79 0.51 0.84
7 0.21 0.31 0.16 0.75 .0. 50 0.32
8 0.24 0.24 0.05 0.73 0. 50 0 .30
9 0.23 0. 52 0.08 0.72 0. 50 0.73
10 0. 31 0. 35 0.24 0.72 0. 50 0.77
11 0. 33 0.20 0.09 0.72 <2. 50 0. 76
12 0. 42 0.35 0.26 0.72 0. 50 0.76
13 0.21 0. 32 0.38 0.72 0. 50 0 . 7 5
14 0.0 6 0. 19 0. 1.5 0.71 0 . 50 0. 75
15 0. 08 0.21 0 • 40 0.71 0. 50 0.75
16 0.20 0. 10 0.09 0.71 0. 50 0. 75
17 0. 1 4 0.14 0 • 00 0.71 0. 50 0.75
18 0. 30 0.08 0. 1 1 0.71 0. 50 0.75
19 0. 1 5 0.21 0.06 0.71 0. 50 0. 75
20 0. 17 0. 34 0.11 0.71 0.50 0.75
21 0.08 0.23 0.04 0.71 0. 50 0 . 75
22 0.06 0. 1 1 0. 18 0.71 0. 50 0.75
23 0. 10 0.22 0•08 0.71 0. 50 0. 75
24 0.0 4 0.10 0.08 0.71 0. 50 0. 75
25 0.00 0.22 0.1 1 0.71 0. 50 0. 75
26 0. 10 0. 29 0.03 0.71 0. 50 0.75
• 27 0. 32 0.21 0.14 0.71 0. 50 0.75
28 0.06 0. 13 0. 18 0.71 0. 50 0.75
29 0. 1 4 0.24 0.24 0.71 0. 50 0. 75
30 0.29 0. 16 0.8 1 0.71 0. 50 0. 75
RUN 45 CODE 16 NXNT2 = 1
SAMPLE NO. ZT ZTC ZCA FET FETC FECA
0 0.00 0.00 0.00 20 .00 16.00 32. 50
1 25.22 45. 51 35.00 22.09 27.8 1 33.50
2 30. 18 49.92 19.26 25. 33 36. 65 27.81
3 * 40.40 49. 1 1 28.25 31.35 41.64 27.98
- ' 4 43.20 50.0 5 22. 66 36.09 4 5.00 25.55
5 39.37 1 5. 17 19.19 37.40 33.07 23. 19
6 26. 35 21.06 20.86 32.98 28.27 22.26
7 31.22 23.41 24.27 32.27 26.32 2 3.0 6
8 32.44 30.66 27.55 32.34 28.0 6 24.86
9 31.21 22.33 23. 16 31.89 25.78 24. 18
10 31.43 29. 58 27.53 31.71 27. 30 25. 52
11 28. 1 6 32. 31 19.45 30. 29 29.31 23.09
12 29. 59 28.41 29.37 30.01 28.95 25. 60
13 36.29 26. 64 28.8 3 32. 52 28.0 3 26.89
14 34.20 30. 13 20.38 33.19 28.87 24.29
15 37. 56 28.06 30.49 34.94 28. 54 2 6. 77
16 35. 2 1 37. 15 18.92 35.05 31 .99 23.63
17 31.70 33.59 . 25.18 33.71 32. 63 24.25
18 38. 49 31.12 24.55 35.62 32.03 24.37
19 31. 67 29. 44 25.88 34. 04 30.99 24.9 7
20 34. 54 23.74 23. 10 34.24 28.09 24.22
21 25. 30 32. 22 19.80 30.66 29.74 22.4 5
22 34.61 . 37. 22 31 .86 32.24 32. 73 26.22
23 30. 37 29. 41 21.93 31. 49 31 .40 24. 50
24 32.8 5 32.09 19.98 32.04 31 . 68 22. 69
25 '33.37 32.93 24. 38 32.57 32. 18 23.37
' 26 29.49 28. 30 23.37 31 . 34 30. 63 23. 37
27 43.75 28.9 5 17.03 36.30 29.9 6 20.83
28 .23.15 34.80 23. 15 31.04 31.89 21.76
* ; 29 37. 36 27.02 18.14- 33. 57 29.94 20. 31
30 38. 17 37.88 23.44 35.41 33.12 21 . 56
SAMPLE NO. SDZT 
.0  2 0 . 3 0
1 1 .4 9
2 2 . 9 7
3 2 . 3 6
4 1 .7  3
5 1.50
6 6 . 8 0
7 0 . 9 7
8 0 . 0 8
9 1 .2 8
10 1 . 2 3
11 4.55
12 3 .2 1
13 3 . 5 0
14 1*40
15 4 . 7  6
16 2 . 4 2
17 1.09
18 5.69
19 1 .1 7
20 1 .7 0
21 7 . 5 4
22 1 .7  3
23 2 . 5 2
24 0 . 0 3
25 0 . 4 9
26 ’ 3 . 4 0
27 1 0 . 8 6
28 9 . 7  4
29 4 . 4 8
30 5 .2 8
SDZTC 
1 5. 60 
1 .96 
3. 10 
1 .22 
1 . 58 
5.70 
2.83 
5.65 
0.26 
8. 30 
1.05 
1 .78 
2.22 
3.95 
0.41 
2.48 
6. 57 
3.01
0. 63 
1.14 
6.89
1. 59 
6.64 
1.17 
1 .60
2. 30
2. 33 
1.63 
4.21
3. 56 
7.20
SDZ CA 
32.20 '
3. 14 
10.59
1 . 1 1
1.56
3.40 
1 .80
1.41
4.41 
0.10
4. 18
3.93 
5.90 
5.36
3.08 
7. 12
4.46 
1.71 
1 .24 
2. 47 
0. 19 
3.52
8.46 
1 .48 
3.27
1.13 
0.03 
6. 19 
0. 19
5. 1 1 
1 .20
SDFET 
0. 30 
4.62
7.82 
6.68 
5.38 
0.46 
0.17 
0.09 
0.02 
0 • 60 
0.96 
2.42 
2.79 
0.28
0 • 40
2. 14 
2.25 
0.9 1
2.82
1 .20 
1 . 40 
2. 18 
0. 64 
1 .39 
0.85 
0.31 
1 . 55
3. 42 
1 .84 
0.68 
2. 52
SDFE7C
0 • 40 
1 5.75 
10.17
6.25
3.47 
12.20 
10.03 
2. 74 
2.34 
4.89 
3.33
1 .23 
1.65 
2. 56 
1 .67 
2.00 
1 .40
2.05 
1 . 54 
0.41 
2. 54 
0.89
2.15 
0.82 
1.19 
1 . 55 
0.00 
0. 63
1.31 
0. 64 
2.44
SDFECA 
0.30 
1 . 64
2.05 
0.84 
1 . 63 
0 • 60 
0.41 
0.20 
1 . 72 
0.92 
2. 1 7 
0.29
2.13
3.42 
0.82
3.40 
0.25 
0. 73
1.06
1.57 
0.94 
0.86 
2.81 
1 . 10 
0.56 
0 . 1 2  
0.03 
2.39 
1 . 58
2.94 
0. 67
RUN 45 CODE 16 NKNT2 =: 1 •
SAMPLE NO. TCI XAT XACA STOT STOCA SDXAT ‘ SDXACA
0 50.00 20.30 32.20 20.25 32. 63 0.05 0.43
1 50 • 00 26.7 1 31.86 25. 72 32. 19 0.99 0. 33
2 • 50.00 33. 1 5 29.86 31 .99 30.44 1.15 0.58
3 50.00 38. 04 27.14 ' 36.77 27.82 1.27 0. 68
4 15.00 41.47 24.22 40. 31 25.05 1.16 0.83
5 1 5.00 37.86 22. 58 37.45 23. 15 0 . 42 0.5
6 30.00 33. 1 5 22. 66 33. 11 22.81 0.04 0.14
7 30.00 32. 19 22.87 32. 1 1 23.05 0.08 0. 18
8 30. 00 32. 36 23. 14 32. 31 23.24 0.06 0.10
9 30. 00 32. 49 23.26 32. 51 23. 34 0.01 0.08
10 30.00 32. 67 23.35 32. 66 23.38 0.01 0.04
11 30 • 00 32.71 2 3. 38 32.77 23. 39 0.06 0. 02
12 30. 00 32.80 2 3.47 32.86 23.39 0.06 0.09
13 30. 00 32.80 23.47 32.92 23.37 0. 12 0.10
14 30.00 32.80 23.47 32.96 23. 34 0.17 0.12
15 , 30.00 32.80 23.37 33.00 23.32 0.20 0.05
16 30.00 32.80 23. 37 33.02 23.30 0.23 0.03
17 30. 00 32.80 23.47 33.04 23.28 0.25 0.19
18 .30.00 32.80 23. 31 33.06 23.26 0.26 0.0 5
19 30.00 32.84 23.40 33.07 23.25 • 0.23 0.16
20 30.00 32.84 23.28 33.07 23.24 0. 23 0.05
21 30.00 32.84 23. 31 33.08 23.2 3 0.24 0. 09
22 30. 00 32.88 2 3. 40 33.08 23.22 0.20 0.19
23 30. 00 32.88 23. 40 ■ 33.09 23.21 0.20 0.19
24 30.00 32.88 23.25 33.09 23.21 0. 20 0.04
25 30.00 32.88 23.25 33.09 23.20 0.21 0.0 5
26 30 .00 32.88 23. 34 33.09 23.20 0.21 0. 14
27 30. 00 32.88 23.22 33.09 23.20 0.21 0.02
.28 30.00 32.88 23. 34 33.09 23.20 0.21 0.14
29 30.00 32.88 23. 25 33.09 23.20 0.21 0..0 5
30 30. 00 32.88 22. 24 33.09 23. 19 0.21 0.9 6
T TC
SDS AVERAGED OVER FIRST 22 POINTS 0.31 0.29
SDS AVERAGED OVER LAST 9 POINTS 0.12 0.19
SDS AVERAGED OVERALL 0.25 0.2 6
SDXA AVERAGED OVER FIRST 22 POINTS 0.33
SDXA AVERAGED OVER LAST 9 POINTS 0.21
SDXA AVERAGED OVERALL 0.29
CA TOTAL
0.29 0. 9
0.21 0. 52
0.27 0. 78
0.22 0.6
0.20 0.40
0.22 0. 51
RUN 46 • CODE 1016 MKMT2 = 1
SAMPLE NO. XAT
0 20.30
I 26.7 1
2 33. 1 5
3 38.08
4 41-. 51
5 37.82
6 33.01
7 32.06
8 33.45
9 33. 19
10 33. 23
11 33.75
12 33.49
13 33.32
14 33.23
15 33. 1 5
16 33, 10
17 33.0 1
18 32.97
19 32.88
20 32.88
21 32.88
22 . 32.88
23 32.88
24 32.97
25 32.97
26 32.88
27 32.84
' 28 32.8 4
29 32.84
30 32.88
PLE NO. SDST
0 0. 12
1 . 1.08
2 0.80
• .3 0.8 1-
4 0.65
5 0.08
6 0. 1 3
7 0.56
8 0.66
9 0.54
10 0.72
11 0.65
12 0. 52
13 0.27
14 0. 14
15 0.0 1
16 0. 12
17 0.09
18 0.27
19 0.21
20 0. 20
21 0.0 6
22 0.01
23 0.0 6
24 0.09
25 0.0 6
26 0. 08
27 0. 38
28 0. 0 1
29 0. 19
30 0.29
XATC XACA ST STC STCA
1 5. 60 32.20 20.42 16. 10 33. 1 3
43. 51 31.96 25. 63 43. 12 33. 5 6
46.86 29.77 32.34 47.23 29. 14
47.84 26.97 37. 27 48.09 26.87
48.47 24.-30 40.86 48.67 24. 1 6
20.54 '23.02 37.90 21 . 54 22.34
18.04 22.91 33. 14 1 7.89 22.22
32.29 23.02 31. 50 29 . 88 22. 78
34.90 23.42 32.79 34.32 23.23
27. 44 23.48 32.65 27. 39 23.26
33.80 23.46 32. 51 32.41 23. 52
31.23 23.35 33. 1 1 31.44 23. 33
30.68 23.29 32.97 30. 44 23.52
30.68 23.36 33.05 30.34 23. 61
30.68 23.30 33.09 30. 39 23. 38
30. 63 23.33 33. 16 30.37 23. 55
30. 58 23.30 33.22 30. 52 23.26
30. 45 23.49 33. 1 1 30.46 23. 30
30. 58 23.49 33.24 30.43 23.29
30.40 23.55 33.09 30.39 23. 35
30.63 23.53 33.09 30.30 23. 31
30. 63 23.46 32.82 30.40 23.21
30.68 23.65 32.8 7 30.48 23. 54
30.63 23.65 32.82 30.36 23.45
30.72 23.68 32.88 30.40 23. 32
30. 40 23.65 32.9 1 30.42 23. 36
30.49 23.62 32.80 30.34 23.38
30. 45 23.68 33.22 30. 37 23. 10
30.49 23.59 32.83 30.45 23.18
30.68 23.62 33.03 30.34 23.03
30.68 23.65 33. IS 30. 52 . 23.11
SDSTC SDSCA SDPT SDPTC SDPCA
0. 50 0.93 4.00 4. 00 4.00
0.39 1.60 2.37 0.66 2. 50
0. 37 0.63 1 i 64 0.55 1 . 76
0.24 0.10 1 .24 0. 53 1 .32
0.20 0.14 1 .00 0.51 , 1.05
1 .00 0.68 0.87 0.51 0.90
0.1 5 0.68 0.79 0.51 0.8 4
2.41 0.24 0.7 5 0. 50 0.82
0. 58 0. 19 0.73 0. 50 0.80
0.05 0.23 0.72 0. 50 0. 78
1 .39 0.07- 0.72 0. 50 0. 77
0.21 0.02 0.72 0. 50 0. 76
0.24 0.22 0.72 0. 50 0. 75
0. 34 0.25 0.72 0. 50 0. 75
0.28 0 . 08 0.71 0.50 0.75
0.26 0.21 0.71 0. 50 0.75
0.07 0.04 0.71 0. 50 0. 75
0.02 0. E9 0.71 0 . 50 0. 74
0. 1 5 0.2t 0.71 0.50 0. 75
0.01 0.2! 0.71 0. 50 0. 74
0. 33 0.22 0.71 0. 50 0. 74
0.23 0.25 0.7 1 0.50 0.75
0.20 0.11 0.71 0. 50 0. 75
0.27 0.20 0.71 0. 50 0.75
0.32 0 . 36 0.7 1 0. 50 0.75
0.02 0 . 29 0.7 1 0. 50 0. 75
0.15 0 . 24 0.71 0. 50 0. 75
0.07 0.5® 0.7 1 0. 50 0. 75
0 .04 0.41 0.71 0.50 0. 75
0. 33 • 0 . 5B 0.71 0. 50 0.75
0.16 0. 53 0.71 0. 50 0. 75
RUM 46 CODE 1016 NKNT2 = 1
SAMPLE MO. ZT ZTC ZCA FET . FETC FECA
0 0.00 0.00 0.00 20.00 16.00 32. 50
1 25.22 A 5. 47 35. 10 22.09 27.79 33. 54
2 30. 18 A9.9 6 19.17 25. 33 36.66 2 7. 79
3 A0. AA A9.07 28.03 31. 37 41 .62 27.9 1
A A3. 2 A 50.0 5 22. 7A 36. 12 AA. 99 25.8A
5 39. 32 14.84 19.62 37. A0 82.93 23.35
6 26.21 20.87 21 .10 32.93 28. 1 1 22.45
7 31.09 26. 6A 2A.A3 32. 19 27. 52 23.24
8 33. 53 35. 15 27.83 32.72 30.57 25.08
9 31.9 I 19. 1 A 23.38 .32.40 26.00. 2A. AG
10 32.00 32.75 27.64 32. 2A 28.70 25.69
11 29.20 33.00 19. A2 31.02 30.42 23. 19
12- 30.28 28.A6 29. 19 30.7 3 29. 6A 25.59
13 36.82 26. 73 28.72 33. 16 28. A7 26.84
1 A 3A. 63 30.27 20.22 33.75 29 . 19 24. 19
15 37.91 28. 1 5 30. A5 35.41 28. 77 26.70
16 35. 52 37.15 18.85 35. A6 32. 13 23. 56
17 31.92 33. A6 25.21 34.04 32.66 2A.22
. 18 38. 66 .31.22 24.72 35.89 32.08 24. 42
19 31.71 29. 26 26.03 3A.22 • 30.9 5 25.06
20 3A. 58 23.74 23. 34 3A.36 28.0 7 24. 37
21 25. 35 32.22 19.95 30.76 29.7 3 22. 60
22 3A.61 37.31 32. 10 32.30 32.76 26. 40
23 30.37 29. A6 22.17 31 . 53 31 .AA 24.71
24 32.9A 32.32 20. A1 32.09 31 . 79 22.99
25 33. A6 32.70 2 A . 78 32. 6A 32. 16 23.7 0
26 29. A9 28. 16 23.6A• 31.38 30. 56 23. 6S
27 43.70 28.8 1 17. A9 36. 31 29.8 6 21.21
28 23. 1 1 34.71 23.39 31 .03 31 .80 22.03
. 29 37. 32 27. 1 1 18. 50 33. 5A 29.9 2 20. 65
. 30 38. 17
toCOc-co 2A.85 n ’ 35.39 33.11 22. 33
SAMPLE NO. SDZT SDZTC SDZ CA SDFET SDFETC SDFECA
0 20.30 15. 60 32.20 0. 30 0. A0 0. 30
1 1.A9 1.96 3.14 A. 62 1 5. 72 1 . 58
2 2.97 3. 10 10.59 7.82 10.21 1.97
3 2. 36 1.22 1.11 6.71 6.22 0 . 9 A
A 1.73 1. 58 1 . 56 5. 39 3.A8 I . 5A
5 1. 50 5.70 3. A0 0.42 12. 39 0. 34
6 ■ 6.80 2.83 1 .80 0.09 10.07 0. A5
7 0.97 5. 65 1.41 0.13 4. 77 0.22
8 0*08 0.26 A. A1 0.72 A.33 1 • 66
9 1.28 8. 30 0. 10 0.79 1 . AA 0.9 1
10 1.23 1.05 A. 18 0.99 5. 10 2 • 2 A
11 A. 55 1 .78 3.93 2.73 0.81 0.16
12 3.2 1 2.22 5.90 2.77 1 . 0 A 2.29
13 3. 50 3.95 5. 36 0. 1 6 2.20 3. AS
1A 1.40 0. A1 3.08 • 0. 52 1 . A9 0.89
15 A.76 2. A8 7. 12 2.27 I .86 3.36
16 2. A2 6. 57 A. A6 2. 35 1 . 5A 0.25
17 1.09 3.01 1.71 1 .03 2.21 0. 72
18 5. 69 0.63 1 .2A 2.92 1 . 50 0.93
19 1. 17 1 . 1 A 2. A7 1.33 0.55. 1.51
20 1.70 6.89 ’ 0. 19 1. AS 2. 56 0.85
21 7. 5A 1 . 59 3. 52 2. 13 0.90 0.. 8 6
22 1.73 6. 6 A 8. A6 0. 59 2.09 2.76
23 2. 52 1.17 1 . A8 1.36 0.8 i 1.06
. 2A 0.03 1 .60 3.27 0.88 1.07 0. 69
25 0. A9 2. 30 1.13 0. 33 1.76 0.06
26 3. A0 2. 33 0.03 1. 51 0.07 0*06
27 10.86 1.63 6. 19 3. A7 0. 59 2. 47
28 9. 7 A A.21 0. 19 1.81 1.31 1 . 51
29 A. 48 3.56 5.11 0. 70 0.75 2.9 7
30 5.28 7.20 1.20 2.51 2. A3 1 . 32
RUN 46 CODE 1016 NXNT2 = 1
AMPLE NO. TCI XAT XACA
0 50.00 20. 30 32 . 20
1 50.00 26.71 31.96
2 50.00 33. 1 5 29. 77
3 50.00 38.08 26.97
4 15.00 41. 51 24. 30
5 1 5.00 37.82 23.02
6 35.00 33.01 22.91
7 35.00 32.06 23.02
8 25.00 33.45 23. 42
9 35.00 33. 19 23. 48
10 30.00 33. 23 23. 46
11 30.00 33.75 23.35
12 30.00 33.49 23. 29
13 30. 00 33.32 23. 36
14 30.00 33.23 23. 30
15 30.00 33. 1 5 23. 33
16 30. 00 33.10 23.30
17 30.00 33.01 23. 49
18 .30.00 32.97 2 3. 49
19 30. 00 32.88 23. 55
20 30.00 32.88 23. 53
21 30.00 32.88 23. 46
22 30.00 32.88 23. 65
, 23 30.00 32.88 23. 65
24 30. 00 32.97 23. 68
25 30.00 32.97 23. 65
26 30. 00 32.88 23. 62
27 30 .00 32.84. 23. 68
' 28 30. 00 32.84 23. 59
29 30.00 32.84 23. 62
30 . 30.00 32.88 . 23.65
SDS AVERAGED OVER FIRST 22 POINTS 
SDS AVERAGED OVER LAST 9 POINTS 
SDS AVERAGED OVERALL 
SDXA AVERAGED OVER FIRST 22 POINTS 
SDXA AVERAGED OVER LAST 9 POINTS 
SDXA AVERAGED OVERALL
STOT STOCA SDXAT SDXACA
20. 25 32.63 0.05 0. 43
25. 72 32.19 0.99 0.23
31.99 30.44 1.15 0. 67
36. 77 27.82 1.31 0.8 5
40. 31 25.05 1 .20 0.75
37. 45 23. 15 0.37 0.14
33. 00 23.20 0.01 0. 29
33. 00 23.20 0.94 0. 18
33. 00 23.20 0.45 0. 22
33. 00 23.20 0. 19 0.28
33.00 23.20 0.23 0.26
33.00 23.20 0.75 0. 1 5
33. 00 23.20 0.49 0.09
33.00 2 3.20 0. 32 0. 16
33. 00 ' 23. 20 0. 23 0. 10
33.00 23.20 0.15 0.13
33. 00 23.20 0.10 0.10
33. 00 23.20 0.01 0.29
33. 00 23.20 •0.03 0.29
33. 00 23.20 0. 12 0. S
33. 00 23.20 0.12 0.33
33.00 23.20 0. 12 0.26
33. 00 23.20 0. 12 0.45
33. 00 23.20 0. 12 0.45
33. 00 23.20 0.03 0.48
33..00 2 3.20 0.03 0.4 5
33.00 23.20 0.12 0. 42
33. 00 23.20 0.16 0.4 8
33. 00 23. 20 0. 1 6 0. 39
33.00 23. 20 0.16 0. 42
33. 00 23.20 0. 12 0.4 5
T TC CA TOTAL
0. 39 0.43 0. 34 1.16
0. 13 0.17 0.37 0 . 67
0. 32 0. 35 0. 34 1.02
0. 42 0. 30 0. 72
0.11 0.44 0.55
0. 33 0. 34 0. 67
RUN A7 CODE 3016 NXNT2 = 1
SAMPLE NO. XAT XATC XACA ST STC STCA
0 20.30 1 5.60 32.20 20.A6 1 6.25 33. 62
1 26.89 A3.78 32.32 25.86 A3. 38 33. 18
2 33.36 A 7 • 0 A 30.12 31.92 A 7 • A 6 29.95
3 38. 1 6 A7.80 27.92 37.08 A8 . 1 3 27.67
A Al. 68 A8.82 2A.63 A0.8 0 A8.78 2A.71
5 AA. 2 A A9.22 22.28 A3. 52 A8. A7 21.9 A
6 39.63 20.8 6 21.31 39. 1 1 22.A7 20. A9
7 3A. A0 18.37 21 . A7 3A.2A 17. 52 20.92
8 30.70 17.85 22.33 30.57 17.30 22. 1 6
9 27.99 17 . A8 23. Al 27.7A 1 6. 0 A 23.06
10 32. 1 A AA. A5 23.83 31.17 A3.79 2A. 1 7
11 35. A0 36.86 23. 5A 3A.26 38 . 1 A 23. A0
12 32.97 19. 55 23. 15 32. A3 20. A3 23. 78
13 3A.75 AA. 18 23. 57 3A. 1 1 A2.31 2A.28
1A ' 39.20 A8.25 : 22.68 38. 3A A7.8A 22.97
15 36. 1 A 20. A0 22. A0 36. A0 20.71 22.92
16 31.93 18.0A 22.8A 32. A8 18.36 22.3 7
17 33.01 A0. 13 23.07 32.89 39.33 22.97
18 33.06 2A. A2 23.18 .33.61 25.23 23.09
- 1 9 32.A5 32. A7 23.Al 32. 55 31.39 23. A5
20 33. 15 31 .23 23.55 33. 38 30.6 5 23. 39
21 ; 32. Al 26.51 23. 60 31 .89 26.9A 23.00
22 3A. 19 A1 • 35 23.25 33.80 Al . 1 5 2A.0A
23 33. 10 20.AA 23.A6 32.91 2 1 . 58 23. A3
2A 33.80 'A0.53 23.26 33. A7 39. A1 23. 12
25 32.7 1 20. A0 23. 3A 32.89 21 .8A 23. 1 6
26 33. A9 A0 . A9 23.20 33. 10 39 . 0 7 23.27
27 32. 5A 20. 1 1 23. AA 33.65 21 .33 22. 53
28 31. 62 32.29 23.56 31.05 30.80 22.93
29 33i8A 38 . 50 23. AA 33.66 37.6A 22.69
30 32.32 19.97 23. A8 33.09 21.7A 22.92
SAMPLE NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 0. 16 0.65 1 . A2 A. 00 A . 00 A.00.
1 1.03 0 . A0 0.86 A.00 A .00 A.00
2 1. A5 0.A2 0.17 A. 00 A . 00 A.00
3 1.09 0 • 33 0.25 A. 00 A. 00 A.00
A 0.88 0 . 0 A 0.08 A. 00 A.00 A.00
5 0.72 0.75 0.3A A. 00 A. 00 A.00
6 0.52 1 .60 0.82 A. 00 A . 0 0 A.00
7 0. 17 0.85 0. 55 A. 00 A . 00 A.00
8 0. 1 3- 0. 55 0.16 A.00 A.00. A.00
9 0.25 1 .A3 0.35 A. 00 A. 00 A.00
10 0.97 ’• 0.66 0.3 A A. 00 A.00 A.00
11 1.15 1 .28 0. 1A A.00 A.00 ‘ A.00
12 0. 55 0.88 0.62 A . 00 A.00 A.00
13 0. 6A 1 .87 0.71 A.00 A.00 A.00
1A 0.86 0. Al 0.30 A. 00 A.00 A.00
15 0.26 0.31 0.52 A. 00 A.00 A.00
16 0. 56 0.32 0. A7 A.00 A.00 A.00
17 0. 12 0 . 80 0. 10 A. 00 A.00 A.00
18 0. 55 0.8 1 0.09 A.00 A.00 A.00
19 0. 1 1 1 .08 0 . 0 A A. 00 A.00 A.00
20 0.23 0. 57 0. 1 6 A. 00 A.00 A.00
21 0. 51 0. A3 0. 60 A. 00 A.00 A.00
22 0. 39 0. 20 '0.79 A. 00 A.00 A.00
23 0. 19 1 • 1A 0.02 .A. 00 A.00 A.00
2A 0. 33 1.12 0. 1 A A . 00 A.00 A.00
25 0. 18 1 . AA 0. 19 A. 00 A.00 A.00
26 0.39 1 . A2 0.06 A . 00 A.00 A. 00
27 1.11 1 .22 0.86 A . 00 A.00 A.00
28 0. 57 1 . A8 0. 6A A • 0 0 A.00 A.00
29 0. 18 0.85 0.75 A . 00 A.00 A.00
30 0.77 1.77 0.56 A • 00 A.00 A.00
RUM 47 CODE 3016 NXNT2 = 1
SAMPLE NO. ZT ZTC ZCA FET FETC FECA
0 0.00 0.00 0 • 00 20 .00 16.00 32. 50
1 25. 40 45.74 35.46 22. 16 27.90 33. 68
2 30. 40 50.14 19.52 25.45 36.79 28.02
3 40. 53 49.02 29.03 31 .48 41 .69 28 .42
4 43. 41 50.40 23.07 36.25 45. 1 7 26.28
5 45.74 43. 52 18.88 40.0 5 44.51 23.32
6 32.83 23.70. 19.51 37.16 36. 19 21 .80
7 33.44 12.72 22.88 35.67 26.80 22.23
8 30.78 18.11 • 26.73 33.71 2 3. 32 24.03
9 26.70 9. 18 23.30 30.9 1 17.66 23.74
10 30.91 43.40 28.01 30.9 1 27.96 25.45
11 30.85 38.63 19.62 30.89 32.23 23. 12
12 29.76 17. 33 29.05 30.44 26.27 25.49
13 38.2 5 40.23 28.92 33. 56 31.86 26.86
14 40. 60 47.84 19.59 36.38 38 .25 23.96
15 40.9 0 17.92 29.52 38. 18 30. 1 1 26. 18
16 34.34 24. 61 18 . 38 36.65 2 7.91 23.06
17 31.92 43. 14 24.78 34.76 34.00. 23. 75
18 38.7 5 25.05 24.42 36.35 30. 42 24.02
19 31.27 31. 33 25.89 34.32 30. 78 24.76
20 34.84 24. 34 23.36 34. 53 28.21 -24.20
21 24.87 28. 10 20.08 30.67 28. 1 6 22. 56
22 35.9 1 47. 98 31 .70 32.76 36.09 26.22
23 30. 59 19.27 21.98 31 .89 29.36 24. 52
24 33.77 42. 1 3 19.99 32.64 34.47 22. 71
25 33.20 22.70 24.47 32.86 29. 76 23.41
26 30. 10 38 . 1 6 23.23 31.76 33.12 23. 34
27 43. 40 18.48 17.26 36.41 27.26 20.9 1
28 21.89 36. 50 23.37' 30.60 30.96 21 .89
‘ 29 38. 32 34.93 18.32 33. 69 32. 5 5 20.47
30 37.60 27.18 24.68 35.25 30.40 22. 1 5
SAMPLE NO. SDZT SDZTC SDZCA' SDFET SDFETC. SDFECA
0 . 20. 30 1 5. 60 32.20 0.30 0.40 0.30
1 1. 49 '1.96 ‘ 3.14 4.73 1 5.88 1.36
2 2.97 3. 10 10. 59 7.9 1 10.25 2.10
' 3 2.36 1 .22 1.11 6.68 6. 1 1 0. 50
4 1.73 1. 58 1.56 5.43 3.65 1.65
5 1.50 5. 70 3.40 4. 19 4.71 1.05
6 6.80 2.83 1 .80 2.47 1 5. 32 0.48
7 .0.97 5.65 1 .41 1 .27 8.43 0. 76
8 0. 08 0.26 4.41 3.01 5.47 1 . 70
9 1.28 8 . 30 0. 10 2.9 2 0. 19 0.33
10 1.2 3 1.05 4.18 1 .23 16.49 1 . 62
'11 4. 55 1 .78 3.93 4. 51 4.63 0.43
12 3.21 2.22 5.90 2. 54 6.72 2.34
,13 3. 50 . 3.95 5. 36 1.19 12. 32 3. 30
14 1.40 0.41 3.08 2.82 10.00 1 .28
15 4.76 2. 48 7.12 2.05 9.72 v 3.78
16 2.42 6. 57 4.46 4.72 9.87 0.22
V 17 1.09 3.01 1.71 1 .74 6.12 0. 63
18 5.69 0. 63 1 .24 3.30 6.00 0.84
19 1. 17 1.14 2.47 1.87 1 . 69 1.35
20 1.70 6.89 0.19 1 . 39 3.02 0.66
21 7. 54 1 . 59 - 3.52 1 .74 1 .65 1 .04
22 1.73 6.64 8.46 1.42 5.25 2.9 7
23 2. 52 1.17 1 .48 1.21 3.92 1.06
24 0.03 1 . 60 3.27 1.15 6.06 0. 55
25 0. 49 2. 30 1*13 0; 1 5 9. 37 0.0 7
26 3. 40 • 2.33 0.03 1.74 7.37 0.14
27 10.86 1.63 6. 19 3.88 7.15 2. 53
28 9.74 4. 21 0.19 1 .02 1 . 33 1 . 67
29 4. 48 3. 56 5. 11 0. 1 5 5.95 2.9 7
30 5. 28 7.20 1 .20 2.94 10.43 1.33
RUN 47 CO DE 3016 NXNT2 = 1
SAMPLE NO. TCI XAT XACA STOT STOCA SDXAT SDXACA
• 0 50.00 20. 30 32.20 20.25 32. 63 0.05 0.43
1 50.00 26.89 32. 32 25.72 32. 19 1.16 0.13
2 50.00 33. 36 30. 12 31.99 30.44 1 . 37 0. 32
3 50 • 00 38. 1 6 27.92 36.77 27.82 1 . 40 0.10
4 50.00 41.68 24. 63 40. 31 25.05 . 1.37 0. 42
5 15.00 44. 24 22. 28 37.45 23.15 6. 79 0.88
6 15.00 39. 63 21.31 33. 1 1 22.8 1 6. 52 1 . 49
7 15.00 34.40 21.47 32. 1 1 23.05 2.30 1 . 5 8
. 8 15.00 30.70 22. 33 32.31 23.24' 1 . 60 0.91
9 50.00 27.99 23.41 32.51 23. 34 4.52 0.0 7
10 35.00 32. 1 4 23.83 33.00 23.20 0.86 0. 63
11 15.00 35. 40 23. 54 33.00 23.20 2.40 0. 34
12 50. 00 32.97 23. 15 33.00 23.20 0.03 0.05
13 50.00 34.75 23. 57 32.92 23. 37 1.83 0.20
14 15.00 39. 20 22.68. 32.9 6 23. 34 6.23 0. 67
15 15.00 36.14 22.40 33.00 23.32 3. 14 0.92
16 45.00 31.93 22.84 33.00 23.20 1.07 0.3 6
17 20. 00 33.01 23.07 33.00 23.20 0.01 0.13
18 35.00 33.06 23. 18 33.00 23.20 0.06 0.02
. 1 9 30. 00 32.45 23. 41 33.00 23.20 0. 55 0.21
20 25.00 33. 1 5 23. 55 33.00 23. 20 0.15 0.35
21 45.00 32. 41 23. 60 33.00 23.20 ' 0. 59 0.40
22 15.00 34. 19 23. 25 33.00 23.20 1 . 19 0.05
23 45.00 33. 10 23.46 33.00 23.20 0.10 0.2 6
24 15.00 33.80 23.26 3 3.'00 23.20 0.80 0.06
25 . 45.00 32.7 1 23. 34 33.00 23. 20 0.29 0. 1 4
26 15.00 33.49 23. 20 33.00 23.20 0.49 0.00
27 35. 00 32. 54 23. 44 33.00 23.20 0.46 0 . 24
28 40 .00 31. 62 23. 56 33.00 23.20 1 . 38 • 0.36
29 15.00 33.84 23.44 33.00 23.20 0.84 0.24
30 40.00 32. 32 23. 48 33.00 23. 20 0. 68 0.28
'SDS AVERAGED OVER FIRST 22 POINTS 
' SDS AVERAGED OVER LAST 9 POINTS 
SDS AVERAGED OVERALL 
SDXA AVERAGED OVER FIRST 22 POINTS 
SDXA AVERAGED OVER LAST 9 POINTS 
SDXA AVERAGED OVERALL
T TC CA TOTAL
0. 59 0.75 0.41 1 . 75
0. 46 1. 18 0.45 2.08
0. 55 0.87 0.42 1.34
2.00 0.48 2.48
0. 69 0.18 0.87
1 .62 0.39 2.02
RUN 43 CODE 42016 . MKNT2 = 1
SAMPLE NO. XAT XATC XACA ST STC STCA
0 20.30 1 5. 60 32.20 20 . 28 16. 10 32. 52
1 22.82 28.00 32.09 21 . 33 29.9 6 35.22
2 23.48 17.43 31.67 20.52 20.53 . 21 .08
3 27. 59 43.46 31.31 29.9 5 44.69 32.42
4 28.82 19.88 32.0 7 30. 55 21.46 28. 50
5 27.24 . 2 I*. 38 29.34 23.74 1 5. 68 25.94
6 30* C0 40.17 28.42 23.20 43.00 26.61
7 35.2 3 46.77 27 . 19 34.26 41.12 28 . 60
8 34.23 21.05 2 5.86 34. 31 21.31 30.2 7
9 31. 14 21.71 25.49 29.8 6 13.41 2 5. 38
10 33.93 44.36 24.92' 32.69 43.31 29 . i 0
11 33.36 20. 68 24.48 28.8 1 22. 45 20. 55
12 35.06 44. 27 24.04 31 .84 42.0 5 29.94
13 35. 14 25.26 23.49 38.64 21-31 28.84
14 31.53 18.04 23. 69 32.9 4 17.63 20. 60
15. 32.80 40. 17 23.81 37. 56 37.69 30.92
16 31.97 20. 1 1 23.89 34.39 26.68 19.43
17 30.57 28. 14 24.25 29.43 31.15 25.97
18 34.23 44.99 23.94 39 . 9 2 45.62 .25.18
19 33. 54 20.77 23.78 32.36 19.63 26.25
20 35.18 44. 27 23.08 36.88 37.38 22.89
21 34. 19 20.96 23. 39 26.65 22. 55 19.88
22 35. 66 44. 45 22.98 37.39 51.08 31*43
23 34. 53 20.77 22.84 32.02 19.60 21.37
24 35.96 44. 45 22.56 35.93 46.05 19.29
25 34.75 21.15 22.51 35.24 23.45 23. 64
26 32.06 25. 30 • 22.8 3 28. 66 22.98 22.86
27 35.01 44.94 22.78 45.87 43. 31 1 6. 60
28 34.0 1 20.63 22.88 24.28 24.84 . 22. 69
29 35. 53 44. 45 22. 63 40.01 40.89 1 7. 57
30 34.49 20.96 22.61 39 . 78 28. 16 23.81
.E NO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 0.02 0. 50 0.32 4.00 4.00 4.00
1 1.49 1,96 3. 14 4.00 4.00 4.00
2 2.97 3. 10 10.59 4.00 4.00 4 • 00
3 2.36 1 .'22 1.11 4.00 4.00 4.00
4 1.73 1. 58 1 . 56 4.00 4.00 4.00
5 1. 50 5.70 3.40 4.00 4 • 00 4.00
6 6.80 2.83 1.80 4.00 4 . 00 4.00
7 0.97 5. 65 1.41 4.00 4.00 4.00
8 0.08 0.26 4.41 4.00 4.00 4.00
9 1.28 8. 30 0. 10 4.00 4.00 4.00
10 1.23 1.05 4.18 4.00 4.00 4.00
11 4. 55 1 .78 3.93 4.00 4.00 4.00
12 3.21 2.22 5.90 4.00 4.00 4. 00
13 3. 50 3.95 5. 36 4. 00 4.00 4. 00
14 1.40 0.41 3.03 4 . 00 4.00 4.00
15 4.76 2.48 7. 12 4.00 4.00 4.00
16 2.42 6.57 4. 46 4.00 4.00 4.00
17 1.09 3.01 1.71 4. 00 4.00 4.00
18 5. 69 0.63 1 .24 4.00 4.00 4.00
19 1.17 1.14 2.47 4.00 4.00 4.00
20 1.70 6.89 0. 19 4.00 4.00, 4.00
21 7. 54 1. 59. 3. 52 4.00 4.00 4.0 0
22 . 1.73 6. 64 3.46 4. 00 4.00 4.00
23 2. 52 1.17 1.48 4.00 4.00 4.00
24 0.03 1 .60 3.27 4.00 4.00 4.00
25 0. 49 2. 30 1.13 4.00 4.00 4.00
26 3.40 2. 33 0.03 4.00 4. 00 4.00
27 10.86 1.63 6. 19 4.00 4.00 4.00
28 9.74 4. 21 0. 19 4.00 4.00 4 .00
29 4. 48 3. 56 5. 1 1 4.00 4.00 4.00
30 5. 28 7.20 1 .20 4.00 4.00 4.00
RUM 43 CODE 42016 fJX NT 2 = 1
u r t*i o • ZT ZTC ZCA ; FET FETC FECA
0 0*00 0.00 0.00 20.00 16.00 32. 50
i 21. 33 29.9 6 35.22 20. 53 21 .58 33. 59
2 20. 52 20.53 21.08 •20.53 21.16 28. 58
3. 29.95 44. 69 32.42 24. 30 30. 57 30. 12
4 30. 55 21 . 46 28. 50 26.80 26.93 29.4 7
5 28.74 15.68 25.94 27.58 22.43 28 .06
6 23.20 43.00 26.61 25.83 30.66 27.43
7 34.26 41 .12 28.60 29.20 34.84 27.93
8 34.31 21.31 30.27 31 .24 29.43 28.87
9 29.86 13.41 25.38 30. 69 23.02 27.47
10 32.69 43. 31 29. 10 31.49 31.14 28 . 12
U 28.81 22.45 20. 55 30.42 27.66 25. 10
12 31.84 42.05 29.94 30.99 33.42 27.03
13 38. 64 21.31 28.84 34.05 28. 58 27.76
14 32.9 4 17.63 20.60 33.60 24.20 24.90
15 37. 56 37.69 30.92 35. 19 29.60 27. 31
16 34. 39 26.68 19.43 34.87 28.43 24. 1 5
17 29.48 31.15 25.97 32.71 29. 52 24.88
18 39.92 45. 62 25. 18 35.60 35.96 2 5.00
19 32. 36 19. 63 26.25 34. 30 29.43 2 5. 50
20 36.88 37. 38 22.89 35.33 32.61 24. 4 6
21 26.65 22.55 • 19.88 31.86 ; 28. 58 22. 62
22 37. 39 51.08 31.43 34.07 37.58 26. 15
23 32.02 19. 60 21.37 33.25 30.39 24.23
24 35.93 46. 05 19.29 34.32 36.65 22.26
25 35. 24 . 23.45 23.64 34.69 31 . 37 22.3 1
26 28. 66 22.98 22.86 32.28 28.01 22.33
27 45.87 43.31 16.60 37.72 34 . 1 3 20.24
28 24.28 24.84 22.69 . 32.34 30.42 21 .23
29 40.01 40.89 17. 57 35-41 34. 60 19.79
30 39.78 28 . 1 6 23.81 37.1 6 32.03 21 .40
SAMPLE NO. SDZT SDZT C SDZCA s SDFET SDFETC SDFECA
0 20. 30 1 5. 60 32.20 0.. 30 • 0 • 40 0. 30
1 1.49 1.96 3.14 2.29 6.41 1 . 50
2 2.97 3. 10 10.59 2.96 3.73 *3.09
3 2. 36 1 .22 1.11 3.29 12.89 1.19
4 1.73 1 . 58 1 . 56 2.02 7.05 0 . 59
5 1. 50 5.70 3.40 0.34 1.05 1.28
* 6' 6.80 2.83 1.80 4. 18 9.51 0.93
7 0.97 5. 65 1.41 6.03 11.93 0. 74
8 • 0.08 0 . 26 4.41 2.99 8. 38 3.00
9 1.28 8. 30 0.10 0.45 1.31 1 .99
10 1.23 1.05 4. 18 2.44 13.22 3.20
11 4. 55 1.78 3.93 2.94 6.99 0.61
12 3.21 2.22 5.90 4.07 10.85 3.00
13 3. 50 3.95 5.36 1 .09 3.32 4.27
14 1. 40 0.41 3.08 2.07 6. 1 6 1-21
.15 4.76 2.48 7. 12 2.39 10 . 58 . 3. 50
16 2.42 6. 57 4. 46 2.90 8.32 0.27
17 1.09 3.01 1.71 2. 14 1 . 38 0. 63
18 5.69 0. 63 1 .24 1.36 9.03 1.06
19 1.17 1.14 2.47 0.77 8. 66 1 . 72
20 1.70 6.89 0. 19 0.1 5 11 . 66 1 . 33
21 7. 54 1 . 59 3. 52 2. 33 7.63 0.77
22 1.73 6*64 8.46 1 . 59 6.8 6 ‘ 3. 1 7
23 2. 52 1 . 17 1 .48 1.28 9. 62 1 . 39
24 0.03 1 . 60 3.27 1.64 7.80 0. 30
25 0.49 2.30 1.13 . 0.06 10.22 . 0. 30
26 3.40 2. 33 0.03 0.22 2.7 1 0.00
27 10.86 1. 63 6. 19 2.70 10.81 2. 44
28 9.7 4 4.21 0. 19 1. 67 9 . 79 1 .61
29 4. 48 3. 56 5.11 0. 12 9.84 2.89
30 5.28 7.20 1 .20 2.66 11.07 1.21
RUN 48 CODE "42016 NKNT2 = 1
1PLE NO. TCI XAT XACA STOT STOCA SDXAT SDXACA
0 30.00 20. 30 32. 20 20.25 32.63 0.0 5 0.43
1 15.00 22.82 32.09 22'. 59 32. 45 0.23 0.36
2 50.00 23. 48 31.67 25.28 . 31 .78 1. 79 0. 1 1
3 1 5. 00 27. 59 31.31 27.32 30. 73 0.27 0.53
4 20.00 28.8 2 30.07 28.84 29. 66 0.02 0.41
5 45.00 27. 24 29. 34 29.96 28.56 2. 72 0. 78
6 50.00 • 30.00 28.42 30.79 27. 56 0.79 0.85
7 15.00 35.23 27. 19 31.40 26. 70 3.32 0*49
8 20.00 34. 23 25.86 31.35 25.93 2. 38 0.12
9 50 • 0 0 31. 14 2 5.49 32. 18 25.39 1.04 • 0.10
10 15.00 33.93 24.92 32.43 24.91 1 . 50 0.0
11 50 • 00 33. 36 24.48 32.61 24. 53 0. 76 0 . ’04 .
12 20. 00 35. 06 24. 04 32.74 24. 22 2. 32 0. 19
13 15.00 35. 1 4 23.49 32.83 23.99 2. 31 0 . 50
14 45.00 31.53. 23. 69 32.90 23.80 1 . 37 0.12
15 15.00 32.80 23.81 32.96 23. 66 0.16 0.15
16 30.00 31.97 23.89 32.99 23. 55 1.02 0. 34
17 50 . 00 30. 57 24. 25 33.02 23.46 2.45 0 . 79
18 15. 00 34.23 23.94 33.04 23. 40 1 . 19 0. 54
19 50 • 0 0 33. 54 23.78 33.06 23.35 0.48 0. 43
20 15.00 35. 18 23.08 33.07 23.31 2. 12 .0.2
21 50 .00 34. 19 23. 39 33.07 23.28 ■ 1 . 1 1 0.11
22 15.00 35. 66 22.93 33.08 23.26 2. 58 0.8
23 50 • 00 34. 53 22.84 33.03 23. 24 1.45 0 . 40
24 1 5. 00 35. 96 22. 56 33.09 23.23 2.88 0.67
25 25. 00 34.75 22.51 33.09 23. 22 1 . 66 0.71
26 50* 00 32.06 22.83 33.09 23.21 1.03 0.38
27 15.00 35. 0 1 '22. 78 33.09 23.21 1.92 0.3
28 50.00 34. 0 1 22.88 33.09 23. 20 0.92 0.32
29 • 15.00 35. 53 22. 68 33.09 23. 20 2.44 0. 52
30 15.00 34. 49 22. 61 33.09 23.20 1 . 40 0.5 9
SDS AVERAGED OVER FIRST 22 POINTS 
SDS AVERAGED OVER LAST 9 POINTS 
SDS AVERAGED OVERALL 
SDXA. AVERAGED OVER FIRST 22 POINTS 
SDXA AVERAGED OVER LAST 9 POINTS 
SDXA AVERAGED OVERALL
T TC CA TOTAL
2. 61 2.8 6 3.23 8. 69
4.28 3.41 3.01 1 0. 69
3. 10 3.01 3. 1 6 9.27
1 . 36 0.35 1 .71
1.81 0.48. 2.29
I . 49 0 . 38 ' '1.87
Hl)M 49 CODE 40016 NKMT2 = 1
SAMPLE NO. XAT ■ XATC XACA ST STC STCA
0 20.30 1 S.60 32.20 20.55 16. 10 32. S3
1 23.00 28.04 32.41 22.35 27.46 33.79
2 23.57 17.57 32.09 23.33 18.34 30.63
3 26.84 39.18 31-17 26.57 38.01 30.49
4 27.63 19.31 30.50 27.86 20.94 29.40
5 28.86 35.63' 29.50 29.20 34.92 28.49
6 29.61 23.11 28.54 29.58 24.09 27.66
7 31.75 40.53 27.48 31.39 39.45 27.10
8 31.23 20.02 26.73 31.29 21.48 26.38
9 32.45 40.17 26.07 32.22 39.13 25.38
10' 31.71 19.83 25.64 31.85 21.55 25.35
• 11 32.84 40.31 25.06 32.57 39.04 24.91
12 32.01 20.25 24.91 32.02 21.54 24.68
13 ’ 34.06 44.22 24.37 33.51 42.66 24.63
14 33.41 20.63 24.08 33.42 22.47 23.88
15 33.15 36.49 23.86 33.34 . 35.60 23.97
16 32.71 23.77 23-86 33.01 24.65 23.50
17 33.01 36.86 . 23.98 33.31 36.25 23.56
18 32.67 23.86 23.50 33.06 24.57 23.38
19 ' 33.01 36.86 . 23.83 33.32 36.20 23.50
20 32.62 23.72 23.74 32.93 24.48 23.33
21 32.88 36.86 23.83 33.06 36.21 23.31
22- 32.62 23.77 23.83 32.72 24.63 23.53
23 32.88 36.86 23.74 33.07 36.20 23.52
24 32.62 24.00 23.96 32.73 24.59 23.29
' 25 32.88 36.81 23.77 33.16 36.26 23.41
26 32.54 23.77 23.84 32.66 24.53 23.34
'27 32.88 36.90 23.83 33.46 36.17 23.14
28 32.54 23.67 23.78 32.69 24.66 23.13
29. 32.97 36.86 23.68 33.28 36.10 23.07
30 32.54 23.67 23.81 33.03 24.69 23.06
SAMPLE MO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 0.25 0.50 0.63 4.00 4.00 4.00
1 0.64 0. 58 1. 38 2.38 0.66 2.52
2 0.19 0.77 1.46 1.65 0.55 1.85
3 0.28 1.17 0.69 1.24 0.52 1.48
4 .0.23 1V62 1.10 1-01 0.51 1.22
5 0.34 0.71 1.00 0.87 0.51 1.06
6 0.0 3 0.9 7 0.88 0.79 0.51 0.95
7 0.36 1.08 0.38 0.7 6 0.50 0.88
8 0.06 1.46 0.34 0.73 0.50 0.82
9 ' 0.23 1.04 0.19 0.72 0.50 0.80
10 0. 1-4 . 1.72 0.28 0.72 0.50 0.77
11 0.27 1.27 0. 15 0.72 0. 50 0.77
12 0.01 1.29 0.23 0.72 0. 50 0.75
13 0.55 1. 56 0.26 0.72 0.50 0.75
14 0.01 1.84 0.20 0.71 0.50 0.74
15 0.19 0.89 0.12 0.71 0.50 0.75
16 0.30 0.88 0.36 0.71 0.50 0.74
17 0.29 0.61 0.42 0.71 0.50 0.75'
18 0.40 0.71 0.11 0.71 0.50 0.74
19 0.31 0.66 0.33 0.71 0.50 0.75
20 0.31 0.76 0.41 0.71 0.50 0.74
21 0.18 0.65 .0.52 0.71 0.50 0.75
22 0.10 0.86 0.30 0.71 0.50 0.74
2 3  0 . 1 8  0 . 6 6
2 4  0 . 1 1  0 . 5 9
2 5  0 . 2 7  0 . 5 5
2 6  0 .  12  0 . 7 6
27  • 0 . 5 8  0 . 7 3
28 0 . 1 5  0 . 9 9
29  0 . 3 1  0 . 7 6
30 0 . 4 9  1 . 0 2
0 . 2 2  0 . 7 1  0 . 5 0  0 . 7 5
0 . 6 7  0 . 7 1  0 . 5 0  0 . 7 4
0 . 3 6  0 . 7 1  . 0 . 5 0  0 .  7 5
0 . 5 0  0 . 7  1 0 . 5 0  0 . 7 4
0 . 6 9  0 . 7 1  0 . 5 0  0 . 7 5
0 . 6 4  0 . 7 1  0 . 5 0  0 . 7 4
0 . 6 1  0 . 7 1  0 . 5 0  0 . 7  5
0 . 7 5  0 . 7 1  0 . 5 0  0 . 7 4
RUM 49 CODE 40016 NKMT2 = 1
SAMPLE MO. ZT ZTC ZCA FET FETC FECA
0 0.00 0.00 0.00 20 .00 1.6.00 32. 50
1 21.51 30.01 35. 54 20. 60 21.60 33. 72
2 20.61 20.67 2 1 . 50 20.61 21 .23 28.8 3
3 29.20 40. • 40 32.28 24.04 23.90 30.21
4 29. 37 20.89 28.94 26. 17 25.70 29 . 70
5 30.37 29.93 26. 10 27.85 27. 39 28 .26
6 22.81 25.95 26.7 3 25.83 26.8 1 27. 65
7 30.78 34.88 28.89 27.8 1 30.04 28. 1 5
8 31. 30 20.27 31.14 29.21 26.13 29.34
9 31. 17 31.87 25.97 29.99 28.43 27.99
10 30.48 18.78 29.82 30. 19 24.57 28. 72
11 28.29 42. 08 21.13 29. 43 31 .57 2 5 . 69
12 28.80 18 .04 '30.81 29. 18 26. 1 6 27.73
13 37.55 40.28 29.73 32. 53 31.81 28 . 53
14 34.8 1 20.22 21 .00 33.44 27. 17 2 5. 52
15 37.91 34.01 30.9 7 35.23 29.9 1 2 7.70
16 35. 13 30. 34 19.41 35. 19 30.03 24.38
17 31.92 39.87 2 5. 69 33.88 34.00 24.9 1
18 38. 36 24. 49 24.73 35.67 30. 19 24.8 4
19 ' 31.84 35. 72 26. 30 34. 14 32.40 25.42
20 34. 32 16.83 23. 56 34.21 26.18 24. 68
21 25. 35 38.45 20.32 30.67 31.08 22.93
22 34. 35 30. 40 32.29 32.14 30.8 1 2 6. 63
..'23 30.37 35. 68 22.26 31 .43 32. 76 24.9 1
24 32.59 25. 60 20.69 31.90 29.90 23.22
25 33. 37 39. 1 1 24.90 32.49 33. 58 23.89
26 29. 14 21.44 23.87 31.15 28. 72 23.88
27 43.7 5 35. 27 17.65 36.19 31 . 34 21.39
28 22.8 0 27.89 23. 58 30.83 29.9 6 22.27
■ .29 37.45. 33. 30 18. 56 33.48 31 .30 20 . 78
30 37.82 30.88 . 25.01 35.22 31.13 22.4 7
SAMPLE MO. SDZT SDZTC SDZCA SDFET SDFETC SDFECA
0. 20. 30 15.60 32.20 0.30 0.40 0.30
* 1 1.49 1.9 6 3. 14 2.39 6.44 1.31
2 2.97 3.10 10. 59 2.97 , 3. 66 3.2 6
3 . 2.36 1. 22 1.11 2.80 10.28 0.9 6
4 1.73 1. 58 1.56 1.46 6. 38 0.80
5 1.50 5.70 3.40 1.01 8.24 1.24
6 6.80 2.83 1 .80 3.78 3.70 0.89
7 0.97 5.65 1.41 3.94 • 10.49 0.66
8 0.08 0. 26 4.41 2.02 6.11 2. 62
9 1.28 8. 30 0.10 2.46 1 1 .74 1 .92
10 1.23 1.05 4. 18 1. 52 4.74 3.09
11 4.55 1 .78 3.93 3.41 8.73 0. 63
12 3.21 2.22 5.90 2.84 5.9 1 2.3 3
13 3.50 3.95 5.36 1.53 12.42 4.16
14 1. 40 0.41 3.08 0.0 3 6. 54 1 . 44
15 4.76 2.48 7. 12 2.08 6. 59 3.84
16 2. 42 6. 57 4.46 2.48 6. 31 0. 52
17 1.09 .3.01 1.71 0.87 2.86 0.93
18 5. 69 0.63 1 .24 3.0 1 6. 33 1 . 34
19 1. 17 1.14 2.47 1 . 12 4.46 1 . 59
.20 ■'1.70 6.89 0. 19 1, 59 2.46 0.93
21 7. 54 1 . 59 " 3.52 2.22 5.78 0.90
22 1.7 3 6. 64 8.46 0. 48 7.04 2.84
23 2. 52 1.17 1 .48 1.45 4. 10 1.17
24 0.03 1 .60 3.27 0.73 5.90 0 . 74
25 0. 49 2. 30 1.13 0.40 3.23 0.13
26 3. 40 2. 33 0.03 1 . 39 4.96 0.04
27 10.86 1.63 6. 19 3.30 5. 56 2.44
28 9.74 4.21 0.19 1.70 6.29 1.51
29 4. 48 3. 56 5. 1 1 0.51 5. 56 2.89
30 5. 28 7. 20 1 .20 2.68 7.45 1.33
RUN 49 CODE 4 0 0  1 6 NKNT2  = 1
iMPLE NO.  T C I XAT XACA STOT STOCA SDXAT SDXACA
0 3 0 .  0 0 2 0 .  30 3 2 . 2 0 - 2 0 . 2 5 3 2 .  6 3 0 . 0 5 0 . 4 3
1 - 1 5 . 0 0 2 3 . 0 0 3 2 .  41 2 2 .  59 3 2 . 4 5 0 .  40 0 . 0 4
2 4 5 .  0 0 2 3 .  57 3 2 .  09 2 5 . 2 8 31 . 7 8 1 . 7 1 0 .  32
3 1 5 . 0 0 2 6 . 8 4 3 1 . 1 7 2 7 .  32 3 0 . 7 3 0 * 4 8 0 .  39
4 4 0  . 0 0 2 7 . 6 3 3 0 . 5 0 2 8 . 8 4 2 9 .  66 1 .2 1 0 . 8 4
5 2 0 .0 0 2 8 . 8 6 29  .  50 2 9 . 9 6 2 8 . 5 6 1 .  10 0 . $
6 4 5 .  0 0 2 9 . 6 1 2 8 . 5 4 . 3 0 . 7 9 2 7 .  5 6 1- .  IS 0 . 9 7
7 . 1 5 . 0 0 3 1 . 7  5 2 7 . 4 8 3 1 . 4 0 2 6 . 7 0 0 . 3 5 0 .  78
8 4 5 . 0 0 3 1 . 2 3 2 6 . 7 3 3 1 . 8 5 2 5 . 9 8 0 . 63 0 .  7 5
9 1 5 . 0 0 3 2 .  4 5 2 6 . 0 7 3 2 .  18 2 5 . ‘39 0 . 2  6 0 .  68
10 4 5 .  0 0 3 1 . 7  1 2 5 . 6 4 3 2 . 4 3 2 4 . 9 1 0 . 7 2 0 .  73
11 1 5 .  00 3 2 . 8 4 2 5 . 0 6 3 2 . 6 1 2 4 .  53 0 . 2 3 0 .  53
12 5 0 . 0 0 3 2 .  01 2 4 . 9  1 3 2 . 7 4 2 4 . 2 2 0 .  72 0 .  68
13 1 5 . 0 0 3 4 . 0 6 2 4 . 3 7 3 2 . 8 3 2 3 . 9 9 1 . 2 2 0 .  38
14 40  . 0 0 3 3 .  41 2 4 .  08 3 2 . 9 0 2 3 . 8 0 0 .  50 0 . 2 8
15 2 0 .0 0 3 3 .  1 5 2 3 . 8 6 3 2 . 9 6 2 3 . 6 6  > 0 .  19 0 .  19
16 4 0  • 0 0 3 2 . 7  1 2 3 . 3 6 3 2 . 9 9 2 3 . 5 5 0 .  28 0 .  31
17 2 0 * 0 0 3 3 .  01 2 3 . 9 8 3 3 . 0 2 2 3 . 4 6 ' 0 .0 1 0 .  52
18 4 0 . 0 0 3 2 . 6 7 2 3 .  50 3 3 . 0 4 2 3 . 4 0 0 .  37 0 . 1 0
19 2 0 .  0 0 3 3 . 0  1 2 3 . 8 3 3 3 . 0 6 2 3 . 3 5 0 .  0 4 0 . 4 8
20 4 0 . 0 0 3 2 .  6 2 2 3 . 7 4 3 3 . 0 7 2 3 .  31 0 . 4 4 0 . 4 3
21 2 0 .0 0 3 2 . 8 8 2 3 . 8 3 3 3 . 0 7 2 3 . 2 8 0 .  19 0 .  5 5
22 4 0  . 0 0 3 2 .  62 2 3 . 8 3 3 3 . 0 8 2 3 . 2 6 0 . 4 6 0 .  S
2 3 2 0 .  0 0 3 2 . 8 8 2 3 . 7 4 3 3 . 0 8 2 3 . 2 4 0 .2 0 0 .  50
2 4 4 0 . 0 0 3 2 .  6 2 2 3 . 9 6 3 3 . 0 9  - 2 3 . 2 3 0 . 4 6 0 .  73
2 5 2 0 .  00 3 2 . 8 8 2 3 . 7 7 33.J29 2 3 . 2 2 0 .2 1 0 .  5 5
2 6 40  . 0 0 3 2 .  54 2 3 . 8 4 3 3 . 0 9  • 2 3 . 2 1 0 .  5 6 0 . 63
2 7 2 0 . 0 0 3 2 . 8 8 2 3 . 8 3 3 3 . 0 9 2 3 . 2 1 0 .2 1 0  • 62
28 4 0 . 0 0 3 2 .  5 4 2 3 . 7 8 3 3 . 0 9 2 3 . 2 0 0 . 5 6 0 . 5 7
29 2 0 .0 0 3 2 . 9 7 2 3 . 6 8 3 3 . 0 9 2 3 . 2 0 0 .1 2 0 . 4 8
30 4 0 . 0 0 3 2 .  54 2 3 . 8 1 3 3 . 0 9 2 3 . 2 0 0 .  5 6 . 0 .  61
SDS AVERAGED OVER F I R S T  2 2  P O I N T S  
SDS AVERAGED OVER L A S T  9 P O I N T S  
SDS AVERAGED OVERALL  
SDXA AVERAGED OVER F I R S T  2 2  P O I N T S  
SDXA AVERAGED OVER L A S T  9 P O I N T S  
SDXA AVERAGED OVERALL
T TC CA TOTAL
0 .  2 5 1 . 0 3 0 .  52 1 . 8 1
0 .  2 6 0 . 7 7 0 .  5 3 I . 5 5
0 . 2 5 0 . 9  6 0 .  52 1 . 73
0 .  56 0 .  52 1 . 0 7
0 .  37 0 .  58 0 . 9 5
0 .  50 0 .  5 4 1 . 0 4
RUM 50 CODE 42016 NKNT2 = 1
SAMPLE MO. XAT XATC XACA ST STC STCA.
0 20. 30 1 5. 60 32.20 20.42 1 5.9 1 33. 59
1 22.9 5 27.90 33.01 22.60 27.69 33. 48
2 23. 53 17. 38 32. 59 23. 16 18 . 52 31 . 62
3 26.89 38.99 31.62 26. 49 38 . 1 3 31 .29
4 27. 59 19. 46 30.60- 27.86 20.93 29.99
5 28.86 3 5. 58 29. 65 29.25 34.42 23 .84
6 29. 57 23.21 28.73 29. 16 24.25 27.75
7 31.71 40. 53 27.71 - 31.10 38.9 5 27.32
8 31. 14 19.74 26.89 31.13 21 . 34 26.88
9 32.45 40. 31 26. 13 32.05 33.28 26.22
10 31.80 20.07 25.69 31.67 21 .23 .2 5.83
11 33.88 44. 22 24.98 32.78 42.98 24.96
12 33. 32 20.82 24.57 32.56 21.97 24.9 6
13 33.93 40. 62 24. 19 33. 64 38.88 .25.11
14 32.80 20. 30 23.95 33.10 21 . 52 24.03
15 32. 62 36. 27 23.81 33.42 35.31 24. 61
16 32. 36 23.67 23.97 33.14 25. 1 1 23. 65
17 31.97 32.70 24. 14 32.22 31 .8 1 23.8 7
18 32.88 31. 37 2 3.98 33. 56 31.40 23.88
19 32.23 26. 42 23.97 32.68 26.73 23.93
20 33.23 37.45 23.88 33. 68 36. 19 23.77
21 31.93 19.83 23.95 31.75 21.04 23. 19
22- 34.01 44. 1 3 23.73 33.45 43.38 24.30
23 33.36 20.82 23.69 33.09 22. 1 7 23.61
. 24 34.01 40.67 23.52 33.65 39 . 43 23.24
25 • 32.84 20.07 23.40 33.03 21 .80 23.21
26 33. 58 40. 35 23.38 33.21 39.0 7 23. 30
27 32. 54 20.02 23.47 33.74 21 . 32 22 . 59
28 31 • 66 32.24 23.81 31.13 30.87 22.94
29 33.88 38.68 23.64 33.73 37.69 22. 71
30 32.27 19.78 23.63 33. 1 5 21 .67 22.94
SAMPLE MO. SDST SDSTC SDSCA SDPT SDPTC SDPCA
0 0. 12 0.31 1 .39 4. 00 4.00 4.00
'1 0.35 0.22 0.47 4.00 4.00 4.00
2 - ' * 0. 37 . 1.14 0.96 4 . 00 4.00 4.00
3 0. 40 0.87 .0.32 4. 00 4.00 4.00
4 0.27 1 .48 0.61 4. 00 4.00 4.00
5 0. 38 1.17 0.8 1 4.00 4.00 4.00
6 0.41 1.05 0.98 4. 00 4.00 4.00
7 .0.61 1.58 0.38 4. 00 4.00 4.00
8 0.01 1 .60 0.01 4. 00 4.00 4.00
9 0.39 2.03 0.09 4. 00 4.00 4.00
10 0. 1 3 1.17 0. 19 4.00 4.00 4.00
11 1. 1 1 1.25 0.02 4.00 4.00 . 4.00
12 0. 76 1.15 0.39 4.00 4.00 4.00
13 0.28 1.75 0.92 4. 00 4.00 4.00
14 0. 30 1.21 0 . 08 4.00 4.00 4.80
15 0.80 0.96 0.80 4. 00 4.00 4.00
16 0.78 1 . 43 0.32 4.00 4.00 . 4.00
17 0. 25 0.89 0.27 . 4.00 4.00 4.00
18 0. 68 0.04 0.10 4.00 4.00 4. 00
19 0. 4 5 0. 31 0.04 4.00 4.00 4.00
20 0.45 1.26 0.11 4. 00 4.00 4.00
21 0. 18 1.21 _ 0.7 5 4.00 4.00 4.00
22 0. 56 0.76 0.57 4.00 4.00 4 .00
23 0.27 1 .35 0.07 4. 00 4.00 4.00
24 0.37 1 i 23 0.28 4.00 4.00 4.00
25 0. 19 1.74 0. 19 4.00 4.00 4.00
26 0. 37 1 .28 . 0.08 4.00 4.00 4.00
27 1. 20 1. 30 0.88 4.00 4.00 4.00
28 0. 54 1. 37 0.87 4.00 4.00 4.00
29 0. 1 5 0.98 0.94 4.00 4.00 4.00
30 0.87 1.89 0.69 4.00 4.00 4.00
HUM 50 CODE 42016 NKNT2 = 1
SAMPLE NO. ZT ZTC ZCA FET FETC FECA
0 0.00 0 • 00 0.00 20.00 1 6.00 ' 32.50
1 21.47 29.87 36. 15 20.59 21 . 55 33.96
2 20. 56 20.48 21.99 20. 58 21.12 29 . 1 7
3 29.25 40.22 32.73 24.05 28.76 30. 59
4 29. 32 21.04 29.04 26. 16 25.67 29.9 7
5 30. 37 29.88 26.26 27.84 27. 36 28 . 49
6 22.77 26.04 26.92 25.8 1 26.83 27.8 6
7 30.74 34.88 29. 12 27.78 30.05 28.36
8 31. 22 19.99 31 .29 29. 16 26.03 29 . 54
9 31. 17 32.01 26.02 29.9 6 28.42 • 28. 1 3
10 30. 56 19.01 29.88 30.20 24.66 23.8 3
11 29. 33 46. 00 21.05 29.8 5 33. 19 25.72
12 30. 1 1 18.60 30.47 29.96 27.’36 2 7. 62
13 37. 42 36.68 29. 55 32.94 31 .09 28.39
14 34.20 19.89 20.87 33.45 26.61 .2 5.38
15 37. 38 33.79 30.93 35.02 29.48 2 7. 60
16 34.78 30.24 19.51 34.92 29.78 24. 3 6
17 30.88 35.71 25.85 33.30 32. 1 5 24.9 6
18 38.58 32.00 25.22 35.41 32.09 25.0 6
19 31.06 25. 28 26.45 33.67 29. 37 2 5 . 62
20 34.9 3 30. 56 23.69 34. 17 29.85 24.8 5
21 24.39 21.42 20.43 30.26 26.47 23.08
22 35.74 50.77 32. 19 32.45 36. 19 2 6. 73
23 30.85 19.64 22.21 31.81 29.57 24.92
24 33.98 42.27 20.26 32.68 34.65 23.3 5
25 33.33 22.37 24. 53 32.94 29.74 23. 64
26 30. 18 38.02 23.41 31.84 33.05 23.55
27 ■43.40 18.39 17.28 36.46 27. 19 21 .04
28 21.93 36. 45 23.62 30.65 30.89 22.07
29 38.36 35. 1 1 18.53 • 33.73 32. 58 20. 66
30 ^ 37. 56 26.99 24.83 35.26 30.34 22. 33
PLE NO. SDZT SDZTC SDZCA . SDFET SDFETC SDFECA
0 20.30 15.60 32.20 0.30 0 • 40 0. 30
1 1.49 1.96 3. 14 2.37 6.36 0.95
2 2.97 3.10 10 . 59 2.9 5 3.74 3.41
3 2. 36 1.22 1.11 2.84 10.23 1.02
4' 1.73 1 . 58 1 . 56 1.43 6.21 0. 63
5 1.50 5.70 3.40 1.02 . 8.23 1.17
6 6.80 2.83 1 .80 3.75 3‘. 62 0.87
7 0.97 5.65 1.41 3.9 3 10.48 0.66
8 0.08 0.26 4.41 1.98 6.29 2. 65
9 1.28 8. 30 0. 10 2.49 11.39 2.00
10 1.23 1.05 4. 18 1. 59 4. 59 3.14
11 4. 55 1 .78 3.93 4.03 11.03 0. 74
12 3.21 2. 22 5.90 3. 36 6. 54 3.05
13 3. 50 3.95 5.36 0.98 9 . 54 4.20
14 1.40 0.41 3.08 0.65 6.31 1 .43
15 4.76 2.48 7.12 2.40 6.79 3.79
16 2.42 6. 57 4.46 2. 56 6.11 0.40
17 1.09 3.01 1.71 1.34 0. 54 0.82
18 5. 69 0. 63 1.24 2. 53 0.73 1 .08
19 1. 17 '1.14 2.47 1 .44 2.95 1 . 64
20 1.70 6.89 _• 0. 19 0.94 7.60 0.97
21 7. 54 1.59 3.52 1 .67 6.64 0.87
22 1.73 6. 64 8.46 1 . 56 7.9 4 2.99
-23 2. 52 1.17 1.48 1.55 8.76 1 .23
24 0.03 1 . 60 3.27 1.33 6.02 0.47
25 0.49 2. 30 1.13 0. 10 9. 67 0.25
26 3. 40 2. 33 0.03 1 . 74 7. 30 0.17
27 10.86 1.63 6. 19 3.93 7. 17 2.42
28 9.74 4.21 0. 19 1.02 1 .35 1 . 74
29 4.43 3. 56 • 5. 1 1 0.15 6.10 2.99
30 5.28 7.20 1.20 2.99 10. 56 1 . 30
RUM 50 CODE •42016 NKNT2 - 1
SAMPLE MO. TCI XAT XACA STOT STOCA SDXAT
0 30 .00 20. 30 32.20 20.25 32.63 ■ 0.0 5
1 15.00 22.95 33.01 22.59 32.45 0.36
2 45.00 23. 53 32. 59 25.28 31 . 78 1 . 75
3 „ 15.00 26.89 • 31.62 27.32 30.78 0.44
4 40.00 27.59 30. 60 28.84 29.66 ; 1.2 5
. 5 20.00 28.86 29.65 29.9 6 .28.56 1 . 10
6 -45.00 .-29. 57 28.73 30.79 27. 56 1.23
7 .15.00 31.71 27.71 31.40 26. 70 0.30
8 45. 00 31.14 26.89 31 .85 25.98 0. 71
9 15.00 32.45 26. 13 32.18 25. 39 0.26
10 50.00 31.80 2 5. 69 32.43 24.91 . 0. 63
11 15.00 33.88 24.98 32.61 24. 53 1.28
12 45.00 33.32 24.57 32.74 24.22 0.58
13 -15.00 33.93 24.19 32.83. 23.99 1.09
14 40.00 32.80 23.95 32.90 23.80 0.11
15 20.00 32.62 23.81 32.96 23.66 0.33
16 35.00 32.36 23.97 32.99 23.55 0.63
17 30.00 31.97 ■ 24.14 33.02 23.46 1.05
18 25.00 32.88 23.98 33.04 23.40 0.16
19 40.00 32.23 23.97 33.06 23.35 0.82
20 15.00 33.23 23.88 33.07 23.31 0.17
21 50.00 31.93 23.95 33.07 23.28 1.15
22 15.00 34.01 23.73 33.08 23.26 0.93
23 45.00 33.36 23.69 33.08 23.24 0.28
24 15.00 34.01 23.52 33.09 23.23 0.93
25 45.00 - 32.84 23.40 33.09 23.22 0.25
26 15.00 33.58. 23.38 33.09 23.21 0.49
27 35.00 32. 54 .23.47 33.09 23.21 0. 56
28 40.00 31.66 23.81 • 33.09 23.20 1.43
— 29 r‘i 5.00 33.S8 23.64 - 33. 09 23.20 0.79
30 40.00 32.27 23.63 33.09 23.20 . 0.82
T
SDS AVERAGED OVER FIRST 22 POIMTS 0.43 
SDS AVERAGED OVER LAST 9 POIMTS 0.50 
SDS AVERAGED OVERALL 0.45 
SDXA AVERAGED OVER FIRST 22 POIMTS 0.70 
SDXA AVERAGED OVER LAST 9 POIMTS 0.72 
SDXA AVERAGED OVERALL 0.71
TC CA
1.09 0.4 6
1.32 0.51
1.16 0.47
0.64 
0. 37 
0.56
SDXACA  
0.43 
0. 56 
0.81 
0.84 
0.94 
1 .09 
1 . 1 6 
1 . 0 1  
0.9 1 
0. 74 
0. 79 
0.46 
0.35 
0 . 20 
0 . 1 5 
0.15 
0. 42 
0. 63 
0. 58 
0. 63 
0 . 57 
0 • 67 
0 . 43 
0.45 
0.29 
0. 18 
0.17 
0.26 
0. 61 
0. 44 
0.43
TOTAL 
. 1 .98 
2.. 3 3 
2.03 
1 . 34 
1 .09 
1 .27
