In this paper we analyze the scalability of a number of load balancing algorithms which can be applied to problems that have the following characteristics : the work done by a processor can be partitioned into independent work pieces; the work pieces are of highly variable sizes; and it is not possible (or very di cult) to estimate the size of total work at a given processor. Such problems require a load balancing scheme that distributes the work dynamically among di erent processors.
Introduction
Load balancing is perhaps the central aspect of parallel computing. Before a problem can be executed on a parallel computer, the work to be done has to be partitioned among di erent processors. Due to uneven processor utilization, load imbalance can cause poor e ciency. This paper investigates the problem of load balancing in multiprocessors for those parallel algorithms that have the following characteristics. The work available at any processor can be partitioned into independent work pieces as long as it is more than some non-decomposable unit.
The cost of splitting and transferring work to another processor is not excessive. (i:e: the cost associated with transferring a piece of work is much less than the computation cost associated with it.)
A reasonable work splitting mechanism is available; i.e., if work w at one processor is partitioned in 2 parts w and (1 ? )w, then 1 ? > > , where is an arbitrarily small constant.
It is not possible (or is very di cult) to estimate the size of total work at a given processor.
Although, in such parallel algorithms, it is easy to partition the work into arbitrarily many parts, these parts can be of widely di ering sizes. Hence after an initial distribution of work among P processors, some processors may run out of work much sooner than others; therefore a dynamic balancing of load is needed to transfer work from processors that have work to processors that are idle. Since none of the processors (that have work) know how much work they have, load balancing schemes which require this knowledge (eg. 17, 19] ) are not applicable. The performance of a load balancing scheme is dependent upon the degree of load balance achieved and the overheads due to load balancing.
Work created in the execution of many tree search algorithms used in arti cial intelligence and operations research 22, 31] and many divide-and-conquer algorithms 16] satisfy all the requirements stated above. As an example, consider the problem of searching a state-space tree in depth-rst fashion to nd a solution. The state space tree can be easily split up into many parts and each part can be assigned to a di erent processor. Although it is usually possible to come up with a reasonable work splitting scheme 29], di erent parts can be of radically di erent sizes, and in general there is no way of estimating the size of a search tree.
A number of dynamic load balancing strategies that are applicable to problems with these characteristics have been developed 3, 7, 8, 10, 28, 29, 30, 33, 35, 36, 40, 41] . Many of these schemes have been experimentally tested on some physical parallel architectures. From these experimental results, it is di cult to ascertain relative merits of di erent schemes. The reason is that the performance of di erent schemes may be impacted quite di erently by changes in hardware characteristics (such as interconnection network, CPU speed, speed of communication channels etc.), number of processors, and the size of the problem instance being solved 21]. Hence any conclusions drawn on a set of experimental results are invalidated by changes in any one of the above parameters. Scalability analysis of a parallel algorithm and architecture combination is very useful in extrapolating these conclusions 14, 15, 21, 23] . It may be used to select the best architecturealgorithm combination for a problem under di erent constraints on the growth of the problem size and the number of processors. It may be used to predict the performance of a parallel algorithm and a parallel architecture for a large number of processors from the known performance on fewer processors. Scalability analysis can also predict the impact of changing hardware technology on the performance, and thus helps in designing better parallel architectures for solving various problems. Kumar and Rao have developed a scalability metric, called isoe ciency , which relates the problem size to the number of processors necessary for an increase in speedup in proportion to the number of processors used 23] . An important feature of isoe ciency analysis is that it succinctly captures the e ects of characteristics of the parallel algorithm as well as the parallel architecture on which it is implemented, in a single expression. The isoe ciency metric has been found to be quite useful in characterizing scalability of a number of algorithms 13, 25, 34, 37, 42, 43] . In particular, Kumar and Rao used isoe ciency analysis to characterize the scalability of some load balancing schemes on the shared-memory, ring and hypercube architectures 23] and validated it experimentally in the context of the 15-puzzle problem.
Our goal here is to determine the most scalable load balancing schemes for di erent architectures such as hypercube, mesh and network of workstations. For each architecture, we establish lower bounds on the scalability of any possible load balancing scheme. We present the scalability analysis of a number of load balancing schemes that have not been analyzed before. From this we gain valuable insights about which schemes can be expected to perform better under what problem and architecture characteristics. For each of these architectures, we are able to determine near optimal load balancing schemes. In particular, some of the algorithms analyzed here for hypercubes are more scalable than those presented in 23] . Results obtained from implementation of these schemes in the context of the Tautology Veri cation problem on the Ncube/2 TM multicomputer are used to validate our theoretical results for the hypercube architecture. The paper also demonstrates the accuracy and viability of our framework for scalability analysis.
Section 2 introduces the various terms used in the analysis. Section 3 presents the isoe ciency metric used for evaluating scalability. Section 4 reviews receiver initiated load balancing schemes, which are analyzed in Section 5. Section 6 presents sender initiated schemes and discusses their scalability. Section 7 addresses the e ect of variable work transfer cost on overall scalability. Section 8 presents experimental results. Section 9 contains summary of results and suggestions for future work.
Some parts of this paper have appeared in 11] and 24].
De nitions and Assumptions
In this section, we introduce some assumptions and basic terminology necessary to understand the isoe ciency analysis.
1. Problem size W: the amount of essential computation (i:e:, the amount of computation done by the best sequential algorithm) that needs to be performed to solve a problem instance.
2. Number of processors P: number of identical processors in the ensemble being used to solve the given problem instance.
3. Unit Computation time U calc : the time taken for one unit of work. In parallel depth-rst search, the unit of work is a single node expansion. It is the e ective gain in computation speed achieved by using P processors in parallel on a given instance of a problem.
8. E ciency E: the speedup divided by P. E denotes the e ective utilization of computing resources.
9. Unit Communication time U comm : the mean time taken for getting some work from another processor. U comm depends upon the size of the message transferred, the distance between the donor and the requesting processor, and the communication speed of the underlying hardware. For simplicity, in the analysis of Sections 5 and 6, we assume that the message size is xed. Later, in Section 7, we demonstrate the e ect of variable message sizes on the overall performance of the schemes.
3 Isoe ciency function : A measure of scalability If a parallel algorithm is used to solve a problem instance of a xed size, then the e ciency decreases as number of processors P increases. The reason is that the total overhead increases with P. For many parallel algorithms, for a xed P, if the problem size W is increased, then the e ciency becomes higher (and approaches 1), because the total overhead grows slower than W.
For these parallel algorithms, the e ciency can be maintained at a desired value (between 0 and 1) with increasing number of processors, provided the problem size is also increased. We call such algorithms scalable parallel algorithms.
Note that for a given parallel algorithm, for di erent parallel architectures, the problem size may have to increase at di erent rates w.r.t. P in order to maintain a xed e ciency. The rate at which W is required to grow w.r.t. P to keep the e ciency xed is essentially what determines the degree of scalability of the parallel algorithm for a speci c architecture. For example, if W is required to grow exponentially w.r.t. P, then the algorithm-architecture combination is poorly scalable. The reason for this is that in this case it would be di cult to obtain good speedups on the architecture for a large number of processors, unless the problem size being solved is enormously large. On the other hand, if W needs to grow only linearly w.r.t. P, then the algorithm-architecture combination is highly scalable and can easily deliver linearly increasing speedups with increasing number of processors for reasonable increments in problem sizes. If W needs to grow as f(P) to maintain an e ciency E, then f(P) is de ned to be the isoe ciency function for e ciency E and the plot of f(P) w.r.t. P is de ned to be the isoe ciency curve for e ciency E.
As shown in 21], an important property of a linear isoe ciency function, is that the problem size can be increased linearly with the number of processors while maintaining a xed execution time if and only if the isoe ciency function is (P). Also, parallel systems with near linear isoe ciencies enable us to solve increasingly di cult problem instances in only moderately greater time. This is important in many domains (e:g: real time systems) in which we have only nite time in which to solve problems.
A lower bound on any isoe ciency function is that asymptotically, it should be at least linear. This follows from the fact that all problems have a sequential (i:e: non decomposable) component. Hence any algorithm which shows a linear isoe ciency on some architecture is optimally scalable on that architecture. Algorithms with isoe ciencies of O(P log c P), for small constant c, are also reasonably optimal for practical purposes. For a more rigorous discussion on the isoe ciency metric and scalability analysis, the reader is referred to 23, 21].
Lower bounds on isoe ciency functions for load balancing algorithms for di erent architectures
For some algorithm -architecture combinations, it is possible to obtain a tighter lower bound than O(P) on the isoe ciency. Consider a problem whose run time on a parallel architecture (comprising of P processors ) is given by T P . By de nition, speedup for this problem is given by T calc T P and e ciency by T calc P T P . Thus for e ciency to be a constant, T calc P T P must be constant and thus T calc should grow as (P T P ). Since T calc = W U calc , W should also grow as (P T P ). Thus, if T P has a lower bound of (G(P)), we have a lower bound of (P G(P)) on the on the isoe ciency function.
For the hypercube architecture, it takes at least (log P) time for the work to propagate to all the processors (since the farthest processors are log P hops away). Thus the execution time for any load balancing algorithm running on a hypercube is lower bounded by (log P). Hence the isoe ciency function has a lower bound of (P log P). On a mesh, it would take ( p P ) time for the work to propagate to all processors and consequently the lower bound on isoe ciency is given by (P 1:5 ). For the network of workstations, since for all processors to get work, there have to be at least P messages, and these have to be sent sequentially over the network, the execution time is lower bounded by (P) and the lower bound on isoe ciency is given by (P 2 ).
Receiver Initiated Load Balancing Algorithms
In this section, we brie y review receiver initiated load balancing algorithms that are analyzed in section 5. Many of these schemes have been presented in the context of speci c architectures 28, 8, 29, 30, 40] . These schemes are characterized by the fact that the work splitting is performed only when an idle processor (receiver) requests for work. In all these schemes, when a processor runs out of work, it generates a request for work. The selection of the target of this work request is what di erentiates all these di erent load balancing schemes. The selection of the target for a work request should be such as to minimize the total number of work requests and transfers as well as load imbalance among processors.
The basic load balancing algorithm is shown in the state diagram in Figure 4 . At any given instant of time, some of the processors are busy (i:e: they have work) and the others are idle (i:e: they are trying to get work). An idle processor selects another processor as a target and sends it a work request. If the idle processor receives some work from the target processor, it becomes busy. If it receives a reject message (implying that there was no work available at the requested processor), it selects another target and sends it a work request. This is repeated until the processor gets work, or all the processors become idle. While in the idle state, if a processor receives a work request, it returns a reject message.
In the busy state, the processor does a xed amount of work and checks for any pending work ? request messages. If a work ? request message was received then the work available at the processor is partitioned into two parts and one of the parts is given to the requesting processor. If too little work is available, then a reject message is sent. When a processor exhausts its own work, it goes into the idle state.
A termination detection algorithm runs in the background. This signals termination whenever a solution is found or all processors run out of work.
Asynchronous Round Robin (ARR)
In this scheme, each processor maintains an independent variable target. Whenever a processor runs out of work, it reads the value of this target and sends a work request to that particular processor. The value of the target is incremented (modulo P) each time its value is read and a work request sent out. Initially, for each processor, the value of target is set to ((p + 1)moduloP) where p is its processor identi cation number. Note that work requests can be generated by each processor independent of the other processors; hence the scheme is simple, and has no bottlenecks. However it is possible that work requests made by di erent processors around the same time may be sent to the same processor. This is not desirable since ideally work requests should be spread uniformly over all processors that have work.
Nearest Neighbor (NN)
In this scheme a processor, on running out of work, sends a work request to its immediate neighbors in a round robin fashion. For example, on a hypercube, a processor will send requests only to its log P neighbors. For networks in which distance between all pairs of processors is the same, this scheme is identical to the Asynchronous Round Robin scheme. This scheme ensures locality of communication for both work requests and actual work transfers. A potential drawback of the scheme is that localized concentration of work takes a longer time to get distributed to other far away processors.
Global Round Robin (GRR)
Let a global variable called TARGET be stored in processor 0. Whenever a processor needs work, it requests and gets the value of TARGET; and processor 0 increments the value of this variable by 1 (modulo P) before responding to another request. The processor needing work now sends a request to the processor whose number is given by the value read from TARGET (i.e., the one supplied by processor 0). This ensures that successive work requests originating in the system are distributed evenly over all processors. A potential drawback of this scheme is that there will be contention for accessing the value of TARGET.
GRR with Message combining. (GRR-M)
This scheme is a modi ed version of GRR that avoids contention over accessing TARGET. In this scheme, all the requests to read the value of TARGET at processor 0 are combined at intermediate processors. Thus the total number of requests that have to be handled by processor 0 is greatly reduced. This technique of performing atomic increment operations on a shared variable, TARGET, is essentially a software implementation of the fetch-and-add operation of 6]. To the best of our knowledge, GRR-M has not been used for load balancing by any other researcher.
We illustrate this scheme by describing its implementation for a hypercube architecture. Figure   4 .5 describes the operation of GRR-M for a hypercube multicomputer with P = 8. Here, we embed a spanning tree on the hypercube rooted at processor zero. This can be obtained by complimenting the bits of processor identi cation numbers in a particular sequence. We shall use the low to high sequence. Every processor is at a leaf of the spanning tree. When a processor wants to atomically read and increment TARGET, it sends a request up the spanning tree towards processor zero. An internal node of the spanning tree holds a request from one of its children for at most time before it is sent to its parent. 
Random Polling (RP).
This is the simplest load balancing strategy where a processor requests a randomly selected processor for work each time it runs out of work. The probability of selection of any processor is the same.
Scheduler Based Load Balancing (SB)
This scheme was proposed in 30] in the context of depth rst search for test generation in VLSI CAD applications. In this scheme, a processor is designated as a scheduler. The scheduler maintains a queue (i:e: a FIFO list) called DONOR, of all possible processors which can donate work. Initially DONOR contains just one processor which has all the work. Whenever a processor goes idle, it sends a request to the scheduler. The scheduler then deletes this processor from the DONOR queue, and polls the processors in DONOR in a round robin fashion until it gets work from one of the processors. At this point, the recipient processor is placed at the tail of the queue and the work received by the scheduler is forwarded to the requesting processor. Like GRR, for this scheme too, successive work requests are sent to di erent processors. However, unlike GRR, a work request is never sent to any processor which is known to have no work. The performance of this scheme can be degraded signi cantly by the fact that all messages ( including messages containing actual work ) are routed through the scheduler. This poses an additional bottleneck for work transfer. Hence we modi ed this scheme slightly so that the poll was still generated by the scheduler but the work was transferred directly to the requesting processor instead of being routed through the scheduler. If the polled processor happens to be idle, it returns à reject' message to the scheduler indicating that it has no work to share. On receiving a`reject', the scheduler gets the next processor from the DONOR queue and generates another poll. It should
P P P P P P P P P P P be clear to the reader that the modi ed scheme has a strictly better performance compared to the original scheme. This was also experimentally veri ed by us.
Scalability Analysis of Receiver Initiated Load Balancing Algorithms
To analyze the scalability of a load balancing scheme, we need to compute T o which is the extra work done by the parallel formulation. Extra work done in any load balancing is due to communication overheads (i:e: time spent in requesting for work and sending work), idle time (when processor is waiting for work), time spent in termination detection, contention over shared resources etc. For the receiver initiated schemes, the idle time is subsumed by the communication overheads due to work requests and transfers. This follows from the fact that as soon as a processor becomes idle, it selects a target for a work request and issues a request. The total time that it remains idle is the time taken for this message to reach the target and for the reply to arrive. At this point, either the processor becomes busy or it generates another work request. Thus the communication overhead gives the order of time that a processor is idle.
The framework for setting upper bounds on overheads due to the communication overhead is presented in Section 5.1. For isoe ciency terms due to termination, we can show the following results. In the case of a network of workstations, we can implement a ring termination scheme, which can be implemented in (P) time. This contributes an isoe ciency term of (P 2 ). For a hypercube, we can embed a tree into the hypercube and termination tokens propagate up the tree.
It can be shown that this contributes an isoe ciency term of (P log P). In the case of a mesh, we can propagate termination tokens along rows rst and then along columns. This technique contributes an isoe ciency term of (P 1:5 ). In each of these cases, the isoe ciency term is of the same asymptotic order as the lower bound derived in Section 3.1.
A General Framework for Computing Upper Bounds on Communication
Due to the dynamic nature of the load balancing algorithms being analyzed, it is very di cult to come up with a precise expression for the total communication overheads. In this Section, we review a framework of analysis that provides us with an upper bound on these overheads. This technique was originally developed in the context of Parallel Depth First Search in 8, 23] .
We have seen that communication overheads are caused by work requests and work transfers. The total number of work transfers can only be less than the total number of work requests; hence the total number of work requests weighted with the total cost of one work request and corresponding work transfer de nes an upper bound on the total communication overhead. For simplicity, in the rest of this section, we assume constant message sizes; hence the cost associated with all the work requests generated de nes an upper bound on the total communication overheads.
In all the techniques being analyzed here, the total work is dynamically partitioned among the processors and processors work on disjoint parts independently, each executing the piece of work it is assigned. Initially an idle processor polls around for work and when it nds a processor with work of size W i , the work W i is split into disjoint pieces of size W j and W k . As stated in the introduction, the partitioning strategy can be assumed to satisfy the following property -There is a constant > 0 such that W j > W i and W k > W i . Recall that in a transfer, work (w) available in a processor is split into two parts ( w and (1 ? )w) and one part is taken away by the requesting processor. Hence after a transfer neither of the two processors (donor and requester) have more than (1? )w work ( note that is always less than or equal to 0.5 ). The process of work transfer continues until work available in every processor is less than . At any given time, there is some processor that has the maximum workload of all processors. Whenever a processor receives a request for work, its local workload becomes smaller (unless it is already less than ). If every processor is requested for work at least once, then we can be sure that the maximum work at any of the processors has come down at least by a factor of (1 ? ). Let us assume that in every V(P) requests made for work, every processor in the system is requested at least once. Clearly, V (P) P. In general, V(P) depends on the load balancing algorithm. Initially processor 0 has W units of work, and all other processors have no work.
After V (P) requests maximum work available in any processor is less than (1 ? )W After 2V (P) requests maximum work available in any processor is less than (1 ? 
(1) The isoe ciency de ned by this term is the overall isoe ciency of the parallel system if it asymptotically dominates all other terms (due to reasons other than the communication overhead).
Computation of V(P) for various load balancing schemes
Clearly, it can be seen that V (P) is (P) for GRR and GRR-M, and as shown in 8, 23] it is O(P 2 ) for Asynchronous Round Robin techniques. The worst case for Asynchronous Round Robin techniques is realized when all processors generate successive work requests at almost identical instances of time and the initial value of counters at all processors is almost identical. Consider the following (worst case) scenario. Assume that processor P ? 1 had all the work and the local counters of all the other processors (0 to P ? 2) were pointing to processor 0. In such a case, for processor P ? 1 to receive a work request, one processor may have to request up to P ? 1 processors and the remaining P ? 2 processors in the meantime might have generated up to P ? 2 work requests (all processors except processor P ?1 and itself). Thus V (P) in this case is given by (P ? 1) + (P ? 2)(P ? 2), i.e. O(P 2 ). The readers must note that this is only an upper bound on the value of V (P), and the actual value of V (P) is between P and P 2 . For NN, V (P) is unbounded for architectures such as the hypercube. That is why isoe ciency functions for NN are determined in 23] using a di erent technique.
Random Polling
In the worst case, the value of V (P) is unbounded for random polling. Here we present an average case analysis for computing the value of V (P).
Consider a system of P boxes. In each trial a box is picked up at random and marked o . We are interested in mean number of trials required to mark all the boxes. In our algorithm, each trial consists of a processor requesting another processor selected at random for work.
Let F(i; P) represent a state of the system where i of the P boxes have been marked and i ? P
have not been marked. Since the next box to be marked is picked at random, there is i P chance that it will be a marked box and P?i P chance that it will be an unmarked box. Hence the system remains in F(i; P) with a probability of i P and transits to F(i + 1; P) with a probability of P?i P . Let f(i; P) denote the average number of trials needed to change from state F(i; P) to F(P; P). Obviously, V (P) = f(0; P).
We have f(i; P) = i P (1 + f(i; P)) + P ? i P (1 + f(i + 1; P)) P ? i P f(i; P) = 1 + P ? i P f(i + 1; P) f(i; P) = P P ? i + f(i + 1; P)
Hence, f(0; P) = P ? i=P?1 i=0 1 P ? i = P ? i=P i=1 1 i = P ? H P where H P denotes the harmonic mean of rst P natural numbers. Since we have H P ' 1:69ln(P) (where ln(P) denotes natural logarithm i:e: base e of P), we have V (P) = (P log P). This value of V(P) will be used to compute the isoe ciency of RP on di erent architectures.
Scheduler Based Load Balancing
For this scheme, it can be seen that the length of the potential work donors can never exceed the total number of processors. At any given time, the processors that are not on the DONOR queue are known to have no work. Hence, the total maximum work at any processor in the system can be reduced by a factor of (1? ) by issuing each of these processors a work request. Since a processor, on getting work is added to the end of the queue, and since the processors already in the DONOR queue are polled in a round robin fashion, it can be seen that no processor will be requested for work twice in a time interval when another busy processor was not requested even once. Since at any given point of time, this queue can not contain more than P processor (since duplication of a processor is not possible) P forms an upper bound on the number of requests that need to be made for each processor with work to be requested at least once. Thus V (P) is O(P).
Analysis of Receiver Initiated Load Balancing Algorithms for Hypercube
Here we present analyses for all the schemes introduced in section 4 with the exception of NN. Scalability analysis for NN was presented in 23]. Some of the techniques analyzed here have better scalability than the NN, and have near optimal isoe ciency functions.
In this section, we assume that work can be transferred through xed size messages. The e ect of relaxing this assumption is presented in Section 7.
For a hypercube, the average distance between any randomly chosen pair of processors is (log P). On actual machines however, this asymptotic relation might not accurately describe communication characteristics for the practical range of processors, and a more precise analysis may be required. Section 5.3.6 presents such an analysis and investigates the impact of actual communication parameters for the Ncube/2 TM on the overall scalability of these schemes.
In this section, we perform analysis with the asymptotic value of U comm = (log P).
Equation 1 thus reduces to
Substituting W into the the right hand side of the same equation, we get W = O(V (P) log P log(V (P) log P log W)) W = O(V (P) log P log(V (P)) + V (P) log P log log P + V (P) log P log log W)
Ignoring the double log terms, we get,
Asynchronous Round Robin
This is a completely distributed algorithm, there is no contention for shared resources and the isoe ciency is determined only by the communication overhead. As discussed in section 5.2, V (P) in the worst case is O(P 
Global Round Robin
From Section 5.2, V (P) = (P) for this scheme. Substituting into Equation 2, this scheme has an isoe ciency function of O(P log 2 P) because of communication overheads.
In this scheme, a global variable is accessed repeatedly. This can cause contention. Since the number of times this variable is accessed is equal to the total number of work requests, it is given by O(V (P) log W) (read and increment operations) over the entire execution. If processors are e ciently utilized, then the total time of execution is (W=P). Assume that while solving some speci c problem instance of size W on P processors, there is no contention. Clearly, in this case, W=P is much more than the total time over which the shared variable is accessed (which is given by O(V (P) log W)). Now, as we increase the number of processors, the total time of execution ( i:e: W=P ) decreases but the number of times the shared variable is accessed increases. There is thus a crossover point beyond which the shared variable access will become a bottleneck and the overall runtime cannot be reduced further. This bottleneck can be eliminated by increasing W at a rate such that the ratio between W=P and O(V (P) log W) remains the same.
This gives the following isoe ciency term,
Thus since the isoe ciency due to contention asymptotically dominates the isoe ciency due to communication overhead, the overall isoe ciency is given by O(P 2 log P).
GRR with Message Combining
For this scheme, it was shown in Section 5.2 that each increment on TARGET takes ( log P) communication time and so, communication time for each request is ( log P). Also, V (P) = (P), hence from Equation 2, this strategy has an isoe ciency of O( P log 2 P). Increasing results in better message combining, but leads to larger overall latency and higher overhead in processing requests in the spanning tree. Smaller values of result in lower degree of message combining; consequently contention for access to TARGET will begin to dominate and in the limiting case, its isoe ciency will be the same as that for GRR. The value of thus has to be chosen to balance all these factors.
Random Polling
In Section 5.2, we had shown that for the case where an idle processor requests a random processor for work, V (P) = (P log P). Substituting values of U comm and V (P) into Equation 1, this scheme has an isoe ciency function of O(P log 3 P).
Scheduler Based Load Balancing
From Section 5.2, V (P) for this scheme is O(P). Plugging this value into Equation 2, we can see that isoe ciency due to communication overhead is O(P log 2 P). Also, it can be shown from an analysis similar to that for GRR that the isoe ciency due to contention is given by O(P 2 log P). The overall isoe ciency of the scheme is thus given by O(P 2 log P).
E ect of Speci c Machine Characteristics on Isoe ciency.
Asymptotic communication costs can di er from actual communication costs in available range of processors. In such cases, it is necessary to consider a more precise expression for the communication cost.
We illustrate this for a 1024 node Ncube/2 TM , which we also use in our experimental validation. The Ncube/2 TM is a hypercube multicomputer having the cut-through message routing feature. For such a machine, the time taken to communicate a message of size m words over the communication network between a pair of processors which are d hops apart is given by t s + m t w + d t h . Here t s , t w and t h represent the message startup time, per-word transfer time, and the per-hop time respectively. For the simpli ed case, since we assume xed size messages, the communication time can be written as k + d t h , where k is a constant. For the hypercube architecture, the maximum distance between any pair of processors is log P. Hence, a more precise expression for U comm is given by k + t h log P.
For Hence for practical con gurations of Ncube/2 TM , U comm is (1) instead of (log P) for ARR, GRR, RP and SB. Since for both RP and ARR, the dominant isoe ciency term is due to communication overheads, reducing U comm to (1) has the e ect of decreasing the isoe ciencies of both these schemes by a log factor. For such machines, the isoe ciencies of RP and ARR are thus given by O(P log 2 P) and O(P 2 log P), respectively. However, since the dominant isoe ciency term in both GRR and SB is due to contention, which is not a ected by this machine characteristic, the isoe ciency of both of these schemes remains O(P 2 log P). U comm is still (log P) for GRR-M. The reason is that in the absence of message combining hardware, we have to stop the request for reading the value of TARGET at each intermediate step and allow for latency for message combining.
Consequently, the overall isoe ciency of this scheme remains unchanged at O(P log 2 P).
We can thus see that machine speci c characteristics even for a given architecture have a signi cant e ect on overall scalability of di erent schemes.
Analysis of Receiver Initiated Load Balancing Algorithms for a network of workstations
In this section, we analyze the scalability of these schemes on a network of workstations. The network of workstations under consideration for analysis are assumed to be connected on a standard Carrier Sense Multiple Access (CSMA) Ethernet. Here, the time to deliver a message of xed size between any pair of processors is the same. The total bandwidth of the Ethernet is limited and so this imposes an upper limit on the number of messages that can be handled in a given period of time. As the number of processors increases, the total tra c on the network also increases causing contention over the Ethernet. For isoe ciency term due to bus contention, we use an analysis similar to one used for analyzing contention in GRR for the hypercube. The total number of messages on the network over the entire execution is given by O(V (P) log W). If processors are e ciently utilized, the total time of execution is (W=P). By an argument similar to one used for contention analysis for GRR on a hypercube, W must grow at least at a rate such that the ratio of these two terms (i:e: O(V (P) log W) and (W=P)) remains the same.
Thus for isoe ciency, we have, Since this is the dominant of the two terms, it also de nes the isoe ciency function for this scheme.
Global Round Robin
For this case, from Section 5.2, V (P) is (P). Substituting into Equation 3, this scheme has an isoe ciency of O(P log P) due to communication overheads. We now consider the isoe ciency due to contention at processor 0. We had seen that processor 0 has to handle V (P) log W requests in (W=P) time. Equating the amount of work with the number of messages, we get an isoe ciency term of W O(P 2 log P). By a similar analysis, it can be shown that the isoe ciency due to bus contention is also given by W O(P 2 log P). Thus the overall isoe ciency of this scheme is given by O(P 2 log P).
Random Polling
Here, from Section 5.2, V (P) = (P log P). Substituting this value into Equation 3, this scheme has an isoe ciency of O(P log 2 P) due to communication overheads.
For isoe ciency term due to bus contention, as before, we equate the total number of messages that have to be sent on the bus against the time. We had seen that the total number of messages is given by O(V (P) log W) and the time (assuming e cient usage) (W=P E ect of number of messages on U comm .
The readers may contend that the assumption of U comm being a constant is valid only when there are few messages in the system and network tra c is limited. In general, the time for communication of a message would depend on the amount of tra c in the network. It is true that as the number of messages generated over a network in a xed period of time increases, the throughput decreases (and consequently U comm increases). However, in the analysis, we keep the number of messages generated in the system in unit time to be a constant. We derive isoe ciency due to contention on the network by equating W=P (which is the e ective time of computation) with the total number of messages (V (P) log W). By doing this, we essentially force the number of messages generated per unit time to be a constant. In such a case, the message transfer time (U comm ) can indeed be assumed to be a constant. Higher e ciencies are obtained for su ciently large problem sizes. For such problems, the number of messages generated per unit time of computation is lower.
Consequently U comm also decreases. In particular, for high enough e ciencies, U comm will be close to the optimal limit imposed by the network bandwidth. Table 1 shows the isoe ciency functions for di erent receiver initiated schemes for various architectures. The results in boldface were derived in 23]. Others were either derived in Section 5, Appendix A, or can be derived by a similar analysis. Table 2 presents a summary of the various overheads for load balancing over a network of workstations and their corresponding isoe ciency terms.
Sender Initiated Load Balancing Algorithms
In this section, we discuss load balancing schemes in which work splitting is sender initiated. In these schemes, the generation of subtasks is independent of the work requests from idle processors. These subtasks are delivered to processors needing them, either on demand (i:e:, when they are idle) 10] 
Single Level Load Balancing (SL)
This scheme balances the load among processors by dividing the task into a large number of subtasks such that each processor is responsible for processing more than one subtask. In doing so it statistically assures that the total amount of work at each processor is roughly the same. The task of subtask generation is handled by a designated processor called MANAGER. The MANAGER generates a speci c number of subtasks and gives them one by one to the requesting processors on demand. Since the MANAGER has to generate subtasks fast enough to keep all the other processors busy, subtask generation forms a bottleneck and consequently this scheme does not have a good scalability.
The scalability of this scheme can be analyzed as follows. Assume that we need to generate k subtasks, and the generation of each of these subtasks takes time . Also, let the average subtask size be given by z. Thus, z = W=k. Clearly k = (P) since the number of subtasks has to be at least of the order of the number of processors. It can also be seen that z is given by (P). This follows from the fact that in a P processor system, on the average, P work request messages will arrive in (z) time. Hence, to avoid subtask generation from being a bottleneck, we have to generate at least P subtasks in time (z). Since the generation of each of these takes time, z has to grow at a rate higher than ( P). Now, since W = k z, substituting lower bounds for k and z, we get the isoe ciency function to be W = (P 2 ). Furuichi et. al. 10] present a similar analysis to predict speedup and e ciency. This analysis does not consider the idle time incurred by processors between making a work request and receiving work. Even though this time is di erent for di erent architectures such as the mesh, cube etc., it can be shown that the overall scalability is still (P 2 ) for these architectures. In general, subtask sizes (z) can be of widely di ering sizes. Kimura and Ichiyoshi present a detailed analysis in 20] for the case in which subtasks can be of random sizes. They show that in this case, the isoe ciency of SL is given by (P 2 log P).
Multi Level Load Balancing (ML)
This scheme tries to circumvent the subtask generation bottleneck 10] of SL through multiple level subtask generation. In this scheme, all processors are arranged in the form of an m-ary tree of depth l. The task of super-subtask generation is given to the root processor. It divides the task into super-subtasks and distributes them to its successor processors on demand. These processors subdivide the super-subtasks into subtasks and distribute them to successor processors on request. The leaf processors repeatedly request work from their parents as soon as they nish previously received work. A leaf processor is allocated to another subtask generator when its designated subtask generator runs out of work. For l = 1, ML and SL become identical. For ML utilizing an l level distribution scheme, it has been shown in 20] that the isoe ciency is given by (P l+1 l (log P) l+1 2 ). These isoe ciency functions were derived by assuming that the cost of work transfers between any pair of processors is (1). The overall e ciency and hence the isoe ciency of these schemes will be impacted adversely if the communication cost depends on the distance between communicating processors. As discussed in Section 5.3.6, for the Ncube/2 TM , the assumption of a constant communication cost ( (1)) is reasonable, and hence these scalability relations hold for practical con gurations of this machine.
For a two level scheme, the isoe ciency is therefore (P 3 2 (log P) 3 2 ) and for a three level distribution scheme, it is given by (P 4 3 (log P) 2 ). Scalability analysis of these schemes indicates that isoe ciency of these schemes can be improved to a certain extent by going to higher numbers of levels but the improvement is marginal and takes e ect only at very large number of processors.
For instance, P 4 3 (log P) 2 > P 3 2 (log P) 3 2 only for P > 1024.
Randomized Allocation
A number of techniques using randomized allocation have been presented in the context of parallel depth rst search of state space trees 33, 36, 35] . In depth rst search of trees, the expansion of a node corresponds to performing a certain amount of useful computation and generation of successor nodes, which can be treated as subtasks.
In the Randomized Allocation Strategy proposed by Shu and Kale 36] , every time a node is expanded, all of the newly generated successor nodes are assigned to randomly chosen processors. The random allocation of subtasks ensures a degree of load balance over the processors. There are however some practical di culties with the implementation of this scheme. Since for each node expansion, there is a communication step, the e ciency is limited by the ratio of time for a single node expansion to the time for a single node expansion and communication to a randomly chosen processor. Hence applicability of this scheme is limited to problems for which the total computation associated with each node is much larger than the communication cost associated with transferring it. This scheme also requires a linear increase in the cross section communication bandwidth with respect to P; hence it is not practical for large number of processors on any practical architecture (eg: cube, mesh, networks of workstations). For practical problems, in depth rst search, it is much cheaper to incrementally build the state associated with each node rather than copy and/or create the new node from scratch 39, 4] . This also introduces additional ine ciency. Further, the memory requirement at a processor is potentially unbounded, as a processor may be required to store an arbitrarily large number of work pieces during execution. In contrast, for all other load balancing schemes discussed up to this point, the memory requirement of parallel depth rst search remains similar to that of serial depth rst search.
Ranade 33] presents a variant of the above scheme for execution on butter y networks or hypercubes. This scheme uses a dynamic algorithm to embed nodes of a binary search tree into a butter y network. The algorithm works by partitioning the work at each level into two parts and sending them over to the two sons (processors) in the network. Any patterns in work splitting and distributions are randomized by introducing dummy successor nodes. This serves to ensure a degree of load balance between processors. The author shows that the time taken for parallel tree search of a tree with M nodes on P processors is given by O(M=P + log P) with a high degree of probability. This corresponds to an optimal isoe ciency of O(P log P) for a hypercube. This scheme has a number of advantages over Shu's scheme for hypercube architectures. By localizing all communications, the communication overhead is reduced by a log factor here. (Note that communicating a xed length message between a randomly chosen pair of processors in a hypercube takes O(log P) time.) Hence, Ranade's scheme is physically realizable on arbitrarily large hypercube architectures. To maintain the depth-rst nature of search, nodes are assigned priorities and are maintained in local heaps at each processor. This adds an additional overhead of managing heaps, but may help in reducing the overall memory requirement. Apart from these, all the other restrictions on applicability of this scheme are the same as those for Shu and Kale's 36] scheme.
The problem of performing a communication for each node expansion can be alleviated by enforcing a granularity control over the partitioning and transferring process 29, 36] . It is , however, not clear whether mechanisms for e ective granularity control can be derived for highly irregular state space trees. One possible method 29] of granularity control works by not giving away nodes below a certain \cuto " depth. Search below this depth is done sequentially. This clearly reduces the number of communications. The major problem with this mechanism of granularity control is that subtrees below the cuto depth can be of widely di ering sizes. If the cuto depth is too deep, then it may not result in larger average grain size and if it is too shallow, subtrees to be searched sequentially may be too large and of widely di ering sizes.
E ect of Variable Work Transfer Cost on Scalability
In the analysis presented in previous sections, we have assumed that the cost of transferring work is independent of the amount of work transferred. However, there are problems for which the work transfer cost is a function of the amount of work transferred. Instances of such problems are found in tree search applications for domains where strong heuristics are available 38]. For such applications, the search space is polynomial in nature and the size of the stack used to transfer work varies signi cantly with the amount of work transferred. In this section, we demonstrate the e ect of variable work transfer costs for the case where the cost of transferring w units of work varies as p w for the GRR load balancing scheme. We present analysis for the hypercube and network of workstations. Analysis for other architectures and load balancing schemes can be carried out similarly.
We perform the analysis in the same framework as presented in Section 5. The upper bound on the total number of work requests is computed. Since the total number of actual work transfers can only be less than the total number of requests, the upper bound also applies to the number of work transfers. Considered in conjunction with the communication cost associated with each work piece, this speci es an upper bound on the total communication overhead. Note that by using the upper bound on the number of requests to specify an upper bound on the number of work transfers, we are actually setting a loose upper bound on the total communication overhead. This is because of the fact that the total number of work transfers may actually be much less than the number of requests.
Hypercube Architecture
From our analysis in Section 5.1, we know that after the i th round of V (P) requests, the maximum work available at any processor is less than (1 ? ) i W. Hence, if the size of a work message varied as p w where w was the amount of work transferred, then w = O((1 ? ) i W) and U comm at the i th step is given by O(log P p w), i:e: O(log P q (1 ? ) i W). Since O(log W) such iterations are required, the total communication cost is given by: P) The isoe ciency term due to contention is still the same, i:e: O(P 2 log P), and so the overall isoe ciency of the scheme in this case is now given by W O(P 2 log 2 P). We can see that in this case, the overall isoe ciency function has increased due to the dependence of cost of work transferred on the amount of work transferred thus resulting in poorer scalabilities.
Network of Workstations
For a network of workstations, we know that the message transfer time for a xed length message is (1). Thus for communicating a message of size ( p w), communication cost U comm = ( p w).
As before,
Substituting U comm and V (P), we get, ). The term corresponding to accessing the shared variable TARGET remains unchanged, and is given by O(P 2 log P).
For isoe ciency due to contention on shared bus, we have to balance the time for computation with the total time required to process the required number of messages on the Ethernet. Since all messages have to be sent sequentially, the total time for processing all messages is of the same order as the total communication overhead. ). This should be compared with the isoe ciency value of O(P 2 log P), which we had obtained under the xed message size assumption.
From the above sample cases, it is evident that the cost of work transfer has a signi cant bearing on the overall scalability of a given scheme on a given architecture. Thus, it becomes very important to analyze the application area to determine what assumptions can be made on the size of the work transfer message.
Experimental Results and Discussion
Here we report on the experimental evaluation of the eight schemes. All the experiments were done on a second generation Ncube TM in the context of the Satis ability problem 5]. The Satis ability problem consists of testing the validity of boolean formulae. Such problems arise in areas such as VLSI design and theorem proving among others 2, 5]. The problem is \given a boolean formula containing binary variables in disjunctive normal form, nd out if it is unsatis able". The Davis and Putnam algorithm 5] presents a fast and e cient way of solving this problem. The algorithm essentially works by performing a depth rst search of the binary tree formed by true/false assignments to the literals. Thus the maximum depth of the tree cannot exceed the number of literals. The algorithm works as follows: select a literal, assign it a value true, remove all clauses where this literal appears in the non-negated form, remove the literal from all clauses where this appears in the negated form. This de nes a single forward step. Using this step, search through all literals by assigning values true (as described) and false (invert the roles of the negated and non-negated forms) until such time as either the clause set becomes satis able or we have explored all possible assignments. Even if a formula is unsatis able, only a small subset of the 2 n combinations possible will actually be explored. For instance, for a 65 variable problem, the total number of combinations possible is 2 65 ( approximately 3:69 10 19 ) but only about 10 7 nodes are actually expanded in a typical problem instance. The search tree for this problem is highly pruned in a nonuniform fashion and any attempt to simply partition the tree statically results in extremely poor load balance.
We implemented the Davis-Putnam algorithm, and incorporated the load balancing algorithms discussed in Sections 4, and 6.1 and 6.2 into it. This program was run on several unsatis able instances. By choosing unsatis able instances, we ensured that the number of nodes expanded by the parallel formulation was exactly the same as that by the sequential one, and any speedup loss was only due to the overheads of load balancing.
In the various problem instances that the program was tested on, the total number of nodes in the tree varied between approximately 100 thousand and 10 million. The depth of the tree generated (which is equal to the number of variables in the formula) varied between 35 and 65 variables. The speedups were calculated with respect to the optimum sequential execution time for the same problems. Average speedups were calculated by taking the ratio of the cumulative time to solve all the problems in parallel using a given number of processors to the corresponding cumulative sequential time. On a given number of processors, the speedup and e ciency were largely determined by the tree size (which is roughly proportional to the sequential runtime). Thus, speedup on similar sized problems were quite similar.
All schemes were tested over a sample set of 5 problem instances in the speci ed size range. Tables 3 and 5 show average speedup obtained in parallel algorithm for solving the instances of the satis ability problem using eight di erent load balancing techniques. Figures 8 and 8 present graphs corresponding to the speedups obtained. Graphs corresponding to NN and SB schemes have not been drawn. This is because they are nearly identical to RP and GRR schemes respectively. Table  4 presents the total number of work requests made in the case of random polling and message combining for a speci c problem. Figure 8 presents the corresponding graph and compares the number of messages generated with O(P log 2 P) and O(P log P) for random polling and message combining respectively.
Our analysis had shown that GRR-M has the best isoe ciency for the hypercube architecture. However, the reader would note that even though the message combining scheme results in the smallest number of requests, the speedup obtained is similar to that for RP. This is because software message combining on Ncube/2 TM is quite expensive, and, this di erence between the number of work requests made in load balancing schemes is not high enough. It is clear from the analysis in Section 5 and the trend in our experimental results, that this di erence will widen for more processors. Hence for larger number of processors, message combining scheme would eventually outperform the other schemes. In the presence of message combining hardware, the log factor reduction in the number of messages causes a signi cant reduction in overheads and consequently this scheme can be expected to perform better than the others even for a moderate number of processors.
Experimental results show that NN performs slightly better than RP. Recall that the isoefciency of NN is (P r ), where r is determined by the quality of the splitting function (better splitting functions result in smaller values of r). In the context of the 15 puzzle, in 29], r was determined to be 1.57. For up to 1024 processors, NN and RP have very similar performance.
However, for higher values of P, P log 2 P would become smaller than P r and RP would outperform NN. The exact crossover point is determined by the value of r, which depends on the quality of the splitting function. Appendix B analyzes the e ect of the quality of the splitting function on overall scalability of NN and RP. It is shown that the scalability of the NN scheme degrades much faster than RP as the quality of the splitting function deteriorates. Thus for domains where good splitting functions are not available, RP would be uniformly better than NN.
To clearly demonstrate the e ect of quality of splitting function on the scalability of RP and NN, we test the e ect of damaging the splitting function on both of these schemes. Figure 8 shows the experimental results comparing the speedup curves for RP and NN schemes with a damaged splitting function. It can be seen here that though with the original splitting function, NN marginally outperformed RP, it performs signi cantly worse for poorer splitting functions. This is in perfect conformity with expected theoretical results.
From our experiments, we observe that the performance of GRR and SB load balancing schemes is very similar. As shown analytically, both of these schemes have identical isoe ciency functions.
Since the isoe ciency of these schemes is O(P 2 log P), performance of these schemes deteriorates very rapidly after 256 processors. Good speedups can be obtained for P > 256, only for very large problem instances. Neither of these schemes is thus useful for larger systems. Our experimental results also show ARR (Asynchronous Round Robin) to be more scalable than these two schemes, but signi cantly less scalable than RP, NN or GRR-M. The readers should note that although the isoe ciency of ARR is O(P 2 log 2 P) and that of GRR is O(P 2 log P), ARR performs better than GRR. The reason for this is that P 2 log 2 P is only an upper bound which is derived using V (P) = O(P 2 ). This value of V (P) is only a loose upper bound for ARR. In contrast, the value of V (P) used for GRR ( (P)) is a tight bound.
For the case of sender initiated load balancing, (SL and ML) the cuto depths have been netuned for optimum performance. ML is implemented for l = 2, as for less than 1024 processors l = 3 does not provide any improvements. It is clear from the speedup results presented in Table   5 that the single level load balancing scheme has a very poor scalability. Though this scheme outperforms the multilevel load balancing scheme for small number of processors, the subtask generation bottleneck sets in for larger number of processors and performance degradation of single level scheme is rapid after this point. The exact crossover point is determined by the problem size, values of parameters chosen and architecture dependent constants. Comparing the isoe ciency function for a two level load distribution, (given by (P 3 2 (log P) 3 2 )) with corresponding functions for RP and GRR-M which are given by O(P log 3 P) and O(P log 2 P), we see that, asymptotically,
RP and GRR-M should both perform better than two level sender based distribution scheme. Our experimental results are thus in perfect conformity with expected analytical results.
To demonstrate the accuracy of the isoe ciency functions in Table 1 , we experimentally verify the isoe ciency of the RP technique (the selection of this technique was arbitrary). As a part of this experiment, we ran 30 di erent problem instances varying in size from 100 thousand nodes to 10 million nodes on a range of processors. Speedups and e ciencies were computed for each of these. Data points with same e ciency for di erent problem sizes and number of processors were then grouped together. Where identical e ciency points were not available, the problem size was computed by averaging over points with e ciencies in the neighborhood of the required value. This data is presented in Figure 8 , which plots the problem size W against P log 2 P for values of e ciency equal to 0.9, 0.85, 0.74 and 0.64. Also note the two data points for which exact values of problem sizes are not available for corresponding e ciencies. Instead we have plotted a neighboring point. We expect the points corresponding to the exact e ciency to be collinear with the others. We had seen in Section 5 that the isoe ciency of the RP scheme was O(P log 3 P).
We had further seen in Section 5.3.6 that due to large message startup time for the Ncube/2 TM , e ective isoe ciency of RP is O(P log 2 P) when P is not very large. Thus, analytically, the points corresponding to the same e ciency on the said graph must be collinear. We can see from Figure  8 that the points are indeed collinear, which clearly shows that the isoe ciency of the RP scheme is indeed what was theoretically derived. This demonstrates that it is indeed possible to accurately estimate the isoe ciency of a parallel algorithm and establishes its viability as a useful tool in evaluating parallel system.
Summary of Results and Future Work
The scalability analysis of various load balancing schemes has provided valuable insights into the relative performance and suitability of these schemes for di erent architectures. For the hypercube, our analysis shows that GRR-M, RP and NN schemes are more scalable than ARR, GRR and SB; hence, they are expected to perform better for higher number of processors. Asymptotically, GRR-M has the best isoe ciency of the three; but in the absence of message combining hardware, the high constant of proportionality can cause GRR-M to perform poorer than RP and NN for moderate number of processors. In our experiments, GRR-M performs similar to RR and NN for up to 1024 processors on the Ncube/2 TM which does not have message combining hardware. However, from the number of communication messages, it can be inferred that, asymptotically, as P grows, GRR-M can eventually be expected to outperform RP and NN even on the Ncube/2 TM . Between RP and NN, RP has an asymptotically better scalability. Thus, with increasing number of processors, RP is expected to outperform NN. RP is also relatively insensitive to degradation of work splitting functions compared to NN. In our experiments, NN has been observed to perform slightly better than RP. This is attributed to the high quality of the splitting function and the moderate number of processors. Our experiments show that with a poorer splitting function, NN performs consistently poorer than RP even for very small number of processors. Scalability analysis indicates that SB has a performance similar to that of GRR even though SB generates fewer work requests by not requesting any processors that are known to be idle. The poor scalability of both of these schemes indicates that neither of these are e ective for larger number of processors. These conclusions have been experimentally validated.
The sender based scheme, ML, has been shown to have reasonable scalability, and has only a slightly worse performance compared to RP in our experiments. A major drawback of this scheme is that it requires the ne tuning of a number of parameters to obtain best possible performance. The random allocation scheme for the hypercube presented in 33] has an isoe ciency of O(P log P), which is optimal. However, for many problems, the maximum obtainable e ciency of this scheme has an upper bound much less than 1. This bound can be improved, and made closer to 1 by using e ective methods for granularity control; but it is not clear if such mechanisms can be derived for practical applications. Also the memory requirements of these schemes are not well understood. In contrast, the best known receiver initiated scheme for the hypercube has an isoe ciency of O(P log 2 P), and its per-processor memory requirement is the same as that for corresponding serial implementations.
All the sender initiated schemes analyzed here use a di erent work transfer mechanism compared to the receiver initiated schemes. For instance, in the context of tree search, sender based schemes give the current state itself as a piece of work, whereas stack splitting and transfer is the common work transfer mechanism for receiver initiated schemes. The sender-based transfer mechanism is more e cient for problems for which the state description itself is very small but the stacks may grow very deep and stack splitting may become expensive. In addition, if the machine has a low message startup time (startup time component of the message passing time between two processors), the time required to communicate a stack may become a sensitive function of the stack size, which in turn may become large. In such domains, sender based schemes may potentially perform better than receiver based schemes.
A network of workstations provides us with a cheap and universally available platform for parallelizing applications. Several applications have been parallelized to run on a small number of workstations 1, 26] . For example, in 1] an implementation of parallel depth rst branch and bound for VLSI oorplan optimization is presented. Linear speedups were obtained on up to 16 processors. The essential part of this branch-and-bound algorithm is a scalable load balancing technique. Our scalability analysis can be used to investigate the viability of using a much larger number of workstations for solving this problem. Recall that GRR has an overall isoe ciency of O(P 2 log P) for this platform. Hence, if we had 1024 workstations on the network, we can obtain the same e ciency on a problem instance which is 10240 times bigger compared to a problem instance being run on 16 processors (10240 =   1024 2 log 1024  16 2 log 16 ). This result is of signi cance, as it indicates that it is indeed possible to obtain good e ciencies with large number of workstations. Scalability analysis also sheds light on the degree of scalability of such a system with respect to other parallel architectures such as hypercube and mesh multicomputers. For instance, the best applicable technique implemented on a hypercube has an isoe ciency function of O(P log 2 P). With this isoe ciency, we would be able to get identical e ciencies as those obtained on 16 processors by increasing the problem size 400 fold (which is 1024 log 2 1024
16 log 2 16 ). We can thus see that it is possible to obtain good e ciencies even with smaller problems on the hypercube. We can thus conclude from isoe ciency functions that the hypercube o ers a much more scalable platform compared to the network of workstations for this problem.
For the mesh architecture, we have analytically shown GRR-M and RP to have the best scalability. These are given by O(P 1:5 log P) and O(P 1:5 log 2 P) respectively. These gures indicate that these schemes are less scalable than their corresponding formulations for hypercube connected networks. However, it must be noted that GRR-M is within a log factor of the lower bound on isoe ciency for mesh architectures, given by P 1:5 . Thus this scheme is near optimal for mesh architecture.
Speedup gures of individual load balancing schemes can change with technology dependent factors such as the CPU speed, the speed of communication channels etc. These performance changes can be easily predicted using isoe ciency analysis. For instance, if each of the CPUs of a parallel processor were made faster by a factor of 10, then U comm =U calc would increase by a factor of 10. From our analysis in Section 5.1, we can see that we would have to increase the size of our problem instance by a factor of 10 to be able to obtain the same e ciency. On the other hand, increasing communication speed by a factor of 10 would enable us to obtain the same e ciency on problem instances a tenth the size of the original problem size. This shows that the impact of changes in technology dependent factors is moderate. These can, however, be quite drastic for other algorithms such as FFT 13] and Matrix algorithms 12]. Being able to make such predictions is one of the signi cant advantages of isoe ciency analysis.
Two problem characteristics, communication coupling between subtasks and the ability to estimate work size, de ne a spectrum of application areas. Di erent load balancing strategies are needed for di erent points in this spectrum. In this paper, we have analyzed the point where there is no communication coupling and its not possible to estimate work size. It would be interesting to investigate optimal load balancing schemes for other points in this spectrum. For instance, there is another class of problems where the amount of work associated with a subtask can be determined but there is a very de nite pattern of communication between subtasks. Examples can be found in scienti c computations involving the solution of partial di erential equations.
Dynamic load Balancing algorithms for SIMD processors are of a very di erent nature compared to those for MIMD architectures 9, 27, 32, 18] . Due to architectural constraints in SIMD machines, load balancing needs to be done on a global scale. In contrast, on MIMD machines, load can be balanced among a small subset of processors while the others are busy doing work. Further, in massively parallel SIMD machines, computations are of a ne granularity, hence communication to computation tradeo s are very di erent compared to MIMD machines. Hence, the load balancing schemes developed for MIMD architectures may not perform well on SIMD architectures. Analysis similar to that used in this paper has been used to understand the scalability of di erent load balancing schemes for SIMD architectures and to determine best schemes 18].
Appendix A Analysis of Load Balancing Algorithms for Mesh Architectures
Here we analyze the isoe ciency function for the above schemes on the mesh architecture.
Asynchronous Round Robin
As before, for this case, V (P) = O(P 2 ). Ucomm for this architecture is ( p P). Substituting these values of Ucomm and V (P) into Equation 1, the isoe ciency for this scheme is given by O(P 2:5 log P).
Global Round Robin
For isoe ciency due to communication overhead, V (P) = O(P) and Ucomm = ( p P). Substituting these values into Equation 1, the isoe ciency due to communication overheads is O(P 1:5 log P). For isoe ciency due to contention, as discussed before, we need to equate the work at each processor (assuming e cient distribution) with number of messages that need to be processed by processor 0 during this time. Thus for isoe ciency, W P V (P) log W or W P P log W Solving this equation for isoe ciency, we get W = O(P 2 log P) Thus since the isoe ciency due to contention asymptotically dominates the isoe ciency due to communication overhead, the overall isoe ciency is given by O(P 2 log P).
GRR-M
From Section 5.2, we have V (P) = (P). Also, message combining can be performed by propagating a work request left up to column 0 of the mesh and then propagating it up to processor 0. In this way, each increment on the variable TARGET takes ( log P). Since we have no contention this term de nes the overall isoe ciency of this scheme.
Random Polling on a Mesh
As before, V (P) = (P log P) and Ucomm = ( Appendix B E ect of Quality of Splitting Function on Scalability.
Our theoretical analysis shows that the isoe ciency functions for RP and NN schemes are O(P log 1 On damaging the splitting function so as to reduce by a factor of 2, isoe ciency for RP increases by a factor of 2 whereas that for NN increases by a factor of P. This clearly demonstrates that the scalability of NN is signi cantly degraded by a poor splitting function.
