This paper proposes a simple generalization of the classical measurement error model, introducing new measurement errors that subtract signal from the true variable of interest, in addition to the usual classical measurement errors (CME) that add noise. The effect on OLS regression of these lack of signal errors (LoSE) is opposite the conventional wisdom about CME: while CME in the explanatory variables causes attenuation bias, LoSE in the dependent variable, not the explanatory variables, causes a similar bias under some conditions. The paper provides evidence that LoSE is an important source of error in US macroeconomic quantity data such as GDP growth, illustrates downward bias in regressions of GDP growth on asset prices, and provides recommendations for econometric practice.
Introduction
This paper proposes a simple generalization of the classical measurement error model and studies its implications for ordinary least squares (OLS) regression. The usual model starts with the true variable of interest and adds noise, which we call classical measurement error (CME); see Klepper and Leamer (1984) , Griliches (1986) , Fuller (1987) , Leamer (1987) , Angrist and Krueger (1999) The implications of LoSE for OLS regression are opposite the usual intuition about measurement error, which is applicable to CME only. The CME intuition says that measurement error in the dependent variable Y of a regression poses no real problems for standard estimation and inference. Parameter estimates are unbiased and consistent, while hypotheses are more difficult to reject because CME increases the variance of regression residuals and thus standard errors. CME in the explanatory variables X causes the real problems for OLS regression, namely attenuation bias and inconsistency.
However with LoSE these results are reversed. For the baseline case considered here, LoSE in the explanatory variables X produces no bias or inconsistency while increasing standard errors, similar to CME in Y . It is LoSE in the dependent variable Y that introduces an attenuation-type bias and inconsistency into the regression under some circumstances (in particular, when the explanatory variables contain some signal missing from the dependent variable). This point is obvious when we consider the extreme case of maximum LoSE in Y , so Y is just a constant equal to its unconditional mean. Much of the econometrics literature on non-classical measurement error has focused on binary or categorical response data, for which the classical measurement error assumptions cannot hold; see Card (1996) , Bollinger (1996) , and Kane, Rouse and Staiger (1999) . In a more general linear regression context, Berkson (1950) was an early paper tackling some of the issues addressed here; see the discussion in Durbin (1954) and Wang (2003 Wang ( , 2004 . This literature has focused less on the implications of "con- A large body of empirical work has now accumulated on mismeasurement of microeconomic survey data, which generally rejects the CME assumptions and points to negative correlation between the measurement errors and the true variables of interest; see Bound and Krueger (1991) , Bound, Brown, Duncan and Rodgers (1994) , Pishcke (1995) , Bollinger (1998) , Bound, Brown and Mathiowetz (2001) and the references therein, and
Escobal and Laszlo (2008). Such negative correlation is an implication of LoSE, although
other measurement error models may generate such a result as well. The empirical work in this paper focuses on a different type of data, namely US macroeconomic quantity data such as gross domestic product (GDP) and gross domestic income (GDI). These data pass through numerous revisions, and the more poorly-measured initial estimates have less variance than the revised estimates, providing a concrete example of measurement error that cannot be CME; see Mankiw and Shapiro (1986) .
After providing a brief introductory motivation for the generalized measurement error model in Section 2 and showing the implications for OLS regression in Section 3, Section 4.1 of the paper discusses the nature of the source data used to compute US macroeconomic quantity data, and points out some reasons why LoSE may be present in the estimates even after they have passed through all their revisions. GDP growth and GDI growth measure the same underlying concept, but use different source data;
see Fixler and Nalewaik (2007) and Nalewaik (2007a) . Since the two measures are far from equal in the fully-revised quarterly or annual frequency data, some mismeasurement must remain in either GDP or GDI growth. Section 4.2 reviews the evidence in Fixler and Nalewaik (2007) and Nalewaik (2007a,b) supporting the notion that this mismeasurement is largely LoSE in GDP growth. Some simple calculations comparing GDP and GDI growth show that this LoSE in GDP growth is likely substantial: after 1984, at least 30% of the variance of the true growth rate of the economy appears to be missing.
In a wide variety of econometric specifications employed in the macroeconomics and finance, variables like GDP growth, investment growth and consumption growth are regressed on asset prices -interest rates, stock price changes, exchange rate changes, etc. These regressions are of particular interest because asset prices potentially capture some signal missing from the mismeasured quantities, implying attenuation-type biases in the coefficients. Section 4.3 tests for these biases, regressing output growth measures contaminated with different degrees of LoSE on a fixed set of stock or bond prices. In cases where we suspect the dependent variable is contaminated with more LoSE, the regression coefficients are smaller, and the differences across regressions are often statistically significant. For example, the coefficients increase when we switch the dependent variable from the early GDP growth estimates based on limited source data to later GDP growth estimates based on more-comprehensive data. Tellingly, the coefficients increase again when we switch the dependent variable from GDP growth to GDI growth.
The hypothesis that measurement error in the dependent variable does not bias OLS regression coefficients, a core piece of conventional wisdom in the profession, is rejected by the data, just as the paper predicts if the measurement error is LoSE.
Section 5 concludes the paper with a review of some of the major implications of substantial LoSE in GDP growth. Implications for econometric practice are discussed, using examples of popular regressions in macroeconomics.
A Generalization of the Classical Measurement Error Model
Let Y t be the true value of the variable of interest, Y t be a mismeasured estimate of that variable, and Z t be a (1 × l) vector of possibly stochastic variables used to construct Y t . In many cases a government statistical agency or some other organization computes Y t based on information from surveys, administrative records, and other data sources (source data for short); then Z t will be variables drawn from the source data, possibly including non-linear functions of the original source data.
Under the classical measurement error model,
The term ε t is "noise" or the classical measurement error (CME) in the estimate. In the current context this is taken to imply independence of ε t and Y t , although the weaker assumption cov (Y t , ε t ) = 0 suffices for many purposes. The CME may arise from estimation errors or other sources; since many estimates Y t are based on surveys, survey sampling errors are often thought to be a source of CME.
Under the generalized model of mismeasurement considered here, the mismeasured estimate Y t is as in Fixler and Nalewaik (2007) :
The CME term ε t is assumed independent of Z t and Y t . It can be seen immediately that the classical measurement error model is a special case of this more general model,
Define the deviation of the variable of interest from its conditional expectation as:
This deviation represents the information about Y t not contained in Z t , and is uncorrelated with all functions of Z t . With cov (E (Y t |Z t ) , ζ t ) = 0, the variance of the true variable of interest may be decomposed into the variance of the conditional expectation plus the variance of ζ t , and: var (ζ t ) = var (Y t ) − var (E (Y t |Z t )). The variance of ζ t represents the variance of the information about Y t missing from the conditional expectation. Substituting into (1):
Thinking of ε t as mismeasurement from noise, ζ t represents an opposite kind of mismeasurement, mismeasurement from lack of signal about Y t in the information used to construct Y t . As such, ζ t may be labelled the Lack of Signal Error, or LoSE for short.
Taking variances of (3), the LoSE is clearly correlated with Y t , with cov (Y t , ζ t ) = var (ζ t ) in fact, so:
Depending on whether the variance of the LoSE is greater than or less than the variance of the CME, the variance of the estimate Y t may be greater than or less than the While the generalized model here is less restrictive than the CME model, some restrictions do remain. Writing:
the zero covariance between ζ t from Y t is a restriction, implied by the first term on the right of (1) 
Implications for OLS Estimation
Consider ordinary least squares estimation of the relation between a mismeasured variable Y t and a (1 × k) set of mismeasured explanatory variables X t , using a sample of length T . When stacking together the observations, time subscripts are dropped for convenience:
Our full set of assumptions follows:
• The CME ε t is i.i.d., mean zero, and independent of all conditioning information sets, with var (ε t ) = σ 2 ε .
• Z y may be partitioned into two sets of variables, Z • The LoSE 
• The variables in Z x are independent of U and Z y u .
• The LoSE ζ
• As T −→ ∞:
All relevant fourth moments exist.
For most purposes, especially for time series analysis, the i.i.d. and homoskedasticity assumptions here are overly restrictive, but relaxing them is straightforward; we keep these assumptions so we may discuss bias as well as consistency.
The assumptions imposed on the information sets Z y and Z x regarding partitioning and independence allow us to factor the joint distribution of the relevant variables as follows:
Without these assumptions, the conditioning may introduce correlation between the measurement error in X and the regression residual (which includes the measurement error in Y ). An example where the conditioning has this effect is in Hyslop and Imbens Given assumption 1, Y t can be written as:
The OLS regression estimator is:
Consider the sources of bias and inconsistency in this estimate. It is well known that the CME in Y introduces no bias and inconsistency, since ε is independent of X. Interestingly, the LoSE in U introduces no bias or inconsistency either: given the assumptions about the information sets,
The other components in the error of (6) do cause bias and inconsistency; taking expectations and probability limits of (7) yields:
The usual attenuation bias and inconsistency from CME in X is evident. The additional inconsistency from LoSE depend on the difference between Q The inconsistency of β can be corrected by instrumenting with a (1 × m) set of instruments W t , with m ≥ k, if the instruments meet the following set of assumptions:
definite matrix, and
To correct the biases in OLS, valid instruments must be uncorrelated with the CME in X, a standard condition. However, an additional condition must be met: the instruments must be uncorrelated with E (X |Z
. This condition is met by instruments W that are common to both information sets (if such information exists), so
and W E (X |Z x ) then have the same probability limit. With valid instruments, we have: (10) and β p −→ β. The asymptotic distribution of the estimator is: 
The first two terms converge in probability to σ 
X Mismeasured, Y Not Mismeasured: No LoSE Problems
Given the traditional focus on mismeasurement in X on regression estimation, we begin with this subsection making the following assumption, in addition to assumption 1:
Then (6) simplifies to:
Not all of the true variation in X t appears in X t due to LoSE, but all of that variation does appear in Y t through X t β. The variation in Y t missing from X t is relegated to the error term of this equation.
The OLS regression estimator in this case is:
Since ζ x is uncorrelated with E (X |Z x ) + ε x = X, the LoSE in X introduces no bias into β in this case. Given assumption 1,
−→ 0, and the LoSE introduces no inconsistency either. These results rely on the assumption that the LoSE is the difference between truth and a conditional expectation, and measurement error of a different form, such as the systematic biases discussed at the end of section 2, would lead to biased and inconsistent parameter estimates. For multivariate regressions, the consistency result also relies on all k explanatory variables being conditioned on the same information set
Bound, Brown, and Mathiowetz (2001), and Kimball, Sahm, and Shapiro (2008) discuss the case where different elements of X are conditioned on different information sets, causing bias and inconsistency.
Of course, the CME in X produces the usual attenuation bias. By way of review, and for comparison with later results:
Instruments uncorrelated with the CME in X yield consistent estimates.
To focus more tightly on the implications of LoSE, the remainder of this subsection considers the case of no CME in X:
Then E β = β, and β p −→ β. The variation in X that appears in Y but is missing from X shows up in the regression error, increasing the variance of the parameter estimates. We have var β = E var β|X + var E β|X , but E β|X = β and var (β) = 0, so the second term vanishes. Then since U and ζ x are uncorrelated, and both are uncorrelated with X, standard manipulations show:
Asymptotically, the analogous distributional results hold, as: 
Standard Errors
In addition to assumption 1, this subsection makes the following assumptions: 
LoSE in U introduces no bias or inconsistency since Z The standard errors around the point estimates are more interesting. For the variance of the point estimates, var β = E var β|X since var E β|X = 0, and: The test rejects β = β 0 using the shrunken standard errors. The econometrician submits the paper to a top econometrics journal, and it is accepted to great acclaim, as it shows how to reject all false hypotheses. End of fable.
In reality, such a two-step procedure would be unacceptable to any reasonable econo- 
Point Estimates
In addition to assumption 1, this subsection makes the following assumptions:
This case is applicable when the explanatory variables add information about the dependent variable above and beyond that employed in the conditional expectation of the dependent variable. The mismeasured variable of interest in this case is then
Bias and inconsistency are evidently issues here. X = E (X|Z y x ) + ζ xy is clearly not independent of −ζ xy β, and:
The inconsistency of β tends towards zero, since Q xx equals Q X is univariate, the inconsistency of β is unambiguously towards zero, similar to standard attenuation bias from CME in the explanatory variable of a regression. Indeed, comparing these bias and inconsistency results with (11) and (12), it is clear that CME in X and LoSE in Y of the type in this subsection lead to biases that are essentially equivalent algebraically.
Instruments W that meet the conditions of assumption 2 in this case are those for which X P W ζ xy converges in probability to zero, for example if W t ∈ Z y x,t , so that W t is independent of the information about X t missing from Y t . Instruments typically thought of as valid based on other considerations may not meet this condition. The asymptotic distribution of the IV regression estimates β is:
with s 2 converging to this asymptotic variance.
Both X and Y Mismeasured: Illuminating Special Cases
Again for simplicity, and to focus on the effects of LoSE, this section considers the case of no CME in X, so assumption 4 holds, as well as assumption 1. Three special cases are illuminating. The first is where the information sets used to construct Y and X coincide in the universe of variables correlated with X, so Z
, so their difference in (8) and (9) 
Data

Discussion of U.S. Macro Quantity Data
Each estimated growth rate of a macro quantity such as gross domestic product (GDP)
is an attempt at measuring the growth in the value of all relevant economic transactions, in the entire economy, from one fixed time period to the next. For an entity as large as the U.S. economy, this is a daunting, almost mind-boggling task, as the number of transactors and transactions is typically enormous, with little or no information recorded about many of them at high frequencies. Attempts to measure changes in these macro quantities are much more ambitious than attempts to measure similar changes for a single person, household, or even company. Simply due to their broad, universal nature, estimates of macro quantities are likely to miss more information -i.e. be contaminated with more LoSE -than are estimates of micro quantities.
2
Of course, the nature of the available source data determines the information content of the macro variable of interest, and frequency is important in this regard in the case of data from the U.S. National Income and Product Accounts (NIPA). 3 The most comprehensive data on GDP and other major NIPA aggregates are only available at the quinquennial frequency (every five years), at the time of the major economic censuses.
Even then, resource constraints make true census counts impossible. Many transactions in the underground economy remain unobserved and must be estimated, and some "above-ground" transactions are simply missed by any census.
of mismeasurement has the potential to add some LoSE to the data. More worrisome, usable data on the value of transactions at the annual frequency is unavailable for a substantial share of the NIPA aggregates; many of the services categories of personal consumption expenditures (PCE) lack usable source data, for example. It is difficult to imagine how this lack of hard information would not introduce some LoSE into the estimates. At the annual frequency, and also at the quarterly frequency to some extent, government tax and administrative records are used as an additional source of information about the value of transactions, especially on the income side of the accounts in the components of GDI. These data can be informative, but underreporting makes them less than fully comprehensive.
At the quarterly and monthly frequency, 5 reliance on samples is more pronounced, and the samples are less comprehensive. Smaller samples introduce larger sampling errors, which have traditionally been thought of as introducing CME into the estimates.
The samples are typically random, so part of the difference between the population and sample moments is likely random variation uncorrelated with the variation in the population moments. However smaller samples may introduce some LoSE as well; if the samples are not fully representative, they may miss variation arising from some segments of the population. 6 And, a greater fraction the NIPA aggregates lacks hard data on the value of transactions at frequencies higher than annual, with the services 5 Treatment of seasonality immediately becomes a major issue when moving to frequencies higher than annual, and identification of the seasonal patterns of interest, the "true" seasonal factors, can be tenuous; see Watson, 1987 . Seasonal adjustment programs are all essentially smoothing algorithms, and as such they risk introducing LoSE into the data. 6 Samples for which topcodes are binding by definition miss variation arising from the top-coded units. The samples used in the construction of the U.S. NIPA data are not top-coded for the most part, but analysts at the Bureau of Economic Analysis (BEA) do look at very detailed categories of data and trim outliers, which may have an effect similar to topcoding.
categories of personal consumption expenditures (PCE) again particularly vulnerable to this criticism. 7 Quarterly and monthly growth rates are typically interpolated using related indicators, or estimated as "trend extrapolations." The lack of hard information again seems highly likely to introduce some LoSE into the estimates.
GDP growth, GDI growth and LoSE
Our first example of measurement error in macroeconomic quantity data that appears to be LoSE comes from examining the numerous revisions to US GDP and GDI growth.
These revisions incorporate more comprehensive and higher-quality source data, and so plausibly reduce measurement error in the estimates. For example, suitable source data is unavailable for many components of the "advance" current quarterly GDP estimate released about a month after the quarter ends. Source data for some of those components is incorporated into the revised "final" current quarterly estimate released about two months later, and higher-quality data are incorporated at subsequent annual and benchmark revisions, likely bringing the estimate closer to its true value. 8 Then an early estimate of GDP growth or GDI growth can be modelled as a later revised estimate plus a measurement error term that disappears with revision. Table 1 shows that the initial estimates have less variance than the revised estimates, violating the 7 This situation has begun to change, with the introduction of the Quarterly Services Survey (QSS) in 2002, but so far the BEA uses the QSS for a relatively small share of PCE services. 8 For more on revisions to GDP, see Grimm and Weadock (2006) . An estimate of GDI growth is not released at the time of the "advance" GDP estimate because of data limitations, but GDI is always released at the time of the "final" current quarterly estimate. For GDI, subsequent revisions incorporate information from administrative and tax records that is much more comprehensive than the samples used to compute the "final" current quarterly estimates.
variance restrictions of the CME model. 9 The generalized model here implies that the bulk of the measurement error is LoSE, as noted by Mankiw and Shapiro (1986) .
Our second example of LoSE in macroeconomic quantity data comes from examining the fully-revised estimates of GDP and GDI growth. Some users of quarterly or annual US GDP growth and its major subcomponents think the measurement error in the data is negligible after it has passed through all the revisions. But GDI growth measures the same underlying concept as GDP growth, so if the two diverge, at least one of them must be mismeasured. (2000)). Prior to 1984, the variance of each estimate is close to the covariance between the two; the estimates diverge little, providing minimal evidence of mismeasurement. However after 1984, the covariance falls more than the variances, on average; this is especially true for the quarterly growth rates, where the correlation between the estimates falls from 0.93 to 0.68. 10 Interestingly, the variance of GDI growth also increases relative to the variance of GDP growth. Under the generalized CME model of section 2, this relatively large GDI variance may stem from some combination of two possible sources: (1) a relatively large amount of CME in GDI growth, boosting its variance, and (2) a relatively large amount of LoSE in GDP growth, 9 These are annualized quarterly growth rates. Each quarterly observation in the "advance" or "final" time series is the "advance" or "final" estimate for that quarter, i.e. the estimate released one or three months after that quarter closes. We end the sample in 2004 so that all observations in our latest available time series have passed through three annual revisions, ensuring each observation is much more heavily revised than the corresponding "advance" or "final" current quarterly observation. 10 At the annual frequency, the correlation falls from 0.98 to 0.94; the decline is smaller at this frequency primarily because the variance of GDP growth falls below its covariance with GDI growth. This cannot happen in either the pure CME model or the generalization favored here -i.e. the variance of each estimate must be larger than their covariance; see Fixler and Nalewaik (2007) . Given that only 20 observations are employed to compute these moments, this may be a small-sample estimation issue. Second, table 1 shows that the variance of GDI growth becomes relatively large only after the data pass through annual and benchmark revisions. In the earlier estimates, the variance of GDP growth actually slightly exceeds the variance of GDI growth. Since the revisions plausibly bring the estimates closer to their true values, they must either reduce LoSE, adding variance, or reduce CME, subtracting variance. Then the relatively large increase in variance of GDI must from a relatively large drop in LoSE. The revisions appear to add more signal to GDI growth than GDP growth, which in turn suggests that GDI growth has greater signal overall, since the pre-revision estimates started with roughly equal variance. 11 Fixler and Nalewaik (2007) discuss the revisions evidence in more detail, testing the hypothesis that the idiosyncratic variation in GDI growth is variables that plausibly capture some of its missing variaton. In this subsection we consider stock and bond prices. Of course, some variation in these asset prices likely arises from misinformation, rational or irrational bubbles, and other factors unrelated to fundamentals, but this does not imply that more-informative variation is not present as well. Dynan and Elmendorf (2001) and Fixler and Grimm (2006) show that asset prices predict revisions to GDP growth, evidence that asset prices contain information missed by the initial government estimates. Asset prices may contain information missed by the fully-revised estimates as well, and that information may appear in asset prices in at least two ways.
First, information about the state of the economy that is not fully incorporated into GDP growth, but is publicly available and thus observable by the vast majority of asset market participants, is likely incorporated into asset prices. The source data used to compute GDI appears to be part of this information, which does move financial markets;
see Faust et al (2003) .
Second, asset prices aggregate the private information of vast numbers of market participants, private information that is likely correlated with current or future economic activity. For example, the stock price of a company may reflect numerous pieces of private information about that company's cash flow prospects. Aggregating across all firms, the idiosyncratic variation in firms' stock prices averages out, so an aggregate stock market index contains the signal about aggregate economic activity dispersed in all the pieces of private information. 12 Stock and bond prices are fundamentally tied to economic activity, with market participants placing bets with real money about current and future economic prospects.
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To test for LoSE in GDP growth, consider a regression of several of our quarterly output growth measures on current and lagged growth rates of the Wilshire 5000 stock price index. 14 Fama (1990) studied a similar specification, which can be motivated theoretically in a number of ways. 15 For our purposes here, it suffices that a relation between true output growth Y and stock prices X does exist, governed by a true parameter vector β.
Employing the post-1984 sample, the first column of results in table 3 uses the time series of "advance" GDP growth as the dependent variable of the regression, while the second column uses the latest available estimates. Note that each standard error in the second regression exceeds its counterpart in the first (these are Newey-West (1987) corrected for heteroskedasticity and second-order autocorrelation). It seems the LoSE in "advance" GDP growth shrinks the standard errors, as discussed in section 3.2. More importantly, most of the regression coefficients in the first regression appear biased down relative to the second. We must be a little careful here, since intuition about univariate attenuation bias does not necessarily hold for all coefficients in a multivariate setting, but (X X) −1 is close to diagonal since Δp t is approximately serially uncorrelated, so that intuition is roughly correct. The last row of the table reports the sum of the coefficients and its standard error for ease of interpretation. The difference between the sums in the first two regressions, 0.072, is statistically significant, with a standard error of 0.036 correcting for cross-correlation and second-order cross-autocorrelation between the two sets of residuals. We reject the hypothesis that the measurement error in "advance"
GDP growth does not bias down the regression coefficients. This downward bias of about two-thirds is roughly in line with to the ratio of the variances in table 1, about three-fourths.
The third column of results in table 3 uses latest GDI growth as the dependent variable. The large increase in some of the regression coefficients is striking, with the sum of the coefficients increasing by 0.116 compared to the regression using latest GDP growth, with a standard error of 0.040. It is tempting to conclude that GDI growth is more informative about true output growth than GDP growth, leading to a greater LoSE-induced attenuation bias in regressions using GDP growth. However, a couple of alternate interpretations must be addressed, related to the fact that direct measures of corporate profits are included in GDI.
One alternate interpretation is that estimates of corporate profits are noisy, and stock prices react to some of that noise. Then ε is positively correlated with X in regressions using GDI growth as the dependent variable, biasing the coefficients up. If this were the case, the problem should be more severe for the early estimates of GDI growth, since the market reacts to these initial estimates in real time. Yet the fourth column of results in table 3 shows that the sum of the coefficients using the early "final" estimates of GDI growth is less than half the sum of the coefficients using the revised estimates released several years later. This noise interpretation does not fit the facts. A second alternate interpretation is that GDI growth contains superior information about corporate profits but not output growth, and stock prices are responding to that profits information. This hypothesis can be examined most directly by regressing the growth rate of GDI minus corporate profits (deflated by the GDP deflator) on the stock price changes. If this interpretation is correct, stripping out profits should reduce the sum of the coefficients, but the last column of the table shows that the sum of the coefficients actually increases.
We are left with the conclusion that, compared to GDP growth, GDI growth contains superior information about true output growth.
Digging a little deeper, table 3A examines a univariate regression where the explanatory variable is the average stock price change over the current and six previous quarters; table 3B then reverses the regression, using the average stock price change as the dependent variable. Interestingly, the coefficient using GDP growth as the explanatory variable is about three-fourths the size of the coefficient using GDI growth, suggesting some noise in GDP growth (although the 0.146 difference between the slopes has a relatively large standard error of 0.088). Assuming that one-fourth of the variance of GDP growth is in fact noise, then GDP growth captures at most 64 percent of the variance of true output growth, recomputing the upper bound on
using (15) . In this case, the variance of the signal in GDP growth is about equal to its covariance with GDI growth, and the ratio of this signal variance to the variance of GDI growth gives the upper bound. If all information about output growth is contained in GDI growth, so ΔY = ΔY GDI , this bound holds and the coefficients in the third columns of table 3, 3A and 3B are the true parameter vector β. However, if some information about true output growth is missing from GDI growth, these coefficients are themselves biased down, and unfortunately we do not know the size of this downward bias.
Evidence from the forward and reverse regressions does not support the measurement error model discussed at the end of section 2,
Supposing that model were true for a moment, the results in tables 3 and 3A require a larger α 1 for GDI growth than for GDP growth. But then in the reverse regression in table 3B, the larger α 1 implies the coefficient on GDI growth should be smaller than the coefficient on GDP growth. Noise in GDP growth may lower the latter coefficient, of course, but half the variance of GDP growth must be noise to make this particular model consistent with the point estimates in tables 3A and 3B, with none of that noise appearing in GDI growth. 16 Given that the covariance between GDP growth and GDI growth accounts for more than half the variance of GDP growth, this seems unlikely. Indeed, a test of the hypothesis that the covariance between GDP and GDI growth (about 3.1) is half the variance of GDP growth (about 4.2) rejects with a p-value of about 0.01.
These results using stock prices are largely confirmed by regressions of the different output growth measures on bond prices, as shown in table 4. The explanatory variables are TERM, the difference in yield between 10-year and 2-year US treasury notes, and DEF, the difference in yield between corporate bonds and 10-year treasury notes.
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Numerous papers have used similar variables to forecast output growth; see Chen (1991) and Estrella and Hardouvelis (1991) , for example. The table examines regressions at 16 The ratio of the coefficients β GDP in table 3B should be about 0.66. Since that ratio is about 1.32, the attenuation bias from noise in GDP growth must be substantial: assuming no noise in GDI growth, half the variance of GDP growth must be noise if this model holds. 17 The corporate bond yield measure is the Merrill Lynch High Yield Master II Index. This series extends back only as far as 1986; hence the shorter sample for these regressions.
forecasting horizons ranging from one-to eight-quarters ahead; DEF has substantial explanatory power at shorter horizons, while TERM shows some explanatory power at longer horizons. All of the coefficients except one and all of the standard errors increase when we switch from "advance" GDP as the dependent variable to latest GDP. Switching from latest GDP to latest GDI, the coefficients again all increase, except for TERM at the one-and two-quarter ahead horizons when its statistical significance and marginal explanatory power are weakest. The last column reports p-values from an F-test of equal coefficients from the GDP and GDI regressions; equality is rejected at the threeand four-quarter ahead horizons. The evidence here again suggests that LoSE in GDP growth biases down these regression coefficients.
Similar results obtained from univariate regressions using either TERM or DEF, although the standard errors around the TERM coefficients were large, making definitive statements from those regressions difficult. Using DEF as the dependent variable in reverse regressions, coefficients were smaller using GDP growth as the explanatory variable than using GDI growth, supporting evidence of some noise in GDP growth. The coefficients using GDP growth were between 12 and 42 percent smaller, depending on horizon. The magnitudes of the coefficients from these forward and reverse regressions at several horizons are again inconsistent with the model Y t = α 0 + α 1 Y t + ε t .
Conclusions and Implications
The canonical classical measurement error (CME) model is too restrictive to handle important cases of mismeasurement, including mismeasurement in some widely-used macroeconomic time series. The paper discusses a simple generalization of the CME model that is mathematically tractable, embeds the CME model as a special case, and adds useful flexibility. Instead of just allowing mismeasurement that adds noise to the true variable of interest, the generalization permits mismeasurement that subtracts signal; I label this reduction of signal from mismeasurement the Lack of Signal Error, or LoSE for short.
In some ways, this generalization of the CME model provides the second half of the story about errors in variables and their effect on ordinary least squares (OLS) regression, as the results here exhibit a symmetry that is intuitively pleasing. CME in the dependent variable of a regression Y does not bias parameter estimates and increases standard errors; in the baseline case, LoSE in the explanatory variables X has the same effect. CME in the explanatory variables X does bias regression parameter estimates, of course, towards zero in the univariate case; LoSE in the dependent variable Y introduces a similar attenuation-type bias under some circumstances, namely, when some of the signal missing from the dependent variable Y is captured by the explanatory variables X. LoSE in Y also shrinks the variance of the regression residuals, raising concerns about the robustness of hypothesis tests.
The paper reviews evidence in Fixler and Nalewaik (2007) and Nalewaik (2007a,b) that US GDP growth is mismeasured with LoSE. The initial estimates of GDP growth are contaminated with a particularly large amount of LoSE, but the estimates that have passed through the BEA's long sequence of revisions remain contaminated with LoSE.
A separate estimate of output growth produced by the BEA, GDI growth, appears to be contaminated with less LoSE than GDP growth, and a comparison of the two shows that, since the mid-1980s, GDP growth at the annual or quarterly frequency has captured at most 70% of the variance of the true output growth. US GDP growth and its subcomponents like consumption growth have served as the dependent variables in many regression studies in macroeconomics and finance; the potential for biases in these regressions stemming from mismeasurement of the dependent variable has not been contemplated in a serious way prior to this paper.
Asset prices are a set of variables that may capture some of the signal missing from GDP growth and its subcomponents, implying attenuation-type biases in regressions of the mismeasured quantities on those prices. The empirical results here confirm that. In regressions of different measures of output growth (initial GDP growth, revised GDP growth, and GDI growth) on either stock prices or bond prices, the measures of output growth that appear contaminated with more LoSE have smaller coefficients, and the changes in the coefficients across regressions are often statistically significant. The set of explanatory variables is fixed from regression to regression; the only thing changing is the degree of measurement error in the dependent variable. We reject the CME intuition that measurement error in the dependent variable does not bias regression coefficients.
Some implications of significant LoSE in GDP growth and its major subcomponents follow immediately. First, those variables are simply less informative than many macroeconomists currently believe, given the common but incorrect presumption that the fully-revised estimates are measured with little error. Second, in a macro forecasting context, true forecast errors are larger, on average, than forecast errors computed using data mismeasured with LoSE. Estimated forecast error variances overstate the accuracy of the forecasts for the true variable, usually the object of interest in forecasting. On a positive note, the results derived here provide some clear prescriptions for handling different types of mismeasurement, in terms of choice of instruments, and also choice of which variable is dependent Y , and which is explanatory X. In the Euler equation case, since consumption growth is mismeasured with LoSE, and the interest rate is largely free from mismeasurement, the results here recommend using the interest rate as the dependent variable, opposite the current conventional wisdom in the profession. 18 One regression specification that does regress asset prices on macroeconomic quantities is the human capital CAPM, essentially a regression of stock prices on labor income growth.
The generalized measurement error model with LoSE is likely applicable in a wide variety of econometric specifications beyond the few considered here, and our results should provide helpful insights for making appropriate modifications to econometric practice. 
