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Abstract
We proved recently that parabolic initial value problems with discontinuous nonlinearities have no unique
weak solution in general, but have a unique generalized solution in the sense of Colombeau. In this paper
we study the relationship between generalized solutions and weak solutions.
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1. Introduction
In this paper we will study generalized solutions of the initial value problem{
ut = uxx + f (u), 0 < t < T, x ∈ R,
u|t=0 = u0, x ∈ R, (1.1)
in the framework of generalized functions introduced by Colombeau [3,4], where f satisfies the
following condition:
(A1) f is expressed in the form
f (u) = g(u)− g(1)H(u− α),
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H(u) = 0 in (−∞,0), H(u) = 1 in (0,∞) and 0H(0) 1,
and g is a Lipschitz continuous function on R such that
g(0) = 0, g(u) < 0 on (0, α] and g(u)− g(1) > 0 on [α,1).
We will seek solutions in an algebra Gs,g([0, T ]× R) of generalized functions, which will be de-
fined in Section 2. The formulation of problem (1.1) in Gs,g will be given by using the truncation
method in Section 3.
A problem like (1.1) arises as the model of best response dynamics in game theory [12].
A typical example of f in this model is f (u) = −u+H(u−α), g(u) = −u, for some 0 < α < 1.
Also, problem (1.1) with this nonlinearity is a special case of a simplification by McKean [15]
of the equations of FitzHugh [11] and Nagumo et al. [16], which were introduced as a model for
the conduction of electrical impulses in the nerve axon.
In [10], weak solutions taking values between 0 and 1 of problem (1.1) were studied from
the viewpoint of best response dynamics. Problem (1.1) was shown to have the maximal and
minimal weak solutions. Further it was proved that the maximal weak solution is different from
the minimal weak solution if initial data belong to a certain class. On the other hand, as has been
shown in [8], our setup of problem (1.1) guarantees a unique generalized solution for each fixed
truncation method. The goal of this paper is to establish the relationship between generalized
solutions and weak solutions of problem (1.1).
This paper is a continuation of the author’s earlier one [8], in which the relationship between
generalized solutions and continuous solutions of the problem{
du
dt
= f (u), 0 < t < T,
u|t=0 = u0
(1.2)
was studied in the case that f is monotone on R and has discontinuity at the origin. In fact, it was
shown that for any continuous solution u with u0 = 0, there exist initial data U0 ≈ 0 such that the
generalized solution U is associated with u. This means that in the setting of Colombeau’s theory,
we can regard every continuous solution of problem (1.2) with initial data 0 as generalized
solutions of problem (1.2) with different infinitesimal initial data, respectively. Moreover, it was
proved that if the generalized solution U with U0 ≈ 0 is associated with a continuous function u,
then u is a continuous solution of problem (1.2) with u0 = 0 and the nonlinear term f¯ , where
f¯ = f on R \ {0} and f¯ (0) = 0. This means that generalized solutions of problem (1.2) select
continuous solutions of problem (1.2) with the modified nonlinear term f¯ for which problem
(1.2) has the zero solution.
Several results on generalized solutions of nonlinear parabolic equations have been obtained.
Without using regularized derivatives, Colombeau and Langlais [7] studied generalized solu-
tions of problem (1.1) with f (u) = −u3 in bounded domains, and Langlais [14] studied the
case when f is continuous and decreasing. Oberguggenberger and Wang [17] dealt with qua-
silinear parabolic equations. On the other hand, by using regularized derivatives, Heibig and
Moussaoui [13] studied generalized solutions of the porous media equation, and Wang and
Oberguggenberger [19] dealt with parabolic equations ut = Δxu+ (f (u))x + g(u) with smooth
functions f and g. For the concept of regularized derivatives, see Colombeau et al. [6].
The rest of this paper is organized as follows. We recall the definition and properties of the
Colombeau algebra Gs,g(Ω¯) in Section 2. In Section 3, we first give our formulation of problem
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of its generalized solution U ∈ Gs,g([0, T ] × R) for any initial data U0 ∈ Gs,g(R) which was
obtained recently in [8]. Section 4 is devoted to the study of the relationship between generalized
solutions and weak solutions of problem (1.1). We first look at problem (1.1) with monotone
initial data u0, and prove that the generalized solution U is associated with the unique weak
solution u if U0 = u0 in Gs,g(R) (Theorem 4.1). Moreover, in the case where the weak solution
is not unique, we show that there exist U0 ≈ u0 for which the generalized solution U is associated
with the maximal or minimal weak solution u (Theorem 4.2).
2. Colombeau’s theory
2.1. Colombeau’s generalized functions
We briefly recall the definition and properties of the algebra Gs,g of generalized functions,
which is a modified version of the algebra introduced by Colombeau [3,4].
Let Ω be a nonempty open subset of Rd and let Ω¯ be its closure. We denote by DL∞(Ω¯)
the algebra of restrictions to Ω¯ of real valued and bounded smooth functions on Rd whose
derivatives are bounded. Let Es,g[Ω¯] be the differential algebra of all maps from the interval
(0,1] into DL∞(Ω¯). Thus each element of Es,g[Ω¯] is a family (uε)ε∈(0,1] of real valued and
bounded smooth functions on Ω¯ . The subalgebra EM,s,g[Ω¯] is defined by all elements (uε)ε∈(0,1]
of Es,g[Ω¯] with the property that for all α ∈ Nd0 , there exist N ∈ N, c > 0 and η > 0 such that
sup
x∈Ω¯
∣∣Dαx uε(x)∣∣< cε−N for 0 < ε < η.
The ideal Ns,g[Ω¯] is defined by all elements (uε)ε∈(0,1] of Es,g[Ω¯] with the property that for all
α ∈ Nd0 and q ∈ N, there exist c > 0 and η > 0 such that
sup
x∈Ω¯
∣∣Dαx uε(x)∣∣< cεq for 0 < ε < η.
The algebra Gs,g(Ω¯) of generalized functions is defined by the quotient space
Gs,g(Ω¯) = EM,s,g[Ω¯]/Ns,g[Ω¯].
Here “s” means “simplified” and “g” means “global.”
We denote by (uε(x))ε∈(0,1] or simply uε(x) a representative of a generalized function
U ∈ Gs,g(Ω¯). Then for any generalized functions U , V ∈ Gs,g(Ω¯) and any α ∈ Nd0 , we can
define the partial derivative DαxU to be the class of (Dαx uε(x))ε∈(0,1] and the product UV to be
the class of (uε(x)vε(x))ε∈(0,1]. Also, for any generalized function U ∈ Gs,g([0, T ]×R), we can
define its restriction U |t=0 to the line {t = 0} to be the class of (uε(0, x))ε∈(0,1].
In the algebra Gs,g , we also can define nonlinear operations more general than the multiplica-
tion. To see this, we introduce the following notion.
Definition 2.1. We say that a function f ∈ C∞(Rd) is slowly increasing at infinity if for any
α ∈ Nd0 there exist c > 0 and r ∈ N such that for all x ∈ Rd ,∣∣Dαx f (x)∣∣ c(1 + |x|)r .
We denote by OM(Rd) the space of slowly increasing functions at infinity.
586 H. Deguchi / J. Math. Anal. Appl. 323 (2005) 583–596If f ∈ OM(Rp) and Ui ∈ Gs,g(Rd) for i = 1, . . . , p, we can define a generalized function
f (U1, . . . ,Up) ∈ Gs,g(Rd) to be the class of (f (uε1, . . . , uεp))ε∈(0,1]. For details see [1,3,4].
Remark 2.2. The algebra Gs,g(Rd) contains the space D′L∞(Rd) of bounded distributions. In
fact, the map
f → class of (f ∗ ρε)ε∈(0,1]
defines an imbedding of D′L∞(Rd) into Gs,g(Rd), where ρ is a fixed element of D(Rd) such that∫
ρ(x)dx = 1 and
ρε(x) = 1
εd
ρ
(
x
ε
)
.
In this sense, we obtain an inclusion relation D′L∞(Rd) ⊂ Gs,g(Rd). We note that if ρ is
suitably chosen from the space S(Rd) of rapidly decreasing smooth functions, then the above
map not only defines an imbedding of D′L∞(Rd) into Gs,g(Rd), but also turns DL∞(Rd) into a
subalgebra of Gs,g(Rd). However, for technical reasons, we will require the nonnegativity of ρ.
Owing to this requirement,DL∞(Rd) cannot be a subalgebra of Gs,g(Rd), even if ρ is an element
of S(Rd). For simplicity, we take ρ from D(Rd).
Definition 2.3. A generalized function U ∈ Gs,g(Ω¯) is said to be associated with a distribution
w ∈D′(Ω) if it has a representative (uε)ε∈(0,1] ∈ EM,s,g[Ω¯] such that
uε → w in D′(Ω) as ε ↓ 0.
We denote by U ≈ w if U is associated with w.
In other words, U ∈ Gs,g(Ω¯) is associated with a distribution w if U behaves like w on the
level of information of distribution theory.
2.2. Truncation method
In Definition 2.1, we explained the original idea of the composition of a smooth function f on
R and a generalized function U . It will be useful to extend the concept of composition for a dis-
tribution f ∈D′(R) and a generalized function U . As in Colombeau and Heibig [5], for any dis-
tribution f on R, we construct a generalized function f˜λ,h = class of (f ελ,h(x))ε∈(0,1] ∈ Gs,g(R)
as follows: Fix ρ ∈D(R) as in Remark 2.2 and a cut-off function χ ∈D(R) with χ(x) = 1 for
|x| 1, and put
f ελ,h(x) := χ
(
λ(ε)x
)
(f ∗ ρh(ε))(x), (2.1)
where λ, h are scaling functions, i.e., λ, h : (0,1] → (0,1] are increasing, and λ(ε), h(ε) → 0 as
ε ↓ 0. If f ∈D(R) and h(ε) = ε, then f = f˜λ,h in Gs,g(R). Furthermore, the space Gs,g,log(R)
is defined similarly as Gs,g(R) by replacing the bound |Dαx uε(x)|  c/εN in EM,s,g[R] by the
stronger bound |Dαx uε(x)|  c log(1/ε). A suitable choice of scaling functions gives f˜λ,h ∈
Gs,g,log(R). For a more detailed discussion see [5].
Throughout this paper, we assume that supx∈R |χ(x)| = 1 and ρ ∈ D(Rd) is even and non-
negative with suppρ = [−1,1]d .
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We generalize problem (1.1) in Section 1 to the space of generalized functions. Let (f ε)ε∈(0,1]
and (uε)ε∈(0,1] be representatives of f˜ ∈ Gs,g,log(R) and U ∈ Gs,g([0, T ]×R), respectively. Then
we can define f˜ (U) to be the class of (f ε(uε))ε∈(0,1] ∈ Gs,g([0, T ] × R). Thus we will consider
the problem{
Ut = Uxx + f˜ (U) in Gs,g([0, T ] × R),
U |t=0 = U0 in Gs,g(R). (3.1)
Definition 3.1. We say that U ∈ Gs,g([0, T ] × R) is a (generalized) solution of problem (3.1) if
it has a representative (uε)ε∈(0,1] ∈ EM,s,g[[0, T ] × R] such that{
uεt = uεxx + f ε(uε)+Nε, 0 < t < T, x ∈ R,
uε|t=0 = uε0 + nε, x ∈ R,
(3.2)
for some (Nε)ε∈(0,1] ∈Ns,g[[0, T ] × R] and some (nε)ε∈(0,1] ∈Ns,g[R], where (uε0)ε∈(0,1] and
(f ε)ε∈(0,1] are representatives of U0 and f˜ , respectively.
For f ∈D′(R), and for fixed ρ, χ and scaling functions λ, h, define f˜ by using the truncation
method explained in Section 2. Then we have f˜ ∈ Gs,g,log(R). Hence, problem (1.1) can be
replaced by problem (3.1) in the space of generalized functions.
We assume that U0 ∈ Gs,g(R) and f˜ ∈ Gs,g,log(R). Then for each T > 0 problem (3.1) has a
unique solution U ∈ Gs,g([0, T ] × R), see [8, Theorems 3.2 and 3.3].
4. Relationship to weak solutions
This section is devoted to the study of the relationship between weak solutions of problem
(1.1) and generalized solutions of problem (3.1) with f˜ = f˜λ,h, where f˜λ,h is a generalized
function obtained by (2.1). If there exists a weak solution u of problem (1.1) in CB([0, T )× R),
then, by a similar argument to the proof of Lemma 2.5(a) in [10], the weak solution u satisfies
the integral equation
u(t, x) =
∫
R
K(t, x − y)u0(y) dy +
t∫
0
∫
R
K(t − s, x − y)f (u(s, y))dy ds,
where CB([0, T )×R) is the space of bounded continuous functions on [0, T )×R and K(t, x) =
(4πt)−1/2 exp(−x2/4t). Hence, we find that u belongs to the space C0,1((0, T ) × R) of contin-
uous functions on (0, T )× R which are continuously differentiable in x ∈ R. Thus, we consider
weak solutions of problem (1.1) in CB([0, T )×R)∩C0,1((0, T )×R). We assume that condition
(A1) and the following condition are satisfied:
(B1) u0 belongs to CB(R) and satisfies the inequality 0 u0(x) 1 on R.
Then for each T > 0 problem (1.1) has the maximal and minimal weak solutions u1, u2 ∈
CB([0, T ) × R) ∩ C0,1((0, T ) × R), which take values between 0 and 1, see [10, Theorem 2.3,
Remark 2.7 and Proposition 2.8]. In addition to conditions (A1) and (B1), we assume that the
following two conditions are satisfied:
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(A2) There exists a constant L> 0 such that
f (u)−Lu on (0, α) if u0(x) < α on R,
f (u)−Lu+L on (α,1) if u0(x) > α on R.
Then the weak solution is unique, see [10, Theorem 3.3] and [9, Theorem 2.6].
We now turn to a comparison between generalized solutions and unique weak solutions. The
following theorem shows that the generalized solution is equal to the unique weak solution in the
sense of association.
Theorem 4.1. Assume that conditions (A1), (A2), (B1) and (B2) are satisfied. Let us choose
scaling functions λ and h in such a way that f˜λ,h ∈ Gs,g,log(R). Then the generalized solution
U ∈ Gs,g([0, T ]×R) of problem (3.1) with f˜ = f˜λ,h is associated with the unique weak solution
u ∈ CB([0, T )× R)∩C0,1((0, T )× R) of problem (1.1) if U0 = u0 in Gs,g(R).
Proof. We will prove the assertion of the theorem only for the case where u0 is strictly increasing
on R. The other case can be proved similarly.
Put uε0 := u0 ∗ ρε and let f ελ,h be the representative of f˜λ,h obtained by (2.1). By condi-
tion (A1), we can choose a constant M > 0 so that the function u → f (u)+Mu is nondecreasing
on R. We consider the integral equation
uε(t, x) = e−Mt
∫
R
K(t, x − y)uε0(y) dy +
t∫
0
∫
R
K(t − s, x − y)[f ελ,h(uε(s, y))
+Muε(s, y)]e−M(t−s) dy ds. (4.1)
It is easy to check that uε is a representative of U . By condition (A1), there exists a constant
c > 0 such that |f (u)| c(1 + |u|) on R. It follows from Eq. (4.1) that
∥∥uε(t, ·)∥∥
L∞(R) 
∥∥uε0∥∥L∞(R) + ct
∫
R
(
1 + h(ε)|ξ |)ρ(ξ) dξ
+ (c +M)
t∫
0
∥∥uε(s, ·)∥∥
L∞(R) ds.
By the boundedness of u0 and Gronwall’s inequality, we get the uniform boundedness of uε on
[0, T ] × R. From this, there exists a constant δ > 0 such that χ(λ(ε)uε(t, x)) = 1 on [0, T ] × R
for all 0 < ε < δ. Therefore, putting f ε0,h := f ∗ ρh(ε), we see that Eq. (4.1) becomes
uε(t, x) = e−Mt
∫
R
K(t, x − y)uε0(y) dy +
t∫
0
∫
R
K(t − s, x − y)[f ε0,h(uε(s, y))
+Muε(s, y)]e−M(t−s) dy ds (4.2)
on [0, T ]× R for all 0 < ε < δ. In order to show that uε converges to the unique weak solution u
in D′((0, T )× R) as ε ↓ 0, we will construct two sequences (vn)n∈N0 and (wn)n∈N0 converging
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on (0, T )× R for all 0 < ε < η.
Put ρ+1/(n+1)(x) := (n + 1)ρ((n + 1)x + 1) and ρ−1/(n+1)(x) := (n + 1)ρ((n + 1)x − 1) for
n ∈ N0. Define the two sequences
FnM(u) :=
∫
R
(
f (u− y)+M(u− y))ρ+1/(n+1)(y) dy,
f nM(u) :=
∫
R
(
f (u− y)+M(u− y))ρ−1/(n+1)(y) dy
on R for n ∈ N0. By condition (A1), there exists a constant κ > 0 such that
−κ(1 + |u|) f 0M(u) F 0M(u) κ(1 + |u|) (4.3)
on R. Let v0 and w0 be unique classical solutions of the initial value problems{
dv0
dt
= κ(eκt + v0), 0 < t < T,
v0|t=0 = ‖u0‖L∞(R)
(4.4)
and {
dw0
dt
= −κ(eκt −w0), 0 < t < T,
w0|t=0 = −‖u0‖L∞(R).
(4.5)
We now consider the following two iteration schemes:{
vn+1t − vn+1xx +Mvn+1 = FnM(vn), 0 < t < T, x ∈ R,
vn+1|t=0 = u0 ∗ ρ+1/(n+1), x ∈ R,
(4.6)
and {
wn+1t −wn+1xx +Mwn+1 = f nM(wn), 0 < t < T, x ∈ R,
wn+1|t=0 = u0 ∗ ρ−1/(n+1), x ∈ R.
(4.7)
Step 1. First, we prove that problems (4.6) and (4.7) have unique classical solutions vn+1 and
wn+1 for n ∈ N0, which satisfy the following relationship:
w0 w1 w2  · · ·wn  vn  · · · v2  v1  v0. (4.8)
By induction on n ∈ N0, problems (4.6) and (4.7) are uniquely solved and, vn+1 and wn+1 are
expressed in the forms
vn+1(t, x) = e−Mt
∫
R
K(t, x − y)(u0 ∗ ρ+1/(n+1))(y) dy
+
t∫
0
∫
R
K(t − s, x − y)FnM
(
vn(s, y)
)
e−M(t−s) dy ds (4.9)
and
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∫
R
K(t, x − y)(u0 ∗ ρ−1/(n+1))(y) dy
+
t∫
0
∫
R
K(t − s, x − y)f nM
(
wn(s, y)
)
e−M(t−s) dy ds. (4.10)
By problem (4.4) and Eq. (4.9) with n = 0, we see that v1  v0 on (0, T ) × R. Note that
(F nM)n∈N0 and (u0 ∗ ρ+1/(n+1))n∈N0 are nonincreasing. Therefore, by induction on n ∈ N, we
obtain that vn  vn−1 on (0, T ) × R for n ∈ N. Similarly, we can derive that wn−1  wn on
(0, T ) × R for n ∈ N. Also, it is easy to see that w0  v0 on (0, T ) and that u0 ∗ ρ−1/(n+1) 
u0 ∗ ρ+1/(n+1) on R for n ∈ N0. Furthermore, f nM  FnM on R for n ∈ N0, since u → f (u) + Mu
is nondecreasing on R. It follows from Eqs. (4.9) and (4.10) that wn  vn on (0, T ) × R for
n ∈ N. Thus the relationship (4.8) follows.
Step 2. Second, we prove that (vn)n∈N0 and (wn)n∈N0 obtained in Step 1 converge to the unique
weak solution u of problem (1.1).
We first prove that (vn)n∈N0 converges to the weak solution u. Using Lemma 2.4 in [10], we
see that vn is equicontinuous on every compact subset of (0, T ) × R. Hence, by the Arzelà–
Ascoli theorem and a diagonal method, we can pass to the limit as n ↑ ∞ along a subsequence
and so obtain a function v∞ in CB((0, T ) × R). Furthermore, by the monotonicity of (vn)n∈N0 ,
the sequence itself must converge to v∞ in the same space. Since vn(0, x) → u0(x) on R as
n ↑ ∞, the limit v of (vn)n∈N0 on [0, T )× R is given by
v(t, x) =
{
v∞(t, x) if 0 < t < T and x ∈ R,
u0(x) if t = 0 and x ∈ R.
We now consider the limit as n ↑ ∞ in Eq. (4.9). By the boundedness of (vn)n∈N0 , we see that
(F nM(v
n))n∈N0 is bounded in (0, T ) × R. Note that (F nM)n∈N0 is nonincreasing and converges to
the function u → f¯ (u) + Mu, where f¯ = f on R \ {α} and f¯ (α) = limu↓α f (u). Hence, using
the fact that (vn)n∈N0 is nonincreasing and converges to v in (0, T )× R, we have
FnM
(
vn(t, x)
)→ f¯ (v(t, x))+Mv(t, x)
in (0, T )× R as n ↑ ∞. Therefore, we can apply Lebesgue’s dominated convergence theorem to
get the integral equation
v(t, x) = e−Mt
∫
R
K(t, x − y)u0(y) dy
+
t∫
0
∫
R
K(t − s, x − y)[f¯ (v(s, y))+Mv(s, y)]e−M(t−s) dy ds
on (0, T ) × R. From this integral equation, we find that v belongs to CB([0, T ) × R) ∩
C0,1((0, T ) × R). Hence, by Lemma 2.5(a) in [10], the function v is a weak solution of the
problem{
vt = vxx + f¯ (v), 0 < t < T, x ∈ R,
v|t=0 = u0, x ∈ R.
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the Lebesgue measure of {(t, x) ∈ (0, T )× R | v(t, x) = α} is zero. Thus v is a weak solution of
problem (1.1). From the uniqueness of weak solutions of problem (1.1), it follows that v = u on
(0, T )× R. In a similar way, we can show that (wn)n∈N0 converges to the weak solution u.
Step 3. Finally, we prove that for any n ∈ N0, there exists a constant 0 < η < δ such that wn 
uε  vn on (0, T )× R for all 0 < ε < η.
Note that ρ ∈D(R) is even and nonnegative with suppρ = [−1,1] and ∫ ρ(x)dx = 1. Then,
using that u0 is strictly increasing on R, we can check that
−‖u0‖L∞(R)  u0 ∗ ρ−1/(n+1)  uε0  u0 ∗ ρ+1/(n+1)  ‖u0‖L∞(R) (4.11)
on R for all ε ∈ (0,1] such that ε  2/(n+ 1). Furthermore, we have
f ε0,h
(
uε(t, x)
)+Muε(t, x) = ∫
R
(
f
(
uε(t, x)− y)+M(uε(t, x)− y))ρh(ε)(y) dy.
Since u → f (u)+Mu is nondecreasing on R, it follows that
f nM
(
uε
)
 f ε0,h
(
uε
)+Muε  FnM(uε) (4.12)
on (0, T ) × R for all ε ∈ (0,1] such that h(ε) 2/(n + 1). By Eq. (4.2) and inequalities (4.3),
(4.11) and (4.12), we have
∥∥uε(t, ·)∥∥
L∞(R)  ‖u0‖L∞(R) + κt + κ
t∫
0
∥∥uε(s, ·)∥∥
L∞(R) ds
on (0, T ) for 0 < ε < δ. Using Gronwall’s inequality, we get ‖uε(t, ·)‖L∞(R)  (‖u0‖L∞(R) +
κt)eκt = v0(t) on (0, T ) for 0 < ε < δ. Noting that v0 = −w0 on (0, T ), we see that w0  uε 
v0 on (0, T ) × R for 0 < ε < δ. Since both f 0M and F 0M are nondecreasing on R, it follows
from inequality (4.12) with n = 0 that f 0M(w0)  f ε0,h(uε) + Muε  F 0M(v0) on (0, T ) × R
for 0 < ε < δ. Therefore, by Eqs. (4.2), (4.9) and (4.10), we get w1  uε  v1 on (0, T ) × R
for 0 < ε < δ. A similar argument shows that wn  uε  vn on (0, T ) × R for n  2 and for
0 < ε < δ such that h(ε) 2/n.
The proof of Theorem 4.1 is now complete. 
Finally, we consider the case where the weak solution is not unique. In addition to condi-
tions (A1) and (B1), we assume that the following two conditions are satisfied:
(B3) u0 satisfies v0(x) u0(x) α on R, where α is the constant in condition (A1) and v0 is a
function on R such that for some x0 ∈ R,{
v0 ∈ CB(R)∩C2(R), v′0, v′′0 ∈ CB(R), v0(x + x0) is even on R,
v′0(x) 0 and 0 v0(x) < α in (−∞, x0), v0(x0) = α.
(C1) For α given in (A1) and for v0 and x0 given in (B3), there exists a constant p > 0 such that
−(p + 2)v′′0 (x0)− inf0<u<α f (u)
limu↓α f (u)− inf0<u<α f (u) <
1√
π
1∫
0
−
√
p(1−√τ )
2
√
1−τ∫
−
√
p(1+√τ)
2
√
1−τ
e−ξ2 dξ dτ.
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u2 of problem (1.1), see [10, Proposition 2.8 and Theorem 4.1]. The following theorem shows
the relationship between generalized solutions and maximal or minimal weak solution.
Theorem 4.2. Assume that conditions (A1), (B1), (B3) and (C1) are satisfied. Let u ∈
CB([0, T ) × R) ∩ C0,1((0, T ) × R) be either the maximal weak solution u1 or the minimal
weak solution u2 of problem (1.1). Let us choose scaling functions λ and h in such a way
that f˜λ,h ∈ Gs,g,log(R). Then there exist initial data U0 ≈ u0 for which the generalized solution
U ∈ Gs,g([0, T ] × R) of problem (3.1) with f˜ = f˜λ,h is associated with u.
For the proof, we need the following lemma.
Lemma 4.3. Under condition (B1), there exists (wε)ε∈(0,1] ∈ EM,s,g[R] such that wε(x) is non-
increasing and converges to u0(x) as ε ↓ 0 for any fixed x ∈ R.
Proof.
Step 1. First we consider the case where u0 is uniformly continuous on R. Take 0 < δ1 < 1 so that
|u0(x)−u0(y)| < 1/2 for all x, y ∈ R satisfying |x − y| < δ1. Put wδ1(x) := ((u0 + 1)∗ρδ1)(x).
Then wδ1 ∈DL∞(R) and
1
2
<wδ1(x)− u0(x) =
∫
|y|<δ1
(
u0(x − y)+ 1 − u0(x)
)
ρδ1(y) dy <
3
2
.
Next take 0 < δ2 < min{δ1,1/2} so that |u0(x) − u0(y)| < 1/6 for all x, y ∈ R satisfying
|x − y| < δ2. Then wδ2 := (u0 + 1/3) ∗ ρδ2 ∈DL∞(R) and
1
6
<wδ2(x)− u0(x) =
∫
|y|<δ2
(
u0(x − y)+ 13 − u0(x)
)
ρδ2(y) dy <
1
2
.
Hence u0 < wδ2 < wδ1 on R. Similarly, take 0 < δ3 < min{δ2,1/3} so that |u0(x) − u0(y)| <
1/18 for all x, y ∈ R satisfying |x − y| < δ3. Then wδ3 := (u0 + 1/9) ∗ ρδ3 ∈DL∞(R) and
1
18
<wδ3(x)− u0(x) =
∫
|y|<δ3
(
u0(x − y)+ 19 − u0(x)
)
ρδ3(y) dy <
1
6
.
Therefore u0 <wδ3 <wδ2 <wδ1 on R. We can repeat this process to get a sequence (wδj )j∈N ⊂
DL∞(R) with the property that wδj (x) is decreasing and converges to u0(x) as j ↑ ∞ for any
fixed x ∈ R. For ε ∈ (0,1], put
wε(x) :=
{
2 if δ1 < ε  1,
wδj (x) if δj+1 < ε  δj for j ∈ N.
Then we can see that wε satisfies the desired properties.
Step 2. Next we consider the case where u0 is continuous on R. For each N ∈ N, we choose a
function u0,N so that u0,N (x) = u0(x) for |x| 2N and u0,N is uniformly continuous on R. As in
Step 1, we construct a sequence (wδj )j∈N ⊂DL∞(R) with the property that wδj (x) is decreasingN N
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D(R) such that 0 χN(x) 1, supp χ1 ⊂ (−2,2), supp χN ⊂ (−2N,−N + 1) ∪ (N − 1,2N)
for N  2 and
∑∞
N=1 χN(x) = 1. Put wδj (x) :=
∑∞
N=1 χN(x)w
δj
N (x). Then as in Step 1 we can
construct wε satisfying the desired properties. 
Proof of Theorem 4.2. We will prove the assertion only for the case where u is the maximal
weak solution u1. The other case can be proved similarly.
By condition (A1), we can find a constant M > 0 such that u → f (u) + Mu is nonde-
creasing on R. Let (wε)ε∈(0,1] be as in Lemma 4.3 and define U0 as the class of (uε0)ε∈(0,1] :=
(wε + h(ε)eMT )ε∈(0,1]. Let (f ελ,h)ε∈(0,1] be the representative of f˜λ,h obtained by (2.1) and let
(uε)ε∈(0,1] be the representative of U satisfying problem (3.2) with Nε = nε = 0 and f ε = f ελ,h.
We can check that uε satisfies Eq. (4.1). As seen from the proof of Theorem 4.1, the represen-
tative uε is uniformly bounded on [0, T ] × R, so that there exists a constant δ > 0 such that
χ(λ(ε)uε(t, x)) = 1 on [0, T ] × R for all 0 < ε < δ. Therefore, putting f ε0,h := f ∗ ρh(ε), we
obtain that uε satisfies the problem{
uεt = uεxx + f ε0,h(uε), 0 < t < T, x ∈ R,
uε|t=0 = uε0, x ∈ R,
(4.13)
for all 0 < ε < δ. Then we can show that uε converges to the maximal weak solution u1 in
D′((0, T )× R) as ε ↓ 0. The proof is divided into three steps.
Step 1. vε(t, x) := uε(t, x)eMt − h(ε)eMT is nonincreasing as ε ↓ 0 in (0, δ) for fixed t ∈ (0, T )
and x ∈ R.
By problem (4.13), for all 0 < ε < δ, the function vε satisfies the equation
vεt − vεxx =
[
f ε0,h
((
vε + h(ε)eMT )e−Mt)+M(vε + h(ε)eMT )e−Mt]eMt .
Since
∫
ρ(x)dx = 1 and ρ is even on R,
f ε0,h
((
u+ h(ε)eMT )e−Mt)+M(u+ h(ε)eMT )e−Mt
=
∫
R
[
f
(
ue−Mt + h(ε)(eM(T−t) − y))+M(ue−Mt + h(ε)(eM(T−t) − y))]ρ(y)dy
for u ∈ R and t ∈ (0, T ). Note that suppρ = [−1,1] and further that u → f (u) + Mu is nonde-
creasing on R. Hence, f ε0,h((u + h(ε)eMT )e−Mt) + M(u + h(ε)eMT )e−Mt is nonincreasing as
ε ↓ 0 in (0, δ) for each fixed u ∈ R and t ∈ (0, T ). From this, for any ε, η with 0 < ε < η < δ
there exists κε,η ∈DL∞((0, T )× R) such that(
vη − vε)
t
− (vη − vε)
xx

[
f ε0,h
((
vη + h(ε)eMT )e−Mt)+M(vη + h(ε)eMT )e−Mt
− f ε0,h
((
vε + h(ε)eMT )e−Mt)+M(vε + h(ε)eMT )e−Mt]eMt
= (vη − vε)κε,η.
Furthermore, vη(0, x) vε(0, x) on R. Hence, we can apply the maximum principle [18, Chap-
ter 3, Theorem 10] to obtain that vη  vε on (0, T )× R.
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It is easy to see that vε satisfies the integral equation
vε(t, x) =
∫
R
K(t, x − y)(uε0(y)− h(ε)eMT )dy
+
t∫
0
∫
R
K(t − s, x − y)[f ε0,h((vε(s, y)+ h(ε)eMT )e−Ms)
+M(vε(s, y)+ h(ε)eMT )e−Ms]eMs dy ds (4.14)
for all 0 < ε < δ. Then we can use an argument similar to that in Step 2 of the proof of Theo-
rem 4.1 to obtain that the limit v of vε belongs to CB([0, T )×R)∩C0,1((0, T )×R) and further
that v(t, x)e−Mt is a weak solution of problem (1.1). Since vε(t, x) = uε(t, x)eMt − h(ε)eMT ,
there exists the limit of uε as ε ↓ 0 and it is a weak solution of problem (1.1).
Step 3. For all 0 < ε < δ, the representative uε is greater than the maximal weak solution u1 of
problem (1.1) on (0, T )× R.
From the definition vε(t, x) = uε(t, x)eMt − h(ε)eMT , it suffices to show that vε(t, x) 
v1(t, x) := u1(t, x)eMt on (0, T ) × R for all 0 < ε < δ. According to Lemma 2.5(a) in [10], the
function v1 satisfies the integral equation
v1(t, x) =
∫
R
K(t, x − y)u0(y) dy +
t∫
0
∫
R
K(t − s, x − y)[f (v1(s, y)e−Ms)
+Mv1(s, y)e−Ms
]
eMs dy ds.
Since u → f (u)+Mu is nondecreasing on R,
f ε0,h
((
v1(t, x)+ h(ε)eMT
)
e−Mt
)+M(v1(t, x)+ h(ε)eMT )e−Mt
=
∫
R
[
f
(
v1(t, x)e
−Mt + h(ε)(eM(T−t) − y))
+M(v1(t, x)e−Mt + h(ε)(eM(T−t) − y))]ρ(y)dy
 f
(
v1(t, x)e
−Mt)+Mv1(t, x)e−Mt
on (0, T )× R. Furthermore, uε0 − h(ε)eMT  u0 on R. Hence,
v1(t, x)
∫
R
K(t, x − y)(uε0(y)− h(ε)eMT )dy
+
t∫
0
∫
R
K(t − s, x − y)[f ε0,h((v1(s, y)+ h(ε)eMT )e−Ms)
+M(v1(s, y)+ h(ε)eMT )e−Ms]eMs dy ds.
Now, for fixed 0 < ε < δ, we consider the iteration scheme
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∫
R
K(t, x − y)(uε0(y)− h(ε)eMT )dy
+
t∫
0
∫
R
K(t − s, x − y)[f ε0,h((vn,ε(s, y)+ h(ε)eMT )e−Ms)
+M(vn,ε(s, y)+ h(ε)eMT )e−Ms]eMs dy ds
with the initial iteration v0,ε = v1. It is easy to see that vn,ε belongs to CB([0, T ) × R) for each
n ∈ N and that (vn,ε)n∈N0 is nondecreasing. Hence, as in Step 2 of the proof of Theorem 4.1 we
can check that the limit v∞,ε also belongs to CB([0, T ) × R) and satisfies Eq. (4.14). Further-
more, we see that Eq. (4.14) has a unique solution in CB([0, T ) × R). Therefore v∞,ε = vε on
[0, T )× R. Thus vε  v1 on (0, T )× R for all 0 < ε < δ.
The proof of Theorem 4.2 is now complete. 
Remark 4.4. In the case that f is continuous on R, a result on the relationship between gen-
eralized solutions of problem (3.1) with f˜ = f˜λ,h and classical solutions of problem (1.1) is
obtained in [8].
Remark 4.5. We can easily obtain similar results to Theorems 4.2 and 4.6 in [8], concerning
the relationship between generalized solutions of problem (3.1) with U0 independent of x and
f˜ = f˜λ,h and continuous solutions of problem (1.2).
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