Using a special form of Ulam's method, we estimate the measure-theoretic entropy of a triple (M; T; ), where M is a smooth manifold, T is a C 1+ uniformly hyperbolic map, and is the unique physical measure of T. With a few additional calculations,
Introduction
We present a new rigorous result concerning the calculation of metric entropy of a smooth hyperbolic dynamical system T : M ? , on a compact Riemannian manifold M. The main di erence between our method and current methods is the way in which the information to compute the estimates is gathered. In contrast to standard techniques which obtain all of their information from a single long orbit of the system, we use single-step dynamical information from all regions of phase space.
The matrix construction that we use in our approximation automatically provides us with a rigorous estimate of the SBR (or \physical") measure of the system, and it is with respect to this measure that the metric entropy is calculated. The metric entropy of (T; ) is intimately linked with the Lyapunov exponents of (T; ), and we show that the sum of the positive Lyapunov exponents of (T; ) may also be simply obtained from our construction.
In non-repelling systems, these are the Lyapunov exponents that are theoretically observed by following the orbits of almost all starting points in phase space. In repelling systems, we are also able to simply calculate the rate of escape (or pressure) of the system as an eigenvalue of our transition matrix. Bounds for the mixing rates (or rate of decay of correlations) of the systems are also easily computed as eigenvalues of our transition matrices. Convergence rates of our estimates to the true values are given.
This work was completed at the Centre for Applied Dynamics and Optimization, Department of Mathematics, The University of Western Australia.
2 Background De nitions
Measure-theoretic (or metric) entropy is one of the most important indicators in dynamical systems, yet is also one of the most di cult to calculate. The di culty arises from the nature of its de nition. Let M be a compact Riemannian manifold, and T : M ? be a C 1 map with H older continuous derivative. In order to speak of the metric entropy of T, we require a reference probability measure, invariant under the transformation T. Regarding our system (M; T) as a generator of information, it is the reference measure that distributes weight over the phase space M, and tells one how much information is generated from di erent regions of space. As we are after rigorous results, we shall be restricting ourselves to a situation where T has a unique reference measure that is generally considered to be the \physical" or \natural" measure of the system (M; T). This distinguished measure (called the Sinai-Bowen-Ruelle (SBR) measure), has the property that the orbits of Lebesgue 
To assure the existence of an SBR measure, we suppose that T is either expanding, Anosov, or Axiom A; see 1, 15] . The entropy of T with respect to , denoted h (T) is de ned by h (T) = sup 
where P 1 _ P 2 denotes the join of two partitions P 1 and P 2 .
3 Outline of our Approximation Method Let P n = fA n;1 ; : : : ; A n;n g be a Markov partition of the system (M; T; ). This statement will mean something slightly di erent for each of the four types of systems we are considering, namely, (i) expanding maps, (ii) Anosov maps, (iii) Axiom A maps (attractors), and (iv) Axiom A maps (non-attractors). In cases (i)-(iii), we construct a stochastic matrix of the form: P n;ij = m(A n;i \ T ?1 A n;j ) m(A n;i ) ; (3) where m is the natural Riemannian volume measure on the manifold M. This matrix is a generalisation to higher dimensions of a construction rst put forward by Ulam 1 17] as a computational method of approximating the absolutely continuous invariant measures of expanding interval maps. The idea is that one computes the (assumed unique) left eigenvector p n of unit eigenvalue of P n , and de nes a measure on M by simply spreading weight p n;i evenly over each set A n;i ; that is,
m(A \ A n;i ) m(A n;i ) p n;i : (4) The author has shown 7] that in the present setting n ! weakly, where = SBR . In this paper, we go on to show that this convergence is in fact strong convergence in some situations and derive rates of convergence. It is also shown that with only a little extra work, one may use the matrix P n to compute the entropy and the sum of the positive Lyapunov exponents of the maps described above with respect to the SBR measure. Order of convergence results are stated in all cases. Our approach is as follows. By using the relative volumes of intersection of the Markov partition sets (and in the Anosov and Axiom A cases, the relative lengths of intersection of the unstable sides of the Markov partition sets are sometimes used), we obtain an estimate of the functions (u) (x) = ? log j det D x Tj (expanding case) and (u) (x) = ? log j det D x T jE u x j (Anosov and Axiom A cases). We use the fact that the SBR measure is an equilibrium state 1, 15] for the weight function (u) , to compute SBR . Our approximation n of the function (u) may itself be integrated with respect to the approximate SBR measure n to
give an estimate of ? R M log j det D x T jE u x j d SBR , which is the sum of the positive Lyapunov exponents with respect to the SBR measure. In the expanding, Anosov, and Axiom A attractor situations this is equal to the metric entropy of (T; SBR ) by the Pesin formula (see 11], for example). In the non-attracting situation, we use a result connecting the pressure, entropy, and Lyapunov exponents 1].
Types of Maps considered
In this section, we detail the four types of maps that our results will apply to. The structure of the invariant sets and the SBR measures for these maps are slightly di erent in each case. The SBR measure One is guaranteed a unique absolutely continuous invariant probability measure , the density of which is C and strictly positive; see Theorem III.1.1 in Mañ e 11] for example. It is this absolutely continuous measure which is the analogue of the SBR measure, as satis es equation (1).
Expanding

Anosov
The map T : M ? is a transitive C 1+ (0 < < 1) Anosov (uniformly hyperbolic on M) di eomorphism of a compact 2-dimensional Riemannian manifold M.
The SBR measure One is guaranteed a unique invariant probability measure satisfying (1); see 1, 11] , for example. For our purposes, there are two types of measures satisfying (1); those that are equivalent to Lebesgue and those that aren't. If det D x T p = 1 for all x 2 M such that x = T p x, (5) then T has an absolutely continuous invariant measure; if (5) does not hold, then is not absolutely continuous 1].
Remark 4.1: SBR measures satisfy three main properties: 3 (i) A set of points of full Lebesgue measure in M exhibit the SBR measure; property (1).
(ii) The expression h (T) + R M ? log j det D x T jE u x j d (x) ( varying over the space of all T-invariant probability measures M(M; T)) attains its maximum value (called the pressure P(T)) at = , the SBR measure. Sometimes is called an equilibrium state for the function (u) = ? log j det D x T jE u x j.
(iii) The conditional measures of the SBR measure along unstable directions are absolutely continuous with respect to Lebesgue measure. See 11] Theorems III.2.3 and the proof of IV.14.1 for the existence and uniqueness of a measure with these properties.
Axiom A attractor
The map Let M be a smooth compact two-dimensional Riemannian manifold, U M an open subset, T : U ! M a transitive C 2 di eomorphism onto T(U), and U be a compact T-invariant hyperbolic set. is said to be a locally maximal hyperbolic set or a basic set if in addition, arises as := T k2Z T k V for some open neighbourhood V of . In this section, we will assume that in fact := T k2Z + T k V ; we will then call an Axiom A attractor. Typically, is locally the product of an interval with a Cantor set.
The SBR measure There is a unique measure (the SBR measure) satisfying the properties (i)-(iii) of Remark 4.1; see 15]. This measure is singular with respect to (twodimensional) Lebesgue measure, while its conditional measures in the unstable directions are absolutely continuous with respect to (one-dimensional) Lebesgue.
Axiom A non-attractor
The map The setting is the same as in x4.3, except that = T k2Z T k V (inverse iterates are required). The invariant set is not attracting, and is locally the product of two onedimensional Cantor sets.
The SBR measure In the non-attracting situation, there is strictly no SBR measure.
That is, there is no measure that satis es property (1) (as is a non-attracting hyperbolic set) and there is no invariant measure that has absolutely continuous conditional measures along unstable directions (as any such measure must be supported on a set that is locally the product of two Cantor sets). Thus, no form of the Pesin formula holds for such measures, and we cannot simply equate Lyapunov exponents and metric entropy as before. There is, however, a notion which links the two. Consider an open neighbourhood V of , and the rate of decrease in volume of the set E k := fx : x; Tx; : : : ; T k x 2 V g. It is known (Proposition
where
is the pressure of T as mentioned in Remark 4.1 (ii). Sometimes e P(T) is called the escape rate for the system. In the non-attracting situation, one still obtains a unique equilibrium state 0 for the weight function (u) ; that is, an invariant probability measure 0 that maximises the RHS of (7). We shall describe a method of estimating P(T) and R (u) d 0 (the sum of the positive Lyapunov exponents with respect to 0 ), and then calculate h 0 (T) from (7) . While the equilibrium state 0 does not satisfy properties (i) and (iii) of Remark 4.1, it is the natural analogue of an SBR measure for these sorts of systems. shows that the only such T possessing a Markov partition with piecewise smooth boundary are those for which there is an integer m 0 such that L m is conjugate over the rationals to a block diagonal matrix,
where each L i is a 2 2 integral hyperbolic matrix with j det L i j = 1 (T is homomorphic to a direct product of toral automorphisms on T 2 ).
However, for systems in higher dimensions for which it is known that suitable \box-like" Markov partitions exist (see Example 6.3), the techniques described here carry over easily.
Recall that one may re ne an initial partition P by taking joins with forward and inverse iterates of T to form P N = N _ i=?N T i P: (8) In the expanding case, it is su cient to only take joins with inverse iterates.
Riemannian manifold, and T be a transitive C 2 Anosov or Axiom A di eomorphism (resp. expanding map). Denote the SBR measure of T by , the Lyapunov exponents of (T; ) by i ( ), i = 1; : : : ; r, the metric entropy by h (T), and the pressure by P(T). Let fP n g 1 n=n 0 be a sequence of Markov partitions with the property that max A n;i 2P n diamA n;i ! 0 as n ! 1.
De ne a matrix Q n;ij = m(A n;i \ T ?1 A n;j ) m(A n;j ) ; (9) and let % n denote the largest nonnegative eigenvalue of Q n , and v n denote the corresponding right eigenvector. From Q n ; v n ; and % n , compute the stochastic matrix P n;ij = Q n;ij v n;j % n v n;i ; (10) and its (unique) xed left eigenvector p n .
(i) As n ! 1, (i) In all cases except the Axiom A repellor, the matrix P n is simply P n;ij = m(A n;i \ T ?1 A n;j ) m(A n;i ) = Q n;ij m(A n;j ) m(A n;i ) ; (15) since % n = 1 and Q n may be brought to the stochastic matrix P n via a similarity transformation. This representation is now more transparently a generalisation of the Ulam approximation.
(ii) Sometimes it may be more convenient to measure lengths in unstable directions rather than volumes. An alternative construction of Q n is as follows. Let A be an element of some Markov partition, and de ne`u(A) = length(@ u A)=2; this is simply the average of the length (as de ned by the Riemannian metric) of the two connected curves that make up the unstable sides of the partition set A. Now put Q n;ij =`u (A n;i \ T ?1 A n;j ) u (A n;j ) : (8), we use the subscript n, for example, P n ; A n;i ; P n ; p n ; n ; h n ; n . If, however, we form a partition P N (with cardinality n N ) through the process (8), then for brevity, we denote quantities as P N ; A N;i ; P N ; p N ; N ; h N ; N .
(vii) Finally, we emphasize that the results of Theorem 5.3 hold only for exact Markov partitions. In practice, Markov partitions will often need to be constructed numerically, and if there are small errors in the computed partition, the constructions of Theorem 5.3 may produce inaccurate results. Sometimes the errors may be dealt with in a caseby-case basis, as in Example 6.4, but we provide no general error analysis for estimates arising from approximate Markov partitions. and the associated transition matrices P 0 ; P 1 ; : : : ; P 8 constructed using (15) . The partition P 2 is superposed on the graph of T in Figure 1 (a). Approximations of the physical invariant measure were obtained from the xed left eigenvectors p 0 ; p 1 ; : : : ; p 8 , and estimates of the metric entropy h (T) with respect to the physical measure were calculated using (12) and (13) . The approximation of the physical invariant measure computed from P 8 is shown in Figure 1 (b), while the entropy estimates are displayed in Table 1 . Theorem 5.3 guarantees a geometric convergence rate of the estimates h N to the true value h (T). However, as we do not know the true value of h (T), we cannot evaluate the error at the N th step. To check this, we instead compute the Cauchy values jh N+1 ? h N j; these necessarily converge at a geometric rate no slower than the values jh N ? h (T)j. The Cauchy values are plotted on 8 T(x; y) = (2x + y; x + y) (mod 1). The SBR measure of T is two-dimensional Lebesgue measure. Using a 5 rectangle Markov partition of the torus (see 10], for example), we construct a matrix P 5 as in (15) . From this we compute that the approximation of the SBR measure 5 , is simply normalised 2-dimensional Lebesgue measure; exactly the right answer because T is linear. As for the entropy and positive Lyapunov exponent with respect to the SBR measure, we obtain h 5 = 5 0:9624 = log 1=s from (12) and (13) This example is rather trivial and we do not consider it as a serious test of our methods; its inclusion it merely for illustrative purposes. The attractor := T 1 k=0 T k (S 1 D 2 ) is a connected set that is locally homeomorphic to the product of an interval with a (two-dimensional) Cantor set; see x7.7 14] for details. A very simple Markov partition for is P 0 = f 0; 1=2) D 2 ; 1=2; 1) D 2 g. As we re ne P 0 , we end up with P N := W N i=?N T i P 0 consisting of 2 N+1 2 N tubes of radius (1=4) N 
The unique xed vector of P N is p N = 1 2 2N +1 ; : : : ; 1 2 2N +1 ]. Thus, equal weight of 1=2 2N+1 will be given to each of the partition sets. As the lengths of the partition sets are all equal, an estimate of the entropy and positive Lyapunov exponent is easily computed from (12) and (13) as h N = N = log 2. Because the stretching is uniform, we obtain the exact value for the entropy and the Lyapunov exponent immediately (at N = 0), as in Example 6.2. While the entropy is estimated exactly, the approximation N for the invariant measure is never exact for nite N. 
In order to make T Axiom A, we restrict the action of T to its set of non-wandering points (T), given by = T with respect to the equilibrium state 0 of the weight function (u) (x) = ? log j det D x T jE u x j. In the process, we will also obtain a numerical estimate for the equilibrium state (or physical measure) itself, estimates of the pressure and metric entropy of (T; 0 ), and bounds for the rate of decay of correlations with respect to 0 .
Remark 6.5: The de nition of a Markov partition that we have been using so far is a little stronger than is necessary for our purposes. While the conditions (iv) (a)-(b) of De nition 5.1 that the forward image of stable boundaries map onto stable boundaries and the reverse images of the unstable boundaries map onto unstable boundaries make for a tidy mental The above condition makes Markov partitions a little easier to nd, and has a simpler interpretation for systems in more than two dimensions (cf. Example 6.3).
Returning to our example, one could try to nd a Markov partition of by running out the stable and unstable manifolds of the xed points (and periodic points, if necessary; see Appendix 2, Palis & Takens 12]). However, for our purposes, we use a simple approximation that turns out to very close to a Markov partition, and is much easier to construct. We let our initial Markov partition be the trivial partition fSg and use P 1 = T ?1 (S) \ S \ T(S) as a rst re nement. P 1 consists of four connected sets, each di eomorphic to a unit square in R 2 ; see Figure 2 . The inverse images of each of these sets are shown as the long, thin, dotted \rectangles". The fact that the \unstable" boundaries of these four sets are not exactly aligned with the corresponding unstable manifolds is evidenced by the curved \unstable" From these matrices, we compute P 1 and P 2 using (10). For example, we nd that 12 and p 1 = 0:1159; 0:2327; 0:4187; 0:2327]. Using (13) we obtain 1 ( 0 ), the largest Lyapunov exponent with respect to the equilibrium measure 0 . The estimates for the pressure are calculated from logarithms of the eigenvalues % N , and the entropy estimates are obtained from h N := log % N + N . The numerical results are displayed in Table 2 . The escape rate for (the long, thin rectangles extending from the \bottom" of S to the \top" of S) decreases by a factor of about a half, each time N increases by one. Finally, an estimate for a bound for the rate of decay of correlations with respect to C 1 functions is (1=1:7) 1=3 0:8379 (derived from the Ruelle bound for the essential spectral radius of the induced expanding map). The Ruelle bound is used as the second largest eigenvalues of both P 1 and P 2 were not outside the disk jzj 1=1:7 (see 8] for details).
We stress that the values for N ; h N ; N ; log % N , and the rate of decay are merely indications of what sort of numbers are produced by our approximation. It is not suggested that the values in Table 2 are good approximations of the true values, as we have used a small number of partition sets for illustrative purposes.
Final Remarks
While our technique is readily applicable in one-dimensional systems, we acknowledge that exact numerical construction of Markov partitions may be time-consuming, or simply impossible, particularly in higher dimensions, and we reiterate that the results of Theorem 5.3 are proven only for exact Markov partitions. If one is in a situation where it is either too di cult to construct a Markov partition, or a Markov partition does not exist, a method for computing Lyapunov exponents that combines rigour and heuristics is described in 9]. Here, one uses any connected partition (usually a grid or triangulation) and constructs transition matrices in the same way. An estimate of the physical measure and all of the Lyapunov exponents with respect to that measure are then computed using a similar single-step method.
A method of computing the Lyapunov exponent of a piecewise C 2 expanding interval map that uses a construction similar to (9) may be found in Boyarsky 2] .
In the case of piecewise C 2 expanding maps, (where the expansiveness depends to some extent on the (non-Markov) partition used), Ding & Zhou 5] show convergence of the invariant measure n in (11) to the unique absolutely continuous measure .
7 Proofs 7.1 Coding and the Perron-Frobenius operator
We begin by outlining the machinery that is required for the proofs. We shall make use of the coding that is available to us through the Markov partitions. In this subsection, T will be an expanding mapping, and we think of the Markov partitions as those one has for expanding maps. Much of the following may be found 
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The importance of this fact is that we may project these xed points down from + B to M and obtain = ?1 and N = ' N ?1 .
The Rokhlin/Pesin formula and Lyapunov exponents
The second main ingredient in the proof of (13) is the Rokhlin/Pesin formula. We state the result for the case of Anosov maps (see p.294 11]), which also covers the expanding case. and we think of 1 < as being very close . A word on notation. For the purposes of this proof, we will assume that our original partition P has n sets, and that the partition P N has n N sets. When we write an element of P N as A i 0 i 1 i N?1 , we mean T N?1 j=0 T ?j A n;i . If we do not care how an element of P N was generated, we will sometimes write A N;i 2 P N , 1 i n N . 
Lyapunov exponent and entropy estimates
Proof of the Anosov case
There are two things that we must deal with. Firstly we must prove convergence of the approximate invariant measures N to the physical measure , and secondly we must prove the entropy estimates h n converge to the true entropy h (T). As in the expanding case, we have log % N = 0 for all N 0, so convergence of N In order to make use of the result that we have for expanding maps, it is necessary to somehow convert our hyperbolic map into an expanding map. The standard way to do this is to project the dynamics onto segments of unstable manifolds running across our Markov partition sets. To be precise, we form a subset of M that contains the points that stay in the interiors of the partition sets for all time:
This set is T-invariant and has full -measure. For each A N;i , we choose and x an x i 2 Int A N;i , and de ne an \expanding space"
which is the disjoint union of segments of unstable manifold. Each time we re ne our partitions P N , we will produce a new expanding space X N .
We project the dynamics onto these unstable segments. De ne a projection N : M 0 by T E;N x = N (Tx). Note that the projection of a Markov partition for T on M 0 N is a Markov partition on X N for T E . The map T E;N will have a unique absolutely continous invariant probability measure E (where for brevity we leave out the subscript N).
As in the expanding case, we will approximate the weight function ? log j det D x T E;N j using functions that are constant on cylinder sets of increasing length. There are two steps to go through in order to connect the equilibrium state for (u) 
Constructions on Sequence Space
, where is the SBR measure). However, we cannot attempt to nd ' as the natural extension of some equilibrium state on + B , because our weight function ' strictly depends on past coordinates and cannot be de ned on + B . To get around this, Lemma 1.6 1] shows that one can always nd another function # : + B ! R + such that the equilibrium state for ' is equal to the equilibrium state for # (still treating the two-sided shift on B ); symbolically, ' = # (y). In fact, we will construct a sequence f# N g of such functions, each of which satis es (y). Unfortunately, the de nition of the function # N is rather complicated, and we would prefer to approximate ' directly using our piecewise constant approximation ' N , where ' N in the Anosov case is de ned by (29) In view of (y), E;# N is simply a projection of ' onto the induced expanding system. We then proceed as: ( ' and E;# N coincide on N-cylinders) and (29) =) E;' N close to ' on N-cylinders: Finally, it follows straight from the de nition that N and E;' N coincide on N-cylinders in B . Letting N ! 1 will give us the required convergence of N to ' . We will now make this rigorous.
It will be useful to de ne B N to be the n N n N transition matrix for the partition P N . We will denote the corresponding two-sided and one-sided sequence spaces by B N and + B N respectively. We may identify a partition set A N; 
Combining (33) The measure N simply spreads the weight given to each partition set evenly over each set.
We proceed rstly for systems whose SBR measure is absolutely continuous with respect to Lebesgue measure (and have density ). Note that we may nd a universal constant 
We split our estimate of k ? N k L 1 into two parts. We rst compare with N , and then compare N with N . For the former comparison, we simply note that as (the density of ) is C , and and N have the same integral over each partition set, a simple H older continuity estimate will provide us with convergence. As for the latter comparison, we use Lemma 7.5. We now treat the case of Anosov systems with non-absolutely continuous SBR measure . In this situation does not have a density , and we lose the easy H older continuity bound provided by . We instead prove that N converges to weakly, but at the same rate as before. We again split the di erence ? N into two parts. k ? N k w k ? N k w + k N ? N k w :
We may treat the second term as above, noting that k N ? N k w k N ? N k L 1 . For the rst term, we proceed as follows. 
Lyapunov exponent and entropy estimates
We now move on to the order of convergence of the approximate metric entropy to the true value. The proof follows in a similar manner to that for the expanding case. We de ne a piecewise constant function N : M ! R + that will approximate 4 For convenience, we use the de nition of Q N and P N given in Remark 5.4 (ii). The same result is true for Q N and P N constructed as in (9) and (10) We again project the dynamics onto the unstable sides of the Markov partition sets, and use the results for expanding maps to obtain estimates for the unique absolutely continuous measure on the unstable sides. The measure on each unstable side is then distributed back over the entire set to give an estimate of the SBR measure. Recall that our Markov partition sets are blurry images of pieces of the attractor, which is really a product of an interval with a Cantor set. The weight that is given to each partition set is an estimate of the SBR measure of the parts of the attractor contained in that partition set. As our partition is re ned, it approximates the Cantor structure more nely. Inequalities (37) and (40) still hold, and the result concerning the rate of convergence for the SBR measure estimates follows as in the Anosov case for non-absolutely continuous . The proof of the rate of convergence of the entropy estimates also follows as in the Anosov case; we are able to equate the sum of the Lyapunov exponents with the entropy by following the nal paragraph in the next section, noting that Theorem 4.11 of Bowen 1] tells us that the pressure log % = P(T) = 0 for attractors.
Proof of the Axiom A (non-attracting) case
The proof follows along the lines of the Axiom A attractor case. As in the non-attracting case, our Markov partitions are a blurry picture of a Cantor set, and contain lots of points that shouldn't really be there. And again, the weight given to one of our Markov partition sets will approximate the weight given to that part of the Cantor set contained in the partition set.
In the case of a non-attractor, we must construct ' N directly, using the matrix Q N in equation (9) rather than indirectly through P N in (15) and a similarity transformation, as in the other three situations. The proof that N ! follows exactly as described in x7.4.3 for Anosov systems with non-absolutely continuous , and equation (12) goes through as in the proof of convergence of entropy in the Anosov case, with the appropriate rate of convergence.
One di erence in this case is that the maximal eigenvalue of L is not unity, but some number % strictly less than 1. The facts that this maximal eigenvalue % is simple, positive, and equals exp(P( )), where P( ) is the pressure of the shift , may be found in Theorem 2. 2 13] . The maximal eigenvalues % N of the matrices Q N converge to % by standard spectral approximation theory, as we have norm convergence of L E;' N to L E;# N ; the result that % N ! % follows along the lines the proof of Proposition 7. We need now only connect the Lyapunov exponents and pressure with the metric entropy; this will follow from the variational principle. Theorem 3. 7.7 Errors from using inexact Markov partitions in Example 6.4
We give a brief error analysis for the use of inexact Markov partitions in Example 6.4. The matrices Q N provide us with an approximation of the Perron-Frobenius (or transfer) operator of T; in fact, we have seen that Q N is a representation of a nearby Perron-Frobenius operator L ' N . By using an approximate Markov partition, we now have two errors in the weight function '. Firstly, the error from using ' N , the piecewise constant approximation to ', and secondly because of the the extra error in this piecewise constant approximation due to the slightly inaccurate Markov partition sets. We have shown that the former error decays exponentially with N. The error due to the inexact Markov partitions may be dealt with as follows.
In order to produce a good estimate of j det D x Tj E u x j ?1 from (9) this result provides a bound for the angle between the tangent vector of @A at x, and E u x , the true unstable direction at x. Because max 1 i n N diamA N;i Const=1:7 N , the boundaries of elements of P N become increasingly linear (as they have a bounded curvature), so that the elements are almost-parallelograms. By combining (i) the exponential alignment of the boundaries of P N with the unstable directions (and similarly, the stable directions), and (ii) the exponential approach to linearity of the boundaries, we see that the extra error incurred in the entries of Q N (and hence in the approximation ' N ) decays exponentially with N.
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