Abstract. This paper introduces a general technique for the construction of multistep methods capable of integrating, without local truncation error, homogeneous linear ODEs with constant coefficients, including those, in particular, that result in oscillatory solutions. Moreover, these methods can be further adapted through coefficient modification for the exact integration of forced oscillations in one or more frequencies, even confluent ones that occur from nonhomogeneous terms in the differential equation. Our procedure allows the derivation of many of the existing codes with similar properties, as well as the improvement of others that in their original design were only able to integrate oscillations in a single frequency. The properties of the methods are studied within a general framework, and numerical examples are presented. These demonstrate the way in which the new algorithms perform distinctly better than the general purpose codes, particularly when integrating the class of equations with perturbed oscillatory solutions. The methods developed are mainly applicable to the accurate and efficient integration of problems for which the oscillation frequencies are known, as occurs in satellite orbit propagation. The underlying ideas have already been applied to the improvement of some Chebyshev methods that are not multistep.
Introduction.
There are examples of oscillatory problems in which the free or forcing frequencies are fairly well known, and the difficulty lies in finding highly accurate and efficient numerical solutions. This occurs in applications involving the propagation of artificial satellite orbits, and, in particular, in those of geodesic inclination, in which the positions are routinely determined with errors of only centimeters over distances to the order of 10,000 km, and the numerical predictions sometimes reach arcs of hundreds or even thousands of revolutions. From among the great variety of applicable numerical methods, several fixed-stepsize multistep codes specially designed for the integration of orbital problems stand out because of their efficiency; methods such as those of Stiefel and Bettis and others that will be described later. The aim of this paper is to present a general procedure that allows us to obtain this class of well-known algorithms both simply and in one single procedure, allowing us, in addition, to obtain other new ones with better performance qualities for a wider class of problems.
Let us consider, in the closed finite interval [a, b] , the scalar IVP 
where f is a continuous function with continuous derivatives towards a certain order m + k and satisfying all conditions for the existence and uniqueness of solutions, and P (D) is the operator (D − λ 1 ) . . . (D − λ m ), λ 1 , . . . , λ m being either real or conjugated complex constants. Our approach aims to find a general procedure which allows us to construct multistep methods with coefficients dependent on the step, which can integrate exactlythat is to say, without local truncation error-not only the homogeneous linear problem P (D)y = 0, but also the nonhomogeneous IVP (1) in the case where f is a certain Fourier polynomial in one or more frequencies. We can say that an algorithm thus constructed is adapted to (1) . Several authors have had the idea of adapting a numerical method to the exact integration of certain functions. The diversity of available adapted multistep methods can be roughly divided into those which integrate exactly the linear part of (1) and those which concentrate on adapting themselves to a particular solution of the complete problem, and, as far as we know, there is no available example of the combination of both procedures.
The adaptation to the linear part of the equation is relatively simple and is independent of the considered equation. The idea behind this can be found in Hersch [31] and later in Deuflhard [15] , who focused on the derivation of extrapolation methods that are implicit or explicit, according to the form of the differential equation to be integrated. However, neither of them obtained multistep methods of maximum order. Different adaptations with such a property have successfully been made for certain equations of order one and two by Norsett [39] , Correas [8] , Jain, Jain, and Anantha Krishnaiah [32] , Anantha Krishnaiah [1] , Martín and Ferrándiz [34] , and Denk [12] .
The adaptation to the particular solution is more complicated and in the derivation of the different algorithms, a distinction is made between real and complex exponentials. The first and best-known examples of adaptation to a particular solution correspond to oscillatory cases, sometimes including resonances through the presence of polynomial factors. We can quote the pioneer work by Gautschi [26] or the later work by Sheffield [47] and Stiefel and Bettis [53] who modified the last coefficients of the Cowell method so that the resulting code can integrate a harmonic oscillation without truncation error. This process was subsequently extended by Bettis [2] , [3] to methods of Adams-Bashforth, Adams-Moulton, and Störmer, of any order. The algorithms were modified to enable the exact integration of Fourier polynomials in one or several frequencies multiplied by ordinary polynomials, which requires the changing and computation of a certain number of pairs of coefficients, using quite complicated algorithms, and their performance in orbital problems is remarkably good. Lyche [33] made a fruitful theoretical attempt at generalizing the adaptation process, although he adopted Bettis' algorithms for the computation of coefficients. His results were used by Raptis and Allison [42] , Raptis [41] , and recently by Simos [48] , [49] , [50] for the integration of real exponentials. Recently, similar algorithms, in the case of one frequency, were obtained by Vanthournout, Vande Berge, and De Meyer [57] relying on a rather wide theoretical basis of mixed (polynomial + trigonometric) interpolation theory (see De Meyer, Vanthournout, and Vande Berge [9] , [10] ) and expressions for the local truncation error were provided. On the other hand, Denk [12] built a predictorcorrector method and a code called EPOCH, allowing automatic stepsize control for low orders, useful for highly oscillatory problems but in a single frequency. To give an idea of the complexity of the coefficients computation let us say that the author only explicitly provided a scheme with two derivative evaluations. As complementary references, we can mention Neta and Ford [38] based on the Gautschi idea and Van Dooren [55] , [56] based on the Stiefel-Bettis paper.
The stated algorithms are used nowadays in different fields, such as quantum mechanics (Simos [49] and the given references), where the methods are adapted to real exponentials, or in celestial mechanics (Ferrándiz, Vigo, and Martín [24] and references quoted there), where the methods are adapted to trigonometric functions. Some special techniques are also available to control the error growth in long-term integrations of perturbed oscillatory problems (Ferrándiz, Vigo, and Martín [24] , Fairén, Martín, and Ferrándiz [17] ).
In the second section of the paper we deal with the adaptation of a multistep algorithm to integrate homogeneous linear equations without truncation error. The study is performed in a unified way, and the results, especially as to consistency and convergence, are valid for all the examples presented, including different existing methods by Norsett [39] , Franco, Correas, and Petriz [25] (PFML code), Martín and Ferrándiz [34] (SMF code), Denk [12] (EPOCH with fixed stepsize) and others. No additional particular proofs are required for the different particular cases.
In the third section, we deal with the adaptation of a multistep code to the exact integration of a forced oscillation, giving a new simple general procedure for the computation of coefficients. In the next section we consider the exact integration of oscillations in two or more frequencies, whether confluent or not. In all the cases, theoretical results given are those that ensure efficient behavior of the integrators in more general problems, usually perturbations of the "exactly" integrated.
The paper ends with a section presenting some numerical examples. The majority are classical problems appearing in this paper's context that have already appeared in several of the quoted references. A typical example of the theory of perturbations with more problematic behavior has been added, the calculation of stable and unstable solutions close to the periodic solutions of Mathieu's equation [37] , [45] . Integrations with several algorithms included in our general frame (Bettis, PFML or SMF already in existence and other new ones) are compared to other special methods of a different origin, such as those of Denk [12] , Deuflhard [15] , Panovsky and Richardson [40] , or Shampine and Zhang [46] , the last two being based on totally different ideas. The gain in accuracy and efficiency seems clear in all the cases considered. Finally, we must point out that some of the ideas from this paper have been successfully applied to the adaptation of some codes without a multistep character and, therefore, not included in the above analysis. In particular, the adaptation of the Panovsky and Richardson [40] Chebyshev methods has been performed and tested in celestial mechanics problems, (see Richardson and Vigo [44] ).
2. Methods adapted to linear equations. Through the basic theory of difference equations we know that, given h > 0, the solution of the difference equation
where L(E) = (E − e λ1h ) · · · (E − e λmh ), is the sequence (y H ) p = y H (a + ph), p ∈ N, y H (x) being the solution of the homogeneous problem deduced from (1) by setting f = 0.
This recurrence naturally defines a multistep method which exactly integrates the homogeneous problem (1) and has the maximum algebraic order (see Gautschi [26] ). The most classic examples of this type of algorithm are the methods of AdamsBashforth and Adams-Moulton for first-order equations and those of Störmer and Cowell for special equations of second order, corresponding to the simplest cases in which λ i = 0 ∀i. For nonvanishing λ i , a precedent can be found in the algorithms designed by Norsett [39] for the integration of real exponentials and later examples can be found in Correas [8] and in Jain, Jain, and Anantha Krishnaiah [32] . The underlying idea in all these methods is the clear relationship between the difference equations and the discretization of differential equations. This simple idea will be used systematically in this section (as was first done by Vigo [59] ) to obtain a general unified formulation that includes all the previously mentioned methods as particular cases, and allows us to automatically derive algorithms that fit a particular problem of the class being considered, such as that presented in [21] . The use of generating functions is the most direct and simplest procedure for constructing this family of methods and also has the advantage of an easy calculation for the coefficients, especially with the help of a symbolic processor.
To express L(E)y(x) depending on f (x) = f (x, y(x)), we proceed by symbolically writing hD = log(E),
To write (3) in terms of the differences of f (x) at a point x − sh, s ∈ Z, it must be remembered that
with which we obtain
Consequently considering, for each s ≥ −m given, the multistep method of
the coefficients β j (dependent on λ 1 h, . . . , λ m h) being those which are obtained through the McLaurin series about ξ = 0 of the generating function
that is analytic at ξ = 0. Theorem 2.1. For each s given, the multistep method of m + k + s steps (6) is convergent of order k + 1. Its local truncation error can be expressed in the form
Moreover, such a method integrates, without local truncation error, the problems (1) in the cases where f (x) belongs to the space generated by the linear combinations of
Proof. To give an analytic proof of (8) we write the solution of (1) in the form y(x) = y H (x) + y F (x), y H (x) being the general solution of the homogeneous problem and y F (x) the particular solution. Remember that y F (x) can be written as 
z, z 1 , . . . , z m−1 being appropiate arbitrary constants.
In the sequences
With an easy calculation we obtain 
The change of variables x = x n + sh, 
Observing that the differences satisfy the identity (13) equation (12) can be expressed as
where 
Such coefficients obviously come from the generating function 
that coincides with G s (t, λ 1 , . . . , λ m ) Consequently, the operator providing us with the local truncation error of (6) is written in the form
, we can write (17) as (18) and it suffices to take C k+1 = β k+1 to prove (8) .
Corollary 2.2. If we divide the solution of (1) into its homogeneous component y H (x) and a particular solution y F (x), y(x) = y H (x) + y F (x), then for each s given the multistep method (6) is convergent of order k + 1, and its local truncation error is of the form
Remark 2.1. In the case of a perturbed problem where y F = O(ǫ) in a certain time interval, ǫ being a small perturbation parameter, equation (19) indicates that L A contains a factor of O(ǫ) as well as O(h m+k+1 ), which brings about a clear shrinking of the error. The said property will be looked at in more detail in later papers [23] .
The usual cases are the implicit method, s = −m and the explicit, s = 1 − m. Various examples can be seen for these cases.
Example 2.1. For equations of the type y (m) = f (x, y), we obtain the generalization of the Adams-Bashforth and Adams-Moulton classic methods using the operator
m . The generating functions for the cases s = −m and s = 1 − m are
Example 2.2. For equations of the type y ′ + αy = f (x, y), we obtain the modification of the Adams-Bashforth methods, already considered by Norsett [39] . The operator used is L(E) = E −e αh and the resulting generating functions for the implicit case s = −m and the explicit case s = 1 − m are
Example 2.3. For equations of the type y ′′ + ω 2 y = f (x, y), ω ∈ R, using the operator E 2 − 2 cos(ωh)E + 1 we obtain PFML methods (Franco, Correas, and Petriz [25] ) whose generating functions are
These methods have also been approached by Jain, Jain, and Anantha Krishnaiah [32] in terms of P-stability. In the same way as the code in the following example does, they are able to integrate exactly harmonic oscillator equations y ′′ + ω 2 y = 0. When necessary, to emphasize the method dependence on the parameter ω, we refer to the method as PFML(ω).
Example 2.4. For equations of the type
we obtain the generating functions when s = −m (i.e., the implicit case) and when s = 1 − m (i.e., the explicit case)
The explicit method coincides with EPOCH code (see Denk [12] ) if we restrict it to a fixed stepsize. The Taylor expansion of the generating function shows misprints in EPOCH coefficients; they should read
(bh) 2 ,
in the formulation in differences. We call this method EPOCH(ω). Observe that this method reduces to the PFML code when a = 0. Example 2.5 (systems). The equation y ′′ + ω 2 y = f (x, y), ω ∈ R can be transformed into the system
Agreeing with the above, the chosen L(E) operator will be
which brings us to the method with ρ polynomial
and, therefore, their respective generating functions are
This method, known as SMF, is implicit in Norsett [39] . A more complicated deduction based on Scheifele's G-functions [52] can be found in Martín and Ferrándiz [34] . Its behavior in satellite problems can be found in [35] . Again, when necessary, we call this method SMF(ω).
Example 2.6. For equations of the type y ′′′ + ω 2 y ′ = f (x, y), using the operator E 3 − aE 2 + aE − 1, a = 1 + 2 cos(ωh) we obtain the generating functions for the implicit and explicit case
This code was built by Ferrándiz and Vigo for improving the integration of time in some problems of satellite dynamics, as shown in [21] .
Remark 2.2. The stability of the method (6) cannot be treated with the same facility as the previous deduction since the stability of (6) depends on L(E). For example, for y ′′ = f (x, y), and extended concept of P-stability may be found in [6] . In the case where the method is zero-stable, its convergence is shown following wellknown techniques (consistency + stability → convergence).
Remark 2.3. It is evident that the aforementioned approach is valid for any L(E) operator which includes the solution belonging to (2) in its general solution. Example 2.7 is a case of this kind of recurrence; however, it has little practical relevance.
Example 2.7. Considering equations of the type y (m) = f (x, y) we can choose the operator L(E) = ((E − 1)(E + 1)) m . Evidently, in its solutions this operator contains those of the homogeneous problem, and brings us to the generalization of Milne and Simpson's classic methods (Henrici [29] ), obtaining the generating functions:
Remark 2.4. Let us look at, in the closed finite interval [a, b], the scalar IVP
For each s given, the aforementioned procedure allows us to consider the method of m + k + s steps
β j,n being the coefficients of the MacLaurin expansion of the functions
3. Adaptation to forced oscillations in one frequency. We have two objectives in this section. On the one hand, the unification of the different versions given for the adaptation of multistep methods. This shows that any "departure" multistep code can be transformed by a general procedure into a new one. This is able to integrate, without truncation error, a harmonic oscillation that emerges from the right side of (1), aptly named forced for this reason. Note that Examples 2.3 and 2.4 do not belong to this class of methods, since they exactly integrate free oscillations, that is, ones not arising from a forcing term f . On the other hand, another objective is to find simple effective general algorithms for the calculation of the adapted coefficients. The following results generalize previous work of the authors [22] .
In the closed finite interval [a, b], we consider the real scalar IVP
i being the imaginary unit. For its numerical resolution let us use one of the multistep methods of m + k + s steps and fixed stepsize h
which integrates the homogeneous problem exactly. Let us suppose from now on that the coefficients β j have a generating function like (7), analytic in |ξ| < 1. In order to be able to state results concerning the stability of the new methods, let us suppose that this departure method is stable and convergent of order k + 1 with local truncation error as in (8) .
The fact that the said method exactly integrates the differential equation (34) is equivalent to saying that, in the case f (x) = e iωx , the difference equation
should hold. This leads us to the identical satisfication of
In this particular example, in which f (x, y) = z x/h with z = e iωh , we arrive at f p = z p , and thereby applying the commutation formula of the operator E to achieve the result
which can be similarly expressed as
Taking ξ = 1 − 1/z we are led to the following definition. Definition 3.1. We call a method (35) adapted to a constant frequency ω if it can be deduced from (35) by substituting the β j coefficients for the new onesβ j = β j [ξ], the first k − 1 of which coincide with those of (35) andβ k−1 ,β k are determined assuming that they are real along the path ξ = 1 − e −iωh and that the equation
holds on the same circle.
If the departure method (35) is characterized by a pair of polynomials (ρ, σ), its adaptation to a constant frequency ω can be referred to, more briefly, as ω − (ρ, σ) or ω-method (ρ, σ).
Given the definition of the β j 's, condition (40) can be reduced to the form
Using routine methods of complex variables, it is easy to prove the following proposition which ensures that the methods of Definition 3.1 do exist.
Proposition 3.1. The two final coefficients of the ω-method (35) can be extended to analytic functions which satisfy (41) and, furthermore, i) are real on the closed curve ξ = 1 − e −2iσ , ii) satisfy
Proof. To impose that the coefficients defined by (41) should be real functions along the closed curve γ : ξ = 1 − e −2iσ implies that the equalities
are satisfied on γ, where the bar represents the complex conjugation. Subtracting both equalities we get
Even so, along the curve γ, we have (ξ − 1)(ξ − 1) = 1 and, therefore,
so that for m ≤ 1,
and, finally,
always on the closed path γ. The relation β k [0] = β k is obvious.
As the coefficients β m+k−1 come from the development of the generating function (7) which converges in |ξ| < 1, both series are convergent in the open set
and (48) defines an analytic function that satisfies (44) on the part of γ included in U .
If we establish The condition on the derivative of β k−1 is obtained by taking derivatives in the first expression which appears in (43) , and provides
= 0 can be obtained by taking derivatives in (48) and evaluating them at the origin, which completes the properties of the coefficients expressed in the statement.
Corollary 3.2. The functions β k−1 (h) and β k (h), which stem from substitut-
, have the following expansions at h = 0:
where the dots represent derivatives with respect to h. Theorem 3.3. The ω-method (35) of m + k + s steps is consistent of order k + 1. The local truncation error is of the form
Proof. If L B represents the operator which provides the local truncation error of the ω-method (35), in agreement with the Corollary (3.2), we achieve the result
Bearing in mind (8) and that the differences ∇ satisfy
Using (50), a simple calculation yieldsβ k−1 (0) = 2β k+1 and as C k+1 = β k+1 , we obtain the formula (52) of the statement.
Note that the algorithm tends to (35) if ω goes to zero. In addition, applying well-known results of Grigorieff [27] and Stetter [51] proves the following.
Theorem 3.4. The ω-method (35) of m + k + s steps is stable and convergent of order k + 1.
Example 3.1 (first-order Bettis predictor). The construction of the k steps ω-Adams-Bashforth method obliges us to look for coefficients
along the closed curve ξ = 1 − e −iωh . The form of the local error is
Example 3.2. The k steps ω 1 -PFML corrector forces us to look for coefficients
holds along the curve ξ = 1 − e −iω1h . Notice that with this code we can integrate, without truncation error, two oscillations in the frequencies ω (free) and ω 1 (forced by the term f(x,y)); of course, we can take ω 1 = ω.
The following result refers to the asymptotic behavior of the discretization error when h tends to zero and
Theorem 3.5. In the absence of initialization and rounding errors, the discretization error in the m step, E m , satisfies the relation
for h tending to zero, e being the solution of the IVP
The proof is mainly a repetition of Henrici's Theorem 4.2 ([30, p. 25 ff]) and we will omit it. Note that in equations (52) and (59) y F (x) can be used instead of y(x) as in Remark 2.1, which means a reduction in the error of the order of the perturbation parameter when integrating perturbed problems.
3.1. General formulae for the calculation of the coefficients adapted to one frequency. In practice, the possibility of applying any of the special methods depends very strongly upon the simplicity of programming the algorithms for computing the coefficients involved. Bettis considered this kind of problems in detail, providing different algorithms for small ωh (using series expansions) and for larger ωh (using auxiliary recurrences), applicable to the modified Adams-Bashforth, Moulton, Störmer, and Cowell methods of any order. More recently, Vanthournout, Vande Berge, and De Meyer [57] constructed algorithms which do not depend upon the value of ωh, in particular for the Adams-Bashforth, Moulton, Milne-Simpson, and Nystrom methods. These algorithms require the use of recurrences and compute quadratures which should be carried out by the user following the indications given in the paper, if orders larger than four are desired. Vigo [59] develops simple procedures for computing coefficients for any departure method. These procedures are independent of the choice of L(E), requiring only the knowledge of the generating function.
Equation (40) can be expressed as
Recalling that ξ = 1 − 1/z = 1 − e −2iσ , σ = ωh 2 , we obtain
where
and the restriction |ξ| < 1 can be written as mod(θ, 2π) ≤ π/3. Supposing that β k−1 [ξ] and β k [ξ] are real on the closed curve γ, we can separate the real and imaginary parts in (60) and find
from which we obtain
which is a real solution of (40) . Of course, the presence of the divisor sin θ poses no problem, since sin jθ/ sin θ exhibits no unavoidable singularity and we can perform the division if necessary.
At this point we observe that the series ∞ j=0 β j+k−1 r j cos jθ and ∞ j=1 β j+k−1 r j sin jθ converge uniformly for every θ, since the series ∞ j=0 β j r j 0 , are convergent for |r 0 | < 1. The Weierstrass theorem allows us to conclude the convergence of (64) on the compacts in the unit disk.
The following extension of the Horner algorithm which is found in Deprit [13] will be useful to derive a simple procedure for the calculation of the coefficients.
Lemma 3.6. Let (F n ) n≥−1 be a sequence of functions such that, for any n ≥ 1, there exist triple functions a n , b n , and c n , which satisfy the identity a n F n + b n F n−1 + c n F n−2 = 0. (65) Given an integer N ≥ 0 and a sequence (f n ) 0≤n≤N of functions, we construct a sequence of functions (G N n ) −2≤n≤N by induction over n:
Taking in this case f n = β n+k−1 and a n = 1 r 2 , b n = −2 cos θ r , c n = 1, (n ≤ 0),
we can define
and by virtue of Lemma 3.6 and (64) we get
To summarize we have the following proposition. 
Just as in Stiefel and Bettis [53] , we have introduced the parameter u = r 2 = 4 sin 2 (σ). The error in the coefficients comes from the truncation of the series. In the ordinary cases in which σ is small, a low value of N (for example, 20) is enough to provide a reasonable accuracy in
. For larger σ, it could be useful to take advantage of equations (40) and (41) in order to estimate the goodness of the approximation for a chosen N .
Finally, it is easy to deduce the following algorithm for the derivatives with respect to u of the coefficients:
Remark 3.1. The modified coefficients are Chebyshev series, that is to say, series in the Chebyshev polynomials of the first and second kind. There are algorithms, apart from Deprit's, which allow us to compute series in special functions. See, for example Deuflhard [14] . 
For its numerical treatment, let us choose the multistep method (35) of m + k + s steps and fixed step h. For the said method to integrate exactly (73), we must find a set of coefficients γ n (ξ) so that the equalities
are satisfied when ξ takes all the considered values ξ j = 1 − e −iωj h . Furthermore, they must satisfy the condition γ n (ξ j ) = γ n (ξ j ) to be real, where the bar represents the conjugation. A solution to (74) can be obtained in the way that the γ coefficients, excepting twice the number of complex exponentials that we want to integrate exactly, coincide with the departure method's β coefficients.
4.1. General formulae for the calculation of the coefficients adapted to several frequencies. The process is recursive and in order to calculate the coefficients adapted to n given ω's, it is necessary to have some knowledge of their coefficients adapted to n − 1 and the coefficients adapted only to the remaining ω.
Let us consider the case of two exponentials and let β k [j] = β k [ξ j ] be the coeffi-cients adapted to ω j . By virtue of (74), relations
should hold for both ξ = ξ 1 and ξ = ξ 2 , and simple algebra leads to
Adding the two conjugated equations gives a system in four unknown quantities γ j − β j [1] , whose solution can be easily found. Using Mathematica, we get the expressions
with u i = 4 sin 2 σ i . The calculation of the coefficients β j [i] is achieved in the same way as in the previously examined case with one frequency. Naturally, when ω 1 and ω 2 are very close, the expressions (77) are not suitable due to the presence of u 2 − u 1 in the denominator. In these cases, it is better to use coefficients for confluent frequencies, which can be deduced from the aforementioned by simply taking limits for ω 2 → ω 1 = ω, thereby obtaining
Notice that taking into account the analyticity of the functions β k , β k−1 and that u = ξ + ξ = ξ 2 ξ−1 on |ξ − 1| = 1, a line of argument similar to that used in Proposition 3.1 allows us to establish that γ(ξ 1 , ξ 2 ) is partially holomorphic and continuous with respect to (ξ 1 , ξ 2 ) in a neighborhood of (0, 0), therefore analytic in (ξ 1 , ξ 2 ) = (0, 0). Proceeding in the same way, it is possible to obtain expressions for three and four exponentials, etc. More details on the solution of the proposed systems appear in [58] and [59] . Other methods of calculation and analysis that do not use the subtraction of coefficients exist and will be presented in future papers. For the sake of brevity, the method adapted to two constant frequencies ω 1 , ω 2 will be referred to as (ω 1 , ω 2 )-method and that adapted to a double frequency ω as ω (2) -method, extending this notation to a larger number of frequencies.
Expression of the local truncation error.
The results in this section extend those given in section (3) for the cases of adaptation to two frequencies and to a double frequency.
Let β j be the coefficients of method (35), β j [ξ] those adapted to a single frequency, ω and γ j those adapted to a double frequency ω. We can state the following lemma.
Lemma 4.1. The final coefficients of the ω (2) -method (35) of m + k + s steps have the expansions
Proof. It is sufficient to use (78) after considering the equalities
Theorem 4.2. The ω (2) -method (35) of m + k + s steps is consistent of order k + 1. The local truncation error is of the form
where C k+1 is the error constant of the departure method (35) .
Proof. The proof is similar to that given in Theorem 3.3. Let L A be the operator which provides the local truncation errors in the method (35) and L β the operator which provides this error in the respective adaptation. Taking into account the previous lemma, we get
Again, the relationsβ k−1 (0) = 2β k+1 , C k+1 = β k+1 and the identities satisfied by the elementary symmetrical functions allow us to arrive at the conclusion.
Let β j be the coefficients of the method (35) 
Theorem 4.4. The (ω 1 , ω 2 )-method (35) of m + k + s steps is consistent of order k + 1. The local truncation error is of the form
where C k+1 is the constant corresponding to the method (35) .
Note that by fixing, for example, ω 1 in the expressions (83) and (84) and taking ω 2 → ω 1 , we obtain (79) and (81).
Under the same assumptions as in the previous section, we can state the following theorem.
Theorem 4.5. The ω (2) -method (35) of m + k + s steps is stable and convergent of order k + 1.
Theorem 4.6. The (ω 1 , ω 2 )-method (35) of m + k + s steps is stable and convergent of order k + 1.
Finally, let us point out that there exist results similar to those of Theorem 3.5. The explicit expression relative to the propagation of the discretization error can easily be established.
Numerical examples.
The aim of this section is to illustrate the behavior of some of the methods proposed by the authors in some representative problems, including comparisons with special codes designed for oscillatory problems. Among them, we have chosen some with well-reputed performances, such as EPOCH (Denk [12] ), KEPLEX (Deuflhard [15] ), CHEBY2 (Panovsky and Richardson [40] ), PFML (Franco, Correas, and Petriz [25] ), and SMF (Martín and Ferrándiz [34] ). We have not included comparisons with standard codes, experiments with one frequency, or experiments which illustrate the effect of variations of the small parameter in perturbed problems because we consider them to be sufficiently well treated in the literature (see [19] and the references therein). Besides the three examples below, the reader is directed to an example of regular Celestial Mechanics published in [21] , in which a special equation which left-hand-side y ′′′ + y ′ is integrated. All the data has been generated on a PC 80486DX2 in Lahey's L77L-EM/32 FORTRAN which, working in double precision floating-point arithmetic, allows an approximate accuracy of 16 significant figures.
Example 1: A harmonic oscillator with a resonant forcing term. This example has been considered on several occasions in the literature, from Stiefel-Bettis [53] to Denk [11] . The problem to be integrated is
In Table 1 we display the absolute value of the error in the real and imaginary parts of y(x) = y 1 (x) + iy 2 (x), at the end point x = 40π, the value of ǫ being 10 −3 . Column four corresponds to the number of derivative evaluations, and the fifth one to the tolerance or the steplength for fixed step methods, written with a parenthesis. The results labeled EPOCH are those given by Denk in his thesis [11, p. 93] . KEPLEX corresponds to the code provided by Deuflhard. The results labeled AUTHORS correspond to the adaptation carried out by the authors of Denk's method of order 12 restricted to a fixed stepsize (Example 2.4), so that frequency 1 is double. Clearly, this code is the most precise and efficient as it gives six or seven more exact digits than the other two for the same number of evaluations. In this turn, KEPLEX is more efficient than EPOCH, although the differences are not so striking. Figure 1 refers to the same example, for values ǫ = 10 −2 and ǫ = 10. The horizontal axis shows the number of evaluations and the vertical one, the decimal logarithm of the absolute error of y(x). The same tolerances, orders, and steps have been used as in Table 1 .
To complete this example, we considered it opportune to compare some of the methods included in our general formulation with each other. In Figure 2 , we have taken two recent well-known methods, the PFML (Example 2.3) and the SMF (Example 2.5), and have compared them with the new codes obtained by the authors as the corresponding adaptations to a double frequency, in our terminology ω−PFML(ω) and ω−SMF(ω). With the aim of illustrating their behavior throughout the integration, we present the logarithms of the absolute errors of the respective predictors of order 8 and stepsize π/12, calculated at each step. The horizontal axis shows the value of the independent variable, as in Figures 3 and 5 . Two new codes are also included which are the adaptation of Falkner's formulae (see [7] ) for simple and double frequency, Figure 3 .
Example 2: A test problem in regular Celestial Mechanics. This example has been considered as a test for special numerical methods by several authors, such as Stiefel and Bettis [53] , Deuflhard [16] , and Shampine and Zhang [46] , so it is of particular value for making comparisons. The nonlinear Newton equations of motion corresponding to a perturbed two-body problem can be transformed into perturbed linear oscillator equations by applying some transformations of variables, mainly the Kustaanheimo-Stiefel (KS) one [52] that was the first discovered, and the Burdet-Ferrándiz (BF) one [18] , [20] . In both, the number of spatial coordinates is raised from three to four and the independent variable-the time-is changed to a new variable defined through a differential equation.
The equations of the main problem of the artificial satellite have been integrated in the plane case, which is completely integrable [54] . After applying the KS transformation and performing some simplifications we reach the system where The motion of r is periodic, and the period for e = 0.5 is p = 2 * 4.4395413186376. We have integrated the problem from t = 0 to t = 40 p using different methods and found the errors as the absolute value of the difference between the calculated value of r and the exact value at the last point. One of the methods is that of Deuflhard, for which the KEPLEX code provided by the author himself has been used. Among the special methods covered by our formulation, we have selected two adapted to the frequency ν. The first is that of Bettis for equations of order one, writing (86) as a system, working in predictor mode and order 8. The second is the PFML implemented in predictor-corrector mode and order 8. Both codes have been programmed by the authors, so that the coefficients have been computed following our own procedure that is simpler than the original ones.
All the results are summarized in Figure 4 in which the vertical axis represents the error logarithm and the horizontal axis, the number of evaluations of the derivatives. To complete the table we have added the results reported by Shampine and Zang [46, Table 2 ] for the same problem that corresponds to the application of the ODEX code [28] to certain equations obtained from the variation of constants method and to equations (86).
As can be seen, the special methods of fixed stepsize included in our formulation are glaringly better than the other methods, in spite of the use of a variable stepsize (which, for this problem, is really superfluous). For the PFML code, the improvement in precision for the same computational cost is of two digits. For the Bettis code of order 8 the same improvement is obtained but with more limitations for the stepsize. Let us also point out that if one prefers to save on evaluations by sacrificing precision, it may be preferable to use a lower order for problems of stability.
Example 3: Solutions near the transition curves of the Mathieu equation. The qualitative nature of the solutions to (88) can be described using the Floquet theory (Coddington and Levinson [5] ). The transition curves which separate stable solutions from unstable ones correspond to the periodic solutions to (88). Whittaker (Nayfeh [37] ) obtained an approximation of order O(ǫ 2 ) to these curves and to the ones close to the periodic solutions. To achieve this, he supposed an expansion of the parameter δ and of the solution y in terms of ǫ. Eliminating secular terms and using a symbolic manipulator we have continued his development until order O(ǫ 7 ). Two cases have been selected. 
corresponding to a solution of (88) near to the transition curve. Given the length of the expression for y(x) we will only print the approximation until O(ǫ 4 ). 
The parameter is s = 0 for Example 3a and s = 1 for Example 3b.
In the integration of quasi-periodic problems, we should not forget the advantages that the Chebyshev interpolation brings when it comes to designing algorithms. To compare our codes we have selected the Chebyshev methods recently proposed by Panovsky and Richardson [40] and their subsequent extension, Richardson and Panovsky (RP) [43] . Such methods demonstrate a superior accuracy to the methods of our family in the integration of the transition curve (Example 3a). However, a change in the initial conditions to (90) gives us a nonperiodic solution corresponding to a near transition curve (Example 3b) and we lose the advantage of the integration with the RP method; see Figure 5 . In both cases, the number of calls to the function in the RP method is 467,950 (with a tolerance of 10 −14 ), clearly superior to the number of derivative evaluations 9,569 that our codes need.
In any case, the Chebyshev interpolation is not incompatible with the adaptation techniques presented here and the adaptation of the RP codes has already been studied in [44] .
