ABSTRACT Band selection is an important preprocessing technique for hyperspectral images to select a band subset with representative information and low correlation. However, most methods focus on removing redundant components without loss of original information, but not distinguishing the noisy and lowdiscriminating bands which must be manually removed in advance. To find high-discriminating and highquality bands from the original hyperspectral cube, we propose an importance-assisted column subset band selection (iCSBS) method. First, an active gradient-reference (AGR) index based on iterative reference gradient map is designed to evaluate the importance of each band. Then, the AGR index is incorporated into a column subset selection method to select high-discriminating bands, via simultaneously minimizing the redundancy and maximizing the quality of the selected band subset. Furthermore, as the high dimensionality decreases the contrast between bands, we use Manhattan distance instead of Euclidean distance. The experimental results on three real-world hyperspectral images demonstrate that the proposed method can achieve higher classification accuracy than other state-of-the-art comparison methods, and is especially superior to the geometry-based methods.
I. INTRODUCTION
With the development of remote sensing technology, hyperspectral images can acquire hundreds of bands with wavelengths ranging from visible spectrum to infrared [1] . Different from traditional remote sensing, each pixel of hyperspectral images consists of hundreds of bands. The huge amount of band information can describe materials and objects accurately [2] , however, it inevitably brings some problems in data acquisition, transmission and processing [3] . Especially, in hyperspectral classification, limited training samples will cause the ''Hughes phenomenon'' [4] , which means that in the case of limited training samples, the classification accuracy decreases as the number of bands increases. Meanwhile, numerous bands are highly correlative, i.e., increasing the number of spectral bands may not always increase the discrimination of different ground objects. Therefore, it is necessary to reduce the dimension of hyperspectral images.
Dimensionality reduction of hyperspectral images can roughly be divided into two categories: feature extraction and feature selection. Feature extraction transforms the original data in a high-dimension space to a low-dimension space, such as principal component analysis (PCA) [5] , independent component analysis (ICA) [6] , linear discriminant analysis (LDA) [7] , etc. Feature extraction can reduce the dimension of hyperspectral data, but it cannot preserve the physical meaning of the original data, which may puzzle subsequent analysis and research. Another dimensionality reduction approach is feature selection, which is also called band selection in the field of hyperspectral images. Band selection tries to find a subset from the original bands, which can preserve the physical meaning of the original data. Band selection can be roughly divided into supervised and unsupervised methods. Supervised methods select a band subset, mainly based on the relationship between data points and labeled training samples. However, the acquisition of labeled training samples is very difficult in most cases. Therefore, unsupervised methods are used more widely.
Unsupervised methods usually select band subset with low correlation. Recently, many researchers have proposed a great quantity of methods, which are generally implemented in clustering-based scheme, ranking-based scheme and geometry-based scheme. The clustering-based methods interpret band selection as a clustering problem, which tend to choose the bands close to cluster centers as the desired band subset [8] . Typical examples are the K-Center [9] , optimal clustering-based band selection (GOC) [10] and hierarchical clustering structure using information measures [11] . To make the clustering results more reliable, Yuan et al. [12] proposed a dual clustering method combining context information and taking the spectral and spatial information into account. However, multiple iterations are implemented in these methods, which inevitably increases the computational burden. To avoid this problem, exemplar component analysis (ECA) [13] , and enhanced fast density-peak-based clustering (EFDPC) [14] were proposed. These two methods select desired band subset without iterated procedure, which greatly improve the efficiency of computation. In addition, some researchers believe that the data set consists of several subspaces essentially, so the sparse subspace clustering method was introduced [15] , [16] . In [17] , a band selection algorithm called least absolute shrinkage and selection operator-based (LASSO) method was proposed, however, it is limited in the field of small target detection. In [18] , multitask learning (MTL) was exploited in band selection for the first time. In [19] , a fast and robust principal component analysis on Laplacian graph (FRPCALG) method was proposed, in which hyperspectral data is decomposed into a low-rank matrix and a sparse matrix. Subsequently, k-means algorithm is exploited to group all columns of submatrix into clusters and the bands closing to cluster centers are chosen as the desired band subset.
However, these clustering-based methods mainly focus on removing redundant components without considering the quality of each band, which is inevitably disturbed by noisy bands, resulting in a band subset with low-discriminating and low signal-to-noise-ratio bands. Therefore, Luo et al. [20] designed an information-assisted density peak index (IaDPI) to select bands with high local density and good informative quality. Owing to information entropy of each band is considered, the clustering method has achieved satisfactory performances which not only make the selected band subset with minimal correlation but also ensure a selection with good informative quality.
The ranking-based methods rank bands according to some criteria such as mutual information [21] , variance [22] and information divergence [23] . Du and Yang [24] proposed unsupervised band selection algorithms based on band similarity measurement. In [25] , Guo et al. proposed a hyperspectral image band selection method based on mutual information to measure the statistical dependence between bands and the contribution of each band to the classification. Wang et al. [26] proposed a method based on manifold ranking, which considers each band of the hyperspectral images as a data point, then group these points. The representatives from every group are treated as queries and the other bands will be ranked according to these queries. Finally, the most dissimilar band will be added to the query set, and the query set is treated as the desired band subset. However, in actual implementation, the hyperspectral images include low signal-tonoise-ratio and zero channels caused by the water absorption and noise, thus these methods suffer from the same problems as the clustering-based methods. Therefore, Sun et al. [27] designed a minimum noise band selection (MNBS) method to quantitatively measure the quality of the hyperspectral data cube, in which he took the quality of the data cube as selection criterion, and successfully selected the bands with both high signal to noise ratio and low correlation.
Recently, the geometry-based methods have also attracted the attention of many researchers, among them, performing band selection by maximizing simplex volume is attractive in literature. In [28] , a novel band selection algorithm based on column subset selection (CSBS) was proposed, supposing that a good column subset should have maximum volume, and an approximation theorem was adopted to solve the maximum volume problem. In addition, Geng et al. [29] stated that the volume of an n-1-simplex is directly proportional to the gradient of the volume of the n-simplex at the n-th vertex. Zhang et al. [30] observed the subtle relationship between the ellipsoid volume of the band subset and the orthogonal projections (OPs) of the candidate bands and proposed OP-based band selection (OPBS) method.
We notice that these geometry-based methods can make full use of the geometric characteristics in hyperspectral data, resulting in the selection of a band subset with the lowest correlation and the most abundant information. However, these methods are easily disturbed by noises owing to that noisy bands have different characteristics compared with other bands. As a recent representative geometric-based band selection method, CSBS can achieve better performance, but it also can select noisy bands. Inspired by the improved clustering-based IaDPI [20] and ranking-based MNBS [27] , we propose an importance-assisted column subset band selection method (iCSBS) with the consideration of band quality.
To evaluate the quality of each band, an active gradientreference (AGR) index is firstly designed. Then, the AGR index is incorporated into CSBS method to balance the band discrimination and band quality. Based on the AGR-assisted volume maximization, the selected bands are not only with good quality but also with maximized volume of the simplex.
The rest of this paper is organized as follows. Section II will briefly introduce the column subset band selection method. Section III describes the proposed iCSBS algorithm in detail. Section IV presents the experimental results to justify the effectiveness of the proposed method. Finally, the conclusion is drawn in Section V.
II. BACKGROUND
Our method is developed on the basis of the classical CSBS method [28] , so it is necessary to introduce the CSBS algorithm firstly. In numerical linear algebra, column subset selection is defined [31] as finding a certain amount of columns from the given matrix X , which minimize the following residual:
where P represents the projection matrix to project X onto the space spanned by the selected columns, ζ represents the spectral norm or Frobenius norm, generally, ζ = 2 or F. Furthermore, column subset selection and band selection have the similar goal to find a set of columns with abundant information and minimum correlation. Therefore, column subset band selection is proposed to solve the problem of band selection [28] , viewing each band of hyperspectral image as a point in a high-dimension space. And the author of CSBS believes that the selected columns (called representatives) correspond to the vertices of the convex hull of the data based on distance geometry.
More concretely, given a hyperspectral image
, where x i represents a vector constructed by all pixels in i-th band. M is the number of pixels, and N is the number of spectral bands. In order to find a band subset with the largest amount of information and minimal dependence, it is generally to firstly construct a simplex by the selected bands, and then maximize the volume of the simplex. In other words, it needs to maximize the following formula:
Here, t represents the number of bands in the desired band subset. However, searching the simplex with the maximum volume is proved to be a NP-hard problem [31] . Fortunately, there is an approximation theorem that can solve this problem efficiently.
Just as Thurau et al. [32] mentioned, given the distance between any two points in a k + 1-simplex S , and then its volume is given by
where,
. . . 0 is the Cayley-Menger determinant. Moreover, Thurau et al. [32] pointed that, we can directly optimize such simplex volume using above-mentioned determinant. In other words, it is possible to find the simplex with the maximum volume iteratively:
Here, we need to suppose that the first k vertices are equidistant and this distance isa. Also, it is supposed that the distances between vertex w k+1 and the other vertices are given by d 1,k+1 , . . . , d n,k+1
III. OUR METHODOLOGY
The geometry-based CSBS method enables a band subset with low correlation and abundant information to be selected, but it is also susceptible to noisy bands. In order to avoid this phenomenon, our iCSBS is proposed in this section, and the overall flowchart is summarized in Fig. 1 . Firstly, to evaluate the importance (quality) of each band, an active gradientreference (AGR) index based on iterative reference gradient FIGURE 1. Flowchart of the iCSBS band selection framework. VOLUME 7, 2019 map is designed. Then, the AGR index is incorporated into classical method based on volume maximization to select band subset with high-quality, abundant information and low correlation. The following will describe each part of the proposed framework in detail.
A. ACTIVE GRADIENT-REFERENCE (AGR) INDEX
Most unsupervised band selection methods only focus on removing redundant bands without losing the original image information, but not distinguishing the noisy and lowdiscriminating bands. In experiments, they must manually remove these noisy or low-discriminating bands before band selection. In recent years, some band selection methods such as IaDPI [20] and MNBS [27] aim to take the band quality into band selection directly. However, both IaDPI and MNBS view the hyperspectral image as data, and evaluate the quality in terms of statistical information entropy or signal-tonoise ratios. Inspired by the natural image quality assessment research [33] , [34] , we design a new quality index of each band, called AGR, to depict the structure information of band image.
For hyperspectral image, a phenomenon is noticed that although the amplitudes of different materials usually have different change trends in each band, the spatial structure of high-quality bands should be similar [35] . In other words, there are usually well-defined edges between different materials for high-quality bands, while this is not the case for low-quality or noisy bands. Thus, the quality of the band can be evaluated by the spatial structure information. In order to obtain spatial structure and estimate the quality score of each band, the numerical gradient map of each band is firstly calculated as formula (5) .
where, F x corresponds to ∂F ∂x for the differences in x (horizontal) direction. F y corresponds to ∂F ∂y for the differences in y (vertical) direction for interior data point (x, y) at ith band.
However, image gradient merely reflects the luminance change of the image. To make the gradient values of different bands within the same range, it is necessary to perform histogram equalization on the obtained gradient map. Then the histogram equalized gradients contain not only dominant structures but also minor textures. These minor textures may be caused by noise, which even misleads the quality assessment. Therefore, the smaller values in the band gradient G i are set to zero, which is beneficial to retain the dominant structural information and remove useless minor information.
The gradients can be viewed as structure feature for each band, so the hyperspectral band image quality can be obtained from the gradient map via one structure assessment. For natural image, structural similarity index (SSIM) is a classical full-reference image quality index [36] . With reference to a high-quality or distortion-free image, the SSIM value of evaluated image can be calculated as follow:
where X , Y represent the reference image and the target image (to be evaluated image). µ x , µ y , σ x , σ y represent the mean and variance of two images, respectively, and σ xy represents covariance, c 1 and c 2 are constants. For hyperspectral subband, the SSIM strategy is calculated on the band gradient map to evaluate the importance of the each subband. However, there is no ideal reference subband. Considering that the bands with high-discriminating power often have well-defined edges between different materials, and the structures in different hyperspectral subband image are similar, an initial reference gradient map is constructed by averaging the gradients of full-band images:
where, G i represents the gradient of the i-th band, N represents the number of bands, RG represents the initial reference gradient map.
Referring to the initial reference RG, the initial SSIM scores for each band can be calculated:
where, AGR initial i represents initial SSIM quality score of i-th band.
Obviously, AGR initial i is a relative score, which could be influenced by the noisy bands, since the initial reference gradient map is obtained from the simple averaging of all band gradient maps. To obtain a more reliable reference gradient map that is not affected by noisy bands, the gradient maps of the bands with highest scores are averaged to update the reference map. Therefore, bands are sorted according to initial quality score, and the bands with high score are regard as the high-quality band set. Then, the reference gradient map is updated by these high-quality bands:
where, G t i represents the gradient of t i -th high-quality band, t N represents the band number with highest quality, and RG final represents final reference gradient map. Finally, AGR score for each band can be obtained by calculating the structural similarity between each band and the final reference gradient map RG final , (10) where, AGR i represents the AGR score of i-th band.
For the AGR index, there are three parameters c 1 , c 2 and t N are used. For c 1 , c 2 , the parameter setting method in [36] is directly used, where c 1 = value of reference image and target image. For t N , it is set to the number of bands with an initial AGR score greater than T . Here, T is set to 0.4 according to the experimental analysis.
The whole process is summarized in Algorithm 1.
Algorithm 1 Active Gradient-Reference (AGR) Index
Input: Hyperspectral image cube X Output: Final AGR score AGR i Initial Stage: 1. Calculate the gradient of each band in the hyperspectral image G i 2. Retain dominant structure by changing the smaller values in G i to zero 3. Construct an initial reference gradient map with the gradient of full-band images using formula (7) 4. Calculate initial band quality score using formula (8) Update Stage: 5. Update the reference gradient map by high-quality bands using formula (9) 6. Update the band quality score and obtain the final AGR score using formula (10)
B. IMPORTANCE-ASSISTED COLUMN SUBSET BAND SELECTION (iCSBS)
It is worth noting, the iCSBS is significantly different from the traditional CSBS, as shown in Fig. 1 . The traditional CSBS method only searches for points that maximize the volume of the simplex (the points connected by real lines), while the noisy points are generally independent and are more likely to be the vertices of the convex hull of the data, leading to the selected point subset may contain noisy points. However, in terms of band selection, the band subset we choose should not only maximize the volume of the simplex, but also have good structural quality. Therefore, we integrate the AGR index into traditional CSBS, and then the highquality points connected by dotted lines in Fig. 1 are more likely to be selected, avoiding the noisy points. After obtaining the AGR score, we combine it with the traditional CSBS method into the following importanceassisted volume F:
where V represents the simplex volume of the selected band subset. Based on the discussion in Section II, it is difficult to search the simplex with maximum volume directly, so an approximation theorem is adopted to solve this problem efficiently. Therefore, similar to traditional CSBS, we seek the optimal solution in an iterative way:
Furthermore, when searching for the desired band subset, it is not necessary to obtain the volume value exactly, but only know which band can maximize the importanceassisted volume. For this consideration, logarithmic function is adopted in our method to restrain the diversity of large values. Moreover, due to the high spectral dimension of hyperspectral images, there will be very poor contrast between data points if we adopt Euclidean distance. Therefore, in order to obtain better performance, we adopt Manhattan distance in our method. Finally, the whole procedure is summarized in Algorithm 2.
Algorithm 2 Importance-Assisted Column Subset Band Selection (iCSBS)
Initialization:
IV. EXPERIMENTS
This section will show the experimental results of the proposed iCSBS compared with some unsupervised band selection methods. Three widely used hyperspectral data sets are employed for experimental verification: Indian Pines, Salinas and Pavia University, which are acquired by different sensors. To explain the rationality of AGR index, some experiments are implemented in the IV-B. To prove the effect of the AGR index on CSBS, band quality selected by CSBS and iCSBS is compared in IV-C. To demonstrate the effectiveness of the proposed method, classification experiments are conducted in IV-D. Furthermore, in IV-E, we implement some expansion experiments to further explore the potentiality of the proposed AGR index.
A. DATA SET
1) The first hyperspectral image is Indian Pines, gathered by the airborne visible infrared imaging spectrometer (AVIRIS) in 1992, covering the Indian Pines test site in northwestern 2) The second is Salinas data, which is also acquired by the airborne visible infrared imaging spectrometer (AVIRIS) 3) The third is the Pavia University, obtained by Reflective Optics System Imaging Spectrometer (ROSIS) sensor, over Pavia, Northern Italy. The image consists of 610 * 340 pixels, with a spatial resolution of 1.3m/pixel. There are 103 spectral bands in this hyperspectral data set.
Since our iCSBS method uses the AGR index to evaluate the band quality, the noisy bands are not removed manually for Indian Pines and Salinas data sets in our experiments.
B. RATIONALITY VERIFICATION OF AGR INDEX
AGR index can be used to evaluate quality of each band. In this section, to verify the rationality of AGR index, we use the single-band classification accuracy as a reference, and show the relationship between the proposed AGR score and single-band classification accuracy. From this perspective, the higher the single-band classification accuracy, the better the quality of the band. Firstly, we calculate the AGR score for each band based on the method described in III-A. Then, we perform the classification process on each band of the hyperspectral image by support vector machine (SVM), and obtain single-band classification accuracy curve. Fig. 2 shows the relationship between AGR score and single-band classification accuracy on different hyperspectral data sets. From left to right, each column corresponds to the Indian Pines, Salinas, Pavia University, respectively. From top to bottom, each row represents the AGR score, single-band classification accuracy, respectively.
From Fig. 2 , we can see, AGR score curve and single-band classification accuracy curve have similar profiles, with noisy bands [104-108], [150-163] and 220 having small values in both of these curves for Indian Pines data set. The situation is similar in Salinas data set. In other words, the lower the AGR score for a certain band, the lower the classification accuracy. This phenomenon indicates that the proposed AGR index can be used to evaluate the quality of single band. Due to that Pavia University data set do not contain noisy bands, the AGR score curve and single-band classification accuracy curve for Pavia University are both flat. To show our results more accurately, PLCC (Pearson Product-moment Correlation Coefficient) is used to measure the similarity of the two curves. Consistent with the previous description, a high similarity score is obtained (0.8243 for Indian Pines, 0.9033 for Salinas), while a lower score is obtained on the noisy-free data set (-0.2463 for Pavia University).
Besides, to reflect the rationality of AGR index more intuitively, we show three bands with different AGR score in three hyperspectral images, as show in Fig. 3 . Each subgraph represents a hyperspectral image, and in each subgraph, three different bands are shown by order of AGR score. From these results we can see, the higher the AGR score, the clearer the band image. Therefore, the proposed AGR index can reflect the quality of each band in hyperspectral images effectively.
C. THE EFFECT OF THR AGR INDEX ON CSBS
Owing to the band quality is taken into account, the iCSBS method can effectively avoid the selection of low-quality bands. To verify the effectiveness of AGR index on CSBS, we compare the selected band quality of CSBS and iCSBS. In order to prove that iCSBS can effectively avoid selecting the low-quality bands after adding the AGR index, we plot the AGR index curves in Fig. 4 , in which the green dotted and red solid vertical lines represent the selected band positions using the CSBS and iCSBS, respectively. For figure simple and intuitive, we plot only 15 bands for CSBS and iCSBS, respectively. From the Fig. 4 , we can see that the CSBS method inevitably selects some low-quality bands, while the iCSBS method prefers to select high-quality bands, thus avoiding the influence of noisy bands.
D. CLASSIFICATION EXPERIMENTS
To verify the effectiveness of the proposed iCSBS method, classification experiments are implemented in this section. Higher classification accuracy means that the selected bands are more discriminative and can represent the original hyperspectral image better. We compare the proposed method with seven other unsupervised band selection methods, i.e., two clustering-based methods: exemplar component analysis (ECA) [13] , enhanced fast density-peak-based clustering (EFDPC) [14] , three geometry-based methods: orthogonal projections-based band selection (OPBS) [30] , column subset band selection (CSBS) [28] , volume gradient-based band selection (VGBS) [29] , and two methods that consider the quality of the band, i.e., information-assisted density peak index (IaDPI) [20] , minimum noise band selection (MNBS) [27] . For fair comparison with these methods, their source codes are directly used, where the parameters have been fine-tuned.
Then, a supervised hyperspectral pixel classification by SVM is adopted to evaluate the performance of the proposed band selection method. Each SVM is implemented with radial basis function (RBF) kernels. The SVM parameters {σ, c} for all of the data are optimized by a fivefold across validation. According to the ground truth, 20% pixels of each class are randomly selected as the training samples and the rest are used for test for Indian Pines, while 5% pixels of each class are selected as the training samples for Salinas and Pavia University.
The classification results are analyzed by overall accuracy (OA) curve. The averaged classification results of 10 independent experiments are plotted in Fig. 5 . The OA curve is sketched by varying the selected band number k, where k ranges from 5 to 40 with interval 5.As shown in Fig. 5 , we can observe the following. noisy bands. Especially, compared with the classical CSBS method, the proposed method has been greatly improved. This is mainly due to that the classical CSBS is prone to choose low correlation bands, while noisy bands usually have different characteristics, reducing the correlation with other bands. If the band quality is not considered, CSBS is easier to select noisy bands or low-discrimination bands. However, the proposed AGR index can effectively distinguish these noisy bands or low-discrimination bands, so the iCSBS can avoid choosing these bands with AGR index as guidance. Thus, the proposed iCSBS can achieve satisfactory classification performances. Other geometric-based methods, such as OPBS and VGBS, suffering from the same problems as the CSBS method, so their classification performance is also significantly worse than the proposed iCSBS method.
(2) Three band selection methods considering band quality, i.e., IaDPI, MNBS and iCSBS have achieved satisfactory performance. However, since the three methods have different strategies for evaluating the quality of the band, each has its own advantages and disadvantages. The MNBS takes the data cube as a whole and uses the signal-to-noise ratio as the quality of the band cube, but its performance is not stable on different data sets. Although it has achieved higher classification accuracy on Salinas and Pavia University data sets, it is significantly lower than other comparison methods on Indian Pines. In contrast, IaDPI and the proposed iCSBS have achieved satisfactory classification performances on all three data sets. And obviously, the proposed iCSBS obtains significantly higher classification accuracy than the IaDPI on both the Salinas and Pavia University data sets. This may be because the proposed iCSBS method takes into account the structural information of each band, while IaDPI evaluates the band quality using only the entropy value. Therefore, iCSBS performs better on noisy-free hyperspectral image such as Pavia University than IaDPI.
Furthermore, as shown in Fig. 5 , when the number of band subset reaches 15, the OA is stable. Hence, we list the minimum, maximum, average and standard deviation values of OA results for 10 runs when the number of band subset is 15 (see Table I ). As shown in Table 1 , overall, iCSBS achieves the best performance compared to other methods. It is worth noting that although MNBS achieves higher precision at Salinas and Pavia University, it performs the worst on Indian Pines. In contrast, IaDPI performs well on Indian Pines, however it is clear that iCSBS obtains significantly higher classification accuracy than the IaDPI on both the Salinas and Pavia University data sets.
E. EXPLANATION OF IMPORTANCE INDEX
In order to further explore the potentiality of the proposed AGR index, in this section, some expansion experiments are implemented. The AGR index is incorporated into other two geometry-based unsupervised methods including orthogonal projections-based band selection (OPBS) method [30] and volume gradient-based band selection (VGBS) method [29] . Their effectiveness is evaluated by classification experiments.
For different methods, we design slightly different AGR incorporation schemes. In the OPBS method, the desired bands are obtained one by one. In other words, the band which maximizes the OP is regarded as the optimal band in each round of lookup. The product of the candidate band's OP and AGR index is used as the score for each band in each round. For VGBS method, a band-by-band removal method is used, which means removing a band with maximum gradient in each round of lookup. The product of the candidate band's gradient and the reciprocal of the AGR index is viewed as the score for each band. Here, we call these methods with AGR index importance-assist CSBS (iCSBS), importance-assist OPBS (iOPBS), and importanceassist VGBS (iVGBS), respectively. Fig. 6 shows the classification accuracy in different band number for 10 runs towards three hyperspectral data. From Fig. 6(a)-(c) , we can see our iCSBS obtains better improvement than iOPBS and iVGBS since our AGR index is more compatible with the distance comparison of the CSBS, while the OPBS and the VGBS are based on the determinant of covariance matrix. Similar to CSBS, OPBS and VGBS are both the fast version of maximum simplex volume (MSV) method, which regards the band subset with the maximum volume as the optimal band combination. To analyze the whole effect of AGR on this kind of MSV method, the iCSBS, iOPBS and iVGBS can be called iMSV in a unified term. In Fig. 6(d) , the results for these three methods are averaged to represent the iMSV. From Fig. 6(d) , we can see that the proposed AGR index has a certain effect on improving geometry-based unsupervised band selection methods.
V. CONCLUSION
In this paper, we propose an importance-assisted column subset band selection method (iCSBS). In order to avoid the influence of the noisy bands, it is important to consider the quality of each band in the process of band selection. Therefore, an active gradient-reference (AGR) index is designed to evaluate the importance of each band. After obtaining the AGR score, we combine the AGR score with the classical method based on volume maximization to select band subset with abundant information, high-discriminating and low correlation. Finally, the experimental results demonstrate that the proposed method obtains better quality of each individual band, and the selected bands can achieve higher classification accuracy than other state-of-the-art comparison methods, especially superior to the geometry-based methods. However, for practical applications, it is necessary to automatically determine the number of selected bands in research of band selection, also needed in our iCSBS method. In the future, we will explore how to determine the optimal number of bands for more applications.
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