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Chapter 1
Introduction
One of the most prominent open problems in theoretical physics is to find
some common understanding of the standard model on the one hand and
Einsteins’ theory of gravity on the other hand. Both theories have their own
esthetic appeal, the former because it unified fundamental forces and the lat-
ter because of its geometric interpretation; both theories, furthermore, found
sufficient experimental support within the realm of their validity. However,
they are in conflict with each other: Within general relativity the matter
system remains unquantized, whereas the standard model inherently is a
quantum theory. The attempt to quantize gravity by means of the (pertur-
bative) methods used successfully in the standard model failed thus far. This
led to various alternative approaches. Beside string theory and noncommuta-
tive geometry the most prominent among these is the search for a consistent
nonperturbative quantum theory of the coupled Einstein-Yang-Mills-matter
system. Old hopes for success into this direction found some revival due to
the pioneering works of Ashtekar [1], Rovelli and Smolin [2].
To get a better grasp on technical as well as conceptual problems encoun-
tered in this approach the study of the quantization of truncated versions of
the full theory (Bianchi models) or, related to it, of lower dimensional models
is suggestive. Whereas in three space-time dimensions the Einstein-Hilbert
action ∫
d3x
√−gR (1.1)
2
for gravity is meaningful (here R denotes the torsionless Ricci scalar and g
the determinant of the metric), in two space-time dimensions it yields no
field equations, because it is a boundary term:
∫
M dω(e
a) =
∫
∂M ω(e
a), where
ω(ea) is the torsionless spin connection. This led to the proposal of various
other gravity actions in two dimensions.
One of these, proposed by Jackiw and Teitelboim [3], has the form
LJT ∝
∫
M
d2x
√−gΦ(R − const) , (1.2)
where Φ is some Lagrange multiplier field. Another action studied in two
dimensions is
LR
2
=
∫
M
d2x
√−g(R2/16 + Λ) . (1.3)
In contrast to (1.2) it is purely geometrical. It, however, leads to higher
derivative equations of motion for the metric. Using for (1.3) Cartan vari-
ables, the torsion zero condition does not evolve as an equation of motion,1
but it has to be implemented via a Lagrange multilier or by expressing ω in
terms of the zweibein ea. The most natural Lagrangian for two-dimensional
gravity when using Cartan variables was proposed by Katanaev and Volovich
[4]:
LKV =
∫
[−1
4
dω ∧ ∗dω − 1
2α
Dea ∧ ∗Dea + Λε] . (1.4)
In two space-time dimensions this is the most general Lagrangian yielding sec-
ond order differential equations for zweibein and spin-connection; it is purely
geometrical and (but) torsion Dea became ’dynamical’. Another model of
pure 2D gravity, gaining much interest recently, is defined by the string-
inspired action [5]
Lstr ∝
∫
M
d2x
√−g exp(−2Φ)[R + 4gµν∂µΦ∂νΦ− Λ] (1.5)
where Φ is the Dilaton field.
The action (1.4) has some formal similarity with the one of a Yang-Mills
theory for the Poincare´ group. For Λ = 0 the only (but decisive) difference is
1Contrary to what happens in the Palatini formulation of the four-dimensional Einstein-
Hilbert action.
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that the Hodge dual operation is not taken with respect to some background
metric, but with part of the ’Poincare´ connection’, namely the zweibein,
itself. Implementing the torsion zero condition in (1.2), on the other hand,
through a Lagrange multiplier Xa, the Jackiw-Teitelboim (JT) model can be
formulated equivalently as a connection flat gauge theory [6]
L =
∫
X iFi , (1.6)
where X3 = Φ and the Fi are the components of the so(2, 1)-curvature two-
form corresponding to the connection (a ∈ {1, 2})
Aa ≡ ea A3 ≡ ω . (1.7)
Similarly the action (1.1) was found to be equivalent to a ISO(2, 1)-Chern-
Simons gauge theroy [7]. Even the Ashtekar formulation of 4D gravity has
some striking similarities (but also differences!) with a 4D (nonabelian) gauge
theory, which are, e.g., the reason for the successful use of Wilson loops within
the gravity theory [2].
Observations such as these and the partial success in finding the quantum
theory for (1.1) and (1.2) due to the gauge theory formulations led some peo-
ple to reinterpret the vielbein of any gravity theory as the ’missing’ part of a
Poincare´ connection beside the spin (or Lorentz) connection; any gravity the-
ory becomes a Poincare´ gauge theory then by an appropriate introduction of
additional auxiliary fields [8]. The flaw in this approach is that in general the
diffeomorphism invariance, which is the main cause for the problems in the
canonical quantization of gravity, remains still independent of the Poincare´
gauge transformations (in contrast to what happens, e.g., with (1.1)). This
becomes most obvious in the Hamiltonian formulation [9]. Still, the ques-
tion remains: Can one draw (further) profit from the common structures of
gravity and nonabelian gauge theories?
In two dimensions this question can be answered to the positive. The
common structure between 2D Yang-Mills theories and (at least most) models
of pure 2D gravity has a name: It is a Poisson structure P in the target space
of the theory [10]. The first order action for these theories has the common
form2 ∫
M
Ai ∧ dX i + 1
2
P ij(X)Ai ∧Aj . (1.8)
Here X i(x) is the map from the space-time or worldsheet manifold M to the
target space N , P is the Poisson tensor defined on the latter space, and Ai is
a one-form on M . E.g., a Poisson structure linear in X yields gauge theories
of the form (1.6); or the action (1.4) can be reproduced by the choice of a
quadratic Poisson structure when integrating out X and making use of the
identification (1.7).
The action (1.8) (and an appropriate extension of it) allows not only to
study a large class of two-dimensional gravity as well as Yang-Mills theories
at one and the same time and footing, the knowledge of having to deal with a
Poisson structure on the space N suggests also the use of otherwise unusual
kind of methods. In particular, diffeomorphisms in the target space can be
used to bring P into some standard form generalizing the Darboux form of a
nondegenerate P . In this way previous lengthy calculations can be reduced
to some lines and the possibility to solve the incorporated theories on the
quantum and classical level for all kind of different topologies seems close at
hand.
To get a first feeling for the theory as defined in (1.8), let us use the field
equations of the Ai to ’integrate them out’ within this action. For simplicity
we assume that N ∼ IRn and that P is nondegenerate. P then has an inverse
Ω, which is a symplectic two-form on N . Up to a multiplicative factor the
action then takes the form ∫
M
ΩijdX
idXj . (1.9)
This illustrates an important characteristic of the model: Since Ω is closed,
(1.9) is a Wess-Zumino type action and thus, for finite n, (1.8) defines a
model with only a finite number of (physical) degrees of freedom.3
2Independently of us the study of an action equivalent to (1.8) has been proposed also
in [11].
3Recently I found the reference [12], where the action (1.9), arising from (1.8) for non-
degenerate P , was studied from some other perspective and shown to be equivalent to
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The organization of this report is as follows: In the next chapter we
study (an extension of) the theory (1.8) in its own right. To not mix up the
structures defined on M and N , we start with a study of Poisson structures
defined on some finite dimensional manifold N . In the following section we
then define the action providing details about its symmetry content, Hamil-
tonian and BRS formulation, etc. Thereafter we study the classical theory.
Locally its integrability is basically trivial in this formulation. But part of
the field equations are solved also for completely arbitrary topologies of M
and N . The remaining equations of motion are, furthermore, particularly
simple in an appropriate local coordinate system on N . In the concluding
section of this chapter we then come to the quantum theory as defined on
M = S1 × IR, such that one may use standard Hamiltonian methods. We
construct all quantum states. Up to some technicalities of topological origin
to be explained there, the ’physical’ wave functionals are basically functions
of a finite number of variables only, as expected already from (1.9).
The third and last chapter focuses on the gravity version of (1.8). First we
find the most general class of models contained in this action which allows for
a gravitational interpretation via (1.7). Restricting ourselves to a subclass of
these, including all torsion-free ones, we show that locally the metric always
can be brought into the ’generalized Schwarz-schild form’
g = h(r)(dt)2 − (dr)
2
h(r)
, (1.10)
where any function h can be provided by an appropriate choice of the La-
grangian. We then solve the equations for the extremals in all generality and
construct the universal covering solutions by means of Penrose diagrams.
The considerations are illustrated at the examples of (1.2), (1.3), and (1.4)
(cf. Figs. 5,6,8). On the quantum level the wave functions depend on one
continuous parameter. Additional discrete labels of the wave functions arise
in the case of a nontrivial causal structure of the classical theory, i.e. if h
vanishes at some values of r.
Witten’s topological sigma model on the quantum level (cf. also [13]). It will be inter-
esting to further investigate (1.8) in view of this connection, also for degenerate Poisson
structures.
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In the remaining sections we take up three issues which might have their
parallels also in the Ashtekar approach to quantum gravity. Firstly, the
restriction to topologies of the form Σ×IR, characteristic for any Hamiltonian
treatment, is called into question. By means of the previously obtained
Penrose diagrams we construct all global solutions for the example of the
Katanaev-Volovich (KV) model (1.4) (with Minkowski signature). The space
of these solutions is then compared to the reduced phase space RPS (∼ space
of solutions on M = S1 × IR modulo symmetry transformations) underlying
the quantum theory. On the one hand the numbers of continuos and discrete
parameters fit nicley, if we strictly stay with the cylindrical solutions. On the
other hand, parts of the RPS are found to correspond to classical solutions
for which some other topology, as, e.g., a torus with hole, would be more
natural.
Secondly, (1.8) stays well-defined also for a configuration corresponding
to a degenerate metric; furthermore, the Hamiltonian symmetries identify
nondegenerate metrics with degenerate ones. This immitates somewhat the
Ashtekar formulation of four dimensional gravity, which is also nonsingular at
degenerate metrics [14]. For the two-dimensional models at hand, a detailed
comparison of the standard Hamiltonian RPS with the one resulting from
dividing out conventional gravity symmetries is possible. It reveals some
inequivalence even after having excluded the nondegenerate solutions. The
solutions identified in the Hamiltonian formulation differ by different kink
number k. However, all solutions with k 6= 0 turn out to be geodesically
incomplete.
Thirdly, we study the example of R2-gravity coupled to an SU(2)-Yang
Mills theory from the conceptual point of view. As in any quantum the-
ory of gravity the Dirac observables are space-time independent and the
Hamiltonian vanishes on physical quantum states. Strategies to resolve this
apparent ’problem of (space-)time’ [15] are developed at the example of the
reparametrization invariant nonrelativistic particle. Realizing these strate-
gies in the gravity-Yang-Mills system, one finds some partial confirmation of
them through the fact that a gravity flat limit reproduces the usual SU(2)
7
quantum dynamics.
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Chapter 2
Poisson Structure Induced Two
Dimensional Field Theories
2.1 Poisson Structures and Symplectic Leaves
Let N denote a finite dimensional manifold and F(N) the space of smooth
functions on it. A Poisson bracket {·, ·} on F(N) is a bilinear map F(N)×
F(N) → F(N) which is skew-symmetric {F,G} = −{G,F}, obeys the Ja-
cobi identity
{F, {G,H}}+ {H, {F,G}}+ {G, {H,F}} = 0 , (2.1)
and fulfills the Leibnitz rule: {F,GH} = {F,G}H + G{F,H}. Due to the
latter requirement and the bilinearity any Poisson bracket can be represented
by a (skew-symmetric) bivector field P ∈ Λ2(TN):
{F,G} = P (F,G) = P ij(X)∂F (X)
∂X i
∂G(X)
∂Xj
, (2.2)
where we have chosen local coordinates X i, i = 1, ..., n on N . The Jacobi
identity becomes
P k[lP ij],k= 0 , (2.3)
where [...] denotes antisymmetrization and the comma a derivative. In more
abstract terms, it becomes the vanishing of the Schouten-Nijenhuis bracket
of P with itself. The latter bracket is a natural (graded) extension of the
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Poisson bracket (resp. Lie bracket) to Λ(TN) =
∑n
l=0 Λ
l(TN) (cf., e.g., [25],
[26]).
A Poisson structure P is more general than a symplectic one since P
need not be nondegenerate. Locally any Poisson structure P ∈ Λ2(TN) is
characterized only by n, the dimension of the underlying manifold N , as well
as the (local) dimension k of the kernel of P . An exception to this occurs for
’singular points’ in N which are not part of any neighborhood with constant
dimker P .
Let us expand on this: The insertion of any one-form e ∈ T ∗M not in the
kernel of P provides a vector field; the latter is called (locally) Hamiltonian, if
(locally) e = dF for some function F ∈ F(N). As a consequence of the Jacobi
identity (2.3), the set of locally Hamiltonian vector fields is in involution.
Thus, according to the Frobenius theorem, locally they generate an integral
surface S through any point p ∈ N and it is always possible to introduce
local coordinates X i = (XA, Xα), A = 1, ..., k, α = 1, ..., s = n − k in N
such that S can be described by XA = const. dXA span the k-dimensional
kernel of P (p) then and the restriction of P onto S, P |S, is nondegenrate.
Since the restriction of a Poisson bracket to functions on a submanifold yields
again a Poisson bracket, the inverse of P |S is a symplectic (i.e. closed and
nondegenrate) two-form Ω ∈ Λ2T ∗S. By means of an appropriate change of
variables Xα, it is now always possible to locally bring Ω into Darboux form
(cf., e.g., [27, 28]) simultanously on any of the symplectic leaves S.
In the generic case dXA spans the kernel of P in a neighborhood of p so
that locally the Poisson tensor takes the form: P =
∑s/2
l=1
∂
∂ql
∧ ∂
∂pl
. (Of course
s is an even integer as det Ω ≡ det ΩT = (−1)s det Ω 6= 0.) In the following
we shall call any coordinate system in which P takes this simple form a
Casimir-Darboux coordinate system (XA, XI) ≡ (XA, q·, p·). The case of a
singular point is included [29], [25], if one adds to the previous expression
for P the term U = (1/2)
∑n−s
u,v=1 U
uv ∂
∂Xu
∧ ∂
∂Xv
, where U depends only on
the coordinates Xu; U is a Poisson structure by itself and vanishes at the
considered point p.
Vice versa, it is obvious that any choice of a (generalized) foliation of a
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manifold N into symplectic leaves, such that the symplectic two-form Ω on
each of them can be extended into a smooth two-form Ω˜ on N , defines a
Poisson structure P on N .
If there is an additional structure defined on N , giving rise to a referred
coordinate system, Poisson strucures identified in the above considerations
may need to be distinguished. For instance the manifold N could be a linear
space such that only linear transformations on X are admissible. We then
find that, the choice of a Poisson structure P linear in these coordinates,
P ij = f ijkX
k, is equivalent to the specification of a Lie algebra (since (2.3)
reduces to the Jacobi identity for the coefficients f ijk), whereas a polynomial
P yields a W -algebra. Another instance where some coordinates are distin-
guished on N is the case where N is some Lie group G. A Poisson structure
satisfying some specific compatibility condition with respect to the group
multiplication on G is called a Lie Poisson structure, the current interest
in which stems from the fact that it provides the classical limit of a quan-
tum group [30]. In the context of the gravity models considered in chapter
3 N will play the role of a target space (cf. also the Introduction). In this
case the additional input to the otherwise N -diffeomorphism invariant theory
will stem from the interpretation of specific coordiantes as gravity variables;
e.g. within the Katanaev-Volovich model (1.4) the coordinate X3 will play
the role of the curvature scalar on the underlying world-sheet or space-time
manifold M , as an indirect consequence of the identification (1.7).
To obtain the most general solution to (2.3) in terms of explicit func-
tions on N , we only need to apply a general diffeomorphism X → Y to the
’Casimir-Darboux form’ of the Poisson structure obtained above:1
P ij(Y ) =
(
∂X(Y )
∂Y
)−1
0 0
0
 0 1
−1 0

s×s

(
∂X(Y )
∂Y
)−1,T
. (2.4)
Any choice of the functions X(Y ) will lead to a Poisson tensor P ij(Y ). Note
that one traded in the complexity of finding all solutions to the Jacobi identity
1Let us here only be interested in the generic local shape of P , i.e. in P in the vicinity
of nonsingular points.
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(2.3) in favour to the existence of integral surfaces of Hamiltonian vector fields
as well as the closure of the forms Ω = P |−1S on these surfaces, incorporated
in (2.4) through the existence of Casimir-Darboux coordinates X .
The first k = n − s functions XA(Y ) in (2.4) are a (locally) complete
set of independent Casimir functions of P , i.e. of those functions which have
vanishing Poisson bracket with any other function on N , or, equivalently,
which are invariant under the flow of any Hamiltonian vector field P (dF, ·) ≡
{F, ·}.
Not any choice of the remaining s functions leads to different functions
P ij(Y ). To not end up with an overcomplete parametrization of P , we have
to factor out the canonical transformations on the symplectic leaves XA =
const. This can be most easily done by requiring that one of the functions
XI(Y ) shall be the identity map. The attainability of this gauge, e.g. in the
form Xn(Y ) = Y n, can be seen by performing the diffeomorphism leading to
(2.4) within two steps: Let the original coordinates in which P has Casimir-
Darboux form be X˜ . Firstly we perform a canonical transformation such
that the n-th new coordinate Xn becomes an arbitrarily prescribed function
of the old coordinates X˜ i; this is always possible as is seen by inspection
of the (infinitesimal) action of a Hamiltonian vector field on a coordinate
function, given that P is in Casimir-Darboux form. After this we perform
a second diffeomorphism Y = Y (X) which is the identity map in the last
component (Y n = Xn). Both steps together clearly provide a completely
general coordinate transformation X˜ → Y . However, the first of them does
not change the form of P .
Equation (2.4) is a general local solution, but has the disadvantage that it
involves the inverse of matrices. For practical purposes its applicability might
therefore be restricted to lower dimensions. In the case that P has at most
rank two, there is an alternative form for P which avoids taking the inverse
[31]. To derive it, let us first rewrite the expression for the corresponding
Poisson brackets in its Casimir-Darboux form:
{F,G} = ∂F
∂Xn−1
∂G
∂Xn
− (F ↔ G) = dX1 ∧ ... ∧ dXn−2 ∧ dF ∧ dG/dnX .
Under a diffeomorphism the volume element dnX changes only by a multi-
12
plicative function so that after a general coordinate transformation we find:
{F,G} = fdC1 ∧ ... ∧ dCn−2 ∧ dF ∧ dG/dnX , (2.5)
where f and C1, ..., Cn−2 are arbitrary functions, the latter n− 2 ones being
obviously the Casimir functions.
There still is a further reason for the interest in explicit formulas such
as (2.4) and (2.5). Although, if no coordinate system is distinguished in
N , all Poisson tensors obtained from the formulas correspond to the same
Poisson structure locally, they can be different from a global point of view.
This happens precisely, when the foliations of N into symplectic leaves are
topologically different. The symplectic leaves are (at generic points) the
level surfaces of the Casimir functions. So, by approproiately choosing the
Casimir functions within (2.4) and (2.5), one can systematically construct
Poisson structures, not related to each other by a ’Poisson diffeomorphism’
[25].
Let us, as an application of the above formulas, find the most general
Poisson structure in a three-dimensional space N which is rotation invariant
with respect to the X3-axis. From (2.5) we learn
P ij = ε(ijk)fC,k , (2.6)
where ε(ijk) is the alternating symbol. The latter is already invariant under
rotations (connected to the identity). Now, C needs to be SO(2)-invariant,
since its level surfaces are the integral surfaces of P . Thus also f has to
be invariant. So the most general P which is invariant under SO(2) resp.
SO(1, 1) transformations in any (X3 = const)–plane ⊂ IR3 is provided by Eq.
(2.6), in which the free functions f and C depend only on X3 and (X)2 :=
(X1)2 ± (X2)2.
We noted already that for a linear P , P ij = f ijkX
k, the coefficients
f ijk are structure constants of some Lie algebra g. Obviously in this case
the vector fields V i = {X i, ·} generate (co)adjoint transformations on the
space N = g∗. The V i form an overcomplete basis in TN and the symplectic
leaves coincide with the coadjoint orbits in g∗. The corresponding symplectic
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form, introduced and studied by Kirillov [32], Kostant and Souriau [33], is
determined through
Ω(V i, V j) = {X i, Xj} = f ijkXk , (2.7)
and plays some role in the representation theory of Lie groups [34].
Before closing this section, let us consider the case that one wants to
quantize some symplectic manifold (S,Ω), not necessarily diffeomorphic to
IR
s; it could be any symplectic leaf of a given Poisson structure P in N .
Within the framework of geometric quantization [28] the wave functions are
sections in a Hermitian line bundle over S with curvature Ω/h¯. Such a line
bundle exists, iff Ω is ’integral’, i.e. iff∫
σ
Ω = 2πnh¯ ≡ nh , n ∈ Z . (2.8)
for any two-surface σ ⊂ S. This is a consequence of the fact that in a line
bundle the parallel transport with respect to ∇ around a closed curve γ,
exp(i
∮
γ Θ/h¯), where (locally) Θ = d
−1Ω, can be equivalently expressed as
exp(i
∫
ΣΩ/h¯), if ∂Σ = γ. Different choices of Σ then yield the necessity of
(2.8). Since Ω is closed, this condition is empty, if the second fundamental
group of S, Π2(S), is trivial. If Π1(S) is trivial, furthermore, the line bundle is
unique; otherwise there arises some arbitrariness in the quantization, which
can be parametrized by the irreducible representations of this Π1(S) [28],
[35].
As an example let us regard the coadjoint orbits S of N = so(3)∗. The
coadjoint transformations are rotations about the origin and thus the sym-
plectic leaves S are two-spheres characterized by their radius r =
√
X iX i.
Only for r = 0 the symplectic leaf shrinks to a point. To evaluate (2.8)
we first have to determine Ω. This can be done most easily by noting that
Ω has to be rotation invariant (as rotations are generated by Hamiltonian
vector-fields) and that it has to be linear in r, cf. Eq. (2.7). Thus one finds
Ω = r sinϑdϑ ∧ dϕ = dX3 ∧ dϕ , (2.9)
where r, ϑ, and ϕ are the standard spherical coordinates. X3 and ϕ are
seen to be possible Darboux coordinates for Ω. Here Ω can be rewritten as
14
εijkX
idXj ∧ dXk/X iXi, but, although suggestive, such an explicit formula
for Ω in terms of structure constants does not exist for general coadjoint
orbits. Combining (2.8) with (2.9) we find that only the spheres of radius
nh¯/2, n ∈ N0 are quantizable symplectic manifolds.
For r = nh¯/2 the space of sections in the line bundle over S is infinite
dimensional; it is the result of prequantization. The final quantum theory on
a (quantizable) symplectic leaf (S,Ω) is obtained after choosing a polariza-
tion, which is implemented as a horizontality condition on the sections; for
a holomorphic polarization this reads ∇z¯ψ(z, z¯) = 0. The dimension of the
resulting Hilbert space is n + 1; it is an irreducible representation of SU(2)
for spin n/2.
Note that if instead of geometric quantization we applied a rather alge-
braic approach to quantize the Poisson bracket relations {X i, Xj} = ε(ijk)Xk,
ignoring for a moment the constraint X iX i = r2 = const, we get the quan-
tization condition r2 = n(n + 1)/4 instead. This difference is at the heart
of the ongoing discussions on the different spectra obtained when quantizing
2D Yang-Mills theory [36].
The quantization condition (2.8) can be also obtained from a path integral
point of view [37]. The action for the above so(3)–invariant point particle
systems is of a Wess-Zumino type, which we want to write as Lp =
∫
Θ where
Θ = Ω denotes the canonical potential of the Kirillov form Ω. However, there
is no globally well-defined Θ as
∮
S Ω 6= 0 (for r 6= 0). Being interested in
the path integral, we thus content ourselves with an action Lp that is well-
defined up to the addition of a multiple of 2π. The most general Θ = d−1Ω
on S2 without poles has the form r cosϑdϕ + λdϕ. The above condition on
the action then leads to (r±λ)h¯ ∈ Z (point particle trajectories close to the
poles) which again yields r = nh¯/2. Let me remark here in view of (1.9) that
as an action for a two-dimensional field theory
∫
Ω obviously is well-defined
globally also for S = S2.
15
2.2 A General Action in Two Dimensions
As will be shown in this section, any Poisson structure P on a manifold
N induces canonically a topological field theory on a given two-dimensional
world sheet manifoldM . By means of an additional volume form ε onM and
a Casimir function C1(X) of P one can add to this, furthermore, a nontrivial
Hamiltonian.
On the bundle E ≡ Λ1,1 (T ∗(M ×N)) there is a canonical form A. In
local coordinates x and X of M and N , respectively, it can be written as
A = Aµidx
µ ∧ dX i. Let Φ be the map from the world sheet manifold M to
E; if ΠM denotes the projection in the bundle E on M , then let ΠM ◦ Φ be
the identity map. The topological part of the action we postulate has the
following form
Ltop =
∫
Φ∗(A +
1
2
iAiAP ) , (2.10)
where iA denotes the insertion and Φ
∗ is the pull back of the map Φ. Ltop
is manifestly invariant under separate diffeomorphisms on M and N . Note,
however, that it is not invariant under (arbitrary) diffeomorphisms onM×N
due to the special form of the fiber E. Since Ltop is (M-)diffeomorphism
invariant without the use of a (background) metric on M , and since this
feature holds also on the quantum level, it is ’topological’ [13]; below it will
be found to be of the Schwarz type.
With the additional input of a (’background’) volume form ε and the
choice of a Casimir function C1, we can extend this action with
L+ =
∫
εΦ∗C1 . (2.11)
In coordinates the action L = Ltop + L+ takes the form
L =
∫
M
d2x {ε(µν)[Aµi(x)X i,ν(x)+1
2
P ij(X(x))Aµi(x)Aνj(x)]+ε˜(x)C
1(X(x))} ,
(2.12)
where ε(µν) denotes the alternating symbol and we defined ε˜ according to
ε(x) = ε˜(x)d2x. Displaying only the X coordinates, S becomes
L =
∫
M
Ai ∧ dX i + 1
2
P ij(X)Ai ∧Aj + εC1 , (2.13)
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where we suppressed writing the pull-back.
Let us now turn to the question of local symmetries starting with the
simplest situation P ≡ 0 ≡ C1. In this case L = ∫ Φ∗A and the most general
symmetry of the action up to a total divergence, i.e. up to a local exact term,
is provided by A→ A+ dǫ.
The other extreme case is that P is invertible. In this case we first try
to lift the diffeomorphisms in the N space. We noted already that L is N -
diffeomorphism invariant. However, when regarding symmetries of the action
as functional of the fields X i and Aµi, P (and also C
1) are not allowed to
transform. Thus we are left only with the symplectomorphisms of P , i.e.
those transformations of X whose Lie derivative on P vanishes.2 The latter
are transformations generated by (locally) Hamiltonian vector fields and they
clearly leave A (by appropriate transformations of its components) as well as
C1 invariant. Since an M-dependent diffeomorphism in N does not respect
the one-one splitting of the form A, these transformations do not directly
transfer to symmetries of L. Rather, under a transformation generated by
ǫi(x)P
ij(X)∂/∂Xj the form A on E picks up also a Λ2,0T ∗(M × N) part
iAidǫP . However, shifting A further by dǫ the action (2.10) becomes obviously
invariant up to a total divergence (note that the insertion of iAidǫP into P is
zero).
Choosing Casimir-Darboux coordinates as a (local) parametrization of L,
one immediately finds the general situation to be a direct superposition of
the two cases studied above. Thus, in a somewhat formal manner, one can
write for the symmetries of (2.10):
δǫX
i = {ǫjXj, X i}N = ǫjP ji ≡ idXiidǫP
δǫA = dǫ+ iAidǫP , (2.14)
where ǫ = ǫi(x)dX
i. (We used the suffix N for the Poisson brackets on this
space, so as to not get confused with the Poisson brackets of the field theory in
2All other N -diffeomorphisms, where also P and C1 are transformed appropriately,
correspond to a different parametrization of one and the same action; after such a change
of coordinates it is a different functional of, e.g., X1(x).
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its Hamiltonian formulation introduced below). Under these transformations
the action changes by
∫
M Φ
∗dǫ. The appearance of the two-zero form on the
righthand side of the second equation (2.14) is somewhat ugly. In the useful
halfway component notation of (2.13) the symmetries (2.14) can be rewritten
as
δǫX
i(x) = ǫj(x)P
ji(X(x)) (2.15)
δǫAi = dǫi(x) + P
lm
,iAlǫm . (2.16)
Variation of (2.13) leads to the field equations
dX i + P ijAj = 0 (2.17)
dAi +
1
2
P lm,iAl ∧Am + ε(C1),i = 0 . (2.18)
A simple comparison of these first order differential equations with the sym-
metries above establishes that there will be no local degrees of freedom. (Eq.
(2.15) containes k independent local symmetries, if k denotes the number of
Casimirs, and (2.16) containes n−k further ones). Thus there will be only a
finite number of degrees of freedom and these will be of some global nature.
From these considerations we also see that there are no further local sym-
metries of our action. In particular, the diffeomorphism invariance of (2.13)
for C1 ≡ 0 has to be incorporated already within the symmetries (2.14). In-
deed, for any given vector field ξ = ξµ(x)∂/∂xµ generating diffeomorphisms
on the world sheet manifold M , the (field dependent) choice ǫ := iξA in
(2.15, 2.16) results in
δiξAX
i ≡ LξX i − iξ(dX i + P ijAj)
δiξAAi ≡ LξAi − iξ(dAi +
1
2
P lm,iAl ∧Am) , (2.19)
where Lξ denotes the Lie derivative along ξ. Obviously the additional terms
on the righthand side of (2.19) vanish for any solution to the field equations
(2.17, 2.18) exactly for C1 ≡ 0.
The action L is in first order form, i.e. it is already a Hamiltonian ac-
tion. A Hamiltonian formulation for infinite dimensional systems requires
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appropriate boundary conditions. Therefore we choose M to be of the form
S1×R, at least locally. More general topologies ofM might then be obtained
from an appropriate sewing procedure (cf. [38]). We parametrize M by a 2π
periodic coordinate x1 and the ’evolution’ parameter x0. Note that this does
in no way restrict x0 to be ’timelike’ (with respect to whatsoever a metric).
As seen most directly from (2.12), A1i is the conjugate variable to X
i, i.e.,
with the convention ε(01) = 1,
{X i(x1), A1j(y1)} = −δijδ(x1 − y1) , (2.20)
and the Hamiltonian is
H =
∫
dx1(ε˜C1 −A0iGi) (2.21)
with (∂ := ∂/∂x1)
Gi ≡ ∂X i + P ijA1j ≈ 0 . (2.22)
The weak equality sign ’≈’ indicates that the Gi(x1) are zero only on-shell
[39], as enforced by means of the Lagrange multipliers A0i, which we may
regard as arbitrary external functions on the phase space. By means of the
Poisson brackets (2.20) the constraints (2.22) can be easily seen to generate
the (one-components) of the symmetry transformations (2.15, 2.16). They
are first class constraints, i.e. they close on-shell with respect to the Poisson
bracket (2.20):
{Gi, Gj} = P ij ,kGkδ , (2.23)
where we suppressed writing arguments. Let me remark that in order to have
the first class property for (2.22) the Jacobi identity for P ij, Eq. (2.3), is not
only sufficient but also necessary (whereas for n ≡ dimN > 3, the require-
ment to have the Hamiltonian vector fields of P on N to be in involution does
not lead to (2.3)). It is now straightforward to check that the x0-evolution
generated by H reproduces (2.18) as well as the zero components of (2.17)
(whereas the one-components of Eq. (2.17) are identical to (2.22)). Most of
the gauge freedom has been separated to the freedom in choosing A0i (ax-
ial gauge) and the constraints Gi generate the corresponding residual gauge
freedom.
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There is also another way to interpret the symmetries generated by the
first class constraints: Allowing for x0-dependent coefficients, the Gi can
generate all symmetries (2.15, 2.16) for X i and A1i; the transformation of
the Lagrange multiplier fields A0i can then be determined — in a closed form
for a general constraint algebra — by requiring that the Hamiltonian action
shall be invariant up to a total derivative [26]. The net result then coincides
with (2.15, 2.16).
Let us briefly discuss the BRS formulation of the model (2.10). The main
idea of the BRS technique is to enlarge the phase space by introduction of
(in our case) fermionic degrees of freedom (’ghosts’), destroying the local
symmetry of the action, or rather turning it into a global one generated by
the nilpotent BRS charge Q. The ’physical’ content of the theory, i.e. the
reduced phase space, is reobtained, when one passes to the cohomology of Q.
There are some advantages of the Hamiltonian BRS formulation against the
Lagrangian one: the BRS Q does not depend on the chosen gauge, the BRS
transformations are canonical transformations in the enlarged phase space,
and there is the canonical symplectic measure for the definition of the path
integral. Note that also covariant gauge conditions may be introduced in the
Hamiltonian formalism; one only has to trivially enlarge the phase space by
including the Lagrange multiplier fields A0i together with momenta for them
which are constrained to zero [26].
In our case the BRS charge is extremely simple. Despite the appearance
of structure functions in the constraint algebra (2.23), it still has the minimal
form
Q = ηiG
i − 1
2
ηiηjP
ji
,kPk , (2.24)
where (ηi,P i) are canonically conjugate fermionic ghost variables associated
with Gi ≈ 0. It is straightforward to verify {Q,Q} = 0 as a consequence of
(2.3). Note that, depending on the chosen gauge fermion K, there still may
appear quartic ghost vertex contribution in the quantum action; as, e.g., it
may happen in the multiplier gauge K = −χiP i, if the gauge conditions
χi(A1i, X
i) do not commute with P ji,k.
It would be desirable to extend the formulation of (2.10) so as to ex-
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plicitely include the case of nontrivial fiber bundels over M . A can then
be a one-one form only locally, i.e. only on some U × N , U ⊂ M , because
one should allow for a nontrivial fibration of N over M . We do not have a
satisfactory answer for this problem yet. Probably there should be some su-
perior formulation of the model, maybe including further fields which can be
gauged out only locally, or, as in the case of the WZW-theory, having some
three-dimensional closed term in its action. Then this other action should be
strictly invariant under the symmetry transformations and also the transfor-
mation (2.14) for A should be replaced by something more perspicuous.
Some remarks might be in place here:
Firstly, the field equations (2.17, 2.18) are (strictly) covariant under the
transformations (2.15, 2.16) as they stem from a local variation of the action.
It is no problem to explicitely construct nontrivial bundles over M by means
of their solutions, at least if one can integrate the infinitesimal form of the
symmmetry transformations (2.15, 2.16).
Secondly, as a Hamiltonian system, i.e. on the level of the field equations,
the completely gauged WZW theory with compact gauge group G, defined
on the cylinder via a Gauss decomposition, turns out to be a special case of
our theories with N = G [40]. A natural question then arises: What is the
ungauged or partially gauged version of the general model (2.10)?
Thirdly, in the case that we choose a linear Poisson structure, P ij =
f ijk X
k, we regain two-dimensional nonabelian gauge theories: In this linear
case the N -coordinate X i is an equally well-behaved object as dX i; Ai is
then commonly spanned on Lie algebra generators T i, A = AiT
i, satisfying
[T i, T j] = f ijk T
k, and similarily X i is spanned on a dual basis. After addition
of
∫
d(AiX
i) to (2.13) and a partial integration, Ltop takes the standard form
Ltop =
∫
M
X iFi , (2.25)
where F = dA + A ∧ A. The standard 2D Yang-Mills theory ∫ tr(F ∧ ∗F )
for semisimple groups is obtained, in its first order form, when choosing
C1 ∝ tr(XX) and setting ε equal to the metric induced volume form used
to define the Hodge dual ∗. Thus in this linear case, and only there, the
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addition of the surface term
∫
d(AiX
i) provides an action which is strictly
invariant under the transformations (2.15, 2.16); and certainly here we also
know how to (simply) understand nontrivial fiber bundels.
Last but not least, it might be interesting to study the limit n → ∞ of
the dimension of target space N of the model (2.10) [41]. In this way one
may gain topological field theories in higher dimensions. For instance, an
application of such a limit to the completely gauged WZW model was shown
to result in fourdimensional selfdual gravity.
(During the completion of this work my colleague P. Schaller found the
Wess Zumino type formulation of (2.10). E.g., in the case of the gauge
theories (2.25) the corresponding boundary term has the form
∫
B DX
iFi,
where D denotes the covariant derivative. It obviously reprodues (2.25) due
to DF ≡ 0, if M = ∂B.)
2.3 The Classical Solutions
There are basically two ways to solve the field equations (2.17, 2.18). One
can either choose gauge conditions or one can work in appropriate target
space coordinates, most referably in Casimir-Darboux coordinates of P (cf.
section 2.1). In any case one will have to determine the Casimir functions
of P . So to start with let us suppose one knows how to cover N by charts
Ua in each of which one has Casimir-Darboux coordinates X
A, XI of P . By
continuity of all maps Φ from M to N , any global solution Φ satisfying the
field equations can be obtained by an appropriate patching on M .
Let the first Casimir coordinate X1 coincide with the Hamiltonian C1.
The independent field equations then take the simple form (C1 6≡ 0):
dXA = 0 (2.26)
dA1 = −ε (2.27)
dAA = 0, for index A 6= 1 (2.28)
AI = ΩJIdX
J , (2.29)
where taking the pullback is understood implicitly. In the case C1 ≡ 0 one
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has dA1 = 0 instead of (2.27). Obviously the general solution to the above
equations can be obtained without any choice of a gauge: The Casimir fields
XA(x) have to be constant onM , but otherwise arbitrary, whereas the XI(x)
remain completely undetermined by the equations of motion. Any choice of
the latter determines AI uniquely through (2.29). For C
1 ≡ 0, AA = dfA,
finally, with arbitrary functions fA. For C
1 6≡ 0, there always exists a local
solution to (2.27) because ε is closed, and A1 is again determined only up
to an exact one-form df1. (E.g. in coordinates on M such that ε = d
2x:
A1 = x
0dx1 + df1).
Up to now one has not made use of the gauge freedom. As is obvious from
(2.15, 2.16) any choice of theXI is gauge equivalent, and also AA ∼ AA+dhA,
where the hA are arbitrary functions. Thus locally any solution to the field
equations is uniquely determined by the values of the Casimir functions.
Additional structure evolves, if global apects are taken into account. In
a completely coordinate independent manner the field equations (2.17) take
the form
Φ∗(e+ iAieP ) = 0 ∀e ∈ T ∗N , (2.30)
where, Aas before, Φ denotes the map from M into F = Λ1,1T ∗(M × N),
the projection ΦM of which onto M is trivial. Reformulating the previous
local considerations N -coordinate indepently, we find all global solutions to
(2.30):3
1) ΦN ≡ ΠN ◦Φ, where ΠN denotes the projection in F to N , may be an
arbitrary map from M into any symplectic leaf (or integral surface) S ⊂ N
of P . All smooth deformations of this embedding of M into S are gauge
transformtions.
2) The restriction of A to TS , A|S, (i.e. the pullback of A with respect
to the embedding function of S into N), is then uniquely determined by:
Φ∗[iv(A+ Ω)] = 0 ∀v ∈ TS, (2.31)
where Ω ∈ Λ2T ∗S denotes the inverse of P |S.
3In the case of a nontrivial fiber bundle one merely replaces ’map’ by ’section’.
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The remaining field equations (2.18) may not that easily be rewritten in a
completely coordinate independent manner. Still we know that in any local
Casimir-Darboux coordinate system on N the only remaining equations to
be solved are (2.27, 2.28). Also all the remaining local symmetries can be
integrated easily in this coordinate system yielding AA ∼ AA+dhA. In many
cases this will suffice to classify solutions globally; examples for this shall be
provided elsewhere.
In some instances it may be favorable to express (2.27, 2.28) in a more
general coordinate system. Let the first k coordinates still be Casimir coor-
dinates XA, but the remaining s = n− k coordinates Xα be arbitrary. Then
for i = A Eq. (2.18), with, for simplicity, C1 ≡ 0, takes the form4
dAA + Ωαβ,AdX
αdXβ = 0 . (2.32)
One can check further that Eq. (2.18) with i = α is already fulfilled by the
solutions 1 and 2 above, i.e. that these equations are already a consequence
of (2.17). Locally, Eq. (2.32) can be integrated easily: Up to gauge transfor-
mations one finds AA = Θα,AdX
α, if Θ again denotes a symplectic potential
for Ω.
Before turning to the quantum theory, let me briefly comment on the op-
tion of solving the field equations by first choosing gauge conditions. Proba-
bly the most efficient one is A0i = 0. Locally this gauge is always attainable
by means of the symmetry transformations (2.15, 2.16), as is most easily seen
in the Hamiltonian formulation of the theory, where the A0i are subject to
arbitrary shifts.5 For C1 ≡ 0, e.g., the field equations state in this gauge
that all fields are x0-independent and that they have to satisfy the constraint
equations (2.22). The general solution to the latter is then provided by 1
and 2 above, where M is replaced by an open interval.
4As already in (2.17, 2.18) we suppress writing the pullback in the following.
5In the gravity theories considered in the following chapter the gauge A0i = 0 corre-
sponds to a degenerate metric, as is obvious from (1.7). One of the simplest choices not
in conflict with the metric nondegeneracy is e0
− = ω0 = 0, e0
+ = 1, used, e.g., in [22].
The consequences of the fact that the Hamiltonian symmetries connect degenerate with
nondegenerate metric configurations is studied in detail in Sec. 3.5.
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2.4 All Quantum States
Up to now an exact treatment of standard quantum field theories is beyond
human abilities and one takes recourse to approximative methods such as
perturbation theory. In our case, however, a nonperturbative treatment is
accessible.
The Hamiltonian formulation of our theory has been presented already
in section 2.2. It corresponds to a worldsheet topology M = S1 × R. Let us
consider the wave functionals in an X-representation. Any quantum wave
function Ψ is then a complex-valued functional of parametrized smooth loops
X : S1 → N in N . However, following Dirac [39], only such quantum states
are admissible which satisfy the quantum constraints
Gˆi(x)Ψ[X ] =
(
∂X i(x) + ih¯P ij(X)
δ
δXj(x)
)
Ψ[X ] = 0 , (2.33)
resulting from (2.22) by the replacement A1i(x
1)→ ih¯δ/δX i(x1), suppressing
the superscript one for the variable x1 within this section. It is decisive that
the operator ordering within the Gˆi(x) is such that taking commutators be-
tween the quantum constraints does not produce further constraints. (2.33)
still leads to the constraint algebra (2.23).
Maybe less well-known is an additional restriction on the operator order-
ing within G, probably present in an analoguous manner in most diffeomor-
phism invariant theories. Any gauge invariant phase space function, such
as, e.g., the Casimir functions CA(X(x)), have to be x-independent on-shell
because diffeomorphisms are part of the symmetry transformations (cf. also
Eqs. (2.19)). Therefore ∂CA(X(x)) will be part of the field equations, and, as
such, it will result from an appropriate combination of the constraints. Since,
however,
∮
∂CAdx ≡ 0, the integral over the corresponding combination of
the constraints will also vanish identically; in our case
0 ≡
∮
∂CAdx1 ≡
∮
dCA
dX i
Gi . (2.34)
This indicates a subtle dependence of the constraints among each other. It
is decisive to maintain the relations (2.34) also on the quantum level, and we
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have done so in (2.33). This is maybe best illustrated at the simple example
of two classical constraints g1 = g2 = qp, in a phase space of some arbitrary
dimension, which obviously satisfy g1 − g2 = 0; The operator ordering gˆ1 =
−ih¯q(d/dq), gˆ2 = −ih¯(d/dq)q does not produce any anomaly in the (trivial)
constraint algebra, but obviously there is no nontrivial common kernel of the
constraint operators as gˆ1 − gˆ2 = −ih¯.
Again the solution to (2.33) is most easily found in Casimir coordinates
(XA, Xα) of P . In a parallel way as we obtained solution 1 of the previous
section we find that the support of the wave functionals has to be on such
loops which lie entirely within some integral surface S of P . Next we have
to solve
[
δ
δXα(x)
− i
h¯
Ωαβ(X(x))∂X
β(x)]Ψ[X ] = 0 . (2.35)
This equation can be reinterpreted as a horizontality condition for the complex-
valued functionals on the space ΓS of loops on each S (but not on N , except
for an invertible P resulting in S = N):
(d+ (i/h¯)A)Ψ = 0 , (2.36)
where the U(1)-connection is uniquely defined via
A( δ
δXα(x)
) = −Ωαβ(X(x))∂Xβ(x) . (2.37)
A necessary condition for (2.36) to have nontrivial solutions is that A is
closed. According to (2.37) there is a close relationship between A, which is a
connection in a U(1)-bundle over the loop space ΓS, and the symplectic form
Ω on the underlying space S. Let us make this relationship more precise, so
that finally dA = 0 will be a simple consequence of dΩ = 0.
Any two-form ω on a manifold S generates a one-form α on the loop
space ΓS on S: Forms are basically the dual objects to areas of integration.
Now, any path γ in ΓS, corresponding to a one-parameter family of loops in
S, obviously spans a two-dimensional surface σ(γ). Thus, given ω ∈ Λ2T ∗S,
we can uniquely define α via ∫
γ
α =
∫
σ(γ)
ω ; (2.38)
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in this equation we assigned a number to any path γ ∈ ΓS, which, by duality,
defines the one-form α. Since, furthermore, any closed path γ corresponds
to a closed two-surface σ(γ), α is closed, iff ω is closed.
Of course, not every one form on ΓS can be described in this way. In our
case, however, the one form A on ΓS, is indeed generated by Ω. To prove
this let us choose a path γ ∈ ΓS parametrized by a parameter τ ∈ [0, 1]. Any
point in γ corresponds to a loop X . Thus γ induces a map S1 × [0, 1] →
N : (x, τ) → X(x, τ), which precisely corresponds to a parametrization of
σ(γ) introduced above. Denote by X˙ ∈ TΓS the tangent vector to γ: X˙ =∮
dxX˙α(x, τ)(δ/δXα(x)), where the dot denotes the drivative with respect to
τ . Then, as an obvious consequence of (2.37),∫
γ
A =
∫ 1
0
A(X˙ )dτ =
= −
∫ 1
0
∮ 2π
0
X˙α(x, τ)Ωαβ(X(x, τ))∂X
β(x, τ) dxdτ =
∫
σ(γ)
Ω . (2.39)
Thus (2.33) can be integrated locally to yield Ψ = exp [(i/h¯)
∫ A] Ψ0 for
any initial value Ψ0. The integrability extends to a global one, if ΓS is simply
connected, i.e. if Π2(S) is trivial. For the case that Π1(ΓS) ≡ Π2(S) 6= 1,
however, the one-valuedness of a nontrivial Ψ is given, if and only if A is
integral, i.e. iff ∮
γ
A = nh , n ∈ Z (2.40)
for any (noncontractible) closed loop γ representing an element of Π1(ΓS).
Due to (2.39) this is equivalent to an integrality condition for Ω:∮
σ
Ω = nh , n ∈ Z (2.41)
for any (noncontractible) closed two-surface σ representing an element of
Π2(S).
Let us denote the space of symplectic leaves by S. As this is the space N
modulo the flow of the Hamiltonian vector fields, S in general is no more a
smooth manifold. Nevertheless, at least when ignoring the symplectic leaves
of less than maximal dimension s, any atlas (XA, Xα), where again the XA
are local Casimir coordinates, can be used to define an atlas of S with local
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coordinates XA. (XA = const characterizes then all of the orbit, even if it
leaves the chart (XA, Xα)). Now, if some symplectic leaves S ∈ S have a
nontrivial second fundamental group, the integrality condition (2.41) may
yield a restriction of the support of Ψ to loops on a (possibly discrete) subset
of S, which we name S˜. For S ∈ S˜, Ψ is determined up tp a multiplicative
constant on any connected component of ΓS. As the space of connected
components of ΓS is in one to one correspondence with the first homotopy
group of S, we may identify physical states with complex valued functions
on I defined via
I = ⋃
S∈S˜
Π1(S) S˜ = {S ∈ S : Ω integral} . (2.42)
If Π2(S) = 1 ∀S ∈ S, then S˜ = S. Using the atlas for (the generic parts
of) S introduced above in this case, in local coordinates the physical wave
functions take the form
Ψ[X ] = Ψ0(XA, nA) exp
[
(i/h¯)
∫
D
Ω
]
, ∂D = ImageX . (2.43)
Here nA denotes a discrete index labelling the elements of Π1(S) and, as a
consequence of (2.41), the choice of the disk D ⊂ S, whose boundary is the
considered loop X of the functional, is arbitrary. In the case that Π2(S) is
nontrivial for some S ∈ S, the wave functions may again be represented by
(2.43) where, however, the range of the coordinates XA has to be restricted
such that (2.41) is fulfilled; certainly this can have the effect of partially
replacing some of these coordinates by discrete labels.
Note that the phase in (2.43), which is not invariant under general clas-
sical P -morphisms, basically coincides with the action of the point particle
system on the symplectic leaf studied in Sec. 2.1. The reason for obtaining
the same integrality condition (2.33) can be understood by observing that in
any case we want the phase factor to be well-defined; in the case of the point
particle system, so as to have a well defined path integral, and in the case of
the topological field theory, so as to obtain a smooth wave-functional. Note
also the difference between the two quantum theories: The point particle sys-
tem is defined inherently on a symplectic leaf and, e.g., for an su(2)∗-orbit
28
of radius nh¯/2, the Hilbert space is of dimension n+ 1. The wave functions
of the field theory, on the other hand, basically reduce to functions on the
space S˜ of (quantizable) symplectic leaves; for N = su(2)∗, the number of
independent states on any of the (quantizable) symplectic leaves S ∼ S2 is
just one in this case, since Π1(S
2) = 1.
The Hamiltonian (2.21), being constant on each of the symplectic leaves,
defines a function on I and thus becomes a multiplicative operator upon
quantization. Considerations on constructing a measure on I shall be taken
up elsewhere, or will be discussed for some of the models considered below
(cf. Sec. 3.1).
In the example of nonabelian gauge theories (cf. also [42]) N is the dual
space g∗ of the Lie algebra g of the gauge group. The symplectic leaves
are the coadjoint orbits equipped with the Kirillov symplectic form Ω. The
integrality condition (2.33) selects those symplectic leaves [32] which are
characterized, in the case of a compact semisimple g, by values of the Casimir
constants lying in the weight lattice; the quantization of these symplectic
leaves yields the unitary irreducible representations of g. This observation
establishes a connection between our representation and the A1i-connection
representation of quantum mechanics for nonabelian gauge theories on a
cylinder [43]. Details, including a comparison of the spectra (cf. also [36]),
shall be provided elsewhere.
In the noncompact case of, e.g., g = so(2, 1), all the level surfaces of
the Casimir C = (X1)2 − (X2)2 + (X3)2 have trivial Π2. Thus (2.33) is
empty in this case. For C > 0 we have Π1 ∼ Z, furthermore. To display
the wave functions we again choose an atlas in N (inducing an atlas in S):
Let us choose (X1, X3, C) for X2 > 0 as one of our charts (C = const < 0
corresponds to two symplectic leaves, which may be distinguished by the sign
of X2). We then have Ψ0 = Ψ0(C, n), where n ∈ N, and Ψ0(C < 0, n 6= 1) =
0 since Π1(SC<0) is trivial. If one also wants to display
∫
D Ω explicitely, one
needs further charts on S (Ωαβ might not be well-defined, e.g., in coordinates
X1, X3 on all of the chart X2 > 0). In the present case of so(2, 1)∗ on any of
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the symplectic leaves except for the origin Ω can be completely described by
Ω = ±dX3 ∧ dX±/X± , (2.44)
where
X± =
1√
2
(X1 ±X2) , (2.45)
whereas Ω = 0 at the singular orbit X = 0.
Having found the kernel of the quantum constraints corresponds to di-
viding out all local symmetries (2.15, 2.16) connected to the identity. Thus
the Yang-Mills theories on a cylinder described in this way are the ones for
the universal covering group of the chosen Lie algebra g. The transition
to Yang-Mills theories on a cylinder for not simply connected gauge groups
calls for further steps; one has to require an appropriate transformation of
the wave functions under large gauge transformations, which may further
exclude some wave functions. For the case of SO(2, 1) this has been studied
in some detail in [10]; the effect is quite drastic: whereas the Yang-Mills
Hamiltonian C obviously has a continuous spectrum in the case of S˜O(2, 1)
(=univ. cov. of SO(2, 1)), the spectrum becomes discrete for C < 0 in the
SO(2, 1) theory.
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Chapter 3
Models of Gravity in 1+1
Dimensions
3.1 A Universal Gravity Action and Remarks
on its Quantization
Let us construct actions for gravitational theories from the action L intro-
duced in Sec. 2.2. The starting point shall be the identification (1.7), where
ea and ω are the zweibein and spin connection of the gravity theory, respec-
tively. This requires a target space N of a minimal dimension three.
Our conventions concerning the gravity theories shall be summarized as
follows: The metric g is obtained through g = ηabea ⊗ eb, where η is the
frame metric with signature (1,±1). In the Minkowski case negative lengths
shall be interpreted as spacelike distances. Since the structure group of the
frame bundle is abelian in two dimensions, the spin connection one-form
introduced above has no frame indices and the curvature is just dω. Contact
with formulas used in higher dimensional gravity can be established via ωab =
εab ω, where εab are the covariant components of the ε-tensor ε = e
1 ∧ e2
(⇒ ε12 = 1).1 So one finds, e.g., that the Hodge dual of the curvature two-
1Note that in this chapter ε denotes the metric induced volume form and, in contrast
to the previous chapter, it is dynamical now.
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form, ∗dω, equals the half of the Ricci scalar R. For reasons of completeness
we will discuss gravity theories for both signatures of the metric in this
section, that is Minkowski as well as Euclidean gravity. In the following
section, however, we will deal with the Minkowski type theories only. In this
case then it will prove useful to introduce light cone coordinates
e± =
1√
2
(e1 ± e2) (3.1)
in the frame bundle, which lead to an off-diagonal frame metric η+− = 1 as
well as to ε+− = 1.
The action of a gravity theory has to be invariant against (M)–diffeo-
morphisms and frame-rotations. The first condition leads to C1 ≡ 0, i.e. to
an on-shell vanishing Hamiltonian (cf. Eq. (2.21)). The second condition has
been solved in generality in the paragraph of Eq. (2.6). Thus the gravity
action we propose has the form of Ltop, i.e. of Eq. (2.13) with C
1 ≡ 0, where
the Poisson structure P is defined through (2.6) by specifying f and C as
functions of
(X)2 ≡ XaXa ≡ (X1)2 ± (X2)2 (3.2)
and X3.
Let us find the subclass of this family of actions which leads to a torsion-
free gravity theory. This is equivalent to the search for those actions L with
Xa-dependence
∫
XaDea, where De
a ≡ dea+ εabωeb is the torsion two-form.
(One could replace the Xa also by strictly monotonic functions of them, but
this does not change the resulting gravity theory). The occurence of such a
term in the Lagrangian requires f = 1/(2∂C/∂(X)2). To have it be the only
Xa-dependent term in L, we find that L has to be of the form
L =
∫
M
XaDe
a +X3dω − V ε , (3.3)
where V is an arbitrary potential of X3. This Lagrangian was first proposed
in [44].
If we again release the torsion zero condition, V in (3.3) may be chosen
as an arbitrary function of X3 and (X)2 in order to correspond to a rotation
invariant Poisson structure; this can be checked by verifying (2.3) directly,
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whereas the determination of the functions f and C of (2.6) yielding this
Poisson structure appears to be cumbersome.
All of what follows will be based on the action (3.3) with
V = v(X3) +
α
2
(X)2 , (3.4)
where v is some arbitrary function. The second term in this potential allows
to add a torsion squared term to the most general torsionless action within
our framework (choosing a three dimensional target space). The Poisson
structure yielding (3.4) results from the choice
C = (X)2 exp(αX3) + 2
∫ X3
0
v(y) exp(αy)dy (3.5)
for the Casimir function C and exp(−αX3)/2 for the integrating factor f . It
might be worthwhile to investigate in how far the results found below may
be generalized to the case of an arbitrary ((X)2, X3)-dependence of f and C.
From (3.3, 3.4) one can easily regain other well-known theories of two-
dimensional gravity. For instance, integrating out the Lagrange multiplier
fields Xa, the choice V = ΛX3 yields the Jackiw-Teitelboim model (1.2). The
most general quadratic potential V KV = ∓(X3)2 − Λ∓ α(X)2/2 leads upon
elimination of the X-coordinates to the Katanaev-Volovich model (1.4) (use
∗ε = ±1).2 In a similar way one obtains the action LR2 for R2-gravity (1.3)
from the potential V R
2
= (X3)2 − Λ. It coincides with (1.4) for Minkowski
signature, if the torsion squared term is replaced by a torsion zero condition
(limit α→ 0).
Also the model (1.5) can be included: It may be obtained from (3.3)
with V = Λ, if one replaces (1.7) by Aa =
√
X3ea and identifies X
3 with
exp(−2Φ) [45].3 Promoting Λ to a dynamical field and adding A4dΛ to the
2Let us remind the reader that the elimination of fields through their own equations
of motion within an action is always possible, at least on the classical level, as is clear
from the variational principle. For the case that the eliminated fields appeared at most
quadratic within the original Lagrangian, the same result is obtained when integrating out
these fields within the path integral.
3It turns out that it is always possible to insure X3 > 0 by means of gauge transfor-
mations.
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latter action, furthermore, this action can be brought even into the group
theoretical form (2.25) for the centrally extended Poincare´ group [46]. Al-
lowing for a dynamical constant Λ, one also may obtain a to (1.5) on-shell
equivalent action from the (more straightforward) identification (1.7) and
X3 ∼ Φ: Choose V = exp(λX3) and add A4dλ to (3.3).
But not only purly two-dimensional models may be incorporated. The
choice V = 1/2(X3)2, e.g., yield solutions which are precisely of the Schwarz-
schild form, disregarding the rotation invariant part r2d(cos θ)dϕ; moreover,
the Casimir constant may be chosen so as to basically coincide (for one of
its signs) with the standard Schwarz-schild mass. In this way it is possible
to come to a quantum description of the Schwarz-schild soltution (i.e. of
the spherically symmetric solutions to the four dimensional Einstein vacuum
equations) on topology S2 × S1 × IR.
Let us conclude this section by discussing the quantization of the gravity
models (3.3, 3.4). We analyzed already the prototypes V = ΛX3 (yielding
the action of an SU(2) resp. S˜O(2, 1) nonabelian gauge theory). The gener-
alization is quite straightforward. Our first task is to determine the topology
of the symplectic leaves, in particular their first and second homotopy groups.
As we are in a three dimensional target space N the symplectic leaves S are
either two- or zero-dimensional. The latter occurs whereever P = 0, i.e. at
points
X1 = X2 = 0 , X3 = Bcrit = const, such that v(Bcrit) = 0 , (3.6)
which we will call ’critical’ or ’singular’ in the following; the corresponding
value of the Casimir constant (3.5) is Ccrit = 2
∫Bcrit
0 v(y) exp(αy)dy. At
’noncritical’ values of C the connected components of the level surfaces NC
coincide with the symplectic leaves.
To determine the topology of the level surfaces NC it is convenient to
consider the function
h(X3) := exp(2αX3) (X)2(X3, C) ≡
≡ exp(αX3) [C − 2
∫ X3
0
v(y) exp(αy)dy] (3.7)
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obtained from inverting the Casimir function (3.5) for constant C. It is only
the number and kind of zeros of h which determines the topology of NC ,
where the zeros of h are nonsimple only at critical points X3 = Bcrit.
For Euclidean signature, resulting from the plus sign in (3.2), one only
has to rotate the positive parts of the curve exp(−2αX3) h(X3) around the
X3-axis to obtain the level surfaces NC of the Casimir function. Obviously
a positive part of h between two successive simple zeros at X3 = B1,2 yields
a symplectic leaf isomorphic to a two-sphere. Such a leaf is subject to the
integrality condition (2.8), which here takes the simple form∮
Ω =
∫
dX3 ∧ dϕ = 2π[B2 − B1] = nh (3.8)
as can be seen by expressing P in coordinates (C, ϕ,X3), with tanϕ =
(X2/X1). A positive (part of) h with no (one simple) zero results in a
cylindrical (planar) symplectic leaf; the integrality condition is trivial then.
Changes of the topology of NC (along the choice of C) occur only at sliding
intersections of h with the X3 axis, i.e. at critical values of C.
For Minkowski signature the transition from h toNC is a bit more cumber-
some. The result is, however, quite simple: If h contains no points (X)2 = 0,
NC consists of two disconnected ’planes’; if h contains l points of (nonslid-
ing) intersections with the X3 axis, it has l− 1 fundamental noncontractible
loops. The second fundamental group is, moreover, always trivial. For the
critical values C = Ccrit (sliding intersections) we again have fixed points
of the Hamiltonian vector fields at (0, 0, Bcrit); the set S of integral surfaces
becomes nonHausdorff there, as can be seen already for the so(2, 1) proto-
type (in the space of coadjoint orbits, which here coincides with the space
of Lorentz orbits in IR3, the origin and the positive and negative light cones
have no disjoint neighborhoods).
Let us discuss R2-gravitiy, V R
2
= (X3)2−Λ, to more detail. An analysis
of the function h(X3) = C + (2/3)(X3)3 − 2ΛX3 yields five qualitatively
different cases depending on the parameters C and Λ (see Fig. 1):
R1 : one single zero of h and thus also of (X)2 at X3 = B
R2 : one triple zero at 0
35
R3 : one single zero at B1 and one double zero at +
√
Λ
R4 : one double zero at −√Λ and one single zero at B3
R5 : three single zeros at B1, B2, and B3,
where B1 < −
√
Λ < B2 < +
√
Λ < B3 and −∞ < B < +∞.
Obviously Bcrit = ±Λ and the curve along R2,3,4 in Fig. 1 corresponds
to the critical values Ccrit = C<(>) ≡ ±(4/3)Λ(3/2) of C. For Λ < 0 the
quantum theory is paritcularily simple: For both signatures the symplectic
leaves are isomorphic to planes, the spectrum of C is IR, and, up to the phase
factor, the wave functions (2.43) are functions of one argument C. For Λ > 0
and C ∈ (−∞, C<) ∪ (C>,∞) the resulting surfaces are again manifolds
with trivial topology. However, for C ∈ (C<, C>) and Euclidean signature
we get two disconnected surfaces of the topology of a plane and a sphere,
respectively. Thus the continuous spectrum C ∈ R has a twofold degeneracy
for some specific values of C within this range (C<, C>). For Minkowskian
signature and C ∈ (C<, C>) the level surfaces NC are connected and of trivial
second homotopy; however, there are two fundamental noncontractible loops,
the winding numbers of which give rise to a quantum number nC ∈ Z within
the wave functions (2.43).
Concerning the question of the inner product, let us remark here that
on large parts of the phase spaces of any of the models (3.3) with (3.4) and
Minkowski signature, the variable conjugate to C can be written as
p = −1
2
∮
exp(−αX3)e1
−
X−
dx1 ≈ −1
2
∮
exp(−αX3)e1
+
X+
dx1. (3.9)
Pulling through the phase factor of (2.43), which in local target space coor-
dinates takes the form
exp
(
− i
h¯
∮
ln |X−|∂X3dx1
)
∼ exp
(
i
h¯
∮
ln |X+|∂X3dx1
)
, (3.10)
the Dirac observable p acts via (h¯/i)(d/dC) on Ψ0. Requiring that it will
become a hermitian operator severely restricts the measure of the inner prod-
uct, but, in the case that Ψ0 depends also nontrivially on quantum numbers
nC and/or that the level surfaces NC have several disconnected parts, this
does not determine the inner product entirely.
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In the case of Minkowskian R2-gravity with Λ < 0 there are no such
quantum numbers and the measure becomes the ordinary Lebesgue measure
in C by the above prescription; thus this theory reduces entirely to the one
of an ordinary point particle system on the line.
For Minkowskian R2-gravity with Λ > 0 it is not so clear how to deter-
mine the inner product between states of different winding numbers nC . In
this context it seems appropriate to mention that the assignment of winding
numbers at the critical values of C is somewhat ambiguous: On the one hand
the critical points (0, 0,±√Λ) constitute integral surfaces by themselves and
loops in the support of Ψ may not pass these points. On the other hand the
critical points and the rest of the orbit(s) at this value of C = Ccrit do not
have disjoint neighborhoods in S; so continuous functions Ψ0 identify them.
Let us further note that a Faddeev-Popov kind of prescription for the inner
product always will assign measure zero to the loops on singular points; this
seems questionable at least in the case v ≡ 0, where the Poisson structure
vanishes on all of the X3-axis. A clarification of these points seems desirable.
Further remarks and investigations concerning the quantization of the
gravity theories (3.3, 3.4) will be made in the course of this chapter after
having explored the classical solutions into some detail.
3.2 General Solution to the Field Equations
and All Extremals
As pointed out already in Sec. 2.3, given the present σ-model-like formulation
of the gravity models the most straightforward way to determine the classical
solutions is obtained by an appropriate choice of target space coordinates.
In the present case let us choose coordinates
(C,X±, X3) , (3.11)
where C is the Casimir coordinate (3.5); the transition from the original X i
to these coordinates is well-defined for X± 6= 0. In coordinates (3.11) the
symplectic form is given by (2.44) on any of the level surfaces C = const,
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except at the critical points described already in the previous section where
it certainly vanishes. The usage of the coordinates (3.11) is more favorable
than the one of Casimir-Darboux coordinates since it allows to cover larger
parts of N and the charts with X+ 6= 0 and X− 6= 0 have a common overlap,
constituting an atlas of N except for the line X+ = X− = 0.
In target space coordinates (C,X+, X3) the field equations take the simple
form
dC = 0 , dAC = 0 , A+ =
dX3
X+
, A3 = −dX
+
X+
(3.12)
as collected from (2.26, 2.31, 2.32) and (2.44). The local solution is obvious:
C = const, AC = df , A+,3 as above, and f , X
+, and X3 are arbitrary
functions, subject, however, to arbitrary gauge transformations (respecting
the metric nondegeneracy). Via (1.7) we find the relation of the zweibein
and the spin connection to the transformed connection:
e− ≡ e+ = A+ + 2 exp(αX3)X−AC
e+ ≡ e− = 2 exp(αX3)X+AC
ω = A3 + 2 exp(αX
3)V AC . (3.13)
From this we now read off the metric
g ≡ 2e+e− = 4 exp(αX3)dX3df + 4h(X3, C)dfdf , (3.14)
where h is the function defined in (3.7) and we suppressed introducing a
symbol for the symmetrized tensor product.
For the torsion-free case α = 0 we may now choose the gauge
X3 = x0 , X+ = 1 , f = x1/2 (3.15)
respecting X+ 6= 0 and det g 6= 0. The metric (3.14) then takes the form
gαβ =
(
0 1
1 h(x0)
)
. (3.16)
The rest of the fields is determined trivially through (3.12, 3.13) and, using
(3.7), X− = (1/2)h(x0).
38
In the case α 6= 0 it is the gauge
X3 =
1
α
ln(αx0) , X+ = 1 , f = x1/2 (3.17)
with αx0 ∈ IR+ which again allows to write the metric in the form (3.16);
here we have set somewhat sloppily
h(X3(x0)) =: h(x0) , (3.18)
noting that the degree of the zeros of h is not changed by this substitution.
The rest of the fields can again be read off directly from (3.12, 3.13) and
(3.7).
The result above is obtained in an almost equally straightforward manner
when one starts from the field equations in the original coordinates X i and
uses Polyakov’s light-cone gauge in the form e0
− = 0, e1
− = e0
+ = 1; the
integration of the field equations turns out to be trivial in this gauge and the
above found representatives result from a fixation of the residual local gauge
freedom. Similarily appropriate is the use of the axial gauge e0
− = ω0 = 0,
e0
+ = 1 [22].
The analogous shape of the solutions in target space coordinates (C,X−, X3),
valid on any patch with X− 6= 0, is obtained most easily by applying the
transformation
e+ ←→ e−
ω ←→ −ω
X+ ←→ −X−
X3 ←→ X3 , (3.19)
to the above, since (3.19) reverses only the sign of the action integral (3.3)
and therefore does not affect the equations of motion. Clearly the form
of the metric remains that of (3.16) under the transformation (3.19). Al-
though (3.19) is some ’cockscrewed’ Lorentz transformation (resulting from
the parametrization ωab = εab and the fact that εab is a ’pseudo-tensor’),
it may be interpreted also as an active symmetry transformation mapping
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different patches of the space time manifold onto each other; this fact will be
useful in order to extend our local solutions to global ones.
Note also that in both charts X± 6= 0 the whole solution is independent
of x1. Thus there is a Killing field, ∂
∂x1
, generating shifts in the x1-direction.
Simple zeros of Xa (both components) will occur when gluing together
the above solutions. So, although possible in an analogous manner, it is not
necessary to construct such local solutions here. For zeros of Xa of a higher
degree the a-components of the field equations (2.17)
dXa + εab(X
bω − V eb) = 0 (3.20)
together with the fact that the ea are linear independent (metric nonde-
generacy) show that the considered point is a singular point of P (cf. Eq.
(3.6)). Since such points in the target space constitute an integral surface
S by themselves and since the image of the worldsheet lies entirely in a
symplectic leaf S (cf. Sec. (2.3) solutions in the neighborhood of zeros of Xa
of degree at least two have the form
Xa = 0 , X3 = Bcrit = const. (3.21)
They are, furthermore, solutions of vanishing torsion and constant curvature,
Dea = 0 , dω = v′(Bcrit)ε (3.22)
describing arbitrary deSitter space-time manifolds. The metric for such a so-
lution can also be brought into the form (3.16) with h(x0) = c−v′(Bcrit)(x0)2
where c is some meaningful constant of integration. This in turn determines
the zweibein and spin connection up to Lorentz transformations.
To gain some feeling for gravitational solutions as well as to construct and
analyze Penrose diagrams, it is standard to consider the movement of point
particles within the space-time M determined by the (unperturbed) gravity
solutions. For this purpose we couple Lp[x(τ)] = m
∫
x˙µ(τ)xν(τ)gµν(x(τ)) dτ
to our gravitiy action 3.3. Variation for x(τ) leads to the standard equation
for extremals
x¨µ + Γµνρx˙
ν x˙ρ = 0 (3.23)
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where Γµνρ ≡ (gµν,ρ+gρµ,ν−gνρ,µ)/2 are the Christoffel symbols. Disregarding
the backreaction of the point particle on the metric (m❀ 0), we may combine
this with the previously obtained solution for the metric, Eq. (3.16), to get
(h′ ≡ dh(x0)/dx0)
x¨0 = −h′x˙1(x˙0 + 1
2
hx˙1) , x¨1 =
1
2
h′(x˙1)2 . (3.24)
Eq. (3.23) yields those curves which maximize the arclength s for nonnull
extremals; the parameter τ is, up to linear transformations, the arclength
itself [47]. (Obviously (3.23) is not form-invariant under reparametrizations,
as is not Lp). In the torsion-free case these extremals coincide with autopar-
allels, satisfying, in the parametrization of (3.23), ∇x˙x˙ = 0. In the case
of nonvanishing torsion the extremals are autoparallel only with respect to
the Christoffel connection Γµνρ = ωµ(νρ), where the brackets indicate sym-
metrization.
Since Γ is a metrical connection, any null-line 0 = g(x˙, x˙) is a solution to
(3.23, 3.24). In the charts of (3.16) these null extremals are:
x1 = const , (3.25)
dx1
dx0
= −2
h
∀x0 with h(x0) 6= 0 (3.26)
x0 = const , if h(x0) = 0 . (3.27)
Plugging these solutions back into (3.24), we can decide under which con-
ditions they are complete (with respect to the affine parameter of (3.24)).
For (3.25) and (3.26) the affine parameter is determined by x0 = aτ + b,
(a, b) = const, thus these null extremals are complete, iff the coordinate x0
extends to infinity into both directions of the charts in which the metric
takes the form (3.16). For the models under study, this is the case for α = 0,
whereas in the case of nonvanishing torsion, α 6= 0, the extremals are incom-
plete at x0 = 0. Note, however, that in the latter case this line is a true
singularity as curvature and torsion blow up there. The extremals (3.27), on
the other hand, are complete for h′ = 0 (multiple zero of the function h), but
for h′ 6= 0 we find x1 = −2(ln| τ + a |)/h′ + b, where (a, b) = const, so that
they are incomplete at sgn(h′(x0)) x1 → +∞.
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It will turn out that in our case the knowledge of the null extremals
already suffices to find all Penrose diagrams. Nevertheless, also all other
extremals can be found: Since ∂
∂x1
is a Killing field there is a constant of
motion, g( ∂
∂x1
, x˙) ≡ x˙0 + hx˙1 = const; this holds in the case of nonvanishing
torsion, too, where one can use the Christoffel connection for the proof (cf.,
e.g., [48]). Furthermore, we know that for nonnull extremals we may choose
the length as affine paramter so that we obtain:
(dx0 + hdx1) = const ds = const
√
|2dx0dx1 + h(dx1)2| .
The resulting quadratic equation has the solutions
dx1
dx0
=
−1±
√ c
c− h
h
, c = const (3.28)
x0 = const, if h′(x0) = 0 . (3.29)
Certainly (3.28) is valid only when it is meaningful; the condition in (3.29)
can be deduced directly from (3.24) and the fact the considered extremal is
nonnull. It is straightforward to see that for the extremals (3.28)
ds =
1√
|c− h|
dx0 , (3.30)
while the extremals (3.29) are obviously always complete.
3.3 Penrose Diagrams from Gluing
In this section we will provide the general rules of how to find the Penrose
diagrams starting from any given metric of the form (3.16). This shall be
done by means of a generic example, the function h of which is drawn in Fig.
2a. Having derived a simple building block principle, we will apply it to the
Jackiw-Teitelboim model (deSitter gravity) (1.2), R2-gravity (1.3), and the
Katanaev-Volovich model (1.4) at the end of this section.
In Fig. 2b we qualitatively depicted representatives of the null extremals
(3.26, 3.27) corresponding to the metric of Fig. 2a. Any other solution (3.26)
is obtained by shifting these curves along the x1-direction, a consequence of
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the fact that (x0 = const)–lines are Killing (isometry) directions within the
chart xµ. The other type of null lines, (3.25), are parallels to the x0-axis;
from them we have drawn only those two which are the asymptotics to the
representatives plotted of the former kind in the sector on the right.
It is well-known that any metric in two space-time dimensions is confor-
mally flat, i.e. that by a change of coordinates it can be brought into the
form g = exp(f(x))dx+dx−; this can be achieved even on a global level, if
the space-time manifold may be covered by one chart (and has no closed
timelike curves). Within any of the sectors of Fig. 2b the diffeomorphism
x+ = x1 + f(x0), x− = x1 (3.31)
with
f(x0) ≡ 2
∫ x0 du
h(u)
(3.32)
provides such a transformation; it, however, breaks down at h(x0) = 0. It
may be difficult to write down explicitly the diffeomorphism that brings g
into conformal form on all of the chart underlying Fig. 2b.
Fortunately, the explicit form of such a diffeomorphism need not be con-
structed. Similarly as in (3.31) it will be possible to choose x1 as one of
the light cone coordinates. The diffeomorphism will then have the effect of
straightening the null extremals (3.26), leaving (3.27) as well as (3.25, i.e.
x1 = x− = const, unmodified. Note that the (x+, x−)-chart cannot be all
of IR2 anymore; rather on the righthand side there will be some boundary
because the null lines of type (3.26) do not intersect all null lines x− = const.
By means of a subsequent conformal diffeomorphism x− → tanx− (and a
similar one for x+) the new coordinate chart covers only a finite region in
IR
2; the result is drawn qualitatively in Fig. 2c. As indicated by the arrows,
the boundary on the righthand side can be made straight by a conformal
transformation in x+, by means of which one can also transform all rectan-
gles into squares. The final building block for the Penrose diagram is obtained
by turning the patch 45 degrees counter-clockwise (given our convention that
a positive (negative) ds2 corresponds to a timelike (spacelike) distance) and
is depicted in Fig. 2d.
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In the Figs. 2c,d we also included the lines of constant X3 (= Killing
directions), which in Fig. 2b have been the straight lines x0 = const. The
function X3 increases monotonously from the lefthand side,4 where it is −∞,
to the singularity on the righthand or upper side, where it gets +∞. In
our example Fig. 2a both of these lines X3 → ±∞ are complete, as the
coordinate x0 is unbounded in Fig. 2a (cf. the discussion following Eq. (3.25));
completeness will be indicated by boldfaced lines, incomplete singularities by
thin solid lines (somewhat thicker than the lines of isometry), and horizons
by dashed lines.
The square-shaped or triangular sectors are the regions with (X)2 6= 0
(⇔ h 6= 0). As already noted above the triangular shape of the rightmost
sector is due to the fact that any type (3.26) null extremal approaches a
type (3.25) extremal assymtotically for x0 → +∞ (which implies that the
former kind of null lines does not intersect all of the latter kind). If we had
instead
∫+∞ dx0
h
= ±∞ (e.g., h = O(x0)), all null extremals would intersect
each other exactly once and the triangular sector would be replaced by a
quadratic one. If, on the other hand, e.g. h ∼ (x0)n>1 for x0 → −∞, then,
vice versa, we would have to replace the quadratic sector on the left of Figs.
2c,d by a triangular one, again with a timelike boundary X3 = −∞. And so
forth.
Finally, in Figs. 2b,c we have drawn some of the nonnull extremals (3.28)
with c=0, i.e.,
dx1
dx0
= −1
h
, (3.33)
as dotted lines. They are the unique extremals running through the corner-
points of the (X)2 6= 0 sectors in all nonnull directions. Their length follows
from (3.30):
s =
∫ ξ2
ξ1
dx0√
|h|
where ξ1, ξ2 are the successive zeros of h(x
0). Since in the chart (3.16) these
extremals differ only by a shift in x1-direction, they all have the same length.
4For simplicity we assume α = 0⇒ x0 = X3 here.
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It is finite only at single zeros of h(x0):
s =
∫
dx0√
|h|
∼
∫ ξ dx0
(x0 − ξ)n2 →
 <∞ n = 1∞ n ≥ 2 . (3.34)
Thus the cornerpoints of a sector between two single zeros of h(x0) are con-
jugate points.
Now any region with (X)2 6= 0 can be found in two charts of the kind
(3.16), one with X+ 6= 0 and one with X− 6= 0, and it must be possible to
establish a diffeomorphism (at least locally) between them. Such a diffeo-
morphism has to maintain X3 and must map type (3.25) null extremals onto
type (3.26) null extremals and vice versa. By this it is already uniquely
determined as
x˜0 = x0 , x˜1 = −f(x0)− x1 + const (3.35)
where f(x0) is the function (3.32) introduced already above, and the inte-
gration constant has been written down explicitly, indicating the free choice
of the origin of the x1-coordinate. It is easily seen that this diffeomorphism
maps the whole sector where (X)2 6= 0. A subsequent Lorentz transformation
is necessary to restore our gauge:
e+ → −2
h
e+ e− → −h
2
e− ω → ω − d(ln|h |). (3.36)
The final result of this transformation (3.35, 3.36) is exactly that of (3.19).
In the Penrose-diagrams the sectors are the squares (or the triangles), the
second solution is obtained from the first by taking the mirror image (around
an axis running diagonally through the sector, transversal to the Killing-
direction!) and the gluing diffeomorphism (3.35, 3.36) amounts to patching
the corresponding sectors together. Fig. 3 illustrates this process. By the
above description gluing is unique, up to the constant, which, as long as only
the universal covering is pursued, does not affect the solution.
We have yet to investigate the case (see Fig. 3) that after surrounding
the point at the vertex of four diagrams the corresponding sectors of the first
and the fourth diagram match. Shall they be identified?
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The null extremals running into this vertex point are of the type (3.27).
Now, if this zero of h(x0) is simple (h′(x0) 6= 0) then the answer is yes: The
transformation
x˜0 = x0 x˜1 = x1 +
f(x0)
2
,
with f(x0) as before, which is on each (X)2 6= 0 sector a diffeomorphism,
brings the metric into Schwarz-schild form
ds2 = − 1
h(x˜0)
(dx˜0)2 + h(x˜0)(dx˜1)2,
and the Kruskal extension (cf. e.g. [49]), plus simultaneous Lorentz trans-
formation, reveals the vertex point as regular interior point (a saddle point
of X3, with Xa = 0). The four adjacent sectors then constitute one single
sheet.
However, for zeros in h(x0) of a higher degree this procedure fails. And,
in fact, not only the null extremals 3.27 but also the general extremals 3.33
running towards this point are then complete (cf. Eq. 3.34). Thus the vertex
point has to be taken out of consideration. Also, to obtain the universal cov-
ering we must not identify the diagrams but continue the gluing indefinitely.
The principle of how to construct the Penrose diagram corresponding to
any function h in (3.16) should be clear now. The number (and kind) of zeros
of this function determines the number of squares in a fundamental building
block, 5 the end of which is either a square or a triangle, depending on the
asymptotic behavior of h. The complete Penrose diagram is then obtained
by straightforward (pictorial) gluing.
Let us come to the announced examples, starting with deSitter gravity
(1.2). Since all values Λ 6= 0 yield (basically) equivalent Penrose diagrams,
we will set Λ := 1 in the following. We then get a one-parameter family
of functions h, h(x0) = C − (x0)2, parametrized by the Casimir constant
C = (X)2 + (X3)2 (cf. Fig. 4).
For any C > 0 this curve h(x0) has two simple zeros, leading to one square
within the fundamental building block. Asymptotically we have h ∼ −(x0)2,
so that adjacent to the square there will be a triangle at each side, the
5The case that h has no zeros at all will be discussed in the applications below.
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boundaries of which, X3 = ∞ resp. X3 = −∞, are spacelike and complete.
Gluing leads to the ribbon-like diagram shown in Fig. 5a. (For the other sign
of the cosmological constant, Λ = −1, we get the same diagram for C < 0,
rotated, however, by 90 degrees, as the infinity is timelike then).
For C = 0 we get no square, but only two triangles. The corresponding
Penrose diagram is plotted in Fig. 5b.
For C < 0 the function h has no zeros (Fig. 4). We therefore may apply
directly the diffeomorphism (3.31) with the function (3.32), which in the
present case can be written in terms of elementary functions:
f(x0) = − 2√−C arctan
(
x0√−C
)
. (3.37)
The resulting region (x+, x−) is again a ribbon (Fig. 5c); but this time with-
out any internal structure, as the Killing lines X3 = x0 = const become the
parallels x+ − x− = const in the present case.
It is straightforward to see that Fig. 5c depicts the Penrose diagram for
any (negative) function h without zeros which diverges at the infinity. Clearly
there is no conformal diffeomorphism which maps this ribbon into a finite
region. Let us remark also that the Penrose diagrams for constant curvature
in two dimensions are quite different from the ones in four dimensions (cf.,
e.g., [49, 48]).
Let us now turn to the second example: R2-gravity. We have already
studied the behavior of the corresponding function h when discussing the
quantum theory in Sec. (3.1, cf. Fig. 1. It is completely straigthforward to
construct the Penrose diagrams according to the above rules. The result is
depicted in Fig. 6. For nonnegative Λ there are in addition to those diagrams
also infinte bands for the constant curvature solutions dω = ±2√Λε (cf. Eq.
(3.22); in the diagram Fig. 1 they are located at the curve R2,3,4.
The third example is the Katanaev-Volovich model (1.4). Its potential is
V KV = (X3)2 − Λ+ α
2
(X)2 (3.38)
leading to the Casimir function
CKV =
2
α
exp(αX3)
(
V KV − 2X
3
α
+
2
α2
]
− 4
α3
+
2Λ
α
. (3.39)
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From this and (3.7,3.17,3.18) one can determine the function h(x0). The
coordinate transformation αx0 → x0, x1/α → x1, constituting a residual
gauge freedom of (3.16), combined with the rescaling
Λ˜ := α2Λ , C˜ := α3CKV − 2Λ˜ + 4 (3.40)
brings it into the simpler form (x0 ∈ IR+)
h(x0) =
1
α
{
C˜x0 − 2(x0)2[(ln x0 − 1)2 + 1− Λ˜]
}
. (3.41)
It shows that, up to its sign, α does not influence the causal structure of the
KV-model.
The function h always has a zero at x0 = 0 ⇔ αX3 = −∞, which is
simple for C˜ 6= 0. It corresponds to an incomplete null-infinity. On the other
boundary of the coordinate patch, αX3 = +∞, we find αh ∼ (x0)2 ln2 x0,
which shows that the Penrose diagrams have a complete triangular sector at
this end.
To study the number and kind of zeros of the function (3.41) for positive
values of x0, one is well advised to change variables according to y = ln x0,
being left with the equivalent analysis of the number and type of zeros of the
function f(y) = C˜ exp(−y) − 2[(y − 1)2 − Λ˜ + 1] within y ∈ IR. (Actually
y = αX3 and f(αX3) ≡ α3(X)2(X3)). In any case the analysis yields 11
qualitatively different cases depending on the parameters C˜ and Λ˜:
G1,2 : no zeros of h and thus also of (X)2
G3 : one single zero at X3 = B
G4 : one triple zero at X3 = 0
G5,6 : one double zero at X3 = sgn(α)
√
Λ
G7 : one double zero at X3 = −sgn(α)√Λ and one single zero at X3 = B1
G8,9 : two single zeros at X3 = B2 and X
3 = B1
G10 : one single zero at X3 = B3 and one double zero at X
3 = sgn(α)
√
Λ
G11 : three single zeros at X3 = B3, B2, and B1,
where B3(1) < −
√
Λ < B2 < +
√
Λ < B1(3) for α > (<)0 and −∞ < B <
+∞. An overview is provided by Fig. 7.
Via (3.6,3.4,3.38) the critical values of X3 are easily determined to be
48
±√Λ; the corresponding value of the (rescaled) Casimir function C˜ is
C˜crit ≡ C˜deSitter = −4 exp
(
±
√
Λ˜
) (
±
√
Λ˜− 1
)
, (3.42)
which marks the curve G5,6,10,4,7 of Fig. 7 and simultanously the deSitter
solutions Dea = 0, dω = ±√Λε (cf. Eqs. (3.21,3.22)). The cases G1,2, as
well as G5,6 and G8,9, differ by the kind of zero of h at x0 = 0; this has its
impact on the completeness of the corner point. It is now straightforward to
draw the Penrose diagrams of the KV-model. The result is depicted in Fig.
8 for α > 0; the diagrams for α < 0 are obtained by rotating these by 90
degrees.
The numbering G1-11 has been chosen as in [24], where the Penrose
diagrams Fig. 8 have been constructed first. It should be noted, however,
that our procedure to obtain these diagrams is incomparably faster than
the one of [24]. The main reason is that the local solutions used in [24]
(resulting also from ours through the diffeomorphism (3.31)) are valid only
in coordinate patches which are part of ours (the sectors (X)2 6= 0); they had
to be glued along their border, which entailed lengthy considerations of the
asymptotic behavior. In our gauge, instead, the charts overlap and simply
have to be matched together. As a consequence we also could prove that
all the solutions of (1.4), (and in fact also of (3.3,3.4) with an, e.g., analytic
potential v) are analytic. Also, from (3.16) the existence of a Killing field is
immediate.
Concluding we remark that for many of the Penrose diagrams, such as,
e.g., for G3, G9, it is possible to find also global coordinates displaying
explicitely the analyticity of g. Examples for this might be given elsewhere.
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3.4 All Global Solutions and a Comparison
with the Quantum Theory: The Example
of the Katanaev-Volovich-Model
In the following we shall give an account of global solutions obtained by fac-
toring the universal coverings by a discrete transformation group. In this way
one obtains all global solutions. Among these are the solutions with cylin-
drical topology. Keeping track of all diffeomorphism (and Lorentz) invariant
quantities characterizing such solutions, we get some insight into the reduced
phase space (RPS) of the theory as defined on the cylinder. Note that the
Penrose diagrams are labelled only by one constant, namly the value of the
Casimir function C (beside, of course, the coupling constants fixed in the
Lagrangian). Since the result of a symplectic reduction is again a symplectic
space, with some care we will be able to find a second continuous parameter
resulting from the compactification.
In the sections 2.4 and 3.1 we have studied already the quantum the-
ory of the space of gauge-inequivalent solutions with cylindrical topology.
Certainly, a comparison of this quantum theory with the classical space-time
manifolds that are subject to this quantization is worth an investigation. The
comparison will be seen to give rise to arguments in favor of the quantization
scheme employed, but there will arise also arguments questioning it. On the
one hand we will find that the topology of the RPS fits quite perfectly to the
arguments of the wave functions (2.43); in particular, the quantum numbers
nC are in one-to-one correspondence with the minimal number of building
blocks intersecting a noncontractible loop on the cylinder. On the other hand,
a considerable portion of the solutions in the RPS are incomplete, they have
closed timelike curves, and for some of them it would be more natural to be
reckoned among other space-time topologies than the cylindrical one.
Most of these questions will be analyzed at the example of the Katanaev-
Volovich model (1.4), but the discussion transfers in an obvious way to the
general model (3.3,3.4).
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Let us start with classifying all possible ’compactifications’ of the Penrose
diagrams. They are obtained by factoring out a discrete transformation
group from the universal covering solutions. Any such transformation must
of course preserve the functions X3 and Xa. Hence the sectors with (X)2 6= 0
must be mapped as a whole onto corresponding ones (i.e., with the same
range of X3).
Within such a sector we have already discovered a Killing field ( ∂
∂x1
in
the coordinates (3.16)). The transformation generated by it is in local charts
(3.16) a shift of a certain amount in the x1-direction. The gluing diffeomor-
phism (3.35, 3.36) shows that such a transformation extends uniquely onto
the whole universal covering, and that it is in all charts represented as an
x1-shift of the same amount (but on part of them in the opposite direction!).
We will call these transformations simply ’Killing-shifts’. In the Penrose di-
agram such a Killing-shift shows as a distortion along the lines of constant
X3.
A further transformation of a sector onto itself is exchanging the two
types of null-extremals. This is exactly the gluing diffeomorphism of (3.35,
3.36). It can also be described as a ’reflection’ at one of the extremals (3.33).
Any admissible transformation can thus be separated into a combinato-
rial part — a certain permutation of the (X)2 6= 0 sectors and their possible
reflections — and one real parameter describing the Killing-shift. It is also
true that any transformation of the universal covering is already fully deter-
mined by the image of only one sector. The remaining investigations shall
be performed ad hoc at the example of the Katanaev-Volovich model now.6
G1,2: The only transformations are reflections and Killing-shifts. Since a
reflection has fixed points (an extremal of type (3.33) as symmetry-axis) it
has to be ruled out. The only discrete subgroups of Killing-shifts are the
infinite cyclic groups generated by one shift. The factor space is then clearly
a cylinder. In the coordinates (3.16) it can be obtained by cutting out a strip
parallel to the x0-axis and gluing it together along the frontiers. The width
6The numbering below refers to the numbering of the Penrose diagrams in the Figs.
7,8.
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of this strip (i.e., of the generating shift) is proportional to the length of a
constant curvature path running once around the cylinder. (Remember that
in this model X3 ∝ Ricci scalar, on-shell). Hence for any value C ≥ 0 we
get a set of distinct solutions parametrized by their size (any positive real
number).
G3: As before reflections and also the inversion at the central saddle point
must be dropped. We could again try a cylinder-solution, but there occur
some problems, if one adopts a standard gravity point of view: Not only
is there a closed null-extremal (x0 = const, at (X)2(x0) = 0), but other ex-
tremals approach it asymptotically, winding around the cylinder infinitely
often while having only finite length. This situation resembles strongly the
Taub-NUT space or rather its two-dimensional analog as described by Mis-
ner [50] (cf. also [49]). As explained there an extension is possible, if one
abandons the Hausdorff property. The net result can be described as two
concentric cylinders attached to each other at the (closed) line (X)2 = 0;
those extremals which previously had been incomplete are now continued
at the ’other sheet’ previously not included. In fact, the resulting extended
solutions occur naturally as factor space of the universal covering.
On the other hand, from the purely field theoretic point of view, there is
no notion of geodesic (or extremal) completeness; the solutions on the cylin-
der are perfectly analytic everywhere on the cylinder (cf. Eqs. (3.16,3.15,etc.)
taking the x1-coordinate as periodic now), and there also is the metric in-
duced circumference as the variable ’conjugate’ to C < 0. (Changing the
length of periodicity of x1, one can change the length of an (X3 = const)–line;
since such a circumference is, for any fixed value of X3, a gauge-independent
quantity, it may represent the second variable besides C).
Taking together the cylindrical solutions for G1-G3, from the field theo-
retic point of view we find a perfect coincidence between the quantum theory
of the KV-model with Λ < 0 (cf. Fig. 7) and the corresponding RPS, which
is just a plane (identifying the four possible cylinders for C < 0 by means
of the discrete symmetry transformation (3.19)). Nevertheless, according to
the above considerations, it seems more natural to regard the cylindrical so-
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lutions for C < 0 as a part of the extended nonHausdorff object described
above. A possible, somewhat speculative interpretation of the quantum the-
ory for Λ < 0 could then be that wave functions with support on C ≥ 0
correspond to cylindrical space-times, their counterparts with C < 0 corre-
spond to these ’four-sheet’ space-times, and quantum processes mixing these
vector-subspaces describe topology changes. The other way out might be
to just regard the Hamiltonian methods used so far to be not sophisticated
enough to cope with such problems of quantum gravity as geodesic complete-
ness and different topologies.
In the following we will continue studying all factorizations possible in
the remaining solutions G4 - G11. Since Taub-NUT like solutions exist for
all of these cases, we will not mention them any further.
G8,9: Since this solution is an infinite ribbon of equal building blocks, it
is possible to factor out a shift of a number of blocks to obtain a cylinder.
Furthermore, while pure reflections (and inversion at a saddle point) have
to be ruled out, a ’vertical’ reflection plus ’horizontal’ shift will work and it
yields a Mo¨bius-strip.
Let us now come to find the second phase space parameter (for the
cylindrical solutions). It was already pointed out that the generating shift-
transformation has an additional real parameter, the Killing-shift compo-
nent. We have yet to show that different Killing-shift values yield inequiva-
lent solutions: In the previous section it was proved that the saddle points
are conjugate points and the extremals running between them are those of
(3.33). They run through the saddle points in all directions between the two
null-directions. A Killing-shift shifts them sidewards, altering the angle of
their tangent. One can now start from a saddle point in a certain direction
along a spacelike extremal. This extremal will eventually return to the orig-
inal point, but due to a Killing-shift its tangent at the return may be tilted
against that at the start. Since this tilt can be expressed in terms of a shift
of the x1-coordinate in the chart (3.16), it is the same for all such extremals.
Especially, there is one solution without tilt. Thus, besides the parameter
C, the cylindrical solutions are parametrized by a positive integer (number
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of copies or ‘building blocks’) and a real constant parametrizing the tilt.7
It may seem that for the Mo¨bius-strip one might also have this continuous
parameter. However, in contrast to the former examples sectors are occasion-
ally identified with their mirror images. This has the consequence that on
the factor space a Killing-shift cannot be defined consistently. Furthermore
there is exactly one extremal which has the same tangent even at the first
return. A Killing-shift component of the transformation only results in a
different choice of this special extremal and thus (by a coordinate change)
leads to equivalent solutions. Hence, besides C, the Mo¨bius-strip solution is
only parametrized by a positive integer (number of copies).
G5,6: Again reflections cannot be used. As for G8,9 we get cylinders
parametrized by a positive integer (the number of copies) and a real num-
ber (Killing-shift), but this time no Mo¨bius-strips. In contrast to G8,9 there
is no such nice description of the Killing-shift parameter, because we have
in general no closed extremals. One can, however, take a series of null ex-
tremals, zigzagging around the cylinder between two values of X3 (or in this
case even an oscillating spacelike extremal) and interpret the failure to be
closed (i.e., the distance between starting- and endpoint on this X3 = const
line) as measure for the Killing-shift.
G4: As before this solution is an infinite ribbon of equal building blocks
(although this time not straight but winding around the central point). Thus
one obtains again cylinders of a certain number of copies. When passing once
around such a cylinder, however, the light cone tilts upside down n times,
where n is the number of copies involved. Thus we have got an n-kink -
solution. Hence the nonTaub-NUT solutions are cylinders parametrized by a
positive integer (the number of copies = number of kinks) and a real number
(Killing-shift).
G7,10,11: These cases are slightly more complicated. Evidently G7 and
G10 give rise among others to a cylinder with hole(s) and G11 to a torus
7If we had chosen α < 0 the whole Penrose diagram would have to be rotated by 90
degrees. The above extremals would then be timelike and the tilt at the return could be
interpreted nicely as acceleration along one journey around the cylinder.
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with hole(s). Furthermore, each hole yields an additional real parameter
(characterizing the re-identification after surrounding this hole) such that
the n-hole cylinder or the n-hole torus has n + 1 real parameters.
But even a series of proper (yet slightly pathological) cylinders can be
obtained: The universal covering covers the cylinder resp. the torus with
hole. The group of cover-transformations is isomorphic to the fundamental
group of the covered space, in this case the free group with two generators. It
contains only admissible (isometric etc.) transformations but not all of them
(e.g. reflections are missing). Any subgroup yields a factor space, especially
a cyclic subgroup yields a cylinder.
To speak in pictures: The generator of this cyclic subgroup defines a path
in the universal covering. Now the end-sectors of the path (i.e. of the cor-
responding ribbon) are identified and at all other junctions the solution is
extended infinitely without further identifications. Thus a topological cylin-
der (although with a terribly frazzled frontier) is obtained.
For reasons of completeness one should treat also the deSitter solutions
(3.21,3.22)) of the KV-model, corresponding to the Casimir values (3.42).
Partially this gap will be closed in the next section, where we will concentrate
on all cylinder-solutions of the Jackiw-Teitelboim model. Since, however, the
momenta are constant all over the space-time manifold in this case, there
might be additional possibilities to compactify the deSitter solutions of the
KV-model as compared to the ones found in the regular sector of the JT-
model. We shall not investigate this here further.
Note also that from the quantum theory point of view the deSitter solu-
tions, as well as the cylinder solutions G4,5,6,7, and G10, should be more
or less negligible as they correspond to only one value of C (cf. also Fig. 7).
The space of orbits, furthermore, is nonHausdorff exactly at these solutions.
Again the discrete indices present in (2.43) fit to the cylinder-solutions
found above. However, at least in the case of G11 I feel some unease with
these ’cylinders’. And now one also cannot reinterpret the wave functions of
this sector in the RPS to actually describe the natural factor space of a torus
with hole, since the latter is parametrized by three continuous quantities.
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3.5 Symmetries, Metric-Nondegeneracy, and
Kinks: The Example of the JT-Model
One of the features of the Ashtekar formulation of 4D gravity usually consid-
ered as an advantage is that the formulation is well-defined also for configura-
tions corresponding to degenerate metrics. In particular, the field equations
and the symmetry transformations are equivalent to the usual Einstein for-
mulation only for det g 6= 0. It is the purpose of this section to investigate
a similar relationship between two formulations of the symmetry content of
the class of gravity models considered in this work which are also equivalent
for nondegenerate configurations only.
According to (2.19) and (1.7) the gravitational symmetries, i.e. diffeo-
morphisms and local Lorentz transformations, can be identified with the
symmetry transformations (2.15, 2.16) on-shell, if and only if e := deteaµ 6= 0
(⇔ det g 6= 0). As is obvious from the paragraph of Eq. (2.23) and the
one following it, the symmetries (2.15, 2.16) coincide with the Hamiltonian
symmetries; factoring out the former from the space of solutions to the field
equations (for cylindrical space-time topology) is equivalent to a symplectic
reduction8 yielding the reduced phase space (RPS) of the theory. The latter
was the space subject to quantization in sections 2.4 and 3.1.
In this section let us compare the following two moduli spaces:
1) The space of (C∞-)solutions to the field equations on the cylinder
modulo the symmetry transformations (2.15, 2.16). As noted above this
space is equivalent to the standard RPS.
2) The same space of solutions, but excluding from it all configurations
which correspond to a somewhere degenerate zweibein; only those solutions
are identified which are related by gravitational symmetries.
There are basically two reasons that could give rise to a difference between
these two spaces. Firstly, there could exist gravitationally inacceptable solu-
8A symplectic reduction is performed by implementing a system of first class constraints
Gi = 0 in a phase space, factoring out the Hamiltonian flow of the Gi on this subspace
subsequently.
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tions to the field equations which are not gauge related to any gravitationally
acceptable one. In this case the RPS of bf 1 contains points not included in
2. Secondly, symmetry orbits of 1 could be cut into pieces by regions (in the
space of solutions) which have somewhere (in M) degenerate zweibeins. In
this case there are several points in 2 corresponding just to one point in 1.
The first of these two mechanisms occurs for the Euclidean formulation of
the gravity theories. Only bundles which have a Chern class that coincides
with the one of the canonical (tangential) bundle on M will yield nowhere
degenerate metrics. E.g. on a sphere the trivial bundle will in no way yield
nondegenerate metrics; one necessarily will have to introduce at least two
charts with a nontrivial gauge transformation (2.15, 2.16) on their overlap.
The second mechanism occurs in the case of Minkowskian gravity on
M = S1× IR and shall be illustrated by means of a simple example: Take on
the one hand the real line IR (∼ space of all solutions) and as the symmetry
transformations translations with generator T1 = ∂/∂q (∼ symmetries (2.15,
2.16)). Take on the other hand IR − {0} (q = 0 ∼ e = 0) modulo the
transformations generated by T2 = qT1 (∼ gravitational symmetries). The
degenerate point q = 0 is gauge related to q 6= 0 with respect to T1; thus we
do not have a problem of the first kind. However, the symmetry orbit of T1,
which reduces IR to a point, is cut into two pieces by the fixed point q = 0
of the T2-transformations. On all of IR there are three gauge orbits of T2,
IR
+, IR− and {0}, corresponding to three point in the factor space. Even if
the point q = 0, where the correspondence between the infinitesimal form of
the two symmetry transformations breaks down, is now removed, we end up
with different results.
We will show in the present section that indeed eliminating the solutions
with det g = 0, the gauge orbits of (2.15, 2.16) split into components not
smoothly connected to each other. Solutions from different components of the
same gauge orbit are not related by gravitational symmetry transformations
(since obviously det g = 0 is a fixed point under the latter). They correspond
to space-time manifolds with different kink-number. Although it is possible
to parametrize the gauge orbits of the constraints globally for all models
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(3.3, 3.4), we will restrict the analysis below to the case V = X3, i.e. to the
Jackiw-Teitelboim model, in which case this parametrization is particularly
simple. As already noted in the introduction for this V the action (3.3) can
be rewritten identically as (2.25) with Lie algebra so(2, 1) ∼ sl2 [6]; thus the
gauge orbits are the standard ones of a nonabelian gauge theory.
The Penrose diagrams of the Jackiw-Teitelboim model, Fig. 5, do not al-
low for any complete kink solution. This coincides with the fact that all the
kink solutions we will obtain as representatives of the different parts of the
gauge orbits cannot be geodesically completed. Nevertheless, from the field
theoretic point of view they constitute perfect C∞ solutions on M (with an
everywhere nondegenerate metric), which cannot be transformed into each
other by means of the gravitational symmetries but are gauge related by
sl2 transformations. The fact that these incomplete kink solutions are elimi-
nated automatically when using the Hamiltonian constraints Gi as symmetry
generators could be regarded as an advantage of the formulation over some
other formulation which strictly implements only gravitational symmetries.
On the other hand this coincidence could be regarded also as purely acci-
dental, two mistakes cancelling each other, an argumentation that can gain
some support from the observations made in the preceding section.
The investigation below provides also some insight into the topology of
the RPS. In particular it will be seen to be not Hausdorff. We suppose that
this inevitably leads to some ambiguity in the quantization (in addition to
the choice of polarization).
In the following we will determine the Hamiltonian RPS by means of the
equivalent group theoretic formulation, which allows us to use comparatively
simple fiber bundle methods. Since the constraints can generate only gauge
transformations connected to the identity and since large gauge transforma-
tions are in one-to-one correspondence to the first fundamental group Π1(G)
of the gauge group G, the gauge group G we have to use is the universal
covering group of SL(2, IR), denoted by S˜L(2, IR). The latter, however, has
no faithful (finite dimensional) matrix representation. This technical obsta-
cle is overcome by first determining the factor space using the gauge group
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PSL(2, IR) ∼ SL(2, IR)/{1,−1}, withdrawing then the additional identifica-
tion by applying large gauge transformations to the obtained representatives.
In this way we will obtain representatives of the S˜L(2, IR) gauge theory, which
from the group theoretical point of view describe equivalence classes of paths
in PSL(2, IR) parametrized by x1. All of these will correspond to solutions
with e ≡ 0. Parametrizing the S˜L(2, IR)-orbits through these representa-
tives, we then will find an infinity of gravitationally inequivalent ways to
ensure e 6= 0 everywhere on the cylinder M .
For reasons of explicitness let us choose a basis T i, i ∈ {+,−, 3}, of the
sl2-algebra which satisfies [T
−, T+] = T 3, [T±, T 3] = ±T±. A real matrix
representation of this is provided by T± = (σ1 ± iσ2)/2√2, T 3 = −σ3/2,
where the σ’s are the standard Pauli matrices. In this way we can represent
all fields by matrices through A = AiT
i and X = XiT
i = X iTi, where the
indices shall be raised and lowered by means of half of the Killing metrik κ:
1
2
κ+− = η+− = 1,
1
2
κ33 = 1. With (1.7) one thus has
A =
 −ω/2 e−/√2
e+/
√
2 ω/2
 , X =
 −X3/2 X+/√2
X−/
√
2 X3/2
 , (3.43)
and the action (1.6) coincides with (3.3) for V +X3. The factors two and
√
2
above have been introduced so as to avoid any conflict with the conventions
chosen in the gravity formulation. Note also the following identity for the
Casimir invariant: C = X iXi = 2tr(XX) = −4detX .
The group G of the symmetry transformations we consider in the first
stage is the group of smooth mappings from the cylinder into PSL(2,R):9
GPSL(2,IR) = {g : S1 ×R→ PSL(2,R)} (3.44)
The equations of motion, which in the matrix notation introduced above take
the form
F = 0, dX + [A,X ] = 0, (3.45)
yield the connection to be flat and the field X to be covariantly constant. Up
to gauge transformations a flat connection A on a cylinder is determined by
9There are no nontrivial principal G-bundles on a cylindrical base manifold, iff the
chosen structure (gauge) group G is connected.
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its monodromy MA = P exp
∮
A ∈ PSL(2,R) generating parallel transport
around the cylinder (P denotes path ordering and the integration runs over
a closed curve C winding around the cylinder once). As the exponential map
is surjective on PSL(2, IR), any monodromy matrix can be generated by a
connection of the form A = A1dx
1 where A1 is constant:
A =
 z y + t
y − t −z
 dx1, t, y, z ∈ R . (3.46)
Constant gauge transformations act on A via the adjoint action leaving the
determinant t2 − y2 − z2 invariant and may be interpreted as Lorentz trans-
formations in the three dimensional Minkowski space (t, y, z). Hyperbolic,
elliptic and parabolic elements, respectively, in the Lie algebra correspond
to spacelike, timelike, and lightlike vectors, respectively, in this Minkowski
space. By Lorentz transformations in the (t, y, z) plane they can be brought
into the form:
Ahyp =
 0 α
α 0
 dx1, Aell =
 0 ϑ
−ϑ 0
 dx1,
Apar =
 0 0
±1 0
 dx1
(3.47)
with α, ϑ ∈ R and the identification α ∼ −α. Exponentiation yields the
monodromy matrices
MAhyp =
 cosh 2πα sinh 2πα
sinh 2πα cosh 2πα
 , MAell =
 cos 2πϑ sin 2πϑ
− sin 2πϑ cos 2πϑ
 ,
MApar =
 1 0
±2π 1
 ,
(3.48)
inducing the further identification ϑ ∼ ϑ+1/2 in the elliptic sector (remem-
ber
∮
dx1 = 2π and 1 ∼ −1). The integration of the second Eq. (3.45) gives
X(x0, x1) = X(x0, x1 + 2π) = MAX(x
0, x1)MA
−1. Thus choosing a connec-
tion from (3.47), X(x) has to commute with the corresponding monodromy
matrix and consequently with the connection itself. Using (3.45) again, one
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finds X(x) to be constant. We obtain:
Xhyp =
 0 c1
c1 0
 , Xell =
 0 c2
−c2 0
 ,
Xpar =
 0 0
c3 0
 ,
(3.49)
where the ci are arbitrary real parameters. Note, however, that due to
(α, c1) ∼ (−α,−c1) the hyperbolic sector of the PSL(2, IR)-RPS is a cone.
In the case A = 0 (corresponding to α = 0 or ϑ = 0, respectively, in
(3.47)) X(x) is constant, too, but it is not restricted by its commutator with
the monodromy matrix. It is, however, subject to constant gauge transfor-
mations, as they leave A = 0 invariant. Considerations similar to those above
show that also in this case gauge representatives of the solutions are given
by (3.49) with c3 = ±1 and the identification c1 ∼ −c1.
(3.47, 3.49) with (α, c1) ∼ (−α,−c1) together with the A = 0-sector give
a complete parametrization of the reduced phase space of the PSL(2,R)-
gauge theory. As the configuration variable MA is compact in the elliptic
sector of the RPS, the corresponding conjugate variable C will have a discrete
spectrum for C < 0 in the quantum domain; furthermore, there will exist
some Θ-angle within this spectrum as the RPS is not simply connected. (Θ
will label the irreducible representations of the fundamental group of the
RPS which is Z; thus Θ ∼ Θ + 2π). Indeed, these expectations have been
confirmed in [10].
As already indicated above, the group of gauge transformations GPSL(2,R)
is not connected; rather it consists of an infinite number of components not
smoothly connected to each other: Π0(G) = Π1(PSL(2,R)) = Z. A complete
set of representatives for the components of GPSL(2,R) is given by
g(n) =
 cos(nx1/2) sin(nx1/2)
− sin(nx1/2) cos(nx1/2)
 , n ∈ Z. (3.50)
Parametrizing the phase space as in (3.47) - (3.49) we also implemented
these gauge transformations. The action of the group elements g(n) on the
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connections (3.47) gives in the hyperbolic sector
Ahyp(n) =
 α sin(nx1) α cos(nx1) + n/2
α cos(nx1)− n/2 −α sin(nx1)
 dx1
Xhyp(n) = c1
 sin(nx1) cos(nx1)
cos(nx1) − sin(nx1)
 . (3.51)
An analogous result is obtained in the parabolic sector. In the elliptic sector
the g(n) generate a transformation ϑ → ϑ + n/2. They are responsible for
the previous identification ϑ ∼ ϑ+ 1/2, which now is removed again.
In this way we have found a complete parametrization of the RPS of the
Jackiw-Teitelboim model. It agrees perfectly with the quantum mechanical
system obtained for it: Obviously Xhyp(n) are representatives of the first homo-
topy of the coadjoint orbit C = 4(c1)
2 > 0 and the integer n can be chosen
to coincide with the discrete index found in (2.43) obviously coincides with
the integer n present in the parametrization of the hyperbolic sector (C > 0)
of the RPS. Note also that we had to used (at least) two charts to depict the
Jackiw-Teitelboim wave functions in the form (2.43); they correspond to the
two signs of c2 in (3.49) which are swallowed within C = −4(c2)2.
At C = 0 the RPS is not Hausdorff: the parabolic sector has no disjoint
neighborhood with the (A = 0, C = 0)–part of the RPS. Thus there will be
no unique way to connect the qualitatively different sectors C > 0 and C < 0
of the quantum theory.
As indicated previously the RPS above agrees also with the cylindrical
factor spaces obtained from the Penrose diagrams Fig. 5: n counts the num-
ber of blocks before the identification and the monodromy matrices are phase
space analogues of the ’tilt’ and the ’circumference’ found as the second gauge
independent variable beside C in the hyperbolic and elliptic sector, respec-
tively.
The simplest possibility to bring any of the representatives above into
a form corresponding to a nondegenerate metric is provided by the gauge
transformation exp(x0T+) = 1+ x0T+. (This is true except for A ≡ 0 where
two transformations are necessary). As a byproduct we find global charts for
the Penrose diagrams Fig. 5 and its cylindrical factor spaces in this way.
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To get some understanding of the (e = 0)-structure of the orbits, let us
parametrize a general S˜L(2, IR)-element g(x) as follows:
g(x) =
 eα 0
0 e−α
 cosψ sinψ
− sinψ cosψ
 1 χ
0 1
 , (3.52)
where α, ψ, and χ are arbitrary, in x1 periodic functions of x. That this is
a true parametrization can be seen by noting that the group SL(2, IR) could
be defined as the group of basis transformations in a two-dimensional vector
space which leaves the area between two basis vectors invariant; by the first
transformation one can change the angle between the two vectors, the second
one rotates them, and the third one allows to bring one of the two vectors to
any given length. The transition from GSL(2,R) to GS˜L(2,R) is performed when
we excluded quasiperiodic functions ψ.
Now one has to apply the general S˜L(2, IR)–gauge transformation to any
of the representatives of the RPS. Let us do this at the example of the elliptic
sector. We can set α ≡ 0 for our purposes, since the third transformation
corresponds to a Lorentz transformation in the gravity frame bundle and
hence it leaves e− ∧ e+ = ed2x unchanged. We then obtain:
(Aell)g = (ϑdx1 + dψ)
 χ (1 + χ2)
−1 −χ
+
 0 dχ
0 0)

(Xell)g = c2
 χ (1 + χ2)
−1 −χ
 . (3.53)
As noted above the choice ψ ≡ 0, χ := x0 yields a nondegenerate solution
(for ϑ 6= 0): With (3.43) we find ε ≡ e− ∧ e+ = dω = −2ϑd2x. Let us now
analyze the more general transformation provided by
χ = r(x0) cos(kx1), ψ = r(x0) sin(kx1), k ∈ N0, (3.54)
where r is some function of x0. We then find that ε = dω = r′[ϑ cos(kx1) +
kr]d2x. So the resulting metric and zweibein will be nondegenerate on all of
the cylinder, iff r is a strictly monotonic function which, for k 6= 0, is bounded
by |ϑ|/k from below. A possible choice is, e.g., r(x0) := exp(x0) + 2|ϑ|.
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Despite the fact that the gauge transformations (3.52, 3.54) with α ≡ 0
and r chosen as above are smoothly connected to the unity for arbitrary value
of k, the solutions (Aell)g are gravitationally inequivalent for different values
of k. To prove this let us choose a loop C running around the cylinder once.
Under the restriction det g = −(det e)2 6= 0 the components of the zweibein
(e0
+, e1
+) induce a map C ∼ S1 → R2\{0} characterized by a winding
number (not depending on the choice of C). Solutions with different winding
numbers cannot be transformed into each other by gravitational symmetries,
since they are separated by solutions with det e = 0. For different values
of k the solutions (3.53) have different winding numbers, which proves our
assertion.
This result generalizes to the other sectors of the theory: Solutions which
are gauge equivalent in the S˜L(2,R) gauge theory are not equivalent in the
gravity theory (as defined in item 2 at the beginning of this section), if they
have different winding number. Having found this inequivalence between the
factor spaces 1 and 2, we will not be interested in investigating the latter any
further. In particular we will not factor out the large gauge transformations
of the gravity theory; since the group of diffeomorphisms and local Lorentz
transformations consists only of a finite number of components not smoothly
connected to each other,10 the inequivalence will not be removed by them.
The winding number defined above is related to the kink number as de-
fined in [51] by means of ’turn arounds’ of the light cone along noncontractible
loops. More precisely, winding number k corresponds to kink number 2k.
(Odd kink numbers [51] characterize solutions which are not time orientable.
Such solutions are not considered here).
All the kink solutions found above are geodesically incomplete. The pro-
totype is provided by k = 1 since the solutions with k > 1 are k-fold coverings
of it. For k = 1 it is helpful to regard r and x1 as polar coordinates for hypo-
thetical cartesian coordinates χ and ψ. With the observation that X3 = 2c2χ
and an analysis of the null extremals it can be seen that the (k = 1)–solution
10They differ by x0- and x1-reflection on the space time manifold and by parity trans-
formation and time reversal in the Lorentz bundle.
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(3.53) is the result of cutting out some piece from the Penrose diagram Fig.
5c including some part of one boundary; after the cutting procedure the open
ends are identified again. More details shall be provided in [16].
Such a cutting procedure can be performed with any Penrose diagram.
Taking the corresponding k-fold covering will yield a 2k-kink solution. Thus
such solutions exist not only for the Jackiw-Teitelboim, but also for the other
models considered in this chapter. By construction their maximal extension
is geodesically incomplete,11 providing however gravitationally inequivalent
nondegenerate C∞ solutions with cylindrical topology.
It could be regarded as an advantage of the Hamiltonian formulation with
constraints (2.22) that the geodesically incomplete (k 6= 0)–solutions are au-
tomatically identified with the (k = 0)–solution. However, since also the
latter are not complete for any choice of C (cf. the discussion in the previous
section), this ’advantage’ seems rather accidental. One of the lessons to be
drawn from the analysis of this section is: Equivalence of symmetry transfor-
mations only up to det g = 0 in general is of relevance for the factor spaces,
and thus for the quantum theory, even if finally all degenerate solutions are
excluded.
3.6 Considerations on the Issue of Time
All the models considered within this work can be reduced to quantum sys-
tems of finitely many topological degrees of freedom. Thus the question
arises: Can such models serve as toy models for a quantum theory of four
dimensional gravity? We hope to have convinced the reader within the last
sections that this is the case with respect to some technical questions arising
in any theory of quantum gravity. It is the purpose of the present section to
show that also an illustrative treatment of conceptual questions is possible.
We will focus on the so-called ’problem of time’ [15] of quantum gravity,
i.e. the question of how to find any dynamics within such a theory as the
standard Hamiltonian vanishes on all (physical) quantum states.
11Except for diagrams such as G4 of Fig. 7.
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For this purpose we study the example of R2-gravity with Minkowski
signature coupled to SU(2) Yang Mills. The Lagrangian of this system is
L =
∫
S1×R
[
1
8β2
Rab ∧ ∗Rab + 1
4γ2
tr(F ∧ ∗F )] (3.55)
where the Hodge dual operation is performed with the dynamical metric
used to define also the torsionless curvature two-form Rab = εab dω(e), and
the trace is taken in some representation of su(2). We may, e.g., choose
Ti = σi/2i and use the metric −2trTiTj = δij to lower and raise Lie algebra
indices. Rewriting (3.55) by means of Cartan variables in a Hamiltonian first
order form, it becomes
LH =
∫
S1×R
BaDe
a +B3dω + tr(EF )− [β2(B3)2 − γ2tr(E2)]ε (3.56)
where we have chosen E = EiTi to denote the ’electric fields’ conjugate to
the SU(2)-connection one-components A1, and the B’s are the conjugates to
the spin connection ω1 and the zweibein one-components e1
a ≡ (e1−, e1+).
B and E together can be interpreted as coordinatesX in a six-dimensional
target space N with an appropriate Poisson structure defined on this space.
In the present case it is, however, simpler to regard B and E as coordinates
for two three-dimensional Poisson structures. tr(E2) = −EiEi/2 may be seen
to be a Casimir function of the six- as well as of the two three-dimensional
Poisson structures. Thus on-shell it is a constant. SH is the sum of an
SU(2)-EF -theory (2.25) (up to a factor −2) and an action (3.3) with V =
β2(B3)
2 + γ2EiEi/2. So one first may solve the unmodified su(2) Gauss
law (on the classical as well as on the quantum level) and then is left with
an ordinary R2-gravity theory as studied already before with an effective
cosmological constant Λ = −γ2EiEi/2β2. The coupling between the gravity
and the Yang-Mills system is thus seen to be quite ’minimal’, but of course
not zero.
From the point of view of the field content and the structure of the ac-
tion, (3.55) is an obvious two-dimensional analogue of the gravity-Yang-Mills
system in four dimensions. From the technical point of view it is incompa-
rably simpler. This is precisely what one expects from a model to develop
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and/or test conceptual ideas. Although the ’problem of time’ arises already
in a theory of pure gravity as well, we have chosen to incorporate also the
Yang-Mills part in the action. One of the reasons for doing so is that at any
point of the considerations we can ’turn off’ the gravity curvature by means
of the limit β → 0. We are then basically left with a pure Yang-Mills system.
In its ordinary formulation the latter, however, has a nonvanishing Hamilto-
nian and thus a meaningful Schro¨dinger equation, which should be somehow
reproduced in the gravity flat limit. The coefficients in (3.55), where β and
γ are understood to be real, have been chosen so as to avoid technical com-
plications as far as possible: In particular there will be no discrete indices
within the wave functions arising from the gravity sector, since Λ is effectively
negative (cf. Fig. 1 and the discussion in the previous sections).
In explicit terms the constraints following (naturally) from LH are
Ga = ∂Ba + ε
b
aBbω1 + εab[−β2(B3)2 + γ2trE2]e1b, (3.57)
G3 = ∂B3 + εb
aBae1
b, (3.58)
beside the unmodified SU(2) Gauss law G ≈ 0. We will not attempt to
reformulate these constraints so as to possibly cure the global deficiencies
of them with respect to diffeomorphisms noted at the end of the previous
section. Instead we proceed with a straightforward quantization.
There are two independent Dirac observables as functions of the momenta:
q1 =
−1
π
∮
tr(E2)dx1 ≡ 1
2π
∮
EiEidx
1
q2 =
1
2π
∮
[(B)2 − 2
3
β2(B3)
3 + 2γ2tr(E2)B3]dx
1 ,
where qs ≡
∮
Csdx1/2π and C1, C2 are (the) two Casimir functions of the
target space Poisson structure. The corresponding level surfaces have topol-
ogy S2×R2 for q1 6= 0 andR2 for q1 = 0.12 This gives rise to the quantization
condition (cf. end of sec. 2.4): q1 = n
2/4, n ∈ N0. Thus the physical wave
functions take the form
Ψ = exp
(
i
h¯
∮
(E3∂ϕ± lnB∓ ∂B3dx1
)
Ψ0(n, q2), q2 ∈ R, (3.59)
12Within the latter level surface the origin is an integral surface by itself. We will in the
following disregard this small complication.
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having written the phase factor in some local target space coordinates with
tanϕ ≡ (E2/E1).
Expanding the physical wave functionals in terms of eigenfunctions |n〉 of
q1, we may write alternatively
Ψ =
∞∑
n=0
exp
(
i
h¯
±
∮
lnB∓ ∂B3dx
1
)
Ψ˜n(q2)|n〉 . (3.60)
This makes contact with our previous observation: The coefficients in the
above expansion areR2-gravity wave functions for the respective cosmological
constant −γ2n2/8β2.
The inner product with respect to q2 is determined by the hermiticity
requirement on (cf. (3.9))
p2 = −1
2
∮
e1
±
B∓
dx1, (3.61)
the Dirac observable conjugate to q2: as noted already previously, p2 acts as
the usual derivative operator on Ψ˜n, thus leading to the ordinary Lebesgue
measure dq2. Of course the hermiticity of q1 leads to the orthogonality of |n〉
for different n.
We end up with the Hilbert space H of an effective two-point particle sys-
tem with nontrivial phase space topology (giving rise to the discrete spectrum
of q1). As a basic set of operators acting in H we could use q2, p2, q1, and
tr[P exp(∮ A1dx1)]. From the latter one may construct a ladder operator:
n→ n+ 1.
All operators acting in H are thus found to be expressible in terms of
q2, p2, and the number and ladder operators. However, we do not have an
operator such as gµν(x
µ). Following, furthermore, any textbook on elemen-
tary quantum mechanics, the next step in the quantization procedure would
be to introduce an evolution parameter ’time’, which we will call τ , and
to require the wave functions to evolve in this parameter according to the
Schro¨dinger equation. In the present case, however, the Hamiltonian follow-
ing from (3.56) is a combination of the constraints,
H = −
∮
[e0
aGa + ω0G3 + tr(A0G)], (3.62)
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so that the naive Schro¨dinger equation becomes meaningless.
Both of these items, the nonexistence of space-time dependent quantum
operators as well as the apparent lack of dynamics, are correlated and they
are not just a feature of the topological theory (3.55). Also in four dimen-
sional gravity the quantum observables are some (not explicitly space-time
dependent) holonomy equivalence classes and the Hamiltonian vanishes when
acting on physical wave functions [1]. Diffeomorphisms are part of the sym-
metries of any gravity theory; as a consequence the Lie derivative into any
’spatial’ direction can be found to equal the Hamiltonian vector field of some
linear combination of the constraints (in our case L1 = e1aGa+ω1G3+trA1G,
cf. Eq. (2.19)), whereas, on shell, x0-diffeomorphisms will be generated by
the Hamiltonian H . Thus, although 4D gravity has local degrees of freedom,
any of its (uncountably many) Dirac observables will be also space-time in-
dependent.
To orientate ourselves as of how to introduce quantum dynamics within
such a system, let us have recourse to the simple case of a nonrelativistic par-
ticle (NRP). As is well known, any Hamiltonian system can be reformulated
in time reparametrization invariant terms. In the case of the NRP,∫
(p
dq
dt
− p
2
2
)dt =
∫
(pq˙ − p
2
2
t˙)dτ, (3.63)
the equivalent system has canonical coordinates (q, t; p, pt) and the ’extended’
Hamiltonian is proportional (via a Lagrange multiplier) to the constraint
K = p2/2+ pt ≈ 0. Quantizing this system, e.g., in the coordinate represen-
tation, we observe that the implementation of the constraint Kψ(q, t) = 0
is equivalent to the Schro¨dinger equation of the original formulation, if one
reinterpretes the canonical variable t as evolution parameter τ . Therefore,
given this formulation of the NRP or similarly of any other system, the postu-
late of a Schro¨dinger equation within the transition from the classical to the
quantum system becomes superfluous; rather it is already included within
the Dirac quantization procedure in terms of a constraint equation.
The identification t = τ above can be looked upon also as a gauge condi-
tion with gauge parameter τ . This interpretation is helpful for the quantiza-
tion of the parametrization invariant NRP in the momentum representation
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ψ(p, pt), in which case the space of physical wave functions is isomorphic
to the space of functions of the Dirac observable p. The gauge condition
K¯ ≡ t− τ = 0 provides a perfect cross section for the flow of K. Thus it is
possible to determine any phase space variable in terms of the Dirac observ-
ables p, Q = q − pt, as well as the gauge fixing parameter τ . Interpreting τ
as a dynamical flow parameter ’time’, the obtained evolution equations for
p and q, transferred to the quantum level as q(τ) = ih¯ d/dp + τp, p(τ) = p,
become equivalent to the Heisenberg evolution equations of the parametrized
NRP.
The operator q(τ) above corresponds to a measuring device that deter-
mines the place of the particle at time τ . A measuring device that determines
the time t at which the particle is at a given point q = q0, on the other hand,
corresponds to the alternative gauge condition K˜ ≡ q − q0 = 0. K˜ provides
a good cross section only for p 6= 0. Ignoring this subtlety, e.g. by regarding
only wave functions with support at p 6= 0, the (hermitian) quantum oper-
ator for such an experiment is t(q0) = −ih¯ [(1/p)d/dp− (1/2p2)] + q0/p. In
this second experimental setting Heisenberg’s ’fourth uncertainty relation’
between time t and energy p2/2 ∼ −pt, usually motivated only heuristically,
becomes a strict mathematical equation. We learn that different experimen-
tal settings are realized by means of different gauge conditions, and, at least
in principle, vice versa.
The wave functions of (3.56) are basically functions of the Dirac observ-
ables, although part of the latter became discretized in the quantum theory.
Transferring the ideas above to the gravity system, we should find gauge
conditions to the constraints (3.57, 3.58). (It will not be necessary to gauge
fix also the su(2) Gauss law G). As such we will choose
∂B+ = 0, B3 + τB+ = 0, e1
− = 1. (3.64)
It is somewhat cumbersome to convince oneself that this is indeed a good
gauge condition. However, for q1 6= 0 it provides even a globally well-defined
cross section.
[One possibility to check the obtainability of (3.64) is to carefully analyze
the corresponding Faddeev matrix, taking into account that the constraints
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are not completely independent due to (2.34). This (infinite dimensional)
matrix turns out to be nondegenerate, iff B+
∮
e1
−dx1 6= 0. For q1 6= 0
any gauge orbit in the loop space contains a representative fulfilling this
condition, which suffices to prove the assertion since the space of gauge orbits
is connected in the case under study (no quantum number n).]
The gauge conditions (3.64) together with the constraints allow to express
all gravity phase space variables in terms of Dirac observables. In this way
one obtains evolution equations such as
B−(τ) = − 1
2π
p2q2 − γ
2
2
q1τ − β
2π2
3(p2)2
τ 3, B+(τ) =
−π
p2
. (3.65)
Antisymmetrizing this with respect to q2 and p2, (3.65) can be taken as
an operator in the Hilbert space H defined above.13 Similarly one finds
g11(x
0) = 2e1
+(x0) = −p2B−(x0)/π, (x0 ≡ τ), which now, up to operator
ambiguities, becomes a well defined operator in our small quantum gravity
theory, too.
Requiring that the τ -dependence of (3.64) is generated by the Hamil-
tonian H , the gauge conditions determine also the zero components of the
zweibein and the spin connection. Actually, one zero mode of these Lagrange
multiplier fields e0
a, ω0 remains arbitrary as a result of the linear dependence
(2.34) of the constraints Gi (cf. also [20]). Requiring this zero mode to van-
ish as a further gauge condition, one finds e0
+ = 1 and e0
− = ω0 = 0. In
other gauges the Lagrange multipliers can become also nontrivial quantum
operators. Furthermore, it is a special feature of the chosen gauge (adapted
to the Killing direction B3 = const) that the obtained operators are x
1-
independent. Again different choices of gauge conditions are interpreted as
corresponding to different types of questions or measuring devices.
The alternative procedure to reintroduce time within the quantum theory
of the parametrization invariant NRP was the direct implementation of the
gauge within the wave functions. For this it was decisive that the initially
13The elementary procedure above coincides with the use of Dirac brackets for τ -
dependent systems (in which case one extends the symplectic form by dτ ∧ dpτ ); this
explains also B
−
and B+ do not commute anymore.
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chosen polarization of the wave functions, ψ(q, t), contained the phase space
variable subject to the gauge. To implement (3.64) analogously within the
gravity theory under consideration, we Fourier transform (3.60), multiplied
by δ[∂C2], with respect to B−(x
1). The result is
exp
 i
h¯
∮
[E3∂ϕ +
∂B+B3 + [
β2
3
(B3)
3 − γ2tr(E2)B3]e1−
B+
]dx1

Πx1
(
const
B+
)
Ψˆn(p2), (3.66)
in which Ψˆn is the Fourier transform of the ordinary function Ψ˜n.
Eq. (3.66) is in agreement with the general solution of the quantum
constraints in a (B+, B3, e1
−, E) representation, if we stick to the operator
ordering resulting from the Fourier transformation of (2.33). Putting, on the
other hand, all derivative operators in the quantum constraints to the right
to start with, we again find no quantum anomalies in the constraint algebra.
However, the latter operator ordering violates the conditions (2.34) and thus
leads inevitably to an empty kernel of the constraints.14
In the gauge (3.64) the quantum wave functions (3.60) take the form
Ψ =
∑
n
exp
[−i
h¯
(
γ2n2
8
τ +
β2π2
3p22
τ 3
)]
cn(p2)|n〉, (3.67)
where we have absorbed the divergent factor of (3.66), being a function of
p2, into cn(p2).
At this point it is worthwhile to perform the limit β → 0. In some
sense (3.55) with β = 0 is the parametrization (i.e. diffeomorphism) invari-
ant formulation of the usual Yang Mills theory on the cylinder (with rigid
Minkowski background metric). If we ignore the p2 dependence of cn for a
moment, (3.67) with β = 0 indeed coincides with the time evolution gener-
ated by the (nonvanishing) Yang Mills Hamiltonian −γ2 ∮ trE2dx1 ≡ γ2πq1.
This agreement gives support to the method used to derive (3.67).
The reason for the p2-dependence of cn is due to the fact that in the
formulation (3.56) with β = 0 the metric induced circumference of the cylin-
14It would be interesting to see, if a similar mechanism is responsible for the apparent
lack of physical states in four-dimensional N = 1 supergravity [52].
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der became a dynamical variable (on shell one has p2 ∝
∮
B3=const
√
g11dx
1).
Within (3.64) one finds − ∮ G+ ∼ H to effectively implement the Schro¨dinger
equation corresponding to (3.67). The effective Hamiltonian acting on cn|n〉
is −(γ2/2) ∮ trE2dx1 − β2π2τ 2/p22. Thus generically the above procedure
yields time dependent Hamiltonians.
In the case of the unparametrized NRP the ’Heisenberg picture’ and the
’Schro¨dinger picture’ approach to introduce dynamics are obviously equiv-
alent. Straightforward equivalence of these two approaches was established
also for the gauge X+ = 1, X3 = τ, ∂e1
− = 0 in [20].15 It is, however, not
quite clear if or in how far the same is true also for the present incorpora-
tion of the gauge conditions (3.64). Further investigations into this direction,
analyzing the subject also from a more abstract point of view, are desirable.
The strategies developed at the example of a NRP to resolve the ’issue of
time’ within a quantum theory of gravity produced, however, quite sensible
results for the toy model (3.55). But they relied heavily on either the knowl-
edge of all Dirac observables or on some specifically chosen polarization. To
cope with the considerable technical difficulties of a quantum theory of four–
dimensional gravity, it might be worthwhile to extend the applicability of the
method.
One way to do so within our model is to allow for equivalence classes of
wave functions coinciding at ∂Q2 = 0, the latter condition being enforced
within the inner product [20]. In this way one can, e.g., implement the gauge
condition ∂e1
− = 0 as an operator condition in the B–polarization of the
wave functions as well. Still, however, a straightforward implementation of∮
e1
− = const seems inadmissible also then in this polarization.
Given the open ends which may be found in this section, we still hope to
have convinced the reader that nontrivial (quantum) dynamics in a theory of
gravity corresponds, in one way or the other, to the choice of gauge conditions
which break the diffeomorphism invariance.
15There the analysis was performed for the KV-model (1.4), but is valid in an obvious
way also here.
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