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Les océanographes, géologues et biologistes sont impatients d'obtenir une carte spatiale de
l'humidité des surfaces continentales et de la salinité de la couche superficielle des océans pour
améliorer les prévisions climatiques, mieux appréhender les relations entre le cycle hydrologique
et la météorologie, et renseigner davantage le phénomène de changement climatique.
Sur Terre, la présence d'eau dans le sol, par évaporation ou filtration, affecte la croissance de
la couverture végétale. De plus, la rétention d'eau dans le sol joue un rôle primordial dans l'évo-
lution climatique car l'humidité des sols représente une variable clé régulant l'échange d'eau et
d'énergie thermique entre la terre et l'atmosphère. Le cycle hydrologique influe donc directement
sur les réserves en eau douce de la planète.
En mer, la température et la salinité agissent sur la densité de l'eau. La salinité est un pa-
ramètre qui influence la circulation des masses d'eau dans les océans et entraîne la formation de
phénomènes climatiques connus sous les noms d'El Niño ou de La Niña, qui provoquent inonda-
tions et sécheresses. Les variations du taux de salinité résultant de l'évaporation de l'eau ou des
précipitations influent considérablement sur la circulation des masses d'eau dans les océans, ce
qui est également déterminant pour la météorologie et la climatologie.
Les missions d'exploration de la terre ont été imaginées dans l'optique de faire progresser la
connaissance du comportement de la Terre et développer de nouvelles technologies d'observation
depuis l'espace. La mission SMOS (Soil Moisture and Ocean Salinity) a été ainsi sélectionnée
par l'Agence Spatiale européenne (ESA) en 1999 dans le cadre des missions d'opportunité du
programme "Earth Explorer". Cette mission durera trois ans et fournira, à l'échelle planétaire,
des cartes de l'humidité des terres émergées et de la salinité des océans, afin de mieux connaître
la structure de la cryosphère. A cette occasion, SMOS mettra en ÷uvre une nouvelle technique de
télédétection. A ce jour, la mesure de ces paramètres géophysiques est très ciblée et discontinue
d'où l'importance de pouvoir compter sur un satellite capable de fournir des mesures géophy-
siques de toute la surface du globe tous les trois à cinq jours.
SMOS, dont le lancement est le 2 septembre 2009, sera ainsi la première mission dédiée à la
mesure aussi bien de l'humidité des sols que de la salinité des eaux de surface de l'océan. Cette
mission va permettre d'améliorer la compréhension du cycle de l'eau qui est un élément clé dans
l'avancement des recherches sur le changement climatique global et régional ainsi que dans la
prévision du temps et la prédiction des phénomènes météorologiques violents.
Au passage, la mission assurera la démonstration de technologies innovantes. SMOS empor-
tera un instrument d'un nouveau genre dans l'espace : un radiomètre imageur à micro-ondes
travaillant en bande L, entre 1400 et 1427 MHz. Baptisé MIRAS (Microwave Imaging Radiome-
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ter using Aperture Synthesis), c'est un interféromètre à 2 dimension qui comporte une structure
centrale (hub) et trois bras en forme de Y déployables peu après la mise en orbite. Ces trois bras
et le hub sont pourvus de 69 antennes réceptrices réparties équitablement et qui mesureront le
rayonnement micro-onde émis par la surface de la planète. Pour ses mesures, l'instrument MI-
RAS, développé en Espagne par EADS-CASA, utilisera l'influence de l'humidité dans le sol et du
sel dans l'eau de mer sur l'intensité du rayonnement émis. L'instrument MIRAS est monté sur
une plate-forme standard de type Proteus développée par le Centre National d'Etudes Spatiales
(CNES), l'agence spatiale française.
Lors de cette thèse, nous nous sommes intéressés à la reconstruction des cartes de température
de brillance des scènes de la terre observées par l'instrument à partir des mesures interféromé-
triques fournies par cet instrument. Plusieurs problèmes liés à la reconstruction de ces cartes
sont examinés tels l'unicité et la stabilité de la solution reconstruite, la réduction de l'erreur de
reconstruction, l'extension de la méthode de reconstruction au mode polarimétrique de l'instru-
ment, l'effet de pannes de certains éléments sur la reconstruction et finalement l'étalonnage des
diagrammes d'antennes de l'instrument. D'autres problèmes sont également liés à la reconstruc-
tion mais ne sont pas traités lors de cette thèse tels le traitement des signaux parasites comme
le rayonnement du soleil ou bien la prise en compte de la fonction firngewash qui tient compte
des effets de décorrélations spatiales. Après reconstruction, les cartes de température de brillance
obtenues seront utilisées dans un deuxième temps pour l'estimation de l'humidité des sols et la
salinité des eaux des scènes observées.
Le chapitre 1 est consacré à l'étude des propriétés et caractéristiques de la mission SMOS.
Des explications sur le choix de la bande passante de l'instrument (bande L) et du principe
novateur utilisé (radiométrie à synthèse d'ouverture) seront présentées. Ensuite, nous détaillons
les propriétés et caractéristiques de l'instrument MIRAS : configuration, principe observationnel
et traitement des données.
Dans le chapitre 2, on s'intéresse à la reconstruction d'image ou des cartes de température
de brillance. Dans un premier temps, nous décrivons les espaces et les opérateurs clés interve-
nant dans la reconstruction ainsi que le champ de vue reconstruit par l'instrument qui diffère du
celui observé à cause de l'espacement des antennes de MIRAS provoquant un repliement dans
le champ de vue reconstruit. Ensuite, une présentation du problème direct qui lie les données
mesurées à la température de brillance est donnée. Il a été montré que c'est un problème linéaire
mal posé avec une infinité de solutions qui doit être régularisé afin d'obtenir une solution unique
et stable. Plusieurs approches de régularisation ont déjà été proposées et comparées en parti-
culier une approche, dite à bande passante limitée (BPL) proposée par E. Anterrieu et adoptée
par l'ESA pour l'implémentation dans le segment sol de la mission spatiale SMOS. Une étude
détaillée de ces méthodes de régularisation est rappelée dans ce chapitre et une comparaison
entre ces méthodes suivant des simulations numériques est aussi présentée.
Après reconstruction, nous constatons la présence d'une erreur de reconstruction importante
obtenue même en absence du bruit et d'erreur de modélisation. La première partie du chapitre 3
reprend le travail d'E. Anterrieu à ce sujet pour étudier l'origine de cette erreur surtout l'effet
des hautes fréquences contenues dans la scène observée sur la reconstruction ainsi que l'effet
individuel de chaque antenne/récepteur sans oublier le phénomène du repliement dans le champ
de vue reconstruit. Je présente également la méthode de réduction de cette erreur de reconstruc-
tion qui a été récemment proposée par E. Anterrieu. Dans la deuxième partie de ce chapitre,
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je propose une nouvelle méthode de réduction de cette erreur qui est une version améliorée de
la méthode précédente en termes d'optimalité de la solution reconstruite et du modèle proposé.
Cette nouvelle méthode permet de diminuer l'erreur de reconstruction à des valeurs compatibles
avec les exigences de la mission. Des simulations numériques sont aussi présentées pour comparer
la performance des deux méthodes.
L'approche bande passante limitée présentée dans le chapitre 2 a été proposée sans tenir
compte du mode polarimétrique de l'instrument (polarisation simple). En effet, MIRAS peut
fonctionner en deux modes polarimétriques différents : polarisation double et polarisation totale.
Les deux chapitres 4 et 5 sont ainsi consacrés à l'extension de l'approche bande passante limitée
à ces deux modes polarimétriques. En polarisation double, deux jeux de mesures en polarisation
différente sont fournis par l'instrument alors qu'en polarisation totale, quatre jeux de mesures
sont fournis en quatre polarisations différentes. Dans les deux cas, une reformulation du problème
direct est présentée où la dimension du problème à résoudre est beaucoup plus grande que celle
en polarisation simple.
Le cadre global de cette thèse étant fixé autour de la reconstruction d'image, il est impératif
d'étudier l'effet, sur la reconstruction, de certaines pannes que peut subir l'instrument une fois en
orbite. Ainsi, dans le chapitre 6, nous étudions deux genres de pannes. Dans un premier temps,
nous nous plaçons dans le cas de la panne d'une unité de corrélation entre deux antennes où une
seule mesure manquera dans la reconstruction. Ensuite, un cas plus critique est considéré, qui est
la panne d'une antenne/récepteur où toutes les mesures associées à cette antenne manqueront
dans la reconstruction.
Un autre point important qui affecte la qualité de la reconstruction est la bonne connaissance
des diagrammes d'antennes de MIRAS. En effet, les antennes sont mesurées au sol avant le lance-
ment mais lorsque l'instrument est en orbite, ces diagrammes peuvent différer de ceux mesurés et
changer ainsi avec le temps. Une étape d'étalonnage de ces diagrammes est donc nécessaire. Dans
le chapitre 7, nous proposons une méthode générale d'étalonnage des diagrammes d'antennes de
MIRAS où dans un premier temps, une étape de modélisation de ces diagrammes est nécessaire
et ensuite une méthode d'optimisation numérique est développée afin d'estimer ces diagrammes.
En plus, deux tentatives de modélisation des diagrammes d'antennes sont proposées. Dans la
première, nous proposons une décomposition en harmonique sphérique des diagrammes d'an-
tennes alors que dans la deuxième, nous proposons une approche très simple en supposant que
la variation des diagrammes d'antennes peut être écrite sous forme linéaire par rapport à ceux




1Mission SMOS : propriétés et
caractéristiques
Sommaire
1.1 Objectifs scientifiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.1 Humidité des sols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.2 Salinité des Océans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Enjeux techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.1 Télédétection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Longueur d'onde ou fréquence choisie . . . . . . . . . . . . . . . . . . . 7
1.2.3 Imagerie par interférométrie . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.4 Principe observationnel . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Interféromètre de SMOS : MIRAS . . . . . . . . . . . . . . . . . . . . 12
1.3.1 Caractéristiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.2 Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.3 Modélisation des données . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4 Traitement des données interférométriques . . . . . . . . . . . . . . . 18
1.4.1 Couvertures fréquentielles expérimentales . . . . . . . . . . . . . . . . . 18
1.4.2 Fréquences redondantes . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.4.3 Stockage des données interférométriques . . . . . . . . . . . . . . . . . . 20
En prenant acte de la réalité d'un changement climatique au cours des prochains siècles,
la communauté scientifique cherche à développer des outils pour étudier ce phénomène. Deux
paramètres géophysiques peuvent aider à mieux le comprendre : l'humidité des sols et la salinité
des océans.
L'humidité des sols est une variable clé dans le cycle de l'eau, pour les modèles numériques
du climat et sera prise en compte dans la surveillance de l'hydrologie et de la végétation. La
connaissance de la salinité des océans et de son évolution à une échelle globale permettra d'iden-
tifier et de suivre les courants marins qui peuvent jouer un rôle primordial dans les changements
climatiques. Elle permettra également d'évaluer le rôle des océans dans le cycle du carbone.
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Comme les technologies classiques de télédétection ne répondent pas aux fortes contraintes de
résolution spatiale imposées pour la mesure de l'humidité et de la salinité à une échelle globale,
une mission spatiale nommée SMOS, basée sur une approche novatrice (interférométrie) est en
cours de préparation et a pour objectifs de fournir les premières cartes globales d'humidité des
sols et de salinité des océans.
1.1 Objectifs scientifiques
La mission SMOS (Soil Moisture and Ocean Salinity) est une des Missions d'Opportunités
d'Exploration de la Terre menées par l'Agence Spatiale Européenne (ESA). Au niveau fran-
çais, cette mission est mise en ÷uvre en coopération avec le Centre National d'Etudes Spatiales
(CNES). Elle a été conçue pour observer deux paramètres géophysiques fondamentaux : l'humi-
dité du sol (SM : Soil Moisture) et la salinité des océans (SSS : Sea Surface Salinity) [1] [2] [3].
Sa durée opérationnelle est de trois à cinq ans [4] et de dix ans pour le traitement de post-
mission. Cette mission est une réponse aux besoins de la modélisation météorologique et clima-
tique pour lesquels l'humidité du sol est une variable encore mal connue à une échelle globale
face à son implication dans le cycle de l'eau et les échanges terre-océan-atmosphère.
Quoique l'humidité et la salinité soient utilisées dans les modèles hydrologiques atmosphé-
riques et océanographiques prédictifs, aucune possibilité n'existe jusqu'ici pour mesurer directe-
ment et globalement ces variables clés. SMOS a pour but de combler cette lacune en fournissant
globalement, fréquemment, et de façon standard ces informations. On s'attend également à ce
que la mission SMOS fournisse des informations significatives sur la teneur en eau de la végéta-
tion, qui sera très utile pour des évaluations régionales de production végétale et de façon plus
générale pour la gestion des ressources en eau.
1.1.1 Humidité des sols
L'humidité des sols est l'eau emmagasinée à la surface, ou sous la surface du sol, et susceptible
de s'évaporer. Elle se mesure en Kg/m2. La connaissance, à une échelle globale, de l'humidité
du sol et de son évolution spatio-temporelle est primordiale dans de nombreuses disciplines des
Sciences de l'Environnement, telles que l'agronomie, l'hydrologie, l'hydrogéologie ou la météoro-
logie.
Ainsi, la prédiction de la production agricole, l'optimisation des irrigations nécessitent des
informations sur l'état hydrique du sol et sur ses variations. En hydrologie, il est bien connu que
l'humidité de surface antérieure à une précipitation conditionne très fortement le ruissellement
et l'infiltration efficace de la pluie dont tout ou partie peut recharger les aquifères. En météoro-
logie et climatologie, l'humidité de surface contrôle les contributions relatives des flux de chaleur
latente (évaporation) et est sensible au rayonnement net.
Actuellement, il n'existe aucune méthode fiable pour mesurer l'humidité de sols par satellite




1.1.2 Salinité des Océans
La salinité se définit comme la concentration de sel dans l'eau de mer. Elle se mesure en PSU
(Practical Salinity Unit), unité reposant sur la conductivité de l'eau de mer. La valeur moyenne
de la salinité de l'océan mondial est de 35.5 PSU, variant de moins de 15 PSU à la sortie des
fleuves à plus de 40 dans la mer morte. L'océan est chauffé en surface dans les tropiques et perd
de la chaleur aux plus hautes latitudes. Les eaux froides sont très denses et tapissent le fond des
océans, consignant en surface la sphère chaude tropicale.
La salinité est modifiée en surface par le phénomène de dilution-concentration lié au flux
d'eau douce qui résulte du bilan entre les précipitations et l'évaporation. S'il pleut plus qu'il
n'est évaporé, par exemple dans les zones de convection équatoriale ou aux moyennes latitudes,
la salinité diminue en surface. Dans les zones subtropicales, l'évaporation l'emporte et la salinité
augmente. Ces modifications en surface sont ensuite entraînées en profondeur par la circulation
océanique.
1.2 Enjeux techniques
Afin de mieux préparer cette mission et d'assurer son succès, plusieurs choix sont à spécifier
comme celui de la bande passante la mieux adaptée pour l'estimation, à échelle globale, de
l'humidité du sol et de la salinité des océans. Aussi, nous décrivons le choix de la méthode de
mesure par télédétection adoptée : l'interférométrie.
1.2.1 Télédétection
La télédétection spatiale est la technique la mieux adaptée pour fournir une cartographie
globale de l'humidité du sol et de la salinité des océans. Elle peut faire appel à deux groupes de
capteurs :
a) Les capteurs actifs (ou radars) qui fournissent leur propre source de radiation et contiennent
un émetteur et un récepteur. Dans ce cas, une onde électromagnétique est envoyée par une
antenne sur une cible qui va plus ou moins absorber ce rayonnement. Une autre antenne
(ou la même antenne) est utilisée pour mesurer la puissance du signal renvoyé et l'on en
déduit les caractéristiques de la cible.
b) Les capteurs passifs sont des simples récepteurs qui mesurent le rayonnement émanant de
la scène observée. Ces capteurs sont désignés sous le nom de radiomètres et sont préférés
pour l'estimation de l'humidité des sols et la salinité des océans. Ici, aucune onde n'est
envoyée, l'antenne d'un radiomètre ne fonctionne qu'en réception. Seule l'émission naturelle
du rayonnement par la surface est mesurée, elle est caractérisée par une quantité appelée
température de brillance (Tb).
1.2.2 Longueur d'onde ou fréquence choisie
Le domaine radio des hyperfréquences s'étend de 0.3 à 300 GHz (de 1 m à 1 mm en longueur
d'onde). Il se divise en plusieurs bandes de fréquences, désignées par des lettres dont la définition
est donnée dans le tableau 1.1.
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Table 1.1  Distribution des bandes dans le domaine des hyperfréquences.










Il a été montré [5] que pour bien exploiter les mesures de la salinité des océans ou l'humidité
du sols, elles doivent être effectuées par un radiomètre fonctionnant en bande L (1.4 GHz) avec
une répétitivité de trois jours pour SM et de dix jours pour SSS.
Les deux figures 1.1 et 1.2 montrent la variation de la sensibilité de la température de brillance
à l'humidité des sols et à la salinité des océans en fonction de la fréquence [6]. Les variations de
paramètres qui peuvent perturber ou influencer sur la mesure de SM et SSS sont aussi illustrées
sur ces mêmes figures. Nous remarquons que les basses fréquences micro-ondes (bande L) pré-
sentent un maximum de sensibilité à SM et SSS et un minimum de sensibilité aux phénomènes
perturbateurs (biomasse, rugosité de surface, vapeur d'eau, etc.). C'est pourquoi la bande L a été
choisie pour l'instrument de SMOS avec une fréquence centrale fo = 1.41 GHz (longueur d'onde
λo = 21 cm). La fenêtre 1.400-1.427 GHz de la bande L (0.39-1.55 GHz), réservée principalement
pour des applications radio astronomiques, présente aussi d'autres avantages par rapport à des
fréquences plus élevées :
• L'influence de la végétation sur le signal est plus faible qu'aux fréquences plus élevées et le
signal est sensible à l'humidité du sol jusqu'à des biomasses de 5 Kg.m2 ce qui représente
65 % de la surface terrestre.
• A cette fréquence, les nuages sont pratiquement transparents, seuls les nuages précipitant
contribuent à l'émission proportionnellement à leur contenu en eau résultant en une sensi-
bilité minimale aux phénomènes atmosphériques.
• La sensibilité radiométrique à la rugosité de la surface est minimale.
• La bande L est "normalement" protégée de toute émission d'origine humaine (relais et télé-
phones portables, radars d'aéroport,...). Ceci n'est malheureusement pas toujours le cas
puisque différentes expériences ont rapportées des problèmes de contamination ou d'inter-
férences [7] [8].
1.2.3 Imagerie par interférométrie
SMOS doit fournir des mesures de l'humidité des sols à une résolution spatiale meilleure que
50 km au minimum tous les 3 jours et des cartes de salinité globales de l'eau en surface des






Figure 1.1  Variation de la sensibilité de la température de brillance en fonction de la fréquence
à l'humidité des sols (Soil Moisture) et d'autres paramètres : biomasse (Vegetation biomass),





Figure 1.2  Variation de la sensibilité de la température de brillance en fonction de la fréquence
à la salinité des océans (SSS) et d'autres paramètres : vitesse du vent (wind speed), vapeur d'eau
(Integrated water vapor), eau liquide (Cloud liquid water) et température du surface de la mer
(sea surface temperature).
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Si les possibilités d'inverser l'humidité de surface et la salinité des océans à partir de la
température de brillance sont bien établies depuis plusieurs années [9] [10] [11], la mise en ÷uvre
opérationnelle se heurtait à l'impossibilité de mettre en orbite une antenne de taille adaptée aux
résolutions spatiales nécessaires. En effet, la résolution spatiale angulaire d'une antenne réelle,
de taille fixée, est d'autant plus dégradée que sa fréquence fo est basse. Cette résolution, notée





où λo = c/fo est la longueur d'onde de l'antenne, D est sa taille et A est un coefficient qui dépend
de la forme de l'antenne [12]. La résolution spatiale angulaire δx se déduit de δθ par :
δx = h δθ (1.2)
où h est l'altitude de l'antenne (distance entre l'instrument et la cible).
La sensibilité de la température de brillance à la salinité des océans est d'autant plus forte
que la fréquence fo est basse (voir figure 1.2), et plus cette fréquence est faible plus la résolution
spatiale est médiocre pour une taille d'antenne fixée. En bande L, la taille de l'antenne est un
problème important parce qu'à cette fréquence, une résolution spatiale δx de 50 km à une alti-
tude h = 750 km nécessiterait une antenne à diamètre D de plus de 3 m. Une telle antenne est
difficile et très coûteuse à déployer dans l'espace.
Les radiomètres à synthèse d'ouverture permettent de surmonter ce problème grâce à l'inter-
férométrie. Le principe de la synthèse d'ouverture est de combiner les signaux issus d'au moins
deux antennes observant la même scène dont on fait varier l'espacement. Le réseau interféromé-
trique, ainsi composé, ne fournit pas directement un signal proportionnel à la température de
brillance de la scène observée mais une mesure de la cohérence spatiale de cette même distribu-
tion de température. Ces mesures interférométriques sont ensuite traitées afin de synthétiser la
distribution de la température de brillance de la scène observée à la résolution de l'interféromètre
utilisé.
Un radiomètre à synthèse d'ouverture est donc constitué d'un réseau d'antennes élémentaires.
Dans le meilleur des cas, la résolution angulaire obtenue atteint celle qu'aurait une antenne à
ouverture réelle dont la taille serait égale à la distance maximale entre deux antennes élémen-
taires. En d'autres termes, l'équation (1.1) reste toujours vraie mais en remplaçant le diamètre de
l'antenne D par la distance entre deux antennes élémentaires. Dans les conditions précédemment
citées où une antenne réelle devait mesurer plus de 3 m pour obtenir une résolution spatiale de
50 km, un radiomètre à synthèse d'ouverture pourrait atteindre la même résolution à partir de
couples antennes élémentaires dont les plus éloignées seraient distantes de 3 m. Une telle antenne
synthétique est plus facile à déployer dans l'espace car les antennes élémentaires peuvent être
très petites, comme nous le verrons plus loin.
L'inconvénient majeur des ouvertures diluées, par opposition aux ouvertures pleines est la
diminution de la surface collectrice et donc une dégradation de la sensibilité radiométrique. En
effet, la sensibilité radiométrique∆T indique le plus petit écart de température que peut discerner
le radiomètre. Ainsi, la même température sera mesurée pour une scène de température T ou
T ± ∆T . La sensibilité radiométrique d'une antenne dépend fortement des caractéristiques du
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Figure 1.3  Exemple d'un interféromètre à 10 antennes de diamètre d. La surface d'une antenne
élémentaire est pi(d/2)2 tandis que la surface totale est pi(7d/2)2.
récepteur : la température de bruit Trec, la bande passante B, le temps d'intégration τ et la





Pour un radiomètre à synthèse d'ouverture, la sensibilité radiométrique dépend aussi du rap-
port entre la surface totale S de l'antenne que l'on veut synthétiser et la surface collectrice de
l'antenne synthétisée, c'est à dire la surface totale des ` antennes élémentaires ` × SA. L'équa-







où SA est la surface d'une antenne élémentaire. Il faut noter que S dépend de la forme du réseau
d'antennes.
En résumé, la synthèse d'ouverture et l'interférométrie permettent de développer des ins-
truments permettant d'atteindre une haute résolution spatiale tout en ayant des dimensions
physiques raisonnables comme le cas de l'instrument de SMOS appelé MIRAS (Microwave Ima-
ging Radiometer by Aperture Synthesis).
Il faut toutefois garder à l'esprit la dégradation potentielle de la sensibilité radiométrique.
En effet, prenons par exemple le cas d'un interféromètre en forme de Y avec 3 bras dont chaque
bras comprend 3 antennes de diamètre d plus une antenne au centre (voir figure 1.3). La surface
d'une antenne élémentaire est pi(d/2)2 tandis que la surface collectrice totale est pi(7d/2)2. Par
conséquent, d'après (1.4), la sensibilité radiométrique est dégradée d'un facteur de 5 par rapport
au cas d'une antenne à ouverture diluée.
1.2.4 Principe observationnel
Quelle que soit la géométrie du réseau d'antennes d'un radiomètre imageur à synthèse d'ou-
verture, le dispositif élémentaire est formé par des couples d'antennes dont la corrélation des
signaux va fournir une mesure du degré de cohérence spatiale à la fréquence spatiale angulaire
déterminée par la distance entre les antennes.
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Figure 1.4  Système de coordonnées utilisé pour l'observation de la Terre, depuis une altitude
h, à l'aide d'un interféromètre imageur à synthèse d'ouverture. T (ξ) est le point observée depuis
l'espace, ξ1 et ξ2, composantes de la variable de position angulaire ξ, sont les cosinus directeurs
de la direction d'observation, avec ξ1 = sin θ cosφ et ξ2 = sin θ sinφ et θ et φ sont les coordonnées
sphériques traditionnelles.
Le principe observationnel de ce radiomètre à synthèse d'ouverture, illustré sur la figure 1.4,
est basé sur le théorème de Van-Cittert Zernike [13]. En mesurant la corrélation des signaux reçus
par deux antennes Ak et Al observant le même champ de vue, on accède à un échantillonnage
de la fonction de cohérence spatiale liant les mesures V (ukl) de l'intrument à la température de
brillance de la scène observée pour une certaine fréquence spatiale angulaire ukl :
ukl = dkl/λ0 (1.5)
où dkl est le vecteur de ligne de base associée au couple d'antennes (Ak,Al) et λ0 est la longueur
d'onde d'observation. Ces mesures interférométriques correspondent à la notion de visibilités
complexes [14]. Le principe de la synthèse d'ouverture est d'utiliser des visibilités complexes
mesurées à plusieurs fréquences spatiales pour reconstruire la distribution spatiale d'intensité de
la source observée ou température de brillance Tb.
1.3 Interféromètre de SMOS : MIRAS
MIRAS est un réseau interférométrique bidimensionnel [15] [16] équipé de trois bras d'une
longueur de 4 m et d'une partie centrale, disposés en forme de Y. Chaque bras est composé de
trois sections repliables de façon à être embarquées dans une fusée. Une fois dans l'espace, les
bras se déplient comme cela est illustré sur la figure 1.5.
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Figure 1.5  Ilustration du déploiement du satellite SMOS
1.3.1 Caractéristiques
La charge utile de SMOS est donc un radiomètre interférométrique 2D en bande L (21 cm,
1.41 GHz) sur une plate-forme générique Proteus. La durée de vie de la mission est de 3 à 5 ans.
Le lancement est prévu en 2009. SMOS sera lancé sur une orbite circulaire héliosynchrone à 755
kilomètres d'altitude. La période de revisite est de 3 jours [17].
L'un des objectifs est de restituer l'humidité des sols avec une précision de 4% sur le volume
d'humidité des sols, avec une fréquence de revisite de trois jours et un échantillonnage spatial
meilleur que 50 km. L'autre objectif est de mesurer la salinité des océans avec une précision
meilleure que 0.1 PSU, sur une grille de 10 jours à un mois (200 km). Sachant que les mesures
unitaires seront bruitées (1 PSU), un moyennage spatial et temporel sera nécessaire pour réduire
le bruit. Le tableau 1.2 résume les caractéristiques de cette mission.
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Table 1.2  Caractéristiques de la mission SMOS.
Mission SMOS
Lancement septembre 2009
Durée de 3 à 5 ans
Instrument MIRAS : Microwave Imaging Radiometer
using Aperture Synthesis
Concept de l'instrument Interféromètre 2D passif en forme Y
Nombre de récepteurs/antennes ` = 69
Bande utilisée L
Fréquence et longueur d'onde fo = 1.413 GHz et λo = 21 cm
Bande passante B = 20 MHz
Distance entre les récepteurs d = 0.875λo
Dimension d'un bras R = 4 m
Plus grande distance entre deux antennes D =
√
3R = 6.9 m
Temps d'intégration 1.2 sec
Polarisation H, V
Résolution spatiale angulaire 50 km (35 km au centre de la fauchée)
Résolution radiométrique 0.8 - 2.2 K
Résolution temporelle revisite chaque 3 jours à l'équateur
Angle d'inclinaison de la plate-forme 32 degrés
Poids 683 kg lors du lancement dont :
317 kg la plate-forme,
366 kg de charge utile
1.3.2 Configuration
La disposition des 69 antennes de MIRAS est montrée sur la figure 1.6. Chaque segment est
composé de 6 unités régulières de réception appelés LICEF (Light Cost Effective Front-end).
Chaque LICEF (voir figure 1.7) est une antenne de réception qui mesure la radiation émise par
la Terre dans une bande de 1400 - 1423 MHz. Pour éviter toute perturbation électromagnétique,
facteur important pour MIRAS qui est extrêmement sensible, le signal acquis est ensuite trans-
mis à l'aide de fibres optiques à une unité centrale de corrélation, qui, en utilisant les techniques
interférométriques traite les signaux entre toutes les combinaisons possibles reçues par les paires
de récepteurs. L'utilisation d'une antenne LICEF fournit les meilleures performances en termes
de gain, de longueur d'onde et donne une bonne différenciation entre les mesures micro-ondes
faites en polarisation horizontale et celles faites en polarisation verticale.
Les trois bras se joignent dans une partie centrale appelée hub composée de quatre LICEFs
suivant chaque orientation des bras et de trois NIRs (Noise Injection Radiometers), un pour
chaque orientation [5]. Chaque NIR est composé de deux LICEFs et est dédié spécifiquement
à la mesure de la fonction de cohérence spatiale à la fréquence nulle, fournissant donc une
mesure rattachée à la température moyenne de la scène observée. Il y a au total 72 récepteurs
mais seulement ` = 69 antennes régulièrement espacées dont la distance entre deux antennes
consécutives est d = 0.875λo.
14
1.3. Interféromètre de SMOS : MIRAS
Figure 1.6  Configuration de MIRAS
Figure 1.7  Intérieur d'un LICEF
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1.3.3 Modélisation des données
Pour deux antennes Ak et Al données, la relation entre les visibilités mesurées V et la tempé-
rature de brillance de la scène observée Tb est basée sur le théorème de Van-Cittert Zernike [13]













• Fk(ξ) et Fl(ξ) sont les gains en tension des antennes corrélées Ak et Al respectivement et Ωk
et Ωl sont les angles solides équivalents.
• Trec est la température physique des récepteurs.
• t = uklξ/f0 est le retard géométrique et r˜kl(t) tient compte des effets de décorrélation spatiale
(Fringe Washing Function) [19].
• f0 est la fréquence centrale d'observation.
• ξ1 = sin θ cosφ et ξ2 = sin θ sinφ, composantes de la variable de position angulaire ξ, sont les
cosinus directeurs de la direction d'observation et θ et φ sont les coordonnées sphériques
traditionnelles.
Cette relation a été établi par Corbella et al. [18] pour le traitement des données SMOS en
intégrant le terme de température physique des récepteurs Trec pour prendre en compte l'effet du
couplage entre les antennes. Ce principe d'interférométrie a déjà été étudié et utilisé en astrono-
mie, par exemple avec l'instrument CBI ou Cosmic Background Imager [20]. Cet interféromètre
est destiné à mesurer la puissance spectrale des fluctuations du fond diffus cosmologique (Cosmic
Microwave Background Radiation CMBR). Il se situe à une altitude de 5000 m dans le désert
d'Atacama au nord du Chili et est composé d'un réseau de 13 antennes dont chacune est de
diamètre 0.9 m (voir figure 1.8) opérant dans la bande K entre 26 et 36 GHz.
Les deux instruments MIRAS et CBI utilisent donc le même principe d'interférométrie
connectée avec des antennes très proches. Dès lors, l'effet du couplage ou cross talk entre les
Figure 1.8  Configuration de l'instrument CBI ou Cosmic Background Imager
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antennes peut être important et doit être pris en compte dans la modélisation des données in-
terférométriques si cela est le cas.
En effet, le bruit émis par l'entrée d'un récepteur peut se disperser jusqu'à l'antenne à proxi-
mité causant ainsi un faux signal à la sortie du corrélateur, comme le montre la figure 1.9. Ce faux
signal dégrade la sensibilité de l'instrument puisqu'il est similaire aux signaux que nous essayons
de mesurer. Par exemple, sur la figure 1.9, le récepteur k reçoit un signal Tk et transmet aussi un
certain bruit pkTk à l'antenne l. Le coefficient de couplage entre les antennes k et l étant c < 1,
une partie du bruit cpkTk est ainsi émise par l'antenne l et est corrélée avec la température Tk
de l'antenne k, résultant ainsi en un faux signal à la sortie du corrélateur. Le même faux signal
existe aussi pour un couplage entre l et k d'où à la sortie du corrélateur, nous disposons de la




)⊗ f(Tl + cpkTk). (1.7)
En revanche, dans l'équation (1.6) de Corbella, aucun coefficient de couplage n'apparait, si
bien que le terme Trec supporte à lui seul cette problématique. Sans remettre en cause la véracité
de cette équation, cette question du couplage aurait méritée des études approfondies, menées par
des spécialistes du domaine des antennes, tant sur le plan de la mesure que de la modélisation
et de sa prise en compte dans l'inversion des données interférométriques.
Un autre genre de couplage doit être aussi considéré dans l'équation (1.6), c'est celui du
fonctionnement polarimétrique réel de l'instrument déduit à partir de [21]. Jusqu'à présent,
nous négligeons cet effet afin de simplifier le problème et faciliter l'implémentation des différents
algorithmes de reconstruction de la température de brillance Tb introduits dans le chapitre 2. Une
extension au mode polarimétrique réel de MIRAS de l'algorithme adopté sera ensuite proposée
dans les chapitres 4 et 5.
Figure 1.9  Couplage ou cross talk pour un interféromètre. Tk est le signal reçu par l'antenne k,
pkTk est la partie du bruit émise par l'antenne k vers l'antenne l, c est le couplage entre les
antennes.
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1.4 Traitement des données interférométriques
Le traitement des données interférométriques fournies par un radiomètre imageur à synthèse
d'ouverture demande un cadre géométrique spécifique. La configuration du réseau en Y va déter-
miner les caractéristiques de la couverture fréquentielle sur laquelle est échantillonnée la fonction
de cohérence spatiale et ainsi le maillage sur lequel se fera la reconstruction. L'espacement entre
les antennes va, quant à lui, déterminer la géométrie du champ de vue reconstruit et son exten-
sion.
1.4.1 Couvertures fréquentielles expérimentales
Chacune des visibilités mesurées est associée à une fréquence spatiale angulaire ukl détermi-
née par la position relative des antennes du réseau interférométrique (voir équation (1.5)). En
raison des dimensions limitées de MIRAS et du nombre fini d'antennes élémentaires utilisées, ces
fréquences sont limitées à une région du domaine de Fourier qu'on appelle la couverture fréquen-
tielle expérimentale H. L'échantillonnage du signal mesuré dans ce domaine et la périodisation
de la couverture fréquentielle vont amener à définir un maillage périodique à deux dimensions
sur lequel se fera la reconstruction.
La forme en Y de MIRAS et l'espacement entre les antennes (d = 0.875λo) font que les
fréquences spatiales ukl(u1, u2), en tenant compte de tous les couples d'antennes, coïncident
avec les n÷uds d'une grille hexagonale Gu [22], dont le pas d'échantillonnage élémentaire δu est
proportionnel à l'espacement d entre les antennes :
δu = d/λo = 0.875 .
La couverture fréquentielle H, ainsi formée, a une forme d'étoile dans le domaine de Fou-
rier [15] (voir figure 1.10). Par conséquent, les coordonnées spatiales ξ(ξ1, ξ2) sont également
distribuées sur une grille hexagonale Gξ dans le domaine spatial comme cela est montré sur la







L'étendue de la grille hexagonale ∆u dans le domaine de Fourier ainsi que de la grille ∆ξ
dans le domaine spatial est donnée par :
∆u = nδu , ∆ξ = nδξ
où n est un entier choisi comme puissance de 2. Le choix de n tient compte de la limitation
de l'instrument en respectant toujours le théorème de Shannon-Nyquist. L'approche traitement
d'image sur des grilles d'échantillonnage hexagonales, de dimension ∆ξ dans le domaine spa-
tiale Gξ et ∆u dans le domaine de Fourier Gu, est donc ici la manière naturelle d'aborder le
problème de la synthèse d'ouverture [24].
Finalement, nous pouvons conclure que MIRAS est un instrument à bande passante limitée
dans la couverture fréquentielle H, c.à.d. que toute l'information accessible est confinée à l'inté-
rieur de H. Ainsi, nous pouvons dire que l'instrument joue le rôle d'un filtre qui ne laisse passer
que les informations associées aux fréquences spatiales angulaires confinées dans la couverture
fréquentielle H. Cette propriété sera la base de la méthode de reconstruction d'image adoptée
par l'ESA pour la mission SMOS (voir chapitre 2).
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Figure 1.10  Cellule élémentaire hexagonale échantillonnée aux n÷uds de la couverture fréquen-
tielle H d'un dispositif interférométrique en forme de Y. δu = d/λo est le pas d'échantillonnage
dans le domaine de Fourier. L'aire σu d'une cellule élémentaire est égale à (δu)2
√
(3)/2.
Figure 1.11  Cellule élémentaire hexagonale dans le domaine spatial d'un dispositif interféro-
métrique en forme de Y. δξ est le pas d'échantillonnage dans le domaine spatial. L'aire σξ d'une
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1.4.2 Fréquences redondantes
L'équation (1.6) est hermitienne puisqu'elle vérifie (Vkl)∗ = Vlk, alors les visibilités Vkl ne
sont mesurées que sur la moitié des n÷uds de la grille hexagonale utilisée. De plus, les fréquences
spatiales ukl associées à tous les couples d'antennes Ak et Al appartiennent à une liste finie L
dans le domaine de Fourier :
L = {ukl, 1 ≤ k, l ≤ `} ,
où ` est le nombre d'antennes élémentaires du dispositif interférométrique. Cette liste comporte
des éléments redondants dans la mesure où deux couples d'antennes différents peuvent engendrer
le même vecteur de ligne de base dkl et donc la même fréquence spatiale ukl.
Ainsi pour l'instrument MIRAS, le nombre de lignes de bases dkl, tenant compte du caractère
hermitien de la relation (1.6), est `(`−1)/2. A ce nombre, il faut ajouter 3 lignes de base nulles qui
correspondent aux auto-corrélations des 3 antennes de référence (NIRs) dont chacune est com-
posée de deux LICEFs. Le nombre total des lignes de base est ainsi nb = `(`− 1)/2 + 3 = 2349.
Au niveau du nombre des fréquences spatiales angulaires associées à ces mesures, on ne compte
que nf = 1396 fréquences spatiales angulaires différentes, compte tenu du caractère hermitien, à
l'intérieur de la couverture fréquentielle H y compris la fréquence nulle (où dkk = 0). Le nombre
de redondance de chaque fréquence varie de 1, pour les fréquences non redondantes, à 22, pour
les fréquences les plus redondantes.
Finalement, en raison de la coupure fréquentielle abrupte introduite au delà de H, il est
nécessaire d'introduire des fenêtres d'apodisation pour limiter les effets de cette discontinuité,
et notamment les oscillations des Gibbs dans les images reconstruites. Cet aspect sera introduit
dans le chapitre 2.
1.4.3 Stockage des données interférométriques
À première vue, les grilles hexagonales ne semblent pas adaptées à l'utilisation des algo-
rithmes de Transformée de Fourier Rapide (FFT), développés pour des grilles cartésiennes. Une
solution consiste en l'implémentation d'un algorithme spécifiquement étudié pour des grilles
hexagonales [25]. Mais, une telle approche nous condamne à ne pas profiter des développements
faits sur les FFT pour les grilles cartésiennes.
Une autre solution est de redéfinir la maille élémentaire, en utilisant non pas un hexagone mais
un rhomboïde qui est le maille traditionnelle des maillages hexagonaux en cristallographie [26].
La réorganisation des données échantillonnées sur les grilles d'échantillonnage hexagonales dans
le domaine spatial (Gξ) et dans le domaine de Fourier (Gu) permet de construire des grilles en
forme de losanges G′ξ et G
′
u qui sont mieux adaptées au calcul matriciel (voir Fig. 1.12 et 1.13).
Le losange ainsi obtenu est redressé pour former un rectangle et le stockage des données
se fait naturellement. A noter que le passage du maillage hexagonal au maillage cartésien, et
inversement, nécessite juste une réorganisation des données. La FFT est donc appliquée sur
ces grilles et les résultats sont réorganisés pour retrouver l'hexagone de la grille réciproque,
méthode permettant de profiter des dernières avancées sur les algorithmes standard pour les
grilles cartésiennes [27].
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Figure 1.12  Réorganisation du stockage des données échantillonnées sur une grille hexagonale
dans le domaine de Fourier.
Figure 1.13  Réorganisation du stockage des données échantillonnées sur une grille hexagonale
dans le domaine spatial.
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MIRAS est donc un radiomètre à synthèse d'ouverture qui ne fournit pas directement des
mesures proportionnelles à la température de brillance de la scène observée mais des mesures de
la cohérence spatiale de cette scène, ou visibilités à partir desquelles la température de brillance
est estimée dans un deuxième temps.
Ce second chapitre est ainsi consacré à la reconstruction des cartes de température de brillance
à partir des visibilités mesurées par MIRAS. Pour cela, nous reprenons les études effectuées du-
rant la thèse de B. Picard [23], permettant de présenter le point de départ des travaux effectuées
durant ma thèse.
Dans un premier temps, nous définissons les espaces de travail et les opérateurs qui inter-
viennent dans la reconstruction ainsi que la différence entre le champ de vue instantané de
chaque antenne et le champ synthétisé par MIRAS. Ensuite, nous montrons que le problème à
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résoudre est mal posé, et doit être régularisé afin d'obtenir une solution stable et unique. Plu-
sieurs méthodes de régularisation sont rappelées ici notamment celle adoptée par l'ESA, pour
l'implémentation dans le segment sol de SMOS, qui tient compte du fait que MIRAS est à bande
passante limitée. Finalement, ces méthodes sont comparées du point de vue stabilité, complexité
et implémentation numérique.
2.1 Espaces et Opérateurs
Nous décrivons ici les espaces de travail parmi lesquels seront définis les opérateurs intervenant
dans la reconstruction des températures de brillance des scènes observées par MIRAS.
2.1.1 Espaces de travail
a. Espace des Objets E
L'espace objet E est l'espace de dimension finie dans lequel la reconstruction est numérique-
ment effectuée [28] [29]. Il s'agit de l'espace des fonctions T (ξ) qui prennent leurs valeurs aux
n÷uds ξ de la grille spatiale Gξ. L'espace dual Ê est l'image de E par l'opérateur de transformée
de Fourier discrète. C'est l'espace des transformées de Fourier T̂ (u) aux n÷uds u (fréquences
spatiales) de la grille Gu dans le domaine de Fourier.
b. Sous espace E de E des fonctions à bande passante limitée
Les fonctions T , à bande passante limitée dans H, sont définies comme étant les fonctions
dont la transformée de Fourier T̂ est confinée dans la couverture fréquentielleH en forme d'étoile.
Elles appartiennent à un sous-espace E de E, dont l'image de Fourier est un sous espace Ê de Ê.
Les fonctions T̂ (u) de Ê prennent leurs valeurs aux seuls n÷uds u de Gu inclus dans H.
c. Espace des données F
Compte tenu du caractère hermitien de la relation (1.6), l'espace des données F est l'espace
des fonctions à valeurs complexes V qui prennent leurs valeurs Vkl aux fréquences redondantes
ukl de la liste des fréquences L = {ukl, 1 ≤ k, l ≤ `}, de la grille Gu.
2.1.2 Opérateurs
a. Opérateur de transformée de Fourier U
L'opérateur de transformation de Fourier discrète U sur les grilles duales Gξ et Gu est défini
par la relation :
U : E −→ Ê
T −→ UT = T̂
avec :






où σξ = (δξ)2
√
(3)/2 est la surface d'une cellule élémentaire de Gξ [23].
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b. Opérateur de bourrage de zéros Z
En raison de la limitation de la couverture fréquentielle expérimentale H, il est nécessaire
de disposer d'un opérateur qui permet de compléter avec des zéros la grille au delà de H dans
le domaine de Fourier. Cet opérateur, noté Z et dit opérateur de bourrage de zéros ou "zero-
padding" ou remplissage de zéros au delà de la couverture fréquentielle H, est défini par :
Z : Ê −→ Ê
T̂ −→ ZT̂ = T̂
où :
∀q ∈ Gu, T̂q =
{ T̂q si uq ∈ H
0 sinon. (2.2)
On déduit que pour toute fonction T appartenant à E :
T̂ = UT = ZT̂ .
Cette équation traduit le caractère "bande passante limitée" de MIRAS. Elle intervient no-
tamment dans la procédure de reconstruction présentée plus tard dans ce chapitre.
c. Opérateur de modélisation G
L'opérateur de modélisation G [30] [24] est celui de l'espace des objets E dans l'espace des
données F . Il traduit la relation (1.6) entre les visibilités et la distribution de la température de
brillance de la scène observée, où T = Tb − Trec :
G : E −→ F
T −→ GT = V. (2.3)
Pour des raisons de mise en ÷uvre numérique, l'intégrale (1.6) est ici remplacée par une
somme discrète sur les n2 cellules de la grille Gξ. Ainsi, pour chaque paire d'antenne Ak et Al

















Il en résulte que G est une matrice à valeurs complexes formée par nb lignes et n2 colonnes.
Puisque la température de brillance à reconstruire Tb doit être réelle et la résolution d'un système
d'équation ayant un opérateur complexe, comme le cas de la matrice G, ne garantit pas que Tb
sera réelle après la reconstruction, l'opérateur G et le vecteur de visibilités mesurées V seront
stockés à valeurs réelles pour assurer que Tb sera réelle après la reconstruction. Ainsi, les trois
premières lignes de G correspondent aux auto-corrélations des trois NIRs et contiennent des
informations sur la contribution de chaque pixel de la scène observée à la fonction de cohérence
spatiale à la fréquence nulle. Ensuite, nous avons nb − 3 lignes qui correspondent aux parties
réelles de la contribution de chaque pixel à la fonction de cohérence spatiale. Finalement, les
dernières nb − 3 lignes contiennent la partie imaginaire de cette contribution.
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La matriceG est ainsi de dimension (2nb−3)×n2. Si n = 128,G est de dimension 4695×16384
et la mémoire nécessaire pour la stocker est 615 Mo. Pour calculer cette matrice, il suffit de
calculer la contribution aux visibilités de chacun des n2 pixels de la carte des températures T en
prenant T (ξp) = 1 pour le pixel p en question, la température étant nulle ailleurs.
2.2 Apodisation
MIRAS étant un instrument de dimension finie, donc à bande passante limitée dans la cou-
verture fréquentielle H dans le domaine de Fourier, alors une brusque coupure au bord deH va se
produire lors du processus de reconstruction. Cette coupure se traduit, dans le domaine spatial,
par des oscillations radiométriques dans les images reconstruites dites oscillations de Gibbs.
Le but de la reconstruction d'image n'est pas ici de restaurer les scènes observées à une haute-
résolution mais à la résolution de l'instrument. Il est donc possible d'atténuer ces oscillations en
utilisant une fenêtre d'apodisation appropriée. Comme le degré de discontinuité aux frontières de
H varie d'une distribution de température de brillance observée à l'autre, cette technique d'apo-
disation doit se contenter de réduire à zéro les composantes de Fourier des images reconstruites
au voisinage de ces frontières.
Cependant, l'apodisation a un coût. L'atténuation de ces oscillations s'accompagne nécessai-
rement d'une certaine dégradation de la résolution spatiale. La meilleure résolution spatiale est
celle obtenue avec la fenêtre rectangle et l'utilisation de n'importe autre fenêtre conduira à une
dégradation de cette résolution en faveur d'une amélioration de la sensibilité radiométrique. Le
choix de la fenêtre à appliquer dépend donc des objectifs de la reconstruction et des exigences
en termes de résolution spatiale et de sensibilité radiométrique.
Il est donc nécessaire de trouver un compromis entre plusieurs paramètres, ou facteurs de
mérite [31] [32], significatifs de cette amélioration de la sensibilité radiométrique et de la dégra-
dation associée de la résolution spatiale [33]. Ces paramètres doivent bien évidemment avoir un
sens physique pour l'observation de la Terre dans la bande L et leur évaluation doit tenir compte
des difficultés techniques liées à des échantillonnages hexagonaux [27].
Dans le cas de MIRAS, l'apodisation sera effectuée sur les cartes de température recons-
truites T̂ dans le domaine de Fourier et non pas sur les visibilités mesurées. En effet, soit Tr une
scène reconstruite directement à partir des visibilités V . Dans ce cas, on a :
GTr = V.
D'autre part, soit T ′r une scène reconstruite à partir des visibilités V apodisés par une fenêtre




où Ŵ est la transformée de Fourier de W . La scène reconstruite ici T ′r est différente de Tr et
ne vérifie pas le problème linéaire à résoudre GT ′r 6= V sauf si Ŵ = 1. De plus, les données
mesurées V sont normalement bruitées et s'écrivent Vo + ∆V où ∆V est un bruit gaussien de
déviation standard σ∆V (ou écart-type). Ainsi, l'apodisation sur les données mesurées V change
la statistique de ce bruit en multipliant ∆V par Ŵ.
26
2.2. Apodisation
Figure 2.1  A gauche, on trouve la fenêtre d'apodisation de Blackman adaptée à la bande
passante dans le domaine de Fourier. A droite, dans le domaine spatial, on retrouve la symétrie
de la bande passante dans la répartition des lobes secondaires autour du lobe principal.
Par conséquent, la reconstruction doit se faire toujours sur les cartes de température re-
construites T̂ dans le domaine de Fourier et non pas sur les visibilités. Ainsi, on conserve toute
l'information contenue dans les données mesurées lors de la reconstruction, surtout les informa-
tions apportées par les lignes de bases redondantes.
En pratique, l'apodisation se fait de la manière suivante. Soit T (ξ) une distribution de tem-
pérature de brillance pours laquelle sa transformée de Fourier T̂ (u) est confinée à l'intérieur de





Comme indiqué ci-dessus, l'apodisation se fait sur T̂ (u) et non pas sur T (ξ). Ainsi, d'après
l'équation précédente, nous pouvons apodiser T̂ (u) dans le domaine de Fourier et calculer sa
distribution de température dans le domaine spatial T (ξ) en même temps par un simple produit





Sous forme matricielle, l'apodisation s'écrit :
T = U∗ŴUT, (2.5)
Comme MIRAS est un interféromètre 2D, il nécessite des fenêtres d'apodisation 2D qui
peuvent être directement adaptées à partir des fenêtres traditionnelles 1D [31] [32] [34] [35] [36].
En effet, pour chaque point u(u1, u2) de la bande passante de l'instrument, la valeur de la fe-




2 et ρmax =
maxu{ρ} [22]. Dans le domaine de Fourier, cette fenêtre ainsi construite Ŵ(u) doit être centro-
symétrique et son support a la même forme que la bande passante H. Dans le domaine spatial,
la fenêtre est notée W (ξ) et elle présente une symétrie liée à la forme de la bande passante.
Il existe des méthodes permettant d'adapter la forme des fenêtres à la forme des bandes
passantes et ainsi de réduire toutes les valeurs sur leurs bords à zéro, diminuant ainsi l'amplitude
des oscillations de Gibbs [33]. La figure 2.1 illustre le cas d'une fenêtre de Blackman adaptée à la
bande passante dans le domaine de Fourier et dans le domaine spatial. Cette fenêtre sera utilisée
pour l'apodisation dans toutes les simulations faites lors de cette thèse.
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ξ1
ξ2
Figure 2.2  Position et forme de la terre dans le repère des antennes pour une inclinaison de
32. L'ellipse (en bleu) représente la partie observée de la terre et le reste du cercle unité (en
cyan) représente le ciel.
2.3 Champ de vue de MIRAS
Chaque antenne de MIRAS observe l'intégralité du demi-espace situé devant elle. Dans le
repère des cosinus directeurs de l'instrument ou repère des antennes, cet espace est contenu dans
le cercle unité où la température d'antenne dépend de la contribution de la terre et du ciel. La
position et la forme de la terre à l'intérieur du cercle unité dépend de l'inclinaison de l'instru-
ment [37]. Cet inclinaison étant de 32 pour MIRAS, la terre a la forme d'une ellipse qui est
confondue avec le cercle unité dans sa partie inférieure (voir figure 2.2).
Il a été montré dans [23] que dans le cas de MIRAS, la relation entre la largeur du champ de




Cette relation peut être utilisée pour trouver la valeur de δu remplissant le critère de Shannon-
Nyquist. En effet, pour respecter ce critère, il faut que tout le cercle unité (champ de vue observé
par MIRAS) soit à l'intérieur de l'hexagone (champ de vue reconstruit) donc il faut que ∆ξ = 2
(diamètre du cercle unité). D'après l'équation (2.6), le pas d'échantillonnage vérifiant le critère
de Shannon-Nyquist est ainsi égal à 1/
√
3.
Pour MIRAS, ce pas étant fixé à δu = 0.875 [1] dans l'objectif d'améliorer la résolution spa-
tiale, un sous-échantillonnage du domaine de Fourier est attendu qui conduit à un repliement
du cercle unité à l'intérieur du champ de vue reconstruit. Ces repliements représentent les che-
vauchements des répliques situées dans les mailles hexagonales adjacentes. Ainsi, à l'intérieur du
champ de vue reconstruit par MIRAS, on distingue différentes zones (fig. 2.3) :
a) La zone exempte d'aliasing ou AFFOV (Alias Free Field Of View) qui est composée de deux
zones :
1. une zone sans repliement sous la forme d'un hexagone déformé au centre du champ de
vue, représentée en rouge sur la figure 2.3.





Figure 2.3  Composition du champ de vue reconstruit de MIRAS.
Les cartes de la température de brillance seront reconstruites dans cette zone exempte
d'aliasing ou AFFOV à partir des visibilités mesurées et corrigées de la contribution du
ciel.
b) La zone aliasée qui est inexploitable lors de la reconstruction. Elle comporte quatre zones :
1. Le ciel, situé au delà de l'horizon terrestre (bleu nuit, fig. 2.3).
2. Une réplique de la terre (cyan, fig. 2.3).
3. Une réplique de la terre + ciel (azur, fig. 2.3).
4. Deux répliques de la terre (bleu foncé, fig. 2.3).
2.4 Problème direct/inverse
Le problème direct est celui décrivant la relation (1.6). La distribution de température de
brillance d'une scène de la Terre Tb est observée par les antennes de l'interféromètre MIRAS qui
ne fournit pas directement des mesures proportionnelles à cette distribution mais des mesures
de la cohérence spatiale de cette scène, à partir de laquelle la température de brillance Tb est
estimée dans un deuxième temps.
Ces mesures ou visibilités sont échantillonnées à l'intérieur de la couverture fréquentielle H.
Une discrétisation de la relation liant les visibilités V à la température de brillance Tb est donnée
à l'équation (2.4) sous la forme d'une somme sur n2 pixels d'une grille du domaine spatiale Gξ,
duale de la grille Gu du domaine de Fourier. Le nombre n est choisi de façon à ce que toute la
couverture fréquentielle H soit incluse dans la grille d'échantillonnage Gu. Selon les dimensions
de MIRAS, n a été choisi égal à 128 et la taille des grilles Gξ et Gu est ainsi 128× 128 [23]. Dans
ce cas, les nb visibilités peuvent s'écrire sous la forme d'un système linéaire à résoudre :
GT = V, (2.7)
où G est l'opérateur de modélisation de l'espace des objets E vers celui des données F de di-
mension (2nb − 3)× n2 = 4695× 16384.
29
Chapitre 2. Algorithmes de reconstruction d'image
Une solution à ce problème linéaire (2.7) est de supposer que l'opérateur de modélisation G
est proportionnel à l'opérateur de transformée de Fourier U. Dans ce cas, la solution se réduit à
une simple transformée de Fourier inverse (voir section 2.5).
Cependant, lorsque la matrice G n'est pas proportionnelle à U, par exemple parce que les
diagrammes d'antennes de MIRAS sont différents les uns des autres, l'utilisation d'une transfor-
mée de Fourier inverse n'est plus acceptable. La solution du système d'équations (2.7) peut alors




qui correspond à la solution de l'équation normale
G∗GT = G∗V .
Ce problème linéaire est mal posé selon la définition d'Hadamard [38]. En effet, un problème
est bien posé si une solution existe, elle est unique et si une faible perturbation dans les données
d'entrées engendre une faible perturbation de la solution. Dans le cas de MIRAS, le nombre
d'inconnues, n2 pixels, est toujours inférieur aux nombres de visibilités mesurés (2nb− 3). Ainsi,
le nombre de lignes de la matrice G est toujours inférieur au nombre des colonnes. Le problème
linéaire inverse est ainsi sous-déterminé et possède une infinité de solutions [24] [39].
Deux familles de méthodes sont possibles pour résoudre ce problème mal posé : soit par
des méthodes de reconstruction itératives qui isolent une solution parmi l'infinité des solutions
possibles, soit par régularisation du problème inverse mal posé en introduisant une information
a priori.
Méthodes itératives
L'idée ici est d'utiliser des méthodes de reconstruction itératives qui isolent une solution
parmi l'infinité des solutions possibles. La solution obtenue dépend ainsi de l'initialisation, du
critère d'arrêt, et de l'algorithme utilisé. Dans le cas de SMOS, plusieurs méthodes basées sur
cette approche ont été proposées comme celle développée par l'équipe traitement du signal de
l'Université Polytechnique de Catalogne (UPC) [40] qui a été inspirée de la méthode CLEAN, dé-
veloppée en 1974 par Högbom [41] pour traiter les données interférométriques en radioastronomie.
Il faut aussi mentionner la méthode dite de calibration par points chauds, développée par
Deutches Zentrum fur Luft- und Rumfahrt (DLR) [42] qui isole elle aussi une solution parmi
l'infinité possible. Cette méthode construit point par point, à partir de l'observation d'un point
chaud tel le soleil ou la lune, un opérateur dont l'inversion permet de reconstruire directement
la carte de température de brillance.
Le problème de ces méthodes est qu'à la première itération, on isole une solution et que plus
le nombre d'itérations augmente, plus cette solution pourra être bloquée autour de la solution
initiale à cause d'une certaine instabilité numérique [43].
Méthodes régularisées
La deuxième famille de méthodes propose une régularisation du problème inverse mal posé
afin d'obtenir une solution unique et stable. La régularisation consiste à ajouter, à ce problème,
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une information a priori ou une contrainte qui permet de modifier le problème et fournit une
solution unique et stable.
Lors de cette thèse, on ne s'intéresse qu'aux méthodes régularisées dont plusieurs méthodes
de régularisation sont possibles et seront présentées à la section 2.6 telles la régularisation mathé-
matique ou de moindre norme, la régularisation au sens de Tikhonov, etc. Une autre méthode de
régularisation est aussi présentée, dite méthode à bande passante limitée (BPL) proposée par E.
Anterrieu et adoptée par l'ESA pour l'implémentation dans le segment sol de la mission spatiale
SMOS. Mais avant, dans la section suivante, nous allons illustrer pourquoi une reconstruction
par une transformée de Fourier inverse n'est pas valable dans le cas de MIRAS.
2.5 Reconstruction par une transformée de Fourier inverse
En dehors des méthodes de reconstruction itératives et régularisées, une méthode de re-
construction à partir d'une simple transformée de Fourier inverse des visibilités mesurées a été
proposée dans [44]. Avant d'aborder les méthodes de reconstruction régularisées, je montre dans
cette section, à partir d'une étude théorique mais aussi à l'aide d'un exemple pratique pourquoi
la reconstruction de la température de brillance à partir d'une simple transformée de Fourier
inverse des visibilités mesurées est non valable dans le cas de la mission SMOS.
2.5.1 Discussion théorique
Supposons que l'instrument MIRAS possède des diagrammes d'antennes identiques F , alors
d'après l'équation (1.6), les visibilités V correspondent aux composantes de la transformée de





1− ‖ξ‖2 × T (ξ).
Les visibilités correspondantes V sont ainsi liées à cette température de brillance modifiée T ′




La température de brillance peut être ainsi obtenue à partir d'une transformée de Fourier






où M est un opérateur de moyennage de l'espace des données F vers le sous espace Ê de Ê des
fonctions à bande passante limitée :
M : F −→ Ê
V −→ T̂M =MV
Cet opérateur cherche les mesures redondantes de V , c.à.d. celles qui correspondent à la
même fréquence spatiale angulaire à l'intérieur de H. Chaque composante de T̂M est donc égale
à la moyenne des mesures redondantes de V associées à la même fréquence spatiale.
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La solution (2.9) n'est vraie que si les diagrammes d'antennes sont égaux. Pour un instrument
réel, comme le cas de MIRAS, les diagrammes d'antennes sont différents, alors l'utilisation de la
transformée de Fourier inverse comme opérateur de reconstruction est par conséquent dépourvue
de sens et non valable, de même que la division par le gain d'antenne.
2.5.2 Exemple pratique
Une illustration pratique de la non validité de la reconstruction par une transformée de
Fourier inverse est présentée ici à titre de contre-exemple. Dans un premier temps, nous allons
montrer que les diagrammes d'antennes de MIRAS sont différents. Ensuite, nous allons appliquer
la reconstruction par une transformée de Fourier inverse sur une scène afin de montrer numéri-
quement la non validité de cette approche.
Les diagrammes d'antennes de MIRAS sont mesurés et calibrés sur le sol avant le lance-
ment [45]. Chaque antenne est équipée de deux ports x et y et peut fonctionner ainsi en deux
polarisations différentes dans le repère de l'instrument. Ces aspects de polarisations seront ex-
pliqués en détail dans le chapitre 4.
Deux illustrations numériques sont présentées ici pour montrer que les diagrammes d'antennes
de MIRAS sont différents. La première consiste à calculer l'erreur quadratique normalisée en dB
entre ces diagrammes et leur moyenne. En effet, notons par F xk et F
y
k les diagrammes de l'antenne
Ak (k = 1...`) et par F x et F y la moyenne des ` diagrammes d'antennes, cette erreur est définie
par :
Exk = 10 log10
‖F x − F xk ‖2
‖F x‖2
Eyk = 10 log10
‖F y − F yk ‖2
‖F y‖2
(2.10)
La figure 2.4 montre la variation de Exk et E
y
k en fonction du numéro d'antenne de MIRAS.
Nous remarquons que cette erreur est importante, diffère d'une antenne à l'autre et varie entre
-14 et -8 dB.











Figure 2.4  Variation de l'erreur quadratique normalisée Exk (gauche) et E
y
k (droite) entre les
diagrammes d'antennes de MIRAS et la moyenne de ces diagrammes (en dB).
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Figure 2.5  Largeur à mi-hauteur
La deuxième illustration de la différence entre les diagrammes d'antennes est la comparaison
de leur largeur à mi-hauteur. En effet, un diagramme d'antenne peut être caractérisé par plusieurs
paramètres tels que sa largeur à mi-hauteur, sa directivité, etc. Ici, on ne s'intéresse qu'à montrer
la variation de la largeur à mi-hauteur en fonction des antennes de MIRAS.
La largeur à mi-hauteur, ou Full Width at Half Maximum (FWHM) est une expression de
l'amplitude d'une fonction f(x), donnée par la différence entre les deux valeurs extrêmes de la
variable x pour lesquelles la fonction est égale à la moitié de sa valeur maximale (voir figure 2.5).
Prenons par exemple l'antenne 1 de MIRAS, sa largeur à mi-hauteur est montrée à la figure 2.6.
Ici, deux valeurs de la largeur à mi-hauteur peuvent être calculées, soit dans la direction ho-
rizontale, soit dans la direction verticale. Pour cette antenne, nous obtenons (99.7◦,93.6◦) en
polarisation x et (97.9◦,92.8◦) en polarisation y. Pour les ` antennes, la valeur de la largeur à mi-
hauteur est montrée à la figure 2.7 où nous remarquons qu'elle varie de manière différente d'une
antenne à l'autre, dans les deux directions horizontales et verticales et d'une polarisation à l'autre.
Nous pouvons ainsi conclure que les diagrammes des antennes de MIRAS sont différents et
que cet instrument est loin d'être idéal avec des diagrammes d'antennes égaux. Maintenant, on
s'intéresse à voir le comportement de cet instrument réel pour une reconstruction par une trans-
formée de Fourier inverse. Les résultats de la reconstruction dans les deux polarisations étant























































Figure 2.6  Largeur à mi-hauteur de l'antenne 1 de MIRAS représentée par la courbe rouge
en pointillé en polarisation x (gauche) et y (droite).
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numéro d'antenne
Figure 2.7  Largeur à mi-hauteur des ` diagrammes d'antennes de MIRAS dans les deux
directions horizontales (bas) et verticales (haut) et en polarisation x (gauche) et y (droite).
Soit T une scène représentant l'Espagne fournie par le simulateur de SMOS (SEPS : SMOS
end-to-end performance simulator) [46]. Soit aussi Tri la scène reconstruite par l'équation (2.9)
pour un instrument idéal ayant ` diagrammes d'antennes identiques égaux à la moyenne des
` diagrammes d'antennes de MIRAS. La figure 2.8 représente la température de brillance T à sa
plus haute résolution, ainsi que la scène reconstruite Tri apodisée et réduite à la résolution de
l'instrument.
Dans le cas d'un instrument réel, la reconstruction par l'équation (2.9) n'est plus valable car
le terme |C(ξ)|2 n'a plus de sens (les diagrammes d'antennes sont différents). Une autre approche
est de proposer de remplacer C(ξ) par la moyenne des ` diagrammes d'antennes. Ainsi, tenant






La reconstruction est ainsi possible mais une erreur très importante est attendue après la
reconstruction. Cette erreur, notée erreur systématique de reconstruction, sera étudiée en détail
dans le chapitre 3. Elle est définie par la différence entre la solution reconstruite par l'instrument
idéal (à diagrammes d'antennes égaux) donnée par l'équation (2.9) et apodisée par une fenête
de blackman, notée Tri et celle reconstruite par un instrument réel (à diagrammes d'antennes
différents), qui est dans ce cas, donnée par l'équation (2.11) et apodisée par la même fenêtre,
notée Tr :
∆Tr = Tri − Tr
= U∗ŴUTri −U∗ŴUTr
(2.12)
Cette erreur est caractérisée par sa moyenne ∆Tr, ou biais, et sa déviation standard σ∆Tr .
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ξ1
ξ2
Figure 2.8  Scène observée de l'Espagne à la plus haute résolution (gauche) et la scène re-
construite par un instrument idéal (diagrammes d'antennes égaux) et réduite à la résolution de
l'instrument (droite).
Pour cet exemple, nous trouvons des valeurs très élevées, soient ∆Tr = 3.26 K et σ∆Tr = 11.64 K.
La carte d'erreur ∆Tr correspondant est représentée à la figure 2.9.
Par conséquent, nous pouvons conclure que puisque les diagrammes des antennes de l'instru-
ment MIRAS sont différents les uns des autres, la reconstruction par une transformée de Fourier
inverse fournit une solution unique, qui est celle donnée par l'équation (2.11), mais elle n'est pas
la bonne solution qu'on cherche. Ainsi, cette méthode ne peut pas être retenue pour la recons-
truction des cartes de températures de brillance pour la mission SMOS.
Dans ce qui suit, nous proposons de régulariser le problème inverse afin d'obtenir une solution
stable et unique. Pour l'exemple précédent, l'erreur de reconstruction obtenue avec les méthodes
régularisées est très faible par rapport à celle obtenue avec une transformée de Fourier inverse
où ∆Tr = 1.42 K et σ∆Tr = 2.84 K.
ξ1
ξ2
Figure 2.9  Carte d'erreur∆Tr pour une reconstruction avec une transformée de Fourier inverse
dans le cas de MIRAS : ∆Tr = 3.26 K et σ∆Tr = 11.64 K.
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2.6 Méthodes de reconstructions régularisées
Les méthodes présentées ci-dessous possèdent en commun la propriété de fournir une solution
unique et stable au problème mal posé tout en prenant en compte que les diagrammes d'antennes
sont différents. Différentes approches mathématiques et physiques sont présentées [47], mais on
s'intéresse surtout à une approche physique dite à bande passante limitée dont on proposera,
dans les chapitres suivants, une extension au cas réel de l'instrument.
2.6.1 Régularisation mathématique
Une première approche de la régularisation du problème inverse mal posé (2.7) consiste
à trouver la solution objet de moindre norme en minimisant le problème d'optimisation avec






dont la solution Tr est :
Tr = G+V (2.14)
où G+ est l'inverse généralisé de Moore Penrose de l'opérateur de modélisation G :
G+ = G∗(GG∗)−1.
Il faut noter que le conditionnement de ce problème est directement lié à la présence des
fréquences redondantes dans la couverture fréquentielle. En effet, les visibilités sont mesurées
pour des fréquences redondantes puisque deux couples d'antennes différents peuvent engendrer
la même fréquence spatiale angulaire : G est alors de rang déficient si les antennes et les récep-
teurs de ces couples sont identiques (instrument idéal). Pour MIRAS, les lignes de G associées
à la même ligne de base sont très proches, ainsi le conditionnement de (2.13) restera élevé avec
une matrice G de conditionnement égal à 3.7×105 (rapport du plus grande valeur singulière sur
la plus petite).
En effet, notons par Eij , l'erreur quadratique normalisée entre deux lignes i et j deG associées




En calculant cette erreur pour toutes les couples possibles des lignes de G ayant la même
fréquence spatiale angulaire, nous obtenons une erreur maximale Eij = 0.07. En revanche, si on
calcule la même erreur mais entre deux lignes de G associées à deux fréquences spatiales angu-
laires différentes, la valeur obtenue est toujours supérieure à 1. Cela montre clairement que les
lignes de G associées à la même ligne de base ou à la même fréquence spatiale sont dépendantes
et proches d'où le mauvais conditionnement de cette matrice.
Une manière plus précise pour illustrer le mauvais conditionnement deG est la décomposition
en valeurs singulières. En effet, une décomposition de G, de dimension (2nb− 3)×n2, en valeurs
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Figure 2.10  Valeurs singulières de l'opérateur de modélisation G
L'inverse généralisé G+ peut être ainsi calculé grâce à cette décomposition en valeurs singu-









La distribution des valeurs singulières de G est présentée à la figure 2.10 où deux groupes
distincts de valeurs apparaissent. Le premier groupe est composé des valeurs entre 10−3 et 10−1
alors que le second groupe est nettement séparé du premier, avec des valeurs singulières beaucoup
plus petites et comprises entre 10−8 et 10−4. On compte autant de valeurs singulières dans le
premier groupe que de fréquences dans la couverture fréquentielle expérimentale H, voir 2nf − 1
valeurs. De plus, le nombre des valeurs singulières dans le second groupe est égal au nombre de
redondances des visibilités, soit m = (2nb − 3)− (2nf − 1).
Cette distribution particulière des valeurs singulières montre d'une part que le nombre de
degrés de liberté du problème est égal au nombre des fréquences dans H, c.à.d. 2nf − 1, et non
pas au nombre de mesures 2nb− 3. D'autre part, les m valeurs singulières du second groupe sont
à l'origine d'une large amplification des erreurs lors du processus de reconstruction à cause du
terme 1/σ dans l'équation (2.17).
Il est possible d'améliorer le conditionnement du problème (2.13) et de maîtriser l'ampli-
fication des erreurs en calculant la solution de moindre norme à l'aide d'une décomposition en
valeurs singulières tronquée deG [48]. La solution consiste donc à régulariser le problème linéaire
en substituant à G l'opérateur Gm de rang (2nb − 3) −m = 2nf − 1 où on écarte les m plus









Le problème (2.13) étant maintenant bien conditionné, la solution de moindre norme ainsi
régularisée est :
Tr = G+mV, (2.19)
où m joue dans ce cas le rôle d'un paramètre de régularisation.
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2.6.2 Régularisation au sens de Tikhonov
Une seconde approche de régularisation est d'introduire un terme de pénalisation au sens
décrit par Tikhonov [49]. Ainsi, cette approche cherche à reconstruire la température de brillance
T par minimisation d'un critère quadratique pénalisé [50] :
min
T∈E
‖V −GT‖2E + µ‖T‖E . (2.20)
Le premier terme traduit l'attache aux données. Le second est un terme de régularisation
(fonction de pénalisation) et µ est le paramètre de régularisation (µ ≥ 0). La solution de ce
problème est ainsi solution de :
(G∗G+ µI)T = G∗V.
La régularisation de l'opérateur G∗G par la matrice diagonale µI permet de calculer l'opé-
rateur inverse G+µ :
G+µ = (G
∗G+ µI)−1G∗ (2.21)
dont les propriétés d'amplification du bruit sur les données sont contrôlées par µ. En d'autres
termes, la régularisation par µ permet une translation des valeurs singulières de G∗G par µ.
Le conditionnement du problème dépend ainsi du paramètre de régularisation µ où il existe une
valeur optimale de µ pour laquelle un compromis est atteint entre l'erreur de reconstruction et
l'amplification des bruits sur les données. Compte tenu de (2.21), la solution de (2.20) est ainsi :
Tr = G+µ V. (2.22)
La détermination de µ peut se faire en étudiant la courbe en L construite en traçant l'écart
aux données ‖V −GTr‖ en fonction de la norme de la solution reconstruite ‖Tr‖.
2.6.3 Régularisation physique ou à bande passante limitée (BPL)
Cette méthode a été proposé par E. Anterrieu [24] et adoptée par l'ESA pour l'implémen-
tation dans le segment sol de la mission spatiale SMOS. Elle utilise une propriété physique de
l'instrument, c.à.d. la dimension limitée de MIRAS, pour proposer une solution unique et stable
tout en réduisant la dimension du problème à résoudre.
La dimension finie de MIRAS a imposé à cet instrument d'être à bande passante limitée à
l'intérieur de la couverture fréquentielle H [29]. Le problème (2.7) étant mal posé en raison d'une
perte d'information au-delà de H, il est donc nécessaire d'introduire une information a priori
pour compenser cette perte. Cette information exprime ici que MIRAS est à bande passante limi-
tée dans H et qu'il ne transmet aucune information en dehors de la couverture fréquentielle [28].
La solution recherchée est ainsi obtenue dans le sous espace Ê des fonctions à bandes passante




T̂ (u) = 0 si u est à l'extérieur de H
(2.23)
La contrainte de ce problème d'optimisation traduit les propriétés physiques de l'instrument
(taille et forme de l'instrument, répartition des antennes). Ainsi, notons par T̂ les composantes
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de Fourier de T à l'intérieur de la couverture fréquentielle H, cette contrainte s'écrit :
T̂ = UT = ZT̂ (2.24)
Nous pouvons donc déduire que :
T = U∗ZT̂ (2.25)
En remplaçant, dans (2.23), la distribution de température T par sa valeur donnée dans
l'équation (2.25), le problème d'optimisation sous contrainte se transforme en un autre sans




c'est à dire :
min
T̂ ∈Ê
‖V −AT̂ ‖2F (2.26)
où :
A = GU∗Z (2.27)
est une version régularisée de l'opérateur de modélisation G. C'est l'opérateur du sous espace Ê
de Ê des fonctions à bande passante limitée dans l'espace des données F :
A : Ê −→ F
T̂ −→ V = AT̂ .
L'opérateur de la transformée de Fourier U étant de dimension n×n et l'opérateur du bour-
rage des zéros Z étant de dimension (2nf − 1)× n, alors la matrice A à valeurs réelles est ainsi
de dimension (2nb − 3)× (2nf − 1).
Comme le nombre de visibilités ou lignes de base (2nb−3) est toujours supérieur aux nombre
de fréquences non redondantes à l'intérieur de H (2nf − 1), alors l'opérateur A est surdéterminé
ainsi que le problème à résoudre. La perte d'information qui conduisait à un problème inverse
mal posé est compensée par l'apport d'une information a priori en relation directe avec les
caractéristiques physiques de l'instrument. La solution de (2.26), et donc de (2.23), est alors
donnée par :
Tr = U∗ZA+V, (2.28)
où A+= (A∗A)−1A∗ est l'inverse généralisé de A.
2.7 Comparaison des méthodes de régularisation
Dans cette section, nous nous intéressons à comparer la performance des méthodes de re-
construction régularisées présentées ci-dessus [47]. La distribution de température T de la scène
d'Espagne présentée à la figure 2.8 est utilisée ici. Un jeu des visibilités V est ainsi calculé à
partir de l'équation 1.6. Notre objectif est ainsi de reconstruire la distribution de température T
avec les trois méthodes régularisées et plus précisément d'étudier :
1. Le choix de la valeur optimale du paramètre de la régularisation.
2. La performance en termes d'erreur de reconstruction.
3. La performance d'un point de vue informatique.
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2.7.1 Paramètre de régularisation
Nous pouvons dire, qu'explicitement, l'approche bande passante limitée ne dépend d'aucun
paramètre de régularisation alors que l'approche mathématique avec décomposition en valeurs
singulières tronquées dépend du nombre de redondances des fréquences spatiales angulaires m et
l'approche de Tikhonov dépend du pas de pénalisation ν. Mais de manière implicite, l'approche
bande passante limitée dépend aussi du nombre de redondances m caractérisé dans la contrainte
du problème d'optimisation (2.23).
Pour l'approche de Tikhonov, la valeur optimale de ν est obtenue grâce à l'étude de la "courbe
en L" qui trace la variation de l'écart aux données ‖V −GTr‖2 en fonction de la norme de la
solution ‖Tr‖2 pour plusieurs valeurs de ν. Cette valeur optimale νopt est le compromis entre
l'écart aux données et la norme de la solution et se trouve aux creux de la courbe ainsi obtenue.
La figure 2.11 représente cette courbe pour 10−11 ≤ ν ≤ 10−1 où νopt = 10−7. Ce paramètre
dépend de la scène observée et doit être recalculé pour chaque jeu de visibilités.
Quant à la régularisation mathématique avec une décomposition en valeurs singulières tron-
quée de G, le paramètre m représente le nombre des valeurs singulières à écarter. Ainsi, la valeur
optimale de m dépend de la dimension du problème et non pas de la scène observée. En ef-
fet, nous avons déjà montré que m correspond aux nombres de redondances dans la couverture
fréquentielle : mopt = (2nb − 3) − (2nf − 1) où nb = 2349 et nf = 1396, donc mopt = 1904.
Pour confirmer ce résultat, nous avons tracé la courbe en L pour plusieurs valeurs de m (voir
figure 2.11). Le creux de cette courbe correspond exactement à mopt = 1904 et il est presque
confondu avec celui de l'approche de Tikhonov et le point (‖Tr‖2,‖V −GTr‖2) correspondant à
la solution à bande passante limitée.
L'étude de la courbe en L en régularisation mathématique a montré que l'optimalité du
problème à résoudre est liée au nombre des fréquences spatiales dans la bande passante H ce qui
est l'idée de l'approche bande passante limitée. Cette dernière ne dépend explicitement d'aucun
paramètre de régularisation et fournit une solution identique à celles obtenues avec le paramètre




















Figure 2.11  Courbe en L en échelle logarithmique : variation de ‖V −GTr‖2 avec ‖Tr‖2 pour
l'approche de Tikhonov (10−11 ≤ ν ≤ 10−1), pour l'approche mathématique (1600 ≤ m ≤ 4500)
et lapproche bande passante limitée. Le creux correspond à m = 1904 et ν = 10−7 et est
confondu avec la solution à bande passante limitée.
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2.7.2 Erreur de reconstruction
L'erreur de reconstruction est définie par la différence entre la solution reconstruite par un
instrument idéal Tri et celle reconstruite par MIRAS Tr (voir éq. (2.12). Elle est caractérisée par
sa moyenne ∆Tr, ou biais, et sa déviation standard σ∆Tr .
La figure 2.12-a représente la carte d'erreur de reconstruction ∆Tr obtenue pour une régula-
risation à bande passante limitée. Le biais ∆Tr et la déviation standard σ∆Tr sont dans ce cas
1.42 K et 2.84 K respectivement.
Pour l'approche mathématique, la carte d'erreur de reconstruction ∆Tr est représentée à la
figure 2.12-b pour 3 cas différents :
• m = 1904 (valeur optimale) : ∆Tr = 1.42 K et σ∆Tr = 2.84 K. Cette solution est presque
identique à celle obtenue avec l'approche bande passante limitée.
• m = 1700 (sous-régularisation) : ∆Tr = 1.51 K et σ∆Tr = 6.21 K. La solution s'éloigne de
la solution optimale et la qualité de la reconstruction se dégrade autant que la sous-
régularisation du problème est plus forte.
• m = 2500 (sur-régularisation) : ∆Tr = 1.73 K et σ∆Tr = 7.24 K. La solution s'éloigne aussi de
la solution optimale avec une dégradation de la qualité de la reconstruction.
Quant à l'approche de Tikhonov, la carte d'erreur de reconstruction ∆Tr est également re-
présentée pour 3 cas différents à la figure 2.12-c :
• ν = 10−7 (cas optimal) : ∆Tr = 1.61 K et standard σ∆Tr = 2.84 K. La solution est presque
identique à celle obtenue avec l'approche bande passante limitée et le cas optimal de l'ap-
proche mathématique.
• ν = 10−10 (sous-régularisation) : ∆Tr = 1.60 K et σ∆Tr = 4.70 K. Comme pour l'approche ma-
thématique, plus la sous-régularisation du problème est plus forte, plus la solution s'éloigne
de la solution optimale.
• ν = 10−6 (sur-régularisation) : ∆Tr = 3.17 K et σ∆Tr = 3.02 K. De même, plus la sur-
régularisation du problème est plus forte, plus la solution s'éloigne de la solution optimale.
2.7.3 Implémentation numérique
Toul le calcul ici a été effectué sur un serveur à 1 processeur double coeur et 16 Go de RAM.
Tout d'abord, l'opérateur de modélisation G est de dimension (2nb − 3) × n2 = 4695 × 16384
où 615 Mo sont nécessaires pour le stocker. Quant aux opérateurs G+m et G+ν , ils ont la même
dimension que G+ donc 16384 × 4695 et nécessitent de ressources importantes en termes de
mémoire et en temps de calcul.
En effet, pour l'approche mathématique, le calcul de G+m nécessite 75 minutes tant pour faire
la décomposition en valeurs singulières de G puis pour le calcul de G+m par l'équation (2.18) en
écartant les valeurs singulières les plus petites. Pour l'approche de Tikhonov, le temps nécessaire
pour inverser la matrice (G∗G+µI)−1 est de 60 minutes sans oublier que l'inversion est répétée
pour plusieurs valeurs de µ. Il faut aussi tenir compte de l'espace mémoire réservé lors du calcul de
ces opérateurs surtout pour calculer G∗G ou G∗G+µI. En effet, chacune de ces deux termes est
une matrice carrée de dimension 16384×16384 et nécessite une espace mémoire supérieure à 2 Go.
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Figure 2.12  Carte d'erreur de reconstruction ∆Tr obtenue par les approches régularisés :
a) bande passante limitée, b) mathématique et c) Tikhonov pour la scène d'Espagne.
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Table 2.1  Comparaison du point de vue informatique entre les différentes méthodes de régu-
larisation.
Opérateur Dimension Taille mémoire Temps de calcul
(a) G+m 16384× 4695 615 Mo 75 minutes
(b) G+µ 16384× 4695 615 Mo 60 minutes
(c) A+ 2791× 4695 104 Mo 13 minutes
(a) régularisation mathématique, (b) régularisation de Tikhonov,
(c) régularisation à bande passante limitée.
Quant à l'approche bande passante limitée, l'opérateur A est de dimension (2nb−3)×(2nf −
1) = 4695× 2791 et la mémoire nécessaire pour le stocker est 104 Mo. Par comparaison à G, la
taille est divisé par 6 ainsi que l'espace mémoire nécessaire pour le stocker. De même, le calcul
de A+ est 4 fois plus rapide que celle de G+ où 50 minutes est nécessaire pour calculer G+
contre 13 minutes seulement pour A+. Le tableau 2.1 résume, du point de vue informatique, la
différence entre les trois méthodes régularisées. De plus, lors de calcul de A+, l'espace mémoire
réservé pour calculer la matrice carrée A∗A de dimension 2791× 2791 est presque 60 Mo. Cette
valeur est à comparer à celle obtenue avec les autres méthodes qui est 2 Go d'où une réduction
de l'espace mémoire utilisé d'un facteur supérieur à 30.
La méthode à bande passante limitée offre ainsi de nombreux avantages du point de vue
de l'implémentation numérique avec une réduction importante de la taille de la mémoire et du
temps de calcul. De plus, dans le mode polarimétrique réel de l'instrument étudié aux chapitres 4
et 5, il faut tenir compte des deux modes de polarisations possible de MIRAS :
• Polarisation double : la dimension du problème devient dans ce cas 4 fois plus grande. La
mémoire nécessaire pour stocker la matrice G est de 2.46 Go contre 416 Mo seulement
pour A sans oublier qu'il faut aussi inverser ces opérateurs.
• Polarisation totale : le problème est 16 fois plus grand et 8 Go sont nécessaires pour stocker
G contre 1.4 Go pour A.
Conclusion
La restauration de la distribution de la température de brillance d'une scène à partir des me-
sures interférométriques fournies par un radiomètre imageur à synthèse d'ouverture a été étudiée.
Le problème inverse à résoudre est mal posé et doit être régularisé afin d'obtenir une solution
unique et stable.
Dans ce chapitre, nous avons repris l'étude de trois méthodes de régularisation déjà effectuée
durant la thèse de B. Picard, qui sont la régularisation mathématique (ou de moindre norme),
la régularisation de Tikhonov et finalement une méthode de régularisation physique qui tient
compte du fait que l'instrument est à bande passante limitée proposée par E. Anterrieu. Cette
dernière méthode propose de reconstruire la distribution de la température de brillance dans le
domaine de Fourier en profitant de la limitation de l'instrument dans le domaine fréquentiel.
Les trois méthodes de régularisation fournissent des solutions uniques, stables et presque
identiques. L'avantage de l'approche à bande passante limitée est qu'elle ne nécessite aucun pa-
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ramètre de régularisation à ajuster contrairement aux autres approches. Un autre avantage est
la réduction considérable de la taille du problème à résoudre, le temps de calcul, ainsi que de la
mémoire nécessaire pour le stockage.
Finalement, la présence d'une erreur systématique de reconstruction importante est remar-
quée après reconstruction avec un biais qui peut atteindre des valeurs de 2 K et une déviation
standard de l'ordre de 3 K. Le chapitre 3 sera entièrement consacré à l'étude de cette erreur et
au développement des méthodes capables de la réduire.
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Dans ce chapitre, nous nous intéressons à étudier l'erreur systématique de reconstruction.
Cette erreur existe même en absence d'erreur de modélisation ou de bruit radiométrique. Dans
un premier temps, les exigences de la mission SMOS sont étudiées en termes de précision et de
sensibilité. Ensuite, je reprends les travaux d'E. Anterrieu au sujet de l'origine et la réduction de
l'erreur systématique de reconstruction. Trois origines possibles sont étudiées qui sont l'effet des
hautes fréquences, l'effet individuel de chaque gain d'antenne de MIRAS et finalement l'effet des
régions repliées de la scène observée à l'intérieur du champ de vue reconstruit.
La deuxième partie de ce chapitre est consacrée au développement des méthodes numériques
capables de réduire l'erreur de reconstruction à des valeurs compatibles avec les exigences de la
mission SMOS. Dans un premier temps, je présente la méthode proposée par E. Anterrieu et basée
sur la résolution d'un système différentiel où l'on cherche à inverser des visibilités différentielles au
lieu des visibilités elles-mêmes, par l'introduction d'une scène synthétique. Ensuite, je propose
une version améliorée de cette méthode en termes d'efficacité et d'optimalité de la solution
reconstruite. Finalement, des simulations numériques sur plusieurs scènes sont présentées afin de
comparer la performance des deux approches de réduction de l'erreur de reconstruction.
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3.1 Exigences de la mission
Nous savons que la sensibilité de la température de brillance à la salinité des océans est
maximale à basses fréquences micro-ondes et les meilleures conditions pour restituer la salinité
se trouvent dans la bande L [5] (voir figure 1.2). Cependant, il faut préciser que même à cette
fréquence, la sensibilité est faible : de 0.2 K à 0.8 K pour 1 PSU [3], selon la température de la
surface de l'océan, l'angle d'incidence et la polarisation.
Si l'on veut suivre les recommandations du groupe de travail GODAE (Global Ocean Data
Assimilation Experiment), la précision de la restitution de la salinité des océans doit être de
0.1 PSU [51]. Or, d'après les caractéristiques de la mission SMOS, la précision attendue sur la
salinité des océans ne sera que de 1.2 PSU (voir Tableau I dans [17]).
par conséquent, la précision exigée ne peut pas être obtenue avec un seul passage de l'instru-
ment mais à l'aide d'un moyennage spatio/temporel des mesures individuelles de SMOS. Puisque
les erreurs qui affectent les cartes de la température de brillance sont aléatoires, ce moyennage
spatio/temporel permet d'accroître le rapport signal à bruit. Cependant, si un tel moyennage
permet effectivement de réduire la variance de telles erreurs, il est sans effet sur l'erreur de re-
construction qui doit donc être toujours en-dessous du seuil de 0.1 K pour satisfaire le critère du
groupe de travail GODAE.
3.2 Erreur systématique ou biais de reconstruction
MIRAS est un instrument à gains différents mesurés qui sont mesurés au sol avant le lance-
ment [52] et ensuite calibrés depuis l'espace lorsqu'il est en orbite. Les cartes de la température
de brillance Tb sont reconstruites à partir des visibilités V mesurées par ces gains différents qui
vérifient l'équation linéaire (2.7).
D'autre part, il est nécessaire d'avoir une référence pour pouvoir déterminer l'erreur de re-
construction de la température de brillance de la scène observée. En effet, une reconstruction est
dite parfaite si l'instrument est idéal, c.à.d. si les gains d'antennes sont identiques. Dans ce cas,
la température de brillance Tb peut être restaurée à partir d'une simple transformée de Fourier
inverse des visibilités comme montré dans le chapitre 2 à l'équation (2.9).
Chaque scène Tb observée par MIRAS est contenue dans le cercle unité contenant la surface
terrestre et le ciel (voir figure 2.2) à la plus haute résolution alors que la scène restaurée Tr est
reconstruite seulement à l'intérieur de la zone exempte d'aliasing (AFFOV) qui a la forme d'un
hexagone déformé. Nous avons précisé aussi dans le chapitre 2 que pour diminuer les oscillations
de Gibbs dues à la troncature au delà de la couverture fréquentielle H, la scène reconstruite Tr
doit être apodisée par une fenêtre d'apodisation W :
Tr = U∗ŴUTr.
Cette solution reconstruite et apodisée Tr ne peut pas être comparée à Tb qui est à une résolu-
tion supérieure. Elle doit être comparée à la scène Tri reconstruite à partir des visibilités simulées
avec un instrument idéal par l'équation (2.9) et apodisée par la même fenêtre d'apodisation W :
Tri = U∗ŴUTri.
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L'erreur systématique de reconstruction obtenue ainsi est définie par la différence entre la
scène reconstruite par MIRAS, Tr, et celle reconstruite par un instrument supposé idéal, Tri. Elle
apparait même en absence du bruit ou d'erreur de modélisation et est définie par :
∆Tr = Tr − Tri, (3.1)
Elle est caractérisée par sa moyenne ∆Tr (en valeur absolue), dénommée biais par la suite, et










Étant donné qu'il existe des répliques du ciel et de la terre dues aux mailles hexagonales
adjacentes à l'intérieur du champ du vue reconstruit, le biais ∆Tr et la déviation standard σ∆Tr
sont calculées en sommant seulement les nAFFOV pixels à l'intérieur du champ du vue exempte
d'aliasing. Dans ce chapitre, on s'intéresse tout d'abord à étudier l'origine de ce biais. Ensuite,
on proposera des techniques développées lors de cette thèse pour diminuer cette erreur et ainsi
améliorer la qualité de la reconstruction.
3.3 Origine du biais
Le biais de reconstruction existe même en absence d'erreur de modélisation et du bruit
radiométrique [24]. Plusieurs cas ont déjà été traités par E. Anterrieu afin d'identifier l'origine
de ce biais [53] :
• L'effet des hautes fréquences présentes dans la scène observée. Ces fréquences contribuent aux
visibilités mesurées sans qu'il soit possible d'en tenir compte dans la reconstruction en
raison de la limitation de l'instrument.
• MIRAS est un instrument à ` gains d'antennes différents, alors il faut étudier l'effet individuel
de chacun de ces gains sur la reconstruction.
• L'influence du repliement de la terre et du ciel dans le champ de vue reconstruit peut être
critique pour la reconstruction. L'espacement entre les antennes et la forme de l'instrument
sont à l'origine de ce repliement.
3.3.1 Effet des hautes fréquences
Dans un premier temps, il a été envisagé que les hautes fréquences présentes dans la scène ob-
servée soient à l'origine de cette erreur systématique. En effet, l'information associée aux hautes
fréquences d'une scène observée contribue aux visibilités mesurées sans qu'il soit possible d'en
tenir compte dans la reconstruction en raison de la limitation de l'instrument. Le biais était ainsi
attribué à ces composantes hautes fréquences [23]. Une étude plus fine montre que MIRAS n'est
pas sensible aux fréquences spatiales angulaires qui dépassent les fréquences ukl associées aux
plus grandes lignes de base dkl [53]. En d'autres termes, MIRAS n'est pas sensible aux hautes
fréquences car, comme énoncée au chapitre 1, il joue le rôle d'un filtre qui ne laisse passer que
les fréquences à l'intérieur de la couverture fréquentielle H.
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Figure 3.1  Couverture fréquentielle H : R1 est la fréquence associée à une ligne de base égale
à la longueur d'un bras de MIRAS et R2 est la fréquence associée à la plus grande ligne de base.
Nous présentons maintenant un exemple pratique qui illustre ce comportement vis à vis des
hautes fréquences. Soit T une distribution de température de brillance qui varie sinusoïdalement
selon la loi :









où R est la fréquence des oscillations (équivalente à ukl) qui peut atteindre des valeurs supérieures
à la fréquence associée à la plus grande ligne de base max(dkl). Étant donné que la couverture
fréquentielle H a une forme d'étoile (voir figure 3.1), notons par :
• R1 : le rayon du cercle inscrit dans H. Il correspond à la fréquence associée à une ligne de
base égale à la longueur d'un bras de MIRAS qui est 4 m. Cette fréquence vaut d'après
l'équation (1.5) : R1 = 4/0.21 ≈ 19δu.
• R2 : le rayon du cercle circonscrit à H et qui correspond à la fréquence associée à la plus grande
ligne de base d'oùR2 =
√
3R1 ≈ 33δu. Les hautes fréquences sont ici celles supérieures àR2.
L'objectif ici est de reconstruire la température de brillance sinusoïdale et d'étudier la va-
riation du biais de reconstruction en fonction de la fréquence des oscillations R. La figure 3.2
montre un exemple de trois distributions sinusoïdales de température à la plus haute résolution
pour trois valeurs différentes de R :
a) R = 5 : La fréquence des oscillations est à l'intérieur du cercle du rayon R1.
b) R = 25 : La fréquence des oscillations est entre les deux cercles de rayons R1 et R2.
c) R = 45 : C'est le cas d'une haute fréquence située à l'extérieur du cercle du rayon R2.
Comme indiqué ci-dessus, en plus des hautes fréquences, le biais peut venir du fait que les
gains sont différents et aussi des répliques de la terre et du ciel dans le champ de vue reconstruit.
Pour se limiter ici au cas des hautes fréquences, nous allons nous placer dans le cas suivant :
• Les gains d'antennes utilisés dans cette simulation sont égaux et simulés pour un largeur à mi-
hauteur de 65◦ d'où une reconstruction par une transformée de Fourier inverse est valable
suivant l'équation (2.9).
• Les visibilités V sont calculées par l'équation (2.4) mais la sommation est restreinte seule-
ment aux pixels de la température de brillance T à l'intérieur du champ de vue reconstruit
(hexagone) afin d'éliminer l'influence du repliement dans les données.
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Figure 3.2  Distribution d'une température de brillance sinusoïdale à la plus haute résolution
pour différentes fréquences spatiales angulaires R : a) R = 5, b) R = 25 et c) R = 45.
Soit = le rapport en pourcentage entre l'amplitude de la température de brillance recons-
truite Tr sur celle observée T réduite à la résolution de l'instrument. La figure 3.3 représente la
variation du facteur de transmission = en fonction de la fréquence R. On trouve que pour :
1. R < R1 (le rayon du cercle inscrit dans H), = ≈ 100,
2. R > R2 (le rayon du cercle circonscrit à H), = ≈ 0,
3. R1 ≤ R ≤ R2, = décroît de 100 à 0.
La ligne en trait plein correspond au cas théorique attendu pour un radiomètre imageur à
synthèse d'ouverture avec une couverture fréquentielle H en forme d'étoile tandis que les cercles
sont les résultats obtenus lors de cette simulation. Nous remarquons que les hautes fréquences
(R > R2) n'ont aucun effet sur la reconstruction parce qu'elles sont filtrées par l'instrument lui
même, comme attendu.
par conséquent, deux origines du biais de reconstruction restent à étudier : la première dépend
de l'instrument et montre surtout le rôle individuel de chaque gain d'antenne de MIRAS tandis
que la deuxième dépend de la scène observée et montre l'influence des répliques de la terre et du
ciel dans le champ de vue reconstruit sur la reconstruction.
R
=
Figure 3.3  Variation du facteur de transmission = en fonction de la fréquence spatiale R.
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3.3.2 Effet de l'instrument
Dans cette section, nous nous intéressons à étudier l'effet individuel de chaque antenne de
MIRAS sur la reconstruction et en particulier sur le biais. Prenons l'exemple suivant, soit T une
simple distribution de température égale à 300 K sur la terre et 0 K ailleurs. Afin d'éliminer
l'influence des répliques de la terre et du ciel sur la reconstruction, les visibilités V sont calculées
par l'équation (2.4) donnée à la chapitre 2 mais la sommation est restreinte seulement aux pixels
de la température de brillance T à l'intérieur du champ de vue reconstruit.
Les gains d'antennes utilisés pour la reconstruction sont différents et simulés pour différentes
valeurs de largeur à mi-hauteur. Ainsi, d'après le chapitre 2, l'approche bande passante limitée
doit être utilisée pour la reconstruction et non pas la transformée de Fourier inverse. Trois
simulations différentes ont été effectuées ici pour reconstruire T avec :
a) ` gains d'antennes égaux de largeur à mi-hauteur égale à 65◦. Le biais ∆Tr obtenu est évi-
demment nul.
b) ` gains différents de largeur à mi-hauteur compris entre 65◦±1◦. Nous obtenons ∆Tr = 0.9 K.
c) ` gains différents de largeur à mi-hauteur compris entre 65◦±2◦. Nous obtenons ∆Tr = 1.8 K.
Maintenant, chacune des trois simulations est répétée à plusieurs reprises en imposant chaque
fois à une certaine antenne Ak, notée antenne particulière, une largeur à mi-hauteur égale à la
moyenne des largeurs à mi-hauteur des autres antennes, soit 65◦. La reconstruction est répétée
pour que chacune des antennes d'un bras de MIRAS joue le rôle de l'antenne particulière (pour
les deux autres bras, on obtiendra les mêmes résultats par symétrie). La variation du biais ∆Tr
en fonction de la position de l'antenne particulière est présentée à la figure 3.4. Nous remarquons
que :
1. Dans le premier cas (a) qui correspond à un instrument idéal, le biais ∆Tr reste toujours




Figure 3.4  Variation du biais∆Tr avec la position de l'antenne particulièreAk à FWHM= 65◦.
La FWHM des autres antennes est égale à 65◦ ou varie aléatoirement entre 65◦± 1◦ ou 65◦± 2◦.
Le NIR se trouve à l'abscisse −1 juste derrière le centre de l'instrument.
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2. Pour des gains d'antennes différents, le biais ∆Tr n'est minimum que si l'antenne de réfé-
rence (NIR) joue le rôle de l'antenne particulière. Dans ce cas, le gain du NIR est égal à la
moyenne des gains des autres antennes quel que soit l'écart entre ces gains.
3. A l'exception des NIRs, une variation des gains des autres antennes n'a aucun effet sur le
biais de reconstruction.
Afin de confirmer que seulement le NIR influence le biais de reconstruction, le même exemple
est maintenant répété mais avec la largeur à mi-hauteur de l'antenne particulière fixée à 70◦.
Dans ce cas, le gain de l'antenne particulière diffère beaucoup de la moyenne des gains des autres
antennes. Les résultats obtenus sont identiques à l'exemple précédent sauf pour le NIR où le biais
est maintenant proche de 6 K.
Le NIR étant ainsi la seule antenne ayant une influence sur le biais, nous proposons de répé-
ter le même exemple pour étudier la variation de ce biais avec la largeur à mi-hauteur du NIR.
Cette variation est donc présentée à la figure 3.5 où nous trouvons que le biais est minimum si
la largeur à mi-hauteur du NIR est égale à 65◦. En d'autres termes, le biais est minimum si le
gain d'antenne du NIR est égal à la moyenne des gains des autres antennes. En plus, ce biais
augmente linéairement avec la valeur absolue de la différence entre la largeur à mi-hauteur du
NIR et celle de la moyenne des autres antennes.
Les antennes de référence (ou NIRs) jouent donc un rôle important dans la reconstruction
puisque leurs mesures sont liées directement à la température moyenne de la scène. Une condition
nécessaire pour minimiser leur impact est d'imposer que leurs gains d'antennes soient la plus




F 2k (ξ). (3.4)
Ak
∆Tr
Figure 3.5  Variation du biais ∆Tr avec la largeur à mi-hauteur (FWHM) pour les NIRs.
Les autres antennes ont des gains égaux (FWHM à 65◦) ou avec des antennes à gains différents
(FWHM à 65◦ ± 1◦ ou 65◦ ± 2◦).
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3.3.3 Effet de la scène observée
La distance d choisie entre les antennes de MIRAS (d = 0.875λo) a conduit à des ré-
pliques (aliasing) de la terre et du ciel des mailles hexagonales adjacentes à l'intérieur du champ
de vue reconstruit par MIRAS (FOV) qui a la forme d'un hexagone (voir figure 2.3). Le problème
du biais peut être ainsi attribué à ces régions repliées de la scène observée T vues par chaque
antenne.
En effet, les mesures fournies par MIRAS correspondent à des visibilités V mesurées à partir
d'une scène observée T à sa plus haute résolution dans tout le champ de vue observé par MI-
RAS (cercle unité). D'autres part, la reconstruction se fait seulement à l'intérieur du champ de
vue reconstruit (FOV) qui a la forme d'un hexagone et qui ne couvre pas la totalité du champ
observé à cause du large espacement entre les antennes. Ainsi, des régions de la scène observée
vont contribuer aux mesures des visibilités sans que cette contribution puisse être ignorée ou
supprimée avant la reconstruction puisque la température de ces régions est bien évidemment
inconnue. Ainsi, une erreur se propage et apparait lors de la reconstruction.
La valeur du biais résultant dépend de deux paramètres : le premier est l'extension du champ
de vue reconstruit par MIRAS, fixée par l'espacement entre les antennes, alors que le second
concerne l'extension de la scène observée sur l'intégralité du cercle unité. Même si ces deux
paramètres sont déjà fixés dans le cas de MIRAS, il est intéressant d'étudier la variation du biais
avec ces paramètres.
A. Extension du champ de vue reconstruit
Le repliement de la terre et du ciel à l'intérieur du champ de vue reconstruit dépend de
la distance d entre les antennes. En effet, Plus cette distance est petite, plus le champ de vue
reconstruit ou l'hexagone sera grand et couvre une grande partie du cercle unité.
L'idée ici est de faire varier la distance d entre les antennes pour étudier son influence sur
la reconstruction et sur l'erreur obtenue. Prenons par exemple le cas d'une simple distribution
de température T égale à 300 K sur la terre 0 K ailleurs. L'approche bande passante limitée est
maintenant utilisée pour reconstruire T pour plusieurs valeurs de la distance entre les antennes d.
La figure 3.6 montre la variation du biais ∆Tr obtenu en fonction de d/λo pour des gains d'an-
tennes différents.
Nous remarquons que plus d/λo diminue, plus l'extension de l'hexagone est grande et les
régions repliées diminuent jusqu'à ne plus avoir de repliement lorsqu'on respecte le critère du
Shannon-Nyquist pour d/λo ≤ 1/
√
3. Dans ce cas, les visibilités V seront moins affectées par
les régions repliées et le biais de reconstruction sera plus faible. Dans le cas de MIRAS, d est
assez large et est fixée à 0.875λo, alors un biais de reconstruction important est attendu lors de
la reconstruction.
Pour ne pas augmenter le biais, il faut toujours prendre en considération l'effet des NIRs,
c.à.d. les gains des NIRS doivent être le plus proche possible de la valeur moyenne des gains des
autres antennes. La ligne en trait pointillé de la figure 3.6 correspond aux variations du biais
lorsque les gains des NIRs sont égaux à la moyenne des gains des autres antennes tandis que la
ligne en trait plein représente le cas contraire.
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d/λo
∆Tr
Figure 3.6  Variation du biais en fonction de la distance entre les antennes : La ligne pointillée
est lorsque les gains des NIRs sont égaux à la moyenne des gains des autres antennes tandis que
la ligne pleine représente le cas contraire.
B. Extension de la scène observée
Nous présentons ici de manière différente l'effet du repliement sur le biais de reconstruction.
D'après la section précédente, un biais de reconstruction important est attendu puisque l'espace-
ment entre les antennes de MIRAS est fixé à d = 0.875λo (voir figure 3.6). L'idée ici est de fixer
cet espacement mais de faire varier la surface de la scène observée et ainsi la surface des régions
repliées. Nous montrons ainsi que plus la surface des régions repliées est large, plus le biais sera
élevé.
Reprenons l'exemple précédent, la même distribution de température T égale à 300 K sur la
surface terrestre et 0 K ailleurs est utilisée. Notons par ρ le rapport entre la surface de la région
observée de T (cercle unité) et celle du champ de vue exempte d'aliasing (hexagone déformé).
Dans le cas réel de MIRAS, ρ a une valeur fixe égale à 2.3 et la surface des régions repliées
est ainsi assez large. Maintenant, nous allons faire varier la valeur de ρ en diminuant la surface
observée de T (voir figure 3.7). En pratique, cela est fait en mettant à zéro les pixels de la région
à négliger. On distingue trois cas différents selon la valeur de ρ :
a) ρ < 1, la région observée de T est à l'intérieur de l'AFFOV. Les pixels correspondant aux
régions repliées sont ainsi nuls et ne contribuent pas au calcul des visibilités.
b) ρ = 1, la région observée de T coïncide avec l'AFFOV. Les régions repliées ne contribuent pas
non plus au calcul des visibilités.
c) ρ > 1, la région observée de T dépasse l'AFFOV, les régions repliées contribuent dans ce cas
au calcul des visibilités.
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ρ
∆Tr
Figure 3.7  Variation du biais en fonction du rapport ρ entre la surface de la région observée
de T et la surface de l'AFFOV. La ligne pointillée est lorsque les gains d'antennes de NIRs sont
égaux à la moyenne des gains des autres antennes tandis que la ligne pleine représente le cas
contraire.
Pour différentes valeurs de ρ, la reconstruction de la température de brillance est ainsi ef-
fectuée et le biais correspondant est calculé. La figure 3.7 montre la variation du biais ∆Tr en
fonction de ρ. Comme prévu, plus ρ augmente, plus le biais augmente puisque les visibilités se-
ront ainsi plus affectées par la contribution des régions repliées. L'espacement entre les antennes
de MIRAS est assez large et le rapport ρ est aussi très élevé, alors une grande partie du biais est
attribuée à la scène observée qu'on ne pourrait réduire que par une diminution de l'espacement
entre les antennes. Cet espacement étant fixé, des méthodes numériques ont été développées et
présentées ci-dessous pour supprimer, le mieux possible, la contribution des régions repliées dans
les visibilités mesurées avant la reconstruction et réduire ainsi le biais de reconstruction.
3.4 Réduction du biais
Dans cette section, nous présentons dans un premier temps la méthode de réduction du
biais proposée par E. Anterrieu. L'idée est basée sur l'introduction d'une scène synthétique
et l'application de l'approche bande passante limitée sur des données différentielles. Ainsi, la
reconstruction s'effectue sur la différence entre les visibilités mesurées et celles correspondantes
à la scène synthétique. Ensuite, je propose une version améliorée de cette approche en termes
d'efficacité et d'optimalité de la solution reconstruite. La différence entre les deux approches
présentées ci-dessous réside dans la manière de modéliser la scène synthétique et la procédure
d'optimisation adoptée pour la calculer.
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3.4.1 Méthode proposée
Une scène observée par MIRAS est en général non homogène avec des caractéristiques non
semblables et dispersées. En effet, cette scène représente la surface terrestre qui comprend des
régions de la terre, de l'océan et du ciel. De plus, cette scène peut également comprendre des
côtes, des déserts, des forêts, etc... Ainsi, cette non homogénéité des scènes observées constitue
un facteur aggravant du biais. Une manière de surmonter ce problème est de rendre la scène
à reconstruire plus homogène en tenant compte de ces différentes régions qui constituent cette
scène. Nous proposons ainsi de reconstruire la carte de température de brillance T avec des
données différentielles δV au lieu des données mesurées V . En effet, l'idée est d'introduire une
scène synthétique T˜ , la plus proche possible de T , dont les visibilités synthétiques correspondantes
vérifient :
V˜ = GT˜ . (3.5)
Ensuite, au lieu de reconstruire T à partir du problème linéaire V = GT , on reconstruit δT à
partir d'un problème linéaire différentiel δV = GδT , avec δV = V − V˜ et δT = T − T˜ . Revenons
à la méthode de régularisation à bande passante limitée présentée au chapitre 2, le problème




δT̂ (u) = 0 si u est à l'extérieur de H
(3.6)
D'après l'équation (2.28), la solution à bande passante limitée de ce problème différentiel s'écrit :
δTr = U∗ZA+δV.
La scène reconstruite est ainsi donnée par :
Tr = U∗ZA+(V −GT˜ ) + T˜ . (3.7)
Il ne reste maintenant qu'à calculer la scène synthétique T˜ où deux étapes sont nécessaires :
1) Modélisation : T˜ doit être de même dimension que T , soit n2 pixels. Elle doit contenir des
informations sur tous les pixels de T surtout les régions repliées qui sont responsables du
biais obtenu. De plus, pour faciliter son calcul, il faut parvenir à écrire T˜ en fonction de
quelques paramètres au lieu de n2.
2) Calcul : une fois la modélisation de T˜ effectuée, il faut proposer des techniques capables de la
calculer en tenant compte que les seules données disponibles sont les visibilités V fournies
par l'instrument.
Avant de présenter les différentes méthodes développées pour modéliser et calculer la scène
synthétique T˜ , nous rappelons que chaque scène observée par MIRAS est composée de trois
régions principales : terre, océan et ciel. Ces régions sont facilement identifiables à la résolution de
SMOS quelle que soit la scène connaissant l'attitude du satellite. En effet, plusieurs cartographies
de la surface terrestre existent et cela à une résolution spatiale meilleure que celle de SMOS. Par
exemple, l'Agence Spatiale Européenne vient de publier récemment une carte du monde à une
résolution spatiale de 300 m/pixel à l'aide de données du satellite ENVISAT (ENVIronmental
SATellite) [54] lancé en 2002. Ainsi, la mise au point d'une cartographie complète et globale
de la surface terrestre est à portée de main. A partir de ces cartes, nous pouvons facilement
spécifier pour chaque scène observée des masques binaires sur les différentes régions de la surface
terrestre et du ciel contenues dans cette scène. Ces masques seront utilisés un peu plus tard dans
la modélisation de la scène synthétique.
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3.4.2 Approche Simple
L'approche la plus simple, pour modéliser la scène synthétique T˜ , est de considérer qu'elle
est constante sur toute la surface terrestre (terre et océan) et égale à t˜E . De même, elle est aussi
constante sur le ciel et égale à t˜S . Notons par ME et MS les masques binaires correspondant à
la surface terrestre et au ciel respectivement de dimension n× n, alors T˜ s'écrit :
T˜ = t˜EME + t˜SMS .
où ME et MS sont définis par :
∀ξk ∈ Gξ,
{
ME = {ME(ξk) = 1 si ξk ∈ surface terrestre et 0 sinon}
MS = {MS(ξk) = 1 si ξk ∈ au ciel et 0 sinon}
La scène synthétique dépend ainsi de p = 2 paramètres qui sont calculés de la manière suivante :
• Sur le ciel, elle est égale à 3.7 K qui est la valeur moyenne de la température du ciel :
t˜S = 3.7.
• Sur la surface terrestre, elle est égale à la moyenne des trois valeurs des visibilités réelles
fournies par les 3 NIRs :
t˜E = V NIR.
Cette approche est très simple et facile à implémenter mais on s'attend à ce qu'elle ne soit
pas très efficace parce que le modèle choisi est très simple. Deux autres approches sont présentées
ci-dessous où nous proposons une modélisation plus précise de la scène synthétique T˜ suivant
des paramètres sur la terre, l'océan et le ciel. Pour calculer T˜ , nous proposons aussi une méthode
d'optimisation qui utilise toutes les mesures de visibilités V et non seulement celles des NIRs.
3.4.3 Approche 1
Cette approhe a été proposée par E. Anterrieu [53] pour laquelle dans un premier temps,
nous présentons la modélisation de la scène synthétique et ensuite la méthode d'optimisation
pour estimer les paramètres.
A. Modélisation de T˜
Comme indiqué ci-dessus, chaque scène observée par MIRAS est composée de trois régions :
terre, océan et ciel. Les pixels correspondant à chaque région sont facilement identifiables à l'aide
de masques binaires MO, ML et MS sur l'océan, la terre et le ciel respectivement, de dimension
n× n. Ces masques sont construits pour chaque scène tels que :
∀ξk ∈ Gξ,

MO = {MO(ξk) = 1 si ξk ∈ l'océan et 0 sinon}
ML = {ML(ξk) = 1 si ξk ∈ la terre et 0 sinon}
MS = {MS(ξk) = 1 si ξk ∈ au ciel et 0 sinon}
La scène synthétique T˜ est ainsi décomposée suivant ces trois régions. Dans cette approche,
nous supposons que T˜ est constante sur chacune des régions, c.à.d que tous les pixels de T˜
appartenant à la terre (resp. océan et ciel) ont la même valeur, par exemple t˜L (resp. t˜O et t˜S).
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La scène synthétique T˜ s'écrit donc comme une combinaison linéaire en fonction de p = 3
paramètres :
T˜ = t˜LML + t˜OMO + t˜SMS . (3.8)
Les visibilités synthétiques correspondantes, d'après (3.5), s'écrivent aussi comme une com-
binaison linéaire en fonction des mêmes p = 3 paramètres :
V˜ = t˜LVL + t˜OVO + t˜SVS (3.9)
où VL, VO et VS sont des visibilités synthétiques partielles calculées à partir de la relation (1.6)
en prenant comme distribution de température de brillance les masques binaires sur la terre,




Cette modélisation nous a permis de réduire énormément le nombre d'inconnus de la scène
synthétique : p = 3 au lieu de n2 = 1282. Le calcul de T˜ est ainsi réduit au calcul des p = 3
composantes du vecteur t˜ = (t˜L, t˜O, t˜S)t.
B. Calcul de T˜
La modélisation de la scène synthétique T˜ nous a permis de réduire le nombre d'inconnus
de n2 paramètres (dimension de T et donc de T˜ ) à seulement p paramètres avec p¿ n2. Il nous
reste à développer des techniques capables de calculer ces paramètres. Le cas idéal est de chercher




‖T − T˜ (t˜)‖2E .
Comme T est inconnue et les seules mesures disponibles sont les visibilités V , on propose
alors de calculer le vecteur des paramètres t˜ et par la suite la scène synthétique T˜ en minimisant
l'erreur quadratique entre les visibilités mesurées V et les visibilités synthétiques V˜ données par
la relation (3.9) :
min
t˜∈Rp
‖V − V˜ (t˜)‖2F . (3.10)
Ce problème d'optimisation est quadratique avec un nombre de paramètres très faible par
rapport aux données (p ¿ nb). De plus, comme les visibilités synthétiques V˜ varient linéai-
rement avec le vecteur des paramètres à estimer t˜ d'après l'équation (3.9), alors le problème
d'optimisation (3.10) s'écrit :
min
t˜∈Rp
‖V −Bt˜‖2F . (3.11)
où B = (VL , VO , VS) est une matrice de dimension 2nb−3×p, ici 4695×3. Ainsi, une solution
explicite t˜r ([55] page 237), dite de moindres carrées, existe et est donnée par :
t˜r = (B∗B)−1B∗V. (3.12)
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Dans l'équation (3.12), la matrice à inverser est de dimension p× p d'où le calcul de t˜r est très
rapide. Finalement, T˜ (t˜r) sera calculée par l'équation (3.8) et la scène à reconstruire Tr par
l'équation (3.7).
3.4.4 Approche 2
Une deuxième approche de réduction de biais est proposée ici pour améliorer à la fois la
modélisation de la scène synthétique et le calcul de ses paramètres.
A. Modélisation de T˜
L'approche 1 suppose que t˜ est constant sur les régions de la terre, de l'océan et du ciel. Cette
supposition est très sévère vue que la distribution de la température de brillance varie au moins
avec l'angle d'incidence et la polarisation [56].
Pour compenser cet inconvénient, nous proposons d'introduire de nouveaux paramètres dans
la modélisation de T˜ qui prennent en considération la variation de la distribution de température
de brillance avec l'angle d'incidence θg à la surface de la terre. La scène synthétique T˜ dépend
maintenant de p = 5 paramètres tout en conservant sa forme linéaire :
T˜ = (t˜
′
LML,θg + t˜LML) + (t˜
′
OMO,θg + t˜OMO) + t˜SMS , (3.13)
où ML,θg et MO,θg sont respectivement les distributions de température de brillance connues à
la surface de la terre et de l'océan, exprimées dans le référentiel de l'instrument après prise en
compte des transformations géométriques et de la rotation de Faraday [56].
Les visibilités synthétiques correspondantes, d'après (3.5), s'écrivent toujours comme une









O + t˜OVO + t˜SVS , (3.14)
où V ′L et V
′
O sont calculés à partir de la relation (1.6) en prenant comme température
de brillance la distribution de l'angle d'incidence θg sur les régions de la terre ML,θg et de













t par rapport à un vecteur à 3 composantes avec la première approche.
B. Calcul de T˜
Dans le calcul de T˜ , un inconvénient de l'approche 1 est l'utilisation de deux problèmes d'op-
timisation différents et indépendants. En effet, le premier donné par (3.10), calcule le vecteur des
paramètres de la scène synthétique t˜r. Ensuite, la scène synthétique T˜ est utilisée pour recons-
truire la distribution de la température de brillance T par le second problème d'optimisation (3.6).
Nous remarquons que le calcul de T˜ est ainsi indépendant de la reconstruction de la tem-
pérature de brillance T . En effet, les deux problèmes d'optimisation utilisées sont indépendants
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de manière que T˜ minimise bien (3.10) mais sans garantie, ni certitude, qu'une autre scène syn-
thétique ne minimiserait davantage (3.6) ce qui constitue l'objectif global à atteindre. Une telle
approche est ainsi non optimale et la solution obtenue n'est pas globale.
Pour trouver la solution globale du problème d'optimisation (3.6), nous proposons de recons-
truire la température de brillance T et de calculer les p paramètres de la scène synthétique T˜
en minimisant un problème d'optimisation global et unique, soit (3.6). En effet, réécrivons de





‖V − V˜ (t˜)−G[T − T˜ (t˜)]‖2F (3.15)
Ce problème dépend de n2 + p paramètres et l'optimisation doit se faire par rapport à la
distribution de température T et la scène synthétique T˜ ou son vecteur de paramètres t˜. Suppo-
sons maintenant que t˜ est connue, d'après l'équation (3.7) la solution à bande passante limitée
s'écrit :
Tr(t˜) = U∗ZA+(V − V˜ (t˜)) + T˜ (t˜). (3.16)




‖P(V − V˜ (t˜))‖2F . (3.17)
où P = I−AA+ est une matrice de dimension 2nb−3×2nb−3, ici 4695×4695 et I est l'opérateur
d'identité. Le produit AA+ est différent de l'opérateur identité I puisque le nombre de lignes
2nb − 3 de A est toujours supérieur au nombre de colonnes 2nf − 1 grâce à la redondance de
l'instrument comme indiqué au chapitre 2.
De plus, puisque les visibilités synthétiques V˜ varient toujours linéairement avec le vecteur
des paramètres à estimer t˜ d'après l'équation (3.14), le problème d'optimisation (3.17) s'écrit :
min
t˜∈Rp
‖P(V −Bt˜)‖2F . (3.18)
où B = (V ′L , VL , V
′
O , VO , VS) est une matrice de dimension 2nb − 3× p, ici 4695× 5. Ainsi,
une solution explicite t˜r ([55] page 237), dite de moindres carrées, existe et est donnée par :
t˜r = [(PB)∗(PB)]−1(PB)∗V. (3.19)
Dans l'équation (3.19), la matrice à inverser est de dimension p× p, ici 5× 5. Le calcul de t˜r est
donc très rapide. Finalement, T˜ (t˜r) sera calculée par l'équation (3.8) et la scène à reconstruire
Tr par l'équation (3.7).
3.5 Simulations numériques
Les simulations numériques présentées ici ont été effectués dans le cadre contractuel du projet
SMOS. Cinq distributions de température de brillance (voir Fig. 3.8), fournies par le simulateur
de SMOS (SEPS : SMOS end-to-end performance simulator) [46] sur cinq régions différentes de
la terre : Afrique, Italie, Espagne, Pacifique et Asie, sont utilisées tout le long de cette thèse.
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Figure 3.8  De haut en bas, les 5 cinq scènes à reconstruire : Afrique, Italie, Espagne, Pacifique
et Asie en polarisations x (gauche) et y (droite) à la plus haute résolution.
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Ces scènes sont données en deux polarisations différentes x (gauche) et y (droite), notées T xb
et T yb respectivement dans le repère lié à l'instrument. Ces températures de brillance au niveau
des antennes sont des combinaisons linéaires des températures de brillance T h et T v en polari-
sation horizontale et verticale à la surface de la Terre [57]. De plus, le champ de vue de MIRAS
étant sujet au repliement de la terre et du ciel, les scènes sont reconstruites seulement dans les
régions exemptes de repliements (AFFOV) tandis que les scènes originales sont présentées dans
tout le cercle unité à la plus haute résolution.
L'approche bande passante limitée est utilisée pour la reconstruction. Deux cas sont étudiés :
nous commençons par des visibilités simulées V non bruitées afin de comparer les deux approches
de réduction du biais. Ensuite, la même simulation est répétée pour des visibilités bruitées avec
un bruit blanc gaussien ∆V ajouté aux visibilités V .
3.5.1 Données non bruitées
Pour chaque scène, les visibilités complexes V sont calculées à partir de la relation (1.6).
Le biais ∆Tr et la déviation standard σ∆Tr obtenus après la reconstruction sont donnés au Ta-
bleau 3.1 pour les différents cas suivants :
(a) T˜ = 0, pas de correction de biais.
(b) T˜ = V NIR sur la surface terrestre et T˜ = 3.7 K sur le ciel : Approche simple.
(c) T˜ calculée en minimisant (3.10) avec le modèle (3.8) : Approche 1.
(d) T˜ calculée en minimisant (3.10) avec le modèle (3.13) : Effet de l'angle d'incidence
(e) T˜ calculée en minimisant (3.17) avec le modèle (3.8) : Effet de l'optimisation globale
(f) T˜ calculée en minimisant (3.17) avec le modèle (3.13) : Approche 2.
D'après les résultats obtenus, nous remarquons que quelle que soit l'approche utilisée, les
valeurs du biais ∆Tr et de la déviation standard σ∆Tr diminuent par rapport au cas où aucune
correction du biais n'est introduite dans la reconstruction.
Table 3.1  Données non bruitées : Erreur de reconstruction ∆Tr / σ∆Tr en Kelvin.
scène (a) (b) (c) (d) (e) (f)
Afrique T
x 1.16/2.62 1.13/1.54 0.20/0.58 0.01/0.27 0.05/0.43 0.02/0.21
T y 0.81/2.37 0.74/1.45 0.20/0.46 0.06/0.26 0.09/0.32 0.04/0.22
Italie T
x 1.33/2.59 1.32/1.63 0.24/0.52 0.06/0.46 0.04/0.39 0.08/0.37
T y 0.83/2.48 0.68/1.52 0.03/0.38 0.03/0.35 0.01/0.34 0.03/0.35
Espagne T
x 1.42/2.84 1.27/1.79 0.18/0.53 0.05/0.34 0.04/0.41 0.02/0.26
T y 0.85/2.44 0.78/1.65 0.17/0.49 0.03/0.29 0.06/0.32 0.03/0.28
Pacifique T
x 0.87/1.79 1.21/1.43 0.25/0.70 0.02/0.15 0.11/0.55 0.04/0.16
T y 0.35/1.30 1.00/1.67 0.32/0.60 0.05/0.14 0.12/0.37 0.03/0.14
Asie T
x 1.93/3.70 1.43/1.71 0.23/0.70 0.12/0.91 0.09/0.45 0.03/0.47
T y 1.34/3.59 0.53/1.31 0.14/0.42 0.14/0.59 0.03/0.35 0.03/0.41
(a) pas de correction, (b) Approche simple, (c) Approche 1,
(d) Effet de l'angle d'incidence, (e) Effet de l'optimisation global et (f) Approche 2.
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Table 3.2  Valeurs de ‖δV −GδTr‖2F .
scene (b) (c) (d) (e) (f)
Afrique Tx 5.71 2.35 0.63 1.40 0.30
Ty 3.77 1.44 0.43 0.82 0.31
Italie Tx 4.70 1.93 1.06 0.99 0.82
Ty 3.62 1.11 0.67 0.90 0.64
Espagne Tx 3.19 2.38 0.91 1.07 0.46
Ty 3.71 1.39 0.58 0.68 0.45
Pacifique Tx 3.88 3.41 0.30 1.55 0.24
Ty 1.05 2.32 0.26 0.98 0.26
Asie Tx 3.21 2.40 3.09 1.47 1.06
Ty 4.54 1.93 1.56 1.07 1.05
(b) Approche simple, (c) Approche 1, (d) Effet de l'angle d'incidence,
(e) Effet de l'optimisation globale et (f) Approche 2.
Pour l'approche simple (b), on trouve qu'elle ne réduit que très légèrement le biais et la dévia-
tion standard par rapport à (a) sauf pour la scène du Pacifique pour laquelle le biais augmente.
par conséquent, comme nous avons supposé à la section 3.4.2, cette approche n'est pas efficace
et ne doit pas être adoptée pour la reconstruction.
En revanche, l'approche 1 (c) est efficace par rapport à l'approche simple (b) mais un biais
résiduel qui dépasse 0.3 K persiste dans plusieurs situations. Dans les deux cas (d) et (e), nous
avons introduit des améliorations à l'approche 1, soit en tenant compte de la variation de tempé-
rature en fonction de l'angle d'incidence, soit en proposant un problème d'optimisation global qui
calcule la scène synthétique T˜ et reconstruit la température de brillance Tr. Ces deux approches
sont nettement mieux que le cas (c) où le biais obtenu est presque au-dessous de 0.1 K dans la
plupart des situations.
Il est naturel de penser que l'approche 2 (f) qui combine les deux améliorations introduites
à l'approche 1, soit la plus efficace et la plus robuste. C'est précisément ce que nous observons
puisque le biais ∆Tr ainsi obtenu est toujours inférieur à un seuil de 0.1 K et même au dessous
de 0.05 K dans la plupart des cas ce qui est conforme aux exigences de la mission [51]. Quant à
la déviation standard σ∆Tr , elle est aussi à son plus faible niveau par rapport aux autres cas.
Une autre comparaison entre ces différentes approches est la valeur du critère global à mi-
nimiser (3.6). Le tableau 3.2 montre la valeur de ‖δV −GδTr‖2F pour les différentes approches
proposées (b) à (f). Ce tableau confirme numériquement que l'approche 1 n'est pas optimale et
que l'approche 2 est celle qui minimise le plus le problème (3.6). Ce résultat est normal puisque
l'approche 2 est optimale et la solution obtenue est ainsi globale. Finalement, nous pouvons
conclure que l'approche 2 est la plus efficace grâce aux améliorations introduites, soit par la
modélisation de T˜ , soit par la méthode d'optimisation globale proposée pour calculer T˜ .
Cependant, on peut nous reprocher que la modélisation de T˜ repose sur une connaissance
parfaite de la cartographie de la scène observée. Pour les scènes observées par MIRAS, cette
modélisation ne présente aucun difficulté comme MIRAS pointe avec une précision équivalente
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Figure 3.9  Evolution des valeurs du biais (gauche) et de la déviation standard (droite) en
polarisation x (haut) et y (bas) selon l'approche de réduction du biais : (a) pas de correction,
(b) Approche simple , (c) Approche 1, (d) Effet de l'angle d'incidence, (e) Effet de l'optimisation
global et (f) Approche 2.
à une erreur rms (root mean square) de 400 m sur la terre [58]. La résolution spatiale de MIRAS
étant 50 Km [17], alors toutes les erreurs de localisation, qui ne dépassent pas un dixième de
cette résolution spatiale, n'ont pas d'effet sur la réduction de biais.
Une visualisation de la performance entre les différentes approches de réduction du biais est
maintenant présentée pour la scène d'Espagne. La figure 3.9 montre l'évolution des valeurs du
biais et de la déviation standard pour les différentes cas étudiées (a) à (f) en polarisation x et y.
De même, la figure 3.10 montre les cartes d'erreur de reconstruction ∆Tr = Tr−Tri pour la scène
d'Espagne. De haut en bas, à la résolution de l'instrument et pour les deux polarisations x et
y, nous montrons la scène à reconstruire Tri et les cartes d'erreurs dans les 3 cas (a), (c) et (f)
respectivement.
3.5.2 Données bruitées
Les simulations précédentes avaient pour but d'étudier la performance des méthodes de ré-
duction de biais et de les comparer. Elles ont été conduites en l'absence du bruit radiométrique.
Maintenant, l'influence du bruit radiométrique sur le biais de reconstruction est ici étudiée. Ce
biais est calculé pour les cas suivants : (a) pas de correction du biais, (b) Approche simple, (c)
Approche 1 et (f) Approche 2.
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Figure 3.10  De haut en bas : La scène à reconstruire Ti et les cartes d'erreurs ∆Tr pour la
scène d'Espagne en polarisations x (gauche) et y (droite) dans les 3 cas : (a) pas de correction,
(c) Approche 1 et (f) Approche 2.
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Table 3.3  Valeurs de la déviation standard du bruit ajouté σ∆V . V NIR est la moyenne des
trois valeurs des visibilités correspondantes aux NIRs (en Kelvin).
scène V 1,NIR σ∆V1
Afrique T
x 130.05 0.060
T y 143.35 0.062
Italie T
x 126.34 0.060
T y 135.70 0.061
Espagne T
x 147.47 0.063
T y 157.31 0.065
Pacifique T
x 76.97 0.050
T y 97.46 0.053
Asie T
x 198.05 0.073
T y 203.34 0.074
Un bruit gaussien ∆V est ajouté aux visibilités simulées V . Ce bruit prend en considération
l'effet de la bande passante et le temps d'intégration de l'instrument [17]. Il est de moyenne nulle





où τ = 1.2 secondes est le temps d'intégration, B = 19 MHz est la bande passante, Trec = 170 K
est la température des récepteurs et TA est la température de l'antenne qui est calculée par la
moyenne des trois mesures réelles des auto-corrélations des NIRs. Le tableau 3.3 montre la valeur
de la déviation standard du bruit ajouté σ∆V pour les cinq scènes utilisées ici. Elle varie entre
0.05 K et 0.08 K selon la nature de la scène et sa polarisation.
L'approche bande passante limitée est maintenant utilisée pour reconstruire les cartes de
température de brillance à partir des visibilités bruitées. Cette simulation est répétée pour 1000
réalisations indépendantes et aléatoires du bruit ∆V . Le biais et la déviation standard sont en-
suite calculés pour chacune des 1000 reconstructions. Le Tableau 3.4 montre la moyenne des 1000
valeurs du biais ∆Tr et de la déviation standard σ∆Tr obtenues pour chaque scène dans les 4
cas (a), (b), (c) et (f). Nous remarquons que le bruit ∆V n'a quasiment aucune influence sur le
biais : une augmentation de 0.01 K dans les pires cas.
Ceci est attendu puisque ∆V est additif et centré et la méthode de reconstruction est linéaire
par rapport à V . En revanche, la déviation standard augmente en présence du bruit puisque
ce dernier doit bien se propager, au cours de la reconstruction, des données vers les cartes
reconstruites. L'ampleur de cette propagation varie d'une scène à l'autre et d'une polarisation à
l'autre. Elle est bornée par le conditionnement de l'opérateur A [24].
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Table 3.4  Données bruitées : Erreur de reconstruction ∆Tr / σ∆Tr en Kelvin.
scène (a) (b) (c) (f)
Afrique T
x 1.16/3.39 1.13/2.65 0.20/2.23 0.04/2.16
T y 0.81/3.29 0.740/2.69 0.20/2.32 0.05/2.28
Italie T
x 1.33/3.35 1.33/2.67 0.24/2.20 0.08/2.15
T y 0.83/3.32 0.68/2.68 0.04/2.25 0.04/2.24
Espagne T
x 1.42/3.64 1.27/2.90 0.18/2.34 0.04/2.29
T y 0.85/3.40 0.78/2.89 0.17/2.42 0.05/2.38
Pacifique T
x 0.87/2.51 1.21/2.27 0.25/1.90 0.04/1.77
T y 0.35/2.33 1.00/2.60 0.32/2.03 0.04/1.94
Asie T
x 1.93/4.54 1.43/3.14 0.23/2.73 0.05/2.68
T y 1.34/4.49 0.53/3.00 0.15/2.74 0.05/2.73
(a) pas de correction, (b) Approche simple, (c) Approche 1 et (f) Approche 2
Conclusion
Dans ce chapitre, nous avons étudié l'erreur systématique de reconstruction obtenue après
restauration des cartes de température de brillance. Cette erreur, caractérisée par son biais
(moyenne) et sa déviation standard, est relativement importante et existe même en absence du
bruit radiométrique et d'erreur de modélisation. L'origine de ce biais a été étudiée par E. Anter-
rieu qu'il a montré que les antennes de référence ou NIRs sont dans une partie responsable de
cette erreur. Il a montré que le biais est minimum si les gains d'antennes de NIRS sont le proche
possible de la valeur moyenne des gains des autres antennes dans le sens de moindre carré. Un
autre facteur important, responsable du biais de reconstruction, est la distribution de la tempéra-
ture de brillance dans les régions repliées à cause de la large distance entre les antennes de MIRAS.
E. Anterrieu a proposé une méthode pour la réduction du biais qui a été étudiée dans ce
chapitre. Cette méthode s'appuie sur la résolution d'un système différentiel en effectuant la re-
construction à partir de visibilités différentielles au lieu des visibilités mesurées par l'introduction
d'une scène synthétique la plus proche possible de la scène à reconstruire. Ainsi, il est nécessaire
dans un premier temps de bien modéliser la scène synthétique et d'estimer ensuite les paramètres
de ce modèle. La méthode d'E. Anterrieu (Approche 1) consiste à modéliser la scène synthétique
comme étant constante sur chacune des 3 régions qui forment chaque scène observée : terre,
océan et ciel. Ensuite, les trois paramètres de la scène synthétique sont calculés par un problème
d'optimisation indépendant de celui de la reconstruction. Pratiquement, cette approche est effi-
cace mais pas optimale du point de vue théorique. De plus, un biais au delà de 0.3 K persiste
dans plusieurs situations.
Nous avons proposé durant cette thèse une deuxième approche (Approche 2) en introdui-
sant des améliorations sur l'approche 1 à la fois sur la modélisation de la scène synthétique et
sur l'estimation de ses paramètres. Nous avons proposé de prendre en compte la variation de
distribution de la température de brillance suivant l'angle d'incidence à la surface de la terre.
Pour l'estimation des paramètres de la scène synthétique, nous avons proposé de résoudre les
deux problèmes de reconstruction de la température de brillance et d'estimation des paramètres
de la scène synthétique comme un unique problème d'optimisation. De plus, tant que la scène
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synthétique est linéaire vis-à-vis de ses paramètres comme c'est le cas pour le modèle proposé
dans ce travail, l'unique solution de ce problème d'optimisation possède une expression explicite
et le calcul de cette solution se fait avec un coût équivalent à celui de l'approche 1. La solution
obtenue est ainsi optimale et la valeur du biais est toujours inférieure à 0.1 K, voire inférieure à
0.05 K dans la plupart des cas, même en présence de bruit radiométrique.
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La méthode de reconstruction à bande passante limitée présentée dans le chapitre 2 ne tient
compte d'aucune considération polarimétrique des distributions de la température de brillance
de la scène observée et des visibilités correspondantes. Dans ce chapitre, nous proposons une
extension de cette méthode au traitement des données à polarisation double.
Après une description rapide du mode polarimétrique double de MIRAS, nous présentons
une nouvelle formulation du problème inverse. Nous montrons qu'en polarisation double, deux
jeux de visibilités sont mesurés et nous expliquons pourquoi ces deux jeux de visibilités sont dits
couplés. Nous étudions ensuite l'influence de ce couplage sur les opérateurs impliqués dans le
processus de reconstruction.
Une extension de l'approche bande passante limitée et de la méthode de réduction de biais en
mode double est ensuite proposée. Selon le niveau de couplage, plusieurs solutions sont proposées
où finalement nous étudions la stabilité de ces solutions, avec le niveau de couplage à l'aide de
simulations numériques.
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4.1 Mode Polarimétrique double de MIRAS
En interférométrie, le concept de la polarisation n'est pas nouveau puisqu'il a déjà été dé-
veloppé dans le domaine de la radio-astronomie [59] [60] [61]. Dans le cas de MIRAS, chaque
récepteur est équipé de deux ports, un premier port x horizontal et perpendiculaire au plan
orbital alors que le second port y fait un angle de 32◦ avec l'horizontal ou avec le vecteur vitesse
de l'instrument [56] [62]. Les températures de brillance T xb et T
y
b avec ces orientations au niveau
des antennes sont des combinaisons linéaires des températures de brillance en polarisation hori-
zontale T hb et verticale T vb à la surface de la Terre [57].
À l'exception des NIRs, chaque récepteur de MIRAS ne fonctionne que dans une seule pola-
risation à un instant donné (single channel receivers) : soit x, soit y. Un interrupteur est ainsi
utilisé pour passer d'une polarisation à l'autre. Pour les NIRs, les mesures en polarisation x et y
sont simultanées [5]. La figure 4.1 montre la configuration d'un interféromètre simple en polarisa-
tion double. Chaque scène est observée suivant deux temps d'intégration. Dans le premier, tous
les récepteurs sont en polarisation x, les visibilités mesurées sont dans ce cas en polarisations x.
Pendant le second temps d'intégration, les récepteurs passent en polarisation y d'où les visibilités
obtenues sont aussi en polarisation y.
Figure 4.1  Configuration d'un interféromètre simple en polarisation double
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4.2 Modélisation de l'instrument - données couplées
En polarisation double, MIRAS mesure deux jeux de visibilités V x et V y afin de reconstruire
deux cartes de températures de brillance T xb et T
y
b en polarisation x et y respectivement [63]. La
relation liant les visibilités V à la température de brillance Tb donnée à l'équation (1.6) dans le












































où Cx et Cy (resp. Xx et Xy) sont les gains co-polaires (resp. cross-polaires) des antennes en
polarisation x et y respectivement. Les gains co-polaires désignent les gains d'antennes du port
x ou y pour une onde incidente polarisée dans le même sens que le port considéré. Les gains
cross-polaires, d'un ordre de grandeur plus faibles que les précédents, désignent aussi les gains
du port x ou y mais pour une onde incidente polarisée dans le sens opposé du port considéré. La
valeur des gains cross-polaires dépend de la qualité de l'isolation électromagnétique des antennes.
Chacun de deux jeux de visibilités V x et V y comprend nb mesures composées par `(`−1)/2 =
2346 mesures complexes plus 3 mesures réelles dues aux auto-corrélations des NIRs comme
indiqué dans le chapitre 2. De plus, comme V x et V y dépendent à la fois de T xb et de T
y
b , ces
visibilités sont ainsi dites couplées. Ici, le niveau de couplage entre ces visibilités dépend de
l'intensité des gains cross-polaires Xx (resp. Xy) comparée à l'intensité des gains co-polaires Cx
(resp. Cy). Pour l'antenne Ak, le niveau de couplage peut être défini par les deux rapports
suivants :















Pour les diagrammes d'antennes de MIRAS déjà mesurés et calibrés avant le lancement [45],
la figure 4.2 montre le niveau de couplage des ` antennes. Ce couplage varie d'une antenne à
l'autre et d'une polarisation à l'autre. Plus précisément, selon l'équation (4.2), ρx varie entre
−17.0 et −24.5 dB et ρy varie entre −18.9 et −26.7 dB. Le niveau de couplage moyenne ρ est
−21.9 dB en polarisation x et −22.7 dB en polarisation y et l'écart type est dans l'ordre de 2 dB
pour les deux polarisations.
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Figure 4.2  Niveau de couplage des 69 antennes de MIRAS en polarisation x (rouge) et y
(bleu).
4.3 Extension de l'approche Bande Passante Limitée
Nous proposons ci-dessous une extension de l'approche bande passante limitée présentée dans
le chapitre 2 au mode polarimétrique double de MIRAS.
4.3.1 Problème direct
L'opérateur de modélisation G adopte maintenant une structure à 4 blocs 2 × 2 décrivant
les deux équations (4.1). En effet, notons par T x = T xb − Trec et T y = T yb − Trec, le problème














En se référant aux équations (4.1), les blocs diagonaux Gxx et Gyy ne dépendent que des
gains co-polaires Cx et Cy respectivement alors que les blocs hors diagonaux Gxy et Gyx ne
dépendent que des gains cross-polaires Xx et Xy respectivement. Les deux vecteurs V x et V y
dépendent quant à eux à la fois des températures de brillance T x et T y. Ces deux vecteurs sont
dits couplés.
Au niveau de l'opérateur G, le niveau de ce couplage peut être caractérisé, en polarisation x,
par le rapport ρxG entre la norme de Frobenius de Gxy sur celle de Gxx et en polarisation y, par
le rapport ρyG entre la norme de Frobenius de Gyx sur celle de Gyy :
ρxG = 10 log10
‖Gxy‖F
‖Gxx‖F





4.3. Extension de l'approche Bande Passante Limitée
où dans le cas de MIRAS [45], ces rapports sont ρxG = −25.3 dB et ρyG = −26.1 dB. Nous







Au niveau des visibilités, le couplage peut être aussi considéré en calculant le rapport entre
la norme euclidienne de GxyT y et celle de GxxT x en polarisations x ou celui entre la norme
euclidienne de GyxT x et celle de GyyT y en polarisation y. Cependant, ces rapports varient d'une
scène à l'autre comme les distributions de température T x et T y sont différentes. Ainsi, ils ne
reflètent pas le réel niveau de couplage entre les gains cross-polaires et les gains co-polaires.
4.3.2 Régularisation physique du problème inverse
Revenons à la résolution du problème linéaire inverse (4.3). L'objectif est toujours de résoudre




T̂ (u) = 0 si u est à l'extérieur de H
(4.5)
La contrainte de ce problème est décrite mathématiquement par l'équation (2.24). L'extension




















L'application de l'approche bande passante limitée en polarisation double conduit à la même
solution (2.28) du chapitre 2 où l'influence des gains cross-polaires était négligé (cas en polarisa-
tion simple). Cependant, la dimension du problème est maintenant quatre fois plus grande. La
















où Axx = GxxU∗Z, Axy = GxyU∗Z, Ayx = GyxU∗Z et Ayy = GyyU∗Z sont les quatre blocs
de la matrice A.
Comme indiqué dans le chapitre 2 en polarisation simple, le stockage des opérateurs G et A
ainsi que les visibilités se fait toujours à valeurs réelles en séparant la partie réelle de la partie
imaginaire pour s'assurer que les scènes reconstruites seront aussi à valeurs réelles. Chacun des
quatre blocs de A est ainsi de dimension (2nb − 3) × (2nf − 1) = 4695 × 2791 d'où A est de
dimension 2(2nb−3)×2(2nf −1) = 9390×5582. Pour G, chacun des quatre blocs est de dimen-
sion (2nb − 3)× n2 = 4695× 16384 d'où G est de dimension 2(2nb − 3)× 2n2 = 9390× 32768.
La mémoire nécessaire pour stocker la matrice G est 2.46 Go contre 416 Mo seulement pour A
d'où un avantage de plus dans l'implémentation pratique de l'approche bande passante limitée
par rapport aux méthodes de reconstruction nécessitant l'utilisation explicite de G.
73
Chapitre 4. Reconstruction d'image SMOS en polarisation double
Revenons maintenant au couplage entre les gains co-polaires et cross-polaires. Au niveau de
la matrice A, il peut être aussi déduit en calculant les rapports suivants :
ρxA = 10 log10
‖Axy‖F
‖Axx‖F




Pour les diagrammes d'antennes de MIRAS [45], ces rapports sont ρxA = −25.3 dB et ρyA =
−26.1 dB. Ils sont égaux à ceux obtenus avec la matrice G, ce qui est normal compte tenu de la
relation (2.27) liant G à A.
4.3.3 Réduction du biais
De même que la présentation de la méthode de reconstruction, faite au chapitre 2, avait
été conduite en l'absence de considération polarimétrique, l'étude de l'erreur de reconstruction
conduite au chapitre 3, a été faite dans ce même contexte. Il est nécessaire d'étendre ici la mé-
thode proposée pour réduire le biais au mode polarimétrique double.
Deux approches ont été proposées, dans le chapitre 3, pour réduire cette erreur. Elles sont
basées sur la résolution d'un système différentiel où on cherche à inverser des visibilités diffé-
rentielles δV au lieu des visibilités V elles-mêmes par l'introduction d'une scène synthétique T˜ .
En mode polarimétrique double où deux distributions de température sont à reconstruire, il faut
ainsi synthétiser deux scènes synthétiques, soient T˜ x et T˜ y.
• Solution complète
En absence du couplage, la solution à bande passante limitée avec réduction du biais était
































Les deux scènes synthétiques T˜ x(t˜x, t˜y) et T˜ y(t˜x, t˜y) sont calculées par une de deux approches
de réduction du biais proposées au chapitre 3. Pour la modélisation, chacune des scènes dépend
de p = 6 paramètres avec l'approche 1 ou de p = 10 paramètres avec l'approche 2. Ces paramètres













où P = I avec l'approche 1 de réduction du biais (voir équation (3.10)) et P = I −AA+ avec
l'approche 2 (voir équation (3.17)). Ce problème d'optimisation a une solution explicite dite de
moindre carré donnée par les équations (3.12) et (3.19) du chapitre 3.
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La solution (4.8) prend en considération l'effet du couplage dans la reconstruction avec l'uti-
lisation d'une matrice A complète et aussi dans la réduction du biais avec l'utilisation d'une
matrice G complète. Cette solution reconstruite est ainsi appelée : solution complète.
• Solution approximative
Nous pouvons aussi, à tort ou à raison, considérer que le niveau de couplage entre les an-
tennes est suffisamment faible pour qu'on puisse le négliger et effectuer la reconstruction et la
réduction du biais sans le prendre en compte. Les matrices G et A sont ainsi blocs diagonales
et la distribution de température de brillance sera obtenue par deux reconstructions simples et
indépendantes. La solution complète (4.8) devient ainsi une solution approximative qui s'écrit :
T xr = U
∗ZA+xx(V
x −GxxT˜ x) + T˜ x,
T yr = U
∗ZA+yy(V
y −GyyT˜ y) + T˜ y.
(4.10)
Le calcul de T˜ x se fait ici indépendamment du celui de T˜ y. En effet, chacune des deux
scènes synthétiques T˜ x(t˜x) ou T˜ y(t˜y) dépend de p = 3 paramètres avec l'approche 1 ou p =
5 paramètres avec l'approche 2. Le calcul de ces paramètres nécessite la résolution de deux
problèmes d'optimisation indépendants :
min
t˜x∈Rp









où Px = Py = I avec l'approche 1 de réduction du biais ou Px = I−AxxA+xx et Py = I−AyyA+yy
avec l'approche 2.
Un avantage de cette solution approximative est dans la réduction du temps et de la mémoire
nécessaire lors de la reconstruction. En effet, il est inutile de calculer toute la matrice A, de
dimension 2(2nb− 3)× 2(2nf − 1) = 9390× 5582 et de taille mémoire 416 Mo et ensuite calculer
son pseudo-inverse A+. Il suffit seulement de calculer les 2 matrices blocs Axx et Ayy dont
chacune est de dimension 2nb − 3 × 2nf − 1 = 4695 × 2791 et de taille mémoire 104 Mo et de
calculer ensuite leurs pseudo-inverses.
• Solution intermédiaire
En s'inspirant des deux solutions précédentes, nous proposons une troisième solution alterna-
tive, notée solution intermédiaire. En effet, on ne peut pas exclure que si le couplage est considéré
dans le calcul des scènes synthétiques dans la méthode de réduction du biais, les visibilités dif-
férentielles obtenues seront moins couplées que les visibilités elles-mêmes. par conséquent, une
reconstruction avec une matrice complète A n'est plus justifiée.
Ainsi, nous proposons ici de tenir compte du couplage dans la réduction du biais comme dans
le cas de la solution complète mais de négliger son effet dans la reconstruction comme dans le
cas de la solution approximative. La solution intermédiaire s'écrit alors :
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Dans ce cas, la modélisation et le calcul des scènes synthétiques se font comme pour la
solution complète où chaque scène synthétique dépend de p = 6 paramètres avec l'approche 1 ou
de p = 10 paramètres avec l'approche 2. Le calcul de ces paramètres est effectuée par (4.9).
4.4 Simulations numériques
Les simulations numériques présentées ici ont pour objectif de comparer la performance des
trois solutions proposées ci-dessus en étudiant l'erreur de reconstruction obtenue dans le cas de
MIRAS et aussi dans un contexte plus général. Les scènes utilisées sont toujours les mêmes que
celles de la figure 3.8 du chapitre 3. Pour chacune de ces scènes Tb = (T xb , T
y
b )
t, deux vecteurs de
visibilités V1 et V2 sont calculés avec V = (V x, V y)t où :
1. V1 est calculé sans la contribution des gains cross-polaires (polarisation simple) par la
relation (1.6). Dans ce cas, V x1 et V
y
1 sont non couplés comme V x1 ne dépend que de T xb et
V y1 ne dépend que de T
y
b .
2. V2 est calculé avec la contribution des gains cross-polaires par la relation (4.1). V x2 et V
y
2
sont couplés comme chacune dépend à la fois de T xb et T
y
b .
Ensuite, l'approche bande passante limitée est utilisée pour reconstruire quatre distributions
de température de brillance Tr = (T xr , T yr )t telles que :
a) T1r est reconstruite à partir de V1. Le couplage étant négligé, la reconstruction en polarisa-
tion x est donc indépendante de celle en polarisation y. Chacune de ces deux reconstruction
est effectuée suivant l'équation (2.28) donnée au chapitre 2.
b) T2r est reconstruite à partir de V2 avec la reconstruction complète (4.8). Le couplage est ainsi
considéré dans la réduction du biais et dans la reconstruction de la température de brillance
avec l'utilisation des deux matrices complètes G et A.
c) T3r est aussi reconstruite à partir de V2 mais avec la reconstruction intermédiaire (4.12). Ici,
le couplage n'est considéré que dans la réduction du biais et pas dans la reconstruction
avec l'utilisation d'une matrice G complète et d'une matrice A à blocs diagonaux.
d) T4r est reconstruite toujours à partir de V2 mais avec la reconstruction approximative (4.10).
Le couplage est négligé dans la réduction du biais et dans la reconstruction de la tempéra-
ture de brillance avec l'utilisation des blocs diagonales des matrices G et A.
4.4.1 Données non bruitées
Afin de bien étudier la performance de l'approche bande passante limitée en polarisation
double et de comparer les trois solutions proposées ci-dessus, la reconstruction est ici faite sans
introduction du bruit sur les visibilités simulées V1 et V2. Les deux tableaux 4.1 et 4.2 montrent
les valeurs du biais ∆Tr et de la déviation standard σ∆Tr obtenus après la reconstruction avec
l'approche 1 et l'approche 2 de réduction du biais respectivement dans les 4 cas suivants : (a) sans
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couplage, (b) solution complète, (c) solution intermédiaire et (d) solution approximative. D'après
les résultats obtenus dans ces deux tableaux, on peut tirer les commentaires suivants :
1. La solution complète (b) est presque identique à celle en polarisation simple ou sans cou-
plage (a). Ce résultat montre que la taille du problème n'a pas d'effet sur la qualité de la
reconstruction tant qu'on tient compte de couplage.
2. Comme attendu, la méthode de réduction du biais tend à réduire le couplage entre les
visibilités différentielles. En effet, la solution intermédiaire (c) est très proche de la solution
complète, voir même identique.
3. La solution approximative (d) diffère de la solution complète (b). Cette différence varie
selon les deux approches de réduction du biais :
• Approche 1 : le biais obtenu est toujours faible et inférieur à 0.4 K. De plus, il peut être
supérieur ou inférieur à celui de la solution complète (b). La déviation standard est
quant à elle toujours légèrement supérieure à celle de la solution complète.
• Approche 2 : le biais obtenu est toujours supérieur à celui des autres solutions et dépasse
le seuil de 0.1 K fixé comme seuil maximum dans le chapitre 3. La déviation standard
est aussi légèrement supérieure à celle de la solution complète.
Il faut maintenant expliquer pourquoi la solution approximative (d) est très différente de la
solution complète (b). En effet, cela provient du couplage qui a été négligé à tous les niveaux du
processus de reconstruction, tant dans la réduction du biais que dans l'inversion des visibilités
différentielles.
De même, il faut comprendre pourquoi l'approche 2 de réduction du biais est plus affectée
par le couplage que l'approche 1 dans le cas de la solution approximative (d). Ce comportement
de l'approche 2 est normal à cause du terme (I−AA+) impliqué dans le calcul des scènes syn-
thétiques T˜ x et T˜ y. En effet, pour l'approche 1, ces scènes sont calculées par l'équation (3.17)
où seulement les visibilités V sont affectées par le couplage. Quant à l'approche 2, elles sont
calculées par l'équation (3.17) qui dépend de deux termes couplés : les visibilités couplées V et
Table 4.1  Données non bruitées : Erreur de reconstruction ∆Tr / σ∆Tr en Kelvin avec l'ap-
proche 1 de réduction du biais.
scène (a) (b) (c) (d)
Afrique T
x 0.20/0.58 0.20/0.60 0.21/0.61 0.03/0.60
T y 0.20/0.46 0.17/0.50 0.16/0.50 0.05/0.64
Italie T
x 0.24/0.52 0.24/0.54 0.24/0.55 0.08/0.66
T y 0.03/0.38 0.01/0.43 0.01/0.42 0.15/0.64
Espagne T
x 0.18/0.53 0.18/0.55 0.19/0.57 0.09/0.75
T y 0.17/0.49 0.15/0.53 0.14/0.52 0.02/0.66
Pacifique T
x 0.25/0.70 0.26/0.69 0.29/0.71 0.12/0.71
T y 0.32/0.60 0.29/0.62 0.28/0.61 0.20/0.66
Asie T
x 0.23/0.70 0.20/0.78 0.18/0.78 0.17/0.99
T y 0.14/0.42 0.15/0.47 0.18/0.47 0.38/0.57
(a) Sans couplage, (b) Solution complète,
(c) Solution intermédiaire, (d) Solution approximative
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la matrice (I−AA+).
par conséquent, on peut naturellement se poser un certain nombre de questions. Quelle ap-
proche de réduction du biais faut-il choisir ? Faut-il prendre en considération l'effet du couplage
dans la réduction du biais et dans la reconstruction (solution complète) ? ou bien seulement dans
la réduction du biais (solution intermédiaire) ? ou même négliger cet effet dans les deux (solution
approximative) ?
Les réponses à ces questions dépendent des exigences de la mission et du niveau de couplage.
C'est pourquoi, pour le niveau de couplage de MIRAS (ρx = −21.9 dB et ρy = −22.7 dB), nous
proposons ce qui suit :
• L'approche bande passante limitée en mode polarimétrique double fournit toujours une solution
unique et stable avec une erreur de reconstruction très faible tant qu'on tient compte du
couplage.
• Si les exigences de la mission permettent d'obtenir des valeurs du biais qui peuvent atteindre
0.4 K, nous proposons d'adopter l'approche 1 de réduction du biais avec la solution ap-
proximative (4.10) en négligeant l'effet du couplage dans la réduction du biais et lors de la
reconstruction.
• Si les exigences de la mission nécessitent une très faible valeur du biais toujours inférieure à
0.1 K, nous proposons d'adopter l'approche 2 de réduction du biais avec la solution inter-
médiaire (4.12) ou complète (4.8) si le couplage augmente.
Pour mieux visualiser la stabilité de la méthode de reconstruction en polarisation double et la
différence entre les solutions proposées, les deux figures 4.3 et 4.4 représentent les cartes d'erreurs
de reconstruction ∆Tr = Tr − Ti de la scène d'Espagne pour les 4 cas (a), (b), (c) et (d) avec les
deux approches de réduction du biais.
Table 4.2  Données non bruitées : Erreur de reconstruction ∆Tr / σ∆Tr en Kelvin avec l'ap-
proche 2 de réduction du biais.
scène (a) (b) (c) (d)
Afrique T
x 0.02/0.21 0.02/0.21 0.03/0.21 0.19/0.40
T y 0.04/0.22 0.03/0.22 0.03/0.22 0.12/0.43
Italie T
x 0.08/0.37 0.08/0.37 0.07/0.37 0.06/0.55
T y 0.03/0.35 0.03/0.35 0.03/0.35 0.13/0.44
Espagne T
x 0.02/0.26 0.02/0.26 0.01/0.26 0.24/0.54
T y 0.03/0.28 0.02/0.28 0.02/0.28 0.15/0.46
Pacifique T
x 0.04/0.16 0.04/0.16 0.04/0.16 0.17/0.27
T y 0.03/0.14 0.02/0.14 0.02/0.14 0.10/0.26
Asie T
x 0.03/0.47 0.03/0.47 0.03/0.48 0.40/0.77
T y 0.03/0.41 0.02/0.41 0.01/0.41 0.24/0.60
(a) Sans couplage, (b) Solution complète,
(c) Solution intermédiaire, (d) Solution approximative
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Approche 1 de réduction du biais
a)
∆Tr = 0.18 K
σ∆Tr= 0.53 K
∆Tr = 0.17 K
σ∆Tr= 0.49 K
b)
∆Tr = 0.18 K
σ∆Tr= 0.55 K
∆Tr = 0.15 K
σ∆Tr= 0.53 K
c)
∆Tr = 0.19 K
σ∆Tr= 0.57 K
∆Tr = 0.14 K
σ∆Tr= 0.52 K
d)
∆Tr = 0.09 K
σ∆Tr= 0.75 K
∆Tr = 0.02 K
σ∆Tr= 0.66 K
−2 −1 0 K 1 2
ξ1
ξ2
Figure 4.3  Cartes d'erreurs de reconstruction ∆Tr = Tr − Ti pour la scène d'"Espagne"
en polarisation x (gauche) et y (droite) pour les 4 solutions : (a) sans couplage, (b) complète,
(c) intermédiaire et (d) approximative.
79
Chapitre 4. Reconstruction d'image SMOS en polarisation double
Approche 2 de réduction du biais
a)
∆Tr = 0.02 K
σ∆Tr= 0.26 K
∆Tr = 0.03 K
σ∆Tr= 0.28 K
b)
∆Tr = 0.02 K
σ∆Tr= 0.26 K
∆Tr = 0.03 K
σ∆Tr= 0.28 K
c)
∆Tr = 0.01 K
σ∆Tr= 0.26 K
∆Tr = 0.02 K
σ∆Tr= 0.28 K
d)
∆Tr = 0.24 K
σ∆Tr= 0.54 K
∆Tr = 0.15 K
σ∆Tr= 0.46 K
−2 −1 0 K 1 2
ξ1
ξ2
Figure 4.4  Cartes d'erreurs de reconstruction ∆Tr = Tr − Ti pour la scène d'"Espagne"
en polarisation x (gauche) et y (droite) pour les 4 solutions : (a) sans couplage, (b) complète,




Les simulations précédentes avaient pour but d'étudier la stabilité de la méthode à bande
passante limitée et de pouvoir comparer la performance des trois solutions proposées. Elles ont
été conduites en l'absence du bruit radiométrique. L'influence du bruit radiométrique sur le biais
de reconstruction est ici étudiée. Ce biais est calculé pour les trois solutions complète, intermé-
diaire et approximative et est comparé avec celle à polarisation simple.
Un bruit gaussien ∆V est ajouté aux visibilités simulées V1 et V2. Ce bruit prend en considé-
ration l'effet de la bande passante B, le temps d'intégration τ et la température de l'antenne TA
calculée par la moyenne des trois mesures réelles des auto-corrélations des NIRs [17]. Il est de
moyenne nulle et de déviation standard σ∆V , calculée par l'équation (3.20) donnée au chapitre 3.
Le tableau 4.3 montre la valeur de la déviation standard du bruit ajouté σ∆V pour les cinq scènes
utilisées ici. Elle varie entre 0.05 K et 0.08 K selon la nature de la scène et sa polarisation. La
reconstruction est répétée pour 1000 réalisations indépendantes et aléatoires du bruit ∆V . Le
biais et la déviation standard sont ensuite calculés pour chacune des 1000 reconstructions.
Les deux tableaux 4.4 et 4.5 montrent la moyenne des 1000 valeurs du biais ∆Tr et de la
déviation standard σ∆Tr obtenues pour chaque scène dans les 4 cas (a), (b), (c) et (d) avec les
deux approches de réduction du biais. Ces valeurs sont à comparer à celles des tableaux 4.1
et 4.2. Comme en polarisation simple (sans couplage), le bruit ∆V n'a quasiment pas d'influence
sur le biais. On observe une augmentation de 0.01 K dans les pires cas entre la reconstruction
sans et avec ∆V .
Les valeurs du biais obtenues sont tout à fait normal étant donné que δV est additif et centré
et la méthode de reconstruction est linéaire par rapport à V . Quant à la déviation standard,
elle augmente en présence du bruit puisque ce dernier doit bien se propager, au cours de la
reconstruction, des données V vers les cartes reconstruites Tr. L'ampleur de cette propagation
varie d'une scène à l'autre et d'une polarisation à l'autre. Elle est bornée par le conditionnement
de l'opérateur A [24].
Table 4.3  Valeurs de la déviation standard du bruit ajouté σ∆V . V NIR est la moyenne des
trois valeurs des visibilités correspondantes aux NIRs (en Kelvin).
scène V 1,NIR σ∆V1 V 2,NIR σ∆V2
Afrique T
x 130.05 0.060 130.21 0.060
T y 143.35 0.062 143.55 0.063
Italie T
x 126.34 0.060 126.54 0.060
T y 135.70 0.061 135.92 0.061
Espagne T
x 147.47 0.063 147.71 0.063
T y 157.31 0.065 157.54 0.065
Pacifique T
x 76.97 0.050 77.11 0.050
T y 97.46 0.053 97.61 0.053
Asie T
x 198.05 0.073 198.37 0.073
T y 203.34 0.074 203.53 0.074
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Table 4.4  Données bruitées : Erreur de reconstruction ∆Tr / σ∆Tr en Kelvin avec l'approche
1 de réduction du biais.
scène (a) (b) (c) (d)
Afrique T
x 0.20/2.23 0.19/2.23 0.21/2.23 0.04/2.23
T y 0.20/2.32 0.17/2.32 0.16/2.32 0.06/2.36
Italie T
x 0.24/2.20 0.24/2.19 0.24/2.19 0.09/2.22
T y 0.04/2.25 0.04/2.25 0.04/2.25 0.15/2.28
Espagne T
x 0.18/2.34 0.18/2.34 0.19/2.34 0.09/2.40
T y 0.17/2.42 0.15/2.42 0.14/2.42 0.04/2.46
Pacifique T
x 0.25/1.90 0.26/1.90 0.29/1.90 0.12/1.91
T y 0.32/2.03 0.29/2.03 0.28/2.03 0.20/2.05
Asie T
x 0.23/2.73 0.20/2.74 0.18/2.75 0.17/2.82
T y 0.15/2.74 0.15/2.74 0.17/2.74 0.38/2.76
(a) Sans couplage, (b) Solution complète,
(c) Solution intermédiaire, (d) Solution approximative
Table 4.5  Données bruitées : Erreur de reconstruction ∆Tr / σ∆Tr en Kelvin avec l'approche
2 de réduction du biais.
scène (a) (b) (c) (d)
Afrique T
x 0.04/2.16 0.04/2.16 0.04/2.16 0.18/2.19
T y 0.05/2.28 0.05/2.28 0.05/2.28 0.12/2.31
Italie T
x 0.08/2.15 0.08/2.15 0.07/2.16 0.07/2.19
T y 0.04/2.24 0.05/2.24 0.05/2.24 0.13/2.26
Espagne T
x 0.04/2.29 0.04/2.29 0.04/2.29 0.24/2.34
T y 0.05/2.38 0.05/2.38 0.05/2.38 0.15/2.41
Pacifique T
x 0.04/1.77 0.04/1.77 0.04/1.78 0.17/1.79
T y 0.04/1.94 0.04/1.94 0.04/1.94 0.10/1.95
Asie T
x 0.05/2.68 0.05/2.67 0.05/2.68 0.40/2.75
T y 0.05/2.73 0.05/2.73 0.05/2.73 0.24/2.77
(a) Sans couplage, (b) Solution complète,
(c) Solution intermédiaire, (d) Solution approximative
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4.4.3 Variation de l'erreur de reconstruction avec le couplage
Les diagrammes d'antennes de MIRAS ont déjà été mesurés et calibrés [45]. Nous avons aussi
montré ci-dessous que suivant l'équation (4.2), le niveau de couplage des antennes de MIRAS
varie entre −17.0 et −24.5 dB en polarisation x et entre −18.9 et −26.7 dB en polarisation y.
Le niveau de couplage moyenne ρ est −21.9 dB en polarisation x et −22.7 en polarisation y.
Pour ces valeurs de couplage, on a aussi montré que la solution complète est très proche de la
solution intermédiaire et même presque identique. Quant à la solution approximative, elle est
très différente surtout avec l'approche 2 de réduction du biais.
Lorsque MIRAS sera en orbite, les gains d'antennes peuvent varier avec le temps et une phase
d'étalonnage aura lieu régulièrement pour ré-estimer ces gains. Ainsi, ce niveau de couplage peut
varier. Nous proposons donc ici d'étudier la qualité de la reconstruction en faisant varier le niveau
de couplage entre les diagrammes d'antennes. Cette étude est aussi à envisager dans un contexte
plus général, par exemple dans le cadre des futures missions spatiales pour lesquelles la variation
de l'erreur de reconstruction (biais et déviation standard) avec le niveau de couplage entre les
antennes sera critique. Les gains cross-polaires des antennes de MIRAS sont ainsi multipliés par
le même facteur afin que le niveau de couplage moyen ρ varie entre −42 et −12 dB en polarisation
x et entre −43 et −13 dB en polarisation y.
Dans un premier temps, regardons l'influence du niveau de couplage sur l'opérateur A im-
pliqué dans le processus de reconstruction. La figure 4.5 montre la structure à 4 blocs de la
matrice A pour trois niveaux de couplage moyens ρ(ρx, ρy) différents :
(a) ρ = (−31.9,−32.7) dB, ce niveau de couplage est inférieur à celui de MIRAS.
(b) ρ = (−21.9,−22.7) dB, c'est le niveau de couplage de MIRAS.









(a) (b) (c) log10 |A|
Figure 4.5  Opérateur A pour différents niveaux de couplage : (a) : ρx = −31.9 dB et ρy =
−32.7 dB, (b) : ρx = −21.9 dB et ρy = −22.7 dB et (c) : ρx = −11.9 dB et ρy = −12.7 dB.
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Nous remarquons que dans le cas de l'instrument MIRAS (b), les blocs diagonaux sont domi-
nants par rapports aux blocs non diagonaux. En effet, d'après l'équation (4.7), il y a entre deux
et trois ordres de grandeur entre les blocs puisque ρxA = −25.6 dB et ρyA = −26.1 dB. Cette
dominance est bien évidement plus forte si le niveau de couplage moyen diminue, comme dans
le cas (a) où ρxA = −35.4 dB et ρyA = −36.2 dB, et s'attenue fortement dans le cas contraire (c)
où ρxA = −15.4 dB et ρyA = −16.2 dB.
Maintenant, nous allons étudier l'effet du niveau de couplage entre les antennes sur l'er-
reur de reconstruction des trois solutions : complète, intermédiaire et approximative. L'approche
bande passante limitée est utilisée pour reconstruire ces trois solutions pour plusieurs niveaux
de couplage. Les deux figures 4.6 et 4.7 montrent la variation du biais ∆Tr et de la déviation
standard σ∆Tr , pour la scène d'Espagne (même comportement pour les autres scènes), en fonction
du niveau de couplage moyen ρ avec les deux approches de réduction du biais. Ainsi, on peut
conclure que :
1. Quel que soit le niveau de couplage, la solution complète est stable. Cette propriété montre
la stabilité de l'approche bande passante limitée avec la variation du niveau de couplage
tant qu'on tient compte de ce couplage dans la reconstruction et dans la réduction du biais.
2. La méthode de réduction du biais réduit bien le couplage entre les visibilités différentielles
puisque la solution intermédiaire est presque toujours identique à la solution complète
même pour ρ élevé surtout avec l'approche 2 de réduction de biais.
3. Quant à la solution approximative, on peut fixer un seuil à -25 dB, au dessous duquel
la solution approximative est presque identique aux deux autres solutions. Au dessus de
ce seuil, et jusqu'à -20 dB, la solution approximative diffère de la solution complète mais
l'erreur obtenue reste toujours acceptable et augmente fortement à partir d'un niveau de
couplage moyen supérieur à -20 dB.
Conclusion
MIRAS peut fonctionner en deux modes polarimétriques : double et totale. Ce chapitre est
réservé au mode polarimétrique double où nous avons proposé une extension de l'approche bande
passante limitée à ce mode de polarisation. Dans ce cas, nous avons deux distributions de tem-
pératures de brillance à restaurer et les visibilités mesurées dépendent à la fois de ces deux
distributions. Ainsi, ces visibilités sont couplées avec un niveau de couplage qui dépend de celui
entre les antennes de l'instrument. Nous avons montré que la taille du problème à résoudre ainsi
que des opérateurs intervenant dans la reconstruction est quatre fois plus grande que dans le cas
où le couplage a été négligé.
Nous avons étudié le niveau de couplage entre les antennes, en particulier son effet sur les
opérateurs de reconstruction où il a été montré que ces opérateurs sont à dominante bloc dia-
gonale. Ensuite, tenant compte du niveau de couplage, trois solutions ont été proposées pour
la reconstruction de la température de brillance : une solution complète qui tient compte du
couplage dans la technique de réduction du biais et dans la méthode de reconstruction, une solu-
tion approximative qui néglige cet effet lors de la réduction du biais et lors de la reconstruction.
Une troisième solution est aussi proposée, nommée solution intermédiaire qui tient compte du







































niveau de couplage moyen ρ en dB
Figure 4.6  Approche 1 de réduction de biais : Variation du biais ∆Tr (gauche) et de la
déviation standard σ∆Tr (droite) en polarisation x (haut) et y (bas) pour la scène d'Espagne en
fonction du niveau du couplage moyen des antennes ρ.
∆Tr σ∆Tr



































niveau de couplage moyen ρ en dB
Figure 4.7  Approche 2 de réduction de biais : Variation du biais ∆Tr (gauche) et de la
déviation standard σ∆Tr (droite) en polarisation x (haut) et y (bas) pour la scène d'Espagne en
fonction du niveau du couplage moyen des antennes ρ.
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Nous avons également montré que la taille du problème et le niveau du couplage n'ont presque
aucun effet sur la reconstruction tant que ce couplage est considéré dans la réduction du biais
et dans la reconstruction (solution complète). En plus, la solution intermédiaire est presque
identique à la solution complète quel que soit le niveau de couplage. Par contre, la solution
approximative diffère des deux autres solutions mais la qualité de la reconstruction reste toujours
acceptable avec un biais qui dépasse le seuil de 0.1 K fixé pour l'approche 2 de réduction du biais.
Le choix d'une de ces trois solutions dépend des exigences de la mission. Ainsi, nous proposons
d'adopter la solution approximative pour un biais qui peut atteindre 0.4 K ou la solution complète
ou intermédiaire pour un biais toujours inférieur à 0.1 K.
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Dans ce chapitre, l'extension de l'approche bande passante limitée, adoptée pour la recons-
truction des cartes de température de brillance, en polarisation totale est étudiée. Dans ce cas,
quatre jeux de mesures ou visibilités de polarisations différentes sont obtenus. Comme en polari-
sation double, ces mesures sont couplées, c.à.d. chaque jeu de mesure dépend simultanément de
la température de brillance associée aux quatre polarisations.
Une description du mode polarimétrique total de MIRAS est tout d'abord présentée. Ensuite,
nous décrivons le problème linéaire à inverser et l'opérateur de modélisation liant les visibilités
à la température de brillance à reconstruire. Comme en polarisation double, le niveau de cou-
plage sur les mesures des visibilités ainsi que sur les opérateurs impliqués dans la méthode de
reconstruction, est étudié. En raison de la complexité du problème à résoudre en mode total,
le couplage aura certainement une influence plus importante sur la reconstruction qu'en mode
de polarisation double. Une extension de l'approche bande passante limitée et de la méthode
de réduction de biais en mode total est ensuite proposée. Comme en mode double, plusieurs
solutions sont proposées selon le niveau de couplage. Finalement, la stabilité de ces solutions,
avec le niveau de couplage, est étudiée à l'aide de simulations numériques.
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5.1 Mode Polarimétrique total de MIRAS
Le mode polarimétrique total de MIRAS est présenté dans Neira et al [21]. Comme dans
le mode polarimétrique double, chaque récepteur de MIRAS ne fonctionne que dans une seule
polarisation à un instant donné (single channel receivers) : soit x, soit y. Dans ce cas, quatre
polarisations différentes sont obtenues et montrées sur la figure 5.1 telles que :
• xx : tous les récepteurs sont en polarisation x,
• yy : tous les récepteurs sont en polarisation y,
• xy et yx : une partie des récepteurs est en polarisation x alors que l'autre partie est en y.
Pour obtenir ces quatre polarisations, une séquence de quatre étapes est nécessaire. Cette sé-
quence doit permettre de générer pour chaque polarisation toutes les lignes de base à l'intérieur
de la couverture fréquentielle H. Quatre jeux de mesures des visibilités V , un pour chaque pola-
risation, sont ainsi générés, à partir desquels les températures de brillance Tb seront restaurées.
Cette séquence est montrée sur la figure 5.2-(a) et est décrite de la manière suivante :
• étape 1 : pendant le premier temps d'intégration τ1 = 1.2 secondes, tous les récepteurs sont en
polarisation x. Ainsi, toutes les lignes de base à l'intérieur de la couverture fréquentielle H
sont obtenues dans cette polarisation.
• étapes 2, 3 et 4 : le second temps d'intégration τ2 = 1.2 secondes est divisé en trois parties de
0.4 secondes chacune. Pendant chaque 0.4 secondes, un bras de MIRAS est en polarisation x
alors que les deux autres sont en polarisation y. Ainsi, dans chaque étape, seulement un
tiers des lignes de base dans chacune des trois polarisations yy, xy et yx est obtenu [21]. À
la fin des trois étapes, la totalité des lignes de base sera obtenue pour chaque polarisation.
Figure 5.1  Séquence de passage d'une polarisation à l'autre en mode polarimétrique total.
Chaque séquence est obtenue pour un temps d'intégration Ti.
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Puisque le temps d'intégration des étapes 2, 3 et 4 est de 0.4 secondes, un phénomène de
distorsion apparait dans les mesures fournies par l'instrument [21]. En effet, prenons le cas de
la polarisation yy, dont les lignes de base sont obtenues durant les étapes 2 à 4. Comme l'ins-
trument se déplace, alors la scène observée à cette polarisation change d'une étape à l'autre.
Ainsi, les lignes de base obtenues dans chaque étape correspondent à des mesures associées à des
scènes légèrement différentes. par conséquent, si on utilise ces mesures afin de reconstruire une
distribution de température de brillance, l'image reconstruite est ainsi "distordue".
Pour résoudre ce problème de distorsion, il a été proposé dans [21] de faire un entrelacement
des étapes 2 à 4 d'un facteur 4. Cet entrelacement, montré à la figure 5.2-(b), signifie que les
étapes 2 à 4 sont répétées quatre fois lors du temps d'intégration τ2. Ainsi, chaque scène est
observée durant 0.1 secondes au lieu de 0.4 secondes. En plus, chaque 0.3 secondes, toutes les
lignes des bases sont obtenues pour les trois polarisations au lieu de 1.2 secondes. Dans ce cas,
toutes les lignes de base contiennent des informations partielles de la même scène du début à la
fin de la séquence.
D'autre part, cette séquence de quatre étapes joue sur la sensibilité radiométrique définie
dans le chapitre 1 par l'équation (1.4). Cette sensibilité est inversement proportionnelle à la ra-
cine carré du temps d'intégration τ qui varie ici d'une polarisation à l'autre suivant la séquence
montrée à la figure 5.2-(b).
En effet, sur une période de 2τ , le temps d'intégration en polarisation xx est τ alors qu'il est
de τ/3 en polarisations yy, xy et yx. Si pendant la seconde période de 2τ , on inverse la polarisation
des récepteurs, alors sur les deux périodes de 4τ , le temps d'intégration en polarisation xx et yy
est 4τ/3 alors qu'il est de 2τ/3 en polarisations xy et yx. Nous montrons un peu plus loin dans
Figure 5.2  Séquence de quatre étapes en mode de polarisation totale de MIRAS.
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ce chapitre que les mesures des visibilités en polarisations xy et yx sont hermitiennes les unes par
rapport aux autres de sorte qu'en les combinant, le temps d'intégration devient 4τ/3. Finalement,
la séquence de quatre étapes ainsi obtenue est répétée chaque 4τ selon le schéma montré sur la
figure 5.2-(c).
5.2 Modélisation de l'instrument
Suivant le mode polarimétrique total expliqué ci-dessus, quatre vecteurs de visibilités V x, V y,
V xy et V yx sont obtenus afin de reconstruire quatre distributions de température de brillance T xb ,




b en polarisations x (ou xx), y (ou yy), xy et yx respectivement. Ici encore, ces tem-
pératures de brillance au niveau des antennes sont des combinaisons linéaires des températures
de brillance T hb , T vb , T hvb et T vhb à la surface de la Terre [57].
5.2.1 Données couplées
La relation (1.6) liant les visibilités mesurées V à la distribution de température de brillance Tb










































































































































Chaque mesure dépend simultanément des quatre distributions de température de brillance
à restaurer. Ces équations sont donc ici encore couplées. Le niveau de couplage dépend tou-
jours de celui des antennes et est déjà donné par l'équation (4.2) du chapitre 4. Nous rappelons
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ici que pour les diagrammes d'antennes de MIRAS [45], ρx varie entre −17.0 et −24.5 dB et ρy
varie entre −18.9 et −26.7 dB. Le niveau de couplage moyen est ρx = −21.9 dB et ρy = −22.7 dB.
La relation linéaire entre le vecteur des visibilités V = (V x, V y, V xy, V yx)t et celui de la







t reste toujours vraie en mode total et s'écrit :
V = GT
où T = (T xb − Trec, T yb − Trec, T xyb , T yxb )t. Le problème à résoudre est maintenant plus compliqué
avec une dimension beaucoup plus grande.
5.2.2 Opérateur de modélisation
Comme indiqué dans le chapitre 2, l'opérateur de modélisation G est celui de l'espace des
objets E dans l'espace des données F . Ici, il traduit la relation (5.1) entre les visibilités V et la
distribution de la température de brillance Tb de la scène observée. Mais, avant de construire G,
il faut étudier certaines caractéristiques des visibilités mesurées et des températures de brillance
qui sont dues au mode polarimétrique total.
Au niveau des températures de brillance, quatre distributions sont à restaurer ici qui forment











Il a été montré dans [21] que T xb et T
y




b sont complexes et
que la matrice polarimétrique de température de brillance est hermitienne. Ainsi, chaque bloc
de cette matrice vérifie :
(T pqb )
∗ = (T qpb ) (5.2)
où pq représente une des quatre polarisations x, y, xy ou yx. D'après l'équation (5.2), nous
pouvons ainsi déduire que T xyb et T
yx
b sont complexes conjuguées et vérifient :
T xyb = (T
yx
b )
∗ = T 3 + j T 4 (5.3)
où T 3 et T 4 sont les parties réelles et imaginaires de T xyb respectivement. Il suffit donc de res-
taurer une distribution de température de brillance : soit T xyb , soit T
yx
b . Ici, nous proposons de
reconstruire T xyb , donc T 3 et T 4.
Au niveau des visibilités, d'après l'équation (5.1) et tenant compte que T xb et T
y
b sont réelles
alors que T xyb et T
yx
b sont complexes conjuguées, nous déduisons que :
• V x et V y sont hermitiennes :
(V xkl)
∗ = V xlk et (V ykl)∗ = V
y
lk .
Alors, comme en mode de polarisation simple ou double, seulement la moitié des lignes de
base à l'intérieur de la couverture fréquentielle H sont considérées dans la reconstruction. Le
nombre de visibilités mesurées en polarisation x et y est ainsi nxb = n
y
b = `(`− 1)/2 + 3 = 2349.
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• V xy et V yx ne sont pas hermitiennes :
(V xykl )
∗ 6= V xylk et (V yxkl )∗ 6= V yxlk .
Dans ce cas, toutes les lignes de base à l'intérieur de la couverture fréquentielle H sont à
considérer dans la reconstruction, celles entre les couples d'antennes Ak et Al mais aussi celles
entres Al et Ak.
• V xy et V yx sont hermitiennes l'un par rapport à l'autre :
(V xykl )
∗ = V yxlk .
Ainsi, le jeu de mesures V xy peut être déduit à partir de celui de V yx et inversement. Donc,
comme pour T xyb et T
yx
b , un seul jeu de mesures entre les deux est nécessaire pour la reconstruc-
tion. Ici encore, nous considérons les mesures en polarisation xy, soit V xy. Finalement, il a été
démontré dans [65] que, suite à la redondance de plusieurs mesures en polarisation xy, le nombre
de visibilités nécessaires pour la reconstruction est nxyb = 3303 mesures complexes.
Le problème revient donc à restaurer quatre distributions réelles de température de brillance
T xb , T
y
b , T 3 et T 4 à partir de trois jeux de visibilités complexes V x, V y et V xy. L'opérateur
de modélisation G est ainsi calculé à partir d'une discrétisation des trois premières équations
de (5.1) en remplaçant T xyb et T
yx
b par leurs valeurs données à l'équation (5.3).
Cet opérateur qui lie le vecteur des visibilités V = (V x, V y, V xy)t à la distribution de tem-
pérature à reconstruire T = (T xb − Trec, T yb − Trec, T 3, T 4)t, vérifie toujours l'équation linéaire

































































Comme en polarisation simple et double, l'opérateurG est stocké à valeurs réelles en séparant
la partie réelle de l'imaginaire comme indiqué dans le chapitre 2 pour assurer que T soit réelle
après la reconstruction. Ainsi, G est de dimension nb × np avec :
a) nb = (2nxb − 3) + (2nyb − 3) + 2nxyb = 15996 mesures,
b) np = 4n2 = 65536 pixels à reconstruire.
La dimension du problème est ici 16 fois plus grande que le cas à polarisation simple où 8 Go
sont nécessaires pour stocker G contre seulement 615 Mo en polarisation simple et 2.4 Go en
polarisation double.
5.3 Extension de l'approche Bande Passante Limitée
Comme en polarisation double, nous proposons maintenant une extension de l'approche bande
passante limitée présentée dans le chapitre 2 au mode polarimétrique total de MIRAS [66].
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5.3.1 Problème direct
L'opérateur de modélisation G en polarisation totale donnée par l'équation (5.4) comprend
3× 4 matrices blocs dont les 2× 2 premiers blocs correspondent à la matrice G en polarisation
double. Le problème linéaire donné à l'équation (2.7), V = GT , s'écrit ici :
 V xV y
V xy
 =
 G11 G12 G13 G14G21 G22 G23 G24








où T x = T xb − Trec et T y = T yb − Trec.
D'après l'équation (5.4), G11 et G22 ne dépendent que des gains co-polaires Cx et Cy respec-
tivement tandis que G21 et G12 ne dépendent que des gains cross-polaires Xx et Xy respective-
ment. Les autres blocs dépendent simultanément des gains co-polaires et des gains cross-polaires.
Chacun des vecteurs de visibilités dépend ici à la fois des températures de brillance T x, T y,
T 3 et T 4. Ces vecteurs sont ainsi dit couplés. Au niveau de l'opérateur G, ce couplage peut être
caractérisé par le rapport entre la norme de Frobenius des blocs hors diagonauxGij sur la norme
de Frobenius des blocs diagonaux Gii :
ρijG = 10 log10
‖Gij‖F
‖Gii‖F
où i = 1 à 3 et j = 1 à 4 sont les indices des lignes et des colonnes de la matrice G. Ainsi, selon
les diagrammes d'antennes de MIRAS [45], nous obtenons une matrice de couplage ρG dont les
valeurs sont :
ρG =
 0 −25.3 −12.9 −10.3−26.1 0 −13.3 −10.8
−13.2 −12.8 0 0
 (5.6)
Cette matrice montre que contrairement au polarisation double où G est à dominante bloc
diagonale, l'influence des matrices blocs Gi3, Gi4 et G3j est ici importante et la matrice G n'est
plus à dominante bloc diagonale.
5.3.2 Régularisation physique du problème inverse
L'objectif est maintenant de résoudre le problème inverse (5.5) qui est toujours mal posé.
L'approche adoptée ici est la régularisation à bande passante limitée présentée au chapitre 2.
Nous rappelons ici que cette méthode propose de résoudre un problème d'optimisation sous




T̂ (u) = 0 si u est à l'extérieur de H
La contrainte de ce problème traduit la limitation et la forme de l'instrument. Une refor-
mulation mathématique de cette contrainte est donnée par l'équation (2.24) et son extension en
mode polarimétrique total s'écrit :
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U 0 0 0
0 U 0 0
0 0 U 0









Z 0 0 0
0 Z 0 0
0 0 Z 0








L'application de l'approche bande passante limitée en polarisation total conduit à la même
solution (2.28) du chapitre 2. Cependant, la dimension du problème est maintenant seize fois








U∗Z 0 0 0
0 U∗Z 0 0
0 0 U∗Z 0
0 0 0 U∗Z

 A11 A12 A13 A14A21 A22 A23 A24
A31 A32 A33 A34




Aij = GijU∗Z. (5.8)
Comme indiqué avant, la matrice G est calculée à valeurs réelles pour assurer que les scènes
reconstruites sont réelles. Alors la matrice A est aussi calculée à valeurs réelles. D'après l'équa-
tion (5.8), chaque bloc deA en polarisation x et y est de dimension (2nxb−3)×(2nf−1) = 4695×
2791 alors qu'en polarisation xy, une matrice bloc est de dimension 2nxyb ×(2nf−1) = 6606×2791.
La matrice complète A est donc de dimension nb × 4(2nf − 1) = 15996× 11164.
La mémoire nécessaire pour stocker A est 1.4 Go contre 8 Go pour G d'où un avantage très
important de l'approche bande passante limitée par rapport aux autres méthodes de reconstruc-
tion nécessitant l'utilisation explicite de G.
Revenons maintenant au couplage entre les gains co-polaires et cross-polaires. Au niveau de
la matrice A, ce couplage peut être aussi calculé par le rapport de Frobenius entre les blocs hors
diagonaux et les blocs diagonaux de A :
ρijA = 10 log10
‖Aij‖F
‖Aii‖F
La matrice de couplage ρA est ainsi égale à :
ρA =
 0 −25.3 −12.9 −10.3−26.1 0 −13.3 −10.8
−13.2 −12.8 0 0
 (5.9)
Les deux matrices de couplage sont égales ce qui est normal vue la relation entre G et A donnée
par l'équation (5.8).
5.3.3 Réduction du biais
Comme dans le chapitre 4, nous proposons ici une extension des deux approches au mode
polarimétrique total. Nous rappelons que ces deux approches sont basées sur la résolution d'un
système différentiel où on cherche à inverser des visibilités différentielles δV au lieu des visi-
bilités V elles-mêmes par l'introduction d'une scène synthétique T˜ . En mode polarimétrique
total où quatre distributions de température sont à reconstruire, il faut synthétiser quatre scènes
synthétiques : soient T˜ x, T˜ y, T˜ 3 et T˜ 4.
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• Solution complète
En absence du couplage, la solution à bande passante limitée avec réduction du biais était








U∗Z 0 0 0
0 U∗Z 0 0
0 0 U∗Z 0
0 0 0 U∗Z

 A11 A12 A13 A14A21 A22 A23 A24




 V xV y
V xy
−
 G11 G12 G13 G14G21 G22 G23 G24
















Le calcul des scènes synthétiques se fait par l'une de deux approches de réduction du biais
proposées au chapitre 3. Pour la modélisation, chacune dépend de p = 12 paramètres avec
l'approche 1 ou de p = 20 paramètres avec l'approche 2. Ces paramètres sont ensuite calculés





 V xV y
V xy
−






où P = I avec l'approche 1 de réduction du biais (voir équation (3.10)) et P = I −AA+ avec
l'approche 2 (voir équation (3.17)). Ce problème d'optimisation a une solution explicite dite de
moindre carré donnée par les équations (3.12) et (3.19) au chapitre 3.
La solution (5.10) tient compte du couplage dans la reconstruction avec l'utilisation d'une ma-
trice A complète et aussi dans la réduction du biais avec l'utilisation d'une matrice G complète.
Cette solution reconstruite est ainsi appelée : solution complète.
• Solution approximative
Comme le cas à polarisation double, nous pouvons, à tort ou à raison, considérer que le niveau
de couplage entre les antennes est suffisamment faible pour qu'on puisse le négliger et effectuer la
reconstruction et la réduction du biais sans le prendre en compte. Ainsi, seuls les blocs diagonaux
des matricesG etA sont non nuls. La distribution de température de brillance sera donc obtenue
par trois reconstructions indépendantes de taille plus petite. La solution complète (4.8) devient
ainsi une solution approximative qui s'écrit :
T xr = U
∗ZA+11
(
V x −G11T˜ x
)
+ T˜ x,
T yr = U
∗ZA+22
(
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Le calcul de chaque scène synthétique se fait indépendamment de l'autre. En effet, T˜ x(t˜x)
ou T˜ y(t˜y) dépend de p = 3 paramètres avec l'approche 1 ou p = 5 paramètres avec l'approche 2
alors qu'en polarisation xy, (T˜ 3(t˜3, t˜4), T˜ 4(t˜3, t˜4))t dépend de p = 6 paramètres avec l'approche 1
ou p = 10 paramètres avec l'approche 2. Le calcul de ces paramètres nécessite la résolution de
trois problèmes d'optimisation indépendants :
min
t˜x∈Rp














où Px = Py = Pxy = I avec l'approche 1 de réduction du biais et Px = I − A11A+11,





)+ avec l'approche 2.
L'avantage avec cette solution est dans la réduction du temps de calcul et de la mémoire
nécessaire lors de la reconstruction où on n'a plus besoin de calculer toute la matrice A et son







Ici encore, l'idée d'une solution intermédiaire est inspirée des deux solutions précédentes. Il
est possible que si le couplage est considéré dans le calcul des scènes synthétiques, les visibilités
différentielles obtenues seront moins couplées que les visibilités elles-mêmes. Donc, nous propo-
sons de tenir compte du couplage dans la réduction du biais et de négliger son effet dans la



















 V xV y
V xy
−
 G11 G12 G13 G14G21 G22 G23 G24
















La modélisation et le calcul des scènes synthétiques se font comme dans le cas d'une solution
complète, c.à.d. chaque scène dépend de p = 12 paramètres avec l'approche 1 ou de p = 20
paramètres avec l'approche 2 et elles sont calculées par l'équation (5.11).
Cette solution nécessite autant de temps de calcul et de mémoire que la solution approxima-
tive. En plus, nous attendons à ce qu'elle sera beaucoup plus précise que la solution approximative




Les cinq scènes présentées à la figure 3.8 du chapitre 3 sont toujours utilisées ici. Mais, il
faut tout d'abord indiquer qu'en polarisation xy, il n'est possible au SEPS [46] que de simuler
la partie réelle d'une distribution de température de brillance.
Mais, comme il est connu que la partie imaginaire a des valeurs beaucoup plus faibles que
celles de la partie réelle, nous allons donc considérer dans ces simulations le cas le plus défavorable
en prenant la partie imaginaire égale à la partie réelle : soit T 3 = T 4. La figure 5.3 représente la






Figure 5.3  Partie réelle T 3 des scènes : "Afrique", "Italie", "Espagne", Pacifique" et "Asie"
en polarisation xy à la plus haute résolution.
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Pour chacune de ces scènes, deux vecteurs de visibilités V1 et V2 sont calculés tels que :
1. V1 = (V x1 , V
y
1 )
t est calculé sans la contribution des gains cross-polaires (polarisation simple)
par la relation (1.6). Dans ce cas, V x1 ne dépend que de T xb et V
y
1 ne dépend que de T
y
b . Le
terme V xy1 n'existe pas puisqu'en polarisation simple, tous les récepteurs sont à la même
polarisation.





t est calculé avec la contribution des gains cross-polaires par la rela-




2 sont dit couplés puisque chacun de ces vecteurs dépend à la
fois de T xb , T
y
b , T 3 et T 4.
Ensuite, l'approche bande passante limitée est utilisée pour reconstruire quatre distributions
de température de brillance Tr = (T xr , T yr , T 3r , T 4r )t telles que :
a) T1r est reconstruite à partir de V1 suivant la reconstruction à simple polarisation donnée par
l'équation (3.7) dans le chapitre 3. Dans ce cas, seules T xr et T yr sont reconstruites.
b) T2r est reconstruite à partir de V2 avec la reconstruction complète (5.10). Le couplage est ici
considéré dans la réduction du biais et dans la reconstruction avec l'utilisation des deux
matrices complètes G et A.
c) T3r est reconstruite aussi à partir de V2 mais avec la reconstruction intermédiaire (5.14). Le
couplage n'est considéré que dans la réduction du biais et pas dans la reconstruction avec
l'utilisation d'une matrice G complète et des 3 blocs diagonaux de A.
d) T4r est toujours reconstruite à partir de V2 mais avec la reconstruction approximative (5.12).
Dans ce cas, le couplage est négligé dans la réduction du biais et dans la reconstruction
avec l'utilisation des 3 blocs diagonaux des matrices G et A.
5.4.1 Données non bruitées
L'idée ici est d'étudier la qualité de la reconstruction et la stabilité des trois solutions pro-
posées ci-dessus. La reconstruction est ainsi faite sans introduction du bruit sur les visibilités
simulées V1 et V2. Les deux tableaux 5.1 et 5.2 montrent les valeurs du biais ∆Tr et de la dé-
viation standard σ∆Tr obtenus après la reconstruction avec les deux approches de réduction du
biais dans les 4 cas suivants : (a) sans couplage, (b) solution complète, (c) solution intermédiaire
et (d) solution approximative. D'après les résultats obtenus, nous pouvons conclure que :
1. La taille du problème n'as pas d'effet sur la reconstruction tant que le couplage est consi-
déré. En effet, la solution complète (b) est très proche de celle sans couplage (a) en pola-
risation x et y. Quant à la polarisation xy, les valeurs obtenues sont aussi très faibles et
dans le même ordre de grandeur que celles en polarisations x et y.
2. La solution intermédiaire (c) est proche de la solution complète (b) confirmant ici encore que
la méthode de réduction du biais réduit bien le couplage entre les visibilités différentielles.
Mais contrairement à la polarisation double, (c) et (b) ne sont plus identiques surtout en
polarisation xy.
3. La solution approximative (d) est différente de la solution complète (b). En polarisation x
et y, l'erreur de reconstruction reste toujours faible même si le seuil fixé à 0.1 K pour le
biais avec l'approche 2 n'est pas respecté, alors qu'en polarisation xy, cette erreur est très
élevée et atteint des valeurs non acceptables.
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Table 5.1  Données non bruitées : Erreur de reconstruction ∆Tr / σ∆Tr en Kelvin avec l'ap-
proche 1 de réduction de biais.
scène (a) (b) (c) (d)
Afrique
T x 0.20/0.59 0.22/0.61 0.28/0.72 0.11/0.71
T y 0.20/0.49 0.16/0.50 0.15/0.56 0.05/0.64
T 3 - 0.14/0.45 0.33/0.88 0.99/3.65
T 4 - 0.20/0.43 0.23/0.49 3.45/7.35
Italie
T x 0.24/0.54 0.27/0.55 0.25/0.63 0.10/0.73
T y 0.02/0.42 0.01/0.42 0.02/0.48 0.16/0.56
T 3 - 0.16/0.44 0.12/0.71 0.16/3.39
T 4 - 0.16/0.36 0.08/1.07 4.16/5.73
Espagne
T x 0.18/0.55 0.19/0.54 0.17/0.62 0.14/0.78
T y 0.17/0.52 0.15/0.47 0.10/0.54 0.11/0.61
T 3 - 0.15/0.40 0.39/0.98 0.44/4.82
T 4 - 0.23/0.44 0.14/0.71 3.31/7.54
Pacifique
T x 0.25/0.68 0.30/0.69 0.40/0.86 0.22/0.85
T y 0.32/0.61 0.30/0.56 0.28/0.68 0.19/0.69
T 3 - 0.13/0.57 0.06/1.08 0.06/2.87
T 4 - 0.28/0.55 0.54/0.69 2.68/2.85
Asie
T x 0.23/0.77 0.22/0.71 0.08/0.80 0.37/1.01
T y 0.14/0.45 0.16/0.75 0.28/0.85 0.56/0.91
T 3 - 0.29/0.82 0.21/1.18 0.02/6.29
T 4 - 0.16/0.62 0.30/1.22 4.37/6.96
(a) Sans couplage, (b) Solution complète,
(c) Solution intermédiaire, (d) Solution approximative
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Table 5.2  Données non bruitées : Erreur de reconstruction ∆Tr / σ∆Tr en Kelvin avec l'ap-
proche 2 de réduction de biais.
scène (a) (b) (c) (d)
Afrique
T x 0.02/0.21 0.02/0.21 0.02/0.22 0.10/0.49
T y 0.03/0.22 0.03/0.22 0.03/0.22 0.14/0.43
T 3 - 0.02/0.11 0.06/0.45 0.93/3.71
T 4 - 0.01/0.10 0.01/0.35 3.31/7.46
Italie
T x 0.08/0.37 0.07/0.36 0.08/0.39 0.05/0.60
T y 0.03/0.35 0.02/0.35 0.04/0.36 0.15/0.48
T 3 - 0.05/0.27 0.06/0.81 0.15/3.47
T 4 - 0.06/0.23 0.08/0.75 4.11/5.79
Espagne
T x 0.02/0.26 0.01/0.27 0.02/0.28 0.29/0.57
T y 0.03/0.29 0.02/0.29 0.02/0.29 0.25/0.49
T 3 - 0.04/0.16 0.15/0.53 0.51/4.80
T 4 - 0.01/0.14 0.09/0.60 3.19/7.74
Pacifique
T x 0.04/0.16 0.04/0.16 0.04/0.16 0.07/0.47
T y 0.03/0.14 0.02/0.14 0.02/0.14 0.12/0.46
T 3 - 0.02/0.11 0.01/0.15 0.03/2.87
T 4 - 0.04/0.08 0.01/0.10 2.62/2.96
Asie
T x 0.02/0.47 0.06/0.51 0.36/0.69 0.60/0.88
T y 0.02/0.41 0.03/0.48 0.21/0.69 0.38/0.85
T 3 - 0.05/0.38 0.04/0.98 0.05/6.40
T 4 - 0.02/0.35 1.01/1.51 4.34/7.01
(a) Sans couplage, (b) Solution complète,
(c) Solution intermédiaire, (d) Solution approximative
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Maintenant, nous allons expliquer pourquoi la qualité de la reconstruction en polarisation xy
n'est pas aussi bonne qu'en x ou y pour les deux solutions intermédiaires (c) et approxima-
tives (d). Cela provient principalement du couplage qui a été négligé à tous les niveaux du
processus de reconstruction, tant dans la réduction du biais que dans l'inversion des visibilités
différentielles dans le cas (d) alors qu'il a été négligé seulement dans la réduction du biais dans
le cas (c). En effet, nous avons remarqué que l'effet de ce couplage est très fort sur les visibili-
tés V xy par comparaison à V x ou V y. Nous pouvons par exemple calculer l'influence des gains
cross-polaires et par la suite le couplage sur les visibilités par les rapports suivants :
ρxV =
‖V x2 −G11T x‖2
‖V x2 ‖2
ρyV =
‖V y2 −G22T y‖2
‖V y2 ‖2
ρxyV =




Le tableau 5.3 montre les valeurs des rapports donnés par l'équation (5.15)obtenus pour les
différentes scènes. D'après ce tableau, nous remarquons que le couplage n'a presque aucun effet
sur V x2 et V
y
2 alors que les visibilités V
xy
2 sont fortement couplées. Ainsi, il est normal, que la
qualité de la reconstruction soit bonne en polarisations x et y puisque les termesG11T x etG22T y
constituent plus de 99% de l'énergie de V x2 et V
y
2 respectivement. Par contre, il est aussi normal,
qu'en polarisation xy, l'effet de couplage sur la qualité de la reconstruction soit important sur-
tout avec la solution approximative comme le terme G33T 3 +G34T 4 ne constitue pas plus que
40% de l'énergie de V xy2 .
par conséquent, si MIRAS doit fonctionner en polarisation totale, la solution complète avec
l'approche 2 de réduction du biais doit être adoptée afin que le biais soit toujours inférieur à
0.1 K. Finalement, pour mieux visualiser la stabilité de l'extension de l'approche bande passante
limitée en mode polarimétrique total et la différence entre les trois solutions proposées, les deux
figures 5.4 et 5.5 représentent les cartes d'erreurs de reconstruction ∆Tr = Tr − Ti de la scène
d'Espagne dans les 4 cas : (a) sans couplage, (b) solution complète, (c) solution intermédiaire
et (d) approximative avec les deux approches de réduction du biais.






Afrique 0.006 0.005 0.654
Italie 0.006 0.005 0.748
Espagne 0.006 0.005 0.630
Pacifique 0.012 0.011 0.332
Asie 0.007 0.007 0.663
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−2 −1 0 K 1 2ξ1
ξ2
Figure 5.4  Cartes d'erreurs de reconstruction ∆Tr = Tr −Tw pour la scène d'"Espagne" avec









−2 −1 0 K 1 2ξ1
ξ2
Figure 5.5  Cartes d'erreurs de reconstruction ∆Tr = Tr −Tw pour la scène d'"Espagne" avec
l'approche 2 de réduction du biais et pour les 3 solutions : (b) complète, (c) intermédiaire et (d)
approximative
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5.4.2 Données bruitées
L'influence du bruit radiométrique sur le biais de reconstruction est maintenant étudiée. Ce
biais est calculé pour les trois solutions complète, intermédiaire et approximative et est comparé
avec les résultats obtenus en polarisation simple.
Un bruit gaussien ∆V est ajouté aux visibilités simulées V1 et V2. Ce bruit prend en considé-
ration l'effet de la bande passante B, le temps d'intégration τ et la température de l'antenne TA
calculée par la moyenne des trois mesures réelles des auto-corrélations des NIRs [17]. Il est de
moyenne nulle et de déviation standard σ∆V , calculée par l'équation (3.20) donnée au chapitre 3.
En polarisation xy, il n'y a pas de mesure réelle du NIR qui décrit la température moyenne de
la scène observée. Ainsi, la température de l'antenne est considérée nulle lors du calcul de la
déviation standard du bruit. Le tableau 5.4 montre la valeur de la déviation standard du bruit
ajouté σ∆V pour les cinq scènes utilisées ici.
La reconstruction est répétée pour 1000 réalisations indépendantes et aléatoires du bruit ∆V .
Le biais et la déviation standard sont ensuite calculés pour chacune des 1000 reconstructions.
Les deux tableaux 5.5 et 5.6 montrent la moyenne des 1000 valeurs du biais ∆Tr et de la dévia-
tion standard σ∆Tr obtenues pour chaque scène dans les 4 cas (a), (b), (c) et (d) avec les deux
approches de réduction du biais. Ces valeurs sont à comparer à celles des tableaux 5.1 et 5.2.
Table 5.4  Valeurs de la déviation standard du bruit ajouté σ∆V . V NIR est la moyenne des
trois valeurs des visibilités correspondantes aux NIRs (en Kelvin).
scène V 1,NIR σ∆V1 V 2,NIR σ∆V2
Afrique T
x 130.05 0.060 130.20 0.060
T y 143.35 0.062 143.50 0.063
T 3 - - 0 0.034
T 4 - - 0 0.034
Italie T
x 126.34 0.060 126.56 0.059
T y 135.70 0.061 135.86 0.061
T 3 - - 0 0.034
T 4 - - 0 0.034
Espagne T
x 147.47 0.063 147.78 0.063
T y 157.31 0.065 157.46 0.065
T 3 - - 0 0.034
T 4 - - 0 0.034
Pacifique T
x 76.97 0.050 77.14 0.049
T y 97.46 0.053 97.50 0.053
T 3 - - 0 0.034
T 4 - - 0 0.034
Asie T
x 198.05 0.073 198.44 0.073
T y 203.34 0.074 203.62 0.074
T 3 - - 0 0.034
T 4 - - 0 0.034
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Table 5.5  Données bruitées : Erreur de reconstruction ∆Tr / σ∆Tr en Kelvin avec l'approche
1 de réduction de biais.
scène (a) (b) (c) (d)
Afrique
T x 0.19/2.23 0.22/2.25 0.28/2.27 0.11/2.27
T y 0.20/2.32 0.16/2.33 0.15/2.33 0.06/2.36
T 3 - 0.14/1.03 0.33/1.27 0.99/3.76
T 4 - 0.20/1.04 0.23/1.04 3.45/7.40
Italie
T x 0.24/2.19 0.27/2.21 0.25/2.22 0.10/2.25
T y 0.04/2.25 0.04/2.26 0.05/2.27 0.16/2.28
T 3 - 0.16/1.02 0.12/1.16 0.16/3.51
T 4 - 0.16/1.01 0.08/1.41 4.16/5.80
Espagne
T x 0.18/2.34 0.19/2.35 0.17/2.36 0.14/2.41
T y 0.17/2.42 0.15/2.43 0.10/2.41 0.11/2.45
T 3 - 0.15/1.00 0.39/1.34 0.44/4.91
T 4 - 0.23/1.04 0.14/1.16 3.31/7.60
Pacifique
T x 0.25/1.89 0.30/1.91 0.40/1.97 0.22/1.96
T y 0.32/2.03 0.30/2.03 0.28/2.05 0.19/2.06
T 3 - 0.13/1.08 0.06/1.41 0.06/3.02
T 4 - 0.28/1.09 0.54/1.15 2.68/2.99
Asie
T x 0.23/2.75 0.22/2.74 0.08/2.76 0.37/2.83
T y 0.14/2.74 0.16/2.82 0.28/2.83 0.56/2.85
T 3 - 0.29/1.23 0.21/1.50 0.02/6.36
T 4 - 0.16/1.14 0.30/1.52 4.37/7.02
(a) Sans couplage, (b) Solution complète,
(c) Solution intermédiaire, (d) Solution approximative
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Table 5.6  Données bruitées : Erreur de reconstruction ∆Tr / σ∆Tr en Kelvin avec l'approche
2 de réduction de biais.
scène (a) (b) (c) (d)
Afrique
T x 0.04/2.16 0.04/2.17 0.05/2.17 0.10/2.21
T y 0.05/2.28 0.05/2.29 0.05/2.28 0.14/2.31
T 3 - 0.04/0.93 0.06/1.03 0.93/3.82
T 4 - 0.04/0.95 0.05/0.99 3.31/7.52
Italie
T x 0.08/2.16 0.07/2.17 0.09/2.16 0.05/2.21
T y 0.05/2.24 0.04/2.25 0.06/2.24 0.15/2.26
T 3 - 0.05/0.96 0.07/1.23 0.15/3.58
T 4 - 0.07/0.97 0.09/1.19 4.11/5.86
Espagne
T x 0.04/2.29 0.04/2.30 0.06/2.30 0.29/2.35
T y 0.05/2.39 0.05/2.40 0.06/2.39 0.25/2.42
T 3 - 0.05/0.93 0.15/1.06 0.51/4.89
T 4 - 0.03/0.96 0.10/1.10 3.19/7.80
Pacifique
T x 0.05/1.78 0.05/1.79 0.05/1.78 0.07/1.83
T y 0.04/1.94 0.04/1.95 0.04/1.94 0.12/1.99
T 3 - 0.04/0.93 0.03/0.93 0.03/3.02
T 4 - 0.05/0.94 0.05/0.92 2.62/3.10
Asie
T x 0.05/2.68 0.07/2.70 0.36/2.73 0.60/2.78
T y 0.05/2.73 0.05/2.76 0.21/2.79 0.38/2.84
T 3 - 0.05/0.99 0.05/1.34 0.05/6.46
T 4 - 0.04/1.02 1.01/1.76 4.34/7.07
(a) Sans couplage, (b) Solution complète,
(c) Solution intermédiaire, (d) Solution approximative
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L'effet du bruit sur la reconstruction est équivalent à celui obtenu en polarisation simple et
double. Le bruit ∆V n'a quasiment pas d'influence sur le biais. On observe une augmentation de
0.01 K dans les pires cas entre la reconstruction sans et avec ∆V . Ce résultat est attendu étant
donné que ∆V est additif et centré et la méthode de reconstruction est linéaire par rapport à
V . En revanche, la déviation standard augmente en présence du bruit puisque ce dernier doit
bien se propager, au cours de la reconstruction, des données V vers les cartes reconstruites Tr.
L'ampleur de cette propagation varie d'une scène à l'autre et d'une polarisation à l'autre. Elle
est bornée par le conditionnement de l'opérateur A [24].
5.4.3 Variation de l'erreur de reconstruction avec le couplage
On a déjà montré dans le chapitre 4 que pour les diagrammes d'antennes de MIRAS [45], le
niveau de couplage varie entre −17.0 et −24.5 dB en polarisation x et entre −18.9 et −26.7 dB
en polarisation y. Le niveau de couplage moyenne ρ est −21.9 dB en polarisation x et −22.7 en
polarisation y. Pour ces valeurs de couplage, on a montré que la solution complète est la seule
qui fournit une erreur systématique très faible et dans le même ordre de grandeur pour toutes
les polarisations. Quant aux deux autres solutions, c'est la reconstruction en polarisation xy qui
est la plus critique.
Comme en polarisation double, nous proposons ici d'étudier la qualité de la reconstruction en
faisant varier le niveau de couplage entre les diagrammes d'antennes. Cette étude est nécessaire
dans le cas où les gains d'antennes peuvent varier avec le temps mais elle est aussi à envisager
dans un contexte plus général, par exemple dans le cadre des futures missions spatiales pour
lesquelles la variation de l'erreur de reconstruction avec le niveau de couplage entre les antennes
sera critique. Les gains cross-polaires des antennes de MIRAS sont ainsi multipliés par le même
facteur afin que le niveau de couplage moyen ρ varie entre −42 et −12 dB en polarisation x et
entre −43 et −13 dB en polarisation y.
La variation du niveau de couplage entraînera une variation du couplage entre les visibilités
mais aussi entre les matrices blocs de l'opérateur A impliqué dans le processus de reconstruction.
En polarisation double, A était à dominante bloc diagonale (voir chapitre 4). Cette propriété
n'est plus valable en polarisation totale car le couplage entre les blocs non diagonaux et les blocs
diagonaux est élevé selon la matrice de couplage ρA donnée à l'équation (5.9). Cette matrice est
montrée sur la figure 5.6.
Le fait que A n'est plus à dominante bloc diagonale, surtout en polarisation xy, explique
l'erreur de reconstruction très élevée obtenue avec la solution approximative. Pour que A serait
de nouveau à dominante bloc diagonale, il faut au minimum deux ordres de grandeurs entre
les blocs hors diagonaux et les blocs diagonaux. Ceci n'est obtenu qu'à partir d'un niveau de
couplage moyen ρx = −41.92 dB et ρy = −42.66 dB, soit -20 dB plus faible que le cas de MIRAS
(voir figure 5.7). Dans un tel cas, la matrice de couplage ρA devient :
ρA =
 0 −45.4 −23.0 −20.3−46.1 0 −23.3 −20.8
−23.3 −22.8 0 +0.00

Avec un tel niveau de couplage, nous nous attendons que la solution intermédiaire serait
identique à la solution complète et que la solution approximative s'approche aussi de la solution
complète. Cela est confirmé par les deux figures 5.8 et 5.9 qui montrent la variation du biais ∆Tr
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Figure 5.7  Opérateur A pour un niveau de couplage moyen : ρx = −41.92 dB et ρy = −42.66
dB
et de la déviation standard σ∆Tr , pour la scène d'Espagne, en fonction du niveau de couplage
moyen ρ pour les solutions complète, intermédiaire et approximative avec les deux approches de
réduction du biais. Ainsi, on peut conclure que :
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1. Quel que soit le niveau de couplage, la solution complète est stable. Cette propriété confirme
la stabilité de l'approche bande passante limitée avec le niveau de couplage de MIRAS tant
qu'on tient compte du couplage dans tous le processus de reconstruction.
2. Pour ρ < −30 dB, la solution intermédiaire est presque identique à la solution complète.
Pour −20 < ρ < −30 dB, cette solution diffère légèrement de la solution complète mais
reste toujours stable confirmant ainsi que les visibilités différentielles δV sont toujours bien
moins couplées que les visibilités V .
3. Quant à la solution approximative, elle est stable en polarisations x et y pour ρ < −25 dB
et est presque identique aux deux autres solutions. En polarisation xy, l'erreur de recons-
truction est toujours très élevée quel que soit le niveau de couplage même s'il est vrai que
plus ρ diminue plus l'erreur diminue.
La variation de l'erreur de reconstruction en fonction du niveau de couplage a été effectuée
aussi pour les autres scènes de la figure 5.3 et les mêmes résultats ont été obtenus.
Conclusion
Dans ce chapitre, nous avons proposé une extension de l'approche bande passante limitée au
deuxième mode polarimétrique de MIRAS qui est le mode total. Dans ce cas, quatre distributions
de température de brillance dans quatre polarisations différentes sont à restaurer et les visibilités
mesurées dépendent simultanément de toutes ces distributions. Ainsi, ces visibilités sont couplées
avec un niveau de couplage qui dépend de celui entre les antennes de l'instrument. Nous avons
montré que la taille du problème à résoudre est seize fois plus grande qu'en polarisation simple
contre seulement quatre fois dans le cas du mode polarimétrique double (voir chapitre 4).
Comme en polarisation double, nous avons étudié le niveau de couplage entre les antennes.
De même, nous avons étudié l'effet de ce couplage sur les opérateurs de reconstruction. Contrai-
rement au mode polarimétrique double, nous avons montré que ces opérateurs ne sont plus à
dominante bloc diagonale. Ensuite, l'approche bande passante limitée est étendue dans le mode
total où trois solutions ont été proposées pour la reconstruction de la température de brillance :
une solution complète qui tient compte du couplage dans la réduction du biais et dans la méthode
de reconstruction, une solution approximative qui néglige cet effet dans la réduction du biais et
dans la méthode de reconstruction et une solution intermédiaire qui tient compte du couplage
seulement dans la réduction du biais mais pas dans la méthode de reconstruction.
Toujours comme en mode polarimétrique double, nous avons montré que la taille du problème
et le niveau de couplage n'ont presque aucun effet sur la reconstruction tant que le couplage est
considéré dans la réduction du biais et dans la reconstruction (solution complète). La qualité
de la reconstruction obtenue avec la solution complète est toujours acceptable et au dessus du
seuil de 0.1 K avec l'approche 2 de réduction du biais. En revanche, les solutions intermédiaire
et approximative diffèrent de la solution complète selon le niveau de couplage de MIRAS. La
solution intermédiaire n'est identique à la solution complète qu'à partir un niveau de couplage
moyen entre les antennes inférieur à -30 dB. Quant à la solution approximative, elle est toujours
instable surtout en polarisation xy quel que soit le niveau de couplage. Finalement, si l'instrument
MIRAS fonctionne en mode polarimétrique total, nous proposons de tenir toujours compte du
couplage lors de la reconstruction et lors de la réduction du biais en adoptant toujours la solution
complète.
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niveau de couplage moyen ρ en dB
Figure 5.8  Approche 1 de réduction de biais : Variation du biais∆Tr (gauche) et de la déviation
standard σ∆Tr (droite) en polarisation x, y et xy (de haut en bas) pour la scène d'Espagne en
fonction du niveau du couplage moyen des antennes ρ pour les solutions complète, intermédiaire











































































niveau de couplage moyen ρ en dB
Figure 5.9  Approche 2 de réduction de biais : Variation du biais∆Tr (gauche) et de la déviation
standard σ∆Tr (droite) en polarisation x, y et xy (de haut en bas) pour la scène d'Espagne en
fonction du niveau du couplage moyen des antennes ρ pour les solutions complète, intermédiaire
et approximative avec l'approche 2 de réduction de biais.
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Une des clés de la réussite de la mission SMOS est la bonne restauration des cartes de tem-
pérature de brillance des scènes observées depuis l'espace. Le processus de reconstruction de ces
cartes dépend des données mesurées ou des corrélations entre chaque couple d'antennes. Après le
lancement de la mission, plusieurs problèmes techniques peuvent entraîner la perte de quelques
mesures et perturber ainsi le bon fonctionnement du processus de reconstruction. Parmi ces pro-
blèmes, des pannes dans les unités de corrélation des signaux reçus ainsi que des pannes des
antennes/récepteurs peuvent survenir.
Dans ce chapitre, nous nous intéressons à étudier l'effet de ces pannes sur le processus de
reconstruction. Dans un premier temps, nous décrivons la nature des pannes que l'instrument
peut subir où on distingue deux genres de pannes : la panne d'une unité de corrélation et la panne
d'une antenne/récepteur. Ensuite, nous proposons, selon le cas, une correction du processus de
reconstruction permettant de minimiser le mieux possible l'effet de ces pannes et de restaurer
des cartes de température de brillance avec une qualité conforme aux objectifs scientifiques de
la mission.
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6.1 Nature des pannes
La stabilité de la méthode de reconstruction de température de brillance dépend principale-
ment des mesures fournies par l'instrument. Les erreurs qui peuvent influencer ces mesures sont
déjà identifiées [67] et leurs effets sur la reconstruction ont été étudiés en détails dans [68] [69]. En
revanche, l'effet des données manquantes dues à des pannes dans quelques éléments de l'instru-
ment n'a pas encore été complètement étudié. Ces données ou mesures manquantes correspondent
soit à une panne d'une unité de corrélation, soit à une panne d'une antenne/récepteur.
Une fois MIRAS en orbite, les unités de corrélation et les antennes deviennent inaccessibles
et n'importe quelle panne dans ces éléments aura un effet important sur la qualité de la recons-
truction. Dans ce chapitre, deux genres de pannes sont considérés et étudiés en détail [70] :
1. Panne d'un corrélateur Ckl
MIRAS mesure la corrélation des signaux reçus par chaque couple d'antennes (Ak, Al)
grâce à un corrélateur ou unité de corrélation. La première panne à considérer est celle
d'un corrélateur Ckl entre deux antennes Ak et Al, panne pour laquelle une seule mesure
sera manquante pour la reconstruction.
2. Panne d'une antenne/récepteur Ak
Cette panne correspond à la perte de toutes les corrélations entre cette antenne et les `− 1
autres antennes, soit la perte de `− 1 mesures pour la reconstruction. On s'attend donc à
ce que le processus de reconstruction soit beaucoup plus sensible à ce genre de panne qu'à
celle d'un seul corrélateur.
6.2 Panne d'un corrélateur
Dans le cas où un corrélateur Ckl tombe en panne, une seule mesure complexe (ou réelle
si elle correspond à l'auto-corrélation d'un NIR) manque dans la reconstruction. Cette mesure
correspond à la corrélation entre deux antennes Ak et Al et est associée à une fréquence spatiale
angulaire ukl. Deux cas se présentent ici selon la nature du corrélateur en panne et la fréquence
correspondante.
Le corrélateur en panne Ckl correspond, soit à une mesure associée à une fréquence redondante
(corrélateur redondant), soit à une mesure associée à une fréquence non redondante (corrélateur
non redondant). Cette redondance est due à la forme de l'instrument et la disposition des an-
tennes (voir figure 6.1-a). La figure 6.1-b montre le nombre de redondances de chaque fréquence
spatiale à l'intérieur de la couverture fréquentielle H où il existe seulement nf = 1396 fréquences
spatiales différentes y compris la fréquence nulle. Dans cette figure, on distingue deux groupes
de fréquences :
• nf1 = 283 fréquences spatiales redondantes où chaque fréquence est associée à un nombre
différent de mesures. C'est la région en couleur où le nombre de redondances est compris
entre 2 en rouge et 22 en violet.
• nf2 = 1113 fréquences spatiales non redondantes où chaque fréquence n'est associée qu'à une
seule mesure. C'est la région en noir.
Enfin, un second facteur joue un rôle important sur la qualité de la reconstruction, c'est le
fait que le corrélateur en panne correspond à une basse ou à une haute fréquence de la couverture
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Figure 6.1  a) Numérotation des antenne de MIRAS. b) nombre de redondances de chaque
fréquence spatiale à l'intérieur de la couverture fréquentielle (la zone noire correspond aux fré-
quences non redondantes).
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fréquentielle expérimentale. Si la majorité de l'information à restaurer se situe à basses fréquences,
les détails que l'on veut atteindre correspondent aux hautes fréquences.
6.2.1 Corrélateur redondant
Dans le cas où Ckl correspond à une mesure associée à une fréquence redondante (région en
couleur de la figure 6.1-b), La couverture fréquentielle H reste toujours pleine avec toutes les nf
fréquences. L'opérateur A est ainsi toujours bien conditionné mais sa taille est réduite en enle-
vant les deux lignes correspondantes à la partie réelle et imaginaire de la mesure manquante. Le
problème inverse V = GT est donc toujours bien régularisé et on s'attend à ce que le processus
de reconstruction soit toujours stable.
Pour MIRAS, la moitié des corrélateurs correspond à des mesures avec des lignes de base
redondantes, voir des fréquences redondantes. En effet, parmi les nb = 2349 mesures, nous dis-
tinguons nb − nf2 = 1236 mesures associées à nf1 = 283 fréquences spatiales différentes dans
la couverture fréquentielle H. Ainsi, on s'attend à ce que la panne d'un corrélateur redondant
n'aurait presque aucun effet sur la qualité de la reconstruction parce que la perte d'une mesure
n'entraine pas la perte d'une fréquence ou d'information fréquentielle.
Afin de confirmer cette hypothèse, le processus de reconstruction est appliqué sur la scène
d'Espagne de la figure 3.8 (d'autres scènes ont été aussi testées et ont fourni les mêmes résultats).
La reconstruction est répétée nb − nf2 = 1236 fois en supprimant à chaque fois, du vecteur des
visibilités V , la mesure correspondant à un corrélateur redondant différent que l'on suppose en
panne et en supprimant aussi de l'opérateur A, la ligne complexe correspondante à la mesure
manquante. Si l'instrument n'a aucune panne de corrélateur, le biais et la déviation standard
∆Tr / σ∆Tr obtenus avec l'approche 1 de réduction du biais (a) et l'approche 2 (b), étaient (voir
chapitre 3) :
 polarisation x : (a) 0.18/0.53 K et (b) 0.02/0.26 K.
 polarisation y : (a) 0.17/0.49 K et (b) 0.03/0.28 K.
Dans le cas où un corrélateur redondant Ckl est en panne, notons par T ′r la scène reconstruite
caractérisée par son biais ∆T ′r et sa déviation standard σ∆T ′r . La figure 6.2 montre respective-
ment la différence du biais (∆T ′r −∆Tr) et de la déviation standard (σ∆T ′r −σ∆Tr) pour les 1236reconstructions faites en supposant à chaque fois qu'un corrélateur redondant différent Ckl est en
panne. Nous remarquons que quel que soit le corrélateur redondant en panne, il n'y a presque
aucun effet sur la qualité de la reconstruction. On distingue une différence moyenne de l'erreur
de reconstruction de l'ordre de 10−3 K dans les 2 cas (a) et (b).
Une visualisation de l'impact de cette panne sur la reconstruction dans le domaine spatial et
dans le domaine de Fourier est maintenant présentée. La figure 6.3 montre la carte d'erreur ∆T ′r
obtenue pour un corrélateur redondant. Cette carte d'erreur est presque identique à celle montrée
à la figure 3.10 dans le chapitre 3 avec aucun panne de corrélateur. Sur la même figure, nous
montrons aussi les composantes de Fourier de la scène reconstruite T̂ ′r pour confirmer que la
panne d'un corrélateur redondant n'entrainera pas une perte d'information fréquentielle comme
la couverture fréquentielle H reste toujours pleine malgré la panne. Dans la section suivante,
nous traitons le cas de la panne d'un corrélateur non redondant.
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Différence du biais (∆T ′r −∆Tr)
a)
b)

















Différence de la déviation standard (σ∆T ′r − σ∆Tr)a)
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Figure 6.2  Excès d'erreur de reconstruction due à une panne d'un corrélateur redondant
Ckl en polarisations x (gauche) et y (droite) avec (a) l'approche 1 de réduction de biais et (b)
l'approche 2. L'axe des abscisses représente le numéro de corrélateur redondant en panne.
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Cartes d'erreur ∆T ′r dans le domaine spatial
a)
b)
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Figure 6.3  Cartes d'erreur et composantes de Fourier de la scène d'Espagne obtenues si un
corrélateur redondant de l'instrument est en panne en polarisation x (gauche) et y (droite) avec
(a) l'approche 1 de réduction du biais et (b) l'approche 2.
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6.2.2 Corrélateur non redondant
Si le corrélateur en panne Ckl correspond maintenant à une mesure associée à une des nf2 =
1113 fréquences non redondantes (région en noir de la figure 6.1-b), l'information associée à cette
fréquence n'est plus disponible et la couverture fréquentielleH laissera apparaître un trou à cause
de cette fréquence manquante. L'opérateur impliqué dans le processus de reconstruction A est
donc mal conditionné à cause de ce trou. Des informations additionnelles sont donc nécessaires
pour combler ce trou et améliorer le conditionnement de l'opérateur A. La question à poser
maintenant est sur la manière de régulariser le problème inverse V = GT et plus précisément ici
sur la manière de régulariser la matrice A = GU∗Z. Deux méthodes sont proposées ci-dessous et
comparées à l'aide de simulations numériques dans le but de préserver la stabilité du processus
de reconstruction.
A. Régularisation par interpolation spectrale des trous
La première méthode consiste à faire tout simplement confiance à la routine numérique qui
calcule le pseudo-inverse A+ lors de la reconstruction. En d'autres termes, dans le cas d'un
corrélateur redondant, nous ne supprimons de A que les lignes correspondant aux données man-
quantes. La taille de la matrice A est ainsi réduite en enlevant les deux lignes correspondantes à
la partie réelle et imaginaire de la mesure manquante. La matrice à inverser est ainsi mal condi-
tionnée puisqu'il n'existe pas d'information associée au trou fréquentiel obtenu. Néanmoins, la
régularisation est donc laissée à la procédure pinv de Matlab qui propose une solution de moindre
norme [55] et effectue une sorte d'interpolation spectrale pour le trou fréquentiel.
Le processus de reconstruction est maintenant appliqué, toujours sur la scène d'Espagne de
la figure 3.8. La reconstruction est répétée nf2 = 1113 fois en supprimant à chaque fois, du vec-
teur des visibilités V , la mesure correspondant à un corrélateur non redondant différent que l'on
suppose en panne et en supprimant aussi de l'opérateur A, la ligne complexe correspondante à
la mesure manquante. La figure 6.4 montre la différence du biais (∆T ′r −∆Tr) et de la déviation
standard (σ∆T ′r − σ∆Tr) pour les 1113 reconstructions faites en supposant à chaque fois qu'uncorrélateur non redondant différent Ckl est en panne.
Avec cette approche, nous observons que le processus de reconstruction n'est plus stable et
l'erreur obtenue est très élevée et dépasse de beaucoup les exigences scientifiques de la mission.
La déviation standard est la plus influencée parce que le mauvais conditionnement de la matrice
de régularisation A entraîne une propagation d'erreur dans la reconstruction. L'erreur obtenue
varie d'un corrélateur à l'autre suivant le fait que le trou fréquentiel correspond à une haute
fréquence ou à une basse fréquence. Elle est maximale pour le trou correspondant à la plus faible
fréquence spatiale et minimale dans le cas contraire. Les valeurs maximales du biais et de la
déviation standard ∆T ′r / σ∆T ′r obtenues sont les suivantes :
 polarisation x : (a) 0.60 K / 48.75 K et (b) 0.08 K / 7.42 K.
 polarisation y : (a) 0.61 K / 38.50 K et (b) 0.14 K / 9.71 K.
Même si l'approche 2 de réduction de biais reste toujours nettement meilleure à l'approhe 2, il
est clair que la valeur de la déviation standard obtenue est très élevée et non acceptable. Ainsi, il
faut chercher à mieux régulariser le problème inverse afin de diminuer cette erreur et la ramener
à des valeurs compatibles avec les exigences de la mission. Pour mieux visualiser l'instabilité
de la procédure de reconstruction, la figure 6.5 montre la carte d'erreur ∆T ′r obtenue pour un
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Figure 6.4  Régularisation par interpolation spectrale des trous : Excès d'erreur de reconstruc-
tion due à une panne d'un corrélateur non redondant Ckl en polarisations x (gauche) et y (droite)
avec (a) l'approche 1 de réduction de biais et (b) l'approche 2. L'axe des abscisses représente le
numéro de corrélateur redondant en panne.
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Figure 6.5  Régularisation par interpolation spectrale des trous : Cartes d'erreur et compo-
santes de Fourier de la scène d'Espagne obtenues si un corrélateur non redondant de l'instrument
est en panne en polarisation x (gauche) et y (droite) avec (a) l'approche 1 de réduction du biais
et (b) l'approche 2.
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corrélateur redondant en panne. Nous montrons aussi sur la même figure, les composantes de
Fourier de la scène reconstruite T̂ ′r où l'effet du trou correspondant à la fréquence manquante est
clair. L'interpolation spectrale de ces trous effectuée lors du calcul de pseudo-inverse de A n'est
pas ainsi une bonne approche et une autre méthode est nécessaire afin d'assurer la stabilité de
la reconstruction.
B. Régularisation sans interpolation spectrale des trous
La deuxième méthode proposée est basée sur une régularisation sans interpolation spectrale
des trous fréquentiels dans le processus de reconstruction. En effet, l'idée est toujours de réduire
la taille de l'opérateur A en supprimant les lignes correspondantes aux données manquantes
mais aussi en supprimant les colonnes de A correspondantes aux trous fréquentiels. La matrice
à inverser redevient ainsi bien conditionnée et la régularisation est faite à la main en mettant à
zéros les composantes de Fourier de la scène à reconstruire T̂ ′r qui correspondent aux fréquences
manquantes.
Comme pour la première approche, le processus de reconstruction est répété nf2 = 1113 fois
pour reconstruire la scène d'Espagne. La figure 6.6 montre la différence du biais (∆T ′r −∆Tr) et
de la déviation standard (σ∆T ′r −σ∆Tr) pour les 1113 reconstructions faites en supposant à chaquefois qu'un corrélateur non redondant différent Ckl est en panne. Contrairement à l'approche pré-
cédente, la régularisation sans interpolation spectrale des trous fréquentiels est presque toujours
stable et l'erreur obtenue ici est très proche de celle obtenue dans le cas où aucun corrélateur
était en panne. Pour le biais, on distingue dans plus de 99% de cas, une différence inférieure
à 10−2 K avec celui obtenu sans aucun panne. Quant à la déviation standard, cette différence
est inférieure à 10−1 K dans plus de 95% des cas et est supérieure à 0.5 K dans trois cas seulement.
Trois antennes sont principalement responsables de ces 5% de valeurs élevées de la déviation
standard. Ce sont les antennes A4, A27 et A50 situées dans le hub ou partie centrale de MIRAS
(voir figure 6.1 a). En effet, les trois corrélations entre ces antennes sont associées aux plus basses
fréquences spatiales non redondantes à l'intérieur de H (voir les points noirs autour du centre de
la figure 6.1 b). Ainsi, la perte d'une information à basse fréquence si un de ces trois corrélateurs
tombe en panne, pèse énormément sur la qualité de la reconstruction et c'est grâce au processus
de reconstruction et à la technique de réduction du biais que l'erreur est raisonnable même si
elle dépasse les exigences de la mission. D'autres corrélateurs non redondants dégradent aussi la
qualité de la reconstruction mais de manière moins significative. Ils correspondent aux corréla-
tions entre les antennes A4 ou A27 ou A50 avec celles du premier segment des deux bras opposés.
Ces corrélateurs sont également associés à des basses fréquences ce qui entraîne une dégradation
de la qualité de la reconstruction.
Pour conclure sur la panne des corrélateurs (redondants et non redondants), les deux fi-
gures 6.8 et 6.9 représentent la variation du biais et de la déviation standard en fonction du
corrélateur Ckl en panne avec les deux méthodes de régularisation. Nous pouvons conclure que
le processus de reconstruction n'est pas stable si la régularisation par interpolation spectrale
des trous est appliquée en cas de panne d'un corrélateur. Ainsi, il faut toujours régulariser le
problème sans cette interpolation spectrale surtout si le corrélateur en panne est non redondant.
Dans ce qui suit, nous traitons le cas de la reconstruction de température de brillance si une
antenne de MIRAS tombe en panne.
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Figure 6.6  Régularisation sans interpolation spectrale des trous : Excès d'erreur de reconstruc-
tion due à une panne d'un corrélateur non redondant Ckl en polarisations x (gauche) et y (droite)
avec (a) l'approche 1 de réduction de biais et (b) l'approche 2. L'axe des abscisses représente le
numéro de corrélateur redondant en panne.
123
Chapitre 6. Pannes des corrélateurs et des récepteurs de MIRAS
Cartes d'erreur ∆T ′r dans le domaine spatial
a)
b)
−2 −1 0 K 1 2
ξ1
ξ2





Figure 6.7  Régularisation sans interpolation spectrale des trous : Cartes d'erreur et compo-
santes de Fourier de la scène d'Espagne obtenues si un corrélateur non redondant de l'instrument
est en panne avec (a) l'approche 1 de réduction du biais et (b) l'approche 2.
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Figure 6.8  Régularisation par interpolation spectrale des trous : biais et déviation standard
en fonction du corrélateur en panne Ckl pour la scène d'Espagne en polarisation x (gauche) et y
(droite) avec (a) l'approche 1 de réduction du biais et (b) l'approche 2.
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Figure 6.9  Régularisation sans interpolation spectrale des trous : biais et déviation standard
en fonction du corrélateur en panne Ckl pour la scène d'Espagne en polarisation x (gauche) et y
(droite) avec (a) l'approche 1 de réduction du biais et (b) l'approche 2.
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6.3 Panne d'une antenne/récepteur
La panne d'une antenne est plus délicate que celle d'un corrélateur car dans ce cas toutes les
mesures entre cette antenne et les ` − 1 autres antennes manquent dans la reconstruction. Une
panne d'antenne correspond donc à ` − 1 mesures complexes en moins dans la reconstruction
(plus une mesure réelle si cette antenne est un NIR). Selon la forme de MIRAS et la disposition
des antennes sur le hub (partie centrale de MIRAS) et sur les 3 bras, n'importe quelle panne
d'antenne entraînera une perte au moins d'une mesure associée à une fréquence non redondante
sauf si l'antenne en panne est un NIR. Dans ce cas, toutes les mesures correspondantes sont
associées à des fréquences redondantes.
Pour les pannes des corrélateurs, deux questions étaient essentielles et déterminantes pour
comprendre l'effet de cette panne sur la reconstruction : Le corrélateur en panne est-il associé à
une fréquence redondante ou non redondante ? Cette fréquence est-elle une basse ou une haute
fréquence ?
Nous avons montré que les corrélateurs correspondant à des fréquences non redondantes sont
ceux qui influenceront plus la reconstruction. De plus, parmi ces corrélateurs non redondants,
ceux associés aux plus basses fréquences ont l'effet le plus fort sur la reconstruction. L'effet d'une
panne d'antenne sur le processus de reconstruction est, à un certain degré, semblable à la panne
d'un corrélateur non redondant mais dans ce cas nous avons `− 1 mesures complexes en moins
au lieu d'une seule. Ces mesures sont associées à un certain nombre de fréquences qui peuvent
être redondantes ou non. Le nombre des fréquences non redondantes associées à chaque antenne
et la nature de ces fréquences (basses ou hautes) dépendent de la position de cette antenne.
6.3.1 Antennes du hub
Le hub est la partie centrale de MIRAS, il est composé de 15 antennes y compris les 3 NIRs.
Nous commençons tout d'abord par étudier l'effet de ces antennes sur la qualité de la recons-
truction. Dans un premier temps, prenons le cas des 3 NIRs, notés A2, A25 et A48. Toutes les
corrélations possibles entre les NIRs et les autres antennes sont associées à des fréquences redon-
dantes parce que les lignes de base liant les NIRs aux autres antennes sont toutes redondantes.
par conséquent, si un des NIRs tombe en panne, il n'y aura pas de trous dans la couverture
fréquentielle H et ainsi pas de perte d'information fréquentielle. Une première conclusion peut
être tirée ici et à confirmer après avec des simulations numériques est que la panne d'un NIR
n'aura presque aucun effet sur la reconstruction.
Prenons maintenant le cas des antennes A1, A3, A24, A26, A47 et A49, chacune entre elles est
associée à deux fréquences spatiales non redondantes. Ces fréquences sont des hautes fréquences
car elles correspondent aux corrélations entre ces antennes et celles à l'extrémité des deux bras
opposés. De même, chacune des antennes A5, A28, A51 est associée à six hautes fréquences non
redondantes qui correspondent aux corrélations entre ces antennes et les trois dernières antennes
des deux bras opposés. Ainsi, la panne d'une de ces neuf antennes entraînera la perte des infor-
mations à hautes fréquences qui n'ont pas un impact majeur sur la reconstruction. Une deuxième
conclusion, que l'on peut tirer et qui doit être confirmée par les simulations numériques, est que
la panne d'une de ces neuf antennes n'aura pas un effet majeur sur la qualité de la reconstruc-
tion à condition de bien régulariser le problème à résoudre, c.à.d. sans interpolation des trous
fréquentiels.
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Pour les antennes A4, A27 et A50, chacune est associée à 38 fréquences non redondantes d'où
une perte d'information fréquentielle très importante et qui pèsera sur la reconstruction. Parmi
ces fréquences manquantes, nous trouvons des basses fréquences, surtout celles qui correspondent
aux corrélations entre ces antennes elles-mêmes et avec celles du premier segment de deux bras
opposés (voir les points et les lignes noires proche du centre de la couverture fréquentielle H pré-
sentée à la figure 6.1-b). par conséquent, la panne d'une de ces trois antennes pèsera certainement
sur la reconstruction à cause de la perte des informations à basses fréquences qui représentent la
majorité de l'information utile à reconstruire.
6.3.2 Antennes des bras
En plus du hub, MIRAS est aussi formé de 3 bras en Y dont chacun est composé de 3 segments
dont chaque segment contient 6 antennes (voir figure 6.1-a). Si une de ces antennes tombe en
panne, les mesures manquantes correspondent aux corrélations de cette antenne avec :
1. les antennes du même bras : toutes ces mesures sont associées à des fréquences redondantes.
2. les antennes du hub : la majorité de ces mesures sont aussi associées à des fréquences
redondantes sauf dans certains cas par exemple avec les antennes A4, A27 et A50 où les
fréquences correspondantes sont non redondantes.
3. les antennes de deux autres bras : Dans ce cas, toutes ces mesures sont associées à des
fréquences non redondantes où on distingue 2× 18 mesures manquantes associées à 2× 18
fréquences non redondantes.
Au total, une antenne Ak appartenant à un bras de MIRAS est associée au moins à 38
fréquences spatiales non redondantes. Quant à la nature de ces fréquences (basses ou hautes),
nous remarquons que :
• Plus l'antenne en panne est à l'extrémité du bras, plus les fréquences non redondantes man-
quantes sont des hautes fréquences. Ainsi, on s'attend à ce que plus l'antenne en panne
s'éloigne du hub, plus l'effet de cette panne sur le processus de reconstruction sera faible.
• Plus l'antenne en panne est proche du hub, plus les fréquences non redondantes manquantes
sont des basses fréquences. Contrairement au premier cas, on s'attend ici à ce que plus
l'antenne en panne s'approche du hub, plus l'effet de cette panne sur le processus de re-
construction sera important.
6.3.3 Simulations numériques
Il reste maintenant à confirmer les conclusions précédentes à l'aide des simulations numé-
riques. Toujours pour la scène d'Espagne, la figure 6.10 montre la variation du biais et de la
déviation standard obtenus en fonction de la position de l'antenne Ak en panne (k = 1...69) en
régularisant les trous avec une interpolation spectrale effectuée lors du calcul de pseudo-inverse
A+. Nous remarquons que, comme pour la panne d'un corrélateur non redondant, cette ap-
proche fournit des solutions instables surtout si l'antenne en panne est associée aux plus grands
nombres des basses fréquences non redondantes comme pour les antennes A4, A27 et A50 du hub.
La déviation standard obtenue σ∆T ′r atteindra des valeurs proche de 80 K avec l'approche 1 deréduction de biais et 30 K avec l'approche 2. Il est évident que cette approche n'est pas satis-
faisante et il est nécessaire de régulariser le problème à résoudre sans interpolation spectrale des
trous fréquentiels.
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Figure 6.10  Régularisation par interpolation spectrale des trous : Variation du biais et de la
déviation standard en fonction de la panne d'une antenne Ak en polarisations x (gauche) et y
(droite) avec (a) l'approche 1 de réduction de biais et (b) l'approche 2.
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Figure 6.11  Régularisation sans interpolation spectrale des trous : Variation du biais et de la
déviation standard en fonction de la panne d'une antenne Ak en polarisations x (gauche) et y
(droite) avec (a) l'approche 1 de réduction de biais et (b) l'approche 2.
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La méthode de la régularisation sans interpolation spectrale des trous est maintenant appli-
quée. La taille de l'opérateur A est réduite en supprimant toutes les lignes correspondantes aux
données manquantes (68 lignes complexes au moins) ainsi que les colonnes correspondants aux
fréquences non redondantes associées à ces données. La figure 6.11 montre la variation du biais et
de la déviation standard obtenus en fonction de la position de l'antenne Ak en panne (k = 1...69.
En comparaison avec la régularisation avec interpolation spectrale, cette approche est beaucoup
plus stable quelle que soit l'antenne en panne. La valeur maximale obtenue de la déviation stan-
dard est de 4 K avec l'approche 1 de réduction de biais et 3 K avec l'approche 2. Ces valeurs
correspondent au cas où une des trois antennes A4, A27 et A50 du hub est en panne. Comme
déjà dit précédemment, la panne d'une de ces trois antennes entraînera la perte d'information
associée aux plus faibles fréquences non redondantes et par conséquent l'effet sur le processus de
reconstruction est maximum. Pour les autres antennes du hub, la panne d'une antenne n'a pas
d'effet sur la reconstruction parce que les fréquences non redondantes manquantes sont toutes
des hautes fréquences. Quant aux antennes des bras, plus l'antenne en panne est proche du hub,
plus l'effet de cette panne sur la qualité de la reconstruction est important.
Il faut aussi souligner que la panne d'une antenne est dans l'ensemble plus critique que la
panne d'un corrélateur. Mais cela n'est pas toujours le cas, puisque par exemple, la panne d'une
antenne de référence ou NIR n'a presque aucun effet sur la qualité de reconstruction tandis que
la panne d'un seul corrélateur non redondant associé à une très basse fréquence affecte beaucoup
plus la reconstruction (par exemple entre les deux antennes A4 et A27).
Conclusion
Dans ce chapitre, nous avons étudié la faisabilité et la stabilité de l'approche bande passante
limitée en cas de panne de certains éléments de MIRAS qui sont susceptibles de se produire
lorsque l'instrument sera en orbite. Deux genres de pannes ont été étudiés : la panne d'un cor-
rélateur ou la panne d'une antenne/récepteur.
La panne d'un corrélateur correspond à une mesure en moins dans la reconstruction. Nous
avons montré que si le corrélateur en panne est associé à une ligne de base redondante et donc
à une fréquence spatiale angulaire redondante, alors la donnée manquante n'a aucun effet sur la
qualité de la reconstruction parce qu'il n'y aura aucune perte d'information fréquentielle dans
la bande passante. En revanche, si la donnée manquante correspond à une ligne de base non
redondante et donc à une fréquence spatiale angulaire non redondante, alors un trou fréquentiel
apparaitra dans la bande passante et l'information correspondante à cette fréquence sera per-
due. La solution reconstruite devient inacceptable avec une valeur de biais pouvant dépasser 50 K.
Ainsi, nous avons proposé d'écarter de l'opérateur de reconstruction les colonnes correspon-
dant aux fréquences non redondantes manquantes ou trous pour empêcher une interpolation
spectrale de ces trous lors de la régularisation. Cette approche s'avère efficace surtout si les cor-
rélateurs en panne sont associés à des fréquences spatiales élevées. L'influence de cette panne
reste plus forte si le trou correspond à une basse fréquence parce qu'elle contient la majorité de
l'information utile à reconstruire.
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Quant à la panne d'une antenne/récepteur, elle correspond au cas où 68 mesures manquent
dans la reconstruction. Dans ce cas, le nombre de fréquences non redondantes manquantes et
la nature de ces fréquences (basses ou hautes) varient d'une antenne à l'autre. Comme dans le
cas d'une panne d'un corrélateur non redondant, nous avons proposé d'écarter de l'opérateur de
reconstruction les colonnes correspondant aux fréquences non redondantes manquantes ou trous
pour empêcher une interpolation spectrale de ces trous lors de la régularisation. Nous avons
montré, qu'à l'exception pour certaines antennes, cette approche est toujours efficace même si
le nombre de fréquences non redondantes manquantes est élevé. Les antennes les plus critiques
sur la reconstruction, si elles tombent en panne, sont celles associées aux plus faibles basses
fréquences non redondantes ce qui est normal puisque la majorité de l'information fréquentielle
utile est contenue dans les basses fréquences. En résumé, nous avons montré que pour la partie
centrale de MIRAS (hub), seules les trois antennes A4, A27 et A50 ont un effet critique sur la
reconstruction. Pour les trois bras de MIRAS, nous avons montré que plus l'antenne en panne
est proche du hub, plus l'effet de cette panne sur la qualité de la reconstruction est important.
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Durant le vol, les diagrammes d'antennes de MIRAS peuvent différer de ceux mesurés sur
la Terre avant le lancement. L'objectif de ce chapitre est de proposer une méthode capable
d'estimer ces diagrammes d'antennes, lorsque l'instrument est en orbite, à partir des mesures
interférométriques prises sur des scènes connues du ciel. Ceci fait partie de ce qu'on appelle
"étalonnage externe". Une méthode d'étalonnage est ainsi proposée basée sur la minimisation
d'un critère non convexe par des algorithmes d'optimisations itératifs. Deux tentatives sont
finalement proposées pour estimer ces diagrammes d'antennes suivant la méthode proposée.
Dans la première, nous proposons de faire une décomposition en harmoniques sphériques des
diagrammes d'antennes alors que dans la deuxième, nous proposons une approche simple en
supposant que la variation des diagrammes d'antennes en orbite est linéaire par rapport à ceux
mesurés au sol ou à la phase de calibration précédente.
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7.1 Étalonnage
Nous définissons ici de manière très simple la notion d'étalonnage ainsi que sa nécessité pour
les instruments.
7.1.1 Notion d'étalonnage
L'étalonnage est une opération qui concerne surtout les appareils de mesure. Par exemple,
deux appareils de la même gamme (même marque, même modèle), ne réagissent pas exactement
de la même manière. Il faut donc une procédure permettant d'obtenir le même résultat à partir
de la même situation initiale. L'étalonnage est un processus qui permet d'établir une relation
entre un élément à mesurer et une unité de mesure. Ceci est fait en comparant cet élément à des
éléments standard ayant des mesures connues et fixes. Par exemple, la longueur d'un bâton peut
être calibrée par comparaison à une règle qui a une longueur connue. Une fois que la longueur du
bâton est établie, elle peut être utilisée pour mesurer la longueur d'autres objets. La calibration
est donc le processus d'ajuster quantitativement la sortie (ou réponse) d'un instrument à des
signaux d'entrées contrôllées.
7.1.2 Nécessité de l'étalonnage
Un objectif principal de tout instrument est de fournir des données exactes ou au moins les
plus fidèles possible à la réalité. Ainsi, seul un instrument bien calibré ou étalonné est capable
de fournir de telles données. L'étalonnage de l'instrument est ainsi indispensable pour son bon
fonctionnement. Il est nécessaire si par exemple :
• L'instrument est nouveau.
• Un certain temps est écoulé depuis la fabrication de l'instrument.
• Un certain nombre d'heures d'usage de l'instrument est écoulé.
• L'instrument a reçu un choc qui peut perturber ses composants.
7.2 Étalonnage de MIRAS
Il est évident qu'un instrument bien étalonné fournit des mesures les plus proches possible
de la réalité. Pour la mission spatiale SMOS, l'étalonnage de l'instrument MIRAS constitue
un objectif principal pour le succès de la mission. Lorsque l'instrument est en orbite, plusieurs
erreurs de précision de mesures apparaissent avec le temps. L'étalonnage doit faire en sorte que
ces erreurs n'amènent pas une dégradation des performances significatives de l'instrument, ce
qui peut impliquer la nécessité d'un étalonnage régulier des paramètres susceptibles de varier. La
précision des mesures, immédiatement après l'étalonnage, sera optimale mais peut se dégrader
au fil du temps jusqu'à la prochaine phase d'étalonnage. Pour MIRAS, tous les paramètres ou
les composants de cet instrument peuvent être classés dans l'une de ces différent catégories [71] :
a) Pas d'étalonnage : paramètres limités par la conception du matériel.
b) Étalonnage au sol : paramètres supposés invariants en orbite.
c) Procédure d'auto-étalonnage : correction par les propriétés intrinsèques des données mesurées.
d) Étalonnage interne : par injection d'un bruit au niveau des antennes.
e) Étalonnage externe : usage de cible connue comme le ciel profond.
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Ici, on ne s'intéresse qu'à étalonner les diagrammes d'antennes de MIRAS (66 LICEFs et 3
NIRs) lorsque cet instrument est en orbite à partir de mesures prises durant la phase d'étalonnage
externe sur des scènes connues du ciel profond. Ainsi, une partie d'une orbite de 100 minutes sera
consacrée deux fois par mois pour l'étalonnage externe. Les mesures prises durant cette phase
seront utilisées pour étalonner différents paramètres en particulier les diagrammes d'antennes.
Le temps d'observation des scènes du ciel durant l'étalonnage externe est de 33 minutes où
pendant environ 15 minutes, l'instrument pointe dans la même direction du ciel et donc fournit
des mesures représentant la même scène. Le temps d'intégration étant τ = 1.2 secondes, alors
750 snapshots indépendants du point de vue bruit, mais représentant la même scène du ciel, sont
pris par l'instrument.
7.3 Méthode d'étalonnage
Nous décrivons ici une approche d'étalonnage des diagrammes d'antennes de MIRAS basée
sur une décomposition linéaire de ces diagrammes dans une certaine famille et qui nécessitera
d'estimer un certain nombre de coefficients. Ensuite, une méthode d'optimisation est mise en
oeuvre pour estimer ces coefficients à partir des données existantes. Il convient aussi de spécifier
les algorithmes capables de résoudre ce problème.
7.3.1 Modélisation des diagrammes d'antennes
Notons par F(ξ) un diagramme d'antenne de MIRAS défini pour chaque point ξ = (ξ1, ξ2)
à l'intérieur du champ de vue de MIRAS où nous supposons que ce champ est composé de M
points. Pour modéliser ce diagramme d'antenne, il faut projeter le diagramme d'antenne F sur
un espace de décomposition approprié de dimension beaucoup plus faible, soit N , avec N ¿M .
Ainsi, un diagramme d'antenne peut se mettre sous la forme suivante :
F = Bx (7.1)
où B est un opérateurM×N à préciser selon l'espace de décomposition choisi et x est un vecteur
de N coefficients à estimer.
7.3.2 Étalonnage au sol
L'étalonnage au sol signifie qu'à partir d'un certain diagramme d'antenne connu, nous pou-
vons estimer le vecteur de coefficients x. Ainsi, pour un diagramme d'antenne F, le vecteur de




où W est une matrice diagonale de pondération de dimension M ×M . Une solution explicite
x̂sol [55], dite des moindres carrées pondérées, existe et est donnée par :
x̂sol = (B†WB)−1(B†W)F (7.3)
En réalité, l'étalonnage des diagrammes d'antennes se fait lorsque l'instrument est en orbite
et dans ce cas, nous ne disposons que des données interférométriques mesurées à partir des scènes
connues du ciel profond.
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7.3.3 Étalonnage en orbite
Lorsque l'instrument est en orbite, les diagrammes d'antennes peuvent varier et différer de
ceux mesurés au sol. L'étalonnage de ces diagrammes est ainsi indispensable pour le succès de
la mission. Les seules données disponibles sont les mesures des visibilités prises sur des scènes
connues du ciel profond Tc. Dans ce qui suit, nous allons supposer que :
• Fo sont les diagrammes d'antennes de MIRAS mesurés au sol (ou à l'issue de l'étape d'étalon-
nage précédente).
• F sont les diagrammes d'antennes de MIRAS à estimer.
• V = (Vb)b=1..nb est le vecteur de nb visibilités prises sur la scènes du ciel Tc à partir des
diagrammes d'antennes à estimer F. nb est le nombre de lignes de bases qui est égal à
nb = `(`− 1)/2 + 3 = 2349 et b est le numéro de mesure.
Chacune des mesures des visibilités Vb, vérifie l'équation (1.6). Elle correspond à la corrélation
entre deux antennes Ak(b) et Al(b) de diagrammes d'antennes Fk(b) et Fl(b) respectivement où
(k(b), l(b)) représente le couple d'antennes corrélées à la mesure b. Ainsi, d'après l'équation (1.6),























−2jpiukl(b)ξm × Tc(ξm) . (7.6)




Remplaçant maintenant F par sa valeur donnée par l'équation (7.1), l'équation (7.7) s'écrit :
Vb = (xl(b)Bl(b))
†Db(Bk(b)xk(b)) . (7.8)
Nous remarquons ainsi que la variation entre V et x est non linéaire. par conséquent, les
méthodes classiques d'inversion ne sont pas applicables ici pour estimer le vecteur x et l'utilisation
de méthodes d'optimisation itératives est nécessaire pour résoudre ce problème. Ainsi, en utilisant
les seules données disponibles, ou visibilités V , nous proposons de calculer x en minimisant le








Plusieurs algorithmes d'optimisations sont envisageables comme l'algorithme de la descente
du gradient et l'algorithme du gradient conjugué. Ces deux algorithmes sont simples à implémen-
ter et ont une convergence linéaire pour le premier et super-linéaire pour le second ([72] page 41).
Cependant, vue la nature non convexe du critère (7.9) qui est aussi non quadratique avec des
termes en x d'ordre 4, nous proposons d'utiliser aussi l'algorithme de Newton qui nécessite le
calcul des dérivées d'ordre 1 et 2 du critère à minimiser. La vitesse de convergence est ici qua-
dratique ([72] page 41) mais le temps de calcul de chaque itération est plus élevé de celui des
algorithmes précédents.
Ainsi, quel que soit l'algorithme choisi, les étapes suivantes sont répétées à chaque itération t
et l'organigramme correspondant est présenté sur la figure 7.1 :
1. Calcul du gradient ∇J(x(t)) (et de la matrice hessienne ∇2J(x(t)) si nécessaire)
2. Choix de la direction de descente d(t) selon l'algorithme
3. Calcul du pas optimal λmin > 0 tel que λmin = argmin
λ
J(x(t) + λd(t))
4. Mise à jour de la solution : x(t+1) = x(t) + λmind(t)
Il nous reste maintenant à définir la direction de descente d, expliquer le choix de cette
direction pour chaque algorithme, calculer le pas de minimisation λ et finalement préciser l'ini-
tialisation et le test d'arrêt.
Figure 7.1  Organigramme des algorithmes itératifs de gradient, gradient conjugué et Newton.
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a) Direction de descente
En optimisation, une direction de descente d est un vecteur de même dimension que le vecteur
à estimer x qui permet de se rapprocher d'un minimum local x̂ de la fonction à minimiser J(x).
Elle est ainsi définie à l'itération t, comme étant n'importe quel vecteur d(t) tel que le produit
scalaire entre ce vecteur et la dérivée du critère à minimiser J(x(t)) est négatif :
d(t)
†∇J(x(t)) < 0. (7.10)
Cette condition est obtenue en utilisant le théorème de Taylor d'ordre 1 ([73], page 22).
En effet, soit x(t−1) la solution de J(x) à l'itération t − 1 et x(t) la solution à l'itération t. Le
développement de Taylor d'ordre 1 appliqué à x(t) s'écrit :
J(x(t)) = J(x(t−1)) +∇J(x)(t)†(x(t) − x(t−1)) +O(x(t) − x(t−1))2 . (7.11)
L'objectif étant d'obtenir une direction de descente qui garantit la diminution de la valeur
du critère d'une itération à l'autre, on souhaite donc que l'inégalité suivante soit satisfaite :
J(x(t))− J(x(t−1)) < 0
ce qui se traduit par la condition :
∇J(x(t))†(x(t) − x(t−1)) < 0.
Ce développement de Taylor est valable si la variation de (x(t) − x(t−1)) est suffisamment
faible. Elle peut se mettre ainsi sous la forme suivante :
x(t) − x(t−1) = λd(t)
où λ ≥ 0 est un pas faible de minimisation à une dimension et d est la direction de descente. La
combinaison de ces deux dernières équations permet d'obtenir la condition de descente donnée à
l'équation (7.10).
b) Choix de la direction de descente
Dans la plupart des algorithmes itératifs d'ordre 1 et 2, la mise à jour de la solution s'écrit
sous la forme suivante ([73], page 25) :
x(t+1) = x(t) − λ(t)H(t)∇J(x(t)) .
où H(t) est une matrice réelle symétrique définie positive. La direction de descente s'écrit alors :
d(t) = −H(t)∇J(x(t)) .
La condition de descente donnée à l'équation (7.10) devient :
∇J(x(t))†H(t)∇J(x) > 0 . (7.12)
Cette condition est toujours vraie tant que la matrice H(t) est définie positive. Il nous reste




La direction de descente la plus simple est celle de la méthode du gradient où dans ce casH(t)
n'est autre que la matrice identité :
d(t) = −∇J(x(t)).
Ce choix peut cependant s'avérer inefficace notamment lorsque le critère contient une vallée
très resserrée et courbée qui inclut le minimum. Dans ce cas, l'optimisation arrive au fond de la
vallée vers le minimum en utilisant de très petits pas et se révèle donc très lente ([72], page 41)
avec une vitesse de convergence linéaire [73] [74].
Algorithme du gradient conjugué
Diverses corrections, de la direction de descente, à l'algorithme du gradient ont été proposées
dans la littérature dont la plus importante est celle de l'algorithme du gradient conjugué. Une
motivation de cet algorithme est qu'il converge plus rapidement que la méthode de gradient et
qu'il est moins exigeant en termes de calcul que la méthode de Newton présentée plus loin ([73],
page 130). La direction de descente est ainsi définie par :
d(t) = −∇J(x(t)) + µ(t)d(t−1),
où µ(t) est un coefficient réel positif calculé à chaque itération. Une propriété du gradient conju-
gué est que le gradient ∇J(x(t)) est orthogonal aux directions de descentes précédentes ([73],
page 136). Différentes méthodes existent pour calculer le coefficient µ comme la méthode du
Polak-Ribière que nous utilisons ici :
µ(t) =
∇J(x(t))†(∇J(x(t))−∇J(x(t−1)))∥∥∥∇J(x(t−1))∥∥∥2 . (7.13)
D'après ([73], page 139), cette méthode est la plus robuste surtout si le critère à minimiser
est non quadratique (ce qui est notre cas) où la perte d'orthogonalité entre le gradient et les
directions de descentes précédentes se fait progressivement au fil des itérations. par conséquent,
la solution restera bloquée autour du même point. Une solution est de rafraichir l'algorithme, par
une itération de la descente du gradient, chaque p itérations ou à chaque fois que deux gradients
consécutifs sont loin d'être orthogonaux, c.à.d. pour :∣∣∇J(x(t))t∇J(x(t−1))∣∣∥∥∇J(x(t))∥∥2 ≥ ν (7.14)
où p représente le nombre d'inconnus et ν est une constante positive inférieure à 1. La valeur
typique de ν est 0.1 ([72], page 125). Nous rappelons que deux directions de descentes consécutives
sont orthogonales si d(t)†d(t−1) = 0.
Algorithme de Newton
Pour la méthode de Newton, la matrice H(t) est définie comme l'inverse de la matrice hes-
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Pour vérifier la condition de descente (7.12), cette matrice doit être toujours réelle symétrique
et définie positive. La direction de descente s'écrit donc :
d(t) = −(∇2J(x(t)))−1∇J(x(t)),
L'idée de la méthode de Newton est de minimiser le critère J(x(t)) autour d'une solution x(t).
Le développement de Taylor d'ordre 2 ([73], page 26) de J(x(t)) s'écrit :
J(x(t)) = J(x(t−1)) + ∇J(x)(t)†(x(t) − x(t−1))
+ 12(x
(t) − x(t−1))†∇2J(x(t))(x(t) − x(t−1))
+ O
(
x(t) − x(t−1))3 .
(7.15)
Le minimum du critère J(x(t)) est obtenu en annulant sa dérivée par rapport à x(t) où on
obtient :
∇J(x(t)) +∇2J(x(t))(x(t) − x(t−1)) = 0
qui peut s'écrit aussi de la manière suivante :
x(t) = x(t−1) − (∇2J(x(t)))−1∇J(x(t)) .
Cette équation représente la forme pure de Newton. En pratique, un pas faible de minimisa-
tion à une dimension λ est ajouté à la solution pour assurer que la variation de (x(t) − x(t−1))
est faible. L'équation précédente devient :
x(t) = x(t−1) + λ(t)d(t)
où d(t) est la direction de descente dans le cas de Newton qui est égale à :
d(t) =
(∇2J(x(t)))−1∇J(x(t)) .
Pour vérifier la condition de descente (7.12), il reste à imposer à la matrice hessienne d'être
définie positive à chaque itération. Comme le critère J(x) est non convexe, alors ∇2J(x) n'est
pas forcément toujours définie positive et une correction de cette matrice est parfois nécessaire.
Plusieurs corrections de la matrice hessienne ont déjà été présentées ([72], page 48). La
correction la plus simple est d'ajouter à ∇2J(x) un multiple de la matrice identité, c.à.d. trouver
un scalaire ² tel que ∇2J(x)+ ²I est suffisamment définie positive. En pratique, cette correction
peut se faire par le calcul de la valeur propre minimale de ∇2J(x) à chaque itération. Si cette
valeur est négative, alors un scalaire ² juste supérieur à la valeur absolue de la valeur propre
minimale est ajouté à la diagonale de∇2J(x). Cependant, il n'est pas toujours possible de calculer
la valeur propre minimale de ∇2J(x). D'autres solutions pratiques existent pour calculer ². Une
solution est de choisir ² assez faible et d'essayer de faire la décomposition de Cholesky de la
matrice ∇2J(x) + ²I. Si cette décomposition termine par un succès, alors la matrice hessienne
corrigée est définie positive. Sinon, ² est augmentée et la décomposition de Cholesky est répétée
jusqu'à l'obtention d'une matrice hessienne définie positive ([72], page 51).
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c) Minimisation à une dimension
Les algorithmes itératifs choisis pour minimiser le critère J(x) nécessitent le calcul à chaque
itération d'un pas de minimisation à une dimension de ce critère (Line Search Method) [72].
Ce pas contribue à la mise à jour de la solution et est calculé de manière à obliger le critère à
diminuer d'une itération à l'autre. L'équation de mise à jour de la solution x est donnée par :
x(t+1) = x(t) + λmind(t)




Dans un cadre général, il peut être très coûteux de calculer λmin en minimisant (7.16) car
ceci nécessite un calcul à plusieurs reprises du critère pour trouver finalement un minimum éven-
tuellement local de (7.16). par conséquent, des méthodes approchées sont utilisées pour trouver
un pas λ non global mais qui assure la diminution du critère J(x) d'une itération à l'autre. Parmi
ces méthodes, celles basées sur les conditions de Wolfe, les conditions de Goldstein qui utilise la
valeur du critère aussi que du gradient pour déterminer λ ([72], page 56).
Dans notre cas, l'avantage est que le calcul de λmin est explicite car la minimisation de (7.16)
se réduit à la résolution d'un polynôme d'ordre 4 en fonction de λ qui peut s'écrit :
J(λ) = J0 + J1λ+ J2λ2 + J3λ3 + J4λ4,
où J0, J1, J2,J3 et J4 sont des réels à déterminer. Ainsi, λmin est calculé explicitement sans
évaluation du critère avec un temps de calcul assez rapide. Dans un premier temps, nous calculons
la dérivée du polynôme J(λ) qui est à son tour un polynôme d'ordre 3. Ensuite, nous calculons les
racines de cette dérivée. Finalement, parmi les racines positives, λmin sera celle qui correspond
à J(λ) le plus petit.
d) Initialisation
L'initialisation de l'algorithme d'optimisation se fait à partir des diagrammes d'antennes
mesurés au sol (ou à l'étape d'étalonnage précédente), noté Fo. Ainsi, d'après l'équation (7.3),
le point de départ de l'algorithme correspond à la solution xo donnée par :
x̂o = (B†WB)−1(B†W)Fo (7.17)
L'importance de cette initialisation est que si les diagrammes d'antennes en orbite varient
légèrement par rapport à ceux mesurés au sol ou à l'étape d'étalonnage précédente (ce qui est at-
tendu), alors cette initialisation n'est pas loin de la solution globale et évite ainsi à l'optimisation
de tomber dans des minima locaux.
e) Test d'arrêt
Pour le test d'arrêt, nous proposons d'utiliser une condition sur ces trois termes :
• La différence entre la solution de deux itérations consécutives :
‖δx‖2 = ‖x(t) − x(t−1)‖2 < Ex
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• La différence entre le critère de deux itérations consécutives :
‖δJ‖2 = ‖J (t) − J (t−1)‖2 < EJ
• La norme du gradient à chaque itération :
‖∇J‖2 < E∇J
où EC, EJ et E∇J sont des seuils faibles à préciser selon la difficulté du problème.
7.4 Première tentative : décomposition en HS
L'idée ici est d'appliquer la méthode proposée ci-dessus en modélisant les diagrammes d'an-
tennes par une décomposition en harmoniques sphériques (HS).
7.4.1 Modélisation des diagrammes d'antennes
Chaque antenne de MIRAS observe l'intégralité de la scène située devant l'instrument qui
peut être défini, soit en coordonnées spatiales ξ(ξ1, ξ2), soit en coordonnées sphériques (θ, φ).
Nous rappelons que ξ1 et ξ2, composantes de la variable de position angulaire ξ, sont les cosinus
directeurs de la direction d'observation, avec ξ1 = sin θ cosφ et ξ2 = sin θ sinφ et θ et φ sont les
coordonnées sphériques traditionnelles où θ ∈ [0, pi] et φ ∈ [0, 2pi] (voir figure 1.4 au chapitre 1).
Pour modéliser un diagramme d'antenne, l'approche naturelle est de proposer une décomposi-
tion en harmoniques sphériques (HS) du diagramme d'antenne. Toute fonction F(θ, φ) (ou F(ξ))







où clm sont des coefficients constants et souvent, en mathématiques, prennent le nom de coef-
ficients de Fourier généralisé. Quant à Ylm(θ, φ), ce sont les fonctions harmoniques sphériques
obtenues à partir de l'équation de Laplace de degré ` et d'ordre m (−l ≤ m ≤ l). Elles sont
égales à la partie réelle d'une fonction complexe appelée fonction associée de Legendre Ylm(θ, φ)












où Plm(X), X ∈ [−1, 1], est le polynôme de Legendre donné par :
Plm(X) =
(−1)m





(X2 − 1)l]. (7.20)
Les fonctions Ylm(θ, φ) présentent de plus en plus de symétries au fur et à mesure que l
croît (sauf lorsque l = 0, puisque Y00 est une fonction constante et décrit donc une sphère). La
figure 7.2 montre des fonctions harmoniques sphériques de degré et d'ordre variables. Ce sont
donc des surfaces qui enveloppent la sphère et qui présentent des ondulations de part et d'autre
de zéro : en rouge les zones positives, en bleu les zones négatives, et en blanc les passages par
zéro. La règle est que la fonction harmonique sphérique passe autant de fois par zéro que son
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Figure 7.2  Fonctions harmoniques sphériques Ylm(θ, φ) de degré et d'ordre variables
degré l. Parmi ces passages, m se font suivant une longitude (sur un grand cercle), et donc l−m
suivant une latitude (sur un petit cercle). Une propriété des fonctions harmoniques sphériques
Ylm, est qu'elles sont orthonormales suivant le produit scalaire suivant :





Ylm(θ, φ)Y ∗l′m′ (θ, φ) sin(θ)dθdφ = δll′ δmm′
où δ est le symbole de Kronecker qui est égal à 1 si l = l′ et m = m′ et à 0 sinon.
En pratique et pour des raisons numériques, la somme sur l de la décomposition en harmo-
niques sphériques (7.18) est tronquée à un ordre lmax. Ainsi, le nombre de coefficients clm est






clmYlm(θ, φ) = YC. (7.21)
où Y est une matrice réelle M ×L contenant les harmoniques sphériques et C est le vecteur des
coefficients complexes clm de dimension L× 1.
7.4.2 Étalonnage au sol
Dans un premier temps, l'objectif ici est d'estimer les coefficients de la décomposition en har-
moniques sphériques clm à partir d'un diagramme d'antenne connu F à un ordre lmax. Ensuite,
nous allons calculer, à partir des coefficients clm obtenus, le diagramme d'antenne tronqué F̂
donné par l'équation (7.21). Finalement, nous allons étudier la faisabilité de cette approche
en calculant l'erreur de reconstruction pour une scène observée par les vrais diagrammes d'an-
tennes F mais reconstruite à partir des diagrammes d'antennes tronqués F̂. L'erreur obtenue est
ensuite comparée à celle obtenue par une reconstruction avec les vrais diagrammes d'antennes
de MIRAS.
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a) Calcul des coefficients clm
D'après l'équation (7.2), les coefficients clm de la décomposition en harmoniques sphériques
d'un diagramme d'antenne F(θ, φ) sont la solution d'un problème d'optimisation qui minimise
l'erreur quadratique E entre F et les diagrammes d'antennes tronqués F̂ = YC :





(F(θ, φ)−Y(θ, φ)C)2 sin(θ)dθdφ, (7.22)
où W est une matrice diagonale de pondération dont les éléments non nuls sont de la forme
sin(θ). D'après (7.3), une solution explicite existe [55], dite de moindres carrés pondérés, et est
donnée par :
C = (Y∗WY)−1(Y∗W)F (7.23)
Le diagramme d'antenne approximé ou tronqué F̂ peut être ainsi calculé par (7.21). L'erreur
E dépend de l'ordre de la décomposition : plus lmax est élevé, plus l'erreur est faible et F̂
s'approche de F.
b) Validation de la modélisation
Pour valider la méthode de décomposition en harmoniques sphériques des diagrammes d'an-
tennes, il faut que la reconstruction des cartes de température de brillance à partir des dia-
grammes approximés F̂ soit aussi stable que celle avec les vrais diagrammes d'antennes F de
MIRAS. En d'autres termes, il faut trouver l'ordre de la décomposition lmax qui permet de re-
construire, à partir des visibilités mesurées par F, la scène observée Tb par F̂ tout en aboutissant
à une erreur de reconstruction respectant les exigences de la mission.
Pour trouver cet ordre convenable de la décomposition en harmoniques sphériques, nous ef-
fectuons l'étude suivante : pour la scène d'Espagne présentée à la figure 2.8, notons par V les
visibilités calculées à partir de l'équation (1.6) en utilisant les vrais diagrammes d'antennes F
de MIRAS. Ensuite, le processus de reconstruction est appliqué pour reconstruire cette scène
où l'opérateur A est calculé par les diagrammes approximés F̂. Cette reconstruction est répétée
pour différentes valeurs de lmax. La figure 7.3 montre la variation du biais ∆Tr et de la déviation
standard σ∆Tr en fonction de l'ordre lmax.
∆Tr σ∆Tr









Figure 7.3  Variation de l'erreur de reconstruction∆Tr / σ∆Tr de la scène d'Espagne en fonction
de l'ordre lmax de la décomposition en HS. La ligne pointillée correspond aux valeurs obtenues
lors de la reconstruction avec les vrais diagrammes d'antennes.
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7.4. Première tentative : décomposition en HS
Comme prévu, plus l'ordre de la décomposition lmax est grand, plus l'erreur de reconstruction
s'approche de celle obtenue avec les vrais gains de MIRAS : ∆Tr = 0.02 K et σ∆Tr= 0.26 K .
Le biais est au dessous de 0.1 K à partir d'un ordre lmax = 10 alors que la déviation standard
ne descend en dessous de 1 K que pour lmax > 40, soit 1681 coefficients par antenne et ne s'ap-
proche de celle obtenue avec les vrais diagrammes d'antennes de MIRAS que pour lmax = 50, soit
2601 coefficients par antenne où l'erreur de reconstruction est : ∆Tr = 0.04 K et σ∆Tr= 0.55 K.
Le nombre d'antenne de MIRAS est 69, alors le nombre de coefficients complexes à estimer
pour lmax ≥ 40 est supérieur à L = 115989.
Une visualisation des cartes d'erreur de reconstruction ∆Tr est maintenant présentée. La fi-
gure 7.4 montre les cartes d'erreur obtenues si la reconstruction est faite avec les vrais diagrammes
d'antennes F et aussi avec ceux approximés F̂ pour différents lmax.
lmax = 10
∆Tr = 0.07 K
σ∆Tr= 4.34 K
lmax = 30
∆Tr = 0.09 K
σ∆Tr= 2.67 K
lmax = 50
∆Tr = 0.04 K
σ∆Tr= 0.55 K
∆Tr = 0.02 K
σ∆Tr= 0.26 K
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Figure 7.4  Cartes d'erreurs de reconstruction ∆Tr pour la scène d'Espagne : à gauche, celle
obtenue avec les vrais diagrammes d'antennes F et à droite celles obtenues avec les diagrammes
approximatifs F̂ pour différents lmax.
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7.4.3 Étalonnage en orbite
Nous rappelons ici que l'objectif est de minimiser le critère (7.9) qui, pour une décomposition





où Rb est une matrice L× L donnée par :
Rb = Y†DbY. (7.25)
La minimisation de ce critère par les algorithmes présentés ci-dessus nécessite le calcul du
gradient ∇J(C), de la matrice hessienne ∇2J(C) et du pas de minimisation à une dimension λ.
Ce calcul est présenté en détail en Annexe A.
Nous rappelons aussi que pour un ordre de décomposition lmax, le nombre de coefficients
complexes à estimer par antenne Ck est L = (lmax + 1)2. Ainsi, pour 69 antennes, le vecteur
à estimer C et le gradient ∇J(C) sont complexes et de dimension 69 ∗ L alors que la matrice
hessienne ∇2J(C) est réelle et de dimension (2 ∗ 69 ∗ L) × (2 ∗ 69 ∗ L). Or, nous avons montré
dans la section précédente qu'il est possible d'utiliser les harmoniques sphériques si l'ordre lmax
est supérieur ou égal à 40. Pour lmax = 40, les deux vecteurs C et ∇J(C) sont ainsi de dimen-
sion 115989×1 alors que la matrice ∇2J(C) est de dimension 231978×231978. Nous remarquons
ainsi la difficulté pratique de l'implémentation de ces algorithmes à cet ordre qui se situe au ni-
veau de la mémoire mais aussi du temps de calcul.
En effet, 400 Go de mémoire sont nécessaires pour calculer la matrice hessienne ∇2J(C) à
chaque itération sans oublier qu'il faut la corriger puis l'inverser. Il est donc impossible d'appli-
quer cette décomposition pour cet ordre élevé avec la méthode de Newton. De même, l'application
de la méthode du gradient ou celle du gradient conjugué est aussi impossible à un tel ordre. En
effet, la matrice Rb donnée par l'équation (7.25) et qui figure dans l'équation du critère à mi-
nimiser (7.24), est de dimension L × L = 115989 × 115989. Pour chaque mesure Vb, une telle
matrice est calculée donc nb = 2349 matrices Rb sont ainsi à calculer et doivent être stockées
avant la minimisation. La mémoire nécessaire pour stocker chacune de ces matrices est 107 Go,
alors l'implémentation numérique de la méthode du gradient ou celle du gradient conjugué est
impossible à un tel ordre très élevé.
Une autre limitation de l'application cette approche à un ordre élevé est le nombre de données
ou visibilités disponibles. En effet, plus lmax augmente, plus le nombre de coefficients augmente
et plus le nombre de données nécessaires à la minimisation du critère (7.24) doit être plus grand.
Nous pouvons appliquer la minimisation sur nc scènes connues du ciel au lieu d'une seule en







Mais cette idée nécessite que les scènes du ciel soient indépendantes pour que les mesures de
visibilités soient différentes. D'autre part, l'utilisation de plusieurs scènes augmentera d'autant
plus le temps de calcul et la mémoire nécessaire.
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Deux gros problèmes ont ainsi empêché la réussite de l'étalonnage des diagrammes d'an-
tennes par une décomposition en harmoniques sphériques. Dans un premier temps, en raison de
la troncature de la décomposition à un certain ordre, les données ne sont plus conformes à la
modélisation proposée sauf si cet ordre est très élevé. Ensuite, il y a le problème de l'implémen-
tation pratique qui est rendue difficile par la taille des matériels informatiques nécessaires. Nous
pouvons ainsi conclure que la décomposition en harmoniques sphériques n'est pas l'approche
convenable pour l'étalonnage des diagrammes d'antennes de MIRAS.
7.5 Deuxième tentative : décomposition en gain et offset
Nous proposons maintenant une deuxième approche de l'étalonnage des diagrammes d'an-
tennes de MIRAS. Cette nouvelle approche est plus facile à implémenter mais ne reflète pas
l'aspect global de la variation des diagrammes d'antennes en orbite.
7.5.1 Modélisation des diagrammes d'antennes
Dans le but de réduire le nombre de coefficients par antenne et la complexité du problème,
nous allons supposer, à tort ou à raison, que la variation d'un diagramme d'antenne est la même
dans toutes les directions. Cette variation peut donc se traduire par une certaine perturbation
multiplicative caractérisée par un gain α et une autre additive caractérisée par un offset β. Ainsi,
lorsque l'instrument est en orbite, chaque diagramme d'antenne peut s'écrire :
F = αFo + β . (7.27)
Notons par Un un vecteur unité, de même dimension de F (M×1), qui vaut 1 partout. Alors,
l'équation (7.27) est équivalente à celle donnée par (7.1) et s'écrit :





et x = (α β)t. Dans ce cas, chaque diagramme d'antenne ne dépend que de
2 paramètres. Pour les ` = 69 antennes de MIRAS, nous avons 2× ` = 138 paramètres à estimer.
7.5.2 Étalonnage au sol
D'après l'équation (7.2), x est obtenu en minimisant le critère suivant :
min
x
‖F− ( Fo Un )( αβ
)
‖2 (7.28)




)†(Fo Un))−1(Fo Un)†F . (7.29)
Au sol, le diagramme d'antenne F est égal à Fo. Alors d'après (7.29), α = 1 et β = 0. La
solution x̂sol = (1 0)t sera le point initial de l'algorithme d'optimisation utilisé pour l'étalonnage
en orbite.
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7.5.3 Étalonnage en orbite
L'objectif est toujours de minimiser le critère non convexe (7.9). Maintenant, avec une telle
modélisation des diagrammes d'antennes, l'équation de visibilités (7.7) peut s'écrire sous forme
d'une somme de quatre termes en fonction de α et de β. En effet, remplaçons, dans (7.7), Fk(b)




Vb,n, n = 1 à 4 (7.30)
où :
Vb,1 = αl(b) × αk(b) × (Fo†l(b)DbFok(b)) = αl(b) × αk(b) × fb,1,
Vb,2 = αl(b) × βk(b) × (Fo†l(b)DbUn) = αl(b) × βk(b) × fb,2,
Vb,3 = βl(b) × αk(b) × (Un†DbFok(b)) = βl(b) × αk(b) × fb,3,
Vb,4 = βl(b) × βk(b) × (Un†DbUn) = βl(b) × βk(b) × fb,4, ,
Chacun des termes fb,n, n = 1 à 4, est une variable complexe connue qui dépend de la scène
du ciel Tc et des diagrammes d'antennes mesurées au sol Fo. Le problème est donc ici de chercher
un vecteur x = (α β)t tel que α est formé de ` = 69 paramètres αi et β est aussi formé de
` = 69 paramètres βi. Le nombre de paramètres à estimer est ainsi égal à 2× ` = 138. Le critère








La minimisation de ce critère par les algorithmes itératifs présentés précédemment nécessite
le calcul du gradient ∇J(C), de la matrice hessienne ∇2J(C) et du pas de minimisation à une
dimension λ. Ce calcul est présenté en détail en Annexe B.
7.5.4 Simulations numériques
Plusieurs simulations sont présentées ci-dessous pour estimer les 2` paramètres des dia-
grammes d'antennes de MIRAS. Dans un premier temps, des données non bruitées sont utilisées
ce qui permettra de comparer la solution estimée pour les différents algorithmes et d'adopter
celui qui fournira la meilleure solution en termes de précision et de coût calculatoire. Ensuite, un
bruit radiométrique sera ajouté aux données simulées pour se placer dans le cas réel du problème
à résoudre. Le critère à minimiser n'est plus nul d'où l'estimation de x devient ainsi plus difficile.
a) Données non bruitées : Comparaison des algorithmes
Nous commençons par une comparaison des trois algorithmes proposés en utilisant des don-
nées ou visibilités V non bruitées calculées à partir des diagrammes d'antennes à estimer F
qui vérifient l'équation (7.27). Si les diagrammes d'antennes de MIRAS ne varient pas en or-
bite, alors d'après le modèle proposé, on a α = 1 et β = 0. Considérons maintenant que ces
diagrammes d'antennes varient par rapport à ceux mesurées au sol, alors on a que les va-
leurs de α = {αi, i = 1 à 69} varient autour de 1 avec une déviation standard σα et celles
de β = {βi, i = 1 à 69} varie autour de 0 avec une déviation standard σβ .
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Les visibilités utilisées V sont calculées pour une scène du ciel Tc à partir de l'équation (1.6).
La scène Tc utilisée est fournie par le SEPS [46] et est montrée sur la figure 7.5. Notre objectif est
ainsi d'estimer F à partir des visibilités V en minimisant l'équation (7.31). En d'autres termes,
il faut trouver ` paramètres αi et ` paramètres βi connaissant seulement Fo où nous supposons
que :
• F est simulé pour une déviation standard des paramètres assez élevée σα = σβ = 0.3.
• Les visibilités V sont non bruitées d'où le critère J(x) = 0 en son minimum.
• On initialise avec F = Fo d'où α(o) = 1 et β(o) = 0.
• Le test d'arrêt est atteint si E∇J < 10−14.
Les trois algorithmes présentés précédemment sont appliqués avec les mêmes conditions citées
ci-dessus. La figure 7.6 superpose la solution estimée x̂ à la vraie solution x obtenue avec les
trois algorithmes : a) gradient, b) gradient conjugué et c) Newton. Au niveau de l'efficacité, les
trois algorithmes répondent positivement à ce point et estiment exactement la solution recher-
chée x et par la suite les diagrammes d'antennes F . La différence entre ces algorithmes revient
donc à comparer leur performance du point de vue de leur côut calculatoire et leur vitesse de
convergence. En effet, l'algorithme du gradient a convergé après 8968 itérations en 24 minutes
contre 323 itérations en 52.5 secondes pour le gradient conjugué et 10 itérations en 11 secondes
pour Newton. Malgré le fait qu'une itération de Newton est moins rapide que celle des autres
algorithmes à cause du calcul de la matrice hessienne du critère à chaque itération, nous remar-
quons que Newton est le plus efficace soit en nombre d'itération (ce qui est naturel) et même en
temps d'exécution (un facteur 5 par rapport au gradient conjugué et un facteur 145 par rapport
au gradient).
D'autres simulations ont aussi été effectuées pour différentes valeurs de σα et σβ , supérieures
et inférieures à celles utilisées ici, et ont abouti à des résultats similaires. par conséquent, l'al-
gorithme du Newton est adopté pour la suite où nous introduisons un bruit radiométrique aux
visibilités simulées. La modélisation est dans ce cas non conforme aux données parce que le cri-




Figure 7.5  Distribution de la température de brillance sur le ciel.
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a) Algorithme de la descente du gradient
α̂ β̂











b) Algorithme du gradient conjugué











c) Algorithme du Newton












Figure 7.6  Superposition de la solution estimée x̂ (en rouge) par les trois algorithmes de la
descente du gradient, du gradient conjugué et du Newton à la vraie solution x (en bleu). La ligne
pointillée correspond au point initial x̂o.
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b) Données bruitées
Dans le cas réel, les données mesurées par MIRAS sont bruitées. La modélisation des dia-
grammes d'antennes est ainsi non conforme aux données comme le critère à minimiser donné par








où ∆V est un bruit blanc, supposé gaussien, qui prend en considération l'effet de la bande pas-
sante (B = 19 MHz), le temps d'intégration de l'instrument (τ = 1.2 secondes), la température
des récepteurs (Trec = 170) et la température moyenne de l'antenne (TA) calculée par la moyenne
des trois mesures réelles correspondantes aux auto-corrélations des NIRs. Ce bruit est de moyenne





Le critère à minimiser n'est plus nul en son minimum et on s'attend à ce que l'optimisation
de ce critère ne permet plus d'estimer les paramètres x des diagrammes d'antennes. En effet,
pour l'exemple précédent, nous ajoutons aux visibilités V un bruit ∆V de moyenne nulle et de
déviation standard σ∆V = 0.04, calculée par (7.33). La figure 7.7 superpose la solution estimée x̂
calculée à la vraie solution x.
Comme prévu, la solution estimée x̂ est très loin de la vraie solution x. En effet, notons
par Eα et Eβ les erreurs quadratiques normalisées entre la vraie solution x = (α β)t et celle
estimée x̂ = (α̂ β̂)t qui sont définies par :
Eα =
‖α− α̂‖2
‖α‖2 , Eβ =
‖β − β̂‖2
‖β‖2 . (7.34)
Pour cet exemple, nous trouvons que Eα = 0.45 et Eβ = 0.85. Cette erreur très élevée montre
que le niveau de bruit est assez fort et ne permet pas de bien estimer x. Cependant, il faut noter
que la solution estimée x̂ est plus proche de x que la solution initiale xo. Pour surmonter ce
α̂ β̂













Figure 7.7  Superposition de la solution estimée x̂ (en rouge) à la vraie solution x (en bleu)
pour des données bruitées. La ligne pointillée correspond au point initial x̂o.
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problème, il faut diminuer le niveau du bruit et ceci en profitant du fait que pendant la phase
de l'étalonnage en orbite, MIRAS observe la même scène du ciel pendant 15 minutes et fournit
ainsi 750 snapshots indépendants du point de vue bruit de cette même scène. Nous disposons
ainsi de ns = 750 jeux de visibilités bruitées mesurées à partir de la même scène Tc. Dans ce cas,
un moyennage de ces visibilités permet de diminuer le niveau du bruit parce que la déviation
standard du bruit de la moyenne des ns jeux de visibilités est divisée par
√
ns par rapport à celle
de chaque jeu de visibilités.
Ainsi, avec ce moyennage, nous nous attendons à ce que l'optimisation soit plus précise et
que plus ns augmente, plus x̂ s'approche de x. Ceci est confirmé par la figure 7.8 qui montre la
variation de Eα et Eβ en fonction de ns. Nous remarquons qu'à partir de ns = 200, l'erreur est
très faible et presque constante. Dans le cas de MIRAS où ns = 750, nous trouvons Eα ≈ 0.02 et
Eβ ≈ 0.03 alors une réduction de cette erreur d'un facteur proche de 27 dans les deux cas qui est
aussi le même facteur de réduction de la déviation standard du bruit (√s) grâce au moyennage
effectué. La figure 7.9 montre la superposition de la solution estimée x̂ à la vraie solution x
pour ns = 750.
Toujours dans le but d'améliorer la qualité de l'estimation des diagrammes d'antennes F , nous
proposons également d'utiliser plusieurs scènes au lieu d'une seule dans l'optimisation. En effet,
chaque fois que MIRAS effectuera une orbite complète, nous disposons de ns = 750 snapshots de
la même scène du ciel. Ainsi, nous pouvons utiliser les données moyennées de plusieurs orbites,
soit nc jeux de visibilités dont chacun est la moyenne de ns = 750 autres jeux de visibilités










Dans ce cas, on dispose d'un nombre plus grand de données dans l'optimisation. La solution
obtenue doit s'approcher davantage de la vraie solution. En effet, la figure 7.10 montre la va-
riation des erreurs quadratiques normalisées Eα et Eβ en fonction du nombre nc de scènes du
ciel utilisés pour ns = 750. Nous remarquons que ces erreurs diminuent en fonction de nc mais
Eα Eβ
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0 200 400 600 800 10000
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nombre de snapshots ns
Figure 7.8  Variation de l'erreur quadratique normalisée E(Eα, Eβ) entre x et x̂ en fonction
du nombre ns des jeux de visibilités bruitées moyennées.
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α̂ β̂












Figure 7.9  Superposition de la solution estimée x̂ (en rouge) à la vraie solution x (en bleu)
pour un moyennage de 750 jeux de visibilités bruitées. La ligne pointillée correspond au point
initial x̂o.
à partir de nc = 4, cette erreur est quasiment stable et très faible. La figure 7.11 superpose la
solution estimée x̂ à la vraie solution x avec 4 scènes du ciel. Dans ce cas, les erreurs quadratiques
normalisées sont Eα ≈ 0.004 et Eβ ≈ 0.008. Ces erreurs sont divisées par un facteur proche de 4,
qui est égal au nombre des scènes utilisées, par rapport au cas précédent.
Finalement, nous pouvons constater que si les diagrammes d'antennes de MIRAS varient selon
ce modèle simple de décomposition en gain et offset, la méthode d'étalonnage que nous avons
proposée au début de ce chapitre est tout à fait capable d'estimer ces diagrammes d'antennes
même en présence d'un bruit radiométrique important. Cependant, cette approche est très simple
et ne reflète pas la variation réelle des diagrammes d'antennes. Dans mes perspectives après la
thèse, l'étalonnage des diagrammes d'antennes restera un objectif principal. Une modélisation
plus globale des diagrammes d'antenne sera visée dans le but d'estimer ces diagrammes quelle
que soit la variation qu'ils ont subie.
Eα Eβ










nombre de scènes nc
Figure 7.10  Variation de l'erreur quadratique normalisée E(Eα, Eβ) entre x et x̂ en fonction
du nombre nc des scènes du ciel.
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α̂ β̂












Figure 7.11  Superposition de la solution estimée x̂ (en rouge) à la vraie solution x (en bleu)
pour 10 scènes du ciel où chaque jeu de visibilités d'une scène est égal à la moyenne de 750 jeux
bruités de la même scène. La ligne pointillée correspond au point initial x̂o.
Conclusion
Ce chapitre traite le problème de l'étalonnage des diagrammes d'antennes de l'instrument
MIRAS lorsque celui-ci sera en orbite. Nous proposons une méthode générale d'étalonnage qui
consiste à modéliser linéairement les diagrammes d'antennes suivant un certain nombre de coef-
ficients et ensuite estimer ces coefficients par la minimisation d'un critère quadratique, mais non
convexe vis-à-vis des coefficients, à partir des données interférométriques prises sur des scènes
supposées connues du ciel profond. L'optimisation proposée s'appuie sur l'utilisation d'un algo-
rithme itératif tel le gradient, le gradient conjugué ou Newton.
Deux tentatives ont été aussi proposées pour modéliser les diagrammes d'antennes et mini-
miser le critère correspondant. Une première tentative consiste à décomposer chaque diagramme
d'antenne en harmoniques sphériques. Cette décomposition est tronquée à un certain ordre d'où
la présence d'une erreur de modélisation qui est d'autant plus faible que l'ordre de décomposition
est plus élevé. Dans un premier temps, nous avons montré que la qualité de la reconstruction n'est
bonne que si les diagrammes d'antennes de MIRAS sont estimés pour un ordre de décomposition
très élevé qui implique plusieurs milliers de coefficients par antenne. Ensuite, nous avons montré
que plusieurs contraintes empêchent l'utilisation d'un tel ordre élevé dans l'étalonnage, soit la
mémoire de stockage des opérateurs impliqués qui dépasse des centaines de Go, soit le nombre
élevé de données nécessaires pour la minimisation dont nous ne disposons pas.
Une deuxième tentative est ainsi proposée où l'on suppose que la variation de chaque dia-
gramme d'antenne de MIRAS est linéaire par rapport au diagramme correspondant mesuré au
sol ou à l'étape d'étalonnage précédente. Dans ce cas, le nombre de paramètres à estimer est très
faible, soit deux par antenne qui correspondent à un gain et un offset. Des simulations numé-
riques effectuées avec ce modèle ont montré que nous parvenons à estimer de manière efficace ces
paramètres si les données sont conformes au modèle proposé. En plus, nous avons montré que
l'introduction du bruit radiométrique aux données simulées dégrade la qualité de l'estimation
mais l'utilisation de la moyenne de plusieurs jeux de données bruitées prises sur la même scène
du ciel permet de réduire le niveau du bruit et de bien estimer les paramètres de gain et offset.
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Conclusion et Perspectives
Les travaux effectués au cours de cette thèse s'inscrivent dans le cadre de la reconstruction
d'image pour les radiomètres imageurs à synthèse d'ouverture. Durant ces trois années, plusieurs
problèmes liés à la reconstruction des cartes de températures de brillance à partir des données
interférométriques ont été étudiés pour lesquels des solutions ont été proposées dans le but d'amé-
liorer la qualité de la reconstruction et assurer sa stabilité.
Dans un premier temps, j'ai repris le travail effectué par E. Anterrieu et B. Picard sur les
différentes méthodes de régularisation du problème inverse liant les mesures interférométriques
ou visibilités à la température de brillance. La restauration de la distribution de température de
brillance d'une scène à partir des mesures interférométriques fournies par un radiomètre imageur
à synthèse d'ouverture correspond à un problème inverse mal posé qui doit être régularisé afin
d'obtenir une solution unique et stable. Ils ont étudié des méthodes classiques de régularisation
comme la régularisation mathématique (moindre norme) ou au sens de Tikhonov. Mais, partant
du principe que les radiomètres imageurs à synthèse d'ouverture sont des instruments à bande
passante limitée, ils ont reformulé le problème inverse en prenant en compte cette spécificité liée
à des caractéristiques propres à l'instrument. Le principe de la régularisation adoptée consiste à
reconstruire une distribution de température de brillance en profitant de la limitation de l'ins-
trument dans le domaine du Fourier. Les dimensions du problème ont été réduites énormément,
tout en tenant compte de l'ensemble des données interférométriques sans moyenner les mesures
redondantes. De même, contrairement aux autres approches, l'approche bande passante limitée
fournit toujours des solutions optimales sans besoin de chercher à ajuster un paramètre de ré-
gularisation comme dans le cas de la régularisation de Tikhonov. En plus, cette approche offre
l'avantage de réduire considérablement la taille du problème à résoudre ainsi que le temps de
calcul.
Durant les trois années de ma thèse, j'ai contribué à l'étude de plusieurs problèmes liés à la
reconstruction d'image en termes de solution à bande spectrale limitée ainsi qu'aux développe-
ments des outils permettant de résoudre ces problèmes.
Ma première contribution concerne l'erreur systématique de reconstruction qui apparaît après
reconstruction. Cette erreur est caractérisée par un biais (moyenne) et une déviation standard et
apparaît même en absence du bruit radiométrique et d'erreur de modélisation. Dans un premier
temps, j'ai repris le travail d'E. Anterrieu qui a étudié l'origine du biais et a ensuite proposé
une méthode numérique pour le réduire. L'idée de cette approche est de faire la reconstruction
à partir de données différentielles au lieu des données mesurées, par l'introduction d'une scène
synthétique la plus proche possible de la scène observée. Cette méthode réduit bien le biais mais
un résidu important persiste. Ainsi, j'ai proposé une autre approche de réduction du biais qui
est une version améliorée de l'approche précédente. Dans cette nouvelle approche, j'ai introduit
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des améliorations, soit dans la modélisation proposée pour la scène synthétique, soit dans le
processus d'optimisation utilisé pour estimer les paramètres de la scène synthétique. La nouvelle
approche s'avère très efficace par rapport à l'ancienne et fournit une solution optimale.
Ma deuxième contribution concerne le mode polarimétrique réel de l'instrument. En effet,
l'approche de reconstruction d'image dite à bande passante limitée adoptée pour l'implémenta-
tion dans SMOS à été présentée sans tenir compte du mode polarimétrique de MIRAS. Lors
de cette thèse, j'ai proposé une extension de cette approche aux deux modes polarimétriques
réels de MIRAS : double et total. Dans le mode double, deux jeux de données sont mesurés en
deux polarisations différentes dans le but de reconstruire deux températures de brillance, une
par polarisation. La taille du problème à résoudre est ainsi quatre fois plus grande que celui
où l'effet polarimétrique a été négligé. En mode total, quatre jeux de données sont mesurés en
quatre polarisations différentes d'où quatre températures de brillance sont à reconstruire et une
taille du problème seize fois plus grande que celui où l'effet polarimétrique a été négligé. Quel
que soit le mode polarimétrique choisi, les données mesurées dépendent simultanément de toutes
les températures de brillance à restaurer. Ainsi, ces visibilités sont dites couplées avec un niveau
de couplage qui dépend du niveau de couplage entre les gains co-polaires et cross-polaires des
antennes de l'instrument. Selon ce niveau de couplage, j'ai proposé plusieurs solutions pour les-
quelles le couplage est parfois considéré dans la reconstruction et dans la réduction du biais et
d'autres fois négligé dans les deux cas ou bien considéré seulement dans la réduction du biais.
De même, j'ai présenté une étude générale de la qualité de reconstruction à bande passante li-
mitée en modes double et total pour d'autres niveaux de couplage que celui de SMOS. Dans les
deux modes polarimétriques, j'ai montré que la taille du problème et le niveau du couplage n'ont
presque aucun effet sur la reconstruction tant que le couplage est considéré dans la réduction
du biais et dans la reconstruction. J'ai montré aussi que les données différentielles sont moins
couplées que les données elles-mêmes et que la méthode de réduction du biais réduit bien le
couplage entre les données. En plus, j'ai montré aussi que le couplage ne doit pas être négligé
dans le processus de reconstruction surtout en mode polarimétrique total.
Les deux derniers points traités sont dédiés aux problèmes de reconstruction d'image une
fois que l'instrument sera en orbite. En effet, deux problèmes peuvent s'identifier lorsque MIRAS
sera en orbite : des pannes de certains éléments de l'instrument sont susceptibles de se produire
et aussi les diagrammes d'antennes de MIRAS peuvent différer, avec le temps, de ceux mesurés
au sol et un étalonnage de ces diagrammes est nécessaire pour que la reconstruction reste bonne.
En ce qui concerne la panne des éléments de MIRAS, j'ai étudié l'effet de deux genres de
pannes sur la qualité de la reconstruction par l'approche bande passante limitée. Dans un premier
temps, j'ai examiné le cas d'une panne d'un corrélateur (unité de corrélation ou ligne de base).
En effet, deux genres de corrélateurs existent, ceux associées à des lignes de bases redondantes
et ainsi à des fréquences spatiales redondantes et ceux associées à des lignes de bases non redon-
dantes et ainsi à des fréquences spatiales non redondantes. Dans cette thèse, j'ai montré que la
panne d'un corrélateur redondant n'a presque aucun effet sur la reconstruction car il n'y a pas
de perte d'information fréquentielle. En revanche, la panne d'un corrélateur non redondant est
plus critique et amène à une instabilité de la solution reconstruite avec une erreur systématique
très élevée. Pour résoudre ce problème, j'ai proposé d'écarter de l'opérateur de reconstruction
les colonnes correspondant aux fréquences non redondantes manquantes ou trous pour empêcher
une interpolation spectrale de ces trous lors de la régularisation. Cette approche est efficace et
préserve la stabilité de la solution sauf pour quelques corrélateurs non redondants associés aux
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fréquences les plus basses car ces fréquences contiennent la majorité de l'information utile à
la reconstruction. Ensuite, j'ai étudié un deuxième type de panne correspondant à celle d'une
antenne/récepteur. Dans ce cas, le nombre de fréquences non redondantes manquantes ou trous
varie selon l'emplacement de l'antenne en panne. Comme dans le cas d'une panne d'un corrélateur
non redondant, j'ai proposé d'écarter de l'opérateur de reconstruction les colonnes correspondant
aux fréquences non redondantes manquantes ou trous pour empêcher toujours une interpolation
spectrale de ces trous lors de la régularisation. J'ai ainsi montré qu'à l'exception de certaines
antennes, cette approche est toujours efficace même si le nombre de fréquences non redondantes
manquantes est élevé. Les antennes les plus critiques sur la reconstruction, si elles tombent en
panne, sont celles associées aux fréquences non redondantes les plus basses ce qui est normal
puisque la majorité de l'information fréquentielle utile est contenue dans les basses fréquences.
Quant à l'étalonnage des diagrammes d'antennes de MIRAS lorsque celui-ci sera en orbite,
il peut être effectué à partir de données interférométriques fournies par l'instrument sur des
scènes supposées connues du ciel profond. Dans un premier temps, j'ai proposé une méthode
générale d'étalonnage basée sur une modélisation linéaire des diagrammes d'antennes suivant un
certain nombre de coefficients dans le but de réduire le nombre d'inconnus à estimer. Ensuite,
une approche numérique est proposée pour estimer ces coefficients en minimisant un critère non
convexe inspiré de la relation qui lie les données mesurées à la température de brillance. La rela-
tion entre les données mesurées et les diagrammes d'antennes étant non linéaire, la minimisation
de ce critère se fait à l'aide d'algorithmes d'optimisation itératifs : gradient, gradient conjugué
et Newton. Deux tentatives ont été proposées pour modéliser les diagrammes d'antennes et mi-
nimiser le critère correspondant. La première propose de décomposer en harmoniques sphériques
chaque diagramme d'antenne. Cependant, il est nécessaire de tronquer cette décomposition à un
certain ordre et une erreur de troncature est ainsi obtenue entre les diagrammes d'antennes et la
modélisation proposée. Cette erreur est d'autant plus faible que l'ordre de décomposition est plus
élevé. De plus, j'ai montré que la qualité de la reconstruction n'est bonne qu'avec un ordre de
décomposition très élevé ce qui implique plusieurs milliers de coefficients à estimer par antenne.
Plusieurs contraintes empêchent l'utilisation d'un tel ordre élevé dans l'étalonnage, soit la mé-
moire de stockage des opérateurs impliqués qui dépasse des centaines de Go, soit le nombre élevé
de données nécessaires pour la minimisation dont nous ne disposons pas. Une deuxième tentative
est ainsi proposée où on suppose que la variation de chaque diagramme d'antenne de MIRAS
est linéaire par rapport au diagramme correspondant mesuré au sol ou à la phase d'étalonnage
précédente. Dans ce cas, le nombre de paramètres à estimer est très faible, soit deux par antenne
correspondant à un gain et un offset. Des simulations numériques effectuées avec ce modèle ont
montré que je parviens à estimer de manière efficace ces paramètres si les données sont conformes
au modèle proposé. De plus, j'ai montré aussi que l'introduction du bruit radiométrique sur les
données simulées dégrade la qualité de l'estimation mais l'utilisation de la moyenne de plusieurs
jeux de données bruitées prises sur la même scène du ciel permet de réduire le niveau du bruit
et ainsi de bien estimer les paramètres de gain et offset.
Perspectives
Les perspectives qui découlent des travaux engagés durant cette thèse sont à très court terme
bien évidemment liées au lancement et à la mise en orbite du satellite SMOS. Cependant, au-
delà des évolutions liées au traitement de données réels qui relèvent principalement de la mise au
point, de nombreux aspects de ces travaux sont amenés à évoluer à plus ou moins long terme.
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L'étalonnage des diagrammes d'antennes reste toujours une question ouverte. L'absence de
modèle des changements des diagrammes en vol n'a pas permis, à ce jour, de mettre en ÷uvre
une approche globale satisfaisante. La confrontation à des données réelles relancera sans doute
la réflexion sur ce point. Un élément fondamental pour la réussite de l'étalonnage est la mise
en ÷uvre d'une modélisation réaliste, linéaire en les paramètres et avec un nombre réduit de
paramètres. Si une modélisation physique telle que la décomposition en harmoniques sphériques
ne peut être exploitée en raison du grand nombre de paramètres nécessaires, une modélisation
s'appuyant sur des principes plus mathématiques de réduction de la dimensionnalité, telle que
l'analyse en composantes principales, peut s'avérer une piste intéressante.
En ce qui concerne l'inversion des données interférométriques et la production de cartes de
températures de brillance, le tour de la question n'a pas encore été effectué. Ainsi, il est envi-
sagé d'améliorer la résolution spatiale des images reconstruites, notamment aux bords des côtes,
objectif contradictoire avec la méthode utilisée et améliorée durant cette thèse s'appuyant sur
le principe de reconstruction à bande limitée. Diverses méthodes peuvent être envisagées pour
atteindre ces objectifs, telles que la mise en ÷uvre d'algorithmes de minimisation de la variation
totale. Cependant, la solution ainsi obtenue sera alors non-linéaire vis-à-vis des mesures interfé-
rométriques. De même, il conviendra alors très certainement de revoir l'approche de réduction
de l'erreur systématique. Une autre approche envisagée consiste à effectuer de la synthèse d'ou-
verture spatio-temporelle. En effet, les cartes de températures de brillance reconstruites à partir
des différents snapshots sont actuellement combinées dans un second processus d'inversion vi-
sant à reconstruire les paramètres physiques d'intérêt scientifique (humidité des sols, salinité des
océans,...). La prise en compte des mesures interférométriques des différents snapshots dans une
méthode de reconstruction des cartes de températures de brillance, voire dans une méthode d'in-
version globale, permettrait d'améliorer la résolution spatiale des produits finaux. Le problème
du traitement de masse de données deviendrait alors crucial.
Les travaux engagés durant cette thèse s'inscrivent aussi dans une perspective à plus long
terme dans le cadre des futurs imageurs haute-résolution pour l'observation de la Terre, dès
lors que leur principe observationnel s'appuie sur l'interférométrie et la synthèse d'ouverture.
La mission SMOS était une mission exploratoire pour une nouvelle technique de télédétection
spatiale, à savoir l'interférométrie et la synthèse d'ouverture passives dans le domaine des micro-
ondes. Elle en appelle bien évidement d'autres, qui auront un aspect plus opérationnel. Parmi
celles-ci, nous pouvons déjà citer SMOSobs de l'ESA et SMOSnext du CNES. Si le premier projet
reste une copie de SMOS avec des contraintes industrielles plus sévères sur la qualité, le second est
beaucoup plus ambitieux en termes technique et scientifique et une approche spatio-temporelle
de la reconstruction d'images devra être mise en ÷uvre. L'instrument MIRAS a aussi fait des
émules dans l'observation de la terre à plus hautes fréquences depuis une orbite géostationnaire.
C'est le cas du projet GAS (Geostationary AtmosphE. Sounder) que Saab Aerospace souhaite
soumettre à l'ESA lorsqu'il sera plus avancé. Cet instrument reprend le concept de MIRAS en y
ajoutant la rotation de l'instrument pour améliorer la couverture fréquentielle comme c'est le cas
en radioastronomie grâce à la rotation de la Terre. L'inversion des données interférométriques






Annexe A : Étalonnage des diagrammes d'antennes
Décomposition en HS





Ici, C est une matrice complexe de dimension L× ` où L est le nombre de coefficients qui est
égal à (lmax + 1)2 où lmax est l'ordre de la décomposition en harmoniques sphériques et ` = 69
est le nombre d'antenne de l'instrument.
A.1 Calcul du gradient









Pb = Vb −C†l(b)RbCk(b). (2)






























































Le calcul de ∇J(Co) dépend de la relation entre le couple d'antenne corrélé (Ak(b), Al(b)) avec
Ao donc du numéro de la mesure b. Il existe quatre ensembles de valeurs de b :
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1. b1 : k(b) = l(b) = ko. Dans ce cas, on a Pb = Vb −C†oRbCo et :
δPb
δCro





= −Cito (Rb +Rtb)− jCr
t
o (Rb −Rtb)
















4. b4 : k(b) 6= ko et l(b) 6= ko, le couple d'antenne corrélé ne dépend pas de Ao donc Pb ne
dépend pas de Co d'où :
δPb
δCro




Finalement, le gradient ∇J(C), de dimension L× `, est calculé à partir de l'équation (3) par
une boucle sur le nombre d'antennes (ko = 1 à `).
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A.2 Calcul de la matrice hessienne
Le calcul de la matrice hessienne ∇2J(C) (ou dérivée d'ordre 2) est beaucoup plus complexe
que celui du gradient. Tout d'abord, il faut indiquer que le gradient est à valeurs complexes















On distingue une structure à quatre matrices blocks 2 × 2 suivant les quatre combinaisons
possibles entre les parties réelles et imaginaires des coefficients C. Soit (x, y) une de ces quatre













































Cette matrice block calcule la dérivée d'ordre 2 du critère J(C) par rapport à toutes les
couples d'antennes possibles (Am, An). Elle est formée ainsi par `× ` matrices blocks, dont cha-
cune correspond à la dérivée seconde par rapport à tous les couples de coefficients des deux
vecteurs Cm et Cn et est ainsi de dimension L× L.
La matrice block δ
2J
δCxδCyt
est donc de dimension (`×L)× (`×L) d'où la matrice hessienne






La dérivée seconde par rapport à un couple d'antenne (Am, An) et une combinaison (x, y)




















La dérivée d'ordre 1 du Jb par rapport à la partie y (réelle/imaginaire) des coefficients Cn de










où Pb est donné à l'équation (2).
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Dérivons maintenant cette relation par rapport à la partie x (réelle/imaginaire) des coeffi-



















Finalement, la dérivée d'ordre 2 du J(C), par rapport au couple d'antennes (Am, An) et pour

























Ici, nous cherchons à calculer la dérivée d'ordre 2 par rapport à tous les couples d'an-
tennes (Am, An). Cette matrice est calculée à 4 reprises selon les quatre combinaisons pos-






. Pour calculer cette matrice, plusieurs cas se présentent suivant les valeurs de
m et n et la relation entre le couple d'antenne (Am, An) et les autres couples (Ak(b), Al(b)) :
1. m = n, les deux dérivations se font par rapport à la même antenne Am (Am = An) où on
distingue quatre cas selon les valeurs de b :
a) b1 : k(b) = l(b) = m. Dans ce cas, on a Pb = Vb −C†mRbCm et :
δPb
δCrm







































= 0 ∀x, y
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= 0 ∀x, y
d) b4 : k(b) 6= m et l(b) 6= m, le couple d'antenne corrélé ne dépend pas de Am donc Pb ne
dépend pas de Cm d'où :
δPb
δCxm





= 0 ∀x, y .
2. m 6= n, ici on distingue neuf cas selon les valeurs de b dont deux seulement ont des dérivées
d'ordre 1 ou 2 non nuls :



























































= −jRb δ2PbδCimδCitn = −Rb
Ainsi, on calcule δ
2J
δCxδCyt
à partir de deux boucles suivant le nombre d'antenne m = 1 à `
et n = m à ` comme la matrice hessienne est symétrique.
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A.3 Calcul du pas de minimisation à une dimension
Soit d la direction de descente qui dépend de l'algorithme utilisé. L'objectif est de calculer λ




Le critère à minimiser est le même donnée à l'équation (1) mais ici en remplaçant C par le








où d'après l'équation (2), Pb devient :
Pb(λ) = Vb − (Cl(b) + λdl(b))†Rb(Ck(b) + λdk(b)).
Le développement de cette équation permettra d'obtenir un polynome d'ordre 2 en fonction
de λ :
Pb(λ) = Vb −C†l(b)RbCk(b) − λ(d†l(b)RbCk(b) +C†l(b)Rbdk(b))− λ2d†l(b)Rbdk(b)
D'après l'équation (5), J(λ) est dans ce cas un polynôme d'ordre 4 donné par :









































Ainsi, le calcul du pas optimal λmin se fait explicitement sans évaluation du critère avec un
temps de calcul assez rapide. Dans un premier temps, nous calculons la dérivée du polynôme
J(λ) qui est à son tour un polynôme d'ordre 3. Ensuite, nous calculons les racines de cla dérivée.
Finalement, parmi les racines positifs, λmin sera celle qui correspond à J(λ) le plus petit.
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Annexe B : Étalonnage des diagrammes d'antennes
Décomposition en gain et offset
Notre objectif est de calculer les caractéristiques du critère à minimiser lors de l'étalonnage
des diagrammes d'antennes de MIRAS où chaque diagramme est modélisé suivant un gain α et
un offset β. Le nombre d'antenne étant `, alors nous avons ` paramètres αi et ` paramètres βi à
estimer. Soit x = (α β)t l'ensemble de ces 2` paramètres et le critère à minimiser, donné par
l'équation (7.31) et rappelé ici s'écrit :











Vb,1 = αl(b) × αk(b) × fb,1,
Vb,2 = αl(b) × βk(b) × fb,2,
Vb,3 = βl(b) × αk(b) × fb,3,
Vb,4 = βl(b) × βk(b) × fb,4, ,
où fb,n, n = 1 à 4, est une variable complexe qui dépend de la scène Ts et des diagrammes d'an-
tennes à la phase d'étalonnage précédente ou ceux de mesurés au sol Fo.
B.1 Calcul du gradient









Pb = V˜b − fb,1αl(b)αk(b) − fb,2αl(b)βk(b) − fb,3βl(b)αk(b) − fb,4βl(b)βk(b). (7)
tels que αi, βi ∈ R ∀i = 1..` et V˜b, fb,n ∈ C ∀ b = 1..nb et n = 1..4.
Le gradient du critère J(x) par rapport aux paramètres xo = (αo βo)t d'une antenne Ao
























Il nous reste maintenant de calculer la dérivée de Pb par rapport à xo qui, pour chaque mesure
b, dépend de la relation entre le couple d'antenne corrélé (Ak(b), Al(b)) avec Ao. Par conséquence,
nous distinguons 4 cas différents selon la valeur de b :
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1. b1 : Ak(b) = Al(b) = Ao





−2fb,1αo − (fb,2 + fb,3)βo − (fb,2 + fb,3)αo − 2fb,4βo
)t
.
2. b2 : Ak(b) = Ao et Al(b) 6= Ao





−fb,1αl(b) − fb,3βl(b) − fb,2αl(b) − fb,4βl(b)
)t
.
3. b3 : Ak(b) 6= Ao et Al(b) = Ao





−fb,1αk(b) − fb,2βk(b) − fb,3αk(b) − fb,4βk(b)
)t
.




Finalement, le gradient ∇J(x), de dimension 2`, est calculé à partir de l'équation (8) par une
boucle sur le nombre d'antennes (ko = 1 à `).
B.2 Calcul de la matrice hessienne
La matrice hessienne ∇2J(x) (ou dérivée d'ordre 2) est définie par la dérivée seconde par
rapport à tous les couples de paramètres possibles α et β. Cette matrice est défini par la structure

















 ,∀i, j = 1...`. (9)
Chaque matrice block est ainsi une matrice réelle de dimension ` × `. Les blocs diagonaux








La matrice hessienne est ainsi de dimension 2`×2` et est calculée de la manière suivante. Pour
chaque couple d'antenne (Ai,Aj), nous allons calculer une matrice 2 × 2 dont chaque élément
appartient à une des quatre matrices blocks précédentes. Ainsi, pour le couple (Ai,Aj), cette



















































Il nous reste maintenant de calculer les dérivées d'ordre 1 et 2 de Pb par rapport aux pertur-
bations xi et xj de chaque couple d'antennes (Ai , Aj). Nous distinguons plusieurs cas différents
selon la relation entre le couple d'antennes (Ai,Aj) et le couple corrélé (Ak(b),Al(b)) correspondant
à la mesure b :
1. i = j, les deux dérivations se font par rapport à la même antenne Ai (Ai = Aj) où on
distingue quatre cas selon les valeurs de b :
a) b1 : Ai = Aj et Ak(b) = Al(b) = Ai











( −2fb,1 −(fb,2 + fb,3)
−(fb,2 + fb,3) −2fb,4
)
.
b) b2 : Ai = Aj et Ak(b) = Ai et Al(b) 6= Ai
















c) b3 : Ai = Aj et Ak(b) 6= Ai et Al(b) = Ai

















2. i 6= j, ici on distingue neuf cas selon les valeurs de b dont deux seulement ont des dérivées
d'ordre 1 ou 2 non nuls :
a) b4 : Ai 6= Aj et Ak(b) = Ai et Al(b) = Aj






















b) b5 : Ai 6= Aj et Ak(b) = Aj et Al(b) = Ai






















il existe encore 8 autres cas que nous ne montrons pas parce qu'ils ne contribuent pas au calcul
de la matrice hessienne. Ainsi, on calcule la matrice hessienne à partir de deux boucles suivant
le nombre d'antenne i = 1 à ` et j = i à ` comme cette matrice est symétrique.
B.3 Calcul du pas de minimisation à 1 dimension
Soit d la direction de descente qui dépend de l'algorithme utilisé. L'objectif est de calculer λ




Le critère à minimiser est le même donnée à l'équation (6) mais ici en remplaçant x par le







P ∗b (λ)Pb(λ) (14)
où d'après l'équation (7), Pb s'écrit comme un polynome d'ordre 2 en fonction de λ : :












)− fb,4(βl(b)dβk(b) + dβl(b)βk(b)),
Pb,2 = −fb,1dαl(b)dαk(b) − fb,2dαl(b)dβk(b) − fb,3dβl(b)dαk(b) − fb,4dβl(b)dβk(b).
Ainsi, d'après l'équation (14), J(λ) est dans ce cas un polynôme d'ordre 4 défini par :






















Ainsi, le calcul du pas optimal λmin se fait explicitement sans évaluation du critère avec un
temps de calcul assez rapide. Dans un premier temps, nous calculons la dérivée du polynôme J(λ)
qui est à son tour un polynôme d'ordre 3. Ensuite, nous calculons les racines de cette dérivée.
Finalement, parmi les racines positifs, λmin sera celle qui correspond à J(λ) le plus petit.
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