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Subdivision schemes provide the most eﬃcient and effective way to design and render
smooth spatial curves. It is well known that among the most popular schemes are the de
Rham–Chaikin and Lane–Riesenfeld subdivision schemes, that can be readily formulated by
direct applications of the two-scale (or reﬁnement) sequences of the quadratic and cubic
cardinal B-splines, respectively. In more recent works, semi-orthogonal and bi-orthogonal
spline-wavelets have been integrated to curve subdivision schemes to add such powerful
tools as automatic level-of-detail control algorithm for curve editing and rendering, and
eﬃcient simulation processing scheme for global graphic illumination and animation.
The objective of this paper is to introduce and construct a family of spline-wavelets to
overcome the limitations of semi-orthogonal and bi-orthogonal spline-wavelets for these
and other applications, by adding ﬂexibility to the enhancement of desirable characters
without changing the sweep of the subdivision spline curve, by providing the shortest
lowpass and highpass ﬁlter pairs without decreasing the discrete vanishing moments, and
by assuring robust stability.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that (polynomial) splines have been widely used for discrete data regression and representation, mainly
due to the highly desirable geometric properties of B-splines as well as their computational eﬃciency and low-cost imple-
mentation. In particular, the only coeﬃcient matrices that require inversion for spline-based data regression are banded and
diagonal-dominant matrices, and evaluation of spline functions at any desirable point of interest is easily accomplished by
applying the iterative formula of each B-spline of any desirable order in terms of two B-splines of one lower order. More
recently, splines constitute a fundamental tool for spatial curve and surface design and rendering. When a spatial curve is
represented as a B-spline series with spatial (or vector-valued) coeﬃcients, called control-points, the variable of the spline
function is considered as the parameter of the spatial curve and does not directly govern the spatial position of the curve
itself. Therefore, B-splines with equally-spaced knots (i.e., cardinal B-splines) are often used as basis functions for computa-
tional eﬃciency, only with the inability to realize the geometry of discontinuous curvature and sharp corners, when stacked
spline knots are used instead.
The mth order cardinal B-spline Nm , deﬁned as the m-fold integral convolution of the characteristic function of the unit
interval [0,1], satisﬁes the two-scale (also called reﬁnement) relation:
* Corresponding author at: Department of Mathematics, University of Missouri-St. Louis, One University Blvd., St. Louis, MO 63121, United States.
E-mail addresses: ckchui@stanford.edu (C.K. Chui), jmdv@sun.ac.za (J. de Villiers).
1 The research of this author is supported by ARO Grant W911NF-07-1-0525.1063-5203/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.acha.2009.01.002
236 C.K. Chui, J. de Villiers / Appl. Comput. Harmon. Anal. 27 (2009) 235–246Nm(x) =
m∑
k=0
pkNm(2x− k); pk = 2−m+1
(
m
k
)
. (1.1)
By applying (1.1) repeatedly, a spatial spline curve f(t) with control-points c0k ∈ Rd,d  2, in terms of the cardinal B-spline
Nm , can be formulated as:
f(t) =
∑
k
c0k Nm
(
t + m/2 − k)= · · · =∑
k
c jkNm
(
2 j
(
t + m/2)− k), (1.2)
where j = 1,2, . . . , and
c jk =
∑

pk−2c j−1 . (1.3)
Here and throughout this paper, we use the standard notation x for the largest integer not exceeding the given real
number x. Since the cardinality of {c jk} is “twice” of that of {c j−1k } for each iteration j = 1,2, . . . , the spatial spline curve
f(t) in (1.2) can be rendered most eﬃciently, simply by applying (1.3) iteratively, up to the maximum resolution of the
computer display screen. This process is called curve subdivision and can be easily extended to surface subdivision by using
the tensor-product B-spline basis functions Nm(t + [m/2] − j)Nm(u + [m/2] − k), for vertices of the control-net with valence
equal to 4 (see, for example, Schroeder and Zorin [22]).
Observe that (1.3) describes the wavelet reconstruction algorithm with lowpass ﬁlter {pk}, but without using any high-
pass ﬁlter (or equivalently, with only zero wavelet coeﬃcients). In [24,25], Stollnitz, DeRose, and Salesin introduce the
spline-wavelet component, by applying the semi-orthogonal spline-wavelets (see [1], and also [2, pp. 145–160] for boundary
corrections). The signiﬁcance of this innovation is also discussed in some depth in the tutorial by DeRose in [6], as well as
Schroeder [20] and [21] by Schroeder and Sweldens, in that the incorporation of a highpass ﬁlter, associated with the syn-
thesis spline-wavelet, allows the user to add features, such as enhancing desirable character without changing the sweep of a
subdivision spline curve [9] and importing certain textures to a subdivision surface [18], while the corresponding wavelet de-
composition algorithm (with certain dual lowpass/highpass ﬁlter pair) is instrumental to curve and surface editing. Currently,
such wavelet tools are being applied to image editing and compression; automatic level-of-detail control for editing and
rendering of curves and surfaces; surface reconstruction from contours; and providing fast methods for solving simulation
problems in global illumination and animation in computer graphics.
However, adoption of wavelets as a standard mathematical tool for computer graphics and geometric modeling has been
slow, since the eﬃciency and effectiveness of the current schemes are still not convincing. Indeed, there is plenty of room for
improvement, including ﬂexibility of the synthesis spline-wavelets, short wavelet decomposition ﬁlters, and robust stability.
The objective of this paper is to address these three issues. To facilitate our discussion, let us re-formulate the two-scale
relation (1.1) in the Fourier domain, namely: Nˆm(ω) = Pm(e−iω/2)Nˆm(ω2 ), with two-scale polynomial symbol
Pm(z) =
(
z + 1
2
)m
. (1.4)
For each m  2, corresponding to the scaling function Nm , we introduce a family of spline-wavelets ψm,  = 0,1, . . . , with
 vanishing moments and minimum support, given by suppψm = [0,m +  − 1]. Let Q m+2−2(z) denote the two-scale
polynomial symbol of ψm; that is,
ψˆm(ω) = Q m+2−2
(
e−iω/2
)
Nˆm
(
ω
2
)
. (1.5)
When no change in character (or texture import) to the subdivision curve (or surface) is desired, ψ0m should be used,
particularly since the wavelet ﬁlter pairs are the shortest. Increase value of  allows the user to balance between localized
contents of character [9] and/or texture [18] and ﬁlter lengths. Using the matrix notation
MP ,Q (z) :=
[
P (z) Q (z)
P (−z) Q (−z)
]
introduced in [1, p. 141], we select the polynomials Q m+2−2 among those that satisfy the requirement that the determinant
of MP ,Q (z) is a monomial for P = Pm and Q = Q m+2−2. More precisely, we require
detMPm,Q m+2−2
(z) = z2(m+)/2−1, (1.6)
so that
MT
P˜ m,Q˜

m+2−2
(z) := M−1
Pm,Q m+2−2
(z) = z−2(m+)/2+1
[
Q m+2−2(−z) −Q m+2−2(z)
−Pm(−z) Pm(z)
]
.
This yields the dual symbol relations:
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Pm(z) P˜

m(z) + Pm(−z) P˜ m(−z) = 1;
Q m+2−2(z)Q˜

m+2−2(z) + Q m+2−2(−z)Q˜ m+2−2(−z) = 1.
(1.7)
By the duality principle [1, p. 149 and pp. 156–157], the polynomial symbols of the wavelet decomposition ﬁlter pair are
given by:{
Am(z) := P˜ m(z) = z−2(m+)/2+1Q m+2−2(−z);
Bm(z) := Q˜ m+2−2(z) = −z−2(m+)/2+1Pm(−z).
(1.8)
As an immediate consequence, it follows that the highpass (wavelet) decomposition ﬁlter, with polynomial symbol Bm(z),
is an (m + 1)-tap ﬁlter with mth order discrete vanishing moments.
Another important issue in the application of spline-wavelets to subdivision curve and surface editing is robust stability,
meaning that the ∞-norm of any wavelet coeﬃcient sequence is equivalent to the L∞-norm of its corresponding wavelet
content. Since the synthesis spline-wavelet basis function does not require normalization in sup-norm stability consideration,
the lower and upper stability bounds for the ground level carry over to all wavelet levels. In this paper, we will prove that
robust stability of a compactly supported continuous function follows from linear independence of its integer-translates on
some interval [0,n], n  1, and that for each m  2 and  = 0,1, . . . , the integer translates of the spline-wavelet ψm are
linearly independent on [0,n] for some n  1 that depends on . In particular, the bi-orthogonal wavelets N˜,N ψ˜ of Cohen,
Daubechies, Feauveau [3], which belong to our spline-wavelet family {ψm} with N˜ = m and N =  (see [5, p. 277]), are
robust-stable.
This paper is organized as follows. In Section 2, the polynomial symbols Q m+2−2 are introduced, along with compu-
tational schemes, yielding the spline-wavelet family {ψm} as well as the corresponding decomposition and reconstruction
ﬁlter pairs. Robust stability will be studied in Section 3, by considering linear independency of the integer-translates of ψm
on some interval [0,n],n  1.
2. Spline-wavelet family
The primary objective of introducing the spline-wavelet family in this paper is to expand and enrich the mathematical
tool-box for curve and surface subdivisions by adding the wavelet editing and simulation component. Hence, our spline-
wavelets are constructed for the purpose of modeling (that is, to be used as synthesis wavelets), without paying attention
to the existence of their associated analysis “wavelet functions.” Instead, for each member of the family, the wavelet de-
composition ﬁlter pair, with the highpass component being the two-scale sequence of the analysis wavelet (should such
functions exist), constitute half of the editing and simulation ﬁlters of this wavelet tool-box, with the other half being the
pair of two-scale sequences (to be used as ﬁlters for wavelet reconstruction). We therefore make the trade-off by giving
up the properties of orthogonality, semi-orthogonality, bi-orthogonality, or cardinal interpolation, to gain the ﬂexibility of
geometric shape-control, as well as shortest integer (or ﬁx-point) ﬁlters with maximum order of discrete polynomial preser-
vation and vanishing moments, and the assurance of robust stability.
Let πk denote the space of polynomials of non-negative integer powers not exceeding k. Then for any integer d  2, it
can be shown, for example by following [1, p. 175], that there exists a unique polynomial R ∈ πd−1 of minimum degree that
satisﬁes(
1+ z
2
)d
R(z) −
(
1− z
2
)d
R(−z) = z2d/2−1, (2.1)
with solution R =: Rd−2 ∈ πd−2. In fact, for an even integer d = 2n, it is well known that
R2n−2(z) = zn−1
n−1∑
j=0
(
n + j − 1
j
)[
1
2
(
1− z + z
−1
2
)] j
, (2.2)
as shown by Daubechies (see [5, p. 171], and also [1, p. 230]) in the construction of her compactly supported orthonormal
scaling functions φDn , with two-scale symbols in the form of P
D
2n−1(z) := ( 1+z2 )n Sn−1(z), with Sn−1 governed by the formula-
tion |Sn−1(z)|2 = z−n+1R2n−2(z) for |z| = 1. Of course, the same polynomial in (2.2) is the non-trivial factor of the two-scale
polynomial symbol
P I4n−2(z) := z−2n+1
(
1+ z
2
)2n
R2n−2(z)
of the Dubuc–Deslauriers interpolatory scaling function φ I2n [7] of order 2n  2, with the cardinal interpolation property
φ I2n( j) = δ j,0, j ∈ Z, and corresponding synthesis wavelet ψ I2n(x) := φ I2n(2x− 1) (see, for example, [8, p. 442]).
In this paper, as mentioned in the ﬁrst section, we are only interested in the mth order cardinal B-spline scaling function
Nm with two-scale polynomial symbol Pm given by (1.4), and introduce the corresponding family of synthesis spline-
wavelets {ψm} with corresponding two-scale symbols Q m+2−2(z), as described in the Fourier domain by (1.5), where we
choose
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(
1− z
2
)
Rm+−2(−z). (2.3)
Therefore, it follows from (2.1) that the identity (1.6) is satisﬁed. Hence, in view of the duality principle (1.8), the dual
symbol relations described by (1.7) give rise to the wavelet decomposition ﬁlter pair ({am, j}, {bm, j}) deﬁned by⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Am(z) := P˜ m(z) = z−2(m+)/2+1Q m+2−2(−z) =:
∑
j
am, j z
j;
Bm(z) := Q˜ m+2−2(z) = −z−2(m+)/2+1Pm(−z) =:
∑
j
bm, j z
j .
(2.4)
It is clear from the second formula in (2.4) that the highpass ﬁlter component {bm, j} of the wavelet decomposition ﬁlter
pair is given by
{
bm, j
}= {(−1) j2−m+1( m
j − 1+ 2(m + )/2
)}
,
which has the (highest) mth order discrete vanishing moments, namely:∑
j
jkbm, j = 0, k = 0, . . . ,m − 1.
To determine the lowpass ﬁlter component {am, j}, which amounts to determining the two-scale polynomial symbol Q m+2−2
in (2.3) of the spline-wavelet ψm (for highpass reconstruction), it is necessary (and suﬃcient) to ﬁnd its non-trivial factor
Rm+−2. In fact, by writing
Rd−2(z) =
d−2∑
j=0
rd−2, j z j; (2.5)
Q m+2−2(z) =
1
2
m+2−2∑
j=0
qm+2−2, j z
j, (2.6)
it is clear from (2.3) that
qm+2−2, j = (−1) j2−+1
∑
k
(

k
)
rm+−2, j−k, j = 0, . . . ,m + 2 − 2,
so that the lowpass ﬁlter component {am, j} of the wavelet decomposition ﬁlter pair ({am, j}, {bm, j}) is given by
am, j = 2−
∑
k
(

k
)
rm+−2, j−1+2(m+)/2−k, j = −2
⌊
(m + )/2⌋+ 1, . . . ,−2⌊(m + )/2⌋+m + 2 − 1.
On the other hand, since we already have the explicit formulation (2.2) of Rd−2 for even d = 2n, we only need a formula
of Rd−2 for odd d = 2n − 1. In the following, we derive this formula as well as a recursive formula for computing the
coeﬃcients rd−2, j of Rd−2 in (2.5).
Theorem 2.1. For each n = 1,2, . . . , the polynomial R2n−1 has the formulation
R2n−1(z) =
(
1+ z
2
)−1[
R2n−2(z) − R2n−2(−1)
(
1− z
2
)2n]
, (2.7)
with
R2n−2(−1) = (−1)n−1
(
2n − 1
n − 1
)
. (2.8)
Furthermore, the coeﬃcients rd−2, j in (2.5) can be computed recursively as follows:
r2n−1,0 = (−1)n−12−2n+1 2n + 1
n
(
2n − 2
n − 1
)
;
r2n−1, j = −r2n−1, j−1 + 2r2n−2, j + (−1)n+ j2−2n+1
(
2n − 1
n − 1
)(
2n
j
)
, j = 1, . . . ,2n − 2, (2.9)
with r2n−1,2n−1 = (−1)n2−2n+1
(2n−1) andn−1
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Coeﬃcients rd−2, j of Rd−2(z).
d {rd−2, j}
2 {1}
3 12 {3,−1}
4 12 {−1,4,−1}
5 18 {−5,25,−15,3}
6 18 {3,−18,38,−18,3}
7 116 {7,−49,126,−98,35,−5}
8 116 {−5,40,−131,208,−131,40,−5}
9 1128 {−45,405,−1521,2889,−2535,1215,−315,35}
10 1128 {35,−350,1520,−3650,5018,−3650,1520,−350,35}
r0,0 = 0, r2n,0 = (−1)n2−2n
(
2n
n
)
;
r2n, j = −r2n, j−1 + 2r2n−1, j−2 + (−1)n+ j2−2n
(
2n
n
)(
2n + 1
j
)
, j = 1, . . . ,n, (2.10)
where
r2n, j = r2n,2n− j, j = n + 1, . . . ,2n. (2.11)
Proof. We ﬁrst observe that since the polynomial inside the brackets in (2.7) is in π2n and vanishes at z = −1, the right-
hand side of (2.7) is a polynomial in π2n−1. To show that this polynomial is indeed equal to the unique solution R2n−1 of
(2.1) for d = 2n + 1, and with the view also to obtain a recursive formulation for the coeﬃcients {rd−2, j}, we successively
set d = 2n,d = 2n + 1 and d = 2n + 2 in (2.1) with R = Rd , and consecutively subtract the resulting identities, yielding(
1+ z
2
)2n[(1+ z
2
)
R2n−1(z) − R2n−2(z)
]
=
(
1− z
2
)2n[(1− z
2
)
R2n−1(−z) − R2n−2(−z)
]
,
(
1+ z
2
)2n+1[(1+ z
2
)
R2n(z) − z2R2n−1(z)
]
=
(
1− z
2
)2n+1[(1− z
2
)
R2n(−z) − z2R2n−1(−z)
]
.
Thus, from the fact that Rd−2 ∈ πd−2 for d = 2n,2n + 1, we deduce the existence of some constants c and c˜ such that(
1+ z
2
)
R2n−1(z) − R2n−2(z) = c
(
1− z
2
)2n
;
(
1+ z
2
)
R2n(z) − z2R2n−1(z) = c˜
(
1− z
2
)2n+1
, (2.12)
the ﬁrst equation of which then immediately yields (2.7). The value of R2n−2(−1) in (2.8) is a consequence of the formula
of R2n−2(z) in (2.2).
The formulas for r2n−1,0, r2n−1,2n−1, r2n,0, and the recursive formulas (2.9) and (2.10) can be derived by applying the
explicit formulations of Rd−2 in (2.2) and (2.7) as well as the formula of R2n−2(−1) in (2.8) and using the fact that, in the
second equation of (2.12),
c˜ = R2n−1(−1) = (−1)n−1
(
2n
n
)
,
which is derived by multiplying (2.7) with ( 1+z2 ) and differentiating to yield
R2n−1(−1) = 2
[
R ′2n−2(−1) + nR2n−2(−1)
]
,
with R ′2n−2(−1) = (−1)n(n − 1)
(2n−1
n−1
)
obtained by evaluating the derivative of the formula (2.2) at z = −1. Finally, since
R2n−2 is a reciprocal polynomial, as shown by (2.2), its coeﬃcient sequence is symmetric in the sense of (2.11). 
We list in Table 2.1, the coeﬃcients of Rd−2 for d = 2, . . . ,10, and in Table 2.2, the two-scale sequences of the linear,
quadratic, and cubic spline-wavelets for  = 0,1,2. It is important to point out that all ﬁlters, for any m and any  and for
both decomposition and reconstruction, are “integers” for ﬁx-point operations. We also show the graphs of these spline-
wavelets in Fig. 2.1, from which we see that the support of the spline-wavelet ψ04 is [0,3] which is smaller than the support
[0,4] of its corresponding scaling function N4, while suppψ13 = suppN3 = [0,3]. In general, by applying (1.5) and (2.6), we
have
suppψm = [0,m +  − 1].
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Coeﬃcients qm+2−2, j of Qm+2−2(z).
m  {qm+2−2, j : j = 0, . . . ,m + 2 − 2}
2 0 {2}
2 1 12 {3,−2,−1}
2 2 14 {−1,−2,6,−2,−1}
3 0 {3,1}
3 1 14 {−1,−6,6,1}
3 2 116 {−5,−15,30,2,−9,−3}
4 0 {−1,−4,−1}
4 1 18 {−5,−20,10,12,3}
4 2 116 {3,12,5,−40,5,12,3}
Fig. 2.1. Spline-wavelets ψ22 , ψ
1
3 and ψ
0
4 .
Here and throughout, for a compactly supported function f , supp f denotes the smallest interval [a,b], for which f (x) = 0
for all x < a or x > b.
3. Linear independence and robust stability
In this section, we discuss the issues of linear independence and robust stability of the sequences of integer shifts of the
spline-wavelets ψm . Corresponding to a compactly supported continuous function f , consider the space
S f :=
{∑
j
c j f (· − j): {c j} ∈ (Z)
}
,
where (Z) denotes the space of real-valued bi-inﬁnite sequences {c j} := {c j: j ∈ Z}. Then f is said to have linearly inde-
pendent integer shifts on R, and the integer-shift sequence { f (· − j): j ∈ Z} is a basis of S f , if ∑ j c j f (x − j) = 0 for all
x ∈ R implies that c j = 0 for all j ∈ Z. If, moreover, there exist positive constants A  B such that
A sup
j∈Z
|c j| sup
x∈R
∣∣∣∣∑
j
c j f (x− j)
∣∣∣∣ B sup
j∈Z
|c j|, {c j} ∈ ∞(Z), (3.1)
the integer-shift sequence { f (· − j): j ∈ Z} is said to be robust-stable, with the largest value of A and smallest value B
called lower and upper stability bounds, respectively. For multi-level considerations, since going from the ground level to
the rth level is achieved simply by replacing f (x − j) with f (2r x − j) without the need of normalization, the (robust)
stability bounds remain unchanged for all levels.
Now, if the compactly supported continuous function f satisﬁes
supp f = [0, ν], ν ∈ N, (3.2)
then for any n ∈ N and k ∈ Z, the restriction of the function ∑ j c j f (x− j) on [k,k + n] can be written as
∑
j
c j f (x− j)
∣∣∣[k,k+n] =
k+n−1∑
j=k−ν+1
c j f (x− j). (3.3)
We say that the compactly supported function f has linearly independent integer shifts on [0,n], n ∈ N, if
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∑
j
c j f (x− j) =
n−1∑
j=−ν+1
c j f (x− j), x ∈ [0,n],
implies that c−ν+1 = · · · = cn−1 = 0, where the second equality follows from (3.3). The following result then holds.
Lemma 3.1. Let f ∈ C(R) be a compactly supported continuous function that satisﬁes (3.2) and has linearly independent integer shifts
on [0,n] for some n ∈ N. Then f has linearly independent integer shifts on [0,μ] for all integers μ > n.
Proof. Suppose that f has linearly independent integer shifts on [0, λ], where λ ∈ N and λ n. Our proof will be complete
if we can show that f has linearly independent integer shifts on [0, λ + 1]. To this end, let
λ∑
j=−ν+1
c j f (x− j) = 0, x ∈ [0, λ + 1]. (3.4)
It then follows from (3.2) that
λ−1∑
j=−ν+1
c j f (x− j) = 0, x ∈ [0, λ],
and thus, from the assumption that f has linearly independent integer shifts on [0, λ], we have c−ν+1 = · · · = cλ−1 = 0,
which, together with (3.4), yields cλ f (x− λ) = 0, x ∈ [0, λ+ 1], or equivalently, from (3.2), cλ f (x− λ) = 0, x ∈ [λ,λ+ 1], that
is, cλ f (x) = 0, x ∈ [0,1], so that cλ = 0. 
Remark 3.1. The converse of Lemma 3.1 does not hold, in that if f has linearly independent integer shifts on [0,n] for an
integer n 2 and μ < n is a positive integer, then f does not necessarily have linearly independent integer shifts on [0,μ],
as will be seen in Theorem 3.2 later.
But let us ﬁrst proceed to establish the following relationships between linear independence and robust stability.
Theorem 3.1. Let f be a compactly supported continuous function that satisﬁes the conditions (3.2) and has linearly independent
integer shifts on [0,n] for some n ∈ N. Then f has linearly independent integer shifts on R, and the integer-shift sequence { f (· − j):
j ∈ Z} is robust-stable with upper stability bound B  (n − 1+ ν)maxx∈R | f (x)| in (3.1).
Proof. Let {c j} ∈ (Z) satisfy ∑ j c j f (· − j) = 0. Then (3.3) implies that
n−1∑
j=−ν+1
c j+k f (x− j) = 0, x ∈ [0,n], k ∈ Z,
from which the linear independence on [0,n] of the integer shifts of f implies that
c j+k = 0, j ∈ {−ν + 1, . . . ,n − 1}, k ∈ Z,
and hence, c j = 0, j ∈ Z; or f has linearly independent integer shifts on R. That the upper bound in (3.1) holds with
B  (n − 1+ ν)maxx∈R | f (x)| follows immediately from (3.3).
To show that the lower bound A in (3.1) exists, consider the function
F (c) := max
x∈[0,n]
∣∣∣∣∣
n−1∑
j=−ν+1
c j f (x− j)
∣∣∣∣∣, c = (c−ν+1, . . . , cn−1) ∈ Rν+n−1, (3.5)
which is a continuous on the compact set
∂B :=
{
c ∈ Rν+n−1: max
−ν+1 jn−1
|c j| = 1
}
,
and therefore attains its minimum value at some point c∗ = (c∗−ν+1, . . . , c∗n−1) ∈ ∂B . Since c∗ = 0 and f has linearly indepen-
dent integer shifts on [0,n], we have A := F (c∗) > 0, so that F (c) A > 0 for all c ∈ ∂B . For any c = (c−ν+1, . . . , cn−1) = 0,
we may set γ := c/(max−ν+1 jn−1 |c j|) to conclude, by applying (3.5), that
F (c) =
(
max
−ν+1 jn−1
|c j|
)
F (γ ) A max
−ν+1 jn−1
|c j|. (3.6)
Now let {c j} ∈ ∞(Z) be arbitrarily chosen. It then follows from (3.3), (3.5) and (3.6) that
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x∈[k,k+n]
∣∣∣∣∑
j
c j f (x− j)
∣∣∣∣= maxx∈[0,n]
∣∣∣∣∣
n−1∑
j=−ν+1
c j+k f (x− j)
∣∣∣∣∣ A max−ν+1 jn−1 |c j+k|,
for any k ∈ Z. Hence, since
sup
k∈Z
[
max
x∈[k,k+n]
∣∣∣∣∑
j
c j f (x− j)
∣∣∣∣
]
= sup
x∈R
∣∣∣∣∑
j
c j f (x− j)
∣∣∣∣,
and
sup
k∈Z
[
max
−ν+1 jn−1
|c j+k|
]
= sup
k∈Z
|ck|,
the lower stability bound in (3.1) is established. 
Remark 3.2. In Theorem 3.1, let μ > n denote an integer, so that, according to Lemma 3.1, f has linearly independent
integer shifts on [0,μ]. Hence we may replace n by μ in the proof of Theorem 3.1 to analogously obtain the positive
constant A˜ := F (c˜∗), where c˜∗ = (c˜∗−ν+1, . . . , c˜∗μ−1) ∈ ∂ B˜ := {c˜ ∈ Rν+μ−1: max−ν+1 jμ−1 |c˜ j| = 1}. But then, if we deﬁne
c˜ ∈ ∂ B˜ by c˜ = (c∗−ν+1, . . . , c∗n−1,0, . . . ,0), we deduce from (3.5) that
A := F (c∗)= F (c˜) F (c˜∗)=: A˜,
and thus A  A˜. Hence the smallest possible positive integer n for which the function f has linearly independent integer
shifts on [0,n] yields the largest possible value of the positive constant A in the proof of Theorem 3.1, which, in view of
the ﬁrst inequality in the deﬁnition (3.1), shows that A is preferable to A˜ as a lower stability constant for f .
As has been shown in [16, pp. 65–66], the cardinal B-spline Nm has linearly independent integer shifts on [0,1]. There-
fore, since suppNm = [0,m], we may appeal to Theorem 3.1 to conclude that the integer-shift sequence {Nm(· − j): j ∈ Z}
is robust-stable, with upper stability bound B m, by using the fact that 0 Nm(x) 1, x ∈ R. We proceed to establish the
following linear independence result for our spline-wavelet family.
Theorem 3.2. For each m 2 and  ∈ {0,1, . . . , }, the synthesis spline-wavelet ψm has linearly independent integer shifts on [0,n],
where n = 1 for  ∈ {0,1}, and n =  − 1 for  2. Also, if  and β are integers such that  3 and 1 β   − 2, then ψm has
linearly dependent integer shifts on [0, β].
Proof. According to (1.5), (2.3), and the fact that Theorem 2.1 gives rd, j = 0 for j = 0 and j = d − 2, we have ν =m +  − 1
in (3.2) with f = ψm . Hence, it is necessary to prove that if c = {c−m−+2, . . . , cn−1} satisﬁes
n−1∑
j=−m−+2
c jψ

m(x− j) = 0, x ∈ [0,n], (3.7)
then c must be the zero sequence. Since the two-scale sequence of ψm satisﬁes q

m+2−2, j = 0, j /∈ {0, . . . ,m + 2 − 2}, we
see from (1.5) that (3.7) is equivalent to
n−1∑
j=−m−+2
c j
∑
k
qm+2−2,k−2 j Nm(2x− k) = 0, x ∈ [0,n].
Hence, by applying the property suppNm = [0,m], we may deduce that (3.7) holds if and only if
2n−1∑
k=−m+1
γkNm(x− k) = 0, x ∈ [0,2n], (3.8)
where
γk :=
n−1∑
j=−m−+2
qm+2−2,k−2 jc j, k = −m + 1, . . . ,2n − 1. (3.9)
Since Nm has linearly independent integer shifts on [0,1], we know from Lemma 3.1 that Nm has linearly independent
integer shifts on [0,2n], according to which we deduce from (3.8) and (3.9) that a ﬁnite sequence c = (c−m−+2, . . . , cn−1)
satisﬁes (3.7) if and only if
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j=−m−+2
qm+2−2,k−2 jc j = 0, k = −m + 1, . . . ,2n − 1,
or, in matrix–vector formulation,
McT = 0, (3.10)
whereM is the (m + 2n − 1) × (m + n +  − 2) matrix
M = [Mkj := qm+2−2,k−2 j, k = −m + 1, . . . ,2n − 1, j = −m −  + 2, . . . ,n − 1]. (3.11)
Deﬁning the square matrices
M˜ := (Mˆ)T ,  = 0,1,
M˜ := (M)T ,  2,
⎫⎬
⎭ (3.12)
with Mˆ0 and Mˆ1 denoting the submatrices
Mˆ0 := [M0kj: k = −m + 2, . . . ,0, j = −m + 2, . . . ,0],
Mˆ1 := [M1kj: k = −m + 1, . . . ,0, j = −m + 1, . . . ,0],
⎫⎬
⎭ (3.13)
we see that our proof will be complete if we can show that the only solution of
M˜γ  = 0 (3.14)
is γ  = 0. To this end, we ﬁrst use (3.12), (3.13), (3.11), and the fact that
j − 2k /∈
⎧⎨
⎩
{0, . . . ,m − 2}, for j ∈ {−m + 2, . . . ,0}, k /∈ {−m + 2, . . . ,0},
{0, . . . ,m}, for j ∈ {−m + 1, . . . ,0}, k /∈ {−m + 1, . . . ,0},
{0, . . . ,m + 2 − 2}, for j ∈ {−m + 1, . . . ,2 − 3}, k /∈ {−m −  + 2, . . . ,  − 2},
to deduce the explicit formulation∑
j
qm+2−2, j−2kγ

j = 0, k ∈ Z, (3.15)
of (3.14), where
γ j := 0, j /∈
⎧⎨
⎩
{−m + 2, . . . ,0}, if  = 0,
{−m + 1, . . . ,0}, if  = 1,
{−m + 1, . . . ,2 − 3}, if  2.
(3.16)
For the Laurent polynomial
Γ m+−2(z) :=
∑
j
γ j z
j, (3.17)
by recalling (2.6) we have, for all z ∈ C \ {0},
∑
k
(∑
j
qm+2−2, j−2kγ

j
)
z2k
=
∑
k
(∑
j
qm+2−2,2 j−2kγ

2 j +
∑
j
qm+2−2,2 j+1−2kγ

2 j+1
)
z2k
=
∑
j
γ 2 j
[∑
k
qm+2−2,2 j−2k
(
z−1
)2 j−2k]
z2 j +
∑
j
γ 2 j+1
[∑
k
qm+2−2,2 j+1−2k
(
z−1
)2 j+1−2k]
z2 j+1
= 2
[
Q m+2−2(z−1) + Q m+2−2(−z−1)
2
Γ m+−2(z) + Γ m+−2(−z)
2
+ Q

m+2−2(z−1) − Q m+2−2(−z−1)
2
Γ m+−2(z) − Γ m+−2(−z)
2
]
= Q  (z−1)Γ  (z) + Q  (−z−1)Γ  (−z). (3.18)m+2−2 m+−2 m+2−2 m+−2
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Q m+2−2(z)Γ

m+−2
(
z−1
)= −Q m+2−2(−z)Γ m+−2(−z−1), z ∈ C \ {0},
or, equivalently, from (2.3),
Gm+2−2(z)Γ

m+−2
(
z−1
)= −Gm+2−2(−z)Γ m+−2(−z−1), z ∈ C \ {0}, (3.19)
where
Gm+2−2(z) := (1− z)Rm+−2(−z). (3.20)
We claim that the polynomials Gm+2−2(z) and G

m+2−2(−z) have no common zeros. To prove this, suppose G(z0) = 0,
where z0 ∈ C; i.e.
(1− z0)Rm+−2(−z0) = 0. (3.21)
First, since Theorem 2.1 gives rd−2, j = 0 for j = 0 and j = d − 2, it follows from (3.20) that Gm+2−2(0) = Rm+2−2(0) = 0,
so that z0 = 0. Secondly, for the solution z0 = 1 of (3.21) we see from (3.20) that Gm+2−2(−z0) = Gm+2−2(−1) =
2Rm+−2(1). But, since the identity (2.1) has a unique solution in πd−1 with solution Rd−2 ∈ πd−2, the polynomial Rm+−2
satisﬁes the identity (2.1) with d = m + , in which we set z = 1 to obtain Rm+−2(1) = 1, and thus Gm+2−2(−z0) =
Gm+2−2(−1) = 2 = 0. If z0 = C \ {−1,0,1}, then (3.21) implies Rm+−2(−z0) = 0, which, when substituted into the
identity (2.1) with d = m +  and z = z0, gives Rm+−2(z0) = [2/(1 + z0)]m+z2(m+)/2−10 = 0, and thus, from (3.20),
Gm+2−2(−z0) = 0. Hence, the polynomials Gm+2−2(z) and Gm+2−2(−z) have no common zeros.
Let us consider  ∈ {0,1}. Then, according to (3.17) and (3.16), Γ m+−2(z−1) is a polynomial of degree at most m+  − 2.
Since the polynomials Gm+2−2(z) and G

m+2−2(−z) have no common zeros, it follows from (3.19) that there exists a
polynomial J  such that
Γ m+−2
(
z−1
)= J (z)Gm+2−2(−z). (3.22)
By substituting (3.22) into (3.19), we ﬁnd that J  satisﬁes the condition
J (z) = − J (−z). (3.23)
If J  = 0, then (3.23) implies deg( J ) 1. Hence, again since rd−2,d−2 = 0, it follows from (3.17) that deg(Gm+2−2(−z)) =
m+2−2, and thus, the right-hand side of (3.22) is a polynomial of degree at least m+2−1. This contradicts (3.22), since
deg(Γ m+−2(z−1))m+  − 2, and m+ 2 − 1 >m+  − 2 for  0. Consequently, J  = 0, so that (3.22) gives Γ m+−2 = 0,
and thus, from (3.17), γ j = 0, j = −m −  + 2, . . . ,0, thereby completing our proof for  ∈ {0,1}.
We next consider  2, and conclude from (3.17) and (3.16) that if we deﬁne
Γ˜ m+−2(z) := z2−3Γ m+−2
(
z−1
)
, (3.24)
then Γ˜ m+−2 is a polynomial of degree at most m+ 2 − 4. Hence, substituting Γ m+−2(z−1) = z−2+3Γ˜ m+−2(z) into (3.19),
we obtain
Gm+2−2(z)Γ˜

m+−2(z) = Gm+2−2(−z)Γ˜ m+−2(−z), z ∈ C. (3.25)
Since the polynomials Gm+2−2(z) and G

m+2−2(−z) have no common zeros, it follows from (3.25) that there exists a
polynomial J˜  that satisﬁes
Γ˜ m+−2(z) = J˜ (z)Gm+2−2(−z). (3.26)
But, again since rd−2,d−2 = 0, it follows from (3.20) that deg(Gm+2−2(−z)) =m+ 2 − 2, which, together with the fact that
deg(Γ˜ m+−2) m + 2 − 4, shows that (3.26) implies J˜  = 0, and thus Γ˜ m+−2 = 0, so that (3.24) gives Γ m+−2 = 0. But
then (3.17) yields γ j = 0, j = −m + 1, . . . ,2 − 3, which completes the proof of linear independency for  2.
Finally, suppose  and β are integers with  3 and 1 β   − 2, and let c˜ = {c˜−m−+2, . . . , c˜β−1} be such that
β−1∑
j=−m−+2
c˜ jψ

m(x− j) = 0, x ∈ [0, β]. (3.27)
Replacing n by β in (3.7) to (3.11) of the proof above, we deduce the existence of a matrix
˜˜M with dimension
(m + 2β − 1) × (m + β +  − 2) such that (3.27) is equivalent to
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Since
m + 2β − 1 =m + β + (β − 1)m + β + ( − 3) <m + β +  − 2,
we deduce that ˜˜M has more columns than rows, according to which there exists a non-trivial ﬁnite sequence c˜ such that
(3.28), and therefore also (3.27) are satisﬁed. Hence ψm has linearly dependent integer shifts on [0, β]. 
Remark 3.3. Observe from Theorem 3.2 that, for each  = 0,1, . . . , the smallest possible positive integer n for which ψm has
linearly independent integer shifts on [0,n] is given by n = n , the signiﬁcance of which has been pointed out in Remark 3.2.
The following result is an immediate consequence of Theorems 3.1 and 3.2.
Corollary 3.1. For each m 2 and  ∈ {0,1, . . .}, the sequence {ψm(· − j): j ∈ Z} of integer shifts of the spline-wavelet ψm is robust-
stable.
Final remarks: Linear independence of integer shifts of compactly supported distributions is a topic that has been well
studied in the published literature. On global linear independence, the interested reader is referred to [11,19] for studies in
the Fourier domain, and to [26] for time-domain considerations. On the study of linear independence of reﬁnable functions,
the reader is referred to [12] and references therein. The study of stability of integer shifts is also well documented. See, for
example, [11] for a study in terms of the Fourier transform, and [10,12,13] for discussions in terms of the reﬁnement masks
of functions that are reﬁnable. Of course there is an intimate relationship between linear independence and stability. For
instance, global linear independence implies robust stability, as studied in [10,11,19]. One of the main objectives of our paper
is to show that the synthesis wavelet family possesses the property of robust stability. Since they are not reﬁnable, we take
the route of establishing their linear independence on some compact intervals, and show that global linear independence,
and hence robust stability, is a consequence of linear independence on compact intervals. Finally, it is perhaps worthwhile to
point out that the minimum-supported ﬁlters with certain prescribed zeros constructed and studied in [14,15,17] have some
resemblance of our spline-wavelet family. Since it is beyond the scope of our paper, we leave this topic of investigation to
the interested reader.
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