Compact manifolds embedded in Euclidean space which have a transitive group of linear isometries, like the spheres or the " at" tori under rotations, admit a natural notion of a continuous self-adjoint zonal kernel function k(x; y), which generalizes the idea of a radial or distance dependent function on the spheres and tori. In connection with a study of quasi-interpolation on these spaces, we have reproved 1 and extended results of Sun for the spheres, to characterize those kernels for which the span of the translates, P a n k(x; y n ), is dense in the continuous functions. The essence of the characterization is that the integral operator with kernel k(x; y) must be non-singular when restricted to any nite dimensional space of polynomial functions which is invariant under the transitive linear isometry group of the manifold used to de ne zonal functions. In fact the non-singularity must hold only on any nite dimensional space of zonal polynomials, those which are pointwise xed by the sub-group of all isometries xing a single point. In practical terms this later condition is veri ed by choosing one point on the manifold (the north pole on the spheres or the identity element on the at tori), picking some basis for the polynomials of given degree which are xed under the isometries leaving the pole invariant, and testing whether the integral operator (which leaves this space invariant) has a non-singular matrix. In many cases, like the spheres and tori, there are diagonalizing bases for this restricted operator, and the characterization becomes the non-vanishing of the appropriate Fourier-like coe cients.
Introduction
For any smooth compact submanifold M of IR d with hx; yi, the standard inner product, the restrictions of the polynomials form a dense subspace of C(M) and so provide a natural class of functions for either direct approximation or analysis of the approximating properties of other classes of functions. In one particular case of interest, quasi-interpolation, the object is often the study of real symmetric (or self-adjoint) kernels, k(x; y) on M M and the approximation properties of the linear combinations P a i k(x; y i ). A rst step in understanding such properties is to investigate the density properties of all such linear combinations or more generally:
Characterize the closure of K = f X a i k( ; y i ) : a i 2 IR; y i 2 Mg:
(In case k is complex valued and self-adjoint, a i 2 IR is replaced by a i 2 l C.) One class of manifolds for which we can make some substantial progress on the general characterization problem are those which are homogeneous in the sense that their local geometry looks the same at any point. If this homogeneity is achieved by requiring that the manifold has a transitive group 2 of linear isometries (as in Section 3), then the polynomials of a xed degree have some intrinsic relation to the geometric structure of the manifold inside Euclidean space. For example for any sphere about the origin, the orthogonal matrices form a transitive group of linear isometries and any orthogonal map composed with a polynomial is again a polynomial of the same degree. Similarly the m-torus embedded in IR 2m , realized as a product of m circles about the origin in IR 2 , possesses the torus itself as a transitive group of isometries realized by the block diagonal orthogonal matrices with 2 2 rotations on the diagonal.
For such linearly homogeneous manifolds when we require that the kernel k(x; y) be unchanged when we act simultaneously on both variables by any linear isometry in the group, we achieve a situation where the structure of the kernel depends only on the relative geometry between its variables. Then all the functions used to generate K are just translates by some isometries of one single function on M which has certain additional invariance properties. This, in e ect, turns the analysis of the two variable kernel, into the analysis of some single variable function. Moreover, the fact that the geometric homogeneity is achieved by linear orthogonal maps, means that a Fourier like analysis of this single variable function with respect to some invariant spaces of polynomials de nable independently of the particular kernel can be used to analyse the density problem, and characterize K.
In the case of the spheres, the invariance of the kernels under all orthogonal maps means that the kernel only depends on the great circle distance between its arguments; thus we study radial kernels on spheres. In the case of the tori, the invariance of the symmetric kernel under block rotations means that it is an even function of the di erence in angles of the two coordinates, i.e. an even function on the torus.
Our main goal is to prove the following result (see Section 3): 
In particular for any basis fp n;j g of Kp H n consisting of eigenvectors with T k (p n;j ) = a n;j p n;j , density holds if and only if a n;j 6 = 0 for all n; j.
Remarks 1 Since the operators T k are self-adjoint and the zonal polynomials are T k invariant, there always exist eigenvector bases, which may depend on k. However, in many cases the geometry and analysis of M leads to bases for the zonal polynomials which are simultaneous eigenvectors for every T k . The spheres and the tori fall into this class, as do all those M for which any two points can be interchanged by some isometry from G. Thus this theorem leads to quite explicit tests for density of K.
In Section 2 we consider the special case of S d?1 , the sphere in IR d . The treatment of the sphere gives insight into the general procedure described in Section 3 and the following section. In Section 5 the sphere is revisited in light of the preceding work, and then the example of the tori is discussed.
The sphere
In this section we illustrate the details of the general setting discussed above in the simple case of S d?1 , the sphere in IR d . For the sphere Theorem 2, as stated in Proposition 1, is a known result due to Sun 6] . Here, we study kernels k(x; y) which are invariant under all rotations and re ections, and thus depend only on the geodesic distance between x and y. Thus we wish to approximate by functions of the form k( ; y) = (h ; yi) where y 2 S d?1 , since d(x; y) = cos ?1 (hx; yi) shows the geodesic distance on the sphere and the inner product are boundedly equivalent functions. If we restrict the polynomials of degree n to S d?1 we obtain a space P n . If we let H n = P n T P ? n?1 be the harmonic polynomials of degree n then the spherical harmonics h n1 ; h n2 ; ; h n n are an orthonormal basis for H n with respect to the (normalized) surface measure on S d?1 . Using the Stone{Weierstrass Theorem (see e.g. The result follows by uniform approximation of the above integral by an appropriate Riemann sum, since the integrand is jointly uniformly continuous.
For the \only if" direction we show that if a n = 0 for some n then h nj 6 2 Span( ) for any j = 1; 2; : : : ; n . In fact the equality (2) above shows each h nj (x) is orthogonal to (hx; yi) = (hy; xi) and hence to the span of . Taking uniform limits preserves this orthogonality and proves the \only if " part.
Remarks 2 Let N = fn : a n = 0g be nite. Then, to ensure a dense approximating subspace, must be augmented by H N = Span( S n2N H n ). Because of the orthogonality of the spherical harmonics the coe cients c i in the approximation f(x) f N (x) + 3 Polynomials on submanifolds of Euclidean space
The general approach to kernels on compact manifolds in Euclidean space which is presented in this section mimics the above proof of Proposition 1 in many respects. For example, for continuous k, let
where where dg is the Haar measure on G. This relation is independent of the choice of p due to the transitivity of G.
Exactly as we did for the sphere we de ne the harmonic polynomials of degree n as the orthogonal complement H n = P n T P ? n?1 , where P n is the restriction of polynomials of degree at most n to the manifold M. In the sphere case we saw (2) that the space H n was invariant under the action of any integral operator with kernel k( ; ) = (h ; i). The analysis in this more general setting follows the same approach, although it is not true that all of H n is an eigenspace for the operators which arise from G-invariant kernels. A foundation for all our work is the following proposition which explains the previous integral statement in terms of the relations between functions on M and functions on G. Moreover, (P n (M)) = P n (G) Kp , the space of all polynomials in the entries of G of degree at most n xed under right translations from K p .
Proof
The injectivity of the given map is clear. We need only show that it is surjective. For a givenf 2 C(G) Kp The proof for polynomials follows in the same way since the matrix product g p is linear in the coordinates of g.
The previous proposition allows us to identify functions on M as functions on G which are xed under the right action of K p , the rotations in G which x a "pole" p. It is also useful to understand how we can identify the kernels Once we understand these identi cations between the functions and polynomials on M and the K p invariants, then the invariance of the various polynomial spaces under T k is easily proved. Proposition 4 When the linear group G of orthogonal matrices acts transitively on a manifold M, and a (continuous) kernel k(x; y) is real symmetric (or self-adjoint) and G{invariant, then P n and H n are invariant under
In fact for any choice of pole p 2 M the subspaces Kp P n and Kp H n of zonal functions xed under rotations about the pole are also T k invariant.
The invariance of P n follows easily from the Proposition 2. For, for p n 2 P n ,
where the rst step follows because k is a spherical kernel, and the last step because the Haar measure is invariant under translation. Clearly, when we integrate out this last expression with respect to g we will be left with some polynomial of degree n ing, i.e. an element of P n (G). Since T k (p n )(g p) is
clearly right K p invariant we can use the Proposition 2 to give the required result.
To prove that H n is invariant under T k we rst observe that T k is self{ adjoint due to the real symmetry (or self-adjointness) of k. Then, because P n is T k invariant, T k (h n ) 2 P n and T k (p n?1 ) 2 P n?1 . Hence,
Thus H n is T k invariant as T k h n 2 P n T P ? n?1 = H n . It is simple to see that the K p xed subspaces are invariant. Suppose f(h y) = f(y) for all h 2 K p then the same holds for T k (f) since
by the G{invariance of k and the invariance of under translation by h 2
The signi cance of this proposition lies in the fact that it establishes various orthogonal nite dimensional subspaces which are invariant under any T k . Hence the analysis of the action of T k can be carried out relative to these known invariant subspaces. In fact we shall show that the action of T k on all of H n is determined by its action on the (potentially much smaller) subspace Kp H n . For example in the case of the sphere the action of T k on all the spherical harmonics of degree n is determined by its action on the one zonal spherical harmonic: p n (hx; e 1 i) as illustrated by formula (2).
Reduction of zonal kernel operators
Characterizing the structure of operators like T k is really quite simple, once we have the invariance of the harmonic polynomial spaces H n . In fact, we just exploit the orthogonal decomposition of an arbitrary function relative to the subspaces H n : f = 1 X n=0 f n ; f n 2 H n ; which arises from the density of the polynomials in L 2 (M) and the orthogonality of the H n . The decomposition of an arbitrary function into its H n components corresponds to the usual spherical harmonic series decompositions in the case of the spheres, or to the decomposition of an arbitrary function into the homogeneous degree blocks in the multiple trigonometric series decomposition in the case of the tori. An obvious characterisation of the range of T k is V . Since the projection is self-adjoint, the kernel must be self-adjoint.
Thus k fv i g (x; y) = k fv i g (y; x) = k fv i g (y; x). If V is conjugation closed, so fv i g is also an orthonormal basis for V , then k fv i g (y; x) is equal to k fv i g (y; x). Combining all the equalities we get that the kernel is
