We say that f satisfies the flow conservation rule at vertex v if ex f .v/ D 0. A flow satisfying the flow conservation rule at every vertex is called a circulation.
Now given a network .G; u; s; t/, an s-t-flow is a flow f satisfying ex f .s/ Ä 0 and ex f .v/ D 0 for all v 2 V .G/ n fs; tg. We define the value of an s-t-flow f by value .f / WD ex f .s/. Now we can formulate the basic problem of this chapter:
MAXIMUM FLOW PROBLEM
Instance: A network .G; u; s; t/.
Task:
Find an s-t-flow of maximum value.
It causes no loss of generality to assume that G is simple as parallel edges can be united beforehand.
This problem has numerous applications. For example, consider the JOB ASSIGNMENT PROBLEM: given n jobs, their processing times t 1 ; : : : ; t n 2 R C and a nonempty subset S i Â f1; : : : ; mg of employees that can contribute to each job i 2 f1; : : : ; ng, we ask for numbers x ij 2 R C for all i D 1; : : : ; n and j 2 S i (meaning how long employee j works on job i ) such that all jobs are finished, i.e. P j 2S i x ij D t i for i D 1; : : : ; n. Our goal was to minimize the amount of time in which all jobs are done, i.e. T .x/ WD max We apply binary search for the optimum T .x/. Then for one specific value T we have to find numbers x ij 2 R C with P j 2S i x ij D t i for all i and P i Wj 2S i
x ij Ä T for all j . We model the sets S i by a (bipartite) digraph with a vertex v i for each job i , a vertex w j for each employee j and an edge .v i ; w j / whenever j 2 S i . We introduce two additional vertices s and t and edges .s; v i / for all i and .w j ; t/ for all j . Let this graph be G. We define capacities u W E.G/ ! R C by u..s; v i // WD t i and u.e/ WD T for all other edges. Then the feasible solutions x with T .x/ Ä T evidently correspond to the s-t-flows of value P n i D1 t i in .G; u/. Indeed, these are maximum flows.
In Section 8.1 we describe a basic algorithm for the MAXIMUM FLOW PROB-LEM and use it to prove the Max-Flow-Min-Cut Theorem, one of the best-known results in combinatorial optimization, which shows the relation to the problem of finding a minimum capacity s-t-cut. Moreover we show that, for integral capacities, there always exists an optimum flow which is integral. The combination of these two results also implies Menger's Theorem on disjoint paths as we discuss in Section 8.2.
Sections 8. 3, 8.4 and 8.5 contain efficient algorithms for the MAXIMUM FLOW PROBLEM. Then we shift attention to the problem of finding minimum cuts. Section 8.6 describes an elegant way to store the minimum capacity of an s-t-cut (which equals the maximum value of an s-t-flow) for all pairs of vertices s and t. Section 8.7 shows how the edge-connectivity, or a minimum capacity cut in an undirected graph, can be determined more efficiently than by applying several network flow computations.
Max-Flow-Min-Cut Theorem
The definition of the MAXIMUM FLOW PROBLEM suggests the following LP formulation: Furthermore, by Theorem 4.18 there exists a polynomial-time algorithm. However, we are not satisfied with this, but will rather look for a combinatorial algorithm (not using Linear Programming).
Recall that an s-t-cut in G is an edge set ı C .X / with s 2 X and t 2 V .G/ n X . The capacity of an s-t-cut is the sum of the capacities of its edges. By a minimum s-t-cut in .G; u/ we mean an s-t-cut of minimum capacity (with respect to u) in G.
Lemma 8.3.
For any A Â V .G/ such that s 2 A; t … A, and any s-t-flow f , (a) value .f / D P e2ı C .A/ f .e/ P e2ı .A/ f .e/. (b) value .f / Ä P e2ı C .A/ u.e/.
Proof: (a) f .e/:
(b): This follows from (a) by using 0 Ä f .e/ Ä u.e/ for e 2 E.G/.
In other words, the value of a maximum flow cannot exceed the capacity of a minimum s-t-cut. In fact, we have equality here. To see this, we need the concept of augmenting paths which will reappear in several other chapters. $ G/ ! R C by u f .e/ WD u.e/ f .e/ and u f . e / WD f .e/ for all e 2 E.G/. The residual graph G f is the graph V .G/;˚e 2 E $ G W u f .e/ > 0 « . Given a flow f and a path (or circuit) P in G f , to augment f along P by means to do the following for each e 2 E.P /: if e 2 E.G/ then increase f .e/ by , otherwise -if e D e 0 for e 0 2 E.G/ -decrease f .e 0 / by . Given a network .G; u; s; t/ and an s-t-flow f , an f-augmenting path is an s-t-path in the residual graph G f .
Using this concept, the following algorithm for the MAXIMUM FLOW PROB-LEM, due to Ford and Fulkerson [1957] , is natural. We first restrict ourselves to integral capacities.
FORD-FULKERSON ALGORITHM

Input:
A network .G; u; s; t/ with u W E.G/ ! Z C .
Output: An s-t-flow f of maximum value.
1
Set f .e/ WD 0 for all e 2 E.G/.
2
Find an f -augmenting path P . If none exists then stop. 3 Compute WD min e2E.P / u f .e/. Augment f along P by and go to 2 .
Edges where the minimum in 3 is attained are sometimes called bottleneck edges. The choice of guarantees that f continues to be a flow. Since P is an s-t-path, the flow conservation rule is preserved at all vertices except s and t.
To find an augmenting path is easy (we just have to find any s-t-path in G f ). However, we should be careful how to do this. In fact, if we allow irrational capacities (and have bad luck when choosing the augmenting paths), the algorithm might not terminate at all (Exercise 2). Even in the case of integer capacities, we may have an exponential number of augmentations. This is illustrated by the simple network shown in Figure 8 .1, where the numbers are the edge capacities (N 2 N). If we choose an augmenting path of length 3 in each iteration, we can augment the flow by just one unit each time, so we need 2N iterations. Observe that the input length is O.log N /, since capacities are of course encoded in binary form. We shall overcome these problems in Section 8.3.
We now claim that when the algorithm stops, then f is indeed a maximum flow:
Theorem 8.5. An s-t-flow f is maximum if and only if there is no f -augmenting path.
Proof:
If there is an augmenting path P , then 3 of the FORD-FULKERSON ALGORITHM computes a flow of greater value, so f is not maximum. If there is no augmenting path, this means that t is not reachable from s in G f . Let R be the set of vertices reachable from s in G f . By the definition of G f , we have f .e/ D u.e/ for all e 2 ı C G .R/ and f .e/ D 0 for all e 2 ı G .R/. Now Lemma 8.3 (a) says that
u.e/ which by Lemma 8.3 (b) implies that f is a maximum flow.
In particular, for any maximum s-t-flow we have an s-t-cut whose capacity equals the value of the flow. Together with Lemma 8. 3 (b) this yields the central result of network flow theory, the Max-Flow-Min-Cut Theorem: Theorem 8.6. (Ford and Fulkerson [1956] , Dantzig and Fulkerson [1956] ) In a network the maximum value of an s-t-flow equals the minimum capacity of an s-t-cut.
An alternative proof was proposed by Elias, Feinstein and Shannon [1956] . The Max-Flow-Min-Cut Theorem also follows quite easily from LP duality; see Exercise 9 of Chapter 3.
If all capacities are integers, in 3 of the FORD-FULKERSON ALGORITHM is always integral. Since there is a maximum flow of finite value (Proposition 8.2), the algorithm terminates after a finite number of steps. Therefore we have the following important consequence: Corollary 8.7. (Dantzig and Fulkerson [1956] ) If the capacities of a network are integers, then there exists an integral maximum flow.
This corollary -sometimes called the Integral Flow Theorem -can also be proved easily by using the total unimodularity of the incidence matrix of a digraph (Exercise 3).
We close this section with another easy but useful observation, the Flow Decomposition Theorem: Theorem 8.8. (Gallai [1958] , Ford and Fulkerson [1962] ) Let .G; u; s; t/ be a network and let f be an s-t-flow in G. Then there exists a family P of s-t-paths and a family C of circuits in G along with weights w W P [ C ! R C such that f .e/ D P P 2P[CW e2E.P / w.P / for all e 2 E.G/, P P 2P w.P / D value .f /, and jPj C jCj Ä jE.G/j.
Moreover, if f is integral then w can be chosen to be integral.
We construct P, C and w by induction on the number of edges with nonzero flow. Assume that there is an edge e with f .e/ > 0; otherwise the statement is trivial. Consider a maximal walk W containing e in which every edge carries positive flow and no vertex appears twice except possibly if it is one of the endpoints. W contains at most n edges. Moreover, W contains a circuit P , or W is a path P . In the latter case, P begins at s, ends at t, and f .ı .s// D f .ı C .t// D 0 (due to the maximality of W and the flow conservation rule).
Let w.P / WD min e2E.P / f .e/. Set f 0 .e/ WD f .e/ w.P / for e 2 E.P / and f 0 .e/ WD f .e/ for e 6 2 E.P /. An application of the induction hypothesis to f 0 completes the proof.
The proof also leads to an O.mn/-time algorithm for computing such a flow decomposition.
Menger's Theorem
Consider Corollary 8.7 and Theorem 8.8 in the special case where all capacities are 1. Here integral s-t-flows can be regarded as collections of edge-disjoint s-t-paths and circuits. We obtain the following important theorem: Theorem 8.9. (Menger [1927] ) Let G be a graph (directed or undirected) , let s and t be two vertices, and k 2 N. Then there are k edge-disjoint s-t-paths if and only if after deleting any k 1 edges t is still reachable from s.
Proof: Necessity is obvious. To prove sufficiency in the directed case, let .G; u; s; t/ be a network with unit capacities u Á 1 such that t is reachable from s even after deleting any k 1 edges. This implies that the minimum capacity of an s-t-cut is at least k. By the Max-Flow-Min-Cut Theorem 8.6 and Corollary 8.7 there is an integral s-t-flow of value at least k. By Theorem 8.8 this flow can be decomposed into integral flows on s-t-paths (and possibly some circuits). Since all capacities are 1 we must have at least k edge-disjoint s-t-paths. To prove sufficiency in the undirected case, let G be an undirected graph with two vertices s and t such that t is reachable from s even after deleting any k 1 edges. This property obviously remains true if we replace each undirected edge e D fv; wg by five directed edges .v; x e /, .w; x e /, .x e ; y e /, .y e ; v/, .y e ; w/ where x e and y e are new vertices (see Figure 8 .2). Now we have a digraph G 0 and, by the first part, k edge-disjoint s-t-paths in G 0 . These can be easily transformed to k edge-disjoint s-t-paths in G.
In turn it is easy to derive the Max-Flow-Min-Cut Theorem (at least for rational capacities) from Menger's Theorem. We now consider the vertex-disjoint version of Menger's Theorem. We call a set of paths internally disjoint if no two of them have an edge or an internal vertex in common. Although they may share endpoints, internally disjoint paths are sometimes also called vertex-disjoint (if the set of endpoints is given). Theorem 8.10. (Menger [1927] The undirected version follows from the directed one by the same construction as in the proof of Theorem 8.9 (Figure 8 .2).
The following corollary is an important consequence of Menger's Theorem: Corollary 8.11. (Whitney [1932] ) An undirected graph G with at least two vertices is k-edge-connected if and only if for each pair s; t 2 V .G/ with s 6 D t there are k edge-disjoint s-t-paths.
An undirected graph G with more than k vertices is k-connected if and only if for each pair s; t 2 V .G/ with s 6 D t there are k internally disjoint s-t-paths.
Proof:
The first statement follows directly from Theorem 8.9.
To prove the second statement let G be an undirected graph with more than k vertices. If G has k 1 vertices whose deletion makes the graph disconnected, then it cannot have k internally disjoint s-t-paths for each pair s; t 2 V .G/.
Conversely, if G does not have k internally disjoint s-t-paths for some s; t 2 V .G/, then we consider two cases. If s and t are non-adjacent, then by Theorem 8.10 G has k 1 vertices whose deletion separates s and t.
If s and t are joined by a set F of parallel edges, jF j 1, then G F has no k jF j internally disjoint s-t-paths, so by Theorem 8.10 it has a set X of k jF j 1 vertices whose deletion separates s and t. Let v 2 V .G/n.X [fs; tg/. Then v cannot be reachable from s and from t in .G F / X , say v is not reachable from s. Then v and s are in different connected components of G .X [ ftg/.
In many applications one looks for edge-disjoint or vertex-disjoint (or internally disjoint) paths between several pairs of vertices. The four versions of Menger's Theorem (directed and undirected, vertex-and edge-disjoint) Proof: Since G CH is Eulerian, every edge, in particular any f 2 E.H /, belongs to some circuit C . We take C f as the first path of our solution, delete C , and apply induction.
The Edmonds-Karp Algorithm
In Exercise 2 it is shown that it is necessary to make 2 of the FORD-FULKERSON ALGORITHM more precise. Instead of choosing an arbitrary augmenting path it is a good idea to look for a shortest one, i.e. an augmenting path with a minimum number of edges. With this simple idea Edmonds and Karp [1972] obtained the first polynomial-time algorithm for the MAXIMUM FLOW PROBLEM.
EDMONDS-KARP ALGORITHM
Input:
A network .G; u; s; t/.
1
Set f .e/ WD 0 for all e 2 E.G/. 
Proof: (a) : Consider the graph G 1 which results from P k :
[ P kC1 by deleting pairs of reverse edges. (Edges appearing both in P k and P kC1 appear twice in G 1 .) Every simple subgraph of G 1 is a subgraph of G f k , since any edge in E.G f kC1 / n E.G f k / must be the reverse of an edge in P k .
Let H 1 simply consist of two copies of .t; s/. Obviously G 1 C H 1 is Eulerian. Thus by Proposition 8.12 there are two edge-disjoint s-t-paths Q 1 and Q 2 . Since E.G 1 / Â E.G f k /, both Q 1 and Q 2 are f k -augmenting paths. Since P k was a shortest f k -augmenting path, jE.P k /j Ä jE.Q 1 /j and jE.P k /j Ä jE.Q 2 /j. Thus,
By part (a) it is enough to prove the statement for those k; l such that for k < i < l, P i [ P l contains no pair of reverse edges.
As above, consider the graph G 1 which results from P k :
[ P l by deleting pairs of reverse edges. Again, we claim that every simple subgraph of G 1 is a subgraph of G f k . To see this, observe that E.
, and any edge of E.G f l / n E.G f k / must be the reverse of an edge in one of P k ; P kC1 ; : : : ; P l 1 . But -due to the choice of k and l -among these paths only P k contains the reverse of an edge in P l .
Let H 1 again consist of two copies of .t; s/. Since G 1 C H 1 is Eulerian, Proposition 8.12 guarantees that there are two edge-disjoint s-t-paths Q 1 and Q 2 . Again Q 1 and Q 2 are both f k -augmenting. Since P k was a a shortest f k -augmenting path, jE.P k /j Ä jE.Q 1 /j and jE.P k /j Ä jE.Q 2 /j. We conclude that
(since we have deleted at least two edges). This completes the proof. Theorem 8.14. (Edmonds and Karp [1972] ) Regardless of the edge capacities, the EDMONDS-KARP ALGORITHM stops after at most mn 2 augmentations, where m and n denote the number of edges and vertices, respectively. Proof: Let P 1 ; P 2 ; : : : be the augmenting paths chosen during the EDMONDS-KARP ALGORITHM. By the choice of in 3 of the algorithm, each augmenting path contains at least one bottleneck edge.
For any edge e, let P i 1 ; P i 2 ; : : : be the subsequence of augmenting paths containing e as a bottleneck edge. Obviously, between P i j and P i j C1 there must be an augmenting path P k (i j < k < i j C1 ) containing e . By Lemma 8.13 (b) , jE.P i j /j C 4 Ä jE.P k /j C 2 Ä jE.P i j C1 /j for all j . If e has neither s nor t as endpoint, we have 3 Ä jE.P i j /j Ä n 1 for all j , and there can be at most n 4 augmenting paths containing e as a bottleneck edge. Otherwise at most one of the augmenting paths contains e or e as bottleneck edge.
Since any augmenting path must contain at least one edge of 
Dinic's, Karzanov's, and Fujishige's Algorithm
Around the time when Edmonds and Karp observed how to obtain a polynomialtime algorithm for the MAXIMUM FLOW PROBLEM, Dinic [1970] independently found an even better algorithm. It is based on the following definition:
Note that the level graph is acyclic. The level graph can be constructed easily by BFS in O.m/ time. The s-t-paths in G L f are precisely the shortest s-t-paths in G f . Lemma 8.13 (a) says that the length of the shortest augmenting paths in the EDMONDS-KARP ALGORITHM is non-decreasing. Let us call a sequence of augmenting paths of the same length a phase of the algorithm. Let f be the flow at the beginning of a phase. The proof of Lemma 8.13 (b) yields that all augmenting paths of this phase must already be augmenting paths in G f . Therefore all these paths must be s-t-paths in the level graph of G f . The total of all augmentions in a phase can be regarded as a blocking flow in G L f :
Definition 8.17. Given a network .G; u; s; t/, an s-t-flow f is called blocking if .V .G/; fe 2 E.G/ W f .e/ < u.e/g/ contains no s-t-path.
Note that a blocking flow is not necessarily maximum. The above considerations suggest the following algorithmic scheme:
DINIC'S ALGORITHM
Input:
1
Augment f by f 0 and go to 2 .
Augmenting f by f 0 of course means increasing f .e/ by f 0 .e/ for each e 2
/\E.G/ and decreasing f .e/ by f 0 . e / for each e 2 E.G/ with e 2 E.G
Theorem 8.18. (Dinic [1970] ) DINIC'S ALGORITHM works correctly and stops after at most n iterations.
Proof: If the algorithm stops, there is no s-t-path in G L f , and hence in G f . It remains to prove that the length of a shortest augmenting path (which must be in f1; 2; : : : ; n 1; 1g) increases in each iteration. Consider the flow f at the beginning of some iteration, and let N f be the augmented flow f after 4 . Note
Since each augmenting path with respect to N f contains only
/g, and at least one edge that is not in G L f
, it must contain more than dist G f .s; t/ edges.
Note that 2 (using BFS) and 4 can be implemented in linear time. So it remains to show how a blocking flow in an acyclic graph can be found efficiently. Dinic obtained an O.nm/ bound for each phase, which is not very difficult to show (Exercise 19). We shall now describe Karzanov's faster algorithm. It is based on the following important definition: Definition 8.19. (Karzanov [1974] ) Given a network .G; u; s; t/, an s-t-preflow is a function f W E.G/ ! R C satisfying f .e/ Ä u.e/ for all e 2 E.G/ and
Obviously, an s-t-preflow is an s-t-flow if and only if there are no active vertices. This concept will be used again in the next section.
Theorem 8.20. (Karzanov [1974] ) A blocking flow in a network .G; u; s; t/ with an acyclic digraph G can be found in O.n 2 / time, where n D jV .G/j.
Proof: First compute a topological order V .G/ D fv 1 ; v 2 ; : : : ; v n g. For each vertex v except s and t, the algorithm maintains the list of its leaving edges and a stack, initially empty, whose elements are pairs from ı .v/ R C . All vertices are marked non-frozen initially.
The algorithm maintains an s-t-preflow f throughout. We begin by setting f .e/ WD u.e/ for each edge e D .s; v/ 2 ı C .s/ and putting .e; u.e// on the stack of v. For all other edges e we set f .e/ WD 0 initially. Then the following two steps alternate until there is no active vertex anymore: The push step scans the vertices in topological order. While a vertex v is active and there is an edge e D .v; w/ with f .e/ < u.e/ and w is not frozen, increase f .e/ by ı WD minfu.e/ f .e/; ex f .v/g and put .e; ı/ on the stack of w.
The balancing step deals with the active vertex v i for which i is maximum. We remove the topmost pair .e; ı/ from the stack of v i (i.e., the one inserted last) and decrease f .e/ by ı 0 WD minfı; ex f .v i /g. If v i is still active, we continue with the next pair from the stack. Finally, v i is marked frozen.
If a vertex v i is subject to balancing, then at that time all vertices v j with j > i are inactive, and so their entering edges will never carry less flow anymore than now. This is because flow is reduced during rebalancing according to the stack: first on edges where the flow was increased last. Hence v i will never become active anymore. Thus each vertex is subject to balancing at most once, and the number of iterations is less than n. Each push step runs in O.n C p/ time, where p is the number of edges that receive a saturating push. Note that an edge that is saturated will not be considered anymore by a push step. Hence the total time for all push steps is O.n 2 C m/, and so is the total time for rebalancing. After each push step, t is not reachable from s or any active vertex in .V .G/; fe 2 E.G/ W f .e/ < u.e/g/. Hence f is a blocking flow at termination.
We give another proof, due to Malhotra, Kumar and Maheshwari [1978] : We start with f .e/ D 0 for all e 2 E.G/. Let
and let v be a vertex where the minimum is attained. We first find a v-t-flow g of value˛in G v (unless v D t/. We do this by scanning the vertices in topological order. For each vertex w, where w D v or predecessors have been processed already, setˇWD˛if w D v andˇWD g.ı G .w// otherwise, let ı C G .w/ D fe 1 ; : : : ; e k g, and set g.e j / WD minfu f .e j /;ˇ P j 1 i D1 g.e i /g for j D 1; : : : ; k. Similarly, we find an s-v-flow g 0 of value˛in G Äv (unless v D s) by scanning vertices in reverse topological order. We set f .e/ WD f .e/ C g.e/ C g 0 .e/ for all e 2 E.G/. If v 2 fs; tg, we stop: f is a blocking flow. If v … fs; tg, we delete v and its incident edges and iterate.
This algorithm stops after at most n 1 iterations and is obviously correct. It can be implemented such that each edge is scanned at most once after being saturated. In each iteration it suffices to scan at most n 2 edges (one at each vertex) in addition to those that are being saturated in this iteration. By always updating the current values of u f .ı G .v// and u f .ı Cherkassky [1977] , Galil [1980] , Galil and Namaad [1980] , Shiloach [1978] , Sleator [1980] , and Sleator and Tarjan [1983] . The last two references describe an O.m log n/-algorithm for finding blocking flows in an acyclic network using a data structure called dynamic trees. Using this as a subroutine of DINIC'S ALGORITHM one has an O.mn log n/-algorithm for the MAX-IMUM FLOW PROBLEM. However, we do not describe any of the above-mentioned algorithms here (see Tarjan [1983] ), because an even faster network flow algorithm will be the subject of the next section.
We close this section by describing the weakly polynomial algorithm by Fujishige [2003] , mainly because of its simplicity:
FUJISHIGE'S ALGORITHM
Input:
1 Set f .e/ WD 0 for all e 2 E.G/. Set˛WD maxfu.e/ W e 2 E.G/g.
.v i / with w … fv 1 ; : : : ; v i g do:
Set˛WD b2 c. If˛D 0 then stop else go to 2 .
5
Set i WD i C 1. Choose v i 2 X and set X WD X n fv i g. If v i 6 D t then go to 3 . 6 Setˇ.t/ WD˛andˇ.v/ WD 0 for all v 2 V .G/ n ftg.
Go to 2 . Theorem 8.22. FUJISHIGE'S ALGORITHM correctly solves the MAXIMUM FLOW PROBLEM for simple digraphs G and integral capacities u W E.G/ ! Z C in O.mn log u max / time, where n WD jV .G/j, m WD jE.G/j and u max WD maxfu.e/ W e 2 E.G/g.
Proof:
Let us call an iteration a sequence of steps ending with 4 or 7 . In 2 -5 , v 1 ; : : : ; v i is always an order of a subset of vertices such that b.v j / D u f .E C .fv 1 ; : : : ; v j 1 g; fv j g// ˛for j D 2; : : : ; i. In 6 the flow f is augmented with the invariant P v2V .G/ˇ. v/ D˛, and by the above the result is an s-t-flow whose value is˛units larger.
Thus after at most n 1 iterations,˛will be decreased for the first time. When we decrease˛to˛0 D b2 c 3 in 4 , we have an s-t-cut ı
C .fv 1 ; : : : ; v i g; fvg// <f or all v 2 V .G/ n fv 1 ; : : : ; v i g. By Lemma 8.3(b), a maximum s-t-flow in G f has value less than˛.n i/ < 3˛0n. Hence after less than 3n iterations,˛will be decreased again. If˛is decreased from 1 to 0, we have an s-t-cut of capacity 0 in G f , so f is maximum.
As˛is decreased at most 1 C log u max times before it reaches 0, and each iteration takes O.m/ time, the overall running time is O.mn log u max /.
Such a scaling technique is useful in many contexts and will reappear in Chapter 9. Fujishige [2003] also described a variant of his algorithm without scaling, where v i in 5 is chosen as a vertex attaining maxfb.v/ W v 2 V .G/ n fv 1 ; : : : ; v i 1 gg. The resulting order is called MA order and will reappear in Section 8.7. The running time of this variant is slightly higher than the above and not strongly polynomial either (Shioura [2004] ). See Exercise 24.
The Goldberg-Tarjan Algorithm
In this section we shall describe the PUSH-RELABEL ALGORITHM due to Goldberg and Tarjan [1988] . We shall derive an O.n 2 p m/ bound for the running time. Sophisticated implementations using dynamic trees (see Sleator and Tarjan [1983] ) result in network flow algorithms with running time O nm log n 2 m Á (Goldberg and Tarjan [1988] ) and O nm log n m p log u max C 2 , where u max is the maximum (integral) edge capacity (Ahuja, Orlin and Tarjan [1989] ). The best known bounds today are O nm log 2Cm=.n log n/ n (King, Rao and Tarjan [1994] ) and Goldberg and Rao [1998] ). By definition and Theorem 8.5, a flow f is a maximum s-t-flow if and only if the following conditions hold:
There is no f -augmenting path.
In the algorithms discussed so far, the first condition is always satisfied, and the algorithms stop when the second condition is satisfied. The PUSH-RELABEL ALGO-RITHM starts with an f satisfying the second condition and maintains it throughout. Naturally it stops when the first condition is satisfied as well. So f will not be an s-t-flow during the algorithm (except at termination), but an s-t-preflow (cf. Definition 8.19).
Definition 8.23. Let .G; u; s; t/ be a network and f an s-t-preflow. A distance labeling is a function
If is a distance labeling, .v/ (for v ¤ s) must be a lower bound on the distance to t (number of edges in a shortest v-t-path) in G f .
The PUSH-RELABEL ALGORITHM to be described below always works with an s-t-preflow f and a distance labeling . It starts with the preflow that is equal to the capacity on each edge leaving s and zero on all other edges. The initial distance labeling is .s/ D n and .v/ D 0 for all v 2 V .G/ n fsg.
Then the algorithm performs the update operations PUSH (updating f ) and RELABEL (updating ) in any order.
PUSH-RELABEL ALGORITHM
Input:
Output: A maximum s-t-flow f .
1
Set f .e/ WD u.e/ for each e 2 ı C .s/. Set f .e/ WD 0 for each e 2 E.G/ n ı C .s/.
2
Set .s/ WD n WD jV .G/j and .v/ WD 0 for all v 2 V .G/ n fsg.
3
While there exists an active vertex do:
.v/ be an admissible edge and PUSH(e).
PUSH(e) 1 Set WD minfex f .v/; u f .e/g, where v is the tail of e. We finally show that after a PUSH operation, is still a distance labeling with respect to the new preflow. We have to check .a/ Ä .b/ C 1 for all new edges .a; b/ in G f . But if we apply PUSH(e) for some e D .v; w/, the only possible new edge in G f is the reverse edge of e, and here we have .w/ D .v/ 1, since e is admissible.
Lemma 8.25. If f is an s-t-preflow and is a distance labeling with respect to f , then:
Proof: (a): Let v be an active vertex, and let R be the set of vertices reachable
But v is active, meaning ex f .v/ > 0, and therefore there must exist a vertex w 2 R with ex f .w/ < 0. Since f is an s-t-preflow, this vertex must be s. Proof: f is an s-t-flow because there are no active vertices. Lemma 8.25 (c) implies that there is no augmenting path. Then by Theorem 8.5 we know that f is maximum.
The question now is how many PUSH and RELABEL operations are performed. (a) and (b) , .v/ Ä .s/ C n 1 D 2n 1. This implies (a) and (b) .
We shall now analyse the number of PUSH operations. We distinguish between saturating pushes (where u f .e/ D 0 after the push) and nonsaturating pushes. As usual we denote m WD jE.G/j (and n WD jV .G/j).
Lemma 8.28. The number of saturating pushes is at most 2mn.
Proof: After each saturating push from v to w, another such push cannot occur until .w/ increases by at least 2, a push from w to v occurs, and .v/ increases by at least 2. Together with Lemma 8.27 (a) , this proves that there are at most n saturating pushes on each edge .v; w/ 2 E.
The number of nonsaturating pushes can be in the order of n 2 m in general (Exercise 25). By choosing an active vertex v with .v/ maximum in 3 we can prove a better bound. We may assume n Ä m Ä n 2 .
Lemma 8.29. If we always choose v to be an active vertex with .v/ maximum in 3 of the PUSH-RELABEL ALGORITHM, the number of nonsaturating pushes is at most 8n
2 p m.
Proof: Call a phase the time between two consecutive changes of WD maxf .v/ W v activeg. As can increase only by relabeling, its total increase is less than 2n 2 . As D 0 initially, it decreases less than 2n 2 times, and the number of phases is less than 4n 2 . Call a phase cheap if it contains at most p m nonsaturating pushes and expensive otherwise. Clearly there are at most 4n 2 p m nonsaturating pushes in cheap phases.
InitiallyˆÄ n 2 . A relabeling step may increaseˆby at most n. A saturating push may increaseˆby at most n. A nonsaturating push does not increaseˆ. Sincê D 0 at termination, the total decrease ofˆis at most n 2 Cn.2n 2 n/Cn.2mn/ Ä 4mn 2 . Now consider the nonsaturating pushes in an expensive phase. Each of them pushes flow along an edge .v; w/ with .v/ D D .w/ C 1, deactivating v and possibly activating w.
As the phase ends by deactivating the last active vertex v with .v/ D or by relabeling, the set of vertices w with .w/ D remains constant during the phase, and it contains more than p m vertices as the phase is expensive. Hence each nonsaturating push in an expensive phase decreasesˆby at least p m. Thus the total number of nonsaturating pushes in expensive phases is at most
This proof is due to Cheriyan and Mehlhorn [1999] . We finally get: We can then start by scanning L i for i D 0. When a vertex is relabelled, we increase i accordingly. When we find a list L i for the current i empty (after deactivating the last active vertex at that level), we decrease i until L i is nonempty. As we increase i at most 2n 2 times by Lemma 8.27(b), we also decrease i at most 2n 2 times. As a second data structure, we store a doubly-linked list A v containing the admissible edges leaving v for each vertex v. They can also be updated in each PUSH operation in constant time, and in each RELABEL operation in time proportional to the total number of edges incident to the relabelled vertex. 
Gomory-Hu Trees
Any algorithm for the MAXIMUM FLOW PROBLEM also implies a solution to the following problem:
MINIMUM CAPACITY CUT PROBLEM
Task:
An s-t-cut in G with minimum capacity. Proof: For a network .G; u; s; t/ we compute a maximum s-t-flow f and define X to be the set of all vertices reachable from s in G f . X can be computed with the GRAPH SCANNING ALGORITHM in linear time (Proposition 2.17). By Lemma 8.3 and Theorem 8.5, ı C G .X / constitutes a minimum capacity s-t-cut. The O.n 2 p m/ running time follows from Theorem 8.30 (and is not best possible).
In this section we consider the problem of finding a minimum capacity s-tcut for each pair of vertices s; t in an undirected graph G with capacities u W E.G/!R C . This problem can be reduced to the above one: For all pairs s; t 2 V .G/ we solve the MINIMUM CAPACITY CUT PROBLEM for .G 0 ; u 0 ; s; t/, where .G 0 ; u 0 / arises from .G; u/ by replacing each undirected edge fv; wg by two oppositely directed edges .v; w/ and .w; v/ with u 0 ..v; w// D u 0 ..w; v// D u.fv; wg/. In this way we obtain minimum s-t-cuts for all s; t after n 2 flow computations. This section is devoted to the elegant method of Gomory and Hu [1961] , which requires only n 1 flow computations. We shall see some applications in Sections 12.3 and 20.3.
Definition 8.32. Let G be an undirected graph and u W E.G/ ! R C a capacity function. For two vertices s; t 2 V .G/ we denote by st their local edgeconnectivity, i.e. the minimum capacity of a cut separating s and t.
The edge-connectivity of a graph is obviously the minimum local edgeconnectivity with respect to unit capacities. Indeed, this condition is not only necessary but also sufficient for numbers . ij / 1Äi;j Än with ij D j i to be local edge-connectivities of some graph (Exercise 31). where P st is the (unique) s-t-path in T and, for e 2 E.T /, C e and V .G/ n C e are the connected components of T e (i.e. ı G .C e / is the fundamental cut of e with respect to T ).
We shall see that every undirected graph possesses a Gomory-Hu tree. This implies that for any undirected graph G there is a list of n 1 cuts such that for each pair s; t 2 V .G/ a minimum s-t-cut belongs to the list. This is not true for digraphs: for each n 2 N, Jelinek and Mayeda [1963] constructed a digraph G with n vertices and capacities u W E.G/ ! R C such that the set fminfu.ı C .X // W s 2 X Â V .G/nftgg W s; t 2 V .G/; s 6 D tg contains .nC2/.n 1/=2 different numbers.
In general, a Gomory-Hu tree cannot be chosen as a subgraph of G. For example, consider G D K 3;3 and u Á 1. Here st D 3 for all s; t 2 V .G/. It is easy to see that the Gomory-Hu trees for .G; u/ are exactly the stars with five edges.
The main idea of the algorithm for constructing a Gomory-Hu tree is as follows. First we choose any s; t 2 V .G/ and find some minimum s-t-cut, say ı.A/. Let B WD V .G/ n A. Then we contract A (or B) to a single vertex, choose any 
Since u.ı. // is submodular (cf. Lemma 2.1(c)), we have u.
Now we describe the algorithm which constructs a Gomory-Hu tree. Note that the vertices of the intermediate trees T will be vertex sets of the original graph; indeed they form a partition of V .G/. At the beginning, the only vertex of T is V .G/. In each iteration, a vertex of T containing at least two vertices of G is chosen and split into two.
GOMORY-HU ALGORITHM
Input:
An undirected graph G and a capacity function u W E.G/ ! R C .
Output: A Gomory-Hu tree T for .G; u/.
1 Set V .T / WD fV .G/g and E.T / WD ;.
2
Choose some X 2 V .T / with jX j 2. If no such X exists then go to 6 .
3 Choose s; t 2 X with s 6 D t. We now prove (b) . The claim is trivial for the first iteration (since here G 0 D G). We show that the property is preserved in each iteration.
Let C 1 ; : : : ; C k be the connected components of T X . Let us contract them one by one; for i D 0; : : : ; k let .G i ; u i / arise from .G; u/ by contracting each of S C 1 ; : : : ; S C i to a single vertex. So .G k ; u k / is the graph which is denoted by .G 0 ; u 0 / in 3 of the algorithm. Claim: For any minimum s-t-cut ı.A i / in .G i ; u i /, ı.A i 1 / is a minimum s-t-cut in .G i 1 ; u i 1 /, where
Applying this claim successively for k; k 1; : : : ; 1 implies (b) . To prove the claim, let ı.A i / be a minimum s-t-cut in .G i ; u i /. By our assumption that (b) is true for the previous iterations, ı.S C i / is a minimum s i -t i -cut in .G; u/ for some appropriate s i ; t i 2 V .G/. Furthermore, s; t 2 V .G/ n S C i . So applying Lemma 8.35 completes the proof. where C e and V .T / n C e are the connected components of T e. Moreover for all e D fP; Qg 2 E.T / there are vertices p 2 P and q 2 Q with pq D w.e/.
Proof: Both statements are trivial at the beginning of the algorithm when T contains no edges; we show that they are never violated. So let X be the vertex of T chosen in 2 in some iteration of the algorithm. Let s; t; A 0 ; B 0 ; A; B be as determined in 3 and 4 next. W.l.o.g. assume s 2 A 0 . Edges of T not incident to X are not affected by 5 . For the new edge fA \ X; B \ X g, w.e/ is clearly set correctly, and we have st D w.e/, s 2 A \ X , t 2 B \ X .
So let us consider an edge e D fX; Y g that is replaced by e 0 in 5 . We assume w.l.o.g. Y Â A, so e 0 D fA \ X; Y g. Assuming that the assertions were true for e we claim that they remain true for e 0 . This is trivial for the first assertion, because w.e/ D w.e 0 / and u ı G S Proof: The complexity of the algorithm is clearly determined by n 1 times the complexity of finding a minimum s-t-cut, since everything else can be implemented in O.n 3 / time. By Proposition 8.31 we obtain the O.n 3 p m/ bound. We prove that the output T of the algorithm is a Gomory-Hu tree for .G; u/. It should be clear that T is a tree with V .T / D V .G/. Now let s; t 2 V .G/. Let P st be the (unique) s-t-path in T and, for e 2 E.T /, let C e and V .G/ n C e be the connected components of T e.
Since ı.C e / is an s-t-cut for each e 2 E.P st /,
On the other hand, a repeated application of Lemma 8.33 yields st min fv;wg2E.P st / vw :
Hence applying Lemma 8.37 to the situation before execution of 6 (where each vertex X of T is a singleton) yields
so equality holds.
A similar algorithm for the same task (which might be easier to implement) was suggested by Gusfield [1990] . For digraphs, Cheung, Lau and Leung [2011] showed how to compute the minimum cardinality of an s-t-cut for all pairs s; t 2 V .G/ in O.m 2:38 / time.
The Minimum Capacity of a Cut in an Undirected Graph
If we are only interested in a minimum capacity cut in an undirected graph G with capacities u W E.G/ ! R C , there is a simpler method using n 1 flow computations: just compute a minimum s-t-cut for some fixed vertex s and each t 2 V .G/ n fsg. However, there are more efficient algorithms. Hao and Orlin [1994] found an O.nm log n 2 m /-algorithm for determining a minimum capacity cut. They use a modified version of the PUSH-RELABEL ALGORITHM.
If we just want to compute the edge-connectivity of the graph (i.e. unit capacities), the currently fastest algorithm is due to Gabow [1995] with running time O.mC 2 n log n .G/ /, where .G/ is the edge-connectivity (observe that 2m n). Gabow's algorithm uses matroid intersection techniques. We remark that the MAX-IMUM FLOW PROBLEM in undirected graphs with unit capacities can also be solved faster than in general (Karger and Levine [1998] ). Nagamochi and Ibaraki [1992] found a completely different algorithm to determine a minimum capacity cut in an undirected graph. Their algorithm does not use max-flow computations at all. In this section we present this algorithm in a simplified form due to Stoer and Wagner [1997] and independently to Frank [1994] . We start with an easy definition. Then for i WD 1 to n do the following: choose v i from among V .G/nfv 1 ; : : : ; v i 1 g such that it has maximum˛-value (breaking ties arbitrarily), and set˛.v/ WD˛.v/C P e2E.fv i g;fvg/ u.e/ for all v 2 V .G/ n fv 1 ; : : : ; v i g. The correctness of this algorithm is obvious. By implementing it with a Fibonacci heap, storing each vertex v with key ˛.v/ until it is selected, we get a running time of O.m C n log n/ by Theorem 6.7 as there are n INSERT-, n DELETEMIN-and (at most) m DECREASEKEY-operations.
Lemma 8.41. (Stoer and Wagner [1997] , Frank [1994] ) Let G be an undirected graph with n WD jV .G/j 2, capacities u W E.G/ ! R C and an MA order v 1 ; : : : ; v n . Then
Proof: Of course we only have to show " ". We shall use induction on jV .G/j C jE.G/j. For jV .G/j < 3 the statement is trivial. We may assume that there is no edge e D fv n 1 ; v n g 2 E.G/, because otherwise we would delete it (both left-hand side and right-hand side decrease by u.e/) and apply the induction hypothesis.
Denote the right-hand side by R. Of course v 1 ; : : : ; v n 1 is an MA order in G v n . So by induction,
.fv n 1 g;fv 1 ;:::;v n 2 g/ u.e/ X e2E.fv n g;fv 1 ;:::;v n 2 g/ u.e/ D R:
Here the inequality holds because v 1 ; : : : ; v n was an MA order for G. The last equality is true because fv n 1 ; v n g … E.G/. So
R. On the other hand v 1 ; : : : ; v n 2 ; v n is an MA order in G v n 1 . So by induction,
e2E.fv n g;fv 1 ;:::;v n 2 g/ u.e/ D R;
Note that the existence of two vertices x; y with xy D P e2ı.x/ u.e/ was already shown by Mader [1972] , and follows easily from the existence of a GomoryHu tree (Exercise 33).
Theorem 8.42. (Nagamochi and Ibaraki [1992] , Stoer and Wagner [1997] ) A minimum capacity cut in an undirected graph with nonnegative capacities can be found in O.mn C n 2 log n/ time.
Proof:
We may assume that the given graph G is simple since we can unite parallel edges. Denote by .G/ the minimum capacity of a cut in G. The algorithm proceeds as follows: Let G 0 WD G. In the i -th step (i D 1; : : : ; n 1) choose vertices x; y 2 V .G i 1 / with
By Proposition 8.40 and Lemma 8.41 this can be done in O.m C n log n/ time. Set
xy ,´i WD x, and let G i result from G i 1 by contracting fx; yg. Observe that
because a minimum cut in G i 1 either separates x and y (in this case its capacity is i ) or does not (in this case contracting fx; yg does not change anything). After arriving at G n 1 which has only one vertex, we choose a k 2 f1; : : : ; n 1g for which k is minimum. We claim that ı.X/ is a minimum capacity cut in G, where X is the vertex set in G whose contraction resulted in the vertex´k of G k 1 . But this is easy to see, since by (8.1) .G/ D minf 1 ; : : : ; n 1 g D k and k is the capacity of the cut ı.X/.
A randomized contraction algorithm for finding a minimum cut (with high probability) is discussed in Exercise 37. Moreover, we mention that the vertexconnectivity of a graph can be computed by O.n 2 / flow computations in a graph with unit capacities (Exercise 38).
In this section we have shown how to minimize f .X/ WD u.ı.X // over ; 6 D X V .G/. Note that this f W 2 V .G/ ! R C is submodular and symmetric (i.e. f .A/ D f .V .G/n A/ for all A). The algorithm presented here has been generalized by Queyranne [1998] to minimize general symmetric submodular functions; see Section 14.5.
The problem of finding a maximum cut is much harder and will be discussed in Section 16.2. 2 . Note that n D nC1 C nC2 . (Ford and Fulkerson [1962] ) 3. Let G be a digraph and M the incidence matrix of G. Prove that for all c; l; u 2 Z E.G/ with l Ä u:
Show how this implies Theorem 8.6 and Corollary 8.7.
4. Prove Hoffman's circulation theorem: Given a digraph G and lower and upper capacities l; u W E.G/ ! R C with l.e/ Ä u.e/ for all e 2 E.G/, there is circulation f with l.e/ Ä f .e/ Ä u.e/ for all e 2 E.G/ if and only if X
Note: Hoffman's circulation theorem in turn quite easily implies the Max-FlowMin-Cut Theorem. (Hoffman [1960] ) 5. Consider a network .G; u; s; t/, a maximum s-t-flow f and the residual graph G f . Form a digraph H from G f by contracting the set S of vertices reachable from s to a vertex v S , contracting the set T of vertices from which t is reachable to a vertex v T , and contracting each strongly connected component X of
Observe that H is acyclic. Prove that there is a one-to-one correspondence between the sets X Â V .G/ for which ı C G .X / is a minimum s-t-cut in .G; u/ and the sets Y Â V .H / for which ı
Note: This statement also holds for G f without any contraction instead of H . However, we shall use the statement in the above form in Section 20.4. (Picard and Queyranne [1980] ) 6. Let G be a digraph and c; c 0 W E.G/ ! R. We look for a set X V .G/ with s 2 X and t … X such that P e2ı C .X/ c.e/ P e2ı .X/ c 0 .e/ is minimum. C 2 R C . We look for a mapping x W E.G/ ! R C such that .e/ Ä x.e/ Ä .e/ for all e 2 E.G/ and P e2E.G/ . .e/ x.e//c.e/ Ä C . Among the feasible solutions we want to minimize the length (with respect to x) of the longest path in G. The meaning behind the above is the following. The edges correspond to jobs, .e/ and .e/ stand for the minimum and maximum completion time of job e, and c.e/ is the cost of reducing the completion time of job e by one unit. If there are two jobs e D .i; j / and e 0 D .j; k/, job e has to be finished before job e 0 can be processed. We have a fixed budget C and want to minimize the total completion time. Show how to solve this problem using network flow techniques. (This application is known as PERT, program evaluation and review technique, or CPM, critical path method. The problem is also known as the budget version of the time-cost tradeoff problem.) Hint: Introduce one source s and one sink t. Start with x D and successively reduce the length of the longest s-t-path (with respect to x) at the minimum possible cost. Use Exercise 8 of Chapter 7, Exercise 9 of Chapter 3, and Exercise 6. (Phillips and Dessouky [1977] ) 8. Let .G; c; s; t/ be a network such that G is planar even when an edge e D .s; t/ is added. Consider the following algorithm. Start with the flow f Á 0 and let G 0 WD G f . At each step consider the boundary B of a face of G 0 C e containing e (with respect to some fixed planar embedding). Augment f along B e. Let G 0 consist of the forward edges of G f only and iterate as long as t is reachable from s in G 0 . Prove that this algorithm computes a maximum s-t-flow. Use Theorem 2.40 to show that it can be implemented to run in O.n 2 / time. (Ford and Fulkerson [1956] , Hu [1969] ) Note: This problem can be solved in O.n/ time. For general planar networks an O.n log n/-algorithm exists; see Weihe [1997] and Borradaile and Klein [2009] . 9. Show that the directed edge-disjoint version of Menger's Theorem 8.9 also follows directly from Theorem 6.18. 10. Let G be an undirected graph. Prove that one can compute an orientation G 0 of G in linear time such that for each v; w 2 V .G/ the following holds: if G has two edge-disjoint v-w-paths, then G 0 has a (directed) v-w-path. Hint: Use DFS. (Tarjan [1972] ) 11. Let G be a digraph with conservative weights c W E.G/ ! R and two vertices s; t 2 V .G/ such that t is reachable from s. Suppose that for every edge e 2 E.G/ we have dist .G e;c/ .s; t/ D dist .G;c/ .s; t/. Prove that then there are two edge-disjoint shortest s-t-paths in .G; c/. 12. Consider an undirected graph G with edge-connectivity k 2 N and (not necessarily distinct) vertices v 0 ; v 1 ; : : : ; v k 2 V .G/. Prove that there are pairwise edge-disjoint paths P 1 ; : : : ; P k such that P i is a v 0 -v i -path (i D 1; : : : ; k). 13. Let G be a graph (directed or undirected), x; y;´three vertices, and˛;ˇ2 N with˛Ä xy ,ˇÄ x´a nd˛CˇÄ maxf xy ; x´g . Prove that there are˛x-y-paths andˇx-´-paths such that these˛Cˇpaths are pairwise edge-disjoint. 14. Let G be a digraph that contains k edge-disjoint s-t-paths for any two vertices s and t (such a graph is called strongly k-edge-connected). (b) . Bound the number of remaining iterations and use the second part of Exercise 19. (Karzanov [1973] , Even and Tarjan [1975] ) 21. An s-t-preflow f is called maximum if ex f .t/ is maximum. for all k. Conclude that the number of iterations is O.n log u max /. (c) Show how to implement one iteration in O.m C n log n/ time. 25. Prove that the PUSH-RELABEL ALGORITHM performs O.n 2 m/ nonsaturating pushes, independent of the choice of v in 3 . 26. Let .G; u; s; t/ be a network, f an s-t-preflow, and a distance labeling with respect to f with .v/ Ä 2n for v 2 V .G/. Define 0 .v/ WD minfdist G f .v; t/; n C dist G f .v; s/; 2ng for v 2 V .G/. Show that 0 is a distance labeling with respect to f , and Ä 0 . Note: Replacing by 0 from time to time, e.g. after every n RELABEL operations, improves the performance of the PUSH-RELABEL ALGORITHM in practice. 27. Given an acyclic digraph G with weights c W E.G/ ! R C , find a maximum weight directed cut in G. Show how this problem can be reduced to the MINI-MUM CAPACITY CUT PROBLEM. Hint: Use Exercise 6. 28. Let G be an acyclic digraph with weights c W E.G/ ! R C . We look for the maximum weight edge set F Â E.G/ such that no path in G contains more than one edge of F . Show that this problem is equivalent to looking for the maximum weight directed cut in G (and thus can be solved in O.n 3 / time by Exercise 27). 29. Let G be a digraph and p W V .G/ ! R. Show how to find a set X Â V .G/ with ı C .X / D ; such that p.X/ is maximum. Note: This was used to model open-pit mining, where p.v/ is the (possibly negative) profit of mining v, and an edge .v; w/ models the constraint that we cannot mine v unless we mine w. 30. Given an undirected graph G with capacities u W E.G/ ! R C and a set T Â V .G/ with jT j 2. We look for a set X V .G/ with T \ X 6 D ; and T nX 6 D ; such that P e2ı.X/ u.e/ is minimum. Show how to solve this problem in O.n 4 / time, where n D jV .G/j. 31. Let ij , 1 Ä i; j Ä n, be nonnegative numbers with ij D j i and ik minf ij ; jk g for any three distinct indices i; j; k 2 f1; : : : ; ng. Show that there exists a graph G with V .G/ D f1; : : : ; ng and capacities u W E.G/ ! R C such that the local edge-connectivities are precisely the ij . Hint: Consider a maximum weight spanning tree in .K n ; c/, where c.fi; j g/ WD ij . (Gomory and Hu [1961] ) 32. Let G be an undirected graph with capacities u W E.G/ ! R C , and let T Â V .G/ with jT j even. A T -cut in G is a cut ı.X/ with jX \ T j odd. Construct a polynomial time algorithm for finding a T -cut of minimum capacity in .G; u/. Hint: Use a Gomory-Hu tree.
(A solution of this exercise can be found in Section 12.3.) 33. Let G be a simple undirected graph with at least two vertices. Suppose the degree of each vertex of G is at least k. Prove that there are two vertices s and t such that at least k edge-disjoint s-t-paths exist. What if there is exactly one vertex with degree less than k? Hint: Consider a Gomory-Hu tree for G. 34. Consider the problem of determining the edge-connectivity .G/ of an undirected graph (with unit capacities). Section 8.7 shows how to solve this problem in O.mn/ time, provided that we can find an MA order of an undirected graph with unit capacities in O.m C n/ time. How can this be done? 35. Let G be an undirected graph with an MA order v 1 ; : : : ; v n . Let Ä The fact that a graph is chordal if and only if it has a simplicial order is due to Rose [1970] . 37. Let G be an undirected graph with capacities u W E.G/ ! R C . Let ; 6 D A V .G/ such that ı.A/ is a minimum capacity cut in G. We randomly choose an edge and contract it; each edge e is chosen with probability u.e/ u.E.G// . We repeat this operation until there are only two vertices. Prove that the probability that we never contract an edge of ı.A/ is at least 2 .n 1/n . (c) Conclude that running the randomized algorithm in (b) kn 2 times yields ı.A/ with probability at least 1 e 2k . (Such an algorithm with a positive probability of a correct answer is called a Monte Carlo algorithm.) (Karger and Stein [1996] ; see also Karger [2000]) 
