The paper deals with the state estimation of networked visual servo control systems (NVSCS) using sampled and delayed output measurements. A continuous state observer is proposed which makes it possible to estimate the NVSCS state in the case of fixed sampling period and variable and bounded time delay. The stability of the new state observer is studied in detail. The performances of the proposed observer are compared by numerical simulations with those of the Lyapunov-Krasovskii state observer.
Introduction
This paper is devoted to the state observer design for networked visual servo control systems (NVSCS) with variable delayed and sampled output. The NVSCS concept has been recently proposed to define In [23] , Wu et al. have proposed a visual servo control system based on distributed network. The collected data from distributed sensors are transmitted through network to the processing nodes, which makes it possible to improve the system performances.
Image data transmission protocol and scheduling strategy of visual servo systems are put forward in literature [25] . The realization of the distributed strategy made full use of the computing resources of the multiple network node, thus multi-sensor information fusion became faster. However, its efficiency depends on the speed of the network on a large degree, and the use of networked control system increases the complexity of the control algorithm.
Compared with traditional point-to-point control systems, the NVSCS have many advantages, especially when more sensors, more actuators and more complex controllers are used. However, in most cases, the system output can be measured online only at sampling instants with relatively long delay caused by the communication network. In practical engineering applications, the system unknown states are often estimated by using a state observer. The communication link unavoidably introduces time delays that have to be considered in the control/observation loop. As is known, time delay and large sampling period will affect the system performance and even make it instable. Therefore, it is important to study these problems. Recently, these problems have attracted a lot of attention [11, 12, 28] .
Due to the low sampling frequency and noise of vision devices, the state observer has to deal with the influence of noise and time delays. A number of techniques have been proposed to compensate the system time delay. In case of constant time delay, the Smith predictor is often utilized to eliminate the time delay in closed-loop control by introducing a forecast compensation [18] . However, this method is model-based and sensitive about the system parameters variations. Predictive control algorithms are also a common way for time delay compensation [4, 26, 27] . For constant time delay compensation, the cascade observer proposed in [1, 6] can also be used.
In case of variable time delay, the predictor techniques were generalized in [22] , a slide mode observer was proposed in [7] and a high gain observer was given in [2] . A variable time delay compensation method using communication disturbance observer (CDO) was proposed in [14] [15] [16] .
Several contributions have been devoted to state observer design for systems with sampled and delayed output measurements. Using the Lyapunov-Krasovskii approach [9] , a continuous-time Lyapunov-Krasovskii observer has been developed in [3, 8, 17] . The inconvenience of this method is that it requires to solve complex linear matrix inequalities. Another approach to state observer design for systems with sampled and delayed output measurements has been proposed in [19, 20, 21] using the concept of piecewise continuous system (PCS) under the condition that time delay equals to one or q times of sampling period. In [19, 21] , the piecewise continuous observers have been extended to the case of variable sampling period.
The most of existing methods are suitable for time delay with serious constraints, for example, time delay must equal q times of sampling period, time delay must be less than the minimum sampling period, or variable time delay and sampling period which are equal and unknown. Different from these methods, this paper deals with the case that sampling period is fixed and time delay is unknown bounded and more or less than sampling period, which are the most common case in real-time application. Unfortunately, the existing methods, which are based on time-delay approach and LMI technique [3, 5] , cannot ensure always the existence of the estimator and the calculations are complex. Thus, in this paper, it is important to study this kind problem. In this case, a new state observer, called Piecewise Continuous -Communication Disturbance Observer (PC-CDO), is proposed, which is developed using the concepts of CDO and piecewise continuous system [10] . PC-CDO can be widely applied in networked based systems with sampled and delayed output, for example, remote monitoring system. The PC-CDO stability is analyzed and the performances of PC-CDO and Lyapunov-Krasovskii observer are compared by numerical simulations.
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Problem Formulation
In general, a NVSCS consists of a visual system, a control system and a robot system. In the visual system, visual feedback information is obtained by image acquisition and visual processing. The NVSCS considered in this paper aims at trajectory tracking, and the plant position is the most important information needed for the system control. We deal with the case where the plant output information is obtained via a digital camera sensor introducing a delay with variable bounded value ( )
The considered sampling period e t is fixed and the sampling instants are denoted by , 0,1, 2,
The system dynamics can be described as
where 
Assuming that the pair ( , )
A C is observable, the main issue of this paper is to estimate the system state ( ) x t from the delayed and sampled output ( )
Preliminaries

Equivalent System
According to [16] [17] [18] , a system with output time delay T ( ) ( ) ( ) ( ) ( )
x t Ax t Bu t y t Cx t T
can be represented equivalently as
net x t Ax t Bu t Bd t y t Cx t
where
is an input (network) disturbance.
Systems (2) =− = (5) and hence the systems with output time delay can be regarded as systems with network disturbance.
Communication Disturbance Observer
The CDO has been developed in [14] [15] [16] for systems with delayed output without sampling effects. The system is represented in the equivalent form (3) and the network disturbance ( ) net d t is estimated as shown in Fig. 1 .
Figure 1
The 
where , where ( ) y t is the non-delayed continuous output.
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where k is the observer gain vector which is computed by the pole assignment method.
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where k is the observer gain vector which is computed by the pole assignment method. Thus, an estimate
Piecewise Continuous System
PCS has two input spaces and two time spaces including discrete input/time space and continuous input/time space [19, 20] . The first time space is the discrete time space 
Each input corresponds to one specific time space. At each switching instant, the plant is controlled from the first switching input and between two switching instants, the plant is controlled from the second continuous input.
The dynamics of PCS can be defined as follows
s t s k s s k s s s x t A x t B u t t x t B v t t S y t C x t t
where ( ) Integrating the first equation of (8) t t + and considering the second equation of (9), one obtains ( ) ( )
PC-CDO Design
In this section, a Piecewise Continuous -Communication Disturbance Observer (PC-CDO) is designed and its stability is analyzed.
The proposed state observer is composed of a pre-processing block, an extended CDO, an initial value compensation block and a piecewise continuous system. PC-CDO's architecture is illustrated in Fig. 2 .
The state estimation ˆ( ) x t for system (1) is computed by the following algorithm.
Figure 2
The structure of the proposed observer
Communication Disturbance Observer (PC-CDO) is designed and its stability is analyzed.
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PC-CDO Algorithm
1) First step: pre-processing
The equivalence relationship referred to in Section 3.1 being correct only for zero initial conditions, a pre-processing block is used to ensure equivalence between systems (2) and (3) in the general case of non-zero initial conditions. The pre-processing aims to remove the initial value 0 y from the system The non obtained
PC-CDO Algorithm 1) First step: pre-processing
The equivalence relationship referred to in Section 3.1 being correct only for zero initial conditions, a pre-processing block is used to ensure equivalence between systems (2) and (3) in the general case of non-zero initial conditions. The pre-processing aims to remove the initial value 0 y from the system output ( ). 
2) Second step: extended CDO
Using the idea of [15, 28] , k k t τ − in (1) can be rewritten as
where ( )
CDO, presented in Section 3.2, can be easily extended to the case of delayed and sampled system output. From (7), (9) and (10) one obtains the extended CDO for the system (1): 
3) Third step: compensation block
To consider the state vector non-zero initial value, an Initial value compensation block and a time delay compensation block are used.
Consider an auxiliary system
and and
.
The non-delayed state estimate
4) Fourth step: correction
The final state estimate ˆ( ) x t is obtained using a PCS with ( ) ( ) 
Stability Analysis of PC-CDO
This section presents the stability analysis of PC-CDO for networked visual servo control system with delayed and sampled output.
Similarly to (16) , the state vector ( ) x t can be expressed as ( ) 
and thus, for the estimation error
The CDO and PC-CDO exist if and only if the pair ( , )
e e A C is completely observable. Since the pair ( , )
A C is completely observable, it can be transformed in the canonical form 
According to [13] , the CDO existence condition can be formulated as Lemma 1: CDO for system (1) exists if and only if
where I is the n n  identity matrix, and ()1 denotes the first row of the indicated matrix.
If the condition (22) 
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The estimation error of CDO [12] [13] [14] is given bŷ 
and thus the asymptotic stability conditions for PC-CDO and CDO are the same.
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According to [13] , the CDO existence condition can be formulated as Lemma 1: CDO for system (1) exists if and only if 
where I is the n n × identity matrix, and (•) 1 
Validation Results
In this section, the Lyapunov-Krasovskii observer (LKO) is first briefly presented. Then a networked visual servoing mobile cart system is described and the PC-CDO and LKO performances for this system are compared by numerical simulations.
Lyapunov-Krasovskii Observer
For the considered problem, LKO is defined as [3, 8, 17] ( ) (
) ( ) ( ).
x t Ax t Bu t k y t t y t t y t Cx t
Here, according to (11) , the delayed and sampled output of (1) is denoted as A C being observable, the observer gain matrix k can be determined in order to guarantee exponential convergence of ˆ( ) x t to the state vector ( ) x t of system (1). The estimation error
x t x t = − is described by the equation' ( ) ( ) ( ( )) e t Ae t kCe t t
The matrix k is determined by the following theorem.
Theorem 1:
Suppose that for some positive scalars α, δ , µ and ε , there exists a positive definite matrix 1 
Suppose that for some positive scalars  ,  ,  and  , there exists a positive definite
and a matrix W with appropriate dimensions such that the following LMI conditions are satisfied for 1, 2 i  
where * represents a symmetrical entry,
, and , , 1, 2
, is a symmetric LED fixed on the cart.
The mobile cart system can be modelled as
is the plant state vector, 1 ( ) x t is the cart position and 2 ( ) x t is the cart speed;   ， are the system time constant and overall gain. ( ) ( ) . (27) Then, for
the solution ( ) e t of the LKO estimation error equation (24) exponentially converges to the solution ( ) 0 e t = with a decay rate 0 α > .
Networked Visual Servo Control System
The performances of PC-CDO and LKO are compared for the networked visual servoing mobile cart system whose structure is illustrated in Fig. 3 . The considered plant here is a mobile cart which moves along a horizontal and straight-line segment. The cart is powered by an electric motor by means of a notched belt.
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The mobile cart system can be modelled as [ ]
is the plant state vector, 1 ( ) x t is the cart position and 2 ( ) x t is the cart speed; α β ， are the system time constant and overall gain. 
Numerical Simulation Results
The Figures 11-13 . It can be seen that in the case of random variable time delay, PC-CDO has even greater advantages over LKO.
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