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We present a new scheme to efficiently establish entanglement between optical modes in a time-
multiplexed coherent Ising machine (CIM) by means of nonlocal measurement and feedback. We
numerically simulate and evaluate the generation of steady-state entanglement in a system with
nearest-neighbor interactions on a 1D ring, and we compare the results to those of a conventional
CIM with all-optical interactions mediated by delay lines. We show that the delay-line architecture
has a fundamental limit on accessible entanglement that our measurement-based scheme can sub-
stantially surpass. These results motivate the study of non-classical correlations in CIMs with levels
of entanglement previously considered to be experimentally impractical.
The Ising problem is a combinatorial optimization
problem for which efficient mappings from many other
important optimization problems are known [1]. For-
mally, the Ising problem is to find the spin configurations
σk = ±1 which minimize the energy of the Ising Hamilto-
nian−∑k 6=` Jk`σkσ`, given a coupling matrix Jk`. While
finding optimal solutions to the Ising problem is presently
intractable on conventional computers [2], the physical
nature of the problem makes it especially amenable to
straightforward physical realization. As such, many re-
cent efforts have focused on the development of special-
purpose hardware which can directly encode Ising spins
and their couplings natively [3–5].
In the optical domain, the coherent Ising machine
(CIM) encodes spins using the two stable states of a de-
generate optical parametric oscillator above threshold [6,
7]. CIMs based on optical pulses have been experimen-
tally realized at large scale [8, 9] using a measurement-
feedback architecture, with favorable performance com-
pared to the D-Wave quantum annealer [10]. However,
as this architecture utilizes only local measurements and
classical feedback (i.e., LOCC), it does not produce en-
tanglement and the system is classically simulable [11].
In order to study the potential for coherent or quantum
advantages in CIMs (if any exist), it is important to bet-
ter understand the nature of non-classical correlations
which can be efficiently realized in CIMs in practice.
In this research, we present a scheme to generate inter-
actions between the optical pulses of a time-multiplexed
CIM by means of nonlocal measurement and feed-
back [12–17], and we introduce an EPR-type measure
to evaluate the resulting entanglement. For simplicity,
we consider Ising networks with nearest-neighbor cou-
plings on a 1D ring without frustration. We compare
our scheme against an all-optical CIM architecture based
on optical delay lines [18, 19], and we show that, among
other benefits, our measurement-based scheme can signif-
icantly surpass a fundamental limit on the steady-state
entanglement accessible with the delay-line architecture.
We model a time-multiplexed CIM as an N -mode op-
tical system, where the kth mode is associated with
the bosonic annihilation operator aˆk. Then, we have
the position-like operators xˆk = (aˆk + aˆ
†
k)/
√
2 and the
momentum-like operators pˆk = (aˆk− aˆ†k)/
√
2i, which can
be summarized as a vector Rˆ = (xˆ1, pˆ1, . . . , xˆN , pˆN )
T.
Under the Gaussian approximation [20], all the informa-
tion about the state ρˆ of the CIM is contained in the
first-moments vector 〈Rˆ〉 = Tr(ρˆRˆ) and the covariance
matrix σ with elements σk,` =
1
2 〈{Rˆk, Rˆ`}〉 − 〈Rˆk〉〈Rˆ`〉,
where {Aˆ, Bˆ} = AˆBˆ + BˆAˆ. Since 〈Rˆ〉 can be shifted via
only local displacements, the covariance matrix suffices
to fully capture the non-classical correlations in the sys-
tem. Therefore, we assume 〈Rˆ〉 = 0 and focus on the co-
variance matrix unless otherwise specified. Because the
architectures we consider in this research do not intro-
duce correlations between the x- and p-quadratures, we
can assume 〈{xˆk, pˆ`}〉 = 0, and it is convenient to in-
troduce the notation σαk,` =
1
2 〈{αˆk, αˆ`}〉 − 〈αˆk〉〈αˆ`〉 for
α ∈ {x,p} to denote the x-x and p-p correlations in σ.
One established way to generate interactions between
pulses of a time-multiplexed CIM is to use an optical
delay line as shown in Fig. 1(A). In this scheme (scheme
A), a fraction of each mode is sent by a beamsplitter
BS1 with transmissivity TA into a delay line to be mixed
with the following mode through a beamsplitter BS2 with
the same transmissivity TA. The parity of the coupling
sk = ±1 (sk = +1 for ferromagnetic coupling and −1 for
antiferromagnetic) between xˆk and xˆk+1 is implemented
by controlling the phase shift of the delay line.
In both scheme A and scheme B described below, we
assume that every round trip, each pulse experiences
squeezing (due to parametric gain) described by the map-
ping xˆk 7→ ηxˆk and pˆx 7→ η−1pˆx for some η > 1, as well
as some (intrinsic) loss Ltot, modelled as two equal beam-
splitters with reflectivities L = 1−√1− Ltot just before
and after the squeezing (e.g., representing the interface
losses of a nonlinear crystal).
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FIG. 1: Schemes for generating interactions between pulses
in a time-multiplexed CIM. (A) Scheme A uses an optical
delay line adjunct to the CIM cavity. (B) Scheme B uses
nonlocal measurement and feedback (see main text for de-
tails). To cancel the backaction on the mean displacement,
feedback takes place through a beamsplitter with negligible
reflectivity. Note that each homodyne setup involves mixing
the input with an LO on a 50/50 BS followed by balanced de-
tection. (BS: beamsplitter; T: (power) transmissivity; FPGA:
Field-programmable gate array (for processing measurement
results); LO: local oscillator)
On the other hand, in the scheme we introduce in
this research (scheme B), nearest-neighbor interactions
are indirectly mediated through measurement and feed-
back as shown in Fig. 1(B). In this scheme, the in-
teraction between target modes k and (k + 1) is es-
tablished in the following way. First, modes k and
(k+ 1) impinge on two beamsplitters BS1 and BS2 with
equal transmissivities TB, respectively. This generates
two modes which remain in the cavity and two modes
which are sent out of the cavity, which we denote re-
spectively as aˆi` =
√
TBaˆ` +
√
1− TBaˆv` (` = k, k + 1)
and aˆo` =
√
1− TBaˆ` −
√
TBaˆ
v
` (` = k, k + 1); here, aˆ
v
`
(` = k, k + 1) represent the two vacuum modes which
also impinge on BS1 and BS2, respectively.
Next, the two modes aˆok and aˆ
o
k+1 sent out of the cav-
ity are mixed by a 50/50 beamsplitter to produce the
modes aˆ±k = (aˆ
o
k ∓ aˆok+1)/
√
2. In the limit of strong
anti-squeezing (i.e., η  1), xˆ` dominates over xˆv` , so
up to constant factors, xˆo` is equivalent to xˆ` which in
turn is equivalent to xˆi`. Therefore, the measurement
of the x-quadrature of aˆ±k is equivalent to the measure-
ment of xˆik+1∓ xˆik. We can then apply a feedback proto-
col based on this result to cancel the backaction on the
first moments vector and thus enforce the relationship
xˆik+1 ∓ xˆik = 0 [15]. Thus, in order to realize the interac-
tion sk = ±1, we can simply measure the x-quadrature
of aˆ±k and the p-quadrature of aˆ
∓
k .
Although our system only interacts nearest-neighbor
pulses, we observe that the generated states show char-
acteristic correlations between distant modes that expo-
nentially decay with separation. That is, the covariance
matrix at steady state approximately has the form
σxk,` = D
xδk,` + d
xSk,`
[
(γx)|k−`| + S∗(γx)N−|k−`|
]
(1a)
σpk,` = D
pδk,` − dpSk,`
[
(γp)|k−`| + S∗(γp)N−|k−`|
]
, (1b)
where Dα, dα, and γα (for α ∈ {x,p}) are positive con-
stants. Here, Sk,` =
∏max (k,`)−1
i=min(k,`) si is the coupling be-
tween xˆk and xˆ` via all the modes in the middle (in this
notation, sN represents the coupling between xˆN and xˆ1),
while S∗ = s1s2 . . . sN represents the coupling of a mode
to itself through all the rest of the modes. Therefore,
S∗ = −1 indicates the existence of frustration.
In Fig. 2, we show the steady-state covariance matrices
for both schemes A and B with typical system parame-
ters. Using a set of randomly-generated couplings (with
S∗ = ±1 as indicated), we apply transformations to the
covariance matrix according to each element shown in
Fig. 1; after a sufficient number of round trips, the sys-
tem reaches steady state. From the figure, we see that
the covariance matrices are well-approximated by (1).
Note that σx for the frustrated case S∗ = −1 has
visibly smaller amplitude than the non-frustrated case
S∗ = 1. Depending on whether there exists frustration,
we can classify the couplings into 4 cases: (i) S∗ = 1 with
even N , (ii) S∗ = −1 with even N , (iii) S∗ = 1 with odd
N , and (iv) S∗ = −1 with odd N . It is generally known
that entanglement is compromised by the existence of
frustration [21]. Also, systems with 1D ring geometry
and an odd number of modes are known to exhibit less
entanglement than the ones with even N [21, 22]. We fo-
cus on the case (i) where there is no frustration in order
to investigate the maximum capabilities of the schemes.
It is also worth mentioning that, so long as S∗ = 1, one
can apply local phase flips xˆk 7→ S1,kxˆk, pˆk 7→ S1,kpˆk to
make the couplings all ferromagnetic, (i.e., sk = 1 for all
k), and we focus on this particular case without loss of
generality. In this case, (1) becomes a translationally-
invariant covariance matrix with exponentially-decaying
correlations, and thus can be seen as a Gaussian matrix
product state (GMPS) [23, 24].
From the form of the couplings, we expect a pair
of EPR-type moments uˆx = N−1/2
∑N
k=1(−1)kxˆk and
uˆp = N−1/2
∑N
k=1 pˆk to have the smallest variance (i.e.,
noise) in the x- and p-quadratures, respectively [25]. This
situation is reminiscent of the condition for the Duan in-
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FIG. 2: Numerically-simulated steady-state covariance matrices generated by scheme A (left) and scheme B (right) with
N = 20 modes and loss Ltot = 0.1. We consider two random instances satisfying S
∗ = 1 (top) and S∗ = −1 (bottom), which
are graphically depicted to the far left. In scheme A (B), we show the result after 4000 (100) round trips with η = 1.053 (η = 1.5)
and TA = 0.5 (TB = 0.8). For scheme A, the system diverges at η = 1.054. The bottom-most plots show corresponding slices of
the covariance matrix for mode 5 (i.e., |σα5,n|) for both the S∗ = 1 case (yellow circles) and the S∗ = −1 case (blue triangles);
the continuous lines are the results of fitting to the approximate model (1).
equality in the context of bipartite systems [26]. In fact,
by extending the work of Ref. [27], we can show that
K = 2
√
〈(uˆx)2〉〈(uˆp)2〉 ≥ 1 (2)
is a necessary condition for separability even for mul-
timode systems like the CIM, and it turns out that if
the covariance matrix takes the form (1) and the state is
Gaussian, (2) is also sufficient [25]. Since the systems we
consider are well-approximated by (1), we expect K to be
a particularly stringent measure we can use to quantify
entanglement across the two schemes.
In a similar manner, we define Uˆx = N−1/2
∑N
k=1 xˆk
and Uˆp = N−1/2
∑N
k=1(−1)kpˆk, which we expect to have
the largest variances [25].
For scheme A, we can obtain analytic approximations
for the variances of these moments if we make a simplify-
ing assumption of translational invariance [25]. Denoting
the variance of the moment uˆ after n round trips as 〈uˆ2〉n,
we find that (for α ∈ {x,p})
〈(uˆα)2〉n = wα + (ξα)n
(
1
2
− wα
)
(3a)
〈(Uˆα)2〉n = Wα + (χα)n
(
1
2
−Wα
)
, (3b)
where the geometric factors 0 < ξα, χα 6= 1 and constants
wα,Wα ∈ R can be analytically calculated [25].
In particular, we find that χx = η2(1 − Ltot), so for
η2 > 1/
√
1− Ltot, the system goes “above threshold”;
that is, the variance 〈(Uˆx)2〉n becomes unbounded with
n (at least until saturation effects cause our Gaussian
model to break down). Below threshold, the constants
wα and Wα can be interpreted as the steady-state vari-
ances 〈(uˆα)2〉n→∞ and 〈(Uˆα)2〉n→∞, respectively.
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FIG. 3: Time evolution of the entanglement measure K and
the characteristic variances 〈(uˆx)2〉n, 〈(uˆp)2〉n, and 〈(Uˆx)2〉n
for scheme A (left, using η = 1.05 and TA = 0.5) and scheme
B (right, using η = 1.5 and TB = 0.8) for N = 30 modes
and various settings for the loss Ltot. Solid lines denote sim-
ulations, while circles (scheme A only) are derived from the
model (3). For scheme A, the system diverges for trajectories
with Ltot < 0.093 (shaded region on bottom-left). Plot of
〈(Uˆp)2〉n is omitted for brevity; see Ref. [25].
4In Fig. 3, we show how the variance of these moments
evolve as a function of the number of round trips. For
scheme A, the numerical results agree very well with
the model (3) below threshold, but above threshold, the
model tends to deviate due to sensitivity of 〈(uˆx)2〉 to
small non-translationally-invariant corrections. Further-
more, the numerical results indicate that when scheme A
goes above threshold, K eventually grows monotonically
with time and thus exhibits entanglement only within
a brief transient period. On the other hand, scheme B
is more well-behaved, and it attains steady-state values
K < 1 regardless of the amount of system loss.
Using the analytic model (3) for scheme A, the op-
timal steady-state value of K that can be attained be-
low threshold is KA0 = 1/
√
2 = 0.707 . . . , independently
of the loss Ltot [25]. This limiting value is attained for
TA = 1/2 and η → 1/
√
1− Ltot, and this point is shown
graphically in parameter space to the left of Fig. 4.
As shown to the right of Fig. 4, however, scheme B
supports steady states where K is significantly smaller
than KA0. Furthermore, whereas the valid (i.e., below-
threshold) parameter range for scheme A is severely lim-
ited and hence requires precise control of η, scheme B
shows only weak dependence on system parameters and
is therefore more robust against variations.
From Fig. 4, we also see that the optimal value of η in-
creases with increasing loss Ltot. However, in real exper-
iments, technical limitations motivate the introduction
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FIG. 4: Entanglement measure K in schemes A (left) and B
(right) as functions of the transmissivity TA,B and squeezing η
forN = 30 modes and loss Ltot = 5 % (top) and 1 % (bottom).
In the left plots, the shaded region bounded by the dashed line
indicates where scheme A diverges. The solid line in the right
plots show the minimal K = KA0 attainable by scheme A.
Black crosses mark the points with the smallest K. Note that
the plots for scheme A are evaluated using (3) since numerical
simulations converge too slowly to be reliable due to a “critical
slowing down” near threshold [28]; no calculations are done
for the diverging region.
of a bound ηmax on the accessible squeezing parameter.
Due to the insensitivity of K to η as shown in Fig. 4,
we expect this limitation to have mild consequences. We
verify this in Fig. 5, which shows the best entanglement
measure Kmin achievable in scheme B after optimizing
over all TB and all η ≤ ηmax. Within the range of losses
simulated, we observe scheme B shows monotonic linear
decrease in logKmin for decreasing logLtot. In particu-
lar, for the no-loss case Ltot = 0 with N = 30 modes,
we get K = 1.4 × 10−2 with the optimal η = 1.15 and
TB = 99.4%. This can also be contrasted with a GMPS-
generating scheme introduced in Ref. [22] which requires
large amounts of squeezing to reach this level of K [25].
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FIG. 5: Best entanglement measure K achievable as a func-
tion of loss Ltot. Solid line: best achievable K in scheme A
using model (3) [25]. Markers: Kmin in scheme B based on
numerical simulations with N = 30 modes, assuming various
limitations ηmax on the attainable squeezing.
Before concluding, we address some additional practi-
cal benefits of our measurement-based scheme. In scheme
A, the coupling parities are controlled via the phase shift
of the delay path, which in pulsed systems is usually im-
plemented by a phase modulator; this usually increases
the system loss. On the other hand, the coupling pari-
ties in scheme B are controlled via the choice of measure-
ment quadratures, which can be implemented by phase-
modulating the local oscillator and introduces no addi-
tional system loss. Furthermore, scheme B is amenable to
integration with established solution-finding approaches
based on measurement and feedback on the first-order
moments 〈xˆ〉 [8, 9]. Because scheme B depends only on
the covariance matrix, it can be made compatible with
current CIM implementations by simply keeping track of
the measurement backaction on 〈xˆ〉 [25].
In this research, we have introduced a measurement-
based scheme for generating entanglement inside a time-
multiplexed CIM. We have shown this scheme to outper-
form conventional delay-line-based schemes in terms of
the accessible entanglement, while also conferring addi-
tional practical benefits. Considering these benefits, this
5scheme motivates both theoretical and near-term experi-
mental investigations into the computational advantages
of CIMs with native multimode entanglement.
Acknowledgements
This work is supported by the Army Research Office
under Grant No. W911NF-16-1-0086. PLM is supported
by ImPACT Program of the Council for Science, Tech-
nology and Innovation (Cabinet Office, Government of
Japan). RY, TO, and EN are supported by National Sci-
ence Foundation under award PHY-1648807. RY is also
supported by Masason Foundation. The authors would
like to thank Logan G. Wright and Timothe´e Leleu for
insightful discussions.
∗ Email: ryotatsu@stanford.edu
† Email: hmabuchi@stanford.edu
[1] A. Lucas, Front. Phys. 2, 5 (2014).
[2] F. Barahona, J. Phys. A 15, 3241–3253 (1982).
[3] K. Kim, M. S. Chang, S. Korenblit, R. Islam, E. E. Ed-
wards, J. K. Freericks, G. D. Lin, L.-M. Duan, and
C. Monroe, Nature 465, 590–593 (2010).
[4] M. Yamaoka, C. Yoshimura, M. Hayashi, T. Okuyama,
H. Aoki, H. Mizuhiro, IEEE J. Solid-State Circuits 51
(1), 303–309 (2016).
[5] M. W. Johnson, M. H. S. Amin, S. Gildert, T. Lanting,
F. Hamze, N. Dickson, R. Harris, A. J. Berkley, J. Johans-
son, P. Bunyk, E. M. Chapple, C. Enderud, J. P. Hilton,
K. Karimi, E. Ladizinsky, N. Ladizinsky, T. Oh, I. Permi-
nov, C. Rich, M. C. Thom, E. Tolkacheva, C. J. S. Trun-
cik, S. Uchaikin, J. Wang, B. Wilson, and G. Rose, Nature
473, 194–198 (2011).
[6] Z. Wang, A. Marandi, K. Wen, R. L. Byer, and Y. Ya-
mamoto, Phys. Rev. A 88, 063853 (2013).
[7] Y. Yamamoto, K. Aihara, T. Leleu, K. Kawarabayashi,
S. Kako, M. M. Fejer, K. Inoue and H. Takesue, npj Quan-
tum Information 3, 49 (2017).
[8] P. L. McMahon, A. Marandi, Y. Haribara, R. Hamerly,
C. Langrock, S. Tamate, T. Inagaki, H. Takesue,
S. Utsunomiya, K. Aihara, R. L. Byer, M. M. Fejer,
H. Mabuchi, and Y. Yamamoto, Science 354, 614–617
(2016).
[9] T. Inagaki, Y. Haribara, K. Igarashi, T. Sonobe, S. Ta-
mate, T. Honjo, A. Marandi, P. L. McMahon, T. Umeki,
K. Enbutsu, O. Tadanaga, H. Takenouchi, K. Aihara,
K. Kawarabayashi, K. Inoue, S. Utsunomiya, and H. Take-
sue, Science 354, 603–606 (2016).
[10] R. Hamerly, T. Inagaki, P. L. McMahon, D. Venturelli,
A. Marandi, T. Onodera, E. Ng, C. Langrock, K. In-
aba, T. Honjo, K. Enbutsu, T. Umeki, R. Kasahara,
S. Utsunomiya, S. Kako, K. Kawarabayashi, R. L. Byer,
M. M. Fejer, H. Mabuchi, D. Englund, E. Rieffel, H. Take-
sue, and Y. Yamamoto, Sci. Adv. 5, 5 (2019).
[11] G. Vidal, Phys. Rev. Lett. 91, 14 (2003).
[12] A. Furusawa, J. L. Sørensen, S. L. Braunstein,
C. A. Fuchs, H. J. Kimble, and E. S. Polzik, Science 282,
706–709 (1998).
[13] D. Bouwmeester, J.-W. Pan, K. Mattle, M. Eibl, H. We-
infurter, and A. Zeilinger, Nature 390, 575–579 (1997).
[14] M. Z˙ukowski, A. Zeilinger, M. A. Horne, and A. K. Ekert,
Phys. Rev. Lett. 71, 26 (1993).
[15] N. Takei, H. Yonezawa, T. Aoki, and A. Furusawa, Phys.
Rev. Lett. 94, 220502 (2005).
[16] J.-W. Pan, D. Bouwmeester, H. Weinfurter, and
A. Zeilinger, Phys. Rev. Lett. 80, 3891 (1998).
[17] X. Jia, X. Su, Q. Pan, J. Gao, C. Xie, and K. Peng, Phys.
Rev. Lett. 93, 250503 (2004).
[18] A. Marandi, Z. Wang, K. Takata, R. L. Byer, and Y. Ya-
mamoto, Nat. Photon. 8, 937–942 (2014).
[19] K. Takata, A. Marandi, R. Hamerly, Y. Haribara,
D. Maruo, S. Tamate, H. Sakaguchi, S. Utsunomiya,
Y. Yamamoto, Sci. Rep. 6, 34089 (2016).
[20] S. Olivares, Eur. Phys. J. Spec. Top. 203, 3–24 (2012).
[21] M. M. Wolf, F. Verstraete, and J. I. Cirac, Phys. Rev.
Lett. 92, 087903 (2004).
[22] G. Adesso, and M. Ericsson, Phys. Rev. A 74, 030305(R)
(2006).
[23] N. Schuch, J. I. Cirac, and M. M. Wolf, Commun. Math.
Phys. 267, 65–92 (2006).
[24] J. Scha¨fer, E. Karpov, and N. J. Cerf, Phys. Rev. A 85,
012322 (2012).
[25] See Supplemental Material for more details.
[26] L.-M. Duan, G. Giedke, J. I. Cirac, and P. Zoller, Phys.
Rev. Lett. 84, 2722 (2000).
[27] D. Maruo, S. Utsunomiya, and Y. Yamamoto, Phys. Scr.
91, 083010 (2016).
[28] D. Ballarini, D. Sanvitto, A. Amo, L. Vin˜a, M. Wouters,
I. Carusotto, A. Lemaitre, and J. Bloch, Phys. Rev. Lett.
102, 056402 (2009).
1Supplementary Materials
MOMENTS WITH SMALLEST AND LARGEST VARIANCE
In this section, we show the derivation of the moments with smallest and largest variances uˆα and Uˆα (α = x,p),
respectively, assuming that the covariance matrix is well approximated by (1) in the main text. We assume an even
N number of modes with purely ferromagnetic couplings (i.e., sk = 1 for all k).
Because the covariance matrix σα has translational symmetry, its eigenvectors are the Bloch vectors
vj =
1√
N
(
1, e2piij/N , . . . , e2piij(N−1)/N
)T
(S1)
where j = 0, 1, . . . , N − 1. The corresponding eigenvalues are
vxj = D
x +
dx
{
1− (γx)2}{1− (γx)N}
1 + (γx)2 − 2γx cos(2pij/N) (S2a)
and
vpj = D
p − d
p
{
1− (γp)2}{1− (γp)N}
1 + (γp)2 − 2γp cos(2pij/N) (S2b)
for σx and σp, respectively. Using the notation xˆ = (xˆ1, xˆ2, . . . , xˆN )
T and pˆ = (pˆ1, pˆ2, . . . , pˆN )
T, the variance of a
normalized zero-mean moment vTxˆ is given by 〈(vTxˆ)2〉 = vTσxv and similarly for vTpˆ. Therefore, the moments
with smallest variance for each quadrature are
uˆx = vTN
2
xˆ =
1√
N
N∑
k=1
(−1)kxˆk, uˆp = vT0 pˆ =
1√
N
N∑
k=1
pˆk, (S3)
while the ones with largest variance are
Uˆx = vT0 xˆ =
1√
N
N∑
k=1
xˆk, Uˆ
p = vTN
2
pˆ =
1√
N
N∑
k=1
(−1)kpˆk. (S4)
ENTANGLEMENT MEASURE
Here, we derive and discuss the entanglement measure K introduced in (2) of the main text. Because the first-
moments vector can be made zero by local operations, we assume 〈Rˆ〉 = 0 in the following. Let two normalized
moments be
µˆ =
N∑
k=1
µkxˆk, νˆ =
N∑
k=1
νkpˆk (S5)
where the coefficients µk and νk satisfy
N∑
k=1
µ2k =
N∑
k=1
ν2k = 1 and µ
2
k = ν
2
k . (S6)
We summarize these coefficients using the notations µ = (µ1, µ2, . . . , µN )
T and ν = (ν1, ν2, . . . , νN )
T .
Now, if a state ρˆ is separable, it can be written as a weighted sum of separable density matrices such that
ρˆ =
∑
m
λmρˆ
(m)
1 ⊗ ρˆ(m)2 · · · ⊗ ρˆ(m)N (S7)
2with
∑
m λm = 1. Then, for this separable state ρˆ, we calculate
J =〈µˆ2〉+ 〈νˆ2〉
=
∑
m
λm(〈µˆ2〉m + 〈νˆ2〉m)
=
∑
m
N∑
k=1
N∑
`=1
λm(µkµ`〈xˆkxˆ`〉m + νkν`〈pˆkpˆ`〉m)
(S8)
where the expectation 〈 · 〉m is taken on the density matrix ρˆ(m) = ρˆ(m)1 ⊗ ρˆ(m)2 ⊗ · · · ⊗ ρˆ(m)N . We can rewrite this as
J =
∑
m
N∑
k=1
N∑
`=1
λm
[
µkµ` (〈xˆkxˆ`〉m − 〈xˆk〉m〈xˆ`〉m) + νkν` (〈pˆkpˆ`〉m − 〈pˆk〉m〈pˆ`〉m)
]
+W, (S9)
where
W =
∑
m
N∑
k=1
N∑
`=1
λm
(
µkµ`〈xˆk〉m〈xˆ`〉m + νkν`〈pˆk〉m〈pˆ`〉m
)
=
∑
m
λm
[(∑N
k=1 µk〈xˆk〉m
)2
+
(∑N
k=1 νk〈pˆk〉m
)2]
≥ 0.
(S10)
Since ρˆ(m) is separable, we have 〈xˆkxˆ`〉m = 〈xˆk〉m〈xˆ`〉m and 〈pˆkpˆ`〉m = 〈pˆk〉m〈pˆ`〉m for any ` 6= k. Thus the sum over
` collapses to the ` = k term, and we have
J =
∑
m
N∑
k=1
λm
[
µ2k
(〈xˆ2k〉m − 〈xˆk〉2m)+ ν2k (〈pˆ2k〉m − 〈pˆk〉2m) ]+W
=
∑
m
N∑
k=1
λmµ
2
k
[ (〈xˆ2k〉m − 〈xˆk〉2m)+ (〈pˆ2k〉m − 〈pˆk〉2m) ]+W
≥
∑
m
λm
N∑
k=1
µ2k +W = 1 +W ≥ 1.
(S11)
The uncertainty principle (〈xˆ2k〉m − 〈xˆk〉2m) + (〈pˆ2k〉m − 〈pˆk〉2m) ≥ 1 is used to get the last line from the second line.
Thus, J ≥ 1 is a necessary condition for the separability of ρˆ. This condition was first introduced in Ref. [S1], and it
can be seen as a multimode extension of the condition shown in Ref. [S2].
We can actually make the inequality more strict. Because local operations do not alter separability, we find that,
more generally, J(s) = s〈µˆ2〉+ s−1〈νˆ2〉 ≥ 1 has to be fulfilled for any s if ρˆ is separable. (This expression corresponds
to an arbitrary squeezing operation uniformly and locally applied to each mode.) By the Cauchy-Schwarz inequality,
J(s) attains its minimum for s =
√〈νˆ2〉/〈µˆ2〉. Therefore, without loss of generality, a more stringent necessary
condition for the separability of ρˆ is
K = 2
√
〈µˆ2〉〈νˆ2〉 ≥ 1, (S12)
which is the entanglement measure for this work.
Generally, this condition becomes more stringent when we choose a pair of moments µˆ and νˆ with smaller variance.
In particular, if we can take µ and ν as the eigenvectors of σx and σp with the smallest eigenvalues while fulfilling
the condition (S6) (which is not always possible), this latter choice is optimal.
In fact, in this latter case, provided the two additional assumptions that 1) the state ρˆ is Gaussian, and 2) there
are no correlation between the x- and p- quadratures, the inequality (S12) becomes both necessary and sufficient for
the separability of ρˆ. This is shown in the following way. Let us assume that (S12) holds for a choice of µ and ν such
that they are the eigenvectors of σx and σp with the smallest eigenvalues. Then, we can apply appropriate uniform,
local squeezing transformations so that the minimum eigenvalues of both µ and ν are at least 12 . Then if the x-p
correlations are zero, i.e., 12 〈{xˆk, pˆ`}〉 − 〈xˆk〉〈pˆ`〉 = 0 for 1 ≤ k, ` ≤ N , we have (σ− 1/2) ≥ 0 for the entire covariance
matrix (under that squeezing transformation). Because this latter result is a sufficient condition for the separability
of a Gaussian state [S3], we have proven the assertion.
3DYNAMICS OF THE LEAST AND MOST NOISY MOMENTS IN SCHEME A
We consider the evolution of an even number N optical modes under scheme A with squeezing parameter η, round
trip loss Ltot, and transmissivity TA for the beamsplitters. Again, we assume that the couplings are all ferromagnetic.
Although the exact solution is complicated (for example, it does not have an exact steady state because of its sequential
nature), the dynamics can be well approximated by considering an effective system in which the operations occur
simultaneously over each round trip. Inside the effective system, all the modes simultaneously experience the loss L
(where Ltot = 1− (1−L)2) before and after the application of squeezing by η. Then, equal fractions of all the modes
k = 1, 2, . . . , N are extracted simultaneously by beamsplitters with transmissivity TA and mixed with its subsequent
mode (k + 1).
The simultaneous application of the loss before and after squeezing leads to a transformation of the covariance
matrix according to
〈xˆkxˆ`〉 7→ η2(1− L)2〈xˆkxˆ`〉+ δk,`
2
(η2L(1− L) + L) (S13a)
〈pˆkpˆ`〉 7→ η−2(1− L)2〈pˆkpˆ`〉+ δk,`
2
(η−2L(1− L) + L). (S13b)
Then, the simultaneous application of the beamsplitters leads to the inside-cavity modes
aˆik =
√
TAaˆk +
√
1− TAaˆvk, (S14)
and the outside-cavity modes
aˆok =
√
1− TAaˆk −
√
TAaˆ
v
k, (S15)
where aˆvk represents vacuum. Then, aˆ
o
k is mixed with aˆ
i
k+1 to generate the intra-cavity modes
aˆ′k =(1− TA)aˆk + TAaˆk+1 +
√
TA(1− TA)(aˆvk+1 − aˆvk), (S16)
where the prime represents the modes after the mixture. We then repeat this procedure for the next roundtrip, using
aˆ′k for the cavity modes.
We have empirically found that the covariance matrix produced by this set of maps is well approximated by (1).
This motivates us to consider the dynamics of the moments
uˆx = vTN
2
xˆ =
1√
N
N∑
k=1
(−1)kxˆk, uˆp = vT0 pˆ =
1√
N
N∑
k=1
pˆk, (S17)
and
Uˆx = vT0 xˆ =
1√
N
N∑
k=1
xˆk, Uˆ
p = vTN
2
pˆ =
1√
N
N∑
k=1
(−1)kpˆk. (S18)
The evolution of these moments are given by
uˆx′ = (1− 2TA)uˆx − 2
√
TA(1− TA)/N
N∑
k=1
(−1)kxˆvk, uˆp′ = uˆp, (S19)
Uˆx′ = Uˆx, Uˆp′ = (1− 2TA)Uˆp − 2
√
TA(1− TA)/N
N∑
k=1
(−1)kpˆvk. (S20)
As a result, we get the recursive equations
〈(uˆx)2〉n+1 = η2(1− L)2(2TA − 1)2〈(uˆx)2〉n + 1
2
(2TA − 1)2(η2L(1− L) + L) + 2TA(1− TA), (S21a)
〈(uˆp)2〉n+1 = η−2(1− L)2〈(uˆp)2〉n + 1
2
(η−2L(1− L) + L), (S21b)
〈(Uˆx)2〉n+1 = η2(1− L)2〈(Uˆx)2〉n + 1
2
(η2L(1− L) + L), (S21c)
〈(Uˆp)2〉n+1 = η−2(1− L)2(2TA − 1)2〈(Uˆp)2〉n + 1
2
(2TA − 1)2(η−2L(1− L) + L) + 2TA(1− TA), (S21d)
4where n denotes the round-trip number. These equations can be exactly solved to produce
〈(uˆα)2〉n = wα + (ξα)n
(
1
2
− wα
)
(S22a)
〈(Uˆα)2〉n = Wα + (χα)n
(
1
2
−Wα
)
, (S22b)
with the geometric factors
ξx = η2(1− L)2(2TA − 1)2, ξp = η−2(1− L)2, (S23a)
χx = η2(1− L)2, χp = η−2(1− L)2(2TA − 1)2, (S23b)
and
wx =
4TA(1− TA) + (2TA − 1)2
{
η2L(1− L) + L}
2(1− ξx) , w
p =
η−2L(1− L) + L
2(1− ξp) , (S24a)
W x =
η2L(1− L) + L
2(1− χx) , W
p =
4TA(1− TA) + (2TA − 1)2
{
η−2L(1− L) + L}
2(1− χp) (S24b)
as long as both ξx 6= 1 and χx 6= 1. For the two special cases ξx = 1 or χx = 1, 〈(uˆx)2〉n and 〈(Uˆx)2〉n depend linearly
on n respectively as
〈(uˆx)2〉n = 1
2
+ n
[
1
2
(2TA − 1)2(η2L(1− L) + L) + 2TA(1− TA)
]
for ξx = 1 (S25a)
〈(Uˆx)2〉n = 1
2
+
n
2
(η2L(1− L) + L) for χx = 1. (S25b)
As shown in the main text, this effective model agrees with numerical results as long as the system does not diverge.
Because χx < 1 is the necessary and sufficient condition for the existence of the steady state in this model,
η = 1/(1−L) = 1/√1− Ltot is the divergence threshold. Assuming that the system is not diverging (η < 1/
√
1− Ltot),
the entanglement measure K of a steady state of scheme A with loss L is bounded from below as
K = 2
√
[4TA(1− TA) + (2TA − 1)2 {η2L(1− L) + L}] [η−2L(1− L) + L]
4 {1− η2(1− L)2(2TA − 1)2} {1− η−2(1− L)2} ≥
√
η−2L(1− L) + L
1− η−2(1− L)2 >
√
1−
√
1− Ltot
2− Ltot . (S26)
The first inequality is attained for TA = 1/2 while the second inequality saturates at η → 1/
√
1− Ltot.
COMPARISON WITH GMPS GENERATION PROTOCOLS
Our scheme is closely related to the construction of Gaussian matrix product states (GMPS) presented in Ref. [S4].
We briefly review the GMPS construction here, which we denote as scheme C. In scheme C, we can generate an
N -mode (N assumed even) GMPS using N copies of three-mode building blocks Bk (k = 1, 2, . . . , N) as shown in
Fig. S1(A). Each building block Bk is composed of two auxiliary modes bˆ
1
k and bˆ
2
k and an output mode aˆk. The
α-quadrature (α = x,p) covariance matrix σBk,α of the building block Bk has the form
σBk,x =
1
2
 s t+ u+t+ s u+
u+ u+ r
 , σBk,p = 1
2
 s t− u−t− s u−
u− u− r
 (S27a)
where
t± =
1
4s
(
r2 − 1±
√
16s4 − 8s2(1 + r2) + (r2 − 1)2
)
(S27b)
u± =
1
4
√
r2 − 1
sr
(√
(r − 2s)2 − 1±
√
(r + 2s)2 − 1
)
. (S27c)
Here, the modes are ordered as bˆ1k, bˆ
2
k, and aˆk. Note that r ≥ 1 and s ≥ (r + 1)/2 have to be fulfilled for the
building blocks to be physical, but they are otherwise not constrained. In the construction, the output mode aˆk is
5entangled with the output mode aˆk+1 by projecting the auxiliary modes bˆ
1
k+1 and bˆ
2
k onto an infinitely-squeezed EPR
pair, as depicted by the two yellow circles connected by a line in Fig. S1(A). (The correlation of this entanglement is
determined by the correlation of the EPR pair.) After these projections, we have an output state consisting of the
output modes aˆk, which is identified as a GMPS covariance matrix σ
out. In Fig. S1(B), we show such a covariance
matrix generated under scheme C with typical parameters, and it can be seen that this covariance matrix is well
approximated by the model (1) in the main text. Note that all of the process assumes no loss, i.e., Ltot = 0.
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FIG. S1: (A) Schematic for the construction of a GMPS covariance matrix σout. Building blocks Bk and Bk+1 are entangled by
projecting the modes bˆ1k+1 and bˆ
2
k onto infinitely squeezed EPR-pairs. Figure adapted from Ref. [S4]. (B) Covariance matrix of
a numerically-generated GMPS using s = 10 and r = 5 with N = 20 modes. (C) Numerically calculated entanglement measure
K for N = 30 as a function of parameters r and s. The orange region represents unphysical combinations of the parameters.
Here, we can find the moments with smallest variance uˆα and ones with largest variance Uˆα in the same way as in
schemes A and B. According to Ref. [S4], the GMPS covariance matrix can be written as
σout = σa − (σab)T (σb + θσEPRθ)−1 σab, (S28)
where σa is the covariance matrix of the output modes aˆk and σ
b is the covariance matrix of the auxiliary modes
bˆ1k and bˆ
2
k, such that
⊕N
k=1 σ
Bk =
(
σb σab
(σab)T σa
)
, while σEPR is the covariance matrix of the EPR pairs. Here,
θ =
⊕N
k=1 diag(1,−1). Using this result, we can thus calculate 〈(uˆα)2〉 = (uα)Tσoutuα (and similarly for 〈(Uˆα)2〉).
Interestingly, though σout can take a complicated form, the analytic expressions for the uncertainties of the char-
acteristic moments can be shown to be
〈(uˆx)2〉 = 〈(uˆp)2〉 = 1
2r
, 〈(Uˆx)2〉 = 〈(Uˆp)2〉 = r
2
, (S29)
without approximation. As a result, for scheme C, we have K = 1/r. This is supported by the numerical result shown
in Fig. S1(C). This result also indicates that the state is always entangled when r > 1, which is consistent with the
result found in Ref. [S4] based on the “positivity of partial transposition” criteria. Finally, this scaling of K = 1/r
means that one needs to have infinitely large squeezing in the original state in order to get K → 0; this is in a contrast
to scheme B where K is minimized at a finite squeezing η.
ACCESSIBILITY OF MODE AMPLITUDES IN SCHEME B
The solution-finding procedure used in CIMs that have experimentally been realized at a large scale relies on the
measurement of and the feedback on the first-order moments 〈xˆ〉 [S5, S6]. On the other hand, in scheme B, the
entanglement generation setup produces measurements of yˆk = (xˆk−skxˆk+1)/
√
2, up to constant factors and vacuum
noise. In principle, we can simply perform the standard solution-finding procedure using another outcoupling port to
measure 〈xˆ〉, but if there is an invertible transformation M connecting the measured basis yˆ and the original basis xˆ
such that yˆ = M xˆ, we can also reuse the results of measuring yˆk with scheme B to infer xˆ.
6The form of the transformation matrix is
M =
1√
2

1 −s1 0 · · · 0
0 1 −s2 · · · 0
...
...
...
. . .
...
−sN 0 0 · · · 1
 , (S30)
which can be shown to be invertible if and only if S∗ = s1s2 . . . sN = −1, upon which we have
M−1 =
1√
2

1 S1,2 S1,3 · · · S1,N
−S1,2 1 S2,3 · · · S2,N
−S1,3 −S2,3 1 · · · S3,N
...
...
...
. . .
...
−S1,N −S2,N −S3,N · · · 1
 , (S31)
where Sk,` =
∏max (k,`)−1
i=min(k,`) si (1 ≤ k, ` ≤ N). If this condition is met, then the first-order moments are given by
〈xˆ〉 = M−1〈yˆ〉. (S32)
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