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Introduction
In this thesis, we present three different studies about mixed-frequency datasets
and/or causality.
The literature of mixed-frequency econometrics is scarce of how discarding
intermediate data, also known as temporal aggregation, impacts on estimation
consistency. Thereby, in Chapter 1, we focus on showing how temporal aggre-
gation leads to inconsistent least squares estimators whenever the DGP exhibits
frequency dependent coefficients, FDC. The spectrum of a subsampled variable is
equal to its folded original spectrum. As result, the low-frequency variable may
present, for a given frequency, a mix of distinct linear relations. Furthermore,
based on band spectrum regression, we propose a new method to disentangle the
frequencies superposition and to circumvent the inconsistency problem. Under
this methodology, it is also possible to test whether the coefficients are frequency
dependent. We analyze stationary and nonstationary linear semiparametric/non-
parametric models, as well as stationary efficiency. Our Monte Carlo simulations
illustrate good finite sample properties in detecting the correct number of FDC.
Finally, an empirical application of our method to quarterly GDP and US monthly
indicators rejects the presence of a unique coefficient for all frequencies.
In Chapter 2, we propose a novel nonparametric frequency Granger-causality
test. Before testing for causality absence of one series on to another, we apply
a filtering process, removing any presence of reverse causality. Then, performing
a local kernel regression for each frequency, we can test the hypothesis of non-
causality from the distance between each estimate to zero. We provide asymptotic
results for strict stationary series respecting α-mixing conditions. Monte Carlo ex-
periments illustrate that our method has good finite sample properties, with overall
comparable performance with other alternative methods present in the literature,
and superior performance whenever the tested model presents smooth transition
coefficients in the frequency domain. Finally, we test causality of term spread and
money stock (M2) on real economic growth, as well as, between Monetary Policy
Variables and Stock Prices.
In Chapter 3, we propose two novel nonparametric causality tests for mixed-
frequency datasets. One based on least squares, LS, estimation and other based on
11
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the Hannan-Inefficient, HI, estimator. In our framework, the dependent variable
is fitted by an increasing, with the sample size, number of leads and lags of the
exogenous variable. The LS approach presents better results for testing causal-
ity at individual leads/lags, and the HI approach is superior for addressing the
joint null hypothesis of non-causality from one series to another. Furthermore, we
assume that the low-frequency variable is generated at high frequency, but some
observations are systematically unobserved, rather than assume distinct generation
frequencies as in MIDAS and mixed-frequency VAR models. Thus, our approach
results in a more straightforward interpretation of causality. Finite sample simu-
lations show good results in size and power for our causality tests and consistent
estimation of leads and lags coefficients. Finally, we provide some empirical results
on testing for no causality between GDP and US monthly indicators.
12
Chapter 1
Asymptotic behavior of temporal
aggregation in mixed-frequency
datasets
Abstract
The literature of mixed-frequency econometrics is scarce of how discarding inter-
mediate data, also known as temporal aggregation, impacts on estimation consis-
tency. Thereby, in this paper, we focus on showing how temporal aggregation leads
to inconsistent least squares estimators whenever the DGP exhibits frequency de-
pendent coefficients, FDC. The spectrum of a subsampled variable is equal to its
folded original spectrum. As result, the low-frequency variable may present, for
a given frequency, a mix of distinct linear relations. Furthermore, based on band
spectrum regression, we propose a new method to disentangle the frequencies su-
perposition and to circumvent the inconsistency problem. Under this methodology,
it is also possible to test whether the coefficients are frequency dependent. We an-
alyze stationary and nonstationary linear semiparametric/nonparametric models,
as well as stationary efficiency. Our Monte Carlo simulations illustrate good finite
sample properties in detecting the correct number of FDC. Finally, an empirical
application of our method to quarterly GDP and US monthly indicators rejects
the presence of a unique coefficient for all frequencies.
Keywords: Mixed-Frequency Data, Frequency Domain, Linear Models, Aliasing.
JEL classification: C22, C52.
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1 Introduction
In a profound revision of mixed-frequency data, MFD, techniques, Foroni and Mar-
cellino (2013) affirm that the predominant approach to deal with MFD is to discard
intermediate data, also called temporal aggregation, despite the advance in the lit-
erature, e.g., Mariano and Murasawa (2010); Angelini et al. (2006); Ban´bura and
Modugno (2014); Ghysels et al. (2004a, 2007a); Bai et al. (2013a). Here, we un-
derstand as temporal aggregation both systematic sampling and non-overlapping
aggregation. The first procedure skips stock observations of xt that do not match
in time with available observations of yt and the second performs a continuum
summation of a flow variable up to the release date. Please see Granger and Sik-
los (1995) and Hassler (2011) for extended discussion about temporal aggregation
definition.
Moreover, Foroni and Marcellino (2013) argue that temporal aggregation has
a potential loss of information since empirical papers have shown that MFD tech-
niques improve forecast results. Based on a nonlinear model, Andreou et al. (2010)
gave a theoretical indicative of temporal aggregation procedure problems. They
showed that omitting the nonlinear term the least squares estimated coefficients
might be inconsistent.
In this paper, using semiparametric and nonparametric linear models, we aim
to establish that the subsampling process that occurs with the dependent variable,
yt, may affect the consistency of least squares linear estimators. The critical point
of our analysis is to show how aliasing impacts when the model allows for frequency
dependent coefficients, FDC. Notice that, for a single coefficient for all frequencies,
the loss of information only affects the estimator efficiency, not its consistency.
Assuming that the DGP has coefficients that vary across frequencies, the two
main results of this paper are: (1) regressing low-frequency series on a downsam-
pled exogenous series result in inconsistent estimators or in the inability to recover
all coefficients; (2) a new proposed method, based on band spectrum regression,
can consistently recover distinct frequency coefficients.
Despite the literature about FDC started with Hannan (1963a) and Engle
(1974), no paper, so far, has exploited any frequency domain approach as a possible
solution for MFD. Considering that we are dealing with a sampling mismatch,
frequency domain analyses together with Nyquist-Shannon Sampling theorem, see
Shannon (1949), seems to be an intuitive field for new insights. For example in a
quarterly-monthly scheme, one can interpret the quarterly series as a sub-sampled
version of a possible non-observable monthly series. Although being impossible
to recover missing values, the normalized spectrum of quarterly series is equal
to the folded spectrum of the original monthly series, see Cooley et al. (1969).
Understanding this relationship between low/high-frequency spectrum allows us
to recover all coefficients consistently. As the spectrum of exogenous variables is
14
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unfolded, we can split it into frequency bands and then mimic the folding process
that happened with the dependent variable. This process allows us to regress the
aliased spectrum of the low-frequency variable over distinct frequency sets of the
high-frequency variable periodogram.
It is important to mention that we assume that the same kind of variable, stock
or flow, is present on both sides of the equal sign. Tiao (1972) presents some results
of temporal aggregation of flow variables in the time domain. Hassler (2013) and
Hassler and Tsai (2013) show the effects of subsampling in the frequency domain.
According to their results, the spectrum of a flow variable can be written as a
summation of the spectrum of its innovations. However, we treat the spectrum of
a flow variable as it was a stock one. This loss of generality simplifies our notation
and do not alter our findings. In Section 7, we discuss how to proceed to estimate
linear models using stock and flow variables.
Some notations used through the paper: s means the ratio between the number
of observations of high frequency, n, and low frequency variables, ns; zs,t, ns ×
p, represents the low frequency version of a high frequency variable zt, n × p.
The variable Zn represents the vector {zt}nt=1, and Zs,n represents the vector {zt}
sampled at t = s, 2s, . . . , n. wz = WZn, where W , n × n, represents the discrete
Fourier transform with row j given by Wj = n
−1/2(1, e−iλj , e−i2λj , . . . , e−i(n−1)λj),
λj = 2pij/n, j = 0, . . . , n − 1. Also, let wzs = WsZs,n, where Ws is defined as
W , but for low frequency variables. As in Corbae et al. (2002), BM(Ω) denotes a
vector Brownian motion with covariance matrix Ω and let the integrals
∫ 1
0
B(r)dr
be written as
∫ 1
0
B. MN(0, G) represents a mixed normal distribution with matrix
mixing variate G.
The paper is organized as: Section 2 discusses about FDC under regular
datasets; Section 3 presents the asymptotic analysis of temporal aggregation; Sec-
tion 4 introduces the proposed estimator; Section 5 refers to I(0) regressors ef-
ficiency; Section 6 presents the nonparametric analysis; Section 7 reports some
Monte Carlo experiments; Section 8 presents an empirical application with quar-
terly GDP and monthly US indicators; Section 9 concludes the paper. Appendix
1.A presents the functional form of some matrices, Appendix 1.B presents lemmas
and theorems proofs, and Appendix 1.C reports Monte Carlo simulation results.
2 Frequency dependent coefficient and MFD
It is commonplace in applied economic analyses to exclude periods of series related
to crises, wars, or due to some unexpected outliers. The logical argument is that in
these periods the series interact between them in a different pattern than previously
observed. Engle (1974) argued that much effort was made to show the distinction
between these periods, but just a small effort was directed to show the discrepancy
15
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of coefficients over frequencies. For example, under a crisis period we may have
no variation between the relation of two macroeconomic series at low frequencies -
long-run - but a variation at high frequencies - short-run - relation, or vice-versa.
Under another premise, Corbae et al. (2002) used the concept of FDC to show
that detrending in time domain could lead to inconsistent estimators.
Following Corbae et al. (2002) lines, we assume that the pair (et, x
′
t) satisfies
one of the two subsequent sets of assumptions.
Assumption 1. ςt = (et, x
′
t)
′ is a jointly stationary time series with Wold repre-
sentation ςt =
∑∞
j=0Cjξt−j, where ξt = iid(0,Σ) with finite fourth moments and
the coefficients Cj satisfy
∑∞
j=0 j||Cj|| <∞. The spectral density matrix fςς(λ) of
ςt is defined by
fςς(λ) =
[
fee(λ) 0
0 fxx(λ)
]
with fee(λ), fxx(λ) > 0 ∀λ.
Assumption 2. xt is an I(1) process satisfying ∆xt = vt, initialized at t = 0 by
any Op(1) variable. The shocks ςt = (et, v
′
t)
′ satisfy Assumption 1. The spectral
density fςς(λ) of ςt is defined by
fςς(λ) =
[
fee(λ) 0
0 fvv(λ)
]
with fee(λ), fvv(λ) > 0 ∀λ.
In a general framework, we can have for each frequency a possible distinct
coefficient that drives the relationship between Yn, n × 1, and Xn, n × p, which
can be described as,
wy(ω) = wx(ω)β(ω) + we(ω), ω ∈ [−pi, pi]. (1.1)
Now, let BA = [−ω0, ω0] and BcA = [−pi,−ω0) ∪ (ω0, pi], for some frequency
ω0 ∈ (0, pi). Then, an interesting case of (1.1) is given by
wy(ω) = wx(ω) [ω ∈ BA]βA+wx(ω) [ω ∈ BcA]βAc+we(ω), ω ∈ [−pi, pi], (1.2)
where βA and βAc , both p×1, represent the low and the high-frequency coefficient,
or the long and the short run coefficients, respectively. Based on Corbae et al.
(2002), this model represents the simplest model that contain frequency dependent
coefficients, with just one coefficient for lower frequencies and other for higher
frequencies.
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For a finite number of observations, given a selector matrix A composed with
ones on the main diagonal for those Fourier frequencies comprehended in BA set,
or Ac for BcA set, the Band Spectrum regression of the semiparametric model (1.2)
is defined as
βˆA = [(ΨXn)
′ΨXn]−1(ΨXn)′ΨYn, βˆAc = [(ΨcXn)′ΨcXn]−1(ΨcXn)′ΨcYn,
where prime means the transpose conjugate, Ψ = AW , Ψc = AcW , and AAc =
AcA = 0. Note that when βA = βAc in equation (1.2) we have a constant coefficient
for all frequencies and there is no incentive for a treatment in the frequency domain.
In general, for equation (1.1) one can estimate nonparametrically the coeffi-
cients for a given frequency, say λk, using a narrow band selector matrix Ak via
equation (1.3), where, as n → ∞, AkW can be written as a shrinking operator
in the neighborhood of frequency λk. For this, let the matrix Ψ(λk) = AkW ,
n× n, be the discrete Fourier transform around λk. Its {j, t}-element is described
by ϕjt = n
−1/2eiλjt, t = 1, . . . , n, λj = (2pij/n), j = k − m∗, . . . , k, . . . , k + m∗,
m = 2m∗ + 1, 1/m +m/n → 0, and 0 otherwise. Then, for λk → ω, ω ∈ [0, 2pi],
the estimate of β(ω) is defined as
βˆ(ω) = [(Ψ(λk)Xn)
′Ψ(λk)Xn]−1(Ψ(λk)Xn)′Ψ(λk)Yn. (1.3)
3 Temporal Aggregation
Let yt and xt be two time series with a relationship in the frequency domain
described by equation (1.2), where observations of xt are obtained at a sampling
frequency normalized to 1 observation per unit of time, and observations of yt
are only obtained at sampling frequency 1/s, for some integer s. The subsampled
series of yt is designed as ys,t with ns = n/s observations. Henceforth, we assume
that n is mod s, which imply that xt has sns, observations.
Apart from series yt being not fully observable, it is only for these specific
periods t = {s, 2s, 3s, . . . , n}. This implies not only a re-sample procedure but
also a shift in time. Lemma 1 defines the relationship between yt and ys,t in
frequency domain.
Lemma 1. Let (wy;wys) be the Fourier transform of (Yn;Ys,n), where ys,t is ob-
served at t = s, 2s, . . . , n; n mod s. Then,
√
swys(λk) =
s−1∑
j=0
wy(λk + 2pij/s)e
−i(λk+2pij/s)·(s−1), ∀λk ∈ Bs,
where 2ωs = 1/s and Bs = [−ωs, ωs].
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Lemma 1 relies on the fact that n mod s. For n not mod s, the folding pro-
cess results in a not perfect alignment of the Fourier frequencies, requiring in a
not straightforward spectral estimation without dropping observations. Further-
more, every sampling process implies a spectrum folding, which is not problematic
for a sampling rate equal to or higher than the Nyquist rate. Nyquist-Shannon
Sampling Theorem, see Shannon (1949), defines sufficient conditions for a signal
to be properly sampled. Except in some circumstances, like data compression,
it also imposes necessary conditions. A proper sampling occurs when the signal
is sampled at a frequency, at least, two times higher than the highest frequency
contained in the signal. If the Fourier coefficients of wy are not equal to zero for
frequencies higher than ωs then wys suffers from aliasing.
We can express Lemma 1 in matrix form as Fswys = FDwy, where D, n × n,
is a diagonal delay matrix, F , n × n, is a folding matrix, and Fs, n × ns, is an
alignment matrix. See the Appendix A for the functional form of D, F , and Fs.
Moreover, splitting the spectrum of wy in two sets, say BA and BcA, we have
Fswys = FDAwy + FDA
cwy.
Thereby, the least squares estimation, in frequency domain, of Ys,n on Xs,n, is
β˜F = ([(Φ + Φ
c)Xn]
′[(Φ + Φc)Xn])
−1 [(Φ + Φc)Xn]′ΦsYs,n, (1.4)
where Φ = FDAW , Φc = FDAcW and Φs = FsWs. Before presenting the
asymptotic behavior of β˜F , see Theorem 1 and 2, let us present some definitions.
Definition 1. Let wz(λk) be the Fourier transform of zt, t = 1, . . . , n, for frequency
λk = 2pik/n, k = 0, . . . , n− 1, and let wdzj(λk) be defined as
wdzj(λk) =
1√
n
n−1∑
t=0
zte
−i(λk+2pij/s)t · e−i(λk+2pij/s)(s−1) [λk ∈ Bs],
where j = 0, . . . , s − 1. Assuming that the spectral density function of zt exist, it
is denoted as fzz and the cross spectral density function of wz
d
j and wz
d
l is denoted
by fzdj zdl .
In terms of matrix F and D, wdzj can be written as FD(wz(λ) [λ ∈ Bjs]), λ ∈
[0, 2pi], whereBjs = [−ωs−2pi(j+1)/s,−ωs−2pij/s)∪(ωs+2pij/s, ωs+2pi(j+1)/s].
Definition 2. Let the pair (et, x
′
t) satisfy Assumption 1. Then, as n → ∞, we
have
(i) ΣA =
∑s−1
j=0
∫
Bs
fxdjxdj (ω) [ω + 2pij/s ∈ BA]dω,
(ii) ΣAc =
∑s−1
j=0
∫
Bs
fxdjxdj (ω) [ω + 2pij/s ∈ BcA]dω,
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(iii) ΣF =
∑s−1
j=0
∫
Bs
fxdjxdj (ω) dω,
Taking results of Lemma 1 and Definition 1-3, we can state the inconsistency
of temporal aggregation in the stationary series, Theorem 1, and the impossibility
to recovery the short term coefficient in the nonstationary series, Theorem 2.
Theorem 1. If (et, x
′
t) are zero mean, stationary and ergodic time series satis-
fying Assumption 1 and yt is generated by equation (1.2), then the least squares
estimation defined by (1.4) leads to a linear combination of βA and βAc, given by
β˜F
p→ ΣF−1ΣAβA + ΣF−1ΣAcβAc .
Theorem 1 implies that β˜F is inconsistent whenever βA = βAc coefficients. For
βAc = βA, we have Σ
−1
F (ΣA + ΣAc) = 1 which implies in the consistency of β˜F .
For nonstationary series, we have,
Definition 3. Let the pair (et, x
′
t) satisfy Assumption 2. Then
(i) ΘA =
∫ 1
0
BxB
′
x,
(ii) ΘAU =
∫ 1
0
BxdBu.
Theorem 2. If (et, x
′
t) satisfies Assumption 2 and yt is generated by equation (1.2),
then the least squares estimation defined by (1.4) leads to a consistent estimation
of βA coefficient, and
n(β˜F − βA) d→ MN
(
0,Θ−1A ΘAU
)
.
The temporal aggregation in the nonstationary case implies in the consistency
of recovering the long-term coefficient and in the impossibility of estimating the
short-term coefficient. The logic of this result is that, as xt has long memory, the
information contained in the spectrum becomes concentrated at low frequencies
as n increases.
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4 Aliased Band Spectrum Regression
In this section, we propose a novel method to handle distinct regression coefficients
across frequencies in mixed-frequency datasets. Our procedure is the following:
first, assuming that ω0 is known, we split the spectrum of X as in equation (1.2);
then, we multiply both sides of this equation by the folding matrix, F , together
with the delay matrix, D, implying a folding process for each frequency band at the
ωs mark and in a rotation for each frequency by e
−iλs. Equation (1.5) summarizes
the procedure.
FDwy = FDw
A
x βA + FDw
Ac
x βAc + FDwe. (1.5)
Furthermore, by the Lemma 1, the LHS of equation (1.5) can be replaced by
Fswys . As result we have
Fswys = FDw
A
x βA + FDw
Ac
x βAc + wu. (1.6)
We call equation (1.6) the Aliased Band Spectrum, ABS, regression. Under
(1.6), it is possible to regress the sub-sampled ys,t series against a regular sampled
xt series. Applying to both sides of equation (1.6) an inverse Fourier transform with
delay,W ′D′, and a sampling matrix S, which selects only the available observations
of yt series, results in
SW ′D′Fswys = SW
′D′FDwAx βA + SW
′D′FDwA
c
x βAc + SW
′D′wu. (1.7)
The LHS of equation (1.7) is the original ys,t series. The first and second term
of RHS can be written as xAs,t and x
Ac
s,t , respectively. Note that x
Ac
s,t = xs,t−xAs,t, i.e.,
the re-sampled version of xt at same sample frequency of ys,t minus the re-sampled
and filtered xt for frequencies belonging to the foldedBA set. Then, equation (1.7)
can be rewritten in time domain as
ys,t = x
A
s,tβA + x
Ac
s,tβAc + u˜s,t. (1.8)
The sampling process, here described by matrix S, does not imply in any
additional loss of information since the entire spectrum of xt and yt were allocated
in theBs set. Thus, equations (1.6) and (1.8) produce the same results, with errors
in the frequency domain for the former and in the time domain for the latter.
Using Φ = FDAW , Φc = FDAcW and Φs = FsWs, we define the ABS least
squares estimates as[
β˜A
β˜Ac
]
= ([ΦXn Φ
cXn]
′[ΦXn ΦcXn])
−1 [ΦXn ΦcXn]′ΦsYs,n, (1.9)
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and its equivalent in time domain, with Ξ = SW ′D′, as[
β˜A
β˜Ac
]
= ([ΞΦXn ΞΦ
cXn]
′[ΞΦXn ΞΦcXn])
−1 [ΞΦXn ΞΦcXn]′Ys,n.
Together with Lemma 4, Theorem 1’ presents the consistency of the ABS
estimator, equation (1.9), for stationary series.
Definition 4. Let the pair (et, x
′
t) satisfy Assumption 1. Then, as n → ∞, we
have
(i) ΣAU = 2pi
∑s−1
j=0
∫
Bs
fxdjxdj (ω) fuu (ω) [ω + 2pij/s ∈ BA]dω,
(ii) ΣAcU = 2pi
∑s−1
j=0
∫
Bs
fxdjxdj (ω) fuu (ω) [ω + 2pij/s ∈ BcA]dω.
Theorem 1’. If (et, x
′
t) are zero mean, stationary and ergodic time series satisfying
Assumption 1 and yt is generated by equation (1.2). Regressing ys,t on xt as in
(1.9) leads to a consistent estimation of βA and βAc. The joint limit distribution
of β˜A and β˜Ac is given by
√
n
(
β˜A − βA
β˜Ac − βAc
)
d→ N
([
0
0
]
,
[
Σ−1A ΣAUΣ
−1
A 0
0 Σ−1AcΣAcUΣ
−1
Ac
])
.
Lemma 5 and Theorem 2’ present the consistency of ABS estimator, equation
(1.9), for nonstationary series.
Definition 5. Let the pair (et, x
′
t) satisfy Assumption 2. Then, as n → ∞, we
have
(i) ΘAc =
∑s−1
j=0
∫
Bs
fxdjxdj (ω) [ω + 2pij/s ∈ BcA]dω
+ Bx(1)Bx(1)
′∑s−1
j=0
∑s−1
l=0
∫
Bs
gjl(ω)dω,
(ii) ΘAcU =
∑s−1
j=0
∫
Bs
fxdjxdj (ω) fuu (ω) [ω + 2pij/s ∈ BcA]dω
+ Bx(1)Bx(1)
′∑s−1
j=0
∑s−1
l=0
∫
Bs
gjl(ω)fuu (ω) dω,
(iii) gjl(ω) = e
−i(ω+2pi(j−l)/s)
(
[ω + 2pij/s ∈ BcA] [ω + 2pil/s ∈ BcA]
2pi [1− e−i(ω+2pij/s)] [1− ei(ω+2pil/s)]
)
.
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Theorem 2’. If (et, x
′
t) satisfies Assumption 2 and yt is generated by equation
(1.2), then ABS regression, (1.9), is consistent for βA and βAc. The joint limit
distribution of β˜A and β˜Ac is given by
Υn
(
β˜A − βA
β˜Ac − βAc
)
d→MN
([
0
0
]
,
[
Θ−1A ΘAU 0
0 Θ−1AcΘAcUΘ
−1
Ac
])
where Υn = diag(n
−1, n−1/2).
Empirically, one would desire to test if the coefficients β˜A and β˜Ac are statis-
tically different from each other given a frequency ω0 that split the sets BA and
BcA. For this purpose, the residuals can be obtained by wuˆ = Fswys −FDwAx β˜A−
FDwAx β˜Ac . However, a main concern is the frequency zero behavior for both I(0)
and I(1) spectra. For the former case, the spectrum at 0 represents the sample
mean and the addition of a constant in the regression may circumvent eventual
problems. However, in the latter, the spectrum is not bounded at such frequency.
Taufemback (2018b) suggest to substitute wz(0) by |wz(1)|. Another possibility is
to trim frequency 0 from the spectrum. Both procedures have similar finite sample
results for our problem. With frequency 0 spectrum controlled, the convergence
described by Theorem 2’ is now
√
n-consistent but with a non-diagonal asymp-
totic variance. Lemma 3, in Appendix, shows that the Fourier transform of an
I(1) series is correlated with its frequencies.
The theorems of Section 3 and 4 rely on the spectrum division in only two
sets, however, the underlining model may not be so restricted. The estimation for
multiple FDC follows equation (1.9) lines, with selector matrices Aj, j = 1, . . . , b,
conditioned to Bj, j = 1, . . . , b sets, and ∪bj=1Bj equals to the whole spectrum.
However, the correct number of frequency-dependent coefficients and their respec-
tive frequency sets are generally unknown. Engle (1974) proposed an F-test to
evaluate the presence of distinct coefficient for different band spectra. Further-
more, Engle (1980) proposed three different test statistics, Lagrange multiplier,
Wald, and Log-likelihood ratio, that are robust in the presence of heteroskedastic-
ity in the frequency domain, i.e., for non-white noise residuals.
These test formulations can be adapted to our purpose. Notice that, for a set of
possible breaks in the spectrum relation we can follow the literature of structural
breaks, see Andrews (1993); Bai and Perron (1998, 2003). The null hypothesis is
such that the model has l FDC against l + 1 FDC under the alternative. Thus,
the test statistics for these three testing principles are,
ξˆLR =
∑
λk∈Bs log(f¯uu,l(λk)/f¯uu,l+1(λk)) (1.10)
ξˆW = (w
′
uˆl
Ωˆ−1l+1wuˆl − w′uˆl+1Ωˆ−1l+1wuˆl+1)/(w′uˆl+1Ωˆ−1l+1wuˆl+1/ns) (1.11)
ξˆLM = (w
′
uˆl
Ωˆ−1l wuˆl − w′uˆl+1Ωˆ−1l wuˆl+1)/(w′uˆlΩˆ−1l wuˆl/ns) (1.12)
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with f¯uu,l(λk) = m
−1∑
λ∈Bk wuˆl(λ)wuˆl(λ)
′, where Bk is a neighborhood around
frequency λk, Bk = [λk−m/2, . . . , λk+m/2], Dˆ−1l = diag(f¯
−1
uu,l) for frequency belong-
ing to Bs and 0 otherwise, and finally, Ωˆ
−1
l = W
′Dˆ−1l W . Engle (1980) argues
that all tests formulations are asymptotically distributed as χ2p under the null. His
argumentations can be extended to our case, based on ABS regressions, without
further discussions. In Section 7, we present an extensive Monte Carlo experiment
covering the finite properties of these tests.
5 Efficiency of stationary ABS regression
It is well known that efficiency declines whether the error term of equation (1.2) in
the time domain is non-spherical, or non-flat in the frequency domain. However,
these error patterns can be corrected by GLS techniques in the frequency domain,
see Hannan (1963a). Robinson (1991a) delimited necessary conditions for conver-
gence of the weighted - or smoothed - periodogram to the spectral density matrix
fuu, where wuˆ are the residuals of a stationary series regression.Assume that the
even smoothing function K satisfies,∫
R
|K(λ)|dλ <∞,
∫
R
K(λ)dλ = 1, kt =
∫
R
K(λ)eitλdλ, (1.13)
where R is the real line, and K and the bandwidth M respect assumptions A2(j)
and A3(ν) of Robinson (1991a), transcribed below.
Assumption A2(j): K is real and even and satisfies (1.13); kt satisfies |kt| ≤ k¯t,
where ∫ ∞
0
(1 + tj)k¯tdt <∞,
and k¯t is monotonically decreasing on [0,∞) and chosen to be even.
Assumption A3(ν): M−1 +Mn−ν
p→ 0, as n→∞.
The convergence of fˆuu only requires j = 0 in Assumption A2(j), but equal to
2 to satisfy GLS necessary conditions. The parameter ν must lie on (0, 1/2] range.
Hence, let the periodogram of wuˆ be defined by,
Iuu(λ) = wuˆ(λ)wuˆ(λ)
′, for λ ∈ Bs,
therefore, let KM(λ) represents the kernel K conditioned to the bandwidth M , we
23
Taufemback, C. G.
have the estimated spectral density given by
fˆuu(λ) =

2piM
n
∑
j∈Bs
KM(λ− λ¯j)Iuu(λ¯j) , for λ ∈ Bs
0 , for λ ∈ Bs
and λ¯ ∈ Bs, where Bs is a set composed by the periodic repetition of Bs set.
The Aliased Band Spectrum regression using generalized least squares estimated,
ABS-GLS, is defined by equation (1.14) and Theorem 3 defines its asymptotic
properties.[
β˜GLSA
β˜GLSAc
]
=
(
[ΦXn Φ
cXn]
′Ωˆ+[ΦXn ΦcXn]
)−1
[ΦXn Φ
cXn]
′Ωˆ+ΦsYs,n (1.14)
where Ωˆ+ = diag[fˆ−1uu (λk) [λk ∈ Bs]]. Notice that, the inverse of fˆuu(λ) only is
required for λ ∈ Bs, as the values of Ω+ are assumed to be 0 for frequencies on
the complementary set.
Definition 6. Let the pair (et, x
′
t) satisfy Assumption 1. Then, as n→∞,
(i) ΣA/u = (2pi)
−1∑s−1
j=1
∫
Bs
fxdjxdj (ω) f
−1
uu (ω) [ω + 2pij/s ∈ BA]dω,
(ii) ΣAc/u = (2pi)
−1∑s−1
j=1
∫
Bs
fxdjxdj (ω) f
−1
uu (ω) [ω + 2pij/s ∈ BcA]dω.
Theorem 3. If (et, x
′
t) are zero mean, stationary and ergodic time series that
satisfy Assumption 1, Assumption A2(2), Assumption A3(ν), ν ∈ (0, 1/2], and yt
is generated by equation (1.2), then the efficient ABS regression is consistent for
βGLSA and β
GLS
Ac . The joint limit distribution of β˜
GLS
A and β˜
GLS
Ac is given by
√
n
(
β˜GLSA − βA
β˜GLSAc − βAc
)
d→ N
([
0
0
]
, VGLS
)
,
where,
VGLS =
[
ΣA/u 0
0 ΣAc/u
]−1
and V ≥ VGLS.
Whenever ut presents temporal dependency, fuu varies across frequencies im-
plying that V > VGLS. In case that fuu(ω) equals to a constant for all ω ∈ [0, 2pi],
V = VGLS.
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6 Nonparametric Analysis
The nonparametric model, see Corbae et al. (2002), described by
yt =
∞∑
j=−∞
β′jxt−j + et = β(L)
′xt + et (1.15)
has no restriction in respect the behavior of coefficients across frequencies, and
also does not censor the presence of leads. In frequency domain, it is assumed
that b(ω) = β(eiω) =
∑∞
j=−∞ βje
ijω converges for all ω ∈ [−pi, pi]. Furthermore,
applying the Beveridge-Nelson decomposition and the discrete Fourier transform,
we have for every frequency λk = 2pik/n under Assumption 1,
wy(λk) = b(λk)
′wx(λk) + we(λk) +Op(n−1/2) (1.16)
and under Assumption 2,
wy(λk) = β(1)
′wx(λk)− β¯(eiλk)′wv(λk) + we(λk) +Op(n−1/2) (1.17)
with b(−ω) = β(1) + β¯(eiω)(eiω − 1) for ω = 0.
Due the frequency superposition caused by the subsampling process, we need
to proceed as in Section 4. Thus, to estimate nonparametrically b(−λk), λk ∈ Bs,
we need to define Φkj = FDI
k
jW , j = 0, . . . , s− 1, where Ikj is a selector matrix in
a neighborhood of frequency λk + 2pij/s, λ ∈ [λk−m, λk+m], with 1/m+m/n→ 0
as n → ∞. Also, Φks = FsIksWs, where Iks is a selector matrix with dimension
ns × ns.
For I(0) and I(1), let βˇ and β˜ indicate the narrow band estimates using temporal
aggregation and ABS regression, respectively. The results present in this section
are, in general, similar to those present in Sections 3 and 4. For I(0) series,
temporal aggregation procedure implies in a general inconsistent estimator and
ABS procedure is able to recovery all coefficients. Theorems 4 and 4’, allied with
Definition 7, present the results for the stationary case.
Definition 7. Let the pair (et, x
′
t) satisfy Assumption 1, and as n→∞, λk → ω,
then
(i) ΛF (ω) = 2pi
∑s−1
j=1 fxdjxdj (ω) ,
(ii) Λj(ω) = 2pifxdjxdj (ω) ,
(iii) ΛjU(ω) = (2pi)
2fxdjxdj (ω) fuu (ω) ,
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Theorem 4. If (et, x
′
t) are zero mean, stationary and ergodic time series satisfying
Assumption 1 and yt is generated by equation (1.15), then for ∀j = 0, . . . , s−1, the
narrow band estimation on temporal aggregated (1.16) leads to a linear combination
of coefficients given by
bˇ(λk)
p→
s−1∑
j=0
Λ−1F (ω)Λj(ω)b(ω + 2pij/s).
Similar to the semiparametric case, see Section 3, whether b(ω) = b(ω+2pij/s)
for all j ∈ {0, . . . , s− 1}, the estimator bˇ(λk) is consistent.
Theorem 4’. If (εt, x
′
t) are zero mean, stationary and ergodic time series satisfying
Assumption 1 and yt is generated by equation (1.15). Then the ABS regression on
(1.16) leads to consistent estimates of b(ω + 2pij/s), j = 0, . . . , s − 1. The joint
limit distribution is given by
√
n
 b˜(ω)− b(ω)...
b˜(ω + 2pi(s− 1)/s)− b(ω + 2pi(s− 1)/s)
 d→ N (0, V4′(ω))
where
V4′(ω) =
 Λ
−1
0 (ω)Λ0U(ω)Λ
−1
0 (ω) 0
. . .
0 Λ−1(s−1)(ω)Λ(s−1)U (ω)Λ
−1
(s−1)(ω)
 .
For nonstationary series, we need to analyze two main cases, one with ω equal
to 0 and other with ω distinct of 0. For ω = 0 we can re-write the spectrum of xt
in terms of its first difference vˆt. Thus, the equation (1.17) in terms of vt becomes,
wy(λk) =
[
wv(λk)
1− eiλk + op(1)
]
β(1) + [wv(λk) + op(1)] β(e
iλk) + E˜(λk) (1.18)
with
bω = β(1)(1− eiλk)−1 + β(eiλk) and bω(1− eiλk)→b(−ω) as n→∞,
according to Corbae et al. (2002). Notice that for ω = 0 and for the ABS regression
on (1.17), we have as regressors the vector [wx(λ), wv(λ+2pi/s), . . . , wv(λ+2pi(s−
1)/s)], λ ∈ B0. Thus, the asymptotic behavior of estimators for the nonstationary
case is given by Definition 8, Theorems 5, and 5’.
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Definition 8. Let the pair (et, x
′
t) satisfies Assumption 2. Then, as n → ∞, we
have
(i) fxdjxdj (ω) = |1− ei(ω+2pij/s)|−2fvdj vdj (ω),
(ii) ΓF (ω) =
s−1∑
j=0
fxdjxdj (ω).
Theorem 5. If (et, x
′
t) satisfies Assumption 2 and yt is generated by equation
(1.15), then
(a) if ω = 0, the narrow band regression on temporal aggregated (1.17) leads to
a consistent estimation of the long run coefficient.
n(bˇ(0)− β(1)) d→
(∫ 1
0
BxB
′
x
)−1 ∫ 1
0
BxdBu
(b) if ω = 0, the narrow band regression on temporal aggregated (1.18) leads to
a linear combination of coefficients given by
bˇ(ω)
p→
s−1∑
j=0
Γ−1F (ω)fxdjxdj (ω)b(ω + 2pij/s)
Theorem 5’. If (et, x
′
t) satisfies Assumption 2 and yt is generated by equation
(1.15), then
(a) if ω = 0, the augmented ABS regression on (1.17) leads to the consistency
of b˜(2pij/s), j = 0, . . . , s− 1. The joint limit distribution is given by
Υm

b˜(0)− β(1)
b˜(2pi/s)− b2pi/s
...
b˜(2pi(s− 1)/s)− b2pi(s−1)/s
 d→ MN (0, V5′(0))
where,
V5′(0) =

(∫ 1
0
BxB
′
x
)−1 ∫ 1
0
BxdBu 0
fuu(0)f
−1
xd1x
d
1
(0)
. . .
0 fuu(0)f
−1
xds−1x
d
s−1
(0)

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and Υm is a s× s matrix equal to diag(n, n1/2, . . . , n1/2).
(b) if ω = 0, the augmented ABS regression on (1.18) leads to a consistent
estimation of b˜(ω + 2pij/s), j = 0, . . . , s − 1. The joint limit distribution is given
by
√
n
 b˜(ω)− bω...
b˜(ω + 2pi(s− 1)/s)− bω+2pi(s−1)/s
 d→ N (0, V5′(ω))
where
V5′(ω) =
 fuu(ω)f
−1
xd1x
d
1
(ω) 0
. . .
0 fuu(ω)f
−1
xds−1x
d
s−1
(ω)
 .
7 Finite sample properties
Macroeconomic series are, generally, reported at levels. Assuming that they are
integrated at order one, first differentiation without missing data give us the desired
stationary series. In case of quarterly GDP, we have in levels the sum of the last
three monthly GDP observations, say y¯qt = y¯
m
t + y¯
m
t−1 + y¯
m
t−2; where letters with
bars represent variables in levels. For example, first quarter GDP means the sum
of January, February, and March. The sum of December, January, and February,
if available, would represent y¯qt−1. The difference between y¯
q
t and y¯
q
t−1 give us
the monthly innovation of y¯qt series, or its growth rate if we take log differences.
However, GDP comes every quarter with non-overlapping months. Differentiate
from a quarter apart brings up some conjunction of shocks in a pattern given by
equation (1.19). Assuming, y¯mt = y¯
m
0 +
∑t−1
j=0 y
m
t−j, and ∆q be the differentiation of
two consecutive quarters, then,
∆qy¯
q
s,t = y¯t + y¯t−1 + y¯t−2 − (y¯t−3 + y¯t−4 + y¯t−5),
=
t∑
j=0
ymt−j +
t−1∑
j=0
ymt−j +
t−2∑
j=0
ymt−j −
t−3∑
j=0
ymt−j −
t−4∑
j=0
ymt−j −
t−5∑
j=0
ymt−j
= ymt + 2y
m
t−1 + 3y
m
t−2 + 2y
m
t−3 + y
m
t−4.
(1.19)
Consequently, to regress ∆qy¯s,t on monthly indicators, xt, we need to reproduce
the same pattern of aggregation on monthly series, say ∆qx¯t = xt+2xt−1+3xt−2+
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2xt−3 + xt−4. Alternatively, one can generate a new series representing the sum of
last three months at levels and then differentiate. For the nonstationary series, we
can sum the last three months, x¯qt = x¯t + x¯t−1 + x¯t−2, to reproduce the quarterly
GDP aggregation. Mariano and Murasawa (2003, 2010) suggest the use of the
geometric mean instead of the accounting identity, as we use. Since they use log
difference to transform the series from levels to stationarity, the geometric mean
represents a good approximation and linear steady-state models can be employed.
Despite the geometric mean for ∆q log ys,t be a good approximation for the unob-
served ∆ log yt. We stick with the accounting identity method to prevent us from
introducing other errors, which could be an issue on tests performance.
Therefore, to stress the reliability of the tests presented in Section 4, we ran a
Monte Carlo experiment to measure the rejection frequency of the null hypothesis,
l vs l+1 FDC. Using a sequential procedure we tested up to 8 FDC, with α = 0.01.
The Monte Carlo experiment follows,
yt =
∑q
l=1(W
′AlW )xtβl + σet,
zt = θzt−1 + ut, ut ∼ W.N.(0, 1),
et = ρet−1 + vt, vt ∼ W.N.(0, 1),
(1.20)
where xt was generated in two fashions for, both, I(0) and I(1). First as systematic
skip sampling stock variables and second as a simulation of the GDP sampling
scheme. For I(0), we have xt = zt and xt = zt + 2zt−1 + 3zt−2 + 2zt−3 + zt−4.
For I(1), we have xt = zt and xt = zt + zt−1 + zt−2. The series yt is subsampled
at one observation for every three observations of xt. For I(0) and I(1), ρ = 0.3
and σ = 0.5. For I(0), θ = 0.8 and θ = 1 for I(1). The maximum number
of FDC was set as 5, with structural breaks in the spectrum randomly assigned
between [0.10pi, 0.80pi] with minimal distance between two consecutive breaks of
0.10pi. The values of βl are independently randomly assigned on the set [−2, 2],
but with min |βl − βl+1| > 0.5.
Like in Andrews (1993); Bai and Perron (1998, 2003), the breakpoints candi-
dates were selected using a minimization of SSR. We also avoid the first hi and the
last hl frequencies. As well, we defined as hb the minimal number of frequencies
in a segment. Where hk = 0.10, for k = i, b, l. The sample sizes chosen were
{80, 120, 160} for the low-frequency variable, corresponding to {20, 30, 40} years
of data in a monthly-quarterly sample scheme. Notice that, due to the spectrum
symmetry, for a large number of observations the values of hi and hl can be reduced
to close to 0.
As expected, all three tests statistics performed similarly, see Tables C.1-1 to
C.1-12 of Appendix C, and comparable with time-domain methods for structural
break, see Bai and Perron (1998). The results behave similarly for I(0) and (1),
as well as for the distinct sample procedures. However, whenever we work with
a time domain series with structural breaks, we expect to have roughly the same
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signal-to-noise ratio, SNR, over time. However, in the frequency domain, whether
the model presents some temporal dependency, the spectrum of dependent variable
will present distinct SNR across the frequencies. For example, series following ‘the
typical spectrum shape of an economic variable’ have the majority of its variability
explained by its low-frequency spectrum, see Granger (1966a). For these series,
the detection of a break in high frequencies could be compromised. Because, due
to unfavorable SNR, regressions in this region are consistent but inefficient when
compared with regressions in low frequencies. In our experiment, as the number
of FDC increases also increases the probability of having more breaks at high
frequencies. Resulting in a tendency, for all cases, to select the true model less
frequently as q increases.
Finally, we explore the use of AIC, ln(SSR)+2(q−1)p/ns, and BIC, ln(SSR)+
ln(ns)(q− 1)p/ns, as an alternative selector of the number of different slopes. The
results, see Tables C.1-13 to C.1-16, are in Appendix C. AIC presented unsatis-
factory results, selecting in general more breaks than the correct model presents.
Thus, AIC results are not reported. BIC had comparable results with the three
test presented above. In fact, in experiments not reported, as the number of vari-
ables in xt, p, increases BIC selects the true model more frequently. The other
tests present similar results as p increases.
8 Frequency relation among US indicators
Stock and Watson (1989, 1991) introduced an alternative coincident index for US
economy extracting a common factor of four monthly coincident series. Mariano
and Murasawa (2003) extended their work with MFD by introducing quarterly
GDP in a similar framework - state space representation allied with Kalman filter.
Notwithstanding, in Mariano and Murasawa (2010) the authors argued that a
coincident index is, in fact, a substitute of a monthly GDP. Thus, estimating an
indicator of the monthly GDP results to be more attractive since it provides an
economic interpretation.
Here, we exploit the same set of variables from Mariano and Murasawa (2010),
see Table 1-1, to investigate the existence of possible breaks in the frequency
relation of US indicators. The set of variables, except by quarterly GDP, it is
the same set of Stock and Watson (1989). In fact, Stock and Watson (1989)
uses employees-hours instead of the total number of employees. However, the
US Conference Board, reports every month a coincident index based on the four
monthly series reported in Table 1-1.
Following the guidelines of Section 7, we set (hi, hb, hl) as (0.10,0.10,0.20), i.e.,
we avoid the initial 10% and the last 20% of the frequencies, and with a minimal
space between two consecutive breaks of 10% of the number of frequencies between
30
Taufemback, C. G.
Table 1-1: US indicators from January of 1959 to June of 2015.
Description
Quarterly
Real GDP1 (billions of chained 2009 dollars, SA, AR).
Monthly
Employees on non-agricultural payrolls2 (thousands, SA);
Personal income less transfer payments3 (bi. of chained 2009 dollars, SA, AR);
Index of industrial production4 (2012=100, SA);
Manufacturing and trade sales3 (millions of chained 2009 dollars, SA).
Notes: SA means ‘seasonally adjusted’ and AR means ‘annual rate’. Source: (1) BEA - Bureau
of Economic Analysis, U.S. Department of Commerce, (2) Bureau of Labor Statistics, U.S.
Department of Labor, (3) The Conference Board, (4) Federal Reserve, United States.
[0, pi]. Then, using variables in levels and first differences, we tested up to 5 FDC
with no lags for neither the exogenous nor the endogenous variables.
Our findings indicate that the reconstruction of a monthly GDP will be biased
under temporal aggregation, since all methods, present in Table 1-2, rejected the
presence of a unique coefficient for all frequencies. In fact, BIC selects one break,
2 FDC, for variables in levels and first differences. As mention in Section 7, AIC
tends to report more FDC than the correct model. Here, AIC reported at least 5
FDC for stationary series and 3 FDC for nonstationary. Following the literature
of structural break test, see Bai and Perron (1998, 2003), the sequential test is
repeated until the test statistic indicates no further rejection of the null hypothesis.
Thus, for variables in level, all three tests present in Section 4 also indicate 2 FDC.
Finally, for variables in first difference, Wald and Lagrange Multiplier test report
the presence of 3 FDC and Log-likelihood test indicate 4 FDC. Notice that the list
of breakpoint candidates is similar for I(0) and I(1) variables.
9 Conclusion
The MFD literature has plenty of empirical papers demonstrating the importance
of the intermediate data. Aside from this work, no paper had addressed the
asymptotic effects of mixed-sampling data under frequency-dependent coefficients.
Understanding how sub-sampling in time domain affects the series spectrum is
the cornerstone of our analysis. Here, we showed that splitting the spectrum
of the independent variable in frequency bands, and mimicking the same folding
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Table 1-2: Test results for conditional presence, l vs l+1, of frequency dependent
coefficients on the linear relationship between monthly US indicators and quarterly
GDP.
H0 ξˆW ξˆLR ξˆLM AIC BIC λ¯
1 vs 2 0.032 0.000 0.011 5.588 5.588 0.28pi
2 vs 3 0.000 0.008 0.000 5.544 5.632 0.46pi
I(0) 3 vs 4 0.274 0.015 0.394 5.483 5.659 0.16pi
4 vs 5 0.798 0.381 0.811 5.451 5.715 0.80pi
5 vs 6 0.283 0.397 0.304 5.448 5.800 0.66pi
H0 ξˆW ξˆLR ξˆLM AIC BIC λ¯
1 vs 2 0.000 0.000 0.000 18.014 18.014 0.10pi
2 vs 3 0.906 1.000 0.885 17.926 18.013 0.58pi
I(1) 3 vs 4 0.000 0.000 0.000 17.911 18.086 0.69pi
4 vs 5 0.967 0.067 0.962 17.805 18.068 0.80pi
5 vs 6 0.973 0.844 0.986 17.812 18.162 0.48pi
Notes: Bold values for ξˆW , ξˆLR, and ξˆLM tests represent p-values below 5%. Bold
values for AIC and BIC indicate the minimum value for each model criteria. λ¯
indicate break points candidates. For covariance matrix estimation, m was chosen
as n0.25s , see Section 4.
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process that happened with the dependent variable, any linear relationship can be
consistently recovered. Also, as described in Section 3, temporal aggregation leads
to problems in the coefficients estimation.
The ABS method imposes milder conditions when compared with others mixed-
frequency methods present in the literature, as well it relies on the condition that
all series are generated at the same frequency. For example, interpolation methods
rely on smooth transitions between observables and unobservables low-frequency
values, see Harvey and Pierse (1984) and Bernanke et al. (1997). ABS regres-
sion does not require it. In fact, the presence of higher frequencies than the
Nyquist frequency limit is a key feature of our method. MIDAS methods make
use of non-usual DGPs with different frequencies driving the generate process, see
Clements and Galva˜o (2008), Marcellino and Schumacher (2010), Foroni et al.
(2015b), Gue´rin and Marcellino (2013). Also, MIDAS relies on non-linear regres-
sion for many of its parametrizations. Moreover, ABS regression provides access
to the band spectrum relationships between series sampled at different frequencies,
bringing up a new set of analysis of macroeconomic series. Efficient computation
and simple implementation are also characteristics that must be highlighted.
Furthermore here, we study the presence of multiple frequency dependent co-
efficients in the linear relationship between US monthly indicators and GDP. Our
findings show a rejection of a single coefficient for all frequencies. Which indicate
that a reconstruction of monthly GDP using temporal aggregation may be affected
by a coefficient bias. Recently, McCracken and Ng (2016) presented an extensive
compendium of monthly, and some quarterly, series from St. Louis Federal Re-
serve Economic Data (FRED) database. Thus, as future work, one could explore
the frequency domain relationship between the series comprehended in this large
dataset.
Appendix 1.A
The functional form of D, F , and Fs is given by: D, n × n, is a diagonal matrix
where dkk = e
−iλk(s−1), for λk = 2pik/n with k = 0, . . . , n− 1 and
F =

IOτ IOτ . . . IOτ
On−ns×n
IOτ∗ . . . IOτ∗ IOτ∗

n×n
, Fs =
√
s

Iτ×τ Oτ×ns−τ
On−ns×ns
Oτ∗×ns−τ∗ Iτ∗×τ∗

n×ns
,
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where IOτ = [Iτ×τ Oτ×τ∗ ], IOτ∗ = [Oτ∗×τ Iτ∗×τ∗ ], τ = ns/2 + 1 and τ ∗ =
ns − τ .
Appendix 1.B
Proof. Lemma 1: Following the proof of Theorem 4 and 9 of Cooley et al. (1969),
let zt, t = 0, . . . , n− 1 be a sequence of natural numbers evenly spaced and
zt =
1√
n
n−1∑
k=0
wz(λk)e
i2pikt/n, (1.21)
wz(λk) =
1√
n
n−1∑
t=0
zte
−i2pikt/n. (1.22)
Now suppose a sampling process over zt, taking one sample at every s observa-
tions, n mod s. Then for t′ = 0, . . . , n/s− 1 and taking first observation at t = s,
then equation (1.21) becomes,
zst′−∆t =
1√
n
n−1∑
k=0
wz(λk)e
i2pik(st′−∆t)/n
=
1√
n
n−1∑
k=0
wz(λk)e
−i2pik∆t/nei2pikt
′/ns , (1.23)
where ns = n/s. Using (1.22) in (1.23) for k
∗ ∈ Bs, i.e., k∗ ∈ [0, ns − 1],
wz(λk∗) =
1√
ns
ns−1∑
t′=0
(
1√
n
n−1∑
k=0
wz(λk)e
−i2pik∆t/nei2pikt
′/ns
)
e−i2pik
∗t′/ns
=
√
s
n
ns−1∑
t′=0
ns−1∑
k′=0
[
s−1∑
j=0
wz[k
′ + jns]e−i2pi(k
′+jns)∆t/nei2pi(k
′+jns)t′/ns
]
e−i2pik
∗t′/ns
=
√
s
n
ns−1∑
t′=0
[
s−1∑
j=0
wz(λ
∗
k + jns)e
−i2pi(k∗+jns)∆t/n
]
=
√
s
n
n
s
s−1∑
j=0
wz(λ
∗
k + jns)e
−i2pi(k∗+jns)∆t/n
=
1√
s
s−1∑
j=0
wz(λ
∗
k + jns)e
−i2pi(k∗+jns)∆t/n.
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Lemma 2. If (et, x
′
t) are zero mean, stationary and ergodic time series satisfying
Assumption 1 and Definition 1, then as n → ∞, (λk + 2pij/s) → ω + 2pij/s,
j = 0, . . . , s− 1, then
(i) n−1s (ΦXn)
′ΦXn = n−1s
∑
λk∈Bs
∑s−1
j=1
∑s−1
l=1 w
′d
xj
wdxl [λk ∈ BA]
p→ ΣA,
(ii) n−1s (Φ
cXn)
′ΦcXn = n−1s
∑
λk∈Bs
∑s−1
j=1
∑s−1
l=1 w
′d
xj
wdxl [λk ∈ BcA]
p→ ΣAc ,
(iii) n
−1/2
s [ΦXn Φ
cXn]
′wuˆ
d→ N
([
0
0
]
,
[
ΣAU 0
0 ΣAcU
])
Proof. Lemma 2: The proofs follow closely Corbae et al. (1997) and Corbae et al.
(2002). Let #{λk ∈ BA} denote the number of fundamental frequencies in the
band Bs. Subdividing [−pi, pi] in small and equal sub-bands Bb with pi/B length,
each one centered on frequencies {ωb = pib/B : b = −B + 1, . . . , B − 1}. Let
m = #(λk ∈ Bb), then n = 2mB and nBA = 2mBs, approximately. Assuming
that m,B → ∞ and B/√n → 0 as n → ∞, we fulfill Assumption 3 of Corbae
et al. (2002).
Thus under Assumption 1, we have
n−1s
∑
λk∈Bs
wdxj(λk)w
d
xl
(λk)
′ = n−1s
∑Bs−1
b=−Bs+1
∑
λk∈Bb w
d
xj
(λk)w
d
xl
(λk)
′
= 1
2B
∑Bs−1
b=−Bs+1
1
m
∑
λk∈Bb w
d
xj
(λk)w
d
xl
(λk)
′ + op(1)
= 1
2B
∑Bs−1
b=−Bs+1 2pifˆxdjxdl (ωb)
p→ ∫
Bs
fxdjxdl (ω)dω > 0 if j = l,
(1.24)
where ωb = pib/B and since fˆxdjxdj (ωb) = (2pim)
−1∑
λk∈Bb w
d
xj
(λk)w
d
xj
(λk)
′ is a
consistent estimator of fxdjxdj (ω). For j = l, the cross product is equal to zero due
frequency orthogonality. Using these results, (i)-(ii) follows.
35
Taufemback, C. G.
For the convergence in distribution, by Corbae et al. (2002) we have,
n−1/2s w
d
xj
wuˆ = n
−1/2 ∑
λk∈Bs
wdxj(λk)wu(λk)
′ = n−1/2s
Ba−1∑
b=−Ba+1
∑
λk∈Bb
wdxj(λk)wu(λk)
′.
(1.25)
Notice that wu(λk) satisfies a CLT for discrete Fourier transforms, see Hannan
(1970) and Hannan (1973) for a central limit theorem for discrete Fourier trans-
form, i.e., m−1/2
∑
λk∈Bj wu(λk)
d→ N(0, 2pifuu(ω)), and by Assumption 1, the
spectrum of (1.25) is asymptotically independent, thus for λk ∈ Bb, and
m−1
∑
λk∈Bb
wdxj(λk)w
d
xj
(λk)
′ p→ 2pifxdjxdj (ω)
and
n−1/2s
Ba−1∑
b=−Ba+1
∑
λk∈Bb
wdxj(λk)wu(λk)
∗ =
1√
2B
Ba−1∑
b=−Ba+1
1√
m
∑
λk∈Bb
wdxj(λk)wu(λk)
∗
d→ N
(
0, 2pi
∫
BA
fxdjxdj (ω)fuu(ω)dω
)
(1.26)
with similar result for BcA set.
Finally, we need to find the limit variance of [ΦXn Φ
cXn]
′wu. Gathering all
previous steps,
V
(
n
−1/2
s [ΦXn Φ
cXn]
′wu
)
= n−1s E ([ΦXn ΦcXn]′wuw′u[ΦXn ΦcXn])
= n−1s E
[
(ΦXn)
′wuw′uΦXn (ΦXn)
′wuw′uΦ
cXn
(ΦXn)
′wuw′uΦ
cXn (Φ
cXn)
′wuw′uΦ
cXn
]
,
by independence of xt and et, we have,
V
(
n
−1/2
s [ΦXn Φ
cXn]
′wu
)
= n−1s
[
E[(ΦXn)′ΦXn]E[wuw′u] E[(ΦXn)′ΦcXn]E[wuw′u]
E[(ΦXn)′ΦcXn]E[wuw′u] E[(ΦcXn)′ΦcXn]E[wuw′u]
]
=
[
Σn,AU Σn,AAcU
Σn,AAcU Σn,A˜U
]
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and using the results of (1.26) we have,
Σn,AU = n
−1
s
∑
λk∈Bs
s−1∑
j=0
s−1∑
l=0
E[wdxj(λk)w
d
xl
(λk)
′]E[wu(λk)wu(λk)′] [λk ∈ BA]
= ΣAU + o(1),
Σn,AcU = n
−1
s
∑
λk∈Bs
s−1∑
j=0
s−1∑
l=0
E[wdxj(λk)w
d
xl
(λk)
′]E[wu(λk)wu(λk)′] [λk ∈ BcA]
= ΣAcU + o(1),
Σn,AAcU = n
−1
s
∑
λk∈BA
s−1∑
j=0
s−1∑
l=0
E[wdxj(λk)w
d
xj
(λk)
′]E[wu(λk)wu(λk)′]
= o(1), by the orthogonality of discrete Fourier transform.
Since E[Xdj (λk), Xdl (λk)] = 0, for j = l, one can understand as two independent
series and use the results of Corbae et al. (2002).
Proof. Theorem 1: We have,
β˜F = M
−1
1 wz1 , where
M1 = (ΦXn)
′(ΦXn) + (ΦcXn)′(ΦcXn) + 2(ΦXn)′(ΦcXn), and
wz1 = [(ΦXn)
′(ΦXn)′ + (ΦXn)′(ΦcXn)]βA
+ [(ΦcXn)
′(ΦcXn)′ + (ΦXn)′(ΦcXn)]βAc + wu,
notice that by Assumption 1,
n−1s [(Φ + Φ
c)x]′wuˆ = n−1s
n−1∑
i=0
s−1∑
l=0
wdxl(λi)
s−1∑
j=0
wej(λi)
p→ 0,
Then for β = βA = βAc ,
β˜F = M
−1
1 ([(ΦXn)
′(ΦXn) + (ΦcXn)′(ΦcXn)]β) + op(1)
p→ β
notice that M−11 > 0 by (1.24).
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The limit variance of [(Φ + Φ˜)xt]
′wu is given by
V
(
n
−1/2
s [(Φ + Φc)Xn]
′wu
)
= n−1s E ([(Φ + Φc)Xn]′wuw′u[(Φ + Φc)Xn])
= n−1s
s−1∑
j=0
∑
λk∈Bs
E
(
wdxj(λk)w
d
xj
(λk)
′
)
E
(
wu(λk)wu(λk)
′
)
= 2pi
s−1∑
j=0
∫
Bs
fxdjxdj (ω) fuu (ω) dω + o(1).
where the joint convergence is given by (1.26), and
Σn,F = n
−1
s
s−1∑
j=0
∑
λk∈Bs
E
(
wdxj(λk)w
d
xj
(λk)
′
)
= ΣF + o(1)
(1.27)
We have,
β˜F = [(ΦXn)
′(ΦXn) + (ΦcXn)′(ΦcXn)]−1[(ΦXn)′(ΦXn)′]βA
+[(ΦXn)
′(ΦXn) + (ΦcXn)′(ΦcXn)]−1[(ΦcXn)′(ΦcXn)′]βAc + op(1)
so that,
β˜F
p→ ΣF−1ΣAβA + ΣF−1ΣAcβAc
by Lemma 2 and equation (1.27).
Lemma 3. If the pair (ut, z
′
t) satisfies Assumption 2, then for 2pi(k/n+ j/s) = 0,
the Fourier transform of zt is given by
wdzj(λk) =
{
1
1− e−i2pi(k/n+j/s)V
d
j (λk)−
e−i2pi(k/n+j/s)
1− e−i2pi(k/n+j/s)
(zn − z0)√
n
}
[λk ∈ Bs]
for j = 0, . . . , s− 1 and k = 0, . . . , n− 1.
Proof. Lemma 3: The proof follows the lines of Lemma B of Corbae et al. (2002)
and Definition 1.
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Lemma 4. If the pair (et, x
′
t) satisfies Assumption 2, then as n→∞,
(i) n−2s (ΦXn)
′ΦXn = n−1s
∑s−1
j=0
∑s−1
l=0 w
′d
xj
[ω + 2pij/s ∈ BA]×
wdxl [ω + 2pil/s ∈ BA]
d→ ΘA
(ii) n−1s (Φ
cXn)
′ΦcXn = n−1s
∑s−1
j=0
∑s−1
l=0 w
′d
xj
[ω + 2pij/s ∈ BcA]×
wdxl [ω + 2pil/s ∈ BcA]
d→ ΘAc
(iii) n
−3/2
s (ΦXn)
′ΦcXn
p→ 0
(iv) Υ[ΦXn Φ
cXn]
′wuˆ
d→ MN
([
0
0
]
,
[
ΘAU 0
0 ΘAcU
])
Proof. Lemma 4:
(i) Lemma C(a) of Corbae et al. (2002);
(ii) Lemma C(e) of Corbae et al. (2002) and Lemma 3;
(iii) With intention to simplify the proof and the notation, we omit here, w.l.o.g.,
the delay matrix D and also defined λj,k = λk + 2pij/s. We want to show
that,
n−3/2
∑
λk∈Bs
(∑
j
wx(λj,k) [λj,k ∈ BA]
)′(∑
j
wx(λj,k) [λj,k ∈ BcA]
)
p→ 0
for λk = 0 the result is straightforward, by the n−3/2 normalization factor
and by the fact that there is no frequency with a singularity point. For
λk = 0, let us assume that ∃c > 0 s.t. 2pij/s ∈ BA, j = 0, . . . , c − 1, and
2pij/s ∈ BcA, j = c, . . . , s− 1. Then,
n−3/2s (wx(0)+ · · ·+wx(2pi(c−1)/s))′(wx(2pic/s))+ · · ·+wx(2pi(s−1)/s))
we can rewrite the above expression using results for λk = 0, as
n−3/2s X(0)
′(wx(2pic/s)) + · · ·+ wx(2pi(s− 1)/s)) + op(1)
using Lemma 3 we have,
n−3/2s
s−1∑
j=c
wx(0)
′
[
1
1− e−i2pij/swvj(2pij/s)−
e−i2pij/s
1− e−i2pij/s
(xn − x0)√
n
]
= n−1/2s3/2
s−1∑
j=c
[∑
t xt
n3/2
Cj,1Cj,2 − Cj,3
∑
t xt
n3/2
∑
t vt√
n
+
∑
t xt
n3/2
x0
]
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where Cj,1 = n
−1/2∑
t vte
−i2pijt/s, Cj,2 = 1/(1− e−i2pij/s), Cj,3 = e−i2pij/s/(1−
e−i2pij/s). By Phillips (1987) and Hamilton (1994), we know that n−3/2
∑
t xt
and n−1/2
∑
t vt are stochastically bounded. Given the remaining factor of
n−1/2, we conclude our proof.
(iv) Following lines of Corbae et al. (2002) Theorem 3 proof and Lemma 4(iii),
the result follows.
Proof. Theorem 2: Using the algebra of proof of Theorem 1, and results of
Lemma 4, it is easy to show that whenever β = βA = βAc we have βˇF
p→ β. For
βA = βAc , note that
n−1s [(Φ + Φ
c)x]′wuˆ = n−1s
∑
λk∈Bs
∑s−1
j=0X
d
jU
= n−1s
∑
λk∈[−pi,pi]X
d
0wuˆ + op(1)
d→ ∫ 1
0
BxdBu.
and by Lemma 4
n−2s (Φ + Φ
c)Xn = n
−2
s (Φ)x+ op(1)
d→ ∫ 1
0
BxB
′
x,
thus,
βˇF = [(ΦXn)
′(ΦXn) + (ΦcXn)′(ΦcXn) + 2(ΦXn)′(ΦcXn)]−1[(ΦXn)′(ΦXn)′ + (ΦXn)′(ΦcXn)]βA+
[(ΦXn)
′(ΦXn) + (ΦcXn)′(ΦcXn) + 2(ΦXn)′(ΦcXn)]−1[(ΦcXn)′(ΦcXn)′ + (ΦXn)′(ΦcXn)]βAc + op(1)
so that,
βˇF = ΘF
−1ΘAβA + op(1)
p→ βA.
Proof. Theorem 1’: From equation (1.9) and (1.6), we have,[
β˜A
β˜Ac
]
= M−11′ wz′1 ,
where,
M1′ =
(
(ΦXn)
′ΦXn (ΦXn)′ΦcXn
(ΦcXn)
′ΦXn (ΦcXn)′ΦcXn
)
,
wz′1 =
(
(ΦXn)
′ΦXnβA + (ΦXn)′ΦcXnβAc + (ΦXn)′E
(ΦcXn)
′ΦXnβA + (ΦcXn)′ΦcXnβAc + (ΦcXn)′E
)
.
By Assumption 1, n−1(ΦXn)′U
p→ 0 and n−1(Φcx)′U p→ 0. Thus, we have,
β˜A
p→ βA and β˜Ac p→ βAc . For the asymptotic distribution we have,
√
n
([
β˜A − βA
β˜Ac − βAc
])
= {n−1M1}−1 · {n−1/2[ΦXn Φ˜x]′U},
along the same lines of Lemma 2, the result follows.
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Proof. Theorem 2’: Using the same algebra from proof of Theorem 1’ and Lemma
4 result follows.
Proof. Theorem 3: We can rely our proofs showing that our assumptions satisfy
Robinson (1991a) assumptions, consequently allowing us to use his results. Thus,
as described on section 5, KM respects assumptions A2(j) and A3(ν) of Robinson
(1991a). Furthermore, Assumption 1 fulfill requirements of Assumption A(ν), ν ∈
(0, 1/2], as well as Assumptions C1-C6. Consequently, Theorem 2.1 of Robinson
(1991a) proves the convergence of fˆuu(λ) to fuu(λ), for λ ∈ [0, 2pi]. Theorems 4.1
and 4.2 proves that equation (1.14) results in a spherical normal random variable.
Taking G = [ΦXn Φ
cx] and βGLS = [β
GLS
A β
GLS
Ac ]
′, and with a little bit of
algebra equation (1.14) results in
β˜GLS − β = (G′Ωˆ+G)−1G′Ωˆ+U, (1.28)
where RHS of equation (1.28) is o(1) by Assumption 1 and Robinson’s theorems.
Notice that by equation (1.8), the two exogenous series can be treat as indepen-
dent series, then by Theorem 4.2 of Robinson (1991a) and Theorem 1’ proof, the
asymptotic variance of RHS of equation 1.28 converges to VGLS. Finally, to show
that V ≥ VGLS, we need to show that (G′G)−1G′ΩG(G′G)−1 − (G′Ω−1G)−1, or
(G′Ω−1G) − (G′G)(G′ΩG)−1(G′G) is positive semidefinite. Since, Ω is positive
semidefinite by definition, taking P = G′Ω−1 − (G′G)(G′ΩG)−1G′ then
PΩP ′ = (G′Ω−1G)− (G′G)(G′ΩG)−1(G′G) ≥ 0
Lemma 5. If (et, x
′
t) are zero mean, stationary and ergodic time series satisfying
Assumption 1, then as n→∞,
(i) m−1
∑
λk∈Bω
∑s−1
j=0
∑s−1
l=1 w
′d
xj
(ω)wdxl(ω)
p→ ΛF = 2pi
∑s−1
j=1 fxdjxdj (ω) ,
(ii) m−1/2
∑
λk∈Bω
∑s−1
j=0 w
′d
xj
(λk)wu(λk)
d→ ΛFU = (2pi)2
∑s−1
j=1 fxdjxdj (ω) fuu (ω) ,
(iii) m−1
∑
λk∈Bω w
′d
xj
(ω)Xdj (ω)
p→ Λj = 2pifxdjxdj (ω) ,
(iv) m−1/2
∑
λk∈Bω w
′d
xj
(λk)wu(λk)
d→ ΛFU = (2pi)2fxdjxdj (ω) fuu (ω) ,
Proof. Lemma 5: Proof follows close to proof of Lemma 2 and of Corbae et al.
(2002) Theorem 2, and it is omitted.
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Proof. Theorem 4: Using results of Lemma 5 and Theorem 1 proof, result follows.
Proof. Theorem 4’: Using results of Lemma 5 and Theorem 1’ proof, result
follows.
Lemma 6. If the pair (et, x
′
t) satisfies Assumption 2, ∆xt = vt, then as n→∞,
(i) m−1
∑
λk∈Bω
s−1∑
j=0
s−1∑
l=1
w
′d
xj
(λk)w
d
xl
(λk)
p→ 2pi
s−1∑
j=0
fvdj vdj (ω)
|1− e−i(ω+2pij/s)|2 ,
(ii) m−2
∑
λk∈B0
s−1∑
j=0
s−1∑
l=1
w
′d
xj
(λk)w
d
xl
(λk)
d→
∫ 1
0
BxB
′
x
(iii) m−1
∑
λk∈B0
s−1∑
j=0
s−1∑
l=1
w
′d
xj
(λk)wu(λk)
d→
∫ 1
0
BxdBu
(iv) m−1/2
∑
λk∈B0
s−1∑
j=0
s−1∑
l=0
V
′d
j (λk)V
d
l (λk)
p→ 2pi
s−1∑
j=0
fvdj vdj (0),
(v) m−1/2
∑
λk∈B0
s−1∑
j=0
V
′d
j (λk)wu(λk)
d→ (2pi)2
s−1∑
j=0
fvdj vdj (0)fuu(0),
(vi) m−1/2
∑
λk∈Bω
s−1∑
j=0
s−1∑
l=0
V
′d
j (λk)V
d
l (λk)
p→ 2pi
s−1∑
j=0
fvdj vdj (ω),
(vii) m−1/2
∑
λk∈Bω
s−1∑
j=0
V
′d
j (λk)wu(λk)
d→ (2pi)2
s−1∑
j=0
fvdj vdj (ω)fuu(ω),
Proof. Lemma 6:
( i) See proof of Corbae et al. (2002) Theorem 2’b and 3’.
( ii) See proof of Corbae et al. (2002) Lemma C(j).
( iii) See proof of Corbae et al. (2002) Theorem 3’.
( iv) Note that for a stationary time series zt,
m−1
∑
λk∈Bω
w′z(λk)wz(λk)
p→ 2pifzdj zdj (ω)
thus, together with Lemma 5(ii) proof result follows.
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( v) See proof of Corbae et al. (2002) Theorem 1’.
( vi) Same lines of Lemma 6(iii).
( vii) By independence of xt and ut, and Lemma 6(iii).
Proof. Theorem 5: Using results of Lemma 6 and Theorem 2 proof, result follows.
Proof. Theorem 5’: Using results of Lemma 6 and Theorem 2’ proof, result
follows.
Appendix 1.C
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Table C.1-1: Simulated Log-Likelihood, ξˆLR, sequential test rejection statistics up
to 8 FDC, see equation (1.10), for I(0) series under skip sampling, s = 3, and with
sample size of {80, 120, 160} observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.859 0.121 0.017 0.004 0.000 0.000 0.000 0.000
120 0.859 0.121 0.018 0.001 0.000 0.000 0.000 0.000
160 0.854 0.122 0.022 0.003 0.000 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.043 0.812 0.128 0.016 0.001 0.000 0.000 0.000
120 0.027 0.828 0.128 0.016 0.001 0.000 0.000 0.000
160 0.017 0.829 0.134 0.018 0.002 0.000 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.143 0.165 0.579 0.101 0.012 0.000 0.000 0.000
120 0.111 0.121 0.640 0.118 0.010 0.001 0.000 0.000
160 0.092 0.101 0.659 0.132 0.016 0.001 0.000 0.000
Four Frequency Dependent Coefficients under the null
80 0.081 0.310 0.213 0.339 0.052 0.005 0.000 0.000
120 0.041 0.286 0.230 0.376 0.060 0.007 0.000 0.000
160 0.017 0.252 0.184 0.458 0.084 0.005 0.000 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.113 0.169 0.383 0.196 0.127 0.012 0.001 0.000
120 0.056 0.101 0.337 0.199 0.271 0.036 0.001 0.000
160 0.046 0.072 0.307 0.210 0.323 0.040 0.001 0.000
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Skip sampling takes one observation of low frequency vari-
able every three observations of high frequency variable. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-2: Simulated Log-Likelihood, ξˆLR, sequential test rejection statistics
up to 8 FDC, see equation (1.10), for I(0) series under simulated GDP sampling,
s = 3, and with sample size of {80, 120, 160} observations for the low frequency
variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.813 0.158 0.026 0.002 0.000 0.000 0.000 0.000
120 0.803 0.172 0.023 0.003 0.000 0.000 0.000 0.000
160 0.796 0.180 0.022 0.002 0.001 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.044 0.790 0.147 0.017 0.001 0.000 0.000 0.000
120 0.028 0.793 0.158 0.021 0.001 0.000 0.000 0.000
160 0.015 0.787 0.176 0.021 0.001 0.000 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.114 0.148 0.614 0.115 0.010 0.000 0.000 0.000
120 0.114 0.123 0.645 0.108 0.009 0.001 0.000 0.000
160 0.110 0.084 0.664 0.128 0.012 0.000 0.000 0.000
Four Frequency Dependent Coefficients under the null
80 0.051 0.240 0.233 0.411 0.062 0.004 0.000 0.000
120 0.032 0.224 0.207 0.455 0.075 0.005 0.001 0.000
160 0.030 0.183 0.229 0.472 0.078 0.007 0.000 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.048 0.088 0.352 0.215 0.262 0.033 0.002 0.000
120 0.044 0.065 0.384 0.230 0.246 0.030 0.000 0.000
160 0.031 0.052 0.405 0.190 0.274 0.046 0.002 0.000
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Simulated GDP sampling takes aggregated observations of
the low frequency variable, as described in Section 7. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-3: Simulated Wald, ξˆW , sequential test rejection statistics up to 8 FDC,
see equation (1.11), for I(0) series under skip sampling, s = 3, and with sample
size of {80, 120, 160} observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.841 0.135 0.022 0.002 0.000 0.000 0.000 0.000
120 0.840 0.136 0.022 0.002 0.000 0.000 0.000 0.000
160 0.846 0.128 0.023 0.002 0.001 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.046 0.792 0.144 0.017 0.001 0.000 0.000 0.000
120 0.031 0.803 0.142 0.021 0.003 0.000 0.000 0.000
160 0.018 0.815 0.144 0.021 0.001 0.000 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.124 0.160 0.582 0.118 0.015 0.001 0.000 0.000
120 0.092 0.132 0.630 0.130 0.015 0.001 0.000 0.000
160 0.056 0.101 0.676 0.151 0.016 0.001 0.000 0.000
Four Frequency Dependent Coefficients under the null
80 0.068 0.284 0.219 0.349 0.072 0.008 0.000 0.000
120 0.034 0.251 0.247 0.385 0.075 0.008 0.001 0.000
160 0.012 0.220 0.189 0.477 0.092 0.008 0.001 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.098 0.165 0.376 0.198 0.146 0.016 0.001 0.000
120 0.039 0.101 0.317 0.212 0.285 0.044 0.003 0.000
160 0.033 0.078 0.293 0.208 0.339 0.046 0.002 0.000
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Skip sampling takes one observation of low frequency vari-
able every three observations of high frequency variable. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-4: Simulated Wald, ξˆW sequential test rejection statistics up to 8 FDC,
see equation (1.11), for I(0) series under simulated GDP sampling, s = 3, and with
sample size of {80, 120, 160} observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.804 0.163 0.029 0.004 0.000 0.000 0.000 0.000
120 0.799 0.168 0.028 0.004 0.001 0.000 0.000 0.000
160 0.800 0.166 0.029 0.005 0.000 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.048 0.771 0.154 0.024 0.003 0.000 0.000 0.000
120 0.029 0.781 0.162 0.026 0.003 0.000 0.000 0.000
160 0.014 0.772 0.183 0.028 0.002 0.000 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.080 0.158 0.610 0.132 0.019 0.002 0.000 0.000
120 0.096 0.127 0.637 0.123 0.016 0.001 0.000 0.000
160 0.086 0.087 0.673 0.136 0.016 0.002 0.000 0.000
Four Frequency Dependent Coefficients under the null
80 0.026 0.225 0.242 0.428 0.072 0.006 0.000 0.000
120 0.017 0.208 0.216 0.462 0.087 0.010 0.000 0.000
160 0.014 0.174 0.234 0.480 0.086 0.012 0.000 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.020 0.069 0.356 0.233 0.275 0.042 0.004 0.000
120 0.019 0.056 0.381 0.243 0.259 0.040 0.002 0.000
160 0.015 0.042 0.399 0.191 0.298 0.053 0.002 0.000
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Simulated GDP sampling takes aggregated observations of
the low frequency variable, as described in Section 7. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-5: Simulated Lagrange Multiplier, ξˆLM , sequential test rejection statis-
tics up to 8 FDC, see equation (1.12), for I(0) series under skip sampling, s = 3,
and with sample size of {80, 120, 160} observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.871 0.108 0.018 0.002 0.000 0.000 0.000 0.000
120 0.860 0.122 0.016 0.001 0.000 0.000 0.000 0.000
160 0.860 0.119 0.018 0.002 0.001 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.053 0.823 0.113 0.011 0.000 0.000 0.000 0.000
120 0.034 0.824 0.123 0.016 0.002 0.000 0.000 0.000
160 0.020 0.830 0.130 0.018 0.002 0.000 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.136 0.178 0.580 0.095 0.011 0.000 0.000 0.000
120 0.099 0.140 0.637 0.114 0.011 0.000 0.000 0.000
160 0.059 0.105 0.683 0.140 0.013 0.001 0.000 0.000
Four Frequency Dependent Coefficients under the null
80 0.079 0.304 0.225 0.328 0.058 0.006 0.000 0.000
120 0.037 0.269 0.255 0.373 0.059 0.007 0.000 0.000
160 0.015 0.234 0.196 0.469 0.081 0.006 0.000 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.112 0.184 0.378 0.192 0.121 0.011 0.001 0.000
120 0.045 0.109 0.332 0.209 0.267 0.036 0.001 0.000
160 0.036 0.085 0.301 0.210 0.326 0.040 0.002 0.000
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Skip sampling takes one observation of low frequency vari-
able every three observations of high frequency variable. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-6: Simulated Lagrange Multiplier, ξˆLM , sequential test rejection statis-
tics up to 8 FDC, see equation (1.12), for I(0) series under simulated GDP sam-
pling, s = 3, and with sample size of {80, 120, 160} observations for the low
frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.835 0.143 0.020 0.002 0.000 0.000 0.000 0.000
120 0.827 0.148 0.023 0.002 0.000 0.000 0.000 0.000
160 0.821 0.151 0.024 0.004 0.000 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.056 0.795 0.131 0.016 0.002 0.000 0.000 0.000
120 0.033 0.801 0.148 0.017 0.002 0.000 0.000 0.000
160 0.016 0.797 0.165 0.021 0.001 0.000 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.097 0.168 0.619 0.104 0.011 0.001 0.000 0.000
120 0.107 0.132 0.644 0.103 0.013 0.001 0.000 0.000
160 0.093 0.091 0.680 0.121 0.014 0.001 0.000 0.000
Four Frequency Dependent Coefficients under the null
80 0.030 0.253 0.246 0.412 0.055 0.005 0.000 0.000
120 0.018 0.229 0.220 0.454 0.072 0.008 0.000 0.000
160 0.015 0.185 0.240 0.477 0.074 0.008 0.000 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.022 0.083 0.383 0.229 0.249 0.031 0.003 0.000
120 0.021 0.062 0.401 0.242 0.239 0.033 0.001 0.000
160 0.016 0.044 0.421 0.189 0.285 0.044 0.001 0.000
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Simulated GDP sampling takes aggregated observations of
the low frequency variable, as described in Section 7. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-7: Simulated Log-Likelihood, ξˆLR sequential test rejection statistics up
to 8 FDC, see equation (1.10), for I(1) series under skip sampling, s = 3, and with
sample size of {80, 120, 160} observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.877 0.104 0.017 0.001 0.000 0.000 0.000 0.000
120 0.856 0.122 0.020 0.002 0.000 0.000 0.000 0.000
160 0.877 0.101 0.021 0.002 0.000 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.022 0.832 0.125 0.019 0.001 0.000 0.000 0.000
120 0.013 0.833 0.133 0.020 0.001 0.000 0.000 0.000
160 0.010 0.827 0.142 0.019 0.002 0.000 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.148 0.120 0.599 0.116 0.016 0.000 0.000 0.000
120 0.100 0.113 0.652 0.120 0.013 0.001 0.000 0.000
160 0.133 0.060 0.669 0.123 0.015 0.001 0.000 0.000
Four Frequency Dependent Coefficients under the null
80 0.056 0.345 0.237 0.305 0.053 0.003 0.000 0.000
120 0.048 0.215 0.185 0.455 0.087 0.009 0.001 0.000
160 0.043 0.139 0.182 0.523 0.104 0.009 0.000 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.103 0.176 0.352 0.188 0.156 0.023 0.001 0.000
120 0.073 0.089 0.351 0.182 0.259 0.043 0.002 0.000
160 0.055 0.054 0.320 0.187 0.328 0.052 0.003 0.000
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Skip sampling takes one observation of low frequency vari-
able every three observations of high frequency variable. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-8: Simulated Log-Likelihood, ξˆLR, sequential test rejection statistics
up to 8 FDC, see equation (1.10), for I(1) series under simulated GDP sampling,
s = 3, and with sample size of {80, 120, 160} observations for the low frequency
variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.862 0.112 0.022 0.004 0.000 0.000 0.000 0.000
120 0.861 0.115 0.022 0.002 0.000 0.000 0.000 0.000
160 0.857 0.120 0.022 0.001 0.000 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.019 0.811 0.147 0.022 0.001 0.000 0.000 0.000
120 0.013 0.817 0.150 0.019 0.001 0.000 0.000 0.000
160 0.006 0.818 0.153 0.021 0.002 0.000 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.111 0.083 0.662 0.124 0.018 0.001 0.000 0.000
120 0.129 0.082 0.647 0.124 0.017 0.001 0.000 0.000
160 0.105 0.058 0.685 0.134 0.016 0.002 0.000 0.000
Four Frequency Dependent Coefficients under the null
80 0.072 0.184 0.179 0.465 0.088 0.010 0.001 0.000
120 0.051 0.153 0.150 0.525 0.108 0.011 0.001 0.000
160 0.042 0.154 0.142 0.515 0.131 0.013 0.002 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.080 0.081 0.301 0.161 0.316 0.058 0.004 0.000
120 0.067 0.060 0.241 0.158 0.386 0.078 0.009 0.000
160 0.052 0.043 0.206 0.159 0.455 0.077 0.006 0.001
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Simulated GDP sampling takes aggregated observations of
the low frequency variable, as described in Section 7. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-9: Simulated Wald, ξˆW , sequential test rejection statistics up to 8 FDC,
see equation (1.11), for I(1) series under skip sampling, s = 3, and with sample
size of {80, 120, 160} observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.843 0.123 0.030 0.005 0.000 0.000 0.000 0.000
120 0.829 0.132 0.033 0.006 0.000 0.000 0.000 0.000
160 0.861 0.111 0.025 0.003 0.000 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.023 0.797 0.147 0.030 0.003 0.000 0.000 0.000
120 0.015 0.804 0.150 0.027 0.003 0.000 0.000 0.000
160 0.012 0.811 0.149 0.024 0.003 0.000 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.107 0.123 0.612 0.133 0.022 0.002 0.000 0.000
120 0.053 0.112 0.669 0.143 0.020 0.002 0.000 0.000
160 0.068 0.061 0.692 0.154 0.022 0.002 0.000 0.000
Four Frequency Dependent Coefficients under the null
80 0.038 0.303 0.251 0.330 0.071 0.006 0.000 0.000
120 0.029 0.190 0.198 0.469 0.100 0.013 0.001 0.000
160 0.019 0.115 0.184 0.541 0.122 0.018 0.001 0.001
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.073 0.178 0.340 0.203 0.175 0.028 0.002 0.000
120 0.042 0.090 0.342 0.201 0.268 0.052 0.004 0.000
160 0.034 0.052 0.304 0.192 0.351 0.062 0.005 0.000
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Skip sampling takes one observation of low frequency vari-
able every three observations of high frequency variable. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-10: Simulated Wald, ξˆW , sequential test rejection statistics up to 8 FDC,
see equation (1.11), for I(1) series under simulated GDP sampling, s = 3, and with
sample size of {80, 120, 160} observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.827 0.127 0.039 0.005 0.001 0.001 0.000 0.000
120 0.833 0.127 0.032 0.007 0.001 0.000 0.000 0.000
160 0.838 0.121 0.034 0.006 0.001 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.021 0.777 0.165 0.031 0.006 0.000 0.000 0.000
120 0.015 0.774 0.175 0.029 0.006 0.001 0.000 0.000
160 0.010 0.791 0.169 0.026 0.004 0.001 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.043 0.079 0.679 0.163 0.029 0.007 0.000 0.000
120 0.052 0.067 0.681 0.161 0.029 0.007 0.002 0.000
160 0.045 0.052 0.709 0.156 0.032 0.005 0.001 0.000
Four Frequency Dependent Coefficients under the null
80 0.017 0.134 0.176 0.519 0.126 0.022 0.004 0.001
120 0.012 0.114 0.134 0.563 0.143 0.028 0.006 0.001
160 0.006 0.109 0.132 0.561 0.159 0.027 0.007 0.001
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.030 0.067 0.275 0.178 0.356 0.079 0.013 0.001
120 0.014 0.034 0.216 0.168 0.435 0.114 0.017 0.001
160 0.007 0.031 0.179 0.167 0.484 0.115 0.014 0.003
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Simulated GDP sampling takes aggregated observations of
the low frequency variable, as described in Section 7. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-11: Simulated Lagrange Multiplier, ξˆLM , sequential test rejection statis-
tics up to 8 FDC, see equation (1.12), for I(1) series under skip sampling, s = 3,
and with sample size of {80, 120, 160} observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.871 0.105 0.021 0.003 0.000 0.000 0.000 0.000
120 0.849 0.120 0.027 0.004 0.000 0.000 0.000 0.000
160 0.872 0.104 0.021 0.003 0.000 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.026 0.822 0.130 0.020 0.002 0.000 0.000 0.000
120 0.015 0.821 0.138 0.024 0.003 0.000 0.000 0.000
160 0.014 0.826 0.139 0.019 0.002 0.000 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.125 0.126 0.618 0.112 0.017 0.001 0.000 0.000
120 0.059 0.123 0.672 0.129 0.016 0.001 0.000 0.000
160 0.072 0.065 0.705 0.139 0.016 0.002 0.000 0.000
Four Frequency Dependent Coefficients under the null
80 0.047 0.332 0.254 0.311 0.055 0.003 0.000 0.000
120 0.034 0.209 0.201 0.459 0.086 0.011 0.001 0.000
160 0.020 0.123 0.186 0.542 0.111 0.016 0.001 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.085 0.193 0.351 0.193 0.157 0.021 0.001 0.000
120 0.046 0.097 0.362 0.197 0.250 0.046 0.003 0.000
160 0.038 0.059 0.318 0.191 0.334 0.055 0.005 0.000
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Skip sampling takes one observation of low frequency vari-
able every three observations of high frequency variable. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-12: Simulated Lagrange Multiplier, ξˆLM , sequential test rejection statis-
tics up to 8 FDC, see equation (1.12), for I(1) series under simulated GDP sam-
pling, s = 3, and with sample size of {80, 120, 160} observations for the low
frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.856 0.113 0.028 0.003 0.001 0.000 0.000 0.000
120 0.851 0.116 0.028 0.004 0.000 0.000 0.000 0.000
160 0.854 0.113 0.028 0.005 0.000 0.000 0.000 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.022 0.814 0.140 0.020 0.003 0.000 0.000 0.000
120 0.016 0.800 0.155 0.024 0.004 0.000 0.000 0.000
160 0.011 0.809 0.156 0.021 0.003 0.001 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.054 0.087 0.700 0.133 0.021 0.004 0.000 0.000
120 0.056 0.068 0.695 0.148 0.026 0.005 0.002 0.000
160 0.049 0.053 0.719 0.147 0.027 0.004 0.001 0.000
Four Frequency Dependent Coefficients under the null
80 0.023 0.158 0.181 0.513 0.107 0.015 0.002 0.000
120 0.015 0.130 0.138 0.558 0.131 0.023 0.004 0.001
160 0.007 0.119 0.135 0.563 0.147 0.023 0.006 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.037 0.077 0.312 0.172 0.329 0.065 0.008 0.000
120 0.015 0.041 0.238 0.167 0.423 0.102 0.013 0.001
160 0.010 0.034 0.189 0.168 0.485 0.099 0.013 0.003
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Simulated GDP sampling takes aggregated observations of
the low frequency variable, as described in Section 7. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-13: Simulated BIC rejection statistics up to 8 FDC, see Section 7, for
I(0) series under skip sampling, s = 3, and with sample size of {80, 120, 160}
observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.560 0.186 0.144 0.075 0.026 0.008 0.001 0.000
120 0.626 0.182 0.119 0.054 0.015 0.004 0.000 0.000
160 0.668 0.167 0.107 0.042 0.013 0.002 0.001 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.013 0.589 0.220 0.120 0.041 0.014 0.002 0.001
120 0.009 0.640 0.205 0.106 0.031 0.008 0.001 0.000
160 0.008 0.668 0.206 0.086 0.027 0.006 0.000 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.029 0.085 0.532 0.241 0.090 0.021 0.002 0.000
120 0.030 0.065 0.593 0.227 0.071 0.013 0.002 0.000
160 0.017 0.055 0.617 0.226 0.069 0.015 0.001 0.000
Four Frequency Dependent Coefficients under the null
80 0.008 0.100 0.169 0.467 0.196 0.054 0.007 0.000
120 0.003 0.080 0.170 0.510 0.190 0.042 0.006 0.000
160 0.001 0.089 0.133 0.544 0.192 0.036 0.005 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.013 0.047 0.226 0.248 0.345 0.108 0.014 0.000
120 0.005 0.025 0.164 0.198 0.464 0.128 0.017 0.001
160 0.005 0.016 0.150 0.199 0.486 0.131 0.014 0.000
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Skip sampling takes one observation of low frequency vari-
able every three observations of high frequency variable. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-14: Simulated BIC rejection statistics up to 8 FDC, see Section 7, for
I(0) series under simulated GDP sampling, s = 3, and with sample size of {80,
120, 160} observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.514 0.236 0.144 0.063 0.031 0.010 0.003 0.000
120 0.570 0.238 0.116 0.049 0.020 0.006 0.001 0.000
160 0.615 0.227 0.096 0.041 0.015 0.005 0.001 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.014 0.539 0.256 0.124 0.048 0.015 0.003 0.000
120 0.010 0.598 0.250 0.094 0.036 0.010 0.002 0.000
160 0.007 0.621 0.245 0.089 0.029 0.008 0.002 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.025 0.081 0.517 0.244 0.098 0.032 0.004 0.000
120 0.039 0.075 0.573 0.220 0.073 0.018 0.002 0.000
160 0.039 0.059 0.597 0.225 0.065 0.013 0.001 0.000
Four Frequency Dependent Coefficients under the null
80 0.007 0.105 0.170 0.471 0.184 0.052 0.011 0.001
120 0.003 0.101 0.164 0.495 0.183 0.046 0.006 0.000
160 0.004 0.098 0.181 0.502 0.171 0.040 0.005 0.000
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.004 0.025 0.205 0.223 0.392 0.128 0.022 0.002
120 0.005 0.019 0.246 0.231 0.377 0.105 0.016 0.000
160 0.005 0.019 0.243 0.198 0.400 0.123 0.011 0.001
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Simulated GDP sampling takes aggregated observations of
the low frequency variable, as described in Section 7. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-15: Simulated BIC rejection statistics up to 8 FDC, see Section 7, for
I(1) series under skip sampling, s = 3, and with sample size of {80, 120, 160}
observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.564 0.160 0.172 0.067 0.027 0.009 0.001 0.000
120 0.620 0.164 0.145 0.048 0.018 0.003 0.002 0.000
160 0.676 0.143 0.123 0.038 0.014 0.004 0.001 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.008 0.572 0.231 0.124 0.050 0.013 0.002 0.000
120 0.005 0.635 0.211 0.103 0.037 0.009 0.000 0.000
160 0.004 0.667 0.203 0.084 0.032 0.008 0.002 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.020 0.055 0.551 0.239 0.101 0.030 0.004 0.000
120 0.012 0.063 0.599 0.232 0.073 0.018 0.002 0.000
160 0.018 0.033 0.629 0.222 0.074 0.020 0.002 0.000
Four Frequency Dependent Coefficients under the null
80 0.005 0.108 0.188 0.447 0.191 0.054 0.007 0.001
120 0.004 0.066 0.131 0.533 0.205 0.057 0.005 0.000
160 0.002 0.045 0.131 0.564 0.205 0.045 0.006 0.001
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.008 0.040 0.197 0.232 0.372 0.131 0.019 0.001
120 0.006 0.018 0.167 0.187 0.445 0.157 0.018 0.001
160 0.007 0.010 0.159 0.175 0.486 0.144 0.019 0.001
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Skip sampling takes one observation of low frequency vari-
able every three observations of high frequency variable. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Table C.1-16: Simulated BIC rejection statistics up to 8 FDC, see Section 7, for
I(1) series under simulated GDP sampling, s = 3, and with sample size of {80,
120, 160} observations for the low frequency variable.
One Frequency Dependent Coefficient under the null
n 1 2 3 4 5 6 7 8+
80 0.526 0.165 0.181 0.074 0.037 0.014 0.003 0.000
120 0.612 0.163 0.143 0.049 0.025 0.006 0.002 0.000
160 0.642 0.152 0.136 0.044 0.020 0.004 0.001 0.000
Two Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.007 0.535 0.251 0.133 0.052 0.019 0.002 0.000
120 0.004 0.598 0.230 0.108 0.043 0.013 0.003 0.000
160 0.004 0.642 0.219 0.097 0.030 0.008 0.001 0.000
Three Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.011 0.033 0.539 0.260 0.112 0.037 0.008 0.000
120 0.017 0.041 0.574 0.240 0.092 0.028 0.007 0.001
160 0.016 0.034 0.619 0.224 0.081 0.020 0.006 0.001
Four Frequency Dependent Coefficients under the null
80 0.002 0.047 0.118 0.495 0.234 0.085 0.018 0.001
120 0.003 0.048 0.098 0.542 0.216 0.073 0.016 0.003
160 0.001 0.050 0.105 0.543 0.223 0.060 0.017 0.002
Five Frequency Dependent Coefficients under the null
n 1 2 3 4 5 6 7 8+
80 0.004 0.019 0.149 0.170 0.442 0.179 0.036 0.002
120 0.003 0.009 0.114 0.145 0.495 0.194 0.037 0.003
160 0.002 0.009 0.101 0.146 0.537 0.166 0.034 0.004
Notes: Series DGPs are describe by equation (1.20). The frequencies that divide
the band spectrum sets are randomly assigned between [0.10pi, 0.8pi] with a min-
imum distance between two consecutive breaks of 0.10pi. The values of βl are
randomly assigned on [−2, 2] set with equal probability, but with |βl−βl+1| > 0.5.
For q from 1 to 5. Simulated GDP sampling takes aggregated observations of
the low frequency variable, as described in Section 7. Low frequency variable
sample size of {80, 120, 160} in a Monthly-Quarterly sample scheme represents,
respectively, {20, 30, 40} years of data. With 5,000 MC repetitions.
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Chapter 2
Nonparametric short- and
long-run Granger-causality
testing in the frequency domain
Abstract
This paper proposes a novel nonparametric frequency Granger-causality test. Be-
fore testing for causality absence of one series on to another, we apply a filtering
process, removing any presence of reverse causality. Then, performing a local
kernel regression for each frequency, we can test the hypothesis of non-causality
from the distance between each estimate to zero. We provide asymptotic results
for strict stationary series respecting α-mixing conditions. Monte Carlo experi-
ments illustrate that our method has good finite sample properties, with overall
comparable performance with other alternative methods present in the literature,
and superior performance whenever the tested model presents smooth transition
coefficients in the frequency domain. Finally, we test causality of term spread and
money stock (M2) on real economic growth, as well as, between Monetary Policy
Variables and Stock Prices.
Keywords: Granger-causality, Frequency-domain, Nonparametric test, α-
mixing.
JEL classification: C12, C14, C22.
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1 Introduction
Geweke (1982), Hosoya (1991), and more recently Breitung and Candelon (2006),
have proposed methods based on VAR models to measure pointwise causality in
the frequency domain. Here, we present a nonparametric alternative to these
methods that is not only model-free but it is also robust to a wide range of series
dependence structures.
Our method consists of two steps, where the first is performed globally in the
time domain and the last locally in the frequency domain. In our first step, we
project both the endogenous and the exogenous variable, yt and xt−1, on past
values of the endogenous one, filtering away any feedback causality between those
variables. We assume that the number of lags increases as the number of obser-
vation increases but slowly. In the second step, we locally regress, frequency by
frequency, the filtered series, thus allowing that the relationship between these
variables can be different at each frequency.
Our test statistic is flexible in the sense that it is possible to infer causality be-
tween any two series, wx(λ)→ wy(λ); conditional causality, wx(λ)→ wy(λ)|wz(λ);
and multivariate causality, {wx1(λ), . . . , wxp(λ)} → wy(λ)|wz(λ). The test statis-
tics for the first and for second hypotheses converge, under the null, at every
frequency, to a χ21 distribution, and for latest hypothesis to a χ
2
p distribution. Fur-
thermore, if parametric models rely on information criteria, such AIC and BIC,
to determine the underline model, nonparametric models rely on the selection of
appropriate bandwidth values. We suggest the use of the ‘leave-one-out’ cross-
validation method as a data-driven bandwidth selection.
According to Granger (1963), the study of causality in frequency domain pro-
vides useful information since economic theory predicts distinct long and short-run
relationships between series. Granger also raises the concern that an overall causal-
ity test may turn into a misleading result. Granger (1969) further develops the
study of the causality measurement via cross-spectrum. In the paper’s conclusion,
Granger mentions that the results were obtained via parametric modeling and
that a direct method to estimate the components of the cross-spectrum ‘worth
investigating’.
Geweke (1982, 1984) proposed to disentangle the linear feedback into three
folds, the causal relationship between the first time series into the second, the
inverse causal relation between them and their instantaneous causality. Hosoya
(1991), working with second-order stationary processes, also defined three alterna-
tive measurements of causality: the measure of association, the one-way measure
of association, and the reciprocity measurement. Breitung and Candelon (2006)
based on the work of Geweke and Hosoya, proposed a simplified causality test in the
frequency domain. The authors circumvent the estimation of non-linear covariance
matrix elements of previous methods using a set of trigonometric restrictions. In
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Section 2 we present a brief comparison between our approach and these methods.
Recently, Breitung and Schreiber (2017) proposed to test the absence of causality
for a unique frequency within a frequency band. They also proposed a method for
the identification of the phase shift whenever Granger-causality is present. Based
on Pierce (1979), Lemmens et al. (2008) proposed a simple Granger-causality test
in frequency domain, which has similar power and size to Breitung and Candelon
(2006) test.
On the side of the nonparametric Granger-causality literature, Hidalgo (2000,
2005), using the Hannan-inefficient, HI, estimator, proposed a nonparametric test
for series that may present long-range dependence, showing that whenever the
series exhibit long-memory the HI estimator is more indicated than least squares.
Using a kernel-based approach in the frequency domain, Hong et al. (2009) pro-
posed a test to detect extreme downside risk spillover between financial markets,
with a standard Normal distribution under the null. Nishiyama et al. (2011) ex-
plored non-linear causality and causality in higher conditional moments. Their
test can be understood as an omitted-variable test with nontrivial power against√
T local alternatives.
One can interpret measurements of causality at different horizons, see Dufour
and Taamouti (2010), as equivalent to a frequency domain approaches. An in-
dicative of causality at lag p = ∞ implies in causality at frequency 0 and as at
lag p = 1 to close to frequency pi. The main difference between both approaches
is that besides the analysis of different horizons is straightforward, the estimation
of lags approaching the infinity becomes unreliable. This issue does not impact
frequency domain methods, but, the interpretation of causality at a particular
frequency might not be clear to all audiences.
Some notations used through the paper: The variable Zn represents the vector
{zt}nt=1. Let wz(λ) = WZ, where W , n× n, represents the discrete Fourier trans-
form with row j given by Wj = n
−1/2(1, e−iλj , e−i2λj , . . . , e−i(n−1)λj), λj = 2pij/n,
j = 0, . . . , n−1. A spectral kernel function centered at origin and with bandwidth
equals to b is represent byKb(λ) = bK(bλ), such that ifK(λ) = 0, |λ| > pi, then for
b > 1, Kb(λ) = bK(bλ) = 0 for |λ| > pi/b. The prime symbol, as in wz(λ)′, means
transpose conjugated. Finally, a variable/coefficient with 0 superscript, e.g., z0t ,
represent a variable/coefficient under H0.
The organization of the article is the following. Section 2 introduces the non-
parametric estimation and the test procedures. Section 3 studies the assumptions
and the asymptotic theory. Section 4 discusses about estimation procedures. Sec-
tion 5 presents some considerations about finite sample size properties and Monte
Carlo experiments designs. Section 6 reproduces Breitung and Candelon (2006)
and Dufour and Tessier (2006) empirical application. Section 7 concludes the
paper. Proofs are present in the Appendix 2.A.
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2 Nonparametric Granger-causality test
Let us present two representations of the same nonparametric model, one in time
domain and other in frequency domain. In time domain, yt is generated by
yt =
∞∑
j=1
θjyt−j +
∞∑
j=1
βjxt−j + ut, E[ut|xs, ys,−∞ < s < t] = 0,
where the series {xt, yt, ut}∞t=1 are a strict stationary process respecting α-mixing
conditions with up to eighth moment bounded and zero mean and βj is a 1 × p
vector. In frequency domain we have that
wy(λ) = g→yy(λ)wy−1(λ) + g→xy(λ)wx(λ) + u(λ), (2.1)
where we assume that g→
yy
(λ) =
∑∞
j=1 θje
−iλ(j−1) and g→
xy
(λ) =
∑∞
j=1 βje
−iλj con-
verges for all λ. Also, wy−1(λ) is the Fourier transform of {yt−1}∞t=−∞.
The coefficient g→
zr
(λ) refers to the causal effect of past values of zt on rt at
frequency λ. Thus, the non causality null hypothesis of interest is such that
H0 : g→xy(λ) = 0, λ ∈ [0, pi],
i.e., the past values of xt does not Granger-cause yt series at frequency λ given
the past values of yt, with the alternative hypothesis, H1, given by g→xy(λ) = 0, for
some λ ∈ [0, pi].
We can estimate g→
xy
(λ) by the minimization of the local sum of squares resid-
uals, i.e., given a kernel function, K, and a value of h is such that as n increases
nh also increases, but at a lower rate, i.e. h→ 0, we have,
min
ψ→
yy
(λ),ψ→
xy
(λ)∈C
∑
λs∈[−pi,pi]
Knh(λ−λs)
∣∣∣wy(λs)− ψ→yy(λ)wy−1(λ)− ψ→xy(λ)wx(λs)∣∣∣2 , (2.2)
However, as the Fourier transform of past values of yt was wrote in terms
of its first lag frequency domain representation, we can also write g→
yy
(λ)wy−1(λ)
as g→
yy
(λ)e−iλwy(λ). Although this functional dependence between the dependent
variable and a regressor might not be problematic in a band spectrum regression
for some specification of g→
xy
(λ), it means that we cannot remove the influence
of past values of yt and consistently estimate g→xy(λ) around a fixed λ. Beyond
that, to account for situations where past values of yt cause xt, we re-write the
exogenous variable as xt = x
0
t +
∑∞
j=0 φjyt−j, or as wx(λ) = w
0
x(λ) + g→yx(λ)wy(λ)
in the frequency domain, where the elements of RHS are orthogonal to each other.
Thus, we have an unfeasible decomposition of (2.1) RHS as
wy(λ) = g→yy(λ)wy−1(λ) +
[
g→
xy
(λ)w0x(λ) + g→xy(λ)g→yx(λ)wy(λ)
]
+ u(λ). (2.3)
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Nevertheless, to consistently estimate g→
xy
(λ) in (2.3) at each λ, we project xt−1
and yt on the span of past values of yt before performing the local regression. This
step performs a time-domain global filtering on (2.3), removing past values of yt
influence. Thus, the unfeasible model (2.3) becomes,
w0y(λ) = g→xy(λ)w
0
x(λ) + wu(λ), (2.4)
where yt = y
0
t +
∑∞
j=1 θ
0
jyt−j and the two terms on RHS are orthogonal to each
other. Now, we can test locally the absence of causality, between w0x(λ) and w
0
y(λ),
without the interference of other terms in the frequency domain. Summarizing,
for {X, Y } = {xt−1, yt}nt=q+1, the proposed two-step procedure is the following:
Step 1: Let Yq be a, n − q × q, matrix of past values of yt, such that row
j, j ∈ [q + 1, n], is defined as Yq,j = [yj−1, . . . , yj−q], and the projection matrix
PY = Yq(Y
′
qYq)
−1 Y ′q . Define Xˆ
0 = (1− PY )X and Yˆ 0 = (1− PY )Y .
Step 2: Nonparametrically estimate g→
xy
(λ) and test H0 by measuring the
distance from this estimate to zero, for λ ∈ [0, pi], using the approximated model
(2.4).
Therefore, for Xˆ0, n× p, and Yˆ 0, n× 1, we have,
min
φ→
xy
(λ)∈C
∑
λs∈[−pi,pi]
Kn˜h(λ− λs)
∣∣∣w0yˆ(λs)− φ→xy(λ)′w0xˆ(λs)∣∣∣2 ,
with a feasible solution for every λ given by,
gˆ→
xy
(λ) = fˆ−1xˆ0xˆ0(λ)fˆxˆ0yˆ0(λ), (2.5)
where
fˆzr(λ) =
1
n˜
∑
λs∈[−pi,pi]
Kn˜h(λ− λs)wr(λs)wz(λs)′, (2.6)
are smoothed spectral estimates and n˜ = n− q.
The asymptotic variance matrix estimate of g→
xy
(λ), p× p, is defined under H0
as
Σˆ→
xy
(λ) = fˆ−1xˆ0xˆ0(λ)fˆuˆ0uˆ0(λ)
∫ ∞
−∞
k(s)2ds, (2.7)
where wuˆ(λ) = w
0
yˆ(λ) − gˆ→xy(λ)w0xˆ(λs). Thus, the null hypothesis that the past
values of x do not cause y at frequency λ can be inferred by the test statistic
Wλ = gˆ→xy(λ)
′
(
Σˆ→
xy
(λ)h
)−1
gˆ→
xy
(λ), λ ∈ [0, pi],
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or for each i = 1, . . . , p,
Wi,λ =
gˆ
i,
→
xy
(λ)2(
Σˆ
ii,
→
xy
(λ)h
) , λ ∈ [0, pi].
Allowing q to diverge in the first step, we indirectly estimate g→
yy
(λ) and g→
yx
(λ)
by the infinite summation of coefficients θ0j and αj weighted by e
−ijλ. Thus, in
(2.5) we have a measurement of the pointwise causality of past values of xt on yt
for a given λ.
In comparison, the causality tests of Geweke (1982) and Hosoya (1991) are
based on a parametric representation with a finite number of lags, say l. Let
zt = [yt, xt]
′ and Θ(L)zt = εt, the VMA representation is given by zt = Φ(L)εt.
Now, let the Cholesky decomposition of the inverse covariance matrix, Σ = E(εtε
′
t),
be given by Σ−1 = G′G, where G is a lower triangular matrix, Ψ(L) = Φ(L)G−1,
and ηt = Gεt then
zt = Ψ(L)ηt =
[
Ψ11(L) Ψ12(L)
Ψ21(L) Ψ22(L)
] [
η1t
η2t
]
.
The measurement of causality is given by
Mx→y(λ) = log
[
fyy(λ)
fyy|η1(λ)
]
= log
[
1 +
|Ψ12(e−iλ)|2
|Ψ11(e−iλ)|2
]
,
where fyy|η1(λ) is the spectrum of yt given η1t. Past values of xt does not cause
yt at frequency λ if |Ψ12(e−iλ)| = 0. Breitung and Candelon (2006) measurement
of causality is based on the same principle, but using a set of linear restrictions
rather than estimating Ψ(L) matrix. For the finite lags linear model described by
yt = α1yt−1 + · · ·+ αlyt−l + β1xt−1 + · · ·+ βlxt−l + ε1t,
Breitung and Candelon (2006) define the null hypothesis that the past values of
xt does not cause yt at frequency λ as H0 : R(λ)β = 0, where
R(λ) =
[
cos(λ) cos(2λ) . . . cos(lλ)
sin(λ) sin(2λ) . . . sin(lλ)
]
.
Notice that the approach of Breitung and Candelon (2006) can be understood
as an approximation of g→
xy
(λ) by a finite sum of l elements rather than our local ap-
proach. Thus, we can state that despite our nonparametric test and the parametric
tests above mentioned exploit the same type of information, our method allows
for dependence structures with no upper bound on the number of lags involved
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and provides valid inference rules under this framework. Methodologically, our
test measures whether the cross-spectrum between filtered Xn and Yn are distinct
from zero and the previous investigated parametric tests whether the marginal
spectra of Yn and of Yn given a vector of explanatory variables are different.
Additionally, since we are estimating a vector of coefficients and the covariance
matrix, we can also test for multivariate causality. Ladroue et al. (2009) and
Barrett et al. (2010) presented cases where the multivariate, or group, analysis of
causality has more appeal than the univariate causality measurement, e.g., binding
interactions of proteins during the yeast-cell cycle and interactions between groups
of neurons using fMRI, functional magnetic resonance imaging, data.
3 Asymptotic Theory
To investigate the asymptotic properties of our causality tests, let us introduce the
following conditions:
Assumption 3. Let Zn be a vector strictly stationary strongly mixing process with
zero mean. The lth order cumulants, cum(Z
(a0)
j , Z
(a1)
j+s1
, . . . , Z
(al−1)
j+sl−1) = r
(a0,a1,...,al−1)
s1,...,sk−1 ,
are well-defined and for l = {1, . . . , 8}, ∑s1,...,sl−1 |r(a0,a1,...,al−1)s1,...,sl−1 | <∞ holds.
Assumption 4. Let xt = x
0
t +
∑∞
j=1 φjyt−j and yt = y
0
t +
∑∞
j=1 θjyt−j where
Cov(x0t , yt−j) = 0 and Cov(y
0
t , yt−j) = 0, for j > 0. And for q = cδn
δ, such that
0 < cδ < ∞ and 0 < δ < 1/3, we have n1/2
∑
j>q |φj| → 0 and n1/2
∑
j>q |θj| → 0
as n→∞.
Assumption 5. Let fxx(λ), fxu(λ), and fuu(λ) be twice continuously differentiable
in any open set of λ ∈ [−pi, pi]. Also, let fx0x0(λ) be positive definite, and fuu(λ)
be larger than zero for all λ.
Assumption 6. Let k be even, bounded, continuous, k(0) = 1, k satisfies |k(x)| ≤
k¯(x) where ∫ ∞
0
(1 + x2)k¯(x)dx <∞
and k¯(x) is monotonically decreasing on [0,∞) and chosen to be even. Finally,
K(λ) =
1
2pi
∫
R
k(x)e−ixλdx.
Assumption 7. The bandwidth h = cγn
−γ, such that 0 < cγ < ∞, 0 < γ < 4/5
and γ + δ < 1.
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Let us briefly discuss our assumptions before introduce some asymptotic re-
sults. Before Rosenblatt (1984), other authors, e.g. Hannan (1970), assumed
more restrictive conditions under the processes, e.g. iid innovations, on spectral
estimation. Rosenblatt extends their results to a larger class of spectral estimates
assuming stationary strong mixing process. Assumptions 3 and 5 guarantee the
consistency and asymptotic normality of spectrum and the cross-spectrum estima-
tion. According to Bu¨hlmann (1996) a sufficient condition for summability of the
cumulants in Assumption 3 up to order eight is given by
∞∑
i=0
(i+ 1)6ατ/(14+τ)(i) <∞, E||Zn||8+τ <∞, τ > 0.
where α represent the mixing coefficients.
Assumption 4 is also an assumption of Gonc¸alves and Kilian (2007), which
extends the results of Lewis and Reinsel (1985) to an infinite autoregressive α-
mixed series. The results of Lu¨tkepohl and Poskitt (1996) for a VAR(∞) Granger-
causality test are also based on Lewis and Reinsel (1985) findings, thus the upper
bound for the number of lags at order n1/3. Assumption 5 guaranties the usual
nonparametric estimation procedure needs that the function is twice differentiable,
see Robinson (1989), as well the no-multicollinearity condition. Assumption 3
and 5 satisfy Assumption 1 of Gonc¸alves and Kilian (2007), thus DGPs such as
an invertible VARMA(p,q) and VAR(∞) model satisfy these assumptions. As-
sumptions 6 and 7 satisfy the kernel spectral estimation conditions of Rosenblatt
(1984). Robinson (1983) shows that for a kernel k respecting Assumption 6 we
have
∫ pi
−piK(λ)dλ = 1 and since k is even, a vast group of spectral window K is
satisfied, e.g. Epanechnikov, Uniform, among others. One could employ high or-
der spectral kernels, or top flat lag windows, to obtain a less restrictive condition,
γ < 4/5, on Assumption 7, see Jones and Signorini (1997) and Politis and Romano
(1999).
Theorem 6 states the asymptotic distribution of the two-step nonparametric
estimation of gˆ→
xy
(λ) for λ ∈ [0, pi] under H0.
Theorem 6. Let (yt, xt) satisfy Assumptions 3 to 5. Also, assume after the first
step, that the estimation, defined in equation (2.5) on nonparametric model (2.4)
respects Assumptions 6 and 7. Then, as n→∞ under H0, the asymptotic distri-
bution of the two-step nonparametric estimation of gˆ→
xy
(λ), for λ ∈ [0, pi], is given
by
√
h−1gˆ→
xy
(λ)
d→ N(0,Σ→
xy
(λ)), Σ→
xy
(λ) = η(λ)f−1x0x0(λ)fuu(λ)
∫ ∞
−∞
K(s)2ds <∞,
with η(λ) = 2 for λ = jpi, j ∈ Z and η(λ) = 1 otherwise. The estimator given by
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equation (2.7) is consistent for the covariance matrix Σ→
xy
(λ), and
Wλ
p→ χ2p, Wi,λ p→ χ21, i = 1, . . . , p.
Theorem 7 states that, given our two-step procedure, the estimates under H1
are consistent and power tends to one as n→∞.
Theorem 7. Let (yt, xt) satisfy Assumptions 3 to 5. Also, assume after the first
step, that the estimation, defined in equation (2.5) on nonparametric model (2.4)
respects Assumptions 6 and 7. Then, as n→∞ under H1, the asymptotic distri-
bution of the two-step nonparametric estimation of gˆ→
xy
(λ), for λ ∈ [0, pi], is given
by
√
h−1(gˆ→
xy
(λ)− g→
xy
(λ))
d→ N(0,Σ→
xy
(λ)),
where Σ→
xy
is defined in Theorem 6, then
hWλ
p→ c, hWi,λ p→ ci, i = 1, . . . , p.
for 0 < c, ci <∞.
4 Empirical procedures
In theory K is unlimited in λ and concentrated at zero. As n increases K(0)
also increases and by Assumption 6 we know that kernel tails goes fast to zero.
Thus, for finite sample rather than estimate (2.6) for all spectrum, we focus on a
neighborhood Bn˜h of λ, such that λs ∈ Bnh whenever s ∈ [j−nh, j+ nh], z
stands for the lower integer close to z, and n˜ = n− q.
A pending issue to examine is how the first step influences the measurement
of the Granger-causality in finite samples. A higher value of δ certainly will cover
the removal of any presence of yt lags on xt−1. However, as δ increases n˜ decreases,
which will result in an efficiency loss. On other hand, γ must be large enough to
satisfy Assumption 7 and to control bias in the spectral estimation, which results
in a small n˜h. Notwithstanding, if n˜h is too small the estimation of gˆ→
xy
(λ) is
also compromised. Defining a balance of the pair {q, n˜h} is not trivial. We, here,
use q = cδn
δ = [2n1/3] for empirical and Monte Carlo results, see Lu¨tkepohl and
Poskitt (1996).
Robinson (1989) suggest the ‘leave-one-out’ cross-validation method for chose
the optimum bandwidth. After the first step, one can search for h∗, where h∗ =
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argminhCV (h), CV =
∑
j[w
0
yˆ(λ) − g˜→xy(λ)w0xˆ(λ)]2, λ = 2pij/n, and let f˜zr(λ) be
equivalent to (2.6) but with λs restrict to B
−
n˜h, then
g˜→
xy
(λ) = f˜−1x0x0(λ)f˜x0y0|1(λ)
where B−n˜h denotes the set Bn˜h with the exclusion of frequency λ. According
to Wong (1983), this method measures the average prediction power of g˜→
xy
(λ)
on the ‘new’ sample of w0y(λ). Thus, h
∗ provides the best forecast given the
set of possible values of h. It is also important to note that the choice of the
kernel function has less impact in the outcome than the correct specification of the
bandwidth, h. The usual kernel choices are the Uniform kernel, k(v) = 0.5 {|v|≤1},
the Epanechnikov kernel, k(v) = 0.75(1 − v2) {|v|≤1}, and the Gaussian kernel,
k(v) = (
√
2pi)−1 exp (−v2/2). Other kernel functions of interest are the Triangular,
k(v) = (1−|v|) {|v|≤1} and the Cosine, k(v) = (pi/4) cos (vpi/2) {|v|≤1}. Our Monte
Carlo and empirical results are based on Epanechnikov kernel.
Based on the Beltra˜o and Bloomfield (1987), Robinson (1991b) suggest an
alternative cross-validation technique. Given a bandwidth h and the estimated
errors before first step, we can compute a ‘leave-one-out’ sample spectrum of u(λ)
as
fˆ−uu(λ) =
2pi
n
∑
λs∈B−λ
Kn˜h(λ− λs)Iuu(λs), Iuu(λs) = uˆ(λs)′uˆ(λs)
and the optimum bandwidth is given by the minimization of
L(fˆ−uu) =
∫ pi
0
(
log fˆ−uu(λ) + Iuu(λ)/fˆ
−
uu(λ)
)
dλ
Robinson (1991b) showed, under regular conditions as ut being iid, that mini-
mizing L(fˆ−uu) is equivalent to minimize the Integrated Mean Squared Error, IMSE.
Both cross-validation techniques, here presented, perform similarly. Results re-
ported on our Empirical and Monte Carlo sections are obtained under the first
method. Another alternative is to choose locally the optimum bandwidth for each
of spectral estimates, adding more flexibility, as in Velasco (2002).
Another point of concern is the spectrum behavior at frequency 0 since this
frequency represents the sample mean for the sample periodogram. We suggest to
use |z(λ1)| in place of z(λ0), where λj = 2pij/n.
5 Simulations results
To study the performance of size and power of our test, we propose four sets
of DGPs. In the first, we aim to investigate the rejection behavior when xt−1
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does not causes yt. In the second set of DGPs, we present two models where
the relationships between xt−1 and yt are driven, in the frequency domain, by
trigonometric functions. Under this framework, it is possible to observe how the
test behaves in the presence of smooth transitions on g→
xy
(λ). In the third, we
have a set of 3 variable where zt−1 and xt−1 cause yt but the former does not
cause yt given xt−1. Moreover, we reproduce, with the fourth DGP set, the Monte
Carlo simulation of Breitung and Candelon (2006). In their study, they propose to
investigate series where xt−1 causes yt only at some frequencies and not in others.
In all studied cases, we compare our results with Breitung and Candelon (2006),
henceforth B&C, test.
The first set of DGPs comprehends DGP 1.1 to 1.4. Notice that, some DGPs
are not in consonance with B&C test assumptions, a finite VAR model with iid
innovations. DGP 1.2 and 1.3 are fitted only with VAR(∞), and DGP 1.4 presents
conditional heteroskedasticity. The results of B&C test under the last DGP can be
improved using a HAC covariance matrix estimator. B&C test has the limitation
that for the fitted VAR(p), pmust be greater than 2. In cases where AIC selects p ≤
2, we use p = 3. Due to the nonparametric nature of our test, it is not restricted
to lag based models, neither it suffers from model misspecification of omitted lags.
Additionally, in the Section 3, we have showed that our test is consistent to series
respecting α-mixing condition, like conditional heteroskedasticity models.
DGP 1.1: yt = v1t,
xt = v2t,
DGP 1.2: yt = v1t − 0.4v1t−1,
xt = 0.5yt−1 + 0.3yt−2 + v2t − 0.3v2t−1,
DGP 1.3: yt = 0.6yt−1 + v1t − 0.4v1t−1,
xt = 0.4xt−1 + 0.5yt−1 + 0.3yt−2 + v2t − 0.3v2t−1,
DGP 1.4: yt = 0.6yt−1 + u1t,
xt = 0.4xt−1 + 0.5yt−1 + 0.3yt−2 + u2t,
with ut = σtzt, σ
2
t = 0.01 + 0.2σ
2
t−1 + 0.7u
2
t−1, vt ∼ W.N.(0, V ) and
V =
[
1 0
0 ν
]
, where ν = [0.50, 1, 2].
Results for different values of ν does not affect the rejection rate significantly.
Therefore, we only report results with ν = 1. We present the results for the
first DGP set in two fashions. In Figure 2-1 and 2-2, we report visually the
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Table 2-1: Average of simulated rejection over all frequencies for DGP 1.1-4.
DGP 1.1 DGP 1.2 DGP 1.3 DGP 1.4
n Wˆλ B&C Wˆλ B&C Wˆλ B&C Wˆλ B&C
100 0.097 0.055 0.107 0.056 0.102 0.055 0.124 0.068
250 0.062 0.055 0.068 0.058 0.063 0.057 0.081 0.071
500 0.048 0.057 0.050 0.056 0.050 0.058 0.063 0.070
Notes: Wˆλ stands for our nonparametric test and B&C for the Breitung and Candelon (2006)
test. Sample size of {100, 250, 500} observations, ν = 1, q = cδnδ = [2n1/3], n˜h = cγ n˜(1−γ) ∈
[n0.45, n0.55] chosen by cross-validation. B&C test was performed up to a VAR(q), with VAR
order selected via AIC. 10,000 MC repetitions.
average rejection over the frequencies. B&C test has an overall better size for few
observations and frequencies close to the boundaries. Stationary series following
what Granger (1966b) called ‘the typical shape of an economic variable’, does not
have a favorable signal-to-noise ratio for high frequencies. The signal concentration
in low frequencies results in a negligible amount of information in high frequencies.
Thus, spectral methods based on regression techniques will encounter difficulties
in those areas. Since DGP.1 has a flat spectrum, the rejection rate is practically
constant for all frequencies. The small higher rejection rate close to the boundaries
of DGP.1 is a result of the mirroring procedure. B&C test performs relatively well
in our tests even some with DGPs not respect its assumptions. Table 2-1 shows
the average rejection rate over all frequencies. Despite the uneven concentration
of the spectrum, for all DGPs the rejection rate for our nonparametric test seems
to converge quickly to the asymptotic significance rate of 5%.
In the second group of DGPs, we study the behavior of our test and B&C test
in the face of smooth transitions in the relation between wy(λ) and wx(λ). In DGP
2.1 we have a positive relationship that vanishes as λ approaches pi. For DGP 2.2
the relationship changes signal at pi/2, with past values of xt causing yt for all
frequencies except pi/2.
DGP 2.1: wy(λ) = g(λ)wx(λ) + wv(λ), g(λ) = 0.5(1 + cos(λ))
DGP 2.2: wy(λ) = g(λ)wx(λ) + wv(λ), g(λ) = cos(λ)
with xt, vt ∼ W.N.(0, 1).
Figure 2-3 reports power results for second group of DGPs. According to
the results, our nonparametric model reports an overall higher rejection rate for
both models as well as a smooth rejection behavior over the frequencies. Results
indicated that the parametric model used by B&C framework does not provide a
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Figure 2-1: Simulated size for DGP 1.1 and 1.2.
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Notes: Solid, dashed, and dash-dot line represent the average rejection rate for our nonpara-
metric test, Wλ, for B&C test, and for our nonparametric test without the Step 1, respectively.
Dotted line represent the 5% rejection line. Sample size of {100, 250, 500} observations, ν = 1,
q = cδn
δ = [2n1/3], n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55] chosen by cross-validation. B&C test was
performed up to a VAR(q), with VAR order selected via AIC. 10,000 MC repetitions.
good approximation of the g(λ) function. Contrarily, our nonparametric test is
more indicated for this cases since the smooth g(λ) function is well approximated
by the local weighted regression method.
For the third DGPs sets, DGP 3.1-4, we study the measurement of conditional
causality. Given the DGPs’ formulation, we expect a rejection rate for xt close to
unity and close to the nominal, 5%, for zt, for all frequencies.
DGP 3.1: xt = v2t,
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Figure 2-2: Simulated size for DGP 1.3 and 1.4.
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Notes: Solid, dashed, and dash-dot line represent the average rejection rate for our nonpara-
metric test, Wλ, for B&C test, and for our nonparametric test without the Step 1, respectively.
Dotted line represent the 5% rejection line. Sample size of {100, 250, 500} observations, ν = 1,
q = cδn
δ = [2n1/3], n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55] chosen by cross-validation. B&C test was
performed up to a VAR(q), with VAR order selected via AIC. 10,000 MC repetitions.
DGP 3.2: xt = v2t − 0.3v2t−1,
DGP 3.3: xt = 0.4xt−1 + v2t − 0.3v2t−1,
DGP 3.4: xt = 0.4xt−1 + ut,
with yt = 0.5xt−1 − 0.3xt−2 + v1t − 0.4v1t−1, zt = 0.3xt + et, et ∼ N(0, 1), v ∼
i.i.d.W.N.(0, 1), and ut = σtzt, σ
2
t = 0.1 + 0.2σ
2
t−1 + 0.7u
2
t−1.
Hosoya (2001) suggests projecting the two series of interest in past values of
a third one. Thus, the causality of xt−1 on yt given zt can be measured testing
for {wt,mt}, where wt = (1− Pz)xt and mt = (1− Pz)yt and Pz is the projection
matrix of past values of zt. Geweke (1984) suggest to include the information of the
third variable in an augment VAR model. Under our framework, the estimation
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Figure 2-3: Simulated power for DGP 2.1 and 2.2.
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Notes: Solid line and dashed line represent the average rejection rate for our nonparametric test,
Wλ, and for B&C test, respectively. Dotted line represent the 5% rejection line. Sample size of
{100, 250, 500} observations, ν = 1, q = cδnδ = [2n1/3], n˜h = cγ n˜(1−γ) ∈ [n0.45, n0.55] chosen by
cross-validation. B&C test was performed up to a VAR(q), with VAR order selected via AIC.
10,000 MC repetitions.
of a multivariate xt is close to Geweke (1984) suggestion. Table 2-2 presents the
result of our test and B&C test using Geweke’s procedure. Our test shows a
higher rejection rate for both, xt and zt, series when compared with B&C test.
For small sample sizes, our test reports almost the double rejection rate, when
xt−1 → yt|zt−1. In respect to zt−1 → yt|xt−1, our test presents higher rejection,
but as n increases the rejection rate approximates to the nominal rate. In fact,
experiments with larger values of n show that both tests report similar results.
Finally, the fourth set of DGPs replicates the Breitung and Candelon (2006)
Monte Carlo experiment, where the model was constructed around a Gegenbauer
polynomial, bω(L) = [1− 2cos(ω)L+L2]. This polynomial has as characteristic of
no gain at frequency ω, i.e., if yt = bω(L)xt−1 + ut then xt−1 does not cause yt at
frequency ω. DGP 4 exemplify their model for ω equals to {pi/8, pi/4, 3pi/8, pi/2}.
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Table 2-2: Average of simulated rejection statistics over all frequencies for DGP
3.1-4.
n DGP 3.1 DGP 3.2 DGP 3.3 DGP 3.4
xt−1 → yt|zt−1
n Wˆλ B&C Wˆλ B&C Wˆλ B&C Wˆλ B&C
100 0.899 0.543 0.944 0.554 0.891 0.528 0.730 0.375
250 0.978 0.818 0.994 0.807 0.976 0.819 0.909 0.684
500 0.995 0.942 0.999 0.923 0.994 0.946 0.974 0.867
zt−1 → yt|xt−1
n Wˆλ B&C Wˆλ B&C Wˆλ B&C Wˆλ B&C
100 0.136 0.058 0.139 0.060 0.139 0.059 0.129 0.058
250 0.093 0.060 0.096 0.062 0.091 0.062 0.088 0.060
500 0.073 0.063 0.079 0.062 0.072 0.062 0.073 0.065
Notes: Wˆλ stands for our nonparametric test and B&C for the Breitung and Candelon (2006) test.
Sample size of {100, 250, 500} observations, q = cδnδ = [2n1/3], n˜h = cγ n˜(1−γ) ∈ [n0.45, n0.55]
chosen by cross-validation. B&C test was performed up to a VAR(q), with VAR order selected
via AIC. 10,000 MC repetitions.
DGP 4.ω: yt = 0.1yt−1 + 0.3bω(L)xt−1 + ε1t,
xt = −yt−1 + 0.1xt−1 − 0.2xt−2 + 0.3xt−3 + ε2t,
where
εt ∼ N(0, V ), V =
[
0.5 0.2
0.2 0.5
]
Breitung and Candelon (2006) based their results on perfect knowledge of the
model. Here we use AIC to select the number of lags, with maximum of lags equal
to q = [2n1/3] lags. Our test, Figure 2-4 and 2-5, compared with B&C shows,
in general, presents better performance over the spectrum. In contrary with the
results presented in Breitung and Candelon (2006), the B&C model, based on AIC
model selection, reports lower rejection rates for frequencies distinct of ω than our
nonparametric model.
6 Empirical results
Here, we revisit Breitung and Candelon (2006) and Dufour and Tessier (2006)
empirical applications. The first assess the causality of interest rate spreads on
real economic growth. The latter, using a set of macroeconomic policy variables
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Figure 2-4: Simulated power for DGP 4.ω with ω = {pi/8, pi/4}.
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Notes: Solid line and dashed line represent the average rejection rate for our nonparametric test,
Wˆλ, and for B&C test, respectively. Dotted line represent the 5% rejection line. Sample size of
{100, 250, 500} observations, ν = 1, q = cδnδ = [2n1/3], n˜h = cγ n˜(1−γ) ∈ [n0.45, n0.55] chosen by
cross-validation. B&C test was performed up to a VAR(q), with VAR order selected via AIC.
10,000 MC repetitions.
and stock prices for the US, studies long and short causality in a different aspect
than ours. Furthermore, we explain how our method can be compared to them.
6.1 Term spread and real economic growth
A vast number of papers have showed the predictive power of interest rate spreads
on real economic growth, among them Stock and Watson (1989), Bernanke (1990),
Estrella and Hardouvelis (1991), Harvey (1991), Stock and Watson (1992), Estrella
and Mishkin (1995), Bonser-Neal and Morley (1997), Davis and Fagan (1997),
Hamilton and Kim (2002), Ang et al. (2006), Marcellino (2006), Galva˜o (2006).
More recently, Adrian et al. (2010) offered an alternative explanation of the
Granger-causality of term spread on real economic growth. As pointed out by
these authors, the traditional interpretation relies on the informational value of
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Figure 2-5: Simulated power for DGP 4.ω with ω = {3pi/8, pi/2}.
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Notes: Solid line and dashed line represent the average rejection rate for our nonparametric test,
Wˆλ, and for B&C test, respectively. Dotted line represent the 5% rejection line. Sample size of
{100, 250, 500} observations, ν = 1, q = cδnδ = [2n1/3], n˜h = cγ n˜(1−γ) ∈ [n0.45, n0.55] chosen by
cross-validation. B&C test was performed up to a VAR(q), with VAR order selected via AIC.
10,000 MC repetitions.
the yield curve for future short rates. However, they argue that the causal mecha-
nism operates via financial intermediaries, including active management of balance
sheets in response to changing economic conditions.
Following Breitung and Candelon (2006), we test the absence of causality be-
tween the term spread and the future economic growth. The term spread is defined
by the difference between the government 10-year and the 3-month bond yield. We
do not reject the null hypothesis, p-value = 0.032, at 1% of the augmented Dickey-
Fuller test for the term spread. Thus we differentiated the series. The GDP growth
rate is obtained with log-differences, (100 × ∆ ln real GDPt). In the second part
of their empirical section, they follow Anderson and Vahid (2001) and investigate
the impact of removing the influence of money growth, (100×∆ ln real M2t). The
analyzed data comprehends the period from 1960.Q1 to 2017.Q3.
The results using our nonparametric causality test are similar to B&C test
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findings. Figure 2-6 reports the statistics of our nonparametric test and their
test. In both cases, causality is reported at low frequencies, between [0, 0.09pi] for
our nonparametric test and between [0, 0.16pi] for B&C test. Also, B&C report
causality in the band spectrum [0.76pi, 0.83pi] and our test on [0.83pi, pi]. The results
did not change significantly with the inclusion of the money growth series, Figure
2-7. Following our test, the term spread still causing the real GDP growth for low
frequencies, [0, 0.07pi], and additionally for the band spectrum [0.83pi, pi]. B&C
reports causality in the [0, 0.16pi] and [0.75pi, 0.84pi] band spectra. We also test the
predictive power of the money growth on real GDP growth given the term spread,
Figure 2-8. Neither our test nor B&C reports predictive power of M2 conditional
to the term spread. According to Anderson and Vahid (2001), the term spread
is a better leading indicator of output growth than M2. Our findings corroborate
with their results.
6.2 Stock market and macroeconomic policy variables
Extending Hsiao (1982) and Lu¨tkepohl (1993) work, Dufour and Renault (1998)
and Dufour et al. (2006) proposes a generalization and a methodology to test the
causality effect at an arbitrary horizon. Employing this technique Dufour and
Tessier (2006) test the predictability of a set of macroeconomic policy variables
and stock prices for the US. The used dataset comprehends GDP, Monetary Base,
M1 multiplier, CPI, S&P 500 index, and Federal funds rate. All series, except for
the Federal funds rate, are taken in logarithm. Following the guidelines of Dufour
and Tessier (2006), we differentiate all series to transform in to stationary series.
The series were not seasonality adjusted, according to Dufour and Tessier (2006)
Granger-causality relies on projections of one series to another and the filtering
process, e.g., X-11 filter, may produce unintended interference on results.
For GDP, Dufour and Tessier (2006) identify causality only from the Federal
funds rate at different horizons. Here, we confirm their findings but also identify
predictability power in the long and short run from S&P 500 and in the long run
for CPI. For CPI, they found influence from GDP over all horizons. Our results
suggest that not GDP but the interest rates are the primary predictor variable
for prices. GDP seems to only affect prices in the long run. For interest rates,
GDP is considered by Dufour and Tessier (2006) results as the primary source
of predictive power. Our results also share this outcome. Furthermore, we also
report the presence of short-run causality for Monetary Base, M1 multiplier, and
S&P 500. Finally, for S&P 500 Dufour and Tessier (2006) did not detect any
source of causality. However, we identify that for the long run no variable present
predictive power but for the transition of long and short run and for short run, all
series, except for GDP, causes the stock market index. This result is impressive
since shows that markets are unaffected by macroeconomic policy variables in the
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Figure 2-6: Test statistics for spectral representation of Granger-causality of term
spread on real economic growth. Dataset comprehends the period from 1960.Q1
to 2017.Q3.
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Notes: Nonparametric test, Wˆλ, used q = cδn
δ = [2n1/3] = 11, n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55]
chosen by cross-validation. B&C test was performed up to a VAR(q), with VAR(9) selected via
AIC. Dotted line represent the 5% rejection line.
long run but affected in the short run. The Efficient-market hypothesis, Fama
(1970), is not contradicted by our results and sheds some light on markets short-
run predictability theories, see Fama (1991).
Regarding multivariate causality, at least one of the variables cause GDP, CPI,
and the interest rate at every frequency, which means that we have predictive
power over the entire spectrum. As mention before, the set of macroeconomic
policy variables does not predict S&P 500 in the long run. The non-predictability
period goes from frequency 0 to 0.19pi, which represent a time span from around
two years and a half to infinity.
As in Dufour and Tessier (2006), the Monetary Base and the M1 multiplier
did not present a clear interpretation. Despite some causality reports, as S&P
500 showing to be a predictor of Monetary Base in the short run, the Monetary
Base and the M1 multiplier, in general, does not show, or show a marginal, linear
dependence with the other variables.
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Figure 2-7: Test statistics for spectral representation of Granger-causality of term
spread on real economic growth given money stock (M2). Dataset comprehends
the period from 1960.Q1 to 2017.Q3.
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Notes: Nonparametric test, Wˆλ, used q = cδn
δ = [2n1/3] = 11, n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55]
chosen by cross-validation. B&C test was performed up to a VAR(q), with VAR(9) selected via
AIC. Dotted line represent the 5% rejection line.
7 Conclusion
We have proposed a novel nonparametric causality test, based on a two-step proce-
dure, to infer about the non-existence of Granger-causality from a series to another
at a given frequency. In the first step, we remove any inverse causality effect re-
sulting from the presence of yt lags. In the second step, using nonparametric
estimation, we present a test that under the null converges to a χ2 distribution.
The test is easy to implement, and it is computationally inexpensive. The codes
used in the experiments are available under request.
Monte Carlo experiments showed that our method has right size and power for
a variety of models, and it is comparable with results using the parametric test of
Breitung and Candelon (2006). Furthermore, our test showed a better response
to causality under smooth coefficients over the spectrum. Empirical results using
our method indicate similar conclusions to those using Breitung and Candelon
(2006) method. B&C and our test suggest that low frequencies of the term spread
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Figure 2-8: Test statistics for spectral representation of Granger-causality of money
stock (M2)on real economic growth given term spread. Dataset comprehends the
period from 1960.Q1 to 2017.Q3.
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Notes: Nonparametric test, Wˆλ, used q = cδn
δ = [2n1/3] = 11, n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55]
chosen by cross-validation. B&C test was performed up to a VAR(q), with VAR(9) selected via
AIC. Dotted line represent the 5% rejection line.
to cause the GDP growth. The addition of a third variable, real money grown,
does not alter the results significantly. None of the tests found causality from real
money grown to real GDP grown given the term spread. We also reinterpreted the
results of Dufour and Tessier (2006) of long and short run causality analyzing the
behavior of their same dataset over the spectrum.
In addition to the statistical novelty, our method presents some interesting
features as not to be conditioned to a specific kind of model, neither requires
heteroskedasticity and autocorrelation consistent variance estimator for series with
conditional variance. Furthermore, compared with Breitung and Candelon (2006)
test, our nonparametric model reports an overall higher power and a good size
performance. It would be worth to investigate, as future work, how our test can
be accommodated in the test framework of Breitung and Schreiber (2017), i.e.
testing if there at least one frequency in a band spectrum B such that g→
xy
(λ) = 0
and the behavior of the phase shift when causality is present.
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Figure 2-9: Test statistics for spectral representation of Granger-causality between
Monetary Policy Variables and Stock Prices, with GDP as dependent variable.
Dataset comprehends the period from 1959.Q1 to 2015.Q3.
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Multivariate Np G-C test, Predicted variable: GDP
Notes: Predictors: Monetary Base (B), M1 multiplier (M1/B), Consumer Price Index (CPI),
Stock Price index (S&P 500), and Federal Funds rate (r). Nonparametric test, Wˆλ, used q =
cδn
δ = [2n1/3], n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55] chosen by cross-validation. Dotted line represent
the 5% rejection line.
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Figure 2-10: Test statistics for spectral representation of Granger-causality be-
tween Monetary Policy Variables and Stock Prices, with CPI as dependent vari-
able. Dataset comprehends the period from 1959.Q1 to 2015.Q3.
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Multivariate Np G-C test, Predicted variable: CPI
Notes: Predictors: Gross Domestic Product (GDP), Monetary Base (B), M1 multiplier (M1/B),
Stock Price index (S&P 500), and Federal Funds rate (r). Nonparametric test, Wˆλ, used q =
cδn
δ = [2n1/3], n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55] chosen by cross-validation. Dotted line represent
the 5% rejection line.
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Figure 2-11: Test statistics for spectral representation of Granger-causality be-
tween Monetary Policy Variables and Stock Prices, with Federal Funds rate as
dependent variable. Dataset comprehends the period from 1959.Q1 to 2015.Q3.
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Multivariate Np G-C test, Predicted variable: Federal Funds rate
Notes: Predictors: Gross Domestic Product (GDP), Monetary Base (B), M1 multiplier (M1/B),
Consumer Price Index (CPI), and Stock Price index (S&P 500). Nonparametric test, Wˆλ, used
q = cδn
δ = [2n1/3], n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55] chosen by cross-validation. Dotted line
represent the 5% rejection line.
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Figure 2-12: Test statistics for spectral representation of Granger-causality be-
tween Monetary Policy Variables and Stock Prices, with S&P 500 as dependent
variable. Dataset comprehends the period from 1959.Q1 to 2015.Q3.
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Multivariate Np G-C test, Predicted variable: S&P 500
Notes: Predictors: Gross Domestic Product (GDP), Monetary Base (B), M1 multiplier (M1/B),
Consumer Price Index (CPI), and Federal Funds rate (r). Nonparametric test, Wˆλ, used q =
cδn
δ = [2n1/3], n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55] chosen by cross-validation. Dotted line represent
the 5% rejection line.
86
Taufemback, C. G.
Figure 2-13: Test statistics for spectral representation of Granger-causality be-
tween Monetary Policy Variables and Stock Prices, with Monetary Base as depen-
dent variable. Dataset comprehends the period from 1959.Q1 to 2015.Q3.
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Multivariate Np G-C test, Predicted variable: Monetary Base
Notes: Predictors: Gross Domestic Product (GDP), M1 multiplier (M1/B), Consumer Price
Index (CPI), and Stock Price index (S&P 500), and Federal Funds rate (r). Nonparametric test,
Wˆλ, used q = cδn
δ = [2n1/3], n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55] chosen by cross-validation. Dotted
line represent the 5% rejection line.
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Figure 2-14: Test statistics for spectral representation of Granger-causality be-
tween Monetary Policy Variables and Stock Prices, with M1 multiplier as depen-
dent variable. Dataset comprehends the period from 1959.Q1 to 2015.Q3.
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Multivariate Np G-C test, Predicted variable: M1 multiplier
Notes: Predictors: Gross Domestic Product (GDP), Monetary Base (B), Consumer Price Index
(CPI), Stock Price index (S&P 500), and Federal Funds rate (r). Nonparametric test, Wˆλ,
used q = cδn
δ = [2n1/3], n˜h = cγ n˜
(1−γ) ∈ [n0.45, n0.55] chosen by cross-validation. Dotted line
represent the 5% rejection line.
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Appendix 2.A
For a better understatement, we split the proof of Theorem 1 into three proposi-
tions. Also, to simplify notation on the proofs, let
∑
λs∈[−pi,pi] =
∑
λs
.
Proposition 1. Let xˆ0t be obtained after the first step with xt, n × p, under As-
sumptions 3-7.
fˆxˆ0i xˆ0j (λ) =
1
n˜
∑
λs∈[−pi,pi]
Kn˜h(λ− λs)w0xˆj(λs)w0xˆi(λs)′
p→ fx0i x0j (λ).
Proposition 2. Let yt and xt satisfy the Assumptions 3 to 7. Also, assume after
the first step, that the estimation, defined in equation (2.5) on nonparametric model
(2.4) respects Assumptions 6 and 7. Then, as n→∞ under H0,
√
h−1
n˜
∑
λs∈[−pi,pi]
Kn˜h(λ− λs)
(
Θˆ(λ)wy(λ) + Θ
+(λ)wy(λ)
)
w0xˆ(λs)
′ p→ 0.
and
√
h−1fˆx0u0(λ) =
√
h−1
n˜
∑
λs∈[−pi,pi]
Kn˜h(λ− λs)w0uˆ(λs)w0xˆ(λs)′
d→ N
(
0, η(λ)fuu(λ)fx0x0(λ)
∫ ∞
−∞
K(s)2ds
)
,
with η(λ) = 2 for λ = jpi, j ∈ Z and η(λ) = 1 otherwise. Also,
Σˆ→
xy
(λ)
p→ η(λ)f−1x0x0(λ)fu0u0(λ)
∫ ∞
−∞
K(s)2ds.
Proposition 3. Given the results of Propositions 1-2, under H0 we have as n→
∞,
Wλ
d→ χ2p, Wi,λ d→ χ21, i = 1, . . . , p, λ ∈ [0, pi].
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Proof of Proposition 1: According to Assumption 4, we have that xt = x
0
t +∑q
j=0 φjyt−j, thus after first step we have:
xˆ0t−1 = x
0
t−1 + (α1 − αˆ1)yt−1 + · · ·+ (αq − αˆq)yt−q + αq+1yt−q−1 + . . . (2.8)
with the number of observations dropping from n to n˜ = n − q = n − cδnδ. We
can write equation (2.8) in frequency domain as,
w0xˆ(λ) = w
0
x(λ) + (φ1 − φˆ1)e−iλwy(λ) + · · ·+ (φq − φˆq)e−iqλwy(λ)
+ (φq+1e
−iλ + . . . )wy(λ)
= w0x(λ) + Aˆ(λ)wy(λ) + A
+(λs)wy(λ)
for λ ∈ [0, pi] and with Aˆ(λ) = ∑qj=1(αj − αˆj)e−ijλ, A+(λ) = ∑∞j=q+1 αje−ijλ. In
our framework, we have
fˆx0x0(λ) =
1
n˜
∑
λs
Kn˜h(λ− λs)
(
w0x(λs) + Aˆ(λs)wy(λs) + A
+(λs)wy(λs)
)
×
(
w0x(λs) + Aˆ(λs)wy(λs) + A
+(λs)wy(λs)
)′
then subdividing in three terms
fˆx0x0(λ) =
1
n˜
∑
λs
Kn˜h(λ− λs)w0x(λs)w0x(λs)′
+
2
n˜
Re
[∑
λs
Kn˜h(λ− λs)
(
Aˆ(λs) + A
+(λs)
)
w0x(λs)wy(λs)
′
]
+
1
n˜
∑
λs
Kn˜h(λ− λs)
∣∣∣Aˆ(λs) + A+(λs)∣∣∣2wy(λs)wy(λs)′
(2.9)
For the second term of RHS, we have that it is bounded by 2[supλs |Aˆ(λs)| +
supλs |A+(λs)|](n˜)−1
∑
λs
Kn˜h(λ−λs)|w0x(λs)wy(λs)′|. By Theorem 2.1 and Lemma
A.2 of Gonc¸alves and Kilian (2007), we know that ||αq − αˆq|| = Op( q1/2n1/2 ), and
supλs |A+(λs)| → 0 uniformly in λ by Assumption 4. We also have that (n˜)−1∑
λs
Kn˜h(λ−λs)|w0x(λs)wy(λs)′| isOp
(
(n˜)−1
∑
λs
Kn˜h(λ− λs)E||w0x(λs)wy(λs)′||
)
=
Op(1). In the third term of RHS, we have fˆyy(λ)
p→ c > 0, but the same arguments
for Aˆ(λs) and A
+(λs). Thus, second and third terms of (2.9) RHS converge to zero
in probability.
Rosenblatt (1984) states that an extension of results to the multivariate case
are straightforward. We, here, make some considerations of the extrapolation of
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these results, in special of Theorem 2 and Corollary 3 results. First, let us state a
cross-spectrum estimate as in Rosenblatt (1984),
f¯zr(λ) =
1
2pi
m∑
j=−m
1
n
n∑
j=1
ztrr+jkm(j)e
−ijλ.
with 1/m+m/n→ 0, km satisfy Assumption 6 and km(j) = k(j/m).
Robinson (1991b) shows, in Theorem 2.1, that both the lag-window, above,
and the spectral-window, as 2.6, converge to the true spectrum value. Assumption
6 guaranties these results. Furthermore, in Stoica and Moses (2005) Chapter 2, an
equivalence of the spectrum estimation through the cross-covariance function or
through the smooth periodogram is established, see Robinson (1983) for the uni-
variate equivalence. To see this, since z(λs)
′r(λs) is a cross-covariance estimator,
with a suitable change in variables we have for (2.6),
fˆzr(λ) =
1
2pi
n−1∑
r=1−n
k
( r
nh
)
e−iλrΓˆrz(r) (2.10)
with Γˆrz = n
−1∑n−r
t=1 (rt− r¯)(zt+r− z¯)′ and z¯ = n−1
∑n
t=1 zt. Whenever k has finite
support, says k(x) = 0 for x > 1, the summation in (2.10) is restricted to |r| < nh,
see Robinson (1991b).
Furthermore, our Assumptions 3-7 satisfy Corollary 3 of Rosenblatt (1984) and
Theorem 2.1 of Robinson (1991b), thus fˆx0x0(λ)
p→ fx0x0(λ).
Proof of Proposition 2: Notice that, w0yˆ(λ)w
0
xˆ(λ)
′ under H0, can be written as
(
wu(λ) + Θˆ(λ)wy(λ) + Θ
+(λ)wy(λ)
)(
w0x(λ) + Aˆ(λ)wy(λ) + A
+(λ)wy(λ)
)′
with Θˆ(λ) =
∑q
j=1(θj − θˆj)e−ijλ, and Θ+(λ) =
∑∞
j=q+1 θje
−ijλ.
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Then, for the first part of Proposition 2, we have,
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)
(
Θˆ(λs)wy(λs) + Θ
+(λs)wy(λs)
)
w0xˆ(λs)
′
=
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)Θˆ(λs)wy(λs)w0x(λs)′
+
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)Θˆ(λs)wy(λs)
(
Aˆ(λs)wy(λs)
)′
+
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)Θˆ(λs)wy(λs)
(
A+(λs)wy(λs)
)′
+
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)Θ+(λs)wy(λs)w0x(λs)′
+
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)Θ+(λs)wy(λs)
(
Aˆ(λs)wy(λs)
)′
+
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)Θ+(λs)wy(λs)
(
A+(λs)wy(λs)
)′
.
(2.11)
We need to show that each element of 2.11 RHS goes to 0 in probability. The
first term of RHS is majorized by
√
h−1 supλs |Θˆ(λs)|(n˜)−1
∑
λs
Kn˜h(λ−λs)||wy(λs)
w0x(λs)
′||. Notice that (n˜)−1∑λs Kn˜h(λ − λs)||wy(λs)w0x(λs)′|| is Op(1) and by
Theorem 2.1 and Lemma A.2 of Gonc¸alves and Kilian (2007) and n large enough
we have that the second term of (2.11) RHS is bounded by
h−1/2||Θq − Θˆq||Op(1) = Op
(
h−1/2
q1/2
n1/2
)
= Op
(
n−γ/2n(δ−1)/2
)
= op(1) if γ + δ < 1.
For the second term, we have that it is majorized by
√
h−1 supλs |Θˆ(λs)|supλs
|Aˆ(λs)|fˆyy(λ). This implies in γ + 2δ < 2 and as δ < 1/3, this condition becomes
less restrictive than γ + δ < 1. By assumption, terms with + superscript have a
faster rate of convergence than Aˆ or Θˆ, thus results follow. Note that bias in the
kernel estimation is at order (n˜h)−2, see Cai (2007), thus,
h−1/2(nh)−2 = nγ/2n−2+2γ = n(5γ−4)/2 → 0 because γ < 4/5 by Ass. 5.
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For the second part, we have,
√
h−1fˆxˆ0u(λ) =
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)w0u(λ)w0xˆ(λ)′
=
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)wu(λs)w0x(λs)′
+
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)wu(λs)Aˆ(λs)′wy(λs)′
+
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)wu(λs)A+(λs)′wy(λs)′,
(2.12)
where the second term of (2.12) RHS is majorized by h−1/2||αq − αˆq|| n˜−1
∑
λs
Kn˜h(λ − λs)|wuˆ(λs)wy(λs)′| = h−1/2||αq − αˆq||Op(1). Then, gathering previous
results, the second and third term of (2.12) RHS
p→ 0. The first term of (2.12) can
be written as
√
h−1
n˜
∑
λs
Kn˜h(λ− λs)w0u(λs)w0x(λs)′ + op(1), (2.13)
then by Assumption 3-7, see Gonc¸alves and Kilian (2007) and Bu¨hlmann (1995),
conditions of Corollary 3 of Rosenblatt (1984) are satisfied. Thus, by pointwise
estimation of the spectrum, (2.13) satisfies a CLT with variance described in Propo-
sition 2 statement.
With respect to the third part of Proposition 2, gathering Proposition 1 and
previous results of Proposition 2, we have that by the independence between wx(λ)
and u(λ), see Corbae et al. (2002), and for the convergence towards a unique
frequency our desired result.
Proof of Proposition 3: Gathering the results of Proposition 1-2, the desired result
follows.
Proof of Theorem 7: W.l.o.g. assume that x is univariate, by equation (2.4) we
have that g→
xy
(λ) = f−1xˆ0xˆ0(λ)fxˆ0yˆ0(λ), then
√
h−1
(
gˆ→
xy
(λ)− g→
xy
(λ)
)
=
√
h−1
(∑
λs
Kn˜h(λ− λs)w1yˆ(λs)w0xˆ(λs)′∑
λs
Kn˜h(λ− λs)w0xˆ(λs)w0xˆ(λs)′
− g→
xy
(λ)
)
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we have that w1yˆ(λs) is (w
0
x(λs) + wu(λs)) plus a bias term. Thus, the term in
respect w0x(λs) is majored by
√
h−1
(
g→
xy
(λs)− g→xy(λ)
)
(1 + op(1)) ≤
√
h−1 sup
λs
||g→
xy
(λs)− g→xy(λ)|| (1 + op(1))
which is Op(h
1/2), since max |λ− λs| = 2pi(j ± n˜h)/n˜ = 2pij/n˜± 2pih→ 0.
The term involving wu(λs) results in
(fx0x0(λ) + op(1))
−1√h−1fx0u(λ) + op(1)
which according Proposition 2 and 3 converges to Σ→
xy
(λ).
The covariance matrix Σ is given by Theorem 6 proof. For the second part of
Theorem 7, we have
Wλ =
(
g→
xy
(λ) + op(1)
)2 (fx0x0(λ) + op(1))
(fuu(λ) + op(1))
h−1 = g2→
xy
(λ)
fx0x0(λ)
fuu(λ)
h−1 (1 + op(1))
then, since fx0x0(λ) and fuu(λ) > 0, take c = g
2
→
xy
(λ)fx0x0(λ)f
−1
uu (λ). The result for
Wi,λ follow the same lines and it is omitted.
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Chapter 3
Nonparametric causality test for
mixed-frequency datasets
Abstract
We propose two novel nonparametric causality tests for mixed-frequency datasets.
One based on least squares, LS, estimation and other based on the Hannan-
Inefficient, HI, estimator. In our framework, the dependent variable is fitted by an
increasing, with the sample size, number of leads and lags of the exogenous vari-
able. The LS approach presents better results for testing causality at individual
leads/lags, and the HI approach is superior for addressing the joint null hypothe-
sis of non-causality from one series to another. Furthermore, we assume that the
low-frequency variable is generated at high frequency, but some observations are
systematically unobserved, rather than assume distinct generation frequencies as
in MIDAS and mixed-frequency VAR models. Thus, our approach results in a
more straightforward interpretation of causality. Finite sample simulations show
good results in size and power for our causality tests and consistent estimation of
leads and lags coefficients. Finally, we provide some empirical results on testing
for no causality between GDP and US monthly indicators.
Keywords: Causality, Frequency-domain, Nonparametric test, Mixed-Frequencies.
JEL classification: C12, C14, C32.
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1 Introduction
Mixed-frequency datasets contain series that were sampled at different frequencies.
For example, let {yt, xt} be two stationary series with n observations, n mod s,
and s be the subsampling ratio. Series ys,t is defined as the subsampled version of
yt, with one observation ever s observations of xt. For simplicity, henceforth, we
assume that only two sample rates are present in a dataset.
Here, we propose two nonparametric causality testing approaches based on a
two-sided unrestricted distributed-lag model, i.e., a distributed-lag model with an
infinite number of leads and lags. The first method is based on least squares,
LS, and the second is based on the Hannan-Inefficient, HI, estimator, see Hannan
(1963b). In both cases, using lag coefficients, we can infer the absence of causality
from the past values of xt to ys,t, and using lead coefficients, from past values of
ys,t to xt, as in Sims (1972). We also investigate causality at a specific lead or lag.
For coefficient estimation purpose we assume that number of leads and lags, M ,
increases with n but slowly.
The so-called ‘Hannan-Inefficient’, HI, estimator, Hannan (1963b), receives its
name from Sims (1973) in comparison to the fully efficient estimation also proposed
in Hannan (1963b). Sims argues that for the univariate case this procedure is
equivalent asymptotically to GLS. According to Sims (1973), the attractiveness of
HI estimator over the LS regression shows up whenever the estimation of a large
number of lags is necessary. Furthermore, seasonal adjustments are easy to handle,
and it automatically handles serial correlation in the residuals. See Amemiya and
Fuller (1967), Hannan (1967), and Wahba (1969) for further studies on the HI
estimator.
Wahba (1969) studied the asymptotic properties of HI estimator for a two-sided
unrestricted distributed-lag model. Based on a similar framework, Hidalgo (2000,
2005) proposed a nonparametric test for Granger-causality that is consistent for
stationary series presenting long memory. His test assures to measure the causality
absence for the whole series, say xt−j does not cause yt for ∀j ≥ 1.
Extending Hsiao (1982) and Lu¨tkepohl (1993) works, Dufour and Renault
(1998) and Dufour et al. (2006) propose a generalization and a methodology to test
the causality effect at an arbitrary horizon h. One can interpret measurements of
causality at different horizons, see Dufour and Taamouti (2010), as an alternative
to frequency domain approaches such Breitung and Candelon (2006) or Taufem-
back (2018b). For example, a non-zero effect concerning a lag approaching infinity
represents a long-run causality in the time domain and low-frequency causality in
the frequency domain. Here, we develop our methodology on the time domain but
also using spectral estimates.
Recently, Ghysels et al. (2016) and Go¨tz et al. (2016) propose two similar
Granger-causality test for mixed-frequency datasets. The first one is more indi-
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cated for a small difference in the subsampling rate and the second for high values
of s. Based on mixed-frequency VAR models, both tests suffer from parameter
proliferation as s increases. The first uses parametric bootstrap and the second
Bayesian estimation as techniques for parameter reduction. These tests also allow
for testing causality from the low-frequency, LF, variable to the high-frequency,
HF, one.
Following Taufemback (2018a), we assume that the series, ys,t is generated at
the same frequency of xt, but some observations are systematically unobserved.
Mariano and Murasawa (2003, 2010), and Schorfheide and Song (2015) also em-
ployed this data generation structure. However, in contrary, MIDAS and mixed-
frequency VARmethods rely on mixed frequency data generation, see Ghysels et al.
(2004b, 2007b); Ghysels (2016). For example, in a quarterly-monthly dataset, the
first variable is generated at a frequency three times slower than the last one.
For more details about these methods see Gue´rin and Marcellino (2013); Foroni
and Marcellino (2013); Go¨tz et al. (2014); Foroni et al. (2015b); Marcellino and
Schumacher (2010); Bai et al. (2013b); Foroni et al. (2015a); McCracken et al.
(2015).
Some notations used through the paper: s means the ratio between the number
of observations of high frequency, n, and low frequency variables, ns; zs,t, ns ×
p, represents the low frequency version of a high frequency variable zt, n × p.
The variable Zn represents the vector {zt}nt=1, and Zs,n represents the vector {zt}
sampled at t = s, 2s, . . . , n. wz = WZn, where W , n × n, represents the discrete
Fourier transform with row j given by Wj = n
−1/2(1, e−iλj , e−i2λj , . . . , e−i(n−1)λj),
λj = 2pij/n, j = 0, . . . , n−1. Also, let wzs = WsZs,n, whereWs is defined asW , but
for low frequency variables. We represent that zt−j does not cause rt for a specific j∗
as zt−j∗ → rt, i.e., E[rt|rt−l, zt−j, l > 0, j > 0] = E[rt|rt−l, zt−j, l > 0, j > 0, j = j∗],
and Zn → Rn means that any past values of zt cause rt, E[rt|rt−j, zt−j, j > 0] =
E[rt|rt−j, j > 0]. The prime symbol, as in wz(λ)′, means transpose conjugated.
The organization of the article is the following. Section 2 discusses mixed-
frequency causality and our least squares proposal. Section 3 present a mixed-
frequency Hanan-Inefficient estimator. Section 4 studies the assumptions and the
asymptotic theory. Section 5 presents some considerations about finite sample
size estimation. Section 6 present some Monte Carlo experiments designs. Ac-
commodating four mixed-frequency dataset formats: quarterly-monthly, annually-
quarterly, annually-monthly, and monthly-daily. Section 7 presents empirical re-
sults. Section 8 concludes the paper. Appendix A presents the functional form
of some matrices, Appendix B theorems proofs, and Appendix C reports Monte
Carlo simulation results.
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2 Mixed-Frequency Causality test
According to Chamberlain (1982), see also Kuersteiner (2010), the Granger causal-
ity that Xn does not cause Yn can be described as
(G) yt+1 is independent of xt, xt−1, . . . , conditional on yt, yt−1, . . . , ∀t
however, Sims (1972) shows that if causality only occurs in one direction, say from
the past values of xt to yt, then an augmented regression with xt leads will result in
null coefficients for those extra variables. Also according to Chamberlain (1982),
the Sims’s causality definition, or the strict exogeneity condition, is given by
(S) xt is independent of yt+1, yt+1, . . . , conditional on yt, yt−1, . . . , ∀t
We explore these definition to measure causality between yt and xt, in both
directions, in a two-sided unrestricted distributed-lag model. So, let yt and xt be
two zero mean strict stationary time series with a linear relationship in the time
domain, as in Wahba (1969) and Hidalgo (2000), described by,
yt =
∞∑
j=−∞
c(j)xt−j + ut, E[ut|xs,−∞ < s <∞] = 0,
∞∑
j=−∞
||c(j)|| <∞ (3.1)
where c(j) is a 1 × p vector. Thus, we define our null hypotheses of joint non-
causality by,
H0(Xn → Yn) : ∀j > 0, c(j) = 0 with H1(Xn → Yn) : ∃j > 0 s.t. c(j) = 0,
H0(Yn → Xn) : ∀j < 0, c(j) = 0 with H1(Yn → Xn) : ∃j < 0 s.t. c(j) = 0,
in other words if the sum of absolute value of lagged xt coefficients is equal to zero
then past values of xt does not cause yt. Conversely, if the sum of the absolute
coefficients concerning to the leads of xt is zero then we say that past values of yt
do not cause xt.
Four cases of causality may occur, {{Xn → Yn, Yn → Xn}, {Xn → Yn, Yn →
Xn}, {Xn → Yn, Yn → Xn}, {Xn → Yn, Yn → Xn}}. Comparing our representation
(3.1) with traditional models shows a drawback only for the third case. For ex-
ample assume that yt and xt are generated as yt = α1yt−1 + α2yt−2 + · · · + v1,t
and xt = β1xt−1 + β2xt−2 + · · · + γ1yt−1 + γ2yt−2 + · · · + v2,t, for independent iid
series v1t and v2t, which implies that Yn → Xn but Xn → Yn. Now, representing
these DGPs as in (3.1) will report, apart from causality from Yn → Xn, spurious
causality from Xn to Yn whenever we have αj = 0, for j ≥ 1, since is possible to
show, for this case, that c(j) will be different from zero for j > 0. Thus, we need
to be careful in how we report our results for this case. Unfortunately, a similar
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approach to Taufemback (2018b), i.e., perform a prewhitening on yt in respect to
its lags, cannot be employed for mixed-frequency datasets since we do not observe
all realizations of yt.
Now, for a strict stationary mixed frequency dataset, let the observations of xt
be obtained at a sampling frequency normalized to 1 observation at some unit of
time, and observations of yt be only obtained at sampling frequency ωs = 1/2s,
for some integer s. The subsampled series of yt is designed as ys,t with ns = n/s
observations. Henceforth, we assume that n is mod s, which implies that xt has
sns, observations.
Despite we are working with mixed-frequency dataset, least squares for the
estimation of c(j) remains trivial. Let M be the number of fitted leads and lags
and XMt = (xt+M , . . . , xt, . . . , xt−M), and define XMs,n as the temporal aggregated
version of the matrix {XMt }nt=1 with dimensions of n× (2M +1)p. Thus, the least
squares estimation of cM = {c(−M), . . . , c(M)} is given by
cˆM = (XMs,n′XMs,n)−1XMs,nYs,n, (3.2)
where we assume that M grows with n, but at lower rate. With the exception
of the leads, this model is similar to U-MIDAS, Foroni et al. (2015b) with finite
number of lags. The null hypotheses of joint causality for mixed-frequency is the
same from regular datasets.
Notice that one could test with all leads/lags of an specific variable in Xn,
say Xpn, do not cause Yn. The null hypothesis follows the same framework de-
scribed above and we further refer to this test as H0(Xpn → Yn). We also define as
Hj0(Xn → Yn) as the null hypothesis in terms an specific lead/lag j.
Causality tests with mixed-frequency VAR, see Ghysels et al. (2016) and Go¨tz
et al. (2016), demand the estimation of a large matrix of coefficients. This approach
requires stack the low-frequency and high-frequency variables in a vector, say Zt =
(xt, xt−1, xt−2, . . . , xt−s, ys,t)′, then estimate a reduced VAR, e.g. Zt = AZt−1 + ut.
As example, for a mixed-frequency VAR(1) we have,
xt
xt−1
...
xt−s
ys,t
 =

a1,1 a1,2 . . . a1,s+1
a2,1 a2,2 . . . a2,s+1
...
...
. . .
...
as,1 as,2 . . . as,s+1
as+1,1 as+1,2 . . . as+1,s+1


xt−1
xt−2
...
xt−s−1
ys,t−s
+ ut, (3.3)
thus, xt−j → ys,t if as+1,j = 0, for j = 1, . . . , s, and the inverse causality does not
occurs if and only if aj,s+1 = 0, ∀j = 1, . . . , s.
Mixed-frequency VAR models assume that the series are generated at different
frequencies. In a quarterly-monthly dataset, the first past value of the quarterly
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series is given by the last quarter, say t − s. The value of yt−1 is inexistent.
Under our framework, we assume that these variables exist but are unobservable.
Furthermore, our set up implies that if c(−1) = 0 then ys,t−1 → xt.
3 Mixed-Frequency Hannan-Inefficient Estima-
tor
An alternative to the least squares estimator of c(j) is the Hannan-Inefficient, HI,
estimator. Suggested by Hannan (1963b), the HI estimator has interesting char-
acteristics due its simplicity and flexibility. Hidalgo (2000) proposes explore the
characteristics of HI estimator to overcome least squares issues with long memory,
see Robinson (1994). The HI estimator for regular datasets is given by,
cˇ(j) =
1
2M
2M−1∑
q=0
fˆ−1xx (λ2mq)fˆxy(λ2mq)e
ijλ2mq , λl = 2pil/n, (3.4)
where j ∈ Z and
fˆzg(λ) =
1
2m+ 1
m∑
k=−m
wg(λ+ λk)wz(λ+ λk)
′, m = [n/4M ], (3.5)
is the estimate of the cross-spectral density of zt and gt at frequency λ.
Hidalgo (2000) argues that for testing H0(Xn → Yn), based on cˇ(j) estimates
with a Wald test, M must increase slowly to n. Otherwise, the implementation of
such test would be not straightforward. His suggestion for this case is the use of
Lu¨tkepohl and Poskitt (1996) upper bound, i.e., M = O(n1/3).
In contrary to the simplicity of least squares, we need to discuss some results to
implement a mixed-frequency HI, MF-HI, estimator. As in Taufemback (2018a),
we assume that series yt is only observable for t = {s, 2s, 3s, . . . , n}. Which implies
not only a re-sample procedure but also a shift in time. Lemma 7 defines the
relationship between yt and ys,t in frequency domain.
Lemma 7 (Taufemback (2018a)). Let (wy, wys) be the Fourier transform of (yt, ys,t),
where ys,t is observed at t = s, 2s, . . . , n; n mod s. Then,
√
swys(λ) =
s−1∑
j=0
wy(λ+ 2pij/s)e
−i(λk+2pij/s)·s, ∀λ ∈ Bs,
where ωs = 1/2s and Bs = [−ωs, ωs].
100
Taufemback, C. G.
Notice that Lemma 7 relies on the fact that n is mod s. For n not mod s,
the folding process results in a imperfect alignment of the Fourier frequencies,
requiring a not straightforward spectral estimation. Furthermore, we can express
Lemma 7 in matrix form as Fswys = FDwy, where D, n × n, is a diagonal delay
matrix, F , n× n, is a folding matrix, and Fs, n× ns, is an alignment matrix. See
the Appendix A for the functional form of D, F , and Fs.
For finite samples, the HI estimator (3.4) results in a complex c˜(j). Using
q = [−M +1, . . . ,M ], as in Hannan (1963b, 1967), we obtain only real values and
same asymptotic results of Hidalgo (2000). Thus, given the results of Lemma 7,
our proposal for a HI estimator under mixed-frequencies is the following,
c˜(j) =
1
2M
M∑
q=−M+1
fˆ−1
xdxd
(λ2mq)fˆxdy˜(λ2mq)e
ijλ2mq , λl = 2pil/n (3.6)
with j ∈ Z, wdx = Dwx and
wy˜
(n×1)
=
√
s

Ins
Ins
...
Ins

(n×ns)
wys
(ns×1)
, (3.7)
where Ins is an ns×ns identity matrix. The novelty of this method relies in showing
that fˆxdy˜(λ)
p→ fxy(λ), λ ∈ [0, pi], despite the spectrum of Yn is folded over itself s
times. To demonstrate this claim, notice that the cross-spectrum estimate based
on wdx and wy˜ for a particular frequency λ, and from Lemma 7, is given by
fˆxdy˜(λ) =
1
2m+ 1
m∑
k=−m
(
s−1∑
j=0
wy(λ+ λk + 2pij/s)e
−i(λ+λk+2pij/s)·s
)
wdx(λ+λk)
′,
assuming, w.l.o.g., that λ lies on [0, pi/s), we have
fˆxdy˜(λ) =
1
2m+ 1
m∑
k=−m
wy(λ+ λk)wx(λ+ λk)
′
+
1
2m+ 1
m∑
k=−m
(
s−1∑
j=1
wy(λ+ λk + 2pij/s)e
−i(λ+λj+2pij/s)·s
)
wdx(λ+ λk)
′,
where the second term of RHS, which contains the contribution from aliased fre-
quencies in the aggregation process of yt, has limit expected value equal to zero due
orthogonality of DFT’s at different frequencies. This property only holds on strict
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stationary series. For example for λ = 0, the spectrum of I(1) series is correlated,
see Corbae et al. (2002), thus the second term of RHS is not null. Furthermore, at
frequency zero the spectrum is unbounded. Then, in Theorem 8 we show that the
unfolded cross-spectrum estimate, fˆxdy˜(λ), is consistent but has a higher variance
in comparison with its regular dataset equivalent.
For a lead/lag j, the estimator of covariance matrix Ωj,lk, l, k = 1, . . . , p is
given by,
Ω˜j,lk =
1
2M
M∑
q=−M+1
fˆ−1x˜x˜ (λ2mq)fˆuu(λ2mq)e
i(l−k)λ2mq (3.8)
where fˆuu(λ) = fˆy˜y˜(λ)− fˆy˜xd(λ)′fˆ−1xdxd(λ)fˆxdy˜(λ).
4 Asymptotic Theory
Assumption 8. ςt = (ut, x
′
t)
′ is a jointly stationary time series with Wold repre-
sentation ςt =
∑∞
j=0Ajξt−j, where ξt = iid(0,Σ) with finite fourth moments and
the coefficients Aj satisfy
∑∞
j=0 j
2||Aj|| < ∞. The spectral density matrix fςς(λ)
of ςt satisfies,
fςς(λ) =
[
fuu(λ) 0
0 fxx(λ)
]
with fuu(λ), fxx(λ) > 0 ∀λ.
Assumption 9. Let yt =
∑∞
j=−∞ c(j)xt−j + ut with Cov(xt, ut−j) = 0 for −∞ <
j < ∞. Let M = cδnδ, such that 0 < cδ < ∞ and 0 < δ < 1/3, with
n1/2
∑
|j|>M |c(j)| → 0.
Theorem 8 can be understood as a mixed-frequency version of Theorem 1 of
Hidalgo (2000), and Theorem 9 a variant of Theorem 1 of Lu¨tkepohl and Poskitt
(1996).
Theorem 8. Assuming Assumption 1-2, for any finite collection j1, . . . , jp, |j| ≤
M , as n→∞,
(i) n1/2 (c˜(j1)− c(j1), . . . , c˜(jp)− c(jp)) d→ N(0,Ω = {Ωjrjl}r,l=1,...,p) where
Ωj,lk = (2pi)
−1
∫ pi
−pi
f−1xx (λ)fuu(λ)e
i(l−k)λdλ (3.9)
corresponds to the asymptotic covariance matrix between c˜(jl) and c˜(jk).
(ii) Equation (3.8) is a consistent estimator of Ωj,lk, l, k = 1, . . . , p.
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Before we state our second theorem, let us define some elements. Similar
to Lu¨tkepohl and Poskitt (1996) and Gonc¸alves and Kilian (2007), let ª(M) be
an arbitrary, 2M + 1 × 1, vector satisfying 0 < ||ª(M)||2 < ∞, and let v2M =
ª(M)′Γ−1M BMΓ
−1
M ª(M), where BM = E(XMs,n′XMs,nU2s,n) and ΓM = E(XMs,n′XMs,n).
With BM being estimated using a Eicker-White heteroskedasticity-robust covari-
ance matrix estimator, Gonc¸alves and Kilian (2007).
Theorem 9. Let Assumption 1-2 be satisfied, then as M,n→∞,
ª(M)′
√
ns − 2M − 1(cˆM − cM)/vM d→ N (0, 1) .
with a similar result involving c˜.
In general lines, Theorem 8 is extension of version of Hidalgo (2000)’s Theorem
1 to mixed-frequency datasets. Hidalgo (2000) shows the consistency of the vari-
ance and coefficient estimates for stationary long memory series. We, here, restrict
the proof only to strict stationary series. Theorem 9 can be related to Theorem 1
of Lu¨tkepohl and Poskitt (1996), where they provide results for an infinite VAR
model. In our case, we need to take into consideration the subsampling process
on yt as well the presence of leads.
5 Empirical procedures
A data driven choice of the bandwidth is always preferred over ad hoc choices.
It has the potential to remove possible bias from the researcher in report only
selected results. Hidalgo (2000) suggests two data driven methods for the choice
of bandwidth m and/or the number of lags/leads M . The first method mimics
the Akaike (1974) AIC criterion and the second is based on the ‘leave-one-out’
cross-validation method. We follow his Information Criteria proposal, adapted for
our case. Let the error wvˆs be defined as
wvˆs(λ) =
√
swys −
M∑
l=−M
s−1∑
j=0
c˜(l)wx(λ+ 2pij/s)e
i2pi(s−1+l), λ ∈ Bs.
Then, the Information Criteria is given by,
AICM = log σ
2
M + 2M/n,
with
σˆ2M = exp
(
1
4piM
M∑
p=−M
log fˆv˜v˜(λ2mq)
)
,
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and wv˜ defined as in (3.7).
Hidalgo (2000, 2005) suggest to replace fˆ−1xx (λ0)fˆxy˜(λ0) by fˆ
−1
xx (λ2m) fˆxy˜(λ2m) to
avoid technical problems with frequency zero estimation. However, his suggestion
eliminates an important portion of the series variability when they follow the
‘typical spectrum of an Economic variable’, see Granger (1966b). Despite our
framework does not allow for long memory, the frequency zero can affect finite
sample results, since the spectrum at this frequency represent the sample mean.
Hidalgo (2000) also suggest that trimming such frequency could introduce a bias
problem. Thus, we follow Taufemback (2018b) and avoid problems with frequency
zero substituting wx(λ0) and wys(λ0) by |wx(λ1)| and |wys(λ1)|, respectively.
For LS method, one could employ any information criteria method, such as
AIC or BIC, to obtain a data-driven value of M . In our experiments, we used
BIC.
6 Simulation results
As discussed in Taufemback (2018a), macroeconomic series are, generally, reported
at levels. First differentiation of an I(1) series, without missing data, give us a
desired stationary series. In case of quarterly GDP, we have in levels the sum
of last three monthly GDP, say y¯qt = y¯
m
t + y¯
m
t−1 + y¯
m
t−2; where letters with bars
represent variables in levels. For example, first quarter GDP means the sum of
January, February, and March. The sum of December, January, and February,
if available, would represent y¯qt−1. The difference between y¯
q
t and y¯
q
t−1 give us
the monthly innovation of y¯qt series, or its growth rate if we take log differences.
However, GDP comes ever quarter with non-overlapping months. Differentiate
from a quarter apart bring up some conjunction of shocks in a pattern given by
equation (3.10). Assuming, y¯mt = y¯
m
0 +
∑t−1
j=0 y
m
t−j, and ∆q be the differentiation of
two consecutive quarters, then,
∆qy¯
q
s,t = y¯t + y¯t−1 + y¯t−2 − (y¯t−3 + y¯t−4 + y¯t−5),
=
t∑
j=0
ymt−j +
t−1∑
j=0
ymt−j +
t−2∑
j=0
ymt−j −
t−3∑
j=0
ymt−j −
t−4∑
j=0
ymt−j −
t−5∑
j=0
ymt−j
= ymt + 2y
m
t−1 + 3y
m
t−2 + 2y
m
t−3 + y
m
t−4.
(3.10)
Consequently, to regress ∆qy¯s,t on monthly indicators, xt, we need to reproduce
the same pattern of aggregation on monthly series, say ∆qx¯t = xt+2xt−1+3xt−2+
2xt−3 + xt−4. Alternatively, one can generate a new series representing the sum of
last three month at levels and then differentiate.
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To test joint causality of an entire series on other, we propose the following
data generated process,
DGP.1
yt = 0.5yt−1 + 0.6xt−1 + 0.3xt−2 + u1,t − 0.4u1,t−1,
zt = 0.6zt−1 + u2,t − 0.3u2,t−1, , ut ∼ N(0, 1),
where xt is collected in two fashions: xt = zt and xt = zt+2zt−1+3zt−2+2zt−3+zt−4,
respectively. And yt is sub-sampled in the following schemes: quarterly-monthly,
annually-quarterly, annually-monthly, and monthly-daily. The correspondent val-
ues of s are {3, 4, 12, 20}. For the monthly-daily scenario, we follow Go¨tz et al.
(2016) suggestion of s = 20. They argue that with real data 20 is the maximum
number of working days available. For those months with more than 20 working
days, they remove the first days of the month sample.
We also propose a variant of DGP.1, called DGP.1x, where the subsample
variable is xt rather than yt. We provide results for the same set of subsample
ratio described previously. The sample size was chosen to be {50, 100, 150} for the
low-frequency variable, with exception of {50, 75, 100} for s = 20.
Notice that DGP.1, and consequentially DGP.1x, admits an infinite order rep-
resentation concerning lags due to the MA(1) term. Under this formulation, Xn
causes Ys,n, but with no inverse causality, i.e. Ys,n → Xn. We expect a rejection
rate of the null hypothesis close to the unit in the first case and close to the nominal
rate, 5%, in the second. Moreover, since we have the opposite causality relation
for DGP.1x, we also expect the opposite results regarding the rejection rate of the
null.
Unreported simulation results involving xt such that it follows the simulated
GDP sampling scheme are very unsatisfactory for both MF-HI and LS estimation.
The reason behind this behavior is that, due the aggregation, the low frequencies
spectrum explain the majority of series variability. For reduced sample sizes, spec-
tral methods, such MF-HI estimation, do not perform well under these conditions.
The same can be inferred for least squares estimation since Lu¨tkepohl and Poskitt
(1996) faced similar problems. Using an MA(1) model, their findings suggest that
as close the MA coefficient to the unit, less reliable the tests appears. However,
this problem can be contoured using the unaggregated variable zt as input, since
with enough lags the aggregation pattern can be reproduced. In practice, we ob-
serve zt rather than xt. For example, using monthly macroeconomic variables, it is
necessary to aggregate them every three months to match the aggregation pattern
of a quarterly variable. Thus, using zt we avoid an extra data preparation step.
Thus, we only report here results for simulated GDP sampling scheme with
unaggregated dependent value. Table C.3-1 and C.3-3 shows that MF-HI estimator
reported better size control when compared with the least squares estimation,
Table C.3-2 and C.3-4. The MF-HI method reported a slight lower rejection rate
when causality is present. The least squares showed a convergence to the nominal
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rejection of ys,t → xt as the number of observations increased, but an over rejection
for all cases whenever xs,t → yt.
Notice that the result analysis may be not straightforward for the distinct
values of s. In a quarterly-monthly scenario, with 50 quarterlies we have 150
monthly observations, but in a monthly-daily, with 50 months of data, we have
around 1,000 daily observations. Thus, the expected drop in efficiency caused by
a higher value of s is compensated by the high amount of data in the dependent
value.
With DGP.2 we aim to study the rejection under the null and the alternative
for lead and lags. Here, we do not expect that MF-HI estimator to perform well.
Its inefficiency is well documented for regular datasets, see Cargill and Meyer
(1974) for a comparison between least squares and MF-HI estimator. Thus, with
mixed-frequency datasets, we expect an even worst performance.
To measure causality at different horizons, let us introduce our second experi-
ment,
DGP.2
yt =
6∑
j=1
βj−1xt−j + 0.5u1,t, βj = 0.9j,
zt = 0.5zt−1 + u2,t,
, ut ∼ N(0, 1),
again xt is collected in two fashions: first as skip sampling stock variables and
second as a simulation of the GDP sampling scheme, i.e., xt = zt and xt = zt +
2zt−1 + 3zt−2 + 2zt−3 + zt−4, respectively. Series yt is sub-sampled in the following
schemes: quarterly-monthly, annually-quarterly, annually-monthly, and monthly-
daily. The correspondent values of s are {3, 4, 12, 20}.
Here, we aim two objectives. The first is study the rejection rate under the
null whether an specific lag (lead) of xt causes (do not cause) ys,t. We expect
a high rejection concerning lag causality and a nominal rejection rate, 5%, for
lead causality. Our second objective is to compare how both methods perform
concerning finite sample bias. As mention before, MF-HI method is not an accurate
method but interest to study its behavior compared with a more efficient method
such the LS.
Table C.3-5 and C.3-6, in Appendix C, presents the results for stock variables
lags. In neither cases, the estimated coefficients present any significative finite
sample bias. However, the rejection rate of MF-HI is inferior to those using LS
estimator. MF-HI method reports a satisfactory rejection rate but not as precise
as the LS approach.
Again, simulation results under the GDP sampling scheme with the dependent
value are far from acceptable, presenting large finite sample bias, especially for
the MF-HI estimator. Increasing the number of observations and/or reducing the
values of β has a positive, but small, impact on the results. Thus, we again regress
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the aggregated ys,t on zt to obtain better results. However, using zt, instead of xt,
results in estimated coefficients which are now an aggregation of βj, for example
let β˜ be the estimated coefficient of ys,t on zt, then
β˜0 = β0, β˜5 = β1 + 2β2 + 3β3 + 2β4 + β5,
β˜1 = 2β0 + β1, β˜6 = β2 + 2β3 + 3β4 + 2β5,
β˜2 = 3β0 + 2β1 + β2, β˜7 = β3 + 2β4 + 3β5,
β˜3 = 2β0 + 3β1 + 2β2 + β3, β˜8 = β4 + 2β5,
β˜4 = β0 + 2β1 + 3β2 + 2β3 + β4, β˜9 = β5.
For MF-HI estimation, the results for the estimation of β˜ are inferior to those
with stock variables but with no finite sample bias, see Table C.3-7. LS estimation
shows a superior performance for test causality at different horizons, Table C.3-3.
In terms of leads, Tables C.3-9 and C.3-10 reports results for stock variables and
Tables C.3-11 and C.3-12 under simulated GDP sampling scheme, under the null.
Both methods, with both sampling schemes, present good results approaching the
nominal rejection rate of 5%. The LS method presents overall better size and lower
average bias, see Table C.3-3.
Summarizing, the MF-HI method shows better results testing overall causality
from one series to another, for both directions of causality. However, the LS
method proved to be the more indicated in test causality of one specific lag to the
dependent variable.
7 Empirical results
Here, as in Ghysels et al. (2016), we study the prediction power between a list of
US macroeconomic indicators and the US GDP, see Table 3-1 for the used series
in this study. Ghysels et al. (2016) studied the causality between US quarterly
GDP and two monthly variables, Oil prices and Consumer price index. Here, we
cluster our variable set in two groups, in the first we have Employees payrolls,
Personal income, Industrial production, and Sales. In the second group, we have
S&P index, Crude Oil, and Consumer Price Index. We test causality from these
two group to GDP and from GDP to these groups.
Ghysels et al. (2016) compare their proposed mixed-frequency causality test
with using standard methods after performing temporal aggregation on high-
frequency variables. The distinct methods result in also distinct outcomes. Under
mixed-frequencies the results of Ghysels et al. (2016) implies that OIL causes CPI
at j = 1, 4, CPI causes GDP at j = 3, and GDP causes CPI at j = 1. For the
temporal aggregation method, CPI causes OIL at j = 1 and OIL causes GDP at
j = 2, 4.
107
Taufemback, C. G.
Table 3-1: US indicators from January of 1959 to June of 2015.
Description
Quarterly
GDP Real GDP1 (billions of chained 2009 dollars, SA, AR).
Monthly
EMP Employees on non-agricultural payrolls2 (SA);
INC Personal income less transfer payments3 (2009 dollars, SA, AR);
IIP Index of industrial production4 (2012=100, SA);
SLS Manufacturing and trade sales3 (2009 dollars, SA).
S&P S&P’s Common Stock Price Index: Composite5
OIL Crude Oil, spliced WTI and Cushing5
CPI Consumer Price Index : All Items5
Notes: SA means ‘seasonally adjusted’ and AR means ‘annual rate’. Source: (1) BEA - Bureau
of Economic Analysis, U.S. Department of Commerce, (2) Bureau of Labor Statistics, U.S.
Department of Labor, (3) The Conference Board, (4) Federal Reserve, United States, (5) St.
Louis FED.
Let us, arbitrarily, define |j| ≤ 5 as short run and |j| > 5 long run. Then,
combining the results of our both methods, Table 3-2 and 3-3, we found causality
to GDP in the short-run from EMP, and SLS. Also, causality in the long-run from
EMP, IIP, and CPI. From causality of the low-frequency variable, GDP, to high-
frequency variables, we found causality in the short run for EMP, INC, and in the
long run for IIP, SLS, and CPI. Figures 3-1 to 3-4 report graphically the leads/lags
coefficients and their correspondent 95% confidence interval. Both methods only
agree with joint causality for SLS causing GDP.
Our results are not in consonance with Ghysels et al. (2016). Using mixed-
frequency, they found short-run causality from GDP to CPI, while we found long-
run causality. The same with CPI to GDP. However, our two methods present
similar results, which reinforce our conclusions.
8 Conclusion
We propose two novel nonparametric causality test for mixed-frequency datasets.
Under a two-side unrestricted distributed lag model, we proposed a Least Squares
and a Hannan-Inefficient estimator approaches.
We assume that the low-frequency and the high-frequency variables are gener-
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ated at the same frequency, but we systematic miss some observations for the LF
variable. Causality tests based on mixed-frequency VAR, Ghysels et al. (2016),
and Go¨tz et al. (2016), assume a mismatch in the generation process, which implies
that models for regular datasets cannot be employed. Furthermore, in contrary to
their methods, our proposal test does not suffer from parameter proliferation.
Simulations show that our two proposed methods complement each other.
Where MF-HI is more indicated for joint causality test, LS method is better in
measuring causality at a given horizon. Furthermore, our empirical application
finds causality at different lags and leads for GDP and US monthly indicators.
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Table 3-2: MF-HI method multivariate causality tests for GDP, quarterly, and US
macroeconomic indicators, monthly.
Hj0(Xn → Yn)
j EMP INC IIP SLS S&P OIL CPI
1 0.211 0.701 0.679 0.044 0.995 0.863 0.345
2 0.036 0.310 0.916 0.003 0.027 0.178 0.479
3 0.929 0.749 0.098 0.003 0.299 0.594 0.113
4 0.726 0.961 0.431 0.868 0.945 0.977 0.430
5 0.588 0.387 0.012 0.729 0.041 0.464 0.568
6 0.630 0.705 0.718 0.052 0.054 0.619 0.036
7 0.533 0.344 0.655 0.127 0.528 0.549 0.375
8 0.037 0.584 0.037 0.281 0.066 0.602 0.753
9 0.427 0.798 0.452 0.358 0.072 0.208 0.029
10 0.088 0.284 0.881 0.899 0.614 0.336 0.190
H0(Xpn → Yn)
EMP INC IIP SLS S&P OIL CPI
0.320 0.719 0.468 0.029 0.097 0.982 0.145
Hj0(Yn → Xn)
j EMP INC IIP SLS S&P OIL CPI
-1 0.704 0.004 0.913 0.358 0.780 0.498 0.673
-2 0.019 0.018 0.348 0.535 0.881 0.951 0.354
-3 0.799 0.155 0.869 0.937 0.722 0.142 0.940
-4 0.258 0.065 0.066 0.660 0.098 0.514 0.440
-5 0.354 0.323 0.515 0.970 0.267 0.466 0.973
-6 0.977 0.500 0.014 0.016 0.375 0.064 0.554
-7 0.163 0.703 0.088 0.954 0.316 0.762 0.057
-8 0.419 0.740 0.201 0.216 0.447 0.169 0.861
-9 0.813 0.875 0.330 0.367 0.948 0.919 0.001
-10 0.074 0.401 0.763 0.902 0.726 0.909 0.855
H0(Yn → Xpn)
EMP INC IIP SLS S&P OIL CPI
0.509 0.366 0.168 0.433 0.682 0.636 0.073
Notes: Number of lags choose by AICM , see Section 5, with M ∈ [2n1/3, 3n1/3]. We only report
10 lead/lags. Bold values represent p-values below 5%.
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Table 3-3: LS method multivariate causality tests for GDP, quarterly, and US
macroeconomic indicators, monthly.
Hj0(Xn → Yn)
j EMP INC IIP SLS S&P OIL CPI
1 0.118 0.619 0.972 0.012 0.694 0.889 0.995
2 0.021 0.262 0.249 0.040 0.300 0.963 0.693
3 0.830 0.221 0.783 0.537 0.998 0.644 0.911
4 0.341 0.151 0.199 0.316 0.252 0.064 0.429
5 0.591 0.043 0.467 0.769 0.143 0.007 0.777
6 0.801 0.224 0.059 0.421 0.631 0.787 0.764
7 0.557 0.089 0.299 0.336 0.321 0.722 0.013
8 0.991 0.900 0.023 0.476 0.473 0.590 0.695
9 0.698 0.911 0.760 0.878 0.186 0.957 0.626
10 0.031 0.906 0.590 0.075 0.941 0.094 0.394
H0(Xpn → Yn)
EMP INC IIP SLS S&P OIL CPI
0.226 0.731 0.078 0.041 0.007 0.118 0.171
Hj0(Yn → Xn)
j EMP INC IIP SLS S&P OIL CPI
-1 0.105 0.309 0.326 0.325 0.101 0.445 0.206
-2 0.034 0.050 0.292 0.556 0.570 0.787 0.141
-3 0.253 0.559 1.000 0.330 0.140 0.671 0.098
-4 0.159 0.030 0.133 0.927 0.395 0.012 0.438
-5 0.041 0.134 0.968 0.852 0.906 0.221 0.011
-6 0.451 0.727 0.004 0.002 0.743 0.750 0.627
-7 0.686 0.828 0.088 0.049 0.440 0.189 0.752
-8 0.878 0.702 0.009 0.129 0.148 0.728 0.036
-9 0.579 0.275 0.365 0.190 0.670 0.890 0.326
-10 0.270 0.352 0.957 0.626 0.102 0.780 0.697
H0(Yn → Xpn)
EMP INC IIP SLS S&P OIL CPI
0.127 0.039 0.014 0.028 0.043 0.562 0.029
Notes: Number of lags choose by BIC, with M ∈ [2n1/3s , 3n1/3s ]. We only report 10 lead/lags.
Bold values represent p-values below 5%.
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Figure 3-1: Lag coefficients and 95% CI for MF-HI method multivariate causality
tests for GDP, quarterly, and US macroeconomic indicators, monthly.
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Notes: We represent up to 10 lags, with M ∈ [2n1/3, 3n1/3]. Solid lines represent coefficient
values and dashed lines the 95% Confidence interval.
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Figure 3-2: Lead coefficients and 95% CI for MF-HI method multivariate causality
tests for GDP, quarterly, and US macroeconomic indicators, monthly.
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Notes: We represent up to 10 lags, with M ∈ [2n1/3, 3n1/3]. Solid lines represent coefficient
values and dashed lines the 95% Confidence interval.
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Figure 3-3: Lag coefficients and 95% CI for LS method multivariate causality tests
for GDP, quarterly, and US macroeconomic indicators, monthly.
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Notes: We represent up to 10 lags, with M ∈ [2ns1/3, 3ns1/3]. Solid lines represent coefficient
values and dashed lines the 95% Confidence interval.
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Figure 3-4: Lead coefficients and 95% CI for LS method multivariate causality
tests for GDP, quarterly, and US macroeconomic indicators, monthly.
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Notes: We represent up to 10 lags, with M ∈ [2ns1/3, 3ns1/3]. Solid lines represent coefficient
values and dashed lines the 95% Confidence interval.
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Appendix 3.A
The functional form of Dl, F , and Fs is given by: D, n× n, is a diagonal matrix
where dkk = e
iλk(s−1l), for λk = 2pik/n with k = 0, . . . , n− 1 and
F =

IOτ IOτ . . . IOτ
On−ns×n
IOτ∗ . . . IOτ∗ IOτ∗

n×n
, Fs =
√
s

Iτ×τ Oτ×ns−τ
On−ns×ns
Oτ∗×ns−τ∗ Iτ∗×τ∗

n×ns
,
where IOτ = [Iτ×τ Oτ×τ∗ ], IOτ∗ = [Oτ∗×τ Iτ∗×τ∗ ], τ = ns/2 + 1 and τ ∗ =
ns − τ .
Appendix 3.B
Proofs...
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Appendix 3.C
Table C.3-1: Simulated size and power using MF-HI method, for DGP.1 and
DGP.1x under systematic skip sampling stock variables.
DGP.1 DGP.1x
n H1 : Xn → Ys,n H0 : Yn,s → Xn H0 : Xn → Yn H1 : Yn → Xn
s
=
3 50 0.998 0.090 0.104 0.974
100 1.000 0.054 0.067 1.000
150 1.000 0.050 0.058 1.000
s
=
4 50 0.997 0.071 0.077 0.954
100 1.000 0.047 0.052 1.000
150 1.000 0.046 0.061 1.000
s
=
12
50 0.963 0.039 0.041 0.847
100 1.000 0.031 0.031 0.994
150 1.000 0.028 0.034 1.000
s
=
20
50 0.941 0.034 0.027 0.781
75 1.000 0.024 0.024 0.990
100 1.000 0.018 0.038 0.999
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. The number of
leads/lags was chosen according to the Information Criteria technique presented in Section 2,
with M ∈ [2n1/3, 3n1/3] and 50,000 MC repetitions.
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Table C.3-2: Simulated size and power using LS method, for DGP.1 and DGP.1x
under systematic skip sampling stock variables.
DGP.1 DGP.1x
n H1 : Xn → Ys,n H0 : Yn,s → Xn H0 : Xn → Yn H1 : Yn → Xn
s
=
3 50 0.997 0.157 0.157 0.973
100 1.000 0.082 0.083 1.000
150 1.000 0.065 0.090 1.000
s
=
4 50 0.998 0.143 0.152 0.982
100 1.000 0.078 0.099 1.000
150 1.000 0.072 0.094 1.000
s
=
12
50 1.000 0.134 0.138 0.987
100 1.000 0.083 0.093 1.000
150 1.000 0.069 0.085 1.000
s
=
20
50 0.999 0.128 0.139 0.987
75 1.000 0.070 0.094 1.000
100 1.000 0.066 0.082 1.000
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. The number
of leads/lags was chosen according to AIC method, with M ∈ [2n1/3s , 3n1/3s ] and 50,000 MC
repetitions.
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Table C.3-3: Simulated size and power using MF-HI method, for DGP.1 and
DGP.1x under simulated GDP sampling scheme.
DGP.1 DGP.1x
n H1 : Xn → Ys,n H0 : Yn,s → Xn H0 : Xn → Yn H1 : Yn → Xn
s
=
3 50 1.000 0.099 0.096 1.000
100 1.000 0.049 0.073 1.000
150 1.000 0.034 0.062 1.000
s
=
4 50 1.000 0.072 0.085 0.999
100 1.000 0.038 0.066 1.000
150 1.000 0.033 0.061 1.000
s
=
12
50 1.000 0.038 0.065 0.982
100 1.000 0.031 0.056 1.000
150 1.000 0.032 0.047 1.000
s
=
20
50 1.000 0.045 0.071 0.974
75 1.000 0.022 0.043 1.000
100 1.000 0.015 0.046 1.000
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. The number of
leads/lags was chosen according to the Information Criteria technique presented in Section 2,
with M ∈ [2n1/3, 3n1/3] and 5,000 MC repetitions.
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Table C.3-4: Simulated size and power using LS method, for DGP.1 and DGP.1x
under simulated GDP sampling scheme.
DGP.1 DGP.1x
n H1 : Xn → Ys,n H0 : Yn,s → Xn H0 : Xn → Yn H1 : Yn → Xn
s
=
3 50 1.000 0.178 0.197 1.000
100 1.000 0.086 0.159 1.000
150 1.000 0.074 0.176 1.000
s
=
4 50 1.000 0.177 0.190 1.000
100 1.000 0.090 0.156 1.000
150 1.000 0.070 0.186 1.000
s
=
12
50 1.000 0.159 0.164 1.000
100 1.000 0.076 0.166 1.000
150 1.000 0.062 0.190 1.000
s
=
20
50 1.000 0.148 0.179 1.000
75 1.000 0.074 0.162 1.000
100 1.000 0.066 0.191 1.000
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. The number
of leads/lags was chosen according to AIC method, with M ∈ [2n1/3s , 3n1/3s ] and 50,000 MC
repetitions.
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Table C.3-5: Average lag coefficient estimation and the rejection rate of Hj0 :
c(j) = 0, j > 0 for MF-HI method and DGP.2 under systematic skip sampling
stock variables.
n c˜(1) c˜(2) c˜(3) c˜(4) c˜(5) c˜(6)
s
=
3
50 1.013 0.911 0.767 0.688 0.591 0.460
(0.511) (0.447) (0.343) (0.300) (0.230) (0.155)
100 1.005 0.908 0.789 0.683 0.616 0.501
(0.771) (0.705) (0.597) (0.489) (0.418) (0.297)
150 0.988 0.870 0.776 0.681 0.606 0.508
(0.901) (0.826) (0.753) (0.641) (0.551) (0.422)
s
=
4
50 1.013 0.900 0.832 0.659 0.589 0.490
(0.526) (0.465) (0.414) (0.305) (0.246) (0.183)
100 0.992 0.890 0.812 0.668 0.602 0.522
(0.744) (0.652) (0.589) (0.447) (0.378) (0.299)
150 1.010 0.910 0.823 0.714 0.638 0.556
(0.922) (0.866) (0.798) (0.688) (0.599) (0.485)
s
=
12
50 1.009 0.905 0.793 0.718 0.639 0.571
(0.499) (0.422) (0.353) (0.298) (0.254) (0.218)
100 1.000 0.871 0.796 0.696 0.644 0.540
(0.740) (0.625) (0.555) (0.451) (0.413) (0.305)
150 1.019 0.909 0.807 0.730 0.637 0.581
(0.907) (0.829) (0.744) (0.653) (0.549) (0.485)
s
=
20
50 1.036 1.021 0.885 0.759 0.602 0.483
(0.077) (0.067) (0.054) (0.044) (0.029) (0.019)
75 1.072 0.935 0.831 0.570 0.614 0.365
(0.129) (0.111) (0.087) (0.070) (0.059) (0.034)
100 1.025 0.891 0.791 0.681 0.533 0.386
(0.143) (0.123) (0.098) (0.081) (0.058) (0.043)
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. We report up
to Lag 6, where the true coefficients are equal to c = {1.00, 0.90, 0.81, 0.73, 0.66}. The number
of leads/lags was chosen according to the Information Criteria technique presented in Section 2,
with M ∈ [2n1/3, 3n1/3] and 5,000 MC repetitions.
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Table C.3-6: Average lag coefficient estimation and the rejection rate ofHj0 : c(j) =
0, j > 0 for LS method and DGP.2 under systematic skip sampling stock variables.
n cˆ(1) cˆ(2) cˆ(3) cˆ(4) cˆ(5) cˆ(6)
s
=
3
50 1.003 0.900 0.811 0.729 0.655 0.589
(1.000) (1.000) (1.000) (1.000) (0.999) (0.998)
100 0.998 0.900 0.810 0.729 0.657 0.592
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
150 1.000 0.900 0.810 0.728 0.657 0.589
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
s
=
4
50 1.002 0.897 0.811 0.729 0.657 0.590
(1.000) (1.000) (1.000) (0.999) (0.999) (0.998)
100 0.999 0.902 0.808 0.729 0.657 0.590
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
150 1.000 0.900 0.809 0.730 0.656 0.590
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
s
=
12
50 0.999 0.899 0.811 0.726 0.658 0.590
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
100 1.000 0.899 0.810 0.729 0.657 0.590
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
150 1.000 0.899 0.810 0.728 0.658 0.590
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
s
=
20
50 1.001 0.903 0.808 0.728 0.655 0.590
(1.000) (1.000) (1.000) (1.000) (1.000) (0.999)
100 0.998 0.900 0.811 0.730 0.656 0.589
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
150 1.001 0.899 0.809 0.731 0.656 0.591
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. We report up
to Lag 6, where the true coefficients are equal to c = {1.00, 0.90, 0.81, 0.73, 0.66}. The number
of leads/lags was chosen according to the Information Criteria technique presented in Section 2,
with M ∈ [2n1/3s , 3n1/3s ] and 5,000 MC repetitions.
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Table C.3-7: Average lag coefficient estimation and the rejection rate ofHj0 : c(j) =
0, j > 0 for MF-HI method and DGP.2 under simulated GDP sampling scheme. .
n c˜(1) c˜(2) c˜(3) c˜(4) c˜(5) c˜(6)
s
=
3
50 0.987 3.235 5.505 6.595 6.848 5.517
(0.120) (0.194) (0.340) (0.421) (0.439) (0.330)
100 1.110 3.036 5.440 6.811 6.966 5.803
(0.091) (0.196) (0.459) (0.637) (0.648) (0.509)
150 1.057 2.875 5.380 6.679 6.802 5.743
(0.092) (0.242) (0.605) (0.784) (0.799) (0.658)
s
=
4
50 1.136 3.086 5.708 6.504 6.837 5.718
(0.105) (0.160) (0.325) (0.383) (0.410) (0.311)
100 1.092 2.887 5.678 6.666 6.813 5.903
(0.098) (0.189) (0.458) (0.574) (0.591) (0.480)
150 1.092 2.928 5.798 6.946 7.233 6.304
(0.104) (0.270) (0.676) (0.806) (0.844) (0.745)
s
=
12
50 1.050 2.962 5.733 6.908 7.150 6.483
(0.084) (0.142) (0.285) (0.363) (0.401) (0.333)
100 0.972 2.919 5.535 6.873 7.118 6.320
(0.076) (0.175) (0.423) (0.587) (0.618) (0.515)
150 1.000 2.974 5.695 7.070 7.277 6.452
(0.077) (0.235) (0.605) (0.786) (0.815) (0.722)
s
=
20
50 1.569 3.180 6.168 6.748 7.201 5.359
(0.065) (0.063) (0.059) (0.045) (0.029) (0.021)
100 1.497 3.637 5.915 6.843 5.935 4.547
(0.104) (0.097) (0.090) (0.079) (0.050) (0.042)
150 1.145 3.506 4.992 6.750 6.511 4.827
(0.094) (0.097) (0.084) (0.091) (0.074) (0.057)
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. We report up to
Lag 6, where the true coefficients are equal to c = {1.00, 2.90, 5.60, 7.05, 7.34, 6.61}. The number
of leads/lags was chosen according to the Information Criteria technique presented in Section 2,
with M ∈ [2n1/3, 3n1/3] and 5,000 MC repetitions.
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Table C.3-8: Average lag coefficient estimation and the rejection rate ofHj0 : c(j) =
0, j > 0 for LS method and DGP.2 under simulated GDP sampling scheme.
n cˆ(1) cˆ(2) cˆ(3) cˆ(4) cˆ(5) cˆ(6)
s
=
3
50 1.001 2.899 5.611 7.048 7.346 6.614
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
100 1.001 2.901 5.610 7.049 7.345 6.608
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
150 0.999 2.900 5.609 7.049 7.343 6.609
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
s
=
4
50 1.000 2.900 5.611 7.050 7.345 6.608
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
100 0.999 2.900 5.611 7.048 7.344 6.610
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
150 0.999 2.901 5.610 7.048 7.344 6.610
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
s
=
12
50 0.997 2.903 5.609 7.049 7.341 6.612
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
100 0.999 2.902 5.608 7.049 7.345 6.610
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
150 1.001 2.899 5.611 7.049 7.343 6.610
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
s
=
20
50 1.002 2.898 5.610 7.050 7.344 6.609
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
100 1.002 2.900 5.610 7.050 7.342 6.610
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
150 1.000 2.901 5.610 7.051 7.342 6.610
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. We report up to
Lag 6, where the true coefficients are equal to c = {1.00, 2.90, 5.60, 7.05, 7.34, 6.61}. The number
of leads/lags was chosen according to the Information Criteria technique presented in Section 2,
with M ∈ [2n1/3s , 3n1/3s ] and 5,000 MC repetitions.
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Table C.3-9: Average lead coefficient bias estimation and the rejection rate of
Hj0 : c(j) = 0, j < 0 for MF-HI method and DGP.2 under systematic skip sampling
stock variables.
n c˜(−1) c˜(−2) c˜(−3) c˜(−4) c˜(−5) c˜(−6)
s
=
3
50 -0.003 0.009 -0.008 0.007 0.005 -0.004
(0.068) (0.064) (0.056) (0.054) (0.049) (0.041)
100 0.000 0.003 -0.001 0.004 -0.003 -0.001
(0.073) (0.073) (0.075) (0.064) (0.067) (0.064)
150 0.011 -0.012 0.016 -0.011 0.005 -0.004
(0.064) (0.065) (0.062) (0.064) (0.061) (0.053)
s
=
4
50 0.009 -0.006 -0.005 0.002 0.013 -0.004
(0.069) (0.066) (0.065) (0.062) (0.057) (0.048)
100 0.004 -0.016 0.010 0.003 0.002 -0.001
(0.075) (0.081) (0.084) (0.076) (0.071) (0.066)
150 -0.004 0.003 0.008 -0.008 0.003 0.000
(0.065) (0.062) (0.064) (0.066) (0.065) (0.060)
s
=
12
50 0.007 -0.000 -0.002 0.002 -0.008 0.009
(0.060) (0.061) (0.065) (0.060) (0.066) (0.056)
100 0.005 -0.007 0.001 -0.002 0.006 0.002
(0.062) (0.063) (0.058) (0.060) (0.057) (0.052)
150 -0.004 0.009 -0.009 0.007 0.001 0.001
(0.055) (0.063) (0.061) (0.057) (0.054) (0.050)
s
=
20
50 0.005 -0.004 0.017 -0.018 0.020 -0.013
(0.072) (0.063) (0.072) (0.061) (0.065) (0.060)
75 -0.001 0.005 0.007 -0.011 0.002 0.004
(0.059) (0.053) (0.055) (0.057) (0.054) (0.055)
100 -0.002 -0.001 0.003 -0.005 0.001 -0.001
(0.055) (0.060) (0.059) (0.058) (0.056) (0.058)
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. We report up
to Lag 6, where the true coefficients are equal to c = {1.00, 0.90, 0.81, 0.73, 0.66}. The number
of leads/lags was chosen according to the Information Criteria technique presented in Section 2,
with M ∈ [2n1/3, 3n1/3] and 5,000 MC repetitions.
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Table C.3-10: Average lead coefficient bias estimation and the rejection rate of
Hj0 : c(j) = 0, j < 0 for LS method and DGP.2 under systematic skip sampling
stock variables.
n c˜(−1) c˜(−2) c˜(−3) c˜(−4) c˜(−5) c˜(−6)
s
=
3
50 0.000 -0.000 0.001 0.001 0.002 -0.001
(0.054) (0.061) (0.067) (0.068) (0.067) (0.069)
100 -0.001 0.000 -0.001 0.002 0.001 -0.002
(0.050) (0.056) (0.052) (0.054) (0.049) (0.049)
150 0.001 -0.001 -0.000 0.000 0.000 -0.001
(0.049) (0.054) (0.056) (0.058) (0.056) (0.058)
s
=
4
50 -0.001 -0.001 0.003 -0.000 -0.000 0.000
(0.058) (0.065) (0.056) (0.057) (0.063) (0.065)
100 0.001 -0.000 -0.001 0.000 -0.001 0.000
(0.055) (0.062) (0.058) (0.054) (0.055) (0.058)
150 -0.000 -0.001 0.000 0.000 0.001 -0.001
(0.051) (0.052) (0.050) (0.051) (0.052) (0.051)
s
=
12
50 -0.001 0.002 -0.001 -0.000 0.002 -0.002
(0.064) (0.060) (0.062) (0.066) (0.059) (0.060)
100 -0.000 0.002 -0.001 0.000 -0.000 -0.001
(0.060) (0.059) (0.054) (0.059) (0.050) (0.062)
150 -0.001 0.000 0.000 -0.001 0.001 -0.000
(0.052) (0.053) (0.053) (0.049) (0.058) (0.054)
s
=
20
50 -0.000 0.001 0.001 0.001 -0.001 -0.000
(0.056) (0.056) (0.060) (0.064) (0.062) (0.067)
75 -0.000 -0.001 0.001 0.000 0.000 -0.001
(0.055) (0.057) (0.054) (0.057) (0.056) (0.058)
100 0.000 -0.000 0.001 -0.000 -0.001 0.000
(0.050) (0.058) (0.050) (0.053) (0.053) (0.057)
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. We report up
to Lag 6, where the true coefficients are equal to c = {1.00, 0.90, 0.81, 0.73, 0.66}. The number
of leads/lags was chosen according to the Information Criteria technique presented in Section 2,
with M ∈ [2n1/3s , 3n1/3s ] and 5,000 MC repetitions.
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Table C.3-11: Average lead coefficient bias estimation and the rejection rate of
Hj0 : c(j) = 0, j < 0 for MF-HI method and DGP.2 under simulated GDP sampling
scheme. .
n c˜(−1) c˜(−2) c˜(−3) c˜(−4) c˜(−5) c˜(−6)
s
=
3
50 -0.079 0.037 0.050 -0.023 0.027 -0.050
(0.074) (0.066) (0.064) (0.060) (0.050) (0.044)
100 -0.017 0.050 -0.009 -0.029 0.040 -0.041
(0.076) (0.072) (0.071) (0.070) (0.065) (0.056)
150 -0.023 0.023 0.018 -0.034 0.022 -0.018
(0.068) (0.064) (0.066) (0.069) (0.065) (0.057)
s
=
4
50 -0.038 0.081 -0.062 -0.045 0.079 -0.029
(0.069) (0.071) (0.069) (0.064) (0.054) (0.045)
100 -0.058 0.073 -0.055 0.080 -0.085 0.074
(0.081) (0.074) (0.077) (0.073) (0.072) (0.066)
150 0.028 -0.010 0.006 0.017 -0.015 -0.038
(0.057) (0.063) (0.059) (0.064) (0.066) (0.060)
s
=
12
50 -0.073 0.180 -0.099 -0.004 0.029 0.081
(0.063) (0.062) (0.063) (0.059) (0.060) (0.053)
100 -0.037 -0.036 -0.017 -0.042 0.022 0.010
(0.062) (0.059) (0.061) (0.058) (0.056) (0.057)
150 -0.032 0.039 -0.053 0.053 -0.037 0.024
(0.057) (0.061) (0.054) (0.058) (0.061) (0.058)
s
=
20
50 0.027 -0.157 0.052 0.063 0.047 0.049
(0.068) (0.064) (0.060) (0.060) (0.064) (0.067)
75 0.037 -0.034 -0.021 0.080 -0.040 0.011
(0.058) (0.058) (0.060) (0.052) (0.060) (0.058)
100 0.037 0.014 -0.028 -0.069 0.110 0.010
(0.062) (0.056) (0.057) (0.063) (0.064) (0.057)
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. We report up to
Lag 6, where the true coefficients are equal to c = {1.00, 2.90, 5.60, 7.05, 7.34, 6.61}. The number
of leads/lags was chosen according to the Information Criteria technique presented in Section 2,
with M ∈ [2n1/3, 3n1/3] and 5,000 MC repetitions.
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Table C.3-12: Average lead coefficient bias estimation and the rejection rate of
Hj0 : c(j) = 0, j < 0 for LS method and DGP.2 under simulated GDP sampling
scheme.
n c˜(−1) c˜(−2) c˜(−3) c˜(−4) c˜(−5) c˜(−6)
s
=
3
50 -0.001 0.001 -0.000 -0.000 0.000 0.001
(0.069) (0.060) (0.077) (0.068) (0.067) (0.088)
100 -0.004 0.002 -0.000 -0.001 0.001 -0.000
(0.055) (0.057) (0.061) (0.058) (0.059) (0.069)
150 0.003 -0.003 -0.001 0.003 -0.002 0.001
(0.057) (0.055) (0.056) (0.054) (0.054) (0.059)
s
=
4
50 0.002 0.002 -0.004 0.003 -0.001 -0.001
(0.068) (0.063) (0.071) (0.067) (0.071) (0.091)
100 -0.000 0.001 -0.001 -0.001 0.001 -0.001
(0.057) (0.051) (0.055) (0.053) (0.051) (0.057)
150 0.001 0.001 -0.001 -0.000 0.001 -0.001
(0.055) (0.055) (0.052) (0.050) (0.056) (0.056)
s
=
12
50 -0.008 0.001 0.006 -0.005 0.001 0.001
(0.060) (0.068) (0.075) (0.057) (0.070) (0.084)
100 0.002 0.001 -0.002 0.001 0.000 -0.000
(0.055) (0.056) (0.058) (0.060) (0.059) (0.068)
150 -0.000 -0.001 0.001 -0.001 0.001 -0.000
(0.053) (0.056) (0.056) (0.052) (0.052) (0.056)
s
=
20
50 0.003 -0.002 -0.000 0.001 -0.002 0.001
(0.065) (0.064) (0.076) (0.068) (0.070) (0.083)
75 0.002 0.001 -0.002 0.000 0.001 -0.000
(0.057) (0.056) (0.062) (0.053) (0.055) (0.069)
100 0.001 -0.000 -0.001 0.002 -0.002 0.001
(0.050) (0.053) (0.068) (0.058) (0.061) (0.067)
Notes: The subsampling ratio s = {3, 4, 12, 20} represent Quarterly - Monthly, Annually - Quar-
terly, Annually - Monthly, and Monthly - Daily sampling schemes, respectively. We report up to
Lag 6, where the true coefficients are equal to c = {1.00, 2.90, 5.60, 7.05, 7.34, 6.61}. The number
of leads/lags was chosen according to the Information Criteria technique presented in Section 2,
with M ∈ [2n1/3s , 3n1/3s ] and 5,000 MC repetitions.
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