We discuss a 3-flavour lattice QCD action with clover improvement in which the fermion matrix has single level stout smearing for the hopping terms together with unsmeared links for the clover term. With the (tree-level) Symanzik improved gluon action this constitutes the Stout Link Non-perturbative Clover or SLiNC action. To cancel O(a) terms the clover term coefficient has to be tuned. We present here results of a non-perturbative determination of this coefficient using the Schrödinger functional and as a by-product a determination of the critical hopping parameter. Comparisons of the results are made with lowest order perturbation theory.
Introduction and O(a) improvement
When constructing a lattice QCD action, even the simplest gluon action has only O(a 2 ) corrections. The naive quark action also has O(a 2 ) corrections, but suffers from the 'doubling problem' describing 16 flavours in the continuum limit. A cure is to add the Wilson mass term, so 15 flavours decouple in the continuum limit, but the price is that there are now O(a) corrections (and also loss of chiral invariance), so that for example for a ratio of hadron masses
The Symanzik approach is a systematic improvement to O(a n ) (where in practice n = 2 for the fermion action) by adding a basis (an asymptotic series) of irrelevant operators and tuning their coefficients to remove completely O(a n−1 ) effects. Restricting improvement to on-shell quantities the equations of motion reduce the set of operators in both the action and in matrix elements. Indeed, for O(a) improvement of the fermion action only one additional flavour-singlet operator is required
the so-called 'Sheikholeslami-Wohlert' or 'clover' term, [1] . So if we can improve one on-shell quantity this then fixes c sw as a function of the lattice spacing a or equivalently of the bare coupling g 2 0 , so that all other on-shell quantities are automatically improved to O(a), i.e., we now have
A non-perturbative determination of c sw will be the main goal of this paper, the general approach being described below. Matrix elements still require additional O(a) operators, for example for the axial current and pseudoscalar density, [2] 1 ,
(for mass degenerate quarks) with
which require additional b A , c A and b P improvement coefficients. An easily determined quantity is the quark mass computed from the PCAC WI relation 2 , 
(This is equivalent to considering the renormalised quark mass
In general the b A , b P coefficients do affect considerations of O(a)-improvement. However, here one imposes a condition at fixed bare parameters (g 2 0 , m q ) which means that the factors drop out.) Practically, how this is achieved will be discussed in this paper after the action is introduced. This paper is organised as follows. In the next section, section 2, the action is given and in the following section the Schrödinger functional is briefly discussed, together with the general procedure for determining the optimal c sw and optimal critical hopping parameter, κ c . Section 4 gives some lattice details for a series of simulations at various coupling constants, which after suitable interpolations leads to this determination. Section 5 then discusses possible finite size effects in the results. Results are collected together in section 6 and a polynomial interpolation (in the coupling constant) for both c sw and κ c are given, together with a comparison with the lowest order perturbation result. Finally in section 7 some brief conclusions are discussed. Tables of the raw results are given in appendix A.
The SLiNC action
We shall consider here n f = 3 flavour stout link clover fermions -SLiNC fermions (Stout Link Non-perturbative Clover). In a little more detail, for each flavour,
2 ∂ LAT µ is the symmetric lattice derivative, (
Rescaling the quark fields q → q/ √ 2κ gives the quark mass m q where
which is proportional to the PCAC quark mass, m W I
q . The loss of chiral invariance means that for a given c sw a critical hopping parameter, κ c (c sw ) has now also to be determined.
The hopping terms (Dirac kinetic term and Wilson mass term, i.e. those terms involving a κ) in eq. (9) use a once stout smeared link or 'fat link', [3] ,
(V µ is the sum of all staples around U µ ) while the clover term remains built from 'thin' links -they are already of length 4a and we want to avoid the fermion matrix becoming too extended. Smearing is thought to help at present lattice spacings by smoothing out fluctuations in the gauge fields slightly and so reducing the condition number and also to avoid a near first order phase transition. The critical kappa in eq. (10) corresponds to an additive mass renormalisation
It is known that with a combination of link fattening and increase of the clover coefficient, it is possible to reduce this mass term [4, 5, 6] . The stout variation is also analytic which means that the derivative in the gauge group can be taken (so the force in the Hybrid Monte Carlo, or HMC, simulation is well defined) and perturbative expansions are also possible, [7] .
To complete the action we also use the Symanzik tree-level gluon action 
While this gluon action has elements of higher order improvement, namely O(a 4 ), this is not the reason that it is used here. (The best we can hope for the fermion action is O(a 2 ) improvement.) Again we wish to move the action away from a nearby first-order phase transition occuring when using the standard Wilson action (i.e. c 0 → 1, c 1 → 0), [8] by using a slightly extended action. Different values of c 0 and c 1 can be and have been used in the literature to address this problem, e.g. [8] .
The Schrödinger functional
The ALPHA Collaboration determined the improvement coefficients by means of the 'Schrödinger functional', [9, 10, 11, 2] . Some numerical results for c sw for the quenched case (n f = 0) were given in [12, 13] , for n f = 2 flavours in [14] and for n f = 3 flavours in [15, 16, 17] . In this approach Dirichlet boundary conditions are applied on the time boundaries to the fields. For the gluon fields, fixing them on the boundary is then equivalent to inducing some classical background field about which they fluctuate. It is simplest to consider spatially constant colour diagonal fields, corresponding to a constant chromo-electric background field. Concretely, we consider a L 3 × T lattice (with T = 2L) and take the background field to be
with
and (φ
1 , φ
2 , φ
3 ) = (− 1 6 π, 0,
3 ) = (− 5 6 π,
and fix the boundary values a posteriori. As we have an extended gauge action (rather than the simpler Wilson gluon action), we fix two values at each double boundary layer and so we choose, following [18] 3 , U c µ from eq. (15) at x 0 = −a, 0 (lower boundary) and similarly U c µ at x 0 = T − a and T (upper boundary). The 'bulk' of the lattice is thus from x 0 = 0 to x 0 = T − a. Additionally the weight factors for the gluon loops in eq. (14) must be appropriately chosen on the boundary for O(a)-improvement. Classically these weight factors are not difficult to find, however a full non-perturbative determination would be difficult. But away from the boundaries, they only affect the local PCAC relation to O(a 2 ) and so are not essential for the determination of the optimal c sw , and so it is sufficient to use the classical values.
The fixed boundary quark fields, ρ, ρ (taken as zero here) make simulations with m q ∼ 0 with no zero mode problems possible. They are specified on the lower inner boundary and upper inner boundary from
3 An alternative procedure using single layer boundaries is given in [19] .
where P ± 0 is the projection operator defined by
These projections are necessary for consistency. ρ, ρ can be taken as sinks and sources respectively to build operators for correlation functions. For example here we can take at the lower inner boundary x 0 = 0 (i = 1) and upper inner boundary x 0 = T − a (i = 2) the operators
So we can investigate PCAC behaviour at different distances from the boundaries. In a little more detail, following eq. (6), we first set
where
and
Then redefine the quark mass slightly, but which coincides to O(a 2 ) for the improved theory
which eliminates the unknown c A in the determination of the quark mass, [12] and replaces it by an estimator, c A . Improvement is defined when
are chosen at some suitable x 0 , [12] . This gives the required optimal c sw and κ c , which we will denote by a star: c * sw and κ * c . Conventionally, we choose
There are small changes due to the finite volume used, so eq. (25) becomes
where ∆M tree is the tree-level (i.e. g [12] . Carrying out the interpolation procedures outlined in the next section for a free configuration, with background field given by eq. (15) yields 0.000271. For the stout smearing used here (see next section) we find this is reduced to ∆M tree = 0.000066 and so we have neglected ∆M tree in the following and simply used eq. (25).
The lattice simulation
The 3-flavour lattice simulation used the Chroma software library, [20] , the Schrödinger functional details following [18] . Results were mostly generated on N 3 s ×2N s ≡ 8 3 ×16 lattices, together with some additional 12 3 ×24 lattices, using the HMC algorithm together with the RHMC variation, [21] , for the 1-flavour. A mild smearing of α = 0.1 was used. A series of simulations were performed (typically generating O(3000) trajectories for the 8 3 × 16 lattices and O(2000) trajectories for the 12 3 × 24 lattices), quadratic and then linear interpolations of the (M, ∆M) results being used to locate the optimal point, (0, 0) as described below. Some further details and tables of the results are given in appendix A.
(Preliminary results were given in [22] .)
c * sw
We have a two-parameter interpolation in c sw and κ which is split here into two separate interpolations. First plotting ∆M against M and then interpolating to M = 0 for fixed c sw gives a critical κ namely κ c (c sw ),
In Figs. 1, 2 we plot ∆M versus M for various c sw values for the 8 3 × 16 lattices and in Fig. 3 the results for the 12 3 × 24 lattices.
These graphs are the fundamental plots requiring high statistics as ∆M is the difference between two different Ms. As there are always 4 (or more) points for 
We postpone a discussion of possible finite size effects until section 5. From Fig. 4 , we see that linear fits even for four points (the β = 7.20, 6.00, 5.25 results) show very little curvature, so that we may write, [14] 
with the gradient, ω, a slowly varying function of g 0 . To test this we note that
so a fit to the gradients in Fig. 4 (for the 8 3 × 16 lattices) yields an estimate for ω. We find that ω is constant with an approximate value of −0.018, although for the largest values of g 2 0 there are deviations from this. Fig. 7 .
κ
Note that to produce these graphs should not require high statistics as it does not involve ∆M. (Although these are not the fundamental graphs they are also useful in helping to determine the various (c sw , κ) values for the runs.)
These ∆M(κ c ) are then plotted in 
As a consistency check the alternative plot of c sw against 1/κ c is shown in Fig. 9 where c sw is plotted against 1/κ c (c sw ), again with a linear fit between the points. The optimal values of c sw , namely c * sw , taken from the previous fits as given in eq. (30) are shown as dashed horizontal lines, the intersection with the 1/κ c curves then giving the optimal critical values of κ c , namely κ * c . These are denoted in the figure as open points. As a comparison, the results from the previous determination of κ 8 Finally note that plotting the n f = 2 flavour results would yield a similar curve to Fig. 9 .
For future reference (in section 6.2) as the fits in Fig. 9 are all linear then we write
with a measured coefficient d(g 0 ), 
Finite size effects
There are (small) ambiguities due to the finite volume used. In an infinite volume we expect O(aΛ QCD ) contributions (in the chiral limit, otherwise there are also extra O(am q ) terms) due to the different boundary conditions or operators chosen. In a finite volume there are additional O(a/L) terms. Thus might expect asymptotically, following [16] ,
The terms proportional to aΛ QCD vanish as a (or g 2 0 ) → 0 and represent the ambiguities in the different definitions of M. For a physical quantity Q, then
The correction term may be re-written as (where
Potentially this might mean that Q is no longer O(a) improved for simulations where c * sw has been determined on a fixed lattice size, N s . However it is likely that the unknown coefficients q L and c L are small and coupled with the N s factor in the denominator, this is then expected to be a small effect. To avoid this altogether we can either keep L fixed in physical units as a → 0 (the 'constant physics condition') so O(a/L) → 0, or alternatively simulate for several values of N s and extrapolate to N s → ∞. The 'Poor man's solution' is to evaluate at large β → ∞ (i.e. on a free configuration for N s = 8 here) and subtract this result. Practically, following the same procedure as in section 4.1 we have found that for c sw this O(1/N s ) term (for N s = 8) is negligible.
As noted previously we have also performed additional simulations on larger lattices 12 3 ×24 for β = 6.00, 5.50 in order to discuss finite lattice size corrections. The results are plotted in Figs. 3, 7 and compared with the 8 3 × 16 results in Figs. 4, 8 . At tree level we have, [23] ,
which would indicate that for larger N s then ∆M becomes smaller, with the consequent noise/signal ratio becoming worse. Indeed this is seen in our results, with the 12 3 × 24 data being more bunched together in Fig. 3 than for the corresponding 8 3 ×16 data in Fig. 1 . This may be mitigated somewhat by choosing a larger range of c sw due to the linear nature of the data as seen in Fig. 4 and eq. (31). For β = 6.00 we have increased the number of c sw s used in the analysis.
In Fig. 10 we plot c * sw and κ * c against 1/N s . For both β = 6.00 and 5.50 there seems to be small finite size effects for c * sw . For κ * c this is also the case for β = 6.00, while for β = 5.50 the situation is perhaps a little less clear-cut. However there is no systematic trend in the data and a constant fit always lies within the error bars of the data. So although we cannot come to a definite conclusion, there do not seem to be large finite volume effects, i.e. c L appears to be small in eq. (36). So in eq. (37) we only expect small violations of O(a) improvement. We shall, in future, just consider the 8 3 × 16 data. Before giving the non-perturbative results for c * sw and κ * c we first recapitulate the perturbative results. The lowest order perturbative limit has been computed for both c * sw and κ * c , [7] . For c * sw we have
where α is the stout smearing parameter, set equal to 0.1 here. This gives
i.e. the smearing parameter has increased the value of c * sw (for α = 0, we have 
and finally for c sw = c tree sw = 1,
(Note that the result for κ c (c sw , g 0 ) is more general than the one given in [7] when only the result for c sw = 1 was given.)
6. An interpolation between the numerically determined points is also shown. For n f = 2 the same phenomenon occurs: for larger g 2 0 , κ * c begins to decrease (after initially increasing).
As a further consistency check on the results, we can investigate the gradient ∂(1/κ c )/∂c sw | c * sw . From eq. (34) we have
as the fits in Fig. 9 are linear, where d is given in eq. (35). Perturbatively we have from eq. (43),
As g 0 increases c sw increases, so not only do more terms in this expansion become important, but the coefficient of the leading term increases as well. For c sw = c tree sw = 1 we have the leading order perturbative result,
In Fig. 13 we plot ∂(1/κ c )/∂c sw | c * sw against g 2 0 , together with a 5th order polynomial in g 2 0 ,
and find d 2 +0.4180
The results follow a smooth curve.
Conclusions and Discussion
Non-perturbative O(a) improvement is a viable procedure for (stout) smeared actions with typical clover results being obtained. (Other recent results for 3 flavours are given in [15, 16, 17] .) Using the Schrödinger functional method we have determined the optimal clover coefficent, c * sw necessary to achieve O(a) improvement and also the optimal critical hopping parameter, κ * c , eqs. (45), (47) over a wide range of coupling constant.
As a increases we need a significant c sw ≫ c tree sw ≡ 1 for O(a) improvement. We are now seeking a region where a ∼ 0.05 − 0.1 fm. Improvement, which is presumably represented by an asymptotic series, brings an advantage for smaller a say a ≤ 0.1 fm. The two extremes for a are simulations at small a with 'large' m ps when there is no continuum extrapolation but a chiral extrapolation, or alternatively simulations at 'coarse' a with m ps ∼ m π when there is no chiral extrapolation but a continuum extrapolation. Of course the Schrödinger functional does not tell us a; for this conventional HMC simulations are required. Some preliminary results indicate that around β ∼ 5.50 we have a ∼ 0.08 fm.
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