Introduction
In this paper we are interested in the following question: given a finite measure µ, at what speed can it be approximated by finitely supported measures? To give a sense to the question, one needs a distance on the space of measures; we shall use the Wasserstein distances W p , with arbitrary exponent p ∈ [1, +∞) (definitions are recalled in Section 2).
This problem has been called Quantization for probability distribution, the case of exponent p = 1 has also been studied under the name of location problem, and the case p = 2 is linked with optimal centroidal Voronoi tessellations. After submission of the present article, we became aware that the previous works cover much more of the material presented than we first thought; see Subsection 1.2 for detailled references.
This problem could be of interest for a numerical study of transportation problems, where measures can be represented by discrete ones. One would need to know the number of points needed to achieve some precision in the approximation.
We shall restrict our attention to compactly supported Borelian measures on Riemannian manifolds. Here we write ≈ to say that one quantity is bounded above and below by positive multiples of the other. Examples of Ahlfors regular measures are given by the volume measures on submanifolds, and self-similar measures (see for example [7] ). Theorem 1.1, to be proved in a slightly more general and precise form in section 4, is simple and unsurprising; it reminds of ball packing and covering, and indeed relies on a standard covering argument.
In the particular case of absolutely continuous measures, one can give much finer estimates. First, it is easily seen that if d denotes the uniform measure on a Euclidean unit cube of dimension d, then there is a constant θ(d, p) such that
3). Note that determining the precise value of θ(d, p) seems difficult; known cases are discussed in Section 1.2.
The main result of this paper is the following, where "vol" denotes the volume measure on the considered Riemannian manifold and is the default measure for all integrals. Theorem 1.2. -If µ = ρ vol where ρ is a compactly supported function on a Riemannian manifold (M, g), then for all 1 p < ∞ we have
where |ρ| β = ( M ρ β ) 1/β is the L β "norm", here with β < 1 though. Moreover, if (µ N ) is a sequence of finitely supported measures such that µ N ∈ ∆ N minimizes W p (µ, µ N ), then the sequence of probability measures (μ N ) that are uniform on the support of µ N converges weakly to the multiple of ρ d p+d that has mass 1. Theorem 1.2 is proved in Section 5. Note that the hypothesis that µ has compact support is obviously needed: otherwise, |ρ| d/(d+p) could be infinite. Even when µ is in L d/(d+p) , there is the case where it is supported on a sequence of small balls going to infinity. Then the location of the balls is important in the quality of approximation and not only the profile of the density function. However, this hypothesis could probably be relaxed to a moment condition. Theorem 1.2 has no real analog for measures of fractional dimension.
-There is a s-dimensional Ahlfors regular measure κ on R (namely, κ is the Cantor dyadic measure) such that W p (κ, ∆ N )N 1/s has no limit.
Section 6 is devoted to this example. Part of the interest of Theorem 1.2 comes from the following observation, to be discussed in Section 7: when p = 2, the support of a distance minimizing µ N ∈ ∆ N generates a centroidal Voronoi tessellation, that is, each point is the center of mass (with respect to µ) of its Voronoi cell. We thus get the asymptotic repartition of an important family of centroidal Voronoi tessellations, which enables us to prove some sort of energy equidistribution principle.
1.2. Discussion of previously known results. -There are several previous works closely related to the content of this paper.
1.2.1. Foundations of Quantization for Probability Distributions. -The book [10] by Graf and Luschgy (see also the references therein), that we only discovered recently, contains many results on the present problem. Theorem 1.1 is proved there in section 12, but our proof seems more direct. Theorem 1.2 is proved in the Euclidean case in Sections 6 and 7 (with a weakening of the compact support assumption). A generalization of Theorem 1.3 is proved in Section 14, yet we present a proof for the sake of self-completeness.
The case p = 1, M = R n is usually called the location problem. In this setting, Theorem 1.2 has also been proved by Bouchitté, Jimenez and Rajesh [1] under the additionnal assumption that ρ is lower semicontinuous.
Our main motivation to publish this work despite these overlaps is that the case of measures on manifold should find applications; for example, good approximations of the curvature measure of a convex body by discrete measures should give good approximations of the body by polyhedra.
It seems that the quantization, the location problem and the study of optimal CVTs, although the last two are particular cases of the first one, have been only studied independently. We hope that notincing this proximity will encourage progress on each question to be translated in the others.
1.2.2.
Around the main theorem. -Mosconi and Tilli in [15] have studied (for any exponent p, in R n ) the irrigation problem, where the approximating measures are supported on connected sets of length < ℓ (the length being the 1-dimensional Hausdorff measure) instead of being supported on N points; the order of approximation is then ℓ 1/(d−1) . Brancolini, Buttazzo, Santambrogio and Stepanov compare in [2] the location problem with its "short-term planning" version, where the support of supp µ N is constructed by adding one point to that of µ N −1 , minimizing the cost only locally in N.
1.2.3. Approximation constants for cubes. -Some values of θ(d, p) have been determined. First, it is easy to compute them in dimension 1:
The case d = 2 has been solved by Fejes Tóth [8, 9] , (and by Newmann [16] for p = 2 and Morgan and Bolton [14] for p = 1), see also [10] Section 8. In particular θ(2, 2) = 5 √ 3/54 θ(2, 1) = 2 −2/3 3 −7/4 (4 + ln 27).
When d = 2 and for all p, the hexagonal lattice is optimal (that is, the given θ is the distance between the uniform measure on a regular hexagon and a Dirac mass at its center). All other cases are open to our knowledge. For numerical evidence in the case p = 2, d = 3 see Du and Wang [6] . Note that in the limit case p = ∞, determining θ amounts to determining the minimal density of a ball covering of R d , which is arguably as challenging as determining the maximal density of a ball packing, a well-known open problem if d > 3.
Random variations.
-Concerning the order of convergence, it is worth comparing with the problem of estimating the distance from a measure µ to empirical measuresμ N = N −1 k δ X k where X 1 , . . . , X N are independent random variables of law µ. It seems thatμ N is almost optimal in the sense that W 2 (µ,μ N ) ∼ C N −1/d almost surely (under moment conditions, but here we take µ compactly supported so this is not an issue); Horowitz and Karandikar have shown in [12] that W 2 (µ,μ N ) has the order at most N −1/(d+4) and the better exponent above is suggested in the Mathematical Review of that paper.
Let us also briefly note that the optimal matching problem for random data is related to our problem. Simply put, one can say that ifμ Dobrić and Yukich [4] ). In the same flavour, other optimisation problems for random data have been studied (minimal length covering tree, traveling salesperson problem, bipartite version of those, etc.) 1.2.5. Centroidal Voronoi Tesselations. -In the case p = 2, the problem is linked to (optimal) centroidal Voronoi Tesselation, see Section 7 and [5] . In that paper (Section 6.4.1), the principle of energy equidistibution is given in the 1-dimensional case for smooth density ρ. Our corollary 7.1 in the last section generalize this to non regular densities, all exponents, and all dimensions; it is however quite a direct consequence of Theorem 1.2.
Related open questions. -
The number N of points of the support may be the first measure of complexity of a finitely supported measure that one comes up with, but it is not necessarily the most relevant. Concerning the problem of numerical analysis of transportation problems, numbers are usually encoded in a computer by floating numbers. One could therefore define the complexity of a measure supported on points of decimal coordinates, with decimal quantity of mass at each point as the memory size needed to describe it, and search to minimize the distance to a given µ among measures of given complexity.
Another possible notion of complexity is entropy : one defines
A natural question is to search a µ h that minimizes the distance to µ among the finitely supported measures of entropy at most h, and to study the behavior of µ h when we let h → ∞.
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Recalls and definitions
2.1. Notations. -Given two sequences (u n ), (v n ) of non-negative real numbers, we shall write:
-u n v n to mean that there exists a positive real a and an integer N 0 such that u n av n for all n N 0 , -u n ≈ v n to mean u n v n and u n v n . From now on, M is a given Riemannian manifold of dimension d. By a domain of M we mean a compact domain with piecewise smooth boundary (and possibly corners) and finitely many connected components.
2.2.
Ahlfors regularity and a covering result. -We denote by B(x, r) the closed ball of radius r and center x; sometimes, when B = B(x, r) and k ∈ R, we denote by kB the ball B(x, kr).
Let µ be a finite, compactly supported measure on a manifold M of dimension d, and let s ∈ (0, +∞). One says that µ is Ahlfors regular of dimension s if there is a constant C such that for all x ∈ supp µ and for all r diam(supp µ), one has
This is a strong condition, but is satisfied for example by auto-similar measures, see [13, 7] for definitions and Section 6 for the most famous example of the Cantor measure. Note that if µ is Ahlfors regular of dimension s, then s is the Hausdorff dimension of supp µ (and therefore s d), see [11, Sec. 8.7] .
We shall need the following classical covering result.
Proposition 2.1 (5δ covering).
-If X is a closed set and F is a family of balls of uniformly bounded diameter such that X ⊂ F B, then there is a subfamilly G of F such that:
2.3. Wasserstein distances. -Here we recall some basic facts on optimal transportation and Wasserstein distances. For more information, the reader is suggested to look for example at Villani's book [17] which provides a very good introduction to this topic. First consider the case p < ∞, which shall attract most of our attention. A finite measure µ on M is said to have finite p-th moment if for some (hence all) x 0 ∈ M the following holds:
In particular, any compactly supported finite measure has finite p-th moment for all p. Let µ 0 , µ 1 be two finite measures having finite p-th moment and the same mass. A transport plan between µ 0 and µ 1 is a measure Π on M × M that has µ 0 and µ 1 as marginals, that is : Π(A × M) = µ 0 (A) and Π(M × A) = µ 1 (A) for all Borelian set A. One shall think of Π has a assignement of mass: Π(A × B) represents the mass sent from A to B.
The L p cost of a transport plan is defined as
One defines the L p Wasserstein distance by
where the infimum is on all tranport plan between µ 0 and µ 1 . One can show that there is always a tranport plan that achieves this infimum, and that W p defines a distance on the set of measures with finite p-th moment and given mass. Moreover, if M is compact W p metrizes the weak topology. If M is non-compact, it defines a finer topology.
Most of the time, one restricts itself to probability measures. Here, we shall use extensively mass transportation between submeasures of the main measures under study, so that we need to consider measures of arbitrary mass. Given positive measures µ and ν, we write that µ ν if µ(A) ν(A) for all borelian set A, which means that ν − µ is also a positive measure.
It is important to notice that c p (Π) is homogeneous of degree 1 in the total mass and of degree p on distances, so that in the case
. The case p = ∞ is obtained as a limit of the finite case, see [3] . Let µ 0 and µ 1 be compactly supported measures of the same mass and let Π be a transport plan between µ 0 and µ 1 . The L ∞ length of Π is defined as
that is, the maximal distance moved by some infinitesimal amount of mass when applying Π. The L ∞ distance between µ 0 and µ 1 then is
where the infimum is on all transport plan from µ 0 to µ 1 . In a sense, the L ∞ distance is a generalisation to measures of the Hausdorff metric on compact sets. We shall use ℓ ∞ , but not d ∞ . The problem of minimizing W ∞ (µ, ∆ N ) is a matter of covering supp µ (independently of µ itself), a problem with quite a different taste than our.
Preparatory results
The following lemmas are useful tools we shall need; the first two at least cannot pretend to any kind of originality by themselves.
Lemma 3.1 (monotony). -Let µ and ν be finite measures of equal mass andμ µ. Then there is a measureν ν (in particular, suppν ⊂ supp ν) such that
Proof. -Let Π be an optimal transportation plan from µ to ν. We construct a low-cost transportation plan fromμ toν by disintegrating Π.
There is family of finite measures (
for all Borelian A and B. Definẽ
and letν be the second factor projection ofΠ. SinceΠ Π, we havẽ ν ν and c p (Π) c p (Π); moreoverΠ is a transport plan fromμ toν by definition ofν. Lemma 3.2 (summing). -Let (µ, ν) and (μ,ν) be finite measures with pairwise equal masses. Then
Proof. -Let Π andΠ be optimal transport plans between respectively µ and ν,μ andν. Then Π +Π is a transport plan between µ +μ and ν +ν whose cost is c p (Π +Π) = c p (Π) + c p (Π).
This very simple results have a particularly important consequence concerning our question. There is a sequence of N-supported measuresμ N such that there are at most εN points in suppμ N \ supp µ N and
where N 1 is equivalent to (and at least) (1 − ε)N, | · | T V is the total variation norm and the constant in the O depends only on the geometry of a domain where both µ andμ are concentrated.
In particular we get
The name of this result has been chosen to emphasize that the total variation distance between two absolutely continuous measures is half the L 1 distance between their densities.
Proof. -We can writeμ = µ ′ + ν where µ ′ µ and ν is a positive measure of total mass at most |µ −μ| V T . If D is a domain supporting both µ andμ, it is a classical fact that there is a constant C (depending only on D) such that for all integer K, there are points x 1 , . . . , x K d ∈ D such that each point of D is at distance at most C/K from one of the x i . For example if D is a Euclidean cube of side length L, by dividing it regularly one can achieve
then by sending each point of D to a closest x i , one constructs a transport plan between ν and a
The summing lemma now shows that
Note that the presence of the |µ−μ| T V factor will be crucial in the sequel, but would not be present in the limit case p = ∞, which is therefore very different. 
for all x ∈ D and all v ∈ T x M. Then, denoting by W p the Wasserstein metric computed using the distance d induced by g, and by W 
Proof. -For all x, y ∈ D one has d ′ (x, y) e r d(x, y) by computing the g ′ -length of a g-minimizing (or almost minimizing to avoid regularity issues on the boundary) curve connecting x to y. The same reasonning applies to transport plans: if Π is optimal from µ to ν according to d, then the d ′ cost of Π is at most e pr times the d-cost of Π, so that W ′ p (µ, ν) e r W p (µ, ν). The other inequality follows by symmetry.
Let us end with a result showing that no mass is moved very far away by an optimal transport plan to a N-supported measure if N is large enough.
Lemma 3.5 (localization)
Proof. -Assume on the contrary that there are sequences N k → ∞, x k ∈ supp µ and a number ε > 0 such that Π N k moves x k by a distance at least ε. There is a covering of supp µ by a finite number of balls of radius ε/3. Up to extracting a subsequence, we can assume that all x k lie in one of this balls, denoted by B. Since B is a neighborhood of x k and x k ∈ supp µ, we have µ(B) > 0. Since Π N k is optimal, it moves x k to a closest point in supp µ N k , which must be at distance at least ε from x k . Therefore, every point in B is at distance at least ε/3
4. Approximation rate and dimension Theorem 1.1 is the union of the two following propositions. Note that the estimates given do not depend much on p, so that in fact Theorem 1.1 stays true when p = ∞. Proof. -The 5δ covering proposition above implies that given any δ > 0, there is a subset G of supp µ such that
In particular, as soon as δ < diam(supp µ) one has 1 x∈G µ(B(x, δ)) |G |C −1 δ s so that G is finite, with |G | Cδ −s . Letμ be a measure supported on G , that minimizes the L p distance to µ among those. A way to constructμ is to assign to a point x ∈ G a mass equal to the µ-measure of its Voronoi cell, that is of the set of points nearest to x than to any other points in G . The mass at a point at equal distance from several elements of G can be split indifferently between those. The previous discussion also gives a transport plan from µ toμ, where each bit of mass moves a distance at most 5δ, so that W p (µ,μ) 5δ (whatever p). 
Proof. -Consider a measure µ N ∈ ∆ N that minimizes the distance to µ. For all δ > 0, the union of the balls centered at supp µ N and of radius δ has µ-measure at most NCδ s . In any transport plan from µ to µ N , a quantity of mass at least 1 − NCδ s travels a distance at least δ, so that in the best case the quantity of mass traveling a distance between δ < (NC) −1/s and δ + dδ is NCsδ s−1 dδ. It follows that
In fact, Theorem 1.1 applies to more general measures, for example combination of Ahlfors regular ones, thanks to the following. 
Proof. -By the monotony lemma,
The following is now an easy consequence of this lemma.
where a i > 0 and µ i are probability measures that are compactly supported and Ahlfors regular of dimension s i > 0. Let s = max i (s i ). Then
Absolutely continuous measures
In this section we prove Theorem 1.2. To prove the Euclidean case, the idea is to approximate (in the L 1 sense) a measure with density by a combination of uniform measures in squares. Then a measure on a manifold can be decomposed as a combination of measures supported in charts, and by metric stability the problem reduces to the Euclidean case.
The following key lemma shall be used several times to extend the class of measures for which we have precise approximation estimates. 
be a sequence minimizing the W p distance to µ and define N i (with implicit dependency on N) as the number of points of supp µ N that lie on D i , the points lying on a common boundary of two or more domains being attributed arbitrarily to one of them.
If the vector (N i /N) i has a cluster point x = (x i ), then x minimizes
Note that the assumption that none of the µ i vanish is obviously unecessary (but convenient). If some of the µ i vanish, one only has to dismiss them.
Proof. -For simplicity we denote c p (N) = W p p (µ, ∆ N ). Let ε be any positive, small enough number.
We can find a δ > 0 and domains
is at distance at least δ from the complement of 
when all N i are large enough, which happens if N itself is large enough given that x i = 0.
For N large enough, the localization lemma ensures that no mass is moved more than δ by an optimal transport plan between µ and µ N .
This implies that the cost c p (N) is bounded below by
1 -stability this gives the bound
The two inequalities above give us
Now, if x is a mere cluster point of (N i /N), this still holds up to a subsequence. If x did not minimize F (α; x), then by taking best approximations of µ i supported on x ′ i N points where x ′ is a minimizer, we would get by the same computation a sequence µ ′ N with better asymptotic behavior than µ N (note that we used the optimality of µ N only to bound from above each
The study of the functional F is straightforward.
Lemma 5.2. -Fix a positive vector α = (α 1 , α 2 , . . . , α I ) and consider the simplex
which is proportionnal to (α dp d+p i ) i , with
α dp d+p i d+p dp =: |α| dp d+p .
As a consequence, in the combination lemma the vector (N i /N) must converge to x 0 .
Proof. -First F (α; ·) is continuous and goes to ∞ on the boundary of X, so that is must have a minimizer. Any minimizer must be a critical point of F p and therefore satisfy is a constant and we get the uniqueness of x 0 and its expression:
The value of F (α; x 0 ) follows. In the combination lemma, we now by compacity that (N i /N) must have cluster points, all of which must minimize F (α; ·). Since there is only one minimizer, (N i /N) has only one cluster point and must converge to x 0 . We are now ready to tackle more and more cases in Theorem 1.2. As a starting point, we consider the uniform measure d on the unit cube of R d (endowed with the canonical metric).
The proof is obviously not new, since it is the same argument that shows that an optimal packing (or covering) of the Euclidean space must have a well-defined density (its upper and lower densities are equal). Divide the cube into k d cubes of side length 1/k, and consider the element µ k of ∆ k d N 1 obtained by duplicating µ 1 in each of the cubes, with scaling factor k −1 and mass factor k −d (see figure 1) . The obvious transport plan obtained in the same way from the optimal one between d and µ 1 has total cost k −p c(N 1 ), so that
Note that we used the self-similarity of the cube at many different scales; the result does not hold with more general self-similar (fractal) measures, see Section 6. Now, the combination lemma enables us to extend the validity domain of Equation (1).
due to the homogeneity of W p : µ i is obtained from d by multiplication by ρ i δ d and dilation of a factor δ. By the combination lemma, we get
Lemma 5.5. -Equation (1) holds whenever µ is an absolutely continuous measure defined on a compact domain of R d .
Proof. -For simplicity, we denote β = d/(d + p). Let C be a cube containing the support of µ. Choose some ε > 0. Letμ =ρλ be a measure such thatρ is constant on each cube of a regular subdivision of C, is zero outside C, satisfies |ρ−ρ| 1 2ε 1+p/d and such that |ρ−ρ| β ε|ρ| β . The stability lemma shows that
so that, using the hypotheses onρ and the previous lemma,
Symmetrically, we get (again for N large enough)
Letting ε → 0, the claimed equivalent follows.
Lemma 5.6. -Equation (1) holds whenever µ is an absolutely continuous measure defined on a compact domain of R d , endowed with any Riemannian metric.
Proof. -Denote by g the Riemannian metric, and let C be a Euclidean cube containing the support of µ. Let ε be any positive number, and choose a regular subdivision of C into cubes C i of center p i such that for all i, the restriction g i of g to C i is almost constant: |g(p) − g(p i )| ε/2 for all p ∈ C i . Denote byg the piecewise constant metric with value g(p i ) on C i . Note that even ifg is not continuous, at each discontinuity point x the possible choices for the metric are within a factor e 2ε one from another, and one defines thatg(x)(v, v) is the least of the g(p i )(v, v) over all i such that x ∈ C i . In this way,g defines a distance function close to the distance induced by g and the metric stability lemma holds with the same proof.
If one prefers not using discontinuous metrics, then it is also possible to consider slightly smaller cubes C ′ i ⊂ C i , endow C ′ i with a constant metric, and interpolate the metric between the various cubes. Then one uses the L 1 stability in addition to the metric stability in the sequel. Denote by ρ the density of µ with respect to the volume form defined by g, by µ i the restriction of µ to C i and by ρ i the density of µ i . A domain of R d endowed with a constant metric is isometric to a domain of R d with the Euclidean metric so that we can apply the preceding lemma to each µ i : denoting by W ′ p the Wasserstein distance computed from the metricg,
The combination lemma then ensures that W
The metric stability lemma gives
p (µ, ∆ N ) and we only have left to let ε → 0.
We can finally end the proof of the main theorem.
Proof of Theorem 1.2. -Here µ is an absolutely continuous measure defined on a compact domain D of M. Divide the domain into a finite number of subdomains D i , each of which is contained in a chart. Using this chart, each D i is identified with a domain of R d (endowed with the pulled-back metric of M). By combination, the previous lemma shows that Equation (1) holds.
Let us now give the asymptotic distribution of the support of any distance minimizing µ N . Let A be any domain in M. Let x be the limit of the proportion of supp µ N that lies inside A (x exists up to extracting a subsequence). Since the domains generates the Borel σ-algebra, we only have to prove that x = A ρ β / M ρ β . But this follows from the combination lemma applied to the restriction of µ to A and to its complement.
The dyadic Cantor measure
In this section we study the approximation problem for the dyadic Cantor measure κ to prove Theorem 1.3.
Let S 0 , S 1 be the dilations of ratio 1/3 and fixed point 0, 1. The map defined by
# µ is 1/3-Lipschitz on the complete metric space of probability measures having finite p-th moment endowed with the L p Wasserstein metric. It has therefore a unique fixed point, called the dyadic Cantor measure and denoted by κ. It can be considered as the "uniform" measure on the usual Cantor set.
By convexity of the cost function and symmetry, c 1 := W p (κ, ∆ 1 ) is realized by the Dirac measure at 1/2. Using the contractivity of S , we see at once that W p (κ, ∆ 2 k ) 3 −k c 1 . Denote by s = log 2/ log 3 the dimension of κ. We have
for all integer k.
To study the case when the number of points is not a power of 2, and to get lower bounds in all cases, we introduce a notation to code the regions of supp κ. where ǫ ∈ {0, 1}, and an interval is the father of its sons. The two sons of an interval are brothers. Finally, we say that n is the generation of the interval I n w . Let N be an integer, and µ N ∈ ∆ N be a measure closest to κ, whose support is denoted by {x 1 , . . . , x N }. An interval I n w is said to be terminal if there is an x i in its soul. A point in I n w is always closer to the center of I n w than to the center of its father. This and the optimality of µ N implies that a terminal interval contains only one x i , at its center.
Since the restriction of κ to I n w is a copy of κ with mass 2 −n and size 3 −n , it follows that
where the sum is on terminal intervals. A simple convexity arguments shows that the terminal intervals are of at most two (successive) generations. Consider the numbers N k = 3·2 k . The terminal intervals of an optimal µ N k must be in generations k + 1 (for 2 k of them) and k + 2 (for 2 k+1 of them). Therefore
and finally
Note that the precise repartition of the support does not have any importance (see figure 2 ). Figure 2 . The four first steps of the construction of the Cantor set; the Cantor measure is equally divided between the intervals of a given step. The bullets show the supports of two optimal approximation of κ by 6-supported measures. We see that there is no need for the support to be equally distributed between the intervals of the first generation.
To see that W p (κ, ∆ N )N 1/s has no limit, it is now sufficient to estimate the factor of c 1 in the right-hand side of the above formula. First we remark that
increasing in p and takes for p = 1 the value 2/3. Finally, we compute 2/3 · 3 log 3 log 2 −1 ≃ 1.27 > 1. Note that the fundamental property of κ we used is that the points in a given I n w are closest to its center than to that of its father. The same method can therefore be used to study the approximation of sparser Cantor measure, or to some higher-dimensionnal analogue like the one generated by four contractions of ratio 1/4 on the plane, centered at the four vertices of a square.
Moreover, one could study into more details the variations in the approximations W p (κ, ∆ N ). As said before, here our point was only to show the limitations to Theorem 1.2.
Link with Centroidal Voronoi Tessellations
Here we explain the link between our optimization problem and the centroidal Voronoi tessellations (CVTs in short). For a complete account on CVTs, the reader can consult [5] from where all definitions below are taken. Since we use the concept of barycenter, we consider only the case M = R d (with the Euclidean metric). As before, λ denotes the Lebesgue measure. 
and we denote it by V (X). One says that V i is the Voronoi cell of x i . It is a tiling of Ω, in particular the cells cover Ω and have disjoint interiors.
Each V i has a center of mass, equivalently defined as
or as the minimizer of the energy functionnal
One says that (V i ) i is a centroidal Voronoi tessellation or CVT, if for all i, g i = x i . The existence of CVTs comes easily by considering the following optimization problem: search for a N-tuple of points X = (x 1 , . . . , x N ) and a tiling V of Ω by N sets V 1 , . . . , V N which together minimize
A compacity argument shows that such a minimizer exists, so let us explain why a minimizer must be a CVT together with its generating set. First, each x i must be the center of mass of V i , otherwise one could reduce the total energy by moving x i to g i and changing nothing else. But also, V i should be the Voronoi cell of x i , otherwise there is a j = i and a set of positive measure in V i whose points are closest to x j than to x i . Transfering this set from V i to V j would reduce the total cost.
We observe that this optimization problem is exactly that of approximating the measure ρλ in L 2 Wasserstein distance; more precisely, finding the N-tuple x that minimizes inf V E V (X) is equivalent to finding the support of an optimal µ N ∈ ∆ N closest to ρλ, and then the Voronoi tesselation generated by X gives the mass of µ N at each x i and the optimal transport from ρλ to µ N .
One says that a CVT is optimal when its generating set is a global minimizer of the energy functional E (X) = E V (X) (X).
Optimal CVTs are most important in applications, which include for example mesh generation and image analysis (see [5] ).
7.2. Equidistribution of Energy. -The principle of energy equidistribution says that if X generates an optimal CVT, the energies E V i (x i ) of the generating points should be asymptotically independent of i when N goes to ∞.
Our goal here is to deduce a mesoscopic version of this principle from Theorem 1.2. A similar result holds for any exponent, so that we introduce the L p energy functionals E
In particular, an optimal X for this last functional is the support of an element of ∆ N minimizing the L p Wasserstein distance to ρλ. Note that for p = 2 an x minimizing E p (x) need not generate a CVT, since the minimizer of E p V i is not always the center of mass of V i (but it is unique as soon as p > 1). Proof. -Fix some ε > 0 and let A ′ ⊂ A be the set of points that are at distance at least ε from Ω \ A and by A ′′ ⊃ A the set of points at distance at most ε from A.
First, the numbers N ′ , N ′′ of points of X N in A ′ , A ′′ satisfy
The localization lemma implies that the maximal distance by which mass is moved by the optimal transport between ρλ and the optimal X Nsupported measure tends to 0, so that for N large enough the energy of all points in A is at least the minimal cost between ρ |A ′ λ and ∆ N ′ and at most the minimal cost between ρ |A ′′ λ and ∆ N ′′ .
Letting ε → 0 we thus get that the total energy of all points of X N lying in A is equivalent to
As a consequence we haveĒ
