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Abstract 
A Virtual Reality (VR) system allows users to participate in and be a part of a 
synthetic environment. The ability to gather information about a VR environment is vital for 
providing fully immersive experiences for the users of that VR environment. Furthermore, 
the need for wireless transmission of this environmental information is quickly being 
realized. The ability to track user and environmental changes requires the transmission and 
collection of data from many sensors. This thesis examines possible methods for wireless 
transmission of VR environmental sensor data. An overview of the major constraints for 
wireless communications in a VR environment is provided. These constraints are latency, 
bandwidth, and interference. Several technologies, including Wireless Sensor Networks and 
Personal Area Networks, are studied. A network architecture for a wireless sensor system is 
suggested and various communication methods, protocols, and platforms are analyzed. 
1 
1. Introduction 
Virtual Reality (VR) is a relatively new field that allows researchers to approach 
problems from new, unique ways. A VR user participates in and is part of a synthetic 
environment, as opposed to being a mere observer of that environment. VR systems have 
been used in many applications, including flight simulators, hazardous environmental safety 
monitoring, scientific visualization, architectural visualization, product design, training, and 
entertainment [Ear93]. VR users are able to interact with their environment through the use 
of devices. Devices take physical information about a user's immediate environment and 
convert that information into a format that is useable by the VR system. Because of the wide 
range of disciplines that make use of VR, the types of devices that a VR system needs to 
accommodate varies greatly. This results in the need for people with highly specialized 
technical skills to develop devices for specific research applications. Ideally, a VR system 
should allow researchers to focus on their specific research problems, rather than spending 
time on device development. 
Furthermore, in a fully enclosed VR environment such as the C6, devices must also 
be wireless. This makes device development even more difficult and time consuming. 
Wireless devices face other problems that are not found in wired devices, such as latency 
constraints, limited bandwidth, and interference from other devices [Grau02]. 
The research in this thesis is motivated by the need for wireless devices that are 
resilient to the problems described above. The goal of this thesis is to provide a framework 
for the collection of information from multiple devices or sensors. 
2 
1.1 Terminology and Acronyms 
This thesis draws information from many different areas of research, including: 
Virtual Reality, communication theory, sensor technology, networking, and human factors. 
In order to facilitate understanding amongst these areas, this section will briefly define some 
of the terminology and acronyms as they are used throughout this thesis. At the end of this 
Chapter, Table I.I shows a list of the terminology used along with a definition of each and 
Table I .2 shows a list of acronyms. 
1.2 Scope of Research 
The research in this thesis looks specifically at the gathering, processing, and 
organization of data from multiple sensors. Two main areas of research have been examined. 
The first area is wireless sensor networks. The second area is personal area networks. Both 
of these methods have been developed for a wide variety of applications [KarOI, Iyen95]. 
Very little research has been done regarding wireless sensors in a VR environment, however. 
Current technologies will be looked at and assessed. 
In order to achieve the goals stated above, this thesis will meet the following objectives: 
I. Define the requirements and constraints of the information integration problem. 
This will be done by looking at the VR environment and its current and future 
needs. From this, the requirements and constraints for the problem will be given. 
2. Research existing solutions. Wireless sensor networks and personal area 
networks have already been developed for many applications. This thesis will 
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look at some of these existing techniques and solutions, as well as possible 
network architectures in wireless sensor networks. 
3. Analyze existing solutions applicability to a VR environment. The above 
solutions will be examined to determine to what extent they may be applicable to 
a VR environment. 
4. Devise possible YR-specific solutions - Based on the analyses of network 
architectures, physical protocols, and wireless sensor network products, possible 
solutions will be offered. 
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Table 1.1 - Table of Terminology 
Term Definition 
Ad hoc network 
A network that uses a peer-to-peer configuration and has no access 
points 
Bandwidth The width of the positive frequency band of a communication channel 
Broadcast A network connection in which data is sent to all destinations 
C6 
An immersion device used to display synthetic environments, located at 
Iowa State University 
Channel 
The medium used to send information from the transmitter to the 
receiver 
Communication A system for transmitting data that consists of at least a transmitter, a 
System channel, and a receiver 
Decimation The process of decreasing the effective sampling rate of a digital signal 
Device 
Any instrument or tool that enables a user to interact with his or her 
environment 
Hierarchical A network architecture that has multiple layers in which nodes can only 
Architecture communicate directly with the layer above or below itself 
Interference 
When multiple users, devices, or systems use the same frequency band 
they are said to interfere with each other 
Latency A measure of delay in a communication system. 
Multicast A network connection in which data is sent to multiple destinations 
Physical Sensor 
An element that changes some physical parameter into an electrical 
signal 
Sensor Node 
An element of a wireless sensor network that includes sensor(s), 
communications, and signal processing 
Smart Sensor 
Any sensor or group of sensors that uses "intelligence" (signal 
processing, etc.) to gain information about an environment 
Unicast A network connection in which data is sent to only one destination 
Virtual Reality 
A human-computer interface in which the human is immersed in and 
interacts with a synthetic environment 
VR Juggler A application development program for Virtual Reality systems 
Wireless 
A communication method that uses the radio frequency spectrum for 
sending and receiving data 
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Table 1.2 - Table of Acronyms 
Acronym Meaning 
bps bits per second 
BPSK Binary Phase Shift Keying 
CSMNCA 
Collision Sense Multiple Access/Collision 
Avoidance 
DECT Digital Enhanced Cordless Telecommunications 
DQPSK Differential Quadrature Phase Shift Keying 
DSSS Direct Sequence Spread Spectrum 
FHSS Frequency Hopping Spread Spectrum 
FSK Frequency Shift Keying 
GFSK Gaussian Frequency Shift Keying 
Hz Hertz 
IEEE Institute of Electrical & Electronics Engineers 
MSK Minimum Shift Keying 
OOK On-Off Keying 
PNC Personal Network Coordinator 
PWT Personal Wireless Telecommunications 
QoS Quality of Service 
QPSK Quadrature Phase Shift Keying 
RF Radio Frequency 
TCM Trellis-Coded Modulation 
TDD Time Division Duplexing 
TDMA Time Division Multiple Access 
VR Virtual Reality 
w Watts 
(W)LAN (Wireless) Local Area Network 
(W)PAN (Wireless) Personal Area Network 
WSN Wireless Sensor Network 
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2. Requirements and Constraints 
In order to gather and process information from a variety of sensors in a virtual 
environment, certain specifications must be met in order to be successful. This section looks 
at the design requirements that the various parts of the information integration system must 
meet. This includes examining the overall system requirements and constraints that are built 
into the different components. 
2.1 Wireless Communication System 
A wireless, real-time communication system in a VR environment must meet a 
variety of requirements. These requirements come from a variety of sources such as the 
wireless system itself, the types and number of devices being used, the number of users, and 
the comfort-level of VR users. This section will look at the requirements of the entire 
wireless system. This includes the time from when an action is done by a user in the VR 
environment until the time when the computer system receives the data corresponding to that 
action. 
2.1.1 Latency 
A VR environment has a strict latency requirement. Studies have shown that a user's 
VR experience is highly degraded if the total latency - from the time a user acts until the time 
the system responds to that action - is too high [Bout97, Park99]. In addition, high latency 
has been known to cause vertigo or even physical illness. Because of these factors, the 
latency for the hardware in the C6 must be less than 8 ms [Dic03]. The hardware latency is 
defined as the amount of time from when an environmental change is sensed to the time that 
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the VR system knows about that change. This includes sensor reaction time, signal 
processing delays, and transmission latency. 
Significant latency could be introduced by numerous parts of the wireless 
communications system. Physical sensors have reaction latency. This reaction latency is 
generally called the response time. The response time is the time it takes a sensor to reach 
90% of its steady-state level. This time is based on the sensor's time constant, 't. After 1 
time constant, the response to a step function has reached 63.2% of its steady-state output. 
Sensor time constants depend on the type and the quality of sensor being used [Fra93]. 
Signal processing, including filtering, error correction, and data packaging, also introduces 
latency. The latency due to signal processing will depend highly upon the speed and memory 
capabilities of the signal processor, the types of algorithms that need to be implemented, and 
where the signal processing takes place. Finally, the actual communication of the data will 
also present latency. This includes latency that is a result of the type of protocol used. 
2.1.2 Bandwidth/Data Rate 
A VR environment needs to be able to support multiple users, each of which will be 
equipped with numerous sensors. Simple sensors generally have a maximum frequency 
output of around 6 kHz, while smart sensors may have a frequency output of up to 24 kHz 
[Kir02]. To estimate the total bandwidth that a VR environment must be able to handle, 
some assumptions must be made. The assumptions will be based on a high-frequency output 
application in a VR environment. The task of full-body motion tracking could feasibly 
involve 40 motion tracking sensors per user. This results in a maximum total raw data rate 
requirement of 960 kbps per user, assuming the maximum frequency output of 24 kHz per 
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sensor. Data rates may be reduced in a number of ways, however, such as compression or 
through filtering techniques such as decimation. 
2.1.3 Interference 
The communication protocol for the sensors in a VR environment must be robust to 
interference. A VR device faces many possible sources of interference, such as wireless 
LAN' s, cordless phones, and other devices in the VR environment. Wireless LAN' s such as 
IEEE 802.11 b and 802.11 g operate in the 2.4 GHz frequency band. Cordless phones can 
either operate in the 900 MHz or the 2.4 MHz frequency band. In addition, other devices in 
the VR environment could cause interference. For example, the data wand in the C6 operates 
at 915 MHz and the 5DT Data Glove 5-W operates at 418 MHz and 433.92 MHz [Data03]. 
2.2 Components of Wireless Sensor Network 
This section talks about the different components of a WSN and the constraints each 
component introduces. A WSN can be broken down into three components: sensors, signal 
processing, and communications. 
2.2.1 Sensors 
The maximum frequency output of each sensor in the system is 24 kHz. In many 
cases, this may be able to be reduced by decimation, since human movement rarely exceeds 
20-25 Hz and generally is below 10 Hz [Bout97]. To see how this would lower data rate, we 
can assume a user has 40 motion tracking sensors, with each sensor keeping track of position 
and orientation (6 variables at 2 bytes each) at a data rate of 50 Hz. Under these conditions, 
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we require a raw data rate of only 192 kbps. This is a great reduction from the maximum 
data rate given in Section 2.1.2. 
2.2.2 Signal Processing 
Signal processing is a necessary component of any wireless communication system. 
In order to ensure a quality signal, the system will have to include noise filters and error 
correction. In order to reduce bandwidth, the system will have to include decimation filters. 
This signal processing will introduce some latency but will also reduce bandwidth. The 
amount of latency will be dependent on many factors, including processor capabilities, the 
number of sensors, where the processing is located in the system, and what type of 
processing needs to be done. 
2.2.3 Communications 
The communications component is where the interference problems will occur. The 
actual communication of the data will introduce the much latency into the system. Also, the 
amount of interference that occurs will directly influence how much latency due to the 
communications system is present. This is due to the fact that the more interference there is, 
the greater the number of packet retransmissions there will be. Because of this, any 
communication protocol that is used must keep interference to a minimum. 
2.3 Conclusion 
Currently there has been little work done investigating data gathering and 
organization methods for sensors in a VR environment. The constraints put on the 
communication system by the rest of the VR environment and by the components of the 
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communication system itself make this a unique problem. The remainder of this thesis will 
look at possible solutions to this problem. 
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3. Wireless Sensor Network Architectures 
Wireless Sensor Networks (WSN's) are an emerging technology that offers the ability 
for a large number of sensors to coordinate in a single network. WSN' s are generally made 
up of multiple sensors, each of which combines sensing ability, signal processing, and 
wireless communications on a single chip [ParkOO]. WSN's have been used for a variety of 
applications, including monitoring manufacturing processes, enemy detection in tactical 
environments, monitoring traffic in urban areas, deployment in forests to detect fires, and 
gathering information in disaster areas [ParkOO, Tilak02, BonnetOO]. Most WSN's are 
deployed as an ad hoc network and then cooperate in order to sense physical phenomenon. 
Many of these applications require the use of a large number of sensors (> 1000) operating at 
extremely low data rates. Low power operation is a necessity for a network of sensors this 
large. This is because the sensors are usually spread out over a large area and because there 
are so many of them, replacing their batteries often is undesirable. 
This section begins by looking at various communication models in wireless sensor 
networks. These models are then analyzed and a communication model is chosen that 
provides the characteristics needed in a VR environment. Next, different WSN logical 
architectures are presented and an appropriate one is chosen for a VR environment. Finally, 
a WSN architecture is proposed that meets the needs of a VR environment. 
3.1 Wireless Sensor Network Communication Models 
The communication model for a WSN is a general model for how individual sensors 
in a WSN communicate with each other. It specifies which sensors can communicate 
directly with each other, how data is communicated with respect to the application, how data 
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is communicated with respect to the sensors, and what types of communications paths may 
be constructed [Tilak02]. This section discusses these issues and analyzes them in the 
context of data integration in a VR environment. 
3 .1.1 Intercommunication Model 
There are two models for intercommunication among sensors: cooperative and non-
cooperative. Cooperative sensors are able to directly communicate with other sensors in the 
WSN. Non-cooperative sensors cannot communicate with other sensors. Rather, each 
sensor is limited to communicating only with the user. Fig. 3.1 displays the differences 
between the cooperative and the non-cooperative models. 
Application 
Level 
Sensor 
Level 
Non-Cooperative 
lo\ 
0 0 
Cooperative 
Figure 3.1 - Intercommunication Models 
Because a cooperative model allows sensors to communicate with each other, it offers 
smart sensing capabilities that are not possible with non-cooperative models. The 
cooperative model also allows data to "hop" from sensor to sensor. This allows some sensors 
to be out of direct communication range of the user while still allowing the user to 
communicate indirectly with the sensor. However, a non-cooperative model allows for much 
simpler communication protocols [Tilak02]. 
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3.1.2 Data Delivery Models 
There are four different models for how the system requires the data to be delivered: 
continuous, event driven, system initiated, and a mixture model. These models can be seen 
in Fig. 3.2. With a continuous model, the sensors are always communicating with the user. 
The sensors have a continuous data output and the system is continually receiving data. With 
an event-driven model, data is only transmitted from a sensor to the system if an event 
occurs. This could mean that sensor data is only transmitted if, for example, the amount of 
pressure detected by a pressure sensor goes above a certain threshold. The system-initiated 
model only transmits sensor data at the request of the user. A mixture model incorporates 
more than one of the three models. This could be used if there are different types of sensors 
in the system that require different methods of delivery or if more diversity is needed in 
method of data delivery. 
The type of data delivery model used is highly dependent on the types of sensors 
required in the WSN. For example, accelerometers - by the nature of the type of data that 
they produce - will generally require a continuous model. On the other hand, a system 
initiated model may be more appropriate for a temperature sensor's data, which may only 
need to be sent at the request of the system [Tilak:02]. 
Sensors 
14 
User 
Get sensor 
reading 
Continuous Event-Driven System-Initiated 
Figure 3.2 - Data Delivery Models 
An advantage of a system-driven sensor model is that the system will always know 
when and how much data is going to be delivered. The main disadvantage is that it is not 
very flexible. It does not allow the VR environment to determine when data is sent. In this 
way, a purely system-initiated model makes a very passive VR environment in which the 
users are always reacting to the system, rather than the system reacting to the users. 
The advantage of an event-driven system is that it allows dynamic interaction rather 
than the passive environment of a system-initiated model. The disadvantage is that the 
system does not know when or how much information will be transmitted. 
A continuous model is predictable in that it is always transmitting data. The system 
will always know that data is being sent and generally it will know how much data is being 
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sent. The disadvantage to this is that a system based on a continuous model will have a 
larger bandwidth than the other models. 
3.1.3 Communication Model 
There are three models for how sensor data is actually communicated- irrespective 
of which data delivery model is used - that must be considered: unicast, broadcast, and 
multicast. In a unicast model, data is sent from a sensor directly to its destination. There is 
only one sender and there is only one receiver. A broadcast model transmits its data to all 
parts of the system, including other sensors. These other sensors then re-broadcast that data. 
This continues until the data reaches its destination. In a multicast model, a sensor will send 
data to a group of other sensors [LeonOO, Tilak02]. One of these sensors may be allowed to 
send data to other groups of sensors. The unicast, broadcast, and multicast models are shown 
in Fig. 3.3. The numbers in Fig. 3.3 indicate the flow of information and the relative time at 
which information is transmitted in each model. For example, in the unicast model, 
information flows first through link 1, then link 2, then link 3, and finally link 4. This can be 
contrasted with the broadcast model in which information is transmitted first through all links 
that are labeled with a "1" and then through all links that are labeled with a "2." 
The terms broadcast, unicast, and multicast are used in a slightly different way when 
speaking about wireless networks. Wireless networks are broadcast networks by nature. 
When a packet is transmitted, it is transmitted to all nodes that are within range. All nodes 
then read the packet and then if it is meant to be sent to them, they keep it. If it is not meant 
for them, they ignore it. 
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However, as wireless technologies have advanced and wireless routing becomes a 
concern, unicast and multicast methods have been devised. Wireless routing using unicast 
and multicast still rely on the wireless broadcast base. So in the context of wireless 
networks, unicast refers to routing information from source to each destination separately. 
This is in contrast to wireless multicast, in which a source is able to route information to 
multiple destinations at once. 
Most wireless routing research has been done on unicast methods [Ban02, Gup03, 
Ozak99]. Wireless multicast routing has recently seen popularity, however, because of the 
savings it can offer in bandwidth, limiting the number of transmissions, and in energy 
savings [Gup03, Ozak99]. 
x x 
x x 
Multicast 
x x 
Figure 3.3 - Communication Models 
Each communication model offers advantages and disadvantages. The unicast model 
has less overhead than the other models, but it does not have as much flexibility. A sensor 
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can only transmit data to one destination at a time. The broadcast model is resilient to 
changes in the topology of the network but it uses a lot of bandwidth since data is broadcast 
everywhere that is in range. The multicast approach attempts to have some of the advantages 
of both the unicast and the broadcast models [Tilak02]. 
3 .1.4 Network Dynamics 
There are two types of models for the dynamics of a WSN: static and dynamic. With 
the static model, neither the sensors, nor the system, nor the thing being sensed by the 
sensors, are in motion. With the dynamic model, either the sensors, the system, or the event 
being sensed is in motion. 
The advantage of using a static model is that it requires less overhead in the 
communication protocol. The disadvantage is that it requires everything to be stationary and 
the data paths cannot change. The advantage of using the dynamic model is that all parts of 
the system can be mobile and therefore there is more flexibility. The largest disadvantage is 
that it requires more communication overhead than the static model. Furthermore, depending 
on what part of the system is mobile, different protocols and data delivery models may be 
required. Overall, a dynamic model is much more complex than a static model [Tilak02]. 
3.1.5 Analysis 
This section contains a comparison of the requirements of a WSN in a VR 
environment with the various options that are available in a WSN communications model. 
This comparison leads to conclusions regarding the best communication model for a WSN in 
a VR environment. 
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A WSN in a VR environment is different than many of the typical applications of 
WSN's. Many typical WSN's involve hundreds or thousands of sensors all working 
together. These sensors can typically be spread out over a very large area. Because of this, a 
unicast or multicast model is generally used. This is because they allow efficient routing of 
data. Cooperative models are often used so sensors can communicate directly with other 
sensors. 
In contrast, a WSN in a VR environment will generally involve a relatively few 
number of sensors (<100). Because of the small area of the VR environment, all sensors will 
be within communicating distance with the system. In most VR applications, the sensors will 
be mobile. Also, a wide variety of sensors need to be supported in a VR environment. In 
addition, the latency and bandwidth requirements from Section 2.1 must be taken into 
account in the model. 
3.1.6 Conclusion 
Various WSN communication models were examined. Their advantages and 
disadvantages were compared. Then the relevant requirements for a WSN in a VR 
environment were examined. The conclusions from this section will be incorporated into a 
suitable model in Section 3.3 
3.2 Wireless Sensor Network Logical Architectures 
A WSN logical architecture specifies how a WSN is logically constructed. It 
specifies whether there are different logical levels and if so, how many there should be. It 
specifies which levels communicate with each other, whether nodes on a level communicate 
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with nodes on the same level, and what types of information are processed on each level. 
The logical architecture also specifies where signal processing will take place. This section 
will discuss the different types of logical architectures in WSN' s and analyze them for their 
usefulness in a VR environment. 
It will be helpful to introduce some terminology that will be used in this section. 
Nodes are any logical connection point in a network. Leafs are always the nodes in the 
bottom layer of the network. Root refers to the node or nodes in the highest layer of a 
network. Sensor always refers to an actual, physical sensor. An example of a sensor is an 
accelerometer or a temperature sensor. Sensors are always located on leafs. Device refers to 
one or more sensors that work together in some fashion. Depending on the network 
configuration, a device could be located in a logically higher level than physical sensors. 
3.2.1 Nonhierarchical (ad hoc) 
Nonhierarchical architectures generally have little or no logical hierarchical structure. 
All nodes in a nonhierarchical network are interconnected with each other. Because of this 
interconnection, each node needs signal processing capabilities. An example of a 
nonhierarchical architecture is shown in Fig. 3.4. 
I 
I 
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' 
... ---...... 
' ' ' 
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Figure 3.4- Nonhierarchical (ad hoc) Architecture 
A nonhierarchical architecture has been shown to be well-suited for environments 
that aren't very complex but that change often. They are good for environments that change 
often because they are so interconnected. They are well-suited for non-complex 
environments because there are no centers where complex processing can occur [Wess81]. If 
there are N nodes in a nonhierarchical network, then there will be N(N-1 )/2 interconnections 
in the network. This makes the network resilient to link failures since there are so many 
interconnections. One disadvantage to this architecture however, is that it is only suitable in 
networks with a small number of nodes. This is because as N grows, the number of 
interconnections also grows, causing more complexity and higher cost [lyen95]. 
3.2.2 Hierarchical Architecture 
Fig. 3.5 shows a hierarchical WSN architecture. Hierarchical architectures have 
distinct, logical levels of abstraction. Higher levels can be said to make decisions and give 
commands to lower levels. Lower levels can be said to give information to higher levels. 
Nodes on each abstract level do not communicate with each other. Rather, the level directly 
above it receives all the information from each node and makes decisions based on that 
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information. Hierarchical architectures are better suited than nonhierarchical architectures 
for complex processing that do not change often. The reason why hierarchical architectures 
are better suited is because they have hierarchical levels that allow complex processing to be 
done on data from multiple sensors. However, hierarchical architectures are not as 
interconnected as nonhierarchical architectures and therefore are not as robust to changes in 
the environment [Wess81]. 
Highest Level 
Lowest Level 
Figure 3.5 - Hierarchical Architecture 
Some of the disadvantages of hierarchical networks is that nodes cannot share 
information with other nodes on the same level, errors tend to accumulate as you get higher 
in the hierarchy, bottlenecks in the information flow can occur in the middle levels, and it 
requires nodes and signal processing for "management" duties [Iyen95, Wess81]. 
3.2.3 Mixture (Flat Tree) 
Flat tree architectures are hierarchical but also have some interconnection. There are 
multiple root nodes and all of the root nodes are fully interconnected. Each root is connected 
to lower level nodes. As can be seen in Fig. 3.6, the lower level nodes are not interconnected 
[Iyen95]. 
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Figure 3.6 - Flat Tree Architecture 
One advantage to this architecture is that a global clock is not needed - only local 
clocks are needed. Another advantage is that there is a lot of flexibility in where the signal 
processing can be done. There needs to be signal processing at the root nodes but there could 
also be signal processing capabilities on lower levels. There are many limitations to this 
architecture, however. Flat tree architectures require a static organization and are not very 
robust if a communication link fails. Also, errors tend to accumulate as information flows 
from lower levels to higher levels [lyen95]. 
3.2.4 Analysis 
A WSN in a VR environment will generally not require that physical sensors are able 
to communicate with other physical sensors. A more likely scenario would be a device that 
uses multiple physical sensors to capture data about the environment and then does signal 
processing on that sensor data. From a logical architecture point of view, each physical 
sensor could be viewed as a leaf and the device could be viewed as a node that is located one 
level up from the physical sensors. 
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In a VR environment, a very likely scenario involves multiple users each using 
multiple devices. There are many questions worth asking about allowable communication 
between devices and users. Should a device on one user be able to communicate to another 
device on the same user? Does a device on one user need to be able to communicate with a 
device on another user? Should users be allowed to share information with each other? 
There would be many benefits - such as integrated data collection and processing - in having 
a fully interconnected network in which any device could communicate to any other device. 
This, however, may not be possible in a VR environment due to the latency and bandwidth 
constraints. A solution to' this is allowing devices to communicate with each other at the 
logical level of the user nodes. From the logical architecture point of view, user nodes are 
one level higher than the device node level. 
3.2.5 Conclusion 
A variety of logical architectures for WSN' s were examined. The logical architecture 
needs for a WSN in a VR environment were assessed. These conclusions, along with what 
was found in Section 3.1 can now be used to design an appropriate WSN architecture for a 
VR environment. 
3.3 A Proposed Wireless Sensor Network Architecture for a VR Environment 
A variety of network architectures were examined in the previous sections. Both 
communications models and logical architectures were looked at and analyzed. This section 
will begin by explaining how sensors are generally used in a VR environment and then a 
proposal will be made for a suitable WSN architecture. 
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3.3.1 Sensors and Communication in a VR Environment 
A current typical scenario for the use of sensors and devices in a VR environment is 
shown in Fig. 3.7. Here we see multiple devices each using their own communication 
channel to transmit data to the VR system. There are a couple reasons why the 
communication system takes this form. 
User 1 ---------
Comm. System 1 Comm. System 1 
Wireless 
Link 
---------
Comm. System 2 Comm. System 2 
Devices ---------
Comm. System 3 Comm. System 3 
---------
Comm. System 4 Comm. System 4 
VR 
User2 Computer 
---------
Comm. System 5 Comm. System 5 
---------
Comm. System 6 Comm. System 6 
Devices ---------
Comm. System 7 Comm. System 7 
---------
Comm. System 8 Comm. System 8 
Figure 3. 7 - Current Wireless Communication Model 
First, many VR environments in the past have used wired devices. Slowly, wireless 
devices have replaced these wired devices and little care was taken to integrate the 
communication of these devices. Replacing wired devices with wireless devices has many 
advantages, such as removing cables from the VR environment, increased mobility, and 
increased safety. However, this also came with disadvantages such as more interference, 
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increased complexity, and increased latency [Grau02]. Second, wireless devices are often 
off-the-shelf devices that come with set communications standards. Often devices are not 
bought from the same manufacturer so any attempt to integrate how devices communicate is 
difficult. 
3.3.2 A New Method of Sensor Data Transmission 
Because there are separate communication links for each device in the Fig. 3.7 
configuration, many different frequency bands may be used. This makes the system more 
susceptible to interference, which results in increased latency. These problems only grow 
when more users enter the system and as more devices and sensors are added to the system. 
A proposed solution to this is shown in Fig. 3.8. In this system, each device communicates 
only with its associated user. Devices do not communicate directly with the VR computer. 
Rather, data from each user's devices and sensors is collected and each user communicates 
directly with the VR computer. This reduces the number of communication channels from 
the number of devices down to the number of users. In addition, each of these user channels 
is part of the same communications system, using the same frequency band, the same 
modulation scheme, and the same transmission methods. With properly designed wireless 
links, this should decrease interference in the system, since the model in Fig. 3.7 uses a 
different communications system for each device. 
The system shown in Fig. 3.8 is a high level solution. There are many options as to 
how to implement this solution. A natural way of looking at these options is to look at the 
wireless links from the devices and sensors to their associated users and to look at the 
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wireless links from the each of the users to the VR computer. By treating them separately, 
this thesis will be able to focus on the device/user wireless link. 
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Figure 3.8 - Proposed Wireless System that Integrates Communication Systems 
3.3.2.1 The Device/User Wireless Link 
As mentioned in Section 3.2, a device is a group of one or more sensors working 
together in some fashion. A device may or may not use some sort of signal processing. A 
device consisting of a single sensor may directly transmit the sensor data while a device 
made up of several sensors may process the sensor data. As previously stated, in VR 
environment applications, simple sensors have a maximum frequency output of around 6 kHz 
while smart sensors have a maximum frequency output of around 24 kHz. This makes the 
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bandwidth per device requirement quite low. For example, a device made up of 5 smart 
sensors will only have a combined data output rate of around 120 kHz. 
3.3.2.2 The UserNR Computer Wireless Link 
Although this thesis is primarily concerned with the device/user wireless link, it will 
be helpful for both understanding and completeness, to also mention the userNR computer 
link. At each user node, data from each sensor needs to be collected and then transmitted to 
the VR computer. Each user node will definitely need to use signal processing. This signal 
processing might include noise filtering, error-correction coding to ensure reliable 
transmission, or decimation to reduce bandwidth. The bandwidth per user requirement for 
the userNR computer wireless link is large because of the high number of sensors that each 
user could be communicating with. A user with 40 smart sensors will require a data rate of at 
least 960 kHz. 
3.3.3 A Wireless Sensor Network Architecture 
Both the device/user wireless link and the userNR computer wireless link need to be 
incorporated into one wireless sensor network architecture. This architecture will draw from 
the communication models and the logical models presented in Sections 3.1and3.2. In 
Sections 3.1.5 and 3.2.4, analyses were made of both the communications models and the 
logical models. The rest of this section will draw from those analyses in order to develop a 
complete WSN architecture for a VR environment. 
The type of intercommunication model for the WSN does not have to be strictly 
cooperative or strictly non-cooperative, since the system can be viewed as two different 
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wireless links. This permits flexibility and allows the use of either type of 
intercommunication model for each subsystem. The proposed WSN architecture uses a 
mixed intercommunication model. The model for the device/user wireless link is non-
cooperative while the model for the userNR computer wireless link could be either 
cooperative or non-cooperative. Whether it uses a non-cooperative or cooperative model will 
have to be determined. This means that devices will not be able to transmit data to each other 
directly, while users will be able to transmit data to each other directly. There are a few 
reasons for this. First, by using a non-cooperative model in the device/user wireless link, it 
allows the communication protocol to remain simple. Second, the more communication links 
there are, the more bandwidth, interference, and latency will increase. Using a non-
cooperative model in the device/user wireless link keeps the number of communication links 
to a minimum. 
The type of data delivery model has to allow for a wide variety of sensors. Some 
sensors transmit data continuously while other sensors may only transmit data occasionally 
or may wait to be polled until it sends data. For this reason, the proposed data delivery 
model is a mixture model that can support both continuously transmitted data and event 
driven data. 
The type of communication model must allow devices to transmit data to users and 
allow users to transmit data to the VR computer, other users, and to devices. In almost all 
cases, this communication will be from one communication node to one other 
communication node. Very rarely will one communication node need to send information to 
multiple other nodes. For this reason, a multicast communication model seems unnecessary. 
A unicast communication model is suggested in order to keep bandwidth, interference, and 
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latency low by helping to minimize protocol overhead. The unicast model will still be able 
to handle occasions when one node will have to communicate with multiple nodes (for 
example, if the VR computer needs to activate multiple feedback sensors on a user). 
The type of network dynamics model for the WSN must allow for movement of 
sensors. Because of this, a dynamic model is necessary. This not only allows user position 
to be dynamic in the VR environment, but it also allows sensors to be dynamic relative to the 
user. 
The analysis of the various logical architectures found in Section 3.2.4 leads naturally 
to a flat tree type of architecture. This architecture allows multiple users to be on a network 
and allows each user to have multiple sensors. A flat tree architecture offers these 
advantages. A proposed logical architecture is shown in Fig. 3.9. There is one root node 
which is one level higher than each of the user level nodes. The user level nodes are fully 
interconnected, allowing communication between any two users. This is necessary in order 
to allow VR applications that require collaboration between users. The two levels below the 
user level are the device level and the physical sensor level. Neither of these two levels is 
interconnected at all. Each device node can only communicate with the user node above it 
and each sensor node can only communicate to the device node above it. 
3 .4 Conclusion 
Physical 
Sensors 
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Figure 3.9 - Logical Architecture 
This chapter looked at many types of WSN communications and logical architectures. 
The strengths and weaknesses of each model were compared and contrasted. Figures 3.7 and 
3.8 show the proposed models. These models provide the ability of direct data 
communication between users and indirect data communication between devices. The 
models also keep protocol complexity to a minimum, especially in the device/user wireless 
link. The models attempt to provide a balance between flexibility on the one hand and low 
bandwidth, interference, and latency on the other hand. The proposed models focus on the 
device/user wireless link, but include the userNR computer link for completeness. This 
aspect of the system needs to be developed more fully. 
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The WSN architecture that was offered in this chapter provides a foundation to begin 
developing a physical architecture for a WSN in a VR environment. The proposed WSN 
architecture could be implemented in many ways by many types of physical architectures. 
The following chapter will begin to discuss types of physical architectures that have been 
implemented by WSN' s. 
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4. Physical Architecture 
There are many ways in which a communication system can be physically realized. 
The physical architecture specifies what frequency band is used, what data rates are allowed, 
what type of modulation scheme is used, what types of coding are used, and acceptable 
power levels. These specifications directly affect how much interference there will be with 
other wireless communication systems, how much latency will be introduced into the system, 
and what the data rate of the system will be. 
This section examines current WP AN communications standards that could be used 
with a WSN in a VR environment. These communication standards will be analyzed in 
comparison to the requirements found in Section 2. Current wireless sensor networks will 
also be looked at in order to determine whether or not they meet the requirements found in 
Section 2. Suggestions will be made as to possible solutions for both the communication 
standards and the WSN products 
4.1 Existing Communication Standards 
There are many current standards for wireless communications networks. Some of 
these standards have been or can be used in WSN' s. This section looks at a handful of these 
existing standards and analyzes them to see if they meet the requirements of a VR data 
integration system. 
4.1.1Bluetooth/IEEE802.15.1 
Bluetooth is a wireless technology specification for short-range voice and data 
communications. As of November 2003, the current version of Bluetooth is vl.2 [Blue03]. 
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The IEEE 802.15.1 standard is a wireless personal area network (WPAN) standard that is 
based on Bluetooth. The 802.15.1 Task Group defines the physical layer and the MAC layer 
specifications for WPAN's [Blue03, WPAN03]. 
Bluetooth uses a scattered ad hoc topology, also called a scattemet. A Bluetooth 
scattemet is made up of small cells called piconets. Devices in a piconet can be in one of 
four modes: master, slave, stand-by, or hold [Pahl02]. 
Bluetooth can operate using a full range of frequencies or a reduced range of 
frequencies. The full frequency band covers 2.4 - 2.4835 GHz while the reduced frequency 
band covers 2.4465 - 2.4835 GHz. The reduced band has only 23 RF channels available, 
while the full band has 79 RF channels. 
Bluetooth uses a frequency hopping spread spectrum (FHSS) in order to allow 
multiple devices to share the same frequency range. When using the full set of frequencies, 
Bluetooth has 79 hop frequencies, each of which has a bandwidth of 1 MHz. Bluetooth 
specifies that the hop rate should be 1600 hops per second. It also specifies a Gaussian 
frequency shift keying (GFSK) modulation scheme. 
Bluetooth devices generally have a range of about 10 m. While Bluetooth has a 
maximum raw data rate of 1 Mbps, practically it can transmit at only 721 kbps due to 
protocol overhead [Bakk02]. The actual data rate can be even less than this due to other 
factors like interference and noise. 
Bluetooth is known to interfere with other wireless systems in the 2.4 GHz frequency 
band, including IEEE 802.11 [Pahl02]. Steps are being taken, however, to reduce the amount 
of interference between Bluetooth and other WLAN' s through techniques such as adaptive 
frequency hopping [WPAN03]. 
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The maximum transmit power of Bluetooth is 100 mW [Bakk02]. The power 
consumption of an active Bluetooth device is 75 mW. For inactive devices, the power 
consumption is 60 µW [Lee03]. 
4.1.2 IEEE 802.15.x 
The IEEE 802.15 Working Group develops standards and specifications for WPAN's. 
The IEEE 802.15 includes four task groups. As mentioned above, Task Group 1 is 
developing specifications based on Bluetooth. Task Group 2 is developing specifications in 
order to reduce the amount of interference between WP AN' s and WLAN' s. Task Group 3 is 
developing standards for high rate WPAN's that transmit at 20 Mbps or higher. Task Group 
4 is developing standards for low rate WP AN' s that transmit at 250 kbps or lower 
[WPAN03]. This section will look at Task Groups 3 and 4 to see what they can offer to a 
WSN in a VR environment. 
4.1.2.1 IEEE 802.15.3 
The IEEE 802.15.3 Working Group is developing the standard for high rate wireless 
personal area networks. The target applications for IEEE 802.15.3 are streaming audio and 
video, PDA' s, and the transmission of digital images. Because of the high data rates needed 
for these types of applications, IEEE 802.15.3 is set to deliver data at raw data rates of at 
least than 11 Mbps. Because of the multimedia nature of the applications, it also strives for 
low latency. 
IEEE 802.15.3 has a relatively short data transmission range at roughly 10 m. It also 
uses a dynamic network structure that allows for devices to enter and leave the network 
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often. The network topology is peer-to-peer in that each device transmits data directly to 
other devices, rather than communicating through other devices. However, all commands in 
the network go through a single device called the personal network coordinator (PNC). The 
PNC works to provide QoS to each device by assigning time slots to devices, by restricting 
the types of data that can be sent, and by deciding which devices are allowed to join the 
network. In addition to the contention-free time slots that are offered to devices, there is also 
a contention access period (CAP) for bursty data that does not require QoS. The CAP is also 
used for channel access requests. The CAP uses collision sense multiple access/collision 
avoidance (CSMNCA) as its medium access method. 
IEEE 802.15.3 works in the 2.4 GHz unlicensed frequency band. It has 3 or 4 video 
channels with a bandwidth of 15 MHz each. IEEE 802.15.3 offers 5 different data rates, 
ranging from 11 Mbps to 55 Mbps. The 11 Mbps version uses a QPSK modulation scheme 
and 8-state TCM coding. The transmit power of IEEE 802.15.3 is required to be less than 
125 mW [KarOl, Gilb03]. 
4.1.2.2 IEEE 802.15.4 
The IEEE 802.15.4 Working Group is developing a standard for low data rate 
wireless personal area networks. Some target applications of this type of network is home 
networking, industrial networking, and interactive toys. Because of some of these 
applications, other goals for the Working Group include achieving low power and low range 
devices. To achieve some of these goals, IEEE 802.15 .4 offers data transmission rates of 
250, 40, and 20 kbps [GutOl, How03]. 
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An IEEE 802.15.4 WPAN can form in a star topology, a peer-to-peer topology, or a 
mixture of the two topologies. A star and a peer-to-peer topology are shown in Fig. 4.1. 
This offers some flexibility in how the network is set up. Devices in an IEEE 802.15.4 
network can be one of two types, a full-functioning device or a reduced functioning device. 
Full-functioning devices can form in any topology (star or peer-to-peer) and have the 
capability of being a network coordinator. They are also able to talk to any other device. 
Reduced-functioning devices, however, can only form into a star topology and are not 
capable of becoming a network coordinator. They are also limited to being able to talk only 
to network coordinators. 
Star Topology Peer-to-Peer Topology 
0 
)·· .. ) 
/"·· ............. ··~ 
0 
(·::::·::.·:~·) - PAN Coordinator 
Q -Device 
Figure 4.1 - IEEE 802.15.4 Network Topologies 
Depending on the data rate needed, a network can have different physical 
architectures. IEEE 802.15 .4 is capable of working in two different frequency bands - the 
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915 MHz band or the 2.4 GHz band. In the 915 MHz band, there are 10 channels that are 
each 2 MHz apart. The 915 MHz band offers a raw data rate of 40 kbps and uses BPSK 
modulation with differential encoding. Its spreading code uses a 15 chip m-sequence at a 
chip modulation of BPSK at 600 kchips/sec. The 2.4 GHz band offers a raw data rate of 250 
kbps and uses a 16-ary symbol, orthogonal-QPSK modulation scheme. This modulation 
scheme uses an orthogonal set of 32-chip PN codes and has a chip modulation of MSK at 2.0 
Mchips/sec [Call02, Gut03]. 
An interesting aspect of IEEE 802.15 .4' s MAC layer is the optional contention-free 
time slots it offers in addition to its contention period time slots. As shown in Fig. 4.2, these 
time slots allow quality of service guarantees to information that must be delivered within a 
certain period time. Contention-free time slots are generally useful for repetitive information 
that needs to be delivered at constant rates and can help achieve low latency in devices 
[LRW03, Lee03]. 
Superframe 
beacon 
t=O 
contention-based 
time slots 
contention access period 
guaranteed 
time slots 
contention free period 
Figure 4.2 - IEEE 802.15.4 Superframe Structure 
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The maximum allowable transmit power of IEEE 802.15.4 is 1000 mW [Lee03]. At 
250 kbps and 1 mW transmit power, IEEE 802.15.4 has a transmission range of 10 m. 
The power consumption of IEEE 802.15.4 on an active device is 60 mW. The power 
consumption on an inactive device can be 2, 60, or 2000 µW [Lee03]. 
4.1.3 IEEE 1451.5 
The IEEE 1451 Working Group is developing standard interfaces for smart 
transducers, sensors, and actuators that allow these to connect to networks. Task Group 2 has 
developed standards for digital communication between sensors and microprocessors with 
the goal of cost-effectiveness, reliability, security, and ease of implementation. Task Group 
4 has been developing standards for analog sensors to communicate digital information. 
Task Group 5 has been developing standards for wireless communication and protocols 
between sensors. 
The standard for IEEE 1451.5 is not yet complete. The standard for IEEE 1451.5 is 
different than the standards for Bluetooth, IEEE 802.15.3, and IEEE 802.15.4 in that it does 
not define a separate communication standard. It recognizes that for a wireless network 
solution, more than one protocol may be needed. It also recognizes that many protocols -
such as the ones already reviewed in this chapter - have already been developed. Because of 
this, the IEEE 1451.5 Working Group has proposed to use existing protocols. Its desire is to 
allow solutions to be made easily from these existing protocols. The IEEE 1451.5 protocol 
then is meant to standardize how all these existing protocols are used in a wireless network. 
This would make easier for a wide variety of applications to all use similar protocols. For 
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example, through the use of IEEE 1451.5, one system could use both Bluetooth and IEEE 
803.15.4 to transmit data. 
It proposes that the sensor nodes in a WSN would be based on the IEEE 1451.5 
standard and that these nodes could be connected wirelessly to access points by a variety of 
standards, such as Bluetooth, IEEE 802.15.3, IEEE 802.15.4, IEEE 802.llb, etc. How each 
sensor would be connected would be based on the type of sensor, the bandwidth of the data, 
and the type of applications for which the sensors are being used [BrooOl, GilsOl]. 
4.1.4 DECTand PWT 
DECT (Digital Enhanced Cordless Telecommunications) specifies a low power two-
way digital communication standard. Because DECT is specifically made for the European 
market, there is also a U.S. equivalent called PWT (Personal Wireless Telecommunications). 
The standard is very general and can be used in a wide variety of applications such as 
residential cordless phones, telephone systems for businesses, and data communication 
systems [Phil98]. 
PWT operates in the 1.9 GHz frequency band. For unlicensed operation, there is a 
spectrum allocation bandwidth of 20 MHz that is divided up into 16 carrier channels. Each 
carrier is separated by 1.25 MHz. A TDMA structure is used to divide each carrier into 24 
time slots. During normal operation, PWT also employs a time division duplexing (TDD) 
method. During the first 12 time slots, transmission from the device to the base station 
occurs, while during the last 12 time slots, transmission from the base station to the device 
occurs. Figure 4.3 displays this TDD method. Each time slot is normally 480 bits long. This 
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allows for a bit rate of 1.152 Mbps. This results in a 48 kbps per device bit rate. PWT uses 
rc/4-DQPSK modulation [DECT97, Phil98]. 
PWT has four different classes of power output. The classes are low, standard, 
intermediate, and high. These correspond to the power levels 2, 90, 200, and 500 mW, 
respectively. 
1 Frame 
24 time slots 
Downlink: User to sensors Uplink: sensors to user 
Figure 4.3 - TDD/TDMA in the PWT Communication Protocol 
4.1.5 Analysis 
A chart of all the communication protocols can be seen in Table 4.1. The physical 
characteristics of various communication protocols have been examined. Most of these 
protocols fall in the category of "personal area networks" although there is wide variety in 
both application and structure of these protocols. This section will analyze these protocols 
with respect to the specification and requirements of a VR environment, as found in Chapter 
2. 
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4.1.5.1 Latency 
Latency is one of the most important requirements that must be met by the system. 
Latency in a wireless communication system can be affected significantly by the amount of 
interference that is present. It is also affected greatly by the type of protocol used. The 
inclusion 
Table 4.1 - Communication Protocols 
Protocol 
IEEE 802.15.1 
IEEE 802.15.3 IEEE 802.15.4 PWT 
(Bluetooth) 
Frequency 
902-928 I 
Band 2402-2480 2400 
2400-2483.5 
1910-1930 
(MHz) 
Channel 
FHSS 
(slotted) (slotted) 
TDMAIFDM 
Access CS MA-CA CSMA-CA 
Number of 
79 4 10 I 16 16 
Channels 
Users per 7 active, 
-250 255 12 
channel 200 inactive 
Modulation GFSK QAM-TCM 
BPSK/orthogonal 
n/4 DQPSK 
QPSK 
Raw data 
1 Mbps Up to 55 Mbps 40 kbps I 250 kbps 1.152 Mbps 
rate 
Tx Power < 100 < 125 < 1000 2, 90, (mW) 200,500 
Range 10-100 m -lOm 
10 m @ 250 kbps 
NIA 
and 1 mW 
of contention-free time slots can be useful for devices that require low latency. A contention-
free period guarantees that some data will not have to bid for time in the channel. Because 
of this, IEEE 802.15.4 looks promising for low-latency capabilities. PWT uses a TDMA 
multiple access technique and may cause undesirable latency [Phil98]. This undesirable 
42 
latency, however, is a result of PWT' s particular method of using TDMA and is not the case 
for all TDMA multiple access techniques. 
4.1.5.2 Bandwidth/Data Rate 
While the data rate of individual sensors in a VR environment is relatively low, the 
possibility of having a large number of sensors in that environment increases the constraints 
on the system. As stated in Chapter 2, individual sensors may only need to transmit data at a 
maximum rate of 10 kbps. However, as seen from the perspective of the user, who may be 
receiving data from up to 40 sensors, the data rate could potentially be 800 kbps. By taking 
advantage of both signal processing and knowledge of human kinesiology, this data rate may 
be capable of being reduced to less than 200 kbps. 
These numbers can pose a problem to some of the protocols that have been examined. 
While Bluetooth has a raw data rate of 1 Mbps, studies indicate that its actual data rate after 
factoring in overhead is near 721 kbps. Bluetooth only offers the ability for 7 devices to be 
active at a time, however. IEEE 802.15.3 offers data rates ranging from 11to55 Mbps. This 
would offer data rates that are more than enough and that are probably too much for a VR 
environment. IEEE 802.15.4 offers data rates of up to 250 kbps. It also allows up to 255 
devices to be active at a time. This protocol may be feasible, depending on how the data is 
processed. PWT offers data rates of up to 1.152 Mbps. However, it only offers the use of 12 
devices per channel. This would require the use of more than one channel per user if more 
than 12 sensors were required. 
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4.1.5.3 Interference 
Interference is a major concern because it can cause retransmissions which can affect 
both the effective data rate and the latency in the system. As discussed in Chapter 2, 
interference could possibly occur in the 418 MHz, 433.92 MHz, 915 MHz, and the 2.4 GHz 
frequency bands. 
Bluetooth and IEEE 802.15.3 all operate in the 2.402-2.480 GHz frequency band. 
IEEE 802.15.4 can operate in either the 915 MHz or the 2.4 GHz frequency band, depending 
on the data rate that is needed. PWT operates in the 1.910-1.930 GHZ frequency band. 
WLAN' s are known to interfere with Bluetooth, although some measures can be 
taken to prevent it. Experimental results suggest that the amount of interference between 
Bluetooth and IEEE 802.1 lb can be quite significant [Pahl02]. This is not to say that there 
will be lost data when IEEE 802.llb and Bluetooth in the same environment. Studies show 
that throughput and latency will increase in IEEE 802.11 b when they are in the same 
environment, but because of the multiple access method used in IEEE 802.1 lb [Coex03]. 
Similar studies show that the effects of IEEE 802.11 b on Bluetooth would also be an increase 
in latency and a decrease of throughput. Little work has been done on the interference issues 
between IEEE 802.15.3 or IEEE 802.15.4 and Bluetooth, although it a}Jpears that similar 
problems would occur. There is no reason to believe that PWT would interfere with any 
known devices in the VR environment. 
The IEEE 802.15 Task Group 2 is currently developing methods to reduce the amount 
of interference between WP AN' s and WLAN' s. This may, in the future, make possible the 
coexistence of the protocols in the IEEE 802.11 group with the protocols in the IEEE 802.15 
group. This would be done through techniques such as adaptive frequency hopping, 
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alternative wireless medium access, adaptive interference suppression, and packet scheduling 
techniques [Coex03]. 
4.1.6 Conclusion 
There are many existing wireless standards that have been used for WSN purposes. 
After examining a variety of these standards, it is clear that the type of application that is 
being used will largely affect how information is communicated between sensors in a 
network. There are standards for high data rates, medium data rates, and low data rates. 
There are standards that use different network topologies. Other standards are developing 
ways for multiple physical standards to exist on one network. These standards were analyzed 
with respect to the requirements for a communication system in a VR environment. No 
current standard provided the capabilities needed to meet all of the requirements 
satisfactorily. 
The two most promising standards seem to be IEEE 802.15.4 and PWT. While 
neither standard is able to meet the requirements, each of them has key features that could be 
desirable and are worth further study. IEEE 802.15.4 is desirable because it is capable of 
handling many devices per channel (255) and because of its contention-free period 
capabilities. Some concerns that this standard brings forth are the frequency band that it uses 
(900 MHz I 2.4 GHz) and its maximum data rate (250 kbps) may not be adequate for future 
VR environmental use. PWT, however, is implemented in the 1.9 GHz frequency band, 
which has no foreseeable interference problems. It also has a maximum data rate of 1.152 
Mbps, which should be adequate for future VR devices. Unfortunately, PWT only allows 12 
sensors per channel. This would require that if a user required more than 12 sensors, then the 
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sensors on that user would have to communicate through more than one channel. This 
needlessly complicates things and is undesirable. Assessing whether either of these WPAN 
standards can be adapted for a VR wireless sensor system could be an area of further 
research. 
4.2 Existing Wireless Sensor Networks Platforms 
This section examines existing WSN platforms and their communications 
characteristics. Each WSN platform targets different application areas and therefore their 
methods of communication differ from platform to platform. There are many differences 
found across platforms. The size of individual nodes can vary from about 5 mm to about 10 
cm in length and width. The size of the network can vary, too, from just a few nodes to 
thousands of nodes. The amount of data transmitted per node can also vary greatly 
depending on the type of application. 
Because of these types of differences, different types of WSN' s require different 
modulation techniques, different power levels, and different network architectures. This 
section will look at three WSN products and their communication systems. 
4.2.1 XBow Motes 
XBow is a company that produces small, wireless intelligent sensor nodes, called 
motes. Motes are based on technology developed by UC Berkeley. Motes can be used for 
various applications, such as security and surveillance, environmental monitoring, distributed 
computing, smart badges, wearable computers, and large scale wireless networks of 1000 or 
more motes. The product that is described below is the MICA2 MPR400CB. This is one of 
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a variety of XBow mote designs. Other motes have similar characteristics to the 
MPR400CB. The main differences between the designs are the frequency band used and the 
size of the motes. 
The MPR400CB is a low power wireless sensor node that is relatively small in size 
and has signal processing capabilities. It measures 5.8 cm by 3.2 cm. The MPR400CB 
operates in the 868/916 MHz frequency band and has 4/50 channels. It uses FSK modulation 
and transmits at a 38.4 kbaud data rate. The RF power is programmable and ranges from 
0.01 mW - 3.16 mW. The motes have an outdoor transmission range of 500 ft. 
4.2.2 MIT µAmps 
MIT has developed their own WSN nodes called µAMPS (micro-Adaptive Multi-
domain Power-aware Sensors). The goal of MIT in creating these nodes was to develop 
energy-efficient nodes that were able to adapt their energy consumption to changing 
environments, changing network states, and application type. MIT µAMPS can be used for 
various applications including environmental monitoring, medical sensing, and military 
surveillance [ShihOl]. 
MIT µAMPS has a communication system that is based on Bluetooth technology. 
This means that it operates in the 2.402 - 2.480 GHz frequency band and it has a raw data 
rate of 1 Mbps. GFSK modulation is used and TDMA is its multiple access method. In 
addition, a typical transmit power is 1 mW [ShihOl]. Because it is based on Bluetooth, the 
maximum transmit power is 100 mW [Bakk02]. The radio chip used in the MIT µAMPS is 
the National Semiconductor LMX3162 [LMXOO]. 
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4.2.3 Rockwell Scientific WSN 
Rockwell Scientific has been developing WSN' s for many different applications 
including the monitoring of machinery for quality of information, military surveillance, and 
satellite communications. 
The Rockwell Scientific WSN communication system's nodes have external 
dimensions of 6.99 x 6.67 x 8.89 cm. They operate in the 902 - 928 MHz frequency band. 
They split the operating frequency band up into 40 different channels. Each channel has a 
raw data rate of 100 kbps. The system uses a direct sequence spread spectrum radio modem 
with an unknown modulation scheme. TDMA is implemented in software to provide 
multiple access. Sensor nodes are able to operate at transmit power levels of 1 mW, 10 mW, 
and 100 mW. The nodes have a range of at least 100 mat the 100 mW transmit power level 
[RCS04, Agre99]. 
4.2.4 UCLA Medusa MK-2 
UCLA has also developed the Medusa MK-2. Medusa MK-2 nodes are medium 
sized with the goal of achieving low-cost, low-power wireless sensors. Typical applications 
for the Medusa MK-2 include industrial maintenance and sensing, forest fire monitoring, 
endangered species habitat monitoring, and traffic monitoring and control. 
The Medusa MK-2 operates in the 916 MHz frequency band. It uses either an OOK 
or an ASK modulation scheme. The Medusa MK-2 transmits at a data rates between 2.4 to 
115 kbps. Its maximum transmit power is 0.75 mW. The Medusa MK-2 has a transmission 
range of approximately 20m [Sav02]. The Medusa MK-2 uses the RF Monolithics TRlOOO 
radio transceiver [RFM03]. 
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4.2.5 Analysis 
The various WSN products described in this section varied in application and this 
variation affected how the systems were designed. The four WSN products are compared in 
Table 4.2. 
Table 4.2 - Comparison of Wireless Sensor Network Platforms 
Xbow Rockwell Scientific UCLA Medusa 
MPR400CB MIT µAmps WSN MK-2 
Size of 5.8 cm by 3.2 NIA 6.99 x 6.67 x 8.89 NIA 
Nodes cm cm 
Frequency 
8681916 MHz 
2.402-
902-928 MHz 916 MHz 
Band 2.480 GHz 
Number of 
4150 NIA 40 NIA 
Channels 
Data Rate 38.4 kbaud 1 Mbps 100 kbps 2.4 - 115 kbps 
Modulation FSK GFSK NIA OOKIASK 
Transmit 0.01 - 3.16 
lmW 1, 10, and 100 mW 0.75 mW Power mW 
Range 500 ft < lOm lOOm@ lOOmW 20m 
The XBow system had the smallest communication nodes, measuring only a few 
centimeters in length and in width. The Rockwell Scientific WSN is also quite small, 
measuring only a couple inches by a couple inches. Both the MIT µAMPS and the Medusa 
MK-2 nodes are even larger. 
Each of the products that were examined uses an ad hoc network architecture. This is 
because all of the products were made to be able to work over large area. This requires that 
the network have the ability to communicate with nearby sensor nodes and to route data to 
any node in the network. Most research in WSN' s is being done on ad hoc networks. This 
is because ad hoc networks seem to be the best solution for most of the applications of 
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WSN's. As stated in Chapter 3.3 however, an ad hoc network is not the best solution for a 
wireless sensor network in a VR environment. These ad hoc architectures would have 
unnecessary protocols, such as unicast or multicast routing capabilities in the MAC layer. 
All of the products operate in the 900 MHz range except the MIT µAMPS, which 
operates in the 2.4 GHz frequency band. This means that there could be potential 
interference problems with all of these products. The data wand in the C6 operates in the 
900 MHz range and would interfere with the XBow, Rockwell Scientific, and UCLA Medusa 
products. And because the communication in the MIT µAMPS nodes is based on Bluetooth, 
it too would have problems with interference. 
Studies done in connection with MIT µAMPS nodes have shown that latency by 
performing signal processing at each node, rather than at cluster-heads, latency can be 
reduced [ShiOl]. This latency decrease results because the processing is distributed across 
multiple nodes, rather than centralized at one node. 
4.2.6 Conclusion 
Four different WSN products and their communication techniques were looked at in 
this section. These four products are some of the more well-developed WSN' s on the 
market today. None of the four products seem capable of meeting the demands required of a 
VR environment. All four of them operate in frequency bands that are used by other 
wireless devices such as wireless LAN' s, cordless telephones, and VR devices. Also, the 
network architectures of the four products are different than what this thesis suggests is the 
best wireless network architecture for a VR environment. 
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5. Conclusions 
The research in this thesis will be beneficial to two groups of people. For developers 
of wireless communications systems in VR environments in general, it serves as a general 
overview of the issues involved in designing such a system. It also provides information 
about current technologies and their applicability to wireless communications in a VR 
environment. For the developers of the wireless communication system in the C6 at Iowa 
State University specifically, this research not only provides a general background for the 
issues involved, but also provides the theoretical framework needed to begin implementing a 
wireless sensor system. 
The VR environmental requirements and constraints were discussed, with a focus on 
the main issues of latency, bandwidth, and interference. Requirements imposed by the C6 
that must be met by the wireless sensor system were established. In addition, current and 
future hardware and environmental constraints were examined. 
A review of various sensor network models - including both communication models 
and logical architectures - led to a proposed model for a VR environment. A flat tree 
architecture was chosen. The specification of the communication models and the logical 
architecture is important since it serves as the basis for the entire communication system. It 
specifies which nodes in the system can talk to each other. It specifies what types of delivery 
methods are allowed. It also specifies the methods of communication that are permitted. 
Various physical architectures for sensor networks were examined. This primarily 
involved looking at WPAN protocols. Protocol specifications such as data rates, frequency 
bands, modulation type, multiple access schemes, and power levels were examined. None of 
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these protocols are currently suitable for use as the communication protocol for a VR 
environment. 
Many of the existing WSN platforms are not suitable for a VR environment because 
of their ad hoc architectures. This adds complexity to the protocol that is unnecessary for 
wireless communication in a VR environment. All of the WSN platforms that were 
examined operated in either the 900 MHz or the 2.4 GHz frequency bands. This means that 
interference will be a problem. 
5 .1 Recommendations for Future Work 
It has been determined that standard current technologies are not able to provide an 
adequate solution to the data integration problem for a VR environment. All current WP AN 
standards have certain drawbacks such as, frequency band interference issues, inadequate 
data rates, or not being able to support enough sensors. Two protocols -IEEE 802.15.4 and 
PWT - do have attractive features and are worth further study to see if either of them can be 
adapted for use in a VR environment. 
Signal processing at each sensor node is important for many reasons. Signal 
processing at each node will be needed for data rate reduction. The output frequency of 
sensors is generally much higher than the output frequencies that are produced by normal 
human motion. Signal processing techniques on sensor output data can reduce the effective 
data rate for wireless communication. Also, distributed signal processing across multiple 
sensor nodes has been shown to reduce latency when compared to signal processing that is 
done after the data has been collected. Further work needs to be done to determine what 
types of signal processing can be done at each node. 
[Agre99] 
[Bakk02] 
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