Abstract: The assessment of signal integrity effects in high-speed digital systems requires accurate and efficient IC macromodels. The proposed methodology is based on parametric relations that are expressed in terms of discrete-time Echo State Networks. This approach overcomes the stability limitations of traditional parametric macromodels used so far. Applications of Echo State Networks to the modeling of real devices exhibiting a complex dynamical behavior are discussed.
Introduction
Nowadays, the availability of accurate and efficient macromodels of digital integrated circuits (ICs) input and output buffers is a key resource for the assessment of signal integrity and electromagnetic compatibility effects in fast digital circuits via numerical simulation. Buffer macromodels are usually based on simplified equivalent circuits derived from the information on the internal structure of devices. The most important example of the equivalent circuit approach is provided by the Input/output Buffer Information Specification (IBIS) [1] . Recently, other approaches to IC macromodeling, that supplement the IBIS resource and provide improved accuracy for recent device technologies, have been proposed [2, 3] . These approaches are based on the estimation of suitable parametric relations from port voltage and current responses to a suitable set ofstimuli applied to the IC ports.
The parametric relations used so far for the generation of IC models have been sought for within the class of discrete-time Nonlinear Auto Regression with eXtra input (NARX) parametric relations expressed in terms of gaussian or sigmoidal expansions. This choice arises from the large availability of methods for parameter estimation, as well as from the nice features of these models to approximate almost any nonlinear dynamical system [4] . NARX parametric relations have been proven to accurately reproduce the behavior of a wide class of commercial devices [2, 3] . Besides, they turn out to be very compact, thus leading to models with a very small size. Owing to this, the estimated models, implemented in a simulation environment, are very efficient and allow simulation speed-ups on the order of 10 1000 w.r.t. physical descriptions of devices. In spite of these advantages, NARX relations have some inherent limitations. Mainly: (i) local stability of models cannot be easily imposed a-priori or even during the training process without impacting on model accuracy (model stability is verified at the end of the estimation process by validating the model). (ii) Fully nonlinear optimization algorithms are required for the computation of model parameters (depending on the specific algorithm used for parameter estimation, the estimation time may not be negligible); besides, the model accuracy depends on the initial guess of parameters and on local minima of the cost function. (iii) Higher order dynamical effects may not be readily represented by these models. It is worth remarking that locally unstable models must be avoided, even if they well reproduce the reference responses used in the model estimation. In fact, numerical simulation of these models for different signal and load conditions may lead to poor results.
In order to address the previous limitations, along with the requirement of avoiding the use of complex model structures, impacting on the simulation efficiency, model representations based on the recently-proposed Echo State Networks (ESNs) [7, 8, 9] For the sake of simplicity, the discussion is based on single-ended output buffers. The results, however, are extensible to input ports and different device technologies. A macromodel for output buffers reproduces the electric behavior of the port current i(t) and voltage v(t) variables and is defined by the following two-piece relation [2] . internal non measurable variables driving the buffer state). In addition, as discussed in [10] , submodels iH and iL are conveniently expressed as a sum of a static and a dynamic component as follows:
The estimation of model (1) amounts to selecting a model representation for the dynamic components of submodels iH and tL and to computing the model parameters. It is worth noting that the selection of the model representation along with a good algorithm for the estimation of model parameters are the most critical steps of the modeling process. In fact, once the dynamic components tH and tL, and therefore iH and iL, are completely defined, the computation of the weighting coefficients WH and WL in (1) is carried out by a simple linear inversion of the model equation. This is done from voltage and current waveforms recorded during state transitions events, as suggested in [2] .
Finally, the last step of the modeling process amounts to coding the model equations in a simulation environment. This can be done by representing equations (1) and (2) The estimation of the entire set of parameters in (3) requires the solution of a fully nonlinear optimization problem. This feature, along with the large number of unknown parameters involved in a state-space equation, would limit the applicability of this approach. Besides, nonlinear algorithms lead to the same possible dynamic instability of models observed in the estimation of NARX relations.
In order to address the previous limitations, the methodology proposed in [7] amounts to adapting only the weights of the network-to-output connections, i.e., the parameters in vector c, thus leading to the solution of a linear least squares problem. The other parameters, i.e., matrix A and vector b, are defined a-priori in a way that allows the inclusion in the model of a large number of randomly generated dynamics, hopefully including those of the original system under modeling. In particular, matrix A is chosen to satisfy the "echo state" property, which means that for each input sequence, model (3) must present a unique sequence of state variables, thus leading to locally stable models.
ESNs designed as outlined in this Section have several strengths. They are stable by construction, they rely on a simple linear estimation algorithm and have been effectively used to approximate the nonlinear dynamic behavior of complex dynamical systems possibly with chaotic behavior or higher order dynamical effects [7] .
Numerical results
In this Section, the methodology for the generation of IC macromodels based on both NARX parametric relations and on ESNs is applied to a commercial device. The device is the output port of a Texas Instruments transceiver, whose HSPICE physical description is available from the official website of the vendor. The lumped circuit equivalent of the IC package is provided by the supplier as well. The example device is an 8-bit bus transceiver with four independent buffers (model name SN74ALVCH16973, power supply voltage VDD=1.8 V). The In the first example, the proposed modeling methodology is applied to the characterization of the silicon part of the output port of the example device. No package information is included in the reference physical description of the transceiver. For this example, different models are estimated. In one case, eight different NARX models are obtained by means of the application of either static [5] or recurrent [6] clusions, that were also checked on the complete model (1) . [5, 6] . The responses of these NARX models coincide, and are represented as one curve with dotted line in Fig. 1 . From the exact superposition of curves in Fig. 1 [5, 6] and their initialization): the variability of the curves is an indication of the difficulty for NARX models to reproduce much richer (i.e., higher order) dynamics, as the ones introduced by the die package of this example.
