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one.
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1. Introduction
Throughout the paper, all rings are assumed to be commutative with identity. If R is a ring,
Z(R) denotes its set of zero-divisors. For a ring R, we associate a simple graph Γ (R) to R with
vertices Z(R)∗ = Z(R) − {0}, and for distinct x, y ∈ Z(R)∗, the vertices x and y are adjacent if
and only if xy = 0. Therefore Γ (R) = ∅ if and only if R is an integral domain. This definition was
introduced by Anderson and Livingston in [4]. Recently, this subject has been studied extensively
in [1–8].
The goal of this paper is to seek what kinds of rings that have genus (see definition in the




× · · · × Zpαnn and
Zn[x]/(xm) that have genus at most one. Moreover, we are able to generalize [1, Theorem 1.4]
and give an affirmative answer to a question raised in [1]: Is it true that, for any local ring R of
cardinality 32, which is not a field, Γ (R) is not planar?
A simple graph G is an ordered pair of disjoint sets (V ,E) such that V = V (G) is the ver-
tex set of G and E = E(G) is the edge set of G. Let v ∈ V ; then the degree of v, denoted
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H.-J. Wang / Journal of Algebra 304 (2006) 666–678 667by deg(v), is the number of edges of G incident with v. Let V ′ ⊆ V (G); then G − V ′ is the
subgraph of G obtained by deleting the vertices in V ′ and all edges incident with them. Sim-
ilarly, if E′ ⊆ E(G), then G − E′ is the subgraph of G obtained by deleting the edges in E′.
If V ′ = {x ∈ V | deg(x) = 1}, then we use G˜ for the subgraph G − V ′ and call it the reduction
of G. A graph G is a complete bipartite graph with vertex classes V1 and V2 if V (G) = V1 ∪V2,
V1 ∩ V2 = ∅ and each edge joins a vertex of V1 to a vertex of V2. If |V1| = m and |V2| = n, then
we use the symbol Km,n for the complete bipartite graph. A graph in which each pair of distinct
vertices is joined by an edge is called a complete graph. We use Kn for the complete graph with
n vertices.
A simple graph is said to be planar if it can be drawn in the plane or on the surface of a sphere.
It is known that K3,3 and K5 are not planar and can be drawn without crossings on the surface
of a torus. The torus can be thought of as a sphere with one handle. More generally, a surface is
said to be of genus g if it is topologically homeomorphic to a sphere with g handles. Thus the
genus of a sphere is 0 and the one of torus is one. A graph can be drawn without crossings on the
surface of genus g, but not on one of genus g − 1, is called a graph of genus g. We write γ (G)
for the genus of a graph G. Therefore γ (K3,3) = γ (K5) = 1. A well-known fact is that if G is a
connected graph of genus g, with n vertices, m edges and f faces, then n − m + f = 2 − 2g.
2. Some lemmas and examples
There are some fundamental lemmas that will be used throughout.
Lemma 2.1. γ (Kn) = { 112 (n − 3)(n − 4)}, where {x} is the least integer that is greater than or
equal to x. In particular, γ (Kn) = 1 if n = 5,6,7.
Proof. See, for example, [9]. 
Lemma 2.2. γ (Km,n) = { 14 (m− 2)(n− 2)}, where {x} is the least integer that is greater than or
equal to x. In particular, γ (K4,4) = γ (K3,n) = 1 if n = 3,4,5,6.
Proof. See, for example, [9]. 
The following lemma is an easy observation.
Lemma 2.3. γ (G) = γ (G˜), where G˜ is the reduction of G.
Example 2.4. Let R = Z2 × Z2 × Z2 × Z2 or Z2 × Z2 × Z4 or Z2 × Z3 × Z3 or Z3 × Z3 × Z3
or Z2 × Z2 × Z5 or Z2 × Z2 × Z7 or Z4 × Z4 or Z24 or Z32; then γ (Γ (R)) = 1.
Proof. (i) Let G = Γ (Z2 × Z2 × Z2 × Z2). Let u1 = (1,0,0,0), u2 = (0,1,0,0), u3 =
(1,1,0,0), v1 = (0,0,1,0), v2 = (0,0,0,1), v3 = (0,0,1,1), w1 = (1,0,1,0), w2 = (1,0,0,1),
w3 = (0,1,1,0), w4 = (0,1,0,1), w5 = (1,1,1,0), w6 = (1,1,0,1), w7 = (1,0,1,1) and
w8 = (0,1,1,1). Since ui · vj = 0 for every i, j , K3,3 ⊆ G and then γ (G) 1. However, we can
draw G˜ = G − {w5,w6,w7,w8} on the surface of a torus, see Fig. 1(a). Therefore γ (G) = 1 by
Lemma 2.3.
(ii) Let G = Γ (Z2 ×Z2 ×Z4). Let u1 = (1,0,0), u2 = (0,1,0), u3 = (1,1,0), v1 = (0,0,2),
v2 = (0,0,1) and v3 = (0,0,3). Since ui · vj = 0 for every i, j , K3,3 ⊆ G and then γ (G) 1.
However, G is a subgraph of Γ (Z2 × Z2 × Z2 × Z2). Therefore γ (G) = 1 by (i).
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(iii) Let G = Γ (Z3 × Z3 × Z3). Let u1 = (1,0,0), u2 = (0,0,1), u3 = (0,2,0), v1 =
(0,1,0), v2 = (2,0,0), v3 = (0,0,2), W1 = {(0,1,1), (0,1,2), (0,2,1), (0,2,2)}, W2 =
{(1,0,1), (1,0,2), (2,0,1), (2,0,2)} and W3 = {(1,1,0), (1,2,0), (2,1,0), (2,2,0)}. Since G
is not planar by [3, Theorem 5.1], we have γ (G) 1. However, we can draw G˜ on the surface
of a torus, see Fig. 1(b). Therefore γ (G) = 1 by Lemma 2.3.
(iv) Let G = Γ (Z2 × Z3 × Z3). Then G is not planar by [3, Theorem 5.1]. Moreover, G is a
subgraph of Γ (Z3 × Z3 × Z3). Therefore γ (G) = 1 by (iii).
(v) Let G = Γ (Z2 × Z2 × Z7). Let u1 = (1,0,0), u2 = (0,1,0), u3 = (1,1,0), vi = (0,0, i),
wi = (1,0, i) and wi+6 = (0,1, i) for i = 1, . . . ,6. Since ui · vj = 0 for every i, j , K3,6 ⊆ G and
then γ (G)  1. However, we can draw G˜ = G − {w1, . . . ,w12} on the surface of a torus, see
Fig. 2. Therefore γ (G) = 1 by Lemma 2.3.
(vi) Let G = Γ (Z2 ×Z2 ×Z5). It is clear that K3,4 ⊆ G and G is a subgraph of Γ (Z2 ×Z2 ×
Z7). So, γ (G) = 1 by (v).
(vii) Let G = Γ (Z4 × Z4). Let u1 = (1,0), u2 = (2,0), u3 = (3,0), v1 = (0,1), v2 = (0,2)
and v3 = (0,3). Since ui · vj = 0 for every i, j , K3,3 ⊆ G and then γ (G) 1. However, G is a
subgraph of Γ (Z2 × Z2 × Z2 × Z2), so that γ (G) = 1 by (i).
(viii) Let G = Γ (Z3 × Z8). Let u1 = (0,2), u2 = (0,4), u3 = (0,6), v1 = (1,4), v2 = (2,4),
v3 = (1,0), v4 = (2,0), w1 = (0,1), w2 = (0,3), w3 = (0,5), w4 = (0,7), w5 = (1,2), w6 =
(1,6), w7 = (2,2) and w8 = (2,6). Since ui ·vj = 0 for every i, j , K3,4 ⊆ G and then γ (G) 1.
However, we can draw G˜ = G−{w5, . . . ,w8} on the surface of a torus, see Fig. 3(a). Therefore,
γ (G) = 1 by Lemma 2.3.
























































































































(ix) Let G = Γ (Z32). Let u1 = 8, u2 = 16, u3 = 24, v1 = 4, v2 = 12, v3 = 20, v4 = 28,
w1 = 2, w2 = 6, w3 = 10, w4 = 14, w5 = 18, w6 = 22, w7 = 26 and w8 = 30. Since ui · vj = 0
for every i, j , K3,4 ⊆ G and then γ (G) 1. However, we can draw G˜ = G − {w1, . . . ,w8} on
the surface of a torus, see Fig. 3(b). Therefore γ (G) = 1 by Lemma 2.3. 
Example 2.5. Let R = Z2 × Z16 or Z2 × Z3 × Z4 or Z2 × Z2 × Z6; then γ (Γ (R)) 2.
Proof. (i) Let G = Γ (Z2 × Z16). Let u1 = (1,0), u2 = (1,8), u3 = (0,8), v1 = (0,2),
v2 = (0,4), v3 = (0,6), v4 = (0,10), v5 = (0,12), v6 = (0,14), w1 = (1,4), w2 = (1,12),
w3 = (1,2), w4 = (1,6), w5 = (1,10), w6 = (1,14), w7 = (0,1), w8 = (0,3), w9 = (0,5),
w10 = (0,7), w11 = (0,9), w12 = (0,11), w13 = (0,13) and w14 = (0,15); then G˜ = G −
{w3, . . . ,w14}. Let G′ = G˜ − {u1u3, u2u3, v2v5}; then G′ − {w1,w2} ∼= K3,6.
Suppose that γ (G) = 1. Then γ (G′) = 1 and G′ has 13 faces as |V (G′)| = 11 and |E(G′)| =
24. Fix a representation of G′ (on the surface of a torus) and let {F1, . . . ,F13} be the set of faces
of G′ corresponds to the representation. Let {F ′1, . . . ,F ′n} be the set of faces of G′ − {w1,w2} ob-
tained by deleting w1, w2 and all edges incident with w1,w2 from the representation corresponds
to {F1, . . . ,F13}.
Notice that G′ − {w1,w2} ∼= K3,6. From the fact that n − m + f = 2 − 2g, K3,6 has 9 faces
each with 4 boundary edges. So, n = 9. Moreover, for every i, each boundary of F ′i cannot have
consecutive repetitions of a single edge. Therefore, in K3,6, the only way to have a closed walk
of length 4 without consecutive repetitions of a single edge is to have 4-cycle. Thus in K3,6 all
face boundaries are 4-cycles. That is, the boundary of each F ′i is a 4-cycle.
Now {F1, . . . ,F13} can be recovered by inserting w1, w2 and all edges incident with w1,w2
into the representation corresponds to {F ′1, . . . ,F ′9}. Therefore, there are faces, say F ′t1 and F ′t2 ,
1 ti  9, such that if we insert wi and all edges incident with wi into F ′ti for every i, we will
able to obtain the set of faces {F1, . . . ,F13}. From the above, the boundary of F ′i is a cycle of
length 4 for every i. Moreover, since wiv2 = wiv5 = wiu3 = 0 for i = 1,2, t1 = t2. We may
assume t1 = 1. Let e1 = w1v2, e2 = w1v5, e3 = w1u3 be the three edges incident with w1, and
let e4 = w2v2, e5 = w2v5, e6 = w2u3 be the three edges incident with w2. We can obtain Fig. 4(a)
by inserting w1 and e1, e2, e3 into F ′1. However, it is easy to see from Fig. 4(a) that we cannot
insert w2 and e4, e5, e6 into F ′1 without crossings, a contradiction. Therefore, we conclude that
γ (G) 2.
(ii) Let G = Γ (Z2 ×Z3 ×Z4). Let u1 = (0,0,1), u2 = (0,0,2), u3 = (0,0,3), v1 = (1,0,0),
v2 = (0,1,0), v3 = (0,2,0), v4 = (1,1,0), v5 = (1,2,0), w1 = (1,0,2), w2 = (0,1,2),




























































w3 = (0,2,2), w4 = (1,0,1), w5 = (1,0,3), w6 = (0,1,1), w7 = (0,1,3), w8 = (0,2,1)
and w9 = (0,2,3); then G˜ = G − {w6, . . . ,w9}. Let G′ = G˜ − {w4,w5} − {v1v2, v1v3}; then
G′ − {w1,w2,w3} ∼= K3,5.
Suppose that γ (G) = 1. Then γ (G′) = 1 and G′ has 13 faces as |V (G′)| = 11 and |E(G′)| =
24. Fix a representation of G′ and let {F1, . . . ,F13} be the set of faces of G′ corresponds to
the representation. Let {F ′1, . . . ,F ′n} be the set of faces of G′ − {w1,w2,w3} obtained by delet-
ing w1, w2, w3 and all edges incident with w1,w2,w3 from the representation corresponds to
{F1, . . . ,F13}.
Notice that G′ − {w1,w2,w3} ∼= K3,5. From the fact that n−m+f = 2 − 2g, K3,5 has seven
faces, six with 4 boundary edges and one with 6. So, n = 7. Moreover, for every i, each boundary
of F ′i cannot have consecutive repetitions of a single edge. Therefore, in K3,5, the only way to
have a closed walk of length 6 without consecutive repetitions of a single edge is to have 6-cycle.
Thus in K3,5 all face boundaries are 4-cycles but with one 6-cycle. We may assume that the
boundary of F ′7 is 6.
Now {F1, . . . ,F13} can be recovered by inserting w1, w2, w3 and all edges incident with
w1,w2,w3 into the representation corresponds to {F ′1, . . . ,F ′7}. Therefore, there are faces, say








every i, we will able to obtain the set of faces {F1, . . . ,F13}. Since w1w2 = w1w3 = 0, t1 = t2 =
t3. Moreover, w1v2 = w1v3 = w2v1 = 0, we see that t1 = 7 as F ′7 is the only face whose boundary
is a 6-cycle from the above. Let e1 = w1v2, e2 = w1v3, e3 = w1u2, e4 = w1w2, e5 = w2u2,
e6 = w2v1, e7 = w3u2, e8 = w3v1 and e9 = w3w1. We can obtain Fig. 4(b) by inserting w1, w2
and e1, . . . , e6 into F ′7. However, it is easy to see From Fig. 4(b) that we cannot insert w3 and
e7, e8, e9 into F ′7 without crossings, a contradiction. Therefore, we conclude that γ (G) 2.
(iii) Let G = Γ (Z2 ×Z2 ×Z6). Since Γ (Z2 ×Z3 ×Z4) is a subgraph of G, we have γ (G) 2
by (ii). 
3. Main theory
Throughout, let R be a finite ring which is not a field. We shall generalize several results in
[1,3,6].
We begin this section with the following useful lemma.
Lemma 3.1.
(i) Let R be a finite ring with at least 5 maximal ideals. Then γ (Γ (R)) 2.
(ii) Let R = R1 × R2 × R3 × R4, where Ri is a local ring for every i. If |R4|  4, then
γ (Γ (R)) 2.
(iii) Let R = R1 ×R2 ×R3, where Ri is a local ring for every i. If |R3| 8, then γ (Γ (R)) 2.
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γ (Γ (R)) 2.
Proof. (i) It is sufficient to consider the case R ∼= R1 ×· · ·×R5, where Ri is a finite local ring for
every i. In this case, notice that |Ri | 2 for every i. Let u1 = (1,0,0,0,0), u2 = (0,1,0,0,0),
u3 = (1,1,0,0,0), v1 = (0,0,1,0,0), v2 = (0,0,0,1,0), v3 = (0,0,0,0,1), v4 = (0,0,1,1,0),
v5 = (0,0,1,0,1), v6 = (0,0,0,1,1) and v7 = (0,0,1,1,1); then uivj = 0 for every i and j , so
that K3,7 ⊆ Γ (R), it follows that γ (Γ (R)) 2 by Lemma 2.2.
(ii) It is sufficient to consider the case Ri ∼= Z2 for i = 1,2,3. Let {a1, a2, a3} be three
distinct nonzero elements of R4 and let ui = (0,0,0, ai) for i = 1,2,3. Let v1 = (1,0,0,0),
v2 = (0,1,0,0), v3 = (0,0,1,0), v4 = (1,1,0,0), v5 = (1,0,1,0), v6 = (0,1,1,0) and v7 =
(1,1,1,0); then uivj = 0 for every i and j , so that K3,7 ⊆ Γ (R), it follows that γ (Γ (R))  2
by Lemma 2.2.
(iii) It is sufficient to consider the case Ri ∼= Z2 for i = 1,2. Let {a1, . . . , a7} be seven distinct
nonzero elements of R3 and let ui = (0,0, ai) for i = 1, . . . ,7. Let v1 = (1,0,0), v2 = (0,1,0)
and v3 = (1,1,0); then uivj = 0 for every i and j , so that K3,7 ⊆ Γ (R), it follows that
γ (Γ (R)) 2 by Lemma 2.2.
(iv) It is sufficient to consider the case R1 ∼= Z2. Let {a1, a2, a3} be three distinct nonzero
elements of R2 and let {b1, b2, b3} be three distinct nonzero elements of R3. Let ui = (0,0, bi) for
i = 1,2,3, vi = (0, ai,0) for i = 1,2,3, vi+3 = (1, ai,0) for i = 1,2,3 and v7 = (1,0,0); then
uivj = 0 for every i and j , so that K3,7 ⊆ Γ (R), it follows that γ (Γ (R)) 2 by Lemma 2.2. 
Theorem 3.2. If (R,m) is a finite local ring and |R| = 32, then Γ (R) is not planar.
Proof. Since R is not a field and |R| = 32 = 25, |R/m| = 2,4,8,16. If |R/m| = 8 or 16, then
m 
= 0 and |m| 4, so that m/m2 is a nonzero vector space over the residue field R/m, it follows
that |m|/|m2| = |R/m|dimR/mm/m2  81 = 8, which contradicts to the fact that |m|  4. Sup-
pose now that |R/m| = 4. Then |m| = 8 and m/m2 is a nonzero vector space over the residue
field R/m. If dimR/mm/m2  2, then |m|/|m2| 16, which contradicts to the fact that |m| = 8.
Therefore dimR/mm/m2 = 1 and then |m|/|m2| = 4. It follows that |m2| = 2. However, m2/m3
is a nonzero vector space over the residue field R/m, we see that |m2|/|m3| 4, which contra-
dicts to the fact that |m2| = 2. Consequently, we conclude that |R/m| = 2.
We proceed the proof by considering the dimension of m/m2 over the field R/m. Note that
|m| = 16, So dimR/mm/m2  4.
Case 1. dimR/mm/m2 = 4. In this case, m2 = 0 and there are 15 nonzero elements in m. Thus,
Γ (R) ∼= K15 and Γ (R) is not planar by Lemma 2.1.
Case 2. dimR/mm/m2 = 3. In this case, |m2| = 2 and m = (x, y, z) for some elements
x, y, z ∈ m. Since |m2| = 2 and m2/m3 is a nonzero vector space over the residue field
R/m, dimR/mm2/m3 = 1 and m3 = 0. Therefore, at least one of the elements of the set
{x2, y2, z2, xy, xz, yz} is nonzero. If x2 
= 0, then {x2} is a basis of the vector space m2/m3,
so that there are elements α and β of R such that xy − αx2 = xz − βx2 = 0. Therefore, we
may replace y by y − αx, z by z − βx and assume that xy = xz = 0. Let u1 = x, u2 = x2,
u3 = x + x2, v1 = y, v2 = z and v3 = y + z; then ui · vj = 0 ∀i, j , so that K3,3 ⊆ Γ (R), it
follows that Γ (R) is not planar by Lemma 2.2. The situations that y2 
= 0 and z2 
= 0 are similar.
Thus, we may assume that u2 = 0 for any generator u of m and xy 
= 0. Since {xy} is a basis
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may replace z by z − αy and assume that xz = 0. (Notice that z − αy is a generator of m.) Let
u1 = xy, u2 = x + xy, u3 = z+ xy, v1 = x, v2 = z and v3 = x + z; then ui · vj = 0 ∀i, j , so that
K3,3 ⊆ Γ (R), it follows that Γ (R) is not planar by Lemma 2.2.
Case 3. dimR/mm/m2 = 2. In this case, let m= (x, y) for some x, y ∈m. Since |m2| = 4, either
|m3| = 2 or m3 = 0.
Assume that |m3| = 2. Then m4 = 0 and dimR/mm2/m3 = dimR/mm3/m4 = 1. If x2, y2 ∈
m3, thenm3 = (x3, x2y, xy2, y3) ⊆m4, a contradiction. Therefore, we may assume that x2 /∈m3.
Hence {x2} is a basis of the vector spacem2/m3. As before, we may further assume that xy ∈m3.
If y2 /∈ m3, then there is a unit λ such that x2 − λy2 ∈ m3, so that y3 = x3 = 0, it follows that
m3 = 0, a contradiction. Therefore, y2 ∈m3 and {x3} is a basis of the vector space m3/m4. Let
u1 = x2, u2 = x3, u3 = x2 + x3, v1 = y, v2 = y + x2 and v3 = y + x3; then ui · vj = 0 ∀i, j , so
that K3,3 ⊆ Γ (R), it follows that Γ (R) is not planar by Lemma 2.2.
Assume that m3 = 0. Then there are 12 elements in m which are not in m2 and there are 3
elements in m2 which are not zero. Since m3 = 0, K3,12 ⊆ Γ (R), we have Γ (R) is not planar by
Lemma 2.2.
Case 4. dimR/mm/m2 = 1. In this case, m is principal, and therefore mi is principal for every i.
Thus |m2| = 8, |m3| = 4, |m4| = 2 and m5 = 0. Moreover, there is an element x ∈ m such that
mi = (xi) for i = 1, . . . ,4 and x5 = 0. Let u1 = x3, u2 = x4, u3 = x3 +x4, v1 = x2, v2 = x2 +x3
and v3 = x2 + x4; then ui · vj = 0 ∀i, j , so that K3,3 ⊆ Γ (R), it follows that Γ (R) is not planar
by Lemma 2.2. This completes the proof. 
Corollary 3.3. Let (R,m) be a finite local ring. If Γ (R) is planar and |R/m| = 2, then |R| 16.
Theorem 3.2 gives an affirmative answer to a question raised by Akbari, Maimani and Yassemi
in [1]. In fact, Theorem 3.2 can be improved as follows.
Theorem 3.4. If R is a finite ring and |R| = 32, then Γ (R) is not planar if R  Z2 × F16, where
F16 is a finite field with 16 elements.
Proof. By Theorem 3.2, R has more than one maximal ideal. Therefore, we may assume that R is
not local. However, if R has at least 5 maximal ideals, then Γ (R) is not planar by Lemma 3.1(i).
If R has 4 maximal ideals, then R ∼= R1 × R2 × R3 × R4 with Ri ∼= Z2 for i  3 and |R4| = 4,
so that R is not planar by Lemma 3.1(ii). If R has 3 maximal ideals, then R ∼= R1 × R2 × R3
with (|R1|, |R2|, |R3|) = (2,2,8) or (2,4,4), so that R is not planar by Lemma 3.1(iii) and (iv).
Consequently, we may assume that R has exactly 2 maximal ideals.
Assume that R ∼= R1 × R2, where Ri is a local ring for i = 1,2 and that |R1|  |R2|. Then
(|R1|, |R2|) is either (4,8) or (2,16). If (|R1|, |R2|) = (4,8), then R1 has 3 nonzero elements and
R2 has 7 nonzero elements, it follows that K3,7 ⊆ Γ (R) and Γ (R) is not planar by Lemma 2.2.
Therefore, to finish the proof, it remains to discuss the case (|R1|, |R2|) = (2,16). Observe that
R1 ∼= Z2 and R2 is a local ring with 16 elements. By assumption, we may assume R2 is not a
field. Let m be the maximal ideal of R2. Then |R2/m| = 2,4,8. If |R2/m| = 8, then |m| = 2
and m/m2 is a nonzero vector space over R2/m, so that |m/m2| |R2/m| = 8, a contradiction.
Therefore, |R2/m| = 4 or 2.
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Therefore, m2 = 0 and m = (x) for some element x ∈ m. Let {a1, a2, a3} be three distinct ele-
ments of R2 −m. Let ui = (0, aix) and vi = (1, aix) for i = 1,2,3; then ui · vj = 0 ∀i, j , so that
K3,3 ⊆ Γ (R), it follows that Γ (R) is not planar by Lemma 2.2.
Assume that |R2/m| = 2. Then |m| = 8 and m/m2 is a nonzero vector space over R2/m.
Therefore, |m2| = 4 or |m2| = 2 or m2 = 0. If m2 = 0, then there are 7 distinct nonzero elements
in m, so that K7 ∼= Γ (R2) ⊆ Γ (R), it follows that Γ (R) is not planar by Lemma 2.1. If |m2| = 4,
then mi is principal for every i and there is an element x ∈m such that mi = (xi) for i = 1,2,3
and m4 = 0. Let u1 = (0, x2), u2 = (0, x3), u3 = (0, x2 + x3), v1 = (1, x2), v2 = (1, x3) and
v3 = (1, x2 + x3); then ui · vj = 0 ∀i, j , so that K3,3 ⊆ Γ (R), it follows that Γ (R) is not planar
by Lemma 2.2. Finally assume that |m2| = 2. Then there are elements x, y ∈ m such that m =
(x, y), dimR2/mm2/m3 = 1 and m3 = 0. If x2 
= 0, then {x2} is a basis of m2/m3, so we may
assume that xy = 0. Let u1 = (0, x), u2 = (0, x2), u3 = (0, x + x2), v1 = (1,0), v2 = (1, y) and
v3 = (1, y+x2); then ui ·vj = 0 ∀i, j , so that K3,3 ⊆ Γ (R), it follows that Γ (R) is not planar by
Lemma 2.2. If x2 = 0 and y2 = 0, then {xy} is a basis of m2/m3. Let u1 = (0, x), u2 = (0, xy),
u3 = (0, x + xy), v1 = (1,0), v2 = (1, x) and v3 = (1, x + xy); then ui · vj = 0 ∀i, j , so that
K3,3 ⊆ Γ (R), it follows that Γ (R) is not planar by Lemma 2.2. 
We next generalize [6, Theorem 2.3] and [3, Theorem 5.2] as follows.
Theorem 3.5. Let R be a homomorphic image of Zn; then γ (Γ (R)) 1 if and only if R is one of
Zp (p is a prime number), Z4, Z9, Z25, Z49, Z8, Z27, Z16, Z32, Z2 × Zp (p is a prime number),
Z3 × Zp (p is a prime number), Z5 × Z5, Z2 × Z4, Z3 × Z4, Z2 × Z9, Z3 × Z9, Z4 × Z5,
Z4 ×Z7, Z4 ×Z4, Z2 ×Z8, Z3 ×Z8, Z2 ×Z2 ×Z2, Z2 ×Z2 ×Z3, Z2 ×Z2 ×Z5, Z2 ×Z2 ×Z7,
Z2 × Z3 × Z3, Z3 × Z3 × Z3, Z2 × Z2 × Z4, Z2 × Z2 × Z2 × Z2.
Proof. We proceed the proof by considering the factorization of n.
(1) n = p. In this case, Γ (Zp) is planar as Γ (Zp) = ∅.
(2) n = p2. In this case, Γ (Z4), Γ (Z9) and Γ (Z25) are planar by [3, Theorem 5.1] and
γ (Γ (Z49)) = 1 as Γ (Z49) ∼= K6. Moreover, if p  11, then there are at least 10 nonzero elements
in the maximal ideal of Zp2 , so that K10 ⊆ Γ (Zp2), it follows that γ (Γ (Zp2)) 2 by Lemma 2.1.
(3) n = p3. In this case, Z8 and Z27 are planar by [3, Theorem 5.1]. Moreover, if p  5, then
there are at least 20 elements in m−m2 and at least 4 nonzero elements in m2, where m= pZp3 ,
so that K4,20 ⊆ Γ (R), it follows that γ (Γ (Zp3)) 2 by Lemma 2.2.
(4) n = p4. In this case, Z16 is planar by [3, Theorem 5.1]. If p  3, then there are at least 8
nonzero elements in p2Zp4 , so that K8 ⊆ Γ (Zp4), it follows that γ (Γ (Zp4)) 2 by Lemma 2.1.
(5) n = p5. In this case, γ (Γ (Z32)) = 1 by Example 2.4. If p  3, then there are at least 8
nonzero elements in p3Zp5 , so that K8 ⊆ Γ (Zp5), it follows that γ (Γ (Zp5)) 2 by Lemma 2.1.
(6) n = pk (k  6). In this case, it is easy to see that |mk−4 −mk−2| 12 and |mk−2 −mk| 3,
where m= pZpk , so that K3,12 ⊆ Γ (Zpk ). Therefore γ (Γ (Zpk )) 2 by Lemma 2.2.
(7) n = p × q . In this case, Γ (Z2 × Zp) and Γ (Z3 × Zp) are planar by [3, Theorem 5.1]. Let
p,q  5. Observe that Γ (Zp ×Zq) ∼= Kp−1,q−1. Therefore, γ (Γ (Z5 ×Z5)) = 1 and γ (Γ (Zp ×
Zq)) 2 otherwise by Lemma 2.2.
(8) n = p2 ×q . In this case, Γ (Z4 ×Z2), Γ (Z4 ×Z3), Γ (Z9 ×Z2) and Γ (Z9 ×Z3) are planar
by [3, Theorem 5.1]. Moreover, the reduction of Γ (Z4 × Z5) is isomorphic to K3,4 and the one
of Γ (Z4 × Z7) is isomorphic to K3,6, γ (Γ (Z4 × Z5)) = γ (Γ (Z4 × Z7)) = 1 by Lemma 2.2. If
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K4,8 ⊆ Γ (Z9 × Zq), so that γ (Γ (Z9 × Zq)) 2 by Lemma 2.2.
(9) n = p2 × q2. In this case, γ (Z4 × Z4) = 1 by Example 2.4. If p  3 or q  3, then
K3,8 ⊆ Γ (Zp2 × Zq2), so that γ (Γ (Zp2 × Zq2)) 2 by Lemma 2.2.
(10) n = p3 × q . In this case, Γ (Z8 × Z2) is planar by [3, Theorem 5.1]. γ (Γ (Z8 × Z3)) = 1
by Example 2.4. If q  5, then K4,7 ⊆ Γ (Z8 × Zq), so that γ (Γ (Z8 × Zq)) 2 by Lemma 2.2.
Assume that p  3. Let {a1, . . . , a6} be 6 distinct elements in pZp3 − p2Zp3 . Let ui = (ai,0),
v1 = (p2,1), v2 = (2p2,1), v3 = (p2,0) and v4 = (2p2,0); then ui · vj = 0 ∀i, j , so that K4,6 ⊆
Γ (Zp3 × Zq), it follows that γ (Γ (Zp3 × Zq)) 2 by Lemma 2.2.
(11) n = p3 × qk (k  2). In this case, K3,7 ⊆ Γ (Zp3 × Zqk ), then γ (Γ (Zp3 × Zqk )) 2 by
Lemma 2.2.
(12) n = pk × ql (k  4 and l  1). In this case, γ (Γ (Z16 × Z2))  2 by Example 2.5.
Moreover, γ (Γ (Z16 × Zq))  2 as Γ (Z16 × Z2) is a subgraph of Γ (Z16 × Zq). Assume that
p = 2 and k  5. Let u1 = (2k−2,0), u2 = (2k−1,0), u3 = (3 · 2k−2,0), v1 = (4,0), v2 = (12,0),
v3 = (20,0), v4 = (28,0), v5 = (4,1), v6 = (12,1) and v7 = (20,1); then ui · vj = 0 for every
i, j , so that K3,7 ⊆ Γ (Z2k × Zq), it follows that γ (Γ (Z2k × Zq)) 2 by Lemma 2.2. If p  3,
then there are at least 8 nonzero elements in pk−2Zpk , so that K8 ⊆ Γ (Zpk ) ⊆ Γ (Zpk × Zql ), it
follows that γ (Γ (Zpk × Zql )) 2 by Lemma 2.1.
(13) n = p1 × p2 × p3. In this case, Γ (Z2 × Z2 × Z2) and Γ (Z2 × Z2 × Z3) are planar by
[3, Theorem 5.1]. γ (Γ (Z2 ×Z2 ×Z5)) = γ (Γ (Z2 ×Z2 ×Z7)) = 1 by Example 2.4. If p3  11,
then K3,10 ⊆ Γ (Z2 ×Z2 ×Zp3), so that γ (Γ (Z2 ×Z2 ×Zp3)) 2 by Lemma 2.2. Furthermore,
γ (Γ (Z2 × Z3 × Z3)) = 1 by Example 2.4. If p3  5, then K4,5 ⊆ Γ (Z2 × Z3 × Zp3), so that
γ (Γ (Z2 ×Z3 ×Zp3)) 2 by Lemma 2.2. If p2,p3  5, then K4,9 ⊆ Γ (Z2 ×Zp2 ×Zp3), so that
γ (Γ (Z2 ×Zp2 ×Zp3)) 2 by Lemma 2.2. Moreover, γ (Γ (Z3 ×Z3 ×Z3)) = 1 by Example 2.4.
If p3  5, then γ (Γ (Z3 × Z3 × Zp3)) γ (Γ (Z2 × Z3 × Zp3)) 2. If p1  3 and p2,p3  5,
then K4,14 ⊆ Γ (Zp1 × Zp2 × Zp3), so that γ (Γ (Zp1 × Zp2 × Zp3)) 2 by Lemma 2.2.
(14) n = p21 ×p2 ×p3. In this case, γ (Γ (Z4 ×Z2 ×Z2)) = 1 by Example 2.4 and γ (Γ (Z4 ×
Z2 ×Z3)) 2 by Example 2.5. If p2,p3  3, then K3,8 ⊆ Γ (Z4 ×Zp2 ×Zp3), so that γ (Γ (Z4 ×
Zp2 ×Zp3)) 2 by Lemma 2.2. If p1  3, then K3,8 ⊆ Γ (Zp21 ×Zp2 ×Zp3), so that γ (Γ (Zp21 ×
Zp2 × Zp3)) 2 by Lemma 2.2.
(15) n = pk11 × pk22 × pk33 (k1  3, k2, k3  1). In this case, K3,7 ⊆ Γ (Zpk11 × Zpk22 × Zpk33 ),












)) 2 by Lemma 2.2.
(16) n = pk11 × pk22 × pk33 (k1, k2  2, k3  1). In this case, K3,7 ⊆ Γ (Zpk11 × Zpk22 × Zpk33 ),












)) 2 by Lemma 2.2.





















))  2 by Lemma 2.2. Assume that ki = 1 for
every i. In this case, γ (Γ (Z2 × Z2 × Z2 × Z2)) = 1 by Example 2.4 and γ (Γ (Z2 × Z2 × Z2 ×
Z3)) 2 by Example 2.5. If p4  5, then K4,7 ⊆ Γ (Zp1 ×Zp2 ×Zp3 ×Zp4), so that γ (Γ (Zp1 ×
Zp2 × Zp3 × Zp4)) 2 by Lemma 2.2. If p3,p4  3, then K3,8 ⊆ Γ (Zp1 × Zp2 × Zp3 × Zp4),
so that γ (Γ (Zp1 × Zp2 × Zp3 × Zp4)) 2 by Lemma 2.2. 
The following result generalizes [1, Theorem 1.4].
Theorem 3.6. Let (R,m) be a finite local ring and γ (Γ (R)) 1; then the following hold:
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(ii) If |R/m| = 8, then m2 = 0 and |R| = 64.
(iii) If |R/m| = 7, then m2 = 0 and |R| = 49.
(iv) If |R/m| = 5, then m2 = 0 and |R| = 25.
(v) If |R/m| = 4, then m2 = 0 and |R| = 16.
(vi) If |R/m| = 3, then m3 = 0 and |R| 27.
(vii) If |R/m| = 2, then m5 = 0 and |R| 32.
Proof. Let k be the integer such that mk 
= 0 and mk+1 = 0.
(i) Assume that |R/m|  9. Since mk/mk+1 is a nonzero vector space over the residue field
R/m, |mk/mk+1| 9, therefore there are 8 nonzero elements in the ideal mk . Since (mk)2 = 0,
K8 ⊆ Γ (R), hence γ (Γ (R)) 2 by Lemma 2.1. Thus, |R/m| 8.
(ii) Let |R/m| = 8. Notice that both mk/mk+1 and mk−1/mk are nonzero vector spaces over
the residue field R/m. If k  2, then |mk−1|/|mk| 8 and |mk| 8, so that |mk −mk+1| 7 and
|mk−1 −mk| 56. Since mk ·mk−1 = 0, K7,56 ⊆ Γ (R), therefore, γ (Γ (R)) 2 by Lemma 2.2,
a contradiction. Hence, we conclude that m2 = 0. Moreover, if dimR/mm/m2  2, then
|m|  64, so that there are 63 nonzero elements in m, it follows that K63 ⊆ Γ (R) and
γ (Γ (R))  2 by Lemma 2.1, a contradiction. Thus, m is principal and |m| = 8. It follows that
|R| = 64.
(iii) Let |R/m| = 7. Notice that both mk/mk+1 and mk−1/mk are nonzero vector spaces over
the residue field R/m. If k  2, then |mk−1|/|mk| 7 and |mk| 7, so that |mk −mk+1| 6 and
|mk−1 −mk| 42. Sincemk ·mk−1 = 0, K6,42 ⊆ Γ (R), therefore, γ (Γ (R)) 2 by Lemma 2.2, a
contradiction. Hence, we conclude that m2 = 0. Moreover, if dimR/mm/m2  2, then |m| 49,
so that there are 48 nonzero elements in m, it follows that K48 ⊆ Γ (R) and γ (Γ (R))  2 by
Lemma 2.1, a contradiction. Thus, m is principal and |m| = 7. It follows that |R| = 49.
(iv) Let |R/m| = 5. In this case, one can mimic the proof in (iii).
(v) Let |R/m| = 4. Notice that both mk/mk+1 and mk−1/mk are nonzero vector spaces over
the residue field R/m. If k  2, then |mk−1|/|mk| 4 and |mk| 4, so that |mk −mk+1| 3 and
|mk−1 −mk| 12. Sincemk ·mk−1 = 0, K3,12 ⊆ Γ (R), therefore, γ (Γ (R)) 2 by Lemma 2.2, a
contradiction. Hence, we conclude that m2 = 0. Moreover, if dimR/mm/m2  2, then |m| 16,
so that there are 15 nonzero elements in m, it follows that K15 ⊆ Γ (R) and γ (Γ (R))  2 by
Lemma 2.1, a contradiction. Thus, m is principal and |m| = 4. It follows that |R| = 16. In fact,
in this case, Γ (R) is planar.
(vi) Let |R/m| = 3. Notice that both mk/mk+1 and mk−1/mk are nonzero vector spaces over
the residue field R/m. If k  3, then |mk−1|/|mk| 3 and |mk| 3, so that |mk−1 −mk+1| 8.
Since (mk−1)2 = 0 (note that k  3), K8 ⊆ Γ (R), therefore, γ (Γ (R)) 2 by Lemma 2.1, a con-
tradiction. Hence, we conclude that m3 = 0.
Assume that |R| = 3t for some t  4. From the above, we see that k = 1 or 2. Notice
that |m| = 3t−1  27. If m2 = 0, then there are 26 nonzero elements in m, it follows that
K26 ⊆ Γ (R), a contradiction. Thus,m3 = 0 andm2 
= 0. In this case, if dimR/mm2/m3  2, then
|m2|  9 and there are at least 8 nonzero elements in m2, so that K8 ⊆ Γ (R), a contradiction.
Therefore, we may assume that dimR/mm2/m3 = 1 and |m2| = 3. Then dimR/mm/m2 = t − 2
and m = (x1, . . . , xt−2) for some elements xi ∈ m. If for every y ∈ m − m2, y2 = 0, then
0 = (xi + xj )2 = x2i + 2xixj + x2j = 2xixj . Since 2 is a unit, xixj = 0 for every i, j , therefore
m2 = 0, a contradiction. Hence, there is a generator of m, say x1, such that x21 
= 0. Furthermore,
since dimR/mm2/m3 = 1, by replacing xi if necessary we may assume that x1xi = 0 for every
i  2. Let u1 = x2, u2 = 2x2, u3 = x2 + x2, v1 = x1, v2 = 2x1, v3 = x2, v4 = 2x2, v5 = x1 + x2,1 1 1 1
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diction. Consequently, we conclude that t  3 and |R| 27.
(vii) Let |R/m| = 2. If k  5, then |mk−1|  4 and |mk−3|  4 · |mk−1|, so that |mk−3 −
mk−1| 12 and |mk−1 −mk+1| 3, it follows that K3,12 ⊆ Γ (R) as mk−3 ·mk−1 = 0, a contra-
diction. Therefore, k  4 and m5 = 0.
Assume that |R| = 2t for some t  6. From the above, we see that k = 1,2,3,4. Notice that
|m| = 2t−1  32. If m2 = 0, then there are at least 31 nonzero elements in m, it follows that
K31 ⊆ Γ (R), a contradiction. So, k  2.
(1) Assume that m3 = 0 but m2 
= 0. Observe that |m2|  2t−2. Therefore, |m − m2| 
2t−2  16. If dimR/mm2/m3  2, then |m2 −m3|  3, so that K3,16 ⊆ Γ (R), a contradiction.
Thus, dimR/mm2/m3 = 1 and |m2| = 2, which implies that dimR/mm/m2 = t − 2  4. Let
m = (x1, . . . , xt−2). Assume for the moment that for every y ∈ m−m2 we have y2 = 0. Then
x2i = 0 for every i. Since dimR/mm2/m3 = 1, we may assume that {x1x2} is a basis ofm2/m3. By
replacing x3, x4 if necessary we may assume that x1x3 = x1x4 = 0. Let u1 = x1, u2 = x1 + x1x2,
u3 = x1x2, v1 = x3, v2 = x4, v3 = x3 + x4, v4 = x3 + x1x2, v5 = x4 + x1x2, v6 = x1 + x3 and
v7 = x1 + x4; then ui · vj = 0 for every i, j , so that K3,7 ⊆ Γ (R), a contradiction. Therefore,
there is a generator of m, say x1, such that x21 
= 0. Since dimR/mm2/m3 = 1, we may assume
that x1xi = 0 for every i  2. Let u1 = x1, u2 = x21 , u3 = x1 +x21 , v1 = x2, v2 = x2 +x21 , v3 = x3,
v4 = x3 + x21 , v5 = x4, v6 = x4 + x21 and v7 = x2 + x3; then ui · vj = 0 for every i, j , so that
K3,7 ⊆ Γ (R), a contradiction.
(2) Assume that m4 = 0 but m3 
= 0. Notice that |m3|  2 and |m2|  4. If |m2|  16, then
|m2 − m4|  15. Since m4 = 0, K25 ⊆ Γ (R), a contradiction. Therefore, |m3| = 4 or 8. As-
sume that |m2| = 4. Then dimR/mm2/m3 = dimR/mm3/m4 = 1. Therefore, dimR/mm/m2 =
t − 3  3. Let {w} be a basis of the vector space m2/m3. Since dimR/mm3/m4 = 1, we can
choose a generating set {x1, . . . , xt−3} such that wx1 
= 0 and wxi = 0 for every i  2. Let
u1 = w, u2 = wx1, u3 = w + wx1, v1 = x2, v2 = x3, v3 = x2 + w, v4 = x3 + w, v5 = x2 + x3,
v6 = x2 +x3 +w and v7 = x2 +wx1; then ui ·vj = 0 for every i, j , so that K3,7 ⊆ Γ (R), a contra-
diction. Assume that |m2| = 8. If |m3| = 4, then dimR/mm2/m3 = 1, so that dimR/mm3/m4  1,
it follows that |m4|  2, contradicts to the assumption that m4 = 0. Therefore, |m3| = 2,
dimR/mm2/m3 = 2 and dimR/mm/m2 = t − 4 2. Let {w1,w2} be a basis of the vector space
m2/m3. Since dimR/mm3/m4 = 1, w1y 
= 0 for some y ∈ m or w2y 
= 0 for some y ∈ m. Sup-
pose we are in the first situation. Then we can choose a generating set {x1, . . . , xt−4} of m such
that w1x1 
= 0 and w1xi = 0 for every i  2. Let m2 = {a1, . . . , a8}. Let u1 = w1, u2 = x1w1,
u3 = w1 + x1w1 and vi = x2 + ai for i = 1, . . . ,8; then ui · vj = 0 for every i, j , so that
K3,8 ⊆ Γ (R), a contradiction.
(3) Assume that m5 = 0 but m4 
= 0. Notice that |m4|  2, |m3|  4 and |m2|  8. If
|m2|  16, then |m2 − m3|  8 and |m3 − m5|  3, so that K3,8 ⊆ Γ (R), a contradiction.
Therefore, |m2| = 8, it follows that |m3| = 4 and |m4| = 2, or equivalently, dimR/mm2/m3 =
dimR/mm3/m4 = dimR/mm4/m5 = 1. Hence dimR/mm/m2 = t − 4  2. Let w1 be a ba-
sis of the vector space m3/m4. Since dimR/mm4/m5 = 1, we can choose a generating set
{x1, . . . , xt−4} of m such that wx1 
= 0 and wxi = 0 for every i  2. Let m2 = {a1, . . . , a8}.
Let u1 = w, u2 = x1w, u3 = w + x1w, vi = x2 + ai for i = 1, . . . ,8; then ui · vj = 0 for every
i, j , so that K3,8 ⊆ Γ (R), a contradiction.
From (1), (2) and (3), we conclude that t  5 and |R| 32. 
An immediate consequence of Theorem 3.6 is the following.
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(i) If |R| 64 and |R/m| = 2; then γ (Γ (R)) 2.
(ii) If |R| 81 and |R/m| = 3; then γ (Γ (R)) 2.
Corollary 3.8. Let (R,m) be a finite local ring which is not a field. γ (Γ (R)) = 1 if one of the
following holds:
(i) |R| = 64 and |R/m| = 8.
(ii) |R| = 49 and |R/m| = 7.
Proof. The proof of (ii) is similar to the one of (i), so we only prove statement (i). For this,
observe that the assumptions |R| = 64 and |R/m| = 8 will imply that m2 = 0 and m = (x)
for some element x ∈ m. Therefore, there are 7 nonzero elements in m, so K7 ∼= Γ (R), which
implies that γ (Γ (R)) = 1. 
To end this section, we make an improvement to [3, Theorem 5.2]. However, we need a couple
of lemmas.
Lemma 3.9. Let p > q be prime numbers and let R = Zpq [X]/(Xm), where m  2. Then
γ (Γ (R)) 2.
Proof. Let x = X + (Xm) be the image of X in R. Let u1 = p, u2 = px, u3 = p + px and
v1 = q , v2 = 2q , v3 = qx, v4 = 2qx, v5 = q + qx, v6 = q + 2qx, v7 = 2q + qx, v8 = 2q + 2qx.
Then it is easy to see that ui, vj are nonzero zero-divisors and uivj = 0 for all i, j . Therefore
K3,8 ⊆ Γ (R) and γ (Γ (R)) 2 by Lemma 2.2. 
Lemma 3.10. Let p be a prime number and let R = Zp2[X]/(Xm), where m  3. Then
γ (Γ (R)) 2.
Proof. Let x = X+(Xm) be the image of X in R. Let u1 = pxm−2, u2 = pxm−1, u3 = pxm−2 +
pxm−1 and v1 = p, v2 = p + x2, v3 = p + 2x2, v4 = p + 3x2, v5 = p +px, v6 = p +px + x2,
v7 = p+px+2x2, v8 = p+px+3x2. Then it is easy to see that ui, vj are nonzero zero-divisors
and uivj = 0 for all i, j . Therefore K3,8 ⊆ Γ (R) and γ (Γ (R)) 2 by Lemma 2.2. 
Theorem 3.11. Let Rm,n = Zn[X]/(Xm), where m,n 2. Then:
(i) γ (Γ (R2,n)) 1 if and only if n = 2,3,4,5,7.
(ii) γ (Γ (R3,n)) 1 if and only if n = 2,3.
(iii) γ (Γ (R4,n)) 1 if and only if n = 2.
(iv) γ (Γ (R5,n)) 1 if and only if n = 2.
(v) γ (Γ (Rm,n)) 2 whenever m 6.
Proof. Let x = X + (Xm) be the image of X in Rm,n.
(i) If n 9, then vi = ix for i = 1, . . . ,8 are zero-divisors of R and vivj = 0 for all i 
= j , so
that K8 ⊆ Γ (R), it follows that γ (Γ (R2,n)) 2 by Lemma 2.1. Therefore, we may assume that
n 8.
678 H.-J. Wang / Journal of Algebra 304 (2006) 666–678Assume that n = 8. Let u1 = 4, u2 = 4x, u3 = 4 + 4x, v1 = 2, v2 = 6, v3 = 2x, v4 = 6x,
v5 = 2 + 2x, v6 = 2 + 6x, v7 = 6 + 2x and v8 = 6 + 6x; then ui, vj are nonzero zero-divisors
and uivj = 0 for all i, j , so that K3,8 ⊆ Γ (R2,8), it follows that γ (Γ (R2,8)) 2 by Lemma 2.2.
Now, γ (Γ (R2,7)) = 1 as Γ (R2,7) ∼= K6, γ (Γ (R2,6))  2 by Lemma 3.9 and if n  5, then
Γ (Rm,n) is planar by [6, Theorem 2.3] or [3, Theorem 5.2].
(ii) Assume that n 5. Let u1 = x2, u2 = 2x2, u3 = 3x2, v1 = x, v2 = 2x, v3 = 3x, v4 = 4x,
v5 = x + x2, v6 = 2x + x2 and v7 = 3x + x2; then ui, vj are nonzero zero-divisors and uivj = 0
for all i, j , so that K3,7 ⊆ Γ (R3,n), it follows that γ (Γ (R3,n)) 2 by Lemma 2.2.
Now, γ (Γ (R3,4)) 2 by Lemma 3.10, and if n = 2,3, Γ (R3,n) is planar by [6, Theorem 2.3]
or [3, Theorem 5.2].
(iii) Assume that n  3. Let u1 = x3, u2 = 2x3, u3 = x2, u4 = 2x2, u5 = x2 + x3, u6 =
2x2 +x3, u7 = x2 +2x3 and u8 = 2x2 +2x3; then ui are nonzero zero-divisors and uiuj = 0 for
all i, j , so that K8 ⊆ Γ (R4,n), it follows that γ (Γ (R4,n)) 2 by Lemma 2.1. Moreover, Γ (R4,2)
is planar by [6, Theorem 2.3] or [3, Theorem 5.2].
(iv) Assume that n  3. Let u1 = x4, u2 = 2x4, u3 = x3, u4 = 2x3, u5 = x3 + x4, u6 =
2x3 + x4, u7 = x3 + 2x4 and u8 = 2x3 + 2x4; then ui are nonzero zero-divisors and uiuj = 0
for all i, j , so that K8 ⊆ Γ (R5,n), it follows that γ (Γ (R5,n))  2 by Lemma 2.1. Moreover,
γ (Γ (R5,2)) = 1 as Γ (R5,2) ∼= Γ (Z32) and γ (Γ (Z32)) = 1 by Example 2.4.
(v) Assume that n  2. Let u1 = xm−2, u2 = xm−1, u3 = xm−2 + xm−1, v1 = x2, v2 = x3,
v3 = x2 + x3, v4 = x2 + x4, v5 = x3 + x4, v6 = x2 + x3 + x4 and v7 = x2 + x5; then ui, vj
are nonzero zero-divisors and uivj = 0 for all i, j , so that K3,7 ⊆ Γ (R6,n), it follows that
γ (Γ (R6,n)) 2 by Lemma 2.2. 
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