A scheme for temperature control of a greenhouse is presented. The present work proposes an approach based on a combination of two different control schemes: Feedback Linearization (FL) and standard linear Model Predictive Control (MPC), using their advantages. The treated greenhouse is considered a non-linear Single-Input-Single-Output process and subject to strong external disturbances. Since the methodology used for solving the MPC + FL approaches generally leads to an optimization problem subject to state-dependent non-linear constraints, an alternative for its implementation is discussed. Two control techniques are compared, namely MPC + FL and Non-linear Model Predictive Control (NLMPC).
Introduction
In industrial applications, a great number of practical control schemes have to deal with boundaries. These boundaries arise both from input physical constraints, such as actuator saturation and from output constraints due to specific conditions of the process. Furthermore, if the plant to be controlled is non-linear, the problem becomes more complex and a non-linear optimization program must be solved. Furthermore, it may lead to a non-convex optimization problem and to an increase of computational demands.
As system models in engineering are frequently non-linear, several approaches have been developed to solve the constrained control problem by approximating the non-linear model to a linear one. Since most practical control strategies have to deal with physical constraints, a controller that can handle these constraints is necessary, while maintaining the linearity of the system to be controlled. One of the reasons for choosing Model Predictive Control (MPC) is its capability to handle the constraints explicitly.
In recent years, several approaches have been proposed to deal with climate control problem in greenhouses. Optimal control strategies in greenhouse climate systems are presently of significant importance for researchers and practitioners (van Straten, 1999; Lakroix and Kok, 2000; Sigrimis et al., 2000; Tzafestas et al., 2001; Kyriannakis et al., 2002) and van Straten et al. (2000) provides a short overview of the state of the art and discusses the hesitation of potential users to implement optimal control. However, most techniques provide only indirect constraint compensation.
This work deals with the problem of following a desired trajectory for the optimum temperature behavior inside a greenhouse, which has been modeled as a time-invariant nonlinear system, linearized by the Feedback Linearization (FL) approach. Model Predictive Control using Feedback Linearization (MPC + FL) problems can be explicitly solved only for some cases and the main difficulty of this configuration is that the MPC design must be made subject generally to non-linear constraints (Nevistic and Morari, 1995) . Here, the FL will be presented as the Input/Output (I/O) Linearization of a greenhouse temperature control subject to constraints inherent to the actuator, as well as to inside temperature constraints.
In El Ghoumari et al. (2002) , the climatic variables in the greenhouse were controlled using the Modified Extended Linearized Predictive Controller. This algorithm exploits the idea of obtaining on-line linearized models at each sampling instant, instead of the Feedback Linearization schemes used in this work.
The paper is organized as follows: Section 2 includes discussion of some aspects of modeling greenhouse dynamics, taking into account the disturbances from climatic conditions to which the greenhouse is subjected. Section 3 gives a brief revision of system linearization and a desired trajectory follow-up is discussed, in presence of constraints of both the control and the controlled variable. Section 4 deals with the MPC + FL structure. Section 5 shows several simulations and results obtained to evaluate the performance of the predictive control technique with a FL internal loop. This technique was compared with the Non-linear Model Predictive Control (NLMPC) and Section 6 presents conclusions and possible future work.
Non-linear model for greenhouses
In this paper, a greenhouse model employing a single layer cover is studied. Takakura (1993) previously discussed the selected greenhouse non-linear model. The model takes into account absorbed solar radiation, radiation exchange between the sky and the cover and between the cover and the interior space of the greenhouse. Heat exchanges considered were those due to convection, i.e., between inside air and the cover and between the cover and the outside air and finally, the latent heat released by the condensed water vapor. The energy balance of the inside air included the convective exchange with the cover, with the seedlings and with the floor, as well as the heat exchange with the outside air. For simplicity, the air mass inside the greenhouse was considered to have a homogenous temperature distribution.
The system was established as a Single-Input-Single-Output (SISO) system discretized by the Euler method with a 3 min time step ( t = 0.01 h) and several real disturbances were considered. The state vector x(k) = [T c T i T f T p ] was formed of greenhouse cover temperature T c , temperature of the inside air T i , temperature of the floor T f and temperature of the plants T p . The complete dynamics of the temperature inside the greenhouse took into account perturbations, such as direct solar radiation r ad , diffuse solar radiation r ads , external temperature T o and the temperature under a 10-cm deep soil layer T bl . These five variables made up the perturbation vector d(x) of (1). Temperatures T c , T i , T f were measured variables. The seedling temperature was not directly measured, but was estimated by an Extended Kalman Filter. The details of the filter implementation are shown in a previous work (Piñón et al., 1998) . Tables 1 and 2 show the parameters and symbols used.
The discrete greenhouse model can be expressed as:
and the terms for latent heat from solid surfaces are,
β is an empirical factor, which depends on the non-linear shape of the temperature profile. Air humidity has, in general, a great influence on temperatures in greenhouses. Furthermore, one of the main problems in controlling the air temperature in greenhouses is the condensation process, which liberates a great quantity of energy producing a high transfer of energy to the greenhouse elements (cover, plants, etc.). However, in this model, air humidity was not considered because in a semi-desert environment, as is the case of San Juan (Argentina), water is a scarce resource and the atmosphere is so dry that the condensation effect is negligible. The system can be formulated by:
where x ∈ 4 is the state vector, u ∈ is the input control, d ∈ 4 is the disturbance vector and y ∈ is the output. f = 4 → 4 × 1 , g = 4 → 4 × 1 and p = 4 → 4 × 4 are smooth Table 2 Parameters used in the model 
The column vector g(x(k)) can be formulated as:
and the control variable is the heat flow given off by the heater/cooler.
The inside temperature has been chosen as the controllable variable of the system h c (x(k)) = T i (k) and the heat flow Q cal as the control variable and the matrix p d (x) is given by: The perturbations vector is formulated as:
This work used measurements collected by the commercial Davis Weather Station (©Davis Instruments Corporation) over 21 consecutive days in July-August (winter in the southern hemisphere). This station was situated in San Juan, Argentina (31 • 32 latitude, 68 • 31 longitude). Fig. 1 shows the external climate recorder. Temperature ( • C), outside humidity ratio (kg/kg dry air) and wind speed (km/h) are some of the collected data that were introduced into the system at each control time. It should be noted that in this zone the climate is very unstable.
Feedback Linearization of a greenhouse
The Input/Output Linearization is summarized in Henson and Seborg (1997) . In this work, a relative degree of the greenhouse system r = 1 was obtained, disturbances were decoupled and a diffeomorphism [ξ(k) T 
was also defined and v(k) is the new input of the linearized plant. Therefore, the transformed system can be expressed in a normal form as:
where
We have introduced here the smooth functionsq andk. The details of how these functions depend on f, g, p and h can be seen in Henson and Seborg (1997) .
To make the system of Eq. (4a) linear, the feedback should be shaped as:
Thus, the control law exactly linearizes the map between the transformed input v and the output y. Consequently, a linear controller can be designed to satisfy control objectives, such as setpoint tracking. It is important to note that the η dynamics remain non-linear. In this work, the analysis is specific to the tomato crop. Due to biological constraints, the seedling temperature may not be above 37 • C or below 10 • C when the plants have three leaves and 0.21 g/m 2 of dry weight. The optimal reference and the inside temperature bounds for tomato seedlings are recommended in a previous work (Sander, 1995) . But in this case, such trajectory and bounds were found using experimental results from the National Institute for Agricultural and Livestock Technology and Research (INTA), San Juan, Argentina. Therefore, the output variable T i (k) is constrained so as not to surpass a 3 • C band around the optimal reference of day time temperature and in order to save energy during the night, the inside temperature may reach 10 • C under this optimal reference of temperature.
The MPC + FL approach
The reason for introducing this combination of control strategies is to increase the computing efficiency by linearizing the plant and by reformulating the MPC problem on the new linearized coordinates. The combination of control strategies is difficult to solve, unless the non-linear constraints and the objective function are convex. Thus, the originally non-linear model used for the MPC prediction becomes linear, which leads to an easier implementation of the MPC algorithm and a significant reduction of the computations involved in the non-linear optimization problem.
Statement of the problem
The MPC algorithm was formulated so as to solve (on-line and at every instant) an optimal control problem with finite horizon. The objective function Eq. (5) used here is given in terms of the new control variable v. The criterion was formulated in terms of the original input u, instead of the FL control variables used in NLMPC. Then, the objective function is,
subjected to the linear system (4a) and the non-linear constraints: 
where y(k + i|k) is the output predictive vector at k, y r (k + i|k) the reference trajectory, v(k) the sequence of control computed at k, v (k + i|k) = 0 for i > NC, v (k|k) is the control move at k. Q and R are the positive definite matrices representing weights on the states and new control variables. NP and NC are the prediction and control horizons (NC ≤ NP).
A main feature of MPC is that process constraints can be directly incorporated into the online optimization performed at each time step. The main advantage of MPC over other control techniques is its multivariable constraint handling capability, making its application very successful in industry. Fig. 2 shows the proposed hybrid MPC + FL structure for controlling non-linear systems with hard constraints at the input. An inner FL loop is embedded in an external predictive control loop, linearizing the greenhouse non-linear plant and tracking its own reference input v, considering the constraints in the manipulated variable (heater/cooler) and in the controlled variable (inside temperature). The linear properties of the FL loop are preserved, i.e., Eq. (4a) holds, only if the original constraints on u are satisfied. This implies that implicit constraints due to the new input v must be included in the MPC design of the external loop. Hence, the real input is bounded 0 ≤ u heat ≤ 300 W/m 2 to the heater. Then, the new input v of the linearized plant, after the mapping, is,
One can derive the following expressions for a constraint set Ω v ,
It is clear that due to the FL, original hard constraints (u min , u max ) are mapped into the MPC constraints on v. In this case, the new constraint represents the inside temperature rate. The NLMPC uses the following objective function,
The model used for the prediction in NLMPC is the non-linear greenhouse system described above. Hard constraints are imposed on both the heat/cool flow and the output variable. Therefore, the objective function is subjected to constraints:
where u(k) is the heat flow given off by the heater/cooler. The disturbances are considered to be constant (and equal to the last known value) during the predictive horizon. The optimization method used to compute the optimum control action is a gradient descendent algorithm provided by Math Works in their Optimization toolbox (Math Works Inc., 1990) . In this work, the gradients of the functions are obtained in numerical form and the decision variable is the vector u = [u(k + 1|k), . . ., u(k + NC|k)].
Simulation results
Various simulation tests were applied to gain some insight into the performance and efficiency of the MPC + FL approach as compared to the NLMPC approach. Both NLMPC and MPC + FL were implemented using Matlab software (Math Works Inc., 1990) .
In our application, the error and the control are weighted differently during the day (between 6 a.m. and 6 p.m.) and the night (between 6 p.m. and 6 a.m.) in order to save energy. Q d and Q n are defined factors that weight the error during the day and the night, respectively, whereas R d and R n denote the control weight for the day and the night.
The output variable T i (k) is constrained so as not to surpass a 3 • C band around the optimal reference (25 • C) of day time temperature (to take best advantage of solar radiation in the photosynthesis process) and to save energy during the night, the inside temperature may reach 10 • C under this optimal reference of temperature. Considering these control objectives, the error weights are much higher during the day than at night and the constraints are relaxed during the night.
Several simulation were carried out with NC = NP = 4. In every case, the control objective was achieved. The desired trajectory was correctly tracked and the imposed constraints were fulfilled. The difference between the MPC + FL implementation for different weights is shown in Fig. 3 . The outside temperature of the greenhouse during a 2-day experiment is shown by the fine line. In this case, the following can be observed:
• Simulation 1: The dot-dot-dashed line response was obtained with R d = 10, Q d = 1, R n = Q n = 0. Here, the error between the desired reference trajectory and the output is noticed during the night, but it does not pose any hazards to the crop's growth as the temperature is still within the allowed range. During the day, the error is small and the energetic consumption is low.
• Simulation 2: With R d = 0.001, Q d = 100; R n = Q n = 0, the dot-dashed line response was obtained. Better performance was achieved due to a minimum-error follow-up, though the energy demands were greater than with the previous simulation (20 W/m 2 versus 17 W/m 2 in the previous simulation). The mean square errors obtained for these simulations were 0.5 and 0.2 • C, respectively. • Simulation 3: With R d = 0, Q d = 10; R n = Q n = 0, in this case, the energy demand (represented in bold line) was less than in the other cases and the temperature error was within the permitted values. This last simulation was made for later comparison with the non-linear controller response.
Other simulations using the NLMPC method were performed. In all cases, the objectives under restrictions were also reached.
If NLMPC is compared to MPC + FL (Fig. 4) ; with NC = NP = 2 and Q d = 10, Q n = 0, R d = R n = 0, it can be stated that:
• Both the output (inside air temperature) and control variables (heat flow) obtained by the NLMPC and MPC + FL techniques show a similar behavior. Notice that for the NLMPC design, the criterion is described in terms of the original inputs u, instead of the FL control variables v.
• The control action to achieve such follow-up is also very similar. This follow-up is kept within the maximum and minimum bounds permitted by the heater capacity.
• For both techniques, a mean square error of 1.5 • C was obtained using the MPC + FL technique and 1.8 • C was obtained using the NLMPC technique. The mean values of the control signals were 16 and 13 W/m 2 , respectively. • It is noticeable that, during the night, both the MPC + FL and the NLMPC techniques obtained a temperature value, which was lower than the outside temperature. This phenomenon, called thermal inversion, takes place in unheated greenhouses in clear sky zones. The phenomenon has been amply studied in the literature and more detail is available in Takakura (1993) .
In all cases, the sampling time was 3 min. Notice that the MPC + FL and NLMPC methods can be compared only if there is no weight on the control variable, i.e., R = 0. As previously discussed, this comparison basis is necessary because the NLMPC method uses the original cost, whereas the MPC + FL method is based on the new cost given in terms of the new coordinates and the new control variable.
Although the performances of MPC + FL and NLMPC are very similar, the associated computational effort to obtain optimization is very different (more than four orders of magnitudes). This reduction in computational load accrues from the use of linear models in MPC + FL, which avoids the computationally demanding prediction integration. In general, the MPC + FL computation was 3000 times faster than that of the NLMPC technique (0.01 s as compared with 30 s in a personal computer). It should be noticed that the NLMPC method allows direct weighting of the energy consumption, whereas the MPC + FL method uses indirect weighting through a complex non-linear function. Therefore, the NLMPC method is more suitable for any direct control implementation intended for incrementing the greenhouse profit due to its easy energetic consumption interpretation. The main disadvantage of NLMPC is that convergence to a global optimum can only be guaranteed if the problem is convex and this is not always the case. The results of the optimization algorithm depend on the particular state, constraints, set point, etc. and reaching a local minimum can result in a suboptimal solution of the objective function.
Conclusions
A non-linear model of a greenhouse, subject to constraints and real disturbances, was analyzed. Using an observer, the complete state vector was obtained to carry out the I/O linearization. By decreasing the computation burden and making the performance analysis easier, the discussed hybrid control structure, MPC + FL, offers a general approach to the solution of non-linear control problems.
This approach produces non-linear state-dependent constraints. Using this approach, an optimization problem for a non-linear greenhouse system subject to hard constraints in the input has been transformed to a new optimization problem for a linear greenhouse system subject to non-linear constraints in the new input.
Due to its relative computational efficiency, the MPC + FL strategy seems to be attractive for a class of feedback linearizable systems. This study is intended to be continued in a future practical implementation, where the physical limitations of the heater/cooler will be considered as well as the necessary restrictions for optimal performance.
