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Abstract
Suppose that {a(n)} is a discrete probability distribution on the set N0 = {0,1,2, . . .} and {p(n)} is some
non-negative sequence defined on the same set. The equation b(n) = ∑∞k=0 p(k)a∗k(n) defines a new
sequence {b(n)}. Here {a∗k(n)} denotes the k-fold convolution of the distribution {a(n)}. In the paper the
asymptotic behaviour of the sequence {b(n)} is investigated. It is known that for the large classes of the
sequences {a(n)} and {p(n)}, b(n) ∼ σp([σn]), where 1/σ is the mean of the distribution {a(n)}. The main
object of the present work is to estimate the difference b(n) − σp([σn]) for some classes of the sequences
{a(n)} and {p(n)}.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let {a(n)} be the discrete probability distribution on the set N0 = {0,1,2, . . .} and let {p(n)}
denote another non-negative sequence defined on the same set. The relation
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∞∑
k=0
p(k)a∗k(n), n ∈ N0, (1)
defines the new sequence {b(n)} on the set N0. Here as usual a∗0(n) is the unit mass at zero
and {a∗k(n)} denotes the k-fold convolution of the discrete distribution {a(n)} with itself. The
sequence {b(n)} is called subordinate sequence to the sequence {a(n)} with subordinator {p(n)}.
If {p(n)} is probability distribution, then the infinite sum in (1) converges for all n. If the sequence
{p(n)} is not probability distribution, then for the convergence of mentioned sum depends on
the limit behaviour of sequences {p(n)} and {a(n)}. For example, if {a(n)} satisfies Cramer’s
condition (see A2 below), then it follows from estimates of Lemma 2 below that the infinite
sum in (1) converges for a very wide class of sequences {p(n)}. The relation (1) has the evident
analytic interpretation. Let A(z), P(z), and B(z) be the generating functions of the sequences
{a(n)}, {p(n)} and {b(n)}, respectively. It follows from (1) that
B(z) = P (A(z)). (2)
In the case when the sequence {p(n)} is discrete probability distribution the relation (1) has also
probabilistic interpretation. Let N ,X1,X2,X3, . . . be independent integer valued random vari-
ables. Suppose that P(N = n) = p(n) and P(Xi = n) = a(n) for n ∈ N0, i ∈ N. The relation (1)
defines the probability distribution of the sum SN = X1 +X2 +· · ·+XN on the set N0, because
∞∑
k=0
p(k)a∗k(n) = P(SN = n). (3)
Relations (1), (2) and (3) often occur in the area of mathematics. The asymptotic behaviour of
the sequence {b(n)} is the main object of many works. The case when {p(n)} is regularly varying
has been considered by Embrechts [4], Embrechts et al. [5,6], and Grübel [7,8], for its connection
with generalized renewal theory. The asymptotic behaviour of {b(n)} has been studied also by
Embrechts and Hawkes [3] and by Baltru¯nas and Yakimyv [1] in the context of infinitely divisible
laws. Borovkov [2] considered {b(n)} in connection with queueing theory and risk processes. The
authors mentioned above studied (1) in the case, where P(z) is analytic in z = 1. Hilberdink [9]
obtained an asymptotic expression for {b(n)} in the case where P(z) is analytic only inside the
unit disc and where A(z) is analytic in a larger disc.
Theorem 1. (See [9].) Let the sequence {p(n)} be such that
lim
n→∞
p(n + [λ√n ])
p(n)
= 1 (4)
for every fixed real λ. Let, further, A(z) be analytic in the disc {z: |z| < 1 + δ}, where δ > 0 and
A(z) = C(zα) for any analytic function C(z) and any integer α  2. Then the sequence {b(n)}
defined by Eq. (1) satisfies the relation
b(n) ∼ σp([σn]), n → ∞, (5)
where
σ = 1
A′(1)
=
( ∞∑
n=1
na(n)
)−1
. (6)
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Hilberdink we obtain an estimate for the difference
b(n)
σp([σn]) − 1.
To this end we have to impose some extra conditions on the sequences {a(n)} and {p(n)}.
2. Additional assumptions and the main result
To formulate our main result we need to introduce some additional notations and assumptions
concerning the sequences {a(n)} and {p(n)}.
A1. The sequence {a(n)} is a proper probability distribution, i.e. a(n)  0 for every n  0,
a(0) < 1 and
∞∑
n=0
a(n) = 1.
A2. The sequence {a(n)} satisfies Cramer’s condition, i.e. for some positive ρ the estimate
∞∑
n=1
eρna(n) < ∞
holds.
It is evident that Cramer’s condition implies that the generating function A(z) is analytic in
the region {z: |z| < 1 + δ} for some positive δ.
A3. The sequence {a(n)} is aperiodic, i.e. the grand common divisor of a set {n ∈ N: a(n) > 0}
is unity.
It follows from this last condition that the generating function A(z) satisfies Hilberdink’s
condition, i.e. it has not the form C(zα) for any analytic function C(z) and any integer α  2.
P1. The members of the sequence {p(n)} have the form p(n) = exp{−Q(n)}, where
Q(n) =
n∑
k=0
q(k)
for some non-negative sequence {q(n)} which, in addition, does not increase for large n.
As usual the sequence {q(n)} is called the hazard rate sequence and the sum function Q(n) is
called the hazard sequence.
P2. The quantity
r = lim sup
n→∞
nq(n)
Q(n)
is finite.
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The next assertion is the main result of our paper.
Theorem 2. Suppose that the sequence {a(n)} satisfies the conditions A1, A2, A3 and the se-
quence {p(n)} satisfies the conditions P1, P2 with r < 12 . Then
b(n) = σp([σn])(1 + O(Q(n) logn√
n
))
, (7)
where quantity σ is defined in (6).
As we can see from Lemma 1 below the sequence{
Q(n) logn√
n
}
tends to zero as n tends to infinity.
3. Auxiliary lemmas
For the proof of our main result we need some lemmas.
Lemma 1. Let the conditions P1 and P2 be satisfied with r < 1. Then the following assertions
hold.
(a) For every positive ε > 0
q(n) (r + ε)Q(n)
n
if n is sufficiently large.
(b) The sequence {Q(n)} is not decreasing for all n and the sequence {Q(n)
n
} is not increasing
for sufficiently large n.
(c) For every positive ε there exist quantities c1ε and c2ε such that
Q(n) c1εnr+ε, n c2ε.
(d) The sequence {Q(n)} is an O-regularly varying sequence, i.e.
lim sup
n→∞
Q([yn])
Q(n)
< ∞ and lim sup
n→∞
Q(n)
Q([yn]) < ∞
for every fixed positive y.
Proof. We start our proof from the part (b), because the part (a) is evident. We can choose ε such
that r + ε < 1. Using (a) we have that
q(n) <
Q(n)
n
if n is large enough. Since the sequence {q(n)} does not increase for large n we obtain
Q(n) − Q(n + 1) = Q(n) − nq(n + 1)  Q(n) − nq(n)  0,
n n + 1 n(n + 1) n(n + 1)
26 A. Baltru¯nas, J. Šiaulys / J. Math. Anal. Appl. 332 (2007) 22–31and the assertion (b) follows.
Applying (a) and (b) we have that for every positive ε and n large enough (n c3ε  3)
Q(n) − Q(n − 1) = q(n) (r + ε)Q(n)
n
 (r + ε)Q(n − 1)
n − 1 .
Because logx  x − 1, x > 0, we obtain from the last estimate that
log
Q(n)
Q(c3ε − 1) 
Q(n)
Q(n − 1) − 1 +
Q(n − 1)
Q(n − 2) − 1 + · · · +
Q(c3ε)
Q(c3ε − 1) − 1
 (r + ε)
(
1
n − 1 +
1
n − 2 + · · · +
1
c3ε − 1
)
 (r + ε)
n∫
1
dx
x
= (r + ε) logn.
Hence
Q(n)Q(c3ε − 1)nr+ε
for n c3ε and assertion (c) follows.
Finally, using (a) and (b) for sufficiently large n, we have
Q(2n) = Q(n) +
2n∑
k=n+1
q(k)
Q(n) +
2n∑
k=n+1
Q(k)
k
Q(n) + Q(n)
n
n = 2Q(n).
The part (d) of our lemma follows now from the last estimate immediately. 
From Lemma 1 we can obtain that the subordinator sequence {p(n)} satisfies Hilberdink’s
condition (4). Namely, from P1 it follows that for positive λ
p(n + [λ√n ])
p(n)
= exp
{
−
n+[λ√n ]∑
k=n+1
q(k)
}
.
According to the assertions (a)–(c) of Lemma 1 we have that for n large enough
0
n+[λ√n ]∑
k=n+1
q(k)
n+[λ√n ]∑
k=n+1
Q(k)
k
 Q(n)
n
[λ√n ] = o(1).
Therefore
p
(
n + [λ√n ])∼ p(n)
for every fixed positive λ. If λ is negative fixed real number the last relation we can obtain
similarly. It follows from [9] (see Lemma 2.1) that the sequence {p(n)} is longtailed, i.e.
lim
n→∞
p(n + 1) = 1.
p(n)
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p(n) = L(e√n )
for some slowly varying function L.
Lemma 2. (See [9, Lemma 2.4].) Let the sequence {a(n)} satisfy the conditionsA1 andA2. Then
a∗k(n) e−c4n if 0 k  σn/3,
a∗k(n) e−c5k if k  3σn
and
a∗k(n) c6 exp
(
−|k − σn|
σ
√
n
)
if σn/3 k  σn − 2σ√n logn
or σn + 2σ√n logn k  3σn.
Here σ is defined in (6), and c4, c5, c6 are positive numbers that may depend on σ and ρ.
4. Proof of Theorem 2
Let the quantity σ be defined in (6) and for a positive integer n:
SIn = [0, σn/3] ∪ [3σn,+∞),
SIIn = (σn/3, σn − 2σ
√
n logn) ∪ (σn + 2σ√n logn,3σn),
SIIIn = [σn − 2σ
√
n logn,σn + 2σ√n logn].
Then we can write
b(n) = II + III + IIII, (8)
where
II =
∑
k∈SIn
p(k)a∗k(n), III =
∑
k∈SIIn
p(k)a∗k(n), IIII =
∑
k∈SIIIn
p(k)a∗k(n).
According to Lemma 2
II  e−c4n
∑
k<σn/3
1 +
∑
k>3σn
e−c5k  c7e−c8n. (9)
Similarly
III  c6p
([σn]) ∑
k∈SIIn
p(k)
p([σn]) exp
(
−|k − σn|
σ
√
n
)
. (10)
If k ∈ (σn/3, σn − 2σ√n logn), then
p(k)
p([σn]) = exp
( [σn]∑
j=k+1
q(j)
)
.
Applying the assertions (a) and (b) of Lemma 1, we obtain
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j=k+1
q(j)
[σn]∑
j=k+1
Q(j)
j
 Q(k)
k
([σn] − k)
for sufficiently large n. The sequence {Q(n)} is O-regularly varying and Q(n) = o(1)√n (see
(c) and (d) parts of Lemma 1). Hence for sufficiently large n
p(k)
p([σn])  exp
{
1
4σ
√
n
(σn − k)
}
.
Therefore for such n
[σn−2σ√n logn]∑
k=[σn/3]+1
p(k)
p([σn]) exp
(
−|k − σn|
σ
√
n
)

[σn−2σ√n logn]∑
k=[σn/3]+1
exp
(
−3|k − σn|
4σ
√
n
)

∑
m2σ√n logn
exp
{
− 3m
4σ
√
n
}

∞∫
2σ
√
n logn−1
exp
{
− 3t
4σ
√
n
}
dt = 4σ
3n
exp
{
3
4σ
√
n
}
. (11)
If k ∈ (σn + 2σ√n logn,3σn), then p(k) p([σn]) and
[3σn]∑
k=[σn+2σ√n logn]+1
p(k)
p([σn]) exp
(
−|k − σn|
σ
√
n
)

∑
m2σ√n logn
exp
(
− m
σ
√
n
)

∞∫
2σ
√
n logn−1
exp
{
− t
σ
√
n
}
dt
= σ
n
√
n
exp
{
1
σ
√
n
}
. (12)
It follows now from the relation (10) and the estimates (11), (12) that
III  c9 p([σn])
n
(13)
for sufficiently large n.
It remains to consider the term IIII from (8). It is evident that
∑
k∈SIIIn
a∗k(n) =
∞∑
k=0
a∗k(n) −
∑
k∈SIn∪SIIn
a∗k(n).
The function 1 − A(z) is analytic in the region {z: |z|  eρ}. Zeros of the analytic function
are separated. Hence there exists the disc γ with the radius exceeding 1 such that the function
1/(1 − A(z)) is analytic in the inside of this disc except the pole at the point z = 1. Therefore
1
2πi
∫ 1
(1 − A(z))zn+1 dzγ
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z=1
1
(1 − A(z))zn+1 + Resz=0
1
(1 − A(z))zn+1
= − lim
z→1
z − 1
A(z) − 1 +
1
n! limz→0
(
1
1 − A(z)
)(n)
= −σ +
∞∑
k=0
a∗k(n).
Because the function 1/(1 − A(z)) is analytic on the disc γ then∣∣∣∣
∫
γ
1
(1 − A(z))zn+1 dz
∣∣∣∣ c10e−c11n,
where the positive numbers c10 and c11 depend on the sequence {a(n)} and the radius of the
disc γ . From the last two relations it follows that
∞∑
k=0
a∗k(n) = σ + O(e−c11n). (14)
On the other hand, from Lemma 2 we have∑
k∈SIn∪SIIn
a∗k(n) 2c6
∑
m2σ√n logn
exp
(
− m
σ
√
n
)
+ c12
(
e−c13n
)
 c14
n
.
Hence according to (14)
IIII = p
([σn]) ∑
k∈SIIIn
a∗k(n) + O(1)
∑
k∈SIIIn
∣∣p(k) − p([σn])∣∣a∗k(n)
= σp([σn])(1 + O(1
n
))
+ O(1)
∑
k∈SIIIn
∣∣p(k) − p([σn])∣∣a∗k(n). (15)
It follows from (8), (9), (13), and (15) that
b(n) = σp([σn])(1 + O(1
n
))
+ O(1)
∑
k∈SIIIn
∣∣p(k) − p([σn])∣∣a∗k(n) + O(e−c8n).
By (c) of Lemma 1
e−c8n
p([σn]) = exp
{−c8n + Q([σn])} c15
n
.
Thus
b(n) = σp([σn])(1 + O(1
n
))
+ O(1)
∑
k∈SIIIn
∣∣p(k) − p([σn])∣∣a∗k(n). (16)
If k  [σn], k ∈ SIIIn , then as above
p(k) = p([σn]) exp
{ [σn]∑
q(j)
}
.j=k+1
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[σn]∑
j=k+1
q(j) = O(1)Q(k)
k
(σn − k) = O(1)Q(n)√
n
logn = o(1).
Now it follows that
0 p(k)
p([σn]) − 1 ∼
[σn]∑
j=k+1
q(j) = O(1)Q(n)√
n
logn. (17)
In a similar way, for k  [σn], k ∈ SIIIn , we have
0 1 − p(k)
p([σn]) = O(1)
Q(n)√
n
logn. (18)
The desired relation (7) we can obtain now from the estimates (17), (18) and the equality (16).
Theorem 2 is proved.
5. Examples
I. Let
a(n) = 2
3n+1
and p(n) = 1
n + 1 for n ∈ N0 = {0,1,2, . . .}.
The sequences {a(n)} and {p(n)} satisfy the conditions of our theorem with r = 0. Therefore in
this case
b(n) =
∞∑
k=0
1
k + 1a
∗k(n) = 1
2
1
[n2 ] + 1
(
1 + O
(
log2 n√
n
))
= 1
n
(
1 + O
(
log2 n√
n
))
.
II. Let
a(n) = 1
en! and p(n) = e
− 3√n for n ∈ N0.
In this case the sequences {a(n)} and {p(n)} also satisfy the conditions of Theorem 2 with
r = 1/3. Thus
b(n) =
∞∑
k=0
a∗k(n)
e
3√
k
= exp{− 3√n }
(
1 + O
(
logn
6√n
))
.
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