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Degenerate diffusion equations and their interface dynamics have received a lot of attention in
the past couple of decades. In particular, surfaces moving with curvature dependent velocities
and discontinuous diffusion intensities naturally appear in physical and biological models.
In this dissertation, we study global well-posedness and geometry of two equations: mean
curvature flows with forcing and degenerate nonlinear parabolic equations with discontinuous
diffusion coefficients. Both problems have gradient flow structures in the space of sets and
the Wasserstein space, respectively, which are useful to study the global-time behavior.
In Chapter 1, we develop a parabolic version of the Aleksandrov and Serrin’s moving
plane methods for mean curvature flow with forcing. With the class of forcing which bounds
the volume of evolving sets away from zero and infinity, we show that a strong version of
star-shapedness is preserved over time. Based on this geometric property, we prove that
volume preserving mean curvature flow starting from a star-shaped set converges to a ball.
Chapter 2 is devoted to the study of degenerate parabolic equations with discontinuous
diffusion intensities. We show the existence and uniqueness of the solutions in the sense of
distributions. Our notion of solutions allows us to give a fine characterization of the emerging
critical regions, observed previously in numerical experiments.
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CHAPTER 1
Mean curvature flows with forcing
1.1 Introduction
Consider an evolving set (Ωt)t>0 in Rn moving by the motion law
V = −H + λ on ∂Ωt. (1.1.1)
Here, V = V (x, t) and H = H(x, t) respectively denote the outward normal velocity and the
mean curvature of ∂Ωt at x ∈ ∂Ωt, where H is set to be positive if Ωt is convex at the point.
We are interested in the global-time description of the flow, including its well-posedness.
In general, due to the low-dimensional nature of the interface, finite-time topological singu-
larities are expected even for interfaces starting out with smooth shapes. On the other hand,
(1.1.1) is a parabolic flow, and thus parabolic regularity theory applies once we know that
the evolving boundary ∂Ωt is locally a graph. Thus our first goal is to establish an a priori
graph property of ∂Ωt by studying the geometry of the evolution.
1.1.1 Volume-dependent forcing
The volume-dependent forcing λ = λ(|Ωt|) we consider keeps the volume of Ωt bounded away
from zero and infinity. With such choices of forcing we will show that a strong version of
star-shapedness property holds for Ωt at all t > 0 if initially true. To state the main results,
let us begin with discussing the assumptions on the forcing.
Assumption A. λ : R+ → R is locally Lipschitz continuous and satisfies lim sup
R→∞
λ(|BR|)
R
<
∞. In addition, there exists ρ > 0 such that λ(|Ω|) > n−1
ρ
for all Ω ⊂ B5ρ.
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The first part of the assumption is necessary to show that the evolution is unique and
the set does not spread to Rn in finite time. The second part puts a sufficient penalty on
shrinkage of the evolution, and is used in showing that the evolution always contains a small
ball Bρ(0) if initially so (Lemma 1.3.9). With the parameter ρ given from above assumption,
we assume that Ω0 has ρ-reflection (see Definition 1.3.3). The ρ-reflection property should be
interpreted as a quantitative smallness requirement on the Lipschitz norm distance between
Ω0 and the nearest ball (see Lemma 1.3.4). We adopt Definition 1.2.6 as the notion of
solutions for (1.1.1). Our first result states the preservation of the ρ-reflection property in
Theorem 1.3.8. The proof is based on the reflection maximum principle as well as various
barrier arguments based on Assumption A.
Theorem 1. Suppose that Ω0 has ρ-reflection and (Ωt)t≥0 is a solution of (1.1.1). Then,
Ωt has ρ-reflection at all times t ≥ 0. In particular there exists r1 = r1(ρ) > 0 such that Ωt
is star-shaped with respect to a ball Br1(0) for all t ≥ 0.
Let us remark that this geometric result does not extend to the classical mean curvature
flow where λ = 0. With zero forcing and with star-shaped initial set, solutions of (1.1.1) have
been shown to hold certain semi-convexity estimates by Smoczyk [Smo98] and Lin [Lin15].
While these estimates allow classification of possible singularities for the flow in terms of
blow-up limits, it remains open whether the initially star-shaped flow stays star-shaped
beyond the initial time even with zero forcing.
With the a priori geometric property of the flow, we next discuss existence and uniqueness
of the flow (1.1.1) based on its variational structure. A formal calculation yields the energy
inequality
d
dt
J(t) = −
ˆ
∂Ωt
V 2dS, (1.1.2)
where J(t) = Per(Ωt)−Λ(|Ωt|) with Λ the anti-derivative of λ and V as given in (1.1.1). From
(1.1.2) one expects Ωt to flow toward a stationary point of the energy as time grows. We will
make this observation rigorous by generating a discrete-time approximation (or “minimizing
movement”) that satisfies the energy dissipation. The aforementioned a priori geometric
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property enables the uniform convergence of its discrete time approximations, to guarantee
that in the continuum limit we recover a smooth solution.
While the variational approach yields the minimizing movements approximation as well
as the asymptotic analysis of the flow, viscosity solutions are more suited for geometric ar-
guments. To take advantage of both approaches we will show that the variational flow is,
in a sense, a viscosity solution of (1.1.1). This idea of combining the two approaches were
previously used for the mean curvature flow in [Cha04], but in our problem the standard
maximum principle does not apply for (1.1.1), and thus the notion of viscosity solutions
needs to be modified from the standard one. Indeed our main novelty in the analysis is to
combine these two approaches to address geometric motions which do not satisfy a compar-
ison principle but still is of parabolic nature. For free boundary problems this combination
has been introduced in [FK14], where the presence of bulk pressure plays a crucial role in
the analysis.
From Theorem 1 and the volume bound it follows that Ωt has locally Lipschitz bound-
ary which is uniform in time. This fact endows sufficient compactness for the evolution
that makes it possible for the discrete-time variational scheme to approximate the flow, in
particular establishing the global existence results in Theorem 1.4.21.
Theorem 2. Suppose that Ω0 has ρ-reflection. Then, there exists a unique solution (Ωt)t≥0 of
(1.1.1) that is bounded and has smooth boundary for every t > 0. (Ωt)t≥0 can be approximated
locally uniformly by minimizing movements with constraints.
1.1.2 Volume preserving flow
Next, we consider
V = −H + λ(t) on Γt := ∂Ωt, |Ωt| = |Ω0| = 1. (1.1.3)
In smooth setting, λ : [0,+∞) → R satisfies ´
Γt
V dS = 0 so that the evolution satisfies
|Ωt| = |Ω0|, i.e.
λ(t) =
1
Per(Ωt)
ˆ
∂Ωt
Hdσ =
 
∂Ωt
Hdσ. (1.1.4)
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There are two main difficulties to study the global behavior of the flow (1.1.3) in general
settings. First the evolution may go through topological changes, and secondly the formula
(1.1.4) does not hold for λ in less than C1,α settings. The first difficulty motivates us to
study geometric properties that are preserved by the flow, and the second requires new ideas
to obtain sufficient compactness to establish convergence to equilibrium.
In variational setting, (1.1.3) can be formulated based on its energy dissipation structure
for the perimeter energy with volume preserving constraint. Using this structure [MSS16]
and [Tak17] showed the existence of general distribution solution of (1.1.3). For our interest
in geometric properties of solutions, we instead work with a modified version of viscosity
solutions, where we consider an implicit choice of λ so that the volume of the evolving set is
preserved over time.
Motivated by recent results [MSS16], our strategy is to approximate (1.1.3) by the fol-
lowing flow as δ → 0: 
V = −H + λδ(t), λδ(t) := γδ(|Ωt|) on Γt,
Ωδ0 = Ω0
(1.1.5)
where γδ : R+ → R for δ > 0 is defined by
γδ(s) :=
1
δ
(1− s). (1.1.6)
Let us mention that the comparison principle does not hold for both (1.1.3) and (1.1.5),
so the notion of solutions should be understood as viscosity solutions with a priori given λδ(t)
(see Definition 1.2.6 and Definition 1). Compared to the original flow (1.1.3), (1.1.5) holds
an advantage that λδ(t) only depends on |Ωt|, thus it can be handled with little information
on the regularity of Γt, which makes it easier to handle with viscosity solutions theory. The
existence and uniqueness for viscosity solutions of (1.1.5) were proved in Theorem 2.
Below we summarize the main results in Theorems 1.5.1 & 1.5.6, Corollary 1.5.7 and
Theorem 1.5.16. We assume the following geometric condition on the initial data:
Ω0 has ρ-reflection for some ρ ∈ [0, (5cn)−1), cn = |B1|1/n and |Ω0| = 1. (1.1.7)
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Theorem 3. Under the assumption (1.1.7), there exists a viscosity solution ((Ω∞t )t≥0, λ∞) of
(1.1.3) approximated by solutions {((Ωδt )t≥0, λδ)}δ>0 of (1.1.5) with the following properties:
(a) For any finite time T > 0, we have
max
0≤t≤T
dH(Ω
δ
t ,Ω
∞
t )→ 0 and λδ ⇀ λ∞ in L2([0, T ]) as δ → 0
along a subsequence.
(b) There exists r, δ0 > 0 such that for all t ≥ 0 and δ ∈ (0, δ0) both Ω∞t and Ωδt contain
the ball Br(0) and stay star-shaped with respect to it.
(c) (Ω∞t )t≥0 uniformly converges to a ball of volume 1, modulo translation, i.e.,
inf
x0∈Rn
dH(Ω
∞
t ,B(x0))→ 0 as t→∞
where B(x0) is the ball of unit volume centered at x0.
The upper bound of ρ in (1.1.7) follows from the condition |Ω0| > |B5ρ| in Proposi-
tion 1.5.2 and ρ can be chosen large if the initial volume is large.
Let us briefly discuss our assumption (1.1.7), the main ingredients and challenges in
the context of literature. It is well known ([Hui87]) that convexity is preserved in the flow
(1.1.3), and the global-time behavior of convex evolution, as well as exponential conver-
gence to the unit ball, has been studied in the smooth case [Hui87] and for anisotropic flow
[And01] and [BCC09]. Our goal is understanding the evolution of star-shaped sets. While it
is suspected that star-shapedness is preserved in the evolution, it remains open to be proved.
In Theorem 1, we show that this property is preserved in the flow with volume-dependent
forcing, which includes (1.1.5). In particular this property implies (b) for Ωδt , as well as
an equi-continuity over time, yielding the first part of (a). It should be pointed out that
our geometric arguments should be incorporated with the variational methods, since the
underlying gradient flow structure of (1.1.3) and (1.1.5) provides both existence and asymp-
totic convergence results for both problems. For this reason our construction of solutions
for (1.1.3)-(1.1.5) employs constrained minimizing movements with admissible sets only for
star-shaped sets, which differs from the standard constructions.
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To yield the second part of (a), we obtain uniform L2 bound for λδ, largely following
the variational arguments in [MSS16], adapted to our constrained minimizing movements
described above. The main difficulty is the lack of the uniform L∞ bound on λ∞. The
bounds for λδ correlates to that of the total curvature
´
∂Ωt
HdS. An L∞ bound for λ∞ along
with the geometric property of Ωt would invoke parabolic regularity theory for curvature
flows to yield smoothness of the flow, which in turn yields sufficient compactness to discuss
the asymptotic behavior of the flow.
For us there is only L2 estimates are available on λ∞, which is inherited from λδ’s (see
Section 1.5.2). For this reason, we fall short of obtaining regularity of ∂Ω∞t that goes beyond
Lipschitz. In particular this necessitates a notion of viscosity solutions of V = −H + λ for a
priori given λ ∈ L1loc([0,∞)) (Definition 1.2.12). Moreover, to assert that the limit (Ω∞t , λ∞)
solves (1.1.3), our notion needs to stay stable under weak convergence of λ in L2. Once such
notion is established for prescribed λ, we can introduce a notion of viscosity solutions of
(1.1.3).
Definition 1. The pair ((Ωt)t≥0, λ) is a viscosity solution of (1.1.3) if |Ωt| = |Ω0| and (Ωt)t≥0
is a viscosity solution (See Definition 1.2.13) of V = −H + λ(t).
The extended notion for prescribed λ, Definition 1.2.12, enables us to analyze geomet-
ric properties of ((Ωt)t≥0, λ) for λ ∈ L1loc([0,∞)). Notions of viscosity solutions for time-
integrable operator are previously introduced in [Ish85], [Bou08a] and [Bou08b]. These
previous notions however do not allow stability under weak convergence of operators, and
thus in this aspect our notion is new. Our notions however coincide with the previous ones
as a consequence of its stability properties, see Remark 1.2.21.
Higher regularity of volume preserving mean curvature flows remains open. Note that
gradient and curvature estimates of volume preserving mean curvature flows were proven in
[Ath97] for the rotationally symmetric case and [Hui87] for the convex case. However, in
both cases the uniform boundedness of λ was essential. As we obtain the Lipschitz graph
property of Ω∞t , we may apply interior estimates for classical mean curvature flows from
[EH91] and [Eck04], but similar obstacles on the estimates for λ are expected. With higher
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regularity, uniqueness of the solution for (1.1.3) may be shown by dilation arguments as in
[Gig06] and [BCC09].
We are short of proving smoothness of Ω∞t beyond its Lipschitz graph property, though
we expect it to be true. Note that in non-smooth or non-convex setting, perimeter difference
may not converge into zero as Hausdorff distance converges to zero. This poses a chal-
lenge for proving asymptotic convergence of Ω∞t . Our proof of perimeter convergence in the
asymptotic limit uses both the uniform L2 estimates of mean curvature and star-shapedness
(See Lemma 1.5.18). [ES98] and [AKS10] show global well-posedness and exponential con-
vergence if the initial condition is sufficiently close to a round sphere in Ho¨lder norm and
Sobolev norm, respectively. Similar results were proven for sufficiently small traceless sec-
ond fundamental form of the initial condition in [Li09]. We mention that our result is not a
perturbative one but most of existing results on asymptotic convergence require regularity
of the interface to be smoother than C1,α.
1.1.3 Outline
In section 1.2, we give a definition on the notion of “viscosity solutions” for (1.1.1) in terms
of its level-set formulation. To do so we first discuss the mean curvature flows with a priori
fixed forcing,
V = −H + η(t). (1.1.8)
Our solution Ωt of (1.1.1) is then defined as the viscosity solution of (1.1.8) where η(t)
coincides with λ(|Ωt|). In section 1.2.2, we extend the notion to η ∈ L1loc([0,∞)) and establish
its well-posedness by comparison principle. Then we are able to define the notion of solutions
for our original flow (1.1.3).
In section 1.3 we show that (1.1.1) preserves the ρ-reflection property. As in [FK14] our
arguments are based on reflection comparisons. More precisely, for given ν, x0 ∈ Rn define
Π+ν,x0 := {x + x0 : x · ν ≥ 0} and Πν := ∂Π+ν,x0 . Since the normal velocity law (1.1.1)
is preserved with respect to spatial reflections, comparison principle applies in the region
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Π+ν × [0,∞) to Ωt and Ων,x0t , the reflected version of Ωt with respect to Πν . It follows that if
Ων,x00 ⊂ Ω0 in Π+ν , (1.1.9)
then such property is preserved for later times. We will show that this property and the
ρ-reflection property imply that ∂Ωt is locally Lipschitz, as long as Ωt contains a small
neighborhood of the origin. Recall that (1.1.1) does not satisfy classical comparison principle.
This is why we resort exclusively to this particular type of comparison arguments.
Section 1.4.1 yields uniqueness of solutions for (1.1.1). The proof is based on small-
time uniqueness for star-shaped solutions of (1.1.8), and the Lipschitz continuity of λ given
by Assumption A. In section 1.4.2, based on the discrete-time minimizing movement, we
generate a flat flow of (1.1.1) characterized as the continuum gradient flow of the energy
functional J(E) given in (1.1.2). Let us mention that, due to the lack of comparison principle,
we need strong convergence of the discrete flow to characterize the continuum limit. To this
end we impose geometric constraints to the minimizing movement to generate sufficient
compactness on the discrete flow: see Definition 1.4.13. Section 1.4.3 discusses coincidence
of the two notions of solutions. Based on Proposition 1.4.17, we show in Theorem 1.4.21
that the flat flow is the unique viscosity solution of (1.1.8) with η(t) = λ(|Ωt|).
In section 1.5.1 we introduce the approximation by (1.1.5) constructed by a constrained
minimizing movement. Based on their geometric properties, we establish the first part of
Theorem 3 (a) for the limiting set Ω∞. Section 1.5.2 completes the statement of Theorem 3(a)
and (b) by establishing a uniform L2 bound of λδ, using the variational construction of
solutions for (1.1.5). This leads to the weak convergence of λδ to λ∞, While following the
outline given by [MSS16], our construction of local variation is more delicate (Lemma 1.5.12
and Lemma 1.5.13), since the perturbed set needs to stay within our geometric constraints.
Finally in section 1.5.3 we prove Theorem 3(c), by establishing the perimeter convergence of
Ω∞t as t→∞, using the L2 bound on λ∞ obtained in section 1.5.2.
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1.2 Viscosity solutions
Equation (1.1.1) can be formulated in terms of level sets, which allows us to introduce the
notion of viscosity solutions for the flow. More precisely, for Q := Rn×(0,∞) and u : Q→ R,
let us define
Ωt = Ωt(u) := {x ∈ Rn | u(x, t) > 0} for t ≥ 0
and consider the following corresponding PDE of mean curvature flows with forcing:
ut
|Du|(x, t) = ∇ ·
(
Du
|Du|
)
(x, t) + λ[|Ωt(u)|] for (x, t) ∈ Q. (1.2.1)
In this section, we introduce a weak notion of solutions for (1.2.1). To this end we first
introduce η(·) : [0,+∞) → R as an a priori known continuous function of time t, and
consider
ut
|Du|(x, t) = ∇ ·
(
Du
|Du|
)
(x, t) + η(t) (1.2.2)
with initial data
u(x, 0) = u0(x) := χΩ0 − χΩC0 for x ∈ Rn. (1.2.3)
We begin by a list of definitions.
• Q := Rn × [0,∞), QT := Rn × (0, T ]. For an open set U ⊂ Rn, we define the parabolic
cylinder UT := U × (0, T ] and the parabolic boundary of UT , ∂pUT := UT − UT .
• Dr(x0, t0) := Br(x0)× (t0 − r2, t0], ∂pDr := (Br(x0)× {t0}) ∪ (∂Br(x0)× [t0 − r2, t0]).
• Cr,h(x) := x + [−h, h] × Bn−1r (0), C+r,h(x) := x + [0, h] × Bn−1r (0), Bn−1r (0) := {x ∈
Rn−1, |x| ≤ 1}.
• We denote Sn×n as the space of n× n real symmetric matrices.
• For u : L ⊂ Rd → R we denote its semicontinuous envelopes u∗, u∗ : L→ R by
u∗(x) := lim
↓0
inf
|x−y|<,
y∈L
u(y) and u∗(x) := lim
↓0
sup
|x−y|<,
y∈L
u(y). (1.2.4)
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• For a sequence of functions {uk}k∈N on Q,
lim sup ∗
k→∞
uk(x, t) := lim
j→∞
sup
{
uk(y, s) : k ≥ j, |y − x| ≤ 1
j
, |s− t| ≤ 1
j
}
, (1.2.5)
lim inf ∗
k→∞
uk(x, t) := lim
j→∞
inf
{
uk(y, s) : k ≥ j, |y − x| ≤ 1
j
, |s− t| ≤ 1
j
}
. (1.2.6)
• For a function h : Q→ R we denote its positive set by Ωt(h) := {x ∈ Rn : h(x, t) > 0} for
t ≥ 0.
• For a set U in Rd and d ∈ N, we denote the signed distance function by
sd(x, U) := δ(x, U)− δ(x, UC). (1.2.7)
We use the convention that sd(x, U) :=∞ if U is empty and sd(x, U) := −∞ if U c is empty.
1.2.1 Viscosity Solutions for continuous forcing
Now we recall the definition viscosity solutions for equations (1.2.2). Let us denote A :=
(Rn \ {0})× Sn×n × [0,∞) and define F : A→ R by
F (p,X, t) := trace
((
I − p|p| ⊗
p
|p|
)
X
)
+ η(t)|p|.
Then, the equation (1.2.2) can be rewritten in the form of
ut = F (Du,D
2u, t).
Since the set A is dense in Rn × Sn×n × [0,∞), the envelopes F∗ and F ∗ are well-defined in
Rn × Sn×n × [0,∞) with value in R ∪ {±∞}.
Recall a test function from [IS13, Definition 3.2]. We say that a function φ : Q→ R is a
test function on Q is if φ is C2 with respect to x and C1 with respect to t.
Definition 1.2.1. [CGG91, Definition 2.1], [Bar13, Definition 6.1]
• A function u : Q→ R is a viscosity subsolution of (1.2.2) if u∗ < +∞ and for any test
function φ on Q that touches u∗ from above at (x0, t0) we have
φt(x0, t0) ≤ F ∗(Dφ(x0, t0), D2φ(x0, t0), t0).
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• A function u : Q → R is a viscosity supersolution of (1.2.2) if u∗ > −∞ and for any
test function φ on Q that touches u∗ from below at (x0, t0) we have
φt(x0, t0) ≥ F∗(Dφ(x0, t0), D2φ(x0, t0), t0).
• A function u : Q→ R is a viscosity solution of (1.2.2) with initial data u0 : Rn → R if
u∗ is a viscosity subsolution and u∗ is a viscosity supersolution, and if u∗ = (u0)
∗ and
u∗ = (u0)∗ at t = 0.
• For any η ∈ C([0,+∞)), (Ωt)t≥0 is a viscosity solution (subsolution or supersolution,
respectively) of
V = −H + η(t), (1.2.8)
if u := χΩt − χΩtc is a viscosity solution (subsolution or supersolution, respectively) of
(1.2.2)-(1.2.3).
Theorem 1.2.2.
1. [GGI91, Theorem 2.1] Let T > 0 and U be a bounded domain in Rn. Let u and v be
a bounded subsolution and supersolution, respectively, of (1.2.2). If u∗ ≤ v∗ on ∂pUT ,
then we have u∗ ≤ v∗ on UT .
2. [BSS93, Theorem 1.1] For a given bounded domain Ω0 ⊂ Rn and uniformly continuous
initial data u0 : Rn → R such that Ω0 = {x ∈ Rn : u0(x) = 0}, there exists a unique
viscosity solution u of (1.2.2), which is uniformly continuous in Q.
3. [BSS93, Theorems 1.1] Let u and v be a uniformly continuous subsolution and super-
solution, respectively, of (1.2.2) in Q. If u(·, 0) ≤ v(·, 0) in Rn, then we have u ≤ v in
Q.
The following lemma is a consequence of the stability properties of viscosity solutions:
see for instance Lemma 6.1 in [CIL92].
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Lemma 1.2.3. For n ∈ N, let un := χΩnt − χ(Ωnt )C be a viscosity solution of (1.2.2) in Q.
If ∂Ωnt converges to ∂Ωt as n → ∞ in Hausdorff distance, uniformly for all t ≥ 0, then
u := χΩt − χΩCt is a viscosity solution of (1.2.2).
Note that (1.2.2) is geometric, that is F satisfies the scaling invariance
F (ap, aX + bp⊗ p, t) = aF (p,X, t) (1.2.9)
for a > 0, b ∈ R, p ∈ Rn, X ∈ Sn×n and t ≥ 0. Thus, (1.2.2) has the following invariance of
geometric equations.
Theorem 1.2.4. [Gig06, Theorem 4.2.1] Let u and v be a subsolution and supersolution,
respectively, of (1.2.2). If φ : R → R is upper semicontinous and nondecreasing, then the
composite function φ◦u is also a subsolution. Similarly, if φ : R→ R is lower semicontinous
and nondecreasing, then φ ◦ v is also a supersolution.
Let v be a continuous viscosity solution of (1.2.2) with uniformly continuous initial data
u0 : Rn → R such that Ω0 = {x ∈ Rn : u0(x) = 0}. Based on the invariance in Theorem
1.2.4 and the stability of viscosity solutions in [CIL92, Lemma 6.1], we obtain a discontinuous
viscosity solution u of (1.2.2) and (1.2.3) given by
u(x, t) = χΩt(u) − χ(Ωt(u))C and Ωt(u) = Ωt(v) for all t ≥ 0 (1.2.10)
(See [BSS93, Theorem 2.1]). Note that Ωt(u) satisfies (1.1.8) if ∂Ωt is C
2. We will thus
consider the set Ωt obtained from the above viscosity solutions formulation as a weak notion
of sets evolving by (1.1.8).
Remark 1.2.5. Note that in Theorem 1.2.2(1), we need u∗ ≤ v∗ at the initial time, so this
theorem does not yield the uniqueness for discontinuous solutions. Indeed solutions of the
form (1.2.10) may be non-unique due to the “fattening” of the zero level set, see the discussion
in [BSS93], [ESS92], [Gig06] and [SS93]. We will show in section 1.4.1 that our solutions
are unique under the geometric constraint on the initial data.
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Definition 1.2.6.
• A function u : Q→ R is a viscosity subsolution (supersolution) of (1.2.1) and (1.2.3) if
u is a viscosity subsolution (supersolution) of (1.2.2) and (1.2.3) with continuous and
bounded η(t) = λ(|Ωt(u)|). A function u is a viscosity solution of (1.2.1) and (1.2.3) if
u is a viscosity solution of (1.2.2) and (1.2.3).
• For η ∈ C([0,+∞)), ((Ωt)t≥0, λ) be a viscosity solution of
V = −H + λ(|Ωt|) (1.2.11)
if (Ωt)t≥0 is a viscosity solution of (1.2.8) with λ(|Ωt|) = η(t).
Remark 1.2.7. For (1.2.1) and (1.2.3), the comparison principle fails, and thus viscosity
solutions theory cannot be directly applied. Indeed the well-posedness of (1.2.1) and (1.2.3)
will be established later in section 1.4.2.
Next we introduce a regularization that is often used in free boundary problems (see e.g.
[CS05] and Lemma 3.1 in [Kim03]). This is useful in our geometric analysis in sections 1.4.1
and 1.4.3.
Lemma 1.2.8. Consider a continuous function l : [0,∞) → R with L(t) := ´ t
0
l(s)ds ≤ A
in [0, T ]. Let u be a viscosity supersolution of (1.2.2). Then, the function
u˜(x, t) := inf
y∈BA−L(t)(x)
u(y, t),
is a viscosity supersolution of
u˜t = F (Du˜,D
2u˜, t) + l(t)|Du˜| in QT . (1.2.12)
Similarly, let u be a viscosity subsolution of (1.2.2). Then, the function
uˆ(x, t) := sup
y∈BA−L(t)(x)
u(y, t)
is a viscosity subsolution of
uˆt = F (Duˆ,D
2uˆ, t)− l(t)|Duˆ| in QT . (1.2.13)
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Proof. Let us show that the function u˜ is a viscosity supersolution of (1.2.12), the subsolution
part can be proved with parallel arguments. For simplicity we will only present the proof
for the case l(t) = c > 0, in which case T = A/c.
Suppose a test function φ touches u˜∗ from below at (x0, t0) ∈ QT . It holds that
u˜∗(x0, t0)− φ(x0, t0) = 0 and u˜∗(x, t)− φ(x, t) ≥ 0 in Nδ(x0, t0) := Bδ(x0)× (t0 − δ, t0]
(1.2.14)
for some δ > 0. From the construction of u˜∗, there exists x1 ∈ Rn such that
|x1 − x0| ≤ A− ct0 and u˜∗(x0, t0) = u∗(x1, t0). (1.2.15)
If Dφ(x0, t0) = 0, then it suffices to show that
φt(x0, t0) ≥ F∗(Dφ(x0, t0), D2φ(x0, t0), t0). (1.2.16)
We choose the shifted test function ψ(x, t) := φ(x− x1 + x0, t) and claim that ψ touches u∗
from below at (x1, t0). As c > 0, (1.2.15) yields that
|x1 − x0| ≤ A− ct for all t ∈ (t0 − δ, t0]. (1.2.17)
From (1.2.14), we have u∗(x1, t0) − ψ(x1, t0) = 0. From we have u∗(x1, t0) − ψ(x1, t0) = 0
again and (1.2.17), it holds that
u∗(x, t)− ψ(x, t) ≥ u˜∗(x− x1 + x0, t)− φ(x− x1 + x0, t) for any (x, t) ∈ Nδ(x1, t0)
(1.2.18)
which yields the claim. Since u∗ is a viscosity supersolution of (1.2.2) we have the corre-
sponding PDE inequality for ψ at (x1, t0), which translates to (1.2.16).
Next, we suppose that Dφ(x0, t0) 6= 0. If |x1 − x0| < A − ct0, then u(·, t0) is constant
in a small neighborhood of x0 in Rn and it holds that Dφ(x0, t0) = 0. Thus, we have
|x1 − x0| = A − ct0. We claim that the shifted test function ψ(x, t) := φ(x − (A − ct)~n, t)
touches u∗ from below at (x1, t0) where
~n :=
x1 − x0
|x1 − x0| .
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First, note that x1 − (A− ct0)~n = x0 and thus u∗(x1, t0)− ψ(x1, t0) = 0. Furthermore, if we
choose ε = 1
2
min {δ, t0}, then
(x− (A− ct)~n, t) = (x− x1 + x0 + c(t− t0)~n, t) ∈ Nδ(x0, t0) for all (x, t) ∈ Nε(x1, t0).
(1.2.19)
(1.2.14) and (1.2.19) imply that
u∗(x, t)− ψ(x, t) ≥ u˜∗(x− (A− ct)~n, t)− φ(x− (A− ct)~n, t) ≥ 0 for all (x, t) ∈ Nε(x1, t0),
which yields the claim.
As described in the first case, since u∗ is a viscosity supersolution of (1.2.2) we have the
corresponding PDE inequality for ψ at (x1, t0), which translates to
φt(x0, t0) + cDφ(x0, t0) · ~n ≥ F∗(Dφ(x0, t0), D2φ(x0, t0), t0). (1.2.20)
Since Dφ(x0, t0) 6= 0 and the level set {x ∈ Rn : φ(x, t0) = φ(x0, t0)} touches ∂Ωt0(u˜) from
inside at x0, −Dφ(x0, t0) is parallel to the outward normal ~n of ∂Ωt0(u˜) at x0. Therefore,
(1.2.20) yields
φt(x0, t0) ≥ F∗(Dφ(x0, t0), D2φ(x0, t0), t0) + c|Dφ(x0, t0)|.
Now we can conclude that the function u˜ is viscosity supersolution of (1.2.12).
In general, we choose the shifted test function ψ(x, t) := φ(x−x1 +x0, t) or φ(x−L(t)~n, t)
and apply the parallel arguments to conclude.
The following lemma will be used in section 3 to ensure uniform continuity of Ωt(u) over
time in Hausdorff distance.
Lemma 1.2.9. Let u be a bounded viscosity solution of (1.2.2) given by the form (1.2.10).
Then the following holds for 0 < δ < 1‖η‖∞ : If B2δ(x0) ⊂ (Ωt0(u))C (or Ωt0(u)), then
Bδ(x0) ⊂ (Ωt(u))C(or Ωt(u)) for t0 ≤ t ≤ t0 + δ2n .
Proof. We will verify the case when B2δ(x0) lies outside of Ωt0(u), since the rest follows from
a parallel barrier argument. Let us compare u with a radial barrier φ defined by
φ := −χBr(t)(x0) + χBr(t)(x0)C ,
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where r :
[
t0, t0 +
δ2
n
)
→ R solves r(t0) := 2δ, r′(t) := −n−1δ − ‖η‖∞. By assumption
u∗(x, t0) ≤ φ∗(x, t0).
Let us show that φ is a viscosity supersolution for t0 ≤ t ≤ t0 + δ2n . Since φ is a radial
function, the normal velocity on ∂Ωt(φ) is equal to −r′(t), and the mean curvature on ∂Ωt(φ)
is −n−1
r(t)
. Moreover, we have
r′(t) = −n− 1
δ
− ‖η‖∞ ≥ −n
δ
. (1.2.21)
Since r(t0) = 2δ, it follows that r(t) ≥ δ if t0 ≤ t ≤ t0 + δ2n . Therefore, it holds that for
t0 ≤ t ≤ t0 + δ2n
−r′(t) = n− 1
δ
+ ‖η‖∞ ≥ n− 1
r(t)
+ η(t) (1.2.22)
and we conclude. Now by Theorem 1.2.2(1), u∗ ≤ φ∗ for t0 ≤ t ≤ t0 + δ2n and thus Bδ(x0 +δν)
lies outside of Ωt(u) for t0 ≤ t ≤ t0 + δ2n .
1.2.2 Viscosity Solutions for L1loc forcing
In the level set formulation, Ωt is given by Ωt(u) := {x ∈ Rn : u(x, t) > 0} where u : Q→ R
solves the following equation:
ut = F (Du,D
2u) + λ(t)|Du| (1.2.23)
where F : (Rn \ {0})× Sn×n → R is given by
F (p,X) := trace
((
I − p|p| ⊗
p
|p|
)
X
)
(1.2.24)
with initial data
u(x, 0) = u0(x) := χΩ0 − χΩC0 for x ∈ Rn. (1.2.25)
We recall definitions of classical solutions and equivalent definitions of viscosity solutions
of (1.2.23) with fixed λ ∈ C([0,+∞)).
Definition 1.2.10. Consider a cylinder Dr ⊂ Q and F given in (1.2.24).
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• A function φ ∈ C2,1(Dr) is a classical subsolution in Dr of (1.2.23) if it holds that
φt ≤ F∗(Dφ,D2φ) + λ|Dφ| in Dr. (1.2.26)
• A function φ ∈ C2,1(Dr) is a classical supersolution in Dr of (1.2.23) if it holds that
φt ≥ F ∗(Dφ,D2φ) + λ|Dφ| in Dr. (1.2.27)
• We say that φ ∈ C2,1(Dr) is a classical strict subsolution (supersolution, respectively)
on Dr of (1.2.23) if the strict inequality of (1.2.26) ((1.2.27), respectively) holds in Dr
Definition 1.2.11. [CS05, Definition 7.2]
• A function u : Q→ R is a viscosity subsolution of (1.2.23) if u∗ <∞ and for Dr ⊂ Q
and for every classical strict supersolution φ ∈ C2,1(Dr), u∗ < φ on ∂pDr implies u∗ < φ
in Dr.
• A function u : Q→ R is a viscosity supersolution of (1.2.23) if u∗ > −∞ and Dr ⊂ Q
and for every classical strict subsolution φ ∈ C2,1(Dr), u∗ > φ on ∂pDr implies u∗ > φ
in Dr.
In this section, we develop a notion of viscosity solutions for (1.2.23) for a fixed λ in
L1loc([0,∞)). Some notations are in order. For a continuous function γ : [0,+∞)→ [0,+∞),
the sup convolution û(·; γ) and inf convolution u˜(·; γ) is given by
û(x, t; γ) := sup
y∈Bγ(t)(x)
u(y, t), (1.2.28)
u˜(x, t; γ) := inf
y∈Bγ(t)(x)
u(y, t). (1.2.29)
Note that û∗ = (û)∗ and u˜∗ = (u˜)∗ (See Lemma A.3.8).
Definition 1.2.12. For λ ∈ L1loc([0,∞)), Λ(t) :=
´ t
0
λ(s)ds and F given in (1.2.24),
• A function u : Q → R is a viscosity subsolution of (1.2.23) if u∗ < ∞ and for any
0 ≤ t1 < t2 and Θ ∈ C1((t1, t2)) ∩ C([t1, t2]) such that Θ ≥ Λ in [t1, t2], a function
û = û(·; Θ− Λ) given in (1.2.28) is a viscosity subsolution of
ut = F (Du,D
2u) + Θ′|Du| (1.2.30)
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in Rn × (t1, t2) in the sense of Definition 1.2.1.
• A function u : Q → R is a viscosity supersolution of (1.2.23) if u∗ > −∞ and for any
0 ≤ t1 < t2 and Θ ∈ C1((t1, t2)) ∩ C([t1, t2]) such that Θ ≤ Λ in [t1, t2], a function
u˜ = u˜(·;−Θ+Λ) given in (1.2.29) is a viscosity supersolution of (1.2.30) in Rn×(t1, t2)
in the sense of Definition 1.2.1.
• A function u : Q→ R is a viscosity solution of (1.2.23)-(1.2.25) (or (1.2.70)) if u∗ is a
viscosity subsolution of (1.2.23) and u∗ is a viscosity supersolution of (1.2.23), and if
u∗ = (u0)
∗ and u∗ = (u0)∗ at t = 0.
We also define the corresponding notion of viscosity solutions for sets.
Definition 1.2.13. For λ ∈ L1loc([0,∞)), (Ωt)t≥0 is a viscosity solution (subsolution or super-
solution, respectively) of V = −H+λ(t) if u := χΩt−χΩtc is a viscosity solution (subsolution
or supersolution, respectively) of (1.2.23)-(1.2.25) in the sense of Definition 1.2.12.
Remark 1.2.14. Note that for λ ∈ C([0,+∞)), Definition 1.2.12 coincides with Defini-
tion 1.2.1. First of all, Lemma 1.2.8 implies that a viscosity subsolution (supersolution,
respectively) in the sense of Definition 1.2.1 is that in the sense of Definition 1.2.12. On the
other hand, if λ ∈ C([0,+∞)), then Λ ∈ C1([0,+∞)). Thus, we can choose Θ = Λ. As
û(·; 0) = u˜(·; 0) = u in Q, we conclude that a viscosity subsolution (supersolution, respec-
tively) in the sense of Definition 1.2.12 is that in the sense of Definition 1.2.1.
In the rest of this section, we develop existence and uniqueness results for (1.2.23). We
first show the comparison principle in Theorem 1.2.15, which yields uniqueness (Corol-
lary 1.2.16). Moreover, we show the stability of viscosity solutions of V = −H + λk(t)
for {λk}k∈N ⊂ L1loc([0,∞)) when a sequence of time integrals of λk converges. This yields
existence (Corollary 1.2.20).
Theorem 1.2.15. For λ ∈ L1loc([0,+∞)), let u : Q → R and v : Q → R be a viscosity
subsolution and supersolution of (1.2.23), respectively, in the sense of Definition 1.2.12. If
for some r > 0 and (x0, t0) ∈ Q such that Dr(x0, t0) ⊂ Q we have u∗ ≤ v∗ on ∂pDr(x0, t0),
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then
u∗ ≤ v∗ on Dr(x0, t0). (1.2.31)
Proof. For simplicity, consider (x0, t0) = (0, r
2) and denote Dr := Dr(0, r
2) = Br(0)× (0, r2].
Note that we may assume the following, by adding a small constant to v:
u∗ < v∗ on ∂pDr. (1.2.32)
1. Let us show that there exists ε1 > 0 such that
û∗(·; ε1) < v˜∗(·; ε1) on ∂pDr. (1.2.33)
Suppose that (1.2.33) does not hold for all ε1 > 0. Then, there exists a sequence {ξ1k =
(xk, tk)}k∈N ⊂ ∂pDr such that
û∗
(
ξ1k;
1
k
)
≥ v˜∗
(
ξ1k;
1
k
)
. (1.2.34)
By the semicontinuity of u∗ and v∗, there exists {(ξ2k, ξ3k)}k∈N ⊂ Q×Q such that
|ξ1k − ξ2k| ≤
1
k
, |ξ1k − ξ3k| ≤
1
k
(1.2.35)
and
u∗(ξ2k) ≥ v∗(ξ3k). (1.2.36)
By compactness of Dr+1, there exists a subsequence {ki}i∈N and (ξ2∞, ξ3∞) ∈ Q×Q such
that {(ξ2ki , ξ3ki)}i∈N converges to (ξ2∞, ξ3∞). From (1.2.35) and the closedness of ∂pDr, we
conclude that ξ2∞ = ξ
3
∞ ∈ ∂pDr. From (1.2.36) and the semicontinuity of u∗ and v∗, it holds
that
u∗(ξ2∞) ≥ lim sup
i→∞
u∗(ξ2ki) ≥ lim infi→∞ v∗(ξ
3
ki
) ≥ v∗(ξ3∞) = v∗(ξ2∞). (1.2.37)
This contradicts to (1.2.32).
2. Note that C1([0, r2]) is dense in C([0, r2]). There exists Θ ∈ C1([0, r2]) such that
sup
t∈[0,r2]
|Λ(t)−Θ(t)| ≤ ε1
2
(1.2.38)
19
where ε1 > 0 is given in Step 1. Then, û
∗(·; ε1
2
+ Θ(t)− Λ(t)) and v˜∗(·; ε12 −Θ(t) + Λ(t)) are
well-defined in Dr. Note that û
∗ and v˜∗ given above are respectively viscosity subsolution
and supersolutions of (1.2.30).
From (1.2.38) and (1.2.33), it holds that
û∗
(
·; ε1
2
+ Θ(t)− Λ(t)
)
≤ û∗(·; ε1) < v˜∗(·; ε1) ≤ v˜∗
(
·; ε1
2
−Θ(t) + Λ(t)
)
(1.2.39)
on ∂pDr. From comparison principle for (1.2.30) in [CGG91, Theorem 4.1], we conclude that
û∗
(
·; ε1
2
+ Θ(t)− Λ(t)
)
≤ v˜∗
(
·; ε1
2
−Θ(t) + Λ(t)
)
(1.2.40)
on Dr, which implies (1.2.31).
Corollary 1.2.16. For λ ∈ L1loc([0,+∞)), let u : Q→ R be a viscosity solution of (1.2.23)
in the sense of Definition 1.2.12. If u∗ = u∗ = g on ∂pDr for g ∈ C(∂pDr), then u is uniquely
determined in Dr by g.
Next we develop stability results for {λk}k∈N such that {Λk}k∈N uniformly converges to
Λ∞ where
{λk}k∈N∪{+∞} ⊂ L1loc([0,+∞)) and Λk(t) :=
ˆ t
0
λk(s)ds for k ∈ N ∪ {+∞}. (1.2.41)
Note that for T > 0, the weak convergence of {λk}k∈N in Lp([0, T ]) for any p ∈ (1,∞]
implies the uniform convergence of {Λk}k∈N in C([0, T ]). Thus, we obtain stability results
for a weakly converging sequence in Lp([0, T ]) for any p ∈ (1,∞] from Theorem 1.2.17 below.
This results will be used Corollary 1.5.7.
Theorem 1.2.17. For {λk}k∈N∪{+∞} and {Λk}k∈N∪{+∞} given in (1.2.41), assume that
{Λk}k∈N locally uniformly converges to Λ∞. Let {uk}k∈N be a sequence of viscosity sub-
solutions (supersolutions, respectively) of (1.2.23) with λ = λk for all k ∈ N in the sense of
Definition 1.2.12. If u := lim sup ∗
k→∞
uk < ∞ ( u := lim inf ∗
k→∞
uk > −∞, respectively), then u
is a viscosity subsolution (supersolution, respectively) of (1.2.23) with λ = λ∞ in the sense
of Definition 1.2.12.
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Proof. We only show the subsolution part, since the rest can be shown with parallel argu-
ments. Let {uk}k∈N be a sequence of viscosity subsolutions.
1. Choose any 0 ≤ t1 < t2 and Θ ∈ C1((t1, t2)) ∩ C([t1, t2]) such that Θ ≥ Λ∞ in [t1, t2].
Let us show that û(·; Θ− Λ∞) given in (1.2.28) is a viscosity subsolution of (1.2.30). From
the equivalent definition of viscosity solutions in Definition 1.2.11, it is enough to show that
for any Dr ⊂ Rn × (t1, t2)
û∗(·; Θ− Λ∞) < φ in Dr (1.2.42)
where φ ∈ C2,1(Dr) is a classical strict supersolution of (1.2.30) given in Definition 1.2.10
such that
û∗(·; Θ− Λ∞) < φ on ∂pDr. (1.2.43)
First, as u < +∞ and u is upper semicontinuous, we get û∗ < ∞. Next, by the upper
semicontinuity of u∗, there exists ε2 > 0 such that
û∗(·; Θ− Λ∞) < φ− 3ε2 on ∂pDr. (1.2.44)
From the upper semicontinuity again, there exists ε1 > 0 such that
û∗(·; ε1 + Θ− Λ∞) < φ− 2ε2 on ∂pDr. (1.2.45)
By uniform convergence of Λk, there exists k1 ∈ N such that for all k > k1, it holds that
‖Λ∞ − Λk‖L∞([t1,t2]) <
ε1
2
. (1.2.46)
By definition, ûk = ûk(·; ε1 + Θ− Λk) is a viscosity subsolutions of (1.2.30) in (t1, t2) for all
k > k1.
2. Let us show that there exists k2 ∈ N such that k2 > k1 and
û∗k(·; ε1 + Θ− Λk) < φ− ε2 on ∂pDr for all k ≥ k2 (1.2.47)
where k1 is given in Step 1. Suppose that such k2 does not exist. Then, there exists a
sequence {ki}i∈N converging to infinity and
{
ξ1ki = (xki , tki)
}
i∈N ⊂ ∂pDr such that ki ≥ k1
and
û∗ki(ξ
1
ki
; ε1 + Θ− Λki) ≥ φ(ξ1ki)− ε2 for all i ∈ N. (1.2.48)
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By the upper semicontinuity of u∗, there exists {ξ2ki}i∈N ⊂ Q such that
|ξ2ki − ξ1ki | ≤ ε1 + Θ− Λki and u∗ki(ξ2ki) ≥ φ(ξ1ki)− ε2. (1.2.49)
Furthermore, there exists {ξ3ki}i∈N ⊂ Q such that
|ξ3ki − ξ2ki | ≤
1
ki
and uki(ξ
3
ki
) + ε2 ≥ u∗ki(ξ2ki). (1.2.50)
From (1.2.49) and (1.2.50), we get
|ξ3ki − ξ1ki | ≤ ε1 + Θ− Λki +
1
ki
and uki(ξ
3
ki
) ≥ φ(ξ1ki)− 2ε2. (1.2.51)
As {ξ1ki}i∈N ⊂ ∂pDr, (1.2.46) and (1.2.51) imply that
{ξ3ki}i∈N ⊂ Dr̂ where r̂ = r + 2ε1 + ‖Θ− Λ∞‖L∞([t1,t2]) + 1. (1.2.52)
From compactness of Dr̂, there exists a subsequence {kij}j∈N and (ξ1∞, ξ3∞) ⊂ Q×Q such
that {(ξ1kij , ξ
3
kij
)}j∈N converges to (ξ1∞, ξ3∞). (1.2.51) implies that
|ξ3∞ − ξ1∞| ≤ ε1 + Θ− Λ∞ (1.2.53)
and
u(ξ3∞) ≥ lim sup
j→∞
ukij (ξ
3
kij
) ≥ lim sup
j→∞
φ(ξ1kij
)− 2ε2 = φ(ξ1∞)− 2ε2. (1.2.54)
This contradicts to (1.2.45) and we conclude (1.2.47).
3. From Step 1 and (1.2.47), comparison principle in Theorem 1.2.15 implies that
û∗k(·; ε1 + Θ− Λk) < φ− ε2 in Dr for all k ≥ k2 (1.2.55)
where ε1 and ε2 are given in (1.2.45), and k2 is given in (1.2.47). The above and (1.2.46)
imply that
u∗k(y, t) < φ(x, t)− ε2 for all (x, t) ∈ Dr and y ∈ B ε12 +Θ(t)−Λ∞(t)(x) for all k ≥ k2 (1.2.56)
and we conclude (1.2.42).
Let us construct radial barriers of (1.2.23).
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Lemma 1.2.18. Let λ ∈ L1([0,+∞)) and Λ : [0,+∞)→ R defined by
Λ(t) :=
ˆ t
0
λ(s)ds. (1.2.57)
For a constant c > ‖Λ‖L∞([0,+∞)), define ζ− : Q→ R and ζ+ : Q→ R by
ζ−(x, t; Λ, c) := −χ{x∈Rn:|x|<c−Λ(t)}(x) and ζ+(x, t; Λ, c) := χ{x∈Rn:|x|<c+Λ(t)}(x). (1.2.58)
Then, ζ− and ζ+ are respectively a viscosity subsolution and a viscosity supersolution of
(1.2.23) in the sense of Definition 1.2.12.
Proof. Let us show that ζ− is a viscosity subsolution of (1.2.23) only. The respective one
can be shown by parallel arguments.
Choose any 0 ≤ t1 < t2 and Θ ∈ C1((t1, t2)) ∩ C([t1, t2]) such that Θ ≥ Λ in [t1, t2]. Let
us show that ζ̂−(·; Θ− Λ) given in (1.2.28) is a viscosity subsolution of (1.2.30). Note that
we have
ζ̂−(x, t; Θ− Λ) = −χNt(x) where Nt := {x ∈ Rn : |x| < c−Θ(t)} (1.2.59)
in Q.
Suppose that φ ∈ C2,1(Q) touches ζ̂− from above at (x0, t0). First, consider the case
|x0| 6= c − Θ(t0). In this case, as Nt given in (1.2.59) moves continuously in time, ζ̂− is
constant near (x0, t0). Thus, it holds that
φt(x0, t0) ≤ 0, Dφ(x0, t0) = 0, and D2φ(x0, t0) ≥ 0. (1.2.60)
The ellipticity of F given in (1.2.24) and (1.2.60) implies
φt(x0, t0) ≤ F ∗(Dφ(x0, t0), D2φ(x0, t0)) + Θ′(t0)|Dφ(x0, t0)|. (1.2.61)
Let us consider the case |x0| = c−Θ(t0). If x0 is a local minimum point of φ(·, t0) in Rn,
then by the parallel arguments above, we get (1.2.60) and (1.2.61). More precisely, in this
case, we have φ(x0, t0) = 0, Dφ(x0, t0) = 0 and D
2φ(x0, t0) ≥ 0. We claim that φt(x0, t0) ≤ 0.
As Θ ∈ C1((t1, t2)) and φ ∈ C2,1(Q), we have for t ∈ [0,+∞)
c−Θ(t) = |x0|+ Θ′(t)(t0 − t) + o(|t− t0|) as t→ t0 (1.2.62)
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and
φ(x, t) = φt(x0, t0)(t− t0) + (x− x0)TD2φ(x0, t0)(x− x0) + o(|t− t0|) + o(|x− x0|2)
(1.2.63)
as (x, t)→ (x0, t0) for (x, t) ∈ Q. As φ touches ζ̂− from above at (x0, t0), there exists ε > 0
such that
φ(x, t) ≥ ζ̂−(x, t) for (x, t) such that |x− x0| < 2|Θ′(t0)|ε and t ∈ (t0 − ε, t0). (1.2.64)
For t ∈ (t0 − ε, t0) we define
y = y(t) :=

|c−Θ(t)| x0|x0| if x0 6= 0,
|c−Θ(t)|e1 if x0 = 0.
(1.2.65)
Note that ζ̂−(y(t), t) = 0 for t0 − ε < t < t0, and from (1.2.62) we have |y(t) − x0| =
|Θ′(t0)(t0 − t)| + o(|t − t0|). Thus (1.2.63) and (1.2.64) yield that for a sufficiently small
ε1 > 0 we have
φ(y(t), t) = φt(x0, t0)(t− t0) + o(|t− t0|) ≥ ζ̂−(y(t), t) = 0 as t→ t0 for t0 − ε1 < t < t0.
(1.2.66)
We conclude that φt(x0, t0) ≤ 0 and therefore (1.2.61) has been verified.
Now, suppose that x0 is not a local minimum point of φ(·, t0). Then, both Nt given in
(1.2.59) and a sublevel set Ot of φ defined by
Ot := {x ∈ Rn : φ(x, t) < φ(x0, t0)} (1.2.67)
are nonempty near (x0, t0). By comparing the normal velocity and mean curvature of the
level sets Nt and Ot, we conclude that
φt
|Dφ|(x0, t0) ≤ Θ
′(t0) and ∇ ·
(
Dφ
|Dφ|
)
(x0, t0) ≥ n− 1|x0| > 0 (1.2.68)
which implies (1.2.61).
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Let us recall Ca from [CGG91] for N ⊂ Rk, k ∈ N and a ∈ R,
Ca(N ) := {g ∈ C(N ) : g − a has compact support in N} (1.2.69)
and consider continuous initial data g ∈ Ca(Rn),
u(x, 0) = u0(x) := g(x) for x ∈ Rn. (1.2.70)
such that {x ∈ Rn : g(x) > 0} = Ω0 and {x ∈ Rn : g(x) < 0} = (Ω0)C .
From Theorem 1.2.15 and Theorem 1.2.17 combining with radial barriers in Lemma 1.2.18,
we get existence and uniqueness of (1.2.23) with continuous initial data.
Theorem 1.2.19. For λ ∈ L1([0, T ]) and T > 0, there is a unique viscosity solution u in
Ca(QT ) of (1.2.23)-(1.2.70) in the sense of Definition 1.2.12.
Proof. As C1([0, T ]) is dense in C([0, T ]), there exists {Θk}k∈N ⊂ C1([0, T ]) such that
{Θk}k∈N uniformly converges to Λ in C([0, T ]). From the existence of viscosity solutions
in [CGG91, Theorem 6.8] of
ut = F (Du,D
2u) + (Θk)
′|Du| in Q (1.2.71)
with initial data (1.2.70), there exists a sequence of viscosity solutions {uk}k∈N ⊂ Ca(QT ) of
(1.2.71)-(1.2.70). Here, F and Ca are given in (1.2.24) and (1.2.69), respectively.
Define u+ := lim sup ∗
k→∞
uk and u
− := lim inf ∗
k→∞
uk. As g ∈ Ca(Rn), from Theorem 1.2.15
we have ‖uk‖L∞ ≤ ‖g‖L∞ and thus ‖u±‖L∞ < +∞. We claim furthermore that the supports
of {uk− a}k∈N are uniformly bounded in QT for all k ∈ N and thus that u±− a is compactly
supported in QT . To check this claim, one can compare {uk − a}k∈N with radial barriers
(‖g‖L∞ + |a|) ζ±(·; Θk, c0)
with ζ± given in Lemma 1.2.18 and with sufficiently large c0 > 0.
Let us show that
u+ = u− in QT . (1.2.72)
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First, by definition of lim sup ∗ and lim inf ∗ in (1.2.5), it holds that
u+ ≥ u− in QT . (1.2.73)
On the other hand, from the uniform convergence of {Θk}k∈N to Λ in C([0, T ]) and
Theorem 1.2.17, u+ and u− are a viscosity subsolution and supersolution of (1.2.23)-(1.2.70),
respectively. Recall that g is continuous in Rn and uk = g at t = 0 for all k ∈ N. Indeed, by
comparing solutions of (1.2.23) with radial barriers, we can check that (u+)∗ = (u−)∗ = g at
t = 0. In the following argument we assume that g ≥ 0 since otherwise we can always add a
constant. To check this, suppose that g(x0) > c for some constant c. Due to the continuity
of g there is a small ball Br(x0) which lies in the set {g > c}. Now consider the radial barrier
φk(x, t) := cχBr(t)(x0), where rk(t) := r −
2(n− 1)t
r
+ Θk(t)−Θk(0).
Using the fact that Θk uniformly converges to Λ in C([0, T ]) as k →∞, one can choose a small
δ > 0 independent of k and k0 ∈ N such that rk(t) > r2 for all 0 ≤ t ≤ δ and k ≥ k0. Thus φk
is a well-defined subsolution of (1.2.71) for 0 ≤ t ≤ δ and k ≥ k0. Since φk(·, 0) ≤ g = uk(·, 0),
it follows from the comparison principle of (1.2.71) that φk(·, t) ≤ uk(·, t) for all k ≥ k0 and
for 0 ≤ t ≤ δ. Thus we can conclude that
c ≤ uk(y, t) for all k ≥ k0, |y − x0| < r
2
and 0 ≤ t ≤ δ.
This yields that g(x0) ≤ (u±)∗(x0, 0). Since x0 was arbitrary it follows from that g ≤
(u±)∗(·, 0). A parallel argument replacing φ by another radial barrier of the form max g −
(max g − b)χBr(t)(x0) in the set {g < b} for some b, we can conclude that (u±)∗(·, 0) ≤ g.
Thus, (u+)∗ = (u−)∗ = g at t = 0 and Theorem 1.2.15 implies
u+ ≤ u− in QT . (1.2.74)
Therefore, we get (1.2.72) from (1.2.73) and (1.2.74). From Corollary 1.2.16, we conclude
that u+(= u−) is a unique viscosity solution in Ca(Rn) of (1.2.23)-(1.2.70).
From parallel arguments in the proof of [BSS93, Theorem 2.1], we conclude existence of
(1.2.23)-(1.2.25).
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Corollary 1.2.20. For λ ∈ L1loc([0,+∞)), there exists a viscosity solution of (1.2.23)-
(1.2.25) in the sense of Definition 1.2.12.
Remark 1.2.21. Note that for continuous λ in (1.2.23), our notion coincides in Defini-
tion 1.2.12 with that of [Ish85], [Bou08b] and [Bou08b]. While the settings in these papers
are different than ours, both our and their notions are shown to be stable under strong
L1-convergence of operators. Thus we expect that our notion coincides with an appropriate
extension of [Ish85] for (1.2.23) with λ ∈ L1loc([0,+∞)).
1.3 Geometry of the flow
In this section we study geometric properties of evolution of (1.2.2), following a strong notion
of star-shapedness, ρ-reflection. This property, introduced in [FK14], is useful for problems
which satisfy the reflection comparison principle (See Theorem 1.3.5 below).
1.3.1 Geometric properties
Definition 1.3.1. A bounded set Ω in Rn is star-shaped with respect to a ball Br(0) if for
any point y ∈ Br(0), Ω is star-shaped with respect to y. Let
Sr := {Ω : star-shaped with respect to Br(0)} and Sr,R := Sr ∩ {Ω : Ω ⊂ BR(0)}.
The following lemma is immediate from the interior and exterior cone properties of sets
in Sr.
Lemma 1.3.2. For a continuously differentiable and bounded function φ : Rn → R, let us
denote the positive set of φ by Ω(φ). Let us assume that Ω(φ) contains Br(0) and Dφ 6= 0
on ∂Ω(φ). Then the set Ω(φ) is in Sr if and only if
x · ~nx = x ·
(
− Dφ|Dφ|(x)
)
≥ r for all x ∈ ∂Ω(φ),
where ~nx denotes the outward normal of ∂Ω(φ) at x.
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(a) Star-shapedness (b) ρ-reflection
Figure 1.1: Geometric properties
Next we proceed to define the reflection property. For a hyperplane Π = Πν(s) := {x :
x · ν = s}, let ΨΠ denote the corresponding reflection, i.e.,
ΨΠ(s)(x) := x− 2〈x− sν, ν〉ν. (1.3.1)
For Π that doesn’t contain the origin, we denote the half-spaces divided by Π by Π+ and
Π−, where Π− contains the origin.
Definition 1.3.3. [FK14, Definition 10] bounded, open set Ω has ρ-reflection if
(i) Ω contains Bρ(0) and
(ii) Ω satisfies, for all ν ∈ Sn−1 and all s > ρ,
ΨΠν(s)(Ω ∩ Π+ν (s)) ⊂ Ω ∩ Π−ν (s).
The ρ-reflection property can be viewed as a smallness condition on the Lipschitz norm
distance between ∂Ω and the nearest ball (see the Appendix in [FK14]). The following
lemma states several properties and the relationship between the two concepts introduced
above, ρ-reflection and Sr (See Figures 1.1, 1.2 and [FK14, Figure 2]).
Lemma 1.3.4. [FK14, Lemma 3, 9, 10, 24]
1. For a bounded domain Ω containing Br(0), the followings are equivalent:
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(i) Ω ∈ Sr.
(ii) There exists ε0 = ε0(r) > 0 such that
Ω ⊂⊂
⋂
|z|≤δε
[(1 + ε)Ω + z] for all 0 < ε < ε0 and 0 < δ < r, (1.3.2)
(iii) For all x ∈ Ω, there is an interior cone to Ω:
IC(x, r) :=
(
(x+ C(−x, θx,r)) ∩ C(x, pi
2
− θx,r)
)
∪Br(0) ⊂ Ω for |x| ≥ r (1.3.3)
where C(x, θ) is a cone in the direction x with opening angle θ for x ∈ Rn and θ ∈ [0, pi],
C(x, θ) := {y | 〈x, y〉 > cos θ|x||y|} and θx,r := arcsin r|x| ∈
[
0,
pi
2
]
. (1.3.4)
(a) A cone in the direc-
tion x with opening an-
gle θ
(b) An interior cone to Ω
Figure 1.2: The cone property
(iv) For all x ∈ ΩC, there is an exterior cone to Ω:
EC(x, r) := x+ C(x, θx,r) ⊂ ΩC where θx,r = arcsin r|x| ∈
[
0,
pi
2
]
. (1.3.5)
2. Suppose that Ω has ρ-reflection. Then Ω ∈ Sr with
r = ( inf
x∈∂Ω
|x|2 − ρ2)1/2. (1.3.6)
Moreover
sup
x∈∂Ω
|x| − inf
x∈∂Ω
|x| ≤ 4ρ. (1.3.7)
29
3. Suppose that Ω is in Sr,R. If there exists ρ > 0 such that Bρ(0) ⊂ Ω and ρ2 ≥ 5(R2−r2),
then Ω has ρ-reflection.
Theorem 1.3.5. (Reflection Comparison) Suppose that Ω0 has ρ-reflection. Let u be a
bounded viscosity solution of (1.2.2) given by the form (1.2.10). Let Π be a hyperplane in Rn
such that Π ∩Bρ(0) = ∅. Then the reflected function u(ΨΠ(x), t) is also a bounded viscosity
solution in Π− × (0,∞). Moreover
ΨΠ(Ωt ∩ Π+) ⊂ Ωt ∩ Π− for all t ≥ 0 if true at t = 0. (1.3.8)
Proof. It is easy to see that u(ΨΠ(x), t) is also a viscosity solution of (1.2.2) since F is
independent of x.
To show (1.3.8), we will use the comparison principle in Π−× [0,∞). To do so it is easier
for us to consider a continuous version of u, i.e. let u˜ be the unique viscosity solution of (1.2.2)
with uniformly continuous initial data u˜(x, 0) defined by u˜(x, 0) := −min{sd(x,Ω0), 2R},
where R is chosen large enough that Ω0 ⊂⊂ BR. As u is given by the form (1.2.10), Theorem
1.2.4 combined with the uniqueness implies that Ωt(u˜) is equal to Ωt(u) for all t ≥ 0.
Note that Theorem 1.2.2(2) implies that u˜ is uniformly continuous. As u˜(·, 0) is bounded
in Rn, we apply Theorem 1.2.2(3) to conclude that u˜ is bounded in Q. Since u˜(ΨΠ(x), 0) ≤
u˜(x, 0) in Π− and u˜(ΨΠ(x), 0) = u˜(x, 0) on Π, Theorem 1.2.2(1) applies to u˜(x, t) and
u˜(ΨΠ(x), t) to yield
u˜(ΨΠ(x), t) ≤ u˜(x, t)
for all x ∈ Π− and t ≥ 0. Therefore (1.3.8) follows.
Theorem 1.3.6. Suppose that Ω0 has ρ-reflection. Let u be a bounded viscosity solution
of (1.2.2) given by the form (1.2.10). Let I = [0, T ) be the maximal interval satisfying
Bρ ⊂ Ωt(u). Then, Ωt(u) has ρ-reflection for t ∈ I.
Proof. From the definition of ρ-reflection, it is enough show that, for any unit vector ν in
Rn,
ΨΠν(ρ)(Ωt(u) ∩ Π+ν (ρ)) ⊂ Ωt(u) ∩ Π−ν (ρ) for t ∈ I. (1.3.9)
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Since Ω0(u) has ρ-reflection, (1.3.9) holds at t = 0, and we can conclude by Theorem 1.3.5.
In the next section, we will show that Ωt(u) ∈ Sr,R in [0, T ] if it starts with some geometric
restriction for the initial data. This leads to the following regularity of Ωt(u) over time.
Corollary 1.3.7. Let u be a bounded viscosity solution of (1.2.2) given by the form (1.2.10).
Assume that Ω0 ∈ Sr,R and |η(t)| ≤ K in [0, T ]. Then, there exists M1 = M1(r, R,K, T )
such that
sup
x∈∂Ωt(u)
d(x, ∂Ω0) ≤M1t 12 for t ∈ [0, T ]. (1.3.10)
In particular, if Ωt(u) ∈ Sr,R , then there exists C = C(r, R,K, T ) such that we have
dH(∂Ωt(u), ∂Ωs(u)) ≤ C(s− t) 12 for all 0 ≤ t ≤ s ≤ T. (1.3.11)
Proof. Choose δ ∈ (0,min{ 1
K
, r
2
})
and t ∈ [0, T ]. We claim that
sup
x∈∂Ωt(u)
d(x, ∂Ωs(u)) ≤ 2Rδ
r
for all s ∈ I :=
[
t,min
{
t+
δ2
n
, T
}]
. (1.3.12)
As Ωt(u) ∈ Sr,R, there exists x1 = x1(s) ∈ ∂Ωt(u) such that
sup
x∈∂Ωt(u)
d(x, ∂Ωs(u)) = d(x1, ∂Ωs(u)) for s ∈ I. (1.3.13)
Let y =
(
1− 2δ
r
)
x and z =
(
1 + 2δ
r
)
x. From the interior and exterior cone properties in
Lemma 1.3.4, it holds that
B2δ(y) ⊂ Ωt(u) and B2δ(z) ⊂ Ωt(u)C .
As the assumption in Lemma 1.2.9 is satisfied, we conclude that y ∈ Ωs(u) and z ∈ Ωs(u)C
for all s ∈ I. As Ωs(u) ∈ Sr,R in I, there exists x2 ∈ ∂Ωs(u) such that
|x1 − x2| ≤ max{|x1 − y|, |x1 − z|} ≤ 2Rδ
r
. (1.3.14)
(1.3.13) and (1.3.14) imply (1.3.12). Thus, we get (1.3.10). As Ωs(u),Ωt(u) ∈ Sr,R, we apply
Lemma A.3.6 to conclude (1.3.11).
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1.3.2 Preservation of the ρ-reflection property
In this subsection, we suppose that there exists a viscosity solution u of our original equation
(1.2.1) in the sense of Definition 1.2.6, and show the preservation of the ρ-reflection property.
As a consequence, star-shapedness of Ωt(u) is preserved for all time. Existence of this solution
will be given later in section 1.4.2 and 1.4.3.
Theorem 1.3.8. Suppose that Ω0 has ρ-reflection. Assume that there exists a bounded
viscosity solution u given by the form (1.2.10) of (1.2.1) and (1.2.3). Then Ωt(u) has
ρ-reflection for all t ≥ 0. In particular there exists r1 > 0 such that Ωt is star-shaped
with respect to a ball Br1(0) for all t ≥ 0.
The proof of above theorem consists of Theorem 1.3.6 and Lemma 1.3.9. In Lemma 1.3.9,
we show that the maximal interval I in Theorem 1.3.6 is [0,∞).
Lemma 1.3.9. Let u and Ω0 be as given in above theorem. Then, there exists a > 0
depending on Ω0 such that B(1+a)ρ ⊂ Ωt(u) for all t ≥ 0.
Proof. Since Ω0 has ρ-reflection, B(1+a)ρ ⊂ Ω0 for some a > 0. Due to Assumption A and
the continuity of λ, one can choose a small a > 0 such that
λ[|Ω|] > n− 1
ρ
for sets contained in B(5+a)ρ. (1.3.15)
Suppose that B(1+a)ρ is not contained in Ωt∗(u) at some t∗ > 0. Then, there exists
t0 ∈ (0, t∗) such that ∂Ωt(u) touches from outside ∂B(1+a)ρ at (x0, t0) for the first time.
Then, by (1.3.7) in Lemma 1.3.4, we have
sup
x∈∂Ωt0 (u)
|x| ≤ 4ρ+ inf
x∈∂Ωt0 (u)
|x| = (5 + a)ρ,
and thus Ωt0(u) is contained in B(5+a)ρ. Hence it follows from (1.3.15) that
λ[|Ωt0(u)|] >
n− 1
ρ
> H[B(1+a)ρ]. (1.3.16)
where H[B(1+a)ρ] is the mean curvature of ∂B(1+a)ρ.
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Consider φ(x) := −
( |x|
(1 + a)ρ
)2
. Note that (1.3.16) and |x0| = (1 + a)ρ yield
∇ ·
(
Dφ
|Dφ|
)
(x0) + λ[|Ωt0(u)|] = −H[B(1+a)ρ] + λ[|Ωt0(u)|] > 0 (1.3.17)
Hence ψ(x, t) := φ(x) is a strict subsolution of (1.2.2) with η(t) = λ[|Ωt(u)|] in a small
neighborhood of (x0, t0).
On the other hand, we have ψ ≤ 0 in Q and ψ ≤ −1 outside of B(1+a)ρ. Recall that u is
given by the form (1.2.10). As Ωt0(u) touches B(1+a)ρ at (x0, t0) for the first time, ψ touches
u∗ from below at (x0, t0) and we have
∇ ·
(
Dψ
|Dψ|
)
(x0, t0) + λ[|Ωt0(u)|] ≤ ψt(x0, t0) = 0 (1.3.18)
and this contradicts to (1.3.17).
Proof of Theorem 1.3.8. First note that Ωt(u) has ρ-reflection thanks to Lemma 1.3.9
and Theorem 1.3.6 applied to u(x, t) and η(t) = λ[|Ωt(u)|]. Moreover from (1.3.6) in Lemma
1.3.4, Ωt(u) ∈ Sr for
r =
(
inf
x∈∂Ω
|x|2 − ρ2
)1/2
≥ r1 := ρ(a2 + 2a)1/2. (1.3.19)
Hence Ωt(u) is star-shaped with respect to a ball Br1 for all t ≥ 0. 
A particular consequence of Theorem 1.3.8 is that ∂Ωt(u) is a locally Lipschitz graph.
This, in combination with Lemma A.2.1, yields that the evolution is indeed C1,1:
Corollary 1.3.10. Let u and Ω0 be as in Theorem 1.3.8. Then Ωt(u) has C
1,1-boundary for
all t > 0. In particular its principal curvatures are bounded by O(1 + 1/
√
t).
Next we note that, with the sublinear growth condition imposed on λ, Ωt(u) is uniformly
bounded in finite time.
Lemma 1.3.11. Let u and Ω0 be as given in Theorem 1.3.8. Then, there exists R1 =
R1(T ) > 0 such that Ωt(u) ⊂ BR1 in [0, T ].
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Proof. By Assumption A, there exists a constant C1 > 0 such that λ[|BR|] ≤ C1R for all
R ≥ ρ. Since Ω0 is bounded, there exists Rˆ > ρ such that Ω0 ⊂⊂ BRˆ. Let us compare u
with a radial barrier φ : Q→ R defined by
φ(x, t) := χBr(t)(x)− χBCr(t)(x) for (x, t) ∈ Q,
where r : [0, T ] → R is defined by r(t) := Rˆe(C1+1)t. Note that Ω0(u) ⊂⊂ Ω0(φ), and
r′(t) = (C1 + 1)r(t).
Choose ε ∈ (0, RˆC−11 ) and let us show that Ωt(u) ⊂ Br(t)+ε for all time. Suppose it is
false, then we have
t0 := sup{t : Ωs(u) ⊂ Br(s)+ε for 0 ≤ s ≤ t} < +∞. (1.3.20)
By Corollary 1.3.7, ∂Ωt(u) evolves continuously in time and thus
∂Ωs(u) ∩ ∂Br(s)+ε 6= ∅. (1.3.21)
Combining (1.3.20) with Lemma 1.3.9, we have |Bρ| ≤ |Ωt(u)| ≤ |Br(t)+ε| in [0, t0]. Further-
more, as r(t) ≥ Rˆ > ρ, it holds that
λ[|Ωt(u)|] ≤ C1(r(t) + ε) ≤ r′(t) + n− 1
r(t)
. (1.3.22)
Therefore, φ is a viscosity supersolution of (1.2.2) with η(t) = λ[|Ωt(u)|] in [0, t0]. Note that
u∗ ≤ φ∗ at t = 0. From Theorem 1.2.2(1) we have u∗ ≤ φ∗ in [0, t0) and thus
Ωt(u) ⊂ Br(t) in [0, t0). (1.3.23)
By Corollary 1.3.7 again, ∂Ωt(u) evolves continuously in time and thus we have Ωt(u) ⊂ Br(t0)
in [0, t0], which contradicts (1.3.21).
As a consequence, we conclude that
Ωt(u) ⊂ BR1 where R1(T ) := Rˆe(C1+1)T + ε (1.3.24)
in [0, T ].
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We finish this section with some properties of our solutions that will be used later. The
following corollary holds due to the fact that Ω0 has ρ-reflection and therefore for small ε > 0
the sets Ωε,+0 := (1 + ε)Ω0 and Ω
ε,−
0 := (1 + ε)
−1Ω0 satisfy ρ(1 +O(ε))-reflection.
Corollary 1.3.12. Let u, Ω0 and r1 be as given in Theorem 1.3.8 and R1 as given in
Lemma 1.3.11. Then for sufficiently small ε > 0 viscosity solutions u± of (1.2.1) starting
from Ωε,±0 have their positive sets Ωt(u
±) in Sr1−O(ε),R1+O(ε) in [0, T ].
Lemma 1.3.13. Let u, Ω0 and r1 be as given in Theorem 1.3.8 and R1 as given in Lemma 1.3.11.
Then, there exists positive constants K˜∞ = K˜∞(r1, R1, T ) and K˜1/2 = K˜1/2(r1, R1, T ) such
that the following holds for all t, s in [0, T ] :∣∣∣λ[|Ωt(u)|]− λ[|Ωs(u)|]∣∣∣ ≤ K˜1/2|t− s| 12 (1.3.25)
and ∣∣∣λ[|Ωt(u)|]∣∣∣ ≤ K˜∞.
Proof. From Lemma 1.3.9 and 1.3.11, |Ωt| is bounded away from zero and infinity, and thus
λ is bounded. Next, by the Lipschitz continuity of λ and the last inequality of (A.3.1) in
Lemma A.3.1, there exists C1(r1, R1, T ) such that∣∣∣λ[|Ωt(u)|]− λ[|Ωs(u)|]∣∣∣ ≤ C1dH(Ωt(u),Ωs(u)) for t, s ∈ [0, T ].
From the above inequality and Ho¨lder continuity in Corollary 1.3.7, we conclude (1.3.25).
Finally, let us show Lipschitz continuity of |Ωt| in time for the later purpose in Lemma 1.4.12.
Lemma 1.3.14. Let u, Ω0 and r1 be as given in Theorem 1.3.8, R1 as given in Lemma 1.3.11,
and K˜∞ as given in Lemma 1.3.13. Then there exists C = C(r1, R1, K˜∞) such that we have
||Ωt(u)| − |Ωs(u)|| ≤ C
(
1 +
1√
t
)
|s− t| for 0 ≤ t ≤ s ≤ T. (1.3.26)
Proof. First, by Corollary 1.3.10, all principal curvatures are bounded by M(t) := C1(1 +
1/
√
t) for some constant C1 = C1(r1, R1, K˜∞). Thus, there exist interior and exterior balls
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of radius M(t)−1 on each point of ∂Ωt(u) for all t > 0. As described in Corollary 1.3.7, we
apply Lemma 1.2.9 in these balls to conclude that
dH(∂Ωt(u), ∂Ωs(u)) ≤ C2
(
1 +
1√
t
)
|s− t| for 0 ≤ t ≤ s ≤ T.
for some C2 = C2(r1, R1, K˜∞). Recall from the first and last inequalities of (A.3.1) in
Lemma A.3.1 that the volume difference is bounded by the Hausdorff distance. Thus, we
conclude that there exists C = C(r1, R1, K˜∞) satisfying (1.3.26).
1.4 Mean curvature flow with volume dependent forcing
1.4.1 Uniqueness of the flow
In this section, we show the uniqueness for solutions of (1.2.1) and (1.2.2) with given initial
data (1.2.3). As pointed out in Remark 1.2.5, the comparison principle (Theorem 2.2) does
not deliver the uniqueness for a discontinuous viscosity solution, due to the possible fattening
phenomena of level sets. We show that our flow (1.1.1) can be uniquely determined when
the initial data has ρ-reflection. We follow the argument of [BCC09], where the uniqueness
result is shown for convex evolution of volume-preserving flow.
In section 1.4.1.1, we show the short-time uniqueness result for (1.2.2) in Theorem 1.4.3
for a star-shaped initial data Ω0. We define appropriate convolutions to perturb solutions
(see Definition 1.4.4) and show that our perturbation preserves sub- and supersolution prop-
erties for (1.2.2). These perturbations are more delicate than those used in [Gig06] due to
the presence of the time-dependent forcing η. We use these perturbations to obtain the
uniqueness results. At this point, it is crucial to find a uniform interval [0, t1] where these
convolutions are well defined in this interval (see Lemma 1.4.6). It remains open whether
the flow (1.2.2) stays unique beyond the interval.
In section 1.4.1.2, we show the global-time uniqueness for (1.2.1) when its initial data
has ρ-reflection (see Theorem 1.4.9). Here we know that any evolution, if exists, preserves
the ρ-reflection property, which we use to iterate the short-time uniqueness result from
the previous subsection. The key step is to estimate the difference between λ[|Ωt(u)|] and
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λ[|Ωt(v)|] for two possible solutions (see Lemma 1.4.12).
1.4.1.1 Short-time uniqueness
Definition 1.4.1. [BSS93, Definition 2.1] For a function u : Q→ R and t ≥ 0, we say that
Ωt(u) = {u(·, t) > 0} is regular if the closure of Ωt(u) is {x ∈ Rn : u(x, t) ≥ 0}, and the
interior of {x ∈ Rn : u(x, t) ≥ 0} is Ωt(u).
Note that for t ≥ 0, if Ωt(u) is regular, then the interface {x ∈ Rn : u(x, t) = 0} has an
empty interior.
Lemma 1.4.2. [BSS93, Theorem 2.1] Let u : Q→ R be a viscosity solution of (1.2.2) and
(1.2.3). Then, Ωt(u) is regular for all t ≥ 0 if and only if there exists a unique solution in Q
of (1.2.2) with initial data u(x, 0) = u0(x) := χΩ0 − χΩC0 .
Recall from section 1.2 that
K∞ := ‖η‖L∞([0,∞)). (1.4.1)
We define t1 = t1(r,K∞) by
t1 :=
r
10K∞
(1.4.2)
and we will show the following theorem in this section.
Theorem 1.4.3. Suppose that the initial set Ω0 is in Sr. Then, there is exactly one bounded
viscosity solution u of (1.2.2) and (1.2.3) in [0, t1] where t1 is given in (1.4.2). Moreover,
Ωt(u) is regular in [0, t1].
We begin the proof with some definitions.
Definition 1.4.4. For ε, r > 0 and L : [0,+∞) → R, let us define a maximal time T1 =
T1(ε, r, L) by
T1 := sup{s > 0 : L(t) < rε/2 for all t ∈ [0, s]}; (1.4.3)
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u(x, t; ε, r, L) := inf
{
u
(
y
1 + ε
,
t
(1 + ε)2
) ∣∣∣∣ y ∈ Brε/2−L(t)(x)} ;
and
u(x, t; ε, r, L) := sup
{
u
(
y
1− ε,
t
(1− ε)2
) ∣∣∣∣ y ∈ Brε/2−L(t)(x)}
Lemma 1.4.5. Let u be a bounded viscosity solution of (1.2.2) and (1.2.3) with forcing η
and Ω0 ∈ Sr, and let ηε(t) := (1 + ε)−1η(t/(1 + ε)2). Let u and u be as given above with
L ∈ C1([0,∞)). Then the following holds in (0, T1) in the sense of viscosity solutions:
ut
|Du|(x, t) ≥ ∇ ·
(
Du
|Du|
)
(x, t) + ηε(t) + L
′(t) (1.4.4)
and
ut
|Du|(x, t) ≤ ∇ ·
(
Du
|Du|
)
(x, t) + η−ε(t)− L′(t). (1.4.5)
Moreover, if ε ≤ ε0(r) for ε0(r) given in (1.3.2), we have
Ω0(u) ⊂⊂ Ω0(u) ⊂⊂ Ω0(u). (1.4.6)
Proof. First, let us denote v(x, t) := u
(
x
1+ε
, t
(1+ε)2
)
. Then, v is a viscosity solution of
vt
|Dv|(x, t) = ∇ ·
(
Dv
|Dv|
)
(x, t) + ηε(t).
and thus Lemma 1.2.8 implies (1.4.4). Parallel arguments holds for u.
On the other hand, if Ω0(u) is in Sr then Lemma 1.3.4 yields, for all ε ≤ ε0(r),
Ω0(u) ⊂⊂
⋂
|z|≤rε/2
[(1 + ε)Ω0(u) + z] = Ω0(u), (1.4.7)
and
Ω0(u) =
⋃
|z|≤rε/2
[(1− ε)Ω0(u) + z] ⊂⊂ Ω0(u). (1.4.8)
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Lemma 1.4.6. Let η and ηε be as given in Lemma 1.4.5, and let t1 = r/10K∞ be as given
in (1.4.2). Then for the choice of L(t) =
´ t
0
−ηε(s) + η(s)ds or L(t) =
´ t
0
η−ε(s) − η(s)ds
and for 0 < ε ≤ 1/4, we have
T1 = T1(ε, r, L) ≥ t1 for 0 < ε < 1/4.
Proof. 1. First, let us choose L(t) =
´ t
0
−ηε(s) + η(s)ds and estimate the function L by the
change of variables.
L(t) =
ˆ t
0
η(s)− 1
1 + ε
η
(
s
(1 + ε)2
)
ds,
=
ˆ t
0
η(s)ds− (1 + ε)
ˆ t
(1+ε)2
0
η(s)ds,
=
ˆ t
t
(1+ε)2
η(s)ds− ε
ˆ t
(1+ε)2
0
η(s)ds.
Therefore, we conclude that for ε ∈ (0, 1/4)
|L(t)| ≤ K∞t
(
ε2 + 2ε
(1 + ε)2
)
+K∞εt < 5K∞εt. (1.4.9)
2. Similarly, let us choose L(t) =
´ t
0
η−ε(s)− η(s)ds, then for ε ∈ (0, 1/4)
|L(t)| =
∣∣∣ ˆ t(1−ε)2
t
η(s)ds− ε
ˆ t
(1−ε)2
0
η(s)ds
∣∣∣,
≤ K∞t
(
2ε− ε2
(1− ε)2
)
+K∞εt
1
(1− ε)2 < 5K∞εt.
3. By definition of T1 we have L(T1) = rε/2. Thus 5K∞εt1 = rε/2 = L(T1) < 5K∞εT1.
Lemma 1.4.5 and Lemma 1.4.6 imply the following.
Lemma 1.4.7. Let u and Ω0 be as given in Lemma 1.4.5 and let 0 < ε ≤ ε0(r). For t1 given
in (1.4.2), u with the choice of L(t) =
´ t
0
−ηε + η is a viscosity supersolution of (1.2.2) in
(0, t1]. Similarly, u with L(t) =
´ t
0
η−ε − η is a subsolution of (1.2.2) in (0, t1]. Moreover it
holds that u ≤ u ≤ u in [0, t1].
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Proof. By Lemma 1.4.6, u and u are well-defined in [0, t1]. So, we could apply Lemma 1.4.5
and comparison principle in Theorem 1.2.2(1) for (1.2.2) in [0, t1] to conclude.
Proof of Theorem 1.4.3: Suppose that u and v are two bounded solutions of (1.2.2)
and u(·, 0) = v(·, 0) in Rn. Let us construct u and u as in Lemma 1.4.7. As Ω0(u) ⊂⊂
Ω0(v) = Ω0(u) ⊂⊂ Ω0(u) from (1.4.6), we have u∗(·, 0) ≤ v∗(·, 0) and v∗(·, 0) ≤ u∗(·, 0)
in Rn. By Lemma 1.4.7 and the comparison principle in Theorem 1.2.2(1), it holds that
u ≤ v ≤ u in [0, t1]. Sending ε to zero, we conclude that u = v in [0, t1]. 
Lastly, for the next subsection let us state the following lemma.
Lemma 1.4.8. Let u and Ω0 be as given in Lemma 1.4.5. Then for 0 < ε ≤ ε0(r) and
0 ≤ t ≤ t1 we have
(1− ε)Ωt/(1−ε)2(u) ⊂ Ωt(u) ⊂ (1 + ε)Ωt/(1+ε)2(u).
where t1 is given (1.4.2).
Proof. Lemma 1.4.7 implies that Ωt(u) ⊂ Ωt(u) ⊂ Ωt(u) in [0, t1]. Moreover we have, by
definition,
(1− ε)Ωt/(1−ε)2(u) ⊂ Ωt(u), and Ωt(u) ⊂ (1 + ε)Ωt/(1+ε)2(u).
1.4.1.2 Uniqueness of mean curvature flows with forcing
In this subsection, we show the uniqueness of our original equation (1.2.1). Here is the main
theorem of this subsection.
Theorem 1.4.9. Suppose that Ω0 has ρ-reflection. Then, there exists at most one bounded
viscosity solution of (1.2.1) and (1.2.3).
Let u and v be two bounded viscosity solutions of (1.2.1) and (1.2.3), and let η(t;u) :=
λ[|Ωt(u)|] and η(t; v) := λ[|Ωt(v)|]. Fix T > 0. Recall from Theorem 1.3.8 and Lemma 1.3.11
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that both Ωt(u) and Ωt(v) are in Sr1,R1 in [0, T ] where r1 and R1 are given in (1.3.19) and
(1.3.24), respectively. From Lemma 1.3.13 that there exists a uniform bound of η(t;u) and
η(t; v) in [0, T ],
K˜∞ := ‖|η(t;u)|+ |η(t; v)|‖L∞([0,T ]) <∞. (1.4.10)
Recall ηε(t) := (1 + ε)
−1η(t/(1 + ε)2) and define
L1(t) :=
ˆ t
0
−ηε(s;u) + η(s; v)ds and L2(t) :=
ˆ t
0
η−ε(s;u)− η(s; v)ds (1.4.11)
Definition 1.4.10. For ε ∈ (0, 1
4
), let us define
T˜1 = T˜1(ε, r1, L1, L2) := sup
{
s ∈ (0, T ] : L1(t), L2(t) < r1ε
2
for all t ∈ [0, s]
}
(1.4.12)
where r1 is given in (1.3.19). Remind that r1 is chosen so that Ωt(u) and Ωt(v) are in Sr1,R1
for all t ∈ [0, T ].
Let u = u(·; ε, r1, L1) and u = u(·; ε, r1, L2) be as given in Definition 1.4.4. The construc-
tion of L1 and L2 and Lemma 1.4.5 readily yields the following lemma.
Lemma 1.4.11. u and u are a viscosity supersolution, and subsolution, respectively, of
(1.2.2) with η = η(; v) in (0, T˜1). Moreover, it holds that u ≤ v ≤ u in [0, T˜1]. Here, T˜1 is
given in (1.4.12).
Lemma 1.4.12. There exists t2 > 0 such that for any ε ∈ (0, 14),
T˜1 = T˜1(ε, r1, L1, L2) > t2 (1.4.13)
where T˜1 is given in (1.4.12).
Proof. Let t1(r1, K˜∞) = r15K˜∞ be as given in (1.4.2). If T˜1 ≥ t1 for all ε ∈ (0,
1
4
), we take
t2 = t1. If T˜1 < t1 for some ε ∈ (0, 14), Lemma 1.4.8 implies that in [0, T˜1)
(1− ε)Ωt/(1−ε)2(u) ⊂ Ωt(u) ⊂ (1 + ε)Ωt/(1+ε)2(u). (1.4.14)
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Lemma 1.4.11 implies that Ωt(u) ⊂ Ωt(v) ⊂ Ωt(u) in [0, T˜1). Thus as shown in Lemma 1.4.8,
the following holds for 0 ≤ t < T˜1:
(1− ε)Ωt/(1−ε)2(u) ⊂ Ωt(u) ⊂ Ωt(v) ⊂ Ωt(u) ⊂ (1 + ε)Ωt/(1+ε)2(u). (1.4.15)
By subtracting η(s;u) and adding the same term,
L1(t) =
ˆ t
0
η(s; v)− ηε(s;u)ds =
ˆ t
0
η(s; v)− η(s;u)ds+
ˆ t
0
η(s;u)− ηε(s;u)ds. (1.4.16)
As Lemma 1.4.6, the second term is bounded by 5K˜∞εt. As for the first term, from Lipschitz
continuity of λ for some C1 > 0,
I1 :=
∣∣∣∣ˆ t
0
η(s; v)− η(s;u)ds
∣∣∣∣ ≤ ˆ t
0
∣∣∣λ[|Ωs(v)|]− λ[|Ωs(u)|]∣∣∣ds ≤ C1 ˆ t
0
∣∣∣|Ωs(v)| − |Ωs(u)|∣∣∣ds
By (1.4.14)-(1.4.15) and Lemma 1.3.11,
I1 ≤ C1
ˆ t
0
∣∣∣∣∣(1− ε)Ωs/(1−ε)2(u)∣∣− ∣∣(1 + ε)Ωs/(1+ε)2(u)∣∣∣∣∣ds
≤ C1
ˆ t
0
∣∣∣∣∣Ωs/(1−ε)2(u)∣∣− ∣∣Ωs/(1+ε)2(u)∣∣∣∣∣ds+ C2εt
for some constant C2 = C2(R1, T ). By Lemma 1.3.14, we conclude that I1 is bounded by
C3εt for some constant C3 = C3(r1, R1, T, K˜∞). Therefore, we have L1(t) < (C3 + 5K˜∞)εt
in [0, T˜1]. By similar arguments, the bound holds for L2 as well in [0, T˜1].
Finally, by continuity of L1 and L2, we have L1(T˜1) = r1ε/2 or L2(T˜1) = r1ε/2. In both
cases, it holds that
r1ε/2 = L1(T˜1)( or L2(T˜1)) < (C3 + 5K˜∞)T˜1ε,
so we conclude with
T˜1 ≥ t2 = t2(r1, R1, T, K˜∞) := r1
2C3 + 10K˜∞
. (1.4.17)
Proof of Theorem 1.4.9: The first part is parallel to the proof of Theorem 1.4.3. Let u
and v be two viscosity solutions of (1.2.1) and (1.2.3). By Lemma 1.4.11 and Lemma 1.4.12,
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it holds that u ≤ v ≤ u in [0, t2] where t2 is given in (1.4.13). We can now send ε to zero to
conclude that u = v in [0, t2].
Next let us consider the corresponding convolutions of u and u in the time interval
t0 + [0, t2] ⊂ [0, T ] for t0 > 0 and t2 given in (1.4.13). Note that t2 given in (1.4.13) does
not depend on t0 because both Ωt(u) and Ωt(v) are in Sr1,R1 for all t ∈ [0, T ]. Thus, we can
iterate the step 1 for t0 = kt2 on kt2 + [0, t2], k ∈ N and, conclude that u = v in [0, T ]. 
1.4.2 Construction of flat flows
In this section, we construct a flat flow for (1.2.1), which coincides our notion of viscosity
solutions. Our approach is based on minimizing movements first introduced by Almgren-
Taylor-Wang [ATW93] (see also [LS95], [Cha04], [BCC09]).
As in [FK14], we introduce a gradient flow with geometric constraint, corresponding to
the preservation of star-shapedness obtained in Theorem 1.3.8. Our constraint is crucial to
ensure the strong (in Hausdorff distance) convergence of the minimizing movements, which
enables geometric analysis of the limiting flow. On the other hand the constraint also poses
technical challenges when we show the coincidence of flat flows with viscosity solutions (See
Proposition 1.4.17 and Corollary 1.4.18).
1.4.2.1 Constrained Minimizing Movements
Recall the following energy functional associated with (1.2.1),
J(E) = Per(E)− Λ[|E|]. (1.4.18)
where the function Λ(s) is an anti-derivative of λ(s), and Per(E) denotes the perimeter of
E. For the sets E and F in Rn, we use the pseudo-distance defined by
d˜(F,E) :=
(ˆ
E4F
d(x, ∂E)dx
) 1
2
, E4F := (E \ F ) ∪ (F \ E).
We consider minimizing movements for (1.2.2) in a finite time interval [0, T ] with initial
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data (1.2.3) with the admissible sets Sr0,R0 with
r0 < r1 = r1(ρ, a) = ρ(a
2 + 2a)1/2 and R0 > R1 (1.4.19)
where r1 is given in (1.3.19) and R1 = R1(T ) in (1.3.24). Recall that ρ is given in Defini-
tion 1.3.3 and a is given in Lemma 1.3.9. The dependence of R1 on T is the reason why we
restrict the discussion in this and next section to the finite time interval. For simplicity we
will omit the time dependence in R1 and thus in R0.
Definition 1.4.13. For h > 0, Th is defined by
Th(E) ∈ arg min
F∈Sr0,R0
Ih(F ;E), Ih(F ;E) := J(F ) +
1
h
d˜2(F,E),
The existence of a minimizer, Th(E) follows from Lemma A.3.1, A.3.2 and A.3.3.
The constrained minimizing movement Eht of J for t ∈ [0, T ] with initial set E0 can be
defined by
Eht := T
[t/h]
h (E0).
Here, Tm for m ∈ N is the m-th functional power.
Definition 1.4.14. A function w := χEt−χECt is a flat flow of (1.2.2) and (1.2.3) if E0 = Ω0
and there exists a sequence hk → 0 such that
dH(Et, E
hk
t )→ 0
locally uniformly in time as k goes to infinity.
To show the existence of a flat flow, let us show compactness property of the constrained
minimizing movements.
Lemma 1.4.15. The constrained minimizing movement Eht in Definition 1.4.13 satisfies the
following inequality for 0 < t < s ≤ T and for some K2 = K2(r0, R0):
d˜2(Ehs , E
h
t ) ≤ K2(s− t)(J(Eht )− J(Ehs )) (1.4.20)
and, as a consequence,
dH(E
h
s , E
h
t )
n+1 ≤ K1K2(s− t). (1.4.21)
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Proof. We will use the triangle-like inequality (see e.g. Lemma 17, [FK14]):
d˜2(Fk+1, F1)
k
.r,R
k∑
j=1
d˜2(Fj+1, Fj) for F1, ..., Fk+1 ∈ Sr,R. (1.4.22)
Suppose that t ∈ [Kh, (K+1)h) and s ∈ [(K+L)h, (K+L+1)h) for some K and L > 0.
By the construction of Eht in Definition 1.4.13 for k ∈ N ,
J(Eh(k−1)h)− J(Ehkh) ≥
1
h
d˜2(Ehkh, E
h
(k−1)h).
By summing both sides from k = K + 1 to k = K + L,
J(EhKh)− J(Eh(K+L)h) ≥
K+L∑
k=K+1
1
h
d˜2(Ehkh, E
h
(k−1)h),
&r,R
1
Lh
d˜2(Eh(K+L)h, E
h
Kh),
where the last inequality follows from (1.4.22). (1.4.21) follows from Lemma A.3.2.
One can apply Lemma 1.4.15 and compactness of star-shaped sets (Lemma A.3.1, A.3.2
and A.3.3) to obtain the following:
Theorem 1.4.16. There exists at least one flat flow w of (1.2.2) and (1.2.3) in the sense
of Definition 1.4.14.
1.4.2.2 Barrier property under star-shapedness
Next we establish a “restricted barrier property” for a flat flow with respect to a classical
subsolution and supersolution of (1.2.2) with η(t) = λ[|Ωt(w)|]. The proof of this proposition
is rather technical and follows that of [GK11]: see Appendix A.1. In a different setting,
similar results are shown in [CMN19] and [CMP15].
Proposition 1.4.17. (Restricted barrier property) Let w be a flat flow of (1.2.2) with the
admissible set constraint parameters r0 and R0 satisfying (1.4.19). For any r > r0 and
R < R0, suppose that there exists a test function φ on QT such that φ is a classical subsolution
in QT of (1.2.2) with η(t) = λ[|Ωt(w)|], |Dφ| 6= 0 on ∂Ωt(φ) and Ωt(φ) ∈ Sr,R in [0, T ]. If
Ω0(φ) ⊂⊂ Ω0(w), then
Ωt(φ) ⊂⊂ Ωt(w) for all t ∈ [0, T ].
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Similarly, suppose that there exists a test function ψ on QT such that ψ is a classical
supersolution in QT of (1.2.2) with η(t) = λ[|Ωt(w)|], |Dψ| 6= 0 on ∂Ωt(ψ) and Ωt(ψ) ∈ Sr,R
in [0, T ]. If Ω0(w) ⊂⊂ Ω0(ψ), then
Ωt(w) ⊂⊂ Ωt(ψ) for all t ∈ [0, T ].
In the proof of Proposition 1.4.17, we only use the properties of the classical solution φ
in small neighborhood of (x0, t0), thus we can deduce the following localized barrier property
of the flat flow.
Corollary 1.4.18. Let w be a flat flow of (1.2.2) with the admissible set constraint parameter
r0 and R0 satisfying (1.4.19). If there exists a test function φ on QT such that φ touches w
from below at (x0, t0), |x0| < R0, |Dφ|(x0, t0) 6= 0 and −x0 · Dφ|Dφ|(x0, t0) > r0. then
φt
|Dφ|(x0, t0) ≥ ∇ ·
(
Dφ
|Dφ|
)
(x0, t0) + η(t0).
Similarly, if there exists a test function ψ on QT such that ψ touches w from above at
(x0, t0), |x0| < R0, |Dψ|(x0, t0) 6= 0 and −x0 · Dψ|Dψ|(x0, t0) > r0 then
ψt
|Dψ|(x0, t0) ≤ ∇ ·
(
Dψ
|Dψ|
)
(x0, t0) + η(t0).
1.4.3 Existence of the flow
Our goal in this section is to show the existence of a viscosity solution for (1.2.1). Let us give
a brief summary of this section. We will show that a flat flow coincides with the correspond-
ing viscosity solution as long as the viscosity solution is star-shaped (Proposition 1.4.19).
Ensuring this star-shaped property for the viscosity solution (Proposition 1.4.20) is the last
step leading to the coincidence result (Theorem 1.4.21).
We first show a comparison result between a flat flow and the corresponding viscosity
solution of (1.2.2). We use the doubling argument in [CIL92] and [Kim05] which preserves
the star-shaped geometry of the level sets of the solutions.
Proposition 1.4.19. Let w be a flat flow of (1.2.2) with the admissible set constraint
parameter r0 and R0 satisfying (1.4.19). Suppose that there exists a viscosity subsolution
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u : QT → R of (1.2.2) with η(t) = λ[|Ωt(w)|] such that Ωt(u) is in Sr,R for all t ∈ [0, T ] for
some r > r0 and R < R0. If Ω0(u) ⊂⊂ Ω0(w), then
Ωt(u) ⊂⊂ Ωt(w) for all t ∈ [0, T ].
Similarly, suppose that there exists a viscosity supersolution u : QT → R of (1.2.2) with
η(t) = λ[|Ωt(w)|] such that Ωt(u) is in Sr,R for all t ∈ [0, T ] for some r > r0 and R < R0. If
Ω0(w) ⊂⊂ Ω0(u), then
Ωt(w) ⊂⊂ Ωt(u) for all t ∈ [0, T ].
Proof. The proof follows the outline of [Kim05], where the comparison principle is shown for
a nonlocal mean-curvature flow.
For c, δ > 0, let us consider
Z(x, t) := sup
|z|≤c−δt
u(x+ z, t) and 0 ≤ t ≤ c
δ
,
where c is chosen sufficiently small so that Ω0(Z) ⊂⊂ Ω0(w). Due to Lemma 1.2.8, the
function Z is a viscosity subsolution of
ut = F (Du,D
2u, t)− δ|Du|.
We will show Proposition 6.2 by showing that for any δ > 0 and 0 ≤ t ≤ c/δ we have
Ωt(Z) ⊂⊂ Ωt(w). (1.4.23)
Note that for any z ∈ Rn such that |z| ≤ c, the interior cone IC(x, r) given in (1.3.3)
satisfies IC(x+z, r−c) ⊂ IC(x, r)+z (See Lemma A.3.5). Thus, by the equivalence relation
in Lemma 1.3.4, Ωt(u) ∈ Sr,R implies that Ωt(u) + z ∈ Sr−c,R+c for all |z| ≤ c and thus
Ωt(Z) =
⋃
|z|≤c−δt
[Ωt(u) + z] ∈ Sr−c,R+c.
Thus, Ωt(Z) ∈ Sr0+c,R0−c for 0 < c ≤ min
{
r−r0
2
, R0−R
2
}
.
Suppose (1.4.23) is false, then we have
t0 := sup{t : Ωs(Z) ⊂⊂ Ωs(u) for 0 ≤ s ≤ t} ∈ (0, c/δ).
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Due to Lemma 1.3.13 and Lemma 1.4.15, both sets ∂Ωt(Z) and ∂Ωt(w) evolve continuously
in time. Hence, ∂Ω(Z) touches ∂Ω(w) from inside for the first time at t = t0 ∈ (0, cδ ).
For ε ∈ (0, δ
2n
), let us define Z˜ := χbarΩ(Z) and W˜ := χΩ(w) and
Φε(x, y, t) := Z˜(x, t)− W˜ (y, t)− |x− y|
4
4ε
− ε
2(t0 − t) .
Let d0 be distance between ∂Ω0(Z) and ∂Ω0(w). Since Z˜ − W˜ is bounded, we can choose a
sufficiently small ε << d40 such that Φ(x, y, 0) < 0 for all x and y.
Since the function Z˜ − W˜ is upper semicontinuous and bounded above by zero for all
t < t0, the function Φε(x, y, t) has a local maximum at (xε, yε, tε) in Rn× [0, t0) for any ε. By
Ho¨lder continuity of ∂Ω(Z) and ∂Ω(w) from Lemma 1.3.13 and Lemma 1.4.15, there exists
x1 ∈ ∂Ωt0−ε(Z˜) and y1 ∈ ∂Ωt0−ε(W˜ ) such that |x1 − y1| ≤ Kε
1
2 where K depends on Ho¨lder
constants of ∂Ω(Z) and ∂Ω(w). For ε << K−4, it holds that Φ(xε, yε, tε) > Φ(x1, y1, t0−ε) >
1
3
, and thus tε ∈ (0, t0). Also, Φ(xε, yε, tε) is uniformly bounded from below in ε, and thus it
holds that |xε − yε| = O(ε 14 ).
Moreover, since Z˜ − W˜ > Φ > 1
3
at (xε, yε, tε), we conclude that xε ∈ Ωtε(Z˜), yε ∈
Ωtε(W˜ )
C . As t0 is the first touching point and tε < t0, it holds that |xε − yε| > 0. On the
other hand, Z˜(x, tε)− W˜ (y, tε) = 1 for all (x, y) ∈ Ωtε(Z˜)× Ωtε(W˜ )C , and thus (xε, yε) is a
maximizer of the third term − |x−y|4
4ε
in Ωtε(Z˜) × Ωtε(W˜ )C . We conclude that xε and yε are
on ∂Ωtε(Z˜) and ∂Ωtε(W˜ ), respectively.
Then, as equation (2.9) in [Kim05], there exist quadratic test functions φε(x, t) and
ψε(x, t) such that
φε(x, t) := [aε(t− tε) + pε · (x− xε) + 12(x− xε)TXε(x− xε)]+ ≥ Z˜(x, t) in N ε1 ,
ψε(y, t) := [bε(t− tε) + qε · (y − yε) + 12(y − yε)TYε(y − yε)]+ ≤ W˜ (y, t) in N ε2 ,
(1.4.24)
where constants aε, bε ∈ R, pε, qε = xε−yεε +O(ε2) ∈ Rn \ {0}, Xε, Yε ∈ Sn×n, neighborhoods
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N ε1 of (xε, tε) and N
ε
2 of (yε, tε) satisfying the inequalities:
aε − bε ≥ 0,
Xε − Yε ≤ ε|pε|I,
||pε| − |qε|| ≤ ε2 min{1, |pε|2},
|pε − qε| ≤ ε2 min{1, |pε|2}.
(1.4.25)
Since Z˜ is a viscosity solution and φε touches Z˜ from above at (xε, tε), it holds that
aε
|pε| =
φεt
|Dφε|(xε, tε) ≤ ∇·
(
Dφε
|Dφε|
)
(xε, tε)+η(tε)−δ = 1|pε|
(
trace(Xε)− p
T
εXεpε
|pε|2
)
+η(tε)−δ.
By inequalities (1.4.25) and the ellipticity of the operator, trace(X) − pTXp|p|2 , it can be seen
that
bε
|pε| ≤
aε
|pε| ≤
1
|pε|
(
trace(Xε)− p
T
εXεpε
|pε|2
)
+ η(tε)− δ,
≤ 1|pε|
(
trace(Yε)− p
T
ε Yεpε
|pε|2
)
+ η(tε)− δ
2
.
Thus, by (1.4.25), for sufficiently small ε > 0, it holds that
bε
|qε| ≤
1
|qε|
(
trace(Yε)− q
T
ε Yεqε
|qε|2
)
+ η(tε)− δ
4
. (1.4.26)
Moreover, as Ωt(Z˜) ∈ Sr0+c,R0−c, |xε| < R0 − c and Lemma 1.3.2 implies that
xε ·
(
− pε|pε|
)
≥ r0 + c.
There exists sufficiently small ε0 such that for any ε ∈ (0, ε0),
|yε| < R0, and yε ·
(
− qε|qε|
)
> r0. (1.4.27)
This contradicts Corollary 1.4.18. since ψε touches W˜ from below at (yε, tε), but satisfies
(1.4.26) and (1.4.27).
Next we will show that viscosity solutions u of (1.2.2) has a short time star-shapedness
property.
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Proposition 1.4.20. (Short-time star-shapedness) Suppose that Ω0 has ρ-reflection. Let r0
and R0 satisfy (1.4.19), and K˜∞ = K˜∞(r0, R0, T ) be as in Lemma 1.3.13. For r > r0 > 0
and 0 < R < R0, suppose that B(1+β)ρ ⊂ Ω0 and Ω0 ∈ Sr,R for r = ρ(β2 + 2β). Then, for all
t ∈ [0, t1], it holds that for some rˆ > r0 and Rˆ < R0
Ωt ∈ Srˆ,Rˆ. (1.4.28)
where
t1 = t1(r, R, K˜∞, T ) :=
1
2
(
min
{√
r2 + ρ2 −
√
r20 + ρ
2
M1 ,
R0 −R
M1
})2
(1.4.29)
Here, M1 is given in Corollary 1.3.7.
Now we are ready to prove our main theorem.
Theorem 1.4.21. Suppose that Ω0 has ρ-reflection. Let w be a flat flow of (1.2.1) and
(1.2.3) and let u be the unique viscosity solution of (1.2.2) and (1.2.3) with η(t) = λ[|Ωt(w)|].
Then w = u in Q. In other words, w is the unique viscosity solution of (1.2.1) and (1.2.3).
Proof. The existence and short time uniqueness of u for the above choice of η(t) follows by
Theorem 1.2.2 and Theorem 1.4.3. Let r0 and R0 satisfy (1.4.19), and K˜∞ = K˜∞(r0, R0, T )
be as in Lemma 1.3.13.
Recall that Ω0 ∈ Sr1,R1 where r1 and R1 are given in (1.3.19) and (1.3.24). Let us first
show that u = w in the small time interval I = [0, t1] for t1 = t1(r, R, K˜∞, T ) given in
(1.4.29). As Corollary 1.3.12, we can make Ω0 strictly smaller Ω
ε,−
0 or bigger Ω
ε,+
0 by dilation
and can still make it stay in Srε,Rε with rε = r1−O(ε) > r0 and Rε = R1 +O(ε) > R0, where
ε can be chosen arbitrarily small such that rε − r0 > r1−r02 and R0 − Rε > R0−R12 . Let us
choose to make the domain strictly bigger, Ωε,+0 , we can apply Proposition 1.4.20 to ensure
that the corresponding viscosity solution uε of (1.2.2) satisfies, for some r > r0 and R < R0,
Ωt(u
ε) ∈ Sr,R for t ∈ I.
We can then apply Proposition 1.4.19 to uε and w to yield that
Ωt(w) ⊂ Ωt(uε) for t ∈ I. (1.4.30)
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Now to send ε→ 0, note that Ωt(uε) satisfies Ho¨lder continuity, Corollary 1.3.7. Thus along
a sequence ε = εn → 0, Ωt(uε) converges to a domain Ωt ∈ Sr,R uniformly with respect to
dH in the time interval I. Lemma 1.2.3 then yields that the corresponding level set function
u for Ωt is the unique viscosity solution of (1.2.2) with the initial data u0. From (1.4.30) we
have
Ωt(w) ⊂ Ωt = Ωt(u) for t ∈ I.
Similarly, using Ωε,−0 instead of Ω
ε,+
0 we can conclude that Ωt(u) ⊂ Ωt(w) and thus it follows
that they are equal sets for the time interval I.
3. Once we know that u = w in I, we know that η(t) equals λ[|Ωt(u)|] in I, and thus
Theorem 1.3.8 and Lemma 1.3.11 applies and now we know that Ωt(u) ∈ Sr1,R1 for t ∈ I.
Now we can repeat the argument at t = t1 over the time interval t1 + I, using the fact that
Ωt1(u) ∈ Sr1,R1 . Now we can repeat above arguments to obtain that w = u for all times.
1.5 Volume preserving mean curvature flow
1.5.1 Approximation
In this section a solution of (1.1.3) will be constructed. We first show that a family of
viscosity solutions (Ωδt )t≥0 of (1.1.5) for small δ > 0 is equicontinuous in the Hausdorff
distance, based on the geometric properties of (Ωδt )t≥0. This yields the uniform convergence
of (Ωδt )t≥0 along a subsequence. We will conclude in Section 1.5.2 that their limit is a viscosity
solution of (1.1.3). Our focus here is to obtain the uniform estimates that stay independent
of 0 < δ << 1.
Below is the main theorem of this section. As before, we assume the geometric condition
on the initial data (1.1.7).
Theorem 1.5.1. Let (Ωδt )t≥0 be a viscosity solution of (1.1.5). Then, there exists (Ω
∞
t )t≥0 ⊂
Sr1,R1 for some 0 < r1 < R1 such that
dH(Ω
δ
t ,Ω
∞
t )→ 0 as δ → 0 (1.5.1)
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locally uniformly in time along a subsequence. As a consequence, |Ω∞t | = 1 for all t > 0.
Let us briefly explain the outline of proof. We first show that for a small δ (1.1.5) is well-
posed and Ωδt is star-shaped with respect to a ball (See Definition 1.3.1) in Proposition 1.5.2.
In Proposition 1.5.5, based on geometric properties in Lemma A.3.2, we show that Ωδt is
Ho¨lder continuous with respect to time. Then, we apply the compactness of (∂Sr,R, dH) in
Lemma A.3.3 to find a converging subsequence.
Proposition 1.5.2. Let
δ0 :=
ρ(1− |B5ρ|)
n− 1 . (1.5.2)
Then the following statements hold for 0 < δ < δ0.
1. There is a unique viscosity solution ((Ωδt )t≥0, λδ) of (1.1.5) such that Ω
δ
t is bounded
with C1,1 boundary for all t > 0.
2. Ωδt has ρ-reflection at all times t ≥ 0. Moreover Ωδt ∈ Sr1,R1 where r1, R1 only depends
on Ω0.
Proof. Note that 1 − |B5ρ| > 0 from (1.1.7), and thus we get δ0 > 0. We check that γδ in
(1.1.6) satisfies Assumption A for all δ ∈ (0, δ0). Since γδ is decreasing and δ0 is given in
(1.5.2), we have
γδ(|Ω|) ≥ γδ(|B5ρ|) > n− 1
ρ
for all Ω ⊂ B5ρ and all δ ∈ (0, δ0) . (1.5.3)
On the other hand, γδ satisfies
lim sup
R→∞
γδ(|BR|)
R
= −∞ <∞ (1.5.4)
and we conclude.
From Theorems 1 and 2, the problem (1.1.5) is well-posed and (Ωδt )t≥0 has ρ-reflection
for all δ ∈ (0, δ0). Furthermore, (1.3.19) implies that (Ωδt )t≥0 ⊂ Sr1 where r1 = r1(Ω0) is
given by
r1 := ρ(β
2
1 + 2β1)
1
2 (1.5.5)
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for some β1 > 0 such that B(1+β1)ρ ⊂ Ω0. On the other hand due to Lemma 1.3.4, Ω0 ⊂⊂ BR1
and λδ(t) < 0 if supx∈Ωδt |x| ≥ R1, where
R1 := 5ρ+ w
− 1
n
n and wn := |B1(0)|. (1.5.6)
A barrier argument with BR1 yields that Ω
δ
t ⊂ BR1 for all t ≥ 0 and all δ ∈ (0, δ0).
Definition 1.5.3.
• The one-step discrete gradient flow with a time step h > 0, T = T (·;h, δ) ⊂ Rn, is
defined by
T (E;h, δ) ∈ arg min
F∈Sr0,R0
Jδ(F ) + 1
h
d˜2(F,E), Jδ(Ω) := Per(Ω) + 1
2δ
(1− |Ω|)2, (1.5.7)
where the pseudo-distance d˜ is given by
d˜(F,E) :=
(ˆ
E4F
d(x, ∂E)dx
) 1
2
, (1.5.8)
Here, r0 and R0 are constants such that
r0 ∈ (0, r1) and R0 > R1 (1.5.9)
for r1 and R1 given in Proposition 1.5.2
• The discrete gradient flow with a time step h > 0 and the initial set E0, Et = Et(h, δ) ⊂
Rn, can be defined by for t ∈ [0,+∞)
Et = Et(h, δ) := T
[t/h](E0;h, δ). (1.5.10)
Here, Tm for m ∈ N is the mth functional power.
Recall from Theorem 2 that (Ωδt )t≥0 can be approximated locally uniformly by the above
discrete flow.
Proposition 1.5.4. Let δ0 be given in (1.5.2). Then for 0 < δ < δ0 and for 0 ≤ t1 < t2 we
have
lim
h→0
sup
t∈[t1,t2]
dH(Et(h, δ),Ω
δ
t ) = 0. (1.5.11)
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Next, we show the Ho¨lder continuity in time in Proposition 1.5.5. Lemma A.3.2 and
Lemma 1.4.15 imply uniform Ho¨lder continuity in time with respect to δ.
Proposition 1.5.5. There exists K3 = K3(r0, R0), which is independent on δ > 0 such that
for all 0 < t1 < t2, it holds that
dH(Ω
δ
t1
,Ωδt2) ≤ K3(t2 − t1)
1
n+1 Per(Ω0)
1
n+1 . (1.5.12)
Proof. Note that Jδ(Et) is nonnegative and decreases in time from the construction of Et in
Definition 1.5.3. Thus, Lemma 1.4.15 implies that
d˜2(Et2 , Et1) ≤ K2(t2 − t1)(Jδ(Et1)− Jδ(Et2)) ≤ K2(t2 − t1)Jδ(Ω0) (1.5.13)
for all 0 < t1 < t2 and K2 = K2(r0, R0) given in Lemma 1.4.15. Note that |Ω0| = 1 implies
Jδ(Ω0) = Per(Ω0) + 1
2δ
(1− |Ω0|)2 = Per(Ω0) (1.5.14)
for all δ > 0. From Lemma A.3.2 and (1.5.14), there exists K3 = K3(r0, R0) such that for all
0 < t1 < t2
dH(Et2 , Et1) ≤ K3(t2 − t1)
1
n+1 Per(Ω0)
1
n+1 . (1.5.15)
From Proposition 1.5.4 it follows that Et = Et(h, δ) converges to Ω
δ
t locally uniformly as
h→ 0. Therefore
dH(Et2 , Et1)→ dH(Ωδt2 ,Ωδt1) as h→ 0. (1.5.16)
Thus, from (1.5.15) and (1.5.16), we conclude (1.5.12).
Proof of Theorem 1.5.1.
Recall from Proposition 1.5.2 that (Ωδt )t≥0 ⊂ Sr1,R1 for all t ≥ 0 and δ ∈ (0, δ0). Here, r1,
R1, δ0 are given in (1.5.5), (1.5.6) and (1.5.2), respectively. Moreover, Lemma A.3.1 and the
Ho¨lder continuity from Proposition 1.5.5 yield that a family of evolving sets, t 7→ ∂Ωδt , for
δ ∈ (0, δ0) is equicontinuous in (∂Sr1,R1 , dH). Lemma A.3.3 applies to obtain a subsequential
convergence of (Ωδt )t≥0: there exists a sequence {δi}i∈N such that
dH(Ω
δi
t ,Ω
∞
t )→ 0 (1.5.17)
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locally uniformly in time as i goes to infinity for some (Ω∞t )t≥0 ⊂ Sr1,R1 . By Lemma A.3.1,
we conclude that |Ω∞t | = 1 for all t ≥ 0. 
1.5.2 Uniform L2 estimates of the Lagrange multiplier and existence
In this section we establish uniform L2 estimates of λδ which yields the weak L
2 limit of
λδ in Theorem 1.5.6. Combining with the stability of viscosity solutions in Theorem 1.2.17,
we show the existence of solution of (1.1.3) in Corollary 1.5.7. Following the outline given
in [MSS16], we obtain the estimates for our constrained discrete gradient flow defined in
(1.5.10). Our new challenge lies in constructing local variations given in Definition 1.5.11
which stays in our admissible set Sr0,R0 (See Lemma 1.5.12 and Lemma 1.5.13).
Theorem 1.5.6. Let δ ∈ (0, δ0) for δ0 given in (1.5.2) and λδ be given in (1.1.5). There
exists σ1 = σ1(r0, R0) > 0 such that
‖λδ‖2L2([0,T ]) ≤ σ1(Per(Ω0) + T ). (1.5.18)
Here, r0 and R0 are given in (1.5.9). As a consequence, {λδ}δ∈(0,δ0) weakly converges to some
λ∞ in L2([0, T ]) as δ → 0 along a subsequence satisfying (1.5.1).
Before proving the above theorem, let us show the existence of a viscosity solution of
(1.1.3).
Corollary 1.5.7. ((Ω∞t )t≥0, λ∞) is a viscosity solution (See Definition 1) of (1.1.3). Here,
(Ω∞t )t≥0 and λ∞ are given in Theorem 1.5.1 and Theorem 1.5.6, respectively.
Proof. Recall from Theorem 1.5.1 and Theorem 1.5.6 that for any T > 0 we have, along a
subsequence,
max
0≤t≤T
dH(Ω
δ
t ,Ω
∞
t )→ 0 and λδ ⇀ λ∞ in L2([0, T ]) as δ → 0.
Thus, {Λδ(t)}δ∈(0,δ0) locally uniformly converges to Λ∞(t) :=
´ t
0
λ∞(s)ds along a subsequence
as δ → 0 where Λδ(t) :=
´ t
0
λδ(s)ds for t ∈ [0,+∞).
Note that (Ωδt )t≥0 given in Proposition 1.5.2 is a viscosity solution of V = −H + λδ(t) in
the sense of Definition 1.2.13 (See Remark 1.2.14). From Theorem 1.2.17 and Lemma A.3.7,
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we conclude that (Ω∞t )t≥0 is a viscosity solution of V = −H + λ∞(t). On the other hand,
from Theorem 1.5.1, |Ω∞t | = |Ω0| for all t ≥ 0. Thus, we conclude that ((Ω∞t )t≥0, λ∞) is a
viscosity solution of (1.1.3).
Let us briefly explain the outline of proof of Theorem 1.5.6. First, in Proposition 1.5.10,
we show that ‖d(·, ∂E)‖L2(∂F ) is bounded by d˜(F,E) given in (1.5.8) up to a constant for
any sets E,F ∈ Sr,R. The proof of Proposition 1.5.10 is based on the density estimates and
the Besicovitch’s Covering Theorem.
On the other hand, we recall the discrete scheme Et = Et(h, δ) in (1.5.10) and define
the corresponding Lagrange multiplier λhδ (t) in (1.5.35). In Proposition 1.5.14, we show
that the λhδ (t) is bounded by
1
h
‖d(·, ∂Et−h)‖L2(∂Et) up to a constant. By combining Propo-
sitions 1.5.10 and 1.5.14 with the inequality from Lemma 1.4.15, we conclude that L2 norm
of λhδ is uniformly bounded with respect to h > 0. Here, we construct a local variation (See
Lemma 1.5.12 and Lemma 1.5.13) in order to find the Euler-Lagrange equation.
Here is density estimates for sets in Sr,R. We postpone the proof into the Appendix A.3
as the proof is classical.
Lemma 1.5.8. For E ∈ Sr,R and 0 < r < R, the following holds: there exists ε0 = ε0(r, R),
ηi = ηi(r, R) for i = 1, 2 and 3 such that for all ε ∈ [0, ε0] and x ∈ ∂E
η1ε
n ≤ min{|Bε(x) \ E|, |E ∩Bε(x)|} (1.5.19)
and
η3ε
n−1 ≤ Per(E;Bε(x)) ≤ η2εn−1 (1.5.20)
where
Per(E;F ) := sup
{ˆ
E
divT (x)dx : T ∈ C1c (F ;Rn), sup
F
|T | ≤ 1
}
.
Note that for any F ⊂ Rn and E ⊂ Rn, which has a Lipschitz boundary, it holds that
P (E;F ) = Hn−1(F ∩ ∂E) (1.5.21)
(See Remark 9.5 and Example 12.6 in [Mag12]).
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Lemma 1.5.9. [EG92, Theorem 1.27][Mag12, Theorem 5.1] (Besicovitch’s Covering Theo-
rem) There exists a positive constant ξ = ξ(n) with the following property: if F is a family
of closed balls of Rn with positive radii, and the set N of the centers of the balls in F is
bounded, then there exists at most countable F1, . . . ,Fξ subfamilies of disjoint balls in F
such that
N ⊂
ξ⋃
j=1
⋃
B∈Fj
B.
The density estimates in Lemma 1.5.8 and the Besicovitch’s Covering Theorem in Lemma 1.5.9
imply the following proposition. A similar inequality was proven for the discrete gradient
flow in the proof of [MSS16, Lemma 3.6]. We extend this results for sets in Sr,R.
Proposition 1.5.10. For E,F ∈ Sr,R and 0 < r < R, the following holds: for some
σ2 = σ2(r, R)
ˆ
∂F
d2(x, ∂E)dσ ≤ σ2d˜2(F,E). (1.5.22)
Here, d˜ is given in (1.5.8).
Proof. 1. For all i ∈ Z, define
Di := {x ∈ Rn : 2i < d(x, ∂E) ≤ 2i+1} and δ0 := min
{ε0
R
, 1
}
(1.5.23)
where ε0 is given in Lemma 1.5.8. Let us show that there exists c1 = c1(r, R) such that for
all xi ∈ Di ∩ ∂F
I1 ≤ c1I2, I1 :=
ˆ
∂F∩B2i−1δ0 (xi)
d2(x, ∂E)dσ and I2 :=
ˆ
(E4F )∩B2i−1δ0 (xi)
d(x, ∂E)dx.
(1.5.24)
As E,F ⊂ BR, it holds that for 2i > 2R,
Di ∩ ∂F = ∅. (1.5.25)
Thus, it is enough to consider i ≤ log2R + 1. Then, it holds that
2i−1δ0 ≤ Rδ0 ≤ ε0. (1.5.26)
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For any x ∈ B2i−1δ0(xi) and xi ∈ Di, it hold that
2i−1 ≤ d(x, ∂E) ≤ 2i+2. (1.5.27)
Therefore, I1 and I2 are bounded as follows;
I1 ≤ Per(F ;B2i−1δ0(xi))22i+4 and I2 ≥ |(E4F ) ∩B2i−1δ0(xi)|2i−1δ0. (1.5.28)
By (1.5.20) in Lemma 1.5.8, (1.5.26) and (1.5.28), it holds that
I1 ≤ η2(2(i−1)δ0)n−122i+4 = η22i(n+1)−n+5δn−10 . (1.5.29)
On the other hand, as B2i−1δ0(xi) ⊂ E or B2i−1δ0(xi) ⊂ Ec, it holds that
|(E4F ) ∩B2i−1δ0(xi)| =

|B2i−1δ0(xi) \ F | if B2i−1δ0(xi) ⊂ E,
|B2i−1δ0(xi) ∩ F | if B2i−1δ0(xi) ⊂ Ec.
(1.5.30)
From (1.5.19) in Lemma 1.5.8 and (1.5.26), in both cases, we have
I2 ≥ η12(i−1)(n+1)δn0 = η12i(n+1)−n−1δn0 . (1.5.31)
From (1.5.29) and (1.5.31), (1.5.24) holds for c1 :=
26η2
η1δ0
.
2. Let F := {B2i−1δ0(xi) : xi ∈ Di}. Then, by Lemma 1.5.9, there exists F1, . . . ,Fξ
subfamilies of disjoint balls in F such that each family Fj is at most countable and
∂F ∩Di ⊂
ξ⋃
j=1
⋃
B∈Fj
B. (1.5.32)
From (1.5.32) and (1.5.24) in Step 1, it holds that
I3 :=
ˆ
∂F∩Di
d2(x, ∂E)dσ ≤
ξ∑
j=1
∑
B∈Fj
ˆ
∂F∩B
d2(x, ∂E)dσ ≤ c1
ξ∑
j=1
∑
B∈Fj
ˆ
(E4F )∩B
d(x, ∂E)dx.
(1.5.33)
As (1.5.27) implies B ⊂ Di−1 ∪ Di ∪ Di+1 for all B ∈ F and Fj is a family of disjoint balls,
we conclude that
I3 ≤ c1
ξ∑
j=1
ˆ
(E4F )∩(Di−1∪Di∪Di+1)
d(x, ∂E)dx = c1ξ
ˆ
(E4F )∩(Di−1∪Di∪Di+1)
d(x, ∂E)dx.
(1.5.34)
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3. From
⋃
i∈ZDi = Rn, (1.5.25) and (1.5.34), it holds that
ˆ
∂F
d2(x, ∂E)dσ =
∑
i∈Z
ˆ
∂F∩Di
d2(x, ∂E)dσ,
≤ c1ξ
∑
i∈Z
ˆ
(E4F )∩(Di−1∪Di∪Di+1)
d(x, ∂E)dx = 3c1ξd˜
2(F,E).
Thus, (1.5.22) holds for σ2 := 3c1ξ.
Now, let us find the Euler-Lagrange equation as [MSS16, Lemma 3.7] and [Mag12, Theo-
rem 17.20]. Consider the discrete flow Et = Et(h, δ) given in (1.5.10) and define the Lagrange
multiplier at each time step,
λhδ (t) := γδ(|Et(h, δ)|). (1.5.35)
Definition 1.5.11. [Mag12, Chapter 17.3] We say that {fs}−ε1<s<ε2 is a local variation in A
for an open set A if for a fixed −ε1 < s < ε2 and ε1, ε2 > 0, fs : Rn → Rn is a diffeomorphism
of Rn such that
f0(x) = x for all x ∈ Rn, (1.5.36)
{x ∈ Rn : fs(x) 6= x} ⊂⊂ A for all − ε1 < s < ε2. (1.5.37)
Let us denote the initial velocity of {fs}−ε1<s<ε2 by
Ψ(x) :=
∂fs
∂s
∣∣∣
s=0
(x). (1.5.38)
Recall the first variation of perimeter and volume from Theorem 17.5 and Proposition
17.8 in [Mag12]. For E ∈ Sr,R, it holds that
Per(fs(E)) = Per(E) + s
ˆ
∂E
div∂EΨdHn−1 +O(s2) and (1.5.39)
|fs(E)| = |E|+ s
ˆ
∂E
Ψ · ~ndHn−1 +O(s2) (1.5.40)
where div∂E is the boundary divergence on ∂E defined by
div∂EΨ(x) := divΨ(x)− (~n · ∇Ψ~n)(x) (1.5.41)
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for x ∈ ∂E. On the other hand, the first variation of d˜ is as follows,
d˜2(fs(E), F ) = d˜
2(E,F ) + s
ˆ
∂E
sd(x, ∂F )Ψ · ~ndHn−1 +O(s2) (1.5.42)
from (3.1) in [MSS16] and Proposition 17.8 in [Mag12].
In our case, the constraints Sr0,R0 gives some difficulties when we choose the local varia-
tion. The following two lemmas construct the local variations within the constraint. Here we
use interior and exterior cone properties of Sr,R, (1.3.3) and (1.3.5), from Lemma 1.3.4. The
first lemma discusses creating a larger perturbed set by dilation. For a > 0, let us denote
aE := {x : a−1x ∈ E}.
Lemma 1.5.12. Let Et(h, δ) be given in (1.5.10), δ0 in (1.5.2), and r0, R0 in (1.5.9). Then
for 0 < δ < δ0 there exist h
∗ = h∗(δ) and a constant s1 > 0 such that for all h ∈ (0, h∗) and
s ∈ [0, s1) we have
(1 + s)Et(h, δ) ∈ Sr0,R0 for t ∈ [0, T ]. (1.5.43)
Proof. From Proposition 1.5.2, Br1(0) ⊂ Ωδt ⊂ BR1(0) for all t ≥ 0. Let us first show that
there exists h∗ = h∗(δ) > 0 such that for all h ∈ (0, h∗), t ∈ [0, T ] we have
Br2(0) ⊂ Et(h, δ) ⊂ BR2(0) where R2 :=
R0 +R1
2
and r2 :=
r0 + r1
2
. (1.5.44)
By the uniform convergence of Et(h, δ) in [0, T ] from Proposition 1.5.4, there exists h
∗ = h∗(δ)
such that
dH(Et(h, δ),Ω
δ
t ) ≤ min
{
R0 −R1
4
,
r0 − r1
4
}
(1.5.45)
for all h ∈ (0, h∗) and t ∈ [0, T ]. This implies (1.5.44). From (1.5.44), we conclude that for
all s ∈ [0, s1)
(1 + s)Et(h, δ) ∈ BR0 where s1 :=
R0
R2
− 1. (1.5.46)
As Et(h, δ) ∈ Sr0 , (1.3.3) imply that for all x ∈ ∂Et(h, δ)
IC(r, x) ⊂ Et(h, δ). (1.5.47)
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Since (1+s)IC(r, x) = IC((1+s)r, (1+s)x)), we conclude that for all x ∈ ∂ ((1 + s)Et(h, δ))
IC((1 + s)r, x) ⊂ (1 + s)Et(h, δ). (1.5.48)
As IC(r, x) ⊂ IC((1 + s)r, x), (1.5.43) holds for s ∈ [0, s1).
Generating a smaller set that stays in Sr0,R0 turns out to be more delicate. For this
we need perturbations that preserve ∂Br0(0) and shrinks outside of Br0(0). To stay within
Sr0,R0 we must ensure that the angles of interior cone and exterior cone given in (1.3.3) and
(1.3.5) do not decrease for the perturbed set. This is what we prove with a specific choice
of the perturbation Gs below.
Lemma 1.5.13. Let Et(h, δ) with h ∈ (0, h∗) and 0 < δ < δ0, where δ0, r0, R0 and h∗ are
given in the previous lemma. Define the following functions in Q:
ψ(x, t) := χEt(h,δ)(x)− χEt(h,δ)C (x) and Gs[ψ](x, t) := ψ((1 + s(|x|2 − r20))x, t).
Then there exists s2 > 0 such that
{x ∈ Rn : Gs[ψ](x, t) > 0} ∈ Sr0,R0 for s ∈ [0, s2) and t ∈ [0, T ]. (1.5.49)
Proof. Let us fix t ∈ [0, T ]. We may assume that Et has a C1 boundary. Then, there is a
C1 function φ : Rn → R such that
{φ > 0} = Et, {φ = 0} = ∂Et, {φ < 0} = ECt , and Dφ 6= 0 on ∂Et. (1.5.50)
First note that as Et ∈ Sr0,R0 we have Br0 ⊂ {Gs[φ] > 0} ⊂ BR0 . To show that
{Gs[φ] > 0} is in Sr, from Lemma 1.3.2 it is enough to show that
DGs[φ](x) 6= 0 and − DGs[φ]|DGs[φ]|(x) · x ≥ r0 for all x ∈ {Gs[φ] = 0}. (1.5.51)
For the rest of the proof we assume that x ∈ {Gs[φ] = 0}.
Denote Ps(x) := 1 + s(|x|2 − r20) so that we can write Gs[φ](x) = φ(Ps(x)x), and thus
Ps(x)x ∈ {φ = 0} with Dφ(Ps(x)x) 6= 0. Observe that
1 ≤ Ps(x) ≤ 3
2
for 0 ≤ s < s2 := 1
2(R20 − r20)
. (1.5.52)
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Since
DGs[φ](x) = 2s(Dφ(Ps(x)x) · x)x+ Ps(x)Dφ(Ps(x)x), (1.5.53)
we have
|DGs[φ](x)|2 = Ps(x)2|Dφ(Ps(x)x)|2 + 4s(|x|2s+ Ps(x))(Dφ(Ps(x)x) · x)2. (1.5.54)
(1.5.52) yields
|DGs[φ](x)|2 ≥ |Dφ(Ps(x)x)|2 > 0 for all s ∈ [0, s2),
and thus the first condition of (1.5.51) is satisfied.
Let us now show the second condition of (1.5.51). As {φ > 0} ∈ Sr0,R0 and Ps(x)x ∈
{φ = 0}, Lemma 1.3.2 implies
− Dφ|Dφ|(Ps(x)x) · (Ps(x)x) ≥ r0. (1.5.55)
From (1.5.53), we have
−DGs[φ](x) · x = −(2|x|2s+ Ps(x))Dφ(Ps(x)x) · x. (1.5.56)
Then, (1.5.52), (1.5.55) and (1.5.56) imply that −DGs[φ](x) ·x is positive. Thus, it is enough
to show that
I1 := (−DGs[φ](x) · x)2 − r20|DGs[φ](x)|2 ≥ 0 for all s ∈ [0, s2) and x ∈ {Gs[φ] = 0}.
(1.5.57)
From (1.5.54) and (1.5.55), it holds that
r20|DGs[φ](x)|2 ≤
(
Ps(x)
4 + 4r20s(|x|2s+ Ps(x))
)
(Dφ(Ps(x)x) · x)2. (1.5.58)
From (1.5.56) and (1.5.58) it follows that
I1
(Dφ(Ps(x)x) · x)2 ≥
(
Ps(x)
2 + 4|x|2s(|x|2s+ Ps(x))
)− (Ps(x)4 + 4r20s(|x|2s+ Ps(x))) .
(1.5.59)
Using s(|x|2 − r20) = Ps(x)− 1 and factorizing the above, we conclude
I1
(Dφ(Ps(x)x) · x)2 ≥ (Ps(x)− 1)(−Ps(x)
3 − Ps(x)2 + 4Ps(x) + 4|x|2s). (1.5.60)
From (1.5.52), we conclude that I1 ≥ 0 for all s ∈ [0, s2) and x ∈ {Gs[φ] = 0}.
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From Lemma 1.5.12 and 1.5.13, we get the following estimates. In the proof of Proposi-
tion 1.5.14, we use two initial velocities of local variations introduced in Lemma 1.5.12 and
Lemma 1.5.13.
Proposition 1.5.14. There exists σ3 = σ3(r0, R0) and σ4 = σ4(r0, R0) such that for all
t ∈ [0, T ] and h ∈ (0, h∗),
|λhδ (t)|2 ≤ σ3 +
σ4
h2
ˆ
∂Et(h,δ)
d2(x, ∂Et−h)dσ. (1.5.61)
Here, h∗ is given in Lemma 1.5.12 and Et(h, δ) is given in Proposition 1.5.4. Also, r0 and
R0 are given in (1.5.9).
Proof. 1. First, show that if fs(Et) ∈ Sr0,R0 for all s ∈ [0, s0), then it holds that
λhδ (t)
ˆ
∂Et
~n ·Ψdσ ≤
ˆ
∂Et
div∂EtΨ +
1
h
sd(x, ∂Et−h)~n ·Ψdσ. (1.5.62)
As Et is a minimizer of Jδ(·) + 1h d˜2(·, Et−h) on Sr0,R0 , (1.5.39), (1.5.40), and (1.5.41) imply
that
sλhδ (t)
ˆ
∂Et
~n ·Ψdσ ≤ s
ˆ
∂Et
div∂EtΨdσ +
s
h
ˆ
∂Et
sd(x, ∂Et−h)~n ·Ψdσ +O(s2) (1.5.63)
for all s ∈ [0, s0). Dividing both sides by s > 0 and sending s to zero, we conclude (1.5.62).
2. Let us find the upper bound of λhδ (t). Recall fs(x) := x+ sx in Lemma 1.5.12. Then,
fs(Et) ∈ Sr0,R0 for s ∈ [0, s1) and Ψ(x) = x. From (1.5.62) in Step 1 and r0 ≤ ~n · x ≤ R0 on
∂Et, it holds that
λhδ (t) ≤
´
∂Et
div∂EtΨ +
1
h
sd(x, ∂Et−h)~n ·Ψdσ´
∂Et
~n ·Ψdσ ≤
n− 1
r0
+
R0
r0Per(Et)
1
h
ˆ
∂Et
sd(x, ∂Et−h)dσ.
(1.5.64)
3. Let us construct the lower bound. Define g, f : Rn × [0, s2)→ Rn by
gs(x) = g(x, s) := (1 + s(|x|2 − r20))x and fs(x) = f(x, s) := (gs)−1(x) (1.5.65)
where s2 is given in (1.5.52) in Lemma 1.5.13. As g(f(x, s), s) = x and Dgs|s=0 = I, it holds
that
∂fs
∂s
∣∣∣
s=0
(x) = −∂gs
∂s
∣∣∣
s=0
(x) = −(|x|2 − r20)x. (1.5.66)
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From the above and (1.5.38), the initial velocity is
Ψ(x) = −(|x|2 − r20)x. (1.5.67)
From Lemma 1.5.13, fs(Et) ∈ Sr0,R0 for s ∈ [0, s2). By (1.5.62) and Ψ · ~n ≤ 0 on ∂Et, it
holds that
λhδ (t) ≥
´
∂Et
div∂EtΨ +
1
h
sd(x, ∂Et−h)~n ·Ψdσ´
∂Et
~n ·Ψdσ . (1.5.68)
Note that from (1.5.44)
−R0(R20 − r20) ≤ Ψ · ~n ≤ −r0(r22 − r20) and − (n+ 1)(R20 − r20) ≤ div∂EtΨ ≤ −(n− 1)(r22 − r20).
(1.5.69)
From (1.5.68) and (1.5.69), we conclude that
λhδ (t) ≥
(n− 1)(r22 − r20)
R0(R20 − r20)
− 1
hPer(Et)
ˆ
∂Et
d(x, ∂Et−h)dσ. (1.5.70)
4. From (1.5.64) and (1.5.70), there exists c1 = c1(r0, R0) and c2 = c2(r0, R0) such that
|λhδ (t)| ≤ c1 +
c2
hPer(Et)
ˆ
∂Et
d(x, ∂Et−h)dσ. (1.5.71)
From (1.5.71), (a+ b)2 ≤ 2(a2 + b2) for a, b ∈ R and the Ho¨lder’s inequality, it holds that
|λhδ (t)|2 ≤ 2c21 +
2c22
h2Per(Et)2
(ˆ
∂Et
d(x, ∂Et−h)dσ
)2
≤ 2c21 +
2c22
h2Per(Et)
ˆ
∂Et
d(x, ∂Et−h)2dσ.
(1.5.72)
By the isoperimetric inequality and Br0 ⊂ Et, we have Per(Et) > c3 for some c3 = c3(r0), we
conclude that (1.5.61) holds for
σ3 := 2c
2
1 and σ4 :=
2c22
c3
. (1.5.73)
Proof of Theorem 1.5.6.
Let us show that ‖λhδ‖2L2([0,T ]) is uniformly bounded for all h ∈ (0, h∗) and all δ ∈ (0, δ0).
Here, h∗ = h∗(δ) is given in Lemma 1.5.12.
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By Proposition 1.5.14 and Proposition 1.5.10, it holds that
‖λhδ‖2L2([0,T ]) ≤ σ3T +
σ2σ4
h2
ˆ T
0
d˜2(Et, Et−h)dt ≤ σ3T + σ2σ4
h
[Th ]∑
k=1
d˜2(Ekh, E(k−1)h). (1.5.74)
Note that Lemma 1.4.15 implies
1
h
[Th ]∑
k=1
d˜2(Ekh, E(k−1)h) ≤ K2
[Th ]∑
k=1
(Jδ(E(k−1)h)− Jδ(Ekh)) = K2(J (Ω0)− J (E[Th ]h)) ≤ K2Per(Ω0).
(1.5.75)
Thus, (1.5.74) and (1.5.75) imply that
‖λhδ‖2L2([0,T ]) ≤ σ3T + σ2σ4K2Per(Ω0) (1.5.76)
for all h ∈ (0, h∗).
By the uniform continuity of Et(h, δ) in [0, T ] from Proposition 1.5.4, λ
h
δ given in (1.5.35)
uniformly converges to λδ given in (1.1.5) in [0, T ] along a subsequence. Thus, we conclude
that (1.5.18) holds for
σ1 := max{σ3, σ2σ4K2}. (1.5.77)
Here, σ2 is given in Proposition 1.5.14, σ3 and σ4 are given in Proposition 1.5.10 and K2 is
given in Lemma 1.4.15. For δi ∈ (0, δ0) given in Theorem 1.5.1, λδi is uniformly bounded in
L2([0, T ]) for all i ∈ N. Thus, by the Banach-Alaoglu Theorem, there exists a subsequence
δij of δi in Theorem 1.5.1 such that λδij weakly converges to λ∞ in L
2[0, T ]. 
For the later purpose in Section 1.5.3, let us also construct L2 estimates in [t0, t0 +T ] for
all t0 ≥ 0.
Corollary 1.5.15. Let δ ∈ (0, δ0) for δ0 given in (1.5.2) and λδ be given in (1.1.5).
‖λδ‖2L2([t0,t0+T ]) ≤ σ1(Per(Ω0) + T ) (1.5.78)
where σ1 is given in (1.5.77).
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Proof. As Jδ(Ωδt ) given in (1.5.7) decreases in time, Jδ(Ωδt ) is bounded by Jδ(Ω0) = Per(Ω0)
for all δ > 0 and t ≥ 0. From (1.5.74) and (1.5.75) in the proof of Theorem 1.5.6, we have
‖λhδ‖2L2([t0,t0+T ]) ≤ σ1(Per(Ω0) + T ) (1.5.79)
where σ1 is given in (1.5.77). As the proof of Theorem 1.5.6, we conclude (1.5.78).
1.5.3 Convergence
In this section, we discuss the large-time behavior of (Ω∞t )t≥0 given in Theorem 1.5.1. Here
is the main theorem in this section.
Theorem 1.5.16. (Ω∞t )t≥0 given in Theorem 1.5.1 uniformly converges to a ball of volume
1, modulo translation. More precisely
inf
{
dH(Ω
∞
t , Br∞(x)) : x ∈ Br1(0)
}→ 0 as t→∞, (1.5.80)
where r1 is given in Proposition 1.5.2, r∞ := (wn)−
1
n and wn is a volume of an unit ball in
Rn.
Intuitively this convergence is due to the flow’s formal gradient flow structure with respect
to the perimeter energy. Unfortunately, due to the lack of uniform regularity for Ωδt with
respect to δ > 0, we are not able to directly show that Ω∞t is the gradient flow of the
perimeter energy in the space of sets with unit volume. Hence we instead utilize the gradient
flow structure for the δ-flow, as given in section 4, to show this convergence.
The main estimate in the analysis is Lemma 1.5.18, where we bound the difference of
total perimeter with respect to their differences in Hausdorff distance, in the class of star-
shaped sets with their total curvature in L2. Based on this estimate, we can proceed to show
in (1.5.110) that the time integral of δ-energy converges to the time integral of the perimeter
energy. This now establishes the link between the gradient flow structure of δ-flow and the
limit flow, and the asymptotic convergence follows.
For k ∈ N we consider ((Ukt )t≥0, ηk) defined by
Ukt := Ω
∞
t+k and η
k(t) := λ∞(t+ k). (1.5.81)
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Here, (Ω∞t )t≥0 and λ∞ are given in Theorem 1.5.1 and Theorem 1.5.6, respectively.
Proposition 1.5.17. There exists a subsequence {ki}i∈N such that {(Ukit )t≥0}i∈N locally uni-
formly converges to (U∞t )t≥0 ⊂ Sr1,R1 and {ηki}i∈N weakly converges to η∞ in L2([0, T ]) for
all T > 0. As a consequence, (U∞t )t≥0 is a viscosity solution (See Definition 1.2.13) of
V = −H + η∞(t). Here, r1 and R1 are given in Proposition 1.5.2.
Proof. Theorem 1.5.1 and Proposition 1.5.5 imply that for all 0 < k1 < k2
dH(U
k1
t , U
k2
t ) ≤ K3(k2 − k1)
1
n+1 Per(Ω0)
1
n+1 (1.5.82)
where K3 is given in Proposition 1.5.5. Since Ukt ⊂ Sr1,R1 by Theorem 1.5.1, we can apply
Lemma A.3.3 to obtain a subsequential limit of {(Ukt )t≥0}k∈N.
On the other hand the Banach-Anaoglu theorem can be applied to {ηk}k∈N due to the
uniform L2 estimates obtained in Corollary 1.5.15. Thus, for any T > 0 there exists a
subsequence {ki}i∈N such that {(Ukit )t≥0}i∈N locally uniformly converges to (U∞t )t≥0 ⊂ Sr1,R1
and {ηki}i∈N weakly converges to η∞ in L2([0, T ]). Note that Υki converges locally uniformly
to Υ∞, where Υk(t) :=
´ t
0
ηk(s)ds for k ∈ N ∪ {+∞}.
Recall that (Ukt )t≥0 is a viscosity solution of V = −H + ηk(t). From Theorem 1.2.17 and
Lemma A.3.7, (U∞t )t≥0 is a viscosity solution of V = −H + η∞(t).
Now, in Lemma 1.5.18, we estimates the time integral of the perimeter difference for two
evolving sets (Ωjt)t≥0 ⊂ Sr,R and j ∈ {1, 2}.
Lemma 1.5.18. For j ∈ {1, 2}, consider (Ωjt)t≥0 ⊂ Sr,R for R > r > 0 such that (∂Ωjt)t>0
are smooth. Suppose that there exists a constantW < +∞ such that for T > 0 and j ∈ {1, 2}
ˆ T
0
ˆ
∂Ωjt
H(x, t)2dσdt <W (1.5.83)
where H(x, t) is the mean curvature at x ∈ ∂Ωjt . Then, there exists a constant m =
m(r, R, T,W) > 0 such that(ˆ T
0
Per(Ω1t )− Per(Ω2t )dt
)2
≤ m sup
t∈[0,T ]
dH(Ω
1
t ,Ω
2
t ). (1.5.84)
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Proof. As {Ωjt}j∈{1,2} ⊂ Sr,R are smooth for t > 0, there exist two smooth functions u1, u2 :
Bn−1r (0)× [0, T ]→ R such that for j = 1, 2
∂Ωjt ∩ C+r,R(0) = {(uj(y′, t), y′) : y′ ∈ Bn−1r (0)} (1.5.85)
where C+r,R(0) := [0, R] × Bn−1r (0). Furthermore, from Ω1,Ω2 ∈ Sr,R again, there exists a
constant c1 = c1(r, R) such that
‖u1 − u2‖L∞(Bn−1r (0)×[0,T ]) ≤ c1 sup
t∈[0,T ]
dH(Ω
1
t ,Ω
2
t ) and ‖∇uj‖L∞(Bn−1r (0)×[0,T ]) ≤ c1 for j = 1, 2.
(1.5.86)
1. Let us first show that there exists m1 = m1(r, R, T,W) for W given in (1.5.83)
‖~n1 − ~n2‖2L2(Bn−1r (0)×[0,T ]) ≤ m1 sup
t∈[0,T ]
dH(Ω
1
t ,Ω
2
t ) where ~nj :=
(1,∇uj)√
1 + |∇uj|2
for j = 1, 2.
(1.5.87)
As ~n1 and ~n2 are unit vectors, we get the following by the direct computation,
|~n1 − ~n2|2 = 2(1− ~n1 · ~n2), (1.5.88)
≤ (
√
1 + |∇u1|2 +
√
1 + |∇u2|2)(1− ~n1 · ~n2), (1.5.89)
= ((
√
1 + |∇u1|2)~n1 − (
√
1 + |∇u2|2)~n2) · (~n1 − ~n2) = ∇(u1 − u2) · (~n′1 − ~n′2)
(1.5.90)
where ~n′j is the last n− 1 components of ~nj given by
~n′j :=
∇uj√
1 + |∇uj(x)|2
for j ∈ {1, 2}. (1.5.91)
Note that the mean curvature at (uj(x, t), x) ∈ ∂Ωjt for x ∈ Bn−1r (0) is given by
H((uj(x, t), x), t) = ∇ · ~n′j(x, t). (1.5.92)
From (1.5.83), there exists c2 = c2(r, R,W) such that for j ∈ {1, 2}
‖∇ · ~n′j‖L2(Bn−1r (0)×[0,T ]) ≤ c2. (1.5.93)
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From integration by parts, we have
I1 :=
ˆ
Bn−1r (0)×[0,T ]
∇(u1 − u2) · (~n′1 − ~n′2)dxdt, (1.5.94)
=
ˆ
∂Bn−1r (0)×[0,T ]
(u1 − u2)(~n′1 − ~n′2) · νdσdt−
ˆ
Bn−1r (0)×[0,T ]
(u1 − u2) · (∇ · (~n′1 − ~n′2))dxdt
(1.5.95)
where ν is the outward normal vector on ∂Bn−1r (0). By applying the Ho¨lder inequality at
each terms and using (1.5.86) and (1.5.93), we have
|I1| ≤ (2Per(Bn−1r )T + ‖∇ · (~n′1 − ~n′2)‖L2(Bn−1r (0)×[0,T ])|Bn−1r |
1
2T
1
2 )‖u1 − u2‖L∞(Bn−1r (0)×[0,T ]),
(1.5.96)
≤ (2Per(Bn−1r )T + 2c2|Bn−1r |
1
2T
1
2 )c1 sup
t∈[0,T ]
dH(Ω
1
t ,Ω
2
t ). (1.5.97)
From (1.5.90) and (1.5.97), we conclude (1.5.87) with
m1 := 2c1
(
Per(Bn−1r )T + c2|Bn−1r |
1
2T
1
2
)
. (1.5.98)
2. Let us show that there exists m2 = m2(r, R, T,W) for W given in (1.5.83)
(I2)2 ≤ m2 sup
t∈[0,T ]
dH(Ω
1
t ,Ω
2
t ) where I2 :=
ˆ T
0
Per(Ω1;C
+
r,R(0))− Per(Ω2;C+r,R(0))dt.
(1.5.99)
Recall from (1.5.21) and Theorem 9.1 in [Mag12], we have
ˆ T
0
Per(Ωjt ;C
+
r,R(0))dt =
ˆ
Bn−1r (0)×[0,T ]
√
1 + |∇uj|2dxdt =
ˆ
Bn−1r (0)×[0,T ]
(1,∇uj) · ~njdxdt
(1.5.100)
where {uj}j∈{1,2} and {nj}j∈{1,2} are given in (1.5.85) and (1.5.87), respectively. By adding
and subtracting the same term in I2, we have the identity
I2 = I3 + I4 (1.5.101)
where
I3 :=
ˆ
Bn−1r (0)×[0,T ]
(1,∇u1) · (~n1 − ~n2)dxdt (1.5.102)
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and
I4 :=
ˆ
Bn−1r (0)×[0,T ]
((1,∇u1)− (1,∇u2)) · ~n2dxdt =
ˆ
Bn−1r (0)×[0,T ]
∇(u1 − u2) · ~n′2dxdt.
(1.5.103)
Here, {nj}j∈{1,2} and {n′j}j∈{1,2} are given in (1.5.87) and (1.5.91), respectively.
By applying (1.5.86) and (1.5.87) and the Ho¨lder inequality, we get
I23 ≤ (1 + c21)|Bn−1r |Tm1 sup
t∈[0,T ]
dH(Ω
1
t ,Ω
2
t ). (1.5.104)
where c1 and m1 are given in (1.5.86) and (1.5.98). On the other hand, by the similar
arguments in (1.5.95)
I4 ≤ m1 sup
t∈[0,T ]
dH(Ω
1
t ,Ω
2
t ) (1.5.105)
where m1 is given in (1.5.98). As (Ω
j
t)t≥0 ⊂ Sr,R for j ∈ {1, 2}, we have
sup
t∈[0,T ]
dH(Ω
1
t ,Ω
2
t ) ≤ 2R. (1.5.106)
Thus, (1.5.105) and (1.5.106) imply that
I24 ≤ 2m21R sup
t∈[0,T ]
dH(Ω
1
t ,Ω
2
t ). (1.5.107)
From (1.5.101) combining with (1.5.104) and (1.5.107), we have
I22 ≤ 2(I23 + I24 ) ≤ 2((1 + c21)|Bn−1r |Tm1 + 2m21R) sup
t∈[0,T ]
dH(Ω
1
t ,Ω
2
t ). (1.5.108)
Thus, we conclude (1.5.99) for
m2 := 2m1
(
(1 + c21)|Bn−1r |T + 2m1R
)
. (1.5.109)
Here, c1 and m1 are given in (1.5.86) and (1.5.98).
3. As every sets in Sr,R can be covered by a finite number of cylinders C
+
r,R(0) after some
rotations, (1.5.99) implies (1.5.84).
From the estimates in Lemma 1.5.18 and our approximation from (Ωδt )t≥0 in Theo-
rem 1.5.1, we conclude that the limit flow (U∞t )t≥0 is stationary.
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Proposition 1.5.19. (U∞t )t≥0 given in Proposition 1.5.17 is stationary.
Proof. 1. Let us show that there exists E∞ : R+ → R+ such that
E∞(k) := lim
δ→0
Eδ(k) where Eδ(k) :=
ˆ T
0
Jδ(Ωδt+k)dt. (1.5.110)
It is enough to show that {Eδ(k)}δ>0 is a Cauchy sequence as δ → 0 for all k ∈ [0,+∞). As
Ωδt is smooth for t > 0 from Proposition 1.5.2 and Ω
δ
t is a gradient flow of Jδ, we haveˆ t0+T
t0
ˆ
∂Ωδt
V 2dσdt = Jδ(Ωδt0)− Jδ(Ωδt0+T ) ≤ Per(Ω0) (1.5.111)
where V is the normal velocity at x ∈ ∂Ωδt . As H = λ − V , Corollary 1.5.15 and (1.5.111)
implies the uniform bound on ‖H‖L2(t0,t0+T ;L2(∂Ωδt )).
As Jδ(Ωδt ) = Per(Ωδt ) + 2δλδ(t)2, Lemma 1.5.18 and Corollary 1.5.15 imply that for
δ1 > δ2 > 0∣∣Eδ1(k)− Eδ2(k)∣∣ ≤ ∣∣∣∣ˆ T
0
Per(Ωδ1t+k)− Per(Ωδ2t+k)dt
∣∣∣∣+ 2δ1‖λδ1‖2L2([k,k+T ]) + 2δ2‖λδ2‖2L2([k,k+T ]),
(1.5.112)
≤ c
(
sup
t∈[0,T ]
dH(Ω
δ1
t ,Ω
δ2
t )
1
2 + δ1 + δ2
)
(1.5.113)
where a constant c is given by
c := max
{
m
1
2 , 2σ1(Per(Ω0) + T )
}
. (1.5.114)
Here, σ1 and m are given in (1.5.77) and (1.5.84), respectively. From Theorem 1.5.1, we
conclude (1.5.110).
2. Lemma 1.4.15 and the smoothness of Ωδt for t > 0 from Proposition 1.5.2 imply that
for s, k ∈ [0,+∞)
ˆ T
0
d˜2(Ωδt+k+s,Ω
δ
t+k)dt ≤ sK2(Eδ(k)− Eδ(k + s)) (1.5.115)
where K2 is given in Lemma 1.4.15. Taking δ into zero, (1.5.110) and Theorem 1.5.1 imply
that for s, k ∈ [0,+∞)
ˆ T
0
d˜2(Ukt+s, U
k
t )dt ≤ sK2(E∞(k)− E∞(k + s)) (1.5.116)
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where Ukt is given in (1.5.81).
Note that as Eδ(k) is monotone decreasing for all δ > 0, E∞(k) is also monotone decreasing
in k. Taking k into ∞, we get for s ∈ [0,+∞)
ˆ T
0
d˜2(U∞t+s, U
∞
t )dt ≤ sK2(inf
k>0
E∞(k)− inf
k>s
E∞(k)) = 0 (1.5.117)
and we conclude.
Proof of Theorem 1.5.16.
1. Let η∞ and U∞t be as given in Proposition 1.5.17. We denote U
∞
t by U
∞ since we
know that it is stationary from the last proposition. We will show that η∞ is independent of
time as well. Let us argue by contradiction, and suppose η∞(t1) 6= η∞(t2) for two Lebesgue
points t1 < t2 in [0,+∞). We may assume that η∞(t1) < η∞(t2). As t1 and t2 are Lebesgue
points of η∞, there exists ε1 > 0 and δ1 > 0 such that for any δ ∈ (0, δ1], we have
Υ(t1 + δ)−Υ(t1)
δ
<
η∞(t1) + η∞(t2)
2
<
Υ(t2 + δ)−Υ(t2)
δ
− ε1 where Υ(t) :=
ˆ t
0
η∞(s)ds.
Therefore, for δ ∈ [0, δ1], we have
Υ(t1 + δ) ≤ Θ1(t1 + δ) and Υ(t2 + δ) ≥ Θ2(t2 + δ) + ε1δ (1.5.118)
where
Θi(t) :=
1
2
(η∞(t1) + η∞(t2))(t− ti) + Υ(ti) for i ∈ {1, 2}. (1.5.119)
From Proposition 1.5.17, u(x) := χU∞(x) − χ(U∞)C (x) is a viscosity solution of V =
−H + η∞(t). Let us define vi : Rn × [0, δ1]→ R for i ∈ {1, 2} by
v1(x, t) := u˜(x; (−Υ + Θ1)(t+ t1)) and v2(x, t) := û
(
x
1− ε2 ; (Υ−Θ2)(t+ t2)
)
, (1.5.120)
where u˜ and û are as defined in (1.2.28) and (1.2.29) and ε2 is a constant satisfying
ε2 ∈
(
0,min
{
δ1ε1
2R1
, 1
})
. (1.5.121)
Note that by (1.5.118) and (1.5.119) v1 and v2 are each a viscosity supersolution and subso-
lution of V = −H + 1
2
(η∞(t1) + η∞(t2)) in [0, δ1].
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As v1 + 1 and v2 + 1 have compact support in Rn × [0, δ1], there exists R2 > 0 such that
v1(x, t) = v2(x, t) = −1 for all x ∈ BR2/2(0)C and t ∈ [0, δ1]. (1.5.122)
We claim that
(v1)∗ ≥ (v2)∗ in BR2(0)× [0, δ1]. (1.5.123)
As Υ− Θ1(t1) = (Υ− Θ2)(t2) = 0, we have v1(x, 0) := χU∞(x)− χ(U∞)C (x) and v2(x, 0) :=
χ(1−ε2)U∞(x)− χ((1−ε2)U∞)C (x). From the fact that U∞ ∈ Sr1,R1 and ε2 > 0, we observe that
(v1)∗ ≥ (v2)∗ at t = 0. Combining this with (1.5.122), we have
(v1)∗ ≥ (v2)∗ in ∂p(BR2(0)× [0, δ1]) (1.5.124)
and thus Theorem 1.2.15 yields (1.5.123).
Next, we claim that
v1
(
x,
δ1
2
)
≤ v2
(
x,
δ1
2
)
for all x ∈ Rn. (1.5.125)
As U∞ ∈ Sr1,R1 , we have U∞ ⊂
⋃
|z|≤ε2R1 ((1− ε2)U∞ + z). From this and (1.5.121), it holds
that
u(x) ≤ û
(
x
1− ε2 ;
ε1δ1
2
)
for all x ∈ Rn. (1.5.126)
As v1 and v2 are inf and sup convolutions of u, respectively, and Υ(t2 + t)−Θ2(t2 + t) ≥ ε1t
for all t ∈ [0, δ1] from (1.5.118), we have
v1 (x, t) ≤ u(x) and û
(
x
1− ε2 ; ε1t
)
≤ v2 (x, t) for all x ∈ Rn and t ∈ [0, δ1]. (1.5.127)
From (1.5.126) and (1.5.127), we get (1.5.125).
Then, (1.5.123) and (1.5.125) yield that
v1
(
x,
δ1
2
)
≤ v2
(
x,
δ1
2
)
≤ (v2)∗
(
x,
δ1
2
)
≤ (v1)∗
(
x,
δ1
2
)
for any x ∈ BR2(0).
Combining the above with (1.5.122), we have
(v1)
∗
(
·, δ1
2
)
= (v1)∗
(
·, δ1
2
)
and (v2)
∗
(
·, δ1
2
)
= (v2)∗
(
·, δ1
2
)
in Rn. (1.5.128)
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Since U∞ ∈ Sr1,R1 , it follows that v1
(·, δ1
2
)
and v2
(·, δ1
2
)
are characteristic functions and they
are discontinuous. This contradicts to (1.5.128).
2. As (U∞t )t≥0 and η
∞ are stationary from Proposition 1.5.19 and Step 1, we conclude
that U∞t is a viscosity solution of the elliptic problem,
H = η∞. (1.5.129)
As (U∞t )t≥0 ⊂ Sr1,R1 from Proposition 1.5.17, (U∞t )t≥0 can be locally represented by graphs.
Then, the regularity of (1.5.129) in [GT15, Corollary 16.7] implies that U∞t1 is smooth. As
(U∞t )t≥0 ⊂ Sr1,R1 , we conclude that U∞t = Br∞(x) in [0,+∞) for some x ∈ Br1(0) where r∞
given in Theorem 1.5.16. Therefore, every sequence of (Ω∞t )t≥0 has a subsequence converging
to Br∞(x) for some x ∈ Br1(0), we conclude (1.5.80). 
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CHAPTER 2
Degenerate parabolic equations with discontinuous
diffusion intensities
2.1 Introduction
Consider a degenerate parabolic equation with a discontinuous diffusion coefficient: for a
density function ρ : [0, T ]× Ω→ [0,+∞)
∂tρ−∆ϕ(ρ)−∇ · (∇Φρ) = 0 in (0, T )× Ω,
(∇ϕ(ρ) +∇Φρ) · ~n = 0 on (0, T )× ∂Ω,
ρ(0, ·) = ρ0 in Ω.
(2.1.1)
Here, T > 0 is a given time horizon, Ω ⊂ Rd is the closure of a bounded convex open set
with smooth boundary, Φ : Ω → R is a given Lipschitz continuous potential function and
ρ0 ∈P(Ω) is a nonnegative Borel probability measure. The diffusion intensity function ϕ :
[0,+∞)→ [0,+∞) is supposed to be monotone and to have a discontinuity at ρ = 1. There
are many studies devoted to theories and applications of the diffusion intensity including
self-organized criticality in physics (See [BJ92]). However, its continuous-time model as in
(2.1.1) has not been well understood.
We rely on the gradient flow structure of (2.1.1) in the space of probability measures,
when equipped with the distance W2 arising in the Monge-Kantorovich optimal transport
problem. To (2.1.1), we associate an entropy functional E :P(Ω)→ R ∪ {+∞}, defined as
E(ρ) :=

ˆ
Ω
S(ρ(x))dx+
ˆ
Ω
Φ(x)dρ(x), if S(ρ) ∈ L1(Ω),
+∞, otherwise,
(2.1.2)
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where S : [0,+∞)→ R is a given function. At the formal level, the relationship between ϕ
and S can be written as
ϕ(ρ) = ρS ′(ρ)− S(ρ) + S(1) and ϕ′(ρ) = ρS ′′(ρ), if ρ 6= 1.
We observe that the discontinuity of ϕ at ρ = 1 corresponds to the non-differentiability of
S. Furthermore, as ϕ is monotone, we impose that S is convex and the multiple values of
ϕ can be represented by the subdifferential of S. In this sense, we consider S to be given
which satisfies the following assumption.
Assumption A. S : [0,+∞) → R is superlinear, continuous and strictly convex. Further-
more, S is twice continuously differentiable in R+ \ {1}.
In our analysis, we rely on the classical minimizing movements scheme of De Giorgi (see
also [JKO98] and [San17]). This, for a given ρ0 ∈ P(Ω) (and for a small parameter τ > 0
and N ∈ N such that Nτ = T ) iteratively constructs (ρk)Nk=0 as
ρk+1 = argmin
{
E(ρ) + 1
2τ
W 22 (ρk, ρ) : ρ ∈P(Ω)
}
, k ∈ {0, . . . , N − 1}. (2.1.3)
In order to give a precise description of the optimality conditions associated to (2.1.3),
we introduce a function pk which encodes the ‘transition’ between the phases {ρk < 1} and
{ρk > 1} through the critical region {ρk = 1}. This is very much inspired by the derivation of
the pressure variable in recent models studying crowd movements under density constraints
(see in [MRS10], [DMS16], [MS16]). Because of this similarity, we sometimes use the abused
terminology of pressure to refer to the variable p.
After obtaining the necessary compactness results, we pass to the limit with the time
discretization parameter τ ↓ 0 and we recover a PDE (which precisely describes the weak
distributional solutions of (2.1.1)) satisfied by the limit quantities (ρ, p). This formally reads
as 
∂tρ−∆(LS(ρ, p))−∇ · (∇Φρ) = 0, in (0, T )× Ω,
ρ(0, ·) = ρ0, in Ω,
(∇(LS(ρ, p)) +∇Φρ) · ~n = 0, in [0, T ]× ∂Ω.
(2.1.4)
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Here, the operator LS is defined pointwisely for functions (ρ, p) : [0, T ]× Ω→ R by
LS(ρ, p)(t, x) := [ρ(t, x)S ′(ρ(t, x))− S(ρ(t, x)) + S(1)]1{ρ6=1}(t, x) + p(t, x)1{ρ=1}(t, x)
(2.1.5)
and the pressure variable p : [0, T ]× Ω→ R satisfies
p(t, x) = S ′(1−) if 0 ≤ ρ(t, x) < 1,
p(t, x) ∈ [S ′(1−),S ′(1+)] if ρ(t, x) = 1,
p(t, x) = S ′(1+) if ρ(t, x) > 1.
(2.1.6)
Starting with Section 2.4, we consider general entropies. Assumptions are made on the
growth of S in the two different phases {ρ < 1} and {ρ > 1}. First, we impose
Assumption B.
S : [0,+∞)→ R satisfies ρ
m−2
σ2
< S ′′(ρ) if ρ ∈ (0, 1) for some m ≥ 1 and σ2 > 0. (2.1.7)
The imposed summability assumption on the initial data ρ0 ∈P(Ω) plays also a crucial
role in our analysis. If ρ0 ∈ L∞(Ω), it turns out that the entire iterated sequence (ρk)Nk=1
obtained in the scheme (2.1.3) remains essentially uniformly bounded, provided the potential
Φ is regular enough. This fact does not depend on the differentiability of S and it is well-
known in the literature (see [San15]). In this case, imposing only the assumption (2.1.7) on
S is enough to obtain the well-posedness of (2.1.4)-(2.1.6).
Theorem 1 (Theorems 2.3.1, 2.4.2, 2.5.1, 2.5.5 and Theorem 2.6.1). Suppose that (2.1.7)
holds and Φ satisfies (2.2.4). For ρ0 ∈ L∞(Ω), there exists ρ ∈ L∞([0, T ] × Ω), ρm ∈
L2([0, T ];H1(Ω)) and p ∈ L2([0, T ];H1(Ω)) ∩ L∞([0, T ] × Ω) such that (ρ, p) is a unique
solution of (2.1.4)-(2.1.6) in the sense of distributions.
The other case is when we only impose that ρ0 has finite energy, i.e. E(ρ0) < +∞. We
show that the iterated sequence will have improved summability estimates for k ∈ {1, . . . , N}
(see in Lemma 2.2.11), provided S satisfies the additional growth condition (2.1.8b)-(2.1.8a)
below. These summability estimates on the iterated sequence will be enough to obtain the
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necessary a priori estimates and pass to the limit as τ ↓ 0 to obtain a weak solution to
(2.1.4)-(2.1.6).
For general initial data such that E(ρ0) < +∞ we shall impose the following additional
growth condition on S.
Assumption C.
S : [0,+∞)→ R satisfies ρ
r−2
σ1
≤ S ′′(ρ) if ρ ∈ (1,+∞) and (2.1.8a)
S ′′(ρ) ≤ σ1ρr−2 if ρ ∈ (1,+∞) for some r, σ1 ≥ 1. (2.1.8b)
Notice that under (2.1.8) and r > 1, E(ρ0) < +∞ is equivalent to ρ0 ∈ Lr(Ω). Similarly
to Theorem 1, we can formulate the corresponding well-posedness result.
Theorem 2 (Theorems 2.3.1, 2.4.2, 2.5.1, 2.5.5 and Theorem 2.6.1). Suppose that (2.1.7)
and (2.1.8) are fulfilled and
m < r +
β
2
(2.1.9)
hold true for β > 1 (its precise value is given in (2.2.29)). For ρ0 ∈ P(Ω) such that
E(ρ0) < +∞, there exists ρ ∈ Lβ([0, T ]×Ω) and p ∈ L2([0, T ];H1(Ω))∩L∞([0, T ]×Ω) such
that (ρ, p) is a solution of (2.1.4)-(2.1.6) in the sense of distributions. Furthermore, we have
ρm−
1
2 ∈ L2([0, T ];H1(Ω)), if m ≤ r and ρm− 12 ∈ Lq([0, T ];W 1,q(Ω)) if r < m < r + β
2
for some q ∈ (1, 2). If in addition β ≥ 2r, then the pair (ρ, p) is unique.
2.2 The minimizing movement scheme and optimality conditions
Ω ⊂ Rd is given, as the closure of a bounded, convex open set with smooth boundary. P(Ω)
denotes the space of Borel probability measures on Ω and L d stands the Lebesgue measure
on Rd. We also use the notation Pac(Ω) :=
{
µ ∈P(Ω) : µ L d Ω} . T > 0 is a fixed
time horizon and we often use the notation Q := [0, T ]× Ω.
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As S ′ is strictly increasing in R+ \ {1} from Assumption A, S ′(0+) and S ′(1±) are well-
defined in R ∪ {−∞} and R, respectively, as follows.
S ′(0+) := lim
ε→0+
S ′(ε), S ′(1−) := lim
ε→1−
S ′(ε) and S ′(1+) := lim
ε→1+
S ′(ε). (2.2.1)
In particular, we have that S ′(1−) < S ′(1+).
We define the corresponding internal energy J :P(Ω)→ R ∪ {+∞} by
J (ρ) :=

ˆ
Ω
S(ρ(x))dx if ρ ∈Pac(Ω),
+∞ otherwise
(2.2.2)
Furthermore, we suppose that there is given Φ : Ω → R a potential function in W 1,∞(Ω)
and the associated potential energy F :P(Ω)→ R given by
F(ρ) :=
ˆ
Ω
Φ(x)dρ(x).
Let ρ0 ∈P(Ω) be given and consider a time discretization parameter τ > 0 and N ∈ N
such that Nτ = T . We define the minimizing movements (ρk)
N
k=1 of J + F as follows: for
k ∈ {1, . . . , N} set,
ρk := arg min
ρ∈P(Ω)
{
J (ρ) + F(ρ) + 1
2τ
W 22 (ρ, ρk−1)
}
, (2.2.3)
Note that the existence and uniqueness of the solutions in the minimization problems (2.2.3)
follow from standard compactness, lower semicontinuity and convexity arguments.
In what follows, in our analysis we differentiate two cases with respect to the summability
assumption on ρ0. Since these need slightly different arguments, we separate them in two
different subsections. In particular, if one assumes L∞ summability on ρ0, the presented
results will hold true under no additional assumptions on S (other than in Assumption A).
However, in (2.2.3) we can allow general measure initial data, in which case an additional
growth condition (see (2.1.8)) has to be imposed on S in order to obtain the same optimality
conditions.
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2.2.1 Optimality conditions for ρ0 ∈ L∞(Ω)
Lemma 2.2.1. If Φ is non-constant, let us assume that Φ ∈ C1(Ω) and
∇Φ(x0) · ~n(x0) > 0, ∀x0 ∈ ∂Ω and ∇Φ ∈ BV (Ω;Rd) with [∆Φ]+ ∈ L∞(Ω) (2.2.4)
where ~n stands for the outward normal vector to ∂Ω and [∆Φ]+ denotes the positive part of
the measure ∆Φ. Let (ρk)
N
k=1 be constructed via the scheme (2.2.3). Then we have
‖ρk‖L∞ ≤ ‖ρk−1‖L∞ (1 + τ‖[∆Φ]+‖L∞)d ≤ ‖ρ0‖L∞ (1 + τ‖[∆Φ]+‖L∞)kd ≤ ‖ρ0‖L∞edT‖[∆Φ]+‖L∞ ,
∀k ∈ {1, . . . , N}.
Remark 2.2.2. Let us notice that the second part of assumption (2.2.4) is sharp and it is very
much related to the ones imposed in the work of Ambrosio (see [Amb04]), as an improvement
of the classical DiPerna-Lions theory ([DL89]), on transport equations with BV vector fields.
Proof of Lemma 2.2.1. The proof of this result in the case when Φ ≡ 0 is essentially the same
as the proof of [San15, Proposition 7.32] (since that proof is not assuming any differentiability
on S).
For general Φ, we use some ideas from the proof of [CS17, Theorem 1]. Let us approximate
S with a sequence (Sε)ε>0 of smooth convex functions such that S
′′
ε ≥ cε > 0 for any ε > 0
with S ′ε(0+) = −∞. Let Φε be a smooth approximation of Φ which satisfies (2.2.4) and such
that Φε → Φ, ∇Φε → ∇Φ, uniformly as ε ↓ 0 and ‖[∆Φε]+‖L∞ ≤ ‖[∆Φ]+‖L∞ , for ε > 0. Let
ρεk be the unique solution of (2.2.3), when we replace S with Sε and Φ by Φε. Writing down
the optimality conditions we obtain
S ′ε(ρ
ε
k) + Φε +
φεk
τ
= C a.e.,
where φεk ∈ K(ρεk, ρk−1). Let us suppose that φεk ∈ C2,α(Ω), otherwise we approximate ρk−1
by strictly positive C0,α measures (and ρεk is Lipschitz continuous and strictly positive), and
we use Caffareli’s regularity theory to deduce the desired regularity for the potential.
Now, let x0 a maximum point of ρ
ε
k. From the previous equality, since S
′
ε is strictly
increasing, we certainly have that x0 is a minimum point of Φε +
φεk
τ
.
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We claim that x0 /∈ ∂Ω. Indeed, if x0 would belong to ∂Ω, we would have that
(∇φεk(x0) + τ∇Φε(x0)) · ~n(x0) ≤ 0.
However, by the convexity of Ω, we have that (x0 − ∇φεk(x0)) · ~n(x0) ≤ 0, from where
∇φεk(x0) · ~n(x0) ≥ 0. This fact together with the assumption (2.2.4) yields a contradiction.
Indeed, from the uniform convergence of ∇Φε → ∇Φ, we have that
∇Φε(x0) · ~n ≥ ∇Φ(x0) · ~n− ε > 0,
for sufficiently small ε > 0.
Therefore, the maximum point x0 of ρ
ε
k belongs to the interior of Ω. This implies that
∆φεk(x0) + τ∆Φε(x0) ≥ 0. Using the Monge-Ampe`re equation we find
‖ρεk‖L∞ = ρεk(x0) = ρk−1(x0 −∇φεk(x0))det
(
Id −D2φεk(x0)
) ≤ ‖ρk−1‖L∞(1−∆φεk(x0))d
≤ ‖ρk−1‖L∞(1 + τ∆Φε(x0))d ≤ ‖ρk−1‖L∞(1 + τ‖[∆Φε]+‖L∞)d
≤ ‖ρk−1‖L∞(1 + τ‖[∆Φ]+‖L∞)d ≤ ‖ρ0‖L∞(1 + τ‖[∆Φ]+‖L∞)kd ≤ ‖ρ0‖L∞edT‖[∆Φ]+‖L∞ ,
where in the first inequality we have used the inequality between the arithmetic and geometric
means. Since the last three bounds depend only on the data, these will also remain valid also
in the limit ε ↓ 0 (since the minimizers of both the approximated and the original problems
are unique). Therefore the thesis of the lemma follows.
Now, we state the main result of this subsection on the first order necessary optimality
conditions for the problems in (2.2.3).
Theorem 2.2.3. Suppose that ρ0 ∈ L∞(Ω). For all k ∈ {1, . . . , N}, there exists C = C(k) ∈
R and φk ∈ K(ρk, ρk−1) such that
C − φk
τ
− Φ ≤ S ′(0+) in {ρk = 0},
C − φk
τ
− Φ ∈ [S ′(1−),S ′(1+)] in {ρk = 1},
C − φk
τ
− Φ = S ′ ◦ ρk otherwise.
(2.2.5)
Here, K(ρk, ρk−1) is given in Definition A.4.1. Also, S ′(0+) and S ′(1±) are given in (2.2.1).
Note that ρk > 0 a.e. (See Lemma A.4.5) if S
′(0+) = −∞, and in this case the first
inequality in (2.2.5) is not present.
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The proof of the previous results relies on the precise derivation of the subdifferential of
the corresponding objective functional in (2.2.3). Let us point out that the subdifferential
of sum is not always the sum of subdifferentials (see for instance [San15, Example 7.22]).
Therefore, we need to carefully choose the domain of definition of J . In the spirit of Lemma
2.2.1, we consider it as a functional on L∞(Ω) instead of P(Ω). The additive property of
subdifferentials on L∞(Ω) holds under suitable conditions (cf. [ET76]).
Proposition 2.2.4. For all k ∈ {1, . . . , N} we have
∂
(
J (ρ) + F(ρ) + 1
2τ
W 22 (ρ, ρk−1)
)∣∣∣∣
ρ=ρk
= ∂J (ρk) + Φ + 1
2τ
∂(W 22 (ρ, ρk−1))|ρ=ρk (2.2.6)
Proof. To simplify the writing, we consider only the case k = 1. Let us check that J and
W 22 (·, ρ0) satisfy the assumptions in Lemma A.5.4. The convexity of S implies that of J .
Also, the continuity of J in L∞(Ω) follows from the continuity of S. From Lemma A.5.3,
we conclude J ∈ Γ(L∞(Ω)). We have the same conclusion for the functional F (which is
actually linear in ρ).
Let us show that W 22 (·, ρ0) ∈ Γ(L∞(Ω)). Define H : L1(Ω)→ R ∪ {+∞} by
H(φ) := −
ˆ
Ω
φcdρ0. (2.2.7)
Proposition A.4.4 implies that H∗ : L∞(Ω) → R ∪ {+∞} is given (in the sense of (A.5.1))
by
H∗ =
1
2
W 22 (·, ρ0) on L∞(Ω). (2.2.8)
We conclude W 22 (·, ρ0) ∈ Γ(L∞(Ω)).
Lastly, choose A ⊆ Ω a Borel set such that L d(A) 6= 1 and define
µˆ :=
1
L d(A)
1A. (2.2.9)
J (µˆ), F(µˆ) and W 22 (µˆ, ρ0) are finite. Furthermore, by the continuity of S in R+, J is
continuous at µˆ. In the same way F is also continuous at µˆ. Thus, we conclude (2.2.6) from
Lemma A.5.4.
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Next, let us find the subdifferential of W 22 (·, ρk−1). While this subdifferential is expected
to be the set of Kantarovich potentials K(ρk, ρk−1), it is not straight forward to conclude
about this as we consider the subdifferential for the functional on L∞(Ω). We rely on the
ideas from [San15, Proposition 7.17], tailored to our setting.
Lemma 2.2.5. [San15, Lemma 7.15] Let X be a Banach space and H : X→ R ∪ {+∞} be
convex and lower semicontinuous. Set H∗(y) = sup
x∈X
{〈x, y〉X,X∗ −H(x)}. Then, we have
∂H∗(y) = arg max
x∈X
{〈x, y〉X,X∗ −H(x)} . (2.2.10)
Lemma 2.2.6. H : L1(Ω)→ R ∪ {+∞} given in (2.2.7) is convex and l.s.c.
Proof. The proof of convexity of H is the same as in [San15, Proposition 7.17], where one
needs to change only the definition of ϕc using essential infima.
Let us show now that H is l.s.c. For this, let ϕ ∈ L1(Ω) and (ϕn)n∈N a sequence in L1(Ω)
such that ϕn → ϕ strongly in L1(Ω) as n→ +∞.
Notice first that by definition,
−ϕc(y) ≥ ϕ(y), a.e. in Ω,
from where we have that H(ϕ) > −∞. Because of the strong L1 convergence, we know that
there exists a subsequence of (ϕn)n∈N (that we do not relabel), which is converging pointwise
a.e. in Ω to ϕ. We shall work with this sequence from now on.
Writing the previous inequality for ϕcn and ϕn, we have that
lim inf
n→+∞
−ϕcn(y) ≥ lim inf
n→+∞
ϕn(y) = ϕ(y), a.e. in Ω,
where we used the fact that ϕn(y)→ ϕ(y) a.e. in Ω, as n→ +∞.
Let us define g : Ω→ R∪{+∞} as g(y) := lim inf
n→+∞
−ϕcn(y). Notice that this is measurable
function. Indeed, (−ϕcn)n∈N is a sequence of measurable functions (infima of measurable
functions), and using Fatou’s lemma for the non-negative sequence of measurable functions
(−ϕcn − ϕn)n∈N, one concludes that g is measurable andˆ
Ω
ϕ(y)ρ0(y)dy ≤
ˆ
Ω
g(y)ρ0(y)dy ≤ lim inf
n→+∞
H(ϕn).
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Claim. ϕ(y) ≤ −ϕc(y) ≤ g(y) for a.e. y ∈ Ω.
Proof of the claim. Actually the first inequality was shown before, thus we show only
the second one. Thus, by Egorov’s theorem, we have that for any δ > 0 there exists a
measurable set Bδ ⊆ Ω such that L d(Bδ) < δ and (ϕn)n∈N converges uniformly to ϕ as
n→ +∞ on Ω \Bδ. Let us fix a small δ > 0. We have furthermore that for any ε > 0 there
exists Nε ∈ N such that
ϕ(x)− ε ≤ ϕn(x) ≤ ϕ(x) + ε
for a.e. x ∈ Ω \ Bδ and n ≥ Nε. Because of this, we have the following chain of inequalities
for all n ≥ Nε
−ϕcn(y) = sup
x∈Ω
{
ϕn(x)− |x− y|2
} ≥ sup
x∈Ω\Bδ
{
ϕn(x)− |x− y|2
} ≥ sup
x∈Ω\Bδ
{
ϕ(x)− ε− |x− y|2} .
Taking lim inf
n→+∞
of both sides, one obtains
g(y) ≥ sup
x∈Ω\Bδ
{
ϕ(x)− ε− |x− y|2}
for a.e. y ∈ Ω. By the arbitrariness of ε and δ (in this order), one gets that
g(y) ≥ sup
x∈Ω
{
ϕ(x)− |x− y|2} = −ϕc(y),
as we claimed.
Notice that we have proved the following: if (ϕn)n∈N is converging to ϕ in L1(Ω), then
there exists a subsequence (ϕnj)j∈N of the original sequence such that
H(ϕ) ≤ lim inf
j→+∞
H(ϕnj).
This statement actually implies the l.s.c. of H on the full sequence. Indeed, observe that by
the definition of lim inf, there exists a subsequence (ϕnk)k∈N of the original sequence such
that
lim inf
n→+∞
H(ϕn) = lim
k→+∞
H(ϕnk).
We have shown previously that there exists a subsequence (ϕnkj )j∈N of (ϕnk)k∈N such that
H(ϕ) ≤ lim inf
j→+∞
H(ϕnkj ).
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On the other hand
lim inf
j→+∞
H(ϕnkj ) = limj→+∞
H(ϕnkj ) = limk→+∞
H(ϕnk) = lim infn→+∞
H(ϕn),
thus the l.s.c. of H follows.
Proposition 2.2.7. For all k ∈ {1, . . . , N} we have
1
2
∂(W 22 (ρ, ρk−1))
∣∣
ρ=ρk
= K(ρk, ρk−1) (2.2.11)
Proof. To simplify the notation, we set k = 1. Recall from Proposition A.4.4 that
1
2
∂(W 22 (ρ, ρ0))|ρ=ρ1 = ∂H∗(ρ1) (2.2.12)
for H given in (2.2.7). From Lemma 2.2.5 and Lemma 2.2.6, it holds that
∂H∗(ρ1) = argmaxφ∈L1(Ω)
{ˆ
Ω
φdρ1 +
ˆ
Ω
φcdρ0
}
. (2.2.13)
From Definition A.4.1, we conclude.
Lastly, let us compute the subdifferential of J based on [Roc71]. Before, we need the
following preparatory result.
Lemma 2.2.8. [Roc71, Corollary 1B] Let ψ and Ψ be given as in (A.5.2). Assume that
ψ(µ(x)) is majorized by a summable function of x for at least one µ ∈ L∞(Ω) and that
ψ∗(ζ(x)) is majorized by a summable function of x for at least one ζ ∈ L1(Ω). Then, an
element ξ ∈ L∞(Ω)∗ belongs to ∂Ψ(µ) given in (A.5.3) if and only if ξac(x) ∈ ∂ψ(µ(x)) for
a.e. x ∈ Ω where ξac is the absolutely continuous component of ξ, and the singular component
ξs of ξ attains its maximum at µ over
{ν ∈ L∞(Ω) : Ψ(ν) < +∞}.
Proposition 2.2.9. For ρk is given in (2.2.3), if ξ ∈ ∂J (ρk) ∩ L1(Ω), then it holds that
ξ ∈

[−∞,S ′(0+)] a.e. in {ρk = 0},
[S ′(1−),S ′(1+)] a.e. in {ρk = 1},
S ′ ◦ ρk a.e. in {ρk 6= 1}.
(2.2.14)
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Proof. Let us show that S and S∗ satisfies assumptions on Lemma 2.2.8. Let µ = ζ =
1
L d(Ω)
1Ω, then S(µ) is finite, and thus in L1(Ω). On the other hand, as S is superlinear,
S∗ < +∞ in [0,+∞). Therefore, for any constant c ∈ R, S∗(c) ∈ L1(Ω).
By Lemma 2.2.8, ξac(x) ∈ ∂S(ρk(x)) a.e., where ξac is the absolutely continuous part of
ξ. From the direct computation of ∂S(ρk(x)), we conclude that ξac satisfies the right hand
side of (2.2.14). As ξ ∈ L1(Ω), the singular part of ξ is zero, ξac = ξ and we conclude
(2.2.14).
Proof of Theorem 2.2.3. We only consider the case that k = 1. By the optimality of ρ1 in
(2.2.3), it holds that
0 ∈ ∂
(
J (ρ1) + F(ρ) + 1
2τ
W 22 (ρ1, ρ0)
)
(2.2.15)
From Proposition 2.2.4 and Proposition 2.2.7, there exists ξ ∈ ∂J (ρ1), φ1 ∈ K(ρ1, ρ0) and
C ∈ R such that
ξ +
φ1
τ
+ Φ− C = 0 a.e. on Ω. (2.2.16)
As φ1,Φ ∈ L1(Ω), ξ ∈ ∂J (ρ1) ∩ L1(Ω), Proposition 2.2.9 implies (2.2.5).
2.2.2 Optimality conditions for ρ0 ∈P(Ω) having finite energy
In this subsection we are imposing (2.1.8). Let us show first that J satisfying the additional
assumption in (2.1.8) defines a continuous functional on Lr(Ω). In the previous subsection,
the continuity of J in L∞(Ω) directly follows from the continuity of S.
Lemma 2.2.10. Let J be given in (2.2.2) satisfying (2.1.8b). Then J is continuous in
Ls(Ω) for all
s > r if r = 1, and s ≥ r if r > 1. (2.2.17)
Proof. From (2.1.8b), there exists c > 0 such that for all ρ ∈ [0,+∞) (since S is also
continuous, hence uniformly bounded on [0, 1])
|S(ρ)| ≤ c(ρs + 1). (2.2.18)
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for all s satisfying (2.2.17).
Consider a sequence {µi}i∈N ⊂ Ls(Ω) such that
µi → µ in Ls(Ω) as i→∞ (2.2.19)
These exists a subsequence {µij}j∈N ⊂ {µi}i∈N such that
µij → µ a.e. as j →∞. (2.2.20)
From (2.2.18), it holds that for all j ∈ N
0 ≤ c(|µij |s + 1)− |S(µij)| ≤ c(|µij |s + 1)± S(µij). (2.2.21)
Let us apply Fatou’s lemma into c(|µij |s + 1) + S(µij). From (2.2.19), (2.2.20) and the
continuity of S, it holds that
ˆ
Ω
c(|µ(x)|s + 1) + S(µ(x))dx ≤ lim inf
j→∞
ˆ
Ω
c(|µij(x)|s + 1) + S(µij(x))dx, (2.2.22)
≤
ˆ
Ω
c(|µ(x)|s + 1)dx+ lim inf
j→∞
ˆ
Ω
S(µij)dx. (2.2.23)
and we have
J (µ) ≤ lim inf
j→∞
J (µij).
Similarly to the argument at the end of the proof of Lemma 2.2.6, we conclude the lower
semicontinuity along the full sequence, therefore
J (µ) ≤ lim inf
i→∞
J (µi). (2.2.24)
Applying Fatou’s lemma again into c(|µij |s + 1)− S(µij), we get
J (µ) ≥ lim sup
j→∞
J (µij), (2.2.25)
and as before, we deduce the upper semicontinuity along the full sequence. Therefore (2.2.24)
and (2.2.25) imply that J (µ) = lim
j→∞
J (µij) and J is continuous in Ls(Ω).
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In what follows, we show that the minimizers of the of the minimizing movements scheme
(2.2.3) enjoy higher order summability estimates (which are independent of ρ0, but depend
on τ). These will play a crucial role later when deriving the optimality conditions.
Lemma 2.2.11. Suppose that S satisfies Assumption A and (2.1.8a). Let ρk ∈ P(Ω) be
the minimizer in (2.2.3). Then ρk ∈ Lβ(Ω), where β := (2r− 1)d/(d− 2), if d ≥ 3. If d = 2
then the statement is true for any β < +∞ and β = +∞ if d = 1.
Remark 2.2.12. Let us notice that the previous lemma gives an improvement on the summa-
bility of ρk. Indeed, in case when the internal energy is of logarithmic entropy type, we
know a priori that ρk ∈ L1(Ω), while in the case of power like entropies, we have a priori
ρk ∈ Lr(Ω). In contrast to these, we clearly improve the summability exponents in both
cases.
Proof of Lemma 2.2.11. For ε > 0 let Sε : [0,+∞) → R smooth, strictly convex such that
S ′′ε ≥ cε > 0 (for some cε > 0), S ′ε(0+) = −∞ and Sε → S uniformly as ε → 0. Let ρεk be
the unique minimizer of the problem
inf
ρ∈P(Ω)
{
Eε(ρ) :=
ˆ
Ω
Sε(ρ)dx+ F(ρ) + 1
2τ
W 22 (ρ, ρk−1)
}
. (2.2.26)
By the assumptions on Sε, classical results imply that ρ
ε
k is Lipschitz continuous.
Without loss of generality, we can assume that Sε satisfies the growth (2.1.8a) if ρ > 2.
We can write the optimality condition
S ′′ε (ρ
ε
k)∇ρεk +∇Φ +
∇ϕεk
τ
= 0 a.e., (2.2.27)
where ϕεk is a Kantorovich potential in the transport of ρ
ε
k onto ρk−1. From here, there exists
a constant C > 0 (depending only on r and σ1) such that
ˆ
Ω
|S ′′ε (ρεk)∇ρεk|2ρεkdx ≤ C
(
‖∇Φ‖2L∞ +
1
τ 2
W 22 (ρ
ε
k, ρk−1)
)
.
And in particular, for any ` > 2, we have by setting Ω` := {ρεk > `},
ˆ
Ω`
|∇(ρεk)r−1/2|2dx ≤ C
(
‖∇Φ‖2L∞ +
1
τ 2
W 22 (ρ
ε
k, ρk−1)
)
. (2.2.28)
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We know that the optimizers ρεk are Lipschitz continuous on their supports, therefore the
super-level sets Ω` are open.
Moreover, once again using the fact that ρεk is Lipschitz, we have that there exists δ > 0
such that
dist(∂Ω`,Ω2`) ≥ 2δ.
Indeed, otherwise if one supposes the contrary, then for any n ∈ N, there exist xn ∈ ∂Ω`
and yn ∈ Ω2` such that dist(xn, yn) < 1n , then one would have that |ρεk(xn) − ρεk(yn)| ≤
1
n
‖∇ρεk‖L∞(Ω`) → 0, as n → +∞. However, this would be a contradiction since ρεk(xn) = `
and ρεk(yn) ≥ 2`.
Now, by defining Ω`,δ := {χΩ2` ? ηδ > s} for some s ∈ (0, 1/2) to be set later (where
ηδ : Rd → R is a mollifier obtained from a smooth even kernel η : Rd → R – such that´
Rd ηdx = 1, η ≥ 0 and spt(η) ⊂ B1(0) – by ηδ := η(·/δ)), we have that Ω2` ⊂ Ω`,δ ⊂ Ω`,
Ω`,δ is an open set, and by Sard’s theorem it has smooth boundary for L 1-a.e. s ∈ (0, 1/2).
We choose such an s.
We have in particular from (2.2.28) that
ˆ
Ω`,δ
|∇(ρεk)r−1/2|2dx ≤ C
(
‖∇Φ‖2L∞ +
1
τ 2
W 22 (ρ
ε
k, ρk−1)
)
.,
and so the Sobolev embedding theorem implies (since ρεk is only uniformly bounded in L
r(Ω))
that (ρεk)
r−1/2 ∈ L2∗(Ω`,δ) from where ρεk ∈ Lβ(Ω`,δ), where β := 2∗(r − 1/2), if d ≥ 3 and
β < +∞ arbitrary if d = 2 and β can be taken +∞ if d = 1. He we use the notation
2∗ = 2d/(d− 2).
From the above construction we can claim that ρεk ∈ Lβ(Ω). Indeed, we haveˆ
Ω
(ρεk)
βdx =
ˆ
{ρεk≤`}
(ρεk)
βdx+
ˆ
Ω`,δ
(ρεk)
βdx+
ˆ
Ω`\Ω`,δ
(ρεk)
βdx
≤ (2β + 1)`βL d(Ω) + C
(
‖∇Φ‖2L∞ +
1
τ 2
W 22 (ρ
ε
k, ρk−1)
)
.
Let us underline that this bound only depends on W 22 (ρ
ε
k, ρk−1).
Now, it is easy to see that because Sε → S uniformly, we have that the objective functional
in (2.2.26) Γ-convergences to the objective functional in the original problem as ε ↓ 0, w.r.t.
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the weak-∗ convergence of probability measures. Indeed, take a sequence (ρε)ε>0 and ρ in
P(Ω) such that ρε
?
⇀ ρ as ε ↓ 0. Notice that by the construction of the approximation
Sε, if Eε(ρε) ≤ C (for a constant independent of ε), then we have that (ρε)ε>0 is uniformly
bounded in Lr(Ω). By the uniform convergence Sε → S, we have that for any δ > 0 there
exists ε0 such that
S(ρε) ≤ Sε(ρε) + δ, ∀ε < ε0.
Therefore
E(ρ) ≤ lim inf
ε↓0
E(ρε) ≤ lim inf
ε↓0
Eε(ρε) + δL d(Ω),
so the Γ-liminf inequality follows by the lower semicontinuity of the energy E and the ar-
bitrariness of δ > 0. For the Γ-limsup inequality, we use a constant sequence ρε = ρ as a
recovery sequence such that Eε(ρ) is finite for all ε > 0. Clearly limε↓0 Eε(ρ) = E(ρ).
Finally, since both ρk and ρ
ε
k, the solutions of the original and the approximated problems,
respectively are unique, when ε ↓ 0 we find that ρk also has the Lβ(Ω) bound. The thesis of
the lemma follows.
Let us notice that in Lemma 2.2.11 the Lβ bounds on ρk depends only on
1
τ2
W 22 (ρk, ρk−1)
and the data. Therefore, when considering the piecewise constant interpolated curves (ρτ )τ>0
(see their precise definition in (2.3.9) below), and integrating them in time and space, we
find the following very important lemma.
Lemma 2.2.13. Suppose that ρ0 ∈ P(Ω) with J (ρ0) < +∞ and (2.1.8) hold. The curves
(ρτ )τ>0 are uniformly bounded in L
β(Q) for β given in
β :=

(2r − 1) d
d−2 if d ≥ 3,
(0,∞) if d = 2
+∞ if d = 1.
(2.2.29)
Proof. Let β as in the statement of the lemma and let (ρτ )τ>0 stand for the piecewise constant
interpolations as defined in (2.3.9). Then, Lemma 2.2.11 implies that
ˆ T
0
ˆ
Ω
(ρτ )βdxdt = τ
N∑
k=1
ˆ
Ω
(ρτ )βdx ≤ τNC + C
N∑
k=1
1
τ
W 22 (ρk, ρk−1),
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where C > 0 depends only on the data and Ω. Since τN = T and
∑N
k=1
1
τ
W 22 (ρk, ρk−1) is
uniformly bounded (see Lemma 2.3.6), we conclude.
Under the above assumption, we show a result parallel to Theorem 2.2.3.
Theorem 2.2.14. Suppose that ρ0 ∈P(Ω) such that E(ρ0) < +∞ and (2.1.8) hold. Then,
for all k ∈ {1, . . . , N} there exists C = C(k) ∈ R and φk ∈ K(ρk, ρk−1) satisfying (2.2.5).
Here, K(ρk, ρk−1) and ρk are given in Definition A.4.1 and (2.2.3), respectively.
We recall the following lemma from [Roc68] and [Roc71] and compute the subdifferential
of J explicitly. In comparison to the previous subsection, it holds that (Lr(Ω))∗ = Lr′(Ω)
for r ∈ (1,+∞) where r′ := r
r−1 and thus the argument below is simpler than Lemma 2.2.8.
Lemma 2.2.15. [Roc68, Theorem 2], [Roc71, Equations (1.11) & (1.12)] Let ψ and Ψ be
given as in (A.5.2). Assume that ψ(µ(x)) is majorized by a summable function of x for at
least one µ ∈ L∞(Ω) and that ψ∗(ζ(x)) is majorized by a summable function of x for at least
one ζ ∈ L1(Ω). Then, an element ξ ∈ Lr(Ω)∗ belongs to ∂Ψ(µ) given in (A.5.3) if and only
if ξ(x) ∈ ∂ψ(µ(x)) for a.e. x ∈ Ω.
Proof of Theorem 2.2.14. Let us set k = 1. The first part of the proof is parallel to Propo-
sition 2.2.4 and Proposition 2.2.7. Let us show
∂
(
J (ρ) + F(ρ) + 1
2τ
W 22 (ρ, ρ0)
)∣∣∣∣
ρ=ρ1
= ∂J (ρ1) + Φ + 1
τ
K(ρ1, ρ0) (2.2.30)
where K is given in Definition A.4.1 and the subdifferential is defined in Definition A.5.1.
Recall Γ(·) from Definition A.5.2 and its equivalent property in Lemma A.5.3. Note that
J ∈ Γ(Lr(Ω)) follows from the convexity of S and Lemma 2.2.10. The same is true for F .
Let us underline that it is crucial that we have a priori bounds on the optimizers of
(2.2.3) in Lβ(Ω) for some β > 1. Indeed, Lemma 2.2.11 yields that even if r = 1 (which
corresponds to the logarithmic entropy type interaction energy), we have that the optimizers
satisfy ρk ∈ Lβ(Ω). In this case, without loss of generality, one considers the continuity of J
and F in Lβ(Ω). Otherwise, we gain Lr(Ω) bounds simply from the growth condition on S
at +∞, hence we can also refer to the continuity of J in this space.
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Furthermore, from Proposition A.4.4, we have
H∗ =
1
2
W 22 (·, ρ0) on Lβ(Ω) (2.2.31)
for H : Lβ
′
(Ω) → R ∪ {+∞} given in (2.2.7) and β′ := β
β−1 . Thus we get W
2
2 (·, ρ0) ∈
Γ(Lβ(Ω)). Lastly, by the parallel argument in Lemma 2.2.6, H is also in Γ(Lβ
′
(Ω)). From
Lemma A.5.4 and Lemma 2.2.5, we conclude (2.2.30).
The rest of the proof is parallel to that of Theorem 2.2.3. From (2.2.30) and Lemma 2.2.15,
there exists ξ ∈ ∂J (ρ1) satisfying (2.2.14), φ1 ∈ K(ρ1, ρ0) and C ∈ R such that
ξ +
φ1
τ
+ Φ− C = 0 a.e. on Ω. (2.2.32)
and we conclude (2.2.5).
2.3 Linear diffusion with discontinuities
In this section we show the well-posedness of (2.1.4) in the most simple case considered,
i.e. when the associated internal energy is an entropy of logarithmic type. We give a fine
characterization of the ‘critical phase’ {ρ = 1} via a scalar pressure field, inspired from recent
works on crowd motion models with hard congestion effects (see for instance [MRS10,MS16]).
In the next sections we shall see how the results and ideas from this sections will be important
to build solutions for problems with more general nonlinearities.
In this section, we assume that S : [0,+∞)→ R is defined by
S(ρ) :=

ρ log ρ, for ρ ∈ [0, 1],
2ρ log ρ, for ρ ∈ (1,+∞).
(2.3.1)
Let us notice that S defines a continuous superlinear function on R+ with S ′(1−) = 1 and
S ′(1+) = 2.
Our main theorem from this section can be formulated as follows.
Theorem 2.3.1. For ρ0 ∈P(Ω) such that J (ρ0) < +∞ and S given in (2.3.1), there exists
ρ ∈ L1(Q)∩AC2([0, T ];P(Ω)) and p ∈ L2([0, T ];H1(Ω))∩L∞(Q) with√ρ ∈ L2([0, T ];H1(Ω))
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such that (ρ, p) is a weak solution of
∂tρ−∆(ρp)−∇ · (∇Φρ) = 0, in (0, T )× Ω,
ρ(0, ·) = ρ0, in Ω,
(∇(ρp) +∇Φ) · ~n = 0, in [0, T ]× ∂Ω,
(2.3.2)
in the sense of distribution. Furthermore, (ρ, p) satisfies
p(t, x) = 1 a.e. in {0 < ρ(t, x) < 1},
p(t, x) ∈ [1, 2] a.e. in {ρ(t, x) = 1},
p(t, x) = 2 a.e. in {ρ(t, x) > 1}.
(2.3.3)
If in addition ρ0 ∈ L∞(Ω) and Φ satisfies (2.2.4), then ρ ∈ L2([0, T ];H1(Ω)) ∩ L∞(Q).
In the proof of the previous theorem we rely on the minimizing movements scheme as-
sociated to the gradient flow of J , defined in (2.2.3). As technical tools, we define different
interpolations between the discrete in time densities (ρk)
N
k=0 and obtain a weak solution of
(2.3.2) by sending τ ↓ 0. The new pressure term p arrises from the Wasserstein subdifferen-
tial of J and its ‘nontrivial’ value on the set {ρ = 1} is due to the non-differentiability of S
at s0 = 1.
Definition 2.3.2. Let (ρk)
N
k=1 be given by the minimizing movement scheme (2.2.3) and let
φk ∈ K(ρk, ρk−1). For k ∈ {1, . . . , N}, let us define pk : Ω→ R and pτ : Q→ R by
pk = pk(·; τ) :=

max{C − φk
τ
− Φ,S ′(1−)} in ρ−1k ([0, 1)),
C − φk
τ
− Φ in ρ−1k ({1}),
min{C − φk
τ
− Φ,S ′(1+)} in ρ−1k ((1,+∞)).
and pτ (t, x) := pk(x; τ)
(2.3.4)
for (t, x) ∈ ((k − 1)τ, kτ ]× Ω, where the constant C ∈ R might be different at each step.
Remark 2.3.3. Let us notice that Lemma A.4.5 yields ρk > 0 a.e., therefore (pk)
N
k=1 is well-
defined also on the sets ρ−1k ([0, 1)). From the above definition, the optimality condition in
Theorem 2.2.3 can be simplified as follows.
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Lemma 2.3.4. For all k ∈ {1, . . . , N}, there exists C ∈ R such that
pk(1 + log ρk) +
φk
τ
+ Φ = C a.e. (2.3.5)
Proof. Note that a subdifferential ∂S(ρ) of S : [0,+∞)→ R is given by
∂S(ρ) =

1 + log ρ for 0 < ρ < 1,
[1, 2] for ρ = 1,
2(1 + log ρ) for ρ > 1.
(2.3.6)
Thus, Theorem 2.2.3 and (2.3.4) imply
pk =

1 in ρ−1k ((0, 1)),
C − φk
τ
− Φ ∈ [1, 2] in ρ−1k ({1}),
2 in ρ−1k ((1,+∞)).
a.e. (2.3.7)
Thus, we simplify (2.2.5) into (2.3.5).
An easy consequence of the above constructions is the following result.
Lemma 2.3.5. For k ∈ {1, . . . , N}, ρk, pk and φk ∈ K(ρk, ρk−1) are Lipschitz continuous in
Ω. Here, ρk and pk are given in (2.2.3) and (2.3.4), respectively.
Proof. 1. Let us show that φk is Lipschitz continuous in Ω. From [San15, Theorem 1.17] we
have that φk shares the modulus of continuity of the cost (x, y) 7→ |x−y|2. On the one hand,
as Ω is compact, we conclude that φk is Lipschitz continuous. On the other hand, (2.3.7)
together with (2.2.5) imply that pk is Lipschitz continuous.
2. From (2.3.5) in Lemma 2.3.4, we have that
ρk(x) = exp
{
1
pk(x)
(
C − φk(x)
τ
− Φ
)
− 1
}
a.e. (2.3.8)
As pk, φk and Φ are Lipschitz continuous and pk has a lower bound +1 from (2.3.7), (2.3.8)
implies that ρk is Lipschitz continuous.
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As technical tools, similarly as it is done in the framework of models developed for
instance in [MRS10,MS16,San15], we introduce two different kinds of interpolations between
the objects in the title of the subsection.
Piecewise constant interpolations. Let us define ρτ , pτ : Q → R and vτ , Eτ : Q → Rd as
follows
ρτ (t, x) := ρk(x; τ),
vτ (t, x) :=
1
τ
∇φk(x),
Eτ (t, x) := ρτ (t, x)vτ (t, x)
for (t, x) ∈ ((k − 1)τ, kτ ]× Ω and k ∈ {1, . . . , N}, (2.3.9)
for (ρk)
N
k=1 obtained in (2.2.3) and φk ∈ K(ρk, ρk−1) given in Theorem 2.2.3 and let pτ defined
as in (2.3.4).
By standard arguments on gradient flows (see for instance [San15, Proposition 8.8],
[MS16, Lemma 3.5]), we have the following.
Lemma 2.3.6. It holds that
1
2τ
N∑
k=1
W 22 (ρk, ρk−1) =
1
2τ
N∑
k=1
ˆ
Ω
|∇φk|2dρk(x) ≤ J (ρ0)− inf J . (2.3.10)
Furthermore, there exists a constant C > 0 such that for any 0 ≤ s < t ≤ T
W2(ρ
τ (t), ρτ (s)) ≤ C(t− s+ τ) 12 . (2.3.11)
Proposition 2.3.7. Let (ρτ )τ>0 and (p
τ )τ>0 given (2.3.9) and (2.3.4), respectively. We have
the followings.
(1) (pτ )τ>0 is uniformly bounded in L
2([0, T ];H1(Ω)) ∩ L∞(Q);
(2) (
√
ρτ )τ>0 is uniformly bounded in L
2([0, T ];H1(Ω));
(3) if in addition ρ0 ∈ L∞(Ω) and Φ satisfies (2.2.4), then (ρτ )τ>0 is uniformly bounded
in L2([0, T ];H1(Ω)) ∩ L∞(Q).
Proof. 1. Clearly, by construction, (pτ )τ>0 is uniformly bounded. Furthermore, if ρ0 ∈
L∞(Ω), then Lemma 2.2.1 implies that (ρτ )τ>0 is uniformly bounded by a constant depending
only on the data for all t ∈ [0, T ].
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2. Now, let us show that (∇√ρτ )τ>0 and (∇pτ )τ>0 are uniformly bounded in L2(Q). Let
φk ∈ K(ρk, ρk−1). Lemma 2.3.5 implies that φk, ρk and pk are Lipschitz continuous functions,
and therefore by Rademacher’s theorem one can differentiate these function a.e. in Ω. Note
that {ρk 6= 1} is an open by by the continuity of ρk in Lemma 2.3.5 and thus (2.3.7) implies
∇pk = 0 a.e. in {ρk 6= 1}. (2.3.12)
Therefore, we get
log ρk∇pk = 0 and (ρk − 1)∇pk = 0 a.e. (2.3.13)
Next, we claim that
∇pk · ∇ρk = 0 a.e. in Ω. (2.3.14)
From (2.3.7), the above holds in the open set {ρk 6= 1} and in the interior of {ρk = 1},
but we point out that ∂{ρk = 1} may have positive measure even though ρk is Lipschitz
continuous. In order to show (2.3.14) in Ω, we apply the coarea formula and (2.3.12). As ρk
is Lipschitz and ∇pk is in L1(Ω), we could use the coarea formula in [KP08, Corollary 5.2.6]
and conclude that
ˆ
Ω
|∇pk||∇ρk|dx =
ˆ
R
ˆ
(ρk)−1(s)
|∇pk|dH d−1ds. (2.3.15)
where H d−1 stands for the (d− 1)-dimensional Hausdorff measure. From (2.3.12), we con-
clude (2.3.14).
Differentiating (2.3.5) and applying (2.3.13) and (2.3.14), we have
−∇φk
τ
−∇Φ = ∇(pk(1 + log ρk)) +∇Φ = ∇pk + pk
ρk
∇ρk a.e. (2.3.16)
From (2.3.16) and (2.3.14) again, we have
2ρk
( |∇φk|2
τ 2
+ |∇Φ|2
)
≥ |∇pk|2 + p
2
k
ρk
|∇ρk|2 a.e., (2.3.17)
from where we can write
2ρk
( |∇φk|2
τ 2
+ |∇Φ|2
)
≥ |∇pk|2 + p2k|∇
√
ρk|2 a.e.
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As pk ∈ [1, 2] (from (2.3.7)), we have
ˆ
Ω
(|∇pk|2 + |∇√ρk|2) ≤ 2 ˆ
Ω
|∇φk|2
τ 2
ρkdx+ 2L
d(Ω)‖∇Φ‖2L∞ .
From Lemma 2.3.6, we conclude that (
√
ρτ )τ>0 and (p
τ )τ>0 are uniformly bounded in
L2([0, T ];H1(Ω)) for all τ > 0.
Moreover, if ρ0 ∈ L∞(Ω), we have ‖ρk‖ ≤ ‖ρ0‖L∞(Ω)edT‖[∆Φ]+‖L∞ (from Lemma 2.2.1),
and therefore from (2.3.17) we get
ˆ
Ω
|∇pk|2dx+
ˆ
Ω
1
‖ρ0‖L∞(Ω)edT‖[∆Φ]+‖L∞ |∇ρk|
2dx ≤ C, (2.3.18)
from where we have (ρτ )τ>0 is uniformly bounded in L
2([0, T ];H1(Ω)).
Corollary 2.3.8. Let (ρτ )τ>0 and (p
τ )τ>0 be as in the previous proposition. There exists
p ∈ L2([0, T ];H1(Ω)) and ρ ∈ L1(Q) such that
ρτ → ρ in L1(Q), as τ ↓ 0, (2.3.19)
and
pτ ⇀ p in L2([0, T ];H1(Ω)), as τ ↓ 0. (2.3.20)
along a subsequence. If in addition ρ0 ∈ L∞(Ω) and Φ satisfies (2.2.4), then we also have
ρ ∈ L2([0, T ];H1(Ω)) and ρτ → ρ in L2(Q), as τ ↓ 0.
Proof. The weak sequential compactness of (pτ )τ>0 follows from the uniform boundedness
in L2([0, T ];H1(Ω)) in the previous proposition. Also, as (ρτ )τ>0 has the ‘quasi-Ho¨lder’
type estimates in Lemma 2.3.6 and (
√
ρτ )τ>0 is uniformly bounded in L
2([0, T ];H1(Ω)), we
conclude the strong compactness of (ρτ )τ>0 in L
1(Q) by a consequence of a modified version
of the classical Aubin-Lions lemma in Lemma A.6.2, ofter used in similar context (see for
instance [DM14, Proposition 4.8] and [Lab17, Proposition 5.2]). If ρ0 ∈ L∞(Ω), the last
statement simply follows from the similar arguments.
As a consequence of the above results, we have the following.
Lemma 2.3.9. (ρ, p) given in Proposition 2.3.7 satisfies (2.3.3).
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Proof. 1. Let (ρτ , pτ ) be defined in (2.3.9) and (2.3.4). First, from (2.3.7), we have
(pτ − 2)(ρτ − 1)+ = (pτ − 1)(ρτ − 1)− = 0 in Q. (2.3.21)
As it holds that
|(ρτ − 1)+ − (ρ− 1)+| ≤ |ρτ − ρ| and |(ρτ − 1)− − (ρ− 1)−| ≤ |ρτ − ρ|, (2.3.22)
Proposition 2.3.7 implies that both (ρτ − 1)+ → (ρ− 1)+ and (ρτ − 1)− → (ρ− 1)− in L1(Q)
as τ ↓ 0 (up to passing to a subsequence).
2. Let us show that for a.e. t ∈ [0, T ]
ˆ
Ω
(p(t, x)− 2)(ρ(t, x)− 1)+dx = 0 and
ˆ
Ω
(p(t, x)− 1)(ρ(t, x)− 1)−dx = 0. (2.3.23)
We only show the first one as the parallel arguments work for the second one. From (2.3.21),
we have
0 =
ˆ
Q
(pτ (t, x)− 2)(ρτ (t, x)− 1)+dxdt. (2.3.24)
Recall that up to passing to a subsequence, (pτ )τ>0 convergences weakly−? in L∞(Q) (see
Proposition 2.3.7) and ((ρτ (t, x)− 1)+)τ>0 converges strongly (from Step 1) in L1([0, T ×Ω])
as τ ↓ 0. Combining these with (2.3.24), we conclude the first equation of (2.3.23).
As pτ ∈ [1, 2] for pτ given in (2.3.4), we have p ∈ [1, 2] a.e. in Q. Thus, (2.3.23) implies
that
(p− 2)(ρ− 1)+ = (p− 1)(ρ− 1)− = 0 a.e. (2.3.25)
and we conclude (2.3.3).
Proposition 2.3.10. Let Eτ be given in (2.3.9). Then up to passing to a subsequence,
(Eτ )τ>0 weakly-? converges to
E := −∇(pρ)−∇Φρ, in D ′(Q;Rd),
as τ ↓ 0 where and (ρ, p) is given in Proposition 2.3.7.
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Proof. For any test function ζ ∈ C∞c (Q;Rd), we claim that up to passing to a subsequence,
I :=
ˆ
Q
ζ · d(Eτ − E)→ 0, as τ ↓ 0 (2.3.26)
From (2.3.13), we have log ρτ∇pτ = 0 in a.e. in Q and thus it holds that
−Eτ = p∇ρτ + ρτ (1 + log ρτ )∇pτ +∇Φρτ = ∇(ρτpτ ) +∇Φρτ . (2.3.27)
By the weak convergence of (ρτ )τ>0 to ρ, we already have thatˆ
Q
ζ · ∇Φdρτ dt→
ˆ
Q
ζ · ∇Φdρdt, τ ↓ 0,
we only focus on the other term. By integration by parts and and from the fact that
ζ ∈ C∞c (Q;Rd), we study thus
I1 =
ˆ
Q
(ρτpτ − ρp)∇ · ζdxdt (2.3.28)
By subtracting and adding the same term in the above equation, we get
I1 = I2 + I3 where I2 =
ˆ
Q
(ρτ − ρ)pτ∇ · ζdxdt and I3 =
ˆ
Q
ρ(pτ − p)∇ · ζdxdt (2.3.29)
From the Ho¨lder inequality, we have
|I2| ≤ ‖ρτ − ρ‖L1(Q)‖pτ‖L∞(Q)‖∇ · ζ‖L∞(Q). (2.3.30)
As ρτ → ρ in L1(Q) as τ ↓ 0 and ‖pτ‖L∞(Q) is uniformly bounded (Proposition 2.3.7), we con-
clude I2 → 0 as τ ↓ 0. On the other hand, as pτ ?⇀ p in L∞(Q) as τ ↓ 0 (Proposition 2.3.7),
and ρ ∈ L1(Q) we have I3 → 0 as τ ↓ 0 as well, and thus we conclude (2.3.26).
To arrive to the continuous in time in the time continuous PDE satisfied by (ρ, p) from
Proposition 2.3.7, as technical tools (inspired from [MRS10, MS16, San15]), we introduce
a geodesic interpolation between (ρk)
N
k=1 and we consider the corresponding velocities and
momenta as well.
More precisely, we define ρ˜τ : [0, T ] → P(Ω), v˜τ , E˜τ ∈ M (Q;Rd) as follows: for t ∈
((k − 1)τ, kτ ] and k ∈ {1, . . . , N}
ρ˜τ (t, x) :=
(
kτ−t
τ
vτ (t, x) + id
)
#
ρτ (t, x)),
v˜τ (t, x) := vτ (t, x) ◦ (kτ−t
τ
vτ (t, x) + id
)−1
,
E˜
τ
(t, x) := ρ˜τ (t, x)v˜τ (t, x),
(2.3.31)
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where ρτ and vτ are given in (2.3.9).
Following the very same steps as in From [San15, Lemma 8.9] and [MS16, Step 2 in
Theorem 3.1], we have the following.
Lemma 2.3.11. We have that
(i) (ρ˜τ )τ>0 is uniformly bounded in AC([0, T ];P(Ω));
(ii) there exists C > 0 such that
ˆ T
0
ˆ
Ω
|v˜τ |2dρ˜τt dt ≤ C;
(iii) (E˜
τ
)τ>0 is uniformly bounded in M (Q;Rd).
As a consequence, we have that along a subsequence
(iv) sup
t∈[0,T ]
W2(ρ˜
τ
t , ρt)→ 0, as τ ↓ 0,
(v) E˜
τ ?
⇀ E , in M (Q;Rd), as τ ↓ 0,
where ρ is given in Proposition 2.3.7 and E is given in Proposition 2.3.10.
Now, we are ready to prove Theorem 2.3.1.
Proof of Theorem 2.3.1. Let us underline that the main reason for introducing the interpo-
lations (ρ˜τ , E˜
τ
) is that by construction, they satisfy the PDE
∂tρ˜
τ +∇ · E˜τ = 0, in (0, T )× Ω,
ρ˜τ (0, ·) = ρ0, in Ω,
E˜
τ · ~n = 0, on [0, T ]× ∂Ω,
(2.3.32)
in the distributional sense. Then, Lemma 2.3.11 and Proposition 2.3.10 allow us to conclude
that (ρ, p) satisfies (2.3.2) in the distributional sense. Last, from Lemma 2.3.9, we conclude
that (ρ, p) satisfies (2.3.3). The thesis of the theorem follows.
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2.4 Linear diffusion on {ρ < 1} and porous medium type diffusion
on {ρ > 1}
As we will see below, in this section the diffusion coefficients and the diffusion rates are
not necessarily supposed to be the same in the regions {ρ < 1} and {ρ > 1}. Therefore,
a technical difficulty arrises, because of the lack of a simple way (as in (2.3.5)) to derive
the first order necessary optimality conditions for the minimizing movement scheme. To
overcome this issue, instead, we use a particular decomposition for S, which allows us to use
the construction from Section 2.3.
In this section too, we impose Assumption A. If ρ0 /∈ L∞(Ω), we impose additionally
(2.1.8). Furthermore, throughout this section we suppose also the following: S : [0,+∞)→
R satisfies
ρ−1
σ2
≤ S ′′(ρ) in (0, 1) (2.4.1)
for some constant σ2 > σ1 for σ1 given in (2.1.8a). This corresponds to (2.1.7) with m = 1.
A direct consequence of the above assumption is the following result.
Lemma 2.4.1. S : [0,+∞)→ R satisfies
S ′(0+) = −∞ (2.4.2)
Proof. Integrating (2.4.1) from 1
2
to ρ, it holds that
S ′
(
1
2
)
− S ′(ρ) ≥ 1
σ2
(
log
1
2
− log ρ
)
(2.4.3)
As σ2 > 0, we conclude that
S ′(ρ) ≤ S ′
(
1
2
)
− 1
σ2
log
1
2
+
1
σ2
log ρ → −∞ as ρ→ 0+. (2.4.4)
Our main theorem from this section reads as:
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Theorem 2.4.2. Suppose that (2.1.8) and (2.4.1) hold true. For ρ0 ∈ P(Ω) such that
J (ρ0) < +∞, there exists ρ ∈ Lβ(Q) ∩ AC2([0, T ];P(Ω)) for β given in (2.2.29) and
p ∈ L2([0, T ];H1(Ω))∩L∞(Q) with √ρ ∈ L2([0, T ];H1(Ω)) such that (ρ, p) is a weak solution
of 
∂tρ−∆(LS(ρ, p))−∇ · (∇Φρ) = 0, in (0, T )× Ω,
ρ(0, ·) = ρ0, in Ω,
(∇(LS(ρ, p)) +∇Φρ) · ~n = 0, in [0, T ]× ∂Ω,
(2.4.5)
in the sense of distribution. Furthermore, (ρ, p) satisfies for a.e. (t, x) ∈ Q
p(t, x) = S ′(1−) if 0 < ρ(t, x) < 1,
p(t, x) ∈ [S ′(1−),S ′(1+)] if ρ(t, x) = 1,
p(t, x) = S ′(1+) if ρ(t, x) > 1.
(2.4.6)
If in addition ρ0 ∈ L∞(Ω) and Φ satisfies (2.2.4), we can drop (2.1.8) from the statement
and we obtain that ρ ∈ L2([0, T ];H1(Ω)) ∩ L∞(Q).
Let us briefly explain the outline of the proof. First, we define Sa and Sb : [0,+∞)→ R
by
Sa(ρ) :=

S ′(1−)ρ log ρ, for ρ ∈ [0, 1],
S ′(1+)ρ log ρ, for ρ ∈ (1,+∞),
(2.4.7)
and
Sb(ρ) := S(ρ)− Sa(ρ). (2.4.8)
We show the convexity of Sa and twice differentiability of Sb in Lemma 2.4.4. This par-
ticular decomposition will be useful when deriving optimality conditions in our minimizing
movement scheme. Under (2.4.1), we are able to apply similar arguments as the ones in
Section 2.3.
We point out that Lemma 2.4.1 implies the positivity of ρk a.e. (See Lemma A.4.5).
From Theorem 2.2.3 and (2.4.1), ρk satisfies the following lemma.
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Lemma 2.4.3. Let (ρk)
N
k=1 be obtained via the minimizing movement scheme (2.2.3). For
k ∈ {1, . . . , N} and φk ∈ K(ρk, ρk−1) given in Theorem 2.2.3, we have that
ρk =

1, in f−1k ([S ′(1−),S ′(1+)]),
(S ′)−1 ◦ fk, otherwise,
(2.4.9)
where fk := C − φkτ − Φ, and S ′(0+) and S ′(1±) are given in (2.2.1). In particular, ρk is
Lipschitz continuous in Ω and its Lipschitz constant might degenerate when τ ↓ 0.
Proof. 1. As S ′ is strictly increasing function in R+ \ {1} from Assumption A, (2.2.5) implies
that ρk(x) = 1 for x ∈ f−1k ([S ′(1−),S ′(1+)]). Also, as S ′ is invertible in R+ \ {1}, therefore
(2.2.5) implies
ρk(x) = (S ′)−1 ◦ fk(x) for x ∈ f−1k ((−∞,S ′(1−)) ∪ (S ′(1+),+∞)) (2.4.10)
and we conclude (2.4.9).
2. Let us show that ρk is continuous in Ω. Define (̂S ′)−1 : R→ R by
(̂S ′)−1 =

1, in [S ′(1−),S ′(1+)],
(S ′)−1, otherwise.
(2.4.11)
Note that from (2.4.9), we have
ρk = (̂S ′)−1 ◦ fk. (2.4.12)
From the continuity and invertibility of S ′ in R+ \ {1}, we conclude that (̂S ′)−1 is continuous
in R. Furthermore, from Lemma 2.3.5 we know that φk is Lipschitz continuous (and Φ is
Lipschitz contonuous by assumption), therefore fk is Lipschitz continuous. From (2.4.12),
we conclude that ρk is continuous.
Lastly, as S is strictly convex and twice differentiable in R+ \ {1} from Assumption A,
(S ′)−1 is differentiable in (−∞,S ′(1−)) ∪ (S ′(1+),+∞) and on this set we have
((S ′)−1)′ = 1S ′′ ◦ (S ′)−1 . (2.4.13)
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Thus, from (2.4.1) and (2.4.13), we conclude that a.e. in ρ−1k (R+ \ {1}) we can compute
|∇ρk| = |∇fk|S ′′(ρk) ≤ σ2‖ρk‖L
∞(Ω)|∇fk| (2.4.14)
As fk is Lipschitz continuous and ρk is continuous, we conclude that ρk is Lipschitz continuous
in Ω.
The following properties hold for Sa and Sb.
Lemma 2.4.4. Sa is convex and continuous in R+. Also, Sb is continuously differentiable
and S ′b is locally Lipschitz continuous in R+. In particular, we have
Sb(1) = S(1) and S ′b(1) = 0. (2.4.15)
Proof. From convexity of S, it holds that S ′(1−) < S ′(1+) and thus Sa is convex. It is
obviously also continuous by construction.
On the other hand, by the construction in (2.4.7), Sb(ρ) is differentiable on R+ \ {1}.
Let us show that Sb(ρ) is differentiable at ρ = 1. By differentiating (2.4.7) on R+ \ {1}, we
have that
S ′a(ρ) =

S ′(1−)(1 + log ρ), for ρ ∈ (0, 1),
S ′(1+)(1 + log ρ), for ρ ∈ (1,+∞),
(2.4.16)
Therefore, we conclude that
S ′b(1−) = S ′(1−)− S ′a(1−) = 0 and S ′b(1+) = S ′(1+)− S ′a(1+) = 0 (2.4.17)
and Sb is continuously differentiable in R+. As both S ′ and S ′a are locally Lipschitz in
R+ \ {1}, S ′b is also locally Lipschitz continuous in R+ \ {1}. As S ′b is continuous, we conclude
that S ′b is locally Lipschitz continuous in R+. Lastly, Sb(1) = S(1) follows from Sa(1) = 0.
Lemma 2.4.5. Let (ρk)
N
k=1 be obtained via the minimizing movement scheme (2.2.3) and let
(pk)
N
k=1 be constructed in (2.3.4). For k ∈ {1, . . . , N}, we have that
pk(1 + log ρk) + S
′
b(ρk) +
φk
τ
+ Φ = C, a.e. in Ω. (2.4.18)
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Proof. We first note that Lemma 2.4.1 implies that ρk > 0 a.e. in Ω (see also Lemma A.4.5).
From Theorem 2.2.3, we have
pk =

S ′(1−), in ρ−1k ((0, 1)),
C − φk
τ
− Φ, in ρ−1k ({1}),
S ′(1+), in ρ−1k ((1,+∞)).
(2.4.19)
As S ′b(1) = 0, (2.4.18) holds in ρ
−1
k ({1}) by (2.4.19).
Lastly, from (2.4.19), in ρ−1k (R+ \ {1}) we have that
S ′a(ρk) = pk(1 + log ρk). (2.4.20)
As S ′ = S ′a + S ′b in ρ−1k (R+ \ {1}), we conclude (2.4.18) from Proposition 2.2.9.
Remark 2.4.6. As Sb is differentiable, in the previous proof we also used the fact
∂S = ∂Sa + S ′b, (2.4.21)
the proof of which can be found for instance in [Kru03, Corollary 1.12.2].
Similarly as in Section 2.3, we construct piecewise constant and continuous in time inter-
polations (ρτ ,vτ , Eτ ) and (ρ˜τ , v˜τ , E˜τ ). Similarly to Proposition 2.3.7, we can formulate the
following result.
Proposition 2.4.7. (ρτ )τ>0 and (p
τ )τ>0 satisfy the exact same bounds as in Proposition 2.3.7.
Proof. Let us notice first that the uniform boundedness of (pτ )τ>0 in L
∞(Q) follows from
the construction in (2.4.19).
Let us show the other estimates from Proposition 2.3.7. Note that both S ′b and ρk are
locally Lipschitz continuous (as we have shown in Lemma 2.4.4 and Lemma 2.4.3). Thus,
Lemma 2.4.5 implies that
−∇φk
τ
−∇Φ = ∇pk +
(
pk
ρk
+ S ′′b (ρk)
)
∇ρk, a.e. in Ω. (2.4.22)
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By the parallel computation as in (2.3.17), we conclude that
2ρk
|∇φk|2
τ 2
+ 2ρk|∇Φ|2 ≥ |∇pk|2 + ρk
(
pk
ρk
+ S ′′b (ρk)
)2
|∇ρk|2 (2.4.23)
From Lemma 2.4.10 below, we have
ρk
(
pk
ρk
+ S ′′b (ρk)
)2
|∇ρk|2 ≥ 1
σ22ρk
|∇ρk|2 a.e. in Ω. (2.4.24)
The rest of arguments is parallel to Step 3 in Proposition 2.3.7, thus we conclude the
thesis of the proposition.
Corollary 2.4.8. Up to passing to subsequences, the sequences (ρτ )τ>0 and (p
τ )τ>0 converge
in the same sense as in Corollary 2.3.8.
Remark 2.4.9. From (2.4.22), we have
2ρk
|∇φk|2
τ 2
+ 2ρk|∇Φ|2 ≥ |∇(F (ρk, pk))|
2
ρk
, where F (ρ, p) := pρ+ ρS ′b(ρ)− Sb(ρ). (2.4.25)
Then, if ρ0 ∈ L∞(Ω), this observation together with the uniform L∞ bounds on ρτ imply
uniform L2([0, T ];H1(Ω)) bounds on F (ρτ , pτ ).
As the proof of Proposition 2.3.7, we rely on the coarea formula when proving the fol-
lowing result.
Lemma 2.4.10. For (ρk)
N
k=1 and (pk)
N
k=1 given in (2.2.3) and (2.3.4), it holds that
|pk + ρkS ′′b (ρk)||∇ρk| ≥
1
σ2
|∇ρk| a.e. in Ω. (2.4.26)
Proof. If x ∈ {ρk 6= 1}, then (2.4.20) implies that
pk(x)
ρk(x)
+ S ′′b (ρk(x)) = S
′′
a(ρk(x)) + S
′′
b (ρk(x)) = S ′′(ρk(x)). (2.4.27)
From (2.4.1), we conclude
|pk + ρkS ′′b (ρk)| ≥
1
σ2
a.e. in {ρk 6= 1}. (2.4.28)
Recall that as ρk is Lipschitz continuous from Lemma 2.5.6 and thus
∇ρk = 0 a.e. in {ρk = 1}
(see for instance [EG92, Theorem 4.(iv), Section 4.2.2]). Therefore, we conclude (2.4.26).
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Proof of Theorem 2.4.2. As and initial observation, let us remark that by similar arguments
as in Lemma 2.3.11, one obtains the same estimates for the continuous in time interpolations
(ρ˜τ , v˜τ , E˜
τ
), and by passing to the limit as τ ↓ 0, we obtain a continuity equation of the form
∂tρ+∇ · E = 0.
Since the limits of (ρ˜τ , E˜
τ
) and (ρτ , Eτ ) are the same, it remains to identify the limit of the
latter one to get the precise form of our limit equation.
1. From direct computation as in (2.3.27), we obtain that
−Eτ = ρτ∇(S ′b(ρτ ) + pτ (1 + log ρτ )) + ρτ∇Φ = ∇(ρτS ′b(ρτ )− Sb(ρτ ) + Sb(1) + pτρτ ) + ρτ∇Φ
(2.4.29)
From Proposition 2.4.7 and Corollary 2.4.8 we can claim that
∇(ρτS ′b(ρτ )− Sb(ρτ ) + Sb(1) + pτρτ )→ ∇(ρS ′b(ρ)− Sb(ρ) + Sb(1) + pρ), (2.4.30)
as τ ↓ 0 in the sense of distribution. Indeed, using the strong L1(Q) compactness of (ρτ )τ>0
and the weak-? compactness of (pτ )τ>0 in L
∞(Q), we can pass to the limit ρτpτ . Recall that
(ρτ )τ>0 in uniformly bounded in L
β(Q) for β given in (2.2.29). As r < β, Corollary 2.4.8
yields the convergence of (ρτ )τ>0 in L
r(Q). As the growth rate of ρS ′b(ρ) and Sb(ρ) is r, we
conclude that ρτS ′b(ρ
τ )− Sb(ρτ )→ ρS ′b(ρ)− Sb(ρ) in L1(Q) as τ ↓ 0.
2. Let us show that
ρS ′b(ρ)− Sb(ρ) + Sb(1) + pρ = LS(ρ, p), (2.4.31)
By parallel arguments as in Lemma 2.3.9, we conclude that (ρ, p) satisfies (2.4.6). Thus, it
holds that
ρS ′a(ρ)− Sa(ρ) = pρ, a.e. in ρ−1(R+ \ {1}) (2.4.32)
and we conclude (2.4.31) a.e. in ρ−1(R+ \ {1}). From (2.4.30) and (2.4.31), we conclude
(2.4.5).
Furthermore, from Lemma 2.4.4, we obtain that
ρS ′b(ρ)− Sb(ρ) + Sb(1) + pρ = p in ρ−1({1}). (2.4.33)
and we conclude (2.4.31) a.e. in ρ−1({1}).
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2.5 Porous medium type diffusion on {ρ < 1} and general diffusion
on {ρ > 1}
Similarly to the classical porous medium equation, in this section we do not expect solutions
to be fully supported. As in Section 2.3, let us first study an example with a particular
nonlinearity.
2.5.1 Same diffusion exponent
In this subsection, we suppose that S : [0,+∞)→ R is defined by
S(ρ) :=

ρm
m− 1 , for ρ ∈ [0, 1],
2ρm
m− 1 −
1
m− 1 , for ρ ∈ (1,+∞).
(2.5.1)
where m > 1.
Our main theorem in this section can be formulated as follows.
Theorem 2.5.1. For ρ0 ∈ P(Ω) such that J (ρ0) < +∞ and S given in (2.5.1), there
exists ρ ∈ Lβ(Q)∩AC2([0, T ]; (P(Ω),W2)) and p ∈ L2([0, T ];H1(Ω))∩L∞(Q) with ρm− 12 ∈
L2([0, T ];H1(Ω)) such that (ρ, p) is a weak solution of
∂tρ−∆([(m− 1)ρm + 1] pm)−∇ · (∇Φρ) = 0, in (0, T )× Ω,
ρ(0, ·) = ρ0, in Ω,
(∇([(m− 1)ρm + 1] p
m
) +∇Φρ) · ~n = 0, in [0, T ]× ∂Ω,
(2.5.2)
in the sense of distribution. Furthermore, (ρ, p) satisfies
p(t, x) = m
m−1 a.e. in {0 < ρ(t, x) < 1},
p(t, x) ∈ [ m
m−1 ,
2m
m−1
]
a.e. in {ρ(t, x) = 1},
p(t, x) = 2m
m−1 a.e. in {ρ(t, x) > 1}.
(2.5.3)
In addition, if ρ0 ∈ L∞(Ω) and Φ satisfies (2.2.4), then ρ ∈ L∞(Q) and ρm ∈ L2([0, T ];H1(Ω)).
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Let us recall the definition of (ρk)
N
k=1 and (pk)
N
k=1 from (2.2.3) and (2.3.4), respectively.
Let us underline that in the setting of this section due to the structure of the nonlinearity we
typically expect spt(ρk) to be a proper subset of Ω, unlike in the case of Lemma A.4.5 which
was used in Section 2.3 and Section 2.4. For this reason, we expect the Lipschitz continuity
of ρm−1k instead of ρk.
Lemma 2.5.2. For all k ∈ {1, . . . , N}, there exists C ∈ R such that
ρm−1k pk =
(
C − φk
τ
− Φ
)
+
a.e. (2.5.4)
In particular, pk and ρ
m−1
k are Lipschitz continuous. Here, φk is given in Theorem 2.2.3.
Proof. Note that
∂S(ρ) =

m
m−1ρ
m−1 for 0 < ρ < 1,[
m
m−1 ,
2m
m−1
]
for ρ = 1,
2m
m−1ρ
m−1 for ρ > 1.
and pk =

m
m−1 in ρ
−1
k ([0, 1)),
C − φk
τ
− Φ in ρ−1k ({1}),
2m
m−1 in ρ
−1
k ((1,+∞)).
a.e.
(2.5.5)
for pk given in (2.3.4). Then, Theorem 2.2.14 implies that
ρm−1k pk +
φk
τ
+ Φ = C a.e. on spt(ρk) (2.5.6)
for some constant C ∈ R.
Moreover, if ρk = 0 a.e. on some set A ⊂ Ω, then Theorem 2.2.14 and S ′(0+) = 0 from
(2.5.5) imply that
C − φk
τ
− Φ ≤ 0 a.e. in A, (2.5.7)
and we conclude (2.5.4).
Next, recall that φk is Lipschitz continuous (as shown in Lemma 2.3.5). From this and
(2.5.5), we conclude that pk and
(
C − φk
τ
− Φ
)
+
are Lipschitz continuous as well. As pk
is Lipschitz continuous and has a positive lower bound m
m−1 (from (2.5.5) and (2.2.5)), we
conclude that ρm−1k is also Lipschitz continuous.
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Lemma 2.5.3. Let (ρτ )τ>0, (p
τ )τ>0 stand for the piecewise constant interpolations given in
(2.3.9) and (2.3.4), respectively. Then ((ρτ )m−
1
2 )τ>0 and (p
τ )τ>0 are uniformly bounded in
L2([0, T ];H1(Ω)).
Proof. From Lemma 2.5.2, it holds that
I1 := −ρ
1
2
k∇Φ− ρ
1
2
k
∇φk
τ
= ρ
1
2
k∇(ρm−1k pk) a.e. (2.5.8)
As pk and ρ
m−1
k are Lipschitz continuous from Lemma 2.5.2, we have
I1 = ρ
1
2
k pk∇(ρm−1k ) + ρ
m− 1
2
k ∇pk a.e. on spt(ρk). (2.5.9)
Furthermore, since we have the Lipschitz continuity of ρm−1k and (2.5.5), we apply the parallel
argument in the proof of Proposition 2.3.7 and conclude that
(ρ
m− 1
2
k − 1)∇pk = 0 and ∇(ρm−1k ) · ∇pk = 0 a.e. on Ω (2.5.10)
From (2.5.9) and (2.5.10), we have that
I21 = p2k|ρ
1
2
k∇(ρm−1k )|2 + |∇pk|2 a.e. on spt(ρk). (2.5.11)
As pk ≥ mm−1 a.e. in Ω as in (2.5.5), we conclude that
I21 ≥
(
m
m− 1
)2
|ρ
1
2
k∇(ρm−1k )|2 + |∇pk|2 a.e. on spt(ρk). (2.5.12)
From (2.5.10) it holds also that ∇pk = 0 a.e. on spt(ρk)c = {ρk = 0}. Furthermore, as
ρm−1k is Lipschitz continuous (see Lemma 2.5.2), we have
ρ
1
2
k∇(ρm−1k ) = 0 a.e. on spt(ρk)c. (2.5.13)
Therefore, (2.5.12) holds a.e. on Ω.
On the other hand, applying Lemma 2.3.6, it holds that
ˆ T
0
ˆ
Ω
I21 dxdt ≤ 2 (J (ρ0)− inf J ) + TL d(Ω)‖∇Φ‖L∞ (2.5.14)
As ρ
1
2
k∇(ρm−1k ) = m−1m− 1
2
∇(ρm−
1
2
k ) and (ρ
τ )τ>0 is uniformly bounded in L
β(Q) (with β > m −
1/2, see Lemma 2.2.11) we conclude that ((ρτ )m−
1
2 )τ>0 and (p
τ )τ>0 are uniformly bounded
in L2([0, T ];H1(Ω)) (since (pτ )τ>0 is also uniformly bounded) and therefore we conclude.
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As a consequence of Lemma 2.5.3 and Lemma A.6.2, we have the following convergence.
Corollary 2.5.4. Let (ρτ )τ>0 and (p
τ )τ>0 be as in the previous lemma. Then, there exists
ρ ∈ Lm(Q) and p ∈ L2([0, T ];H1(Ω)) with ρm− 12 ∈ L2([0, T ];H1(Ω)), such that
ρτ → ρ in Lm(Q), as τ ↓ 0, (2.5.15)
and
pτ ⇀ p in L2([0, T ];H1(Ω)), as τ ↓ 0. (2.5.16)
along a subsequence.
Proof of Theorem 2.5.1. Note that (2.5.5) implies (2.5.3) for (ρτ , pτ ). Then, a similar argu-
ment as the one in Lemma 2.3.9 together with the convergence results from Corollary 2.5.4
reveals that (ρ, p) satisfies (2.5.3).
Furthermore, from Lemma 2.5.2, we can write that
Eτ = ρτvτ = −ρτ∇((ρτ )m−1pτ )−∇Φρτ = −{(m− 1)pτ (ρτ )m−1∇ρτ + (ρτ )m∇pτ}−∇Φρτ
(2.5.17)
Note that (2.5.5) implies
((ρτ )m − 1)∇pτ = 0 a.e. (2.5.18)
From (2.5.18), we conclude that
(m− 1)pτ (ρτ )m−1∇ρτ + (ρτ )m∇pτ = (m− 1)pτ (ρτ )m−1∇ρτ + 1
m
{(m− 1)(ρτ )m + 1}∇pτ ,
(2.5.19)
=
1
m
∇ ([(m− 1)(ρτ )m + 1]pτ ) (2.5.20)
As described in Proposition 2.3.10, up to passing to a subsequence and using the weak-
? convergence of (pτ )τ>0 in L
∞(Q) and strong convergence of ((ρτ )m)τ>0 in L1(Q) from
Corollary 2.5.4, we conclude that (Eτ )τ>0 converges to
E := − 1
m
∇ ([(m− 1)ρm + 1]p)−∇Φρ (2.5.21)
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in D ′(Q;Rd), as τ ↓ 0 where (ρ, p) is given in Corollary 2.5.4. The rest of argument is parallel
to the proof of Theorem 2.3.1.
A last remark is that if ρ0 ∈ L∞(Ω), then clearly ρ ∈ L∞(Q) and thus ρm ∈ L2([0, T ];H1(Ω)).
2.5.2 General cases
In this subsection, we suppose that Assumption A and (2.1.7) hold for some r ≥ 1 and
S : [0,+∞)→ R satisfies (2.1.8) for some m > 1 and a constant σ2 > 0,
ρm−2
σ2
< S ′′(ρ) for all ρ ∈ (0, 1). (2.5.22)
Note that S can be any function satisfying the assumptions, and in particular in the case of
r = 1, S behaves as the logarithmic entropy when ρ > 1.
Our main theorem from this section reads as:
Theorem 2.5.5. Suppose that (2.1.8), (2.5.22) and
m < r +
β
2
(2.5.23)
hold true for β given in (2.2.29). For ρ0 ∈ P(Ω) such that J (ρ0) < +∞, there exists
ρ ∈ Lβ(Q) and p ∈ L2([0, T ];H1(Ω)) ∩ L∞(Q) such that (ρ, p) is a weak solution of

∂tρ−∆(LS(ρ, p))−∇ · (∇Φρ) = 0, in (0, T )× Ω,
ρ(0, ·) = ρ0, in Ω,
(∇(LS(ρ, p)) +∇Φρ) · ~n = 0, in [0, T ]× ∂Ω,
(2.5.24)
in the sense of distribution. Furthermore, (ρ, p) satisfies
p(t, x) = S ′(1−) if 0 ≤ ρ(t, x) < 1,
p(t, x) ∈ [S ′(1−),S ′(1+)] if ρ(t, x) = 1,
p(t, x) = S ′(1+) if ρ(t, x) > 1.
(2.5.25)
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Here, LS is given in (2.1.5). In particular,
ρm−
1
2 ∈ L2([0, T ];H1(Ω)) if m ≤ r and ρm− 12 ∈ Lq([0, T ];W 1,q(Ω)) if r < m < r + β
2
(2.5.26)
for q ∈ (1, 2) given in (2.5.55). If in addition ρ0 ∈ L∞(Ω) and Φ satisfies (2.2.4), we
can drop (2.1.8) and (2.5.23) from the statement and we obtain ρ ∈ L∞(Q) and ρm ∈
L2([0, T ];H1(Ω)).
First, using similar ideas as in Section 2.4, we choose a constant l such that
1 < l < β (2.5.27)
for β given in (2.2.29) and split the function S into Sa and Sb : [0,+∞)→ R defined by
Sa(ρ) :=

S′(1−)(ρl−1)
l
, for ρ ≤ 1,
S′(1+)(ρl−1)
l
, for ρ > 1,
(2.5.28)
and
Sb(ρ) := S(ρ)− Sa(ρ). (2.5.29)
Note that S ′(1+) > S ′(1−). Then, as shown in Lemma 2.4.4, we conclude that Sa is convex
and continuous in [0,+∞). Also, Sb is continuously differentiable and S ′b is locally Lipschitz
continuous in [0,+∞).
Let us recall the definition of (ρk)
N
k=1 and (pk)
N
k=1 from (2.2.3) and (2.3.4). Also, recall
the definition of φk given in Theorem 2.2.3.
Lemma 2.5.6. For all k ∈ {1, . . . , N}, there exists C ∈ R such that
ρl−1k pk + S
′
b(ρk) =
(
C − φk
τ
− Φ
)
+
a.e. (2.5.30)
In particular, pk and ρ
m−1
k are Lipschitz continuous in Ω. Also, ρk is locally Lipschitz
continuous in spt(ρk).
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Proof. First we notice that φk is Lipschitz continuous (cf. Lemma 2.3.5), pk and fk :=
C− φk
τ
−Φ are Lipschitz continuous. Furthermore, (2.5.30) follows from the parallel argument
in the proof of Lemma 2.5.2.
Next, let us show that ρm−1k is Lipschitz continuous. From (2.5.30), it holds that for
ρk =

1 in f−1k [S
′(1−), S ′(1+)],
(S ′)−1(fk) otherwise.
a.e. (2.5.31)
As fk are continuous, ρk is continuous on each regions,
f−1k [S
′(1−), S ′(1+)], f−1k (−∞, S ′(1−)) and f−1k (S ′(1+),+∞). (2.5.32)
Let us show that ρk is continuous on the boundary between two regions. By the continuity
of fk, it holds that
fk =

S ′(1−) in ∂f−1k (−∞, S ′(1−)) ∩ ∂f−1k [S ′(1−), S ′(1+)],
S ′(1+) in ∂f−1k (S
′(1+),+∞) ∩ ∂f−1k [S ′(1−), S ′(1+)].
(2.5.33)
As (S ′)−1(S ′(1−)) = (S ′)−1(S ′(1+)) = 1, (2.5.31) and (2.5.33) show the continuity of ρk on
the boundary between two regions in (2.5.32). Thus, we conclude that ρk is continuous in Ω
Furthermore, as S is strictly convex, S ′ is invertible in (1,+∞). From (2.4.14), it holds
that
|∇(ρk)m−1| = (m− 1)ρm−2k |∇ρk| = (m− 1)ρm−2k
|∇fk|
S ′′(ρk)
a.e. in spt(ρk). (2.5.34)
From (2.5.22), we have
|∇(ρk)m−1| ≤ σ2(m− 1)|∇fk| a.e. in {x ∈ Ω : 0 < ρk < 1} (2.5.35)
and from the assumption (2.1.8a)
|∇(ρk)m−1| ≤ σ1(m− 1)|∇fk|ρm−rk ≤ σ1(m− 1)|∇fk|max{‖ρk‖m−rL∞(Ω), 1} (2.5.36)
a.e. in {x ∈ Ω : ρk > 1}. Therefore, we conclude that ρm−1k is Lipschitz continuous in Ω.
Lastly, the following identity
|∇ρk| = 1
(m− 1)ρm−2k
|∇(ρk)m−1| a.e. in spt(ρk) (2.5.37)
shows that ρk is locally Lipschitz continuous in spt(ρk).
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Proposition 2.5.7. Let (ρτ )τ>0, (p
τ )τ>0 stand for the piecewise constant interpolations given
in (2.3.9) and (2.3.4), respectively. Then, (pτ )τ>0 is uniformly bounded in L
2([0, T ];H1(Ω)).
(1) If r ≥ m, then ((ρτ )m− 12 )τ>0 is uniformly bounded in L2([0, T ];H1(Ω)).
(2) If r < m < r + β
2
, then ((ρτ )m−
1
2 )τ>0 is uniformly bounded in L
q([0, T ];W 1,q(Ω)) for
some q ∈ (1, 2).
(3) If in addition ρ0 ∈ L∞(Ω) and Φ satisfies (2.2.4), then ((ρτ )m)τ>0 is also uniformly
bounded in L2([0, T ];H1(Ω)) for any m > 1 and r ≥ 1.
Proof. From Lemma 2.5.6, it holds that
I1 := −ρ
1
2
k
∇φk
τ
− ρ
1
2
k∇Φ = ρ
1
2
k∇(ρl−1k pk + S ′b(ρk)) a.e. (2.5.38)
We follow the very same steps and in the proof of Lemma 2.5.2 (where we also use (2.5.9)
and (2.5.10)). Therefore, we have
I1 = l − 1
m− 1ρ
l−m+ 1
2
k pk∇(ρm−1k ) + ρ
l− 1
2
k ∇pk + ρ
1
2
k∇(S ′b(ρk)) a.e. on spt(ρk). (2.5.39)
Note that
ρ
1
2
k∇(S ′b(ρk)) =
1
m− 1ρ
5
2
−m
k S
′′
b (ρk)∇(ρm−1k ) a.e. on spt(ρk) (2.5.40)
From (2.5.39) and (2.5.40), it holds that
I1 = 1
(m− 1)ρm−2k
(
(l − 1)ρl−2k pk + S ′′b (ρk)
)
ρ
1
2
k∇(ρm−1k ) + ρ
l− 1
2
k ∇pk a.e. on spt(ρk).
(2.5.41)
We can apply (2.5.10) and conclude (since ∇pk = 0 a.e. in {ρk 6= 1}) that
I21 =
1
(m− 1)2ρ2m−4k
(
(l − 1)ρl−2k pk + S ′′b (ρk)
)2
ρk|∇(ρm−1k )|2 + |∇pk|2 a.e. on spt(ρk)
(2.5.42)
(1) If r ≥ m, then Lemma 2.5.8 below implies
I21 ≥
σ23
(m− 1)2 |∇(ρ
m− 1
2
k )|2 + |∇pk|2 a.e. on spt(ρk). (2.5.43)
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for σ3 given in (2.5.47). By the parallel argument in Lemma 2.5.3, we conclude the uniform
bound in L2([0, T ];H1(Ω)).
(2) If r < m < r+ β
2
, then Lemma 2.5.9 below yields the uniform bound of (∇(ρτ )m− 12 )τ>0
in Lq(Q) for q given in (2.5.55). On the other hand, as 2r − 1 ≤ β, it holds that(
m− 1
2
)
q =
m− 1
2
m−r
β
+ 1
2
= β
2m− 1
2m− 2r + β ≤ β, (2.5.44)
As ρτ is uniformly bounded in Lβ(Q) from Lemma 2.2.13, (ρτ )m−
1
2 is uniformly bounded in
Lq(Q).
(3) From Lemma 2.5.10, we conclude that
I21 ≥
σ24
(m− 1)2 |∇(ρ
m
k )|2 + |∇pk|2 a.e. on spt(ρk). (2.5.45)
The same argument as before yields that ((ρτ )m)τ>0 is uniformly bounded in L
2([0, T ];H1(Ω)).
Lemma 2.5.8. Let us suppose that we are in the setting of Proposition 2.5.7. If r ≥ m, it
holds that ∣∣∣∣ 1ρm−2k ((l − 1)ρl−2k pk + S ′′b (ρk))
∣∣∣∣ ρ 12k |∇(ρm−1k )| ≥ σ3|∇(ρm−1/2k )|, (2.5.46)
where
σ3 :=
m− 1
m− 1
2
min
{
1
σ1
,
1
σ2
}
. (2.5.47)
Proof. We claim that∣∣∣∣ 1ρm−2k ((l − 1)ρl−2k pk + S ′′b (ρk))
∣∣∣∣ ≥ min{ 1σ1 , 1σ2
}
in {ρk 6= 1} (2.5.48)
Recall that
S ′′a(ρk) =

(l − 1)S ′(1−)ρl−2k if ρk < 1,
(l − 1)S ′(1+)ρl−2k if ρk > 1,
(2.5.49)
and thus by the definition of pk (see (2.3.4)) we have
(l − 1)ρl−2k pk + S ′′b (ρk) = S ′′a(ρk) + S ′′b (ρk) = S ′′(ρk) a.e. in {ρk 6= 1} (2.5.50)
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Thus, (2.5.22) implies that
S ′′(ρk)
ρm−2k
≥ 1
σ2
a.e. in {0 < ρk < 1}. (2.5.51)
Furthermore, as r ≥ m, (2.1.8a) implies
S ′′(ρk)
ρm−2k
≥ ρ
r−m
k
σ1
≥ 1
σ1
a.e. in {ρk > 1}. (2.5.52)
and we conclude (2.5.48).
Recall that ρm−1k is Lipschitz continuous from Lemma 2.5.6. Thus, we have
∇(ρm−1k ) = 0 a.e. in {ρk = 1} (2.5.53)
(see for instance [EG92, Theorem 4(iv), Section 4.2.2]). As ρ
1
2
k∇(ρm−1k ) = m−1m− 1
2
∇(ρm−
1
2
k ),
(2.5.46) follows from (2.5.48) and (2.5.53).
Lemma 2.5.9. Let us suppose that we are in the setting of Proposition 2.5.7. If r < m <
r + β
2
, then∥∥∥∥ 1ρm−2k ((l − 1)ρl−2k pk + S ′′b (ρk)) |∇(ρm−
1
2
k )|
∥∥∥∥
L2(Ω)
≥ C‖∇(ρm−
1
2
k )‖Lq(Ω) (2.5.54)
for some q ∈ (1, 2) and a constant C > 0.
Proof. From the relation between r and m, the constant q defined by
q :=
1
m−r
β
+ 1
2
(2.5.55)
is in the interval (1, 2). As shown in (2.5.50), it holds that
I2 := 1
ρm−2k
(
(l − 1)ρl−2k pk + S ′′b (ρk)
) |∇(ρm− 12k )| = S ′′(ρk)ρm−2k |∇(ρm−
1
2
k )| a.e. in {ρk 6= 1}
(2.5.56)
In {0 < ρk < 1}, (2.5.51) implies that
‖I2‖L2({0<ρk<1}) ≥
1
σ2
∥∥∥∇(ρm− 12k )∥∥∥
L2({0<ρk<1})
(2.5.57)
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for σ2 given in (2.5.22). As q ∈ (1, 2) and the domain is compact, the Ho¨lder inequality
yields that
‖I2‖L2({0<ρk<1}) ≥
|Ω| 12− 1q
σ2
‖∇(ρm−
1
2
k )‖Lq({0<ρk<1}). (2.5.58)
Next, we claim that
‖I2‖L2({ρk>1}) ≥ C‖∇(ρ
m− 1
2
k )‖Lq({ρk>1)} (2.5.59)
for some constant C > 0.
From (2.1.8a) and (2.5.56), it holds that
‖I2‖L2({ρk>1}) =
∥∥∥ρ2−mk S ′′(ρk)∇(ρm− 12k )∥∥∥
L2({ρk>1})
≥ 1
σ1
∥∥∥ρr−mk ∇(ρm− 12k )∥∥∥
L2({ρk>1})
(2.5.60)
On the other hand, as
1
2
+
m− r
β
=
1
q
,
the Ho¨lder inequality yields that∥∥∥ρr−mk ∇(ρm− 12k )∥∥∥
L2({ρk>1})
‖ρm−rk ‖
L
β
m−r ({ρk>1)}
≥ ‖∇(ρm−
1
2
k )‖Lq({ρk>1)} (2.5.61)
As ρk is uniformly bounded in L
β(Ω) from Lemma 2.2.11, ρm−rk is uniformly bounded in
L
β
m−r (Ω). From (2.5.60) and (2.5.61), we conclude (2.5.59).
Lastly, as (2.5.53) holds true, (2.5.54) follows from (2.5.58) and (2.5.59).
Lemma 2.5.10. Let us suppose that we are in the setting of Proposition 2.5.7. If ρ0 ∈ L∞(Ω)
and Φ satisfies (2.2.4), then it holds that∣∣∣∣ 1ρm−2k ((l − 1)ρl−2k pk + S ′′b (ρk))
∣∣∣∣ ρ 12k |∇(ρm−1k )| ≥ σ4|∇(ρmk )|, (2.5.62)
where
σ4 :=
m− 1
m
min
{
1
σ1
,
1
σ2
}
min
{(‖ρ0‖L∞edT‖∆Φ‖L∞)− 12 , (‖ρ0‖L∞edT‖∆Φ‖L∞)r−m− 12} .
(2.5.63)
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Proof. Recall from Lemma 2.2.1 that if ρ0 ∈ L∞(Ω), then we have
‖ρk‖L∞ ≤ ‖ρ0‖L∞edT‖∆Φ‖L∞ =: C. (2.5.64)
On the other hand, from (2.5.50) and ∇(ρm−1k ) = m−1m ∇(ρmk ), it holds that
I3 := 1
ρm−2k
(
(l − 1)ρl−2k pk + S ′′b (ρk)
)
ρ
1
2
k∇(ρm−1k ) =
m− 1
m
S ′′(ρk)
ρ
m− 3
2
k
∇(ρmk ) a.e. in {ρk 6= 1}.
(2.5.65)
Then, (2.5.51) and (2.5.64) yield that
|I3| ≥ m− 1
mσ2
ρ
− 1
2
k |∇(ρmk )| ≥
m− 1
mσ2
C−
1
2 |∇(ρmk )| a.e. in {0 < ρk < 1}. (2.5.66)
Furthermore, (2.1.8b) and (2.5.64) imply that
|I3| ≥ m− 1
mσ1
ρ
r−m− 1
2
k |∇(ρmk )| ≥
m− 1
mσ1
C−
1
2 min{Cr−m, 1}|∇(ρmk )| a.e. in {ρk > 1}.
(2.5.67)
Lastly, as (2.5.53) holds, (2.5.62) follows from (2.5.66) and (2.5.67).
Corollary 2.5.11. Let (ρτ )τ>0 and (p
τ )τ>0 be as in the previous proposition and (2.5.23)
hold. There exists ρ ∈ Lβ(Q) and p ∈ L2([0, T ];H1(Ω)) such that
ρτ → ρ in Ls(Q), as τ ↓ 0, (2.5.68)
and
pτ ⇀ p in L2([0, T ];H1(Ω)), as τ ↓ 0. (2.5.69)
along a subsequence for any s ∈ (0, β) and β given in (2.2.29).
Proof. Recall that Lemma 2.2.13 yields that (ρτ )τ>0 is uniformly bounded in L
β(Q). In
both cases r ≥ m and r < m < r + β
2
, Lemma A.6.2 and Proposition 2.5.7 yield (ρτ )τ>0 is
precompact in Ls(Q) for any s ∈ (0, β).
Indeed, first, we consider the case r < m < r + β
2
. We apply Proposition 2.5.7(2) and
Lemma A.6.2(1) to conclude that (ρτ )τ>0 converges to ρ in L
(m− 12)q∗(Q) along a subse-
quence, where q∗ := qd
d−q and q ∈ (1, 2) is given in Proposition 2.5.7(2). Note that a direct
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computation shows that
q∗ =
2r − 1
2m− 1
2d
d− 2 =
β
m− 1/2 . (2.5.70)
By a similar argument, we conclude the strong convergence of (ρτ )τ>0 in L
s(Q) along a
subsequence, also in the case when r ≥ m.
Proof of Theorem 2.5.5. Note that by the direct computation as in (2.5.20) and (2.4.29), we
have
−Eτ = −ρτvτ = ρτ∇((ρτ )l−1pτ + S ′b(ρτ )) + ρτ∇Φ, (2.5.71)
= ∇
(
1
l
((l − 1)(ρτ )l + 1)pτ + ρτS ′b(ρτ )− Sb(ρτ ) + Sb(1)
)
+ ρτ∇Φ (2.5.72)
Then, we have −Eτ = ∇LS(ρτ , pτ ) + ρτ∇Φ for LS given in (2.1.5). Since l, r < β from
(2.5.23), Corollary 2.5.11 yields that (ρτ )l, ρτS ′b(ρ
τ ) and Sb(ρ
τ ) converge in L1(Q) as τ ↓ 0.
As pτ is uniformly bounded, we conclude that
−Eτ → ∇
(
1
l
((l − 1)ρl + 1)pτ + ρS ′b(ρ)− Sb(ρ) + Sb(1)
)
+ ρ∇Φ, as τ → 0 (2.5.73)
along a subsequence in D ′(Q;Rd). Note that we have ρ ∈ Lβ from the uniform boundedness
in Lemma 2.2.13 and p ∈ L2([0, T ];H1(Ω)) ∩ L∞(Q) from Proposition 2.5.7. As
LS(ρ, p) =
1
l
((l − 1)ρl + 1)pτ + ρS ′b(ρ)− Sb(ρ) + Sb(1) (2.5.74)
for LS given in (2.1.5), we conclude that (ρ, p) satisfies (2.5.24). The rest of argument is
parallel to Theorem 2.4.2.
2.6 Uniqueness via an L1-contraction
We construct an L1 contraction result, inspired by [DM16, Section 3] and [Vaz07, Theorem
6.5]. In particular, this will imply the uniqueness of the solution of (2.4.5)-(2.4.6) and
(2.5.24)-(2.5.25). Let us underline the fact that because of the generality of the previous two
problems, on the one hand, the techniques from [DM16, Section 3] do not apply directly.
On the other hand, because of the presence of the critical regimes {ρi = 1}, i = 1, 2, the
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construction from [Vaz07, Theorem 6.5] does not apply directly either. Therefore, we develop
a careful combination of these two approaches to be able to provide an L1-contraction for
all the systems considered previously, with general initial data.
Theorem 2.6.1. Let (ρ1, p1), (ρ2, p2) be solutions to (2.1.4)-(2.1.6) with initial conditions
ρ10, ρ
2
0 ∈ P(Ω) such that J (ρi0) < +∞, i = 1, 2. Suppose that LS(ρi, pi) ∈ L2(Q), i = 1, 2
(or equivalently ρi ∈ L2r(Q), i = 1, 2). Then we have
‖ρ1t − ρ2t‖L1(Ω) ≤ ‖ρ10 − ρ20‖L1(Ω), L 1 − a.e. t ∈ [0, T ].
Remark 2.6.2. It worth noticing that the assumption LS(ρ
i, pi) ∈ L2(Q), i = 1, 2 in the
statement of the previous theorem seems quite natural in the setting of L1-type contractions
for porous medium equations (see [Vaz07]). In our setting, because of the Lβ(Q) estimates
on ρi (where β is defined in (2.2.29)) and because of the Lr-type growth condition on LS
at +∞, this assumption is fulfilled already if β ≥ 2r. In the same time, no assumption is
needed if the initial data is in L∞(Ω), since in that case L∞ estimates hold true for ρit for
a.e. t ∈ [0, T ] (see Lemma 2.2.1).
Proof. Let (ρ1, p1) and (ρ2, p2) be two solutions to (2.1.4)-(2.1.6) with initial data ρ10 and ρ
2
0
respectively. Let ϕ ∈ C2c ((0, T ]× Ω) and using the notation
I(ϕ, t) :=
ˆ
Ω
ϕt
(
ρ1t − ρ2t
)
dx
we compute
d
dt
I(ϕ, t) =
ˆ
Ω
∂tϕ(ρ
1 − ρ2) + ϕ∂t(ρ1 − ρ2)dx
Now, using the equation (2.4.5) and by integrating the above expression on (0, t), we get
I(ϕ, t) = I(ϕ, 0) +
ˆ t
0
ˆ
Ω
∂sϕ(ρ
1 − ρ2) + ∆ϕ(LS(ρ1, p1)− LS(ρ2, p2))−∇ϕ · ∇Φ(ρ1 − ρ2)dxds
(2.6.1)
= I(ϕ, 0) +
ˆ t
0
ˆ
Ω
(LS(ρ1, p1)− LS(ρ2, p2)) [A∂sϕ+ ∆ϕ− A∇Φ · ∇ϕ] dxds,
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where we use the notation
A :=
ρ1 − ρ2
LS(ρ1, p1)− LS(ρ2, p2) , (2.6.2)
with the convention A = 0, when LS(ρ1, p1) = LS(ρ2, p2). Note that Lemma 2.6.3 below
implies that if LS(ρ1, p1) = LS(ρ2, p2) a.e., then ρ1 = ρ2 and p1 = p2 a.e. Furthermore, on
this very particular set actually there is no contribution in the integral on the right hand
side of (2.6.1), so it is meaningful to set A = 0 there. Also, because of the monotonicity
property of the operator LS (see Lemma 2.6.3), we have that A ≥ 0 a.e. in Q.
Similarly to the arguments from [DM16, Section 3], for ζ : Ω→ R smooth with |ζ| ≤ 1,
we consider the dual backward equation as
A∂tϕ+ ∆ϕ− A∇Φ · ∇ϕ = 0, in (0, T )× Ω,
∇ϕ · ~n = 0, on (0, T )× ∂Ω,
ϕ(T, ·) = ζ, in Ω.
(2.6.3)
Let us notice that if we are able to construct a suitable (weak) solution ϕ to (2.6.3), for
which the computations in (2.6.1) remain valid, we can deduce the L1-contraction result,
after optimizing w.r.t. ζ. In general one cannot hope for smoothness of A, and so (2.6.3) is
degenerate. Therefore, we introduce suitable approximations which will allow to construct
smooth test function.
Let us define two Borel sets
E1 := {ρ1 ≥ 1/2} ∪ {ρ2 ≥ 1/2}
and E2 := Q\E1. We suppose that both sets E1 and E2 have positive measures w.r.t. L d+1,
otherwise we simply do not consider the negligible one in the consideration below. First, by
Lemma 2.6.4, we have that A E1 is bounded. Second we have the following
Claim. A−1 E2 ∈ L2(E2).
Proof of the claim. Let us notice that we can write
E2 =
({ρ1 < 1/2} ∩ {ρ2 ≥ 1/2}) ∪ ({ρ1 ≥ 1/2} ∩ {ρ2 < 1/2}) ∪ ({ρ1 < 1/2} ∩ {ρ2 < 1/2})
:= E12 ∪ E22 ∪ E32 .
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We further decompose E12 := ({ρ1 < 1/2} ∩ {1/2 ≤ ρ2 < 1}) ∪ ({ρ1 < 1/2} ∩ {ρ2 ≥ 1}) =:
E111 ∪ E121 . For a.e. q ∈ E111 we have
A−1(q) =
LS(ρ
1(q), p1(q))− LS(ρ2(q), p2(q))
ρ1(q)− ρ2(q) = ρ˜(q)S
′′(ρ˜(q))
where ρ˜(q) is between ρ1(q) and ρ2(q). Since restricted to E111 both ρ
1 and ρ2 are bounded
by 1, we have that A−1 E111 ∈ L∞(E111 ).
For a.e. q ∈ E121 we have
A−1(q) =
LS(ρ
1(q), p1(q))− LS(ρ2(q), p2(q))
ρ1(q)− ρ2(q) ≤ 2|LS(ρ
1(q), p1(q))− LS(ρ2(q), p2(q))|,
since restricted to this set |ρ1(q) − ρ2(q)| ≥ 1/2 a.e. Therefore, by our assumption on
LS(ρ
i, pi) we have that A−1 E122 ∈ L2(E122 ). Therefore, A−1 E11 ∈ L2(E12)
Similarly, we can draw the same conclusion in the case of E22 , and so A
−1 E22 ∈ L2(E22).
For a.e. q ∈ E32 , we conclude similarly as in the case of E112 , i.e. we have that
A−1(q) =
LS(ρ
1(q), p1(q))− LS(ρ2(q), p2(q))
ρ1(q)− ρ2(q) = ρ˜(q)S
′′(ρ˜(q)),
where ρ˜(q) is between ρ1(q) and ρ2(q). Since restricted to E32 both ρ
1 and ρ2 are bounded
by 1/2, we have that A−1 E32 ∈ L∞(E32).
Therefore, combining all the previous arguments, one obtains that A−1 E2 ∈ L2(E2),
and the claim follows.
Let ε > 0 and let K1 := ‖A1E1‖L∞(Q). Let Aε1 := max{ε, A1E1}. Then, we have
ε ≤ Aε1 ≤ K1 and ‖Aε1 − A1E1‖L∞(Q) ≤ ε. In the same time, for 0 < δ ≤ K given, let
Aε2 = A
ε
2(δ,K) be smooth such that δ ≤ (Aε2)−1 ≤ K and
(Aε2)
−1 → [(A1E2)−1]δ,K strongly in Lq(E2), as ε ↓ 0, (2.6.4)
for any q ∈ [1,+∞) and in particular, A−1ε ?⇀ [(A1E2)−1]δ,K weakly-? in L∞(E2) as ε ↓ 0.
Here, for a nonnegative function f : Q→ [0,+∞) we use the notation fδ,K := min{max{f, δ}, K}.
Now, let us define Aε : Q→ [0,+∞) as
Aε :=
 A
ε
1, a.e in E1,
Aε2, a.e. in E2.
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By construction min{ε; 1/K} ≤ Aε ≤ max{K1, 1/δ}. For θ > 0 let Aθ (which depends also
on ε, δ and K) be a smooth approximation of Aε such that
min{ε; 1/K} ≤ Aθ ≤ max{K1, 1/δ}, in Q; (2.6.5)
ε ≤ Aθ ≤ K1, a.e. in E1;
1/K ≤ Aθ ≤ 1/δ, a.e. in E2;
and Aθ → Aε strongly in Lq(Q) for any q ∈ [1,+∞) and in particular
Aθ
?
⇀ Aε weakly− ? in L∞(Q), as θ ↓ 0. (2.6.6)
Moreover, we have
A−1θ → [(A1E2)−1]δ,K in Lq(E2), ∀ q ∈ [1,+∞) and A−1θ ?⇀ [(A1E2)−1]δ,K in L∞(E2), as max{θ, ε} ↓ 0.
(2.6.7)
To check this last claim, we argue as follows:
‖A−1θ − [(A1E2)−1]δ,K‖Lq(E2) ≤ ‖A−1θ − (Aε2)−1‖Lq(E2) + ‖(Aε2)−1 − [(A1E2)−1]δ,K‖Lq(E2)
= ‖(Aθ − Aε2)/(AθAε2)‖Lq(E2) + ‖(Aε2)−1 − [(A1E2)−1]δ,K‖Lq(E2)
≤ K2‖Aθ − Aε2‖Lq(E2) + ‖(Aε2)−1 − [(A1E2)−1]δ,K‖Lq(E2) → 0,
as max{θ, ε} ↓ 0, by the construction of Aθ and Aε2. We conclude similarly about the weak-?
convergence as well.
Since Φ ∈ W 1,∞(Ω), we consider a smooth approximation of it, (Φθ)θ>0 such that ∇Φθ →
∇Φ, as θ ↓ 0, strongly in L2r′(Ω).
Let us consider the regularized dual equation which reads as
∂tϕθ + (1/Aθ)∆ϕθ −∇Φθ · ∇ϕθ = 0, in (0, T )× Ω,
∇ϕθ · ~n = 0, on (0, T )× ∂Ω,
ϕθ(T, ·) = ζ, in Ω.
(2.6.8)
Let ϕθ be the smooth solution of (2.6.8), when the coefficient function is Aθ and we use
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this in (2.6.1) as
I(ϕθ, T )− I(ϕθ, 0) =
ˆ T
0
ˆ
Ω
∂sϕθ(ρ
1 − ρ2) + ∆ϕθ(LS(ρ1, p1)− LS(ρ2, p2))−∇ϕθ · ∇Φ(ρ1 − ρ2)dxds
=
ˆ
E1
∂sϕθ(ρ
1 − ρ2) + ∆ϕθ(LS(ρ1, p1)− LS(ρ2, p2))−∇ϕθ · ∇Φ(ρ1 − ρ2)dL d+1
+
ˆ
E2
∂sϕθ(ρ
1 − ρ2) + ∆ϕθ(LS(ρ1, p1)− LS(ρ2, p2))−∇ϕθ · ∇Φ(ρ1 − ρ2)dL d+1
=
ˆ
E1
(LS(ρ1, p1)− LS(ρ2, p2)) [A∂sϕθ + ∆ϕθ − A∇Φ · ∇ϕθ] dL d+1
+
ˆ
E2
(ρ1 − ρ2) [∂sϕθ + A−1∆ϕθ −∇Φ · ∇ϕθ] dL d+1 =: I1 + I2.
It remains to show that both |I1| and |I2| can be made arbitrary small. Because φθ solves
(2.6.8) with the coefficient function Aθ, we have
I1 =
ˆ
E1
(LS(ρ1, p1)− LS(ρ2, p2)) [A∂sϕθ + ∆ϕθ − A∇Φ · ∇ϕθ] dL d+1
−
ˆ
E1
(LS(ρ1, p1)− LS(ρ2, p2))A
[
∂sϕθ + A
−1
θ ∆ϕθ −∇Φθ · ∇ϕθ
]
dL d+1
=
ˆ
E1
(LS(ρ1, p1)− LS(ρ2, p2))(Aθ − A)A−
1
2
θ A
− 1
2
θ ∆ϕθdL
d+1
+
ˆ
E1
(LS(ρ1, p1)− LS(ρ2, p2))A∇ϕθ · (∇Φθ −∇Φ)dL d+1,
From here, by (2.6.5) we have
|I1| ≤ ε− 12‖A−
1
2
θ ∆ϕθ‖L2(Q)
(ˆ
E1
|LS(ρ1, p1)− LS(ρ2, p2)|2|Aθ − A|2dL d+1
) 1
2
+
ˆ T
0
ˆ
Ω
|ρ1 − ρ2||∇ϕθ||∇Φθ −∇Φ|dxdt.
By Lemma 2.6.5(1), the summability assumption on ρi ∈ L2r(Q) and the approximation
∇Φθ → ∇Φ, in L2r′(Ω) as θ ↓ 0, we conclude that the second term in the previous inequality
tends to 0 as θ ↓ 0. By Lemma 2.6.5(2), we have that ‖A−
1
2
θ ∆ϕθ‖L2(Q) ≤ C for some
constant independent of θ and ε. Furthermore, by (2.6.6), by the summability assumption
on LS(ρ
i, pi) and by the construction of Aε1, for θ small enough we haveˆ
E1
|LS(ρ1, p1)− LS(ρ2, p2)|2|Aθ − A|2dL d+1
≤ 2
ˆ
E1
|LS(ρ1, p1)− LS(ρ2, p2)|2|Aθ − Aε1|2dL d+1 + 2
ˆ
E1
|LS(ρ1, p1)− LS(ρ2, p2)|2|Aε1 − A|2dL d+1
≤ ε2 + Cε2,
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for some constant independent of ε, θ,K and therefore by the arbitrariness of ε, we conclude
that I1 = 0.
In the case of I2 we argue as follows.
I2 =
ˆ
E2
(ρ1 − ρ2) [∂sϕθ + A−1∆ϕθ −∇Φ · ∇ϕθ] dL d+1
−
ˆ
E2
(ρ1 − ρ2) [∂sϕθ + A−1θ ∆ϕθ −∇Φθ · ∇ϕθ] dL d+1
=
ˆ
E2
(ρ1 − ρ2)(A−1 − A−1θ )A
1
2
θA
− 1
2
θ ∆φθdL
d+1
+
ˆ
E2
(ρ1 − ρ2)∇ϕθ · (∇Φθ −∇Φ)dL d+1
=
ˆ
E2
(ρ1 − ρ2)(A−1 − A−1δ,K)A
1
2
θA
− 1
2
θ ∆φθdL
d+1 +
ˆ
E2
(ρ1 − ρ2)(A−1δ,K − A−1θ )A
1
2
θA
− 1
2
θ ∆φθdL
d+1
+
ˆ
E2
(ρ1 − ρ2)∇ϕθ · (∇Φθ −∇Φ)dL d+1
=: I21 + I22 + I23
In the case of I23, we argue exactly as in the case of the second term of I1 to conclude that
this term tends to 0 as θ ↓ 0. As for the other terms, let us notice that by the definition of
A−1δ,K (on E2), we have that
∣∣A−1 − A−1δ,K∣∣ =

δ a.e. in {0 ≤ A−1 < δ} ∩ E2,
0 a.e. in {δ ≤ A−1 ≤ K} ∩ E2,
A−1 −K a.e. in {K ≤ A−1} ∩ E2,
(2.6.9)
and thus
∣∣A−1 − A−1δ,K∣∣ ≤ δ + (A−1 −K)+, a.e. in E2. (2.6.10)
Therefore, since A
1
2
θ ≤ δ−
1
2 , we obtain
|I21| ≤ ‖A−
1
2
θ ∆φθ‖L2(Q)δ−
1
2
(
δ‖ρ1 − ρ2‖L2(E2) + ‖(ρ1 − ρ2)(A−1 −K)‖L2({K≤A−1}∩E2)
)→ 0,
as K → +∞ and δ ↓ 0 (in this order). This is true indeed, by Lemma 2.6.5(2) and by the
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fact that
ˆ
{K≤A−1}∩E2
(ρ1 − ρ2)2(A−1 −K)2dL d+1 ≤
ˆ
{K≤A−1}∩E2
(ρ1 − ρ2)2(A−1)2dL d+1
≤
ˆ
{K≤A−1}∩E2
(LS(ρ
1, p1)− LS(ρ2, p2))2dL d+1
Since A−1 ∈ L2(E2), by Chebyshev’s inequality L d+1({K ≤ A−1} ∩ E2)→ 0, as K → +∞,
so by the summability of L2S(ρ
i, pi) we deduce that for K large enough last term in the last
inequality is smaller than δ2. Therefore, by the arbitrariness of δ, we conclude that I21 has
to be zero.
To show that |I22| can be made arbitrary small, using again A
1
2
θ ≤ δ−
1
2 a.e. on E2 and
Lemma 2.6.5(2), we have
|I22|2 ≤ δ−1C
ˆ
E2
(ρ1 − ρ2)2(A−1δ,K − A−1θ )2dL d+1.
By the fact that A−1δ,K , A
−1
θ ∈ L∞(E2), ρ1, ρ2 ∈ L2(E2) and by the weak-? convergence of A−1θ
to A−1δ,K in L
∞(E2), we conclude that for θ small enough, the r.h.s. of the previous inequality
is smaller than δ, therefore by the arbitrariness of δ we conclude that I22 = 0.
Lemma 2.6.3. Let (ρ1, p1), (ρ2, p2) satisfy (2.4.6). Then LS (defined in (2.1.5)) defines a
monotone operator in the sense that
if ρ1(x) < ρ2(x), then LS(ρ1, p1)(x) < LS(ρ2, p2)(x). (2.6.11)
In particular, for x ∈ Ω, if
LS(ρ1, p1)(x) = LS(ρ2, p2)(x), (2.6.12)
then ρ1(x) = ρ2(x) and p1(x) = p2(x).
Proof. First of all, if we have (2.6.12) and ρ1(x) = ρ2(x), then (2.1.5) and (2.4.6) imply
p1(x) = p2(x). Thus, it is enough to show that ρ1(x) = ρ2(x). We claim that LS is a
monotone operator in the sense of (2.6.11). Note that ρ 7→ ρS ′(ρ)−S(ρ) is strictly increasing
in R+ \ {1} because it holds that
∂ρ(ρS ′(ρ)− S(ρ)) = ρS ′′(ρ) > 0 in R+ \ {1} (2.6.13)
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from the strict convexity of S in Assumption A. Therefore, (2.6.11) holds if ρ1(x), ρ2(x) ∈
(0, 1) or ρ1(x), ρ2(x) ∈ (1,+∞).
Consider the case that ρ1(x) = 1 < ρ2(x). Recall from Assumption A that S and S ′ are
continuous in R+ and R+ \ {1}, respectively. As ρ 7→ ρS ′(ρ)− S(ρ) is strictly increasing in
(1,+∞), it holds that
LS(ρ2, p2) = ρ2(x)S ′(ρ2(x))− S(ρ2(x)) + S(1) > lim
ρ→1+
ρS ′(ρ)− S(ρ) + S(1) = S ′(1+)
(2.6.14)
≥ p1(x) = LS(ρ1, p1)(x).
From (2.6.14) and (2.4.6), we conclude (2.6.11) if ρ1(x) = 1 < ρ2(x). Similar arguments
hold for ρ1(x) < ρ2(x) = 1. Lastly, by combining the inequalities in (2.6.11) for two cases,
ρ1(x) = 1 < ρ2(x) or ρ1(x) < 1 = ρ2(x), we conclude (2.6.11) for ρ1(x) < 1 < ρ2(x).
Lemma 2.6.4. We differentiate two cases.
(1) Assume m = 1 for m given in (2.1.7). Let (ρ1, p1) and (ρ2, p2) satisfy (2.4.6), then we
have
0 ≤ A ≤ max {σ1, σ2} , a.e. in Q (2.6.15)
for A = A(ρ1, p1, ρ2, p2) given in (2.6.2) and σ1, σ2 are from Assumption (2.1.7)-(2.1.8).
(2) Let m > 1. If there exist c0 > 0 and a Borel set E ⊆ Q such that ρ1, ρ2 ≥ c0 a.e. on
E, then A E ∈ L∞(E) and A ≤ max
{
σ1,
σ2
cm−10
}
a.e. in E.
Proof. Let us recall that LS(ρ, p)(t, x) := [ρ(t, x)S ′(ρ(t, x))− S(ρ(t, x)) + S(1)]1{ρ 6=1}(t, x)+
p(t, x)1{ρ=1}(t, x) from (2.1.5). The non-negativity of A follows from the monotonicity of LS
shown in Lemma 2.6.3. We fix q = (t, x) ∈ Q a Lebesgue for ρ1, ρ2, p1, p2 and assume that
ρ1(t, x) ≥ ρ2(t, x). If q ∈ {ρ1 = 1} ∩ {ρ2 = 1} there is nothing to check, since A(q) = 0 in
both cases.
Let us show (1).
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Case 1. If q ∈ ({ρ1 > 1} ∩ {ρ2 > 1}) ∪ ({ρ1 < 1} ∩ {ρ2 < 1}) we have that
ρ1(q)S ′(ρ1(q))− S(ρ1(q))− ρ2(q)S ′(ρ2(q)) + S(ρ2(q)) = ρ˜S ′′(ρ˜)(ρ1(q)− ρ2(q)),
≥ min
{
1
σ1
,
1
σ2
}
(ρ1(q)− ρ2(q)),
where ρ˜ is a constant between ρ1(q) and ρ2(q). Therefore, we get that A(q) ≤ max {σ1, σ2} .
Case 2. If q ∈ {ρ1 > 1} ∩ {ρ2 = 1} we have from (2.4.6) that
ρ1(q)S ′(ρ1(q))− S(ρ1(q)) + S(1)− p2(q) ≥ ρ1(q)S ′(ρ1(q))− S(ρ1(q))− (S ′(1+)− S(1)).
(2.6.16)
As ρ 7→ ρS ′(ρ) − S(ρ) is continuous in [1, ρ1(q)] and differentiable in (1, ρ1(q)), the mean
value theorem yields that
ρ1(q)S ′(ρ1(q))− S(ρ1(q))− p2(q) ≥ ρ˜S ′′(ρ˜)(ρ1(q)− 1) ≥ 1
σ1
(ρ1(q)− 1), (2.6.17)
where ρ˜ is between 1 and ρ1(q). Parallel arguments show (2.6.15) on the region {ρ1 =
1} ∩ {ρ2 < 1}.
Case 3. If q ∈ {ρ1 > 1} ∩ {ρ2 < 1} from similar arguments as in Case 2, we have that
ρ1(q)S ′(ρ1(q))− S(ρ1(q))− (S ′(1+)− S(1)) ≥ 1
σ1
(ρ1(q)− 1) (2.6.18)
and
(S ′(1−)− S(1))− [ρ2(q)S ′(ρ2(q))− S(ρ1(q))] ≥ 1
σ2
(1− ρ2(q)) (2.6.19)
As S ′(1+) ≥ S ′(1−), we conclude that
LS(ρ1, p1)(q)− LS(ρ2, p2)(q) ≥ σ1(ρ1(q)− 1) + σ2(1− ρ2(q)) = min
{
1
σ1
,
1
σ2
}
(ρ1(q)− ρ2(q)).
(2.6.20)
The proof of (2) follows the very same steps as the one of (1). By the lower bound c0 > 0
on the densities in E, we conclude that A ≤ max
{
σ1,
σ2
cm−10
}
.
Lemma 2.6.5. Let ε > 0 and let ϕε be a smooth solution to (2.6.8). Then there exists a
constant C = C(T, ‖∇ζ‖L2) > 0 such that
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(1) supt∈[0,T ] ‖∇ϕε‖L2(Ω) ≤ C;
(2) ‖A−
1
2
ε ∆ϕε‖L2(Q) ≤ C.
Proof. The proof of this results follows the same lines as the one of [DM16, Lemma 3.1],
therefore we omit it.
Corollary 2.6.6. Let ρ0 ∈ P(Ω) satisfy J (ρ0) < +∞. A solution pair to (2.1.4)-(2.1.6)
such that LS(ρ, p) ∈ L2(Q) is uniquely determined by ρ0.
Proof. From the contraction result in Theorem 2.6.1 we deduce the uniqueness of ρ. Now
suppose that there exists to pressure fields p1, p2 solving (2.4.5) with the same ρ. Taking the
difference of these two equations we get
∆(LS(ρ, p1)− LS(ρ, p2)) = 0, in D ′((0, T )× Ω).
For a.e. t ∈ [0, T ] and for any ϕ ∈ C2c (Ω) we have that
0 =
ˆ
Ω
(LS(ρt, p1t )− LS(ρt, p2t ))∆ϕdx =
ˆ
{ρt=1}
(p1t − p2t )∆ϕdx,
where in the last equality we used the fact that p1t = p
2
t a.e. in {ρt < 1} ∪ {ρt > 1}. By the
arbitrariness of ϕ we conclude that p1t = p
2
t a.e. on {ρt = 1} and therefore the uniqueness of
p follows.
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APPENDIX A
Appendix
A.1 Proof of Proposition 1.4.17
Proof of Proposition 1.4.17. 1. We will prove the case w < ψ at t = 0, parallel proof holds
for the other case.
2. First, let us assume that Ωt(φ) touches Ωt(w) from inside for the first time at t = t0
at x0 ∈ Ωt0(w). Our goal is to make a perturbation of Ωt(w) using Ωt(φ), which leads to a
contradiction with the gradient flow property of w. To this end, let φ˜ be a parallel translation
of φ in the direction of normal vector at x0, ~nx0 , so that Ωt0(φ˜) has nonempty intersection
with the complement of Ωt(w):
φ˜(x, t) := φ (x− δ (e+ (t− t0))~nx0 , t) . (A.1.1)
Here, e > 0 will be chosen in next step. Then, Ut := Ωt(φ˜) \Ωt(w) is nonempty at t0 and we
have
φ˜t
|Dφ˜|(x0, t0) ≤ ∇ ·
(
Dφ˜
|Dφ˜|
)
(x0, t0) + η(t0)− δ. (A.1.2)
For any ε ∈ (0, δ
8+4C
) where C is defined in (A.1.8), there exists sufficiently small e ∈
(0, r1−r0
2
) such that (a) e ≤ dH(Ωt(φ),Ωt(w)) in [t0 − 4e, t0 − 2e], (b) |Ut| < ε in [t0 − 4e, t0],
and (c)
φ˜t
|Dφ˜|(x, t) ≤ ∇ ·
(
Dφ˜
|Dφ˜|
)
(x, t) + η(t)− δ
4
and
∣∣∣∣∣ φ˜t|Dφ˜|(x, t)− φ˜t|Dφ˜|(x, t0)
∣∣∣∣∣ < ε2 (A.1.3)
in Nε × [t0 − 4e, t0] where Nε := {x : d(x, Us) < ε for all t0 − 4e ≤ s ≤ t0}.
Note that (a) implies Ωt(φ˜) ⊂⊂ Ωt(w) in [t0 − 4e, t0 − 2e]. By definition of w and
Lemma A.3.1, there exists sufficiently small h ∈ (0, e) such that the constrained minimizing
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movements Eht starting from Ω0(w) satisfies the following relations: Ωt(φ) ⊂ Eht in [t0 −
4e, t0 − 2e] and
|Uht | < ε,
∣∣λ[|Eht |]− λ[|Ωt(w)|]∣∣ < ε, and dH(Uht , Ut) < ε in [t0 − 4e, t0] (A.1.4)
Uht := Ωt(φ˜)− Eht .
Then, there exists k ∈ N such that Ωt0−hk(φ) ⊂ Eht0−hk and Uht0−h(k−1) is nonempty. By
Ωt(φ) ⊂ Eht in [t0 − 4e, t0 − 2e], we have t1 := t0 − h(k − 1) ≥ t0 − 2e. Also, by (A.1.4),
Uht1 ⊂ Nε and thus (A.1.3) holds in Uht1 .
3. For simplicity let us denote sets
F0 := E
h
t1−h, Fh := E
h
t1
, U˜ := Uht1 and F˜h := E
h
t1
∪ U˜ . (A.1.5)
Let us show that F˜h ∈ Sr0,R0 . First, as e ≤ r1−r02 , Ωt1(φ˜) ∈ Sr0 . Moreover, Eht1 ∈ Sr0 , and
thus F˜h ∈ Sr0 . On the other hand, since F˜h ⊂ Fh,
dH(∂(F˜h ∩ F0), ∂F0) ≤ dH(∂(Fh ∩ F0), ∂F0) ≤Mh, (A.1.6)
Next, let us show that Ih(Fh;F0) > Ih(F˜h, F0). Let us write out the difference of the
energies:
Ih(Fh;F0)− Ih(F˜h;F0)
=
(
Per(Eh)− Per(E˜h)
)
+
(
−Λ[|Fh|] + Λ[|F˜h|]
)
+
1
h
(
d˜2(Fh, F0)− d˜2(F˜h, F0)
)
.
Let us estimate the first term
I1 := Per(Fh)− Per(F˜h) ≥
ˆ
∂Fh/∂F˜h
dσ −
ˆ
∂F˜h/∂Fh
dσ
Let ~n be the outward normal vector at each point of ∂Fh/∂F˜h and ∂F˜h/∂Fh. Note that,
− Dφ˜|Dφ˜|(·, t1) · ~n ≤ 1 on ∂Fh/∂F˜h and −
Dφ˜
|Dφ˜|(·, t1) · ~n = 1 on ∂F˜h/∂Fh, and thus
I1 ≥
ˆ
∂Fh/∂F˜h
− Dφ˜|Dφ˜|(x, t1) · ~ndσ −
ˆ
∂F˜h/∂Fh
− Dφ˜|Dφ˜|(x, t1) · ~ndσ =
ˆ
∂U˜
Dφ˜
|Dφ˜|(x, t1) · ~ndσ.
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Note that outward normal of U˜ is opposite to that of ∂Fh/∂F˜h. Finally, by divergence
theorem, we conclude that
I1 ≥
ˆ
U˜
∇ · Dφ˜|Dφ˜|(x, t1)dx (A.1.7)
Next, since Λ(·) is C1,1, we have
I2 := −Λ[|Fh|] + Λ[|F˜h|] ≥ λ[|Fh|]|U˜ | − C|U˜ |2 where C := sup
|Br0 |≤z≤|BR|
|λ′(z)| (A.1.8)
Lastly we have
I3 := 1
h
d˜2(Fh, F0)− 1
h
d˜2(F˜h, F0) = −1
h
ˆ
Uh
sd(x, F0)dx (A.1.9)
where sd(x,Ω) is the signed distance function given in (1.2.7). Since Ωt1−h(φ˜) ⊂ F0, it holds
that sd(x, F0) ≤ sd(x,Ωt1−h(φ˜)) for all x ∈ Rn. Moreover, since (A.1.3) holds in U˜ , we have
I3 ≥ −1
h
ˆ
U˜
sd(x,Ωt1−h(φ˜))dx ≥ −
ˆ
U˜
φ˜t
|Dφ˜|(x, t1) + εdx, (A.1.10)
Putting all terms together, we have
I4 := Ih(Fh;F0)− Ih(F˜h;F0) ≥
ˆ
U˜
(
∇ · Dφ˜|Dφ˜|(x, t1)−
φ˜t
|Dφ˜|(x, t1) + λ[|Fh|]
)
dx− ε|U˜ | − C|U˜ |2,
Applying (A.1.3) and (A.1.4), it holds that
I4 ≥
ˆ
U˜
(
δ
4
− λ[|Ωt1(w)|] + λ[|Fh|]
)
dx− ε|U˜ | − C|U˜ |2 ≥ |U˜ |
(
δ
4
− 2ε− C|U˜ |
)
> 0
where the last inequality follows from the fact that ε < δ
8+4C
and |U˜ | ≤ ε.
A.2 Regularity
In this section, we use notation from [Hui84] and [Hui87]. Let ∂Ω0 be represented locally by
some diffeomorphism, F0 : U ⊂ Rn−1 → F0(U) ⊂ ∂Ω0. Then, (1.1.8) can be formulated into
∂
∂t
F (x, t) = (η(t)−H(x, t)) · ~n(x, t), for x ∈ U, t ≥ 0
F (·, 0) = F0
(A.2.1)
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The induced metric, its inverse matrix, and the second fundamental form are denoted by
{gij}, {gij} and A = {hij}. Note that gij and hij can be computed as follows:
gij =
(
∂F
∂xi
,
∂F
∂xi
)
, hij = −
(
~n,
∂2F
∂xi∂xj
)
, (A.2.2)
We use the following notion for the trace of the second fundamental from,
H = gijhij, |A|2 = gijgklhikhjl, and C = gijgklgmnhikhlmhnj.
The following lemma is parallel to Theorem 3.1 in [EH91] and Lemma 3.2 in [SW10].
Lemma A.2.1. Let u(x, t) be a solution of
∂u
∂t
=
√
1 + |Du|2 div
(
Du√
1 + |Du|2
)
+ η(t)
√
1 + |Du|2 (A.2.3)
in QR = BR(0)× [0, R2]. Then for 0 < t ≤ R2, we have the interior gradient estimate
|D2u|2(0, t) ≤ K(1 + sup
QR
|Du|6)( 1
R2
+
1
t
) (A.2.4)
where the constant K = K(‖u‖L∞(QR), ‖η‖L∞([0,R2])).
Proof. First, by Corollary 1.2 in [Hui87], it holds that ( ∂
∂t
−4)(|A|2) = −2|∇A|2+2|A|4−2ηC.
Let us denote v =
√
1 + |Du|2. As Lemma 1.1 in [EH91] and Lemma 3.2 in [SW10], the
function v satisfies the equation
vt = 4v − |A|2v − 2
v
|∇v|2. (A.2.5)
Let us define φ(r) := r
1−δr and g := |A|2φ(v2). Then, by the direct computation motivated
from of Lemma 3.2 in [SW10] and Theorem 3.1 in [EH91], we have
I1 :=
(
∂
∂t
−4
)
g = (−2|∇A|2 + 2|A|4 − 2ηC)φ(v2) +
(
−|A|2v − 2
v
|∇v|2
)
× 2v|A|
2
(1− δv2)2
Note that δ2φ(v2) = 1
1−δv2 − 1, it holds that
I1 = −2δg2 − 2|∇A|2φ(v2) + −4|A|
2|∇v|2
(1− δv2)2 − 2ηCφ(v
2),
= −2δg2 − 2|∇A|2φ(v2) +
(
−2δ|∇v|2g
(1− δv2) +
−2|A|2|∇v|2
(1− δv2)
)
+
−2|A|2|∇v|2
(1− δv2)2 − 2ηCφ(v
2).
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Now, choose δ := 1
2
infQR v
−2. Applying Young’s inequality and ∇g = 2A∇Aφ(v2) +
2v|A|2φ′(v2)∇v,
φv−3〈∇g,∇v〉 ≤ |∇A|2φ(v2) + |A|
2|∇v|2
1− δv2 +
|A|2|∇v|2
(1− δv2)2 .
Finally, from Young’s inequality and φ(v2) ≥ v2, the last term of I1 is bounded by
| − 2ηCφ(v2)| ≤ 2K1g3/2|v| ≤ δg2 + K
2
1gv
2
δ
(A.2.6)
for some constant K1 := K1(‖η‖L∞([0,R2]))) > 0.
Putting all together, it holds that(
∂
∂t
−4
)
g ≤ −2δg2 + −2δ|∇v|
2g
(1− δv2) − 2φv
−3〈∇g,∇v〉+ δg2 + K
2
1gv
2
δ
.
The rest of proof is parallel to Theorem 3.1 in [EH91] and Lemma 3.2 in [SW10]. Taking a
cutoff function as in [EH91], ψ = ψ(r) = (R2 − r)2 where r = r(X, t) satisfies r(X, 0) ≤ R2
2
,∣∣∣∣( ∂∂t −4
)
r
∣∣∣∣ ≤ K2 and |∇r|2 ≤ K2r
on X = F (x, t) for some constant K2 = K2(‖u‖L∞(QR), ‖η‖L∞([0,R2])) > 0. It holds that(
∂
∂t
−4
)
[tgψ] ≤ −δg2ψt−~b · ∇(tgψ) + c
((
1 +
1
δv2
)
r +R2
)
tg + gψ +
K21gv
2
δ
ψt
where ~b = ~b(v, ψ, φ) and c = c(K2) is a constant (See equations (21) and (23) in [EH91] for
details).
Let t0 be a maximizer of m(T ) := sup
0≤t≤T
sup
r(x,t)≤R2
tgψ. Then, by parallel computation in
Theorem 3.1 in [EH91], we conclude that
δg2ψt0 ≤ c
((
1 +
1
δv2
)
r +R2
)
t0g + gψ +
K21gv
2
δ
ψt0.
Note that R
4
2
≤ ψ ≤ R4 at t = 0, φ(v2) ≥ v2 ≥ 1, and v2 ≤ 1
δ
. Thus, it holds that
|A|2 ≤ 2
δR4
(
cR2
(
2 +
1
δ
)
+
R4
T
+
K21R
4
δ2
)
≤ K
(
1 +
1
δ3
)(
1
T
+
1
R2
)
(A.2.7)
where K = K(K1, c), thus we conclude.
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A.3 Geometric properties
Lemma A.3.1. [FK14, Lemma 23 and 24] Let us consider two sets Ω1,Ω2 ∈ Sr,R for
R > r > 0. Then the following holds:
dH(Ω1,Ω2) ≤ dH(∂Ω1, ∂Ω2), dH(∂Ω1, ∂Ω2) .r,R dH(Ω1,Ω2), |Ω1∆Ω2| .r,R dH(Ω1,Ω2),
(A.3.1)∣∣∣d˜(Ω1, E)− d˜(Ω2, E)∣∣∣, ∣∣∣d˜(E,Ω1)− d˜(E,Ω2)∣∣∣ .r,R dH(Ω1,Ω2) for any E ∈ Sr,R,
Lemma A.3.2. Let us consider two sets Ω1,Ω2 ∈ Sr,R for R > r > 0. Then the following
holds for K1 = K1(r, R) = w−1n
(
4R
r
)n+1
:
dH(Ω1,Ω2)
n+1 ≤ K1d˜2(Ω1,Ω2) and dH(Ω1,Ω2)n+1 ≤ K1d˜2(Ω2,Ω1) (A.3.2)
Proof. Due to the first inequality of (A.3.1) in Lemma A.3.1, it is enough to show that
dH(∂Ω1, ∂Ω2)
n+1 ≤ w−1n
(
4R
r
)n+1
d˜2(Ω1,Ω2) and dH(∂Ω1, ∂Ω2)
n+1 ≤ w−1n
(
4R
r
)n+1
d˜2(Ω2,Ω1).
Without loss of generality, let us assume that dH(∂Ω1, ∂Ω2) = supx∈∂Ω1 d(x, ∂Ω2). Since ∂Ω1
and ∂Ω2 are compact, there exists x1 ∈ ∂Ω1 and x2 ∈ ∂Ω2 such that supx∈∂Ω1 d(x, ∂Ω2) =
d(x1, ∂Ω2) = |x1 − x2|. Since Ω2 ∈ Sr, there exists y ∈ ∂Ω2 such that x1 and y are parallel.
Note that we have d(x1, ∂Ω2) ≤ |x1 − y|.
We argue for the case |x1| < |y|. Since x1 ∈ ∂Ω1 and y ∈ ∂Ω2, there exists an exterior
cone EC(x1, r) and an interior cone IC(y, r) given in (1.3.3) and (1.3.5) such that EC(x1, r)∩
IC(y, r) ⊂ Ω2 \ Ω1. Note that, for θ ∈ (0, pi2 ) such that sin(θ) = rR , we have
(x1 + C(x1, θ)) ∩ (y + C(−y, θ)) ⊂ EC(x1, r) ∩ IC(y, r).
Note also that there is δ = δ(r, R) such that
B2δ|x1−y| ((x1 + y)/2) ⊂ (x1 + C(x1, θ)) ∩ (y + C(−y, θ)).
Specifically, as x1 and y are parallel, the above inequality holds for
δ(r, R) =
sin(θ)
4
=
r
4R
. (A.3.3)
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Then, it holds that
d˜2(Ω1,Ω2) ≥
ˆ
Ω14Ω2
d(x, ∂Ω2)dx ≥
ˆ
Bδ|x1−y|((x1+y)/2)
δ|x1 − y|dx = wnδn+1|x1 − y|n+1.
The same inequality holds for d˜2(Ω2,Ω1) and thus we can conclude. Lastly, if |x1| < |y|,
then we can apply the parallel arguments in (x1 +C(−x1, θ)) ∩ (y +C(y, θ)) ⊂ Ω1 \Ω2.
Lemma A.3.3. [FK14, Lemma 24] The metric space (∂Sr,R, dH) is compact:
1. Suppose that Γj ∈ (∂Sr,R, dH) for some r, R > 0 and all j ∈ N. Then {Γj}j∈N has a
subsequence that converges and any subsequential limit is also in ∂Sr,R.
2. Let I be a compact interval in R and Γj : I → ∂Sr,R for j ∈ N is an equicontinuous
sequence of paths in (∂Sr,R, dH). Then, there is a subsequence of the Γj(·) that converges
uniformly on I on a path Γ : I → (∂Sr,R, dH).
Lemma A.3.4. For r > 0 and x ∈ Rn such that |x| ≥ r, it holds that
IC(x, r) = {αx+ (1− α)y : α ∈ (0, 1), y ∈ Br(0)} . (A.3.4)
Here, IC(·, ·) is given in (1.3.3).
Proof. The proof is based on the geometry of interior cones describe in Figure 1.2. Let us
show that
N := {αx+ (1− α)y : α ∈ (0, 1), y ∈ Br(0)} ⊂ IC(x, r). (A.3.5)
For z ∈ N , we fix α ∈ (0, 1) and y ∈ Br(0) satisfying z := αx+ (1− α)y. If z ∈ Br(0), then
it can be checked that z ∈ IC(x, r). Let us assume that z ∈ Br(0)C and show that
z ∈ (x+ C(−x, θx,r)) ∩ C
(
x,
pi
2
− θx,r
)
. (A.3.6)
Note that x + C(−x, θx,r) is a convex set and y ∈ Br(0) ⊂ x + C(−x, θx,r) (See Figure 1.2)
and thus z ∈ x+ C(−x, θx,r). It remains to show that
z ∈ C
(
x,
pi
2
− θx,r
)
. (A.3.7)
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As y ∈ Br(0) and z ∈ Br(0)C , there two intersection points z1 and z2 between ∂Br(0) and
the line passing through y and z such that
zi := αix+ (1− αi)y ∈ ∂Br(0) for i = 1, 2 and |x− z1| < |x− z2|
for some α1 ∈ (0, α] and α2 < 0. As z1 and z2 are intersection points between a circle and a
line, it holds that
|x|2 − r2 = |x− z1||x− z2| and thus |x− z1| <
√
|x|2 − r2.
As x ∈ C (x, pi
2
− θx,r
)
and d(x, ∂C
(
x, pi
2
− θx,r
)
) =
√|x|2 − r2 (See Figure 1.2), we conclude
that z1 ∈ C
(
x, pi
2
− θx,r
)
. As C
(
x, pi
2
− θx,r
)
is a convex set, we conclude (A.3.7) and thus
(A.3.5) holds.
The opposite relation can be shown by similar geometric arguments. As Br(0) ⊂ N , it
suffices to show that
z ⊂ N for all z ∈
{
(x+ C(−x, θx,r)) ∩ C
(
x,
pi
2
− θx,r
)}
\Br(0).
Consider a line passing through x and z, we can find a point y ∈ Br(0) such that z =
αx+ (1− α)y for some α ∈ (0, 1).
Lemma A.3.5. For x, z ∈ Rn and r > c > 0, assume that |x| ≥ r and |z| < c. Then, it
holds that
IC(x+ z, r − c) ⊂ IC(x, r) + z. (A.3.8)
Here, IC(·, ·) is given in (1.3.3).
Proof. We claim that for α ∈ (0, 1) and y ∈ Br−c(0), it holds that
α(x+ z) + (1− α)y ∈ IC(x, r) + z. (A.3.9)
Note that
α(x+ z) + (1− α)y − z = αx+ (1− α)(y − z).
As y ∈ Br−c(0) and z ∈ Bc(0), we have y− z ∈ Br(0). From Lemma A.3.4, we have (A.3.9).
From Lemma A.3.4 again, we conclude (A.3.8).
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Lemma A.3.6. Let us consider two sets Ω1,Ω2 ∈ Sr,R for R > r > 0. Then the following
holds:
sup
x∈∂Ω2
d(x, ∂Ω1) ≤ R
r
sup
x∈∂Ω1
d(x, ∂Ω2). (A.3.10)
Proof. If supx∈∂Ω2 d(x, ∂Ω1) = 0, then (A.3.10) holds. We suppose that supx∈∂Ω2 d(x, ∂Ω1) >
0. As Ω2 ∈ Sr,R, there exists x2 ∈ ∂Ω2 such that
sup
x∈∂Ω2
d(x, ∂Ω1) = d(x2, ∂Ω1) =: l > 0. (A.3.11)
As a consequence, we have
Bl(x2) ⊂ ΩC1 and Bl(x2) ⊂ Ω1. (A.3.12)
Let us assume the former one. As Ω1 ∈ Sr,R, there exists x1 ∈ ∂Ω1 such that x1 is in the
line segment between the origin and x2. From (A.3.12), |x1−x2| ≥ l. From the interior cone
property of Sr,R in Lemma 1.3.4, it holds that
d(x1, ∂Ω2) ≥ d(x1, ∂IC(x2, r)) ≥ lr
R
(A.3.13)
and we conclude (A.3.10). The latter case in (A.3.12) can be shown by the parallel arguments.
Proof of Lemma 1.5.8.
From Lemma 1.3.4, it holds that for all x ∈ ∂E,
IC(x, r) ⊂ E and EC(x, r) ⊂ Ec (A.3.14)
where IC is an interior cone given in (1.3.3), and EC is an exterior cone given in (1.3.5).
Note that as |x| ≤ R, the angle of both the interior cone and exterior cone, θx, is bounded
from below as follows,
θx := arcsin
r
|x| ≥ arcsin
r
R
. (A.3.15)
Thus, for η1(r, R) := |IC(Re1, r) ∩Bε(Re1)|, it holds that for ε ∈ (0, r)
η1ε
n ≤ |IC(x, r) ∩Bε(x)| ≤ |E ∩Bε(x)|. (A.3.16)
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Here, e1 is a unit vector in the positive x1 direction. Similarly, it holds that
|Bε(x) \ E| ≥ |Bε(x) ∩ EC(x, r)| ≥ η1εn. (A.3.17)
As E ∈ Sr,R, there exists ε0 = ε(r, R) < r such that for all ε ∈ (0, ε0)
Bε(x) ∩ ∂E = (U, f(U)) (A.3.18)
up to rotation for some Lipschitz function f = fx,ε : U ⊂ Bn−1ε (x) → R. Note that as
E ∈ Sr,R, the Lipschitz constant of f is uniformly bounded by some constant Λ = Λ(r, R).
From Theorem 9.1 in [Mag12],
Hn−1(Bε(x) ∩ ∂E) =
ˆ
U
√
1 + |∇f |2dx ≤ |U |
√
1 + Λ2 ≤ nwnεn−1
√
1 + Λ2. (A.3.19)
Thus, (1.5.20) holds with η2(r, R) := nwn
√
1 + Λ2. Here, wn is a volume of a unit ball in
Rn. On the other hand, from the isoperimetric inequality in [Mag12, Proposition 12.37] and
(1.5.19), we get the lower bound of (1.5.20). 
For E,F ⊂ Rn, define the Hausdorff distance by
dH(E,F ) := max
{
sup
x∈E
d(x, F ), sup
x∈F
d(x,E)
}
. (A.3.20)
We say that A .r,R B if there exists a constant C = C(r, R) > 0 depending on r, R such
that A ≤ CB.
Lastly, let us show the following property of characteristic functions.
Lemma A.3.7. Let {(Ωkt )t≥0}k∈N be a sequence of sets in Sr,R for 0 < r < R. Suppose that
Ωkt converges locally uniformly to Ω
∞
t on [0,+∞). For a sequence of functions {uk}k∈N∪{+∞}
defined by
uk := χΩkt − χ(Ωkt )C for k ∈ N ∪ {+∞}, (A.3.21)
it holds that
u∗∞ = lim sup
∗
k→∞
uk and (u∞)∗ = lim inf ∗
k→∞
uk. (A.3.22)
Here, lim sup ∗ and lim inf ∗ are given in (1.2.5).
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Proof. Let us show the first equation in (A.3.22) only. The second one can be shown by the
parallel arguments.
By uniform convergence of Ωkt in a finite interval, for any j ∈ N, there exists k1 > 0 such
that for all k > k1
dH(Ω
k
t ,Ω
∞
t ) <
1
j
. (A.3.23)
Thus, for any x ∈ Ω∞t and k > k1, there exists y ∈ Ωkt such that |x − y| < 1j . Thus, we
conclude that
lim sup ∗
k→∞
uk(x, t) = lim
j→∞
sup
{
uk(y, s) : k ≥ j, |y − x| ≤ 1
j
, |s− t| ≤ 1
j
}
= 1 (A.3.24)
and u∗∞(x) = lim sup
∗
k→∞
uk(x) for x ∈ Ω∞t .
Note that we have for any sets Ω1,Ω2 ∈ Sr,R
dH(Ω
C
1 ,Ω
C
2 ) ≤ dH(∂Ω1, ∂Ω2). (A.3.25)
Combining this with Lemma A.3.1, we conclude that (Ωkt )
C converges locally uniformly to
(Ω∞t )
C . By parallel arguments, for any x ∈ (Ω∞t )C , we conclude that lim sup ∗
k→∞
uk(x, t) = −1.
As lim sup ∗
k→∞
uk is upper semicontinuous, we conclude (A.3.22).
Lemma A.3.8. For any function u : Q→ R and Θ ∈ C([0,+∞)), it holds that
û∗(·; Θ) = û(·; Θ)∗ (A.3.26)
and
u˜∗(·; Θ) = u˜(·; Θ)∗. (A.3.27)
Proof. Let us only show (A.3.26). The parallel arguments imply (A.3.27).
Let us assume that both sides are finite at (x0, t0) ∈ Q. We claim that
û∗(x0, t0; Θ) ≤ û(x0, t0; Θ)∗. (A.3.28)
By the upper semicontinuity of (û)∗, for ε > 0 there exists δ ∈ (0, t0) such that
û(·, ·; Θ) < û(x0, t0; Θ)∗ + ε in Bδ(x0)× (t0 − δ, t0 + δ). (A.3.29)
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From the definition of û in (1.2.28), it holds that
u(·, ·) < û(x0, t0; Θ)∗ + ε in N1 := {(x, t) ∈ Q : |t− t0| < δ and |x− x0| < δ + Θ(t)}.
(A.3.30)
Furthermore, by the continuity of Θ, for any y ∈ BΘ(t0)(x0) there exists a small neigh-
borhood N2 of (y, t0) in Q such that N2 ⊂ N1. From (A.3.30), we have
u(y, t0)
∗ ≤ û(x0, t0; Θ)∗ + ε for all y ∈ BΘ(t0)(x0). (A.3.31)
As ε is arbitrary, we conclude (A.3.28).
Next, let us show the opposite inequality,
û∗(x0, t0; Θ) ≥ û(x0, t0; Θ)∗. (A.3.32)
For any ε > 0, let us show that there exists δ ∈ (0, t0) such that
û∗(x0, t0; Θ) > u(·, ·)− ε in Bδ+Θ(t0)(x0)× (t0 − δ, t0 + δ). (A.3.33)
If not, then there exists {(yk, sk)}k∈N ⊂ Q such that
|sk − t0| ≤ 1
k
, |yk − x0| < 1
k
+ Θ(t0) and û∗(x0, t0) ≤ u(yk, sk)− ε. (A.3.34)
Then, {sk}k∈N converges to t0. Also, by compactness of BΘ(t0)+1(x0), there exists a sub-
sequence {ki}i∈N and y∗ ∈ BΘ(t0)+1(x0) such that {yki}i∈N converges to y∗. Thus, it holds
that
û∗(x0, t0) ≤ lim sup
k→∞
u(yk, sk)− ε ≤ u∗(y∗, t0)− ε. (A.3.35)
On the other hand, (A.3.34) implies y∗ ∈ BΘ(t0)(x0), which contradicts to (A.3.35). As a
consequence, we get (A.3.33).
By (A.3.33) and the continuity of Θ, there exists δ1 ∈ (0, δ) such that
û∗(x0, t0; Θ) > u(·, ·)− ε in {(x, t) ∈ Q : |t− t0| < δ1 and |x− x0| < δ1 + Θ(t)}. (A.3.36)
As ε is arbitrary, we get (A.3.32) and conclude (A.3.26).
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Similar arguments can be applied if either the left hand side or right hand side in (A.3.26)
is infinity at (x0, t0) ∈ Q. In particular, for any ε ∈ (0, t0), there exists a sequence {xk, tk}k∈N
in (t0 − ε, t0 + ε)× BΘ(t0)+ε(x0) such that u(xk, tk) converging to infinity. This implies that
the other side is infinity.
A.4 Optimal transport toolbox
Let us recall now some basic definitions and results from the theory of optimal transport.
Let Π(µ, ν) be the set of all Borel probability measure pi on Ω× Ω such that
pi(A× Ω) = µ(A), pi(Ω×B) = ν(B) for all measurable subsets A,B ⊂ Ω. (A.4.1)
For µ, ν ∈P2(Ω) we define the 2-Wasserstein or Monge-Kantorovich distance as
W2(µ, ν) := min
{ˆ
Ω×Ω
|x− y|2dγ : γ ∈ Π(µ, ν)
} 1
2
(A.4.2)
For φ : Ω→ R measurable, we use the notations
φ+(x) := max{φ(x), 0}, φ−(x) := max{−φ(x), 0} and φc(x) := ess inf
y∈Ω
{
1
2
|x− y|2 − φ(y)
}
(A.4.3)
where x ∈ Ω.
A.4.1 Basic facts from optimal transport
Let us recall the definition and properties of Kantorovich potentials and optimal transport
maps. There results are well-known in the literature, we refer for instance to [San15] for the
proofs of the statements.
Definition A.4.1. Let µ, ν ∈P(Ω) be given.
1. We say that φ : Ω→ R is a Kantorovich potential from µ to ν if (φ, φc) is a maximizer
of the Kantorovich problem:
sup
{ˆ
Ω
φdµ+
ˆ
Ω
ψdν : (φ, ψ) ∈ L1µ(Ω)× L1ν(Ω), φ(x) + ψ(y) ≤
1
2
|x− y|2, µ⊗ ν − a.e. (x, y) ∈ Ω× Ω
}
.
We denote the set of Kantorovich potential from µ to ν by K(µ, ν).
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2. We say that a Borel map T : Ω→ Ω is a optimal transport map from µ to ν if T is a
minimizer of the following problem:
inf
{ˆ
Ω
|x− T (x)|2dµ : T#µ = ν
}
. (A.4.4)
Here, (T#µ)(A) := µ(T
−1(A)) for any Borel set A ⊆ Ω.
Lemma A.4.2 ([San15]). For µ ∈ Pac(Ω) and ν ∈ P(Ω), there exists a Lipschitz contin-
uous Kantorovich potential φ and an optimal transport map T from µ to ν. Also, it holds
that
x− T (x) = ∇φ(x) for a.e. x ∈ spt(µ) and W2(µ, ν) = ‖∇φ‖L2µ . (A.4.5)
Lemma A.4.3. [Vil03, Theorem 1.3],[San15, Proposition 1.11] Let µ, ν ∈ P(Ω). Define
L : L1µ(Ω)× L1ν(Ω)→ R as
L(φ, ψ) :=
ˆ
Ω
φdµ+
ˆ
Ω
ψdν (A.4.6)
Then, it holds that
1
2
W 22 (µ, ν) = max
{
L(φ, ψ) : (φ, ψ) ∈ Cb(Ω)× Cb(Ω), φ(x) + ψ(y) ≤ |x− y|
2
2
for all x, y ∈ Ω
}
,
= sup
{
L(φ, ψ) : (φ, ψ) ∈ L1µ(Ω)× L1ν(Ω), φ(x) + ψ(y) ≤
|x− y|2
2
for µ⊗ ν a.e. (x, y) ∈ Ω× Ω
}
.
Proposition A.4.4. For r ∈ [1,+∞], let µ ∈ Lr(Ω)∩P(Ω) and ν ∈P(Ω). Then, it holds
that
sup
φ∈Lr′ (Ω)
L(φ, φc) = 1
2
W 22 (µ, ν) (A.4.7)
where r′ := r
r−1 (r
′ = 1 if r = +∞ and r′ = +∞ if r = 1) and L is given in (A.4.6).
Proof. 1. Let us show that
1
2
W 22 (µ, ν) = I1 (A.4.8)
where I1 :=
sup
{
L(φ, ψ) : (φ, ψ) ∈ Lr′(Ω)× L1ν(Ω), φ(x) + ψ(y) ≤
|x− y|2
2
for µ⊗ ν a.e. (x, y) ∈ Ω× Ω
}
.
(A.4.9)
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By Ho¨lder’s inequality, it holds that
‖φ‖L1µ(Ω) =
ˆ
Ω
|φ(x)|µ(x)dx ≤ ‖φ‖Lr′ (Ω)‖µ‖Lr(Ω). (A.4.10)
As µ ∈ Lr(Ω) ∩P(Ω), we conclude that
Lr
′
(Ω) ⊂ L1µ(Ω) and thus Cb(Ω)× Cb(Ω) ⊂ Lr
′
(Ω)× L1ν(Ω) ⊂ L1µ(Ω)× L1ν(Ω). (A.4.11)
From Lemma A.4.3, we conclude (A.4.8).
2. It remains to show that
sup
φ∈Lr′ (Ω)
L(φ, φc) = I1 (A.4.12)
for I1 given in (A.4.9). Indeed, let us notice that by density we have
sup
φ∈Lr′ (Ω)
L(φ, φc) = sup
φ∈Cb(Ω)
L(φ, φc) = max
φ∈Cb(Ω)
L(φ, φc),
and the latter two quantities are finite by [San15, Proposition 1.11]. Therefore the thesis of
the proposition follows.
A.4.2 Some properties of minimizers in the minimizing movements scheme and
optimality conditions
Lemma A.4.5. For ρk given in (2.2.3) and S satisfying (2.4.2), it holds that ρk > 0 a.e.
Proof. The proof is inspired by [San15, Lemma 8.6]. The difference is that we consider the
sub-differential of S instead of its derivative.
1. For simplicity, let us use the notation µ := ρk and consider a competitor
µ1 :=
1
L d(Ω)
. (A.4.13)
Define µε := (1− ε)µ+ εµ1 for ε ∈ (0, 1). From convexity of Wasserstein distance, we have
I1 := J (µ)− J (µε) ≤ 1
2τ
W 22 (µε, ρk−1)−
1
2τ
W 22 (µ, ρk−1),
≤ ε
{
1
2τ
W 22 (µ1, ρk−1)−
1
2τ
W 22 (µ, ρk−1)
}
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The compactness of Ω implies
I1 ≤ C1ε for some C1 > 0. (A.4.14)
2. Set A := {x ∈ Ω : µ > 0} and B := {x ∈ Ω : µ = 0}. Let us show that L d(B) = 0.
For sufficiently small ε > 0, it holds that εµ1 < 1 and thus
I1 =
ˆ
A
S(µ(x))− S(µε(x)) + Φ[µ(x)− µε(x)]dx+ (S(0)− S(εµ1))L d(B)− ε 1
L d(Ω)
ˆ
B
Φdx
(A.4.15)
By convexity of S, it holds that
I1 ≥ ε
ˆ
A
[ξε(x) + Φ](µ(x)− µ1)dx+ (S(0)− S(εµ1))L d(B)− ε 1
L d(Ω)
ˆ
B
Φdx, (A.4.16)
where ξε(x) ∈ ∂S(µε(x)).
From (A.4.14), we conclude that for all ξε(x) ∈ ∂S(µε(x))
I2 :=
ˆ
A
[ξε(x) + Φ](µ(x)− µ1)dx+ 1
ε
(S(0)− S(εµ1))L d(B) ≤ C1 + C. (A.4.17)
Note that by the convexity of S, its subdifferential is monotone, therefore for all ε ∈ [0, 1],
(ξε(x)− ξ1)(µε(x)− µ1) ≥ 0,
and thus
ξε(x)(µ(x)− µ1) ≥ ξ1(µ(x)− µ1). (A.4.18)
for a.e. x ∈ Ω where ξ1 ∈ ∂S(µ1). Therefore,
I2 ≥
ˆ
A
[ξ1 + Φ](µ(x)− µ1)dx+ 1
ε
(S(0)− S(εµ1))L d(B)
Since S ′(0+) = −∞ from (2.4.2), the right hand side blows up as ε goes to zero unless
L d(B) = 0. As I2 is bounded by C1 + C from (A.4.17), we conclude that L d(B) = 0, and
thus µ > 0 a.e.
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A.5 Some results from convex analysis
For a Banach space X and F : X → R ∪ {±∞}, we say that F ∗ : X∗ → R ∪ {±∞} is a
Legendre transform of F if
F ∗(y) := sup
x∈X
{〈x, y〉X,X∗ − F (x)} for y ∈ X∗. (A.5.1)
Here, X∗ stands for the topological dual space of X. We will denote by Cb(Ω) the space of
bounded continuous functions in Ω. In the derivation of optimality conditions associated to
the minimizing movement schemes, in Section A.5, we use subdifferential calculus in Lr(Ω)
(r ∈ [1,+∞]) spaces. Let us recall some basic results on this.
Let us recall the definition of subdifferentials on Lr(Ω)∗ for r ∈ [1,+∞].
Definition A.5.1. [Roc71, (1.9), (1.10) & (1.13)] For ψ : R→ R ∪ {+∞}, r ∈ [1,+∞] and
Ψ : Lr(Ω)→ R ∪ {+∞} defined by
Ψ(µ) :=
ˆ
Ω
ψ(µ(x))dx, (A.5.2)
we say that ξ ∈ Lr(Ω)∗ belongs to the subdifferential of Ψ at µ ∈ Lr(Ω) if
Ψ(ν) ≥ Ψ(µ) + 〈ξ, ν − µ〉Lr(Ω)∗,Lr(Ω) (A.5.3)
for every ν ∈ Lr(Ω). We denote by ∂Ψ(µ) the set of subdifferentials of Ψ at the point
µ ∈ Lr(Ω).
Definition A.5.2. [ET76, Definition 1.3.1] Let X be a Banach space. The set of functions
F : X→ R ∪ {±∞} which are pointwise supremum of a family of continuous affine function
is denoted by Γ(X).
Lemma A.5.3. [ET76, Proposition 1.3.1] The following properties are equivalent to each
other:
1. F ∈ Γ(X)
2. F is a convex lower semicontinuous function from X into R ∪ {±∞} and if F takes
the value −∞, then F is identically equal to −∞.
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Lemma A.5.4. [ET76, Proposition 1.5.6] If F1, F2 ∈ Γ(X) and if there exists µˆ ∈ X such
that F1(µˆ), F2(µˆ) < +∞ and either F1 or F2 is continuous at µˆ, then it holds that
∂F1(µ) + ∂F2(µ) = ∂(F1 + F2)(µ) for all µ ∈ X. (A.5.4)
A.6 An Aubin-Lions lemma and some of its consequences
In [RS03] the authors presented the following version of the classical Aubin-Lions lemma
(see [Aub63]):
Theorem A.6.1. [RS03, Theorem 2] Let B be a Banach space and U be a family of mea-
surable B-valued function. Let us suppose that there exist a normal coercive integrand
F : (0, T )×B → [0,+∞], meaning that
(1) F is B(0, T )⊗B(B)-measurable, where B(0, T ) and B(B) denote the σ-algebgras of
the Lebesgue measurable subsets of (0, T ) and of the Borel subsets of B respectively;
(2) the maps v 7→ Ft(v) := F(t, v) are l.s.c. for a.e. t ∈ (0, T );
(3) {v ∈ B : Ft(v) ≤ c} are compact for any c ≥ 0 and for a.e. t ∈ (0, T ),
and a l.s.c. map g : B ×B → [0,+∞] with the property
[u, v ∈ D(Ft), g(u, v) = 0]⇒ u = w, for a.e. t ∈ (0, T ).
If
sup
u∈U
ˆ T
0
F(t, u(t))dt < +∞ and lim
h↓0
sup
u∈U
ˆ T−h
0
g(u(t+ h), u(t))dt = 0,
then U is relatively compact in M (0, T ;B).
Many recent papers (including [KM18,Lab17]) on gradient flows in the Wasserstein space
used the previous theorem to gain pre-compactness of interpolated curves. In our setting we
use the following result.
Lemma A.6.2. Let T > 0 and let q ∈ [1,+∞) and n > 0 be such that nq∗ > 1, where
q∗ := qd
d−q (with the convention q
∗ ∈ (0,+∞) is arbitrary if q ≥ d, and therefore, n > 0 and
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nq∗ > 1 can also be arbitrary). Suppose that (ρτ )τ>0 is a sequence of curves on [0, T ] with
values in P(Ω) and suppose that there exists C > 0 such that
W 22 (ρ
τ
t , ρ
τ
s) ≤ C|t− s+ τ |, ∀ 0 ≤ s < t ≤ T (A.6.1)
and ((ρτ )n)τ>0 is uniformly bounded in L
q([0, T ];W 1,q(Ω)) by C. We suppose moreover that
there exists β ≥ 1 such that ‖ρτt ‖Lβ(Ω) ≤ C for a.e. t ∈ [0, T ].
(1) Then, (ρτ )τ>0 is pre-compact in L
γ(Q), with 1 ≤ γ ≤ β if β < nq∗ and 1 ≤ γ < nq∗,
if β ≥ nq∗.
(2) If in addition, (ρτ )τ>0 is uniformly bounded in L
β2(Q) for some β2 > γ (where γ is
given in (1)), then (ρτ )τ>0 is pre-compact in L
γ2(Q), for any 1 ≤ γ2 < β2.
Proof. Let us use the previously stated Aubin-Lions lemma, i.e. Theorem A.6.1. Let 1 ≤
α < q∗ be fixed (that we set up later) and let us set B := Lnα(Ω), F : Lnα(Ω) → [0,+∞]
defined as
F(ρ) :=

‖ρn‖W 1,q(Ω), if ρn ∈ W 1,q(Ω), ρ ∈P(Ω),
+∞, otherwise
and g : Lnα(Ω)× Lnα(Ω)→ [0,+∞] defined as
g(µ, ν) :=

W2(µ, ν), if µ, ν ∈P(Ω),
+∞, otherwise.
In this setting, (ρτ )τ>0 and F satisfy the assumptions of Theorem A.6.1. Indeed, from the
assumption, one has in particular that
ˆ T
0
‖(ρτt )n‖qW 1,q(Ω)dt ≤ C. The injection W 1,q(Ω) ↪→
Lα(Ω) is compact for any 1 ≤ α < q∗, the injection i : s 7→ s 1n is continuous from Lα(Ω) to
Lnα(Ω) and the sub-level sets of ρ 7→ ‖ρn‖W 1,q(Ω) are compact in Lnα(Ω).
Moreover, by the fact that g defines a distance on D(F) and from (A.6.1), one has that
g also satisfies the assumptions from Theorem A.6.1, hence the implication of the theorem
holds and one has that (ρτ )τ≥0 is pre-compact inM (0, T ;L
nα(Ω)). Let us notice that (A.6.1)
implies that there exists ρ ∈ C([0, T ];P(Ω)) such that up to passing to a subsequence (ρτ )τ>0
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converges uniformly (w.r.t. W2) to ρ as τ > 0. Up to passing to another subsequence, ρ is
the limit also in M (0, T ;Lnα(Ω)).
From our assumption, we know that ‖ρτt ‖Lβ(Ω) ≤ C for a.e. t ∈ [0, T ]. Now, if β < nq∗,
then setting α such that nα = β, Lebesgue’s dominated convergence theorem implies the
strong pre-compactness of (ρτ )τ>0 in L
β(Q). Otherwise, Lebesque’s dominated convergence
implies the strong pre-compactness in Lγ(Q) for any 1 ≤ γ < nq∗. This concludes the proof
of (1).
To show (2), we notice that (1) already implies that ρτ → ρ, strongly in Lγ(Q) as τ ↓ 0
and in particular a.e. in Q. Furthermore, by the by the uniform bounds in Lβ2(Ω), with
β2 > γ, for any 1 ≤ γ2 < β2 we have that
ˆ
Q
(ρτ )γ2 dxdt ≤ (TL d(Ω))1− γ2β2 ‖ρτ‖γ2
Lβ2
,
which implies that (ρτ )γ2 is uniformly integrable on Q. Therefore, Vitali’s convergence
theorem yields the claim.
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