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Let T be a tree with n vertices and let φ(T, λ) = ∑nk=0(−1)kck(T)
λn−k be the characteristic polynomial of Laplacian matrix of T . It is
well known that cn−2(T) is equal to the Wiener index of T , while
cn−3(T) is equal to the modified hyper-Wiener index of T . For two
n-vertex trees T1 and T2, write T1  T2 if ck(T1)  ck(T2) for all
0  k  n. Let (n) be the set of all trees with 2n vertices and
perfect matchings except P2n and An−1,1, where Ps is a path with
s vertices and As,t is a tree obtained from a star St+1 with t + 1
vertices byattaching spendentpathsof length2 to the center of St+1.
In this paper, we first give a graphic transformation that increases
all Laplacian coefficients of an arbitrary tree, we then determine
the minimum element and the second minimum element in (n)
under the partial order , and we finally identify the maximum
element and second maximum element in (n) under the partial
order . Furthermore, we characterize some trees with extremal
Wiener indices and Laplacian-like energies.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In thispaperweconsideronly simplegraphs (i.e., finite, undirectedgraphswithout loopsormultiple
edges). Let G = (V(G), E(G)) be a simple graph with n vertices and e(G) edges (so n = |V(G)|
is its order). Let A(G) and D(G) denote its adjacency matrix and diagonal matrix of vertex degrees,
respectively. Then the Laplacian matrix of G is defined to be the matrix L(G) = D(G) − A(G), while
the Laplacian polynomial of G is just det(λIn − L(G)), which is denoted by φ(G, λ) or simply by φ(G).
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Let ck(G) (0  k  n) be the absolute values of the coefficients of φ(G, λ), so that
φ(G, λ) =
n∑
k=0
(−1)kck(G)λn−k.
It is well-known that
c0(G) = 1, cn(G) = 0, c1(G) = 2e(G), cn−1(G) = nτ(G), (1.1)
whereτ(G) is thenumberof spanning treesofG (see, e.g. [1]). IfG is a tree, then theLaplaciancoefficient
cn−2(G) is equal to the Wiener index W(G) of G and cn−3(G) is equal to the modified hyper-Wiener
index W˜(G) of G. The Wiener index of G is the sum of all distances between its unordered pairs of
vertices, which was introduced in 1947 and investigated by many chemists and mathematicians (see,
e.g. [2] formore detail). For recent results and applications of theWiener index see [2–5]. Themodified
hyper-Wiener index of G was recently introduced by Gutman [6]. It was demonstrated in [7] that the
modified hyper-Wiener index of trees has certain advantages over the original hyper-Wiener index
introduced by Randic´ [8].
Let G and H be two graphs of order n. We write G  H if ck(G)  ck(H) for all 0  k  n, and we
write G ≺ H if G  H and ck(G) < ck(H) for some 0  k  n.
Recently, the Laplacian coefficients of graphs have attracted many scholars’ attention. Let S(G) be
subdivision of a graph G obtained by inserting a new vertex of degree two for each edge ofG. Letmk(G)
denote the number of k-matchings of G containing exactly k edges. In particular
m0(G) = 1, m1(G) = e(G), mk(G) = 0 for k < 0 or k > n
2
. (1.2)
Zhou and Gutman [9] proved that for every acyclic graph T with n vertices holds
ck(T) = mk(S(T)), 0  k  n. (1.3)
Using this correspondence, Zhou andGutman [9] demonstrated a conjecture proposed by Gutman and
Pavlovic´ [10], namely they obtained the following result.
Theorem 1.1. Let Pn and Sn be the path and star of n vertices, respectively. Let T be a tree of n vertices,
different from Pn and Sn. Then for all k = 2, 3, . . . , n − 2,
ck(Sn) < ck(T) < ck(Pn).
By Eq. (1.3), some transforms of trees that decrease all Laplacian coefficients were given and many
results on the Laplacian coefficients of trees were obtained. Mohar [11] gave two transforms of trees
and provided a new proof and a strengthening of Theorem 1.1 by means of the two transforms. Zhang
et al. [12] answered some problems on ordering trees with the Laplacian coefficients proposed by
Mohar [13] and determined several orderings of trees among all n-vertex trees under the partial order
. Ilic´ [14] identified theminimum tree among all n-vertex trees with fixed diameter under the partial
order . Ilic´ and Ilic´ [15] characterized the minimum tree in the set of all n-vertex trees with fixed
pendent vertex number or 2-degree vertex number under the partial order . In particular, they
determined the second-minimum tree and second-maximum tree among all n-vertex trees. Lin and
Yan [16] characterized the minimum tree among all n-vertex trees with a given bipartition. Among all
n-vertex trees with given matching number, Ilic´ [17] determined the trees with the smallest Laplacian
coefficients, while He and Li [18] determined the trees with the second smallest Laplacian coefficients.
In particular, Ilic´ [17] gave the following result.
Theorem 1.2. Among all trees on order n andmatching number 1  m  n
2
, the tree Am−1,n−2m+1 is the
unique minimum element under the partial order , where As,t is a spur, obtained from a star St+1 with
t + 1 vertices by attaching s pendent paths of length 2 to the central vertex of St+1.
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Let μn(G)  μn−1(G)  · · ·  μ2(G)  μ1(G) = 0 be all eigenvalues of L(G). Then the
Laplacian-like energy of G, LEL for short, is defined as follows:
LEL(G) =
n∑
k=2
√
μk(G).
This concept was introduced by Liu and Liu [19], where it was demonstrated it has similar features as
molecular graph energy that is the sum of absolute values of eigenvalues of A(G) defined by Gutman
[20]. Stevanovic´ [21]presenteda connectionbetween theLaplacian-like energy invariant andLaplacian
coefficients, where its corrected proof was presented by Ilic´ et al. [22].
Theorem 1.3. Let G and H be two graphs with n vertices. Then LEL(G)  LEL(H) if G  H, and LEL(G) <
LEL(H) if G ≺ H.
The signless Laplacian matrix of a graph G is defined as Q(G) = D(G) + A(G). Q(G) also has
nonnegative eigenvalues μ′n(G)  μ′n−1(G)  · · ·  μ′1(G)  0 (see [23] for more details). Gutman
et al. [24,25] recently introduced the incidence energy IE(G) of G, defining it as the sum of the singular
values of the incidence matrix of G, i.e.,
IE(G) =
n∑
k=1
√
μ′k(G).
In particular, if G is a bipartite graph, Q(G) and L(G) have the same spectrum, so we have that IE(G) =
LEL(G). In [26] the authors pointed out some further relations for IE and LEL, and established several
lower and upper bounds for IE, including those that pertain to the line graph of G. Tang and Hou [27]
characterized the trees with the second greatest, the third greatest, the second smallest and the third
smallest incidence energy among all n-vertex trees.
Let (n) denote the set of all trees with order 2n and perfect matchings except An−1,1 and P2n.
Motivated by all these works above concerning the Laplacian coefficients, Wiener index, modified
hyper-Wiener index and Laplacian-like energy of graphs, at the present article we will determine two
minimum elements and two maximum elements in (n) under the partial order . Furthermore, we
give a graphic transformation that increases all Laplacian coefficients of an arbitrary tree.
The plan of the paper is as follows. In Section 2 we give a graphic transformation that increases all
Laplacian coefficients of an arbitrary tree. In Section 3 we identify the minimum element and the sec-
ond minimum element in (n) under the partial order . In Section 4 we characterize the maximum
element and the secondmaximumelement in(n)under thepartial order. Furthermore,we charac-
terize the three trees in(n)with the first smallest, the second smallest and the third smallestWiener
index (modifiedhyper-Wiener index, LEL), respectively. Alsowecharacterize the two trees in(n)with
the first largest and the second largestWiener index (modified hyper-Wiener index, LEL), respectively.
2. A transformation of trees
In this section we give a graphic transform that increases all Laplacian coefficients of an arbitrary
tree, which generalizes Lemma 2.5 of [18] (see Theorem 2.4).
Let NG(v) be the set of adjacent vertices of a vertex v in a graph G and let dG(v) be the degree of
v in G. A pendent vertex of G is a vertex of degree 1, a pendent edge is an edge incident to a pendent
vertex, while a pendent path vv1 · · · vk of length k at v is a path such that dG(v)  3, dG(v1) = · · · =
dG(vk−1) = 2 and dG(vk) = 1.
Let uv be an edge of a graph G of order n. It is easy to see, for k = 0, 1, . . . , n, that the number of
k-matching not containing uv in G is equal to mk(G − uv) and the number of k-matching containing
uv in G is equal tomk−1(G − u − v). So we have
mk(G) = mk(G − uv) + mk−1(G − u − v). (2.1)
598 S.-w. Tan, T.-m. Song / Linear Algebra and its Applications 436 (2012) 595–617
From Eq. (2.1) it is easy to see that the following result is true.
Lemma 2.1. Let G′ be a spanning subgraph of a graph G of order n. Then
mk(G
′)  mk(G), k = 0, 1, 2, . . . , n.
Lemma 2.2. Let u be a vertex of a nontrivial connected graph G. Let G∗p,q be the graph of order n obtained
from G by adding pendent paths uu1u2 · · · up and uv1v2 · · · vq at u.
(1) If p  q  1 and q is an even number, then
mk(G
∗
p,q)  mk(G∗p+1,q−1), k = 0, 1, 2, . . . , n.
(2) If p  q  1 and q is an odd number, then
mk(G
∗
p,q)  mk(G∗p+1,q−1), k = 0, 1, 2, . . . , n.
Proof. Write NG(u) = {a1, a2, . . . , al}. From Eq. (1.2) the results hold for k = 0, 1 and k >  n2. Thus
next assume that 2  k   n
2
. Since G∗p+1,q−1 ∼= G∗p,q − vq−1vq + upvq, from Eq. (2.1) we get
mk(G
∗
p+1,q−1) = mk(G∗p+1,q−1 − upvq) + mk−1(G∗p+1,q−1 − up − vq)
= mk(G∗p,q−1) + mk−1(G∗p−1,q−1). (2.2)
mk(G
∗
p,q) = mk(G∗p,q − vq−1vq) + mk−1(G∗p,q − vq−1 − vq) (2.3)
= mk(G∗p,q−1) + mk−1(G∗p,q−2).
Thus we get
mk(G
∗
p+1,q−1) − mk(G∗p,q) = mk−1(G∗p−1,q−1) − mk−1(G∗p,q−2). (2.4)
Again from Eq. (2.1), in a similar way to obtain Eqs. (2.2) and (2.3) we have
mk−1(G∗p−1,q−1) = mk−1(G∗p−1,q−2) + mk−2(G∗p−1,q−3) (2.5)
= mk−1(G∗p−1,q−2) + mk−2(G∗p−2,q−3) + mk−3(G∗p−3,q−3).
mk−1(G∗p,q−2) = mk−1(G∗p−1,q−2) + mk−2(G∗p−2,q−2) (2.6)
= mk−1(G∗p−1,q−2) + mk−2(G∗p−2,q−3) + mk−3(G∗p−2,q−4).
Therefore, by combining Eq. (2.4) we get
mk(G
∗
p+1,q−1) − mk(G∗p,q) = mk−3(G∗p−3,q−3) − mk−3(G∗p−2,q−4). (2.7)
Repeating the steps in Eqs. (2.5)–(2.7), for 1  i  min{ k+1
2
, q
2
} we get
mk(G
∗
p+1,q−1) − mk(G∗p,q) = mk−2i+1(G∗p−2i+1,q−2i+1) − mk−2i+1(G∗p−2i+2,q−2i). (2.8)
Case 1. Assume that k  q − 1.
If k is an even number, set k = 2t, then by taking i = t in Eq. (2.8) we get
mk(G
∗
p+1,q−1) − mk(G∗p,q) = m1(G∗p−2t+1,q−2t+1) − m1(G∗p−2t+2,q−2t)
= e(G∗p−2t+1,q−2t+1) − e(G∗p−2t+2,q−2t) = 0.
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If k is an odd number, set k = 2t − 1, then by taking i = t in Eq. (2.8) we get
mk(G
∗
p+1,q−1) − mk(G∗p,q) = m0(G∗p−2t+1,q−2t+1) − m0(G∗p−2t+2,q−2t) = 0.
Case 2. Assume that k > q − 1.
First assume that q is an even number and set q = 2t. By taking i = t in Eq. (2.8) we have
mk(G
∗
p+1,q−1) − mk(G∗p,q) = mk−2t+1(G∗p−2t+1,1) − mk−2t+1(G∗p−2t+2,0). (2.9)
Again from Eq. (2.1), in a similar way to obtain Eqs. (2.2) and (2.3) we can get
mk−2t+1(G∗p−2t+1,1) = mk−2t+1(G∗p−2t+1,0) + mk−2t(G∗p−2t+1,0 − u)
= mk−2t+1(G∗p−2t+1,0) + mk−2t
(
Pp−2t+1
⋃
(G − u)
)
.
mk−2t+1(G∗p−2t+2,0) = mk−2t+1(G∗p−2t+1,0) + mk−2t(G∗p−2t,0).
So by Eq. (2.9) we get
mk(G
∗
p+1,q−1) − mk(G∗p,q) = mk−2t
(
Pp−2t+1
⋃
(G − u)
)
− mk−2t(G∗p−2t,0). (2.10)
Note that
G∗p−2t,0 − ua1 − ua2 − · · · − ual ∼= Pp−2t+1
⋃
(G − u),
i.e., Pp−2t+1
⋃
(G − u) is isomorphic to a spanning subgraph of G∗p−2t,0. So by Lemma 2.1 we get
mk−2t
(
Pp−2t+1
⋃
(G − u)
)
 mk−2t(G∗p−2t,0).
It follows that the quantity in Eq. (2.10) is non-positive. Hence by combining Case 1 we arrive at (1).
Next assume that q is an odd number and set q = 2t + 1. By taking i = t in Eq. (2.8) we have
mk(G
∗
p+1,q−1) − mk(G∗p,q) = mk−2t+1(G∗p−2t+1,2) − mk−2t+1(G∗p−2t+2,1). (2.11)
From Eq. (2.11), in a similar way to obtain Eq. (2.10) we can get
mk(G
∗
p+1,q−1) − mk(G∗p,q) = mk−2t−1(G∗p−2t−1,0) − mk−2t−1
(
Pp−2t
⋃
(G − u)
)
. (2.12)
Note that
G∗p−2t−1,0 − ua1 − ua2 − · · · − ual ∼= Pp−2t
⋃
(G − u),
i.e., Pp−2t
⋃
(G − u) is isomorphic to a spanning subgraph of G∗p−2t−1,0. So by Lemma 2.1 we get
mk−2t−1
(
Pp−2t
⋃
(G − u)
)
 mk−2t−1(G∗p−2t−1,0).
It follows that the quantity in Eq. (2.12) is non-negative. Therefore, by combining Case 1 we arrive at
(2). This proof is complete. 
Lemma 2.3. Let w0w1 · · ·ws be a path of a connected graph G such that dG(w0)  2, dG(w1) = · · · =
dG(ws−1) = 2 and dG(ws)  2. Let Gsp,q denote the graph of order n obtained from G by adding pendent
paths w0u1u2 · · · up and wsv1v2 · · · vq at w0 and ws, respectively. If all of p, q and s are positive even
numbers and p − q  s  2, then
mk(G
s
p,q)  mk(Gsp+2,q−2), k = 0, 1, 2, . . . , n.
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Proof. ByEq. (1.2) the resultshold fork = 0, 1andk >  n
2
. Therefore, next assumethat2  k   n
2
.
Since Gsp+2,q−2 ∼= Gsp,q − vq−2vq−1 + upvq−1, by Eq. (2.1) we have
mk(G
s
p+2,q−2) = mk(Gsp+2,q−2 − upvq−1) + mk−1(Gsp+2,q−2 − up − vq−1)
= mk(P2
⋃
Gsp,q−2) + mk−1(Gsp−1,q−2).
mk(G
s
p,q) = mk(Gsp,q − vq−2vq−1) + mk−1(Gsp,q − vq−2 − vq−1)
= mk(P2
⋃
Gsp,q−2) + mk−1(Gsp,q−3).
mk−1(Gsp−1,q−2) = mk−1(Gsp−1,q−2 − vq−3vq−2) + mk−2(Gsp−1,q−2 − vq−3 − vq−2).
= mk−1(Gsp−1,q−3) + mk−2(Gsp−1,q−4). (2.13)
mk−1(Gsp,q−3) = mk−1(Gsp,q−3 − up−1up) + mk−2(Gsp,q−3 − up−1 − up).
= mk−1(Gsp−1,q−3) + mk−2(Gsp−2,q−3). (2.14)
Therefore, we get
mk(G
s
p+2,q−2) − mk(Gsp,q) = mk−2(Gsp−1,q−4) − mk−2(Gsp−2,q−3).
Repeating the steps in Eqs. (2.13)–(2.14), for 1  i  min{ k
2
, q−2
2
} we get
mk(G
s
p+2,q−2) − mk(Gsp,q) = mk−2i(Gsp−2i+1,q−2i−2) − mk−2i(Gsp−2i,q−2i−1). (2.15)
Case 1. Assume that k  q − 2.
If k is an even number, set k = 2t, then by taking i = t in Eq. (2.15) we get
mk(G
s
p+1,q−1) − mk(Gsp,q) = m0(Gsp−2t+1,q−2t−2) − m0(Gsp−2t,q−2t−1) = 0.
If k is an odd number, set k = 2t + 1, then by taking i = t in Eq. (2.15) we get
mk(G
s
p+2,q−2) − mk(Gsp,q) = m1(Gsp−2t+1,q−2t−2) − m1(Gsp−2t,q−2t−1)
= e(Gsp−2t+1,q−2t−2) − e(Gsp−2t,q−2t−1) = 0.
Case 2. Assume that k > q − 2.
Write q = 2t + 2. By taking i = t in Eq. (2.15) we have
mk(G
s
p+2,q−2) − mk(Gsp,q) = mk−2t(Gsp−2t+1,0) − mk−2t(Gsp−2t,1). (2.16)
Again by Eq. (2.1) we have
mk−2t(Gsp−2t+1,0) = mk−2t(Gsp−2t,0) + mk−2t−1(Gsp−2t−1,0).
mk−2t(Gsp−2t,1) = mk−2t(Gsp−2t,0) + mk−2t−1(Gsp−2t,0 − ws).
So by Eq. (2.16) we get
mk(G
s
p+2,q−2) − mk(Gsp,q) = mk−2t−1(Gsp−2t−1,0) − mk−2t−1(Gsp−2t,0 − ws). (2.17)
Write NG(ws) = {ws−1, a1, a2, . . . , al}. Let H be the component containing ws in
Gsp−2t−1,0−wsa1−wsa2−· · ·−wsal and let F be the component containingws−1 in Gsp−2t,0−ws. Let
H˜ = Gsp−2t−1,0 − V(H). It is easy to see that Gsp−2t,0 −ws = F
⋃
H˜. Since H
⋃
H˜ is a proper spanning
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subgraph of Gsp−2t−1,0, by Lemma 2.1 we have
mk−2t−1(Gsp−2t−1,0)  mk−2t−1
(
H
⋃
H˜
)
. (2.18)
Since F ∼= H − ws−1ws + up−2t−1ws, by Lemma 2.2 (1), for i = 0, 1, 2 · · · , we get
mi(H)  mi(F).
Therefore, we have
mk−2t−1
(
H
⋃
H˜
)
= ∑
i+j=k−2t−1
mi(H)mj(H˜) 
∑
i+j=k−2t−1
mi(F)mj(H˜)
= mk−2t−1(Gsp−2t,0 − ws). (2.19)
By Eqs. (2.17)–(2.19) we arrive at the required results. 
Theorem 2.4. Let uv be an edge of an arbitrary tree G with dG(u)  2 and dG(v)  2. Let Gp,q be the tree
of order n obtained from G by adding pendent paths uu1u2 · · · up and vv1v2 · · · vq at u and v, respectively.
If p  q  1, then
ck(Gp,q)  ck(Gp+1,q−1), k = 0, 1, 2, . . . , n.
Proof. Let Gsp,q be the graph defined in Lemma 2.3 and let S(G)
2
2p,2q denote the graph obtained from
S(G) by adding pendent paths uu′1u1u′2u2 · · · u′pup and vv′1v1v′2v2 · · · v′qvq at u and v, respectively. It is
easy to see that S(Gp,q) = S(G)22p,2q. By Eq. (1.3) and Lemma 2.3 we get
ck(Gp,q) = mk(S(Gp,q)) = mk(S(G)22p,2q)  mk(S(G)22p+2,2q−2)
= mk(S(Gp+1,q−1)) = ck(Gp+1,q−1).
This proof is complete. 
3. On the minimum elements in (n) under
In the section we determine the minimum element and the second minimum element in (n)
under the partial order . Furthermore, we present three trees in (n) with the smallest, the second
smallest and the third smallest Wiener index (modified hyper-Wiener index, LEL), respectively.
Lemma 3.1 [28]. Let w be a vertex of a tree G with at least two vertices and let G(p, q) be the tree obtained
from G by attaching pendent paths wv1v2 · · · vp and wu1u2 · · · uq of lengths p and q, respectively, at w. If
p  q  1, then
ck(G(p, q))  ck(G(p + 1, q − 1)), k = 0, 1, 2, . . . , n,
A branching vertex of a connected graph G is a vertex of degree greater than two. The eccentricity
ε(v) of a vertex v in G is the maximum distance from v to any other vertex. Vertices of minimum
eccentricity form the center of G (see [2]), and a tree T has exactly one or two adjacent center vertices.
Let v be a vertex of degree m + 1 in a tree T . Assume that H1,H2, . . . ,Hm are m pendent paths
incident to v, with lengths ni  1, i = 1, 2, . . . ,m. Let w be the neighbor of v distinct from the
starting vertices of paths v1, v2, · · · , vm, respectively. We form a tree T ′ = δ(T, v) by deleting the
edges vv1, vv2, · · · , vvm−1 from T and addingm− 1 new edgeswv1,wv2, · · · ,wvm−1 incident with
w. We say that T ′ is a δ-transform of T about Pm from v to w .
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Fig. 1. Two trees with perfect matchings and diameter 5.
Lemma3.2 [15]. Let T be anarbitrary tree of order n, rootedat its center vertex. Let vertex v be on thedeepest
level of T among all vertices with degree at least three. Then for the δ-transformation tree T ′ = δ(T, v),
we have
ck(T
′)  ck(T), k = 0, 1, 2, . . . , n.
Lemma3.3 [29]. Let f (λ) and g(λ) be two real polynomials arranged according to decreasing exponents. If
their positive and negative coefficients are alternate, then the positive and negative coefficients of f (λ)g(λ)
are also alternate.
For v ∈ V(G), let Lv(G) be the principal submatrix of L(G) formed by deleting the row and column
corresponding to v. If G = v, then suppose that φ(Lv(G), λ) = 1.
Lemma 3.4 [30]. Let uv be a cut edge of a simple graph G and let Guvw denote the component containing
the vertex w in G − uv. Then
φ(G, λ) = φ(Guvu , λ)φ(Guvv , λ) − [φ(Guvu , λ)φ(Lv(Guvv ), λ) + φ(Guvv , λ)φ(Lu(Guvu ), λ)].
Let T be a tree and let P be a longest path of T . If each component of T −V(P) is an isolated vertex or
edge, then we call T a generalized caterpillar. Let(n, d) be the set of all trees with order 2n, diameter
d and perfect matchings. Let G1(s, t) and G2(s, t) be two trees of order 2n shown in Fig. 1. It is easy to
see that
(n, 4) = {An−1,1},
(n, 5) = {G1(s, t) : s + t = n − 4}
⋃{G2(s, t) : s + t = n − 3}.
Lemma 3.5. If d  5, then for each T ∈ (n, d) there must be a generalized caterpillar T˜ ∈ (n, d) such
that T˜  T.
Proof. It is obvious that the result holds for d = 5. Therefore, next assume that d  6. Let P =
u1u2 · · · ud+1 be a longest path of T . It is easy to see that all centers of T are on P. We select a center
w as the root of T .
Suppose that there are branching vertices of T not on P. Let u be such a branching vertex with the
deepest level of T and let P = uvv′ · · · be the unique path from u to the root w of T . Then the other
vertices adjacent to u except v lie on pendent paths of lengths at least 1. If there exists a pendent path
incident to u with odd length, then such a pendent path is unique and we denote it by P˜. Otherwise,
let P˜ be an arbitrary pendent path incident to u. By a δ-transform of T about P˜ from u to v, T can be
transformed into a tree T1 = δ(T, u). It is obvious that T1 ∈ (n, d) and P also is a longest path of T1.
If T1 still has branching vertices not on P, then to T1 repeat the above steps until we get a tree Tp such
that all of its branching vertices are on P. So we get trees T, T1, . . . , Tp ∈ (n, d) and by Lemma 3.2
we have
Tp  Tp−1  · · ·  T1  T . (3.1)
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Suppose that Tp has a pendent path uiv1v2 · · · vk such that v1, v2, . . . , vk 
∈ V(P) and k  3. Let
F1 = Tp − vk−2vk−1 + uivk−1. Then F1 ∈ (n, d) and P also is a longest path of F1. If F1 still has
pendent paths not to contain vertices of P with length at least 3, then to F1 repeat the above steps until
we get a tree Fq such that all of its pendent paths not to contain vertices of P have lengths at most 2.
So we get trees Tp, F1, F2, . . . , Fq ∈ (n, d) and by Lemma 3.1 we have
Fq  Fq−1  · · ·  F1  Tp. (3.2)
Since all branching vertices of Fq are on P and all pendent paths of Fq not to contain vertices of P
have length at most 2, Fq is a generalized caterpillar. Therefore, by Eqs. (3.1) and (3.2) the required
result follows. 
By Calculation 1 in Appendix, we have
φ(Gi(s, t), λ) = λ(λ − 2)(λ2 − 3λ + 1)s+t fi(s, t), i = 1, 2,
where
f1(s, t) = λ6 − (s + t + 12)λ5 + (st + 8s + 8t + 52)λ4 − (4st + 21s + 21t + 100)λ3
+(5st + 22s + 22t + 86)λ2 − (2st + 9s + 9t + 32)λ + (s + t + 4),
f2(s, t) = λ4 − (s + t + 8)λ3 + (st + 5s + 5t + 20)λ2 − (2st + 6s + 6t + 16)λ
+(s + t + 3).
Lemma 3.6. If n  10, then for T ∈ (n, 5) − {G1(n − 4, 0), G2(n − 3, 0), G1(n − 5, 1)}, we have
G1(n − 4, 0) ≺ G2(n − 3, 0) ≺ G1(n − 5, 1) ≺ T .
Proof. Assume, without loss of generality, that s  t. Then we have
φ(G1(s, t), λ) − φ(G1(s + 1, t − 1), λ) = (s − t + 1)λ2(λ2 − 3λ + 2)2(λ2 − 3λ + 1)n−4.
ByLemma3.3α = φ(G1(s, t), λ)−φ(G1(s+1, t−1), λ) is apolynomial of order2n−2whosepositive
and negative coefficients are alternate.Write α = ∑2nj=0(−1)jbjλ2n−j , where bj > 0 if 2  j  2n−2
and b0 = b1 = b2n−1 = b2n = 0. Then we have
φ(G1(s, t), λ) = φ(G1(s + 1, t − 1), λ) + α =
2n∑
k=0
(−1)k[ck(G1(s + 1, t − 1)) + bk]λ2n−k.
Therefore, we have ck(G1(s, t)) = ck(G1(s + 1, t − 1)) + bk , k = 0, 1, . . . , 2n. It follows that
ck(G1(s, t)) = ck(G1(s + 1, t − 1)) if k ∈ {0, 1, 2n − 1, 2n} and ck(G1(s, t)) > ck(G1(s + 1, t − 1))
if 2  k  2n − 2. So G1(s, t) ≺ G1(s + 1, t − 1). It follows that
G1(n − 4, 0) ≺ G1(n − 5, 1) ≺ · · · ≺ G1
(⌈
n − 4
2
⌉
, n − 4 −
⌈
n − 4
2
⌉)
. (3.3)
Note that
φ(G2(s, t), λ) − φ(G2(s + 1, t − 1), λ) = (s − t + 1)λ2(λ − 2)2(λ2 − 3λ + 1)n−3.
So in a similar way to prove Eq. (3.3) we can get the following Eq. (3.4).
G2(n − 3, 0) ≺ G2(n − 4, 1) ≺ · · · ≺ G2
(⌈
n − 3
2
⌉
, n − 3 −
⌈
n − 3
2
⌉)
. (3.4)
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Fig. 2. Two trees with perfect matchings and diameter 6.
Write η = λ2(λ − 2)2(λ2 − 3λ + 1)n−4. Then we have
φ(G2(n − 3, 0), λ) − φ(G1(n − 4, 0), λ) = (λ2 − nλ + 1)η.
φ(G1(n − 5, 1), λ) − φ(G2(n − 3, 0), λ) = [(n − 6)λ2 − (n − 10)λ + (n − 6)]η.
φ(G2(n − 4, 1), λ) − φ(G1(n − 5, 1), λ) = 2[λ2 − (n − 1)λ + 1]η.
Thus in a similar way to prove Eq. (3.3) we can get the following Eq. (3.5).
G1(n − 4, 0) ≺ G2(n − 3, 0) ≺ G1(n − 5, 1) ≺ G2(n − 4, 1). (3.5)
By combining Eqs. (3.3)–(3.5) this proof is complete. 
Let H1(s, t, l) and H2(s, t, l) be two trees with 2n vertices shown in Fig. 2. Write
ξs,t = (λ2 − 3λ + 1)s−1(λ − 1)t−1,
βs,t = λ[λ3 − (s + t + 4)λ2 + (3s + 3t + 4)λ − (2s + t + 1)]ξs,t .
By Calculation 2 in Appendix, we have
φ(H1(s, t, l), λ) = (βs+1,1 − ξs+2,2)φ(H1(s, t, l)uvv ) − βs+1,1(βl+1,0 − ξl+2,1)ξt+1,1,
where H1(s, t, l)
uv
v
∼= G2(t − 1, l) if t 
= 0, and H1(s, t, l)uvv ∼= Al+1,1 otherwise.
φ(H2(s, t, l)) = (βs+1,1 − ξs+2,2)φ(H2(s, t, l)uvv ) − βs+1,1(βl+1,1 − ξl+2,2)ξt+1,2,
where H2(s, t, l)
uv
v
∼= G1(t − 1, l) if t 
= 0, and H2(s, t, l)uvv ∼= Al+2,1 otherwise.
Lemma 3.7. If n  10, then for T ∈ (n, 6), we have G2(n − 3, 0) ≺ T .
Proof. Note that all generalized caterpillars in(n, 6)must beH1(s, t, l) orH2(s, t, l). So from Lemma
3.5 we know that there are non-negative integers s, t, l such that
H1(s, t, l)  T or H2(s, t, l)  T . (3.6)
It is easy to see that
φ(H1(s, t, l), λ) − φ(H1(s + t + l, 0, 0), λ) = λ2(λ − 2)2(λ2 − 3λ + 1)s+t+l−1
×[(st + sl + tl + t + l)λ4 − (stl + 6st + 6sl + 7tl + 6t + 6l)λ3
+(3stl + 11st + 12sl + 14tl + 10t + 11l)λ2
−(2stl + 7st + 9sl + 8tl + 4t + 6l)λ + (st + tl + 2sl + l)].
φ(H2(s, t, l), λ) − φ(H2(0, s + t + l, 0), λ) = λ2(λ2 − 3λ + 2)2(λ2 − 3λ + 1)s+t+l−1
×[(st + sl + tl)λ4 − (stl + 7st + 7sl + 7tl)λ3
+(3stl + 14st + 14tl + 15sl + s + l)λ2
−(2stl + 8st + 8tl + 10sl + 2s + 2l)λ + (st + tl + 2sl + s + l)].
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Therefore, for H1(s, t, l) 
∼= H1(n − 4, 0, 0) and H2(s, t, l) 
∼= H2(0, n − 5, 0) in a similar way to
prove Eq. (3.3) we can get
H1(n − 4, 0, 0) = H1(s + t + l, 0, 0) ≺ H1(s, t, l), (3.7)
H2(0, n − 5, 0) = H2(0, s + t + l, 0) ≺ H2(s, t, l). (3.8)
Since
φ(H1(n − 4, 0, 0), λ) − φ(G2(n − 3, 0), λ) = (n − 3)λ2(λ − 2)2(λ2 − 3λ + 1)n−4,
φ(H2(0, n − 5, 0), λ) − φ(G2(n − 3, 0), λ) = λ2(λ − 2)2(λ2 − 3λ + 1)n−6
×[(n − 5)λ6 − (8n − 42)λ5 + (23n − 127)λ4 − (32n − 180)λ3
+(25n − 130)λ2 − (9n − 42)λ + (n − 4)],
we can get, in a similar way to prove Eq. (3.3), that
G2(n − 3, 0) ≺ H1(n − 4, 0, 0), G2(n − 3, 0) ≺ H2(0, n − 5, 0). (3.9)
By combining Eqs. (3.6)–(3.9), the proof is complete. 
Lemma 3.8. Let n  10 and d  7. Then for T ∈ (n, d), we have G2(n − 3, 0) ≺ T.
Proof. By Lemma 3.5 there must be a generalized caterpillar T˜ ∈ (n, d) such that
T˜  T . (3.10)
Let P = u1u2 · · · ud+1 be a longest path of T˜ .
Assume that dT˜ (u3) = 2. Since T˜ is a generalized caterpillar and it has perfect matchings, we
know that u1u2, u3u4 ∈ M(T˜). Let F1 = T˜ − u1u2 + u1u4. Then F1 is a generalized caterpillar and
F1 ∈ (n, d − 1).
Assume thatdT˜ (u3)  3. If there exists a pendent edge atu3, then suchapendent edge is unique and
we denote it by P˜. By a δ-transform of T˜ about P˜ from u3 to u4, T˜ can be transformed into a generalized
caterpillar F1 = δ(T˜, u3) ∈ (n, d− 1). If there are not pendent edges at u3, then let P˜ be an arbitrary
pendent path of length 2 at u3. By a δ-transform of T˜ about P˜ from u3 to u4, T˜ can be transformed into
a generalized caterpillar F˜ = δ(T˜, u3) ∈ (n, d)with dF˜(u3) = 2. So by the result of case dT˜ (u3) = 2
above, F˜ can transformed into a generalized caterpillar F1 = δ(T˜, u3) ∈ (n, d − 1).
If the diameter of F1 is still greater that 6, then to F1 repeat the above steps untilwe get a generalized
caterpillar Fq ∈ (n, 6). So we get generalized caterpillars T˜, F1, . . . , Fq and by Lemmas 3.1 and 3.2
we have
Fq  Fq−1  · · ·  F1  T˜ . (3.11)
So by Lemma 3.7, Eqs. (3.10) and (3.11) the required follows. 
Remark 3.9. From the proofs of Lemmas 3.7 and 3.8 we know, for T ∈ (n, d)(d  6), that
H1(n − 4, 0, 0)  T or H2(0, n − 5, 0)  T .
By Lemmas (3.6)–(3.8) we immediately get the following
Theorem 3.10. If n  10, then G1(n − 4, 0) and G2(n − 3, 0) are the minimum element and the second
minimum element of (n) under the partial order , respectively.
From φ(Gi(s, t), λ) and φ(Hi(s, t, l), λ) (i = 1, 2) we have
φ(G1(n − 4, 0), λ) = λ(λ − 2)(λ2 − 3λ + 1)n−4
×[λ6 − (n + 8)λ5 + (8n + 20)λ4 − (21n + 16)λ3 + (22n − 2)λ2 − (9n − 4)λ + n].
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φ(G2(n − 3, 0), λ) = λ(λ − 2)(λ2 − 3λ + 1)n−3
×[λ4 − (n + 5)λ3 + 5(n + 1)λ2 − (6n − 2)λ + n].
φ(G1(n − 5, 1), λ) = λ(λ − 2)(λ2 − 3λ + 1)n−4
×[λ6 − (n + 8)λ5 + (9n + 15)λ4 − (25n − 4)λ3 + 27(n − 1)λ2 − (11n − 14)λ + n].
φ(G2(n − 4, 1), λ) = λ(λ − 2)(λ2 − 3λ + 1)n−3
×[λ4 − (n + 5)λ3 + (6n + 1)λ2 − (8n − 10)λ + n].
φ(G1(n − 6, 2), λ) = λ(λ − 2)(λ2 − 3λ + 1)n−4
×[λ6 − (n + 8)λ5 + (10n + 8)λ4 − (29n − 32)λ3 + (32n − 62)λ2 − (13n − 28)λ + n].
φ(H1(n − 4, 0, 0), λ) = λ(λ2 − 3λ + 2)(λ2 − 3λ + 1)n−4
×[λ5 − (n + 7)λ4 + (7n + 14)λ3 − (15n + 4)λ2 + (10n − 8)λ − n].
φ(H2(0, n − 5, 0), λ) = λ(λ − 2)(λ2 − 3λ + 1)n−6(λ4 − 7λ3 + 14λ2 − 8λ + 1)
×[λ6 − (n + 7)λ5 + (8n + 12)λ4 − (21n − 4)λ3 + (22n − 21)λ2 − (9n − 10)λ + n].
Therefore, it is easy to see that
W(G1(n − 4, 0)) = 6n2 − 5n − 8, W˜(G1(n − 4, 0)) = 9n3 − 22n2 − 27n + 88.
W(G2(n − 3, 0)) = 6n2 − 5n − 4, W˜(G2(n − 3, 0)) = 9n3 − 22n2 − 11n + 44.
W(G1(n − 5, 1)) = 6n2 − n − 28, W˜(G1(n − 5, 1)) = 9n3 − 10n2 − 123n + 268.
W(G2(n − 4, 1)) = 6n2 − n − 20, W˜(G2(n − 4, 1)) = 9n3 − 10n2 − 91n + 172.
W(G1(n − 6, 2)) = 6n2 + 3n − 56, W˜(G1(n − 6, 2)) = 9n3 + 2n2 − 243n + 520.
W(H1(n − 4, 0, 0)) = 6n2 − n − 16, W˜(H1(n − 4, 0, 0)) = 9n3 − 10n2 − 91n + 176.
W(H2(0, n − 5, 0)) = 6n2 − n − 20, W˜(H2(0, n − 5, 0)) = 9n3 − 10n2 − 91n + 148.
So we get, for n  10, that
W(G1(n − 4, 0)) < W(G2(n − 3, 0)) < W(G1(n − 5, 1)) < W(G2(n − 4, 1))
= W(H2(0, n − 5, 0))  W(H1(n − 4, 0, 0))  W(G1(n − 6, 2)). (3.12)
W˜(G1(n − 4, 0)) < W˜(G2(n − 3, 0)) < W˜(G1(n − 5, 1)) < W˜(H2(0, n − 5, 0))
< W˜(G2(n − 4, 1))  W˜(H1(n − 4, 0, 0))  W˜(G1(n − 6, 2)). (3.13)
Corollary 3.11. If n  10, then G1(n − 4, 0), G2(n − 3, 0) and G1(n − 5, 1) are the three trees in (n)
with the first smallest, the second smallest and the third smallest Wiener index (modified hyper-Wiener
index), respectively.
Proof. By Eqs. (3.12) and (3.13), for each
T ∈ (n) − {G1(n − 4, 0), G2(n − 3, 0), G1(n − 5, 1)},
we only need to prove the following
W(G1(n − 5, 1)) < W(T), (3.14)
W˜(G1(n − 1, 1)) < W˜(T). (3.15)
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Assume that T ∈ (n, 5). There are two non-negative integers s and t such that T ∼= G1(s, t) or
T ∼= G2(s, t). If T ∼= G1(s, t), then by T 
∈ {G1(n − 4, 0), G1(n − 5, 1)} we know that 2  t  n−42 .
So by Eqs. (3.3) and (3.12) we have
W(T)  W(G1(n − 6, 2)) > W(G1(n − 5, 1).
If T ∼= G2(s, t), then by T 
∈ {G2(n − 3, 0)} we know that 1  t  n−32 . So from Eqs. (3.4) and (3.12)
we have
W(T)  W(G2(n − 4, 1)) > W(G1(n − 5, 1).
Assume that T ∈ (n, 6). By Eqs. (3.6)–(3.8) and (3.12), we have
W(T)  min{W(H1(n − 4, 0, 0)),W(H2(0, n − 5, 0))}  W(G2(n − 4, 1)).
Assume that T ∈ (n, d) for d  7. By Eqs. (3.7), (3.8) and (3.10)–(3.12), we have
W(T) > W(Fq)  min{W(H1(n − 4, 0, 0)),W(H2(0, n − 5, 0))}  W(G2(n − 4, 1)).
Therefore, we arrive at Eq. (3.14). In a similar way we can arrive at Eq. (3.15). 
Corollary 3.12. If n  10, then G1(n − 4, 0), G2(n − 3, 0) and H1(n − 4, 0, 0) are the three trees with
the first smallest, the second smallest and the third smallest LEL in (n), respectively.
Proof. By Theorem 1.3, Lemmas 3.6–3.8 and Remark 3.9, for n  10 we need to prove
min{LEL(G1(n − 5, 1)), LEL(H2(0, n − 5, 0))} > LEL(H1(n − 4, 0, 0))).
Let α = (
√
5−1
2
)2 and β = (
√
5+1
2
)2 are the two roots of λ2 − 3λ + 1 = 0. Write
θ(n) = √2 + (n − 6)(√α +
√
β).
From φ(G1(n − 5, 1), λ), φ(H1(n − 4, 0, 0), λ) and φ(H2(0, n − 5, 0), λ) we have
LEL(G1(n − 5, 1)) = θ(n) + 2(√α +
√
β) +
6∑
i=1
√
μi,
LEL(H1(n − 4, 0, 0)) = θ(n) + 2(√α +
√
β) + 1 +
5∑
i=1
√
νi,
LEL(H2(0, n − 5, 0)) = θ(n) +
4∑
i=1
√
ωi +
6∑
i=1
√
λi,
where μi, νi, ωi and λi are the roots of f1(λ), f2(λ), f3(λ) and f4(λ), respectively. Here
f1(λ) = λ6 − (n + 8)λ5 + 3(3n + 5)λ4 − (25n − 4)λ3 + 27(n − 1)λ2 − (11n − 14)λ + n.
f2(λ) = λ5 − (n + 7)λ4 + (7n + 14)λ3 − (15n + 4)λ2 + (10n − 8)λ − n.
f3(λ) = λ4 − 7λ3 + 14λ2 − 8λ + 1.
f4(λ) = λ6 − (n + 7)λ5 + (8n + 12)λ4 − (21n − 4)λ3 + (22n − 21)λ2 − (9n − 10)λ + n.
Now assume that n  81. It is easy to see that
1
8
< μ1 <
37
50
< μ2 <
24
25
< μ3 <
107
50
< μ4 <
124
25
< μ5 < n − 1 − 1
n
< μ6.
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ν1 <
63
500
< ν2 < 1 < ν3 <
12
5
< ν4 <
89
25
< ν5 < n + 3
2n
.
108
625
< ω1 <
827
1250
< ω2 <
276
125
< ω3 <
989
250
< ω4.
108
625
< λ1 <
13
20
< λ2 <
24
25
< λ3 <
11
5
< λ4 <
98
25
< λ5 < n − 1 + 1
n
< λ6.
For 0 < x < 3
4
, it is easy to prove that
1 − 2x
3
<
√
1 − x < √1 + x < 1 + x
2
.
Write G1(n − 5, 1) = Gˆ,H1(n − 4, 0, 0) = Hˆ1 and H2(0, n − 5, 0) = Hˆ2. Then
LEL(Gˆ) > θ(n + 2) +
√
1
8
+
√
37
50
+
√
24
25
+
√
107
50
+
√
124
25
+
√
n − 1 − 1
n
> θ(n + 2) + 707
2000
+ 4301
5000
+ 606
625
+ 365
250
+ 1113
500
+
[
1 − 2(n + 1)
3n2
]√
n
> θ(n + 2) + 1 + 71
200
+ 1 + 31
20
+ 236
125
+ (1 + 3
4n2
)
√
n
> θ(n + 2) + 1 +
√
63
500
+ 1 +
√
12
5
+
√
89
25
+
√
n + 3
2n
> LEL(Hˆ1).
LEL(Hˆ2) > θ(n) +
√
108
625
+
√
827
1250
+
√
276
125
+
√
989
250
+
√
108
625
+
√
13
20
+
√
24
25
+
√
11
5
+
√
98
25
+
√
n − 1 + 1
n
> θ(n) + 1039
2500
+ 2033
2500
+ 297
200
+ 497
250
+ 1039
2500
+ 403
500
+ 2449
2500
+ 741
500
+ 989
500
+ [1 − 2(n − 1)
3n2
]√n
> θ(n) + 1119
250
+ 1 + 71
200
+ 1 + 31
20
+ 236
125
+ (1 + 3
4n2
)
√
n
> θ(n) + 2√5 + 1 +
√
63
500
+ 1 +
√
12
5
+
√
89
25
+
√
n + 3
2n
> LEL(Hˆ1).
When 10  n  80, by Wolfram MATHEMATICA 8.0 it is easy to see that LEL(Gˆ) > LEL(Hˆ1) and
LEL(Hˆ2) > LEL(Hˆ1) also hold. We complete the proof. 
Remark 3.13. It has been proved in [18] that G1(n− 4, 0) has the minimal Laplacian coefficients and
the smallest Wiener index (modified hyper-Wiener index, LEL) in (n).
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4. On the maximum elements in (n) under
In the section we determine the maximum element and the second maximum element in (n)
under the partial order , which are also trees with the first largest and the second largest Wiener
index (modified hyper-Wiener index, LEL), respectively. Let Bsi (l) be the tree shown in Fig. 3 and let
U
s,t
i,j (l) be the tree shown in Fig. 4.
Lemma 4.1. If n  5, then for 4  j  n − 1 we have
ck(U
1,1
3,2n−1−j(2n − 2))  ck(U1,13,j (2n − 2)), k = 0, 1, . . . , 2n.
Proof. It is easy to see that
S(U
1,1
3,j (2n − 2)) = U2,25,2j−1(4n − 5),
S(U
1,1
3,2n−1−j(2n − 2)) = U2,25,4n−3−2j(4n − 5).
So by Eq. (1.3) we have
ck(U
1,1
3,j (2n − 2)) = mk(U2,25,2j−1(4n − 5)),
ck(U
1,1
3,2n−1−j(2n − 2)) = mk(U2,25,4n−3−2j(4n − 5)).
Therefore, for 4  j  n − 1 we only need to prove
mk(U
2,2
5,4n−3−2j(4n − 5))  mk(U2,25,2j−1(4n − 5)). (4.1)
Write s = 4n − 5, r = s − 2j. By Eq. (2.1) we have
mk(U
2,2
5,4n−3−2j(s)) = mk(U2,25,r+2(s) − vr+2w1) + mk−1(U2,25,r+2(s) − vr+2 − w1)
= mk
(
P2
⋃
B25(s)
)
+ mk−1
(
B25(s + 1 − 2j)
⋃
P2j−2
)
= mk
(
P2
⋃
B25(s)
)
+ mk−1
(
P2
⋃
Ps+1−2j
⋃
P2j−2
)
+mk−2
(
P4
⋃
Ps−4−2j
⋃
P2j−2
)
.
Fig. 3. Tree Bsi (l).
Fig. 4. Tree U
s,t
i,j (l).
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mk(U
2,2
5,2j−1(s)) = mk(U2,25,2j−1(s) − v2j−1w1) + mk−1(U2,25,2j−1(s) − v2j−1 − w1)
= mk
(
P2
⋃
B25(s)
)
+ mk−1
(
B25(2j − 2)
⋃
Ps+1−2j
)
= mk
(
P2
⋃
B25(s)
)
+ mk−1
(
P2
⋃
Ps+1−2j
⋃
P2j−2
)
+mk−2
(
P4
⋃
Ps+1−2j
⋃
P2j−7
)
.
Therefore, we have
mk(U
2,2
5,4n−3−2j(4n − 5)) − mk(U2,25,2j−1(4n − 5)) = 1,
where
1 = mk−2
(
P4
⋃
P4n−2j−9
⋃
P2j−2
)
− mk−2
(
P4
⋃
P4n−2j−4
⋃
P2j−7
)
.
Again by Eq. (2.1) we have
mk−2
(
P4n−2j−9
⋃
P2j−2
)
− mk−2
(
P4n−2j−4
⋃
P2j−7
)
= mk−2
(
P5
⋃
P4n−2j−9
⋃
P2j−7
)
+ mk−3
(
P4
⋃
P4n−2j−9
⋃
P2j−8
)
−mk−2
(
P5
⋃
P4n−2j−9
⋃
P2j−7
)
− mk−3
(
P4
⋃
P4n−2j−10
⋃
P2j−7
)
= mk−3
(
P4
⋃
P4n−2j−9
⋃
P2j−8
)
− mk−3
(
P4
⋃
P4n−2j−10
⋃
P2j−7
)
. (4.2)
Again from Eq. (2.1) we have
2 = mk−3
(
P4n−2j−9
⋃
P2j−8
)
− mk−3
(
P4n−2j−10
⋃
P2j−7
)
= mk−3
(
P4n−2j−10
⋃
P2j−8
)
+ mk−4
(
P4n−2j−11
⋃
P2j−8
)
−mk−3
(
P4n−2j−10
⋃
P2j−8
)
− mk−4
(
P4n−2j−10
⋃
P2j−9
)
= mk−4
(
P4n−2j−11
⋃
P2j−8
)
− mk−4
(
P4n−2j−10
⋃
P2j−9
)
. (4.3)
Repeating the steps in Eq. (4.3), for 2  i  min{ k
2
, 2j−5
2
} we get
2 = mk−3
(
P4n−2j−9
⋃
P2j−8
)
− mk−3
(
P4n−2j−10
⋃
P2j−7
)
= mk−2i
(
P4n−2j−2i−7
⋃
P2j−2i−4
)
− mk−2i
(
P4n−2j−2i−6
⋃
P2j−2i−5
)
. (4.4)
Case 1. Assume that k  2j − 5.
If k is an even number, set k = 2t, then by taking i = t in Eq. (4.4) we get
2 = m0(P4n−2j−2t−7
⋃
P2j−2t−4) − m0(P4n−2j−2t−6
⋃
P2j−2t−5) = 0.
If k is an odd number, set k = 2t + 1, then by taking i = t in Eq. (4.4) we get
2 = m1(P4n−2j−2t−7
⋃
P2j−2t−4) − m1(P4n−2j−2t−6
⋃
P2j−2t−5)
= e(P4n−2j−2t−7
⋃
P2j−2t−4) − e(P4n−2j−2t−6
⋃
P2j−2t−5) = 0.
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Case 2. Assume that k  2j − 4.
By taking i = j − 3 in Eq. (4.4) and by Eq. (2.1) we get
2 = mk−2j+6(P4n−4j−1
⋃
P2) − mk−2j+6(P4n−4j
⋃
P1)
= mk−2j+6(P4n−4j−1) + mk−2j+5(P4n−4j−1) − mk−2j+6(P4n−4j)
= mk−2j+5(P4n−4j−1) − mk−2j+5(P4n−4j−2)
= mk−2j+4(P4n−4j−3)  0.
By combining Cases 1 and 2 we get 2  0, i.e., for all t  0 we have
mt(P4n−2j−9
⋃
P2j−8)  mt(P4n−2j−10
⋃
P2j−7). (4.5)
Therefore, by Eqs. (4.2) and (4.5) we have
mk−2(P4n−2j−9
⋃
P2j−2) − mk−2(P4n−2j−4
⋃
P2j−7)
= ∑
r+t=k−3
mr(P4)mt(P4n−2j−9
⋃
P2j−8) −
∑
r+t=k−3
mr(P4)mt(P4n−2j−10
⋃
P2j−7)
= ∑
r+t=k−3
mr(P4)
[
mt(P4n−2j−9
⋃
P2j−8) − mt(P4n−2j−10
⋃
P2j−7)
]
 0. (4.6)
In a similar way to prove Eq. (4.6) we can get1  0, i.e., Eq. (4.1) holds. This proof is complete. 
In [22] the authors have proved that
mk(Pn) =
⎛
⎝ n − k
k
⎞
⎠ , 0  k  n
2
. (4.7)
Lemma 4.2. If n  5, then for 0  k  2n we have
ck(B
1
5(2n − 1))  ck(B23(2n − 2))  ck(U1,13,2n−4(2n − 2)).
In particular, for k = 2n − 2, 2n − 3, all inequalities above are strict.
Proof. FromEq. (1.1) the resultshold fork ∈ {0, 1, 2n−1, 2n}.Hencenextassumethat2  k  2n−2.
By Eq. (1.3) we have
ck(B
1
5(2n − 1)) = mk(S(B15(2n − 1))) = mk(B29(4n − 3)),
ck(B
2
3(2n − 2)) = mk(S(B23(2n − 2))) = mk(B45(4n − 5)),
ck(U
1,1
3,2n−4(2n − 2)) = mk(S(U1,13,2n−4(2n − 2))) = mk(U2,25,4n−9(4n − 5)).
Therefore, for 2  k  2n − 2 we only need to prove
mk(B
2
9(4n − 3))  mk(B45(4n − 5))  mk(U2,25,4n−9(4n − 5)), (4.8)
and for k = 2n − 2, 2n − 3 we only need to prove
mk(B
2
9(4n − 3)) > mk(B45(4n − 5)) > mk(U2,25,4n−9(4n − 5)). (4.9)
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Write Fs,i,j,t = mk−s(Pi⋃ Pj⋃ P4n−t), where P0 = ∅. By Eq. (2.1) we have
mk(B
2
9(4n − 3)) = mk(P2
⋃
P4n−3) + mk−1(P8
⋃
P4n−12)
= F0,2,2,5 + F1,2,4,10 + F2,2,3,11 + F1,0,8,12,
mk(B
4
5(4n − 5)) = mk(P2
⋃
B25(4n − 5) + mk−1(B15(4n − 5))
= F0,2,2,5 + F1,2,4,10 + F1,0,0,5 + F2,0,4,10,
mk(U
2,2
5,4n−9(4n − 5)) = mk(P2
⋃
B25(4n − 5)) + mk−1(P4
⋃
B25(4n − 10))
= F0,2,2,5 + F1,2,4,10 + F1,2,4,10 + F2,4,4,15.
Let
1(k) = mk(B29(4n − 3)) − mk(B45(4n − 5)),
2(k) = mk(B45(4n − 5)) − mk(U2,25,4n−9(4n − 5)).
Then we have
1(k) = F2,2,3,11 + F1,0,8,12 − F2,0,4,10 − F1,0,0,5, (4.10)
2(k) = F1,0,0,5 + F2,0,4,10 − F1,2,4,10 − F2,4,4,15. (4.11)
Write Ni,j = mk−i(P4n−j). Again by Eq. (2.1) we have
F2,2,3,11 = N2,11 + 3N3,11 + 2N4,11. (4.12)
F1,0,8,12 = N1,12 + 7N2,12 + 15N3,12 + 10N4,12 + N5,12. (4.13)
F2,0,4,10 = N2,11 + 3N3,11 + N4,11 + N3,12 + 3N4,12 + N5,12. (4.14)
F1,0,0,5 = F1,0,7,12 + F2,0,6,13 = F1,3,4,12 + F2,2,3,12 + F2,3,3,13 + F3,2,2,13
= N1,12 + 6N2,12 + 10N3,12 + 4N4,12 + N2,13 + 5N3,13 + 6N4,13 + N5,13. (4.15)
From Eqs. (4.10), (4.12)–(4.15) and (2.1) we get
1(k) = (N2,12 − N2,13) + (4N3,12 − 5N3,13) + (3N4,12 − 6N4,13) + (N4,11 − N5,13)
= N3,14 + (4N4,14 − N3,13) + (3N5,14 − 3N4,13) + N4,12
= (N3,14 + N4,14 − N3,13) + 3(N4,14 + N5,14 − N4,13) + N4,12
= N5,16 + 3N6,16 + N4,12  N4,12 = mk−4(P4n−12)  0. (4.16)
In particular, by Eqs. (4.7) and (4.16) we have
1(2n − 2)  2m2n−6(P4n−12) =
⎛
⎝ 2n − 6
2n − 6
⎞
⎠ > 0,
1(2n − 3)  2m2n−7(P4n−12) =
⎛
⎝ 2n − 5
2n − 7
⎞
⎠ > 0.
These prove the first inequality in Eq. (4.8) and the first inequality in Eq. (4.9).
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Again by Eq. (2.1) we have
F1,0,0,5 − F2,4,4,15 = F1,0,10,15 + F2,0,9,16 − F2,4,4,15 = F1,5,5,15 + F2,0,9,16
 F1,4,5,15 + F2,4,4,16 + F6,0,0,16. (4.17)
F2,0,4,10 − F1,2,4,10 = F2,0,4,10 − (F1,0,4,10 + F2,0,4,10) = −F1,0,4,10
= −F1,4,5,15 − F2,4,4,16. (4.18)
From Eqs. (4.11), (4.17) and (4.18) we get
2(k)  F6,0,0,16 = mk−6(P4n−16)  0. (4.19)
In particular, by Eqs. (4.7) and (4.19) we have
2(2n − 2)  m2n−8(P4n−16) =
⎛
⎝ 2n − 8
2n − 8
⎞
⎠ > 0,
2(2n − 3)  m2n−9(P4n−16) =
⎛
⎝ 2n − 7
2n − 9
⎞
⎠ > 0.
These prove the second inequality in Eq. (4.8) and the second inequality in Eq. (4.9). The proof is
complete. 
Let r, s1, s2, . . . , sr be integers such that r  3 and sr  sr−1  · · ·  s1  1. Let T(r, s1, s2,
. . . , sr) be the starlike tree obtained by attaching r pendent paths of lengths s1, s2, . . . , sr at a fixed
vertex v. We partition (n) into the three following subsets.
1(n) = {T(r, s1, s2, . . . , sr) ∈ (n) : r  3, s1 = 1}.
2(n) = {T(r, s1, s2, . . . , sr) ∈ (n) : r  3, s1  2}.
3(n) = {T ∈ (n) : T has at least two branching vertices}.
Lemma 4.3. If n  5, then B13(2n − 1) and B15(2n − 1) are the maximum element and the second
maximum element in 1(n) under the partial order , respectively.
Proof. It is obvious that all s2, s3, . . . , sr are positive even numbers. Since B
1
3(2n − 1) can be trans-
formed into B15(2n − 1) by δ-transforms twice, by Lemma 3.2 we have
B15(2n − 1)  B13(2n − 1). (4.20)
Now we need to prove, for T ∈ 1(n) − {B13(2n − 1), B15(2n − 1)}, that
T  B15(2n − 1). (4.21)
Case 1. Assume that r = 3.
At this time from the assumption of T we have 7  s2  n and
T = T(3, 1, s2, s3) ∼= B1s2+1(2n − 1).
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By using δ-transformations B15(2n−1) can be transformed into T = B1s2+1(2n−1). Thus by Lemma
3.2 Eq. (4.21) holds.
Case 2. Assume that r  4.
If s2  4, then by some transformations defined in Lemma 3.1 T = T(r, 1, s2, . . . , sr) can be
transformed into T(3, 1, s2, s3 + · · · + sr) ∼= B1s2+1(2n − 1). So by Lemma 3.1 and Case 1 we get
T  B1s2+1(2n − 1)  B15(2n − 1), i.e., Eq. (4.21) holds.
If s2 = 2, then by some transformations defined in Lemma 3.1 T = T(r, 1, s2, . . . , sr) can be
transformed into T(3, 1, 4, (s3 −2)+ s4 +· · ·+ sr) ∼= B15(2n−1). By Lemma 3.1 Eq. (4.21) still holds.
FromEqs. (4.20) and (4.21)wehave, forT ∈ 1(n)−{B13(2n−1), B15(2n−1)}, thatT  B15(2n−1) 
B13(2n−1). Since no starlike trees are Laplacian cospectral [31], we get T ≺ B15(2n−1) ≺ B13(2n−1).
This proof is complete. 
Lemma4.4. If n  4, then B23(2n−2) is the uniquemaximumelement in2(n) under the partial order.
Proof. By some transformations defined in Lemma 3.1 each tree T(r, s1, s2, . . . , sr) in 2(n) can be
transformed into
T(3, 2, 2, (s1 − 2) + (s2 − 2) + s3 + · · · + sr) ∼= B23(2n − 2).
Therefore, from Lemma 3.1 we have T(r, s1, s2, . . . , sr)  B23(2n − 2). Since no starlike trees are
Laplacian cospectral, we get T(r, s1, s2, . . . , sr) ≺ B23(2n − 2) if T(r, s1, s2, . . . , sr) 
∼= B23(2n − 2).
This proof is complete. 
Lemma 4.5. If n  4, then U1,13,2n−4(2n − 2) is a maximal element in 3(n) under the partial order .
Proof. Let u and v be two distinct branching vertices with the smallest distance in a arbitrary tree
T ∈ 3(n). Making u and v branching vertices not changed, by repetitive application of transformation
defined inLemma3.1T canbe transformed intoU
s,t
a,b(l), thenby repetitive applicationof transformation
defined in Lemma 3.1 U
s,t
a,b(l) can be transformed into U
1,1
i,j (2n − 2), where 3  i < j  2n − 4. By
Lemma 3.1 we have
T  Us,ta,b(l)  U1,1i,j (2n − 2). (4.22)
If i  n − 1 < n  j, then by repetitive application of δ-transformation U1,1i,j (2n − 2) can be
transformed into U
1,1
3,2n−4(2n − 2). By Lemma 3.2 we have
U
1,1
i,j (2n − 2)  U1,13,2n−4(2n − 2). (4.23)
Otherwise, without loss of generality, assume that j  n − 1, then by repetitive application of
δ-transformation U
1,1
i,j (2n − 2) can be transformed into U1,13,j (2n − 2). By Lemmas 3.2, 4.1 and the
results above we have
U
1,1
i,j (2n − 2)  U1,13,j (2n − 2)  U1,13,2n−1−j(2n − 2)  U1,13,2n−4(2n − 2). (4.24)
By Eqs. (4.22)–(4.24) we get T  U1,13,2n−4(2n − 2). This proof is complete. 
From Lemmas 4.2–4.5 we immediately get the following
Theorem 4.6. If n  5 then B13(2n − 1) and B15(2n − 1) are the maximum element and the second
maximum element in (n) under the partial order , respectively.
For a treeT of ordern, sinceW(T) = cn−2(T)and W˜(T) = cn−3(T), by Theorem4.6we immediately
get the following
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Corollary 4.7. If n  5 then B13(2n − 1) and B15(2n − 1) are the trees in (n) with the first largest and
the second largest Wiener index (modified hyper-Wiener index), respectively.
By Theorems 1.3 and 4.6 we also have the following
Corollary 4.8. If n  5 then B13(2n − 1) and B15(2n − 1) are the trees in (n) with the first largest and
the second largest LEL, respectively.
Remark 4.9. From Eqs. (1.3) and (2.1) we can get
ck(B
1
3(2n − 1)) = mk(S(B13(2n − 1)) = mk(B25(4n − 3))
= N0,3 + N1,3 + N1,8 + 3N2,8 + N3,8.
ck(B
1
5(2n − 1)) = mk(S(B15(2n − 1)) = mk(B29(4n − 3))
= N0,3 + N1,3 +
∑
i+j=k−1
mi(P8)mj(P4n−12).
Therefore, from Eq. (4.7) by an elementary calculation we can get
W(B13(2n − 1)) =
1
3
(4n3 − 13n + 24).
W(B15(2n − 1)) =
1
3
(4n3 − 25n + 72).
W˜(B13(2n − 1)) =
1
15
(4n5 − 45n3 + 240n2 − 499n + 360).
W˜(B15(2n − 1)) =
1
15
(4n5 − 85n3 + 720n2 − 2439n + 3000).
Remark 4.10. It has been proved in [14,18] that B13(2n − 1) has the maximal Laplacian coefficients
and the largest Wiener index (modified hyper-Wiener index, LEL) in (n).
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Appendix
In this appendix,we give the procedure to obtain the Laplacian polynomials ofGi(s, t) andHi(s, t, l)
(i = 1, 2). Write ξs,t = (λ2 − 3λ + 1)s−1(λ − 1)t−1. By an elementary calculation, we get
βs,t = φ(As,t, λ) = λ[λ3 − (s + t + 4)λ2 + (3s + 3t + 4)λ − (2s + t + 1)]ξs,t .
Calculation 1. The following are the procedures to obtain φ(Gi(s, t), λ) (i = 1, 2).
Put G = G1(s, t). Since Lu(Guvu ) = diag(
s+1︷ ︸︸ ︷
L, L, . . . , L, 1), where L =
⎛
⎝ 2 −1
−1 1
⎞
⎠, we have
φ(Lu(G
uv
u ), λ) = det(λI2s+3 − Lu(Guvu )) = (λ − 1)(λ2 − 3λ + 1)s+1 = ξs+2,2.
Therefore, by Lemma 3.4 and φ(As,t, λ) we have
φ(G1(s, t), λ) = φ(As+1,1, λ)φ(At+1,1, λ) − [φ(As+1,1, λ)ξt+2,2 + φ(At+1,1, λ)ξs+2,2]
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= λ(λ − 2)(λ2 − 3λ + 1)s+t f1(s, t),
In a similar way we can get
φ(G2(s, t), λ) = φ(As+1,0, λ)φ(At+1,0, λ) − [φ(As+1,0, λ)ξt+2,1 + φ(At+1,1, λ)ξs+2,1]
= λ(λ − 2)(λ2 − 3λ + 1)s+t f2(s, t),
where
f1(s, t) = λ6 − (s + t + 12)λ5 + (st + 8s + 8t + 52)λ4 − (4st + 21s + 21t + 100)λ3
+(5st + 22s + 22t + 86)λ2 − (2st + 9s + 9t + 32)λ + (s + t + 4),
f2(s, t) = λ4 − (s + t + 8)λ3 + (st + 5s + 5t + 20)λ2 − (2st + 6s + 6t + 16)λ
+(s + t + 3). 
Calculation 2. The following are the procedures to obtain φ(Hi(s, t, l), λ) (i = 1, 2).
Let H˜ be the tree obtained from H1(s, t, l)
vw
w
∼= Al+1,0 by adding a pendent edge vw tow. It is easy
to see that Lv(H1(s, t, l)
uv
v ) = diag(
t︷ ︸︸ ︷
L, L, . . . , L, Lv(H˜)). Since
Lv(H˜) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
L · · · 0 z
...
. . .
...
...
0 · · · L z
z′ · · · z′ l + 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
where z′ = (−1, 0), we have
φ(Lv(H˜), λ) = det(λI − Lv(H˜))
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
λI2 − L · · · 0 −z
...
. . .
...
...
0 · · · λI2 − L −z
−z′ · · · −z′ λ − l − 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣∣
λI2 − L · · · 0 0
...
. . .
...
...
0 · · · λI2 − L 0
−z′ · · · −z′ −1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= φ(H1(s, t, l)vww , λ) − (λ2 − 3λ + 1)l+1 = φ(Al+1,0, λ) − ξl+2,1.
Therefore, we get
φ(Lv(H1(s, t, l)
uv
v )) = (βl+1,0 − ξl+2,1)ξt+1,1.
Since φ(Lu(H1(s, t, l)
uv
u )) = ξs+2,2, by Lemma 3.4 we get
φ(H1(s, t, l), λ) = (βs+1,1 − ξs+2,2)φ(H1(s, t, l)uvv ) − βs+1,1(βl+1,0 − ξl+2,1)ξt+1,1,
where H1(s, t, l)
uv
v
∼= G2(t − 1, l) if t 
= 0, and H1(s, t, l)uvv ∼= Al+1,1 otherwise.
In a similar way we can get
φ(Lv(H2(s, t, l)
uv
v )) = (βl+1,1 − ξl+2,2)ξt+1,2.
Therefore, by Lemma 3.4 it follows that
φ(H2(s, t, l)) = (βs+1,1 − ξs+2,2)φ(H2(s, t, l)uvv ) − βs+1,1(βl+1,1 − ξl+2,2)ξt+1,2,
where H2(s, t, l)
uv
v
∼= G1(t − 1, l) if t 
= 0, and H2(s, t, l)uvv ∼= Al+2,1 otherwise. 
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