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Abstract
Intent detection and slot filling are two closely related tasks for building a spoken language under-
standing (SLU) system. In this paper, we focus on improving Chinese SLU by flexibly injecting
word information, which has shown effectiveness for various Chinese NLP tasks. Previous stud-
ies on Chinese SLU do not consider the word information, failing to detect the word boundaries
that are beneficial for intent detection and slot filling. To address this issue, we propose a multi-
level word adapter to inject word information for Chinese SLU: (1) sentence-level word adapter,
which directly fuses the sentence representations of the word information and character infor-
mation to perform intent detection; (2) character-level word adapter, which is applied at each
character for selectively controlling weights on word information as well as character informa-
tion. In addition, the proposed word adapter is applied at the output layer, which can be utilized
as a plugin and easily combined with other pre-trained models (e.g., BERT). Experimental re-
sults on two Chinese SLU datasets show that our model can capture useful word information
and achieve state-of-the-art performance. More importantly, our framework substantially gains
further improvements when we plug the word adapters into a BERT, which again demonstrates
the effectiveness and flexibility of our word adapter.
1 Introduction
Spoken language understanding plays an important role in task-oriented dialog systems, which mainly
consists of two subtasks including slot filling and intent detection. In particular, intent detection usually
is regarded as the sentence classification task while slot filling can be addressed as a sequence labeling
task. Take the sentence “use netflix to play music” as an example, intent detection aims to classify the
intent label (i.e., PlayMusic) for the whole sentence, while slot filling aims to assign different slot
labels (i.e., O, B-service, O, O, O) for each token in this sentence. Since slots and intent are closely
tied, dominant SLU systems in the literature (Goo et al., 2018; Li et al., 2018; Qin et al., 2019) adopted
joint models for the two tasks.
Compared with SLU in English, Chinese SLU faces a unique challenge since it usually needs word
segmentation. Thus, a common practice for Chinese SLU is to first perform word segmentation using an
existing CWS system and then apply a standard SLU model. Nevertheless, the imperfect segmentation
performed by the CWS system will result in misidentifying slot boundaries and predicting wrong slot
categories, which suffers the potential issue of error propagation. To address this issue, Liu et al. (2019)
proposed a character-based method to perform Chinese SLU in a joint model at the character level, which
not only eases the error propagation but also leverages the character features, achieving the state-of-the-
art performance.
Though achieving promising performance, one drawback of the character-based SLU model is that
explicit word sequence information is not fully exploited, which can be potentially useful. Take the
Chinese utterance “周冬雨 (Dongyu Zhou) /有 (has) /哪些 (which) /电影 (movies)” as an example,
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where the utterance is split into a sequence of words by “/”. The character-based model is easily confused
and predicts “周 (week)” as Datetime date and treats “冬雨 (winter rain)” as Datetime time
wrongly. In contrast, with the help of words such as “周冬雨 (Dongyu Zhou)”, a model can easily detect
the correct slot label Artist. Besides, the correct slot prediction can contribute to intent detection.
Thus, it’s important to incorporate words into Chinese SLU tasks. Unfortunately, there has been little
research on how to effectively introduce word information to enhance Chinese SLU.
To bridge the gap, we propose a simple but effective method for injecting word information into
Chinese SLU. Since SLU is unique in jointly modeling two correlated tasks, exploiting their interaction
can be useful for modeling fine-grained word information transfer between two tasks. To this end,
we design a multi-level word adapter to effectively inject word information for slot filling and intent
detection in a joint model: (1) sentence-level word adapter directly fuses the word-aware and character-
aware sentence representations for intent detection; (2) character-level word adapter is applied at each
character to selectively control the weights between character features and word features, so that fine-
grained combinations of word knowledge can be achieved. In addition, the proposed word adapter is
applied for the output layer, with no need to change other components in the original character-based
model. This means that it can be used as a plugin and requires only a subtle adjustment of the output
layer to inject word information, achieving more flexibility.
We conduct experiments on two public Chinese SLU datasets, CAIS (Liu et al., 2019) and ECDT-
NLU. The experimental results show the effectiveness of our framework by outperforming the current
state-of-the-art methods by a large margin. In particular, on overall accuracy, our framework obtains
1.49% and 2.52% improvements on CAIS and ECDT-NLU, respectively. In addition, when plugging
with BERT, our framework reaches a new state-of-the-art performance.
To summarize, the contributions of this work are as follows:
• We propose a simple but effective method for exploiting words for Chinese SLU. To the best of our
knowledge, we are the first to explore incorporating word information in Chinese SLU.
• The multi-level word adapter considers the characteristic of slot filling and intent detection, achiev-
ing the fine-grained word information transfer integration at both sentence level and character level.
• Our method is flexible and transferable, which can be used as a plugin and easily incorporated into
pre-trained models.
• Our experiments on two publicly available datasets show substantial improvement and our frame-
work achieves state-of-the-art performance. Besides, when incorporating with BERT, our frame-
work reaches a new state-of-the-art level.
All datasets and codes will be publicly available at https://github.com/AaronTengDeChuan/
MLWA-Chinese-SLU.
2 Approach
2.1 Overview
We build our model based on a vanilla character-based model, as shown in Figure 1 (a). To explicitly
incorporate word information, as shown in 1 (b), we propose a multi-level word adapter to capture
sentence-level and character-level word information for intent detection and slot filling, respectively.
2.2 Vanilla Character-based Model
In this section, we describe the vanilla character-based model, as shown in Figure 1(a). In particular, it
consists of a shared self-attentive encoder, an intent detection decoder, and a slot filling decoder.
Char-Channel Encoder Following Qin et al. (2019), we adopt a shared self-attentive encoder to ob-
tain the character encoding representations. It mainly consists of a self-attention mechanism to extract
the contextual information and a BiLSTM (Hochreiter and Schmidhuber, 1997) to capture sequential
information within characters.
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Figure 1: Illustration of our proposed Multi-Level Word Adapter for Chinese Spoken Language Under-
standing, which consists of a sentence-level word adapter for intent detection and a character-level word
adapter for slot filling. The internal structure of a word adapter is shown in (c).
BiLSTM The BiLSTM is designed to model both past and future information of a sequence, which
captures the sequential features. Formally, the BiLSTM takes the input utterance x = {x1, x2, · · · , xT }
as input, and conduct recurrent steps forwardly and backwardly as follows:
ht = BiLSTM
(
φemb (xt) ,ht−1
)
(1)
where φemb(·) denotes the embedding function. H = {h1,h2, · · · ,hT } are the outputs of BiLSTM that
are context-sensitive.
Self-Attention In this paper, we adopt the self-attention module from Vaswani et al. (2017) to capture
contextualized representation for each token in a sequence that has shown effective in SLU tasks (Zhong
et al., 2018; Yin et al., 2018; Qin et al., 2019), which is formulated as follows:
C = softmax
(
QK>√
dk
)
V (2)
where queries (Q), keys (K) and values (V) matrices are calculated by applying different linear pro-
jections to the input matrix X ∈ RT×d (T means the number of tokens in a sequence and d means the
mapped dimension), and C ∈ RT×d is the attention output that is a weighted sum of values (V).
Finally, given a Chinese utterance c = {c1, c2, · · · , cN} with N characters, we concatenate the output
of BiLSTM and self-attention over character sequence c to obtain the final encoding representations Ec:
Ec = Hc ⊕Cc (3)
where Ec ∈ RN×2d = {ec1, ec2, · · · , ecN} and ⊕ is a concatenation operation.
Intent Detection We apply a MLP attention module (Zhong et al., 2018) to obtain the whole utterance
representation sc:
αi =
exp
(
u>eci
)∑
j exp
(
u>ecj
)
sc =
∑
i
αie
c
i
(4)
where sc is the weighted sum of all hidden states ect in E
c and u ∈ Rd is learnable model parameters.
Then, we take the overall vector sc to perform intent detection:
P (y˜ = j|sc) = softmax (WIsc + bI)
oI = argmax
y˜∈Sint
P (y˜|sc) (5)
where Sint is the intent label set, and WI , bI are trainable parameters.
Slot Filling We use a unidirectional LSTM as the slot filling decoder and follow prior works (Qin et
al., 2019) to leverage the intent information to guide the slot prediction. At each decoding step t, the
decoder hidden state hc,St is calculated as follows:
hc,St = LSTM
(
ect ⊕ φint
(
oI
)⊕ ySt−1,hc,St−1) (6)
where ect is the corresponding contextualized character representation, φ
int (·) represents the embedding
matrix of intents, and ySt−1 is the embedding of the emitted slot label from previous decoding step.
Then, we utilize the hidden state hc,St to perform slot filling:
P
(
y˜ = j|hc,St
)
= softmax
(
WShc,St + b
S
)
oSt = argmax
y˜∈Sslot
P
(
y˜|hc,St
)
ySt = φ
slot (oSt )
(7)
where WS and bS are trainable parameters, Sslot is the slot label set, oSt is the slot label of tth character
ct, and φslot (·) represents the embedding matrix of slots.
2.3 Multi-Level Word Adapter
The multi-level word adapter is the core module in our proposed framework, which can be used as a
plugin to the above character-based model, without changing its original architecture. In particular, our
multi-level word adapter adopts a word-channel encoder to obtain the word encoding information. Then,
a sentence-level word adapter is used to combine the word-aware sentence representations and character-
aware sentence representations to perform intent detection. In addition, a character-level word adapter
is used to incorporate word information for slot filling at character level. Especially, it is applied to each
character to control weights between word information and character information.
Word-Channel Encoder In our framework, the word-channel encoder is independent of the char-
channel encoder, that is, we can freely decide how to utilize word information, without considering the
interference between two encoders.
For instance, we will describe how to leverage word information, if we use an external CWS
system. After performing word segmentation over the utterance c, we obtain the word sequences
w = {w1, w2, · · · , wM} (M ≤ N). Same with Equation (3), the word channel encoder generates the
final word-channel representations Ew ∈ RM×2d. In addition to external CWS systems, we may also
adopt other ways to integrate word information, only need to ensure that the final word-channel repre-
sentations can be aligned with each character of the sentence, which is flexible.
Word Adapter The sentence-level and character-level word adapters are based on a basic word adapter
shown in Figure 1 (c), which is a simple neural network layer for adaptively integrating character and
word features. Given the input character vector vc ∈ Rd and word vector vw ∈ Rd, we calculate the
weight between two input vectors and then conduct a weighted sum of these two vectors:
WA(vc,vw) = (1− λ) · vc + λ · vw
λ = sigmoid
(
vc>Wfvw
) (8)
whereWf ∈ Rd×d is trainable parameters and λ can adaptively adjust the importance between character
and word information.
Sentence-Level Word Adapter Since intent detection can be regarded as sentence classification, we
perform sentence-level word adapter to incorporate word information to enhance intent detection. Given
contextualized representations Ec = {ec1, ec2, · · · , ecN} and Ew = {ew1 , ew2 , · · · , ewM} over character and
word sequences, we first obtain two summary vectors sc and sw using Equation (4). Then, we adopt a
sentence-level word adapter to incorporate word information with the Equation (8):
vI = WA(sc, sw) (9)
Finally, we use the fused summarized vector vI to predict the intent label oI with the Equation (5):
P
(
y˜ = j|vI) = softmax (WIvI + bI)
oI = argmax
y˜∈Sint
P
(
y˜|vI) (10)
Character-Level Word Adapter Slot filling can be seen as a sequence labeling task, and thus we use
a character-level word adapter to determine different integration weights for different combinations of
character and word features for each character.
We first adopt a bidirectional LSTM to strengthen slot-aware word representations. At each time step
i, the hidden state hw,Si is derived from the corresponding word representation e
w
i and the embedding
φint
(
oI
)
of the predicted intent oI :
hw,Si = BiLSTM
(
ewi ⊕ φint
(
oI
)
,hw,Si−1
)
(11)
Then, we apply a unidirectional LSTM with the decoding function from the Equation (6), to produce
word-level slot filling decoder hidden states hc,St . Finally, a character-level word adapter is adopted at
each character to inject the corresponding word features for each character:
vSt = WA
(
hc,St ,h
w,S
falign(t,w)
)
(12)
falign(t,w) =
{
1 len (w1) ≥ t∑|w|
j=2 j · I
(∑j−1
k=1 len (wk) < t ≤
∑j
k=1 len (wk)
)
other
(13)
where w is the word sequence, len (·) calculates the number of characters in a word, I (·) is the indicator
function, and WA(·, ·) can adaptively control the word integration for each character. 1
Finally, we utilize the integration representation vSt that contains the word information and character
information instead of hc,St to perform slot filling with the Equation (7):
P
(
y˜ = j|vSt
)
= softmax
(
WSvSt + b
S
)
(14)
2.4 Joint Training
Following Goo et al. (2018), we perform intent detection and slot filling via a joint training scheme.
Formally, the final joint objective function is computed as follows:
LI = −
|Sint|∑
k=1
yˆk,I logP
(
k|vI)
LS = −
N∑
i=1
|Sslot|∑
j=1
yˆj,Si logP
(
j|vSi
)
L = LI + LS
(15)
where yˆk,I and yˆj,Si are golden labels; the size of the intent and slot label sets are |Sint| and |Sslot|,
respectively.
1len
(
周冬雨
)
= 3, I (True) = 1, and I (False) = 0. Given a word sequence w =
{
“周冬雨”, “有”, “哪些”, “电影”
}
,
falign(t,w) gives the position index of the word corresponding to the tth character in w (e.g., falign(3,w) = 1,
falign(4,w) = 2, falign(6,w) = 3).
Models CAIS ECDT-NLUSlot (F1) Intent (Acc) Overall (Acc) Slot (F1) Intent (Acc) Overall (Acc)
Slot-Gated (Full Atten.) (Goo et al., 2018) 80.92 93.87 79.94 42.51 71.44 24.88
Slot-Gated (Intent Atten.) (Goo et al., 2018) 81.13 94.37 80.83 46.96 72.41 26.72
SF-ID Network (ID-First) (E et al., 2019) 84.63 94.27 81.92 42.99 73.77 24.01
SF-ID Network (SF-First) (E et al., 2019) 84.85 94.27 82.41 41.65 74.83 25.07
CM-Net (Liu et al., 2019) 86.16 94.56 - - - -
Stack-Propagation (Qin et al., 2019) 87.64 94.37 84.68 46.98 78.03 31.56
Our Model 88.61 95.16 86.17 51.10 81.41 34.08
Table 1: Main Results on CAIS and ECDT-NLU.
3 Experiments
3.1 Datasets and Metrics
To verify the effectiveness of our proposed method, we conduct experiments on two Chinese SLU
datasets, including CAIS (Liu et al., 2019) and ECDT-NLU.2
CAIS Chinese Artificial Intelligence Speakers (CAIS) corpus (Liu et al., 2019) is collected from real-
world speaker systems, which includes 7,995 utterances for training, 994 utterances for validation, and
1024 utterances for testing.3 We adopted the same format and data partition as in Liu et al. (2019).
ECDT-NLU ECDT-NLU dataset is provided for the Evaluation of Chinese Human-Computer Dia-
logue Technology (ECDT) in SMP2019. We preprocess the dataset into the same format as CAIS by
annotating the slot tag on each Chinese character. Finally, we obtain 2576 utterances for training and
1033 utterances for testing.
Metrics Following Goo et al. (2018) and Qin et al. (2019), we evaluate the Chinese SLU performance
of slot filling using F1 score and the performance of intent prediction using accuracy, and sentence-level
semantic frame parsing using overall accuracy, which denotes that the intent and all slots are predicted
correctly in an utterance.
3.2 Implementation Details
We adopt the Chinese natural language processing system (Language Technology Platform, LTP (Che
et al., 2010)), to obtain the word segmentation.4 We apply dropout technique (Srivastava et al., 2014)
with a rate of 0.3 to reduce overfitting. We use Adam optimizer (Kingma and Ba, 2014) with a gradient
clipping of 1 (Pascanu et al., 2013) to optimize all trainable parameters. We set the learning rate α to
0.001 and L2 regularization to 1 × 10−6. The BERT-based model’s learning rate α is set as 3 × 10−5.
The dimensions of the char embedding and the word embedding are both 128 for CAIS dataset and 128
for ECDT-NLU dataset. The self-attentive encoder hidden units is 640 (512 for BiLSTM, 128 for self-
attention) for CAIS and ECDT-NLU. For all the experiments, we select the model which works the best
on the dev set and then evaluate it on the test set.
3.3 Baselines
We compare our proposed model with the following state-of-the-art baselines: (1) Slot-Gated Atten:
Goo et al. (2018) proposed a slot-gate mechanism to consider the strong relationship between intent and
slots; (2) SF-ID Network: E et al. (2019) introduced an SF-ID network to explicitly establish the bi-
directional interrelated connenctions between intent and slots; (3) CM-Net: Liu et al. (2019) proposed a
Collaborative Memory Network to capture the meaningful correlations among words, slots and intents,
where multiple CM-blocks are stacked to further enrich the information flows; (4) Stack-Propagation:
Qin et al. (2019) proposed a Stack-Propagation framework to better leverage intent semantic information
to guide slot filling, which has achieved state-of-the-art performance.
2http://conference.cipsc.org.cn/smp2019/evaluation.html
3https://github.com/Adaxry/CM-Net
4http://ltp.ai/
Models CAIS ECDT-NLUSlot (F1) Intent (Acc) Overall (Acc) Slot (F1) Intent (Acc) Overall (Acc)
w/o Multiple Levels 82.91 95.06 80.43 50.71 77.64 32.62
w/o Sentence-Level word adapter 86.31 94.96 83.99 50.26 79.96 33.01
w/o Character-Level word adapter 88.28 94.66 85.18 48.96 81.22 32.14
Full Model 88.61 95.16 86.17 51.10 81.41 34.08
Table 2: Ablation study on CAIS and ECDT-NLU datasets.
For the Slot-gated Atten, SF-ID Network, and Stack-Propagation, we adopt their open-source codes
to obtain results on the same datasets. For CM-Net, we adopt the reported results from Liu et al. (2019).
3.4 Main Results
Table 1 shows the main results of the proposed model and all comparison baselines on the CAIS and
ECDT-NLU datasets. From the results, we have the following observations: (1) Our model outperforms
all baselines on all metrics by a large margin on two datasets and achieves state-of-the-art performance,
which verifies the effectiveness of our proposed multi-level word adapters; (2) Our model achieves 0.97%
improvement on Slot (F1) score, 0.79% improvement on Intent (Acc) on CAIS dataset, compared with
the best joint work Stack-Propagation. On the ECDT-NLU dataset, we achieve 4.12% and 3.38% im-
provements on Slot (F1) score and Intent Accuracy, respectively. This indicates that incorporating word
information with proposed multi-level word adapters can be beneficial for improving the Chinese intent
detection and slot filling; (3) Especially, we obtain the obvious improvements on sentence-level semantic
frame accuracy over CAIS (+1.49%) and ECDT-NLU (+2.52%) datasets. We attribute this to the fact
that we adopt the joint framework to consider the correlation between the two tasks and each task can be
enhanced mutually via the joint training scheme.
3.5 Analysis
Significant improvements among all three metrics have been witnessed on both datasets. However, we
would like to know the reason for the improvements. In this section, we first study the effect of word
adapter. Then, we investigate the effect of multi-level mechanism. In addition, we analyze the effect
of quality of the word segmentor and verify the robustness of our proposed word adapter. Finally, we
explore whether our model can be plugged with BERT, a deep pre-trained language model.
3.5.1 Effect of Word Adapters
To verify the effectiveness of the proposed word adapters, we conduct the following ablations.
Effect of Sentence-Level Word Adapter We remove the sentence-level word adapter for intent detec-
tion and keep the other components of our model unchanged. We name it as w/o Sentence-Level word
adapter, and Table 2 gives the results. We find an obvious decline for the intent accuracy on ECDT-NLU,
which demonstrates the effectiveness proposed word adapter that can extract word information to pro-
mote the Chinese intent detection. In addition, we also can observe that the slot (F1) score and overall
accuracy decrease to some extent. We believe that these two metrics will be affected due to the presence
of the joint training scheme. In addition, the same trend is witnessed on the CAIS dataset, which further
verifies the effectiveness of the proposed sentence-level word adapter.
Effect of Character-Level Word Adapter We remove the character-level word adapter for slot filling
and keep the other components of our model unchanged. We name it as w/o Character-Level word
adapter. Results are shown in Table 2 and we can observe 2.14% and 0.33% drops on slot F1 score
on ECDT-NLU and CAIS, respectively. We attribute it to the reason that word information can help
the model to detect the word boundary, and the proposed character-level word adapter can successfully
extract word information to improve slot filling.
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Figure 2: Overall accuracy on CAIS and ECDT-NLU with respect to (a) different word segmentors and
(b) quality of word segmentor LTP.
Models CAIS ECDT-NLUSlot (F1) Intent (Acc) Overall (Acc) Slot (F1) Intent (Acc) Overall (Acc)
Our Model 88.61 95.16 86.17 51.10 81.41 34.08
Joint BERT (Chen et al., 2019) 89.66 95.55 87.94 72.14 86.93 52.18
Our Model + BERT 91.15 95.36 88.14 79.77 86.93 53.44
Table 3: Results of BERT-based models on two datasets.
3.5.2 Effect of Multiple Levels
To investigate the effectiveness of the proposed multi-level mechanism, we conduct an experiment where
we remove the character-level word adapter and provide the same word information for all slots, which
is named as w/o multiple level. From the results shown in Table 2, we can observe that if we only
provide the same word information for slot filling, we obtain the worse results, which demonstrates the
effectiveness of incorporating token-level word information for character-level slot filling task. The main
reason for this is that each token needs different word information at a fine-grained level.
3.5.3 Effect of Quality of Word Segmentor
An interesting question is how the quality of a word segmentor contributes to the final performance. We
set the result from word segmentor LTP as gold segmentation, and generate the segmentation results with
different F1 scores by randomly changing the gold result. We regard the obtained F1 scores as the quali-
ties of the segmentor. Then, we train and test the model using word segmentations of different qualities.
Figure 2 (b) shows the results, and we observe that the higher the quality of the word segmentor, the
higher the overall accuracy of the trained model, demonstrating the effectiveness of word segmentation.
3.5.4 Robustness
To explore the robustness of the proposed multi-level word adapters, we conduct experiments with dif-
ferent word segmentors, including no word information, LTP, Jieba5, and PKUSEG6 (Luo et al., 2019).
The comparison results are shown in Figure 2 (a). From the results, we can see that whichever the word
segmentor we choose, the model with word adapters consistently outperforms the vanilla character-based
model without word information, which verifies the robustness of our method.
3.5.5 Compatibility with BERT
In this section, we explore the effect of the pre-trained model (i.e., BERT) by comparing our word adapter
equipped with BERT with the Joint BERT baseline that did not consider word information. In particular,
we replace the char-channel encoder with BERT, keep other components unchanged, and apply the fine-
tuning approach.
The results are shown in Table 3. We can observe: (1) BERT model performs remarkably well on both
datasets and obtains a large improvement against the basic framework. This indicates that the effective-
ness of plugging BERT with the multi-level word adapter; (2) Our model + BERT outperforms the Joint
5https://github.com/fxsjy/jieba
6https://github.com/lancopku/PKUSeg-python
BERT (Chen et al., 2019) on overall accuracy on two datasets, which demonstrates our framework works
orthogonally with BERT.
4 Related Work
Intent Detection and Slot Filling Intent detection can be treated as a sentence classification problem.
Different methods, including support vector machine (SVM), recurrent neural networks (RNN), and
attention-based models (Haffner et al., 2003; Sarikaya et al., 2011; Xia et al., 2018), have been proposed
to perform intent detection. Slot filling can be seen as a sequence labeling task. The popular methods are
conditional random fields (CRF) and RNN. Recently, many approaches have been proposed to avoid the
usage of RNN or CNN structure, based solely on the self-attention mechanisms (Shen et al., 2018; Tan
et al., 2018).
Recent works (Zhang and Wang, 2016; Hakkani-Tu¨r et al., 2016; Liu and Lane, 2016; Goo et al.,
2018; Qin et al., 2019) adopted joint models to consider their close relationship between slot filling and
intent detection. Zhang and Wang (2016) first proposed a neural joint model to consider the correlation
between the two tasks. Goo et al. (2018) adopted a slot-gate mechanism to explicitly incorporate intent
information. Li et al. (2018) proposed an intent augmented model with a gate mechanism to better model
the relationship between the two tasks. Qin et al. (2019) proposed a stack-propagation framework with
token-level intent detection to leverage the token-level intent information for guiding the slot filling,
achieving the promising performance. However, the above works are restricted to the English language.
In contrast, we consider injecting word information for Chinese SLU in a joint model.
Chinese Spoken Language Understanding Unlike SLU in English, Chinese SLU faces a unique
challenge since it needs word segmentation. To ease the error propagation due to the imperfect CWS
and leverage the character features, Liu et al. (2019) proposed a character-based joint model to perform
Chinese SLU, which has achieved state-of-the-art performance. Compared with the work, we propose a
multi-level word adapter to incorporate word information at both sequence level and character level for
intent detection and slot filling. In contrast, their model did not consider word information which can be
potentially useful. Word information has shown effectiveness in various Chinese NLP tasks. Zhang and
Yang (2018) introduced a variant of a long short-term memory network (Lattice-LSTM) to encode all
potential words into char-based LSTM. Gui et al. (2019) presented a more concise way to achieve the idea
of Lattice-LSTM, by encoding the matched lexicon words into the character representation layer. The
above works can be seen as the Chinese sequence labeling tasks leveraging word information. Qiao et
al. (2019) proposed a word-character attention model (WCAM) for Chinese text classification, in which
word-level and character-level attention models are jointly employed for determining the text classes.
Tao et al. (2019) proposed to take full advantage of Chinese characters, words, and radicals to better
represent and classify the Chinese text. Their works can be regarded as incorporating word information
to enhance Chinese sentence classification tasks. The above works can be regarded as applications of
incorporating word information into subproblems in SLU. In contrast with their work, we exploit mutual
benefits between intent detection and slot filling for fine-grained word knowledge transfer. To the best
of our knowledge, we are the first to incorporate word information to enhance Chinese SLU in a joint
model.
5 Conclusion
In this work, we propose a simple but effective method named multi-level word adapter to inject word
information for Chinese SLU tasks. The proposed word adapter can be used as a plugin and easily
incorporated with pre-trained models, which is flexible. In addition, we introduce a sentence-level word
adapter to inject word information for intent detection and a character-level word adapter to incorporate
word information for slot filling. To the best of our knowledge, we are the first to explore injecting
word information into Chinese SLU. The experimental results on two Chinese SLU datasets show that
our model improves performance significantly and achieves the best results. In addition, the results of
our model with BERT demonstrate that our model can be incorporated with deep pre-trained language
models and reach a new state-of-the-art performance.
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