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a b s t r a c t
Bivariate beta distributions which can be used to model data sets exhibiting positive
or negative correlation are introduced. Properties of these bivariate beta distributions
and their applications in Bayesian analysis are discussed. Three methods for parameter
estimation are presented. The performance of these estimators is evaluated based onMonte
Carlo simulations. Examples are provided to illustrate how additional parameters can be
introduced to gain even more modeling flexibility. A possible extension of the proposed
bivariate beta model and a multivariate generalization are also discussed.
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1. Introduction
Bivariate beta distributions have many useful applications in different situations. In particular they are natural choices
for use as prior distributions for the parameters of correlated binomial random variables in Bayesian analysis (see, for
example, [1]). There are several bivariate beta distributions that have been proposed in the statistics literature, see, for
example, [4,5,9,8,7,2,3]. However, these bivariate beta distributions are only suitable to model positively correlated beta
random variables. In real-life situations, it is also common to have negatively correlated beta random variables where the
aforementioned models may not be appropriate to use. If (X, Y , 1 − X − Y ) has a Dirichlet distribution, then X and Y will
each have a beta distribution and they will exhibit negative correlation. But this is achieved at the cost of having a strong
restriction on the support of the random vector (X, Y ) since, in this setting, X + Y ≤ 1. A model with the unit sphere
as its support will frequently be more desirable. For instance, Kupper and Haseman [6] used a correlated-binomial model
to model an intra-litter association for toxicological experiments with laboratory animals when the outcome of interest is
malformed fetuses in a litter. They pointed out that it is possible to have negative correlation between responses within a
litter and it is desirable to have amodelwhich can handle both positive and negative correlation in general. In this article, we
investigate the properties of a 5-parameter bivariate beta distribution which has the desirable property (not shared bymost
other competing models) that the correlation between the coordinate random variables can be either positive or negative.
The proposed bivariate beta distribution can be derived as follows. Suppose that independent random variables Ui, i =
1, . . . , 5 have gamma distributions with probability density functions (p.d.f.’s) given by
fUi(ui;αi) =
1
Γ (αi)
uαi−1i e
−ui , 0 < ui <∞, αi > 0.
Here the parameters {αi} are shape parameters and all variables have unit scale parameters. In fact, the crucial assumption is
that they share a common scale parameter, but without loss of generality it can be assumed to be 1. We define the bivariate
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random variable (X, Y ) as a function of the Ui’s as follows:
X = U1 + U3
U1 + U3 + U4 + U5
Y = U2 + U4
U2 + U3 + U4 + U5 .
(1)
The marginal distributions of X and Y are beta distributions with parameters (α1 + α3, α4 + α5) and (α2 + α4, α3 + α5),
respectively. This model includes the bivariate Dirichlet distribution with parameters α3, α4, α5 as a special case, obtained
by setting α1 = α2 = 0 (see, for example, [2]). It also includes the 3-parameter bivariate beta distribution considered by
Jones [5] and Olkin and Liu [9] with parameters α1, α2, α5 as a special case, obtained by setting α3 = α4 = 0.
Let V = X/(1− X) = (U1 + U3)/(U4 + U5) andW = Y/(1− Y ) = (U2 + U4)/(U3 + U5). These random variables have
distributions which are usually called beta distributions of the second kind. The joint probability density function (p.d.f.) of
(V ,W ,U3,U4,U5) is readily verified to be of the form:
f (v,w, u3, u4, u5) = (u3 + u5)(u4 + u5)
Γ (α1)Γ (α2)Γ (α3)Γ (α4)Γ (α5)
[v(u4 + u5)− u3]α1−1
× [w(u3 + u5)− u4]α2−1 uα3−13 uα4−14 uα5−15 exp {− [u3w + u4v + u5(v + w + 1)]} ,
u4/w − u5 < u3 < (u4 + u5)v, u4 > 0, u5 > 0, v > 0, w > 0.
Therefore, the joint p.d.f. of (V ,W ) can be obtained as
fV ,W (v,w) =
∫ ∞
0
∫ ∞
0
∫ (u4+u5)v
u4/w−u5
f (v,w, u3, u4, u5)du3du4du5, v, w > 0 (2)
and the joint p.d.f. of (X, Y ) is
fX,Y (x, y) = 1
(1− x)2(1− y)2 fV ,W

x
1− x ,
y
1− y

, 0 < x < 1, 0 < y < 1. (3)
The joint p.d.f. of X and Y cannot be expressed in a closed form in general, although it can be in certain special cases. For
example, when α1 = α2 = 1, the joint p.d.f. of X and Y in (3) becomes
fX,Y (x, y) = (1− x)
α4+α5−1(1− y)α3+α5−1
xα4+1yα3+1(1− xy)α5+2

α3α4(1− xy)2 + α3α5x(1− y)(1− xy)
+α4α5y(1− x)(1− xy)+ α5(α5 + 1)xy(1− x)(1− y)] .
Another casewhere the joint p.d.f. can be expressed in a closed form isα3 = α4 = 0, whichwill reduce to the distribution
proposed by Jones [5] and Olkin and Liu [9]. Although the joint p.d.f. of X and Y usually cannot be expressed in closed form,
the random variables are easy to generate and this allows us to study the properties of the distribution and provides a
natural way to perform Bayesian analysis when the bivariate beta distribution is used as the prior distribution for correlated
binomial random variables. Moreover, since the correlation between X and Y can be positive or negative, this bivariate
distribution is suitable for modeling data sets which exhibit either positive or negative dependence. The motivations for the
proposed bivariate beta distribution is its flexibility and the fact that it includes many other bivariate beta distributions in
the literature as special cases. The feature of being able to model negative correlation between X and Y is unique among
competing models.
This article is organized as follows. In Section 2, we will provide the moments of X and Y and the expectations of certain
functions of (X, Y ). We will also present expressions for the correlation between X and Y for some selected parameter
settings. In Section 3, three methods of estimation of the parameters are discussed. Monte Carlo simulations are used
to evaluate the performance of these estimation methods in Section 4. The applications of the proposed bivariate beta
distributions in Bayesian analysis are discussed in Section 5. In Section 6 some extensions of the model are described.
2. Moments and correlations
The first and second moments of X and Y can be readily obtained from the marginal distributions as
E(X) = α1 + α3
α1 + α3 + α4 + α5 ,
E(X2) =

α1 + α3
α1 + α3 + α4 + α5

α1 + α3 + 1
α1 + α3 + α4 + α5 + 1

,
E(Y ) = α2 + α4
α2 + α3 + α4 + α5 ,
E(Y 2) =

α2 + α4
α2 + α3 + α4 + α5

α2 + α4 + 1
α2 + α3 + α4 + α5 + 1

.
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Some other expectations which are useful in parameter estimation are
E
[
(1− X)(1− Y )
XY
]
=

α4
α2 + α4

α3
α1 + α3

+

α3
α1 + α3

α5
α2 + α4 − 1

+

α4
α2 + α4

α5
α1 + α3 − 1

+

α5
α1 + α3 − 1

α5 + 1
α2 + α4 − 1

, (4)
E
[
1− X
X
]
= α4 + α5
α1 + α3 − 1 , (5)
E
[
1− Y
Y
]
= α3 + α5
α2 + α4 − 1 , (6)
E

1− X
X
2
=

α4 + α5
α1 + α3 − 1

α4 + α5 + 1
α1 + α3 − 2

, (7)
E

1− Y
Y
2
=

α3 + α5
α2 + α4 − 1

α3 + α5 + 1
α2 + α4 − 2

. (8)
Since the product moment E(XY ) cannot be expressed in closed form, without recourse to special functions and/or series
representations, numerical orMonte Carlomethods are required to study the correlation betweenX and Y . For this purposes,
Monte Carlo methods with 2 × 108 simulations are used to evaluate the correlation for different parameter settings. The
results are presented in Table 1. We can see that with appropriate choices of the parameters αi, i = 1, 2, . . . , 5, the
correlations can be positive or negative. The contour plots for several parameter settings in Fig. 1 show densities with
positive and negative correlations. Indeed, it is possible by judicious choices of values for the αi’s to obtain a correlation
equal to any number in the intervals (0, 1) and (−1, 0). This fact can also be seen from the construction of the proposed
bivariate beta distribution in (1). For positive correlations, we can consider α3 = α4 = 0, i.e., the bivariate beta distribution
studied by Olkin and Liu [9], which gives correlations ranging from 0 to 1. For negative correlations, we can consider α5 = 0
with α1 and α2 fixed, the correlations of X and Y are negative and the correlations will be get closer to−1 as α3 and α4 get
larger.
3. Parameter estimation
The absence of a closed form expression for the joint density of (X, Y ) precludes the use of maximum likelihood,
though maximum marginal estimation can be used for some of the parameters. Three possible estimation strategies will
be described.
3.1. Modified maximum likelihood estimation (MMLE)
Based on the Xi’s alone, we can obtain the maximum likelihood estimators (MLEs) of a = (α1 + α3) and b = (α4 + α5)
by solving the nonlinear equations
ψ(a)− ψ(a+ b) = 1
n
n−
i=1
ln xi,
ψ(b)− ψ(a+ b) = 1
n
n−
i=1
ln(1− xi),
whereψ(·) is the digamma function. Similarly, based onYi’s alone,we canobtain theMLEs of c = (α2+α4) and d = (α3+α5).
From (4), we can equate the sample moment to the theoretical moment in terms of the parameters a, b, c, d and α5 as
follows
1
n
n−
i=1
(1− xi)(1− yi)
xiyi
=

b− α5
c

d− α5
a

+

d− α5
a

α5
c − 1

+

b− α5
c

α5
a− 1

+

α5(α5 − 1)
(a− 1)(c − 1)

,
which yields a quadratic equation in α5,
α25 + Bα5 + C = 0 (9)
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Fig. 1. Contour plots of bivariate beta distributions with parameters (a) α1 = α2 = α3 = α4 = α5 = 1.0; (b) α1 = 2.0, α2 = 0.1, α3 = α4 = 10.0,
α5 = 0.1; and (c) α1 = α2 = 5.0, α3 = α4 = 0.5, α5 = 2.0.
with
B = bc + ac + ad− b− d
C = (a− 1)(c − 1)bd− ac(a− 1)(c − 1)
n
n−
i=1
(1− xi)(1− yi)
xiyi
.
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Table 1
Correlation of X and Y in bivariate beta distribution with some selected parameter settings.
α1 α2 α3 α4 α5
0.0001 0.1 0.5 1 2 5 10
1 1 0.1 0.1 −0.117 0.226 0.386 0.358 0.279 0.154 0.085
1 1 0.5 1 −0.505 −0.410 −0.205 −0.099 −0.022 0.017 0.017
1 1 1 1 −0.609 −0.536 −0.349 −0.229 −0.121 −0.036 −0.011
1 1 1 0.5 −0.505 −0.411 −0.205 −0.099 −0.022 0.017 0.017
1 1 10 1 −0.726 −0.687 −0.574 −0.483 −0.373 −0.229 −0.143
1 1 10 10 −0.950 −0.940 −0.904 −0.862 −0.788 −0.627 −0.467
1 1 10 0.1 −0.313 −0.213 −0.119 −0.082 −0.052 −0.024 −0.011
1 2 2 5 −0.797 −0.767 −0.668 −0.575 −0.449 −0.267 −0.157
2 0.1 10 10 −0.952 −0.943 −0.906 −0.864 −0.790 −0.629 −0.469
2 1 10 10 −0.929 −0.919 −0.883 −0.841 −0.768 −0.609 −0.453
2 2 1 1 −0.447 −0.376 −0.194 −0.080 0.013 0.063 0.056
2 2 1 5 −0.590 −0.553 −0.438 −0.346 −0.240 −0.115 −0.054
2 2 2 1 −0.529 −0.476 −0.325 −0.216 −0.106 −0.011 0.013
2 5 0.1 0.1 −0.050 0.344 0.562 0.564 0.504 0.353 0.228
5 1 0.1 0.1 −0.076 0.279 0.465 0.459 0.399 0.265 0.165
5 2 0.5 0.5 −0.214 −0.083 0.159 0.256 0.295 0.250 0.175
5 2 2 5 −0.589 −0.564 −0.479 −0.400 −0.295 −0.150 −0.070
5 5 0.5 0.5 −0.145 −0.005 0.256 0.365 0.415 0.365 0.269
5 5 5 0.5 −0.299 −0.253 −0.134 −0.056 0.022 0.091 0.101
5 10 0.1 0.1 −0.024 0.413 0.675 0.704 0.670 0.540 0.396
10 0.1 5 0.5 −0.837 −0.750 −0.547 −0.414 −0.280 −0.138 −0.071
10 1 1 0.1 −0.188 −0.014 0.188 0.256 0.279 0.235 0.170
10 2 0.1 0.5 −0.088 0.129 0.364 0.423 0.425 0.339 0.242
10 5 0.1 0.5 −0.052 0.193 0.471 0.550 0.567 0.484 0.365
10 10 0.1 0.1 −0.015 0.439 0.716 0.755 0.737 0.626 0.484
10 10 5 0.5 −0.195 −0.148 −0.026 0.058 0.146 0.223 0.229
0.0001 0.0001 1 1 −1.000 −0.909 −0.667 −0.500 −0.333 −0.167 −0.091
0.0001 0.0001 0.1 0.1 −0.998 −0.500 −0.167 −0.091 −0.047 −0.019 −0.010
1000 1000 0.001 0.001 0.528 0.988 0.996 0.997 0.997 0.994 0.989
1000 1000 0.1 0.1 0.010 0.497 0.831 0.907 0.949 0.974 0.979
A well-known disadvantage of the method of moments is that the estimates can be outside of the parameter space. In this
case, there is no guarantee that at least one of the solutions of the above quadratic equation is non-negative, therefore, a
heuristic method is used to obtain estimates that are inside the parameter space. We choose the larger root of the quadratic
equation and replace the values of the estimates by 0 if they turn out to be negative. Therefore, the modified MLEs of the
parameters αi, i = 1, . . . , 5 are
αˆ5 = max

0,
(−B+√B2 − 4C)
2

,
αˆ4 = max

0, bˆ− αˆ5

,
αˆ3 = max

0, dˆ− αˆ5

,
αˆ2 = max

0, cˆ − αˆ4

,
αˆ1 = max

0, aˆ− αˆ3

.
3.2. Method of moments based on sample means and sample variances (MMES)
Let us denote the sample means and variances of X and Y by
X¯ = 1
n
n−
i=1
Xi, S2X =
1
n− 1
n−
i=1
(Xi − X¯)2,
Y¯ = 1
n
n−
i=1
Yi, S2Y =
1
n− 1
n−
i=1
(Yi − Y¯ )2.
Based on the method of moments, we can estimate a, b, c and d as
a˜ = X¯

X¯(1− X¯)
S2X
− 1

, b˜ = (1− X¯)

X¯(1− X¯)
S2X
− 1

,
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c˜ = Y¯

Y¯ (1− Y¯ )
S2Y
− 1

, d˜ = (1− Y¯ )

Y¯ (1− Y¯ )
S2Y
− 1

.
By using the quadratic equation in (9), we can then obtain moment based estimates of αi, i = 1, . . . , 5 by choosing the
larger root of the quadratic equation and replacing the values of the estimates by 0 if they turn out to be negative.
3.3. Method of moments based on beta distributions of the second kind (MMEB)
Using (5) and (6), we can set up the following moment equations
X¯ = 1
n
n−
i=1
Xi = α1 + α3
α1 + α3 + α4 + α5 ,
Y¯ = 1
n
n−
i=1
Yi = α2 + α4
α2 + α3 + α4 + α5
mX = 1n
n−
i=1
1− Xi
Xi
= α4 + α5
α1 + α3 − 1 ,
mY = 1n
n−
i=1
1− Yi
Yi
= α3 + α5
α2 + α4 − 1 ,
and we can then estimate a, b, c and d as
a∗ = X¯mX
X¯mX + X¯ − 1
, b∗ = Y¯mY
Y¯mY + Y¯ − 1
,
c∗ = Y¯ (1− X¯)
X¯mX + X¯ − 1
, d∗ = mY (1− Y¯ )
Y¯mY + Y¯ − 1
.
Once again, by using the quadratic equation in (9), we can obtain the estimates of αi, i = 1, . . . , 5 by choosing the larger
root of the quadratic equation and replacing the values of the estimates by 0 if they turn out to be negative.
4. Monte Carlo simulation study
In this section, a Monte Carlo simulation is used to evaluate the three parameter estimation methods proposed in the
previous section. 10,000 simulations are used for each setting with sample sizes n = 50 and 100. The simulated biases and
mean squared errors (MSEs) of the estimators are presented in Tables 2 and 3 for two representative sets of parameters
(α1, α2, α3, α4, α5) = (1, 1, 1, 1, 1) and (3, 2.5, 2, 1.5, 1), respectively.
From the simulation results, we can see that, as is to be expected, the biases and MSEs decrease when the sample size
increases. For the twomethod ofmoments strategies, the one based on samplemeans and sample variances performs better
than the one based on beta distributions of the second kind. Among the three proposed methods, the modified maximum
likelihood estimators give the smallest biases and MSE in most cases. Based on this preliminary simulation study, the
modified maximum likelihood estimation method might be recommended in general.
5. Applications in Bayesian analysis
Suppose that we observed N i.i.d. pairs of independent binomial random variables (K1i, K2i), where K1i ∼ Binomial
(n1i, p1) and K2i ∼ Binomial(n2i, p2), i = 1, 2, . . . ,N and we are interested in estimating the unknown parameters p1
and p2. Note that our prior beliefs about p1 and p2 may well be correlated. Let us denote K1 = ∑Ni=1 K1i, K2 = ∑Ni=1 K2i,
n1 = ∑Ni=1 n1i and n2 = ∑Ni=1 n2i. If the prior distribution of p1 and p2 is a bivariate beta distribution of the form (1) with
parameters specified as (α1, α2, α3, α4, α5), then we have
Pr(K1 = k1, K2 = k2|p1, p2)
=

n1
k1

pk11 (1− p1)n1−k1

n2
k2

pk22 (1− p2)n2−k2 , k1 = 0, 1, 2, . . . , n1 and k2 = 0, 1, 2, . . . , n2 (10)
and
f (p1, p2|K1 = k1, K2 = k2)
= Pr(K1 = k1, K2 = k2|p1, p2)fP1,P2(p1, p2) 1
0
 1
0 Pr(K1 = k1, K2 = k2|p∗1, p∗2)fP1,P2(p∗1, p∗2)dp∗1dp∗2
, 0 < p1 < 1, 0 < p2 < 1. (11)
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Table 2
Simulated biases and mean squared errors (MSE) of the modified maximum likelihood estimators (MMLE),
the method of moments estimators based on sample means and sample variances (MMES) and method of
moments based on beta-prime distribution (MMEB) for (α1, α2, α3, α4, α5) = (1, 1, 1, 1, 1).
n = 50
Parameter MMLE MMES MMEB
Bias MSE Bias MSE Bias MSE
α1 −0.0352 0.4325 0.1528 0.6096 −0.0964 0.5307
α2 −0.0374 0.4454 0.1249 0.5980 −0.1222 0.5472
α3 0.1798 0.2826 0.1458 0.3439 0.4186 0.6002
α4 0.1754 0.2755 0.1533 0.3376 0.4256 0.6071
α5 −0.0110 0.3918 0.1490 0.3319 −0.0947 0.4568
n = 100
Parameter MMLE MMES MMEB
Bias MSE Bias MSE Bias MSE
α1 −0.0410 0.2792 0.0732 0.3793 −0.0851 0.3967
α2 −0.0418 0.2653 0.0719 0.3714 −0.0892 0.3637
α3 0.1062 0.1730 0.0902 0.2041 0.2543 0.3692
α4 0.1062 0.1625 0.0913 0.1914 0.2569 0.3391
α5 −0.0132 0.2469 0.0895 0.2059 −0.0525 0.3017
Table 3
Simulated biases andmean squared errors (MSE) of themodifiedmaximum likelihood estimators (MMLE),
the method of moments estimators based on sample means and sample variances (MMES) andmethod of
moments based on beta-prime distribution (MMEB) for (α1, α2, α3, α4, α5) = (3, 2.5, 2, 1.5, 1).
n = 50
Parameter MMLE MMES MMEB
Bias MSE Bias MSE Bias MSE
α1 0.1746 1.8583 0.3182 2.6741 0.1890 2.5452
α2 0.2060 1.3415 0.3022 1.7618 0.1728 1.6155
α3 0.1307 0.4872 0.1765 0.6561 0.3053 0.8034
α4 0.0676 0.3146 0.1044 0.3810 0.2328 0.4811
α5 0.0811 0.2435 0.1391 0.2671 0.0132 0.2262
n = 100
Parameter MMLE MMES MMEB
Bias MSE Bias MSE Bias MSE
α1 0.0947 0.8615 0.1346 1.2976 0.0702 1.2576
α2 0.0646 0.5089 0.1428 0.7868 0.0775 0.7141
α3 0.0778 0.2113 0.1164 0.2820 0.1809 0.3703
α4 0.0545 0.1517 0.0635 0.1926 0.1287 0.2427
α5 0.0250 0.1210 0.0546 0.1274 −0.0094 0.1183
The posterior expectations of p1 and p2 are then given by
E(p1) =
∫ 1
0
∫ 1
0
p1f (p1, p2|K1 = k1, K2 = k2)dp1dp2 (12)
and
E(p2) =
∫ 1
0
∫ 1
0
p2f (p1, p2|K1 = k1, K2 = k2)dp1dp2, (13)
respectively, which can be used as estimates of p1 and p2. Given the parameters (α1, α2, α3, α4, α5) in the prior distribution,
it is easy to generate random variables from fP1,P2(p1, p2). The integrals involved in Eqs. (11)–(13) can thus be approximated
by the Monte Carlo method:
Step 1. Generate random variates (p1j, p2j) from fP1,P2(p1, p2)with parameters (α1, α2, α3, α4, α5), i = 1, 2, . . . ,m.
Step 2. Approximate the integrals by
A1 =
∫ 1
0
∫ 1
0
Pr(K1 = k1, K2 = k2|p1, p2)fP1,P2(p1, p2)dp1dp2
≈ C
m
m−
j=1
pk11j (1− p1j)n1−k1pk22j (1− p2i)n2−k2 ,
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A2 =
∫ 1
0
∫ 1
0
p1f (p1, p2|K1 = k1, K2 = k2)dp1dp2
≈ C
A1m
m−
j=1
pk1+11j (1− p1j)n1−k1pk22j (1− p2j)n2−k2 ,
A3 =
∫ 1
0
∫ 1
0
p2f (p1, p2|K1 = k1, K2 = k2)dp1dp2
≈ C
A1m
m−
j=1
pk11j (1− p1j)n1−k1pk2+12j (1− p2j)n2−k2 ,
where C =

n1
k1
 
n2
k2

.
A 100(1− γ )% highest posterior density (HPD) interval for the parameter p1, (L1,U1), can be obtained by solving∫ 1
0
∫ U1
0
f (p1, p2|K1 = k1, K2 = k2)dp1dp2 = 1− γ /2
and
∫ 1
0
∫ L1
0
f (p1, p2|K1 = k1, K2 = k2)dp1dp2 = γ /2.
A grid search procedure in the interval (0, 1) with the aforementioned Monte Carlo integration method can be used to
approximate the values of U1 and L1. A 100(1− γ )% highest posterior density (HPD) interval for p2 can be approximated in
a similar manner. Another possible way to obtain a 100(1− γ )% highest posterior density (HPD) interval for p1 based on a
Monte Carlo method is the following:
Step 1. Generate a realization (p1, p2) from fP1,P2(p1, p2)with parameter (α1, α2, α3, α4, α5).
Step 2. Use (p1, p2) to generate realized values of (K1, K2), say (k1, k2).
Step 3. If (k1, k2) equal to the observed values, accept (p1, p2), otherwise, go to Step 1.
Step 4. Repeat Steps 1–3 untilm pairs of (p1, p2) are accepted, say (p1j, p2j), j = 1, 2, . . . ,m.
Step 5. Order p1j, j = 1, . . . ,m to obtain p1[1] < p1[2] < · · · < p1[m] and a 100(1 − γ )% highest posterior density (HPD)
interval for p1 is (p1[mγ /2], p1[m(1−γ /2)]), where [a] denotes the integer part of a.
6. Two extended models
6.1. 8-parameter flexible bivariate beta distribution
The ideas used to generate themodel (1) can be extended to yieldwhatwemay call general bivariate beta distributions of
the first and second kinds. To this end, begin with 8 independent random variables U1,U2, . . . ,U8 where Ui ∼ Γ (δi, 1), i =
1, 2, . . . , 8. Next, define
V = U1 + U5 + U7
U3 + U6 + U8 , (14)
W = U2 + U5 + U8
U4 + U6 + U7 , (15)
and then define
X = V
1+ V (16)
and
Y = W
1+W . (17)
It may be verified that (V ,W ) has marginal distributions that are beta distributions of the second kind, while (X, Y ) has
marginals that are beta of the first kind (i.e., ordinary beta distributions).
Themodel (14)–(17) includes the 5-parameter bivariate beta distribution (1) as a special case. The 5-parameter bivariate
beta distribution (1) can be obtained by setting δ3 = δ4 = δ5 = 0 and reordering the remaining δ’s as α1 = δ1, α2 = δ2,
α3 = δ7, α4 = δ8 and α5 = δ6. It thus includes the Dirichlet model and the Jones–Olkin–Liu bivariate beta distributions.
There is always a trade-off betweenmodel complexity and the flexibility of themodel. We proposed the 5-parametermodel
to gain in flexibility to handle both positive and negative dependence by increasing the number of model parameters
from 3 to 5 and pay the price of not having a closed form for the density function. The full 8 parameter model might
typically be judged to be overly complicated and applicationswould generally be expected to focus on simplified sub-models
1202 B.C. Arnold, H.K. Tony Ng / Journal of Multivariate Analysis 102 (2011) 1194–1202
obtainable (as is the model (1)) by setting certain of the δi’s equal to 0. Some of these sub-models (such as the Dirichlet and
the Jones–Olkin–Liu models) have available analytic expressions for their corresponding densities. In such cases, standard
estimation techniques (such as maximum likelihood) can be used. In other cases, more creativity will be required in the
development of estimation strategies.
6.2. k-variate flexible beta distribution
A k-variate generalization of the proposed flexible bivariate beta distribution can be defined as follows. Suppose that
U1, . . . ,Uk, V1, . . . , Vk and W are independent gamma random variables with a common scale parameter (without loss
of generality, we consider the scale parameter equal to 1), i.e., Ui ∼ Γ (δUi , 1), Vi ∼ Γ (δVi , 1), i = 1, 2, . . . , k and
W ∼ Γ (δW , 1). Then, for i = 1, 2, . . . , k, define
Xi = Ui + Vi
Ui +
k∑
l=1
Vl +W
. (18)
The randomvectorX[k] = (X1, X2, . . . , Xk) follows a k-variate beta distributionwith 2k+1parameters. Itmaybe verified that
Xi, i = 1, 2, . . . , k has a marginal distribution that is beta of the first kind (i.e., ordinary beta distribution) and each random
vector X[k∗] = (Xτ1 , Xτ2 , . . . , Xτk∗ ), k∗ ≤ k, τi ∈ {1, 2, . . . , k}, τi ≠ τj for i ≠ j, i, j = 1, . . . , k∗, has a joint distribution
that is a k∗-variate beta distribution defined in (18). For instance, each random vector X[2] = (Xi, Xj), i = 1, 2, . . . , k, j =
1, 2, . . . , k, i ≠ j has the 5-parameter bivariate beta distribution (1) with parameters α1 = δUi , α2 = δUj , α3 = δVi , α4 = δVj
and α5 = δW +∑kl=1
l≠i,j
δVl . Consequently, the estimation procedures described in Section 3 can be applied to estimate the
parameters of the k-variate beta distribution in (18).
7. Conclusions
In this paper, a flexible 5-parameter bivariate beta distribution which exhibits both positive and negative correlation
between random variables is proposed. Three different parameter estimation procedures are studied and compared. The
modified maximum likelihood estimation method is recommended in general based on our simulation study. Applications
of the proposed bivariate beta distribution in Bayesian analysis with correlated binomial random variables are discussed
and the procedures to obtain the posterior means as well as the highest posterior density intervals are described. A possible
extension of the proposed bivariate beta model and a multivariate generalization are discussed.
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