This paper presents a method to find the operational rate-dis tortion optimal solution for an overcomplete signal decomposition. The idea of using overcomplete dictionaries, or frames, is to get a sparse representation of the signal. Traditionally, suboptimal al gorithms, such as Matching Pursuit (MP), is used for this purpose.
INTRODUCTION
A widely used method in lossy compression is transform coding. The idea in it is to decorrelate the data and compact the energy of the signal in few coefficients. Low frequency coefficients are subject to fine quantization while high frequency coefficients are subject to course quantization, resulting in a number of zero c0-efficients. The small number of nonzero coefficients results in a sparse representation. An entropy coder is used as the last step in the compression scheme. A sparse representation is preferable as an input, since it can be represented with fewer bits, due to its low entropy.
In recent years, the use of overcomplete dictionaries, orframes, has received a lot of attention in lossy compression. A frame is a set of column vectors, just as a transform, but with a larger num ber of vectors than the number of elements in each vector, thus the name overcomplete. The basic idea of using a frame instead of a transform is that we have more vectors to choose from and thus a better chance of finding a small number of vectors whose lin ear combination match the signal vector well. One disadvantage of using a frame instead of a transform, is the complexity of find ing an optimal sparse representation from an overcomplete set of vectors. It is shown to be an NP-complete problem [2] . Thus, more practical but suboptimal vector selection algorithms have been developed, such as Matching Pursuit (MP) [3] , Orthogonal
Matching Pursuit (OMP) [4] and Fast Orthogonal Matching Pur suit (FOMP) [5] . A drawback with these methods is that even if we had a optimal selection of continuous valued weight coefficients, an independent scalar quantization of each coefficient would be suboptimal.
The object ofMP, OMP and FOMP is to minimize the distor tion subject to a sparsity constraint, e.g., a given number of non zero coefficients per signal block. In a compression scheme it would be better to have the bit rate as the constraint, since in lossy compression the rate-distortion tradeoff is the main object.
The major issue inrate-distortion optimization is to find the best tradeoff between rate and distortion. Rate-Distortion Theory (RDT) [6] has been used in many ,application, such as in Video compression [7, 8] , Shape Coding [9] and Compression of elec trocardiogram (ECG) data [10] . The central entity in RDT is the Rate-Distortion F unction (RDF), which is the lower bound of the distortion that is obtainable with a given bit rate available. When the Variable Length Code (VLC) table embedded in the entropy coder table is known, we can find the Operational Rate-Distortion Function (ORDF) [7] . When using frame coding, each combina tion of coefficients will result in a rate R and a distortion D, which can be viewed as an (R, D)-point in a rate-distortion diagram. An (R, D)-point is a part of the ORDF if there is no other (R, D) points with a smaller distortion using the same or a smaller rate. A simple example of a rate-distortion diagram is shown in Fig. 1 . All (R, D)-points are indicated as plus signs. The circled ones are the members of the ORDF, while the solid line represent the ORDF's convex hull. A much used method to find members of the convex hull is the Lagrangian Multiplier Method [7, 8] . This method is essential in the way we formulate and solve our problem in the next two sections. This paper presents a new method to find the optimal rate distortion tradeoff for a compression scheme using overcomplete dictionaries. A formulation of the optimization problem is pre sented in Section 2. In Section 3 we present a solution method which finds the optimal solution of the rate-distortion tradeoff for a one-dimensional signal, given the frame and the VLC. Experi ment results from the use of this method with an AR(I) process are presented in Section 4. Here we also make a comparison be tween our method and a MP algorithm based on rate-distortion optimization.
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points are indicated as plus signs. Members ofORDF are circled The solid line is the convex hull for the ORDF.
PROBLEM FORMULATION
Consider a one-dimensional signal, x, divided in L blocks, each consisting of N samples. The loth signal block, XI, is a column vector of length N. Consider a frame, F, with dimension
where K > N. XI can be written as a combination of column
where WI is the continuous valued coefficient vector for the 'oth signal block and WI,A: is the k-th element in WI. The frame's col umn vectors are all of unit length. In a compression scheme, we deal with a sparse and quantized coefficient vector, WI, which will give us the reconstructed signal vector, X, = F W" We define both the bit rate and the distortion for each block to be independent, i.e., the total bit rate, R, and the total distortion, D, is the sum of the rate and the distortion for each block, respectively. The distortion
When using frames, we expect sparse coefficient vectors, i.e., a large number of the K elements in WI are zero. Therefore it is convenient to use a Run-Ienght coder (RLC) as a part of the entropy coder. The RLC counts the number of zeros between each nonzero coefficient. After the last nonzero coefficient in each block, we use an End Of Block (BOB) symbol to indicate the start of the next block. Each nonzero coefficient has a value taken from a finite set We use two different VLC tables, one for the coeffi cient values and one for the runs between the nonzero coefficients. .
We can now define the rate for block I, R" as
where nz is the set of indices for the nonzero coefficients, R:t,�' and R[,'t, n the number of bits used to code the value and the run for the k-th coefficient, respectively, and R.,EO B the number of bits needed to transmit the BOB symbol.
Our goal is to find the minimum total distortion subject to a given bit budget, 116 .. 
1=1 (4)
This is an Integer Optimization Problem due to the discrete valued WI and nonlinear due to Eq. (2) . . We relax the problem by using the Lagrangian Multiplier Method. That is, the following uncon
for ,x E R+. After Eq. (5) is solved optimaly the appropriate ,x needs to be chosen so that the constraint in Eq. (4) and eM = {30, 900, 27000, 810000}. A way to get rid of the latter combinatorial explosion is presented in the next section.
PROPOSED SOLUTION METHOD
As we have shown in the previous paragraph, the complexity of an exhaustive search is extremely large. In this section we introduce the core contribution of this work, which is the way we structure the optimization problem. First, we pick a particular combination of M nonzero coefficients. The problem is now reduced to finding an optimal solution for this particular selection. If the M vectors would be orthonormal, then the total distortion would be the sum of the coordinate distortions. However, this is not the case since these M vectors are not necessarily orthonormal and so the op timization problem is still that of dependent quantizers, and thus very complex. We now force this orthonormal condition on the problem by using a QR decomposition [11] , which results in a new space where the total distortion is simply the sum of the coordinate distortions .. Hence in that space, there are no dependencies among the coefficients and therefore the problem is now an independent quantizer allocation problem, which is much faster to solve as the III -2178 set of optimal quantizers for each coefficient is also the optimal solution to the overall problem.
For a given a combination of M nonzero coefficients, the rate for the run symbols is known. Yet, we still don't know the dis tortion nor the rate for the value sYmbols. It is always the case that M < N, due to the sparse representation idea. Let us de fine a new matrix, �, which is formed by the column vectors of (XI -XI) will always be orthogonal to (jQ -XI) regardless to the value and direc tion of X,. The first term in Eq. (7) is a constant, since both XI and � are known. We can now focus on the last term of the equation.
The column vectors in � are not necessarily orthogonal. Thus, we still have dependencies between the coefficients. By using QR de composition, we can get an orthogonal version of � . We can write � = QR, where Q is an N x N matrix with all orthonormal vec tors, and R an N x M upper triangular matrix. Let us define new coefficient vectors related to the orthonormal basis as vi = RVI and VI = RVI. We can write
The distortion, DI, can now be written as a constant added to the sum of independent coefficient distortions. From the last term of Eq. (8) we note that it is not necessary to sum the (N -M) last coefficients, since they will all be zero, due to the upper trian gular matrix R. We will from now on use the coefficient vector vI' = [vI, 1 , '" ,vl',Mf as the decision variables. For a given combination of M nonzero coefficients, we need to find the com bination's �, Q and R, and then minimize with respect to VI !l XI
The problem is now much faster to solve, since only e compar isons are necessary, compared to the e M comparisons needed in our original problem. To find the o � timal rate-distortion trade off, we must solve Eq. (9) for all ( M ) combinations for M = Fig. 1. A visualization of the orthogonality between the minimum error vector and the subspace spanned by the column vectors in �.
T he dots is possible values XI can take on. {I, ... ,Mrn"",}, and store the minimum of all solutions. When working with low bit rate compression, the maximum number of nonzero coefficients per block is low. Thus, Mm"... could be a small number, and the time used to find the optimal solution could be substantially lower than with a higher Mm .. .,. It should be men tioned that the decoder needs a Q R decomposition depending on each coefficient vector's nonzero coefficient indices, in addition to the knowledge of the frame and the VLC tables used in the en coder.
EXPERIMENTAL RESULTS
The optimality of the operational rate-distortion solution described in the previous section depends on the given frames and VLC ta bles. The design of frames [12] is not considered in this work. As far as the VLC tables are concerned, we follow the approach in [9] and [10] , illustrated in Fig. 3 . That is, we optimize the VLC tables on a training signal, Xlr, before using them for our test signal, x. The training signal should be of the same class as the test signal.
Based on an initial VLC and a specific A-value, >.', the algorithm iterates on the optimization procedure presented in previous sec tion. For each iteration, the Symbol Frequency Distribution (SFD) is calculated. The VLC tables are updated based on a weighting function between the probability density function for the previous VLC tables and the current SFD. The iteration stops when the total cost reduction is under a specified value, E. After the last iteration, the coding of the original signal starts and a set of >.-values is used, in order to find several points on the OROF's convex hull. We can see that the proposed method outperforms RDOMP inde pendently of which frame we use. The benefit of using a well de signed frame is demonstrated in Fig. 5 , where Fr2, used together with our new approach, has a good rate-distortion tradeoff. To show the effect of using Run-length coding, we perform an ex periment with the proposed method using index symbols instead of run symbols. The result is plotted as dotted curves in Figs. 4 and 5. The run-length coding provides a benefit, especially when the number of nonzero coefficients is increasing. The new ap proach is better than RDOMP in all cases, regardless of the use of run or index symbols.
CONCLUSION
An optimal and efficient method for frame based coding is pre sented in this paper. The optimality is in the ORD sense and the efficiency is achieved by using a QR decomposition which results in a new set of independent decision variables. This involved a cons iderably reduction in complexity, and made it possible to find the optimal solution in a reasonable amount of time. Experiments show that this method outperforms RD Optimized Matching Pur suit. We also see the benefit of using a well designed frame, and Run-length coding as part of the entropy coder. 
