Abstract. In this paper we prove two theorems on absolute generalized Hausdorff summability of orthogonal series. These theorems give some sufficient conditions in terms of coefficients of an orthogonal series under which it is absolute generalized Hausdorff summable. In addition, it is verified that several known results are corollaries of the new results.
INTRODUCTION
Hausdorff matrices have played an important role in summability theory and are linked with the moment problem for a finite interval. The matrices of such standard methods of summability as the Cesàro, the Hölder, the Euler and the wighted mean methods are all Hausdorff matrices.
On one hand, such matrices are used to define different types of absolute summability such as the absolute Nörlund summability, the absolute generalized Nörlund summability, the absolute Riesz summability, the absolute generalized Cesàro summability, and the absolute Euler summability. On the other hand, by many authors such notions are employed to study an interesting topic in theory of orthogonal series the so-called their absolute summability. For example, one can see the work of Tandori [19] , Leindler [8] [9] [10] [11] , Okuyama and Tsuchikura [15] , Okuyama [13, 14] , Szalay [17] , Billard [1] , Grepaqevskaya [4] , Spevakov and Kudrajatsev [16] . In 2002 Okuyama [14] using generalized Nörlund means has proved two theorems which give sufficient conditions in terms of the coefficients of an orthogonal series under which it is absolute generalized Nörlund summable almost everywhere.
A generalization of a definition of absolute summability given by Borwien [2] is presented in the paper of Borwein et al in [3] , called the absolute generalized Hausdorff summability. After some results proved by present author ( [5] [6] [7] ), which generalize some of the results of the above mentioned papers, we continue here to find c 2013 Miskolc University Press 982 XHEVAT Z. KRASNIQI any sufficient condition under which an orthogonal series will be absolute generalized Hausdorff summable, and this is the main purpose of this paper.
NOTATIONS, NOTIONS AND KNOWN RESULTS

Let
P 1 nD0 a n be a given infinite series with its partial sums fs n g. Then, let p denotes the sequence fp n g of real numbers. For two given sequences p and q, the convolution .p q/ n is defined by
When .p q/ n ¤ 0 for all n, the generalized Nörlund transform of the sequence fs n g is the sequence ft p;q n g obtained by putting
The infinite series P 1 nD0 a n is absolutely summable .N; p; q/ if the series The method jN; p; qj of summability was introduced by Tanaka [18] . Let f' n .x/g be an orthonormal system defined in the interval .a; b/. We assume that f .x/ belongs to L 2 .a; b/ and
.n D 0; 1; 2; : : : /. In [14] is written
n D R n ; and the following two theorems are proved:
converges, then the orthogonal series
is summable jN; p; qj almost everywhere.
Theorem 2 ([14]
). Let f˝.n/g be a positive sequence such that f˝.n/=ng is a non-increasing sequence and the series P 1 nD1 1 n˝.n/ converges. Let fp n g and fq n g be non-negative. If the series P 1 nD1 jc n j 2˝. n/w.n/ converges, then the orthogonal series P 1 nD0 c n ' n .x/ 2 jN; p; qj almost everywhere, where w.n/ is defined by
The following definition is introduced by Borwein et al in [3] . Let M WD .a nk / .n; k D 0; 1; : : : / be a matrix. For the series P 1 nD0 a n and its partial sums s n let
u k where u k > 0 for k D 0; 1; : : : ;
and assume that is a real number andˇ> 0. We say that the series P 1 nD0 a n is absolute summable jM; u n ; jˇor P 1 nD0 a n 2 jM; u n ; jˇif
The main purpose of the present paper is to generalize Theorems 1 and 2 for jM; u n ; jˇsummability of the orthogonal series (2.1), where 1 ÄˇÄ 2. For the presentation of the main results we need to introduce some further notations and requirements. Firstly, we suppose that M WD .a nk / is a normal matrix, i.e. a lower triangular matrix of non-zero diagonal entries, and secondly, for it we associate another two lower matrices N M WD . Throughout this paper, the letter K denotes a positive constant having different values in different contexts and depending only on k.
The following lemma due to Beppo Levi (see, for example [12] ) is often used in the theory of functions. It will need us to prove main results. Lemma 1. If f n .t / 2 L.E/ are non-negative functions and
then the series
converges almost everywhere on E to a function f .t / 2 L.E/. Moreover, the series (2.3) is also convergent to f in the norm of L.E/.
NEW RESULTS
We establish the following statement.
Theorem 3. If the series
j O a n;j j 2 jc j j 2
#2
converges for 1 ÄˇÄ 2, then the orthogonal series
is jM; u n ; jˇ-summable almost everywhere.
Proof. Let 1 <ˇ< 2. For the transform n .x/ D M.s n /.x/ we have
where P k j D0 c j ' j .x/ is the partial sum of order k of the series (2.1).
N a n;j N a n 1;j c j '
O a n;j c j ' j .x/:
Using the Hölder's inequality and orthogonality to the latter equality, with r and s D 2 such that r C s D rs, we obtain
Thus, the series
converges by the assumption since the last one does. Also we note that the functions j n .x/ n 1 .x/j are non-negative and integrable, therefore according to the Lemma 1 the series
onverges almost everywhere. ForˇD 1 we use the Schwartz's inequality, until forˇD 2 we use just the orthogonality. With this the proof is completed.
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For this reason first we denote
then the following theorem holds true.
Theorem 4. Let 1 ÄˇÄ 2 and f˝.n/g be a positive sequence such that f˝.n/=ng is a non-increasing sequence and the series
c n ' n .x/ 2 jM; u n ; jǎ lmost everywhere, where .ˇ; / .n/ is defined by (3.2).
Proof. Applying the Hölder's inequality to the inequality (3.1) we get that
which is finite by assumption, and this completes the proof.
If u n D 1 for n D 0; 1; 2; : : : ; then (2.2) is equivalent to
which is the defining inequality in the definition of absolute summability given by Borwein [2] . Therefore from Theorems 3-4 we immediately obtain:
j O a n;j j c n ' n .x/ 2 jM; jǎ lmost everywhere, where .ˇ; / .n/ is defined by
j O a n;j j Á 2 :
We note that Theorems 1-2 are corollaries of the main results as well. It is enough to put in Theorems 3-4: u n D 1 for n D 0; 1; 2; : : : , D 0,ˇD 1, and a nk D p n k q k R n . Namely, for such particular conditions we have O a n;k D N a n;k N a n 1;k D which verify Theorems 1-2.
Remark 1. It should also noted that if we take the values of u n , ,ˇas above and:
one can obtain the results of [15] , see also corollaries proved in [14] .
