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An R-module M is called an extending module, and also called CS, if it
satisﬁes the following full extending property: For any submodule X of M ,
there exists a direct summand X∗ of M , which is an essential extension of
X. The concept of this module is a notable property of injective modules,
quasi-injective modules, continuous modules, and quasi-continuous mod-
ules. In the early days of ring theory, this extending property appeared in
Utumi [17] as a von Neumann regular ring R is right continuous if and
only if R is an extending module as a right R-module. On the other hand,
in [2–4], by a quite different method, Harada introduced several extend-
ing properties and, simultaneously, lifting properties which are mutually
dual notions. These papers not only quickened the progress of the study
of continuous and quasi-continuous modules due to Jeremy [8] but also
much inﬂuenced ring and module theory. For background and applications
of extending and lifting properties, the reader is referred to the texts of
Harada [4], Mohamed and Mu¨ller [10], Dung et al. [1], and the recent sur-
vey of Oshiro [15]. The study of extending and lifting properties will con-
tinue and produce rich results in the future, since there are several interest-
ing unsolved problems. The present paper is concerned with the following
fundamental open problem (cf. [6]): For CS-modules MiI , when is the
direct sum P =⊕I Mi CS?
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This problem is not solved even for a ﬁnite direct sum of CS-modules.
Why is it so difﬁcult? Let us carefully look at the situation that, for any
submodule X, there exists a decomposition P = X∗ ⊕X∗∗ such that X∗ is
an essential extension of X. Then, it seems to be natural to catch X∗∗ as
X∗∗ =⊕I M ′i with M ′i ⊆Mi. Surely, for most CS modules M with decom-
positions P = ⊕I Mi, we can take X∗∗ in this form. However, in general,
it does not work so well, as a ﬁnitely generated torsion free abelian group
M = 1 ⊕ · · · ⊕ n 	i =  n > 1
 is CS as a -module but it is not such
a type. This situation shows that, for the study of the problem, we must
carefully control X∗∗.
In this paper, noting this situation, we restrict our attention to the fol-
lowing problem instead: For CS-modulesM1 
 
 
 Mn, when does the direct
sum P = M1 ⊕ · · · ⊕Mn satisfy the following extending property? For any
submodule X of P , there exists a decomposition P = X∗ ⊕ 	⊕I M ′i
 with
X ⊆e X∗ and M ′i ⊆Mi.
More speciﬁcally, let us consider the following types of CS:
(A) For any submodule X of P , there exists a decomposition P =
X∗ ⊕X∗∗ such that X ⊆e X∗, where X ⊆e X∗ means that X∗ is an essential
extension of X.
(B) For a given decomposition P = ⊕I Mi and any submodule X
of P , there exists a decomposition P = X∗ ⊕ 	⊕I M ′i
 with X ⊆e X∗ and
M ′i ⊆Mi.
(C) For any decomposition P = ⊕I Mi and any submodule X of P ,
there exists a decomposition P = X∗ ⊕ 	⊕I M ′i
 such that X ⊆e X∗ and
M ′i ⊆Mi.
Here, for the sake of convenience, we say that an R-module M has the
internal exchange property if, for any direct summand X of M and any
decomposition M = ⊕I Mα, there exist submodules M ′α ⊆ Mα such that
M = X ⊕ 	⊕I M ′α
, and when this holds for any ﬁnite index set I, we say
that M has the internal ﬁnite exchange property.
The condition (A) means, of course, P to be usual CS. We say that P
is CS for P = ⊕I Mi if P satisﬁes the condition (B). And we say that P
is CS for its any direct sum decomposition if P satisﬁes the condition (C);
in other words, P is CS with the internal exchange property. Further we
say that P is CS for any ﬁnite direct sum decomposition if P satisﬁes the
condition (C) for any ﬁnite index set I; that is, P is CS with the internal
ﬁnite exchange property. We emphasize that most of known CS-modules
are ones of type (C).
Now, our main purpose of this paper is to study CS-modules of type
(B) by introducing the quite new concept of relative injectivity, which we
call generalized relative injectivity. The main results are the following: Let
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M1 
 
 
 Mn be CS-modules and put P =M1 ⊕ · · · ⊕Mn 	n > 1
. Then
(1) P is CS for P = M1 ⊕ · · · ⊕Mn if and only if Mi is generalized⊕
j =i Mj-injective for any i ∈ 1 
 
 
  n and, if and only if
⊕
j =i Mj is
generalized Mi-injective for any i ∈ 1 
 
 
  n.
(2) P is CS for its ﬁnite direct sum decomposition if and only if each
Mi is CS for its ﬁnite direct sum decomposition,Mi is generalized
⊕
j =i Mj-
injective for any i ∈ 1 
 
 
  n, if and only if each Mi is CS for its ﬁnite
direct sum decomposition, and
⊕
j =i Mj is generalized Mi-injective for any
i ∈ 1 
 
 
  n.
(3) When each Mi is a quasi-continuous module, P is CS for P =
M1 ⊕ · · · ⊕Mn if and only if Mi is generalized Mj-injective for i = j.
1. PRELIMINARIES
Throughout this paper R is a ring with identity and all modules consid-
ered are unitary right R-modules.
Let M be a module and let N be a submodule of M . N ⊆e M (resp.
N <⊕ M) means that N is an essential submodule (resp. direct summand)
of M . For T <⊕ PπT denotes the projection: P → T . For an element
m ∈M , by 	0  m
 we denote the annihilator right ideal of m.
LetM =M1⊕M2 and let ϕM1 →M2 be a homomorphism. Put M1
ϕ→
M2 = m1 + ϕ	m1
  m1 ∈ M1. Then this is a submodule of M , which is
called the graph with respect to M1 → M2. Note that M = M1 ⊕M2 =
M1
ϕ→M2 ⊕M2.
LetM and N be modules.M is said to be essentially N–injective if, for any
submodule X of N and any homomorphism f  X → M with Ker f ⊆e X,
there exists a homomorphism f ∗ N →M with f ∗X = f .
A module M is said to be a quasi-continuous if it is a CS-module with
the following condition: 	C3
 If M1 and M2 are direct summands of M such
that M1 ∩M2 = 0, then M1 ⊕M2 is a direct summand of M .
The following is known (cf. [1, pp. 16–17]).
Proposition 1.1. (1) For modules M and N , if M is essentially
N-injective, then M is essentially K-injective for any submodule K of N .
(2) Let M be a module and let Nλ  λ ∈  be a family of modules.
Then M is essentially
⊕
 Nλ-injective if and only if M is essentially Nλ-
injective for all λ ∈ .
(3) Let F be a ﬁnite set and let Mi  i ∈ F be a family of modules.
Then
⊕
F Mi is essentially N-injective if and only ifMi is essentially N-injective
for all i ∈ F .
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By a slight modiﬁcation of the proof of [6, Theorem 1.7], we can show
the following:
Proposition 1.2. The following conditions are equivalent:
(1)
⊕
 Mλ is essentially N-injective.
(2)
⊕
I Mi is essentially N-injective for every countable subset I ⊆ .
(3) Mλ is essentially N-injective for every λ ∈  and the following con-
dition 	A′2
 holds: 	A′2
 For every choice of n ∈ N and mi ∈ Mαi for distinct
αi ∈  	i ∈ 
 such that 	0  mi
 ⊇ 	0  n
 and
⋂∞
i=1 Kerϕi ⊆e nR for
canonical homomorphism ϕi nR → miR, an ascending sequence
⋂
i≥n	0 
mi
 	n ∈ 
 becomes stationary.
Here, we introduce the generalized relative injectivity as follows
Deﬁnition 1.3. Let M and N be modules. M is said to be generalized
N-injective, if for any submodule X of N and any homomorphism ϕ X →
M , there exist decompositions N = N ⊕NM = M ⊕M , a homomorphism
ϕ¯ N → M , and a monomorphism ψ M → N satisfying the following
properties 	∗
 	∗∗
:
(∗
 X ⊆ N ⊕ ψ	M
.
	∗∗
 For x ∈ X, we express x in N = N ⊕ N as x = x¯ + x, where
x¯ ∈ N and x ∈ N . Then ϕ	x
 = ϕ¯	x¯
+ =ϕ 	=x
, where =ϕ = ψ−1.
Proposition 1.4. (1) If M is N-injective, then M is generalized
N-injective.
(2) If M is generalized N-injective, then M is essentially N-injective.
Proof. (1) is clear.
(2) Let X be a submodule of N and let f  X → M be a homomor-
phism with Ker f ⊆e X. Let Y be a submodule of N with X ⊕ Y ⊆e N .
Deﬁne g A = X ⊕ Y → M by g	x + y
 = f 	x
. Since X ⊕ Y ⊆e N and
Ker f ⊆e X, we see Ker g ⊆e N . By assumption, there exist decomposi-
tions M = M ⊕M and N = N ⊕ N , a homomorphism g¯ N → M , and
a monomorphism h M → N satisfying, for a = a¯ + a with a¯ ∈ N and
a ∈ Ng	a
 = g¯	a¯
 + g	a
, where g = h−1. Since Ker g ⊆e N , we see
Im h = 0 and hence M = 0.
Now deﬁne f ∗ N = N ⊕ N → M by f ∗	n¯ + n
 = g¯	n¯
. Then we see
f ∗X = f . Thus M is essentially N-injective.
Proposition 1.5. If M is generalized N-injective, then M is generalized
K-injective for any direct summand K of N .
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Proof. Let X be a submodule of K and let f  X → M be a homomor-
phism. Put N = K ⊕ L. Deﬁne g X ⊕ L → M by g	x + l
 = f 	x
. By
assumption, there exist decompositions M = M ⊕M and N = N ⊕ N , a
homomorphism g¯ N → M , and a monomorphism h M → N . Then L is
a submodule of N since g	L
 = 0 and h is a monomorphism. Thus we get
N = 	N ∩K
 ⊕N ⊕ L
 (1)
Since N ∩ K <⊕ K, there exists K′ ⊆ K such that K = 	N ∩ K
 ⊕ K′.
Let pK′ be the projection N → K′. Then we have
N  K′ 	by pK′ N


Therefore the natural map α pK′ 	N
 → pN∩K	N
 is a well-deﬁned
homomorphism (where pN∩K is the projection N → N ∩K). Since K′ =
pK′ 	N
, we get
N = 	N ∩K
 ⊕K′ ⊕ L
= 	N ∩K
 ⊕ 〈K′ α−→ N ∩K〉⊕ L
 (2)
Put K∗ = K′ α−→ N ∩K and let pK∗ be the projection N → K∗. Then
by (1) and (2),
N  K∗ (by pK∗ N
)


Hence h∗ = pK∗ ◦ h  M → K∗ is a monomorphism. Now for x ∈ X, we
express x in K = 	N ∩ K
 ⊕ K∗ as x = nk + k∗, where nk ∈ N ∩ K and
k∗ ∈ K∗. Put f¯ = g¯N∩K and f = h∗−1. Then we see
f 	x
 = f¯ 	nk
 + f 	k∗


Therefore M is generalized K-injective.
2. DIRECT SUMS OF CS-MODULES
We ﬁrst show the following.
Theorem 2.1. Let M1 and M2 be CS-modules and let P = M1 ⊕M2.
Then P is CS for P = M1 ⊕M2 if and only if Mi is generalized Mj-injective
	i = j
.
For a proof of this theorem, we need some lemmas.
Lemma 2.2. Let P = M1 ⊕ M2 and let X be a submodule of P . If
X1 ⊆e M1 for X1 ⊆ X, then X ⊇e X1 ⊕ 	M2 ∩X
.
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Proof. For 0 = x ∈ X, we express x in P = M1 ⊕M2 as x = m1 +m2,
where m1 ∈ M1 and m2 ∈ M2. If m1 ∈ X1, then m2 ∈ M2 ∩ X. So we
get 0 = x ∈ X1 ⊕ 	M2 ∩ X
. If m1 /∈ X1, then there exists r ∈ R such
that 0 = m1r ∈ X1. Hence 0 = xr = m1r +m2r ∈ X1 ⊕ 	M2 ∩X
. Hence
X ⊇e X1 ⊕ 	M2 ∩X
.
Lemma 2.3. Let P be a module with a decomposition P =M1⊕ · · · ⊕Mn,
where Mn is a CS-module, P ′ =M1 ⊕ · · · ⊕Mn−1 is CS for P ′ =M1 ⊕ · · · ⊕
Mn−1, and Mi is essentially Mj-injective 	i = j
. Then for a submodule X ⊆ P
with X ⊇e X1 ⊕ · · · ⊕ Xn and decompositions Mi = Ti ⊕ Ni with Ti ⊇e
Xi 	i = 1 
 
 
  n
, there exist X∗ ⊆ P and M ′i <⊕ Mi 	i = 1 
 
 
  n
 such
that X ⊆e X∗ and P = X∗ ⊕ 	M ′1 ⊕ · · · ⊕M ′n
.
Proof. Put Yn−1 = 	T1 ⊕ · · · ⊕ Tn−1 ⊕ N1 ⊕ · · · ⊕ Nn−1 ⊕ Nn
 ∩ X.
Since X ⊇e X1 ⊕ · · · ⊕ Xn, the canonical map f  πT1⊕···⊕Tn−1	Yn−1
 →
πN1⊕···⊕Nn−1	Yn−1
 given by πT1⊕···⊕Tn−1	x
 → πN1⊕···⊕Nn−1	x
 is a homomor-
phism. Since T1 ⊕ · · · ⊕ Tn−1 ⊇e X1 ⊕ · · · ⊕Xn−1 and f 	X1 ⊕ · · · ⊕Xn−1
 =
0, we get
X1 ⊕ · · · ⊕Xn−1 ⊆e
〈
πT1⊕···⊕Tn−1	Yn−1

f−→ πN1⊕···⊕Nn−1	Yn−1

〉
= πM1⊕···⊕Mn−1	Yn−1


As P ′ is CS for P ′ = M1 ⊕ · · · ⊕Mn−1, there exist Y ∗n−1 ⊆ P ′ and M ′i <⊕
Mi 	i = 1 
 
 
  n− 1
 such that πM1⊕···⊕Mn−1	Yn−1
 ⊆e Y ∗n−1 and P ′ = Y ∗n−1⊕
M ′1 ⊕ · · · ⊕M ′n−1. So we see
P = Y ∗n−1 ⊕ Tn ⊕M ′1 ⊕ · · · ⊕M ′n−1 ⊕Nn⋃  ⋃ e ⋃ e
X ⊇e X1⊕ · · ·⊕Xn−1⊕Xn
Since πM1⊕···⊕Mn−1	Yn−1
 ⊆e Y ∗n−1, the canonical map α πTn	X
 →
πM ′1⊕···⊕M ′n−1	X
 given by πTn	x
 → πM ′1⊕···⊕M ′n−1	x
 is a homomorphism.
We see Kerα ⊆e πTn	X
 since Xn ⊆ Kerα ⊆ πTn	X
 ⊆ Tn and Xn ⊆e Tn.
By Proposition 1.1, M ′1 ⊕ · · · ⊕M ′n−1 is essentially Tn-injective. So there
exists a homomorphism α¯ Tn → M ′1 ⊕ · · · ⊕M ′n−1 such that α¯πTn 	X
 = α.
Since Xn ⊆e Tn and α¯	Xn
 = 0, we see Xn ⊆e Tn
α¯−→ M ′1 ⊕ · · · ⊕M ′n−1.
Thus we see
P = Y ∗n−1 ⊕
〈
Tn
α¯−→ M ′1 ⊕ · · · ⊕M ′n−1
〉
⊕M ′1 ⊕ · · · ⊕M ′n−1 ⊕Nn⋃  ⋃ e ⋃ e
X ⊇e X1⊕ · · ·⊕Xn−1 ⊕ Xn
Deﬁne β Mn = Tn ⊕Nn →M ′1 ⊕ · · · ⊕M ′n−1 by β	tn + nn
 = α¯	tn
. Then
〈
Tn
α¯−→M ′1 ⊕ · · · ⊕M ′n−1
〉
⊕Nn =
〈
Mn
β−→M ′1 ⊕ · · · ⊕M ′n−1
〉


extending modules 121
Put Yn = Mn
β−→ M ′1 ⊕ · · · ⊕M ′n−1 ∩X. Since Mn
β−→ M ′1 ⊕ · · · ⊕
M ′n−1 is CS, there exists a decomposition Mn
β−→ M ′1 ⊕ · · · ⊕M ′n−1 =
Z′n ⊕ Z′′n with Yn ⊆e Z′′n . Hence there exists a decomposition Mn = M ′n ⊕
M ′′n such that Z
′
n = M ′n →M ′1⊕ · · ·⊕M ′n−1 and Z′′n = M ′′n →M ′1⊕ · · ·⊕
M ′n−1. Since Xn ⊆e Yn, we see
P = Y ∗n−1 ⊕ Z′′n ⊕ Z′n ⊕M ′1 ⊕ · · · ⊕M ′n−1⋃  ⋃ e ⋃ e
X ⊇e X1⊕ · · ·⊕Xn−1⊕Xn
Since X ⊆ Y ∗n−1 ⊕ Mn → M ′1 ⊕ · · · ⊕M ′n−1 = Y ∗n−1 ⊕ Z′n ⊕ Z′′n , Yn ⊆e
Z′′n and X1⊕ · · ·⊕Xn−1 ⊆e Y ∗n−1, the canonical map γ πY ∗n−1	X
 → πZ′n	X

given by πY ∗n−1	x
 → πZ′n	x
 is a homomorphism with Ker γ ⊆e πY ∗n−1	X
.
Since Z′n is essentially Y
∗
n−1-injective, there exists a homomorphism
γ¯ Y ∗n−1 → Z′n with γ¯πY∗
n−1 	X

= γ. Hence we have X1 ⊕ · · · ⊕ Xn−1 ⊆e
Y ∗n−1
γ¯−→ Z′n and it follows
P =
〈
Y ∗n−1
γ¯−→ Z′n
〉
⊕ Z′′n ⊕M ′1 ⊕ · · · ⊕M ′n−1 ⊕ Z′n⋃  ⋃ e ⋃ e
X ⊇e X1 ⊕ · · · ⊕Xn−1 ⊕ Xn
Put X∗ = Y ∗n−1
γ¯−→ Z′n ⊕ Z′′n , then X ⊆e Y ∗n−1
γ¯−→ Z′n ⊕ Z′′n = X∗.
Accordingly we obtain
P = X∗ ⊕M ′1 ⊕ · · · ⊕M ′n−1 ⊕ Z′n
= X∗ ⊕M ′1 ⊕ · · · ⊕M ′n−1 ⊕ M ′n →M ′1 ⊕ · · · ⊕M ′n−1
= X∗ ⊕M ′1 ⊕ · · · ⊕M ′n−1 ⊕M ′n

Lemma 2.4. Let P be a generalized T -injective CS-module and let
N <⊕ P . If A ⊆e T and B ⊆e N with A
ϕ B, then there exist A′ ⊆e A,
decompositions T = T ∗ ⊕ T ∗∗, N = N∗ ⊕N∗∗, a homomorphism f  T ∗ →
N∗ and a monomorphism g N∗∗ → T ∗∗ satisfying the following 	∗
 	∗∗

	∗
 A′ ⊆ T ∗ ⊕ g	N∗∗
.
	∗∗
 For a′ ∈ A′, we express a′ in T = T ∗ ⊕ T ∗∗ as a′ = a∗ + a∗∗,
where a∗ ∈ T ∗, a∗∗ ∈ T ∗∗. Then ϕ	a′
 = f 	a∗
 + g−1	a∗∗
.
Proof. Since P is generalized T -injective and ϕ is an isomorphism, there
exist decompositions T = T ⊕ T , P = P ⊕ P , and monomorphisms ϕ¯ T →
P , ψ P → T . As P is CS, there exists a decomposition P = P∗ ⊕ S with
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ϕ¯	T 
 ⊆e P∗. Put A = A ∩ T , A = A ∩ T , B = ϕ	 A
 and B = ϕ	A
, then
we see B = B ∩ P∗ ⊆e P∗, B = B ∩ P ⊆e P , and B ⊕ B ⊆e πN	P∗
 ⊕
πN	P
 ⊆e N .
AsN is CS, there exists a decompositionN = K⊕πN	P
∗ with πN	P
 ⊆e
πN	P
∗. Since πN	P
∗ ∩ πN	P∗
 = 0 and B ⊕ B ⊆e N , the canonical map
α πN	P
∗ → πP	πN	P
∗
 given by x→ π P	x
 is an isomorphism.
Now deﬁne h T → T by h	t¯
 = −ψ ◦ α ◦ p ◦ ϕ¯	t¯
 (where p is the
projection P → πN	P
∗). Put f = πK ◦ ϕ¯ ◦ β  T
h→ T  → K and g =
ψ ◦ α  πN	P
∗ → T , where β T
h→ T  → T 	t¯ + h	t¯
 → t¯
. Then we
see that g is a monomorphism. For a¯ + a ∈ A ⊕ A, we express a¯ + a in
T h→ T  ⊕ T as a¯+ a = t¯ + h	t¯
 + t, where t¯ + h	t¯
 ∈ T h→ T  and t ∈ T .
Since ψ−1	h	t¯
 + t
 ∈ N ∩ P , we get
ϕ	a¯+ a
 = ϕ¯	t¯
 + ψ−1	h	t¯
 + 	t


= πK	ϕ¯	t¯

 + p	ϕ¯	t¯

 + α−1 ◦ ψ−1	h	t¯
 + 	t


= πK	ϕ¯	t¯

 + p	ϕ¯	t¯

 + 	−p	ϕ¯	t¯


 + α−1	ψ−1	t


= πK ◦ ϕ¯ ◦ β	t¯ + h	t¯

 + 	ψ ◦ α
−1	t

= f 	t¯ + h	t¯

 + g−1	t


Proof of Theorem 2.1 “Only if” part : Assume that P is CS for P =
M1 ⊕M2. Let A ⊆ M1 and ϕ A→ M2 be a homomorphism. By assump-
tion, for A ϕ→ M2 ⊆ P , there exist Z <⊕ P and M ′′i <⊕ Mi	i = 1 2

such that A ϕ→ M2 ⊆e Z and M = Z ⊕M ′′1 ⊕M ′′2 . Put M ′i = Mi ∩ 	Z ⊕
M ′′j 
	i = j
. Since Mi =M ′′i ⊕ 	Mi ∩ 	Z ⊕M ′′j 

, we get
P =M ′1 ⊕M ′2 ⊕M ′′1 ⊕M ′′2
= Z ⊕M ′′1 ⊕M ′′2 

Let p be the projection P → Z and put X = p	M ′1
, Y = p	M ′2
. For
any x ∈ X, we can express x as x = m′1+m′′2 , where m′1 ∈M ′1 and m′′2 ∈M ′′2 .
Then ϕ′ M ′1 → M ′′2 	m′1 → m′′2
 is a homomorphism since Z ∩M ′′2 = 0.
By the same argument, for any y ∈ Y , we can express y as y = m′2 +
m′′1 , where m
′
2 ∈ M ′2 and m′′1 ∈ M ′′1 . Then ψ M ′2 → M ′′1 	m′2 → m′′1
 is a
homomorphism. Since A ϕ→ M2 ⊆e Z = X ⊕ Yψ is a monomorphism.
Thus, for any a ∈ Aa + ϕ	a
 = x + y = m′1 + m′2 + m′′1 + m′′2 = m′1 +
ϕ′	m′1
 +m′′1 + ψ−1	m′′1
.
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Since A ⊆ M1, we get a = m′1 + m′′1 and ϕ	a
 = ϕ′	m′1
 + ψ−1	m′′1
.
Therefore M2 is generalized M1-injective.
“If” part: Let X ⊆ P and put Xi = Mi ∩X 	i = 1 2
. Then there exist
decompositions Mi = Ti ⊕ Ni with Xi ⊆e Ti 	i = 1 2
. Put Y2 = 	N1 ⊕
N2
 ∩X. For πNi	Y2
 ⊆ Ni, there exist decompositions Ni = N ′i ⊕N ′′i with
πNi	Y2
 ⊆e N ′i 	i = 1 2
. Then the natural map α πN1	Y2
 → πN2	Y2
 is
an isomorphism. By Proposition 1.5, N2 is generalized N
′
1-injective. Thus,
by Lemma 2.4, for α πN1	Y2
 → πN2	Y2
, there exist an essential sub-
module πN1	Y2
′ ⊆e πN1	Y2
, decompositions N ′i = N ′i ⊕ N ′i 	i = 1 2
, a
homomorphism α¯ N ′1 → N ′2, and a monomorphism β N ′2 → N ′i satisfy-
ing that for any x ∈ πN1	Y2
′ x can be expressed as x = x¯+
=
x with x¯ ∈ N1
and
=
x∈ Imβ, and α	x
 = α¯	x¯
 + β−1	=x
. Since πN1	Y2
′ ⊆e N ′1 and α is an
isomorphism, α¯ is a monomorphism. So we see
Y ′2 =
〈
πN1	Y2
′
α→ πN2	Y2

〉
⊆e
〈
N ′1
α¯
↪→ N ′2
〉
⊕
〈
N ′2
β
↪→ N ′1
〉


Put Y ∗2 = N ′1
α¯
↪→ N ′2 ⊕ N ′2
β
↪→ N ′1. Then P is essentially Y ∗2 -injective
since α¯ and β are monomorphisms. In the next step, we newly put Ni =
N ′i ⊕N ′′i . By Lemma 2.2, we see
P = T1 ⊕ T2 ⊕ Y ∗2 ⊕N1 ⊕N2⋃ ⋃e ⋃e ⋃e
X ⊇e X1 ⊕X2 ⊕ Y ′2
Put P ′ = T1 ⊕ T2 ⊕N1 ⊕N2M ′i = Ti ⊕Ni and X ′ = P ′ ∩X. Then
P ′ = T1 ⊕ T2 ⊕N1 ⊕N2⋃ ⋃e ⋃e
X ′ ⊇e X1 ⊕X2
By Lemma 2.3, there exist Z ⊆ P ′ and M ′i <⊕ M ′i such that X ′ ⊆e Z′ and
P ′ = Z ⊕M ′1 ⊕M ′2. So we see
P = Z ⊕ Y ∗2 ⊕M ′1 ⊕M ′2⋃ ⋃e ⋃e
X ⊇e X ′ ⊕ Y ′2
Since X ′ ∩ 	M ′1 ⊕M ′2
 = 0, the natural map γ πY ∗2 	X
 → πM ′1⊕M ′2	X

is a homomorphism. Now we get Ker γ ⊆e πY ∗2 	X
 since Y ′2 ⊆ Ker γ ⊆
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πY ∗2 	X
 ⊆ Y ∗2 and Y ′2 ⊆e Y ∗2 . Inasmuch as M ′1 ⊕ M ′2 is essentially Y ∗2 -
injective, there exists a homomorphism γ∗ Y ∗2 →M ′1⊕M ′2 with γ∗πY∗2 	X
 =
γ. Since Y ′2 ⊆e Y ∗2 and γ∗	Y ′2
 = 0 Y ′2 ⊆e Y ∗2
γ∗→M ′1 ⊕M ′2. Hence
X ⊆e
〈
Y ∗2
γ∗→M ′1 ⊕M ′2
〉
⊕ Z

As a result we get a decomposition
P =
〈
Y ∗2
γ∗→M ′1 ⊕M ′2
〉
⊕ Z ⊕M ′1 ⊕M ′2

Therefore P is CS for P =M1 ⊕M2.
Proposition 2.5. Let P = M1 ⊕ · · · ⊕Mn and let Mi = M ′i ⊕M ′′i 	i =
1 
 
 
  n
. If P is CS for P =M1 ⊕ · · · ⊕Mn, then P ′ =M ′1 ⊕ · · · ⊕M ′n is CS
for P ′ =M ′1 ⊕ · · · ⊕M ′n.
Proof. Let X ⊆ P ′. Since P ′ <⊕ P P ′ is a CS-module. Hence there
exists a direct summand X∗ <⊕ P ′ with X ⊆e X∗. By assumption, for X∗ ⊕
	M ′′1 ⊕ · · · ⊕M ′′n 
 ⊆ P , there exist Z ⊆ P and Mi <⊕ Mi 	i = 1 
 
 
  n

such that X∗ ⊕ 	M ′′1 ⊕ · · · ⊕M ′′n 
 ⊆e Z and P = Z ⊕ 	M1 ⊕ · · · ⊕Mn
.
Since X∗ ⊕ 	M ′′1 ⊕ · · · ⊕M ′′n 
 <⊕ P , we get
P = X∗ ⊕ 	M ′′1 ⊕ · · · ⊕M ′′n 
 ⊕ 	M1 ⊕ · · · ⊕Mn


Since M ′′i ∩Mi = 0, the canonical map αi πM ′i 	Mi
 → πM ′′i 	Mi
 given
by πM ′i 	x
 → πM ′′i 	x
 is a homomorphism. Put M ′i = πM ′i 	Mi
. Since Mi =
M ′i →M ′′i , we get
P = X∗ ⊕ 	M ′1 →M ′′1  ⊕ · · · ⊕ M ′n →M ′′n 
 ⊕ 	M ′′1 ⊕ · · · ⊕M ′′n 

= X∗ ⊕ 	M ′1 ⊕ · · · ⊕M ′n
 ⊕ 	M ′′1 ⊕ · · · ⊕M ′′n 


Since X∗ ⊕ 	M ′1 ⊕ · · · ⊕M ′n
 ⊆ P ′ and P ′ ∩ 	M ′′1 ⊕ · · · ⊕M ′′n 
 = 0, we see
P ′ = X∗ ⊕ 	M ′1 ⊕ · · · ⊕M ′n
.
The following result is a consequence of Theorem 2.1 and Proposi-
tion 2.5.
Proposition 2.6 (cf. [11]). If M and N are mutually relative generalized
injective CS-modules, then M ′ is generalized N-injective for all direct sum-
mand M ′ <⊕ M .
Lemma 2.7. Let T be a quasi-continuous module and let N1 and N2 be
generalized T -injective modules. Let A1 ⊕A2 be an essential submodule of
T and let Bi be an essential submodule of Ni 	i = 1 2
 such that A1 ⊕
A2
α B1 ⊕ B2 and α	Ai
 = Bi 	i = 1 2
. Then there exist decompositions
extending modules 125
T = T ⊕ T and Ni = Ni ⊕ Ni 	i = 1 2
, and monomorphisms fi Ni →
T ⊕ Nj 	i = j
 and g T → N1 ⊕ N2 such that A1 ⊕A2
α B1 ⊕ B2 ⊆e
N1
f1
↪→ N2 ⊕ T  ⊕ N2
f2
↪→ T ⊕N1 ⊕ T
g
↪→ N1 ⊕N2.
Proof. As T is a quasi-continuous module, there exists a decomposi-
tion T = T1 ⊕ T2 such that Ai ⊆e Ti 	i = 1 2
. By Proposition 1.5, Ni
is generalized Ti-injective 	i = 1 2
. So, for αAi  Ai → Bi, there exist
decompositions Ti = Ti ⊕ Ti, Ni = Ni ⊕Ni a homomorphism α¯i Ti → Ni
and a monomorphism βi Ni ↪→ Ti 	i = 1 2
 satisfying, for any x ∈ Ai,
x can be expressed as x = x¯ + x with x¯ ∈ Ti and x ∈ Imβi, and α	x
 =
α¯i	x¯
 + β−1i 	x
. Since Ai ⊆e Ti, we get〈
Ai
α→ Bi
〉
⊆e
〈
Ti
αi→ N ′i
〉
⊕
〈
Ni
βi
↪→ Ti
〉


Since Ai ⊆e Ti and α is an isomorphism, αi is a monomorphism.
Deﬁne α¯ T1 ⊕ T2 → N1 ⊕N2 by α¯	t1 + t2
 = α1	t1
 + α2	t2
. Then α¯ is a
monomorphism. Thus we get〈
A1 ⊕A2
α→ B1 ⊕ B2
〉
=
〈
A1
αA1→ B1
〉
⊕
〈
A2
αA2→ B2
〉
⊆e
〈
T1
α1
↪→ N1
〉
⊕
〈
N1
β1
↪→ T1
〉
⊕
〈
T2
α2
↪→ N2
〉
⊕
〈
N2
β2
↪→ T2
〉
=
〈
T1 ⊕ T2
α¯
↪→ N1 ⊕N2
〉
⊕
〈
N1
β1
↪→ T1 ⊕ T2 ⊕N2
〉
⊕
〈
N2
β2
↪→ T1 ⊕ T2 ⊕N1
〉


Theorem 2.8. Let M1 
 
 
 Mn−2 be quasi-continuous modules and let
Mn−1 and Mn be CS-modules 	n ≥ 3
. Put P = M1 ⊕ · · · ⊕Mn. Then P is
CS for P =M1 ⊕ · · · ⊕Mn if and only if Mi and Mj are mutually generalized
relative injective for i = j.
Proof. “Only if” part holds by Proposition 2.5 and Theorem 2.1.
“If” part : In the case n = 3. Let X ⊆ P and put Xi =Mi ∩X. Then there
exist decompositions Mi = Ti ⊕Ni with Xi ⊆e Ti. Put Y2 = 	N2 ⊕N3
 ∩X.
By the same argument as in the proof of Theorem 2.1, we see
P = T1 ⊕ T2 ⊕ T3 ⊕ Y ∗2 ⊕ N1 ⊕ N2 ⊕ N3⋃ ⋃e ⋃e ⋃e ⋃e
X ⊇ X1 ⊕ X2 ⊕ X3 ⊕ Y2
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Then P is essentially Y ∗2 -injective. Now we put Y3 = 	N1⊕N2 ⊕N3
 ∩X.
Since N1 is a CS-module, for πN1	Y3
 ⊆ N1, there exists a decomposition
N1 = N1 ⊕ N1 with πN1	Y3
 ⊆e N1. By Theorem 2.1 and Proposition 2.5,
N2 ⊕N3 is CS for N2 ⊕N3. Thus, for πN2⊕N3	Y3
 ⊆ N2 ⊕N3, there exist
X∗ ⊆ N2 ⊕ N3 and decompositions Ni = Ni ⊕ Ni 	i = 2 3
 such that
πN2⊕N3	Y3
 ⊆e X∗ and N2 ⊕N3 = X∗ ⊕N2 ⊕N3. So we get
X∗ = N2 → N2 ⊕N3 ⊕ N3 → N2 ⊕N3

Since Y2 ∩ 	N2 ⊕ N3
 = 0 and X1 ∩ N1 = 0, the canonical map
α πN1	Y3
 → πN2⊕N3	Y3
 given by πN1	x
 → πN2⊕N3	x
 is an isomorphism.
Put Bi = Ni → N2 ⊕N3 ∩ πN2⊕N3	Y3
 and Ai = α−1	Bi
 	i = 2 3
. Then
we get
N1 N2 → N2 ⊕N3⊕ N3 → N2 ⊕N3⋃ e ⋃ e ⋃ e
A1 ⊕A2
α B1 ⊕ B2
By Lemma 2.7, there exist decompositions Ni = N∗i ⊕N∗∗i 	i = 1 2 3

such that A1 ⊕A2
α→ B1 ⊕ B2 ⊆e Y ∗3 , where
Y ∗3 = N∗3 → N2 ⊕N3 ↪→ N∗∗2 → N2 ⊕N3 ⊕N∗∗1 
⊕ N∗2 → N2 ⊕N3 ↪→ N∗∗3 → N2 ⊕N3 ⊕N∗∗1 
⊕ N∗1 ↪→ N∗∗2 → N2 ⊕N3 ⊕ N∗∗3 → N2 ⊕N3

Then P is essentially Y ∗3 -injective. Put Y
′
3 = A1 ⊕A2
α→ B1 ⊕B2. Since
Y3 = πN1	Y3

α→ πN2⊕N3	Y3
 and A1 ⊕ A2 ⊆e πN1	Y3
, we have Y ′3 =
A1 ⊕A2
α→ B1 ⊕ B2 ⊆e Y3. Then
N1 ⊕N2 ⊕N3 = X∗ ⊕N1 ⊕N1 ⊕N2 ⊕N3
= Y ∗3 ⊕ N∗∗2 → N2 ⊕N3 ⊕ N∗∗3 → N2 ⊕N3 ⊕N∗∗1
⊕N1 ⊕N2 ⊕N3
= Y ∗3 ⊕N∗∗1 ⊕N∗∗2 ⊕N∗∗3 ⊕N1 ⊕N2 ⊕N3

In the next step, we newly put Ni = N∗∗i ⊕Ni. By Lemma 2.2, we see
P = T1 ⊕ T2 ⊕ T3 ⊕ Y ∗2 ⊕ Y ∗3 ⊕N1 ⊕N2 ⊕N3⋃ ⋃e ⋃e ⋃e ⋃e ⋃e
X ⊇e X1 ⊕X2 ⊕X3 ⊕ Y2 ⊕ Y ′3
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Put P ′ = T1 ⊕ T2 ⊕ T3 ⊕N1 ⊕N2 ⊕ N3,M ′i = Ti ⊕Ni, and X ′ = P ′ ∩X.
As M1 ⊕M2 is CS for M1 ⊕M2, M ′1 ⊕M ′2 is CS for M ′1 ⊕M ′2 by Propo-
sition 2.5. Hence, by Lemma 2.3, there exist Z ⊆ P ′ and M ′i <⊕ M ′i 	i =
1 2 3
 such that P ′ = Z ⊕M ′1 ⊕M ′2 ⊕M ′3 and X ′ ⊆e Z. So we see
P = Z ⊕ Y ∗2 ⊕ Y ∗3 ⊕ M ′1 ⊕ M ′2 ⊕ M ′3⋃ ⋃e ⋃e ⋃e
X ⊇e X ′ ⊕ Y2 ⊕ Y ′3
Since X ′ ∩ 	M ′1 ⊕M ′2 ⊕M ′3
 = 0, the canonical map β πY ∗2⊕Y ∗3 	X
 →
πM ′1⊕M ′2⊕M ′3	X
 given by πY ∗2⊕Y ∗3 	x
 → πM ′1⊕M ′2⊕M ′3	x
 is a homomorphism.
As Y2 ⊕ Y ′3 ⊆ Kerβ ⊆ πY ∗2⊕Y ∗3 	X
 ⊆ Y ∗2 ⊕ Y ∗3 and Y2 ⊕ Y ′3 ⊆e Y ∗2 ⊕ Y ∗3 ,
Kerβ ⊆e πY ∗2⊕Y ∗3 	X
. Since P is essentially Y ∗2 -injective and essentially
Y ∗3 -injective, P is essentially Y
∗
2 ⊕ Y ∗3 -injective. Hence M ′1 ⊕M ′2 ⊕M ′3 is
essentially Y ∗2 ⊕ Y ∗3 -injective. Thus there exists a homomorphism β¯ Y ∗2 ⊕
Y ∗3 →M ′1 ⊕M ′2 ⊕M ′3 with β¯πY∗2 ⊕Y∗3 	X
 = β. Since Y2 ⊕ Y
′
3 ⊆e Y ∗2 ⊕ Y ∗3 and
β¯	Y2 ⊕ Y ′3
 = 0,
Y2 ⊕ Y ′3 ⊆e
〈
Y ∗2 ⊕ Y ∗3
β¯→M ′1 ⊕M ′2 ⊕M ′3
〉


Thus we get
X ⊆e
〈
Y ∗2 ⊕ Y ∗3
β¯→M ′1 ⊕M ′2 ⊕M ′3
〉
⊕ Z

Now we obtain a decomposition
P =
〈
Y ∗2 ⊕ Y ∗3
β¯→M ′1 ⊕M ′2 ⊕M ′3
〉
⊕ Z ⊕M ′1 ⊕M ′2 ⊕M ′3

Therefore P is CS for P =M1 ⊕M2 ⊕M3.
In the case n ≥ 4, assume that the statement holds for n = k, and
consider the case n = k + 1; P = M1 ⊕ · · · ⊕ Mk ⊕ Mk+1. Put N2 =
M2 ⊕ · · · ⊕Mk−1 and N3 =Mk⊕Mk+1. By assumption and Proposition 2.5,
M1N2, and N3 are mutually generalized relative injective. By the case
of n = 3, P is CS for P = M1 ⊕ N2 ⊕ N3. For any submodule X of P ,
there exist X∗ ⊆ P , M1 ⊆ M1, and Ni ⊆ Ni 	i = 2 3
 such that P =
X∗ ⊕M1 ⊕N2 ⊕N3. So we get N2 = N2 ⊕ 	X∗ ⊕M1 ⊕N3
 ∩N2. Since N2
is CS for N2 = M2 ⊕ · · · ⊕Mk−1, there exists Mi ⊆ Mi 	i = 2 
 
 
  k − 1

such that N2 = M2 ⊕ · · · ⊕Mk−1 ⊕ 	X∗ ⊕M1 ⊕ N3
 ∩N2. Let p1 and p2
be the projections : N2 → M2 ⊕ · · · ⊕Mk−1, N2 → 	X∗ ⊕M1 ⊕N3
 ∩N2,
respectively. Since N2 ∩ 	X∗ ⊕M1 ⊕ N3
 ∩ N2 = 0, the canonical map
ϕ p1	N2
 → p2	N2
 given by p1	x
 → p2	x
 is a homomorphism. Then
N2 =
〈
p1	N2

ϕ→ p2	N2

〉
=
〈
M2 ⊕ · · · ⊕Mk−1
ϕ→ X∗ ⊕M1 ⊕N3
〉
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Thus we get
P = X∗ ⊕M1 ⊕
〈
M2 ⊕ · · · ⊕Mk−1
ϕ→ X∗ ⊕M1 ⊕N3
〉
⊕N3
= X∗ ⊕M1 ⊕M2 ⊕ · · · ⊕Mk−1 ⊕N3

Then we see
N3 = N3 ⊕ 	X∗ ⊕M1 ⊕ · · · ⊕Mk−1
 ∩N3

By Theorem 2.1, N3 is CS for N3 =Mk ⊕Mk+1. So, for 	X∗ ⊕M1 ⊕ · · · ⊕
Mk−1
 ∩ N3 <⊕ N3, there exist Mk <⊕ Mk and Mk+1 <⊕ Mk+1 such that
N3 =Mk⊕Mk+1⊕	X∗ ⊕M1⊕ · · · ⊕Mk−1
 ∩N3. Let τ1 and τ2 be the pro-
jections  N3 → Mk ⊕Mk+1, N3 → 	X∗ ⊕M1 ⊕ · · · ⊕Mk−1
 ∩N3, respec-
tively. Since N3 ∩ 	X∗ ⊕M1 ⊕ · · · ⊕Mk−1
 ∩N3 = 0, the canonical map
ψ τ1	N3
 → τ2	N3
 given by τ1	x
 → τ2	x
 is a homomorphism. Hence
we see
N3 =
〈
τ1	N3
 → τ2	N3

〉
=
〈
Mk ⊕Mk+1
ψ→ X∗ ⊕M1 ⊕ · · · ⊕Mk−1
〉


Thus we get
P = X∗ ⊕M1 ⊕ · · · ⊕Mk−1 ⊕N3
= X∗ ⊕M1 ⊕ · · · ⊕Mk−1 ⊕
〈
Mk ⊕Mk+1
ψ→ X∗ ⊕M1 ⊕ · · · ⊕Mk−1
〉
= X∗ ⊕M1 ⊕ · · · ⊕Mk−1 ⊕Mk ⊕Mk+1

Hence P is CS for P =M1 ⊕ · · · ⊕Mk ⊕Mk+1.
As immediate consequences of theorem above, we obtain the following
corollaries.
Corollary 2.9. Let M1 
 
 
 Mn be quasi-continuous modules and put
P = M1 ⊕ · · · ⊕Mn. Then P is CS for P = M1 ⊕ · · · ⊕Mn if and only if Mi
is generalized Mj-injective for i = j.
Corollary 2.10. Let M1 
 
 
 Mn be uniform modules and let P =
M1 ⊕ · · · ⊕Mn. Then P is CS for P = M1 ⊕ · · · ⊕Mn if and only if Mi is
generalized Mj-injective 	i = j
.
Theorem 2.11. Let M1 
 
 
 Mn be CS-modules 	n ≥ 3
 and let P =
M1 ⊕ · · · ⊕Mn. Then the following conditions are equivalent:
(1) P is CS for P =M1 ⊕ · · · ⊕Mn.
(2) Mi is generalized
⊕
j =i Mj-injective for any i ∈ 1 2 
 
 
  n.
(3)
⊕
j =i Mj is generalized Mi-injective for any i ∈ 1 2 
 
 
  n.
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Proof. By Theorem 2.1, (1) implies (2) and (3). So, we may show (2)
or (3) implies (1). First we show the theorem for n = 3. Assume that Mi
is generalized Mj ⊕Mk-injective or Mj ⊕Mk is generalized Mi-injective.
Though the proof is done by quite same way as in Theorem 2.8, we give a
sketch. Let X be a submodule of P . Then, as in the proof of Theorem 2.8,
we obtain the situation
P = T1 ⊕ T2 ⊕ T3 ⊕ Y ∗2 ⊕ N1 ⊕ N2 ⊕ N3⋃ ⋃e ⋃e ⋃e ⋃e
X ⊇e X1 ⊕ X2 ⊕X3 ⊕ Y2 ⊕ Y3
where Ti <⊕ Mi, Ni <⊕ Mi, Y3 ⊆ N1 ⊕ N2 ⊕ N3 and πN1⊕N2	Y3
 
πN3	Y3
, canonically. As N3 is generalized N1 ⊕ N2-injective or N1 ⊕ N2
is generalized N3-injective, Y3 = πN1⊕N2	Y3
 → πN3	Y3
 can be essen-
tially extended to a direct summand Y ∗3 of 	N1 ⊕ N2
 ⊕ N3 such that
N1 ⊕ N2 ⊕ N3 = Y ∗3 ⊕ N1 ⊕N2 ⊕ N3 for N1 ⊕N2 <⊕ N1 ⊕ N2 and
N3 <⊕ N3. Hence we obtain
P = T1 ⊕ T2 ⊕ T3 ⊕ Y ∗2 ⊕ Y ∗3 ⊕ N1 ⊕ N2 ⊕ N3⋃ ⋃e ⋃e ⋃e ⋃e ⋃e 

X ⊇e X1 ⊕ X2 ⊕X3 ⊕ Y2 ⊕ Y3
From here, by quite the same proof as in Theorem 2.8, we can obtain
X∗ ⊇e X,M ′12 <⊕ M1⊕M2, andM ′3 <⊕ M3 such that P = X∗ ⊕M ′12 ⊕M ′3.
As M1 ⊕M2 = M ′12 ⊕ 	X∗ ⊕M ′3
 ∩ 	M1 ⊕M2
 and Q = M1 ⊕M2 is CS
for Q = M1 ⊕M2, Q = M1 ⊕M2 = 	X∗ ⊕M ′3
 ∩ 	M1 ⊕M2
 ⊕M ′1 ⊕M ′2
for some M ′i <⊕ Mi 	i = 1 2
. Therefore we see that
M ′12 =
〈
M ′1 ⊕M ′2
ϕ→ 	X∗ ⊕M ′3
 ∩ 	M1 ⊕M2

〉

where ϕ is the map πM ′1⊕M ′2	x
 → π	X∗⊕M ′3
∩	M1⊕M2
	x
 for x ∈ M ′1 ⊕M ′2.
Accordingly we obtain
P = X∗ ⊕M ′12 ⊕M ′3
= X∗ ⊕
〈
M ′1 ⊕M ′2
ϕ→ X∗ ⊕M ′3
〉
⊕M ′3
= X∗ ⊕M ′1 ⊕M ′2 ⊕M ′3

Next, for the case n ≥ 3, we show the statement by induction on n.
Assume that the statement is true for n = k, and let n = k + 1. In P =
M1 ⊕ · · · ⊕Mk ⊕Mk+1, putting M∗i = Mi for i = 1 
 
 
  k − 1 and M∗k =
Mk⊕Mk+1,M∗i is generalized
⊕
j =i M
∗
j -injective or
⊕
j =i M
∗
j is generalized
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M∗i -injective. So, by induction, P is CS for P = M∗1 ⊕ · · · ⊕M∗k−1 ⊕M∗k =
	M1 ⊕ · · · ⊕Mk−1 ⊕M∗k
. Now let X be a submodule of P . As P is CS
for P = M1 ⊕ · · · ⊕Mk−1 ⊕M∗k, there exist X∗ ⊇e X, Mi <⊕ Mi 	i =
1 
 
 
  k− 1
, and M∗k <⊕ M∗k such that P = X∗ ⊕M1 ⊕ · · · ⊕Mk−1 ⊕M∗k.
Then, as in above argument for n = 3, we can obtain Mk <⊕ Mk and
Mk+1 <⊕ Mk+1 such that P = X∗ ⊕M1 ⊕ · · · ⊕Mk+1 as desired.
Corollary 2.12 (cf. [1, Proposition 7.10]). Let M1 
 
 
 Mn be mutu-
ally relative injective CS-modules. Then P = M1 ⊕ · · · ⊕ Mn is CS for
P =M1 ⊕ · · · ⊕Mn
Lemma 2.13. Let M1 
 
 
 Mn be CS for theirs any ﬁnite direct sum
decomposition and put P =M1⊕ · · ·⊕Mn. If P is CS for P =M1⊕ · · ·⊕Mn,
then for any decomposition Mi = M ′i ⊕M ′′i 	i = 1 2 
 
 
  n
 P is CS for
P =M ′1 ⊕ · · · ⊕M ′n ⊕M ′′1 ⊕ · · · ⊕M ′′n .
Proof. When n = 1, this statement holds, since P is CS for its any
ﬁnite direct sum decomposition. In the case n ≥ 2, by assumption, for
any submodule X of P , there exist X∗ ⊆ P and Mi ⊆ Mi such that P =
X∗ ⊕M1 ⊕M2 ⊕ · · · ⊕Mn and X ⊆e X∗. Then
M1 =M1 ⊕ 	X∗ ⊕M2 ⊕ · · · ⊕Mn
 ∩M1

Since M1 is CS for its any ﬁnite direct sum decomposition, for 	X∗ ⊕
M2 ⊕ · · · ⊕Mn
 ∩M1 <⊕ M1, there existM ′1 ⊆M ′1 andM ′′1 ⊆M ′′1 such that
M1 = M ′1 ⊕M ′′1 ⊕ 	X∗ ⊕M2 ⊕ · · · ⊕Mn
 ∩M1. Let p1 and p2 be the pro-
jections : M1 →M ′1 ⊕M ′′1 M1 → 	X∗ ⊕M2 ⊕ · · · ⊕Mn
 ∩M1, respectively.
Then the canonical map ϕ p1	M1
 → p2	M1
 given by p1	x
 → p2	x
 is
a homomorphism since M1 ∩ 	X∗ ⊕M2 ⊕ · · · ⊕Mn
 ∩M1 = 0. So we see
M1 =
〈
p1	M1

ϕ→ p2	M1

〉
=
〈
M ′1 ⊕M ′′1
ϕ→ X∗ ⊕M2 ⊕ · · · ⊕Mn
〉


Thus we get
P = X∗ ⊕M1 ⊕M2 ⊕ · · · ⊕Mn
= X∗ ⊕
〈
M ′1 ⊕M ′′1
ϕ→ X∗ ⊕M2 ⊕ · · · ⊕Mn
〉
⊕M2 ⊕ · · · ⊕Mn
= X∗ ⊕M ′1 ⊕M ′′1 ⊕M2 ⊕ · · · ⊕Mn
with M ′1 <⊕ M
′
1 and M
′′
1 <⊕ M
′′
1 . By the same argument for M2 = M2 ⊕
	X∗ ⊕M ′1 ⊕M ′′1 ⊕M3 ⊕ · · · ⊕Mn
 ∩M2, we can obtain M ′2 <⊕ M ′2 and
M ′′2 <⊕ M
′′
2 such thatM2 = M ′2⊕M ′′2 → X∗ ⊕M ′1⊕M ′′1 ⊕M3⊕ · · · ⊕Mn.
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Hence we see
P = X∗ ⊕M ′1 ⊕M ′′1 ⊕M2 ⊕M3 ⊕ · · · ⊕Mn
= X∗ ⊕M ′1 ⊕M ′′1 ⊕
〈
M ′2 ⊕M ′′2 → X∗ ⊕M ′1 ⊕M ′′1 ⊕M3 ⊕ · · · ⊕Mn
〉
⊕M3 ⊕ · · · ⊕Mn
= X∗ ⊕M ′1 ⊕M ′′1 ⊕M ′2 ⊕M ′′2 ⊕M3 ⊕ · · · ⊕Mn

Inductively we obtain M ′i <⊕ M
′
i and M
′′
i <⊕ M
′′
i for which
P = X∗ ⊕M ′1 ⊕M ′′1 ⊕ · · · ⊕M ′n−1 ⊕M ′′n−1 ⊕Mn
= X∗ ⊕M ′1 ⊕M ′′1 ⊕ · · · ⊕M ′n−1 ⊕M ′′n−1
⊕ M ′n ⊕M ′′n → X∗ ⊕M ′1 ⊕M ′′1 ⊕ · · · ⊕M ′n−1 ⊕M ′′n−1
= X∗ ⊕M ′1 ⊕M ′′1 ⊕ · · · ⊕M ′n−1 ⊕M ′′n−1 ⊕M ′n ⊕M ′′n 

Therefore P is CS for P =M ′1 ⊕ · · · ⊕M ′n ⊕M ′′1 ⊕ · · · ⊕M ′′n .
Lemma 2.14. Let M1 and M2 be modules, P = M1 ⊕ M2, and let
ϕ M1 → M2 be a homomorphism. If P is CS for P = M1 ⊕M2, then P is
CS for P = M1
ϕ→M2 ⊕M2.
Proof. Noting M1  M1 →M2, this follows from Theorem 2.1.
Theorem 2.15. Let M1 
 
 
 Mn be CS for theirs any ﬁnite direct sum
decomposition and put P = M1 ⊕ · · · ⊕Mn. Then the following conditions
are equivalent:
(1) P is CS for its any ﬁnite direct sum decomposition.
(2) P is CS for P =M1 ⊕ · · · ⊕Mn.
(3) Mi is generalized
⊕
j =i Mj-injective for any i ∈ 1 2 
 
 
  n.
(4)
⊕
j =i Mj is generalized Mi-injective for any i ∈ 1 2 
 
 
  n.
Proof. It is enough to prove (2) ⇒ (1). Let P = T1 ⊕ · · · ⊕ Tm. First
we consider the case P = T1 ⊕ T2. By (2), we have a decomposition
P = M ′1 ⊕ · · · ⊕ M ′n ⊕ T2 with some M ′i <⊕ Mi; put Mi = M ′i ⊕ M ′′i .
For P =M ′1 ⊕ · · · ⊕M ′n ⊕M ′′1 ⊕ · · · ⊕M ′′n , let p1 and p2 be the projection:
P → M ′1 ⊕ · · · ⊕M ′n P → M ′′1 ⊕ · · · ⊕M ′′n , respectively. Then the canoni-
cal map α p2	T2
 → p1	T2
 given by p1	x
 → p2	x
 is a homomorphism
since 	M ′1 ⊕ · · · ⊕M ′n
 ∩ T2 = 0. So we get
T2 =
〈
p2	T2

α→ p1	T2

〉
=
〈
M ′′1 ⊕ · · · ⊕M ′′n
α→M ′1 ⊕ · · · ⊕M ′n
〉


By Lemmas 2.13 and 2.14, P = M ′1 ⊕ · · · ⊕M ′n ⊕ M ′′1 ⊕ · · · ⊕M ′′n
α→
M ′1 ⊕ · · · ⊕M ′n = M ′1 ⊕ · · · ⊕M ′n ⊕ T2 is CS for P = M ′1 ⊕ · · · ⊕M ′n ⊕ T2.
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As T1 ∩ T2 = 0, the canonical map β p1	T1
 → πT2	T1
 given by p1	x
 →
πT2	x
 is a homomorphism. So we get
T1 =
〈
p1	T1

β→ πT2	T1

〉
=
〈
M ′1 ⊕ · · · ⊕M ′n
β→ T2
〉


Thus, by Lemma 2.14, P is CS for P = T1 ⊕ T2.
Next we consider the case m ≥ 3. Since P = Ti ⊕ 	
⊕
j =i Tj
 is CS for P =
Ti ⊕ 	
⊕
j =i Tj
 for any i ∈ 1 
 
 
 m Ti is generalized 	
⊕
j =i Tj
-injective
by Theorem 2.1. Thus, by Theorem 2.11, P is CS for P = T1 ⊕ · · · ⊕ Tm.
Therefore P is CS for its any ﬁnite direct sum decomposition.
We state following two applications.
Theorem 2.16. Let R be a right self-injective (von Neumann) regular ring
and let P =⊕∞i=1Ri with Ri = R. Then P is a generalized P-injective.
Proof. In general, every projective module over a regular ring satisﬁes
the exchange property. This fact is due to Stock [16] or follows by combining
[12, Theorem 3, 9, Proof of Lemma 1, and 18, Proposition 3]. So, P and
P ⊕ P satisfy the exchange property. On the other hand P and P ⊕ P are
CS by [1, 12.19]. Thus, P ⊕ P is CS for any its decomposition; whence P is
generalized P-injective.
A ring R is said to be a right co-H-ring if every projective right R-module
is CS ([13]). It is well known that every projective right R-module over a
right perfect ring R satisﬁes the exchange property. As a right co-H-ring is
an artinian ring (cf. [14]), we see that every projective right R-module is
CS for any its decomposition. Hence we obtain the following.
Theorem 2.17. Let R be a right co-H-ring, and let P and Q be projective
right R-modules. Then Q is generalized P-injective.
We conclude this paper with following which is shown in [7].
Theorem 2.18. Let Mα  α ∈  be a family of uniform modules and
let P =⊕ Mα. Then the following conditions are equivalent:
(1) P is CS for P =⊕ Mα.
(2) (a) Mα is generalized Mβ-injective for all α = β ∈ .
(b) 	A′2
 holds for all Mα and Mβ  β = αβ ∈ .
(c) There does not exist an inﬁnite sequence of proper monomor-
phisms fk Mik →Mik+1  k ∈  with all ik ∈  distinct.
Remark. (1) Recently, in [10], Mohamed and Mu¨ller improved some
of our results. They changed the phrase “generalized relative injective” into
“relative objective.” As we saw in Proposition 2.6, if M and N are CS and
mutually relative generalized injective, then M ′ is generalized N-injective
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for any direct summand M ′ of M . However, in [11], it is shown that if M is
generalized N-injective, then any direct summand M ′ of M is generalized
N-injective.
(2) In [5], we announced that the condition “M1 
 
 
 Mn are CS and
any direct summand of Mi is generalized Mj-injective for i = j” charac-
terizes the statement “P = M1 ⊕ · · · ⊕Mn is CS for P = M1 ⊕ · · · ⊕Mn.”
However, we must correct this condition in the form (2) or (3) in Theorem
2.11. We raise as a question whether this condition is surely a characteriza-
tion of the statement. We note that if this is afﬁrmative for n = 3, then so
is for all n.
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