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LIOUVILLE TYPE THEOREMS AND PERIODIC SOLUTIONS FOR χ(2) TYPE SYSTEMS WITH
NON-HOMOGENEOUS NONLINEARITIES
ALEKS JEVNIKAR, JUNWANG, ANDWEN YANG
ABSTRACT. In the present paper we derive Liouville type results and existence of periodic solutions for χ(2) type
systems with non-homogeneous nonlinearities. Moreover, we prove both universal bounds as well as singularity
and decay estimates for this class of problems. In this study, we have to face new difficulties due to the non-
homogenous nonlinearities. To overcome this issue, we carry out delicate integral estimates for this class of
nonlinearities andmodify the usual scaling and blow up arguments. This seems to be the first result for parabolic
systems with non-homogeneous nonlinearities.
Keywords: Liouville type results; Parabolic system; χ(2) system; Non-homogeneous nonlinearity; A priori esti-
mates; Periodic solutions.
1. INTRODUCTION
In the present paper we consider the following parabolic systems with non-homogeneous nonlinearities

ut − ∆u = µ1up + βuv, x ∈ Ω, t ∈ (0, T),
vt − ∆v = µ2vp + β
2
u2, x ∈ Ω, t ∈ (0, T), (1.1)
and 

ut − ∆u = µ1up + βvw, x ∈ Ω, t ∈ (0, T),
vt − ∆v = µ2vp + βuw, x ∈ Ω, t ∈ (0, T),
wt − ∆w = µ3wp + βuv, x ∈ Ω, t ∈ (0, T),
(1.2)
where p > 1 and Ω is a smooth domain in RN(1 ≤ N ≤ 5). The later system (1.2) can be seen as a parabolic
counterpart of the three coupled nonlinear Schro¨dinger system below

1√−1
∂u1
∂t = −∆u1 − µ1|u1|p−1u1 − βu2u3,
1√−1
∂u2
∂t = −∆u2 − µ2|u2|p−1u2 − βu1u3,
1√−1
∂u3
∂t = −∆u3 − µ3|u3|p−2u3 − βu1u2,
(1.3)
where ui(i = 1, 2, 3) are complex valued functions of (t, x) ∈ R×RN , p > 1, N ≤ 3, µi > 0(i = 1, 2, 3) and
β ∈ R. System (1.3) is a reduced system studied in [10, 11, 12, 28] and related to the Raman amplification in
a plasma. It is an unstable phenomenon happening when an incident laser field propagates into a plasma.
This kind of model was first introduced by Russell et al. [35] to describe the Raman scattering in a plasma.
In the paper [7], a modified model was derived to describing nonlinear interaction between a laser beam
and a plasma. From the physical point of view, when an incident laser field enters a plasma, it is backscat-
tered by a Raman type process. These two waves interact to yield an electronic plasma wave. The three
waves combine to generate variation of the density of the ions which has itself an influence on the three
proceedings waves. The system describing this phenomenon is composed by three Schro¨dinger equations
coupled to a wave equation and reads in a suitable dimensionless form. In fact, system (1.3) originates from
the following so-called χ(2) system, see [6] for the derivation of this system and its background

1√−1
∂u1
∂t + ∆u1 − λ1u1 + βu2u3 = 0, x ∈ RN ,
1√−1
∂u2
∂t + ∆u2 − λ2u2 + βu3u1 = 0, x ∈ RN ,
1√−1
∂u3
∂t + ∆u3 − λ3u3 + βu1u2 = 0, x ∈ RN .
(1.4)
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For the purpose of modeling the nonlinear effects, one replaces the linear terms λiui in (1.4) by µi|ui|p−1ui.
For a complete description of the model (1.3) (as well as a precise description of the physical coefficients)
and the χ(2) system (1.4), we refer the readers to [6, 7, 8, 9, 11, 42] and the references therein. A system
similar to (1.3) also appears as an optics model with quadratic nonlinearity, see [40, 41].
Equations (1.1)-(1.2) can be seen as a special form of the following general parabolic system

∂u1
∂t
− ∆u1 = f1(x, u1, u2, u3), (x, t) ∈ Ω× (T0,∞),
∂u2
∂t
− ∆u2 = f2(x, u1, u2, u3), (x, t) ∈ Ω× (T0,∞),
∂u3
∂t
− ∆u3 = f3(x, u1, u2, u3), (x, t) ∈ Ω× (T0,∞),
(1.5)
where Ω ⊆ RN is an open set. The system (1.5) has been studied in various mathematical directions.
For example, local and global existence [1, 17], Ho¨lder regularity [13], symmetry properties [18], blow-up
behavior [22], and Liouville type theorems [18, 23, 24, 29, 30]. Among all conclusions the Liouville type
results has been very much investigated in the past decade and such result could be used to describe the
asymptotic behavior of the solution to (1.5) for long time behavior. One purpose of this paper is to prove
Liouville type theorems for the problems (1.1)-(1.2) and use them to show several qualitative behavior of
the solutions.
In order to introduce our results we first recall the known facts for the single parabolic equation
ut − ∆u = up, (x, t) ∈ Ω× (0, T), (1.6)
where Ω ⊆ RN is any smooth domain (bounded or unbounded). By modifying the technique of local,
integral gradient estimates developed in [19], Ve´ron in [4] proved that the problem (1.6) has no nontrivial
non-negative classical solution for 1 < p < pB(N), where (x, t) ∈ RN ×R and
pB(N) =
{
N(N+2)
(N−1)2 , if N ≥ 2,
∞, if N = 1.
(1.7)
When N = 1, Pola´c˘ik and Quittner [25] gave a different proof of the latter result. In the same paper, they
also considered the radial solution and prove that the problem (1.6) has no nontrivial non-negative radial
bounded classical solution for 1 < p < pS(N) by using the arguments of intersection comparison with
(sign-changing) stationary solutions, see [21] for an earlier partial result. Here pS(N) refers to the Sobolev
critical exponent
pS(N) =
{
N+2
N−2 , if N ≥ 3,
∞, if N = 1, 2.
(1.8)
As a consequence of such Liouville type results, Souplet et al. [26] obtained singularity and decay estimates
for the problem (1.6) with general nonlinearity and proved (1.6) has no nontrivial non-negative radial classi-
cal solution for 1 < p < pS(N). In the radial case, the Liouville type result is optimal, since it is well-known
that, for N ≥ 3 and p ≥ pS(N), (1.6) admits positive stationary solutions which are radial and bounded.
Based on the above result, it is natural to state the following conjecture:
Conjecture: The problem (1.6) has no nontrivial nonnegative classical solution for 1 < p < pS(N).
One of the main difficulties is that the techniques of moving planes or moving spheres can not be adapted
to this problem as in the elliptic case [34]. Recently, there are many works towards proving the above
conjecture and studying the same problem for system and other related models. Concerning the above
conjecture, Quittner [29] first give a affirmative answer in N = 2 and then completely solve the above
problem in a recent paper [31] through the delicate analysis and careful study of the associated energy.
Moving to parabolic system the situation is much more involved and one typically needs to make some
assumptions on the nonlinearities. In this direction, the following problem has attracted a lot attentions in
past decade,
Ut − ∆U = F(U), (x, t) ∈ RN ×R, (1.9)
where F satisfies the homogeneous condition F(λU) = λkF(U) for λ ∈ (0,∞) and U = (u1, · · · , um) ∈
[0,∞)m \ {0}(m, k ∈ N). One can see [14, 22, 23, 24, 29, 32] and the references therein for the recent devel-
opments. In particular, by making full use of the homogeneous condition on the nonlinearity F, Quittner
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[29] proved that the system (1.9) does not possess any nontrivial non-negative solutions when p > 1 and
(N− 2)p < N by modifying the arguments of [2, 16, 20]. It is worth pointing out that this results is optimal
when N ≤ 2. Immediately after [29], Phan and Souplet [24] considered the system (1.9) with
F(U) =
(
m
∑
j=1
β1ju
r
1u
r+1
j , · · ·,
m
∑
j=1
βmju
r
1u
r+1
j
)
and
βij ≥ 0 for all i 6= j and βii > 0 for all i.
(1.10)
They proved that the system (1.9) has no nontrivial non-negative classical solution in RN ×R when N ≥ 3
and 1 < p = 2r+ 1 < pB(N). Later on, Duong and Phan [14] studied the following coupled system{
ut − ∆u = a11up + a12urvs+1, x ∈ Ω, t ∈ (0, T),
vt − ∆v = a22vp + a21ur+1vs, x ∈ Ω, t ∈ (0, T),
(1.11)
where p = r+ s+ 1. Observe that (1.11) is homogenous. They proved similar Liouville type results of (1.11)
for r 6= s. For the Lotka-Volterra parabolic problem, another interesting two component system from the
Mathematical Biology is{
ut − d1∆u = u(a1(x, t)− b1(x, t)u+ c1v), x ∈ Ω, t ∈ (0, T),
vt − d2∆v = v(a2(x, t)− b2(x, t)u+ c2v), x ∈ Ω, t ∈ (0, T),
(1.12)
where Ω is a (possibly unbounded) domain in RN with a uniformly C2 smooth boundary ∂Ω, d1, d2 are
positive constants and ai, bi, ci ∈ L∞(Ω × (0,∞)) satisfies bi, ci > 0(i = 1, 2) and c1c2 > b1b2. Quittner [30]
established Liouville theorems, universal estimates and existence of periodic solutions for (1.12).
Motivated by the above works, see in particular [24, 26, 29, 30], we will pursue here the same research
program for the parabolic systems with non-homogeneous nonlinearities (1.1) and (1.2). More precisely, the
purpose of the present paper is three-fold: first, we derive Liouville type results in whole or half space. Sec-
ond, we prove singularity and decay estimates. Finally, we obtain the existence of periodic solutions. The
case with the coefficients of diagonal terms in (1.1)-(1.2) being negative is also treated. In this study, there
are some new challenging difficulties due to the presence of a non-homogenous structure. In particular, the
arguments of [14, 24, 29] can not be adapted to this class of problems directly. To overcome this issue, we
use the idea of [4] to obtain first integral estimates for this type of nonlinearities. Then we prove Liouville
type results by modifying the scaling and blow up arguments in [24, 26]. To the best of our knowledge, this
seems to be the first result for parabolic systems with non-homogeneous nonlinearities.
Before going on, it is also interesting to mention some results on the related elliptic counterpart of (1.1)
and (1.2). By using variational methods, the paper [28] proved that the elliptic counterpart of (1.1) has a
positive least energy solution when 3 < p < 2∗ and β > 0 sufficiently large. Previously, Shi and the second
author of this paper obtain the existence of multiple positive solutions in the case p = 3, λ1, λ2 and λ3
pairwisely distinct. While for the case 2 < p < 3, the second author of this paper proved the existence
of positive solutions by combining the Mountain-Pass theorem in convex sets and the Nehari constraint
methods in [37]. One can see the recent papers [38, 39] on the Liouville type results and classification of the
nontrivial synchronous solutions for such elliptic system.
1.1. Two coupled system. Our first result is about Liouville type theorems, singularity and decay estimates
for the two coupled system (1.1).
Theorem 1.1. (i) Suppose that µ1, µ2, β > 0, N ≤ 5, 1 < p < pB(N), Ω = RN and t ∈ R. Then the system
(1.1) does not possess any nontrivial non-negative classical solution.
(ii) Let Ω be any smooth domain of RN , N ≤ 5, 2 < p < pB(N) and t ∈ (0, T). For any non-negative
nontrivial solution (u, v) of (1.1) on Ω× (0, T), we have
u(x, t) + v(x, t) ≤ C
(
C1 + t
− 1p−1 + (T − t)− 1p−1 + (dist(x, ∂Ω))−
2
(p−1)
)
(1.13)
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for (x, t) ∈ Ω× (0, T) with some positive constant C and non-negative constant C1. Particularly, C1 = 0 if
p = 2. Moreover, we have
(T− t)−1 = 0 if T = ∞ and (dist(x, ∂Ω))−
2
(p−1) = 0 if Ω = RN .
Remark 1.1. For single heat equation with algebraic nonlinearity, Ve´ron in [4] proved Liouville type results
via the Harnack inequality for the single equation. Due to the strong coupling interaction, it is not easy
to apply such techniques for system straightforwardly. Instead, for a class of systems in [24, 26, 27] the
authors make use of homogeneity type arguments exploiting the homogeneous structure of the nonlinear
terms. Even though our system does not admit homogeneous properties, we are still able to combine the
method of Ve´ron and scaling techniques to achieve the same goal. Roughly speaking, this is due to the
structure of the system (1.1) and the cross nonlinear term can be controlled together with the diagonal
nonlinear term, see the key result in Lemma 2.3. While for Theorem 1.1-(ii), we can only get the a-priori
estimates for p ≥ 2. The reason is that the following homogeneous quadratic system
ut − ∆u = βuv, vt − ∆v = β/2u2, x ∈ Ω, t ∈ (0, T),
has semi-trivial solutions (0,C0) with C0 being any constant.
Next we study the following half-space problem

ut − ∆u = µ1up + βuv, x ∈ RN+ , t ∈ R,
vt − ∆v = µ2vp + β
2
u2, x ∈ RN+ , t ∈ R,
u = v = 0, x ∈ ∂RN+ , t ∈ R,
(1.14)
whereRN+ = {x ∈ RN : x1 > 0}. Following the idea of [24, 26] we can show that any non-negative bounded
solution of (1.14) is increasing in x1, i.e., ∂u/∂x1 > 0 and ∂v/∂x1 > 0. Combined with the scaling technique
we have the following result.
Theorem 1.2. Suppose that µ1, µ2, β > 0, N ≤ 5 and 1 < p < N(N+2)(N−1)2 . Then the problem (1.14) does not possess
any nontrivial non-negative bounded classical solution.
We also study the T-periodic solutions of the system

ut − ∆u = µ1up + βuv, x ∈ Ω, t ∈ (0,∞),
vt − ∆v = µ2vp + β
2
u2, x ∈ Ω, t ∈ (0,∞),
u(x, t) = v(x, t) = 0, x ∈ ∂Ω, t ∈ ×(0,∞),
u(x, 0) = u(x, T) and v(x, 0) = v(x, T), x ∈ Ω,
(1.15)
where Ω ⊂ RN(N ≤ 5) is a smooth bounded domain. Then we have the following conclusion.
Theorem 1.3. Suppose that µ1, β > 0, N ≤ 5 and 2 ≤ p < pB(N). Then the problem (1.15) has a positive
T-periodic solution provided µ2 ≥ 0 is sufficiently small.
Remark 1.2. Our method of proving Theorem 1.2 is based on the degree theory method. We can only apply
it to prove the existence of T-periodic positive solution of (1.14) for p ≥ 2. While for the case 1 < p < 2,
due to the same reason as in Remark 1.1, we can not establish the boundedness of T-periodic solutions and
this prevents us from using the degree theory method.
The last result concerning (1.1) is about Liouville type theorems and existence of periodic solution for
the case when the coefficients µ1, µ2 are negative.
Theorem 1.4. Let µ1, µ2 < 0 and β > 0. Then the following results hold.
(1) If p = 2, N ≤ 5 and 3|µ1|2 < 2β(β + |µ2|), then the problem (1.1) has no non-negative solution when
(x, t) ∈ RN ×R. In addition, for the case Ω = RN+ and t ∈ R, let (u, v) be a non-negative bounded solution
of (1.1) equiped with the homogeneous Dirichlet boundary condition. Then u = v = 0.
(2) If p = 2, N ≤ 5 and 3|µ1|2 < 2β(β + |µ2|), then the problem (1.15) has a positive T-periodic solution.
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Remark 1.3. In the proof of Theorem 1.4, we first show that there exists M > 0 such that any non-
negative(or non-negative bounded) solution u, v verifies that u = Mv. This implies that u is a solution
of the scalar equation
ut − ∆u =
(√
|µ1|2 + 2β(β + |µ2|)− 2|µ1|
)
u2, (x, t) ∈ Ω×R. (1.16)
If
√|µ1|2 + 2β(β + |µ2|)− 2|µ1| > 0, then we can see that (1.16) has no non-negative solutions. While for
the case p 6= 2, we derive that u satisfies
ut − ∆u = µ1up + βu2, (x, t) ∈ Ω×R, (1.17)
where µ1 < 0 and p 6= 2. Up to now we do not know any Liouville type results of (1.17), due to the non-
homogeneous nonlinearity and the coefficients of the diagonal nonlinear term being negative. This is an
interesting issue that we shall pursue in the future.
1.2. Three coupled system. In this part we focus on the three coupled system (1.2). We first present the
following Liouville type result together with singularity and decay estimates.
Theorem 1.5. (i) Suppose that µ1, µ2, β > 0, N ≤ 5, 1 < p < pB(N), Ω = RN and t ∈ R. Then the system
(1.2) has no nontrivial non-negative classical solution.
(ii) Let Ω be any smooth domain of RN , N ≤ 5, 2 ≤ p < pB(N) and t ∈ (0, T). For any non-negative
nontrivial solution (u, v,w) of (1.2) on Ω × (0, T), then we have
u(x, t) + v(x, t) +w(x, t) ≤ C
(
C1 + t
− 1p−1 + (T − t)− 1p−1 + (dist(x, ∂Ω))−
2
(p−1)
)
(1.18)
for (x, t) ∈ Ω× (0, T) with some positive constant C and non-negative constant C1. Particularly, C1 = 0 if
p = 2. Moreover, we have
(T− t)−1 = 0 if T = ∞ and (dist(x, ∂Ω))−
2
(p−1) = 0 if Ω = RN .
As Theorem 1.1, we can only get the a-priori estimates of (1.2) for p ≥ 2 in Theorem 1.5-(ii), the reason
is that the homogeneous quadratic system
ut − ∆u = βwv, vt − ∆v = βuw, wt − ∆w = βuv, x ∈ Ω, t ∈ (0, T)
has three semitrivial solutions (0, 0,C0), (0,C0, 0) and (C0, 0), where C0 ∈ R is constant.
Finally, we study the existence of periodic solutions to the three coupled system

ut − ∆u = µ1up + βvw, x ∈ Ω, t ∈ (0,∞),
vt − ∆v = µ2vp + βuw, x ∈ Ω, t ∈ (0,∞),
wt − ∆w = µ3wp + βuv, x ∈ Ω, t ∈ (0,∞),
u(x, t) = v(x, t) = w(x, t) = 0, x ∈ ∂Ω, t× (0,∞),
(1.19)
where u(x, 0) = u(x, T), v(x, 0) = v(x, T), and w(x, 0) = w(x, T) for x ∈ Ω, Ω ⊂ RN(N ≤ 5) is any smooth
bounded domain. We have the following conclusion.
Theorem 1.6. Suppose that β > 0 and 2 ≤ p < pB(N)(N ≤ 5). Then the problem (1.19) possesses a positive
T-periodic solution when µ1, µ2, µ3 > 0 are sufficiently small.
The outline of the rest of the paper is as follows. In Section 2 we prove Liouville type results together
with singularity and decay estimates for two coupled system (1.1) in the whole or half space. Section 3 is
devoted in proving the existence of periodic solutions for (1.14). Finally, in Section 4we study Liouville type
results, singularity and decay estimates and prove the existence of periodic solutions of the three coupled
system (1.2).
Notation:
Throughout the paper, the letter C will stand for positive constants which are allowed to vary among dif-
ferent formulas and even within the same lines. D(Ω) denotes the set of all smooth function with compact
support in Ω.
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2. THE LIOUVILLE TYPE RESULTS
2.1. The Liouville results in the whole space. In this subsection we consider the two coupled system (1.1)
and give the proof of Theorem 1.1, that is Liouville type results and singularity and decay estimates. The
starting point is the following inequality.
Lemma 2.1. Let Ω ⊂ RN be any open set and d,m are two constants such that d 6= m+ 2. Then for any function
u ∈ C2(Ω) and any nonnegative ξ ∈ D(Ω),
2(N−m)d− (N − 1)(m2 + d2))
4N
∫
Ω
ξum−2|∇u|4dx− N − 1
N
∫
Ω
ξum(∆u)2dx
− 2(N − 1)m+ (N+ 2)d
2N
∫
Ω
ξum−1|∇u|2∆udx
≤ m+ d
2
∫
Ω
um−1|∇u|2∇u · ∇ξdx+
∫
Ω
um∆u∇u · ∇ξdx+ 1
2
∫
Ω
um|∇u|2∆ξdx.
(2.1)
Proof. The proof is based on the following well-known Bo¨chner-Wietzenbo¨ck formula
1
2
∆
(
|∇ f |2
)
= |Hess f |2 + (∇∆ f )∇ f ≥ 1
N
(∆ f )2 + (∇∆ f )∇ f ,
where Hess f is the Hessian of f . Substituting f = u
m+2−d
2 into the above inequality and multiplying the
inequality by (m+2−d2 )
−2ξud. After using the integration by parts we get (2.1). We refer the readers to [5,
Lemma 3.1] for the details. 
With Lemma 2.1, we follow the idea of [4, 24] to derive a-priori estimates for the nonlinearities of (1.1).
Let (u, v) ∈ C2,1(Q × (−T1, T2)) be a positive solution of (1.1), and Q be any domain of RN such that
G = Ω × (t1, t2) ⊂ G ⊂ Q × (−T1, T2), where T1, T2 > 0. By Lemma 2.1, we give the essential interior
estimate for the positive solution (u, v) of (1.1).
Lemma 2.2. Assume that µ1, µ2, β > 0 and 1 < p <
N(N+2)
(N−1)2 . Let ζ ∈ D(G) with value in [0, 1] and q > 4. Then
there exists a constant C = C(N, p, q) > 0 such that∫
G
ζq
(
u−2|∇u|4 + v−2|∇v|4
)
dxdt+
∫
G
ζq
(
up−1|∇u|2 + vp−1|∇v|2
)
dxdt
+
∫
G
ζq(u2t + v
2
t )dxdt+
∫
G
ζq
(
|∇u|2v+ |∇v|2u2v−1
)
dxdt
≤ C
∫
G
ζq−2
(
up+1 + vp+1
) (
|ζt|+ |∇ζ|2
)
dxdt+ Cβ
∫
G
ζq−2u2v
(
|ζt|+ |∇ζ|2
)
dxdt
+ C
∫
G
ζq−4
(
u2 + v2
) (
|∆ζ|2 + |∇ζ|4 + |ζt|2
)
dxdt.
(2.2)
Proof. Using (2.1) for positive solution (u, v) of (1.1) with m = 0, any constant d 6= 2 and ξ = ζq = ζq(t, ·)
for any t ∈ [t1, t2], we get
A0
∫
Ω
ζqu−2|∇u|4dx− N − 1
N
∫
Ω
ζq(∆u)2dx− (N + 2)d
2N
∫
Ω
ζqu−1|∇u|2∆udx
≤ d
2
∫
Ω
u−1|∇u|2∇u∇(ζq)dx+
∫
Ω
∆u∇u∇(ζq)dx+ 1
2
∫
Ω
|∇u|2∆(ζq)dx
(2.3)
and
A0
∫
Ω
ζqv−2|∇v|4dx− N − 1
N
∫
Ω
ζq(∆v)2dx− (N + 2)d
2N
∫
Ω
ζqv−1|∇v|2∆vdx
≤ d
2
∫
Ω
v−1|∇v|2∇v∇(ζq)dx+
∫
Ω
∆v∇v∇(ζq)dx+ 1
2
∫
Ω
|∇v|2∆(ζq)dx,
(2.4)
where
A0 =
(
2Nd− (N − 1)d2)
4N
.
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Since the study of these two equations is the same, we shall only focus on the first one. From (1.1) we get
−
∫
Ω
ζq(∆u)2dx = −
∫
Ω
ζq∆u(ut − µ1up − βuv)dx
=
d fu
dt
− Pu +
∫
Ω
∇(ζq)∇uutdx− µ1p
∫
Ω
ζqup−1|∇u|2dx− µ1
∫
Ω
∇(ζq)∇uupdx
− β
∫
Ω
∇(ζq)∇uuvdx− β
∫
Ω
ζq|∇u|2vdx− β
∫
Ω
ζq∇u∇vudx,
(2.5)
where
fu =
1
2
∫
Ω
ζq|∇u|2dx and Pu = 1
2
∫
Ω
(ζq)t |∇u|2dx. (2.6)
Similarly,
−
∫
Ω
ζqu−1|∇u|2∆udx = −
∫
Ω
ζqu−1|∇u|2(ut − µ1up − βuv)dx
= −
∫
Ω
ζqu−1|∇u|2utdx+ µ1
∫
Ω
ζqup−1|∇u|2dx+ β
∫
Ω
ζq|∇u|2vdx,
(2.7)
and ∫
Ω
∇ζq · ∇u∆udx =
∫
Ω
∇ζq · ∇u(ut − µ1up − βuv)dx
=
∫
Ω
∇ζq · ∇uutdx− µ1
∫
Ω
∇ζq · ∇uupdx− β
∫
Ω
∇ζq · ∇uuvdx.
(2.8)
Substituting (2.5)-(2.8) into (2.3), we obtain
A0
∫
Ω
ζqu−2|∇u|4dx+ B1
∫
Ω
ζqup−1|∇u|2dx+ C1
∫
Ω
ζqv|∇u|2dx− N − 1
N
Q
≤ −N − 1
N
(
d fu
dt
− Pu
)
+
(N + 2)d
2N
Yu +
1
N
Zu − 1
N
Vu +
d
2
Wu +
1
2
Ru − 1
N
Su,
(2.9)
where
B1 =
(N+ 2)d− 2(N − 1)p
2N
µ1, C1 =
(N + 2)d− 2(N− 1)
2N
β, Yu =
∫
Ω
ζqu−1|∇u|2utdx,
Zu =
∫
Ω
∇(ζq)∇uutdx, Vu = µ1
∫
Ω
up∇(ζq)∇udx, Wu =
∫
Ω
u−1|∇u|2∇u∇(ζq)dx,
Ru =
∫
Ω
∆(ζq)|∇u|2dx, Su = β
∫
Ω
∇u∇(ζq)uvdx and Q = β
∫
Ω
∇u∇vuζqdx.
(2.10)
Analogously,
A0
∫
Ω
ζqv−2|∇v|4dx+ B2
∫
Ω
ζqvp−1|∇v|2dx+ C2
∫
Ω
ζqu2v−1|∇v|2dx− N − 1
N
Q
≤ −N − 1
N
(
d fv
dt
− Pv
)
+
(N + 2)d
2N
Yv +
1
N
Zv − 1
N
Vv +
d
2
Wv +
1
2
Rv − 1
N
Sv,
(2.11)
where
B2 =
(N + 2)d− 2(N− 1)p
2N
µ2,C2 =
(N + 2)d
4N
β, fv =
1
2
∫
Ω
ζq|∇v|2dx, Pv = 1
2
∫
Ω
(ζq)t |∇v|2dx,
Yv =
∫
Ω
ζqv−1|∇v|2vtdx, Zv =
∫
Ω
∇(ζq)∇vvtdx, Vv = µ2
∫
Ω
vp∇(ζq)∇vdx,
Wv =
∫
Ω
v−1|∇v|2∇v∇(ζq)dx, Rv =
∫
Ω
∆(ζq)|∇v|2dx and Sv = β
2
∫
Ω
∇v∇(ζq)u2dx.
(2.12)
By Ho¨lder’s inequality,
2Q = 2β
∫
Ω
∇u∇vuζqdx ≤ β
∫
Ω
ζq|∇u|2vdx+ β
∫
Ω
ζq|∇v|2u2v−1dx. (2.13)
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From (2.9), (2.11) and (2.13) we get
A0
∫
Ω
ζq(u−2|∇u|4 + v−2|∇v|4)dx+ B3
∫
Ω
ζq(up−1|∇u|2 + vp−1|∇v|2)dx
+ C3
∫
Ω
ζq(v|∇u|2 + u2v−1|∇v|2)dx
≤ −N − 1
N
(
d fu
dt
− Pu + d fv
dt
− Pv
)
+
(N + 2)d
2N
(Yu + Yv) +
1
N
(Zu + Zv)
− 1
N
(Vu +Vv) +
d
2
(Wu +Wv) +
1
2
(Ru + Rv)− 1
N
(Su + Sv),
(2.14)
where
B3 = min{µ1, µ2} (N + 2)d− 2(N− 1)p2N and C3 =
(N + 2)d− 4(N− 1)
4N
β. (2.15)
Since 2 ≤ N ≤ 5 and p < N(N+2)
(N−1)2 , we can always choose d > 0 such that
max
{
2(N − 1)p
N + 2
,
4(N− 1)
N + 2
}
< d <
2N
N − 1 . (2.16)
Concerning the last six terms on the right-hand side of (2.14), by Young’s inequality, we have
Yu +Yv ≤ ε
∫
Ω
ζq(u−2|∇u|4 + v−2|∇v|4)dx+ 1
4ε
∫
Ω
ζq(u2t + v
2
t )dx,
Zu + Zv ≤ 1
2
∫
Ω
ζq(u2t + v
2
t )dx+ ε
2
∫
Ω
ζq(u−2|∇u|4 + v−2|∇v|4)dx
+ C(ε)
∫
Ω
ζq−4|∇ζ|4(u2 + v2)dx,
Vu +Vv ≤ ε
∫
Ω
ζq(up−1|∇u|2 + vp−1|∇v|2)dx+ C(ε)
∫
Ω
ζq−2|∇ζ|2(up+1 + vp+1)dx,
Wu +Wv ≤ ε
∫
Ω
ζq(u−2|∇u|4 + v−2|∇v|4)dx+ C(ε)
∫
Ω
ζq−4|∇ζ|4(u2 + v2)dx
Ru + Rv ≤ ε
∫
Ω
ζq(u−2|∇u|4 + v−2|∇v|4)dx+ C(ε)
∫
Ω
ζq−4|∇ζ|4(u2 + v2)dx
+ C(ε)
∫
Ω
ζq−2|∆ζ|2(u2 + v2)dx
Su + Sv ≤ εβ
∫
Ω
ζq(v|∇u|2 + u2v−1|∇v|2)dx+ C(ε)β
∫
Ω
ζq−2|∇ζ|2u2vdx,
(2.17)
where ε is arbitrarily small. From the original equation (1.1), we see that∫
Ω
ζq(u2t + v
2
t )dx =
∫
Ω
ζqut(∆u+ µ1u
p + βuv)dx+
∫
Ω
ζqvt(∆v+ µ2v
p +
β
2
u2)dx
=
d(gu− fu)
dt
+
d(gv − fv)
dt
+ (Pu + Pv)− (Zu + Zv)− (Ku + Kv) + dh
dt
− H,
(2.18)
where
gu =
µ1
p+ 1
∫
Ω
ζqup+1dx, gv =
µ2
p+ 1
∫
Ω
ζqvp+1dx, Ku =
µ1
p+ 1
∫
Ω
(ζq)tu
p+1dx,
Kv =
µ2
p+ 1
∫
Ω
(ζq)tv
p+1dx, h =
β
2
∫
Ω
ζqu2vdx and H =
β
2
∫
Ω
(ζq)tu
2vdx.
(2.19)
Using Young’s inequality for the terms Pu and Pv, we gain
Pu + Pv ≤ ε2
∫
Ω
ζq(u−2|∇u|4 + v−2|∇v|4)dx+ C(ε)
∫
Ω
ζq−2ζ2t (u2 + v2)dx. (2.20)
8
Combining (2.18), (2.20) and the estimation on Zu + Zv in (2.17), we deduce that
1
2
∫
Ω
ζq(u2t + v
2
t )dx ≤
d(gu − fu)
dt
+
d(gv − fv)
dt
+ 2ε2
∫
Ω
ζq(u−2|∇u|4 + v−2|∇v|4)dx+ dh
dt
+ C(ε)
∫
Ω
(ζq−2ζ2t + ζq−4|∇ζ|4)(u2 + v2)dxdt+
β
2
q
∫
Ω
|ζt|ζq−1u2vdx
+ C
∫
Ω
ζq−1|ζt|(up+1 + vp+1)dx.
(2.21)
Using the assumption ζ ∈ [0, 1], (2.14), (2.17) and (2.21),
(A0 − ε)
∫
Ω
ζq(u−2|∇u|4 + v−2|∇v|4)dx+ (B3 − ε)
∫
Ω
ζq(up−1|∇u|2 + vp−1|∇v|2)dx
+ (C3 − ε)
∫
Ω
ζq(v|∇u|2 + u2v−1|∇v|2)dx
≤ −N − 1
N
d( fu + fv)
dt
+ C(ε)
d(gu − fu)
dt
+ C(ε)
d(gv − fv)
dt
+ C(ε)
dh
dt
+ C(ε)β
∫
Ω
ζq−2(|ζt|+ |∇ζ|2)u2vdx+ C(ε)
∫
Ω
ζq−2(|ζt|+ |∇ζ|2)(up+1 + vp+1)dx
+ C(ε)
∫
Ω
ζq−4(|∆ζ|2 + |∇ζ|4 + |ζt|2)(u2 + v2)dx.
(2.22)
As a consequence,
∫
Ω
ζq(u−2|∇u|4 + v−2|∇v|4)dx+
∫
Ω
ζq(up−1|∇u|2 + vp−1|∇v|2)dx
+
∫
Ω
ζq(v|∇u|2 + u2v−1|∇v|2)dx
≤ C
(
d fu
dt
+
d fv
dt
+
dgu
dt
+
dgv
dt
+
dh
dt
)
+ C
∫
Ω
ζq−4(|∆ζ|2 + |∇ζ|4 + |ζt|2)(u2 + v2)dx
+ Cβ
∫
Ω
ζq−2(|ζt|+ |∇ζ|2)u2vdx+ C
∫
Ω
ζq−2(|ζt|+ |∇ζ|2)(up+1 + vp+1)dx.
(2.23)
Integrating both sides from t1 to t2, together with the fact that ζ ∈ D(G), we get∫
G
ζq(u−2|∇u|4 + v−2|∇v|4)dxdt+
∫
G
ζq(up−1|∇u|2 + vp−1|∇v|2)dxdt
+
∫
G
ζq(v|∇u|2 + u2v−1|∇v|2)dxdt
≤ C
∫
G
ζq−4(|∆ζ|2 + |∇ζ|4 + |ζt|2)(u2 + v2)dxdt+ Cβ
∫
G
ζq−2(|ζt|+ |∇ζ|2)u2vdxdt
+ C
∫
G
ζq−2(|ζt|+ |∇ζ|2)(up+1 + vp+1)dxdt.
(2.24)
Finally, using (2.21) and (2.24) we derive that
∫
Ω
ζq(u2t + v
2
t )dxdt can be also controlled by the right-hand
side of (2.24). Hence we get (2.2) and it finishes the proof. 
Now we are going to estimate the nonlinear term of (1.1).
Lemma 2.3. Suppose that the assumptions of Lemma 2.2 hold and q >
4p
p−1 . Then there exists a positive constant
C = C(N, p, q) > 0 such that
∫
G
ζq
[
(µ1u
p + βuv)2 +
(
µ2v
p +
β
2
u2
)2]
dxdt ≤ C
∫
G
ζ
q− 4pp−1
(
|∇ζ|2 + |∆ζ|+ |ζt|
) 2p
p−1
dxdt. (2.25)
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Proof. Using the equation of u in (1.1) we get∫
Ω
ζq (µ1u
p + βuv)2 dxdt =
∫
Ω
ζq (µ1u
p + βuv) (ut − ∆u)dxdt
=
dgu
dt
− Ku +Vu + µ1p
∫
Ω
ζqup−1|∇u|2dxdt+ dh
dt
− H
+ β
∫
Ω
ζqv|∇u|2dxdt+ Q+ Su − β
2
∫
Ω
ζqu2vtdxdt.
(2.26)
Analogously, we can get∫
Ω
ζq
(
µ2v
p + β/2u2
)2
dxdt =
∫
Ω
ζq
(
µ2v
p + β/2u2
)
(vt − ∆v)dxdt
=
dgv
dt
− Kv +Vv + µ2p
∫
Ω
ζqvp−1|∇v|2dxdt+ β
2
∫
Ω
ζqu2vtdxdt+ Q+ Sv.
(2.27)
Following the same argument of deriving (2.24), we get from Lemma 2.2 and (2.26)-(2.27) that
∫
G
ζq
[
(µ1u
p + βuv)2 +
(
µ2v
p +
β
2
u2
)2]
dxdt
≤ C
(∫
G
ζq−2(|ζt|+ |∇ζ|2)(up+1 + vp+1)dxdt+ β
∫
G
ζq−2(|ζt|+ |∇ζ|2)u2vdxdt
)
+ C
∫
G
ζq−4(|∆ζ|2 + |∇ζ|4 + |ζt|2)(u2 + v2)dxdt
≤ ε
∫
G
ζq(u2p + v2p + β2u2v2)dxdt+ C(ε)
∫
G
ζ
q− 4pp−1 (|ζt|+ |∆ζ|+ |∇ζ|2)
2p
p−1 dxdt,
(2.28)
where we used the Young’s inequality. We notice that the first term on the right-hand side of (2.28) can be
controlled by its left-hand side, then we get (2.25) and the result is proved. 
Next we prove the Liouville type results for system (1.1)
Proof of Theorem 1.1-(i). For any solution (u, v) of (1.1) and positive R, we define
(uR, vR) =
(
R
2
p−1 u(Rx, R2t), R
2
p−1 v(Rx, R2t)
)
. (2.29)
Then it is easy to see that 

uRt − ∆uR = µ1(uR)p + β˜RuRvR, x ∈ RN , t ∈ R,
vRt − ∆vR = µ2(vR)p +
β˜R
2
(uR)2, x ∈ RN , t ∈ R,
(2.30)
where β˜R = βR
2(p−2)
p−1 . By Lemma 2.3 we get that for any ε > 0 small, there exists C(ε) > 0 such that
∫
G
[(
µ1(u
R)p + β˜Ru
RvR
)2
+
(
µ2(v
R)p +
β˜R
2
(uR)2
)2]
dxdt
≤ Cβ˜R
∫
G
ζq−2(|ζt|+ |∇ζ|2)(uR)2vRdxdt+ C
∫
G
ζq−2(|ζt|+ |∇ζ|2)((uR)p+1 + (vR)p+1)dxdt
+ C
∫
G
ζq−4
(
|∆ζ|2 + |∇ζ|4 + |ζt|2
)
((uR)2 + (vR)2)dxdt
≤ ε
∫
G
ζq((uR)2p + (v2R)2p + (uR)2(vR)2)dxdt+ C(ε)
∫
G
ζ
q− 4pp−1
(
|∆ζ|+ |∇ζ|2 + |ζt|
) 2p
p−1
dxdt,
(2.31)
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where q > max
4p
p−1 , and C(ε) is independent of R. As Lemma 2.3 we see that the first term can be absorbed
into the left-hand side, then∫
G
[(
µ1(u
R)p + β˜Ru
RvR
)2
+
(
µ2(v
R)p +
β˜R
2
(uR)2
)2]
dxdt
≤ C(ε)
∫
G
ζ
q− 4pp−1
(
|∆ζ|+ |∇ζ|2 + |ζt|
) 2p
p−1
dxdt ≤ C.
(2.32)
It implies that
∫ R2
−R2
∫
|y|<R
[
(µ1u
p + βuv)2 +
(
µ2v
p +
β
2
u2
)2]
dydt
= R
N+2− 4pp−1
∫ 1
−1
∫
|x|<1
[(
µ1(u
R)p + β˜Ru
RvR
)2
+
(
µ2(v
R)p +
β˜R
2
(uR)2
)2]
dxdt
≤ CRN+2−
4p
p−1 .
(2.33)
Since p < pB(N) ≤ pS(N), by letting R→ ∞ we get∫ ∞
−∞
∫
RN
[
(µ1u
p + βuv)2 + (µ2v
p +
β
2
u2)2
]
dxdt = 0. (2.34)
It leads to u = v ≡ 0. We finish the proof. 
Next we shall use the Liouville type result to derive the a-priori estimate for the solutions to (1.1). The
proof is based on the following doubling lemma, which was introduced in [27, 36].
Lemma 2.4. Let (X, ρ) be the complete metric space, and ∅ 6= Λ ⊂ Σ ⊂ X with Σ closed. Set Γ = Σ \ Λ. Let
F : Λ → (0,∞) be a map which is bounded on any compact subsets of Λ, and fix a positive constant k > 0. If y ∈ Λ
satisfies that
F(y)dist(y, Γ) > 2k, (2.35)
then there exists x ∈ Λ such that
F(x)dist(x, Γ) > 2k, F(x) ≥ F(y) (2.36)
and
F(z) ≤ 2F(x) ∀z ∈ Λ ∩ BX (x, kF−1(x)). (2.37)
Now we are going to give the proof of Theorem 1.1-(ii).
Proof of Theorem 1.1-(ii). We prove the conclusion by contradiction. Suppose that the estimate (1.13) fails.
Then there exist sequences Dk = Ωk × (0, Tk), (uk, vk) and (yk, τk) ∈ Dk such that
Mk(yk, τk) = (uk + vk)
p−1
2 (yk, τk) > 2kd
−1
P ((yk, τk), ∂Dk), (2.38)
where Mk(x) = (uk + vk)
p−1
2 (x) and dP((x, t), (x˜, t˜)) = |x − x˜|+ |t− t˜|1/2 denotes the parabolic distance.
From Lemma 2.4, we infer that there exists (xk, tk) ∈ Dk such that
Mk(xk, tk) ≥ Mk(yk, τk), Mk(xk, tk) > 2kd−1P ((xk, tk), ∂Dk),
Mk(x, t) ≤ 2Mk(xk, tk) whenever dP((x, t), (xk, tk)) ≤ kM−1k (xk, tk).
(2.39)
In the following, we divide our discussion into two cases:
Case 1. If p = 2, we set
(uˆk(y, s), vˆk(y, s)) =
(
λ2kuk(xk + λky, tk + λ
2
ks), λ
2
kvk(xk + λky, tk + λ
2
ks)
)
, (2.40)
where
λk = M
−1
k (xk, tk) and (y, s) ∈ Dˆk = {y ∈ RN : |y| < k/2} ×
(
− k
2
4
,
k2
4
)
. (2.41)
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Then we see that (uˆk, vˆk) satisfies

∂tuˆk − ∆uˆk = µ1uˆ2k + βuˆkvˆk, (y, s) ∈ Dˆk,
∂tvˆk − ∆vˆk = µ1vˆ2k +
β
2
uˆ2k , (y, s) ∈ Dˆk,
(2.42)
Moreover,
uˆk(0, 0) + vˆk(0, 0) = λ
2
kM
2
k = 1 (2.43)
and
uˆk(y, s) + vˆk(y, s) ≤ 4 for (y, s) ∈ Dˆk. (2.44)
By the standard regularity estimates(see [33, Theorem 48.1]), we deduce that there exists a subsequence of
(uˆk, vˆk) converging in C
2
loc(R
N ×R) to a classical nonnegative solution (uˆ, vˆ) of (1.1) with p = 2. Further-
more, we infer from (2.43) that uˆ(0, 0) + vˆ(0, 0) = 1. Hence (uˆ, vˆ) is nontrivial. However, it contradicts
Theorem 1.1-(i) and the estimate (1.13) is proved in this case.
Case 2. If p > 2, the inequality (2.38) is replaced by
Mk > 2k
(
1+ d−1P ((yk, τk), ∂Dk)
)
. (2.45)
We set
(uˆk(y, s), vˆk(y, s)) =
(
λ
2
p−1
k uk(xk + λky, tk + λ
2
ks), λ
2
p−1
k vk(xk + λky, tk + λ
2
ks)
)
, (2.46)
where λk = M
−1
k as before and (y, s) ∈ Dˆk = {y ∈ RN : |y| < k/2} ×
(
− k24 , k
2
4
)
. A direct computation
shows that (uˆk, vˆk) satisfies (2.30) with β˜R = βλ
2(p−2)
p−1
k , and (uˆk, vˆk) verifies (2.43) and (2.44). Since λk → 0
as k → ∞, we get that some subsequence of (uˆk, vˆk) converges in C2loc(RN ×R) to a classical nonnegative
solution (uˆ, vˆ) of (1.1) with β = 0. This contradicts [26, Theorem A] and we finish the whole proof. 
2.2. The Liouville results in half space. In this subsection, we focus on the Liouville type results of (1.14)
in half-space RN+ , i.e., we shall prove Theorem 1.2. To achieve this goal we need the following monotonicity
result, which is due to [24, Theorem 2.3].
Lemma 2.5. Let N ≥ 1 and k ≥ 2 and consider the following system{
∂ui
∂t − ∆ui = fi(u1, · · ·, uk), (x, t) ∈ RN+ ×R, i = 1, · · ·, k,
ui = 0 (x, t) ∈ ∂RN+ ×R, i = 1, · · ·, k.
(2.47)
Suppose that fi : [0,∞)
k → R are C1-functions satisfying
(L1) fi(0, · · ·, 0) = 0 and ∑kj=1 ∂ f i∂uj (0, · · ·, 0) ≤ 0 for all i;
(L2)
∂ f i
∂uj
(u1, · · ·, uk) ≥ 0 for all (u1, · · ·, uk) ∈ [0,∞)k and all i 6= j (i, j = 1, · · ·, k);
(L3) any nontrivial nonnegative bounded solution of (2.47) is positive in R
N
+ ×R.
Then any nontrivial nonnegative bounded solution of (2.47) is increasing in x1:
∂ui
∂x1
(x, t) > 0, ∀(x, t) ∈ RN+ ×R, i = 1, · · ·, k. (2.48)
Based on the above lemma, we derive the following result.
Lemma 2.6. Assume that 1 < p <
N(N+2)
(N−1)2 (N ≤ 5). Then any nontrivial nonnegative bounded solution of (1.14)
is increasing in x1:
∂u
∂x1
(x, t) > 0 and
∂v
∂x1
(x, t) > 0 ∀(x, t) ∈ RN+ ×R. (2.49)
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Proof. Let (u, v) be any nontrivial nonnegative bounded solution of (1.14). We shall apply Lemma 2.5 to
prove the conclusion. Let
f1(u, v) = µ1u
p + βuv and f2(u, v) = µ2v
p +
β
2
u2. (2.50)
Since µ1, µ2, β > 0, we could easily check that (L1)-(L2) of Lemma 2.5 hold. It remains to verify the condi-
tion of Lemma 2.5 (L3). We claim that both u and v are either identically zero or positive in R
N
+ ×R. By
strong maximum principle (see [24, Proposition 6.1] or [33, Proposition 52.21]) we get that either (u, v) is
positive in RN+ ×R or there exists t0 ∈ R such that (u, v) = 0 in RN+ × (−∞, t0]. In the latter case, since
(u, v) is bounded, it follows that (u, v) satisfying{
ut − ∆u ≤ a11u+ a12v, (x, t) ∈ RN+ ×R,
vt − ∆v ≤ a21v+ a22u, (x, t) ∈ RN+ ×R,
(2.51)
where aij > 0(i, j = 1, 2) are constants. Then by using the maximum principle again, we obtain that
u = v ≡ 0 and it proves the claim. Now we conclude that the condition (L3) holds. Indeed, if v = 0, then
we get from system (1.14) that u = 0. Therefore (u, v) is the trivial solution and contradiction arises. If
u = 0 and v 6= 0, then v is a positive solution of vt − ∆v = µ1vp(1 < p < N(N+2)(N−1)2 ) and it contradicts [4,
Theorem 1]. Hence, both (u, v) are strictly positive and we finish the whole proof. 
In the end we prove Theorem 1.2.
Proof of Theorem 1.2. From Lemma 2.6, we know that (2.49) holds. For each R > 0, we define
uR(x1, x
′, t) = u(x1 + R, x′, t) and vR(x1, x′, t) = v(x1 + R, x′, t) (2.52)
for (x1, x
′, t) ∈ (−R,∞) × RN−1 × R. From the boundedness of (u, v) and classical parabolic estimates,
sending R → ∞, we get that (uR, vR) converges uniformly to (u∞, v∞) in any compact set after passing to
a subsequence if necessary, where (u∞, v∞) is a bounded, nonnegative classical solution of problem (1.1) in
R
N−1 × R. The monotonicity of (u, v) implies that (u∞, v∞) is positive and independent of x1. Thus we
obtain a bounded, positive classical solution of problem (1.1) in RN−1 ×R. This contradicts Theorem 1.1
when N ≥ 2. For the case N = 1 it reduces to an ODE system for which the nonexistence is obvious. 
3. EXISTENCE OF PERIODIC SOLUTIONS
3.1. Positive coefficient case. In this subsection we study the existence of periodic solutions of the two
coupled system (1.15). Before giving the proof, we make the following preparations. We set X = BUC(Ω×
(0, T)) to be the space of bounded uniformly continuous functions, which is equipped with the L∞-norm
‖ · ‖∞. For each z, we denote z+(x, t) = max{z(x, t), 0}. By a slightly abuse of notation, by ‖ · ‖∞ we denote
both the norm in L∞(Ω× (0, T)) and L∞(Ω).
In our discussion, we need the following results on the (possibly) sign-changing solution and eigenvalue
problem (see [30, Propositions 10-11] or [15, 3]).
Lemma 3.1. Suppose that Ω ⊂ RN is a C3-smooth bounded domain, T > 0 and f ∈ X. Then we have the following
conclusions.
(i) The scalar periodic problem

wt − ∆w = f , (x, t) ∈ Ω × (0, T)
w = 0, (x, t) ∈ ∂Ω × (0, T)
w(·, 0) = w(·, T), x ∈ Ω,
(3.1)
has a unique solution w. Moreover, the mapping T : f ∈ X → w+ ∈ X is compact.
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(ii) There exists λT1 > 0 such that the problem

−ψt − ∆ψ = λT1 ψ, (x, t) ∈ Ω× (0, T)
ψ = 0, (x, t) ∈ ∂Ω× (0, T)
ψ(·, 0) = ψ(·, T), x ∈ Ω,
(3.2)
possesses a positive solution ψ.
To solve the problem, we utilize the homotopy deformation to decouple the system and apply the degree
theory to show the existence of a solution. The homotopy transformation is given below

ut − ∆u = θ(µ1up + βuv) + (1− θ)(λu+ u2), x ∈ Ω, t ∈ (0,∞),
vt − ∆v = θ(µ2vp + β
2
u2) + (1− θ)(λv+ v2), x ∈ Ω, t ∈ (0,∞),
u(x, t) = v(x, t) = 0, on ∂Ω × (0,∞),
(3.3)
where θ ∈ [0, 1] and λ > 0 is a constant. Our next issue is to establish a-priori bounds for system (3.3). To
achieve this goal we should prove a Liouville type result for the following system

ut − ∆u = θ
(
µ1u
2 + βuv
)
+ (1− θ)v2, x ∈ Ω, t ∈ R,
vt − ∆v = θ
(
µ2v
2 +
β
2
u2
)
+ (1− θ)u2, x ∈ Ω, t ∈ R,
(3.4)
where µ1, µ2, β > 0 and θ ∈ [0, 1]. Following almost the same arguments as in Theorem 1.1-(i), we obtain
the following result.
Lemma 3.2. Suppose that N ≤ 5, µ1, µ2, β > 0, θ ∈ [0, 1] and Ω = RN . Then the system (3.4) has no nontrivial
nonnegative classical solution.
With Lemma 3.2 we prove that any periodic solution of (3.3) is uniformly bounded for any θ ∈ [0, 1].
Lemma 3.3. Suppose that N ≤ 5, µ1, µ2, β > 0, θ ∈ [0, 1] and 2 ≤ p < pB(N). Then there exists C > 0 such that
any positive T-periodic solution (u, v) of (3.3) satisfies
u(x, t) + v(x, t) ≤ C, ∀(x, t) ∈ Ω × (0,∞). (3.5)
Proof. The idea follows the proof of Theorem 1.1-(ii). We prove the result by contradiction. If (3.5) is not
satisfied, then there exist sequences Dk := Ωk × (0, Tk), (uk, vk) and (yk, τk) ∈ Dk such that
Mk(x, t) |x=yk,t=τk= (uk + vk)
p−1
2 (yk, τk) > 2k. (3.6)
From the doubling lemma (Lemma 2.4), we infer that there exists (xk, tk) ∈ Dk such that
Mk(xk, tk) ≥ Mk(yk, τk), Mk(xk, tk) > 2k,
Mk(x, t) ≤ 2Mk(xk, tk) whenever dP((yk, τk), ∂Dk) ≤ kM−1k .
(3.7)
We set
(uˆk(y, s), vˆk(y, s)) =
(
λ
2
p−1
k uk(xk + λky, tk + λ
2
ks), λ
2
p−1
k vk(xk + λky, tk + λ
2
ks)
)
, (3.8)
where (y, s) ∈ Dˆk = {y ∈ RN : |y| < k/2} ×
(
− k24 , k
2
4
)
and λk = M
−
k 1(xk, tk), which tends to 0 as k → ∞.
Then it follows that (uˆk(y, s), vˆk(y, s)) satisfies

uˆk,t − ∆uˆk = θ
(
µ1uˆ
p
k + βλ
2(p−2)
p−1
k uˆk vˆk
)
+ (1− θ)
(
λλ2k uˆk + λ
2(p−2)
p−1
k uˆ
2
k
)
,
vˆk,t − ∆vˆk = θ
(
µ2vˆ
p
k +
β
2
λ
2(p−2)
p−1
k uˆ
2
k
)
+ (1− θ)
(
λλ2k vˆk + λ
2(p−2)
p−1
k vˆ
2
k
)
.
(3.9)
If p > 2, we get that (uˆk, vˆk) converges (after passing a subsequence if necessary) in C
2
loc(R
N × R) to a
classical nonnegative solution (uˆ, vˆ) of (1.1) with β = 0. This contradicts [26, Theorem A]. If p = 2, we
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know that some subsequence of (uˆk, vˆk) converges in C
2
loc(R
N × R) to a classical nonnegative solution
(uˆ, vˆ) of (3.4). This is a contradiction. 
Now we are ready to give the proof of Theorem 1.3.
Proof of Theorem 1.3. Let T be the compact mapping by Lemma 3.1. We define the operator L: X × X →
X× X by
L(u, v) =
(
T (µ1up + βuv), T (µ2vp + β2 u
2)
)
. (3.10)
It is clear that L is compact and the nontrivial fixed point of (3.10) corresponds to a non-negative periodic
solutions of (1.15). Indeed, if (u, v) 6= (0, 0) is a fixed point of T , then we get that (u, v) = (w+, z+) and
(w, z) is T-periodic solution of

wt − ∆w = µ1(w+)p + βw+z+, x ∈ Ω, t ∈ (0,∞),
zt − ∆z = µ2(z+)p + β
2
(w+)2, x ∈ Ω, t ∈ (0,∞),
w(x, t) = z(x, t), on ∂Ω × (0,∞).
(3.11)
Using the maximum principle w, z ≥ 0. Furthermore, we claim that both w and z are strictly positive. In
fact, if z ≡ 0, from the second equation of (3.11) we infer that w ≡ 0. This contradicts (w, z) 6= (0, 0). On
the other hand, if w ≡ 0, then z satisfies zt − ∆z = µ2zp. Following a similar argument as we did in Lemma
3.3, we get that any positive periodic solution of z of zt − ∆z = µ2zp is bounded. That is, z(x, t) ≤ C, where
C > 0. Multiplying the equation by ϕ1 and integrating over Ω yields
d
dt
∫
Ω
z(·, t)ϕ1dx =
∫
Ω
(
−λ1 + µ2zp−1
)
ϕ1zdx < 0,
provided µ2 ≥ 0 sufficiently small. It implies that the function t 7→
∫
Ω
z(·, t)ϕ1dx is strictly decreasing in
time, which contradicts the periodicity of z.
Finally, it remains to show the existence of a nontrivial fixed point of L. We shall apply the techniques of
[30] to compute the Leray-Schauder degree of F(r) = deg(I−T , Br, 0) for small and large r > 0 respectively.
Here I denotes the identity map and Br is the ball in X × X with radius r centered at zero. We first prove
that F(r) = 1 for r > 0 sufficiently small. In order to prove it, we define the homotopy
Ls(u, v) =
(
T (s(µ1up + βuv)), T (s(µ2vp + β2 u
2))
)
, s ∈ [0, 1]. (3.12)
First, we shall show that Ls is admissible by contradiction arguments. Assume that there exists a nontrivial
fixed point (u, v) of Lh satisfying ‖(u, v)‖∞ = r with r sufficiently small. Fixing a positive number t such
that ‖(u(·, t), v(·, t))‖∞ = r. Without loss of generality we may assume ‖u(·, t)‖∞ = r. Since (u, v) is a
positive periodic solution of (1.15) with the right-hand sides multiplied by s, it follows from the variation-
of-constants formula that
r = ‖u(·, t+ T)‖∞ ≤ e−λ1T‖u(·, t)‖∞ + CTs
(
‖u‖p∞ + ‖u‖∞‖v‖∞
)
≤ e−λ1Tr+ C(rp + r2).
(3.13)
This is a contradiction for r sufficiently small. Hence we obtain that F(r) = 1 for r > 0 sufficiently small.
On the other hand, we consider the case r > 0 large. Let us set
Ls(u, v) =
(
T (s(µ1up + βuv) + (1− s)(λu+ u2)), T (s(µ2vp + β2 u
2) + (1− s)(λv+ v2))
)
, (3.14)
where s ∈ [0, 1] and λ = λT1 + 2. The estimates in Lemma 3.3 guarantee that this homotopy is admissible
if r is large enough. Hence it is sufficient to show that problem (3.14) does not possess positive periodic
solutions if s = 0. We use the contradiction arguments. Assume that (u, v) is a positive T-periodic solution
of the system 

ut − ∆u = λu+ u2, x ∈ Ω, t ∈ (0,∞),
vt − ∆v = λv+ v2, x ∈ Ω, t ∈ (0,∞),
u(x, t) = v(x, t) = 0, on ∂Ω × (0,∞).
(3.15)
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Multiplying the first equation by the eigenfunction ψ from Lemma 3.1, integrating over Ω × (0, T) and
using integration by parts we obtain
λT1
∫ T
0
∫
Ω
uψdxdt ≥ λ
∫
Ω
uψdxdt. (3.16)
This is a contradiction. 
3.2. Negative coefficients case. In this subsection we prove the Liouville type results and derive the ex-
istence of periodic solutions for the two coupled system (1.1) with negative coefficients. Let f (u, v) =
−|µ1|u2 + βuv and g(u, v) = −|µ2|v2 + β/2u2. We first prove the Liouville type results.
Proof of Theorem 1.4. We first claim that there exists a real number K > 0 such that
(Kg− f )(u− Kv) ≥ C(u+ Kv)(u− Kv)2, where C > 0. (3.17)
Indeed, by direct computations we see that
(Kg− f ) = −K|µ2|v2 + β
2
Ku2 + |µ1|u2 − βuv
= v2(|µ1|θ2 + β2Kθ
2 − βθ − K|µ2|) := v2hK(θ),
(3.18)
where θ = u/v. We insert θ = K into hK(θ) and hK(K) can be regarded as polynomial of degree 3. It is clear
that hK(K) = 0 has only one positive root
K+ =
−|µ1|+
√|µ1|2 + 2β(β + |µ2|)
β
> 0.
Concerning K+, we claim that
m(θ) =
hK+(θ)
θ2 − K2+
≥ C > 0. (3.19)
In fact, since m(θ) > 0 in (0,K+) ∩ (K+,∞) and m(θ) has positive limit as θ goes to K+ or +∞, it follows
that the claim (3.20) holds. We infer from the following basic inequality
(xk − yk)(x− y) ≥ Ck(x+ y)k−1(x− y)2 (3.20)
that
(K+g− f )(u− K+v) = v3hK+(θ)(θ − K+) ≥ C(u+ K+v)(u− K+v)2. (3.21)
Let w = u− K+v. We infer from (3.17) that
(wt − ∆w)sign(w) ≤ −C|u− Kv|2 (3.22)
where C > 0 is a constant. Then it follows from [30, Proposition 4] that w ≡ 0 on X. That is, u = K+v
satisfies
ut − ∆u =
(√
|µ1|2 + 2β(β + |µ2|)− 2|µ1|
)
u2, (x, t) ∈ X×R. (3.23)
If X = RN , we claim that u+ v is bounded. Indeed, suppose u(yk, τk) + v(yk, τk) → ∞ for some (yk, τk) ∈
R
N × R as k → ∞. Set M = √u+ v. From Lemma 2.4 we derive that there exists (xk, tk) such that (3.7)
holds. We define
(uˆk(y, s), vˆk(y, s)) =
(
λ2kuk(xk + λky, tk + λ
2
ks), λ
2
kvk(xk + λky, tk + λ
2
ks)
)
, (3.24)
where (y, s) ∈ Dˆk = {y ∈ RN : |y| < k/2} ×
(
− k24 , k
2
4
)
. As in the proof of Lemma 3.3, we get that
there exists some subsequence of (uˆk, vˆk) converging in C
2
loc(R
N ×R) to a classical non-negative bounded
solution of (1.1) with p = 1. Therefore, we can assume that (u, v) is bounded. Using Theorem 1.1-(i) we
get that u ≡ 0 and it implies that u = v ≡ 0. Such conclusion also holds if X = RN+ . Hence, we finish the
proof. 
Next we prove Theorem 1.4-(ii). By using similar arguments as in Lemma 3.3, we have the following
result.
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Lemma 3.4. Assume that N ≤ 5, µ1, µ2 < 0, β > 0 and p = 2. Then for any positive T-periodic solution (u, v) of
(3.3) there exists a generic constant C > 0 (independent of θ such that
u(x, t) + v(x, t) ≤ C for all (x, t) ∈ Ω× (0,∞). (3.25)
Proof of Theorem 1.4-(ii). By arguing as in Theorem 1.3 we let T be the compact operator defined in Lemma
3.1. We set L to be the operator:
L(u, v) =
(
T (−|µ1|up + βuv), T (−|µ2|vp + β
2
u2)
)
, (3.26)
which is compact from X × X to itself. It is clear that nontrivial fixed points of (3.26) correspondes to
the nonnegative periodic solutions of (1.15). Indeed, if (u, v) 6= (0, 0) is a fixed point of T , then we see
(u, v) = (w+, z+) and (w, z) is T-periodic solution of

wt − ∆w = −|µ1|(w+)p + βw+z+, x ∈ Ω, t ∈ (0,∞),
zt − ∆z = −|µ2|(z+)p + β
2
(w+)2, x ∈ Ω, t ∈ (0,∞),
w(x, t) = z(x, t), on ∂Ω × (0,∞).
(3.27)
By maximum principle we see that w, z ≥ 0. In addition, we claim that w > 0 and z > 0. In fact, if z ≡ 0,
we get that w ≡ 0 from the second equation of (3.27). This contradicts (w, z) 6= (0, 0). On the other hand, if
w ≡ 0, then z satisfies
zt − ∆z = −|µ2|zp.
Multiplying the above equation by ϕ1 and integrating over Ω we have
d
dt
∫
Ω
z(·, t)ϕ1dx =
∫
Ω
(
−λ1 − |µ2|zp−1
)
ϕ1zdx < 0.
It implies that the function t 7→ ∫
Ω
z(·, t)ϕ1dx is time decreasing. This contradicts the periodicity of z.
Hence both u and v are strictly positive.
In the end, repeating the arguments of Theorem 1.3, we know that the Leray-Schauder degree of F(r) =
deg(I−T , Br, 0) = 1 for r > 0 small and F(r) = 0 for large r > 0, which confirms the existence of a solution
of (1.15) and it finishes the proof. 
4. THREE COUPLED SYSTEM
4.1. Liouville type results. In this subsection we derive Liouville type results together with singularity
and decay estimates for the three coupled system (1.2). As for Theorem 1.1 we apply Lemma 2.1 to derive
the following interior estimates for (1.2).
Lemma 4.1. Assume that µ1, µ2, µ3, β > 0 and 1 < p <
N(N+2)
(N−1)2 . Let ζ ∈ D(G) with value in [0, 1] and q > 4.
Then there exists a constant C = C(N, p, q) > 0 such that∫
G
ζq
(
u−2|∇u|4 + v−2|∇v|4 + w−2|∇w|4
)
dxdt+
∫
G
ζq
(
up−1|∇u|2 + vp−1|∇v|2 +wp−1|∇w|2
)
dxdt
+
∫
G
ζq(u2t + v
2
t +w
2
t )dxdt+
∫
G
ζq
(
|∇u|2vwu−1 + |∇v|2uwv−1 + |∇w|2uvw−1
)
dxdt
≤ C
∫
G
ζq−2
(
|ζt|+ |∇ζ|2
) (
up+1 + vp+1 +wp+1
)
dxdt+ Cβ
∫
G
ζq−2
(
|ζt|+ |∇ζ|2
)
uvwdxdt
+ C
∫
G
ζq−4
(
|∆ζ|2 + |∇ζ|4 + |ζt|2
) (
u2 + v2 +w2
)
dxdt.
(4.1)
17
Proof. We shall follow the arguments as in Lemma 2.2. First, we apply Lemma 2.1 for positive solutions
(u, v,w) of (1.2). To simplify our notation, we set (u1, u2, u3) = (u, v,w) and define ξ = ζ
q = ζq(t, ·) for any
t ∈ [t1, t2], with m = 0 and any real d 6= 2(
2Nd− (N − 1)d2)
4N
∫
Ω
ζqu−2i |∇ui|4dx−
N − 1
N
∫
Ω
ζq(∆ui)
2dx− (N + 2)d
2N
∫
Ω
ζqu−1i |∇ui|2∆uidx
≤ d
2
∫
Ω
u−1i |∇ui|2∇ui∇(ζq)dx+
∫
Ω
∆ui∇ui∇(ζq)dx+ 12
∫
Ω
|∇ui|2∆(ζq)dx, i = 1, 2, 3.
(4.2)
Next we shall give the estimates for (4.2) term by term. A direct computation shows that
−
∫
Ω
ζq(∆ui)
2dx = −
∫
Ω
ζq∆ui(ui,t − µiupi − βujvk)dx
=
d fui
dt
− Pui +
∫
Ω
∇ui∇(ζq)ui,tdx− µip
∫
Ω
ζqu
p−1
i |∇ui|2dx− µi
∫
Ω
∇(ζq)∇uiupi dx
− β
∫
Ω
∇(ζq)∇uiujukdx− β
∫
Ω
ζq∇ui∇ujukdx− β
∫
Ω
ζq∇ui∇ukujdx,
(4.3)
and
−
∫
Ω
ζqu−1i |∇ui|2∆uidx = −
∫
Ω
ζqu−1i |∇ui|2(ui,t− µiu
p
i − βujuk)dx
= −
∫
Ω
ζqu−1i |∇ui|2ui,tdx+ µi
∫
Ω
ζqu
p−1
i |∇ui|2dx+ β
∫
Ω
ζq|∇ui|2u−1i ujukdx,
(4.4)
and ∫
Ω
∆ui∇ui∇(ζq)dx =
∫
Ω
∇ui∇(ζq)(ui,t− µiupi − βukuj)dx
=
∫
Ω
∇ui∇(ζq)ui,tdx− µi
∫
Ω
∇ui∇(ζq)upi dx− β
∫
Ω
∇ui∇(ζq)ukujdx
(4.5)
where i = 1, 2, 3 (i, j, k ∈ {1, 2, 3} are pairwise different), and
fui =
1
2
∫
Ω
ζq|∇ui|2dx and Pui =
1
2
∫
Ω
(ζq)t |∇ui|2dx. (4.6)
Substituting (4.3)-(4.5) into (4.2), we get
A0
∫
Ω
ζqu−2i |∇ui|4dx+ Bi
∫
Ω
ζqu
p−1
i |∇ui|2dx+ C1
∫
Ω
ζq|∇ui|2u−1i ujukdx−
N − 1
N
Qui
≤ −N − 1
N
(
d fui
dt
− Pui
)
+
(N + 2)d
2N
Yui +
1
N
Zui −
1
N
Vui +
d
2
Wui +
1
2
Rui −
1
N
Sui ,
(4.7)
where
A0 =
2Nd− (N − 1)d2
4N
, Bi =
(N+ 2)d− 2(N − 1)p
2N
µi, C1 =
(N + 2)d
2N
β,
Yui =
∫
Ω
ζqu−1i |∇ui|2ui,tdx, Zui =
∫
Ω
∇(ζq)∇uiui,tdx, Vui = µi
∫
Ω
∇(ζq)∇uiupi dx,
Wui =
∫
Ω
u−1i |∇ui|2∇ui∇(ζq)dx, Rui =
∫
Ω
∆(ζq)|∇ui|2dx, Sui = β
∫
Ω
∇ui∇(ζq)ujukdx
and Qui = β
∫
Ω
ζq∇ui∇ujukdx+ β
∫
Ω
ζq∇ui∇ukujdx.
(4.8)
By Ho¨lder’s inequality we have
2β
∫
Ω
ζq∇ui∇ujukdx ≤ β
∫
Ω
ζq|∇ui|2u−1i ujukdx+ β
∫
Ω
ζq|∇uj|2u−1j uiukdx. (4.9)
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Based on (4.9), we take the summation of the inequality (4.7) from i = 1 to 3 and get that
A0
3
∑
i=1
∫
Ω
ζqu−2i |∇ui|4dx+
3
∑
i=1
Bi
∫
Ω
ζqu
p−1
i |∇ui|2dx+ C˜1
3
∑
i=1
∫
Ω
ζq|∇ui|2u−1i ujukdx
≤ −N − 1
N
3
∑
i=1
(
d fui
dt
− Pui
)
+
(N + 2)d
2N
3
∑
i=1
Yui +
1
N
3
∑
i=1
Zui
− 1
N
3
∑
i=1
Vui +
d
2
3
∑
i=1
Wui +
1
2
3
∑
i=1
Rui −
1
N
3
∑
i=1
Sui ,
(4.10)
where
C˜1 =
(N + 2)d− 4(N− 1)
2N
β. (4.11)
Since 2 ≤ N ≤ 5 and p < N(N+2)
(N−1)2 , we can choose d > 0 such that
max
{
2(N − 1)p
N + 2
,
4(N− 1)
N + 2
}
< d <
2N
N − 1 . (4.12)
This guarantees that A0, Bi, C˜1 > 0 (i = 1, 2, 3).
Next, by Young’s inequality, we can control Yui ,Zui ,Vui ,Wui , Rui and Sui in a similar way as (2.17). Then
we give the estimation for the terms
∫
Ω
ζqu2i,t, i = 1, 2, 3. A direct computation shows that∫
Ω
ζqu2i,tdx =
∫
Ω
ζqui,t(∆ui + µiu
p
i + βujuk)dx
=
d(gui − fui)
dt
+ Pui − Zui − Kui +
dh
dt
− Huj − Huk − Hζ ,
(4.13)
where
gui =
µi
p+ 1
∫
Ω
ζqu
p+1
i dx, Kui =
µi
p+ 1
∫
Ω
(ζq)tu
p+1
i dx, h = β
∫
Ω
ζquiujukdx
Hζ = β
∫
Ω
(ζq)tuiujukdx, Huj = β
∫
Ω
ζquiuj,tukdx and Huk = β
∫
Ω
ζquiuk,tujdx.
(4.14)
Using Young’s estimates for the terms Pui , i = 1, 2, 3, we get that for any ε
2
> 0 small, there exists C(ε2) > 0
such that
Pui =
q
2
∫
Ω
ζq−1ζt|∇ui|2dx ≤ ε2
∫
Ω
ζqu−2i |∇ui|4dx+ C(ε2)
∫
Ω
ζq−2|ζt|2u2i dx, i = 1, 2, 3. (4.15)
Combining (4.13)-(4.15), we deduce that
1
2
3
∑
i=1
∫
Ω
ζqu2i,tdx ≤
3
∑
i=1
d(gui − fui)
dt
+ 2ε2
3
∑
i=1
∫
Ω
ζqu−2i |∇ui|4dx+
dh
dt
+ C
3
∑
i=1
∫
Ω
ζq−1|ζt|up+1i dx
+ C(ε2)
3
∑
i=1
∫
Ω
(ζq−2ζ2t + ζq−4|∇ζ|4)u2i dx+ βq
∫
Ω
ζq−1|ζt|u1u2u3dx.
(4.16)
Using the assumption that ζ ∈ [0, 1], combining the estimates for Yui ,Zui ,Vui ,Wui , Rui , Sui (similar as (2.17)),
(4.10) and (4.15)-(4.16), we obtain that
(A0 − ε)
3
∑
i=1
∫
Ω
ζqu−2i |∇ui|4dx+
3
∑
i=1
(Bi − ε)
∫
Ω
ζqu
p−1
i |∇ui|2dx+ (C˜1 − ε)
3
∑
i=1
∫
Ω
ζq|∇ui|2u−1i ujukdx
≤ C
3
∑
i=1
d fui
dt
+ C(ε)
3
∑
i=1
d(gui − fui)
dt
+ C(ε)
dh
dt
+ C(ε)
3
∑
i=1
∫
Ω
ζq−2(|ζt|+ |∇ζ|2)up+1i dx
+ C(ε)β
∫
Ω
ζq−2(|ζt|+ |∇ζ|2)u1u2u3dx+ C(ε)
3
∑
i=1
∫
Ω
ζq−4(ζ2t + |∇ζ|4 + |∆ζ|4)u2i dx.
(4.17)
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Since ζ ∈ D(G), it follows that
fui(tj) = gui(tj) = h(tj) = 0, i = 1, 2, 3; j = 1, 2.
Integrating the inequality (4.17) from t1 to t2, we obtain that
3
∑
i=1
∫
G
ζqu−2i |∇ui|4dxdt+
3
∑
i=1
∫
G
ζqu
p−1
i |∇ui|2dxdt+
3
∑
i=1
∫
G
ζq|∇ui|2u−1i ujukdxdt
≤ C
3
∑
i=1
∫
G
ζq−2(|ζt|+ |∇ζ|2)up+1i dxdt+ Cβ
∫
G
ζq−2(|ζt|+ |∇ζ|2)u1u2u3dxdt
+ C
3
∑
i=1
∫
G
ζq−4(ζ2t + |∇ζ|4 + |∆ζ|2)u2i dxdt.
(4.18)
Finally, the estimation for the term
∫
G ζ
q(u21,t + u
2
2,t + u
2
3,t)dxdt holds from (4.17) and (4.18). Hence we get
(4.1) and it finishes the proof. 
The next lemma gives the estimation for the nonlinear terms of (1.2).
Lemma 4.2. Assume that the assumptions of Lemma 2.2 hold and q >
4p
p−1 . Then there exists a positive constant
C = C(N, p, q) > 0 such that∫
G
ζq
[
(µ1u
p + βvw)2 + (µ2v
p + βuw)2 + (µ3w
p + βuv)2
]
dxdt
≤ C
∫
G
ζ
q− 4pp−1
(
|∇ζ|2 + |∆ζ|+ |ζt|
) 2p
p−1
dxdt.
(4.19)
Proof. As Lemma 4.1 we set (u1, u2, u3) = (u, v,w). We deduce from the system (1.2) that∫
Ω
ζq
(
µiu
p
i + βujuk
)2
dx =
∫
Ω
(
µiu
p
i + βujuk
)
(ui,t− ∆ui)ζq
=
dgui
dt
− Kui +Vui + µip
∫
Ω
ζqu
p−1
i |∇ui|2dx+
dh
dt
− Huj
− Huk − Hζ + Qui + Sui
(4.20)
where i = 1, 2, 3 and i, j, k ∈ {1, 2, 3} are pairwise different. Similar to (4.18), we infer from Lemma 4.1 and
(4.20) that
3
∑
i=1
∫
G
ζq
(
µiu
p
i + βujuk
)2
dxdt ≤ C
3
∑
i=1
∫
G
ζq−2(|ζt|+ |∇ζ|2)up+1i dxdt+ Cβ
∫
G
ζq−2(|ζt|+ |∇ζ|2)u1u2u3dxdt
+ C
3
∑
i=1
∫
G
ζq−4(ζ2t + |∇ζ|4 + |∆ζ|2)u2i dxdt
≤ ε
(
3
∑
i=1
∫
G
ζqu
2p
i dxdt+ β
2
∫
G
ζq(u21u
2
2 + u
2
2u
2
3 + u
2
1u
2
3)dxdt
)
+ C(ε)
∫
G
ζ
q− 4pp−1 (|ζt|+ |∆ζ|+ |∇ζ|2)
2p
p−1 dxdt,
(4.21)
where we have used the Young’s inequality. Hence we get (4.19). 
Now we give the proof of Theorem 1.5.
Proof of Theorem 1.5. We first prove the conclusion (i). For each R > 0, we define
(uR, vR,wR) =
(
R
2
p−1u(Rx, R2t), R
2
p−1 v(Rx, R2t), R
2
p−1w(Rx, R2t)
)
. (4.22)
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Thus, if (u, v,w) satisfies the system (1.2), then we get that (uR, vR,wR) satisfies

uRt − ∆uR = µ1(uR)p + β˜RwRvR, (x, t) ∈ RN ×R,
vRt − ∆vR = µ2(vR)p + β˜RwRuR, (x, t) ∈ RN ×R,
wRt − ∆wR = µ3(wR)p + β˜RuRvR, (x, t) ∈ RN ×R,
(4.23)
where β˜R = βR
2(p−2)
p−1 . Repeating the arguments in Lemma 4.1-4.2 we derive from Ho¨lder’s and Young’s
inequalities that for any ε > 0 small, there exists C(ε) > 0 such that∫
G
[(
µ1(u
R)p + β˜Rw
RvR
)2
+
(
µ2(v
R)p + β˜Rw
RuR
)2
+
(
µ3(w
R)p + β˜Ru
RvR
)2]
dydt
≤ Cβ˜R
∫
G
ζq−2(|ζt|+ |∇ζ|2)uRvRwRdydt+ C
∫
G
(
|∆ζ|2 + |∇ζ|4 + |ζt|2
)
ζq−4((uR)2 + (vR)2 + (wR)2)dydt
+ C
∫
G
ζq−2(|ζt|+ |∇ζ|2)((uR)p+1 + (vR)p+1 + (uR)p+1)dydt
≤ εβ˜2R
∫
G
ζq((uR)2(vR)2 + (uR)2(wR)2 + (wR)2(vR)2)dydt+ ε
∫
G
ζq((uR)2p + (uR)2p + (wR)2p)dydt
+ C(ε)
∫
G
ζ
q− 4pp−1
(
|∆ζ|+ |∇ζ|2 + |ζt|
) 2p
p−1
dydt,
(4.24)
where q >
4p
p−1 , and C,C(ε) are independent of R. We can see the first two terms can be controlled by the
left-hand side, then∫
G
[(
µ1(u
R)p + β˜Rw
RvR
)2
+
(
µ2(v
R)p + β˜Rw
RuR
)2
+
(
µ3(w
R)p + β˜Ru
RvR
)2]
dydt
≤ C(ε)
∫
G
ζ
q− 4pp−1
(
|∆ζ|+ |∇ζ|2 + |ζt|
) 2p
p−1
dydt ≤ C.
(4.25)
Hence we deduce from (4.25) that∫ R2
−R2
∫
|y|<R
[
(µ1u
p + βuv)2 + (µ2v
p + βwu)2 + (µ3w
p + βuv)2
]
dydt
= R
N+2− 4pp−1
∫ 1
−1
∫
|y|<1
[(
µ1(u
R)p + β˜Ru
RvR
)2
+
(
µ2(v
R)p + β˜Ru
RwR
)2
+
(
µ3(w
R)p + β˜Ru
RvR
)2]
dydt
≤ CRN+2−
4p
p−1 .
(4.26)
Since p <
N(N+2)
(N−1)2 < pS(N), by letting R → ∞, we conclude that the right-hand side of (4.26) converges to
0. As a consequence, we deduce that u = v = w = 0.
The second conclusion of Theorem 1.5 can be proved following the same arguments as in Theorem 1.1-
(ii), so we omit the details here. 
4.2. Periodic solutions. In this subsection we focus on the existence of periodic solutions to the three cou-
pled system (1.19). Let X = BUC(Ω × (0, T)) denote the space of the bounded uniformly continuous
functions equipped with the L∞-norm ‖ · ‖∞. For each z, we denote z+(x, t) = max{z(x, t), 0}. By slightly
abuse of notation, we use ‖ · ‖∞ to denote the norm for both L∞(Ω× (0, T)) and L∞(Ω).
As Theorem 1.3 we introduce the following homotopy problem and show the universal bounds for the
corresponding periodic solutions

ut − ∆u = θ(µ1up + βuv) + (1− θ)(λu+ u2), x ∈ Ω, t ∈ (0,∞),
vt − ∆v = θ(µ2vp + βuw) + (1− θ)(λv+ v2), x ∈ Ω, t ∈ (0,∞),
wt − ∆w = θ(µ3wp + βuv) + (1− θ)(λw+w2), x ∈ Ω, t ∈ (0,∞),
u(x, t) = v(x, t) = w(x, t) = 0, on ∂Ω × (0,∞),
(4.27)
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where θ ∈ [0, 1] and λ > 0 is a constant. To accomplish this we prove Liouville type results for the following
system 

ut − ∆u = θ
(
µ1u
2 + βvw
)
+ (1− θ)u2, x ∈ Ω, t ∈ R,
vt − ∆v = θ
(
µ2v
2 + βuw
)
+ (1− θ)v2, x ∈ Ω, t ∈ R,
wt − ∆w = θ
(
µ3w
2 + βuv
)
+ (1− θ)w2, x ∈ Ω, t ∈ R,
(4.28)
where µ1, µ2, µ3, β > 0 and θ ∈ [0, 1]. By using the same proof of Theorem 1.5-(i), we can obtain the
following result.
Lemma 4.3. Suppose that N ≤ 5, µ1, µ2, µ3, β > 0, θ ∈ [0, 1] and Ω = RN . Then the system (4.28) has no
nontrivial nonnegative classical solution.
Based on the above lemma, we are able to prove the universal bounds for the periodic solutions of (4.27).
Lemma 4.4. Suppose that N ≤ 5, µ1, µ2, µ3, β > 0, θ ∈ [0, 1] and 2 < p < pB(N). Then there exists a constant
C > 0 such that any positive T-periodic solution (u, v) of (4.27) satisfies
u(x, t) + v(x, t) +w(x, t) ≤ C for all (x, t) ∈ Ω× (0,∞). (4.29)
Proof. This follows the same proof of Lemma 3.3 and we omit the details. 
Now we give the proof of Theorem 1.6.
Proof of Theorem 1.6. Let T be the compact map by Lemma 3.1. We define the compact operator L : X ×
X× X → X × X× X by
L(u, v) = (T (µ1up + βvw), T (µ2vp + βuw), T (µ3wp + βuv)) . (4.30)
It is clear that the nontrivial fixed point of (4.30) corresponds to a nonnegative periodic solutions of (1.19).
Indeed, if (u, v,w) 6= (0, 0) is a fixed point of T , then we see (u, v,w) = (z+, h+,m+) and (z, h,m) is a
T-periodic solution of 

zt − ∆z = µ1(z+)p + βm+h+, x ∈ Ω, t ∈ (0,∞),
ht − ∆h = µ2(h+)p + βm+z+, x ∈ Ω, t ∈ (0,∞),
mt − ∆m = µ3(m+)p + βz+h+, x ∈ Ω, t ∈ (0,∞),
z(x, t) = h(x, t) = m(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞).
(4.31)
Using the maximum principle we know that z, h,m ≥ 0. Furthermore, we claim that z, h,m > 0. In fact, if
z ≡ 0, then h and m satisfies
ht − ∆h = µ2hp, mt − ∆m = µ3mp (4.32)
respectively. From the proof of Lemma 3.3 we get that any periodic solution h, m of (4.32) are bounded.
That is, h(x, t),m(x, t) ≤ C, where C > 0. We shall use m as an example to show that m ≡ 0. Multiplying
the equation of m in (4.32) by ψ (see Lemma 3.1 for the definition of ψ) and integrating over Ω, we get
d
dt
∫
Ω
m(·, t)ψdx =
∫
Ω
(
−λT1 + µ3mp−1
)
ψmdx < 0
for µ3 ≥ 0 sufficiently small. It means that the function t 7→
∫
Ω
m(·, t)ψdx is strictly decreasing in time.
Together with the periodicity of m we derive that m ≡ 0. Similarly h ≡ 0, and it contradicts (z,m, h) is
nontrivial. Hence z can not be 0 identically. By strong maximum principle we get z > 0. By the same
argument we get both h and m are strictly positive.
In the end, following the proof of Theorem 1.3, we know that the Leray-Schauder degree of F(r) =
deg(I−T , Br, 0) = 1 for r > 0 small and F(r) = 0 for large r > 0, and it implies the existence of the periodic
solutions to (1.19). Hence, we finish the proof. 
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