Abstract
Introduction
A channel is mviilable for a cell if its use in the cell does not interfere with others. When a cell needs a channel. it acquires an available channel using a channel allocation algorithm. A channel allocation algorithm includes two parts: a channel acquisition algorithm and a channel selection algorithm. The channel acquisition algorithm is responsible for collecring information from other cells and milking sure that two cells within D1,,,,, do not use the same channel. The channel selection algorithm is responsible for choosing a channel from a large number ot available channels in order to achieve better channel reuse. The performance of a channel allocation algorithm is measured by the failure rate [I] . A call is said to have failed if there is no channel available for use when the call is being set up or when it is being handed over to another cell.
Channel selection algorithms have been an active research topic [4, 6, 7, 8, 131 . However, most of these algorithms depend on a mobile switching center ( M S C ) to accomplish channel acquisition, which are referred to as centralized channel acquisition algorithms. More specifically, each cell notifies the MSC when it acquires or releases a channel so that the MSC knows which channels are available in each cell at any time and assigns channels to cells accordingly.
Recently, distributed channel acquisition algorithms [5, 121 have received considerable attention because of their high reliability and scalability. In this approach, an M S S communicates with other M S S s directly to find the available channels and make sure that the channel assignment does not interfere with other cells. In general, there are two approaches in distributed channel acquisition algorithms: Search [ 121 and Update [ 5 ] . In the search approach [12] , when a cell needs a channel, it searches all interference neighbors to find the set of currently available channels and then picks one according to the underlying channel selection strategy. In the update approach [ 5 ] , a cell maintains information about available channels. When a cell needs a channel. it selects an available channel according to algorithm which tolerates communication link failures and node ( M H or M S S ) failures. In the proposed algorithm, a borrower does not need to receive a response from every interference neighbor. It only needs to receive a response from a small portion of them. Thus, as long as the borrower can communicate with a small portion of its interference neighbors, it can borrow a channel from them. We also present a channel selection algorithm and integrate it into the distributed acquisition algorithm. Simulation results show that our algorithm significantly reduces the failure rate under network congestion, communication link failures, and node failures compared to non-fault-tolerant channel allocation algorithms. Besides providing fault-tolerance, our algorithm reduces the message overhead compared to known distributed channel allocation algorithms, and outperforms them in terms of failure rate under uniform as well as non-uniform traffic distribution. Section 2 presents the system model. In Section 3, we propose a faulttolerant channel acquisition algorithm, give correctness proofs, and propose some recovery strategies. Section 4 presents a channel selection algorithm and integrates it into the channel acquisition algorithm. Simulation results are presented in Section 5. Section 6 concludes the paper.
The rest of the paper is organized as follows.
System Model
The geographical area is divided into hexagonal cells in a mobile cellular network [6] . Each 
As shown in Figure I , R is the cell radius, D,,,, is the minimum channel reuse distance. If a fourth-power law attenuation is assumed [ I , IO] 
Resource Planning Model
Most channel selection strategies require a priori on channel status in order to achieve better channel reuse; e.g., in the geometric strategy [ I ] , each cell must know its "first-choice" channels prior to any channel acquisition. We call the process of assigning special status to channels resource p l u m i n g [5] . In order to achieve better channel reuse, each subset Gi should contain as many cells as possible. Then, k should be as small as possible. How to partition the cells is orthogonal to our discussion, but we require that the partition satisfies the following two properties, which have been proved to be the necessary conditions for any optimal partition method in [5] : Handoff and intra-Handoff A mobile host may cross the boundary between two cells while being active. When this occurs, the necessary state information must be transferred from its previous M S S to the M S S in the new cell. This process is known as handoff (or infer-handoff) [IO] . During a handoff, an M H releases its current channel to its previous M S S and is assigned a new channel by the new M S S .
Resource Planning
To achieve better channel reuse, intra-handoff (or a channel switch) may be necessary [2, 51. In an intra-handoff operation, an M H releases its current channel and is assigned a new channel within the same cell. The motivation behind intra-handoff can be understood by an example. In Figure I , suppose cell C F~ borrows a channel r l from AI and assigns it to a mobile host 
E.2) For each con-agree(S,r) and for each Cj E S, Ci has received an agree(r from some C E ( I P -( n I P . ( r ) ) .
Otherwise, the request is ?ailed. In case of succe&$; uses'r to support the call and sends release(r) to every cell in IPi(r) when the call terminates; in case of failure or time out. C; sends an abort(r) to those cells in IP,(r) from which it has received an agree or conditional-agree message, deletes r from Bi, and then goes to Step (C.?). (F) Outdated reply, agree. and con-agree messages are discarded by comparing timestamps. When a cell c, receives a release(r) or abort (7) from C,i, it deletes Cj from I , ( r ) . Conflict Resolution: In our algorithm, control messages are timestamped using Lamport's clock [9] to determine the priority of requests. The solution to conflicts is shown in Step D.3.
By maintaining I i ( r ) and C I i ( r , j ) , a cell Ci never grants concurrent requests for the same channel from cells within Dnlin. Hence. no two cells requesting the same channel within Dnlin receive agree messages from the same interference primary cell.
Besides conflict resolution, the adoption of con-ugree can also avoid wasting available channels as follows. In Figure I With con-agree, CJI, pets agree messages from C A~, C A~, and C.4:. and a co7i~ug~ee from C,s,, then it can acquire r . However. C F~ cannot acquire r since C.-lP rejects its request.
Fault-Tolerance:
In the proposed algorithm. a borrower does not need to receive a response from every interference neighbor.
It only needs to receive a response from each cell in an interference partition subset as long as there is one common available channel among them. Based on Property 2, any two interference cells have at least one common interference primary cell of a channel. Also, the common interference primary cell never replies an agree message to more than one cell requesting the same channel. Thus, channel interference is avoided.
Since the number of cells in an interference partition subset is far less than the number of interference neighbors, our algorithm tolerates node and communication link failures. For example, in a typical cellular network model with Dnain = 3&R, the number of interference neighbors of a cell is 30, and the number of interference primary neighbors of a cell is 3 or 4. Then, in the best case, a cell can still borrow channels even though it cannot communicate with as many as (30 -3) = 27 (i.e., 27/30 = 90%) of its interference neighbors. In the worst case, even though a cell cannot communicate with as many as [(30/4)] = 7 (i.e., 7/30 = 23%) of its interference neighbors, it can still communicate with the remaining 30 -7 = 23 cells, which includes all cells (at most 4) of an interference partition subset. If there are common available channels among cells in this interference partition subset, the cell can borrow these available channels. Outdated Messages: Due to communication link failure or network congestion, messages such as reply, agree. and con-agree may arrive at a cell after the cell has terminated the channel acquisition process. We call these messages outdated messages. Outdated messages must be identified and discarded; otherwise, two cells may interfere with each other. In order to identify outdated messages, when a cell receives a message, such as reply, agree or con-agree, it compares the timestamp of the received message with the timestamp of its own request message. If the ,received message has a smaller timestamp than its own request, it is an outdated messages. Also, if a cell is not in the process of channel acquisition, all received reply, agree, and con-agree are outdated messages.
The Timer: Timers are used in our algorithm to deal with M S S or communication link failures. The selection of the timeout period affects the system performance. If the timeout period is too long, a handoff may be dropped due to the long delay. If the timeout period is too short, there may be less opportunity for the channel selection algorithm to choose a channel. The timeout period also depends on the application. For example, a handoff request can tolerate much less delay than a new call request.
Suppose the time limit to borrow a channel is Tli7,1rt. For simplicity, we set the timer to Tlzmit/2. Then, under network congestion, link failures or M S S failures, the borrower waits T,,,,,it/2 time interval for reply messages, and another ri7,Lit/2 time interval for con f i r m responses. We do not set a different timeout period for confirm responses. The reason is as follows. A borrower only sends confirm messages to cells from which it has received reply messages. Since the probability that a failure occurs during this T,inlit/2 time interval is very low; it has a large probability to receive an agree message from them.
There are other possible approaches. For example, there can be a timer for each round of confirm so that if a conflict or failure occurs during the confirming process, the bot-rowet-can select another channel. For simplicity, we use one time period in our algorithm. Real-Time Communication: Our algorithm can partially support real-time communication. Even when some cells suffer from network congestion, a cell can still borrow channels from cells that are not experiencing network congestion. Also, a delay deadline is guaranteed by the timer. However, if a cell suffering from network congestion needs to borrow a channel, it is very likely to experience a long delay. Even in this situation, our algorithm still has shorter delay compared to non-fault-tolerant algorithms since our algorithm does not need to wait for the response messages from the cells suffering from network congestion. 
Correctness Proof

3). If Ci E I I , ( T ) , we haveCi C I k ( r ? j ) n C i E I k ( r )
Ci E ( t e m p k n I N j ) .
Since Cj's request has larger timestamp than C,' s request, S k responses with a reject to Cj's c o n f i r m ( Step D.3). Hence, C3 cannot acquirer. 
Failure Recovery
Even though our channel acquisition algorithm is fault-tolerant, quick recovery can significantly reduce the failure rate. Hence, we briefly describe how to recover from failures.
MH Failures:
When an M H fails in the middle of a communication session, the session is terminated. Hence, the channel that was being used for the communication session is no longer in use, The corresponding M S S detects the failure of the M H in its cell and deletes the channel from its Vi. Thus cell after the cell has terminated the channel acquisition process. How to deal with these outdated messages has been discussed in Section 3.1.
Complete Channel Allocation
In this section, we provide a channel selection algorithm and integrate it into the channel acquisition algorithm.
The Channel Selection Algorithm
Similar to the geometric strategy [ I ] and the channel selection algorithm in the update approach [5], our channel selection algorithm makes use of the optimal resource planning model defined i n Section 2 . The primary channels for each cell are prioritized. During a channel acquisition, a cell acquires the available primary channel that has the highest priority. If none of the primary channels is available, the cell borrows a channel from its neighbors according to some priority assignment approach. When a cell acquires a channel. it always acquires the channel with the highest priority. When a cell releases a channel, it always releases the channel with the lowest priority. If a newly available channel has a higher priority than some used channel, an intrahandoff is performed.
Our algorithm is different from the geometric and the update approaches when assigning priority to secondary channels. Similar to [3, 141, in our algorithm. a cell borrows the channel that has the lowest priority from the "richest" interference neighbors; i.e.. the cell with the most available primary channels. The motivation behind this is to reduce the chance that the lender might soon use up its primary channels and have to acquire a secondary channel. In the following, we formally define the channel priority used in our channel selection algorithm.
Let the cells be partitioned into k disjoint optimal reuse pat- 
Based on Definition 3, the priority of a channel I * n + j in cell C, is defined as follows:
From Equation (l), the primary channels in a cell have the highest priority since m is a significantly large number. For secondary channels, a channel from the "richest" cell has the highest priority since o is a factor larger than or equal to n. If two channels have the same "richness", the channel with the higher number has the higher priority.
The Complete Channel Allocation Algorithm
In order to combine the channel selection algorithm with our channel borrowing algorithm, we modify our channel acquisition algorithm as follows: when a primary channel becomes available or not available (a channel is not available if it is used or interference with others), it notifies all cells which have borrowed channels from it. More formally, whenever a cell Ci deletes (adds) r E Pi from (to) Ui, or l i ( r ) changes from empty (non-empty) to non-empty (empty), it sends update(r) to each cell in (C, I r' E Pi A Cj E Ii(r')}. When a cell Ci receives an update(r) from Cj. it updates the local information about Cj, and then it keeps the up-to-date information for calculating the "richness" of its interference neighbors.
Note that our channel acquisition algorithm is independent of the channel selection algorithm being used. We can use the same channel selection algorithm as that of the update approach or any other newly developed channel selection algorithm. The use of the proposed channel selection algorithm is just to show how to support a complex channel selection algorithm which makes use of up-to-date information to achieve better channel reuse.
The key difference between the update approach and our algorithm is that our algorithm only notifies those cells to which it has lent channels instead of all its interference neighbors. Since the number of borrowers is very small compared to the number of interference neighbors, our algorithm significantly reduces the update notification message complexity compared to the update approach.
Simulation Results
We evaluate the performance of the proposed channel allocation algorithm under two environments: without failure (of M S S s or communication links) and with failures. Without considering failures, we study the performance of the proposed channel allocation algorithm, the search approach [ 121, the update approach [SI, and the geometric strategy [ l ] using extensive simulations.
When considering failures, we compare the performance of two channel allocation algorithms: one is the proposed faulttolerance channel allocation algorithm, and the other is a nonfault-tolerant channel allocation algorithm which is a trivial modification of the proposed algorithm, where a borrower needs to consult with all interference neighbors. To avoid deadlocks in the non-fault-tolerant algorithm, a call request fails if the borrower can not get all responses within a time limit. We do not compare our algorithm with other algorithms under failure environment since all known distributed channel allocation algorithms do not provide fault tolerance.
Mean arrival rate in a cell Mean inter-handoff rate in a normal cell 
Simulation Parameters
The simulated cellular network is a wrapped-around layout with 9'k9 cells. The total number of channels in the system is 396.
With DTIain = 3&R, each cell is assigned 396/9=44 channels.
Under normal condition (no network congestion), the average one-way communication delay between two M S S s is 2 milliseconds, which covers the transmission delay, the propagation delay, and the message processing time.
Under uniform traffic distribution (shown in Table l ) , traffic in each cell is characterized by the mean arrival time, the mean service time. and the mean inter-handoff time, all assumed to be negative exponentially distributed.
Non-uniform traffic distribution is modeled by a two-state Markov Modulated Possion Process. where a cell can be in one of two states: hot stute or riorninl .state. As shown in Table 2 , a cell spends most of its time in normal state. A cell in normal state is characterized by low arrival rate and high inter-handoff rate. On the contrary, a cell in hot state is characterized by high arrival rate and low inter-handoff rate to capture more arriving new users and prevailing stationary users. Each cell can dwell in either state for an exponentially distributed time independent of one another.
Simulation Results (Without Failure)
The performance of the channel allocation algorithm is measured by the failure rate [ I ] 
R,, is the blocking rate and R,/ is the dropping rate. The blocking rate is the percentage of new calls that are blocked due to insufficient resources. and the dropping rate is the percentage of on-going calls that are dropped during inter-cell handoffs due to insufficient resources. 
5.2.1
The failure rate of our algorithm is compared with the geometric strategy. the search approach, and the update approach. Since the geometric strategy, the update approach, and our algorithm are all based on the optimal resource planning model, the failure rate in these three approaches does not have too much difference, with our algorithm slightly outperforming the other two (see Figure 2). This can be explained as follows. In our algorithm, a cell only borrows a channel from the "richest" interference neighbors, which reduces the chance that the lender might soon use up all of its primary channels and have to acquire a secondary channel. In the update approach, the "richness" is partially considered, while the "richness" is not considered in the geometric strategy. This explains why our algorithm outperforms the update approach which outperforms the geometric strategy.
Compared to the search approach, our algorithm significantly reduces the failure rate. This is due to the fact that the search approach is a simple dynamic channel borrowing approach without considering any channel reuse. Moreover, the search approach locks the borrowed channel during channel borrowing, which also reduces channel reuse. We did not consider the effect of intra-handoff since almost all advanced channel selection algorithms use intra-handoff to reduce the failure rate. The geometric strategy, the update approach, and our algorithm all use intra-handoff to achieve better channel reuse. The search approach does not have intra-handoff, but its failure rate is significantly higher than the other three.
Message complexity per channel acquisition
As shown in Figure 3 , the number of messages per channel acquisition in the update approach [5] is never lower than 2 * n = 60, since a cell has to communicate with its interference neighbors whenever it acquires or releases a channel. In the search approach [ 121 and the proposed algorithm, a cell only communicates with its interference neighbors when it needs to borrow a channel. From Figure 3 , the message complexity of the search approach and the proposed algorithm increases from near 0 to about 20 as the channel request load increases. This can be explained by the fact that most of the call requests can be satisfied by the primary channel acquisition under low channel request load. As channel request load increases, more cells run out of primary channels and have to make more secondary channel acquisitions.
As shown in Figure 3 , although including update notification messages (shown in Figure 5 ). our algorithm still has lower message complexity than the search approach under uniform traffic distribution. This can be explained by the fact that both algorithms have different secondary channel acquisition percentage. From Figure 4 , we can see that the search approach has higher secondary channel acquisition rate than our algorithm A comparison of failure rate that is. a cell just randomly borrows a channel from its neighbors. In our algorithm, a cell only borrows a channel from the "richest" interference neighbors, which reduces the chance that the lender might soon use up its primary channels and have to acquire a secondary channel.
The update notification messages are shown in Figure 5 . Note that if we use the geometric strategy or the update approach as the underlying channel selection algorithm, there is no update notification message overhead, but the failure rate will be the same as the geometric strategy or the update approach. The update notification message complexity is determined by the number of secondary channels and other factors, such as how long a borrower keeps the borrowed channel. In general. a borrower keeps the bot-rowed channel longer under non-uniform traffic than that under uniform traffic. Thus, there are more update notification messages under non-uniform traffic than those under uniform traffic. An interesting fact is that the number of update notification messages drops after some point (600 under nonuniform distribution). This can be explained by the fact that the failure rate increases faster than the secondary channel acquisition percentage after that point.
Simulation Results (With Failures)
In this section, we compare the performance of the fault-tolerant and non-fault-tolerant channel allocation algorithms under nonuniform traffic distribution. If Figure 6 , the failure rate of the non-fault-tolerant channel allocation algorithm is significantly higher (about 100 times when there are 400 call arrivals per hour per cell) than that of the fault-tolerant channel allocation algorithm. This can be explained by the follows. In the fault-tolerant channel allocation algorithm, a cell can still borrow channels even if it cannot communicate with some interference neighbors, but in the non-faulttolerant channel allocation algorithm, a cell cannot borrow any channel from its neighbors when it cannot communicate with any of its interference neighbors. For example, with Dlnill = 3&R, in the best case, a cell in our algorithm can still borrow channels even though it cannot communicate with as many as (30 -3) = 27 (i.e.. 27/30 = 90%) of its interference neighbors.
Failure rate under MSS failures or network partition
From Figure 6 , we can see that the failure rate with M S S failures is higher than the failure rate without M S S failures in the fault-tolerant channel allocation algorithm. This can be explained by the fact that the failed M S S may have borrowed some channels and these channels cannot be used by the lenders until the failed M S S is recovered. (The figure shows the failure rate without considering recovery.)
The fault-tolerant channel allocation algorithm exhibits the useful property of graceful degradation. which is highly desirable in fault-tolerant distributed systems. In a failure-free environment, the algorithm has low failure rate. As M S S failures occur and increase, the number of available channels decreases and the failure rate increases.
5.3.2
Network congestion depends on a large number of parameters. e.g.. the number of arriving messages, the queue length, the service rate. etc. Since an M S S has other functionalities besides handling channel borrowing, it is very difficult to model it. To Failure rate under network congestion simplify the model, we assume network congestion occurs when a node is in hot state. It has an exponentially distributed time with mean 60s. We assume that the communication delay is 4 ms during a network congestion. The maximum tolerable delay of an inter-cell handoff is much less than that of a call request.
We assume the maximum tolerable delay of an inter-cell handoff is IO ms. Since the non-fault-tolerant algorithm needs to wait for every interference neighbor, it needs more than 4*4 = 16ms to borrow a channel from its neighbors, which is longer than the maximum tolerable delay 10 ms. Thus, the handoff requests are dropped during network congestion. However, in our algorithm, a cell can still borrow a channel from other neighbors which does not suffer from network congestion. In this case, it needs only 2*4 = 8ms < lOms to borrow a channel. This explains why the faulttolerant algorithm has lower handoff dropping rate than the nonfault-tolerant algorithm does as shown in Figure 7 . From Figure 7 , we can also see that the fault-tolerant channel allocation algorithm under network congestion has very higher dropping rate compared to the dropping rate without network congestion. This can be explained as follows. Network congestion occurs when a cell is in hot state, which is reflected by low inter-handoff rate. Suppose Ci is suffering from network congestion. It's more likely that most of Ci's neighbors are still in normal state, which has high inter-handoff rate. In other words, there are many more M H s coming from Ci's neighbors than those leaving C,. Since C, is experiencing network congestion, any communication with outside cell will have long delay, which results in high dropping rate. Certainly, it is still much lower than the dropping rate in the non-fault-tolerant algorithm. Based on the above reasoning, if a cell can temporally keep the borrowed channel for some time (a system tuning factor), the dropping rate of our algorithm may be reduced. Also, if we use a different model (i.e.. network congestion occurs randomly), the dropping rate of the fault-tolerant channel allocation algorithm will be much lower, since the congested cell may not be in hot state. However, the dropping rate of the non-fault-tolerant channel allocation algorithm will not change since the borrower needs to communicate with its congested interference neighbors even though they are in hot states.
Conclusions
Distributed channel allocation algorithms have received considerable attention because of their high reliability and scalability. However. previous algorithms cannot tolerate any communication failures and node failures. Moreover, they have poor performance under network congestion. In this paper, we proposed a fault-tolerant channel acquisition algorithm which tolerates communication link failures and MS.9 failures. In the algorithm, a borrower does not need to recompared to known distributed channel allocation algorithms, and outperforms them in terms of failure rate under uniform as well as non-uniform traffic distribution.
