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Abstract
The present thesis investigates, with atomistic simulations, vapor nucleation and
liquid dynamics under nanoscale confinement. The main objective of this work is
to go beyond the quasi-static classical picture of liquid-vapor phase transition, in-
cluding kinetic and inertial effects. The performed simulations provide an accurate
description of the phenomenon and a framework to interpret experimental observa-
tions. The dynamics of vapor nucleation is investigated in the pure bulk liquid and
in confined conditions. In the last case, also wetting transition is studied.
Particular attention is devoted to surfaces that combine textured geometries with
an hydrophobic chemistry. These are able to stabilize vapor phase within surfaces
asperities, producing a state in which liquid is suspended above the entrapped vapor
pockets. In these conditions, remarkable properties arise that are collectively known
as superhydropobicity. In this suspended state, known also as Cassie-Baxter state,
the contact area between solid and liquid is reduced with respect to a flat surface
and with respect to the textured surface in which the corrugations are flooded with
the liquid. Moreover, the liquid presents a higher contact angle (CA), with a lower
CA hysteresis and a reduced liquid-solid friction. Due to these properties, super-
hydrophobic surfaces are suitable for applications such as self-cleaning glass, window,
and wall paint. They prevent moisture accumulation, help anti-icing, and allow drop-
wise condensation to increase the heat transfer efficiency and water harvesting. These
are all in-air applications. However, the presence of a large shear free liquid/gas
interface suggested that super-hydrophobic surfaces can be used in many submerged
applications, e.g. drag reduction, anti-friction, anti-adhesive, anti-corrosion, and
boiling heat transfer.
Cassie-Baxter state can be destabilized by changes in pressure and temperature,
that produce the intrusion of the liquid within surface defects. The corresponding
state in which the surface is completely wetted is known as Wenzel state. The loss
of super-hydrophobic properties (Cassie-Baxter to Wenzel transition) has proved to
xvi
ABSTRACT xvii
be experimentally irreversible. It is therefore crucial to characterize both wetting
and recovery mechanisms in order understand how to design surfaces supporting a
robust Cassie-Baxter state, i.e. a suspended state that can resist to temperature and
pressure fluctuations.
Wetting transition and recovery of superhydrophobic state take place via va-
por/liquid and liquid/vapor phase transitions occurring under confinement at the
nanoscale within geometric defects. Over the last decades, a significant amount of
experimental and theoretical work has been devoted to the study of confined liquid-
vapor transition. In spite of this, not much is known yet about the kinetics of the
process. The contribution to the topic obtained during the three years of my PhD
is presented in this thesis.
The first part of the work has been devoted to develop and test Molecular Dy-
namics and Monte Carlo methods able to properly simulate multiphase systems.
Indeed, it has been demonstrated that serious issues arise when the standard global
barostats, developed to simulate bulk systems, are straightforwardly applied to sys-
tems with subdomains at different pressures, e.g. liquid and vapor domains during
nucleation. A solution to overcome these artifacts has been proposed, consisting in
the implementation of a local barostat that imposes a local force balance between a
piston and the contacting liquid. With this approach, a more accurate prediction of
the vapor nucleation barrier in a super-heated liquid has been obtained.
Secondly, the simulation techniques developed at the first stage of my PhD work
have been employed to study homogeneous bubble nucleation. At the liquid pressure
and temperature here investigated, this phenomenon is a rare event: the waiting time
to observe the inception of vapor formation is order of magnitude longer than the
typical time that can be explored by atomistic simulations. This issue, that causes
waste of computational resources, has been tackled by carefully selecting special
techniques able to preserve kinetic and inertial effects during bubbles growth. With
this approach, “dynamical” quantities have been estimated, e.g. the nucleation rate.
Other two essential aspects have been addressed: the limits of theoretical expressions
routinely used to evaluate the kinetic prefactor in Eyring equation for vapor nucle-
ation; the relation between successful nucleation events and relevant observables,
such as temperature and liquid velocity, at beginning and during bubble expansion.
The last section of this thesis is focused on heterogeneous nucleation and wetting
of super-hydrophobic surfaces. Recent theoretical and experimental studies have
produced conflicting results in the characterization of the pathways by which liquid
intrudes in pores. The disagreement resides, specifically, in the symmetry properties
ABSTRACT xviii
expected for the advancing meniscus shape. Experiments show a symmetric path-
ways, in which the liquid penetrates in the surface pores with an essentially flat
meniscus, while quasi-static theories predict that the asymmetric pathway is more
probable, in which the liquid entering in the surface cavities bend forming a bubble
in a corner. My simulations have proved that inertial effects change the wetting and
recovery path with respect the predictions of quasi-static approaches. This reconcile
theory and experiments: when the transition is barrierless, as expected in experi-
mental conditions in which only nearly spontaneous processes can be addressed, the
more complete theory developed here predicts a symmetric wetting as observed in
the experiments.
Chapter 1
Introduction
Liquid/vapor phase transition in hydrophobic confinement has a wide relevance in
many fundamental and applicative contexts. In biology, water evaporation between
hydrophobic surfaces plays a role in protein folding, biomolecular and colloidal assem-
blies [Chandler, 2005]. In the field of energetics, water intrusion/extrusion in/from
hydrophobic porous systems allow energy dissipation, accumulation and restoring,
by producing a reciprocal transformation of mechanical energy into interfacial en-
ergy [Eroshenko et al., 2001]. In the context of superhydrophobicity, liquid to vapor
and reverse vapor to liquid phase transitions produce the inception and loss of the
Cassie (or super-hydrophobic) state [Cassie and Baxter, 1944], when occurring within
the asperities of geometrically textured and chemically hydrophobic surface. Super-
hydrophobicity refers to a set of remarkable surface properties arising when stable
vapor pockets are trapped in the surface corrugations. The replacement of a portion
of the liquid/solid interface with a shear-free liquid/vapor interface produces a de-
crease in the liquid drag under flow conditions. Superhydrophobicity is therefore well
suited for drag reduction applications [Truesdell et al., 2006,Daniello et al., 2009],
e.g. in microfluidic devices or marine vessels. Superhydrophobicity is also important
for emerged applications, e.g. to enhance vapor condensation [Enright et al., 2014b],
energy application or for water harvesting [Zhang et al., 2008]. Super-hydrophobic
state can collapse via the cavitation of the vapor pockets entrapped in the asperities
or via the liquid intrusion into the surface defects. The last event corresponds to
the wetting transition, that leads to Wenzel state [Wenzel, 1936]. Once that Cassie
to Wenzel transition occurs, superhydrophobicity and the related properties can be
hardly recovered [Giacomello et al., 2012b]. Indeed, the recovery process is hindered
by very high energy barriers. As a consequence of this difficulty, the design of super-
1
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hydrophobic surfaces aimed at enhancing the stability of Cassie state requires the
development of robust models able to describe both wetting (Cassie to Wenzel) and
recovery (Wenzel to Cassie) mechanisms. The last one can be associated to a vapor
nucleation event occuring under confinement, within the surface groove.
Due to the wide range of lenght and time scale involved, confined vapor nu-
cleation and wetting phenomena can be hardly addressed both theoretically and
experimentally. In some thermodynamical conditions these transitions are thermally
activated: there is a scale separation between the short duration of the events, and
the waiting time to observe their inception, that instead could be significantly long.
In experiments, small lenght scales prevents to capture important details about the
mechanism. As an example, it could be difficult to tell whether bubble nucleation
is occuring in homogeneous conditions, or it is triggered by the presence of impuri-
ties [Caupin and Herbert, 2006].
Theoretical models routinely used to study liquid/vapor phase transition are
based on a continuum description. Basic assumptions are that the interface between
the phases is sharp and that the transition is a quasi equilibrium process. The last
one implies that, at each point of the progress in the transition, the system has ideally
enough time to relax to the conditional equilibrium configurations. Sharp interface
and quasi equilibrium assumptions are in some cases not accurate: the thickness of
the liquid/vapor interfaces could not be negligible especially near spinodal condi-
tions [Cahn and Hilliard, 1959,Gallo et al., 2018], and kinetic or inertial effects may
arise producing deviation of the actual path from the expected one. In this con-
text, the atomistic description of the fluid in terms of its fundamental components
provides the tool of choice to overcome the sharp interface assumption. Moreover,
the dynamical simulation of phase transitions using e.g. Molecular Dynamics can be
employed to validate theory and get insights on the mechanism.
The aim of this thesis is the study of the dynamical properties of liquid/vapor
(bubble nucleation) and vapor/liquid (wetting) transitions under hydrophobic con-
finement at the nanoscale. Atomistic simulations of submerged super-hydrophobic
surfaces are devised using techniques able to preserve intertial effects during transi-
tions. The problem of vapor nucleation in a bulk liquid (homogeneous conditions)
has been also addressed as benchmark, evaluating dynamical properties such as nu-
cleation rate or bubble expansion velocity. Significant effort has been devoted at the
first stage of this PhD work in developing and testing simulation protocols able to
reproduce, at the atomistic scale, thermodynamical conditions typical of experiments
and continuum theories. In particular barostat developed for bulk simulation proved
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to be unable to control liquid pressure during bubble growth. To overcome this issue,
a new local barostat has been devised, based on the force balance between the liquid
and solid walls acting as pistons [Marchio et al., 2018].
1.1 Homogeneous vapor nucleation
This section is aimed at introducing the process of vapor growth within bulk liq-
uid phase. In absence of impurities acting as nucleation sites, e.g. specks of dust,
bubbles form via homogeneous nucleation. At given thermodynamic conditions, ho-
mogeneous nucleation is significantly less probable than heterogeneous nucleation,
i.e. the inception of vapor phase in proximity of solid surfaces. Infact, the homoge-
neous process is suppressed by a significant higher energy cost with respect to the
heterogeneous counterpart at a given thermodynamic state.
Due to this reason pure liquids can exist in a superheated metastable state, at
temperature above the boiling point, until the inception of the new stable vapor
phase. Similarly, liquid phase can exist in a stretched metastable state in which
pressure is decreased below vapor saturation value [Debenedetti, 1996].
The probability of observing a bubble of volume VV within a metastable liquid
phase is proportional to the negative exponential of the grand potential variation
with respect to the pure bulk liquid state:
ρ(VV ) ∝ exp(−β∆Ω(Vv)), (1.1)
where β = 1/kBT is the inverse of temperature in units of the Boltzmann constant
kB, and ∆Ω(Vv) = Ω(Vv) − Ω(0). Classical Nucleation Theory (CNT) is the fun-
damental theory to obtain benchmark estimation of the energetic cost of forming a
bubble in bulk liquid. Within CNT, the grand potential of a two phase (liquid/vapor)
system, under the assumption that the interface is sharp, can be written as
∆Ω(Vv) = Ω(Vv)− Ω(0) = ∆P Vv + γlv A, (1.2)
where ∆P ≡ Pl − Pv is the difference between vapor and liquid bulk pressures, γlv
is the liquid/vapor surface tension and A is the bubble surface area. Under quasi-
static assumption, the interface between the two phases relaxes to the conditional
equilibrium configuration. In homogeneous nucleation, the spherical shape of the
bubble minimizes energetic cost associated to the interface γlv A. The quasi static or
quasi equilibrium CNT path is therefore a succession of spherical bubbles of growing
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radius. The terms in Eq. (1.2) have the shape shown in Fig. 1.1. The maximum of
the profile ∆Ω(V ∗v ) is the nucleation barrier, occurring at the bubble critical volume
V ∗v = (32pi/3)(γ/|∆P |)3. For Vv > V ∗v , the free energy profile decreases. Therefore,
once that bubble volume has reached this value, the transition to vapor state beomes
a spontaneous process.
V ∗v
Vv
γlv A
∆Ω(Vv)
−∆P Vv
Figure 1.1: Black line is homogeneous nucleation grand potential as a function of the
volume of the spherical bubble. The green line is the surface term, while the violet
is bulk negative term. The maximum corresponds to the critical bubble volume.
From experimental point of view, there are intrinsic difficulties in obtaining in-
sights into homogeneous nucleation mechanism. Typical time intervals to observe
the inception of the process are significantly longer than bubble nucleation events.
Moreover, due to the small lenght scales involved, it is difficult to tell wether vapor
growth starts in the liquid bulk or in proximity of impurities. At ambient conditions,
CNT estimates the limit of stretched metastable water at −140MPa. Up to date, the
only experimental technique able to approach such value exploits water inclusions in
quartz [Zheng et al., 1991,Azouzi et al., 2013].
As we said before, nucleation starts at the atomistic scale and is driven by thermal
fluctuations. Thus, atomistic simulations, molecular dynamics (MD) and Monte
Carlo (MC) are the ideal tools to investigate the inception of the liquid-to-vapor
phase transition. Differently from CNT, in molecular simulations bubble shape can
be in principle non spherical and liquid/vapor interface can have a non zero thickness.
Several molecular simulations studies [Shen and Debenedetti, 1999,Wang et al., 2008,
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Meadley and Escobedo, 2012] have shown that bubbles have ramified rather than
spherical shapes. The istantaneous interface of a growing bubble in a super-heated
Lennard-Jones liquid simulated with Molecular Dynamics [Meadley and Escobedo,
2012] is shown in Fig. 1.2. The shape appears irregular, oblong and with small bumps
reaching out from the main bubble. Similar results has been obtained in the same
work for a stretched liquid.
One of the issues arising when phase transitions are studied with Molecular Sim-
ulations is connected to the huge time intervals spent in the metastable state before
that a nucleation event allows the transition to the stable vapor state. This problem,
typical of thermally activated event with high energy barriers, is usually referred to
as the "rare events" problem. It will be presented in the next section, with a brief
introduction to the different classes of rare events methods, devised to avoid waste
of computational time.
Figure 1.2: Istantaneous interfaces of a growing bubble within a metastable super-
heated Lennard Jones liquid, obtained in [Meadley and Escobedo, 2012].
1.2 The rare events problem
Rare events in computer simulations are processes that occur on timescales signif-
icantly larger than those accessible with brute force calculations. These processes
include phase transitions, chemical reactions, as well as conformational changes and
translocation in biological systems. Rare events can be described as transition be-
tween metastable states, i.e. local minima of the free energy landscape. If the barrier
separating metastable states is higher than available thermal energy, the system will
spend most of the time in proximity of the basins. The dynamics is therefore char-
acterized by a long permanence in the metastable states, with fast and infrequent
transitions from one metastable state to another. A sketch of the dynamics in generic
bistable energy landscape is shown in Fig. 1.3, from Ref. [Bonella et al., 2012].
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Figure 1.3: Trajectory in the phase space of a system moving in a free energy land-
scape with two metastable states A and B, separated by high but finite barriers. The
two basins are the shaded areas, while transition from A to B are indicated with red
lines. [Bonella et al., 2012].
The two metastable states are called A and B. Sometimes, if state B is much more
stable (lower energy) than A, only the “direct” transition from A to B is observed.
For example, in the case of homogeneous bubble nucleation, the initial metastable
basin corresponds to the liquid state, where the system spends a long time before
bubble growth starts. Once that nucleation free energy barrier is overcome and the
system is in the vapor state, the inverse transition cannot be observed. The free
energy of the vapor phase is indeed much lower than the free energy of the liquid
phase.
In order to reduce computational efforts connected to the simulation of thermally
activated events, a wide variety of rare events techniques have been developed. These
can be classified in two main classes. In the first class, the kinetics and mechanism
of the process is addressed by reconstructing the free energy landscape as a function
of appropriate order parameters. The concepts of order parameter will be discussed
in the methods section of this thesis, introducing the use of the collective variables.
Umbrella Sampling (US) [Smith and Frenkel, 2002], Metadynamics [Laio and Ger-
vasio, 2008], Thermodynamic integration [Sprik and Ciccotti, 1998], Temperature
Accelerated Molecular Dynamics (TAMD) [Maragliano and Vanden-Eijnden, 2006a]
and Restrained Monte Carlo (RMC) [Elena et al., 2013] are examples of these meth-
ods. They exploit a biasing potential in addition to the physical potential, to force
the sampling of unprobable regions of the phase space, whose states are compatible
with a fixed value of the order parameter. By eliminating a posteriori the effect of
the biasing term, it is possible to reconstruct the free energy profile via appropriate
procedures. The second group of rare events methods includes techniques aimed at
obtaining statistical information on the dynamical transition paths from one free
energy basin to another. Dynamical paths are crucial to get insights on the mech-
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anism of thermally activated events. Therefore, when interest is aimed at kinetic
and inertial effects, the second class of rare events techniques must be adopted. The
importance of dynamical effects in bubble nucleation and wetting phenomena is one
of the key points addressed in this thesis and will be widely discussed in the follow-
ing. Transition path sampling (TPS) [Bolhuis, 2003] and Forward Flux Sampling
(FFS) [Allen et al., 2006b] are examples of techniques aimed at the sampling of reac-
tive paths. In the Methods section of this thesis RMC and FFS will be described in
detail, since they have been employed to obtain the results discussed in this thesis.
For a detailed discussion of rare events, the reader can refer to [Bonella et al., 2012].
1.3 Heterogeneous vapor nucleation
Heterogeneous vapor nucleation occurs at a surfaces of e.g.impurities or solid walls.
Classical Nucleation Theory introduced in Sec. 1.1 for bubble nucleation in bulk
liquid can be extended to include solid surfaces in the model [Skripov et al., 1988].
Within sharp interface and quasi equilibrium assumptions, results show that hetero-
geneous process is greatly enhanced with respect to the homogeneous counterpart,
since it has smaller energetic cost. As a consequence, apart notable exeptions [Azouzi
et al., 2013] vapor nucleation is always heterogeneous. The grand potential for a
solid−liquid−vapor system is
Ω = −PlVl − PvVv + γlsAls + γlvAlv + γsvAsv, (1.3)
where it is taken into account the cost for each sharp interface between solid (s),
liquid (l), and vapor (v) phases. When solid surface is flat, vapor nucleus is a
spherical cap (see Fig. 1.4(a)). The contact angle θY , where Y stands for Young
angle, satisfies the following relation:
θY ≡ (γvs − γls)/γlv. (1.4)
Expliciting grand potential (1.3) for heterogeneous nucleation on a flat surface reads
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∆Ω(Vv) ≡ Ω(Vv)− Ω(0) = ∆P Vv + (γvs − γls)Avs + γlvAlv
= ∆P Vsp
[
1
4
(1 + cos θY )
2(2− cos θY )
]
+ γAsp
[
1
4
(1 + cos θY )
2(2− cos θY )
]
= ∆Ω(Vsp)
[
1
4
(1 + cos θY )
2(2− cos θY )
]
(1.5)
where Vsp and Asp are volume and area of a spherical bubble with the same radius
as the cap, and ∆Ω(Vsp) is the homogeneous CNT barrier of a bubble having volume
Vsp.
,
Figure 1.4: Vapor bubble nucleating on a concave (top), flat (middle), and con-
vex (bottom) surface. The angle θY is the Young contact angle. (b)Wetting angle
function.
The term in the square brackets ψ(θY ) =
[
1
4
(1 + cos θY )
2(2− cos θY )
]
is called
wetting angle function. Its monotonically decreasing profile is shown in Fig. 1.4(b).
Since ψ(θY ) ≤ 1, free energy barrier in the heterogeneous case is smaller than
homogeneous counterpart. This explains why in actual systems vapor nucleation
occurs at surfaces.
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1.4 Superhydrophobicity
In this thesis, the broad issue of thermodynamical and dynamical characterization of
liquid/vapor transition paths under confinement has been addressed in the specific
framework of superhydrophobic surfaces.
Superhydrophobicity, or Cassie-Baxter state, arises from the stabilization of va-
por pockets within the surface defects of an hydrophobic surface. Liquid droplets
deposited on superhydrophobic surfaces exibits an high contact angle (the angle
where the liquid/vapor interface meets the solid) with low hysteresis. In general,
the hysteresis of the contact angle originates from pinning and depinning from geo-
metrical defects when liquid advances or receeds above the surface [Johnson Jr and
Dettre, 1964,Joanny and De Gennes, 1984]. Pinning of the triple line is sketched in
Fig. 1.5, in which the range of the possible contact angles is shown for a sharp corner
having angle ϕ.
,
Figure 1.5: Range of possible contact angles θY ≤ θ ≤ pi−ϕ+θY on a surface having
a sharp corner with angle ϕ. The range of the possible contact angle at the corner
is shown with the grey shaded area.
The actual angle θ of a static droplet deposited on a superhydrophobic surface
is in the range θr < θ < θa, where θr is the minimum contact angle just before drop
movement, when the triple line (the line at which interfaces of the three phases meet)
starts to reced from its pinned position, and θa is the maximum contact angle when
the droplet is advancing.
The most important property arising from contact angle hysteresis is that a
droplet can remain attached to the surface also when it is tilted. This would be
impossible if the angles of the andvancing and receding side of the drop were the
same. The force that balances gravity when surface is tilted is the hysteresis force
defined as
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H = γlv(cos(θr)− cos(θa)). (1.6)
Hydrophobic chemistry and texturation of the surface allow to minimize this hys-
teresis force, promoting the mobility of the droplet [Lafuma and Quéré, 2003]. This
property of superhydrophobic surfaces is known as “Lotus” effect and produces the
self-cleaning ability. Indeed, rolling on the Lotus leaf droplets capture dust [Barthlott
and Neinhuis, 1997], that is tipically hydrophilic.
There are several other examples of biological surfaces that exibit superior water-
repellency properties. The nanogrooves on the microsetae structures of water striders
legs allows their effortless movement on water. Salvinia molesta leaves are able to
sustain an air layer when submerged, due to their egg-beater like shaped airs. These
biomaterials have inspired researcher with the aim of create engineering applications
both for submerged and in air applications. Indeed, in addition to self-cleaning, other
properties arise from the low hysteresis of contact angle, such as non-wettability, and
anti-biofouling.
1.4.1 Cassie and Wenzel model
In order to understand the origin of superhydrophobicity in ducks feathers, Cassie
and Baxter imagined that the surface was not completely wet, and roughnesses were
filled with air, with the subsequent formation of a flat liquid-vapor interface [Cassie
and Baxter, 1944]. The configuration is schematically shown in Fig. 1.6 (right).
,
Figure 1.6: Sketch of superhydrophobic surface with rectangular grooves having
height h, width c, and with crest widht a. Wetted Wenzel state is shown on the left,
while Cassie state is shown on the right.
Defining f1 and f2 the area fractions corresponding to solid-liquid and liquid-
vapor interfaces, the surface term in the grand potential normalized per unit of
projected area is
CHAPTER 1. INTRODUCTION 11
∆Ω(s)
A
= f1(γsl − γsv) + f2γlv, (1.7)
where the reference surface grand potential is the one of pure liquid phase Ωref =
γsvAtot. Using Eq. (1.7), the apparent contact angle can be defined, in analogy with
Young relation (1.4), as [Cassie and Baxter, 1944]
cos θ∗ =
∆Ω(s)
Aγlv
= f1 cos(θY )− f2, (1.8)
where θY = (γvs − γls)/γlv is the Young angle defined in previous section. Eq. (1.8)
can be generalized to solid with an heterogeneous chemistry or complex interfaces as
cos θ∗ =
∑
i
fi cos θY,i, (1.9)
where θY,i is the contact angle for chemistry i. From Eq. (1.9) it is clear that
the appearent contact angle is a weighted average of the contact angle at different
chemistries, where the weights are the relative area fractions. Defining the solid
fraction when there is a sinlge solid spiecies as ϕs, Eq. (1.8) can be rewritten as
cos θ∗ = ϕs cos θY − (1− ϕs), (1.10)
known as Cassie formula. When the same system is considered in the completely
wet state, the surface energy per unit of projected area is
∆Ω(s)
A
= r(γsl − γsv), (1.11)
where r is the roughness factor, defined as the ratio between actual surface and
projected area. In this case the apparent contact angle is
cos θ∗ = r cos θY , (1.12)
that is named after Wenzel, the first to derive it. Equations (1.10) and (1.12) are
derived via energy arguments that can be summarized as cos θ∗ = −∆Ω(s)/(Aγ).
These correspond to the statement that, for hydrophobic surfaces, the system tend
to maximize the apparent contact angle while, for hydrophilic surfaces, to minimize
it.
This argument is shown in Fig. 1.7, where solid lines corresponds to the config-
urations having minimal energy between Cassie and Wenzel states. For θY ∼ pi/2,
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Figure 1.7: Apparent contact angle θ∗ on a rough surface as a function of the Young
angle. The values are predicted with Wenzel equation (1.12) (black line), Cassie
equation (1.10) for an hydrophobic surface (red line), and Cassie equation (1.10) for
an hydrophilic surface (blue line).
Wenzel state is more stable. For large θY (hydrophobic surfaces), Cassie state is
favoured. In presence of very hydrophilic surfaces, θY < pi/2, the surface roughness
are filled with liquid and the the contact angle is computed for a liquid solid surface
with Eq. (1.9), where θY of the liquid is zero. The corresponding state is called su-
perhydrophilic. The coexistence angle for which surface energy of Wenzel and Cassie
is the same is
cosθY = ±1− ϕs
r − ϕs . (1.13)
The results shown in Fig. 1.7 highlight that, under certain conditions, two states
are possible corresponding to different surface energies. Dashed lines correspond
to metastable states associated to an higher surface energy with respect to stable
states, shown with solid lines. If Cassie and Wenzel state are separated by large
free energy barriers with respect to the thermal energy, the transition from one state
to the other is thermally activated and occurs on a long timescale. Next sections
are devoted to discuss the state of the art in the characterization of wetting (Cassie
to Wenzel) and dewetting (Wenzel to Cassie) transition paths. This subject has
a fundamental relevance in an applicative context, since wetting transion produces
the loss of the superhydrophobic state and all the related properties. Therefore
the kinetic characterization of these transitions allows to identify design criteria to
prevent wetting and favour the restore of Cassie state. In particular, the limits of
the quasi equilibrium approach are discussed. This would provide a framework to
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introduce the variety of dynamical effects that can be captured with the atomistic
simulation carried out in this thesis, crucial to understand the kinetic mechanism of
the transitions.
1.4.2 Wetting and nucleation paths at textured surfaces
Actual surfaces are usually characterized by complex geometries with defects and as-
perities. When a rough surface is combined with hydrophobic coating, the presence
of trapped gas or vapor pockets has a catalytic action that strongly enhances the
inception of cavitation, i.e.the expansion of vapor cavities when subject to negative
pressures [Giacomello et al., 2013]. Cavitation of gas pockets, followed by the liquid
replacing the gas in the cavity, is the first of the mechanism by which superhydropho-
bicity is lost. The second one is the intrusion of the liquid in the surface defects, i.e.
the transition in the wetted Wenzel state.
One of the main method to investigate the mechanism of catalysis induced by
surface defects is the one developed by [Atchley and Prosperetti, 1989] and applied to
the crevice model. It is based on a force balance between the expanding forces, due
to gas pressure within the bubble, and the collapsing ones, due to surface tension.
The approach of crevice model is able to accurately evaluate the cavitation spinodal
pressure of gas pockets trapped in axisymmetric asperities, i.e.the pressure at which
the process occurs spontaneously with zero energetic cost. However, since the model
is based on a mechanical derivation, it does not take into account metastabilities.
Therefore, thermodynamical condition at which the process is thermally activated
cannot be studied.
The approach adopted in Sec. 1.1 and 1.3 to study bubble nucleation in bulk
liquid and near an ideally flat surface cannot be easly extended to investigate liq-
uid/vapor phase transition under confinement in complex geometrie. Indeed, in
presence of surfaces with generic shapes, the procedure of the minimization of the
functional (1.3), that is able to highlight the presence of metastabilities, could be a
difficult task. In these circumstances the analytic approach must be replaced by a
numerical approach. The Continuum Rare Event Method (CREaM) has been de-
veloped to overcome this issue [Giacomello et al., 2012a]. Consistently with CNT,
CREaM is based on the assumption that the process is quasi-static. It finds the
most probable vapor domain configuration at a given value of vapor volume Vv. The
procedure consists in a numerical minimization of the functional (1.3), conditioned
to VV = const. The implementation for different values of Vv allows one to identify
the expected quasi-static path, i.e. the sequence of configurations that minimize the
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energetic cost along the transitions. The conditional minimization leads to two con-
ditions. The first one is the Young equation for the contact angle θY (see Eq. (1.4)),
while the second one is the modified Laplace equation,
J =
Pl − Pv − λ
γlv
, (1.14)
where J = 1/R1 + 1/R2 is twice the mean curvature of the interface between liquid
and vapor and λ is the Lagrange multiplier necessary to impose Vv = const. For
λ = 0, i.e. when the system is at an extremal point (local minima, maxima, saddle
points), the standard Laplace equation is recovered.
CREaM has been used to study vapor nucleation within asperities with several
geometries. Bubble morphology and free-energy profiles in three different cases are
reported in Fig. 1.8.
,
Figure 1.8: Nucleation paths (left), bubble curvature versus volume (center), and
nucleation free energy profiles (right) computed with CREaM for (a) 2D squared pore
and 3D (b) wide and (c) narrow conical crevice. Dimensionless quantities are used:
V˜v = Vv/L
d, where d is the dimensionality of the system and L is a characteristic
lenght of the surface texture, j˜ = JL and ω˜ = Ω/(γlvLd−1). Free energy are shown
for different nucleation numbers: Nnu ≡ −L∆P/γlv.
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For the rectangular pore, the quasi-static approach of CREaM predicts a nu-
cleation path that starts from one of the two bottom corners of the pore (green
line). The meniscus then become simmetric and climbs up the pore until it gets
pinned to the corners at the top of the corrugation (blue line). This first part is
the dewetting transition from the Wenzel to the Cassie state. Finally, the triple line
depins and the bubble grows as a circular segment (red line). Since the path is made
of configurations that minimize the interface cost at each value of VV , the wetting
transition from Cassie to Wenzel state is expected to follow the same intermediate
configurations under the quasi-static assumption (see Fig. 1.9). It is expected to
start from the Cassie state with a flat meniscus intruding in the pore and finish with
an asymmetryc bubble at one of the bottom corner of the pore that progressively
collapses.
Atomistic quasi equilibrium free energy calculations confirmed the presence of
an asymmetric bubble at the last stage of wetting and at the beginning of vapor
nuclation within a square hydrophobic pore [Giacomello et al., 2012b].
,
Figure 1.9: Atomistic transition paths from Cassie to Wenzel state. Panel (A) shows
each of the two specular paths, while panel (B) shows their ensemble average.
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The asymmetric quasi-static path of wetting and nucleation resulting from atom-
istic simulation and continuum calculation has been rarely observed in experiments.
Laser Scanning Confocal Microscopy has been employed in [Lv et al., 2015] to ob-
serve in situ the last stage of the collapse of superhydrophobicity. Experiments reveal
the presence of both symmetric and asymmetric meniscus (see Fig. 1.10). However,
the observation of the asymmetric path has been attributed to the presence of hy-
drophilic impurities at the bottom of the pore, due to the prior liquid intrusion and
extrusion within the same pore. When the bottom of the pore is textured, preventing
the persistance of residual droplets, unlike simulations only symmetric pathway is
observed (see Fig. 1.11).
,
Figure 1.10: Symmetric (left) and asymmetric (right) configurations of bubble col-
lapse within a micron-sized pore [Lv et al., 2015].
The mismatch between the quasi-static asymmetric path and the actual sym-
metric path observed in experiments suggest that quasi-static hypothesis of classical
models might be, in some cases, not realistic. One of the main aim of this work is to
perform atomistic simulations able to capture the dynamical effects that deviate the
path from the expected quasi-equilibrium one, providing a framework to interpret
experimental observations. Next section will be devoted to clarify the mechanism by
which kinetic and inertial effects might affect transition paths.
1.5 Beyond quasi static picture: kinetic and inertial ef-
fects
Quasi-static continuum and atomistic methods introduced so far to describe wetting
and nucleation phenomena assume that the system is always at the conditional equi-
librium along transition paths from one metastable state to another. In other words,
at each intermediate value of the variable that monitors the advancement in the
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,
Figure 1.11: Liquid intrusion within a pore with textured bottom. The hierarchical
structure prevents formation of residual droplets, therefore only symmetric path is
observed [Lv et al., 2015].
transition path, the system oscillate around the minimum energy configuration. In
the case of vapor nucleation within a bulk liquid and from a flat surface (Sec. 1.1 and
Sec. 1.3), this condition implies a spherical shape of the forming bubble, since this
configuration minimizes the energetic cost due to the formation of the liquid/vapor
interface.
In the less trivial case of confined vapor nucleation and wetting, numerical studies
have shown that the liquid/vapor meniscus shape is expected to be flat for low liquid
filling level, and relax to a configuration with an asymmetric bubble at one of the
bottom corner, when the liquid touches the bottom wall (see Fig. 1.9). However,
quasi equilibrium is a strong assumption that might be violated in actual conditions,
when the process occurs at finite speed. Indeed, under kinetic and inertial effects,
actual transition paths may deviate from the ideal ones.
In [Wang et al., 2008], the role of kinects effects has been addressed in homo-
geneous bubble nucleation within a superheated liquid. Using atomistic simulations
not based on the quasi equilibrium assumption, the authors demonstrated that the
inception of vapor growth is triggered, at the first stage, by hot spots, i.e. local fluc-
tuations of temperature above the equilibrium one. However, the role of hot spots
and other dynamical phenomena in bubble nucleation has been questioned and is
still an open question [Diemand et al., 2014].
In general, in order to investigate the mechanism of a transition revealing the
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presence of kinetic effects, observables such as temperature, bubble expansion rate,
or fluid velocity must be evaluated at different times along the same transition path.
This would allow to highlight e.g the presence of statistical correlation between the
inception of the transition and the dynamical properties of the fluid before and
during the event itself. Simulations should be therefore able to produce dynami-
cal trajectories rather than a sequence of configurations at conditional equilibrium.
Among simulation techniques able to go beyond quasi equilibrium picture, one pos-
sible approach is the one of Forward Flux Sampling that has been widely employed
in this work, since it allows the sampling of reactive trajectories. The details of this
technique will be described in Chap. 3.
Deviation from the reversible quasi equilibrium path may also arise as a conse-
quence of the “inertia” of the system in its motion through the free-energy landscape.
Within quasi-static picture, when the system is not at the conditional equilibium
state, it is expected to relax to the minimum energy configuration. However, if the
velocity is high enough along the reaction coordinate perpendicular to the relax-
ation direction, the system might not have enough time to reach the conditional
equilibrium.
A B
I
II
q
∆
Ω
(q
)
,
Figure 1.12: Separate reaction channels I and II that connect the two metastable
states A and B. Channel I has the highest barrier but it can be preferred in the A
to B transition since, near A, the slope of the profile is lower.
An illustrative case to introduce the effect of dynamics in one of the many possible
scenarios is a free energy landscape with two metastable states, A and B, connected
by two separated channels, I and II (see Fig. 1.12). The channel with the lowest
barrier is II. Reasonably, transition from A to B would start more likely following
channel I, since it has a lowest slope and therefore the corresponding states will be
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more populated. If inertia along the reaction coordinate q is high and the friction
is low, the displacements to B would continue following this path, even if it has an
highest free-energy barrier. From B to A, the system is instead expected to follow the
channel II due to the fact that, near to B, it has the lowest slope. In this second case,
the dynamical path is expected to correspond to the ideal minimum-energy barrier,
that corresponds to the one that would be identified by quasi-static methods.
In general, if the transition is very fast, actual configurations might differ from the
expected ones because the relaxation time could be comparable with the typical time
of the transition. In the case of homogeneous bubble nucleation, at quasi equilibrium
bubble is expected to be spherical at each stage. However, if the nucleation event
starts with an elongated vapor cavity due to thermal fluctuations, the asymmetry
might persist along the nucleation path if bubble expansion is very fast (see Fig. 1.13.
The case of an asymmetric vapor bubble expansion, discussed in the results section
of this thesis (Ch. 5), constitutes a dynamical effect that can be captured uniquely
with dynamical simulations.
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Figure 1.13: 2D Density field during vapor nucleation within a bulk super-heated
liquid. The asymmetric shape, that can be interpreted as a deviation from the
minimum energy path, is preserved during expansion.
This work also investigates how inertial effects affect vapor nucleation and wetting
pathways under confinement in nanotextured surfaces. In this case a more complex
phenomenology arises, connected to the symmetry properties of the liquid vapor
meniscus during liquid intrusion and extrusion within pore.
The atomistic simulations presented in Ch. 6 are designed to investigate the origin
of the mismatch between experimental and quasi-static transition during the liquid
intrusion within a single pore discussed in previous section.
The free energy profiles of the vapor configurations between Cassie and Wenzel
states has been evaluated in the atomistic and continuum calculations carried out in
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Ref. [Giacomello et al., 2012b]. In the wetting of a square pore, theory predicts that
the most probable quasi equilibrium path passes through the formation of a bubble
at one of the two corners at the bottom of texturation. However, in the experiments
performed in Red. [Lv et al., 2015], both the symmetric and asymmetric transition
paths are found in the collapse of super-hydrophobicity on a surface patterned with
cylindrical nanopores. Moreover, the authors identified the symmetric pathways as
the “natural” one, attributing the asymmetric to the presence of impurities such as
residual droplets due to a prior use of the surface.
1.6 Thesis outline and objectives
This thesis presents the results obtained in a three-year Ph.D. program in Theoret-
ical and Applied Mechanics. The main objective is to design atomistic simulations
able to overcome the quasi-static picture of liquid-vapor phase transition. The recon-
struction of the actual transition paths is indeed crucial to characterize the dynamics
of the process and to interpret experimental observations.
The first stage of the work consisted in developing and testing methods able to
reproduce the properties of multi-phase systems within the framework of atomistic
simulations. In a relatively small molecular systems (O(103) atoms), a barostat that
keeps constant the global pressure, e.g. the Klein-Tobias-Martyna barostat [Martyna
et al., 1994], proved to be unable to control liquid pressure during bubble growth
and collapse. This circumstance prevents to properly compare simulations with
experiments and theory. To overcome this issue, a new local barostat has been
devised, based on the force balance between the liquid and solid walls acting as
pistons.
Once tested with Monte Carlo simulations, the protocol has been applied to sim-
ulate homogeneous bubble nucleation including dynamical effects. Molecular Dy-
namics was combined with Forward Flux Sampling (FFS), that reproduces actual
“reactive” trajectories. The dynamical properties of the system have been studied
analysing time-dependent observables, such as bubble expansion rate. Moreover,
simulation results allowed also to test the accuracy of forumulas routinely used to
estimate kinetic prefactor Γ0 in the Eyring expression (1.15) for the transition rate
k:
k = Γ0 exp(−β∆Ω(V ∗v )), (1.15)
where β is the inverse of temperature in units of Boltzmann constant kB, and ∆Ω(V ∗v )
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is the free-energy barrier.
Heterogeneous vapor nucleation and wetting have been studied in the proximity
of super-hydrophobic surfaces. Reactive trajectories have been obtained at different
thermodynamic conditions. The study was aimed at clarifying a mismatch between
the symmetry properties of the liquid/vapor meniscus observed in experiments and
the one in quasi-static simulations. Investigating the dynamical behaviour at several
pressure and temperature points allowed to discover the presence of multiple behav-
iors. In presence of relatively high energy barriers, dynamical trajectories follow the
minimum energy path. When the process is barrierless, inertia plays a role induc-
ing the meniscus shape to preserve the initial shape. An inertial and a non inertial
regimes have been identified in both wetting and de-wetting transitions. Within this
picture, that has a general validity, it is possible to develop a framework to interpret
experimental observations.
The thesis is organized as follows. In part I, continuum and atomistic methods
employed to study liquid/vapor phase transitions are discussed. In Ch. 2 Kramers
theory is discussed to derive an explicit analytic expression to estimate the transition
rate.
In Ch. 3, Molecular Dynamics algorithms and rare event methods adopded to
simulate vapor nucleation and wetting are introduced. Among quasi-static tech-
niques, Restrained Monte Carlo and Restrained Molecular Dynamics have been used
to evaluate nucleation and wetting free energies barriers. RMC can be implemented
using a non-analytical order parameter, i.e. the volume of the largest bubble in the
bulk system, while RMD requires analytical order parameters such as the number
of particles within a given volume in the simulation box. Dynamical trajectories are
instead generated using Forward Flux Sampling.
In part II, results will be discussed in detail. In Ch. 4 ,reproducing the paper [Mar-
chio et al., 2018],the simulation protocol devised to simulate the multi-phase system
is presented. The results obtained in the case of homogeneous nucleation are dis-
ussed, showing that an improper choice of the barostat algorithm can significantly
alter the values estimated for the nucleation rate. In Ch. 5, FFS results from the
study of homogeneous nucleation are presented. The problem is addressed both from
quantitative (estimation of transition rates) and qualitative (properties of reactive
paths) point of views. In Ch. 6, kinetics of confined liquid/vapor phase transition is
studied with Forward Flux Sampling. Transition paths in several thermodynamical
conditions are analysed, showing the presence of an inertial regime, in which trajec-
tories deviate from the expected quasi-static ones. This behaviour is addressed both
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for wetting and de-wetting transitions. The final chapter is left for conclusions.
Part I
Methods
23
Chapter 2
Continuum methods
This part of the thesis is aimed at summarize continuum and atomistic simulation
methods adopted in this thesis to characterize the energetic landscape, the kinet-
ics, and the mechanism of liquid/vapor phase transitions. In the context of vapor
nucleation and wetting of super-hydrophobic surfaces, these processes are studied
analysing the role of metastabilities.
This Chapter is aimed at discussing how the free-energy profiles obtained with
Classical Nucleation Theory, or other quasi equilibrium methods e.g CREaM (eq. (1.2)),
can be used within the context of Kramers theory [Zwanzig, 2001] in order to evalu-
ate the rate at which transitions occur. Firstly, the Kramers problem is introduced.
Then, relevant quantities in Kramers formula will be estimated within CNT and
other continuum theories.
2.1 Kramers problem and transition rate
Kramers problem consists in deriving an expression for the rate at which a Brownian
particle escapes from a potential well over a potential barrier.
For a complete discussion of Kramers theory the reader is referred to [Zwanzig,
2001]. In Ref. [Jungblut and Dellago, 2016], Kramers theory is specialized to study
nucleation and growth of crystals.
Kramers problem is sketched in Fig. 2.1. The process is described in terms of a
particle of position q, representing the reaction coordinate, moving according to the
overdamped dynamics over a potential U(q):
q˙ = −D(q)∂βU(q)
∂q
+
√
2D(q)(t), (2.1)
24
CHAPTER 2. CONTINUUM METHODS 25
where D(q) is the position-dependent diffusion coefficient, β = 1/kBT is the inverse
of temperature in units of Boltzmann constant kB, and (t) is Gaussian white noise.
For a particle that moves accordingly to Eq. (2.1), one may be interested in the
probability P (q, t) that the particle is at the position q at time t. In the overdamped
regime, P (q, t) obeys the Smoluchosky equation [Zwanzig, 2001], that is a special
case of Fokker-Plank equation valid in the limit of the overdamped regime:
∂P (q, t)
∂t
= −∂J(q, t)
∂q
, (2.2)
where
J(q, t) = −D(q) exp(−βU(q)) ∂
∂q
exp(βU(q))P (q, t). (2.3)
Figure 2.1: Sketch of Kramers problem: particle moves diffusively with coefficient
D(q) over the potential U(q). In order to evaluate the escape rate from the well, a
reflecting boundary is set at a while an adsorbing boundary is set at b. [Jungblut
and Dellago, 2016]
Starting from expressions (2.2) and (2.3), the aim is to derive an expression for
the mean first passage time (MFPT) τ(q), i.e. the mean time required for a system,
starting from q0, to reach q for the first time. A reflecting boundary is placed at a,
before the basin (a < q0), and an adsorbing boundary is placed in b, after the barrier
(b > q∗).
The MFPT satisfies the adjoint equation of (2.2):
exp(βU(q))
∂
∂q
D(q) exp(−βU(q)) ∂
∂q
τ(q) = −1. (2.4)
Dividing Eq. (2.4) by exp(βU(q)), integrating over q, dividing by D(q) exp(−βU(q)),
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and integrating once more over q reads
τ(q) =
∫ b
q0
1
D(x)
exp(βU(x))dx
∫ x
a
exp(−βU(y))dy. (2.5)
In the study of the escape from a potential well over a barrier, Eq. (2.5) can be
noticeably simplified. Assuming that D(x) does not change significantly between a
and b, one may notice that the variation of the first integrand is mainly due to the
exponential term. This last is large where U(x) is large, i.e. left and rigth of the
well. Moreover, for values of x far apart on the left side of the well the inner integral
does not have a significant contribution, since exp(−βU(y)) have large large values
only near the well region. As a consequence, the integration domain of the first
integral of (2.5) can be restricted to the region near the top of the barrier, denoted
by the symbol ∩. The inner integral of (2.5), is such that the main contribution in
the integration domain is obtained in proximity of the potential well. Therefore, in
this second case, integration can be carried out uniquely in the well region of the
potential, denoted by ∪:
τ(q) =
∫
∩
1
D(x)
exp(βU(x))dx
∫
∪
exp(−βU(y))dy. (2.6)
Assuming also that the shape of the potential is approximately parabolic near the
top of the barrier, Eq. (2.6) can be further simplified adopting the Laplace method.
Expanding U(q) in Taylor series up to the second order, near the maximum of the
profile q∗, one obtains
U(q) = U(q∗)− 1
2
ω2(q − q∗)2, (2.7)
where ω2 is the absolute value of the curvature at the top of the barrier ω2 =∣∣∂2U(q)/∂q2∣∣, and ∂U(q)/∂q = 0. Substituting the diffusion coefficient with a con-
stant D(q∗) equal to its value over the top of the barrier, and inserting (2.7) into
(2.6), reads
τ(q) =
exp(βU(q∗))
D(q∗)
∫
∩
exp(1/2βω2(q − q∗)2)dx
∫ ∞
−∞
exp(−βU(y))dy
=
√
2pikBT
ω
exp(βU(q∗))
D(q∗)
∫
∪
exp(−βU(y))dy,
(2.8)
where the integral over the top of the barrier has been extended from −∞ to ∞
CHAPTER 2. CONTINUUM METHODS 27
since the contribution of the integrand is not negligible only around q∗. The escape
rate from the potential well, i.e. the number of trajectories crossing the maximum
of the U(q) per unit time and per unit volume, is the inverse of MFPT divided by
the total volume of the system V
JKr =
1
V
1
τ(q)
=
1
V
ωD(q∗)√
2pikBT
exp(−βU(q∗))∫
∪ exp(−βU(y))dy
, (2.9)
where
P (q∗) =
exp(−βU(q∗))∫
∪ exp(−βU(y))dy
. (2.10)
is the probability density, properly normalized, to find the particle at q∗. Next
sections are devoted to specify analytic expressions for the unknown terms in Kramer
expression (2.9), in the case of vapor bubble nucleation: the potential U(y) and its
curvature ω (Sec. 2.2), and the diffusion coefficient at the top of the barrier (Sec. 2.3).
Here Kramers problem is considered in the overdamped regime. For a discussion
of non-overdamped situation the reader is referred to [Hänggi et al., 1990].
2.2 Nucleation rate from Classical Nucleation Theory
Results obtained in previous section can be used to obtain a rough estimation of
transition rates for thermally activated processes, such as vapor nucleation within
metastable liquids. In order to evaluate bubble nucleation rate from expression (2.9),
relevant quantities must be estimated from other theories. The reaction coordinate q
for this specific problem can be chosen as the volume of largest bubble in the system
Vv. In analogy with Kramers problem, vapor nucleation can be modeled as a diffusive
process with a diffusion coefficient D(Vv). The process is driven by a thermodynam-
ical force given by the derivative of the free energy ∆Ω(Vv) = −kBT lnP (Vv), where
P (Vv) is the probability that the largest bubble in the system has volume Vv.
Expression (2.9) can be made more explicit using the CNT profile for the free
energy barrier
∆Ω(Vv) = Ω(Vv)− Ω(0) = ∆P Vv + γlv
(
3Vv
4pi
)2/3
, (2.11)
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introduced in Sec. 1.1, where homogeneous nucleation has been discussed. Consis-
tently with CNT quasi equilibrium assumption, the area of the liquid vapor interface
is the surface of a sphere of volume Vv. Using Eq. (2.11), the free energy profile
maximum is ∆Ω(V ∗v ) = 16piγ3lv/3∆P
2, while the curvature at the top of the barrier
is
ω2 =
∣∣∂2Ω(q)/∂q2∣∣
Vv=V ∗v
=
∆P 2√
32piγ3
. (2.12)
Eq. (2.9) become
JKr =
1
V
∆P 2D(V ∗v )
8pi
√
γ3kBT
exp(−16βpiγ3lv/3∆P 2)∫
∪ exp(−β∆Ω(Vv))dVv
. (2.13)
At this point, an explicit expression for the diffusion coefficient at the top of
the barrier is still required. In [Menzl et al., 2016], an approach based on the use
of Raileigh-Plesset equation is proposed, whose main points are discussed in the
following section.
2.3 Bubble dynamics and diffusion coefficient
Following the work of [Menzl et al., 2016], the analytic expression for the diffusion
coefficientD(V ∗v ) at the top of the barrier is obtained using the Rayleigh-Plesset (RP)
equation, that describes bubble dynamics at the macroscopic level. RP equation
is the equation of motion for the volume Vv of a spherical bubble having internal
pressure Pv surrounded by a liquid with mass density m, shear viscosity η, pressure
Pl, and surface tension γlv:
mV¨v − mV˙
2
v
6Vv
= 4pi
(
3Vv
4pi
)1/3 [
Pv − Pl − 2γlv
(
4pi
3Vv
)1/3
− 4η
3
V˙v
Vv
]
. (2.14)
Neglecting inertial terms in left hand-side of Eq. (2.14), RP equation becomes
V˙v = −3Vv
4η
[
Pl − Pv + 2γlv
(
4pi
3Vv
)1/3]
= − 1
Φ(Vv)
d∆Ω
dVv
. (2.15)
Eq. (2.15) describes an overdamped motion over the CNT free energy profile
∆Ω(Vv), with friction Φ(Vv) = 4η/3Vv. The role of fluctuations, crucial at mi-
croscopic scale, can be included in the model by adding a random force F (t) =
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√
2kBT/Φ(Vv)(t), where (t) is white noise and the amplitude factor is evaluated
using the fluctuation dissipation theorem. At this stage, the diffusion coefficient can
be evaluated using the Einstein relation D(Vv) = 3kBTVv/4η. Inserting the expres-
sion for the critical bubble volume V ∗v = 32piγ3lv/3
∣∣∆P 3∣∣, one obtains the diffusion
coefficient at the top of the barrier:
D(V ∗v ) =
8pikBTγ
3
lv
η |∆P |3 . (2.16)
Once that Eq.(2.16) is inserted in the expression for the nucleation rate (2.13), the
only implicit term remains the integral at the bottom of (2.13) that cannot be eval-
uated explicitly. However, it can be carried out numerically using as the argument
of the exponential the free energy profile in units of kBT .
2.4 The Blander and Katz approach
An alternative approach to evaluate the nucleation rate of bubble within metastable
liquids, that is widely used in the literature, is the one derived by Blander and
Katz [Blander and Katz, 1975].
The basic assumption to derive Blander and Katz formula is that the number of
bubble of volume Vv per unit volume, nb(Vv), is proportional to the number density
of the metastable liquid n:
nb(Vv) = n exp−β∆Ω(Vv) (2.17)
This hypothesis is not rigorously justified. However the authors assume that it is
reasonable, due to the fact that the error on the prefactor is expected to be order of
magnitude less significant than the error in the estimation of the free energy barrier.
The last one indeed appears as the argument in the exponential term. Albeit its
inaccuracy, the Blander and Katz formula is routinely used due to its simplicity. For
homogeneous nucleation the formula is
JhomBK = n
√
2γlv
pimp
exp (−β∆Ω(V ∗v )), (2.18)
while for heterogeneous nucleation on a flat surface
JheteBK = n
2/3 (1− cos(θY ))
2
√
2γlv
pimp
exp (−β∆Ω(V ∗v )), (2.19)
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where θY is the Young angle (1.4) and mp is the mass of a fluid particle. The limits
of the Kramers and Blander and Katz formulas are addressed in Ch. 5, exploiting as
benchmark the results obtained from atomistic simulations and addressing separately
the role of the free energy estimation and the kinetic prefactor.
Chapter 3
Simulation methods
The main advantage of using atomistic simulations approach to study vapor nucle-
ation and wetting lies in the fact that it allows to go beyond the limitations and
approximation of continuum models. Liquid and vapor are modeled in terms of their
fundamental components, i.e. atoms or molecules, interacting via a suitable poten-
tial. In atomistic simulations, liquid/vapor interface can have a finite thickness and
bulk properties of each phase are not assumed to be homogeneous up to the interface.
The absence of these assumptions allows to obtain a more realistic description of the
phenomena, observing aspects that are not captured by continuum theories.
In this chapter Molecular Dynamics will be introduced in the context of statistical
mechanics. Discussing the problem of rare events, two different techniques will be
also described: Restrained Hybrid Monte Carlo (RhMC) and Forward Flux Sampling
(FFS). The first one is exploited in this thesis to characterize the energetic landscape
of the process under investigation, the second one to describe the kinetic mechanism
and the properties of the dynamical trajectories.
3.1 The microcanonical ensemble
In statistical mechanics, the macroscopic properties of physical systems are derived
in terms of their fundamental components. Macroscopic observables are connected
to the microscopic ones, providing a tool to compute relevant physical quantities and
derive general thermodynamical laws [Huang, 2009,Tuckerman, 2010].
Let us consider an isolated physical system made of N ≈ 1023 particles in a vol-
ume V . Its state is defined by the canonical coordinates q1, q2, ..., q3N and conjugate
momenta p1, p2, ..., p3N of each particle.
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The state of the system can be identified as a point in the 6N dimensional phase
space and its time evolution as a trajectory in the same space. The time evolution
of an isolated system is governed by Hamilton equation:q˙i =
∂H(Γ)
∂pi
p˙i = −∂H(Γ)∂qi .
, (3.1)
where Γ = {q1, q2, ..., q3N , p1, p2, ..., p3N} and H(Γ) is the Hamiltonian of the system.
The trajectory produced by Eq. (3.1) lies on the 6N − 1 dimensional ipersurface,
identified by the constraint H(Γ) = E, where E is the total energy of the system.
If a number of particles of the order of the Avogadro number interact via an highly
non linear potential, the numerical resolution of Eq (3.1) is unaffordable, due to the
limits of computational resources. Therefore, position and velocity of each single
particles cannot be known at each time.
However, since interest is mainly aimed at the macroscopic properties of a physi-
cal system rather then at each microscopic details, the notion of Gibbs ensemble has
been introduced. An ensemble is a collection of replica of the same system which
have in common the value of a set of macroscopic observables. Each ensemble is
defined by the probability density function (PDF) in the phase space.
The PDF ρ(Γ, t) is such that ρ(Γ, t)d6NΓ is the probability that, at time t, the
system is found in the small volume d6NΓ around point Γ. From this definition, it
follows that
ρ(Γ, t) ≥ 0 (3.2a)∫
ρ(Γ, t)d6NΓ = 1. (3.2b)
If the PDF of the ensemble is known, macroscopic observables O(t) can be eval-
uated as the expectation values defined over the phase space Oˆ(Γ):
O(t) = 〈Oˆ〉t =
∫
Oˆ(Γ)ρ(Γ, t)d6NΓ. (3.3)
Since microcanonical ensemble is a collection of systems evolving with the same
energy, from Eq. (3.2b) we deduce that a conserved quantity exists. Starting from
this observation, Liouville equation for the time evolution of phase space density can
be derived [Tuckerman, 2010]:
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∂
∂t
ρ(Γ, t) + {ρ(Γ, t), H(Γ, t)} = 0. (3.4)
where symbol {·, ·} indicates the Poisson brackets. At equilibrium, the Hamiltonian
and the phase space PDF do not depend explicitly on time. Therefore ∂ρ/∂t = 0
and equation (3.4) reduces to:
{ρ(Γ), H(Γ)} = 0, (3.5)
for which the general stationary solution is a function that depend on p and q uniquely
via the system Hamiltonian
ρ(Γ) =
ρ′(H(Γ))
Z
, (3.6)
where Z, the partition function, is the normalization defined as
Z =
∫
ρ′(H(Γ))d6NΓ (3.7)
The PDF ρ(Γ) has non zero values only where the macroscopic conditions of the
specific ensemble are satisfied.
A generic isolated system is described by microcanonical ensemble. It has N
particles, volume V and energy between E and E + ∆E. Assuming that all the
accessible states have the same probability to be visited, ρ(Γ) is such that:
ρ(Γ) =
{
cost se E < H(Γ) < E + ∆
0 otherwise.
(3.8)
The concept of ensemble can be extended to several thermodynamical conditions.
At equilibrium, system coupled with thermostat, barostat or particles reservoirs can
be studied defining other equilibrium ensembles.
For example, a system at constant temperature, number of particles and volume
is described by the PDF of the canonical ensemble:
ρc(Γ) =
exp(−βH(Γ))
Zc(N,V, T )
(3.9)
where β = 1/kBT is the inverse of temperature in units of the Boltzmann constant
kB, and Zc(N,V, T ) is the canonical partition function.
Coupling the system with a barostat and a thermostat produces the PDF of the
isobaric isothermal ensemble in which pressure, temperature and number of particles
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are constant:
ρi(Γ) =
exp(−βPV ) exp(−βH(Γ))
Zi(N,P, T )
. (3.10)
where and Zi(N,P, T ) is the partition function of isothermal isobaric ensemble.
Once that the ensemble concept has been introduced, the next step is to de-
fine the connection of the statistical theory with thermodynamics and the physical
observables. For microcanonical ensemble, the relation that connects the entropy
function of state to the volume of the phase space accessible to the system is:
S(E, V,N) ≡ kBlogZ(E, V,N), (3.11)
where kB is the Boltzmann constant and Z(E, V,N) is the partition function of
microcanonical ensemble:
Z(E) ≡
∫
E<H(Γ)<E+∆
d6NΓ. (3.12)
From the entropy expression it is possible to derive all the quantities of physical
interest, using Maxwell relation:
1
T
=
(
∂S
∂E
)
N,V
P
T
=
(
∂S
∂V
)
N,E
µ
T
= −
(
∂S
∂N
)
V,E
. (3.13)
Analogous relation can be obtained for the other ensembles [Huang, 2009].
3.2 Brief overview on Classical Molecular Dynamics
The discussion of previous section has shown that macroscopic properties of physical
systems can be evaluated as ensemble average of functions defined over phase space.
Let us consider the trajectory of a system, obtained solving (3.1), that visits in an
infinite time all the accessible points in the phase space with a frequency proportional
to the PDF. A system of this type satisfies the ergodic hypothesis, according with the
ensemble average is equivalent to a time average over a trajectory of infinite length:
< Oˆ >=
∫
d6NΓOˆ(Γ)ρ(Γ) = lim
T→∞
1
T
∫ T
0
dtOˆ(Γ(t)) ≡ Oˆ, (3.14)
The trajectory of an ergodic system can be interpreted as a sampling of the
ensemble PDF. Macroscopic properties can be evaluated as time averages over the
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trajectory obtained integrating the equation of motion. This concept is at the basis
of Equilibrium Molecular Dynamics. The procedure consists in selecting a represen-
tative sampling of the elements that constitutes the system, modeling the interaction
among these elements and integrating numerically the equation of motion with ap-
propriate algorithms.
The equation of motion in the Hamiltonian form are the starting point to recon-
struct the trajectory in phase space. When canonical coordinates coincide with the
positions of the particles, i.e.
(q1, q2, q3, ..., q3N−2, q3N−1, q3N ) = (r1x, r1y, r1z, ..., rNx, rNy, rNz)
and
(p1, p2, p3, ..., p3N−2, p3N−1, p3N ) = (p1x, p1y, p1z, ..., pNx, pNy, pNz),
Eq. (3.1) can be written as: r˙i =
pi
mi
p˙i = Fi(r1, ..., rN ).
(3.15)
A good integration scheme for (3.15) should be time reversible and preserve
the conserved quantities of the dynamics. Velocity verlet algorithm satisfies this
requirements for the microcanonical ensemble:
ri(t+ h) = ri(t) +
pi(t)
mi
h+
1
2
Fi(r(t))
mi
h2 (3.16a)
pi(t+ h) = pi(t) +
1
2
(Fi (r(t)) + Fi(r(t+ h)))h. (3.16b)
The equations of motion (3.15) can be extended in order to simulate systems at
constant pressure and/or temperature. The integration algorithms of these extended
equations are widely employed since they better describe experimental conditions.
Typically, additional degrees of freedom are introduced in order to mimic the effect
of barostat and thermostat. For a more detailed discussion of this topic, the reader
is referred to [Tuckerman, 2010]. Once that the appropriate algorithm has been cho-
sen, thermodynamical quantities can be evaluated by averaging over the trajectories
suitable observables defined over the phase space.
The following relations, that can be obtained by applying the generalized equipar-
tition theorem, define the global pressure P and temperature T .
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P =< Pˆ >=
1
3V
〈
N∑
i=1
p2i
2m
+
∑
i<j
rijFij
〉
(3.17)
T =< Tˆ >=
1
3NkB
〈
N∑
i=1
p2i
2mi
〉
. (3.18)
3.3 Rare events
The brute force integration of classical equations of motion (3.1) for a system made
of thousand of particles can be typically carried out for a time interval of the order of
microseconds. Sometimes the processes under investigation are transitions between
metastable states, i.e. minima in the free energy surface. If the energy required to
switch from one metastable state to another is significantly higher than the thermal
energy kBT available to the system, transitions would occur infrequently and, possi-
bly, on timescales not accessible to MD. In such conditions, the system is expected to
have a persistent motion around one of the minima, preventing a complete sampling
of the phase space. This kind of process is usually referred to as an activated event.
Several methods have been developed to cope with rare events. These are aimed
at addressing typical question such as the identification of the mestastable states,
the mechanism of the transition from one state to another, and the evaluation of
the transition rate. In the following sections two different rare events methods are
discussed. The first is Restrained Monte Carlo, used in this work to characterize
the free energy landscape of bubble nucleation within a metastable liquid. The
advantage of this technique is that it can be used also with non analytic collective
variables, i.e. non analytic function of particles coordinates. The second technique
here discussed is the Forward Flux Sampling (FFS). Here FFS has been used to
evaluate transition rate and characterize the kinetic mechanisms of heterogeneous
nucleation and wetting of nano-structured surfaces. FFS, which allows to obtain an
ensemble of reactive trajectories, allows to identify dynamical effects that are missing
in quasi-equilibrium methods such as Restrained Monte Carlo.
3.3.1 Collective variables
Rare events can be described with fewer degrees of freedom with respect to the
6N phase space variables. Observables that are function of atomistic coordinates
can be defined, that are usually called collective variables or, sometimes, reaction
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coordinate or order parameter. In the following a generic collective variable function
of the atomic coordinates r = (r1x, r1y, r1z, ..., rNx, rNy, rNz) is indicated as (r).
Depending on the specific problem, one can define ad hoc collective variables that
are able to monitor the progress of the transition. When a collective variable is used,
the PDF in the phase space ρ(Γ) can be replaced with the PDF that the collective
variable assumes a specific value z:
P (z) =
∫
ρ(Γ)δ((r)− z)dΓ. (3.19)
The probability P (z) is proportional to the number of available states that are
compatible with the condition (r) = z. Starting from Eq. (3.20), one can define the
Landau free energy related to the collective variable
F (z) = −kBT lnP (z). (3.20)
From the free energy profile in Eq. (3.20), the energy barriers in units of kBT that
separates the metastable states, as well as the relative stability of the profile minima
can be evaluated. In the study of the Cassie/Wenzel transition in a rectangular
groove, whose results are discussed in Ch. 6, the collective variable has been chosen
as the number of particles within the pore (r) =
∑N
i=1 χ(ri) (see Fig. 3.1), where
χ(ri) = 1 if the position ri of the particle i is inside the pore, 0 otherwise. This
analytic function of the atomistic variables is not appropriate when vapor nucleation
is not localized. In the study of homogeneous nucleation (Ch. 4 and 5), where
the inception of vapor phase can occur at any point of the simulation box, a non
analytical collective collective variable has been adopted that is able to estimate the
volume of the largest vapor bubble within the liquid bulk. One of the procedure
that can be used to evaluate this collective variable is the M-method developed
by [González et al., 2014].
The M-method consists of four different steps. Particles are classified as liquid-
like if they have more than five particles within 1.6 σ, and vapor-like otherwise. A
grid is defined over the simulation box, to partition it into cells that contains at most
one particles. A cell is labeled liquid or vapor if it contains a liquid-like or vapor-like
particle. Empty cells are classified analysing both the first and second neighbors
cells. If the number of nearest neighbor face-sharing empty/vapor cells is 7 or more
also the number of second nearest neighbor face-sharing empty/vapor is evaluated.
If also the number of these cells is 7 or more, the original empty cell is labeled as
vapor. Once this procedure is carried out assigning each cell to vapor or liquid, a
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Figure 3.1: Schematic representation of the collective variable used to study the
mechanism of the Cassie/Wenzel transition.  is the number of particle within the
volume of the pore.
cluster analysis is performed on the vapor cells and the size of the largest bubble
is established as the total volume of largest cluster of interconnected cells, i.e. cells
sharing a face or a corner. The istantaneous shapes of a growing bubble obtained
with the M-method are shown in Fig. 3.2.
Figure 3.2: Instantaneous shapes of a vapor bubble at different volumes. The points
are the cells of the grid assigned to the largest vapor domain in the system.
3.3.2 Sampling free energy landscape: Restrained Hybrid Monte
Carlo
The energetic landscape of homogeneous vapor nucleation has been characterized in
this thesis using the Restrained hybrid Monte Carlo (RhMC) approach, developed
in Refs. [Ciccotti and Meloni, 2011, Elena et al., 2013]. This method allows to use
non-analytical collective variables and we use it in conjuction with the volume of the
largest vapor bubble in the system.
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Standard Monte Carlo (MC) method that produces the sampling of e.g. isother-
mal isobaric ensemble consists in alternating particles and volume moves. A single
particle is randomly selected and displaced. The move is accepted or rejected accord-
ing to the Metropolis criterion. Then, a volume move is performed with a random
(isotropic) expansion/compression obtained, in practice, rescaling particles positions.
The volume move is accepted or rejected on the basis of the energy and PV values
before and after the move. A complete discussion of standard Monte Carlo method
can be found in Ref. [Frenkel and Smit, 2001].
The conventional approach of MC in which a single particle is subjected to a
random displacement is highly inefficient in our simulations of homogeneous nucle-
ation. The order parameter, computed via the expensive procedure of the M-method
described in previous section, must be evaluated at each step. The efficiency can be
increased using the hybrid Monte Carlo (hMC) approach in which, at each timestep,
the displacement of a single atom is replaced by a collective displacement of the
entire system according to a short MD trajectory.
In the first step, a short NVE MD simulation is integrated, starting from current
positions and extracting momenta from a Maxwell-Boltzmann distribution at the
relevant temperature. The global move is accepted with probability
αacc = min{1, exp[−β[H ′ −H]}, (3.21)
where H ′ and H are the extended Hamiltonian of the system before and after the
move, respectively. The extended Hamiltonian is the sum of kinetic, K(p), and
(physical) potential energy, U(r), plus a biasing potential energy term which forces
the system to visit configurations in which VV fluctuates around the target value
V ∗V : H(p, r;V
∗
V ) = K(p) + U(r) + k/2(VV (r) − V ∗V )2; k is the coupling constant
determining the degree of fluctuations allowed to the volume of the bubble. The
value of k is tuned in order to have an acceptance ratio of ∼ 30%. The second
MC step consists in a change of the volume of the system. The volume move is
accepted/rejected according to the probability:
αacc = min{1, exp[−β[(H ′ + PV ′)− (H + PV )] +N ln(V ′/V )}, (3.22)
where H ′ and H, V ′ and V are the extended Hamiltonian and volume of the system
before and after the move, P is the target pressure and N is the number of particles.
Differently from standard MC, the acceptance criterion takes into account also
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the initial and final kinetic energy. In the hMC the Hamiltonian which generates the
MD dynamics could be different from the one adopted in the acceptance test [Duane
et al., 1987,Mehlig et al., 1992]. Since the dependence on r in VV (r) is non-analytical,
here we choose to use the physical potential U(r) to generate the dynamics and the
restrained potential Uk(r) = k/2(VV (r)− V ∗V )2 for the MC acceptance.
The restrained potential allows to sample configurations consistent with the pres-
ence of a bubble with a given volume and compute the free energy barriers of nucle-
ation [Ciccotti and Meloni, 2011,Elena et al., 2013]. Following Ref. [Bonella et al.,
2012], it is possible to show how the free energy can be reconstructed from restrained
simulations. Consider the average
fk(z) = −
∫
dr k(VV (r)− V ∗V ) exp
[−βUk(r, V ∗V )]
Zk(V ∗V )
= −∇V ∗V β ln
(Zk(V ∗V )
Z
) (3.23)
where Zk(V ∗V ) ≡
∫
dr exp
[−βUk(r, V ∗V )] and Z = ∫ dr exp [−βU(r)] is the canon-
ical partition function. Since Z is independent of V ∗V , it was introduced in the
second equality in (3.23) in order to interpret fk(V ∗V ) as derivative of Fk(V
∗
V ) =
−β ln (Zk(V ∗V )/Z). Noting that limk→∞ exp[−βk/2(Vv(r) − V ∗V )2]/(2pi/βk)1/2 =
δ(VV (r)−V ∗V ). In this limit we have fk(V ∗V ) = ∇V ∗V Fk(V ∗V )→ −β−1∇V ∗V lnPVV (V ∗V ).
Here PVV (V
∗
V ) =
∫
drδ(VV (r)− V ∗V ) exp[−βV (r)]/Z is the probability that VV (r) =
V ∗V . Recalling that the Landau free energy of a variable is defined as F (V
∗
V ) =
−β−1 lnPVV (V ∗V ), we find that in the proper limit Eq. (3.23) is an estimate of the
derivative of the free energy ∇V ∗V F (V ∗V ). The mean force (3.23) can be estimated
using hRMC and the relative free energy via integration.
3.3.3 Sampling reactive trajectories: Forward Flux Sampling
Quasi equilibrium techniques such as RhMC, presented in previous section, estimate
free energy profiles as functions of suitable order parameters, that monitor the state
of progress in the transition. However, dynamical properties cannot be addressed
since only conditional equilibrium configurations are explored in simulations.
In order to get informations on the kinetic mechanism of nucleation and wetting,
that is the main aim of this thesis work, a versatile technique, the Forward Flux
Sampling (FFS) [Allen et al., 2009] has been adopted. Such technique estimates
the rate of the transition from one metastable state to another, sampling a large
CHAPTER 3. SIMULATION METHODS 41
number of reactive paths. This sampling allows to identify the kinetic mechanism of
the process, e.g. the physical conditions that may trigger the transition. Moreover,
dynamical reactive trajectories include “inertial" effects in the transition, i.e., the
fact that a path may be preferred because of inertia along the reaction coordinate.
FFS technique consists in dividing the activated event in a suitable number of
“interfaces" and evolving short atomistic trajectories between any two interfaces
(Fig. 3.3). In other words, instead of waiting for an extremely improbable event
to happen, FFS divides the same event in intermediate steps that are individually
accessible by MD. Unrestrained equation of motion are integrated, differently from
standard quasi-static methods which use a fictitious term in the potential energy in
order to force the sampling of improbable region in the phase space.
The implementation of FFS method generates an ensemble of reactive trajectories
from region A, corresponding to the state where the system is initialized, to region
B, in which the energetic barrier has been overcome (see Fig. 3.3). The progress
of the transition is monitored by defining an order parameter λ. In the study of
bubble nucleation λ may correspond to e.g. the volume of the largest bubble in
the system [González et al., 2014], while for wetting and recovery transition an
appropriate choice could be the number of liquid particles witin a surface groove.
A set of n consecutive, non-intersecting interfaces is defined to partition the region
in the phase space between reactants and products. Such interfaces correspond to
different values of the order parameter. FFS uses such partitioning of phase space to
drive the system along the transition, that otherwise would happen on time scales
hardly accessible via brute force MD simulations.
The algorithm can outlined in two main steps and can be implemented in three
different variants: Direct FFS, branched growth, and "Rosenbluth like". The first
step of the algorithm, common to the three variants, is the evaluation of the flux
Φ0 of a MD trajectory initialized in the basin A, i.e. the initial state, at the first
interface that limits the “reactant” region.
The second step consists in the calculation, for each of the remaining interfaces, of
the conditional probabilities p(λi+1|λi) of reaching an interface λi+1 starting from the
previous interface λi. The total rate kAB of the transition is finally evaluated using
the product of the flux across the first interface and the conditional probabilities
collected for each interface:
kAB = Φ0
n−1∏
i=0
p(λi+1|λi). (3.24)
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The difference among the three versions of FFS consists in the procedure used to
generate trials trajectories at the interfaces. The three algorithms are schematized
below.
Direct method
Figure 3.3: Schematic representation of Direct FFS algorithm. Region A (initial
state) and region B (final state) are divided by a set of non intersecting interfaces. Mi
trials are integrated from interface i, starting from randomly chosen configurations at
λi. Different colors refers to different interfaces from which trials are started. [Allen
et al., 2009]
The procedure of direct FFS is illustrated in Fig. 3.3.
1. Integration of a single long MD trajectory in the pure liquid region. The flux
Φ0 is computed as the number of positive crossing of the first interface N0
normalized by the total duration of the trajectory.
2. One configuration corresponding to the cross of the first interface is selected at
random. A trial run is integrated from this starting point until it reaches the
subsequent interface or return in A. In case of success the end point is stored.
After repeating the procedure M0 times, compute p(λ1|λ0) as the fraction of
successful trials.
3. Repeat previous step using the collection of points collected at λ1 and firing
M1 trials. Collect successful configurations at λ2 and compute p(λ2|λ1).
4. Repeat until λn is reached.
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Branched growth
Figure 3.4: Schematic representation of branched growth FFS algorithm. From each
points at λi, ki trials are fired. Colors denote different branched paths. [Allen et al.,
2009]
The procedure of branched growth method is illustrated in Fig. 3.4.
1. Integration of a single long MD trajectory in the pure liquid region. The flux
Φ0 is computed as the number of positive crossing of the first interface N0
normalized by the total duration of the trajectory.
2. From the first configuration collected at λ0 integrate k0 trials until they reach
λ1 or return in the A basin.
3. From each configuration collected at λ1 start k1 trials until they reach λ2 or
return in the A basin.
4. Repeat until λn is reached. Compute p(λi+1|λi) as the number of trials to
reach B, divided by the total number of trials
∏n−1
i=0 ki.
5. Repeat the previous steps for each configuration collected at λ0.
Rosenbluth like
The procedure of Rosenbluth like method is illustrated in Fig. 3.5.
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Figure 3.5: Schematic representation of Rosenbluth FFS algorithm. Unbranched
transition paths are generated one at time by firing ki trials from one of the end
points collected at λi. [Allen et al., 2009]
1. Integration of a single long MD trajectory in the pure liquid region. The flux
Φ0 is computed as the number of positive crossing of the first interface N0
normalized by the total duration of the trajectory.
2. From the first configuration collected at λ0 integrate k0 trials until they reach
λ1 or return in the A basin. Store the successful end points.
3. Choose at random only one of the successful end points and fire k1 trials from
it until they reach λ2 or return in A.
4. Repeat until interface λn is reached.
5. Repeat previous step for each configuration collected at λ0.
6. Compute p(λi+1|λi) with the following weighted average:
p(λi+1|λi) =
∑
bwi,bSi,b/ki∑
bwi,b
(3.25)
where the index b indicates a specific path from A to a configuration at λi, Si,b
is the number of successful trials fired from that configuration to λi+1, and
wi,b =
i−1∏
j=0
Sj,b/kj . (3.26)
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3.3.4 Estimation of nucleation barrier from forward and backward
dynamical trajectories
The dynamical trajectories obtained from the FFS method can be exploited to eval-
uate the stationary probability distribution ρ(q) of a generic parameter q, which
can or not coincide with the order parameter used to place the interfaces. The free
energy as a function of q is ∆Ω(q) = kBT ln ρ(q). The combined estimation of the
nucleation rate and the free energy barrier allows to evaluate the kinetic prefactor
Γ0, using the Eyring relation k = Γ0exp(−∆Ω/kBT ). The procedure here employed
to evaluate the free energy barrier from FFS data is the one described in [Valeriani
et al., 2007].
The stationary distribution ρ(q) is such that the ρ(q)dq is the probability of
finding the order parameter q is between q and q + dq, for a system which is in the
stationary state. ρ(q) can be obtained using the statistical data provided by the
reactive and unreactive FFS trajectories starting from the n interfaces. In order
to get the stationary distribution of the variable q, both trajectories coming from
reactant (region A) and product (region B) must be taken in to account. Thus FFS
must be performed forward A → B and backward B → A (see Fig. 3.6). Splitting
the two contributions ρ(q) can be written as
ρ(q) = Ψ(A) + Ψ(B), (3.27)
where Ψ(A) and Ψ(B) are the densities produced by the trajectories coming from
reactant and product, respectively.
The function Ψ(A) is given by
Ψ(A) = pAΦ0Aτ+(q;λ0). (3.28)
In the above expression pA is the probability that the system is in A, Φ0A is the
flux of trajectories across the interface which delimits A, and τ+(q;λ0) is the average
time spent at the value q of the order parameter by a trajectory that starts from A.
The same holds for the contribution coming from trajectories starting from prod-
ucts region
Ψ(B) = pBΦ0Bτ−(q;λn), (3.29)
where τ−(q;λn) is the contribution of the trajectories starting from λn, in the B → A
reverse FFS procedure. The probabilities pA and pB can be obtained from the A→ B
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and B → A nucleation rate, observing that in a stationary state pAkAB = pAkBA.
Moreover neglecting the intermediate states, in virtue of the fact that the time scales
typical of the permanence in A and B are much larger than the timescale of the
transition, it is also true that pA + pB = 1. Thus
p(A) =
kBA/kAB
1 + kBA/kAB
(3.30)
and p(B) = 1 − p(A). The fluxes Φ0A and Φ0B are evaluated in the FFS forward
and backward calculation as the number of crossing of the first interface divided by
the time of the unrestrained trajectory. The function τ+(q;λ0) can be evaluated in
terms of the contributions given by the trials trajectories started from each of the
n interfaces. Defining as pi+(q, λi) the average time spent at q for a FFS trial run
started at λi, τ+(q;λ0) is given by
τ+(q;λ0) = pi+(q, λ0) +
n−1∑
i=1
pi+(q, λi)
i−1∏
j=0
P (λj+1|λj), (3.31)
where the probability of each state q is properly reweighted using the conditional
probabilities, in order to correct for the enhanced sampling of FFS at the intermediate
states between A and B. Analogously the expression for τ−(q;λ0) is given by
τ−(q;λn) = pi−(q, λn) +
1∑
i=n−1
pi−(q, λi)
i+1∏
j=n
P (λj−1|λj), (3.32)
computed from the trajectories of the reverse FFS implementation. The functions
pi/ +−(q, λi) are discretized as follows:
pi+/−(q, λi) =
Nq
∆qMi
, (3.33)
where Nq is the number of times that along the Mi trials fired from λi the order
parameter is between q and q+∆q. Nq is given by Nq = ∆t
∑Mi
k=0
∑nk
s=0 hq where ∆t
is the timestep width, nk is the number of timestep of the k-th trial, and hq is unity
if during the timestep the order parameter is between q and q + ∆q, zero otherwise.
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Figure 3.6: Illustration of categories of trajectories that contribute to ρ(q). Trajec-
tories 1 and 2 are generated with an FFS simulation from A to B. Trajectories 3 and
4 are generated with an FFS simulation from B to A. [Allen et al., 2009]
Part II
Results and discussions
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Chapter 4
Pressure control in interfacial
systems: atomistic simulation of
vapor nucleation
4.1 Introduction
Atomistic simulations are routinely used to investigate a variety of multiphase nanoscale
systems, such as bubbles, drops, solid walls in contact with fluids, solutions, etc. In
order to reproduce experimentally relevant conditions in small simulation samples
far from the thermodynamic limit, barostats are often needed to control the pressure.
The principle inspiring many barostats used in molecular dynamics (MD) is to
generate the correct equilibrium distribution for the isothermal-isobaric or isoenthalpic-
isobaric ensemble evolving an extended system of equations for the generalized de-
grees of freedom connected to the particles and simulation box. The force driving
the expansion or compression of the system is the imbalance between the current in-
stantaneous pressure, which depends on the positions and momenta of all particles,
and the target pressure. Also the dynamics of the particles is affected by the imbal-
ance between the present and target pressure via the coupling with the simulation
box degrees of freedom [Andersen, 1980, Parrinello and Rahman, 1981,Melchionna
et al., 1993,Martyna et al., 1994]. Because the instantaneous pressure depends on all
particles, in the following we will refer to this class of barostats as global barostats.
Global barostats are also used in Monte Carlo simulations. In this case one typically
alternates particles and volume moves. [Panagiotopoulos, 1987] The volume move is
accepted or rejected depending on the instantaneous enthalpy (H + PV , H is the
49
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Hamiltonian, P target pressure and V volume of the sample) of the system before
and after the move.
Pressure control is relevant also for the simulation of a variety of multi-phase
systems, which is beyond the original scope of the global barostats. What sets these
systems apart is that different subdomains can have different pressures. A broad
range of phenomena falls into this class, including homogeneous and heterogeneous
vapor nucleation, [Shen and Debenedetti, 1999,Wang et al., 2008,Meadley and Es-
cobedo, 2012, Sharma and Debenedetti, 2012, Giacomello et al., 2012a, Giacomello
et al., 2015,Giacomello et al., 2013] nucleation of polymorphic crystals, [Sloan Jr,
2003,Lauricella et al., 2014,Lauricella et al., 2015,Lauricella et al., 2017] dissolution
of bubbles and droplets, condensation or evaporation, etc. Below we show that in
these cases, in which the relative amount of the two phases changes along the pro-
cess, when one uses global barostats the pressure of the preexisting bulk metastable
phase might change during the process, which is different from the condition at which
experiments are carried out.
Here, in order to appraise these effects, we consider the case of vapor nucleation
from a homogeneous metastable liquid. We present a simple macroscopic theory
based on the sharp-interface model explaining the behavior of global barostats and
their effects on nucleation. Atomistic simulations are performed for a Lennard-
Jones liquid in the same nominal thermodynamic conditions as those available in
the literature [Wang et al., 2008,Meadley and Escobedo, 2012] (both references use
global barostats). A hybrid restrained Monte Carlo scheme [Ciccotti and Meloni,
2011,Elena et al., 2013] is adopted in order to cope with the problem of rare events
[Bonella et al., 2012] typical of nucleation and in order to compute the free energy
profile of nucleation; the volume of the largest bubble is used as the order parameter
[González et al., 2014]. The good agreement between macro- and microscopic results
suggests that the intuitive argument of domains at different pressures is, indeed, at
the origin of the artifacts associated to global barostats.
A solution to these artifacts proposed, which consists in using a local barostat
that imposes the (local) force balance between a piston and the contacting liquid.
Simulations are run using the local barostat showing that, at variance with global
barostats, the local barostat is able to maintain the liquid pressure constant at the
target value all along the process.
The manuscript is organized as follows. A macroscopic, sharp-interface model is
introduced in Sec. 4.2. In the same section a microscopic formulation of the problem
is presented. It is shown that within the sharp-interface limit the two representations
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are consistent. In Sec. 4.3.1, the simulation campaign is described in detail, while
in Sec. 4.3.2 we validate the local barostat for homogeneous systems. In Secs. 4.3.3
and 4.3.4 the results are discussed. The last section is left for conclusions.
4.2 Theoretical analysis of continuum and atomistic mod-
els of a two-phase liquid/vapor system
We focus on the homogeneous nucleation of a vapor bubble in a metastable liq-
uid. This deceptively simple case allows us to analyze the shortcomings of stan-
dard barostats in dealing with multiphase systems at different pressures. The same
arguments should also apply to a variety of other multiphase systems, including
heterogeneous vapor nucleation and condensation.
We start by introducing a simple continuum model of vapor nucleation – the
sharp-interface – and the associated classical nucleation theory, CNT. [Kelton and
Greer, 2010] This model is based on a number of approximations, including the fact
that the interface is ideally sharp, that are sometimes violated in actual systems.
Nevertheless, within these approximations, it allows us to obtain an explicit depen-
dence of the liquid pressure and of the energetics of the process on the volume of
the vapor bubble, which helps understanding the shortcomings of standard (global)
barostats. In the results section, we will illustrate that, even when the sharp-interface
model approximations are violated, e.g., when the system is relatively close to the
critical point, this theory captures the qualitative trend of the data.
In the sharp-interface model it is assumed that the bulk properties of the fluids
are valid up to the interface, where a sharp change in these properties occurs. The
liquid and vapor domains are assumed to be uniform and isotropic. In particular,
the diagonal terms of the stress tensor are all equal and the off-diagonal terms are
zero. In correspondence of the (infinitesimal) interface these conditions are no longer
met and the tangential and normal components of the stress tensor to the surface
are different. [Rowlinson and Widom, 2013] Within the sharp-interface model this
imbalance is translated into a surface tension γ acting at the dividing surface, which
has an indirect influence on the liquid and vapor pressures via the (extended) Laplace
equation. [Giacomello et al., 2012a] In such a system, the average pressure of the
whole sample reads:
P =
1
V
∫
V
P (x) dx = PL
VL
V
+ PV
VV
V
= PL(1− χV ) + PV χV (4.1)
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where, consistently with the sharp-interface model, we assumed that the pressure
field is of the form P (x) = PLθL(x) + PV θV (x), with θV (·) and θL(·) = 1 − θV (·)
characteristic functions of the liquid and vapor domains, respectively.1 The interfa-
cial terms do not contribute directly to the average pressure because the interface is
sharp, i.e. of it has an infinitesimal volume. VL and VV are the volumes of the liquid
and vapor phases, respectively, V = VL + VV is the total volume, and χV = VV /V
and χL = VL/V are the vapor and liquid volume fractions. An atomistic justification
of Eq. (4.1) is given below. Equation (4.1) can be used to quantify the variation
of the liquid pressure during an isothermal and isobaric bubble nucleation event. A
closed set of equations for evaluating the liquid pressure can be obtained adding the
extended Laplace law introduced in Ref. [Giacomello et al., 2012a] or, if one is only
interested in the liquid pressure at the critical nucleus, its conventional form valid
for extremal points of the free energy. Here we use a simpler empirical approach:
we assume that PV is constant and equal to the vapor tension at the simulated
temperature; this approximation is then validated by atomistic simulations.
Conventional barostats used in atomistic simulations [Andersen, 1980,Parrinello
and Rahman, 1981,Martyna et al., 1994], which have been designed for homogeneous
systems, control the average pressure of the sample, P . Thus, within the sharp-
interface model, the pressure of the liquid in a sample containing one vapor bubble
of volume VV is:
PL(VV ) = P
1
(1− χV ) − PV
χV
(1− χV ) (4.2)
where the dependence of the various terms on the volume of the bubble is made
explicit. Since vapor nucleation occurs when PV > PL, Eq. (4.2) shows that the
actual liquid pressure decreases along nucleation and that the driving force of the
process, ∆P = PV − PL = (PV − P )/(1− χV ), grows along it instead of remaining
constant as it happens in actual experiments.
Equation (4.2) can be used in conjunction with the CNT of vapor formation to
quantify the effect of conventional barostats on the free-energy profile of the process
in a finite-size system. In CNT, where it is assumed that the pressure of the liquid
is constant along the process (P 0L), the free energy difference between the liquid
containing a bubble of volume VV and the reference bulk liquid reads [Kelton and
Greer, 2010]:
1The characteristic function is equal to 1 if x is within its domain of reference, liquid or vapor
in the present case, and 0 otherwise.
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∆G0(VV ) = Nv[µV (P
0
L)− µL(P 0L)] + γA
' (P 0L − PV )VV + γA
(4.3)
where Nv is the number of vapor atoms in the bubble, µV (P 0L) and µL(P
0
L) are the
chemical potential of the vapor and liquid phase at P 0L, respectively, γ is the surface
tension, and A is the area of the liquid/vapor interface. The second equality in Eq.
(4.3) follows from a first order expansion of chemical potentials around the vapor
tension PV . γ is assumed to be the planar surface tension of the two phases at
coexistence. Assuming that the liquid is incompressible and that, as said above, PV
is constant and equal to the vapor tension, the free energy profile at variable liquid
pressure is:
∆G(VV ) = VV
[
PL(VV )− P 0L
]
+ ∆G0(VV ) (4.4)
We remark that, owing to the many assumptions of CNT, Eq. (4.4) does not nec-
essarily describe in quantitative terms atomistic results, but it is certainly useful
to explain what are the potential artifacts connected with the use of conventional
barostats on the free energy profile. In Sec. 4.3.1, atomistic simulations implement-
ing various methods for controlling the pressure will be used to quantify these effects
on the free-energy profile and nucleation barrier.
Since
[
PL(VV )− P 0L
]
< 0 (Eq. (4.2)), the effect of conventional barostats is that
of reducing the barrier (Eq. (4.4)) as compared to the case of constant liquid pressure
(Eq. (4.3)). In Figure 4.1, we report both the free-energy barrier ∆G0(VV ) according
to Eq. (4.3) (black line) and the free-energy barrier ∆G(VV ) according to Eq. (4.4)
(red and blue lines for systems of 7000 and 13500 particles, respectively).
In Eqs. (4.3) and (4.4) the free energy is computed setting P 0L = 0.026, PV =
0.046 and γ = 0.098 for the reference liquid pressure, vapor tension and surface
tension at T = 0.855. [Wang et al., 2008] (Lennard-Jones units are used throughout
the article: temperature, pressure, length and time are reported in reduced units,
/kB, / σ3, σ, and σ(m/)1/2, respectively). The liquid volume is assumed to be
constant during nucleation and consistent with the bulk density of atomistic systems
of N = 7000 and 13500 particles: VL = N/ρL, where ρL = 0.58 is the metastable
liquid density at the current pressure and temperature of simulations. Given the
difference between the liquid and vapor density (ρV = 0.08), this approximation
does not sizably affect the free energy. Global barostat free energy profiles are
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Figure 4.1: Free-energy profiles for homogeneous bubble nucleation with the sharp-
interface model for a sample in which one controls the liquid (Eq. (4.3) black line)
or total sample pressure (Eq. (4.4) blue and red lines for samples of 13500 and 7000
particles, respectively).
shown in Fig. 4.1 and compared with CNT results. This comparison shows that the
free energy profiles with 7000 and 13500 are below the CNT one; in particular the
nucleation barrier ∆G†, the difference between the maximum and initial free energy,
follows the trend ∆G†7000 < ∆G
†
13500 < ∆G
†
CNT . Indeed, this is consistent with the
observation that the driving force ∆P grows along nucleation for global barostats,
and its growth is more marked for the smaller sample.
Figure 4.2: (a) Number of particles to have an error of 10 kBT on the nucleation
barrier evaluated via the continuum theory (Eq. (4.4)). (b) Percent error on the
barrier as a function of the volume ratio V/V †V of the simulation box and the critical
bubble V †V .
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In order to extend these results to more general systems, it is worth estimating
the error affecting the free energy barrier as a function of the size of the system
and thermodynamic conditions due to the global barostat. Fig. 4.2(a) reports the
size of the sample corresponding to an error on the barrier of 10 kBT as a function
of ∆P = P 0L − PV .As expected, the closer the system is to two-phase coexistence
(∆P = 0), the larger is the critical nucleus, the larger must be the sample to keep
the error under the prescribed threshold. Our model suggests that in the physical
conditions studied in previous [Wang et al., 2008,Meadley and Escobedo, 2012] and
in the present work, the atomistic system should contain at least ≥ 104 particles
in order to have an error on the free-energy barrier ≤ 10 kBT . Panel b of the
same figure presents the percent error on the free-energy barrier as a function of the
ratio between the total volume and the volume of the critical bubble, V/V †V . The
continuum sharp-interface model shows that, independently of the thermodynamic
conditions, simulation boxes 15 times bigger than the critical bubble are necessary
to have errors on the barrier ≤ 10 %.
The microscopic expression for the pressure of an isotropic system consisting of
n particles interacting via a pair potential is:
P =
1
3V
n∑
i=1
p2i
mi
+
1
2
∑
j 6=i
rij · fij
 (4.5)
where pi and mi are the momentum and the mass of the i-th particle, fij is the force
between i-th and j-th particles, and rij is their (vector) distance. With standard
barostats it is the imbalance between the pressure P in Eq. 4.5 and the target pressure
that drives the system (see, e.g., Ref. [Martyna et al., 1994]).
If we consider a two-phase system containing nL bulk liquid, nV bulk vapor
particles, and nint interface particles, we can rewrite Eq. (4.5) as the sum of three
terms, associated to the liquid, vapor, and interface domains:
P =
1
3V
nL∑
i=1
p2i
mi
+
1
2
∑
j 6=i
rij · fij
+ 1
3V
nV∑
i=1
p2i
mi
+
1
2
∑
j 6=i
rij · fij

+
1
3V
nint∑
i=1
p2i
mi
+
1
2
∑
j 6=i
rij · fij
 (4.6)
When the interface is vanishingly small the contribution of the corresponding
term is negligible and the pressure of the sample is expressed as the sum of the first
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and second term, which, when the liquid and vapor domains are large enough, can
be interpreted as the liquid and vapor pressures: 2.
PL ' 1
3VL
nL∑
i=1
p2i
mi
+
1
2
∑
j 6=i
rij · fij
 (4.7)
and
PV ' 1
3VV
nV∑
i=1
p2i
mi
+
1
2
∑
j 6=i
rij · fij
 , (4.8)
Thus, consistently with the macroscopic sharp-interface model in Eq. (4.1), when the
interface thickness is negligible, Eq. (4.6) reduces to the volume-weighted average of
the liquid and vapor pressure P ' (VL/V )PL + (VP /V )PV .
4.3 Numerical simulations
4.3.1 Simulation details
We considered a system composed of particles interacting via the truncated and
force shifted (TFS) Lennard-Jones (LJ) potential, analogous to those considered in
Refs. [Wang et al., 2008,Meadley and Escobedo, 2012]
uTFS(rij) = uLJ(rij)− uLJ(rc)−
∣∣∣∣duLJdr
∣∣∣∣
rc
(rij − rc) (4.9)
where
uLJ(rij) = 4
[(
σ
rij
)12
−
(
σ
rij
)6]
(4.10)
with rc = 2.5. In the TFS-LJ potential the pair particle forces go to zero smoothly
as r goes to rc. The liquid vapor phase diagram of the TFS-LJ system has been
reported in Refs. [Wang et al., 2008] and [Errington et al., 2003].
We compute the vapor nucleation free-energy barrier as a function of the largest
vapor bubble in the system, VV , estimated using the M-method [González et al.,
2014]. The method consists of several steps. i) Particles are labeled as liquid-like
if they have more than five particles closer than 1.6 σ, and vapor-like otherwise.
2We remark that these expressions correspond to the bulk liquid and vapor pressures only in the
limit of infinite liquid and vapor domains, respectively. In fact, the inner sum runs over all liquid,
vapor and interface particles, and the interaction between particles belonging to different ddomains
might be non-negligible for small samples.
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ii) The simulation box is partitioned into cells. The size of the cells is chosen such
that they can contain at most one particle. A cell is labeled liquid or vapor if it
contains a liquid-like or vapor-like particle. Empty cells are classified analysing both
the first and second neighbors cells. If the number of nearest neighbor face-sharing
empty/vapor cells is 7 or more also the number of second nearest neighbor face-
sharing empty/vapor is evaluated. If also the number of these cells is 7 or more, the
original empty cell is labeled as vapor. iii) Finally, a cluster analysis is performed on
the vapor cells and the size of the largest bubble is established as the total volume of
largest cluster of interconnected cells, i.e. cells sharing a face or a corner (Fig. 4.3).
Figure 4.3: Instantaneous bubbles configurations corresponding to increasing bub-
ble’s size (from left to right) at T = 0.855 and PL = 0.026. The spheres represent
the cells of the vapor cluster.
To study vapor nucleation we employ the hybrid Restrained Monte Carlo (hRMC)
approach [Ciccotti and Meloni, 2011,Elena et al., 2013,Meloni and Ciccotti, 2015],
which is well suited for non-analytical collective variables (CV), such as the size
of the largest vapor bubble used here. hRMC allows to sample the conditional
probability density function at the current value of the volume of the vapor bubble,
and to compute conditional averages. Thus, one can estimate the mean force by
the conditional average of the observable −k(VV (r)−V ∗V ), [Maragliano and Vanden-
Eijnden, 2006b,Ciccotti and Meloni, 2011] which can be numerically integrated to
obtain the free energy profile along the nucleation process. A in-depth explanation
of the hRMC method is given in Sec. 3.3.2.
hRMC with a global barostat. A typical MC method for sampling constant
pressure ensembles consists in alternating particles and volume moves. Particles
moves are accepted or rejected according to the Metropolis criterion, which will
be detailed below for the case of hRMC. In volume moves a random (isotropic)
expansion/compression is generated and particles positions are rescaled accordingly.
The move is accepted or rejected on the basis of the energy and PV values before
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and after the move.
In the first step a short NVE MD simulation is integrated, starting from the
previous configuration and with momenta extracted from a Maxwell-Boltzmann dis-
tribution at the relevant temperature. The acceptance probability is
αacc = min{1, exp[−β[H ′ −H]}, (4.11)
where H ′ and H are the extended Hamiltonian of the system before and after the
move, respectively. The extended Hamiltonian is the sum of kinetic, K(p), and
(physical) potential energy, U(r), plus a biasing potential energy term which forces
the system to visit configurations in which VV fluctuates around the target value
V ∗V : H(p, r;V
∗
V ) = K(p) + U(r) + k/2(VV (r) − V ∗V )2; k is the coupling constant
determining the degree of fluctuations allowed to the volume of the bubble (see
Sec. 3.3.2 for more details). The second MC step consists in a change of the volume
of the system. Scaled particles positions do not change in this move. The volume
move is accepted/rejected according to the probability:
αacc = min{1, exp[−β[(H ′ + PV ′)− (H + PV )] +N ln(V ′/V )}, (4.12)
where H ′ and H, V ′ and V are the extended Hamiltonian and volume of the system
before and after the move, P is the target pressure and N is the number of particles.
hRMCwith the local barostat. To overcome the artifacts due to global barostats
we also adopt a local barostat, which consists in enclosing the system between
two moving walls of particles to which a constant additional force f is applied
(Fig. 4.4(a)). The wall particles interact with the fluid via a suitable potential
(here LJ) and, at stationarity, the total force F = fnwall exerted on the liquid by
the nwall particles is equal and opposite to that exerted by the fluid particles on the
walls, i.e., when the external pressure F/A, with A the area of the walls, is equal
to the liquid one PL. Thus, with the present barostat, stationarity is determined by
the (local) balance between the forces of the piston and the liquid in contact with it
rather than on the average pressure of the sample, including vapor domains.
In the present work each wall is made of two layers of TFS-LJ atoms (50 times
heavier than the fluid ones) in the fcc lattice configuration. The LJ parameters are
WW = 10 WF and FF = WF (W = wall, F = fluid). In Fig. 4.4(b) the calibration
curve PL vs f is reported for a bulk TFS-LJ liquid; this graph shows that the
macroscopic prediction PL = fnW /A is fulfilled, confirming the mechanical balance
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F
F
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(a) (b)
Figure 4.4: (a) Sketch of the local barostat. The solid walls act as pistons: at
equilibrium the external force F is balanced by the force exerted on the walls by
the liquid pressure PL. (b) Calibration curve PL vs F for three different solid-
liquid LJ interaction parameters  and σ. The solid line is the theoretical prediction
PL = fnW /A.
mechanism by which the local barostat controls the liquid pressure. Fig. 4.4(b)
reports data obtained with different values of WF and σWF indicating that the local
barostat does not sensitively depend on the chosen solid-liquid interaction potential.
In other words, the local barostat is rather robust and does not require fine tuning
of the solid-liquid interaction.
Other local barostats can also be adopted, e.g., that based on a non-interacting
particles gas, [Grünwald et al., 2006] but we found the moving walls one to be simpler
to use in the presence of a gas phase.
The hRMC simulation protocol used to implement the local barostat is the fol-
lowing. A short MD NVE trajectory of both fluid and solid particles is integrated,
initializing particles momenta from a Maxwell-Boltzmann distribution. The bound-
ary conditions are free in the direction orthogonal to the walls and periodic in the
other directions. The acceptance probability reads
αacc = min{1, exp[−β[H˜ ′ − H˜]}, (4.13)
In this case the extended Hamiltonian is H˜(p, r, V ∗V ) = H(p, r;V
∗
V )+
∑
i=1,2×nW fzi,
where the sum runs over the 2 × nW particles of the moving walls and zi is their
position in the direction orthogonal to the walls.
Before closing this section, it is worth mentioning that the use of the local barostat
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Figure 4.5: Local barostat applied to TIP4P/Ew [Horn et al., 2004] liquid water.
(a) Dependence of the Young contact angle on the coefficient c of the modified LJ
potential controlling the solid-liquid interaction. The graph shows that acting on this
parameter one can tune the hydrophilicity/phobicity over a broad interval. (b) PL
vs f calibration curve of the local barostat. The panel shows that the local barostat
is able to control the pressure over a range of at least 1000 atm, with both negative
and positive values of the pressure. As in the case of the LJ potential, the numerical
results are in very good agreement with the theoretical predictions, PL = fnW /A
(solid line).
is not limited to simple atomic fluids; for example, one can use the local barostat
also with molecular fluids such as water. We show this by simulating a small box
of TIP4P/Ew [Horn et al., 2004] water with two pistons, in which the wall particles
interact with the oxygen atoms of water molecules via the modified LJ potential
u˜LJ(rij) = 4
[(
σ
rij
)12
− c
(
σ
rij
)6]
, where c is a parameter that allows one to tune
the hydrophilicity/phobicity of the solid (see Fig. 4.5(a) and Ref. [Lisi et al., 2017]).
Like in the case of a LJ fluid, the calibration curve of water obeys the force balance
relation PL = fnW /A (Fig. 4.5(b)).
4.3.2 Validation of the local barostat
We validated the local barostat by comparing results against those obtained with
a global one for bulk systems. In particular, we focused on the distribution of in-
stantaneous pressures and on the phase diagram (Fig. 4.6). One notices that the
instantaneous pressure distribution obtained with the local barostat is, within the
error bars, the same as that obtained with the global one. Also the liquid and vapor
branches of the TFS-LJ binodal obtained with the local barostat match very well
with literature data. [Errington et al., 2003] We also considered the case of more com-
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plex molecular fluids, by comparing the liquid branch of the binodal of TIP4P/Ew
water obtained by the local and global barostats, and literature data [Vega et al.,
2006] (Fig. 4.6(c)). Also in this case there is a very good matching of local barostat
results with reference data.
Figure 4.6: (a) Comparison between the distribution of instantaneous pressures of a
TFS-LJ bulk liquid system obtained by MTK (global) and local barostat. (b) Liquid
and vapor binodal curves for the TFS-LJ potential. The blue points are obtained
using the local barostat, black curves are from Ref. [Errington et al., 2003]. (c)
Comparison between the liquid branch of the TIP4P/Ew water binodal obtained
with the global and local barostats and literature data. [Vega et al., 2006]
4.3.3 Vapor bubble nucleation
Simulations are performed at T = 0.885 and P = 0.026, i.e., the same conditions
used in the literature. [Wang et al., 2008,Meadley and Escobedo, 2012] We considered
two computational samples containing 7000 and 13500 particles. These samples are
relatively large, in particular, 13500 is larger than those used in the literature [Shen
and Debenedetti, 1999,Wang et al., 2008,Meadley and Escobedo, 2012]. For each
sample we computed the free-energy profile vs the bubble volume with both the
global and the local barostats. The mean forces are estimated at a set of 20 V ∗V
values of the volume of the largest vapor bubble in the sample (see Sec. 3.3.2 and
Refs. [Maragliano and Vanden-Eijnden, 2006b,Ciccotti and Meloni, 2011,Meloni and
Ciccotti, 2015]).
As a first remark, we notice that results obtained with the local barostat for the
two samples of different size are in good agreement between them (Fig. 4.7) and with
the CNT predictions (Fig 4.1). The barrier and critical size are slightly smaller in
the atomistic case; this effect is well known (see, e.g., Ref. [Shen and Debenedetti,
1999]) and is associated to the limits of the continuum model, namely to the idealized
sharp-interface.
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Figure 4.7: Atomistic free-energy profiles for homogeneous bubble nucleation calcu-
lated via hRMC simulations.
With the global barostat, the system shows a significant dependence of the free-
energy profile on the sample size. In particular, the barriers are (22 ± 1) kBT and
(30± 1) kBT for the small and large samples, respectively, both significantly smaller
than the value measured with the local barostat, (40± 1) kBT and (39± 1) kBT for
the small and large samples, respectively. These results confirms that, in order to
have an accurate prediction of the nucleation barrier, free of finite size effects arising
from the pressure control, one has either to simulate very large samples or to resort
to a local barostat.
The errors on the free-energy barriers are reflected with exponential sensitiv-
ity on the nucleation rates, which are one of the final goals of the simulations of
nucleation. Assuming that the nucleation rate follows a CNT-like relation, k =
k0 exp(−∆G†/kBT ), and assuming that the kinetic prefactor k0 is not affected by
how pressure is controlled, one estimates differences of 4 − 6 orders of magnitude
between the local and global barostats rates, depending on the size of the sample.
Even larger errors are expected in the case of fewer particles often used in the older
literature.
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4.3.4 Effect of the barostat on the properties of the liquid and vapor
domains
The sharp-interface model interpretation of the effect of the global barostat on the
free energy, discussed in Sec. 4.2, is that the liquid pressure shrinks along vapor
nucleation. Here we investigate the variation of the pressure of the liquid domain
and other properties of the system as a function of the vapor bubble size with the
global and local barostats.
Density. We start by analyzing the dependence of the (conditional ensemble aver-
aged) radial density field, ρ(r;VV ) (r is the distance from the center of the bubble),
on the type of barostat. ρ(r;VV ) has been computed for both the 7000 and 13500
particles samples and with both barostats in a radial range encompassing the bubble,
interface and liquid domains. We considered samples containing bubbles of several
sizes, from very small to supercritical ones. Very small bubbles, VV ≤ 700, do not
present well defined vapor domains. For bubble larger than this threshold (Fig. 4.8(a)
and (b), VV = 1500, to be compared with a critical nucleus of V
†
V ∼ 2500) the radial
density presents the expected profile with bulk vapor and liquid domains separated
by an interface. The first observation is that with both barostats and for both sam-
ples the interface, the region in which the density changes rapidly from low (vapor) to
high (liquid) values, is rather thick, ∼ 8. This large value is not surprising consider-
ing that simulations are performed at pressure and temperature conditions relatively
close to the critical point.
A second observation is that there are important differences between the radial
density obtained with the two barostats. With the local barostat the density field
of both samples shows two plateaus at small and large r (see insets of Fig. 4.8(a)),
corresponding to the vapor and liquid domains, respectively. The density in the
bubble is very close to the value corresponding to the vapor tension, which confirms
the reliability of the approximation on the value of PV used in Sec. 4.2. At the other
end of the radial range, the density in the bulk liquid reaches the expected value.
With the global barostat, on the contrary, in the smaller system the radial density
does not seem to reach the vapor and liquid plateaus. In particular, the value of
the radial density at the last point is 3.5 % lower than the liquid bulk value at the
target pressure and temperature. In the large sample the radial density reaches the
target liquid density value but the curve presents a significant slope in this domain,
which suggests that it does not correspond to the bulk liquid. This is confirmed
by independent NV T simulations performed at the average density of the last four
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points of ρ(r;VV ), in which we measured the total vapor fraction, χtotV , i.e.,the vapor
fraction due all bubbles present in the liquid (Fig. 4.8(c)). Our results show that the
system presents two regimes: for densities close to the bulk value, the one measured
in the liquid domain of samples containing a small nucleating bubble, χtotV is small and
constant; for densities corresponding to samples containing larger nucleating bubble
χtotV is large and grows with VV , i.e.,with decreasing ρ.
3 This confirms that with the
global barostat and in presence of critical bubbles the liquid does not behave as a
bulk liquid. Concerning ρ(r;VV ) at small r, in the bubble region the radial density
is slightly above the target value.
We believe that the remarkable effect of the global barostat on the density has
two main reasons: i) the relatively large compressibility of the LJ liquid and ii) the
thick interface at the present thermodynamic conditions. We expect that for less
compressible liquids, e.g., water, and at thermodynamic conditions further from the
critical point the effect of the global barostat on the density would be smaller. This
does not mean that in these cases the barostat-related artifacts on the energetics
of nucleation would be smaller, simply it might be more difficult to identify that
simulations are performed with an inappropriate setup.
(a) (b) (c)
Figure 4.8: Radial density with local (a) and global (b) control of pressure. Data are
reported for bubbles of 1000 (being the critical bubble of ∼ 2500). The continuum
black and yellow lines are the target bulk liquid and vapor densities at coexistence at
T = 0.855. (c) Fraction of total vapor volume in the NVT simulations at the average
pressure of the last 4 radial density points for vapor bubbles of size 300 (leftmost)
< VV < 2300 (rightmost).
3In this second regime, spontaneous nucleation is prevented by the constant volume conditions
of the simulation.
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Liquid pressure. It is important to evaluate the pressure of the liquid domain to
validate the assumptions behind the effect of global barostat. In Fig. 4.9 we report
the pressure of a liquid control volume far from the vapor bubble and from the solid
walls computed via Eq. 4.7 with the prescriptions of Irving and Kirkwood. [Irving
and Kirkwood, 1950] These results show the expected decreasing trend of PL with
the bubble size. However, since the sub-domains are small, the large statistical error
of the estimated pressure makes it difficult to draw reliable conclusions. This is
especially critical in samples containing larger bubbles in which the limited bulk
liquid domain imposes to use very small control volumes. Thus, we also follow
a different approach, which consists in first determining the mean density in the
liquid domain, which converges with the number of hRMC steps faster than the local
pressure, and then in computing the pressure via an independent NV T simulation
of a bulk liquid with 3000 particles at this density. The density of the bulk sample
is set to the average density of the last four points of the radial profile for selected
values of the bubble volume (Fig. 4.8(c)). Results show that pressures estimated
with both methods are consistent, with lower errors connected with the second one
(Fig. 4.9).
Despite the improved statistical accuracy, due to the relatively large scatter of
the density (see insets of Fig. 4.8) also for the second approach the overall accuracy
on the estimated pressure is limited. Thus, one should focus on the qualitative effects
of barostats on the PL vs VV curves. With the local barostat the liquid pressure is
almost constant all along the process and very close to the expected value, typically
within the statistical error from the reference pressure (Fig. 4.10). For samples
containing larger bubbles one observes a small reduction of this pressure, which is
related to the overlap of the bubble with its periodic images that lowers the “liquid”
density. On the contrary, in the case of global barostat the pressure significantly
decreases with the bubble size. This occurs with both samples but the phenomenon
is enhanced in the case of 7000 particles. With the large sample the liquid pressure
is initially close to the target value and then deviates for VV ≥ 1000.
The dependence of the pressure with the bubble volume and, for a given VV ,
with the number of particles in the sample is consistent with the analysis of Sec. 4.2.
However, atomistic simulations show a larger deviation from the target pressure than
the one predicted by the sharp-interface model. We believe that this is due to two
reasons, i) the limited accuracy in the estimate of the pressure via the density of
the liquid domain4 and ii) the presence of a very thick interface, which is not taken
4a direct measure of the pressure in this domain would not have given more accurate results
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Figure 4.9: Comparison between the pressure computed via Eq.(4.7) and via an
NVT simulation at the density of the bulk liquid domain in a system containing a
bubble of volume Vv. The solid black line represents the target value of PL. These
results show that the two approaches are equivalent but the former has a much larger
statistical error associated with it.
into account in the sharp-interface model, i.e., that in Eq. 4.1 one discards both
a) the continuous change of the normal pressure in going from the liquid to the
vapor domain and b) the tangential contribution, which differs from the normal one.
Nevertheless, it is remarkable that even in conditions very far from those of Sec. 4.2
the theoretical predictions are in qualitative (pressure) and quantitative (nucleation
barrier) agreement with atomistic results.
4.4 Conclusions
In this work we have addressed the issue of controlling pressure in vapor nucleation
from a metastable liquid. Our theoretical analysis and numerical simulations show
that global barostats result in a underestimation of the liquid pressure, which is
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Figure 4.10: Liquid pressure as a function of the bubble size. The red and blue
symbols represent the pressure, controlled by a global barostat, for the samples of
7000 and 13500 particles, respectively; purple and green points refer to the pressure
for samples controlled by the local barostat. The red and blue lines are the continuum
predictions for the liquid pressure (Eq. 4.2). The black line represents the target
liquid pressure. In the figure we also report the colormaps of the density field of two
snapshots of the samples with 7000 (upper panel) and 13500 (lower panel) particles
at VV ∼ 2500. These snapshots show that the departure of the pressure from the
target value is due to the interaction of the thick interfaces with their periodic images.
This problem for bubbles close to the critical size has already been put forward by
Meadley and Escobedo [Meadley and Escobedo, 2012] for their simulations on a
sample of 10000 particles at the same thermodynamic conditions. When a bubble
interacts with its periodic image the radial density in the liquid domain (Fig. 4.8)
used to compute the pressure, is reduced and the pressure decreases.
particularly severe for large ∆P . In turn, this can bring to artifacts on the driving
force and, ultimately, on the free energy of the process.
According to our analysis based on the sharp-interface model, in order to have an
error on the nucleation barrier ≤ 10% in a simulation in which the global pressure
is set equal to a target value, the simulation box volume should be around 15 times
bigger than the critical bubble volume.
To confirm the theoretical predictions, we have performed hRMC simulations
aimed at computing the free-energy profile along the nucleation pathway. Atomistic
data show a qualitative agreement with the theoretical predictions.
Our results suggest that simulations using standard barostats [Shen and Debenedetti,
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1999,Wang et al., 2008,Meadley and Escobedo, 2012,Menzl et al., 2016], if not per-
formed on a reasonably large system size, might be affected by errors of the order of
10− 15 kBT on the barrier height, corresponding to an error of 104− 106 s−1σ−3 on
the rate.
Finite-size effects associated with pressure control can be eliminated by replac-
ing conventional, global, barostats, developed for single-phase systems, with a local
barostat, which controls the pressure of the liquid phase. This can be achieved by
adding moving solid walls interacting with the liquid via, e.g., a Lennard-Jones po-
tential. The walls, to which is applied an external force, act as pistons compressing
the liquid at the desired pressure all along the nucleation process and make it possible
to perform constant liquid pressure simulations even with small simulations boxes
(e.g., 7000 particles in for the present system).
To conclude, to have an accurate prediction of the nucleation barrier, free of finite
size effects arising from the pressure control, one has either to simulate significantly
larger samples or to resort to the local barostat.
Chapter 5
Dynamical effects in homogeneous
vapor bubble nucleation
5.1 Introduction
Homogeneous bubble nucleation consists in the formation of vapor cavities within
the bulk of a metastable liquid. The mechanism and rate governing the inception
of nucleation events has been the subject of debate in the recent literature. The
results obtained by [Wang et al., 2008] demonstrated the contribution of tempera-
ture (local) fluctuations at the initial stage of bubble expansion. In particular, a
positive correlation between vapor nucleation inception and the presence of local
hot spots has been identified in a superheated liquid at conditions near the critical
point of the phase diagram. However, this result has been challenged by brute force
MD simulations performed in very large samples at several thermodynamic condi-
tions [Diemand et al., 2014]. The inconsistency between these results suggests that
further investigations are required to establish a clear picture of the phenomenon. In
particular, the analysis of the “dynamical” properties of the process would be crucial
to obtain insights on the mechanism by which the inception of the new phase takes
place. In fact, often bubble nucleation rate is determined by combining free energy
calculation or even more parametric approaches (Classical Nucleation Theory -CNT-
with liquid tension and difference between liquid and vapor pressure as only input
data) with empirical for the exponential prefactor in Arrenius-like equations.
The objective of this work is two-fold: to determine how kinetic effects that are
not taken into account in standard approaches i) affect the accuracy of the nucleation
rate by "standard" formula and ii) what is their influence on the phase transition
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mechanism. Depending on the thermodynamic conditions and, as a consequence, on
the transition time we will use either brute force molecular dynamics or the forward
flux sampling, an advanced simulation technique that allows to sample the ensemble
of reactive trajectories.
Different thermodynamic conditions are investigated. The first one corresponds
to a superheated liquid near the critical point in which bubble nucleation is an
activated event hindered by a relatively high free energy barrier (∆G ∼ 40kBT ).
This point has been widely investigated in previous work [Wang et al., 2008,Meadley
and Escobedo, 2012]. We also considered milder conditions, closer to that at which
phase transition experiments are typically carried out. In these cases the nucleation
barrier is often small, of the order of few kBT (∼ 5 kBT ). In particular, we considered
negative and positive liquid pressures, mimicking cavitation and boiling conditions,
respectively, both of interest for technological applications.
5.2 Theory
Bulk vapor nucleation is a process often characterized by a large free energy barrier
separating the metastable (liquid) from the stable (vapor) state. When such a barrier
is significantly larger than the thermal energy available to the system (kBT , with
kB the Boltzman constant and T the temperature) the transition from the liquid
to the vapor state is slow: the system can remain trapped in the initial state for a
time largely exceeding the one accessible by atomistic simulations. In these cases,
special simulation techniques are used to investigate the nucleation process. To
the best of our knowledge, four types of approaches have been used to investigate
vapor nucleation: extended brute force molecular dynamics (MD), [Diemand et al.,
2014] quasi-static rare event techniques (umbrella sampling, [Torrie and Valleau,
1977,Shen and Debenedetti, 1999], restrained hybrid Monte Carlo - hRMC, [Ciccotti
and Meloni, 2011, Elena et al., 2013,Marchio et al., 2018] boxed dynamics - BXD
[Glowacki et al., 2009, Meadley and Escobedo, 2012]), classical nucleation theory
with parameters determined from simulations ( [Espinosa et al., 2016,Menzl et al.,
2016]), dynamical rare event methods (forward flux sampling, [Allen et al., 2006c,
Wang et al., 2008,Meadley and Escobedo, 2012] transition interface sampling [van
Erp et al., 2003, Menzl et al., 2016]). Each of these approaches has advantages
and disadvantages; for example, brute force MD introduces no bias on the results
but its application is limited to spinodal conditions otherwise the transition time
would be too long for current and foreseeable computers. Umbrella sampling, hybrid
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restrained hRMC and BXD strongly depend on the choice of the collective variable
for describing nucleation [Amabili et al., 2017]. CNT requires the determination of
the difference of chemical potential of the two phases and, especially, the surface
tension of the liquid, which depends on the size of the bubble. Moreover, despite
recent progresses, its extension to heterogeneous and confined systems is non-trivial.
[Giacomello et al., 2012a,Giacomello et al., 2015,Giacomello et al., 2013]
Kramers theory In the Kramers theory it is assumed that the system moves
diffusively in the free energy profile U(q), with q reaction coordinate of the problem.
[Kramers, 1940,Hänggi et al., 1990] Here q is the volume of the largest vapor bubble,
VV , as discussed in detail below. Within this theory, the rate at which bubbles
nucleate in a metastable liquid is
JKr =
1
V
[(∫
∪
exp [−βU(VV )] dVV
)(∫
∩
exp [βU(VV )] /D(VV )dVV
)]−1
(5.1)
where β = 1/kBT , D(q) is the diffusion coefficient, and the symbols
∫
∪ · and
∫
∩ ·
indicate that the integration is carried out in the well of the initial metastable state
and at the top of the barrier, respectively. Assuming thatD(VV ) is a smooth function
of VV , and that U(VV ) quickly decreases when the system moves out of the transition
state V ∗V , the maximum of U(VV ) separating the initial and final states, the second
integral can be solved using the Laplace method, thus obtaining the following form
for the nucleation rate
JKr =
ωD
V
√
2pikBT
exp(−β∆U(V ∗V ))∫
∪ exp (−β∆U(VV )) dVV
(5.2)
where ω =
√
d2U(VV )/dV 2V |VV =V ∗V is the square root of the curvature of the free
energy at the top of the barrier and ∆U(VV ) = U(VV )−U(0), with U(0) free energy
of the bulk liquid.
One possibility is to determine the unknown data of Eq. 5.2 in the context of
the CNT, which prescribes that ∆U(VV ) = U(VV ) − U(0) is the reversible work of
formation of a spherical bubble of volume VV from a bulk liquid in a sharp interface
description of the multiphase system: [Kelton and Greer, 2010]
∆U(VV ) = (PL − PV )VV + 4piγ
(
3VV
4pi
)2/3
, (5.3)
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where PL and PV are the liquid and vapor pressure, respectively, γ is the liq-
uid/vapor surface tension. Eq. (5.3) allows to determine the barrier height ∆U(V ∗V ) =
16piγ3/3(PL − PV )2 and the curvature of the free energy at the transition state,
ω = (PL − PV )2/
√
32piγ3. The integral over the barrier well can be evaluated nu-
merically from the profile by setting the lower limit of the integral to 0 and the
upper limit to V¯V such that ∆U(V¯V ) = kBT . Finally, the diffusion coefficient at the
top of the barrier can be obtained following the derivation of Menzl et al. [Menzl
et al., 2016], in which the Rayleigh-Plesset equation is used to express D in terms of
the macrosopic properties of the liquid: D = 8pikBTγ3/η|PL − PV |3, where η is the
viscosity of the system.
If the free energy profile is obtained from quasi-static rare events methods, such
as hRMC, one can determine the barrier, curvature and integral in the bulk liquid
basin by numerically (see below).
Blander-Katz theory An expression for the kinetic prefactor largely used in the
literature, alternative to (5.2), is derived in the work of Blander and Katz [Blan-
der and Katz, 1975]. According to the Blander and Katz model of the kinetics of
the nucleation process, bubble nucleation rate can be evaluated with the following
expression
JBK = nL
[
2γ
pimB
]
exp (−∆G(V ∗V )/kBT ) , (5.4)
where nL is the number density of the liquid, m is the mass of a fluid particle, and
B ∼ 1− 1/3(1−PL/PV ) is an adimensional factor. Due to its simplicity, expression
(5.4) is routinely used [Wang et al., 2008, Meadley and Escobedo, 2012, Diemand
et al., 2014, Baidakov and Bobrov, 2014], albeit some of the hypothesis behind its
derivation have no rigorous justification.
The accuracy of the theories above reported will be addressed in the results
section, by performing a direct comparison with the atomistic simulation results.
In particular, we will investigate how the two quasi-static models shortly described
above cope with kinetic (non-equilibrium) effects, and if the possible discrepancies
must be ascribed to the free energy barrier or exponential prefactor. In Sec. 5.4.1 we
compare the barrier ∆G(V ∗V ) obtained from FFS/brute force MD, restrained hybrid
MC (quasi-static) and CNT barrier. The kinetic prefactor of the atomistic nucleation
rate is obtained by inverting the Eyring equation
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J = Γ0 exp(−∆G(V ∗V )/kBT ), (5.5)
where J and ∆G(V ∗V ) are determined by suitable independent procedure [Allen et al.,
2009,Wedekind and Reguera, 2008]. The numerical Γ0 will be compared with that
obtained from Eqs. (5.2) and (5.4). In 5.4.2 we investigate the nucleation mecha-
nism. In particular, we will determine a set of suitable properties along reactive and
non reactive trajectories. This will allow us to assess the reliability of quasi-static
assumption in CNT. The details of the atomistic simulation of bubble nucleation
here performed are discussed in the following section.
5.3 Simulation details
We simulate a set of 7098 atoms interacting via a truncated and force shifted (TFS)
Lennard Jones (LJ) potential:
uTFS(rij) = uLJ(rij)− uLJ(rc)−
∣∣∣∣duLJdr
∣∣∣∣
rc
(rij − rc) (5.6)
where
uLJ(rij) = 4
[(
σ
rij
)12
−
(
σ
rij
)6]
(5.7)
with rc = 2.5. In the TFS-LJ potential the pair particle forces go to zero smoothly as
r goes to rc. Lennard-Jones units are used throughout the article: temperature, pres-
sure, length and time are reported in reduced units, /kB, /σ3, σ, and σ(m/)1/2,
respectively. The size of the sample is chosen about twice the one in [Wang et al.,
2008], large enough to contain a critical nucleus and avoid finite size effects.
LJ fluid is simulated at four different thermodynamic points, corresponding to
the following values of temperature and pressure: P = 0.026 T = 0.855, P = −0.04
T = 0.81, P = 0.01 T = 0.855, and P = 0.001 T = 0.845.
The value of temperature is controlled using the Nosè-Hoover thermostat [Evans
and Holian, 1985] with a relaxation time of τT = 0.093, the same as [Wang et al.,
2008]. The pressure of the system is enforced using a mechanical barostat [Marchio
et al., 2018]. In practice the liquid is confined along z direction between two walls
parallel to the xy plane. The upper wall can translate along z. On the atoms of
upper wall acts an extra force that globally sums up to:
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f ≡ F
Nwall
=
P ·A
Nwall
(5.8)
where F is the overall force acting on the wall, Nwall is the number of the wall atoms,
P is the imposed pressure, and A is the surface area of the wall.
In those conditions in which we use FFS, we employ the volume of the largest
bubble VV in the system as order parameter. In order to detect it and estimate
its volume we employ the M-method [González et al., 2014]. The method can be
summarized in the following steps. i) Particles are labeled as liquid-like if they have
more than five particles closer than 1.6σ, and vapor-like otherwise. ii) The simulation
box is partitioned into cells of a size such that they can contain at most one particle;
each cell is labeled liquid or vapor depending on the particles of either type occupying
the cell. A cell is vapor like if it is surrounded by a sufficient number of empty cells.
Empty cells are classified analysing both the first and second neighbors cells. If
the number of nearest neighbor face-sharing empty/vapor cells is 7 or more also the
number of second nearest neighbor face-sharing empty/vapor is evaluated. If also
the number of these cells is 7 or more, the original empty cell is labeled as vapor. iii)
Finally, a cluster analysis is performed on the vapor cells and the size of the largest
bubble is established as the total volume of largest cluster of interconnected cells,
i.e. cells sharing a face or a corner.
At the first thermodynamic condition (T = 0.855, P = 0.026), nucleation is hin-
dered by a relatively high energy barrier which prevents nucleation on the brute force
MD timescale. In order to tackle the issue of rare events, preserving the dynamical
properties of nucleation mechanism, Molecular Dynamics simulations are combined
with FFS rare event method, see Sec. 3.3.3, implemented in its direct version [Allen
et al., 2009]. The interfaces are placed at following values of the order parameter VV
= 60, 90,120, 150, 210, 280, 350, 450, 550, 700, 820, 950, 1200, 1500, 2000, 2500,
3000. The value of the order parameter along the MD trajectories is evaluated each
5 steps of amplitude ∆t = 0.002. At each interface a set of 576 trials is fired. Each of
them is integrated until it reaches the following interface or returns in the metastable
liquid basin. The method is implemented also backwards from the last to the first
interface, see Sec. 3.3.4, in order to obtain a stationary probability distribution of the
order parameter, which is exploited to evaluate the nucleation free energy barriers.
The three remaining thermodynamic conditions are simulated via a brute force
integration of the equation of motion. To evaluate nucleation rates and free energy
barriers, the approach presented in [Wedekind and Reguera, 2008] has been adopted.
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More specifically, nucleation rate is obtained as the inverse of the mean first passage
time (MFPT) at the transition state, i.e. the average time that the system needs
to nucleate a critical bubble starting from the pure liquid. At the same time, the
calculation of the stationary probability distribution of the bubble volume within
the liquid allows the estimation of the free energy profile.
5.4 Results
5.4.1 Kinetic and energetic contributions to nucleation rate
FFS Nucleation rate The nucleation rate for the TFS-LJ liquid at T = 0.855
and P = 0.026 is evaluated using FFS method described in Sec. 3.3.3. In Fig. 5.1(a)
we report the committor probability PB. The committor function PB(x) is defined
as the probability that a trajectory initiated from configuration x will reach the final
state before the initial state.
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Figure 5.1: (a) Committor probability as a function of the largest vapor bubble in
the system. (b) Red points are the free energy barrier estimated via the statistical
analysis of forward and backward trajectories described in Sec. 3.3.4. Black line is
the CNT barrier (5.3). Blue points are the free energy profiles obtained with the
quasi static method RhMC in [Marchio et al., 2018].
The committor PB is evaluated using the FFS conditional probabilities at the n
interfaces λ (see Sec. 3.3.3) as
PB(λj) =
n−1∏
i=j
P (λi+1|λi) (5.9)
where the interfaces positions corresponds to the values of VV listed in Sec. 5.3.
The value of the order parameter at which the committor equals 0.5 corresponds to
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Figure 5.2: (a-c)MFPT as functions of the largest vapor bubble in the system for
spontaneous nucleation at three different thermodynamic conditions. (d-f) Station-
ary probability density functions of the largest vapor bubble in the system. (g-i) Free
energy barriers estimated with the approach described in [Wedekind and Reguera,
2008].
the critical size of the bubble, i.e. the values at which the bubble grows or shrinks
with the same probability. In the system here studied we found PB(V ∗V ) = 0.5 at
V ∗V ∼ 2500. The committor at the first interface, PB(λ0) ∼ 10−18, multiplied by the
flux across λ0, Φ0 ∼ 10−5, is by definition the nucleation rate JFFS = 10−23, with
an estimated statistical error [Allen et al., 2006b] of one order of magnitude.
In the simulations carried out with the brute force integration of the equation of
motion, the nucleation rate has been evaluated as the inverse of the MFPT evaluated
at the values corresponding to the plateaus of Fig. 5.2(a-c). The numerical values of
nucleation rate are reported in Tab. 5.1.
FFS Free energy and comparison with CNT At T = 0.855 and P = 0.026,
FFS approach has been implemented forward and backward in order to evaluate
the free energy barrier, consistently with the estimation of the nucleation rate (see
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Sec. 3.3.4). Results, obtained using the set of interfaces listed in Sec. 5.3, are shown
in Fig. 5.1(b) (red points). In the same panel we report the CNT energy profiles (5.3)
(black line) and with a quasi static atomistic simulation technique, Restrained hybrid
Monte Carlo (RhMC) [Marchio et al., 2018] (blue points).
In the CNT one assumes that, at each volume VV , the bubble has a spherical
shape, that is the configuration that minimizes the energetic cost due to the presence
of a liquid/vapor interface. This hypothesis of conditional equilibrium is coherent
with quasi equilibrium descriptions of the mechanism. For example, simulations that
exploit VV as order parameter can be carried out e.g. with the RhMC quasi static
approach used in [Marchio et al., 2018] simulations. When conditional equilibrium
is enforced at given fixed values of VV , bubble shapes are expected to fluctuate
around the minimum energy configuration compatible with the imposed restraint,
i.e. around a spherical shape of a bubble of volume VV .
In the FFS (or brute force MD) dynamical trajectories, as widely discussed in
Sec. 5.4.2, the inception of nucleation process is ruled by fluctuation in local kinetic
energy and bubble expansion is observed to take place very quickly.
The “inertia” in the order parameter space, which drives the system to overcome
the free energy barrier, may prevent the shape of the bubble to relax towards its
minimum free energy configuration (see fig. 5.5). If the shape is not spherical, the
excess area in the liquid vapor interface increases the work to form a non spherical
bubble of given value VV . This can be seen as one of the possible explanation of the
small discrepancy between FFS and RhMC free energy profiles. Indeed, FFS barrier
is systematically higher than RhMC barrier.
The free energy barriers are respectively ∆GFFS(V ∗V ) = 43kBT , ∆GRhMC(V
∗
V ) =
41kBT , and ∆GCNT (V ∗V ) = 47kBT . The first two simulative method are in agree-
ment. CNT overestimation of the barrier is instead due to the fact the Tolman [Tol-
man, 1949] correction to the surface tension has not been taken into account.
Free energy profiles obtained from brute force MD simulation carried out at the
three remaining thermodynamic points are shown in Fig. 5.2(g-i). These are obtained
using the following expression derived in [Wedekind and Reguera, 2008]:
β∆G(VV ) = ln(B(VV ))−
∫
dV ′V
B(V ′V )
+ C, (5.10)
where
B(VV ) =
1
Pst(VV )
[∫ VV
0
Pst(V
′
V )dV
′
V −
τ(VV )
τ(V ∗V )
]
, (5.11)
CHAPTER 5. DYNAMICAL HOMOGENEOUS NUCLEATION 78
C is a constant and Pst(VV ) is the stationary probability density function of the order
parameter VV , shown in Fig. 5.2(d-f). In the same panels, the CNT estimations of
the free energy profiles are shown as black lines. Also in this case, the surface
tension adopted in Eq. (5.3) corresponding to the case of a planar surface, probably
overestimate the real value, especially in the case of small bubbles. In particular, for
spontaneous nucleation, in which the volume of the critical bubbles are very small,
the effect of neglecting the curvature of the liquid vapor interface has a more evident
effect on the free energy with respect to the previous case.
Kinetic prefactor The estimation of the nucleation rate and free energy barrier
from simulations can be used to estimate the contribution of the kinetic prefactor of
Eq. (5.5).
MD and theoretical resultsobtained from Kramers (Eq. (5.2)) and from Blander-
Katz (Eq. (5.4)) are reported in Tab. 5.1.
MD CNT CNT+BK CNT+Kr
∆G Γ0 J ∆G Γ0 J Γ0 J
P0.026 T0.855 42 10−4 10−23 47 10−1 10−21 10−4 10−25
P − 0.04 T0.81 4 10−5 10−7 14 10−1 10−7 10−5 10−11
P0.01 T0.855 5 10−5 10−7 11 10−1 10−6 10−5 10−10
P0.001 T0.845 6 10−5 10−8 11 10−1 10−6 10−5 10−10
Table 5.1: Results for nucleation barriers, kinetic prefactor, and nucleation rate. ∆G
is expressed in units of kBT , Γ0 and J in units of σ−3 τ−1.
Kinetic prefactor obtained from FFS and brute force MD simulations are found
to be in perfect agreement with the one predicted by Kramers theory. At the same
time they differ by three or four order of magnitudes from Blander-Katz estimation.
However, it is crucial to notice that when Eq. (5.4) is combined with the CNT esti-
mation of the barrier to obtain the nucleation rate, a cancellation between errors can
improve the agreement with the nucleation rate obtained from simulations. Indeed
CNT overestimation of the barrier partially balances the BK overestimation of the
kinetic prefactor, producing a deceptive agreement.
5.4.2 Dynamical properties of reactive trajectories
Inception of nucleation In order to characterize significant time dependent prop-
erties of the system during the inception and the growth of a nucleating bubble, we
analyse nucleation pathways obtained from MD simulations here performed.
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For each FFS trajectory, we identify the spatial point where nucleation starts. In
the following, we will call this point origine of the nucleation.
We then analyse trajectories passing by this point according to three different
classes: i) nucleating trajectories; ii) segments of trajectories reaching the next in-
terface, regardless if they are reactive or not; iii) “failing” segments of trajectories,
branches of trajectories that do not react the next interface (starting from the present
one). This will allow us to better understand the effect of the various parameters
on the success of the trajectory. Temperature in a region within rc = 2.5σ from the
origin point of nucleation has been evaluated via the following estimator:
< T (rc) >=
1
3N(r)Nseg
N∑
i=1
Nseg∑
j=1
mv2ijΘ(rc − rij), (5.12)
where N(r) is the average number of particles at distance within rc from the origin
of nucleation, Nseg is the number of trajectory segments considered (which depends
on the class of trajectories), m is the mass of a particle, N is the total number of
particles, v2ij is the velocity of the i-th particle in the j-th segment, and Θ(rc−rij) is
the Heaviside step function which is 1 if the distance of the particle from the origin
rij is within 2.5σ, 0 otherwise.
Results obtained from FFS simulations are shown in Fig. 5.3(a).
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Figure 5.3: (a) Temperature within 2.5 σ from nucleation site as a function of bubble
volume for reactive path (empty red points), successful trials (filled red points), and
unreactive paths (black/red points). (b) Bubble expansion velocity as a function of
bubble volume for reactive path (empty red points), and successful trials (filled red
points).
The data show, at the initial stage of the successful nucleation events, a local
fluctuation resulting in an excess of the local kinetic energy. This finding is in agree-
ment with the results of Wang et al. [Wang et al., 2008]. Kinetic energy fluctuations
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Figure 5.4: estimation of the average kinetic energy as a function of the bubble
radius for at interfaces with indexes from 1 to 6. The average is performed in (a)
panel over successful segments (reaching the following interface) which belongs to
one, or more, reactive trajectories (reaching also the bubble critical size). for (b)
panel over the entire set of successful segments, regardless they belongs or not to
reactive trajectories.
are the source of the driving force which allows the system to overcome the energetic
barrier which divides the liquid from the vapor states. Another important aspect
that emerges from the data is that local fluctuations, at least at the first stage of
nucleation, are more pronounced in the first set of segments analysed, i.e. the ones
which are part of one or more reactive trajectories, than in the second set, where all
successful trials are taken into account, regardless they belong or not to a reactive
trajectory.
The same analysis has been performed for the trajectories obtained from the
brute force simulations at thermodynamic conditions at which nucleation occurs
spontaneously. Results are shown in Fig. 5.4(a-c). In these thermodynamic condi-
tions, where the barrier is negligible and the critical size of the bubble is relatively
small, it is still evident that the initial phase of vapor inception is characterized by
a positive fluctuation of the local kinetic energy. Moreover, after the critical size
of the bubble is reached, a cooling of the bubble core is observed that is typical of
expansion processes.
Inertia along reactive trajectory In order to characterize the dynamical prop-
erties of reactive trajectories, the second observable that we consider is the velocity at
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which bubbles expands, i.e. the variation in time of the bubble volume. In Fig. 5.3(b)
we report bubble expansion velocity V˙V as a function of the bubble volume. Trials
are gathered in two subgroups. The first one (filled points) corresponds to the trajec-
tories which reach the interfaces and then return in the liquid basin. The second set
(empty points) consists of the trials that reach the current interface and successfully
go to the vapor domain. As a first remark, we notice that for activated nucleation at
the first stage, which corresponds to the stage ruled by kinetic energy fluctuations
as observed in previous paragraph, bubble expansion is faster than in the rest of the
trajectories where it is found to approximately become stable around a given value.
Moreover, trajectories which succeed in nucleation are found to proceed faster than
the ones that return in the liquid basin.
Since along reactive trajectories bubbles grow very quickly, their shapes may
not have enough time to relax toward their minimum energy configurations. This
statement is in agreement with the results presented in Sec. (5.4.1) where the free
energy estimated by dynamical trajectories are found slightly higher than the one
obtained with quasi-static RhMC calculation.
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Figure 5.5: 2d Density field obtained considering a slice of the system volume. The
shape of the bubble is not spherical and, during growth, bubble remain elongated
along the same direction.
As a further evidence of this circumstance, in Fig. (5.5) we report a 2d density
field of a system slice at different times along a single reactive trajectory. In panel (a),
the initial stage of nucleation characterized by local fluctuations and small cavities
is observed. In panels (b) and (c), the bubble grows remaining slightly elongated
along the same xy bisectrix direction.
Bubble expansion velocity for spontaneous nucleation simulations are reported
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in Fig. 5.4(d-f). Differently from the previous thermodynamic condition, in this in
which the free energy barriers are negligible bubble expansion velocity is found to
monotonically increase.
5.5 Conclusions
In this work vapor bubble nucleation within a metastable liquid has been addressed
analysing the dynamical aspects of the mechanism. MD has been adopted to obtain
dynamical trajectories. Moreover, in order to simulate one of the thermodynamical
points at which nucleation is very infrequent, MD has been combined to the FFS
method, a rare event technique able to preserve the dynamics. The quantitative re-
sults obtained from simulations have been used to validate theories that are routinely
used to estimate relevant quantities i.e. nucleation barrier, nucleation barrier, and
kinetic prefactor in the Eyring formula. Moreover, our results confirm the role of
thermal fluctuation in triggering the inception of the nucleation event.
Chapter 6
Inertial effects in wetting and
drying of nano-patterned surfaces
Hydrophobic nanotextured surfaces, also known as superhydrophobic surfaces, have
a wide range of technological applications, including self-cleaning glasses, sanitary fit-
tings, wall paints, anti-moisture, anti-icing and anti-fogging, drop-wise condensation
to enhance energy scavenging and water harvesting, friction/drag reduction, anti-
adhesion and anti-corrosion. The accidental complete wetting of surface textures,
which destroys superhydrophobicity, and the opposite process of recovery are two
crucial processes that can prevent or enable the technological applications mentioned
before. Understanding these processes is key to design surfaces with tailored wetting
and recovery properties. However, recent experiments have suggested that the cur-
rently available theories are insufficient at describing the observed phenomenology.
In this work we offer a dynamical picture of these processes beyond the state of the
art showing that the key ingredient determining the experimental behavior is the
inertia of the liquid in the wetting and dewetting processes, which is neglected in
microscopic and macroscopic quasi-static theories inspired to the classical nucleation
theory. Present findings are also important for other related phenomena, such as
heterogeneous cavitation, where vapor/gas bubbles form at surface asperities.
A textured hydrophobic surface can entrap gas/vapor in its surface corrugations
that keeps a liquid deposited on it in a suspended state, also known as the Cassie-
Baxter state [Cassie and Baxter, 1944]. This suspended state is characterized by
a reduced solid/liquid contact area to which a set of properties, such as large (ap-
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parent) contact angle 1, low contact angle hysteresis 2, and low tilting angle 3, are
associated that. These properties are collectively denominated superhydrophobic-
ity [Miwa et al., 2000,Feng et al., 2002,Zhang et al., 2008,Nosonovsky and Bhushan,
2009, E et al., 2017]. Superhydrophobic surfaces are suitable for many technolog-
ical applications including self-cleaning glasses, sanitary fittings, and wall paints,
[Zhang et al., 2016a] anti-moisture and/or anti-icing coatings [Cao et al., 2009], anti-
fogging, [Howarter and Youngblood, 2008] surfaces for drop-wise condensation to en-
hance energy recovery/scavenging [Enright et al., 2014a] and water harvesting [Zhang
et al., 2016b], friction/drag reduction, anti-adhesion and anti-corrosion [Ferrari and
Benedetti, 2015], boiling enhanced heat transfer [Patankar, 2010] and many more.
A second state exists, known as the Wenzel state, [Wenzel, 1936] in which the
liquid completely wets the corrugations of the hydrophobic surface. In the Wenzel
state the liquid/solid contact area is much larger and the superhydrophobic prop-
erties are lost. The Cassie-Baxter/Wenzel (wetting) transition can be induced by
changes of pressure and/or temperature [Brennen, 2013,Betz et al., 2013]; the spon-
taneous reverse transition (recovery) has proven to be impossible in most practical
circumstances even when initial conditions are restored [Checco et al., 2014, Ama-
bili et al., 2016a,Lafuma and Quéré, 2003]. The fragility of the Cassie-Baxter state
and the difficulty of recovery have hindered the use of superhydrophobic surfaces
in practical applications. Thus, an intense experimental and theoretical research
activity has been devoted to the investigation of the wetting and recovery mecha-
nisms and of how surface morphology determines the stability of the Cassie-Baxter
state and the kinetics of the forward and reverse transition [Lafuma and Quéré,
2003,Lee and Kim, 2011,Lv et al., 2015,Xue et al., 2016,Wang et al., 2017,Amabili
et al., 2016a, Giacomello et al., 2012b, Giacomello et al., 2012a, Giacomello et al.,
2015,Kusumaatmaja et al., 2008, Checco et al., 2014,Vrancken et al., 2009, Poetes
et al., 2010,Giacomello et al., 2016a,Prakash et al., 2016,Lisi et al., 2017,Panter and
Kusumaatmaja, 2017, Yao and Ren, 2015, Li and Ren, 2014, Ren, 2014, Savoy and
Escobedo, 2012a, Savoy and Escobedo, 2012b,Tretyakov and Müller, 2013,Li et al.,
2017,Pashos et al., 2015,Pashos et al., 2016], including the possible effect of dissolved
1The Young and apparent contact angle of a liquid is the angle formed by the tangent to the
droplet at contact point with the surface and the flat and textured surface itself. In the case
of a textured surface, the nominal position of the surface is the plane passing by the top of the
corrugations.
2The contact angle hysteresis is measured by the difference between the front and rear contact
angles right before the droplet depins and slides/rolls along a tilted surface
3The tilting angle is the maximum angle the surface can be tilted before the droplet deposited
on it starts moving
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incondensable gasses [Giacomello et al., 2013,Xiang et al., 2017].
At the conditions of interest for experiments and technological applications the
wetting and recovery transitions are often characterized by large relatively free-energy
barriers (∆Ω†w and ∆Ω†r, respectively) separating the initial and final states. In the
presence of barriers larger than the thermal energy kBT (kB Boltzmann constant
and T the temperature) the transition time scales exponentially with ∆Ω†w/r, τw/r =
τ0w/r exp(∆Ω
†
w/r/kBT ) [Eyring, 1935,Zwanzig, 2001], thus τw/r can easily exceed the
timescale accessible to experiments and simulations. The very presence of barriers
prevents the recovery of the Cassie-Baxter state upon wetting of the corrugations
for most of the textured surfaces. Indeed, one of the objectives of the research in
this field is to understand the relation between the morphological and geometrical
characteristics of the corrugations and the wetting/recovery transition time. [Lee and
Kim, 2011,Savoy and Escobedo, 2012a,Lisi et al., 2017,Prakash et al., 2016,Vrancken
et al., 2009]
Due to the long transition time, largely exceeding the timescale accessible to
brute force (continuum and/or atomistic) simulations, special techniques are neces-
sary to investigate the wetting and recovery transitions. Apart from notable excep-
tions [Savoy and Escobedo, 2012b], the wetting and recovery of textured surfaces
has been studied only via quasi-static methods, such as umbrella sampling [Prakash
et al., 2016], restrained molecular dynamics [Giacomello et al., 2012b, Giacomello
et al., 2013,Giacomello et al., 2015], string and nudged elastic band methods [Gi-
acomello et al., 2015, Panter and Kusumaatmaja, 2017,Yao and Ren, 2015, Li and
Ren, 2014,Ren, 2014,Pashos et al., 2015,Pashos et al., 2016]. These methods assume
that the process is slow and the system is at the local equilibrium all along wetting
or recovery. In other words, these methods neglect dynamical effects, such as inertia.
The most probable wetting path predicted by quasi-static approaches – the one asso-
ciated to the lowest free-energy barrier – breaks the symmetry of the system, e.g., it is
characterized by the formation of a gas bubble in the corner of 2D or 3D rectangular
pores [Giacomello et al., 2012b,Giacomello et al., 2012a,Giacomello et al., 2015,Lisi
et al., 2017,Kusumaatmaja et al., 2008]. A similar asymmetric path, together with
the symmetric one, has been observed in experiments. The change of symmetry was
ascribed to the presence of impurities in the surface corrugations rather than to the
fundamental physics of the process [Lv et al., 2015,Xue et al., 2016].
The objective of this work is to go beyond the quasi-static picture and to establish
a comprehensive theory of wetting and recovery of textured surfaces which includes
dynamical effects in order to close the gap with experiments. This extended frame-
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work is expected to be relevant also for related phenomena, such as heterogenous
cavitation, which hardly conforms to a quasi-static picture [Bremond et al., 2005].
To achieve our aim we will study the process over a wide range of thermodynamic
conditions. In particular, we will consider thermodynamic conditions corresponding
to long and short wetting and recovery transition times. The former corresponds
to ambient conditions for most of the common textured hydrophobic surfaces. The
latter to more extreme conditions used in wetting experiments on common superhy-
drophobic surfaces, or milder conditions for novel surfaces. This will allow us to assess
whether the standard nucleation theory framework [Kelton and Greer, 2010,Meloni
et al., 2016], used to interpret the wetting and recovery transition is adequate to
explain recent experiments and to model novel materials. Present results are of in-
terest from both the fundamental and the applicative points of view: in addition to
revealing paramount dynamical effects in nucleation, such a theory opens the way to
design surfaces with tailored properties that can better resist to intrusion [Amabili
et al., 2016b,Giacomello et al., 2016b,Panter and Kusumaatmaja, 2017] and enable
facile recovery [Lisi et al., 2017,Prakash et al., 2016].
Anticipating our results, we remark that our simulations allow to reconcile the
experimental and theoretical picture of the wetting process: when the free-energy
barrier is sufficiently low – close to the values at which the experimental transition
is expected to occur – dynamical effects dominate and the meniscus advances in
the pores preserving the initial symmetric shape. Similarly, at conditions relevant
for the experiments the recovery transition always proceeds asymmetrically with
the formation and growth of a bubble in a corner. At variance with the quasi-
static picture [Giacomello et al., 2012a, Giacomello et al., 2013, Giacomello et al.,
2015,Prakash et al., 2016,Panter and Kusumaatmaja, 2017,Li and Ren, 2014,Ren,
2014,Pashos et al., 2015,Pashos et al., 2016], the present results show that dynamical
effects are strongly dependent on the liquid pressure.
We investigated a system consisting of a Lennard-Jones (LJ) liquid wetting a
square cavity (Fig. 6.1A) 6.2. Liquid and solid particles interact via the modified LJ
potential
ULJ(rij) = 
[(
σ
rij
)12
− cij
(
σ
rij
)6]
, (6.1)
where rij is the distance between atoms i and j, and  and σ set the energy and
length of the particle-particle interactions, respectively. cij is a scaling parameter
which is equal to 1 for atoms of the same species (liquid-liquid or solid-solid) and
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P ∆ΩCB/W ∆Ω
†
CB/W ∆Ω
†
W/CB
-0.168 -130 133 3
-0.08 -74 91 17
-0.005 21 17 38
0.01 31 12 43
0.035 57 0 57
Table 6.1: Relative free energy between the Cassie-Baxter and Wenzel states,
∆ΩCB/W = ∆ΩCB − ∆ΩW , wetting, ∆Ω†CB/W , and recovery free energy barriers,
∆Ω†W/CB. The pressure, P , is reported in Lennard-Jones units; the relative free
energy and barriers are reported in kBT .
equal to 0.6 for the liquid-solid interaction, determining the wetting properties of
the system which are quantified in terms of the Young contact angle θY = 102◦ 6.2.
This value is typical of silanized or fluorinated surfaces [Chen et al., 1999,Öner and
McCarthy, 2000,Grate et al., 2012]. LJ units are used throughout the letter with
the exception of the free energy, which is expressed in units of kBT .
We determined the wetting and recovery path, energetics, and kinetics using
two complementary approaches: restrained molecular dynamics (see Sec. 6.1) (RMD
[Maragliano and Vanden-Eijnden, 2006b, Bonella et al., 2012, Ciccotti and Meloni,
2011,Meloni and Ciccotti, 2015,Giacomello et al., 2012b,Giacomello et al., 2015])
and forward flux sampling (FFS [Allen et al., 2005,Allen et al., 2006a,Valeriani et al.,
2007,Allen et al., 2006b]) (see Sec. 3.3.3). In both approaches the progress of the
process is measured by the number of particles in the cavity, N(r), where r is the vec-
tor of atoms positions at the current configuration of the system (Fig. 6.1A). RMD
allows to sample the constant number of particles, temperature, and pressure (con-
ditional) ensemble (nPT) at a prescribed number N of particles inside the surface
textures. Via RMD one can also compute the free-energy profile and any statistical
property along the quasi-static process. FFS, instead, samples the ensemble of reac-
tive (wetting or recovery) trajectories at the prescribed nPT conditions. The driving
force of the wetting and recovery processes – the liquid pressure – is controlled by
the mechanical barostat discussed in Ref. [Marchio et al., 2018]. See Sec. 6.2 for
more details.
We first considered a small 10× 10 square pore and performed RMD simulations
of the intrusion and extrusion processes at different liquid pressures, corresponding
to different values of the free energy difference ∆ΩCB/W between the Cassie-Baxter
and Wenzel states and of the wetting/recovery barrier ∆Ω†: higher pressures favor
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the stability of the Wenzel state and reduce the wetting barrier and vice versa (Ta-
ble 6.1). Consistently with literature results [Giacomello et al., 2012b,Giacomello
et al., 2012a,Panter and Kusumaatmaja, 2017], the RMD wetting transition begins
with the liquid depinning from the top corners and entering in the cavity with a
(almost) flat meniscus (see Fig. 6.1C); in correspondence of the transition state (the
maximum of the free-energy profile, N ∼ 450) the meniscus bends to form a vapor
bubble in one of the two bottom corners of the cavity. Then, the bubble shrinks
until it disappears when the system reaches the Wenzel state.
A more quantitative analysis of the wetting mechanism is obtained by considering
∆N = N1 − N2 and N along the process, with N1 and N2 the number of liquid
particles in the left and right halves of the cavity (Fig. 6.1B). When the meniscus is
flat ∆N ∼ 0 , when a bubble is formed in a corner, ∆N is either sizably negative
or positive. This is shown for RMD simulations in Fig. 6.1D. The same analysis is
performed on the FFS simulations and in Fig. 6.1E-G is reported the join probability
ρ(∆N ;N) at P = −0.005, 0.01 and 0.035. At low and moderate liquid pressures
(panels E and F) the trajectories are initially (N ≤ 500) symmetric, with ρ(∆N ;N)
centered at ∆N = 0. Then, in correspondence of the transition state, ρ(∆N ;N)
splits in two branches corresponding to the formation of a bubble in the left or right
corners. Thus, at low and moderate pressures the FFS wetting path resembles the
RMD one. At P = 0.035, ρ(∆N ;N) is centered around zero all along the process,
indicating that at high pressure the mechanism becomes symmetric (Fig. 6.1G). FFS
simulations of liquid intrusion in a 20× 20 pore at P = −0.005 and 0.035 show that
the transition from asymmetric wetting at low pressures to symmetric wetting at
high pressures is a generic feature that is observed also in larger pores(Fig. 6.4).
The transition from the asymmetric to the symmetric path with increasing pres-
sure is in contrast with the quasi-static picture [Giacomello et al., 2012a,Giacomello
et al., 2012b,Giacomello et al., 2013,Giacomello et al., 2015,Panter and Kusumaat-
maja, 2017] and consistent with the experimental observations [Lv et al., 2015,Xue
et al., 2016]. Indeed, considering the transition time determined by FFS (τ = 1030,
1019, and 103 at P = −0.005, 0.01, and 0.035, respectively, approximately corre-
sponding to 1018, 107, and 10−9s for water) one expects that in experiments wetting
takes place only close to spinodal conditions, when the barrier is vanishingly small.
Thus, the present results reconcile theory and experiments: once dynamical effects
are taken into account the theory predicts that, at experimental conditions, wetting
proceeds mainly through the symmetric path.
The discrepancies between FFS and RMD suggest that dynamical effects, ne-
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Figure 6.1: A) Computational sample used in the simulation. The blue and brown
spheres represent the fluid and solid particles, respectively. The order parameter
N(r) is the number of particles comprised within the white frame. B) The red and
yellow frames define the boxes used to determine N1 and N2 for the calculation of
∆N = N1(r)−N2(r). C) Sequence of configurations along the RMD path: the liquid
enters in the pore with a flat meniscus, then forms a bubble in a corner and finally
the bubble is absorbed and the meniscus touches the bottom wall. The quasi-static
process is reversible and thus the recovery path is the reverse of the wetting path. D)
(∆N,N) values along the RMD wetting (low to high N) or dewetting (high to low N)
paths at different positive and negative pressures. Consistently with the snapshots
of the panel C), in the early part of the wetting ∆N values centered around 0. At
N ∼ 450 one observes a sharp change, with sizably negative and positive ∆N values.
RMD wetting and recovery is independent on the pressure, with pairs of (∆N,N)
at the different pressures perfectly overlapping. E-L) Logarithm of the probability
density, log [ρ(∆N ;N)], along the wetting (E-G) and dewetting (H-L) trajectories
at different pressures. At low (P = −0.005) and moderate (P = 0.01) pressures the
wetting follows a path consistent with the quasi-static picture of panel D. At higher
pressures (P = 0.035) ρ(∆N ;N) is centered around ∆N = 0 all along the wetting
path. The recovery always follows a path characterized by an initial (N > 400)
large positive or negative values of ∆N . However, at small and moderate negative
pressures (P = −0.005,−0.08) in the second part of the path (N < 400) ρ(∆N ;N)
is centered around 0, indicating a recovery of the symmetrical morphology of the
meniscus. At more negative pressures (P = −0.168) ρ(∆N ;N) remains centered at
large negative or positive values all along the recovery.
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glected in the latter approach, play a crucial role in the wetting of the cavity at
spinodal conditions. We speculate that inertia of the intruding liquid prevents the
bending of the meniscus when the Cassie-Baxter/Wenzel barrier is low and the liquid
can rush into the cavity: in this condition the (thermodynamic) force is not suffi-
cient to change the shape of the liquid/gas interface to the minumum free-energy
morphology. This hypothesis is supported by the observation that the velocity of
advancement of the meniscus, measured by N˙ , significantly increases with the liquid
pressure in correspondence of the transition state while the velocity of bending of
the meniscus, estimated by ∆N˙ , does not change significantly with P (Fig. 6.5).
We now consider the recovery process by which vapor is formed within the pore
and pushes the liquid back to the top of corrugation restoring the Cassie-Baxter
state. We remark that this process is equivalent to cavitation or bubble nucleation
under confinement, which are important in many applications [Neppiras, 1980,Blake
and Gibson, 1987, Suslick et al., 1999, Betz et al., 2013, Coussios and Roy, 2008].
Given the findings on the wetting path, a question naturally arises: do dynamical
effects play an important role in the recovery path as well? To address this question
we considered three negative liquid pressures (suction), P = −0.05, P = −0.08, and
P = −0.168 corresponding to large (∆Ω† ∼ 40kBT ), intermediate (∆Ω† ∼ 10kBT ),
and negligible free-energy barriers, respectively. Fig. 6.1H-L shows ρ(∆N ;N) along
dewetting reactive trajectories. One notices that in all cases the process is asymmet-
ric and begins with the formation of a bubble in a corner. However, at moderately
negative pressures – i.e., when the recovery barrier is large – right after the tran-
sition state the system recovers the symmetric configuration consistently with the
quasi-static picture. At more negative pressures, instead, the interface becomes even
more asymmetric, maintaining this morphology for most of the recovery path. Only
when the meniscus pins to one of the corners at the top of the cavity, the symmetric
Cassie-Baxter state is recovered. Similarly to the wetting case, at large negative
pressures, when the recovery barrier is negligible, the velocity of the extruding liq-
uid is too fast for the meniscus to reach the equilibrium configuration at that N
(Fig. 6.5). In other words, like in the case of wetting, when the extrusion barrier is
very low inertial effects dominate.
The inertial effects discussed above cause deviation from other equilibrium prop-
erties of the meniscus along wetting and recovery, namely, the value of the contact
angle and the curvature of the meniscus. For recovery, these effects are shown in
Fig. 6.6. In FFS simulations at moderately negative pressures (P = -0.005) the con-
tact angle θ at the two contact points of the meniscus are equal between them and
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Figure 6.2: Contact angle of the meniscus at the left and right liquid/vapor/solid
contact points at P = −0.005 (top) and −0.168 (bottom). The contact angle is
determined from the derivative of a polynomial interpolation of the liquid/vapor
Gibbs interface at its intersect with the solid walls.
very close to the Young value, θY = 102◦, all along the process. The departure from
θY for small vapor bubbles is due to the limited accuracy in the determination of θ in
these conditions. On the contrary, at P = −0.168, where (non-equilibrium) inertial
effects are large, the values of θ at the two contact points are significantly different
for most of the recovery path and very different from θY . In particular, we observe
a jump in the value of θ at the right contact point when the bubble detaches from
the bottom wall (N ∼ 300 Fig. 6.6). Also notice that the curvature of the meniscus
when the recovery is almost complete is opposite to the one predicted by quasi-static
theories (see Fig. 6.6).
Concluding, the present simulations have shown that, by including the dynamics
in the description of (thermally activated) wetting and dewetting of complex sur-
faces, it is possible to reconcile experimental and theoretical results. Contrary to
previous quasi-static predictions, it was found that the wetting and dewetting tran-
sition paths sensitively depend on the liquid pressure, underscoring the importance of
liquid inertia. These dynamical effects play a crucial role in enhancing the difference
between the wetting and dewetting processes, which are shown to follow symmetric
and asymmetric paths, respectively, in typical experimental conditions: hopefully
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new experiments will substantiate these new predictions. The revealed phenomenol-
ogy is explained in terms of a competition between thermodynamic forces and inertia
of the moving liquid, which applies to a variety of physical phenomena well beyond
wetting: condensation, cavitation, dynamics of the triple line, micel formation and
many more.
The implication for simulations is that, when the free-energy barriers characteriz-
ing a transition are low, it is crucial to include the dynamics beyond the quasi-static
assumption common to many theories (e.g., classical nucleation theory) and rare
event methods (e.g., umbrella sampling, restrained MD).
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Figure 6.3: Free energy profiles as a function of the number of particles inside the pore
computed via RMD at various pressures. The Cassie-Baxter state is at N ≈ 200,
while the Wenzel one is at N ≈ 700. The error bars representing the error on the free
energy at each value of N are also reported. arbitrary constant in the free energy
has been set so that ∆Ω = 0 at the Cassie-Baxter state.
6.1 Restrained Molecular Dynamics
The objective of the restrained molecular dynamics, RMD, is to sample the condi-
tional density probability at a prescribed value of an observable, here the number of
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Figure 6.4: Logarithm of the joint probability density function ρ(∆N,N) along
reactive trajectories in the system with the 20 × 20 pore at pressures P = −0.005
(A) and P = 0.035 (B). With increasing pressure the intrusion mechanism passes
from asymmetric (A) to symmetric (B).
fluid particles in the pore, and the associated (Landau) free energy. The free energy
Ω is defined as:
Ω(N∗) = β−1 log ρN (N∗) (6.2)
= β−1 log
∫
drm(r)δ(N(r)−N∗)
whereN∗ is a particular value of the number of particles in the poreN(r), β = 1/kBT
is the inverse of the thermal energy, δ(·) is the Dirac delta function, m(r) is the
distribution in the proper ensemble, e.g. NPT, and ρN (N∗) is the probability density
function to observe the value N∗ of the observable N(r). In Eq. (6.2) one can replace
the Dirac delta functions with a smooth Gaussian approximation, gλ(φk(r)−Nk) =√
2pi/(βλ) exp[−βλ/2 (φk(r) −Nk)2]. Within this approximation, the derivative of
the free energy reads
∂Ω(N∗)
∂N
≈ ∂Ωλ(N
∗)
∂N
= (6.3)
=
∫
dr λ (N(r)−N∗)m(r)gλ(N(r)−N∗)∫
dr m(r)gλ(N(r)−N∗)
=
∫
dr λ(N(r)−N∗) ρ(r|N∗) .
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Figure 6.5: N˙ (left) and ˙∆N = N˙1− N˙2 (right) as a function of N . N˙ measures the
velocity of advancement of the liquid in the pore and ˙∆N , the velocity of sloshing
of liquid from one half box to the other, measures the velocity of bending of the
meniscus. In the top and bottom rows we report data for intrusion and extrusion,
respectively. The sign of ˙∆N has been handled so that the sloshing left to right is
not compensated from the opposite one in the formation of left and right bubbles.
The dashed line representing zero velocity is reported when necessary.
where ρ(r|N∗) is the conditional probability density to find the system in the con-
figuration r given that there are N∗ particles in the pore. Thus, one can obtain
the free energy profile by numerical integration of the approximate derivative of the
free energy of Eq. 6.4 Here, we have set λ = 0.2, which has already been tested
in previous works to be a good trade-off between the convergence of ∂Ωλ(N∗)/∂N
with λ and the statistical error of the mean force (see, e.g., Refs [Amabili et al.,
2016b,Amabili et al., 2016a,Amabili et al., 2017].
Assuming that the ensemble is at constant temperature, m(r)gλ(N(r)−N∗) =
exp
(−β(V (r) + λ/2(N(r)−N∗)2)), which can be sampled by a constant tempera-
ture MD driven by the augmented potential V˜ (r;N∗) = V (r) + λ/2(N(r) −N∗)2,
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Figure 6.6: Number density field of the fluid at selected points along the recovery
process as obtained from FFS at P = −0.005 and −0.168. The density field is
obtained by discretizing the pore in squared boxes and computing the contribution
to the number of particle within each box from Gasussian distributions of standard
deviation 1 centered at each particle position and, finally, dividing by the volume of
the box. The Gibbs interface (black line), here a polynomial fitting of the points at
mid density between the bulk liquid (violet) and bulk vapor (white) densities is also
reported. From the derivative of the Gibbs interface at the intersect with the wall at
the left and right triple points one can compute the contact angle along the process.
the so-called Restrained MD. Indeed, one can extend this approach to the isothermal-
isobaric ensemble, provided that one uses a molecular dynamics suitable to sample
this ensemble.
In practice, ∂Ω(N∗)/∂N is computed as the time average of λ(N(r)−N∗) along
the RMD. Indeed, the conditional average of any observable can be computed as
time average of a suitable estimator along an RMD trajectory.
6.2 Simulation details
The computational sample for both RMD and FFS simulations consisted of 68820
and 12790 fluid and solid particles, respectively. As explained in the main text,
Liquid and solid particles interact via the modified LJ potential
ULJ(rij) = 
[(
σ
rij
)12
− cij
(
σ
rij
)6]
, (6.4)
The parameter cij is set to 1 for fluid-fluid and solid-solid particles interactions. For
fluid-solid interactions cij is set so that the contact angle θ takes a value close to
100◦, the typical of silanized or fluorinated surfaces. [Chen et al., 1999, Öner and
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McCarthy, 2000,Grate et al., 2012] The value for cij is chosen following an iterative
procedure consisting of three steps: [Giacomello et al., 2012b,Amabili et al., 2016b]
i) perform the simulation of a (cylindrical) droplet deposited on a flat surface with a
guess value for cij , ii) determine the value of the contact angle at the present value
of cij , iii) adjust cij so as to increase/diminish the hydrophobicity of the surface.
The sample for the determination of the contact angle consisted of 54694 fluid
and 70000 solid particles. Simulations were run in the NVT ensemble at the same
temperature of the RMD and FFS simulations, T = 0.8. The drop (Fig. 6.7/A)
has a radius of ∼ 20. From the MD trajectory one determines the density field
(Fig. 6.7/B) and the (Gibbs) liquid/vapor dividing surface. This surface is fitted
with a circumference and the contact angle is the derivative of the circumference at
its contact point with the nominal position of the surface.
A) B)
Figure 6.7: A) snapshot of the atomistic droplet deposited on a solid surface. In
the panel B) is shown the corresponding density field with the circumference fitting
fitting the (Gibbs) dividing liquid/vapor surface.
RMD and FFS simulations were run at constant number of particles, temperature
and pressure (NPT esemble) using the LAMMPS molecular dynamics code. [Plimp-
ton, 1995] Temperature was controlled using the Nosé-Hoover chain thermostat [Mar-
tyna et al., 1992] with a characteristic time of 0.1. Concerning the pressure, we have
adopted the mechanical barostat recently introduced by Marchio et al [Marchio et al.,
2018], which is suited for multi-phase systems. In practice, a solid slab of particles is
added above the liquid and an extra force Fext = PA (P is the target pressure and
A the area of the solid slab) is applied to these particles (Fig. 6.8). The timestep for
the numerical integration of the equation of motion was 0.005.
For RMD simulations we used 35 target values of the order parameter between
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Fext
P
Figure 6.8: Mechanical barostat. An extra slab of solid particles is deposited on the
liquid and an extra force is added to these particles that ex
N∗ = 160 and N∗ = 700. At each N∗ value we performed a 3× 105 steps long RMD
simulation.
The number of FFS interfaces is set such that the probability of reaching the next
interface is 0.1 < ρ(Nj+1|Nj) < 0.5. The number of interfaces goes from 15 for the
recovery process at very negative pressures to 50 for intrusion at moderate pressure.
The distance between interfaces varies along the path, going from a difference of 5
particles in the pore close to the transition state to 60 near the product state.
Chapter 7
Conclusions
The study presented in this thesis concerns bulk and confined vapor nucleation, and
wetting of rough surfaces. These topics are relevant in many applications that in-
clude energy storage, superhydrophobicity, cavitation, etc. Liquid/vapor transitions
under confinement are routinely studied with atomistic quasi static theoretical ap-
proaches, umbrella sampling [Prakash et al., 2016] and the string method in collective
variables [Amabili et al., 2017]. Quasi static simulations based on a continuum de-
scription of the multiphase system have also been performed [Magaletti et al., 2015].
Here we investigated the effect of quasi-staticity on a process involving a massive sys-
tem, the liquid, which might be characterized by a large inertia. Another aspect we
investigate is whether the basic algorithms used in the simulations are adequate for
nucleation. In fact, standard techniques for the control of the pressure, such as the
Martyna-Tobias-Klein barostat, have been developed for homogeneous systems and
their use has been extended to nucleation without an assessment of these techniques
to phase-change conditions.
Concerning to pressure control, the main issue is how to reproduce the physical
conditions of experiments and theoretical models within the relatively small volumes
accessible to atomistic simulations. In particular, it has been proven that standard
barostating algorithms are unable to control the pressure of the pre-existing phase,
the liquid in our case, during the growth of the vapor domain. The reason is that
standard, global, barostat controls the pressure of the entire system while in nucle-
ation experiments and theories one controls the pressure of the pre-existing phase.
In order to overcome this drawback, that may produce errors of several order of
magnitude in the estimation of the nucleation rate, a local barostat has been devised
able to selectively control the liquid pressure. Its performances have been tested in
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the case of homogeneous bubble nucleation within a metastable superheated liquid
and used in the other simulations performed in this thesis.
We first considered homogeneous nucleation. Homogeneous nucleation has been
subject of debate in the recent literature, as a result of both qualitative and quanti-
tative inconsistencies in the results obtained by different groups. As an example, it
is not yet well established whether local fluctuations of temperature (hot spots) are
responsible for bubbles inception or not. Our simulations confirm that hot spots are
responsible for nucleation both at positive and negative pressure, i.e. even when the
liquid is in tensile conditions. We have also shown that for homogeneous nucleation
dynamical (inertial) effects are not negligible, though they do not affect dramati-
cally the energetics (free energy barrier) and mechanism of the process. From the
qualitative point of view, the major difference is that nucleation takes place via the
formation of a prolate bubble and the larger liquid/vapor surface per volume re-
sults in an increase of the nucleation barrier. To determine the nucleation rate by
quasi-static approaches one usually takes advantage of approximated formulas for
the exponential prefactor. We considered two of the most widely used formulas, the
Blander and Katz and the one derived from Kramers theory, and have shown that the
latter is able to give overall nucleation rate in good agreement with direct estimate
based on techniques taking into account kinetic effects.
The last stage of the work has been devoted to study the wetting and recovery
of superhydrophobic surfaces. The wetting process corresponds to liquid intrusion
within surface defects, while recovery, the reverse process, takes place via confined
bubble nucleation after which vapor phase is established again within the asperities.
Dynamical simulations have been carried out here in order to reconcile the mismatch
between experimental and theoretical pictures of the process. In particular, previ-
ous quasi-static simulations provided a wetting path in which the meniscus initially
entered in the cavities with an almost flat shape and then, when it is close to the
bottom of the corrugations, it bends to form a bubble in the corner. This is in
contrast with recent experiments showing that the meniscus remains flat all along
the wetting. The simulation here performed, in contrast with umbrella sampling
and string simulations, show that the properties of the meniscus strongly depend
on the thermodynamic conditions (in this particular case on the liquid pressure) at
which the process occurs. Indeed, the asymmetric wetting path observed in quasi-
static simulations is found only when the wetting barrier is large (several tens of
kBT ). When the barrier is low the inertia of the liquid dominates and the wetting is
symmetric, as observed in experiments. Inertia is also responsible for the difference
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between the wetting and dewetting path, which is predicted to be the same (apart
the direction) in quasi static theories.
To conclude, in this thesis I developed a theory of the wetting, recovery and
bubble nucleation going beyond the state of the art. In particular, I extended quasi-
static theories to include dynamical effects and this proved to be crucial in the
modeling of the processes of our interest at operative/experimental conditions. In
addition, the simulation of phase change systems with growing/shrinking domains
at different pressure required the development of a novel barostating strategy to go
beyond standard approaches developed for homogeneous systems.
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