In this note a new characterization of smoothness is obtained for weighted polynomial approximation in Lp (1 6 p 6 ∞) with respect to a large class of exponential weights in (−1; 1) which include the classical Pollaczek weights. Along the way we prove Marchaud inequalities, saturation theorems, existence theorems for derivatives and generalize a theorem of D. Lubinsky.
Introduction
The purpose of this note is to generalize [6, (1.22) ] of Lubinsky for a large class of symmetric exponential weights on (−1; 1) which include the classical Pollaczek weights and thus extend earlier results of Ditzian and Totik for Jacobi type weight functions. Along the way, we prove Marchaud inequalities, saturation and quasi-r monotonicity theorems, existence theorems for derivatives and clarify a statement made by Lubinsky in [5, Section 5, p. 19] .
In [6] , Lubinsky has recently investigated forward and converse theorems of polynomial approximation in L p (1 6 p 6 ∞) for a class of symmetric non-Szegő weights in (−1; 1). By a symmetric non-Szegő weight in (−1; 1), we mean a weight w := exp(−Q); where Q : (−1; 1) → R is even and unlike classical Jacobi weights, vanishes so strongly near ±1 that it violates the classical Szegő condition where n denotes the class of polynomials of degree at most n ¿ 1, It is well known, see [5] , that
We denote by P * n; p = P * n , the best approximating polynomial at which the inÿmum in (1.1) is attained. For parameters r ¿ 1, 0 ¡ ¡ r, 1 6 p 6 ∞, a modulus of smoothness ! r; p (f; w; ; ) which is deÿned in (1.4) below and for positive constants C j ; j = 1; 2 independent of n and t, Lubinsky in [6, (1.22) ] established the equivalence
The importance of the above result lies in the fact that it enables one to say something about the 'smoothness' properties of the function f knowing in advance how fast one can approximate it by weighted polynomials and vice versa.
Indeed will show the following: (1) For 0 ¡ 6 r and for rates of decrease as fast as a negative power of n, there exists a new and more optimal characterization of smoothness which implies (1.2) and is equivalent to (1.3). (2) The importance of this new characterization lies in the often di erent behaviour of the rth and (r + 1)th moduli of smoothness and to this end we completely describe this relationship by proving a Marchaud inequality and a corresponding converse theorem which works in L p (0 ¡ p 6 ∞). (3) A closer examination of (1.2) and (1.3) reveals that they also hold for a certain logarithmic rate of decrease slower than a negative power of n and that for such , the characterizations (1.2) and (1.3) are more optimal so that in general both characterizations are applicable to di erent ranges and supplement each other.
(4) A saturation theorem, quasi-r monotonicity theorem and existence theorem for derivatives hold true and in the process we clarify a statement of Lubinsky in [5, Section 5, p. 19] and extend results of Ditzian and Totik, see [4, Ch. 7, 8] . To state our main results, we deÿne formally our class of weights, our modulus of smoothness and introduce some needed notation.
First we say that a real-valued function f : (a; b) → (0; ∞) is quasi-increasing (quasi-decreasing) if there exists a positive constant C 1 such that
For any two sequences (b n ) and (c n ) of nonzero real numbers, we write b n . c n ;
if there exists a constant C 1 ¿ 0, independent of n such that b n 6 C 1 c n and b n ∼ c n ;
if there exist positive constants C j ; j = 2; 3, independent of n such that
Similar notation will be used for functions and sequences of functions. By C we will mean a positive absolute constant which may take on di erent values in di erent places.
Our weight class, much as in [6] , is deÿned as follows:
where Q : (−1; 1) → R is even, continuous, has limit ∞ at 1 and Q is positive in (0; 1). Then we shall write w ∈ E if the following conditions below hold. 
is quasi-increasing in (C 1 ; 1) for some 0 ¡ C 1 ¡ 1. (c) Assume that for each " ¿ 0, there exist constants C j ¿ 0; j = 1; 2 such that uniformly for x and y
; y¿ x ¿ C 2 :
In particular, w 0; and w k; ∈ E. In [6] , the following modulus of continuity was studied for the class E. + inf
Here,
is the rth symmetric di erence of f and a 1=t is the (1=t)th Mhaskar-Rakhmanov-Sa number for w
For those who are unfamiliar, its signiÿcance lies partly in the identity Pw L∞(−1;1) = Pw L∞(−an; an) ; P ∈ n :
For example for classical Jacobi weights, the interval [−a n ; a n ] is essentially [−1 − n −2 ; 1 − n −2 ] and thus the remaining subintervals of [−1; 1] of length n −2 are negligible. For the class of weights E however, a n is much smaller and so it is more signiÿcant. For example for w k; , 1 − a n (log k n) −1= ∼ 1; where log k denotes the usual kth iterated logarithm.
The function h t is a suitable replacement for the well-known factor h √ 1 − x 2 in the DitzianTotik modulus, see [4] , i.e., it describes the improvement in the degree of approximation over {x : a n 6 |x| 6 a n=2 } for any ÿxed ∈ (0; 1=2) in much the same way as √ 1 − x 2 does for Jacobi weights on [−1; 1].
Following is our ÿrst main result: Theorem 1.3. Let w ∈ E; 0 ¡ 6 r; 1 6 p 6 ∞ and f ∈ L p; w (−1; 1). Further deÿne
Moreover, (1:7) implies
In particular, it is well known, see [8] , that
does not imply that ! r; p (f; w; t) . t r ; t → 0 + but as we have seen
We deduce that in the range for which ! r; p (f; w; ; ) and ! r+1;p (f; w; ; ) have di erent behaviors; E n [f] w;p yields information on ! r+1;p (f; w; ; ) only while P * (j) n j 1=n w Lp(−1;1) yields information on ! j;p (f; w; ; ) for j = r and j = r + 1: Concerning the precise relationship between ! r; p (f; w; ; ) and ! r+1;p (f; w; ; ) the following Marchaud inequality and corresponding converse theorem hold true. Theorem 1.4. Let w ∈ E; 0 ¡ p 6 ∞; q = min(1; p); t ∈ (0; t 0 ) and f ∈ L p; w (−1; 1). Then uniformly for f and t;
Moreover ! r+1;p (f; w; t) . ! r; p (f; w; t): (1.10)
The appearance of (1.9) might seem at ÿrst unnatural because of the presence of the logarithmic terms. However they arise because of the function t in the modulus (1.4) which is necessary to depict endpoint e ects in the Mhaskar-Rakhmanov-Sa interval. They also appear for Erdős weights in R, see [2] , and in earlier work of Ditzian and Totik, see [4] . The estimate (1.10) is classical and follows [4, 1] . Theorem 1.5. Let w ∈ E; ¿ 0; 1 6 p 6 ∞ and f ∈ L p; w (−1; 1). Further deÿne for " su ciently small and positive
(1.12)
yields essentially no information on the function f. We deduce that for the slow decreasing as above, the characterization (1.2) and (1.3) is better whereas for faster decreasing , Theorem 1.3 is the correct replacement. Thus, both theorems are applicable to di erent ranges and supplement each other. A similar e ect occurs in the unweighted case, see [4, Theorem 7. Concerning, (1.14) this is nontrivial as the modulus in (1.4) is not necessarily increasing. Nevertheless, using a strong quasi-r monotonicity property of the modulus (1.4) which we will establish in Theorem 1.7 below, we are able to establish (1.14) and this may then be used to give an alternative proof of the implication:
We pause brie y to outline the structure of this paper. In Section 2, we present the proofs of Theorems 1.3-1.4 and the implications (1.11), (1.12) and (1.13) of Theorem 1.5. In Section 3, we formulate and prove a saturation theorem, Theorem 1.6, a quasi-r monotonicity theorem, Theorem 1.7 and in the process clarify a statement of Lubinsky in [5, Section 5, p. 19]. We then prove (1.14) of Theorem 1.5 and ÿnally formulate and prove an existence theorem for derivatives, Theorem 1.8. We close with some ÿnal remarks and open problems. for some quasi-increasing or quasi-decreasing
Here, " is a su ciently small positive number. Then the following hold: (a) Uniformly for n ¿ n 0 and t ∈ (0; t 0 ) (i)
(ii) ! r; p (f; w; t) . then uniformly for n ¿ n 0 and t ∈ (0; t 0 )
and ! r; p (f; w; t) . (t): (2.6)
We follow the method of [4, Theorem 7.3.2] and let P * 2n (f) = P * 2n be the best approximant to f from 2n satisfying
Moreover, let P * n (P * 2n ) be the best approximant to P * 2n from n satisfying
First observe that using (1.1) and the fact that P * n (P * 2n ) is a polynomial of degree at most n gives
Then (2.7) and (2.9) yield
(2.10)
We now need the estimates, see [5, (1.17 
where
First observe that for each ÿxed k
and assume without loss of generality that is similarly quasi-increasing for the other case.
Then the quasi-monotonicity of gives
Substituting (2.16) into (2.14) gives (2.2). To see (2.3), we let t ∈ (0; t 0 ), deÿne n to be the largest integer 6 1=t and use (2.11) and the identity ! r; p (f; w; t) ∼ ! r; p (f; w; 1=n) (2.17) which holds uniformly for n. Then (2.3) follows as in (2.2) using (1.1) and (2.1). Thus we have shown (2.2) and (2.3). Applying the claim above with ( ) := shows that (1.7) implies (1.6) and (1.8). The reverse implication follows from (2.11).
We next present the:
Proof of Theorem 1.5: (1.11)-(1.13). We ÿrst observe that the implication (1.11) to (1.12) follows from (2.17) and the identity, see [6, (1.20) ],
uniformly for the given n. Moreover, it is clear that we cannot deduce from (1.13) anything about the smoothness of the function f if we recall (2.4) and the deÿnition of . Thus it remains to prove the implication (1.12) to (1.11). To this end we choose n ¿ n 0 , set l := log 2 n and recall the identity, see [ 
Then the above becomes Now for the given t ∈ (0; t 0 ), we set n to be the largest integer 6 1=t. Then the implication (1.12) to (1.11) follows from (2.20) and the identity (2.17). This completes the proof of the implications (1.11)-(1.13).
Next we present the:
Proof of Theorem 1.4(b). Let n ¿ n 0 , q = min(1; p) and let P * n be the best approximant to f satisfying (1.1). Then it follows from (2.11), (2.18) and the Markov-Bernstein inequality, see [6 . ! r; p f; w; 1 n q :
Finally for the given t ∈ (0; t 0 ), let n be the largest integer 6 1=t and apply (2.17) and (2.21). This establishes (1.10).
Before we may proceed with the proof of Theorem 1.4 (a) we need a lemma which generalizes [7, (7. 2)] and which will prove useful in the proof of Theorem 1.6 as well. where t is deÿned by (1:5). Then uniformly for 0 ¡ s 6 t 6 t 0 ;
. sup
Proof. Firstly the lower bound in (2.23) follows from (7.2) of [7] . Thus, it su ces to establish the corresponding upper bound. Firstly if |x| 6 a 1=t , then the result follows by (3.2) of [7] since in this case t; s (x) . 1 uniformly for s, t and x. Thus we may assume without loss of generality that |x| ¿ a 1=t . We ÿrst show that uniformly for t and x
To see this, ÿrst observe that [6, (2. 3)] implies that
for our range of |x|. Now using the estimate above, the lower bound in (2.23), [7, (7.1) ], the triangle inequality and (1.5) yields
We now estimate each of the terms in (2.24). Firstly as T is quasi-increasing it follows from Deÿnition 1.1(c) and [7, (2.7) ] that
On the other hand, we always have a 1=s a 1=t
1=2
.
1:
Inserting these estimates into (2.24), recalling that logarithms grow slower than any polynomial and dividing by s (x) yields the upper bound in (2.23) and hence the lemma.
We are now ready for the:
Proof of Theorem 1.4(a). We let ÿrst n ¿ n 0 . Then if [; ] denotes the largest integer 6 ;, we may write using (2.11) and (2. :
and n ¿ 2r. We then write
Applying (2.23), (2.21) and (1.1) yields
For our given t, set n = [1=t]. Then we may, using (1.1) and (2.18), express (2.26) as an integral and combining this with (2.25) and (2.17) obtain the result. Thus Theorem 1.4 is completely proved.
3. Saturation theorem, quasi-r monotonicity theorem, existence theorem for derivatives and (1.14)
In this section, we establish a saturation theorem, a quasi-r monotonicity theorem, and an existence theorem for derivatives which are of independent interest and arise naturally from our previous considerations. In the process, we clarify a statement raised in [5, Section 5, p. 19] and prove (1.14).
We begin with: Theorem 1.6. Let w ∈ E; 1 6 p 6 ∞; f ∈ L p; w (−1; 1) and r ¿ 1. Suppose that for a given " ¿ 0;
lim inf t→0 + ! r; p (f; w; t) t r+" = 0:
Then f is a polynomial of degree r − 1 a.e.
The essence of (3.1) lies in the fact that it easily follows from (1.4) that for any P ∈ r−1 , we have ! r; p (P; w; ; ) ≡ 0 and so (3.1) is a strong converse.
We observe that (3.1) is false for 0 ¡ p ¡ 1: Indeed set:
Then f ∈ L p , p ¡ 1; and
As f is of compact support,
and so (3.1) holds for any 0 ¡ " ¡ − 1 + 1=p. The essential ingredient in the proof of Theorem 1.6 is the following result which is of independent interest: Theorem 1.7. Let w ∈ E; 16p6∞; f ∈ L p; w (−1; 1); r ¿ 1; and t ∈ (0; t 0 ). Now using (3.4) and (3.6), we may choose a sequence of polynomials (P i )
Then for a.e. x ∈ (−1; 1) we have
and so using (3.7) gives
As ( We now present the:
Proof of Theorem 1.7. Let t ∈ (0; t 0 ), ∈ [1;
t0 t ], " ¿ 0 and let n= the largest integer 6 1=t. By (3.4) we may choose P ∈ 1=t such that (f − P)w Lp(−1; 1) + t r wP (r) r t Lp(−1; 1) 6 2K r; p (f; w; t r ): (3.9)
Then using (2.11), (2.12) and (3.5) we may choose R ∈ 1= t such that
Similarly we obtain ( t) r wR (r) r t Lp(−1; 1) . K r; p (P; w; ( t) r ) . ! r; p (P; w; t)
. ( t) r P (r) w r t Lp(−1; 1) : (3.11)
Then using (3.10), (3.11), (2.11), (3.5) and (3.4) gives (3.2). (3.3) then follows from (3.2) and (2.23).
We present and prove the following existence theorem for derivatives.
for some " ¿ 0 and positive integer k the following hold:
Proof. Let P * n be the best approximant to f satisfying (1.1). Then much as in the proof of Theorem 1.4, we write for a.e. x ∈ (−1; 1),
Now let " ¿ 0 and apply (3.13) together with (2.21), (2.23) and "=q. This gives
Taking qth roots completes the proof of the theorem.
Finally we present the:
Proof of (1.14). Let P * n be chosen to satisfy (1.1) so that (3.13) holds. Then using Theorem 1.7 and (1.1) we may write (f − P * n )w Lp(−1; 1) . ∞ j=1 (P * 2 j n − P * 2 j−1 n )w Lp(−1;1)
. ∞ j=1 ! r; p (f; w; 2 −j n −1 ):
Then observing that for each ÿxed j Thus combining (3.16) and (3.15) yields (1.14).
We close with some ÿnal comments and open problems: As is illustrated in this paper, the modulus of smoothness (1.4) has the advantage that it illustrates endpoint e ects in the Mhaskar-Rakhmanov-Sa interval by virtue of the function t . This however does introduce extra logarithmic terms in Theorem 1.4(a) and an extra " term in Theorem 1.6. Moreover and more importantly, it is not obvious that in L p (0 ¡ p ¡ 1) the modulus in (1.4) tends to zero for small t as there is a symmetric di erence of f in the main part of the modulus multiplied by w. For the case p¿1 this follows by the equivalences (3.5) and, see [6, where g (r−1) is locally absolutely continuous. Thus it would be interesting to investigate in detail the relationship between the modulus (1.4) and one with t replaced by h for the class E. Moreover, in L p (0 ¡ p ¡ 1) it seems appropriate to replace symmetric di erences in the main part of (1.4) by a backward di erence operator 
