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Abstract
Sodium-ion batteries are seen as an increasingly attractive option for large-scale
energy storage, the rising price, and limited availability of lithium being seen as
a major challenge for the future of the dominant lithium systems. One of the
major bottlenecks for the commercialisation of sodium-ion technology is to find
a suitable anode material. This search is hampered owing to major gaps in our
understanding of how these systems work. The major objective of this thesis is
to gain a better understanding of the mechanisms by which sodium inserts into
different anode materials.
Two systems are studied: hard carbons are widely viewed as the most promising
anode material in the near future, yet the sodium insertion mechanism is still
widely debated. Secondly, tin represents one of the highest capacity anode ma-
terials, able to achieve a 847mAhg−1, with numerous electrochemical features
suggesting an interesting (dis)charge mechanism. It has previously been shown
that both of these systems proceed through disordered phases, and as such, we
focus on pair distribution function analysis (pdf) and solid-state nmr as local
structure probes for our structural characterisation. Furthermore, to avoid re-
laxation effects in metastable intermediates, much of this work uses operando
methods.
We present evidence from operando 23Na nmr that sodium inserts into hard
carbon in a two-stage mechanism: the first stage is consistent with charge loc-
alisation; after which the ions become progressively more metallic. We further
investigate the structure of the pristine carbon, using pdf to demonstrate that the
graphene-like fragments exhibit significant curvature. This work is then exten-
ded to a number of different carbons, both commercially made and synthesised
from glucose. We present a novel method to fit pdf data for the pristine mater-
ials: using curved aperiodic, stacked graphene layers to generate the simplest
model (fewest number of atoms) that explains all features of the data. Oper-
ando measurements are presented that demonstrate expansion of the shortest
C–C bonds during the first electrochemical process, along with the formation of
sodium nano-clusters during the second.
We then apply this novel multi-modal approach to tin anodes. We find that sodium
insertion begins by conversion into NaSn2, a phase consisting of stanene layers
separated by sodium ions. This is then broken down into an amorphous phase,
where reverse Monte Carlo refinements show that the predominant tin connectiv-
ity is chains. Further reaction with sodium results in structures containing Sn-Sn
v
dumbbells, which interconvert through a solid-solution mechanism. Finally, we
show that Na15Sn4, can store additional sodium atoms as an off-stoichiometry
compound (Na15+xSn4). The sodium removal (charge) process is shown to be-
gin by forming Sn–Sn dumbbells in a structure similar to the discharge phase,
but with a lower sodium content (Na2Sn). Following this, the structure loses
all long-range order. We show, through refinements of suitable models against
operando pdf data, that the dumbbells are retained, but later transform into a
second amorphous phase consisting of tin tetrahedra. Finally, we show that β -tin
reforms, with no intermediate analogous to NaSn2. We additionally demonstrate
a substantial degree of kinetic control in these (de)alloying reactions.
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The rapidly accelerating demand for electricity is producing a tremendous strain on the
planet’s resources. These problems extend beyond merely using up the limited available
quantities of non-renewable fuels; for example, combustion releases gases, such as CO2,
which are harmful to the environment and contribute to climate change. Hydroelectric dams
may disrupt nearby marine life, and the use of biofuels may result in further deforestation
and increased pollution upon their combustion. Clean means of electricity generation, such
as solar and wind, do exist, but their output can not easily be controlled to match consumer
demand. Figure 1.1a shows the UK’s electricity generation capacity in 2017 — just 13%
of the UK’s needs are currently met by these clean sources.[1] A further shift towards such
environmentally benign means of production requires the development of low-cost energy
storage technologies. This would allow energy to be stored during periods when demand is
low, and used when production cannot meet demand. Globally, the majority (approximately
99%) of such storage is provided using pump-hydro-systems (phss) (see Figure 1.1b for the
UK),[2] however, the development of new sites is geographically restricted, and the power
and energy density cannot match that of electrochemical storage systems.[3]
Broadly speaking, there are two major types of electrochemical storage systems: flow bat-
teries — where redox reactions occur at a membrane over which an electrolyte flows on
each side, the electrolytes typically being stored in large tanks — and ion batteries — where
ions shuttle between two electrodes. Ion batteries themselves can be subdivided based on
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Figure 1.1: (a) Breakdown of the UK’s electricity generation capacity from 2017; data from ref 1. (b)
Breakdown of the UK’s grid-level electricity storage capacity from 2014; data from ref 4.
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Figure 1.2: (a) Changes to the cost of lithium carbonate over the last decade; data from ref 15. (b)
Geographic availability of lithium and sodium. Countries where lithium is currently mined are shown
in red, those with un-mined deposits in yellow. Countries in which sodium is currently mined are
shaded in blue; data from ref 16.
the ion which is shuttled. Lithium-ion batteries (libs) are the most common having been
commercialised almost 30 years ago;[5,6] their very high energy density being a strong draw
both at the time, and still to this day. Research into sodium-ion batteries (nibs) lags a little
behind, having not really taken-off until the early 2000s (although they were briefly explored
prior to the commercialisation of libs). Other ion-batteries such as magnesium, calcium and
potassium remain in their infancy, but offer promise in terms of energy density and / or
cost for the future. It is this more comprehensive understanding of the chemistry and pro-
cesses involved in the production and running of libs that has kept libs the dominant means
of electrochemical storage on both the small-scale (laptops, mobile telephones etc.) and
larger-scale (electric vehicles, grid-level storage).
1.1 Sodium-Ion Batteries
Despite the advantages of libs, the low abundance of lithium is likely to cause issues in
the near future. The total amount of lithium available is estimated to lie between 12 to
64 million tonnes.[7–12] Current expectations suggest that demand will exceed supply by
2050, or 2100 if significant recycling efforts are started before 2025.[13] Clearly, any such
estimate is based upon significant assumption regarding projected Li demand, particularly
as the future use cases for these batteries shifts towards cars and large-scale grid storage,
both of which place heavy demands on lithium supplies. However, even in the short-term,
the difficulty in increasing production to meet demand has led to significant volatility in
the price of lithium (Figure 1.2a). Furthermore, commercial cathode materials commonly
contain nickel and cobalt, both of which pose an even greater risk of depletion than lithium
itself.[14]
Sodium presents an obvious choice for an alternative to lithium. It is chemically similarity,
which should allow for a degree of overlap in the types of systems that can be used as effective
2
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battery materials. It is also vastly more abundant, and geographically diverse (Figure 1.2b),
which avoids any concern over future availability, and should help to prevent price fluctu-
ations caused by variability in demand. In addition, the state-of-the-art cathode materials for
nibs employ iron rather than nickel or cobalt,[17] further reducing production costs. Finally,
aluminium suffers from an alloying reaction with lithium at low potentials that prevents its
use as a current collector on the negative electrode side. This means that a more expensive
copper current collecter is required for libs. This reaction does not occur in nibs allowing
for the use of inexpensive aluminium current collectors on both electrodes.
Disadvantages of nibs arrise due to the larger ionic radius of sodium (1.02Å)[18] compared
to lithium (0.76Å)[18] and its higher redox potential (Na: −2.71V vs. standard hydrogen
electrode (she); Li: −3.04V vs. she).[18] Combined, these limit the the achievable energy
density of nibs vs. libs. It should be noted, however, that there are other interactions
present in the host structure which will be different for lithium and sodium (such as the
rate of diffusion of ions through the structure). These provide a potential avenue whereby
sodium-based technology may surpass its lithium analogue.[19] Indeed, there have been
reports of systems which do not perform well with lithium, but perform much better with
sodium as the larger size of sodium ions can help to stabilize layered structures.[20]
Currently, the main potential applications for nibs are seen as those in which the cost of
the batteries themselves is more important than the physical footprint of the device — grid
storage systems, for example. In addition, the environmental benignity of sodium is seen as
an attractive virtue for these devices. Size-critical devices such as mobile phones and other
portable electronics are not seen as an area in which sodium-based technology can offer any
real advantages.
1.2 Mechanisms of Sodium Insertion
Several possible mechanisms for sodium storage are summarized in Figure 1.3. The most
straightforward of these is the intercalation mechanism: the redox reactions take place
without large scale changes to the host structure (the bonds of the host structure — typic-
ally a metal oxide framework — are not broken). Instead, they proceed via the reversible
intercalation of ions into tunnels or between layers in the structure. This often leads to
materials with a very high-cycle stability, but a lack of storage capacity when compared with
the other mechanisms. Conversion materials are of the form MaYb, where M is a transition
metal and Y is O, S, F, P, N, etc. In these systems, the metal is fully reduced during sodium
insertion – which requires multiple electrons per atom – leading to high capacities. The
resulting structure is a NaxY matrix with embedded metallic nanoparticles. However, the
large volume expansion resulting from the incorporation of a large number of sodium ions
can result in physical damage to the electrode in the form of cracking or desorption from the
current collector. In addition, a large voltage hysteresis is often observed between charge and
discharge; these factors result in a loss of capacity leading to poor energy efficiency. Alloying
reactions result in the formation of NaxM structures during sodium insertion, the reaction
3
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Intercalation
MyZ → NaxMyZ
Alloying
M → NaxM
Conversion
MaYb → aM + bNaxY
Figure 1.3: A schematic showing the possible reaction mechanisms for sodium-ion batteries. The blue
circles represent metal atoms and the yellow circles sodium. Black lines represent electrode (usually
metal-oxide) layers.
may proceed via several of these structures allowing the incorporation of a large number
of sodium ions. It offers similar benefits and suffers from similar problems to conversion
materials.
1.3 Anode Materials
The anode material offering the highest theoretical capacity is metallic sodium. However,
similar to lithium metal, it has a tendency to form dendritic structures when sodium is re-
peatedly stripped and replated, eventually causing short-circuits.[21] The safety of sodium
metal is further brought into question by its low melting point (97.7 ◦C vs. 180.5 ◦C for lith-
ium). Graphite is used as the anode material for almost all commercial libs, however, it is
ineffective for nibs.[22–25] There is some debate in the literature as to why this is the case. It
is often stated that the larger ionic radius of sodium prevents intercalation,[26–28] however,
potassium, rubidium and caesium can all be intercalated into graphite,[29] even electrochem-
ically in the case of potassium.[30] Recent density functional theory (dft) calculations suggest
that the inability of sodium to form graphite intercalation compounds (gics) is a result of
the charge transfer from sodium to the carbon structure being abnormally low in energy,[31]
leading to sodium-plating being more exothermic. As a result, there is an ongoing search for
a suitable alternative that cycles well, and remains cost-effective.
Disordered carbons have so far been the most popular choice of anode material for nibs;
indeed the feasibility of sodium-ion systems was first proven by Doeff et al. in 1993 using such
4
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anodes.[23] There has been continued interest into improving these materials such that they
may achieve higher capacities and performance comparable to similar lithium systems. Given
carbon’s low cost, and non-toxicity, it is a highly attractive choice for companies seeking to
commercialise sodium-ion technology. Indeed, three decades of research into lithium anode
materials has found many capable of improving on the energy density of carbon based
materials on the lab scale, but none have yet been able to be incorporated into commercial
cells. It is sensible to assume that the development of commercial nibs will follow a similar
path, with the first anode material being carbonaceous. These carbons themselves have been
the subject of much study during the last century (Rosalind Franklin being an early pioneer
of this work)[32] and in the battery community for several decades. However, despite this
there still remains a great deal of uncertainty regarding the mechanisms of sodium (and
lithium) insertion into them, and indeed their very structure. A great deal of work is ongoing
in an attempt to answer these questions.[33]
Whilst carbon based materials may be the furthest along in their development, the capacity
they are able to achieve is relatively limited (typically 200–300mAhg−1).[34] Moving to an
alloying, or conversion material allows for a significant increase in capacity. In the lithium
case, graphite can only host one lithium ion per six carbon atoms, alloys can allow for up
to four lithium ions per metal atom.[35–37] The vastly increased volumetric energy storage
capacity makes these materials highly attractive candidates for anode materials. However,
there remain significant problems in terms of capacity fade during cycling that must first be
overcome. Whilst research into sodium-based alloy materials is not as advanced as that for
lithium systems, tin and antimony based systems have been considered.[38–41] They offer a
very high first cycle capacity (e.g. ∼847mAhg−1 for tin)[38] but suffer from a large capacity
fade per cycle due to a large volume expansion upon sodium insertion. The structural
changes underlying these capacities, i.e. where the sodium ions insert, are often unknown.
Only recently has there been interest in the literature in unravelling the (often complex)
mechanisms, which has proven particularly challenging due to the prevalence of disordered
phases with no long-range ordering in many of these systems.[42] Recently, there has been a
drive towards searching for more novel materials,[43] for example amorphous germanium –
derived by first undergoing a single lithiation / delithiation cycle with crystalline germainium
– has recently been reported.[44] A very promising material for lithium-ion batteries is silicon.
Whilst it shows no reversible capacity with sodium,[45] there has recently been a report on the
theoretical viability of amorphous silicon,[46] although no experimental evidence has been
reported to date.
1.4 Overview of this Thesis
Chapter 2 presents an overview of the different experimental techniques used in this work,
and the theory underlying each method. Chapter 3 contains a preliminary investigation
into the mechanisms by which sodium is stored within hard carbon anode materials. Two
different local structural probes are used to investigate the structure and charge storage
ability of a commercial hard carbon. This work is expanded upon in chapter 4 where we
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expand the analysis to additional carbons, and further our analysis of the mechanisms. In
chapter 5, we investigate the alloying material tin. We address its complex discharge (sodium
insertion) mechanism, proposing possible structures for each of the eight stages. This work
is continued in chapter 6 where we attempt to unravel the sodium removal processes. Finally,
a brief summary of the conclusions from this work and possible future work is given in
chapter 7.
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2.1 Electrochemical Energy Storage
Batteries store energy through redox reactions at their electrodes. Discharging the cell causes
reactants to be chemically oxidized at the anode (negative electrode); this results in the
release of ions into the electrolyte. These ions are then transported, through the electrolyte,
to the cathode (positive electrode), which is reduced.[47] A schematic of this process is shown
in Figure 2.1. The corresponding Gibbs free energy change is given by∆G = −νFE, where ν
is the number of electrons, F is the Faraday constant, and E is the cell potential (also known
as the electromotive force, or emf), which is given by the Nernst equation:[48]
E = E−◦ − RT
νF
ln
 aproducts
areactants

(2.1)
where E−◦ is the standard cell potential, R is the molar gas constant, and a is the chemical
activity of the relevant species.
In order to make comparisons between different systems, it is necessary to measure the
potential of the electrodes vs. a reference potential. The she is defined to be 0V,[49] however,
the challenges imposed through the use of this electrode mean that it is not commonly used.
Instead, for alkali-ion batteries, it is typical to measure the cell potential vs. that of the pure
V
Na+
+
Cathode
–
AnodeElectrolyte containing
Na+ ions
e-
Figure 2.1: Schematic representation of energy storage in a sodium-ion battery.
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Figure 2.2: Schematic representation of measurements in (a) a two electrode (half-cell) configuration
and (b) a three-electrode configuration.
alkali metal. These measurements can be performed using either a half-cell configuration, in
which the reference electrode is also a working electrode, or a three electrode configuration in
which the reference electrode does not take part in the redox processes. A diagram showing
these two systems is given in Figure 2.2. In practical applications, half-cell configurations
(those with an alkali metal working electrode) are not safe owing to the possibility of dendrite
formation,[50] however, a standardised reference potential is not required at this stage, as
battery management circuitry can be calibrated directly against the cell potential.
As stated earlier, the cell potential is given by the Nernst equation (equation 2.1). For a battery
containing two solid electrodes in the same electrolyte solution, this simplifies to E = E−◦ in
the ideal case. A change in the measured cell potential, E, can only, therefore, be caused by
a change in the structure of one of the electrodes, or by a change in temperature. There are
two possible mechanisms by which a structure may transform: a two-phase mechanism, or a
solid-solution mechanism. In the case of a solid-solution mechanism, the electrode structure
is different for each additional ion that reacts with it. This leads to an electrochemical profile
whose potential continually decreases with time. For a two-phase reaction, each ion reacts
with the same structure. The energy, and therefore potential, of this reaction does not change
with time, leading to a flat plateau in the measured potential. These ideas are encapsulated
within the Gibbs phase rule, which states that the number of thermodynamic parameters that
must be specified in order to define the system (degrees of freedom), F = C− P+2, where C
is the number of components in the reaction and P is the number of phases. For a two-phase
reaction, the number of degrees of freedom is 2, thus if two thermodynamic parameters are
specified (temperature and pressure), then any remaining parameters (such as voltage) must
be constant. Thus, we expect flat voltage plateaus whenever two phases are present. For a
one-phase (solid-solution) reaction there is an additional degree of freedom and thus the
voltage can vary. Figure 2.3 demonstrates the differences in the measured electrochemical
profiles for these two reaction types. Sodium insertion into hard carbons gives a characteristic
sloping electrochemical process (Figure 2.3a) as a result of a solid-solution mechanism,
8
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Figure 2.3: Electrochemistry data for (a) a sodium–hard carbon cell and (b) a sodium–tin cell. The
sloping process in (a) implies solid-solution behaviour, whereas the flatter plateaus in (b) typically
result from two-phase transformations.
whereas sodium alloying with tin gives numerous flatter plateau processes (Figure 2.3b). The
underlying structural changes will be discussed in greater detail in chapters 3 and 5.
2.1.1 Experimental Considerations
Cells are most commonly cycled using a galvanostatic (constant current) mode. This results
in the insertion of a constant number of ions into (or out of) the electrode per unit time.
There exist numerous methods for describing the magnitude of the applied current such
that comparisons can be made across samples whose mass and / or surface area differ. The
simplest such methods simply divide the current by the mass or surface area to give values
in Ag−1 or Acm−2. More common are descriptions that relate the current to the amount
of time that a process takes. There exist two incompatible nomenclature systems for rates
described in this manner, in both cases the rate is described as Cx . In the first case x refers to
the number of hours it takes for one mole of the alkali metal ions to react with the electrode.
For example, C5 refers to adding 0.2 ions/h. The second method uses x to describe the total
number of hours for which the current needs to be applied in order to reach the theoretical
capacity of the cell. In this case, C5 indicates that the theoretical capacity would be reached
were this current sustained for 5 hours. The latter method will be used exclusively in this
work. The theoretical capacity of a cell is given by the formula: Q = νF3600Mr where Q is the
capacity in Ahg−1, ν is the number of electrons, F is the Faraday constant and Mr is the
relative molecular mass of the material. An applied current of Cx is simply the theoretical
capacity divided by x hours and multiplied by the electrode mass.
Once a current has been applied to a cell, its measured potential will not be the same as
its open circuit potential (often referred to as the equilibrium potential). This is because
resistance within the cell results in a drop in the potential when a current is applied. This
is known as an overpotential, and is represented by η= EOCV − ET , where EOCV is the open
circuit voltage (ocv) and ET is the terminal voltage with a current flowing. For an ohmic
resistance, the overpotential is given by η = IR, where I is the applied current, and R is
the magnitude of the resistance. A component displaying non-ohmic behaviour has a more
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Figure 2.4: A selection of the electrochemical cells used in this work: (a) A coin cell; (b) the argonne’s
multi-purpose in situ X-ray (ampix) cell used for pair distribution function analysis (pdf) and powder
X-ray diffraction (pxrd) measurements; (c) the radial cell used for pdf measurements and; (d) the
capsule cell used for nuclear magnetic resonance (nmr) measurements.
complex dependance on the current. Typically the resistance results from a mix of ohmic and
non-ohmic contributions, including: poor conductivity within the electrodes, difficulty in
nucleating a new phase, and sluggish kinetics at the electrolyte / electrode interface. A large
overpotential can cause difficulties for low potential systems, such as those studied in this
work, where the equilibrium potential for an electrochemical process is near to the sodium
plating potential (typically around 0V vs. Na/Na+). A large overpotential can result in the
preferential plating of sodium rather than the desired redox reaction. Overpotentials can
be quantified using techniques such as galvanostatic intermittent titration technique (gitt),
where a current is applied in short pulses with the system allowed to return to equilibrium
in between, or potentiostatic intermittent titration technique (pitt), which uses potential
rather than current pulses.[51,52]
There exist a variety of designs for electrochemical cells, some are designed exclusively for
electrochemical measurements, others have been adapted to allow for additional experiments
to be performed simultaneously. A selection of the cells used as part of this work are presented
in Figure 2.4. Each design consists of a casing, two current collectors (these are part of the
casing in some designs) and an electrically-insulating, but ionically-conducting separator.
When combined with the two electrodes and the passivating solid-electrolyte interphase
(sei) layers, which grow upon them as a result of electrolyte decomposition, there may be
as many as ten interfaces within a typical cell. Each of these interfaces increases the internal
resistance (and thus the overpotential) of the cell.
Two of the cell designs used in this work have been adapted for X-ray transmission. The ampix
cell, Figure 2.4b, can be used for pdf and pxrd measurements. It is designed such that the
X-ray beam passes through both electrodes.[53] For lithium, this poses little problem, however,
the greater scattering power of sodium along with the propensity for single crystallites within
a sufficiently large piece of themetal, results in a strong background that is difficult to subtract
10
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(a) (b)
Figure 2.5: 2D diffraction patterns of sodium and tin electrodes within (a) an ampix cell, taken in
transmission through the electrode stack, and (b) a radial cell taken in an orthogonal orientation,
with the beam only passing through the tin electrode. The rings correspond principally to tin, the
darker diagonal line to the beamstop, and the bright spots result from sodium single crystallites.
(Figure 2.5). The radial cell, Figure 2.4c, was developed, in part, to address this issue. The
X-ray beam travels through only a single electrode, greatly simplifying the background. In
addition, this geometry allows for metallic current collectors and greater pressure on the
electrodes as the X-ray beam is perpendicular to the electrode stack. Both of these factors
improve the electrochemical performance of the cell by reducing the overpotential. This is
particularly important for materials whose reactions occur at low potentials. However, the
radial geometry limits the achievable resolution for Bragg diffraction owing to the thickness
of material through which the beam is travelling. It also places constraints on one or both
of the thickness of the electrode of interest and the beam diameter used in order to ensure
that the measured diffraction pattern results from only a single electrode.
A cell suited for nmr measurements poses very different challenges. The amount of metallic
material in the cell must be greatly limited so as not to shield the radio frequency (rf)
radiation from penetrating through to the electrodes. Such a constraint presents a large
challenge in ensuring there is good conduction between the electrodes and the exterior of
the cell, along with providing pressure to the electrode stack. The cell used for the nmr
measurements in this work is presented in Figure 2.4d, it uses copper meshes to provide a
connection between the interior and exterior of the cell, and rubber sheeting along with the
cell casing to provide pressure to the electrode stack.
11
Experimental Methods Diffraction Methods
(b)(a)
Figure 2.6: Schematics showing (a) a crystalline solid — the unit cell is marked in black — and (b)
an amorphous solid.
2.2 Diffraction Methods
A crystal is an ordered array of atoms which is repeated infinitely in all directions. The
structure of a crystal is periodic such that it is fully described by the contents of the repeating
unit (the unit cell) and the symmetry operations of the space group to which it belongs. By
contrast, an amorphous solid contains only short-range ordering. A schematic demonstrating
the difference is shown in Figure 2.6. It is common for the (dis)charge mechanisms of many
battery materials to include both amorphous and crystalline structures, and thus a complete
description must include both local and long-range structural information.
There are three commonly used methods of diffraction: X-ray, neutron and electron. All
three can provide similar information, however, each has their own distinct advantages
and disadvantages, which may dictate the best method for a particular problem. Neutrons
typically provide the highest quality data as they diffract primarily from the nucleus rather
than the electron cloud. In addition, the neutron scattering length is not proportional to the
atomic number, instead it varies much more randomly. This means that elements adjacent
to each other in the periodic table are much easier to distinguish using neutron diffraction
than the other methods, and lighter elements such as lithium are typically easier to see.
However, neutron sources have an extremely low flux compared to X-ray and electron sources,
necessitating the use of much larger amounts of material — the low absorption coefficient of
neutrons being an advantage here. Such large sample volumes are very difficult to produce
using electrochemical methods, and make operando measurements very challenging.
Electrons can be used both to image samples, and in diffraction as their charge allows
them to be focused whereas X-rays and neutrons cannot form an image. However, their use
poses significant challenges for the characterisation of electrochemically relevant materials.
Measurements must be carried out in high vacuum owing to the strong interaction between
electrons and other particles, including those in air. This makes operando measurements
difficult as most electrolytes consist of volatile solvents. Furthermore, the very thin samples
12
Experimental Methods Diffraction Methods
(a)
Linear
Accelerator
Booster
Ring
Bending
Magnet
Storage
Ring
Beamlines
Wiggler
Undulator
X-rays
Detector
Sample
Monochromator
Collimator
Undulator
Storage Ring
(b)
Figure 2.7: (a) A schematic of a synchrotron light source; the key features of its operation are indicated.
(b) A schematic of the experimental setup at an individual beamline.
required may affect the observed (dis)charge mechanism. This work focuses on the use of
X-ray diffraction in order to avoid these limitations of neutron and electron diffraction.
Whilst there exist numerous sources of X-rays, the majority of laboratory sources consist of
an X-ray tube. These tubes operate by firing an electron beam at a metal target. This causes
X-rays to be generated through two different methods: the majority of X-rays formed result
from bremsstrahlung radiation released during the deceleration of the electrons. Secondly,
when an electron collides with an inner shell electron from the metal sheet, it causes both
to be ejected. An electron from a higher shell can then fill this hole, releasing an X-ray of a
characteristic energy. Typically, a filter would be applied such to remove the bremsstrahlung
radiation. This means that only these characteristic X-rays are used during the diffraction
measurement, as the bremsstrahlung radiation is not sufficiently monochromatic.
X-ray tubes are sufficient for a large majority of routine diffraction measurements, however, if
radiation is required at energies or intensities that these tubes cannot produce, a synchrotron
light source is required. Accelerating an electron in an electromagnetic field causes an elec-
tromagnetic wave to be emitted. The frequency of this wave is determined by the oscillation
frequency of the electron. In order to generate high energy electrons, synchrotron sources
accelerate electrons to close to the speed of light, where Lorentz contraction further shortens
the wavelength of the emitted radiation. A schematic showing the major components of a
synchrotron is given in Figure 2.7. Electrons travel around a continuous path, the accelera-
tion caused by bending magnets around this ring causes X-rays to be emitted. Furthermore,
there are many insertion devices placed around the ring containing magnets which cause the
electrons to follow an undulating path. This results in further emission of radiation. X-rays
travel tangentially from the ring, where beamlines are positioned to make use of the gener-
ated X-rays. There are many beamlines around the storage ring, allowing many experiments
to be performed simultaneously. These sources produce X-rays with orders of magnitude
more intensity than lab sources, the beams are highly monochromatic and their energies are
tuneable.
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2.2.1 X-Ray Diffraction
The amplitude of scattered radiation from a general object can be described by the following
equation:
F(Q) = A0
∫
ρ(r )exp(ir ·Q) dVr (2.2)
where A0 is the maximum amplitude of the wave, r is the vector between two point scatterers,
ρ(r ) represents the electron density, i.e. the number of electrons in the volume Vr , and Q is
the scattering vector with magnitude |Q|=Q = 4π sin θλ . Equation 2.2 represents the Fourier
transform of the electron density. An inverse Fourier transform of the scattering amplitude
would, therefore, recover the electron density and thus the structure of the material. How-
ever, the measured intensity of the scattered radiation is proportional to F(Q)F ∗(Q), which
contains no information on the phase of the waves. The inverse Fourier transform cannot
then be directly carried out. This is commonly referred to as the “phase problem”.
For a group of atoms, equation 2.2 becomes:
F(Q) =
N∑
j=1
f j(Q)exp(ir j ·Q) (2.3)
where f j(Q) is the atomic form factor of the jth atom.
The scattered radiation coming from the object can interfere in either a constructive or
destructive manner. We refer to the case when scattering amplitudes add constructively
as Bragg diffraction. For a regular array of atoms separated by a distance, a, constructive
interference occurs when the path difference between the incident and scattered rays is
equal to an integer multiple of the wavelength. This occurs when a (cosα− cosα0) = hλ,
where α and α0 are the angles of the incident and diffracted beams, respectively, and λ is
the wavelength. Equivalently, a · q − a · q0 = 2πh or a ·Q = 2πh, where Q = q − q0. This
is the Laue condition for diffraction from a one dimensional crystal, for a three dimensional
crystal, there are two similar conditions for the additional dimensions. For constructive
interference to occur, all three conditions must be met simultaneously, constraining Q to be
of the form Q2π = ha
∗ + kb∗ + lc∗, where a∗,b∗ and c∗ are orthogonal to a, b and c. This
defines a reciprocal lattice. For a crystal there is also a restriction on r j : as each atom must
be located within a lattice, r j must be of the form r j = x ja+ y jb+ z jc. These constraints on
Q and r j mean that diffraction from a crystalline material can be described by the following
expression:
F(Q) =
N∑
j=1
f j(Q)exp
 
2πi(hx j + k y j + lz j)

= F(hkl) (2.4)
where F(hkl) is known as the structure factor. It is a vector quantity and therefore has both
amplitude and phase, however, in a diffraction experiment, only the magnitude, |F(hkl)|, is
accessible.
The condition for diffraction can be represented much more simply by recognising that
hx j + k y j + lz j represents a plane of atoms. This allows simple geometric considerations
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Figure 2.8: A schematic representation of X-ray diffraction for a simple two-dimensional lattice. The
path difference between the incident and diffracted beams, 2d sinθ , must be an integer number of
wavelengths, this gives Bragg’s law.
(Figure 2.8) to be used to derive Bragg’s law for diffraction from a crystal lattice:
nλ= 2dhkl sinθ (2.5)
The planes from which these reflections can occur are described by Miller indicies. Each
Miller plane has three values, h, k and l, which describe its orientation within the unit cell.
For diffraction to occur, the Bragg condition must be satisfied, i.e. the plane must lie at the
correct angle to the incident radiation.
If the structure is not perfectly ordered, for example, a vacancy defect or an atom slightly
off-position, the amplitude of the Bragg peak decreases. This intensity is still present, but
appears over a much broader range of angles than that from Bragg diffraction. In general,
scattering that arises from any departures of the structure from a perfectly ordered lattice
is known as Diffuse scattering. It is possible for a highly disordered structure to have no
Bragg peaks at all in its measured diffraction pattern, however, there will be a broad distri-
bution of diffuse scattering intensity over a wide range of angles. Conventional diffraction
measurements typically only look at Bragg diffraction.
Powder X-ray diffraction
Single crystal X-ray diffraction is commonly used to determine the structure of a material.
However, if a single crystal cannot be produced, or if an analysis of the bulk material is
required, then powder X-ray diffraction (pxrd) must be used instead. Within a battery, it
is not possible to form a single crystal. Any analysis must therefore be performed upon a
polycrystalline powder sample. In a pxrd measurement, at any instant a very large num-
ber of crystallites are being simultaneously irradiated by the incident beam. This leads to
many crystallographic planes, from many different crystallites, fulfilling the Bragg condi-
tion simultaneously, and as such the position of Bragg peaks in the pxrd pattern may be
determined very accurately. This allows unit cell parameters and symmetry to be accurately
determined by assigning the peaks to the crystallographic planes from which they originated.
However, at higher angles the intensity drop-off, due to the Debye-Waller factor, combined
with significant peak overlap can make peak assignment difficult. This means that solving
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a structure using pxrd data alone is very difficult and time consuming. If the sample has a
known structure, techniques such as Rietveld refinement may be used to refine the structure,
giving an accurate description of the material in question.
2.2.2 Total Scattering and the Pair Distribution Function
As stated earlier, (dis)charge mechanisms of battery materials often include both amorphous
and crystalline structures. Total scattering measurements treat all diffracted radiation equally
(no special preference is applied to Bragg scattering). This allows measurements to probe
the local structural information present in diffuse scattering from the sample. Diffraction
from a disordered material takes a different form to that from a crystal as the constraints on
Q and r no-longer apply. The intensity of scattered radiation for N scatters (NF(Q)F ∗(Q))
becomes:
I(Q) = N
∑
j
f j(Q)exp
 
ir j ·Q
∑
k
fk(Q)exp (irk ·Q)
= N
∑
j
∑
k
f j(Q) fk(Q)exp
 
ir jk ·Q

(2.6)
Assuming that the material is isotropic simplifies equation 2.6 by taking a spherical average
of the exponential term. This results in the Debye scattering equation:
I(Q) =
N∑
j,k=1
f j(Q) fk(Q)
sin
 
Qr jk

Qr jk
(2.7)
where r jk is the distance between atoms j and k. I(Q) in equation 2.7 relates to the co-
herently scattered intensity. Experimentally measured intensities additionally contain sev-
eral components which must first be subtracted to obtain solely the coherent intensity:
Iexp(Q) = Icoh(Q)+ Iincoh(Q)+ IMS(Q)+ Ibkg(Q), where Icoh(Q) is the coherent scattered intens-
ity, Iincoh(Q) is the incoherent scattered intensity, IMS(Q) is the intensity that arrises due to
multiple scattering and Ibkg(Q) is the background intensity. This function can be normalised
per scatterer to give the structure function, S(Q):
S(Q) =
1
N 〈 f (Q)〉2
 
Icoh(Q) + 〈 f (Q)〉2 −


f 2(Q)

(2.8)
where the angle brackets represent an average over atom types. The pair distribution function
(pdf), G(r), is then given by the following Fourier transformation:
G(r) =
2
π
∫ ∞
0
Q (S(Q)− 1) sinQr dQ (2.9)
In practice, the maximum value of momentum transfer that can be achieved, Qmax, is finite.
This results in the truncation of the above Fourier series, which results in ripples at low-r in
the resultant pdf. If necessary, these can be minimised (sacrificing some spatial resolution)
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Figure 2.9: Simulated pdfs for a hard carbon in the range r=0–10Å with different Qmax values. Red
lines represent Qmax values that are within the energy range of Cu X-ray tubes, blue lines can be
measured with a Mo X-ray tube, and green lines can be measured with a Ag X-ray tube. Qmax values
greater than this can only be achieved at a synchrotron.
through the use of the Lorch modification function by first multiplyingQ(S(Q)−1) by:
sin

π QQmax

π QQmax
(2.10)
Perhaps more importantly, the value of Qmax also affects the achievable real-space resolution
of the measurement, given by ∆r ≈ π/Qmax.[54] pdfs with sufficient resolution to allow
detailed modelling are typically measured with a Qmax of approximately 20Å
−1
or greater,
the effect of differentQmax values on a simulated pdf for a hard carbon is shown in Figure 2.9.
Lab sources typically use either copper Kα or molybdenum Kα radiation, which do not provide
sufficiently high Qmax values (approximately 8Å
−1
and 18Å
−1
, respectively). A large enough
Qmax is achievable using a silver Kα X-ray tube (Qmax ≈ 22Å−1), however, the low flux of
this source means measurement times are prohibitively long for many experiments. For this
reason, pdf measurements are usually carried out at a synchrotron.
A schematic showing the extraction of a pdf for a hard carbon sample from themeasured data,
providing examples of the functions I(Q), S(Q), and G(r), is shown in Figure 2.10.
Interpretation
The pdf is a function which gives the probability of finding a pair of atoms with a given
separation in the material. The pdf is a weighted histogram of atomic separations: where
an atom pair is likely we find a peak, and where the probability of finding a pair of atoms
with the given separation is low, the function returns to the baseline. This means that even if
there is no long-range ordering within the structure, any local structure that exists may still
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Figure 2.10: A schematic showing the major processes involved in extracting a pdf for a hard carbon.
be observed. This is in contrast to conventional methods that rely on Bragg scattering, which
only contains information on the average structure. Furthermore, the magnitude of random
errors (noise) in the data is constant with r. This allows for modelling of the data in a manner
resilient to the underlying uncertainties in the data. There are several pieces of information
which may be readily extracted from the pdf in a model-independant manner:
• The centre of each peak gives the atomic separation.
• The area under each peak is related to the coordination number. However, care must
be taken to account for overlapping peaks (especially at higher-r) and the chemical
origin (and thus the weighting factor) must be known in order for the coordination
number to be calculated accurately.
• The width of each peak is related to the local disorder around that site. For a perfectly
ordered structure at a temperature of 0K, all the peaks would be delta functions with
infinite height. In practical scenarios, peaks have finite height, and both thermal and
structural disorder contribute to the width of a peak along with the Qmax value used in
the Fourier transform.
• The value at which peaks are no-longer present gives the correlation length of the
sample. A highly crystalline sample will have well defined peaks in the pdf beyond
100Å, disordered materials may have no discernable peaks after the first one or two
coordination spheres (typically a few Å).
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Figure 2.11: An example of the relationship between a structure and its pdf. The pdf of a hard carbon
is shown with the first three peaks highlighted, and their positions indicated. Inset: A graphene
fragment whose first three distances are indicated by red, green and blue arrows. The purple arrows
indicate local disorder, which is, in part, responsible for the width of the peak. The yellow arrow
indicates the size of the fragment which is the major contributor to the decay of the pdf.
This is summarised in Figure 2.11 using the measured pdf of a hard carbon as an example,
with the features in the pdf linked to their structural origin from a graphene layer. The first
peak is found at 1.43Å, this is the shortest distance between two atoms within a graphene
layer. Any peaks in experimental pdf below this value result from Fourier truncation errors
and are a good indication of the quality of the data — smaller ripples typically indicate
higher quality data. As carbon-carbon bond lengths are well defined, the peaks in the pdf
are reasonably sharp, however, the intensity of the peaks decays rapidly with increasing r.
This is due to the limited size of the graphene domains within the sample, which limits the
correlation length of the material.
Modelling
Whilst the model-independant information described above can be useful in the qualitative
interpretation of structural changes, a full description of the pdf requires more detailed
modelling. Ab initio structure determination is not usually possible from pdf data, although it
has been demonstrated for somemodel cases such as C60.
[55] Instead, it is most common to find
a reasonable initial model either from existing crystal structures, or theoretical calculations.
This model is then refined against the experimental data (in either or both of real-space and
reciprocal-space). In a real-space refinement, a calculated pdf from a structural model is
compared to the experimentally determined pdf to give information about the local structure
of the material. pdfs can be calculated by one of two methods, the first takes the sum of all
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atomic correlations, weighted by their scattering power, and subtracts a baseline based upon
the atomic number density:
Gcalc(r) = 4πr [ρ(r)−ρ0] (2.11)
=
R(r)
r
− 4πrρ0
=
1
r
∑
i
∑
j

fi f j
〈 f 〉2δ
 
r − ri j
− 4πrρ0 (2.12)
where ρ(r) is the real-space pair density, R(r) is the radial distribution function (rdf), ρ0
is the number density of the material, fi is the atomic scattering factor of the ith atom, and
ri j is the distance between atoms i and j. As all pair correlations in this sum are modelled
as infinitely thin delta functions, equation 2.12 is only valid if the model is sufficiently large
to statistically account for thermal vibrations of the atoms as static distortions within the
structure. For this reason, it is more common to replace the delta function with a modified
gaussian for smaller strucutures, based upon the thermal displacement parameters for the
material:
Ti j(r) =
1p
2πσi j
exp

− (r − ri j)
2
2σ2i j

1+

r − ri j
ri j

(2.13)
where σi j comes from the anisotropic thermal displacement parameters of the atoms i and j.
In addition, the limited Q-resolution of the instrument results in a damping of the measured
pdf, this is included in the calculation via the damping function exp

− (Qdampr)22

. Where
Qdamp is an experimentally determined parameter representing the degree of damping. It
is typically refined against a known standard. Finally, the measured pdf has a finite value
for Qmax, which results in ripples in the observed pdf and broadening of the observed peaks.
These are commonly modelled using one of two methods, either by the convolution of Gcalc
with the Fourier transform of a step function, sin(Qmaxr)r , or by a combination of a Fourier
transform and an inverse Fourier transform with appropriate limits.
However, equation 2.12 is only valid for large structures (or crystals with periodic boundary
conditions if using the modification provided by equation 2.13). Structures with lower
dimensionality (for example nanosystems) have pdfs with a different form. This is because
equations 2.9 and 2.11 are not equivalent. For the given integration limits (0 and ∞),
equation 2.9 actually gives the following result:
G(r) =
2
π
∫ ∞
0
Q (S(Q)− 1) sinQr dQ
=
R(r)
r
= 4πrρ(r) (2.14)
In practical measurements, however, both of the integration limits are finite. The effects of a
finite upper limit (Qmax) are well understood and described earlier. A finite value of the lower
limit (Qmin) results in the removal of small angle scattering (saxs) data from the measured
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pdf, i.e:
G(r) =
2
π
∫ ∞
Qmin
Q (S(Q)− 1) sinQr dQ
= 4πrρ(r)− 2
π
∫ Qmin
0
Q (S(Q)− 1) sinQr dQ (2.15)
The second term in equation 2.15 was evaluated for a general scatterer of uniform density
by Farrow and Billinge:[56]
2
π
∫ Qmin
0
Q (S(Q)− 1) sinQr dQ = 4πρ0rγ0(r) (2.16)
where γ0(r) is a characteristic function of the shape of the nanoparticle. Thus the correct
form of equation 2.11 for an experimentally obtained pdf is:
Gcalc(r) = 4πrρ(r)− 4πρ0rγ0(r) (2.17)
For bulk structures, i.e. those whose correlation length is much greater than the r-range
over which the pdf is calculated, γ0(r) ≈ 1 for all values of r, equation 2.17 simplifies to
equation 2.11, and the previously described approach for calculating a pdf is valid. However,
if the r-range is of similar magnitude to (or smaller than) the correlation length, this damping
of the atomic correlations must be accounted for. Characteristic functions for a variety of
simple geometries can be determined analytically,[57] and are commonly applied for the case
of spherical particles. This means that a pdf can be calculated for a number of common
nanoparticle morphologies simply by multiplying the pdf calculated for the bulk material
(equation 2.12) by the characteristic function, i.e. Gcalc(r) = γ(r)Gbulk(r). However, when the
particle morphology is influenced by the underlying structure, this approach typically fails.
The second approach to calculating a pdf does not require such a modification function to
account for particle morphology, and can therefore be used in a greater number of situations,
but it is computationally expensive for larger structures (e.g. crystals). Firstly, the scattered
intensity is calculated using the Debye equation (equation 2.7), which is then normalised
and Fourier transformed to give the pdf. In this case the experimental values of Qmin and
Qmax can be used directly in the Fourier transform. Both approaches to pdf calculation are
used in this work.
Refinement
Calculated and experimental pdfs can be compared, and the underlying structural model
adjusted in order to minimise the difference between them. There are a number of methods
by which this may be performed. The most common method is analogous to Rietveld refine-
ment for Bragg diffraction data (as such it is commonly referred to as “real-space Rietveld”).
This is a least-squares method that fits the pdf in real-space. Parameters that depend on
the experimental setup, such as Qdamp, may be refined along with those that derive from the
structure, such as lattice parameters, atomic positions, and anisotropic thermal displacement
parameters. The goodness of fit for such a refinement, Rw is given by the following expression:
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Rw =
√√√√∑Ni=1w(ri) Gexp(ri)− Gcalc(ri)2∑N
i=1w(ri)G2exp(ri)
(2.18)
where w(ri) is the weighting factor for data point ri, which depends upon the statistical
quality of the data point. Whilst there are obvious analogies between real- and reciprocal-
space Rietveld methods, the sensitivity to local ordering in real-space results in Rw values
often being greater than 15% even for well-ordered materials. Conversely, R values for
reciprocal-space refinement should usually be around 5% or less for a good fit.
A second, commonly used method for fitting pdf data is reverse Monte Carlo (rmc) refine-
ment. This is a so called “big box” method often employing many thousands of atoms within
a single model. Typically both real- and reciprocal-space data are fitted simultaneously, with
the differences to both functions minimised. For each iteration of the algorithm, a parameter
is adjusted (for example an atomic position) and the diffraction patterens are calculated. If
an improvement to the fit is found, the move is accepted. If the move results in a worsened
fit, the move may still be accepted subject to an underlying probability distribution. This
makes the method more resilient towards energy landscapes containing local minima, given
infinite time, the global minimum should be located.
2.3 Nuclear Magnetic Resonance
nmr is a technique that probes the interaction between nuclear spins and an external mag-
netic field. All nuclei posses intrinsic spin angular momentum, I , whose magnitude — the
spin quantum number, I — can be zero or any positive integer or half-integer value. Any
nuclei with a spin not equal to zero can be studied by nmr. The projection of this angular
momentum onto the z-axis is given by Iz = ml}h, where ml is the magnetic quantum num-
ber, whose values range from −I to +I , giving a total of 2I + 1 states. In the absence of
an external magnetic field, all these states are degenerate in energy, resulting in randomly
orientated spins. Applying a field, B0, lifts this degeneracy, resulting in preferential align-
ment of the spins relative to B0. This is known as the Zeeman interaction. Under standard
conditions, there will be a small excess of spins in the lower energy level, giving rise to a net
magnetisation vector orientated in the direction of the B0 field.
A formal treatment of spin requires quantum mechanical operators, however, to a first ap-
proximation, it is possible to understand the processes in a simpler, classical manner. The
“vector model” considers only the bulk magnetisation vector described above. If rotated away
from the direction of the applied field, the net magnetisation vector would precess about
the field at a characteristic frequency given by ω0 = −γB0, where γ is the gyromagnetic
ratio. It is this precession which is detected in an nmr measurement, where the frequency
is given the name the Larmor frequency. By placing a coil in a direction orthogonal to the B0
field, it is possible to detect this precession to give a signal known as a free-induction decay
(fid), which can be Fourier transformed to give the nmr spectrum. Figure 2.12 presents
a summary of these processes. Different local magnetic environments result in slight per-
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Figure 2.12: Schematic showing the interaction of nuclear spins with an applied magnetic field and
the bulk magnetisation vector following the application of an rf frequency pulse.
turbations to the Larmor frequency, which is now given by ω = −γBlocal. Each peak in the
frequency domain spectrum, therefore, derives from a different local magnetic environment
of the probed nucleus. This allows local structural information to be obtained. As almost all
stable elements in the periodic table possess nmr active isotopes, whose Larmor frequencies
all differ, this structural information can be obtained on an element specific basis.
In order to rotate the magnetisation vector away from the direction of the applied field,
one could conceivably rotate the external field. However, practical issues caused by the
superconducting magnets required make this impossible. Instead, we introduce a second,
oscillating, field, B1, much smaller than B0 and orientated in an orthogonal direction. This
has the effect of reducing the effective field felt by the nuclear spins, which is now given by
the expression Beff =
r
B21 +
ω0−ω1
γ
2
, where ω1 is the frequency of the B1 field. It is this field
about which the magnetisation precesses, with frequency ωeff = γBeff. If the frequency of
the B1 field, ω1, is the same as, or close to, the Larmor frequency, ω0, then the effective field
felt by the spins is simply the B1 field (or very close to it). This is the resonance condition.
Precession about this field causes the magnetisation vector to rotate away from the B0 field.
By applying this field for short periods of time, the amount of rotation can be controlled.
This is the principle behind pulsed nmr: short rf pulses create an oscillating B1 field for a
period of time given by the pulse length, which has the effect of rotating the magnetisation
away from B0. In practice, these pulses can be supplied by the same coil used to detect the
fid.
The simplest pulse sequence consists of only a single pulse. It is applied at a power and
for a duration that causes the magnetisation vector to rotate by 90°, giving the largest
amount of signal. Following this, the fid is acquired. In practice, there is a short delay (DE
in Figure 2.13a) prior to acquisition to allow for noise (caused by acoustic ringing within
the probe, pulse breakthrough, and imperfect pulses) to reduce, and to account for finite
electronic switching times. This has two important consequences: if acquisition were to begin
immediately following a perfect pulse, the fidwould consist solely of cosine functions, which
could be Fourier transformed to give an in-phase spectrum. Owing to the dead-time required,
some phase information is lost and a manual phase correction is required post-acquisition.
Secondly, a delay that is sufficiently long to allow for all acoustic ringing effects to decay
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Figure 2.13: (a) A one-pulse (zg) pulse sequence and (b) a Hahn-echo pulse sequence. The filled
rectangle represents a π pulse, whilst the empty rectangles represent π2 pulses. τ is the delay between
pulses, and DE is the dead time prior to acquisition.
would result in much of the fid not being acquired. In practice, this means that some
of these effects persist into the Fourier transformed spectrum, manifesting as a non-linear
baseline.
The problems with a one-pulse sequence can be mitigated, to some extent, through the
use of a Hahn-echo pulse sequence (Figure 2.13b). In this situation, a 180° pulse is used
following the 90° pulse, after a delay τ. This causes the magnetisation to be refocussed after
a total time of 2τ. This increases the delay between the end of the pulse and the start of
acquisition, allowing both the whole fid to be acquired and reduced a acoustic resonant
signal — thereby improving the baseline. However, this increased time also results in a
greater amount of relaxation of the spins and therefore a signal of lower intensity.
Solid-State Nuclear Magnetic Resonance
The electrons within a material shield the nuclear spins from the B0 field. This can result in
a variety of local magnetic fields within a material, and thus a variety of different Larmor
frequencies as discussed earlier. These different frequencies give rise to distinct chemical
shifts in the resultantnmr spectrum. However, as the electrons are not spherically distributed,
there is also an orientation dependance on the chemical shift. This is known as chemical shift
anisotropy (csa). In a liquid, the rapid tumbling of molecules averages out this anisotropy so
that sharp peaks are observed in the spectrum. This is not the case in a solid. Instead, each
individual crystallite has a chemical shift dependant upon its orientation, and the observed
lineshape is the sum of these components. An example of a csa lineshape is shown in
Figure 2.14a. This broadening of the observed signal can result in overlapping signals, and
a reduced signal-to-noise ratio, which can make solid-state NMR (ssnmr) spectra difficult to
interpret.
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Figure 2.14: Schematic representation of spinning at the magic angle, θm, with simulated spectra
for a spin 12 nucleus (a) static and (b–d) with increasing spinning speed. ∗ indicates the isotropic
frequency.
csa is not the only cause of broadening in ssnmr spectra: dipolar coupling can also result
in significant broadening. Furthermore, for nuclei with I > 12 , the non-spherical distribution
of electrons results in another (orientationally dependant) broadening. This quadrupolar
interaction is the second strongest interaction behind Zeeman splitting.
A full quantum-mechanical treatment of these interactions reveals a first order dependance
on 3cos2 θ − 1, where θ is the angle between the sample and the B0 field. This is at a
minimum when θm = 54.7°, where θm is known as the magic angle. Spinning the sample at
this angle (magic angle spinning (mas)) doesn’t completely remove all broadening effects,
owing to second-order terms, but can have a significant effect on the resolution of the acquired
spectrum (Figure 2.14). As the orientation of the sample returns to its initial value after one
complete rotation (a rotational echo), the fid for a spinning sample contains additional terms
with periodicity equal to integer multiples of the spinning rate. This results in a spinning
sidebandmanifold in the Fourier transformed spectrum. These sidebands contain information
on the csa, but may overlap with other peaks, complicating the interpretation.
For metals (i.e. materials containing a conduction band), there is a further important nmr
interaction to be considered. The electrons in the conduction band generate an additional
magnetic field around the nuclei. This enhances the applied field, resulting in significantly
greater chemical shifts. For example, the 23Na chemical shift of sodium chloride is close
to 0ppm, whereas that of sodium metal is closer to 1100ppm. The difference between the
chemical shift of a metallic material, and that of the same atoms in a nonmetallic environment
is known as the Knight shift. This interaction is particularly important for electrochemic-
ally relevant materials, where the conductivity of a material can vary as a function of its
stoichometry.
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Figure 2.15: Photographs showing the setup for operando (a) pdf experiments and (b) nmr experi-
ments.
2.4 Operando Measurements
In order to characterise the mechanisms by which materials cycle within a battery, it is ne-
cessary to examine the materials following sodium (or lithium) insertion. This is commonly
performed using post-mortem analysis techniques, whereby the battery is disassembled and
the electrodes recovered. However, following sodium (or lithium) insertion, electrochemical
materials often become highly air-sensitive, leading to a high probability of sample contam-
ination or structural change during such ex situ measurements. In addition, many systems
proceed via metastable phases, which relax upon removing the current, causing immediate
changes to the structure even without any sample exposure.
In order to avoid these issues, this work has focused on the use of operando (commonly
referred to as in situ) techniques. By making alterations to the electrochemical cell in which
the material is cycled, it is possible to (for example) collect X-ray diffraction (xrd) or nmr
data on the material whilst it is still being cycled. This can introduce additional challenges as
the cell must be compromised in some manner to allow for external characterisation, which
can impact upon the electrochemical performance. It can also have consequences for the
achievable quality of the spectroscopic data. For example, it is not currently possible to spin a
battery in a magnetic field — preventing mas. However, it allows for a much more complete
understanding of the changes that a material undergoes whilst cycling. Examples of the
setup for operando pdf and ssnmr measurements are shown in Figure 2.15, the cells used
are shown in Figure 2.4.
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The pdf work described in this chapter was performed together with Dr Phoebe Allan. The
work described in this chapter may be found in the following publication, whose text and
figures are adapted here:
Stratford, J. M.; Allan, P. K.; Pecher, O.; Chater, P. A.; Grey, C. P. Mechanistic insights into sodium
storage in hard carbon anodes using local structure probes. Chemical Communications 2016, 52,
12430–12433
3.1 Introduction
nibs are an attractive option for low-cost and environmentally benign energy-storage tech-
nologies. Whilst graphite shows almost no ability to store sodium electrochemically, non-
graphitizable hard carbons demonstrate good reversible capacity and are among the cheapest
proposed anode materials to date.[23,24,34] Early studies reported two electrochemical pro-
cesses: a sloping region followed by a process close to 0V versus sodium. By analogy with the
lithium system, it was suggested that sodium insertion proceeded via a two-stage mechanism
associated with these two electrochemical signals: intercalation of sodium between nearly
parallel layers, followed by the formation of metallic species within the pores of the mater-
ial at low voltages,[58] experimental support for this mechanism coming from saxs data.[59]
These studies indicated that pores are filled during the low-voltage process, the same authors
later attributing a change in intensity of the graphitic (002) reflection to sodium intercalation
within the structure.[24]
A decade later, other reports began to appear proposing alternative mechanisms. For ex-
ample, Gotoh et al. did not observe metallic sodium environments in ex situ 23Na ssnmr
studies.[60] Recent dft calculations generated similar electrochemical profiles to those seen
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experimentally through consideration of intercalation alone: at higher voltages, Na intercal-
ates near mono- and di-vacancy defects, essentially complete charge transfer to the carbon
sheets takes place (charge primarily being localised near the defects) resulting in ionic Na+
ions. This increased iconicity was proposed to help to overcome the van der Waals attractions
holding the graphene layers together.[28] The low voltage region is then ascribed to further
intercalation in graphitic interlayer spaces near the defects, in combination with intercal-
ation between layers with larger interlayer spaces. The importance of defects was tested
experimentally in 2015; a range of hard carbons at different annealing temperatures were
prepared, and the number of structural defects was quantified via the ratio of the areas of the
Raman G and D band peaks.[61] A correlation between the D:G band ratio and the observed
capacity during the sloping region was then observed, intercalation being proposed to occur
at lower voltages. The same authors presented pdf analysis of neutron scattering data for
their carbons, analysing the size of the graphene domains in these materials. Following this,
it was shown that the systematic carbonisation of carbon nanofibers at temperatures ranging
from 650–2800 ◦C was able to tailor the graphitisation degree of the resulting carbons.[62]
They classified the carbons into three different stages, stage I showing only the first (sloping)
electrochemical process, stage II showing both processes and stage III which only exhibits
the second (plateau) process; stage III being formed at the highest temperatures and stage I
the lowest. They conclude that the sodium storage mechanism consists of three processes:
(i) storage at defect sites created by heteroatoms (ii) adsorption on disordered isolated
graphene sheets between 1–0.1 V, and (iii) mesopore filling below 0.1 V.
More recently, gas adsorption measurements were made employing several different gasses
(N2, Kr and CO2) to carefully asses the porosity of cellulose derived hard carbons prepared
at different temperatures.[63] They found that the capacity resulting from the sloping process
decreased as the specific area of ultramicropores reduced, the plateau capacity having the
opposite behaviour. They found that carbons prepared at temperatures exceeding 1400 ◦C
had no porosity, which the authors claim disqualifies pore-filling as a possible mechanism,
leaving only intercalation between pseudo-graphitic layers. It should be noted, however,
that they did not account for any non-accessible internal porosity in their measurements.
They also found a decrease in the oxygen heteroatom concentration with increasing temper-
ature, which correlates with a decrease in the slope capacity. In 2018, a series of carbon
nanospheres with differing graphitisation degrees were prepared.[64] The authors used gitt
based diffusion measurements, along with diffraction and Raman measurements to conclude
a three-stage storage mechanism: chemi- / physisorption, followed by intercalation, and
finally pore-filling. In this chapter, we explore the different proposed mechanisms for sodium
insertion, studying a commercial hard carbon using X-ray total scattering pdf analysis and
23Na ssnmr. We see distinct electronic and local structures for the Na inserted in the higher
and lower voltage processes.
3.2 Experimental
Except were otherwise stated, all experiments were performed under ambient conditions.
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3.2.1 Electrode Preparation
Carbotron P(J) (Kureha Corporation) was mixed with 10% polyvinylidene fluoride-co-hexa-
fluoropropylene (Kynar), to which one drop of dibutyl phthalate (Sigma-Aldrich) was added
for every 10mg of binder. Acetone (Sigma-Aldrich, anhydrous) was added, and the resultant
slurry spread onto a glass substrate using a 300µm doctor blade. After drying in air, the film
was washed three times with diethyl ether (Sigma-Aldrich) and dried at 100 ◦C in vacuo prior
to use.
3.2.2 PDF Analysis
Cells for pdf analysis were cycled at a rate of C/20 (based on the mass of carbon, with 1C
corresponding to achieving a capacity of 300mAhg−1 in one hour) to the point of interest
on the electrochemical curve. The electrodes were recovered inside an argon atmosphere
glovebox, washed with dimethylcarbonate (Sigma Aldrich, anhydrous, > 99%) and immedi-
ately dried in vacuo. The electrode films were then individually ground and sealed into thin
walled quartz capillary tubes (Hampton Research, OD=2mm).
pdf data were collected at beamline I15-1 at Diamond Light Source using a wavelength of
0.163000Å and a Perkin-Elmer flat panel detector. A CeO2 standard was used to calibrate
the sample geometry and the sample-to-detector distance. The data were converted to a
function of intensity vs. Q using Data Analysis WorkbeNch (dawn).[65] Standard corrections
(background, Compton scattering, detector effects) were applied, and the data Fourier trans-
formed (Qmax = 20.5Å) to obtain G(r) using the software pdfgetx2.[66] Structural models
were refined against pdf data using pdfgui.[67] Difference pdfs were calculated by subtract-
ing the pdf for the pristine electrode from the pdfs of the electrodes at various stages of
charge. Difference pdfs were r-averaged over termination ripples.
3.2.3 Solid-State NMR Spectroscopy
Operando ssnmrmeasurements were performed using an in house designed electrochemical
cell based upon a cylindrical capsule (Figure 2.4d on page 10). Cells were prepared in an
argon atmosphere glove box (O2, H2O < 0.1 ppm) using metallic sodium (Sigma Aldrich,
99.9%) as an anode. The electrolyte was 1m NaPF6 (Alfa Aesar, 99%) in propylene carbonate
(Sigma Aldrich, anhydrous), and the separator was borosilicate glass fibre (Whatman, GF/A).
Electrochemical measurements were conducted on a Bio-Logic VSP battery cycler. Cells were
cycled at a rate of C/20 (based on the mass of carbon, with 1C corresponding to achieving a
capacity of 300mAhg−1 in one hour) and held at 5mV until the applied current dropped to
C/100.
A Bruker Avance 300MHz spectrometer with a 23Na Larmor frequency of 79.39MHz was
fitted with an in house designed static probe with automatic tuning and matching capabilities
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(along with connections for an external battery cycler) and used for the measurements
reported.[68] The electrochemical cell was aligned such that the electrodes were parallel to
the applied field.
In order to maximise the signal-to-noise ratio for a time-restricted measurement, a one-pulse
sequence was used. A 90° pulse corresponded to 3.5µs at 200W using an 11mm diameter
silver coil. 30000 transients were collected for each spectrum, using a recycle delay of 0.05 s
(31minutes per spectrum). The resonance circuit was recalibrated immediately prior to each
acquisition by minimising the standing wave ratio of the forward and reflected power for a
low power (0.01W) continuous wave pulse.[68] The 23Na signals were referenced using a 1m
solution of NaCl at a shift of 0ppm.[69] Spectra were Fourier transformed and individually
phased using Bruker Topspin 3.2. Backgrounds were subtracted using fityk.[70]
Ex situ 23Na mas nmr measurements were performed using a Bruker Avance III 200MHz
spectrometer with a 23Na Larmor frequency of 52.92MHz and a Bruker Avance III 500MHz
spectrometer with a 23Na Larmor frequency of 132.29MHz. 1.3mm zirconia rotors were
spun at 60 kHz using a Bruker double resonance probehead. A mas speed synchronised
Hahn-echo pulse sequence with 90–180° pulses corresponding to 2–4µs at 25W was applied
for the lower field measurements, at higher field, a one pulse sequence was applied; a recycle
delay of 0.05 s was used. Spectra were referenced using NaCl powder at 7.21 ppm.[71]
Samples for ex situ mas nmr investigations were prepared electrochemically; cells were
cycled at a rate of C/20 (based on the mass of carbon, with 1C corresponding to achieving a
capacity of 300mAhg−1 in one hour) to the point of interest on the electrochemical curve.
The electrodes were recovered inside an argon atmosphere glovebox (O2, H2O < 0.1 ppm),
washed with dimethylcarbonate (Sigma Aldrich, anhydrous, >99%) and immediately dried
in vacuo. The respective electrode films were then individually ground and packed into rotors
immediately.
3.3 Results
3.3.1 Pair Distribution Function Measurements
The pdf for the pristine hard carbon, derived from the Fourier transform of the corrected,
normalised total scattering data, is shown in Figure 3.1a. The position of peaks in the pdf,
which correspond to atom-atom distances within the structure, are well-matched to those
in a graphene fragment. The position and intensity of peaks at interatomic distances, r,
greater than 5Å deviate strongly from those observed in the pdf for graphite Figure 3.3,
implying non-parallel stacking of graphene fragments within the hard carbon. Peaks are
observed until around 25Å. The loss of the correlations beyond this distance arises from
disorder within the structure; a combination of sheet curvature (caused in part by defects
within the graphene sheets) or termination of the carbon fragments is likely to be responsible.
Curvature may result from small numbers of non-hexagonal carbon rings; however, our pdf
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Figure 3.1: (a) Experimental pdf data for pristine hard carbon and a pdf simulated using a turbostrat-
ically disordered graphite model (offset below); (b) Difference pdfs of hard carbon anodes at various
states of charge. The red line (top) corresponds to a sample discharged to 300mV, the blue (middle)
to 180mV and the green (bottom) to 5mV. Difference pdfs were r-averaged over termination ripples.
The red ∗ highlights the range over which additional interactions are formed in the high-voltage
process, the green ∗ highlights the additional interactions observed during the low-voltage process.
Weaker peaks are a result of minor changes to the carbon structure and termination ripples. Full
experimental data may be found in Figure 3.2, a breakdown of the intermediate stages in generating
the model, plus a comparison with graphite is presented in Figure 3.3.
data does not show major correlations at the expected distances for 5- or 7-membered rings
(2.34 and 3.2Å, respectively), indicating that any such features can only be present in small
concentrations.[72]
The experimental pdf can be simulated using a starting model of graphite, with large dis-
placement parameters in the c-lattice direction; this is used to model disorder between
fragments (i.e., layer stacking) (Model in Figure 3.1a). An extended unit cell parameter
in the c-direction accounts for the lower density of the hard carbon compared to graphite
(1.52 gcm−3 compared to typical values of 2.26 gcm−3).[73,74] This model can account for
significant turbostratic disorder in the material, as has been suggested by pdf studies of
similar materials.[61,72,75]
Real-space least-squares refinements of this graphite-derived model against experimental
pdf data are unable to fit the entire r-range of the dataset using a single value for the a-lattice
parameter. Instead, we discover a systematic decrease of the a-parameter in refinements
against data in longer interatomic distance ranges (Table 3.1 and Figure 3.4). The pdf
simulated for a planar graphene sheet using the a-parameter obtained from refinement of
the model against low-r peaks (1–5Å) consistently overestimates the position of peaks at
high-r (> 10Å). This means that atoms in the graphene sheet are found to be systematically
closer together with increasing r than would be predicted by a planar arrangement, implying
a significant degree of curvature of the fragments. This result implies a more complex
arrangement of fragments in space than the commonly used “house-of-cards” model.[58,76]
Notably, we would expect fewer parallel layers and a wider range of interlayer spaces.
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Figure 3.2: pdf data for electrodes at various stages of discharge. The black line corresponds to the
pristine film, the red line to a sample discharged to 300mV, the blue to 180mV and the green to
5mV. Data were Fourier transformed using a Qmax of 20.5Å.
3.3.2 Solid-State NMR Measurements
Operando 23Na ssnmr experiments are able to probe different local atomic environments
present during cycling, and additionally are not susceptible to degradation or relaxation
effects that might affect the ex situ results.[77] Two peaks at −10ppm and 1135ppm are
observed for the pristine electrochemical cell corresponding to the NaPF6 electrolyte and
the sodium metal counter electrode, respectively (Figure 3.5). During the initial sloping
electrochemical process, down to a voltage of 0.8 V, only changes to the intensity in the
region around 0ppm are observed. This is consistent with either the formation of diamagnetic
species within the bulk of the electrode or of electrolyte decomposition on the surface to form
the sei layer. At voltages lower than 0.8 V, an additional signal at approx. −40ppm emerges
and grows in intensity. Throughout the low voltage region of the electrochemistry, (i.e.,
below 180mV) this peak continues to grow but now proceeds to shift to higher frequencies,
finally reaching 760ppm at the end of sodium insertion. Upon sodium removal, the reverse
of these processes occurs, returning to a spectrum showing only the original two features.
The behaviour is identical on subsequent cycles.
Ex situ 23Na mas ssnmr spectra were obtained in order to gain additional resolution in
the diamagnetic shift region without overlap from an electrolyte signal (Figure 3.6). The
spectra are consistent with the operandomeasurements; two regions of intensity are observed
with peak maxima at −70ppm and 660ppm, which appear at similar states of charge to
the operando measurements. It should be noted that differences in the value of the shift
between static andmas spectra are commonly observed owing to bulk magnetic susceptibility
effects.[78] Additional peaks in the ex situ spectra are assigned to sodium present in the sei
and residual electrolyte. The observation of the shifted peaks at positive frequencies in the
ex situ spectra is highly dependent on the time for which the cell was allowed to rest prior
to recovering the electrode, with relaxation occurring over the course of several hours; this
observation indicates that the material formed after sodium insertion continues to react with
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Figure 3.3: Experimental pdf data for the pristine hard carbon (blue, bottom) and graphite (red,
top). The purple lines (middle) show the intermediate stages in generating the model.
electrolyte resulting in self-discharge and oxidation of the electrode. The samples, once
extracted from the cell, were also found to be highly air and moisture sensitive and extreme
care needed to be taken to prevent unwanted side reactions; these factors may explain
why peaks in this frequency range were not observed in the previously reported 23Na nmr
spectra.[60]
3.4 Discussion
Additional spectra obtained at two different magnetic fields (Figure 3.7) indicate that the
shift of the signal with a peak maximum at −70ppm is dominated by second order quadru-
polar coupling. Fits of these spectra (Figure 3.7 and Table 3.2) reveal an isotropic shift of
approximately −4ppm, this small negative shift being at least in part ascribed to the ring
current (local field) effects observed for ions above graphene sheets and fragments.[79,80]
This indicates that the sodium that is initially inserted at higher voltages is ionic in nature,
implying essentially complete transfer of spin density from a Na atom to the carbon sheets,
i.e., the presence of Na+ ions. Furthermore, this observation suggests that there is little
disruption to the aromatic ring currents that give rise to this phenomenon during the sloping
region, consistent with mechanisms that localise charge near the carbon defects and not
throughout the graphene sheets. We therefore suggest that sodium is largely deposited on
pore walls and in interlayer regions, most likely near defects.
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Table 3.1: Unit cell a-parameter values determined by performing real-space least-squares refinements
in pdfgui. A starting model of graphite was used. U33 parameters for all atoms were set to an
initial value of 1, U11, U22, were set to 0.08. A spherical particle diameter of 20Å was set. Unit
cell parameters, phase scale factor, the spherical particle diameter, delta1 (low-r peak sharpening
parameter) and the thermal parameters were all refined during refinements including low-r (r < 5Å)
data. For refinements not using low-r data, the value of delta1 was fixed to the value determined in
refinements at low-r.
Range / Å a-parameter / Å
0–2 2.465
2–5 2.459
5–10 2.451
10–15 2.444
15–20 2.440
The shift of the resonance to positive frequencies during the low voltage region of the electro-
chemistry, observed both during the operando experiment and ex situ (Figure 3.6), indicates
that the local structural and / or electronic environment of the sodium ions that were inserted
at higher potentials changes as more sodium is incorporated into the structure at lower po-
tentials. This shift is due to an increased contribution from the Knight shift, which arises from
the interaction of the nuclear spins with the unpaired electrons located at the Fermi level of
the conduction band,[78] larger shifts indicating an increase of the Na 2s density of states at
the Fermi Level. This implies that the sodium species becomes increasingly metallic during
this period of the electrochemistry. We ascribe this process to Na+ intercalation between
appropriately-spaced disordered graphene layers, along with further insertion into empty
environments nearby the defects, insertion now resulting in a reduction of the more ordered
graphene sheets. The Na+—C interaction gradually becomes less ionic as the carbon is re-
duced, affecting the shifts of sodium already in environments close to the defects. Secondly,
where pores are sufficiently large, extended sodium clusters are formed that are more metal-
lic in nature, resulting in even larger Knight shifts. This is consistent with dft calculations
and experimental data, suggesting the importance of defects,[28,61] and which also suggest
that any clusters formed may be two dimensional in nature, reflecting the insertion between
the expanded graphene sheets, and with saxs measurements which imply that the carbon
pores are filled at lower voltages.[59]
7Li operando ssnmr measurements on similar electrode materials exhibit a peak at low-
voltage which is shifted to approximately 40% of that of lithium metal.[81,82] This is signific-
antly higher than for stage 1 gics, which is presented as evidence for quasimetallic lithium
contained in pores. In comparison, the peak at the end of sodium insertion is found shifted
to much higher values, almost 70% the shift of sodium metal. In both cases, it is possible
that the larger shift is in part due to insertion between carbon sheets with larger interlayer
spacing. In addition, we note that the first 23Na resonance to appear (−40ppm) does not
appear to shift during the sloping region of the electrochemistry. This is in contrast to the 7Li
measurements, where the first peak shifts from 0 to 18ppm during the same period.[81,82]
However, such a shift in the sodium spectra could be masked by the strong electrolyte signal
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Figure 3.4: Real-space least-squares refinements of turbostratically disordered graphite against pdf
data for the pristine electrode in the distance ranges (a) 1–10Å, (b) 1–10Å extrapolated to the full
range over which peaks are observed experimentally, (c) 10–20Å extrapolated to the full range. Black
circles show experimental data, the red line shows the calculated pdf for the model, the offset grey
line shows the residual (G(r)model −G(r)expt). The region marked by a green ∗ has a poor fit to the
experimental data when using the parameters determined by a refinement at low-r, whereas the
region marked by an orange ∗ has a poor fit when using the parameters determined by a refinement
at high-r.
around −10ppm or could be a result of using a different hard carbon than was used in the
published lithium spectra.
Our preliminary pdf measurements for the electrodes after sodium insertion are consistent
with this interpretation of the nmr data. A differential pdf, where the pdf for the pristine
carbon is subtracted from the pdf at various points of discharge, highlights additional in-
teractions present on the insertion of sodium (Figure 3.1b): samples discharged to 300mV
and 180mV along the sloping region show only minor features at very low-r (< 7Å), shown
by the red asterisk in Figure 3.1b. A differential pdf between the samples discharged to
180mV and 5mV, obtained by subtracting the pdf for the sample discharged to 180mV
from the pdf of the sample discharged to 5mV, shows the additional structure forming
during the low potential electrochemical process (Figure 3.1b, bottom) implying clusters
with a correlation length of approximately 10Å are formed during the low-voltage region.
These interactions are locally similar to those found in sodium-metal (Figure 3.8). This is
consistent with increased Na ordering in this regime consistent with intercalation and/or Na
pooling.
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Figure 3.5: Operando 23Na nmr spectra for an electrochemical cell with sodium metal and hard
carbon electrodes, and a NaPF6 electrolyte. Strong features corresponding largely to the electrolyte
or metal have been truncated for clarity. Spectra are coloured in the region−200–1000ppm according
to their intensity. The corresponding electrochemistry is shown on the right-hand side and selected
spectra are offset below. The cell was cycled at a rate of C/20 (corresponding to achieving a capacity
of 300mAhg−1 in 20 hours) between 2 and 0.05V, and held at the end of each discharge until the
current dropped to below C/100. The coulombic efficiency for the 1st cycle is 84% owing to additional
capacity observed during discharge as a result of electrolyte breakdown to form an sei layer. The
coulombic efficiency increases to 97% for the 2nd cycle.
3.5 Conclusions
These results highlight new mechanistic aspects of the electrochemical insertion of sodium
into hard carbons. Operando 23Na ssnmr spectra are dominated by a single resonance,
initially present close to 0ppm, then shifting to positive frequencies. This is consistent with
a two-stage mechanism. Ionic sodium ions are formed in the sloping region, consistent with
charge localization, presumably near defects. Since defects are also responsible for creating
regions with larger interplanar distances, some insertion between larger spaced graphene
sheets may commence in this region, again this being associated with charge localization.
At lower voltages, increased charge transfer to the Na+ ions occurs, the ions becoming
progressively more metallic. In this region, intercalation and Na pooling occurs, forming Na
clusters or domains with coherence lengths of > 10Å. pdf data additionally indicates that
the turbostratically disordered, graphene-like fragments exhibit significant curvature. This
will have significant effects on the interlayer arrangements and thus the regions which are
available for sodium insertion. Our results imply that control of the pore architecture during
synthesis could determine the size of sodium clusters formed, and thus grant the ability to
tune the relative capacities of the high- and low-voltage processes.
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Figure 3.6: Ex situ 23Na 60 kHz mas nmr spectra of hard carbon anodes at various states of charge.
Shifts are indicated for peaks not resulting from sei or electrolyte. Spinning sidebands are indicated
with an asterisk (∗). The black line corresponds to a spectrum after a complete discharge / charge cycle
and represents the sodium that is irreversibly stored in the hard carbon. Intensities are normalised
based upon the sample mass and the number of transients collected.
Table 3.2: Isotropic shift (δiso), quadrupolar coupling constant (CQ), and asymmetry parameter of
the quadrupole coupling (ηQ) for the three peaks used to deconvolute the spectra given in Figure 3.7.
Peak 1 (Magenta) Peak 2 (Cyan) Peak 3 (Blue)
δiso / ppm 1.6 9.0 -4.0
CQ / kHz 0 1500 2400
ηQ 0 0.6 0.6
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Figure 3.7: Ex situ 23Na 60 kHz mas nmr spectra of two different samples discharged to 180mV and
measured at magnetic fields of 4.7 T (samples 1 and 2) and 11.7 T (sample 2). Each spectrum was fit
using the nmr parameters for 2nd order quadrupole coupling (central transition) in Bruker Topspin
sola. A deconvolution of the spectra results in three peaks and is consistent with the influence of the
magnetic field strength on the nmr signal line shape; the respective nmr coupling parameters are
summarised in Table 3.2. Line broadening of 400 to 1800Hz was applied to each signal to account for
the breadth of each peak, resulting in the lack of the characteristic line shape features found in spectra
of quadrupolar nuclei with large quadrupole coupling (cq) values. The magenta peak (peak 1) is
assigned to residual electrolyte as its intensity was found to vary based on the electrode washing
procedure performed (samples 1 and 2 at 4.7 T). The cyan peak (peak 2) is assigned to sei as its
intensity does not vary in a similar manner. Peak 3 (blue) corresponds to sodium reversibly stored
within the hard carbon framework.
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Figure 3.8: Difference pdfs during sodium insertion compared with the calculated pdf for sodium-
metal. The pdf for sodium metal was calculated using pdfgui, with U11 = U22 = U33 = 0.13 and a
spherical particle diameter of 20Å.
39

4 Structure-Property Relationships in Hard
Carbon Anodes
 
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.1 Synthesis of Hard Carbons . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.2 Electrode Preparation for Operando Measurements . . . . . . . . 42
4.2.3 Electrode Preparation for Ex Situ Measurements . . . . . . . . . . 42
4.2.4 Electrochemical Experiments . . . . . . . . . . . . . . . . . . . . . . 43
4.2.5 PDF Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2.6 Solid-state NMR Spectroscopy . . . . . . . . . . . . . . . . . . . . . 46
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.1 Elemental Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.2 PDF Analysis of Pristine Carbons . . . . . . . . . . . . . . . . . . . 47
4.3.3 Electrochemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.4 Operando NMR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.5 Operando PDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5.1 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Preface
In the following chapter, the carbon described as 1500 ◦C was provided by Professor Mag-
dalena Titirici (Queen Mary University of London).
4.1 Introduction
There are a wealth of reports in the literature on the electrochemical performance of hard
carbons as anodes for sodium-ion batteries.[34] It is clear that not all carbons are created equal,
their performance in a battery being highly dependant on the synthetic procedure used to
make them. This implies a strong link between the structure and electrochemical proper-
ties of these carbons. Recently, there have been reports showing that the performance of
some carbons can be predicted using empirical relations between measurable properties.[83]
However, the fundamental origins of this capacity are still poorly understood. Indeed, the
mechanisms for the electrochemical reactions of sodium with hard carbon has developed
into a somewhat popular problem in the literature. This is an area of constant study, but
seemingly contradictory evidence means that the mechanisms are still under debate. For
example, a study of sodium insertion into pseudographitic carbon did not find any evidence
for pore filling by Raman and xrd,[84] nor did several nmr studies.[60,85,86] This is in contrast
to, for example, in situ saxs measurements,[59] our previous work (chapter 3), and a recent
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dft study,[87] all showing evidence of sodium pooling during the second discharge process. It
has been suggested that such discrepancies may be as a result of the structure of each carbon
under study, although it should be noted that several studies have used the same commercial
carbon (Carbotron P(J) Kureha Battery Materials Japan Co., Ltd.),[74] not always reaching the
same conclusions.[33] Hard carbons are widely regarded as the most likely anode material to
be commercialised in the near future, so understanding these synthesis-structure-property
relationships is vital for their optimisation to make them viable for large-scale use. To invest-
igate this in more detail, we look at the structures of a number of hard carbons synthesised
from glucose, and compare them to two commercially produced carbons. We then consider
the sodium insertion mechanisms for a number of these carbons through operando pdf and
ssnmr.
4.2 Experimental
4.2.1 Synthesis of Hard Carbons
Glucose (Sigma-Aldrich ≥ 99.5%) was dehydrated in air at 180 ◦C for 24h. The resultant
caramel was ball-milled in a zirconia jar for 5 minutes using a SPEX 8000M Mixer / Mill. The
powder was then heated at 2 ◦C/min to the final pyrolysis temperature under flowing argon
(40 cm3/min) in a tube furnace. The overall yield from this process was 20–30 wt % for all
samples. Following this, the samples were crushed prior to further characterisation.
4.2.2 Electrode Preparation for Operando Measurements
Each hard carbon was mixed with 10% polyvinylidene fluoride-co-hexafluoropropylene
(Kynar) in an acetone (Sigma-Aldrich, anhydrous) solution, to which one drop of dibutyl
phthalate (Sigma-Aldrich) was added for every 10mg of binder. The resultant slurries were
spread onto a glass substrate using a 300µm doctor blade. After drying in air, the films were
washed three times with diethyl ether (Sigma-Aldrich) and dried at 100 ◦C in vacuo prior to
use.
4.2.3 Electrode Preparation for Ex Situ Measurements
Each hard carbonwasmixedwith 5% polyvinylidene fluoride-co-hexafluoropropylene (Kynar)
in an N-Methyl-2-pyrrolidone (NMP, Sigma-Aldrich, anhydrous) solution. The resultant
slurry was sonicated for 1 hour and spread onto a copper foil substrate using a 150µm
doctor blade. The films were dried in air, then at 100 ◦C in vacuo prior to use.
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4.2.4 Electrochemical Experiments
Cells were prepared under an argon atmosphere using metallic sodium (Sigma Aldrich,
99.9%) as an anode. The electrolyte was 1m NaPF6 (Alfa Aesar, ≥99%) in propylene carbon-
ate (Sigma Aldrich, anhydrous), and the separator was borosilicate glass fibre (Whatman,
GF/A). Ex situ electrochemical measurements were per-formed with standard 2032 coin cell
parts using a Biologic MPG2 battery cycler.
4.2.5 PDF Analysis
Operando pdfmeasurements were performed at beamline I15 at Diamond Light Source using
a modified Swagelok cell adapted for X-ray transmission (Figure 2.4c on page 10). Cells were
prepared in an argon atmosphere glove box (O2, H2O < 0.1 ppm). Electrochemical meas-
urements were performed using an Ivium-n-Stat battery cycler. Cells were galvanostatically
cycled in the potential range 2–0.005V at a rate of C/20 (based on achieving 300mAhg−1)
and held at the end of discharge until the applied current dropped to C/100.
Measurements were taken using an X-ray beam of energy 76 keV (λ = 0.1631Å) and an
amorphous silicon area detector (Perkin Elmer) in order to gather data to large values of
momentum transfer. Data were collected at 60 minute intervals, using a total exposure time
of 60 s per scan.
Ex situ pdf measurements were taken at beamline I15-1 (XPDF) at Diamond Light Source
using 2.5mm quartz capillaries. Measurements were taken using an X-ray beam of energy
76 keV (λ = 0.1631Å) and an amorphous silicon area detector (Perkin Elmer). The total
exposure time per scan was 900 s.
For all pdf experiments, background measurements were taken using identical cells / capil-
laries, but without the active material present. CeO2 or Si standards were used to determine
the sample geometry and the sample-to-detector distance. The data were converted to a
function of intensity vs. Q using dawn.[65] Standard corrections (background, Compton scat-
tering, detector effects) were applied, and the data Fourier transformed to obtain G(r) using
the software pdfgetx2.[66]
For the operando measurements, a number of issues outside of our control mean that the
intensity of the raw data is not comparable between different scans on the same sample:
• The beam position of the beamline is not controlled within a feedback loop, which
results in an inconsistent photon flux as a function of time; with no I0 monitor to allow
for the correction of this post-measurement
• The volume expansion of the electrode results in a changing volume (and possibly
density) of material within the beam
• It is not possible to know the exact composition of the section of the electrode we are
observing
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Figure 4.1: The effect of different lower bounds for the region over which data are rescaled, i.e.
rmin < r < 25Å. The left hand plot corresponds to the first electrochemical process, the right to the
second; in each case differential pdfs are plotted with blue lines corresponding to the start of the
process and green to the end.
As such it was necessary to rescale the data after collection. pdfs were rescaled such that
the total intensity over the range 15Å< r < 25Å remained constant as a function of time.
This range was chosen to be greater than the range over which we observe changes in the
pdfs. The region over which data are rescaled has an effect on the intensity of the first two
peaks in the pdfs (and thus in the differential pdfs calculated from them), but no significant
impact beyond this (Figure 4.1).
Structural refinements were performed using the DiffPy-CMI complex modelling infrastruc-
ture software.[88] The reduced structure function F(Q) was calculated from a Debye sum
(equation 2.7 on page 16) and Fourier transformed over the range 1–24Å
−1
to give the real-
space pdf. Refinements were performed simultaneously in reciprocal-space (F(Q)) and real-
space (G(r)). Rw values were calculated using the following modification to equation 2.18
on page 22:
Rw =
√√√√∑Ni=1w(ri) Gexp(ri)− Gcalc(ri)2 +∑Ni=1w(Q i) Fexp(Q i)− Fcalc(Q i)2∑N
i=1w(ri)G2exp(ri) +
∑N
i=1w(Q i)F2exp(Q i)
(4.1)
where w(ri) and w(Q i) are the weighting factors for data points ri and Q i, which depend
upon the statistical quality of the data point.
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Creating a Curved Graphene Fragment
pdfs for the pristine carbons were modelled as curved graphene fragments. Curvature being
introduced by constraining a graphene layer to lie on the surface of an imaginary ellipsoid.
The radii of curvature of this ellipsoid may then be changed to adjust the curvature in the
model. These fragments are created from a planar, rectangular graphene fragment of width
x and height y by placing it at the centre of a box with dimensions 1× 1× 1 such that each
atom (i) has normalised coordinates (xlayer,i, ylayer,i, 0). An ellipsoid with radii (A
−0.5, B−0.5,
0.5) is placed at (0.5, 0.5, 0.5) such that it just touches the graphene layer at its lowest point.
The ellipsoid is described by the following expression:
A
 
xellipsoid − 0.5
2
+ B
 
yellipsoid − 0.5
2
+ 4
 
zellipsoid − 0.5
2
= 1 (4.2)
We create a model where the carbon atoms are placed at the intersection of a line drawn
from each atom to the centre of the ellipsoid with the surface of the ellipsoid, the parametric
equations for these lines are as follows:
xline,i = xlayer,i + t
 
0.5− xlayer,i

(4.3)
yline,i = ylayer,i + t
 
0.5− ylayer,i

(4.4)
zline,i = 0.5t + nd (4.5)
Where the parameter n is included to allow us to create multiple identical layers separated
by a distance d, it takes integer values from 0 to one fewer than the total number of layers.
The points of intersection are then given by solving the following equation:¦
A
 
0.5− xlayer,i
2
+ B
 
0.5− ylayer,i
2
+ 1
©
t2i
+2
¦
Ax2layer,i + B ylayer,i − B y2layer,i − 0.25A− 0.25B − 1
©
t i (4.6)
+ Ax2layer,i − AX layer,i + B y2layer,i − B ylayer,i + 0.25A+ 0.25B = 0
Solving for t i gives the coordinates for atom i on the curved surface of the ellipsoid:
ti =
−b−pb2 − 4ac
2a
(4.7)
Where:
ai = A
 
0.5− xlayer,i
2
+ B
 
0.5− ylayer,i
2
+ 1 (4.8)
bi = 2

A

xlayer,i − x2layer,i

+ B

ylayer,i − y2layer,i
− 0.25A− 0.25B − 1 (4.9)
ci = A

x2layer,i − xlayer,i

+ B

y2layer,i − ylayer,i

+ 0.25A+ 0.25B (4.10)
In addition, the coordinates in each direction are scaled by a factor in the same manner
as the lattice parameters a, b, and c for a crystal. As the initial model is 2D, the radius of
curvature in the c direction is simply given by half of the c scale factor / lattice parameter.
The parameters A, B, and d may be refined along with the scale factors.
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4.2.6 Solid-state NMR Spectroscopy
Operando ssnmr measurements were performed using in-house designed cells based upon a
cylindrical capsule (Figure 2.4d on page 10). Cells were prepared in an argon atmosphere
glove box (O2, H2O < 0.1 ppm) using the same materials as for the coin cell measurements.
Electrochemical measurements were performed using a Bio-Logic VSP battery cycler. Cells
were galvanostatically cycled in the potential range 2–0.005V at a rate of C/20 (based on
achieving 300mAhg−1) and held at the end of discharge until the applied current dropped
to C/100.
A Bruker Avance 300MHz spectrometer (23Na Larmor frequency = 79.39MHz) was fitted
with a static probe system with automatic tuning and matching capabilities (along with
connections for an external battery cycler).[68] The resonance circuit was recalibrated imme-
diately prior to each measurement by minimising the standing wave ratio of the forward and
reflected power for a low power (0.01W) continuous wave pulse. The electrochemical cell
was aligned such that the electrodes were perpendicular to the applied field.
In order to maximise the signal-to-noise ratio for a time-restricted measurement, a one-pulse
sequence was used. A 90° pulse corresponds to 3.5µs at 200W using an 11mm diameter
silver coil. 30000 transients were collected for each spectrum, using a recycle delay of 0.05 s
(31 minutes per spectrum). The 23Na signals were referenced using a 1m solution of NaCl
at a shift of 0ppm.[69] Spectra were Fourier transformed using Bruker Topspin, individually
phased and backgrounds subtracted.
4.3 Results
In the following, we refer to a number of different hard carbons. In order to differentiate
between them, the following nomenclature will be used: two commercial carbons are studied,
for which the synthesis procedures are unknown. The first is produced by Kureha Battery
Materials Japan Co., Ltd. and is referred to as “carbotron”.[74] The second is produced by
Faradion Ltd. and is referred to as “Faradion”. Furthermore, a number of glucose-derived
hard carbons are studied (produced as per section 4.2.1), these are referred to by their
pyrolysis temperatures — e.g. “1100 ◦C” represents a hard carbon produced by pyrolysis of
glucose at 1100 ◦C.
4.3.1 Elemental Analysis
Table 4.1 shows the composition of each of the carbons studied. In all cases, we see≥ 90 w.t.%
carbon, for the higher temperature carbons, and the commercial samples ≥ 97 w.t.% carbon
is seen.
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Table 4.1: The C, H, and N wt. % for each of the carbons as determined by elemental analysis. The
remainder is assumed to be oxygen.
Carbon C H N O (Assumed)
900 ◦C 90.2 0.4 0.0 9.6
1000 ◦C 94.2 0.5 0.3 5.0
1100 ◦C 97.1 0.4 0.0 2.5
1500 ◦C 100.0 0.0 0.0 0.0
Carbotron 97.2 0.0 0.0 2.8
Faradion 99.5 0.0 0.0 0.5
4.3.2 PDF Analysis of Pristine Carbons
Figure 4.2 shows the pdf, derived from the Fourier transformed X-ray total scattering data,
of a commercial hard carbon (carbotron). The positions of peaks at interatomic distances, r,
are close to those in a graphene fragment. The rapid decrease in intensity at r > 5Å shows
clear evidence of the lack of any long-range ordering within the structure. In addition, the
absence of any inter-layer graphitic peaks (the shortest of which would be found at 3.35Å
and 3.64Å) implies turbostratic disorder in the stacking of these graphene layers. Beyond
25Å, no further correlations are observed. This lack of long-range ordering results from
disorder within the structure, which likely results either from termination of the fragments
or curvature of the sheets.
The experimental pdf can be simulated using a number of different methods. The simplest
uses a periodic graphite model with expanded layers and a large value for the U33 thermal
displacement parameter to simulate disorder between the layers (chapter 3). However, it
is not possible to simulate curvature of the graphene-like sheets using such a model. More
complex models can be created using methods such as rmc refinement,[89,90] and dft.[87]
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Figure 4.2: Experimental pdf data for a commercial hard carbon (carbotron), significant peaks
(r < 20Å) are labelled.
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However, such models are unlikely to provide a unique fit to the data owing to the large
number of atomic positions that are refined. Furthermore, the complexity of such models
makes interpretation difficult. Herein we attempt to model the carbons using the smallest
number of atoms, and the smallest number of refined parameters that can provide a good fit
to the data. In effect, this gives the “average” local structure analogous to a unit cell, which
describes the smallest set of atoms required to describe a crystal structure.
We take n aperiodic graphene fragments with dimensions x × y , which are stacked in either
an eclipsed or staggered arrangement with separation d. These fragments are constrained to
lie on the surface of an ellipsoid with three independent radii of curvature (full details in sec-
tion 4.2.5). We then refine this structure against the real-space pdf and the reciprocal-space
total scattering data simultaneously. The radii of curvature are allowed to vary, along with
the layer separation (d), an overall scale factor, delta1 (low-r peak sharpening parameter),
and intra- and inter-layer thermal displacement parameters (using the method outlined by
Billinge et al.)[91] for a total of eight refined parameters. This refinement is then repeated
for different values of x and y, and different numbers of layers. These parameters cannot
be refined directly as changing the number of atoms introduces a discontinuity into the fit.
We then select all models within 10% of the lowest Rw value, and choose the model with
the lowest inter-layer thermal displacement parameter. From this we interpret the number
of layers. The fit containing this number of layers, with the lowest Rw is chosen as the final
model.
This method for choosing a “best” model from the candidates accounts for situations in which
a larger number of layers that are more disordered with respect to each other, via a larger
inter-layer thermal displacement parameter, gives a marginal improvement to the fit. We aim
to find the simplest possible model to explain the total scattering data, and as such favour
a smaller, more ordered model over a more disordered variant when the quality of the fit
is equivalent. In reality, there is likely to be a distribution of different structures within the
material which is not captured using this method of modelling.
Using this method, the experimental real- and reciprocal-space scattering data for two com-
mercial hard carbons, and four glucose derived hard carbons (with different pyrolysis tem-
peratures) were fitted. In each case, we obtain good fits to both the entire r-range of the
real space data, and Q-range of the reciprocal space data. Raw data is shown in Figure 4.3,
and an example of the fit to data for the 1100 ◦C sample (Rw = 0.16) is shown in Figure 4.4.
Note that fitting in both real- and reciprocal-spaces is important as, whilst G(r) is sensitive
to the curvature of the sheets, it is less sensitive to the number of layers. Conversely, F(Q) is
extremely sensitive to the number of layers via the (002) peak as shown in Figure 4.5. The
advantages gained through such dual refinements are also more generally true for other sys-
tems, where refinements of G(r) tend to place more emphasis on the short-range structure,
whereas F(Q) gives a more even weighting across all length scales.[92]
Performing this analysis on four glucose-derived carbons prepared at pyrolysis temperatures
of 900 ◦C (cyan), 1000 ◦C (magenta), 1100 ◦C (green), and 1500 ◦C (blue) reveals signific-
ant changes to the model structures that provide the best fit (Table 4.2 and Figures 4.6
and 4.7). As the synthesis temperature increases, we find that the dimensions of the frag-
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Figure 4.3: A comparison of the pdfs and reduced structure functions, F(Q), for two commercial
carbons: carbotron (black), and Faradion (red), and four glucose-derived carbons with pyrolysis
temperatures of 900 ◦C (cyan), 1000 ◦C (magenta), 1100 ◦C (green), and 1500 ◦C (blue). F(Q) peaks
below 6Å
−1
are indexed based on the graphite unit cell.
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Figure 4.4: A fit of the pdf and reduced structure function, F(Q), of the 1100 ◦C sample using a model
consisting of curved graphene sheets (Rw = 0.16).
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Figure 4.5: Simulations of the reduced structure function, F(Q), for models with different numbers
of identical carbon layers. Peaks below 6Å
−1
are indexed based on the graphite unit cell.
ment increases, however, the curvature of the fragment appears to remain consistent. At all
temperatures, we observed cylindrical curvature of a similar magnitude. The commercial
carbons appeared notably less asymmetrical, both having approximately square (rather than
rectangular) fragment shapes. Faradion has the larger fragment size, and displays similar
curvature to the glucose based carbons. Carbotron, however, displays spherical, rather than
cylindrical, curvature. Enforcing cylindrical curvature in this case results in a minor decrease
in the quality of fit; Rw = 0.19 (spherical), 0.20 (cylindrical) — an equivalent difference to
a change in one of the x , y dimensions of the model by 4–6Å.
Table 4.2: Fragment sizes, number of layers, and number of atoms in the best fit models for each
carbon.
Carbon Dimensions of Model / Å # Layers # Atoms in Model
Carbotron 18 × 18 2 240
Faradion 22 × 20 2 340
900 ◦C 15 × 15 2 132
1000 ◦C 20 × 12 2 204
1100 ◦C 22 × 12 2 204
1500 ◦C 26 × 18 2 360
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Figure 4.6: Structures resulting from pdf and F(Q) refinements of the glucose-derived carbons.
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Figure 4.7: Structures resulting from pdf and F(Q) refinements of the commercial carbons.
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Figure 4.8: Electrochemistry data for a sodium–hard carbon cells cycled at a rate of C/20 (corres-
ponding to achieving a capacity of 300mAhg−1 in 20 hours) between 2 and 0.005V. The black line
represents carbotron, red Faradion, blue 1500 ◦C, and green 1100 ◦C. The dashed lines offset above
illustrate the total capacity achieved on the slope and plateau processes for each carbon.
4.3.3 Electrochemistry
Figure 4.8 shows the experimental galvanostatic electrochemical profile obtained at a rate of
C/20 for the two commercial carbons, and the two high temperature glucose-derived carbons
(1100 ◦C, and 1500 ◦C). In agreement with previous reports, we see both a sloping process,
and a plateau process for each of the carbons. In order to differentiate between these two
processes, we performed differential capacity analysis on each of the datasets, defining the
plateau process to begin when dQ/dV ≤ -0.4, i.e. the point immediately following the
change in gradient. This method was used rather than the more typical potential-based
definition in order to be resilient towards different overpotentials; these maybe caused by
differences in resistance between the different carbons, film formulation, differences in
thickness, porosity, etc. This is equivalent to potentials of 0.15V, 0.17V, 0.16V, and 0.14V
for carbotron, Faradion, 1500 ◦C, and 1100 ◦C, respectively. It is clear that the capacity
achieved on the two processes is different for each of the carbons, this is summarised in
Table 4.3.
4.3.4 Operando NMR
Operando 23Na ssnmr measurements were performed on four of the carbons. The results
are shown in Figure 4.9. In all cases, two peaks are observed at −10ppm and 1135ppm
corresponding to the NaPF6 electrolyte and the sodium metal counter electrode, respectively.
From the start of discharge, until approximately 0.8 V, these are the only peaks observed.
This is consistent with electrolyte decomposition on the surface to form the sei layer.
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Figure 4.9: Four operando 23Na nmr spectra for electrochemical cells with sodium metal and hard
carbon electrodes, and a NaPF6 electrolyte. Strong features corresponding largely to the electrolyte or
metal have been truncated for clarity. Spectra are coloured in the region −200–1000ppm according
to their intensity. Peak maxima for the spectra following complete sodium insertion are indicated.
The corresponding electrochemistry is shown on the right-hand side of each spectrum. The cells were
cycled at a rate of C/20 (corresponding to achieving a capacity of 300mAhg−1 in 20 hours) between
2 and 0.005V, and held at the end of each discharge until the current dropped to below C/100. The
hard carbons used were (clockwise from top-left) carbotron, 1100 ◦C, 1500 ◦C, and Faradion.
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Table 4.3: A breakdown of the capacity obtained on each of the two processes for the four carbons
whose electrochemical profiles are shown in Figure 4.8.
Carbon
Slope Capacity
/ mAhg−1
Plateau Capacity
/ mAhg−1 Plateau / Slope
Carbotron 121 146 1.21
Faradion 89 175 1.97
1500 ◦C 89 160 1.80
1100 ◦C 132 136 1.03
During the first electrochemical process, we only observe changes in the diamagnetic region
around 0ppm. Unfortunately, this is masked by the strong electrolyte signal, this means that
comparison of the shift produced by sodium insertion into the different carbons is not easily
possible. However, the diamagnetic nature of the shift in all cases indicates that the sodium
inserted is ionic in nature, rather than metallic. During the second electrochemical process, a
peak is observed to grow and to shift to higher frequencies, for each of the carbons tested. The
final shift ranged from 760ppm to 960ppm depending on the carbon (Figures 4.9 and 4.10).
In all cases the high value of the chemical shift is consistent with the formation of a metallic
sodium species during this stage of the electrochemistry.
4.3.5 Operando PDF
Operando pdf data were collected for the two commercial carbons. Whilst changes to the
real-space G(r) are subtle (Figure 4.11), they are highlighted by differential pdfs, and are
clearly visible in the reciprocal-space F(Q). Figure 4.12 shows the first few peaks in the F(Q)
for carbotron, there are clear isosbestic points in the first broad feature around 2Å
−1
, that
occur both during the sloping process, and during the plateau process. This provides clear
evidence for two two-phase reactions during these regions of the electrochemistry.
1500 1000 500 0 -500
δ(23Na) ppm
760
960
850
940
ElectrolyteNa metal
Figure 4.10: A single spectrum representing the end of discharge from each of the four operando
measurements shown in Figure 4.9. Strong features corresponding largely to the electrolyte or metal
have been truncated for clarity, and shifts are indicated for the peaks corresponding to sodium within
the hard carbon structures. Black represents carbotron, red Faradion, blue 1100 ◦C, and green 1500 ◦C.
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Figure 4.11: Operando pdfs obtained during the first discharge of a sodium-carbotron cell plotted
on top of each other, demonstrating that the changes during cycling are extremely subtle. Inset: A
close-up of the first peak during the sloping electrochemical process showing the sharpening of the
left hand side of the peak during sodium insertion.
Moving into real-space, differential pdfs, obtained by subtracting the first pdf obtained
during an electrochemical process (i.e. slope or plateau) from the pdfs measured during
that process, show more clearly the changes that are occuring (Figure 4.13). Both carbons
appear to form similar phases during the two processes. The sloping process results in a
phase with a correlation length of approximately 12Å, it shows broad features at 2.8Å, 6.0Å,
and 9.5Å, which are overlaid by peaks with a lower periodicity. During the plateau process,
the phase formed shows a much smoother pdf, with broad peaks around 3.8Å, 6.5Å, and
9.7Å, there are no additional sharp peaks in this phase beyond Fourier truncation errors.
As noted earlier, the differential pdfs for the sloping process appear to contain numerous
sharp peaks superimposed on a broader component. To investigate this more closely, we
have attempted to deconvolve the differential pdf corresponding to the end of this process
into two components: a “sharp” component containing all the peaks of low-periodicity, and
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Figure 4.12: The reduced structure function, F(Q), obtained during the same experiment as the pdf
data in Figure 4.11. The two isosbestic points observed during discharge (one during each of the two
processes) are indicated on the first peak. Peaks are indexed based on the graphite unit cell.
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Figure 4.13: Differential pdfs obtained by subtracting pdfs taken during an operando experiment of
(a) a sodium-carbotron cell, (b) a sodium-Faradion cell from the pdfs obtained at the start of each
electrochemical process.
a “broad” component, which is as smooth as possible and only contains the broad humps
around 2.8Å, 6.0Å, and 9.5Å. The sharper peaks appear at distances slightly greater than
the C-C interactions within the pristine material. This implies there may be some changes to
the carbon framework during this process, specifically the expansion of some of the C-C bonds.
In order to test whether this explains this component, we created a pdf for an expanded
carbon matrix by taking the pdf acquired before sodium insertion, and expanding the r-axis
in a linear manner (equation 4.12). To assess whether this is a valid model for the sharp
component of the differential, we need to convert this into a differential pdf by subtracting
from it the pdf for the pristine material (equation 4.13). The broad component is then
simply the difference between the measured differential pdf and this calculated differential
(equation 4.14).
dG(r) = Gend of slope(r)/s1 − Gpristine(r) (4.11)
rexpanded = radd + rmin + (r − rmin) rmulti (4.12)
dGsharp(r) = s2
 
G(rexpanded)− G(r)

(4.13)
dGbroad(r) = dG(r)− dGsharp(r) (4.14)
Where s1, and s2 represent scale factors, radd represents the additive expansion of the carbon
matrix, rmulti represents the multiplicative expansion of the carbonmatrix, and rmin represents
the distance below which expansion does not occur. The necessity of scale factors is discussed
further in section 4.2.5. If expanded carbon is a good model for the sharp component, we
will be able to find values for radd, rmulti, and rmin that give a smooth broad component. We
optimised these parameters by minimising the sum of squares of the first derivative of the
broad component: ∑
r
§
∂ Gbroad(r, s1, s2, radd, rmin, rmulti)
∂ r
ª2
(4.15)
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The result of this deconvolution is shown in Figure 4.14a. It is clear that this deconvolution
method is able to effectively separate a sharp component from the underlying broad com-
ponent. This demonstrates that a combination of expansion of the carbon matrix along with
the growth of a more disordered phase is a valid model for the structural changes during this
region of the electrochemistry. Looking closely at the experimental pdf (Figure 4.11 inset),
we see that the intensity of the left hand side of the peak reduces slightly more than the right
during sodium insertion, suggesting that we selectively lose the shortest C-C bonds. Together,
this implies that only the regions with the shortest C-C bonds are suitable for Na insertion
at higher voltages, and, following reaction with sodium, the C-C bonding within the layer
expands, resulting in a narrower distribution of C-C bond lengths. Preliminary modelling
suggests that the broad component may be explained simply through the addition of sodium
atoms above the curved graphene layer that was used to model the pristine material. Using
a NaC15 model (Figure 4.15), the pdf calculated using only Na-C and Na-Na correlations is
a reasonable match to the broad component. Further work is necessary to confirm this, and
to optimise the number and positions of sodium atoms. There appear to be slight differences
between the two carbons, however, this may be explained simply by lower intensity in the
Faradion dpdf along with significant noise.
During the plateau process, both the phases formed are extremely similar for both carbons.
The final differential pdfs for these processes are shown in Figure 4.14b along with the
calculated pdf for sodium metal. The strong similarity between the pdf for sodium metal
and those resulting from sodium insertion within the carbon is a strong indication that we
are forming nano-sized clusters of sodium during this electrochemical process. A possible
additional correlation not expected for a cluster consisting solely of sodium atoms is observed
around 2Å in both datasets. We tentatively assign this to the sodium-carbon separation
distance between the cluster and the host carbon framework.
4.4 Discussion
As discussed in chapter 3 the likely locations for sodium storage during the first electro-
chemical process are nearby defects. With the exception of some fullerenes, curvature in
carbon comes about as a result of five or seven membered rings. Thus it is possible to use
the curvature in our models as a measure of the defect concentration in the carbons. Given
that the curvature is largely constant in each of our models, even when the fragment size
increases, this suggests that the defect concentration reduces as the fragment size increases
(fewer defects per unit volume). Thus if storage at defect sites is the prevailing mechanism
at this stage of the electrochemistry, we expect the capacity during this process to correlate
with the inverse of the fragment size. Our electrochemical measurements confirm this to be
the case. The two carbons with the largest capacity during the sloping process consist of frag-
ments with the fewest number of atoms — carbotron (121mAhg−1; 240 atoms) and 1100 ◦C
(132mAhg−1; 204 atoms). The carbons with more atoms having a lower capacity on this
process — Faradion (89mAhg−1; 340 atoms), and 1500 ◦C (89mAhg−1; 360 atoms).
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Figure 4.14: (a) Differential pdfs for carbotron (red) and Faradion (blue) for the end of slope process.
The dashed red / blue lines represent the deconvolution into sharp (based on an expansion of the
carbon matrix) and broad components. The dashed grey line shows the (scaled) pdf for pristine
carbotron for comparison, and the dashed green line shows the calculated pdf for a NaC15 model
(Figure 4.15). (b) Differential pdfs for the end of plateau process. The dashed green line shows the
calculated pdf for sodium metal (with Uiso = 0.35; spherical particle diameter = 12.9Å).
From our pdf data, it is clear that reaction occurs preferentially near the carbon atoms
with the shortest bond lengths. This results in an expansion of the graphene sheets. This
occurs at the same time as we observe a negatively shifted peak in our nmr data. This
shift results from aromatic ring currents, and indicates that the sodium atoms are above
the plane of the carbon rings. Combined, these observations suggest that the sodium atoms
are interacting with the π orbitals that form part of the carbon bonding framework. An
expansion of the carbon-carbon bond lengths could result from either a withdrawal of π
bonding electron density, or the addition of electron density to the π antibonding orbitals.
This is also consistent with the diamagnetic nature of the nmr shift implying the presence of
Na+ ions, which indicates that adding electron density to the π antibonding orbitals is the
likely mechanism. It should be noted that this behaviour is not unique to sodium, similar
effects having been observed during the intercalation of potassium into graphite, where a
stage-III potassium graphite intercalation compound was found to have an average C-C bond
expansion of 0.2%.[93]
During the second process, we observe that the carbons with the largest domain size exhibit
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Figure 4.15: The structure of NaC15, used as a preliminary model for the phase formed at the end of
the sloping electrochemical process. Carbon atoms are shown in black, sodium in yellow.
the highest capacity. It has been previously been theorised that the mechanism for sodium
storage during this process is either intercalation,[94] or sodium pooling within pores.[59] An
increase in the domain size of the carbons would be expected to result in an increase in the
number of regions accessible to intercalation, consistent with the observation of increased
capacity with larger carbon sheets. We cannot assess the second mechanism so easily, how-
ever, as our models do not contain any pores given they consist only of a single “unit”. To
assess the possibility of the pooling mechanism, we consider the effect of increasing the
number of atoms needed in the model to fit the experimental data. As the carbon domains
increase in size, the structure is necessarily becoming more ordered. This could occur as a
result of smaller fragments joining together, moving closer to each other, or of one fragment
“donating” its atoms to allow another fragment to grow. Regardless of which mechanism
occurs, they are all likely to result in the destruction of very small pores within the structure.
The closing of smaller pores is likely to result in the formation of larger pores unless there
is a significant change in the overall density of the material. Further work, in the form of
small angle scattering measurements, is needed to verify this for these carbons, although it
has been shown that the pore size increases with pyrolysis temperature for a range of similar
carbons.[95] Thus the mechanism of sodium pooling is also likely consistent with the observed
capacity trend. We therefore rely on our differential pdf data (Figure 4.14b) being a good
match to a sodium metal cluster, with no strong, distinct carbon correlations, to suggest that
sodium pooling is the more likely mechanism.
Interestingly, the differential pdfs obtained for the two carbons at the end of discharge are
effectively identical (Figure 4.14b), whereas their nmr shifts vary by 200ppm. This implies
that the nmr shift does not correlate with the size of the sodium clusters, correlating instead
with the size of the graphene fragments. Therefore, we propose that the likely origin of this
shift is from reduction of the graphene sheets. The Na+–C interaction becoming less ionic
as the carbon is reduced, affecting the shifts of all sodium atoms in close proximity to the
carbon. This effect increases in magnitude with the correlation length of the carbon.
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4.5 Conclusions
We have synthesised a number of different hard carbons, varying the temperature of pyro-
lysis in order to generate different structures. By fitting pdf data using the simplest possible
model that is able to explain the data well, we have been able to link the different synthesis
conditions to different atomic structures. We then took the carbons synthesised at the highest
temperatures, along with two commercial carbons, and performed electrochemical meas-
urements in combination with operando pdf and nmr. We presented clear evidence for the
expansion of the carbon-carbon bonds during the first process along with the formation of
a new, sodium containing phase. We propose that this expansion is caused by the addition
of electron density to the carbon π antibonding orbitals, and is most likely to occur near
defects. We further demonstrate that the sodium inserted during the second process is likely
in the form of sodium clusters, their pdfs being very similar to that of sodium metal.
4.5.1 Further Work
Further work is necessary to confirm the validity of the curvature modelling presented for
the pristine carbons. Additional measurements using a complementary technique (e.g. trans-
mission electron microscopy (tem)) are necessary both to compare the magnitude of any
observed curvature, as well as assessing the distribution of different structural motifs within
the materials. Furthermore, expanding this work to additional carbons would assist in the
understanding of synthesis-structure-property trends, eventually allowing for “designer” car-
bons. In terms of the sodium storagemechanism, additional modelling is necessary to identify
the broad phase formed during the sloping electrochemical process. Moreover, quantifying
the pore sizes within the carbons would help to confirm the suggested mechanism for the
plateau process. Finally, expanding the operando analyses to a greater number of carbons
will allow for the assessment of how much impact different carbon structures have on the
mechanisms.
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Preface
The dft and molecular dynamics (md) calculations referenced here were performed by Dr
Martin Mayo and Dr Andrew Morris. Many of the structures described in this chapter derive
from these calculations; a brief summary may been found in section 5.3.1 and Figure 5.1a.
Full details may be found in the following publication, whose text and figures are adapted
here in order to describe the experimental results within this chapter:
Stratford, J. M.; Mayo, M.; Allan, P. K.; Pecher, O.; Borkiewicz, O. J.; Wiaderek, K. M.; Chapman,
K. W.; Pickard, C. J.; Morris, A. J.; Grey, C. P. Investigating Sodium Storage Mechanisms in Tin Anodes:
A Combined Pair Distribution Function Analysis, Density Functional Theory, and Solid-State NMR
Approach. Journal of the American Chemical Society 2017, 139, 7273–7286
5.1 Introduction
Alloying materials, such as Sn, Sb, Ge and Pb, are of great interest because of their large
gravimetric capacities: practical reversible capacities of 500, 580, 350 and 480mAhg−1,
respectively, have previously been reported over multiple cycles, with theoretical capacities
even greater.[38,96,97] Tin shows a very high theoretical capacity of 847mAhg−1 (based on
complete conversion to Na15Sn4), and reported experimental capacities have been able to
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approach this.[38,41] Furthermore, it has frequently been employed in binary systems, such
as SnSb, CoSn and SnS, which can offer improved long-term performance.[39,98–101] Efforts
to understand these more complex systems will be aided by a detailed understanding of the
nature of sodium storage in the single-component tin system.
The electrochemical properties of the sodium–tin system were first investigated in 1920
when four NaSn alloys were discovered through electrochemical reactions in pyridine solu-
tions, namely Na4Sn, Na2Sn, NaSn and NaSn2.
[102] Molten sodium batteries with tin counter-
electrodes were investigated in the early 1990s, identifying three single-phase alloy regions
and determining their approximate compositions.[103] A patent application in 2007 used tin
as the anode in a full-cell configuration.[104] Recent intense interest in the sodium-tin electro-
chemical system began in 2011 when a theoretical voltage profile of Na-Sn was calculated by
Chevrier et al. using known crystal structures from the Inorganic Crystal Structure Database
(icsd),[105] including NaSn5, NaSn, Na9Sn4 and Na15Sn4.
[43] A subsequent experimental work
presented a galvanostatic electrochemical profile with four distinguishable plateaus, which
were assigned to the mechanism proposed by Chevrier et al. although there was a large dis-
crepancy between the calculated and experimental results.[38] Ellis et al. proposed a slightly
different mechanism for the first plateau, where a composition of NaSn3 was determined by
coulometry.[106] The authors were the first to identify the formation of an amorphous species
of approximate composition NaSn, and also demonstrate the formation of additional crystal-
line intermediates but, with the exception of Na15Sn4, their diffraction patterns do not match
those of any known structures for these phases. An operando tem study of tin nanoparticles
suggested a different phase transformation: a first step two-phase reaction from pristine Sn
to amorphous NaSn2, followed by single-phase reactions resulting in amorphous Na9Sn4 and
Na3Sn phases, and finally a crystalline Na15Sn4 phase.
[107] It should be noted that significant
differences in the experimental setup used in the tem study, such as a solid NaOH + Na2O
electrolyte in place of a conventional liquid electrolyte and the use of potential rather than
current control, could have an effect on the observed sodium insertion mechanism.[108] Work
by Baggetto et al. on tin thin films showed a more complex form of the electrochemical poten-
tial profile.[41] The first process around 0.4 V was shown to be composed of two processes on
discharge, but only a single process on charge. Their experimental work was accompanied
by a dft calculation of theoretical voltages using the known Na-Sn phases and metastable
phases generated using the cluster-expansion method. Using xrd, they furthered previous
analysis by assigning the dft calculated Na5Sn2-R3¯m (where R3¯m refers to the space group,
specified here to distinguish between different possible polymorphs) structure to the phase
formed at the end of the third process. In a more recent study, the same group performed a
reinvestigation of NaxSn phases with x ≥ 1.[109] The xrd pattern of a phase synthesised by
solid-state reaction methods matched Na7Sn3-R3¯m, a defect variant of the Li5Sn2-R3¯m struc-
ture with sodium substituted for lithium; therefore it was postulated that this, not Na5Sn2,
is the product of the electrochemical reaction with tin. The authors proposed that Na7Sn3
formed at the expense of the thermodynamically-stable Na9Sn4-Cmcm phase due to its slow
formation kinetics.
Clearly, there remain significant gaps in understanding of the phases formed during sodium
insertion. In the following, we present an investigation into these phases using a combination
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of structure prediction and experiment. Operando measurements circumvent problems asso-
ciated with sample degradation, which can complicate the interpretation of ex situ data, and
can additionally observe metastable intermediates that may be subject to relaxation effects
during post-mortem analysis. We use operando xrd, pdf analysis and ssnmr to probe both
local structure and longer-range in order to analyse the structure of the phases formed. In
particular, the following questions are addressed: (i) the number and nature of the crystalline
phase(s) formed during the first electrochemical process, about which little is known; (ii)
the structural features of the amorphous phase formed during the second electrochemical
process; (iii) the phase formed during the third process, where there remains a lack of con-
sensus within the literature; Na9Sn4, Na7Sn3 and Na3Sn, have all been suggested as potential
candidates.
5.2 Experimental
Except were otherwise stated, all experiments were performed under ambient conditions.
5.2.1 Electrode Preparation
Tin powder (Sigma Aldrich, ≥99%, particle size ≤150nm), carbon Super P (Timcal) and
sodium carboxymethyl cellulose (Sigma Aldrich, DS = 0.7, MW = 700,000) (70:19:11)
were ball-milled in a water:ethanol solvent (70:30) using a SPEX 8000M Mixer / Mill for
15 minutes. The resulting viscous slurry was cast onto Mylar foil using a 300µm doctor
blade, dried for 16 hours in air, and then a further 4 hours at 100 ◦C in vacuo. The resultant
self-supporting films were used for all the electrochemical measurements reported here.
5.2.2 Electrochemical experiments
Cells were prepared under an argon atmosphere using metallic sodium (Sigma Aldrich,
99.9%) as an anode. The electrolyte was 1m NaPF6 (Alfa Aesar, ≥99%) in propylene carbon-
ate (Sigma Aldrich, anhydrous), and the separator was borosilicate glass fibre (Whatman,
GF/A). Ex situ electrochemical measurements were performed with standard 2032 coin cell
parts using a Biologic MPG2 battery cycler.
Whilst commercial electrodes are usually fabricated by casting a slurry onto a metallic cur-
rent collector (typically aluminium for nibs), the presence of such a current collector does
not allow operando pdf and nmr measurements to be performed. In the case of pdf, the
inhomogeneity caused by rolling the metal foil causes inconsistencies in the background
depending upon where the beam hits. For nmr the metal foil shields the rf radiation, atten-
uating the signal. As such, all reported electrochemical data in this chapter was performed
using the self-supporting films described above. In order to maximize signal-to-noise for our
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measurements, films of greater thickness than are often used in electrochemistry measure-
ments were also used (typically around 300µm). Such films, if optimised are, in principle,
of commercial relevance as they maximize the energy density that can be obtained without
using large quantities of an expensive current collector. Increasing the thickness necessit-
ated a corresponding increase in the temperature at which the cells were cycled in order to
achieve an acceptable rate performance. We note no significant differences to the features
observed in reported electrochemical measurements as a result of these changes, aside from
additional capacity above 0.5 V, which we attribute to a combination of SnO on the surface
of the nanoparticles, and additional electrolyte breakdown as a result of the large surface
area exposed.
5.2.3 PDF Analysis
Operando pdfmeasurements were performed at beamline I15 at Diamond Light Source using
a modified Swagelok cell adapted for X-ray transmission (Figure 2.4c on page 10). Cells were
prepared in an argon atmosphere glovebox (O2, H2O < 0.1 ppm) using the same materials
as for the coin cell measurements. Electrochemical measurements were performed using
an Ivium-n-Stat battery cycler. Cells were galvanostatically cycled in the potential range
2–0.001V at a rate of C/30 (based on the mass of tin, corresponding to 3.75 Na per Sn in
30 hours) and held at the end of discharge for the remainder of the experiment (a further
32 hours).
Measurements were taken using an X-ray beam of energy 76 keV (λ = 0.1631Å) and an
amorphous silicon area detector (Perkin Elmer) in order to gather data to large values of
momentum transfer.[110,111] Data were collected at 60 minute intervals, using a total exposure
time of 60 s per scan.
Additional operando pdf and xrdmeasurements were performed at beamline 11-ID-B at the
Advanced Photon Source, Argonne National Laboratory using the ampix cell (Figure 2.4b
on page 10).[53] Cells were prepared in an argon atmosphere glovebox (O2, H2O < 0.1 ppm)
using the same materials as for the coin cell measurements. Electrochemical measurements
were performed using a Maccor 4300 battery cycler. Cells were galvanostatically cycled in
the potential range 2–0.001V at a rate of C/70 (based on the mass of tin, corresponding to
3.75 Na per Sn in 70 hours).
Measurements were taken using an X-ray beam of energy 86.7 keV (λ = 0.1430Å) and an
amorphous silicon area detector (Perkin Elmer) in order to gather data to large values of
momentum transfer.[110,111] Data were collected at 60 minute intervals, alternating diffraction
mode and pdf mode using an exposure time of 300 s at a temperature of 60 ◦C.
For all pdf and xrd experiments, background measurements were taken using identical cells,
but without the active material present. A CeO2 standard was used to determine the sample
geometry and the sample-to-detector distance. The data were converted to a function of
intensity vs. Q using fit2d or dawn.[65,112] Standard corrections (background, Compton
scattering, detector effects) were applied, and the data Fourier transformed to obtain G(r)
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using the software pdfgetx2.[66] Structural refinements were performed on the crystalline
components using pdfgui.[67]
Reverse Monte Carlo Refinements
rmc refinements were performed using rmcprofile.[113] We used a 10×10×10 supercell of
an amorphous phase generated using ab initio md as the starting model, which was refined
against real- and reciprocal-space data simultaneously. The minimum distance was set to
2.63Å, which is the observed minimum distance in the experimental pdf. The number
density was set to 0.0325, which is the same as the starting model. The maximum distance
for an individual movement was set to 0.05Å. The refinement was stopped when no further
improvement to the fit was observed.
Following the rmc refinements, real-space least-squares refinements were performed in
pdfgui.[67] As a starting model, a 61 atom subcell of the rmc refined Na1.18Sn was used with
a spherical particle diameter of 40Å, and NaSn2 was used to account for the longer-range
correlations. Uiso parameters for all atoms were set to an initial value of 0.01. Unit cell
parameters, phase scale factor, delta1 (low-r peak sharpening parameter) and the thermal
parameters for both Na and Sn were all refined, along with the Sn atomic positions. Qdamp
(instrument resolution parameter) was set to the value obtained from a refinement of the
pristine material. For NaSn2, U33,Sn was refined independently of U11 and U22 (which were
constrained to be the same), this was not possible for Na. For Na1.18Sn the thermal displace-
ment parameters were considered isotropically.
5.2.4 Solid-State NMR Spectroscopy
In-house designed cells based upon a cylindrical capsule (Figure 2.4d on page 10) were
prepared in an argon atmosphere glovebox (O2, H2O < 0.1 ppm) using the same materials
as for the coin cell measurements. Electrochemical measurements were performed using
a Bio-Logic vsp battery cycler. Cells were galvanostatically cycled in the potential range
2–0.001V at a rate of C/30 (based on the mass of tin, corresponding to 3.75 Na per Sn in
30 hours), and held at 1mV until the applied current dropped to C/100, which ensures
complete reaction of the electrode materials (a process commonly required for operando
measurements, where there is an increased resistance of the electrochemical cell caused
by modifications to allow external monitoring).[114] Cells were cycled at a temperature of
35 ◦C.
Operando ssnmr measurements were performed using a Bruker Avance 300MHz spectro-
meter (23Na Larmor frequency = 79.39MHz). It was observed that the formation of inter-
metallic species during operation of the batteries radically changed the required tuning and
matching parameters. Using a conventional static probe, with a resonance circuit fixed at
the start of the experiment, thus resulted in a reduction in the quality of data gathered as
the properties of the electrodes changed. In order to overcome these difficulties, a static
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probe system with automatic tuning and matching capabilities (along with connections for
an external battery cycler) was used.[68] The resonance circuit was recalibrated immediately
prior to each measurement by minimising the standing wave ratio of the forward and reflec-
ted power for a low power (0.01W) continuous wave pulse. The electrochemical cell was
aligned such that the electrodes were perpendicular to the applied field.
In order to maximise the signal-to-noise ratio for a time-restricted measurement, a one-pulse
sequence was used. A 90° pulse corresponded to 4.5µs at 200W using an 11mm diameter
silver coil. 25600 transients were collected for each spectrum, using a recycle delay of
0.05 s (30 minutes per spectrum). The 23Na signals were referenced using a 1m solution of
NaCl at a shift of 0ppm.[69] Spectra were Fourier transformed and individually phased using
Bruker Topspin 3.2. Backgrounds were subtracted using fityk.[70] Ex situ 23Na mas ssnmr
measurements were performed using a Bruker Avance III 200MHz spectrometer (23Na and
119Sn Larmor frequencies of 52.92 and 74.61MHz respectively). 1.3mm zirconia rotors were
spun at 60 kHz using a Bruker double resonance probehead. For the 23Na measurements, a
mas speed synchronised Hahn-echo pulse sequence with 90–180° pulses corresponding to
2–4µs at 25W was applied and a recycle delay of 0.05 s was used. Spectra were referenced
using NaCl powder at 7.21 ppm.[71] For the 119Sn measurements, a Hahn-echo pulse sequence
with 90–180° pulses corresponding to 1.38–2.76µs at 43.5W was applied and a recycle delay
of 0.3 s was used. Spectra were referenced using SnO2 powder at −604.3 ppm.[115]
Samples for ex situ mas ssnmr investigations were prepared electrochemically; cells were
cycled at a rate of C/20 (based on the mass of tin, corresponding to 3.75 Na per Sn in
20 hours) to the point of interest on the electrochemical curve at a temperature of 55 ◦C.
The electrodes were recovered inside an argon atmosphere glovebox (O2, H2O < 0.1 ppm),
washed with dimethylcarbonate (Sigma Aldrich, anhydrous, >99%) and immediately dried
in vacuo. The respective electrode films were then individually ground and packed into rotors
immediately. Decomposition was minimised by careful and rapid handling of the materials
within a glovebox. However, the samples were found to degrade in under 5 minutes of
exposure to the glovebox atmosphere, so it is possible that small quantities of decomposition
products remain.
5.3 Results
5.3.1 Theory Overview
In Figure 5.1a, a plot of formation enthalpy as a function of sodium concentration for the
structures obtained by ab initio random structure searching (airss) and a swapping species
method is presented. The convex hull shows three stable structures with a sodium con-
tent ≤ Na0.5Sn: NaSn5,[116] Na5Sn8[117] and a NaSn2-P6/mmm, structure obtained by airss.
The predicted NaSn2-P6/mmm structure has a formation energy 0.015 eV/atom lower than
the experimentally known NaSn2-C2/m Zintl phase.
[118] Moving to higher concentrations,
Na1Sn1-I41/acd is the only stable phase found in NaxSn 0.5 < x < 2. Beyond this (Na2Sn to
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Figure 5.1: (a) Formation enthalpy per atom vs the fractional sodium concentration in the Na-Sn
compound. The convex hull (tie-line) is constructed by joining the stable structures obtained by the
searches. Only the lowest energy structure for each composition within 0.02 eV/atom of the convex
hull is shown. (b) Electrochemistry data for a sodium–tin cell cycled at a rate of C/20 (corresponding
to achieving a capacity of 847mAhg−1 in 20 hours) between 2 and 0.001V (black line). Observed
electrochemical processes are indicated with arrows. Average potentials relative to sodium metal
calculated by dft are shown as a blue line for the structures which best fit the experimental obser-
vations (namely NaSn2, a-NaSn, Na5Sn2 and Na15Sn4). The theoretical profile is aligned with the
experimental profile (removing process “0”) such that it starts with process 1. Experimental data are
normalized (to allow ready comparison with theory) such that 3.75 Na are inserted (and removed)
during processes 1 through 4′.
Na3.5Sn), the structures exhibit Sn-Sn dumbbells. dft calculations predict that the Na7Sn3
phase, obtained by swapping species from Li7Si3-P3212, is stable whereas the experimentally
reported Na9Sn4
[119] phase is found 4meV/atom above the convex hull tie-line. The lowest
sodium content structure in this region is a metastable Na2Sn-P21/c airss structure. The
structure is formed of non-collinear Sn-Sn dumbbells. The Na7Sn3 and Na9Sn4 structures
mentioned above are found on increasing in sodium further, followed by Na5Sn2, Na13Sn5,
Na8Sn3 and Na13Sn4. All these metastable structures are very close to the tie line of the
convex hull construction. The concentration of Sn-Sn dumbbells in Na2Sn, Na9Sn4, Na7Sn3
and Na5Sn2 is gradually lowered as Na concentration is increased, forming a mixture of
Sn-Sn dumbbells and isolated atoms in Na13Sn5, Na8Sn3 and Na13Sn4. At the highest sodium
concentrations (>Na3.5Sn) we find the stable Na15Sn4-I 4¯3d phase, which consists of isolated
Sn atoms. In the following sections, our experimental data is interpreted in the context of
the phases shown on this hull.
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5.3.2 Electrochemical Results
Figure 5.1b shows the experimental galvanostatic electrochemical profile obtained at a rate
of C/20 and a temperature of 55 ◦C. In agreement with previous reports, we observe multiple
electrochemical processes; we denote these as processes 0, 1, 2, 3, and 4, and these names
will be used throughout the subsequent text. We also note that there are sloping regions
towards the end of processes 2, 3 and 4, which account for a significant fraction of the capacity
at these potentials. We refer to these as 2′, 3′ and 4′, respectively. The reasons underlying
these distinctions will be discussed in the following sections. In addition, Baggetto et al. note
the possibility that the first electrochemical process on discharge (around 450mV) may in
fact be two distinct processes;[41] we refer to these as processes 1 followed by 1′.
5.3.3 Overview of Operando Results
Operando pdf data, obtained by the Fourier transformation of X-ray total scattering data, are
shown in Figure 5.2a. It is apparent that the pristine material (β -Sn) initially undergoes very
little change (electrochemical process 0), which is followed by a transformation of β -Sn into
one or more crystalline phases, with correlations extending beyond 50Å (electrochemical
processes 1 and 1′. The loss of extended connectivity during electrochemical processes 2
and 2′ is clear, with no major correlations found beyond 20Å in this region. Finally, a return
to long-range ordering is observed throughout the remaining electrochemical processes. In
addition, it is clear that the sharp Sn-Sn nearest-neighbour peak, at approximately 3Å, is
not observed to change significantly during processes 0 through 3′.
Figure 5.2b shows the operando 23Na nmr spectra obtained during the first discharge. Peaks
at −10ppm and 1140ppm are observed throughout the measurement, including in the
spectrum of the as-assembled electrochemical cell, and correspond to the NaPF6 electrolyte
and the sodium metal counter electrode, respectively. During electrochemical processes 1
and 1′, we observe the growth of a weak peak with a maximum at 620ppm. This signal
disappears, and a new resonance is observed at 50ppm during process 2. Throughout process
2′, the peak at 50ppm broadens and shifts to 75ppm; it then shrinks as a further sodium
environment is formed with a peak at a shift of 202ppm, which corresponds to the phase
formed during the third electrochemical process. The sloping region of the electrochemistry
that follows, i.e. process 3′, sees this resonance shift gradually to 180ppm. The final processes
during discharge (processes 4 and 4′) result in the appearance of two additional sodium
environments. We see a very broad resonance with maximum around−75ppm, and a further
peak with maximum around −260ppm which appears later. The majority of the resonances
observed have a shift whose magnitude is greater than 100ppm; this is ascribed to the
Knight shift, which is caused by the interaction of unpaired electrons at the Fermi level of the
conduction band interacting with the nuclear spins — see section 2.3 on page 25 for further
details.[78] The shift is a measure of the density of states at the Fermi level at the Na nucleus,
and is indicative of metallic character of the material.
We now discuss the operando pdf and nmr results, in conjunction with additional operando
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Figure 5.2: Operando measurements for electrochemical cells with sodium metal and tin electrodes,
and a NaPF6 electrolyte. (a) Selected pdfs obtained during the first discharge are vertically offset in
time; the colours correspond to the points shown on the electrochemical curve. (b) 23Na nmr spectra
obtained during the first discharge, aligned with the corresponding electrochemistry (c). Strong
features corresponding largely to the electrolyte or metal have been truncated for clarity. Spectra are
coloured in the region −500–1000ppm according to their intensity. Selected regions are highlighted
above, where the colours now correspond to the points shown on the electrochemical curve. The cells
were cycled at a rate of C/30 (corresponding to achieving a capacity of 847mAhg−1 in 30 hours)
between 2–0.001V, and held at the end of discharge until the current dropped to below C/100.
xrd data together for each distinct electrochemical process, from 0 through to 4′.
5.3.4 Process 0
A slope from 1.4 V to around 0.5 V is observed in the electrochemistry. No significant capacity
has been reported as a result of sodium–tin alloying reactions at these potentials. We, thus,
attribute this capacity to three factors that do not involve Sn (hence our naming of this
process as process 0): electrolyte decomposition to form a sei layer, and sodium storage
within the carbon additive are both commonly observed at these potentials.[24,25] In addition,
operando xrd data for the pristine material indicates small amounts of SnO and SnO2 are
present in addition to β-Sn (Figure 5.3). During this period of the electrochemistry, our
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Figure 5.3: Diffraction patterns obtained during an operando experiment from the start of discharge
until the end of the electrochemical process 0. Calculated patterns are shown for Sn (blue), SnO (red)
and SnO2 (green). Trace amounts of sodium from the cell background are indicated with an asterisk
(∗). The cell was cycled at a rate of C/70 (corresponding to achieving the theoretical capacity in
70 hours) and data were gathered at 2 hour intervals. Data were gathered using X-rays of wavelength
0.1430Å and converted to Cu Kα (1.54Å).
diffraction data indicates that SnO and SnO2 convert sequentially into Sn metal. Na2O is
also expected to form, but the low concentration compared with the bulk β-Sn, along with
the much smaller X-ray structure factors of Na and O compared with Sn meant that we were
unable to detect this. These reactions have previously been observed to result in a sloping
electrochemical curve starting at 1 and 0.8 V respectively, and ending around 0.5 V in both
cases.[120,121] As these reactions result in the formation of β-Sn, the material that we are
investigating, the presence of these side-reactions prior to the reaction of tin metal is highly
unlikely to impact our subsequent results.
23Na operando ssnmrmeasurements during this process show no significant changes. This is
consistent with forming very small amounts of Na2O (δ=55.1 ppm
[122]), which would give
a signal too weak to show above the noise. Refinements of pdf data during this process
indicate an increasingly good match to β-Sn (Table 5.1), consistent with the loss of the
impurity oxide phases. Refinements were not made with either of the oxides as secondary
phases owing to the very small concentrations observed in the Bragg diffraction data.
5.3.5 Processes 1 and 1′
The next feature in the electrochemistry is observed at approximately 450mV vs. Na metal
and appears as a flat plateau. During this step, intensity of the peaks associated with initial
Sn in the xrd/pdf patterns progressively decrease, and peaks from a new phase start to
appear (Figure 5.2a). pdf and diffraction data for the phase remaining at the end of this
process provide an excellent match to the layered (P6/mmm) NaSn2 structure (Figures 5.4b
and 5.6d). This structure consists of honeycomb-like layers of tin separated by layers of
sodium, whose atoms sit at the centre of the tin hexagons (Figure 5.4b and c). To the best
of our knowledge, this structure has not previously been experimentally observed. It should
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Table 5.1: Real-space least-squares refinements against pdf data were performed in pdfgui.[67] A
starting model of β-Sn was used. Thermal displacement parameters, Uiso, for all atoms were set
to an initial value of 0.01. Unit cell parameters, phase scale factor, delta1 (low-r peak sharpening
parameter) and the thermal parameters were all refined. Qdamp (instrument resolution parameter)
was set to the value obtained from a refinement of the pristine material. An increasingly good fit (as
indicating by a decreasing Rw) is consistent with the removal of impurity oxide phases.
Capacity /
mAhg−1 a / Å c / Å Uiso Rw
6.00 5.838 3.186 0.027 0.153
17.6 5.839 3.187 0.027 0.144
29.6 5.838 3.187 0.027 0.137
41.3 5.838 3.186 0.027 0.129
52.9 5.838 3.186 0.027 0.128
64.9 5.838 3.187 0.027 0.127
76.5 5.838 3.187 0.027 0.139
88.6 5.838 3.187 0.027 0.129
100.2 5.837 3.186 0.028 0.130
111.8 5.837 3.186 0.029 0.139
123.9 5.838 3.186 0.028 0.141
135.5 5.838 3.186 0.028 0.154
147.1 5.838 3.186 0.029 0.171
159.1 5.838 3.185 0.031 0.177
170.8 5.838 3.183 0.034 0.169
182.8 5.836 3.184 0.021 0.150
194.4 3.839 3.186 0.029 0.122
206.1 5.838 3.186 0.027 0.129
be noted that, whilst a diffraction pattern for the pure NaSn2 phase has not been previously
reported, patterns showing reflections consistent with this phase, along with one or more
additional phases, have. A model has yet to be presented that explains these data.[41,106]
23Na operandonmrmeasurements reveal a single peak with a shift of approximately 620ppm,
whose shift does not vary during this electrochemical process. This highly Knight shifted peak
indicates a non-zero density of states at the Sn nuclei, consistent with metallic properties
of this material and the extended tin structure. This is similar to the observed Knight shift
for graphite intercalation compounds, whose structures show a good deal of similarity to
NaSn2.
[123]
There is some debate in the literature as to whether a second, overlapping, plateau may
also be present at a similar potential.[41] This is based upon electrochemical measurements
of very thin films, and is not resolvable in our electrochemical data. In order to investigate
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Figure 5.4: (a) A conventional powder diffraction pattern showing the intermediate formed at the
end of process 1′ on discharge along with the calculated pattern for NaSn2 (red). Trace amounts
of Na and Sn are indicated by # and ∗ respectively. Data were gathered using X-rays of wavelength
0.1430Å and converted to Cu Kα (1.54Å). (b) A projection of the NaSn2 structure viewed down
the c-axis; (c) A projection of the NaSn2 structure viewed down the (110) plane; sodium atoms are
shown in yellow, tin in grey.
more closely whether it is possible to isolate two distinct phases forming in this region, we
performed a second operandomeasurement. To increase the number of data points acquired,
a cell was cycled considerably more slowly (a rate of C/70 was used) and data suitable for
pdf analysis and higher resolution diffraction data were gathered alternately (either pdf
or xrd once every hour). Bragg reflections corresponding to Sn decrease in intensity in
this region as sodium is inserted, whilst reflections corresponding to a further two phases
grow. It is unclear whether the two phases appear sequentially or concurrently, however, at
the end of this region of the electrochemistry, only one — NaSn2 — remains (Figure 5.5).
Our diffraction data are, therefore, in agreement with the observation of two conjugated
plateaus.
The pdf data obtained during these processes (which we now distinguish as process 1 fol-
lowed by 1′) can be modelled simply as a combination of Sn (whose Bragg reflections are
clearly observed in our diffraction data until the end of these two processes) and NaSn2 at
all points (Table 5.2 and Figure 5.6). This suggests that any additional intermediate must
be structurally related to either Sn or NaSn2, or is only present in very small concentrations.
However, these two phases alone are not sufficient to reproduce the Bragg reflections ob-
served (Figure 5.7b). In particular, the reflections at 16.4, 28.5, 38.0, and 40.8°, along with
further peaks at higher angles, cannot be derived from the NaSn2-P6/mmm structure.
The additional reflections are consistent with a structure similar to NaSn2, retaining the
honeycomb-like tin layers, but with a reduction in symmetry resulting from the loss of the
6-fold rotation axis. As this phase is formed prior to NaSn2, it must have a lower sodium
content. We, therefore, generated lower symmetry structures solely through careful place-
ment of the sodium atoms between the tin layers. However, all such structures we tried were
unable to produce any significant intensity for the additional reflections. Intensity for these
reflections can only be generated through changes to the tin structure.
It is clear from the pdf that there is no significant deviation from the honeycomb-like tin
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Figure 5.5: Diffraction patterns obtained during an operando experiment from the start of discharge
until the end of the electrochemical processes 1 and 1′. Key frames are highlighted by solid red lines.
Calculated patterns are shown for Sn (blue), NaSn3 (green) and NaSn2 (red). The cell was cycled
at a rate of C/70 (corresponding to achieving the theoretical capacity in 70 hours) and data were
gathered at 2 hour intervals. Data were gathered using X-rays of wavelength 0.1430Å and converted
to Cu Kα (1.54Å).
layers, we therefore tested a model in which tin partially occupies sites within the sodium
layers. It is possible to account for the lowered symmetry by replacing every other sodium
atom in the NaSn2 structure with a mixed Na0.5Sn0.5 occupancy in a Pmmm configuration
(Figure 5.7a). This results in a stoichiometry of NaSn3, which is consistent with that expected
from the electrochemistry, and with a previous study using coulometry.[106] Although this
structure does contain the additional reflections in the diffraction pattern, there remain
minor differences in intensity (Figure 5.7b). This may be an artefact of the experimental
setup (e.g. preferred orientation effects). In order to assess the stability of this structure,
we generated a Na4Sn8 supercell of NaSn2-P6/mmm in which we exchanged one sodium
atom for a tin atom to give a stoichiometry of NaSn3 (Na3Sn9). This phase was relaxed
using the same dft level of theory as used in the convex hull construction. The resulting
NaSn3-Pmmm structure was converged without any major ionic rearrangement and is found
at only 0.007 eV/atom from the convex hull tie-line.
Whilst the operando 23Na ssnmr measurement (Figure 5.2b) revealed a single peak, higher
resolution measurements using ex situ 23Namas ssnmr (Figure 5.7c) contained an additional
asymmetrical broad feature with a maximum around 420ppm. This signal could not be
observed in the static operando measurement, the additional line broadening caused by
the lack of mas presumably leading to a broad feature that disappears into the baseline.
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Table 5.2: Real-space least-squares refinements against pdf data were performed in pdfgui.[67] A
starting model of β-Sn and NaSn2 was used. Thermal displacement parameters, Uiso, for all atoms
were set to an initial value of 0.01. Unit cell parameters, phase scale factor, delta1 (low-r peak
sharpening parameter) and the thermal parameters were all refined. U33 was refined independently
of U11 and U22 (which were constrained to be the same). Qdamp (instrument resolution parameter)
was set to the value obtained from a refinement of the pristine material. In all cases a Rw of less
than 0.20 indicates a good match to the experimental data. This means that the intermediate formed
during process 1′ must be very structurally similar to either β -Sn or NaSn2. The change in the lattice
parameters for NaSn2 during process 1 (after approximately 150mAhg
−1) is due to the conversion
from NaSn3 to NaSn2. NaSn3 is not included in the model, however, the relatively high values of U33
for Sn towards the start of these processes are consistent with tin not solely being confined to planar
layers.
Sn NaSn2
Capacity /
mAhg−1 a / Å c / Å Uiso a / Å c / Å UNa U33,Na USn U33,Sn Rw
100.2 5.837 3.186 0.028 5.342 3.182 0.010 0.010 0.020 0.035 0.130
111.8 5.837 3.186 0.029 5.346 3.186 0.009 0.025 0.017 0.025 0.139
123.9 5.838 3.186 0.028 5.350 3.182 0.105 0.003 0.035 0.186 0.141
135.5 5.838 3.186 0.028 5.343 3.192 0.090 0.047 0.031 0.099 0.154
147.1 5.838 3.186 0.029 5.333 3.203 0.056 0.054 0.025 0.082 0.171
159.1 5.838 3.185 0.031 5.328 3.208 0.047 0.054 0.022 0.064 0.177
170.8 5.838 3.183 0.034 5.324 3.211 0.043 0.055 0.020 0.057 0.169
182.8 5.836 3.184 0.021 5.320 3.213 0.054 0.075 0.020 0.060 0.150
194.4 3.839 3.186 0.029 5.316 3.217 0.040 0.056 0.018 0.055 0.122
206.1 5.838 3.186 0.027 5.315 3.220 0.051 0.077 0.019 0.058 0.129
An additional sharp peak at 610ppm emerges following further sodium insertion. Ex situ
119Sn mas ssnmr spectra (Figure 5.7d) show a sharp peak at 6890ppm corresponding to
residual Sn metal and a broad resonance centred around 6600ppm. With higher sodium
content, a sharp peak at 6275ppm emerges. The sharp resonance in spectra of both nuclei
is assigned to the NaSn2 structure; the broad features reduce in intensity towards the end of
the processes and are consistent with disordered sodium and tin atoms between the more
ordered honeycomb-like tin layers in the phases with stoichiometry close to NaSn3.
Therefore, we tentatively assign the first electrochemical process (1) to the formation of a
phase similar to NaSn2 of approximate composition NaSn3, consisting of tin layers separated
by disordered layers of mixed sodium and tin occupancy. Following this, NaSn2-P6/mmm
forms during process 1′. Owing to the similarity of the structures formed, it is possible that
process 1′ begins before process 1 has gone to completion as a result of an overpotential
within the electrochemical cells.
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Figure 5.6: pdfs obtained during an operando measurement at the end of electrochemical processes
(b) 0, (c) 1, and (d) 1′. Experimental data are shown as black circles, fits to (a) β -Sn (Rw=0.13), (b)
a 1:1 mixture of β-Sn and NaSn2 (Rw=0.18), and (c) NaSn2 (Rw=0.13) are shown as red lines and
the differences as green lines offset below. The proportion of Sn and NaSn2 used in the refinements
is shown in (a). The cell was cycled at a rate of C/70 (corresponding to achieving the theoretical
capacity in 70 hours) and data were gathered at 2 hour intervals.
5.3.6 Processes 2 and 2′
pdf measurements reveal that the process(es) at approximately 220mV result in the break-
down of almost all long-range structure, forming an amorphous solid. The stoichiometry
of this phase has previously been suggested to be approximately Na1.2Sn.
[41,106] As pdf is a
total scattering technique, which does not rely on long-range order, our measurements are
able to probe some structural features of the amorphous intermediate. A pdf measurement
taken at the end of these processes (Figure 5.8) reveals relatively strong features at low-r,
which rapidly decay with increasing-r. Beyond approximately 15Å, peaks in the pdf are
approximately constant, with the decay in intensity consistent with instrument resolution as
opposed to limited particle size. This would be consistent with having two phases present: a
short-range, more disordered, phase with a correlation length around 15–30Å; and a more
ordered phase with a much greater correlation length. Similar behaviour has been observed
in the sodium–antimony and lithium–FeOF systems.[124,125] Alternatively, it is possible that
such a pdf could be generated through very anisotropic disorder. In this situation, the decay
in intensity at low-r would be caused by strong disorder in one or two lattice directions, with
a greater degree of ordering in the remaining direction(s) resulting in the retention of peaks
at higher-r.
The strongest peak in the pdf, present at 3.00Å, can only be the result of tin-tin connectivity.
Such a peak would be present in extended structures such as NaSn2, as well as one dimen-
sional chains of tin atoms, tin tetrahedra or tin dumbbells. Na1Sn1-I41/acd is the only stable
phase found with a sodium concentration between Na0.5Sn and Na2Sn. NaSn consists of tin
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Figure 5.7: (a) A projection of the NaSn3 Pmmm structure viewed down the c-axis, demonstrating
the structural similarity to NaSn2. Sodium atoms are shown in yellow, tin in grey, mixed occupancies
are shown as a mixture of yellow and grey. (b) Frames from an operando xrd experiment taken
at the end of electrochemical processes 1 (green) and 1′ (orange). Note in particular the peak at
16.5° in the data for process 1, which, along with others, cannot derive from NaSn2. Calculated
patterns are shown below for Sn (red), NaSn2 (orange) and NaSn3 (green) (large peaks have been
truncated for clarity), trace amounts of Na from the cell background are indicated by #. Data were
gathered using X-rays of wavelength 0.1430Å and converted to Cu Kα (1.54Å). Ex situ (c)
23Na (d)
119Sn 60 kHz mas nmr spectra of tin anodes discharged to 480mV (bottom, red), 430mV (middle,
green) and 300mV (top, orange). Intensities have been normalised based on the sample mass and
number of transients collected. Spinning sidebands are indicated with an asterisk (∗). In (c) shifts
are indicated for peaks not resulting from sei, sodium inserted into the Super P carbon additive or
sodium within the carboxymethyl cellulose (cmc) binder (these constitute the broad peak between
approximately −100–0ppm). In (d) the shift of the peak arising from NaSn2 is indicated at 6275ppm.
The broad peak arising from the NaSn3 intermediate is indicated by a horizontal arrow. The strong
peak resulting from β-Sn at 6890ppm has been truncated for clarity.
tetrahedra, however, the inter-tetrahedra distances present in this structure are inconsistent
with peaks found at higher-r (Figure 5.9).
In order to investigate the nature of this amorphous structure, we generated an Na1Sn1
amorphous phase using ab initio md. Using this structure as a starting point, we performed a
rmc refinement of a 10×10×10 supercell against a single scan from our operando pdf experi-
ment, taking into account both real- and reciprocal-space data. Using only minimum distance
constraints (based upon the measured pdf data) we were able to successfully reproduce the
disordered (short-range) phase in the observed pdf.
rmc cannot readily be used to produce a complete model for materials, such as this, with
both amorphous and crystalline components. We therefore performed additional real-space
refinements using a least-squares method combining both a 61 atom subcell of the rmc
refined Na1.18Sn model along with the crystalline phase described later (see section 5.2.3
for details). We used this method to quantify how the structure changed during the elec-
trochemical process. Results are summarised in Table 5.3, note that phase fractions are not
shown owing to the mixture of amorphous and crystalline components.
As rmc refinements are typically highly dependent upon the initial conditions, and the
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Figure 5.8: (a) pdf of a single frame from our operando experiment showing the intermediate
formed at the end of processes 2 and 2′ on discharge. Two phases can be observed in the pdf: a
short-range, disordered, phase below approximately 15Å, and a longer-range phase whose peaks are
clearly visible beyond 15Å. Experimental data are shown as black circles, the red line represents
the calculated pdf, with its difference to the experimental pdf offset below in green. (b and c) Ex
situ 119Sn 60 kHz mas ssnmr spectra of tin discharged to the end of processes 2 (200mV) and 2′
(120mV), respectively. Experimental data are shown as solid black lines, deconvolutions are shown
as red dashed lines, with arrows indicating the shifts and assignment of the deconvolved peaks. The
overall fit is indicated with a solid red line. Data are plotted in the ranges −2500–3000ppm and
3000–10000 ppm. Inset: Histograms detailing the relative areas of the deconvolved peaks (red)
along with the relative concentrations of each Sn-Sn connectivity in the structures refined against
pdf measurements (blue). The pdf and nmr derived concentrations of each connectivity match
well, with the exception of tetrahedral connectivity. We ascribe this discrepancy to the relaxation
of this metastable intermediate into the thermodynamically stable NaSn phase, which is based on
tin tetrahedra, relaxation occurring during the elapsed time between the end of the cell discharge,
disassembly of the cell, and the ex situ nmr measurement.
resulting model does not necessarily represent a unique solution, it is important to assess the
quality of this model through complementary experiments. In order to do so, we performed
119Sn mas ssnmr measurements on samples discharged to the end of these processes. The
chemical shift is highly dependent on the Sn-Sn connectivity. We compared the relative
concentration of each Sn-Sn connectivity in structures refined against pdf measurements
during processes 2 and 2′ (blue histograms in Figure 5.8b and c) with the peak areas of the
corresponding deconvolved nmr spectra (red histograms in Figure 5.8b and c). Spectra were
fit using six Lorentzian curves, each with identical half widths at half maxima. The shifts
for tin atoms in dumbbell or tetrahedral environments were derived from measurements
on model compounds (Figure 5.10) with the remaining deconvolved peaks being tentative
assignments based on the agreement with the expected concentrations and the ordering of
the peaks.
Results are shown in Figure 5.8. As it is not possible to quantify all sources of error in
the measurements and fitting, the discrepancies between the results from the two different
techniques represent a measure of this error. There is reasonable agreement between the
expected form of the spectrum and the measured data for every connectivity excluding
tetrahedra. In both nmr spectra, we observe a much stronger signal from tetrahedra than
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Figure 5.9: pdf obtained during an operando measurement at the end of electrochemical process
2′. Experimental data are shown as black circles, simulations of (a) expanded NaSn2, (b) crystalline
NaSn, and (c) crystalline NaSn with higher thermal displacement parameters are shown as red lines.
pdf simulations were performed in pdfgui.[67] For (a) and (b) Uiso parameters were set to 0.1 for Na
atoms and 0.01 for Sn atoms, for (c) Uiso,Sn=0.05 and Uiso,Na=0.5. Delta1 (low-r peak sharpening
parameter) was set to 1.7 for all simulations, and Qdamp (instrument resolution parameter) was set
to the value obtained from a refinement of the pristine material.
would be expected from the amount present in the model structures. A small amount of
relaxation of the ex situ sample to the thermodynamically stable NaSn structure is likely, which
accounts, at least in part, for the larger amount of tetrahedrally coordinated tin observed in
the nmr spectra than the pdf derived models.
Ex situ 23Na measurements (Figure 5.11) reveal a similar trend, with significant intensity
in two major regions in addition to the signal resulting from sei, sodium incorporated into
carbon and cmc located around −17ppm. These two regions are at approximately 19ppm,
which we assign to sodium atoms near four coordinate tin (tetrahedra) and 70ppm, which
corresponds to sodium near tin chains.
23Na operando nmr measurements (Figure 5.2) corresponding to process 2 reveal a reson-
ance at a shift of 45ppm which grows throughout the process. During process 2′, the peak is
observed to continually shift and broaden until it reaches 70ppm. Combined, these observa-
tions suggest that a more ordered structure is formed at the start of the process, which then
undergoes a solid-solution type phase transition into a more disordered structure consistent
with observations of an amorphous structure formed in this region.
The periodic longer-range correlations found in the pdf data result from a more ordered
component of this phase. They are consistent with the correlations found within structures
based upon NaSn2, but with significant changes required relative to the phase formed at
the end of the first processes. A reduction in the a-lattice parameter is required, along
with an expansion of the c-lattice parameter and a significant increase in the anisotropic
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Table 5.3: Summary of the pdf refined parameters for the structures formed during electrochemical
processes 2 and 2′.
NaSn2 Amorphous ~Na1.2Sn
Capacity
/ mAhg−1
a / Å c / Å UNa USn U33,Sn a / Å b / Å c / Å
Spherical
Particle
Diameter / Å
UNa USn Rw
219.632 5.308 3.226 0.057 0.027 0.026 11.650 12.490 12.218 41.196 0.014 0.007 0.165
247.170 5.308 3.226 0.057 0.027 0.026 11.650 12.490 12.218 41.196 0.014 0.007 0.137
274.248 5.307 3.227 0.057 0.029 0.026 11.621 12.570 12.237 30.155 0.013 0.009 0.160
301.786 5.304 3.231 0.057 0.023 0.028 11.584 12.584 12.205 34.253 0.018 0.013 0.224
329.323 5.292 3.233 0.057 0.027 0.065 11.615 12.591 12.229 31.818 0.019 0.014 0.246
356.860 5.230 3.572 0.057 0.059 0.284 11.612 12.446 12.276 28.629 0.024 0.015 0.265
384.398 5.197 3.618 0.129 0.071 0.241 11.709 12.437 12.269 29.058 0.014 0.024 0.273
411.476 5.197 3.618 0.129 0.071 0.241 11.709 12.437 12.269 29.058 0.014 0.024 0.260
439.013 5.200 3.614 0.129 0.060 0.191 11.709 12.437 12.269 29.058 0.014 0.024 0.255
thermal displacement parameter for tin in the c-lattice direction. Whilst it was not possible
to refine sodium occupancies or positions owing to their very small contribution to the pdf,
the expansion of the interlayer distances (c-direction) could be a result of additional sodium
atoms between the tin layers. The increased thermal displacement parameter is indicative of
changes to the planarity of the layers, likely resulting in significant changes to the electrical
properties of the material. It is worth noting that similar effects in other systems are used as
a means of electrochemical exfoliation.[126]
Performing further refinements based upon the intermediate pdf scans reveals that the
changes in lattice parameters of the NaSn2 structure occur when the electrochemical profile
changes from a flat plateau-like region to a more sloping region (i.e. during process 2′).
Sloping regions in electrochemical profiles indicate solid-solution mechanisms, this is con-
sistent with the observed changes to the NaSn2 structure. The shifting and broadening peak
observed in the operando 23Na ssnmrmeasurement further shows that the local environment
around the sodium atoms is changing (i.e. a solid-solution mechanism) and becoming more
disordered. The relatively low values of the nmr shift compared with other NaSn phases
indicates that this material is much less metallic.
We tentatively suggest that processes 2 result in the formation of an amorphous structure
consisting primarily of chains of tin atoms, with the higher-order connectivities observed as
a result of branching within the chains. Further insertion of sodium atoms during process 2′
occurs between the tin layers of any remaining NaSn2, causing an expansion of the interlayer
distances and disorder along the c-lattice direction.
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Figure 5.10: Ex situ (a) 23Na (b) 119Sn 60 kHzmasnmr spectra of an NaSnmodel compound prepared
by ball-milling. The shifts of the peak maxima are indicated. Tin powder (Sigma Aldrich, 99%,
particle size 45µm) and sodium (Sigma Aldrich, 99.9%) in a 1:1 ratio were ball-milled under argon
in a zirconia ball mill jar using a SPEX 8000M Mixer / Mill for 8 hours. The resulting powder was
stored in an argon atmosphere glove box (O2, H2O < 0.1 ppm) prior to use. Formation of NaSn was
confirmed by xrd.
5.3.7 Processes 3 and 3′
During these electrochemical processes, the return to long-range ordering is evident from
our pdf data. The low-r data are consistent with Sn-Sn dumbbells (Figure 5.12) as expected
based upon the stable phases we predict in this regime of sodium concentration (Figure 5.1a).
The simulated pdfs for all known structures containing parallel dumbbells are very similar
below approximately 10Å. However, differences in the sodium content of the phases causes
differences in longer-range ordering.
Our operando 23Na ssnmr experiment indicates that these processes do not result in the
68 19
-22
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200 mV
120 mV +Na+
400 300 200 100 0 -100 -200 -300 -400
δ (23Na) / ppm
Figure 5.11: Ex situ 23Na 60 kHz mas nmr spectra of tin anodes discharged to 250mV (bottom, red),
200mV (middle, green) and 120mV (top, orange). Shifts are indicated for all peak maxima. The
peak with maxima around −22ppm results from sodium within the sei layer, carbon additive and
cmc binder. Intensities have been normalised based on the sample mass and number of transients
collected.
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Figure 5.12: Simulated pdfs of several dumbbell phases. It is evident that the short-range structure of
many of these structures is similar, there are, however, differences exist in the longer-range ordering.
pdf simulations were performed in pdfgui.[67] Uiso parameters were set to 0.05 for Na atoms and
0.01 for Sn atoms. Delta1 (low-r peak sharpening parameter) was set to 1.7, and Qdamp (instrument
resolution parameter) was set to the value obtained from a refinement of the pristine material.
formation of a single structure with fixed stoichiometry. We first see a single peak grow with
a fixed shift of 203ppm throughout process 3. However, upon reaching the end of the plateau,
the peak continues to grow whilst simultaneously shifting to a final value of 183ppm during
the sloping process 3′ (Figure 5.2b). This suggests that this process proceeds firstly via a
two-phase reaction, then by a solid solution reaction. In order to identify these structures,
we performed refinements against multiple data sets from our operando pdf experiment.
Initial refinements (Table 5.4 and Figure 5.13) suggested three potential structures, all of
which were able to match the pdf data well: Na2Sn, Na7Sn3 and Na5Sn2 (Rw=0.18, 0.18
and 0.19 respectively). These structures all belong to the R3¯m space group. The major
difference between these three structures is the addition of a third sodium site in the Na7Sn3
and Na5Sn2 structures compared with the Na2Sn structure (having an occupancy of 0.8 and
1, respectively), as highlighted in Figure 5.14a. Whilst they all provide a good match in
terms of a low residual, the latter two structures required higher values for the thermal
displacement parameters (Uiso) of the sodium atoms. This suggests that the contribution of
sodium correlations to the fitted pdf is being broadened in order to match the experimental
data, implying the sodium positions and / or stoichiometry in themodel structures is incorrect.
Through refining the thermal displacement parameter for the third sodium site independently
of the other two, it is apparent that the sodium in this site has a substantially higher value for
Uiso, indicating that the refinement is seeking to disorder these sites, i.e. the models are likely
incorrect. We performed further refinements based upon the Na5Sn2 structure, but allowing
the occupancy of this site to vary. This revealed a linear increase in the occupancy during
the sloping electrochemical process 3′ (Figure 5.14b), starting at a value of approximately
0.4 and ending at approximately 0.75. The occupancy may also be indirectly derived from
the observed volume expansion of the crystal lattice: the rate of increase of occupancy is
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identical to that obtained through pdf refinements if an ionic radius for sodium of 1.10Å is
assumed. This is consistent with the sodium ions having a coordination number between 6
and 8.[127] An example of the fit to a measured pdf is given in Figure 5.14c, and results are
summarised in Tables 5.5 and 5.6.
Table 5.4: Results of preliminary real-space least-squares refinements performed in pdfgui.[67] for
all known and predicted structures with appropriate stoichiometries for the structure formed during
process 3. Uiso parameters for all atoms were set to an initial value of 0.01. Unit cell parameters,
phase scale factor, delta1 (low-r peak sharpening parameter) and the thermal parameters for both
Na and Sn were all refined. Qdamp (instrument resolution parameter) was set to the value obtained
from a refinement of the pristine material.
Structure Space Group Origin UNa USn Rw
Na12Sn7 Pnma 0.004 0.034 0.38
Na2Sn P21/c 0.006 0.087 0.75
Na2Sn R3¯m 0.074 0.039 0.18 ∗
Na2Sn Cmcm Ref 41 0.138 0.124 0.94
Na2Sn Cmcm Ref 41 0.330 0.069 0.73
Na9Sn4 Cmcm Ref 119 0.020 0.040 0.45
Na7Sn3 P21/m 0.151 0.036 0.45
Na7Sn3 R3¯m Ref 41 0.097 0.037 0.18 ∗
Na5Sn2 R3¯m 0.104 0.036 0.19 ∗
Na13Sn5 P3¯m1 0.079 0.037 0.32
Na8Sn3 R3¯m 0.056 0.048 0.40
Na3Sn Immm Ref 41 0.381 0.129 0.98
Na3Sn Pmnm Ref 41 0.017 0.108 0.55
Na3Sn Pmnm Ref 41 0.067 0.175 0.66
Na13Sn4 Pbam 0.011 0.052 0.35
∗ Selected for further study
We, therefore, propose that this electrochemical process starts with the formation of Na4.4Sn2
during process 3 followed by a solid solution of structures of the form Na5-xSn2 during process
3′, ending at Na4.75Sn2. This is also consistent with the observed slope in the electrochemistry
during process 3′, which is typically indicative of solid-solution behaviour.
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Figure 5.13: pdf obtained during an operando measurement at the end of electrochemical process
3′. Experimental data are shown as black circles, a fit to Na2Sn is shown as a red line, Na5Sn2 as a
blue line and Na7Sn3 as a green line. Differences are offset below as orange, purple and green lines,
respectively.
5.3.8 Processes 4 and 4′
The final discharge product, Na15Sn4, is well-known in the literature.
[38,41,106,128] We were
not able to observe complete formation of this phase during our operando pdf measurement,
which we believe was due to the increased resistance of the operando electrochemical cells.
In addition, we were unable to hold the cell at the end of discharge for long enough to
allow complete conversion owing to the limited amount of allocated beamtime; complete
conversion was observed during the operando nmr measurement, however, owing to the
greater amount of time spent holding the cell potential at 1mV. Ex situ pdf measurements
were able to confirm the formation of Na15Sn4, with no significant distortions from the average
Na15Sn4 structure (Figure 5.15). During our operando
23Na nmr experiment, however, we
observed the formation of peaks at both -75 and −260ppm at the end of discharge. The
peak at −75ppm is observed to grow first, and is tentatively ascribed to the formation of
Na15Sn4. This structure consists of isolated tin atoms within an expanse of sodium atoms; the
incorporation of an excess of sodium within this crystal structure would not require further
breaking of Sn-Sn bonds and could therefore be expected to be relatively facile. It is to this
(Na15+xSn4) that we tentatively assign the signal at −260ppm. This is analogous to the
processes by which Li15+xSi4 and Li15+xGe4 form electrochemically.
[114,129] It should be noted
that, whilst Na15Sn4 contains two crystallographically distinct sodium sites, the differing
rates of growth of these two peaks suggests they result from different phases. Upon reversal
of the current, the peak at −260ppm almost immediately vanishes, and is replaced with
a broader resonance around −360ppm, which quickly disappears. The peak at −75ppm
shrinks much more gradually throughout the entire electrochemical process. This behaviour
is identical to that seen in the lithium–silicon system.
Ex situ 119Sn mas ssnmr measurements for the material formed at the end of discharge (Fig-
ure 5.16b) reveal two sharp peaks at 122ppm and 385ppm. As Na15Sn4 only contains one
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Figure 5.14: (a) A projection of the Na5-xSn2 class of structures viewed down the a-axis. Sodium
atoms are shown in yellow, tin in grey, the partial occupancies of the 3rd sodium site are indicated
increasing from 0.4 to 0.75 by blue arrows. (b) A plot of the occupancy of Na site 3 vs time spent
on this electrochemical process. Occupancies derived directly from pdf refinements are shown as
black circles, occupancies determined from the volume expansion of the crystal lattice (assuming
an Na ionic radius of 1.10Å) are shown as red crosses. Trends are indicated for both data series as
dashed lines. (c) Fit of the pdf corresponding to the first frame obtained during this process over the
range 0–50Å (Rw=0.19). Raw data are shown as black circles, the fit is shown as a red line, and the
difference is shown as a green line offset below.
crystallographic tin site, this is further evidence for the formation of an additional structurally
related phase at the end of discharge.
5.3.9 Relaxation
In order to verify that the structures formed during the 3rd electrochemical process are
metastable as predicted by our calculations, we further performed an in situ 23Na ssnmr
experiment to observe how the structure relaxes upon removal of the applied current (Fig-
ure 5.17). We observe a continual shift and sharpening of the peak at 200ppm formed upon
discharge. This is a clear indication that the structure changes even without an applied
current. During this time the measured potential is found to increase. The shift to higher
frequencies is consistent with sodium removal from the structure, which is likely a result of
reaction with the electrolyte or sei. This would also be consistent with the increasing poten-
tial of the cell. Whilst detailed diffraction measurements have yet to be performed in order to
identify the structure(s) formed, we present this as evidence supporting the use of operando
measurements for both this system and other, highly reactive, alloying materials.
5.4 Discussion
Based on our pdf, xrd, ssnmrmeasurements and theoretical calculations, we propose the fol-
lowing discharge mechanism for the sodium–tin system (summarised in Figure 5.18):
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Figure 5.15: Ex situ pdf of a tin anode discharged to 1mV. Experimental data are shown as black
circles, a fit to Na15Sn4 (Rw=0.21) is shown as a red line and the difference as a green line offset
below.
Process 1 : Sn −−→ NaSn3
Process 1′: Sn, NaSn3 −−→ NaSn2
Process 2 : NaSn2 −−→ a-Na1.2Sn
Process 2′: a-Na1.2Sn + NaSn2 −−→ a-Na1.2Sn + expanded Na1+xSn2 (solid solution)
Process 3 : a-Na1.2Sn + expanded Na1+xSn2 −−→ Na4.4Sn2
Process 3′: Na4.4Sn2 −−→ Na4.75Sn2 (solid solution)
Process 4 : Na4.75Sn2 −−→ Na15Sn4
Process 4′: Na15Sn4 −−→ Na15+xSn4
The first transformation (Processes 1 and 1′) is from crystalline β-Sn to another crystalline
material. This is in contrast to many alloying systems, notably sodium–antimony[96,124] and
lithium–silicon,[130] where the first electrochemical process involves the formation of an
amorphous structure due to the overpotential required to break up the crystalline lattice of
the starting material. A transformation between two crystalline species without intermediate
amorphisation suggests a relatively facile transition, requiring only small changes in tin
connectivity. This is readily observable in our operando pdf data, with only minor changes
observed at low-r (Figure 5.19a). These processes result in the conversion from β-Sn to
a layered structure of composition NaSn2 via an intermediate with a similar structure to
NaSn2 of approximate stoichiometry NaSn3. Figure 5.19b and c demonstrates the similarity
of the end-member structures, with significant short-range changes highlighted with coloured
lines.
nmr measurements of this phase reveal strongly Knight shifted features consistent with the
likely electronic properties of the stanine-like tin layer. The slow convergence of the phonon
spectra with respect to the k-point sampling, could also hint at a strong electron-phonon
coupling and a complex Fermi surface shape. These properties are consistent with the
structural similarities of this phase to structures such as MgB2, which are studied in the
context of high-temperature superconductors.[131] The full understanding of the electronic
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Figure 5.16: Ex situ (a) 23Na (b) 119Sn 60 kHz mas nmr spectra of a tin anode discharged to 1mV.
Shifts are indicated for isotropic peak maxima. In (a), the small, broad peak around 191ppm cor-
responds to the structures formed during electrochemical processes 3 and 3′. The peak labelled #
corresponds to trace amounts of NaOH, and the peak labelled ◦ results from sodium within the sei
layer, carbon additive and cmc binder. In (b), a small, broad peak is also present around 1000ppm,
which corresponds to the structures formed during electrochemical processes 3 and 3′. Spinning
sidebands are indicated with a ∗.
structure of NaSn2 is, however, beyond the scope of this study.
The lower sodium-content phase, approximate composition NaSn3, is almost identical to
that of NaSn2 noted earlier, but with a reduction in symmetry caused by the presence of tin
atoms within the sodium layers. The formation of this additional intermediate implies that
whilst the breakup of β-Sn is relatively facile compared to other alloying systems, there is
a preference to go via an additional structurally related intermediate (NaSn3) rather than
phase separate into the two end member phases, β-Sn and NaSn2. It is possible that this
may help to mediate strain at the interface between the two phases.
The second electrochemical process is kinetically driven, resulting primarily in the formation
of an amorphous phase, rather than the thermodynamically-stable NaSn. The high melting-
point of the crystalline NaSn phase,[132] along with its low electrical conductivity, as observed
by nmr, both point to low atomic mobility within the structure. This, combined with the
large structural rearrangement that would be necessary to form Sn4 clusters in the crystalline
thermodynamic phase, is a likely reason for why it does not form.
The tin connectivity in the amorphous phase primarily consists of chains of tin atoms, likely a
consequence of the fact that it forms from the layered NaSn2 phase. Despite this, we observed
a clear tendency towards a small amount of tetrahedral connectivity, which is present in the
thermodynamically stable crystalline NaSn phase. This indicates that the transformation
is not exclusively kinetically driven, and the relative concentrations of the different species
in the amorphous phase are likely rate dependent. In this region, we additionally observe
some expansion and disordering in the interlayer direction of the NaSn2 structure, indicating
that addition of sodium between the layers of NaSn2 might be kinetically more facile than
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Figure 5.17: In situ 23Na nmr measurement for a cell with sodium metal and tin electrodes, and a
NaPF6 electrolyte, which was allowed to relax after discharging to the end of electrochemical process
3. nmr data is shown on the left, with the corresponding electrochemistry on the right. Strong
features corresponding largely to the electrolyte or metal have been truncated for clarity. Spectra
are coloured in the region 100–1000ppm according to their intensity. Inset: a close-up of the region
between 175–325ppm highlighting the shifting peak. The colours now correspond to the points
shown on the electrochemical curve.
breaking up the extended lattice. This is not unexpected owing to the ability of other layered
materials (notably graphite) to swell and, ultimately, exfoliate electrochemically.[126]
At sodium concentrations higher than Na2Sn, structures based upon tin dumbbells are formed.
Ourdft calculations predict numerous dumbbell phases at similar energies, similar behaviour
also having been observed for a number of other chemically-related systems.[129,133] It is
clear that the structures formed experimentally during these process are very similar to
Na2Sn, Na7Sn3 and Na5Sn2 — three structures that differ primarily through the occupancy
of one of their sodium sites. The occupancy of this site was found (via refinement of the
site occupancy) to increase linearly throughout the sloping electrochemical process 3′, thus
providing an explanation for the solid-solution behaviour implied by the electrochemistry.
The addition of further sodium to the existing phase, rather than the immediate nucleation
of Na15Sn4, is once again kinetically driven. The presence of a number of related structures at
similar energies allows for a relatively facile transition between them simply through adding
additional sodium atoms between the dumbbells. Conversely breaking up the tin dumbbells
requires a greater input of energy. This result implies metastability of the structures produced
during these processes. A further consequence of this may be that the structures formed may
be different upon discharge and charge, as well as relaxation effects upon removal of the
current; this is discussed further in chapter 6.
Given the number of apparently flat plateaus in the electrochemical profile, along with the
relatively high number of crystalline intermediates, it may appear at first glance that the
Na–Sn system is thermodynamically driven. The calculated voltage curve obtained from
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Figure 5.18: A summary of the major structural changes that occur during the discharge of a sodium–
tin battery.
the structures predicted to be stable in dft calculations matches the experimental curve
fairly well, demonstrating the predictive capability of the theoretical methods used. The
disagreement between the theoretical and experimental voltages (as shown by the difference
between the blue and black lines in Figure 5.1b) can be attributed mainly to experimental
effects such as finite particle size, surface and kinetic effects including overpotentials, which
are not included in the modeling. From our experimental data, it is also clear that kinetic
considerations are very important to the transformations taking place, and understanding
these additional complexities is necessary in order to understand the complex electrochemical
behaviour of the system. We note that the behaviour during the kinetically-driven regions is
likely to be highly dependent on the overpotential at which the cell operates. This can be
affected by electrode formulation, charge rate and experimental setup, among other things,
and can explain differences between the electrochemistry presented here and in other studies,
most notably in thin films. These differences are also important to understand in the context
of binary and ternary alloys with tin as a component, as the presence of additional inactive
matrices, other active elements and interfaces between nanosized regions is likely to have
an effect on the kinetic pathways taken. For these electrodes to be implemented in practical
systems, a full understanding of these processes as a function of experimental details such
as rate and electrode formulation will be required.
5.5 Conclusions
We were able to fully model our operando pdf and xrd data, which, combined with in-
formation from operando ssnmr measurements, provide a comprehensive understanding of
the sodium–tin electrochemical system. Experimental evidence for the formation of NaSn2
during the first electrochemical processes, a phase predicted by our dft calculations to be
thermodynamically stable is presented. The results represent the first structural evidence
that these processes result in the formation of two phases (the other being of approximate
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Figure 5.19: (a) pdfs obtained during an operando measurement corresponding to electrochemical
processes 1 and 1′. The first scan during this process corresponds to β-Sn (red), the last to NaSn2
(green). The cell was cycled at a rate of C/70 (corresponding to achieving the theoretical capacity in
70 hours) and data were gathered at 2 hour intervals. (b) A projection of the β-Sn structure viewed
in the [111] direction. The short-range correlations lost during the structural transformation are
indicated as orange and magenta lines, and are shown with the same colour arrows in (a). (c) A
projection of the NaSn2 structure viewed down the c-axis. The short-range Sn-Sn correlations gained
during the structural transformation are indicated with blue lines, and are shown with a blue arrow
in (a). Tin atoms are shown in grey, sodium in yellow; Sn-Sn bonds are shown as grey lines.
composition NaSn3, which bears a strong similarity to NaSn2, with the addition of tin atoms
within the sodium layers).
Reverse Monte–Carlo refinements against models produced by ab initio molecular dynamics
were able to extract structural information about the amorphous intermediate formed during
the second process, constraining the simulations with information from operando pdf meas-
urements. The resulting model consists primarily of chains of tin atoms, and is consistent
will all known experimental data on this phase. 119Sn mas ssnmr measurements were used
to examine the connectivity present in the amorphous sodium–tin phases, with the value
of the shift being found to be highly dependent upon the tin–tin connectivity. The relative
concentration of each connectivity was shown to support the md / rmc model.
Operando ssnmr data presented evidence for a solid-solution process during the process
around 60mV (labelled 3′). Detailed pdf refinements revealed an increase in occupancy
of a single sodium site in dumbbell structures of the form Na5-xSn2. Furthermore, our nmr
data reveals for the first time the possibility of further sodium storage within the Na15Sn4
structure, formed towards the end of discharge, as an off-stoichiometry phase Na15+xSn4, in
a process analogous to that observed in the lithium–silicon system.
The first evidence for significant solid solution behaviour and resulting metastability in the
sodium–tin system is prese ted. The study provi s a clear demonstrat on of the need for a
variety of techniques probing both short- and long-range structures, along with a detailed
theoretical underpinning of model structures, in order to comprehensively understand the
mechanism of sodium insertion. Our results have further implications beyond the sodium–tin
system, highlighting the fact that even a system under apparent thermodynamic control, the
nature of electrochemical alloying means that kinetic considerations remain very important.
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Table 5.5: Results of real-space least-squares refinements in pdfgui for Na5Sn2 against operando pdf
data obtained during electrochemical process 3′. Uiso parameters for all atoms were set to an initial
value of 0.01. Unit cell parameters, phase scale factor, delta1 (low-r peak sharpening parameter) and
the thermal parameters for both Na (all sites independently) and Sn were all refined. In addition, the
z-positions of the sodium atoms were refined, and the occupancy of the Na3 site. Qdamp (instrument
resolution parameter) was set to the value obtained from a refinement of the pristine material. A
range of initial values were attempted for the occupancy values, in all cases the result was the same.
Capacity
/ mAhg−1
a / Å c / Å U(Na1) U(Na2) U(Na3) U(Sn) z(Na1) z(Na2) z(Sn)
Occupancy
(Na3)
Na15Sn4
(%)
Rw
662.43 5.461 22.533 0.085 0.076 0.189 0.039 0.359 0.206 0.065 0.420 5.4 0.175
675.58 5.462 22.538 0.083 0.077 0.161 0.038 0.358 0.206 0.065 0.426 5.9 0.171
687.05 5.463 22.542 0.082 0.078 0.162 0.038 0.357 0.207 0.065 0.433 6.7 0.175
697.51 5.464 22.544 0.082 0.078 0.151 0.037 0.358 0.207 0.065 0.435 8.3 0.171
707.15 5.464 22.546 0.082 0.078 0.151 0.037 0.358 0.207 0.065 0.438 8.9 0.172
715.67 5.465 22.548 0.080 0.079 0.162 0.037 0.358 0.207 0.065 0.451 9.9 0.173
723.93 5.466 22.552 0.077 0.081 0.183 0.037 0.358 0.208 0.065 0.486 11.0 0.175
732.19 5.467 22.553 0.078 0.081 0.182 0.038 0.358 0.208 0.065 0.481 11.8 0.173
740.45 5.467 22.556 0.076 0.085 0.182 0.038 0.358 0.208 0.065 0.497 12.7 0.176
748.71 5.468 22.557 0.077 0.087 0.184 0.038 0.358 0.209 0.065 0.511 13.4 0.177
756.54 5.469 22.559 0.079 0.091 0.175 0.038 0.358 0.209 0.065 0.522 14.1 0.180
764.11 5.469 22.562 0.081 0.095 0.162 0.039 0.357 0.210 0.065 0.524 14.6 0.183
771.24 5.470 22.564 0.077 0.099 0.182 0.039 0.357 0.210 0.065 0.553 15.3 0.186
778.13 5.471 22.565 0.080 0.100 0.170 0.040 0.357 0.210 0.065 0.559 15.9 0.190
785.01 5.471 22.568 0.077 0.104 0.187 0.040 0.357 0.210 0.065 0.585 16.5 0.194
791.78 5.472 22.569 0.081 0.106 0.171 0.041 0.357 0.211 0.065 0.598 17.4 0.197
798.67 5.473 22.572 0.077 0.108 0.192 0.041 0.357 0.211 0.065 0.622 17.8 0.201
805.55 5.473 22.572 0.083 0.106 0.170 0.042 0.357 0.212 0.065 0.619 18.5 0.205
812.44 5.474 22.576 0.078 0.108 0.198 0.043 0.357 0.212 0.065 0.594 18.9 0.208
819.32 5.476 22.578 0.069 0.114 0.202 0.043 0.358 0.211 0.065 0.647 19.5 0.213
826.09 5.476 22.577 0.080 0.111 0.180 0.044 0.357 0.212 0.065 0.669 20.3 0.216
832.65 5.477 22.580 0.083 0.112 0.174 0.045 0.357 0.213 0.065 0.692 20.9 0.218
838.46 5.477 22.580 0.083 0.113 0.173 0.046 0.357 0.213 0.065 0.706 21.2 0.223
843.97 5.478 22.583 0.083 0.117 0.168 0.046 0.356 0.213 0.065 0.728 22.0 0.226
849.47 5.479 22.584 0.083 0.117 0.168 0.047 0.356 0.214 0.065 0.800 22.9 0.230
854.89 5.480 22.603 0.086 0.118 0.175 0.047 0.357 0.214 0.065 0.752 23.7 0.241
860.40 5.481 22.595 0.086 0.120 0.178 0.048 0.357 0.214 0.065 0.716 23.4 0.243
865.90 5.482 22.592 0.079 0.125 0.183 0.050 0.356 0.214 0.065 0.734 23.4 0.249
871.41 5.483 22.594 0.080 0.125 0.177 0.051 0.356 0.214 0.065 0.739 23.9 0.251
876.92 5.483 22.594 0.080 0.125 0.177 0.051 0.356 0.214 0.065 0.739 23.9 0.257
878.94 5.483 22.594 0.080 0.125 0.177 0.051 0.356 0.214 0.065 0.739 23.9 0.267
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Table 5.6: Data used for the expected occupancy values shown in Figure 5.14. In addition to directly
refining the Na3 occupancy, the expected increase in occupancy was inferred using the unit cell
volume expansion. A radius of 1.10Å was assumed for the sodium ion, consistent with sodium having
a coordination number between 6 and 8,[127] and a starting occupancy of 0.40 was also assumed
based upon the refined value. The unit cell volume was calculated as a2c sinγ, and the expected
occupancy as 13 · Vi−Vi−14
3π(1.10)
3 + 0.4 where Vi is the refined volume of the unit cell for the ith dataset.
Capacity
/ mAhg−1
Volume
/ Å
3
Expansion
/ Å
3
Additional
Na
Expected
Occupancy
662.43 581.91 0.00 0.00 0.40
675.58 582.26 0.35 0.06 0.42
687.05 582.53 0.62 0.11 0.44
697.51 582.84 0.92 0.17 0.46
707.15 582.95 1.04 0.19 0.46
715.67 583.17 1.26 0.22 0.47
723.93 583.47 1.56 0.28 0.49
732.19 583.66 1.75 0.31 0.50
740.45 583.90 1.99 0.36 0.52
748.71 584.05 2.14 0.38 0.53
756.54 584.27 2.36 0.42 0.54
764.11 584.44 2.53 0.45 0.55
771.24 584.68 2.77 0.50 0.57
778.13 584.84 2.93 0.52 0.57
785.01 585.07 3.16 0.57 0.59
791.78 585.28 3.37 0.60 0.60
798.67 585.46 3.55 0.63 0.61
805.55 585.64 3.73 0.67 0.62
812.44 585.94 4.02 0.72 0.64
819.32 586.27 4.36 0.78 0.66
826.09 586.32 4.41 0.79 0.66
832.65 586.60 4.69 0.84 0.68
838.46 586.66 4.75 0.85 0.68
843.97 586.98 5.06 0.91 0.70
849.47 587.17 5.26 0.94 0.71
854.89 587.83 5.92 1.06 0.75
860.40 587.75 5.84 1.04 0.75
865.90 587.94 6.02 1.08 0.76
871.41 588.18 6.27 1.12 0.77
876.92 588.18 6.27 1.12 0.77
878.94 588.18 6.27 1.12 0.77
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6.1 Introduction
Considering the large amount of solid-solution behaviour found to take place on sodium
insertion into tin, there is reason to believe that the sodium removal process may be different.
This is a common phenomenon amongst alloying materials; for example, both Li-Ge, and
Na-Sb demonstrate different mechanisms on charge and discharge.[96,129] Looking beyond
the first discharge (sodium insertion) for Na-Sn, a number of studies have investigated
the first charge and beyond. In 2012, Ellis et al. used operando xrd to conclude that,
with the possible exception of the formation of the first (lowest sodium content) phase on
discharge, the reactionmechanisms are completely reversible, i.e. that the charge mechanism
simply follows the inverse of the discharge.[106] A later operando tem study reached the same
conclusion, although they noted that the morphology of their nanoparticles had altered
significantly following sodium removal, whilst they started spherical, they presented an
irregular shape after charging.[107] The same authors suggest that the structure reconstruction
plays a significant role in the shape change. Baggetto et al. noted a consistent difference
in xrd peak intensities for analogous phases on charge and discharge.[41] They ultimately
attributed these differences to preferred orientation effects rather than structural changes.
Furthermore, they noted that the “amorphous” phase (approximately Na1.2Sn) produced
on discharge consisted of both amorphous and nanocrystalline components, whereas the
phase produced during charging contained only the amorphous component. Finally, two
later studies by Nam et al., using electrodeposited tin electrodes, and Cheng et al., using
tin nanoparticles prepared by NaBH4 reduction of SnCl2, reached similar conclusions to
the previous studies, again suggesting that the charge mechanism followed the reverse of
discharge.[128,134]
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In this chapter we seek to investigate the charging mechanism in greater detail. Whilst
the analysis of these phases reported in the literature so far has used xrd as its principal
technique, we focus instead on the use of local structural probes. Specifically, we aim to
identify any differences in the structures formed on sodium removal vs. sodium insertion
through a combination of pdf and ssnmr.
6.2 Experimental
Except were otherwise stated, all experiments were performed under ambient conditions.
6.2.1 Electrode Preparation
Electrode materials were prepared in an identical manner to section 5.2.1 on page 63.
6.2.2 PDF Analysis
Operando pdf measurements were performed at beamline I15-1 (XPDF) at Diamond Light
Source using a modified Swagelok cell adapted for X-ray transmission (Figure 2.4c on
page 10). Cells were prepared in an argon atmosphere glovebox (O2, H2O < 0.1 ppm)
using metallic sodium (Sigma Aldrich, 99.9%) as an anode. The electrolyte was 2m NaPF6
(Acros, 98.5%) in propylene carbonate (Sigma Aldrich, anhydrous) with 5 w.t.% fluoroethyl-
ene carbonate (FEC; Sigma Aldrich, anhydrous). The separator was borosilicate glass fibre
(Whatman, GF/A). Electrochemical measurements were performed using an Ivium-n-Stat
battery cycler. The cell was held at 5mV prior to the start of the experiment, the sodium
anode replaced, then galvanostatically cycled in the potential range 0.005–2V at a rate of
C/30 (based on the mass of tin, corresponding to 3.75 Na per Sn in 30 hours).
Measurements were taken using an X-ray beam of energy 76 keV (λ = 0.1631Å) and an
amorphous silicon area detector (Perkin Elmer) in order to gather data to large values of
momentum transfer.[110,111] Data were collected at 60 minute intervals, using a total exposure
time of 60 s per scan.
Background measurements were taken using identical cells, but without the active material
present. A Si standard was used to determine the sample geometry and the sample-to-
detector distance. The data were converted to a function of intensity vs. Q using dawn.[65]
Standard corrections (background, Compton scattering, detector effects) were applied, and
the data Fourier transformed to obtain G(r) using the software pdfgetx3.[135] Structural re-
finements were performed using the DiffPy-CMI complexmodelling infrastructure software.[88]
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Figure 6.1: (a) Electrochemistry data for a sodium–tin cell cycled at a rate of C/20 (corresponding
to achieving a capacity of 847mAhg−1 in 20 hours) between 2 and 0.001V (black line). Only the
charge data are shown. Observed electrochemical processes are indicated with arrows. (b) Differential
capacity data corresponding to the data shown in (a); discharge data for the same cell (Figure 5.1b
on page 67) is also included).
6.2.3 Solid-State NMR Spectroscopy
Measurements were performed in an identical manner to section 5.2.4 on page 65, with
the following exceptions: the electrolyte was 2m NaPF6 (Alfa Aesar, ≥99%) in propylene
carbonate (Sigma Aldrich, anhydrous) with 5 w.t.% Fluoroethylene carbonate (FEC; Sigma
Aldrich, anhydrous); and the cell was held at 5mV prior to the start of the experiment, then
galvanostatically cycled in the potential range 0.005–2.000V at a rate of C/30 (based on the
mass of tin, corresponding to 3.75 Na per Sn in 30 hours).
6.3 Results
6.3.1 Electrochemical Results
Figure 6.1a shows the experimental galvanostatic electrochemical profile obtained at a rate
of C/20 and a temperature of 55 ◦C. In agreement with previous reports, we observe multiple
electrochemical processes at potentials of approximately 0.13V, 0.26V, 0.54V, and 0.63V.
We denote these as processes C4, C3, C2, and C1, respectively, such that the designated
number for each process is the same as that for the discharge process that occurs at a similar
potential. These names will be used throughout the subsequent text.
6.3.2 Overview of Operando Results
Operando pdf and ssnmr data are shown in Figure 6.2. It is apparent from the pdf data
that there are three main regions during the charge phase: an period where the material is
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crystalline, followed by an amorphous region with no strong ordering beyond the first peak
at 2.96Å, finally a return to crystallinity is observed after all sodium has been removed. pdfs
obtained during the second discharge are similar to the first discharge (chapter 5) with four
main regions during sodium insertion.
Operando 23Na nmr spectra obtained during the first charge, second discharge and charge
are presented in Figure 6.2b. Peaks at −10ppm and 1140ppm are observed throughout
the measurement, and correspond to the NaPF6 electrolyte and the sodium metal counter
electrode, respectively. It is immediately obvious that sodium removal does not occur simply
through the reverse of the mechanisms by which sodium is inserted. During process C4, we
see the immediate disappearance of the peaks at −260ppm (corresponding to Na15+xSn4)
and 180ppm (residual Na4.75Sn2), and the appearance of a peak at 220ppm. During process
C3, the peak at 220ppm shifts to 265ppm, without any significant changes in peak shape.
Following this (process C2), the peak at 265ppm disappears and is replaced by a sharp
peak at 43ppm, which itself disappears during the final process (C1). During the second
discharge, the same features are observed as in the first discharge. The second charge results
in the same features as the first charge. Those peaks with a shift with magnitude greater than
100ppm result from a Knight shift, which is indicative of metallic character of the material
(section 2.3 on page 25).[78]
6.3.3 Process C4
Our previous work (chapter 5) has confirmed the final discharge (sodium insertion) product
to be Na15+xSn4. Unfortunately, experimental constraints at the beamline prevented the
full conversion of the cell used for pdf measurements, the measured material being only
approximately 16% Na15Sn4; there is also a trace amount of Na4.75Sn2 remaining in the cell
used for nmr measurements.
Upon discharge, we found that a range of structures of the form Na5-xSn2 (R3¯m) formed at
these potentials. This structure consists of tin dumbbells separated by sodium in two of the
three crystallographic directions. By moving the dumbbells closer or further apart, different
amounts of sodium can be accommodated. Crystallographically, this occurs by changing the
occupancy of one of the three sodium sites (see Figure 5.14a on page 84 for an example of
this). We found evidence for this occurring electrochemically through changing nmr shifts,
finding (through comparison with pdf refinements) that higher shifts resulted from lower
occupancies. The shift of the nmr peak formed during this process was found to be greater
than those formed on the analogous discharge processes (220ppm vs. 180–202ppm). Our
nmr data would therefore suggest that the mechanism for this electrochemical process could
be explained by a transformation from Na15+xSn4 to Na5-xSn2 with x >0.6. A refinement of a
frame from our operando pdf data (Figure 6.3) performed whilst allowing the occupancy of
this site to vary supports this, suggesting, in fact, that there is no sodium present on this site
(i.e. x = 1). We therefore propose that this electrochemical process results in the conversion
of Na15+xSn4 into Na2Sn).
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Figure 6.2: Operando measurements for electrochemical cells with sodium metal and tin electrodes,
and a NaPF6 electrolyte. (a) pdfs obtained during the first charge and second discharge are vertically
offset in time; the colours correspond to the points shown on the electrochemical curve. (b) 23Na
nmr spectra obtained during the first charge, second discharge and second charge, aligned with
the corresponding electrochemistry (c). Strong features corresponding largely to the electrolyte or
metal have been truncated for clarity. Spectra are coloured in the region −500–1000ppm according
to their intensity. Selected regions are highlighted above, where the colours now correspond to the
points shown on the electrochemical curve. The cells were cycled at a rate of C/30 (corresponding to
achieving a capacity of 847mAhg−1 in 30 hours) between 2–0.001V, and held at the end of the first
discharge prior to taking the pdf and nmr measurements. Gaps in the pdf data (a) occurred when
the beamline was unable to collect data.
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Figure 6.3: (a) A projection of the Na2Sn structure (a special case of the Na5-xSn2-type structures)
viewed down the a-axis. Sodium atoms are shown in yellow, tin in grey, the unit cell is shown as a
dashed black line. (b) Fit of the pdf corresponding to the first frame obtained during this process
over the range 0–50Å (Rw=0.21). Raw data are shown as black circles, the fit is shown as a red line,
and the difference is shown as a green line offset below.
6.3.4 Process C3
During process C3, we see a shift in the nmr resonance by 45ppm to 265ppm. The relative
similarity of the shift being indicative of only minor changes to the local sodium environments.
Based on the previous discussion (section 6.3.3) we might expect this further shift towards
higher frequencies to result from the further removal of sodium from the Na5-xSn2 (R3¯m)
structure. However, the only site that has been found to have a variable occupancy is already
devoid of sodium atoms. Our pdf data reveal a distinct loss of crystallinity during this stage
of the charging mechanism. A single sharp peak at 2.96Å is observed, with broad features
at approximately 5.85Å, 8.4Å, 9.8Å, 12.0Å, and 14.1Å. The pdf returns to the baseline
beyond approximately 16Å. Preliminary refinements of structures based on Na2Sn with
a spherical particle diameter of approximately 10Å or less (Figure 6.4) suggest that the
dumbbell motif is maintained (consistent with the nmr data), with some segregation of the
sodium and tin atoms into distinct layers.
The shifting peak in the nmr could be indicative of a solid-solution type mechanism for this
process. In order to test for this, intermediate data sets of this process were modelled using
linear combinations of the end member data sets (Figure 6.5a). In principle, this can determ-
ine whether there are any other structures formed during this phase of the electrochemistry
and / or significant changes to the structure of the phases that are formed in a solid-solution
type mechanism. Each pdf was modelled by minimising x in the following equation:∑
a
[Gi(ra)− (xG1(ra) + (1− x)Gn(ra))]2 (6.1)
Where G1(r), Gn(r), and Gi(r) correspond to the first, last, and ith pdf obtained during this
process. The results show that all intermediate frames can be well modelled with a simple
linear combination. As the pdf is strongly weighted towards the tin positions (tin having
significantly more electrons than sodium) this suggests that the solid-solution behaviour
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Figure 6.4: (a) A projection of the Na2Sn-derived cluster used to fit the pdf in (b) viewed down the
b-axis. Sodium atoms are shown in yellow, tin in grey. (b) Fit of the pdf corresponding to the first
frame obtained during this process over the range 0–20Å (Rw=0.31). Raw data are shown as black
circles, the fit is shown as a red line, and the difference is shown as a green line offset below.
suggested by the nmr is primarily due to the positions of the sodium atoms, the tin positions
being well explained by a two-phase reaction mechanism. We therefore propose that during
this process Na2Sn transforms into an amorphous phase consisting of tin-tin dumbbells with
approximate composition Na≈1.5Sn, the sodium content of this amorphous phase can change
in a solid-solution type mechanism.
6.3.5 Process C2
Whilst our nmr data reveal a striking change during process C2 — the peak at 265ppm
being replaced by a sharp peak at 43ppm — our pdf data suggests a much more subtle
difference between the structures at the start and end of the process. Throughout this
phase of the electrochemistry, the structure remains amorphous, with no notable correlations
beyond approximately 15Å; pdfs corresponding to the structures present at the beginning
and end of this process are shown in Figure 6.6a. From DFT calculations, it is known that
in the compositional range possible at this point in the electrochemistry, there is only one
stable phase, NaSn (Figure 5.1a on page 67). NaSn consists of tin tetrahedra; whilst it is
clearly kinetically unfavourable to form NaSn as a crystalline phase, it is possible that the
amorphous tin-tin dumbbells could rearrange into tetrahedra during this process. The nmr
peak at 43ppm is within the expected region for tetrahedra (Figure 5.10 on page 80), and
its unusual sharpness suggests a high degree of local ordering.
In order to test for the presence of tin tetrahedra, we prepared a model consisting of 8 such
tetrahedra arranged on the corners of a cube. We calculated the reduced structure function
F(Q) for this model using the Debye equation, and the real-space pdf as its Fourier transform
(see section 2.2.2 on page 19 for more details on the calculation method). We then refined
the tin-tin bond length, the centre and orientation of each tetrahedra along with delta1 (low-r
peak sharpening parameter) and inter- and intra-tetrahedron isotropic thermal displacement
parameters (the latter using the method outline by Billinge et al.).[91] Results are shown in
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Figure 6.5: pdfs obtained during electrochemical process (a) C3 and (b) C2 fitted using a linear
combinations of the pdfs from the start and end of the respective process. Black points correspond
to the raw data, red lines to the fitted data. Inset: A close-up of the fit to the pdf obtained halfway
through process C2 showing some deviation from two-phase behaviour. Black points correspond to
the raw data, red lines to the fitted data, the green line offset below represents the difference.
Figure 6.7. In this preliminary model, there are no sodium atoms present; this may account
for some of the discrepancies between the model and the experimental data. Nevertheless,
it is clear that the data are adequately modelled using tetrahedra. Further work is needed
to identify the likely location of sodium atoms within this model.
The electrochemical profile during this process is notably more sloping than the preceding
processes. It is notable that previously reported electrochemistry data on very thin films
also shows this behaviour,[41] suggesting that this is not simply a result of sluggish kinetics in
our experimental setup. Typically sloping processes would indicate solid-solution behaviour.
However, there are no peaks which shift significantly during this process in our nmr data. It
is, however, possible that such a shift could be lost in the broad features inherent in static
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Figure 6.6: (a) A comparison of the pdfs for the amorphous phases formed at the end of processes
C3 (blue) and C2 (red). (b) A comparison of pdfs for the amorphous phases formed on (blue) first
discharge and (red) second discharge.
100
Sodium Removal Effects in Tin Anodes Results
(a)
0 2 4 6 8 10 12 14 16 18 20
r / Å
G
(r
)
Data
Fit
Difference
(b)
0 5 10 15 20 25
Q / Å−1
F(
Q
)
(c)
Figure 6.7: (a) The model of tin tetrahedra arranged on an approximately cubic lattice that was used
to fit (b) and (c). The dashed lines join the centres of the tetrahedra. (b) Fit of the pdf corresponding
to the first frame obtained during this process over the range 0–20Å (Rw=0.32). (c) Fit of the reduced
structure function F(Q) corresponding to the first frame obtained during this process over the range
1–24Å
−1
(Rw=0.41). Raw data are shown as black circles, the fit is shown as a red line, and the
difference is shown as a green line offset below.
ssnmr if it were sufficiently small, or that the change from a metallic phase to a diamagnetic
phase has masked this information. We thus repeated the linear combination fitting used in
process C3 for the pdf data obtained during this process. Results are shown in Figure 6.5b.
Whilst the overall fit is good, there are some discrepancies between the measured data and
the linear combination fit, particularly around halfway through the process. This may be
evidence of solid solution behaviour, or of another intermediate phase; further work will be
needed to confirm this.
6.3.6 Process C1
The final process on charge sees a return to the crystalline β-Sn structure (Figure 6.8).
There are no notable distortions from the structure at the start of discharge. nmr data reveal
only two regions of intensity: sodium metal at 1140ppm and the electrolyte at −10ppm.
The electrolyte signal is notably broader than at the start of discharge, we attribute this to
electrolyte breakdown to form the sei layer resulting in additional diamagnetic contributions
to the signal at similar shifts to the electrolyte. This confirms that no sodium–tin phases
remain in the electrode following the completion of charging.
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Figure 6.8: Fit of the pdf corresponding to the top of charge using a β -Sn model over the range 0–50Å
(Rw=0.18). Raw data are shown as black circles, the fit is shown as a red line, and the difference is
shown as a green line offset below.
6.3.7 Beyond the First Cycle
Looking to the second discharge and beyond, we note that the return to a structure identical
to the starting material means that it is unlikely that a different mechanism is followed on
the second and subsequent cycles to the first. To confirm this, we collected pdf data for the
second discharge, and nmr data for the second discharge and second charge (Figure 6.2).
Unfortunately, software crashes at the beamline prevented some pdf data being saved during
the initial stages of the second discharge. Both datasets are consistent with the data obtained
for the first cycle. This is most obvious from the nmr data where it is clear that the peaks
appear in the same places and shift in the same manner. It is also the case for the pdf data;
an example is presented in Figure 6.6b where the most disordered phases from the first and
second discharge are plotted together — a complex two-phase amorphous and crystalline
structure discussed in section 5.3.6 on page 75.
6.4 Discussion
Based on our pdf, xrd, ssnmr measurements and theoretical calculations, we propose the
following charge mechanism for the sodium–tin system):
Process C4: Na15+xSn4 −−→ Na2Sn
Process C3: Na2Sn −−→ a-Na≈1.5Sn
Process C2: a-Na≈1.5Sn −−→ a-NaSn
Process C1: a-NaSn −−→ Sn
The first step in the sodium removal mechanism sees the reformation of tin-tin dumbbells
from the isolated tin atoms in Na15Sn4 (and oversodiated forms). The particular structure
formed is of the same type as those seen on discharge, however, a lower sodium content is
found. Na2Sn is found further from the convex hull than Na5Sn2, however, this difference is
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only slight (0.14 eV).[136]
It is likely that on discharge the thermodynamic penalty of breaking the tin-tin bonds out-
weighs the difficulty in adding more sodium ions to the structure initially formed. Similarly,
during charging, the system seeks to reform the tin-tin bonds as soon as possible, resulting in
the nucleation and growth of the metastable phase with a lower sodium content (requiring
less atomic reorganisation). This suggests that there may be some variation in the stoi-
chiometry of this phase based on kinetic factors governed by the experimental setup, i.e. that
setups with faster kinetics may favour the slightly more stable stoichiometries with higher
sodium content.
Following the formation of Na2Sn the system becomes amorphous, and remains that way
until crystalline β-Sn is reformed at the top of charge. This is kinetically driven, the only
stable crystalline phase at these compositions is NaSn— a phase with a low atomic mobility as
evidenced by a high melting-point and low electrical conductivity.[132] We initially observe the
retention of tin dumbbells, with the breakdown of long-range ordering a result of the removal
of sodium from the structure, and kinetic difficulty in rearranging to the thermodynamically
stable crystalline phase. Subsequently, the dumbbells rearrange into tetrahedra. Given that
tetrahedra form the building block of NaSn, this is thermodynamically driven. Interestingly,
the voltage calculated using crystalline NaSn (tetrahedra) for this process is 0.4 V, whereas
that for the amorphous NaSn phase found on discharge (more chain-like connectivity) is
0.28V.[136] The former being closer to the charge potential for this process and the latter
closer to discharge. Whilst overpotentials play an important role in the difference between
(dis)charge potentials, this is further evidence for the primary connectivity of this phase
being tin tetrahedra.
Unusually for an alloying system, the insertion and subsequent removal of sodium ions
from the structure does not result in an amorphous material. At the end of charge, we
see a return to the crystalline starting material β-Sn. This is in contrast to other such
systems, e.g. Li-Si,[114], Li-Ge,[129] and Na-Sb.[96] This means that the active material at
the start of each cycle is identical, explaining the observation that subsequent cycles seem
to follow the same sodium insertion / removal mechanisms. However, the propensity for
forming crystalline phases, and the high number of kinetically driven transformations on both
discharge and charge are suggestive of low sodium ion mobility. This is a likely reason for the
comparatively poor rate capability of tin when compared to systems, such as Na-Sb, where the
crystalline starting material does not reform.[42] This implies that significant work is required
optimising the electrode formulation if tin, or tin-based, anode materials are to become
viable. Much of this work is already ongoing, for example, tin nanofibres performmuch better
than the bulk metal, able to retain 776.3mAhg−1 after 100 cycles vs. 125.3mAhg−1 after
40 cycles for the bulk material.[137] Nanocompositing with carbon, has also been effective,
having been shown to allow for a stable capacity of 415mAhg−1 after 500 cycles at a rate
of 1000mAg−1.[138]
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6.5 Conclusions
The charge process of tin anodes was determined using operando pdf and ssnmr. We note
in particular the formation of two distinct amorphous phases linked by an amorphous-to-
amorphous phase transition. The first such phase bears a strong similarity to the crystalline
Na2Sn phase from which it forms. It consists of tin-tin dumbbells, separated by disordered
sodium layers. The second phase has a local structure that tends more towards the thermo-
dynamically stable crystalline NaSn phase. The principle tin-tin connectivity is tetrahedra,
this strong local ordering giving an unusually sharp feature in our ssnmr spectra. Finally,
we note that (similarly to the discharge mechanism) many of these transformations seem to
lie under kinetic, rather than thermodynamic control. This suggests that optimisation of the
electrode formulation will be vital to improve the rate-performance of tin anodes. Further
work is necessary to confirm the structures formed, in particular, further pdf simulations
and 119Sn ssnmr measurements will help confirm the connectivity in the amorphous phases.
Additional refinements of pdf data obtained during processes C3 and C2 could also provide
further insights into possible solid-solution behaviour.
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The major objective of this thesis was to gain a better understanding of the mechanisms by
which sodium inserts into different anode materials. To that end, two systems were chosen
for study: hard carbons represent the anode material that is closest to commercialisation,
yet the sodium insertion mechanism is still widely debated. Secondly, tin represents one of
the highest capacity anode materials, its numerous electrochemical features suggesting an
interesting (dis)charge mechanism. It has previously been shown that both of these systems
proceed through disordered phases, and as such, we chose to focus on local structure probes
for our structural characterisation. Furthermore, to avoid relaxation effects in metastable
intermediates, much of this work used operando methods.
Chapter 3 presented operando 23Na nmr data, demonstrating that sodium inserts into hard
carbon in a two-phase mechanism. Initially, we see a single resonance close to 0ppm, which
is consistent with charge localisation, presumably near defects. At lower voltages, the ions
become progressively more metallic, forming Na clusters or domains with coherence lengths
of > 10Å (as determined by ex situ pdf). pdf data further revealed that the graphene-like
fragments exhibit significant curvature.
This work was expanded upon in chapter 4. Here, we looked at a number of different
carbons, both commercially made and synthesised through the pyrolysis of glucose. We used
a novel method to fit pdf data for the pristine materials: using curved aperiodic, stacked
graphene layers to generate the simplest model (fewest number of atoms) that explains
all features of the data. We then linked the different structural features to differences in
the synthesis of the carbons. Operando measurements on the carbons demonstrated clearly
the expansion of the shortest carbon-carbon bonds during the first electrochemical process,
occurring simultaneously with the appearance of a new discorded phase in the pdf data.
We further presented compelling evidence for the formation of sodium nano-clusters during
the second process in the form of differential pdf data, which is almost identical for that
calculated for sodium metal.
Chapter 5 presented an analysis of the discharge mechanism for tin anodes. We found sodium
insertion to begin by conversion into NaSn2, an interesting phase consisting of stanene layers
separated by sodium ions. This conversion was not found to be simply a two-phase reaction,
proceeding instead by an intermediate similar to NaSn2, but with lower symmetry by virtue of
containing some tin atoms within the sodium layers. Following this, we usedrmc refinements
of ab initio md models to determine some structural features of the amorphous phase which
forms next. We found that it consists primarily of chains of tin atoms, confirming this
connectivity by means of 119Sn nmr. We also used our pdf data to demonstrate that some
exfoliation of any remaining NaSn2 occurs in this region. The next process was found to
result in the formation of structures of the form Na5-xSn2. Detailed pdf refinements revealed
evidence of solid-solution behaviour via a continual increase in occupancy of a single sodium
site within the structure during this region of the electrochemistry. Finally, we observed the
formation of Na15Sn4, and presented
23Na nmr evidence for the possibility of further sodium
storage as an off-stoichiometry phase Na15+xSn4, by drawing analogies to the lithium–silicon
105
Conclusions and Future Work
system.
The sodium removal (charge) process was investigated in chapter 6. We found significant
differences from the discharge mechanism that have not previously been reported. Initially
we see the conversion from Na15Sn4 to a similar Na5-xSn2 dumbbell phase to that found on
discharge. However, in this case both pdf and nmr data suggest no occupancy of the sodium
site previously found to vary, i.e. Na2Sn stoichiometry. Following this, the structure loses
all long-range order. The resulting structure has significantly different local-ordering to the
disordered phase found on discharge. We proposed that the major connectivity is tin-tin
dumbbells owing to the similarity of the nmr shift to the previous phase, preliminary pdf
refinements were shown to support this. A second amorphous phase is then found with lower
sodium content. Its diamagnetic nature, and unusually sharp nmr peak, suggesting that
the immediate connectivity is tin tetrahedra as found in the only thermodynamically stable
phase around this composition. Further support of this came in the form of pdf refinements
of tin tetrahedra arranged on a distorted primitive cubic lattice. This model was found to
give a good fit to our data, discrepancies being attributed to a lack of sodium atoms in the
model. Finally, we see a return to β -tin, with no crystalline intermediate analogous to NaSn2
being found.
Overall, we have demonstrated the success of pdf and nmr as local structural probes for
the analysis of complex electrochemical behaviour. Further work is necessary to expand the
analysis of the sodium-hard carbon system to additional carbons, and to provide further
evidence in support of, or against, the proposed mechanisms for sodium insertion. The tech-
niques developed, in particular the notion of an amorphous analogue to a unit cell, could
then be applied to other carbon based materials, for example the higher surface area carbons
typically used in supercapacitors. The suggested mechanism for charging tin anodes also
requires further confirmation; nmr measurements could confirm the proposed tin coordin-
ation, which would assist in more detailled modelling of the pdf data already acquired. In
addition, the metastability observed in some of the sodium–tin alloys upon removal of the
applied current, has not been investigated in detail. For practical applications of battery
materials, understanding of these relaxation processes is particularly important as batteries
are not typically subject to a continuous current drain outside of research. Furthermore,
there are many more systems that exhibit complex behaviour precluding analysis by conven-
tional techniques. For example, binary and ternary alloys are frequently reported to improve
on the electrochemical performance of their single component cousins, but often lack any
long-range order following electrochemical reactions. A focus on local structural techniques
will prove vital to understand how they work, and ultimately in designing new materials
with improved functionality.
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