Introduction
, where σ denotes the usual Lebesgue surface measure on ∂Ω, it is nowadays classical to define the Neumann boundary conditions associated with the operator Δ p , given by |∇u| p−2 ∇u · ν = g on ∂Ω, and the Robin boundary conditions, |∇u| p−2 ∇u · ν + γ|u| p−2 u = g on ∂Ω, where g is a given function on ∂Ω. Here ν denotes the outer normal vector at ∂Ω. We call |∇u| p−2 ∇u · ν the p-normal derivative of u so that the 2-normal derivative, ∇u · ν, coincides with the classical normal derivative of u. A realization Δ N p and Δ R p of the p-Laplace operator with zero (g = 0) Neumann and Robin boundary conditions, respectively, can then be defined directly, if Ω has a Lipschitz continuous boundary, or by using the method of proper, convex, lower semi-continuous functional if Ω is not smooth enough (see e.g. [2, 26] ).
The main concerns in the present article are the following: let p ∈ (1, ∞), 0 < s < 1 and Ω ⊂ R N a bounded open set with boundary ∂Ω of class C 1,1 .
• Find a suitable definition of an (s, p)-normal derivative of a function u defined only on Ω, so that as s ↑ 1, it converges to |∇u| p−2 ∇u · ν (the p-normal derivative of u mentioned above).
• Find an integration by parts formula for the fractional p-Laplace operator defined on Ω and acting on functions defined only on Ω and do not necessarily vanish at the boundary ∂Ω, that is, a formula comparable to (1.1) for the fractional p-Laplace operator.
• Define a realization in L 2 (Ω) of the fractional p-Laplace operator with fractional Neumann and Robin type boundary conditions. In the above items, we have insisted that the functions are defined only on Ω and do not necessarily vanish on ∂Ω. In fact, this makes the situation difficult to define the recently studied fractional Laplace operator.
For the convenience of the reader and in order to make the paper as self-contained as possible, we start by introducing the fractional p-Laplace operator. Let 0 < s < 1, p ∈ (1, ∞) and set , (1.2) where Γ is the usual Gamma function (see e.g. [3, 5, 7, 14, 17, 18] for the linear case p = 2). The fractional p-Laplacian (−Δ) We mention that even in the case Ω = R N , L p−1 (R N ) is different from the space L p−1 sp (R N ) introduced in [10, 11, 22] . In fact L p−1 (R N ) is the right space on which for every ε > 0, (−Δ) s p,ε u is well defined on R N and is continuous where the function u is continuous.
The linear fractional Laplacians being the generator of s-stable processes (Levy flights in some of the physical literature) are widely used to model systems of stochastic dynamics with applications in operation research, queuing theory, mathematical finance, risk estimate and others. Nonlocal models differ from the classical partial differential equation models in the fact that in the latter case interactions between two domains occur only due to contact, whereas in the former case interactions can occur at a distance. For more applications and details on these facts we refer to [3, 6, 9, [27] [28] [29] and the references therein.
As we have mentioned above, of concern in this article is to define a realization of the fractional p-Laplace operator with fractional Neumann and Robin type boundary conditions on open subsets of R N . Since the operator (−Δ) provided that the limit exists. In [17, 18] (1.6)
The fractional p-Laplace operator (−Δ) s p (for all p ∈ (1, ∞)) with the Dirichlet boundary condition has been investigated in [16, 21, 29] and the references therein. More precisely in [16] some spectral properties of a realization in L 2 (Ω) of this operator with Dirichlet boundary condition has been studied, in [21] s p with Dirichlet boundary condition have been obtained. Similar elliptic problems associated to general non-local operators defined on R N where |x−y| −N −sp is replaced by a general symmetric kernel K(x, y) have been recently studied in [10, 11, 22] . We notice that in [16, 21] , (−Δ) s p has been introduced without a normalized constant, but this is not restrictive in the framework considered there. Here we have introduced an explicit constant C N,p,s that coincides with the well-known constant C N,s in the linear case p = 2 contained in the above mentioned references. The justification of the constant C N,p,s is given in Remark 4.2 below. In fact the constant is needed to approach the classical p-Laplace operator as s goes to 1 (see e.g. [4, 14] ).
At our knowledge there is almost no reference (except the Ph.D Dissertation of Tang [25] where parabolic problems associated with the operator (−Δ) s Ω,p have been mentioned without going into details) where the regional fractional p-Laplacian (−Δ) s Ω,p has been deeply studied. We think that one of the reason is that there is no appropriate Green type formula associated with this operator when it acts on functions that are defined only on Ω and do not vanish on ∂Ω. An integration by parts formula is crucial and the main tool in the study of parabolic, hyperbolic and elliptic partial differential equations. We also mention that for a general open set Ω, we are not sure that an identity as the one in (1.5) can be established for functions defined only on Ω and do not vanish on ∂Ω. Indeed, lettingũ be an extension of such a function u (if it is possible) to all R N such that (−Δ) [5, 8, 18] and the references therein, by using some probabilistic approach and in [27, 28] by a direct method. The method of proper, convex and lower semi-continuous functional will be used to define a realization in L 2 (Ω) of (−Δ)
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where B N,s is an explicit constant and the boundary operator N 2−2s 2 u is defined for every z ∈ ∂Ω by
and n(z) denotes the inner normal vector to ∂Ω at the point z ∈ ∂Ω. We call the function N 2−2s 2 u, the (s, 2)-normal derivative of u. In fact, by [27] , (1.7) holds for every v ∈ W s,2 (Ω) and by [28] the constant B N,s = B s depends only in s (see also Remark 3.10 below).
In the present article we take inspiration from Guan and Ma's approach for the linear case p = 2 (see also [27] for a weak formulation) to obtain a general integration by parts formula for the quasi-linear operator (−Δ)
acting on functions that do not necessarily vanish on ∂Ω. With the help of the obtained integration by parts formula, we will be able to characterize completely the fractional Neumann and Robin type boundary conditions for the operator (−Δ) s Ω,p which are also consistent with the linear case p = 2. It turns out that if p ∈ (1, ∞), max{ 8) where C p,s is an explicit constant (see formula (3.20) below). If g ∈ C(∂Ω), then (1.8) means that for every z ∈ ∂Ω, The rest of the paper is organized as follows. In Sect. 2 we give some notation, introduce the function spaces and recall some known results as they are used to obtain our main results. In Sect. 3 we state the main results of the paper. In particular, we introduce and give some properties of the (s, p)-normal derivative of a function u. Section 4 contains some existence results and some estimates for (−Δ) s Ω,p u that will be used in the proofs of the main results. In Sect. 5 we prove the main results stated in Sect. 3. In the final section 6, we use the results obtained in Sect. 3 to define the realization in L 2 (Ω) of the regional fractional p-Laplacian with fractional Neumann and Robin type boundary conditions. 
Functional setup and notation
For p ∈ [1, ∞) and s ∈ (0, 1), we denote by
the fractional order Sobolev space endowed with the norm
.
For more information on fractional order Sobolev spaces we refer to [1, 14, 20, 27] and their references.
Let Ω ⊂ R N be an open set and δ > 0 a real number. We shall use the notation: 
An open set Ω ⊂ R N is said to be of class C 1,1 , if there exists a constant r 0 > 0 such that for every z ∈ ∂Ω, we can find a C 1,1 -function Γ z : R N −1 → R and an orthonormal coordinate system such that
It follows from (2.1) that for every z ∈ ∂Ω and y ∈ Ω ∩ B(z,
The following result is taken from [19 
2 ) and
In addition, we have that ρ ∈ C 2 (Ω δ0 ). Here, r 0 > 0 is the constant specified in (2.1).
For r, t > 0 we denote by B(r, t) the usual beta function defined by
The following inequalities will be useful. Let a > 0, b > 0 and 1 < α < 2. Then
If a, b ∈ R and q ≥ 1 (see e.g. [21] ), then
Main results
Before, we state the main results of the paper, we need first to introduce the (s, p)-normal derivative of a function u and give its properties. 
where ∂u ∂ν (z) is the normal derivative of u at the point z. We have shown that the (1, p)-normal derivative of u coincides with the p-normal derivative mentioned in the introduction. Moreover, it follows from (3.1) that if u ∈ C 1 (Ω), then N α p u(z) = 0 for every 0 < α < 2, z ∈ ∂Ω and p ∈ (1, ∞). Let β > 0 be a real number. It follows from Lemma 2.1 (see also [17] ) that, there exist a constant δ > 0 (depending on Ω) and a function h β ∈ C 2 (Ω) (depending on Ω and β) such that
Next, for k = 1 or k = 2, we define the space
where h β ∈ C 2 (Ω) has been given in (3.3) . When β ∈ (1, ∞), we assume that the function u ∈ C k β (Ω) is defined on Ω by continuous extension. Since Ω is smooth, we have that C 
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β (Ω) and δ > 0 small enough. Let z ∈ ∂Ω, 0 < t < δ and x = z + t n(z). Then x ∈ Ω δ and x → z if and only if
A simple calculation gives
Note that
It follows from (3.6) that
Since f, g ∈ C 1 (Ω), we have that
It follows from (3.7) and (3.8) that
and we have shown (3.4). Now, let β = 1 and
Proceeding as above we get the identity (3.5) and the proof is finished.
The following result gives a second characterization of N 2−β p . 10) and if β = 1, then for every z ∈ ∂Ω,
Therefore,
Let δ > 0 be small enough, z ∈ ∂Ω, 0 < t < δ and let x = z + t n(z). Then x ∈ Ω δ and t ↓ 0 if and only if x → z. Using Lemma 3.3, we get that if
Similarly we get that
We have shown (3.10) and (3.11). The proof of lemma is finished.
Next, we give a third characterization of N
. Using (3.4), we get that
ρ(x) β−1 .
for some η in the line segment from x to z (by using the generalized mean value theorem), we have that
Since g ∈ C 1 (Ω) and 2 − β > 0, we have that
It follows from (3.13) and (3.14) that
and we have shown (3.12) for 1 < β < 2. Now, let β = 2 and u ∈ C 1 (Ω). By (3.2) ,
We have to prove that
We have shown (3.12) for β = 2 and this completes the proof of the lemma.
Remark 3.6. It follows also from (3.12) that, if 1 < β < 2 and
We conclude this subsection with the following useful result. 
β (Ω) and z ∈ ∂Ω. Then for any unit vector θ such that n(z), θ > 0, we have
Now (3.15) follows from (3.16) by using (3.7).
The integration by parts formula
Throughout this subsection without any mention, Ω ⊂ R N denotes a bounded open set of class C 1,1 with boundary ∂Ω. We have the first integration by parts formula which is valid for smooth functions.
The fractional Green formula associated with the operator (−Δ) s Ω,p is given in the following theorem. 18) where
is the boundary operator defined in (3.1), the constant B N,p,s is such that 19) and the constant C p,s is given by If N ≥ 2, then using polar coordinates and a change of variable, we get that
Replacing (3.21) into (3.19) and using the expressions of C 1,p,s and C N,p,s given in (1.2), we get that B N,p,s = C p,s given in (3.20) and hence, it does not depend on N . We think that a careful calculation of C p,s will give a constant that does not depend on p and depends only on s. Since this is not the main concern of the present paper, we will not go into details. We also mention that we have chosen our constant C N,p,s in (1.2) in a way such that
and C N,2,s coincides with the known constant in the linear case p = 2 included in any reference on this topic. 22) where for every z ∈ ∂Ω, 
Remark 3.13. We make some comments about the Green formula given in Theorem 3.9.
(a) The identity (3.18) for the case p = 2 has been proved in [17, Theorem 3.3] under the assumption that v also belongs to C 2 β (Ω). The case v ∈ W s,2 (Ω) is obtained by a simple density argument (see e.g. [27] ). The identities (3.22) and (3.23) in the case p = 2 are contained in [27] . We notice that the left-hand side integral in (3.18) makes sense since v ∈ W s,p (Ω), and 
0 (Ω), and hence, there will be no boundary integral in the right hand side of (3.18). Moreover, in that case, it is easy to show that for every u ∈ W s,p
, we have that in (3.18) there will be no boundary term when the function u is smooth. This is surprising if one compares with the classical Green formula for the p-Laplace operator given in (1.1) where the boundary terms exist and are well defined for smooth functions. But there is an explanation. Since the operator (−Δ) s Ω,p is non-local, then the values of (−Δ) s Ω,p u(x), no matter how far dist(x, ∂Ω) is, is always effected by the values of u and its first order derivatives near the boundary. Consequently if u and its first order derivatives are uniformly bounded on Ω (which is the case for functions in C 1 (Ω)), then the integrals
|x−y| Np2s dxdy have accumulated enough the effect of the values near the boundary and hence, there is no extra boundary term appearing in (3.18) . However, if the first order derivatives of u are not uniformly bounded, then either (−Δ) s Ω,p u does not exist, or in the integration by parts formula we must add a term reflecting the singularity of the first order derivatives near the boundary. 
Let K : Ω × Ω → R be measurable, symmetric and there are two constants 0 < λ ≤ Λ such that
Let the operator L Φ,Ω be formally given by
We think that our method can be used to find the corresponding result in Theorem 3.9 for the operator L Φ,Ω . Such a result cannot be deduced directly from our theorem and needs a careful study. This will be done in a forthcoming investigation. Finally we mention that elliptic problems associated with L Φ,R N and satisfying the Dirichlet boundary condition on R N \Ω have been recently studied in [10, 11, 22] .
Existence and some estimates of (−Δ)
provided that the limit exists. The main concern here is to prove the following theorem which is the main result of this section.
To prove the theorem, we need some preparation.
Remark 4.2. Let Ω ⊂ R
N be an open set and K ⊂ Ω a compact set. It is well-known that there exists a constant R K > 0 such that
In that case for x ∈ K, B(x, R K ) is the so-called Lebesgue ball.
Next, we give some existence results and some estimates. 
, using the mean value theorem, we have that for x ∈ K, z ∈ B(x, R K ), there exist ξ ∈ Ω K in the line segment from x to x + z and η ∈ Ω K in the line segment from x to x − z such that
Using these identities and (2.5) we get that
and we have shown (4.1). (b) Let 1 < p < 2. Since the function t → |t| p−2 t is globally (p − 1)-Hölder continuous, then with the same notation as in part (a), we get that
We have shown (4.2) and the proof of lemma is finished.
Then the following assertions hold. and assume that u ∈ C 0,α (Ω) for some α satisfying α(p − 1) > ps. Then for x ∈ Ω, we can take t > 0 such that
Let 0 < ε < δ < t and x ∈ Ω. Using polar coordinates, we get that
We have shown that (−Δ) t we can find 0 < τ < t such that
If u ∈ C 1,α (Ω), then for every compact set K ⊂ Ω t , we can find 0 < τ < t and G α > 0 such that (4.5) holds for all x ∈ K. Next let 0 < ε < δ < τ 
Using a change of variable, (4.1) and polar coordinates, we get that for
Since the compact K was arbitrary we get the same conclusion as in the assertion (a). 
|(−Δ)
(a) Let p ≥ 2 and
u(x), u(z)) be as in (4.6). Using a change of variable, (4.1) in Lemma 4.3 and the fact that |u(x) − u(y)|
We have shown (4.7). It follows from (4.7) that (−Δ) 
and we have shown (4.8). It follows also from (4.8) that (−Δ) s Ω,p u is bounded on Ω δ for every δ > 0. The proof of lemma is finished.
Lemma 4.6. Let R
Since w β is of class C 2 in a neighborhood of x and w β ∈ L p−1 (R N ), it follows from Proposition 4.4 that the limit exists. Let e N = (0, . . . , 0, 1) ∈ R N . Using the change of variable x N z = y − (x, 0) we get that 
Hence,
Using a changing of variable, we get that
dtdξ.
Using polar coordinates and the change of variable τ = r 2 /(r 2 + 1) we get that
where we recall that B denotes the usual Beta function and ω N −1 is the (N −2)-dimensional Lebesgue measure of the unit sphere in R N −1 . Let ε ∈ (0, 1). Calculating and using a changing a variable we get that 
Since p − sp > 0 and
then taking the limit of both sides of (4.10) as ε → 0, we get that
This implies that lim ε→0 |R ε | = 0 and hence,
Since sp − (β − 1)(p − 1) − 1 = 0, the preceding identity implies that
We have shown that (−Δ)
, that is, (4.9) holds. The proof of lemma is finished.
We mention that Lemma 4.6 in the case p = 2 has been proved in [ Let Γ z0 be the function defined on ∂Ω near the point z 0 given in (2.1). Since ∂Ω is of class C 1,1 , it follows that there exists a constant k 1 > 0 such that 
Let ε > 0. Since ρ(x) = x N , we have the following estimates:
, then using (4.9) in Lemma 4.6, the first inequality in (4.13) and the fact that the function t → |t| β−1 is globally (β − 1)-Hölder continuous, we get that 
where we have also used that |x − y| ≥ ρ(x) + r 2 , y ∈ A which follows from the fact that |x − y| ≥ r and |x − y| ≥ ρ(x) for y ∈ A. Now we estimate the second term in the right hand-side of (4.15). Using (4.14), (2.4) and the second inequality in (4.13), we get that
Combining (4.15), (4.16) and (4.17) we get the estimate (4.11) and the proof is finished.
We have the following result.
Then u β satisfies the estimate (4.11).
Proof. We first mention the following fact. Let p ∈ (1, ∞), 0 < s < 1 and let u, v be two functions such (−Δ)
Using (4.18) we obtain that
s Ω,p ρ β−1 exist and satisfy the estimate (4.11), then by (4.19) , it suffices to show that the function
|x − y| N +ps dy satisfies the estimate (4.11). We omit the proof since it follows the lines of the proof of Lemma 4.7.
Now, we are ready to give the proof of the main result of this section. 
Using (4.20) and (4.11) we get that
Now (4.21) together with the fact that |(−Δ)
The proof is finished.
In Theorem 4.1 we notice that in general (−Δ)
Proofs of the main results
In this section we give the proofs of the main results stated in Sect. 3.
Proof of Theorem 3.8. Let
It follows from Theorem 4.1 that (−Δ) To prove Theorem 3.9, we need a preliminary lemma and a density result. 
Let y ∈ [0, 1] be fixed. We would like to have an expression of the derivative w (x) for x ∈ (0, 1]. Calculating we get that for every x ∈ (0, 1],
Using the function w and (5.2) we get that
Using Fubini's Theorem, we get that, 
where
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dy . 
(5.10)
Using (5.9) we obtain that 
. Hence, we can verify that I 3 exists and lim δ↓0 I 3 = 0. We have shown that J, I 1 , I 2 and I 3 are finite and that
(5.12)
Taking the limit of (5.11) as δ ↓ 0 and using (5.12) we get that
where we recall that C p,s is given in (3.20) . We have shown (5.1) and the proof is finished.
Next, we give a density result. Proof. We show first that
. We have to prove that
we have that (5.13) holds for every u ∈ C 1 (Ω). Therefore we have to prove (5.13) for functions u of the form u = fh β with f ∈ C 1 (Ω). Let then u = fh β for some f ∈ C 1 (Ω). Then
it suffices to show that
It follows from (3.17) in Theorem 3.8 that
14)
It follows from (2.4) and the fact that ρ is Lipschitz continuous, that there is a constant C > 0 such that 
and using a changing of variable, we get that,
Combining (5.14), (5.15) and noticing that (−Δ)
, we obtain the estimate (5.13). Hence, 
. . , N − 2, and 0 < θ N −1 < 2π. We shall write 
