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ABSTRACT
We calculate durations and spectral parameters for 207 Swift bursts detected by the BAT instru-
ment from April 2007 to August 2009, including 67 events with measured redshifts. This is the first
supplement to our catalog of 425 Swift GRBs (147 with redshifts) starting from GRB 041220. This
complete and extensive data set, analyzed with a unified methodology, allows us to conduct an accu-
rate census of intrinsic GRB energetics, hardnesses, durations, and redshifts. The GRB world model
we derive reproduces well the observables from both Swift and pre-Swift satellites. Comparing to
the cosmic star formation rate, we estimate that only about 0.1% of massive stars explode as bright
GRBs. There is strong evidence for evolution in the Swift population at intermediate and high-z, and
we can rule out (at the 5-sigma level) that this is due to evolution in the luminosity function of GRBs.
Instead, the Swift sample suggests a modest propensity for low-metallicity, evidenced by an increase in
the rate density with redshift. Treating the multivariate data and selection effects rigorously, we find
a real, intrinsic correlation between Eiso and Epk (and possibly also Tr45,z); however, the correlation
is not a narrow log-log relation and its observed appearance is strongly detector-dependent. We also
estimate the high-z rate (3 − 9% of GRBs at z beyond 5) and discuss the extent of a large missing
population of low-Epk,obs XRFs as well as a potentially large missing population of short-duration
GRBs that will be probed by EXIST.
Subject headings: gamma rays: bursts — methods: statistical — Gamma-rays: general
1. INTRODUCTION
The Swift satellite (Gehrels et al. 2004) has trans-
formed the study of Gamma-ray Bursts (GRBs) and their
afterglows. Our knowledge of the early X-ray afterglows
has increased tremendously due to the dramatic success
of the X-ray Telescope (XRT; Burrows et al. 2005). How-
ever, our understanding of the prompt emission proper-
ties has lagged. This is due in part to the narrow energy
bandpass of the Burst Alert Telescope (BAT; Barthelmy
et al. 2005), which precludes direct measurement of the
broad GRB spectra and tends to weaken any inferences
about the νFν spectral peak energy Epk,obs and the bolo-
metric GRB fluence.
In the first installment of our “Complete BAT Cat-
alog of Swift GRBs and Spectra” (Butler et al. 2007,
hereafter Paper I), we treat these limitations of the BAT
in a statistically rigorous fashion and study tantalizing
pre-Swift correlations between the host-frame character-
istics of GRBs (e.g., Lloyd, Petrosian, & Mallozzi 2000;
Fenimore & Ramirez-Ruiz 2000; Norris, Marani, & Bon-
nell 2000; Schaeffer 2003; Amati et al. 2002; Lamb et
al. 2004; Ghirlanda, Ghisellini, & Lazzati 2004; Firmani
et al. 2006). A number of these potential log-log rela-
tions appear dramatically different in the Swift-era sam-
ple, with a broader scatter, and a shift in normalization
toward the detector threshold. From this, we concluded
that the origin of these correlations was tied more closely
to the detection process than to the intrinsic physics of
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GRBs.
We present here fits to the lightcurves and spectra of
additional Swift GRBs detected between April 17, 2007
and August 13, 2009, nearly doubling the overall sam-
ple. As summarized in Paper I and below, our analysis
is extremely uniform (nearly fully-automated), with well-
defined survey flux limits, and our fits allow for detailed
propagation of errors. These features are critical to the
estimate of GRB rates, the focus of the current work.
Our primary goal is to uncover, with realistic estimates
of uncertainty, the intrinsic GRB production rate as a
function of redshift ρ˙(z). To measure this quantity, it is
necessary to model the GRB luminosity function φ(L)
allowing for possible intrinsic and detection-based corre-
lations.
We derive a model that describes both Swift and pre-
Swift rates well as a function of hardness, duration, flux,
and redshift (Section 2). As we discuss in Section 2.6
below, we find a highly significant, intrinsic correlation
between Eiso and Epk; however, the observed correlation
has large scatter and is strongly instrument-dependent.
Figure 1 shows how the overall number of events observed
by Swift — and not just the correlation between observed
quantities — requires us to build temporal and spectral
dependences into modelling the luminosity function.
In the next section, we summarize the utility and his-
torical background behind making a plot like Figure 1.
We then discuss in Section 2.6 the models that success-
fully recreate the curves in Figure 1 and also the impli-
cations for the GRB luminosity function (Section 3.1)
and comoving rate density (Section 3.2). In Section 3.4
we make self-consistent predictions for the expected ob-
served redshift distribution for all Swift GRBs — includ-
ing the 60% fraction of Swift GRBs for which a spec-
troscopic z has not been measured — and also for the
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Fig. 1.— Strong spectral and temporal dependence in the
number of GRBs with effective count rate Ceff (Section 2.2)
above a given value (i.e., the Swift “logN–logS” curve; see Sec-
tion 1.1). We plot here long duration (T90 > 3 s) GRBs with
hardness above and below the median Swift Epk,obs = 100
keV and also short duration (T90 < 3 s) GRBs. The rate of
long-duration hard GRBs is turning over at low flux levels,
while the rate of long-duration soft GRBs rises more strongly.
This is a gradual effect in Epk,obs. Although the logN–logS
slope for long-duration GRBs does not appear to be dura-
tion dependent, the Swift short-duration GRB population is
strongly rising in number to low flux levels, showing no sig-
nificant sign of a turn-over. The curves expected without a
cutoff — derived in Section 2.6 — due to the detector are
plotted as dotted lines. The dashed red curve (barely visi-
ble) at the left of the short-duration curve accounts for the
detector threshold following the non-parametric prescription
of Petrosian & Lee (1996).
planned and more-sensitive EXIST experiment. We ex-
pect EXIST to thrive with respect to the detection of
both short and long duration GRBs at high redshift.
1.1. Prior Rate and Luminosity Function Estimates
There is a rich literature describing optimal ways of
counting GRBs to determine their distance and intrin-
sic flux. In the pre-afterglow era, counting focused on
the observed flux distributions. The number of events
N with observed flux greater than S — the so called
“logN–logS” curve — showed early evidence (over many
decades in S) for slope S−3/2 expected for a homo-
geneous, isotropic, and static source population in a
Euclidean universe (HISE; e.g., Hurley 1991; Higdon
& Schmidt 1990). A powerful statistic for examining
the source counts is V/Vmax = (C/Cmin)
−3/2 (Schmidt
1968), a measure of the volume probed by a source de-
tected with C counts relative to a possible minimum
number of observable counts Cmin. The expectation is
that 〈V/Vmax〉 = 0.5 for HISE. The BATSE experiment
provided the first strong evidence from a single experi-
ment (Meegan et al. 1992) — a deficit of low S GRBS
and 〈V/Vmax〉 < 0.5 — for a departure from homogene-
ity, while the spatial counts showed clearly an isotropic
population. To study whether these modest departures
imply that GRBs are very local (a Galactic halo popu-
lation) or cosmological required examination beyond the
first moment 〈V/Vmax〉 in the V (or C) distribution (e.g.,
Band 1992; Hartmann & The 1993; Petrosian 1993).
The first GRB redshifts (e.g., Metzger et al. 1997) de-
fined a cosmological origin and a vast energy release.
Connecting the small number of GRBs with z to the large
population of GRBs without z required, in general, care-
ful modelling of and strong assumptions for the intrinsic
luminosity and number density distributions in order to
reproduce the observed flux data (e.g., Piran 1992, 1999;
Cohen & Piran 1995; Fenimore & Bloom 1995; Loredo &
Wasserman 1995, 1998; Horack & Hakkila 1997; Schmidt
1999, 2001; Sethi & Bhargavi 2001; Guetta et al. 2005).
Exceptions to the parametric approach were studies uti-
lizing luminosity criteria (i.e., possible correlations of ob-
servables with luminosity) to derive “pseudo-redshifts”
for the full GRB sample (e.g., Norris et al. 2000; Feni-
more & Ramirez-Ruiz 2000; Schaefer et al. 2001; Lloyd-
Ronning et al. 2002; Murakami et al. 2003; Yonetoku et
al. 2004; Firmani et al. 2004; Kocevski & Liang 2006;
Schmidt 2009). These studies generally found a rising
GRB rate to z ∼< 2, similar to the cosmic star formation
rate (e.g., Madau et al. 1996), but potentially continuing
to remain flat or even rising to z ∼ 12.
Notably, some of these works (e.g., Lloyd-Ronning et
al. 2002; Yonetoku et al. 2004), using hazard statistics
(Lynden-Bell 1971; Efron & Petrosian 1992; Petrosian
1993; Maloney & Petrosian 1999), also found evidence for
potential strong luminosity evolution, parameterized as
L ∝ (1+z)a, with a in the range 1.5–2.5. The luminosity
function itself appears to generally be characterized well
as broken powerlaw, with a break at L ∼ 1051−52 erg s−1
and a flat or slowly rising slope to low-energies, strongly
dependent upon the instrumental detection model.
The connection between GRBs and the deaths of mas-
sive stars (now firmly established, e.g., Stanek et al.
(2003); Hjorth et al. (2003); see Woosley & Bloom (2006)
for a review) sped progress by motivating an assumption
that the GRB rate follows star formation (e.g., Wijers et
al. 1998; Lamb & Reichart 2000; Porciani & Madau 2001;
Choudhury & Srianand 2002; Bloom 2003; Gorosabel et
al. 2004; Natarajan et al. 2005). Very recently, thanks
to Swift and the impressive efforts of ground-based ob-
servers, a growing sample of GRBs with spectroscopic
redshifts has allowed for direct tabulation of GRB in-
trinsic luminosities (e.g., Kocevski & Butler 2008) and
redshifts (e.g., Jakobsson et al. 2005, 2006).
The large number of redshifts has also enabled a de-
tailed comparison of the intrinsic GRB rate to the cos-
mic star formation rate (SFR, e.g., Daigne et al. 2006;
Salvaterra & Chincarini 2007; Kistler et al. 2008, 2009;
Salvaterra et al. 2009a,b). Perhaps the most intriguing,
shared feature of these studies is a strong indication of
evolution in the GRB population. Above z ≈ 2 and pos-
sibly extending to z ≈ 8, the Swit GRB rate is increasing
far faster than star formation (e.g., Kistler et al. 2008,
2009), and it is not clear to what extent this is due to
GRBs in the early universe being bright (i.e., luminos-
BAT Catalog and Intrinsic Distributions 3
ity evolution, preferred by Salvaterra & Chincarini 2007;
Salvaterra et al. 2009a,b; Petrosian et al. 2009) or to an
increase in the overall number of GRBs at intermediate
and high-z relative to the SFR.
As we discuss below in Section 3.2, rigorous treatment
of the largest available Swift dataset (Section 2) allows
for a firm conclusion in favor of rate evolution and not
luminosity evolution, and we suggest plausible explana-
tions. To draw this conclusion and to study GRB rates
as a function of intrinsic hardness, flux, and duration
(Sections 2.6 & 3.1) as well as z, we require a detailed
model for the Swift satellite detection limit (Section 2.1).
2. DATA REDUCTION AND FITS
Our automated pipeline at the University of Califor-
nia, Berkeley is used to download the Swift data in near
real time from the Swift Archive5 and quicklook site.
We use the calibration files from the 2008-12-17 BAT
database release. We establish the energy scale and mask
weighting for the BAT event mode data by running the
bateconvert and batmaskwtevt tasks from the HEA-
Soft 6.6.1 software release6. Spectra and light curves are
extracted with the batbinevt task, and response ma-
trices are produced by running batdrmgen. We apply
the systematic error corrections to the low-energy BAT
spectral data as suggested by the BAT Digest website7
(see, also Sakamoto et al. 2008), and fit the data in the
15–150 keV band using ISIS8. The spectral normaliza-
tions are corrected for satellite slews as recommended
in BAT Digest. All errors regions reported correspond
to the 90% confidence interval. In determining source
frame flux values, we assume a cosmology with h = 0.71,
Ωm = 0.3, and ΩΛ = 0.7.
The burst duration intervals are determined automati-
cally as described in Paper I and are presented in Table 3
for the current, supplemental sample. Spectral fitting is
perform also as described in Paper I, and we present the
results in Table 4. Electronic version of the tables — up-
dated in near real time — including additional fit statis-
tics (e.g., fluxes and fluences in various bandpasses) and
downloadable reduced data, can be found at the project
webpage9.
2.1. Sample Selection & Survey Flux Limit
Although Tables 3 & 4 contain data for the full Swift
sample, we restrict the rate analysis below to long-
duration GRBs (T90 > 3 s, e.g., Kouveliotou et al. 1993)
with signal-to-noise ratios S/N > 10. The separation of
short and long duration GRBs is motivated by the po-
tential that the duration classes map to separate source
populations (e.g., Zhang et al. 2008; Nysewander et al.
2009; Levesque et al. 2009, and references therein), also
suggested by the sharp logN–logS slope variation (Figure
1) for short GRBs relative to long GRBs. We exclude 3
GRBs (051109B, 060218, and 060614) at z < 0.2 due
to data quality issues (uncertain redshift, missing data,
possible short duration, respectively; see Paper I). We
note that the ≈ 6% of BAT GRBs detected in ground
analyses are not included in this catalog.
5 ftp://legacy.gsfc.nasa.gov/swift/data
6 http://swift.gsfc.nasa.gov/docs/software/lheasoft/download.html
7 http://swift.gsfc.nasa.gov/docs/swift/analysis/bat digest.html
8 http://space.mit.edu/CXC/ISIS
9 http://astro.berkeley.edu/∼nat/swift
Central to our analysis is a burst-by-burst estimate
of the minimum detectable count rate. As discussed in
Paper I, an a-posterior estimate of the optimal imaging
S/N for every GRB detected by BAT can be obtained by
generating the demasked light curve using the XRT posi-
tion for the GRB. The temporal region which maximizes
the S/N can be found, and this maximal S/N (see Table
1) bounds that achievable by the BAT trigger software.
The maximal S/N can be used to infer the minimum
detectable counts Cmin relative to the observed number
of counts C: Cmin = C(10/[S/N ]) (10σ detection limit).
This is a valid approximation only in the background-
dominated noise regime, and there is a modest ≈ 10%
correction in the case of a handful of the very brightest
Swift GRBs.
This Cmin estimate effectively treats the BAT trigger
software as perfect, always able to find the optimal S/N
region. This approximation should break down in the
limit of low S/N , which is why we have chosen 10σ (as
opposed to, e.g., 5σ). The observed C/Cmin distribution
turns over below 10σ, justifying this choice.
As discussed in detail in Paper I, the photon fluence
over root duration correlates strongly with our S/N mea-
sure, indicating that the BAT instrument sensitivity is
best characterized in such units (see, also, Sakamoto
et al. 2007). We can define an effective count rate
Ceff = C
√
fp/Tr45, where fp is the partial coding frac-
tion resulting from the position of the GRB in the BAT
field-of-view, and Tr45 is the high-signal time duration
of Reichart et al. (2001). This duration measure should
provide a good link between the time-integrated flux and
the flux — while the GRB is bright — relevant for trig-
gering. The quantity Ceff/[S/N ] clusters tightly with a
scatter ∼< 0.1 dex, indicating an effective BAT threshold
count rate of Ceff,min = 0.24± 0.05 cts/s0.5/fully-coded-
detector (10σ). We interpret the uncertainty in this num-
ber as the uncertainty in our ability to measure the true
threshold count rate given our estimate of that rate.
It is a very poor approximation, alternatively, to model
Swift as a peak photon flux detector like BATSE. Swift
GRBs with S/N < 10 have peak photon fluxes in the
15–150 keV band ranging from 0.1 to 1 ph cm−2 s−1.
It would be necessary to discard 40% of the full sample
(that with peak fluxes below 1 ph cm−2 s−1) to obtain
a clean, flux-limited sample. Worse yet, a 10σ threshold
based on 15–150 keV photon fluence over T90 duration
would need to reject ∼> 60% of the Swift sample to avoid
(p < 0.6 cm−2 s−1) GRBs whose numbers are strongly
affected by the detection limit. Our approach allows for
fitting of 88% of the full sample at 10σ.
2.2. GRB World Model Overview
We wish to derive a model capable of reproducing the
observed Swift GRB rate as a function of redshift, flux,
hardness, and duration. As discussed above, these quan-
tities are known to — or have been argued to — exhibit
strong correlations. Therefore, all must be considered
in deriving reliable rates. Additional quantities (e.g., to
describe GRB beaming) may be important but are not
readily accessible in order to be grafted onto the present
catalog. Our formalism rigorously accounts for measure-
ment errors and for correlations present in the data.
We characterize the GRB rate as a product of terms
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involving the redshift z of the bursts, the isotropic equiv-
alent energy release (1–104 keV) Eiso, the duration Tr45,
and also the hardness Epk,obs of the bursts. To describe
correlations among these quantities, it is sufficiently gen-
eral (see Appendix) to define an effective bolometric lu-
minosity L:
L =
Eiso
(1 + z)αz
(
102.5keV
Epk
)αE (100.6s
Tr45,z
)αT
. (1)
We assume a smoothly broken powerlaw for the luminos-
ity function:
φL =
dN
d logL
=
{
(L/Lcut)
aL L < Lcut
(L/Lcut)
bL L ≥ Lcut. (2)
We make this function smooth by convolving it with a
Gaussian in log (L) of width σL, resulting in φ(L) →
φ˜(L|σL). In the case of no luminosity correlations (α’s
all zero), φ˜ is the distribution for Eiso.
The true, detector-independent differential rate (per z,
per logEiso, logEpk, log Tr45z) can then be written:
rtrue = φ˜(L)PE(Epk)PT (Tr45,z)
r0ρ˙(z)dV/dz
(1 + z)
, (3)
where PE(Epk) is the intrinsic Epk distribution,
PT (Tr45,z) is the intrinsic distribution in Tr45,z, and ρ˙(z)
is the comoving GRB rate density. The universal volume
is V , and the factor (1 + z) accounts for cosmic time di-
lation. The normalization r0 ∝ dt dΩ /〈fbeam〉 includes
the survey duration, solid angle dΩ ≈ 1.4 sr, and the
effects of GRB beaming. Functional forms for PE(Epk),
PT (Tr45,z), and ρ˙(z) are described below.
For a given GRB, the expected number of BAT counts
C (Section 2) in the trigger time window depends on
L, Epk, Tr45,z, and z. The GRB will be detected when
C > Cmin, where Cmin depends approximately on Tr45
alone, yielding the observed GRB rate:
robs = Θ(C − Cmin) rtrue. (4)
We fit this multivariate model (Section 2.6) by evaluating
and maximizing robs at each observed data point (see
Appendix for more details).
2.3. The GRB Rate Density
Based on the shape of the cosmic star formation rate
(SFR; Hopkins & Beacom 2006), we assume a broken
powerlaw for the comoving GRB rate density:
ρ˙(z) =
dN
dz
∝

(1 + z)g0 z < 0.97
(1 + z)g1 0.97 < z < z1
(1 + z)g2 z > z1,
(5)
where the relative normalizations (not written above) are
set so that ρ˙(z) is continuous at z0 = 0.97 and z1. The
SFR has roughly (g0, g1, g2) = (3.4, −0.3, −8) for z1 ≈
4.5 (e.g., Figure 10). For this model to yield acceptable
fits to the Swift GRB data (Section 2.6), the parameters
g0, g1, g2, and z1 must be allowed to vary. In fitting
this model, we marginalize over the free parameters and
derive a best-fit shape that is generally smoother than
the input form. Future work can compare star formation
models directly to these best-fit curves and error regions
without needing to re-fit the Swift data.
2.4. The Intrinsic Epk Distribution
We have tested a variety of functional forms for the
intrinsic distribution in log[Epk]. A normal distribution
can fit the observed univariate distribution reasonably
well, but it fails to account well for the multivariate dis-
tribution in Epk and Eiso (Section 2.7). This is because
a narrow log-Gaussian cannot generate a large enough
dynamic range in Epk to allow for the observed correla-
tion (over many decades in Epk) with Eiso. Moreover,
the observed Epk distribution is found also to be consis-
tent with intrinsic models formed from the sum of log-
Gaussian extending to low Epk. That is, low Epk GRBs
have a tendency to go undetected, and the data do not
strongly constrain the presence of such populations.
To fit a more general form for the intrinsic log[Epk]
distribution, we consider the following:
PE =
dN
d logEpk
=
{
(Epk/Epk,0)
βE Epk < Epk,0
exp[− 12 ( log (Epk/Epk,0)σEpk,0 )
2] Epk > Epk,0.
(6)
This functional form allows for a potential population
of low Epk events not readily detected by Swift. We
find that the low-Epk powerlaw index βE tends to be
negative, indicating a large number of missing low Epk
events. The proposed extent of such a population is not
new to this work (e.g., Strohmayer et al. 1998; Lamb et
al. 2005; Pelangeon, et al. 2008).
2.5. The Intrinsic Tr45,z Distribution
The intrinsic duration distribution PT (Tr45,z) appears
to be well-modelled as a log-Gaussian with variable mean
and width:
PT =
dN
d log Tr45,z
= exp[−1
2
(
log (Tr45,z/Tr45,z0)
σTr45z,0
)2]. (7)
There is evidence for a modest fraction of missing long-
duration events (Figure 2); however additional compo-
nents to PT (Tr45,z) do not appear to be necessary to
model this. We note that we use the common trans-
formation between observed duration Tr45 and intrinsic
duration Tr45,z = Tr45/(1 + z)
0.6 (e.g., Firmani et al.
2006), which accounts for the expected broadening of
pulse widths due to spectral evolution observed at softer
bandpasses for GRBs at higher z (Fenimore et al. 1995).
2.6. Model Fitting
We fit the rate density model (Equation 4) to the data
for 120 Swift GRBs with measured redshift and 205 addi-
tional GRBs without measured redshift. We assume uni-
form priors for all model parameters summarized in Ta-
ble 1. The fitting is accomplished by maximizing Equa-
tion A-5 using Markov Chain Monte Carlo (MCMC) in
python with PyMC10.
We have performed the fitting for two sample divisions:
(1) GRBs with redshift only, and (2) GRBs with and
without redshift. The best-fit parameters after including
GRBs without redshift are closely consistent (1σ level)
with those found from considering only the GRBs with
redshift. This indicates that Swift GRBs without red-
shift do not have a strongly different redshift distribution
10 http://code.google.com/p/pymc
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as compared to the GRBs with redshifts. In any case, the
analysis below does not depend strongly on the inclu-
sion/exclusion of Swift GRBs without measured redshift
(see, Section 3.3), apart from the estimate of total ex-
pected rates from future experiments (Section 3.4). We
will focus on the parameters derived for the full sample,
because the redshift-only sample is, in principle, more
prone to biases related to obtaining spectroscopic red-
shifts (Section 3.3).
Figures 2 show the best fit model from Table 1 (includ-
ing GRBs without redshift) overplotted on the univariate
data distributions. The quality of the fits can be judged
visually or from a Kolmogorov-Smirnov (KS) test (e.g.,
Press et al. 1992). In particular, the KS-test null hypoth-
esis probability that the observed redshift distribution is
different than the predicted distribution is PKS = 0.94,
indicating little evidence that the model and data distri-
butions significantly differ. The KS-test, likewise, for the
distribution in detected counts C yields PKS = 0.29. For
the Tr45,z, L, and Epk,z distributions we find PKS = 0.77,
PKS = 0.77, and PKS = 0.84, respectively. We have
also performed two-dimensional KS tests (e.g., Press et
al. 1992) on the bivariate distributions of Eiso with Epk
(PKS = 0.17; see Figure 6), or Tr45,z (PKS = 0.12), or z
(PKS = 0.14), indicating no strong evidence for a poor fit.
Considering all of the KS-tests above, the model appears
to reproduce the data quite well.
We note that an intrinsic correlation between Eiso and
Epk is present (αE = 1.8± 0.3) and is highly significant
(αE > 0 at 9σ, −2∆ log(L) = 82.6 ∼ ∆χ2 for one addi-
tional degree of freedom). Some of this correlation may
be with the variables Tr45,z and z; however, there is lit-
tle evidence that luminosity evolution (αz = 0.0 ± 0.5)
is present, and the evidence for correlation between Eiso
and Tr45,z (αT = 0.40± 0.2, full sample; αT = 0.3± 0.2
z only) is comparatively weak.
We note that the magnitude (i.e., αT ) of the intrinsic
correlation with Tr45,z covaries strongly with the center
of the intrinsic Trt45,z distribution log (Trt45,z0) (Pear-
son correlation coefficient r = −0.74), which is already
displaced toward long Tr45,z from the observed distribu-
tion (Figure 2). To the extent that we have potentially
over-estimated the Swift sensitivity at long durations by
assuming that the trigger sensitivity scales indefinitely as
T−0.5r45 , the evidence for an intrinsic correlation between
Eiso and Tr45,z would weaken.
Figure 3 displays the sample correlation matrix. In
addition to the covariance just mentioned for αT and
log (Trt45,z0), there are a number of additional param-
eters which strongly co-vary (Pearson correlation coef-
ficient r > 0.5). Covariance is minimized when ignor-
ing the GRBs without measured redshifts: the value of
log (Lcut) and the strength of possible luminosity evolu-
tion αz exhibit r = −0.74, and the center of the intrinsic
distributions in Epk correlates with the width of the dis-
tribution (log (σEpk,0)) with r = −0.90.
It is important to note that the parameters describing
the rate density do not co-vary strongly with the other
parameters. This is not true when the sample without
redshift is included in the analysis. In that case, the
slope of ρ˙ between z = 0.97 and z ≈ 4 covaries with
log (Lcut) (r = 0.54) and with the evolution index αz
(r = −0.63). Finally, the Eiso−Epk correlation index αE
anti-correlates strongly with the parameter βE describing
the rate of missing low-Epk GRBs, particularly in the
case where the GRBs without redshifts are included (r =
−0.80).
TABLE 1
Best-fit GRB World Models
parameter value (all GRBs) value (w/ z only)
Luminosity Func.
aL −0.22 (−0.18,+0.31) −0.27± 0.19
bL −2.89 (−2.05,+1.06) −3.46± 1.53
log [Lcut] 52.74 ± 0.43 52.95± 0.31
log [σL] −1.57± 1.16 −1.78± 1.12
Rate Density
g0 3.14± 0.71 3.35± 0.74
g1 1.36± 0.58 1.32± 0.58
g2 −2.92 (−2.36,+1.58) −2.51 (−2.25,+1.60)
z1 4.00± 0.38 3.98± 0.38
Eiso Correlations
αE (Epk) 1.77± 0.28 1.59 (−0.24,+0.32)
αT (Tr45,z) 0.40± 0.15 0.27± 0.22
αz (z) 0.05± 0.49 −0.12± 0.45
Epk dist.
log [Epk,0] 2.60 (−0.42,+0.27) 2.60 (−0.51,+0.33)
βE −0.51± 0.47 −0.29 (−0.45,+0.69)
log [σEpk,0 ] −0.65± 0.26 −0.57 (−0.34,+0.25)
Tr45,z dist.
log [Tr45,z0] 0.63± 0.07 0.68± 0.11
log [σTrt45,z0 ] −0.33± 0.03 −0.32± 0.05
Threshold
log [Ceff,min] −0.59± 0.01 −0.59± 0.02
2.7. Pre-Swift Distributions
To gauge the validity of the model fit above to the Swift
sample, we can compare the model predictions to data
obtained from pre-Swift experiments. We do this here
for the hardness and flux distributions. Studies of the
duration distributions (e.g., Levesque et al. 2009) also
appear to demonstrate consistency.
Although it was not a requirement of our fits, a sig-
nificant number of low-Epk,obs events — many of which
are not detected by Swift — are required to account for
the large relative number of X-ray Flashes (XRFs; Heise
et al. 2001) detected by HETE-2 (e.g., Sakamoto et al.
2005) and Ginga (e.g., Strohmayer et al. 1998). This
has been discussed elsewhere, for example, by Lamb et
al. (2005). Figure 4 shows the expected distributions in
Epk,obs for HETE-2 and BATSE.
The BATSE LAD trigger efficiency relative to Swift
BAT is taken from (Band 2006). To reproduce the rela-
tive fraction of bright GRBs in Kaneko et al. (2006), we
adopt a factor 8 sensitivity decrease relative to the full
BATSE sample. From a KS-test (PKS = 0.32), the pre-
dicted and observed distributions do not differ strongly.
The sensitivity curve for HETE-2 is taken to be the
WXM sensitivity curve of Band (2003), with the mod-
ification to account for ∆t > 1s triggers from Lamb et
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Fig. 2.— The best-fit GRB world model from Table 1 (left) superposed (solid lines) on the Swift data: counts C, redshift
z, duration Tr45,z, hardness Epk, and effective luminosity L (Section 2.2) The input models prior to convolution through the
detector are plotted as dashed lines. The measured values for Epk and L have large errors, with typical sizes that correspond
to the bin widths used in the Epk and L sub-panels. For all but the first sub-panel, the data and models are for GRBs with
measured redshift only. Each curve provides an excellent fit to the data (Section 2.6). Note the large number of “missing”
GRBs with low C, Epk, and L.
al. (2005). The WXM sensitivity is comparable to that
of Swift BAT; however, the total expected relative GRB
rate is a factor ≈ 5 times lower due to an unfortunate
mismatch in the HETE-2 instrument fields-of-view (see,
e.g., Preger et al. 2001). Our resulting predicted Epk,obs
curve for HETE-2 is an acceptable fit (PKS = 0.38) to the
observed data (see, Sakamoto et al. 2005). In Section 3.4
below, we further analyze the predicted Epk,obs distribu-
tion in the context of optimizing future GRB satellites
to achieve maximal detection rates.
To check for pre-Swift consistency in the predicted Eiso
distribution (Figure 5) we take the Eiso sample from Am-
ati et al. (2006). Completing this sample by accounting
for the heterogeneous satellite thresholds is a challenging
task to perform rigorously. We assume, for simplicity,
that the average threshold of pre-Swift satellites tracks
that of Swift but is a factor three times lower. This
translates to a total relative rate factor (Swift to pre-
Swift) of 2.5. We find that the shape of the predicted
distribution agrees well with the observed shape (KS-test
PKS = 0.37).
In Paper I (also, Butler et al. 2009), we study in detail
the correlation in Swift between Eiso and Epk. Com-
pared to pre-Swift studies (e.g., Amati et al. 2006), a
log–log fit to the correlation appears to exhibit a (factor
2) increase in scatter and also a shift in normalization
toward the Swift satellite threshold. This suggests (e.g.,
Nakar & Piran 2005; Band & Preece 2005) the possibility
that the relation is actually an inequality: one region of
the Eiso − Epk plane (lower left in Figure 6A) is physi-
cal and the other region is dominated by selection effects
(upper right in Figure 6A). A number of recent stud-
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Fig. 4.— The predicted Epk,obs distributions for Swift (solid
lines), BATSE (dashed lines), and HETE-2 (dotted lines)
agree well with the observed data (Section 2.7).
ies have examined the instrument-dependent population
of faint GRBs (Ghirlanda et al. 2008; Nava et al. 2008;
Shahmoradi & Nemiroff 2009). The modelling here sheds
new light on this controversial area of study.
As we summarize above, we have parameterized an
intrinsic correlation via a log–log slope parameter αE ,
which we find to be non-zero at a high level of statistical
significance. The precise value of αE depends sensitively
on the rate of missing low-Epk,obs GRBs (Section 2.6).
It is important to stress that a αE > 0 does not trans-
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Fig. 5.— The predicted Eiso distributions for Swift (black)
and pre-Swift data (red; taken from Amati et al. 2006) agree
well with the observed data (Section 2.7). The dotted line
shows the distribution without a detector cut-off: ∝ EaLiso
below a smooth cutoff at Eiso ∼< 10
53 erg.
late automatically into a strong observed correlation be-
tween Eiso and Epk. That requires also a narrow distribu-
tion in the effective luminosity L, which governs the ob-
served slope and scatter. Detected GRBs with L ∼> Lcut,
will exhibit a strong correlation. However, if there are
a significant number of GRBs extending to lower L as
a powerlaw in LaL , these will asymptotically not show
a correlation. Mathematically, this is because the lumi-
nosity function (Equation 2) becomes separable in Eiso
and Epk. A narrow log–log relation requires an effective
luminosity function which is approximately a delta func-
tion. More quantitatively, we find we must have aL > 2
to generate a correlation with scatter ∼< 0.15 dex in the
Swift data. The Swift data rule out aL > 2 at the 6σ
level (−2∆ log(L) = 40.2 for one additional degree of
freedom).
The expected behavior in the Eeiso−Epk plane is sum-
marized in Figure 6A, where we also compare to the Swift
and pre-Swift data. At high Eiso, the relative rarity of
high-Epk events leads to a strong correlation relatively
independent of the detector. However, at low-Epk —
due to the luminosity function tail — the correlation can
exhibit a very large scatter. Pre-Swift GRBs appear to
occupy the ridge of events in Figure 6A near L = Lcut.
Swift has allowed us to sample well the broadening of
L (see, also, Figure 2). The BATSE faint GRB sample
(Nakar & Piran 2005; Band & Preece 2005) also appears
to behave this way (Figure 6B).
The expected clustering of pre-Swift events near L =
Lcut can be demonstrated by applying the instrumental
thresholds as above from Band (2003) to our model. As
shown in Figure 6B, the breadth of L decreases as the
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satellite sensitivity decreases. Also important is the rel-
ative lack of high-Epk,obs sensitivity for experiments like
the WXM on HETE-2, which could permit the illusion
that a true, narrow Eiso − Epk correlation extends to
XRFs. The FWHM of the distribution in L is 0.4 dex
for HETE-2 WXM as compared to 0.8 dex for Swift (and
also for the faint BATSE sample).
The HETE-2 WXM distribution in L also has broad
tails, which can make the observed distribution even nar-
rower if tail events are falsely rejected as outliers. The
same effect may also be seen for the Eiso distribution in
Figure 5, where a few subluminous events in the pre-Swift
sample (980425, 031203; e.g., Soderberg et al. 2004) ap-
pear to form the tail in the distribution including Swift
events.
We note that we find evidence for a possible correlation
with duration Tr45,z as in Firmani et al. (2006) for a con-
siderably smaller sample (but, see, Collazzi & Schaefer
2008).
3. DISCUSSION & RESULTS
3.1. Energetics vs. z
We find a general tendency that high-z GRBs are in-
trinsically brighter and marginally softer in the observer
frame than low-z GRBs (Figure 7). This arises predom-
inantly due to the BAT flux limit, which corresponds to
an increasing luminosity with z. Luminosity evolution
(see below) does not play a strong role. We note that
the redshift dependence of the observables is weak. If we
ask, for example, what is the posterior prediction for the
redshift of a burst of known z, we observe a large scatter
between the predicted and true redshifts. However, weak
decision rules can be obtained which may help identify
high-z GRBs (see Figure 8).
Contrary to some previous studies (Section 1.1), we
do not find significant evidence that the GRB luminos-
ity function evolves with redshift. Although we have
marginalized over the possibility of redshift evolution
in Eiso, the extent of that evolution is weak Eiso ∝
(1 + z)0.0±0.5 (Table 1).
We can test explicitly for strong luminosity evolution
(αz ≥ 2). We obtain fits which have a lower GRB rate
density at intermediate and high redshift (g1 ≈ −0.1 in-
stead of g1 > 1 and g2 ≈ −5 instead of g2 ≈ −3 for
αz ≈ 0, with only modest change in the other model pa-
rameters; see also Section 2.6). However, the decreased
quality of the fits (−2∆L = 25.1 for 1 additional degree
of freedom) — resulting from a relatively poorer fit to
sample bright GRBs at low-z and faint GRBs at high-z
— rules out αz ≥ 2 at the 5σ level (see, Figure 9). To
favor strong luminosity evolution, we would need to as-
sume strong prior information that the GRB rate density
follows more closely the cosmic star formation rate (see,
Section 3.2).
3.2. The GRB Comoving Rate Density
The best-fit GRB rate density (Equation 5) —
marginalized over GRB luminosity evolution, etc. — and
uncertainty are shown in Figure 10. We find that the
z ∼< 1 slope g0 appears to track that of star formation
well. This fact can be used to approximately normalize
the relation at z = 1. A rigorous normalization is not
possible here, because the Swift data do not constrain
the number of GRBs at the faint end of the luminos-
ity function nor is the beaming fraction 〈fbeam〉 well-
constrained. We can also quote a normalization above
a given intrinsic flux level: the all-sky intrinsic rate of
long-duration GRBs with Eiso > 10
52 erg is 103.1±0.3
GRBs 〈fbeam〉−1 yr−1 (or 10−2.4±0.5 GRBs 〈fbeam〉−1
yr−1 Gpc−3 at z = 0). Integrating the SFR over volume
and considering a Salpeter IMF (e.g., Dahlen & Frans-
son 1999) with GRB progenitors more massive than 20
M (e.g., Fryer 1999), only about 0.1% [〈fbeam〉/0.01]
of massive stars explode as bright GRBs (see, also, e.g.,
Soderberg et al. 2005). Numbers increase mildy to low
Eiso levels ∝ E−0.36±0.07iso .
Beyond z = 1, the GRB rate increases significantly
faster than star formation. At z = 6 the GRB rate is
roughly two orders of magnitude greater, although the
star formation rate is quite uncertain at such high red-
shift. The GRB rate enhancement relative to star forma-
tion, which we derive for z = 1− 4, is closely consistent
with that found by Kistler et al. (2008) using a smaller
Swift sample and not fitting for the possibility of GRB
luminosity evolution.
Kistler et al. (2008) discuss a number of possible sce-
narios which could yield that evolution (decreasing cos-
mic metallicity with z, an initial mass function for stars
which becomes increasingly skewed toward more mas-
sive stars at high-z, etc.), but conclude that no scenario
adequately describes the data without fine-tuning. Sal-
vaterra & Chincarini (2007) (also, Modjaz et al. 2008;
Salvaterra et al. 2009a,b) have explored one such fine-
tuning scenario — a preference for GRBs to arise in
metal-poor host galaxies (e.g., Savaglio 2006; Stanek et
al. 2006), resulting in a metallicity cutoff Z < Zth ≈
0.1Z. Following Salvaterra & Chincarini (2007) (also,
Langer & Norman 2006), we can use the prescription
from Kewley & Kobulnicky (2005) for how metallicity
evolves with redshift to estimate the mass density Σ evo-
lution:
Σ(z) =
Γˆ[0.84, (Zth/Z)2100.3z]
Γ(0.84)
, (8)
where Γˆ (Γ) is the incomplete (complete) gamma func-
tion, ρ˙(z) ∝ Σ(z)ρ˙(z)SFR. This translates into a ρ˙(z)
that peaks at higher z than ρ˙SFR.
Salvaterra & Chincarini (2007) (also, Salvaterra et al.
2009a) decide that luminosity evolution (a possibility we
rule out at the 5σ level; Section 3.1) fits the data better
than a strong metallicity cutoff Zth/Z = 0.1. However,
we find that a more relaxed cutoff (Zth/Z in the range
0.2—0.5; Figure 10) appears to describe the data quite
well. A higher cutoff is also more consistent with studies
of the GRB host galaxy mass distribution (e.g., Kocevski
et al. 2009). The apparently smooth continuation of the
rate density above z = 4 suggests the presence of no new
evolutionary effects (see, also, Kistler et al. 2009). The
uncertainty is large, however. It is possible that Pop. III
stars may begin to contribute at this epoch, although,
our observed rates (Section 3.4 below) are marginally
inconsistent with the prediction from Bromm & Loeb
(2002) of 10% of Swift GRBs at z > 5.
3.3. The z Distribution for GRBs Without z
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Fig. 6.— The predicted Eiso −Epk distributions (A) and normalization (B) for multiple missions. Due to the presence of faint
GRBs which sample the low energy tail of the luminosity function (Section 2.7, Swift and BATSE are expected to yield (A) a
broad Eiso−Epk correlation (as observed, e..g, Nakar & Piran 2005; Band & Preece 2005; Butler et al. 2007), which increases in
breadth as Epk decreases. Bright GRBs, from the least sensitive satellites, are expected to yield a tight correlation (as observed,
e.g., Amati et al. 2002, 2006). The best-fit pre-Swift correlation and scatter are marked with green lines. The normalization
of the correlation (B) — plotted most naturally here including. duration and redshift (which contribute weakly to th observed
shape) — is shown to exhibit a strong decrease (factor 2) in scatter in HETE-2 as opposed to Swift or BATSE. A typical error
bar for Swift is plotted in red in the upper left of sub-panel A.
We have ignored in the above analysis the potential
selection effects associated with obtaining spectroscopic
host redshifts (e.g., Bloom 2003). In principle, relative
to pre-Swift experiments, arcsecond X-ray positions from
the XRT for nearly all GRBs (e.g., Butler 2007) should
translate into a higher optical followup and detection
rate. However, it remains true in the Swift era that
25–50% of all GRBs exhibit suppressed optical flux rela-
tive to X-ray flux or are undetected (“dark” GRBs; e.g.,
Jakobsson et al. 2004; Melandri et al. 2008; Cenko et al.
2009a; Zheng et al. 2009) despite deep followup. We have
redshifts for only 37% of Swift GRBs. The distribution
of these redshifts depends, in principle, not just on the
intrinsic distribution but also on the complicated details
of GRB afterglow observability (location in the sky, time
of month, etc.; see, e.g., Jakobsson et al. 2005) and also
on the relative interest of particular observers to expend
valuable resources on GRBs lying at a given potential
redshift. We explore here the biases these effects could
introduce.
We have conducted a number of 2-sample KS tests to
check consistency between the distributions of parame-
ters in Tables 3 & 4 for GRBs with T90 > 3 s. The
duration statistics show no signs of strong disagreement
(P > 0.7). There is modest evidence (P = 0.1) for
difference in the 15–350 keV fluences (also present for
the bolometric fluence and Epk,obs). We do note that
the events without z are on average about 50% fainter.
These events could be fainter because they, on average,
have lower intrinsic luminosity or because they are at
higher z (or a combination of the two). That such a
large fraction events shows this flux variation suggests a
range of source redshifts and the probability that most
correspond to z ≈ 1 − 3 where the observable Universe
has most of its volume.
We can investigate a spectroscopic redshift selection
bias by fitting for it explicitly. Here, we imagine that
ρ˙(z)no−z = ρ˙(z), the true rate density, while ρ˙(z)z =
(z)ρ˙(z), where (z) is a function describing the opti-
cal detection and spectroscopy rate of GRBs and their
host galaxies versus z. We allow ρ˙(z)no−z and ρ˙(z)z to
have different slopes g1 and g2 describing the interme-
diate and high-z populations. It is reasonable to expect
spectroscopy to achieve high recovery rates ((z) not de-
creasing) below z = 1 (e.g., Bloom 2003).
We find that these extra two degrees of freedom in the
modelling allow for a meager 1σ improvement in the fit
(−2∆L = 2.74). Similar to the argument above based on
concordance of fit parameters, this tells us that the sam-
ple without z does not strongly demand a different ρ˙(z).
However, to what extent could the distributions differ
and how does this impact our conclusions? The best-fit
slopes for ρ˙(z)no−z (g1 = 0.75, g2 = −3.6) are modestly
lower than those for ρ˙(z)z (g1 = 1.2,g2 = −2.7), indicat-
ing a bias (z) ∼ (1 + z)0.5 against obtaining redshifts
for low-, rather than high-z GRBs. Marginalizing over
the extra parameters, we find that ρ˙(z) is affected at the
< 10% level for z = 1 − 4. Therefore, our constraints
above on density evolution are practically unaffected.
The bias has a modest effect on the predicted rates
of high redshift GRBs below: (30 ± 30)% fewer z > 6
GRBs are expected in the full Swift (or EXIST) sam-
ple as compared to assuming that (z) is independent
of z. The extra uncertainty in the rates resulting from
marginalizing over  is small compared the uncertainty
already present at high-z. The reader should be warned,
however, that — due to the small sample size at high-
z — we cannot be sure that our parameterization of 
is sufficiently robust to reliably account for high-z rate
variations.
10 Butler et al.
1.0 1.5 2.0 2.5 3.0 3.5
log[ Epk,obs [keV] ]
0
2
4
6
8
10
N
um
be
r E
ve
nt
s 
[yr
-
1 ]
z<1
1<z<3
3<z<5
z>5
50 51 52 53 54 55
log[ Eiso [erg] ]
0
1
2
3
4
5
N
um
be
r E
ve
nt
s 
[yr
-
1 ]
z<1
1<z<3
3<z<5
z>5
Fig. 7.— The predicted variation of Eiso and Epk,obs ob-
served by Swift with redshift z is weak. High redshift (e.g.,
z > 5) GRBs are systematically, intrinsically brighter than
low−z GRBs. This is due primarily to the BAT flux limit,
which corresponds to an increasing Eiso with increasing z, and
not luminosity evolution, which is not significantly present in
the Swift sample.
The most natural explanation for — or at least a
strong contributor to — the apparent lack of low spec-
troscopic redshifts may be the so called “redshift desert”
at 1.5 ∼< z ∼< 2 (the observed rate does in fact show a
decrement here; Figure 2; see also, Coward et al. 2008).
There is a lack of strong star-formation emission lines in
the optical bands for galaxies observed in this redshift
range. It is possible to obtain redshift in this range (de-
tected, e.g., through Mg II absorption of bright afterglow
light), but host galaxy redshifts will be very challenging
to obtain for faint afterglows or those observed too late.
It is quite likely that some or many Swift GRBs without
spectroscopic redshifts have true redshifts preferentially
in the range 1.5 < z < 2. Deep host galaxy imaging
studies (e.g., Perley et al. 2009a; Fynbo et al. 2009) can
shed important light on this possibility, because these
hosts may in general be detectable with modest imaging
investments.
Fig. 8.— Ratio of the posterior probability at z = 5 to
that at z = 1 for Swift bursts of known redshift z. There is
a large scatter and only a weak correlation. Weak decision
rules can be obtained, however, resulting from the relative
observer-frame faintness of high-z GRBs above Swift thresh-
old: nearly all (13/14) bursts at z > 4 fall above the median
P(z=5)/P(z=1) value for z < 4 (dashed lines). This allows a
potential factor two target reduction for high-z followup.
Fig. 9.— Decrease in the relative quality of fit −2∆ log (Li)
(Equation A-5) for the best-fit model with strong luminos-
ity evolution (αz ≡ 2) relative to the best-fit overall model
(αz ≈ 0; no evolution). The y-axis scales approximately as
∆χ2 ≈ σ2 and is plotted for each GRB as a function of z.
The fit quality, considering strong luminosity evolution, is
systematically poor at low- and high-z, although there are
a few GRBs at intermediate z which appear to prefer evo-
lution. The overall evidence in disfavor of strong luminosity
evolution is −2∑∆ log (Li) = 25.1 (5σ; Section 3.1).
3.4. Towards a Better Mousetrap: EXIST
In this section, we utilize the best-fit Swift GRB model
(Table 1, left) to estimate the number of GRBs Swift
— and a more sensitive future Swift-like experiment —
will detect as a function of z. EXIST (e.g., Grindlay et
al. 2009), to a reasonable approximation, with BAT-like
CZT detectors and trigger software, is a scaled-up (i.e.,
more sensitive) Swift BAT (see,e.g., Band 2003; Band et
al. 2008). We take the sensitivity increase to be a factor
7.2 and the field of view to be the same at the BAT (Josh
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TABLE 2
Predicted Redshift Rates [yr−1]
Swift EXIST
all−z 89 ± 8 270 ± 40
5 < z < 8 4.4 ± 2.4 17.4 (−7.6,+8.5)
8 < z < 12 0.5 (−0.5,+0.9) 2.3 (−2.1,+3.7)
z > 5 5.0 (−2.8,+3.3) 20.2 (−9.6,+13.5)
z > 6 2.3 (−1.8,+2.3) 9.6 (−6.2,+10.1)
z > 7 1.1 (−1.1,+1.6) 5.0 (−3.9,+7.3)
z > 8 0.6 (−0.6,+1.1) 2.8 (−2.5,+5.3)
z > 10 0.2 (−0.2,+0.6) 1.0 (−1.0,+2.9)
z > 12 0.1 (−0.1,+0.4) 0.5 (−0.5,+1.7)
Note.—Rates (90% Conf.) for long duration T90 > 3 s GRBs only.
Short-duration GRB rates are discussed in Section 3.4.
Grindlay, private communication).
Figure 11 shows the expected rate of detectable long-
duration (T90 > 3 s) GRBs for Swift — if redshifts were
measured for all Swift GRBs — and for EXIST (see,
also, Table 2). About 3–9% (4–13%) of all Swift (EX-
IST) GRBs are expected to lie at high redshift (z > 5).
Our prediction is consistent with, but on the low side
of, that found by Jakobsson et al. (2005, 2006) (5–40%
of Swift GRBs at z > 5) from a survival analysis of a
sub-sample of Swift GRBs with uniform optical followup
properties and redshifts (or redshift constraints). Our
numbers agree well with those presented in Salvaterra et
al. (2008), provided we correct the EXIST field-of-view
from Salvaterra et al. (2008) to be 1.4 sr instead of 5
sr. Our numbers also agree well with independent es-
timates based on host-galaxy observations of optically
dark GRBs (0.2–14% {0.2–7%} of Swift GRBs at z > 5
{z > 7} Perley et al. 2009a, see Figure 11).
The relative EXIST/Swift rate increases with increas-
ing redshift (subpanel Figure 11). This can be under-
stood as the result of the Eiso −Epk correlation and the
redshift dependence of the flux (Figure 7) — a more sen-
sitive satellite detects fainter, softer GRBs, and these
tend to be preferentially at higher redshift. The strong
difference in expected rate-increase-versus-hardness is
most clearly seen in a plot of the Swift logN–logS (e.g.,
Figure 1). We observe that faint, hard GRBs are becom-
ing increasingly rare, while faint, soft GRBs are growing
strongly in number. It is also interesting to note (see,
Figure 1) that the short GRB rate appears to be steeply
rising to low flux levels. This suggests that EXIST may
see a factor ten more short GRBs (∼> 120 yr−1) than
Swift, extending the observed short-duration GRB red-
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Fig. 11.— The observed (black) and predicted redshift rates
for Swift (blue) and EXIST (red) GRBs. The 90% confidence
intervals are marked with dashed lines (see, also, Table 2).
The plot subpanel demonstrates the increasing, relative sen-
sitivity of EXIST at high z by showing the relative number of
predicted GRBs above redshift z. The blue point from Per-
ley et al. (2009a) is an independent measurement based on
optical studies of optically-dark GRB host galaxies.
shift sample to intermediate and possibly high-z.
We now explore the characteristics of an optimal GRB
detector, so constructed as to maximize the number of
detected GRBs. First, it is important to note that a
large sensitivity increase (factor 7.2 for EXIST relative
to Swift) results in only a factor ≈ 3 − 4 increase in
rates due to the shallowing out of the logN–logS (Figure
1). Therefore, field-of-view increase should be prioritized
over sensitivity increase. Second, it is clearly important
to be able to trigger over a broad range of timescales
(e.g., Band 2006). Finally, the analysis above allows us
to make general recommendations regarding spectral sen-
sitivity. The observed peak in Epk,obs,max in the Epk,obs
distribution is at ≈ 100 keV for Swift. If we imagine
a hypothetical detector which is Srel times more sensi-
tive than Swift, then we observe that the peak in the
Epk,obs distribution decreases as Epk,obs,max ∝ S−1/4rel .
Consistently, as the peak decreases, 90% of all GRBs
have Epk,obs < Epk,max/3. The rate of GRBs with
Epk,obs = 10 keV relative to those with Epk,obs = 100
keV, for example, increases strongly as ≈ S2rel. That
is, a doubling of Srel results in about three times more
Epk,obs = 10 keV bursts and only about 30% more
Epk,obs = 100 keV GRBs (see also, Figure 1). It does
not help to increase sensitivity to hard GRBs, because
these are rare. Optimizing for high GRB rates means
optimizing for soft GRBs. A satellite which detects soft
GRBs well is also an efficient high-z machine, because
high-z GRBs have lower than averge Epk,obs (Figure 7).
4. CONCLUSIONS
We have exploited a careful modelling of the Swift BAT
trigger threshold — strongly dependent on burst hard-
ness and duration — to derive constraints on the GRB
intrinsic distributions in Eiso, Epk, Tr45,z, and z. This is
the first study, utilizing a uniform reduction of the largest
available number of Swift GRBs, to rigorously propagate
GRB measurement errors and their covariances (through
very general functional forms describing the intrinsic dis-
tributions) to obtain reliable confidence intervals for the
rates. The modelling is now possible thanks to the large
number of spectroscopic redshifts for Swift GRBs which
largely alleviate parameter degeneracies.
We find that the GRB luminosity function is best writ-
ten as a broken powerlaw (Table 1) in the effective lumi-
nosity
L =
Eiso
(1 + z)0.0±0.5
(
102.5keV
Epk
)1.8±0.3(
100.6s
Tr45,z
)0.4±0.2
.
(9)
The distribution φ˜(L) = dN/d logL is nearly flat ∝
L−0.2±0.2 below log (Lcut) = 52.7 ± 0.4 and declines
sharply thereafter ∝ L−3.0±1.5. Our multivariate GRB
world model, which includes this luminosity function to
produce very different intrinsic rates for hard or soft-
spectrum GRBs (as observed, e.g., Figure 1), accurately
reproduces both Swift and pre-Swift rates, and should
be very useful for future simulation studies. We note
that the overall rate versus redshift does not appear to
strongly depend on the multivariate modelling.
We draw the following principle conclusions:
• There is a real, intrinsic correlation between Eiso
and Epk (and possibly also Tr45,z), despite indica-
tions in our previous work (Paper I) that this might
be solely due to a selection effect. However, the cor-
relation is not a narrow log-log relation (e.g., Amati
et al. 2008), and its observed appearance (more like
an inequality) is strongly detector-dependent.
• We find modest (∼3σ) evidence for a large pop-
ulation of low-Epk,obs GRBs (XRFs; see, also
Strohmayer et al. 1998; Lamb et al. 2005), and fu-
ture satellites may overwhelmingly detect these, as
well as a potentially large missing (from Swift) pop-
ulation of short-duration GRBs.
• The Swift sample does not require luminosity evo-
lution to produce the observed number of GRBs at
high-z. In fact, we rule out the possibility of strong
evolution at the 5σ level.
• An increase in the GRB rate relative to the SFR
at z > 1 appears to be due evolution in the rate
density, and the shape of this evolution is roughly
consistent with that expected from a preference for
GRBs to reside in modestly low-metallicity (Z ∼<
0.3Z) environments.
• Finally, the predicted observed rate of GRBs at
high-z (3 − 9% at z > 5) is consistent with, if
marginally lower than that found in previous stud-
ies.
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The conclusions above are based primarily on the high-
energy properties of Swift GRBs, without detailed con-
sideration of the afterglow properties or optical selection
biases (but see Section 3.3). This is good in the sense
that our rate estimates will be largely independent of
those based primarily on afterglow or host galaxy stud-
ies (e.g., Perley et al. 2009a; Fynbo et al. 2009). How-
ever, we are fundamentally limited in firmly extending
our conclusions to include all GRBs by the fact that a
majority of Swift GRBs lack measured redshifts. We
note that redshift limits are easily incorporated into the
formalism we have developed; however, our initial calcu-
lations suggest there are currently too few (about 20%
for dark GRBs Jakobsson et al. 2005, 2006) to signifi-
cantly improve or modify our results. Also, useful would
be constraints on the highest energy emission from simul-
taneous observations from other satellites (e.g., Bellm et
al. 2008; Krimm et al. 2009). These would help limit the
sharpness of the luminosity function cutoff Lcut to help
infer the breadth of the intrinsic luminosity distribution
and also better limit the potential of luminosity evolu-
tion. Finally, it will be important to better constrain
the role of GRB beaming and the way this shapes the
distributions in numbers, Eiso, Epk, etc. (e.g., Guetta
et al. 2005; Lamb et al. 2005). Given apparent chal-
lenges in inferring beaming from imaging observations of
X-ray and optical afterglows (e.g., Racusin et al. 2009,
and references therein), it may be most fruitful to focus
on late-time radio observations (e.g., Cenko et al. 2009c).
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APPENDIX
To rigorously accounts for measurement errors and for correlations present in the data, we characterize the GRB
rate as a product of terms describing the intrinsic distributions in z, Eiso, Tr45,z, and Epk,obs. Expanding the notation
from Equation 3; Section 2, the the true, detector-independent event N differential rate is:
rtrue =
dN
d log[Eiso]d log[Epk]d log[Tr45,z]dz
= Pcorr(Eiso|Epk, Tr45,z, z)PE(Epk)PT (Tr45,z)r0ρ˙(z)dV/dz
(1 + z)
, (A-1)
where Pcorr is a luminosity function that allows for the potential dependence of Eiso on hardness, duration, and redshift.
We consider a regression model for Pcorr:
Pcorr =
∫
d log [E0]
φL(E0)√
2piσ2L
exp
(−0.5[log (Eiso)− log (E0EαEpk TαTr45,z(1 + z)αz )]2/σ2L), (A-2)
where φL describes the normalization E0 of the intrinsic correlation between luminosity, duration, hardness, and
redshift. We can carry-out the integration, which can be regarded as a Gaussian smoothing of φL,
Pcorr = φ˜L(Eiso/E
αE
pk /T
αT
r45,z/(1 + z)
αz |σL), (A-3)
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without loss of generality.
In the case αE = αT = αz = 0, φ˜L = φ˜L(Eiso) is the luminosity function for Eiso smoothed by a Gaussian kernel of
width σL. We think of φ˜L as a luminosity function for the effective luminosity L (Equation 1). With parameters a,
b, Lcut, and σL, we φ˜L can take a wide variety of shapes: a sharply broken powerlaw (σL → 0), a Gaussian (aL,−bL
→∞), etc.
The Probability of Detection
In the derivation of the observed event rate robs = Θ(C−Cmin)rtrue in Section 2, we write Θ(C−Cmin) as shorthand
for the probability of detection of C counts: it is zero if C < Cmin, one otherwise. In practice, the count rate cutoff is
not sharp. More accurately, for a GRB reaching BAT with a given effective count rate Ceff = C
√
fp/Tr45 (Section 2),
we determine the probability of detection as:
Θ(C − Cmin)⇒ P (detect|Ceff) = 1
2
+
1
2
erf
( log (Ceff/Ceff,min)
σCeff
√
2
)
, (A-4)
where erf is the error function. This is the result of a convolution of Θ(C − Cmin) in Equation 4 with a log-Gaussian
of width σCeff . The convolution allows the count rate cutoff to be smooth.
In principle, just as faint GRBs with low C values are missing from the observed sample, some Ceff,min are also
missing. Our estimate of 0.24 ± 0.05 above will then be biased (see, e.g., Petrosian & Lee 1996). It is necessary,
therefore, to fit for Ceff,min and σCeff . In practice, we find that Ceff,min varies little (see, Table 1) and σCeff can be
fixed to 0.1 dex without significantly affecting the other best-fit model parameters.
In the case of unknown partial coding fraction pf , P (detect|Ceff) must be convolved with the log (pf ) distribution,
which is well-described as an exponential with mean −0.23. This situation arises in the calculation of the model
normalization A in equation A-5. Here, we also require a prescription for determining the expected Ceff given intrinsic
values of z, Eiso, Epk, and Tr45. This connection between input (Sbol, Epk,obs) and C is found by fitting a smooth curve
to the observed data for all GRBs in the sample. We realized after the fact that these curves corresponds accurately to
one derived from fixing a low energy (Band et al. 1993) model spectral index of −1.1 and a high energy index of −2.3
for all GRBs. This is in keeping with the prior assumptions (see Paper I) made in the spectral fitting. The scatter
between the observed C and predicted C given this spectrum (for fixed values of Sbol and Epk,obs) is less than 0.05
dex. Therefore, to the extent that other sources of error dominate (e.g., that in Epk), it is acceptable in the current
study to assume all Swift GRBs have the same (Band et al. 1993) model powerlaw spectral indices when normalizing
the model in Equation A-5.
Model Fitting
To fit the model robs(~θ) to the observed data D by finding the optimal parameters ~θ, we maximize the Poisson
likelihood (e.g., Gregory 2005):
L(D|~θ) = AN
N∏
i=0
ri(~θ) exp
[−A∫ d~θr(~θ)], (A-5)
where ri is the model evaluated for the ith GRB, and A is a normalization.
Each GRB has an associated range of acceptable values for Epk, Eiso, and Tr45 (Tables 3 & 4), and we average each
ri over these ranges. As discussed in Paper I, the spectral fitting returns highly correlated values for Epk and Eiso, and
this correlation is taken account via Monte Carlo integration as described in Paper I. The integration of r(~θ) in the
exponential in Equation A-5 for a given set of parameters ~θ is independent of the data D and is carried out numerically.
In the case of fitting GRBs without measured redshift (see Section 2.6), we must also integrate over the unknown z.
The redshift integration is carried out over the interval z = (0.2,∞) to match the selected sample range (Section 2).
In practice, the above integrations can be carried out rapidly (∆t ≈ 100ms for a given ~θ on a desktop PC), and we
utilize Markov Chain Monte Carlo techniques (Section 2.6) to stochastically explore the allowed parameter space.
Fitting is accomplished by maximizing Equation A-5 using Markov Chain Monte Carlo (MCMC) in python with
PyMC11. An MCMC method is preferred (relative, e.g., to direct maximization of Equation A-5) due to the high
dimensionality of the fitting problem (17 model parameters) and the natural tendency to find local maxima rather
than the global maximum. Moreover, MCMC methods return joint confidence regions on all parameters directly,
without requiring that these distributions be tabulated in a computationally intensive way apart from the fitting.
Due to strong covariance among several model parameters (see below), we utilize the “Adaptive Metropolis” algo-
rithm in PyMC to efficiently draw from the data posterior distribution. This algorithm employs an estimate of the
posterior covariance matrix — based on the observed sample correlation matrix calculated after every 103 draws — to
randomly walk through the parameter space. The presence of covariance in the Gaussian sampling distribution allows
for a high acceptance rate for the draws. A scale factor is applied to the covariance matrix for sampling, and this is
varied so that the acceptance rate approaches a target of 30%. (Higher rates correspond to insufficient randomness in
11 http://code.google.com/p/pymc
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Fig. 12.— Uniqueness of the solution as demonstrated by the convergence of 16 MCMC chains, started from random positions
in the parameter space, shown here for the luminosity function index aL. Each chain converges to aL = −0.22 and to the
other parameters (not shown) in Table 1 (left) within 105 iterations. A logarithmic sampling of each chain is plotted for ease of
viewing.
the sampling and failure to adequately explore the parameter space.) While the resulting chain is not strictly speaking
Markov, it is ergodic. We refer the interested reader to the PyMC user guide12 for more details.
We have initialized 16 chains randomly in the parameters space (Figure 12) and verified convergence to the values
presented in Table 1. Convergence typically requires of order 2 × 104 iterations of each chain. After convergence
(“burn in”) we record one out of every ten successive iterations until a total of 104 samples are acquired. This process
of “thinning” the chain (e.g., Gelman et al. 2004) mitigates against sample to sample correlation. Best fit parameters
and 90% confidence error bars are reported in Table 1.
12 http://pymc.googlecode.com/files/UserGuide2.0.pdf
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TABLE 3 BAT Trigger Statistics and Durations
GRB Trigger Time Burst Region T90 T50 Tr45 Ratep/Cts dtS/N S/N
(UTC) [s] [s] [s] [s] [1/s] [s]
070517 11:20:58.39 0.255→ 7.745 6.2± 0.4 3.4± 0.6 1.5± 0.2 0.3± 0.1 6.86 8.7
070518 14:26:21.20 −0.650→ 5.650 5.3± 0.3 2.9± 0.4 1.2± 0.1 0.5± 0.2 5.94 10.1
070520A 13:05:10.03 25.565→ 61.205 31± 4 12± 4 5.3± 0.9 0.06± 0.05 16.83 7.5
070520B 17:44:53.26 −5.175→ 31.185 31± 2 15± 2 10± 1 0.05± 0.02 16.16 8.5
070521 06:51:10.86 −17.245→ 594.555 560± 10 16.8± 0.6 10.6± 0.6 0.074± 0.005 23.23 118.6
070529 12:48:28.34 0.595→ 121.965 112± 4 60± 4 23± 2 0.024± 0.006 121.37 13.5
070531 02:10:17.52 −2.920→ 41.080 37± 4 15± 4 6.6± 0.7 0.06± 0.03 20.20 14.4
070610 20:52:26.14 −0.490→ 10.010 8± 1 3.2± 0.6 1.6± 0.2 0.2± 0.1 5.58 12.7
070611 01:57:13.89 −4.515→ 8.225 11.3± 0.7 5± 1 2.6± 0.3 0.13± 0.09 10.53 10.4
070612A 02:38:45.98 −10.415→ 282.265 255± 5 182± 5 62± 3 0.010± 0.001 260.16 24.9
070612B 06:21:17.79 −9.250→ 11.710 16± 1 6.1± 0.7 4.3± 0.3 0.11± 0.03 13.76 24.2
070616 16:29:33.97 −18.530→ 710.110 440± 15 222± 5 135± 2 0.0070± 0.0002 396.00 149.2
070621 23:17:39.85 −10.220→ 40.180 36± 1 18.5± 0.6 13.0± 0.5 0.043± 0.008 41.58 48.8
070628 14:41:02.84 −0.855→ 17.215 13.3± 0.6 5.6± 0.2 4.4± 0.2 0.12± 0.02 11.57 50.5
070704 20:05:57.93 −58.265→ 388.885 385± 7 80± 13 31± 1 0.024± 0.002 33.00 74.2
070714A 03:20:30.61 0.912→ 4.292 2.6± 0.4 0.96± 0.10 0.62± 0.05 0.8± 0.3 1.52 21.5
070714B 04:59:29.62 0.150→ 66.670 64± 2 37± 5 1.4± 0.2 0.8± 0.1 2.78 35.8
070721A 10:01:08.00 −10.720→ −6.920 3.4± 0.3 1.8± 0.5 0.6± 0.1 0.4± 0.4 1.80 6.9
070721B 10:33:48.00 −9.230→ 358.170 330± 10 270± 12 17± 1 0.03± 0.01 22.44 26.8
070724A 10:53:50.21 0.995→ 1.725 0.6± 0.1 0.25± 0.05 0.11± 0.02 3± 1 0.49 8.6
070729 00:25:53.91 0.980→ 2.320 1.0± 0.1 0.58± 0.08 0.30± 0.04 1.2± 0.8 1.14 9.7
070731 09:33:24.00 −0.440→ 2.480 2.6± 0.2 1.8± 0.5 0.52± 0.07 0.8± 0.3 1.32 10.1
070802 07:07:25.87 5.990→ 23.270 15± 1 8± 1 3.5± 0.4 0.09± 0.05 15.20 7.3
070805 19:55:45.44 0.810→ 25.410 22.5± 0.7 14± 1 6.9± 0.7 0.07± 0.02 5.70 6.9
070808 18:28:00.54 −0.480→ 68.240 57± 8 20± 3 5.3± 0.4 0.11± 0.03 13.12 24.3
070809 19:22:17.37 1.180→ 2.040 0.76± 0.05 0.46± 0.05 0.26± 0.03 1.3± 0.8 0.70 7.1
070810A 02:11:52.41 −1.430→ 9.210 7.7± 0.7 3.4± 0.2 2.5± 0.2 0.17± 0.06 6.96 24.6
070810B 15:19:17.85 1.165→ 2.245 0.8± 0.5 0.3± 0.4 0.06± 0.02 8± 3 0.15 7.5
070911 05:57:44.00 −80.910→ 181.050 177± 4 68± 1 40± 1 0.0216± 0.0009 116.82 148.6
070913 00:36:43.00 −0.480→ 3.680 3.2± 0.4 1.4± 0.5 0.8± 0.1 0.6± 0.3 3.56 10.8
070917 07:33:56.00 1.600→ 13.840 7.4± 0.6 2.4± 0.1 1.52± 0.05 0.36± 0.03 4.48 82.0
070920A 04:00:13.00 14.200→ 79.600 57± 2 36± 6 14± 1 0.03± 0.02 61.20 12.9
070920B 21:04:32.38 −13.575→ 13.725 21.6± 1.0 8.8± 0.7 7.1± 0.4 0.06± 0.02 22.89 31.3
070923 19:15:23.68 1.235→ 1.495 0.18± 0.03 0.05± 0.04 0.030± 0.005 18± 3 0.06 10.8
071001 16:31:48.07 −12.620→ 64.280 66± 3 46± 1 7.8± 0.7 0.06± 0.02 9.50 20.1
071003 07:40:55.01 −10.310→ 168.970 148± 1 19± 1 10.3± 0.5 0.067± 0.008 24.24 79.7
071008 21:55:56.76 −5.010→ 10.110 12± 1 4.9± 0.7 2.9± 0.4 0.11± 0.06 8.12 12.5
071010A 03:41:12.85 −8.795→ 15.705 22± 2 9± 3 1.8± 0.4 0.1± 0.1 24.36 7.5
071010B 20:45:47.98 −27.980→ 33.340 35± 1 6.0± 0.2 4.7± 0.1 0.107± 0.007 11.64 136.3
071011 12:40:13.00 −11.160→ 96.280 87± 8 44± 1 18± 1 0.046± 0.006 67.32 28.7
071013 12:09:19.05 −5.635→ 32.065 34± 5 12± 5 4.9± 0.9 0.06± 0.04 29.29 8.7
071018 08:37:41.70 118.800→ 448.800 290± 20 160± 28 39± 4 0.006± 0.004 304.00 7.7
071020 07:02:26.94 −2.020→ 9.460 4.4± 0.4 2.04± 0.04 1.36± 0.03 0.38± 0.05 3.64 100.3
071021 09:41:33.69 −13.410→ 214.790 200± 29 54± 8 18± 1 0.026± 0.010 28.28 17.7
071025 04:08:53.68 24.175→ 280.485 161± 8 49± 1 39± 1 0.014± 0.002 70.29 86.0
071028A 17:41:01.67 11.015→ 56.155 36± 5 17± 2 7.4± 1.0 0.05± 0.03 37.00 10.9
071031 01:06:36.96 −11.505→ 208.145 190± 11 118± 8 34± 4 0.021± 0.005 200.55 15.9
071101 17:53:46.59 0.785→ 5.225 3.7± 0.8 1.7± 0.5 0.51± 0.10 0.5± 0.5 4.05 7.8
071112B 18:23:31.53 0.740→ 1.960 0.9± 0.2 0.2± 0.4 0.10± 0.03 4± 1 0.38 8.9
071117 14:50:06.91 0.810→ 15.210 6± 1 1.7± 0.1 1.28± 0.05 0.42± 0.06 3.76 76.4
071118 08:57:17.62 5.390→ 69.610 57± 6 31± 6 8± 1 0.03± 0.03 63.84 8.3
071122 01:23:25.62 −25.920→ 66.880 79± 8 44± 7 16± 2 0.02± 0.01 92.00 10.0
071129 00:03:55.00 −6.340→ 232.700 210± 11 150± 10 27± 2 0.017± 0.006 28.80 23.9
071227 20:13:47.04 0.890→ 3.710 2.2± 0.3 0.9± 0.2 0.50± 0.06 0.7± 0.4 2.42 13.8
080123 04:21:57.40 44.450→ 72.270 26± 4 11± 5 3.1± 0.8 0.13± 0.09 25.74 5.3
080129 06:06:45.46 −8.720→ 47.920 46± 4 24± 3 10± 1 0.03± 0.02 47.04 11.6
080205 07:55:51.75 −11.135→ 129.395 113± 4 86± 2 21± 1 0.032± 0.008 47.00 33.6
080207 21:30:21.44 13.250→ 347.590 310± 15 180± 52 70± 10 0.02± 0.06 169.36 61.9
080210 07:50:05.43 −13.995→ 49.425 44± 7 12± 1 8.8± 0.6 0.05± 0.01 21.63 36.6
080212 17:34:33.46 −63.680→ 111.120 132± 4 61± 7 35± 2 0.015± 0.005 150.48 24.7
080218A 20:08:42.00 −10.140→ 22.740 27± 4 13± 4 4.6± 0.7 0.07± 0.05 24.00 9.4
080218B 23:57:47.17 −0.475→ 7.715 6.3± 0.9 2.9± 0.6 1.4± 0.2 0.4± 0.2 5.94 11.1
080229A 17:04:59.53 −1.795→ 71.395 50± 2 11.7± 0.6 7.0± 0.2 0.112± 0.008 12.61 111.6
Continued on Next Page. . .
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TABLE 3 – Continued
GRB Trigger Time Burst Region T90 T50 Tr45 Ratep/Cts dtS/N S/N
080303 09:10:35.27 1.130→ 53.570 45± 3 17± 6 2.7± 0.3 0.15± 0.08 4.44 17.5
080307 11:23:30.81 −1.975→ 111.925 98± 8 40± 5 19± 2 0.020± 0.007 66.33 16.9
080310 08:37:58.64 −66.540→ 322.900 362± 6 251± 5 24± 1 0.025± 0.007 15.84 27.5
080319A 05:45:42.05 −7.355→ 50.365 46± 2 23± 1 13.3± 0.9 0.03± 0.01 38.22 23.9
080319B 06:12:49.25 −2.880→ 783.020 147± 4 27.3± 0.5 20.30± 0.10 0.0273± 0.0005 58.58 725.4
080319C 12:25:56.96 −0.280→ 53.120 33± 5 7.8± 0.4 5.0± 0.3 0.12± 0.02 12.36 60.5
080319D 17:05:09.00 −0.335→ 37.285 30± 5 17± 3 5.6± 1.0 0.04± 0.04 33.00 8.3
080320 04:37:38.46 −8.870→ 16.510 21± 3 8± 1 4.1± 0.5 0.10± 0.05 17.46 13.6
080325 04:09:17.33 −35.620→ 216.060 184± 9 77± 8 41± 4 0.010± 0.004 244.42 18.1
080328 08:03:04.58 −3.580→ 109.420 91.0± 0.5 67.0± 0.6 16.0± 0.3 0.049± 0.003 97.00 83.7
080330 03:41:16.87 1.080→ 70.680 66± 1 50± 30 4.0± 0.6 0.10± 0.05 9.60 13.4
080409 01:22:57.58 1.330→ 12.170 9.9± 0.2 8± 3 0.90± 0.09 0.5± 0.1 1.58 24.7
080411 21:15:32.58 −8.335→ 88.145 58.3± 0.8 25.5± 0.1 6.7± 0.1 0.112± 0.001 67.00 379.3
080413A 02:54:19.30 0.935→ 55.115 46.6± 0.2 15.8± 0.6 5.3± 0.2 0.120± 0.008 20.58 74.8
080413B 08:51:12.54 0.220→ 12.340 7.0± 0.7 1.7± 0.1 1.16± 0.05 0.41± 0.05 4.16 64.4
080426 13:23:22.94 1.510→ 3.850 1.7± 0.2 0.64± 0.08 0.34± 0.03 1.5± 0.3 1.28 28.1
080430 19:53:02.07 0.745→ 22.795 16± 1 5.4± 0.4 3.4± 0.1 0.14± 0.03 8.55 52.7
080503 12:26:13.42 1.395→ 243.945 180± 31 51± 6 27± 2 0.038± 0.006 63.63 34.5
080506 17:46:21.22 22.450→ 190.150 152± 4 100± 11 31± 2 0.012± 0.005 78.00 19.3
080515 06:01:13.00 −5.945→ 24.505 22± 2 9± 1 6.1± 0.5 0.06± 0.03 21.21 18.8
080516 00:17:07.03 1.655→ 9.485 6.8± 0.3 5.4± 0.2 1.0± 0.2 0.5± 0.2 7.20 11.9
080517 21:22:51.98 0.240→ 30.800 27± 4 11± 3 4.0± 0.6 0.12± 0.05 20.32 11.2
080520 22:20:24.77 1.355→ 5.045 3.0± 0.4 1.8± 0.3 0.51± 0.08 1.3± 0.6 3.18 8.3
080523 21:21:51.29 −8.595→ 61.995 55± 5 23± 2 13± 1 0.04± 0.01 38.61 21.6
080602 01:30:28.07 −21.485→ 71.195 85± 4 60± 1 7.0± 0.5 0.08± 0.02 7.70 39.5
080603B 19:38:13.28 0.510→ 72.050 59.5± 0.8 45.6± 0.7 6.2± 0.3 0.11± 0.01 13.44 70.0
080604 07:27:01.15 −27.345→ 111.855 125± 8 51± 8 27± 2 0.020± 0.006 87.00 16.1
080607 06:07:27.00 −6.030→ 206.410 84± 1 25.4± 0.9 7.5± 0.2 0.076± 0.004 93.06 123.0
080605 23:47:57.85 −6.065→ 31.555 19.6± 0.5 7.2± 0.2 4.8± 0.1 0.134± 0.006 19.76 157.5
080613B 11:12:37.96 −4.125→ 153.285 83± 8 27± 1 15.9± 0.6 0.047± 0.003 53.00 94.4
080623 10:25:28.44 0.210→ 19.710 16± 1 6.5± 0.4 2.9± 0.3 0.19± 0.05 9.20 21.5
080701 10:13:37.63 −1.405→ 11.245 9.4± 0.8 3.3± 0.4 2.3± 0.2 0.22± 0.08 5.55 26.7
080702A 11:50:43.68 1.865→ 2.375 0.44± 0.07 0.21± 0.06 0.08± 0.02 4± 2 0.37 6.9
080703 19:00:13.59 −0.670→ 5.090 4.2± 0.6 1.8± 0.4 0.8± 0.1 0.4± 0.2 4.76 10.8
080707 08:27:53.68 −0.305→ 33.245 30.3± 0.7 24.1± 0.6 3.3± 0.3 0.10± 0.06 5.45 17.2
080710 07:13:10.79 −97.615→ 68.435 140± 16 73± 8 23± 3 0.033± 0.009 135.00 12.6
080714 17:52:56.64 −3.090→ 49.210 34± 3 10± 1 4.7± 0.3 0.13± 0.01 17.10 44.9
080721 10:25:16.97 −9.665→ 83.945 30± 3 6.8± 0.3 4.5± 0.3 0.14± 0.03 17.82 37.2
080723A 04:19:24.39 0.345→ 33.405 25± 4 13± 1 3.8± 0.6 0.16± 0.04 20.52 14.0
080725 10:26:14.63 −103.710→ 54.770 130± 7 15± 1 11.2± 0.9 0.043± 0.007 27.16 46.1
080727A 05:57:39.36 1.790→ 10.130 6± 1 2.6± 0.7 0.9± 0.2 0.2± 0.3 5.28 7.9
080727B 08:13:24.95 0.300→ 75.900 20± 18 6.6± 0.1 2.20± 0.10 0.27± 0.03 9.70 81.4
080727C 23:07:35.39 −2.650→ 163.430 100± 9 28± 1 18.2± 0.7 0.034± 0.003 54.72 76.2
080802 15:12:21.07 −28.890→ 176.070 170± 14 81± 9 30± 3 0.019± 0.005 110.88 18.0
080804 23:20:14.66 −0.090→ 107.550 60± 14 13± 2 7.9± 0.6 0.06± 0.02 17.10 31.1
080805 07:41:34.73 −3.990→ 142.890 110± 14 39± 4 20± 1 0.028± 0.004 48.48 49.7
080810 13:10:12.28 −19.495→ 466.145 453± 8 90± 13 31± 2 0.024± 0.002 57.00 57.9
080822B 21:02:52.96 26.540→ 72.540 39± 3 29± 8 6± 1 0.05± 0.04 42.00 4.2
080903 01:12:23.30 −10.645→ 81.425 69± 5 25± 2 15.5± 1.0 0.030± 0.007 32.01 37.5
080905A 11:58:54.97 2.080→ 3.320 1.04± 0.05 0.86± 0.05 0.18± 0.03 4± 1 1.16 11.4
080905B 16:55:45.40 −0.055→ 130.185 104± 7 78± 2 13± 1 0.05± 0.02 37.74 22.8
080906 13:33:16.34 −84.920→ 150.040 160± 11 44± 2 30± 1 0.017± 0.003 88.00 47.2
080913 06:46:54.12 −2.485→ 7.595 8.2± 0.4 4.1± 0.8 2.2± 0.2 0.17± 0.07 9.00 16.7
080915A 00:02:49.95 0.675→ 13.545 10± 1 5± 1 2.0± 0.3 0.2± 0.1 10.23 9.0
080915B 15:53:35.14 1.470→ 6.790 3.6± 0.4 1.04± 0.06 0.84± 0.03 0.6± 0.1 2.02 53.3
080916A 09:45:20.61 −0.555→ 101.195 63± 5 23.7± 0.9 13.3± 0.4 0.047± 0.004 37.00 89.3
080916B 14:44:47.32 −1.875→ 37.815 34± 3 15± 2 6.1± 0.8 0.05± 0.03 20.16 11.5
080919 00:05:13.05 1.780→ 3.420 1.4± 0.1 0.50± 0.09 0.30± 0.04 1.1± 0.6 1.60 11.5
080928 15:01:32.86 −11.890→ 320.050 280± 19 120± 10 23± 1 0.055± 0.008 14.14 39.8
081007 05:23:52.74 0.935→ 8.735 5.6± 0.4 2.7± 0.3 1.6± 0.1 0.3± 0.1 5.70 19.6
081008 19:58:09.38 −63.615→ 223.285 200± 18 112± 1 32± 1 0.020± 0.002 152.51 50.7
081011 00:28:50.46 0.015→ 21.725 19± 2 8± 2 2.9± 0.5 0.13± 0.06 12.61 10.0
081012 13:10:23.90 −21.300→ 19.900 32± 3 10± 1 6.0± 0.7 0.07± 0.04 17.60 16.3
081016B 19:47:14.51 2.160→ 3.980 1.6± 0.2 0.8± 0.2 0.32± 0.05 0.7± 0.7 1.78 7.8
081017 23:38:12.81 −32.085→ 258.615 250± 14 130± 16 31± 3 0.005± 0.006 63.90 8.1
Continued on Next Page. . .
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TABLE 3 – Continued
GRB Trigger Time Burst Region T90 T50 Tr45 Ratep/Cts dtS/N S/N
081022 14:23:48.80 −6.750→ 189.050 150± 13 61± 5 43± 2 0.011± 0.003 112.20 28.3
081024A 05:53:08.86 0.490→ 2.550 1.86± 0.08 0.6± 0.2 0.26± 0.04 2.3± 0.6 0.72 14.5
081028 00:25:00.79 32.795→ 384.335 280± 15 135± 4 78± 3 0.0077± 0.0010 214.83 42.0
081029 01:43:56.78 −48.430→ 156.770 170± 14 74± 7 49± 4 0.007± 0.004 190.00 16.0
081101 11:46:31.97 2.180→ 2.520 0.22± 0.05 0.12± 0.02 0.08± 0.01 6± 1 0.20 13.1
081102 17:44:39.52 −20.995→ 64.955 63± 7 19± 2 13± 1 0.042± 0.007 44.55 25.4
081104 09:34:42.46 −3.060→ 47.980 41± 1 20± 1 13± 1 0.04± 0.01 45.76 22.4
081109A 07:02:06.61 −25.940→ 78.640 70± 3 24± 1 17.2± 0.7 0.028± 0.004 43.26 58.7
081109B 13:47:16.75 33.750→ 134.750 95± 5 70± 20 9± 2 0.05± 0.04 101.00 4.1
081118 14:56:36.73 11.895→ 103.195 67± 8 29± 2 18± 1 0.020± 0.008 54.45 19.8
081121 20:35:32.85 −6.455→ 17.485 19± 1 9.9± 0.9 5.5± 0.4 0.14± 0.04 19.19 24.4
081126 21:34:10.28 −22.905→ 59.245 60± 2 31.6± 0.2 6.6± 0.3 0.09± 0.01 5.95 52.9
081127 07:05:08.00 −10.495→ 19.865 22± 3 11± 1 4.8± 0.7 0.06± 0.04 23.92 10.3
081128 17:18:44.70 −64.080→ 85.680 108± 5 33± 3 24± 1 0.027± 0.006 48.96 36.2
081203A 13:57:11.57 −66.900→ 400.320 250± 44 46± 4 31± 1 0.027± 0.004 78.78 80.3
081210 20:19:34.21 −13.565→ 156.935 151± 3 20± 17 12± 1 0.10± 0.01 31.62 35.9
081211A 11:48:10.69 0.965→ 6.705 4.8± 0.8 2.0± 0.6 1.0± 0.2 0.3± 0.3 5.32 7.5
081221 16:21:11.84 1.765→ 144.985 34± 1 9.2± 0.1 8.0± 0.1 0.069± 0.002 20.58 278.7
081222 04:53:59.97 0.430→ 66.430 33± 2 5.8± 0.3 4.20± 0.09 0.121± 0.006 11.40 147.6
081226A 01:03:37.37 2.260→ 2.980 0.6± 0.1 0.24± 0.07 0.16± 0.03 3± 1 0.50 10.2
081228 01:17:40.75 1.780→ 6.220 3.8± 0.7 1.3± 0.4 0.48± 0.08 1.0± 0.4 2.22 9.7
081230 20:36:12.62 5.990→ 69.070 55± 2 20± 2 12± 1 0.05± 0.01 37.24 22.2
090102 02:55:45.86 −12.865→ 32.675 31± 1 13± 1 8.3± 0.5 0.06± 0.01 33.66 35.5
090107A 04:48:17.00 2.125→ 19.375 13± 1 10.8± 0.5 2.0± 0.4 0.28± 0.09 1.35 9.8
090111 23:58:34.70 −6.665→ 29.515 30± 3 14.6± 0.7 7.3± 0.6 0.06± 0.02 27.00 20.0
090113 18:40:52.17 2.080→ 12.680 8.8± 0.2 5.8± 0.6 2.0± 0.1 0.35± 0.05 10.30 32.3
090123 07:52:09.32 −48.285→ 122.405 142± 8 41± 7 25± 2 0.031± 0.006 167.31 24.6
090129 21:07:28.28 2.455→ 30.535 18± 1 7.3± 0.3 4.6± 0.2 0.12± 0.01 10.40 68.7
090201 17:47:15.73 −19.940→ 127.980 89± 2 42± 1 16.3± 0.8 0.036± 0.002 86.00 88.6
090205 23:03:27.82 −2.780→ 11.380 11± 1 5.2± 0.9 2.6± 0.3 0.11± 0.06 12.24 13.0
090301 06:56:08.14 −14.925→ 86.345 43± 2 20.1± 0.3 10.7± 0.3 0.071± 0.003 41.00 179.8
090305 05:20:04.03 3.540→ 4.460 0.7± 0.2 0.28± 0.09 0.14± 0.03 4± 1 0.46 9.6
090307 03:46:50.87 −4.530→ 21.870 22± 3 12± 3 3.1± 0.7 0.05± 0.09 24.00 6.0
090308 18:01:36.44 −224.545→ 55.175 264± 5 230± 55 10± 2 0.02± 0.02 29.16 9.0
090309 23:29:26.26 2.845→ 5.965 2.5± 0.3 1.1± 0.2 0.54± 0.08 0.6± 0.4 2.94 9.6
090313 09:06:40.42 −27.450→ 86.290 90± 11 45± 6 23± 2 0.02± 0.01 92.12 12.4
090401A 00:01:12.37 −10.330→ 172.910 117± 9 25.2± 0.7 13.0± 0.5 0.080± 0.006 35.64 109.6
090401B 08:35:37.86 3.180→ 357.299 230± 28 10± 2 3.1± 0.1 0.209± 0.007 12.00 156.5
090404 15:56:43.44 −39.830→ 97.810 86± 6 40± 1 21± 1 0.037± 0.002 74.00 61.7
090407 10:28:38.63 −10.530→ 144.670 148± 1 100± 66 6± 1 0.06± 0.03 16.32 13.5
090408 15:02:24.35 41.150→ 70.150 28± 4 14± 5 6± 1 0.08± 0.05 28.00 3.5
090410 16:58:05.85 −46.975→ 157.525 167± 2 100± 1 26.3± 1.0 0.034± 0.005 25.25 67.4
090417A 13:17:36.79 3.595→ 3.755 0.12± 0.02 0.05± 0.02 0.040± 0.010 14± 5 0.14 8.4
090417B 15:20:16.33 322.845→ 611.945 252± 8 142± 8 88± 5 0.004± 0.002 276.85 25.1
090418 11:07:53.22 −6.705→ 68.005 58± 1 33± 2 17.1± 0.7 0.034± 0.005 30.69 52.4
090419 13:43:44.32 −0.750→ 472.590 433± 8 260± 28 80± 6 0.006± 0.003 198.72 14.3
090422 03:35:29.60 3.330→ 61.550 60± 15 50± 25 1.2± 0.2 0.5± 0.1 1.14 16.1
090423 07:55:32.34 1.580→ 18.740 12.4± 1.0 5.4± 0.3 3.8± 0.2 0.15± 0.02 12.48 31.3
090424 14:12:22.33 1.960→ 107.740 50.3± 0.9 3.42± 0.04 1.98± 0.05 0.27± 0.02 9.24 131.7
090426 12:49:00.21 3.520→ 5.160 1.3± 0.1 0.48± 0.09 0.32± 0.04 1.4± 0.5 1.38 13.0
090429A 04:53:52.00 −8.625→ 26.125 28± 1 12± 1 7.8± 0.6 0.06± 0.02 25.50 20.4
090429B 05:30:16.36 −0.885→ 6.665 5.8± 0.5 2.6± 0.2 1.5± 0.1 0.3± 0.1 4.20 22.1
090509 05:10:16.59 −0.020→ 309.380 293± 4 253± 9 16± 1 0.03± 0.01 27.04 17.1
090510 00:23:13.48 3.310→ 4.270 0.5± 0.1 0.26± 0.03 0.12± 0.02 5± 1 0.62 14.9
090515 04:45:22.52 3.735→ 3.875 0.07± 0.04 0.020± 0.010 0.020± 0.007 41± 8 0.05 11.1
090516 08:28:03.77 −16.590→ 329.490 230± 15 81± 4 37± 3 0.016± 0.003 336.00 24.0
090518 01:54:57.27 1.010→ 52.570 50± 11 5± 8 1.7± 0.3 0.30± 0.06 3.64 24.1
090519 21:09:09.42 −11.255→ 89.015 82± 9 39± 8 14± 1 0.03± 0.01 37.00 15.2
090529 14:12:48.21 −45.525→ 45.325 80± 5 36± 4 19± 2 0.02± 0.02 79.00 17.7
090530 03:18:31.38 3.180→ 52.100 41± 1 25± 7 2.6± 0.3 0.24± 0.06 4.08 23.7
090531A 01:45:30.38 −22.030→ 56.870 46± 8 15± 1 11.7± 0.8 0.051± 0.008 29.40 32.8
090531B 18:36:09.17 3.860→ 62.340 55.5± 0.6 41± 2 2.4± 0.3 0.3± 0.1 1.04 20.1
090607 05:30:30.40 3.695→ 6.905 2.5± 0.2 1.9± 0.1 0.48± 0.06 1.1± 0.5 2.55 11.3
090618 08:28:42.85 −11.630→ 318.130115.2± 0.7 30.2± 0.6 23± 1 0.0257± 0.0003 144.00 719.8
090621B 22:07:38.64 3.770→ 4.110 0.20± 0.05 0.08± 0.02 0.060± 0.010 10± 3 0.18 13.1
Continued on Next Page. . .
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TABLE 3 – Continued
GRB Trigger Time Burst Region T90 T50 Tr45 Ratep/Cts dtS/N S/N
090628 21:20:25.02 −21.395→ 11.455 28± 2 11± 2 2.9± 0.3 0.14± 0.09 4.45 18.2
090708 03:38:28.26 1.780→ 19.420 14± 1 6± 1 2.8± 0.3 0.09± 0.07 12.00 13.2
090709A 07:38:47.59 −66.665→ 509.035 300± 105 38.0± 0.9 28.5± 0.8 0.024± 0.001 95.95 251.6
090709B 15:07:55.87 −0.820→ 38.080 31± 2 13± 4 4.3± 0.4 0.10± 0.05 10.40 17.7
090712 03:51:18.00 −97.190→ 115.470 170± 16 44± 4 32± 2 0.014± 0.006 68.20 29.9
090715A 17:25:52.00 3.910→ 5.890 0.9± 0.5 0.26± 0.10 0.18± 0.03 3± 1 0.68 15.2
090715B 21:03:27.63 −9.065→ 299.815 268± 7 64± 1 15.3± 1.0 0.046± 0.005 13.00 84.9
090726 22:42:40.75 −15.965→ 42.355 51± 1 19± 3 9.2± 0.9 0.06± 0.02 27.00 17.2
090727 22:42:31.02 0.570→ 322.410 301± 6 252± 7 16± 1 0.02± 0.01 16.38 12.3
090728 14:45:58.96 −4.550→ 37.830 33± 5 14± 2 7.0± 0.8 0.06± 0.03 25.74 15.0
090807 15:00:40.02 −14.705→ 162.965 152± 6 83± 9 42± 3 0.013± 0.005 161.37 21.3
090809 17:31:27.50 2.365→ 201.585 190± 30 130± 62 3.4± 0.7 0.10± 0.06 6.65 11.8
090812 06:02:21.89 −85.445→ 136.005 100± 26 26± 1 18.5± 0.7 0.054± 0.004 44.29 78.6
090813 04:10:56.15 1.555→ 12.355 7.9± 0.4 6.1± 0.1 1.0± 0.1 0.63± 0.10 8.28 28.0
Notes: Detailed descriptions of the above quantities can be found in Paper I.
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TABLE 4 BAT Spectral Fits
GRB -α -β Efreq.pk,obs S15−350 χ
2/ν(model) Epk,obs Niso or nbol Eiso or Sbol z
(ref)
[keV] [10−6 erg
cm2
] [keV] [1059γ or 102 γ
cm2
][1052erg or 10−6 erg
cm2
]
070517 1.7± 0.2 ... >45 0.37± 0.06 47.9/561 67+178−35 0.13+0.12−0.05 0.34+0.32−0.07 ...
070518 ... 2.1± 0.3 <42 0.21± 0.03 66.1/561 35± 33 0.3+1.9−0.1 0.09+0.15−0.01 1.161
070520A 0+1−2 ... 70
+180
−20 0.33
+0.09
−0.06 52.8/55
2 74+243−35 0.14
+0.14
−0.05 0.5
+0.6
−0.1 ...
070520B 1.1± 0.2 ... >110 2.5± 0.4 54.8/561 370+620−220 0.32+0.13−0.08 4+5−2 ...
070521 1.35± 0.07 ... >152 16.4± 0.7 52.7/561 300+550−160 3.5+0.9−0.6 23+20−8 ...
070529 1.3± 0.2 ... >124 5.2± 0.5 44.3/561 250+620−130 5+4−2 9+9−3 2.49962
070531 1.4± 0.2 ... >82 2.0± 0.3 57.8/561 165+499−73 0.37+0.26−0.09 2.1+3.0−0.6 ...
070610 1.8± 0.3 ... ... 0.41± 0.08 73.3/561 74+424−72 0.18+0.69−0.05 0.43+0.67−0.05 ...
070611 0+1−2 ... 50
+50
−10 0.34
+0.07
−0.05 69.6/55
2 67+113−26 0.7
+1.1
−0.3 0.5
+0.4
−0.1 2.04
3
070612A1.58± 0.10 ... >118 17.1± 0.9 47.4/561 149+472−59 4+3−1 2.0+1.8−0.4 0.6174
070612B 0.8± 0.6 ... 80+60−20 2.1+0.3−0.2 53.9/552 90+65−21 0.7+0.5−0.2 2.7+1.1−0.4 ...
070616 1.3± 0.2 ... 160+220−40 29± 1 55.1/552 149+132−38 11+4−2 39+14−6 ...
070621 1.55± 0.07 ... >116 7.8± 0.3 49.1/561 157+381−50 2.5+1.2−0.5 9+7−2 ...
070628 1.90± 0.09 ... >51 5.1± 0.2 50.3/561 64+222−61 4+4−2 7+6−1 ...
070704 1.59± 0.08 ... >144 9.6± 0.5 48.9/561 220+590−110 4.0+1.4−1.0 14+10−4 ...
070714A ... 2.7± 0.3 <21 0.17± 0.01 56.8/561 17+6−16 0.26+2.59−0.07 0.30+0.90−0.05 ...
070714B 1.3± 0.2 ... >72 1.4± 0.2 46.0/561 165+499−73 0.32+0.23−0.10 0.3+0.4−0.1 0.925
070721A ... 2.8+0.6−0.5 <28 0.07± 0.01 59.1/561 15+10−14 0.14+1.47−0.07 0.15+0.54−0.05 ...
070721B 1.2± 0.1 ... >193 7.4± 0.6 43.3/561 410+810−200 8+3−2 30+20−10 3.6266
070724A ... 2.0± 0.4 <72 0.044± 0.011 65.1/561 41+101−37 0.009+0.025−0.004 0.0025+0.0031−0.0007 0.4577
070729 1.0± 0.3 ... >81 0.24± 0.05 52.8/561 370+620−240 0.026+0.011−0.008 0.3+0.5−0.2 ...
070731 1.6± 0.3 ... >49 0.26± 0.04 38.2/561 78+250−31 0.07+0.07−0.02 0.23+0.24−0.06 ...
070802 1.8± 0.3 ... ... 0.40± 0.07 27.8/561 55+267−35 0.8+1.9−0.4 0.50+0.52−0.10 2.458
070805 1.6± 0.2 ... >133 1.1± 0.1 50.9/561 200+720−100 0.4+0.2−0.1 1.5+1.4−0.5 ...
070808 1.5± 0.2 ... >90 2.3± 0.2 56.8/561 135+447−47 0.5+0.3−0.1 2.3+2.9−0.5 ...
070809 1.6± 0.2 ... >51 0.14± 0.02 44.4/561 82+258−32 0.0032+0.0034−0.0010 0.0013+0.0015−0.0003 0.21879
070810A 0.7± 0.8 ... 42± 6 0.57+0.05−0.04 46.5/552 41± 8 1.7+2.1−0.6 0.9+0.3−0.1 2.1710
070810B 1.0± 0.7 ... >43 0.07+0.04−0.03 52.8/561 330+920−260 0.008+0.006−0.004 0.08+0.12−0.06 ...
070911 1.4± 0.2 ... 140+230−40 17.7± 1.1 56.8/552 122+115−26 9+4−2 24+8−3 ...
070913 1.6± 0.3 ... >53 0.33± 0.06 47.2/561 86+346−31 0.08+0.08−0.03 0.29+0.36−0.07 ...
070917 1.45± 0.06 ... >150 3.5± 0.1 45.6/561 223+466−84 0.9+0.3−0.1 4.5+3.7−1.0 ...
070920A 1.7± 0.2 ... >51 0.8± 0.1 49.0/561 74+317−26 0.26+0.23−0.09 0.7+0.8−0.2 ...
070920B −0.1+0.9−2.4 2.5+0.9−0.4 39+3−8 0.82± 0.08 43.4/543 44+8−6 0.4+0.2−0.1 1.18+0.03−0.32 ...
070923 0.9± 0.4 ... >142 0.12+0.03−0.03 26.8/271 430+830−280 0.012+0.006−0.003 0.2+0.3−0.1 ...
071001 1.6± 0.2 ... >57 1.5± 0.2 54.3/561 82+129−29 0.4+0.3−0.1 1.3+0.9−0.3 ...
071003 1.31± 0.07 ... >240 16.7± 0.7 47.6/561 410+810−190 11+3−2 18+14−6 1.60511
071008 ... 2.2± 0.3 <52 0.27± 0.04 75.1/561 30+17−29 0.22+0.96−0.08 0.32+0.57−0.03 ...
071010A ... 2.1± 0.4 <42 0.47± 0.11 73.4/561 37+49−35 0.4+2.5−0.2 0.13+0.24−0.02 0.9812
071010B 1.5± 0.2 ... 57+8−6 5.1± 0.2 33.5/552 56± 8 6+4−2 1.8+0.4−0.1 0.94713
071011 1.4± 0.1 ... >221 5.4± 0.4 81.7/561 370+770−200 1.2+0.4−0.3 9+7−4 ...
071013 1.6± 0.4 ... >45 0.6+0.2−0.1 49.6/561 100+675−70 0.16+0.18−0.07 0.6+1.0−0.2 ...
071018 1.6± 0.3 ... >83 1.9± 0.3 68.7/561 149+615−79 0.5+0.5−0.2 2.3+2.9−0.9 ...
071020 1.05± 0.05 ... >224 5.6± 0.2 39.8/561 410+650−150 2.4+0.6−0.3 10+10−3 2.14514
071021 1.7± 0.2 ... >54 1.8± 0.3 70.7/561 74+424−29 0.7+0.7−0.2 1.7+2.0−0.3 ...
071025 1.67± 0.06 ... >124 11.0± 0.3 43.6/561 165+499−59 5.5+2.1−0.9 15+10−3 ...
071028A 0+1−2 ... 50
+70
−10 0.33
+0.08
−0.05 47.0/55
2 58+102−24 0.18
+0.19
−0.06 0.5
+0.3
−0.1 ...
071031 ... 2.3± 0.3 <27 1.1± 0.2 49.9/561 12+6−11 11+85−4 3.9+4.1−0.6 2.69215
071101 ... 2.2± 0.6 <29 0.08+0.03−0.02 46.7/561 30+66−29 0.06+0.26−0.02 0.09+0.18−0.01 ...
071112B 0.8± 0.5 ... >95 0.18+0.06−0.05 60.7/561 450+850−290 0.017+0.008−0.006 0.3+0.4−0.2 ...
071117 1.2± 0.3 ... 130+160−30 3.4+0.3−0.3 52.1/552 128+119−35 2.6+1.8−0.7 1.9+0.8−0.3 1.33116
071118 1.7± 0.4 ... ... 0.7+0.2−0.1 58.2/561 74+582−35 0.20+0.25−0.07 0.6+0.9−0.2 ...
071122 1.6± 0.4 ... >57 1.0± 0.2 76.2/561 111+525−67 0.5+0.8−0.2 0.3+0.5−0.1 1.1417
071129 1.0± 0.6 ... 70+70−10 3.0+0.5−0.3 42.5/552 67+44−16 1.3+1.0−0.4 3.9+1.6−0.6 ...
071227 1.1± 0.2 ... >92 0.53± 0.08 50.5/561 330+580−210 0.018+0.008−0.006 0.03+0.04−0.01 0.38318
080123 ... 2.1+0.9−0.7 <61 0.18
+0.08
−0.06 49.0/56
1 45+138−44 0.09
+0.70
−0.04 0.21
+0.44
−0.07 ...
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TABLE 4 – Continued
GRB -α -β Efreq.pk,obs S15−350 keV χ
2/ν(model) Epk,obs Niso or nbol Eiso or Sbol z
(ref)
080129 1.2± 0.2 ... >77 1.9± 0.3 52.7/561 250+490−150 2+2−1 8+7−4 4.34919
080205 2.0± 0.1 ... ... 2.9± 0.2 54.3/561 50+35−48 1.8+4.6−0.4 3.2+5.0−0.1 ...
080207 1.0± 0.4 ... 100+130−20 8.7+1.1−0.8 52.1/552 100+100−21 2.7+1.9−0.6 11+5−2 ...
080210 1.8± 0.1 ... >90 2.7± 0.2 43.6/561 90+472−36 11+17−4 5.1+4.5−0.9 2.64120
080212 0.4± 0.7 ... 68+17−9 3.6+0.4−0.3 42.3/552 74+29−11 1.2+0.6−0.3 4.6+1.3−0.5 ...
080218A ... 2.3± 0.4 <46 0.9± 0.2 47.0/561 30+20−28 0.6+2.5−0.3 1.1+1.8−0.2 ...
080218B −1+3−4 ... 24+5−17 0.51± 0.06 41.0/552 16+9−6 1.2+1.2−0.5 1.3+0.6−0.3 ...
080229A1.87± 0.05 ... >84 12.8± 0.3 38.1/561 95+485−31 12+5−3 20+11−3 ...
080303 1.6± 0.3 ... >97 1.0± 0.2 60.1/561 180+680−110 0.3+0.2−0.1 1.3+1.5−0.5 ...
080307 1.7± 0.2 ... >69 1.4± 0.2 60.8/561 90+472−40 0.5+0.5−0.2 1.4+1.6−0.3 ...
080310 ... 2.4± 0.2 <29 2.7± 0.2 40.9/561 22+8−20 16+165−6 5.9+10.5−1.0 2.426621
080319A 1.6± 0.1 ... >83 7.2± 0.5 51.8/561 105+300−35 2.2+2.1−0.5 8+7−1 ...
080319B1.09± 0.02 ... >1382 411± 5 17.7/561 1220+1590−540 75± 8 400+200−100 0.93722
080319C 1.0± 0.3 ... 160+820−50 5.4+0.8−0.6 56.2/552 157+303−50 4.7+3.9−1.0 6+5−1 1.9523
080319D −4+5−1 ... 34+9−5 0.22+0.04−0.03 50.5/552 37+290−32 0.22+0.48−0.09 0.5+0.6−0.1 ...
080320 1.6± 0.3 ... >63 0.56± 0.09 50.9/561 95+485−39 0.17+0.14−0.06 0.6+0.8−0.1 ...
080325 1.7± 0.2 ... >86 7.7± 0.7 50.7/561 111+399−41 2.5+2.6−0.7 8+9−2 ...
080328 1.36± 0.05 ... >483 17.9± 0.5 34.1/561 600+980−290 4.4+0.7−0.5 50+10−30 ...
080330 ... 2.4± 0.5 <28 0.44± 0.09 62.2/561 20+6−19 1.5+18.9−0.6 0.41+0.94−0.06 1.5124
080409 1.2± 0.9 ... 40+10−30 0.52+0.06−0.05 47.8/552 41± 25 0.4+0.6−0.1 0.7+0.6−0.1 ...
080411 1.68± 0.03 ... >298 43.1± 0.4 21.7/561 410+810−190 54+10−7 23+9−4 1.0325
080413A1.56± 0.06 ... >109 5.9± 0.2 67.2/561 149+370−42 12+9−3 9+6−2 2.43326
080413B 1.2± 0.3 ... 69+15−8 3.7± 0.2 31.2/552 67+12−8 3+2−1 1.5± 0.2 1.1027
080426 1.9± 0.1 ... ... 0.54± 0.04 45.3/561 55± 54 0.30+0.71−0.09 0.59+0.90−0.04 ...
080430 1.74± 0.09 ... >113 1.86± 0.09 50.7/561 122+554−47 1.3+0.9−0.3 0.38+0.30−0.08 0.76728
080503 1.9± 0.1 ... ... 2.7± 0.2 50.8/561 50+18−49 1.7+4.4−0.4 2.98+4.73−0.07 ...
080506 1.7± 0.2 ... >55 2.0± 0.3 49.0/561 67+402−28 0.8+0.8−0.3 1.9+2.2−0.4 ...
080515 0+1−1 ... 30
+4
−9 2.2± 0.2 40.9/552 26± 5 2.6+1.8−0.8 3.9+1.2−0.5 ...
080516 1.8± 0.3 ... ... 0.50± 0.08 77.0/561 67+402−38 0.18+0.23−0.07 0.5+0.5−0.1 ...
080517 1.5± 0.3 ... >56 0.9± 0.2 53.3/561 100+377−41 0.19+0.18−0.06 0.8+1.0−0.2 ...
080520 ... 3.4+0.9−0.6 <19 0.058± 0.010 48.2/561 11+3−10 0.7+31.1−0.4 0.11+1.45−0.04 1.54529
080523 0.9± 0.7 ... 90+1330−20 1.0+0.2−0.1 53.6/552 90+172−26 0.34+0.25−0.09 1.2+0.9−0.2 ...
080602 1.5± 0.1 ... >80 6.1± 0.5 60.8/561 116+252−44 1.3+1.0−0.3 6+5−1 ...
080603B 1.2± 0.3 ... 70+30−10 2.9+0.2−0.2 65.4/552 70+17−12 9+9−4 6± 1 2.6930
080604 1.7± 0.2 ... >56 1.5± 0.2 47.9/561 74+424−29 1.4+2.4−0.6 0.7+0.8−0.1 1.41631
080607 1.17± 0.04 ... >860 51± 1 41.4/561 900+1170−460 52+8−7 280+130−90 3.03632
080605 1.1± 0.2 ... 230+250−60 22± 1 30.7/552 223+207−60 16+6−4 21+9−4 1.639833
080613B1.36± 0.06 ... >456 10.6± 0.3 51.2/561 550+1160−240 2.7+0.4−0.3 22+16−8 ...
080623 1.4± 0.2 ... >93 2.0± 0.2 53.0/561 182+528−82 0.39+0.21−0.09 2.2+2.7−0.7 ...
080701 ... 2.0± 0.1 <52 0.92± 0.07 53.2/561 43+16−39 0.5+1.1−0.2 0.96+1.55−0.10 ...
080702A 1.3± 0.4 ... >57 0.08+0.02−0.02 45.6/561 200+560−140 0.013+0.012−0.004 0.09+0.15−0.04 ...
080703 1.7± 0.3 ... >44 0.35± 0.06 61.2/561 64+172−27 0.11+0.11−0.04 0.31+0.28−0.06 ...
080707 1.7± 0.2 ... >58 1.0± 0.1 58.2/561 74+317−32 0.8+1.2−0.3 0.34+0.41−0.05 1.2334
080710 1.3± 0.2 ... >81 3.2± 0.5 49.6/561 300+550−200 0.6+0.4−0.2 0.8+0.8−0.4 0.84535
080714 1.44± 0.09 ... >101 4.8± 0.3 64.4/561 149+370−42 1.0+0.6−0.2 5+4−1 ...
080721 0.95± 0.09 ... >283 34± 1 57.2/561 600+980−290 15+4−3 110+110−50 2.60236
080723A −5± 3 2.2+0.5−0.2 35± 5 0.52± 0.09 57.8/543 74+121−32 0.17+0.15−0.05 0.6+0.5−0.1 ...
080725 1.5± 0.1 ... >130 6.6± 0.4 50.5/561 182+528−74 1.8+0.9−0.4 8+8−2 ...
080727A 1.2± 0.4 ... >61 0.28+0.09−0.07 66.8/561 220+590−150 0.04+0.04−0.01 0.3+0.5−0.2 ...
080727B1.05± 0.07 ... >170 8.1± 0.4 50.2/561 370+770−130 0.9+0.2−0.1 12+14−4 ...
080727C 0.9± 0.2 ... 190+280−50 8.8+0.9−0.8 73.3/552 192+277−57 1.7+0.5−0.2 11+9−2 ...
080802 1.7± 0.2 ... >46 2.1± 0.3 56.5/561 61+106−20 0.7+0.7−0.2 1.8+1.2−0.3 ...
080804 1.0± 0.1 ... >165 9.0± 0.6 41.2/561 410+650−200 3.8+1.3−0.8 16+17−7 2.20037
080805 1.54± 0.09 ... >151 4.5± 0.2 46.1/561 300+550−190 6+3−2 4+2−2 1.50538
080810 1.3± 0.1 ... >174 9.7± 0.7 40.9/561 370+620−220 15+8−5 30+20−20 3.3539
080822B −2+4−3 ... <45 0.13+0.03−0.03 61.5/552 27+49−26 0.15+0.78−0.08 0.25+0.47−0.07 ...
Continued on Next Page. . .
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TABLE 4 – Continued
GRB -α -β Efreq.pk,obs S15−350 keV χ
2/ν(model) Epk,obs Niso or nbol Eiso or Sbol z
(ref)
080903 0.9± 0.6 ... 63+29−10 1.8+0.2−0.2 60.0/552 64+25−11 0.8+0.5−0.2 2.3+0.6−0.3 ...
080905A 0.9± 0.3 ... >119 0.40± 0.07 52.9/561 450+850−250 0.034+0.014−0.006 0.7+1.1−0.4 ...
080905B 1.7± 0.2 ... >65 2.8± 0.3 45.8/561 82+258−21 5+9−2 3.4+3.1−0.6 2.37440
080906 1.58± 0.09 ... >83 6.4± 0.3 32.9/561 105+236−31 1.9+1.4−0.3 6+5−1 ...
080913 0.4± 0.9 ... 100+140−20 0.8+0.2−0.1 64.3/552 135+276−47 2.1+2.7−0.8 7+7−1 6.741
080915A 1.7± 0.3 ... ... 0.33± 0.07 36.8/561 64+391−36 0.10+0.13−0.04 0.29+0.40−0.06 ...
080915B1.96± 0.08 ... >37 1.46± 0.06 47.2/561 50± 38 0.9+0.9−0.4 2.7+0.9−1.1 ...
080916A 1.1± 0.2 ... 110+50−20 5.6± 0.4 51.8/552 105+43−17 1.5+0.7−0.3 0.81+0.21−0.09 0.68942
080916B 1.5± 0.2 ... >53 1.1± 0.2 56.7/561 100+377−37 0.22+0.20−0.06 1.0+1.4−0.3 ...
080919 1.3± 0.3 ... >125 0.19± 0.04 52.9/561 370+770−240 0.04+0.02−0.01 0.3+0.3−0.2 ...
080928 1.7± 0.1 ... >63 4.0± 0.3 43.3/561 74+243−26 6+10−2 2.8+2.4−0.5 1.69243
081007 1.4+0.6−1.0 ... <35 0.59
+0.06
−0.05 59.4/55
2 27+11−16 0.4
+0.8
−0.2 0.07
+0.05
−0.01 0.5295
44
081008 1.3± 0.3 ... 110+430−30 5.6+0.7−0.5 53.5/552 90+113−21 9+12−3 6+3−1 1.968545
081011 1.6± 0.3 ... >44 0.39± 0.08 66.0/561 82+336−40 0.09+0.09−0.03 0.34+0.48−0.09 ...
081012 0.9± 0.2 ... >110 3.5± 0.5 64.5/561 450+850−230 0.31+0.11−0.06 6+10−4 ...
081016B 0.5± 0.4 ... >93 0.27+0.08−0.06 43.6/561 550+930−310 0.016+0.007−0.004 0.4+0.9−0.3 ...
081017 1.7± 0.3 ... >48 2.1± 0.3 37.2/561 74+317−32 0.7+0.8−0.2 2.0+2.1−0.5 ...
081022 0.9± 0.6 ... 80+70−20 2.7+0.4−0.3 45.3/552 78+58−17 1.0+0.6−0.3 7.4+0.4−3.8 ...
081024A 1.2± 0.2 ... >102 0.26± 0.04 71.7/561 330+580−210 0.04+0.02−0.01 0.4+0.5−0.2 ...
081028 1.3± 0.4 ... 70+70−10 4.3+0.5−0.4 45.2/552 67+31−13 18+25−8 11+3−2 3.03846
081029 1.4± 0.2 ... >129 3.3± 0.4 52.6/561 300+550−200 8+7−4 15+9−7 3.847947
081101 −1+1−2 ... 80+40−10 0.08+0.02−0.01 24.6/262 165+499−59 0.020+0.010−0.005 0.15+0.26−0.05 ...
081102 1.7± 0.1 ... >60 3.8± 0.3 49.7/561 78+125−22 1.1+1.0−0.3 3.4+2.2−0.6 ...
081104 1.9± 0.1 ... >48 2.7± 0.2 52.3/561 61+58−20 1.1+1.2−0.3 2.7+1.3−0.5 ...
081109A 1.3± 0.3 ... 120+490−40 4.3+0.5−0.4 40.1/552 105+153−25 1.6+1.0−0.3 5.3+3.0−0.8 ...
081109B ... 2.1+0.7−0.6 <81 0.30
+0.12
−0.09 60.4/56
1 33+56−32 0.18
+0.81
−0.09 0.35
+0.61
−0.10 ...
081118 ... 2.1± 0.2 <52 1.6± 0.1 54.8/561 37+12−35 7+43−3 2.8+4.4−0.4 2.5848
081121 0.5± 0.6 ... 130+160−30 7.9+1.2−0.9 43.1/552 182+332−60 6+5−1 16+15−4 2.51249
081126 0.9± 0.3 ... 220+3140−80 6.0+0.8−0.6 41.0/552 250+400−100 1.1+0.3−0.2 9+9−2 ...
081127 2.0± 0.4 ... ... 0.6± 0.1 38.4/561 50+61−49 0.35+1.69−0.09 0.715+1.267−0.006 ...
081128 0.9± 0.6 ... 47+6−5 2.5+0.2−0.1 45.0/552 46± 6 1.5+0.8−0.4 3.5+0.7−0.4 ...
081203A1.44± 0.06 ... >128 13.6± 0.5 57.5/561 201+440−75 16+9−4 17+13−4 2.150
081210 1.4± 0.1 ... >116 3.7± 0.4 54.0/561 220+590−110 0.8+0.4−0.2 5+5−2 ...
081211A ... 2.0± 0.5 <33 0.19+0.06−0.05 43.6/561 37+75−36 0.11+0.50−0.05 0.21+0.38−0.04 ...
081221 1.1± 0.1 ... 83+8−5 22.4± 0.7 31.3/552 81+7−4 9+2−1 28+3−2 ...
081222 1.0± 0.2 ... 140+50−20 7.3± 0.4 47.5/552 135+52−23 10+5−2 15+3−2 2.7751
081226A 1.3± 0.3 ... >73 0.21± 0.05 60.9/561 250+620−150 0.03+0.03−0.01 0.3+0.3−0.1 ...
081228 2.0± 0.3 ... ... 0.14± 0.03 44.3/561 39+78−34 0.07+0.14−0.03 0.15+0.20−0.03 ...
081230 1.0± 0.8 ... 52+23−9 0.84+0.11−0.08 43.4/552 52+19−14 0.5+0.3−0.1 1.2+0.3−0.2 ...
090102 1.36± 0.10 ... >182 14.2± 0.8 55.9/561 370+620−220 10± 3 14+10−5 1.54752
090107A −4.8+6.0−0.2 2.3+1.0−0.3 30± 4 0.29+0.08−0.06 39.2/543 50+252−29 0.15+0.19−0.05 0.4+0.3−0.1 ...
090111 ... 2.4± 0.2 <28 0.80± 0.07 59.7/561 22+14−21 0.9+4.9−0.2 1.23+2.13−0.05 ...
090113 1.5± 0.1 ... >94 1.32± 0.08 41.2/561 128+434−40 0.35+0.22−0.07 1.3+1.3−0.3 ...
090123 1.6± 0.1 ... >92 4.7± 0.4 53.2/561 116+410−39 1.4+1.1−0.4 5+5−1 ...
090129 1.4± 0.3 ... 70+30−10 2.5+0.2−0.2 66.3/552 65+16−12 1.5+0.8−0.4 3.4+0.5−0.4 ...
090201 0.8± 0.2 ... 100+20−10 40± 1 46.5/552 103+17−13 10+2−2 47± 5 ...
090205 1+1−2 ... <45 0.19
+0.03
−0.02 51.8/55
2 33± 31 1.9+10.2−0.9 1.2+1.6−0.2 4.649753
090301 0.9± 0.1 ... 240+140−60 42± 2 34.7/552 246+131−60 7.0+0.9−0.7 110± 30 ...
090305 1.1± 0.3 ... >72 0.22± 0.05 50.9/561 270+520−170 0.027+0.017−0.008 0.3+0.4−0.1 ...
090307 −5± 1 2.01+1.65−0.01 51+13−8 0.32± 0.05 59.6/543 330+730−230 0.07+0.04−0.02 0.8+1.1−0.5 ...
090308 1.9+0.6−0.5 ... ... 0.6
+0.2
−0.2 67.0/56
1 47+332−45 0.3
+1.1
−0.1 0.7
+1.0
−0.2 ...
090309 1.3± 0.4 ... >76 0.27+0.07−0.06 57.8/561 300+690−200 0.05+0.04−0.01 0.4+0.4−0.2 ...
090313 1.9± 0.3 ... ... 2.2± 0.4 51.9/561 55+202−51 7+26−4 4.6+7.0−0.5 3.37554
090401A 1.4± 0.2 ... 130+160−30 14.7± 1.1 57.4/552 116+92−28 6+3−1 19+7−3 ...
090401B1.24± 0.05 ... >255 21.4± 0.6 55.1/561 450+690−210 3.8+0.7−0.4 40+30−10 ...
090404 1.8+0.2−0.4 ... <33 3.1
+0.2
−0.2 49.8/55
2 31+4−30 3.8
+12.6
−0.8 5.01
+7.40
−0.02 ...
Continued on Next Page. . .
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TABLE 4 – Continued
GRB -α -β Efreq.pk,obs S15−350 keV χ
2/ν(model) Epk,obs Niso or nbol Eiso or Sbol z
(ref)
090407 1.5± 0.4 ... >49 1.1+0.3−0.2 50.9/561 100+498−50 0.23+0.23−0.08 1.0+1.8−0.3 ...
090408 ... 2.9+1.8−1.0 <25 0.09
+0.04
−0.03 40.0/56
1 11+17−10 0.2
+4.5
−0.2 0.2
+0.5
−0.1 ...
090410 0.8± 0.2 ... 170+120−40 9.2± 0.9 49.7/552 192+187−45 1.5+0.4−0.2 12+7−3 ...
090417A −1+2−4 ... 70+150−20 0.046+0.013−0.008 17.0/112 111+399−56 0.016+0.013−0.006 0.07+0.12−0.02 ...
090417B 1.7± 0.1 ... >101 3.1± 0.3 52.6/561 111+708−41 1.6+1.3−0.4 3.9+4.0−0.8 ...
090418 1.39± 0.07 ... >172 8.7± 0.4 40.4/561 330+580−180 7+2−2 9+6−3 1.60855
090419 1.3± 0.2 ... >91 4.7± 0.5 53.6/561 182+528−82 0.9+0.5−0.2 5+7−2 ...
090422 1.6± 0.4 ... >41 0.6+0.2−0.1 56.8/561 90+642−53 0.16+0.18−0.06 0.6+0.9−0.2 ...
090423 0.7± 0.6 ... 51+9−6 0.67+0.06−0.05 55.3/552 52+10−8 4+6−2 8+2−1 8.356
090424 1.1± 0.2 ... 130+40−20 28± 1 33.9/552 128+31−22 4.3+1.1−0.7 2.6± 0.4 0.54457
090426 ... 2.0± 0.3 <212 0.25± 0.04 54.5/561 45+57−43 0.9+7.6−0.3 0.42+0.72−0.04 2.60958
090429A 0.7± 0.7 ... 90+210−20 0.8+0.2−0.1 48.7/552 111+244−33 0.23+0.16−0.05 1.1+1.1−0.2 ...
090429B 0.7± 0.9 ... 46+11−7 0.34+0.04−0.03 55.8/552 47+12−9 0.21+0.14−0.06 0.49+0.14−0.07 ...
090509 1.9± 0.3 ... ... 3.8± 0.5 51.9/561 55+202−51 1.6+3.4−0.7 3.8+5.4−0.6 ...
090510 1.0± 0.2 ... >97 1.1± 0.2 52.0/561 370+620−220 0.13+0.05−0.03 0.3+0.5−0.2 0.90359
090515 0+1−2 ... 90
+2180
−30 0.035
+0.014
−0.007 13.6/11
2 182+528−99 0.009
+0.006
−0.003 0.06
+0.12
−0.03 ...
090516 1.6± 0.1 ... >101 15± 1 69.7/561 135+584−47 50+70−20 50+50−10 4.10960
090518 1.5± 0.2 ... >68 1.0± 0.2 46.9/561 135+447−70 0.23+0.18−0.07 1.0+1.5−0.4 ...
090519 1.0± 0.2 ... >129 3.3± 0.5 48.5/561 410+810−220 2.3+1.2−0.6 15+13−8 3.8561
090529 1+1−1 ... 40
+20
−10 1.1
+0.2
−0.1 43.1/55
2 43+31−17 5
+7
−2 2.5
+1.4
−0.5 2.625
62
090530 1.6± 0.2 ... >63 1.8± 0.2 45.6/561 90+215−33 0.5+0.4−0.1 1.7+1.6−0.3 ...
090531A 0.7± 0.6 ... 64+24−10 1.6+0.2−0.1 78.4/552 67+26−13 0.6+0.4−0.2 2.1+0.5−0.3 ...
090531B 1.6± 0.2 ... >112 1.1± 0.2 45.8/561 165+648−81 0.4+0.3−0.1 1.4+1.5−0.4 ...
090607 1.2± 0.3 ... >84 0.26± 0.05 45.5/561 300+550−200 0.036+0.023−0.010 0.3+0.5−0.2 ...
090618 1.29± 0.08 ... 140+20−10 148± 2 14.4/552 138+21−12 31± 4 15± 1 0.5463
090621B 0.8± 0.3 ... >128 0.22± 0.04 22.4/271 500+890−280 0.018+0.006−0.004 0.4+0.7−0.2 ...
090628 1.4± 0.2 ... >103 1.4± 0.2 56.2/561 200+560−100 0.32+0.18−0.10 1.7+1.8−0.7 ...
090708 0+1−1 ... 60
+20
−10 0.63
+0.10
−0.07 58.2/55
2 61+41−20 0.3
+0.3
−0.1 0.9
+0.6
−0.2 ...
090709A 1.1± 0.1 ... 300+500−100 46± 2 38.7/552 300+365−85 8.6+1.3−1.0 120+20−30 ...
090709B 0.4± 1.1 ... 70+50−10 1.5+0.3−0.2 54.7/552 82+106−23 0.6+0.5−0.2 2.1+1.7−0.4 ...
090712 1.4± 0.1 ... >107 6.9± 0.5 52.6/561 182+528−67 1.3+0.7−0.2 7+9−2 ...
090715A 1.1± 0.2 ... >110 0.9± 0.1 53.4/561 370+770−200 0.09+0.05−0.02 1.3+2.2−0.6 ...
090715B1.61± 0.07 ... >130 9.0± 0.4 54.8/561 182+528−82 37+19−8 24+15−5 3.064
090726 1.2+0.8−1.3 ... <37 0.65
+0.08
−0.06 51.8/55
2 27+13−22 5
+21
−3 1.8
+2.1
−0.4 2.71
65
090727 1.3± 0.3 ... >68 2.6± 0.5 63.6/561 165+499−88 0.5+0.3−0.2 2.6+4.1−1.0 ...
090728 1.8± 0.2 ... ... 1.4± 0.2 51.6/561 61+381−37 0.6+0.6−0.2 1.4+1.7−0.2 ...
090807 1.4+0.6−0.9 ... <34 1.9
+0.2
−0.2 61.8/55
2 27+9−18 2.1
+3.5
−0.7 3.5
+2.2
−0.9 ...
090809 1.7± 0.6 ... ... 0.9+0.3−0.3 41.3/561 74+826−68 2+7−1 1.4+2.4−0.4 2.73766
090812 1.30± 0.06 ... >144 11.6± 0.5 49.6/561 246+493−94 11+5−2 19+17−5 2.45267
090813 1.6± 0.1 ... >132 2.4± 0.2 56.9/561 165+648−73 1.1+0.5−0.2 3.3+3.2−0.8 ...
Notes: The model in column 6 refers to a powerlaw (1), a powerlaw times exponential (2), a GRBM (3). If a redshift is known, it is given in the
last table column and we present isotropic equivalent energy and photon fluences, Eiso and Niso, respectively, in columns 8 and 9. Otherwise, we
report approximate bolometric fluences measured in the observer frame 1− 104 keV band in those columns. Additional details can be found in
Paper I. Redshift References: 1Perley et al. (2009b), 2Fox & Cucchiara (2007), 3Thoene et al. (2007a), 4Cenko et al. (2007a), 5Graham et al.
(2007), 6Malesani et al. (2007), 7Cucchiara et al. (2007a), 8Prochaska et al. (2007a), 9Perley et al. (2008b), 10Thoene et al. (2007b), 11Perley et
al. (2007), 12Prochaska et al. (2007b), 13Cenko et al. (2007b), 14Jakobsson et al. (2007a), 15Ledoux et al. (2007), 16Jakobsson et al. (2007b),
17Cucchiara et al. (2007b), 18D’Avanzo et al. (2007), 19Greiner et al. (2008), 20Jakobsson et al. (2008a), 21Prochaska et al. (2008a), 22Vreeswijk
et al. (2008a), 23Wiersema et al. (2008b), 24Malesani et al. (2008), 25Thoene et al. (2008a), 26Thoene et al. (2008b), 27Vreeswijk et al. (2008b),
28Cucchiara & Fox (2008), 29Jakobsson et al. (2008b), 30Fynbo et al. (2008a), 31Wiersama et al. (2008a), 32Prochaska et al. (2008b), 33Jakobsson
et al. (2008c), 34Fynbo et al. (2008b), 35Perley et al. (2008a), 36D’Avanzo et al. (2008a), 37Cucchiara et al. (2008a), 38Jakobsoon et al. (2008d),
39Prochaska et al. (2008c), 40Vreeswijk et al. (2008c), 41Fynbo et al. (2008c), 42Fynbo et al. (2008d), 43Vreeswijk et al. (2008d), 44Berger et al.
(2008a), 45D’Avanzo et al. (2008b), 46Berger et al. (2008b), 47D’Elia et al. (2008a), 48D’Elia et al. (2008b), 49Berger & Rauch (2008),
50Landsman et al. (2008), 51Cucchiara et al. (2008b), 52de Ugarto Postigo et al. (2009c), 53Fugazza et al. (2009), 54Chornock et al. (2009a),
55Chornock et al. (2009b), 56Tanvir et al. (2009), 57Chornock et al. (2009c), 58Levesque et al. (2009), 59Rau et al. (2009), 60de Ugarto Postigo et
al. (2009a), 61Thoene et al. (2009), 62Malesani et al. (2009a), 63Cenko et al. (2009b), 64Wiersema et al. (2009), 65Fatkhullin et al. (2009),
66Malesani et al. (2009b), 67de Ugarto Postigo et al. (2009b),
