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LAURENT CANCELLATION FOR RINGS OF TRANSCENDENCE DEGREE
ONE OVER A FIELD
GENE FREUDENBURG
Abstract. If R is an integral domain and A is an R-algebra, then A has the Laurent cancellation
property over R if A[±n] ∼=R B
[±n] implies A ∼=R B (n ≥ 0 and B an R-algebra). Here, A
[±n]
denotes the ring of Laurent polynomials in n variables over A. Our main result (Thm. 4.3) is that,
if R is a field and the transcendence degree of A over R is one, then A has the Laurent cancellation
property over R. The proof uses the characterization of Laurent polynomial rings over a field given
in Thm. 3.2.
1. Introduction
If R is an integral domain, then an R-algebra will mean an integral domain containing R as a
subring. If A is an R-algebra and n ∈ Z, n ≥ 0, then A[n] is the polynomial ring in n variables over
A, and A[±n] is the ring of Laurent polynomials in n variables over A.
In this paper, we consider the following question.
Let R be an integral domain, let A and B be R-algebras, and let n be a non-negative
integer. Does A[±n] ∼=R B[±n] imply A ∼=R B?
We say that A has the Laurent cancellation property over R if this question has a positive answer
for all pairs (B, n).
Our main result (Thm. 4.3) is that, if k is a field, then any k-algebra of transcendence degree one
over k has the Laurent cancellation property over k. This result parallels the well-known theorem
of Abhyankar, Eakin, and Heinzer which asserts that, if A and B are k-algebras of transcendence
one over k, then the condition A[n] ∼=k B[n] for some n ≥ 0 implies A ∼=k B; see [1]. Note that our
main result implies that if X and Y are algebraic curves over k, and if Tn is the torus of dimension
n over k (n ≥ 0), then the condition X × Tn ∼= Y × Tn implies X ∼= Y .
In [5], Makar-Limanov gives a proof of the Abhyankar-Eakin-Heinzer theorem for the field k = C
using the theory of locally nilpotent derivations (LNDs); see also [?], Cor. 3.2. The proof of our main
result uses Z-gradings in a similar way. Where Makar-Limanov uses the subring of elements of degree
zero for all LNDs, we use the subring of elements of degree zero for all Z-gradings over R, denoted
NR(A). The other key ingredient in the proof is Thm. 3.2, which is the following characterization
of Laurent polynomial rings over a field.
Let k be a field, and let A be a k-algebra. The following are equivalent.
1. A = k[±1].
2. The following three conditions hold.
(a) k is algebraically closed in A
(b) tr.deg
k
A = 1
(c) A∗ 6⊂ Nk(A)
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Certain cases of Laurent cancellation were investigated in [3]; see Remark 5.1. In addition,
Bhatwadekar and Gupta [2] have shown that the Laurent polynomial ring R[±n] has the Laurent
cancellation property over R; see Thm. 4.1 below. We are not aware of an example of an integral
domain R and an R-algebra A such that A fails to have the Laurent cancellation property over R.
This paper was motivated by a question of David Speyer, who posed the question of Laurent
cancellation above in the case A and B are cluster algebras.
1.1. Terminology and Notation. The group of units of the integral domain A is denoted A∗, and
the field of fractions of A is frac(A). Given f ∈ A, Af denotes the localization of A at f . Given
z ∈ A∗, the notation z±1 is used for the set {z, z−1}.
For n ≥ 0, the polynomial ring in n variables over A is denoted by A[n]. If A[x1, ..., xn] = A[n],
the ring of Laurent polynomials over R is the subring of frac(A[n]) defined and denoted by:
A[±n] = A[x1, x
−1
1 , ..., xn, x
−1
n ]
For any subring S ⊂ A, the transcendence degree of A over S is equal to the transcendence
degree of frac(A) over frac(S), denoted tr.degSA. The set of elements in A algebraic over S is
denoted by AlgSA; we also say that AlgSA is the algebraic closure of S in A. If S = AlgSA, then S
is algebraically closed in A. Any Z-grading of A such that S ⊂ A0 is a Z-grading over S, where A0
denotes the subring of elements of degree zero.
If R is an integral domain, A is an R-algebra, and W is a subset of A, then R[W ] is the R-
subalgebra of A generated by W .
2. Z-Gradings and the Neutral Subalgebra
2.1. Z-Gradings. Assume that R is an integral domain, and A is an R-algebra. The set of Z-
gradings of A is denoted A(Z), and the subset of Z-gradings of A over R is denoted A(Z, R).
Given g ∈ A(Z), let degg denote the induced degree function on A, and let A = ⊕i∈ZAi be the
decomposition of A into g-homogeneous summands, where Ai consists of g-homogeneous elements
of degree i. Define Ag = A0, which is a subalgebra of A. The subalgebra S ⊂ A is g-homogeneous
if S is generated by g-homogeneous elements.
Given a ∈ A, write a =
∑
i∈Z ai, where ai ∈ Ai for each i. The support of a relative to g is defined
by:
Suppg(a) = {i ∈ Z | ai 6= 0}
Note that (i) Suppg(a) = ∅ if and only if a = 0, and (ii) #Suppg(a) = 1 if and only if a is non-zero
and homogeneous.
Lemma 2.1. Let A be an integral domain, and let g ∈ A(Z) be given.
(a) Ag is algebraically closed in A.
(b) If H ⊂ A is a g-homogeneous subalgebra, then AlgHA is also a g-homogeneous subalgebra.
Proof. Let A = ⊕i∈ZAi be the decomposition of A into g-homogeneous summands. Given a ∈ A,
write a =
∑
i∈Z ai, where ai ∈ Ai, and let a¯ denote the highest-degree (non-zero) homogeneous
summand of a.
In order to prove part (a), let v ∈ A be algebraic over Ag. If v 6∈ Ag, then we may assume that
degg v > 0. Suppose that
∑
0≤i≤n civ
i = 0 is a non-trivial dependence relation for v over Ag, where
ci ∈ Ag for each i, and n ≥ 1. Since degg v¯ > 0 and degg ci = 0 for each i, we see that cnv¯
n = 0, a
contradiction. Therefore, v ∈ Ag, and Ag is algebraically closed in A.
For part (b), given an integer n ≥ 0, let H(n) denote the ring obtained by adjoining to H all
elements a ∈ AlgHA such that #Suppg(a) ≤ n. In particular, H(0) = H . We show by induction on
n that, for each n ≥ 1:
(1) H(n) ⊂ H(1)
This property implies AlgHA = H(1), which is a g-homogeneous subring of A.
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Assume that, for some n ≥ 2, H(n− 1) ⊂ H(1). Let a ∈ AlgHA be given such that #Suppg(a) =
n, and let
∑
i≥0 hia
i = 0 be a non-trivial dependence relation for a over H , where hi ∈ H for each
i. Define:
d = max
i≥0
{degg hia
i} and I = {i ∈ Z | i ≥ 0 , degg hia
i = d}
Then I is non-empty, and
∑
i∈I h¯ia¯
i = 0. Since H is homogeneous, h¯i ∈ H for each i. Therefore, a¯ is
algebraic over H . Since a = (a− a¯)+ a¯, it follows that a ∈ H(n− 1)+H(1). Since H(n− 1) ⊂ H(1)
by the induction hypothesis, we see that a ∈ H(1), thus proving by induction the equality claimed
in (1). 
2.2. The Neutral Subalgebra. Assume that R is an integral domain, and A is an R-algebra.
Definition 2.1. The neutral R-subalgebra of A is:
NR(A) = ∩g∈A(Z,R)A
g
The neutral subring of A is:
N (A) = ∩g∈A(Z)A
g
A is a neutral R-algebra if NR(A) = A. A is a neutral ring if N (A) = A.
Lemma 2.2. Let R be an integral domain, and let A be an R-algebra.
(a) NR(A) is algebraically closed in A
(b) NR(A
[n]) ⊂ NR(A) and NR(A
[±n]) ⊂ NR(A) for each n ≥ 0
(c) If A is algebraic over R[A∗], then NR(A[n]) = NR(A) and NR(A[±n]) = NR(A) for each
n ≥ 0
Proof. Part (a) is implied by Lemma 2.1(a).
For part (b), let C = A[y±11 , ..., y
±1
n ] = A
[±n], and let f ∈ NR(C) be given. Define g ∈ C(Z, A) by
setting degg yi = 1 for each i. If f 6∈ A, then degg f 6= 0, a contradiction. Therefore, f ∈ A. Suppose
that there exists h ∈ A(Z, R) such that degh f 6= 0. Then h extends to C by setting degh yi = 0 for
each i, meaning f 6∈ NR(C), again a contradiction. Therefore, f ∈ NR(A). The argument is the
same if C = A[n].
For part (c), let C = A[y±11 , ..., y
±1
n ] = A
[±n], and let f ∈ A be given. Suppose that g ∈ C(Z, R)
has degg f 6= 0. Since every element of A
∗ is g-homogeneous, it follows from Lemma 2.1(b) that A is
a g-homogeneous subring of C. Therefore, g restricts to an element of A(Z, R) for which the degree
of f is non-zero, meaning that f is not in NR(A). The argument is the same if C = A[n]. 
Example 2.1. Let R be an integral domain, and define A = R[x, y]/(x2−y3−1). Then NR(A) = A.
To see this, let g ∈ A(Z, R) be given. Set K = frac(R) and define AK = K⊗RA. Then g extends to
AK , which is the coordinate ring of the plane curve C : x
2− y3 = 1 over K. This Z-grading induces
an action of the torus T = Spec(K[t, t−1]) on AK , namely, if a ∈ AK is homogeneous of degree d,
then t · a = tda. If this were a non-trivial action, then C would contain T as a dense open orbit,
implying that C is K-rational, which it is not. Therefore, g must be the trivial Z-grading.
3. Laurent Polynomial Rings
3.1. Units and Automorphisms.
Lemma 3.1. Let R be an integral domain, and let A = R[y±11 , ..., y
±1
n ] = R
[±n].
(a) A∗ = R∗ · {yd11 · · · y
dn
n | di ∈ Z, i = 1, ..., n} = R
∗ · Zn
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(b) Given E ∈ SLn(Z), the R-morphism φE : A→ A given by
φE(yi) =
∏
1≤j≤n
y
eij
j
where E = (eij), defines an action of SLn(Z) on A by R-automorphisms.
(c) Given a = (a1, ..., an) ∈ (R∗)n, the R-morphism ψa : A→ A given by
ψa(yi) = aiyi
defines an action of (R∗)n on A by R-automorphisms.
Proof. (a) By induction, it suffices to prove part (a) for the case n = 1.
Suppose A = R[y, y−1] = R[±1], and let u ∈ A∗ be given. Write u = p(y)/yk and u−1 = q(y)/yl,
where p, q ∈ R[y] = R[1]; p(0) 6= 0 and q(0) 6= 0; and k, l ≥ 0. We thus have p(y)q(y) = yk+l.
If k + l > 0, then p(0)q(0) = 0, contradicting the fact that A is an integral domain. Therefore,
k+ l = 0, meaning that p(y)q(y) = 1 in R[y]. Since R[y]∗ = R∗, we see that p(y) ∈ R∗. This proves
part (a)
(b) It is easy to check that, for E,F ∈ SLn(Z), φEF = φEφF .
(c) It is easy to check that, for a, b ∈ (R∗)n, ψab = ψaψb. 
3.2. A Criterion for Cancellation.
Proposition 3.1. Let R be an integral domain, and let A and B be R-algebras. Assume that, for
some n ≥ 0, there exists an R-isomorphism
F : A[±n] → B[±n]
such that F (A∗) ⊂ B. Then A ∼=R B.
Proof. Let
C = A[y±11 , ..., y
±1
n ] = A
[±n] and D = B[z±11 , ..., z
±1
n ] = B
[±n]
By the preceding lemma, we have:
C∗ = A∗ · {yd11 · · · y
dn
n | di ∈ Z, i = 1, ..., n} and D
∗ = B∗ · {ze11 · · · z
en
n | ei ∈ Z, i = 1, ..., n}
Thus, given i with 1 ≤ i ≤ n, there exist bi ∈ B∗ and eik ∈ Z such that:
F (yi) = bi
∏
1≤k≤n
zeikk
Likewise, there exist ai ∈ A∗ and dij ∈ Z such that:
F−1(zi) = ai
∏
1≤j≤n
y
dij
j
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Therefore, given i, we have:
zi = FF
−1(zi)
= F
(
ai
∏
k
ydikk
)
= F (ai)
∏
k
F (yk)
dik
= F (ai)
∏
k

bk∏
j
z
ekj
j


dik
=
(
F (ai)
∏
k
bdikk
)∏
k
∏
j
z
dikekj
j
=
(
F (ai)
∏
k
bdikk
)∏
j
z
(
∑
k
dikekj)
j
Since F (ai)
∏
k b
dik
k ∈ B for each i, we conclude that, for each i, j (1 ≤ i, j ≤ n):
F (ai)
∏
k
bdikk = 1 and
∑
k
dikekj = δij
It follows that, if E is the n× n matrix E = (eij), then E ∈ SLn(Z).
Define b = (b1, ..., bn) ∈ (B∗)n. Then for each i = 1, ..., n we see that:
Zi := F (yi) = φEψb(zi)
On one hand:
D = φEψb(D) = B[Z
±1
1 , ..., Z
±1
n ]
On the other hand:
D = F (C) = F (A)[F (y1)
±1, ..., F (yn)
±1] = F (A)[Z±11 , ..., Z
±1
n ]
Therefore, if I ⊂ D is the ideal I = (Z1 − 1, ..., Zn − 1), then:
A ∼=R F (A) ∼=R D/I ∼=R B

Note that, if A∗ = R∗, then Thm. 3.1 implies that A has the Laurent cancellation property over
R. In particular, every polynomial ring A = R[n] has the Laurent cancellation property over R.
3.3. A Characterization of Laurent Polynomial Rings over a Field.
Theorem 3.1. Let R be an integral domain, and let A be an R-algebra such that R is algebraically
closed in A, tr.degRA = 1, and A
∗ 6⊂ NR(A).
(a) There exists u ∈ A∗ such that R[A∗] = R[u, u−1] = R[±1].
(b) There exist r ∈ R and w ∈ A∗r such that Ar = Rr[w,w
−1] = R
[±1]
r .
Proof. Let u ∈ A∗ be given such that u 6∈ NR(A). By Lemma 2.2(a), we see that R = NR(A) and
R[u] = R[1].
Let g ∈ A(Z, R) be such that u 6∈ Ag, and let A = ⊕i∈ZAi be the decomposition of A into
g-homogeneous summands. Since R and Ag are algebraically closed in A, it must be that either
Ag = R or Ag = A, and therefore Ag = R.
If R[A∗] = R[u, u−1], there is nothing further to prove. So assume that R[A∗] is strictly larger
than R[u, u−1]. Let v ∈ A∗ be such that v 6∈ R[u, u−1]. Then v is g-homogeneous, and v 6∈ Ag = R.
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Since v is algebraic over R[u, u−1], there exists a non-trivial dependence relation P (u, v) = 0, where
P ∈ R[x, y] = R[2].
Set d = gcd(degg u, degg v), and let a, b ∈ Z be such that:
degg u = ad and degg v = bd
If a < 0, replace u by u−1, and if b < 0, replace v by v−1. In this way, we may assume that a, b > 0.
Define a Z-grading h of R[x, y] over R by setting degh x = a and degh y = b. Then it suffices to
assume that P (x, y) is h-homogeneous.
Let K be the algebraic closure of frac(R). Consider P (x, y) as an element of K[x, y], and view A
as a subring of K ⊗R A. By Lemma 4.6 of [4], P has the form:
P = xiyj
∏
k
(αkx
b + βky
a) , αk, βk ∈ K
∗
Since P (u, v) = 0, it follows that rub + va = 0 for some r ∈ K∗. We see that r = −u−bva ∈ R∗.
Moreover, a > 1, since otherwise v ∈ R[u, u−1].
Let m,n ∈ Z be such that am+ bn = 1. Set w = umvn, noting that w ∈ A∗ and deggw = d 6= 0.
Then:
wa = (−r)nu and wb = (−r)−mv
It follows that:
R[u±1, v±1] = R[w±a, w±b] = R[w,w−1]
If R[A∗] = R[w,w−1], the desired result holds. Otherwise, replace u by w and repeat the argument
above. Since
degg u = ad > d = deggw > 0
this process must terminate in a finite number of steps. This completes the proof of part (a).
The proof of part (b) is a continuation of the algorithm used in the proof of part (a), where units
are adjoined where needed.
Suppose that R[A∗] = R[u, u−1]. If R[A∗] = A, there is nothing further to prove. So assume that
R[A∗] 6= A, and choose g-homogeneous v ∈ A not in R[u, u−1]. As before, we obtain an equation
rub + va = 0, where r ∈ R, and a, b are relatively prime integers with a > 1. However, in this case
r 6∈ R∗, since otherwise v is a unit.
In order to continue the algorithm, we extend g to the ring Ar, noting that v ∈ A∗r . As above,
there exists w ∈ A∗r such that 0 < deggw < degg u and Rr[A
∗
r ] = Rr[w,w
−1].
If Ar = Rr[w,w
−1], the desired result holds. Otherwise, replace u by w and repeat the argument.
As before, since a strict decrease in degrees takes place, the process must terminate in a finite number
of steps. This completes the proof of part (b). 
As a consequence of this theorem, we obtain the following characterization of Laurent polynomial
rings over a field.
Theorem 3.2. Let k be a field, and let A be a k-algebra. The following are equivalent.
1. A = k[±1].
2. The following three conditions hold.
(a) k is algebraically closed in A
(b) tr.deg
k
A = 1
(c) A∗ 6⊂ Nk(A)
Corollary 3.1. Let k be a field, and let A be a k-algebra. Assume that k is algebraically closed in
A. Given u ∈ A∗, if u 6∈ Nk(A), then there exists w ∈ A∗ such that:
Algk[u]A = k[w,w
−1] = k[±1]
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Proof. By hypothesis, there exists g ∈ A(Z,k) such that degg u 6= 0. Set B = Algk[u]A. Since u is
a unit, u is g-homogeneous, and k[u] is a g-homogeneous subring. By Lemma 2.1(b), it follows that
B is g-homogeneous, meaning that g restricts to B. Since degg u 6= 0, we see that u 6∈ Nk(B). The
result now follows from Thm. 3.2. 
Remark 3.1. In Thm. 3.2, one cannot generally replace the field k by a ring R which is not a
field. For example, define A = k[u, u−1, v], where u, v are algebraically independent over k. Define
g ∈ A(Z,k) by declaring that degg u = 2 and degg v = 1, and define:
R = Ag = k[u−1v2]
Then R is algebraically closed in A, tr.degRA = 1, and u is a unit not in NR(A). However, A 6= R
[±1]
since the units of A are of the form λun for λ ∈ k∗ and n ∈ Z.
4. Laurent Cancellation
4.1. A Reduction. Let R be an integral domain, and let A be an R-algebra. If n ≥ 0, then since
A is algebraically closed in A[±n] we have:
AlgR(A
[±n]) = AlgR(A)
Let α : A[±n] → B[±n] be an isomorphism of R-algebras. If S = AlgR(A), then α(S) = AlgR(B),
since B is algebraically closed in B[±n]. Therefore, identifying S and α(S), we can view A and B as
S-algebras, and α as an S-isomorphism. In considering the question of Laurent cancellation, it thus
suffices to assume R is algebraically closed in A. Note that this condition implies the group A∗/R∗
is torsion free.
4.2. Cancellation for Laurent Polynomial Rings. The following result is due to Bhatwadekar
and N. Gupta.
Theorem 4.1. ([2], Lemma 4.5) Let R be an integral domain, and let A be an R-algebra. Suppose
that m,n are non-negative integers such that:
A[±n] ∼=R R
[±(m+n)]
Then A ∼=R R
[±m].
Proof. By induction, it suffices to prove the case n = 1. Let
C = A[y, y−1] = A[±1] and D = R[z±11 , ..., z
±1
m+1] = R
[±(m+1)]
and let α : C → D be an R-isomorphism. We have:
A∗ · Z = C∗ = α−1(D∗) = R∗ · Zm+1 ⇒ A∗ = R∗ · Zm
If w1, ..., wm generate the group A
∗/R∗, then:
D∗/R∗ = 〈z1, ..., zm+1〉 = 〈α(w1), ..., α(wm), α(y)〉
So there exists E ∈ SLm+1(Z) such that:
φE(zi) = α(wi) (1 ≤ i ≤ m) and φE(zm+1) = α(y)
We have:
D = R[z±11 , ..., z
±1
m+1] = R[φE(z1)
±1, ..., φE(zm+1)
±1] = R[α(w1)
±1, ..., α(wm)
±1, α(y)±1]
Therefore:
(2) A[y±1] = C = α−1(D) = R[w±11 , ..., w
±1
m , y
±1]
Since tr.degRC = m+ 1, we see that w1, ..., wm, y are algebraically independent over R. From line
(2), it follows that:
A ∼=R A[y
±1]/(y − 1) ∼=R R[w
±1
1 , ..., w
±1
m ] = R
[±m]

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4.3. Algebras of Transcendence Degree One over a Field. For polynomial rings of transcen-
dence degree one over a field, we recall the result of Abhyankar, Eakin, and Heinzer cited in the
Introduction.
Theorem 4.2. ([1], 3.3) Let k be a field, and let A be a k-algebra of transcendence degree one over
k. Let B be a k-algebra such that A[n] ∼=k B
[n] for some n ≥ 0. Then A ∼=k B.
For Laurent polynomial rings over rings of transcendence degree one over a field, we have the
following.
Theorem 4.3. Let R be an integral domain, and let A be an R-algebra with tr.degRA = 1. Then
A has the Laurent cancellation property over R if any one of the following conditions holds.
(a) R[A∗] is algebraic over R
(b) A∗ ⊂ NR(A)
(c) R is a field
Proof. By Sect. 4.1, it suffices to assume that R is algebraically closed in A. Let F : A[±n] → B[±n]
be an isomorphism of R-algebras.
Part (a): If R[A∗] is algebraic over R, then A∗ = R∗, and F (A∗) = F (R∗) = R∗ ⊂ B. By
Prop. 3.1, it follows that A ∼=R B in this case.
Part (b): Assume that A∗ ⊂ NR(A). By part (a), we may also assume thatR[A∗] is transcendental
over R, meaning that A is algebraic over R[A∗]. By Lemma 2.2(d), NR(A[±n]) = NR(A). Therefore:
F (A∗) ⊂ F (NR(A)) = F
(
NR
(
A[±n]
))
= NR
(
B[±n]
)
⊂ NR(B) ⊂ B
By Prop. 3.1, it follows that A ∼=R B in this case.
Part (c): Assume that R is a field. By part (b), we may assume that A∗ 6⊂ NR(A). Then, by
Cor. 3.2, we have that A ∼=R R[±1]. By Thm. 4.1, it follows that A ∼=R B in this case. 
5. Remarks
Remark 5.1. The following two cases of Laurent cancellation are given in [3].
Theorem 5.1. Let R be an integral domain, and let A be an R-algebra. Given u ∈ A∗, set
Ru = {λ ∈ R
∗ |u− λ ∈ A∗} .
Let AτR be the subset of R-transtable units, i.e., u ∈ A
∗ such that Ru is non-empty. If either (a)
R[A∗] = R[AτR], or (b) A is algebraic over R[A
τ
R], then A has the Laurent cancellation property over
R.
Remark 5.2. For the R-algebra A, the question of Laurent cancellation over R is closely related
to the question whether NR(A[±n]) = NR(A). In particular, we ask whether this equality holds in
the case tr.degRA = 1. Another related question is the following: While a Z-grading of A
[±n] may
not restrict to A, it does give a Z-filtration of both A[±n] and A. Let Gr(A[±n]) and Gr(A) denote
the associated graded rings. Does Gr(A[±n]) = Gr(A)[±n]?
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