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PASSAGE PERCOLATION THROUGH A DOMAIN OF Rd
By Raphae¨l Cerf and Marie The´ret
IUF and Universite´ Paris Sud, and Universite´ Paris Diderot
We consider the standard first passage percolation model in the
rescaled graph Zd/n for d≥ 2 and a domain Ω of boundary Γ in Rd.
Let Γ1 and Γ2 be two disjoint open subsets of Γ, representing the
parts of Γ through which some water can enter and escape from Ω.
A law of large numbers for the maximal flow from Γ1 to Γ2 in Ω is
already known. In this paper we investigate the asymptotic behavior
of a maximal stream and a minimal cutset. A maximal stream is a
vector measure ~µmaxn that describes how the maximal amount of fluid
can cross Ω. Under conditions on the regularity of the domain and
on the law of the capacities of the edges, we prove that the sequence
(~µmaxn )n≥1 converges a.s. to the set of the solutions of a continuous
deterministic problem of maximal stream in an anisotropic network.
A minimal cutset can been seen as the boundary of a set Eminn that
separates Γ1 from Γ2 in Ω and whose random capacity is minimal.
Under the same conditions, we prove that the sequence (Eminn )n≥1
converges toward the set of the solutions of a continuous determin-
istic problem of minimal cutset. We deduce from this a continuous
deterministic max-flow min-cut theorem and a new proof of the law
of large numbers for the maximal flow. This proof is more natural
than the existing one, since it relies on the study of maximal streams
and minimal cutsets, which are the pertinent objects to look at.
1. First definitions and main result. We recall first the definitions of the
random discrete model and of the discrete objects. The continuous coun-
terparts of the discrete objects are briefly presented in Section 1.2 and the
main results are presented in Section 1.3.
1.1. Discrete streams, cutsets and flows. We use many notation intro-
duced in [12] and [13]. Let d≥ 2. We consider the graph (Zdn,Edn) having for
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Fig. 1. Domain Ω.
vertices Zdn = Z
d/n and for edges Edn, the set of pairs of nearest neighbors
for the standard L1 norm. With each edge e in Edn we associate a random
variable t(e) with values in R+. We suppose that the family (t(e), e ∈ Edn)
is independent and identically distributed, with a common law Λ: this is
the standard model of first passage percolation on the graph (Zdn,E
d
n). We
interpret t(e) as the capacity of the edge e; it means that t(e) is the maximal
amount of fluid that can go through the edge e per unit of time.
We consider an open bounded connected subset Ω of Rd such that the
boundary Γ = ∂Ω of Ω is piecewise of class C1. It means that Γ is included
in the union of a finite number of hypersurfaces of class C1, that is, in the
union of a finite number of C1 submanifolds of Rd of codimension 1. Let Γ1,
Γ2 be two disjoint subsets of Γ that are open in Γ. We want to study the
maximal streams from Γ1 to Γ2 through Ω for the capacities (t(e), e ∈ Edn).
We consider a discrete version (Ωn,Γn,Γ
1
n,Γ
2
n) of (Ω,Γ,Γ
1,Γ2) defined by
Ωn = {x ∈ Zdn|d∞(x,Ω)< 1/n},
Γn = {x ∈Ωn|∃y /∈Ωn, [x, y] ∈ Edn},
Γin = {x ∈ Γn|d∞(x,Γi)< 1/n, d∞(x,Γ3−i)≥ 1/n}, for i= 1,2,
where d∞ is the L
∞-distance, and the segment [x, y] is the edge of endpoints
x and y; see Figure 1. We denote by Πn the set of the edges with both
endpoints in Ωn.
We shall study streams and flows from Γ1n to Γ
2
n and cutsets between Γ
1
n
and Γ2n in Ωn. Let us define first the admissible streams from F1 to F2 in C,
for C a bounded connected subset of Rd and F1, F2 disjoint sets of vertices of
Zdn included in C. We will say that an edge e= [x, y] is included in a subset
A of Rd, which we denote by e⊂A, if the closed segment joining x to y is
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included in A. Let e= [a, b] be an edge of Edn with endpoints a and b. We
denote by 〈a, b〉 the oriented edge starting at a and ending at b. We fix next
an orientation for each edge of Edn. Let (
~f1, . . . ,~fn) be the canonical basis of
Rd. We denote by Ed,in the set of the edges parallel to ~fi. For e= [a, b] ∈ Ed,in ,
we define
~e=~fi and e=
{
〈a, b〉, if −→ab ·~fi =+1/n,
〈b, a〉, if −→ab ·~fi =−1/n,
where · is the scalar product on Rd and −→ab the vector of origin a and end-
point b. We define the set Sn(F1, F2,C) of admissible “stream functions” as
the set of functions fn :E
d
n→R such that:
(i) the stream is inside C: for each edge e 6⊂C we have fn(e) = 0;
(ii) capacity constraint: for each edge e ∈ Edn we have
|fn(e)| ≤ t(e);
(iii) conservation law: for each vertex v ∈ Zdn \ (F1 ∪F2) we have∑
e∈Edn:e=〈v,·〉
fn(e) =
∑
e∈Edn:e=〈·,v〉
fn(e),
where the notation e= 〈v, ·〉 (resp., e= 〈·, v〉) means that there exists y ∈ Zdn
such that e = 〈v, y〉 (resp., e = 〈y, v〉). A function fn ∈ Sn(F1, F2,C) is a
description of a possible stream in C: |fn(e)| is the amount of water that
crosses e per second, and this water goes through e in the direction of fn(e)e
(thus in the direction of e is fn(e)> 0 and in the direction of −e if fn(e)< 0).
Condition (i) means that the water does not move outside C; condition (ii)
means that the amount of water that can cross e per second cannot exceed
t(e); condition (iii) means that there is no loss of fluid in the graph. To each
stream function fn from F1 to F2 in C, we associate the corresponding flow
flowdiscn (fn) =
∑
e⊂C:e=[a,b],a∈F1,b/∈F1
fn(e)(1{e=〈a,b〉} − 1{e=〈b,a〉}).
This is the amount of fluid (positive or negative) that crosses C from F1 to
F2 according to fn. We define the maximal flow φn(F1, F2,C) from F1 to F2
in C by
φn(F1, F2,C) = sup{flowdiscn (fn)|fn ∈ Sn(F1, F2,C)}.
If D is a connected set of vertices of Zdn that contains two disjoint subsets
F1, F2 of Z
d
n, we define
D̂ =D+
1
2n
[−1,1]d ⊂Rd.
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We define
Sn(F1, F2,D) = Sn(F1, F2, D̂) and φn(F1, F2,D) = φn(F1, F2, D̂).
The maximal flow φn(F1, F2,C) can be expressed differently thanks to
the (discrete) max-flow min-cut theorem; see [3]. We need some definitions
to state this result. A path on the graph Zdn from the vertex v0 to the vertex
vm is a sequence (v0, e1, v1, . . . , em, vm) of vertices v0, . . . , vm alternating with
edges e1, . . . , em such that vi−1 and vi are neighbors in the graph, joined by
the edge ei, for i in {1, . . . ,m}. A set E of edges of Edn included in C is said
to cut F1 from F2 in C if there is no path from F1 to F2 made of edges
included in C that do not belong to E. We call E an (F1, F2)-cutset in C if
E cuts F1 from F2 in C and if no proper subset of E does. With each set of
edges E ⊂ Edn we associate its capacity which is the random variable
V (E) =
∑
e∈E
t(e).
The max-flow min-cut theorem states that
φn(F1, F2,C) = min{V (E)|E ⊂ Edn is a (F1, F2)-cutset in C}.
We can achieve a better understanding of what a cutset is thanks to the
following correspondence. We associate to each edge e ∈ Ed,in a plaquette
π(e) defined by
π(e) = c(e) +
1
2n
([−1,1]i−1 ×{0} × [−1,1]d−i),
where c(e) is the middle of the edge e. To a set of edges E ⊂ Edn we associate
the set of the corresponding plaquettes E∗ =
⋃
e∈E π(e). If E is a (F1, F2)-
cutset, then E∗ looks like a “surface” of plaquettes that separates F1 from
F2 in C; see Figure 2. We do not try to give a proper definition to the term
“surface” appearing here. In terms of plaquettes, the discrete max-flow min-
cut theorem states that the maximal flow from F1 to F2 in C, given a local
constraint on the maximal amount of water that can cross each edge, is
equal to the minimal capacity of a “surface” that cuts F1 from F2 in C.
We consider now streams, cutsets and flows in Ωn. The set of stream
functions associated to our flow problem is Sn(Γ1n,Γ2n,Ωn). We will denote
by φn the maximal flow φn(Γ
1
n,Γ
2
n,Ωn). To each fn ∈ Sn(Γ1n,Γ2n,Ωn), we
associate the vector measure ~µn, that we call the stream itself, defined by
~µn = ~µn(fn) =
1
nd
∑
e∈Edn
fn(e)~eδc(e),
where c(e) is the center of e. Notice that since fn ∈ Sn(Γ1n,Γ2n,Ωn), the
condition (i) implies that fn(e) = 0 for all e /∈ Πn; thus the sum in the
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Fig. 2. Set of plaquettes E∗ corresponding to a (F1, F2)-cutset E in C.
previous definition is finite. A stream ~µn is a rescaled measure version of
a stream function fn. The vector measure ~µn is defined on (R
d,B(Rd))
where B(Rd) is the collection of the Borel sets of Rd and takes values in
Rd. In fact ~µn = (µ
1
n, . . . , µ
d
n) where µ
i
n is a signed measure on (R
d,B(Rd))
for all i ∈ {1, . . . , d}. We define the flow corresponding to a stream ~µn(fn)
as flowdiscn (fn) properly rescaled,
flowdiscn (~µn) = flow
disc
n (~µn(fn)) =
1
nd−1
flowdiscn (fn).
We say that ~µn = ~µn(fn) is a maximal stream from Γ
1
n to Γ
2
n in Ωn if and
only if
flowdiscn (~µn) =
φn
nd−1
,(1.1)
and for any e= [a, b] such that a ∈ Γ1n and b /∈ Γ1n, we have fn(e)~e · −→ab ≥ 0,
that is,
fn(e)
{≥ 0, if e is oriented from a to b (i.e. e= 〈a, b〉),
≤ 0, if e is oriented from b to a (i.e. e= 〈b, a〉).(1.2)
The set of admissible stream functions is random since the capacity con-
straint on the stream is random. Thus φn is random and the set of admissible
streams (resp., maximal streams) from Γ1n to Γ
2
n in Ωn is random too.
Let En be a (Γ1n,Γ2n)-cutset in Ωn. We say that En is a minimal cutset if
and only if it realizes the minimum
V (En) = φn(1.3)
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Fig. 3. A (Γ1n,Γ
2
n)-cutset En in Ωn and the corresponding sets r(En) and R(En).
and it has minimal cardinality, that is,
card(En) =min{card(Fn)|Fn is a (Γ1n,Γ2n)-cutset in Ωn and
(1.4)
V (Fn) = φn(Γ1n,Γ2n,Ωn)},
where card(E) denotes the cardinality of the set E . We want to see a cutset
En as the “boundary” of a subset of Ω. We define the set r(En)⊂ Zdn by
r(En) = {x ∈Ωn|there exists a path from x to Γ1n in (Zdn,Πn \ En)}.
Then the edge boundary ∂er(En) of r(En), defined by
∂er(En) = {e= [x, y] ∈Πn|x ∈ r(En) and y /∈ r(En)},
is exactly equal to En. We consider a “non discrete version” R(En) of r(En)
defined by
R(En) = r(En) + 1
2n
[−1,1]d.
Notice that En = ∂e(R(En) ∩ Πn); thus the sets En and R(En) completely
define one each other; see Figure 3.
Remark 1. We want to study the asymptotic behavior of sequences of
maximal streams and minimal cutsets. For a fixed n and given capacities,
the existence of at least one minimal cutset is obvious since there are finitely
many cutsets. The existence of at least one maximal stream is not so obvious
because of condition (1.2). Under the hypothesis that the capacities are
bounded, we will prove in Section 4.1 that a maximal stream exists.
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1.2. Brief presentation of the limiting objects. We consider a sequence
(~µmaxn )n≥1 of maximal streams and a sequence (Eminn )n≥1 of minimal cutsets.
For each n, ~µmaxn is a solution of a discrete random problem of maximal flow,
Eminn is a solution of a discrete random problem of minimal cutset and by
the max-flow min-cut theorem
flowdiscn (~µ
max
n ) =
V (Eminn )
nd−1
:=
φn
nd−1
,
where φn stands for φn(Γ
1
n,Γ
2
n,Ωn). The goal of this article is to prove that:
• (~µmaxn )n≥1 converges in a way when n goes to infinity to a continuous
stream ~µ which is the solution of a continuous deterministic max-flow
problem to be precised;
• (Eminn )n≥1 converges in a way when n goes to infinity to a continuous cutset
E which is the solution of a continuous deterministic min-cut problem to
be precised;
• these continuous deterministic max-flow and min-cut problems are in cor-
respondence, that is, the flow of ~µ is equal to the capacity of E , and
φn/n
d−1 converges toward this constant.
We obtain these results, except that the continuous max-flow and min-cut
problems we define may have several solutions, thus we obtain the conver-
gence of the discrete streams ~µmaxn (resp., the discrete cutsets Eminn ) toward
the set of the solutions of a continuous deterministic max flow problem (resp.,
min-cut problem). In this section, we try to present very briefly these contin-
uous max-flow and min-cut problems. A complete and rigorous description
will be given in Sections 2.2 and 2.3. The aim of the present section is to give
an intuitive idea of the objects involved in the main theorems of Section 1.3.
The first quantity that has been studied is the maximal flow φn; however,
a law of large numbers for φn is difficult to establish in a general domain. It is
considerably simpler in the following situation. Let ~v be a unit vector in Rd,
let Q(~v) be a unit cube centered at the origin having two faces orthogonal
to ~v and let
F1 = {x ∈ ∂Q|−→0x · ~v < 0}, F2 = {x ∈ ∂Q|−→0x · ~v > 0}
be, respectively, the upper half part and the lower half part of the boundary
of Q in the direction ~v. Whenever E(t(e)) <∞, a subadditive argument
yields the following convergence:
lim
n→∞
φn(F1, F2,Q(~v))
nd−1
= ν(~v) in L1,(1.5)
where ν(~v) is deterministic and depends on the law of the capacities of the
edges, the dimension and ~v. The maximal flow considered here is not well
defined, since F1 and F2 are not sets of vertices (a rigorous definition will be
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given in Section 2.3), but equation (1.5) allows us to understand what the
constant ν(~v) represents. By the max-flow min-cut theorem, φn(F1, F2,Q(~v))
is the minimal capacity of a “surface” of plaquettes that cuts F1 from F2
in Q(~v), thus a discrete “surface” whose boundary is spanned by ∂Q(~v).
Thus the constant ν(~v) can be seen as the average asymptotic capacity of a
continuous unit surface normal to ~v. By symmetry we have ν(~v) = ν(−~v).
This interpretation of ν(~v) provides in a natural way the desired contin-
uous deterministic min-cut problem. Indeed, if S is a “nice” surface (“nice”
means C1 among other things), it is natural to define its capacity as
capacity(S) =
∫
S∩Ω
ν(~vS(x))dHd−1(x),
where Hd−1 is the (d− 1)-dimensional Hausdorff measure on Rd, and ~vS(x)
is a unit vector normal to S at x. Exactly as a discrete cutset En can be seen
as the boundary of a set R(En), we see S as the boundary of a set F ⊂ Ω,
and we define capacity(F ) = capacity(∂F ). The continuous deterministic
min-cut problem we consider is the following:
φaΩ := inf{capacity(F )|F ⊂Ω, ∂F is a surface separating Γ1 from Γ2 in Ω}.
The above variational problem is loosely defined, since we did not give a
definition of capacity(F ) for all F , and we did not describe precisely the
admissible sets F : we should precise the regularity required on ∂F and what
“separating” means. This will be done in Section 2.3. We will denote by Σa
the set of the continuous minimal cutsets, that is,
Σa = {F ⊂Ω|F is “admissible” and capacity(F ) = φaΩ}.
The variational problem φaΩ is a very good candidate to be the continuous
min-cut problem we are looking for, all the more since it has been proved
by the authors in the companion papers [6, 8] and [7] that under suitable
hypotheses
lim
n→∞
φn
nd−1
= φaΩ a.s.
This result is presented in Section 2.3. By studying maximal streams and
minimal cutsets, we will give an alternative proof of this law of large numbers
for φn.
We define now a continuous max-flow problem. A continuous stream in Ω
will be modeled by a vector field ~σ :Rd→ Rd that must satisfy constraints
equivalent to (i), (ii) and (iii). For a “nice” stream ~σ (e.g., ~σ is C1 on the
closure Ω of Ω and on Rd \Ω) these constraints would be:
(i′) the stream is inside Ω: ~σ = 0 on Rd \Ω;
(ii′) capacity constraint : ∀~v ∈ Sd−1, ~σ · ~v ≤ ν(~v) on Rd;
(iii′) conservation law : div~σ = 0 on Ω and ~σ · ~vΩ = 0 on Γ \ (Γ1 ∪ Γ2).
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Here Sd−1 is the unit sphere of Rd and ~vΩ(x) denotes the exterior unit vector
normal to Ω at x. The flow corresponding to a “nice” stream ~σ would be
flowcont(~σ) =
∫
Γ1
−~σ · ~vΩ dHd−1.
Thus we obtain the following continuous max-flow problem:
φbΩ := sup
{
flowcont(~σ)
∣∣∣∣~σ :Rd→Rd is a stream inside Ω that satisfiesthe capacity constraint and the conservation law
}
.
The above variational problem is loosely defined too, since we did not give
a definition of flowcont(~σ) for all ~σ, and we did not describe precisely the
set of admissible streams ~σ: we should precise the regularity required on ~σ
and adapt conditions (i′), (ii′) and (iii′) to ~σ in this class of regularity. This
will be done in Section 2.2. We will denote by Σb the set of the continuous
maximal streams, that is,
Σb = {~σ :Rd→Rd|~σ is “admissible” and flowcont(~σ) = φbΩ}.
We have also good reasons a priori to think that the variational problem
φbΩ is the max-flow problem we are looking for. Indeed, various continu-
ous versions of the max-flow min-cut theorem have been proved (see, e.g.,
[1, 15, 20]), and a main result of Nozawa’s work [15] is precisely to prove
that
φbΩ = φ
a′
Ω ,
where φa
′
Ω is a variant of φ
a
Ω. Thanks to our study of maximal flows and min-
imal cutsets, we will also recover this continuous max-flow min-cut theorem
in our setting.
Remark 2. We gave no argument a priori to justify that the sets Σa and
Σb are not empty. This will be a consequence of our results of convergence.
The fact that Σb is not empty was already proved by Nozawa in [15].
1.3. Main results. We denote by Ld the Lebesgue measure in Rd and by
Cb(Rd,R) the set of the continuous bounded functions from Rd to R. We
define the distance d on the subsets of Rd by
∀E,F ⊂Rd d(E,F ) =Ld(E△F ),
where E△F = (E \ F )∪ (F \E) is the symmetric difference of E and F .
We need some hypotheses on (Ω,Γ1,Γ2). We say that Ω is a Lipschitz do-
main if its boundary Γ can be locally represented as the graph of a Lipschitz
function defined on some open ball of Rd−1. We say that two C1 hypersur-
faces S1,S2 intersect transversally if for all x ∈ S1 ∩ S2, the normal unit
vector to S1 and S2 at x are not colinear. We gather here the hypotheses we
will make on (Ω,Γ1,Γ2)
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Hypothesis (H1). We suppose that Ω is a bounded open connected
subset of Rd, that it is a Lipschitz domain and that Γ is included in the
union of a finite number of oriented hypersurfaces of class C1 that intersect
each other transversally; we also suppose that Γ1 and Γ2 are open subsets
of Γ, that inf{‖x− y‖, x ∈ Γ1, y ∈ Γ2)> 0, and that their relative boundaries
∂ΓΓ
1 and ∂ΓΓ
2 have null Hd−1 measure.
We also make the following hypotheses on the law of the capacities:
Hypothesis (H2). We suppose that the capacities of the edges are
bounded by a constant M , that is,
∃M <+∞, Λ([0,M ]) = 1.
Hypothesis (H3). We suppose that
Λ({0})< 1− pc(d),
where pc(d) is the critical parameter of edge Bernoulli percolation on (Z
d,Ed).
We can now state our main results:
Theorem 1.1 (Law of large numbers for the maximal streams). We
suppose that the hypotheses (H1) and (H2) are fulfilled. For all n ≥ 1, let
~µmaxn be a random maximal discrete stream from Γ
1
n to Γ
2
n in Ωn. Then
(~µmaxn )n≥1 converges weakly a.s. toward the set Σ
b, that is,
a.s.,∀f ∈ Cb(Rd,R) lim
n→∞
inf
~σ∈Σb
∥∥∥∥∫
Rd
f d~µmaxn −
∫
Rd
f~σ dLd
∥∥∥∥= 0.
Theorem 1.2 (Law of large numbers for the minimal cutsets). We sup-
pose that the hypotheses (H1), (H2) and (H3) are fulfilled. For all n≥ 1, let
Eminn be a minimal (Γ1n,Γ2n)-cutset in Ωn. Then the sequence (R(Eminn ))n≥1
converges a.s. for the distance d toward the set Σa, that is,
a.s., lim
n→∞
inf
F∈Σa
d(R(Eminn ), F ) = 0.
Remark 3. As we will see in Section 2.3, condition (H3) is equivalent
to ν 6= 0, where ν is the function defined by equation (1.5). Thus if (H3) is
not satisfied, then ν(~v) = 0 for all ~v, capacity(F ) = 0 for every admissible
continuous cutset F and the variational problem φaΩ is trivial.
The two previous theorems lead to the following corollary:
Corollary 1. We suppose that hypotheses (H1) and (H2) are fulfilled.
If Σb is reduced to a single stream ~σ, then any sequence of maximal streams
(~µmaxn )n≥1 converges a.s. weakly to ~σLd. If hypothesis (H3) is also fulfilled
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and if Σa is reduced to a single set F , then for any sequence of minimal
cutsets (Eminn )n≥1, the corresponding sequence (R(Eminn ))n≥1 converges a.s.
for the distance d toward F .
Remark 4. We believe that the uniqueness of the maximal stream or
the uniqueness of the minimal cutset in the continuous setting may happen,
or not, depending on the domain Ω, the sets Γi, i= 1,2 and the function ν
(thus on the law of the capacities Λ); however we do not handle this question
here.
During the proof of Theorem 1.1, we prove the key inequalities to obtain
the following lemma:
Lemma 1. We suppose that hypotheses (H1) and (H2) are fulfilled, and
we consider the continuous variational problems Σa and Σb associated to the
function ν :Sd−1→R+. For every admissible continuous stream ~σ, for every
admissible set F , we have
flowcont(~σ)≤ capacity(F ).
The proof of Theorems 1.1 and 1.2 relies on a compactness argument.
Combining this argument, Theorems 1.1, 1.2 and Corollary 1, we obtain the
two following theorems:
Theorem 1.3 (Max-flow min-cut theorem). We suppose that the hy-
potheses (H1) and (H2) are fulfilled, and we consider the continuous vari-
ational problems Σa and Σb associated to the function ν :Sd−1→R+. Then
there exists at least an admissible continuous stream ~σ such that φbΩ =
flowcont(~σ), there exists at least an admissible set F such that φaΩ = capacity(F ),
and we have the following max-flow min-cut theorem:
φaΩ = φ
b
Ω := φΩ.
Theorem 1.4 (Law of large numbers for the maximal flows). Suppose
that hypotheses (H1) and (H2) are fulfilled. Then we have
lim
n→∞
φn
nd−1
= φΩ a.s.
Remark 5. As will be explained in the next section, the last two theo-
rems do not state new results, since the continuous max-flow min-cut the-
orem we obtain is a particular case of the one studied by Nozawa in [15],
and the law of large numbers for the maximal flows has been proved by the
authors in [6–8] under a weaker assumption on Λ. However, these results are
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recovered here by new methods, which are more natural. Indeed, the law of
large numbers for φn was proved in [6–8] by a study of its lower and upper
large deviations around φΩ. The study of the upper large deviations [8] is
replaced here by the study of a sequence of maximal streams, which is the
most original part of this article and gives a better understanding of the
model. The study of the lower large deviations [7] is replaced by the study
of a sequence minimal cutsets. The techniques are the same in both cases,
but we change our point of view. To conclude, we use in both proofs the
result of polyhedral approximation presented in [6].
2. Background. We present now the mathematical background on which
our work relies. It is the occasion to give a proper description of the varia-
tional problems involved in our theorems.
2.1. Some geometric tools. We start with simple geometric definitions.
For a subset X of Rd, we denote by X the closure of X , by
◦
X the interior of
X , by Xc the set Rd \X and by Hs(X) the s-dimensional Hausdorff measure
of X . The r-neighborhood Vi(X,r) of X for the distance di, that can be the
Euclidean distance if i= 2 or the L∞-distance if i=∞, is defined by
Vi(X,r) = {y ∈Rd|di(y,X)< r}.
If X is a subset of Rd included in an hyperplane of Rd and of codimension 1
(e.g., a nondegenerate hyperrectangle), we denote by hyp(X) the hyperplane
spanned by X , and we denote by cyl(X,h) the cylinder of basis X and of
height 2h defined by
cyl(X,h) = {x+ t~v|x ∈X, t ∈ [−h,h]},
where ~v is one of the two unit vectors orthogonal to hyp(X) (see Figure 4).
For x ∈ Rd, r ≥ 0 and a unit vector ~v, we denote by B(x, r) the closed
Fig. 4. Cylinder cyl(X,h).
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Fig. 5. Ball B(x, r).
ball centered at x of radius r, by disc(x, r,~v) the closed disc centered at x
of radius r and normal vector v, and by B+(x, r,~v) [resp., B−(x, r,~v)] the
upper (resp., lower) half part of B(x, r) where the direction is determined
by v (see Figure 5), that is,
B+(x, r,~v) = {y ∈B(x, r)|−→xy · ~v ≥ 0},
B−(x, r,~v) = {y ∈B(x, r)|−→xy · ~v ≤ 0}.
We denote by αp the volume of the unit ball in R
p, p≥ 1. Thus αd is the
volume of a unit ball in Rd, and αd−1 the Hd−1 measure of a unit disc in Rd.
We say that a domain Ω of Rd has Lipschitz boundary if its boundary can
be locally represented as the graph of a Lipschitz function defined on some
open ball of Rd−1. We say that a vector ~v 6= 0 defines a rational direction if
there exists a positive real number λ such that λ~v has rational coordinates.
It is equivalent to require that there exists a positive real number λ′ such
that λ′~v has integer coordinates. We denote by Sd−1 the unit sphere in Rd,
and by Ŝd−1 the set of the unit vectors of Rd defining a rational direction.
Notice that Ŝd−1 is dense in Sd−1.
Two submanifolds E and F of a given finite dimensional smooth manifold
are said to intersect transversally if at every point of intersection, their
tangent spaces at that point span the tangent space of the ambient manifold
at that point; see Section 5 in [11]. When a hypersurface S is piecewise of
class C1, we say that S is transversal to Γ if for all x∈ S ∩Γ, the normal unit
vectors to S and Γ at x are not colinear; if the normal vector to S (resp., to
Γ) at x is not well defined, this property must be satisfied by all the vectors
which are limits of normal unit vectors to S (resp., Γ) at y ∈ S (resp., y ∈ Γ)
when we send y to x—there is at most a finite number of such limits. We
say that a subset P of Rd is polyhedral if its boundary ∂P is included in
the union of a finite number of hyperplanes.
Let E be a subset of Rd. We say that E is p-rectifiable if and only if there
exists a Lipschitz function mapping some bounded subset of Rp onto E; see
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Definition 3.2.14 in [9]. We define the p dimensional upper (resp., lower)
Minkowski content Mp,+(E) [resp., Mp,−(E)] of E by
Mp,+(E) = limsup
r→0+
Ld(V2(E,r))
αd−prd−p
and Mp,−(E) = lim inf
r→0+
Ld(V2(E,r))
αd−prd−p
.
If Mp,+(E) =Mp,−(E), their common value is called the p dimensional
Minkowski content of E, which is denoted by Mp(E); see Definition 3.2.37
in [9]. According to Theorem 3.2.39 in [9], if E is a closed p-rectifiable subset
of Rd, then its p dimensional Minkowski content exists, and we have
Mp(E) =Hp(E).
We need some properties of sets of finite perimeter. We denote by Ckc (A,B),
for A⊂Rp and B ⊂Rq, the set of functions of class Ck defined on Rp, that
takes values in B and whose domain is included in a compact subset of A.
For a subset F of Rd, we define the perimeter of F in Ω by
P(F,Ω) = sup
{∫
F
div ~f dLd|~f ∈ C∞c (Ω,Rd),
~f(x) ∈B(0,1) for all x∈Ω
}
,
where div is the usual divergence operator. We denote by ∂F the boundary
of F . The reduced boundary of a set of finite perimeter F , denoted by ∂∗F ,
consists of the points x of ∂F such that:
• |~∇1F |(B(x, r))> 0 for any r > 0,
• if ~wr(x) =−~∇1F (B(x, r))/|~∇1F |(B(x, r)) then, as r goes to 0, ~wr(x) con-
verges toward a unit vector ~vF (x),
where 1F is the indicator function of F , ~∇1F is the distributional derivative
of 1F defined by
∀~h ∈ C∞c (Rd,Rd)
∫
Rd
~h · ~∇1F dLd =−
∫
Rd
1F div~hdLd
and |~∇1F | is the total variation measure of ~∇1F defined by
∀A ∈ B(Rd) |~∇1F |(A) = sup
{∫
A
1F div~hdLd|~h ∈ C∞c (A,Rd),
~h(x) ∈B(0,1) for all x ∈A
}
.
At any point x of ∂∗F , the vector ~vF (x) is also the measure theoretic exterior
normal to F at x, that is,
lim
r→0
r−dLd(B−(x, r,~vF (x))∩ F c) = 0 and
lim
r→0
r−dLd(B+(x, r,~vF (x)) ∩F ) = 0,
MAXIMAL STREAM AND MINIMAL CUTSET 15
where F c =Rd \F . The set of functions of bounded variations in Ω, denoted
by BV(Ω), is the set of all functions u ∈ L1(Ω,R) such that
|~∇u|(Ω) := sup
{∫
Ω
udiv~hdLd|~h ∈ C∞c (Ω,Rd),~h(x) ∈B(0,1) for all x∈Ω
}
< ∞.
By definition, a set F has finite perimeter in Ω if and only if 1F has bounded
variations in Ω,
P(F,Ω)<∞ ⇐⇒ 1F ∈ BV(Ω).
More details about functions of bounded variations and sets of finite perime-
ters can be found in [10].
2.2. Continuous max-flow min-cut theorem. The (discrete) max-flow min-
cut theorem has been transposed into a continuous setting by various math-
ematicians. We present now one of these works on continuous max-flow
min-cut theorem, the article [15] by Nozawa. Indeed, the framework chosen
by Nozawa is particularly well adapted to our model.
We give here a presentation of the part of Nozawa’s paper that we will
use. We adapt some notation of Nozawa to fit within ours, and we focus
on a particular case of one of the theorems presented in [15]. We try to
keep the exposition self-contained, and we refer to [15] for more details.
Nozawa considers a bounded domain Ω of Rd with Lipschitz boundary Γ,
and two disjoint Borel subsets Γ1 and Γ2 of Γ. A stream in Ω is a vector
field ~σ ∈ L∞(Ω→Rd,Ld). The fact that there is no loss or creation of fluid
inside Ω is expressed by the condition
div~σ = 0 on Ω,(2.1)
where the divergence must be understood in the distributional, that is, div~σ
is defined on Ω by
∀h ∈ C∞c (Ω,R)
∫
Rd
hdiv~σ dLd =−
∫
Rd
~σ · ~∇hdLd.
Thus equation (2.1) means that
∀h ∈ C∞c (Ω,R)
∫
Rd
~σ · ~∇hdLd = 0.
Remark 6. The divergence div~σ is defined as a distribution. Thus it is
an abuse of notation to write
∫
Rd
hdiv~σ dLd instead of 〈div~σ,h〉, the action
of the distribution div~σ on the function h. In [15] Nozawa considers in fact
vector fields ~σ such that div~σ ∈ Ld(Ω,Ld) in the distributional sense, that
is, such that there exists a real function G ∈Ld(Ω,Ld) satisfying
∀h ∈ C∞c (Ω,R)
∫
Ω
~σ · ~∇hdLd =−
∫
Ω
GhdLd.
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This implies that div~σ is a distribution of order 0 on Ω, thus by the Riesz
representation theorem (see Theorem 6.19 in [17]) it corresponds to a Radon
measure that we denote by div~σLd|Ω and div~σLd|Ω = GLd|Ω. Of course,
div~σ = 0 on Ω (as defined above) implies that such a function G exists, it
is the null function on Ω. Thus, with a slight abuse of notation, we say that
equation (2.1) is equivalent to
div~σ = 0, Ld-a.e. on Ω,
which means that the associated function G in Ld(Ω,Ld) is equal to 0 a.e.
on Ω. We will see in Section 4.4 that for all the vector fields ~σ that we
will consider, div~σ is in fact a distribution of order 0 on Rd itself. Thus by
the Riesz representation theorem it is a Radon measure that we denote by
div~σLd. More details about distributions can be found in [18, 19].
A stream ~σ from Γ1 to Γ2 in Ω must also satisfy some boundary conditions:
the fluid enters in Ω through Γ1, and no fluid can cross Γ \ (Γ1 ∪Γ2). Let us
translate this in a mathematical language. According to Nozawa in [15], The-
orem 2.1, there exists a linear mapping γ from BV(Ω) to L1(Γ→ R,Hd−1)
such that, for any u ∈ BV(Ω),
lim
ρ→0,ρ>0
1
Ld(Ω ∩B(x,ρ))
∫
Ω∩B(x,ρ)
|u(y)− γ(u)(x)| dLd(y) = 0(2.2)
for Hd−1-a.e. x ∈ Γ. The function γ(u) is called the trace of u on Γ. Let ~vΩ(x)
be the exterior unit vector normal to Ω at x ∈ Γ. The vector ~vΩ is defined
Hd−1-a.e. on Γ and the map x ∈ Γ 7→ ~vΩ(x) is Hd−1-measurable. According
to Nozawa in [15], Theorem 2.3, for every ~ρ = (ρ1, . . . , ρd) :Ω→ Rd such
that ρi ∈ L∞(Ω→R,Ld) for all i= 1, . . . , d and div ~ρ ∈Ld(Ω→R,Ld), there
exists g ∈L∞(Γ→R,Hd−1) defined by
∀u ∈W 1,1(Ω)
∫
Γ
gγ(u)dHd−1 =
∫
Ω
~ρ · ~∇udLd +
∫
Ω
udiv ~ρdLd.
The function g is denoted by ~ρ · ~vΩ. Any stream ~σ satisfies the conditions
required to define ~σ ·~vΩ, and the definition is simpler since div~σ = 0 Ld-a.e.
on Ω,
∀u ∈W 1,1(Ω)
∫
Γ
(~σ · ~vΩ)γ(u)dHd−1 =
∫
Ω
~σ · ~∇udLd.
We impose the following boundary conditions on any stream ~σ from Γ1 to
Γ2 in Ω:
~σ · ~vΩ ≤ 0 Hd−1-a.e. on Γ1 and
(2.3)
~σ · ~vΩ = 0 Hd−1-a.e. on Γ \ (Γ1 ∪ Γ2).
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Finally, Nozawa puts a local capacity constraint on any stream ~σ,
Ld-a.e. on Ω,∀~v ∈ Sd−1 ~σ · ~v ≤ ν(~v),(2.4)
where Sd−1 is the set of all unit vectors in Rd, and ν : Rd→R+ is a continuous
convex function that satisfies ν(~v) = ν(−~v). In our setting this function ν
is the one we have unformally defined in equation (1.5) and that we will
properly define in Section 2.3.
To each admissible stream, that is, to each vector field ~σ ∈ L∞(Ω →
Rd,Ld) satisfying (2.1), (2.3) and (2.4), we associate its flow flowcont(~σ)
defined by
flowcont(~σ) =
∫
Γ1
−~σ · ~vΩ dHd−1,
which is the amount of water that enters into Ω along Γ1 according to
the stream ~σ. Nozawa investigates the behavior of the maximal flow over all
admissible continuous streams; that is, he considers the following continuous
max-flow problem:
φ
(M)
Ω = sup
flowcont(~σ)
∣∣∣∣∣∣∣∣
~σ ∈ L∞(Ω→Rd,Ld),div~σ = 0 Ld-a.e. on Ω,
~σ · ~v ≤ ν(~v) for all ~v ∈ Sd−1 Ld-a.e. on Ω,
~σ · ~vΩ ≤ 0 Hd−1-a.e. on Γ1,
~σ · ~vΩ = 0 Hd−1-a.e. on Γ \ (Γ1 ∪ Γ2)
 .(2.5)
Any vector field ~σ ∈ L∞(Ω→ Rd,Ld) can be extended to Rd by defining
~σ = 0 Ld-a.e. on Ωc. Thus the previous variational problem can be rewritten
as
φbΩ = φ
(M)
Ω
(2.6)
= sup
flow
cont(~σ)
∣∣∣∣∣∣∣∣∣∣
~σ ∈L∞(Rd→Rd,Ld), ~σ = 0 Ld-a.e. on Ωc,
div~σ = 0 Ld-a.e. on Ω,
~σ · ~v ≤ ν(~v) for all ~v ∈ Sd−1 Ld-a.e. on Ω,
~σ · ~vΩ ≤ 0 Hd−1-a.e. on Γ1,
~σ · ~vΩ = 0 Hd−1-a.e. on Γ \ (Γ1 ∪ Γ2)
 .
This variational problem is exactly the one we have informally presented
in Section 1.2 as φbΩ and that appears in the main results presented in
Section 1.3. Thus we have now a precise definition of the set of admissi-
ble streams and of the flow of any admissible stream ~σ. Thus the set Σb
appearing in Theorem 1.1 is defined by
Σb =

~σ ∈L∞(Rd→Rd,Ld)
∣∣∣∣∣∣∣∣∣∣
~σ = 0 Ld-a.e. on Ωc,div~σ = 0 Ld-a.e. on Ω,
~σ · ~v ≤ ν(~v) for all ~v ∈ Sd−1 Ld-a.e. on Ω,
~σ · ~vΩ ≤ 0 Hd−1-a.e. on Γ1,
~σ · ~vΩ = 0 Hd−1-a.e. on Γ \ (Γ1 ∪ Γ2),
flowcont(~σ) = φbΩ

.
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We emphasize the fact that the constant φbΩ and the set Σ
b depend on
Ω,Γ1,Γ2 and ν.
Nozawa defines a corresponding min-cut problem. A continuous cutset is
an hypersurface included in Ω. Such a surface is seen as the boundary of a
sufficiently regular set S ⊂ Ω, that is, a set S of finite perimeter in Ω. To
express the fact that the boundary of S in Ω, Ω∩ ∂S, cuts Γ1 from Γ2 in Ω,
Nozawa imposes some boundary conditions on the indicator function 1S :
γ(1S) = 1 Hd−1-a.e. on Γ1 and γ(1S) = 0 Hd−1-a.e. on Γ2.
It means in a weak sense that Γ1 is “in” S and Γ2 is not “in” S. In the
max-flow problem (2.5), ν(~v) is the local capacity of the medium in the
direction ~v; thus the capacity of the surface Ω ∩ ∂S can be defined as∫
Ω∩∂∗S
ν(~vS(x))dHd−1(x).
In the previous equation, the integral is taken over the reduced boundary
∂∗S of S, where the exterior normal to S is defined. Nozawa investigates the
behavior of the minimal capacity of a continuous cutset; that is, he considers
the following min-cut problem:
φ
(m)
Ω = inf

∫
Ω∩∂∗S
ν(~vS(x))dHd−1(x)
∣∣∣∣∣∣
S ⊂Ω,1S ∈ BV(Ω),
γ(1S) = 1 Hd−1-a.e. on Γ1,
γ(1S) = 0 Hd−1-a.e. on Γ2
 .(2.7)
He obtains the following continuous max-flow min-cut theorem:
Theorem 2.1 (Nozawa). We suppose that Ω is a bounded domain of Rd
with Lipschitz boundary Γ, and that Γ1 and Γ2 are two disjoint Borel subsets
of Γ. The following equality holds:
φ
(M)
Ω = φ
(m)
Ω <∞.
Moreover, there exists a maximal continuous stream; that is, there exists a
vector field ~σ as required in (2.5) such that flowcont(~σ) = φ
(M)
Ω .
Remark 7. For the interested reader, we explain how to deduce The-
orem 2.1 from [15]. We do not define all the notation appearing here; they
come from [15]. We consider the max-flow problem (MΦ2) and the min-cut
problem (MΓ2) defined in Section 5 of [15], pages 834 and 839. As suggested
in the last remark of [15], page 841, we fix αt = α
′
t = 0 Hd−1-a.e. on Γ, for
all t ∈ T = N, and Γt(x) = {0} for all x ∈ Ω and for all t≥ 1. For x ∈ Ω we
define
Γ0(x) = Γ0 = {~w ∈Rd|∀~v ∈ Sd−1, ~w · ~v ≤ ν(~v)},
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that does not depend on x in our setting. The set Γ0 is the Wulff crystal
associated to ν. It is a compact convex set since ν is convex and bounded
on Sd−1. Since ν is convex and continuous, it is stated in Proposition 14.1
in [4] that
∀~v ∈ Sd−1 ν(~v) = sup{~v · ~w|~w ∈ Γ0}.
Since ν(−~v) = ν(~v), we obtain
βΓ0(−~vS(x), x) = sup{−~vS(x) · ~w|~w ∈ Γ0}= ν(−~vS(x)) = ν(~vS(x)).
In this setting (MΓ2) corresponds exactly to the min-cut problem (2.7), and
(MΦ2) corresponds almost to the max-flow problem (2.5), except that the
goal is to maximize +
∫
Γ1 ~σ · ~vΩ dHd−1 on streams ~σ satisfying ~σ · ~vΩ ≥ 0
Hd−1-a.e. on Γ1. Since all the others conditions on ~σ are satisfied by −~σ,
(MΦ2) is completely equivalent to (2.5). Combining Theorems 5.3 and 5.6
in [15], we obtain Theorem 2.1.
Remark 8. The variational problem φ
(m)
Ω is not exactly the same as φ
a
Ω,
the continuous min-cut problem we have informally presented in Section 1.2
and that appears in the main results of Section 1.3. In fact, the variational
problem φ
(m)
Ω is not well posed, since the infimum may not be reached by
any admissible set F . Since we want to prove the convergence of a sequence
of discrete minimal cutsets to the set of minimal continuous cutsets, we have
to consider another variational problem. This is done in the next section.
2.3. Probabilistic background. The study of the maximal flow in first
passage percolation started in 1987 with the work of Kesten [13]. We do not
give here a complete state of the art of all the results known in this domain.
We choose to present only the results that we will rely on and that motivate
our work. For a more complete introduction to this subject we refer to [6],
Section 3.
We start with the definitions of flows in cylinders that will be useful during
the proof of Theorem 1.1 and the rigorous definition of the function ν that
appeared in equation (1.5). Let A be a nondegenerate hyperrectangle, that
is, a box of dimension d− 1 in Rd. All hyperrectangles are supposed to be
closed in Rd. We denote by ~v one of the two unit vectors orthogonal to
hyp(A). For h a positive real number, we consider the cylinder cyl(A,h).
Let T (A,h) [resp., B(A,h)] be the top (resp., the bottom) of cyl(A,h) with
regard to the direction ~v (see Figure 6), that is,
T (A,h) = {x ∈ cyl(A,h)|∃y /∈ cyl(A,h), [x, y] ∈ Edn and [x, y]∩ (A+h~v) 6=∅}
and
B(A,h) = {x ∈ cyl(A,h)|∃y /∈ cyl(A,h), [x, y] ∈ Edn and [x, y]∩(A−h~v) 6=∅}.
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Fig. 6. The sets T (A,h), B(A,h), T ′(A,h) and B′(A,h) in cyl(A,h).
Let T ′(A,h) [resp., B′(A,h)] be the upper half part (resp., the lower half
part) of the boundary of cyl(A,h) (see Figure 6); that is, if we denote by z
the center of A,
T ′(A,h)
=
{
x ∈ cyl(A,h)
∣∣∣∣−→zx · ~v > 0 and∃y /∈ cyl(A,h), [x, y] ∈ Edn and [x, y]∩ ∂ cyl(A,h) 6=∅
}
and
B′(A,h)
=
{
x ∈ cyl(A,h)
∣∣∣∣−→zx · ~v < 0 and∃y /∈ cyl(A,h), [x, y] ∈ Edn and [x, y]∩ ∂ cyl(A,h) 6=∅
}
.
For a given realization (t(e), e ∈ Edn), we define the variable τn(A,h) =
τn(cyl(A,h),~v) by
τn(A,h) = τn(cyl(A,h),~v) = φn(T
′(A,h),B′(A,h), cyl(A,h)).
The asymptotic behavior for large n of the variable τn(A,h) properly rescaled
is well known, thanks to the almost subadditivity of this variable. The fol-
lowing law of large numbers is proved in [16]:
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Theorem 2.2 (Rossignol and The´ret). We suppose that∫
[0,+∞[
xdΛ(x)<∞.
Then for each unit vector ~v there exists a constant ν(d,Λ,~v) = ν(~v) (the de-
pendence on d and Λ is implicit) such that for every non degenerate hyper-
rectangle A orthogonal to ~v and for every strictly positive constant h, we have
lim
n→∞
τn(A,h)
nd−1Hd−1(A) = ν(~v) in L
1.
Moreover, if the origin of the graph belongs to A, or if∫
[0,+∞[
x1+1/(d−1) dΛ(x)<∞,
then
lim
n→∞
τn(A,h)
nd−1Hd−1(A) = ν(~v) a.s.
We emphasize the fact that the limit ν(~v) depends on the direction of ~v,
but neither on h nor on the hyperrectangle A itself. When the capacities of
the edges are bounded [hypothesis (H2)], both L1 and a.s. convergences hold
in Theorem 2.2. This theorem gives the proper definition of the function ν
that appeared in equation (1.5). The function ν is initially defined on Sd−1,
but we consider its homogeneous extension to Rd, that we still denote by ν,
defined by
ν(~0) = 0 and ∀~w ∈Rd \ {~0} ν(~w) = ‖w‖2ν
(
~w
‖~w‖2
)
.
We recall some geometric properties of the map ν that are valid whenever
E(t(e)) <∞. They have been stated in Section 4.4 of [16]. If there exists a
unit vector ~v such that ν(~v) = 0, then ν = 0 everywhere, and this happens
if and only if Λ({0})≥ 1− pc(d), where pc(d) denotes the critical parameter
for bond percolation on Zd. This property has been proved by Zhang in [21].
Moreover, the function ν : Rd→ R is convex. Since ν is finite, this implies
that ν is continuous on Rd. Moreover, ν is invariant under any transforma-
tion of Rd that preserves the graph (Zd,Ed), in particular ν(~v) = ν(−~v) for
all ~v ∈Rd.
The asymptotic behavior of the maximal flow φn(Γ
1
n,Γ
2
n,Ωn) was studied
in the companion papers [6, 8] and [7], and the following law of large numbers
was proved:
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Theorem 2.3 (Cerf and The´ret). We suppose that the hypotheses (H1)
and (H2) are fulfilled. Then there exists a finite constant φΩ ≥ 0 defined in
(2.8) and (2.9) such that
lim
n→∞
φn
nd−1
= φ
(1)
Ω a.s.
Moreover, this equivalence holds:
φ
(1)
Ω > 0 ⇐⇒ Λ({0})< 1− pc(d).
In fact the authors prove in [7] that the lower large deviations of φn/n
d−1
below a constant φ
(1)
Ω are of surface order, in [8] that the upper large devi-
ations of φn/n
d−1 above a constant φ
(2)
Ω are of volume order and finally in
[6] that φ
(1)
Ω = φ
(2)
Ω . The definitions of φ
(1)
Ω and φ
(2)
Ω are the following:
φ
(1)
Ω = inf

∫
Ω∩∂∗F
ν(~vF (x))dHd−1(x) +
∫
Γ2∩∂∗F
ν(~vF (x))dHd−1(x)
+
∫
Γ1∩∂∗(Ω\F )
ν(~vΩ(x))dHd−1(x)
∣∣∣∣∣∣∣∣
(2.8)
F ⊂Ω,1F ∈BV(Ω)
 ,
φ
(2)
Ω = inf
{∫
Ω∩∂P
ν(~vP (x))dHd−1(x)
∣∣∣
(2.9)
P ⊂ Rd,Γ1 ⊂ ◦P ,Γ2 ⊂
◦
ŔRd \ P
P is polyhedral, ∂P is transversal to Γ
}
.
The variational problems φ
(1)
Ω and φ
(2)
Ω are continuous min-cut problems very
similar to the problem φ
(m)
Ω defined by Nozawa. The variational problem φ
(1)
Ω
is in fact exactly the one we were looking for, that is, φaΩ = φ
(1)
Ω , where φ
a
Ω
is the continuous min-cut problem appearing in Sections 1.2 and 1.3. Notice
that a condition of the type “∂F separates Γ1 from Γ2 in Ω” does not appear
in φ
(1)
Ω , but the definition of the capacity of F is adapted: the surface that
is considered as “separating” is in fact the surface (∂F ∩Ω) ∪ (∂F ∩ Γ2) ∪
(∂(Ω \ F ) ∩ Γ1) (see Figure 7). Thus we define for every F ⊂ Ω such that
1F ∈ BV(Ω),
capacity(F ) =
∫
Ω∩∂∗F
ν(~vF (x))dHd−1(x) +
∫
Γ2∩∂∗F
ν(~vF (x))dHd−1(x)
+
∫
Γ1∩∂∗(Ω\F )
ν(~vΩ(x))dHd−1(x),
MAXIMAL STREAM AND MINIMAL CUTSET 23
Fig. 7. The set (∂F ∩Ω)∪ (∂F ∩ Γ2)∪ (∂(Ω \F )∩ Γ1).
and the variational problem φ(1) can be rewritten as
φaΩ = φ
(1)
Ω = inf{capacity(F )|F ⊂Ω,1F ∈BV(Ω)}.
Thus the set Σa appearing in Theorem 1.2 is defined by
Σa = {F ⊂Ω|1F ∈BV(Ω), capacity(F ) = φaΩ}.
Let us prove that the min-cut problems φ
(1)
Ω , φ
(2)
Ω and φ
(m)
Ω are equivalent.
We claim that
φ
(1)
Ω ≤ φ(m)Ω ≤ φ(2)Ω .(2.10)
Since φ
(1)
Ω = φ
(2)
Ω by [6], Theorem 11, we conclude that
φ
(1)
Ω = φ
(2)
Ω = φ
(m)
Ω .
Thus the three min-cut problems are equivalent. The arguments to justify
inequality (2.10) are the following. On one hand, consider a set P as in the
definition (2.9) of φ
(2)
Ω (see Figure 8), and define S = P ∩Ω. Since Γ
1 ⊂ ◦P ,
then γ(1S) = 1 Hd−1-a.e. on Γ1 and since Γ2 ⊂
◦
ŔRd \ P , then γ(1S) = 0 Hd−1-
a.e. on Γ2, thus S satisfies all the conditions required in the definition (2.7)
of φ
(m)
Ω and∫
Ω∩∂∗S
ν(~vS(x))dHd−1(x) =
∫
Ω∩∂P
ν(~vP (x))dHd−1(x).
Thus φ
(m)
Ω ≤ φ(2)Ω . On the other hand consider a set S as in the definition
(2.7) of φ
(m)
Ω . Of course S satisfies the conditions required in the definition
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Fig. 8. A polyhedral set P as in the definition of φ
(2)
Ω .
(2.8) of φ
(1)
Ω . According to the last equality on page 809 in [15], for every set
S ⊂Ω of finite perimeter in Ω we have
γ(1S) = 1Γ∩∂∗S , Hd−1-a.e. on Γ.(2.11)
Thus γ(1S) = 0 Hd−1-a.e. on Γ2 implies that Hd−1(Γ2 ∩ ∂∗S) = 0. By defi-
nition of the trace, γ(1Ω\S) = 1 − γ(1S) everywhere on Γ, thus γ(1S) = 1
Hd−1-a.e. on Γ1 implies γ(1Ω\S) = 0 Hd−1-a.e. on Γ1. Since Ω \ S has
also finite perimeter in Ω, by equation (2.11) applied to Ω \ S we have
γ(1Ω\S) = 1Γ∩∂∗(Ω\S) Hd−1-a.e. on Γ, thus Hd−1(Γ1 ∩ ∂∗(Ω \ S)) = 0, and
the integrals∫
Γ2∩∂∗F
ν(~vF (x))dHd−1(x) and
∫
Γ1∩∂∗(Ω\F )
ν(~vΩ(x))dHd−1(x)
vanish. We conclude that φ
(1)
Ω ≤ φ(m)Ω , and this finishes the proof of inequal-
ity (2.10).
Remark 9. The simplicity of the previous argument should not hide
that the real difficulty consists in proving that φ
(1)
Ω = φ
(2)
Ω . This is done in
[6] by a quite complicated process of polyhedral approximation.
3. Organization of the proof. In Section 4, we study a sequence of dis-
crete maximal streams (~µmaxn )n≥1. We prove that from each subsequence of
(~µmaxn )n≥1 we can extract a sub-subsequence which is weakly convergent. If
we denote by ~µ its limit, we prove that a.s. ~µ = ~σLd with ~σ a continuous
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stream which is admissible for the max-flow problem φbΩ. Moreover, we prove
that along the converging subsequence,
lim
n→∞
flowdiscn (~µ
max
n ) = flow
cont(~σ) a.s.(3.1)
Section 5 is devoted to the study of a sequence of minimal cutsets (Eminn )n≥1.
We prove that from each subsequence of (R(Eminn ))n≥1 we can extract a
sub-subsequence which is convergent for the distance d. If we denote by F
its limit, we prove that F ⊂ Ω and 1F ∈ BV(Ω); that is, F is admissible
for the min-cut problem φaΩ. Moreover, we prove that along the converging
subsequence,
lim inf
n→∞
V (Eminn )
nd−1
≥ capacity(F ) a.s.(3.2)
In Section 6 we establish that
capacity(F )≥ flowcont(~σ).(3.3)
Then combining equations (3.1), (3.2) and (3.3) we derive the results pre-
sented in Section 1.3.
The most original part of our work is the study of maximal streams pre-
sented in Section 4. The study of minimal cutsets relies largely on the tech-
niques used in [7] to prove that the lower large deviations of φn are of surface
order. To complete the proofs we also use the result of polyhedral approx-
imation proved in [6]. In the proof of the law of large numbers for φn we
present here, we have replaced the study of the upper large deviations of φn
performed in [8] by the study of the maximal streams, which is more natural,
and we have adapted the arguments given in the study of the lower large
deviations of φn in [7] to obtain informations on the behavior of minimal
cutsets.
Throughout the paper, we assume that hypotheses (H1) and (H2) are
satisfied.
4. Study of maximal streams.
4.1. Existence. The existence of at least one maximal stream is not so
obvious because of condition (1.2). We will assume throughout the paper
that the capacities of the edges are bounded by a constant M . Under this
hypothesis, the set Sn(Γ1n,Γ2n,Ωn) is compact, and since the function fn ∈
Sn(Γ1n,Γ2n,Ωn) 7→ flowdiscn (~µn(fn)) is continuous, a stream ~µn = ~µn(fn) satis-
fying (1.1) exists. Suppose that ~µn does not satisfy (1.2), and let e= [a, b]
with a ∈ Γ1n, b /∈ Γ1n, and, for example, e= 〈a, b〉 and fn(e)< 0. Since fn sat-
isfies the node law and since there exists only a finite number of self avoiding
paths (i.e., paths that visit each edge at most once) starting at a in Ωn, then
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Fig. 9. Flow that escapes from Ωn through Γ
1
n.
there exists a self avoiding path r = (a, [a, b], b, . . . , c) in Ωn from a to a point
c that belongs to Γ1n or Γ
2
n such that for all e ∈ r, if r(e) = 1 (resp., −1)
when e is crossed by r from the origin to the endpoint of e (resp., from the
endpoint to the origin of e), then fn(e)r(e)< 0. Since r is finite,
m(fn, r) = inf{−fn(e)r(e)|e ∈ r}> 0.
Consider the stream function f ′n defined by
f ′n(e) =
{
fn(e), if e /∈ r,
fn(e) + r(e)m(fn, r), if e ∈ r.
This is the stream function obtained by removing from fn a quantity of
flow m(fn, r) along r from c to a. The stream function f
′
n is still admis-
sible, since |f ′n(e)| ≤ |fn(e)| for all e. If c belongs to Γ2n (see Figure 9),
then flowdiscn (~µn(f
′
n)) = flow
disc
n (~µn(fn)) + m(fn, r), and this is not possi-
ble since ~µn(fn) satisfies (1.1). Thus c belongs to Γ
1
n (see Figure 9) and
flowdiscn (~µn(f
′
n)) = flow
disc
n (~µn(fn)). Moreover, f
′
n([a, b]) = fn([a, b])+m(fn, r)>
fn([a, b]), and m(f
′
n, r) = 0. We can iterate this process finitely many times
with every possible self avoiding path r′ starting at a until m(fn, r
′) = 0 for
all r′. Eventually, the stream function f ′′n we obtain satisfies f
′′
n([a, b]) = 0.
We can do the same procedure with every edge [a, b] with a ∈ Γ1n and b /∈ Γ1n
(there is a finite number of such edges), and the stream function f˜n that
we obtain at the end satisfies (1.2) and flowdiscn (~µn(f˜n)) = flow
disc
n (~µn(fn)).
This proves the existence of a maximal stream from Γ1n to Γ
2
n in Ωn if we
suppose that the capacities of the edges are bounded by a constant M .
From now on (~µn)n≥1 denotes a sequence of admissible discrete streams
and (~µmaxn )n≥1 a sequence of admissible maximal discrete streams.
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4.2. Compactness. We prove the following property:
Proposition 4.1. Almost surely, for n large enough, the sequence
(~µn)n≥1 takes its values in a deterministic weakly compact set of measures.
Remark 10. This property implies that any subsequence of (~µn)n≥1
admits a sub-subsequence (~µϕ(n))n≥1 that is weakly convergent, that is, such
that there exists a random vector measure ~µ :B(Rd)→Rd satisfying
∀f ∈ Cb(Rd,R) lim
n→∞
∫
Rd
f d~µϕ(n) =
∫
Rd
f d~µ.
The choice of the sub-subsequence (~µϕ(n))n≥1 is random, that is, the function
ϕ may depend on the realization of the capacities.
Proof of Proposition 4.1. For the rest of this section, we consider
a fixed realization of the capacities. Let ~µn = (µ
1
n, . . . , µ
d
n) be an admissible
discrete stream on (Zdn,E
d
n). For all n≥ 1, the support of ~µn is included in
the compact set V∞(Ω,1). Hence the admissible discrete streams are tight.
Moreover, for i= 1, . . . , d, we have
|µin|(V∞(Ω,1))≤
1
nd
∑
e∈Πn
|fn(e)| ≤ M card(Πn)
nd
.
Since
card(Πn)≤ 2d card(Ωn)≤ 2dndLd
(
Ω+
1
2n
[−1,1]
)
≤ 2dndLd(V∞(Ω, n−1))(4.1)
≤ 2dndLd(V∞(Ω,1)),
we conclude that for all i= 1, . . . , d, for all n≥ 1,
|µin|(V∞(Ω,1))≤ 2dMLd(V∞(Ω,1)).
Thus the admissible discrete streams are uniformly bounded for the total
variation distance. The conclusion follows from Prohorov’s theorem; see, for
example, Theorem 8.6.2 in volume II of [2]. 
Remark 11. Since all the measures ~µn have a support included in the
same compact, the weak convergence (~µn)n≥1 is characterized by the con-
vergence of ~µn(f) for all f in any of the following classes of functions: the
continuous bounded functions, the continuous functions with compact sup-
port or the continuous functions that goes to zero at infinity.
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From now on, we consider a measure ~µ which is the weak limit of a
subsequence of (~µn)n≥1, and we study its properties. Notice that ~µ is a
priori random, so some of its properties will be proved for all events, and
others only a.s.
4.3. Absolute continuity with respect to Lebesgue measure. In this sec-
tion, we prove that ~µ is absolutely continuous with respect to Ld, the
Lebesgue measure on Rd.
Proposition 4.2. If ~µ is the weak limit of a subsequence of (~µn)n≥1,
where ~µn is an admissible stream for all n≥ 1, then there exists a random
vector field ~σ :Rd→Rd such that ~µ= ~σLd, ~σ ∈L∞(Rd→Rd,Ld) and ~σ = 0
Ld-a.e. on Ωc.
Proof. For the rest of this section, we consider a fixed realization of the
capacities. Let µin = µ
i,+
n − µi,−n be the Hahn–Jordan decomposition of the
signed measure µin. Then µ
i,+
n and µ
i,−
n are positive measures on (Rd,B(Rd)),
respectively, the positive and negative part of µin. By the same arguments
as in Proposition 4.1, we see that the sequences (µi,+n )n≥1 and (µ
i,−
n )n≥1
take their value in a weakly compact set. Thus up to extraction we can
suppose that ~µn⇀~µ, µ
i,+
n ⇀µi,+ and µ
i,−
n ⇀µi,− for all i= 1, . . . , d, where
µi,+ and µi,− are positive measures. If we write ~µ = (µ1, . . . , µd), we have
µi = µi,+−µi,−, but this may not be the Hahn–Jordan decomposition of µi
since it may not be minimal. Let B(x, r) be the ball centered at x of radius
r > 0. We have
µi,+n (B(x, r))≤ |µin|(B(x, r))≤
1
nd
∑
e∈Ed,in ,c(e)∈B(x,r)
|fn(e)|
≤ M card({e ∈ E
d,i
n |c(e) ∈B(x, r)})
nd
,
and we remark as in Section 4.2 that
card({e ∈ Ed,in |c(e) ∈B(x, r)})≤ card(Zdn ∩B(x, r+ n−1))
≤ ndLd
(
Zdn ∩B(x, r+ n−1) +
1
2n
[−1,1]d
)
≤ ndLd(B(x, r+2n−1)),
whence
µi,+n (B(x, r))≤MLd(B(x, r+2n−1)).
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With the help of Portmanteau’s theorem (see, e.g., Theorem 8.2.3 in [2]) we
obtain that
µi,+(B(x, r))≤MLd(B(x, r)).
Let next A be a Borel subset of Rd. Since the Lebesgue measure Ld is
outer regular, for ε > 0 there exists an open set O such taht A ⊂ O and
Ld(O \ A) < ε. By the Vitali covering theorem for Radon measures (see
Theorem 2.8 in [14]), there exists a countable family (Bj , j ∈ J) of disjoint
closed balls such that:
• ∀j ∈ J Bj ⊂O;
• µi,+(O \⋃j∈J Bj) = 0.
Thus
µi,+(O) =
∑
j∈J
µi,+(Bj)≤M
∑
j∈J
Ld(Bj) =MLd
(⋃
j∈J
Bj
)
≤MLd(O),
whence
µi,+(A)≤ µi,+(O)≤MLd(O)≤M(Ld(A) + ε).
Sending ε to 0, we obtain that
µi,+(A)≤MLd(A).
We conclude that µi,+ is absolutely continuous with respect to Ld. The
same holds for µi,−, for all i= 1, . . . , d, thus ~µ is absolutely continuous with
respect to Ld; that is, there exists ~σ ∈ L1(Rd→Rd,Ld) such that ~µ= ~σLd.
We use the notation ~σ = (σ1, . . . , σd). Moreover we have proved that for all
i= 1, . . . , d,
∀A∈ B(Rd)
∫
A
|σi|dLd ≤ µi,+(A) + µi,−(A)≤ 2MLd(A),
which implies that |σi| ≤ 2M Ld-a.e. and thus that ~σ belongs to L∞(Rd→
Rd,Ld). Finally, we notice that for n≥ 1, the support of ~µn is included in
V∞(Ω,1/n), thus the support of ~µ is included in
⋂
n≥1 V∞(Ω,1/n) = Ω. This
implies that ~σ = 0 Ld-a.e. on Rd \Ω, thus on Ωc since Ld(∂Ω) = 0. 
4.4. Divergence and boundary conditions. We study the divergence of ~σ.
We recall that divergence must be understood in the distributional sense.
By definition, for every function h ∈ C∞c (Rd,R), we have∫
Rd
hdiv~σ dLd =−
∫
Rd
~σ · ~∇hdLd.(4.2)
We first prove the following result:
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Proposition 4.3. If ~µ= ~σLd is the weak limit of a subsequence (~µϕ(n))n≥1
of (~µn)n≥1, then for every function h ∈ C∞c (Rd,R) we have∫
Rd
hdiv~σ dLd =−
∫
Rd
~σ · ~∇hdLd
(4.3)
= lim
n→∞
1
ϕ(n)d−1
∑
x∈Γ1
ϕ(n)
∪Γ2
ϕ(n)
h(x)f̂ϕ(n)(x),
where for all x ∈ (Γ1n ∪ Γ2n), f̂n(x) is the amount of water that appears at x
according to the stream fn:
f̂n(x) =
∑
e=〈·,x〉
fn(e)−
∑
e=〈x,·〉
fn(e).
Proof. The idea of the proof is the following: we interpret div~σ as the
limit of a discrete divergence, which we can control thanks to the node law
satisfied by the stream function fn. We consider again a fixed realization of
the capacities. We consider a subsequence of (~µn)n≥1 converging toward ~µ,
but we still denote this subsequence by (~µn)n≥1 to simplify the notation.
Since ~∇h ∈ Cb(Rd,Rd), we see that∫
Rd
~σ · ~∇hdLd = lim
n→∞
∫
Rd
~∇h · d~µn = lim
n→∞
1
nd
∑
e∈Edn
fn(e)~e · ~∇h(c(e)).(4.4)
We study the sum appearing in the previous equality. Let i ∈ {1, . . . , d}. By
Taylor’s theorem, we know that for all x= (x1, . . . , xd), y = (y1, . . . , yd) ∈Rd
such that xj = yj for all j 6= i we have
h(x)− h(y) = ∂ih(y)(xi − yi) + g(x, y),
and since h is in C2c (Rd,R) we know that |g(x, y)| ≤ K(xi − yi)2, where
K = K(h) = ‖h‖W 2,∞/2. For e ∈ Ed,in , let us denote by li(e) [resp., ri(e)]
the endpoint at the origin (resp., the end) of e according to the orienta-
tion chosen on Ed,in ; see Figure 10. Conversely, for x ∈ Zdn, we denote by
Li(x) [resp., Ri(x)] the edge of Ed,in which ends at x (resp., starts at x).
Fig. 10. Correspondence between edges and vertices.
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We obtain∑
e∈Edn
fn(e)~e · ~∇h(c(e))
=
d∑
i=1
∑
e∈Ed,in
fn(e)∂ih(c(e))
=
d∑
i=1
∑
e∈Ed,in
fn(e)n([h(ri(e))− h(li(e))]− [g(ri(e), c(e))− g(c(e), li(e))])
= n
∑
x∈Zdn
h(x)
d∑
i=1
[fn(Li(x))− fn(Ri(x))] + αn(h, f,Ω),
where by inequality (4.1) we have
|αn(h, f,Ω)| ≤ n 2K
(2n)2
M card(Πn)≤ dKMLd(V∞(Ω,1))nd−1.(4.5)
Since the stream satisfies the node law, we have for all x /∈ (Γ1n ∪ Γ2n) that
d∑
i=1
[fn(Li(x))− fn(Ri(x))] = 0.
For all x ∈ (Γ1n∪Γ2n), let us denote by f̂n(x) the amount of water that appears
at x according to the stream fn, that is,
f̂n(x) =
d∑
i=1
[fn(Ri(x))− fn(Li(x))] =
∑
e=〈·,x〉
fn(e)−
∑
e=〈x,·〉
fn(e).(4.6)
Then we have proved that∫
Rd
~∇h · d~µn =− 1
nd−1
∑
x∈Γ1n∪Γ
2
n
h(x)f̂n(x) +
αn(h, f,Ω)
nd
.
According to equations (4.4) and (4.5), this implies equation (4.3), and thus
Proposition 4.3 is proved. 
We now deduce from Proposition 4.3 that div~σ and ~σ · ~vΩ satisfy the
conditions required in [15]. Remember that divergence is understood in the
distributional sense. The meaning of ~σ · ~vΩ is the one given by Nozawa in
[15] that we have recalled in Section 2.2.
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Corollary 2. If ~µ= ~σLd is the limit of a subsequence of (~µn)n≥1, then
it satisfies div~σ = 0 Ld-a.e. on Ω and ~σ ·~vΩ = 0 Hd−1-a.e. on Γ \ (Γ1 ∪Γ2).
Moreover, if for all n≥ 1, f̂n(x) :=
∑
e=〈·,x〉 fn(e)−
∑
e=〈x,·〉 fn(e)≥ 0 for all
x ∈ Γ1n then ~σ · ~vΩ ≤ 0 Hd−1-a.e. on Γ1.
Remark 12. By definition, the last condition is satisfied by a sequence
of maximal flows (~µmaxn )n≥1.
Proof of Corollary 2. We consider a fixed realization of the capac-
ities. We prove first that div~σ = 0 on Ω in terms of distributions. Indeed,
for every function h ∈ C∞c (Ω,R), h is null on Γ1n ∪ Γ2n, for all n. Thus by
Proposition 4.3, ∫
Rd
hdiv~σ dLd =−
∫
Rd
~σ · ~∇hdLd = 0.
As explained in Remark 6, we rewrite this equality as div~σ = 0 Ld-a.e. on
Ω. We now study the boundary conditions satisfied by ~σ. As explained in
Section 2.2, ~σ · ~vΩ is an element of L∞(Γ,Hd−1) characterized by
∀u ∈W 1,1(Ω)
∫
Γ
(~σ · ~vΩ)γ(u)dHd−1 =
∫
Ω
~σ · ~∇udLd.(4.7)
In fact ~σ · ~vΩ is characterized by
∀u∈ C∞c (Rd,R)
∫
Γ
(~σ · ~vΩ)udHd−1 =
∫
Rd
~σ · ~∇udLd.(4.8)
Let us prove that the conditions (4.7) and (4.8) are equivalent. We recall
that W 1,1(Ω) is the set of functions u :Ω→ R satisfying u ∈ L1(Ω), and for
all i ∈ {1, . . . , d}, there exists gi ∈L1(Ω) such that
∀h∈ C∞c (Ω,R)
∫
Ω
u∂ihdLd =−
∫
Ω
gihdLd.
By definition ‖∂iu‖L1(Ω) = ‖gi‖L1(Ω). The norm on the Sobolev spaceW 1,1(Ω)
is given by
∀u ∈W 1,1(Ω) ‖u‖W 1,1(Ω) = ‖u‖L1(Ω) +
d∑
i=1
‖∂iu‖L1(Ω).
The set of functions {f |Ω, f ∈ C∞c (Rd,R)} is dense into W 1,1(Ω) with re-
spect to the norm ‖ · ‖W 1,1(Ω) (see, e.g., [15], page 809). Let u ∈W 1,1(Ω) and
(un)n≥1 be a sequence of functions in C∞c (Rd,R) such that u˜n = un|Ω con-
verges toward u in W 1,1(Ω). Then u and u˜n belong to BV(Ω) for all n≥ 1,
and u˜n converges toward u in BV(Ω) in the sense given by Nozawa in [15],
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page 808; that is, u˜n converges toward u in L
1(Ω) and |~∇u˜n|(Ω) converges
toward |~∇u|(Ω). Then by [15], Theorem 2.1 (that comes from [10]), we know
that γ(u˜n) = un|Γ converges toward γ(u) in L1(Γ). Since ~σ ·~vΩ is in L∞(Γ),
this implies that
lim
n→∞
∫
Γ
(~σ · ~vΩ)un dHd−1 =
∫
Γ
(~σ · ~vΩ)γ(u)dHd−1.(4.9)
Moreover, since ~σ ∈ L∞(Ω,Rd), the convergence of u˜n toward u in W 1,1(Ω)
implies
lim
n→∞
∫
Ω
~σ · ~∇u˜n dLd =
∫
Ω
~σ · ~∇udLd.(4.10)
Finally, ~σ = 0 Ld-a.e. on Ωc implies that∫
Ω
~σ · ~∇u˜n dLd =
∫
Ω
~σ · ~∇un dLd =
∫
Rd
~σ · ~∇un dLd.(4.11)
Combining equations (4.9), (4.10) and (4.11), we conclude that properties
(4.7) and (4.8) are equivalent. According to (4.3), we obtain that for all
u ∈ C∞c (Rd,R),∫
Γ
(~σ · ~vΩ)udHd−1 = lim
n→∞
− 1
nd−1
∑
x∈Γ1n∪Γ
2
n
u(x)f̂n(x).
On one hand, let u be a function of ∈ C∞c ((Γ1 ∪Γ2)c,R), that is, u is defined
on Rd, takes values in R, is of class C∞ and its domain is contained in a
compact subset of (Γ1 ∪Γ2)c. Then for n large enough, u is null on Γ1n ∪Γ2n,
thus ∫
Γ
(~σ · ~vΩ)udHd−1 = 0,
and we conclude that ~σ · ~vΩ = 0, Hd−1-a.e. on Γ \ (Γ1 ∪ Γ2). On the other
hand, if u ∈ C∞c ((Γ \ Γ1)c,R), then for n large enough,∫
Γ
(~σ · ~vΩ)udHd−1 = lim
n→∞
− 1
nd−1
∑
x∈Γ1n
u(x)f̂n(x),
and if for all n≥ 1 we have f̂n(x)≥ 0 for all x ∈ Γ1n, then we conclude that
~σ · ~vΩ ≤ 0 Hd−1-a.e. on Γ1. 
Remark 13. Notice that combining equations (4.2) and (4.8), we obtain
that
∀h ∈C∞c (Rd,R)
∫
Rd
hdiv~σ dLd =−
∫
Γ
h(~σ · ~vΩ)dHd−1.(4.12)
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This implies that div~σ is a distribution of order 0 on Rd,
∀K compact of Rd,∃CK,∀h ∈ C∞c (K,R)
∣∣∣∣∫
Rd
hdiv~σ dLd
∣∣∣∣≤CK‖h‖∞,
since we can choose CK =C = ‖~σ ·~vΩ‖∞Hd−1(Γ) for any compact K. Thus
by the Riesz representation theorem (see Theorem 6.19 in [17]) we know
that it is a Radon measure that we denote by div~σLd, and this measure is
completely characterized by equation (4.12), that is,
div~σLd =−(~σ · ~vΩ)Hd−1|Γ.(4.13)
4.5. Capacity constraint. In this section, we prove the following propo-
sition:
Proposition 4.4. If ~µ= ~σLd is the limit of a subsequence of (~µn)n≥1,
then almost surely we have
Ld-a.e. on Rd,∀~v ∈ Sd−1 ~σ · ~v ≤ ν(~v).(4.14)
Proof. We explain first the idea of the proof. The convergence ~µn ⇀
~σLd implies that ∫
D
~σ · ~v dLd = lim
n→∞
∫
D
d~µn · ~v
for every Borel set D such that Ld(∂D) = 0. On one hand, using Lebesgue
differentiation theorem, we know that for Ld-a.e. x,
1
Ld(D(x, ε))
∫
D(x,ε)
~σ · ~v dLd
converges toward ~σ(x) · ~v when ε goes to zero, where D(x, ε) is a “nice”
sequence of neighborhoods of x of diameter ε. To conclude that ~σ · ~v is
bounded by ν(~v), it remains to compare
∫
D d~µn · ~v with ν(~v). Proposition
4.5 states that when D is a cylinder of height h in the direction ~v,
∫
D d~µn ·~v
is close to hΨ(~µn,D,~v)/n
d−1, where Ψ(~µn,D,~v) is the amount of fluid that
crosses D from the lower half part to the upper half part of its boundary in
the direction ~v according to the stream ~µn. Since τn(D,~v) is the maximal
value of such a flow, Ψ(~µn,D,~v)≤ τn(D,~v), and we can conclude the proof
by using the convergence of the rescaled flow τn(D,~v) toward ν(~v). The key
argument—and the less intuitive—is Proposition 4.5. In fact, if ~l is a C1
vector field on D with null divergence and such that ~l ·~vD = 0 Hd−1-a.e. on
the vertical faces of D (the ones who are not normal to ~v), if we denote by
B the basis of D, then by Fubini theorem we have∫
D
~l · ~v dLd =
∫ h
0
(∫
B+u~v
~l · ~v dHd−1
)
du
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and we have for all u∫
B+u~v
~l · ~v dHd−1 =
∫
B
~l · ~v dHd−1
since by the Gauss–Green theorem we get∫
∂D
~l · ~vD dHd−1 =
∫
D
div~l dLd = 0.
We obtain that ∫
D
~l · ~v dLd = h
∫
B
~l · ~v dHd−1
and
∫
B
~l · ~v dHd−1 is indeed the flow that goes from the bottom to the top
of D according to ~l. In the proof of Proposition 4.5, we adapt this argument
to a discrete stream ~µn, and we consider a cylinder flat enough (i.e., h small
enough) to control the amount of fluid that enters in D or escapes from D
through its vertical faces.
Step 1: From ~σ(x) · ~v to ∫cyl(xp+p−1A,p−1h) ~σ · ~v dLd. Since the functions
~v ∈ Sd−1 7→ ~σ(x) ·~v (for a fixed realization and a fixed x) and ~v ∈ Sd−1 7→ ν(~v)
are continuous, property (4.14) is equivalent to
Ld-a.e. on Rd,∀~v ∈ Ŝd−1 ~σ · ~v ≤ ν(~v),(4.15)
where Ŝd−1 denotes the set of all the unit vectors of Rd that define a rational
direction. Theorem 2.2 states that for every cylinder cyl(A,h) with A a non
degenerate hyperrectangle normal to ~v and h > 0, we have
lim
n→∞
τn(cyl(A,h),~v)
nd−1Hd−1(A) = ν(~v) a.s.(4.16)
Thus these convergences hold a.s. simultaneously for all cylinders cyl(A,h)
whose vertices have rational coordinates. For the rest of this section, we
consider a fixed realization of the capacities on which these convergences
happen.
According to Definition 7.9 in [17], we say that a sequence (Vp)p≥1 of Borel
sets in Rd shrinks to a point x ∈ Rd nicely if there exists a number α > 0
and a sequence of positive real numbers (rp)p≥1 satisfying limp→∞ rp = 0,
and for all p≥ 1,
Vp ⊂B(x, rp) and Ld(Vp)≥ αLd(B(x, rp)).
We need the Lebesgue differentiation theorem on Rd (see Theorem 7.10
in [17]):
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Theorem 4.1. Let g be a Borel function in L1(Rd,Ld). To each x ∈Rd,
associate a sequence (Vp(x))p≥1 of Borel sets in R
d that shrinks to x nicely.
Then for Ld-a.e. x ∈Rd,
lim
p→∞
1
Ld(Vp(x))
∫
Vp(x)
g dLd = g(x).
To each point x ∈ Rd, we associate a deterministic sequence (xp(x))p≥1
of points of Rd that have rational coordinates and satisfying ‖xp(x)− x‖ ≤
1/p. Then for every nondegenerate cylinder D of center 0, the sequence of
Borel sets (xp(x) + p
−1D)p≥1 shrinks to x nicely. We apply Theorem 4.1 to
the function ~σ (coordinate by coordinate) to obtain that for Ld-a.e. x, for
every cylinder D = cyl(A,h) of center 0 and whose vertices have rational
coordinates (we say that D is a rational cylinder), we have
lim
p→∞
1
p−dLd(D)
∫
xp(x)+p−1D
~σ dLd = ~σ(x).
From now on, we consider a fixed x [thus a fixed sequence (xp(x))p≥1 that
we denote by (xp)p≥1] such that the previous convergence holds for every
rational cylinder D.
Let ~v be a vector in Ŝd−1 and η a positive real number. There exists a pos-
itive real number λ such that λ~v has integer coordinates. If (~f1, . . . ,~fd) is the
canonical basis on Rd, suppose for instance λ′~v ·~f1 6= 0, then (λ′~v,~f2, . . . ,~fd)
is a basis of Rd. Adapting slightly the Gram–Schmidt process, we can ob-
tain an orthogonal basis (~v,~u2, . . . , ~ud) of R
d such that all the vectors ~ui,
i= 2, . . . , d have integer coordinates. Thus there exists a non degenerate hy-
perrectangle A of center 0, normal to ~v and whose vertices have rational
coordinates. Then for every positive rational number h [thus cyl(A,h) is a
rational cylinder], there exists p0(x,A,h, η)<∞ such that for all p≥ p0 we
get ∣∣∣∣ 1Ld(cyl(xp + p−1A,p−1h))
∫
cyl(xp+p−1A,p−1h)
~σ · ~v dLd − ~σ(x) · ~v
∣∣∣∣
(4.17)
≤ η.
The value of h will be fixed later; see step 3 below.
Step 2: From
∫
cyl(xp+p−1A,p−1h)
~σ · ~v dLd to ∫cyl(xp+p−1A,p−1h) dµn · ~v. Let
h be a fixed positive number and p be a fixed integer, p ≥ 1. Up to ex-
traction of a subsequence ~µn⇀~σLd, and since Ld(∂ cyl(x+ εA, εh)) = 0, by
Portmanteau’s theorem we have∫
cyl(xp+p−1A,p−1h)
~σ · ~v dLd = lim
n→∞
∫
cyl(xp+p−1A,p−1h)
d~µn · ~v.
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Thus we obtain that for all n large enough (how large depending on x,A,
h, η, p) ∣∣∣∣∫
cyl(xp+p−1A,p−1h)
~σ · ~v dLd −
∫
cyl(xp+p−1A,p−1h)
d~µn · ~v
∣∣∣∣
(4.18)
≤ ηLd(cyl(xp + p−1A,p−1h)).
Step 3: From
∫
cyl(xp+p−1A,p−1h)
dµn · ~v to Ψ(~µn, cyl(xp + p−1A,p−1h),~v).
For any h > 0, any nondegenerate hyperrectangle A, we denote by Ψ(~µn,
cyl(A,h),~v) the flow that crosses cyl(A,h) from the lower half part of its
boundary to the upper half part of its boundary in the direction ~v according
to the stream ~µn on (Z
d
n,E
d
n),
Ψ(~µn, cyl(A,h),~v)
=
∑
e∈cyl(A,h),e=[a,b],a∈B′(A,h),b/∈B′(A,h)
fn(e)(1{e=〈a,b〉} − 1{e=〈b,a〉}),
where, if z is the center of cyl(A,h) and ~v is normal to A, the set B′(A,h)
is defined by
B′(A,h) =
{
x ∈ cyl(A,h) ∩Zdn
∣∣∣
−→zx · ~v < 0 and
∃y /∈ cyl(A,h), [x, y] ∈ Edn and [x, y]∩ ∂ cyl(A,h) 6=∅
}
.
We state the following property:
Proposition 4.5. Let A be a nondegenerate hyperrectangle normal to
a unit vector ~v, and let η > 0. There exists h0(A,η) such that for 0< h≤ h0,
for n large enough (how large depending on everything else), we have∣∣∣∣∫
cyl(A,h)
d~µn · ~v− 2hΨ(~µn, cyl(A,h),~v)
nd−1
∣∣∣∣≤ ηLd(cyl(A,h)),
and for all ε > 0 and y ∈Rd, we have
h0(y + εA, η) = εh0(A,η).
Before proving Proposition 4.5, we end the proof of Proposition 4.4. We
apply Proposition 4.5 to the hyperrectangle A to obtain an h0(A,η) and
then we use the rescaling property in Proposition 4.5 to obtain that for all
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h≤ h0(A,η), for all p≥ 1, and for all n large enough (how large depending
on everything else), we have∣∣∣∣∫
cyl(xp+p−1A,p−1h)
d~µn · ~v− 2p
−1hΨ(~µn, cyl(xp + p
−1A,p−1h),~v)
nd−1
∣∣∣∣
(4.19)
≤ ηLd(cyl(xp + p−1A,p−1h)).
Step 4: Conclusion. Let us combine the previous steps. Theorem 2.2 states
that for every cylinder cyl(A,h) with A a nondegenerate hyperrectangle
normal to ~v and h > 0, we have
lim
n→∞
τn(cyl(A,h),~v)
nd−1Hd−1(A) = ν(~v) a.s.
Thus these convergences hold a.s. simultaneously for all the rational cylin-
ders, that is, cylinders with rational vertices [like the cylinders (cyl(ai, h),
i ∈ I)]. We consider a fixed realizations of the capacities on which these
convergences occur. We consider a point x ∈Ω as explained in step 1, a vec-
tor ~v ∈ Sˆd−1 and a nondegenerate hyperrectangle A normal to ~v, of center
0 and whose vertices have rational coordinates. We fix η > 0. We choose a
positive rational ĥ0 ≤ h0(A,η) as given in Proposition 4.5 in step 3, then
p0(x,A, ĥ0, η) as defined in step 1, and combining inequalities (4.17), (4.18)
and (4.19) applied with p= p0, we get that for n large enough (as large as
required in steps 2 and 3), we have∣∣∣∣~σ(x) · ~v− 2p−10 ĥ0Ψ(~µn, cyl(xp0 + p−10 A,p−10 ĥ0),~v)
nd−1Ld(cyl(xp0 + p−10 A,p−10 ĥ0))
∣∣∣∣≤ 3η.
Since by maximality of τ we know that Ψ(~µn, cyl(xp0 + p
−1
0 A,p
−1
0 ĥ0),~v)≤
τn(xp0 + p
−1
0 A,p
−1
0 ĥ0) we obtain, for all n large enough,
~σ(x) · ~v ≤ 2p
−1
0 ĥ0τn(xp0 + p
−1
0 A,p
−1
0 ĥ0)
nd−1Ld(cyl(xp0 + p−10 A,p−10 ĥ0))
+ 3η
=
τn(xp0 + p
−1
0 A,p
−1
0 ĥ0)
nd−1Hd−1(p−10 A)
+ 3η.
Since the cylinder cyl(xp0 + p
−1
0 A,p
−1
0 ĥ0) is rational, we get, when n goes to
infinity,
~σ(x) · ~v ≤ ν(~v) + 3η.
Thus ~σ(x) · ~v ≤ ν(~v), and (4.15) and Proposition 4.4 are proved. 
Proof of Proposition 4.5. We give first the idea of the proof. We
recall what it would be if we would consider a continous regular stream ~l,
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that is, a C1 vector field on D = cyl(A,h), with null divergence and such
that ~l · ~vD = 0 Hd−1-a.e. on the vertical faces of D (the ones who are not
normal to ~v). If we denote by B the basis of D, then by Fubini’s theorem
we would get∫
D
~l · ~v dLd =
∫ 2h
0
(∫
B+u~v
~l · ~v dHd−1
)
du
= 2h× “flow from the top to the bottom of D according to ~l.”
We have to adapt this argument to ~µn. The set B+u~v is a continuous cutset
that separates the top from the bottom of D. The equivalent discrete cutset
is, roughly speaking, the set of edges
Eu = {e⊂D|e∩B + u~v 6=∅}.
The flow that crosses B+u~v according to ~µn is
∑
e∈Eu
fn(e), and it is almost
equal to Ψ(~µn,D,~v) up to an error which is due to the flow that can cross
the vertical faces of D; thus we can control it if the height of D is small
enough. Then we get almost∫ 2h
0
∑
e∈Eu
fn(e)du= 2hΨ(~µn,D,~v).
As in the continuous case, the left-hand side of the previous equality is
almost the integral of the stream over D,∫ 2h
0
∑
e∈Eu
fn(e)du=
∑
e⊂D
fn(e)
∫ 2h
0
1e∈Eu du=
∑
e⊂D
fn(e)
1
n
~e · ~v
= nd−1
∫
D
d~µn · ~v,
up to a small error that appears for edges located near the boundary of D.
We begin now the proof. We will use another property, Proposition 4.6,
that will be proved after the end of the proof of Proposition 4.5. We give first
the expression of Ψ(~µn, cyl(A,h),~v) in terms of fn. Let E be a (B
′(A,h),
T ′(A,h))-cutset in cyl(A,h). We define s(E)⊂ Zdn by
s(E) =
{
y ∈ Zdn ∩ cyl(A,h)
∣∣∣∣ there exists a path from y to B′(A,h)made of edges in (Edn ∩ cyl(A,h)) \E
}
.
The set s(E) is the connected component of B′(A,h) in (Zdn,E
d
n \ E) ∩
cyl(A,h). We consider a “non discrete version” S(E) of s(E), defined by
S(E) =
(
s(E) +
1
2n
[−1,1]d
)
∩ cyl(A,h)
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Fig. 11. A (B′(A,h), T ′(A,h))-cutset E in cyl(A,h) and the corresponding set S(E).
[this is a subset of Rd included in cyl(A,h); see Figure 11]. For each edge
e ∈E, c(e) belongs to ∂S(E) and the exterior unit vector normal to S(E) at
c(e), which we denote by ~vS(E)(c(e)), is equal to ~e or −~e, thus ~e ·~vS(E)(c(e))
equals +1 or −1. If ~e · ~vS(E)(c(e)) = +1 (resp., −1), then e = 〈a, b〉 with
a ∈ s(E) [resp., b ∈ s(E)] and b in the connected component of T ′(A,h) in
(Zdn,E
d
n \E) ∩ cyl(A,h) (resp., a in this component). Indeed, E is minimal
thus if we remove e from E we create a path from B′(A,h) to T ′(A,h) that
contains e. By the node law, we know that Ψ(~µn, cyl(A,h),~v) is equal to the
flow that crosses E according to ~µn, that is,
Ψ(~µn, cyl(A,h),~v) =
∑
e∈E
fn(e)~e · ~vS(E)(c(e)).(4.20)
We construct now several such cutsets inside cyl(A,h). By symmetry, we can
suppose that all the coordinates of ~v are nonnegative. Let x be the center
of A. Let u ∈R. We define the hypersurface P(u) by
P(u) = {y ∈Rd|−→xy · ~v = u− h}.
For each edge e such that e= 〈a, b〉, we define e˜= [a, b[, the segment that
includes b, the endpoint of e, but excludes a, its origin. We define the set of
edges En(u) by
En(u) = {e ∈ Edn|e⊂ cyl(A,h) and e˜∩P(u) 6=∅};
see Figure 12. We define also the set of edges Fn by
Fn = {e ∈ Edn|e⊂ cyl(A,h) ∩ V2(cyl(∂A,h),2d/n)},
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Fig. 12. The set En(u).
which is the set of the edges in cyl(A,h) that are near the faces of the
cylinder that are normal to A, and the set E˜n(u) by
E˜n(u) = {e ∈En(u)|e 6⊂ V2(cyl(∂A,h),4d/n)},
which is the set of the edges of En(u) that are not too close from the faces
of the cylinder that are normal to A. We need the following property:
Proposition 4.6. For all u ∈ [1/n,2h − 1/n], En(u) ∪ Fn contains a
(B′(A,h), T ′(A,h))-cutset in cyl(A,h). We denote such a cutset by Ên(u).
Necessarily E˜n(u) is included in Ên(u) (whichever way we construct it), and
∀e ∈ E˜n(u) ~e · ~vS(Ên(u))(c(e)) =+1.
We consider such a cutset Ên(u) for a given u in [1/n,2h− 1/n]. Using
equation (4.20) we obtain as in Section 4.2 that∣∣∣∣Ψ(~µn, cyl(A,h),~v)− ∑
e∈En(u)
fn(e)
∣∣∣∣
=
∣∣∣∣ ∑
e∈Ên(u)
fn(e)~e · ~vS(Ên(u))(c(e))−
∑
e∈En(u)
fn(e)
∣∣∣∣
=
∣∣∣∣ ∑
e∈Ên(u)\E˜n(u)
fn(e)~e · ~vS(Ên(u))(c(e))−
∑
e∈En(u)\E˜n(u)
fn(e)
∣∣∣∣
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(4.21)
≤M [card(Ên(u) \ E˜n(u)) + card(En(u) \ E˜n(u))]
≤ 4dM card(Zdn ∩ V2(cyl(∂A,h),4dn−1))
≤ 4dMndLd(V2(cyl(∂A,h),5dn−1))≤CMHd−2(∂A)(h+5dn−1)nd−1
for a constant C. Let us consider the quantity
γ =
∫ 2h
0
( ∑
e∈En(u)
fn(e)
)
du.
On one hand, inequality (4.21) states that
|2hΨ(~µn, cyl(A,h),~v)− γ|
≤ 2hCMHd−2(∂A)(h+5dn−1)nd−1
+
∫
[0,1/n]∪[2h−1/n,2h]
∣∣∣∣ ∑
e∈En(u)
fn(e)−Ψ(~µn, cyl(A,h),~v)
∣∣∣∣du.
Moreover, there exists a constant C ′(d,A) such that
∀u ∈R card(En(u))≤ C ′(d,A)nd−1 and
|ψ(~µn, cyl(A,h),~v)| ≤ C ′(d,A)Mnd−1.
We obtain the second inequality by noticing that the set of edges En(h)
separates B′(A,h) from T ′(A,h) in cyl(A,h), and the first inequality bounds
its cardinal. We conclude that
|2hΨ(~µn, cyl(A,h),~v)− γ|
≤ 2CMh(h+ 5dn−1)Hd−2(∂A)nd−1 + 4C ′(d,A)Mnd−2(4.22)
≤ 2CMh2Hd−2(∂A)nd−1 +K1(d,A,h,M)nd−2.
On the other hand, we have
γ =
∑
e∈cyl(A,h)
fn(e)
∫ 2h
0
1{e∈En(u)} du.
For all e ∈ cyl(A,h), e /∈En(u) if u /∈ [0,2h], and we have∫ 2h
0
1{e∈En(u)} du=
∫
R
1{e∈En(u)} du=
1
n
~e · ~v.
Indeed for all e ∈ cyl(A,h), if e= 〈a, b〉, then −→xa · ~v ≤−→xb · ~v (remember that
we supposed that the coordinates of ~v are non negative) and
e ∈En(u) ⇐⇒ −→xa ·~v < u−h≤−→xb ·~v ⇐⇒ u ∈ ]h+−→xa ·~v,h+−→xb ·~v],
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and the measure of the above interval is
−→
xb · ~v−−→xa · ~v = 1
n
~e · ~v.
Thus ∣∣∣∣γ − nd−1 ∫
cyl(A,h)
d~µn · ~v
∣∣∣∣
=
∣∣∣∣ 1n ∑
e∈cyl(A,h)
fn(e)~e · ~v− 1
n
∑
e∈Edn,
c(e)∈cyl(A,h)
fn(e)~e · ~v
∣∣∣∣
(4.23)
≤ M
n
card({e ∈ Edn|e∩ ∂ cyl(A,h) 6=∅})
≤K2(d,A,h,M)nd−2.
Combining inequalities (4.22) and (4.23) we obtain∣∣∣∣∫
cyl(A,h)
d~µn · ~v− 2hΨ(~µn, cyl(A,h),~v)
nd−1
∣∣∣∣
(4.24)
≤ 2CMh2Hd−2(∂A) + (K1(d,A,h,M) +K2(d,A,h,M))n−1.
We define
h0(A,η) =
ηHd−1(A)
4CMHd−2(∂A) .
We deduce from inequality (4.24) that all h≤ h0, for all n we have∣∣∣∣∫
cyl(A,h)
d~µn · ~v− 2hΨ(~µn, cyl(A,h),~v)
nd−1
∣∣∣∣
≤ ηL
d(cyl(A,h))
2
+ (K1(A,h,M) +K2(A,h,M))n
−1,
and thus for n large enough (how large depending on A,h,M ) we obtain
the desired inequality. Moreover for all ε > 0, y ∈Rd, we immediatly obtain
that
h0(y + εA, η) =
ηHd−1(y + εA)
4CMHd−2(∂(y + εA)) =
ηεd−1Hd−1(A)
4CMεd−2Hd−2(∂A) = εh0(A,η).
This ends the proof of Proposition 4.5. 
Proof of Proposition 4.6. First of all, we prove that for all u ∈
[1/n,2h− 1/n], En(u) separates the bottom from the top of cyl(A,h). Let
us consider a self-avoiding path r from B(A,h) to T (A,h) in cyl(A,h). The
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Fig. 13. The set En(u) separates B(A,h) from T (A,h) in cyl(A,h).
path r admits a continuous parametrization r = (rt)t∈[0,1]. Let x be the
center of A. The two sets
V1(u) = {y ∈Rd|−→xy · ~v < u− h} ∩ cyl(A,h),
V2(u) = {y ∈Rd|−→xy · ~v ≥ u− h} ∩ cyl(A,h)
form a partition of cyl(A,h). The path r starts in V1(u) and ends in V2(u).
Indeed, B(A,h) ⊂ V2(A− h~v,n−1)⊂ V1(u) because u≥ n−1 and T (A,h)⊂
V2(A+ h~v,n−1)⊂ V2(u) because u≤ 2h− n−1. Since r is continuous, there
exists t0 ∈ [0,1] such that
t0 = sup{t ∈ [0,1]|rt ∈ V1(u)}.
We define the point z = rt0 . It is obvious that z ∈P(u); see Figure 13. If z /∈
Zdn, then z belongs only to one edge e⊂ r⊂ cyl(A,h), and z is not an extreme
point of e so z ∈ P(u) implies that e ∈ En(u). If z ∈ Zdn, then z belongs to
exactly two edges e1 and e2 that are included in r. By the definition of
t0, we know that one of these edges, say e1 for example, is included in the
adherence of V1(u), and the other one, e2, is included in V2(u). Since all the
coordinates of ~v are nonnegative, we conclude that e2 ∈En(u). This proves
that En(u) separates T (A,h) from B(A,h) in cyl(A,h).
We deduce easily that En(u) ∪ Fn separates T ′(A,h) from B′(A,h) in
cyl(A,h). Indeed, consider a path rˆ from T ′(A,h) to B′(A,h) in cyl(A,h).
If the starting point (resp., the endpoint) of rˆ belongs to T ′(A,h) \ T (A,h)
[resp., B′(A,h)\B(A,h)], then the first (resp., last) edge of r belongs to Fn.
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Fig. 14. Construction of a path from B(A,h) to T (A,h).
Otherwise, rˆ is a path from T (A,h) to B(A,h) in cyl(A,h), and we have
proved that it must contain at least one edge of En(u).
We consider an edge e of E˜n(u), e= 〈a, b〉. Then a ∈ V1(u) and b ∈ V2(u).
Moreover e 6⊂ V2(cyl(∂A,h),4d/n) implies that d2(a, cyl(∂A,h))> 3d/n. The
set
D= V1(u) \ V2(cyl(∂A,h),3d/n)
is a parallelepiped; thus the graph D∩ (Zdn,Edn) is connected. Let r be a path
from a to B(A,h) included in D; see Figure 14. In the same way, there exists
a path r′ from b to T (A,h) that is included in V2(u) \ V2(cyl(∂A,h),3d/n).
Thus r∪ e∪ r′ is a path from B(A,h) to T (A,h) that does not contain edges
of Fn ∪ (En(u) \ {e}), and we conclude that Fn ∪ (En(u) \ {e}) does not
separate B(A,h) from T (A,h) in cyl(A,h). This implies that e must belong
to any cutset Ên(u) with the properties given in Proposition 4.6. Moreover,
we have proved that a ∈ S(Ên(u)) and b /∈ S(Ên(u)), and this implies that
~v
S(Ên(u))
(c(e)) = ~e, so Proposition 4.6 is proved. 
4.6. Maximality. We recall that
flowcont(~σ) =
∫
Γ1
−~σ · ~vΩ dHd−1
and
flowdiscn (~µn) =
1
nd−1
∑
e∈Πn:e=[ab],a∈Γ1n,b/∈Γ
1
n
fn(e)(1{e=〈a,b〉} − 1{e=〈b,a〉}).
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To complete the proof of Theorem 1.1, we must prove that the limit ~µ= ~σLd
of a subsequence of the sequence of maximal discrete flows (~µmaxn )n≥1 satisfies
flowcont(~σ) = φbΩ a.s.(4.25)
In this section, we prove the following result:
Proposition 4.7. Let (~µn)n≥1 be a sequence of admissible discrete streams.
If a subsequence (~µϕ(n))n≥1 converges weakly toward a measure ~µ= ~σLd with
~σ ∈ L∞(Rd→Rd,Ld), then
lim
n→∞
flowdiscϕ(n)(~µϕ(n)) = flow
cont(~σ).
Remark 14. We will deduce equation (4.25) from Proposition 4.7 in
Section 6, using our study of minimal cutsets and Lemma 1.
Proof of Proposition 4.7. The idea of the proof is very similar to
the one of Proposition 4.4. Suppose ~σ is very regular—C1 for example. By
the Gauss–Green theorem, we know that for all sets E with finite perimeter,∫
∂E
~σ · ~vE dHd−1 =
∫
E
div~σ dLd = 0.
If ∂E =Γ1 ∪S ∪ Ŝ, where Ŝ ⊂ Γ \ (Γ1 ∪Γ2) and S = ∂E ∩Ω, then we obtain∫
S
~σ · ~vE dHd−1 =−
∫
Γ1
~σ · ~vΩ dHd−1 +0= flowcont(~σ).
We can choose E such that S is polyhedral: it allows us to cover (up to a
small volume) a neighborhood of S by a union of cylinders Di of height h and
oriented in the direction ~vi, where ~vi = ~vE on the face of S that Di crosses.
As explained in the sketch of the proof of Proposition 4.4,
∫
Di
~σ ·~vi dHd−1 is
very close to h
∫
S∩Di
~σ · ~vi dHd−1. Since ~µn⇀~σLd,
∫
Di
~σ · ~vi dLd is the limit
of
∫
Di
d~µn ·~vi. By Proposition 4.5, we know that
∫
Di
d~µn ·~vi is very close to
Ψ(~µn,Di,~vi). Finally, we notice that the flow that crosses Ωn from Γ
1
n to Γ
2
n
is the flow that crosses the Di up to a small error, and thus flow
disc
n (~µn) is
close to
∑
iΨ(~µn,Di,~vi) properly rescaled. This is exactly the idea we follow
to compare flowdiscn (~µn) to flow
cont(~σ). However, ~σ is not regular enough to
allow a direct application of the Gauss–Green theorem. The easiest way to
get round this problem is to come back to the definition of the divergence
div~σ to compare flowcont(~σ) to a sum of the type
∑
i
∫
Di
~σ · ~vi dLd.
From now on we consider a fixed realization of the capacities. We con-
sider a subsequence of (~µn)n≥1 converging toward ~µ, but we still denote this
subsequence by (~µn)n≥1 to simplify the notation.
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Step 1: From flowcont(~σ) to
∑N
i=1
∫
cyl(Ai,h)
~σ · ~vi dLd. For A a subset of
Rd, we denote by A its closure and by ◦A its interior. Let P be a closed
polyhedral set of Rd such that
Γ
1 ⊂ ◦P, Γ2 ⊂
◦
ŔRd \ P and ∂P is transversal to Γ.
The construction of such a set P is made in Section 5 of [8]. The idea of the
construction is the following. For each x ∈ Γ1, let Cx be a closed cube of cen-
ter x and of positive size but small enough so that d2(Cx,Γ
2)≥ d2(Γ1,Γ2)/2.
The cubes (Cx)x∈Γ1 can be chosen carefully so that their boundaries are
transversal to Γ. Of course,
Γ
1 ⊂
⋃
x∈Γ
1
◦
Cx,
and by compactness of Γ
1
we know that there exists a finite subcovering of
Γ
1
, say
Γ
1 ⊂
p⋃
i=1
◦
Cxi .
We can take P =
⋃p
i=1Cxi . By construction ∂P is a polyhedral hypersur-
face that is transversal to Γ and that does not intersect Γ
1
nor Γ
2
, thus
d2(∂P,Γ
1 ∪ Γ2)> 0. In the same way, for any ζ > 0, we can construct a set
Ω′ satisfying Ω⊂Ω′ ⊂ V2(Ω, ζ) and such that ∂Ω′ is polyhedral and transver-
sal to ∂P . We fix a positive real number η̂ > 0. Since ∂P is transversal to Γ,
there exists ε(η̂)> 0 such that Hd−1(∂P ∩ (V2(Ω, ε) \Ω))≤ η̂. We consider
a set Ω′ corresponding to ε(η̂) as described previously. Thus Ω′ depends on
Ω, P and η̂, and we have
Hd−1(∂P ∩ (Ω′ \Ω))≤ η̂.(4.26)
We need the following property (see Figure 15):
Proposition 4.8. Let η > 0. There exists a finite family of hyperrect-
angles A1, . . . ,AN (depending on Ω, P, η̂, η) of disjoint interiors included in
∂P ∩Ω′, a positive real number h1(Ω, P, η, η̂) and a constant C(Ω, P, η̂) such
that for all h≤ h1, we have:
• Hd−1((∂P ∩Ω′) \ (⋃Ni=1Ai))≤ η;
• Ld((V2(∂P,h) ∩Ω′) \
⋃N
i=1 cyl(Ai, h))≤ 2Cηh;
• ∀i ∈ {1, . . . ,N}, cyl(Ai, h)⊂Ω′;
• ∀i ∈ {1, . . . ,N},∀x∈ cyl(Ai, h), d2(x,∂P \Ai)> d2(x,Ai).
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Fig. 15. The cylinders (cyl(Ai, h), i= 1, . . . ,N ).
We admit this proposition for the time being. We fix a positive η. For each
i ∈ {1, . . . ,N}, let ~vi be the exterior normal unit vector to P along the face
of ∂P on which Ai is, thus ~vi is normal to Ai. We have explained in Remark
13 that div~σLd =−(~σ ·~vΩ)Hd−1|Γ. Thus for any function ϕ ∈W 1,1(Rd), we
have ∫
Ω
~σ · ~∇ϕdLd =
∫
Rd
~σ · ~∇ϕdLd =−
∫
Rd
ϕdiv~σ dLd
(4.27)
= +
∫
Γ
(~σ · ~vΩ)γ(ϕ|Ω)dHd−1
(this corresponds exactly to the definition of ~σ · ~vΩ given in [15]; cf. equa-
tion (4.7)). For a positive h≤ h1, we define the function ϕh by
ϕh(x) = ζ
(
d2(x,P
c)
h
)
+ ζ
(
h− d2(x,P )
h
)
,
where ζ(r) = r1[0,1[ + 1[1,+∞[. Then ϕh = 2 on P ∩ V2(∂P,h)c and ϕh = 0
on P c ∩ V2(∂P,h)c, ϕh is Lipschitz and has compact support included in
P ∪ V2(∂P,h), in particular ϕh ∈W 1,1(Rd). On one hand, we know that
~σ ·~vΩ = 0 Hd−1-a.e. on Γ \ (Γ1∪Γ2), and there exists h2(Ω, P ) = d2(∂P,Γ1 ∪
Γ2)/2 > 0 such that for h ≤ h2 we have γ(ϕh|Ω) = ϕh = 2 Hd−1-a.e. on Γ1
and γ(ϕh|Ω) = ϕh = 0 Hd−1-a.e. on Γ2, thus∫
Γ
(~σ · ~vΩ)γ(ϕh|Ω)dHd−1 = 2
∫
Γ1
(~σ · ~vΩ)dHd−1 =−2flowcont(~σ).
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On the other hand, we know that
~∇ϕh(·) = 1[0,1[
(
d2(·, P c)
h
)
h−1~∇d2(·, P c)−1[0,1[
(
h− d2(·, P )
h
)
h−1~∇d2(·, P ),
thus ~∇ϕh = 0 Ld-a.e. on V2(∂P,h)c, ‖~∇ϕh‖∞ ≤ h−1, and for all i ∈ {1, . . . ,N}
we have on cyl(Ai, h)
~∇ϕh =−h−1~vi.
For all h≤min(h1, h2), equation (4.27) applied to ϕh gives
flowcont(~σ)
=−1
2
∫
Γ
(~σ · ~vΩ)γ(ϕh|Ω)dHd−1
=−1
2
∫
Ω
~σ · ~∇ϕh dLd
=−1
2
∫
V2(∂P,h)∩Ω
~σ · ~∇ϕh dLd
=−1
2
N∑
i=1
∫
cyl(Ai,h)
~σ ·
(
−1
h
~vi
)
dLd
− 1
2
∫
(V2(∂P,h)∩Ω)\
⋃N
i=1 cyl(Ai,h)
~σ · ~∇ϕh dLd.
Thus ∣∣∣∣∣flowcont(~σ)− 12h
N∑
i=1
∫
cyl(Ai,h)
~σ · ~vi dLd
∣∣∣∣∣
≤ 1
2
‖~σ‖∞‖~∇ϕh‖∞Ld
(
(V2(∂P,h) ∩Ω) \
N⋃
i=1
cyl(Ai, h)
)
(4.28)
≤ 1
2
‖~σ‖∞‖~∇ϕh‖∞Ld
(
(V2(∂P,h) ∩Ω′) \
N⋃
i=1
cyl(Ai, h)
)
≤Cη‖~σ‖∞.
Step 2: From
∫
cyl(Ai,h)
~σ · ~vi dLd to
∫
cyl(Ai,h)
d~µn · ~vi. As in Section 4.5 if
~µn ⇀~σLd (up to extraction), since Ld(∂ cyl(Ai, h)) = 0, we know by Port-
manteau theorem that for all i ∈ {1, . . . ,N}, for all n large enough (how
large depending on P,Ai, h, η) we have∣∣∣∣∫
cyl(Ai,h)
~σ · ~vi dLd −
∫
cyl(Ai,h)
d~µn · ~vi
∣∣∣∣≤ ηhN ,
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and we conclude that for all n large enough (how large depending on P,h, η),
we have ∣∣∣∣∣
N∑
i=1
∫
cyl(Ai,h)
~σ · ~vi dLd −
N∑
i=1
∫
cyl(Ai,h)
d~µn · ~vi
∣∣∣∣∣≤ ηh.(4.29)
Step 3: From
∫
cyl(Ai,h)
d~µn · ~vi to Ψ(~µn, cyl(Ai, h),~vi). As in Section 4.5
we use Proposition 4.5 to obtain that for all i ∈ {1, . . . ,N}, there exists
h˜i(P,η) > 0 such that for all h ≤ h˜i, for all n large enough (how large de-
pending on P,h, η), we have∣∣∣∣∫
cyl(Ai,h)
d~µn ·~vi− 2hΨ(~µn, cyl(Ai, h),~vi)
nd−1
∣∣∣∣≤ η∑N
i=1Hd−1(Ai)
Ld(cyl(Ai, h)).
Thus there exists h3(P,η) = min1≤i≤N (h˜i)> 0 such that for all h≤ h3, for
all n large enough (how large depending on P,η), we have∣∣∣∣∣
N∑
i=1
∫
cyl(Ai,h)
d~µn · ~vi − 2h
nd−1
N∑
i=1
Ψ(~µn, cyl(Ai, h),~vi)
∣∣∣∣∣≤ ηh.(4.30)
Step 4: From
∑N
i=1Ψ(~µn, cyl(Ai, h),~vi) to flow
disc
n (~µn). By construction of
P we know that Γ1n ⊂ P and Γ2n ⊂ (Rd \P ) at least for n large enough. Since
the stream fn satisfies the node law, we know that flow
disc
n (~µn) is equal to
the flow that goes out of P , that is,
flowdiscn (~µn) =
1
nd−1
∑
e=[a,b],a∈P,b/∈P
fn(e)~e · (n−→ab).
Notice that ~e · (n−→ab) equals +1 or −1, and fn(e) = 0 if e /∈Πn. We define
E(P ) = {e= [a, b]|e ∈Πn, a ∈ P, b /∈ P}.
Thus
flowdiscn (~µn) =
1
nd−1
∑
e∈E(P )
fn(e)~e · (n−→ab).
For all i ∈ {1, . . . ,N}, for all h > 0, the set of edges
Ei = {e⊂ cyl(Ai, h)|e ∈E(P )}
is a cutset in cyl(Ai, h) from the lower half part of its boundary to the upper
half part of its boundary in the direction ~vi; this can be proved exactly as
in Proposition 4.6. Thus
Ψ(~µn, cyl(Ai, h),~vi) =
∑
e=[a,b]∈Ei,a∈P,b/∈P
fn(e)~e · (n−→ab).
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Since the sets Ei are disjoint, this implies that∣∣∣∣∣flowdiscn (~µn)− 1nd−1
N∑
i=1
Ψ(~µn, cyl(Ai, h),~vi)
∣∣∣∣∣≤ Mnd−1 card
(
E(P ) \
N⋃
i=1
Ei
)
.
It remains to control card(E(P ) \⋃Ni=1Ei). The edges that belong to this
set are included in V∞((∂P ∩Ω′) \
⋃N
i=1Ai,2/n), thus
card
(
E(P ) \
N⋃
i=1
Ei
)
≤ 2d card
(
V∞
(
(∂P ∩Ω′) \
N⋃
i=1
Ai,2/n
)
∩Zdn
)
≤ 2dndLd
(
V∞
(
(∂P ∩Ω′) \
N⋃
i=1
Ai,3/n
))
.
The set (∂P ∩Ω′) \⋃Ni=1Ai is a closed (d−1)-rectifiable set. Thus its (d−1)
dimensional Minkowski content defined by
lim
r→0
1
2r
Ld
(
V2
(
(∂P ∩Ω′) \
N⋃
i=1
Ai, r
))
exists and is equal to Hd−1((∂P ∩Ω′) \⋃Ni=1Ai) that is smaller than η by
construction. Thus there exists a constant κ(d) such that, for n large enough,
card
(
E(P ) \
N⋃
i=1
Ei
)
≤ κηnd−1.
For all n large enough we get∣∣∣∣∣flowdiscn (~µn)− 1nd−1
N∑
i=1
Ψ(~µn, cyl(Ai, h),~vi)
∣∣∣∣∣≤ κηM.(4.31)
Step 5: Conclusion. Combining inequalities (4.28), (4.29), (4.30) and (4.31)
for a h ≤min(h1, h2, h3), we obtain that for all n large enough (how large
depending on everything else)
|flowcont(~σ)− flowdiscn (~µn)| ≤ η(C‖~σ‖∞ +1+ κM),
and this completes the proof of Proposition 4.7. 
Proof of Proposition 4.8. Let η > 0. The sets P and Ω′ are polyhe-
dral; that is, their boundaries are included in a finite number of hyperplanes.
For any x ∈ ∂P ∩ ∂Ω′, let us denote by θ(x) ∈ [0, π] the angle between the
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Fig. 16. Construction of the cylinders (cyl(Ai, h), i= 1, . . . ,N ).
exterior unit normal to ∂P at x and the exterior unit normal to ∂Ω′ at x.
Thus
θ1 = inf{θ(x)|x ∈ ∂P ∩ ∂Ω′}> 0,
since there are only finitely many different values of θ(x) which are all pos-
itive because ∂P is transversal to ∂Ω′. We denote by (Fl, l = 1, . . . ,M) the
faces of ∂P that intersects Ω′, thus ∂P ∩Ω′ =⋃Ml=1Fl, and by ~vl the exterior
unit vector normal to P along Fl. We define
θ2 =min{arccos(~vl · ~vm)|l,m= 1, . . . ,M, l 6=m,Fl ∩ Fm 6=∅},
the minimum of the angles between two adjacent faces of ∂P ∩Ω′, that is,
between faces that intersect. Thus θ2 > 0 since again there are finitely many
such angles. Let θ0 =min(θ1, θ2)> 0; see Figure 16. Let E be the set of the
edges of ∂P ∩Ω′, that is,
E =
⋃
l 6=m≤M
Fl ∩ Fm.
There exists κ > 0 small enough (how small depending on η,Ω′, P ) so that
we have
Hd−1(∂P ∩Ω′ ∩ V2(E,κ))≤ η
2
.
Let F ′l = Fl \V2(E,κ) for l ∈ {1, . . . ,M}. We define L1 = 2−1κ tan(θ0/2). By
definition of θ0 and F
′
l , for all l ∈ {1, . . . ,M}, for all x in F ′l , the set
SL1l (x) = {x+ b~vl| −L1 ≤ b≤L1}
is included in Ω′ and does not intersect SL1m (y) for any y ∈ F ′m and any m
such that Fl and Fm are adjacent; see Figure 16. Let L2 be the infimum
of the distances between two nonadjacent faces of ∂P (thus L2 > 0). Let
L0 = min(L1,L2/2) > 0. Then for any l ∈ {1, . . . ,M}, for any x ∈ F ′l , for
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any z in SL0l (x) = {x+ b~vl| −L0 ≤ b≤L0}, we have z ∈Ω′, d2(z, ∂P \ Fl)>
L0 ≥ d2(z,Fl) and z /∈ SL0m (y) for any y ∈ F ′m distinct from x and any m ∈
{1, . . . ,M}. We can now cover ⋃Ml=1F ′l by a finite set of hyperrectangles
(Ai, i= 1, . . . ,N ) depending on Ω′, P, η of disjoint interiors up to a surface
of Hd−1-measure less than η/2, that is,
Hd−1
(
M⋃
l=1
F ′l \
N⋃
i=1
Ai
)
≤ η
2
.
This implies that
Hd−1
(
(∂P ∩Ω′) \
N⋃
i=1
Ai
)
≤ η.
Let us consider the cylinders cyl(Ai, h) for h≤L0(Ω′, P, η), i= 1, . . . ,N . By
construction, for all i ∈ {1, . . . ,N}, cyl(Ai, h)⊂Ω′ and for all x ∈ cyl(Ai, h),
d2(x,∂P \ Ai) > d2(x,Ai). To complete the proof, it remains to control
Ld((V2(∂P,h) ∩Ω′) \
⋃N
i=1 cyl(Ai, h)). We remark that
(V2(∂P,h)∩Ω′) \
N⋃
i=1
cyl(Ai, h)⊂
(
(V2(∂P,h)∩Ω′) \
M⋃
l=1
cyl(F ′l , h)
)
(4.32)
∪
(
M⋃
l=1
cyl(F ′l , h) \
N⋃
i=1
cyl(Ai, h)
)
.
On one hand,
Ld
(
M⋃
l=1
cyl(F ′l , h) \
N⋃
i=1
cyl(Ai, h)
)
≤ 2η
2
h.(4.33)
On the other hand,(
(V2(∂P,h) ∩Ω′) \
M⋃
l=1
cyl(F ′l , h)
)
⊂
(
M⋃
l=1
cyl(Fl \ F ′l , h)
)
∪ V2(E,h) ∪ V2(∂P ∩ ∂Ω′, h/ sin(θ0/2));
see Figure 17. Thus
Ld
(
(V2(∂P,h)∩Ω′) \
M⋃
l=1
cyl(F ′l , h)
)
(4.34)
≤ 2η
2
h+Ld(V2(E,h)) +Ld(V2(∂P ∩ ∂Ω′, h/ sin(θ0/2))).
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Fig. 17. Near ∂P ∩ ∂Ω′.
The sets E and ∂P ∩ ∂Ω′ are finite unions of (d − 2)-closed rectifiable
subsets, whose (d − 2) dimensional Minkowski contents are equal to their
Hd−2-measure, thus
lim sup
h→0
Ld(V2(E,h))
α2h2
≤Hd−2(E),
and we conclude that there exists L′0(Ω
′, P ) such that if h≤L′0, we have
Ld(V2(E,h))≤ 2α2h2Hd−2(E).(4.35)
In the same way, we obtain that there exists L′′0(Ω
′, P ) such that for all
h≤L′′0 ,
Ld(V2(∂P ∩ ∂Ω′, h/ sin(θ0/2)))
(4.36)
≤ 2α2h2 sin−2(θ0/2)Hd−2(∂P ∩ ∂Ω′).
Combining inequalities (4.34), (4.35) and (4.36), we obtain that for h ≤
min(L′0,L
′′
0),
Ld
(
(V2(∂P,h) ∩Ω′) \
M⋃
l=1
cyl(F ′l , h)
)
≤ 2
[
1
2
+
h
η
α2(Hd−2(E) + sin−2(θ0/2)Hd−2(∂P ∩ ∂Ω′))
]
ηh.
If h≤ η, we obtain
Ld
(
(V2(∂P,h)∩Ω′) \
M⋃
l=1
cyl(F ′l , h)
)
≤ 2Cηh,(4.37)
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where C = C(Ω′, P ) is a constant depending on Ω′, P . Combining inequali-
ties (4.32), (4.33) and (4.37), we obtain that for h≤ (L′0,L′′0, η),
Ld
(
(V2(∂P,h) ∩Ω′) \
N⋃
i=1
cyl(Ai, h)
)
≤ 2(1 +C(Ω′, P ))ηh.
Finally, we fix h1(Ω
′, P, η) = h1(Ω, P, η
′, η) = min(L0,L
′
0,L
′′
0, η), and Propo-
sition 4.8 is proved. 
Remark 15. In the proof of Proposition 4.7, we could use a weaker
version of Proposition 4.8 without defining the set Ω′, and with cylinders
cyl(Ai, h) that almost cover V2(∂P,h) even outside Ω. This weaker version of
Proposition 4.8 would be easier to prove, as we would not need to construct
a set P whose boundary is transversal to Γ, and then a set Ω′. However, we
will use again Proposition 4.8 and its consequences in Section 6.1, and at
that point we will need Proposition 4.8 as it is stated.
5. Study of minimal cutsets. The study of the asymptotic behavior of
minimal cutsets was almost done in [7]. However, it was not the goal of that
article to get information on minimal cutsets; thus the pieces of the puzzle
were not put together. This is what we do in this section. We will not rewrite
all the proofs, but we explain how to adapt them.
From now on, (En)n≥1 denotes a sequence of (Γ1n,Γ2n)-cutsets in Ωn, and
(Eminn )n≥1 a sequence of minimal (Γ1n,Γ2n)-cutsets in Ωn. We define as in
Section 1.1 the sets
r(En) = {x ∈Ωn|there exists a path from x to Γ1n in (Zdn,ΠN \ En)}
and
R(En) = r(En) + 1
2n
[−1,1]d,
and we introduce the notation
En =R(En)∩Ω
[the same definitions hold for R(Eminn ), Eminn ]. We recall that throughout the
proofs, we suppose that the hypotheses (H1) and (H2) are fulfilled.
5.1. Restriction to Ω. We prove that it is completely equivalent to study
the convergence of (R(En))n≥1 or the convergence of (En)n≥1:
Proposition 5.1. Let (En)n≥1 be a sequence of admissible discrete
(Γ1n,Γ
2
n)-cutsets in Ωn. We have
lim
n→∞
d(En,R(En)) = 0.
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Remark 16. This proposition implies that a subsequence of (R(En))n≥1
is convergent if and only if the corresponding subsequence of (En)n≥1 is
convergent, in which case they have the same limit. Thus we can study the
sequence (En)n≥1 instead of (R(En))n≥1.
Proof of Proposition 5.1. For every n≥ 1,
d(R(En),En)≤Ld(V∞(Ω,1/n) \Ω)≤Ld(V∞(Γ,1/n)).
Since Γ is piecewise of class C1, Γ is a closed (d− 1)-rectifiable subset of Rd.
Thus its (d− 1) dimensional Minkowski content defined by
lim
r→0
1
2r
Ld(V2(Γ, r))
exists and is equal to Hd−1(Γ); see, for example, Appendix A in [5]. This
implies that
lim
n→∞
d(R(En),En)≤ lim
n→∞
Ld(V∞(Γ,1/n)) = 0. 
5.2. Compactness. We prove the following result:
Proposition 5.2. We suppose that hypothesis (H3) is also fulfilled. Let
(Eminn )n≥1 be a sequence of minimal discrete (Γ1n,Γ2n)-cutsets in Ωn. Almost
surely, for n large enough, the sequence (Eminn )n≥1 takes its values in a
deterministic d compact set that is included in {F ⊂Ω|1F ∈ BV(Ω)}.
Remark 17. The previous proposition implies that a.s., any subse-
quence of (Eminn )n≥1 [thus of (R(Eminn ))n≥1] admits a sub-subsequence which
is convergent for the distance d, and its limit F is a subset of Ω that satisfies
1F ∈ BV(Ω).
Remark 18. In the previous proposition, hypothesis (H2) could be re-
placed by the hypothesis that Λ admits an exponential moment
∃θ > 0
∫
R+
eθx dΛ(x)<+∞.
Proof of Proposition 5.2. We study the sequence (Eminn )n≥1 exactly
as in [7], Section 4. According to Theorem 1 in [22], adapted to our case as
said in Remark 2 in [22], we know that:
Theorem 5.1 (Zhang). If the law of the capacity of the edges admits an
exponential moment, and if hypothesis (H3) is fulfilled, then there exist con-
stants β0 = β0(Λ, d), Ci = Ci(Λ, d) for i= 1,2 and N =N(Λ, d,Ω,Γ,Γ
1,Γ2)
such that for all β ≥ β0, for all n≥N , we have
P[card(Eminn )≥ βnd−1]≤C1 exp(−C2βnd−1).
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Remark 19. The adaptation of Zhang’s result in our setting involves
one difficulty: the cutsets we have to consider may not be connected. How-
ever, we can get around this problem by considering the union of a set Eminn
with the edges that lie along Γ: it is always connected, and the number of
edges we have added is bounded by cnd−1 for a constant c depending only
on the domain Ω, since Γ is piecewise of class C1. Then the adaptation of
Zhang’s proof is straightforward.
If the capacities are bounded, their law admits an exponential moment.
Thus we can use Theorem 5.1. We obtain∑
n≥1
P(card(Eminn )≥ β0nd−1)≤N +C1 exp(−C2β0nd−1)<+∞,
and thus by the Borel–Cantelli lemma,
P
(
lim sup
n→∞
{card(Eminn )≥ β0nd−1}
)
= 0;
that is, a.s. there exists n0 such that for all n ≥ n0, card(Eminn ) < β0nd−1.
For F ⊂Rd, we recall that the perimeter of F in Ω is defined by
P(F,Ω)
= sup
{∫
F
div ~f(x)dLd(x)|~f ∈ C∞c (Ω,Rd), ~f(x) ∈B(0,1) for all x ∈Ω
}
.
If card(Eminn )≤ β0nd−1, then P(Eminn ,Ω)≤ β0. We define
Cβ0 = {F ⊂Ω|P(F,Ω)≤ β0}.
Thus we have proved that
a.s. ∃n0 ∀n≥ n0 Eminn ∈ Cβ0 .
We endow Cβ0 with the pseudo-metric associated to the distance d. Remem-
ber that d(F,F ′) = Ld(F △F ′), where △ is the symmetric difference. For
this metric the set Cβ0 is compact. Moreover Cβ0 ⊂ {F ⊂ Ω|1F ∈ BV(Ω)}.
This ends the proof of Proposition 5.2. 
5.3. Minimality. We recall that for a set of edges En ⊂ Edn,
V (En) =
∑
e∈En
t(e),
and that for F ⊂Ω of finite perimeter,
capacity(F ) =
∫
Ω∩∂∗F
ν(~vF (x))dHd−1(x) +
∫
Γ2∩∂∗F
ν(~vF (x))dHd−1(x)
+
∫
Γ1∩∂∗(Ω\F )
ν(~vΩ(x))dHd−1(x).
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To complete the proof of Theorem 1.2, we must prove that the random limit
F of a subsequence of minimal discrete cutsets (Eminn )n≥1 satisfies
capacity(F ) = φaΩ a.s.(5.1)
In this section, we prove the following result:
Proposition 5.3. Let (En)n≥1 be a sequence of admissible discrete
(Γ1n,Γ
2
n)-cutsets in Ωn. If a subsequence (R(Eϕ(n)))n≥1 converges for the dis-
tance d toward a set F ⊂Ω of finite perimeter in Ω, then almost surely
lim inf
n→∞
V (Eϕ(n))
ϕ(n)d−1
≥ capacity(F ).
Remark 20. As for the maximal streams, we will deduce equation (5.1)
from Proposition 5.3 in Section 6, using our study of maximal streams and
Lemma 1.
Proof of Proposition 5.3. The idea of the proof is the following.
We almost cover ∂F by a finite set of disjoint balls (Bi = B(xi, ri)), small
enough so that ∂F is almost flat in each ball. “Almost flat” means that:
(a) the surface ∂F ∩Bi is very close to the flat disc disc(xi, ri,~vi) where
~vi = ~vF (xi);
(b) F ∩Bi is very close for the distance d to B−(xi, ri,~vi).
From (a) we deduce that capacity(F ) is very close to
∑
iαd−1r
d−1
i ν(~vi), the
sum of the capacities of the discs disc(xi, ri,~vi). Since the balls are disjoint
we get V (En)≥
∑
i V (En ∩Bi), where En ∩Bi = {e ∈ En|e⊂Bi}. It remains
to compare in any ball B = B(x, r~v) ∈ (Bi) the quantities V (En ∩ B) and
αd−1r
d−1ν(~v). Since d(En, F ) goes to zero, by (b) we can suppose that for
large n, En ∩B is very close to B−(x, r,~v). We can construct a cutset in B
from the upper half part of its boundary to its lower half part by adding not
too much edges to En ∩B—this is the difficult part. Thus V (En ∩B)≥ τB
up to an error term, where τB is, roughly speaking, the maximal flow in B
from the upper half part of its boundary to its lower half part. Using the
known law of large numbers for the maximal flows τ , we can prove that τB
is equivalent to αd−1r
d−1ν(~v)nd−1 for large n, and this completes the proof.
We consider a subsequence of (R(En))n≥ that converges toward F , but
we still denote it by (R(En))n≥1) for simplicity. If capacity(F ) = 0, there is
nothing to prove. Thus we can suppose that capacity(F )> 0. In fact it has
been proved in [6] that under hypotheses (H1) and (H2), φbΩ > 0 if and only if
hypothesis (H3) is fulfilled. Thus it is indeed the case that capacity(F )> 0.
Step 1: From V (En) to
∑
i V (En ∩ Bi) and from capacity(F ) to∑
iαd−1r
d−1
i × ν(~vi). We consider a fixed realization of the capacities. We
use Lemma 1 in [7] to cover ∂F by a set of balls well chosen; see Figure 18:
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Fig. 18. Covering of (∂F ∩Ω)∪ (∂F ∩ Γ2)∪ (∂(Ω \F )∩ Γ1) by balls.
Lemma 2 (Lemma 1 in [7]). Let F be a subset of Ω of finite perimeter.
For every positive constant δ and η, there exists a finite family of closed
disjoint balls (Bi)i∈I∪J∪K where Bi = (B(xi, ri),~vi) such that (the vector ~vi
defines B−i )
∀i ∈ I, xi ∈ ∂∗F ∩Ω,~vi = ~vF (xi), ri ∈ ]0,1[,Bi ⊂Ω,d(F ∩Bi,B−i )≤ δαdrdi ,
∀i ∈ J,xi ∈ Γ1 ∩ ∂∗(Ω \ F ),~vi = ~vΩ(xi), ri ∈ ]0,1[, ∂Ω∩Bi ⊂ Γ1,
d((Ω \ F )∩Bi,B−i )≤ δαdrdi ,
∀i ∈K,xi ∈ Γ2 ∩ ∂∗F,~vi = ~vF (xi), ri ∈ ]0,1[, ∂Ω ∩Bi ⊂ Γ2,
d(F ∩Bi,B−i )≤ δαdrdi ,
and finally ∣∣∣∣capacity(F )− ∑
i∈I∪J∪K
αd−1r
d−1
i ν(~vi)
∣∣∣∣≤ η.
We do not give the proof of Lemma 2 here. It relies on the Vitali covering
theorem for Hd−1 and the Besicovitch differentiation theorem in Rd.
Remark 21. In fact, Lemma 1 in [7] states the condition d(Bi∩Ω,B−i )≤
δ instead of d(Bi∩ (Ω\F ),B−i )≤ δ for i ∈ J . Both statements are true, since
we can apply the same techniques to Ω or Ω \ F . However, Lemma 1 in [7]
should have been written as Lemma 2 here since the property actually used
in Section 5.2 of [7] is in fact d(Bi∩ (Ω\F ),B−i )≤ δ; there is a small mistake
in this section on page 653.
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Fig. 19. Comparison between B−(x, r,~v) and B−(x′, r,~v′).
We need to move these balls a little bit to obtain balls whose centers have
rational coordinates and with ~vi a rational direction. Let 0 < η, δ < 1, and
let (Bi)i∈I∪J∪K be the family of balls associated to (η/2, δ/2). The function
ν is continuous on Sd−1. Thus there exists θ0 > 0 such that for all vectors
~v, ~w ∈ Sd−1,
~v · ~w≥ cos θ0 =⇒ |ν(~v)− ν(~w)| ≤ ηνmin
4capacity(F )
,
where νmin = infSd−1 ν > 0. If for all i ∈ I ∪ J ∪K, ~vi · ~v′i ≥ cos θ0, we get∣∣∣∣ ∑
i∈I∪J∪K
αd−1r
d−1
i ν(~vi)−
∑
i∈I∪J∪K
αd−1r
d−1
i ν(~v
′
i)
∣∣∣∣
≤ ηνmin
4capacity(F )
∑
i∈I∪J∪K
αd−1r
d−1
i
≤ ηνmin
4capacity(F )
2 capacity(F )
νmin
≤ η
2
.
Moreover, for all x,x′, r,~v,~v′ with ~v · ~v′ = cos θ (see Figure 19), we have
Ld(B−(x, r,~v)△B−(x′, r,~v′))
≤Ld(B−(x, r,~v)△B−(x′, r,~v)) +Ld(B−(x′, r,~v)△B−(x′, r,~v′))
≤Ld(V2(∂B−(x, r,~v),‖x− x′‖))
+Ld(cyl(disc(x′, r, (~v+ ~v′)/2), r tan(θ/2)))
≤Ld(V2(∂B−(0, r,~v),‖x− x′‖)) +αd−1rd−1 × 2r tan(θ/2)
≤ δ
2
αdr
d,
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where the last inequality is valid as soon as
tan(θ/2)≤ δαd
8αd−1
and
Ld(V2(∂B−(0, r,~v),‖x− x′‖))≤ δ
4
αdr
d.(5.2)
We know that ∂B−(0, r,~v) is (d−1)-rectifiable. Thus its (d−1) dimensional
Minkowski content exists and
lim
R→0
Ld(V2(∂B−(0, r,~v),R))
2R
=Hd−1(∂B−(0, r,~v)) =Krd−1
for a constant K depending only on the dimension. Thus for x′ close enough
to x,
Ld(V2(∂B−(0, r,~v),‖x− x′‖))≤ 4‖x− x′‖Krd−1,
and we obtain (5.2) for ‖x′−x‖ small enough (how small depending on d, r
and δ). Thus there exists θ1 > 0 such that if ~vi ·~v′i ≥ cos θ1 for all i ∈ I∪J∪K,
and if x′i is close enough to xi, we have
Ld(B−(xi, ri,~vi)△B−(x′i, ri,~v′i))≤
δ
2
αdr
d
i .
Since Ω is open and Γ1 and Γ2 are open in Γ, we can choose for all i ∈
I ∪J ∪K a unit vector ~v′i that defines a rational direction, that is, such that
λi~v
′
i has rational coordinates for a positive real number λi, and a point x
′
i
that has rational coordinates, such that
∀i ∈ I, ri ∈ ]0,1[,B(x′i, ri)⊂Ω,d(F ∩B(x′i, ri),B−(x′i, ri,~v′i))≤ δαdrdi ,
∀i ∈ J, ri ∈ ]0,1[, ∂Ω ∩B(x′i, ri)⊂ Γ1,d((Ω \ F )∩B(x′i, ri),
B−(x′i, ri,~v
′
i))≤ δαdrdi ,
∀i ∈K,ri ∈ ]0,1[, ∂Ω ∩B(x′i, ri)⊂ Γ2,d(F ∩B(x′i, ri),B−(x′i, ri,~v′i))≤ δαdrdi .
For simplicity of notation, we skip the prime and still denote this new family
of balls associated to (η, δ) by (Bi, i ∈ I ∪ J ∪K) = (B(xi, ri),~vi, i ∈ I ∪ J ∪K).
Remark 22. If d(F ∩ B(x, r),B−(x, r,~v)) is small, F “looks like”
B−(x, r,~v) inside the ball B(x, r). This means that the volume of (F ∩
B(x, r)) × △B−(x, r,~v) is small; however F (resp., F c) might have some
thin strands (of small volume, but that can be long) that go deeply into
B+(x, r,~v) [resp., B−(x, r,~v)]; see Figure 20. If d≥ 3, this is not in contra-
diction with the hypothesis that the capacity of ∂F inside B(x, r,~v) is close
to αd−1r
d−1ν(~v).
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Fig. 20. The sets F ∩B(x, r) and B−(x, r,~v).
Let 0< s< 1. We will prove that
lim inf
n→∞
V (En)
nd−1
≥ capacity(F )(1− 2s).
We choose
η = s capacity(F ).
We do not fix δ for the moment, and we consider the family of balls (Bi)i∈I∪J∪K
associated to F by Lemma 2 (it depends on δ) via the transformation we
did (thus xi and ~vi are rational for all i). By construction, we get∣∣∣∣capacity(F )− ∑
i∈I∪J∪K
αd−1r
d−1
i ν(~vi)
∣∣∣∣≤ s capacity(F ).(5.3)
Since the capacities are nonnegative we have
V (En) =
∑
e∈En
t(e)≥
∑
i∈I∪J∪K
V (En ∩Bi),(5.4)
where En ∩Bi = {e ∈ En|e⊂Bi}.
Step 2: From V (En ∩Bi) to αd−1rd−1i ν(~vi).
We define
ε= ε(δ) = δ min
i∈I∪J∪K
αdr
d
i .
Since (R(En))n≥1 converges toward F , this implies that
∃n0 ∀n≥ n0 d(R(En), F )≤ ε.(5.5)
Let (B(x, r),~v) = (Bi(xi, ri),~vi) for any i ∈ I ∪ J ∪ K. Roughly speaking,
we control the distance between R(En) and F by (5.5), and the distance
between F ∩B and B− by construction of the balls. Thus we obtain a control
on d(R(En)∩B,B−), and since R(En) = r(En) + [−1,1]d/(2n) [thus r(En) =
R(En)∩Zdn], this gives us a control on the card(r(En∩B)△(B−∩Zdn)). More
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Fig. 21. The sets U and U˜ .
precisely, it is proved in Section 5 of [7] that there exists a set of vertices
U ⊂ Zdn that satisfies
card((U ∩B(x, r))△(B−(x, r,~v)∩Zdn))≤ 4δαdrdi nd(5.6)
and
(∂eU)∩B = En ∩B,(5.7)
where we generalize the notation we have adopted for En∩Bi; see Figure 21.
This statement is a bit more elaborated than expected because of the slight
difference between balls indexed in I, J and K: we can choose U = r(En) if
B =Bi for i ∈ I ∪K and U =Ωn \ r(En) if B =Bi for i ∈ J . We define the
cylinder C ⊂B(x, r) by
C = cyl(disc(x, r′,~v), ρr),
where ρ is a positive constant we have to choose and r′ = r cos(arcsinρ). It
is proved in Section 6 of [7] that there exists a set of edges U˜ (denoted by
X+ ∪X− in that paper) included in B such that (B ∩ ∂eU) ∪ U˜ contains
a cutset from the top to the bottom of C in the direction ~v (see Figure 21)
and
card(U˜ )≤Crd−1δρ−1nd−1,
where C = 10dαd is a constant that depends only on the dimension. We
denote by φC the maximal flow from the top to the bottom of C, that is,
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Fig. 22. The sets disc(x, r′,~v) and (ai, i ∈ I).
φC = φ(T (disc(x, r
′,~v), ρr),B(disc(x, r′,~v), ρr),C). Thus, by the maximality
of φC and thanks to equation (5.7),
φC ≤ V (∂eU ∩B) +MCrd−1δρ−1nd−1
(5.8)
= V (En ∩B) +MCrd−1δρ−1nd−1.
To complete the proof, it remains to compare φC with αd−1r
d−1ν(~v)nd−1.
This is done in Section 6 of [7] by almost covering disc(x, r′,~v) with a finite
family of disjoint closed hyperrectangles (ai)i∈I satisfying, for a constant
c= c(d) and chosen κ > 0 as small as we want,∑
i∈I
Hd−1(ai)>αd−1r′d−1 − κ and
∑
i∈I
Hd−2(∂ai)< cr′d−2.
Thus the cylinders (cyl(ai, ρr))i∈I almost fill C. Since x has rational co-
ordinates and ~v is a rational unit vector (i.e., λ~v has rational coordinates
for a positive real number λ), we can choose the hyperrectangles (ai, i ∈
I) with rational vertices. Indeed, we explained in Section 4.5 that there
exist vectors ~ui, i = 2, . . . , d that have integer coordinates and such that
(~v,~u2, . . . , ~ud) is an orthogonal basis of R
d. Then any hyperrectangle of the
form x+
∑d
i=2 λi~ui+
∏d
i=2[0, µi~ui] with rational λi, µi has rational vertices.
We can choose the hyperrectangles (ai, i ∈ I) of this type; see Figure 22.
Let h ∈ [ρr,2ρr]∩Q. The cylinders cyl(ai, h), i ∈ I , have rational vertices.
If Fn is a cutset from the top to the bottom of C, then Fn ∩ cyl(ai, ρr)
is a cutset from the top to the bottom of cyl(ai, h), and if we add to
Fn ∩ cyl(ai, ρr) some edges along the vertical sides of cyl(ai, h), we obtain
a cutset in cyl(ai, h) between the lower half part and the upper half part of
its boundary. More formally, if we define
Pi(n) = cyl(V2(∂ai,2d/n)∩ hyp(ai), h),
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and if we denote by Pi(n) the set of the edges included in Pi(n), we get∑
i∈I
τ(cyl(ai, ρr),~v)≤ φC + V
(⋃
i∈I
Pi(n)
)
for a complete proof, we refer to Section 6 of [7]. Moreover,
card
(⋃
i∈I
Pi(n)
)
≤ c′ρrd−1nd−1,
where c′ is a constant depending on the dimension, thus
φC ≥
∑
i∈I
τ(cyl(ai, ρr),~v)−Mc′ρrd−1nd−1.(5.9)
Combining inequalities (5.8) and (5.9), we get
V (En ∩B)≥
∑
i∈I
τ(cyl(ai, h),~v)−Mrd−1c′′(ρ+ δρ−1)nd−1(5.10)
for a constant c′′ depending on the dimension. Theorem 2.2 states that for
every cylinder cyl(A,h) with A a nondegenerate hyperrectangle normal to
~v and h > 0, we have
lim
n→∞
τn(cyl(A,h),~v)
nd−1Hd−1(A) = ν(~v) a.s.
Thus these convergences hold a.s. simultaneously for all the rational cylin-
ders, that is, cylinders with rational vertices [like the cylinders (cyl(ai, h),
i ∈ I)]. We consider only realizations of the capacities on which these con-
vergences occur. Combined with inequality (5.10), this implies that
lim inf
n→∞
V (En ∩B)
nd−1
≥
(∑
i∈I
Hd−1(ai)
)
ν(~v)−Mrd−1c′′(ρ+ δρ−1)
≥ (αd−1r′d−1 − κ)ν(~v)−Mrd−1c′′(ρ+ δρ−1)
≥ αd−1rd−1ν(~v)− αd−1(rd−1 − r′d−1)ν(~v)− κν(~v)
−Mrd−1c′′(ρ+ δρ−1).
We choose ρ=
√
δ and κ= αd−1(r
d−1 − r′d−1). We define
νmin = min
~v∈Sd−1
ν(~v) and νmax = max
~v∈Sd−1
ν(~v).
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Under hypothesis (H3), we have 0 < νmin ≤ νmax < +∞. Since r′ =
r cos(arcsinρ), we get
lim inf
n→∞
V (En ∩B)
nd−1
≥ αd−1rd−1ν(~v)(5.11)
− 2αd−1rd−1νmax[1− (cos(arcsin
√
δ))d−1]− 2Mc′′
√
δrd−1.
Equations (5.3), (5.4) and (5.11), and the fact that
∑
iαd−1r
d−1
i ≤
capacity(F )(1 + s)ν−1min, give
lim inf
n→∞
V (En)
nd−1
≥ capacity(F )(1− s−w),(5.12)
where
w = 4
νmax
νmin
[1− (cos(arcsin
√
δ))d−1] +
4Mc′′
αd−1
√
δ.(5.13)
For δ small enough, w ≤ s, and we get
lim inf
n→∞
V (En)
nd−1
≥ capacity(F )(1− 2s).
This completes the proof of Proposition 5.3. 
6. Continuous max-flow min-cut theorem.
6.1. Comparison between continuous streams and cutsets.
Proof of Lemma 1. Let ~σ be an admissible continuous stream, that
is:
• ~σ ∈ L∞(Rd→Rd,Ld) and ~σ = 0 Ld-a.e. on Ωc,
• div~σ = 0 Ld-a.e. on Ω,
• ~σ · ~v ≤ ν(~v) for all ~v ∈ Sd−1 Ld-a.e. on Ω,
• ~σ · ~vΩ ≤ 0 Hd−1-a.e. on Γ1 and ~σ · ~vΩ = 0 Hd−1-a.e. on Γ \ (Γ1 ∪ Γ2).
As in Remark 13 in Section 4.4, we obtain
∀u ∈ C∞c (Rd,R)∫
Rd
udiv~σ dLd =−
∫
Rd
~σ · ~∇udLd by definition of div~σ
=−
∫
Γ
(~σ · ~vΩ)udHd−1 by definition of ~σ · ~vΩ,
where for the last equality we have used the characterization of ~σ ·~vΩ given in
equation (4.8). Thus div~σ dLd is not only a distribution but also a measure,
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and this measure is equal to (~σ · ~vΩ)dHd−1|Γ. Therefore we can apply to
~σ the techniques used in Section 4.6. We consider a polyhedral set P ⊂ Rd
such that
Γ
1 ⊂ ◦P, Γ2 ⊂
◦
ŔRd \ P and ∂P is transversal to Γ.
For any positive η, there exists h0 > 0 such that for all 0<h< h0 we obtain
inequality (4.28),∣∣∣∣∣flowcont(~σ)− 12h
N∑
i=1
∫
cyl(Ai,h)
~σ · ~vi dLd
∣∣∣∣∣≤Cη‖~σ‖∞.
We have ~σ · ~v ≤ ν(~v) and −~σ · ~v ≤ ν(−~v) = ν(~v) Ld-a.e., thus |~σ · ~v| ≤ ν(~v)
Ld-a.e. We obtain
flowcont(~σ)≤ 1
2h
N∑
i=1
∫
cyl(Ai,h)
~σ · ~vi dLd +Cη‖~σ‖∞
≤ 1
2h
N∑
i=1
ν(~vi)Ld(cyl(Ai, h)) +Cη‖~σ‖∞
≤ 1
2h
N∑
i=1
ν(~vi)2hHd−1(Ai) +Cη‖~σ‖∞
≤
N∑
i=1
ν(~vi)Hd−1(Ai) +Cη‖~σ‖∞
≤
∫
∂P∩Ω′
ν(~vP )dHd−1 +Cη‖~σ‖∞
≤ capacity(P ∩Ω)+ νmaxHd−1(∂P ∩ (Ω′ \Ω)) +Cη‖~σ‖∞
≤ capacity(P ∩Ω)+ νmaxη̂ +Cη‖~σ‖∞,
where we have used inequality (4.26) to control Hd−1(∂P ∩ (Ω′ \ Ω)), and
where νmax =maxSd−1 ν. Since η and η̂ are arbitrarily small, for all P ⊂Rd
such that Γ
1 ⊂ ◦P , Γ2 ⊂
◦
ŔRd \ P and ∂P is transversal to Γ, we obtain
flowcont(~σ)≤ capacity(P ∩Ω).(6.1)
The following result has been proved in [6]:
Theorem 6.1 (Theorem 11 in [6]). We suppose that hypotheses (H1)
are fulfilled, and that the law of the capacities is integrable,∫
R+
xdΛ(x)<+∞
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Let F be a subset of Ω having finite perimeter in Ω. For any ε > 0, there
exists a polyhedral set P whose boundary ∂P is transversal to Γ and such
that
Γ
1 ⊂ ◦P , Γ2 ⊂
◦
ŔRd \ P , Ld(F△(P ∩Ω))< ε,∫
∂∗P∩Ω
ν(~vP (x))dHd−1(x) = capacity(P ∩Ω)≤ capacity(F ) + ε.
Combining inequality (6.1) and Theorem 6.1, we obtain that for all F ⊂Ω
such that 1F ∈ BV(Ω),
flowcont(~σ)≤ capacity(F ),
and thus Lemma 1 is proved. 
6.2. End of the proofs of Theorems 1.1, 1.2, 1.3 and 1.4. We suppose
first that hypothesis (H3) is fulfilled. Let (~µmaxn )n≥1 be a sequence of dis-
crete maximal streams and (Eminn )n≥1 be a sequence of discrete minimal
cutsets. From a subsequence of (~µmaxn )n≥1 that converges weakly toward a
measure ~µ = ~σLd, we can a.s. extract a sub-subsequence (~µmaxϕ(n))n≥1 such
that (R(Eminϕ(n)))n≥1 converges also for the distance d toward a set F ⊂ Ω of
finite perimeter. Conversely, from a subsequence of (R(Eminn ))n≥1 that con-
verges for the distance d to a set F ⊂ Ω of finite perimeter, we can extract
a sub-subsequence (R(Eminϕ(n)))n≥1 such that (~µmaxϕ(n))n≥1 converges weakly to-
ward a measure ~µ = ~σLd. Combining Propositions 4.7 and 5.3, we obtain
that a.s.
capacity(F )≤ lim inf
n→∞
V (Eminϕ(n))
ϕ(n)d−1
= lim
n→∞
φϕ(n)
ϕ(n)d−1
(6.2)
= lim
n→∞
flowdiscϕ(n)(~µ
max
ϕ(n)) = flow
cont(~σ).
Since Lemma 1 implies that
capacity(F )≥ φaΩ ≥ φbΩ ≥ flowcont(~σ),
combining inequality (6.2) and Lemma 1, we obtain that a.s.
capacity(F ) = φaΩ = φ
b
Ω = flow
cont(~σ).
If hypothesis (H3) is not fulfilled, then ν = 0, φaΩ = 0, and Lemma 1 implies
that φbΩ = φ
a
Ω = 0, thus all the admissible continuous streams in Σ
b are null
and all the admissible continuous cutsets have null capacity and are in Σa.
This completes the proofs of Theorems 1.1, 1.2 and 1.3.
Let us prove Theorem 1.4. We notice that if a subsequence of (φn/n
d−1)n≥1
converges toward a real variable φ, then we can extract a sub-subsequence
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(φϕ(n)/ϕ(n)
d−1)n≥1 along which the maximal flows converge toward φ and
the maximal streams (~µmaxϕ(n))n≥1 converge toward a continuous stream ~σ.
Then by Proposition 4.7 and Theorem 1.1 we know that a.s.
φ= lim
n→∞
φϕ(n)
ϕ(n)d−1
= flowcont(~σ) = φbΩ.(6.3)
We claim that (φn/n
d−1)n≥1 takes its values in a deterministic compact of
Rd—this, together with equation (6.3), completes the proof of Theorem 1.4.
Indeed, let P be a polyhedral set of Rd such that
Γ
1 ⊂ ◦P and Γ2 ⊂
◦
ŔRd \ P .
We define
Fn = {e ∈Πn|e∩ ∂P 6=∅}.
At least for n large enough, Fn separates Γ1n from Γ2n in Ωn, thus
φn
nd−1
≤ V (Fn)≤M card(Fn)
nd−1
,
and since the (d− 1) dimensional Minkowski content of ∂P ∩Ω exists and
is equal to Hd−1(∂P ∩Ω), for n large enough we get
card(Fn)≤ 2d card(V∞(∂P ∩Ω,2/n)∩Zdn)≤ 2dndLd(V∞(∂P ∩Ω,3/n))
≤ nd−1KHd−1(∂P ∩Ω)
for a constant K that depends on d.
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