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Resumen
La clasificacio´n de datos es un proceso de aprendizaje estad´ıstico que trata de agru-
par en categor´ıas conocidas los diferentes casos considerados buscando alguna relacio´n
entre las caracter´ısticas de individuos de la misma clase. A lo largo de este trabajo sera´n
descritos tanto la construccio´n como el funcionamiento de algunas de las te´cnicas ma´s
habituales para abordar un problema de clasificacio´n desarrolladas durante el siglo XX.
Los clasificadores considerados estara´n divididos en lineales, no lineales o a´rboles de clasi-
ficacio´n. Para cada clasificador se realizara´ un ejemplo utilizando el paquete informa´tico
R con diferentes conjuntos de datos a fin de mostrar su implementacio´n y ver las ventajas
o desventajas del uso de cada uno de ellos. En dichos ejemplos veremos que esta clase de
problemas se pueden encontrar en diversos a´mbitos de estudio lo cual remarca la utilidad
de este proceso.
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Abstract
Classification is a statistical learning process which tries to group the different cases
in known categories searching for a relationship between the features of the same class.
Throughout this paper it will be described how to build a classifier and the performance
of several of the most popular techniques developed during the 20th century. These classi-
fiers could be linear, nonlinear or classification trees. For every classifier there will be an
example with different data set using the R software in order to show the implementation
of these algorithms and the advantages and disadvantages of every one. These examples
demonstrate that this kinds of problems could be found in various fields of study which
indicates how useful this process is.
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Cap´ıtulo 1
Introduccio´n a los me´todos de
clasificacio´n
Un problema de clasificacio´n consiste en tratar de predecir una variable catego´rica a
partir de un vector aleatorio. En este cap´ıtulo se detalla como funciona la clasificacio´n de
datos, los elementos que aparecen en los problemas de clasificacio´n y adema´s sentaremos
las bases para evaluar los clasificadores que desarrollaremos en los cap´ıtulos posteriores.
1.1. Variables y conjuntos de datos
Partimos de una variable aleatoria discreta Y , no degenerada y con soporte finito
y un vector aleatorio p-dimensional X = (X1, X2, . . . , Xp)
t. Adema´s consideraremos los
siguientes conjuntos de posibles valores de las variables:
Y = {y ∈ R : P(Y = y) 6= 0},
X = {x = (x1, x2, . . . , xp)t ∈ Rp : xi ∈ Im(Xi),∀i = 1, 2, . . . , p}.
La variable aleatoria Y es conocida como variable objetivo. Cada elemento y ∈ Y co-
rresponde a una clase o categor´ıa diferente. Denotando |Y| como el cardinal del conjunto,
si |Y| = 2, tenemos un problema de clasificacio´n binario y si el nu´mero de clases |Y| > 2,
el problema es de clasificacio´n mu´ltiple.
Por otro lado, las variables aleatorias que componen el vector aleatorio X son deno-
minadas variables explicativas.
En los ejemplos que abordaremos, dispondremos de una muestra aleatoria {(xi, yi)}ni=1
de (X, Y ). Estas observaciones estara´n reflejadas dentro de una matriz X llamada matriz
de datos, donde cada fila de la matriz anterior representara´ una realizacio´n muestral de
las variables anteriores, es decir:
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X =
x1,1 . . . x1,p y1... . . . ... ...
xn,1 . . . xn,p yn
 .
La clasificacio´n de datos se puede entender como un proceso de dos pasos: el primero
ser´ıa una fase de entrenamiento o aprendizaje, donde se seleccionan m < n realizacio-
nes muestrales contenidas en la matriz de datos anterior y se utilizan para desarrollar el
algoritmo de clasificacio´n. A este subconjunto de datos se le llama datos de entrenamiento.
La segunda etapa es una fase de clasificacio´n, do´nde una vez desarrollado el algorit-
mo de clasificacio´n se procede a usar el resto de los datos para observar a que clase son
asignados los mismos y poder evaluar los errores que se cometen al clasificar, al mismo
tiempo se conseguira´ tener una referencia del error que se cometera´ si se incluyeran otros
datos diferentes ma´s adelante. Este segundo conjunto de datos se conoce como datos de
prueba.
En la pra´ctica el conjunto de datos de prueba puede ser tomado de diversas formas.
Aqu´ı se exponen algunas de ellas:
Me´todo Hold-out. Consiste en usar dos tercios de los datos para construir el clasifi-
cador y el resto de los datos emplearlos como datos de prueba.
Submuestreo aleatorio (Random subsampling). Repetir el me´todo Hold-out un nu´me-
ro k de veces manteniendo la misma proporcio´n pero cambiando los datos tomados
para entrenamiento y prueba.
Validacio´n cruzada de k iteraciones. Se establecen k subconjuntos T1, T2, . . . , Tk de
taman˜o aproximadamente igual en los datos. En la iteracio´n i se utiliza Ti como
conjunto de prueba y el resto para el conjunto de entrenamiento. Con 1 ≤ i ≤ k.
Validacio´n cruzada dejando uno fuera (Jackknife). En este caso se toman todos
los datos para entrenar el modelo menos uno, que es el utilizado como u´nico dato
de prueba. Este proceso se repite tantas veces como nu´mero de datos de entrena-
miento dispongamos. En cada iteracio´n se utiliza un dato de prueba diferente a los
anteriores.
1.2. Ana´lisis de componentes principales
El ana´lisis de componentes principales (ACP) fue inicialmente desarrollado por Pear-
son a finales del siglo XIX y profundizado por Hotelling en los an˜os 30 ya en el siglo
XX. Aunque el ACP no se utiliza para la clasificacio´n, nos proporciona una reduccio´n de
dimensio´n en los datos facilitando la tarea de clasificar.
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El ACP es una te´cnica no supervisada (no tiene en cuenta la variable objetivo) que
esta´ basada en el estudio de la matriz de varianzas y covarianzas o de la matriz de correla-
ciones de un conjunto de datos para obtener un sistema de variables nuevas denominadas
componentes principales.
Estas nuevas variables se definen mediante una combinacio´n lineal de las anteriores y
con ello buscamos conseguir la menor pe´rdida de informacio´n posible acorde al criterio de
varianza total. De esta forma podemos sintetizar los datos y relacionarlos entre s´ı, para
ello suponemos que las variables son de tipo cuantitativo.
Las componentes principales se construyen para que sean incorreladas entre s´ı. En el
caso de que las variables iniciales se encuentren fuertemente relacionadas, la mayor parte
de la variabilidad de las mismas se podra´ explicar con un conjunto ma´s reducido de nue-
vas variables. Si las variables iniciales fueran incorreladas, este proceso no tendr´ıa sentido
pues todas las variables ser´ıan necesarias.
Veamos ahora el proceso de construccio´n de las componentes principales.
Consideramos un vector aleatorio X = (X1, . . . , Xp)
′ y sea Σ la matriz de varianzas
y covarianzas que es sime´trica y semidefinida positiva. Por ser una combinacio´n lineal,
la primera variable queda definida U1 = w
t
1X. Para determinar w1 ∈ Rn tendremos en
cuenta que buscamos la ma´xima varianza, luego:
ma´x
w1∈Rp
V ar(wt1X) = ma´x
w1∈Rp
wt1Σw1.
Para determinar la unicidad de solucio´n, ya que solo estamos interesados en la direc-
cio´n del vector, podemos restringir w1 de forma que ‖ w1 ‖= 1.
Para encontrar la primera componente principal basta con resolver el problema de
optimizacio´n no lineal siguiente empleando el me´todo de los multiplicadores de Lagrange:
ma´x
w1∈Rp
wt1Σw1 − α(wt1w1 − 1), α ∈ R.
Derivando la funcio´n objetivo con respecto a w1 e igualando a cero se obtiene:
Σw1 = αw1,
de donde se sigue que α es un autovalor de la matriz Σ y que la primera direccio´n principal
w1 es el autovector unitario asociado al autovalor α. Para decidir que autovalor es el
adecuado, usando la igualdad anterior se tiene:
ma´x
w1
wt1Σw1 = ma´x
w1
wt1αw1,
12 CAPI´TULO 1. INTRODUCCIO´N A LOS ME´TODOS DE CLASIFICACIO´N
de donde se deduce que para maximizar esa funcio´n objetivo hay que tomar el mayor
autovalor de la matriz Σ denotado λ1 y w1 correspondera´ al autovector unitario asociado.
La segunda componente principal w2 se obtiene an˜adiendo una condicio´n adicional al
problema anterior. En este caso impondremos que wt2w1 = 0.
De nuevo hay que resolver el siguiente problema por el mismo me´todo:
ma´x
w2
wt2Σw2 − α(wt2w2 − 1)− βwt2w1, α, β ∈ R,
derivando con respecto a w2 e igualando a 0:
2Σw2 − 2αw2 − βw1 = 0,
multiplicando por wt1 a izquierda en ambos lados nos queda:
2wt1Σw2 = β.
Se observa que wt1Σw2 = w
t
2Σw1 por ser un escalar. Adema´s, ya que w1 esta´ determi-
nado por ser la primera componente principal cumple que:
wt2Σw1 = w
t
2λ1w1 = 0,
de donde se deduce que β = 0. Por lo tanto, el problema queda reducido al siguiente:
Σw2 = αw2
que razonando de manera ana´loga al caso anterior obtenemos que α = λ2 siendo este el
segundo autovalor ma´s grande y w2 el autovector unitario asociado. No´tese que la orto-
gonalidad de w2 con w1 se tiene tambie´n debido a que la matriz Σ es sime´trica.
De manera ma´s general, las componentes principales se obtienen resolviendo el pro-
blema de optimizacio´n:
ma´x
wk∈Rp
wtkΣwk − αk(wtkwk − 1)−
k−1∑
i=1
βiw
t
kwi
αk, βi ∈ R ∀k = 2, . . . , n, ∀i = 1, . . . , k − 1.
En este problema estamos imponiendo que todas las componentes principales han de
ser ortogonales dos a dos y unitarias. La solucio´n de este problema, razonando de manera
similar a los casos anteriores, viene dada por αk = λk (k-e´simo autovalor ma´s grande),
βi = 0, ∀i = 1, . . . , k − 1 y wk corresponde al autovector unitario asociado a λk.
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Sea W la matriz cuyas filas son los autovectores w1, . . . , wp (W es por tanto unitaria
y WWt = Ip), las nuevas variables son las componentes del siguiente vector:
U = WtX.
Es posible establecer una relacio´n entre la matriz Σ y la matriz de varianzas y cova-
rianzas de U . Si denotamos D como la matriz de varianzas y covarianzas de U tenemos:
D = V ar(U) = V ar(WtX) = WtΣW.
Veamos ahora algunas propiedades de las nuevas variables:
V ar(Ui) = λi, ∀i = 1, . . . , p, pues
V ar(Ui) = V ar(wiX) = w
t
iΣwi = w
t
iλiwi = λi.∑n
i=1 V ar(Ui) =
∑n
i=1 V ar(Xi). Se tiene:
p∑
i=1
V ar(Ui) =
p∑
i=1
λi = traza(D) = traza(W
tΣW) =
traza(WWtΣ) = traza(Σ) =
p∑
i=1
V ar(Xi).
Cov(Ui, Uj) = 0, ∀1 ≤ i, j ≤ p con i 6= j.
Cov(Ui, Uj) = Cov(wiX,wjX) = w
t
iΣwj = λjw
t
iwj = 0.
La segunda propiedad nos permite saber que´ proporcio´n de la varianza total de X es
recogida por cada variable Uk:
λk∑n
i=1 λi
, 1 ≤ k ≤ p.
Tambie´n es posible expresar la variabilidad de las primeras m variables con respecto
al total: ∑m
j=1 λj∑p
i=1 λi
, 1 ≤ m ≤ p.
En la pra´ctica trabajaremos con una muestra aleatoria X1, . . . , Xn del vector X ex-
puesta en una matriz de datos X. Utilizaremos entonces la matriz de cuasivarianzas mues-
trales denotada Σ̂ como estimador de Σ ya que desconocemos la distribucio´n de X, y e´sta
sera´ la matriz a la que se le calculara´n los autovalores y autovectores para realizar el ACP.
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Sean λˆ1, . . . , λˆp los autovalores de la matriz Σ̂ y wˆ1, . . . , wˆp sus autovectores asociados
respectivamente. Denotaremos por Ŵ la matriz cuyas columnas son los autovectores de
la matriz Σ̂ ordenados de mayor a menor autovalor asociado. Las puntuaciones de cada
realizacio´n muestral puede ser expresada mediante la siguiente matriz:
U = XŴ.
Como Σ̂ es semidefinida positiva, entonces λˆi ≥ 0 con i = 1, . . . , n. Puesto que, el
objetivo del ACP es tomar aquellas direcciones que maximicen la varianza, se puede pres-
cindir de aquellas componentes con un autovalor igual o cercano a 0, ya que se entiende
que la contribucio´n de dichas componentes a la varianza total es muy pequen˜a y en con-
secuencia, esa pe´rdida no es significativa. Con esto, se conseguir´ıa disminuir la dimensio´n
del problema inicial planteado.
Existen diversos me´todos para seleccionar el nu´mero de componentes principales, al-
gunos de ellos son:
Seleccionar componentes hasta que el porcentaje de varianza acumulado sea mayor
que un umbral estipulado.
Descartar aquellas componentes cuyo autovalor sea menor que la media de los au-
tovalores.
Establecer un gra´fico donde a cada entero positivo se le asocia el autovalor corres-
pondiente (gra´fico decreciente tendiendo a 0) y escoger aquellos que se encuentren
antes de que se estabilice.
Emplear un contraste de hipo´tesis parame´trico.
En el caso de que las varianzas muestrales de los datos iniciales var´ıen demasiado, es
frecuente tipificar la matriz de varianzas y covarianzas para tratar de evitar las diferen-
cias creadas por la forma de medir los datos. En este caso los autovalores para buscar
las componentes principales se calculan a partir de la matriz de varianzas y covarianzas
tipificada o de la matriz de correlaciones muestrales.
Veamos un ejemplo implementado en R. Tenemos una muestra1 de 8143 mediciones
para saber si una habitacio´n se encuentra vac´ıa u ocupada en funcio´n de las siguientes
variables.
X1 ≡ Fecha y hora de la medicio´n
X2 ≡ Temperatura en grados Celsius.
X3 ≡ Humedad relativa en porcentajes.
1Base de datos en https://archive.ics.uci.edu/ml/datasets/Occupancy+Detection+
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X4 ≡ Cantidad de luz.
X5 ≡ Cantidad de CO2.
X6 ≡ I´ndice de humedad.
Y ≡ Ocupacio´n (1 ocupada, 0 vac´ıa).
Prescindimos de la variable X1 y buscamos las componentes principales de las otras
5. En primer lugar observamos la matriz de varianzas y covarianzas muestrales.
hab i t a c i one s = read . table ( ” hab i t a c i one s . txt ” , sep = ” , ” , header = TRUE)
head ( hab i t a c i one s )
habita = hab i t a c i one s [ ,−1]
colnames ( habita ) = c ( paste ( ”X” , 2 : 6 , sep =”” ) , ”Y” )
summary( habita )
sigma = cov ( habita [ , −6 ] )
round( sigma , 4 )
print ( x tab l e ( sigma , d i g i t s = 4) )
X2 X3 X4 X5 X6
X2 1.0341 -0.7974 128.7212 178.9634 0.0001
X3 -0.7974 30.5943 40.7496 763.2740 0.0045
X4 128.7212 40.7496 37929.8235 40648.6516 0.0382
X5 178.9634 763.2740 40648.6516 98797.6136 0.1679
X6 0.0001 0.0045 0.0382 0.1679 0.0000
Cuadro 1.1: Matriz de varianzas y covarianzas muestrales.
La amplia diferencia entre las distintas varianzas muestrales de las variables sugiere que
es preferible usar la matriz de correlaciones muestrales para el ca´lculo de las componentes
principales.
R = cor ( habita [ , −6 ] )
print ( x tab l e (R, d i g i t s = 4) )
X2 X3 X4 X5 X6
X2 1.0000 -0.1418 0.6499 0.5599 0.1518
X3 -0.1418 1.0000 0.0378 0.4390 0.9552
X4 0.6499 0.0378 1.0000 0.6640 0.2304
X5 0.5599 0.4390 0.6640 1.0000 0.6266
X6 0.1518 0.9552 0.2304 0.6266 1.0000
Cuadro 1.2: Matriz de correlaciones muestrales.
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Para calcular las componentes principales en R se utilizara´ la funcio´n princomp.
comp = princomp ( habita [ , −6 ] , cor=TRUE)
summary(comp)
x = comp$ l o ad ing s [ 1 : 5 , ]
print ( x tab l e (x , d i g i t s = 4) )
Comp.1 Comp.2 Comp.3 Comp.4 Comp.5
X1 0.3439 0.5359 0.7134 0.2254 0.1869
X2 0.3957 -0.5741 -0.0092 0.2270 0.6799
X3 0.4141 0.4446 -0.6654 0.4332 -0.0192
X4 0.5501 0.1201 -0.1109 -0.8173 0.0526
X5 0.5011 -0.4137 0.1895 0.2052 -0.7069
Para conseguir la informacio´n que aportan los autovalores para la variabilidad expresa-
da por las componentes principales usamos la funcio´n summary que nos hace un resumen
de lo obtenido.
v = (comp$sdev )ˆ2
v1 = v/sum( v )
v2 = cumsum( v )/sum( v )
a v a l o r e s = rbind (v , v1 , v2 )
rownames( a v a l o r e s ) = c ( ” Autovalores ” , ” Proporc ion de Varianza ” ,
” Varianza Acumulada” )
print ( x tab l e ( ava lo re s , d i g i t s = 4) )
Comp.1 Comp.2 Comp.3 Comp.4 Comp.5
Autovalores 2.7365 1.6995 0.3488 0.2144 0.0008
Proporcion de Varianza 0.5473 0.3399 0.0698 0.0429 0.0002
Varianza Acumulada 0.5473 0.8872 0.9570 0.9998 1.0000
Si elegimos un umbral en el 80 % de la varianza total, basta con usar las dos primeras
componentes ya que e´stas expresan el 88,72 % de la varianza total. Pasar´ıamos por tanto
de un problema con 5 variables a otro con so´lo 2 consiguiendo as´ı una reduccio´n de tres
dimensiones y la posibilidad de representar estos puntos en el plano.
puntos = cbind (comp$ s c o r e s [ , 1 : 2 ] , habita [ , 6 ] )
puntos [ , 3 ] = as . factor ( puntos [ , 3 ] )
c o l o r e s = c ( ” blue ” , ” red ” )
c o l o r e s = c o l o r e s [ as . numeric ( puntos [ , 3 ] ) ]
plot ( puntos [ , 1 : 2 ] , cex= 0 . 6 , pch = 16 , xlab = ”CP1” , ylab = ”CP2” ,
main = ”Componentes p r i n c i p a l e s ” , col = c o l o r e s )
legend ( ” t op r i gh t ” , legend =c ( ”Vacio” , ”Ocupado” ) ,
col=c ( ” blue ” , ” red ” ) , pch = 16)
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Aqu´ı podemos ver una representacio´n de los puntos usando las dos primeras componentes
principales teniendo en cuenta si la habitacio´n en cuestio´n esta´ ocupada o vac´ıa. Esta
te´cnica de reduccio´n de dimensio´n sera´ muy u´til si disponemos de un nu´mero amplio de
variables.
1.3. Construccio´n y evaluacio´n de un clasificador
Un algoritmo de clasificacio´n es un procedimiento constructivo que, a partir de una
cantidad finita de instrucciones ordenadas, relaciona un valor de las variables explicativas
con un valor de la variable de respuesta.
Definicio´n 1.3.1. Llamaremos clasificador a la funcio´n que lleve a cabo un algoritmo de
clasificacio´n dado, es decir, una funcio´n h de la forma:
h : X 7−→ Y
x 7−→ h(x) = y.
Usando los datos de entrenamiento, un clasificador establecera´ los lugares del espacio
asociados a las diferentes clases.
Definicio´n 1.3.2. Sea h un clasificador, llamaremos regio´n de decisio´n asociada a la clase
y ∈ Y a:
Ry = {x ∈ Rp : h(x) = y} ∀y ∈ Y .
Aquellos vectores que separen dos o ma´s regiones de decisio´n se denominan l´ımite de
decisio´n. El l´ımite de decisio´n representa aquellos vectores x ∈ Rp donde h(x) tiene ma´s
de una solucio´n. En ese caso, dicho vector se asignara´ a cualquiera de las regiones donde
exista ese empate.
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Definidas las regiones de decisio´n y el l´ımite de decisio´n buscamos comprobar la capa-
cidad de prediccio´n que tiene el clasificador que estamos empleando. Para ello utilizamos
el conjunto de datos de prueba, ya que son datos que no se emplean para crear las regiones
de decisio´n y adema´s es conocida la variable de respuesta en todos ellos. Permitiendo de
esa forma comparar el resultado que devuelve el clasificador con el dato real.
Definicio´n 1.3.3. El error de h se define como:
ε(h) = P(h(X) 6= Y ).
El ca´lculo del error anterior no es, en general, posible de realizar. Para calcular la
probabilidad anterior debemos conocer las distribuciones de las variables sin embargo, la
u´nica informacio´n que poseemos, en principio, de Y y X es la que recibimos a partir de
los datos.
Definicio´n 1.3.4. Dadas m realizaciones muestrales (x1, y1), . . . , (xm, ym) de (X, Y ) to-
madas como conjunto de datos de entrenamiento, llamaremos error emp´ırico o error de
entrenamiento a:
εT (h) =
1
m
m∑
i=1
I(h(xi) 6= yi),
donde
I(h(xi) 6= yi) =
{
1 si h(xi) 6= yi
0 si h(xi) = yi
∀i = 1, . . . ,m.
Si I(h(xi) 6= yi) = 1 para algu´n i = 1, . . . ,m, entenderemos que el clasificador h esta´
cometiendo un error de clasificacio´n en el dato de entrenamiento (xi, yi).
Aunque tratamos de encontrar un error emp´ırico cercano a 0, emplear un nu´mero ex-
cesivo de datos de entrenamiento puede producir un problema de sobreajuste, es decir, el
clasificador se ha aproximado demasiado a los datos que disponemos y e´sto hace que sea
menos probable que realice buenas clasificaciones de nuevos datos.
Tomando aquellas realizaciones muestrales que no hemos considerado para los datos
de entrenamiento, construimos el error de prueba.
Definicio´n 1.3.5. Se define el error de prueba como:
εP (h) =
1
n−m
n−m∑
i=1
I(h(xi) 6= yi).
Con la funcio´n I de la definicio´n anterior.
Se puede probar que tanto el error de prueba como el error de entrenamiento son
estimadores del error del clasificador (Definicio´n 1.3.3). Adema´s de estudiar el error de
prueba, existen otras formas de medir la capacidad de prediccio´n de un clasificador, para
ello emplearemos la siguiente matriz.
1.3. CONSTRUCCIO´N Y EVALUACIO´N DE UN CLASIFICADOR 19
Definicio´n 1.3.6. Sea |Y| = c el nu´mero total de clases de un problema de clasificacio´n
con c ≥ 2. Una matriz de confusio´n M ∈ Rc×c es una matriz donde las entradas mi,j
denotan el nu´mero de datos de prueba cuya variable de respuesta es la clase j y que han
sido clasificados en la categor´ıa i, ∀i, j = 1, . . . , c.
De esta definicio´n se deduce que todas las entradas que se encuentren en la diagonal
de M son aquellos datos que han sido clasificados correctamente y los elementos que se
encuentren fuera de ella son los clasificados erro´neamente.
Definicio´n 1.3.7. La exactitud (accuracy) de un clasificador h se define como:
exactitud(h) =
∑c
i=1mi,i∑c
i,j=1mi,j
.
La exactitud se interpreta como la capacidad que tiene un clasificador para predecir
correctamente los datos. Para obtener un buen clasificador buscamos una exactitud pro´xi-
ma a 1, es decir, que todos los elementos fuera de la diagonal de M sean 0 o´ cercanos a
0. Se puede observar que εP+ exactitud(h) = 1.
Hay que tener en cuenta que una buena exactitud de un clasificador no siempre es
un buen indicador. Por ejemplo, consideramos 1000 datos de prueba en un problema de
clasificacio´n binario donde 900 pertenecen a la clase A y los 100 restantes a la clase B.
El clasificador que asocia todos los datos a la clase A tiene una exactitud de 0,9 pero es
incapaz de predecir un dato del tipo B.
```````````````Clasificado
Realidad
Positivo Negativo
Positivo Verdadero Positivo (VP) Falso Positivo (FP)
Negativo Falso Negativo (FN) Verdadero Negativo (VN)
En el esquema anterior, tenemos descrito un problema de clasificacio´n binario (positivo-
negativo), definiremos los siguientes conceptos a trave´s de e´l:
exactitud(h) =
V P + V N
V P + V N + FP + FN
.
Vamos a tratar de obtener informacio´n de las predicciones que se realizan en las dife-
rentes clases estudia´ndolas de manera individual. Para ello, introducimos la sensitividad
y la especificidad.
Sensitividad =
V P
V P + FN
.
La sensitividad mide la proporcio´n de predicciones positivas correctas.
Especificidad =
V N
V N + FP
.
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La especificidad mide la proporcio´n de los valores clasificados negativos que son co-
rrectos. Tambie´n resultara´ de intere´s estudiar el valor predictivo positivo y negativo que
son:
Valor Predictivo Positivo =
V P
V P + FP
.
El valor predictivo positivo calcula, de todos los valores que han sido clasificados en
la categor´ıa positivo, cuantos de ellos han sido clasificados correctamente. Ana´logamente:
Valor Predictivo Negativo =
V N
V N + FN
,
que al igual que el valor predictivo positivo, el negativo nos especifica aquellos valores que
fueron correctamente clasificados en la categor´ıa negativo. Trataremos de generalizar estos
conceptos de evaluacio´n a problemas de clasificacio´n mu´ltiple. El enfoque que seguiremos
es el de uno contra todos, que significa que si un problema tiene c clases, para una clase
yi ∈ Y con i = 1, . . . , c definimos:
Verdaderos positivos ≡ Valores correctamente predichos en la clase yi.
Verdaderos negativos ≡ Valores correctamente predichos en cualquier otra clase yj,
j = 1, . . . , c, j 6= i.
Falsos positivos ≡ Valores cuya clase es yi y han sido clasificados erro´neamente en
otra clase.
Falsos negativos ≡ Valores que han sido mal clasificados en la clase yi.
Con estas condiciones, dada una matriz de confusio´n podemos generalizar los conceptos
anteriores de la manera siguiente:
Sensitividadyi =
mi,i∑
j=1mj,i
; Especificidadyi =
∑c
j=1,j 6=imj,j∑c
j=1,j 6=imj,j +mi,j
∀i = 1, . . . , c.
De la misma forma podemos generalizar los dos tipos de valores predictivos (VPP y
VPN respectivamente):
VPPyi =
mi,i
mi,i +
∑c
j=1,j 6=imi,j
; VPNyi =
∑c
j=1,j 6=imj,j∑c
j=1,j 6=imj,j +mj,i
∀i = 1, . . . , c.
Con los errores y las definiciones anteriores podemos estudiar la eficiencia de un cla-
sificador basa´ndonos en los datos de entrenamiento y prueba.
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Otro aspecto importante es la eleccio´n del modelo. Cuando se construye un clasificador
podemos hablar de dos aspectos importantes como son el sesgo y la varianza.
El sesgo es el error que se comete al aproximar un problema real a partir de un modelo
estad´ıstico ma´s simple. Por otro lado, la varianza mide el cambio producido por un mo-
delo si se emplean diferentes conjuntos de entrenamiento de una misma muestra aleatoria.
Los clasificadores lineales tienen en general una varianza muy baja pero un sesgo muy
alto, ya que hacer una suposicio´n de linealidad es altamente improbable para un problema
real. Los clasificadores no lineales y los a´rboles de clasificacio´n suelen tener un sesgo bajo
pero una varianza muy alta pues son sensibles a los cambios producidos dentro de los
datos de entrenamiento.
El objetivo consistira´ en elegir los modelos de manera que el sesgo y la varianza este´n
balanceados dentro de las caracter´ısticas de cada uno.
1.4. El clasificador de Bayes
Otra forma de abordar un problema de clasificacio´n es mediante el uso de funciones
discriminantes. Denotaremos gy a la funcio´n discriminante asociada a la clase y ∈ Y . El
clasificador asignara´ al vector x la clase y∗ si se cumple:
gy∗(x) ≥ gy(x) ∀y ∈ Y .
Claramente, con esta definicio´n, la eleccio´n de funciones discriminantes no es u´nica,
pues si a todas ellas les sumamos un nu´mero real cualquiera, las multiplicamos por una
constante positiva o las componemos con cualquier funcio´n f que sea mono´tona creciente,
el resultado de clasificacio´n no var´ıa.
Aunque las funciones discriminantes puedan ser escritas de varias formas, las regiones
de decisio´n son equivalentes, ya que estas regiones son de la forma:
Ry∗ = {x ∈ Rn : gy∗(x) ≥ gy(x), ∀y ∈ Y}.
Al igual que antes, los l´ımites de decisio´n sera´n aquellos vectores x ∈ Rn donde el valor
ma´ximo se alcance en ma´s de una funcio´n discriminante. Estos vectores sera´n clasificados
aleatoriamente entre cualquiera de las clases donde exista este empate.
En esta seccio´n vamos a detallar el clasificador de Bayes, que esta´ basado en la pro-
babilidad condicionada y que emplea esta clase de funciones.
Para este caso, definimos la funcio´n discriminante asociada a la clase y ∈ Y como:
gy(x) = P(Y = y|X = x).
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El algoritmo de clasificacio´n consistira´ entonces en asignar al vector x ∈ X aquella
clase y ∈ Y para la cual la probabilidad P(Y = y|X = x) es ma´xima.
De esta forma definimos el clasificador de Bayes h∗ como sigue:
h∗(x) = arg ma´x
y∈Y
gy(x) = arg ma´x
y∈Y
P(Y = y|X = x).
Recordamos que el teorema de Bayes permite convertir la probabilidad anterior en:
P(Y = y|X = x) = fX|Y=y(x)P(Y = y)
fX(x)
=
fX|Y=y(x)pi(y)
fX(x)
,
donde a la probabilidad P(Y = y|X = x) se conoce como probabilidad a posteriori y al
miembro P(Y = y) = pi(y) se denomina probabilidad a priori.
Se pueden dar algunas versiones alternativas de las funciones discriminantes para este
clasificador, por ejemplo:
Eliminando el denominador: gy(x) = fX|Y=y(x)P(Y = y).
Aplicando logaritmos: gy(x) = log(fX|Y=y(x)) + log(P(Y = y)).
Siendo fX|Y=y(x) la funcio´n de densidad o de probabilidad del vector aleatorio X con-
dicionada a la clase y ∈ Y en el caso que proceda.
Notamos tambie´n que maximizar la probabilidad P(Y = y|X = x) equivale a:
ma´x
y∈Y
P(Y = y|X = x) = ma´x
y∈Y
fX|Y=y(x)pi(y)
fX(x)
= ma´x
y∈Y
fX|Y=y(x)pi(y).
Teorema 1.4.1. Sea Y = {y1, . . . , yc} y h un clasificador arbitrario. Entonces:
ε(h∗) ≤ ε(h), para cualquier clasificador h.
Es decir, el error del clasificador de Bayes es mı´nimo.
Demostracio´n. El objetivo de esta prueba consiste en encontrar unas regiones {R1, . . . , Rc}
de un espacio R tales que
⋃c
i=1Ri = R con Ri ∩ Rj = ∅ si i 6= j e i, j = 1, . . . , c que
minimicen P(h(X) 6= Y ) y comprobar que esas regiones son las que se generan al utilizar
el clasificador de Bayes.
Un error de clasificacio´n ocurre cuando un vector x que pertenece a la clase yi es
asignado a una clase yj. i, j = 1, . . . , c con i 6= j. Sea fX|Y=yi(x) la funcio´n de densidad
del vector aleatorio X condicionada a la clase yi con i = 1, . . . , c, la probabilidad de
cometer el error anterior es:
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∫
Rj
fX|Y=yi(x) dx, ∀i, j = 1, . . . , c, i 6= j.
De manera ma´s general la probabilidad de clasificar erro´neamente un vector pertene-
ciente a la clase yi.
P(no asignar en yi) =
c∑
j=1,j 6=i
∫
Rj
fX|Y=yi(x) dx = 1−
∫
Ri
fX|Y=yi(x) dx ∀i = 1, . . . , c.
En total para todas las clases:
P(h(x) 6= yi) =
c∑
i=1
pi(yi)(1−
∫
Ri
fX|Y=yi(x)) dx = 1−
c∑
i=1
∫
Ri
pi(yi)fX|Y=yi(x) dx.
Definimos la funcio´n indicadora χA(x) = 1 si x ∈ A ⊂ Rp y 0 en caso contrario. Dadas
las regiones {R1, . . . , Rc} obtenidas a partir de un clasificador h cualquiera se tiene:
c∑
i=1
∫
Ri
pi(yi)fX|Y=yi(x) dx =
c∑
i=1
∫
R
χRi(x)pi(yi)fX|Y=yi(x) dx.
Usando el teorema de Bayes dentro de la integral:
c∑
i=1
∫
R
χRi(x)pi(yi)fX|Y=yi(x) dx =
∫
R
c∑
i=1
χRi(x)P(Y = yi|X = x)fX(x) dx,
siendo fX(x) la funcio´n de densidad del vector aleatorio X en el vector x.
Ahora consideramos las regiones generadas a partir del clasificador de Bayes {R∗1, . . . , R∗c}.
Supongamos que un vector x ∈ R es asignado a la regio´n Rj mediante un clasificador h
y que ese mismo vector es clasificado en R∗i a trave´s del clasificador de Bayes. Se tiene
entonces que:
P(Y = yi|X = x) ≥ P(Y = yj|X = x) ∀j = 1, . . . , c.
Definimos las siguientes funciones dependientes del vector considerado:
g(x) =
c∑
s=1
χRs(x)P(Y = ys|X = x)fX(x);
g∗(x) =
c∑
s=1
χR∗s (x)P(Y = ys|X = x)fX(x).
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Ya que, x fue asignado a las regiones Rj y R
∗
i mediante h y h
∗ respectivamente.
g∗(x) =
c∑
s=1
χR∗s (x)P(Y = ys|X = x)fX(x) = P(Y = yi|X = x)fX(x) =
=
c∑
s=1
χR∗s (x)P(Y = yi|X = x)fX(x) ≥
c∑
s=1
χRs(x)P(Y = yj|X = x)fX(x) = g(x).
Por consiguiente, se obtiene la siguiente desigualdad:
P(h∗(x) 6= yi) = 1−
∫
R
pi(yi)fX|Y=yi(x) dx ≤ 1−
∫
R
pi(yj)fX|Y=yj(x) dx = P(h(x) 6= yj).
Esta desigualdad se obtiene para cualquier vector x ∈ R pues lo hemos tomado de
manera arbitraria. Concluimos pues:
ε(h∗) = P(h∗(X) 6= Y ) ≤ P(h(X) 6= Y ) = ε(h),
sea cual sea el clasificador h considerado.
Con este teorema hemos probado que el clasificador que mejor predice las clases es el
clasificador de Bayes. La importancia de esta funcio´n reside en que, aunque no es posible
aplicarlo sin conocer las distribuciones exactas de las variables, el tener el error mı´nimo
hace que muchos de los clasificadores que expondremos posteriormente este´n basados en
buscar estimadores de fX|Y=y(x), fX(x) y pi(y), con el fin de conseguir acercarse a la cota
de error o´ptima.
Cap´ıtulo 2
Clasificadores lineales
Los clasificadores lineales son aquellos que buscan mediante una combinacio´n lineal de
las variables explicativas contenidas en el vector X tomar una decisio´n de clasificacio´n.
Consideraremos de aqu´ı en adelante que los problemas de clasificacio´n tienen c ≥ 2 clases
y los vectores x son de dimensio´n p ≥ 1.
En estos casos, si un clasificador usa funciones discriminantes, e´stas sera´n lineales. Los
l´ımites de decisio´n de estos clasificadores pueden ser: o bien un hiperplano, o varios trozos
de hiperplanos definidos por ecuaciones lineales.
2.1. Regresio´n log´ıstica
Los modelos de regresio´n lineales esta´n basados en tratar de representar la variable
objetivo Y (que puede ser cont´ınua) como una funcio´n aproximadamente lineal de las
variables predictoras contenidas en el vector X, es decir:
Y = β0 + β1X1 + . . .+ βpXp + ε,
siendo ε el error que se produce al aproximar de manera lineal la variable objetivo me-
diante las variables predictoras.
La principal diferencia entre un problema de clasificacio´n y un modelo de regresio´n
lineal se encuentra en la variable objetivo, ya que en los problemas de clasificacio´n, esta
variable es de tipo catego´rica. Esta diferencia hace que sea necesario reformular la expre-
sio´n anterior para adaptar el modelo de regresio´n lineal habitual y poder clasificar.
El modelo de regresio´n log´ıstica fue desarrollado por el estad´ıstico David Cox en 1958.
Vamos a considerar un problema binario (Y = {0, 1}) y buscamos una relacio´n entre
P(Y = 1|X = x) y X. Estimaremos la probabilidad anterior sin la fo´rmula de Bayes,
usando una funcio´n con valores comprendidos entre 0 y 1 para cualquier valor de X.
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Consideraremos pues la funcio´n log´ıstica:
P(Y = 1|X = x) = e
β0+β1X1+...+βpXp
1 + eβ0+β1X1+...+βpXp
,
que puede ser reescrita de la forma:
log
(
P(Y = 1|X = x)
1− P(Y = 1|X = x)
)
= β0 + β1X1 + . . .+ βpXp.
Se asignara´ al vector x = (x1, . . . , xp)
t la clase 1 si P(Y = 1|X = x) ≥ 0,5 y 0 en
caso contrario. Equivalentemente, si β0 + β1x1 + . . .+ βpxp ≥ 0, situaremos x en la regio´n
perteneciente a la clase 1.
En regresio´n log´ıstica, se emplean los datos de entrenamiento para estimar los coefi-
cientes βi con i = 1, . . . , p. La manera ma´s frecuente de realizar las estimacio´n es mediante
el me´todo de ma´xima verosimilitud, aunque tambie´n se puede usar el me´todo de mı´nimos
cuadrados. Dada una muestra de taman˜o n de (X, Y ) y siendo un problema binario, la
funcio´n de verosimilitud es:
L(β0, β) =
n∏
k=1
P(Y = 1|X = xk)yk(1− P(Y = 1|X = xk))1−yk ,
con β = (β1, . . . , βp)
t.
Si consideramos la funcio´n de log-verosimilitud:
log(L(β0, β)) =
n∑
k=1
yk log(P(Y = 1|X = xk)) +
n∑
k=1
(1− yk) log(1− P(Y = 1|X = xk)) =
=
n∑
k=1
log(1− P(Y = 1|X = xk)) +
n∑
k=1
yk log
(
P(Y = 1|X = xk)
1− P(Y = 1|X = xk)
)
=
=
n∑
k=1
− log(1 + eβ0+xtkβ)
n∑
k=1
yk(β0 + x
t
kβ).
El enfoque usual llegado a este punto es calcular las derivadas con respecto a cada uno
de los coeficientes e igualarlas a cero para buscar los ma´ximos pero si calculamos una de
ellas:
∂ log(L(β0, β))
∂βj
= −
n∑
k=1
eβ0+x
tβ
1 + eβ0+x
tβ
xkj+
n∑
k=1
ykxkj =
n∑
k=1
(yk−P(Y = 1|X = xk))xkj, ∀j = 0, . . . , p,
observamos que no es posible calcular una solucio´n que no sea nume´rica pues son ecuacio-
nes trascendentes. En el caso de j = 0 basta con definir xk,0 = 1 con k = 1, . . . , n y resolver.
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Aunque no es habitual emplear la regresio´n log´ıstica en problemas de clasificacio´n
mu´ltiple, existe una extensio´n de este modelo llamado regresio´n log´ıstica multinomial (o
multiclase) donde, si ahora tenemos Y = {y1, . . . , yc} clases entonces la funcio´n log´ıstica
para una clase yi es:
P(Y = yi|X = x) = e
βi0+β
i
1X1+...+β
i
pXp∑c
k=1 e
βk0+β
k
1X1+...+β
k
pXp
, ∀i = 1, . . . , c.
En vista de las probabilidades anteriores necesitaremos estimar c(p + 1) coeficientes
empleando los datos de entrenamiento para poder ajustar el modelo. De nuevo la regla
de clasificacio´n viene dada por: clasificamos x = (x1, . . . , xp)
t en una clase yi si:
P(Y = yi|X = x) ≥ P(Y = yj|X = x) ∀j = 1, . . . , c
m
eβˆ
i
0+βˆ
i
1x1+...+βˆ
i
pxp ≥ eβˆj0+βˆj1x1+...+βˆjpxp ∀j = 1, . . . , c.
Al igual que ocurr´ıa en el caso binario, esta estimacio´n de los para´metros se suele
realizar por el me´todo de ma´xima verosimilitud, cuya solucio´n es ahora au´n ma´s com-
pleja debido al aumento de para´metros por lo que so´lo se podra´n considerar soluciones
nume´ricas de la funcio´n de log-verosimilitud. Tomada una muestra de taman˜o n si ni es
el nu´mero de vectores cuya clase es yi (
∑c
k=1 nk = n) con i = 1, . . . , c, entonces la funcio´n
a maximizar es la siguiente:
log(L(β
0
, β1, . . . , βc)) =
n1∑
k=1
n1 log(P(Y = y1|X = xk))+. . .+
nc∑
k=1
nc log(P(Y = yc|X = xk)),
donde β
0
= (β10 , . . . , β
c
0)
t y βi = (βi1, . . . , β
i
p) con i = 1, . . . , c.
Podemos realizar un contraste de hipo´tesis para los coeficientes definido como sigue:{
H0 : βi = 0
H1 : βi 6= 0 ∀i = 0, . . . , p.
Sea βˆi el estimador por ma´xima verosimilitud de βi, este contraste de hipo´tesis usa el
test de Wald con el siguiente estad´ıstico:
z =
βˆ2i
V ar(βˆi)
, ∀i = 0, . . . , p,
cuya distribucio´n asinto´tica sigue una chi-cuadrado con un grado de libertad.
Vamos a ver un ejemplo de regresio´n log´ıstica en R. Tenemos una muestra de sangre
de 270 pacientes para tratar de descubrir si tienen o no alguna enfermedad de corazo´n 1.
1Los datos de este ejemplo en : https://archive.ics.uci.edu/ml/datasets/Statlog+ %28Heart %29
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Tenemos un total de 13 variables explicativas que son:
X1 ≡ Edad.
X2 ≡ Sexo.
X3 ≡ Tipo de dolor en el pecho (numeradas de 1− 4).
X4 ≡ Presio´n sangu´ınea en reposo.
X5 ≡ Colesterol se´rico.
X6 ≡ Azu´car en sangre en ayunas (binaria, toma el valor 1 si hay mas de 120 mg/dl).
X7 ≡ Resultados electrocardiogra´ficos en reposo (toma valores 0, 1, 2).
X8 ≡ Frecuencia card´ıaca ma´xima alcanzada.
X9 ≡ Angina inducida por el ejercicio.
X10 ≡ Depresio´n del segmento ST inducida por el ejercicio.
X11 ≡ La inclinacio´n del segmento ST durante el ejercicio.
X12 ≡ Nu´mero de vasos principales coloreados en una fluoroscop´ıa (de 1 a 3).
X13 ≡ Talasemia.
Y ≡ Existencia o no de una enfermedad de corazo´n.
Dividimos los datos en dos conjuntos, entrenamiento y prueba. Algunas de las variables
son discretas, por tanto, necesitamos que las ima´genes de estas sean tratadas como clases
y no como nu´meros.
l ibrary ( c a r e t )
l ibrary ( b i o t o o l s )
l ibrary (MASS)
l ibrary ( x tab l e )
corazon = read . table ( ” corazon . txt ” )
summary( corazon )
colnames ( corazon ) = c ( paste ( ”X” , 1 : 1 3 , sep =”” ) , ”Y” )
v = c ( 2 , 3 , 6 , 7 , 9 , 12 , 13 )
for ( i in 1 : length ( v ) )
{
corazon [ , v [ i ] ] = as . factor ( corazon [ , v [ i ] ] )
}
corazon [ , 1 4 ] = as . factor ( corazon [ ,14 ]−1)
set . seed (12345)
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muestra = sample ( 1 :nrow( corazon ) , 180)
entrena = corazon [ muestra , ]
t e s t = corazon [−muestra , ]
Con la funcio´n glm construimos el modelo de regresio´n log´ıstica. Sin embargo es posible
que existan coeficientes que no sean significativos puesto que R por defecto, efectu´a un
contraste de hipo´tesis para la significacio´n de los coeficientes.
r l . corazon = glm( formula = Y ∼ . , data = entrena ,
family = binomial )
summary( r l . corazon )
C o e f f i c i e n t s :
Estimate Std . Error z va lue Pr(>| z | )
( I n t e r c e p t ) −9.387475 4.380757 −2.143 0.032122 ∗
X1 −0.008485 0.036177 −0.235 0.814560
X21 1.562448 0.749293 2 .085 0.037049 ∗
X32 3.514103 1.432093 2 .454 0.014135 ∗
X33 2.806348 1.352592 2 .075 0.038006 ∗
X34 5.038414 1.418301 3 .552 0.000382 ∗∗∗
X4 0.040867 0.017100 2 .390 0.016858 ∗
X5 0.004198 0.005227 0 .803 0.421912
X61 −1.024495 0.852180 −1.202 0.229284
X71 0.201352 3.274845 0 .061 0.950973
X72 0.886030 0.576744 1 .536 0.124474
X8 −0.032839 0.017436 −1.883 0.059651 .
X91 −0.001306 0.655673 −0.002 0.998411
X10 0.505857 0.360352 1 .404 0.160383
X11 0.434659 0.554212 0 .784 0.432874
X121 1.696654 0.722609 2 .348 0.018877 ∗
X122 4.162333 1.243407 3 .348 0.000815 ∗∗∗
X123 2.781862 1.314026 2 .117 0.034255 ∗
X136 0.357498 1.221272 0 .293 0.769732
X137 2.023371 0.613821 3 .296 0.000979 ∗∗∗
Aqu´ı vemos que muchos de ellos no son significativos. La funcio´n stepAIC de R nos
ayudara´ a encontrar aquella combinacio´n de variables que haga que no se pierda mucha
informacio´n y ajuste lo mejor posible la variable objetivo.
coraz = glm( formula = Y ∼ 1 , data = entrena , family = binomial )
stepAIC ( coraz , scope = l i s t ( lower = coraz , upper = r l . corazon ) ,
trace=0)
Call : glm( formula = Y ∼ X2 + X3 + X4 + X8 +
X10 + X12 + X13 , family = binomial , data = entrena )
r l . corazon2 = glm( formula = Y ∼ X2+X3+X4+X8+X10+X12+X13 ,
data = entrena , family = binomial )
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summary( r l . corazon2 )
C o e f f i c i e n t s :
Estimate Std . Error z va lue Pr(>| z | )
( I n t e r c e p t ) −6.01286 3.12124 −1.926 0.054050 .
X21 1.20029 0.65613 1 .829 0.067346 .
X32 3.04844 1.30846 2 .330 0.019817 ∗
X33 2.11436 1.20629 1 .753 0.079640 .
X34 4.64036 1.25923 3 .685 0.000229 ∗∗∗
X4 0.03135 0.01414 2 .217 0.026605 ∗
X8 −0.03102 0.01513 −2.050 0.040373 ∗
X10 0.68260 0.30998 2 .202 0.027661 ∗
X121 1.45447 0.65007 2 .237 0.025260 ∗
X122 3.35370 1.03240 3 .248 0.001160 ∗∗
X123 2.52048 1.30315 1 .934 0.053096 .
X136 −0.14813 1.06309 −0.139 0.889180
X137 1.93023 0.58268 3 .313 0.000924 ∗∗∗
Las variables discretas citadas previamente son descompuestas en variables indicado-
ras (dummies), esto son, variables que toman el valor 1 en una de las categor´ıas y 0 en
el resto. Si una variable de este tipo tiene c categor´ıas distintas, se tomara´ una clase
como referencia (R por defecto selecciona la primera) y se construira´n las c− 1 variables
indicadoras necesarias para el modelo. En el caso aqu´ı considerado, un ejemplo ser´ıa la
variable X13. Esta variable tiene tres categor´ıas (3, 6, 7) y se ha descompuesto en 2 va-
riables indicadoras (X13,6 y X13,7) en X13,7 toma el valor 1 si X13 = 7 y 0 en caso contrario
Dado que todos los coeficientes son positivos podemos afirmar que a valores altos de
las variables mayor es la posibilidad de padecer una enfermedad en el corazo´n.
entrenaE = predict ( r l . corazon2 , entrena , type=” response ” )
entrenaE = i f e l s e ( entrenaE > 0 . 5 , 1 ,0 )
print ( x tab l e ( con fus ionmatr ix ( entrenaE , entrena$Y) , d i g i t s = 0) )
0 1
0 85 12
1 9 74
Tenemos entonces un error de entrenamiento de 0,1166667. Pasamos a evaluar el cla-
sificador usando una funcio´n de la librer´ıa caret llamada confusionMatrix, tomando como
valor positivo el padecer una enfermedad, es decir, Y = 1.
testE = predict ( r l . corazon2 , t e s t , type=” response ” )
testE = i f e l s e ( testE > 0 . 5 , 1 , 0 )
confus ionMatr ix ( as . factor ( testE ) , t e s t $Y, p o s i t i v e = ”1” )
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Confusion Matrix and S t a t i s t i c s
0 1
0 46 8
1 10 26
Accuracy : 0 . 8
95 % CI : ( 0 . 7025 , 0 .8769)
No Informat ion Rate : 0 .6222
P−Value [ Acc > NIR ] : 0 .0002225
Kappa : 0 .5794
Mcnemar ’ s Test P−Value : 0 .8136637
S e n s i t i v i t y : 0 .7647
S p e c i f i c i t y : 0 .8214
Pos Pred Value : 0 .7222
Neg Pred Value : 0 .8519
Preva lence : 0 .3778
Detect ion Rate : 0 .2889
Detect ion Preva lence : 0 .4000
Balanced Accuracy : 0 .7931
’ P o s i t i v e ’ Class : 1
A la vista de los resultados obtenidos, aunque el acierto llega al 80 %, el modelo encuen-
tra ma´s facilidades para clasificar los pacientes sanos, algo que puede apreciarse viendo la
diferencia entre los valores predictores positivo y negativo.
El modelo de regresio´n log´ıstica es empleado sobre todo en problemas de clasificacio´n
binaria y pueden obtenerse buenos resultados si el taman˜o de la muestra es grande. Gra-
cias a los coeficientes, la regresio´n log´ıstica no se ve altamente afectada por la colinealidad.
Si un grupo de variables esta´n altamente correladas es probable que uno o ma´s de un co-
eficiente de esas variables sea 0 o este´n bien distribuidos. Esta te´cnica tiene tambie´n a su
favor, al igual que todo modelo lineal, que es fa´cilmente interpretable y podemos sacar
conclusiones a partir de los coeficientes.
Para casos en los que tengamos un problema de clasificacio´n mu´ltiple, existen clasifi-
cadores que veremos posteriormente que funcionan mejor que la regresio´n log´ıstica.
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2.2. Ana´lisis discriminante lineal de Fisher
El ana´lisis discriminante lineal de Fisher (ADLF) se utiliza para encontrar una com-
binacio´n lineal de las variables que reduzca la dimensio´n total del problema y permita de
esta manera describir las diferencias entre grupos para proporcionar posteriormente una
herramienta para clasificar nuevas observaciones. Fue propuesto por Ronald A. Fisher en
1936 para un problema de dos clases y generalizada a ma´s de dos por C.R.Rao en 1948.
Aqu´ı expondremos el caso general para c clases.
Esta te´cnica de aprendizaje supervisada (tiene en cuenta los datos de la variable de
respuesta) tiene como objetivo proyectar los datos en una dimensio´n ma´s pequen˜a obte-
niendo ma´s separacio´n entre los datos de las diferentes clases.
Para conseguir esa separacio´n el ADLF busca realizar una transformacio´n lineal que
maximice el cociente entre las ”varianzas entre clases”(between-class variance) y las ”va-
rianzas comunes”(within-class variance).
Sea Y = {y1, . . . , yc} el conjunto de clases diferentes. De cada clase tenemos una mues-
tra de taman˜o nk (k = 1, . . . , c), y en total
∑c
k=1 nk = n.
Denotamos xik como el ı´-esimo vector p-dimensional de la clase k,
i = 1, . . . , nk, k = 1, . . . , c. Definimos el vector de medias muestrales de la clase k:
xk =
1
nk
nk∑
i=1
xik, ∀k = 1, . . . , c.
Ahora definimos las siguientes matrices para cada clase:
Sk =
nk∑
i=1
(xik − xk)(xik − xk)t, ∀k = 1, . . . , c.
Sea la matriz de varianzas comunes:
SW =
c∑
k=1
Sk.
Por u´ltimo se definen el vector de medias totales y la matriz de dispersio´n entre clases:
x =
1
c
c∑
i=1
xi; SB =
c∑
k=1
nk(xk − x)(xk − x)t.
Las componentes discriminantes lineales son aquellos vectores de Rn que maximicen
el siguiente cociente:
J(w) =
wtSBw
wtSWw
.
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Una propiedad importante de esta funcio´n objetivo J es que, si w maximiza la funcio´n
entonces J(w) = J(αw) por tanto, siempre podemos elegir un vector w de forma que el
denominador wtSWw = 1.
De esta forma podemos transformar el anterior problema de maximizar J en este
problema de optimizacio´n:
mı´n
w
−wtSBw
s.a wtSWw = 1
w ∈ Rp,
que podemos reescribirlo al siguiente problema de Lagrange:
F (w, λ) = −wtSBw + λ(wtSWw − 1),
derivando con respecto a w e igualando a 0 se tiene:
SBw = λSWw =⇒ S−1WSBw = λw,
de donde vemos que λ se corresponde con un autovalor de la matriz S−1WSB y w con su
autovector asociado.
Al igual que ocurr´ıa en el ACP, queda resolver cual es el autovalor o´ptimo para este
problema. Para ello sustituyendo en la funcio´n objetivo:
mı´n
w
−wtSBw = mı´n
w
−wtλSWw = −λ,
la solucio´n del problema tiene a λ como el mayor autovalor y la primera discriminante
lineal es su autovector asociado de la matriz S−1WSB.
Se puede realizar una observacio´n, y es que la matriz SB a lo sumo tiene rango (c−1),
pues es suma de c matrices de rango menor o igual que 1 por proceder del producto de
un vector columna por un vector fila, pero adema´s debido a la definicio´n de x el rango
total no podr´ıa ser c. Aquellos autovalores distintos de 0 sera´n los que se empleen para
los discriminantes lineales.
Para la k-e´sima discriminante lineal habr´ıa que resolver el siguiente problema de op-
timizacio´n:
mı´n
w
−wtSBw
s.a wtSWw = 1
wtiSWw = 0 1 ≤ i ≤ k − 1
w ∈ Rp,
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cuyas soluciones son los autovectores de la matriz S−1WSB ordenadas de mayor a menor
autovalor asociado.
Entonces, si disponemos de una matriz de datos X de dimensio´n n × p (la variable
objetivo no la consideramos) las puntuaciones de cada vector correspondiente a una rea-
lizacio´n muestral vienen dadas por transformacio´n lineal de las discriminantes lineales,
esto es:
U = XW,
donde W es una matriz cuyas columnas son las discriminantes lineales ordenadas. Note-
mos que W no es u´nica, pues como vimos previamente, si dos autovectores esta´n asociados
a un mismo autovalor no nulo, la eleccio´n de cualquiera de ellos no altera el resultado del
problema de optimizacio´n.
Una vez obtenidas las puntuaciones procederemos a clasificar los puntos acorde a la
siguiente regla discriminante. Asigno un vector x a la clase yi si:
d(Wtx,Wtxi) = mı´n
k=1,...,c
d(Wtx,Wtxk),
donde d(·, ·) denota la distancia eucl´ıdea entre los vectores considerados.
2.2.1. Analisis discriminante lineal
Vamos a ver un caso particular importante dentro del analisis discriminante lineal con
un enfoque diferente. En este caso usaremos funciones discriminantes lineales y estimado-
res de los elementos que aparecen en el clasificador de Bayes y de ah´ı obtener una regla
de discriminacio´n lineal. Tenemos las siguientes hipo´tesis.
1. Las funciones fX|Y=y(x) siguen una distribucio´n normal multivariante Np(µy,Σy),
es decir:
fX|Y=y(x) =
1
(2pi)
p
2 |Σy| 12
exp{−1
2
(x− µ
y
)tΣ−1y (x− µy)}, ∀y ∈ Y .
2. Todas las clases tienen la misma matriz de varianzas y covarianzas que denotaremos
Σ.
Bajo estas condiciones, se asignara´ al vector x aquella clase y∗ ∈ Y que cumpla:
gy∗(x) > gy(x) ⇐⇒ P(Y = y∗|X = x) > P(Y = y|X = x), ∀y ∈ Y .
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Aplicando el teorema de Bayes:
fX|Y=y∗(x)pi(y∗)
fX(x)
>
fX|Y=y(x)pi(y)
fX(x)
, ∀y ∈ Y ,
cancelando constantes en ambos lados y usando las hipo´tesis de normalidad y de igualdad
de matrices de varianzas y covarianzas tenemos:
exp{−1
2
(x− µ
y∗
)tΣ−1(x− µ
y∗
)}pi(y∗) > exp{−1
2
(x− µ
y
)tΣ−1(x− µ
y
)}pi(y), ∀y ∈ Y ,
tomando logaritmos en ambos lados y operando nos queda:
xtΣµy∗ − 1
2
µty∗Σµy∗ + log(pi(y
∗)) > xtΣµy − 1
2
µtyΣµy + log(pi(y)),
por lo tanto las funciones discriminantes para cada clase son las siguientes:
gy(x) = x
tΣµy − 1
2
µtyΣµy + log(pi(y)), ∀y ∈ Y .
Se puede apreciar que gy como funcio´n de x es una funcio´n lineal. Aquellos vectores
donde el ma´ximo de las funciones discriminantes se alcance en ma´s de una clase sera´n clasi-
ficados aleatoriamente entre las mismas, perteneciendo de esta forma al l´ımite de decisio´n.
En la pra´ctica, si tenemos una matriz de datos X, habra´ que buscar estimadores de
las medias y de las probabilidades a priori de cada clase, adema´s de un estimador para
la matriz de covarianzas. Para las medias poblacionales y la matriz de varianzas basta
tomar las medias muestrales de cada clase y la matriz de covarianzas muestrales, ya que
son estimadores por ma´xima verosimilitud por tratarse de distribuciones normales.
Un enfoque para encontrar un estimador de las probabilidades a priori de una clase
pi(y), podr´ıa ser dividir el nu´mero de datos que tienen asignado dicha clase entre el nu´mero
de datos totales.
La importancia de este caso particular se encuentra en que, al estar basado en el cla-
sificador de Bayes, el error que comete se acerca al o´ptimo siendo un clasificador lineal.
No obstante, las hipo´tesis para poder aplicar este clasificador son fuertes, por ello no es
fa´cil encontrar datos que cumplan todas estas condiciones.
Veamos un ejemplo del ana´lisis discriminante lineal de Fisher. Necesitaremos la librer´ıa
MASS de R para el siguiente ejemplo.
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Tenemos un conjunto de 178 observaciones sobre un ana´lisis qu´ımico de tres tipos
diferentes de vinos 2 que se encuentran en la misma regio´n de Italia. Con este ana´lisis
se han determinado las cantidades de 13 componentes que se encuentran en los distintos
tipos.
Y ≡ Tipos de vino.
X1 ≡ Alcohol.
X2 ≡ A´cido ma´lico.
X3 ≡ Ceniza.
X4 ≡ Alcalinidad de ceniza.
X5 ≡ Magnesio.
X6 ≡ Cantidad total de fenoles.
X7 ≡ Flavonoides.
X8 ≡ Fenoles no flavonoides.
X9 ≡ Proantocianidinas.
X10 ≡ Intensidad del color.
X11 ≡ Matiz del vino.
X12 ≡ OD280/OD315 de vinos diluidos.
X13 ≡ Prolina.
De manera aleatoria vamos a dividir las observaciones en dos partes, entrenamiento
y prueba. En este caso podemos emplear el me´todo Hold-out tomando aproximadamente
dos tercios como datos de entrenamiento y el resto de prueba.
l ibrary (MASS)
l ibrary ( x tab l e )
l ibrary ( b i o t o o l s )
vino = read . table ( ” vino . txt ” , sep=” , ” )
vino [ , 1 ] = as . factor ( vino [ , 1 ] )
colnames ( vino ) = c ( ”Y” , paste ( ”X” , 1 : 1 3 , sep =”” ) )
set . seed (678)
muestra = sample ( 1 :nrow( vino ) , 120)
entreno = vino [ muestra , ]
t e s t = vino [−muestra , ]
2Los datos empleados en el siguiente ejemplo se encuentran en:
https://archive.ics.uci.edu/ml/datasets/Wine
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Procedemos a construir el modelo usando los datos de entrenamiento usando la funcio´n
lda de la libreria MASS.
lda . vino = lda ( formula = Y ∼X1+X2+X3+X4+X5+X6+X7+X8
+X9+X10+X11+X12+X13 , data = entreno )
Vamos a observar los errores de entrenamiento con la siguiente tabla:
predE = predict ( lda . vino , entreno )
entrenoE = confus ionmatr ix ( predE$class , entreno$Y)
t i p o s = c ( ”T1” , ”T2” , ”T3” )
colnames ( entrenoE)= t i p o s
rownames( entrenoE)= t i p o s
print ( x tab l e ( entrenoE ) )
T1 T2 T3
T1 39 0 0
T2 0 52 0
T3 0 0 29
donde se aprecia que el error de entrenamiento es 0. Veamos ahora el error de prueba con
la siguiente matriz de confusio´n.
predT = predict ( lda . vino , t e s t )
confus ionMatr ix ( predT$class , t e s t $Y)
Confusion Matrix and S t a t i s t i c s
1 2 3
1 20 0 0
2 0 19 0
3 0 0 19
Overa l l S t a t i s t i c s
Accuracy : 1
95 % CI : ( 0 . 9384 , 1)
No Informat ion Rate : 0 .3448
P−Value [ Acc > NIR ] : < 2 .2 e−16
Kappa : 1
Mcnemar ’ s Test P−Value : NA
S t a t i s t i c s by Class :
Class : 1 Class : 2 Class : 3
S e n s i t i v i t y 1 .0000 1 .0000 1 .0000
S p e c i f i c i t y 1 .0000 1 .0000 1 .0000
Pos Pred Value 1 .0000 1 .0000 1 .0000
Neg Pred Value 1 .0000 1 .0000 1 .0000
Preva lence 0 .3448 0 .3276 0 .3276
Detect ion Rate 0 .3448 0 .3276 0 .3276
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Detect ion Preva lence 0 .3448 0 .3276 0 .3276
Balanced Accuracy 1 .0000 1 .0000 1 .0000
El modelo tambie´n clasifica de manera exacta los datos de prueba. Podemos calcular
las puntuaciones de los vectores y los medias de cada clase.
puntosE = as . matrix ( entreno [ ,−1]) % ∗% as . matrix ( lda . vino$ s c a l i n g )
Ent = cbind ( puntosE , entreno$Y)
puntosT = as . matrix ( t e s t [ ,−1]) % ∗% as . matrix ( lda . vino$ s c a l i n g )
prueba = cbind ( puntosT , t e s t $Y)
mediasE = as . matrix ( lda . vino$means) % ∗% as . matrix ( lda . vino$ s c a l i n g )
Para poder visualizar las regiones de decisio´n, calculamos los puntos medios de las
puntuaciones de las medias, la direccio´n de las rectas y el punto de corte de ellas.
pm1 = ( mediasE [1 , ]+ mediasE [ 2 , ] ) /2
pm2 = ( mediasE [1 , ]+ mediasE [ 3 , ] ) /2
pm3 = ( mediasE [2 , ]+ mediasE [ 3 , ] ) /2
u1 = mediasE [1 , ]−mediasE [ 2 , ]
v1 = c ( u1 [2 ] ,−u1 [ 1 ] )
u2 = mediasE [1 , ]−mediasE [ 3 , ]
v2 = c ( u2 [2 ] ,−u2 [ 1 ] )
u3 = mediasE [2 , ]−mediasE [ 3 , ]
v3 = c ( u3 [2 ] ,−u3 [ 1 ] )
c o r t e=(−v1 [ 2 ] ∗pm1 [ 1 ] /v1 [1 ]+pm1[2]−(−v2 [ 2 ] ∗pm2 [ 1 ] /v2 [1 ]+
pm2 [ 2 ] ) ) / ( v2 [ 2 ] /v2 [1]−v1 [ 2 ] /v1 [ 1 ] )
Por u´ltimo, representamos gra´ficamente los datos de entrenamiento y prueba separadas
por sus l´ımites de decisio´n:
x1 = seq (−20 , corte ,by=cor t e +20)
x2 = seq ( corte ,−5 ,by=−5−co r t e )
y1 = pm1[2 ]+( v1 [ 2 ] ∗( x1−pm1 [ 1 ] ) /v1 [ 1 ] )
y2 = pm2[2 ]+( v2 [ 2 ] ∗( x2−pm2 [ 1 ] ) /v2 [ 1 ] )
y3 = pm3[2 ]+( v3 [ 2 ] ∗( x2−pm3 [ 1 ] ) /v3 [ 1 ] )
c o l o r e s = c ( ” red ” , ” blue ” , ” green ” )
c o l o r e s 1 = c o l o r e s [ as . numeric ( Ent [ , 3 ] ) ]
c o l o r e s 2 = c o l o r e s [ as . numeric ( prueba [ , 3 ] ) ]
plot ( Ent [ , 1 : 2 ] , pch=20, cex = 0 . 8 , col = co lo r e s1 , xlab = ” Discr iminante 1” ,
ylab = ” Discr iminante 2” , main = ” A n a l i s i s Discr iminante L inea l ” ,
yl im = c ( 6 , 18 ) , xl im = c(−16 ,−3))
l ines ( x1 , y1 , l t y = 2)
l ines ( x1 , y2 , l t y = 2)
l ines ( x2 , y3 , l t y = 2)
points ( prueba [ , 1 : 2 ] , pch=17, col=c o l o r e s 2 )
legend ( ” bot tomle f t ” , legend=c ( ”Tipo 1” , ”Tipo 2” , ”Tipo 3” ) ,
col = co l o r e s , pch = 20 , cex =0.8)
2.3. REDES NEURONALES ARTIFICIALES 39
−16 −14 −12 −10 −8 −6 −4
6
8
10
12
14
16
18
Analisis Discriminante Lineal
Discriminante 1
D
is
cr
im
in
an
te
 2
Tipo 1
Tipo 2
Tipo 3
En tria´ngulos esta´n representados los datos de prueba. Como hemos observado previamen-
te, todos los datos han sido correctamente clasificados por el modelo. En vista de la gra´fica
podemos afirmar que valores ma´s altos de las dos discriminantes tiende a pertenecer al
tipo 3, valores medios de la primera discriminante y bajos en la segunda discriminante
dan lugar al tipo 2 y valores bajos de la primera discriminante y altos de la segunda
pertenecen a la regio´n del tipo 1.
El ana´lisis discriminante lineal es una te´cnica muy u´til si se pretende utilizar un
clasificador lineal en un problema con ma´s de una clase. La reduccio´n de dimensio´n no
siempre es una ventaja pues puede acarrear perdida de informacio´n en los datos. La
dimensio´n final tambie´n depende del nu´mero de variables explicativas que se contemplen
siendo el nu´mero final no mayor que c− 1.
2.3. Redes neuronales artificiales
Aqu´ı abordaremos otra forma de afrontar un problema de clasificacio´n que es a partir
de las redes neuronales. Primero vamos a introducir los elementos ba´sicos de un sistema
neuronal artificial. En una neurona la informacio´n parte de las dendritas que es el canal
por el cual llega la informacio´n adquirida, pasa por el soma donde se evalu´a la respuesta
y sale a trave´s del axo´n hacia otras neuronas.
En el caso de una neurona artificial el conjunto de datos de entrenamiento {(xk, yk)}nk=1
constituyen la informacio´n disponible, adema´s se le an˜aden unos pesos sina´pticos
β
i
= (βi,1, . . . , βi,p) con i = 1, . . . ,m.
Para evaluar la informacio´n adquirida se utilizan reglas de propagacio´n, esto es, fun-
ciones de la forma:
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hi(x, βi, β0,i), ∀i = 1, . . . ,m,
siendo {β0,i}mi=1 un conjunto de pesos denominados umbrales.
Por u´ltimo se utilizan funciones de activacio´n para proporcionar una respuesta (esta-
do), estas funciones sera´n:
yi = fi(hi(x, βi, β0,i)), ∀i = 1, . . . ,m.
Con estos elementos podemos definir una red neuronal como un grafo dirigido donde a
cada neurona i se le asocia una variable de estado Xk. Para la conexio´n entre dos neuronas
(i, k) se asocia el peso sina´ptico βi,k. Para cada neurona i tenemos un umbral diferente
βi,0. En cada neurona se define una funcio´n de activacio´n que depende de los pesos de
sus conexiones, los umbrales y los estados de las neuronas conectadas con la que estemos
considerando.
A las conexiones entre las neuronas se le denomina sinapsis. A las neuronas que no
tengan sinapsis entrantes sera´n conocidas como neuronas de entrada. Las neuronas que
no tengan sinapsis salientes se definen como neuronas de salida. Aquellas que no sean ni
de entrada ni de salida se denominan neuronas ocultas.
Las neuronas de un sistema artificial se organizan en capas. El conjunto de neuronas
de entrada constituyen la capa de entrada de la red neuronal artificial. Ana´logamente
definimos la capa de salida y a aquellas capas que no sean ni de entrada ni de salida se
denominan capas ocultas. El siguiente gra´fico muestra un ejemplo de una red neuronal
artificial.
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2.3.1. Perceptro´n
El algoritmo de clasificacio´n ma´s ba´sico empleando redes neuronales es el Perceptro´n.
Este algoritmo data del an˜o 1958 por Frank Rosenblatt en los Estados Unidos y aunque su
propo´sito original no era un algoritmo, supuso una revolucio´n en el campo de la inteligencia
artificial. Sin embargo, posteriormente se probaron algunas de las carencias que posee el
perceptro´n que veremos posteriormente. Este modelo de red neuronal es el modelo ma´s
simple que existe puesto que solo consiste en una neurona. Aqu´ı vemos un gra´fico que
representa este modelo, el cual detallaremos a continuacio´n.
Definicio´n 2.3.1. Supongamos que tenemos un conjunto de datos de entrenamiento
{(xk, yk)}nk=1 en un problema de clasificacio´n binario (Y = {−1, 1}) , diremos que las
clases son linealmente separables si existe un hiperplano tal que:
β0 + β1xk,1, . . . , βpxk,p > 0 si yk = 1, ∀k = 1, . . . , n,
β0 + β1xk,1, . . . , βpxk,p < 0 si yk = −1, β0, . . . , βp ∈ R.
El hiperplano que cumpla esta propiedad se denomina hiperplano separador.
Equivalentemente podemos reescribir un hiperplano separador como sigue:
yk(β0 + β1xk,1, . . . , βpxk,p) > 0 ∀k = 1, . . . , n.
Si las clases son linealmente separables podemos fa´cilmente construir un clasificador.
En efecto, dado un vector x = (x1, . . . , xp)
t definimos:
h(x) =
{
1 si β0 + β1x1, . . . βpxp > 0,
−1 en caso contrario. (2.1)
El l´ımite de decisio´n es en consecuencia, el hiperplano dado por los coeficientes β0 y
β = (β1, . . . , βp)
t que separa las dos regiones de decisio´n. Intuitivamente, si el valor de
β0 + β1x1, . . . , βpxp es pro´ximo a 0 podemos pensar que x se encuentra a poca distancia
del hiperplano. Esto sugiere la posibilidad de que el vector x considerado haya sido mal
clasificado.
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En el caso del Perceptro´n vamos a considerar que las clases son linealmente separables y
que el problema posee dos clases diferentes Y = {−1, 1}, entonces buscamos un hiperplano
que separe ambas clases, es decir, β y β0 tales que para cada dato de entrenamiento se
cumpla que:
yk(β0 + β1xk,1, . . . βpxk,p), > 0 ∀k = 1, . . . , n,
para ello tomamos como regla de propagacio´n a la funcio´n:
h(xk, β, β0) =
p∑
i=1
βixk,i + β0, ∀k = 1, . . . , n.
La funcio´n de activacio´n en este caso es la funcio´n signo.
f(h(xk, β, β0)) =
{
1 si
∑p
i=1 βixk,i + β0 ≥ 0,
−1 si ∑pi=1 βixk,i + β0 ≤ 0.
Para encontrar los coeficientes β y β0, abordaremos este problema tratando de mini-
mizar la distancia entre los puntos que este´n mal clasificados y los l´ımites de decisio´n. La
distancia de uno de los vectores pertenecientes a los datos de entrenamiento al hiperplano
separador vendr´ıa dada por:
d(x) =
|βtx+ β0|
|β| ,
si imponemos que |β| = 1 podemos tomar la siguiente expresio´n equivalente para cada
dato de entrenamiento:
d(xk) = yk(β
txk + β0), ∀k = 1, . . . , n.
En consecuencia, queremos minimizar la siguiente funcio´n:
φ(β, β0) = −
∑
xk∈M
yk(β
txk + β0),
donde M contiene aquellos datos de entrenamiento que han sido mal clasificados.
Para conseguir minimizar la funcio´n φ emplearemos una variante del me´todo del gra-
diente o el me´todo del descenso ma´ximo. Consideramos entonces las derivadas siguientes:
∂φ
∂β
= −
∑
xk∈M
ykxk,
∂φ
∂β0
= −
∑
xk∈M
yk.
2.3. REDES NEURONALES ARTIFICIALES 43
Vamos a iterar tomando los vectores mal clasificados de uno en uno y reevaluando
por cada error que se comete. Una vez elegido un vector inicial β1 y β10 , usualmente se
considera el vector nulo o alguno sencillo, comienza la iteracio´n:
βr+1 = βr − ρykxk,
βr+10 = β
r
0 − ρyk, ∀(xk, yk) ∈M.
La constante ρ es un para´metro de escala que determina el taman˜o del paso entre dos
iteraciones (se podr´ıa considerar que ρ sea un valor diferente en cada iteracio´n). Valores
altos de ρ puede llevar a oscilaciones muy grandes y valores muy pequen˜os producen una
convergencia lenta. La propiedad ma´s importante es la que enunciamos a continuacio´n.
Teorema 2.3.1. Si las clases son linealmente separables, el algoritmo Perceptro´n converge
en un nu´mero finito de pasos.
Demostracio´n. La idea de la demostracio´n se basa en considerar βˆ y βˆ0 una solucio´n del
problema anterior que existe porque las clases son linealmente separables y ver que la
distancia de una iteracio´n cualquiera a la solucio´n es siempre ma´s grande que cualquier
iteracio´n posterior a la misma.
Como βˆ y βˆ0 son soluciones entonces:
yk(βˆ
t
xk + βˆ0) > 0, ∀k = 1, . . . , n.
El proceso de aprendizaje comienza con un vector arbitrario y en este caso, sin perder
generalidad, comenzaremos con el vector nulo. Supongamos ahora que, tras realizar r
iteraciones, el vector xk ha sido mal clasificado r
k veces con k = 1, . . . , n. Por lo tanto, si
partimos del vector nulo, el resultado tras las iteraciones es:
β = ρ
n∑
k=1
rkxkyk,
multiplicamos a izquierda en ambos lados por la solucio´n βˆ
t
obteniendo as´ı lo siguiente:
βˆ
t
β = ρ
n∑
k=1
rkβˆ
t
xkyk ≥ ρrmı´n
k
(βˆ
t
xkyk),
donde en los pasos sucesivos tomaremos ρ = 1 ya que es un valor fijo. De la desigualdad
anterior se sigue que βˆ
t
β esta acotado inferiormente por una funcio´n que crece linealmente
con respecto al para´metro r. Adema´s elevando al cuadrado ambos miembros en el te´rmino
general de cada iteracio´n se tiene:
‖βr+1‖2 = ‖βr‖2 + ‖xk‖2 − 2(βr)txkyk, ∀(xk, yk) ∈M.
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Como xk esta´ mal clasificado entonces, (β
r)txkyk < 0, por lo tanto podemos reescribir
la expresio´n anterior.
‖βr+1‖2 ≤ ‖βr‖2 + ‖xk‖2.
Sea x el vector en M tal que ‖x‖2 ≥ ‖xk‖2 sea cual sea el vector considerado dentro
de M . Tras r iteraciones se observa que la norma del vector de coeficientes β esta´ acotada
por:
‖β‖2 ≤ r‖x‖2,
de donde se deduce que ‖β‖ no crece ma´s rapido que una funcio´n del orden de √r. Pero
anteriormente vimos que el producto escalar de βˆ
t
β esta´ acotado inferiormente por una
funcio´n lineal de r. Ya que βˆ esta´ fijado previamente vemos que si r es suficientemente
grande estos dos resultados son incompatibles. Luego r no puede crecer indefinidamente
y en consecuencia el algoritmo debe converger en un nu´mero finito de pasos.
Notar que la hipo´tesis de que las clases han de ser linealmente separables ha sido fun-
damental en la demostracio´n de la prueba anterior, de no ser as´ı el algoritmo no convergera´
y so´lo llegar´ıamos a oscilaciones entre diferentes hiperplanos. Por otra parte solo podemos
afirmar la existencia de soluciones pero e´sta no sera´ u´nica, dependera´ del orden en el que
consideremos los vectores mal clasificados y la constante ρ (vease Perceptrons(1969) de
Minsky y Papert).
Acabamos de exponer el modelo de red neuronal ma´s simple de todos, en el cap´ıtulo
posterior se detallara´ una generalizacio´n del Perceptro´n empleando ma´s capas (ocultas)
para obtener mejores resultados para clasificar adema´s de la capacidad de inclusio´n de un
problema con ma´s clases.
2.4. Ma´quinas de vectores soporte lineales
El algoritmo original de las ma´quinas de vectores soporte fue inventado por Vladimir
Vapnik y Alexei Chervonenkis en 1963 derivado de la teor´ıa del aprendizaje estad´ısti-
co. Posteriormente en 1992 se expandio´ este concepto para modelos no lineales. Hoy en
d´ıa es utilizado debido a los buenos resultados que genera en los problemas de clasificacio´n.
Nos situamos en las condiciones del algoritmo Perceptro´n, es decir, queremos encontrar
un hiperplano tal que:
β0 + β1xk,1, . . . βpxk,p > 0 si yk = 1, ∀k = 1, . . . , n,
β0 + β1xk,1, . . . βpxk,p < 0 si yk = −1, β0, . . . , βp ∈ R.
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Sin embargo, ya que gracias al algoritmo Perceptro´n sabemos que existe si las clases
son linealmente separables buscamos un hiperplano separador o´ptimo (tambie´n hiper-
plano de margen maximal), que sera´ aquel hiperplano que se encuentra a mayor distancia
de todos los datos de entrenamiento. El valor de la distancia del dato de entrenamiento
ma´s cercano al hiperplano separador es lo que se conoce como margen. Por tanto, el hiper-
plano cuyo margen sea ma´s grande sera´ el escogido como separador o´ptimo. Aunque este
clasificador suele dar buenos resultados, es posible encontrar un problema de sobreajuste
si el nu´mero de variables es grande. Aquellos vectores cuya distancia al hiperplano sea
igual al margen se le conocen como vectores soporte.
Sea Vs el conjunto de vectores soporte, a los coeficientes del hiperplano separador le
imponemos la siguiente condicio´n:
βtx+ β0 =
{
1 si su clase asociada es 1,
−1 en caso contrario ∀x ∈ Vs.
A los hiperplanos H1 : β
tx+β0 = 1 y H2 : β
tx+β0 = −1 se denominan les hiperplanos
cano´nicos y tenemos entonces:
βtxk + β0 ≥ 1 si yk = 1,
βtxk + β0 ≤ −1 si yk = −1.
La distancia entre cualquiera de los dos hiperplanos cano´nicos y el hiperplano separa-
dor es exactamente
1
|β| que coincide con el margen anteriormente definido.
En consecuencia, maximizar el margen es equivalente a minimizar |β|. El objetivo se
resume en resolver el siguiente problema de optimizacio´n:
mı´n
|β|2
2
s.a.
yk(β
txk + β0) ≥ 1 ∀k = 1, . . . , n
β ∈ Rp, β0 ∈ R,
que es posible resolverlo mediante el me´todo de los multiplicadores de Lagrange usando
la siguiente funcio´n:
F (β, β0, α) =
1
2
βtβ −
n∑
k=1
αk(yk(β
txk + β0)− 1),
donde α = (α1, . . . , αn) son los multiplicadores de Lagrange. Debido a que las restricciones
son de la forma ci ≥ 0 se tiene que los multiplicadores de Lagrange son todos mayores o
iguales que 0. Para minimizar derivamos con respecto a β y β0 e igualamos a 0 obteniendo
lo siguiente:
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∂F
∂β
= β −∑nk=1 αkykxk = 0⇐⇒ β = ∑nk=1 αkykxk,
∂F
∂β0
= −∑nk=1 αkyk = 0,
sustituyendo estas condiciones en F obtenemos la forma dual del me´todo de los multipli-
cadores de Lagrange:
Fd(α) =
n∑
k=1
αk − 1
2
n∑
k=1
n∑
j=1
αkαjykyjx
t
kxj, (2.2)
la cual hay que maximizar con respecto a α sujeto a las siguientes restricciones:
n∑
k=1
, αkyk = 0, αk ≥ 0 ∀k = 1, . . . , n,
que es un problema de programacio´n cuadra´tica cuya resolucio´n nume´rica es ma´s sencilla
que la del problema primal. Este problema dual tendra´ importancia de cara a estudiar
ma´quinas de vectores soporte no lineales.
Volviendo al problema primal, las condiciones de Karush-Kuhn-Tucker nos proporcio-
nan las condiciones necesarias y suficientes que debe satisfacer un mı´nimo en la funcio´n
objetivo sujeto a restricciones de desigualdades e igualdades. En el problema primal te-
nemos:
∂F
∂β
= β −∑nk=1 αkykxk = 0⇐⇒ β = ∑nk=1 αkykxk,
∂F
∂β0
= −∑nk=1 αkyk = 0,
yk(β
txk + β0)− 1 ≥ 0, ∀k = 1, . . . , n,
αk ≥ 0, ∀k = 1, . . . , n,
αk(yk(β
txk + β0)− 1) = 0, ∀k = 1, . . . , n,
En particular de la u´ltima condicio´n (conocida como condicio´n complementaria de
Karush-Kuhn-Tucker) deducimos que αk = 0 si xk /∈ Vs pues yk(βtxk +β0)−1 6= 0 ya que
xk no es un vector soporte.
Una vez obtenidos los valores de la solucio´n αˆ resolviendo el problema dual, de manera
inmediata se puede calcular los coeficientes del hiperplano siendo estos:
βˆ =
∑
xk∈Vs
αˆkykxk.
Por u´ltimo calculamos βˆ0 usando un vector soporte xk cualquiera una vez obtenida la
solucio´n βˆ:
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αˆk(yk(βˆ
t
xk + βˆ0)− 1) = 0.
Para un vector x, la regla de clasificacio´n consistira´ en observar el signo de βˆ
t
x+ βˆ0 y
proceder de la forma descrita por el clasificador h en (2.1).
En general, no existe el hiperplano que separa las clases completamente, sin embargo,
podemos razonar de manera parecida al caso en el que las categor´ıas sean linealmente
separables con el fin de poder trabajar con clases que no lo sean. En este caso se asume
que el hiperplano cometera´ errores de clasificacio´n.
Se introducira´n unas variables de holgura nuevas ξ1, . . . , ξn para relajar las restricciones
relativas a los hiperplanos cano´nicos que usa´bamos en el caso anterior. Se tiene entonces:
βtxk + β0 ≥ 1− ξk si yk = 1,
βtxk + β0 ≤ −1 + ξk si yk = −1,
ξk ≥ 0, ∀k = 1, . . . , n.
Si ξk > 1 para algu´n k, sera´ un indicador de que el dato xk ha sido mal clasificado a
partir del hiperplano. Adema´s introduciremos un para´metro adicional C > 0 a la nueva
funcio´n objetivo. Este para´metro se encargara´ de realizar una compensacio´n entre maxi-
mizar el margen y minimizar el error de entrenamiento. Pequen˜os valores de C tienden
a enfatizar el margen ignorando datos at´ıpicos (outliers) y valores grandes de C puede
acarrear un sobreajuste en los datos de entrenamiento.
Si las clases no son linealmente separables hay que resolver el problema de optimizacio´n
siguiente:
mı´n
|β|2
2
+
n∑
k=1
Cξk
s.a.
yk(β
txk + β0) ≥ 1− ξk ∀k = 1, . . . , n
ξk ≥ 0 ∀k = 1, . . . , n
β ∈ Rp, β0 ∈ R.
De nuevo, usando los multiplicadores de Lagrange hay que minimizar para β0, β y
ξ = (ξ1, . . . , ξn)
t la siguiente funcio´n:
F (β0, β, ξ, C, α, r) =
1
2
βtβ + C
n∑
k=1
ξk −
n∑
k=1
αk(yk(β
txk + β0)− 1 + ξk)−
n∑
k=1
rkξk,
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siendo α = (α1, . . . , αn)
t y r = (r1, . . . , rn)
t los multiplicadores de Lagrange y adema´s
αk, rk ≥ 0, ∀k = 1, . . . , n.
Derivando con respecto a β0 y β:
∂F
∂β
= β −∑nk=1 αkykxk = 0⇐⇒ β = ∑nk=1 αkykxk,
∂F
∂β0
= −∑nk=1 αkyk = 0,
que coincide con el caso anterior. Si derivamos con respecto a una de las variables de
holgura ξk conseguimos una relacion entre los multiplicadores y C
∂F
∂ξk
= C − αk − rk = 0, ∀k = 1, . . . , n.
Sustituyendo las condiciones anteriores en la funcio´n de Lagrange obtenemos un pro-
blema dual exactamente igual al del caso de las clases linealmente separables visto en
(2.2). Buscamos de nuevo un ma´ximo para α en (2.2) con las siguientes restricciones:
n∑
k=1
αkyk = 0, 0 ≤ αk ≤ C, ∀k = 1, . . . , n.
Las condiciones complementarias de Karush-Kuhn-Tucker en este caso son:
αk(yk(β
tx+ β0)− 1 + ξk) = 0,
rkξk = (C − αk)ξk = 0, ∀k = 1, . . . , n.
Aquellos vectores xk tales que αk > 0 son los denominados vectores soporte. Si para
algu´n k, 0 < αk < C, entonces ξk ha de ser 0, esto significa que estos vectores soporte
se encuentran en los hiperplanos cano´nicos a una distancia 1|β| del hiperplano separador.
Una variable de holgura ξk so´lo puede ser distinta de 0 si C = αk . En este caso diremos
que xk esta´ mal clasificado si ξk > 1. Si ξk < 1 entonces el vector esta´ bien clasificado
pero se encuentra entre un hiperplano cano´nico y el hiperplano separador.
Sea αˆ la solucio´n del problema dual (2.2) los coeficientes de β esta´n determinados
como en el problema anterior, es decir:
βˆ =
n∑
k=1
αˆkykxk,
tomando un vector soporte xk cuya variable de holgura ξk = 0 podemos determinar
fa´cilmente el coeficiente β0:
αˆk(yk(βˆ
t
xk + βˆ0)− 1) = 0.
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Las ma´quinas de vectores soportes tambie´n pueden ser aplicadas en un problema de
clasificacio´n mu´ltiple (en este caso Y = {y1, . . . , yc}) . Existen tres formas de abordarlo:
Uno contra todos. Consiste en tomar una clase y considerar el resto de las clases
como una sola. Como ya estar´ıamos en las condiciones anteriores, buscamos un
hiperplano que separe la clase fijada de las dema´s. Habr´ıa que construir un total de
c hiperplanos, uno para cada clase.
Uno contra uno. El enfoque ser´ıa escoger dos clases, calcular el hiperplano separador
y repetir el proceso hasta realizarlo con todas las parejas de clases posibles. En este
caso el nu´mero de hiperplanos a calcular viene dado por el nu´mero combinatorio
(
c
2
)
Funciones discriminantes. Dado un vector x construir c funciones lineales discrimi-
nantes de la forma:
gyi(x) = β
t
i
x+ β0,i, βi ∈ Rp, β0,i ∈ R ∀i = 1, . . . , c.
Nos centramos en el u´ltimo, buscamos una solucio´n {(β
i
, β0,i), i = 1, . . . , c} tal que la
regla de decisio´n definida por: asignar al vector x la clase yi si se verifica:
gyi(x) = ma´x
yj∈Y
gyj(x),
consiga separar los datos de entrenamiento sin error. E´sto es equivalente a encontrar
soluciones para {(β
i
, β0,i), i = 1, . . . , c} tales que para todo i = 1, . . . , c se tiene:
βt
i
x+ β0,i − (βtjx+ β0,j) ≥ 1,
para cualquier x cuya clase asignada sea yi y para cualquier j 6= i. E´sto significa que
todo par de clases son linealmente separables. En estas condiciones, para encontrar los
coeficientes de las funciones discriminantes hay que minimizar la siguiente expresio´n:
mı´n
c∑
i=1
βt
i
β
i
s.a.
βt
i
xk + β0,i − (βtjxk + β0,j) ≥ 1 ∀k = 1, . . . , n, ∀j = 1, . . . , c, j 6= i
β
i
∈ Rp, β0,i ∈ R ∀i = 1, . . . , c.
En estas restricciones, el vector xk tiene asociada la clase yi, para todo k = 1, . . . , n y
para todo i = 1, . . . , c. El nu´mero total de restricciones del problema es n(c− 1).
Si por el contrario las clases no son linealmente separables, entonces introducimos de
nuevo las variables de holgura y el para´metro C, de forma que el problema de optimizacio´n
queda determinado:
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mı´n
c∑
i=1
βt
i
β
i
+ C
n∑
i=1
ξi
s.a.
βt
i
xk + β0,i − (βtjxk + β0,j) ≥ 1− ξi ∀k = 1, . . . , n, ∀j = 1, . . . , c, j 6= i
β
i
∈ Rp, β0,i ∈ R, ∀i = 1, . . . , c.
Para este caso, xk debe cumplir lo mismo que en el problema anterior donde las clases
son linealmente separables. El nu´mero de restricciones es tambie´n n(c− 1). La resolucio´n
de ambos problemas de optimizacio´n sigue los mismos pasos que en el caso binario.
En el siguiente ejemplo, tenemos una muestra de 42000 d´ıgitos3 representados en p´ıxe-
les. Cada p´ıxel representa una variable, formando un total de 784 variables explicativas
ma´s la variable objetivo de la cual sabemos que posee 10 d´ıgitos diferentes (del 0 al 9).
Se pretende realizar un reconocimiento de patrones con la informacio´n proporcionada por
los p´ıxeles, para identificar el nu´mero representado usando ma´quinas de vectores soporte.
Para este modelo en particular emplearemos las librerias de R, pixmap, e1071 y kernlab
adema´s de algunas ya empleadas en casos anteriores.
l ibrary ( pixmap )
l ibrary ( c a r e t )
l ibrary ( kern lab )
l ibrary ( x tab l e )
l ibrary ( b i o t o o l s )
num = read . csv ( ”numeros . csv ” , sep =” , ” , header = TRUE)
num [ , 1 ] = as . factor (num [ , 1 ] )
set . seed (12345)
muestraE = sample ( 1 :nrow(num) ,28000)
num1 = num[ muestraE , ]
num2 = num[−muestraE , ]
Para ver una representacio´n de alguno de los d´ıgitos usaremos la funcio´n pixmapGrey.
Esta funcio´n usa una matriz (en este caso de 28 × 28) donde cada entrada representa la
intensidad de los grises de cada p´ıxel con un nu´mero entre 0 y 1, siendo 0 el color negro y
1 el color blanco. Ya que las variables se miden de 0 a 256 hacemos un cambio de escala
para reducirla al intervalo deseado y obtenemos los d´ıgitos.
3Los datos correspondientes se encuentran en https://www.kaggle.com/c/digit-recognizer/data
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num1 [ , 2 : 7 8 5 ] = (−1)∗ ( (num1 [ , 2 : 7 8 5 ] /256)−1)
num2 [ , 2 : 7 8 5 ] = (−1)∗ ( (num2 [ , 2 : 7 8 5 ] /256)−1)
parant ig<−par ( mfrow=c ( 5 , 5 ) ,
mar=c (0 ,0 ,0 ,0)+1 , bg=” l i g h t b l u e ” )
for ( i in 1 : 25 )
{matriz= num1 [ i , 2 : 7 8 5 ]
x=pixmapGrey ( matriz , 28 , 28 , c e l l r e s =1)
x@grey<−t ( x@grey )
plot ( x )
}
Ya que estamos trabajando con 784 variables explicativas, es conveniente reducir la
dimensio´n usando el ana´lisis de componentes principales para poder realizar el modelo de
clasificacio´n.
componentes = princomp (num1[ , −1 ] )
s = summary( componentes )
v = ( s$sdev )ˆ2
> sum( v [ 1 : 9 0 ] ) /sum( v )
[ 1 ] 0 .9043871
Como podemos observar, emplear un total de 90 variables conlleva ma´s de un 90 % de
varianza total explicada. Calculamos las puntuaciones de cada vector en las componentes
principales y an˜adimos su clase correspondiente tanto en el conjunto de entrenamiento
como en el de prueba. Posteriormente creamos el modelo con la funcio´n ksvm.
punt .num = as . data . frame (cbind (num1$ l abe l , componentes$ s c o r e s [ , 1 : 9 0 ] ) )
punt .num [ , 1 ] = as . factor ( punt .num[ ,1 ]−1)
t e s t = predict ( componentes , num2 [ , 2 : 7 8 5 ] )
punt . t e s t = as . data . frame (cbind (num2$ l abe l , t e s t [ , 1 : 9 0 ] ) )
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punt . t e s t [ , 1 ]= as . factor ( punt . t e s t [ ,1 ]−1)
svm . num1 = ksvm( punt .num [ , 1 ] ∼ . ,data = punt .num,
ke rne l = ” v a n i l l a d o t ” )
La variable de entrada kernel denota el nu´cleo que estamos utilizando para realizar
este modelo, en este caso, el modelo lineal se construye introduciendo a esta variable
de entrada la indicacio´n vanilladot. En cap´ıtulos posteriores veremos ejemplos donde es
posible usar otros tipos de nu´cleos (no lineales) para realizar la clasificacio´n. Pasamos a
observar los errores de entrenamiento.
predE = predict (svm . num1 , punt .num, type= ” response ” )
print ( x tab l e ( con fus ionmatr ix ( predE , num1$ l a b e l ) , d i g i t s = 0) )
0 1 2 3 4 5 6 7 8 9
0 2742 0 0 0 0 0 0 0 0 0
1 0 3080 0 0 0 0 0 0 0 0
2 0 0 2786 0 0 0 0 0 0 0
3 0 0 0 2886 0 0 0 0 0 0
4 0 0 0 0 2706 0 0 0 0 0
5 0 0 0 0 0 2571 0 0 0 0
6 0 0 0 0 0 0 2734 0 0 0
7 0 0 0 0 0 0 0 2963 0 0
8 0 0 0 0 0 0 0 0 2732 0
9 0 0 0 0 0 0 0 0 0 2800
Se comprueba que las variables son linealmente separables por hiperplanos ya que su
error de entrenamiento es 0. Veamos los errores de prueba y la evaluacio´n del clasificador.
predT=predict (svm . num1 , punt . t e s t , type=” response ” )
confus ionMatr ix ( predT , punt . t e s t [ , 1 ] )
Confusion Matrix and S t a t i s t i c s
0 1 2 3 4 5 6 7 8 9
0 1390 0 0 0 0 0 0 0 0 0
1 0 1604 0 0 0 0 0 0 0 0
2 0 0 1391 0 0 0 0 0 0 0
3 0 0 0 1465 0 0 0 0 0 0
4 0 0 0 0 1366 0 0 0 0 0
5 0 0 0 0 0 1224 0 0 0 0
6 0 0 0 0 0 0 1403 0 0 0
7 0 0 0 0 0 0 0 1438 0 0
8 0 0 0 0 0 0 0 0 1331 0
9 0 0 0 0 0 0 0 0 0 1388
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Overa l l S t a t i s t i c s
Accuracy : 1
95 % CI : ( 0 . 9997 , 1)
No Informat ion Rate : 0 .1146
P−Value [ Acc > NIR ] : < 2 .2 e−16
Donde comprobamos que tambie´n clasifica correctamente el resto de los datos de prue-
ba. El hecho de haber empleado el ana´lisis de componentes principales en este caso ha
tenido una ventaja significativa, ya que reducir la dimensio´n ha ayudado ampliamente a
disminuir el coste computacional del modelo debido a que existen menos para´metros a
estimar. Adema´s, la perdida de informacio´n que existe al usar 90 componentes principales
no ha supuesto un problema de cara a clasificar los datos.
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Cap´ıtulo 3
Clasificadores no lineales
En ocasiones el problema de clasificacio´n se hace ma´s complicado si se restringe a
la bu´squeda de l´ımites de decisio´n lineales. Por ello, recurrimos a emplear otro tipo de
clasificadores donde los l´ımites de decisio´n sean no lineales. Una de las ventajas de los
clasificadores lineales es que son fa´cilmente interpretables. Los siguientes clasificadores
que se describira´n a continuacio´n tratara´n de mejorar los resultados a cambio de perder
facilidad de interpretacio´n. Al igual que en el cap´ıtulo anterior supondremos c ≥ 2 clases
y vectores de dimensio´n p.
3.1. Clasificador Naive Bayes
El siguiente clasificador que vamos a detallar es conocido como Naive Bayes. El enfo-
que que emplearemos sera´ similar al del ana´lisis discriminante lineal, es decir, partiendo
del teorema de Bayes y usando funciones discriminantes.
Este clasificador requiere que las distribuciones condicionadas a cada clase sean inde-
pendientes entre ellas. Esta hipo´tesis es dif´ıcil de cumplir y por ello se denomina a este
clasificador naive (ingenuo).
No obstante, este algoritmo de clasificacio´n se utiliza hoy en d´ıa consiguiendo buenos
resultados en varios a´mbitos, por ejemplo, en la deteccio´n de correo spam o en la clasifi-
cacio´n de textos en funcio´n de su tema´tica entre otros usos.
Con estas condiciones veamos la construccio´n del algoritmo. Al igual que en el ADL,
el clasificador naive Bayes busca la clase y∗ ∈ Y tal que fijado un vector x = (x1, . . . , xn)t
cumpla que:
gy∗(x) ≥ gy(x) ⇐⇒ P(Y = y∗|X = x) ≥ P(Y = y|X = x), ∀y ∈ Y .
Aplicando el teorema de Bayes, quitando el denominador (no depende de la clase que
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sea asignada) y usando la hipo´tesis de independencia entre clases, las funciones discrimi-
nantes en este clasificador son de la forma:
gy(x) = P(Y = y)
n∏
i=1
fXi|Y=y(xi), con y ∈ Y .
Un inconveniente importante es el nu´mero de para´metros a estimar para decidir a que
clase asignar el vector considerado. Existen enfoques diferentes dependiendo del tipo de
valores que expresen los datos. Haremos una distincio´n entre los datos que procedan de
variables discretas y aquellos que sigan una distribucio´n continua.
Si los datos son valores discretos podemos realizar la estimacio´n de las funciones de
probabilidad fXi|Y=y(xi) tomando el nu´mero de datos cuyo resultado sea la clase y como
variable de respuesta y dividiendo el nu´mero total de aquellos datos donde la variable Xi
toma el valor xi entre el nu´mero de datos totales de cuya clase sea y, con 1 ≤ i ≤ p.
Por el contrario, si las variables son continuas supondremos que dichos datos siguen
una distribucio´n normal univariante y trataremos de estimar los para´metros necesarios
para las funciones de densidad. Por ser distribuciones normales tenemos que:
fXi|Y=y(xi) =
1√
2piσy
exp{−1
2
(
xi − µy
σy
)2}, ∀i = 1, . . . , p, con y ∈ Y .
Necesitamos encontrar una estimacio´n de µy y σy, para ello podemos considerar la
media y la cuasivarianza muestral respectivamente de los datos de la variable Xi con va-
riable de respuesta y.
Debido a la independencia de las variables condicionadas es posible realizar este algo-
ritmo si nos encontramos con algu´n caso donde las variables sean de distinto tipo, basta
con realizar las estimaciones de las variables distinguiendo si son continuas o discretas
siguiendo los pasos anteriores.
Por otra parte, para estimar la probabilidad a priori de una clase fijada, solo tenemos
que dividir el nu´mero de datos que tienen esa clase entre el total de datos que disponemos.
Para ver un ejemplo del modelo de Naive Bayes vamos a trabajar con una muestra
de 1956 comentarios extra´ıdos de 5 videos diferentes de YouTube1. El objetivo va a ser
encontrar cuales de estos comentarios se consideran basura o spam. Estos comentarios
estara´n en ingle´s.
Para este problema necesitaremos las siguientes librer´ıas de R:
1Los datos se encuentran en https://archive.ics.uci.edu/ml/datasets/YouTube+Spam+Collection
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l ibrary ( e1071 )
l ibrary ( SparseM )
l ibrary (tm)
l ibrary ( x tab l e )
l ibrary ( c a r e t )
l ibrary ( wordcloud )
Procedemos a leer los datos y a unificarlos en un solo archivo, prescindiendo de todas
las variables salvo el texto y el tipo de comentario.
spam1 = read . csv ( ”youtube1 . csv ” , sep = ” ; ” , s t r i ng sAsFac to r s=FALSE)
spam2 = read . csv ( ”youtube2 . csv ” , sep = ” ; ” , s t r i ng sAsFac to r s=FALSE)
spam3 = read . csv ( ”youtube3 . csv ” , sep = ” ; ” , s t r i ng sAsFac to r s=FALSE)
spam4 = read . csv ( ”youtube4 . csv ” , sep = ” ; ” , s t r i ng sAsFac to r s=FALSE)
spam5 = read . csv ( ”youtube5 . csv ” , sep = ” ; ” , s t r i ng sAsFac to r s=FALSE)
spam = rbind ( spam1 , spam2 , spam3 , spam4 , spam5 )
spam = spam [ , 4 : 5 ]
colnames ( spam) = c ( ” texto ” , ” c l a s e ” )
spam$ c l a s e = as . factor ( spam$ c l a s e )
La clase del texto se considerara´ una categor´ıa o factor (spam o no) y el texto sera´
considerada como una cadena de caracteres.
Introducimos ahora las funciones VectorSource y VCorpus. La primera de ellas habilita
a R a que interprete cada componente del vector como un texto y la segunda se emplea
para crear una estructura donde poder trabajar con cada palabra que aparece en el vector
anterior. Para facilitar la lectura de datos cuando realicemos el modelo, pondremos todas
las letras en minu´scula, se suprimira´n los nu´meros y aquellas palabras con poco significado
o poco relevantes (conjunciones, pronombres, etc), tambie´n se eliminara´n los s´ımbolos de
puntuacio´n. Por u´ltimo se suprimen los espacios en blanco sobrantes.
e s t r u c t u r a = VCorpus ( VectorSource ( spam$ texto ) )
corpspam = tm map( es t ruc tura , content t rans fo rmer ( to lower ) )
corpspam = tm map( corpspam , removeNumbers )
corpspam = tm map( corpspam , removeWords , stopwords ( ) )
corpspam = tm map( corpspam , removePunctuation )
corpspam = tm map( corpspam , s t r ipWhitespace )
Aqu´ı podemos ver como queda un comentario despue´s de ser filtrado.
> as . character ( e s t r u c t u r a [ [ 6 ] ] )
[ 1 ] ”Hey , check out my new webs i te ! ! This s i t e i s about k ids s t u f f .
k idsmediausa . com”
> as . character ( corpspam [ [ 6 ] ] )
[ 1 ] ”hey check new webs i te s i t e k id s s t u f f kidsmediausa com”
Podemos visualizar con un gra´fico cuales son las palabras que ma´s se repiten en los
comentarios de cada clase. El taman˜o indicara´ mayor repeticio´n.
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Con la funcio´n DocumentTermMatrix se crea una matriz que emplearemos para po-
der introducir los datos de entrenamiento y prueba dentro del modelo. Por consiguiente,
podemos separar los datos una vez filtrados.
muestra = sample ( 1 :nrow( spam ) ,1400)
entreno = spam [ muestra , ]
t e s t = spam[−muestra , ]
sa l idaE = entreno$ c l a s e
sa l idaT = t e s t $ c l a s e
dtmspam = DocumentTermMatrix ( corpspam )
dtmspamE = dtmspam [ muestra , ]
dtmspamT = dtmspam[−muestra , ]
Otra forma de reducir los para´metros a estimar del modelo es simplificar el nu´mero
de palabras consideradas. Creamos un vector con todas aquellas palabras que se repiten
ma´s de 5 veces en todo el texto de entrenamiento y desechamos aquellas que no aparezcan
en el mismo ya que no tendra´n mucha relevancia a la hora de estimar para´metros y so´lo
aumentar´ıan el coste computacional del modelo.
pa labras = findFreqTerms (dtmspamE , 5 )
f recE = dtmspamE [ , pa labras ]
f recT = dtmspamT [ , pa labras ]
Definimos la funcio´n palabra para que al introducir los datos de entrenamiento en el
clasificador, se sepa si cada palabra en cuestio´n aparece en el texto que se este´ leyendo.
Le aplicamos dicha funcio´n a los datos para que el modelo pueda interpretar con facilidad
si una palabra esta´ dentro del texto o no.
pa labra = function ( x ){
x = i f e l s e (x>0, ”Yes” , ”No” )
}
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spamE = apply ( frecE ,MARGIN = 2 , palabra )
spamT = apply ( frecT ,MARGIN = 2 , palabra )
Creamos el clasificador usando la funcio´n contenida en el paquete e1071 denominada
naiveBayes. Ademas podemos observar ya el error de entrenamiento.
naiveB = naiveBayes (spamE , sa l idaE )
predE = predict ( naiveB , spamE)
print ( x tab l e ( con fus ionmatr ix ( predE , entreno$ c l a s e ) , d i g i t s = 0) )
Normal Spam
Normal 665 133
Spam 17 585
A la vista de la tabla el error de entrenamiento del modelo es de 0,1071. Estudiamos
ahora el error de prueba y vemos la matriz de confusio´n del modelo.
predT = predict ( naiveB , spamT)
confus ionMatr ix ( predT , t e s t $ c l a s e , p o s i t i v e = ”1” )
Confusion Matrix and S t a t i s t i c s
0 1
0 264 52
1 10 235
Accuracy : 0 .8895
95 % CI : ( 0 . 8606 , 0 .9142)
No Informat ion Rate : 0 .5116
P−Value [ Acc > NIR ] : < 2 .2 e−16
Kappa : 0 .7796
Mcnemar ’ s Test P−Value : 1 .919 e−07
S e n s i t i v i t y : 0 .8188
S p e c i f i c i t y : 0 .9635
Pos Pred Value : 0 .9592
Neg Pred Value : 0 .8354
Preva lence : 0 .5116
Detect ion Rate : 0 .4189
Detect ion Preva lence : 0 .4367
Balanced Accuracy : 0 .8912
’ P o s i t i v e ’ Class : ”Spam” = 1
Observamos que el error es similar al de entrenamiento lo que implica un buen resultado
a la hora de clasificar dado el taman˜o de la muestra, por otra parte, el modelo es ma´s
permisivo con los comentarios pues tiene ma´s tendencia a cometer errores clasificando en
la categor´ıa normal siendo spam, algo que tambie´n se aprecia en el error de entrenamiento.
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3.2. Ana´lisis discriminante cuadra´tico
El siguiente clasificador es muy similar al ana´lisis discriminante lineal del cap´ıtulo
anterior. Cuando aborda´bamos el problema del ADL se supon´ıa normalidad en los datos
e igualdad de matriz de varianzas y covarianzas de cada clase.
Para el ana´lisis discriminante cuadra´tico (ADC) so´lo supondremos que los datos se
distribuyen a partir de una distribucio´n normal p-variante, es decir:
fX|Y=y(x) =
1
(2pi)
p
2 |Σy| 12
exp{−1
2
(x− µ
y
)tΣ−1y (x− µy)}, ∀y ∈ Y ,
como el ADC esta´ basado en el clasificador de Bayes, la regla de clasificacio´n consiste en
asignar al vector x la clase y∗ si:
gy∗(x) ≥ gy(x) ⇐⇒ P(Y = y∗|X = x) ≥ P(Y = y|X = x), ∀y ∈ Y ,
como siempre, en caso de empate entre dos o ma´s clases, se asignara´ aleatoriamente a una
de las clases anteriores. Al igual que en el caso lineal se puede aplicar el teorema de Bayes
y utilizar la suposicio´n de normalidad obteniendo:
1
|Σy∗| 12
exp{−1
2
(x−µ
y∗
)tΣ−1y∗ (x−µy∗)}pi(y∗) ≥
1
|Σy| 12
exp{−1
2
(x−µ
y
)tΣ−1y (x−µy)}pi(y), ∀y ∈ Y .
Ahora procedemos de la misma forma y aplicamos logaritmos en ambos lados resul-
tando:
−1
2
log(|Σy∗|)−1
2
(x−µ
y∗
)tΣ−1y∗ (x−µy∗)+log(pi(y∗)) ≥ −
1
2
log(|Σy|)−1
2
(x−µ
y
)tΣ−1y (x−µy)+log(pi(y)),
donde al no tener la suposicio´n de igualdad de matrices de varianzas y covarianzas no es
posible reducir ma´s en la desigualdad anterior. Por tanto, las funciones discriminantes del
clasificador vienen dadas por la siguiente expresio´n:
gy(x) = −1
2
log(|Σy|)− 1
2
(x− µ
y
)tΣ−1y (x− µy) + log(pi(y)), ∀y ∈ Y .
El segundo te´rmino en la expresio´n anterior es de orden cuadra´tico (de ah´ı el nombre
de este clasificador). Para poder realizar este algoritmo se necesita calcular los estimado-
res de las matrices de varianzas y covarianzas para cada clase, as´ı como su media y su
probabilidad a priori. Al ser distribuciones normales los estimadores que se empleara´n
sera´n la media muestral y la matriz de varianzas y cuasivarianzas muestrales. Para la
probabilidad a priori como siempre se tomara´ el nu´mero de datos de entrenamiento que
presenten la categor´ıa y dividido entre el nu´mero total de datos de entrenamiento.
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Para el siguiente ejemplo se toma una muestra de taman˜o 150 de tres tipos diferentes
de iris2 (setosa, versicolor y virginica) a las que se le realizan diferentes medidas del pe´talo
y el se´palo recogidas en las 4 siguientes variables:
X1 ≡ Largo del se´palo.
X2 ≡ Ancho del se´palo.
X3 ≡ Largo del pe´talo.
X4 ≡ Ancho del pe´talo.
Y ≡ Tipo de iris.
Procedemos a leer los datos y a realizar la prueba de normalidad de Shapiro-Wilk para
probar las hipo´tesis. Ya que los datos se encuentran ordenados por clase tendremos sera´
mas fa´cil aplicar la prueba de normalidad.
i r i s = read . table ( ” I r i s . txt ” , sep =” , ” )
colnames ( i r i s ) = c ( paste ( ”X” , 1 : 4 , sep=”” ) , ”Y” )
apply ( i r i s [ 1 : 5 0 , 1 : 4 ] , 2 , shap i ro . t e s t )
apply ( i r i s [ 5 1 : 1 0 0 , 1 : 4 ] , 2 , shap i ro . t e s t )
apply ( i r i s [ 1 0 1 : 1 5 0 , 1 : 4 ] , 2 , shap i ro . t e s t )
Los p-valores obtenidos se encuentran en la siguiente tabla:
Setosa Versicolor Virginica
X1 0.4595 0.4647 0.2583
X2 0.2715 0.338 0.1809
X3 0.0548 0.1585 0.1098
X4 8.659e-07 0.02728 0.08695
A nivel de significacio´n 0,05 las tres primeras variables podemos suponer que siguen
una distribucio´n normal para poder ver como resulta un l´ımite de decisio´n no lineal,
primero efectuaremos un ejemplo usando solamente las dos primeras variables. R tiene
implementado este clasificador con la funcio´n qda dentro del paquete MASS con el que
ya trabajamos en el cap´ıtulo anterior.
set . seed (264)
muestra = sample ( 1 :nrow( i r i s ) , 100 )
entreno = i r i s [ muestra , ]
t e s t = i r i s [−muestra , ]
i r i s q d a = qda (Y ∼ X1 + X2 , entreno [ , c ( 1 , 2 , 5 ) ] )
2Los datos del ejemplo esta´n recogidos en https://archive.ics.uci.edu/ml/machine-learning-
databases/iris/
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Como en los casos anteriores buscamos los errores de entrenamiento y prueba comen-
zando por el primero de los mencionados.
predE = predict ( i r i s q d a , entreno [ , c ( 1 , 2 , 5 ) ] )
print ( x tab l e ( con fus ionmatr ix ( entreno$Y, predE$class ) ) )
Iris-setosa Iris-versicolor Iris-virginica
Iris-setosa 34 0 0
Iris-versicolor 0 18 12
Iris-virginica 0 12 24
El error de entrenamiento es de 0,24 que suele ser mucho ma´s alto del que se podr´ıa
obtener con otros clasificadores en este conjunto de datos 3. Tambie´n es cierto que solo
estamos empleando la mitad de la informacio´n disponible usando dos variables. Veamos
el error de prueba:
predT = predict ( i r i s q d a , t e s t [ , c ( 1 , 2 , 5 ) ] )
confus ionMatr ix ( predT$class , t e s t $Y)
Confusion Matrix and S t a t i s t i c s
I r i s−s e t o s a I r i s−v e r s i c o l o r I r i s−v i r g i n i c a
I r i s−s e t o s a 15 0 0
I r i s−v e r s i c o l o r 1 14 1
I r i s−v i r g i n i c a 0 6 13
Overa l l S t a t i s t i c s
Accuracy : 0 .84
95 % CI : ( 0 . 7089 , 0 .9283)
No Informat ion Rate : 0 . 4
P−Value [ Acc > NIR ] : 1 .986 e−10
Kappa : 0 .7611
Mcnemar ’ s Test P−Value : NA
S t a t i s t i c s by Class :
I r i s−s e t o s a I r i s−v e r s i c o l o r I r i s−v i r g i n i c a
S e n s i t i v i t y 1 .00 0 .9500 1 .0000
S p e c i f i c i t y 1 .00 1 .0000 0 .9722
Pos Pred Value 1 .00 1 .0000 0 .9333
Neg Pred Value 1 .00 0 .9677 1 .0000
Preva lence 0 .32 0 .4000 0 .2800
Detect ion Rate 0 .32 0 .3800 0 .2800
Detect ion Preva lence 0 .32 0 .3800 0 .3000
Balanced Accuracy 1 .00 0 .9750 0 .9861
3En este enlace aparecen los resultados usando redes neuronales con este conjunto de datos
http://lab.fs.uni-lj.si/lasin/wp/IMIT files/neural/doc/seminar8.pdf
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El error de prueba es algo mejor aunque sigue lejos de lo que otros algoritmos pudieran
conseguir. Por u´ltimo, podemos ver una gra´fica con los puntos representados en el plano.
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Análisis discriminante cuadrático
En tria´ngulos aquellos elementos del conjunto de prueba. Notar que la clase setosa
es linealmente separable de las otras dos4 por ello el l´ımite de decisio´n para esa clase se
asemeja a una recta.
Para tratar de mejorar los resultados vamos a realizar otro modelo usando la tercera
variable que tambie´n pod´ıamos suponer normal.
i r i s q d a 3 = qda (Y ∼ X1 + X2 + X3 , entreno [ , −4 ] )
predE3 = predict ( i r i s qda3 , entreno [ , −4 ] )
print ( x tab l e ( con fus ionmatr ix ( predE3$class , entreno$Y) , d i g i t s = 0) )
Iris-setosa Iris-versicolor Iris-virginica
Iris-setosa 34 0 0
Iris-versicolor 0 27 2
Iris-virginica 0 3 34
Vemos como la introduccio´n de la tercera variable mejora los resultados pasando a
tener un error de entrenamiento de 0.05.
predT3 = predict ( i r i s qda3 , t e s t [ , −4 ] )
confus ionMatr ix ( predT3$class , t e s t $Y)
Confusion Matrix and S t a t i s t i c s
4Vease https://pbil.univ-lyon1.fr/R/pdf/course5.pdf
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I r i s−s e t o s a I r i s−v e r s i c o l o r I r i s−v i r g i n i c a
I r i s−s e t o s a 16 0 0
I r i s−v e r s i c o l o r 0 19 0
I r i s−v i r g i n i c a 0 1 14
Overa l l S t a t i s t i c s
Accuracy : 0 .98
95 % CI : ( 0 . 8935 , 0 .9995)
No Informat ion Rate : 0 . 4
P−Value [ Acc > NIR ] : < 2 .2 e−16
Kappa : 0 .9698
S t a t i s t i c s by Class :
I r i s−s e t o s a I r i s−v e r s i c o l o r I r i s−v i r g i n i c a
S e n s i t i v i t y 1 .00 1 .0000 0 .9333
S p e c i f i c i t y 1 .00 0 .9677 1 .0000
Pos Pred Value 1 .00 0 .9500 1 .0000
Neg Pred Value 1 .00 1 .0000 0 .9722
Preva lence 0 .32 0 .3800 0 .3000
Detect ion Rate 0 .32 0 .3800 0 .2800
Detect ion Preva lence 0 .32 0 .4000 0 .2800
Balanced Accuracy 1 .00 0 .9839 0 .9667
Se observa tambie´n como so´lo ha existido un u´nico error de clasificacio´n en los datos de
prueba. El inconveniente ma´s importante que presenta este clasificador es la suposicio´n de
normalidad que posee pues impone una condicio´n fuerte para poder usarse en los datos.
3.3. K vecinos ma´s cercanos
El me´todo de los k vecinos ma´s cercanos (k-nn) es un algor´ıtmo no lineal cuya prime-
ra aparicio´n data de 1951 por Fix y Hodges. Se necesita para empezar, fijar un nu´mero
k entero y positivo. Para cada vector x perteneciente al conjunto de entrenamiento hay
que buscar aquellos k vectores dentro del conjunto que se encuentren a menor distancia
(en este caso se considerara´ siempre la norma eucl´ıdea para medir la distancia entre dos
vectores aunque el argumento que se expondra´ es va´lido para cualquier otra distancia) de
x.
Una vez identificados los k vectores que se encuentran a distancia mı´nima denotamos
ese conjunto de vectores por Kx, observamos su clase asociada. Fijado un vector x vamos
a considerar ahora un estimador de la probabilidad condicionada P(Y = y|X = x) que
viene dado por:
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1
k
∑
(xi,yi)∈Kx
I(y = yi), ∀y ∈ Y ,
siendo I(y = yi) la funcio´n indicadora que toma el valor 1 si y = yi y 0 en caso contrario,
con 1 ≤ i ≤ k. La regla de asignacio´n sera´ en este caso la misma que en el clasificador de
Bayes, clasificar en la categor´ıa ma´s probable, es decir:
h(x) = arg ma´x
y∈Y
P(Y = y|X = x) = arg ma´x
y∈Y
1
k
∑
(xi,yi)∈Kx
I(y = yi).
Diremos tambie´n que un vector pertenece al l´ımite de decisio´n del clasificador si entre
los vectores ma´s cercanos predominan dos o ma´s clases.
La eleccio´n del valor de k es fundamental para este proceso de clasificacio´n, enten-
diendo que valores muy grandes de k conllevan la eleccio´n ma´s probable pero tambie´n
podr´ıa ser un inconveniente si el vector no pertenece a la clase que ma´s se repite. Por
otro lado, una eleccio´n pequen˜a de k trae consigo una alta variabilidad y unos l´ımites de
decisio´n inestables, esto es, un ligero cambio en los datos de entrenamiento implica un
posible cambio dra´stico en los l´ımites de decisio´n.
Por estas razones no podremos escoger ni un nu´mero muy grande ni muy pequen˜o
para k. Para elegir dicho nu´mero consideraremos varios valores de k y observaremos los
errores obtenidos.
Para ver su implementacio´n en R tenemos un estudio sobre unas medidas que se han
realizado en la espalda5 de 310 pacientes y queremos ver si el paciente presenta alguno de
los dos tipos de lesio´n (hernia discal y espondilolistesis) o no. Por lo tanto, tenemos un
problema con tres clases y las siguientes variables.
X1 ≡ Incidencia pe´lvica.
X2 ≡ Inclinacio´n pe´lvica.
X3 ≡ Lordosis lumbar.
X4 ≡ Pendiente del sacro.
X5 ≡ Radio pe´lvico.
X6 ≡ Grado de espondilolistesis.
Y ≡ Presenta o no alguna de las lesiones anteriores.
5Los datos para este ejemplo esta´n en https://archive.ics.uci.edu/ml/datasets/Vertebral+Column
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Comenzamos abriendo el fichero de datos y cargando las librer´ıas necesarias para
el modelo. En R existen varias funciones que implementan este clasificador, la que se
empleara´ en el ejemplo sera´ la contenida en la librer´ıa caret con la que ya se ha trabajado
previamente y la funcio´n del clasificador es knn3.
l ibrary ( c a r e t )
l ibrary ( b i o t o o l s )
l ibrary ( x tab l e )
espa lda = read . table ( ” Espalda1 . txt ” , sep=”” )
colnames ( espa lda ) = c ( paste ( ”X” , 1 : 6 , sep=”” ) , ”Y” )
set . seed (1241243)
mezcla2 = sample ( 1 : 310 , 310 )
espa lda = espa lda [ mezcla2 , ]
ent = espa lda [ 1 : 2 1 0 , ]
t e s t = espa lda [ 2 1 1 : 3 1 0 , ]
Antes de elegir el valor de k vamos ver en un gra´fico los errores de entrenamiento y
prueba en funcio´n del aumento de k creado mediante el siguiente bucle:
e r ro r e sE = NULL
errore sT = NULL
for ( i in 1 : 50 ){
k = knn3 (Y∼. , ent , k = i )
entrenamiento = predict (k , ent , type = ” c l a s s ” )
ec = confus ionmatr ix ( entrenamiento , ent$Y)
e = 1−(sum( diag ( ec ) ) /sum( ec ) )
e r ro r e sE = cbind ( erroresE , e )
prueba = predict (k , t e s t , type = ” c l a s s ” )
et = confus ionmatr ix ( prueba , t e s t $Y)
t = 1− (sum( diag ( e t ) ) /sum( e t ) )
e r ro re sT = cbind ( erroresT , t )
}
Representamos pues la linea de puntos para visualizar los errores.
plot ( 1 : 5 0 , erroresE , type = ”b” , col = ” blue ” , xlab = ”k vec ino s ” , ylab = ”” ,
ylim = c ( −0 .02 ,0 .22) )
l ines ( 1 : 5 0 , erroresT , type = ”b” , col = ” red ” )
abline (h = mean( e r ro r e sE ) , col = ” blue ” , l t y = 2)
abline (h = mean( e r ro re sT ) , col = ” red ” , l t y = 2)
legend ( ” bottomright ” , legend= c ( ” Entrenamiento ” , ”Prueba” ) , pch = 1 ,
cex = 1 . 2 , col =c ( ” blue ” , ” red ” ) )
t i t l e ( main = ” Errore s de c l a s i f i c a c i o´n” )
3.3. K VECINOS MA´S CERCANOS 67
0 10 20 30 40 50
0.
00
0.
05
0.
10
0.
15
0.
20
k vecinos
Entrenamiento
Prueba
Errores de clasificación
Las lineas discontinuas se muestran las medias de ambos errores. A la vista de la gra´fica
las conclusiones que podr´ıan sacarse son: que el modelo esta´ algo sobreajustado para bajos
valores de k y que para el resto de modelos, la tendencia del error de entrenamiento es
aumentar mientras que el de prueba se estabiliza. Para seguir detallando este ejemplo, se
considerara´ el valor k = 10 pues generaliza correctamente los datos que se le han incluido.
Pasamos entonces a detallar los errores cometidos por este clasificador.
k10 = knn3 (Y ∼ . , ent , k = 10)
predE10 = predict ( k10 , ent , type = ” c l a s s ” )
print ( x tab l e ( con fus ionmatr ix ( predE10 , ent$Y) , d i g i t s = 0) )
Hernia Normal SL
Hernia 28 9 1
Normal 12 61 3
SL 1 1 94
El error de entrenamiento obtenido es de 0,1285714. Por u´ltimo veamos el error de
prueba.
pred10 = predict ( k10 , t e s t , type = ” c l a s s ” )
confus ionMatr ix ( pred10 , t e s t $Y)
Confusion Matrix and S t a t i s t i c s
DH NO SL
DH 13 5 0
NO 6 22 0
SL 0 2 52
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Overa l l S t a t i s t i c s
Accuracy : 0 .87
95 % CI : ( 0 . 78 8 , 0 . 9289)
No Informat ion Rate : 0 .52
P−Value [ Acc > NIR ] : 1 .188 e−13
Kappa : 0 .7847
Mcnemar ’ s Test P−Value : NA
S t a t i s t i c s by Class :
Hernia Normal SL
S e n s i t i v i t y 0 .6842 0 .7586 1 .0000
S p e c i f i c i t y 0 .9383 0 .9155 0 .9583
Pos Pred Value 0 .7222 0 .7857 0 .9630
Neg Pred Value 0 .9268 0 .9028 1 .0000
Preva lence 0 .1900 0 .2900 0 .5200
Detect ion Rate 0 .1300 0 .2200 0 .5200
Detect ion Preva lence 0 .1800 0 .2800 0 .5400
Balanced Accuracy 0 .8112 0 .8371 0 .9792
Donde vemos que el error de prueba es de 0,13. Este clasificador detecta mejor los
casos de espondilolitesis que los de hernia. Para obtener buenos resultados este algoritmo
necesita un taman˜o de muestra grande, sin embargo el coste computacional aumenta
debido al nu´mero de ca´lculos a realizar para calcular las distancias entre vectores. Este
problema tambie´n aparece si el nu´mero de variables en los datos es grande.
3.4. Perceptro´n multicapa
En el cap´ıtulo anterior se hac´ıa referencia a las redes neuronales artificiales y en par-
ticular a la forma ma´s simple de ellas que es el Perceptro´n. Tambie´n se mencionaba las
limitaciones que este algoritmo posee tales como que el problema ha de ser binario y las
dos clases linealmente separables para que el algoritmo pueda aplicarse. Con este me´todo
buscamos generalizar ese concepto detallado previamente empleando un modelo con ma´s
neuronas distribuidas en un nu´mero indefinido de capas que sea capaz de solventar las
limitaciones anteriores.
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El modelo del Perceptro´n multicapa aunque fue propuesto por primera vez por Paul
Werbos en 1974 no se dio a conocer hasta 1986 por el grupo liderado por Rumelhart
gracias a la introduccio´n de un algoritmo llamado retropropagacio´n de errores (Backpro-
pagation). Hoy en d´ıa el Perceptro´n multicapa sigue obteniendo buenos resultados y es
empleado con frecuencia si se pretende utilizar algu´n sistema de redes neuronales.
Esta red es de tipo feedforward pues las neuronas procesan la informacio´n recibida y
la propagan hacia la capa siguiente hasta crear una respuesta en la capa de salida.
Partimos por tanto de un sistema con m capas de las cuales m − 2 son ocultas con
m ≥ 3. En cada capa se encuentra un nu´mero nm de neuronas salvo en la capa de entrada
en la cual disponemos de exactamente p neuronas (una para cada variable del conjunto
de datos).
El peso sina´ptico entre la neurona j de la capa k que llega a partir de la neurona i de la
capa anterior vendra´ definido por wkj,i, con i = 1, . . . , nk−1, j = 1, . . . , nk, k = 2, . . . ,m. En
el Perceptro´n multicapa la funcio´n de activacio´n para pasar la informacio´n de una neurona
a otra sera´ no lineal y se asemeja a la funcio´n signo usada en el caso del Perceptro´n con
la diferencia de que en este caso se le impondra´ una mayor regularidad a la funcio´n. Las
funciones a considerar sera´n de tipo sigmoide y aqu´ı se dejan un par de ejemplos de estas:
Funcio´n log´ıstica:
y =
1
1− e−x , y ∈ [0, 1].
Funcio´n tangente hiperbo´lica:
y =
ex − e−x
ex + e−x
, y ∈ [−1, 1].
Para el caso del Perceptro´n multicapa, es usual elegir la funcio´n log´ıstica aunque es
posible emplear otro tipo de funcio´n sigmoide. Para lo sucesivo definimos φ(x) como la
funcio´n log´ıstica anterior que emplearemos como funcio´n de activacio´n.
El funcionamiento de una neurona se puede entender como un proceso de dos partes.
La primera ser´ıa la recopilacio´n de la informacio´n recibida por los datos o mediante las
neuronas a de la capa anterior y la segunda, la propagacio´n de dicha informacio´n a las
neuronas posteriores o la respuesta final generada por la u´ltima capa. Para la primera
parte, dado un vector x se definen:
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a1j = xj, ∀j = 1, . . . , p,
a2j =
p∑
i=1
w2j,ixi + w
2
j,0, ∀j = 1, . . . , n2,
akj =
nk−1∑
i=1
wkj,iz
k−1
i + w
k
j,0, ∀j = 1, . . . , nk, ∀k = 3, . . . ,m,
.
siendo wkj,0 el umbral de cada neurona y z
k
j = φ(a
k
j ) para j = 1, . . . , nk y k = 2, . . . ,m−1.
Los valores akj representan la informacio´n recibida en la neurona j de la capa k que ha
sido propagada, mientras que los valores zkj se entienden como la informacio´n que va a ser
transmitida desde la neurona j de la capa k hacia la siguiente capa de neuronas.
Con estos valores podemos comenzar a describir el algoritmo de retropropagacio´n de
errores. El objetivo de este algoritmo consiste en minimizar el error obtenido a la hora
de clasificar datos, por lo tanto si disponemos de n datos de entrenamiento la funcio´n
objetivo sera´:
E =
n∑
i=1
Es =
n∑
s=1
|y
s
− yˆ
s
|2,
donde Es es el posible error del dato s, y
s
es el vector de respuestas reales frente a yˆ
s
respuestas originadas por la red neuronal artificial ambos con dimensio´n nm, con
s = 1, . . . , n. El valor de la respuesta (y en consecuencia del error anterior) depende
de los para´metros anteriores, por lo que es de intere´s conocer la derivada de uno de los
sumandos con respecto a uno de los pesos sina´pticos para tratar de encontrar el mı´nimo,
considerando uno cualquiera de la u´ltima capa se tiene:
∂Es
∂wmj,i
=
∂Es
∂amj
∂amj
∂wmj,i
= δmj z
m−1
i , ∀j = 1, . . . , nm, ∀i = 1, . . . , nm−1,
definiendo δmj =
∂Es
∂amj
. En general para k ≥ 2 obtenemos:
∂Es
∂wkj,i
=
∂Es
∂akj
∂akj
∂wkj,i
=
{
δ2jxj, si k = 2,
δkj z
k−1
i , si k ≥ 3,
∀j = 1, . . . , nm, ∀i = 1, . . . , nm−1,
tomando de nuevo el valor δkj =
∂Es
∂akj
. El objetivo es ahora tratar de dar una definicio´n para
los valores δkj que aparecen. Para ello empleamos otra vez la regla de la cadena resultando:
δkj =
∂Es
∂akj
=
nk+1∑
l=1
∂Es
∂ak+1l
∂ak+1l
∂akj
=
nk+1∑
l=1
δk+1l
∂ak+1l
∂akj
, ∀j = 1, . . . , nk, ∀k = 2, . . . ,m− 1,
que usando las definiciones anteriores y la regla de la cadena llegamos a:
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∂ak+1l
∂akj
=
∂ak+1l
∂zkj
∂zkj
∂akj
= wk+1l,j φ
′(akj ), ∀l = 1, . . . , nk+1, ∀j = 1, . . . nk, ∀k = 2, . . . ,m−1,
sustituyendo se llega a la fo´rmula general de este algoritmo, que es:
δkj = φ
′(akj )
nk+1∑
l=1
δk+1l w
k+1
l,j , ∀j = 1, . . . , nk, ∀k = 2, . . . ,m− 1.
Puede hacerse una observacio´n y es que para calcular δkj son necesarios los valores
obtenidos en la capa posterior. Se deduce pues que las variaciones de los pesos sina´pticos
de capas anteriores dan lugar a variaciones en los pesos sina´pticos de las capas posteriores.
Falta por tanto calcular los valores de δmj con j = 1, . . . , nm. Para ello podemos entender
que el valor de amj ≡ yˆs,j puesto que se trata de un valor en la neurona de la capa de
salida y entendemos que es una respuesta de la red. Bajo esa suposicio´n tenemos que:
∂Es
∂amj
=
∂Es
∂yˆs,j
= −2(ys,j − yˆs,j), ∀s = 1, . . . , n, j = 1, . . . , nm.
Es denota el error en el vector s del conjunto de entrenamiento y esta´ definido por dos
vectores y
s
e yˆ
s
, el calculo anterior denota que el error se esta´ estudiando componente a
componente para este vector de salida.
Para poder optimizar el valor de los umbrales basta con estudiar la siguiente derivada:
∂Es
∂wkj,0
=
∂Es
∂akj
∂akj
∂wkj,0
= δkj , ∀j = 1, . . . , nk, ∀k = 2, . . . ,m,
cuyo valor ya ha sido analizado previamente. Una vez obtenidas todas las expresiones
de las derivadas, notamos que los valores δmj con j = 1, . . . , nm son calculables dados
unos pesos sina´pticos y unos umbrales. En consecuencia, es posible ir propagando hacia
atra´s el error cometido en la capa de salida e ir calculando las dema´s derivadas. Con esta
informacio´n realizamos un proceso iterativo para calcular las derivadas anteriores a fin de
encontrar un mı´nimo local. El me´todo usualmente utilizado para este fin es el me´todo del
gradiente. Fijado s, las iteraciones para un peso sina´ptico son de la forma:
(wkj,i)
r+1 = (wkj,i)
r − ρ ∂E
s
∂(wkj,i)
r
, ∀j = 1, . . . , nk, ∀i = 1, . . . , nk−1, ∀k = 2, . . . ,m,
con ρ > 0 un para´metro de escala.
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En resumen, el algoritmo de la retropropagacio´n de errores sigue los siguientes pasos:
1. Establecer aleatoriamente los pesos sina´pticos y umbrales.
2. Obtener una respuesta de cada dato de entrenamiento y evaluar los errores cometi-
dos.
3. Calcular los incrementos infinitesimales de cada peso.
4. Actualizar los pesos y los umbrales.
5. Calcular las respuestas y los errores.
6. Si se considera que el error obtenido es va´lido, parar. En caso contrario volver al
paso 3.
En este algoritmo, se propaga hacia delante la informacio´n y hacia atra´s los errores.
En la siguiente imagen podemos observar como funciona la retropropagacio´n de errores
mediante un grafo dirigido.
Al igual que ocurre con la funcio´n de activacio´n, existen otros enfoques para minimizar
el error basados en otras funciones (diferenciables) diferentes, no obstante el algoritmo y
la forma de proceder no var´ıan.
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Para ver la implementacio´n en R, trataremos de usar un Perceptro´n multicapa para
clasificar diferentes tipos de imagenes6 a color. De todo el conjunto de datos que dispo-
nemos tomaremos las ima´genes en las que aparezcan aviones, coches, motos o personas.
Al igual que en el ejemplo de las ma´quinas de vectores soporte lineales, cada variable
representara´ un p´ıxel pero a diferencia del ejemplo de la seccio´n anterior, al tener color la
fotograf´ıa en cada uno de los p´ıxeles se representan 3 colores (en consecuencia 3 variables):
una representa el grado de rojo, otra el grado de verde y la u´ltima un grado de azul. Todas
esta´n medidas con un nu´mero entre 0 y 1 siendo 1 el grado ma´ximo de saturacio´n del color.
Necesitaremos las siguientes librer´ıas de R para procesar las ima´genes y poder construir
la red neuronal artificial.
source ( ” http : //bioconductor . org/ b i o c L i t e .R” ) ; b i o c L i t e ( ”EBImage” )
l ibrary (EBImage)
l ibrary ( keras )
l ibrary ( b i o t o o l s )
l ibrary ( c a r e t )
l ibrary ( x tab l e )
l ibrary (RSNNS)
Creamos un vector con el nombre de las ima´genes que vamos a tratar comenzando por
las que contienen un avio´n.
f o t o s = rep (0 ,722)
for ( i in 0 : 9 ){
f o t o s [ i +1] = paste ( ’ a i r p l a n e 000 ’ , i , ’ . jpg ’ , sep=’ ’ )
}
for ( i in 10 :99){
f o t o s [ i +1] = paste ( ’ a i r p l a n e 00 ’ , i , ’ . jpg ’ , sep=’ ’ )
}
for ( i in 100 :721){
f o t o s [ i +1] = paste ( ’ a i r p l a n e 0 ’ , i , ’ . jpg ’ , sep=’ ’ )
}
Con la funcio´n readImage obtenemos una matriz que nos da los grados de cada color
en cada p´ıxel por toda la imagen. Tras aplicarle esta funcio´n a todas las fotograf´ıas
reduciremos el taman˜o de la imagen con la funcio´n resize a 28×28 p´ıxeles a fin de reducir
la dimensio´n total del ejemplo. Por u´ltimo transformamos esas matrices en vectores de
dimensio´n 2352 con la funcio´n array reshape.
6https://www.kaggle.com/prasunroy/natural-images
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mis f o to s = l i s t ( )
for ( i in 1 :722){
mis f o to s [ [ i ] ] = readImage ( f o t o s [ i ] )
}
for ( i in 1 :722){
mis f o to s [ [ i ] ] = r e s i z e ( mi s f o to s [ [ i ] ] , 2 8 , 2 8 )
}
for ( i in 1 :722){
mis f o to s [ [ i ] ] = array reshape ( mi s f o to s [ [ i ] ] , c ( 28 , 28 , 3 ) )
}
Y por u´ltimo an˜adimos todos esos vectores a una matriz que emplearemos como matriz
de datos una vez hayamos obtenido todas las clases.
datos = NULL
for ( i in 1 :722){
datos = rbind ( datos , m i s f o to s [ [ i ] ] )
}
Dado que el proceso para obtener los datos de las dema´s clases es ana´logo, se omiten
los detalles de su obtencio´n. Al final trabajaremos con una matriz de dimensiones 3464×
2352. Como las clases se han an˜adido individualmente, es posible crear un vector de
respuestas para la variable objetivo. Para obtener los conjuntos de entrenamiento y prueba
trataremos de mezclar los datos y extraer los conjuntos posteriormente.
c l a s e s = as . factor ( c ( rep ( ”Avion” ,722) , rep ( ”Coche” ,968) , rep ( ”Moto” ,788) ,
rep ( ” Persona ” , 98 6 ) ) )
set . seed (24564)
muestra = sample (1 : 3464 ,2500)
entreno = datos [ muestra , ]
t e s t = datos [−muestra , ]
Debido al gran nu´mero de variables, es recomendable realizar una reduccio´n de di-
mensio´n antes de elaborar la red. Empleamos pues el ana´lisis de componentes principales
sobre el conjunto de entrenamiento y tomamos un nu´mero de componentes que no nos
haga perder demasiada informacio´n.
componentes = princomp ( entreno )
> sum( ( componentes$sdev [ 1 : 1 5 0 ] ) ˆ 2 ) /sum( ( componentes$sdev )ˆ2)
[ 1 ] 0 .8514709
Con 150 componentes se consigue explicar algo ma´s de un 85 % de la variabilidad total
de los datos, por lo tanto asumimos esa pe´rdida del 15 % y continuamos con 150 variables.
Calculamos ahora las puntuaciones de ambos conjuntos.
compE = componentes$ s c o r e s [ , 1 : 1 5 0 ]
compT = predict ( componentes , t e s t )
compT = compT [ , 1 : 1 5 0 ]
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El siguiente paso es separar las salidas en entrenamiento y prueba y crear una matriz
con las salidas deseadas. Para ello usamos la funcio´n decodeClassLabels que descompone
las 4 categor´ıas en 4 variables indicadoras que servira´n para sen˜alar a R el nu´mero de
neuronas en la capa de salida que vamos a utilizar.
c l a s e sE = c l a s e s [ muestra ]
c l a se sT = c l a s e s [−muestra ]
targetE = decodeClassLabe l s ( c l a s e sE )
targetT = decodeClassLabe l s ( c l a se sT )
Con todos los datos ya disponibles, pasamos a crear el Perceptro´n multicapa con la
funcio´n mlp. Dado que la variable objetivo es expresada en una matriz con 4 columnas
(una para cada variable indicadora) obtendremos una capa de salida con 4 neuronas,
cada una asociada a una clase diferente y la regla de clasificacio´n sera´ asignar x a la
clase cuya neurona produzca un valor de salida ma´s grande. Puesto que estamos usando
funciones log´ısticas las salidas son valores entre 0 y 1 que pueden ser interpretados como
la probabilidad de asignar a esa clase. Por otra parte, especificamos tambie´n el nu´mero de
capas ocultas con sus respectivas neuronas, el valor del para´metro de escala ρ y el nu´mero
de iteraciones a realizar.
perceptron1 = mlp (compE , targetE , s i z e = c ( 20 , 5 ) , maxit = 500 ,
learnFuncParams = c ( 0 . 1 ) )
En este caso, el modelo esta´ formado por dos capas ocultas con 20 y 5 neuronas
respectivamente, se han realizado 500 iteraciones y el para´metro de escala es 0,1. Veamos
el error de entrenamiento:
predE = predict ( perceptron1 , compE)
print ( x tab l e ( confus ionMatr ix ( predE , targetE ) , d i g i t s = 0) )
Avio´n Coche Moto Persona
Avio´n 508 1 0 0
Coche 0 707 1 0
Moto 0 1 572 0
Persona 0 2 0 708
Puede apreciarse que solo ha errado en 5 casos de 2500 disponibles. Pasamos a estudiar
el error de prueba para terminar de evaluar el clasificador.
predT = predict ( perceptron1 , compT)
confus ionMatr ix ( predT , c la s e sT )
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Confusion Matrix and S t a t i s t i c s
1 2 3 4
1 202 19 9 2
2 4 231 8 2
3 6 4 196 4
4 2 3 2 270
Overa l l S t a t i s t i c s
Accuracy : 0 .9326
95 % CI : ( 0 . 9149 , 0 .9476)
No Informat ion Rate : 0 .2884
P−Value [ Acc > NIR ] : < 2e−16
Kappa : 0 .9098
Mcnemar ’ s Test P−Value : 0 .05016
S t a t i s t i c s by Class :
Avion : 1 Coche : 2 Moto : 3 Persona : 4
S e n s i t i v i t y 0 .9439 0 .8988 0 .9116 0 .9712
S p e c i f i c i t y 0 .9600 0 .9802 0 .9813 0 .9898
Pos Pred Value 0 .8707 0 .9429 0 .9333 0 .9747
Neg Pred Value 0 .9836 0 .9638 0 .9748 0 .9884
Preva lence 0 .2220 0 .2666 0 .2230 0 .2884
Detect ion Rate 0 .2095 0 .2396 0 .2033 0 .2801
Detect ion Preva lence 0 .2407 0 .2541 0 .2178 0 .2873
Balanced Accuracy 0 .9520 0 .9395 0 .9465 0 .9805
Cuyo error, aunque es ligeramente ma´s elevado, sigue siendo bastante bajo. Se con-
cluye con que esta red generalmente, acierta en las clasificaciones de estos datos. Aunque
es habitual emplear redes neuronales para la clasificacio´n de ima´genes, la eleccio´n de la
arquitectura de la red con la que se pretenda trabajar es muy importante para evitar
problemas de sobreajustes y malas clasificaciones.
Un resultado importante acerca de las capas ocultas es que, las funciones de tipo
sigmoide son capaces de aproximar cualquier funcio´n si la red neuronal artificial posee al
menos 1 capa oculta (vease Funakashi 1989).
3.5. REDES DE BASE RADIAL 77
3.5. Redes de base radial
Las redes de base radial fueron propuestas como un me´todo discriminante por Broom-
head y Lowe en 1988. Este sistema esta´ basado en redes neuronales artificiales con cone-
xiones hacia delante y una u´nica capa oculta. A diferencia del Perceptro´n multicapa, solo
existen pesos sina´pticos desde la capa oculta hacia la capa de salida.
En esta clase de redes la informacio´n producida por los datos es propagada a las
neuronas de la capa oculta donde es evaluada mediante una clase espec´ıfica de funciones
de activacio´n denominadas funciones de base radial. Una vez evaluadas son de nuevo
propagadas hacia la capa de salida con unos pesos sina´pticos a determinar.
Aqu´ı tenemos un ejemplo de una red de base radial con m neuronas en la capa oculta
y una u´nica neurona en la capa de salida. Adema´s de las funciones de base radial, intro-
ducimos dos tipos de para´metros necesarios para la elaboracio´n de esta red. Por un lado
tenemos un para´metro h que servira´ para regularizar la funcio´n que consideremos y por
otro tenemos los para´metros µ
i
que utilizaremos para centralizar los datos en torno a un
valor que nos interese, con i = 1, . . . ,m. Para construir un modelo de red de base radial
tenemos que realizar 3 pasos:
1. Especificar las funciones de base radial. Estas pueden ser independientes del conjunto
de datos de entrenamiento aunque los para´metros incluidos en ellas no lo sean.
2. Determinar el nu´mero de centros y la posicio´n de los mismos.
3. Determinar los pesos sina´pticos que dependen de los datos.
Aunque la eleccio´n del tipo de funciones puede ser complicada, no es tan importante
como la eleccio´n de los centros y su posicio´n de cara a elaborar la red. Estas funciones
sera´n de tipo no lineal y a continuacio´n se exponen algunas de estas funciones dados un
vector x, un centro µ, y un para´metro de regularizacio´n h.
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Funciones φ(z), z =
|x− µ|
h
.
Normal e−z
2
.
Exponencial e−z.
Cuadra´tica z2 + αz + β, α, β ∈ R.
Cuadra´tica inversa
1
1 + z2
.
Thin-plate spline z2 log z.
Trigonome´tricas sin(z).
De todas las anteriores, las ma´s utilizadas son las de tipo normal y las de tipo thin-
plate spline. El ajuste del para´metro h se calculara´ una vez decididas las funciones de base
radial y los centros para el problema observando la distribucio´n de los datos creada tras
aplicar las funciones.
Para obtener los centros el enfoque ma´s habitual es el de las k-medias. Este algoritmo,
aunque es utilizado en ana´lisis de conglomerados (clusters), tambie´n resulta de intere´s para
encontrar los centros de las redes de base radial. Para explicar este algoritmo, tomaremos
un conjunto de datos de entrenamiento {xi}ni=1 sin considerar el valor de la variable de
salida. El objetivo de las k-medias es dividir el conjunto en k conglomerados diferentes de
centros {µ
j
: j = 1, . . . , k}. Para realizar dicha divisio´n el algoritmo resuelve el siguiente
problema de optimizacio´n para encontrar los valores de los centros:
mı´n
k∑
j=1
Sj = mı´n
µ
k∑
j=1
n∑
i=1
zj,i|xi − µj|2,
siendo zj,i = 1 si xi pertenece al conglomerado j y 0 en caso contrario. Bajo estas condi-
ciones definimos:
µ
j
=
1
nj
n∑
i=1
zj,ixi, ∀j = 1, . . . , k,
entendiendo nj como el nu´mero de elementos contenidos en el conglomerado j, con
j = 1, . . . , k.
Falta considerar cuantos centros vamos a tomar, este nu´mero vendra´ determinado en
funcio´n al tipo de datos con el que estemos trabajando, al taman˜o de la muestra, a la
dimensio´n de los datos o la forma de distribuirse al ser proyectados por las funciones no
lineales que tomemos. En general, es conveniente tener muchos centros en un modelo con
baja complejidad que tener pocos centros y haber desarrollado una red compleja. Una
posible solucio´n es utilizar validacio´n cruzada sobre varios nu´meros de centros, estudiar
los errores considerando diversos para´metros de regularizacio´n y elegir aquel nu´mero de
centros que no modifique demasiado el error generado en la validacio´n cruzada.
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Fijado m como el nu´mero de neuronas en la capa oculta, para poder calcular los pesos
sina´pticos vamos a tener en cuenta tres matrices diferentes, una matriz de datos X donde
las columnas representan las realizaciones muestrales sin considerar la variable objetivo
(dim(X) = p × n), una segunda matriz denominada P donde cada fila i es el resultado
de evaluar la funcio´n radial base φi a cada vector x del conjunto de entrenamiento, con
i = 1, . . . ,m (dim(P) = m × n), la u´ltima matriz denotada Y es aquella que tiene por
columnas los valores de la variable de salida (dim(Y) = r × n). El objetivo es encontrar
una matriz W cuyas columnas sean los pesos sina´pticos de cada una de las neuronas de
la capa oculta, es decir:
W =
w1,1 . . . w1,r... . . . ...
wm,1 . . . wm,r
 .
Ya que la propagacio´n se realiza hacia delante, los valores de respuesta obtenidos por
la red sera´n de la forma:
Ŷ = WtP,
en consecuencia, trataremos de minimizar los errores compara´ndolos con los originales de
forma similar a la realizada en el Perceptro´n multicapa, esto es:
E = mı´n ‖ Y− Ŷ ‖2= mı´n
W
‖ Y−WtP ‖2 .
En este caso es posible realizar el me´todo de mı´nimos cuadrados basa´ndonos en la
norma matricial de Frobenius, es decir:
‖ Y−WtP ‖2= Traza((Y−WtP)t(Y−WtP)) = Traza(YtY−YtWtP−PtWY+PtWWtP),
que una vez desarrollado el producto vemos que en el problema de mı´nimos, el primer
te´rmino YtY no depende de W y adema´s la traza del segundo y el tercer termino son
iguales ya que son matrices cuadradas y la traza de una matriz cuadrada es igual a la de
su traspuesta. Por tanto el problema de optimizacio´n nos queda:
mı´n
W
‖ Y−WtP ‖2= mı´n
W
Traza(PtWWtP− 2PtWY),
para encontrar ese mı´nimo vamos a derivar la expresio´n anterior obteniendo:
∂(Traza(PtWWtP))
∂W
− 2∂(Traza(P
tWY))
∂W
= 2PPtW− 2PYt,
que posteriormente si igualamos a 0 se llega a una solucio´n para W de la forma:
W = (PPt)−1PYt,
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donde todos los datos son ahora conocidos y se puede dar un valor para cada uno de
los pesos sina´pticos una vez escogidas las funciones de base radial. En el caso en que las
neuronas de la capa oculta tengan un umbral, basta con an˜adir una fila de unos al final
de la matriz P y realizar el mismo proceso, en consecuencia W tendra´ una fila ma´s que
indicara´ los umbrales. Con todos estos para´metros ya podemos crear un modelo de redes
de base radial para clasificar datos.
Para ver un ejemplo de redes de base radial tomaremos una muestra de taman˜o 2000
con 8 variables. Las 7 primeras representan la intensidad de una sen˜al Wi-Fi7 sobre un
tele´fono mo´vil. El objetivo esta´ en localizar la posicio´n de la persona que lleva el tele´fono
mo´vil con un total de 4 posibilidades. Para usar las redes de base radial necesitaremos las
librer´ıas de R que se exponen a continuacio´n:
l ibrary ( c a r e t )
l ibrary ( x tab l e )
l ibrary ( b i o t o o l s )
l ibrary (RSNNS)
w i f i = read . table ( ” w i f i . txt ” )
colnames ( w i f i ) = c ( paste ( ”X” , 1 : 7 , sep=”” ) , ”Y” )
set . seed (6567)
Una vez le´ıdos los datos, se procede a separar en entrenamiento y prueba de forma
aleatoria, adema´s se separara´n los valores de la variable de salida en otro vector aparte.
muestra = sample (1 : 2000 ,1500)
wi f iE = w i f i [ muestra , 1 : 7 ]
wi f iT = w i f i [−muestra , 1 : 7 ]
c l a s e sE = as . factor ( w i f i [ muestra , 8 ] )
c l a se sT = as . factor ( w i f i [−muestra , 8 ] )
c l a s e = decodeClassLabe l s ( c l a s e sE )
Al igual que en el ejemplo del Perceptro´n multicapa, es necesario usar la funcio´n
decodeClassLabels para crear una matriz con los datos de la variable objetivo, que se
empleara´ para establecer el nu´mero de neuronas en la capa de salida (en este caso 4). El
modelo viene dado por la funcio´n rbf de la librer´ıa RSNNS de R.
redbr25 = rb f ( wif iE , c l a s e , s i z e =25,maxit = 1000)
A la hora de estimar los centros y los pesos sina´pticos R utiliza un proceso iterativo,
por lo que se especifica un nu´mero de iteraciones ma´ximas adema´s del nu´mero deseado
de neuronas en la capa oculta. Por defecto, R selecciona funciones de tipo normal para la
capa oculta. Veamos ahora el error de entrenamiento:
7Los datos del ejemplo esta´n en https://archive.ics.uci.edu/ml/datasets/Wireless+Indoor+Localization
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predE = predict ( redbr25 , wi f iE )
print ( x tab l e ( confus ionMatr ix ( c lasesE , predE ) , d i g i t s = 0) )
1 2 3 4
1 352 0 1 1
2 35 368 33 19
3 1 6 332 0
4 1 0 7 344
Siendo el error obtenido de 0,069. Dado que el nu´mero de neuronas en la capa oculta es
alto, es posible haber creado un problema de sobreajuste, por ello es importante observar
el error de prueba.
predT = predict ( redbr25 , wi f iT )
confus ionMatr ix ( c lasesT , predT )
Confusion Matrix and S t a t i s t i c s
1 2 3 4
1 104 0 1 1
2 7 121 19 4
3 0 5 107 0
4 0 0 0 131
Overa l l S t a t i s t i c s
Accuracy : 0 .926
95 % CI : ( 0 . 8994 , 0 .9474)
No Informat ion Rate : 0 .272
P−Value [ Acc > NIR ] : < 2 .2 e−16
Kappa : 0 .9012
Mcnemar ’ s Test P−Value : NA
S t a t i s t i c s by Class :
Class : 1 Class : 2 Class : 3 Class : 4
S e n s i t i v i t y 0 .9369 0 .9603 0 .8425 0 .9632
S p e c i f i c i t y 0 .9949 0 .9198 0 .9866 1 .0000
Pos Pred Value 0 .9811 0 .8013 0 .9554 1 .0000
Neg Pred Value 0 .9822 0 .9857 0 .9485 0 .9864
Preva lence 0 .2220 0 .2520 0 .2540 0 .2720
Detect ion Rate 0 .2080 0 .2420 0 .2140 0 .2620
Detect ion Preva lence 0 .2120 0 .3020 0 .2240 0 .2620
Balanced Accuracy 0 .9659 0 .9401 0 .9146 0 .9816
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El error es similar al de entrenamiento, por lo tanto, el modelo generaliza bien los
datos que han sido introducidos. Las redes de base radial son modelos de redes neuronales
artificiales que tienen relativa facilidad para estimar los para´metros necesarios sin que se
convierta en algo demasiado complejo. Existen muchas variantes de este modelo debido
al proceso de eleccio´n de centros, las funciones base deseadas o el procedimiento para
estimar los para´metros.
3.6. Ma´quinas de vectores soporte no lineales
En el cap´ıtulo anterior, se hac´ıa referencia al an˜o 1992 cuando Vladimir Vapnik sugirio´
una forma para crear modelos con ma´quinas de vectores soporte cuyos l´ımites de decisio´n
fueran ahora no lineales. La idea que sostiene este clasificador es intentar proyectar los
datos en una dimensio´n mayor donde poder clasificarlos usando un hiperplano de margen
maximal como se realiza en el caso lineal. Esta proyeccio´n de los datos esta´ basada en el
uso de funciones kernel que se definen as´ı:
K : Rp × Rp −→ R
(x, y) −→ K(x, y) = 〈φ(x), φ(y)〉V = φt(x)φ(y),
es decir, la funcio´n K debe definir un producto escalar en un espacio de Hilbert V mientras
que la funcio´n φ es la encargada de proyectar los datos en Rm. Como ejemplo, en el caso
lineal φ(x) = x, sin embargo en los casos no lineales no siempre sera´ posible dar una
expresio´n expl´ıcita de φ. Las funciones kernel adema´s han de cumplir la condicio´n de
Mercer que es: ∫
Rp×Rp
K(x, y)f(x)f(y)dxdy ≥ 0 ∀f ∈ L2(Rp),
donde L2(Rp) denota las funciones de cuadrado integrables en Rp. La eleccio´n de estas
funciones no es u´nica, al igual que ocurr´ıa con las funciones de base radial, existen varios
ejemplos de funciones kernel, a continuacio´n se dan algunos de ellos:
Funciones K(x, y).
Polinomial (1 + xty)d, d ≥ 2, d ∈ Z.
Normal e−
|x−y|2
σ2 , σ ∈ R.
Sigmoide tanh(xty − c), c > 0.
El proceso para clasificar datos veremos que no tiene diferencias significativas con el
caso lineal detallado en el cap´ıtulo anterior. Consideramos un conjunto de datos {xi, yi}ni=1
en un caso binario (Y = {−1, 1}) y una funcio´n kernel K, la proyeccio´n a Rm de los datos
se realiza a partir de la funcio´n φ. Suponemos ahora que una vez proyectados por φ en
Rm buscamos un hiperplano de coeficientes β ∈ Rm, β0 ∈ R tal que:
yi(β
tφ(xi) + β0) > 0, ∀i = 1, . . . , n,
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y la regla de clasificacio´n viene dada por:
h(x) =
{
1 si β0 + β
tφ(x) > 0,
−1 si β0 + βtφ(x) < 0,
Para encontrar el hiperplano de margen maximal, conclu´ıamos que, la mejor forma era
resolver la forma dual del problema de Lagrange donde, tras haber proyectado los datos,
tiene ahora la forma:
Fd(α) =
n∑
k=1
αk − 1
2
n∑
k=1
n∑
j=1
αkαjykyjφ
t(xk)φ(xj), 0 ≤ αi ≤ C, ∀i = 1, . . . , n,
donde C es la constante que indicaba el coste de errar una clasificacio´n en el caso en
que las clases no sean linealmente separables en Rm. La resolucio´n del problema para
maximizar α sigue exactamente los mismos pasos pues sigue trata´ndose de un problema
de programacio´n cuadra´tica para α. Para llegar a esta expresio´n, se proced´ıa a partir de
las derivadas parciales del problema primal donde se daba una expresio´n de la solucio´n
para β una vez obtenido el valor de α que tras aplicar φ queda:
β =
∑
xi∈Vs
αiyiφ(xi),
Vs denotaba el conjunto de vectores soporte. Se recuerda que αi = 0 si xi no es un vector
soporte, con i = 1, . . . , n. Aunque esta expresio´n no da un valor para β si no se conoce φ,
la regla de clasificacio´n no se ve afectada pues la funcio´n discriminante g puede definirse:
g(xj) = β0+β
tφ(xj) =
∑
xi∈Vs
αiyiφ(xi)
tφ(xj)+β0 =
∑
xi∈Vs
αiyiK(xi, xj)+β0, ∀j = 1, . . . , n,
donde β0 resulta ahora:
β0 =
1
nVs
∑
xi∈Vs
yi −
∑
xi∈Vs
∑
xj∈Vs
αiyiK(xi, xj))
Para resolver los problemas de clasificacio´n mu´ltiple, si se determina la opcio´n de
clasificar mediante una clase contra todas, el procedimiento es ana´logo a lo expresado an-
teriormente repitiendo el proceso para las c clases diferentes. De igual forma, si se decide
afrontar el problema mediante el enfoque de uno contra uno, la u´nica diferencia reside en
construir
(
c
2
)
hiperplanos en Rm para clasificar los datos. Aunque se trabaje con hiper-
planos hay que tener en cuenta que los l´ımites de decisio´n en el espacio original son no
lineales en general.
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Para el siguiente ejemplo en R vamos a tomar una muestra de taman˜o 51490 que
corresponden a partidas realizadas en un videojuego8. Durante una partida dos equipos
de 5 jugadores escogen sus respectivos personajes sin posibilidad de repetir ninguno y
con restricciones impuestas previamente. En este conjunto de datos nos encontramos 61
variables de las cuales trabajaremos con 58 (variable objetivo incluida), algunas de ellas
pertenecen a situaciones que se dan antes de empezar la partida y otras referidas a obje-
tivos conseguidos durante la misma. El objetivo consistira´ en clasificar que equipo gano´
la partida (equipo 1 o´ equipo 2) en base a la informacio´n de las variables anteriores.
Necesitaremos la librer´ıa kernlab de R ya que vamos a usar la misma funcio´n que en
el ejemplo del cap´ıtulo anterior. Procedemos a la lectura de datos y la eliminacio´n de
variables que no interesan.
l ibrary ( c a r e t )
l ibrary ( x tab l e )
l ibrary ( b i o t o o l s )
l ibrary ( kern lab )
l o l d a t o s = read . csv ( ”games . csv ” , header = TRUE, sep=” , ” )
l o l d a t o s = l o l d a t o s [ ,−4]
l o l d a t o s = l o l d a t o s [ ,−2]
l o l d a t o s = l o l d a t o s [ ,−1]
Dividimos los datos en entrenamiento y prueba:
set . seed (75675)
muestra = sample (1 :51490 ,40000)
l o lE = l o l d a t o s [ muestra , ]
l o l c l a s e s E = as . factor ( l o lE [ , 2 ] )
l o lT = l o l d a t o s [−muestra , ]
l o l c l a s e s T = as . factor ( lo lT [ , 2 ] )
l o lE [ , 2 ] = as . factor ( l o lE [ , 2 ] )
Creamos el modelo indicando la funcio´n kernel, en este caso tomaremos un modelo
basado en funciones polino´micas.
lo l svm = ksvm( lo lE$winner ∼ . , lo lE , k e rne l = ” polydot ” )
Por defecto, R toma C = 1 como coste de clasificacio´n, este valor se puede modificar
en los argumentos de entrada de la funcio´n ksvm. El error de entrenamiento generado es:
predE = predict ( lolsvm , l o lE [ , −2 ] )
print ( x tab l e ( con fus ionmatr ix ( predE , l o lE [ , 2 ] ) , d i g i t s = 0) )
8Datos en: https://www.kaggle.com/datasnaek/league-of-legends
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new 1 new 2
1 19642 855
2 623 18880
El error en los datos de entrenamiento es 0,03695, para terminar de evaluar observamos
el error en los datos de prueba.
predT = predict ( lolsvm , lo lT [ , −2 ] )
confus ionMatr ix ( predT , l o l c l a s e s T )
Confusion Matrix and S t a t i s t i c s
1 2
1 5637 269
2 175 5409
Accuracy : 0 .9614
95 % CI : ( 0 . 9577 , 0 .9648)
No Informat ion Rate : 0 .5058
P−Value [ Acc > NIR ] : < 2 .2 e−16
Kappa : 0 .9227
Mcnemar ’ s Test P−Value : 1 .017 e−05
S e n s i t i v i t y : 0 .9699
S p e c i f i c i t y : 0 .9526
Pos Pred Value : 0 .9545
Neg Pred Value : 0 .9687
Preva lence : 0 .5058
Detect ion Rate : 0 .4906
Detect ion Preva lence : 0 .5140
Balanced Accuracy : 0 .9613
’ P o s i t i v e ’ Class : 1
El recurso de poder emplear funciones kernel es otra de las razones por las que este
clasificador es empleado hoy en d´ıa. Estas funciones dotan a las ma´quinas de vectores
soporte de ma´s versatilidad para elegir modelos y evaluar cual es ma´s adecuado.
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Cap´ıtulo 4
A´rboles de clasificacio´n
Los a´rboles de clasificacio´n suponen un enfoque diferente dentro de todas las te´cnicas
vistas hasta ahora. Esta nueva manera de abordar un problema de clasificacio´n se basa en
encontrar una serie de reglas para dividir el conjunto de datos y poder clasificar pudiendo
ser estas reglas representadas en un diagrama de a´rbol. En lo sucesivo detallaremos el
proceso de construccio´n de a´rboles binarios.
Esta forma de clasificar datos es fa´cilmente interpretable al poder ser representado en
un gra´fico observando las variables que ma´s importancia tienen y adema´s puede emplear-
se en una gran variedad de problemas. Por otro lado existen te´cnicas ya expuestas en
este trabajo que pueden obtener mejores resultados clasificando datos. Sin embargo esta
diferencia podr´ıa no ser significativa si tenemos en cuenta las otras cualidades.
Vamos a introducir la notacio´n que usaremos para los a´rboles. Definimos el a´rbol T
como un conjunto de nodos representados por nu´meros naturales. De cada nodo t ∈ T
se pueden generar o bien dos nodos (derecho e izquierdo) o bien ninguno y en cuyo caso
t ser´ıa una hoja. Sera´ tambie´n de intere´s el conjunto T ∗ que representara´ el nu´mero de
hojas de T . Dado que T genera |T ∗| regiones, estas sera´n representadas por R1, . . . , R|T ∗|
con Ri ∩ Rj = ∅, ∀i, j = 1, . . . , |T ∗|, i 6= j. Para realizar la clasificacio´n usaremos los
siguientes valores:
pˆt,y =
nt,y
nt
, ∀t = 1, . . . , |T ∗|, ∀y ∈ Y ,
siendo nt el nu´mero de vectores contenidos en Rt y nt,y son aquellos vectores de la clase
y en la regio´n Rt. La regla de clasificacio´n que siguen estos a´rboles consiste en asignar un
vector x ∈ Rt a la clase y∗ si:
pˆt,y∗ = ma´x
y∈Y
pˆt,y, ∀t = 1, . . . , |T ∗|,
con esta regla deducimos el error de entrenamiento para cada nodo:
Et(T ) = 1−ma´x
y∈Y
pˆt,y ∀t = 1, . . . , |T ∗|.
87
88 CAPI´TULO 4. A´RBOLES DE CLASIFICACIO´N
En ocasiones, el error de entrenamiento no es suficiente para determinar si el a´rbol
realiza correctamente el proceso de clasificacio´n, para ello se introduce el ı´ndice de Gini
que se define:
Gt(T ) =
∑
y∈Y
pˆt,y(1− pˆt,y), ∀t = 1, . . . , |T ∗|.
El ı´ndice de Gini especifica si existe una clase predominante en la regio´n creada por la
hoja t. Buscamos por tanto, valores pequen˜os del ı´ndice de Gini en todas las regiones en
las que se ha dividido el espacio. Otro enfoque similar con este fin es la entrop´ıa cruzada
dada por:
ECt(T ) = −
∑
y∈Y
pˆt,y log(pˆt,y), ∀t = 1, . . . , |T ∗|.
A la hora de crear un a´rbol de clasificacio´n hay que tener en cuenta que no debe ser
ni muy profundo, pues puede acarrear sobreajuste en el modelo, ni muy ba´sico, porque el
resultado podr´ıa dar lugar a malas clasificaciones en los datos de prueba.
Una regla de divisio´n consiste en una condicio´n para todos los vectores x de forma que
el espacio quede dividido en dos regiones que llamaremos R1 y R2 definidas:
R1 = {x ∈ Rp : f(x) ≤ s, s ∈ R}, R2 = {x ∈ Rp : f(x) ≥ s, s ∈ R},
con f(x) una funcio´n que puede ser lineal o no. La definicio´n anterior tiene un punto de
vista general, habitualmente y en lo que sigue se utilizara´n funciones lineales que dependan
de una sola variable para construir las regiones anteriores. Es decir, buscamos una variable
Xj con j = 1, . . . , p y una constante s que consigan:
mı´n
j,s
(G1(T ) +G2(T )),
con G1 y G2 los ı´ndices de Gini para R1 y R2 respectivamente. De igual forma se puede
utilizar cualquiera de las tres medidas de error que se han mencionado anteriormente y el
problema de optimizacio´n seguir´ıa con la misma estructura.
Existen diversas formas de resolver el problema anterior, usualmente se eligen unos
conjuntos finitos Ij de valores para s dentro del rango de posibles valores de cada varia-
ble Xj. Estos conjuntos no deben ser excesivamente grande para no aumentar el coste
computacional del modelo. Una vez obtenidos los conjuntos se procede a buscar la varia-
ble Xj realizando una bu´squeda exhaustiva y probando una a una las variables con cada
s, finalizando con el mı´nimo para cada s ∈ Ij y para cada j = 1, . . . , p . Para elegir el
corte, se toman la variable Xj y el valor s que resulte el mı´nimo de todos los mı´nimos
anteriores. En caso de empate elegir cualquiera de los dos o ma´s cortes.
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Con este criterio ya podemos hacer crecer un a´rbol de manera indefinida usando es-
te argumento recursivamente, ahora tenemos que establecer cuando parar. Uno de los
argumentos ma´s comunes para parar de ramificar es la siguiente:
|
∑
t1∈|T ∗1 |
Gt1 −
∑
t0∈|T ∗0 |
Gt0| < , para algu´n  > 0,
es decir, establecer un umbral para el cual la diferencia de las sumas de los ı´ndices de Gini
entre un a´rbol T0 y un suba´rbol T1 que tenga una divisio´n menos que T0 sea menor que
dicho umbral. Otra opcio´n es definir un nu´mero mı´nimo de vectores por regio´n construi-
da y parar cuando la pro´xima divisio´n implique que alguna de las nuevas regiones tenga
menos vectores de los estipulados.
El a´rbol generado por el proceso anterior puede sobreajustar el modelo, por ello se
usara´ el algoritmo pruning. Para este algoritmo se necesita construir un a´rbol con mucha
profundidad, a partir de ah´ı se seleccionan aquellos nodos terminales (hojas) que aporten
poca mejora al error de clasificacio´n y se van eliminando recursivamente con el objetivo
de hacer mı´nimo el coste de complejidad de un a´rbol T :
mı´n
|T ∗|
Cα(T ) = mı´n|T ∗|
∑
t∈T ∗
Cα(t) = mı´n|T ∗|
∑
t∈T ∗
ntQt(T ) + α|T ∗|,
donde α ≥ 0 es una constante que puede ser interpretada como el coste de complejidad
del a´rbol. Si el valor de α es pequen˜o significara que no hay una penalizacio´n fuerte para
un a´rbol con muchos nodos, por el contrario, si el valor de α es grande significara´ que el
a´rbol que minimice la expresio´n anterior tendra´ pocos nodos. Por otro lado, Qt(T ) puede
estar representado por el error de clasificacio´n, por el ı´ndice de Gini o por la entrop´ıa
cruzada.
Notar que si el nu´mero de hojas disminuye entonces el valor de la suma
∑
t∈T ∗ ntQt(T )
aumenta, en consecuencia buscaremos un nodo t no terminal cuya contribucio´n a la suma
anterior sea mı´nima.
Sea Tt un suba´rbol de T cuya ra´ız es el nodo t ∈ T , definimos la siguiente funcio´n que
depende del nodo escogido:
f(t) =
C(t)− C(Tt)
|T ∗t | − 1
,
con C(t) = ntQt(T ) y C(Tt) =
∑
r∈T ∗t nrQr(T ), ∀t ∈ T . Esta funcio´n servira´ para cuan-
tificar la aportacio´n del nodo t al descenso del error de clasificacio´n. Esta medida sera´
calculada a todos los nodos no terminales. Una vez construido el a´rbol se observara´ cual es
el nodo con menor valor en f y se procedera´ a eliminar los nodos que derivan de ah´ı. Es-
te proceso puede realizarse iterativamente hasta llegar a un a´rbol trivial, posteriormente
se evalu´a el coste de complejidad en cada iteracio´n y se elige el a´rbol que alcance el mı´nimo.
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Para ver su implementacio´n en R tomamos una muestra de 1728 coches1 que se pre-
tenden evaluar en base a los siguientes atributos:
X1 ≡ Precio de Compra.
X2 ≡ Coste de mantenimiento.
X3 ≡ Nu´mero de puertas.
X4 ≡ Nu´mero de personas.
X5 ≡ Taman˜o del maletero.
X6 ≡ Seguridad.
Y ≡ Decisio´n (inaceptable, aceptable, bueno o muy bueno).
Sera´n necesarias las librer´ıas de R rpart y rpart.plot para poder usar este clasificador
y realizar una representacio´n gra´fica. Procedemos a la lectura de los datos y a dividir en
los conjuntos de entrenamiento y prueba.
coche = read . table ( ” coche . txt ” , sep = ” , ” )
colnames ( coche ) = c ( ” Prec io ” , ”Mantenimiento” , ” Puertas ” , ” Personas ” ,
” Maletero ” , ” Seguridad ” , ” Dec i s i on ” )
set . seed (3245)
muestra2 = sample (1 : 1728 ,1200)
entreno2 = coche [ muestra2 , ]
t e s t 2 = coche [−muestra2 , ]
Para crear el a´rbol de clasificacio´n usamos la funcio´n rpart y le damos un valor a α
de 0,01 para la realizacio´n del clasificador. A continuacio´n, representamos gra´ficamente el
a´rbol obtenido.
a rbo l coche = rpar t ( entreno2$Dec i s i on ∼ . , entreno2 , method = ” c l a s s ” ,
control = rpar t . control ( cp = 0 . 0 1 ) )
rpar t . plot ( arbolcoche , tweak = 1 , ext ra = 1 , type = 0 , legend . y = 1)
1Los datos se encuentran en https://archive.ics.uci.edu/ml/datasets/car+evaluation
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Seguridad = high,med
Personas = 4,more
Precio = low,med
Mantenimiento = high,vhigh
Maletero = big,med
Seguridad = high
Seguridad = med
Maletero = med,small
Maletero = small
Mantenimiento = low,med
Seguridad = high
Maletero = big,med
Mantenimiento = high
Precio = high
acc
75  0  7  9
acc
21  0  3  0
unacc
6  0  18  0
acc
33  11  3  0
good
3  20  0  0
good
5  15  1  0
vgood
3  8  0  37
acc
64  0  0  0
acc
35  0  10  0
unacc
0  0  26  0
acc
25  0  9  0
unacc
0  0  32  0
unacc
0  0  67  0
unacc
0  0  262  0
unacc
0  0  392  0
yes noacc
good
unacc
vgood
A vista del gra´fico se pueden sacar conclusiones como: si un coche no tiene una segu-
ridad alta o media o no tiene capacidad para ma´s de 4 personas es inaceptable. Tambie´n
se puede observar que la variable que equivale al nu´mero de puertas no es decisiva para
clasificar. Pasamos a estudiar el error de entrenamiento.
predE2 = predict ( arbolcoche , entreno2 , type= ” c l a s s ” )
print ( x tab l e ( con fus ionmatr ix ( predE2 , entreno2$Dec i s i on ) , d i g i t s =0))
Aceptable Bueno Inaceptable Muy bueno
Aceptable 253 11 32 9
Bueno 8 35 1 0
Inaceptable 6 0 797 0
Muy Bueno 3 8 0 37
El error es de 0.065. Veamos ahora el error de prueba para terminar de evaluar este
ejemplo.
predT2 = predict ( arbolcoche , t e s t2 , type =” c l a s s ” )
confus ionMatr ix ( predT2 , t e s t 2 $Dec i s i on )
Confusion Matrix and S t a t i s t i c s
acc good unacc vgood
acc 106 4 13 4
good 7 10 3 0
unacc 1 0 364 0
vgood 0 1 0 15
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Overa l l S t a t i s t i c s
Accuracy : 0 .9375
95 % CI : ( 0 . 9133 , 0 .9566)
No Informat ion Rate : 0 .7197
P−Value [ Acc > NIR ] : < 2 .2 e−16
Kappa : 0 .8606
Mcnemar ’ s Test P−Value : NA
S t a t i s t i c s by Class :
acc good unacc vgood
S e n s i t i v i t y 0 .9298 0.66667 0 .9579 0.78947
S p e c i f i c i t y 0 .9493 0.98051 0 .9932 0.99804
Pos Pred Value 0 .8346 0.50000 0 .9973 0.93750
Neg Pred Value 0 .9800 0.99016 0 .9018 0.99219
Preva lence 0 .2159 0.02841 0 .7197 0.03598
Detect ion Rate 0 .2008 0.01894 0 .6894 0.02841
Detect ion Preva lence 0 .2405 0.03788 0 .6913 0.03030
Balanced Accuracy 0 .9395 0.82359 0 .9756 0.89375
Aunque en general este clasificador detecta correctamente las clases, no realiza buenas
clasificaciones en la clase ”Bueno”. Esto puede deberse a que se dispone de pocas muestras
con esa clase.
Uno de los principales problemas de los a´rboles de clasificacio´n es su alta variabilidad
con los datos, esto es, si se an˜aden nuevos datos (o se emplean datos diferentes) de
entrenamiento el resultado del a´rbol puede ser completamente diferente. Los pro´ximos
algoritmos que vamos a detallar tratara´n de reducir esta variabilidad y consistira´n en el
uso de ma´s de un a´rbol para clasificar los datos.
4.1. Bagging
El algoritmo Bagging fue propuesto por Leo Breiman en 1994 para mejorar la clasi-
ficacio´n de datos usando te´cnicas de remuestreo y combinando varios clasificadores en el
proceso. Aunque estos clasificadores no tienen que ser necesariamente a´rboles (pueden ser
de cualquier tipo), es aplicado comu´nmente usando varios a´rboles de clasificacio´n.
El nombre de Bagging viene del acro´nimo bootstrap aggregating. Bootstrap es una
te´cnica que selecciona a partir de n datos de entrenamiento, un nu´mero m de estos datos
toma´ndolos aleatoriamente y con reemplazamiento para crear otro conjunto diferente.
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El proceso que sigue el Bagging consiste en utilizar la te´cnica de remuestreo bootstrap
k veces sobre un conjunto de datos de entrenamiento y con cada una de las muestras se
genera una matriz de datos Xi con i = 1, . . . , k, que sera´ la empleada para elaborar un
clasificador diferente usando los datos obtenidos del remuestreo. Una vez creados los k
clasificadores diferentes, la regla de clasificacio´n del Bagging consiste en asignar un vector
x a la clase ma´s votada, es decir a la clase que haya salido ma´s veces como respuesta de
los k clasificadores anteriores. En caso de empate elegir aleatoriamente entre cualquiera
de las clases empatadas.
Para el caso particular en el que se empleen a´rboles de clasificacio´n para crear el Bag-
ging, estos a´rboles sera´n construidos mediante alguna regla de divisio´n y una vez que se
decide cuando parar de dividir no se aplicara´ el algoritmo prunning para eliminar nodos,
si no que se considerara´ el a´rbol resultante. Gracias a la reduccio´n de variabilidad, in-
cluso si se emplea un gran nu´mero de a´rboles, el Bagging no crea sobreajuste en el modelo.
Para ver si se mejora con respecto al uso de un solo a´rbol, el ejemplo de R estara´
basado en el mismo conjunto de datos que en el ejemplo anterior. Para la implementacio´n
de este algoritmo usamos la librer´ıa de R ipred. A fin de comparar los resultados vamos a
dividir los conjuntos de datos de la misma manera.
l ibrary ( c a r e t )
l ibrary ( b i o t o o l s )
l ibrary ( x tab l e )
l ibrary ( ip r ed )
coche = read . table ( ” coche . txt ” , sep = ” , ” )
colnames ( coche ) = c ( ” Prec io ” , ”Mantenimiento” , ” Puertas ” , ” Personas ” ,
” Maletero ” , ” Seguridad ” , ” Dec i s i on ” )
set . seed (3245)
muestra2 = sample (1 : 1728 ,1200)
entreno2 = coche [ muestra2 , ]
t e s t 2 = coche [−muestra2 , ]
Vamos a crear un modelo compuesto por 40 a´rboles de clasificacio´n con la funcio´n
bagging y vamos a evaluar los errores, comenzando con el de entrenamiento.
bagcoche40 = bagging ( entreno2$Dec i s i on ∼ . , entreno2 , nbagg=40)
predE40 = predict ( bagcoche40 , entreno2 [ , −7 ] )
print ( x tab l e ( con fus ionmatr ix ( predE40 , entreno2$Dec i s i on ) , d i g i t s = 0) )
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Aceptable Bueno Inaceptable Muy Bueno
Aceptable 270 0 0 0
Bueno 0 54 0 0
Inaceptable 0 0 830 0
Muy Bueno 0 0 0 46
Vemos que ahora con la misma muestra no comete ningu´n error en el conjunto entre-
namiento usando 40 a´rboles de clasificacio´n. Con respecto al error de prueba tenemos:
predT40 = predict ( bagcoche40 , t e s t 2 [ , −7 ] )
confus ionMatr ix ( predT40 , t e s t 2 $Dec i s i on )
Confusion Matrix and S t a t i s t i c s
acc good unacc vgood
acc 112 1 5 0
good 0 14 2 0
unacc 1 0 373 0
vgood 1 0 0 19
Overa l l S t a t i s t i c s
Accuracy : 0 .9811
95 % CI : ( 0 . 9654 , 0 .9909)
No Informat ion Rate : 0 .7197
P−Value [ Acc > NIR ] : < 2 .2 e−16
Kappa : 0 .9569
Mcnemar ’ s Test P−Value : NA
S t a t i s t i c s by Class :
acc good unacc vgood
S e n s i t i v i t y 0 .9825 0.93333 0 .9816 1.00000
S p e c i f i c i t y 0 .9855 0.99610 0 .9932 0.99804
Pos Pred Value 0 .9492 0.87500 0 .9973 0.95000
Neg Pred Value 0 .9951 0.99805 0 .9545 1.00000
Preva lence 0 .2159 0.02841 0 .7197 0.03598
Detect ion Rate 0 .2121 0.02652 0 .7064 0.03598
Detect ion Preva lence 0 .2235 0.03030 0 .7083 0.03788
Balanced Accuracy 0 .9840 0.96472 0 .9874 0.99902
Donde tambie´n vemos que mejora los resultados con respecto al ejemplo con un u´nico
a´rbol. A continuacio´n podemos ver un gra´fico donde se ven los errores usando cantidades
diferentes de a´rboles de clasificacio´n.
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Vemos que el nu´mero de a´rboles va reduciendo el error de entrenamiento hasta 0
mientras que el error de prueba se estabiliza en torno a la media, ma´s arriba en verde se
observa el error de prueba empleando un solo a´rbol del ejemplo anterior.
El uso de ma´s de un a´rbol hace que ya no sea tan fa´cil sacar conclusiones con respecto
a las variables, adema´s, tambie´n lleva a que sea un algoritmo ma´s costoso computacional-
mente.
4.2. Random Forest
Los Random Forest datan del an˜o 1995 y fue propuesto en primera instancia por Ho.
Este algoritmo, al igual que el Bagging, tambie´n consiste en una coleccio´n de a´rboles de
clasificacio´n donde cada uno de ellos emite un voto para cada vector x del conjunto de
entrenamiento y la clase ma´s votada es la asignada.
Para construir cada a´rbol se usara´ el bootstrap para remuestrear los datos y realizar
as´ı el clasificador en cada caso. La principal diferencia entre el Bagging y el Random
Forest reside en que para cada a´rbol se elige aleatoriamente un subvector de X que de-
notaremos por Θ y la construccio´n de dicho a´rbol se realiza en base u´nicamente a las
variables contenidas en Θ.
Para cada vector x del conjunto de entrenamiento tenemos k respuestas diferentes
que provienen de los a´rboles de clasificacio´n {hi(x,Θi)}ki=1. Los elementos contenidos en
{Θi}ki=1 corresponden a vectores aleatorios independientes que forman una muestra alea-
toria diferente. La composicio´n de las variables contenidas en Θi es elegida aleatoriamente
para cada i = 1, . . . , k. Todos los a´rboles se construyen con mucha profundidad y sin prun-
ning.
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Con este conjunto de clasificadores podemos definir la funcio´n margen segu´n la distri-
bucio´n del vector aleatorio (X, Y ) como sigue:
mg(X, Y ) =
1
k
k∑
i=1
I(hi(X,Θi) = Y )− ma´x
y∈Y,y 6=Y
1
k
k∑
i=1
I(hi(X,Θi) = y),
esta funcio´n nos mide la diferencia en media que excede la clase real con respecto a
la segunda ma´s votada. Cuanto mayor sea esta diferencia, ma´s seguridad tendremos al
clasificar el dato en cuestio´n. Usando esta funcio´n definimos el error generalizado:
EG = P(X,Y )(mg(X, Y ) < 0),
el sub´ındice (X, Y ) denota que la probabilidad esta´ tomada sobre el espacio de (X, Y ).
Para un nu´mero grande de a´rboles, gracias a la ley fuerte de los grandes nu´meros y las
propiedades de los a´rboles de clasificacio´n es posible probar que el error generalizado con-
verge de manera casi segura a una probabilidad que depende de los datos considerados
(vease el teorema 1.2 de [5]). Este resultado explica por que´ los Random Forest no se
sobreajustan si se an˜aden ma´s a´rboles de clasificacio´n.
Tanto en Bagging como en Random Forest existe una estimacio´n del error conocida
como out-of-bag (oob). Cada a´rbol h1, . . . , hk, es construido por los conjuntos de entrena-
miento T1, . . . , Tk respectivamente formados a partir de aplicar bootstrap a un conjunto
T . Si un vector (x, y) ∈ T no apareciera en alguno de los conjuntos T1, . . . , Tk se emite el
voto que resultar´ıa en su respectivo clasificador y se evalu´an los fallos cometidos, el error
oob es la media de todas esas predicciones que han sido mal clasificadas.
Este error es usado en los Random Forests para construir una medida de importancia
en las variables. Cuando el i-e´simo a´rbol es construido las muestras oob son transmitidas
al a´rbol y se guardan las predicciones obtenidas. El siguiente paso consiste en permutar
aleatoriamente los valores de la muestra oob de una variable Xj cualquiera y comprobar
los resultados obtenidos. Cuanto mayor sea la media de los cambios producidos en todos
los a´rboles mayor sera´ la importancia de la variable Xj dentro del modelo, con j = 1, . . . , p.
Para el siguiente ejemplo, vamos a crear un modelo que prediga el rango del precio de
un tele´fono mo´vil2 en funcio´n a las prestaciones que ofrece. En total se tiene una muestra
de taman˜o 2000 con 20 variables diferentes ma´s una variable objetivo con cuatro cate-
gor´ıas numeradas de 0− 3 que indican el rango de precio de manera ascendente.
2Los datos se encuentran en https://www.kaggle.com/iabhishekofficial/mobile-price-classification
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Para usar un este algoritmo necesitaremos la librer´ıa de R randomForest. Procedemos
a leer los datos.
l ibrary ( c a r e t )
l ibrary ( b i o t o o l s )
l ibrary ( x tab l e )
l ibrary ( rpar t )
l ibrary ( rpar t . plot )
l ibrary ( randomForest )
movil = read . csv ( ”movilE . csv ” , header = TRUE, sep=” , ” )
Antes de seguir, los datos contienen siete variables (contando la variable objetivo) que
son catego´ricas y R no las interpreta como tal, por lo tanto antes de dividir en conjuntos
de entrenamiento y prueba, cambiamos el tipo de dichas variables.
cat = c (2 , 4 , 6 , 18 , 19 , 20 , 21 )
for ( i in cat ){
movil [ , i ] = as . factor ( movil [ , i ] )
}
set . seed (575658)
muestra = sample (1 : 2000 ,1500)
movilE = movil [ muestra , ]
movilT = movil [−muestra , ]
Para poder comparar la mejora de los resultados, realizamos un modelo con un so´lo
a´rbol.
a rbo lmov i l = rpar t ( movilE$ p r i c e range ∼ . , movilE , method=” c l a s s ” ,
control = rpar t . control ( cp = 0 . 0 0 8 ) )
rpar t . plot ( arbolmovi l , tweak = 1 , ext ra = 1 , type = 0 , legend . y = 1)
ram < 2236
ram < 1077
px_height < 1461
battery_power < 1113
ram < 1541
ram < 1897
px_width < 1084
ram < 3013
px_height < 1049
ram < 2459
battery_power < 1438
battery_power < 1152
battery_power < 1000
ram < 3404
0
292  18  0  0
1
4  13  0  0
0
59  13  0  0
1
11  101  7  0
1
8  163  29  0
1
0  21  6  0
2
0  2  33  0
1
0  34  14  0
2
0  0  32  1
2
0  13  147  21
2
0  0  27  4
3
0  0  7  26
2
0  0  41  11
3
0  0  19  64
3
0  0  17  242
yes no 0
1
2
3
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Aqu´ı podemos ver que las variables ma´s decisivas a la hora de tomar una decisio´n son:
la memoria RAM que posee el tele´fono y la bater´ıa. Adema´s solo aparecen en el a´rbol un
total de 4 variables distintas para la toma de decisio´n. El error de prueba de este modelo
es de 0,188.
Construimos ahora el modelo con la funcio´n randomForest. Se realizara´ un bucle para
poder observar los errores que se producen si el nu´mero de a´rboles aumenta en el modelo.
v = 1:40
v = c ( 1 : 9 , 1 0∗v )
errorE = NULL
errorT = NULL
for ( i in v ) {
r fmov i l = randomForest ( movilE$ p r i c e range ∼ . , movilE , n t r ee = i )
predRF = predict ( r fmovi l , movilE [ ,−21 ] , type = ” c l a s s ” )
em = confus ionmatr ix (predRF , movilE [ , 2 1 ]
e = sum( diag (em) ) /sum(em)
predRFT = predict ( r fmovi l , movilT [ ,−21 ] , type = ” c l a s s ” )
tm = confus ionmatr ix (predRFT , movilT [ , 2 1 ]
t = sum( diag (tm) ) /sum(tm)
errorE = cbind ( errorE , e )
errorT = cbind ( errorT , t )
}
errorE = 1−errorE
errorT = 1−errorT
Aqu´ı podemos ver el gra´fico correspondiente a los errores producidos en funcio´n al
nu´mero de a´rboles contenidos en el Random Forest. Tambie´n se detallan los errores oob
para la u´ltima iteracio´n.
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El modelo termina de aprender todos los datos de entrenamiento usando pocos a´rboles,
puede apreciarse que el error de prueba es similar al error oob y que ambos se estabilizan a
partir de cierto punto sin que el modelo se sobreajuste. Exponemos ahora con ma´s detalle
el error de prueba para en el modelo formado por 400 a´rboles.
Confusion Matrix and S t a t i s t i c s
0 1 2 3
0 120 8 0 0
1 6 107 18 0
2 0 7 97 4
3 0 0 6 127
Overa l l S t a t i s t i c s
Accuracy : 0 .902
95 % CI : ( 0 . 8725 , 0 .9266)
No Informat ion Rate : 0 .262
P−Value [ Acc > NIR ] : < 2 .2 e−16
Kappa : 0 .8693
Mcnemar ’ s Test P−Value : NA
S t a t i s t i c s by Class :
Class : 0 Class : 1 Class : 2 Class : 3
S e n s i t i v i t y 0 .9524 0 .8770 0 .8017 0 .9695
S p e c i f i c i t y 0 .9786 0 .9365 0 .9710 0 .9837
Pos Pred Value 0 .9375 0 .8168 0 .8981 0 .9549
Neg Pred Value 0 .9839 0 .9593 0 .9388 0 .9891
Preva lence 0 .2520 0 .2440 0 .2420 0 .2620
Detect ion Rate 0 .2400 0 .2140 0 .1940 0 .2540
Detect ion Preva lence 0 .2560 0 .2620 0 .2160 0 .2660
Balanced Accuracy 0 .9655 0 .9068 0 .8863 0 .9766
Usando ma´s a´rboles se ha conseguido una mejora en la clasificacio´n de los datos de un
9 % aproximadamente.
Con la funcio´n varImpPlot obtenemos un gra´fico con la importancia de las variables
para este u´ltimo modelo. Para medir la importancia se ha usado el decrecimiento medio
del ı´ndice de Gini en los a´rboles considerados, a mayor decrecimiento se obtiene mayor
importancia.
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varImpPlot ( r fmovi l , col = ” blue ” )
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La variable referida a la memoria RAM del tele´fono es claramente la ma´s importante
de todas seguida por la bater´ıa y la anchura y altura de la resolucio´n en p´ıxeles, que eran
las cuatro que aparec´ıan en el a´rbol inicial.
Para ver que variables aparecen seleccionadas en cada modelo se puede usar la funcio´n
varUsed. Por defecto R selecciona siempre un nu´mero pro´ximo a
√
p en cada a´rbol con p
el total de variables explicativas del conjunto de entrenamiento.
4.3. Boosting
La idea de este algoritmo surge alrededor de 1996 a trave´s de Freund y Schapire. Al
igual que el Bagging, este modelo es aplicable a cualquier tipo de clasificador aunque
tambie´n es frecuente su uso con a´rboles de clasificacio´n.
Tenemos un conjunto de entrenamiento {xi, yi}ni=1 en un problema de clasificacio´n
binario con Y = {−1, 1}, para estos datos se construye un clasificador h1 y se evalu´an
los fallos cometidos, para la construccio´n del siguiente clasificador se introducen unos
pesos a aquellos datos en los que el clasificador anterior cometio´ errores y se vuelve a
evaluar, realizando este proceso tantas veces como clasificadores se deseen construir para
aplicar Boosting. Llamaremos h al clasificador final basado en los clasificadores h1, . . . , hk
construidos para aplicar Boosting y la regla de clasificacio´n consistira´ en:
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h(x) =
{
1 si
∑k
j=1 αjhj(x) ≥ 0,
−1 si ∑kj=1 αjhj(x) ≤ 0,
siendo αj unos pesos asociados en este caso a los clasificadores que servira´n para dar
mayor importancia a aquellos que realicen mejores clasificaciones, con j = 1, . . . , k.
Se define el peso wji como el valor de importancia que se le da al dato i en el clasificador
j, con i = 1, . . . , n y j = 1, . . . , k. Para el primer clasificador establecemos:
w1i =
1
n
, ∀i = 1, . . . , n,
es decir, para el primer clasificador todos los datos tienen la misma importancia. El
Boosting se construye como un modelo aditivo por etapas (stagewise additive model)
que significa que en la etapa j se ajustan los para´metros relacionados con esta etapa
asumiendo que los anteriores esta´n bien optimizados. Con todo esto, en cada etapa hay
que minimizar:
mı´n
αj ,hj
n∑
i=1
e−yi
∑j
r=1 αrhr(xi), ∀j = 1, . . . , k,
en el exponente podemos reescribir los te´rminos para separar aquellos que han de ser
minimizados de los otros, agrupando:
−yi
j∑
r=1
αrhr(xi) = −yi
j−1∑
r=1
αrhr(xi)−yiαjhj(xi) = fj−1(xi, yi)−yiαjhj(xi), ∀i = 1, . . . , n, ∀j = 1, . . . , k,
sustituyendo en la funcio´n objetivo nos queda:
mı´n
αj ,hj
n∑
i=1
efj−1(xi,yi)e−yiαjhj(xi) = mı´n
αj ,hj
n∑
i=1
wji e
−yiαjhj(xi), ∀j = 1, . . . , k,
ya que la suma implica todos los datos, podemos separar la suma en funcio´n al acierto o
error que pueda cometer el clasificador hj de forma que:
mı´n
αj ,hj
n∑
i=1
wji e
−yiαjhj(xi) = mı´n
αj ,hj
e−αj
∑
hj(xi)=yi
wji + e
αj
∑
hj(xi)6=yi
wji , ∀j = 1, . . . , k,
tomando funciones indicadoras en ambos sumandos:
mı´n
αj ,hj
e−αj
n∑
i=1
wji I(hj(xi) = yi) + e
αj
n∑
i=1
wji I(hj(xi) 6= yi), ∀j = 1, . . . , k,
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por u´ltimo, escribimos la expresio´n anterior en torno al indicador I(hj(xi) 6= yi) para
obtener la funcio´n objetivo a minimizar:
mı´n
αj ,hj
e−αj
n∑
i=1
wji − e−αj
n∑
i=1
wji I(hj(xi) 6= yi) + eαj
n∑
i=1
wji I(hj(xi) 6= yi), ∀j = 1, . . . , k.
Para encontrar un mı´nimo de la funcio´n anterior para αj derivamos e igualamos a cero
obteniendo:
e−αj
∑n
i=1w
j
i I(hj(xi) 6= yi)∑n
i=1w
j
i
+
eαj
∑n
i=1w
j
i I(hj(xi) 6= yi)∑n
i=1w
j
i
= e−αj ,∀j = 1, . . . , k,
donde se han dividido todos los te´rminos por
∑n
i=1w
j
i . Haciendo Lj =
∑n
i=1w
j
i I(hj(xi) 6= yi)∑n
i=1w
j
i
,
podemos encontrar una solucio´n para αj de la forma:
αj =
1
2
log(
1− Lj
Lj
), ∀j = 1, . . . , k.
Con respecto a los para´metros anteriores, Lj es la funcio´n encargada de penalizar los
errores de hj en base a los valores de los pesos w
j
i . Si el valor de Lj es bajo implica que
hj realiza una buena labor de clasificacio´n y en consecuencia el valor de αj aumenta para
darle ma´s importancia a hj dentro de la regla de clasificacio´n anterior.
Por otra parte, es posible dar una expresio´n iterativa para los pesos teniendo en cuenta
que cuando se cambian estos de una iteracio´n a otra se guarda toda la informacio´n obtenida
hasta ese momento, es decir:
wj+1i = w
j
i e
−yiαjhj(xi), ∀i = 1, . . . , n, ∀j = 1, . . . , k − 1,
no obstante, ya que −yihj(xi) = 2I(hj(xi) 6= yi)− 1, sustituyendo tenemos:
wj+1i = w
j
i e
2αjI(hj(xi)6=yi)e−αj , ∀i = 1, . . . , n, ∀j = 1, . . . , k − 1,
pero a efectos del problema, multiplicar todos los pesos de la etapa j por e−αj no cons-
tituyen ninguna mejora para la clasificacio´n (basta observar la expresio´n de Lj) por lo
tanto:
wj+1i = w
j
i e
2αjI(hj(xi)6=yi), ∀i = 1, . . . , n, ∀j = 1, . . . , k − 1,
Todo este proceso es conocido por AdaBoost (Adaptative Boosting) y podemos resu-
mirlo en las siguientes etapas:
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1. Establecer el tipo de clasificadores y el nu´mero total que se van a utilizar.
2. Hacer w1i =
1
n
con i = 1, . . . , n y construir el primer clasificador h1 que minimice
L1, obtener α1.
3. En general, recalcular los pesos wji mediante el proceso iterativo, encontrar el clasi-
ficador hj que minimice Lj y calcular αj.
4. Una vez obtenidos todos los clasificadores aplicar la regla de clasificacio´n a cada uno
de los datos de entrenamiento.
Para extender este concepto a problemas con ma´s clases, se puede recurrir a los en-
foques de uno contra uno o uno contra todos que se usaban en las ma´quinas de vectores
soporte, sin embargo, existe un algoritmo con ligeras diferencias con respecto al caso bi-
nario que hacen que se pueda extender este algoritmo a problemas con ma´s de dos clases.
Este algoritmo es conocido como AdaBoost.M1 y se diferencia en el caso binario en estos
detalles, el primero con respecto a la actualizacio´n de los pesos que ahora vendr´ıa dada
por:
wj+1i =
{
wji e
−αj si hj(xi) = yi
wji e
αj si hj(xi) 6= yi
, ∀i = 1, . . . , n, ∀j = 1, . . . , k − 1,
el segundo con respecto a la regla de clasificacio´n que ahora queda definida como sigue:
h(x) = arg ma´x
y∈Y
k∑
j=1
αjI(hj(x) = y).
Por lo tanto, la diferencia entre el AdaBoost y el AdaBoost.M1 se encuentra en los
pasos 3 y 4 del resumen anterior, siendo los dos primeros exactamente iguales.
Es posible que al tratar de encontrar un clasificador hj con los pesos correspondientes,
el resultado de Lj sea mayor o igual que
1
2
, en ese caso es conveniente parar la iteracio´n y
realizar el Boosting con k = j−1 clasificadores. Este hecho tambie´n puede verse reflejado
en la expresio´n de αj, pues para dichos valores de Lj se tiene que αj es 0 (el clasificador
no cuenta en la regla de clasificacio´n) o menor que 0 que puede interpretarse como una
medida de poca fiabilidad del clasificador hj, con j = 1, . . . , k.
Para este u´ltimo ejemplo, vamos a realizar una comparacio´n entre el Random Forest y
el Boosting, para ello vamos a tomar el mismo conjunto de datos que en el ejemplo ante-
rior y vamos a realizar iteraciones del modelo con el fin de comparar los errores cometidos
por ambos clasificadores.
La implementacio´n de este algoritmo se encuentra en la librer´ıa de R adabag. Leemos
los datos dividiendo los conjuntos de la misma forma que en el ejemplo anterior.
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l ibrary ( c a r e t )
l ibrary ( b i o t o o l s )
l ibrary ( x tab l e )
l ibrary ( rpar t )
l ibrary ( randomForest )
l ibrary ( adabag )
movil = read . csv ( ”movilE . csv ” , header = TRUE, sep=” , ” )
cat = c (2 , 4 , 6 , 18 , 19 , 20 , 21 )
for ( i in cat ){
movil [ , i ] = as . factor ( movil [ , i ] )
}
set . seed (575658)
muestra = sample (1 : 2000 ,1500)
movilE = movil [ muestra , ]
movilT = movil [−muestra , ]
Creamos el modelo a partir de la funcio´n boosting que aplica el algoritmo AdaBoost.M1
usando a´rboles de clasificacio´n con la posibilidad de aplicar bootstrap en la muestra.
En este caso se hara´ igual que se ha detallado anteriormente, es decir, sin bootstrap.
Con el siguiente bucle for calculamos los errores cometidos por los diferentes modelos de
Boosting.
v = 1:40
v = c ( 1 : 9 , 1 0∗v )
errorBE = NULL
errorBT = NULL
for ( i in v ){
boostmovi l = boost ing ( p r i c e range ∼ . , movilE , mf ina l = i , boos = FALSE,
c o e f l e a r n = ”Breiman” )
predBME = predict ( boostmovi l , movilE [ ,−21 ] )
be = confus ionmatr ix (predBME$class , movilE [ , 2 1 ] )
bem = sum( diag ( be ) ) /sum( be )
predBMT = predict ( boostmovi l , movilT [ ,−21 ] )
bt = confus ionmatr ix (predBMT$class , movilT [ , 2 1 ] )
btm = sum( diag ( bt ) ) /sum( bt )
errorBE = cbind ( errorBE , bem)
errorBT = cbind ( errorBT , btm)
}
errorBE = 1−errorBE
errorBT = 1−errorBT
Los datos referentes al modelo Random Forest se consiguen a partir del anterior ejem-
plo. Aqu´ı podemos ver una gra´fica comparando los diferentes modelos segu´n el nu´mero
de a´rboles utilizados.
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Los errores cometidos por el Boosting son ligeramente inferiores a los cometidos por
el Random Forest. Para el u´ltimo caso detallamos el error de prueba del clasificador.
r e spue s ta = as . factor (predBMT$class )
confus ionMatr ix ( respuesta , movilT [ , 2 1 ] )
Confusion Matrix and S t a t i s t i c s
0 1 2 3
0 124 4 0 0
1 2 109 9 0
2 0 9 104 6
3 0 0 8 125
Overa l l S t a t i s t i c s
Accuracy : 0 .924
95 % CI : ( 0 . 8972 , 0 .9457)
No Informat ion Rate : 0 .262
P−Value [ Acc > NIR ] : < 2 .2 e−16
Kappa : 0 .8986
Mcnemar ’ s Test P−Value : NA
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S t a t i s t i c s by Class :
Class : 0 Class : 1 Class : 2 Class : 3
S e n s i t i v i t y 0 .9841 0 .8934 0 .8595 0 .9542
S p e c i f i c i t y 0 .9893 0 .9709 0 .9604 0 .9783
Pos Pred Value 0 .9688 0 .9083 0 .8739 0 .9398
Neg Pred Value 0 .9946 0 .9658 0 .9554 0 .9837
Preva lence 0 .2520 0 .2440 0 .2420 0 .2620
Detect ion Rate 0 .2480 0 .2180 0 .2080 0 .2500
Detect ion Preva lence 0 .2560 0 .2400 0 .2380 0 .2660
Balanced Accuracy 0 .9867 0 .9322 0 .9100 0 .9663
Este algoritmo es mucho ma´s costoso computacionalmente que el Random Forest ya
que emplea todas las variables y no es aconsejable emplearlo en problemas con un gran
nu´mero de clases diferentes.
Algunos autores sen˜alan que el algoritmo Boosting consigue en general mejores resul-
tados que el Random Forest, este u´ltimo mejora al Bagging y el Bagging clasifica mejor
que un solo a´rbol.
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