Abstract: This paper presents a novel data-driven approach for selecting controlled variables (CVs) following the self-optimizing control (SOC) strategy. Existing SOC methods rely on known process models and are developed based on linearization of original nonlinear process models, which requires rigorous knowledge of the plant and may result in large losses due to the locality inherited from linearization. In this work, we propose a data-driven approach firstly to derive a regression model for the economic cost as a function of independent variables using operation data, then to determine CVs by incorporating the concept of necessary conditions of optimality (NCO). Compared to existing SOC methods, the proposed approach doesn't need a process model to be a priori. Moreover, it is able to achieve a better self-optimizing performance under uncertainties, as demonstrated by a case study of the exothermic reactor example.
INTRODUCTION
Self-optimizing control (SOC) (Skogestad, 2000) aims to achieve optimizing control with feedback controllers in the face of uncertainties, through the means of selecting appropriate CVs. Based on this strategy, a number of methods have been develeped for selecting CVs in the purpose of near optimum operation. Halvorsen et al. (2003) derived simple singular value rule and local exact method, which formed as an important mathematical basis for later SOC methods. Cao (2005) suggested choose direct or indirect gradients as CVs. Recent works focused on finding optimal combination matrix H of measurements as CVs. Kariwala (2007) minimized the local worst-case loss via singular value and eigenvalue decompositions. Later Kariwala et al. (2008) derived superoptimal H which minimizes both the average loss and the worst-case loss simultaneously. Alstad and Skogestad (2007) presented a null space method focusing the loss caused by disturbances.
Furthermore, Alstad et al. (2009) extended null space method to include the loss caused by implementation error using extra measurements. Hori and Skogestad (2008) compared maximum gain rule with local exact method and found the former one should be used with care for ill-conditioned plants. The common features of most methods mentioned above are that firstly these methods rely on rigorously known process models, and secondly, linearization of the process has to be conducted, which may result in large losses when the process is subject to large disturbances due to the locality inherited from linearization.
On the other hand, optimum operation can be achieved by online tracking necessary conditions of optimality (NCO) (Srinivasan et al., 2003) . By using measurements to enforce the NCO under uncertainties, the whole process is steered to approaching optimal point (Francois et al., 2005) . Unlike online NCO tracking, in this work, the key idea is to obtain NCO predicting models offline and then apply them online.
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The remaining of this paper is organized as follows: The methodology of SOC for CV selection is briefly reviewed in Section 2, and the new CV selection approaches based on the concept of NCO is introduced in Section 3. In Section 4, an exothermic reactor case is studied by applying data-driven methods to select CV. Some conclusions of the work are drawn in Section 5.
SELF-OPTIMIZING CONTROL FOR CV SELECTION
Consider the static optimization problem for continuous processes, which can be generally formulated as min ( , ) .
where J is the scalar objective function, which is typically an operation cost or negative economic profit, 
where H is the combination matrix with full row rank n u to square the control system. Zero columns in H imply a subset of y is unused. The worst case loss (Halvorsen et al., 2003) and average loss (Kariwala et al., 2008) for uniformly distributed disturbances are found to be (4) or (5) with respect to H. Recently, several explicit expressions for H have been reported (Kariwala, 2007; Kariwala et al., 2008; Alstad et al., 2009 ).
NECESSARY CONDITIONS OF OPTIMALITY AS CONTROLLED VARAIBLES
Suppose u opt is the solution of problem (1), then at u opt the following Karush-Kuhn-Tucker (KKT) conditions (Edgar et al., 2001; Cao, 2005) , which is also known as first order necessary conditions of optimality (NCO), should be hold
where μ (n g ×1) is the vector of Lagrange multipliers. Once the active constraints g a , which corresponds to nonzero Lagrange multipliers, is known, μ can be eliminated from above equations and the NCO can be represented as two parts: active constraints g a and reduced gradients ∇ r J (Chachuat et al., 2009) , as follows.
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According to (7), in order to minimize the loss, a straightforward strategy is choosing NCO components as CVs with zero setpoints (referred as NCO control later), which has also been suggested by several researchers (Bonvin et al., 2001; Cao, 2005; Chachuat et al., 2009; Jäschke and Skogestad, 2011) . Under NCO control, NCO components are accomplished by utilizing feedback controllers, so as to steer the whole process to operational optimum. Here, NCO control provides a more general framework for control structure design and builds a connection between optimization problem and set-point tracking problem.
The main difficulty of NCO control may lie in the fact that not all NCO components are online available. Active constraints, g a are usually related to some operational restrictions such as safety regulations, product quality, etc.
In most cases, these variables are measured as a requirement of chemical process design. However, the reduced gradients ∇ r J seem more involving with unmeasured disturbances and normally are not directly measurable. 
A simple rearrangement of (3) and (8) 
Comparing (7) and (9) we find that SOC essentially capture ∇ r J with the left term in (9) (g a are controlled explicitly), because according to (7) the truly invariable quantities at the optimum point are NCO components. The connection between SOC strategy and NCO tracking control has also been discussed in recent works by Downs and Skogestad (2011) and Jäschke and Skogestad (2011) . when Z is perfectly kept at zero by feedback control, the value of ∇ r J equals to the approximation error between Z and ∇ r J. Therefore, the loss in (10) can also be represented as follows
Therefore, (11) can be taken as a criterion to approximate
, where θ is a set of parameters to be determined such that L in (11) is minimized. A similar discussion is also available in (Jäschke, 2009) . To simplify the optimization problem (11), in this paper, we will not consider the factor of ( ) proposed method is able to push the gradient more close to zero across the entire region, thus reduces the overall economic loss. Also note that the price to gain better overall performance is the slightly increased loss around the nominal operating point. The NCO control and proposed approximating NCO control structure are shown in Fig.2 .
CV SELECTION FOR THE EXOTHERMIC REACTOR PROCESS
The exothermic reactor process has been previously studied by Alstad (2005) and Kariwala (2007) . The reactant A is fed into a continuous stirred-tank reactor (CSTR) and undergoes a first order reversible exothermic reaction in the CSTR. The schematic of reactor process is shown in Fig.3 and for more detailed descriptions for the process, we refer to Kariwala 
The anticipated Table 1 . The operational degree of freedom for this case is 1. Therefore, only 1 CV needs to be selected to square the control system. Single measurement as CV. Firstly, consider to select an individual measurement from the candidate list as the CV. In this case, the original SOC method (Skogestad, 2000) suggested determine CVs in a select-and-evaluate manner.
That is, first identify candidate CVs, then evaluate the corresponding losses under uncertainties, finally choose the best CVs with least losses. In this work, a correlation analysis between candidate CVs and the NCO is performed to select the best CVs, which avoids the difficulty caused by innumerous combinations of disturbance scenarios when evaluating losses. The underlying justification is that a correlation coefficient between two variables represents their linear dependency relationship with each other. Therefore, the measurement with highest correlation coefficient can be selected as a CV because it is able to approximate the NCO most closely among all candidate measurements.
The correlation coefficients between y i (i=1,2,3,4) and dĴ/du are calculated as -0.3798, 0.1270, 0.8897 and 0.8993 respectively, indicating that measurement T i is the best to approximate dĴ/du whilst measurement C B is the worst.
Therefore, the manipulated variable T i can be chosen as a CV to achieve a good self-optimizing performance. Again a Monte Carlo experiment with the same disturbances as adopted in the individual measurement study is conducted and the results are shown in Table 3 . The results in Table 3 show that self-optimizing performance can be significantly improved by using measurements combination as CV. 
