Esta es la versión de autor del artículo publicado en: This is an author produced version of a paper published in: 
Introduction
of the SVM decision function scales with respect to the number of support vectors n SV and Steinwart [1] 5 showed that the number of support vectors scales linearly with respect to the number of training patterns. Consequently, other machine learning techniques are preferred in those large-scale domains in which an 7 use of linear SVMs in the manifold coordinates such as sparse coding or local coordinate coding [15, 16, 17] .
48
The MLSVM method [18] is based on a mixture of linear SVMs defining an underlying probabilistic model 49 which implicitly selects the linear SVMs to be used to classify each pattern. A test sample is classified by 50 the weighted average over the mixture of classifiers.
51
Our work approaches the task as the construction of a binary decision tree whose nodes are linear SVMs. the split of each node is a linear SVM. The tree presents a particular structure, which could be considered as 58 a cascade of linear SVMs as the tree only expands the right branches. Then, it is assumed that each split in 59 the tree is able to classify correctly all of the patterns belonging to the left child. The main difference with 60 our method is that our tree is a complete binary decision tree in the sense that both children of each node 61 can be expanded in the following steps. Although Zapién et al. provide the most straightforward approach, 62 a balanced tree search is on average faster at classifying a datapoint since the cascade structure needs to 63 run through all of the decision nodes to evaluate the worst datapoints. In addition, the hypothesis class 64 (disjunctions of conjunctions) of H-LSVM is more general than that of the Zapién's model (conjunctions) 65 because (i) the cascade structure (also known as decision list) can be viewed as a special type of decision 66 trees [22] and (ii) the number of decision tree skeletons with k decision nodes is given by the k-th Catalan
67
Number [19, 23] while the Zapien's cascade structure has only one possibility. The algorithms proposed by 68 Fehr et al. [24] and Sun et al. [25] represent an extension of the Zapién model in which the linear SVM 69 is the split in each node and nonlinear SVMs make up the leaves of the tree. These models still depend 70 on a non-linear SVM which means a large number of support vector evaluations to classify a test sample.
71
The DTO-SVM algorithm [26] builds an oblique decision tree whose node split is selected between the C4.5
72
[27] parallel-split calculated from the categorical variables and the SVM-SMO [28] classifier obtained from which makes large-scale predictions costly.
75
Another interesting approach to combine decision trees and SVMs is the one proposed by Bennett and 76 Once the complete tree is trained, a pruning step can improve the generalization capability of the H-LSVM 110 model. The four key elements for the construction of a decision tree with the pruning algorithm will be 111 described in this section.
112
Let us establish some notation. Given a training set S = {( �
, where � x i ∈ R d and y i ∈ {+1, −1}, 113 we define:
114
• H k : a node in the tree.
115
• S H k : subset of samples in the node H k .
116
• S + H k : subset of positive samples in the node H k .
117
• S − H k : subset of negative samples in the node H k .
118
• N H k = |S H k |: number of samples in the node H k .
119
• N
number of positive samples in the node H k .
120
number of negative samples in the node H k .
121
• � x i H k : i-th sample in the subset S H k .
122
• � w H k : normal vector to the hyperplane associated to the node H k .
123
• b H k : bias term of the hyperplane associated to the node H k .
124
• h H k ( � x i ): evaluation of the i-th pattern in the node H k , that is
: left child of the node H k : {� x ∈ S H k | h H k (� x) ≤ 0}.
127
• S r H k : right child of the node H k : {� x ∈ S H k | h H k (� x) > 0}.
128
• p i H k : weight of the i-th pattern in the node H k verifying
129
Splitting Goodness. The definition of the splitting goodness is based on the impurity function concept [12] .
130
Two different concepts need to be defined: the impurity of a node and the impurity of a split. The impurity 131 of a node H k , I(H k ), does not depend on the splits and it is a function of the number of patterns of each 132 class in the node, 
Split 2
Figure 1: An example of two different splits in a decision tree. If the classification error is used as an impurity measure, both splits misclassified 1, 000 samples. Nevertheless, the second split seems more desirable for the future expansion of the tree.
As the aim of the decision tree is to minimize the overall misclassification rate of the tree, it would be zero for all the splits in S H k , and ii) the inadequacy for an iterative-split decision tree method (see Figure 1 140 extracted from [12, Chapter 4]).
141
As an alternative, entropy was chosen as impurity function because it is one of the most common impurity 142 functions in recent methods. The entropy of a node H k in a binary decision tree is formulated as follows,
where the superscripts + and − represents the category of the samples. 
where L ( � w; (� x, y)) represents the loss function,
To solve the problem in Equations 3 and 4, the Pegasos algorithm alternates between stochastic gradient 151 descent steps and projection steps:
152
• Stochastic gradient descent. On iteration t of the algorithm, a set A t ⊂ S of size k is chosen.
153
Then, the objective function given in Equation 3 is approximated by,
The update of the � w based on the gradient descent method is given by � w t+
where
λt is the learning-rate and � ∇ w t is the subgradient of f ( � w; A t ) with respect to � w on the iteration t,
A + t being the set of samples in A t with non-zero loss that is,
the optimal solution of SVM is in the set B [13].
159
The Pegasos algorithm has been used in the H-LSVM to obtain the oblique splitting hyperplane in each 160 node of the tree but some changes have been applied:
161
• Weighted-patterns. The H-LSVM algorithm generates a piecewise linear model using a decision 162 tree to divide the input space into disjoint regions. In each region, the proportion of patterns of 163 each class might be unbalanced and might not necessarily be the same as in the original problem.
164
In addition, some classification problems, such as fraud detection [31] 
Now, the objective function of the Pegasos algorithm incorporates the sample weight in the loss term,
and the subgradient of Equation 8 respect to � w on the iteration t is given by,
It can be easily shown that the Weighted-Pegasos algorithm still verifies that the norm of the optimum 
175
• The bias term. heuristically chosen parameter τ ) because the bias term is updated more frequently than the weights.
180
At each epoch t, not only is the stochastic gradient descent applied to the � w vector but also to the 181 bias term b:
The subgradient of the bias is given by ∇
py.
182
• Pegasos Parameters. Some meta parameters have to be set in the Weighted Pegasos Algorithm,
183
-λ Regularization Parameter : Obtained via a validation subset or cross validation (Section 5).
184
-T Maximum number of iterations in Pegasos Training.
185
-k size of the subset of samples A t used to update the subgradient. 
6. Prediction step: Let � x be a new sample and the H-LSVM tree defined by
. The 232 targetỹ of the pattern � x is calculated as the majority class in the leaf node of the tree associated to � x. the i-th node to get some fixed generalization error in each node.
258
INPUT: S 0 , λ, T, k, ǫ P , δ, τ
Compute the weight of each pattern in S H l using Equation 7 where
Compute the weight of each pattern in S H r using Equation 7 where
Figure 3: H-LSVM Tree Construction. classification of the pattern � x is carried out according to: evaluated by the algorithm until the pattern � x reaches a leaf in the tree.
272
The summary of the number of operations needed by each algorithm to classify a new pattern � x is given 273 in Table 1 (column Classification).
274
Obviously the lowest classification cost corresponds to the linear SVM but it will be shown in Section 5
275 that the linear model is not usually competitive enough for real-world datasets. As regards the non-linear 276 models, it is reasonable to assume that the number of kernel operations n K (d) is at least d. In that case, paradigm deserves a special mention because it generally yields tighter bounds and sparse models. These 295 bounds assume axis-parallel decision trees and their application to H-LSVM trees is not straightforward.
Generalization Error Bound for the H-LSVM Algorithm

296
The formulation of the SC bounds for oblique decision trees is a direction for future work which might 297 also help to alleviate (or even eliminate) the cost of the pruning phase by using these bounds to guide the tree [47, 48] .
305
Formally, let P = (P 1 , . . . , P L ) the probability vector which represents the probability of a pattern � x 306 reaching leaf i for i = 1 . . . L. Then, the quadratic distance between the probability vector P and the uniform 307
2 and the effective number of 308 leaves in the tree is defined by L eff ≡ L(1 − ρ(P, U )). 
313
With a probability of at least 1 − ξ on the training set S (of size N ), every decision tree T that is consistent 314 with S has
where L eff is the effective number of leaves of T and V Cdim is the Vapnik Dimension.
316
The H-LSVM algorithm is in line with this framework identifying the class U with the Linear SVM. It
321
With a probability of at least 1 − ξ on the training set S (of size N ), every decision tree T that is consistent 322 with S has
where L eff is the effective number of leaves of T .
324
In practice it is quite difficult to have a consistent tree with the training data S. In that case, a bound 325 of the misclassification probability can be obtained as a function of the misclassification probability in S,
. Now, the probability vector P is reformulated according to the training set as:
By applying the theorem given in [40] for the particular case of the H-LSVM tree, we obtain the following T has
where c is a universal constant, and L 
Experiments
340
The aim of the experiments described in the following subsections is fourfold: 
345
• Analyze numerically the H-LSVM scalability (Section 5.5).
346
• Analyze numerically the H-LSVM error bound studied in Section 4 (Section 5.6).
347
The H-LSVM has been implemented in C language and the code can be found at:
348 https://sites.google.com/site/irenerodriguezlujan/HLSVM-1.1.zip.
349
As the H-LSVM algorithm has been designed for binary classification domains, the experiments have Table 2 as well as the repositories where they are available.
363
In most of the datasets (IJCNN, Shuttle, M3VO and Vehicle), the training and test subsets are given 364 beforehand. In the Faces dataset, we followed the experimental setup described in with i = ⌊log 10 N ⌋ to guarantee that the H-LSVM grows to a sufficient size (pruning is applied if necessary).
384
The regularization parameter λ was chosen from the grid Table 3 . 
Results
390
The results in terms of classification error (Error (%)) and classification cost are shown in Table 4 . In 
398
The quantification of the performance of the algorithms considering the linear and non-linear SVMs as 399 the points of reference is given by the quantities Relative Error (RE) and Relative Complexity (RC), given in Table 5 . The performance of the Zapién method has been extracted from [21, 52].
441
In both cases H-LSVM is superior in terms of classification accuracy whereas the classification cost is in Finally, to give an idea of the quality of the H-LSVM algorithm with regard to the prediction time, training cost discussed in Section 3.1, the differences between the training cost of the non-linear SVM and as well as the value of the parameter H for each dataset are given in Table 7 .
467
497
The results show that Adaboost has a better performance in the Shuttle and Vehicle datasets, the differ- y-axis) and 5b (logarithmic y-axis) include the number of internal nodes associated with the balanced 517 decision tree (log 2 (N )) and those encountered in the cascade structure (N ). In this case, the complexity of 518 the H-LSVM tree is closer to that of the balanced tree. Similar results are expected for the other datasets 519 since in all cases the maximum depth of the tree is much lower than the number of internal nodes.
520
Furthermore, the variability in the distribution of the training samples throughout the decision tree also 521 affects the exact computation of a general training cost of the Pegasos algorithm in each node. Although 522 the subsample size k is fixed at the beginning of the algorithm -in this experiment, it was set 50, 000 -, 523 the effective subsampling size in each node is determined online as the minimum between k and the number 524 of samples reaching the current node, which is totally linked to each particular dataset. Nevertheless, the 
while the linear tree has a quadratic dependence:
Therefore, the complexity of H-LSVM training is closer to the best scenario. Finally, Figure 5d 
537
The preceding results corroborate the applicability of H-LSVM to large-scale scenarios. 
Numerical Analysis of H-LSVM Generalization Error Bound
539
Lemma 3 provides a generalization error bound for the H-LSVM method as a function of some data-540 dependent parameters according to the equation, Finally, it is interesting to see how the underfitting and overfitting effects are reflected in Figure 6 . In 561 the case of the IJCNN dataset, the differences between the test and training error rates are small for the 562 largest values of δ while the test error rate is the worst. It is a case of underfitting. On the other hand,
563
the lowest values for δ have the largest differences between the test and training error rates but the test 564 error rate is the lowest. This scenario is preferable to that with large values of δ. In the Faces dataset 565 the underfitting/overfitting are clearly reflected for high/small δ values, respectively. Regarding how the δ 566 parameter was chosen in the experiments (see Table 3 ), it makes sense that the optimal pruning rate for the
567
Faces dataset was ρ = 0.1 in order to avoid overfitting. 
Conclusions
569
This paper has presented and analyzed a new classification method for medium and large-scale datasets.
570
As the application of non-linear SVMs in these problems is prohibitive because it generates a large number 
