We propose a cross-entropy minimization method for finding the reaction coordinate from a large number of collective variables in complex molecular systems. This method is an extension of the likelihood maximization approach describing the committor function with a sigmoid. By design, the reaction coordinate as a function of various collective variables is optimized such that the distribution of the committor p * B values generated from molecular dynamics simulations can be described in a sigmoidal manner. We also introduce the L 2 -norm regularization used in the machine learning field to prevent overfitting when the number of considered collective variables is large. The current method is applied to study the isomerization of alanine dipeptide in vacuum, where 45 dihedral angles are used as candidate variables. The regularization parameter is determined by cross-validation using training and test datasets. It is demonstrated that the optimal reaction coordinate involves important dihedral angles, which are consistent with the previously reported results. Furthermore, the points with p * B ∼ 0.5 clearly indicate a separatrix distinguishing reactant and product states on the potential of mean force using the extracted dihedral angles.
I. INTRODUCTION
Characterizing the free energy landscape of complex molecular systems is important for understanding the underlying mechanism of the dynamical processes such as protein isomerizations. 1, 2 The potential of mean force (PMF) has been utilized to describe the complex landscape as a function of an a priori selected small number of collective variables (CVs). Various enhanced simulation techniques, e.g., umbrella sampling 3 , replica exchange method 4 , and metadynamics 5 , have been developed to obtain PMFs efficiently.
The CV generally denotes a variable as a function of the molecular conformation of the system. Examples are distance and angle variables characterizing molecular structures. Stable states, i.e., reactant and product, are energetically distinguished by the saddle point of the PMF profile. If the saddle point plays a role of the transition state (TS) within the framework of transition state theory, the selected CVs serve as the reaction coordinates (RCs). 6 It is however non-trivial to find the relevant RCs from a large number of CVs. Most importantly, the position of the saddle point is strongly affected by the choice of CVs. This indicates that it is necessary to rigorously examine whether the obtained PMF profile can predict the TS separating stable states.
The committor analysis is the statistical method to find good RCs from the transition paths sampled by molecular dynamics (MD) simulations. 7 Let A and B denote the reactant and product states that are divided by the TS, respectively. Here, the "committor" p B (x) is defined as the probability of a) Electronic mail: keokazaki@ims.ac.jp b) Electronic mail: mori@ims.ac.jp c) Electronic mail: kk@cheng.es.osaka-u.ac.jp d) Electronic mail: nobuyuki@cheng.es.osaka-u.ac.jp the trajectories that reach the state B prior to the state A starting from a conformation x with the Maxwell-Boltzmann distributed velocity. If this x is located at the TS, p B = 1/2 because of equal probability reaching A and B. In other words, the TS can be defined as a set of conformations such that p B = 1/2 using a good RC r(x). Practically, the committer distribution p(p B ) obtained from large numbers of initial points near the TS has a sharp peak at p B = 1/2. There have been many applications of the committor distribution test when examining the quality of the chosen coordinate. [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] In the seminal work by Bolhuis et al., the committor analysis has been applied to the isomerization of alanine dipeptide. 10 For characterizing protein isomerizations, the Ramachandran plot, which is a histogram of backbone dihedral angles φ and ψ of amino acids, has conventionally been visualized (see Fig. 1 (a) for the definition of φ and ψ). In vacuum, two energetically stable states, the β-sheet structure (state A) and the left-handed α-helix structure (state B), are characterized by this plot (see Fig. 1(b) for states A and B). However, Bolhuis et al. reported that an additional dihedral angle θ is required to appropriately obtain the proper committor distribution (see also Fig. 1(a) for the definition of θ). That is, the Ramachandran plot using two angles φ and ψ can distinguish the two states A and B, but is not capable of predicting the TS properly.
The committor analysis for extracting appropriate RCs has been done via a "trial-and-error" approach based on physical intuition. Remarkably, Ma and Dinner have developed the genetic neural network method, which was applied to committor values evaluated for various conformations. 15 It was demonstrated that the optimized CVs for describing the committor distribution showing the peak at p B = 1/2 involve the dihedral angle θ in vacuum. This results is consistent with the previous study by Bolhuis et al. 10 The importance of the angle θ has also been discussed by Ren, et al. 16 Overall, developing reliable and efficient methods to iden-tify RCs is still a demanding task in MD simulations. [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] Peters, et. al., have recently developed an approach using the likelihood maximization method for finding RCs. 37 In their method, the likelihood as a function of the committor value was introduced, and combined with an aimless shooting algorithm, which is a variation of the transition path sampling method. 38 The aimless shooting generates a binary outcome with respect to the committor value, i.e., p * B = 0 or 1, for each trajectory from one shooting point. The committor was modeled as the sigmoid function p B (r) = [1 + tanh(r)]/2, and the likelihood maximized using those outcomes led to the RC r by optimizing linear combinations of the CVs of sampled shooting points. 37 The likelihood maximization method has widely been utilized for finding the good RC in various systems. [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] In this study, we propose a refined approach for identifying the RC using dataset of the pre-evaluated committor value p * B that varies continuously from 0 to 1. Instead of binary outcomes, the continuous nature of the committor provides a more accurate statistic for the RC. We illustrate that the likelihood maximization is naturally extended to the cross-entropy minimization. Note that these approaches, corresponding to the Logistic regressions in the machine learning literature, often suffer from overfitting. 56 To prevent overfitting, we introduce the L 2 -norm regularization to the cross-entropy minimization.
The presented cross-entropy minimization method is applied to study the isomerization of alanine dipeptide in vacuum. We use all dihedral angles of the molecule as candidate CVs and perform the cross-entropy minimization with the committer values p * B to search the best RC representing the TS. The regularization parameter is heuristically determined by cross-validation using training and test datasets. Finally, we examine the validity of the optimized coordinate by plotting the committor distributions as a function of characteristic CVs.
The remaining sections of this paper are organized as follows. Section II describes the formalism of the cross-entropy minimization as an generalization of the likelihood maximization. We also introduce the L 2 -norm regularization into the objective function. In Section III, we present the computational details with regard to the generation of the p * B data and cross-entropy minimization. In Section IV, the numerical results and discussions are described. Finally, our conclusions are drawn in Section V.
II. THEORY

A. Likelihood maximization and cross-entropy minimization
We start from N snapshots of the system that are sampled from the path connecting the reactant A and product B. We describe each snapshot k by M CVs q i (x k ), which are functions of the Cartesian coordinates x k . The committor calculated at each point from multiple short simulations is denoted as p * B (x k ). that can describe the change of committor distribution p * B in a sigmoidal manner. To this end, we define the CV vector q(x k ) = (1, q 1 (x k ), · · · , q M (x k )) and corresponding coefficients α = (α 0 , α 1 , · · · , α M ). Note that q is (M+1)-dimensional due to the bias term (q 0 = 1). We describe the trial function r (q (x k )) as a linear combination of the CVs as
(1)
We assume that, in the ideal case, the committor p B changes from 0 to 1 following the sigmoid function defined by p B (r (q (x k ))) = 1 + tanh (r (q (x k ))) 2 .
(2)
Using Eq.
(2), the Likelihood function L (α) can be defined as
which was originally introduced by Peters et al. 37 Here, x k → B and x k → A indicate the trajectories starting from point x k that ends in state B and A, respectively. By taking the logarithmic form of Eq.
(3), we obtain
(4)
While each point x k has a fractional probability to reach either state A or B, Eq. (4) can only account for each point in a binary manner to state A (p * B (x k ) = 0) or B (p * B (x k ) = 1). To make use of the continuous nature of the committor obtained directly, we extend Eq. (4) to
which is equivalent to the cross-entropy. Note that Eq. (5) is derived from the Kullback-Leibler divergence in Ref. 57 . Equations (4) and (5) are equivalent with the opposite sign when p * B is binary:
Thus, the likelihood maximization is generalized to the crossentropy minimization, considering the continuous nature of the committor. Note that H(p *
where H(p * B ) sets the lower bound of the cross-entropy.
B. L 2 -norm regularization
When the number of CVs used to describe the trial function r (q (x k )) is large, resulting reaction coordinate via the crossentropy minimization can overfit the input data. To avoid overfitting, we introduced a technique called regularization that considers a penalty term in the objective function. In particular, we used the L 2 -norm regularization. 56 The objective function with the regularization is,
where λ is the regularization parameter that controls the relative weight of the penalty term. Note that the bias term α 0 is not included in the regularization.
III. COMPUTATIONAL DETAILS
A. Sampling global conformational space
The isomerization of alanine dipeptide in vacuum was studied. One molecule of alanine dipeptide was placed in the 3.16 nm cubic box with the periodic boundary conditions. Time step of 1 fs, neighbor-list distance of 1.5 nm, van der Waals cut-off distance of 1.2 nm, switch function cut-off distance of 1.0 nm were used. For electrostatic interaction, the particlemesh Ewald method was used with real-space cut-off distance of 1.2 nm. All covalent bonds were constrained by the LINCS algorithm. The AMBER99SB force field was used. 58 All simulations were conducted with GROMACS2018.1. 59 The Ramachandran plot was generated from the replicaexchange MD (REMD) simulation. 4 In the setup of MD simulations, 1 ns equilibration was followed by 10 ns production run with NVT condition at 300 K by using the Langevin thermostat. In the REMD simulations, 10 replicas were prepared in the range of 300 -1209 K with 101 K interval. The exchange ratio and frequency were set to 0.3 and 200 fs, respectively.
B. Sampling conformations in transition state region
As mentioned in Introduction, Peters et al., proposed a variant of transition path sampling called "aimless shooting." 38 In this method, trajectories are generated with freshly sampled momenta from the Maxwell-Boltzmann distribution from every conformation.
In this study, we conducted the two-point version of the aimless shooting following the protocol in Ref. 37 . We initiated the aimless shooting from a conformation randomly chosen from the TS region (see below and Fig. 1(b) for the definition of the state). τ = 2.01 ps and δt = 10 fs were used. We sampled 2,000 shooting points in total, which are divided equally into training and test datasets. From each point, we quantified p * B by running 1 ps MD simulations 100 times with random velocities from the Maxwell-Boltzmann distribution at 300 K.
C. Reaction coordinate optimization via cross-entropy minimization
Using the p * B values, we performed the cross-entropy minimization. We considered 45 dihedral angles (see Fig. S1 and Table S1 of Supplementary Material). These dihedral angles were transformed into cosine and sine forms, considering the periodicity. Thus, the dimension of α is 91 (M = 90 plus 1 bias term). The steepest descent method was used to update the coefficients α as,
where α (n) and α (n+1) are the parameters at the n-th and (n+1)th steps, respectively. ∇H(α (n) ) represents the gradient at the n-th step and γ is the step size which was fixed to 10 −5 . The optimal α was determined when the norm of ∇H (α) becomes less than ε = 10 −3 . The regularization parameter was chosen as λ = 0, 0.1, 0.5, 1, 10, and 100. To check the robustness of the optimization, we ran 10 optimization trials from the initial coefficients α i that are randomly sampled from the range of −0.1 ≤ α i ≤ 0.1. 
IV. RESULTS AND DISCUSSION
A. Training and test datasets of committor values p * B
The Ramachandran plot obtained from the REMD trajectory is shown in Fig. 1(b) . The two stable states, namely C7 eq and C7 ax , are found at φ ∼ −90 • and φ ∼ 60 • , respectively. For simplicity, hereafter we denote the C7 eq and C7 ax states as A and B, respectively. Here we examine paths connecting states A and B, which possibly passes through TS region at ψ ∼ −50 • and φ ∼ 0 • . Note that these paths have also been of focus in the previous studies. 10, 15, 16 The snapshots along this path are sampled using the aimless shooting protocol as described in Section III B. To optimize and validate the RC, we prepared two datasets, i.e., training and test, each consisting of 1,000 points. The committer value p * B for each point was calculated by running 100 short trajectories (see also Section III B). Figure 2 TABLE I. First ten dominant coefficients after optimization using λ = 0.5. The results are given as a mean and standard deviation of 10 trials starting from different initial conditions. The index follows the list given in the training and test datasets. We see that the two datasets both fully cover 0 ≤ p * B ≤ 1 with roughly similar probabilities. When the points are plotted on the Ramachandran plot (shown in Fig. 2(b) ), we find that φ and ψ can roughly separate points reaching state A (p B < 1/2) and B (p B > 1/2). Yet, the points with p * B ∼ 0.5 are spread out in the (φ, ψ) space without a clear "separatrix" (p B = 1/2 surface), indicating that the two coordinates are not sufficient in characterizing the TS.
B. Minimizing cross-entropy and determining regularization parameter
We optimized the coefficients α that minimize the crossentropy function H(α) (Eq. (7)) using the training dataset. To see the effect of the L 2 -norm regularization, we changed the regularization parameter λ in the range of 0 to 100, and performed the parameter optimization and validation. The performance against the training and test datasets were measured by the root-mean-squared-error (RMSE) between the expected (Eq. (2)) and raw committor values, defined as
with N = 1000 points. The results of RMSEs for different choices of λ are summarized in Fig. 3 . The figure shows that as λ is increased, the RMSE of the training data gradually increase; on the contrary, the RMSE of the test data decreases until λ ∼ 1, and starts to increase thereafter. Considering the balance between the performances of the training and test datasets, the optimal choice of λ in the current case was determined to be λ = 0.5. Below, we focus on the results obtained by fixing λ to 0.5.
C. Validation of the optimized parameter set
We examined the robustness of the optimization procedure using λ = 0.5. Figure 4(a) shows that the cross-entropy function (H) consistently converges to the same minimum when the initial guess for α is varied. Figure 4(b) gives the optimized parameters (in absolute number), which is given as a mean of the 10 optimization trials. The result shows that several characteristic coordinates dominate the trial function r(q(x k )); the raw number of the major components are summarized in Table I , and its full list is shown in Table S2 of Supplementary Material. For comparison, the results using λ = 0 and λ = 10 are also shown in Table S3 and Table S4 of Supplementary Material, respectively.
Using the optimized coefficients, the performance of the predictability is tested using the test dataset. Figure 4 (c) compares the distributions of the p B -value as a function of the optimized coordinate r. We see that overall the training and test datasets follow the sigmoid function (described as a black line in Fig. 4(c) ), indicating that the optimized coordinate does serve as a good RC for the two datasets. We note that the test dataset tends to deviate slightly towards p B value larger than the sigmoid function. Indeed, this trend can be confirmed by looking at the probability of p B at about the TS of r (−0.2 ≤ r ≤ 0.2), which is given in Fig. 4(d) . The probability show that while the distribution of p B is sharply peaked at about p B ∼ 0.5 for the training dataset, the peak for the test dataset becomes broad and the center is shifted slightly towards p B ∼ 0.6. Despite these small differences, the two probabilities can be characterized by a single peak centered at p B ∼ 0.5 and with no points at p B < 0.1 and p B > 0.9. The current results thus confirm that the optimal RC determined using the training dataset is able to characterize the TS of the training dataset. Note that the results corresponding to Fig. 4(c) and Fig. 4(d) for λ = 0 and λ = 10 are shown in Fig.  S2 and Fig. S3 of Supplementary Material, respectively.
D. Character of the optimized reaction coordinate
As described in Fig. 4(b) , the optimal coordinate can be characterized with a few dominant CVs. Table I lists the first 10 dominant components found in the optimal coordinate using λ = 0.5, and the full list is also provided in Table S2 of Supplementary Material. The first two components, α 58 , and α 55 , corresponds to the coefficient of sin φ (5-7-9-15) and sin θ (6-5-7-9), respectively (see also Fig. S1 and Table S1 of Supplementary Material). Note that these coordinates have been proposed to be important by Bolhuis et al. 10 The other major components, α 57 , α 12 , and α 11 , are also the rotations about the C − N − C α and C − N bonds (see Fig. 1(a) ); ψ only comes as a sixth component (as α 30 ). The rotations about C − N − C α and C − N bonds, which can be characterized by φ and θ, respectively, are thus suggested to be critical in characterizing the current TS of interest.
Finally, to confirm this insight, the committor distribution is examined on the probability distribution of φ and θ, which was also obtained from the REMD trajectory and plotted in Fig. 5(a) . Note that the two states A and B are found at φ ∼ −90 • and φ ∼ 60 • , respectively, whereas the angle θ is mostly located at θ ∼ 0 • regardless of the states. The training dataset points are described as a function of φ and θ in Fig. 5(b) . We see that, in contrast to the φ-ψ plot in Fig. 2(b) , the points with p * B ∼ 0.5 are narrowly distributed along a diagonal line in the φ-θ plot ( Fig. 5(b) ), indicative of a clearer separatrix. This confirms that a coupled changes of φ and θ is important for the TS along the path connecting states A and B. In conclusion, it is demonstrated the method of the minimization of the cross-entropy function H combined with the L 2 -norm regularization can guide the straightforward way to find the RC that appropriately describes the TS.
V. CONCLUSIONS
In this paper, we proposed a cross-entropy minimization method to identify the RC from a large number of CVs using the committor dataset p * B . The method is a generalization of the likelihood maximization approach proposed by Peters et al., 37 and is also derived from the Kullback-Leibler divergence. 57 To take account of a large number of CVs and yet avoid overfitting, we further introduced the L 2 -norm regularization technique. 56 Using the training and test datasets of committor p * B , which are described as a function of the dihedral angles (in the cosine and sine forms), we minimized the cross-entropy function H and determined the optimal balance of the regularization penalty. We identified the appropriate RC capable of describing the TS of the isomerization reaction of alanine dipeptide in vacuum. The minimization of H was found to be quite stable, i.e., the parameters consistently converged to the same set independent of the initial guesses of α. The committor distribution at the TS (r ∼ 0) was found to be peaked at p B ∼ 0.5, both in the cases of the training and data sets. This result indicates that r = 0 indeed describes the TS. The optimized coordinate was dominantly characterized by the dihedral angles φ and θ. These CVs were further justified by the clear separatrix on the scattering plot on the (φ, θ) plane. The presented result is consistent with the observation in the previous studies 10, 15, 16 , which showed the importance of θ in characterizing the TS of this reaction.
Finally, it should be emphasized that selecting the appropriate RC becomes often cumbersome when considered CVs are possibly redundant and are also correlated with each other. 6 The current approach via the cross-entropy function combined with the L 2 -norm regularization can be a powerful means to identify and characterize the RC from the p * B dataset.
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Supplementary Material
Learning reaction coordinates via cross-entropy minimization:
Application to alanine dipeptide S1. Definition of the dihedral angle coordinates corresponding to the coefficients α i . The atom numbers are defined in Fig. S1 . Note that the dihedral angles are used in cosine and sine forms, i.e., α 01 to α 45 and α 46 to α 90 are the cosine and sine forms, respectively. index atom number 01 − 03 TABLE S2. Full list of optimized coefficients for λ = 0.5 in descending order. The coefficients are calculated as a mean over 10 optimization trials with different initial parameters, and the standard deviations are also calculated from that data. 
