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INTRODUCTION 
In the field of the nonsingular matrices the equation 
Ax==XBx (1) 
is reduced to the ordinary algebraic eigenproblem 
cy = Ay. (11) 
A common method for reducing Eq. (I) to Eq. (II) is to ptemuftiply the 
former by B-l, the matrix factor thus obtained is C = B-‘A and the unknown 
vector remains unvaried, y = X. 
In particular cases, Hermitian properties of the original Eq. (I) may be 
preserved through similarity transformations which reduce B to the diagonal 
form D = (c&), 
TBT-’ = D 
and when B is positive definite, we arrive at the standard form (II) by taking 
C = D-lIZTAT-1D-l/2 9 y = D112Tx, 
see, for example, [l, 21. 
Such reductions of Eq. (I) to the form (II), beyond the field of nonsingular 
matrices, may encounter several limitations. 
We ate concerned here with the case in which A and B are both rectangular 
ot singular matrices over the complex field. 
Following the analogy of the nonsingular matrices, it is natural to appeal 
to Moore-Bjerhammar-Penrose’s concept of the generalized inverse1 of 
matrices for which the following definition, in Penrose’s formulation, holds: 
1 Some of the main references on the generalized inverses are: Moore [4], Bjerhammar 
[5], Penrose [6], Greville [7], Rado [S], Den Broeder and Chames [9], Hestenes [lo], 
Ben-Israel and Chames [ll], Chipman and Rao [12], Desoer and Whalen [13]. 
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For every m by n matrix M, there exists a unique n by m matrix M+, 
which satisfies the identities: 
MM+M = M, M+MM+ = Mf, 
w 
(MM+)* = MM+, (M+M)* = M+M, 
where M* denotes the conjugate transpose of M. 
Furthermore,2 MM+ is a projection on R(M) along N(M*), and M+M 
is a projection on R(M*) along N(M). 
If 
D = (dii) 
is diagonal, then 
D+ = (dA> (1) 
is diagonal and defined by 
II > dit; = ]“-I if dii # 0; 
0, if dii = 0. (2) 
For any matrix M, the following relation 
(UMV)+ = V*M+U* (3) 
holds, U and V being unitary (see, e.g., [3]). 
Besides the generalized inverse it is useful for our present purposes to 
consider another inverse-type matrix, namely, the group-inverse, which 
has not so far received any special attention. This will be further discussed 
in the next section. Finally, in order to treat general square matrix factors A, B 
of Eq. (I), we shall have recourse to a generalization of the group-inverse. 
In closing this section we note that the roles assumed by matrices A, B in 
Eq. (I) are interchangeable, since in all nontrivial cases (h # 0) Eq. (I) may 
be replaced by 
Bx = pAx, p = I/h. 
Unless the distinction between A and B becomes important, we shall, for 
the sake of simplicity, refer to matrix B. 
A GROUP-INVERSE FOR SQUARE MATRICES 
In order to deal with a rather more complicated structure of the matrix 
factors in Eq. (I), it will be helpful to consider a matrix which we shall 
* See [l l] ; R(M) and N(M) denote the range and the null space of M, respectively. 
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call the group-inverse of the given matrix RI. The group-inverse M#, when 
it exists, is defined by the set of equations:3 
(i) MM#M = M, (ii) M#MM# = M#, (iii) MM# = M#M. (G) 
If M is nonsingular then clearly M # = M-l and when a matrix possesses 
a group-inverse, it belongs to a multiplicative group with MM# as identity 
element. This assertion may be derived from equations (G) and the following: 
LEMMA 1. The matrix equations (G) when solvable, admit a unique solution. 
PROOF. From Eqs. (i), (ii) it follows that MM#, M#M are both idem- 
potent. If system (G) admits, in addition to M#, a further distinct solution X, 
then 
(i’) MXM = M, (ii’) XMX = X, (iii’) MX = XM. 
In view of relations (iii), (iii’) we may denote 
E = MM# = M#M, E’=MX=XM. 
First we premultiply (i) by X, 
E’E = E’ 
next we postmultiply (i’) by M#, 
E’E = E 
hence we conclude that 
E’ = E (4) 
or expressly 
MX = MM#. (5) 
Finally we premultiply (5) by X, then with the help of (ii’), (4) and (ii) we 
get successively: 
XMX = (XM)M# 
X=E’M#=EM#=M#, 
and the lemma is proved. 
* The equations (G) were considered by Azumaya [14] in the general context of 
strong o-regular rings. Drazin [15] gave a slight generalization of the set (G), intro- 
ducing the concept of pseudoinvertibility in finite dimensional algebras and in an 
extensive class of associative rings. 
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The existence of the group-inverse is subject to the following: 
LEMMA 2. A necessary and sujicient condition that a solution of system 
(G) exists is that M and M2 have the same rank. 
PROOF. Suppose a solution of (G), M# exists. Then from (i) and (iii) 
it follows 
M = MM#M = M2M#. 
Thus rank M2 > rank M. But rank M2 < rank M. Hence M and M2 have 
the same rank. 
Conversely, suppose that M and M2 have the same rank. If M is the null 
matrix 0, then M# = 0 is a solution. When M has full rank n, then M# = M-l. 
Finally, if M has rank r (0 < r < n), then let 
M = T-IJT (6) 
be a possible reduction to Jordan canonical form under similarity. In our 
hypothesis, J and J2 have the same rank and consequently J has no multiple 
elementary divisors associated to the zero eigenvalue. In these circumstances 
/ commutes4 with its generalized inverse I+: 
Now we shall show that matrix 
M# = T-lJ+T (8) 
is a solution of system (G). This may be proved with the help of (7) by 
direct substitution of (6) and (8) in the defining equations (G): 
MM#M = T-lJJ+JT = T-IJT = M 
M#MM# = ‘j”-‘J+JJ+T = T-lJ+T = M# 
MM# = T-lJJ+T = T-lJ+JT = M#M. 
The proof is complete. 
Relations (6) and (8) include a useful spectral property of the group- 
inverse, which preserves the linearly independent eigenvectors and inverts 
the nonzero eigenvalues of the given matrix. Moreover, we have: 
LEMMA 3. If matrix M admits a group-inverse M#, then every matrix N 
simihr to M, 
N = R-IMR (9) 
4 See Appendix. 
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has its group-inverse N# similar to M# through the same transformation 
N# = R-lM#R. (10) 
PROOF. Let (6) be a similarity transformation which reduces M to 
Jordan’s form; then (9) becomes a Jordan representation of N, 
N = (TR)-lJ(TR). 
and hence the group-inverse is given by: 
N# = (TR)-lJ+( TR). 
The latter is equivalent to 
N# = R-‘(T-l J+T)R, 
where substitution of (8) leads to (10). 
Note that generally Me, when it exists, does not coincide with the 
generalized inverse M+. In fact, M#M = MM# must not be Hermitian. 
When it is, the generalized inverse and the group-inverse coincide. A 
necessary and sufficient condition for the generalized inverse and the 
group-inverse to coincide was given by E. Arghiriade in [16]. In particular, 
the generalized inverse and the group-inverse of any normal matrix coincide. 
This is a straightforward consequence of property (3) applied to the unitary 
reduction of the normal matrix to the diagonal form. 
THE INVARIANT SUBSPACES 
For a given X, the invariant subspace X, of all vectors which satisfy 
Eq. (I) is the null space of matrix A - hB: 
x, = N(A - AB). 
It is immediate that for any nonzero h, 
X, 3 N(A) n N(B). (11) 
This means that if x is a solution of (I), then x + x,, with any x0 E N(A) n N(B) 
verifies Eq. (I). 
While in the nonsingular matrix field, no common solutions x # 0 can 
correspond to different X - S, this is possible here in terms of the following. 
THEOREM 1. Given Al , h, both d$erent from zero and from each other, 
X,, n X,, = N(A) n N(B). 
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PROOF. If 
then 
and hence 
h,Bx = /\,Bx, 
Bx = 0. 
Since x is a solution of (I) contained in N(B), it is clear that it lies in N(A) 
too, thus 
XA, n XA, C N(A) n N(B). 
The converse inclusion follows from (11). 
REDUCTION TO THE ORDINARY EIGENPROBLEM 
THEOREM 2. Any solution x of Eq. (I) contained in R(B*) is an eigenvector 
of matrix B+A, X being the relative eigavalue. 
PROOF. Since B+B is a projection on R(B*) along N(B), we have 
B+Bx = x for all x E R(B*). (12) 
We premultiply both sides of (I) by B+, and by means of (12), we get 
B+Ax = hx. (III) 
THEOREM 3. An eigenvector x of matrix B+A is a solution of Eq. (I), 
h being the corresponding eigenvalue if the vector Ax lies in R(B), that is, 
BB+(Ax) = Ax. (13) 
PROOF. By hypothesis x and h satisfy the eigenequation (III) which, 
premultiplied by B, gives us 
BB+Ax = hBx 
and by means of (13) leads to Eq. (I). 
So far we have considered the conditions which render a solution of 
Eq. (I) equivalent to an eigenvector of matrix B+A. We are now tempted 
to use Jordan’s canonical form of matrices, in order to avoid, where possible, 
the computation6 of the generalized inverse B+. The following will therefore 
be helpful: 
5 For methods of numberical computations of the generalized inverse see [17, 18, 
19, 20, 21, 22, 231. 
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LEMMA 4. If x is a solution of Eq. (I) corresponding to h, that is, x E X, , 
then y = TX with h verify: 
TAT-4 = hTBT-‘y (IV 
and conversely, if X and y represent a solution of (IV), then h and x = T-ly 
satisfy (I). 
PROOF. First we premultiply (I) by T, 
TAX = hTBx 
and then write 
TAT-l(Tx) = hTBT-‘(TX), 
which proves the first part of the lemma. 
Conversely, by premultiplying (IV) by T-l, we get 
A(T-ly) = XB(T-‘y) 
and the proof is complete. 
In the following sections we shall point out two particular cases regarding 
matrix B (or A), where the computation of Bf or that of B# can be performed 
by simple direct matrix algebra. 
MATRIX B, NORMAL 
Let 
B = T-IDT (14) 
with T-1 = T*, and D = (dii) be the reduction of the normal matrix B to 
the diagonal form under unitary similarity. The eigenvalues dii of matrix B 
are not necessarily all different from zero. According to Lemma 4, Eq. (I) 
may be replaced by (IV) which by (14) leads to 
TAT-4 = kDy. (15) 
It is easily seen by properties (1) and (2) that matrices 
DD+ = D+D = E = (e,,), 
where 
I 
1, if dii # 0; ei, = 
0, if dii = 0. 
Property (3), when applied to (14) produces 
D+ = TB+T-I, 
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and hence 
E = TBB+T-1 = TB+BT-I. 
THEOREM 4. Any solution of Eq. (IV) with B normal, contained in R(B*), 
is an eigenvector of matrix C = D+TAT-I, h being the corresponding eigenvalue. 
PROOF. We premultiply (15) by D+, 
D+TAT-ly = hEy, (16) 
and we show that under condition (12), matrix E is a projection, i.e., 
Ey =y. 
In fact, we have 
Ey = TB+BT-ly = TB+Bx, 
which by condition (12) becomes successively: 
Ey = TX = y, 
and then Eq. (16) is reduced to the conventional eigenproblem (II), where 
C = D+TAT-I, y = TX. 
THEOREM 5. An eigenvector y = TX of matrix C = D+TAT-l is a 
solution of Eq. (IV) with B normal, X being the corresponding eigenvalue, if 
Ax lies in R(B). 
PROOF. By the premultiplication of Eq. (11) by D and the appropriate 
manipulation of its matrix factors, we obtain successively: 
ETAT-ly = XDy 
(TBB+T-l)( TAT-l)y = hTBT-ly 
TBB+(Ax) = XTBT-‘y. 
The latter equation by condition (13) becomes 
and Eq. (IV) follows. 
TAX = hTBT-ly 
MATRIX B, NONDIAGONABLE 
When matrix B no longer has a simple structure, i.e., when it is not 
similar to a diagonal matrix, a reduction to the general Jordan’s canonical 
form 
B = T-IJT (17) 
is always feasible. 
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Equation (IV) then becomes equivalent to 
TA T-ly = XJy, 
which premultiplied by J+ produces 
J+TAT-ly = hEy, 
where 
E = J+J. 
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Again denoting the matrix factor on the left-hand side by 
C = J+TAT-I, 
we get the reduced form of the foregoing equation, 
Cy = hEy. (19) 
Unfortunately, in general, Eq. (19) no longer represents the eigenproblem 
(II). This is due to the fact that property (3) applied to the matrix product 
(17) when T is not unitary, no longer holds. 
However, the problem of obtaining a simple characterization of the 
equivalence between the matrix equation under consideration and the 
ordinary eigenproblem may be approached with the help of the group-inverse 
concept and its generalization. 
Clearly, not much generality is lost when rectangular matrices are trans- 
formed into square ones by adding a proper number of zero columns and rows. 
Let us first consider a particular case. 
MATRICES B AND B2 HAVE EQUAL RANKS 
According to Lemmas 1 and 2, matrices B and J admit as unique group- 
inverses B # and J#, respectively. Moreover, if (17) represents Jordan’s 
decomposition of matrix B then, 
B# = T-‘J+T. (20) 
The analogous of Theorems 4 and 5 now follow. 
THEOREM 6. If B and B2 have the same rank, then any solution y = TX 
of Ep. (IV), subject to the condition 
B#Bx = x, (21) 
is an e&nvector of matrix C = Jf TAT-I, h being the corresponding eigenvalue. 
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PROOF. Let y = TX be a solution of Eq. (IV) which, by means of (17) 
is reduced to (19). What is needed here is to show that under condition (21) 
Ey =y. 
In fact, E = J+J by means of relations (17) and (20) becomes 
and hence 
E = TB#BT-1 
Ey = TB#BT-‘y = TB#Bx = TX = y. 
THEOREM 7. If B and B2 have the same rank, then any eigenvector y = TX 
of matrix C = J+TAT-l is a solution of Eq. (IV), h bei% the relative eigenvalue, 
if the following condition 
BB#(Ax) = Ax (22) 
holds. 
PROOF. Premultiply the eigenequation 
J+TAT-ly = hy 
by 1, 
JJ+TAT-ly = h Jy 
and hence use relations (17), (20) as follows: 
TBB#AT-ly = hTBT-ly 
TBB#Ax = hTBT-ly. 
We conclude the proof by applying condition (22), 
thus 
TAX = hTBT-ly 
TAT-ly = XTBT-ly. 
GENERAL CASE 
Assume that B is a general square matrix and let m be the highest 
multiplicity order of the elementary divisors corresponding to the zero 
eigenvalue. If (17) represents one of the possible reductions of B to Jordan’s 
canonical form under similarity then a reciprocal matrix B-, given by 
will correspond to it. 
B- = T-1 J+T, (23) 
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The matrices B- form a nonempty class g- of square matrices which 
satisfy the following set of equations: 
BB-B = B, B-BB- = B-, B”‘B- = B-B”, B(B-)m = (B-)“‘B. 
If m = 1, then clearly all solutions B- are reduced to the unique group- 
inverse B#. 
We are now in a position to cover the general case concerning the matrix 
factor B (or A). 
THEOREM 8. Any solution y = TX of Eq. (IV), subject to the condition 
B-Bx = x, for any B- E SY-, (24) 
is an a’genvector of matrix C = J+TAT-I, A being the corresponding eigenvalue. 
PROOF. First premultiply Eq. (18) by J+ 
J+TAT-ly = X J+ Jy. 
Next use (17), (23) 
J+TAT-ly = hTB-B(T-ly) 
which by condition (24) 
JfTAT-ly = hy 
concludes the proof. 
THEOREM 9. Any eigenvector y = TX of matrix C = J+TAT-I is a 
solution of Eq. (IV), h being the relative eigenvalue, if the following condition 
BB-(Ax) = Ax, for any B-EW- (25) 
holds. 
PROOF. Premultiply the eigenequation 
J+TAT-ly = hy 
by J, 
JJ+TAT-ly = hJy 
and hence use relations (17), (23) as follows: 
TBB-AT-‘y = hTBT-ly 
TBB-Ax = XTBT-ly. 
409/17/I-9 
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Finally, the use of condition (25) 
TAX = hTBT-ly 
completes the proof. 
APPENDIX 
PROPERTIES OF JORDAN MATRICES 
Let M be any square matrix and 
M = T-l]T 
its Jordan canonical representation under similarity. Apart from the ordering 
of the ni by ni Jordan matrices 
Ii = . . . . . . , . . . . . . = u+&s (26) 
0 0 0 **' hi 
associated with each6 distinct eigenvalue hi along the diagonal, the trans- 
formed matrix J is uniquely represented by the direct sum of the Jordan 
matrices 
determined by its elementary divisors (h - &)nf. 
The m by m Jordan matrix 
(28) 
associated with the elementary divisor hm of the zero eigenvalue vanishes in 
the mth and higher powers. When the elementary divisor is linear, the Jordan 
6 There may be more than one Jordan matrix (and therefore more than one eigen- 
vector) associated with hi if the matrix is derogatory. 
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matrix is reduced to the corresponding eigenvalue. If the elementary divisors 
associated with the zero eigenvalue are linear, matrices M and M2 have the 
same rank and, conversely, if M and M2 have the same rank, M has no 
multiple elementary divisors belonging to the zero eigenvalue. 
All possible Jordan Ji matrices may be included in the following cases: 
(a) the nonsingular matrix (26) with hi # 0; 
(b) the nilpotent matrix (28); 
(c) Ji reduced to the scalar hi # 0; 
(d) Ji reduced to the zero eigenvalue. 
The Moore-Penrose inverse of J is given by 
J+ = 
where 
I = 11’ 63 Jz+ 0 -. - @ Js+ (29) 
in case (a); 
in case (b); 
in case (c); 
in case (d). 
LEMMA 5. If matrices M and M2 have the same rank, then 
JJ+ = J+J- (30) 
PROOF. By hypothesis, J contains no nilpotent matrices I1 (28) of the 
case (b); relation (30) may be easily verified by the decompositions (27) 
and (29). 
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