Abstract-Consider the n-dimensional vector y = X + where 2 p has only k nonzero entries and 2 n is a Gaussian noise.
I. INTRODUCTION

F
INDING solutions to underdetermined systems of equations arises in a wide array of problems in science and technology; examples include array signal processing [1] , neural [2] and genomic data analysis [3] , to name a few. In many of these applications, it is natural to seek for sparse solutions of such systems, i.e., solutions with few nonzero elements. A common setting is when we believe or we know a priori that only a small subset of the candidate sources, neurons, or genes influence the observations, but their location is unknown.
More concretely, the problem we consider is that of estimating the support of given the a priori knowledge that only of its entries are nonzero based on the observational model (1) where is a collection of input measurement vectors, is the output measurement and is the additive measurement noise, assumed to be zero mean and with known covariance equal to 1 . Each row of and the corresponding entry of are viewed as an input and output measurement, respectively.
The output of the optimal (sparsity) decoder is defined as the support set of the sparse solution with support size that minimizes the residual sum of squares where (2) is the optimal estimate of given the a priori information of sparseness. The support set of is optimal in the sense of minimizing the probability of identifying a wrong sparsity pattern.
First, we are concerned with the likelihood of the sparsity pattern of as a function of and . We obtain an upper bound on the probability that has any specific sparsity pattern and find that this bound depends (inversely) exponentially on the difference of and the -norm of projected onto the range of columns of indexed by the wrong sparsity pattern.
Second, when the entries of are independent and identically distributed (i.i.d.) random variables we are concerned with establishing sufficient conditions that guarantee the reliability of sparsity pattern recovery. Ideally, we would like to characterize such conditions based on a minimal number of parameters including the sparsity level , the signal dimension , the number of measurements and the signal-to-noise ratio(SNR) which is equal to (3) Assume that the absolute value of the nonzero entries of are lower bounded by 2 . Further, suppose that the variance of the entries of is equal to one 1 1. Hence and therefore it is natural to ask, how does the ability to reliably estimate the sparsity pattern depend on . We find that a nonasymptotic upper bound on the probability of the maximum-likelihood decoder not declaring the true sparsity pattern can be found when the entries of the measurement matrix are i.i.d. normal random variables. This allows us to obtain sufficient conditions on the number of measurements as a function of for reliable sparsity recovery. We show that our results strengthen earlier sufficient conditions 1 This entails no loss of generality, by standard rescaling of . 2 To the best of our knowledge, Wainwright [4] was the first to formulate the information theoretic limitations of sparsity pattern recovery using as one of the key parameters.
0018-9448/$26.00 © 2011 IEEE [4] - [7] , and we show that the sufficient conditions on match the growth rate of the necessary conditions in both the linear, i.e., , and the sublinear, i.e., , regimes, as long as is and .
A. Previous Work
A large body of recent work, including [4] - [10] , analyzed reliable sparsity pattern recovery exploiting optimal and suboptimal decoders for large random Gaussian measurement matrices. The average error probability, necessary and sufficient conditions for sparsity pattern recovery for Gaussian measurement matrices were analyzed in [4] in terms of . As a generalization of the previous work, using the Fano inequality, necessary conditions for general random and sparse measurement matrices were presented in [8] . The sufficient conditions in [6] were obtained based on a simple maximum correlation algorithm and a closely related thresholding estimator discussed in [11] . In addition to the well-known formulation of the necessary and sufficient conditions based on , Fletcher et al. [6] included the maximum-to-average ratio 3 of in their analysis. Necessary and sufficient conditions for fractional sparsity pattern recovery were analyzed in [5] , [9] .
We will discuss the relationship to this work below in more depth, after describing our analysis and results in more detail.
B. Notation
The following conventions will remain in effect throughout this paper. Calligraphic letters are used to indicate sparsity patterns defined as a set of integers between 1 and , with cardinality . We say has sparsity pattern if the entries with indices are nonzero. stands for the set of entries that are in but not in and for the cardinality of . We denote by , the matrix obtained from by extracting columns with indices obeying . Let stand for the sparsity pattern or support set of . The matrix norm of a matrix defined as
Note that if is a positive semi-definite matrix then is equal to the top eigenvalue of . Except for the matrix norm all vector norms are , . Finally, let the orthonormal operator projecting into the subspace spanned by the columns of be defined as .
II. RESULTS
For the observational model in (1), assume that the true sparsity model is ; as a result (4) 3 The maximum-to-average ratio of was defined as k =kk .
We first state a result on the probability of the event , i.e., , for any and any measurement matrix .
Theorem 1: For the observational model of (4) and estimate in (2), the following bound holds:
where . The proof of Theorem 1, given in Section III, employs the Chernoff technique and the properties of the eigenvalues of the difference of projection matrices, to bound the probability of declaring a wrong sparsity pattern instead of the true one as function of the measurement matrix and the true parameter . The error rate decreases exponentially in the norm of the projection of on the orthogonal subspace spanned by the columns of . This is in agreement with the intuition that the closer different subspaces corresponding to different sets of columns of are, the harder it is to differentiate them, and hence the higher the error probability will be.
The theorem below gives a nonasymptotic bound on the probability of the event that the declared sparsity pattern differs from the true sparsity pattern in no more than indices, when the entries of the measurement matrix are drawn i.i.d. from a standard normal distribution. It is clear that by letting we obtain an upper bound on the error probability of exact sparsity pattern recovery. and . The key elements in the proof include Theorem 1, application of union bounds (a fairly standard technique which has been used before for this problem [4] , [5] , [7] ), asymptotic behavior of binomial coefficients and properties of convex functions.
Note that in the linear regime, i.e., , with and the probability of misidentifying more than any fraction (less than one) goes to zero exponentially fast as . In words, if the SNR is fixed while the dimension of the signal increases unboundedly, it is still possible to recover reliably some fraction of the support. This is in agreement with previous results on partial sparsity pattern recovery [5] , [9] .
If we let , , and scale as a function of , then the upper bound of scales like . For or equivalently , the probability of error as is bounded above by for some . Therefore (5) is finite and as a consequence of the Borel-Cantelli Lemma, for large enough , the decoder declares the true sparsity pattern almost surely. In other words, the estimate based on (2) achieves the same loss as an oracle which is supplied with perfect information about which coefficients of are nonzero. The following corollary summarizes the aforementioned statements.
Corollary 3:
For the observational model of (4) and the estimate in (2), let , and scale as a function of . Then there exists a constant such that if is and , and then a.s. for large enough , achieves the same performance loss as an oracle which is supplied with perfect information about which coefficients of are nonzero and .
Remarks:
• is required to ensure that for a sufficiently large , we have where and are defined in Theorem 1.
• is required to ensure that for a sufficiently large , we have where is defined in Theorem 1. The sufficient conditions in Corollary 3 can be compared against similar conditions for exact sparsity pattern recovery in [4] - [7] ; for example, in the sublinear regime , when , [4] , [7] proved that is sufficient, and [5] , [6] proved that is sufficient. In that vein, according to Corollary 3 suffices to ensure exact sparsity pattern recovery; therefore, it strengthens these earlier results.
What remains is to see whether the sufficient conditions in Corollary 3 match the necessary conditions proved in [8] :
Theorem 4 [8] : Suppose that the entries of the measurement matrix are drawn i.i.d. from any distribution with zero-mean and variance one. Then a necessary condition for asymptotically reliable recovery is that where The necessary condition in Theorem 4 asymptotically resembles the sufficient condition in Corollary 3; recall that . The sufficient conditions of Corollary 3 can be compared against the necessary conditions in [8] for exact sparsity pattern recovery, as shown in Table I . The first paper to establish the sufficient conditions in row 1 and row 4 of Table I is [10] . The sufficient conditions presented in the first four rows of Table I are a consequence of past work [4] , also recovered by Corollary 3. The new stronger result in this paper provides the sufficient conditions in row 5 and 6, which did not appear in previous studies [4] - [7] , and match the previous necessary conditions presented in [8] . (It is worth reminding that these results are restricted to and .).
III. PROOF OF THEOREM 1
We first state three basic lemmas.
Lemma 5:
If any columns of the matrix are linearly independent then for any sparsity pattern and such that the difference of projection matrices has pairs of nonzero positive and negative eigenvalues, bounded above by one and bounded below by negative one, respectively, and equal in magnitude. We defer the proofs of the lemmas 5 and 7 to after the proof of Theorem 1. Lemma 6 follows standard Gaussian integrals [12] .
A. Proof of Theorem 1
For a given sparsity pattern , the minimum residual sum of squares is achieved by where denotes the orthogonal projection operator into the column space of ; that is, among all sparsity patterns with size , the optimum decoder declares [8] as the optimum estimate of the true sparsity pattern in terms of minimum error probability. Recall the definition of in (2) and note that . If the decoder incorrectly declares instead of the true sparsity pattern (namely ), then or equivalently The probability that the optimal decoder declares wrongly the sparsity pattern instead of the true sparsity pattern is less than the probability that . With the aid of the Chernoff technique an upper bound on the probability that is obtained Note that is a random variable that has a quadratic form in Gaussian random vectors. This allows us to use standard Gaussian integrals to calculate . In order to bound the expectation, is required to be bounded which is a necessary condition in Lemma 6. From Lemma 6, we learned that (6) where we made the following abbreviations:
For Lemma 6, we need and we prove in Lemma 5 that the eigenvalues of are bounded in absolute value by one; consequently, (6) holds for . With the aid of the definition of the norm of matrices and applying it to the first term in the r.h.s. of (6) can be bounded as follows: (7) Since lies in the subspace spanned by the columns of we have which yields the following:
and similarly
The aforementioned equations and the inequality (7) yields the upper bound shown in (8) , as found at the bottom of the page. Lemma 7 introduces an upper bound for and a lower bound for that can be used to further simplify the upper bound of . The main ingredient in the proof of Lemma 7 is the eigenvalue properties of (8) that were established in Lemma 5. Substituting the bounds obtained in Lemma 7 in (8), we have (9) Finally, to prove Theorem 1, we take the infimum of over which is equal to at and obtain the desired bound as shown in the equation at the bottom of the page. Now we prove the remaining lemmas.
Proof of Lemma 5: Before we prove the result, let us introduce some notations.
• We state two simple lemmas used to prove Theorem 2.
Lemma 8: For Gaussian measurement matrices, with the average error probability that the optimum decoder declares is bounded by where .
Lemma 9: For the function defined on positive integers if (15) then
Before we prove the two lemmas, let us see how they imply Theorem 2.
A. Proof of Theorem 2
In order to find conditions under which asymptotically goes to zero, we exploit the union bound in conjunction with counting arguments and the previously stated two lemmas.
First, note that the event can be written as the union of the events for all sparsity patterns such that . The union bound allows us to bound the probability of the event by the sum of probabilities of events like . In mathematical terms . Therefore, we conclude that, since the random Gaussian vector is projected onto the subspace orthogonal to the random column space of , the quantity is a chi-square random variable with degrees of freedom. Thus
The first inequality follows from Theorem 1 and the second equality comes from the well-known formula (see for example [12] 
V. CONCLUSION
In this paper, we examined the probability that the optimal decoder declares an incorrect sparsity pattern. We obtained an upper bound for any generic measurement matrix, and this allowed us to calculate the error probability in the case of random measurement matrices. In the special case when the entries of the measurement matrix are i.i.d. normal random variables, we computed an upper bound on the expected error probability. Sufficient conditions on exact sparsity pattern recovery were obtained, and they were shown to improve the previous results [4] - [7] . Moreover, these results asymptotically match (in terms of growth rate) the corresponding necessary condition presented in [8] . An interesting open problem is to extend the sufficient conditions derived in this work to non-Gaussian and sparse measurement matrices.
