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ZEROS OF LINEAR TWISTS OF L-FUNCTIONS OUTSIDE THE CRITICAL
STRIP
MATTIA RIGHETTI
Abstract. In this note we investigate the existence of zeros of linear twists of L-functions outside of
the critical strip. In particular, we show that the Lerch zeta function L(λ, α, s) has infinitely many
zeros for 1 < σ < 1 + η, for any η > 0, when λ is irrational and α is rational. This settles the question
on the existence of zeros of the Lerch zeta functions for σ > 1.
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1. Introduction
In [17], Lerch introduced and studied the function
L(λ, α, s) =
∞∑
n=0
e(λn)
(n+ α)s
, σ > 1, 0 < α, λ ≤ 1, e(z) = e2πiz.
When λ = 1, the Lerch zeta function reduces to the Hurwitz zeta function ζ(s, a), so it is well known
that it has infinitely many zeros for for 1 < σ < 1+ η, for any η > 0, if 0 < α < 1, α 6= 1/2, by works of
Davenport and Heilbronn [6] and Cassels [4]. Note that L(1, 1, s) = ζ(s) and L(1, 1/2, s) = (2s− 1)ζ(s),
where ζ(s) is the Riemann zeta function.
When 0 < λ < 1, we divide into three cases. If α is irrational, then Garunkštis [11] has proved that
L(λ, α, s) has infinitely many zeros for σ > 1 for every λ. If both α and λ are rational, then L(λ, α, s) has
periodic coefficients, so it may be written as a linear combination over Dirichlet polynomials of Dirichlet
L-functions associated with distinct primitive characters (see e.g. Saias and Weingartner [25]). It is
easy to check that this linear combination is non trivial except for λ = 1/2 and α = 1/2 or α = 1, for
which one has L(1/2, 1, s) = (1− 21−s)ζ(s) and L(1/2, 1/2, s) = 2sL(s, χ), where χ is the non principal
character mod 4. Hence, excluding the two latter cases, by work of Saias and Weingartner [25] one gets
that the Lerch zeta function L(λ, α, s) has infinitely many zeros for 1 < σ < 1 + η, for any η > 0. This
result was already obtained by Laurinčikas [16] in the particular case λ = a/q, (a, q) = 1, q odd prime,
α = 1. In this paper we deal with the remaining open case of irrational λ and rational α.
Theorem 1. Let 0 < α, λ ≤ 1 be such that α is rational and λ is irrational. Then, for any η > 0, the
Lerch zeta function L(λ, α, s) has infinitely many zeros for 1 < σ < 1 + η.
This result is actually an immediate consequence of the following more general one.
Theorem 2. Let 0 < λ < 1 be an irrational number, and let m and k be integers such that 1 ≤ m ≤ k,
(m, k) = 1. Let f(n) be a multiplicative arithmetic function and suppose that the associated Dirichlet
series F (s) =
∑
n≥1 f(n)n
−s is absolutely convergent for σ > 1. Suppose furthermore that
(i) for some positive integer d we may write logF (s) = −∑p∑dj=1 log(1 − fj(p)p−s) for σ > 1,
with |fj(p)| ≤ 1 for every prime p and any j = 1, . . . , d;
(ii)
∑
n≤x |f(n)|2 ≪ x for every x ≥ 1;
(iii) there exist positive constants x0 and A > 6 such that for any x ≥ x0 we have∑
p≤x
|f(p)|2 ≫ x
log x
1
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and ∑
p≤x
|f(p)|2χ(p)≪ 1
φ(q)
x
log2 x
for every Dirichlet character χ mod q, with q ≤ (log x)A.
Then, for any η > 0, the twisted Dirichlet series F (λ,m, k, s) =
∑
n≡m (k) f(n)e(λn)n
−s has infinitely
many zeros for 1 < σ < 1 + η.
By the well known properties of the Dirichlet L-functions associated with primitive Dirichlet char-
acters it is immediate to see that Theorem 2 may be applied to these L-functions and hence to ζ(s)
(Theorem 1). We just note that in this case (iii) follows from Siegel–Walfisz’s prime number theorem
(see e.g. Davenport [5, §22]).
Another example is given by L-functions associated with cusp forms of even weight for the full modular
group since these functions are known to satisfy Ramanujan conjecture.
Corollary. Let 0 < λ < 1 be an irrational number, and letm and k be integers such that 1 ≤ m ≤ k,
(m, k) = 1. Let g(z) =
∑
n≥1 a(n)e(nz) be a holomorphic cusp form of weight κ ≥ 2 for the full modular
group SL2(Z) which is an eigenfunction for all the Hecke operators with a(1) = 1. Then, for any η > 0,
the Dirichlet series
∑
n≡m (k) a(n)e(λn)n
−s has infinitely many zeros for κ+12 < σ <
κ+1
2 + η.
Proof. It is well known that the multiplicativity of the function a(n) comes from the fact that g(z) is
an eigenfunction for all the Hecke operators, as well as the polynomial Euler product of the associated
L-function. Therefore, if we consider f(n) = a(n)n−
κ−1
2 , then (i) follows with d = 2 from Ramanujan
conjecture, which was proved in this case by Deligne [9, Theorem 8.2]. Furthermore, (ii) and (iii) are
known to hold thanks to the properties of the Rankin–Selberg convolution: see e.g. Iwaniec and Kowalski
[14, §14.9] for (ii), and Perelli [21] and Ichihara [13] for (iii). 
Actually, conjecturally, the above properties should hold for all L-functions coming from irreducible
unitary cuspidal automorphic representations on GLr(AQ), r ≥ 1. Indeed (i) holds under Ramanujan’s
conjecture at every finite place; (ii) is known to hold by the properties of the Rankin–Selberg convolution;
while (iii) would be a Siegel–Walfisz theorem for the Rankin–Selberg convolution, which may be obtained
with standard means if it is the L-function of an automorphic form on GL2r(AQ), e.g. under Langlands’
conjectures. Note that, for example, it is known that the Rankin–Selberg convolution of two cusp forms
is the L-function of an automorphic form, usually cuspidal, on GL4(AQ) (see Ramakrishnan [22]).
The proof of Theorem 2 follows the ideas of Saias and Weingartner [25] and will be presented in
Section 3. In Section 2 we will prove a result on exponential sums with multiplicative coefficients over
integers with small prime factors which generalizes Theorem 1 of Maier [18]; this is needed for the proof
of Theorem 2.
We conclude with an application on the behavior of the the least upper bound of the real parts of
the zeros of the linear twists of L-functions with respect to the twisting parameter λ. Namely, for any
function F (s) as in Theorem 2 and any 0 < λ < 1 let
σ∗(F, λ) = inf{σ0 | F (λ, 1, 1, s) 6= 0 for σ > σ0}.
Theorem 3. Let F (s) be as in Theorem 2 and let 0 < λ < 1, λ 6= 1/2. Then for any sequence
{xn} ⊂ (0, 1] such that xn → λ when n→∞ we have σ∗(F, xn)→ σ∗(F, λ) when n→∞.
Remarks. (a) The proof of Theorem 3 relies principally on the fact that σ∗(F, λ) > 1, by Theorem 2
and by Theorem 3 of [23], and that F (λ, 1, 1, σ) 6→ 0 when σ → ∞. In fact the proof can be adapted
to work in much more generality: for example in our Ph.D. thesis [24] we showed that, for non-trivial
linear combinations of Euler products, σ∗, as a function of the coefficients, is continuous outside of a
precise Zariski closed set.
(b) By suitably modifying the proof of Theorem 2 one could obtain that σ∗(F, a/q) − 1 ≫ q−A for
some A > 0 when q → ∞. However, this result shows that in reality σ∗(F, a/q) depends only on
‖a/q‖ = min(a/q, 1− a/q), that is what one would expect.
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(c) Concerning the distribution of the real parts of the zeros of F (λ,m, k, s) for σ > 1 we note that
neither the proof of Theorem 2 nor the proof of Theorem 3 yield that, when λ is irrational, these real
parts may be dense in some interval, although by Saias and Weingartner [25] and by [23] we know that
this is true when λ is rational, except for the obvious cases.
Notation. For every Dirichlet character χ mod q, q ≥ 1, we write
Fp(s, χ) =
∑
h≥0
f(ph)χ(p)h
phs
=
d∏
j=1
(
1− fj(p)χ(p)
ps
)−1
and F (s, χ) =
∏
p
Fp(s, χ) =
∑
n≥1
f(n)χ(n)
ns
.
For any Dirichlet series L(s) =
∑
n a(n)n
−s and any completely multiplicative arithmetic function ϕ(n),
we write
Lϕ(s) =
∑
n
a(n)ϕ(n)
ns
.
We denote with φ(n) the Euler totient function and with τ(χ) the Gauss’ sum of any Dirichlet character
χ mod q. Moreover, we denote with BR(z) the closed disk in C of radius R and center z.
2. Exponential sums with multiplicative coefficients
In this section we collect some results on exponential sums with multiplicative coefficients both over
the integers and over the integers with small prime factors (also known as smooth or friable numbers),
which will be needed later in the proof of Theorem 2.
Let 0 < α < 1 and let Fd be the class of all multiplicative arithmetic function f(n) such that |f(p)| ≤ d
for every prime p and
∑
n≤x |f(n)|2 ≤ d2x, d > 0. First we consider the exponential sums
S(x, α, f) =
∑
n≤x
f(n)e(αn) .
By work of Montgomery and Vaughan [20], we know that if α = a/q, (a, q) = 1, then we have (see
Theorem 1 of [20])
(1) S(x, a/q, f)≪d x
log 2x
+
x√
φ(q)
+
√
qx(log(2x/q))3/2, if x ≥ q, uniformly for f ∈ Fd.
If α is irrational and a/q is such that (a, q) = 1 and |α− a/q| ≤ q−2, we have (see [20, §6])
(2) S(x, α, f)≪d x
log x
+
x√
q
(log q)3/2, if x ≥ q2, uniformly for f ∈ Fd.
Now, let P (n) be the largest prime factor of an integer n, with the convention P (1) = 1. Then we
consider the exponential sums
S(x, y, α, f) =
∑
n≤x
P (n)≤y
f(n)e(αn) , 1 ≤ y ≤ x.
When α = s/r, with (s, r) = 1 and r prime, and f(n) is multiplicative with |f(n)| ≤ 1 for every n, there
is a result of Maier [18, Theorem 1]: for every ε0 > 0 and every A > 0 we have
(3) S(x, y, s/r, f)≪ε0,A
Ψ(x, y)√
r
,
where Ψ(x, y) = |{n ≤ x : P (n) ≤ y}|, uniformly for e(log x)ε0 < y ≤ x, r ≤ (log x)A and f(n)
multiplicative such that |f(n)| ≤ 1. We need an analogue of (3) for f ∈ Fd. To this purpose we prove
the following general result.
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Theorem 4. Let f(n) be a multiplicative function. Let ε0 > 0 be arbitrary small, A > 0 be arbitrary
large, e(log x)
ε0
< y ≤ x, r ≤ (log x)A be a prime, (s, r) = 1. Then we have
(4) S(x, y, s/r, f)≪ε0,A

 ∑
n≤x
P (n)≤y
|f(n)|2


1
2 (
Ψ(x, y)√
r
) 1
2
+ |f(r)|

 ∑
n≤x/r
P (n)≤y
|f(n)|2


1
2
Ψ(x/r, y)
1
2 ,
for any f(n) as above.
Remarks. (a) This result is not optimal, but it suffices for the estimates needed in the proof of
Theorem 2.
(b) The second term in (4) may be removed if y (or r) is sufficiently large, as one may see by combining
Theorems 2 and 3 of Hildebrand and Tenenbaum [12].
(c) It is possible to similarly adapt the arguments of de la Bretèche and Tenenbaum [8, Theorem 2.1]
to obtain analogous results with r not necessarily prime or α irrational.
Proof. The proof is a straightforward adaptation of Theorem 1 of Maier [18] by suitably using Cauchy-
Schwarz inequality. Therefore here we sketch only the necessary details and refer to [18] for the rest.
For easier reference we keep the same notation as in [18]. We hence write
(5)
∑
n≤x
P (n)≤y
f(n)e
(sn
r
)
=
∑
n∈m1
f(n)e
(sn
r
)
+
∑
n∈m2
f(n)e
(sn
r
)
+
∑
n≤x
P (n)≤y
r|n
f(n)e
(sn
r
)
,
where m1 and m2 are defined in [18, p. 212].
For the last term in (5) we use Cauchy-Schwarz inequality and we obtain∣∣∣∣∣∣∣∣∣∣
∑
n≤x
P (n)≤y
r|n
f(n)e
(sn
r
)
∣∣∣∣∣∣∣∣∣∣
≤ d

 ∑
m≤x/r
P (m)≤y
|f(m)|2


1
2
Ψ(x/r, y)
1
2 .
For the second term in (5) we recall that from the proof of Lemma 3.9 [18, p. 217] we have |m2| ≪
Ψ(x, y)/M0, where M0 = e
(log x)ε0/2 ≫ (log x)A/2 ≫ √r. We then use Cauchy-Schwarz inequality on
the second term and we obtain
∣∣∣∣∣
∑
n∈m2
f(n)e
(sn
r
)∣∣∣∣∣ ≤

 ∑
n≤x
P (n)≤y
|f(n)|2


1
2
|m2| 12 ≪

 ∑
n≤x
P (n)≤y
|f(n)|2


1
2 (
Ψ(x, y)√
r
) 1
2
.
We split the first term in (5) in two parts, namely
(6)
∑
n∈m1
f(n)e
(sn
r
)
=
∑
n∈m(∗)1
f(n)e
(sn
r
)
+
∑
n∈m1−m(∗)1
f(n)e
(sn
r
)
,
where m
(∗)
1 is defined in [18, Definition 2.5]. For the first term of (6) we look at the proof of [18, Lemma
3.8]. Due to the definition of m1, m
(1)
1 and m
(2)
1 we may write∑
n∈m(∗)1
f(n)e
(sn
r
)
=
∑
m0≤M0
∑
l such that
m1,l,m0
proper
∑
n∈m1,l,m0
f(n)e
(sn
r
)
,
where m1,l,m0 is defined in [18, p. 212], as well as the property of being proper. The inner sum is called
Q2 in [18, p. 216], and may be written as a double sum by decomposing a proper m1,l,m0 as the product
set (given by all the products) m0 ·S1 ·S2, where S1 and S2 are defined in [18, p. 215] through Definition
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2.6 of [18]. By using three times Cauchy-Schwarz inequality and the multiplicativity of f(n) we obtain
(cf. [18, p. 216])
|Q2| ≤|f(m0)|
( ∑
n1∈S1
|f(n1)|2
) 1
2

 ∑
n
(1)
2 ∈S2
f(n
(1)
2 )
∑
n
(2)
2 ∈S2
f(n
(2)
2 )
∑
n1∈S1
e
(
(n
(1)
2 − n(2)2 )
m0s
r
n1
)
1
2
≤|f(m0)|
( ∑
n1∈S1
|f(n1)|2
) 1
2


( ∑
n2∈S2
|f(n2)|2
) 1
2
·
∑
n
(1)
2 ∈S2
|f(n(1)2 )|

 ∑
n
(2)
2 ∈S2
|Q3|2


1
2


1
2
≤

 ∑
n∈m1,l,m0
|f(n)|2


1
2

 ∑
n
(1)
2 ∈S2
∑
n
(2)
2 ∈S2
|Q3|2


1
4
.
With the same arguments as in [18, p. 216],1 we obtain
|Q2| ≪

 ∑
n∈m1,l,m0
|f(n)|2


1
2 (
|S1|2 |S2|
2
r
+
|S1|2
(r − 1)2 |S2|
2
) 1
4
≪

 ∑
n∈m1,l,m0
|f(n)|2


1
2
|m1,l,m0 |
1
2 r−
1
4 .
Therefore, using again twice Cauchy-Schwarz inequality, we get
∑
n∈m(∗)1
f(n)e
(sn
r
)
≪ r− 14
∑
m0≤M0

 ∑
l such that
m1,l,m0
proper
∑
n∈m1,l,m0
|f(n)|2


1
2

 ∑
l such that
m1,l,m0
proper
|m1,l,m0 |


1
2
≪ r− 14

 ∑
n≤x
P (n)≤y
|f(n)|2


1
2
Ψ(x, y)
1
2 .
For the second term in (6) we use Cauchy-Schwarz inequality and, by Lemma 3.5 of [18], we obtain
∣∣∣∣∣∣∣
∑
n∈m1−m(∗)1
f(n)e
(sn
r
)∣∣∣∣∣∣∣ ≤

 ∑
n≤x
P (n)≤y
|f(n)|2


1
2 ∣∣∣m1 −m(∗)1 ∣∣∣ 12 ≪

 ∑
n≤x
P (n)≤y
|f(n)|2


1
2 (
Ψ(x, y)
(log y)A
) 1
2
.
The result then follows from the fact that (log x)A ≥ √r and by repeating the proof with A = A/ε0. 
3. Proof of Theorem 2
We fix 0 < δ < 1/3 such that (1 + δ)A > 8 and, by work of many authors, from Vinogradov [26] to
Matomäki [19], we know that there is an infinite sequence of rational numbers an/qn such that qn is
prime, (an, qn) = 1 and
(7)
∣∣∣∣λ− anqn
∣∣∣∣ < 1q1+δn .
We hence fix an integer ℓ ≥ 2 such that (ℓ, k) = 1 and f(ℓ) 6= 0, we take a fixed arbitrarily large prime
number q > k + ℓ such that (7) holds for some coprime number a < q, and we set Q = q(1+δ)/8. Then,
1In [18, p. 216] there is a misprint in the last inequality: the last S1 should be S2.
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if ψ runs among the Dirichlet characters mod k and χ runs among those mod q, since (m, k) = 1 and
(a, q) = 1, by the orthogonality of characters we get
F (λ,m, k, s) =
∑
n≡m (k)
f(n)e(an/q)
ns
+
∑
n≡m (k)
f(n)[e(λn)− e(an/q)]
ns
=
1
φ(k)
∑
ψ
ψ(m)
q−1∑
b=0
e
(
ab
q
) ∑
n≡b (q)
f(n)ψ(n)
ns
+R(s, q)
=
1
φ(k)φ(q)
∑
ψ
ψ(m)
∑
χ
(
q−1∑
b=1
e
(
ab
q
)
χ(b)
)
F (s, ψχ)
+
1
φ(k)
∑
ψ
ψ(m)[F (s, ψ)− F (s, ψχ0)] +R(s, q)
=
1
φ(kq)
∑
ψ
∑
χ6=χ0
ψ(m)χ(a)τ(χ)F (s, ψχ)
− 1
φ(kq)
∑
ψ
ψ(m) [1− φ(q)(Fq(s, ψ)− 1)]F (s, ψχ0) +R(s, q),
where χ0 is the principal character mod q and
R(s, q) =
∑
n≡m (k)
f(n)[e(λn)− e(an/q)]
ns
.
By Bohr’s equivalence theorem, solving the equation F (λ,m, k, σ + it) = 0 is equivalent to finding a
completely multiplicative function ϕ(n), with |ϕ(p)| = 1 for every prime p, such that Fϕ(λ,m, k, σ) = 0
(cf. e.g. Chapter 8 of Apostol [2] or the introduction of [23]). For convenience we write ϕ(p) = p−itp ,
with tp ∈ R to be determined for every prime p.
We denote with χ1, . . . , χq−2 the q− 2 primitive Dirichlet characters mod q in such a way that χh(n) =
χn−1(h + 1) for every h = 1, . . . , q − 2, n = 2, . . . , q − 1; this may be achieved by taking, for example,
χh(n) = e
(
ν(h+1)ν(n)
q−1
)
, where ν(n) is the index of n relative to a fixed primitive root mod q (cf. e.g.
Davenport [5, p. 29]). Then we consider the φ(kq) functions
Xψ,j(s, q) = (1−Wψ,j(s, q))
∏
p≤eQ
Fp(σ, ψχj), ψ mod k, j = 0, . . . , q − 2,
where Wψ,j(s, q) = 0 for j = 0 or j > Q
2 and any ψ mod k, and
(8) Wψ,j(s, q) =
ψ(ℓ)χj(ℓ)
ψ(m)χj(a)τ(χj)
R(s, q) +
1
φ(kq)
∑
ψ
ψ(m)
q−2∑
h=0
χh(a)τ(χh)
∏
p≤eQ
Fp(σ, ψχh)
1
φ(kq)
∑
ψ
ψ(ℓ)
Q2∑
h=1
χh(ℓ)
∏
p≤eQ
Fp(σ, ψχh)
,
for 1 ≤ j ≤ Q2 and any ψ mod k. It is easy to check that
1
φ(kq)
∑
ψ
q−2∑
j=1
ψ(m)χj(a)τ(χj)Xψ,j(s, q)− 1
φ(kq)
∑
ψ
ψ(m)Xψ,0(s, q) +R(s, q) = 0
ZEROS OF LINEAR TWISTS OF L-FUNCTIONS OUTSIDE THE CRITICAL STRIP 7
identically for σ > 1. Hence, the result would follow if we can find σ > 1 such that the system of
equations
(9)


[1− (q − 1)(Fq(σ + itq, ψ)− 1)]
∏
p>eQ
Fp(σ + itp, ψ) = 1 ψ mod k,∏
p>eQ
Fp(σ + itp, ψχj) = 1−Wϕψ,j(σ, q), ψ mod k, j = 1, . . . , q − 2,
has a solution {tp}p, with tp = 0 for every prime p ≤ eQ, and p 6= q if f(q) 6= 0, in which case
tq = (arg(f(q))− 2π/q− π)/ log q. Note that Fq(s, ψ)−1 is a polynomial of degree d in the variable q−s,
and hence 1−(q−1)(Fq(s, ψ)−1) vanishes only on at most d vertical lines. So we may suppose, without
loss of generality, that σ is not any of these d ·φ(k) values. Therefore, we may take the principal branch
of the logarithm and reduce (9) to the equivalent system

∑
p>eQ
logFp(σ + itp, ψ) = − log(1− (q − 1)(Fq(σ + itq, ψ)− 1)) ψ mod k,∑
p>eQ
logFp(σ + itp, ψχj) = log(1 −Wϕψ,j(σ, q)), ψ mod k, j = 1, . . . , q − 2.
Actually, it is better to work with another equivalent system, obtained by multiplication with the inverse
of the matrix
(ψ(b)χj(b))ψmod k, j=0,...,q−2
b=1,...,kq, (b,kq)=1
,
i.e. with the system
(10)
d∑
j=1
∞∑
h=1
∑
p>eQ
ph≡b (kq)
fj(p)
h
hph(σ+itp)
= Y ϕb (σ, q), b = 1, . . . , kq, (b, kq) = 1,
where
Y ϕb (σ, q) =
1
φ(kq)
∑
ψ
Q2∑
j=1
ψ(b)χj(b) log(1−Wϕψ,j(σ, q))−
1
φ(kq)
∑
ψ
ψ(b) log
(
1− (q − 1)
∞∑
h=1
f(qh)ψ(qh)
qh(σ+itq)
)
,
b = 1, . . . , kq, (b, kq) = 1.
Since it is sufficient to solve this system when q is sufficiently large, we study the behavior of the
LHS and of the RHS of (10) as q → ∞ (a has to be considered as a function of q so that (7) holds).
For the LHS we note that from (i), (iii), the orthogonality of characters and the classical prime number
theorem (cf. e.g. [5, §18]), we obtain that there exist positive constants B, C and D, such that for any
b and q, with (b, kq) = 1, q ≥ B, and for any x ≥ eq1/A we have
C
φ(q)
x
log x
≤
∑
p≤x
p≡b (kq)
|f(p)|2 ≤ D
φ(q)
x
log x
.
Then, for the choice of δ and Q we obtain
(11)∑
p>eQ
p≡b (kq)
|f(p)|
pσ
≥ 1
d
∑
p>eQ
p≡b (kq)
|f(p)|2
pσ
≥ −De
(1−σ)Q
dφ(kq)Q
+
Cσ
dφ(kq)
∫ ∞
eQ
dx
xσ log x
≥ −C1
qQ
+
C2
q
∫ ∞
eQ
dx
xσ log x
,
for some positive constants C1 and C2, for every 1 < σ ≤ 1 + η, if q is sufficiently large, b = 1, . . . , kq,
(b, kq) = 1. Moreover, by (i), Chebyshev’s bounds for the prime-counting function (see e.g. Davenport
8 MATTIA RIGHETTI
[5, §7(1)]) and a well known bound for the exponential integral function (see e.g. Abramowitz and
Stegun [1, 5.1.20]), we get∣∣∣∣∣∣∣∣∣
d∑
j=1
∞∑
h=2
∑
p>eQ
ph≡b (kq)
fj(p)
h
hph(σ+itp)
∣∣∣∣∣∣∣∣∣
≤ d
∞∑
h=2
∑
p>eQ
1
hphσ
≪
∞∑
h=2
∫ ∞
eQ
x2−h
x2 log x
dx
≪
∫ ∞
Q
e−w
w
dw ·
∞∑
h=2
e(2−h)Q ≪ e
−Q
Q
≪ 1
q
,
(12)
uniformly for 1 ≤ σ ≤ 1 + η, if q is sufficiently large, b = 1, . . . , kq, (b, kq) = 1.
For the RHS we have
(13) log
(
1− (q − 1)
∞∑
h=1
f(qh)ψ(q)h
qh(σ+itq)
)
= log
(
1 + q1−σ|f(q)|ψ(q)e2πi/q +O(1/q)
)
≪ 1,
uniformly in q for every σ ≥ 1 and every ψ mod k, since ψ(q)e2πi/q 6= −1 and hence the argument is
bounded away from 0 independently from q. Moreover, we have
(14) log(1−Wϕψ,j(σ, q)) = −Wϕψ,j(σ, q) +O
(
log2 q
q
)
, ψ mod k, 1 ≤ j ≤ Q2,
uniformly for Q−3/2 ≤ σ − 1 ≤ Q−1, if q is sufficiently large. Indeed, by (ii), (7), Cauchy-Schwarz
inequality and summation by parts we have that
(15)
∑
n≡m (k)
n≤q1+δ
|f(n)||e(an/q)− e(λn) |
nσ
≪ log q,
uniformly for σ ≥ 1. Moreover, let l/r be a convergent to the continued fraction of λ, then by Matomäki
[19] there exists at least one prime q such that (7) holds for some (a, q) = 1 and such that r2/(1+δ) <
q ≤ 2r2/(1+δ), if r is sufficiently large (depending on δ). Therefore, since |λ− l/r| < r−2, (2) becomes
(16) S(x, λ, f)≪ x
log x
+
x
q(1+δ)/4
(log q)3/2, if x ≥ q1+δ, uniformly for f ∈ Fd.
Then, by (ii), (1) and (16) we get∫ ∞
q1+δ
|S(x, λ, f · ψ · ϕ)| + |S(x, a/q, f · ψ · ϕ)|
xσ+1
dx
≪
∫ ∞
q1+δ
[
1
xσ log x
+
(log q)3/2
Q2xσ
+
√
q(log(2x/q))3/2
xσ+1/2
]
dx
≪
∫ eQ2
q1+δ
dx
x log x
+
∫ ∞
eQ2
dx
xσ log x
+
(log q)3/2
Q2
q(1+δ)(1−σ)
σ − 1 +
∫ ∞
qδ
log(2x)3/2
x3/2
dx
≪ log q,
(17)
uniformly for Q−3/2 ≤ σ − 1 ≤ η, if r, and thus q, is sufficiently large. Hence, summing by parts, by
(7), (15) and (17), we obtain
(18) |Rϕ(σ, q)| ≪ log q
uniformly for Q−3/2 ≤ σ − 1 ≤ η, if r, and thus q, is sufficiently large.
Moreover, by suitably adapting the proof of Theorem 11 of Fouvry and Tenenbaum [10], we obtain
that
(19)
1
φ(kq)
∑
ψ
ψ(m)
q−2∑
h=0
χh(a)τ(χh)
∏
p≤eQ
Fp(σ, ψχh)≪ log q,
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uniformly for 1 ≤ σ ≤ 1 + η, if q is sufficiently large. To prove this we recall the well known bound on
Ψ(x, y) due to de Bruijn [7, (1.9)], i.e.
(20) Ψ(x, eQ)≪ x1−c/Q, for a positive constant c, uniformly for x > 1 and q ≥ 1.
Furthermore, we note that, by the absolute convergence for σ > 1, it is enough to prove (19) for σ = 1.
Since for any ψ mod k we have
1
φ(q)
q−2∑
h=0
χh(a)τ(χh)
∏
p≤eQ
Fp(σ, ψχh) =
∑
n≥1
P (n)≤eQ
f(n)ϕ(n)ψ(n)χ0(n)e(an/q)
nσ
= σ
∫ ∞
1
S(x, eQ, a/q, f · ϕ · ψ · χ0) dx
xσ+1
,
to prove (19) we split the latter integral into four parts and bound them separately. For starters we
trivially have ∫ q
1
|S(x, eQ, a/q, f · ψ · χ0)| dx
xσ+1
≤ log q,
uniformly for σ ≥ 1. Since f · ϕ · ψ · χ0 ∈ Fd by (i) and (ii), by (1) we get
∫ eQ
q
|S(x, eQ, a/q, f · ψ · χ0)| dx
xσ+1
≪
∫ eQ
q
[
1
x log x
+
1
x
√
q
+
(log(x/q))3/2
q(x/q)3/2
]
dx≪ log q + Q√
q
+ 1,
uniformly for σ ≥ 1. Moreover, by Theorem 4 with A = 8/(1+ δ) and ε0 = 2/3, since q is prime, we get
∫ eQ3/2
eQ
|S(x, eQ, a/q, f · ψ · χ0)| dx
xσ+1
≪
∫ eQ3/2
eQ
dx
xq1/4
≪ Q
3/2
q1/4
,
uniformly for σ ≥ 1. Finally, by (20), we have∫ ∞
eQ
3/2
|S(x, eQ, a/q, f · ψ · χ0)| dx
xσ+1
≤
∫ ∞
eQ
3/2
x−1−c/Qdx ≤ e−c
√
QQ3/2,
uniformly for σ ≥ 1. Putting these together and summing over ψ mod k we obtain that (19) holds
uniformly for 1 ≤ σ ≤ 1 + η, if q is sufficiently large.
Finally, we note that by the orthogonality of Dirichlet characters we have
1
φ(kq)
∑
ψ
ψ(ℓ)
Q2∑
h=1
χh(ℓ)
∏
p≤eQ
Fp(σ, ψχh)
=
∑
n≡ℓ (kq)
P (n)≤eQ
f(n)
nσ
− 1
q − 1
∑
n≡ℓ (k)
P (n)≤eQ
f(n)
nσ

χ0(n) + ∑
Q2<h≤q−2
χh(n)χh(ℓ)

 .
By Cauchy-Schwarz inequality and (ii), we have
∑
n≤x
n≡ℓ (kq)
|f(n)| ≤

∑
n≤x
|f(n)|2


1
2

 ∑
n≤x
n≡ℓ (kq)
1


1
2
≪ x√
q
, for every x, q > k + ℓ.
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Hence, by the triangle inequality, partial summation and the Pólya-Vinogradov inequality (cf. e.g.
Davenport [5, §23]), we obtain∣∣∣∣∣
∑
n≡ℓ (kq)
P (n)≤eQ
n≥kq
f(n)
nσ
− 1
q − 1
∑
n≡ℓ (k)
P (n)≤eQ
f(n)
nσ
[
χ0(n) +
∑
Q2<h≤q−2
χh(n)χh(ℓ)
]∣∣∣∣∣
≤
∑
n≡ℓ (kq)
n≥kq
|f(n)|
nσ
+
1
q − 1
∑
n≡ℓ (k)
(n,q)=1
|f(n)|
nσ
∣∣∣∣∣∣1 +
∑
Q2+1<h≤q−1
χn−1(h)χℓ−1(h)
∣∣∣∣∣∣
≪ σ√
q
∫ ∞
kq
dx
xσ
+
σ log q√
q
∫ ∞
1
dx
xσ
≪ Q
3/2 log q√
q
,
uniformly for Q−3/2 ≤ σ − 1 ≤ η, if q is sufficiently large. Therefore by the triangle inequality we get
(21)
∣∣∣∣∣∣
1
φ(kq)
∑
ψ
ψ(ℓ)
Q2∑
h=1
χh(ℓ)
∏
p≤eQ
Fp(σ, ψχh)
∣∣∣∣∣∣ ≥
1
2
|f(ℓ)|
ℓ1+η
,
uniformly for Q−3/2 ≤ σ − 1 ≤ η, if q is sufficiently large. Putting together (18), (19), (21) and the
well known fact that |τ(χ)| = √q for any primitive Dirichlet character χ mod q (see e.g. Davenport [5,
§9(5)]), we obtain
Wϕψ,j(σ, q)≪
log q√
q
, ψ mod k, 1 ≤ j ≤ Q2,
uniformly for Q−3/2 ≤ σ − 1 ≤ η, if r, and thus q, is sufficiently large. This proves (14).
It is then easy to check that, by (13) and (14) we trivially have
(22) Y ϕb (σ, q)≪
1
q
(
1 +
Q2√
q
log q
)
≪ 1
q
, b = 1, . . . , kq, (b, kq) = 1,
uniformly for Q−3/2 ≤ σ − 1 ≤ η, if r, and thus q, is sufficiently large.
Now, we want to use Saias and Weingartner’s approach to find solutions of (10) with Brouwer fixed
point theorem (see [25]). We hence rewrite (10) as
(23)
∑
p>eQ
p≡b (kq)
f(p)
pσ+itp
− Eb(σ, (tp)p>eQ) = 0, b = 1, . . . , kq, (b, kq) = 1,
where
Eb(σ, (tp)p>eQ ) = Y
ϕ
b (σ, q) −
d∑
j=1
∞∑
h=2
∑
p>eQ
ph≡b (kq)
fj(p)
h
hph(σ+itp)
, b = 1, . . . , kq, (b, kq) = 1.
By (12) and (22) we obtain
(24) |Eb(σ, (tp)p>eQ)| ≤
C3
q
, b = 1, . . . , kq, (b, kq) = 1,
for some positive constant C3, for every Q
−3/2 ≤ σ − 1 ≤ η, if r, and thus q, is sufficiently large.
Let R be the RHS of (24). Then we look for solutions of the system
(25)
∑
p>eQ
p≡b (kq)
f(p)
pσ+itp(z)
= zb, b = 1, . . . , kq, (b, kq) = 1,
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where z ∈ BR(0)φ(kq) and tp : BR(0)φ(kq) → R is a continuous function for every prime p > eQ, when
Q−3/2 ≤ σ − 1 ≤ η and q is sufficiently large. Indeed, a solution of (25) gives a solution of (23) via
Brouwer fixed point theorem in the following way (cf. Saias and Weingartner [25, Lemma 2]). Consider
the function
E : BR(0)
φ(kq) → BR(0)φ(kq), z 7→ (Eb(σ, (tp(z))p>eQ))b=1,...,kq, (b,kq)=1.
By the absolute convergence of the Dirichlet series for σ > 1 and the continuity of the functions tp(z)
we have that E(z) is continuous. Thus, by Brouwer fixed point theorem, there exists a fixed point
z ∈ BR(0)φ(kq), i.e.
Eb(σ, (tp(z))p>eQ) = zb, b = 1, . . . , kq, (b, kq) = 1.
Therefore, by (25), we have found a solution of (23) for any σ for which (25) holds.
To find solutions for (25) we observe that (cf. Jessen and Wintner [15, Theorem 9])

∑
p>eQ
p≡b (kq)
f(p)
pσ+itp
: tp ∈ R

 =

z : max

0, max
p>eQ
p≡b (kq)
2|f(p)|
pσ
−
∑
p>eQ
p≡b (kq)
|f(p)|
pσ

 ≤ |z| ≤ ∑
p>eQ
p≡b (kq)
|f(p)|
pσ

 .
Thus the above plane set would be a disk if we had∑
p>eQ
p≡b (kq)
|f(p)|
pσ
≥ 2d
eQσ
, b = 1, . . . , kq, (b, kq) = 1.
Suppose now that, if q is sufficiently large, we can find σ > 1 such that Q−3/2 ≤ σ − 1 ≤ η and
(26)
∑
p>eQ
p≡b (kq)
|f(p)|
pσ
≥ max
(
18R,
2d
eQσ
)
, for every b = 1, . . . , kq, (b, kq) = 1.
Then, for any b = 1, . . . , kq, (b, kq) = 1, we take p2,b > p1,b > e
Q such that∑
eQ<p<p1,b
p≡b (kq)
|f(p)|
pσ
<
1
3
∑
p>eQ
p≡b (kq)
|f(p)|
pσ
≤
∑
eQ<p≤p1,b
p≡b (kq)
|f(p)|
pσ
,
and ∑
p1,b<p<p2,b
p≡b (kq)
|f(p)|
pσ
<
1
3
∑
p>eQ
p≡b (kq)
|f(p)|
pσ
≤
∑
p1,b<p≤p2,b
p≡b (kq)
|f(p)|
pσ
.
We hence define
µ1,b =
∑
eQ<p<p1,b
p≡b (kq)
|f(p)|
pσ∑
p>eQ
p≡b (kq)
|f(p)|
pσ
, µ2,b =
∑
p1,b<p<p2,b
p≡b (kq)
|f(p)|
pσ∑
p>eQ
p≡b (kq)
|f(p)|
pσ
and µ0,b =
|f(p1,b)|
pσ1,b
+
∑
p≥p2,b
p≡b (kq)
|f(p)|
pσ∑
p>eQ
p≡b (kq)
|f(p)|
pσ
.
Then we have that the maps Gb : (0, π/2)
2 → C, (θ1, θ2) 7→ µ1,beiθ1 + µ2,be−iθ2 are diffeomorphisms
onto their image. Moreover, since µ1,b + µ2,b − µ0,b > 1/9 and |µ1,b − µ2,b| < 2e−Q, we have that (cf.
Figure 1 of Saias and Weingartner [25])
ImGb ⊃ {wb ∈ C : |wb − µ0,b| ≤ 1/18}.
By (26) we may take
wb = µ0,b +
zb∑
p>eQ
p≡b (kq)
|f(p)|
pσ
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for any |zb| ≤ R, i.e. we may find a continuous solution
tp(z) =


−θ1(zb)/ log p eQ < p < p1,b, p ≡ b (kq)
θ2(zb)/ log p p1,b < p < p2,b, p ≡ b (kq)
π/ log p p > p2,b or p = p1,b, p ≡ b (kq)
of (25) for any Q−3/2 ≤ σ − 1 ≤ η so that (26) holds, if q is large enough. Therefore we just need to
show that such σ exists when r, and thus q, is large enough. First, we note that the second inequality
in (26) trivially holds for any σ ≥ 1 if r, and thus q, is sufficiently large. For the first inequality, by (11)
and (24), it is enough to find 1 +Q−3/2 ≤ σ ≤ 1 + η such that
−C1
Q
+ C2
∫ ∞
eQ
dx
xσ log x
≥ 18C3,
if r, and thus q, is sufficiently large. Using the asymptotic expansion of the exponential integral function
(see e.g. Abramowitz and Stegun [1, 5.1.10]) we have∫ ∞
eQ
dx
xσ log x
= −γ − log(Q(σ − 1))−
∞∑
k=1
Qk(1− σ)k
k · k! .
It is then easy to check that the above inequality is verified if
σ − 1≪ 1
Q
and r, and thus q, is sufficiently large. We hence conclude that there exists σ which verifies (26) if r,
and thus q, is sufficiently large. 
4. Proof of Theorem 3
We first note that if δ > 0 and |λ− xm| < δ2 we have∣∣∣∣∣∣
∑
n≤1/δ
f(n)[e(λn)− e(xmn)]
ns
∣∣∣∣∣∣ ≤ 2πδ
∑
n≤1/δ
|f(n)|
nσ
.
Hence, by the absolute convergence of the Dirichlet series F (s), for any σ0 > 1 and any η > 0 there
exists δ0 = δ0(η, σ0) such that
(27)
∣∣∣∣∣∣
∑
n≤1/δ
f(n)[e(λn)− e(xmn)]
ns
∣∣∣∣∣∣ <
η
4
, for σ > σ0, δ > δ0, |λ− xm| < δ2.
We now fix arbitrarily ε > 0 and 1 < σ0 < σ
∗ + ε, where for simplicity σ∗ = σ∗(F, λ). Note that
σ∗ > 1 by Theorem 2 when λ is irrational while by Theorem 3 of [23] when λ = a/q is rational, since
the family of functions F (s, χ), χ Dirichlet character mod q, satisfies the properties (E1)–(E5) of [23]
by the hypotheses on F (s). Since F (λ, 1, 1, s) → f(1)e(λ) 6= 0 for σ → ∞, by Bohr almost periodicity
there exists η > 0 such that |F (λ, 1, 1, s)| ≥ η for σ ≥ σ∗ + ε (cf. Bohr [3, §105]). Furthermore, by the
the uniform convergence of the Dirichlet series F (λ, 1, 1, s) for σ ≥ σ0, there exists δ1 = δ1(η, σ0) > δ0
such that for any δ > δ1 we have∣∣∣∣∣∣
∑
n≤1/δ
f(n)e(λn)
ns
∣∣∣∣∣∣ ≥
η
2
, for σ ≥ σ∗ + ε.
Then, by (27) and the triangle inequality, for any δ > δ1 and any xm such that |λ− xm| ≤ δ2 we get∣∣∣∣∣∣
∑
n≤1/δ
f(n)e(xmn)
ns
∣∣∣∣∣∣ ≥
η
4
, for σ ≥ σ∗ + ε.
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Finally, by the the uniform convergence of the Dirichlet series F (xm, 1, 1, s) for σ ≥ σ0, there exists
δ2 = δ2(η, σ0) > δ1 such that for any xm with |λ − xm| < δ22 we have |F (xm, 1, 1, s)| ≥ η/8 for
σ ≥ σ∗ + ε. Since xm → λ as m→∞, we got that there exists M0 such that for any m ≥M0 we have
σ∗(F, xm) < σ∗ + ε.
Since σ∗ > 1 we may suppose that ε < σ∗ − 1 and we may take ρ = β + iγ such that F (λ, 1, 1, ρ) = 0
with σ∗ − ε < β ≤ σ∗. Furthermore we may suppose that σ0 < σ∗ − ε and we fix r > 0 such that
σ∗ − ε < β − r and F (λ, 1, 1, s) 6= 0 for |s − ρ| = r. Then, by (27) and the uniform convergence of
F (λ, 1, 1, s) and F (xm, 1, 1, s), there exists δ3 > 0 such that for every xm with |λ− xm| < δ23 we have
|F (λ, 1, 1, s)− F (xm, 1, 1, s)| ≤
∣∣∣∣∣∣F (λ, 1, 1, s)−
∑
n≤1/δ3
f(n)e(λn)
ns
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
n≤1/δ3
f(n)e(λn)
nσ
− f(n)e(xmn)
ns
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
n≤1/δ3
f(n)e(λn)
ns
− F (xm, 1, 1, s)
∣∣∣∣∣∣
< min
|s−ρ|=r
|F (λ, 1, 1, s)|
for every σ ≥ σ0, so in particular for |s − ρ| ≤ r. Therefore, by Rouché’s theorem and since xm → λ
we get that there exists M1 ≥ M0 such that for any m ≥ M1 there exists ρm = βm + iγm with
F (xm, 1, 1, ρm) = 0 and βm ≥ β− r. So, in particular, we got that σ∗(F, xm) ≥ β− r > σ∗− ε for every
m ≥M1. 
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