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Abstract
Surface integrals on density level sets often appear in asymptotic results in nonparametric
level set estimation (such as for confidence regions and bandwidth selection). Also surface
integrals can be used to describe the shape of level sets (using such as Willmore energy and
Minkowski functionals), and link geometry (curvature) and topology (Euler characteristic)
of level sets through the Gauss-Bonnet theorem. We consider three estimators of surface
integrals on density level sets, one as a direct plug-in estimator, and the other two based
on different neighborhoods of level sets. We allow the integrands of the surface integrals to
be known or unknown. For both of these scenarios, we derive the rates of the convergence
and asymptotic normality of the three estimators.
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1 Introduction
The c-level set of a density function f on Rd is defined as
Mc = f−1(c) = {x ∈ Rd : f(x) = c}.
The set Lc = f−1[c,∞) = {x ∈ Rd : f(x) ≥ c} is called the super level set. Level set estima-
tion finds its application in many areas such as clustering (Cadre et al. 2009), classification
(Mammen and Tsybakov, 1999), and anomaly detection (Steinwart et al. 2005). It has re-
ceived extensive study in the literature. See, e.g., Hartigan (1987), Polonik (1995), Tsybakov
(1997), Walter (1997), Cadre (2006), Rigollet and Vert (2009), Singh et al. (2009), Rinaldo
and Wasserman (2010), Steinwart (2015), and Chen et al. (2017).
We consider d ≥ 2 in this paper. For simplicity of notation, the subscript c is often omitted for
Mc and Lc. When f has no flat part at the level c, M is a (d − 1)-dimensional submanifold
of Rd. Given an i.i.d. sample X1, · · · , Xn from the density f , we investigate the estimation of
the surface integral
λc(f, g) = λ(f, g) =
∫
M
g(x)dH (x),
for some integrable function g (which can be known or unknown), where H is the (d − 1)-
dimensional normalized Hausdorff measure. Our estimators are based on the kernel density
estimator of f given by
f̂(x) =
1
nhd
n∑
i=1
K
(
x−Xi
h
)
, (1.1)
where h is the bandwidth and K is a d-dimensional kernel function. The plug-in estimators
ofM and L are given by M̂ = {x ∈ Rd : f̂(x) = c} and L̂ = {x ∈ Rd : f̂(x) ≥ c}, respectively.
If g is known (for example, when g ≡ 1), we consider the following three estimators for λ(f, g):
λ(f̂ , g) =
∫
f̂−1(c)
g(x)dH (x), (1.2)
λ∗n(f̂ , g) :=
1
2n
∫
f̂−1[c−n,c+n]
g(x)‖∇f̂(x)‖dx, (1.3)
and λ†n(f̂ , g) :=
1
2n
∫
f̂−1(c)⊕n
g(x)dx, (1.4)
for some n > 0, where ∇f̂ is the gradient of f̂ , and f̂−1(c)⊕ n is the union of all balls with
radius n and centers at f̂
−1(c). Here λ(f, g) is a direct plug-in estimator, and λ∗n(f̂ , g) and
λ†n(f̂ , g) can be viewed as local averages of surface integrals close to λ(f̂ , g) when n is small.
The integration in λ†n(f̂ , g) is over a band or a tube of constant width around f̂−1(c), while
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the domain of integration in λ∗n(f̂ , g) has varying width. See subsection 2.2 for more compar-
ison among the three estimators. If g is unknown and suppose it has an estimator ĝ, then we
consider λ(f̂ , ĝ), λ∗n(f̂ , ĝ) and λ
†
n(f̂ , ĝ) as three estimators for λ(f, g). The main results of
this manuscript include the rates of convergence and asymptotic normality of these estimators
for the cases when g is either known or unknown.
The surface integral λ(f, g) is an important quantity that is involved in asymptotic theory for
level set estimation. For example, it appears in Cadre (2006) as the convergence limit of the
set-theoretic measure of L∆L̂ := (L\L̂) ∪ (L̂\L), which is the symmetric difference between
L and L̂. Using a similar measure as the risk criterion, Qiao (2018) shows that the optimal
bandwidth for nonparametric level set estimation is determined by a ratio of two surface inte-
grals in the form of λ(f, g). Qiao and Polonik (2019) develop large sample confidence regions
for M and L, for which the surface area of M (a special form of λ(f, g) when g ≡ 1) is the
only unknown quantity that needs to be estimated. The quantity λ(f, g) is also a key compo-
nent in the concept of vertical density representation (Troutt et al. 2004). Surface integrals
on (regression) level sets appears in optimal tuning parameter selection for nearest neighbour
classifiers (Hall and Kang 2005, Samworth 2012, and Cannings et al. 2017).
Some important concepts in differential geometry are in the form of surface integrals. For
example, the Willmore energy of (d− 1)-dimensional smooth submanifold S embedded in Rd
is defined as
W (S) =
∫
S
|H(x)|2dH (x), (1.5)
where H(x) is the mean curvature of S at x (Willmore, 1965). W (S) measures the total elastic
bending of S from a sphere if d = 3. The Willmore energy is widely used in studying the shape
of biological cell membranes (Seifert, 1997). When S is a level set, the Willmore energy finds
its applications in image inpainting (Caselles et al., 2008) and segmentation of spinal Vertebrae
(Lim et al., 2013).
Minkowski functionals are surface integrals of some functions of principal curvatures on man-
ifolds. When the manifolds are level sets, Minkowski functionals are widely used as morpho-
logical descriptors (shape statistics) in studying cosmic microwave background. See Chapter
10.3 of Mart´ınez and Saar (2001), Schmalzing and Go´rski (1998), Kerscher (2000), Pranav et
al. (2017) and the references therein. Minkowski functionals (and their ratios) can be used to
characterize different shapes, for example, planarity, filamentarity, clusters etc. See Section 3
for more details.
Surface integrals also plays a very important role in linking geometry and topology of manifolds,
reflected in the Gauss-Bonnet theorem (for d = 3):∫
S
κ(s)dH (x) = 2piχ(S), (1.6)
3
where κ is the Gaussian curvature, and χ(S) is the Euler characteristic of S, which is an al-
ternating sum of Betti numbers of S (the number of holes of different dimensions). The Euler
characteristic and Betti number are topological invariants that play a critical role in topological
data analysis, in particular in persistent homology which captures topological changes in the
evolution of level sets Mc as the level c varies (Turner et al., 2014).
Surface area has been used in the definition of “contour index”, which is the ratio between
perimeter and square root of the area, and has appeared in medical imaging and remote sensing
(Canzonieri and Carbone, 1998, Garcia-Dorado et al., 1992, Salas et al., 2003). The estimation
of surface area also has extensive applications in stereology (Baddeley et al, 1986, Baddeley
and Jensen, 2005, Gokhale, 1990). Other examples of λ(f, g) arise where g can be observable
temperature, humidity, or the density of some non-homogeneous material, and one is interested
in the surface integrals of these quantities on an unknown manifold (Jime´nez and Yukich, 2011).
In the literature Cuevas et al. (2012) obtain a consistency result for the estimation of the
surface area of M, i.e. when g ≡ 1. There exists some recent work on the estimation of the
surface area of the boundary of an unknown body S ⊂ G where G is a bounded set given a
sample on G. The work is relevant to the study in this manuscript but in a setting different
from what we consider here. There the surface area is defined as the Minkowski content, which
coincides with the normalized Hausdorff measure in regular cases (Ambrosio et al. 2008). Ar-
menda´riz et al. (2009) and Trillos et al. (2017) obtain asymptotic normality results for the
surface area (or perimeter) of ∂S in a framework that assumes a uniform distribution on G
and the binary labels for S and G\S are observed with the sample. The sampling scheme is
called the “inside-outside” model in Cuevas and Pateiro-Lo´pez (2018), and the binary labels
for S and G\S contain important information of the location of ∂S. In contrast, we study
the estimation of surface integral λ(f, g), which is more general than surface area. More im-
portantly, the location of f−1(c) is completely unknown and needs to be estimated. As a
result even for g ≡ 1 the approach we take is very different from the above work. In the
setting of the “inside-outside” model, the rates of convergence of estimators for surface area
of ∂S are derived under different shape assumptions (Cuevas et al. 2007, Pateiro-Lo´pez and
Rodr´ıguez-Casal 2008, 2009). The consistency of the surface integral estimation on ∂S has
been considered by Jime´nez and Yukich (2011), where the integrand function is assumed to be
observable on the sample points. Assuming the i.i.d. sampling scheme only on S, Arias-Castro
and Rodr´ıguez-Casal (2017) estimate the perimeter of ∂S using the alpha-shape for d = 2 and
derive the rate of convergence.
In subsection 2.1 we relate λ(f̂ , g)−λ(f, g) to dg(f, f̂) :=
∫
L∆L̂ g(x)dx and show their heuristic
connection and difference. In the literature dg(f, f̂) has been studied in, e.g., Ba´ıllo et al.
(2000), Ba´ıllo (2003), Cadre (2006), Cuevas et al. (2006), and Mason and Polonik (2009).
The estimation of surface integral we study in this manuscript is also related to estimation of
integral functionals of a density function and its derivatives, where the integral is over Rd. See
Levit (1978), Hall and Marron (1987), Bickel and Ritov (1988), Gine´ and Nickl (2008), and
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Gine´ and Mason (2008).
We organize the manuscript as follows. In the rest of this section we introduce some notation,
geometric concepts and assumptions used for our results. Sections 2 and 3 are dedicated to the
estimation of the surface integral λ(f, g) when g is assumed to be known and unknown, respec-
tively. The main results of these two sections are Theorems 2.1 and 3.1, respectively, which
give the rates of convergence and asymptotic normality of our estimators for the two scenarios.
In Section 3.2 we discuss the estimation of Euler characteristic of level sets as a special case of
λ(f, g) with an unknown g. The proofs of all the results in Sections 2 and 3 are left to Section 5.
1.1 Notation and geometric concepts
For any x ∈ Rd and A ⊂ Rd, let d(x,A) = infy∈A ‖x − y‖. The Hausdorff distance between
any two sets A,B ⊂ Rd is
dH(A,B) = max
{
sup
x∈B
d(x,A), sup
x∈A
d(x,B)
}
.
The ball with center x and radius  is denoted by B(x, ) = {y ∈ Rd : ‖x − y‖ ≤ }. For any
set A ⊂ Rd and  > 0, we denote A⊕  = ⋃x∈A B(x, ). Let the normal projection of x onto A
be piA(x) = {y ∈ A : ‖x− y‖ = d(x,A)}. Note that piA(x) may not be a single point.
We will also use the concept of reach of a manifold. For a set S ⊂ Rd, let Up(S) be the set of
points x ∈ Rd such that piS(x) is unique. The reach of S is defined as
ρ(S) = sup{δ > 0 : S ⊕ δ ⊂ Up(S)}.
See Federer (1959). A positive reach is related to the concepts of “r-convexity” and “rolling
condition”. See Cuevas et al. (2012). These are common regularity conditions for the estima-
tion of surface area. For two manifolds A and B, if the normal projections piA : B 7→ A and
piB : A 7→ B are homeomorphisms, then A and B are called normal compatible (see Chazal et
al. (2007)). See Figure 1.
Let ‖M‖F and ‖M‖max be the Frobenius and max norms of a matrix M , respectively. For
a twice differentiable function g : Rd 7→ R, let ∇g and ∇2g be the gradient and Hessian ma-
trix of g, respectively. For a vector or matrix M and a positive integer r, let M⊗r be the
r-th Kronecker power of M . The vector of r-th derivatives of g (if they exist) is defined as
∇⊗rf(x) = ∂rf
(∂x)⊗r (x) ∈ Rd
r
, where we apply the r-th Kronecker power of the operator ∇. For
a bandwidth h > 0, let γ
(k)
n,h =
√
logn
nhd+2k
, which, under standard assumptions, is the uniform
rate of convergence of the kernel estimator of the k-th density derivatives after being centered
at their expectation. We denote a ∨ b = max(a, b) for a, b ∈ R.
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Figure 1: This figure shows the normal compatibility between two curves A (green) and B (red). (a)
shows the normal projection from A to B. (b) shows the normal projection from B to A.
1.2 Assumptions and their discussion
The kernel function K is called a νth (ν ≥ 2) order kernel if ∫Rd u⊗νK(u)du 6= 0 and finite
while ∫
Rd
u⊗lK(u)du =
{
1, if l = 0,
0, if l = 1, · · · , ν − 1,
where we use the convention u⊗0 = 1. For Kronecker power used in matrices and multivariable
Taylor expansion as well as high-order kernels, we refer the reader to Chaco´n and Duong (2018).
We introduce some assumptions that will be used in this paper. For δ > 0, denote I(δ) =
If (δ) = f−1([c− δ, c+ δ]) = {x ∈ Rd : f(x) ∈ [c− δ, c+ δ]}, which is a neighborhood of M.
Assumptions:
(K) K is a two times continuously differentiable kernel function of νth order for ν ≥ 2, with
bounded support.
(F1) The density function f has continuous partial derivatives up to order ν on I(2δ0) for
some δ0 > 0. There exists 0 > 0 such that ‖∇f(x)‖ > 0 for all x ∈ I(2δ0).
(H) The bandwidth h depends on n such that γ
(2)
n,h → 0 and h→ 0 as n→∞.
Discussion of the assumptions:
1. The assumption ‖∇f(x)‖ > 0 for x ∈ I(2δ0) in (F1) implies that the Lebesgue mea-
sure of M on Rd is zero. The level c is called a regular value of f and it is implied that
infx∈R f(x) < c < supx∈R f(x). This is a typical assumption in the literature of level set es-
timation (see, e.g. Cadre (2006), Cuevas et al. (2006), Mason and Polonik (2009), Mammen
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and Polonik (2013)), and guarantees that M has no flat parts and is a compact (d − 1)-
dimensional manifold (see Theorem 2 in Walther, 1997). In particular, under assumption
(F1) the following well-known margin condition (first introduced by Polonik, 1995) is satisfied:
P (|f(X) − c| < ) ≤ C for some positive constant C and small  (see Lemma 4 in Rinaldo
and Wasserman, 2010). The requirement for the νth partial derivatives of f is mainly to deal
with the bias in the kernel density estimation. If our estimation target is λ(Ef̂ , g) instead of
λ(f, g) when g is known, then we only need continuous second partial derivatives of f on I(2δ0).
2. The estimator f̂ using a high-order kernel (ν > 2) can take negative values, and therefore
loses its interpretability for practitioners (see, e.g., Silverman, 1986, page 69, Hall and Murison,
1993). However, this is not a problem for our estimator, since we are only interested in the level
set of f at a positive level, and our estimators M̂ and L̂ do not directly use negative values of f̂ .
3. Assumption (H) guarantees the strong uniform consistency of the second partial derivatives
of f . This is used to establish the normal compatibility between M and M̂, so that we can
explicitly define a homeomorphism between them. A similar assumption has been used in
Chen et al. (2017) and Qiao and Polonik (2019) for the construction of confidence regions of
level sets.
2 Surface integral estimation with a known integrand
We first consider the estimation of λ(f, g) when g is a known function. Three estimators λ(f̂ , g),
λ∗n(f̂ , g) and λ
†
n(f̂ , g) defined in (1.2) - (1.4) are investigated. In general we use λ˜n(f̂ , g) to
denote any one of them. In particular, when we use λ˜n to denote λ, we take n ≡ 0.
We give an asymptotic normality result for λ˜n(f̂ , g) − λ(f, g) in the following theorem. To
formulate the result we need to introduce more notation and geometric concepts (especially
the curvatures on level sets). We denote tangent space of M at x ∈ M by Tx(M). Let
N(x) = ∇f(x)‖∇f(x)‖ be the normalized gradient. For any t ∈ R, let Tx,t(M) = {y + tN(x), y ∈
Tx(M)}, which is an affine tangent plane. If −N is chosen as the surface normal of M, then
∇N(x) is called the shape operator (or Weingarten map). Let G(x) = Id−N(x)N(x)T . Direct
calculation shows that (see Kindlmann et al. 2003)
∇N(x) = ‖∇f(x)‖−1G(x)∇2f(x). (2.1)
The following matrix is equivalent to ∇N(x) as a linear map on Tx(M) (see (5.48)) and hence
is also called the shape operator of M at x:
S(x) = ∇N(x)G(x) = ‖∇f(x)‖−1G(x)∇2f(x)G(x). (2.2)
The shape operator S(x) has d−1 non-zero eigenvalues, which are principal curvatures ofM at
x. The mean curvature, denoted by H(x) is the average of the (d−1) principal curvatures, i.e.,
H(x) = 1d−1tr[S(x)] =
1
d−1‖∇f(x)‖−1tr[G(x)∇2f(x)]. Consider the plug-in estimators of the
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above quantities. Let N̂(x) = ∇f̂(x)‖∇f̂(x)‖ , Ĝ(x) = Id − N̂(x)N̂(x)
T , Ŝ(x) = ∇N̂(x)Ĝ(x), Ĥ(x) =
1
d−1tr[Ŝ(x)]. For a kernel function K and x ∈M, let RK(x) =
∫
R
(∫
Tx,t(M)K (u) dH (u)
)2
dt.
If K is spherically symmetric, then RK(x) is a constant for all x ∈ M and we write R(K) =
RK(x).
Theorem 2.1 Let g : I(2δ0) 7→ R be a function with bounded continuous second partial deriva-
tives. Let λ˜n be either λ, λ
∗
n or λ
†
n. Let αn,h :=
1
nhd+2
+ hν + 1√
nh
+ 2n = o(1). Under
assumptions (K), (F1) and (H), we have the following.
(i)
λ˜n(f̂ , g)− λ(f, g) = Op (αn,h) . (2.3)
(ii) If in addition nh2d+3 →∞, nh1+2ν → γ ≥ 0 and 2n
√
nh→ 0, we have
√
nh[λ˜n(f̂ , g)− λ(f, g)]→D N (
√
γµ, σ2), (2.4)
where µ is given in (5.54) and σ2 = cλ(f, w2gRK) with wg(x) = ‖∇f(x)‖−1[N(x)T∇g(x)+(d−
1)H(x)g(x)].
(iii) Suppose we choose to use a spherically symmetric kernel function K, and then σ2 =
cR(K)λ(f, w2g) in (ii). For a nonnegative sequence τn = O(h), let σ̂
2
τn = cR(K)λ˜τn(f̂ , ŵ
2
g),
where ŵg(x) = ‖∇f̂(x)‖−1[N̂(x)T∇g(x) + (d− 1)Ĥ(x)g(x)]. Under all the assumptions in (ii)
with γ = 0 and suppose σ2 6= 0 and K is four times continuously differentiable, we have
√
nh σ̂−1τn [λ˜n(f̂ , g)− λ(f, g)]→D N (0, 1). (2.5)
Remark 2.1
a) The above result can be used to construct a confidence interval for λ(f, g). For 0 < α < 1,
Let zα/2 be the (1 − α/2) quantile of N (0, 1). With rates of h, τn and n chosen complying
with the above theorem, a (1− α) asymptotic confidence interval for λ(f, g) is given by[
λ˜n(f̂ , g)−
1√
nh
σ̂τnzα/2, λ˜n(f̂ , g) +
1√
nh
σ̂τnzα/2
]
.
Note that the choice of λ˜ used in σ̂τn does not have to the same one as in λ˜n(f̂ , g).
b) Below we give interpretation of the rates in αn,h. Here Op(
2
n) accounts for the difference
between λ˜n(f̂ , g) and λ(f̂ , g), i.e., the error in approximating the surface integral by an integral
over a neighborhood of width n around the level set. We then focus on λ(f̂ , g)− λ(f, g) and
it turns out that we have the approximation λ(f̂ , g) − λ(f, g) ≈ Tn,1 + Tn,2, where Tn,1 =
λ(f, wg× (f− f̂)) and Tn,2 = λ(f, p(∇f̂−∇f)) with p(∇f̂−∇f) a quadratic form of ∇f̂−∇f .
It is known that f̂(x)−Ef̂(x) has a standard rate of 1/
√
nhd. Due to the integrals on a (d−1)-
dimensional manifoldM, we gain (d− 1) powers of h, which results in the rate 1/√nh for the
stochastic part of Tn,1. The fact that (nh
d+2)−1/2 is the rate of convergence of ∇f̂(x)−E∇f̂(x)
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explains (nhd+2)−1 as a rate for the bias part of Tn,2. The rate hν accounts for the remaining
bias in the overall estimation. To have the asymptotic normality in (2.4), we use the conditions
nh2d+3 → ∞ and nh1+2ν → 0 to make the bias asymptotically negligible. Under assumption
(H), these conditions require ν > d+ 1.
c) The asymptotic normality in (2.5) holds because σ̂2τn is a consistent estimator of σ
2. Estimat-
ing σ2 by σ̂2τn is a special case of estimating surface integrals when the integrand is unknown,
which is further investigated in Section 3.
d) We discuss some special cases of g. If g ≡ 1, then wg(x) = (d− 1)‖∇f(x)‖−1H(x) and the
surface integral λ(f, w2g) in σ
2 is a weighted Willmore energy, whose original definition is given
in (1.5). In some extreme cases the choice of g can make wg ≡ 0, and then the asymptotic
normal distribution in part (ii) is degenerate. We have excluded such a degenerate scenario in
part (iii).
In order to prove the rates of convergence and asymptotic normality results in Theorem 2.1, we
need derive a few results that are also interesting in their own right. We first consider the direct
plug-in estimator λ(f̂ , g), and then λ∗n(f̂ , g) and λ
†
n(f̂ , g), which are based on neighborhoods
of M̂.
2.1 Direct plug-in estimation
The proof of Theorem 2.1 when λ˜n = λ is built upon the results below in this section. One
of the main challenges is that the domains of integrals in λ(f, g) and λ(f̂ , g) are not the same,
which makes the comparison difficult. Briefly speaking, our strategy is to establish a diffeo-
morphism between the two domains and utilize the area formula in differential geometry to
convert the surface integrals into those with the same integral domains. We provide some
heuristic for this procedure, which also explains the role of the curvature of level sets in σ2.
In Figure 2, we consider a circle with radius r as our level set M. An ideal estimator M̂
is a circle with the same center and radius r + ∆r. Here we allow ∆r to be either positive
or negative, and the two dotted circles on the graph are two possible versions of M̂. In this
heuristic we only consider the perimeter of the circles, corresponding to g ≡ 1 in the surface
integral on level sets. From elementary geometry it is known that the difference between the
perimeters of M̂ and M is 2pi∆r. We focus on the local geometry to better understand the
behavior of this difference. We consider short arcs B˜C on M and B˘∗C∗ on M̂, where both
BB∗ and CC∗ can be extended to go through the center of the circles. The difference between
the lengths of the two arcs is |B˘∗C∗| − |B˜C| = ∆rr−1|B˜C|, where r−1 can be understood as
the curvature of M, and we denote it by H (the same notation for mean curvature). Now
imagine that both M and M̂ are slightly deformed from circles, and we allow both ∆r and
H to depend on location x, then the difference of arc lengths can be approximated by a
surface integral
∫
B¯C
∆r(x)H(x)dH (x). It is straightforward to extend this approximation
to the entire surface, i.e., H (M̂) −H (M) ≈ ∫M∆r(x)H(x)dH (x). Another key aspect is
∆r(x) ≈ f(x)−f̂(x)‖∇f(x)‖ , where ‖∇f(x)‖ reflects a ratio between vertical and horizontal variations
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Figure 2: This figure provides some heuristic to understand the connection and difference between the
estimation of Hausdorff measure of M and the Lebesgue measure of L̂∆L.
in level set estimation. See Lemma 2.2 below and its remark for details. Note that this
approximation has included the sign of ∆r into consideration. So overall
H (M̂)−H (M) ≈
∫
M
f(x)− f̂(x)
‖∇f(x)‖ H(x)dH (x). (2.6)
The above approximation explains the role of curvature in the estimation of surface integrals
on level sets. In Remark 2.1b we have given the approximation λ(f̂ , g)− λ(f, g) ≈ Tn,1 + Tn,2,
which coincides with (2.6) when g ≡ 1 if Tn,2 is ignored.
Using Figure 2 again, we heuristically explain the difference and connection between H (M̂)−
H (M) and the volume of the symmetric difference L̂∆L, which corresponds to the band be-
tween M and M̂. From elementary geometry, it is known that the volume of this band is ap-
proximately pir|∆r|, if ∆r is small. Using the arc notation, we have that Volume(˝ BCC∗B∗) ≈
|∆r||B˜C|. So overall
Volume(L̂∆L) ≈
∫
M
|f(x)− f̂(x)|
‖∇f(x)‖ dH (x), (2.7)
which is an L1 type of integral (see Qiao, 2018). The approximations in (2.6) and (2.7) provides
some insight into the connection and difference between estimating the surface integral on M
and the set-theoretic measure of L̂∆L: both can be approximated by a surface integral on M
and the integrands are related to f− f̂ , but the latter is integrating an absolute value and only
the former is (asymptotically) impacted by the curvature of level sets.
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Below we formulate the results that have been outlined in the heuristic above. Essentially we
need to establish a homeomorphism between M and M̂, which is given in Lemma 2.1 below.
We show the approximation ∆r(x) ≈ f(x)−f̂(x)‖∇f(x)‖ in Lemma 2.2. The asymptotic normality of
λ(f, wg × (f̂ − Ef̂)) is given in Theorem 2.2.
The following lemma is regarding the reach of the true and estimated density level sets as well
as their normal compatibility (see subsection 1.1 for these geometric concepts). It is similar
to Lemma 1 in Chen et al. (2017), but our result is under slightly different assumptions and
holds uniformly for a collection of density level sets. Also see Theorems 1 and 2 in Walther
(1997) for relevant results.
Lemma 2.1 Under assumptions (F1), (K), and (H), we have the following results.
(i) There exists r0 > 0, such that the reach ρ(Mτ ) > r0 for all τ ∈ [c− δ0, c+ δ0].
(ii) With probability one, there exists r0 > 0, such that the reach ρ(M̂τ ) > r0 for all τ ∈
[c− δ0, c+ δ0] and n large enough.
(iii) With probability one, M̂τ and Mτ are normal compatible for all τ ∈ [c − δ0, c + δ0] and
n large enough.
With this result we can explicitly define homeomorphisms between level sets and their plug-in
estimators. For x ∈Mτ with |τ − c| ≤ δ0, and t ∈ R, let
ζx(t) = x+ tN(x). (2.8)
Note that {ζx(t) : t ∈ R} is orthogonal to the tangent space of M at x. Furthermore, let
tn(x) = argmint
{
|t| : ζx(t) ∈ M̂τ
}
, which is the first time point when ζx(t) hits M̂τ starting
from a point x on Mτ , and
Pn(x) = ζx(tn(x)). (2.9)
Under the assumptions in Lemma 2.1, M̂τ andMτ are normal compatible for large n. Hence
tn(x) is uniquely defined, and Pn is a homeomorphism between Mτ and M̂τ . The following
lemma gives asymptotic approximations for tn(x) and its gradient.
Lemma 2.2 Suppose that assumptions (F1), (K), and (H) hold. For any point x ∈ I(δ0), we
have
tn(x) =
f(x)− f̂(x)
‖∇f(x)‖ + δn,1(x), (2.10)
∇tn(x) = ∇f(x)−∇f̂(x)‖∇f(x)‖ −
∇‖∇f(x)‖
‖∇f(x)‖2 tn(x) + δn,2(x), (2.11)
where
sup
x∈I(δ0)
|δn,1(x)| = Op
(
γ
(0)
n,h γ
(1)
n,h
)
+ op
(
hν−1(γ(0)n,h + h
ν)
)
, (2.12)
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sup
x∈I(δ0)
‖δn,2(x)‖ = Op
(
(γ
(1)
n,h)
2
)
+ op
(
hν−2(γ(0)n,h + h
ν)
)
. (2.13)
Remark 2.2 Note that |tn(x)| = ‖Pn(x)−x‖. Then the above results link the local horizontal
variation tn(x) with the local vertical variation f(x) − f̂(x) as well as their derivatives. Here
‖∇f(x)‖ on the right-hand side of (2.10) can be understood as a directional derivative of f
in the gradient direction, i.e., ‖∇f(x)‖ = 〈∇f(x),N(x)〉, and it reflects the asymptotic rate
of change between the local vertical and horizontal variations, as Pn(x) − x is parallel to the
direction of N(x).
As heuristically explained in (2.6), λ(f̂ , g)−λ(f, g) can be approximated by λ(f, wg× (f − f̂)).
The following theorem gives the asymptotic normality of
√
nhλ(f, w × (f̂ − Ef̂)) for a weight
function w.
Theorem 2.2 Suppose that assumptions (F1) and (K) hold. let w : M 7→ R be a bounded
continuous function. If nh→∞ and h→ 0, then
√
nh
∫
M
w(x)[f̂(x)− Ef̂(x)]dx→D N (0, σ2), (2.14)
where σ2 = cλ(f, w2RK).
2.2 Estimation using integrals over neighborhoods of level sets
We consider λ∗n(f̂ , g) and λ
†
n(f̂ , g) as two alternative estimators of λ(f, g), where λ
∗
n and λ
†
n
are given in (1.3) and (1.4). It can be seen that (by Proposition A.1 of Cadre (2006) and
Section 3.4 of Gray, 2004)
λ∗n(f̂ , g) =
1
2n
∫ n
−n
λc+(f̂ , g)d, (2.15)
λ†n(f̂ , g) =
1
2n
∫ n
0
∫
∂(f̂−1(c)⊕)
g(x)dH (x)d, (2.16)
where ∂(f̂−1(c)⊕ ) = {x : d(x, f̂−1(c)) = }. So λ∗n(f̂ , g) and λ†n(f̂ , g) can be viewed as two
local averages of surface integrals in a neighborhood of f̂−1(c). They may have some compu-
tational advantage over λ(f̂ , g), because numerical approximation for integrals over subsets of
Rd in (1.3) and (1.4) is less challenging than numerical approximation to a surface integral in
(1.2) for d ≥ 3.
Even though both of λ∗n(f̂ , g) and λ
†
n(f̂ , g) are based on integration over some neighborhoods
of f̂−1(c), their integration domains have different shapes, which can potentially impact their
performance. The region f̂−1[c−n, c+n] is an “implicit” tube defined through variation of the
vertical levels of f̂ , while the tube f̂−1(c)⊕ n has a constant radius, grown through horizontal
variation from f̂−1(c). Note that the roles of n in λ∗n and λ
†
n are the magnitude of vertical and
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horizontal variations, respectively, and the relevant geometric interpretation for why ‖∇f̂‖ ap-
pears in the integrand in (1.3) can be found in Remark 2.2. When n are appropriately chosen,
the two different types of tubes have been used as asymptotic confidence regions for f̂−1(c) in
Chen et al. (2017) and Qiao and Polonik (2019). Finite sample performance of these two types
of confidence regions are compared in Qiao and Polonik (2019) and it has been observed that
the two types confidence regions behave differently, especially when c is close to 0 or or a crit-
ical value of f . We expect these scenarios also impact the integration in λ∗n(f̂ , g) and λ
†
n(f̂ , g).
Let λ˜n be one of λ
∗
n and λ
†
n . Then it can be seen that λ˜n(f̂ , g)−λ(f, g) = [λ˜n(f̂ , g)−λ(f̂ , g)]+
[λ(f̂ , g)−λ(f, g)]. The results developed in subsection 2.1 are useful to study λ(f̂ , g)−λ(f, g).
The difference λ˜n(f̂ , g) − λ(f̂ , g) accounts for the extra error in the estimation caused by
replacing a surface integral by an integration over a tubular neighborhood of f̂−1(c) with
(vertical or horizontal) radius n. The following theorem states that this difference is of the
order of 2n.
Theorem 2.3 Let g : I(2δ0) 7→ R be a function with bounded continuous second partial deriva-
tives. Let λ˜n be either λ
∗
n or λ
†
n. Under assumptions (F1), (K), and (H), as n → 0 we have
|λ˜n(f̂ , g)− λ(f̂ , g)| = Op(2n) (2.17)
In Theorems 2.1 and 2.3, the integrand g is assumed to have bounded continuous second
partial derivatives. We can extend the above result when we replace g in λ˜n(f̂ , g)−λ(f, g) by
a sequence of random functions bn. This is useful when the case of surface integral estimation
with unknown integrand g is studied, where we can take bn = ĝ − g, if ĝ is an estimator of g.
The following corollary give the rate of convergence of λ˜n(f̂ , bn)− λ(f, bn). To get this result,
essentially we need to closely examine how λ˜n(f̂ , g) − λ(f, g) depends on g and its first and
second derivatives in the proof of Theorem 2.3.
Corollary 2.1 Suppose that assumptions (F1), (K), and (H) hold. For a sequence of functions
bn : I(2δ0) 7→ R, suppose that there exist sequences αn, βn and ηn such that supx∈I(2δ0) |bn(x)| =
Op(αn) and supx∈I(2δ0) ‖∇bn(x)‖ = Op(βn) and supx∈I(2δ0) ‖∇2bn(x)‖F = Op(ηn). Let λ˜n be
λ or λ∗n or λ
†
n with n → 0. Then
λ˜n(f̂ , bn)− λ(f, bn) = Op
{
(αn + βn)
(
γ
(0)
n,h + h
ν
)
+ (αn + βn + ηn)
2
n
}
. (2.18)
3 Surface integral estimation with an unknown integrand
In this section we consider the estimation of λ(f, g) when g is unknown and has to be es-
timated. Let ĝ be an estimator of g. The estimators for λ(f, g) we consider are λ˜n(f̂ , ĝ),
where λ˜n is one of λ, λ
∗
n and λ
†
n . Before we show the convergence rates and asymptotic
normality for these estimators, recall some application examples of surface integral estimation
with an unknown integrand: (i) the Willmore energy W (M) defined in (1.5), (ii) the Euler
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characteristic of level sets through the Gauss Bonnet theorem in (1.6), (iii) the variance in the
asymptotic normality result in Theorem 2.1, (iv) Minkowski functionals of level sets, and (v)
plug-in bandwidth selection for nonparametric estimation of density level sets. The surface
integrals in examples (i)-(iii) have been defined. Below we will give some description of surface
integrals in examples (iv) and (v).
Minkowski functionals. The Minkowski functionals in the cosmology literature are mainly
used as integrals on the sets of two different models: (1) union of balls with varying radii r
centered at a point set, as a realization of a Poisson process (see Mecke et al, 1994), and (2)
super level set Lc with varying levels c of a density function f (see Schmalzing and Go´rski,
1998). We give the definition of Minkowski functionals in the framework of (2). Let ωj =
2pi(j+1)/2
Γ[(j+1)/2] , where Γ is the Gamma function. The d+ 1 Minkowski functionals are
Vj(L) =
H (L), j = 0[ωj(dj)]−1 λ(f, Fj(κ1, · · · , κd−1)), j = 1, · · · , d,
where Fj is defined via the polynomial expansion
d−1∏
i=1
(x+ κi) =
d∑
j=1
xd−jFj(κ1, · · · , κd−1). (3.1)
Note that F1 = 1, F2 = κ1 + · · · + κd−1, and Fd = κ1 · · ·κd−1. Here κ1, · · · , κd−1 together
with zero are the roots of the characteristic polynomial det(tId − S), where S is the shape
operator given in (2.2). In other words, for j = 1, · · · , d, (−1)j−1Fj(κ1(x), · · · , κd−1(x)) is the
coefficient before td−j+1 in det(tId−S), and so Fj ’s only depend on the first and second deriva-
tives of the density. Some of Minkowski functionals has very intuitive geometric or topological
interpretation: V0 is the d-dimensional volume of L, V1 is the (d − 1)-dimensional volume of
the boundary M, V2 is the total mean curvature of M, and Vd is the Euler characteristic of
M (by the generalized Gauss-Bonnet theorem) up to some constants.
Estimation of surface integral in bandwidth selection for level set estimation.
Bandwidth selection is important for kernel-type estimators, such as M̂ and L̂. The risk
E
∫
L∆L̂ g(x)dx for some integrable function g is widely used as a measure of dissimilarity be-
tween L and L̂ (or betweenM and M̂). In particular, Qiao (2018) shows that under regularity
conditions for an integer p ≥ 1, mp(h) := E
∫
L∆L̂ |f(x)− c|p−1dx = 1pmp(h){1 + o(1)}, where
m˜p(h) =
∫
M
E|f̂(x)− f(x)|p
‖∇f(x)‖ dH (x).
Choosing p = 2 makes the above risk an L2 type of risk. Notice that
m˜2(h) =
∫
M
|Ef̂(x)− f(x)|2 + Var(f̂(x))
‖∇f(x)‖ dH (x),
14
where if we use a second order kernel (ν = 2),
Ef̂(x)− f(x) = 1
2
h2
[∫
Rd
y⊗2K(y)dy
]T
∇⊗2f(x){1 + o(1)},
Var(f̂(x)) =
1
nhd
c
∫
Rd
K2(x)dx{1 + o(1)}.
Clearly, the asymptotic minimizer hopt of m2(h) (or the exact minimizer of m˜2(h)), is in the
form of n−1/(d+4)λ(f, g1)/λ(f, g2), where g1 and g2 are functions of the first and second deriva-
tives of f .
Now we turn to the question of estimating λ(f, g) when g is unknown. Suppose g has an
estimator ĝ, we consider λ˜n(f̂ , ĝ) as an estimator of λ(f, g), where λ˜n can be any one of λ,
λ∗n and λ
†
n . The specification of the function g and its estimator ĝ will of course impact the
results we will get. Below we give a form of g that is satisfied by all the examples (i)-(v). Note
that all the principal curvatures κ1, · · · , κd−1 of M are the eigenvalues of the shape operator
S given in (2.2), which only depends on the first and second partial derivatives of f . This is
also the requirement we have for g that we consider below.
We need to introduce more notation. Let γ = (γ1, · · · , γd) be a d-dimensional index, where
γi’s are non-negative integers. Let |γ| = γ1 + · · · + γd. For a smooth function m : Rd 7→ R,
define
m(γ)(x) =
∂|γ|
∂γ1x1 · · · ∂γdxdm(x), x ∈ R
d.
A closer examination reveals that in the examples (i)-(iv), the integrands g in λ(f, g) are all
in the form of
g(x) = φ˜(∇f(x))
Q∏
j=1
f (βj)(x), (3.2)
for a function φ˜ : Rd 7→ R, a finite nonnegative interger Q and d-dimensional indices |βj | = 2,
j = 1, · · · , Q, or a sum of finitely many such terms (see Remark 3.1 below for more discussion).
Let df = (d
T
f,1, d
T
f,2)
T with df,1 = ∇f and df,2 = vech∇2f , where vech is the half-vectorization
operator, that is, it vectorizes the lower triangular portion of symmetric matrices. In other
words, df,1 and df,2 include all the first and second partial derivatives of f , respectively. Let
ad = d+d(d+1)/2, which is the dimension of df . For g in (3.2) we define a function φ : Rad 7→ R
such that we can write
g(x) = φ(df (x)) = φ˜(df,1(x))
Q∏
j=1
f (βj)(x). (3.3)
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Note that if Q = 0, then g only depends on df,1 but we still express φ as a function of df for
convenience. Let d
f̂
(x) be the plug-in estimator of df (x) and
ĝ(x) = φ(d
f̂
(x)) = φ˜(d
f̂ ,1
(x))
Q∏
j=1
f̂ (βj)(x). (3.4)
We need the following assumptions.
(P) For g in (3.3), Q is a finite nonnegative interger and if Q ≥ 1, we assume |βj | = 2, for
j = 1, · · · , Q. There exist constants δ1 > 0 and C > 0 such that φ˜(y) is ν ∨ (Q + 1) times
differentiable for y ∈ G ⊕ δ1, where G = {df,1(x) : x ∈M}, and
sup
y∈G⊕δ1
‖∇⊗jφ˜(y)‖max ≤ C, j = 1, 2, · · · , ν ∨ (Q+ 1). (3.5)
(F2) The density function f has bounded and continuous partial derivatives up to order ν+ lQ
on I(2δ0), where lQ is defined through
lQ =
{
1 if Q ≤ 0,
2 if Q ≥ 1.
Remark 3.1 The assumption (P) is satisfied by all the examples (i)-(v) introduced at the
beginning of this section. Notice that the integrands in these examples are finite degree poly-
nomials of 1/‖∇f‖, ∇f , ∇2f , and Fj(κ1, · · · , κd−1) for j = 1, · · · , d, where Fj ’s are given in
(3.1). Also Fj(κ1, · · · , κd−1) is a finite degree polynomial of 1/‖∇f‖, ∇f , ∇2f because it is
the sum of all the j × j principal minors of S(x) (cf. Theorem 7.1.2 in Mirksy, 1995).
Let ∇1φ and ∇2φ be the vectors of partial derivatives of φ with respect to the first d variables,
and the last (ad − d) variables, respectively. For l = 1, 2, let
σ2l = cλ(f,mK,l) and σ̂
2
l = cλ(f̂ , m̂K,l), (3.6)
where
mK,l(x) =
∫
R
(∫
Tx,t(M)
∇lφ(df (x))TdK,l(u)dH (u)
)2
dt, x ∈M,
m̂K,l(x) =
∫
R
(∫
Tx,t(M̂)
∇lφ(df̂ (x))TdK,l(u)dH (u)
)2
dt, x ∈ M̂.
The following is the main result of this section, which gives the rates of convergence and
asymptotic normality of λ˜n(f̂ , ĝ)− λ(f, g).
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Theorem 3.1 Let g and ĝ be given in (3.3) and (3.4), respectively. Let λ˜n be either λ, λ
∗
n,
λ†n. Let αn,h,Q := 1√
nh
1+2lQ
+ 1
nh
d+2lQ−1 +h
ν + 2n = o(1). Under assumptions (F1), (F2), (K),
(H), and (P) and if K is four times continuously differentiable, we have
λ˜n(f̂ , ĝ)− λ(f, g) = Op (αn,h,Q) . (3.7)
If further nh2d+4lQ−1−2lQ−1 →∞, nh2ν+2lQ+1 → 0 and
√
nh1+2lQ2n → 0, then√
nh1+2lQ [λ˜n(f̂ , ĝ)− λ(f, g)]→D N (0, σ2lQ), (3.8)
where σ2lQ given in (3.6), and if σ
2
lQ
6= 0,√
nh1+2lQ σ̂−1lQ [λ˜n(f̂ , ĝ)− λ(f, g)]→D N (0, 1). (3.9)
Remark 3.2
a) More explicitly we can write
αn,h,Q =

1√
nh3
+ 1
nhd+2
+ hν + 2n if Q = 0,
1√
nh5
+ 1
nhd+2
+ hν + 2n if Q = 1,
1√
nh5
+ 1
nhd+4
+ hν + 2n if Q ≥ 2.
It turns out that αn,h,Q is also the rate of convergence of λ˜n(f, ĝ) − λ(f, g) and rate of the
difference λ˜n(f̂ , ĝ)− λ˜n(f, ĝ) can be absorbed into αn,h,Q. The rates in an,h,Q can be heuristi-
cally interpreted in a way similar to Remark 2.1b for Theorem 2.1. In particular, to understand
the rate 1/
√
nh1+2lQ , notice that ĝ(x) − Eĝ(x) ≈ ∇φ(df (x))T [df̂ (x) − Edf̂ (x)] and thus has
a rate of 1/
√
nhd+2lQ . We then gain (d − 1) powers of h through an integration on M. The
rate 1/nhd+2lQ−1 is due to a quadratic form of d
f̂ ,lQ−1
(x) − Ed
f̂ ,lQ−1
(x), i.e., the second term
in the Taylor expansion of ĝ(x) − Eĝ(x). To get the asymptotic normality in (3.8), we make
the bias asymptotically negligible by assuming nh2d+4lQ−1−2lQ−1 → ∞ and nh2ν+2lQ+1 → 0,
which require ν > d+ 2lQ−1 − lQ − 1.
b) The result in this theorem can be generalized if
∏Q
j=1 f
(βj)(x) in (3.3) is replaced by a
polynomial of second partial derivatives of f and the plug-in estimator in (3.4) is changed
accordingly. If so then the results in the theorem remain the same with Q determined by the
order of the polynomial.
Notice that
λ˜n(f̂ , ĝ)− λ(f, g) =λ˜n(f̂ , ĝ − g) + [λ˜n(f̂ , g)− λ(f, g)]
= [λ˜n(f̂ , g)− λ(f, g)]︸ ︷︷ ︸
In
+ [λ˜n(f̂ , ĝ − g)− λ(f, ĝ − g)]︸ ︷︷ ︸
IIn
+λ(f, ĝ − g)︸ ︷︷ ︸
IIIn
. (3.10)
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This means the study of the difference λ˜n(f̂ , ĝ)− λ(f, g) can be performed through the inves-
tigation of the three differences above. The difference In is the main object we have studied
in Section 2. The difference IIn is also dealt with if we apply Corollary 2.1 with bn = ĝ − g.
Below we study the difference IIIn, which also corresponds to surface integral estimation when
M is known but the integrand is unknown.
3.1 Surface integral estimation when M is known
The following theorem gives the rate of convergence and asymptotic normality of IIIn in (3.10).
Theorem 3.2 Suppose the assumptions (F1), (F2), (K), (H), and (P) hold. Then λ(f,Eĝ −
g) = O(hν + 1/(ndd+2lQ−1)), and√
nh1+2lQ [λ(f, ĝ − Eĝ)]→D N (0, σ2lQ), (3.11)
where σ2lQ is given in (3.6).
When Q ≥ 2, the bias λ(f,Eĝ − g) is of the order of O(hν + 1/nhd+4). It turns out that we
can develop a U-statistic type estimator for λ(f, g) with faster rate of convergence of the bias
in some scenarios, while maintaining the asymptotic normality of the centered estimator. Our
estimator for such g(x) is given by
ĝ(x) =
(n−Q)!
n!h(d+2)Q
∑
(l1,··· ,lQ)∈piQn
φ˜(d∗
f̂ ,1
(x))
Q∏
j=1
K(βj)
(
x−Xlj
h
) , (3.12)
where piQn is the set of all Q-element permutations of {1, · · · , n}, and we use d∗
f̂ ,1
(x) to denote
the plug-in estimator of df,1(x) using the data excluding {Xl1 , · · · , XlQ}.
Corollary 3.1 Let g and ĝ be given in (3.3) and (3.12), respectively, with Q ≥ 2. Under the
assumptions (F1), (F2), (K), (H), and (P), we have λ(f,Eĝ − g) = O(hν + 1/(ndd+2)) and
√
nh5[λ(f, ĝ − Eĝ)]→D N (0, σ2), (3.13)
where σ2 is given in (5.80).
Remark 3.3
a) It is known that using U-statistic estimators can reduce the bias in estimating the integrated
squared density derivatives on Rd, compared with a direct plug-in estimator (see Hall and
Marron, 1987 and Gine´ and Nickl, 2008). We use a similar idea here but our estimator λ(f, ĝ)
based on ĝ in (3.12) is only partially like a U-statistic due to the possibly non-polynomial
term φ(df,1) in g. Using this estimator, the rate of convergence of the bias λ(f,Eĝ − g) is
reduced from an order of O(hν + 1/(ndd+4)) in Theorem 3.2 to an order of O(hν + 1/(ndd+2)).
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If g is completely a polynomial of the first and second partial derivatives of f , say, g(x) =∏P
i=1 f
(αi)(x)
∏Q
j=1 f
(βj)(x) with P +Q ≥ 1, and write
ĝ(x) =
(n− P −Q)!
n!h(d+1)P+(d+2)Q
∑
(k1,··· ,kP ,l1,··· ,lQ)∈piP+Qn
P∏
i=1
K(αi)
(
x−Xki
h
) Q∏
j=1
K(βj)
(
x−Xlj
h
)
,
then the bias λ(f,Eĝ − g) is further reduced to O(hν) and an asymptotic normality result
similar to (3.13) can be derived.
b) By (3.10) and using ĝ in (3.12), a result similar to Theorem 3.1 with 1/(ndd+4)) replaced by
1/(ndd+2)) in an,h for Q ≥ 2 is expected to hold. Here we need the uniform rates of convergence
of ĝ−g and its first and second derivatives when applying Corollary 2.1. Although not derived
in this manuscript, its appears these uniform rates of convergence may be obtained using the
approach in Dony and Mason (2008).
3.2 Estimation of Euler characteristic of level sets
In this section we consider the estimation of Euler characteristic of level sets χ(M) when d
is odd (χ(M) = 0 when d is even), which is a special case of λ(f, g) studied in this section.
Note that χ(M) is also one of the Minkowski functionals (see the beginning of Section 3). Let
sd =
1·3···(d−2)
(2pi)(d−1)/2 . By the generalized Gauss-Bonnet theorem (see Gray, 2004, Chapter 5), we
have
χ(M) = sdλ(f, κ),
where κ(x) is the Gaussian curvature of M at x, defined as the product of all the principal
curvatures. For a level set M, it is known that
κ(x) = (−1)d−1N(x)
T [∇2f(x)]?N(x)
‖∇f‖d−1 , (3.14)
where [∇2f(x)]? denotes the adjugate matrix, i.e., the transpose of the cofactor matrix, of the
Hessian. See Goldman (2005).
Let κ̂ be the plug-in kernel estimator of the Gaussian curvature κ given in (3.14), that is,
κ̂(x) = (−1)d−1 N̂(x)
T [∇2f̂(x)]?N̂(x)
‖∇f̂‖d−1
.
The asymptotic performance of the three estimators sdλ(f̂ , κ̂), sdλ
∗
n(f̂ , κ̂), and sdλ
†
n(f̂ , κ̂) for
χ(M) has been considered in Theorem 3.1, using κ̂ as a special case of ĝ.
Notice that sdλ(f̂ , κ̂) = χ(M̂) by the generalized Gauss-Bonnet theorem, and using (2.15) we
have
sdλ
∗
n(f̂ , κ̂) =
1
2n
∫ n
−n
χ(M̂c+)d. (3.15)
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The function υ() := χ(M̂c+) defines an Euler characteristic curve (see Turner et al., 2014)
over [−n, n]. The estimator sdλ∗n(f̂ , κ̂) is understood as the average of χ(M̂c+) for  ∈
[−n, n]. Inspired by this, we consider another estimator for χ(M): 12n
∫ n
−n χ(M̂c unionmulti )d,
where M̂c unionmulti  := {x + N̂(x) : x ∈ M̂c} is a parallel surface to M̂c. Note here that the
function υ˜() := χ(M̂c unionmulti ) is also an Euler characteristic curve over [−n, n]. Using the
generalized Gauss-Bonnet theorem again, we have
sdλ
†
n(f̂ , κ̂
]) =
1
2n
∫ n
−n
χ(M̂c unionmulti )d, (3.16)
where κ̂] is the Gaussian curvature of M̂c unionmulti . A similar idea of estimating some topological
invariant of super level set L based on the topology of M̂c+ for a range of  near zero is also
used in Bobrowski et al. (2017). The following theorem describes a large sample behaviour of
our estimators due to the property that χ(M) is integer-valued.
Theorem 3.3 Let χ̂(M) be one of sdλ(f̂ , κ̂), sdλ∗n(f̂ , κ̂), and sdλ†n(f̂ , κ̂]). Under assump-
tions (F1), (K), and (H), with probability one we have χ̂(M) = χ(M) for n large enough.
Remark 3.4 The computations of sdλ(f̂ , κ̂), sdλ
∗
n(f̂ , κ̂), and sdλ
†
n(f̂ , κ̂
]) are based on inte-
gration. Below we provide the expression of κ̂]. For any x ∈ M̂c ⊕ n, let (x) = sign(f̂(x)−
c)d(x,M̂c) so that x ∈ M̂c unionmulti (x). In other words, (x) is the signed distance from x to
M̂c. Recall that piM̂c(x) is the normal projection of x onto M̂c. For simplicity we write
pi(x) = piM̂c(x). It is known (c.f. Page 212, do Carmo, 1976) that the principal curvatures of
M̂c unionmulti (x) at x are
κ̂1(pi(x))
1 + (x)κ̂1(pi(x))
, · · · , κ̂d−1(pi(x))
1 + (x)κ̂d−1(pi(x))
.
Therefore
κ̂](x) =
κ̂1(pi(x)) · · · κ̂d−1(pi(x))∏d−1
j=1 [1 + (x)κ̂j(pi(x))]
=
κ̂(pi(x))∏d−1
j=1 [1 + (x)κ̂j(pi(x))]
.
4 Discussion
In this manuscript we consider nonparametric estimation of λ(f, g), which is a surface integral
on density level set f−1(c), where the integrand g can be known or unknown. We study three
types of estimators: λ(f̂ , g), λ∗n(f̂ , g) and λ
†
n(f̂ , g) if g is known. If g is unknown (but depends
on the derivatives of f) and has an estimator ĝ, we replace g by ĝ in the above estimators.
Among the three types of estimators, λ(f̂ , g) (or λ(f̂ , ĝ)) is a direct plug-in estimator, and
the estimators using λ∗n and λ
∗
n are based on neighborhoods of f̂
−1(c). Our main results
are the rates of convergence and asymptotic normality for these estimators. We introduce a
few examples that can use our results, such as the estimation of Willmore energy, Minkowski
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functionals and Euler characteristic of level sets, and bandwidth selection for level set estima-
tion. In particular, for the estimation of Euler characteristic of level sets we provide the fourth
estimator.
Our methods can be extended to level set estimation in regression and classification problems.
For instance, Hall and Kang (2005) and Samworth (2012) show the optimal nearest neighbor
classifiers depend on surface integrals on level sets of a regression function. We expect that
our approach will work in the estimation of these surface integrals.
To make the bias have asymptotically negligible effect, the bandwidth used in the estimation
of surface integrals on level sets need to be appropriately selected. This is especially important
if one would like to construct confidence intervals for the population surface integrals using
the asymptotic normality results. An alternative approach is to use debiased estimators to
explicitly reduce the bias. See Chen (2017) and Qiao and Polonik (2019). However, this only
has an effect on hν in the rates of convergence in our main theorems, while the rates due to the
quadratic form of the derivatives (see Remarks 2.1a and 3.2a) are not impacted. It appears
that one can remediate the latter by using U-statistic type estimators. See Corollary 3.1 and
Remark 3.3.
5 Proofs
Proof of Lemma 2.1
Proof. Using Lemma 3 in Arias-Castro et al. (2016), it follows by assumptions (K), (F1)
and (H) that
sup
x∈I(2δ0)
‖f̂ − Ef̂‖ = O
(
γ
(0)
n,h
)
, a.s. (5.1)
sup
x∈I(2δ0)
‖∇f̂ − E∇f̂‖ = O
(
γ
(1)
n,h
)
, a.s. (5.2)
sup
x∈I(2δ0)
‖∇2f̂ − E∇2f̂‖F = O
(
γ
(2)
n,h
)
, a.s. (5.3)
Also we follow a regular derivation procedure for kernel densities by applying change of variables
and Taylor expansion, and obtain from assumptions (K), (F1) and (H) that
sup
x∈I(2δ0)
|Ef̂(x)− f(x)| = O(hν), (5.4)
sup
x∈I(2δ0)
‖E∇f̂(x)−∇f(x)‖ = o(hν−1), (5.5)
sup
x∈I(2δ0)
‖E∇2f̂(x)−∇2f(x)‖F = o(hν−2). (5.6)
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This means we have strong uniform consistence of the first two derivatives of KDE under our
assumptions. Assertions (i)-(iii) follow from similar arguments as given in the proof of Lemma 1
in Chen et al. (2017), which we briefly sketch here. Essentially bounded supx∈I(2δ0) ‖∇2f(x)‖F
and positive supx∈I(2δ0) ‖∇f(x)‖ lead to positive infτ∈[c−δ0,c+δ0] ρ(Mτ ). With probability one
supx∈I(2δ0) ‖∇2f̂(x)‖F is bounded and supx∈I(2δ0) ‖∇f̂(x)‖ is positive for large sample once we
use (5.1) - (5.6), which then implies infτ∈[c−δ0,c+δ0] ρ(M̂τ ) is positive. By Theorem 2 in Cuevas
et al. (2006), we have
sup
τ∈[c−δ0,c+δ0]
dH(M̂τ ,Mτ ) = O
(
sup
x∈I(2δ0)
‖fˆ − f‖
)
= O
(
γ
(0)
n,h
)
+O(hν), a.s. (5.7)
Therefore with probability one for n large enough we have
sup
τ∈[c−δ0,c+δ0]
dH(M̂τ ,Mτ ) ≤ (2−
√
2) inf
τ∈[c−δ0,c+δ0]
min(ρ(M̂τ ), ρ(Mτ )),
which by Theorem 1 in Chazal et al. (2007) implies that M̂τ and Mτ are normal compatible
for all τ ∈ [c− δ0, c+ δ0]. 
Proof of Lemma 2.2
Proof. We first focus on tn(x). The fact that |tn(x)| = ‖Pn(x)− x‖ and (5.7) imply
sup
x∈I(δ0)
|tn(x)| ≤ sup
τ∈[c−δ0,c+δ0]
dH(M̂τ ,Mτ ) = op(1). (5.8)
Since f̂(Pn(x))− f(x) = 0, using Taylor expansion for f̂(Pn(x)) we obtain
0 = f̂ (x+ tn(x)N(x))− f(x) = f̂(x)− f(x) + tn(x)N(x)T∇f̂(x) + en(x), (5.9)
where en(x) =
1
2 tn(x)
2N(x)T∇2f̂ (x+ s1tn(x)N(x))N(x), for some 0 < s1 < 1. Plugging
∇f̂(x) = ∇f(x)− [∇f(x)−∇f̂(x)] into (5.9), we have
tn(x) =
1
‖∇f(x)‖ [f(x)− f̂(x)] + δn,1(x), (5.10)
where
δn,1(x) =
1
‖∇f(x)‖N(x)
T [∇f(x)−∇f̂(x)]tn(x)− 1‖∇f(x)‖en(x).
Under assumption (F1), we then have
sup
x∈I(δ0)
|δn,1(x)|
≤ 1
0
sup
x∈I(δ0)
‖∇f(x)−∇f̂(x)‖ sup
x∈I(δ0)
|tn(x)|+ 1
20
sup
x∈I(δ0)
|tn(x)|2 sup
x∈I(δ0)
‖∇2f̂(x)‖F . (5.11)
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Then by (5.1) - (5.6), (5.11) implies that supx∈I(δ0) |δn,1(x)| = op
(
supx∈I(δ0) |tn(x)|
)
. Further-
more by (5.10) we have
sup
x∈I(δ0)
|tn(x)| ≤ 1
0
sup
x∈I(δ0)
|f̂(x)− f(x)|+ sup
x∈I(δ0)
|δn,1(x)| = Op
(
γ
(0)
n,h + h
ν
)
.
Using (5.11) again, we obtain (2.12).
Next we study ∇tn(x). Another Taylor expansion for f̂(Pn(x)) with fewer terms than (5.9)
gives
0 = f̂ (x+N(x)tn(x))− f(x) = f̂(x)− f(x) + tn(x)N(x)T rn(x), (5.12)
where
rn(x) =
∫ 1
0
∇f̂ (x+ sN(x)tn(x)) ds. (5.13)
Taking gradient on both sides of (5.12), we obtain
0 =∇f̂(x)−∇f(x) +∇ (N(x)T rn(x)) tn(x) +N(x)T rn(x)∇tn(x)
=∇f̂(x)−∇f(x) + ‖∇f(x)‖∇tn(x) + sn(x),
where
sn(x) = ∇
(
N(x)T rn(x)
)
tn(x) +N(x)
T [rn(x)−∇f(x)]∇tn(x). (5.14)
Therefore
∇tn(x) = ∇f(x)−∇f̂(x)‖∇f(x)‖ −
sn(x)
‖∇f(x)‖ . (5.15)
Let un(x) = ∇
(
N(x)T rn(x)
)−∇‖∇f(x)‖ and vn(x) = N(x)T [rn(x)−∇f(x)]. From (5.14) we
have
− sn(x)‖∇f(x)‖ =
−(∇‖∇f(x)‖+ un(x))tn(x) + vn(x)∇tn(x)
‖∇f(x)‖ .
Plugging this into (5.15), we have
∇tn(x) = ∇f(x)−∇f̂(x)‖∇f(x)‖ −
∇‖∇f(x)‖
‖∇f(x)‖ tn(x) + δn,2(x),
where
δn,2(x) =
−un(x)tn(x) + vn(x)∇tn(x)
‖∇f(x)‖ . (5.16)
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We then have rn(x)−∇f(x) = ∇f̂(x)−∇f(x) + 12∇2f̂ (x+ s1N(x)tn(x))N(x)tn(x) by com-
paring (5.9) and (5.12). Therefore
sup
x∈I(δ0)
|vn(x)| = Op
(
γ
(1)
n,h
)
+ op(h
ν−1). (5.17)
Next we consider un(x). Note that
un(x) =
∇2f(x)[rn(x)−∇f(x)]−∇f(x)T [rn(x)−∇f(x)]∇‖∇f(x)‖
‖∇f(x)‖2
+
[∇rn(x)−∇2f(x)]N(x)
‖∇f(x)‖ .
Using (5.13) we have ∇rn(x) =
∫ 1
0 ∇2f̂ (x+ sN(x)tn(x)) (Id + s∇ (N(x)tn(x))) ds, which leads
to supx∈I(δ0) ‖∇rn(x)−∇2f(x)‖F = Op
(
γ
(2)
n,h + h
ν
)
. This implies that
sup
x∈I(δ0)
‖un(x)‖ = Op
(
γ
(2)
n,h
)
+ op(h
ν−2). (5.18)
Therefore by (5.16), (5.17) and (5.18) we have (2.13) and our proof is completed. 
Proof of Theorem 2.2
Proof. Note that
λ(f, w × (f̂ − Ef̂)) = 1
n
n∑
i=1
[ξi − Eξi], (5.19)
where ξi =
1
hd
∫
Mw(x)K
(
x−Xi
h
)
dH (x). Next we will calculate the variance of ξi. First we
have
E(ξ2i ) =
1
h2d
∫
Rd
∫
M
w(x)K
(
x− z
h
)
dH (x)
∫
M
w(y)K
(
y − z
h
)
dH (y)f(z)dz
=
1
hd
∫
M
∫
M
∫
Rd
w(x)K (u)w(y)K
(
y − x
h
+ u
)
f(x− hu)dudH (y)dH (x),
where we have used the variable transformation u = h−1(x− z). Since K is assumed to have
bounded support, there exists a finite constant C > 0 such that the kernel function K has
support contained in B(0, C/2). Then we can write E(ξ2i ) = 1hd
∫
M UG(x)H (x), where
UG(x) =
∫
M∩B(x,Ch)
∫
Rd
w(x)K (u)w(y)K
(
y − x
h
+ u
)
f(x− hu)dudH (y), x ∈M.
Next we will study UG(x). Let M	 x = {y − x : y ∈ M}, i.e., the manifold obtained by
shifting M so that x becomes the origin. Then another variable transformation leads to
UG(x) =
∫
(M	x)∩B(0,Ch)
∫
Rd
w(x)K (u)w(x+ y)K
(y
h
+ u
)
f(x− hu)dudH (y).
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Without loss of generality, we may assume that N(x) = (0, · · · , 0, 1)′ and Tx(M) = Rd−1×{0}.
When h is small enough, (M	 x) ∩ B(0, Ch) coincides with the graph y = (y1, · · · , yd−1, 0) ∈
Tx(M) 7→ φ(y) := (y1, · · · , yd−1, p(y)) ∈ Rd with a smooth function φ(y), where for y ∈
[Tx(M) ∩ B(0, Ch)], p has a quadratic approximation (see page 141, Lee 1997)
p(y) =
1
2
d−1∑
i=1
κi(x)〈y, pi(x)〉2 +O(h3). (5.20)
where κi(x), i = 1, · · · , d− 1 are the principal curvatures ofM at x, and pi(x), i = 1, · · · , d−
1 are the corresponding principal directions. Both κi(x) and pi(x) can be obtained as the
eigenvalues and eigenvectors of the shape operator S(x) in (2.2). Note that the rate in the big
O term in (5.20) is uniform over M. Immediately from (5.20) we have
sup
y∈[Tx(M)∩B(0,Ch)]
‖φ(y)− y‖ = O(h2). (5.21)
Then φ defines a diffeomorphism between Tx(M) ∩ B(0, Ch) and its image under φ. The
Jacobian determinant of φ is
Jφ(y) =
√
1 +
(
∂
∂y1
p(y)
)2
+ · · ·+
(
∂
∂yd−1
p(y)
)2
= 1 +O(h), (5.22)
uniformly in φ(Tx(M) ∩ B(0, Ch)), where we have used (5.20).
Notice that (M	 x) ∩ B(0, Ch) ⊆ φ(Tx(M) ∩ B(0, Ch)), and the UG(x) remains unchanged
if its domain of integration is changed from (M	 x) ∩ B(0, Ch) to φ(Tx(M) ∩ B(0, Ch)). In
view of this and by using (5.21) and (5.22), we get
UG(x) =
∫
Tx(M)∩B(0,Ch)
∫
Rd
w(x)K (u)w(x+ φ(y))K
(
φ(y)
h
+ u
)
f(x− hu)duJφ(y)dH (y)
=
∫
Tx(M)∩B(0,Ch)
∫
Rd
w(x)K (u)w(x+ y)K
(y
h
+ u
)
f(x− hu)dudH (y)(1 + o(1)),
where the little o is uniform in x ∈M. Hence
E(ξ2i )
=
1
hd
∫
M
∫
Tx(M)∩B(0,Ch)
∫
Rd
w(x)K (u)w(x+ y)K
(y
h
+ u
)
f(x− hu)dudH (y)dH (x)(1 + o(1))
=
1
h
∫
M
∫
Tx(M)
∫
Rd
w(x)K (u)w(x+ hv)K (v + u) f(x)dudH (v)dH (x)(1 + o(1))
=
1
h
cρ(w,K, f)(1 + o(1)), (5.23)
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where ρ(w,K, f) =
∫
Mw(x)
2
∫
Tx(M)
∫
Rd K (u)K (v + u) dudH (v)H (x). Notice that R
d =
∪t∈RTx,t(M) for any x ∈M. So we can further write
ρ(w,K, f) =
∫
M
w(x)2
∫
Tx(M)
∫
R
∫
Tx,t(M)
K (u)K (v + u) dH (u)dtdH (v)H (x)
=
∫
M
w(x)2
∫
R
∫
Tx,t(M)
K (u)
∫
Tx(M)
K (v + u) dH (v)dH (u)dtH (x)
=
∫
M
w(x)2
∫
R
(∫
Tx,t(M)
K (u) dH (u)
)2
dtH (x),
where the last step holds because we use change of variables z = u+ v and z ∈ Tx,t(M) when
u ∈ Tx,t(M) and v ∈ Tx(M). Similarly, using change of variables and Taylor expansion we get
E(ξi) =
1
hd
∫
M
∫
Rd
w(x)K
(
x− z
h
)
f(z)dzdH (x)
=
∫
M
∫
Rd
w(x)K (u) f(x− hu)duH (x)
=
∫
M
∫
Rd
w(x)K (u) f(x)dudH (x)(1 + o(1))
= c
∫
M
w(x)H (x)(1 + o(1)). (5.24)
From (5.23) and (5.24) we have Var(ξi) = h
−1cρ(w,K, f){1 + o(1)} and therefore by (5.19),
Var
(∫
M
w(x)
[
f̂(x)− Ef̂(x)
]
dx
)
=
Var(ξi)
n
=
1
nh
cρ(w,K, f)(1 + o(1)).
It only remains to show the asymptotic normality of 1n
∑n
i=1(ξi − Eξi). Note that following a
similar procedure of obtaining (5.23), we can show that E(|ξi|3) = O( 1h3dh3d−2) = O( 1h2 ). Then
for the third absolute central moment of ξi, we have
E[|ξi − E(ξi)|3] ≤ 8E(|ξi|3) = O
(
1
h2
)
.
Therefore
{∑ni=1 E[|ξi − E(ξi)|3]}1/3
[
∑n
i=1 Var(ξi)]
1/2
= O
(
(n/h2)1/3
(n/h)1/2
)
= O
(
1
n1/6h1/6
)
= o(1).
Hence the Liapunov condition is satisfied and the asymptotic normality in (2.14) is verified.

Proof of Theorem 2.1
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Proof. We only show the proof for the case of λ˜n = λ. Once this is finished, the re-
sults for the cases of λ˜n = λ
∗
n or λ
†
n are direct consequences of Theorem 2.3 by using
λ˜n(f̂ , g)− λ(f, g) = [λ˜n(f̂ , g)− λ(f̂ , g)] + [λ(f̂ , g)− λ(f, g)].
It is known that M is a compact (d − 1)-dimensional submanifold embedded in Rd with
assumption (F1) (see Theorem 2 in Walther, 1997). It admits an atlas {(Uα, ψα) : α ∈ A }
indexed by a finite set A , where {Uα : α ∈ A } is an open cover of M, and for an open set
Ωα ⊂ Rd−1, ψα : Ωα 7→ Uα is a diffeomorphism. We denote ψα(Ωα) = Uα. Let Bα be the
Jacobian matrix of ψα and Jα = B
T
αBα be the Gram matrix. Immediately, we have
0 < inf
α∈A
inf
θ∈Ωα
det[Jα(θ)] ≤ sup
α∈A
sup
θ∈Ωα
det[Jα(θ)] <∞. (5.25)
By Lemma 2.2, Pn(x) = x+ tn(x)N(x) in (2.9) is a diffeomorphism between Mτ and M̂τ for
|τ−c| ≤ δ0/2. Let Ûα = {Pn(x) : x ∈ Uα}. Then {(Ûα, Pn◦ψα) : α ∈ A } is a finite atlas for M̂.
For simplicity, we will suppress the subscript α for Uα, Ûα, Ωα, ψα, Bα and Jα. By using the
area formula on manifolds (cf. page 117, Evans and Gariepy, 1992), we have that∫
U
g(x)dH (x) =
∫
Ω
g(ψ(θ)){det[J(θ)]}1/2dθ. (5.26)
Let An be the Jacobian matrix of Pn. Then we can write An(x) = Id+Rn(x), x ∈ I(δ0), where
Rn(x) = ∇N(x)tn(x) +N(x)∇tn(x)T . We further write Rn(x) = Rn,1(x) +Rn,2(x), where
Rn,1(x) = ‖∇f(x)‖−1N(x)(∇f(x)−∇f̂(x))T , (5.27)
and Rn,2(x) is the remainder term. By Lemma 2.2 and using (5.2) and (5.5), we have
sup
x∈I(δ0)
‖Rn,1(x)‖F = Op
(
γ
(1)
n,h
)
+ op
(
hν−1
)
, and sup
x∈I(δ0)
‖Rn,2(x)‖F = Op
(
γ
(0)
n,h
)
+Op (h
ν) .
(5.28)
By the chain rule, the Jabobian matrix of Pn ◦ ψ : Ω 7→ Û is given by An(ψ(θ))B(θ). Since
Pn ◦ ψ is a parameterization function of Û from Ω, another application of the area formula
leads to ∫
Û
g(x)dH (x) =
∫
Ω
g(Pn(ψ(θ))) {det [Jn(θ)]}1/2 dθ, (5.29)
where Jn(θ) = B(θ)
TAn(ψ(θ))
TAn(ψ(θ))B(θ). Then it follows from (5.26) and (5.29) that∫
Û
g(x)dH (x)−
∫
U
g(x)dH (x)
=
∫
Ω
[
g(Pn(ψ(θ))) {det [Jn(θ)]}1/2 − g(ψ(θ)) {det[J(θ)]}1/2
]
dθ
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=In + IIn + IIIn, (5.30)
where
In =
∫
Ω
[g(Pn(ψ(θ)))− g(ψ(θ))] {det[J(θ)]}1/2 dθ, (5.31)
IIn =
∫
Ω
g(ψ(θ))
{
{det [Jn(θ)]}1/2 − {det[J(θ)]}1/2
}
dθ, (5.32)
IIIn =
∫
Ω
[g(Pn(ψ(θ)))− g(ψ(θ))]
{
{det [Jn(θ)]}1/2 − {det[J(θ)]}1/2
}
dθ. (5.33)
We first study In. Notice that In =
∫
U [g(Pn(x))− g(x)]dH (x). Since Pn(x)− x = tn(x)N(x)
by definition, using Taylor expansion and Lemma 2.2 we have that
In =
∫
U
[
f(x)− f̂(x)
‖∇f(x)‖ N(x)
T∇g (x)
]
dH (x) + Ln, (5.34)
where
Ln =
∫
U
[
δn,1(x)N(x)
T∇g (x) + 1
2
t2n(x)N(x)
T∇2g (x+ sN(x)tn(x))N(x)
]
dH (x),
for some 0 < s < 1 and δn,1 is given in (2.10). We apply Theorem 2.2 to the integrand of Ln
and then obtain
Ln = Op
(
γ
(0)
n,h γ
(1)
n,h
)
+ op
(
hν−1(γ(0)n,h + h
ν)
)
. (5.35)
Next we focus on IIn. Notice that by using An(x) = Id +Rn(x), we have
det [Jn(θ)] = det
{
B(θ)T [Id +Rn(ψ(θ))]
T [Id +Rn(ψ(θ))]B(θ)
}
= det
{
J(θ) +B(θ)T [Rn(ψ(θ))
T +Rn(ψ(θ)) +Rn(ψ(θ))
TRn(ψ(θ))]B(θ)
}
= det [J(θ)] det [Id−1 − Tn(θ)] , (5.36)
where Tn(θ) = −[J(θ)]−1B(θ)T
{
[∇N(ψ(θ)) +∇N(ψ(θ))T ]tn(ψ(θ)) +Rn(ψ(θ))TRn(ψ(θ))
}
B(θ).
Notice that we have used the fact that N(ψ(θ))TB(θ) = 0, which can be seen by taking deriva-
tives of the equation f(ψ(θ)) = c, θ ∈ Ω. Therefore
{det [Jn(θ)]}1/2 − {det [J(θ)]}1/2 = {det [J(θ)]}1/2
{
{det [Id−1 − Tn(θ)]}1/2 − 1
}
. (5.37)
Let
Qn(x) = Tn(ψ
−1(x)) = Qn,1(x) +Qn,2(x), (5.38)
where withRn,1 given in (5.27), Qn,1(x) = −[J(ψ−1(x))]−1B(ψ−1(x))TRn,1(x)TRn,1(x)B(ψ−1(x))
and Qn,2(x) is the remainder term. Apply the area formula with (5.37) we get
IIn =
∫
U
{
{det [Id−1 −Qn(x)]}1/2 − 1
}
g(x)dH (x).
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Let D(θ) = B(θ)[J(θ)]−1B(θ)T for θ ∈ Ω. Continuing from (5.36), we have
det [Id−1 −Qn(x)]
=1− tr [J(ψ−1(x))−1B(ψ−1(x))T [∇N(x) +∇N(x)T ]B(ψ−1(x))] tn(x) + ηn(x), (5.39)
where ηn(x) = ηn,1(x) + ηn,2(x) with ηn,1(x) = −tr[D(ψ−1(x))Rn(x)TRn(x)] and ηn,2(x) =
det(Id−1 −Qn(x))− [1− tr(Qn(x))]. Next we study ηn,1 and ηn,2. We write ηn,1 = η(1)n,1 + η(2)n,1
where η
(1)
n,1(x) = −tr[D(ψ−1(x))Rn,1(x)TRn,1(x)] and η(2)n,1(x) is the remainder term. It follows
from (5.28) that
sup
x∈U
|η(1)n,1(x)| = Op
(
(γ
(1)
n,h)
2
)
+ op
(
hν−1(γ(0)n,h + h
ν−1)
)
, (5.40)
sup
x∈U
|η(2)n,1(x)| = Op
(
γ
(0)
n,h γ
(1)
n,h
)
+ op
(
hν−1(γ(0)n,h + h
ν)
)
. (5.41)
Then notice that ηn,2(θ) = 0 for d = 2 and for d ≥ 3, ηn,2(θ) =
∑d−1
j=2(−1)jtr(ΛjQn(x)),
where tr(ΛjQn(x)) is the trace of the jth exterior power of Qn(x), which can be computed as
the sum of all the j × j principal minors of Qn(x) ( Theorem 7.1.2, Mirsky, 1955). We write
ηn,2 = η
(1)
n,2 + η
(2)
n,2, where η
(1)
n,2(x) = tr(Λ
2Qn,1(x)) and η
(2)
n,2(x) is the remainder term. Using
(5.28) and the perturbation bound theory for matrix determinants (Theorem 3.3, Ipsen and
Rehman, 2008), we have that
sup
x∈U
|η(1)n,2(x)| = Op
(
(γ
(1)
n,h)
2
)
+ op
(
hν−1(γ(0)n,h + h
ν−1)
)
, (5.42)
sup
x∈U
|η(2)n,2(x)| = Op
(
γ
(0)
n,h γ
(1)
n,h
)
+ op
(
hν−1(γ(0)n,h + h
ν)
)
. (5.43)
Let η
(1)
n (x) = η
(1)
n,1(x)+η
(1)
n,2(x) and η
(2)
n (x) = η
(2)
n,1(x)+η
(2)
n,2(x). Then η
(1)
n (x) is a quadratic form
of elements of ∇f(x)−∇f̂(x), similar to Tn,2(x) defined in (5.62). Following similar arguments
as in the proof of Theorem 3.2, we get∫
U
η(1)n (x)dH (x) = Op
(
1
nhd+2
)
+ op
(
h2(ν−1)
)
. (5.44)
Using Taylor expansion and (5.39), we have
{det [Id−1 −Qn(x)]}1/2 − 1
=
[
1 + tr
[
D(ψ−1(x))[∇N(x) +∇N(x)T ]] tn(x) + ηn(x)]1/2 − 1
=
1
2
tr
[
D(ψ−1(x))[∇N(x) +∇N(x)T ]] tn(x) + 1
2
η(1)n (x) + ∆n(x), (5.45)
where ∆n(x) denotes the remainder term in the Taylor expansion. Specifically,
∆n(x) =
1
2
η(2)n (x) +
∞∑
i=2
(−1)i (2i− 3)!!
2ii!
[
tr
[
D(ψ−1(x))[∇N(x) +∇N(x)T ]] tn(x) + ηn(x)]i .
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It follows from (5.40) - (5.43) that
sup
x∈U
|∆n(x)| = Op
(
γ
(0)
n,h γ
(1)
n,h
)
+ op
(
hν−1(γ(0)n,h + h
ν)
)
. (5.46)
Using (5.44), (5.45), (5.46) and Theorem 2.2, we have
IIn =
1
2
∫
U
tr
[
D(ψ−1(x))[∇N(x) +∇N(x)T ]] f(x)− f̂(x)‖∇f(x)‖ g(x)dH (x)
+Op
(
1
nhd+2
)
+ op
(
hν−1(γ(0)n,h + h
ν−1)
)
. (5.47)
In the integrand above,
tr
[
D(ψ−1(x))[∇N(x) +∇N(x)T ]]
=tr
[
J(ψ−1(x))−1B(ψ−1(x))T [∇N(x) +∇N(x)T ]B(ψ−1(x))] ,
which in fact does not depend on the parameterization ψ, as we show below. Recall that
G(x) = Id −N(x)N(x)T and (2.1). Note that for any u, v ∈ Tx(M), we have that
uTS(x)v = uT∇N(x)v = uT∇N(x)T v. (5.48)
The above equality can be derived by observing that the matrix G(x) is symmetric and has the
property that for any u ∈ Tx(M), G(x)u = u and uTG(x) = uT . Notice that all the columns
of the Jacobian matrix B(ψ−1(x)) are vectors in Tx(M). Therefore using (5.48) we have
1
2
tr[J(ψ−1(x))−1B(ψ−1(x))T [∇N(x) +∇N(x)T ]B(ψ−1(x))]
=tr[J(ψ−1(x))−1B(ψ−1(x))TS(x)B(ψ−1(x))].
Since S(x) is symmetric and S(x)N(x) = 0, there exists an orthonormal basis {p1(x), · · · , pd−1(x)}
for Tx(M) such that with P (x) = [p1(x), · · · , pd−1(x),N(x)],
S(x) = P (x)K(x)P (x)T ,
where K(x) = diag(κ1(x), · · · , κd−1(x), 0), with κ1(x), · · · , κd−1(x) being the principal curva-
tures of M at x. Let K˜(x) = diag(κ1(x), · · · , κd−1(x)), B˜(x) = B(ψ−1(x))[J(ψ−1(x))]−1/2,
and Bˇ(x) = [B˜(x),N(x)]. Notice that N(x)T B˜(x) = 0 and therefore Bˇ(x)T Bˇ(x) = Id. Then
tr[J(ψ−1(x))−1B(ψ−1(x))TS(x)B(ψ−1(x))]
=tr[B˜(x)TP (x)K(x)P (x)T B˜(x)]
=tr
[(
B˜(x)T P˜ (x) 0
)(
K˜(x) 0
0 0
)(
P˜ (x)T B˜(x)
0
)]
=tr
[(
B˜(x)T P˜ (x) 0
0 1
)(
K˜(x) 0
0 0
)(
P˜ (x)T B˜(x) 0
0 1
)]
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=tr[Bˇ(x)TP (x)K(x)P (x)T Bˇ(x)]
=tr[K(x)]
=(d− 1)H(x),
where H(x) = 1d−1
∑d−1
i=1 κi(x) is the mean curvature ofM at x. Therefore from (5.47) we get
IIn = (d− 1)
∫
U
H(x)
f(x)− f̂(x)
‖∇f(x)‖ g(x)dH (x) +Op
(
1
nhd+2
)
+ op
(
hν−1(γ(0)n,h + h
ν−1)
)
.
(5.49)
Next we study IIIn. Notice that IIIn =
∫
U [g(Pn(x))−g(x)]
{{det [Id −Qn(x)]}1/2 − 1} dH (x).
Lemma 2.2 leads to
sup
x∈U
|g(Pn(x))− g(x)| ≤ sup
x∈I(δ0)
‖∇g(x)‖ sup
x∈M
|tn(x)| = Op
(
γ
(0)
n,h + h
ν
)
. (5.50)
It follows from (5.45), (5.46) and Lemma 2.2 that
sup
x∈U
∣∣∣{det [Id−1 −Qn(x)]}1/2 − 1∣∣∣ = Op (γ(0)n,h + hν) . (5.51)
By (5.50) and (5.51) we have
|IIIn| ≤H (U) sup
x∈U
|g(Pn(x))− g(x)| sup
x∈U
∣∣∣{det [Id−1 −Qn(x)]}1/2 − 1∣∣∣ = Op ((γ(0)n,h + hν)2) .
(5.52)
Now collecting the above results for In in (5.34), IIn in (5.49) and IIIn in (5.52) we can show∫
Û
g(x)H (x)−
∫
U
g(x)H (x) =
∫
U
wg(x)[f(x)− f̂(x)]dH (x)
+Op
(
1
nhd+2
)
+ op
(
hν−1(γ(0)n,h + h
ν−1)
)
.
Recall that {Uα : α ∈ A } is a finite cover of M. Immediately, we have
λ(f̂ , g)− λ(f, g) =
∫
M
wg(x)[f(x)− f̂(x)]dH (x) +Op
(
1
nhd+2
)
+ op
(
hν−1(γ(0)n,h + h
ν−1)
)
.
(5.53)
Following standard calculation for the bias of kernel density estimation (see page 83, Chaco´n
and Duong, 2018), similar to (5.24) we can show that
∫
Mw(x)[f(x)−Ef̂(x)]dH (x) = hνµ(1+
o(1)), where
µ = −(ν!)−1
∫
M
[∫
Rd
y⊗νK(y)dy
]T
∇⊗νf(x)w(x)H (x). (5.54)
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Also by Theorem 2.2 we have that
∫
Mwg(x)[Ef̂(x) − f̂(x)]dH (x) →D N(0, σ2), where σ2 =
cλ(f, w2gRK).
The assertions (i) and (ii) follow from (5.53) and by noticing that 1/(nhd+2) = o(1/
√
nhd)
when nh2d+3 → ∞. Assertion (iii) is a consequence of |σ̂2τn − σ2| = op(1). Below we briefly
describe how to show this. Similar to (3.10), we can write σ̂2τn − σ2 = Dn,1 + Dn,2 + Dn,3,
where Dn,1 = cR(K)[λ˜τn(f̂ , wg) − λ(f, wg)], Dn,2 = cR(K)[λ˜τn(f̂ , ŵg − wg) − λ(f, ŵg − wg)],
and Dn,3 = cR(K)λ(f, ŵg − wg). Immediately we have Dn,1 = op(1) using assertion (i), and
Dn,3 = op(1) by notice that supx∈I(2δ0) |ŵg(x) − wg(x)| = Op(γ
(2)
n,h) + op(h
ν−2). We also have
Dn,2 = op(1) under assumption (H) and τn = O(h) by applying Corollary 2.1.

Proof of Theorem 2.3
Proof. Below we discuss the cases of λ˜n = λ
∗
n and λ˜n = λ
†
n , respectively.
Case of λ˜n = λ
∗
n. Many arguments are similar to the proofs of Lemma 2.2 and Theorem 2.1
so we only give main steps. We would like to find the Taylor expansion of λc+(f̂ , g) =∫
f̂−1(c+) g(x)dH (x) as a function of  when → 0. Similar to (2.8), define ζ̂x(t) = x+ tN̂(x).
For any x ∈ M̂c, let
t̂(x) = argmin
t
{|t| : ζ̂x(t) ∈ M̂c+}.
Define P(x) = ζ̂x(t̂(x)) = x+ t̂(x)N̂(x). Using Taylor expansion we have
c+  = f̂(P(x)) = c+ t̂(x)N̂(x)
T∇f̂(x) + δ(x),
where δ(x) =
1
2 t̂(x)
2N̂(x)T∇2f̂(ζ̂x(s1))N̂(x) for some s1 between 0 and t̂(x). Therefore
t̂(x) = ‖f̂(x)‖−1(− δ(x)), and
sup
x∈f̂−1(c)
|t̂(x)| = Op(). (5.55)
We also can write  = f̂(P(x))− f̂(x) = t̂(x)N̂(x)T r̂(x), where r̂(x) =
∫ 1
0 ∇f̂(ζ̂x(st̂(x)))ds.
Therefore 0 = ∇t̂(x)[N̂(x)T r̂(x)]+t̂(x)∇[N̂(x)T r̂(x)].Here∇[N̂(x)T r(x)] = ∇N̂(x)T r(x)+
∇r(x)T N̂(x), where
∇r̂(x) =
∫ 1
0
∇2f̂(ζ̂x(st̂(x)))[Id + s∇(t̂(x)N̂(x))]ds.
Note that N̂(x)T r̂(x)− ‖∇f̂(x)‖ = op(1). Using (5.55) we have
sup
x∈f̂−1(c)
‖∇t̂(x)‖ = sup
x∈f̂−1(c)
∥∥∥∥∥−t̂(x)∇[N̂(x)T r̂(x)][N̂(x)T r̂(x)]
∥∥∥∥∥ = Op(). (5.56)
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Since with probability one the reach of M̂c is positive for large n by Lemma 2.1, the map P̂
is a diffeomorphism between M̂c and M̂c+ when  is small. The Jacobian of P is given by
A(x) = Id +R(x), where R(x) = ∇N̂(x)t̂(x) + N̂(x)∇t̂(x)T . By (5.55) and (5.56) we have
sup
x∈f̂−1(c) ‖R(x)‖ = Op().
Suppose {(Uα, ψα) : α ∈ A } is a finite atlas for f̂−1(c). Let U = {Uα : α ∈ A }. Let {U,ψ}
be a chart on M̂ (see the beginning of the proof of Theorem 2.1) such that U = ψ(Ω) for a
subset Ω ⊂ Rd−1. Let the Jacobian of ψ be B. Let J = BTB, D = BJ−1BT , and
Q(x) = −[J(ψ−1(x))]−1B(ψ−1(x))T
{
2∇N̂(x)t(x) +R(x)TR(x)
}
B(ψ−1(x)).
Then following a similar argument as in the proof of Theorem 2.1, we have∫
P(U)
g(x)dH (x)−
∫
U
g(x)dH (x) = I + II + III,
where
I =
∫
U
[g(P(x))− g(x)]dH (x),
II =
∫
U
g(x)
{
{det[Id−1 −Q(x)]}1/2 − 1
}
dH (x),
III =
∫
U
[g(P(x))− g(x)]
{
{det[Id−1 −Q(x)]}1/2 − 1
}
dH (x).
Notice that I = 
∫
U ‖∇f̂(x)‖−1N̂(x)T∇g(x)H (x) + r1(U, ), where
r1(U, ) =−
∫
U
δ(x)
‖∇f̂(x)‖
N̂(x)T∇g (x) dH (x)
+
∫
U
1
2
t̂(x)
2N̂(x)T∇2g
(
x+ s2N̂(x)t̂(x)
)
N̂(x)dH (x),
for some 0 < s2 < 1. Hence supU∈U |r1(U, )| = Op(2) using (5.55).
Next we study II. Let Q(x) = Q,1(x) +Q,2(x) with
Q,1(x) = 2[J(ψ
−1(x))]−1B(ψ−1(x))T∇N̂(x)B(ψ−1(x))t(x),
Q,2(x) = [J(ψ
−1(x))]−1B(ψ−1(x))TR(x)TR(x)B(ψ−1(x)).
Let η(x) = η,1(x) + η,2(x), where η,1 = tr[D(ψ
−1(x))R(x)TR(x)] and η,2(x) = det(Id−1−
Q(x))− [1− tr(Q(x))]. Also let
∆(x) =
1
2
η(x) +
∞∑
i=2
(−1)i (2i− 3)!!
2ii!
[
2tr
[
D(ψ−1(x))∇N̂(x)
]
t(x) + η(x)
]i
.
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Then II = 
∫
U ‖∇f̂(x)‖−1tr[Ŝ(x)]g(x)H (x)+r2(U, ), where r2(U, ) =
∫
U ∆(x)g(x)dH (x).
We can show that supU∈U |r2(U, )| = Op(2). Furthermore we can show that III = r3(U, ),
where supU∈U |r3(U, )| = Op(2).
Overall with ŵg(x) = ‖∇f̂(x)‖−1[N̂(x)T∇g(x) + (d− 1)Ĥ(x)g(x)], we have∫
P(U)
g(x)dH (x)−
∫
U
g(x)dH (x) = 
∫
U
ŵg(x)dH (x) + [r1(U, ) + r2(U, ) + r3(U, )].
Therefore
∫
M̂c+ g(x)dH (x) −
∫
M̂c g(x)dH (x) = 
∫
M̂c ŵg(x)dH (x) + r(), where |r()| =
Op(
2). It then follows from (2.15) that
|λ∗n(f̂ , g)− λ(f̂ , g)| =
∣∣∣∣ 12n
∫ n
−n
∫
M̂c+
g(x)dH (x)d−
∫
M̂c
g(x)dH (x)
∣∣∣∣
=
∣∣∣∣ 12n
∫ n
−n
d
∫
M̂c
w(x)dH (x) +
1
2n
∫ n
−n
r()d
∣∣∣∣
=
∣∣∣∣ 12n
∫ n
−n
r()d
∣∣∣∣ = Op(2n).
Case of λ̂ = λ†n. The set M̂c ⊕ n is tube of radius n around the submanifold M̂c. Then
ζ̂(x, ) := ζ̂x() defines a diffeomorphism between M̂c×(−n, n) and M̂c⊕n. The Weyl’s vol-
ume element in the tube given in Wely (1939) (also see Gray, 2004) is det(Id+Ŝ(x))ddH (x),
where Ŝ(x) is the shape operator on M̂ as defined in (2.2). Therefore
1
2n
∫
M̂c⊕n
g(x)dx =
1
2n
∫
M̂c
∫ n
−n
g(x+ N̂(x))det(Id + Ŝ(x))ddH (x).
Note that
g(x+ N̂(x)) = g(x) + N̂(x)T∇g(x) + 1
2
2N̂(x)T∇2g(x+ sN̂(x))N̂(x),
for some 0 < s < 1, and det(Id + Ŝ(x)) = 1 + tr[Ŝ(x)] + 
2r(x, ), where |r(x, )| = Op(1)
using arguments similar to (5.42) and (5.43).
Let R(x, ) = 12N̂(x)
T∇2g(x+ sN̂(x))N̂(x) + g(x)r(x, ) + [N̂(x)T∇g(x) + 12N̂(x)T∇2g(x+
sN̂(x))N̂(x)]{tr[Ŝ(x)] + r(x, )}. Then it follows that |R(x, )| = Op(1) and hence
|λ†n(f̂ , g)− λ(f̂ , g)|
=
∣∣∣∣ 12n
∫
M̂c⊕n
g(x)dx−
∫
M̂c
g(x)dH (x)
∣∣∣∣
=
∣∣∣∣ 12n
∫ n
−n
d
∫
M̂c
{N̂(x)T∇g(x) + g(x)tr[Ŝ(x)]}dH (x) + 1
2n
∫ n
−n
∫
M̂c
2R(x, )dH (x)d
∣∣∣∣
34
=∣∣∣∣ 12n
∫
M̂c
∫ n
−n
2R(x, )dH (x)d
∣∣∣∣ = Op(2n).

Proof of Corollary 2.1
Proof. First we consider the case of λ˜n = λ. Following the proof of Theorem 2.1, we
continue to use In, IIn and IIIn as in (5.31), (5.32) and (5.33), where we replace g by bn. Then∫
Û
bn(x)dH (x)−
∫
U bn(x)dH (x) = In + IIn + IIIn, where
In =
∫
U
[bn(Pn(x))− bn(x)]dH (x),
IIn =
∫
U
bn(x)
{
{det[Id−1 −Qn(x)]}1/2 − 1
}
dH (x),
IIIn =
∫
U
[bn(Pn(x))− bn(x)]
{
{det[Id−1 −Qn(x)]}1/2 − 1
}
dH (x),
where Qn is given (5.38). By using Taylor expansion and Lemma 2.2 we have
sup
x∈U
|bn(Pn(x))− bn(x)| ≤ sup
x∈U
|tn(x)| sup
x∈I(δ0)
‖∇bn(x)‖ = Op
{
βn
(
γ
(0)
n,h + h
ν
)}
. (5.57)
For In, we obtain from (5.57) that
In ≤
∫
U
|bn(Pn(x))− bn(x)| dH (x) ≤ sup
x∈U
|bn(Pn(x))− bn(x)|H (U) = Op
{
βn
(
γ
(0)
n,h + h
ν
)}
.
(5.58)
For IIn, (5.51) leads to
IIn ≤
∫
U
|bn(x)|
∣∣∣{det [Id−1 −Qn(x)]}1/2 − 1∣∣∣ dH (x)
≤ sup
x∈U
|bn(x)| sup
x∈U
∣∣∣{det [Id−1 −Qn(x)]}1/2 − 1∣∣∣H (U)
=Op
{
αn
(
γ
(0)
n,h + h
ν
)}
. (5.59)
For IIIn, by using (5.57) and (5.51) we have
IIIn = Op
{
βn
(
γ
(0)
n,h + h
ν
)2}
. (5.60)
By having (5.58), (5.59) and (5.60) we get (2.18) for λ˜n = λ. Next we consider the cases of
λ˜n = λ
∗
n or λ
†
n . Notice that
λ˜n(f̂ , bn)− λ(f, bn) = [λ(f̂ , bn)− λ(f, bn)] + [λ˜n(f̂ , bn)− λ(f̂ , bn)], (5.61)
where λ(f̂ , bn)−λ(f, bn) has been studied above in the case of λ˜n = λ. The proof is completed
once we otain |λ˜n(f, bn)−λ(f, bn)| = Op
(
2n (αn + βn + ηn)
)
, which can be shown by replacing
g by bn in the proof of Theorem 2.3. 
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Proof of Theorem 3.2
Proof. In the proof we use C > 0 as a generic constant that can vary as we need. Let
Qν = ν ∨ (Q+ 1). Using Taylor expansion, we have ĝ(x)− g(x) =
∑Qν
j=1 Tn,j(x), where
Tn,j(x) =
{
1
j! [df̂ (x)
T − df (x)T ]⊗j ∇⊗jφ(df (x)), j = 1, · · · , Qν − 1,
1
j! [df̂ ,1(x)
T − df,1(x)T ]⊗j ∇⊗jφ(d˜f,1(x)), j = Qν ,
(5.62)
where d˜f,1 is between df,1 and df̂ ,1. Using (5.2), (5.5) and assumptions (H) and (P), we have
λ(f, Tn,Qν ) = Op((γ
(1)
n,h + h
ν−1)ν) = Op((hγ
(2)
n,h + h
ν−1)ν) = op(hν). (5.63)
We can write λ(f, Tn,1)− E[λ(f, Tn,1)] = 1n
∑n
i=1(ξi − Eξi), where ξi = ξi,1 + ξi,2 with
ξi,l =
1
hd+l
∫
M
∇lφ(df (x))TdK,l
(
x−Xi
h
)
dH (x), l = 1, 2.
Following the proof of Theorem 2.2, one can show that for l = 1, 2,
√
nh1+2l
[
1
n
n∑
i=1
(ξi,l − Eξi,l)
]
→D N(0, σ2l ),
where σ2l is given in (3.6). Note that ξi,2 ≡ 0 when Q = 0. Therefore√
nh1+2lQ [λ(f, Tn,1)− E[λ(f, Tn,1)]]→D N(0, σ2lQ). (5.64)
Following from standard calculation, one can show that
Eλ(f, Tn,1) = hν(ν!)−1
∫
M
[∫
Rd
y⊗νK(y)dy
]T
∇⊗νdf (x)T∇φ(df (x))H (x)(1 + o(1)). (5.65)
For j = 2, if ν = 2 and Q ≤ 1, then Qν = 2 and (5.63) applies, which implies Eλ(f, Tn,2) can
be asymptotically absorbed into Eλ(f, Tn,1); otherwise by standard calculation we have
Eλ(f, Tn,2) =
1
nhd+2lQ−1
c
2
∫
M
∫
Rd
[dK,lQ−1(y)
T ]⊗2∇⊗2lQ−1φ(df (x))dydH (x)(1 + o(1)) +O(h2ν),
(5.66)
which depends on Q because the second partial derivatives of f and f̂ are not involved in
Tn,2 if Q ≤ 1. Next we will show that λ(f, Tn,1) + E[λ(f, Tn,2)] is the leading term in
λ(f,
∑Qν
j=1 Tn,j) =
∑Qν
j=1 λ(f, Tn,j), i.e., their difference is relatively negligible. Note that
λ(f, Tn,Qν ) has been discussed in (5.63).
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To simplify our discussion, in the following we assume that Q ≥ 3 ∨ (ν − 1) so that all Tn,j ’s
involve the second partial derivatives of f and f̂ , for j = 1, · · · , Qν − 1. When Q < 3∨ (ν− 1),
some Tn,j ’s may only include the first partial derivatives of f and f̂ and the calculation is very
similar to (and simpler than) what we give below. For simplicity we write ψj(x) as a generic el-
ement of the vector ∇⊗jφ(df (x)). In view of assumption in (3.5), we have supx∈M |ψj(x)| ≤ C.
For non-negative integers p and q with 1 ≤ p+ q ≤ Qν − 1, we consider
Hp,qn,h(x) :=
p∏
i=1
[
f̂ (αi)(x)− f (αi)(x)
] q∏
j=1
[
f̂ (βj)(x)− f (βj)(x)
]
ψp+q(x), (5.67)
where α = {αi}pi=1 and β = {βj}qj=1, αi’s and βj ’s are d-dimensional indices with |αi| = 1,
i = 1, . . . , p and |βj | = 2, j = 1, . . . , q. Here we use the convention that if p = 0 (or q = 0),
the product of the first (or second) derivatives is not included. Note that λ(f, Tn,j) is a sum of
(ad)
j functions in the generic form of 1j!λ(f,H
p,q
n,h) with p+ q = j, for j = 1, · · · , Qν − 1. Recall
that ad = d+ d(d+ 1)/2.
Next we study Eλ(f,Hp,qn,h). Without loss of generality we assume n ≥ 4Qν . Let
Dh,1(αi, Xki , x) =
1
hd+1
K(αi)
(
x−Xki
h
)
− f (αi)(x),
Dh,2(βj , Xlj , x) =
1
hd+2
K(βj)
(
x−Xlj
h
)
− f (βj)(x).
We write k = (k1, · · · , kp), l = (l1, · · · , lq), k′ = (k′1, · · · , k′p), and l′ = (l′1, · · · , l′q). We put
braces around the notation when we want to emphasize it is a set instead of a sequence. For
example, {k} = {k1, · · · , kp}. Notice that we can write
Hp,qn,h(x) = ψp+q(x)
1
np+q
∑
k⊗l∈Vp,q
p∏
i=1
Dh,1(αi, Xki , x)
q∏
j=1
Dh,2(βj , Xlj , x), (5.68)
where the index set Vp,q = {k⊗ l : k1, · · · , kp, l1, · · · , lq ∈ {1, · · · , n}}. It has a partition
Vp,q = V (p, q, 0)
⋃ p⋃
s=0
q⋃
t=0
s+t≤p+q−2
b(p+q−s−t)/2c⋃
u=1
V (s, t, u)
 ,
where V (s, t, u) is a subset of Vp,q such that there are s of {k} and t of {l} that have no
duplicates in {k} ∪ {l}, among which u indices have duplicates. In other words, for any
k⊗ l ∈ V (s, t, u), {k} ∪ {l} has s+ t+ u unique indices. Let |A| be the cardinality of a set A.
In general, we have |V (s, t, u)| = O(ns+t+u) as n→∞. Then from (5.68) we can write
Hp,qn,h(x) =
1
np+q
 p∑
s=0
q∑
t=0
s+t≤p+q−2
b(p+q−s−t)/2c∑
u=1
Is,t,uh (x) + I
p,q,0
h (x)
 , (5.69)
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where Is,t,uh (x) = ψp+q(x)
∑
k⊗l∈V (s,t,u)
∏p
i=1Dh,1(αi, Xki , x)
∏q
j=1Dh,2(βj , Xlj , x). We have
Eλ(f, Is,t,uh )
=
∑
k⊗l∈V (s,t,u)
E
∫
M
ψp+q(x)
p∏
i=1
Dh,1(αi, Xki , x)
q∏
j=1
Dh,2(βj , Xlj , x)dH (x)

=
∑
k⊗l∈V (s,t,u)
∫
M
ψp+q(x)
∫
Rd(s+t+u)
p∏
i=1
Dh,1(αi, yki , x)
q∏
j=1
Dh,2(βj , ylj , x)
×
∏
ι∈uniq({k}∪{l})
f(yι)dydH (x), (5.70)
where “uniq” means the unique indices in the set, and y = (yι)ι∈uniq({k}∪{l}).
If u = 0 (i.e., s = p and t = q), we have |V (p, q, 0)| = n!(n−p−q)! and by applying change of
variables for p+ q times and integration by parts in (5.70) we have
|Eλ(f, Ip,q,0h )| ≤ Cnp+qh(p+q)ν ,
for some constant C > 0. If u ≥ 1, recall that |V (s, t, u)| = O(ns+t+u). We apply change of
variable zι = (x− yι)/h for the unique ι’s (s+ t+ u of them) in (5.70) and use integration by
parts for the indices with no duplicates (s+ t of them) and get
|Eλ(f, Ip,q,uh )| ≤ Cns+t+uh(s+t)νh(s+t+u)d
(
1
hd+1
)p−s( 1
hd+2
)q−t
.
So using (5.69) we get
|Eλ(f,Hp,qn,h)|
≤C
h(p+q)ν + 1np+q
p∑
s=0
q∑
t=0
s+t≤p+q−2
b(p+q−s−t)/2c∑
u=1
ns+t+uh(s+t)ν+ud−(p−s)(d+1)−(q−t)(d+2)

=C
h(p+q)ν + p∑
s=0
q∑
t=0
s+t≤p+q−2
b(p+q−s−t)/2c∑
u=1
(nhd)uh(s+t)ν
(nhd+1)p−s(nhd+2)q−t
 := Cρp,qn,h,1. (5.71)
We would like to simplify the upper bound for |Eλ(f,Hp,qn,h)| under three possible scenarios
a)-c) below.
a) When nhd+4+2ν → γ1 for 1 < γ1 ≤ +∞. Let rn,h,1 = h(p+q)ν . Then
ρp,qn,h,1
rn,h,1
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=1 +
p∑
s=0
q∑
t=0
s+t≤p+q−2
b(p+q−s−t)/2c∑
u=1
(nhd)uh(s+t−p−q)ν
(nhd+1)p−s(nhd+2)q−t
=1 +
p∑
s=0
q∑
t=0
s+t≤p+q−2
b(p+q−s−t)/2c∑
u=1
1
(nhd+2+2ν)(p−s)/2(nhd+4+2ν)(q−t)/2(nhd)(p−s)/2+(q−t)/2−u
≤1 +
[
p∑
s=0
1
(nhd+2+2ν)(p−s)/2
][
q∑
t=0
1
(nhd+4+2ν)(q−t)/2
]b(p+q)/2c∑
u=1
1
(nhd)p/2+q/2−u
 ,
which is bounded for 1 ≤ p+ q ≤ Qν − 1.
b) When nhd+4+2ν → γ1 and nhd+2+2ν → γ2 for 0 ≤ γ1 ≤ 1 and 1 < γ2 ≤ +∞. Let
rn,h,2 =
hpν
(nhd+4)q/2
. Then
ρp,qn,h,1
2p+qrn,h,2
≤(nhd+4+2ν)q/2hqν +
p∑
s=0
q∑
t=0
s+t≤p+q−2
b(p+q−s−t)/2c∑
u=1
(0.5nhd+4+2ν)t/2
(nhd)(p−s)/2+(q−t)/2−u(nhd+2+2ν)(p−s)/2
≤(nhd+4+4ν)q/2 +
[
p∑
s=0
1
(nhd+2+2ν)(p−s)/2
][
q∑
t=0
(0.5nhd+4+2ν)t/2
]b(p+q)/2c∑
u=1
1
(nhd)p/2+q/2−u
 ,
which is bounded for 1 ≤ p+ q ≤ Qν − 1.
c) When nhd+2+2ν → γ2 for 0 ≤ γ2 ≤ 1. Let rn,h,3 = 1(nhd+2)p/2(nhd+4)q/2 . Then
ρp,qn,h,1
2p+qrn,h,3
≤(nhd+2+2ν)p/2(nhd+4+2ν)q/2 +
p∑
s=0
q∑
t=0
s+t≤p+q−2
b(p+q−s−t)/2c∑
u=1
(0.5nhd+2+2ν)s/2(nhd+4+2ν)t/2
(nhd)(p−s)/2+(q−t)/2−u
.
≤(nhd+2+2ν)p/2(nhd+4+2ν)q/2 +
[
p∑
s=0
(0.5nhd+2+2ν)s/2
][
q∑
t=0
(nhd+4+2ν)t/2
]b(p+q)/2c∑
u=1
1
(nhd)p/2+q/2−u
 ,
which is bounded for 1 ≤ p+ q ≤ Qν − 1.
Let βn,h = max{hν , (nhd+4)−1/2}. In view of the discussion in a), b) and c), overall we can
write |Eλ(f,Hp,qn,h)| ≤ Cβp+qn,h for some constant C.
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Therefore∣∣∣∣∣∣
Qν−1∑
j=3
E[λ(f, Tn,j)]
∣∣∣∣∣∣ ≤
Qν−1∑
j=3
|E[λ(f, Tn,j)]| ≤
Qν−1∑
j=3
1
j!
C(ad)
jβjn,h = O(β
3
n,h). (5.72)
Combining the above result with (5.65) and (5.66), it follows that
E[λ(f, ĝ − g)] =
[
hνµ1 +
µ2
nhd+4
]
(1 + o(1)). (5.73)
Next we consider the variance of λ(f, ĝ). Notice that
Var
Qν−1∑
j=1
λ(f, Tn,j)
 = Var [λ(f, Tn,1)] + Var
Qν−1∑
j=2
λ(f, Tn,j)
+ 2Cov
λ(f, Tn,1),Qν−1∑
j=2
λ(f, Tn,j)
 .
In what follows we will show that
Var
Qν−1∑
j=2
λ(f, Tn,j)
+ 2Cov
λ(f, Tn,1),Qν−1∑
j=2
λ(f, Tn,j)
 = o((nh5)−1). (5.74)
We consider the covariance between λ(f,Hp,qn,h) and λ(f,H
p′,q′
n,h ) for 1 ≤ p + q ≤ Qν − 1 and
2 ≤ p′ + q′ ≤ Qν − 1, which can be written as
Cov[λ(f,Hp,qn,h), λ(f,H
p′,q′
n,h )] = E
∫
M
∫
M
Hp,qn,h(x)H
p′,q′
n,h (x
′)dH (x)dH (x′)
− E[λ(f,Hp,qn,h)]E[λ(f,Hp
′,q′
n,h )]. (5.75)
The index set Vp,q ⊗ Vp′,q′ has a partition
Vp,q⊗Vp′,q′ = V˜ (∗, ∗, ∗, ∗, 0)
⋃ p⋃
s=0
q⋃
t=0
s+t≤p+q−1
p′⋃
s′=0
q′⋃
t′=0
s′+t′≤p′+q′−1
b(p+p′+q+q′−s−t−s′−t′)/2c⋃
u=1
V˜ (s, t, s′, t′, u)
 ,
where V˜ (s, t, s′, t′, u) is a subset of Vp,q ⊗Vp′,q′ such that there are s of {k}, t of {l}, s′ of {k′}
and t′ of {l′} that have no duplicates in {k} ∪ {l} ∪ {k′} ∪ {l′}, among which u indices have
duplicates. We also require that {k}∪ {l} and {k′}∪ {l′} share at least one duplicate. We use
V (∗, ∗, ∗, ∗, 0) to represent the set that no duplicate is shared between {k}∪{l} and {k′}∪{l′}.
Let
Is,t,s
′,t′,u
h (x, x
′) =ψp+q(x)ψp+q(x′)×
∑
k⊗l⊗k′⊗l′∈V˜ (s,t,s′,t′,u)
p∏
i=1
Dh,1(αi, Xki , x)
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×
q∏
j=1
Dh,2(βj , Xlj , x)
p′∏
i=1
Dh,1(αi, Xk′i , x
′)
q′∏
j=1
Dh,2(βj , Xl′j , x
′).
Then we can write
Hp,qn,h(x)H
p′,q′
n,h (x
′) =
1
np+p′+q+q′
[I∗,∗,∗,∗,0h (x, x
′) + IIh(x, x′)], (5.76)
where
IIh(x, x
′) =
p∑
s=0
q∑
t=0
s+t≤p+q−1
p′∑
s′=0
q′∑
t′=0
s′+t′≤p′+q′−1
b(p+p′+q+q′−s−t−s′−t′)/2c∑
u=1
Is,t,s
′,t′,u
h (x, x
′).
Note that
1
np+p′+q+q′
E
∫
M
∫
M
I∗,∗,∗,∗,0h (x, x
′)dH (x)dH (x′)− E[λ(f,Hp,qn,h)]E[λ(f,Hp
′,p′
n,h )]
=
1
np+p′+q+q′
∑
k⊗l⊗k′⊗l′
∈(Vp,q⊗Vp′,q′ )\V˜ (∗,∗,∗,∗,0)
E∫
M
ψp+q(x)
p∏
i=1
Dh,1(αi, Xki , x)
q∏
j=1
Dh,2(βj , Xlj , x)dH (x)
×E
∫
M
ψp′+q′(x
′)
p′∏
i=1
Dh,1(αi, Xk′i , x
′)
q′∏
j=1
Dh,2(βj , Xl′j , x
′)dH (x′)

≤ 1
n
Cρp,qn,h,1ρ
p′,q′
n,h,1. (5.77)
The result above is derived by using (5.71) and for 0 ≤ u ≤ b(p+q)/2c and 0 ≤ u′ ≤ b(p′+q′)/2c,
|{k⊗ l⊗ k′ ⊗ l′ ∈ (Vp,q ⊗ Vp′,q′)\V˜ (∗, ∗, ∗, ∗, 0) : k⊗ l ∈ V (s, t, u), k′ ⊗ l′ ∈ V (s′, t′, u′)}|
|V (s, t, u)| × |V (s′, t′, u′)|
=O
(
1
n
)
.
Next we consider 1
np+p′nq+q′
∫
M
∫
M IIh(x, x
′)dH (x)dH (x′). For k⊗ l⊗k′⊗ l′ ∈ V˜ (s, t, s′, t′, u)
with u ≥ 1, we have
E

∫
M
ψp+q(x)
p∏
i=1
Dh,1(αi, Xki , x)
q∏
j=1
Dh,2(βj , Xlj , x)dH (x)

×
∫
M
ψp′+q′(x
′)
p′∏
i=1
Dh,1(αi, Xk′i , x
′)
q′∏
j=1
Dh,2(βj , Xl′j , x
′)dH (x′)

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=∫
M
ψp′+q′(x
′)
∫
M
ψp+q(x)
∫
Rd(s+t+s′+t′+u)
p∏
i=1
Dh,1(αi, yki , x)
q∏
j=1
Dh,2(βj , ylj , x)
×
p′∏
i=1
Dh,1(αi, yk′i , x
′)
q′∏
j=1
Dh,2(βj , yl′j , x
′)
∏
ι∈uniq({k}∪{l}∪{k′}∪{l′})
f(yι)dydH (x)dH (x
′)
(5.78)
=hudh(s+t+s
′+t′)νhd−1
∫
M
ψp+q(x)
∫
Tx(M)
ψp′+q′(x+ hx
′)W (x, x′)dH (x′)dH (x)(1 + o(1)),
where W is described below. The last expression is a result of the following steps: (i) hud
is obtained by applying change variables zι = (x − yι)/h for index ι that has duplicates; (ii)
h(s+t+s
′+t′)ν is obtained by applying change variables zι = (x − yι)/h and using integration
by part to exchange the derivatives between K and f for index ι that has no duplicates;
and (iii) since duplicates in ι exists (because u ≥ 1), K(zι + (x − x′)/h) will appear after
step (ii). Then hd−1 is obtained using argument given in the proof of Theorem 2.2, which
approximates one of the surface integrals onM by the integral on the tangent space Tx(M), and
the error in the approximation is represented by the o(1). After the above steps, the integration
over Rd(s+t+s′+t′+u) in (5.78) is changed to W (x, x′) which satisfies supx,x′∈Rd |W (x, x′)| ≤
C
(
1
hd+1
)p+p′−s−s′ ( 1
hd+2
)q+q′−t−t′
for some constant C, where we have used the assumption
that K has bounded support. Therefore there exist a finite constant C such that the above
expectation is bounded by
Chudh(s+t+s
′+t′)ν
(
1
hd+1
)p+p′−s−s′ ( 1
hd+2
)q+q′−t−t′
hd−1.
Let ηn,h(s, t, s
′, t′) = ns+t+s′+t′+uh(s+t+s′+t′)ν+ud−(p+p′−s−s′)(d+1)−(q+q′−t−t′)(d+2)+(d−1). Note
that |V˜ (s, t, s′, t′, u)| = O(ns+t+s′+t′+u). Then
1
np+p′nq+q′
∫
M
∫
M
IIh(x, x
′)dH (x)dH (x′)
≤ C
np+p′nq+q′
p∑
s=0
q∑
t=0
s+t≤p+q−1
p′∑
s′=0
q′∑
t′=0
s′+t′≤p′+q′−1
b(p+p′+q+q′−s−t−s′−t′)/2c∑
u=1
ηn,h(s, t, s
′, t′)
=Cρp,q,p
′,q′
n,h,2 , (5.79)
where
ρp,q,p
′,q′
n,h,2 =
p∑
s=0
q∑
t=0
s+t≤p+q−1
p′∑
s′=0
q′∑
t′=0
s′+t′≤p′+q′−1
b(p+p′+q+q′−s−t−s′−t′)/2c∑
u=1
(nhd)uh(s+t+s
′+t′)ν+d−1
(nhd+1)p+p′−s−s′(nhd+2)q+q′−t−t′
.
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Let rn,h,4 = n
−1h(p+p′+q+q′)ν−5−2ν , rn,h,5 = h
(p+p′)ν+d−1
(nhd+4)(q+q
′)/2 , and rn,h,6 =
hd−1
(nhd+2)(p+p
′)/2(nhd+4)(q+q′)/2
.
Then similar to the discussion in a), b), and c) above (5.72), we can show that for some constant
C ∣∣∣∣ 1np+p′nq+q′
∫
M
∫
M
IIh(x, x
′)dH (x)dH (x′)
∣∣∣∣
≤

Crn,h,4 if nh
d+4+2ν → γ1 for 1 < γ1 ≤ +∞,
Crn,h,5 if nh
d+4+2ν → γ1 & nhd+2+2ν → γ2 for 0 ≤ γ1 < 1 < γ2 ≤ +∞,
Crn,h,6 if nh
d+2+2ν → γ2 for 0 ≤ γ2 < 1.
Therefore from (5.75), (5.76), (5.77) and (5.79), and noticing that n−1ρp,qn,h,1ρ
p′,q′
n,h,1 = O(ρ
p,q,p′,q′
n,h,2 )
we have |Cov[λ(f,Hp,qn,h), λ(f,Hp
′,q′
n,h )]| ≤ Cρp,q,p
′,q′
n,h,2 , and therefore
|Cov[λ(f,Hp,qn,h), λ(f,Hp
′,q′
n,h )]| ≤ C((βp+p
′+q+q′
n,h,1 h
d−1) ∨ (βp+p′+q+q′n,h,2 (nh5)−1)),
where βn,h,1 = 1/
√
nhd and βn,h,2 = h
ν .
Recall λ(f, Tn,j) is a sum of (ad)
j functions represented by 1j!λ(f,H
p,q
n,h) with p+ q = j. So for
j, j′ ≥ 1,∣∣Cov [λ(f, Tn,j), λ(f, Tn,j′)]∣∣ ≤ 1
j!j′!
[d+ d(d+ 1)/2]j+j
′
C((βj+j
′
n,h,1h
d−1)) ∨ (βj+j′n,h,2(nh5)−1)).
Now we are ready to show (5.74). Notice that if we fix j + j′ = k ≥ 3, then there are k − 2
distinct ordered pairs of [d
f̂
(x)T − df (x)T ]⊗j and [df̂ (x)T − df (x)T ]⊗j
′
in the double sum. So
∣∣∣∣∣∣Var
Qν−1∑
j=2
λ(f, Tn,j)
+ 2Cov
λ(f, Tn,1),Qν−1∑
j=2
λ(f, Tn,j)
∣∣∣∣∣∣
≤2
Qν−1∑
j′=2
Qν−1∑
j=1
∣∣Cov [λ(f, Tn,j), λ(f, Tn,j′)]∣∣
≤2
Qν−1∑
j′=2
Qν−1∑
j=1
[
1
j!
1
j′!
(ad)
j+j′C((βj+j
′
n,h,1h
d−1) ∨ (βj+j′n,h,2(nh5)−1))
]
≤2
Qν−1∑
k=3
(k − 2)C(ad)k((βkn,h,1hd−1) ∨ (βkn,h,2(nh5)−1)) 1k! ∑
j+j′=k
k!
j!j′!

=2
Qν−1∑
k=3
[
(k − 2)C(ad)k((βkn,h,1hd−1) ∨ (βkn,h,2(nh5)−1))
2k
k!
]
= O(((β3n,h,1h
d−1) ∨ (β3n,h,2(nh5)−1))) = o((nh5)−1).
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Hence we have shown (5.74) and the proof for the case of Q ≥ 3 ∨ (ν − 1) is completed
by combining this with (5.63), (5.64), (5.65), (5.66) and (5.73). The proof for the case of
Q > 3 ∨ (ν − 1) follows from similar calculation above. 
Proof of Corollary 3.1
Proof. Write the Taylor expansion φ˜(d∗
f̂ ,1
(x))− φ˜(df,1(x)) =
∑ν
p=1 T
∗
n,p(x), where
T ∗n,p(x) =

1
p!
[
d∗
f̂ ,1
(x)T − df,1(x)T
]⊗p ∇⊗pφ˜(df,1(x)), j = 1, · · · , ν − 1,
1
p!
[
d∗
f̂ ,1
(x)T − df,1(x)T
]⊗p ∇⊗pφ˜(d˜f,1(x)), j = ν,
where d˜f,1 is between df,1 and d
∗
f̂ ,1
. Note that
ĝ(x) =
(n−Q)!
n!
∑
(l1,··· ,lQ)∈piQn

φ˜(df,1(x)) + ν∑
p=1
T ∗n,p(x)
 Q∏
j=1
[
Dh,2(βj , Xlj , x) + f
(βj)(x)
]
and we can write ĝ(x)− g(x) = gn,1(x) + gn,2(x) where
gn,1(x) =
ν∑
p=1
an,p(x) :=
ν∑
p=1
(n−Q)!n! ∑
(l1,··· ,lQ)∈piqn
T ∗n,p(x)
Q∏
j=1
[
Dh,2(βj , Xlj , x) + f
(βj)(x)
] ,
gn,2(x) =
(n−Q)!
n!
φ˜(df,1(x))
∑
(l1,··· ,lq)∈piQn

Q∏
j=1
[
Dh,2(βj , Xlj , x) + f
(βj)(x)
]
−
Q∏
j=1
f (βj)(x)
 .
Note that an,p(x), p = 1, 2, · · · , ν − 1 above is a sum of dp functions in the generic form of
1
p!
(n−Q)!
n!
1
(n−Q)pψp(x)
∑
k⊗l∈Vp,Q

p∏
i=1
Dh,1(αi, Xki , x)
Q∏
j=1
[
Dh,2(βj , Xlj , x) + f
(βj)(x)
] ,
where supx∈M |ψp(x)| ≤ C and
Vp,Q = {k⊗ l : (l1, · · · , lQ) ∈ piQn , k1, · · · , kp ∈ {1, · · · , n}\{l1, · · · , lQ}}.
The structure in the above expressions of gn,1(x) and gn,2(x) is similar to φ(df (x)) studied in
Theorem 3.2. Using arguments similar to that proof, we can show that E[λ(f, gn,1)] = O(hν +
1
nhd+2
) and Var[λ(f, gn,1)] = O((nh
3)−1). Also E[λ(f, gn,2)] = O(hν) and
√
nh5λ(f, gn,2 −
Egn,2)→D N(0, σ2) for some σ2. Here σ2 is determined by the linear part of λ(f, gn,2−Egn,2),
which is∫
M
(n−Q)!
n!
φ˜(df,1(x))
∑
(l1,··· ,lQ)∈piQn

Q∑
j=1
Dh,2(βj , Xlj , x)× Q∏
j′=1,j′ 6=j
f (βj′ )(x)
 dH (x)
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=∫
M
φ˜(df,1(x))
Q∑
j=1
 1n
n∑
i=1
Dh,2(βj , Xi, x)× Q∏
j′=1,j′ 6=j
f (βj′ )(x)
 dH (x).
So calculation following (3.6) leads to
σ2 = c
∫
M
φ˜(df,1(x))
2
∫
R
∫
Tx,t(M)
Q∑
j=1
Q∏
j′=1,j′ 6=j
(
f (βj′ )(x)K(βj)(u)dH (u)
)2 dtdH (x).
(5.80)

Proof of Theorem 3.1
Proof. Due to the decomposition of λ˜n(f̂ , ĝ)− λ(f, g) in (3.10), (3.7) and (3.8) follow from
Theorem 2.1, Corollary 2.1 and Theorem 3.2. When Corollary 2.1 is applied, notice that if
Q ≥ 1 then αn = γ(2)n,h + hν , βn = γ(3)n,h + hν−1 and ηn = γ(4)n,h + hν−2; while if Q = 0 then
αn = γ
(1)
n,h + h
ν , βn = γ
(2)
n,h + h
ν−1 and ηn = γ
(3)
n,h + h
ν−2.
To get (3.9), it suffices to show σ̂2l − σ2l = op(1) for l = 1, 2. Let ql(x, u) = ∇lφ(df (x))TdK,l(u)
and q̂l(x, u) = ∇lφ(df̂ (x))TdK,l(u). Then σ2l = c
∫
M
∫
R
(∫
Tx,t(M) ql(x, u)dH (u)
)2
dtddH (x)
and σ̂2l = c
∫
M̂
∫
R
(∫
Tx,t(M̂) q̂l(x, u)dH (u)
)2
dtdH (x). Using (5.1) - (5.6), we have
sup
x∈I(δ0)
sup
v∈Rd
|q̂l(x, v)− ql(x, v)| = op(1),
which yields σ̂2l − σ˜2l = op(1), where σ˜2l = c
∫
M̂
∫
R
(∫
Tx,t(M̂) ql(x, u)dH (u)
)2
dtdH (x). We
only need to show σ˜2l − σ2l = op(1). We use the finite atlas {(Uα, ψα) : α ∈ A } defined in the
proof of Theorem 2.1 and again we suppress the subscript α. Recall Pn defined in (2.9) and
Û = {Pn(x) : x ∈ U}. Following the proof of of Theorem 2.1, we can write∫
Û
∫
R
(∫
Tx,t(M̂)
ql(x, u)dH (u)
)2
dtdH (x)−
∫
U
∫
R
(∫
Tx,t(M)
ql(x, u)dH (u)
)2
dtddH (x)
=In + IIn + IIIn,
where
In =
∫
U
∫
R
(∫
TPn(x),t(M̂)
ql(x, u)dH (u)
)2
−
(∫
Tx,t(M)
ql(x, u)dH (u)
)2 dtdH (x),
IIn =
∫
U
∫
R
(∫
TPn(x),t(M̂)
ql(Pn(x), u)dH (u)
)2
−
(∫
TPn(x),t(M̂)
ql(x, u)dH (u)
)2 dtdH (x),
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IIIn =
∫
U
{
{det[Id −Qn(ψ−1(x))]}1/2 − 1
}∫
R
(∫
TPn(x),t(M̂)
ql(Pn(x), u)dH (u)
)2
dtdH (x),
where Qn is given in (5.38). Following similar arguments as given in the proof of Theorem 2.1, it
can be seen that IIn = op(1) and IIIn = op(1). Notice that for any x ∈M, N̂(Pn(x))−N(x) =
op(1) and so In = op(1). Hence σ˜
2
l − σ2l = op(1) and we conclude the proof. 
Proof of Theorem 3.3
Proof. Lemma 2.1 implies that there exists 0 > 0 such that for all || ≤ 0,Mc, M̂c, M̂c+,
and M̂c unionmulti  are all homeomorphic for n large enough with probability one. The result in the
theorem is a consequence of (3.15), (3.16), and the fact the Euler characteristic is invariant
under homeomorphisms. 
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