Summary We obtain a necessary and sufficient condition for the convergence of independent products on Lie groups, as a natural extension of Kolmogorov's three-series theorem. Application to independent random matrices is discussed.
Introduction and main results
Let x n be a sequence of independent real-valued random variables. Fix any constant r > 0. Kolmogorov's three-series theorem (see for example [1, Theorem 22 .8]) states that the series 2 ] < ∞, where b n = E(x n 1 [|xn|≤r] ).
Extensions of the three-series theorem to more general spaces have been explored in literature. In particular, Maksimov [6] obtained a one-sided extension of the three-series theorem to Lie groups, providing a set of sufficient conditions for the convergence of products of independent random variables in a Lie group, with some partial result toward the more difficult necessity part.
The purpose of this paper is to present a complete extension of the three-series theorem to a general Lie group. Our result is a simpler form of a conjecture proposed in [6] , and is in more close analogy with the classical result. We not only establish the more difficult necessity part, the proof of sufficiency is also much shorter than [6] . The result will be applied to study the convergence of products of independent random matrices.
Let G be a Lie group of dimension d with identity element e. There are a relatively compact neighborhood U of e and a smooth function φ = (φ 1 , φ 2 , . . . , φ d ): U → R d which maps U diffeomorphically onto a convex neighborhood φ(U) of the origin 0 in R d , with
φ(e) = 0. The U is not assumed to be open and φ is assumed extendable to be a smooth function on an open set containing the closure U of U. In the rest of the paper, U and φ are fixed, but they may be chosen arbitrarily as long as the above properties are satisfied.
Let x be a random variable in G. Its U-truncated mean b is defined by
Note that because φ(U) is convex, E[φ(x)1 [x∈U ] ] ∈ φ(U) and
Theorem 1 Let x n be a sequence of independent G-valued random variables with U-truncated means b n . Thenx n = x 1 x 2 · · · x n converges almost surely in G as n → ∞ if and only if the following three conditions hold.
Note that under (G1), (G3) is equivalent to
The proof of Theorem 1 will begin in the next section. Note that by Kolmogorov's 0 -1 law, the independent productx n either converges almost surely or diverges almost surely.
When G = R d as an additive group, one may take φ to be the identity map on R d and U to be the ball of radius r > 0 centered at 0, then Theorem 1 becomes precisely Kolmogorov's three-series theorem on R d .
We briefly comment on the relation between the almost sure convergence and the convergence in distribution. On Euclidean spaces, it is well known that the two convergences are equivalent for a series of independent random variables. This is not true for an independent product on a Lie group G. Because if G has a compact subgroup H = {e}, then for any sequence of independent random variables x n , each is distributed according to the normalized Haar measure on H, the product x 1 x 2 · · · x n converge in distribution to x 1 , but it is clearly not convergent almost surely. By Theorem 2.2.16 (ii) in Heyer [4] , if the only compact subgroup of G is {e}, then the convergence in distribution and the almost sure convergence are equivalent for an infinite product of independent random variables in G.
For k ≥ 1, let M k be the space of k × k real matrices, which may be identified with R d ,
, and it satisfies xy ≤ x y for x, y ∈ M k .
Let G be the group of k × k real matrices of nonzero determinants under matrix product. Its identity element e is the identity matrix I. Its Lie algebra is M k with the Lie group exponential map exp(x) being the usual matrix exponential e
Theorem 2 Let G be the matrix group as above, and let x n be a sequence of independent random variables in G. Fix r ∈ (0, 1). Thenx n = x 1 x 2 · · · x n converges almost surely to a random matrix in G if and only if the following three conditions hold.
Proof: For x ∈ G, let U = {x ∈ G; x − I ≤ r} and φ(x) = x − I ∈ M k . If y < 1, then I+y is invertible with (I+y)
It follows that φ maps U diffeomorphically onto the ball of radius r centered at 0 in M k ≡ R d , and hence φ and U satisfy the required properties. Theorem 1 may be applied with b n in (M2) being the U-truncated mean of x n . (G1) and (G2) are just (M1) and (M2), and (
where
Assume x n = I + y n is almost surely invertible. Note that this holds if y n has a continuous distribution. Also assume that for some r ∈ (0, 1),
To prove this claim, note that b n in (M2) is I and (M2) holds trivially. Now (M1) is
, so (M1) and (M3) are implied by (2) . By Theorem 2,x n converges almost surely in the matrix group G.
Example 2: Let y n be independent random variables in
is normal of mean 0. Thenx n = (I + y 1 ) · · · (I + y n ) converges almost surely in the matrix group G if and only if (2) holds. To prove this, note that by the symmetry of a normal distribution, E(y n 1 [ yn ≤r] ) = 0 for all r > 0. By Example 1, (2) is a sufficient condition for the almost sure convergence ofx n in G. To see it is also necessary, it suffices to show that (2) is implied by n E[ y n 2 1 [ yn ≤r] ] < ∞ and n P ( y n > r) < ∞. This can be done by an elementary computation of the normal distribution.
Example 3: Let y n be a sequence of independent random variables in
Assume there is r > 0, which may be chosen arbitrarily small, such that E(y n 1 [ yn ≤r] ) = 0 for all n. Then exp(y 1 ) exp(y 2 ) · · · exp(y n ) converges in the matrix group G almost surely if (2) holds. To prove this, apply Theorem 1 to x n = exp(y n ) with φ = exp 
Sufficiency
For any sequence of independent random variables x n in G, by the Borel-Cantelli Lemma, if (G1) holds, then almost surely, x n ∈ U except for finitely many n. On the other hand, if x n = x 1 x 2 · · · x n converges almost surely, then because x n =x
, and all quantities in (G2) and (G3) (including b n ) only depend on the restriction of x n on U. Therefore, (G2) and (G3) hold for x n if and only if they hold for x ′ n . Thus, as noted in [6] , to prove Theorem 1, we may, and will, assume all x n ∈ U, and prove thatx n converges almost surely in G if and only if (G2) and (G3) hold.
We will prove the sufficiency part of Theorem 1 in this section, and so assume (G2) and (G3). Let µ n be the distribution of x n . Because x n ∈ U, the U-truncated mean b n of x n is defined by φ(b n ) = µ n (φ), where
n−1 andẑ n = z 1 z 2 · · · z n , and setẑ 0 = e. It is easy to show by a simple induction on n that for all n ≥ 0,x n =ẑ nbn .
By (G2), it suffices to show thatẑ n converges in G almost surely.
Note that for G = R d , z n is just the centered term x n − b n , andẑ n =x n −b n is the sum of the centered terms. To havex n =ẑ nbn on a non-commutative multiplicative Lie group G, z n has to be defined in the above rather complicated form. By the lemma below, the almost sure convergence ofẑ n is equivalent to z m z m+1 · · · z n → e almost surely as m → ∞ with m < n.
Lemma 3 Let u n be independent random variables in G. Then u 1 u 2 · · · u n converges almost surely as n → ∞ if and only if u m u m+1 · · · u n → e almost surely as m → ∞ with m < n.
Proof: This is an easy consequence of the existence of a complete metric on G that is invariant under left translations and is compatible with the topology on G. The metric can be any left invariant Riemannian metric on G. ✷ For any f ∈ C ∞ c (G), let M 0 f = f (e) and for n ≥ 1, let
Lemma 4 Let F n be the σ-algebra generated by
Proof: Because x n are independent, for m < p,
, let τ be the first time n > m such that
We will writeẑ,b, b, µ forẑ p−1 ,b p−1 , b p , µ p for simplicity. For x ∈ U, by the Taylor expansion of f (ẑbxb
and the remainder r satisfies |r| ≤ cµ( φ − φ(b) 2 ) for some constant c > 0. Because
, and then by (7),
It now follows from (5) and (6) 
and let V k be a sequence of neighborhoods of e with V k ↓ {e} as k ↑ ∞. By (G3), for each k ≥ 1, there is an integer m k such that
This provesẑ n converges almost surely.
Necessity, part 1
We will now prove (G2) and (G3) under the assumption thatx n converges almost surely and all x n ∈ U. This proof is more complicated and will require another section.
Because x n =x −1 n−1xn → e almost surely, by the Borel-Cantelli Lemma,
We also have
For m < n, letx m,n = x m+1 x m+2 · · · x n andb m,n = b m+1 b m+2 · · · b n . If either (G2) or (G3) does not hold, then there are a neighborhood V of e, ε > 0 and two sequences of integers m k and n k with V V ⊂ U, m k < n k and m k ↑ ∞ as k ↑ ∞ such that for each k ≥ 1,
Because of (11), by choosing m 1 large enough, we have b n ∈ V and µ n ( φ − φ(b n ) 2 ) ≤ ε for n > m 1 . Thus, by suitably reducing n k , we obtain that for each k ≥ 1, either
Then A k (t) = {A k ij (t)} is almost a covariance matrix function except that it is not continuous, but
and for s < t, |A
Note that Q k (t) is a nondecreasing step function in t with a jump
By either (i) or (ii), Q k (t) ≤ 2ε, and by (11), the jumps of Q k (t) converge to 0 uniformly in t as k → ∞. It follows that the function γ k may be chosen properly such that
where ε k → 0 as k → ∞. Roughly speaking, this means the functions Q k (t) are equicontinuous for large k. Because of (11), by either (i) or (ii), n k − m k → ∞ as k → ∞, and hence γ k may be chosen to satisfy, besides (16),
Lemma 5 There is a covariance matrix function A(t) with A(t) = A(1) for t ≥ 1 such that along a subsequence of k → ∞, A k (t) → A(t) for any t ≥ 0.
Proof Let Λ be a countable dense subset of [0, 1] . Under either (i) or (ii), Q k (t) is bounded.
By (15), along a subsequence of k → ∞, A k (t) converges for any t ∈ Λ. By (16), the convergence holds for all t ≥ 0, and A(t) is continuous in t. ✷ Let Y be a smooth manifold equipped with a compatible metric ρ and let y:
Lemma 6 Assume the above and let A(t) be the covariance matrix function in Lemma 5. Then for any t > 0, along the subsequence of k → ∞ in Lemma 5,
Proof By the uniform convergence ρ(y
as k → ∞ uniformly for t k,p ≤ t and for b in a compact set. Because when k → ∞, b p → e uniformly for p > m k , we may replace y k and b p by y and e in the proof.
Let r > 0 be an integer. For any two expressions A and B depending on (k, r), we will write A ≈ B if |A − B| → 0 as r → ∞ uniformly in k. Then
and the reminder r k may be divided into an integral over a small neighborhood V of e and an integral over V c . The former is controlled by c V Q k (t) ≤ c V (2ε), where the constant c V → 0 as V ↓ {e}, and the latter is controlled by m k <p≤n k µ p (V c ) which converges to 0 as k → ∞ by (10). Therefore, r k → 0 as k → ∞. By Lemma 6 with Y = G × G and
, it follows thatM k t f converges to the martingalẽ
t is non-random, the martingaleM t f must be f (e), and then for any f ∈ C ∞ c (G) with f (e) = 0,
Let t 0 be the largest nonnegative real number ≤ 1 such thatz s = e and A(s) = 0 for s ≤ t 0 . We will show t 0 = 1. Suppose t 0 < 1. Then (21) holds for t ≥ t 0 with t 0 replaced by
. Without loss of generality, we will assume t 0 = 0. Substitute f = φ 2 β in (21), then the integrand is 2δ iβ δ jβ + ε s , where ε s denotes any function satisfying ε s → 0 as s → 0. It follows that φ β (z t ) 2 = 2A ββ (t) + ε t T t , where T t = Tr[A(t)]. Then φ(z t ) 2 = 2T t + ε t T t . Now let f = φ β and then (21) yields φ β (z t ) = ε t T t . This implies |φ β (z t )| ≤ c φ(z t ) 2 for some constant c > 0, which is clearly impossible. This shows that t 0 = 1, and hencez t = e and A(t) = 0 for all t ≥ 0. We will show thatz k t are relatively weak compact. Let V be a neighborhood of e. The amount of time it takes for a rcll process y t to make V c -displacement from a stopping time σ (under the natural filtration of process y t ) is denoted as τ σ V , that is,
For a sequence of processes y
be the V c -displacement time for y k t from σ. The following lemma is Lemma 16 in [5] and provides a criterion for the relative compactness. It is a slightly improved version of a lemma in [3] .
Lemma 8 A sequence of rcll processes y k t in G are relatively weak compact in D(G) if for any constant T > 0 and any neighborhood V of e,
and lim
where sup σ≤T is taken over all stopping times σ ≤ T .
We will apply Lemma 8 to y and let
This shows that the condition (23) is satisfied for y k t =z k t . To verify (24), note that becausex
By either (i) or (ii),b 
