Many geophysical inverse problems involve large and dense coefficient matrices that often exceed the limitations of physical memory in commonly available computers. The repeated multiplications of such matrices to vectors during processing or inversion require an immense amount of computing power. These two factors pose a significant challenge to solving largescale inverse problems in practice and can render many realistic problems intractable. To overcome these limitations, we develop a new computational approach for this class of problems by combining an adaptive quadtree or octree model discretization and wavelet transforms on reordered parameter sets. The adaptive mesh discretizes the model region according to the required resolutions based on localized anomalies. Hilbert space-filling curves and similar ordering of the reduced parameter set then enable a higher compression of the coefficient matrix by forming its sparse representation in the 1-D wavelet domain. This combination can reduce the storage requirement by 100 to 1000 times and, therefore, also speeds up the computation during the processing stage by the same factor. As a result, problems can now be solved that were computationally prohibitive. We present the algorithm and illustrate its effectiveness with an example from equivalent source construction in potential-field processing.
B A C KG RO U N D
Processing and interpretation of geophysical data often requires inversion. The associated forward calculation in a class of problems defined by linear integral equations involves a large and dense coefficient matrix. This is especially true when data are from geophysical surveys using static or quasistatic fields, such as gravity, magnetic or electromagnetic induction methods. The need to store and apply the coefficient matrices has been a major impediment to solving large-sized inverse problems in a realistic time frame.
Numerous methods have been developed to reduce the processing time or physical memory required. The Fourier transform is used to accelerate problems based on the convolution theorem (Cordell 1992; Pilkington 1997) . The separable wavelet transforms (Li & Oldenburg 1999 are used to compress the coefficient matrix by winnowing small coefficients that do not significantly change the function after the inverse transform. These techniques have been the principal approaches for accelerating this class of inverse problems in geophysics. The main limitations of processing in the Fourier domain are the restrictions placed on the data that they must be over a uniform grid and on a plane. The principal drawback of the abovementioned wavelet approach is the calculation of the dense coefficient matrix prior to applying the transform. However, the wavelet approach can be improved upon by reducing the size of the dense coefficient matrix prior to compression. For example, RidsdillSmith (2000) use wavelets along profiles of magnetic data to find edges in equivalent sources so that no unnecessary parameters are used.
Adaptive mesh algorithms are an alternative approach for model discretization. These are designed primarily to decrease the number of model parameters in forward and inverse modeling. Quadtreebased approaches have been utilized in 2-D dc resistivity inversion (Eso & Oldenburg 2007) . Octree-based methods have been used for 3-D inversion of electromagnetic data (Ascher & Haber 2001) . Furthermore, grid refinement (e.g. multigrid methods) based on hierarchical mesh structures can increase the efficiency of nonlinear problems (e.g. . For linear problems, it is desirable to create an adaptive mesh prior to inversion and use it throughout. The actual reduction in model parameters from an adaptive mesh, however, is limited.
We have developed a method that combines the adaptive mesh discretization and wavelet compression to reduce the computational complexity of such inverse problems. The method employs a dataadaptive mesh to reduce the parameter set and reorders the parameters to increase the compressibility of the coefficient matrix through the 1-D wavelet transform. In this paper, we first present a data-adaptive, quadtree-based mesh for 2-D problems using equivalent source processing as an example. We discuss the use of the wavelet transforms on the irregular mesh to exploit the wavelet compression. Within this context, we also examine several strategies for reordering the parameters, such as the Hilbert space-filling curves, prior to the application of 1-D wavelet transforms. Reordering the model parameters pre-shapes the row of coefficient matrix for increased compression. We use a field example to illustrate the three-step approach. For a quantitative comparison of techniques, we will use compression ratio defined as the ratio of total coefficients in the dense matrix over the number of stored coefficients (i.e. after the wavelet transform). The reduction in storage requirement and computation time is approximately directly proportional to the compression ratio.
E Q U I VA L E N T S O U RC E P RO C E S S I N G
Equivalent source construction (Dampney 1969 ) typifies a large class of geophysical inverse problems. The method requires the solution for the fictitious magnetic source distribution in a layer below an observational surface to reproduce observed magnetic data. One of the advantages of equivalent sources is that it has the ability to reproduce data located in three dimensions based on physics, which is in sharp contrast to minimum-curvature gridding (e.g. Briggs 1974; Swain 1976; Webring 1981) , for most magnetic data sets. We use a single layer of prismatic cells each with a constant susceptibility to discretize the layer of equivalent sources. With certain constraints on the model, one could also use the equivalent source layer for upward or downward continuation, or reduction-topole (RTP) processing (Silva 1986 ). The more accurately gridded and denoised data set can naturally be used to perform and enhance a plethora of processing and interpretation techniques.
The data, d i , generated from an equivalent source, m, are given by
where g(r, r ) is the kernel function corresponding to the type of chosen equivalent source. In magnetics, one possible choice of the equivalent source m(r ) is a layer of magnetic susceptibility under the inducing field. Correspondingly, the kernel function is given by
where B o andB o are, respectively, the strength and direction of the inducing field, and r and r are, respectively, the observation and source locations. Assuming a piece-wise constant discretization of the equivalent source, the elements G ij in the coefficient matrix that relate the i th datum to the j th susceptibility (κ) is defined as
The dense coefficient matrix is a function of four spatial variables. The elements along the columns correspond to different observation locations (x i , y i ), and the elements along the rows correspond to different source locations (x j , y j ). Thus the dense coefficient matrix has the dimensions of N data by M model parameters. The responses for all parameters in the 2-D model for an observation location corresponds to one row of the sensitivity matrix.
To solve for the susceptibilities of the equivalent source layer, we employ Tikhonov regularization (Tikhonov & Arsenin 1977) . The solution to the inverse problem is formulated as a minimization of a global objective function, :
where d is a data misfit function, and m is model objective function. The global objective function is minimized subject to the data misfit being equal to the expected value, * d , which is dependent upon the level of noise in the data. The data misfit function quantifies the fitting of the predicted data to the observed data within that noise level and is defined as
where W d is a diagonal data weighting matrix normalizing the data by their respective standard deviations. The model objective function is formed using the derivatives of the model to quantify smoothness. This objective function is expressed in matrix format as
where m o is a reference model and W m is a model weighting matrix (Li & Oldenburg 1996) . The regularization, or trade-off parameter, β, controls the fitting of data versus the smoothness of the model. To allow the data misfit to reach the expected misfit, an optimal value of the regularization parameter must be chosen. Three general methods are often employed for this search: discrepancy principle (Morozov 1967) , L-curve (Hansen 2000) or generalized cross-validation (GCV) (Golub et al. 1979; Wahba 1990 ). In equivalent source construction, the data errors are often unknown and we tend to rely on the latter two methods. The L-curve seeks the optimal balance between data misfit and model objective function, whereas the GCV follows the leave-one-out principle to estimate the error in the data. The process of estimating the value of regularization parameter is equivalent to estimating the noise level in the data. Direct solution of the minimization involves the storage of the dense coefficient matrix and the solution of the M × M linear system that may require as much as O(M 3 ) operations. For large data sets, these two aspects make the use of the equivalent source technique computationally prohibitive. Many similar inverse problems in applied geophysics face the same difficulty. This is the numerical difficulty we set out to address.
First, we try to reduce the number of parameters, M, that are required (Ascher & Haber 2001 ) to represent the model. The goal is to adaptively dicretize the model using variable prism sizes to ensure the fidelity of the recovered model while reducing the total number of unknown parameters. Secondly, we use the conjugate gradient (CG) method (Hestenes & Stiefel 1952; Nocedal & Wright 1999) . In general, only a relatively small number of CG iterations is needed to achieve the solution with sufficient accuracy. However, the major advantage of the method is that we only need the results of multiplying the coefficient matrix or its transpose to vectors and no explicit storage of the matrix is required (Fletcher & Reeves 1964) . This allows us to also take the route of compressing the coefficient matrix by forming a sparse representation in the wavelet domain. Matrix-vector multiplications are then executed in the wavelet domain directly. We discuss these in the next sections.
Q UA D T R E E M E S H D I S C R E T I Z AT I O N
The quadtree mesh method is particularly useful in large-scale problems by minimizing the number of required model parameters. The method places smaller mesh elements at locations of desired high-resolution areas and larger elements where low resolution is Fast solution of geophysical inversions 159 permitted. Quadtree mesh discretization has been primarily used in geophysics for remote sensing applications (Gerstner 1999 ) and 2-D dc resistivity inversion (Eso & Oldenburg 2007) . Several approaches to quadtree discretization are viable. When quadtrees are used for image storage in remote sensing, the process starts from the native pixel size at the highest resolution. Similar pixels are assembled into larger groups in areas requiring lower resolution while elements in an area of interest are retained to maintain high resolution. Quadtree mesh in dc resistivity follows a similar idea but relies on a prescribed criterion such as the rate of change in electrical potential. Thus, smaller cells are grouped to larger cells as the distance from sources increase. For exploration magnetics, we adopt an approach that is the opposite to that in remote sensing and start at the lowest resolution and hierarchically split elements to smaller ones to achieve required resolution. In any approach, we must choose a quantity for use as the discretization criterion. For example, the image value itself can be used as the criterion quantity; and an easily computable proxy can be used in magnetics.
To create a quadtree mesh for equivalent source processing, we use the regular mesh to define a fine base mesh. We assign a criterion quantity to each cell within the base mesh. These values are used for comparison at each step of the hierarchical splitting process. Large groups of the mesh are first examined (i.e. low resolution) by comparing the mean value of the quantities throughout the mesh to the local values within the large group. If there is a large difference between these values, we split the cells in half to increase resolution, otherwise the group of small cells from the base mesh is kept as a single cell. This continues iteratively to achieve locationdependent resolution consistent with the criterion quantity. In the case of equivalent source processing, the criterion quantity needs to represent the change in the field to be processed via equivalent sources, both locally and regionally. Thus we use a combination of amplitude and curvature of the amplitude (see Appendix).
Conceptually, the quadtree compresses the rows of the sensitivity matrix by grouping cells together (i.e. reducing the number of model parameters). The algorithm has the ability to reduce the model parameters by one-half to one-sixth on average and is highly data dependent. With the average reduction, the compression ratio for the quadtree mesh discretization alone averages between 3 and 6. Unfortunately, this is not a large enough compression ratio as the desired ratio should approach 100 to improve upon the current methodology. We therefore examine next how wavelets can be applied to further reduce computational cost.
WAV E L E T T R A N S F O R M S
The separable wavelet transform-based algorithms (Li & Oldenburg 2003) applied to regular mesh have produced an average compression ratio of 20-50 in 3-D inversions. Using wavelets along profiles to identify edges in the equivalent source to reduce the required parameters (Ridsdill-Smith 2000) has led to an average compression ratio of 25-30 in magnetic data processing. We now examine the possibility of combining the wavelet compression with the quadtree discretization to achieve a much higher compound compression.
The wavelet transform expands a function in the bases formed by the translation and dilation of a function called the mother wavelet (Mallat 1989; Daubechies 1992; Meyer 1993) . The particular wavelet transform we consider is based on orthonormal, compactly supported wavelets. The corresponding wavelet coefficients often have entries that are small or nearly zero. Winnowing the coefficients whose magnitudes are below a certain level still allows reconstruction of the original function to a high degree of accuracy. Thus a function can have a sparse representation in the wavelet domain.
Wavelets are defined recursively and possess three important properties: (1) the wavelet is spatially localized; (2) it has a number of vanishing moments,
and (3) a set of orthonormal bases is formed from its translation, k, and dilation, j:
Given the orthonormality, the reconstruction of a function through an inverse transform is easily obtained. It is important to note that a function can be transformed in O(M) operations via the pyramid algorithm (Mallat 1989 ) rather than O(M 2 ), a speed advantage of the fast wavelet transform. The compression property of the wavelet transform arises from the presence of a large number of small coefficients in the transformed function. These small wavelet coefficients are produced because the wavelets are localized and orthogonal to low-degree polynomials. Smoothly decaying portions of the matrix can be represented accurately by only a few wavelets at coarse scales. At low threshold levels, the reconstruction of the function is virtually identical to the function itself, yet only requires few significant elements near the location of the peaks. As the threshold level increases, small-scale distortions begin to appear but the long wavelength features remain. This is the essential property of the wavelet transform that is utilized to compress functions. We note that the Daubechies-4 wavelet defined by a quadrature mirror filter of length four has been used in the work because it mimics the behaviour of a dipole.
With a regular mesh, each row of the sensitivity matrix can be compressed in the same way by using the separable wavelet transform. Analogous to a 2-D Fourier transform, the 2-D wavelet transform is a series of consecutive 1-D transforms performed in each direction of the 2-D mesh. With an irregular mesh, such as a quadtree discretization, the 2-D separable wavelet transform is not applicable. Therefore, we apply the 1-D wavelet transform to each row of the sensitivity matrix corresponding to the reordered model parameter set as if each row were simply a 1-D function. In general, wavelet compression increases when the function to be transformed has either clusters of high amplitudes or has long smooth segments represented by low-degree polynomials. For this reason, a simple ordering of the parameters may not produce the desired compression because the rows of the sensitivity matrix may be neither clustered nor smooth. This occurs because each row will have peaks scattered throughout and many discontinuities will be present. To overcome this difficulty, we reorder the model parameters. The goal is to employ an indexing scheme that will group parameters will small sensitivities consecutively together while placing parameters with strong responses together; both groupings will require fewer coefficients in the wavelet domain. This approach is similar to the one used by Lamarque & Robert (1996) who used space-filling curves and 1-D wavelets for simultaneous multiscale edge detection and compression of an image.
M O D E L I N D E X I N G
To obtain clusters of high-amplitude elements in rows of the sensitivity matrix, the ordering of the elements in an equivalent source layer should be spatially continuous. Minimizing large spatial jumps between consecutively ordered, or indexed, model parameters produces smooth, low-amplitude segments and reduces the number of discontinuities. Such discontinuities require more significant wavelet coefficients to represent. We seek an indexing scheme that applies to all rows and yields the highest overall compression of the entire sensitivity matrix instead of a single row. Thus, the ordering depends solely on the model discretization and is independent of the individual observation locations. The indexing is formed prior to the calculation and compression of the sensitivity matrix and remains the same throughout the inversion. We examine three different types of indexing and illustrate their performance with an example. For simplicity, we will illustrate these schemes with a regular model.
Continuous coordinate indexing
The first method for a continuous ordering is shown in the left panel of Fig. 1 . Starting in the southwest corner and simply moving in a user-axis direction, and then back will ensure continuity for a regular model. This straightforward technique works well for regular meshes. It can be adapted to work with irregular meshes as a search algorithm.
Continuous radius indexing
We next examine a consecutive indexing scheme that is similar to the previous but expands in a radial pattern. First, we begin our indexing in the southwest corner, and then expand radially outwards in a square pattern. An example is shown in the right panel of Fig. 1 . The change in location between model parameters next to each other in ordering is minimal for a full model and will ultimately decrease the number of wavelet coefficients needed to reconstruct a row of the matrix.
Hilbert space-filling curve indexing
We now turn to a general means of mapping an n-dimensional space onto a 1-D space: space-filling curves (Butz 1971; Sagan 1994; Jin & Mellor-Crummey 2005) . Peano (1890) first presented a space-filling curve to efficiently and consecutively map every node for a closed 2 n square, appropriately called the Peano space-filling curve. The
Peano curve has a general shape of an N for the first-order curve and is calculated recursively for higher orders. Similarly, Hilbert (1891) presented his own curve, by which the entire class of space-filling curves is now referred to in general (Moon et al. 2001) . The Hilbert space-filling curve has a general U-type shape (first-order curve). Hilbert curves are currently used in image compression (Lempel & Ziv 1984) , multigrid methods for upscaling and downscaling mesh (Griebel et al. 1998; Behrens & Zimmermann 2000; Aftosmis et al. 2004) , the N-body problem (Salmon et al. 1994) , among other applications. Simple examples of Hilbert curves of orders 1, 2 and 3 on a mesh are shown in Fig. 2 . For our application, the Hilbert curve starts in the southwest region of the mesh. We use the curve or consecutive curves for as much of the mesh as possible, and then continue with the continuous coordinate indexing if needed. This hybrid system of mesh indexing enables rectangular meshes to achieve high compression with 1-D wavelet transforms.
Application to adaptive mesh
All three schemes of ordering cluster consecutive model parameters spatially for a regular grid. However, in our application of an adaptive mesh, some of these gridpoints will be regrouped into large mesh cells. The indexing schemes are turned into a search algorithm with two goals: (1) to ensure that all model parameters are accounted for and (2) to map spatially adjacent model parameters to adjacent elements in the reordered set. It is important to note that two adjacent points after mapping should be close in space, but the reverse is not necessarily guaranteed.
We introduce a conceptual quadtree discretization of the 8 × 8 regular base mesh in Fig. 3 . All mapping schemes start with the 4 × 4 cell in the southwest corner. The arrows indicate places of large spatial jumps between model parameters. The continuous coordinate mapping is shown in the left panel. One can observe the two large spatial discontinuities when applying this back-and-forth mapping algorithm. The middle panel is the result of continuous radius mapping and yielded similar results. The right panel of Fig. 3 is the mapping with the Hilbert space-filling curve. It also starts in the southwest corner, but continues in an upside-down U shape regionally around the mesh (e.g. Hilbert curve of order 1 from left panel of Fig. 2 ). The second-order U shapes from the Hilbert curve are observed in the southeast corner of the mesh. There are no large spatial jumps with the space-filling curve and all consecutively ordered cells are also spatially continuous. The Hilbert space-filling curve and the two continuous lattice curves map in two distinctly different ways. The continuous coordinate and radius indexing procedures map in line segments across the base mesh. The line segments are contiguous with a regular mesh, but can become detached with the grouping of parameters from quadtree or octree discretization. By contrast, the hierarchical Hilbert curve maps the mesh regionally. It searches clusters of base nodal points so that all sizes of model cells within a region are mapped consecutively. This property of space-filling curves is the main reason they are superior to the continuous coordinate or continuous radius mapping (Abel & Mark 1990; Jagadish 1990; Moon et al. 2001) . We now turn to a quantitative comparison.
Comparison of indexing methods
We compare the three methods used for ordering model cells to determine which one achieves the highest compression ratio with 1-D wavelet transforms. All of the compression ratios used in the comparison correspond to a reconstruction accuracy of 95 per cent. We examine rectangular versus square, and quadtree versus regular meshes. For reference, data geometry for all examples is consistent with the field example. We perform the 1-D wavelet transform on all cases and calculate the required relative threshold level to obtain the final compression ratio. We first examine a regular mesh (i.e. without quadtree discretization) and the three methods of indexing. Fig. 4 shows the quadtree mesh used for the comparison and for the field example. The Hilbert curve outperformed the continuous indexing schemes by more than a factor of 2 for square meshes and had higher compression with rectangular meshes. A randomly selected row of the sensitivity is used for illustration. It is important to note that the same row is shown in each indexing scheme, and only the ordering of that information has changed.
We first analyse a full square mesh of 256 × 256 cells. The upper panel of panel of Fig. 5 ) of the same row is slightly more condensed, but is not as compact as the Hilbert space-filling curve shown in the bottom panel of Fig. 5 . The coefficients after the two groups of high-amplitude features in the row after Hilbert curve indexing only needs a few wavelet coefficients to represent it accurately and thus outperforms the other two schemes. Fig. 6 is an inset of the high-amplitude region for the Hilbert curve to show sparseness. We perform the indexing on a regular rectangular mesh of 244 × 172 parameters. Fig. 7 shows one row of G for the three methods of indexing on this mesh. High-amplitude features are scattered for both continuous methods. The results of these two reordering approaches are similar to the square mesh case. The Hilbert curve still outperforms both, although not as significantly.
Comparable results with the quadtree discretization were observed. The quadtree algorithm was implemented on both the square and the rectangular meshes. Table 1 is a comparison of compression for the three indexing techniques with the full and quadtree mesh designs. It is clear that in this example, the Hilbert curve is more advantageous over either continuous lattice type of ordering in general. Numerical experiments have shown that it is better to have a square base mesh and use the Hilbert space-filling curve because the compression is much higher than that of a rectangular-based mesh. In the case of the quadtree, the mesh was discretized to 16 000 cells for a 256 × 256 mesh and 11 000 cells for the 244 × 172 geometry. Yet, the overall compression was more than doubled. The Fig. 5 . The sparseness of the parameters follows from the spatial clustering and continuity produced by the space-filling curve. This feature allows the reconstruction of the row using only a few significant wavelet coefficients, thereby increases the compression ratio by threefold compared to the other two methods. Hilbert curve will have the largest relative decrease in compression for a 2 n − 1 × 2 m − 1 model. The actual addition of model cells to create a 2 n × 2 m mesh will enable a much higher reduction in storage requirement compared to the problem that has fewer cells to begin with. It has been shown that even without quadtree discretization, a space-filling curve will offer more compression than a more conventional continuous system for distance-based kernels.
N U M E R I C A L E X A M P L E
We apply the method to field data from the Central Abitibi DestorPorcupine-Pipestone Faults area, near Matheson, Ontario. The data were acquired for the Ontario Geological Survey (2004) . We use a subset of the data to demonstrate the combined compression capabilities of the quadtree, wavelet and Hilbert curve Table 1 . Compression based on model indexing and the 1-D wavelet transform. The smallest wavelet coefficients are discarded to obtain a 95 per cent accuracy. The compression ratio is the total number of entries from the full matrix divided by the number of entries after compression. We process the line data consisting of 6 145 observations (shown with contours in Fig. 8 ). The equivalent source covers an area greater than one million square metres and is discretized into rectangular prisms with widths of 20 m × 10 m in Easting and Northing directions, respectively. The full model consists of 38 305 cells (244 × 172). The quadtree discretization produces a final model of 10 948 cells, approximately one-quarter of the full model. The compression ratio with the three-step approach using continuous ordering was 211. The generated quadtree mesh is shown in Fig. 4 . The model indexed using the Hilbert space-filling curve followed by the 1-D wavelet transform leads to a compression ratio of 585. We solve the inverse problem of equivalent source reconstruction by the CG method and choose the regularization parameter by the GCV criterion (Golub et al. 1979; Wahba 1990 ) as discussed earlier.
As expected, results from the adaptive quadtree and regularly gridded models are quite similar (top and bottom panels of Fig. 9 , respectively). The quadtree model has higher resolution where needed near the main anomaly. The full sensitivity matrix consists of 235 384 225 entries. With the method presented, a comparable model and data misfit were obtained with a dramatic reduction to only 402 435 non-zeros in the sparse representation of the sensitivity matrix.
Given the consistent results, a natural question arises as to how the quadtree discretization and wavelet compression affected the numerical properties of the inverse solution. To understand this, we examined three cases: regular mesh without wavelet compression, quadtree mesh without wavelet compression and quadtree with wavelet compression. Each one of these cases required a similar number of CG iterations, which was less than 10 per cent of the number of data. These results indicate that neither wavelet compression nor adaptive mesh discretization affected the numerical properties of the solution significantly. This is expected because the quadtree discretization retained necessary resolution in the model, and the wavelet compression guaranteed a reconstruction accuracy.
D I S C U S S I O N
We have developed a three-step approach to achieving higher numerical efficiency in solving inverse problems. The steps consist of adaptive mesh discretization, reordering of the parameter set and compression via wavelet transforms. We have shown a 2-D example discretized using a quadtree mesh, which substantially reduces the number of unknown elements. The use of the Hilbert space-filling curve, and similar ordering of parameters, enables the mapping of the model elements onto a 1-D sequence whose corresponding sensitivities have clustered rapid variations and long segments of smooth changes. As a result, each row of the sensitivity matrix of the reordered parameter set can be effectively compressed by applying a 1-D wavelet transform and hard thresholding.
It is beneficial that the original mesh has dimensions equal integer power of 2 in each direction. Such a mesh allows the highest compression ratio. Furthermore, a square mesh tends to have a much higher compression ratio than does a rectangular mesh. When applying quadtree discretization and Hilbert space-filling curve to a rectangular and a square mesh that cover the same area in a field example, the compression ratio increases from 585 to 1227 with comparable final processing results. We also observed that simply reordering the model elements of a regular mesh will still significantly increase efficiency of the 1-D wavelet transform.
Although we have developed and illustrated the algorithm using 2-D examples, it is readily transferable to 3-D problems. The difference is primarily in the first step, which should employ the adaptive octree discretization in three dimensions (e.g. . Correspondingly, the reordering of the parameter set should be carried out using the 3-D Hilbert space-filling curve. Although not reproduced here for brevity, our numerical experiments have shown that the octree mesh typically reduces the number of parameters by a factor of 8-10. The combination of an octree discretized mesh, a reordered parameter set and 1-D wavelet transform has the abilities to achieve higher compression than processing.
C O N C L U S I O N S
Solutions of geophysical inverse problems involve large and dense coefficient matrices that often exceed the limitations of physical memory in commonly available computers. The adaptive quadtree or octree approach is useful in reducing the number of model parameters, effectively reducing the M × M system of equations needed for inversion. The addition of model ordering via Hilbert space-filling curves and the 1-D wavelet transform for the compression of rows in the sensitivity matrix create a three-step approach towards achieving maximum storage potential. Traditional methods have achieved compression ratios between 10 and 50 on average. The multidimensional separated wavelet transform assumes a regular mesh and thus is not applicable to quadtree or octree mesh discretization. Instead, we use a 1-D wavelet transform on each row of the sensitivity matrix. To optimize the efficiency of the wavelet transform, we index our model using the Hilbert space-filling curve that leads to a few clusters of high-amplitude regions interspersed by smooth segments that can be represented using a minimal number of wavelet coefficients. With fewer coefficients needed for the wavelet transform and the prior use of quadtree or octree mesh discretization, we are able to achieve at least an order of magnitude more compression (1227) than traditional methods as shown by the example. The method is capable of achieving 100 s to 1000 s of compression for any given data set. Thus, it has the ability to increase computation efficiency in many practical inverse problems associated with applied geophysics.
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and is computed by the second derivatives of the amplitude. This step is straightforward because the data values are already gridded and padded for the Fourier transform. The mesh is then split based on the value q given by the ratio of the curvature over the amplitude:
such that if a change of q within a grouping is more than twice the standard deviation of q for the entire data set, the cells in region of interest are split. The threshold prevents smaller cells from forming where small deviations in the data are present because of noise from acquisition or gridding. The sensitivity matrix (eq. 3) is calculated based on the nodal points of the quadtree cells and the inversion of the data can carried out as it would be for a regular mesh. As an example, Fig. A1 shows values of q (left-hand panel) at the smallest cell size, and the corresponding discretization (right-hand panel), respectively.
