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Risk bucketing, an essential step for designing credit rating systems under the 
Basel II Accord, is to categorize obligors into different risk classes. The current prac-
tice of risk bucketing consists of two steps: credit scoring and clustering. While the 
credit scoring is equivalent to fitting logistic regression to a set of default history, the 
clustering step partitions the obligors with similar scores into bucket which is repre-
sented by an unique probability of default (PD). However, such approach is clearly 
logically inconsistent: if logistic regression was perfectly predictive, the "bucketing" 
would only blur the PD and give an inadequate reserve level. On the other hand, if 
logistic regression was not predictive, the "bucketing" would not improve the situa-
tion. Moreover, most of the credit portfolio is very robust in the sense that the overall 
default proportion is low. Thus, the usual maximum likelihood scoring techniques can 
hardly be justified because the sample size in real banking practice is too small for 
the asymptotic theory. This thesis aims at suggesting a coherent methodology for 
risk bucketing and handling the default sparsity by employing Bayesian technique. 
The proposed model is estimated by using Markov Chain Monte Carlo method and 
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Chapter 1 
Introduction to Global Credit Risk 
Management Standard 
Credit risk is the risk posed to all loan lenders by borrowers when they are unable 
or unwilling to repay. Determining how to manage credit risk is pivotal to financial 
institutions. According to Jorion (2008), banks assign roughly 60% of their reserve 
capital to prepare for the loss generated from credit risk. Although whether the 
reserve capital is sufficient to weather a serious financial crisis can only be studied 
retrospectively, the technique of quantifying credit risk is forward looking and is the 
first step of credit risk management. The common practice of quantifying credit risk 
for consumer financial products (including mortgage loans, credit card loans, auto 
loans and personal loans) is to rank the credit quality of each applicant using a sta-
tistical scoring system. However, this practice has recently been reviewed as part 
of the new global banking standard which is known as Basel II. The new require-
ment requires, instead of an ordering, the probability of default for each borrower in 
the coming year. From this probability of default (and other risk parameters), the 
required reserve capital for the corresponding loan is computed. 
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To address this requirement, the financial industry is applying the procedure of risk 
buckcting on the output of the crcdit scoring system. However, this thesis suggests 
an alternative method that incorporates risk bucketing and PD estimation under 
a coherent model. In the rest of this chapter, a brief review of the global credit 
risk management standard and its relationship to risk bucketing is provided. The 
proposed methodology and its comparison to some benchmark systems are presented 
in the subsequent chapters. 
1.1 Background 
A global financial credit management standard was first proposed in 1988 by the Basel 
Committee on Banking Supervision (hereafter, BCBS) which was formed in 1974 by 
the central bank governors of the G-10 nations (Belgium, Canada, France, Germany, 
Italy, Japan, the Netherlands, Sweden, Switzerland, the United Kingdom and the 
United States). The Basel Accords are the international standards proposed by the 
BCBS. The 1988 Accord is usually referred as the Basel I Accord because in 2004 
the BCBS proposed a much more comprehensive standard on the risk management 
in the banking sector. The Basel Accord that was announced in 2004 is known as the 
Basel II Accord. 
1.2 Basel Accords 
One of the most important functions of Basel Accords is to recommend that banks 
reserve "adequate" amounts of capital for possible financial losses. The Basel I Accord 
focuses only on credit risk and sets the minimum level of reserved capital at 8% of 
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each risk-weighted asset in the following sense: 
EAD x RW x 0.08 (1.1) 
where EAD arid RW are the exposure at default of the asset (or equivalently, the loan 
amount outstanding at the time of default) and the risk weight, respectively. The risk 
weight is specified as 0%, 10%, 20%, 50% and 100% according to some BCBS rules. 
For example, the RW of G-10 government debt is 0, and the RW of many consumer 
retail loans is 100%. 
Unlike the Basel I Accord, which sets the reserved capital standard for credit risk 
only, the Basel II Accord aims at extending the coverage to market risk as well as 
operational risk. Nevertheless, credit risk is still the most prevalent of all 3 types of 
risk for many commercial banks. According to Basel (2004), banks could implement 
the Basel II Accord progressively, first by the standardized approach and then the 
internal-ratings-bascd (IRB) approach. The standardized approach is very similar 
to the Basel I risk weighting scheme except that banks are allowed to use external 
ratings provided by agencies such as Moody's KMV and Standard & Poor's for RW 
determination. 
For the IRB approach, Basel II requires banks to evaluate each credit exposure 
by developing their own internal rating systems. These systems are derived from the 
concept of decomposing the expected loss of a loan within a particular year by: 
E[L] = EAD x LGD x PD, (1.2) 
where L is the loss of the loan in that year, PD is the probability of default in the 
same period, and LGD is the loss-given-default proportion. In particular, LGD is the 
3 
proportion of EAD that cannot be recovered by the collection agency after default. 
Thus, LGD can also be expressed as one minus the recovery rate. Here, "default" is 
when any promised loan repayment falls 90-days overdue within that year. Under the 
Basel IIIRB regulation, the reserve capital of a loan in that year is given by EAD x k 
where 
+ I (0.999) I — PD) x LGD, (1.3) 
in which $ is the standard normal cumulative distribution function and /7 > 0 is the 
pairwise correlation of the asset levels of obligors in the same risk class. 
The concept of risk class comes from the derivation of formula (1.3) in Schonbuchcr 
(2000). In Schonbucher's single factor model, he assumes there are N obligors having 
the same 1-year PD. The collection of these N obligors is called a risk class. The 
single factor model aims at explaining the default dependence of the obligors via the 
following formulation. For i = 1 , . . . , TV, let the standardized asset level of the ith 
obligor at the end of that be Vr where 
K = y/py + y/l- pSi-
Thus, Y is the common hidden factor and £i is the idiosyncratic term for the ith 
obligor. Y and {ei}^ are assumed to be independent standard normal variables. 
That implies each Vi is also distributed as standard normal with pairwise correlation 
p. Since all obligors in this class have the same PD, the default event of the ith obligor 
is modelled as the event of {Vi < K} with /C as a fixed number and is independent 
of i. Thus, the reserve level that could cover the aggregate loss for the whole class 
99.9% of the time is given by .r0,999 x TV x LGD x EAD where LGD and EAD are 
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the risk-class-specific loss-given-default proportion and exposure at default and X0.999 
is obtained by solving 
P v { ^ [ I { ^ < K } < xo .999} = 0.999. (1.4) 
Here, I{A) is the indicator of the event A and is defined as: 
{1 , if A happens, 0 , otherwise. 
Thus, ro.999 is a 99.9%-value-at-risk for the proportion of default and is a convoluted 
function of p, K and N. To simplify the computation, Schonbucher (2000) assumes 
N is large and applies the strong law of large numbers via the following conditional 
argument. Note that the common conditional default probability given Y = y is: 
P(y) = MVpy + V^P^i < = v} 
=
 F r { e i <
I S j ^ l Y = y } 
V^-p 
That means, given Y = y, the default indicators U = I{Vi < K) with i = 1 … N 
are i.i.d. Bernoulli random variables with mean p{y). The (conditional) strong law 
of large numbers implies: 
S^N T 
Pr{ lim ^ ^ = p(Y)\Y = y) 1. (1.5) 
Instead of solving X0.999 from (1.4), Schonbucher (2000) suggests approximating equa-
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tion (1.4) by: 
yN I. 
Pr{ lim < xo.999} = 0.999. (1,6) 
N—*oo iv 
The equation (1.6) can be expressed in terms of Y by: 
y N 7. 
Pr{ lim < xo.999} = 0.999 yv—oc iv 
/ OO V^-ZV r 
Pr{ lim < :r .999 |y = y}cP(y)dy = 0.999 
- 0 0 0 0 N 
/
'OO 
Pr{p(r) < .x-o.999|^  = y}<P(y)dy = 0.999 
- O O 
o P r { p O O < x ,999} =0.999 
where ¢) is the standard normal probability density function. The event p(Y) < 0^.999 
is simplified as: 
p ( Y ) < $0,999 
¢ ( < x 0 .999 
K - A / 1 - ( ^ 0 . 9 9 9 ) 
< Y. 
6 
That leads to: 
Pr{p(F) < xo .999} = 0.999 
^ P r { y >
 = 0 9 9 9 
Vp 
- ^ ― ^ — ― ) 0.999 
Vp 
= 0 9 9 9 
Vp 
1^^(0.999) + K' 
•^'^ 0.999 =
 H . 
. v i - p . 
In particular, plugging K = into the above equation gives the first term of 
the Basel II reserve equation (1.3) inside the parentheses, i.e., X0.999 x LGD xEAD 
should provide sufficient reserve for any particular loan in this risk class to cover 
99.9% of the time. The second term of the formula (1.3) is related to the expected 
credit loss of (1.2) arid is deducted from .t0’999 because the interest collected from each 
loan should be able to cover the expected loss. 
Basel II recorrirnends that the IRB implementation is performed in two stages: first 
the foundation IRB approach (FIRB) and then the advanced IRB approach (AIRB). 
For the FIRB approach, the BCBS provides EAD and LGD for corporate loans and 
requires the internal rating systems to compute PD for corporate loans and EAD, 
LGD and PD for all retail loans, with p being specified by the BCBS. For the AIRB 
approach, the banks have to estimate EAD, PD and LGD for all loans. 
1.3 Risk Bucketing 
As mentioned previously, the implicit assumption behind the reserve formula (1.3) is 
that a large group of obligors will have the same PD or the same K. The process 
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of grouping obligors of similar creditworthiness is called risk bucketing, and each re-
sulting group is called a risk bucket. To evaluate the IRB capital requirement, the 
procedures of PD estimation and risk bucketing are equally important. However, 
while there is much discussion on various methods for PD estimation, a few studies 
have investigated risk bucketing. Nevertheless, risk bucketing is a highly non-trivial 
issue. Prudence is required, as the number and homogeneity of the risk buckets affect 
the grouping of obligors that are considered to be equally risky and thus assigned 
the same PD. On the one hand, the simple and humble buckets may cause the ho-
mogeneity assumption to fail to hold and result in poor overall prediction. On the 
other hand, a finely divided bucketing system may give small buckets, which would 
invalidate the asymptotic argument of Schonbucher (2000). One of the most devas-
tating consequences of a wrong choice of buckets is the inappropriate specification of 
the capital reserve level after plugging into the formula (1.3) which could lead to a 
fragile banking system. 
To ensure that the risk bucketing procedure is properly performed so that formula 
(1.3) is applied appropriately, the BCBS has laid down the following constraints on 
the risk bucket system: 
1. The smallest pooled PD cannot be less than 0.03% (which controls the minimum 
requirement on the reserve capital). 
2. There must be at least 7 buckets for "good" borrowers and 1 bucket for default 
borrowers (which controls the risk concentration). 
3. A single bucket cannot contain more than 35% of the population (which controls 
the heterogeneity of each bucket). 
4. No bucket for good borrowers can be empty: each bucket has to occupy at least 
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1% of the population (which controls the continuity of the bucketing system). 
The next chapter briefly summarizes and discusses some of the commonly adopted 
practices of risk bucketing and PD estimation that aim at producing risk buckets 
which satisfy the BCBS requirement without considering the performance in predic-
tion. A new procedure, which performs PD estimation together with risk bucketing 
under a unified model, is proposed in Chapter 3. The predictive power of this pro-




Current Practices of Risk 
Bucketing and PD Estimation 
2.1 Credi t Scoring 
The current practice of risk bucketing is to start from the procedure of crcdit scoring, 
which is the process of ranking loan applicants based upon a linear function of the 
applicants' attributes. Thomas (2000) gives an overview of how credit scoring could 
be performed by employing a wide spectrum of quantitative tools that ranges from 
traditional statistical methodologies such as logistic regression, linear or quadratic 
discriminant analysis to more modern data mining techniques like classification arid 
regression trees, neural networks, and support vector machines. Among all of these 
tools, logistic regression is arguably the most popular in the credit scoring indus-
try. Although the theory of logistic regression can be easily found in many classical 
textbooks such as that of McCullagh and Nelder (1989), a brief review of logistic 
regression is provided here for the sake of completeness and to facilitate discussion. 
Suppose that there are n obligors in the sample. For the obligor with 1 < z < n 
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, X i — (.X'^ .1, 
•' i,2, • • • ijj ) i s his/her p-dimensional vector of attributes collected from 
the loan application process, and his/her default indicator variable is defined as: 
1, if the loan defaults in a specific year, 
0, otherwise. 
According to Thomas (2000), the bank should wait for 1 year after the consumer 
loan (such as a credit card loan) is offered to allow the borrower to show his/her true 
character. Besides, Thomas (2000) also mentions that one should not wait for too long 
as the attributes collected in the application process may not hold when a substantial 
amount of time has elapsed. To align with the Basel II PD definition, default is 
defined as when any promised repayment is 90-davs overdue in 1 year counted from 
1 year after the loan is offered. In this thesis, however, the same methodology can be 
applied to small-and-medium enterprise (SME) loans and corporate loans. For those 
loans, no waiting time is needed. 
The model of logistic regression assumes I“ with 1 < z < n, are independent to 
each other and 
where [3 /¾ . . . /?7))T is the unknown parameter vector. To estimate [3, the 
standard approach is by maximizing the likelihood function of the model: 
n 
m - Y i H ^ ) ] 1 1 ^ - ^ ) ] 1 - 1 ^ 
It would be more convenient to maximize (5 by considering the log likelihood function: 
n 
m = In ) = Y , l n W ) + ( 1 - h) ln(l — n(Xi))} 
2 = 1 
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whose first partial derivative with respect to (3 is given by 
frxT Y 
where YT — ( / i , . . . , In), r]T = ... , 7r(xn)) and X is the n x p matrix with 
the ith row being xj. To solve the system of equations dl/dp = 0 numerically, one 
can adopt the Newton-Raphson method or the method of scoring. The convergence 
of these numerical algorithms is well-studied. In many situations, the solution, or 
equivalently the maximum likelihood estimate of /3, exists uniquely. 
Let 6 be the maximum likelihood estimate of p. Then, the probability of default 
of any applicant with attribute vector x is estimated by 
1 
PD(x) = tt(x)= 
V
 1 + exp(-/3T.x-) 
which is an increasing function in ,6Tx. The term ” credit score" refers to ~PTx 
because it measures the creditworthiness of a borrower and is a linear function of the 
borrower's attributes. It should be noted that such logistic regression approach of 
credit scoring is not only ranking borrowers' creditworthiness but also estimating PD 
because the definition of I{ aligns with that of Basel II. 
2.2 Risk Bucketing after Credit Scoring 
After the credit scoring or PD estimation process, the standard banking practice 
buckets the borrowers using one of the following strategies (see Krink, Paterlini and 
Resti (2008)). 
1. Set the PD thresholds so that each risk bucket includes roughly the same nurri-
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ber of obligors. That is, first the bank sorts the individual PD generated from 
the scoring system in an increasing order, say, PDi < PD2 < • • • < PDn. Sup-
pose that, now the bank aims at dividing them into J buckets. Then, take g 
[n/J], which is the integral part of n / J . The jth bucket (with j = 1 , . . . , J — 1) 
would consist of {PD^ , . . . PDj(J} while {PD(j_i ) 5 + i , . . . PDn} would be 
in the Jth bucket. Thus, the jth bucket is defined PDjg+i) for 
j = 1 , . . . ,/ 1 and the ’Jth bucket is defined as [PD(j_i)5+i, PDn]. 
2. Set the risk buckets by mapping them to the PD bucket figures provided by 
external agencies such as Moody's KMV, Standard & Poor's and other credit 
rating agencies/bureaus. For example, if the rating agencies define [aj. bj] as 
the jth bucket PD interval, then assign the ith obligor to the jth class whenever 
1/(1 + exp{—x[[3}) G [aj, bj]. In that case, the pooled PD of the jth bucket 
would be set as (a,j + 6))/2. 
While the first strategy aims at avoiding undue or excessive concentrations of 
obligors in particular grades by using a naive approach, the second strategy focuses on 
convenience by obtaining external data from rating agencies, thus creating a potential 
discrepancy due to the differences in credit scoring principles between the agencies 
arid the bank. 
A recently published academic article (Foglia, Iannotti and Reedtz (2001)) applied 
the A;-means clustering method for risk bucketing. The next section briefly reviews 
this relatively more sophisticated approach. 
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2.3 Rela ted Li te ra ture Review 
Foglia, Iannotti and Reedtz (2001) suggest using the /c-means clustering algorithm to 
identify distinct clusters of borrowers so that each cluster consists of borrowers with 
similar creditworthiness. The algorithm assumes that, k, the number of clusters, is 
known and the estimated PD of each borrower has been obtained. The heterogeneity 
within each cluster is measured by the corrected sum of squares of the members' PD, 
The algorithm aims at assigning n borrowers (or equivalently, PDs) into k distinct 
clusters so that the sum of the corrected sum of squares of all clusters is minimized. 
There are various versions of the /r;-means clustering algorithm. The version that 
Foglia, Iannotti and Reedtz (2001, p. 454-456) adopted is by MacQueen (1967) and 
is implemented by the SAS Institute as PROC FASTCLUS. The following is a brief 
description of the algorithm: 
1. Randomly choose k points within the unit interval as the initial means of the 
k clusters. Such initial values are called the initial seeds. They are denoted by 
(Si, . . . Sk) with the assumption that 0 < 5i < 5-2 < • • • < s^ < 1. 
2. For each i G {1 . . . n}, compute ( P A — ) 2 , . . . , ( ^ A — sk)2 and assign i to 
the jth cluster such that 
j = arg min (PDl — su)'2. 
7/ —  1 ^ ... ^  A/ 
3. The seeds are updated as the cluster average PDs. That is, for each u = 
1 h 
r = E L i [ii g 
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where {Ci , . . . , Ck) is the collection of clusters in the sense of: 
CunCv = 0 for u^ v and Cu = {1 , . . . , n}. 
4. The clusters are relabelled such that {? . . . , ru} = { . . . su} and su's are 
sorted in an increasing order, i.e., 0 < < S2 < - • • < s^ < I. 
5. Repeat steps 2 to 4 until (.Si,..., s^) of two consecutive iterations are identical 
or the number of loops reaches a pre-specifiecl maximum. 
The implementation of Foglia, Iannotti and Recdtz (2001) starts with estimat-
ing individual PD by logistic regression and then determining the risk buckets by the 
/c-means clustering with k being set as 7,10 and 15. One of the best-known shortcom-
ings of the above clustering algorithm is its sensitivity to the choice of initial seeds. 
Foglia, Iannotti and Rcecltz tacklc this issue by first dividing [0,1] into k intervals 
of equal width arid setting them as the initial {C\,..., Ck)- i.e., C\ = (0, l/k], C:= 
(l//c, 2//c],..., Ck = ({k — l)//c, 1]. Then, the initial seeds are computed as: 
. E ; Hi e Cu}PDi , , 
,SU — ^-^n r r • /""t 1 I 1 U — , . . . , 
Foglia, Iannotti and Reedtz (2001) apply the algorithm to four years' empirical 
data to evaluate the performance of their proposal. The algorithm is run 3 times 
such that the risk buckets are determined annually and the corresponding prediction 
performance is evaluated in the coming year. 
This technique is convenient to implement, but it has major shortcomings. First, 
it may not incorporate the risk bucket constraints set by the Basel II Accord. Addi-
tionally, in Foglia, Iannotti and Reedtz's (2001) empirical study, the observed default 
rates across the buckets at the end of year are always far away from the PD value 
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of the final seed obtained by the /c-means clustering at the beginning of year. This 
discrepancy reveals the poor predictive power of the /c-means clustering algorithm 
and/or the corresponding credit scoring procedure. 
2.4 Object ive 
Risk bucketing plays a vital role in credit risk management because of the Basel II 
formula (1.3). It should be noted, that the practice of applying logistic regression 
for P D estimation followed by the "bucketing" procedure is logically inconsistent for 
PD specification. In fact, if logistic regression was perfectly predictive, the "buck-
eting" would only blur the PD and give an inadequate reserve level. On the other 
hand, if logistic regression was not predictive, the "bucketing" would not improve 
the situation. Moreover, most of the credit portfolio is very robust in the sense that 
the overall default proportion is low. Thus, in reality, the asymptotic theory of the 
logistic regression can hardly provide any reasonable approximation for the maximum 
likelihood estimates p. For example we cannot conclude whether (3 is “close ’ to the 
"true" f] with the sample size of a usual credit product. 
To address these issues, a coherent Bayesian model for credit scoring as well as 
risk buckcting is proposed here. The Bayesian formulation is used to handle the 
default sparsity. The parameters are estimated by using Markov Chain Monte Carlo 




Bayesian Model for risk bucketing 
3.1 The Model 
To address the logical inconsistency of applying bucketing after scoring and the issue 
of default sparsity, the bucketing mechanism and the (pooled) default probability can 
be modelled jointly. Unlike the usual approach of using the applicant's attributes 
to compute the individual default probability, the attributes are primarily used to 
determine the bucket assignment probability. The default probability is a function of 
the bucket assignment. 
To begin, assume the same data structure in Section 2.1: {(/“ Xj)}^=l are the data 
collected, with xj = (x^,..., xip) and /, being the attribute vector and the default 
indicator of the ith obligor in the sample, respectively. To simplify the notation, Xi is 
taken as fixed. For random ,x one can apply the standard conditional argument. 
Now suppose that the bank is interested in classifying the obligors into J buckets 
with J being known in advance. Let Ji be the indicator of the event of the ith obligor 
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assigned to the jth bucket. The bucket assignment probability is modelled by: 
P
 r { = f o r ^ l , . . . , J . 
To ensure ideritifiably, we set pj = 0: i.e., the Jth bucket is set as the "baseline". 
Here, each /¾ is a p x 1 vector and thus, /3 = ,..., Pj-\)T is a (J — l)p x 1 vector. 
The default probability is modelled as: 
Pr{/i = l\Ji = j, 7r} = 7Tj for j = 1,..., J, 
where r = (ni,..., 7Tj). To ensure that 7r? will follow a monotonicity constraint, we 
assume that 
7Tj Unifonn{aj^ bj) for j = 1 , , . . , , / 
independently with 0 < a-i < hi < a2 < b2 < - -- < aj < bj < 1 and a'jS and b'jS 
are known. In fact, cij and bj could be specified using external ratings or the master 
rating scale of the bank. If none of them is available, one could try specifying a‘j and 
bj by using the output of a preliminary trial run of /c-mcans clustering algorithm. 
To complete the model description, we set the prior of ft to be S) where 7 
is a known (J — l)p x 1 vector and E is a known (J - l)p x ( J — l)p symmetric 
positive definite matrix. Furthermore, f3 is independent of .Before the procedure 
of Bavesian inference procedure is detailed, it is worth noting that the specification 
of 7 and E for our simulation and real data study is described in Chapter 4. 
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3.2 Poster ior Dis t r ibut ion 
Both the estimation and the prediction of the Bayesian model originate from the com-
putation of the posterior distribution. Thus, basic posterior analysis is first performed. 
As the unknown parameter vector is ^ — (J , . . . , Jn , 7r, P) and Data = ( / i , . . . , In), 
the standard Bayes formula gives the posterior density in the form: 
f{0\Data) oc f(Data\0)f{9). 
The likelihood part can be furthered simplified as 
f{Data\6) / ( A , . . . / J A , … ’ , , 
- n n ^ ( i - ^ ) 1 ^ ] 7 ^ . 
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The prior part is handled as follows: 
m = n ’ h ” . . ” u ) 
= / ( } X X/(7T) 
= I f l T T exp{/^T.xt} / { J i _ ” | 
“ \ l \ t i [ e L ^ H ^ J J 
x
 1
 ; exp{--(P — 7 ) ^ - 1 ^ - 7)} 
(2^)(^-1)^2 v / d ^ E ) 1 1 2V' V V/ 
x ttH^J [aj^bj]} 
bi — a a j-i j J 
71 J
 X r d r 3 I I [ J l ^ j ) a TTTT c x p V J j 
M M L E L i e x p { ^ } _ 
i J 
x exp{--( /? — — 7)} x e [ a , , y} . 
Combining the above expansion gives 
f{0\Data) 
o ^ M l ^ ^ f C I (3.1) 
{iJ i j J i L exp{/3Jx,J J j 
i J 
X exp{--(^i m p — 7)} X Hn^ e [a„ b3]}. 
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The posterior bucket assignment probability of the ith obligor is given by: 
Pr{Ji= j\Data} 
=J Pi{Ji = j\6,Data}f{9\Data}dd 
for i 1 .. •, ri and j = 1..., J. For any future observation xn+\ without knowing 
the corresponding default indicator, the prediction of bucket assignment probability 
is given by: 
f expf/'ir.Tr,4-i) , , 
Pr{Jn+l=j\Data}= / : : f(6\Data}d6. 
The corresponding probability of default is: 
Pr{4+i = 11 Data} 
j 
= ^ P R { 4 T L = 1| L = k} PR{J N + I = k\Data] 
k=l 
J 
= n k Pr{ J n + i = k\Data}. 
k=\ 
All of the foregoing predictions are functionals of the posterior density. Thus, com-
puting the posterior density is pivotal in the model analysis. However, even though 
the posterior density can be explicitly expressed as in formula (3.1), one can hardly 
determine its proportional constant explicitly so that j f(0\Data)d0 = 1., and thus, 
causing all the above integrations impossible to be evaluated analytically. 
The last resort is to appeal to simulation. That is as long as random deviates 
. . . can be drawn from f(9\Data) and M is reasonably large, the posterior 
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functionals can still be approximated by 
M 
E[g{6)\Data] ^ - ^ 9 0 ^ ) . (3.2) 
7 : = 1 
Thus, instead of attempting to explicitly compute the posterior density , the state-of-
the-art Bayesian technology is to make use of simulation techniques. This thesis uses 
the Gibbs Sampler method, which is relatively easy to implement for the proposed 
model. 
3.3 Gibbs Sampler for the Posterior Distr ibut ion 
3.3,1 Genera l Gibbs Sampler Theory 
Gibbs Sampler theory can be simply described as follows. For a high dimensional 
posterior density f(6\Data) with 6 — (^ i , . . . , 6q), assume the low dimensional condi-
tional densities f (0^0^, Data) (with i = 1 , . . . , <7 and being the vector 6 with 
Oi is removed) can be easily sampled from. 
Consider the following Gibbs Sampler loop: set a random 6 configuration and call 
it ()), 
1. 61 is sampled from {{Oi^^y Data). Replace °) by 
2. f)2 is sampled from f (J)2\ )^}2y Data). Replace ,¾0) by /¾. 
q. 6q is sampled from f{6q\6^}qy Data). Replace 0) by 6q. 
Under certain regularity conditions, the theory stated in the standard textbooks 
(Hastie, Tibshirani and Friedman (2009), Robert and Casella (2004) and Tanner 
22 
(1996)) guarantees that the density of the random deviates 0 will converge to the 
density f(6\Data). In practice, the computational Bavesians usually run the Gibbs 
Sampler loop for a large number times (known as the burn-in period) and check if the 
mean and the coefficient of variation of certain components of 6 are stabilized. Once 
that is confirmed, the computational Bayesians would assume that the convergence is 
achieved and start collecting random deviates as if they are from the posterior density. 
Note that although the consecutive random deviates sampled from the Gibbs Sampler 
loop are dependent, the approximation of (3.2) is still unbiased. 
3.3.2 T h e Gibbs Sampler for t he Proposed Model 
To implement the Gibbs Sampler for the proposed model, 6 is decomposed into 3 
components Jn), 7r and (3. The corresponding low dimensional distributions 
are derived in the followings. 
1. /(7r| J i , . . . , Jn , Data) can be expressed as a product of J truncated beta den-
sities as follows: 
/ ( 7 r | J i , . . . , J n , Data) 
n J J 









where nij = Ii I{Ji = j} is the number of defaults in the jth bucket and 
noj — — Ii) I{Jj j } is the corresponding number of non-defaults. 
r( . ) is the gamma function. Fu;u is the distribution function of beta random 
variable with parameters (u, v). Thus,( . . . ttj) is independent of /3 and they 
are independent to each other. Also, each 7Tj| J l 5 . . . , Jn, Doia can be sampled 
independently from the corresponding truncated beta density. 
2. / ( J i ,… Jn|7r, /3, Data) can be handled similarly as follows: 
f(Ji … | ,/3, Data) 




f(Ju...,Jn\n,P,Data) =- f|/( Ji|7r,U) 
and 
a n [ ^ ( 1 - p { / ^ } ] / { J i = J ' } . 
j=i 
Equivalently, 
Ek=i (1 — ^)1 h xr} 
with j = 1 , . . . , , / . Also, ,/j's can be simulated independently. 
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3. For the conditional density /(/?| Ji,..., Jn , 7r, Data), 
f(P\Ji, ••., Jn, 7T, Data) 
n n - 1 —/•^ 
i=l j=\ Ylk=l eXP{0kXi} 
is still difficult to sample from. To tackle this, an importance sampling ap-
proximation is employed. Let h(p) = f(f3\Ji,..., Jn , 7r, Data) and suppose there 
exists a (trial) density g(p) with the same support as h but is easy to sample. 
Consider the following change of measure, 
m = _ = wW)g(P) 
where w(P) = Now instead of directly sampling from "(/?) we sample 
/ P , /5[2],..., /5 from g{P) and compute = with i 1 … Q. Given Q 
is reasonably large and g is “ similar" to h, the discrete distribution 
MB = P[7]} = 1 f o “ = 1,….,Q 
E L i wk 
can be used as an approximation of h. (See Tanner (1996)) Thus, the proposed 
Gibbs Sampler would sample from B in this step with the trial density g as the 
asymptotic distribution of multinomial logistic regression parameter estimates. 
The details of g is presented in the appendix. 
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3.4 Moni tor ing Convergence of t he Gibbs Sampler 
As previous mentioned, under certain regularity conditions, the values of 6 in the 
Gibbs Sampler loop form a Markov chain that converges to a stationary distribution. 
After the chain converges to the stationary distribution, samples can be obtained 
for summarizing f(0\Data). Hence, monitoring convergence of the Gibbs Sampler is 
an essential issue for an accurate estimate of the parameters of interest from the 
posterior density. There are numerous techniques for monitoring convergence of the 
Gibbs Sampler, such as those suggested by Gelman and Rubin (1992) and Geweke 
(1992). The following is a brief description of two popular methods: 
1. A simple technique for monitoring convergence is to assess it graphically through 
plotting the evolution of the mean or the coefficient of variation of the parame-
ters of interest against the number of iterations. If the means or the coefficients 
of variation stabilize after some iterations, convergence has been achieved. Al-
though this method is simple, it is quite arbitrary and subjective. 
2. Gelman and Rubin (1992) propose a more robust approach to monitor the 
convergence of Gibbs Sampler output in which m chains (for rn > 2) are run with 
various random starting values that are over-dispersed relative to the posterior 
distribution. One should check both between-chain variation (across m chains) 
and within-chain variation (up to iteration n) to assess convergence, which is 
diagnosed when the chains have 'forgotten' their initial values meaning that 
the outputs from all chains are indistinguishable. Formally, Gelman and Rubin 
propose the ratio of comparing the difference between within-chain variation 
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and between-chain variation: 
v^
 = J(!Lzl + x = J H 
Y V n mn W J d f - 2 ]j W df — 2 
where B/n is the variance between the rri chain means, x-L, for 1 < z < m, 
i.e. B/n = — . 2/(m — 1) and x.. = YT=i 
W is the average of the rn within-chain variances, , for I < i < rri, 
i.e. VF = E sj/m] and df = 2V2/var(V) with - ^W + ( )B. 
Gelmari and Rubin suggest if ratios are close to 1 for all scalar parameters of 
interest, convergence is achieved. See Robert and Casella (2004) and Tanner 
(1996) for details. 
Although this test is more sophisticated than the graphical method, it may be 
computationally expensive because the Gibbs Sampler for each data set has to 
be performed several times. 
Mainly for the ease of computation, the foregoing graphical method is used in 
this thesis to determine the burn-in period, both in simulation studies and real data 
analysis. As there is a large number of parameters in the proposed model, monitoring 
all of them would be laborious. Therefore, only the coefficient of variation of the 
estimated pooled PDs is monitored, which plays an important role for calculating 
the reserve capital under the Basel II Accord. An example of the determination of 
the burn-in period will be illustrated in the next chapter. 
It should be noted that other methods for monitoring convergence can be used in 
the proposed model without much difficulty. For instance, the method proposed by 
Gelman and Rubin (1992) can be implemented by checking the ratio for the estimated 
pooled PDs . 
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3.5 Est imat ion, Bucketing and Predic t ion 
3.5.1 Es t ima t ion 






E[f5\Data] = ~Y.^k)^ (3.3) 
A.-1 
where and /5 for k = 1,..., N are collected from the Gibbs Sampler after the 
burn-in period. 
3.5.2 Bucket ing 
To decide which bucket should be assigned to the i th obligor in the samples, the 
following bucket assignment probability should be computed: 
Pr{Ji = j j Data} = E[I{Jt = j}\Data] 
for = 1 .. • n and j — 1 , . . . , J . As discussed previously, instead of computing the 
integral, we apply the approximation 
1 N 
PriJ^ j\Data) = = ^ 
k=\ 
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where j \ l \ . . . , J ^ are collected from the Gibbs Sampler after the burn-in period. 
The decision of bucket assignment for each i th obligor is based on 
arg max Pr(Ji == j \ Data). 
3.5.3 Pred ic t ion 
As mentioned previously, the predicted bucket assignment probability for the new 
observation is given by: 
Pi{Jn+i =^ j\Doia} = I f(0\Data}dO. 
Tanner (1996) suggests an approximation for all posterior functional computation by 
using the plug-in estimator: 
. exp{/?. 
Pr{J n + i = j\Data] = ~~j ^ 
where p is the posterior mean estimate from (3.3). Again, the bucket assignment of 
xn+i is based upon 
arg m a x , P r ( = j\Data). 
Similarly, the default probability of this new observation is given by: 
j 




The construction of the trial density g is from the theory of multinomial logistic 
regression. The data structure is in the form of { ( w i t h Ji independent to 
each other and 
with fij — 0. Note that the model reduces back to the usual binomial logistic regres-
sion if J = 2. Now the likelihood is given by: 
n r n T 1 1 1 
exp{p- x'i} 
^11 W . f nT \ 
7=1 [Ek=iexPVjkxi} _ 
and the corresponding log-likelihood function can be optimized by Newton-Raphson 
method or method of scoring as described in McCullagh and Nelder (1989). Let (5 be 
the maximum likelihood estimate. The asymptotic theory implies that if n is large, 
— iV(0,/(J—1)p) 
.’ A 1 1 
where /(j—i)P is the identity matrix of rank (J — l)p and E^ — I(j3) is the observed 




for i = 1 , . . . , n and j = 1 , . . . J . Then 
' I ( P ) n I(P)i2 … . . . . . . i 
" 3 / ( 21 _ 2 2 … 
1
 (Pj = 
• • • 
• • • . 
where I0)jk = ( X ^ ^ X ) for j, k = 1 , . . . , J — 1 and X is the n x p matrix with the 
i t h row being Xi.Wjj is a n x n diagonal matrix with general element — For 
j + k, \jk is also a n x n diagonal matrix but with general element ij . 





Simulation Studies and Real Data 
Analysis 
4.1 Simulation Studies 
To investigate and assess the predictive performance of the proposed risk bucketing 
method, simulation studies are conducted. Apart from the proposed model, two 
banking strategies mentioned in Chapter 2 and the bucketing approach using the k-
means clustering algorithm suggested by Foglia, Iannotti and Reedtz (2001) will be 
conducted simultaneously and used as benchmarks for model comparison. All four 
algorithms are written and executed in R software. The performance is studied in 
terms of the prediction of the four algorithms. The targeted number of buckets is set 
at 7 for all algorithms to be consistent with the BCBS minimum prescription. 
4.1.1 Details of Simulation 
Fifty independent replicates are simulated for each of the following 2 models. Each 
replicate consists of 2000 training (or insample) data and 1000 testing (or outsample) 
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data. The first model is a variant of the proposed model whereas the second one is a 
modified form of the Foglia, Iannotti and Reedtz,s (2001) model. 
For Model 1, the 7 intervals of the probability of default are specified as: 
( 
[0.03%, 0.05%] , for risk bucket 1 
[0.10%, 1.00%] , for risk bucket 2 
[1.10%, 1.80%], for risk bucket 3 
[ajbj] = < [2.00%,2.70%], for risk bucket 4 • 
[2.80%, 3.50%], for risk bucket 5 
[3.55%, 4.40%], for risk bucket 6 
[4.50%, 6.00%], for risk bucket 7 
We fix a 120-dimensional vector /¾ that will be kept constant in all simulations. Each 
obligor's attribute is simulated independently from a 20-dimerisional multivariate nor-
mal distribution. Then, the bucket assignment of the ith obligor is based upon 
exp{pLxi} 
Ji = arg max ——-T —— , 
where Xi is the i th obligor's attributes with < = 1 , . . . 3000. The default indicator of 
the i th obligor is simulated from 
Pr{Ii = 11 ,Ji = j } = 7Tj 
and 7Tj is set at the following pooled values: 
Risk bucket 1 2 3 4 5 6 7 
Pooled PD, nj 0.04% 0.30% 1.15% 2.10% 2.90% 3.60% 5.00% 
Note that the above specification is substantially different from our proposal be-
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cause the J[s are essentially deterministic arid nj are not randomly sampled. Thus, 
one should not consider the proposed model will have a definitive advantage over the 
competitors. 
For Model 2, a 20-dimensional vector of 5 is fixed and the default indicator of the 
ith obligor is simulated from 
1 
P r { / i = 1 } =
 l + exp(—Pt?:) 
with i = 1 . . . 3000. 
It is worth noting that the above settings tend to mimic the situation of a robust 
portfolio, which is why most of the indicators we simulated are zeroes. The propor-
tions of defaults are quite small. In these simulated data sets, the proportions of 
defaults are typically less than 5%. 
4.1.2 Simulat ion Procedures 
The data are applied to 4 algorithms of bucketing. For the proposed methodology, 
simply take [a?-, for j = 1 , . . . , 7 in the previous subsection as known and apply 
the Gibbs Sampler as described in Chapter 3. To begin, the training samples are 
randomly assigned to each bucket so that the average default rate across the buckets 
is within the predetermined PD interval, [cij, bj}. Then, the "initial guess" of the 
weight vector. ()(0) is obtained by running the multinomial logistic regression and 
— n ) ] ~ are selected as the prior parameters of 7 and E respectively. 
The determination of the burn-in period is based upon monitoring the convergence 
of the coefficient of variation of the estimated pooled PDs tt. We would use the 
graphical method to monitor the convergence of the coefficient of variation of the 
estimated pooled PDs in every simulation. Figure 4.1 graphs the coefficient of 
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variation of the estimated pooled PDs versus the simulation time in one of the 
simulation studies. The behavior of the coefficient of variation of each tcj shows that 
convergence is achieved after 400 iterations. 
In Section 2.3, the competing /c-means algorithm of Foglia, Iannotti and Reedtz 
(2001) was reviewed. The implementation here is exactly the same, with k is fixed 
as 7. Section 2.2 introduced 2 strategies that are commonly adopted in the banking 
sector. The implementation of Strategy 1 in this simulation experiment starts with 
logistic regression on the covariates. Then, the estimated individual PD are sorted in 
ascending order. The PD thresholds are set so that each risk bucket includes roughly 
the same number of training samples, just as described in Section 2.2. Finally, the 
micl-points of the resulting PD intervals are selected as the pooled PD in the bucket. 
The testing samples are then assigned to the bucket with the smallest difference 
between the predicted individual PD and the pooled PD of the bucket. 
For Strategy 2, the algorithm is based upon the logistic regression result of Strat-
egy 1. We assume that the PD bucket figures provided by the external agencies are 
exactly equal to the predetermined PD intervals [a^ -, bj] in the previous subsection. 
The pooled PD of the jth bucket is then set as (aj + bj)/2 for = 1 , . . , , 7. Again, 
the obligor would be assigned to the bucket with a pooled PD that is closest to the 
obligor's estimated PD. 
4.1.3 Predict ive Per formance 
It is worth noting again that none of the simulation models is exactly the same 
as the proposed model. Thus, the study of estimation accuracy cannot be defined. 
In practice, the most important result of risk bucketing is whether the insample 
estimated pooled PD can predict the future well. To quantify this concept, first 
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define the outsample target as the outsample empirical PD: 
— Z ^ f f Hh000+i 1 } X / { J 2 0 0 0 + i ^ j} 
— v^i()oo t f j o ' 
l^i^l 1 {^2000+t = J\ 
for j = 1 , . . . ,7, where ,/2000+¾ is determined by the outsample rules of the 4 algo-
rithms. The insample pooled PD estimate for the jth class is denoted by iij for the 
proposed model, that is the posterior mean of j. For the A:-means clustering, the 
pooled PD is the PD value of final seed obtained from the /c-means clustering in the 
training samples. 7r'jS are the insample empirical PDs for Strategy 1 while Strategy 
2 sets 7Tj = (a,j + ~) /2 . 
To ascertain whether the algorithm could provide good predictions, the sum-of-
squared PD-differences between {nj}7j==1 and {//j}J=1 can be used as follows: 
7 
ss YM] — 2, 
The smaller the measure, the better is the predictive power. 
4.1.4 Summary of Simulation Resul ts 
To compare the difference between the predictive power of the proposed model ver-
sus its competitors, the ratio of the sum-of-squared PD-differences of the other 3 
algorithms over the proposed model is calculated: 
• 55(Competitor for the uth replicate) 
(it XO •— — —~ 55(Proposed Algorithm for the uth replicate) 
for u = 1 . . . 50. The results of the \og(Ratiou) are summarized in Figure 4.2 and 
Figure 4.3, for Model 1 and Model 2 respectively. Both box plots shown that the 
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proposed model is the best because all boxes come with medians greater than 0. In 
addition, Strategy 2 is consistently our closest competitor, which indicates that the 
knowledge of [aj, bj] plays a very important role. However, the simulation of Model 
2 does not make use of [a7-, bj] and the proposed algorithm still performs the best. 
4.2 Real D a t a Analysis 
In this section, the proposed methodologies and competing algorithms are applied 
to a real data set downloaded from the website of Professor William H. Greene of 
the Stern School of Business at New York University. The data set was collected 
from American Express and consists of 10,499 obligors. Each obligor comes with 8 
covariates: Number of major derogatory reports in the past 12 months, number of 
minor derogatory reports in the past 12 months, average monthly expenditure over 
12 months, age, residential status, income, employment status and number of months 
at the current address. 
8000 obligors are randomly chosen as the training data and the remaining 2499 
obligors become the testing data. Similar to the simulation stAidy, the target number 
of buckets is fixed as 7 and all 4 algorithms are applied. Tables 4.1 to 4.4 provide 
the results of the proposed model, the A;-means clustering algorithm, Strategy 1 and 
Strategy 2 respectively. Note that the insample data arc analyzed by the A:-means 
clustering algorithm first. From the results of /c-means clustering, (a^, bj) for j = 
1 , . . . , 7 are specified accordingly. The specification of (aj, bj) can be found in both 
Table 4.1 and Table 4.4 which correspond to the proposed algorithm and Strategy 
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2. The results in the predictive sum-of-squared PD-differences are: 
5S'(Bayesiaii) = 0.0158 
55(/c-means) = 0.0410 
^^(Strategy 1) = 0.0217 
55(Strategy 2) = 0.0222 
which again show that the proposed model performs better than the other 3 algo-
rithms. 
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Table 4.1: The result of the proposed model in the real data analysis 
bucket PD interval Posterior mean Observed PD Squared PL>-difiererices 
1 p.03%,2.5% 0.006211462 0.04724409 0.001683677 
2 p .55% 5% 0.030426836 0.03007519 1.23655E-07 
3 [5.05%,7.5%] 0.0,57027595 0.05555556 2.16689E-06 
4 7.55%,9%1 0.081016666 0.05825243 0.00051821 
5 [9.05%,12%] 0.101971344 0 0.010398155 
6 [12.05%,15%] 0.134979362 0.11111111 0.000569693 
7 [15.05 18%] 0.171174304 0.11997799 0.002621063 
Table 4.2: The result of the A>means clustering algorithm in the real data analysis 
buckct PD value of final seed Observed PD Squared PD-differences 
1 0.02610015 0.01702128 8.24259E-05 
2 0.05687096 0.05117271 3.24701E-05 
3 0.08346574 0.07637655 5.02566E-05 
4 0.1080542 0.12440945 0.000267494 
5 0.133482 0.15899582 0.000650955 
6 0.1692248 0.18947368 0.00041001 
7 0.2405107 0.04166667 0.039538948 
39 
Table 4.3: The result of Strategy 1 in the real data analysis 
bucket Pooled PD Observed PD Squared PD-differences 
1 0.02591763 0.09019608 0.004131719 
2 0.06073114 0.10250569 0.001745113 
3 0.07888649 0.0872093 6.92692E-05 
4 0.09393868 0.10055866 4.38241E-05 
5 0.10828115 0.08970976 0.000344897 
6 0.1232139 0.09312321 0.00090545 
7 0.27392206 0.15384615 0.014418224 
Table 4.4: The result of Strategy 2 in the real data analysis 
buckct PD interval Pooled PD Observed PD Squared PD-differences 
1 [0.03%,2.5%] 0.01265 0.0952381 0.006820794 
2 [2.55%,5%] 0.03775 0.07755102 0.001584121 
3 [5.05%,7.5%] 0.06275 0.11392405 0.002618783 
4 [7.55%,9%] 0.08275 0.09394572 0.000125344 
5 [9.05%,12%] 0.10525 0.09954751 3.25184E-05 
6 [12.05%,15%] 0.13525 0.08847737 0.002187679 
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Figure 4.1: Evolution of the coefficients of variation of 7Ti (black line), 7r2 (red line), 
7t3 (green line), 7r4 (blue line), 5 (turquoise line), 6 (purple line) and n7 (yellow line) 
in one of the simulation studies 
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Figure 4.3: Box-plots for the log of the sum-of-squared D-differences ratio across 3 
bucketing algorithms based on 50 simulated data sets generated from Model 2 
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Chapter 5 
Conclusion and Discussion 
This thesis aims at providing an alternative way of risk bucketing, which is an es-
sential step in Basel II implementation. The logical inconsistency of first estimating 
individual PD and then using the pooled PD as the “real” PD for the buckets after 
partitioning has been seriously criticized in this thesis. Moreover, the maximum like-
lihood estimation is not a well-justified methodology when the defaults are rare. The 
proposed methodology is a coherent framework for risk bucketing and is designed 
to handle default sparsity via Bayesian technology. The simulation and real data 
study both suggest our algorithm performs reasonably well in terms of prediction in 
comparison to the usual banking practices and the academic proposal of the /c-means 
clustering. 
However, the proposed model has some limitations. First, using the Gibbs sampler 
for the model is computationally time consuming. A fast algorithm is certainly needed 
because huge data sets are commonly encountered in retail credit risk analysis. In 
addition, some objective choices of the prior parameters are important in defending 
the proposed model to ensure regulatory compliance. In particular, the choice of PD 
interval [cij, bj] is critical for the proposed model. In the empirical data, analysis, the 
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choice of PD intervals in the real data analysis is based on the results of the /c-means 
clustering algorithm, and this choice may not be totally fair. In fact, as there is 
no prior knowledge for PD intervals, making use of the results of other approaches 
seems to be a legitimate way of choosing PD intervals. However, there are various 
ways to determine [cij.bj] in real life. For instance, some credit agencies such as 
Moody's KMV and Standard & Poor's can provide certain information for corporate 
loans whereas some consumer credit bureaus may give similar information for retail 
consumer products. Nevertheless, the result of the proposed model is sensitive to the 
selection of PD intervals. Further discussion of that topic is definitely required. 
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