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We show how lattice gauge theories can display many-body localization dynamics in the absence
of disorder. Our starting point is the observation that, for some generic translationally invariant
states, Gauss law effectively induces a dynamics which can be described as a disorder average over
gauge super-selection sectors. We carry out extensive exact simulations on the real-time dynamics of
a lattice Schwinger model, describing the coupling between U(1) gauge fields and staggered fermions.
Our results show how memory effects and slow, double-logarithmic entanglement growth are present
in a broad regime of parameters - in particular, for sufficiently large interactions. These findings
are immediately relevant to cold atoms and trapped ions experiments realizing dynamical gauge
fields, and suggest a new and universal link between confinement and entanglement dynamics in the
many-body localized phase of lattice models.
Introduction. – Over the last two decades, the im-
pressive developments in harnessing matter at the single
quantum level have paved the way to the investigation of
real-time dynamics in controlled quantum systems with
an unparalleled degree of accuracy [1–3]. These pro-
gresses, spanning as diverse fields as cold atoms in op-
tical lattices, trapped ions, superconducting circuits, and
more, have reinvigorated the theoretical interest in the
dynamics of closed quantum systems [4]. A paradigmatic
example in this direction is the quest for generic sys-
tems in which the interplay of disorder and interactions
prevents thermalization, a scenario dubbed many-body
localization (MBL) [5]. In this new dynamical phase,
the discreteness of the local observables spectra, typ-
ical of quantum mechanics, endows the system with a
set of local integrals of motion which freeze transport
and localize excitations[6–13] (for reviews see[14–16]).
While this phenomenon has been predicted, and signa-
tures observed in numerics and experiments for a variety
of model Hamiltonians such as Hubbard models and spin
chains [14, 17, 18], it is an open question to which extent
such lack of thermalization can occur in fundamental the-
ories of matter, and in particular, if gauge invariance can
play a role in the mechanism.
In this paper we show the emergence of MBL dynam-
ics in Lattice Gauge Theories (LGTs) [19–21] in the ab-
sence of any disorder. Our work is immediately motiv-
ated by recent theoretical proposals [22–27] and experi-
mental demonstration [28] of LGT dynamics in synthetic
quantum systems, and by the paradigmatic importance
played by gauge theories. The latter describe a plethora
of physical phenomena, from fundamental interactions in
particle physics [21] to the low-energy dynamics of frus-
trated quantum magnets [29], and are instrumental in
designing quantum computing architectures which show
inherent protection against noise [30]. As such, address-
ing their real-time dynamics is of profound interest from
a variety of perspectives, regarding both the basic un-
Figure 1. Panel (a): schematic of a (1+1)-d lattice gauge
theories, with matter fields ψn defined on the vertices, and
pairs of conjugate variables {Un, Ln} defined on bonds. (b)
Typical initial states used in the simulations: fermions are
arranged in an alternate pattern of empty and occupied sites
(corresponding the the bare vacuum), while gauge fields are
in an equal weight superposition of electric field eigenstates
with eigenvalues (0,±1). (c) Schematics of the real time dy-
namics, which starting from |Ψ〉0, can be decomposed in N
superselection sector (see text).
derstanding of lattice field theories, and the possibility
of safely storing quantum information via localization in
quantum memories, further boosting their resilience.
Our main finding is that, starting from translational
invariant states, the dynamics of LGT is profoundly in-
fluenced by the presence of super-selection sectors - a
key element that stems directly from gauge invariance
(see Fig. 1). Even though MBL in systems without dis-
order has already been discussed and debated over the
last years [31–39], the presence of such super-selection
sectors provides a pristine mechanism for localization dy-
namics, whose origin can be conveniently tracked by an
exact integration of the gauge fields in (1+1)-d lattice
gauge theories describing matter coupled to gauge fields.
Following this analytical understanding, we provide ex-
tensive numerical evidence for MBL dynamics in the lat-
tice Schwinger model - a (1+1)-d version of quantum elec-
trodynamics, with U(1) gauge fields coupled to Kogut-
Susskind fermions [20, 21]- based on both strong memory
effects and entanglement dynamics. The latter is char-
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2acterized by a sub-logarithmic growth of the bipartite
entanglement entropy, which we interpret as a transport-
inhibiting mechanism due to confinement. Our results
have immediate experimental relevance in trapped ions
systems, where the Schwinger model has already been
experimentally realized [28], and in cold atom gases in
optical lattices, where various implementations schemes
for U(1) LGT [22–27] have been put forward.
Model Hamiltonian. – We are interested here in the
dynamics of Abelian lattice gauge theories on a one-
dimensional lattice. While our approach is general and
can be applied to arbitrary Abelian (and continuos non-
Abelian) gauge theories in both Wilson [20, 21] and
quantum link formulations [40], for the sake of simplicity,
we focus in the following on the U(1) Wilson LGT, the
lattice Schwinger model (SM). Despite its simplicity, the
SM still displays many paradigmatic features also found
in more complex gauge theories, such as confinement and
string breaking dynamics. The system is described by a
Kogut-Susskind Hamiltonian [20] of the form:
H = −iw
N−1∑
n=1
[
ψ†nUnψn+1 − h.c.
]
+ J
N−1∑
n=1
L2n +m
N∑
n=1
(−1)nψ†nψn, (1)
where ψn are fermionic annihilation operators defined on
vertices, Un = eiϕn are U(1) parallel transporters defined
on bond (n, n+ 1), whose corresponding electric field op-
erator is defined as Ln = −i∂/∂ϕn, so that [Ln, Un] = Un
which ensures gauge covariance. The first term describes
the gauge-matter coupling; the second is a model depend-
ent electric field contribution [27, 41], and indicates the
strength of the inter-particle interaction mediated by the
gauge field; finally, the last term describes the staggered
mass of the fermions (which we will set to 0 in the follow-
ing). While we are not interested in the continuum limit
of the theory here, it is possible to safely take it using
the lattice formulation and properly scaling the coupling
parameters [27, 41]. As in conventional lattice gauge the-
ories, gauge invariance is manifest after defining a set of
generators, Gn = Ln − Ln−1 − ψ†nψn + 12 [1− (−1)n],
which satisfy [H,Gn] = 0. States in the Hilbert space as
defined by Gauss law, which reads
Gn|Ψ{qα}〉 = qn|Ψ{qα}〉 , (2)
where {qα} represents the distribution of background
charges qn on each state in the Hilbert space, defining
a superselection sector. In a U(1) LGT, qn ∈ [−∞,∞].
We emphasize that the presence of Gauss law and su-
perselection sectors has nothing to do with integrability,
but stems solely from gauge invariance.
Superselection sectors as a mechanism for disorder-free
localization. - The presence of these superselection sec-
tors drastically affects the system dynamics. In (1+1)-d,
this can be elegantly seen by integrating out the gauge
fields, and then studying the resulting Hamiltonian act-
ing on the matter degrees of freedom. Below we show
that this procedure indicates that MBL is a rather gen-
eric scenario for LGT in the absence of any underlying
disorder - e.g., systems with homogeneous couplings and
homogeneous initial states show robust memory effects
and slow (sub-logarithmic) growth of entanglement en-
tropy as a function of time.
We investigate the time evolution of initial states of
the form:
|Ψ〉0 = |0101...〉ψ ⊗ |L¯n...〉σ , (3)
where the fermions are in a Neel state (corresponding
to the bare vacuum of staggered fermions), and the
gauge fields Ln are in an equal weight superposition of
{−1, 0, 1} at each site. This state is translational invari-
ant up to translations of two lattice spacings, and can be
decomposed into U(1) superselection sectors as:
|Ψ〉0 = 1N 1/2
∑
q¯n=0,±1
|0101..〉ψ⊗|q¯n...〉σ = 1N 1/2
∑
qα
|Ψ{qα}〉 .
(4)
with N denoting the total number of different superselec-
tion sectors. In order to derive the dynamics within each
sector, we analytically integrate out the gauge fields [41].
We assume L¯0 = 0 to minimize boundary effects, and
apply a Jordan-Wigner transformations to the fermionic
fields in order to re-cast the dynamics as a spin model,
ψ†nψn = (σ
z
n + 1)/2. The gauge fields can be sequentially
integrated out by noting that
L` = L`−1 + (σz` + (−1)`)/2 + q` , (5)
which simply describes the fact that, given the value of
the ingoing electric field on the left side of a site, and
given the values of the dynamical and static charge, the
value of the outgoing electric field is unambiguously fixed.
After integration, the resulting Hamiltonian dynam-
ics crucially depends on {qα} - that is, states in differ-
ent superselection sectors will evolve according to differ-
ent Hamiltonians H{qα}. This is a direct consequence
of the fact that, because of Gauss law, different su-
perselection sectors describe dynamics subject to differ-
ent static charge configurations. In each sector, the cor-
responding Hamiltonian is made of two contributions,
H{qα} = H± + H
{qα}
In . The first one describes electron-
gauge coupling, which is not sensitive to background
charges, and is given by H± = w
∑N−1
n=1
[
σ+n σ
−
n+1 + h.c.
]
.
The second term originates from the electric field po-
tential term, which is now a function of the fermionic
populations only. It contains an interaction part:
HZZ =
J
2
N−2∑
n=1
N−1∑
l=n+1
(N − l)σznσzl (6)
3which is related to the linear growth of Coulomb interac-
tions in one-dimensional systems, and single spin terms:
H
{qα}
Z =
J
2
N−1∑
n=1
(
n∑
`=1
σz` )
( n∑
j=1
qj)− nmod2
 . (7)
Crucially, this last part of the Hamiltonian depends ex-
plicitly on the superselection sector via {q`}. As such,
starting from initial states of the form in Eq. (4), the
system dynamics is dictated by a charge distribution av-
erage, that is:
|Ψ(t)〉 = e−itH |Ψ〉0 = 1N 1/2
∑
{qα}
e−itH
{qα} |Ψ{qα}〉 , (8)
which is effectively describing a disorder average, since
the terms in H{qα}Z effectively act as a (correlated) dis-
order for the spin dynamics. The observation in Eq. (8) is
applicable to arbitrary Abelian Wilson theories, and even
non-Abelian QLM, in one-dimensional systems. For the
specific case of Z2 quantum link models, our theory (see
Ref. [42]) recovers the results of Ref. [43], which repor-
ted Anderson localization in disorder free models. The
same reasoning can be applied to two-dimensional sys-
tems, in particular, to the evolution of quenched gauge
theories. It explicitly shows that, contrary to conven-
tional spin models, the dynamics of systems endowed by
a gauge symmetry can naturally lead to phenomena re-
lated to disordered systems, even in the absence of any
disorder (both on the initial state, and in the dynam-
ics). This happens for generic initial states which are
in product form of the matter and gauge fields, as in
those cases, the weight of superselection sectors with ef-
fectively no disorder decreases exponentially with system
size. Finally, we emphasize that the mechanism discussed
here is very different from the disorder-free localization
dynamics discussed in the context of fractons [38, 39],
which relies on slow dynamics of topological excitations
and separation of energy scales [44][45].
Many-body localization dynamics in U(1) lattice gauge
theories. – While our theory predicts a generic mech-
anism for effectively disordered dynamics in LGTs, the
question if this finally leads to localization behavior has
to be addressed by non-perturbative methods. We thus
turn to a numerical investigation of the system dynam-
ics described by Eq. (8). We address this by employing
a computationally optimized approach to the method of
Krylov subspaces - for details, see Ref. [42]. As a first
figure of merit, we focus on the staggered occupation of
the fermions:
ν(t) =
1
2N
N∑
n=1
〈(−1)nψ†n(t)ψn(t) + 1〉,
which, by a Jordan-Wigner transformation, can be ex-
pressed as ν(t) = 12N
∑N
n=1〈(−1)nσzn + 1〉 by transform-
ing fermionic fields to spin operators. Since we employ
3
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the ingoing electric field on the left side of a site, and
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After integration, the resulting Hamiltonian dynam-
ics crucially depends on {q↵} - that is, states in differ-
ent superselection sectors will evolve according to differ-
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The second term originates from the electric field po-
tential term, which is now a function of the fermionic
populations only and reads:
HIn= J
N 1X
n=1
"
1
2
X
l=1
 
 zl + q` + ( 1)l
 #2
. (8)
This term can be conveniently decoupled into two parts,
one containing two-body terms and one containing only
one-bod terms. The former results in:
HZZ=
J
2
N 2X
n=1
N 1X
l=n+1
(N   l) zn zl (9)
which is related to the linear growth of Coulomb interac-
tions in one-dimensional systems. The single spin terms
instead become:
H
{q↵}
Z =
J
2
N 1X
n=1
(
nX
`=1
 z` )
24( nX
j=1
qj)  nmod2
35 . (10)
Crucially, this last part of the Hamiltonian depends ex-
plicitly on the superselection sector via {q`}. As such,
starting from initial states of the form in Eq. (5), the
system dynamics is dictated by a charge distribution av-
erage, that is:
| (t)i = e itH | i0 = 1N 1/2
X
{q↵}
e itH
{q↵} | {q↵}i , (11)
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Figure 2. (Color line) Dynamics of the overall staggered fer-
mion occupation (⌫(t)) and central staggered fermion occupa-
tion (µ(t)) from a bare vacuum initial state for different values
of coupling strength parameter J . (a) ⌫(t) and (b) µ(t) for
N = 26. (c)(d) Final time value of ⌫(t) and µ(t), respectively,
averaged from t = 50 to t = 100 for different system sizes up
to N = 30 and two limiting values of J . Absolute error due to
averaging realizations is shown as vertical bars for each point.
which is effectively describing a disorder average, since
the terms in H{q↵}Z effectively act as a (correlated) dis-
order for the spin dynamics. The observation in Eq. (11)
is applicable to arbitrary Abelian Wilson theories, and
even non-Abelian QLM, in one-dimensional systems.
The same reasoning can be applied to two-dimensional
systems, in particular, to the evolution of quenched gauge
theories. It explicitly shows that, contrary to conven-
tional spin models, the dynamics of systems endowed by
a gauge symmetry can naturally lead to phenomena re-
lated to disordered systems, even in the absence of any
disorder (both on the initial state, and in the dynamics).
Many-body localization dynamics in U(1) lattice gauge
theories. – We now turn to a numerical investigation
of the system dynamics described by Eq. (11). We ad-
dress this by employing a computationally optimized ap-
proach to the method of Krylov subspaces - for details,
see Ref. [42].
As a first figure of merit, we focus on the staggered
occupation of the fermions:
⌫(t) =
1
2N
NX
n=1
h( 1)n †n(t) n(t) + 1i,
which, by a Jordan-Wigner transformation, can be ex-
pressed as ⌫(t) = 12N
PN
n=1h( 1)n zn + 1i by transform-
ing fermionic fields to spin operators. Since we employ
Figure 2. (Color online) Dynamics of the overall staggered
fermion occupation (a) and central staggered fermion occupa-
tion (b) from a bare vacuum initial state for different values of
coupling strength parameter J , and N = 26. (c-d) Final time
value of ν(t) and µ(t), respectively, averaged from t = 50 to
t = 100 for different system sizes up to N = 30 and two limit-
ing values of J . Absolute error due to averaging realizations
is shown as vertical bars for each point.
staggered fermions, this quantity corresponds to the total
number of particles created in the system. In addition,
we also monitor the staggered population for the central
two sites of the system:
µ(t) = 〈nˆN
2
(t)− nˆN
2 +1
〉,
where nˆi(t) ≡ ψ†i (t)ψi(t) is the fermion counti g operator
on site i.
In Fig. 2a-b, we plot typical results of our simulations
for N = 26. In the weak coupling limit, both quantit-
ies reach their average thermodynamic value: 0.5 and 0,
respectively. In contrast, for the strong coupling phase,
the system does not relax for both observables (we have
carried out simulations up to times 1020 until L = 14
to check this). This behavior is analyzed using finite-
size scaling in Fig. 2c-d: for J = 0.1, both quantities
approach their thermodynamic value as N is increased.
Instead, for J = 1.0, for both ν(t) and µ(t) the devi-
ation from thermodynamic values actually increases as a
function of system size, signaling strong memory effects.
Another key aspect of MBL is a very slow propaga-
tion of quantum information [6–9], which can be studied
by monitoring the bipartite von Neumann ent glement
e tropy after the quench, defined as:
SA = −TrAρA log ρA , (9)
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Figure 3. (Color line) Time evolution of the bipartite von
Neumann entanglement entropy SA(t) from a bare vacuum
initial state. (a) SA(t) for different values of coupling strength
parameter J and N = 18. The dashed line refers to the value
N log(2)/2 1/2 of the entanglement entropy as expected for a
random state. (b) SA(t) on intermediate time scales for J = 1
and different system sizes N . (c) Long-time growth of SA(t)
for J = 10 including a fit (solid line) f(t) = a log(log(wt))+ b
to the N = 12 data. (d) The same data is plotted on a double
logarithmic scale.
staggered fermions, this quantity corresponds to the total
number of particles created in the system. In addition,
we also monitor the staggered population for the central
two sites of the system:
µ(t) = hnˆN
2
(t)  nˆN
2 +1
i,
where nˆi(t) ⌘  †i (t) i(t) is the fermion counting operator
on site i.
In Fig. 2a-b, we plot typical results of our simulations
for N = 26. In the weak coupling limit, both quantities
reach their average thermodynamic value: 0.5 and 0, re-
spectively. In contrast, for the strong coupling phase, the
system does not relax for both observables. This beha-
vior is analyzed using finite-size scaling in Fig. 2c-d: for
J = 0.1, both quantities approach their thermodynamic
value as N is increased. Instead, for J = 1.0, for both
⌫(t) and µ(t) the deviation from thermodynamic values
actually increases as a function of system size, signaling
strong memory effects.
Another key aspect of MBL is a very slow propaga-
tion of quantum information [6–9], which can be studied
by monitoring the bipartite von Neumann entanglement
entropy after the quench, defined as:
SA =  TrA⇢A log ⇢A , (12)
where ⇢A denotes the reduced density matrix of the state
in the region A, which in the following will be half sys-
tem. For systems whose dynamics is captured by the
eigenstate thermalization hypothesis, one expects that,
after a quantum quench, the bipartite entanglement en-
tropy grows linearly as a function of time; instead, MBL
systems are characterized by slow entanglement spread-
ing, which is often logarithmic in time.
In Fig. 3a-b, we plot SA as a function of time for
the same parameter regimes as in Fig. 2. While for
small J = 0.1 the entropy grows faster than logar-
ithmically (and approaches a saturation value of order
N/2 log(2)   0.5, as expected for a random state [43]),
in the localized phase the growth is extremely slow: in
particular, it is slower than log(t). Using full diagonaliza-
tion of the Hamiltonian, we further analyze this behavior
in Fig. 3c-d for the strongly interacting regime, J = 10:
in this case, the decay is consistent with a double logar-
ithmic behavior, as it is definitely slower than (log(t))↵.
This type of growth has never been reported in MBL sys-
tems, where the typical log(t) behavior can be inferred
in the local integral of motion picture and considering
short-ranged interactions.
In LGT however, we argue that confinement plays an
important role in determining entanglement dynamics.
For this purpose, we compare the case we studied above,
which is confining, with a deconfined regime. The latter
can be achieved in the presence of a finite ✓-angle with
✓ = ⇡; in this regime, including a four-Fermi coupling
interaction V njnj+1, the dynamics of the states | i0 is
mapped exactly to an XXZ chain with diagonal (albeit
correlated) disorder in  z terms, a model which has been
extensively studied in the context of MBL.
The comparison between the two cases reveals that the
fact that excitations are confined drastically changes en-
tanglement spreading, further decreasing its growth from
logarithmic to sub-logarithmic. The fact that confine-
ment affects even this ’high-energy’ behavior is not sur-
prising, as it describes the behavior of large interparticle
separations, very far from ground state physics.
Finally, in Fig. 4, we show the long-time dynamics of
SA and in particular its saturation value. As illustrated
in Fig. 4b, the latter scales linearly as a function of system
size, another characteristic feature of MBL dynamics.
Conclusions and outlook. We have shown how many-
body localization dynamics can naturally emerge in lat-
tice gauge theories in the absence of any disorder. The
physical interpretation is that, due to the presence of su-
perselection sectors, the dynamics of translational invari-
ant states is effectively described by an average over ran-
dom charge configurations, with electrons interacting via
long-range Coulomb potential. While our results are de-
rived from a fully local field theory, after gauge field integ-
ration they signal that certain types of long-range inter-
actions per se are not sufficient to delocalize the charges.
This is surprising in view of earlier results [44–46] but
Figure 3. (Color online) Time evolution of the bipartite von
Neumann entanglement entropy SA(t) from a bare vacuum
initial state. (a) SA(t) for different values of coupling strength
parameter J and N = 18. The dashed line refers to the value
N log(2)/2−1/2 of the entanglement entropy as expected for a
random state. (b) SA(t) on intermediate time scales for J = 1
and different system sizes N . (c) Long-time growth of SA(t)
for J = 10 including a fit (solid line) f(t) = a log(log(wt)) + b
to the N = 14 data. (d) The same data is plotted on a double
logarithmic scale.
where ρA deno es the reduced densit matrix of the state
in the region A, which in the f llowing will be half sys-
tem. For systems whose dynamics is captured by the
eigenstate thermalization hypothesis, one expects that,
after a quantum quench, the bipartite entanglement en-
tropy grows linearly as a function of time; instead, MBL
systems are characterized by slow entanglement spread-
ing, which is typically logarithmic in time [6, 8, 46].
In Fig. 3a-b, we plot SA as a functi n of time for
the sam p rameter regimes as in Fig. 2. While for
small J = 0.1 he ent opy g ws faster than logar-
ithmically (a d approaches a saturation value of order
N/2 log(2) − 0.5, as expected for a random state [47]),
in the localized phase the growt is extremely slow: in
particular, it is slower than log(t). Using full diagonaliza-
tion of the Hamiltonian, we further analyze this behavior
in Fig. 3c-d for the strongly interacting regime, J = 10:
in this case, the decay is consistent with a double logar-
ithmic behavior, as it is definitely slower than (log(t))α.
This type of growth has never been reported in MBL sys-
tems, where the typical log(t) behavior can be inferred
in the local integral of motion picture and considering
short-ranged interactions.
In LGT however, we argue that confinement plays
an important role in determining entanglement dynam-
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Figure 3. (Color onli e) Time evolution of the bipartite von
Neumann entanglement entropy SA(t) from a bare vacuum
initial state. (a) SA(t) for different values of coupling strength
parameter J and N = 18. The dashed line refers to the value
N log(2)/2  1/2 of the entanglement entropy as expected for
a random state. (b) SA(t) on intermediate time scales for
J = 1 and different system sizes N . (c) Long-time growth of
SA(t) for J = 10 (N = 6, 8, 10, 12) including a fit (solid line)
f(t) = a log(log(wt)) + b to the N = 12 data. (d) The same
data is plotted on a double logarithmic scale.
sm ll J = 0.1 the entropy gro s faster than logar-
ithmically (and approaches a saturation value of order
N/2 log(2)   0.5, as expected for a random state [45]),
in the localized phase the growth is extremely slow: in
particular, it is slower than log(t). Using full diagonaliza-
tion of the Hamiltonian, we further analyze this behavior
in Fig. 3c-d for the strongly interacting regime, J = 10:
in this case, the decay is consistent with a double logar-
ithmic behavior, as it is definitely slower than (log(t))↵.
This type of growth has never been reported in MBL sys-
tems, where the typical log(t) behavior can be inferred
in the local integral of motion picture and considering
short-ranged interactions.
In LGT however, we argu hat confinement plays n
imp r ant role in determining ntanglement dynamics.
For this purpose, we compare the present cas , which is
confining, with a deconfined regime. The latter can be
achieved in the presence of a finite ✓-angle with ✓ = ⇡; in
t i regime, including a four-Fermi c upling interaction
V njnj+1, the dynamics of the states | i0 is mapp d x-
actly t an XXZ chain with diagonal (albeit correlated)
disorder in  z t rms, a model which has been extensively
studied in the context of MBL.
The compa ison between the two cases rev als that the
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Figure 4. (Color online) (a) Asymptotic long-time dynamics
of the entanglement entropy density SA(t) for different system
sizes N at J = 1 suggesting saturation to an extensive value
by plotting the entanglement entropy density SA(t)/N (b).
fact that excitations are confined drastically changes en-
tanglement spreading, further decreasing its growth from
logarithmic to sub-logarithmic. The fact that confine-
ment affects even this ’high-energy’ behavior is not sur-
prising, as it describes the behavior of large interparticle
separations, very far from ground state physics.
Finally, i Fig. 4, we show the long-time dynamics of
SA and in particular its saturation value. As illustrated
in Fig. 4b, the latt r scales lin arly as a functio of system
size, another characteristic feature of MBL dynamics.
Con lusions and outlook. W have shown how many-
body localization dynamics can naturally emerge in lat-
tice gauge theories in the absence of any disorder. The
physical interpretation is that, due to the presence of
superselection sectors, the dynamics of translational in-
variant states is effectively described by an average over
random charge configurations, with electrons interacting
via long-range Coulomb potential. While our results are
derived from a fully local field theory, after gauge field
integration they signal that certain types of long-range
interactions per se are not sufficient to delocalize the
charges. This is surprising in view of earlier results [46–
48] but in line with recent treatments of the long-range
interactions in a non-perturbative way [49]. Moreover,
we provide numerical evidence that shows how confine-
ment substantially favours localization, in particular, by
inhibiting entanglement growth in a qualitative stronger
manner with respect to the local integral of motions in
statistical mechanics models of MBL. Our results point
toward intriguing possibilities to study MBL dynamics
in 2D LGT, where our formalism can be applied also to
quenched gauge theories, and might be useful to address
the MBL transition by means of gauge invariant matrix
product state methods [50–54], thanks to considerably
slower entanglement growth in LGT.
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ics. For this purpose, we compare the present case,
which is confining, with a deconfined regime. The lat-
ter can be achieved in the presence of a finite θ-angle
with θ = pi [48]; in this regime, including a four-Fermi
coupling interaction V njnj+1, the dynamics of the states
|Ψ〉0 is mapped exactly to an XXZ chain with (correlated)
disorder in σz terms, a model whose transport and en-
tanglement properties have been extensively studied in
the context of MBL.[49–54]
The comparison between the two cases reveals that the
fact that excitations are confined drastically changes en-
tanglement spreading, further decreasing its growth from
logarithmic to sub-logarithmic. The fact that confine-
ment affects even this ’high-energy’ behavior is not sur-
p ising, as it describes the beh vior of large interparticle
separations, very far from ground state physics.
Finally, in Fig. 4, w show the long-time dynamics of
SA and in p rticul its saturation value. As illustrated
i Fig. 4b, th latter scales lin a ly as a function of system
size, another characteristic feature of MBL dynamics.
Conclusions and outlook. We have shown how many-
body localization dynamics can naturally emerge in lat-
tice g uge theories i the absence of ny disorder. The
physical interpretation is that, due to the presence of
superselectio sectors, the dynamics of translation l in-
variant states is effectively described by an average over
random charge configurations, with el ctrons interacting
via long-rang Coulomb potential. While ou results are
derive from a fully local field theory, after gauge field
integration they signal that certain typ s of long-range
interactions per se a e not sufficient to delocalize the
charges. This i surprising i view of earlier results [55–
57] b t in lin with recent treatments of the long-range
interactions in a non-perturbative way [58]. We remark
that there is a key difference between gauge theories and,
say, ge eric long-range XY models: only the former can
be exactly recast in a local fashion. It would be interest-
ing to see whether matching this key requirement leads
to a strict criterion for MBL in long-range systems.
Moreover, we provide numerical evidence that sh ws
5how confinement substantially favours localization, in
particular, by inhibiting entanglement growth in a qual-
itative stronger manner with respect to the local integral
of motions in statistical mechanics models of MBL. Our
results point toward intriguing possibilities to study MBL
dynamics in 2D LGT: in particular, due to the modest
Hilbert space dimension growth in simple quantum link
models, numerical simulations are expected to be com-
paratively easier with respect to spin models (especially
for U(1) theories), and gauge invariant tensor network
methods [59–63] could be used thanks to the consider-
ably slower entanglement growth in LGT.
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Note added. - While this manuscript was in prepara-
tion, a preprint appeared [64] where a Z2 quantum link
model with four-Fermi coupling was considered. Our the-
oretical analysis predicts disorder free MBL and logar-
ithmic entanglement growth there due to the absence of
confinement, and is in perfect qualitative agreement with
the conclusion of Ref. [64].
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Details on the numerical simulations
In this section we provide a short description on the
numerical investigation of the system dynamics described
by Eq. 8 of the main text (MT). As stated before, we
addressed this by employing a computationally optimized
approach to the method of Krylov subspaces in order to
avoid full diagonalization. In this scheme, we estimate
the solutions to the time-dependent Schrödinger equation
shown in Eq. 8MT by the polynomial approximation to
|Ψ(t)〉 from within the Krylov subspace, given by
Km = span
{|Ψ0〉 , H |Ψ0〉 , H2 |Ψ0〉 . . . , Hm−1 |Ψ0〉} .
(10)
The optimal approximation is obtained by an Arnoldi
decomposition procedure (equivalent to the Lanczos
method for the case of Hermitian matrices) of the up-
per Hessenberg matrix Am, defined as Am ≡ V TmHVm,
where Vm corresponds to the orthonormal basis resulting
from the decomposition. Am can be seen as the projec-
tion of H onto Km with respect to the basis Vm. In the
previous description m is the dimension of the Krylov
subspace.
The desired solution is then approximated by
|Ψ(t)〉 ≈ Vmexp(−itAm) |e1〉 , (11)
where |e1〉 corresponds to the first unit vector of the
Krylov subspace. For a given dimension of the Hil-
bert space D, the approximation shown in Eq. (11) be-
comes exact when m ≥ D, however, the method has
been proven to be very effective even if m  D [65].
For this particular approximated case, the much smal-
ler matrix exponential can be evaluated using a Padè
approximation in conjunction to the well-known scaling-
and-squaring algorithm [66]. It has been proven theoret-
ically [67] that the error in this Krylov method behaves
like O(em−t||A||2(t||A||2/m)m) when m ≤ 2t||A||2, which
indicates that the technique can be applied successfully if
a time-stepping strategy is implemented along with error
estimations. In practice, we estimate the intrinsic error of
the algorithm by means of a forward-in-time evolution of
an initial state; evaluating quantum observables for spe-
cific time steps and a selected charge configuration, then
inverting the procedure with a backward-in-time evolu-
tion to determine that the numerical error stays within
a desired bound.
Phase transition
The contrasting behavior in the dynamics of the sys-
tem from the weak to the strong coupling limit suggests
the existence of an MBL transition. This behavior can be
observed in panels (c) and (d) of Fig. 2 in the main text
for the memory effects and in Fig. 3 of the main text for
the spreading of quantum information. In this appendix
we provide more details on the memory effects present in
the system and give an estimate of the location for the
MBL transition as a function of the coupling strength.
In Fig. 5a-b, we plot the limiting time values for both
ν(t) and µ(t) for different values of coupling strength J .
For the lowest shown simulated value of J = 0.1 the sys-
tem exhibits ergodic dynamics as both of these observ-
ables reach their respective thermodynamic value. For
J = 0.25, however, the dynamics already shows signific-
ant memory effects which appear to survive also in the
7thermodynamic, see the extrapolation In Fig. 5a-b we
present the averaged long-time values of ν(t) and µ(t)
(considered from t = 50 to t = 100 as described previ-
ously) as a function of J ; in which for J = 0.25, both
ν(t) and µ(t) show deviation from the values expected
in the thermodynamic limit. The effect can be perceived
more prominently by means of finite-size scaling, which
we show in Fig. 5c-d. For every value of J higher than
0.25 the dynamics show increasing memory effects with
increasing system size, while the opposite happens for
J = 0.1. Based on this observation we can approximate
the value of the coupling strength parameter for which a
phase transition from extended to MBL dynamics occurs
in the range 0.1 . Jcritical . 0.25
Evolution of lattice gauge theories and the role of
superselection sectors
In this appendix, we provide a more detailed discussion
of the real-time dynamics of lattice gauge theories and the
role of superselection sectors. We do so by first extending
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means of finite-size scaling, which we show in Fig. 5c-
d. For every value of J higher than 0.25 the dynamics
show increasing memory effects with increasing system
size, while the opposite happens for J = 0.1. Based
on this observation we can approximate the value of the
coupling strength parameter for which a phase transition
from extended to MBL dynamics occurs in the range
0.1 . Jcritical . 0.25
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Figure 5. (Color line) Approximate location of the MBL
transition as a function of the coupling strength parameter J .
(a), (b) Averaged long-time values of ⌫(t) and µ(t), respect-
ively, as a function of coupling strength for different system
sizes. (c), (d) Finite-size scaling analysis of memory effects in
the system for different values of coupling strength. Absolute
error due to averaging realizations is shown as vertical bars
for each point.
Figure 5. (Color line) Estimating the location of the MBL
transition as a function of the coupling strength J . (a), (b)
Averaged long-time values of ν(t) and µ(t), respectively, as a
function of J for different system sizes N . (c), (d) Finite-size
scaling analysis of memory effects in the system for different
values of coupling strength. The absolute error extracted via
the variance from a finite number of disorder realizations is
shown as vertical bars for each point.
the treatment of the U(1) case discussed in the main text,
and then, we provide an alternative interpretation of the
results in Ref. [43], where a Z2 quantum link model was
shown to exhibit Anderson localization in the absence of
disorder.
U(1) Wilson lattice gauge theory. - The generic pro-
cedure in order to understand the role of superselec-
tion sectors in gauge invariant dynamics consists of three
steps.
(i) The first one is the choice of an initial state: we
focus here on product states of the form
|Ψ〉0 = |Ψf 〉 ⊗ |Ψg〉 (12)
where |Ψf 〉 and |Ψg〉 are themselves also product states
for the fermions and gauge fields, respectively. In partic-
ular, in the main text, we focus on a charge density like
state for the fermions:
|Ψf 〉 = |0101...〉 (13)
and a homogeneous state for the gauge fields
|Ψg〉 =
N−1⊗
n=1
|L¯n〉 , |L¯n〉 = 1√
3
[| − 1〉n + |0〉n + |1〉n] .
(14)
For all bonds the initial state represents an equal weight
superposition of the three states | − 1〉n, |0〉n, |1〉n, with
Ln|a〉n = a|a〉n. This is a starting configuration which
leads to a modest disorder strength. Indeed, taking more
generic initial states with gauge fields in arbitrary initial
superpositions with unrestricted a’s generates an even
stronger disorder landscape which is expected to lead to
an even slower dynamics.
(ii) the second step is the decomposition of the initial
state into different superselection sectors. A superselec-
tion sector is defined as a set of configurations {qα}N−1α=1
such that the generators Gn of the gauge transformation
satisfy Gn|Ψ{qα}〉 = qn|Ψ{qα}〉. The values of qn corres-
pond to the static charges of a given configuration at the
site n, and is given by Eq. 5 of the main text. The va-
cuum sector corresponds to qn = 0 ∀n. The total number
of superselection sectors is 3N−1 for our choice of initial
state.
Generically, each initial state of the form (12) can be
decomposed into contributions from such different su-
perselection sectors, see Eq. 5 of the main text. Let
us give a simple example for a chain of 4 fermions and 3
gauge fields. In this case, the initial state can be com-
posed into 3N−1 = 9 superselection sectors. For example,
the state with L1 = L2 = L3 = 0 has no static charges,
while the state with L1 = 1, L2 = 0, L3 = −1 corresponds
to having charges q1 = 1, q2 = −1, q3 = −1, q4 = 1.
(iii) the third step is the evaluation of the effective
dynamics within each superselection sector, since each of
those is affected by a different charge distribution.
8In each sector, the corresponding Hamiltonian is made
of two contributions, H{qα} = H±+H
{qα}
In . The first one
describes electron-gauge coupling, which is not sensitive
to background charges, and is given by:
H±=w
N−1∑
n=1
[
σ+n σ
−
n+1 + h.c.
]
(15)
The second term originates from the electric field po-
tential term, which is now a function of the fermionic
populations only and reads:
HIn= J
N−1∑
n=1
[
1
2
n∑
l=1
(
σzl + q` + (−1)l
)]2
. (16)
This term can be conveniently decoupled into two parts,
one containing two-body terms and one containing only
one-body terms. The former results in:
HZZ =
J
2
N−2∑
n=1
N−1∑
l=n+1
(N − l)σznσzl (17)
which is related to the linear growth of Coulomb interac-
tions in one-dimensional systems. The single spin terms
become:
H
{qα}
Z =
J
2
N−1∑
n=1
(
n∑
`=1
σz` )
( n∑
j=1
qj)− nmod2
 . (18)
Crucially, this last part of the Hamiltonian depends ex-
plicitly on the superselection sector via {q`}. This effect-
ively generates an inhomogeneous disorder landscape. It
is important to stress that this is a form of correlated
disorder, since the charge configuration at each site n
depends on the static charges at the sites m < n.
We remark that this procedure is generic: gauge the-
ories initialized in states which are product states of
the form as in Eqs. (12-14) display real-time dynamics
akin to disordered systems. This does not automatic-
ally lead to localization, whose emergence needs to be
checked with non-perturbative methods, as we discuss in
the main text. Moreover, it is worth noticing that there
is a set of states which does not effectively feel disorder
(for instance, due to homogeneous charge configurations).
However, this represents a set of measure zero in the ther-
modynamic limit with contributions exponentially small
in N .
Z2 quantum link model. - We now provide a discus-
sion of the role of superselection sectors in the context of
a Z2 quantum link model, where emergence of Anderson
localization without disorder was recently reported [64].
In that case, Un,n+1 = σzn, and Ln = σxn. The authors
employed a duality transformation (akin to the one used
to demonstrate self-duality of the Ising model) to exactly
map the dynamics of their QLM to free fermions evolving
under random disorder configurations, depending on the
initial state of their evolution. The same result can be
obtained by a direct integration of the gauge fields [41],
noting that, for Z2 theories, Ln+1 = Ln + ψ†nψn + q
(2)
n ,
where q(2)n = ±1 are Z2 static charges defined by the
choice of the initial state. For example, let us consider
initial states of the form |Ψ〉CDW = |0101...〉ψ ⊗ | ↑z↑z
...〉σ, that is, with fermions in a Néel state and all gauge
fields aligned along the z-axis, which can be decomposed
in superselection sectors as:
|Ψ〉CDW = 1N (2)
∑
{q(2)α }
|0101...〉ψ ⊗ |σ¯x1 σ¯x2 ...〉σ , (19)
with σ¯xn = σ¯xn−1 + q
(2)
n + (−1)n, and N (2) a normaliza-
tion factor. In each of those sectors, the dynamics will
be effectively disordered - the influence of random static
charges will manifest in a random disordered potential
with strength related to J .
