This article develops a rich class of discrete-time, nonlinear dynamic term structure models (DTSMs). Under the risk-neutral measure, the distribution of the state vector X t resides within a family of discrete-time affine processes that nests the exact discrete-time counterparts of the entire class of continuous-time models in Duffie and Kan (1996) and Dai and Singleton (2000) . Under the historical distribution, our approach accommodates nonlinear (nonaffine) processes while leading to closed-form expressions for the conditional likelihood functions for zero-coupon bond yields. As motivation for our framework, we show that it encompasses many of the equilibrium models with habit-based preferences or recursive preferences and long-run risks. We illustrate our methods by constructing maximum likelihood estimates of a nonlinear discrete-time DTSM with habit-based preferences in which bond prices are known in closed form. We conclude that habit-based models, as typically parameterized in the literature, do not match key features of the conditional distribution of bond yields. (JEL G12, C50, E13, E21) 
Introduction
This article develops a rich class of discrete-time, nonlinear dynamic term structure models (DTSMs) in which zero-coupon bond yields and their conditional densities are known exactly in closed form. Under the risk-neutral measure Q, the distribution of the state vector X t resides within a family of (2008) for habit-based models and Bansal, Kiku, and Yaron (2009) and Constantinides and Ghosh (2008) for models with long-run risks (LRR) in consumption growth. Our framework renders full-information maximum likelihood (ML) feasible for these (and other) equilibrium asset pricing models.
We proceed to compute ML estimates of our habit-based model using historical data on consumption growth, inflation, and U.S. Treasury bond yields. We compare our estimates and the model-implied properties of the conditional distribution of bond yields to those implied by parameters chosen according to several sensible calibration schemes. The results highlight some of the limitations of the habit-based models that have been examined to date.
In what is perhaps the closest precursor to our construction of arbitragefree pricing models, Gourieroux, Monfort, and Polimenis (2002) developed DTSMs based on the single-factor autoregressive gamma model (the discretetime counterpart to a one-factor CIR model) and multifactor Gaussian models. In terms of coverage of models, our framework extends their analysis to all of the families of multifactor models D A Q M (N ), 6 M = 0, 1, . . . , N . Furthermore, Gourieroux et al. assumed that the market price of risk is constant and, as such, they focused on the "completely" affine versions of the D A Q 1 (1) and D A Q 0 (N ) models. A major focus of our analysis is on the specification and estimation of discrete-time affine DTSMs that allow general dependence of t on X t . Moreover, we illustrate this flexibility by computing ML estimates of an equilibrium asset pricing model using both macroeconomic and bond market data.
The remainder of this article is organized as follows. We start in Section 2 with a more in-depth motivation for our modeling framework using the exponential-affine pricing kernel underlying both habit-based and LRR models. We then proceed to develop both the theoretical properties of our modeling approach and their application to a habit-based DTSM in parallel. Section 3 presents the canonical families of affine Q processes D A Q M (N ), 0 ≤ M ≤ N . The specific formulations of the state process in the habit-based model are set forth in Section 4, and closed-form expressions for equilibrium bond prices are derived.
The distribution of bond yields under the physical measure is taken up in Section 5. For each family D A Q M (N ), we specify an associated family of stateprice densities (dP/dQ) D t+1 linking the P and Q distributions of X t+1 that has a natural interpretation as a discrete-time counterpart to the state-price density associated with affine diffusion-based, continuous-time DTSMs. Moreover, just as in a continuous-time model, we allow the modeler substantial flexibility in specifying the dependence of the market price of factor risks, t , on X t . By roaming over admissible choices of t , we are effectively ranging across 6 We use the notation D A at University of North Carolina at Chapel Hill on June 24, 2010 http://rfs.oxfordjournals.org Downloaded from the entire family of admissible arbitrage-free DTSMs constructed under the assumption that, under Q, X follows a process residing in one of the families D A Q M (N ). Importantly, a key difference between our discrete-time construction and the continuous-time counterpart is that each choice of (dP/dQ) D t+1 , when combined with a known affine Q distribution of the state X , leads to a known parametric representation of the P-distribution of bond yields.
The properties of the market prices of risk underlying our choice of (dP/dQ) D t+1 are elaborated on in Section 6. Details of the P distribution of the state and the associated market prices of risk in our habit-based, illustrative DTSM are presented in Section 7. Finally, the empirical examples are presented in Section 8.
Equilibrium Affine Bond Pricing Models
Two widely explored equilibrium models in asset pricing-models in which agents exhibit habit formation or evaluate LRR with recursive preferencesspecify agents' marginal rate of substitution in exponential-affine form. Specifically, letting C t denote real consumption, P t denote the price level, g t+1 = log (C t+1 /C t ), and π t+1 = log (P t+1 /P t ), the logarithm of the pricing kernel for valuing nominal cash flows takes the affine form m t,t+1 = γ 0 log δ − γ 1 g t+1 − γ 2 η t+1 − π t+1 .
Both the specification of η t+1 and the relationship among the γ 's varies across these two equilibrium formulations. In the models of habit formation, as parameterized in CC and Wachter (2006) , η t+1 is the growth rate of the consumption surplus ratio. Letting H t denote agents' level of external habit, s t = log[(C t − H t )/C t ] and η t+1 = (s t+1 − s t ), and the γ 's satisfy γ 0 = 1 and γ 1 = γ 2 . Additionally, the state vector X t is composed of the current consumption surplus ratio (s t ) and the current inflation rate (π t ). Consumption growth (g t ) is assumed to be conditionally perfectly correlated with the consumption surplus ratio.
Alternatively, in the LRR model explored by Bansal and Yaron (2004) and Bansal, Kiku, and Yaron (2009) , among others, m t,t+1 is given by Equation (1) with η t+1 = r c,t+1 , the one-period return on a claim to aggregate consumption flows. The γ 's satisfy γ 1 = γ 0 /ψ and γ 2 = (1 − γ 0 ), where ψ is the elasticity of intertemporal substitution and the coefficient of risk aversion is a known function of γ 0 and ψ.
Several practical issues arise when fleshing out implementable versions of these models with exponential-affine pricing kernels. First, both models involve a strictly positive process that is the central source of time variation in risk premiums. In the case of habit models, it is the surplus consumption process
where λ(·) is a strictly positive sensitivity function that induces conditional heteroskedasticity in s t . The positivity of s t+1 implies that innovations in consumption growth,
, cannot literally be Gaussian, as was assumed by Wachter (2006) . We avoid this inconsistency by positing a strictly positive, discrete-time stochastic process for surplus consumption. As in CC and Wachter, our representation of s t also exhibits conditional heteroskedasticity. For the LRR model, consumption growth is typically specified as
where x t is expected consumption growth (the persistent component of g t that induces LRR in g t ) and σ t is the shared volatility process of g t and x t . In the simplest versions of LRR models, time variation in risk premiums is induced entirely by time variation in σ t , a process that by definition is strictly positive. Yet most studies of the effects of LRR on asset returns have assumed that σ 2 t follows a Gaussian AR(1) process, a logical impossibility (see, e.g., Bansal, Kiku, and Yaron 2009 and Shaliastovich 2009) . Their Gaussian process for σ 2 t can be replaced by the discrete-time, autoregressive-gamma process (see Gourieroux and Jasiak 2006 and Section 3.1) that is strictly positive and, importantly, that preserves the affine structure of their pricing model.
Pursuing the latter point, a tractable feature of many of the LRR models built upon Equation (1) is that they lead to affine pricing models. Subject to a linearization that has r c,t+1 being an affine function of g t+1 and the logarithm of the ratio of the price of the claim to future aggregate consumption flows to C t , LRR models lead to affine P and Q distributions of the state. It follows immediately that zero-coupon bond prices are exponential-affine functions of the state (Duffie and Kan 1996) , and the affine P distribution of the state facilitates econometric evaluation of these models.
Studies of asset prices in habit models, in contrast, combine an affine process for g t (typically constant mean and a Gaussian innovation) with the surplus consumption process (2). Together with the pricing kernel (1), this system gives rise to a nonaffine process under Q and, as such, bond prices must be determined numerically from the representative agent's Euler equation. Instead, we formulate our model so that X t follows an affine Q process and the oneperiod short-rate r t is an affine function of X t , and this leads immediately to closed-form solutions for zero-coupon bond prices. Then market prices of risk are chosen so that the P distribution of consumption growth shares many of the features of previous specifications. In fact, in the continuous-time limit of our discrete-time model, g t is independent and identically distributed (iid) and conditionally homoskedastic, just as in CC and Wachter.
In spirit, then, our approach is more in line with that of the LRR literature. However, importantly, no approximation or linearization is involved in the derivation of our habit model, and the state in our model does not follow an affine P process because of the model-implied nonlinear market prices of risk.
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Nevertheless, we obtain a closed-form representation of the likelihood function for our model.
A common feature of extant LRR models and our habit model is that, in these equilibrium settings, the functional dependence of r t on X t depends on the structure of preferences and the specifications of the P and Q distributions of the state. As part of the development of our pricing model with habit formation, we demonstrate that the assumed affine dependence of r t on (s t , π t ) is an equilibrium implication of the model. This is achieved by judicious choice of the nonlinear drift of g t under Q.
We expand on these and related issues subsequent to presenting the affine Q family of models used in our empirical illustrations.
Canonical Discrete-Time Affine Q Processes
To exploit the exponential-affine structure of Equation (1) Throughout this article, we assume that the state vector X t is affine under the risk-neutral measure Q, in the sense that the conditional Laplace transform of X t+1 given X t satisfies: 8
In the rest of this section, we make explicit the functional forms of a(·) and b(·) that define the affine
That a conditionally Gaussian process with constant variance satisfies Equation (3) is well known. What has inhibited the development of richer discrete-time equilibrium pricing models is the absence of strictly positive volatility processes upon which researchers can build D A Q M (N ) processes for 0 < M ≤ N . Accordingly, we turn first to the family of D A Q N (N ) models, the discrete-time counterpart to the correlated, multifactor square root or CIR model. 7 These are not the only well-defined discrete-time affine DTSMs. Gourieroux, Monfort, and Polimenis (2002) discuss a variety of other examples that are outside the purview of our analysis (because their continuous-time counterparts do not reside in one of the families A Q M (N )). 8 See Duffie, Pan, and Singleton (2000) for a proof that the continuous-time affine processes typically examined have conditional characteristic functions that are exponential-affine functions, and see Gourieroux and Jasiak (2006) and Darolles, Gourieroux, and Jasiak (2006) for discussions of discrete-time affine processes related to those examined in this article.
DA
The scalar case N = 1 was explored in depth in Gourieroux and Jasiak (2006) and Darolles, Gourieroux, and Jasiak (2006) . We extend their analysis to the multivariate case of a D A Q N (N ) process Z t as follows. As in the canonical A Q N (N ) model of DS, we assume that, conditional on Z t , the components of Z t+1 are independent. To specify the conditional distribution of Z t+1 , we let be an N × N matrix with elements satisfying
Furthermore, for each 1 ≤ i ≤ N , we let ρ i be the ith row of the N × N nonsingular matrix ρ = (I N ×N − ). Then, for constants c i > 0, ν i > 0, i = 1, . . . , N , we define the conditional density of Z i t+1 given Z t as the Poisson mixture of standard gamma distributions:
(4) Here, the random variable P ∈ (0, 1, 2, . . .) is drawn from a Poisson distribution with intensity modulated by the current realization of the state vector Z t , and it in turn determines the coefficient of the standard gamma distribution (with scale parameter equal to 1) from which Z i t+1 is drawn. The conditional density function of Z i t+1 takes the form 9
Using conditional independence, the distribution of a D A
Finally, it is straightforward to show that for any u, such that u i < 1 c i , the conditional Laplace transform of Z t+1 is given by Equation (3) with
When the off-diagonal elements of the N × N matrix are nonzero, the autoregressive gamma processes {Z i } are (unconditionally) correlated. Thus, even in the case of correlated Z i t , the conditional density of Z t+1 is known in closed form. This is not the case for correlated Z in the continuous-time constrained by our requirement that i j ≤ 0. Analogous to the constraint imposed by DS on the off-diagonal elements of the feedback matrix κ Q in their continuous-time models, this constraint serves to ensure that feedback among the Z 's through their conditional means does not compromise the requirement that the intensity of the Poisson process be positive. Equivalently, it ensures that we have a well-defined multivariate discrete-time process taking on strictly positive values.
The conditional mean E Q t [Z t+1 ] and conditional covariance matrix V Q t [Z t+1 ] implied by the conditional moment-generating functions (3) and (6) are
and the off-diagonal elements of V Q t [Z t+1 ] are all zero (correlation occurs only through the feedback matrix). Note the similarity between the affine form of these moments and those of the exact discrete-time process implied by a univariate square-root diffusion.
That this process converges to the multifactor correlated A Q N (N ) process 10 can be seen by letting
where κ Q is an N × N matrix and θ Q is an N × 1 vector. In the limit as
, where σ is an N × N diagonal matrix with ith diagonal element given by σ i .
is an exponential-affine function of X t . This will be the case if Y t+1 is exponentially affine with respect to
is the density of a Gaussian process with conditional mean and variance ω
10 Gourieroux and Jasiak (2006) attribute the insight that the D A Q 1 (1) process is a discrete-time counterpart to the square-root diffusion to Lamberton and Lapeyre (1992) .
11 To see this, consider: 12 The proposed formulation of a habitbased DTSM follows this structure. We will assume that the inverse surplus consumption ratio z t+1 follows a D A Q 1 (1) process and inflation π t+1 is Gaussian conditional on z t+1 and X t = (z t , π t ), and this will imply that X t follows an affine Q process.
Bond pricing
As in the extant literature on affine term structure models, suppose that the interest rate on one-period zero-coupon bonds is an affine function of the state: r t = δ 0 + δ X X t , where δ X > 0 is a 1 × N vector. 13 With this additional assumption, the time-t zero-coupon bond price with maturity of n periods is given by
where the loadings A n and B n are determined by the following recursion:
with the initial condition A 0 = B 0 = 0. 14
Pricing in the Habit-Based DTSM
In this section, we apply the framework just presented to the pricing of nominal zero-coupon bonds in the habit-based DTSM. We proceed in three steps: first we present the risk-neutral, affine Q representation of the state; then we show that, by appropriate choice of the drift of consumption growth, in equilibrium the short-rate r t is affine in X t ; and finally we combine these results to derive closed-form expressions for zero-coupon bond prices.
12 For continuous-time formulations, Collin-Dufresne, Goldstein, and Jones (2008) and Joslin (2007) show that, when N ≥ 4 and 2 ≤ M ≤ N − 2, then this formulation of the conditional variance is not the maximal canonical A Q M (N ) model. Our framework accommodates the discrete-time counterpart to their maximal models by appropriate choice of Y t . 
The first two conditional moments of z t are
The consumption growth We assume that under Q consumption growth follows the process
The innovation in
, is the shock to s t+1 ; that is, s t+1 and z t+1 are perfectly correlated conditional on date t information. The scaling by σ Q t [z t+1 ] renders g t+1 approximately conditionally homoskedastic, an assumption maintained in both CC and Wachter. 16 The conditional mean of consumption growth, f (z t ), will be chosen subsequently to ensure that, in equilibrium, the short rate r t is an affine function of the state.
The inflation process
Inflation is assumed to follow the process
where Q π,t+1 ∼ N (0, 1) and the risk-neutral long-run Q-mean of z t is ν z c z /(1 − ρ z ). The parameters ρ π and σ π govern the autoregressive nature of inflation and idiosyncratic inflation shocks, respectively. The parameters ρ π,z 15 Note that s t is always negative; therefore, a natural (trivial) upper bound for s t is s max = 0. s t = 0 implies a zero habit level: H t = 0. Therefore, a nonzero upper bound of s t essentially imposes a minimum level of habit, H t , as a fraction of current consumption, C t .
16 g t+1 is exactly conditionally homoskedastic if σ
However, it can be shown that the difference between these two quantities is small for typical sampling intervals , on the order of ( ) 2 .
and σ π,g modulate the unconditional and conditional correlation between consumption growth and inflation.
This inflation process extends the specification in Wachter (2006) by allowing feedback from the lagged value of consumption surplus z t to π t+1 , in addition to having nonzero conditional correlation between z t+1 and π t+1 . As will be discussed in depth in Section 8.3, the conditional and unconditional correlations between z t+1 and π t+1 play central roles in the ability of the habitbased model to resolve expectation puzzles in the term structure literature. By introducing a nonzero ρ π z , our habit-based model adds an additional degree of flexibility along this dimension relative to Wachter's formulation. Following Wachter, we assume that inflation has no impact on the real side of the economy.
Risk-neutral density of states
In the notation of the last section, X t follows a D A Q 1 (2) with one-period-ahead density
where f Q (z t+1 |z t ) is given by Equation (5) and f Q (π t+1 |z t+1 , z t , π t ) is a Gaussian density with
Given this structure, it follows immediately that X is an affine Q process with Laplace transform
where
and 
Bond prices in the habit-based DTSM
Key to obtaining closed-form representations of bond prices are the conditions that X t follows an affine Q process and r t is an affine function of X t . The former property of the model is introduced by assumption on the exogenous variables in the model. We turn next to a sufficient set of restrictions on the risk-neutral expectation of consumption growth to ensure that the model-implied, equilibrium short rate is an affine function of X t .
Proposition 1.
If the conditional expectation of g t+1 under Q is given by
• C is a constant
• Q G denotes a Gaussian measure with the same conditional mean and variance implied by the measure Q, then the nominal interest rate per unit of time interval is affine in the state
where δ π = ρ π , 17
Proof. See Appendix D.
We defer further interpretation of the nonlinear conditional Q-mean f (z t ) of consumption growth until after we have specified the market prices of risk. This will allow direct comparisons between the model-implied P and Q distributions of surplus consumption and consumption growth.
From Proposition 1 and our assumption that the states follow a D A Q 1 (2) process, it follows that nominal zero-coupon bond prices of any maturity are exponentially affine in the state. 17 At first glance, the fact that r t increases in σ 2 g and σ 2 π might seem contrary to investors' precautionary savings motive. However, this is a consequence of representing δ 0 and δ z in terms of parameters of the risk-neutral distribution. If the risk-neutral mean is replaced by its equivalent expression in terms of the physical mean and market prices of risk, then we recover the usual negative coefficients on volatilities.
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Physical Distribution of Bond Yields
A standard means of constructing an affine DTSM in continuous time is to start with a representation of X in one of the families A Q M (N ) and then to specify a market price of risk η t that defines the change of measure from Q to P for X . In principle, starting with an affine Q model for X , one can generate essentially any functional form for the P drift of X by choice of the market price of risk η, up to the weak requirement that η not admit arbitrage opportunities. What has led researchers to focus on relatively restrictive specifications of η(X t ) are the computational burdens of estimation that arise when the chosen η leads to an unknown (in closed form) P-likelihood function for the observed bond yields.
In this section, we introduce a discrete-time P-formulation of affine DTSMs that overcomes this limitation of continuous-time models. This is accomplished by choosing a Radon-Nykodym derivative (dP/dQ) D (X t+1 , t ) satisfying
with the properties that (P1) it is known in closed form (so that f P can be derived in closed-form from our knowledge of f Q developed in Section 3); (P2) t is naturally interpreted as the market price of risk of X t+1 ; and (P3) rich nonlinear dependence of t on X t is accommodated. In principle, any choice of (dP/dQ) D that is a known function of (X t+1 , t ) and for which P and Q are equivalent measures (as required by the absence of arbitrage) leads to a nonlinear DTSM satisfying P1.
We proceed by adopting the following particularly tractable choice of
where φ Q is the conditional Laplace transform of X under Q, and t is a N × 1 vector of functions of X t satisfying Prob{ i t c i < 1} = 1, for 1 ≤ ∀i ≤ M, and
This formulation of (dP/dQ) D is a conditional version of the Esscher (1932) transform for the con- 18 The restrictions that the products it c i , 1 ≤ i ≤ M, for the M volatility factors are bounded by unity are required to ensure that f P is a well-defined probability density function and that P and Q are equivalent measures. This follows from the observation that φ Q (u; X t ) is finite if and only if u i c i < 1. Unless it c i < 1 almost surely, for i = 1, . . . , M, φ Q ( t ; X t ) is infinite with positive probability. In this case, f P would not integrate to unity for a set of X t that has positive measure, and P and Q would not be equivalent. These bounds are typically weak, and in the applications we have encountered so far they are far from binding. As t approaches zero (continuous time), the only requirement is that the it be finite almost surely.
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The Review of Financial Studies / v 23 n 5 2010 ditional Q distribution of X . 19 With this choice of (dP/dQ) D , the conditional P-Laplace transform of X t is given by
has an exponential-affine form, A(u; t ) and B(u; t ) are functions of t that, in turn, may be a nonlinear function of X t . Thus, in general, X is not an affine process under P. We elaborate on the nature of the nonaffine nature of this distribution below. With this choice of (dP/dQ) D , the pricing kernel for pricing one-periodahead payoffs in our discrete-time model is
where we have used the fact that φ P (− t ; X t ) = φ Q ( t ; X t ) −1 , which follows from Equation (30) evaluated at u = − t . This choice of RadonNykodym derivative-equivalently pricing kernel M-is natural in that, for small time interval , its counterpart in affine Q diffusion models (dP/dQ) C is approximately equal to (dP/dQ) D (t, t + ). 20 As such, the P distributions of the bond yields implied by our families D A Q M (N ) and associated market prices of risk capture essentially the same degree of flexibility inherent in the families A Q M (N ) as one ranges across all admissible (arbitrage-free) specifications of the market prices of risk η(X t ). It is in this sense that we view our framework as the discrete-time counterpart of the entire family of arbitragefree, continuous-time affine DTSMs derived under the assumption that the Qrepresentation of X resides in one of the families A Q M (N ). Under these regularity conditions, we have all of the information necessary to construct the likelihood function of the state and hence the bond yields 19 Buhlmann et al. (1996) formally develop the conditional Esscher transform using martingale theory in the context of no-arbitrage pricing. A notable application of the Esscher transform (with constant ) to option pricing is Gerber and Shiu (1994) , who demonstrate that many variants of the Black-Scholes option pricing model can be developed using the Esscher transform. For our purposes, the conditional transform is essential because of our linkage (see below) of t to the market prices of risk. 20 That is, for a small time interval and approximate affine state process
where t ≡ X S Xt −1 η t is a transformation of the market price of risk η t .
under P. We effectively know f Q (X t+1 |X t ) from the cross-sectional behavior of bond yields. Furthermore, the relationship between the observed yields y t and the state vector X t is also known due to the pricing Equation (9), which depends only on the risk-neutral distribution f Q (X t+1 |X t ). Thus, the unknown function (dP/dQ) D (X t+1 ; t ) can be estimated from the time-series observations of bond yields, y t .
The Market Prices of Risk
An immediate implication of Equation (29) is that, if
Thus, agents' market prices of risk are zero if and only if t = 0. In our discrete-time setting, t is not literally the market price of X risk (MPR), but rather the MPR is a nonlinear (deterministic) function of t . However, in a sense that we now make precise, t is the dominant term in the MPR. Accordingly, we will refer to t as the MPR, as this will facilitate comparisons with the MPR in continuous-time (A Q M (N ), η) models. Notice first of all that 21
is the conditional covariance matrix under P. Ignoring the higherorder terms, the above relationship is exactly what arises in diffusion-based models: t is the vector of market prices of risk underlying the adjustment to the "drift" in the change of measure from Q to P. Moreover, the continuously compounded, expected excess return on the security with the payoff e −c X t+1 is
Since c determines the exposure of this security to the factor risk X and
] measures the size of the risk, the random variable t is the dominant term in the true market price of risk underlying expected excess returns. 22 21 The terms A (1) (0; t ) and B (1) (0; t ) are the first derivatives of A and B with respect to their first arguments, and a (1) (u) and b (1) (u) are the first derivatives of a(u) and b(u). It is evident from Equation (32) 
where √ S(t) is the diffusion term in an A Q M (N ) affine diffusion model and µ P (X t ) is the desired P-drift of a diffusion model for X , then locally one would obtain
That is, starting with an affine specification of the Q drift µ Q (X t ), we can generate essentially any desired nonlinear X t dependence of the P drift of X , µ P (X t ), by choosing t as in Equation (34). Although we have allowed for considerable flexibility in specifying the dependence of t on X t , it is desirable to impose sufficient structure on t to ensure that the ML estimator of P has a well-behaved large-sample distribution. One property of the P distribution of X that takes us a long way toward assuring this is geometric ergodicity. 23 The following proposition provides sufficient conditions for the geometric ergodicity of an autoregressive gamma process (see Appendix A for the proof).
Proposition 2 (G.E.(Z)).
Suppose that the market price of risk Z (Z t ) is a continuous function of Z t , and the eigenvalues of the matrix ρ, ψ i (i = 1, 2, . . . , M), satisfy max i |ψ i | < 1. If, in addition,
1.
Z (z) ≤ 0 for ∀z ≥ 0, or 2.
Z (z) →λ ≤ 0 as z → ∞ and ρ i j = 0 for 0 ≤ i = j ≤ M, then Z t is geometrically ergodic under both Q and P.
Establishing geometric ergodicity for the entire state vector X t is more challenging because of the range of possible specifications of Y t , many of which lie outside those considered in the literature on geometric ergodicity. For this reason, researchers will most likely have to treat the issue of geometric ergodicity on a case-by-case basis, as we do in our illustrations.
Finally, we note that, for our particular choice of Radon-Nykodym derivative, there is also a computationally fast way to simulate directly from the conditional P distribution of X . Specifically, returning to the exponentialaffine representations (3) and (30) for the conditional MGFs, upon making the 23 See Duffie and Singleton (1993) for definitions and applications of geometric ergodicity in the context of generalized method of moments estimation. General criteria for the geometric ergodicity of a Markov chain have been obtained by Nummelin and Tuominen (1982) and Tweedie (1982) .
dependence of the coefficients a(·) and b(·) of φ Q on the risk-neutral parameters explicit by writing
the coefficients A(u, v) and B(u, v) of φ P can be written as
It follows that the conditional density under P has exactly the same functional form as the density under Q, except that the latter is now evaluated at the (possibly time-varying) parameters P ( t ). Analogously to the continuous-time case, the volatility parameters {ν i } M i=1 (for the M stochastic volatility factors), and h 0 and {h i } M i=1 (for the N − M conditional Gaussian factors), are not affected by the measure change. It follows that, given X t , the value of the state at date t + 1 can be simulated exactly using the Q density, with the parameters adjusted to reflect the state dependence induced by the measure change. Now consider the problem of computing the conditional P-expectation of a measurable function g(X t+τ ), for any τ > 1, by Monte Carlo methods. Such computations can be approached in either of two ways. First, defining the random variable
we can write
The expectation on the right-hand side of Equation (38) can be computed, for a given value of X t , by simulation under Q using the known density f Q (X t+1 |X t ). Moreover, the nonlinearity in the P distribution-its nonaffine structure-is captured through the random variable π D t,t+τ , which is also known in closed form.
Alternatively, using the preceding shortcut to simulating from the P distribution of X directly, we can compute the left-hand side of Equation (38) by Monte Carlo simulation without reference to the right-hand side. This second approach is used in our empirical illustrations in Section 8. 
The P Distribution in the Habit-Based DTSM
To complete the specification of our habit-based DTSM, it remains to specify the market prices of risk and derive the physical distribution of bond yields. Along the way, we discuss the steady-state conditions and the continuoustime limit of our discrete-time model. The latter facilitates comparison with the habit-based models studied by CC and Wachter.
The market price of risk in the habit-based DTSM
Substituting Equation (15) into Equation (1) leads to
Since the market price of risk 24 t is, by definition, the loading on X t in m t+1 ,
It follows that the market price of inflation risk is constant at 1, and the market price of inverse surplus consumption risk is time-varying and (potentially highly) nonlinear in z t . The corresponding physical density of X t+1 is given by
In implementing the ML estimator using this physical density, we constrain the parameters of our model to rule out nonstationarity and an absorbing boundary for surplus consumption. The following proposition gives conditions under which the state variables are geometrically ergodic and z t is nonabsorbing at zero.
Proposition 3. If
then the state variables z t and π t are geometrically ergodic and nonabsorbing at zero.
Proof. See Appendix B.
It should be noted that Proposition 3 only gives sufficient conditions. Owing to the nonlinear dynamics under the physical measure, we have not discovered a set of necessary conditions for ergodicity. Simulations at various parameter values, however, suggest that the conditions of Proposition 3 are close to being necessary. Even slight violations of these constraints will often result in explosive behavior of the state variables.
Steady-state conditions
Following CC and Wachter, we require that
As explained by CC, the first condition guarantees that the (log) habit level log H t is a deterministic function of past consumption around the steady state (z). The second condition ensures that this deterministic function is locally increasing in past consumption. As shown in Appendix C, these conditions impose the following constraints on the model parameters:
The continuous-time limit
To put the model parameters in connection with the time interval , let Proposition 4. In the continuous-time limit, X t = (z t , π t ) follows the riskneutral process
Under the P measure, X t follows the process
, and
The consumption growth process approaches the diffusion
under Q, and the process
under the historical distribution.
Proof. See Appendix E.
Proposition 4 confirms that the state processes under our formulation are exponentially affine under Q. Moreover, from Equation (49), it is seen that the nonlinearity in the drift of the physical state processes takes a particularly simple form: it depends on the square root of the inverse consumption surplus z t . Thus, we provide a structural motivation for the form of nonlinearity studied by Duarte (2004) in a reduced-form setting. Since the P-nonlinearity of z t arises from the nonlinear risk premiums implied by habit formation, it is intuitive that the nonlinear component in the P-drift of z t is a function of the utility curvature γ (which modulates the price of risk) and σ c g and σ z (which modulate the quantities of risks).
Note also from Equation (51) that consumption growth g t converges to a homoskedastic process with a constant mean under P. This justifies the choice we made earlier in modeling the risk-neutral conditional expectation of g t+1 , f (z t ). Specifically, to align our model to those of CC and Wachter, f (z t ) is chosen so that its nonlinearity is exactly netted out by the nonlinearity generated by the habit-based market prices of risk, giving a homoskedastic P-process with a constant mean. More generally, allowing for some degree of predictability of consumption growth under P is feasible within our modeling framework. For example, with a slight modification to f (z t ), the P-drift of g t+1 could be driven by z t in a manner very similar to the LRR model of Bansal and Yaron (2004) .
Empirical Illustrations
Previous studies of habit-based models of asset prices have typically focused on parameters chosen by matching model-implied moments to a selected set of sample moments of the data. 25 As we document subsequently, the degree to which habit-based models resolve puzzles in the bond pricing literature depends on which set of moments is used in calibration. This sensitivity motivates our interest in examining the properties of our model evaluated at the ML estimates of the model. The likelihood function implicitly uses all of the moments of the distributions of the variables in the model, weighted by the precision with which they are estimated. ML estimation is relatively challenging in Wachter's (2006) formulation of the habit-based model, owing to the nonlinear dependence of bond yields on the state. Within our framework, joint ML estimation of all model parameters is feasible since both analytical bond prices and likelihood function are available.
Summarizing the estimation problem, the Q distribution of the inverse surplus consumption ratio z t , a CIR-like process, is governed by three parameters: the persistence parameter ρ z , the volatility parameter c z , and risk-neutral longrun mean of z t , ν z . Whereas ρ z and c z are free parameters, ν z is determined as a function of other parameters of the model (to satisfy the steady-state conditions described in Appendix C). Similarly, ρ π , σ π , and θ π govern the persistence, volatility, and long-run mean of the risk-neutral inflation process. In addition, the contemporaneous correlation and feedback between z t and π t are captured through σ πg and ρ πg , respectively. δ is the subjective discount factor. δ 0 is the constant term in the short rate equation. Finally, γ determines the curvature of the habit utility function. 
Data
We follow Piazzesi and Schneider (2007) and construct our quarterly measures of inflation and real consumption from the NIPA price and quantity indexes. 26 Compared with the CPI index, which covers a wide basket of goods, our inflation measure maps precisely to the measure of aggregate consumption used in the analysis. Only consumption of nondurable goods and services is included. Total real consumption is divided by the corresponding population series, obtained from the Census Bureau. To reduce the level of measurement noise in the inflation series, we follow the suggestion of Kim (2008) and process our inflation series through an ARMA(1,1) filter:
We then use an exponentially smoothed measure of observed inflation:
as the true inflation series purged of measurement noise. 27 The interest rate data are downloaded from the Federal Reserve's website accompanying Gurkaynak, Sack, and Wright (2006) . 28 Available maturities are in whole numbers of years, ranging from one to seven years. Our analysis is performed using quarterly data over the sample period 1961 through 2007.
Calibration
As an informative first-step toward the analysis of our habit-based DTSM, we calibrate the model to various sample moments in the data in order to explore the sensitivity of the model's properties to alternative choices of parameter values. We choose σ g to match the standard deviation of consumption growth in the data. Then, for each set of {γ, ρ z , c z , ρ π , ρ π,z , σ πg , σ π }, we compute ν z from the steady-state conditions described in Appendix C. Given ρ z , c z , ν z , we simulate a long series of z t and choose θ π to match the sample mean of inflation, E T [π t ]. 29 δ 0 is chosen to match the observed level of the yield curve, defined as the midpoint between the mean of the one-year and seven-year zero 26 NIPA tables 2.3.3, 2.3.4, and 2.3.5. 27 We also reran our analysis using the raw inflation series and found no significant qualitative changes. Motivated by similar considerations, Wachter (2006) also uses an ARMA filter to process her inflation and consumption data. 29 The simulation size is fifty thousand, after a burn-in sample of five thousand. It can be shown that
, where E S [.] denotes averaging over simulated values. Small-sample standard errors are computed using ML estimates from one hundred simulated samples with a length of 185 quarters.
yields. Next, we choose δ to match the sample mean of consumption growth,
Finally, we choose {γ, ρ z , c z , ρ π , ρ π,z , σ πg , σ π } to match sample moments from the data according to one of the following two schemes. In the first scheme (CS), we place positive weights on the sample means and volatilities of interest rates, inflation volatility, inflation persistence, the unconditional correlation between consumption growth and inflation, and the Campbell and Shiller (1987) (CS) regression coefficients. 31 In the second scheme (VO), we adopt the same weighting scheme except that we place zero weights on the CS regression coefficients (the slope coefficient in the regression of changes in long-term bond yields on the slope of the yield curve). The calibrated values of the parameters are displayed in table 1.
The moments of the consumption growth and inflation process corresponding to the two calibrated parameter sets are reported in table 2. Both calibrated models do a good job of capturing the moments of inflation and consumption growth in the data. 32 30 Precisely, we match
This equation matches the drift of the continuous-time consumption growth process to the discrete-time sample mean. This is convenient since a closed-form expression for average consumption growth is only available in the continuous-time limit. As shown in table 2, the errors from not using the model-implied mean in discrete time are small. 31 We minimize the sum of squared differences between the model-implied and sample moments. To ensure that the yield curve is matched on average, we multiply the difference in means of interest rates by a factor of 10 before computing the sum of squared errors. All other moments receive a weight of 1. 32 The volatility of consumption growth and the long-run mean of inflation are not reported since they are perfectly matched as part of our calibration process.
at University of North Carolina at Chapel Hill on June 24, 2010
http://rfs.oxfordjournals.org
Downloaded from
The Review of Financial Studies / v 23 n 5 2010 Notable differences between the models emerge when we examine the model-implied moments of bond yields. For each calibration scheme, the three graphs in figure 1 display, from left to right, the sample and model-implied average yield curve, term structure of volatility, and CS regression coefficients. Focusing first on scheme CS (figure 1a), the model-implied CS regression coefficients match strikingly well with those in our sample. This near-perfect match comes at the expense of scheme CS failing to match the term structure of yield volatilities. It produces an upward-sloping volatility curve, contrary to the downward-sloping sample volatilities. Under scheme VO (figure 1b), the sample average yield curve and volatility curve are matched nearly perfectly.
However, scheme VO completely fails to match the CS coefficients-it is as if the expectations theory holds in this model.
ML estimation of the habit-based model
Clearly, whether or not one directly penalizes a calibration scheme for failing to match the CS regression coefficients materially affects how well habit-based models fit other key features of the distribution of bond yields. Examination of the model-implied likelihood function leads to an optimal weighting of the conditional moments of yields, inflation, and consumption growth.
For each quarter in our sample, we compute the inverse consumption surplus ratio (z t+1 ) from Equation (15), based on our observation of g t+1 and the previously implied value of z t :
The physical density f P (z t+1 π t+1 |z t , π t ) is then computed using Equation (41). In addition, we assume that bonds with one, four, and seven years to maturity are priced with normally distributed iid errors with mean zero and constant variances. This distributional assumption for the pricing errors introduces minimal additional flexibility in fitting yields, beyond that inherent in the habit-based DTSM. Combining these observations and letting R t denote the continuously compounded yields on these three bonds, the likelihood of the observed time series
where the first term on the right-hand side of Equation (55) is the Jacobian of the transformation between g t and z t . 33 The resulting estimates and their associated standard errors are reported in the last three columns of table 1. All of the parameters are estimated with considerable precision. The point estimate of the utility curvature parameter (γ ) is 2.4-a value quite close to what is adopted in studies of the equity premium and Wachter's choice of 2. 33 In maximizing this likelihood function, we address the possibility of negative fitted values of z t by assuming that any such negative values of z t are the manifestation of an exponentially distributed error. In this manner, errors in z t that lead to negative fitted values are continuously penalized and, in the presence of such errors, the likelihood function remains smooth. In our sample, there were a small number of negative fitted z's, all of which occurred prior to 1974. Also, to ensure that our estimates are globally optimal, we implement the optimization in two steps. First, we randomly generate thousands of starting points, quickly improve them within a short time window, and then rank them in the order of likelihood value. Second, we use the best five hundred parameter sets as starting points and numerically maximize the likelihood function (55) until convergence. Out of these five hundred local optima, we select the parameter set that yields the highest likelihood value.
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Likewise, the steady-state value of z t (z) and the upper boundary of s t (s max ) are close in magnitude to those used by CC and Wachter. Moreover, the model-implied fitted values of surplus consumption and habit both seem plausible. From figure 2a, it is seen that s t comoves strongly with the business cycle, with four noticeable troughs corresponding to recessions in 1975, 1982, 1991, and 2002 . The time-series behavior of H t (figure 2b) is very much in line with our expectations: it is smooth, persistent, and increasing with the level of consumption.
Having established that our model fits many features of the macrovariables well, we turn next to an exploration of the fit to moments on bond yields. Figure 3 displays model-implied population term structures of the means and volatilities of bond yields ("Long run"), their sample counterparts ("Data"), and the fifth and ninety-fifth percentiles of the small-sample distributions of these statistics. The latter are computed by simulating five thousand sample paths of length 185 quarters (the size of our sample of bond yields) and, for each sample path, computing the moments of bond yields. The means of the small-sample distributions of these moments are very similar to their population counterparts, and so they are omitted to avoid congestion in these figures.
The level and the slope of the yield curve, as well as the term structure of volatilities of yields, are reasonably well matched. Although the long end of the population mean yield curve is higher than its sample counterpart, the latter is bracketed by the fifth and ninety-fifth percentiles of the small-sample distribution of the sample means. The population term structure of volatility (figure 3b) lies below our sample counterpart, perhaps owing in part to the fact that bond yields are priced with error in our setup. Nevertheless, the model clearly captures the pronounced downward slope in the volatility curve. Additionally, the percentiles of the model-implied small-sample distribution of volatilities come close to bracketing the sample estimates, even without adding on the volatilities of the pricing errors.
We are less successful at replicating the failure of the expectation hypothesis. From figure 4, it can be seen that the population CS regression coefficients ("Long-run mean") lie below one and exhibit a decreasing pattern. However, this line is (i) not far from one (the value implied by the expectation theory); (ii) lies substantially above the historically estimated coefficients (marked "Data"); and (iii) even the fifth percentile values of the small-sample distribution lie well above the sample coefficients.
Why does the habit-based DTSM fail to resolve the expectation puzzle? Letting ξ n t denote the expected excess return from holding the n-period bond for one period, the CS regression coefficients are 
Figure 5
Loadings: R n t = a n + b n z t + c n π t .
corr (z t , π t ) < 0. However, corr (π t , g t ) < 0 and z t is conditionally perfectly negatively correlated with g t , so inducing cov(z t , π t ) < 0 within this habit model is quite challenging. Since
our accommodation of feedback from z t to π t+1 (see Equation (16)) introduces a nonzero first term in Equation (59) and, thereby, offers more flexibility than what was allowed by Wachter in achieving a negative cov(z t , π t ). Nevertheless, from simulations, corr (z t , π t ) is positive (0.0024) under the CS scheme, and it is just barely negative (−0.0001) at the ML estimates. These observations may explain why Wachter's calibrated habit-based model fails to match a downward-sloping term structure of yield volatilities.
Comparing the calibrated parameters for scheme CS to the corresponding ML estimates, it is striking how closely many of them match up. Key to understanding their very different implications for the moments of bond yields are their implied factor loadings. The fact that corr (z t , π t ) > 0 under the CS scheme means that b n has to increase quite fast in n to, first, offset the negative correlation generated from (c n − c 1 )π t and, second, create a positive correlation between ξ n t and z t . However, this very effort to generate an increasing pattern in b n contributes to an increasing pattern in bond yield volatility var(R n t ) = b 2 n var(z t ) + c 2 n var(π t ) + 2b n c n cov(z t , π t ). Omitting the first (increasing) component (b 2 n var(z t )), we confirm through simulations that the other two components (c 2 n var(π t ) + 2b n c n cov(z t , π t )) decrease in maturity n under the CS scheme.
Likewise, in order to match the downward-sloping pattern of volatilities, the ML estimates generate a slowly increasing pattern of b n . However, this increase is too slow to induce sufficient positive correlation between ξ n t and z t to match the data. To see this graphically, we plot the implied b n − b 1 and b n /b 1 for the two calibration schemes and the ML estimates in figure 6 . The steep slopes of b n − b 1 as well as b n /b 1 distinctly set the CS scheme apart from the VO scheme and the ML estimates. We conclude that, while it is possible to choose parameters and their associated factor loadings to match the CS regression coefficients, our findings suggest that such loadings are far from those called for by full-information ML estimation. Put differently, the likelihood function values matching the declining term structure of yield volatilities more than it does resolving the expectations puzzle. 35 Although the literature on evaluating the ability of equilibrium DTSMs to resolve the expectations puzzle has focused largely on the CS coefficients, Dai and Singleton (2002) show that a successful model should also replicate the risk-premium-adjusted regressions coefficients. That is, in the regressions
the coefficients φ n should be one for all maturities. Figure 7 displays these adjusted coefficients for model-implied yields evaluated at our ML estimates as well as at the calibrated parameter values. The ML premium-adjusted coefficients come closest to having φ n = 1, but all of the estimates fall well below their theoretical value. There is room to improve the fit of habit-based models. In its current form, the surplus consumption ratio is the lone driver of expected excess return. As such, the distribution of z t is largely responsible for matching both the volatility structure, the slope of the yield curve, as well as the CS regression coefficients. Meanwhile, inflation contributes very little to the overall risk-premium dynamics since the price of inflation risk is constant at 1 and the volatility of inflation-specific shocks is constant. Introducing more flexibility along either or both of these dimensions would likely assist the habit-based model in matching the distribution of bond yields. 36 Yet the magnitude of the challenge is underscored by our finding that even the coefficients for scheme CS fail to 
Figure 7
Risk-premium-adjusted regression coefficients.
produce risk-premiums that satisfy the model-implied constraint that φ n = 1 in the premium-adjusted regression (60).
Concluding Remarks
In this article, we have argued that, along important dimensions, researchers can gain flexibility and tractability in analyzing DTSMs by switching from continuous to discrete time. We have developed a family of nonlinear DTSMs that has several key properties: (i) under Q, the risk factors X follow the discrete-time counterpart of an affine process residing in one of the families A Q M (N ), as classified by Dai and Singleton (2000) ; (ii) the pricing kernel is specified so as to give the modeler nearly complete flexibility in specifying the market price of risk t of the risk factors; and (iii) for any admissible specification of t , the likelihood function of the bond yield data is known in closed form.
This modeling framework was illustrated by estimating a nonlinear (nonaffine under P), equilibrium DTSM in which agents' preferences exhibit habit formation. A novel feature of our formulation is that we posit an affine Q representation of the state X t and choose the consumption process under the historical measure so that the one-period bond yield is an affine function of X t . As such, an equilibrium implication of our model is that bond yields are known in closed form, even though preferences are nonlinear and the state exhibits stochastic volatility. The market prices of risk associated with our habit-based preferences imply that the surplus consumption ratio follows a nonlinear (non-affine) process under the historical measure. Nevertheless, the likelihood function of the data is known in closed form.
The tractability of likelihood-based estimation means that our approach offers an attractive alternative estimation strategy to the calibration methods most often applied in the study of equilibrium asset pricing models. As is illustrated in our empirical analysis, calibration can easily lead to parameters that render models equally effective at matching salient features of the macroeconomic series while having fundamentally different implications for asset prices. Focusing on the likelihood function provides one systematic means of incorporating full information about the conditional joint distribution of the macroeconomic variables and asset returns.
Our framework is applicable more generally to other equilibrium DTSMs and also offers a means of exploring richer no-arbitrage, reduced-form models. 37 Key to this applicability is the presumption that the state variables follow an affine process under Q. Many of the current generation of macrofinance models of the term structure either presume an affine Q state process or are easily reformulated to have this structure (seemingly) without changing their essential properties. We note in particular that this assumption is explicit in many of the macrofinance models of the term structure being developed at central banks (e.g., Rudebusch and Wu 2008 and Hordahl, Tristani, and Vestin 2006) , as well as in models with LRR based on the framework in Bansal and Yaron (2004) . Our framework provides a means of enriching the data-generating processes in these and related studies. 
38 See Duffie and Singleton (1993) for a discussion of the geometric ergodicity of models in which volatility depends on terms of the form x γ , for γ < 1. By using L 2 norm (q = 2), we can apply Mokkadem's lemma without the iid assumption for the state innovations. 
