Abstract. Although alarms in plants are designed to notify any anomaly or faults in order to prevent accidents or to improve process, it is very difficult for the operators to identify meaningful alarms, since there are large volumes of false and nuisance alarms. Outlier detection algorithms are used to identify anomaly in data, and thus they can be used to suggest abnormal alarms. In this research, we analysed real world alarm data collected from an iron processing company and constructed data features for algorithmic outlier detection. With the data we identified outlier alarms and compared their run length with nonoutlier alarms. Our results demonstrated that outlier alarms detected by the algorithms have significantly difference patterns in average run length compared to the normal alarms.
Introduction
Modern industrial plants consist of large numbers of components, which are susceptible to work anomaly and might cause plant problems that contribute billions of dollars damages to the industries every year. Alarming systems have been developed to support secure the operation of the plant by notifying the status of plants to the operators. It is ideal for the operator to receive only meaningful alarms, but they usually receive alarms that exceed their processing capacity. False alarms and nuance alarms can be caused by various factors, such as poor design and poor tuning of alarms, different operating stages of the plant, processes change degradation and wear, seasonal changes, plant-wide oscillations, and noise and outliers [1] . EEMUA (Engineering Equipment and Materials Users' Association) suggested that an operator should receive not more than six alarms per hour since it takes about 10 minutes for an operator to re-spond appropriately to an alarm [2] . However, it is common that operators receive far more alarms in reality. Therefore, optimal design is a critical issue in alarm management [3, 4] . Outlier detection techniques have been used to detect anomaly in many domains [5] . This research aims to examine whether or not outlier detection techniques can be used to identify significant alarms automatically. These alarms may have distinctive characteristics compared to normal alarms. This research is, in particular, interested in alarm run length, which is defined as time span from the time of the alarm raised to the time of the alarm cleared. Our main hypothesis is that the outlier alarms detected by the outlier detection algorithms have distinctive characteristics in regard to alarm run length. In order to prove our hypothesis, we conducted an experiment with real world alarm data collected from a Korean iron processing plant over 40 weeks.
Related Work
Izadi et.al [4] provide an framework for optimal design of alarm systems and suggested several alarm management techniques, such as filtering of process data, adding alarm delay, and using alarm deadband. Filter design for alarms, such as moving average filter and moving variance filter, were discussed in [4] and recently [3] evaluated optimal alarm filters. Yang et. al [6] suggested a method for optimal alarm setting and conducted correlation analysis between physical process variables and their alarm history. Ahmed et. al [7] suggested an alarm clustering algorithm using alarm sequence similarity analysis. Kondaveeti et. al [8] suggest alarm filtering method using multivariate statistics. An chattering alarm is an alarm that is activated and cleared excessively within a short span of time. Chattering alarms are the most common form of nuisance alarms. Kondaveeti et. al [9] quantified the level of alarm chatter using run length distribution. This can be used in optimal design of a suitable filter in order to reduce chattering. Zhu et. al [10] focuses on alarm flood management by using the artificial immune system based-fault diagnosis and a Bayesian estimation based dynamic alarm management method. Deconinck and Vriens [11] reported a model based alarm management that uses fuzzy reasoning Petri nets. An outlier refers to the anomalous pattern in the data.
Outlier detection is to find anomalous patterns in give data according to particular definition of anomalous behaviour [12] . After identifying outliers, outlier detection algorithms suggest them by specific labels (e.g., true/false) or by scores. Outlier detection has been used in various problems such as intrusion detection, fraud detection, medical and public health data, industrial damage detection, image processing, sensor network, novel topic detection in text data, etc [13] . Distance-based algorithms and density-based algorithms are most common outlier detection algorithms implemented [14, 15] . Distance-based algorithms are "viable, scalable, and parameter-free alternative to the more traditional statistical approaches." [14] . A density-based algorithm, called local outlier factor (LOF), assigns for each object a degree of being an outlier. These two algorithms are well supported by data mining tools such as RapidMiner. For this reason, we employed these two approaches for our research. Temporal Trends. The incidents of alarms may be affected by various factors such as seasonal factors, week of day, and working hours. Usually iron processing plant run 27X7, but Fig. 1 (a) shows that the number of alarms during weekend is slightly less than that of week days. In addition to week of day patterns, there are also significant hourly pattern in this alarm data as illustrated in Fig. 1 (b) Run Length. A run of a certain type of element is defined as an uninterrupted sequence of one or more identical elements that are preceded and followed by other types of elements or no elements at all. Run length is defined as the number of elements in a run. The data analysis result shows that most alarms less than one day run length (97.5% of all alarms). If the run length is within one day, it most likely happens with in one 12 ours (96.5%). Furthermore, 81.0% of all alarms has less than one hour run length. Longer run length is caused by various factors, but most significant reason is that it takes longer time to clear fault compared to the alarms that have shorter run length. Therefore, if any algorithm can predict an alarm will have long run length, it would be very useful for alarm management.
Based on data analysis, the following attributes were used to describe examples in our analysis: First, we considered temporal attributes. Each alarm occurred specific time such as day of the week (e.g., Monday) and hour (e.g., 12:35). The number of alarms and alarm run length are significantly differences between different day of the week and hour (Figure 1) . Second, we considered alarm profiles. Each alarm has profiles characterising them, such as alarm status, priority, value and tag. Thirds, we considered the number of alarms occurred before an alarm occurred. Recent increase of the alarms may mean that the current alarm is important. We used short (one hour) and long (one day) window for counting the number of alarms. Lastly, we considered the number of alarms in other areas before an alarm occurred. Factory processes are related each other and thus it is expected that changes in an area alarms may account for the other area alarm changes. Similar to the number of alarms, we measured short and long term window based count. 
Fig. 2. Hourly Run Length by Areas

Outlier Analysis
This research does not focus on developing special outlier detection algorithms; rather focus on evaluating whether or not outlier detection algorithms can be used to identify interesting alarms. For this reason, we used common outlier detection algorithms provided RapidMinder, which is a popular and publicly available data mining tool (http://rapid-i.com/). RapidMinder provides distance-based outlier detection algorithm (DOD) and local outlier factor-based outlier detection algorithm (LOF). For DOD, it is necessary to set similarity measure (e.g., Cosine, Euclidian, and Inverted Cosine), the number of neighbours and the number of outliers. For LOF, it is necessary to set similarity measure, minimal points lower bound, and minimal points upper bound. In this research, 10 % of alarms in each area were chosen by using these algorithms. After identifying outlier alarms, we compared their run lengths with those of normal alarms from the run length. There is no significant evidence that the alarms that have long run lengths are important compared to those have short run length. Run length can be decided by various factors, including the difficulty of clearing the problems or the significant of the problems. However, if we analyse the run length of the outlier alarms we can clear understand how the outlier detection algorithms work for the alarm data. To this end we measured run length ratio between the outlier alarms and normal alarms within one hour since most alarms have less than one hour run length. If an alarm has run length longer than one day, we regarded them as noise. In the outlier analysis we do not include these alarms. The run length ratio ( ) within run length is defined as where is the number of outlier alarms (normal alarms) within a specified run length and is the number of total outlier alarms (total normal alarms).
Results
The run length comparison results between the outlier alarm, detected by the distancebased outlier detection algorithm with three different similarity measures, and the normal alarms are summarized in Figure 3 . All outlier alarms of all areas consistently show lower run length ratios compared to the normal alarms. In particular, the run length ratios within very short time are significantly different between outlier alarms and normal alarms. For example, about 40% of outlier alarms are zero (0) run length, which means their run length is less than 1 minute. However, the normal alarms mostly have 90% of alarms within zero run length. In addition, the run length ratio of the outlier alarms within 60 minutes is about 90% of all outlier alarms. This imply that the outlier detection algorithm tend to choose the alarms have longer run length compare to the normal alarms, except alarms from DUST LF/RH area. However, this result does not mean the outlier alarms are totally dependent on the size of the run length, because still large portions of the outlier alarms have very short run length (e.g., about 40 % of outlier alarms are in zero run length). This results show that the run length trend of the outlier alarms detected by the outlier detection algorithms are consistent with the fact that the important alarms do not always require longer time to deal with the problem manifest. Sometimes it is necessary to handle the important problems identified by alarms very rapidly. Outlier detection algorithms based on Cosine similarity choose more alarms that have short run length compared to the other algorithms based on Euclidian and Inverted Cosine similarity measures.
Fig. 3. Run Length Comparison by Distance based Outlier Detection
However, the outlier detection algorithms with three similarity measures perform differently in different alarm areas. While the run length ratios of DEMI WATER, IND.FILTER and MBP are not much so different, those of OG C.W, FILTERPRESS and DUST LF/RH areas showed significant differences. This implies that we need to consider appropriate similarity measures when we use the outlier detection algorithms. 
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Conclusions and Further Work
Detecting interesting or important alarms from the large amount of alarms is an important problem for the modern industrial plant. Outlier detection algorithms have been successfully applied to identify significant patterns in many domains. This research aims to find application possibility of the outlier detection algorithm in this problem. We conducted data analysis in order to construct data for the outlier detection with real world alarm data.
Fig. 4. Run Length Comparison by Local Outlier Factors based Outlier Detection
With the data we identified the outlier alarms and analysed their run length distribution by comparing normal alarms. Our results show the outlier alarms have longer run length compared to those of the normal alarms, but still large portions of them has very short run length.
This research is a preliminary study that tries to solve the interesting alarm identification problem using the outlier detection algorithms. Therefore, it is necessary to explore further research issues. First, we do not know whether or not the outlier alarms are really important for the operators. This kind of research much more difficult since it needs to involve the human operators and needs to verify manually. However, this is essential to extend our research in this direction. Second, the current outlier detection algorithm can be used for historical data, but they cannot be used in the real time. Therefore, it is necessary to develop methods to be used in real time. This kind of research can be conducted by developing a rule based system presented in [16] .
