provides a schema for this process in Hindi-Urdu, a place-faithful language with both voiceless and voiced aspirate contrasts. Though the source languages and time periods for the loans differ by many centuries, the same pattern of voiceless fricatives being mapped to voiceless aspirate plosives and voiced fricatives being mapped to voiced non-aspirate plosives provides a recurring pattern which is not by any means negligible.
To support these theoretical findings with quantifiable acoustic measurements, we tested our intuitive hypothesis, which was that the segment mapping occurred on the basis of mean duration. Voiceless fricatives map to voiceless aspirated plosives, and voiced fricatives map to voiced plain plosives, because, for the imported fricative segments (e.g. /x/), the mean duration of the actual target segment (e.g. /kʰ/) is closer to it than that of the potential target segment with equal voicing and place but opposite aspiration value (e.g. /k/). Our measurements for the velar series in Hindi-Urdu are given below. This data was obtained by using Praat to measure the duration of consonant tokens in words taken from popular Hindi-Urdu-language media.
[ Statistical analysis of the data showed that the difference in mean duration between /k/ and /x/ and between /k/ and /kʰ/ were highly significant (p <0.001). The difference between /kʰ/ and /x/ was not significant (0.3 <p <0.4), indicating that these two segments would be expected to be perceived as having roughly equal duration. Likewise, the difference in mean duration between /ɡʱ/ and /ɣ/ and between /ɡʱ/ and /ɡ/ were highly significant (p<0.001). The difference between /ɡ/ and /ɣ/ was not significant (0.05<p<0.1), again indicating that these two segments should be perceived as having roughly equal durations. These results confirm our hypothesis that voiceless fricatives map in duration to voiceless aspirates, while voiced fricatives map in duration to voiced non-aspirates, based on perception.
For this study, we analyzed only the dorsal segment series
. However, we believe an analysis of other place series, such as labial
The not insignificant body of previous research reflects hints of our assumptions but lacks the typological and acoustic support which we bring to the table.
Hock (1991) and Kim (2009) assert that there is a desire on the part of borrowing languages to find a one-to-one mapping of foreign segments onto the native phoneme inventory. Hock (1991:394) further states that the mapping of non-native fricatives onto aspirates is "because the friction noise of these aspirates approximates the acoustic impression of the foreign fricatives". However, we assert that it is not merely the relative similarity of the imported fricative's spectral characteristics and those of the aspirate's burst, but also, as we have demonstrated above, the relative identity in mean duration between the imported fricative and the native stop phoneme, that determines the mapping of foreign fricatives onto native segments. Peperkamp (2004) stresses the phonetic nature of loan adaptations, with which we concur insofar as it coincides with our observations about mapping by segment duration. There actually does appear to be a tendency to map non-native phonemic segments onto native phonemes in a one-to-one fashion; however, that is only part of the story. Typological data supports our hypothesis that phonological mapping actually plays the greater role here in a cross-linguistic context. In addition to maximizing one-to-one mappings, what determines how target phonemes are mapped in the borrowing language is the faithfulness criterion of either place or manner, which is itself determined by the borrowing language's already-existing phoneme inventory.
Hock (1991:394) also states that "system-based nativizations like these may be quite rare". However, we have observed that such systematic nativizations do, in fact, occur regularly on any given side of a typological divide, which is itself determined by a given language's inventory. Boersma and Hamann (2007) , on the other hand, do claim that OT structural constraints guide perception. However, it is difficult to substantiate such a claim since it is not based on typologically-informed or empirically-testable phenomena, but rather simply on the ad-hoc base generation mechanism which provides so much of the ammunition for anti-OT attacks. While we support and make use of the mechanisms of OT, we see typology and empirically testable acoustic phenomena as necessary guides to construct a base of constraints.
Kim (2009) also works within the OT framework and even treats many of the same phenomena that we look at, but as with Boersma and Hamann (2007) , she deals with a set of constraints that are not informed by typology or acoustics, and moreover many of the claims fail to acknowledge a number of diachronically significant explanations for deviance, such as intermediary vehicle languages, which distort loanword phonological norms.
For this study, we were also interested in the question of whether the preference for manner-faithfulness versus place-faithfulness in a given language could be determined by the structure of that language's overall phoneme inventory. Specifically, we wanted to test whether languages with a higher number of homorganic stop series (e.g. [k ~ kʰ ~ k']) would also have a higher ratio of overall stop phonemes to overall fricative phonemes, because, as mentioned above, we would expect such languages to show a greater tendency to be place-faithful rather than manner-faithful due to the small number of native fricatives available to map foreign fricatives onto. To test this hypothesis, we engaged Henning Reetz' (n.d.) electronic version of Ian Maddieson's (1984) UPSID database, consisting of the phoneme inventories of 451 languages.
Our analysis procedure was as follows. We sorted all of the phonemes for each language by place, e.g. bilabial versus dental, etc., and by manner, e.g., stop versus fricative. We then subsorted stops into homorganic sets, based on Lindblom and Maddieson's (1988) proposal on what constitutes distinct homorganic sets, e.g. aspirate versus non-aspirate. We then calculated the ratio of stop phonemes to fricative phonemes for each language. Finally, we plotted the correlation between number of homorganic stop series, and stop-to-fricative ratios, across the 420 languages in the set that had native fricative phonemes; for the 31 languages that have no fricative phonemes, we made the fricative value (the denominator in the stop-to-fricative ratio) arbitrarily small, at 0.000001 (1/1,000,000).
For each place in each language, we found that languages with more homorganic sets of stops do indeed have a higher stop-to-fricative ratio than those with fewer homorganic sets of stops, with only a few individual outliers. 4 The full plots, with correlation slopes, are given in tables 3 and 4, below: Table 3 : Correlation of homorganic stop series quantity to stop/fricative ratio for inventories containing fricatives (n = 420) Maddieson's (1984; 2006; 2007) earlier tests with the UPSID database appeared to reveal that languages which are richer in one type of distinction are not necessarily more impoverished in another. However, given our data analysis, Maddieson's earlier observations can now be modified to accomodate these results, which he claims are "more fine-grained" than the distinctions he was analyzing (Maddieson, p.c.) . We therefore believe that a language's inventory structure should indeed be a predictor of faithfulness type.
Our findings have shown that duration is an important factor in determining how foreign fricatives are mapped onto native segments. They also suggest that inventory structure plays a greater role than previously thought in determining whether languages are place-faithful or manner-faithful. Finally, our findings offer meaningful contributions to Hock's claims about the mapping of foreign fricatives, and to Maddieson's research on compensation in phoneme inventory by demonstrating a correlation between higher number of stop series and lower relative number of fricatives.
