In this paper, a King-type modification of (p, q)-Lupaş Bernstein operators are introduced. The rate of convergence of these operators are studied by means of modulus of continuity and Lipschitz class functional. Further, it has been shown that the error estimation of these operators on some subintervals of [0, 1] are better than the (p, q)-Lupaş Bernstein operators.
Introduction
First, Let us recall certain notations of (p, q)-calculus.
For any n ∈ N, the (p, q)-integers are defined as follows:
[n] p,q = p n−1 + p n−2 q + p n−3 q 2 + ...
when p = q = 1 n p n−1 , when p = q = 1
[n] q , when p = 1 n, when p = q = 1.
Also the (p, q)-binomial coefficient is defined by
for all n, k ∈ N with n ≥ k.
When p = 1 and q = 1, it reduces to the ordinary integers and binomial cofficient respectively.
Recently, the applications of (p, q)-calculus emerged as a new area in the field of approximation theory. The (p, q)-calculus development has led to the discovery of various generalizations of Bernstein polynomials based on (p, q)-integers. The purpose of these generalizations is to provide appropriate and powerful tools to application areas such as computer-aided geometric design, numerical analysis, and solutions of differential equations.
Mursaleen et al [16] first introduced (p, q)-calculus in approximation theory and constructed the (p, q)-analogue of Bernstein operators defined as follows for 0 < q < p ≤ 1:
where
Note when p = 1, (p, q)-Bernstein Operators given by (1.1) turns out to be Phillips q-Bernstein Operators [6] .
The q-analogue of Bernstein operators [21] introduced by Lupaş [3] are as follows:
Recently, Khalid et al. defined (p, q)-analogue of Lupaş Bernstein operators [13] as follows :
For any p > 0 and q > 0, the linear operators L n p,q :
We recall the following lemma for the above operators.
Lemma 1.1 [13] The following equalities are true
Here, we know that the opeator L n (t 2 ; p; q; x) do not preserve the test function e 2 .
In 2003, King [11] introduced a non-trivial sequence of opeators preserving the functions e 0 and e 2 where (e i = x i , i = 0, 1, 2). He also proved that these operators have a better rate of convergence than the classical Bernstein polynomials whenever 0 ≤ x ≤ 1 3 . In [20] , Agratini and dogru introduced a King type modification of q-Szasz-Mirakjan type operators and they proved that their operators have a better rate of convergence than the classical -Szasz-Mirakjan operators.
One can refer [7, 8, 9, 10, 12, 14, 15, 24] for similar recent works based on (p, q)-integers in the field of approximation theory.
In this paper, we consider 0 < q < p ≤ 1 and a King type modification of Lupaş Bernstein operators defined in [3] and investigate the statistical approximation properties of these operators. At last we show that this type of modification gives us better error estimation on some subintervals of [0, 1] than the classical (p, q)-Lupaş Bernsrein operators. In case p = 1, it reduces to King type modification of q-Lupaş Bernstein operators.
Construction of Operators
Now, we construct the King type modification of (p, q)-Lupaş Bernsrein operators (1.4) which preserve monomials e i (x) = x i for (i = 0, 2). For this study, we consider 0 < q < p ≤ 1 satisfying the following condition
Let r n (x) be a sequence of real valued continuous functions defined on [0, 1] with 0 ≤ r n (x) ≤ 1. Let us consider the following operators: 
[n]p,q ).
Note: For our convenience, we denote [n] p,q = [n].
Under the condition ( 2.1), if we take
3) then L * n (f ; p; q; x) preserve monomials, L * n (e 0 ; p; q; x) = e 0 (x) = 1 and L * n (e 2 ; p; q; x) = e 2 = x 2 , for n ≥ 2 . Also 0 ≤ r n (x) ≤ 1 for r n (x) defined in (2.3).
From (2.1), we have
Using the inequality (2.4) we get
From above equality, we get r n (x) ≥ 0 under the condition (2.1), since (1 − x) 2 ≥ 0 for 0 ≤ x ≤ 1, we have
(2.6) If we use (2.6) in (2.3) then we get r n (x) ≤ 1. and
Recall that, In [25] we obtained the following rate of convergence for the operators (1.2) for every f ∈ C[0, 1] and δ > 0.
Now, we compute the rates of convergence of the operators L * n (f ; p; q; x) given by (2.2) to f (x) by means of the modulus of continuity. and we also show that our error estimation is better than the (p, q)-Lupaş operator given by (1.4).
Theorem 3.1 Let (p n ) and (q n ) are the sequences satisfying remark (2.1) for each n ≥ 2. For fixed
and M is a positive constant.
, under the condition (2.1) for p = p n and q = q n , we have
The Rates of Statistical Convergence
At this point, let us recall the concept of statistical convergence. The statistical convergence which was introduced by Fast [2] in 1951, is an important research area in approximation theory. In [2] , Gadjiev and Orhan used the concept of statistical convergence in approximation theory. They proved a Bohman-Korovkin type theorem for statistical convergence. Recently, statistical approximation properties of many operators are investigated [4, 17, 18, 19] .
A sequence x = (x k ) is said to be statistically convergent to a number L if for every ǫ > 0,
where δ(K) is the natural density of the set K ⊆ N.
The density of subset K ⊆ N is defined by
whenever the limit exists.
For instance, δ(N) = 1, δ{2K : k ∈ N} = 1 2 and δ{k 2 : K ∈ N} = 0.
To emphasize the importance of the statistical convergence, we have an example: The sequence
is statistically convergent to L 2 but not convergent in ordinary sense when L 1 = L 2 . We note that any convergent sequence is statiscally convergent but not conversely. Now we consider sequences q = q n and p = p n such that: 
