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Resum– Avui dia la societat aprofita les xarxes socials com a mitja` d’expressio´ lliure, e´s per aixo`
que aquest document prete´n fer un ana`lisi dels sentiments que hi ha darrere de les opinions envers
un to`pic com ara el Futbol Club Barcelona i el Reial Madrid. Per tal de fer-ho, s’entra en contacte
amb la tecnologia que hi ha darrere d’aquest ana`lisi, des de l’obtencio´ dels missatges utilitzats fins
a l’extraccio´ de les conclusions a partir dels seus sentiments. Els resultats de l’ana`lisi d’aquesta
mostra semblen afirmar que la societat tendeix a expresar-se me´s a favor d’un equip. Com a futures
millores d’aquest projecte es podrien utilitzar xarxes neuronals amb un volum de dades me´s gran
augmentant aixı´ l’efectivitat.
Paraules clau– Ana`lisi, missatges, opinions, sentiments, societat, tecnologia, xarxes soci-
als.
Abstract– Nowadays society uses social media as a way of expressing itself freely. For this reason,
the aim of this paper is to analyze the feelings behind the opinions about a topic such as Futbol Club
Barcelona and Real Madrid. In order to do it, it was got in touch with the technology behind this
analysis from the utilized messages obtention to the conclusions extraction through their feelings.
The results of this sample seem to suggest society is most likely to express in favor of a team. As
a future improvements of this project neural networks could be used with more data in order to
increase its efectivity.
Keywords– Analysis, feelings, messages, opinions, social media, society, technology.
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1 INTRODUCCIO´
DURANT els u´ltims anys les xarxes socials han supo-sat un medi d’expressio´ lliure on cadascu´ hi diu laseva opinio´ amb sinceritat aprofitant la proteccio´
que ofereix estar al darrere d’una pantalla. Degut a aixo`, ha
sorgit la possibilitat d’examinar els sentiments de la societat
per poder fer des d’estudis de mercat fins a obtenir orienta-
cions polı´tiques segons el territori. Aquest Treball de Fi de
Grau te´ com a objectiu analitzar els sentiments i opinions
de la xarxa social Twitter. S’ha triat aquesta xarxa social
per la facilitat a l’hora d’obtenir les piulades dels usuaris
mitjanc¸ant la seva API i tambe´ perque` gran part de les piu-
lades contenen etiquetes o hashtags en angle`s. El tema que
es tracta e´s si la societat de Twitter piula me´s a favor del
Futbol Club Barcelona o del Reial Madrid.
• E-mail de contacte: albertalgilaga@gmail.com
• Mencio´ realitzada: Tecnologies de la Informacio´
• Treball tutoritzat per: Jordi Casas Roma (dEIC)
• Curs 2016/17
2 OBJECTIUS
L’objectiu final d’aquest treball e´s poder expressar amb ma-
terial visual la polaritzacio´ de la societat envers un tema
escollit i poder-ne treure conclusions. En el segu¨ent suba-
partat es detallen els subobjectius que componen l’objectiu
final per ordre de realitzacio´.
2.1 Subobjectius
Per poder completar l’objectiu final, el projecte es divideix
en les segu¨ents activitats:
• Obtenir piulades: Les piulades o ’tweets’ s’obtenen
gra`cies a l’API de Twitter. Hi ha l’opcio´ de recuperar
tweets de dies anteriors indicant uns criteris de cerca
dins un perı´ode de temps especificat o be´ obtenir els
tweets a temps real (streaming). S’ha optat per obte-
nir les piulades per streaming i poder extreure un gran
volum de dades per arribar a una conclusio´ me´s encer-
tada. Per filtrar les piulades s’han utilitzat com a hash-
tags o etiquetes preferents per valorar el sentiment bar-
celonista o madridista seran #Forc¸aBarc¸a i #HalaMa-
drid de caire positiu i #Farc¸a i #HalaMandril de caire
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negatiu.
• Parsejar piulades: Els algorismes de Machine Learning
necessiten uns inputs especı´fics. Per tant, si els tweets
no estan en el format desitjat, s’hauran de filtrar i ne-
tejar per tal de fer-ne un input va`lid per l’algorisme.
Aquest proce´s transforma les piulades recaptades per
despre´s poder ser utilitzades.
• Classificar piulades: Aquesta activitat s’encarrega de
classificar els tweets en positius i negatius. S’agafen
les piulades tractades pel proce´s anterior i s’analitzen.
Per poder aconseguir aquest subobjectiu s’utilitza un
algorisme de Machine Learning supervisat, l’algoris-
me de classificacio´ Naive Bayes. S’han utilitzat du-
es versions d’aquest algorisme: Naive Bayes basat en
la llibreria Natural Language ToolKit (NLTK) i Naive
Bayes propi, amb tractament de llanguatge natural pro-
pi. L’utilitzacio´ d’aquestes dues versions te´ l’objectiu
de veure si es podia equiparar l’efectivitat del Naive
Bayes basat en NLTK amb el propi.
• Visualitzar de les dades: E´s important poder mostrar i
expressar els resultats que s’han obtingut gra`cies a les
activitats anteriors de forma visual de manera que es
puguin extreure conclusions ra`pidament. Aquest punt
crea sis gra`fics diferents que s’ha cregut que so´n im-
portants per extreure conclusions relacionades en el
mo´n del futbol:
– Gra`fic de dues barres que mostra el nu´mero de
piulades queparlen sobre el Barc¸a i el Madrid.
L’eix d’ordenades representa la quantitat de twe-
ets i l’eix d’abscisses representa els equips.
– Gra`fic de barres dobles per mostrar elnu´mero de
piulades negatives i positives que te´ cada equip.
L’eix de les ordenades representa la quantitat de
tweets (aquest eix esta` representat amb valors lo-
garı´tmics ja que la difere`ncia de entre el nu´mero
de piulades positives i negatives e´s de la mag-
nitud de 104) i l’eix d’abscisses representa els
equips.
– Gra`fic lineal on es mostra la quantitat de tweets
positius i negatius en el temps. En aquest cas
l’eix d’ordenades tambe´ es representa amb valors
logarı´tmics pel mateix motiu plantejat a l’anteri-
or punt. En total hi ha dos gra`fics d’aquest es-
til: un per representar els tweets del Barc¸a i un
per representar els tweets del Madrid. L’eix d’or-
denades representa la quantitat de tweets, l’eix
d’abscisses representen els dies on es van crear
les piulades.
– Gra`fic lineal similar a l’anterior, pero` represen-
tant els tweets enla seva totalitat sense discrimi-
nar entre positius o negatius. Els eixos del gra`fic
representen el mateix tipus de dades que el gra`fic
anterior.
– Gra`fic lineal que representa el nu´mero de tweets
en el temps per equips. Mostrant aixı´ quin e´s l’e-
quip del qual s’ha parlat me´s durant aquests dies
i quins han estat els dies que hi ha hagut me´s piu-
lades per un equip i per l’altre.
– Mapamundi on es representa amb punts blaus
la localitzacio´ de les piulades. Aquest gra`fic
ha estat possible realitzar-lo gra`cies a l’atribut
created at que ens proporciona l’API de Twit-
ter a l’enviar-nos les piulades en format JSON.
Els detalls te`cnics sobre les tecnologies esmentades s’-
exposen en el punt 4. El procediment de classificacio´
de les piulades s’explica pas a pas en el punt 5.2.
3 METODOLOGIA DE DESENVOLUPAMENT I
PLANIFICACIO´
Per dur a terme els objectius d’aquest projecte, s’ha utilitzat
la metodologia de desenvolupament en cascada. S’ha triat
aquesta metodologia perque` aquest projecte ha tingut unes
dates d’entrega i uns objectius fixats des del primer mo-
ment. Tambe´ cal destacar que, al ser un equip format per un
component, resulta me´s efectiu seguir aquesta organitzacio´.
De forma general, s’han complert els plac¸os dins els termi-
nis establerts a la planificacio´ i s’han entregat els informes
dins els perı´odes fixats a l’aplicatiu web de l’assignatura.
El projecte es va comenc¸ar el dia 3 d’Octubre (sense
comptar els recursos temporals de la planificacio´, just des-
pre´s de l’entrega de l’Informe Inicial), la planificacio´ segui-
da e´s la segu¨ent:
• Setama 9, 31 Octubre - 6 Novembre: Entrega de l’In-
forme de Progre´s I. A aquestes dates les activitats
d’obtencio´ de piulades i el filtratge de ”tweets”han es-
tat completades. A la vegada, ja s’ha comenc¸at a fer la
recerca d’informacio´ i llibreries per dur a terme l’acti-
vitat de Machine Learning.
• Setmana 15, 12 - 18 Desembre: Entrega de l’Informe
de Progre´s II. A la data de 18 de Desembre, l’activi-
tat de Machine Learning i classificacio´ de piulades ha
estat completada i l’activitat de Visualitzacio´ de Dades
esta` en progre´s, aquesta activitat es completaria el dia
27 de Desembre.
Si es contrasta la planificacio´ inicial de l’ape`ndix amb
les dates exposades en els anteriors dos punts, podem veure
que s’ha seguit en la major part. L’u´nica data que no s’ha
respectat ha sigut el dia 12 de Desembre, on estava planifi-
cat tenir tota la part de programacio´ i desenvolupament del
l’analitzador de piulades acabada. Aquest retard en la fi-
nalitzacio´ e´s degut a que l’activitat de Machine Learning
i Classificacio´ de piulades ha comportat un u´s major de re-
cursos temporals dels que estaven estimats pel sorgiment de
problemes no previstos exposats al punt 4.
Per a me´s detalls sobre la planificaio´ inicial, veure la Fig.
15 de l’ape`ndix.
4 ESTAT DE L’ART I TECNOLOGIES UTILIT-
ZADES
4.1 Estat de l’art i relacions amb el projecte
desenvolupat
Segons s’ha pogut trobar durant la recerca de quin algo-
risme utilitzar, la Universitat de Stanford, California ha
desenvolupat un analitzador de comentaris que pot arribar
Albert Algilaga Santmiquel: OPINION MINING A TWITTER 3
a un 85% d’encert en les prediccions de sentiments [3]
que permet classificar des de ‘Molt negatiu, Negatiu, Una
mica negatiu, Neutral, Una mica positiu, Positiu i Molt
positiu’. El co-fundador de Coursera, Andrew Ng, n’e´s un
dels desenvolupadors. Aquest sistema utilitza una xarxa
neuronal que permet llenguatge natural com a input i ha
estat desenvolupada per treballadors de Google.
Analitzadors avanc¸ats com el que s’ha descrit en el
para`graf anterior estan entrenats amb milers de frases, que
a la vegada s’han partit en n-grames, que so´n grups de
paraules on n e´s la quantitat de items que hi ha per grup,
per tant, un bi-gram e´s un grup de dues paraules. Aquest
entrenament per grups de paraules permet una major
precisio´ a la hora de decidir si una frase e´s positiva o nega-
tiva, ja que posseeix major informacio´ que una sola paraula.
Tot i aixı´, hi ha paraules que no so´n d’ajuda pels al-
gorismes de classificacio´, les paraules d’un sol cara`cter.
La majoria d’analitzadors obvien aquestes paraules i no
les tenen en compte a l’hora d’entrenar l’algorisme i
d’analitzar els inputs. De la mateixa manera, els sı´mbols de
puntuacio´ tambe´ s’eliminen i no es tenen en compte ja que
no solen aportar un pes positiu o negatiu al text. Tot i aixı´,
hi ha analitzadors que aprofiten els signes d’exclamacio´
i interrogacio´ per emfatitzar els resultats, e´s a dir, si un
classificador ha donat un output ‘Negatiu’, a l’haver-hi
una exclamacio´ a l’input, l’output es convertira` en ‘Molt
Negatiu’.
La idea general d’entrenament en el text mining e´s
obtenir petits grups de paraules (n-grams) i, segons el
sentiment de la frase en la que estaven aquests n-grams,
incrementar el nu´mero de vegades que ha aparegut aquest
n-gram en una frase positiva o negativa.
El 85% d’encert e´s un avanc¸ molt important en aquest camp
comptant que el ma`xim assolit anteriorment era un 80%.
Pero` el que es busca tambe´ e´s la rapidesa d’implementacio´,
d’entrenament, i d’execucio´. Aquest e´s el motiu pel qual
s’ha triat l’algorisme Naive Bayes per classificar els tweets
en aquest Treball de Fi de Grau. Naive Bayes funciona sor-
prenentment be´ amb un petit volum de dades d’entrenament
[4]. Per tant, si es te´ menys data set d’entrenament, es tarda
menys en entrenar i al no ser tant complex d’implementar
com les xarxes neuronals, es poden processar me´s inputs
en menys temps. Si be´ les xarxes neuronals es poden
reentrenar (actualitzar l’entrenament previ i, per tant, no
tornar a processar tot el data set d’entrenament), sol no
tenir tanta efica`cia com tornar a entrenar de nou [2].
4.2 Tecnologies utilitzades
Aquest projecte s’ha realitzat utilitzant el llenguatge de pro-
gramacio´ Python v3.5, s’ha utilitzat aquesta versio´ perque`
e´s l’u´ltim release estable. Com a llibreries que no venen per
defecte s’han utilitzat:
• Twitter-1.17.1: Llibreria que proveeix Twitter i que
permet captar piulades en streaming. Aquesta prove-
eix les funcions Oauth, Twitter i TwitterStream que
so´n necessa`ries per connectar amb el servidor de Twit-
ter des d’on s’envien les piulades. Per realitzar la
connexio´ e´s necessari tenir un compte de Twitter i
crear un perfil de desenvolupador i crear una App.
Aquest proce´s e´s necessari per poder obtenir l’ACCES
TOKEN, l’ACCESS SECRET, la CONSUMER KEY
i el CONSUMER SECRET per poder connectar l’ana-
litzador de tweets amb Twitter pro`piament mitjanc¸ant
OAuth. TwitterStream permet captar en streaming pas-
sant com a para`metre els hashtags que interessen i l’i-
dioma que es vol prioritzar. El segu¨ent fragment de
codi mostra com crear la connexio´ a l’API de Twit-
ter filtrant per hashtags (#Forc¸aBarc¸a, #Farc¸a,
#HalaMadrid, #HalaMandril) i per idioma, en
aquest cas castella` ’es’.











• PyMongo: Llibreria que permet manipular la Base
de Dades MongoDB des de l’analitzador que s’ha
desenvolupat. Un cop inclosa, mitjanc¸ant la funcio´
MongoClient(), es crea un client que es pot connec-
tar al servidor de MongoDB, en aquest cas local, al
port 27017.
• Cx Oracle: Llibreria que permet manipular dades
del servidor de SQL Developer (en aquest cas local).
Per establir la connexio´ s’ha d’utilitzar la funcio´
cx Oracle.connect(‘USER/PASSWORD@IP ′),
aquesta retorna la connexio´ reatiltzada. Un cop
connectats a la BD relacional, es poden fer
comandes SQL mitjanc¸ant la funcio´ execute:
conexio.cursor BD.execute(query)
• NumPy: Aquesta llibreria e´s necessa`ria per utilitzar
algunes funcions de matplotlib, per exemple, crear ar-
rays de nu´meros sequ¨encials per poder crear gra`fics.
• Matplotlib: La llibreria matplotlib permet la creacio´ de
gra`fics en el llenguatge Python.
• TextBlob: Llibreria que permet utilitzar l’algorisme
Naive Bayes basat en NLTK. Permet entrenar l’algo-
risme passant per para`metre un array de frases polarit-
zades manualment, reentrenar l’algorisme un cop en-
trenat per primer cop, classificar frases i mostrar l’efi-
cie`ncia entre altres funcionalitats que no s’han utilitzat
en aquest projecte.
Com s’ha dit anteriorment, aquest projecte utilitza una BD
No SQL i una Base de Dades Relacional:
• Com a BD No SQL s’ha utilitzat MongoDB perque` e´s
de lliure u´s i emmagatzema dades en format JSON de
forma dina`mica, e´s a dir, les entrades no tenen perque`
tenir els mateixos atributs, sino´ que es poden eliminar
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atributs d’unes entrades determinades i les altres con-
servar aquests atributs [6]. Aquesta propietat e´s molt
u´til ja que hi ha tweets truncats o mal enviats que no
tenen la majoria d’atributs que els tweets normals. L’a-
tribut COORDINATES, quan esta` buit, te´ el valor ‘No-
ne’ i quan esta` ple guarda unes coordenades de tipus
float.
• Com a BD relacional s’ha optat per utilitzar SQL De-
veloper d’Oracle. Aquest entorn de desenvolupament
de bases de dades a part de ser un entorn potent, e´s el
que sempre s’ha utilitzat durant el grau i e´s el que es te´
me´s per ma` a aquestes altures. S’ha instal·lat un servi-
dor 11g per poder emmagatzemar les piulades un cop
tractades.
Durant el desenvolupament del projecte s’han utilitzat tec-
nologies que no han estat les definitives, ja que ocasionaven
problemes. Aquests so´n:
• Localitzacio´ inventada: En la primera etapa, a la part
de Filtrar els Tweets, les coordenades que s’emma-
gatzemaven no eren les que proporcionava el JSON
del tweet, sino´ les coordenades obtingudes a partir del
nom de la ciutat on vivia l’usuari. El problema es pre-
senta des de que, en aquesta informacio´, cada usuari
pot posar el que vulgui, com per exemple:
Fig. 1: Coordenades falses.
Fig. 2: Localitzacio´ de My Mind. Segons GeoPy esta` a
Maryland
Per obtenir aquestes coordenades s’utilitzava la llibre-
ria GeoPy amb la qual, a partir del nom de la ciutat,
es poden obtenir les coordenades decimals d’aquesta.
En la figura 1 es pot veure que aquesta llibreria te´ les
coordenades de In your living room i de Internacional,
la figura 2 mostra la localitzacio´ de My mind.
S’utilitzava aquest sistema d’obtencio´ de coordenades
pel fet de que molt pocs usuaris habiliten l’opcio´ de lo-
calitzacio´ de piulades, per defecte deshabilitada. Des-
pre´s d’una setmana recaptant piulades i coincidint amb
el cla`ssic Barc¸a - Madrid, concretament 235722 piula-
des van ser registrades on nome´s 357 piulades tenien
la localitzacio´ habilitada. Es va creure que amb aques-
tes piulades n’hi hauria suficient com per plasmar-les
al mapamundi (pels altres gra`fics s’utilitzaran totes les
piulades, no nome´s 357), per tant, no hi haura` pe`rdua
d’informacio´. Aixı´ doncs, aquest problema ha estat
solventat.
• Emoticones: Actualment hi ha piulades que no arriben
a passar el filtre del segon proce´s (Filtratge de Dades)
per tenir emoticones en el text, en el nom d’usuari o
en ambdo´s llocs. Si be´ hi ha un filtratge on s’eliminen
les emoticones me´s frequ¨ents, hi ha emoticones que
no passen aquest filtre ja que utilitzen altres uns rangs
de codi UNICODE que no s’han pogut trobar per fal-
ta d’informacio´ i so´n descartats. Els rangs que filtren
emoticones amb e`xit so´n:
– U0001F600-U0001F64F: per les emotiones me´s
corrents.
– U0001F300-U0001F5FF: pels sı´mbols.
– U0001F680-U0001F6FF: pels cotxes i sı´mbols
de mapes.
– U0001F1E0-U0001F1FF: banderes en iOS.
5 FUNCIONAMENT DE L’ANALITZADOR
5.1 Arquitectura
L’analitzador de sentiments es compon per quatre mo`duls
independents entre sı´, podent-se executar sense importar
l’estat dels altres mo`duls. Per aconseguir aquesta inde-
pende`ncia, cada mo`dul interacciona amb les Bases de Da-
des i emmagatzema alla` el seu output de manera que un altre
proce´s pugui fer servir aquestes dades modificades. Com s’-
ha dit anteriorment, aquest sistema utilitza una BD No SQL
i una BD relacional. La interaccio´ dels mo`duls amb les Ba-
ses de Dades e´s la segu¨ent:
• Mo`dul 1 (Obtenir piulades): Les dades obtingudes de
l’API de Twitter estan en format JSON. Aquestes da-
des es guarden ’en cru’ a la Base de Dades no relacio-
nal (BD NoSQL). En aquest cas MongoDB, per tal de
tenir una copia de seguretat i poder reiniciar el proce´s
sense haver de dependre de l’obtencio´ de piulades per
part de l’API de Twitter.
• Mo`dul 2 (Parsejar piulades): Aquı´ es recuperen els
tweets emmagatzemats pel mo`dul anterior, es realit-
za el proce´s de neteja de les dades i s’escriu el resultat
a la BD relacional. S’interactua amb la BD No SQL i
amb la BD relacional. Primer de tot es recuperen les
piulades de la BD NoSQL i se n’extreuen els atributs
que interessen, aquests so´n: ID Tweet, Cos del twe-
et, Nom Usuari, Localitzacio´, Coordenades i Data de
creacio´.
• Mo`dul 3 (Classificar el sentiment de les piulades): Si
hi ha noves dades a la BD relacional, les agafa i rea-
litza el proce´s de classificacio´ de sentiment. Com que
l’output d’aquest proce´s e´s modificar dos camps de la
BD relacional, modifica les columnes del registre que
fa falta i actualitza la BD relacional. Nome´s interactua
amb la BD relacional.
• Mo`dul 4 (Visualitzacio´ de Dades): Aquest proce´s
nome´s agafa les dades de la BD relacional que calen
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i les utilitza per generar material visual per poder-ne
extreure conclusions. Per tant, nome´s interactua amb
la BD relacional.
El sistema, doncs es pot descriure de la segu¨ent forma:
Fig. 3: Processos principals de l’analitzador
La BD relacional es compon d’una taula anomenada
TWEETS, te´ les segu¨ents columnes:
• ID: Aquest camp e´s de tipus VARCHAR i emmagat-
zema l’ID del tweet obtingut pel camp ‘ id’ de la BD
No SQL.
• TEXT: Aquest camp tambe´ e´s de tipus VARCHAR i
permet guardar el cos del tweet, que es fara` servir per
analitzar la polaritat del missatge. Obtingut gracies al
camp ‘text’ de la BD No SQL.
• USUARI: Permet guardar el nom de l’usuari que ha
creat el tweet. Obtingut del camp ‘user : name’.
• LOCALITZACIO´: En aquest camp s’emmagatzema la
localitzacio´ de l’usuari. Cal recordar que aquesta loca-
litzacio´ no e´s d’on es crea el tweet. Obtingut gra`cies al
camp ‘user : location’ de la BD No SQL.
• COORDENADES: Camp que guarda les coordena-
des en format [longitud, latitud]. Obtingut del camp
‘coordinates’.
• LLEGIT: Aquest camp pot tenir dos valors diferents.
Quan te´ el valor de 1 significa que aquesta entrada ha
estat analitzada, d’altra banda, quan val 0 esta` encara
per tractar.
• POLARITZACIO´: A l’igual que el camp anterior
aquest camp pot adoptar dos valors, 1 i 0. Quan val
0 vol dir que la piulada e´s negativa, en canvi, quan val
1 vol dir que e´s positiva.
• DATA: Camp que permet saber quan ha estat cre-
at el tweet. Aquest camp s’obte´ gra`cies a l’atribut
‘created at’ de la BD No SQL.
Fig. 4: Columnes de la Base de Dades relacional
La BD No SQL emmagatzema tweets amb els segu¨ents
camps u´tils: ‘ id’, ‘text’, ‘user : name’, ‘user :
location’, ‘coordinates’ i ‘created at’ explicats a l’an-
terior para`graf. La resta de camps tambe´ s’emmagatzemen
pero` no s’utilitzen.
5.2 Classificacio´ d’una piulada: Pas a pas
L’analitzador propi d’aquest Treball de Fi de Grau utilitza
l’algorisme Naive Bayes com a classificador de tweets,
ja que aquest te´ un data set d’entrenament modest i un
gran volum de tweets per analitzar. Com a output del
classificador hi ha ‘Positiu’ o ‘Negatiu’. Per tenir un data
set de major qualitat, s’eliminen les paraules d’una sola
lletra i els signes de puntuacio´, a la vegada tambe´ s’ignoren
els noms propis dels jugadors del Barc¸a i el Madrid per
evitar relacionar-los amb outputs positius o negatius. Per
acabar, es transformen totes les paraules en lletra minu´scula
per evitar me´s d’una entrada per paraula al diccionari de
frequ¨e`ncies.
El Naive Bayes propi s’entrena creant un diccionari
de paraules a mesura que llegeix el data set d’entrenament.
En aquest cas de 288 entrades entre tweets agafats de
la Base de Dades relacional i frases frequ¨ents. A partir
d’aquest data set d’entrenament (Train Set), es tokenitza
paraula per paraula cada entrada. Cada paraula apareguda
en el text es compta quantes vegades ha aparegut en un
tweet positiu o negatiu, de manera que, despre´s, es poden
calcular la probabilitat de que la paraula sigui negativa o
no. Despre´s de calcular les probabilitats de cada paraula,
s’omple o actualitza l’entrada del diccionari python que
correspon a la paraula quedant amb el segu¨ent format:
key : value
Paraula : [#POS,#NEG,PROB POS,PROB NEG]
Per entrenar el Naive Bayes s’agafen piulades emma-
gatzemades a la BD Relacional i se n’eliminen les
partı´cules no desitjades, ja que seria soroll dins el Train Set.
Per netejar les piulades del Train Set s’eliminen les paraules
formades per un sol cara`cter, s’obvien les refere`ncies (mots
precedits per una @, per exemple, RT@Usuari o be´
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@Nom Usuari) aixı´ com tambe´ els hashtags i els noms
dels jugadors del Futbol Club Barcelona i del Reial Madrid.
En aquest punt s’exposa un cas pra`ctic de seguiment
d’un tweet a trave´s del proce´s d’ana`lisi del seu sentiment.
Es pren com a exemple un tweet amb les segu¨ents dades:
• id: 5842bd3591869f1144482ddc.
• Text: Preparado para el Cla´sico #Forc¸aBarc¸a #FC-
Barcelona #Messi #Barc¸aVSMadrid #LaLiga #Camp-
Nou. . . https://t.co/phJTe9dsEL.
• User : name: Pla´cido.
• User : location: Valverde del Camino, Espan˜a.
• Coordinates: [-6.75, 37.5667].
• Created at: Sat Dec 03 12:39:39 +0000 2016
En aquest punt representa que ha estat emmagatzemat a la
BD No SQL a punt per ser tractat. El segu¨ent pas a seguir
e´s emmagatzemar-lo a la BD relacional. Per fer aixo`, cal
primer que passi el filtratge per saber si e´s un bon candidat.
Primer de tot es mira si te´ el camp ‘text’ i el camp
‘user : name’ i es comprova que passen pel filtratge
d’emoticones. Com que cap dels dos camps te´ emoti-
cones, llavors es comprova que tinguin els camps ‘ id’,
‘user : location’ i ‘created at’. De moment aquest
tweet e´s un bon candidat i ha passat el filtratge, per tant,
no e´s un tweet truncat (si es tracte´s d’un tweet truncat
tindria l’atribut ‘hangup’ amb valor ‘True’ i no tindria
cap dels atributs anteriors). D’aquesta manera ja es pot
emmagatzemar a la BD reacional.
Cada columna descrita al punt 5.1 s’omplira` amb la
dada que l’hi pertoca. A me´s dels atributs obtinguts de la
BD No SQL, se n’afegeixen dos me´s: ‘llegit’ amb valor
0 per defecte i ‘polaritat’ tambe´ amb valor 0 per defecte.
Ara aquest tweet ja esta` netejat i comprovat.
El segu¨ent pas a seguir e´s classificar el tweet. Un
cop entrenat l’algorisme amb el fitxer d’entrenament
omplert manualment i el diccionari de frequ¨e`ncies creat, ja
es pot classificar el tweet. Es fa un split del text del tweet,
e´s a dir, s’agafa paraula per paraula i es mira al diccionari
de frequ¨e`ncies les probabilitats de cada paraula de ser
positiva o negativa. La probabilitat de que una paraula sigui







La possibilitat de que una paraula sigui positiva
(o negativa) e´s igual a la divisio´ entre el nu´mero de
piulades positives (o negatives) on apareix la paraula
#TweetPosParaula i el nu´mero de piulades positives (o
negatives) totals #TweetsPositius.
De la mateixa manera, el ca`lcul de la negativitat d’u-
na paraula es fara` seguint la fo´rmula anterior canviant les
probabilitats de positivitat amb els valors de negativitat.
Tornant al cas pra`ctic, l’analitzador calcula la positi-
vitat i negativitat de cada paraula recuperant els valors del
diccionari de frequ¨e`ncies:
• ’Preparado’ no existeix al diccionari de frequ¨e`ncies i
no es te´ en compte.
• ‘para’ te´ una negativitat de 1’01221 i una positivitat de
1’01137.
• ‘el’ te´ una negativitat de 1’03540 i una positivitat de
1’03640.
• ‘cla´sico’ no existeix al diccionari ja que es va entrenar
amb tweets creats setmanes abans del cla`ssic i no en
parlaven.
• La resta de paraules so´n hashtags i un link i que, com
s’ha dit en punts anteriors, a la hora d’entrenar l’algo-
risme s’obvien i es descarten, per tant, no existeixen al
diccionari.
Un cop obtingudes totes les probabilitats de ser positiva i
negativa cada paraula, se segueix la segu¨ent fo´rmula per
calcular la polaritzacio´ del tweet:




on pol indica la polaritat i pi fa refere`ncia al conjunt de
paraules que conformen la piulada.
Es multipliquen els valors de positivitat (o negativi-
tat) de cada paraula que s’han calculat amb anterioritat
(paraulai|polaritat) amb la probabilitat de que una
paraula, de forma general, sigui positiva (o negativa)
P (polaritat).
Cal calcular les probabilitats de que cada paraula si-
gui positiva o negativa. Es calcula dividint el nu´mero de
piulades positives o negatives entre el nu´mero total de
piulades del Train Set. L’analitzador calcula que:
P (POS) = 0.5176678445229682
e´s la probabilitat de que una paraula sigui positiva segons
el Train Set.
P (NEG) = 0.4823321554770318
e´s la probabilitat de que una paraula sigui negativa segons
el Train Set.
Ara, seguint la fo´rmula anterior, es pot calcular la po-
laritat del tweet. Per exemple, calculem la positivitat:
(positiu|Preparado, para, el, classico) = P (POS) ∗ 1 ∗
(para|TweetPositiu) ∗ (el|TweetPositiu) ∗ 1
0.51766 ∗ 1′01137 ∗ 1′03640 = 0.54261
L’analitzador do´na el resultat final de:
positivitat tweet: 0.5426172261819098
negativitat tweet: 0.5055088871343288
Com que la positivitat e´s me´s gran que la negativitat
del tweet, l’analitzador retorna el valor de 1 i modificara` la
columna ‘polaritzacio´’ de l’entrada de la piulada a la BD
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relacional de 0 a 1.
Aquest, doncs, e´s el camı´ que segueix una piulada a
l’hora de ser classificada, utilitzant la implementacio´
pro`pia. Te´ una certesa del 63’33%.
Quan s’utilitza la llibreria de NLTK es fa servir el
mateix Train Set. Es passa per para`metre un array amb les
entrades del fitxer d’entrenament i la llibreria fa la resta.
Per entrenar-lo nome´s fa falta escriure la segu¨ent lı´nia de
codi:
classificador = NaiveBayesClassifier(train)
On train e´s l’array que conte´ el fitxer d’entrenament. Se-
gons la documentacio´ de la llibreria de TextBlob utiltza
un proce´s semblant a l’implementacio´ pro`pia: elimina les
para`ules d’un sol cara`cter i els signes de puntuacio´. Un
apartat que difereix e´s que tokenitza el text en tri-grams,
bi-grams i uni-grams segons el tokenitzador que utilitzi,
pot ser SentenceTokenizer des de bi-grams a tri-grams
i WordTokenizer que retorna uni-grams [9]. Aquesta im-
plementacio´ obte´ un 73’33% d’efectivitat, segurament pel
fet de que les unitats de tractament estan formades per me´s
d’una paraula.
6 INTERPRETACIO´ DELS RESULTATS
Observant els gra`fics creats per l’analitzador es poden
arribar a un conjunt de conclusions.
Si es do´na un cop d’ull a la figura 5 es pot veure que
la majoria de tweets es van captar els dies on un dels dos
equips o be´ els dos jugaven un partit. Dins aquests dies hi
ha 3 pics de recaptacio´ de piulades: el dia 03 de desembre
(Lliga: Barc¸a – Madrid), 07 de desembre (Champions:
Madrid – Borussia Dortmund), 10 de desembre (Lliga:
Madrid – Deportivo; Lliga: Osasuna – Barc¸a).
Fig. 5: Nu´mero de Tweets per dia
Concretament durant aquests dies es van captar un to-
tal de 235722 piulades. D’aquestes, 113900 van passar el
filtratge i han estat emmagatzemades a la BD Relacional.
Dins d’aquests tweets va`lids, 41217 (el 36’18%) es van re-
collir el dia del cla`ssic. En la figura 6 es pot veure clarament
com l’estadi del Futbol Club Barcelona (Camp Nou) e´s el
lloc on es van fer me´s piulades ja que n’hi ha una gran den-
sitat.
Fig. 6: Mapa de Barcelona. Dins el cercle vermell es troba
el Camp Nou, amb gran densitat de piulades.
S’ha dit que al Camp Nou hi ha una alta densitat de piu-
lades, si es mira l’estadi del Reial Madrid (Santiago Ber-
nabe´u) tambe´ hi ha una gran densitat de piulades, de la ma-
teixa manera, la Puerta del Sol de Madrid tambe´ hi ha una
gran densitat (veure la figura 7). Un factor comu´ d’aques-
tes localitzacions e´s que so´n llocs emblema`tics, per tant, es
podria arribar a la conclusio´ que als seguidors del Barc¸a i
el Madrid els agrada o pensen en activar la localitzacio´ de
Twitter quan hi ha algun succe´s important o be´ estan creant
una piulada en algun lloc emblema`tic.
Fig. 7: Mapa de Madrid. Dins el cercle vermell es troba la
Puerta del Sol, a dins el cercle negre es troba l’estadi Santi-
ago Bernabe´u. Els dos llocs amb alta densitat de piulades.
Degut al problema de les localitzacions falses descrit a
l’apartat 4.2 s’han obtingut menys tweets amb la localit-
zacio´ habilitada. Com s’ha comentat, moltes piulades han
estat creades des del mateix punt del mapa aportant poca
varietat territorial. Com a objectiu secundari, es volia saber
la distribucio´ barcelonista i madridista a nivell de territori
catala` i espanyol, pero` no ha pogut ser possible ja que amb
aquest nu´mero de piulades localitzades no es pot deduir un
esquema o un patro´ d’on viuen els aficionats culers i madri-
distes. La figura 8 mostra aquest fet.
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Fig. 8: Distribucio´ de les piulades a l’Estat espanyol
Cal destacar que la gran majoria de piulades so´n positi-
ves segons la figura 9. D’aquı´ es pot extreure la conclusio´
que els internautes tendeixen a crear piulades en suport al
seu equip me´s que criticar el seu equip, per exemple en cas
de derrota, o l’equip rival. Com a apunt important caldria
dir que moltes de les piulades positives so´n retweets de
declaracions dels jugadors i premsa esportiva. Com que
aquestes declaracions solen ser de neutrals a positives,
augmenten la quantitat de piulades positives. Per exemple:
RT @FCBarcelona es: ¡Andre´s Iniesta recibe el alta y ya
esta´ a punto para el cla´sico #Forc¸aBarc¸a #ElCla´sico
Fig. 9: Nu´mero de Tweets positius i negatius per equip
De la mateixa manera les figures 10 i 11 confirmen que
hi ha un major volum de piulades de suport que de crı´tica
negativa. Aquestes figures representen el nombre de piu-
lades positives i negatives dia`ries. Es pot veure que en tot
moment les piulades positives so´n majoria.
Fig. 10: Nu´mero de Tweets positius i negatius Barc¸a
Fig. 11: Nu´mero de Tweets positius i negatius Madrid
En la figura 12, on es mostren les piulades localitzades,
es pot veure que els punts estan concentrats majorita`riament
a paı¨sos de parla hispana i a Indone`sia. Aixo` e´s degut a que`
nome´s s’han captat piulades en castella` ja que aixı´ es va
planejar a l’informe inicial. Indone`sia e´s un dels paı¨sos on
el Barc¸a esta` molt present en la societat, e´s molt possible
que els indonesis hagin fet retweet de tweets en castella` i/o
que els immigrants de parla hispana hagin piulat des de
Indone`sia.
Fig. 12: Localitzacio´ dels tweets captats en el mo´n
Amb les figures 13 i 14 es pot observar la difere`ncia entre
els dos equips segons les piulades que representen. S’han
captat me´s piulades del Reial Madrid que del Futbol Club
Barcelona, segurament perque` s’han filtrat nome´s els tweets
en castella`. Aquest succe´s pot tenir la lectura de que gran
part dels seguidors del Barc¸a so´n, segurament, de parla cata-
lana. Si es filtressin tweets de parla catalana segurament els
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gra`fics tindrien uns resultats totalment inversos: El Barc¸a
tindria me´s piulades que el Madrid.
Fig. 13: Nu´mero de Tweets per equip
Fig. 14: Nu´mero de Tweets per dia per equips
Per tant, segons la informacio´ que permeten extreure els
gra`fics, es pot dir que del 01 de desembre al 13 de desembre
les persones que van fer piulades amb els hashtags descrits
al punt 1 d’aquest article so´n me´s propenses a escriure piu-
lades que parlen del Madrid i de forma positiva. En con-
clusio´, aquests dies la societat de parla hispana de Twitter
estava me´s a favor del Reial Madrid que del Futbol Club
Barcelona.
7 CONCLUSIONS
Aquest treball s’ha dividit en quatre mo`duls independents
entre si: Obtenir dades, Filtrar Dades, Classificar Dades,
Visualitzar Dades. El mo`dul tercer ha estat el que ha
comportat me´s recursos temporals, sobretot en recerca. Tal
com s’ha dit, actualment l’algorisme de Machine Learning
propi te´ un 63’33% d’efectivitat mentre que el basat en
la llibreria NLTK, te´ un 73’33%. Una manera de poder
augmentar aquesta efectivitat per aconseguir igualar l’efec-
tivitat del propi amb l’altra implementacio´ seria augmentar
el nu´mero de piulades del Train Set, actualment 288, i
utilitzar n-grams (me´s d’un item per token) en comptes
de tokenitzar paraula per paraula a la hora de construir el
diccionari per entrenar l’algorisme, ja que solen tenir un
major rendiment.
De cara a millorar l’efectivitat de forma dra`stica seria
interessant utilitzar xarxes neuronals amb un Train Set amb
una gran quantitat d’entrades, ja que les xarxes neuronals
amb un gran volum d’entrenament solen funcionar molt
millor que amb volums petits, com me´s entrenament, millor
efica`cia [2]
Com a possibles millores d’aquest projecte: es podri-
en guardar les piulades en un sistema distribuı¨t amb mirrors
per assegurar la disponibilitat i augmentar la seguretat de
l’emmagatzematge de les dades. Per exemple amb HDFS,
el sistema distribuit de Hadoop. Tambe´ seria interessant
poder executar en ma`quines diferents cada mo`dul, e´s a dir,
una ma`quina que Obtingui piulades, una altra que dugui
a terme el filtratge de les dades, una altra que polaritzi
les piulades i una quarta que s’encarregui de generar els
gra`fics i material visual. Per tant, un sistema distribuı¨t per
fer funcionar aquest projecte d’Opinion Mining pot ser una
bona aposta.
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A.1 Planificacio´ del projecte: Diagrama de
Gantt
1. Obtenir piulades
(a) Acce´s a l’API
(b) Obtenir piulades




(a) Programar neteja piulades
(b) Programar connexio´ amb Base de Dades Relaci-
onal






(b) Plasmar resultats en mapes i gra`fics
(c) Extreure conclusions
Fig. 15: Diagrama de Gantt
