The increasing amount and size of data makes indexing and searching more difficult. It is especially challenging for multidimensional data such as images, videos, etc. In this paper we introduce a new indexable symbolic data representation that allows us to efficiently index and retrieve from a large amount of data that may appear in multiple dimensions. We use an approximate lower bounding distance measure to compute the distance between multidimensional arrays, which allows us to perform fast similarity searches. We present two search methods, exact and approximate, which can quickly retrieve data using our representation. Our approach is very general and works for many types of multidimensional data, including different types of image representations. Even for millions of multidimensional arrays, the approximate search will find a result in a few milliseconds, and will in many cases return a result similar to the best match.
INTRODUCTION
The increasing amount of data we collect, create, and generate necessitate new and better ways of indexing and searching. It is especially true for multidimensional data. Multidimensional data may appear as images, videos, multidimensional geometric objects or something completely different. In many applications we often want to search and compare data to other data, which can be expensive in terms of I/O operations and computations. An example of an application using search and comparison is image searching, i.e. searching using an image as the query, which is provided by, for instance, the image search engines from Google, Bing, and TinEye. Smart indexing techniques decrease the amount of I/O operations and can provide very fast index searching.
Data often involves an encoding of a spatial or temporal structure. An example would be time series, i.e. measurements over time. For the purpose of this paper, we will look at time series as onedimensional arrays (i.e. a fixed-length indexed sequences of numbers starting at index 0) represented by a function f (t) = v, with a v value for each t (time) value. We can extend this definition to accommodate multidimensional data structured as multidimensional arrays. For an array of n dimensions, we can define the function f (t) = v, where t is an n-tuple of integers (t 1 , . . . ,t n ) that map to a single v value. We also define the size of a multidimensional array as an n-tuple m = (m 1 , . . . , m n ), where 0 ≤ t i < m i for 1 ≤ i < n. For convenience purposes, we will use the notation of A t 1 ,...,t n to denote multidimensional array access, instead of f (t). Images will by used as examples of multidimensional data, but we emphasize that our approach also generalizes to other types of multidimensional data. Consider an 8-bit gray scale image (2-dimensional). Here each pixel (x, y) within the image will map to a single v value between 0 and 255. While it is possible to imagine that v could also be a tuple or a vector (such as R, G and B values for color images), we will only consider v as a single value (see Section 1.1 for our representation of color images).
We can generalize this structure to an arbitrary number of dimensions, and given our similar definitions of time series and multidimensional arrays, we can base our approach on indexing techniques for time series, such as iSAX (Shieh and Keogh, 2008) (described in Section 2).
Several search methods and data structures to index time series have been proposed (André-Jönsson, 2002; Keogh et al., 2001b; Faloutsos et al., 1994) , but only few efficient methods exist for multidimensional arrays. Gaede and Günther (1998) have collected and compared some methods for accessing and indexing multidimensional data, using point access methods or spatial access methods. Here they compare some spatial tree data structures (among others) such as Rtree and its variants, quadtree, k-d tree, KDB-tree and buddy tree.
In this paper we introduce a new symbolic representation called hyperSAX which can be used to index multidimensional data. The difference between our approach and these multidimensional indexing techniques is that we discretize and quantize the data, much like iSAX. The difference between our approach and iSAX is, of course, that we index multidimensional data, rather than time series, and that we split on both the structure of the data and the values. Furthermore our representation allows for dynamic word lengths instead of predefined static word lengths. A definition of word length and the more general notation of a split can be found in Section 2. With our hyperSAX representation we can define lower bounding approximate distance measures to compare multidimensional arrays very fast, and we will thus be able to perform very fast searching.
Image Indexing
Images can be indexed based on different features, such as colors, shapes, size, texture or objects inside the image. We will in this paper, as an example, index images based on their colors, but our approach will work using other types of features. We have already mentioned how data for a gray scale image would be structured. We add another dimension for colored images representing the color channels. If we, for example, have a 24-bit RGB image, the input tuple t would consist of an x-coordinate, a y-coordinate and a color channel c, which would map to a single 8-bit color component, i.e. A x,y,c = v, making our representation of an RGB image a three-dimensional array of size m = (width, height, 3). Retrieving the color of the pixel at coordinates (12, 20) would therefore require looking up the red value at A 12,20,0 , the green value at A 12,20,1 and the blue value at A 12,20,2 . RGB is just one of many different color spaces. A color space such as CIE 1976 (L * a * b * ), also known as CIELAB, which is a perceptually uniform color space, would make distance measures between different images proportional to their actual visual distance, thereby possibly improving search results (Kasson and Plouffe, 1992) .
Related work that utilize features in indexing, such as color or texture, include the QBIC project (Flickner et al., 1995) , the previously mentioned image search engines, the Virage search engine (Bach et al., 1996) , Cheng and Wu's method (Cheng and Wu, 2006) as well as Jain and Vailaya's method (Jain and Vailaya, 1996) . Our method differs from these as we discretize, quantize and partition the data to provide fast indexing and searching.
BACKGROUND
In order to be able to index massive time series datasets, Shieh and Keogh introduced indexable Symbolic Aggregate approXimation (iSAX) (Shieh and Keogh, 2008) . iSAX makes it possible to search trough real-world datasets containing millions of time series very fast, achieving speeds 40 times faster than a sequential scan.
iSAX is based on SAX (Symbolic Aggregate approXimation) (Lin et al., 2003) . SAX transforms a time series T = t 1 , . . . ,t k into a Piecewise Aggregate Approximation (PAA) (Keogh et al., 2001a) representation T = t 1 , . . . ,t n , with n k, thereby reducing the dimensionality of the time series. SAX then converts the PAA representation T into a symbolic representationT =t 1 , . . . ,t n according to a quantization determined by a list of values called breakpoints. SAX supports arbitrary breakpoints, but recommends using a sorted list of breakpoints, β 1 , . . . , β a−1 , where β i to β i+1 = 1/a is equal to the area under a N(0, 1) Gaussian curve, assuming that the data is normalized.
An iSAX word is a representation of a time series using iSAX letters. The number of letters in a word denotes the word length. Each letter consist of a symbol and a cardinality, i.e. the size of the symbol alphabet. Cardinalities of words and letters are represented by a superscript. A time series T can with a cardinality of 8 and word length of 4 be represented as an iSAX word: T 8 = {110, 101, 011, 001} = {6 8 , 5 8 , 3 8 , 1 8 }. Each letter in the word may have a different cardinality from the other letters. A time series T could be T = {100, 101, 10, 11} = {4 8 , 5 8 , 2 4 , 3 4 }. The iSAX representation uses binary numbers to represent symbols, making it easier to promote iSAX words. A promotion of an iSAX word increases the cardinality of the letters, and is used when two iSAX words with different cardinalities are compared. To compare two words, T 4 = {11, 00} and S 2 = {1, 1}, the lower cardinality word (S 2 ) must be promoted so the two words are of equal cardinality. Because the breakpoints of S 2 is a proper subset of the breakpoints of T 4 , we can add the missing bits of S 2 to match T 4 's cardinality. If S 2 i < T 4 i we add 1 for all missing bits, else if S 2 i > T 4 i we add 0 for all missing bits. In this case, S 2 will be promoted to S 4 = {11, 10}. This approach is, of course, generalizable for all iSAX words. The distance measures used during search in SAX and iSAX lower bounds the PAA distance measure, which in return lower bounds the distance between time series, see e.g. (Shieh and Keogh, 2008; Lin et al., 2003; Yi and Faloutsos, 2000) for further details on these bounds. The iSAX representation makes it possible to con-struct a hierarchical index structure that allows for fast searching. The structure consists of three different types of nodes: Terminal Node, Root Node and Internal Node. Terminal nodes are leaf nodes and contain pointers to files with raw time series entries. The root node represents the complete tree structure and contains up to a w direct children of terminal and internal nodes, where a is the base cardinality and w is the word length. The base cardinality is the starting cardinality for all iSAX words. The internal nodes represent splits in the structure. A node split happens when the number of time series entries in a terminal node becomes larger than a specified threshold. The threshold (th) is set when building the index and denotes the maximum number of time series allowed in a single terminal node. When a split occurs, the current terminal node is split into two new terminal nodes, and the cardinality of the letters are promoted using a round robin policy. A terminal node {2 4 , 3 4 , 3 4 , 2 4 } will for example be split into the two nodes: {4 8 , 3 4 , 3 4 , 2 4 } and {5 8 , 3 4 , 3 4 , 2 4 }. An improvement for splitting has been proposed in iSAX 2.0 (Camerra et al., 2010) . In iSAX 2.0 the letter promoted is the one which produces the most balanced split. For a balanced split, the letter that is closest to a new breakpoint will be promoted. This improvement results in fewer internal nodes and thus in a smaller structure that is faster to build and search than iSAX. Additionally, iSAX 2.0 also improves the construction time of building an index by bulk reading and writing time series into a cache and to the hard drive, rather than reading and writing them individually. Further improvements on reducing the building time for the index have been proposed in iSAX 2.0 Clustered and iSAX 2+ (Camerra et al., 2014) .
Because an approximate search is often enough, iSAX implements both an approximate and an exact search. The approximate search is very fast compared to the exact search. To improve the speed of an exact search, an approximate search is used to obtain a best-so-far result, and from there continue searching for the exact result. We will return to these search methods in Section 6.
THE REPRESENTATION
In order to extend iSAX into multiple dimensions we consider a simple representation similar to iSAX words, that we can convert multidimensional arrays into. In a naïve approach, one could discretize each dimension into a predefined number of partitions, i.e. defining a word length in each dimension, as it is done for the one-dimensional time series in iSAX. This approach is not very flexible and would result in words of total length ∏ n d=1 w d , where n is the number of dimensions and w d is the word length in the dth dimension. Instead we propose a more dynamic representation called hyperwords.
Whereas an iSAX word is a simple vector of iSAX letters, a hyperword is a tree structure with iSAX letters as leaves. Each internal node of the tree represents a partitioning of the n-dimensional space represented by the hyperword into segments of equal size. This means that each hyperword can be composed of multiple hyperwords and/or letters. It is important to note that the internal nodes in this section are hyperwords, whereas the internal nodes mentioned in previous section are nodes in the index tree.
The Letter
The letters of a hyperword are the same as the letters of an iSAX word, and consist of a symbol (an integer) s and a cardinality a, where 0 ≤ s < a. To represent these letters we write the symbol with the cardinality as a superscript: s a , e.g. 7 8 , 2 4 . This allows us to distinguish letters of different cardinalities.
Recall that we partition the multidimensional array at each internal node in the hyperword structure. We can compute the mean value p of a partition p:
where n is the number of dimensions and m d is the size of p in the dth dimension.
In order to create a letter of cardinality a from a mean value p, we need a list of a − 1 ordered breakpoints (β 1 , . . . , β a−1 ) where β 1 < β 2 < · · · < β a−1 . To convert p to a letter we search for the lowest breakpoint β i greater than p (i.e. p < β i ), using for instance a binary search, and we return the symbol i − 1 if a breakpoint is found. If none of the breakpoints are greater than p (i.e. p ≥ β a−1 ) we return the symbol a − 1. For example if a = 4 we will have three breakpoints. If β 1 ≤ p < β 2 then the returned symbol is 1, and if p ≥ β 3 , then the returned symbol is 3.
How the list of breakpoints is computed depends on the application (and how the data is normalized), but one way is to use the inverse cumulative distribution function (as used by iSAX), so that
a , where N(µ, σ) is a normal distribution with µ mean and σ standard deviation.
The Hyperword
The structure of a hyperword is represented by nested curly brackets, where each set of curly brackets represents an internal node in the hyperword-tree. Since the n-dimensional space can be partitioned in any dimension, we will write the dimension d (1 ≤ d ≤ n) of the partition as a subscript: {h 1 , . . . , h w } d , where w is the hyperword length, i.e. the size of the split. Each h i in the hyperword represents a child node and can be either another hyperword (an internal node) or a letter s a (a leaf). An example of a hyperword is:
where the hyperword-tree consists of two internal (binary) nodes, and three leaf nodes. This tree-based approach to discretization of n-dimensional data will become useful when we create the index. We can also describe the type of a hyperword, which is needed when creating a hyperword, using another notation. This type must include the tree structure as well as the cardinalities of the letters in the leaf nodes. We will use angle brackets in order to distinguish this from actual hyperwords, e.g.:
which represents the type of the hyperword in (2).
Creating a Hyperword
Consider the task of creating a hyperword of a certain type from a multidimensional array of normalized data (to zero mean and a deviation of one). First the data has to be partitioned according to the splits of the hyperword. Then the mean value of the data contained within each leaf is calculated. Lastly the mean values are converted into symbols.
For instance, if we wish to create a hyperword of type 4, 8, 8 1 2 from a gray scale image (a twodimensional array, where dimension 1 is the x-axis and dimension 2 is the y-axis), we first partition the image and calculate the mean values as seen in Figure 1 . In more general terms, we define the partitioning function P(A, w, d), that splits the multidimensional array A into w partitions of equal size in the dth dimension, i.e. the function returns a list of w multidimensional arrays, each with a length in dimension d of m d w . We then quantize the mean values by converting them to letters using the list of breakpoints. It is important to notice that A may be a subarray, i.e. it can be the result of a partitioning. 
DISTANCE MEASURES
Now that we have a representation, we can define the distance measure used to calculate the distances between multidimensional arrays of equal size. For two n-dimensional arrays, A and B, of size m j in the jth dimension, we will use a Frobenius distance similar to the Euclidean distance in one dimension:
For time series, i.e. one-dimensional arrays, Shieh and Keogh (2008) have shown that the effect of using a more appropriate distance measure, such as Dynamic Time Warping, diminishes when the data set grows large. Therefore, the computationally faster Frobenius measure is used.
Since we work with a compressed representation of multidimensional arrays (hyperwords), we consider a lower bounding approximation to the Euclidean distance function for calculating distances between hyperwords and multidimensional arrays 1 .
The smallest part of a hyperword is a letter, so naturally we need to define the distance between a single letter and a multidimensional array. This distance can then be used to calculate the distance between an entire hyperword and a multidimensional array. Similar to iSAX, we define upper and lower breakpoints, β L and β U , for a letter s a (symbol s, and cardinality a):
The breakpoints in (5) and (6) are now used to calculate DistLetter, which is a lower bounding distance between a letter s a and a multidimensional array A, with mean value A (calculated using Equation (1)):
Before defining the measure for calculating the distance between a multidimensional array A and a hyperword h, we define a recursive function D that traverses the tree structure of the hyperword, and sums the distances between letters and the parts of the multidimensional array they represent:
1 Proof that hyperSAX is lower bounding can be found in a longer version of this paper located on our website: http://sn.im/hypersax In this function, h is a hyperword of length w dimension d, and consists of hyperwords h 1 to h w , furthermore p i is the ith partition resulting from partitioning the multidimensional array A with the function P(A, w, d) (as defined in Section 3.3).
We can now finally define the lower bounding distance between an n-dimensional array A and a hyperword h as follows:
recalling that m d is the size of A in the dth dimension.
INDEXING HyperSAX
The goal of the hyperSAX representation described in Section 3 is to make it possible to build a fast index for multidimensional data. Our index is similar to that of iSAX with three different types of nodes: Root, Internal and Terminal node. The difference is that our nodes consist of hyperwords instead of iSAX words.
When we build a hyperSAX index, we provide a base hyperword type (denoted b), which will dictate the initial splits at the root node, and a threshold (denoted th) for the maximum number of multidimensional arrays in each terminal node. The base hyperword type is similar to the base cardinality and word length of iSAX. The threshold is essential in constructing the index, as it regulates the creation of new internal nodes, i.e. when a terminal node has reached its capacity, a new internal node is created in its place. Figure 2 shows an illustration of a hyperSAX index with base hyperword type b = 2, 2, 2 3 .
Figure 2: Illustration of a hyperSAX index. Nodes surrounded by square brackets are internal nodes. Dotted lines represent lines to nodes (children) not seen here.
Constructing the Index
Index construction follows the same pattern as iSAX 2.0, i.e. using a buffer for writing to the hard drive and promoting the letter which produces the most balanced split. However, our representation can both increase cardinality and reduce discretization. For that reason we need a comparable measure to prefer one over the other, as described in detail below.
The index construction starts by simply inserting multidimensional arrays into a terminal node until the terminal node has reached the threshold, i.e. it contains th multidimensional arrays and we wish to insert another one, leaving us with k = th + 1 arrays (T 1 , . . . , T k ) that we have to distribute. We convert the terminal node to an internal node by taking the associated hyperword type, and either increase the cardinality of a single letter (e.g. 2, 2 1 → 2, 4 1 ) or split a letter into a new hyperword (e.g. 2, 2 1 → 2, 2, 2 1 1 ). Increasing the cardinality makes a cardinality split and always multiplies the cardinality of the selected letter by 2 (this is the type of split that iSAX and its derivatives make). Splitting a letter into a new hyperword makes a discretization split and always results in a hyperword of length 2 containing letters of cardinality 2, i.e. 2, 2 d , where d is the dimension of the split. Given these two types of splits, we are left with the choice of n + 1 possible splits for each letter in the hyperword, where n is the number of dimensions (since there are n possible discretization splits for each letter). We will therefore define two utility measures for how well multidimensional arrays are distributed after a cardinality split (C utility ) and a discretization split (D utility ).
Both measures are calculated for each letter of the hyperword, and only consider the partition of the multidimensional space the letter represents, i.e. for each letter we consider the multidimensional subarrays S 1 , . . . , S k , where S 1 is the relevant partition of the multidimensional array T 1 and so forth.
Cardinality Split
To measure the utility of a cardinality split, we consider the mean values of all k subarrays. If those mean values are far from each other, it makes sense to increase cardinality, because the multidimensional arrays contained in the terminal node are then more likely to end up in different branches of the index, based on cardinality alone. We therefore calculate the utility for a cardinality split as:
where S i is the mean value of the multidimensional subarray S i calculated using Equation (1).
Discretization Split
Computing the utility of a discretization split is a bit more complicated. First we normalize the k subarrays to zero mean, hence creating the normalized subarrays N i = Norm(S i ) for all 0 < i ≤ k, where Norm(S i ) subtracts S i from all elements of S i . If we were to calculate C utility on these normalized subarrays, we would always get a utility of 0, which means that, by normalizing, we have removed any variance that could be exploited by a cardinality split, and are thus focusing on discretization alone. In order to calculate the remaining variance, we first need to create a multidimensional array M of the same size as each of the normalized subarrays, that serves as an average of all k normalized subarrays. We can define this average multidimensional array for each element of M: (11) where N j i 1 ,...,in is the element at position i 1 , . . . , i n of the normalized subarray N j . In other words, each element of M is the average of all k elements at that position in the normalized subarrays.
We can now finally define D utility as the average difference between M and the k normalized subarrays:
where n is the number of dimensions and m j is the length of M in the jth dimension (recall that M and N 1 , . . . , N k all have the same size).
The discretization split utility D utility does not tell us which dimension to split, however it is easily determined by partitioning each dimension and evaluating D utility on each of the two resulting partitions. The dimension with the lowest difference between the utilities, is used for the discretization split.
Comparing Utilities
We can still not compare the two measures directly, as all S 1 , . . . , S k (from C utility ) contained by a letter s a will have mean values limited by the range that defines s a . When determining discretization, the individual points can be outside that range. To make them comparable, we stretch the range of C utility to be the same range as D utility , such that C utility = 0.5 ·C utility · a. This formula is however only correct for breakpoints which split the total range into even parts.
INDEX SEARCH
Similar to how iSAX allows for very fast search of time series data, hyperSAX facilitates fast search of multidimensional data. Given the similarities between an iSAX index and a hyperSAX index, the algorithms used for approximate and exact search are near-identical.
Approximate Search
Approximate search is where the index really proves its worth. It is based on the assumption that for many applications, a suboptimal result is adequate. That is, we do not necessarily require the best result, but we want a reasonable result fast. Approximate search works because two similar multidimensional arrays will often result in the same hyperword.
When an approximate search is performed, the query is converted into a hyperword, and the index is traversed with the same split policy as with insertion. When a matching terminal node is reached, the best match can be found by using sequential scan on the at most th multidimensional arrays in that node. In the case that a matching terminal node is not found, i.e. it fails at an internal node, the first child of the internal node is chosen, after which it continues down the tree until it stops at a terminal node.
Given that approximate search only requires a traversal of a single branch of the tree plus a sequential scan of the final terminal node, it is a very fast method (i.e. few milliseconds even for very large indexes) for finding matches in the index.
Exact Search
An exact search is only necessary if we always want the best possible result from a search (i.e. the result with the lowest distance to the query). This, of course, requires a sequential scan of many terminal nodes, making the procedure much slower than approximate search.
Our exact search algorithm, Algorithm 1, follows the same pattern as the one for iSAX, but with our own distance measure and representation.
We start by obtaining the result of an approximate search (a terminal node), which will act as the initial best-so-far result. We also initialize a priority queue of nodes and lower bounding distances, which we initially add the root node to (with a distance of 0). We then traverse the tree by always extracting the node with the lowest lower bounding distance to the query from the priority queue. When we encounter an internal node (or the root node), the lower bounding distances between its children and the query are computed (using DistHyperword, defined in Section 4) and these are then all added to the priority queue. When we encounter a terminal node, we perform a sequential scan of the multidimensional arrays this node contains, and update the best-so-far result if we find something better. Because our distance measure is lower bounding, we can terminate the loop and return the best-so-far result, when we extract a distance from the priority queue that is greater than the best-so-far distance. 
EXPERIMENTS
To test our proposed representation and index structure, we have made an implementation in Scala that runs on the Java Virtual Machine (JVM). The experiments are performed on a 3.4 GHz Intel Core i7-2600 using a 500 GB Seagate Barracuda hard drive, we used a subset of the 80 million tiny images compiled by Torralba et al. (2008) for our experiments. The images are RGB-colored and are 32 × 32 pixels, i.e. 3-dimensional data with m = (32, 32, 3), giving a total of 3072 values for each image. For each experiment we use base hyperword type b = 2, 2, 2 3 .
Index Construction Time
In this experiment we measure the time it requires to construct indexes of different sizes to determine the scalability of index construction. We measure the wall clock time of constructing an index of 40 million multidimensional arrays, and measure the time used between each millionth array We set the threshold th = 500 for this experiment. Figure 3 shows the result of this experiment.
The first 10 million arrays are indexed much faster since everything is done in-memory. After this point it requires accessing the hard drive and thus slows down significantly. The insertion time is near-linear, only showing a slight quadratic increase over the course of several millions insertions. While it is possible to improve the insertion time, it has not been a primary focus of this paper.
Approximate Search Accuracy
Since approximate search is supposed to return an adequate result, it is interesting to measure how good the result is in general compared to the optimal result. Figure 4 shows an example of an approximate search and exact search with an image as the query. We measure the accuracy of approximate search with th = 10. We index 100,000 images giving a total of 22,865 terminal nodes.
We conduct this experiment by searching for 200 queries using the index. For each query we perform an approximate search for the query. Furthermore, we sort all 100,000 images in ascending order according to their exact distance to the query. By finding the position of the approximate result in the ordered list, we can determine how close the approximate result was to the best result. The histogram in Figure 5 shows that the majority of the results lie within the top 1 %. This result means that the majority of results from approximate searches will be similar to results from exact searches. 
Exact Search Performance
Since exact search returns the best possible result, we are only interested in measuring the performance. To test the performance of the exact search, we perform 100 search queries on data sets with increasing size and measure the average amount of nodes which are read, i.e. how many I/O operations are performed. This measurement will not depend on hardware or the implementation and will thus give a more accurate result than measuring time. We measure the performance of exact search with th = 100. The result of this experiment can be seen in Figure 6 . This result shows that the amount (in percentage) decreases as the index grows. As we add more multidimensional arrays, we can obtain a better approximate result, thus resulting in fewer nodes read (percentage-wise). In contrast to the result in Figure 6 , a sequential scan will always read all multidimensional arrays (i.e. 100 %). Therefore our index will decrease the amount of I/O operations. For extremely large datasets, the percentage of nodes read should become low. The hyperSAX representation is better suited for large datasets than for small datasets.
Time Series Performance
To examine if our representation adds a significant overhead compared to iSAX, we test it on onedimensional arrays, i.e. ordinary time series. By disabling discretization splits, i.e. only doing cardinality splits, and with a base hyperword type a, a, . . . , a 1 , where a is the base cardinality and the number of a's is the word length, hyperSAX will behave exactly like iSAX 2.0, with the exception of the utility calculation for cardinality splits which is a little different.
We perform the test on one million random walk time series of length 256 with a threshold th = 100. iSAX 2.0 is simulated with our reduced hyperSAX implementation and configured with a base cardinality a = 2 and a word length w = 8. We perform 500 approximate and exact searches, using the same time series for both indexes. Table 1 shows the results.
The results show that there is only a very slight increase in approximate distance, and a small increase in the size of the index and the amount of nodes that are read. Notice how the number of terminal nodes read is much lower for time series than for images. We can conclude that the ability to handle multidimensional arrays in the hyperSAX representation only adds a small overhead.
APPLICATIONS
The hyperSAX representation is created with any kind of multidimensional data in mind, and using this representation makes it possible to index and compare images, GIFs, video, audio or other types of multidimensional data. In this paper we have used images as examples of indexable multidimensional data, and we will now introduce an application as a proof of concept. The application, called "infinite zoom", makes it possible to zoom infinitely into images. The goal of this application is to show that our representation and index can be used to quickly find similar images based on an image query.
When we usually zoom into an image using a regular image viewer, we normally just see fewer and fewer pixels and the image eventually will become blurry. Using our infinite zoom, we exchange the blurry pixels with another image (in higher resolution), which creates the illusion that we have images inside images. For this application we use the CIELAB color space (described in Section 1.1) when comparing images. We use a collection of images from the ImageNet database created by Deng et al. (2009) .
We can zoom into any area of the image using the mouse cursor and scrolling. When we reach a predefined zoom level, we use approximate search to find an image which has the lowest approximate distance to the area we are zooming into. We use approximate search instead of exact search, because speed is essential (for smoothness) and an approximate result is all we need. The image found by the approximate search is then smoothly inserted into the other image, and we can continue zooming into this new image, thus creating infinite image zoom. Figure 7 shows an example of infinite zoom. This example is from searching an index of size 100,000 where the images are 320 × 320 and the search area is 32 × 32 pixels. 
CONCLUSION
We have developed hyperSAX, a representation and method for indexing multidimensional arrays. We have shown that we can use it to index millions of images, and perform very fast approximate searches on those images. We have introduced a way to dynamically reduce the discretization, i.e. increase word length, when it is appropriate, rather than providing a constant word length as required by iSAX and its derivatives. There is, however, room for improvement, such as improving the splitting policy from Section 5.1 to ensure more balanced splits. While comparing images using the Frobenius distance measure may not be optimal, it is still likely to produce good enough results (from approximate search), as long as an index contains enough images.
