The solution of a nonlinear optimization problem often requires an estimate of the Hessian matrix for a function f. In large scale problems, the Hessian matrix is usually sparse, and then estimation by differences of gradients is attractive because the number of differences can be small compared to the dimension of the problem. In this paper we describe a set of subroutines whose purpose is to estimate the Hessian matrix with the least possible number of gradient evaluations.
INTRODUCTION
The solution of a nonlinear optimization problem often requires an estimate of the Hessian matrix for a mapping f: R" + R. In large scale problems the Hessian matrix V2f(x) is usually sparse, and then estimation by differences of gradients is attractive because the number of differences can be small compared to the dimension of the problem. In this paper we describe a set of subroutines whose purpose is to estimate the Hessian matrix of a mapping f: R" -+ R with the least possible number of gradient evaluations.
The problem of estimating a sparse Hessian matrix can be phrased in the following terms: Given a symmetric matrix A of order n, obtain vectors d,, dz, . . . ) dp such that Adl, Adz, . . . , Ad,, determine A uniquely. In this formulation A is associated with the Hessian matrix V2f(x) and the product Ad is associated with an estimate of V'f(x)d. Typically, the estimate of V2f(x)d is obtained by the forward difference approximation. Thus each evaluation of Ad requires at least one gradient evaluation. Also note that since A is associated with the Hessian matrix, the sparsity structure of A should represent the sparsity structure of V'f(x) for all x of interest. In particular, since in a minimization problem the Hessian matrix is usually positive definite at the solution, it is natural to assume that A has nonzero diagonal elements. The algorithms that we have implemented are based on the work of Powell and Toint [lo] , and Colemlan and More [2] . These authors considered direct and indirect methods for determining symmetric matrices. Indirect methods usually require fewer gradient evaluations while direct methods produce more accurate approximations to the Hessian matrix. We have implemented both types of methods. For purposes of exposition it is convenient to view our algorithms as lower triangular substitution methods.
A lower triangular substitution method is specified by a permutation matrix ?r and a partition of the columns of a symmetric matrix A into groups C1, . . . , C, such that if L, is the lower triangular part of xTAa then columns in the same group do not have a nonzero in the same row position of L,. We now show that a partition of the columns of A with this property is consistent with the determination of A by a lower triangular substitution method. Let S = ((i, j): r(i) Z r(j)), and given a group C define a direction d E R" with components Sj # 0 if j belongs to C and 6j = 0 otherwise. Then where al, . . . . a, are the columns of A. To determine oij with (i, j) E S and j E C, note that for any other column 1 E C we must have (i, 1) B S. Thus, This expression and the symmetry of A show that ui depends on (Ad)i and on elements of L, in rows 1> i. It follows that we can determine the rows of L, in the order n, . . . , 1, and thus A can be determined with p evaluations of Ad.
A lower triangular substitution method is direct if whenever (i, j) E S and j E C for a given group C, then there is no pair (i, 1) with (i, I) 4 S and 2 E C. Thus in a direct method oij depends only on the difference parameter Sj, while in an indirect method aij may also depend on other difference parameters 61 with 1 E C. As we shall see, this is an important difference between direct and indirect methods.
Given the sparsity pattern of a symmetric matrix A of order n, subroutine DSSM determines a permutation matrix ?r and a partition of the columns of A consistent with the determination of A by either a direct or indirect lower triangular substitution method. Subrouting FDHS computes an approximation to the Hessian matrix of a mapping f: R" + R by a lower triangular substitution method. Most of the information needed by FDHS is provided by DSSM; the user only needs to provide the appropriate difference parameters and gradient An overview of the complete package is presented in Section 5. Users interested in algorithmic details should consult Section 6 where we describe the algorithms that determine the partition of the columns of A in the direct method and the permutation matrix a in the indirect method. The interface subroutines and the subroutines that implement the algorithms of Section 6 are new; all other subroutines are from the package of Coleman, Garbow, and More [l] for estimating sparse Jacobian matrices.
Numerical results are presented in Section 7. We discuss the performance of DSSM on the Everstine [4] sparsity patterns, and we also compare our software with subroutines TD03A and TD03B in the Harwell subroutine library.
SUBROUTINE DSSM
Given the sparsity pattern of a symmetric matrix A of order n, subroutine DSSM determines a symmetric permutation of A and a partition of the columns of A consistent with the determination of A by a lower triangular substitution method.
The user specifies a definition of the sparsity pattern of A by providing the pairs (i, j) for which oij # 0. Since A is symmetric, it is only necessary to provide the indices for the nonzero elements in the lower triangular part of A:
These pairs can be provided in any order. Duplicate pairs are allowed, but the subroutine eliminates them. DSSM requires that the diagonal elements be part of the sparsity pattern and replaces any pair (i, j) where i < j with the pair (j, 8. On output, DSSM defines the symmetric permutation of A via the integer array l&p by placing the (i, j) element of A in the (&p(i), Zi.stp( j)) position of the permuted matrix. Since the permuted matrix is ?rTA?r, it follows that column Zistp( j) of ?r is the jth column of the identity matrix. The partition of the columns of A is defined via the integer array ngrp by setting ngrp( j) to the group number of column j. In addition, the variable mingrp provides a lower bound on the number of groups required in a partition consistent with the determination of A by a lower triangular substitution method, and the variable maxgrp is the number of groups in the partition obtained by DSSM.
On output, DSSM also has transformed the specification of the sparsity pattern provided by indrow and indcol into an alternative specification more appropriate for the algorithms used by DSSM. The original data is effectively preserved because this alternative specification allows the user to recover the pairs (i, j) for which aij # 0. Details are provided at the end of this section.
The algorithm used by DSSM to determine the symmetric permutation and the partition of the columns of A depends on the integer parameter method. If method = 1, then DSSM uses a direct method; otherwise an indirect method is used.
The value of mingrp is independent of the choice of method. If L, is the lower triangular part of 7r*An and pmax(a) is the maximum number of nonzeros in any The value of maxgrp, on the other hand, is heavily dependent on the choice of method. The direct method usually requires more evaluations of Ad to determine A than the indirect method. Thus, if method = 1, a user should expect a larger value of maxgrp than for method # 1. However, the direct method produces a more accurate approximation to the Hessian matrix; see, for example, the numerical results in Section 4.
Our experience on practical problems is that a direct method usually determines a partition with maxgrp about 50 percent higher than with an indirect method. We have also noted that the indirect method in DSSM typically requires one or two more groups than the bound specified by mingrp. For some problems magrp agrees with mingrp and then DSSM is an optimal lower triangular substitution method.
Execution times for the indirect method in DSSM are satisfactory-the number of operations required by o.ne call is proportional to ,il Pf(~), (2.2) where pi(*) is the number of nonzeros in the ith row of L,. Estimates for the execution time of the direct method are not as simple. We note, however, that in all the practical problems tried, the direct method has been faster than the indirect method. Of course, the claim that (2.2) is a measure of the running time of DSSM assumes that npuirs is not more than a constant times (2.2) . This is certainly the case in any nontrivial situation since (2.2) is not less than the number of nonzero elements in the lower triangular part of A. An impression of the overhead required by DSSM can be obtained by noting that for a quadratic mapping f, the number of operations needed to evaluate the Hessian matrix by differences is at least (2.2). Indeed, since a lower triangular substitution method requires at least p ,,&?r) gradients, the number of operations needed to evaluate all the gradients is at least (2.3) i=l Note that (2.2) is bounded above by (2.3) for any choice of permutation matrix ?r. If Of is a nonlinear mapping, then estimation of the Hessian matrix is likely to require considerably more operations than (2.3). Moreover, in a typical nonlinear problem DSSM will only be called once, whereas it will be necessary to estimate the Hessian mat.rix many times. These arguments support our claim that the execution times for DSSM are satisfactory. Implementation of DSSM, so that the execution time is bounded by a constant multiple of (2.2), requires an appropriate data structure. The pairs (i, j) for which ei; z 0 is a convenient data structure for the user, but DSSM requires a different data structure Given the pairs (2.1) for which oij # 0, subr.outine DSSM generates columnoriented and row-oriented definitions of the sparsity pattern of the lower triangular part of A. The original data can be recovered because
are the nonzero elements in column j of the lower triangular part of A; the nonzero elements in a given row can be generated in a similar manner.
3. SUBROUTlNE FDHS Given a symmetric permutation of the Hessian matrix and a partition of the columns of the Hessian matrix consistent with the determination of the Hessian matrix by a lower triangular substitution method, subroutine FDHS computes an approximation to the Hessian matrix. Most of the information needed by FDHS is provided by DSSM. In particular, the symmetric permutation is defined by the array Zistp and the partition is defined by the array ngrp. The user must provide an array eta of difference parameters and, for each group number numgrp, an array fhesd with an approximation to V2f(x)d where the vector d is defined by setting d(j) = etu( j) if ngrp( j) = numgrp and d(j) = 0.0 otherwise. We do not discuss techniques for choosing the difference parameters, but see, for example, [3] , and [5] . The approximation to V'f(x)d would usually be either (1.1) or (1.2).
The lower triangular method requires that the approximations to V2f(x)d be stored in special locations of the array fhes. This is done by executing An example of the use of FDHS can be found in the next section.
EXAMPLE
We illustrate the use of subroutines DSSM and FDHS by considering the problem of approximating the Hessian matrix in a minimal surface problem. The classical minimal surface problem is to find a function with minimal surface area over the unit square and with specified values at the boundary. We discretize this problem as done by Griewank and Toint [7] . The unit square is subdivided into m = (1 + l)* equal subsquares so that the unknowns of the problem become the n = Z* function values at interior corners of the subsquares. The discrete minimal surface problem is then to minimize
where ai,j(x) is the surface area approximation for the i, j subsquare; if we let fs = s/(Z + l), then the i, j subsquare has coordinates (&, &) in the corner closest to the origin. For the interior subsquares we use the approximation
where xk, with k = Z( j -1) + i, is the minimal area function at (fi, 8). A similar approximation is used for the subsquares on the boundary. Thus V*f(x) is a block tridiagonal matrix where each block is a tridiagonal matrix of order 1. The sparsity pattern of the Hessian matrix of (4.1) can be specified by Program I where it is assumed that n = Z*. Given the sparsity pattern, an appropriate partition can be determined with a call to DSSM: call dssm(n, nnz, indrow, indcol, method, Zistp, ngrp, maxgrp, mingrp, * info, ipntr, jpntr, iwa, Ziwa).
As pointed out in Section 2, on output from DSSM the array pairs indrow, jpntr Table I shows that for this problem the maxgrp values for the direct method (method = 1) are about 50 percent higher than for the indirect method; this is typical. Also note that the indirect method requires two more groups than the bound specified by mingrp. This is not unusual, although for many problems maxgrp is closer to mingrp. We will discuss further the relationship between maxgrp and mingrp in Section 7.
The timing results in Table I show that for this problem the execution time (measured in seconds on a VAX 11/780) for the indirect (as well as the direct) method in DSSM is approximately a linear function of n. This is as expected because the execution time for the indirect method is proportional to (2.2), and for the minimal surface problem (2.2) is bounded by a linear function of n. The timing results further support our observation that on realistic problems the direct method executes faster than the indirect method.
Given the output from DSSM, we can readily determine an approximation to the Hessian matrix of (4.1). In addition to the output from DSSM, we need a subroutine to evaluate the gradient Vf of f. Since ai,j has a simple form, and since (4.1) holds, it is not difficult to write a subroutine fcn(l, x, guec) which will evaluate Of at x and return Vf(x) in the array gvec of length n = 12. Given this information, we can call FDHS to obtain an approximation to the Hessian matrix of f. Assuming that eta is a vector of difference parameters suitable for the forward difference approximation (l.l), the code in Program II stores the approximation in the array fhes. We have already noted that indirect methods usually determine the Hessian matrix with fewer evaluations of the gradient. This is clearly an advantage. On the other hand, indirect methods produce less accurate approximations to the Hessian matrix than direct methods. We will use the minimal surface problem to illustrate this last point. Table II shows the largest absolute and relative errors of the approximate Hessian matrix when FDHS is used to approximate the Hessian matrix of (4. Table II shows that the direct method produces a more accurate approximation to the Hessian matrix. In a direct method, the accuracy of the approximate Hessian matrix is completely determined by the choice of difference parameters, and in this case the accuracy is quite reasonable. In an indirect. method, the accuracy of the approximate Hessian matrix also depends on the errors from the substitution process. The results of Table II show that in this case the additional loss of accuracy is not severe.
The error analysis in [lo] suggests that the loss of accuracy in an indirect method can be severe if the difference parameters vary significantly in magnitude. We illustrate this possibility with the choice of difference parameters For the minimal surface problem it can be shown that any choice of difference parameters in the interval I is reasonable. Thus, it is not surprising that in Table  III the errors for the direct method with choice (4.3) are quite similar to those obtained with choice (4.2), with the errors increasing by at most a factor of 3. Table III show that the use of the indirect method leads to significant increases in the magnitude of the errors. The absolute errors have grown by a factor of about 1, with dramatically larger increases in the last two cases, while the relative errors show that some of the entries in the approximate Hessian matrix have no correct digits.
The importance of the loss in accuracy with an indirect method depends on the application and on the precision of the computations. In this example, all computations were done with a precision of about six decimal digits, and thus the additional loss of accuracy is severe. If all computations, including the evaluation of the gradient, had a higher precision, then the loss would not be as significant.
SUBROUTINES FOR ESTIMATING SPARSE HESSIAN MATRICES
In addition to the interface subroutines DSSM and FDHS, implementation of a lower triangular substitution method requires seven subroutines from the package of Coleman, Garbow, and More [l] for estimating sparse Jacobian matrices, and three new subroutines. In this section we present an overview of the complete package.
There are two stages in the implementation of a lower triangular substitution method. The first stage computes a suitable permutation matrix 7r and determines a partition of the columns of A such that columns of L, in the same group do not have a nonzero in the same row position. The input to the first stage is the sparsity pattern of the matrix A. In the second stage, appropriate difference parameters and gradient differences must be provided, in addition to a description of the permutation matrix 7r and the partition of the columns of the Hessian matrix. The result of the second stage is an approximation to the Hessian matrix.
In a direct method we first obtain the partition of the columns of A and then determine the permutation matrix H, the reverse order of the indirect method. Subroutine SDPT determines the partition in the direct method, while the permutation for the indirect method is obtained with subroutines SLOG and IDOG. These three subroutines can be conveniently viewed as graph algorithms. They are discussed further in Section 6, where we also describe the choice of permutation for the direct method.
The software for determining the partition in the indirect method is based on the subroutine package in [l] . Given row-oriented and column-oriented detini-l T. F. Coleman, B. S. Garbow, and J. J. Mor6 tions of the sparsity pattern of an m by n matrix B, these subroutines produce a partition of the columns 'of B such that columns in the same group do not have a nonzero in the same row position. We can thus determine an appropriate partition if we obtain row-oriented and column-oriented definitions of the sparsity pattern of L,.
The transition from (~2.1) to the appropriate data structure for L, is not difficult. Recall that the input pairs (2.1) specify the nonzero elements in the lower triangular part of '4 , and that the array listp describes the permutation matrix 7r by requiring that column l&p(j) of 7r be column j of the identity matrix. Element (Zistp(i), &p(j)) of ?rTAa is thus aij, and hence the program segment
generates the sparsity pattern of L,. The appropriate data structure for L, can now be obtained because a standard task in sparse matrix manipulation is to transform this description. of the sparsity pattern of a matrix into row-oriented and column-oriented definitions of the sparsity pattern. See, for example, [ 11.
We complete this overview with some algorithmic details on the interface subroutine FDHS. We follow the outline presented in the introduction, and assume that rows k + 1 through n of L, have been determined. The kth row can then be determined in three steps. Implementation of these steps needs a bit of clarification and care.
Step (1) requires the inversion of the permutation ?r. In step (2) we can find out if an element aij has been determined by checking that ?r(i) L a(j). The position of ai in the column-oriented storage of the lower triangular part of A is stored in an auxiliary integer work array of length n. Given the information determined in step (2), the sum aij in step (3) is formed by noting that 1 E C if and only if ngrp(l) = ngrp( j). Element ui is computed via Uij = ((Ad)i -aij)/6j.
Since this computation requires that (Ad)i be readily available, we initially process all the vectors Ad, and store (Ad)i in the position of au.
The above description provides the major ideas involved in the implementation of FDHS. If this outline is followed then the execution time of FDHS is bounded by (2.3) . This bound is adequate because, as noted in Section 2, the number of operations needed to evaluate all the vectors Ad is at least (2.3).
GRAPH ALGORITHMS
The algorithms for obtaining the partition of the columns of A in a direct method, and the permutation matrix 7r in an indirect method, can be readily expressed as graph algorithms. The purpose of this section is to provide algorithmic details. A graph G is an ordered pair (V, E) where V is a finite and nonempty set of vertices and the edges E are unordered pairs of distinct vertices. The vertices u and u are adjacent if (u, u) is an edge with endpoints u and v. The degree of a vertex v is the number deg(u) of edges with v as an endpoint. Given a nonempty subset W of V, the subgraph G[ W] induced by W has vertex set W and edge (u, u) if (u, u) E E and u, v E W.
Given a symmetric matrix A of order n, the appropriate graph for our work has vertices 1, 2, . . . , n and edge (i, j) if and only if i # j and aij Z 0. In graph theory terminology, this is the adjacency graph of A. An ordering of the vertices of the adjacency graph of a matrix A thus corresponds to a permutation of the rows and columns of A.
In the smallest-lust ordering vertex uk is determined after u~+~, . . . , v, have been selected by choosing vk so that its degree in the subgraph induced by
is minimal. In the incidence degree ordering uk is determined after ul, . . . , u&l have been selected by choosing vk so that its degree in the subgraph induced by {Vl, -*. , vk] is maximal. The incidence degree of uk is the degree of vk in this subgraph. The smallest-last and incidence degree orderings are implemented by subroutines SLOG and IDOG, respectively. These subroutines can be implemented to run in time proportional to 1 V 1 + 1 E 1 provided we are given the adjacency lists for the graph; that is, arrays npntr( . ) and nghbr( . ) such that the vertices adjacent to the jth vertex are n&br(k), k = n@ztr( j), . . . , npntr( j + 1) -1.
See, for example, the description in [9] for the smallest-last ordering. In our application we are working with the adjacency graph of A and have row-oriented and column-oriented data structures for the lower triangular part of A. Thus are the vertices adjacent to vertex j with i 5 j. These are, respectively, the successor and predecessor adjacency lists. This is an uncommon data structure for a graph algorithm, but since all vertices adjacent to a given vertex can be readily determined, it is not difficult to implement the ordering algorithms to run in time proportional to 1 V 1 + 1 E 1. Thus the execution time for subroutines SLOG and IDOG is proportional to the number of nonzero elements in A. Recall that prneX(7r) is the maximum number of nonzeros in any row of L,.
Matula [8] , and Powell and Toint [ 101, proved independently that the smallestlast ordering produces a permutation tl which minimizes prnax(r) over all possible permutations. This is an important property because a lower triangular substitution method needs at least pmax(a) groups. From this point of view, any permutation ir2 such that
is equivalent to rl. We have observed that (6.1) usually holds when r2 is the permutation produced by the incidence degree ordering of subroutine IDOG, and that in these cases the use of 7r2 leads to better results. Thus DSSM only uses the permutation x1 generated by SLOG if (6.1) fails. Subroutine SDPT implements the direct method of Powell and Toint [lo] . As pointed out by Coleman and Mor6 [2] , this method can be viewed as a graph algorithm that determines a mapping Cp which assigns to each vertex v an integer 'p(v) E (1, 2, . . . , 1 V 1) such that if w is adjacent to distinct vertices v1 and v2
The kth stage of the direct method consists of the following four steps. On the other hand, if columns i and j of L, are in the same group then P(a(i)) = p(a( j)), and the algorithm which determines 50 guarantees that P(r(k)) < 'P(?r(i)) = V(a( j)).
This contradiction shows tbat the direct method of Powell and Toint is actually a lower triangular substitution method.
It is not difficult to implement the direct method if we are given predecessor and successor adjacency lists.
Step (3) inspection of vertices 2 edges away from any given vertex v E Uk. The precise amount of work is difficult to predict, but has turned out to be reasonable in all the practical cases tried. Table IV shows the results of using DSSM on the 30 sparsity patterns of the Everstine [4] collection. The patterns are for symmetric matrices with orders ranging from 59 to 2680. Table IV contains the order n of the matrix, the number nnz of nonzeros in the lower triangular part of the matrix, the lower bound mingrp, and the output values of maxgrp for both the direct and indirect methods in DSSM. The results show that on the Everstine problems the direct method in DSSM usually determines a partition with maxgrp about 50 percent higher than with the indirect method, while the indirect method usually requires one or two more groups than the bound specified by mingrp.
NUMERICAL RESULTS
It is important to note that lower triangular substitution methods may not be able to determine a matrix with mingrp groups. For example, the construction in Theorem 7.2 in [2] shows that there are symmetric matrices A of order n with mingrp = 3 but such that any lower triangular substitution method requires at least n"3 groups to determine A.
The sparsity patterns of the Everstine problems are irregular, and this makes it difficult to decide if a lower triangular substitution method can determine the matrices with mingrp groups; for regular sparsity patterns this is sometimes l T. F. Coleman, 8. S. Garbow, and J. J. Mori! possible. For example, G'oldfarb and Toint [6] have shown that for the pattern of the Hessian matrix of (4.1) and for other patterns arising from finite difference approximations to partial differential equations there is an indirect method, dependent on the stencil used in the finite difference scheme, which determines the matrix with mingrp groups.
It is also worthwhile noting that direct methods may not be able to take advantage of symmetry. For example, Coleman and Mor6 [2] have shown that if A is a symmetric band matrix such that then a direct method requires at least 2p + 1 groups (an indirect method can determine A with ,8 + 1 groups). The direct method has not taken advantage of symmetry since it is possible to determine any (unsymmetric) band matrix in 2@ + 1 groups. We conjecture that direct methods cannot take advantage of symmetry in the minimal. surface problem. Since a lower bound on the number of groups needed to determine a general matrix A is the maximum number of nonzeros in any row of A, our conjecture is that any direct method for the minimal surface problem requires at least 9 groups. Interestingly enough, the subroutine package in [l] determines any band matrix in at most 2/3 + 1 groups, and determines any matrix with the sparsity pattern of the minimal surface problem in 9 groups.
Finally, we turn to a brief comparison of our software with subroutines TD03A and TD03B in the Harwell subroutine library.
Subroutines DSSM and TD03A have the same purpose, but use different algorithms to analyze the sparsity pattern. On input both subroutines require the sparsity pattern for the lower triangular part of A. DSSM requires the pairs (i, j) for the nonzero elements, while TD03A requires a column-oriented definition with the restriction that indrow(jpntr(j)) = j. In terms of storage requirements, DSSM needs 2nn;z + 10n integer words while TD03A needs 3nn.z + 5n integer words. Another difference is that TD03A does not have the option to specify a direct method; as demonstrated in Section 4, this DSSM option is worthwhile.
We have also compared the number of groups required by DSSM and TD03A to estimate a given sparsity pattern. Our numerical results for various types of sparsity patterns show that the indirect method in DSSM often requires fewer groups but never requires more groups than TD03A. In particular, on the Everstine problems DSSM obtains a partition with fewer groups on 19 problems. This represents an average improvement of 10 percent.
Subroutines FDHS and TD03B compute the approximate Hessian matrix but use different mechanisms to obtain the gradient information.
FDHS uses a reverse communication interface, while with TD03B the user supplies a subroutine which evaluates the gradient. FDHS needs 2nnz + 5n integer words and nnz + 2n working precision words of storage, while TD03B needs 3nnz + 4n integer words and nnz + 5n working precision words.
Our initial testing revealed that the accuracies of the approximate Hessian matrices determined by FDHS (indirect method option) and TD03B are similar if the difference parameters are equal, but that FDHS provides a significantly more accurate approximation to the Hessian matrix if the parameters are different. In particular, for the minimal surface problem with difference parameters (4.2), the errors for TD03B are just slightly larger than those in Table II ; however, for choice (4.3) the errors for TD03B are at least 100 times larger than those in Table III . Alerted to this comparison, Philippe Toint discovered and corrected an error in TD03B. For the minimal surface problem with difference parameters (4.2), the errors for the corrected TD03B are now similar to those in Table II . The errors for choice (4.3) have decreased, but they are still significantly larger than those in Table III ; in particular, the relative errors for n = 1600 and n = 2500 are at least 100 times larger. Finally, let us mention the length of the source programs. The five new subroutines needed to implement lower triangular substitution methods contain 1290 lines (rounded to the nearest multiple of 10) of which 800 are comments. We also need seven'routines from the subroutine package of Coleman, Garbow, and More [l] which contain 1030 lines of which 730 are comments. In contrast, the subroutines in the TDO3A/TDOSB package contain 890 lines of which 480 are comments.
