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A local directional growth estimate of the resolvent
norm
H. D. Cornean∗, H. Garde∗, A. Jensen∗, H. K. Kno¨rr∗
Abstract
We study the resolvent norm of a certain class of closed linear operators on a
Hilbert space, including unbounded operators with compact resolvent. It is shown
that for any point in the resolvent set there exist directions in which the norm grows
at least quadratically with the distance from this point. This provides a new proof
not using the maximum principle that the resolvent norm of the considered class
cannot have local maxima. Finally, we give new criteria for the existence of local
non-degenerate minima of the resolvent norm and provide examples of (un)bounded
non-normal operators having this property.
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1 Introduction
Let H be a separable Hilbert space and let A be a densely defined closed operator on H.
Let ρ(A) denote the resolvent set of A. Assume that ρ(A) 6= ∅. For z ∈ ρ(A) the resolvent
is denoted by RA(z) = (A−zI)−1. If for some z ∈ ρ(A) the operator S(z) = RA(z)∗RA(z)
satisfies the spectral gap condition stated below we obtain a local growth estimate for the
resolvent norm ‖RA(z)‖. We apply the estimate to the question of (non-)existence of local
extrema in the resolvent norm and the related question whether the level sets of ‖RA(·)‖
can have interior points. We give sufficient criteria for a local minimum in the resolvent
norm and give a number of examples satisfying these criteria.
Assumption 1.1. Let z ∈ ρ(A) be given. Assume that there exist a(z) > 0 and λmax(z) >
a(z) such that σ(S(z)) ⊆ [0, a(z)] ∪ {λmax(z)} and such that λmax(z) is an eigenvalue of
S(z).
Note that this is an assumption on a single point z ∈ ρ(A).
Assumption 1.1 is satisfied for all z ∈ ρ(A) in at least two generic cases. The first case
is when RA(z0) is compact for some z0 ∈ ρ(A). Then S(z) is compact and self-adjoint for
all z ∈ ρ(A). The second case is an operator of the form A = αI + K where α ∈ C and
K is a compact operator. If dimH = ∞, RA(z) is never compact but S(z) − |α − z|−2I
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is compact and self-adjoint for all z ∈ ρ(A). In both cases, the norm of S(z) is a discrete
positive eigenvalue, but our results also hold true when the norm of S(z) is an infinitely
degenerate eigenvalue. In subsection 5.1 we introduce a class of operators for which
Assumption 1.1 is only satisfied on a subset of ρ(A).
For z, z′ ∈ C we denote by [z, z′] the line segment from z to z′.
Theorem 1.2. Let z ∈ ρ(A) be a point for which Assumption 1.1 holds. Then there exist
a constant C > 0 and a point z′ ∈ ρ(A), z′ 6= z, such that [z, z′] ⊂ ρ(A) and such that for
every point ζ ∈ [z, z′] we have
‖RA(ζ)‖ ≥ ‖RA(z)‖+ C|ζ − z|2. (1.1)
It is well-known that the resolvent norm is subharmonic on ρ(A), see e.g. [8, Theo-
rem 4.2], which by the maximum principle implies that it cannot have a local maximum
unless it is constant in an open set.
The theorem implies that for z ∈ ρ(A) satisfying Assumption 1.1 the resolvent norm
‖RA(·)‖ cannot have a local maximum at z. Hence a level set of ‖RA(·)‖ cannot have z
as an interior point. We emphasize that the result is local since Assumption 1.1 may be
satisfied only in a subset of the resolvent set, see the example given in subsection 5.1.
If A is an unbounded closed operator with compact resolvent on a Hilbert space (or
more generally a complex strictly convex Banach space) then it was proved recently in
[2, Theorem 2.2] that the resolvent level sets cannot have interior points. An example
of a closed unbounded operator on a Hilbert space with resolvent norm constant in a
neighborhood of the origin was given in [7, Theorem 3.2]. Since the proof of Theorem 1.2
is based on ‖RA(z)‖2 = ‖S(z)‖ = λmax(z), the Schur complement and perturbation theory,
the non-existence of local maxima of the resolvent norm can be shown without using a
maximum principle.
As a consequence of the proof we have the following two results.
Corollary 1.3. Assume that there exists z ∈ ρ(A) satisfying Assumption 1.1 with the
following properties:
(i) 〈ψ,RA(z)ψ〉 = 0 for every eigenvector ψ corresponding to the eigenvalue λmax(z) of
RA(z)
∗RA(z).
(ii) 〈ψ,RA(z)2ψ〉 = 0 for at least one of these eigenvectors.
Then the resolvent norm ‖RA(·)‖ has a local minimum at z.
In subsections 5.2–5.4 we present examples of non-normal matrices and unbounded
closed operators such that the resolvent norm has a local minimum.
Corollary 1.4. Assume that there exists z ∈ ρ(A) satisfying Assumption 1.1 with the
following property:
(i) 〈ψ,RA(z)ψ〉 6= 0 for an eigenvector ψ corresponding to the eigenvalue λmax(z) of
RA(z)
∗RA(z).
Then there exist a constant C > 0 and a point z′ ∈ ρ(A), z′ 6= z, such that [z, z′] ⊂ ρ(A)
and such that for every point ζ ∈ [z, z′] we have
‖RA(ζ)‖ ≥ ‖RA(z)‖+ C|ζ − z|. (1.2)
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If A is normal and has compact resolvent, then condition (i) in Corollary 1.4 holds
for all z ∈ ρ(A). We note that in this case there is a simple direct proof of (1.2), see Re-
mark 2.5. There may exist local minima in the case where the conditions in Corollary 1.3
are not satisfied. An example is the normal 3×3-matrix A = diag(1, e2ipi/3, e−2ipi/3). Since
A is normal we have ‖RA(z)‖ = 1/dist(z, σ(A)). Then it is geometrically obvious that
z = 0 is a local minimum.
In the case dimH = 2 the resolvent norm cannot have any local extremum at all. This
result is stated as follows:
Theorem 1.5. Let A ∈ C2×2. Then the resolvent norm ‖RA(·)‖ is symmetric with respect
to tr(A)/2 which is the average of the eigenvalues of A, i.e.
‖RA(tr(A)/2 + z)‖ = ‖RA(tr(A)/2− z)‖.
Furthermore,
(i) If A has an eigenvalue with algebraic multiplicity 2, then ‖RA(·)‖ is a strictly de-
creasing radial function with center at the eigenvalue tr(A)/2.
(ii) If A has distinct eigenvalues then ‖RA(·)‖ has a saddle point at tr(A)/2 and the
following results hold.
(a) If A is normal, then the critical points consist of a line through tr(A)/2 per-
pendicular to the line through the two eigenvalues of A. ‖RA(·)‖ is not real-
differentiable on this line.
(b) If A is not normal then ‖RA(·)‖ is real-differentiable on ρ(A) and tr(A)/2 is the
only critical point.
None of the critical points are local extrema.
We can use the result in Theorem 1.2 to give a result on the pseudospectra. We recall
the definition. For ε > 0 the ε-pseudospectrum of A is defined as
σε(A) = {z ∈ C | ‖RA(z)‖ > ε−1}.
See [8] for further information on pseudospectra. We use the convention that ‖RA(z)‖ =
∞ if (A− zI) is not invertible. We state the result in the finite dimensional case.
Theorem 1.6. Let A ∈ CN×N . Then any point z ∈ σε(A) can be linked to one of the
eigenvalues of A through a finite polygonal path contained in σε(A).
Note that this theorem implies the well-known result [8, Theorem 2.4] that there
must be at least one eigenvalue of A in each connected component of σε(A). Thus a
pseudospectrum consists of at most J connected components where J is the number of
distinct eigenvalues of A. The novelty here is that we prove this fact by constructing a
path inside a given pseudospectrum which connects any z ∈ σε(A) to an eigenvalue. This
constructive approach is a consequence of the local growth estimate in (1.1).
This article is organized as follows. The proofs of Theorems 1.2 and 1.5 are given
in sections 2 and 3. We construct the polygonal path for Theorem 1.6 in section 4.
In section 5 we provide the examples already mentioned above. In subsection 5.1 we
give a class of operators for which Assumption 1.1 only holds in a proper subset of the
resolvent set. The examples in subsections 5.2 and 5.3 are non-normal matrices satisfying
the conditions in Corollary 1.3 such that the resolvent norm has a local minimum at the
origin. In subsection 5.4 we finally give examples of unbounded closed operators with or
without compact resolvent that satisfy Assumption 1.1 such that the resolvent norm has
a local minimum at the origin.
3
2 Proof of Theorem 1.2
Let z ∈ ρ(A) such that Assumption 1.1 holds. This z is fixed throughout the proof. As
above we let S(z) = RA(z)
∗RA(z). Note that S(z) is a bounded, self-adjoint, and strictly
positive operator.
For ζ ∈ C we introduce the notation ∆ζ = ζ − z. Fix δ1 > 0 such that |∆ζ| ≤ δ1
implies ζ ∈ ρ(A). Then a simple computation shows that we have
‖S(ζ)− S(z)‖ ≤ C|∆ζ|, |∆ζ| ≤ δ1, (2.1)
where C depends on z and δ1.
Take δ2 =
1
2
(λmax(z)− a(z)) with a(z) from Assumption 1.1. We can find δ3 > 0 such
that for all |∆ζ| ≤ δ3 and all λ with |λ− λmax(z)| = δ2 we have λ ∈ ρ(S(ζ)) and
(S(ζ)− λI)−1 = (S(z)− λI)−1[I + (S(ζ)− S(z))(S(z)− λI)−1]−1
= (S(z)− λI)−1
− (S(z)− λI)−1(S(ζ)− S(z))(S(z)− λI)−1
· [I + (S(ζ)− S(z))(S(z)− λI)−1]−1. (2.2)
We now use some standard arguments from perturbation theory, see [4]. Note that the
map z 7→ S(z) is norm continuous but not analytic. We define the Riesz projections
P (ζ) =
−1
2pii
∫
|λ−λmax(z)|=δ2
(S(ζ)− λI)−1dλ. (2.3)
We write P = P (z), which is the eigenprojection of the eigenvalue λmax(z). Using (2.2)
we can find a δ4, 0 < δ4 ≤ δ3, such that for all |∆ζ| ≤ δ4 we have ‖P (ζ)− P‖ < 1. There
exists a family of unitary operators U(ζ) : RanP (ζ) → RanP such that U(ζ)P (ζ) =
PU(ζ), see [4, I-§6.8]. Note that this result holds in infinite dimensions. Together with
the upper semi-continuity of the parts of the spectrum of S(ζ), see [4, IV-§3.4], we conclude
that ‖S(ζ)‖ = ‖S(ζ)P (ζ)‖. Let us define
D = {λ ∈ C | |λ− λmax(z)| < δ2}, (2.4)
such that σ(S(ζ)P (ζ)) = σ(S(ζ)) ∩D. We have
dist(λmax(z), σ(S(ζ)P (ζ))) ≤ C|∆ζ|, |∆ζ| ≤ δ4. (2.5)
Let P⊥ = I −P . Then for all λ satisfying |λ− λmax(z)| ≤ C|∆ζ| and all |∆ζ| ≤ δ4 we
see that P⊥(S(ζ) − λI)P⊥ is invertible in RanP⊥. We now use the Schur complement
based on P and P⊥, also known as the Feshbach formula, see e.g. [5, Equations (6.1)-(6.2)].
We have that λ ∈ ρ(S(ζ)) if and only if the Schur complement
F (ζ, λ) = PS(ζ)P − λP + PS(ζ)P⊥(λP⊥ − P⊥S(ζ)P⊥)−1P⊥S(ζ)P (2.6)
is invertible in RanP . In the affirmative case we have
F (ζ, λ)−1 = P (S(ζ)− λI)−1P. (2.7)
We note that with |λ− λmax(z)| ≤ C|∆ζ| we have
‖(P⊥(S(ζ)− λI)P⊥)−1 − (P⊥(S(z)− λmax(z)I)P⊥)−1‖ ≤ C|∆ζ|, (2.8)
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where the norm is the operator norm on RanP⊥.
Let M and N be two non-empty compact sets in C. The Hausdorff distance between
M and N is defined as
dH(M,N) = max
{
sup
µ∈N
dist(µ,M), sup
µ∈M
dist(µ,N)
}
.
The geometric interpretation is that given any µ ∈ M we can find at least one ν ∈ N
such that |µ− ν| ≤ dH(M,N), and vice versa.
Lemma 2.1. Let ζ ∈ ρ(A) and write ∆S(ζ) = S(ζ)− S(z). Define the operator
W (ζ) = λmax(z)P + P∆S(ζ)P
+ P∆S(ζ)P⊥
(
λmax(z)P
⊥ − P⊥S(z)P⊥)−1P⊥∆S(ζ)P
on RanP . Then the spectrum of W (ζ) is at a Hausdorff distance of order |∆ζ|3 from
σ(S(ζ)) ∩D.
Proof. Let ζ ∈ ρ(A). In the first part of the proof we will show that if λ ∈ D is located
at a distance larger than some constant times |∆ζ|3 from the spectrum of S(ζ) then it
must belong to the resolvent set of W (ζ). In other words, no points of D belonging to the
spectrum of W (ζ) can be at a distance larger than C|∆ζ|3 from the spectrum of S(ζ).
Indeed, let us assume that dist(λ, σ(S(ζ))) > 0. Due to (2.7) and the self-adjointness
of S(ζ) we have
‖F (ζ, λ)−1‖ ≤ 1
dist(λ, σ(S(ζ)))
.
Note that since P⊥S(ζ)P = P⊥∆S(ζ)P and PS(ζ)P⊥ = P∆S(ζ)P⊥, the norms of
the off-diagonal components P⊥S(ζ)P and PS(ζ)P⊥ are of order |∆ζ| by (2.1), which
combined with (2.8) gives the estimate
‖F (ζ, λ)− (W (ζ)− λP )‖ ≤ C|∆ζ|3.
Hence
W (ζ)− λP = (I − [F (ζ, λ)− (W (ζ)− λP )]F (ζ, λ)−1)F (ζ, λ)
is invertible in Ran(P ) if
C|∆ζ|3
dist(λ, σ(S(ζ)))
< 1.
Thus if λ ∈ D and dist(λ, σ(S(ζ))) > C|∆ζ|3, then λ is not in the spectrum of W (ζ) and
the first part of the proof is finished.
Now we prove the second part, i.e. we show that any point λ ∈ D which is located at
a distance larger than C|∆ζ|3 from the spectrum of W (ζ) must belong to the resolvent
set of S(ζ).
Indeed, let us assume that dist(λ, σ(W (ζ))) > 0. Then
F (ζ, λ) =
(
I + [F (ζ, λ)− (W (ζ)− λP )](W (ζ)− λP )−1)(W (ζ)− λP )
is invertible if
C|∆ζ|3
dist(λ, σ(W (ζ)))
< 1.
Here we used that W (ζ) is self-adjoint. We conclude that F (ζ, λ), and therefore S(ζ)−λI,
is invertible for such λ’s, hence no element of D which belongs to the spectrum of S(ζ)
can be located at a distance larger than C|∆ζ|3 from the spectrum of W (ζ).
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The following proposition is a direct consequence of Lemma 2.1. We abuse notation
slightly and write λmax(ζ) = ‖S(ζ)‖. We emphasize that in the case where λmax(z) has
infinite multiplicity λmax(ζ) need not be an eigenvalue of S(ζ).
Proposition 2.2. We have that∣∣λmax(ζ)− ‖W (ζ)‖∣∣ ≤ C|∆ζ|3. (2.9)
Proof. If |∆ζ| is small enough, then both ‖W (ζ)‖ and λmax(ζ) belong to D.
Assume without loss of generality that λmax(ζ) > ‖W (ζ)‖. Since ‖W (ζ)‖ is the
element of σ(W (ζ)) which is closest to λmax(ζ) we have
0 < λmax(ζ)− ‖W (ζ)‖ ≤ dH
(
σ(W (ζ))∩D, σ(S(ζ))∩D) ≤ C|∆ζ|3.
Proposition 2.3. There exist C > 0 and a point z′ ∈ ρ(A) \ {z} such that [z, z′] ⊂ ρ(A)
and λmax(ζ)− λmax(z) ≥ C|ζ − z|2 for every ζ ∈ [z, z′].
Remark 2.4. Recall that ‖RA(z)‖2 = λmax(z) and ‖RA(ζ)‖2 = λmax(ζ). If |z′ − z| is
small enough we have ‖RA(ζ)‖ ≤ 2‖RA(z)‖, ζ ∈ [z, z′]. This implies for ζ ∈ [z, z′]
‖RA(ζ)‖ − ‖RA(z)‖ = ‖RA(ζ)‖
2 − ‖RA(z)‖2
‖RA(ζ)‖+ ‖RA(z)‖ ≥
λmax(ζ)− λmax(z)
3‖RA(z)‖ ≥ C|z − ζ|
2.
Thus this proposition implies Theorem 1.2.
Proof. Use the Taylor expansion to get
RA(ζ) = RA(z) + (∆ζ)RA(z)
2 + (∆ζ)2RA(z)
3 +O(|∆ζ|3).
Let ∆S(ζ) and W (ζ) be defined as in Lemma 2.1. Then we get
∆S(ζ) = (∆ζ)S(z)RA(z) + (∆ζ)RA(z)
∗S(z)
+ (∆ζ)2S(z)RA(z)
2 + (∆ζ)2(RA(z)
∗)2S(z)
+ |∆ζ|2RA(z)∗S(z)RA(z) +O(|∆ζ|3). (2.10)
Next we introduce the operator
W˜ (ζ) = λmax(z)P + λmax(z)(∆ζ)PRA(z)P + λmax(z)(∆ζ)PRA(z)
∗P
+ λmax(z)(∆ζ)
2PRA(z)
2P + λmax(z)(∆ζ)
2P (RA(z)
∗)2P
+ |∆ζ|2PRA(z)∗S(z)RA(z)P
+ P∆S(ζ)P⊥
(
λmax(z)P
⊥ − P⊥S(z)P⊥)−1P⊥∆S(ζ)P. (2.11)
The estimate
‖W (ζ)− W˜ (ζ)‖ ≤ C|∆ζ|3
yields that the Hausdorff distance between the spectra of W (ζ) and W˜ (ζ) is of order
|∆ζ|3. Using Proposition 2.2 we conclude that λmax(ζ) is at a distance of order |∆ζ|3
from ‖W˜ (ζ)‖.
The main idea is now to find z′ ∈ ρ(A) such that for every ζ ∈ [z, z′],
‖W˜ (ζ)‖ ≥ λmax(z) + C1|∆ζ|+ C2|∆ζ|2
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where C1, C2 ≥ 0 with max{C1, C2} > 0. This will prove that for |z − z′| small enough,
either (λmax(ζ) − λmax(z))/|∆ζ| or (λmax(ζ) − λmax(z))/|∆ζ|2 is bounded from below by
a positive constant on [z, z′].
First assume that there exists ψ = Pψ with ‖ψ‖ = 1, such that
〈ψ,RA(z)ψ〉 = ηeiϕ, η > 0, ϕ ∈ [0, 2pi[.
Now choose ζ ∈ [z, z′] with z′ = z + re−iϕ. Then
‖W˜ (ζ)‖ ≥ 〈ψ, W˜ (ζ)ψ〉 ≥ λmax(z) + 2λmax(z)|∆ζ|η +O(|∆ζ|2). (2.12)
In this case we can choose C1 = 2λmax(z)η, C2 = 0, and we are done.
Next assume that 〈ψ,RA(z)ψ〉 = 0 for all ψ = Pψ of norm one. Using
〈∆S(ζ)ψ, P⊥(λmax(z)P⊥ − P⊥S(z)P⊥)−1P⊥∆S(ζ)ψ〉 ≥ 0
in (2.11) we obtain
‖W˜ (ζ)‖ ≥ 〈ψ, W˜ (ζ)ψ〉
≥ λmax(z) + 2λmax(z) Re
(
(∆ζ)2〈ψ,RA(z)2ψ〉
)
+ |∆ζ|2〈RA(z)ψ, S(z)RA(z)ψ〉. (2.13)
Let C2 = 〈RA(z)ψ, S(z)RA(z)ψ〉. Since S(z) is strictly positive and RA(z)ψ 6= 0, we
get C2 > 0.
This result inserted into (2.13) gives
‖W˜ (ζ)‖ ≥ λmax(z) + 2λmax(z) Re
(
(∆ζ)2〈ψ,RA(z)2ψ〉
)
+ C2|∆ζ|2.
Write
〈ψ,RA(z)2ψ〉 = ηeiϕ, η ≥ 0, ϕ ∈ [0, 2pi[.
Then choosing ζ ∈ [z, z′] with z′ = z + re−iϕ/2 we get Re((∆ζ)2〈ψ,RA(z)2ψ〉) ≥ 0 and
then
‖W˜ (ζ)‖ ≥ λmax(z) + C2|∆ζ|2. (2.14)
It remains to consider the case when H is finite dimensional and λmax(z) is the only
eigenvalue of S(z). In this case P = I and P⊥ = 0. If one omits all terms involving P⊥
in the proof above then it is valid also in this case.
This concludes the proof of Theorem 1.2.
Corollary 1.4 is an immediate consequence of the proof above. If the conditions in
Corollary 1.3 are satisfied and we take ψ satisfying (ii), then we get the estimate (2.14)
for any choice of direction, such that z is a local minimum point of the resolvent norm.
Remark 2.5. We note that in the case A normal with compact resolvent there is a simple
direct proof of the estimate (1.2) in Corollary 1.4. Let z ∈ ρ(A). Since σ(A) is discrete,
there exists λ ∈ σ(A) such that dist(z, σ(A)) = |λ− z| and therefore {z + t(λ − z) | t ∈
[0, 1[ } ⊂ ρ(A). Take z′ 6= z in this set, sufficiently close to z. Since A is normal, we have
‖RA(z)‖ = 1
dist(z, σ(A))
. (2.15)
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Thus the result follows by a simple geometrical argument.
We can also prove the estimate (1.2) for A normal with compact resolvent by verifying
the condition (i) in Corollary 1.4. We have that RA(z) is normal for all z ∈ ρ(A). Fix
z ∈ ρ(A). Assume that 〈ψ,RA(z)ψ〉 = 0 for all ψ ∈ RanP . By polarization we get
that 〈ψ′, RA(z)ψ〉 = 0 for all ψ′, ψ ∈ RanP . Since RA(z) and RA(z)∗ commute we get
that RA(z) : RanP → RanP is an isomorphism. Take ψ′ = RA(z)ψ. Then it follows
from 〈ψ′, RA(z)ψ〉 = 0 that ψ = 0, a contradiction. Thus there exists ψ ∈ RanP with
〈ψ,RA(z)ψ〉 6= 0.
3 Proof of Theorem 1.5
Let
A =
[
a b
c d
]
∈ C2×2.
Let z ∈ ρ(A) and set T (z) = (A− zI)∗(A− zI). Define
w(z) = tr(T (z)) =
2∑
i,j=1
|(A− zI)ij|2 = |a− z|2 + |d− z|2 + |b|2 + |c|2,
h(z) = det(T (z)) = |det(A− zI)|2 = |z2 − tr(A)z + det(A)|2.
The resolvent norm ‖RA(z)‖ equals the reciprocal to the smallest singular value s(z) of
A−zI, i.e. s(z)2 is the smallest eigenvalue of the positive definite matrix T (z). This leads
to the expression
‖RA(z)‖2 = 1
s(z)2
=
2
w(z)−√w(z)2 − 4h(z) .
The average of the eigenvalues of A is tr(A)/2, thus
A1 = A− tr(A)
2
I
has eigenvalues ±λ for some λ ∈ C. We consider the two cases (i) λ = 0 and (ii) λ 6= 0
separately.
Case (i) We start with the case λ = 0. Then tr(A1) = det(A1) = 0 which implies that
either
A1 =
[
0 0
c 0
]
or A1 =
[
a b
−a2
b
−a
]
(3.1)
with a, b, c ∈ C and b 6= 0. The corresponding expressions for w and h for the matrices
in (3.1) are w(z) = 2t + k and h(z) = t2 where t = |z|2 and k = |c|2, respectively
k = 2|a|2 + |b|2 + |a|4|b|2 . Thus in both cases ‖RA1(·)‖ is a radial function
‖RA1(z)‖2 =
2
2t+ k − (4kt+ k2)1/2 .
For k = 0 we have ‖RA1(z)‖ = |z|−1, so we may assume k > 0. The derivative is
d
dt
‖RA1(z)‖2 =
−4 + 4k(4kt+ k2)−1/2
(2t+ k − (4kt+ k2)1/2)2 .
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As the eigenvalues of A1 are 0 then t > 0 and k > 0, i.e. we have
d
dt
‖RA1‖2 < 0. Since the
resolvent for A is given by
RA(z) = RA1(z − 12 tr(A)) (3.2)
we conclude that ‖RA(·)‖ is a radial function with center at its eigenvalue tr(A)/2 and is
strictly decreasing away from tr(A)/2.
Case (ii) Assume λ 6= 0. As the eigenvalues of A1 are distinct
A2 =
1
λ
A1
has eigenvalues ±1. Thus tr(A2) = 0 and det(A2) = −1 whence either
A2 = ±
[
1 0
c −1
]
or A2 =
[
a b
1−a2
b
−a
]
(3.3)
with a, b, c ∈ C and b 6= 0. The corresponding expressions for w and h are w(z) = 2|z|2+k
and h(z) = |z|4 + 1− z2− z2 where k = 2 + |c|2 and k = 2|a|2 + |b|2 + |1−a2|2|b|2 , respectively.
Note that since w2− 4h ≥ 0 a priori, k ≥ 2. In fact k = 2 if and only if A2 is self-adjoint,
which is the case if and only if A is normal. For k = 2 we have for z = x1 + ix2 with
x1, x2 ∈ R,
‖RA2(z)‖2 =
1
(1− |x1|)2 + x22
.
This function is not differentiable at x1 = 0, but clearly it increases away from the
imaginary axis for each fixed x2 between z = ±1 + ix2, and decreases away from the
origin on the imaginary axis. It is easily checked that there are no critical points for
|x1| > 0 as ±1 ∈ σ(A2). In particular, z = 0 is a saddle point of ‖RA2(·)‖ and there are
no local extrema.
Now assume k > 2. Then
‖RA2(z)‖2 =
2
2|z|2 + k − ((k + 2)(k − 2) + 4(k|z|2 + z2 + z2))1/2
=
2
2x21 + 2x
2
2 + k − ((k + 2)(k − 2) + 4(k + 2)x21 + 4(k − 2)x22)1/2
. (3.4)
It is evident that ‖RA2(·)‖ is symmetric with respect to the origin.
By a straightforward direct calculation
∂
∂x1
‖RA2(z)‖2 = 2x1‖RA2(z)‖4((k + 2)(w(z)2 − 4h(z))−1/2 − 1),
∂
∂x2
‖RA2(z)‖2 = 2x2‖RA2(z)‖4((k − 2)(w(z)2 − 4h(z))−1/2 − 1).
Note that as k > 2 then w2 − 4h ≥ (k + 2)(k − 2) > (k − 2)2. Thus we must have x2 = 0
at a critical point. If x2 = 0, then w
2 − 4h = (k + 2)2 if and only if x1 = ±1. However,
as z = ±1 ∈ σ(A2) the only critical point of ‖RA2(·)‖ is at z = 0.
From (3.4) and writing z =
√
teiθ, we get
‖RA2(z)‖2 =
2
2t+ k − ((k + 2)(k − 2) + 4t(k + 2 cos(2θ)))1/2 .
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From this we immediately obtain
d
dt
‖RA2(z)‖2 = ‖RA2(z)‖4((k + 2 cos(2θ))(w(z)2 − 4h(z))−1/2 − 1)
=
4‖RA2(z)‖4(k + 2 cos(2θ))(w(z)2 − 4h(z))−1/2
k + 2 cos(2θ) + (w(z)2 − 4h(z))1/2 (g(k, θ)− t)
where
g(k, θ) =
1
4
(k + 2 cos(2θ))− (k + 2)(k − 2)
4(k + 2 cos(2θ))
.
For k > 2 all the terms in d
dt
‖RA2(z)‖2 are positive except g(k, θ)− t. As a consequence,
g(k, θ) determines the sign of the derivative
d
dt
‖RA2(z)‖2 > 0, 0 < t < g(k, θ),
d
dt
‖RA2(z)‖2 < 0, t > max{g(k, θ), 0}.
(3.5)
Since k > 2 we have in particular d
dt
‖RA2(x1)‖2 > 0 for 0 < t < 1 and ddt‖RA2(ix2)‖2 < 0
for t > 0. Thus ‖RA2(·)‖ is increasing away from the origin on the real axis between
z = ±1 and decreasing away from the origin on the imaginary axis.
The resolvent for A is now given by
RA(z) = λ
−1RA2
(
λ−1(z − 1
2
tr(A))
)
. (3.6)
This implies that for k > 2, ‖RA(·)‖ has exactly one critical point at tr(A)/2 which is
a saddle point, and is furthermore symmetric with respect to the point tr(A)/2. For
k = 2 (when A is normal) we also have a line of critical points where ‖RA(·)‖ is non-
differentiable, as stated in the theorem, none of which are local extrema.
4 Proof of Theorem 1.6
Assume that A ∈ CN×N has the distinct eigenvalues λ1, . . . , λJ , 1 ≤ J ≤ N . Let ψj
denote a normalized eigenvector corresponding to the eigenvalue λj, j = 1, . . . , J . Then
we have for any z ∈ ρ(A) and j = 1, . . . , J , ‖RA(z)‖ ≥ ‖RA(z)ψj‖ = 1/|λj − z|. Thus
‖RA(z)‖ ≥ 1
dist(z, σ(A))
.
For  > 0 this estimate implies Bε/2(λj) ⊂ σε(A) for each j = 1, . . . , J .
We have that σε(A) is bounded, since ‖RA(z)‖ → 0 as |z| → ∞. Thus σε(A) is
compact. If z ∈ σ(A) then ‖RA(z)‖ is interpreted to be ∞. Actually we have σε(A) =
{z ∈ C | ‖RA(z)‖ ≥ 1/ε}; see e.g. [1, 2, 3, 6] for this result and for results on {z ∈
C | ‖RA(z)‖ = 1/ε}.
Fix ε > 0. Define f : σε(A)→ [ε−1,∞] by f(z) = ‖RA(z)‖. Consider the compact set
K = σε(A) \
( J⋃
j=1
Bε/2(λj)
)
.
f is bounded on K and dist(z, σ(A)) ≥ ε/2 for any z ∈ K.
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Next fix z ∈ σε(A). The remainder of the proof constructs a sequence (xn)n∈N ⊂ σε(A)
which starts at the point x1 = z and at a finite index m enters Bε/2(λj) for some j =
1, . . . , J . Moreover, each line segment [xn, xn+1], 1 ≤ n ≤ m − 1, lies completely inside
σε(A).
If z ∈ σε(A) \K we are done, as z can be connected to an eigenvalue by a single line
segment. Hence we may assume z belongs to the interior of K. Set δ = (f(z)−ε−1)/2 > 0
and for any x ∈ σε(A) \ σ(A) define rx to be the supremum over all r > 0 such that there
exists a y with |x− y| = r, such that f(x) < f(y) and f(x)− δ ≤ f(ζ) for all ζ ∈ [x, y].
Note that this implies y ∈ σε(A), but not necessarily [x, y] ⊂ σε(A). By Theorem 1.2
the supremum is taken over a non-empty set, such that rx > 0. As σε(A) is bounded the
point y cannot be located arbitrarily far away from x so rx is finite.
For each x ∈ σε(A) \ σ(A) there exists yx ∈ σε(A) such that rx/2 < |yx − x| ≤ rx,
f(x) < f(yx), and f(x)− δ ≤ f(ζ) for all ζ ∈ [x, yx].
Define a sequence (xn)n∈N ⊂ σε(A) by x1 = z and xn+1 = yxn , n ≥ 1, which implies
1
ε
< f(z) = f(x1) < f(x2) < . . .
Next we show that xn must escape from K for some n. Assume that this is not true such
that xn ∈ K for all n. Then the increasing sequence given by f(xn) is bounded. Thus
there exists M > 0 such that f(xn) < M for all n and limn→∞ f(xn) = M . As K is
compact we may assume (by passing to a subsequence) that xn converges to a ∈ K.
From Theorem 1.2 we know that there exists some a′ located at a positive distance
from a where f(a) < f(a′) and f(a) < f(ζ) for all ζ in the open line segment ]a, a′[.
Since f is uniformly continuous on K, we have for n larger than some m, f(xn) <
f(a′) and f(xn) − δ ≤ f(ζn) for every ζn ∈ [xn, a′]. Furthermore, we may assume that
|xn+1 − xn| ≤ |a− a′|/10 and |a− xn+1| ≤ |a− a′|/10. Then a′ fulfils the criteria for y
which were used to define rxn . If n is large enough we have
|a′ − xn| ≥ |a′ − a| − |a− xn+1| − |xn+1 − xn| > 2|xn+1 − xn| = 2|yxn − xn| > rxn ,
contradicting the definition of rxn . Thus the xn must lie outside K if n ≥ m for some m,
and they must lie in
⋃J
j=1Bε/2(λj).
It remains to show that the polygonal path connecting z, via the points z = x1, . . . , xm,
to
⋃J
j=1Bε/2(λj) is contained in σε(A). From the definition of δ and the construction of
x1, . . . , xm, every ζ on the polygonal path satisfies
f(ζ) ≥ f(z)− δ = f(z) + ε
−1
2
>
1
ε
.
Thus the path lies in σε(A), and can with one additional line segment be connected to
one of the eigenvalues of A.
Remark 4.1. The connected components of σε(A) are not necessarily simply connected.
In the case of A normal an example is constructed as follows. Let N ≥ 2 and let A ∈ CN×N
be the diagonal matrix with Ajj = j+i(−1)j
√
3/2, j = 1, 2, . . . , N . Elementary geometry
shows that for 1 < ε < 2/
√
3 the set σε(A) is N − 1 connected. In section 5 we give an
example with a non-normal matrix, see Figure 1 in subsection 5.2.
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5 Examples
In this section we give a number of examples. In subsection 5.1 we give an example of
an operator with an eigenvalue λmax(z) that has infinite multiplicity. In this example
Assumption 1.1 holds for some but not all z ∈ ρ(A). In subsections 5.2 and 5.3 we give
examples of non-normal matrices such that the resolvent norm has a local minimum at
the origin. In subsection 5.4 we give an example of a non-normal operator in an infinite
dimensional Hilbert space which satisfies Assumption 1.1 at the origin and such that the
resolvent norm has a local minimum at the origin.
5.1 On Assumption 1.1
We give examples showing that Assumption 1.1 may only be satisfied in a proper subset
of the resolvent set.
For N ∈ N letHN = L2([0, 1])⊕CN and for N =∞ letH∞ = L2([0, 1])⊕`2(N). Let A1
be multiplication by x on L2([0, 1]), such that σ(A1) = σac(A1) = [0, 1], and let A2 = 2I
on CN or `2(N). Let A = A1⊕A2 on HN , N ∈ N∪{∞}. Then A is a bounded self-adjoint
operator with σ(A) = [0, 1] ∪ {2}. Using ‖S(z)‖ = ‖RA(z)‖2 = 1/dist(z, σ(A))2 we see
that Assumption 1.1 is satisfied in G = {z ∈ C | Re z > 3
2
, z 6= 2}. It is not satisfied in
ρ(A) \ G. For z ∈ G we have λmax(z) = |2− z|−2 with multiplicity N .
5.2 Local minimum for block diagonals with 2× 2-blocks
Let A ∈ C2×2 have distinct eigenvalues tr(A)
2
± rAeiφ for rA > 0. By (3.4) and (3.6) we
have
‖RA(tr(A)/2)‖2 = 2rA
−2
kA −
√
kA
2 − 4
=
1
r2AγA
for γA = (kA −
√
kA
2 − 4)/2 ∈ ]0, 1] and some kA ≥ 2 as given in the proof of The-
orem 1.5(ii) (any real value ≥ 2 may be obtained, depending on the structure of the
matrix). Note that kA is independent of the eigenvalues of A.
Lemma 5.1. Let A ∈ C2×2 with distinct eigenvalues tr(A)
2
± rAeiφ for rA > 0 and define
θA =
pi
2
− 1
2
arccos(γA) ∈ ]pi4 , pi2 ].
The angles for which ‖RA(·)‖ is increasing away from tr(A)/2 (in a small neighborhood)
are precisely the two arcs ]φ− θA, φ+ θA[ ∪ ]φ+ pi − θA, φ+ pi + θA[.
Proof. For simplicity consider A2 = rA
−1e−iφ(A − tr(A)
2
I) such that A2 is as in the proof
of Theorem 1.5(ii).
For kA = 2 let z =
√
teiθ as in the proof of Theorem 1.5(ii). We arrive again at (3.5)
under the condition that t > 0 and cos(2θ) 6= −1 (avoiding the imaginary axis where we
know ‖RA2‖ is decreasing), i.e.
g(2, θ) =
1 + cos(2θ)
2
> 0, θ ∈ ]− pi, pi] \ {±pi
2
}.
So for kA = 2 the resolvent norm ‖RA2(·)‖ is increasing away from z = 0 (in a neighbor-
hood) in all directions except along the imaginary axis where it decreases, corresponding
to θA =
pi
2
.
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Now assume kA > 2. Thus γA ∈ ]0, 1[ and therefore θA ∈ ]pi4 , pi2 [. By (3.5) it holds for
θ0 ∈ ]− pi, pi] that g(kA, θ0) = 0, or equivalently cos(2θ0) = −γA, if and only if
θ0 =
{
pi
2
± 1
2
arccos(γA)
−pi
2
± 1
2
arccos(γA)
=
{
±θA,
±pi ∓ θA.
From the proof of Theorem 1.5 we know that ‖RA2(·)‖ is increasing away from z = 0 on
the real line (in a neighborhood) and decreasing away from z = 0 on the imaginary line.
Hence, (3.5) implies that g(kA, θ) > 0 for θ ∈ ]−θA, θA[ ∪ ]pi−θA, pi+θA[ and g(kA, θ) ≤ 0
for θ ∈ [θA, pi − θA] ∪ [pi + θA, 2pi − θA].
To recapitulate, for a small enough neighborhood of 0, the directions for which ‖RA2(·)‖
is increasing away from the origin are precisely the angles ] − θA, θA[ ∪ ]pi − θA, pi + θA[.
Now the rotation by eiφ occurring in (3.6) concludes the proof.
From Lemma 5.1 we can conclude that if A ∈ C2×2 has eigenvalues z0 ± rAeiφ with
rA > 0, then ‖RA(·)‖ is increasing near z0 at least in a pi2 -arc centered at φ and in a
pi
2
-arc centered at φ+pi. Thus, we directly get the following result by constructing a block
diagonal matrix, where for each direction from a point z0 there is at least one block for
which the resolvent norm is increasing. We denote the torus by T = {z ∈ C | |z| = 1}.
Theorem 5.2. Let {Aj}Mj=1 ⊂ C2×2 such that Aj has eigenvalues z0 ± rjeiφj for rj > 0.
Let B = ⊕Mj=1Aj such that B has the eigenvalues of each Aj and
‖RB(·)‖ = max
j=1,...,M
‖RAj(·)‖.
Then ‖RB(·)‖ has a local minimum at z0 if and only if there is a subset of indices J ⊆
{1, . . . ,M} such that
(i) ‖RAj′ (z0)‖ < K = ‖RAj(z0)‖, j ∈ J, j′ 6∈ J ,
(ii) T = {eiφ |φ ∈ Φ ∪ (pi + Φ)}, where Φ = ⋃j∈J ]φj − θAj , φj + θAj [.
Proof. We note that (i) implies, by continuity, that the value of ‖RB(·)‖ near z0 is de-
termined by {Aj}j∈J . (ii) is a necessary condition since otherwise there is a direction for
which all ‖RAj(·)‖ are decreasing near z0 for j ∈ J .
On the other hand, if (i) and (ii) hold then for each direction near z0 we have that
‖RB(·)‖ equals maxj∈J‖RAj(·)‖ for which at least one of the resolvent norms ‖RAj(·)‖
is increasing. Since {‖RAj(·)‖}j∈J coincide at z0 then maxj∈J‖RAj(·)‖ is increasing near
z0.
As a sufficient condition in Theorem 5.2 we may simply have ‖RAj(z0)‖ = K, j =
1, . . . ,M , for a constant K > 0 and
T =
{
eiφ |φ ∈
⋃
M
j=1
(
[φj − pi4 , φj + pi4 ] ∪ [φj + 3pi4 , φj + 5pi4 ]
)}
.
Example 5.3. Let A1, A2 ∈ C2×2 have eigenvalues, respectively z0±rA1eiφ and z0±rA2 ieiφ
for rA1 , rA2 > 0. I.e. the eigenvalues are placed on orthogonal lines intersecting at z0. For
B = A1⊕A2 then ‖RB(·)‖ has a local minimum at z0 if and only if ‖RA1(z0)‖ = ‖RA2(z0)‖.
This is the case if γA1/γA2 = (rA2/rA1)
2.
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Example 5.4. Consider the following matrices
A1 =
[
i 0
0 −i
]
, A2 =
√
2
6−√32 e
−pi
6
i
[
1 2
0 −1
]
, A3 =
√
2
30−√896 e
pi
6
i
[
2i −1
−5 −2i
]
.
These are all scaled and rotated versions of matrices of the type (3.3) such that they satisfy
the conditions of Theorem 5.2 with z0 = 0, φ1 =
pi
2
, φ2 = −pi6 and φ3 = pi6 . Moreover, we
have ‖RA1(0)‖ = ‖RA2(0)‖ = ‖RA3(0)‖ = 1. Thus with B = A1 ⊕ A2 ⊕ A3 we get that
‖RB(·)‖ has a local minimum at the origin. Note that B is not normal.
−8 −6 −4 −2 0 2 4 6 8
−6
−4
−2
0
2
4
6
Figure 1: Pseudospectrum σε(B) with ε = 0.97 and eigenvalues of B (black dots) from Example 5.4.
This is furthermore observed in Figure 1 where for appropriate values of ε, σε(B) is
a connected set, but not simply connected. In particular it excludes a region near the
origin.
5.3 Examples for any finite N > 2
Let N > 2 and {aj}Nj=1 ⊂ C \ {0} such that |a1| > |aj| for j = 2, . . . , N . Define
A =

0 . . . . . . 0 1
a1
1
a2
. . . 0
1
a3
. . .
...
. . . . . .
...
1
aN
0
 . (5.1)
Then we have:
A−1 =

0 a2
...
. . . a3
...
. . . . . .
0
. . . aN
a1 0 . . . . . . 0
 , S(0) = (A
−1)∗A−1 =

|a1|2
|a2|2
|a3|2
. . .
|aN |2
 .
14
Thus the normalized eigenvectors for S(0) corresponding to the largest eigenvalue |a1|2
are
ψ = (eiθ, 0, . . . , 0), θ ∈ R.
Furthermore, as N > 2 we have
A−2 =

0 0 a2a3
...
. . . . . . a3a4
...
. . . . . . . . .
0
. . . . . . aN−1aN
a1aN 0
. . . 0
0 a1a2 0 . . . . . . 0

.
Thus we have
〈ψ,A−1ψ〉 = 〈ψ,A−2ψ〉 = 0,
which by Corollary 1.3 implies that ‖RA(·)‖ has a local minimum at the origin.
Note that this example fails for N = 2, since in that case A−2 = diag(a1a2, a1a2), so
〈ψ,A−2ψ〉 6= 0.
See Figure 2 for a specific choice of {aj}6j=1 for N = 6.
−0.1 −0.05 0 0.05 0.1
−0.1
−0.05
0
0.05
0.1
Figure 2: Pseudospectrum σε(A) with ε = 9.9966 · 10−7 and eigenvalues of A (black dots) of the matrix
in (5.1) where N = 6, a1 = 10
6 and aj = 1 for j = 2, . . . , 6.
5.4 An infinite dimensional example
We give an example of a non-normal operator on an infinite dimensional Hilbert space
satisfying Assumption 1.1 such that its resolvent norm has a local minimum at the origin.
Let H = `2(Z). Let aj ∈ C \ {0}, j ∈ Z, be a sequence which satisfies
|a0| > sup
j 6=0
|aj|. (5.2)
Define an operator A by
(Ax)j = a
−1
j+1xj+1, x ∈ D(A)
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where D(A) = {x ∈ H |Ax ∈ H} is the maximal domain. It is easy to verify that A is
densely defined and closed. We have that A is invertible with a bounded inverse
(A−1x)j = ajxj−1, x ∈ H.
A computation shows that (A−1)∗A−1 is given by ((A−1)∗A−1x)j = |aj+1|2xj, j ∈ Z.
Thus a basis of eigenvectors is given by the canonical basis {ej}j∈Z. By construction the
largest eigenvalue is simple and equals |a0|2, with ψ = e−1 as a normalized eigenvector.
We have
〈ψ,A−1ψ〉 = a0〈e−1, e0〉 = 0,
〈ψ,A−2ψ〉 = a0a1〈e−1, e1〉 = 0.
Thus by Corollary 1.3 ‖RA(·)‖ has a local minimum at the origin.
We note that if lim|j|→∞ aj = 0, then A has compact resolvent. If infj∈Z|aj| > 0 then
A is bounded.
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