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2 XIAOMEI YANG AND FUHAI ZHU
ABSTRACT. In this paper, we study the relations between left-invariant flat connections on Lie
groups, left-symmetric algebras, symplective Lie algebras, Frobenius Lie algebras and cuspidal pre-
homogeneous vector spaces. More specifically, we establish a one-to-one correspondence between
left-symmetric Lie algebras with a right identity and cuspidal prehomogeneous vector spaces of a
Lie group. As an application of our approach, we study the classification of the reduced cuspidal
prehomogeneous vector spaces (G, ρ,V) where G is a reductive Lie group. Fortunately, we prove
that any of the left-symmetric structure on a reductive Lie algebra has a right identity. Then to give
the complete classification of left-symmetric structure on reductive Lie algebras, we just need to
give the classification of cuspidal prehomogeneous vector spaces for reductive Lie groups.
Keywords: Left-invariant connection, Left-symmetric algebra, Frobenius Lie algebra, Preho-
mogeneous vector space, Symplective Lie algebra.
1. INTRODUCTION
The theory of prehomogeneous vector spaces was founded by M. Sato and T. Kimura in 1970s
(see [24]). Although it does not have a long history, it has been well known for its many contri-
butions to the fields of algebraic geometry and number theory. In [25], M. Sato and T. Shintani
constructed Dirichlet series with single variable satisfying functional equations by methods which
generalize classical constructions. They presented that one may associate families of Dirichlet
series to prehomogeneous vector spaces which satisfy certain appropriate restrictive hypotheses.
F. Sato gave the definition of zeta functions in several complex variables associated with a pre-
homogeneous vector space satisfying certain mild assumptions and established the conjecture of
M. Sato for such zeta functions in [23]. In the light of these studies, some people investigated the
Fourier transforms of relative invariants on some certain class of prehomogeneous vector spaces
(see [21]). In [18], the authors associated b-functions with prehomogeneous vector spaces over a
p-adic field. Afterwards, people began to explore some p-adic local orbital zeta functions of regu-
lar irreducible prehomogeneous vector spaces (see [13], [22]). In [7], J. Igusa gave explicit forms
of the Igusa local zeta functions of 20 types among 29 types of regular irreducible prehomogeneous
vector spaces. Moreover, T. Kimura gave the possibility of explicit calculation of the Fourier trans-
forms of complex powers of relative invariants of some prehomogeneous vector spaces over R (see
[13]) by using the explicit form of p-adic Igusa local zeta functions.
In 1990’s, Wright and Yukie showed the theory of prehomogeneous vector spaces is related to
distributions of arithmetic objects. They constructed a natural map from the set of orbits of certain
prehomogeneous vector spaces to the set of isomorphism classes of Galois extensions of k which
are splitting fields of equations of certain degrees, and proved that the inverse image of this map
corresponds bijectively with conjugacy classes of Galois homomorphisms (see [29]). As an appli-
cation of above method, Kable and Yukie presented an analogous correspondence for some certain
class of prehomogeneous vector spaces in [9] and [31]. Moreover, Yukie considered problems
analogous to the Oppenheim conjecture from viewpoint of prehomogeneous vector spaces in series
paper [32], [30] and [33].
In fact, the notion of “prehomogeneous vector space” was introduced in [24], in which a preho-
mogeneous vector space is a finite-dimensional vector space V together with an algebraic group G
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such that G has an open dense orbit in V (i.e., G is an algebraic group and V is a rational represen-
tation ofG which has a (nonempty) open orbit in the Zariski topology). However, prehomogeneous
vector space can also be studied from the point of view of Lie theory. So we generalize the defini-
tion of prehomogeneous vector space from the algebraic group case to Lie group case as follows:
LetG be a connected complex Lie group with its Lie algebra g and (ρ,V) a finite-dimensional com-
plex representation of G. We call the triplet (G, ρ,V) a prehomogeneous vector space (abbrev. PV)
if there exists an element x of V such that the orbit G · x is open (hence dense) in V , or equivalently,
ρ(G)x = V . In particular, the prehomogeneous vector spaces (G, ρ,V) with dimG = dimV are
called cuspidal prehomogeneous vector spaces in [20]. Our main objective in this paper is to clas-
sify the left-invariant flat torsion-free connections of Lie groups by the theory of prehomogeneous
vector spaces. It is well known that there is a one-to-one correspondence between the left-invariant
flat torsion-free connections on G and the left-symmetric structures on g. Left-symmetric alge-
bras are a class of nonassociative algebras, which has close relation with many important fields
in mathematics and mathematical physics. But their classification is very complicated due to the
nonassociativity. During the last several decades, a great deal of mathematical effort has been
devoted to study the classification of left-symmetric algebras. Since there are no left-symmetric al-
gebras on a finite-dimensional semisimple Lie algebra g of characteristic 0, many people observed
the left-symmetric algebras for some low-dimensional nilpotent Lie algebras (see [26], [11], [4]) or
some special cases in certain higher dimensions (see [5]) . Although Burde gave the classification
of left-symmetric algebras for gl(2) in [3] and Baues investigated the left-symmetric structures for
gl(n) in [2], the classification of left-symmetric structures on reductive Lie algebras have not yet
been solved. We are interesting in it.
For a given Lie algebra g, there are two natural ways to find new left-symmetric algebras. One
way is to find all compatible left-symmetric structures on g. Another way is to find some new but
not necessarily compatible left-symmetric algebras, whose adjacent Lie algebras are not necessarily
isomorphic to g, by modifying the Lie bracket. In [6], B. Y. Chu gave the method to construct
left-symmetric structures from symplectic Lie algebras. Note that every symplectic Lie algebra
is even dimensional, while there exist odd-dimensional left-symmetric algebras. Even an even-
dimensional left-symmetric algebra may not have any symplectic form. Thus the correspondence
between left-symmetric algebras and symplectic Lie algebras is not good. Hence we build a one-
to-one correspondence between them. For any left-symmetric algebra (g, ∗), denote by g∗ the dual
space of g. There exist a natural Lie algebra structure and a skew-symmetric bilinear form on g+˙g∗.
Then we get our first result.
Theorem 1.1. Let (g, ∗) be a left-symmetric algebra and let g∗ be the dual space of g. Then g+˙g∗
is a symplectic Lie algebra. Hence there is a left-symmetric product “ ∗ ” on g+˙g∗, more precisely,
g is a lagrangian subalgebra and g∗ is an abelian ideal of (g+˙g∗, ∗).
Note that Frobenius Lie algebras are special symplectic Lie algebras, it is natural to ask what
kinds of left-symmetric algebras can be constructed by Frobenius Lie algebras. Fortunately, we
obtain following theorem by combining Proposition 3.6 and Corollary 3.7.
Theorem 1.2. Let (g, ∗) be a left-symmetric algebra. Then g+˙g∗ is a Frobenius Lie algebra if and
only if (g, ∗) has a right identity.
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In light of the argument as above, we then investigate cuspidal PVs. Let (g, ρ,V) be a cuspidal
PV and v a generic point. Then we can define a map pi : g → V by pi(g) = ρ(g)v. It is easy to
see that pi is a bijection. Hence g+˙V∗ is a Frobenius Lie algebra. Using Frobenius Lie algebras
as a medium, we get the one-to-one correspondence between left-symmetric algebras with a right
identity and cuspidal prehomogeneous vector spaces.
Theorem 1.3. Let (g, ∗) be a left-symmetric algebra with a right identity. Then the left regular
representation gives a cuspidal prehomogeneous vector space. Conversely, if (g, ρ,V) is a cuspidal
prehomogeneous vector space for a Lie algebra g, then g has a left-symmetric structure with a right
identity.
Theorem 1.4. Let the two triplets (g, ρ1,V1) and (g, ρ2,V2) be equivalent cuspidal PVs. Then
(g, ∗) and (g, ·) are isomorphic left-symmetric algebras, where “∗” and “·” are the corresponding
left-symmetric structures on g respectively.
Theorem 1.5. Let (g, ∗) and (g, ·) be two isomorphic left-symmetric algebras with a right identity
and let (g, L1, g) and (g, L2, g) be the corresponding left-regular representations. Then the two PVs
(g, L1, g) and (g, L2, g) are equivalent.
More generally, it turns out that if (g, ∗) is a finite-dimensional left-symmetric algebra, then
[g, g] , g (Proposition 3.5). It is therefore reasonable to confine our attention to reductive Lie
algebras in this paper. From the following theorem, we see that the classification of left-symmetric
algebras on reductive Lie algebras is equivalent to that of cuspidal prehomogeneous vector spaces.
Theorem 1.6. If g is a reduced left-symmetric algebra associated with a reductive Lie algebra,
then g has a unique right identity.
Hence our goal is to investigate all of cuspidal prehomogeneous vector spaces on reductive Lie
groups. Since the castling transformation is a standard procedure for constructing new prehomo-
geneous vector spaces from a given one and plays a crucial role in the classification of prehomo-
geneous vector spaces, it is necessary to explore the castling equivalent classes on reductive Lie
groups. Let Gss = G1 × · · · × Gk be a product of k simple Lie groups Gi(1 ≤ i ≤ k), such pre-
homogeneous vector space is called a k-simple prehomogeneous vector space. Then we have the
following result.
Theorem 1.7. Let (GL(1)t × Gss,
∑
i=1 τi ⊗ ρi,V) be a k-simple prehomogeneous vector space. If
k ≥ 4 and there exists some d such that ρd = σ1 ⊗ . . . ⊗ σk, where each of σ j is a nontrivial
representation of G j(1 ≤ j ≤ k) and (GL(1) × Gss, τd ⊗ ρd) is a nontrivial irreducible PV, then it
must be castling equivalent to the case of 1 ≤ k ≤ 3.
Hence we just need to explore the k-simple prehomogeneous vector spaces with 1 ≤ k ≤ 3. Our
main result are as follows.
Theorem 1.8. Let (G, ρ,V) be a reduced cuspidal prehomogeneous vector space, where G is a
reductive Lie group. Then it is equivalent to one of the following triplets.
(1) (GL(1) × SL(n), τ1 ⊗ Λ1,V(n) ⊗ V(n))(Tr τ1(GL(1)) . 1)
(2) (GL(2), 3Λ1,V(4))
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(3) (SL(5) × GL(4),Λ2 ⊗ Λ1,V(10) ⊗ V(4))
(4) (SL(3) × GL(2), 2Λ1 ⊗ Λ1,V(6) ⊗ V(2))
(5) (GL(1)nm−n
2
+1 × SL(n),Λ
(∗)
1
⊗ ρ′
1
,V(n) ⊗ V(m))
(6) (GL(1)nm−n
2
+1 × SL(n),Λ∗
1
⊗ 1 + Λ1 ⊗ ρ
′
1
,V(n) + V(n) ⊗ V(m − 1))
(7) (GL(1)2 × SL(2), 2Λ1 + Λ1,V(3) + V(2)).
(8) (GL(1)2 × SL(2) × SL(2), 2Λ1 ⊗ Λ1 + Λ1 ⊗ 1)
(9) (GL(1)3 × SL(5) × SL(2),Λ2 ⊗ Λ1 + (Λ
∗
1
+ Λ
(∗)
1
) ⊗ 1)
(10) (GL(1)2 × SL(4) × SL(2),Λ2 ⊗ Λ1 + Λ1 ⊗ Λ1)
(11) (GL(1)3 × Sp(2) × SL(2),Λ2 ⊗ Λ1 + Λ1 ⊗ 1 + 1 ⊗ Λ1)
(12) (GL(1)3 × Sp(2) × SL(4),Λ2 ⊗ Λ1 + Λ1 ⊗ 1 + 1 ⊗ Λ1)
(13) (GL(1)2 × SL(2) × SL(2),Λ1 ⊗ Λ1 + 1 ⊗ 3Λ1)
(14) (GL(1)3 × SL(2) × SL(2),Λ1 ⊗ Λ1 + 1 ⊗ (2Λ1 + Λ1))
(15) (GL(1)3 × SL(2) × SL(2),Λ1 ⊗ Λ1 + Λ1 ⊗ 1 + 1 ⊗ 2Λ1)
(16) (GL(1)4 × Sp(2) × SL(3),Λ1 ⊗ Λ1 + Λ1 ⊗ 1 + 1 ⊗ (Λ1 + Λ1)
(∗))
(17) (GL(1)4 × SL(5) × SL(2) × SL(2),Λ2 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + (Λ
∗
1
+ Λ
(∗)
1
) ⊗ 1 ⊗ 1)
(18) (GL(1)3 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ 3Λ1 ⊗ 1)
(19) (GL(1)4 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ (Λ1 + 2Λ1) ⊗ 1)
(20) (GL(1)5 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ (Λ1 + Λ1 + Λ1) ⊗ 1)
(21) (GL(1)3 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ 2Λ1 + 1 ⊗ 1 ⊗ Λ1)
(22) (GL(1)3 × SL(2) × SL(2) × SL(4),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ2 + 1 ⊗ Λ1 ⊗ Λ1)
(23) (GL(1)4 × SL(2) × SL(2) × Sp(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ2 + 1 ⊗ Λ1 ⊗ 1 + 1 ⊗ 1 ⊗ Λ1)
(24) (GL(1)3 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ 2Λ1 ⊗ Λ1 + 1 ⊗ Λ1 ⊗ 1)
(25) (GL(1)3 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ 2Λ1 ⊗ Λ1 + 1 ⊗ 1 ⊗ Λ1)
(26) (GL(1)4 × Sp(2) × SL(2) × SL(3),Λ1 ⊗ Λ1 ⊗ 1 + Λ1 ⊗ 1 ⊗ Λ1 + 1 ⊗ 1 ⊗ Λ
∗
1
+ 1 ⊗ Λ1 ⊗ 1)
(27) (GL(1)2 × SL(3) × SL(3) × SL(2),Λ1 ⊗ Λ1 ⊗ Λ1 + Λ
(∗)
1
⊗ 1 ⊗ 1)
(28) (GL(1)3 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ Λ1 + Λ1 ⊗ 1 ⊗ 1 + 1 ⊗ Λ1 ⊗ 1)
Now we give the organisation of this paper. In Section 2, we outline the definitions and basic
properties of left-invariant connections, left-symmetric algebras, symplective Lie algebras and pre-
homogeneous vector spaces. We devote Section 3 to discuss the complicated mutual relationships
between the four structures. In Section 4, we indicate that any of left-symmetric algebra on a re-
ductive Lie algebra has a right identity. We explore the castling equivalent classes on reductive Lie
groups in Section 5. Our main results are presented in Section 6 and Section 7, in which we give
all of cuspidal prehomogeneous vector spaces on reductive Lie groups.
2. PRELIMINARIES
In this section, for the reader’s convenience, let us recall the definitions and fundamental prop-
erties of left-invariant connections, left-symmetric algebras, symplective Lie algebras and preho-
mogeneous vector spaces.
2.1. Left-invariant connections on Lie groups. Let G be a Lie group with Lie algebra g and let
Γ(TG) denote the set of all differentiable vector fields on G. A G-invariant affine connection ∇ is
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called torsion-free if, for any x, y ∈ Γ(TG),
(1) ∇xy − ∇yx − [x, y] = 0,
and flat if
(2) ∇x∇y − ∇y∇x − ∇[x,y] = 0.
Such a connection determines a covariant differentiation:
∇x : Γ(TG)→ Γ(TG), ∇x : y → ∇xy,
for vector fields x, y ∈ Γ(TG).
Since ∇ is G-invariant, for any x, y ∈ g, ∇xy is also in g. If we put
(3) x · y = xy = ∇xy,
then we obtain an R-bilinear product on g. The vanishing of curvature and torsion, i.e., (1) and (2),
is equivalent to the following identities:
[x, y] = xy − yx,
(xy)z − x(yz) = (yx)z − y(xz).(4)
2.2. Left-symmetric algebras.
Definition 2.1. Let g be a vector space over a field F with a bilinear product (x, y) 7→ xy. g is
called a left-symmetric algebra (abbrev. LSA) if Equation (4) is satisfied.
The Equation (4) implies that the commutators
[x, y] = xy − yx,
satisfy the Jacobi identity. Accordingly, each left-symmetric product has an adjacent Lie alge-
bra. Note that the left-multiplication Lx defines a Lie algebra representation, called left-regular
representation, of g:
L : g→ End (g), x 7→ Lx.
The classification of Lie groups with left-invariant flat torsion-free connection is equivalent to
that of left-symmetric algebras.
For a given Lie algebra g, there are two natural ways to find new left-symmetric algebras. One
way is to find all compatible left-symmetric structures on g. Another way is to find some new but
not necessarily compatible left-symmetric algebras, whose adjacent Lie algebras are not necessarily
isomorphic to g, by modifying the Lie bracket.
2.3. Symplective Lie algebras.
Definition 2.2. A Lie algebra g is called symplectic if there is a nondegenerate closed 2-form ω on
g, i.e., ω is a nondegenerate skew-symmetric bilinear form with the following property:
dω(x, y, z) = ω([x, y], z) + ω([y, z], x) + ω([z, x], y) = 0.
Definition 2.3. Let (g, ω) be a symplectic Lie algebra. If ω is an exact form, i.e., ω = d f for some
f ∈ g∗, then g is called a Frobenius Lie algebra.
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2.4. Prehomogeneous vector spaces.
The notion of “prehomogeneous vector space” was introduced by M. Sato and T. Kimura in
[24], in which a prehomogeneous vector space is a finite-dimensional vector space V together with
an algebraic group G such that G has an open dense orbit in V (i.e., G is an algebraic group and
V is a rational representation of G which has a (nonempty) open orbit in the Zariski topology).
However, prehomogeneous vector space can also be studied from the point of view of Lie theory.
So we generalize the definition of prehomogeneous vector space from the algebraic group case to
Lie group case as follows:
Definition 2.4. Let G be a connected complex Lie group with Lie algebra g and (ρ,V) a finite
dimensional complex representation of G. We call the triplet (G, ρ,V) a prehomogeneous vector
space (abbrev. PV) if there exists an element v of V such that the orbit G · v is open (hence dense)
in V, or equivalently, ρ(G)v = V and the point v is called a generic point.
It is natural to extend this structure to the theory of Lie algebras. Hence the prehomogeneity
condition of a triplet (G, ρ,V) can be expressed by the corresponding Lie algebra and its represen-
tation (g, dρ,V), where dρ the infinitesimal representation of ρ. That is, a triplet (G, ρ,V) is a PV
if and only if there exists an element x ∈ V such that dim g − dimV = dim gx. This condition is
useful to check the prehomogeneity of a triplet. When there is no confusion, we sometimes write
(G, ρ) instead of (G, ρ,V). So we have the following result.
Lemma 2.5 ([14, P. 23, Proposition 2.2]). For each point v ∈ V of a triplet (G, ρ,V), the following
conditions are equivalent:
(1) ρ(G)v = V.
(2) dimGv = dimG − dimV, where Gv = {g ∈ G; ρ(g)v = v}.
(3) dim gv = dim g − dimV, where gv = {g ∈ g; dρ(g)v = 0}.
(4) {dρ(g)v; g ∈ g} = V.
Obviously, not all of the points in V are generic points, so we call a v singular point if dimGv >
dimG − dimV . We denote the set of such points by S . So points of (V − S ) is the set of generic
points. We call the isotropy subgroup Gv = {g ∈ G; ρ(g)v = v} at a generic point v a generic
isotropy subgroup. Let (G, ρ,V) be a PV. A rational function f on V which is not identically zero
is called a relative invariant if there exists a rational character, (i.e, a one-dimensional rational
representation χ : G → GL(1), such that f (ρ(g)x) = χ(g) f (x) for any x ∈ V − S , g ∈ G.) A
relative invariant corresponding to the identity character χ = 1, is called an absolute invariant.
The following lemma shows that such invariants play basic roles in the study of PVs.
Lemma 2.6. Let (G, ρ,V) be a PV. Then any absolute invariant is a constant.
Proof. Let f (x) be an absolute invariant of (G, ρ,V) and x0 be a generic point. Then for any x ∈ V ,
there exists g ∈ G such that f (x) = f (ρ(g)x0) = f (x0). 
The following result is immediate from the above lemma, which is often used to check the
prehomogeneity of a triplet.
Corollary 2.7 ([14, P. 25, Corollary 2.6]). If there exists a nonconstant absolute invariant of a
triplet (G, ρ,V), then the triplet is not a PV.
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For any simple Lie algebra s, let h be a Cartan subalgebra of g and let {λ1, . . . , λn} be a basis
of h∗. We write Λk for the k
th fundamental highest weight in the Bourbaki ordering of the simple
roots. For An = SL(n + 1), then Λk = λ1 + · · · + λk, where λi are the simple roots ordered
as usual, but for the other simple classical structures this is the case only for k ≤ n − 2 (Dn),
k ≤ n − 1 (Bn, Cn). For the exceptional simple Lie algebras it is a little more complicated, but
Λ1 is the highest weight of the representation of degree 26 for F4, 27 for E6, 56 for E7 and 248
for E8 and Λ2 = λ1 + λ2 for G2. We denote n-dimensional vector space over C by V(n) and
the set of all n × m matrices is denoted by M(n,m). For ease of notation, sometimes we write
(GL(n),mΛk) instead of (GL(1)×SL(n),⊗mΛk) if there is no confusion. With notation as above,
let ρ : H → GL(V) be a finite dimensional rational representation and let n be an arbitrary natural
number with n ≥ dimV . Then the triplet (H × GL(n), ρ ⊗ Λ1,V ⊗ V(n)) is always a PV and called
a trivial prohomogeneous vector space. More specifically, the PVs (G, ρ,V) with dimG = dimV
are called cuspidal prehomogeneous vector spaces in [20].
Example 2.8. Let g be a Frobenius Lie algebra. Then (g, ad∗, g∗) is a cuspidal PV.
Now we need to consider isomorphism between PVs for the sake of classification.
Definition 2.9 ([14, P. 245]). Two triplets (Gi, ρi,Vi)(i = 1, 2) are equivalent (or isomorphic) if
there exist an isomorphism σ : ρ1(G1) → ρ2(G2) of groups and an isomorphism τ : V1 → V2 of
vector spaces such that
τ(ρ1(g1)x1) = σρ1(g1)(τ(x1))
for all g1 ∈ G1, x1 ∈ V1. That is to say, the diagram
V1
τ
−→ V2
ρ1(g1)
y y
yσρ1(g1)
V1
τ
−→ V2
is commutative. Then we write (G1, ρ1,V1)  (G2, ρ2,V2).
From the definition, it is obvious that we do not need to consider G itself but the image ρ(G).
For example, we have (SL(2)×SL(2),Λ1⊗Λ1,V(2)⊗V(2))  (SO(4),Λ1,V(4)), but SL(2)×SL(2)
and SO(4) are not isomorphic, because by the isomorphism theorem of groups, we have (SL(2) ×
SL(2))/ ± {(I2, I2)}  SO(4).
Proposition 2.10. Let ρ : G → GL(V) be an arbitrary finite-dimensional rational representation
of a reductive Lie group G and let ρ∗ : G → GL(V∗) be its contragredient representation. Then
(G, ρ,V)  (G, ρ∗,V∗).
In this paper we shall frequently use the following facts without quoting.
Proposition 2.11 ([14, P. 24, Corollary 2.3]). If a triplet (G, ρ,V) is a PV, then dimG ≥ dimV.
Hence, if dimG < dimV, then (G, ρ,V) is not a PV.
The following results were first introduced into the theory of algebraic groups, which play a
significant role in the classification of PVs. Fortunately, we turn out that they are correct for Lie
groups.
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Proposition 2.12. Let G be a Lie group and ρi : G → GL(Vi)(i = 1, 2) be finite-dimensional
representations. Then the following conditions are equivalent:
(1) (G, ρ1 ⊕ ρ2,V1 ⊕ V2) is a PV.
(2) (G, ρ1,V1) is a PV and (H, ρ2|H ,V2) is also a PV, where H denotes the generic isotropy
group of (G, ρ1,V1).
Proof. (1) ⇒ (2) : Assume that (G, ρ1 ⊕ ρ2,V1 ⊕ V2) is a PV. Then we see that there exists an
element v = v1+v2, vi ∈ Vi such that {(ρ1⊕ρ2)(G)·(v1+v2)} = {ρ1(G)v1⊕ρ2(G)v2} = V1⊕V2, which
implies that {ρ1(G)v1} = V1 and {ρ2(G)v2} = V2. So we get the first part of the assertion. Since
dimG − dim(V1 ⊕ V2) = dim(Gv1+v2 ) and dimG − dim(V1) = dim(Gv1). We see that dim(Gv1+v2 ) =
dimGv1 − dim(V2).
From
(Gv1 )v2 = {g ∈ Gv1 |ρ2(g)(v2) = v2}
= {g ∈ G|ρ1(g)(v1) = v1 and ρ2(g)(v2) = v2}
= Gv1+v2 ,
we conclude that dim(Gv1 )v2 = dimGv1 − dim(V2).
(2) ⇒ (1) : Since dimG − dim(V1) = dim(Gv1 ) and dim(Gv1 )v2 = dimGv1 − dim(V2). We have
dimG − dim(V1) − dim(V2) = dim(Gv1 )v2 = dim(Gv1+v2 ). 
Proposition 2.13. Let (G, ρ,V) be a PV. If V0 is a submodule of V, then (G, ρ,V) is a PV, where
V = V/V0 and ρ is the quotient representation.
Proof. Let V be a m-dimensional vector space and V0 be a d-dimensional submodule of V . We
know that V is a sum of submodule V0 and quotient module V/V0. For ease of notation, we denote
V/V0 by V. Since (G, ρ,V) is a PV, we see that there exists an element v ∈ V such that {ρ(G)v} = V .
Hence we may choose a basis {g1, . . . , gd, gd+1, . . . , gm} of g such that {v1 = dρ(g1)v, . . . , vd =
dρ(gd)v} is a basis of V0 and {vd+1 = dρ(gd+1)v, . . . , vm = dρ(gm)v} is a basis of V. Obviously, one
can write v = v + v0, (v ∈ V, v0 ∈ V0), which implies that dρ(gi)v ∈ V0 for any 1 ≤ i ≤ d. Then it is
easily verified that dim(gv) = dim(gv) + d and we obtain
dim g = dimV + dim gv = dim(V) + dim(V0) + dim(gv) − d = dim(V) + dim(gv).
Then we conclude that (g, ρ,V) is a PV. 
Example 2.14. The submodule of a prehomogeneous vector space is not necessarily prehomoge-
neous. Consider the coadjoint representation of 2-dimensional nonabelian Lie algebra with the
standard basis x, y such that [x, y] = y. Let x∗, y∗ be the dual basis of g∗. Then 〈x∗〉 is a submodule,
on which the restriction of the coadjoint action is trivial.
Proposition 2.15. Let ρ : H → GL(V) be a finite-dimensional rational representation and dimV =
m > n ≥ 1. Then the following statements are equivalent.
(I) (H × GL(n), ρ ⊗ Λ1,V ⊗ V(n)) is a PV.
(II) (H × GL(m − n), ρ∗ ⊗ Λ1,V
∗ ⊗ V(n)) is a PV.
Furthermore, the generic isotropy subgroups of (I) and (II) are isomorphic.
10 XIAOMEI YANG AND FUHAI ZHU
Proof. Let U be a n-dimensional subspace of V . Then U⊥ = {v∗ ∈ V∗|(u, v∗) = 0 for all u ∈ U}
is a (m − n)-dimensional subspace of V∗, and (U⊥)⊥ = U. Since (ρ(h)u, ρ∗(h)v∗) = (u, v∗) for any
u ∈ U, v∗ ∈ V∗, we have
(5) (ρ(h)U)⊥ = ρ∗(h)U⊥ for all h ∈ H.
Assume that (H×GL(n), ρ⊗Λ1,V ⊗V(n)) is a PV. Then there is an element X0 = (u1, · · · , un) ∈
V ⊗ V(n) such that dim(H ×GL(n)) − dim(V ⊗ V(n)) = dim(H ×GL(n))X0 . It is worth pointing out
that the X0 can be regarded as the n-dimensional subspace U. Since
ρ(h)X0g
t
= X0 ⇔ ρ(h)X0 = X0(g
t)−1
for all (h, g) ∈ (H × GL(n))X0 . We see that ρ(h)X0 = Span {u1, · · · , un}. Then we know that there
exists an element X∗
0
= (v∗
1
, · · · , v∗m−n) such that Span {v
∗
1
, · · · , v∗m−n} = U
⊥. From (5), we get
Span {ρ∗(h)v∗
1
, · · · , ρ∗(h)v∗m−n} = U
⊥, it implies that ρ∗(h)(v∗
1
, · · · , v∗m−n) = (v
∗
1
, · · · , v∗m−n)(g
′t)−1 for
some g′ ∈ GL(m − n). So we have dim(H × GL(n))X0 = (H × GL(m − n))X∗0 , which implies that
(H × GL(m − n), ρ∗ ⊗ Λ1,V
∗ ⊗ V(n)) is a PV.
Now assume that (H × GL(m − n), ρ∗ ⊗ Λ1,V
∗ ⊗ V(n)) is a PV. By the same argument as
above, we know that for any (h, g′) ∈ (H × GL(m − n))X∗
0
, we can find X0 and g ∈ GL(n) such that
ρ(h)X0g
t
= X0. So we have complete the first assertion.
Next let (H × GL(n))X0 be the isotropy subgroup at X0 and (H × GL(m − n))X∗0 the isotropy
subgroup at X∗
0
. Then we can define a mapping pi : (H × GL(n))X0 → (H × GL(m − n))X∗0 by
pi(h, g) = (h, g′). And we can define another mapping τ : (H × GL(m − n))X∗
0
→ (H × GL(n))X0
by τ(h, g′) = (h, g). Since these mappings pi and τ are the inverses of each other, we have (H ×
GL(n))X0  (H × GL(m − n))X∗0 . 
We define the define the object of main interest in this paper.
Definition 2.16. We say that the prehomogeneous vector spaces (I) and (II) are castling trans-
forms of each other. Two triplets (G, ρ,V) and (G′, ρ′,V ′) are said to be castling equivalent if one
is obtained from other by a finite number of successive castling transformations. A triplet (G, ρ,V)
is said to be reduced if dimV ′ ≥ dimV holds for any castling transform (G′, ρ′,V ′) of (G, ρ,V).
Obviously, the castling transformation is a standard procedure for constructing new prehomo-
geneous vector space from a given one. A similar reasoning shows that the statement holds if
ρ : H → SL(V), then we have the following result.
Corollary 2.17. Let ρ : H → SL(V) be a finite-dimensional rational representation and dimV =
m > n ≥ 1. Then the following statements are equivalent.
(I) (H × SL(n), ρ ⊗ Λ1,V ⊗ V(n)) is a PV.
(II) (H × SL(m − n), ρ∗ ⊗ Λ1,V
∗ ⊗ V(n)) is a PV.
Furthermore, the generic isotropy subgroups of (I) and (II) are isomorphic.
We now collect some handy properties of PV. Let H be a Lie group and let ρ : H → GL(V(d))
be a representation of H on the d-dimensional vector space V(d). Thus we may consider ρ(h) as a
d × d matrix for any h ∈ H. Define the vector space ∧2(V(d)) (resp. S 2(V(d))) as the the all d × d
skew-symmetric (resp. symmetric) matrices. Define the representation ∧2(ρ) (resp. S 2(ρ)) of H on
∧2(V(d)) (resp. S 2(V(d))) by X 7→ ρ(h)Xρ(h)t for X ∈ ∧2(V(d)) (resp. X ∈ S 2(V(d))), h ∈ H.
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Proposition 2.18. Assume that 2n ≥ d, then a triplet (Sp(n) × H,Λ1 ⊗ ρ,V(2n) ⊗ V(d)) is a PV if
and only if the triplet (H,∧2(ρ),∧2(V(d))) is a PV.
Proof. Let 〈, 〉 be a skew-symmetric bilinear form on V(2n)×V(2n) which is left invariant under the
action of Sp(n). For an element v = (v1, · · · , vd) ∈ V(2n)⊗V(d), let f (v) be a d×d skew-symmetric
matrix with (i, j)-element 〈vi, v j〉, (i, j = 1, · · · , d). Then f (v) is an element of ∧
2(V(d)). Assume
that (Sp(n)×H,Λ1 ⊗ρ,V(2n)⊗V(d)) is a PV, then we have dim(Sp(n)×H) = dim(V(2n)⊗V(d))+
dim(Sp(n)×H)v0 for some v0 = (v01, · · · , v0d) ∈ V(2n)⊗ V(d). Obviously, v01, · · · , v0d are linearly
independent and hence f (v0) ∈ ∧
2(V(d)). Let H f (v0) = {h ∈ H| ∧
2 ρ(h) f (v0) = f (v0)}. Then we can
define a map pi : (Sp(n) × H)v0 → H f (v0) by pi(g, h) = h (h ∈ H, g ∈ Sp(n)). Indeed, pi is a group
homomorphism and hence dim(H f (v0)) = dim(Sp(n)×H)v0 −dim(Ker (pi)). Moreover we know that
Ker (pi) = {(g, e)|gv0 = v0}, where e is the unit element of H. Without loss of generality we may
assume that v0 =
(
Id
0
)
. Then one can calculate that dim(Ker (pi)) = 2n2 + n − 2nd + d(d − 1)/2
and hence we get dim(H f (v0)) = dimH − d(d − 1)/2.
Conversely, assume that (H,∧2(ρ),∧2(V(d))) is a PV and d ≤ 2n, then there exists an element
v0 = {v01, . . . , v0d}, where v0i ∈ V(2n) such that dimH = dimH f (v0) + dim(∧
2(V(d))). For any
e , h ∈ H fv0 , denote w0 = v0(ρ(h))
t . Since ∧2ρ(h) f (v0) = f (v0). We know that f (w0) = f (v0)
and hence there exists gh ∈ Sp(n) such that w0 = ghv0, which follows that (gh, h) ∈ (Sp(n) × H)v0 .
For h = e, denote Ge = {g ∈ Sp(n)|gv0 = v0}. Then {(ge, e)|ge ∈ Ge} ∈ (Sp(n) × H)v0 . Here one
can easily to check that (Sp(n) × H)v0 = {(gh, h)|h ∈ H f (v0)} ∪ {(ge, e)|ge ∈ Ge}. Since dimGe =
2n2 + n− 2nd + d(d − 1)/2. We see that (Sp(n)×H)v0 = dimH + 2n
2
+ n− 2nd, which implies that
(Sp(n) × H,Λ1 ⊗ ρ,V(2n) ⊗ V(d)) is a PV. 
Proposition 2.19. Assume that n ≥ d, then a triplet (SO(n)×H,Λ1 ⊗ρ,V(n)⊗V(d)) is a PV if and
only if the triplet (H, S 2(ρ), S 2(ρ)(V(d))) is a PV.
Proof. Let 〈, 〉 be a symmetric bilinear form on V(2n) × V(2n) which is left invariant under the
action of SO(n). Then the rest of the proof is the same as Proposition 2.18. 
Theorem 2.20. Let ρi : H → GL(V(mi)) (i = 1, 2) be finite-dimensional representations, and let
n ≥ max {m1,m2} be an arbitrary natural number. Then the following statements (I) and (II) are
equivalent:
(I) (H × GL(n), ρ1 ⊗ Λ1 + ρ2 ⊗ Λ
∗
1
,V(m1) ⊗ V(n) + V(m2) ⊗ V(n)) is a PV.
(II) (H, ρ1 ⊗ ρ2,V(m1) ⊗ V(m2)) is a PV.
Proof. Assume that the statement (I) holds, then there is a generic point v0 = {(X0, Y0)|X0 ∈
M(m1, n), Y0 ∈ M(m2, n)} such that dim(H × GL(n))v0 = dim(H × GL(n)) − n(m1 + m2). De-
fine a map f : V(m1) ⊗ V(n) + V(m2) ⊗ V(n) → V(m1) ⊗ V(m2) by f (v) = f (X, Y) = XY
t. Then
we have f ((Z, 0)(Im2 ,0)) = Z for any Z ∈ V(m1) ⊗ V(m2) and hence the map f is a surjective. Let
H f (v0) = {h ∈ H|ρ1(h) f (v0)ρ2(h)
t
= f (v0)}. Then we can define a map pi : (H × GL(n))v0 → H f (v0)
by pi(h, g) = h (h ∈ H, g ∈ GL(n)). Indeed, pi is a group homomorphism and hence dim(H f (v0)) =
dim(H×GL(n))v0 −dim(Ker (pi)). Moreover we know that Ker (pi) = {(e, g)|X0g
t
= X0, Y0g
−1
= Y0},
where e is the unit element of H. Without loss of generality we may assume that m1 ≤ m2 and we
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may assume that v0 = ((Im1 , 0), (Im2 , 0)). Then one can calculate that
Ker (pi) =


Im1 0 0
0 Im2−m1 0
0 g32 g33
 |g32 ∈ M(n − m2,m2 − m1), g33 ∈ M(n − m2, n − m2)
 .
So we have dim(H f (v0)) = dim(H×GL(n))−n(m1 +m2)− (n−m2)(n−m1) = dimH−m1m2, which
shows that the statement (II) is true.
Conversely, suppose that (H, ρ1 ⊗ ρ2,V(m1) ⊗ V(m2)) is a PV and m1 ≤ m2. Then we have
dim(Hv0 ) = dimH − m1m2 for some v0 ∈ M(m1,m2). Obviously, rank v0 = m1 and hence there
exist two matrices X ∈ M(m1, n), Y ∈ M(m2, n) such that v0 = XY
t, where rank X = m1 and
rank Y = m2. For any e , h ∈ Hv0 , where e is the unit element of H. It is easy to see that there
exist gh, g
′
h
∈ GL(n) such that ρ1(h)X = Xgh and ρ2(h)Y = Yg
′
h
. Since ρ1(h)XY
tρ2(h)
t
= XY t. We
have g′t
h
= g−1
h
and hence (h, gh) ∈ (H × GL(n))(X,Y). For h = e, denote Ge = {g ∈ GL(n)|Xg
t
=
X, Yg−1 = Y}. Then {(e, ge)|ge ∈ Ge} ∈ (H × GL(n))(X,Y). Here one can easily to check that
(H × GL(n))(X,Y) = {(h, gh)|h ∈ Hv0 } ∪ {{(e, ge)|ge ∈ Ge}}. Since dimGe = (n − m1)(n − m2). We
see that dim(H × GL(n))(X,Y) = dimH + n
2 − n(m1 + m2), which implies that the statement (II)
holds. 
3. RELATIONSHIPS
In this section, we work out the relationships between prehomogeneous vector spaces, symplec-
tic Lie algebras, Frobenius Lie algebras and left-symmetric algebras, which may be illustrated as
the following diagram:
Cuspidal PVs
✘✘✘
✘✿✘✘✘✘✾
❳❳❳❳③❳❳
❳❳②
Frobenius Lie algebras ✲
❄
LSAs with right identities ✲
✻
symplectic Lie algebras
LSAs
left-invariant flat torsion-free connections
✻
❄
✻
❄
3.1. LSAs and symplectic Lie algebras.
In [6], B. Y. Chu introduced a method to construct LSAs from symplectic Lie algebras as follows.
Theorem 3.1 ([6, P. 154, Theorem 6]). Let (g, ω) be a symplectic Lie algebra. Then there exists a
compatible left-symmetric structures “∗” on g given by
ω(x, y ∗ z) = ω([x, y], z), ∀x, y, z ∈ g.
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Easy calculation shows that
Corollary 3.2. ω(x, y ∗ z) = ω(x ∗ z, y).
It is well known that every symplectic Lie algebra is even-dimensional, while there are odd-
dimensional left-symmetric algebras. Even an even-dimensional left-symmetric algebra may not
have any symplectic forms. In the following, we explain how to construct symplectic algebras from
left-symmetric algebras.
Let (g, ∗) be a left-symmetric algebra and denote by g∗ the dual space of g. Since (L∗, g∗) is
dual representation of the left-regular representation (L, g) of g, there exists a natural Lie algebra
structure on g+˙g∗ given by
(1). [v, u] = 0, for any v, u ∈ g∗,
(2). [x, v](y) = (L∗(x)(v))(y) = −v(x ∗ y), for any x, y ∈ g, v ∈ g∗.
Apart from this, there is a natural skew-symmetric bilinear form on g+˙g∗ defined by:
ω(x + u, y + v) = v(x) − u(y).
It is easy to see that ω is non-degenerate. So we have the following proposition.
Proposition 3.3. The bilinear form ω is closed, i.e., dω = 0. Hence the Lie algebra g+g∗ is a sym-
plectic Lie algebra. More precisely, g is a lagrangian subalgebra and g∗ is an abelian lagrangian
ideal of the left-symmetric algebra g + g∗.
Proof. Since ω(g, g) = ω(g∗, g∗) = 0 and g∗ is abelian, one just needs to check:
ω([x, y], v) + ω([y, v], x) + ω([v, x], y) = 0,
for any x, y ∈ g, v ∈ g∗, which follows from the following:
ω([x, y], v) + ω([y, v], x) + ω([v, x], y)
= v([x, y]) − [y, v](x) − [v, x](y)
= v([x, y]) + v(y ∗ x) − v(x ∗ y)
= 0.
Therefore, g+˙g∗ is a symplectic Lie algebra. 
By Theorem 3.1, we know that there exists a left-symmetric product, also denoted by “∗”, on
g+˙g∗ with (g, ∗) a subalgebra. Other products are defined by:
(1). v ∗ u = 0,
(2). x ∗ v ∈ g∗ such that ω(y, x ∗ v) = ω([y, x], v),
(3). v ∗ x ∈ g∗ such that ω(y, v ∗ x) = ω(y ∗ x, v).
Remark 3.4. Let (g, ρ,V) be a cuspidal PV and v a generic point. Then we can define a map
pi : g → V by pi(g) = ρ(g)v. It is easy to see that pi is a bijection. Hence g+˙V∗ is a Frobenius Lie
algebra.
With the help of symplectic Lie algebras, we can provide the following well-known result of
Jacques [8] a different and simpler proof.
Proposition 3.5. Let (g, ∗) be a left-symmetric algebra. Then [g, g] , g.
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Proof. Assume that [g, g] = g. Then there exist some yi, zi ∈ g such that x =
∑
i
[yi, zi] for any x ∈ g,
it follows that
Tr (ad x|g) = Tr (ad
∑
i
[yi, zi]) = 0.
Let g∗ be the dual space of g. For any x, y ∈ g, u ∈ g∗, we have
ad x(u)(y) = −u(x ∗ y) = −L∗xu(y),
which implies that
Tr (ad x|g∗) = Tr (L
∗
x) = Tr (Lx) = Tr (L
∑
i[yi,zi]) = 0.
Hence, for any x ∈ g, v ∈ g∗,
ad x =
(
ad (x)|g 0
0 −L∗x
)
, ad u =
(
0 0
∗ 0
)
,
hence Tr ad (x + u) = 0, for any x + u ∈ g˜. Thus g˜ is an unimodular Lie algebra. By a result of B.
Y. Chu ([6, P. 157]), every unimodular symplectic Lie algebra is solvable. Therefore, g˜ and g are
solvable Lie algebras. A contradiction. 
3.2. Frobenius Lie algebras and LSAs with right identities.
Since Frobenius Lie algebras are special symplectic Lie algebras, it is natural to investigate the
left-symmetric algebras constructed from Frobenius Lie algebras.
Proposition 3.6. Let (g, ω) be a symplectic Lie algebra. Then (g, ω) is a Frobenius Lie algebra if
and only if the corresponding left-symmetric algebra has a right identity.
Proof. Let g be a Frobenius Lie algebra. Then we have ω = d f for some f ∈ g∗, which implies
that there exists a unique element x f ∈ g such that ω(x f , z) = f (z) for any z ∈ g. Thus we get
ω(x, y) = f ([x, y]) = ω(x f , [x, y]) = −ω(x, y ∗ x f ),
for all x, y ∈ g. Therefore y = −y ∗ x f . Hence −x f is a right identity.
Now let (g, ∗) be a left-symmetric algebra with a right identity e ∈ g. Then there exists f ∈ g∗
such that ω(z, e) = f (z) for any z ∈ g. For any x, y ∈ g, we have
ω(x, y) = ω(x, y ∗ e) = ω([x, y], e) = f ([x, y]) = d f (x, y).
Thus ω = d f and hence g is a Frobenius Lie algebra. 
Corollary 3.7. The left-symmetric algebra (g, ∗) has a right identity if and only if g+˙g∗ is a Frobe-
nius Lie algebra.
Proof. Let g be a left-symmetric algebra with a right identity e and let ω be the natural symplectic
form on g+˙g∗. Then for any x ∈ g, v ∈ g∗, we have
ω(x, v) = ω(x ∗ e, v) = ω(x, v ∗ e).
Therefore v ∗ e = v, which implies that e is a right identity of g+˙g∗. Thus g+˙g∗ is a Frobenius Lie
algebra.
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Conversely, if g+˙g∗ is a Frobenius Lie algebra, then, by Proposition 3.6, we see that g+˙g∗ has a
left-symmetric product with a right identity e + v0, where e ∈ g, v0 ∈ g
∗. For any x ∈ g, we have
x = x ∗ (e + v0) = x ∗ e + x ∗ v0,
which implies that x ∗ e = x, i.e., e is a right identity of g. 
3.3. Cuspidal PVs and LSAs.
In this subsection, we establish the relationship between LSAs and cuspidal PVs.
Theorem 3.8. Let (g, ∗) be a left-symmetric algebra with a right identity. Then the left regular
representation gives a cuspidal PV. Conversely, if (g, ρ,V) is a cuspidal PV for a Lie algebra g,
then g has a left-symmetric structure with a right identity.
Proof. Let e be a right identity of a left-symmetric algebra (g, ∗) and let L : g→ End (g) be the left
regular representation. It is obvious that {Lx(e) | x ∈ g} = g. Therefore (g, L, g) is a cuspidal PV.
Conversely, let (g, ρ,V) be a cuspidal PV. Then there exists an element v ∈ V such that {ρ(x)v |
x ∈ g} = V . Hence the mapping x 7→ ρ(x)v is a bijection from g onto V . Therefore, for any x, y ∈ g,
there exists an unique z ∈ g such that
(6) ρ(x)ρ(y)v = ρ(z)v,
which defines a product “∗” on g by x ∗ y = z. One may easily show that (g, ∗) is a left-symmetric
algebra. Furthermore, there exists an unique e ∈ g such that ρ(e)v = v. The equation (6) shows that
x ∗ e = x, i.e., e is a right identity. 
Proposition 3.9. Let the two triplets (g, ρ1,V1) and (g, ρ2,V2) be equivalent cuspidal PVs. Then
(g, ∗) and (g, ·) are isomorphic left-symmetric algebras, where “∗” and “·” are the corresponding
left-symmetric structures on g respectively.
Proof. Since (g, ρ1,V1)  (g, ρ2,V2) are equivalent, then there exists an isomorphism σ : ρ1(g) →
ρ2(g) of Lie algebras and an isomorphism τ : V1 → V2 of vector spaces such that
τ(ρ1(x)v1) = σρ1(x)(τ(v1))
for all x ∈ g, v1 ∈ V1.
Since (g, ρ1,V1) and (g, ρ2,V2) are cuspidal PVs, we see that the isomorphism σ induces an
automorphism h of g such that the following diagram commutes:
g
h
−→ gy y
y
ρ1(g)
σ
−→ ρ2(g)
By Theorem 3.8, we know that there are two products “∗” and “·” on g such that ρ1(x)ρ1(y) =
ρ1(x ∗ y) and ρ2(x)ρ2(y) = ρ2(x · y). Furthermore, we have
σρ1(x)σρ1(y)τ(v1) = σρ1(x)(τ(ρ1(y)v1)) = τ(ρ1(x)ρ1(y)v1) = τ(ρ1(x ∗ y)v1),
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and
σρ1(x)σρ1(y)τ(v1) = ρ2(h(x))ρ2(h(y))τ(v1)
= ρ2(h(x) · h(y))τ(v1)
= σρ1(h
−1(h(x) · h(y)))τ(v1),
which implies that x ∗ y = h−1(h(x) · h(y)) for any x, y ∈ g. 
Proposition 3.10. Let (g1, ∗) and (g2, ·) be two isomorphic left-symmetric algebras with a right
identity and let (g1, L1, g1) and (g2, L2, g2) be the corresponding left-regular representations. Then
the two PVs (g1, L1, g1), (g2, L2, g2) are equivalent.
Proof. Let ϕ : g1 → g2 be an isomorphism of left-symmetric algebras. Define σ : L1(g) → L2(g)
by
σL1(x) = L2(ϕ(x)).
One can easily see that σ is well-defined and is an isomorphism of Lie algebras. It follows that
ϕ(L1(x)(y)) = σL2(x)(ϕ(y)) and the assertion follows. 
Lemma 3.11. Let (gss ⊕ gl(n), σ ⊗ Λ1,V(m) ⊗ V(n)) be a cuspidal PV, where gss is a semisimple
Lie algebra. Then the multiplication on gl(n) is the multiplication operation of matrix.
Proof. Let {ε1, . . . , εm} be a basis of V(m) and {e1, . . . , en} the basis of V(n). Then {εi ⊗ e j|i =
1, . . . ,m, j = 1, . . . , n} is a basis of V(m) ⊗ V(n). For simplicity of representation, we denote
σ ⊗ Λ1 by ρ. Assume that v = Σi, jai jεi ⊗ e j is a generic point, then by Theorem 3.8, we know that
for any x, y ∈ gss ⊕ gl(n), there exists an unique z ∈ gss ⊗ gl(n) such that ρ(x)ρ(y)v = ρ(z)v, which
defines a product “ ∗ ” on gss ⊕ gl(n). Now consider the multiplication on gl(n). Without loss of
generality, taking x = Ekl, y = Epq ∈ gl(n). Since
ρ(x)ρ(y)v = ρ(x)
∑
i, j
ai jεi ⊗ Epqe j
= ρ(x)
∑
i, j
ai jεi ⊗ δq jep
=
∑
i, j
δq jai jεi ⊗ Eklep
=
∑
i, j
δq jai jεiδlp ⊗ ek
= δlp
∑
i, j
ai jεi ⊗ Ekqe j
= δlpρ(Ekq)v
= ρ(EklEpq)v.
By the uniqueness statement of Theorem 3.8, we get Ekl ∗ Epq = EklEpq = δlpEkq. 
Lemma 3.12. Let (g, ρ,V) be a cuspidal PV and V1 a submodule of V. If g− gv is a subalgebra for
some generic point of (g, ρ,V/V1), then (g − gv, ρ,V/V1) is a cuspidal PV and the multiplication on
g − gv is the same as that of g.
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Proof. Let (g, ρ,V) be a cuspidal PV. Then there exists a generic point v ∈ V . So for any x, y ∈ g,
there exists a unique z ∈ g such that ρ(x)ρ(y)v = ρ(z)v. On the other hand, by Proposition 2.13, we
know that (g, ρ,V/V1) is a PV, more precisely, there exists a generic point v of the form of v + V1.
If g − gv is a subalgebra, then it is easy to see that (g − gv, ρ,V/V1) is a cuspidal PV. Hence for any
x, y ∈ g − gv, we have
ρ(x)ρ(y)v = ρ(x)ρ(y)(v + V1)
= ρ(x)(ρ(y)v + V1)
= ρ(x)ρ(y)v + V1
= ρ(z)v + V1.
Therefore ρ(z)v = ρ(z)(v + V1) = ρ(z)v + V1 = ρ(x)ρ(y)v. 
4. LEFT-SYMMETRIC STRUCTURES ON REDUCTIVE LIE ALGEBRAS
Now we focus our attention on left-symmetric structures of reductive Lie algebras. Let g = s⊕ c
be a reductive Lie algebra with s = [g, g] and c the center of g. Then we have the following
proposition.
Proposition 4.1. Let g = s ⊕ c be a reductive Lie algebra and let (g, ∗) be a compatible left-
symmetric structure on g. Then there exist g1, c1 such that g = g1 ⊕ c1 is a direct sum of ideals of
the left-symmetric algebra (g, ∗) with gs
1
= {x ∈ g1|s ∗ x = 0,∀s ∈ s} = {0}.
Proof. Let g∗ be the dual space of g. Then there exists a symmetric form ω on g+˙g∗ as defined in
Section 3.1. We still denote by “ ∗ ” the corresponding left-symmetric product on g+˙g∗. Naturally,
we may write g∗ = V0+˙V1, where V0 is the trivial s-module and V1 is the direct sum of nontrivial
s-modules. Set V⊥
0
= g1+˙V1+˙V0, where g1 = V
⊥
0
∩ g. Obviously s ⊂ g1, and there exists c1 ⊂ c
such that
(g1+˙V1)
⊥
= (c1+˙V0).
Here, we claim that both (c1+˙V0) and (g1+˙V1) are ideals of left-symmetric algebra (g+˙g
∗, ∗).
(1) g1 ∗ V0 = V0 ∗ g1 = {0}.
For any x ∈ g1, y˜ ∈ g+˙g
∗, v0 ∈ V0, we have
ω(˜y, x ∗ v0) = ω([˜y, x], v0) = 0,
ω(˜y, v0 ∗ x) = ω([˜y, v0], x) = 0.
It follows that g1 ∗ V0 = V0 ∗ g1 = {0}.
(2) g1 ∗ c1 = c1 ∗ g1 ⊆ c1.
For any x ∈ g1, v ∈ V1, c1 ∈ c1, from
ω(v, x ∗ c1) = ω([v, x], c1) = 0,
we get g1 ∗ c1 = c1 ∗ g1 ⊆ c1.
(3) V1 ∗ c1 = c1 ∗ V1 = {0}.
For any x ∈ g, v1 ∈ V1, c1 ∈ c1, by
ω(x, [v1, c1]) = −ω(v1, [c1, x]) − ω(c1, [x, v1]) = 0,
ω(x, v1 ∗ c1) = ω([x, v1], c1) = 0,
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we obtain that V1 ∗ c1 = c1 ∗ V1 = {0}.
(4) c1 ∗ c1 ⊆ c1 and c1 ∗ V0 ⊆ V0.
For any x ∈ V1, y ∈ g1, c0, c1 ∈ c1, v0 ∈ V0, using
ω(x, c0 ∗ c1) = ω([x, c0], c1) = 0,
ω(y, c0 ∗ v0) = ω([y, c0], v0) = 0,
we get c1 ∗ c1 ⊆ c1 and c1 ∗ V0 ⊆ V0.
By the above argument, we conclude that c1+˙V0 is an ideal of (g+˙g
∗, ∗), so is g1+˙V1, then the
claim follows.
Assume that gs
1
, {0}. Then there exists an element x ∈ g1 such that s ∗ x = 0 for all s ∈ s. So
we have ω(v, s ∗ x) = ω([v, s], x) = 0 for any v ∈ g∗, which contradicts nondegeneracy of ω.
Therefore, for any reductive Lie algebra g, we may find an ideal (g1, ∗) of (g, ∗) and commutative
associate Lie algebra c1 such that g = g1 ⊕ c1 and g
s
1
= {x ∈ g1|s ∗ x = 0,∀s ∈ s} = {0}. 
Definition 4.2. With notation as above, if g is a left-symmetric algebra with gs = {0}, then g is
called a reduced left-symmetric algebra.
In the following, we are only interested in reduced left-symmetric algebras. First we have the
following proposition.
Proposition 4.3. Let g = s ⊕ c be a reductive Lie algebra and let V be a representation with
dim g = dimV. Assume that Vs = {v ∈ V |ρ(s)v = 0} = {0}. If there exists a sympletic structure ω
on g+˙V∗ with ω |g×g= ω |V∗×V∗= 0, then ω = d f for some f ∈ V, i.e., ω is an exact form.
Proof. We may assume that there exists a sympletic structure ω on g+˙V∗. Then ω induces a left-
symmetric structures on g+˙V∗. Since ω |g×g= ω |V∗×V∗= 0, we just need to consider ω |g×V∗ .
Indeed, ω |s×V∗ may be regard as an element of B
1(s, ρ,V). By Theorem 3.12.1 in [28, P. 220], we
may find some f ∈ V such that ω |s×V∗ (x) = x • f , which implies
ω |s×V∗ (x) · ν
∗
= x • f · ν∗ = −ν∗([x, f ]) = −d f (x, ν∗).
Therefore, we see that ω |s×V∗= −d f |s×V∗ .
Next, for any s ∈ s, c ∈ c, v ∈ V∗, we have
ω(c, [s, v]) = −ω(s, [v, c]) − ω(v, [c, s]) = −ω(s, [v, c])
= d f (s, [v, c]) = −d f (v, [c, s]) − d f (c, [s, v]) = −d f (c, [s, v]).
It follows that ω(c,V) = −d f (c,V) since ρ∗(s)V∗ = V∗. 
Combining the above Propositions 4.1, 4.3 with Proposition 3.6, we have the following theorem,
which is a generalization of Proposition 5.1 in [2].
Theorem 4.4. If g is a reduced left-symmetric algebra associated with a reductive Lie algebra,
then g has a unique right identity.
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Proof. We only need to prove the uniqueness of the right identity. If (g, ∗) is a reduced left-
symmetric algebra, then the assertion follows from gs = {0} since the difference of any two right
identities belongs to gs. If g is not a reduced left-symmetric algebra, the commutative ideal has
at most one right identity and the reduced ideal has a unique right identity, which implies that the
right identity of g is unique if it exists. 
Remark 4.5. The right identity of a left-symmetric algebra is not necessarily unique. Let g be
the 2-dimensional Lie algebra with the standard basis {x, y} such that [x, y] = y. Define a left-
symmetric product on g by: xx = −x, xy = 0, yx = −y and yy = 0. It is easy to check that −x + ky,
for any k ∈ C, is a right identity.
5. CASTLING-EQUIVALENCE ON REDUCTIVE LIE GROUPS
In the theory of prehomogeneous vector spaces, a fundamental role is played by castling trans-
forms, which is a certain transformation of linear representations of Lie groups preserving the pre-
homogeneity. For the purpose of this paper, we need to investigate the castling-equivalent classes
on reductive Lie groups.
LetGss be a semisimple Lie group and (GL(1)×Gss,⊗ρ1,V) be a PV. WhenGss = G1×· · ·×Gk
is a product of k simple Lie groups Gi (1 ≤ i ≤ k), such PV is called a k-simple PV. We consider
all k-simple PVs for all k ≥ 3 which satisfy ρi = σ1 ⊗ . . . ⊗ σk, where each of σ j is a nontrivial
representation of G j(1 ≤ j ≤ k) for some i and (Gss ×GL(1), ρi ⊗) is a nontrivial irreducible PV.
Fortunately, we are able to prove that all such k-simple PVs with k ≥ 4 are castling-equivalent to
the case of 1 ≤ k ≤ 3 by the similar method used by Kimura in [19].
Definition 5.1. [19] A 3-simple PV is called of nontrivial type if (1) at least one of irreducible
components is a nontrivial 3-simple PV, or (2) any irreducible component is a simple PV or a
nontrivial 2-simple PV.
5.1. Castling-equivalence on reductive Lie groups with one dimensional center. In this section
we study the case that the center of G is of one dimension. From [24], we get the following result.
Proposition 5.2. Let (GL(1) × Gss, ⊗ ρ1) be a nontrivial irreducible k-simple PV (1 ≤ k ≤ 3).
Then it must be castling-equivalent to one of the following PVs.
AI (1) (GL(n), 2Λ1,V(n(n + 1)/2))
(2) (GL(2), 3Λ1,V(4))
(3) (GL(n),Λ3,V) (n = 6, 7, 8)
(4) (GL(1) × Sp(3), ⊗ Λ3,V(14))
(5) (GL(1) × Spin(11), ⊗ spin,V(32))
(6) (GL(1) × Spin(14), ⊗ spin,V(64))
AII (1) (GL(n),Λ2,V(n(n − 1)/2))
(2) (GL(1) × Spin(7), ⊗ spin,V(8))
(3) (GL(1) × Spin(9), ⊗ spin,V(16))
(4) (GL(1) × Spin(10), ⊗ spin,V(16))
(5) (GL(1) × Spin(12), ⊗ spin,V(32))
(6) (GL(1) × (G2), ⊗ Λ2,V(7))
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(7) (GL(1) × E6, ⊗ Λ1,V(27))
(8) (GL(1) × E7, ⊗ Λ1,V(56))
B (1) (SL(2n + 1) × GL(2),Λ2 ⊗ Λ1,V(n(2n + 1)) ⊗ V(2))
(2) (SL(6) × GL(2),Λ2 ⊗ Λ1,V(15) ⊗ V(2))
(3) (SL(3) × GL(2), 2Λ1 ⊗ Λ1,V(6) ⊗ V(2))
(4) ((G2) × GL(2),Λ2 ⊗ Λ1,V(7) ⊗ V(2))
(5) (Spin(7) × GL(2), spin⊗Λ1,V(8) ⊗ V(2))
(6) (Spin(10) × GL(2), spin ⊗Λ1,V(16) ⊗ V(2))
(7) (E6 × GL(2),Λ1 ⊗ Λ1,V(27) ⊗ V(2))
B′ (1) (SL(2n + 1) × GL(n(2n + 1) − 2),Λ2 ⊗ Λ1,V(n(2n + 1)) ⊗ V(n(2n + 1) − 2))
(2) (SL(6) × GL(13),Λ2 ⊗ Λ1,V(15) ⊗ V(13))
(3) (SL(3) × GL(4), 2Λ1 ⊗ Λ1,V(6) ⊗ V(4))
(4) ((G2) × GL(5),Λ2 ⊗ Λ1,V(7) ⊗ V(5))
(5) (Spin(7) × GL(6), spin⊗Λ1,V(8) ⊗ V(6))
(6) (Spin(10) × GL(14), spin ⊗Λ1,V(16) ⊗ V(14))
(7) (E6 × GL(25),Λ1 ⊗ Λ1,V(27) ⊗ V(25))
C (1) (SL(5) × GL(3),Λ2 ⊗ Λ1,V(10) ⊗ V(3))
(2) (Spin(7) × GL(3), spin⊗Λ1,V(8) ⊗ V(3))
(3) (Spin(10) × GL(3), spin ⊗Λ1,V(16) ⊗ V(3))
C′ (1) (SL(5) × GL(7),Λ2 ⊗ Λ1,V(10) ⊗ V(7))
(2) (Spin(7) × GL(5), spin⊗Λ1,V(8) ⊗ V(5))
(3) (Spin(10) × GL(13), spin ⊗Λ1,V(16) ⊗ V(13))
D (1) (SL(5) × GL(4),Λ2 ⊗ Λ1,V(10) ⊗ V(4))
(2) (SL(5) × GL(6),Λ2 ⊗ Λ1,V(10) ⊗ V(6))
E (1) (Sp(n) × GL(m),Λ1 ⊗ Λ1,V(2n) ⊗ V(m))(n ≥ m ≥ 2)
(2) (SO(n) × GL(m),Λ1 ⊗ Λ1,V(n) ⊗ V(m))(n/2 ≥ m ≥ 2)
(3) (GL(1) × Sp(n) × SL(2), ⊗ Λ1 ⊗ 2Λ1,V(2n) ⊗ V(3))
F (1) (SL(3) × SL(3) × GL(2),Λ1 ⊗ Λ1 ⊗ Λ1,V(3) ⊗ V(3) ⊗ V(2))
Here Λ
(∗)
i
stands for Λi or its dual Λ
∗
i
.  is the standard representation of GL(1) on the one-
dimensional vector space. (G2) is the exceptional simple Lie algebra of type G2 of dimension 14 to
distinguish it from the second group G2.
Lemma 5.3. Let Gs be a simple Lie group and σ a d-dimensional irreducible representation of Gs.
Assume that (GL(1) ×Gs,⊗σ,V(d)) is a PV, and (GL(1)×Gs × SL(m2)× · · · × SL(mk),⊗σ⊗
Λ1 ⊗ · · · ⊗ Λ1) is a k-simple PV(k ≥ 3) which is castling-equivalent to this PV.
(1) If dimGs < 2d− 2, then any k-simple PV of type (GL(1)×Gs ×SL(m2)× · · · ×SL(mk),⊗
σ ⊗ Λ1 ⊗ · · · ⊗ Λ1 + ρ2 + · · · + ρl) is castling-equivalent to a simple PV.
(2) If dimGs < d
2 − 1, then any k-simple PV of type (GL(1)×Gs × SL(m2)× · · · × SL(mk),⊗
σ ⊗ Λ1 ⊗ · · · ⊗ Λ1 + ρ2 + · · · + ρl) is castling-equivalent to a 2-simple PV.
Proof. Since the generic isotropy subgroup is invariant under castling transformations, we see that
dim(GL(1) ×Gs × SL(m2) × · · · × SL(mk)) − d1 = 1 + dimGs − d.
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Assume that
(7) (GL(1) ×Gs × SL(m2) × · · · × SL(mk), ⊗ σ ⊗ Λ1 ⊗ · · · ⊗ Λ1 + ρ2 + · · · + ρl)
is a PV, then we have dim(GL(1) × Gs × SL(m2) × · · · × SL(mk)) ≥ d1 + d2 + · · · + dl, which
implies that dimGs ≥ d − 1 + d2 + · · · + dl. Now the least-dimensional case is m2 = d − 1 and
m3 = d(d − 1) − 1.
If dimGs < 2d − 2, then we have d2 + · · · + dl < d − 1. This implies that ρ2 is of the form
1 ⊗ τ1 ⊗ 1 ⊗ · · · ⊗ 1, then the triplet (7) must be castling-equivalent to a simple PV.
If dimGs < d
2 − 2, then we obtain d2 + · · · + dl < d
2 − d − 1. This shows that ρ2 is of the form
1 ⊗ τ1 ⊗ τ2 ⊗ 1 ⊗ · · · ⊗ 1, then the triplet (7) must be castling-equivalent to a 2-simple PV. 
The following result follows immediately from Lemma 5.3.
Proposition 5.4. Let (GL(1)×Gs×SL(m2)×· · ·×SL(mk),⊗σ⊗Λ1⊗· · ·Λ1,V(d)⊗V(m2)⊗· · ·⊗
V(mk)) be a k-simple PV(k ≥ 3) which is castling-equivalent to one of triplets of AI in Proposition
5.2. Then any k-simple PV of type (GL(1) ×Gs × SL(m2) × · · · × SL(mk), ⊗ σ ⊗Λ1 ⊗ · · · ⊗ Λ1 +
ρ2 + · · · + ρl) is castling-equivalent to a simple PV.
By the same argument as in the proof of Lemma 5.3, we get the following lemma.
Lemma 5.5. Let Gs be a simple Lie group and σ a d-dimensional irreducible representation of Gs.
(1) Assume that (GL(1)×Gs×SL(2),⊗σ⊗Λ1,V(d)⊗V(2)) is a PV, and (GL(1)×Gs×SL(2)×
SL(m2)×· · ·×SL(mk),⊗σ⊗Λ1⊗· · ·⊗Λ1,V(d)⊗V(2)⊗V(m2)⊗· · ·⊗V(mk)) is a k-simple
PV(k ≥ 3) which is castling-equivalent to this PV. If dimGs < 4d − 5, then any k-simple
PV of type (GL(1)×Gs×SL(2)×SL(m2)×· · ·×SL(mk),⊗σ⊗Λ1⊗· · ·⊗Λ1+ρ2+ · · ·+ρl)
is castling-equivalent to a 2-simple PV.
(2) Assume that (GL(1)×Gs×SL(d−2),⊗σ⊗Λ1,V(d)⊗V(d−2)) is a PV, and (GL(1)×Gs×
SL(d−2)×SL(m2)×· · ·×SL(mk),⊗σ⊗Λ1⊗· · ·⊗Λ1,V(d)⊗V(d−2)⊗V(m2)⊗· · ·⊗V(mk))
is a k-simple PV(k ≥ 3) which is castling-equivalent to this PV. If dimGs < d
2 − 5, then
any k-simple PV of type (GL(1) ×Gs × SL(d − 2) × SL(m2) × · · · × SL(mk), ⊗ σ ⊗ Λ1 ⊗
· · · ⊗ Λ1 + ρ2 + · · · + ρl) is castling-equivalent to a 2-simple PV.
(3) Assume that (GL(1)×Gs×SL(3),⊗σ⊗Λ1,V(d)⊗V(3)) is a PV, and (GL(1)×Gs×SL(3)×
SL(m2)×· · ·×SL(mk),⊗σ⊗Λ1⊗· · ·⊗Λ1,V(d)⊗V(3)⊗V(m2)⊗· · ·⊗V(mk)) is a k-simple
PV(k ≤ 3) which is castling-equivalent to this PV. If dimGs < 6d − 10, then any k-simple
PV of type (GL(1)×Gs ×SL(3)×SL(m2)× · · · ×SL(mk),⊗σ⊗Λ1 ⊗ · · ·Λ1+ρ2+ · · ·+ρl)
is castling-equivalent to a 2-simple PV.
(4) Assume that (GL(1)×Gs×SL(d−3),⊗σ⊗Λ1,V(d)⊗V(d−3)) is a PV, and (GL(1)×Gs×
SL(d−3)×SL(m2)×· · ·×SL(mk),⊗σ⊗Λ1⊗· · ·⊗Λ1,V(d)⊗V(d−3)⊗V(m2)⊗· · ·⊗V(mk))
is a k-simple PV(k ≥ 3) which is castling-equivalent to this PV. If dimGs < d
2 − 10, then
any k-simple PV of type (GL(1) ×Gs × SL(d − 3) × SL(m2) × · · · × SL(mk), ⊗ σ ⊗ Λ1 ⊗
· · ·Λ1 + ρ2 + · · · + ρl) is castling-equivalent to a 2-simple PV.
Lemma 5.5 implies the following proposition.
Proposition 5.6. Let (GL(1) ×Gs × SL(m2) × · · · × SL(mk), ⊗ σ ⊗ Λ1 ⊗ · · ·Λ1,V(d) ⊗ V(m2) ⊗
· · · ⊗ V(mk)) be a k-simple PV(k ≥ 3) which is castling-equivalent to one of triplets of AII, B, B
′,
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C, C′ in Proposition 5.2. Then any k-simple PV of type (GL(1) ×Gs × SL(m2) × · · · × SL(mk), ⊗
σ ⊗ Λ1 ⊗ · · · ⊗ Λ1 + ρ2 + · · · + ρl) is castling-equivalent to a 2-simple PV.
Lemma 5.7. Let (GL(1) × SL(5) × SL(m2) × · · · × SL(mk), ⊗ Λ2 ⊗ Λ1 ⊗ · · ·Λ1,V(d1)) be a k-
simple PV (k ≥ 3) which is castling-equivalent to one of triplets of D in Proposition 5.2. Then
(GL(1)× SL(5)× SL(m2)× · · · × SL(mk),⊗Λ2 ⊗Λ1 ⊗ · · · ⊗Λ1 + ρ2 + · · ·+ ρl) is a PV if and only
if l = 1.
Proof. Since dim(GL(1) × SL(5) × SL(m2) × · · · × SL(mk)) − dim( ⊗ Λ2 ⊗ Λ1 ⊗ · · · ⊗ Λ1) =
dim(SL(5) × GL(4)) − 40 = dim(SL(5) × GL(6)) − 60 = 0, we have l = 1. 
Lemma 5.8. Let Gs be a simple Lie group and σ a d-dimensional irreducible representation of Gs.
Assume that (GL(1) ×Gs × SL(m), ⊗σ ⊗ σ
′,V(d) ⊗ V(d′)) is a PV, and (GL(1) ×Gs × SL(m) ×
SL(m2)× · · · ×SL(mk),⊗σ⊗σ
′⊗Λ1⊗ · · ·⊗Λ1,V(d)⊗V(d
′)⊗V(m2)⊗ · · · ⊗V(mk)) is a k-simple
PV(k ≥ 3) which is castling-equivalent to this PV.
(1) If dimGs < 2dd
′ −m2 − 1, then any k-simple PV of type (GL(1) ×Gs × SL(m) × SL(m2) ×
· · · × SL(mk),⊗σ⊗σ
′ ⊗Λ1 ⊗ · · · ⊗Λ1 + ρ2 + · · ·+ ρl) is castling-equivalent to a 2-simple
PV.
(2) If dimGs < d
2(d′)2−m2−1, then any k-simple PV of type (GL(1)×Gs×SL(m)×SL(m2)×
· · · × SL(mk),⊗σ⊗σ
′ ⊗Λ1 ⊗ · · · ⊗Λ1 + ρ2 + · · ·+ ρl) is castling-equivalent to a 3-simple
PV.
Proof. By Proposition 2.15, we have
dim(GL(1) ×Gs × SL(m) × SL(m2) × · · · × SL(mk)) − d1 = dim(Gs × GL(m)) − dd
′.
Assume that
(8) (GL(1) ×Gs × SL(m) × SL(m2) × · · · × SL(mk), ⊗ σ ⊗ σ
′ ⊗ Λ1 ⊗ · · · ⊗ Λ1 + ρ2 + · · · + ρl)
is a PV, then we have dim(GL(1) ×Gs × SL(m) × SL(m2) × · · · × SL(mk)) ≥ d1 + d2 + · · · + dl. It
follows that dimGs ≥ dd
′ −m2 + d2 + · · ·+ dl. Now the least-dimensional case is m2 = dd
′ − 1 and
m3 = dd
′(dd′ − 1) − 1.
If dimGs < 2dd
′ − m2 − 1, then we have d2 + · · · + dl < dd
′ − 1. This implies that ρ2 is of the
form 1 ⊗ τ1 ⊗ τ2 ⊗ 1 ⊗ 1 ⊗ · · · ⊗ 1, and the triplet (8) must be castling-equivalent to a 2-simple PV.
If dimGs < d
2(d′)2 − m2 − 1, then we have d2 + · · · + dl < dd
′(dd′ − 1) − 1. This implies that
ρ2 is of the form 1 ⊗ τ1 ⊗ τ2 ⊗ τ3 ⊗ 1 ⊗ · · · ⊗ 1, and the triplet (8) must be castling-equivalent to a
3-simple PV. 
The following statement follows from Lemma 5.8.
Proposition 5.9. Let (GL(1)×Gs×SL(m)×SL(m2)×· · ·×SL(mk),⊗σ⊗σ
′⊗Λ1⊗· · ·⊗Λ1,V(d)⊗
V(d′)⊗V(m2)⊗ · · ·⊗V(mk)) be a k-simple PV(k ≥ 3) which is castling-equivalent to one of triplets
of E in Proposition 5.2. Then any k-simple PV of type (GL(1) × Gs × SL(m) × SL(m2) × · · · ×
SL(mk), ⊗ σ ⊗ σ
′ ⊗ Λ1 ⊗ · · ·Λ1 + ρ2 + · · · + ρl,V(d1) + · · · + V(dl)) is castling-equivalent to a
2-simple PV or a 3-simple PV.
Lemma 5.10. Let (GL(1)×SL(m1)×· · ·×SL(mk),⊗Λ1⊗· · ·⊗Λ1) be a k-simple PV (k ≥ 3) which
is castling-equivalent to (GL(1) × SL(3) × SL(3) × SL(2), ⊗Λ1 ⊗ · · · ⊗ Λ1,V(3) ⊗ V(3) ⊗ V(2)).
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Then a k-simple PV of type (GL(1) × SL(m2)× · · · × SL(mk), ⊗Λ1 ⊗ · · · ⊗Λ1 + ρ2 + · · ·+ ρl) is a
PV if and only if l = 1.
Proof. Since dim(GL(1) × SL(m1) × SL(m2) × · · · × SL(mk)) − dim( ⊗ Λ1 ⊗ Λ1 ⊗ · · ·Λ1) =
dim(SL(3) × SL(3) × GL(2)) − 18 = 2, we see that there is only one possibility, that is ρ2 =
1 ⊗ 1 ⊗ Λ1. From [24, P. 99, Proposition 16], we know that the generic isotropy subalgebra of
(SL(3) × SL(3) × GL(2),Λ1 ⊗ Λ1 ⊗ Λ1) is given as follows:

α 0 0
0 β 0
0 0 γ
 ⊕

−α 0 0
0 −β 0
0 0 −γ
 ⊕
(
0 0
0 0
)
|α + β + γ = 0
 .
Hence it shows that the triplet (GL(1)× SL(3)× SL(3)× SL(2),⊗Λ1 ⊗Λ1 ⊗Λ1 + 1⊗ 1⊗ 1⊗Λ1)
is not a PV. 
5.2. Castling-equivalence on reductive Lie groups with multi-dimensional center. In this sec-
tion we are interested in the case that the center of G is of multi-dimension. In fact, in most cases,
we get the same result as the case of one-dimension. However, for (GL(2), 2Λ1,V(3)), things are
rather different, we then prove it in Section 7. From [24], we get the following results.
Proposition 5.11. Any nontrivial irreducible PV with a scalar multiplication is castling-equivalent
to one of the following PV’s.
AI (1) (GL(n), 2Λ1,V(n(n + 1))/2)(n > 2)
(2) (GL(2), 3Λ1,V(4))
(3) (GL(n),Λ3,V) (n = 6, 7, 8)
(4) (GL(1) × Sp(3), × Λ3,V(14))
(5) (GL(1) × Spin(11), × spin,V(32))
(6) (GL(1) × Spin(14), × spin,V(64))
AII (1) (GL(2), 2Λ1,V(3))
(2) (GL(n),Λ2,V(n(n − 1))/2))(n ≥ 4)
(3) (GL(1) × Spin(7), × spin,V(8))
(4) (GL(1) × Spin(9), × spin,V(16))
(5) (GL(1) × Spin(10), × spin,V(16))
(6) (GL(1) × Spin(12), × spin,V(32))
(7) (GL(1) × (G2), × Λ2,V(7))
(8) (GL(1) × E6, × Λ1,V(27))
(9) (GL(1) × E7, × Λ1,V(56))
BI (1) (SL(2n + 1) × GL(2),Λ2 ⊗ Λ1,V(n(2n + 1)) ⊗ V(2))
(2) (SL(6) × GL(2),Λ2 ⊗ Λ1,V(15) ⊗ V(2))
(3) (SL(3) × GL(2), 2Λ1 ⊗ Λ1,V(6) ⊗ V(2))
(4) ((G2) × GL(2),Λ2 ⊗ Λ1,V(7) ⊗ V(2))
(5) (Spin(7) × GL(2), spin⊗Λ1,V(8) ⊗ V(2))
(6) (Spin(10) × GL(2), spin ⊗Λ1,V(16) ⊗ V(2))
(7) (E6 × GL(2),Λ1 ⊗ Λ1,V(27) ⊗ V(2))
BI′ (1) (SL(2n + 1) × GL(n(2n + 1) − 2),Λ2 ⊗ Λ1,V(n(2n + 1)) ⊗ V(n(2n + 1) − 2))
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(2) (SL(6) × GL(13),Λ2 ⊗ Λ1,V(15) ⊗ V(13))
(3) (SL(3) × GL(4), 2Λ1 ⊗ Λ1,V(6) ⊗ V(4))
(4) ((G2) × GL(5),Λ2 ⊗ Λ1,V(7) ⊗ V(5))
(5) (Spin(7) × GL(6), spin⊗Λ1,V(8) ⊗ V(6))
(6) (Spin(10) × GL(14), spin ⊗Λ1,V(16) ⊗ V(14))
(7) (E6 × GL(25),Λ1 ⊗ Λ1,V(27) ⊗ V(25))
C (1) (SL(5) × GL(3),Λ2 ⊗ Λ1,V(10) ⊗ V(3))
(2) (Spin(7) × GL(3), spin⊗Λ1,V(8) ⊗ V(3))
(3) (Spin(10) × GL(3), spin ⊗Λ1,V(16) ⊗ V(3))
C′ (1) (SL(5) × GL(7),Λ2 ⊗ Λ1,V(10) ⊗ V(7))
(2) (Spin(7) × GL(5), spin⊗Λ1,V(8) ⊗ V(5))
(3) (Spin(10) × GL(13), spin ⊗Λ1,V(16) ⊗ V(13))
D (1) (SL(5) × GL(4),Λ2 ⊗ Λ1,V(10) ⊗ V(4))
(2) (SL(3) × SL(3) × GL(2),Λ1 ⊗ Λ1 ⊗ Λ1,V(3) ⊗ V(3) ⊗ V(2))
D′ (1) (SL(5) × GL(6),Λ2 ⊗ Λ1,V(10) ⊗ V(6))
EI (1) (Sp(n) × GL(m),Λ1 ⊗ Λ1,V(2n) ⊗ V(m))(n ≥ m ≥ 2)
(2) (SO(n) × GL(m),Λ1 ⊗ Λ1,V(n) ⊗ V(m))(n/2 ≥ m ≥ 2)
(3) (GL(1) × Sp(n) × SL(2), ⊗ Λ1 ⊗ 2Λ1,V(2n) ⊗ V(3))
An entirely similar argument yields the following results.
Proposition 5.12. Let (GL(1)×Gs×SL(m2)×· · ·×SL(mk), σ⊗Λ1⊗· · ·Λ1,V(d)⊗V(m2)⊗· · ·⊗V(mk))
is a k-simple PV(k ≥ 3) which is castling-equivalent to one of triplets of AI in Proposition 5.11.
Then any k-simple PV of type (GL(1)t×Gs×SL(m2)×· · ·×SL(mk), σ⊗Λ1⊗· · ·⊗Λ1+ρ2+ · · ·+ρl)
is castling-equivalent to a simple PV.
Proposition 5.13. Let (GL(1)×Gs×SL(m2)×· · ·×SL(mk), σ⊗Λ1⊗· · ·Λ1,V(d)⊗V(m2)⊗· · ·⊗V(mk))
is a k-simple PV(k ≥ 3) which is castling-equivalent to one of triplets of AII in Proposition 5.11.
Then any k-simple PV of type (GL(1)t×Gs×SL(m2)×· · ·×SL(mk), σ⊗Λ1⊗· · ·⊗Λ1+ρ2+ · · ·+ρl)
is castling-equivalent to a 2-simple PV.
Proposition 5.14. Let (GL(1) × Gs × SL(2) × SL(m2) × · · · × SL(mk), σ ⊗ Λ1 ⊗ · · · ⊗ Λ1,V(d) ⊗
V(m2)⊗ · · ·⊗V(mk)) is a k-simple PV(k ≥ 3) which is castling-equivalent to one of triplets of BI in
Proposition 5.11. Then any k-simple PV of type (GL(1)t ×Gs×SL(2)×SL(m2)× · · · ×SL(mk), σ⊗
Λ1 ⊗ · · · ⊗ Λ1 + ρ2 + · · · + ρl) is castling-equivalent to a 2-simple PV.
Proposition 5.15. Let (GL(1)×Gs × SL(d − 2)× SL(m2)× · · · × SL(mk), σ⊗Λ1 ⊗ · · · ⊗Λ1,V(d)⊗
V(d − 2) ⊗ V(m2) ⊗ · · · ⊗ V(mk)) is a k-simple PV(k ≥ 3) which is castling-equivalent to one of
triplets of BI′ in Proposition 5.11. Then any k-simple PV of type (GL(1)t × Gs × SL(d − 2) ×
SL(m2) × · · · × SL(mk), σ ⊗ Λ1 ⊗ · · · ⊗ Λ1 + ρ2 + · · · + ρl) is castling-equivalent to a 2-simple PV.
Proposition 5.16. Let (GL(1) × Gs × SL(3) × SL(m2) × · · · × SL(mk), σ ⊗ Λ1 ⊗ · · · ⊗ Λ1,V(d) ⊗
V(3) ⊗ V(m2) ⊗ · · · ⊗ V(mk)) is a k-simple PV(k ≥ 3) which is castling-equivalent to one of triplets
of C in Proposition 5.11. Then any k-simple PV of type (GL(1)t × Gs × SL(3) × SL(m2) × · · · ×
SL(mk), σ ⊗ Λ1 ⊗ · · ·Λ1 + ρ2 + · · · + ρl) is castling-equivalent to a 2-simple PV.
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Proposition 5.17. Let (GL(1)×Gs × SL(d − 3)× SL(m2)× · · · × SL(mk), σ⊗Λ1 ⊗ · · · ⊗Λ1,V(d)⊗
V(d − 3) ⊗ V(m2) ⊗ · · · ⊗ V(mk)) is a k-simple PV(k ≥ 3) which is castling-equivalent to one of
triplets of C′ in Proposition 5.11. Then any k-simple PV of type (GL(1)t×Gs×SL(d−3)×SL(m2)×
· · · × SL(mk), σ ⊗ Λ1 ⊗ · · ·Λ1 + ρ2 + · · · + ρl) is castling-equivalent to a 2-simple PV.
Lemma 5.18. Let (GL(1) × SL(5) × SL(m2) × · · · × SL(mk),Λ2 ⊗ Λ1 ⊗ · · ·Λ1,V(d1)) be a k-
simple PV (k ≥ 3) which is castling-equivalent to (SL(5) × GL(4),Λ2 ⊗ Λ,V(10) ⊗ V(4)). Then
(GL(1)t × SL(5) × SL(m2) × · · · × SL(mk),Λ2 ⊗Λ1 ⊗ · · · ⊗Λ1 + ρ2 + . . . + ρl) is a PV if and only if
t = l = 1.
Lemma 5.19. Let (GL(1)×SL(m2)×· · ·×SL(mk),Λ1⊗· · ·⊗Λ1) be a k-simple PV (k > 3) which is
castling-equivalent to (SL(3)× SL(3)×GL(2),Λ1 ⊗ · · · ⊗Λ1,V(3)⊗V(3)⊗V(2)). Then a k-simple
PV of type (GL(1)t×SL(m2)×· · ·×SL(mk),Λ1⊗· · ·⊗Λ1+ρ2+ · · ·+ρl,V(18)+ · · ·+V(dl)) must be
castling-equivalent to (GL(1)2 ×SL(3)×SL(3)×SL(2),Λ1 ⊗Λ1 ⊗Λ1 +Λ
(∗)
1
⊗ 1⊗ 1,V(18)+V(3)).
Proof. Since dim(GL(1)×SL(m1)×SL(m2)×· · ·×SL(mk))−dim(Λ1⊗Λ1⊗· · ·Λ1) = dim(SL(3)×
SL(3) × GL(2)) − 18 = 2. From [24, P. 99, Proposition 16], we know that the generic isotropy
subalgebra of (SL(3) × SL(3) × GL(2),Λ1 ⊗ Λ1 ⊗ Λ1) is given as follows:

α 0 0
0 β 0
0 0 γ
 ⊕

−α 0 0
0 −β 0
0 0 −γ
 ⊕
(
0 0
0 0
)
|α + β + γ = 0
 .
By the form of the generic isotropy subalgebra, we conclude that there is only one possibility, that
is ρ2 = Λ
(∗)
1
⊗ 1 ⊗ 1. 
Proposition 5.20. Let (GL(1)×Gs×SL(m)×SL(m2)× · · ·×SL(mk), σ⊗σ
′⊗Λ1⊗ · · ·⊗Λ1,V(d)⊗
V(d′)⊗V(m2)⊗ · · ·⊗V(mk)) be a k-simple PV(k ≥ 3) which is castling-equivalent to one of triplets
of EI in Proposition 5.11. Then any k-simple PV of type (GL(1)t × Gs × SL(m) × SL(m2) × · · · ×
SL(mk), σ ⊗ σ
′ ⊗ Λ1 ⊗ · · ·Λ1 + ρ2 + · · · + ρl) is castling-equivalent to a 2-simple PV or 3-simple
PV.
6. CUSPIDAL PVS FOR REDUCTIVE LIE GROUPS WITH ONE DIMENSIONAL CENTER
Our goal is to give the complete classification of left-symmetric structures on reductive Lie
groups via cuspidal prehomogeneous vector spaces. For a more systematic discussion, we discuss
reductive Lie groups with one-dimensional center in this section.
Let g = s ⊕ c be a direct sum of two ideals with c one-dimensional and let (g, ρ,V) be a cuspidal
prehomogeneous vector space. For any c ∈ c, let ρ(c) = cs + cn be the Jordan-Chevalley decom-
position of ρ(c). Define pi : g → gl(V) by pi(s + c) = ρ(s) + cs. It is easy to check that pi is a
representation of g. Then we have the following Theorem.
Theorem 6.1. Let s be a perfect Lie algebra, i.e., [s, s] = s. The triplet (g, ρ,V) is a PV if and only
if so is (g, pi,V).
Proof. Let the notation be as above. For nonzero c ∈ c, let ρ(c) = S + N be the Jordan-Chevalley
decompositon of ρ(c). Let g˜ = g⊕Cc1 be a direct sum of g and a one-dimensional ideal Cc1. Define
ρ˜(g + kc1) = ρ(g) + kN, for any g ∈ g, k ∈ C. One can easily show that ρ˜ is a representation of g˜.
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For a generic point v ∈ V , i.e., ρ(g)v = V , g˜v = {x ∈ g˜|ρ˜(x)v = 0} must be one-dimensional with a
basis g0 + c1 for some g0 ∈ g.
Claim. Let g′ = s ⊕ Cc1. Then g0 + c1 ∈ g
′, i.e., g0 ∈ s.
It is enough to show that the triple (g′, pi,V) is not a PV. Otherwise, g′+˙V∗ is a Frobenius Lie
algebra. Noticing that s is unimodular, and Tr pi(c1) = 0, we have that g
′
+˙V∗ is a unimodular
Frobenius Lie algebra and it must be solvable, which contradicts the fact that s is perfect. Since g˜v
is one-dimensional and dim g′ = dim g − 1, one deduces that g˜v ∈ g
′.
Now consider the subalgebra f = s ⊕ C(g − c1). Since f+˙g˜v = g˜, the triple (f, pi,V) is a PV. It is
easy to see that the triple (f, pi,V) is isomorphic to (g, pi,V).
The converse statement is easy. 
Combining Proposition 2.12 with Theorem 6.1, we get the following result.
Lemma 6.2. Let triplet (GL(1) × Gss, ⊗ ρ1,V1) be a PV and let H be the generic isotropy
subgroup. If H is a semisimple Lie group and dimV1 > dimG/2. Then there does not exist
nontrivial representation ρ′
1
such that (GL(1) ×Gss, ⊗ ρ1 + 1 ⊗ ρ
′
1
) is a cuspidal PV.
6.1. Cuspidal PVs on reductive Lie algebras with simple Levi factors.
In this section, we consider the cuspidal PVs on reductive Lie groups with G = GL(1) × Gs.
The study shows that such Lie groups have left-invariant flat torsion-free connections only if Gs =
SL(n), that is G = GL(n). It is well known that Lie algebra gl(n) is an associative algebra with
an identity, so it is also a left-symmetric algebra. However, the left-symmetric product on gl(n)
is not unique. In [2], the author classified all the left-symmetric structures on gl(n). We give
the classification of them via cuspidal PVs in this section. From Section 5, we get the following
proposition.
Proposition 6.3 ([24, § 7]). Let (GL(1) × Gs, ρ,V) be an irreducible reduced PV. Then it is
equivalent to one of the following triplets.
(1) (GL(n),Λ
(∗)
1
,V(n)).
(2) (GL(n), 2Λ
(∗)
1
,V(n(n + 1)/2)), (n ≥ 2), H  SO(n).
(3) (GL(2), 3Λ
(∗)
1
,V(4)), H  1.
(4) (GL(2m),Λ
(∗)
2
,V(m(2m − 1))), (m ≥ 3), H  Sp(m).
(5) (GL(2m + 1),Λ
(∗)
2
,V(m(2m + 1))), (m ≥ 2).
(6) (GL(6),Λ3,V(20)), H  (SL(3) × SL(3)).
(7) (GL(7),Λ
(∗)
3
,V(35)), H  (G2).
(8) (GL(8),Λ
(∗)
3
,V(56)), H  SL(3).
(9) (GL(1) × SO(n), ⊗ Λ1,V(n)).
(10) (GL(1) × Spin(7), ⊗ spin,V(8)), H  (G2).
(11) (GL(1) × Spin(9), ⊗ spin,V(16)), H  Spin(7).
(12) (GL(1) × Spin(10), ⊗ spin,V(16)).
(13) (GL(1) × Spin(11), ⊗ spin,V(32)), H  SL(5).
(14) (GL(1) × Spin(12), ⊗ spin,V(32)), H  SL(6).
(15) (GL(1) × Spin(14), ⊗ spin,V(64)), H  (G2) × (G2).
(16) (GL(1) × Sp(3), ⊗ Λ3,V), H  SL(3).
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(17) (GL(1) × Sp(n), ⊗ Λ1,V(2n))(n ≥ 2).
(18) (GL(1) × (G2), ⊗ Λ2,V(7)), H  SL(3).
(19) (GL(1) × E6, ⊗ Λ1,V(27)), H  F4.
(20) (GL(1) × E7, ⊗ Λ1,V(56)), H  E6.
Using Lemma 6.2 and dimension reason, we immediately obtain the following proposition.
Proposition 6.4. Let (GL(1)×Gs,⊗σ1) be one of triplets of (2), (6) ∼ (8), (13), (15), (16), (18) ∼
(20) in Proposition 6.3. Then there does not exist nontrivial representation σ′
1
such that (GL(1) ×
G1, ⊗ σ1 + 1 ⊗ σ
′
1
) is a cuspidal PV.
Lemma 6.5. Let the triplet (GL(1) × SL(n), τ1 ⊗ Λ
(∗)
1
,V(k) ⊗ V(n)) be a PV. Then either k < n or
det (τ1(GL(1))) . 1 if k = n.
Proof. One easily checks that the first statement. For the second one, we may assume that det (τ1(GL(1))) =
1. It follows that GL(n) ⋉ V is an unimodular Lie group. Hence we conclude that GL(n) must be
solvable, which leads a contradiction. 
Lemma 6.6. The triplet (GL(n),Λ1 ⊕ Λ
∗
1
,V(n) ⊕ V(n))(n ≥ 3) is not a PV.
Proof. We identify V(n) ⊕ V(n) with V = M(n, 1) ⊕ M(n, 1). Then the action Λ1 ⊕ Λ
∗
1
is given by
(X, Y) 7→ (αAX, (αAt)−1Y) for α ∈ GL(1), A ∈ SL(n) and x = (X, Y) ∈ V . Then f (x) = (XtY) is an
absolute invariant. By substituting X = Y = (1, 0, · · · , 0)t, we have f (x) = 1, while f (x) = 0 for
X = (1, 0, · · · , 0)t, Y = (0, 1, · · · , 0)t. Then f (x) is a nonconstant absolute invariant, and hence it is
not a PV. 
Lemma 6.7. The triplet (GL(1) × SL(2m), τ1 ⊗ Λ2,V(2) ⊗ V(m(2m − 1)))(m ≥ 2) is not a PV.
Proof. By [24, P. 94, Proposition 12], we see that the triplet (SL(2m)×GL(2),Λ2 ⊗Λ1) is not a PV
for m ≥ 4. It implies that our triplet is also not a PV for m ≥ 4. For m = 3, since the GL(2)-part of
generic isotropy subalgebra of (SL(6) × GL(2),Λ2 ⊗ Λ1) is zero, we know that our triplet is not a
PV for m = 3. For m = 2, it is equivalent to (SO(6) ×GL(1)2,Λ1 ⊗ τ1,V(6) ⊗ V(2)), which is not a
PV by Lemma 6.12. 
Lemma 6.8. The triplet (GL(1) × SL(2m + 1), τ1 ⊗ Λ2,V(2) ⊗ V(m(2m + 1))) is a PV.
Proof. We identify V = V(m(2m + 1)) ⊗ V(2) with (X1, X2) ∈ {M(2m + 1) ⊕ M(2m + 1)|X
t
1
=
−X1, X
t
2
= −X2}. Then the infinitesimal action dρ of ρ is given by dρ(A,C)X = (AX1+X1A
t
+λaX1+
λcX2, AX2 + X2A
t
+ λbX2), where (X = (X1, X2)) in V , A ∈ sl(n) and C ∈ gl(1), τ1(C) = λ
(
a c
0 b
)
,
(a, b, c) are constants.
Let X0 be a point
X0 =


Im
0
−Im
 ,

0 0 0
0 0 −Im
0 Im 0

 .
The the isotropy subalgebra gX0 of sl(2m + 1) ⊕ gl(1) at X0 is
gX0 =
{(
A11 A12
A21 A22
)
⊕ λ
}
,Tr
(
A11 A12
A21 A22
)
= 0,
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where A12 = 0 and A21 = (bi j) ∈ M(m,m + 1) with bi j = ai+ j−1,
A11 =

mλb 0 0 · · · 0 0 0
mλc (m − 1)λb + a 0 · · · 0 0 0
0 (m − 1)λc (m − 2)λb + 2λa · · · 0 0 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
.
.
.
0 0 0 · · · 2λb + (m − 2)λa 0 0
0 0 0 · · · 2λc λb + (m − 1)λa 0
0 0 0 · · · 0 λc mλa

,
A22 =

−λa − mλb −(m − 1)λc 0 · · · 0 0
0 −2λa − (m − 1)λb −(m − 2)λc · · · 0 0
0 0 −3λa − (m − 2)λb · · · 0 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
0 0 0 · · · −(m − 1)λa − 2λb −λc
0 0 0 · · · 0 −mλa − λb

.
Then we have dim gX0 = 2m + 1 = dim gl(2m + 1) − dimV and hence it is a PV. 
By the form of gX0 in Lemma 6.8, we get the following corollary.
Corollary 6.9. The triplet (GL(2m+1),Λ
(∗)
2
⊕Λ
(∗)
2
⊕Λ
(∗)
1
,V(m(2m+1))⊗V(2)⊕V(2m+1)) (m ≥ 2)
is not a PV.
Lemma 6.10. The triplet (GL(2m + 1),Λ2 ⊕ Λ1,V(m(2m + 1)) ⊕ V(2m + 1)) (m ≥ 2) is a PV and
its generic isotropy subgroup is the symplectic group Sp(m).
Proof. We identify V = V(m(2m+1))⊕V(2m+1) with (X1, X2) ∈ {M(2m+1)⊕M(2m+1, 1)|X
t
1
=
−X1}. Then the infinitesimal action dρ of ρ is given by dρ(A,C)X = (AX1 + X1A
t, AX2), where
X = (X1, X2) in V and A ∈ gl(n).
Let X0 be the point
X0 =


0 Im 0
−Im 0 0
0 0 0
 , (0, 0, . . . , 0, 1)t
 .
Then one can calculate that the isotropy subalgebra gX0 of gl(2m+1) at X0 is sp(m). Since dim gX0 =
m(2m + 1) = dim gl(2m + 1) − dimV , it is a PV. 
Lemma 6.11. The triplet (GL(2m + 1),Λ2 ⊕ Λ
∗
1
,V(m(2m + 1)) ⊕ V(2m + 1)) (m ≥ 2) is not a PV.
Proof. Let h be the isotropy subalgebra of (gl(2m + 1),Λ2,V(m(2m + 1))). Then it is given by
h =
{(
A B
0 D
)
, A ∈ sp(m)
}
.
Let X0 =
(
X1
X2
)
∈ M(2m + 1, 1). The action of h on X0 is given by(
At 0
Bt D
) (
X1
X2
)
=
(
AtX1
BtX1 + DX2
)
.
Hence the action of h on X1 is (sp(m),Λ1,V(2m)), which is not a PV for m ≥ 2, so the triplet
(h,Λ∗
1
,V(2m + 1)) is not a PV. 
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Lemma 6.12. The triplet (GL(1) × SO(n), τ1 ⊗ Λ1,V(k) ⊗ V(n)) is a PV if and only if k = 1.
Proof. The triplet is a PV if and only if (GL(1), S 2(τ1),V(
k
2
(k + 1))) is a PV by Proposition 2.19.
Then we have k = 1. 
Lemma 6.13. The triplet (GL(1) × Spin(n), ⊗ Λ
(∗)
1
+ 1 ⊗ spin,V(n) ⊕ V2) is not a PV for n =
7, 8, 9, 10, 11, 12, 14.
Proof. From [12, P. 91, Proposition 2.30] and [12, P. 92, Proposition 2.35], we see that the triplet
is not a PV for n = 11, 14. Since the generic isotropy subgroup of the triplet (GL(1) × Spin(7), ⊗
spin,V(8)) is (G2), the prehomogeneity of our triplet is equivalent to that of the triplet ((G2),Λ2,V(7)),
which is not a PV by [24, P. 38, Lemma 8]. By the same argument, we see that our triplet
is not a PV for n = 8, 10. For n = 9, let H be the generic isotropy subgroup of the triplet
(GL(1) × Spin(9), ⊗ spin,V(16)). Then H  Spin(7) and the restriction of Λ
(∗)
1
is isomorphic
to (Spin(7), 1 ⊕ spin,V(1) ⊕ V(8)). Since we have Spin(7) → SO(8), the triplet (Spin(7), 1 ⊕
spin,V(1)⊕V(8)) has a non-constant absolute invariant f (x˜) = q(y)/x2 for x˜ = (x, y) ∈ V(9), where
q(y) is a quadratic form on V(8). This implies the non-prehomogeneity of the triplet. For n = 12,
let H be the generic isotropy subgroup of the triplet (GL(1) × Spin(12), ⊗ spin,V(32)). Since
H =
{(
A 0
0 (A−1)t
)
; A ∈ SL(6)
}
 SL(6), V(12) decomposes V(12) = V(6) ⊕ V(6)∗ as a repre-
sentation space of SL(6), we see that the action is given by ρ(H)X = (AX1, (A
−1)tX2) for A ∈ SL(6)
and X = (X1, X2) ∈ V(12). Hence it has a non-constant absolute invariant f (X) = 〈X1, X2〉, the
triplet (H,Λ
(∗)
1
,V(12)) is not a PV. Then we get the non-prehomogeneity of the triplet. 
Lemma 6.14. The triplet (GL(1) × Sp(n), τ1 ⊗ Λ1,V(k) ⊗ V(n)) is a PV if and only if k ≤ 2.
Proof. The triplet is a PV if and only if (GL(1),∧2(τ1),V(
k
2
(k − 1))) is a PV by Proposition 2.18.
It follows that dimGL(1) = 1 ≥ k
2
(k − 1), then we have k ≤ 2. 
Lemma 6.15. The triplet (GL(1) × Sp(3), 1 ⊗ Λ1 +  ⊗ Λ3,V(6) ⊕ V(14)) is not a PV.
Proof. Let H be the generic isotropy subgroup of the triplet (GL(1) × Sp(3), ⊗ Λ3,V(14)). Then
we have {
H =
(
A 0
0 (A−1)t
)
; A ∈ SL(3)
}
.
Since H acts on V(6) = V(3) ⊕ V(3) as ρ(H)X = (AX1, (A
−1)tX2) for A ∈ SL(3) and X = (X1, X2) ∈
V(3) ⊕ V(3), we see that it has a non-constant absolute invariant f (X) = 〈X1, X2〉, then we get the
assertion by Proposition 2.12. 
Lemma 6.16. Let the triplets (gl(1)⊕ sl(n), τ1 ⊗Λ1,V(n)⊗V(n)) and (gl(1)⊕ sl(n), τ2 ⊗Λ
∗
1
,V∗(n)⊗
V(n)) be two cuspidal PVs. If τ1  kτ2(k , 0), then they are equivalent PVs.
Proof. For any g ∈ gl(n), we may write g = s ⊕ c with s ∈ sl(n) and c ∈ gl(1). We identify V =
V(n)⊗V(n) with M(n, n), then we have (τ1⊗Λ1)(X) = AX+XT1 and (τ2⊗Λ
∗
1
)(X) = (−A)tX+XT2,
where A ∈ sl(n), T1, T2 ∈ gl(n), X ∈ V .
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Assume that T1 = kT2. Let
σ : τ1 ⊗ Λ1(g) → τ2 ⊗ Λ
∗
1
(g)
σ(Λ1(s)) = ((Λ
∗
1
(s))−1)t
σ(τ1(c)) = kτ2(c)
and
τ : V → V
τ(X) = X.
It is easy to see that the σ is an isomorphism of groups and τ is an isomorphism of vector spaces.
Hence for any X ∈ M(n, n), g ∈ gl(n), we have
σ(τ1 ⊗ Λ1(g))(τ(X)) = ((Λ
∗
1(s))
−1)tX(kτ2(c)) = AX + X(kT2) = AX + XT1 = τ(τ1 ⊗ Λ1(g)X),
which shows that (gl(1) ⊕ sl(n), τ1 ⊗ Λ1,V(n) ⊗ V(n))  (gl(1) ⊕ sl(n), τ2 ⊗ Λ
∗
1
,V∗(n) ⊗ V(n)) if
τ1  kτ2(k , 0). 
Summarizing what we have proved, we conclude that the reductive Lie algebras g = s + c have
left-symmetric structures only if s = An and hence we get the following classification.
Theorem 6.17. Let (gl(n), ρ,V) be a reduced cuspidal PV. Then it is equivalent to one of the
following triplets.
(1) (gl(1) ⊕ sl(n), τ1 ⊗ Λ1,V(n) ⊗ V(n)) (Tr τ1(gl(1)) = n).
(2) (gl(1) ⊕ sl(2), ⊗ 3Λ1,V(4)).
Example 6.18. For gl(2), we exhibit the classification of cuspidal PVs. Then we get the classi-
fication of left-symmetric structures for gl(2). The same result can be find in [3, P. 13, Lemma
10].
Let (gl(2), ρ,V) be a cuspidal PV. Then it is equivalent to one of the following triplets.
(1) (gl(1) ⊕ sl(2), ⊗ 3Λ1,V(4)),
(2) (gl(1) ⊕ sl(2), τ1 ⊗ Λ1,V(2) ⊗ V(2)).
Let {H, X, Y,C} be a basis of gl(2). Then τ1(C) is equivalent to one of the following matrices.
(1)
(
I2 0
0 I2
)
, (2)
(
1 1
0 1
)
, (3)
(
1 0
0 λ
)
with λ , −1.
The left-symmetric structures are described by the endomorphisms LH, LX, LY , LC via Lab =
a ∗ b. Then it is isomorphic to A1, A2 or A3,λ defined by the matrices LH , LX, LY , LC as follows:
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TABLE 1. The left-symmetric algebras on gl(2)
A1 A2
A3(λ)
(λ , −1)
LH

−2 0 0 −1
0 3 0 0
0 3
2
−1 0
−3 0 0 0


0 0 0 −1
0 1 0 0
−1 0 −1 1
−1 0 0 0


1−λ
1+λ
0 0 − 2λ
1+λ
0 1 0 0
0 0 −1 0
− 2
1+λ
0 0 − 1−λ
1+λ

LX

0 − 3
8
1 0
1 0 0 −1
3
2
0 0 0
0 9
8
−3 0


0 0 1
2
− 1
2
−1 0 0 −1
0 0 − 1
2
1
2
0 0 − 1
2
1
2


0 0 1
1+λ
0
−1 0 0 −1
0 0 0 0
0 0 − 1
1+λ
0

LY

0 0 2 0
0 0 0 0
1 0 0 −1
0 −3 2 0


0 − 1
2
0 0
0 0 0 0
1 − 1
2
0 −1
0 − 1
2
0 0


0 − λ
1+λ
0 0
0 0 0 0
1 0 0 −λ
0 − 1
1+λ
0 0

LC

−1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1


−1 − 1
2
0 0
0 −1 0 0
1 1
2
−1 1
0 1
2
0 −1


− 2λ
1+λ
0 0 λ
2−λ
1+λ
0 −1 0 0
0 0 −λ 0
− 1−λ
1+λ
0 0 − λ
2
+1
1+λ

∗ Two left-symmetric structures A3(λ) and A3(λ′) are isomorphic if and only if λλ′ = 1.
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6.2. Cuspidal PVs on reductive Lie algebras with 2-simple Levi factors.
In this section, we classify all cuspidal PVs on reductive Lie groupsG withG = GL(1)×G1×G2.
In particular, it turns out that the Lie groups have left-invariant flat torsion-free connections only if
G1 = SL(n),G2 = SL(m). From Section 5, we have the following theorem.
Theorem 6.19. Let (GL(1) ×G1 ×G2, ρ1,V) be an irreducible PV. Then it is equivalent to one of
the following triplets.
(I) (1) (SL(5) × GL(4),Λ2 ⊗ Λ1,V(10) ⊗ V(4))
(2) (SL(5) × GL(6),Λ2 ⊗ Λ1,V(10) ⊗ V(6))
(3) (SL(3) × GL(2), 2Λ1 ⊗ Λ1,V(6) ⊗ V(2))
(4) (SL(3) × GL(4), 2Λ1 ⊗ Λ1,V(6) ⊗ V(4))
(5) (SL(5) × GL(7),Λ2 ⊗ Λ1,V(10) ⊗ V(7))
(6) (Spin(10) × GL(13), spin ⊗Λ1,V(16) ⊗ V(13))
(7) (SL(2n + 1) × GL(n(2n + 1) − 2),Λ2 ⊗ Λ1,V(n(2n + 1)) ⊗ V(n(2n + 1) − 2))
(8) ((G2) × GL(5),Λ2 ⊗ Λ1,V(7) ⊗ V(5))
(II) (9) (SL(5) × GL(3),Λ2 ⊗ Λ1,V(10) ⊗ V(3))
(10) ((G2) × GL(6),Λ2 ⊗ Λ1,V(7) ⊗ V(6))
(11) (Spin(10) × GL(3), spin⊗Λ1,V(16) ⊗ V(3))
(12) (Spin(7) × GL(3), spin ⊗Λ1,V(8) ⊗ V(3))
(13) (Spin(7) × GL(5), spin ⊗Λ1,V(8) ⊗ V(5))
(14) (SL(6) × GL(13),Λ2 ⊗ Λ1,V(15) ⊗ V(13))
(15) (Spin(10) × GL(14), spin ⊗Λ1,V(16) ⊗ V(14))
(16) (Spin(7) × GL(2), spin ⊗Λ1,V(8) ⊗ V(2))
(17) (Spin(10) × GL(2), spin⊗Λ1,V(16) ⊗ V(2))
(18) (E6 × GL(2),Λ1 ⊗ Λ1,V(27) ⊗ V(2))
(19) (SL(6) × GL(2),Λ2 ⊗ Λ1,V(15) ⊗ V(2))
(21) (Spin(7) × GL(7), spin ⊗Λ1,V(8) ⊗ V(7))
(22) (Spin(7) × GL(6), spin ⊗Λ1,V(8) ⊗ V(6))
(23) (Spin(9) × GL(15), spin ⊗Λ1,V(16) ⊗ V(15))
(24) (Spin(12) × GL(31), spin ⊗Λ1,V(32) ⊗ V(31))
(25) (E6 × GL(25),Λ1 ⊗ Λ1,V(27) ⊗ V(25))
(26) (E6 × GL(26),Λ1 ⊗ Λ1,V(27) ⊗ V(26))
(27) (E7 × GL(55),Λ1 ⊗ Λ1,V(56) ⊗ V(55))
(28) (Sp(n) × GL(2m),Λ1 ⊗ Λ1,V(2n) ⊗ V(2m))(n ≥ m ≥ 2)
(29) (SL(2m) × GL(2m2 − m − 1),Λ2 ⊗ Λ1,V(m(2m − 1)) ⊗ V(2m
2 − m − 1))
(III) (30) ((G2) × GL(2),Λ2 ⊗ Λ1,V(7) ⊗ V(2))
(31) (SL(2n + 1) × GL(2),Λ2 ⊗ Λ1,V(n(2n + 1)) ⊗ V(2))
(32) (Spin(10) × GL(15), spin ⊗Λ1,V(16) ⊗ V(15))
(33) (SO(n) × GL(m),Λ1 ⊗ Λ1,V(n) ⊗ V(m))(n/2 ≥ m ≥ 2)
(34) (Sp(n) × GL(2m + 1),Λ1 ⊗ Λ1,V(2n) ⊗ V(2m + 1))(n ≥ m ≥ 2)
(35) (SL(2m + 1) × GL(2m2 + m − 1),Λ2 ⊗ Λ1,V(2m
2
+ m) ⊗ V(2m2 + m − 1))
(36) (Sp(n) × GL(2),Λ1 ⊗ 2Λ1,V(2n) ⊗ V(3))
The following lemma can be extracted from Proposition 2.11.
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Lemma 6.20. Let H be the generic isotropy subgroup of (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
). Let d
and d′ be the minimum of degree of nontrivial representations of G1 and G2, respectively.
(1) If dimH < min {d, d′}, then there does not exist non-trivial σ2 or σ
′
2
such that (GL(1) ×
G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+ 1 ⊗ σ2 ⊗ σ
′
2
) is a PV.
(2) If dimH < d (resp.d′), then (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
+ 1 ⊗ σ2 ⊗ σ
′
2
) with σ2 , 1
(resp.σ′
2
, 1) is not a PV.
The following result follows immediately from Lemma 6.20.
Theorem 6.21. Let (GL(1)×G1 ×G2,⊗σ1 ⊗σ
′
1
,V1) be one of triplets of (I) in Theorem 6.19. If
(GL(1) ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+
∑
i=2 1 ⊗ σi ⊗ σ
′
i
) is a reduced cuspidal PV, then it is equivalent
to one of the following triplets.
(1) (SL(5) × GL(4),Λ2 ⊗ Λ1,V(10) ⊗ V(4))
(2) (SL(3) × GL(2), 2Λ1 ⊗ Λ1,V(6) ⊗ V(2))
Proof. Let (GL(1)×G1×G2,⊗σ1⊗σ
′
1
) be one of triplets of (I) in Theorem 6.19. Then there does
not exist nontrivial representations σ2 or σ
′
2
such that (GL(1)×G1×G2,⊗σ1⊗σ
′
1
+1⊗σ2⊗σ
′
2
)
is a PV by Lemma 6.20. Hence we get our result. 
Using this Lemma 6.2, we immediately obtain the following result.
Proposition 6.22. Let (GL(1) ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
) be one of triplets of (II) in Theorem 6.19.
Then (GL(1)×G1 ×G2,⊗σ1⊗σ
′
1
+
∑
i=2 1⊗σi ⊗σ
′
i
) cannot be a cuspidal PV for any σi and σ
′
i
.
Lemma 6.23. The triplet ((G2)×GL(2),Λ2 ⊗Λ1 +
∑
i=2 σi ⊗σ
′
i
) cannot be a reduced cuspidal PV
for any σi and σ
′
i
.
Proof. If ((G2) × GL(2),Λ2 ⊗ Λ1 +
∑
i=2 σi ⊗ σ
′
i
,V(7) ⊗ V(2)) is a PV, then we have σi = 1 by
dimension reason. Since the GL(2)-part of the generic isotropy subgroup of ((G2)×GL(2),Λ2⊗Λ1)
is SO(2), we conclude that our triplet cannot be a cuspidal PV. 
Lemma 6.24. The triplet (SL(2n+1)×GL(2),Λ2⊗Λ1+
∑
i=2 σi⊗σ
′
i
) cannot be a reduced cuspidal
PV for any σi and σ
′
i
.
Proof. Assume that it is a PV, then we obtain σi = 1 for n ≥ 5 from [15, P. 377, Lemma 2.4].
Since the generic isotropy subalgebra of (sl(2n + 1) × gl(2),Λ2 ⊗Λ1,V(n(2n + 1)) ⊗ V(2)) is given
as follows: {
(δ) ⊕
(
nΛ∗
1
(A) + nδIn+1 0
B (n − 1)Λ1(A) − (n + 1)δIn
)
⊕ (A)
}
;
where A ∈ sl(2), B = (bi j) ∈ M(m,m + 1) with bi j = ai+ j−1, we see that there does not exist
nontrivial representations σ′
i
such that (SL(2n + 1) × GL(2),Λ2 ⊗ Λ1 +
∑
i=2 1 ⊗ σ
′
i
) is a cuspidal
PV for n ≥ 5.
For 1 < n < 5, If (SL(2n + 1) × GL(2),Λ2 ⊗Λ1 +
∑
i σi ⊗ 1 + 1 ⊗
∑
j σ
′
j
) is a cuspidal PV, then
we conclude that
∑
i σi = Λ
(∗)
1
and
∑
j σ
′
j
= Λ1, 2Λ1,Λ1 + Λ1. Hence there is only one possibility
as follows:
(SL(5) × GL(2),Λ2 ⊗ Λ1 + Λ
(∗)
1
⊗ 1 + 1 ⊗ 2Λ1,V(10) ⊗ V(2) + V(5) + V(3)).
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Let H (resp. H′) be the generic isotropy subalgebra of (SL(5) × GL(2),Λ2 ⊗ Λ1 + Λ1 ⊗ 1) (resp.
(SL(5) × GL(2),Λ2 ⊗ Λ1 + Λ
∗
1
⊗ 1)). We have
H =

2a0 0 0 0 0
0 0 0 0 0
0 0 −2a0 0 0
b1 0 0 −a0 0
0 0 0 b4 a0

⊕
(
−a0 0
0 a0
)
,

resp. H′ =

2a0 0 0 0 0
2a2
1
2
a0 0 0 0
0 a2 −a0 0 0
b1 0 0 −
3
2
a0 a2
0 0 0 0 a0

⊕
(
−
a0
2
a2
0 a0
)

.
By the forms of the isotropy subalgebras, we know that they are not PVs. 
Lemma 6.25. The triplet (Spin(10)×GL(15), spin ⊗Λ1+
∑
i=2 σi⊗σ
′
i
) cannot be a reduced cuspidal
PV for any σi and σ
′
i
.
Proof. If (Spin(10) × GL(15), spin ⊗Λ1 + σ2 ⊗ σ
′
2
) is a PV, then we have σ2 = 1 or σ
′
2
= 1
by dimension reason. More precisely, we conclude that σ2 = 1 by Lemma 6.13 and σ
′
2
= Λ
(∗)
1
by dimension reason. Assume that (Spin(10) × GL(15), spin ⊗Λ1 + 1 ⊗
∑
i σ
′
i
) is a cuspidal PV,
then
∑
i σ
′
i
must be of the form of
∑
iΛ1 or
∑
iΛ
∗
1
by Lemma 6.6. If
∑
i σ
′
i
= Λ1 + Λ1, then its
castling transform (Spin(10) ×GL(3), spin ⊗Λ1 + 1 ⊗
∑
iΛ1) must be a cuspidal PV, which leads a
contradiction. From [15], we get the triplet (GL(1)3×Spin(10)×SL(15), spin ⊗Λ1+1⊗Λ
∗
1
+1⊗Λ∗
1
)
is not a PV. So it is not a PV for
∑
i σ
′
i
= Λ
∗
1
+ Λ
∗
1
. Thus this lemma is completely proved. 
Lemma 6.26. Let (GL(1) ×G1 ×G2, ρ,V) be one of the following triplets. Then it is not a PV.
(1) (SO(n) × GL(m),Λ1 ⊗ Λ1 + Λ1 ⊗ Λ
(∗)
1
)
(2) (SO(n) × GL(m),Λ1 ⊗ Λ1 + Λ1 ⊗ 1)
(3) (SO(n) × GL(m),Λ1 ⊗ Λ1 + 1 ⊗ Λ
(∗)
1
)
(4) (SO(n) × GL(m),Λ1 ⊗ Λ1 + 1 ⊗ σ
′
2
)(σ′
2
= 2Λ
(∗)
1
,Λ
(∗)
2
,Λ
(∗)
3
(m = 6, 7, 8))
Proof. By [15, P. 377, Lemmas 2.4.1, 2.4.2, 2.4.5], we conclude that the triplets (1), (2), (3) are
not PVs. Assume that the triplet (4) is a PV, then by Proposition 2.19 we know that the triplet
(GL(2m + 1), 2Λ1 + σ
′′
2
) must be a PV, which leads a contradiction. 
Theorem 6.27. The triplet (SO(n) × GL(m),Λ1 ⊗ Λ1 +
∑
i σi ⊗ σ
′
i
) cannot be a reduced cuspidal
PV for any σi and σ
′
i
.
Proof. Using Lemma 6.26, we see that it cannot be a cuspidal PV for n ≤ 6 and n ≥ 15. From
Section 6.1, we know that the triplet (Spin(n) × GL(m),Λ1 ⊗ Λ1 + spin⊗1) is not a PV. So we get
our result. 
Lemma 6.28. Let (GL(1) ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+ 1 ⊗ σ2 ⊗ σ
′
2
) be one of the following triplets.
Then it is not a PV.
(1) (Sp(n) × GL(m),Λ1 ⊗ Λ1 + Λ1 ⊗ Λ
(∗)
1
)(2n > m ≥ 2)
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(2) (Sp(n) × GL(2m + 1),Λ1 ⊗ (Λ1 + 1 + 1 + 1))(2n > 2m + 1)
(3) (Sp(n) × GL(2m + 1),Λ1 ⊗ Λ1 + Λ1 ⊗ 1 + Λ1 ⊗ 1 + 1 ⊗ Λ
(∗)
1
))(2n > 2m + 1)
(4) (Sp(n) × GL(2m + 1),Λ1 ⊗ Λ1 + 1 ⊗ Λ2 + 1 ⊗ Λ
(∗)
1
)(2n > 2m + 1)
(5) (Sp(n) × GL(2m + 1),Λ1 ⊗ Λ1 + Λ1 ⊗ 1 + 1 ⊗ Λ
(∗)
2
)(2n > 2m + 1)
(6) (Sp(n) × GL(2m + 1),Λ1 ⊗ Λ1 + Λ1 ⊗ 1 + 1 ⊗ Λ
∗
1
)(2n > 2m + 1)
Proof. By [15, P. 391, Lemmas 2.17, 2.22, 2.23], we conclude that the triplets (1), (2), (3) are
not PVs. Assume that the triplet (4) is a PV, then by Proposition 2.18 we know that the triplet
(GL(2m + 1),Λ2 + Λ
(∗)
2
+ Λ
(∗)
1
) must be a PV, which leads a contradiction. The same argument
shows that the triplets (5), (6) are not PVs. 
Lemma 6.29. Then triplet (Sp(n) × GL(2m + 1),Λ1 ⊗ Λ1 +
∑
i=2 σi ⊗ σ
′
i
) cannot be a reduced
cuspidal PV for any σi or σ
′
i
.
Proof. Since the dimension of generic isotropy subgroup of (Sp(2) × GL(3),Λ1 ⊗ Λ1 + Λ2 ⊗ 1)
is 2, it cannot be a cuspidal PV by dimension reason. For n > 3, assume that it is a PV, then
by Lemmas 6.28 we conclude that
∑
i=2 σi ⊗ σ
′
i
must be the form of (Λ1 + Λ1) ⊗ 1,Λ1 ⊗ 1 + 1 ⊗∑
i=3 σ
′
i
, 1 ⊗
∑
i=2 σ
′
i
. If
∑
i=2 σi ⊗ σ
′
i
= (Λ1 + Λ1) ⊗ 1, then it is easy to show that it cannot be a
cuspidal PV by dimension reason. If
∑
i=2 σi ⊗σ
′
i
is Λ1 ⊗ 1 + 1 ⊗
∑
i σ
′
i
or 1 ⊗
∑
i σ
′
i
, then we have
(GL(2m + 1),Λ2 +
∑
i σ
′
i
) must be a cuspidal PV, which leads a contradiction. 
Lemma 6.30. Then triplet (SL(2m + 1) ×GL(m(2m + 1) − 1),Λ2 ⊗Λ1 +
∑
i=2 σi ⊗σ
′
i
) cannot be a
reduced cuspidal PV for any σi and σ
′
i
.
Proof. Let H be the generic isotropy subgroup of (SL(2m + 1) × GL(m(2m + 1) − 1),Λ2 ⊗ Λ1).
Since dimH = 2m2 + 3m + 1 < (2m + 1) × (2m2 + m − 1) ≤ dim(σi ⊗ σ
′
i
), we have σi = 1 or
σ′
i
= 1. In particular, we have σ′
2
= Λ
(∗)
1
by dimension reason. Let H1 be the generic isotropy
subgroup of (SL(2m + 1) × GL(m(2m + 1) − 1),Λ2 ⊗ Λ1 + 1 ⊗ Λ
(∗)
1
). We have dimH1 = 2m + 2.
So we calculate that our triplet cannot be a cuspidal PV for ρ2 = 1 ⊗ Λ
(∗)
1
. Next, assume that
(SL(2m+1)×GL(m(2m+1)−1),Λ2 ⊗Λ1+
∑
i σi⊗1) is a cuspidal PV. Then its castling transform
(GL(2m + 1),Λ2 +
∑
i σi) must be a cuspidal PV, which is impossible by Section 6.1. 
Lemma 6.31. The triplet (Sp(n) × GL(2),Λ1 ⊗ 2Λ1 +
∑s
i=2 σi ⊗ σ
′
i
) cannot be a cuspidal PV for
any σi and σ
′
i
.
Proof. Assume that it is a PV, then from [15, P. 377, Lemma 2.4] we know that σi = 1. Since the
GL(2)-part of the generic isotropy subgroup of (Sp(n) ×GL(2),Λ1 ⊗ 2Λ1) is SO(2), we have s = 2
and σ′
2
= Λ1, there is only one possibility as follows:
(9) (Sp(2) × GL(2),Λ1 ⊗ 2Λ1 + 1 ⊗ Λ1,V(4) ⊗ V(3) + V(2)).
Since the generic isotropy subalgebra of (Sp(2) × GL(2),Λ1 ⊗ 2Λ1,V(4) ⊗ V(3)) is given by

0 0 b1 0
0 −c 0 0
0 0 0 0
0 0 0 c
 ⊕
(
c 0
0 −c
) ,
we see that the triplet (9) is not a PV and the assertion follows. 
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6.3. Cuspidal PVs on reductive Lie algebras with 3-simple Levi factors.
In this section, We classify 3-simple cuspidal PVs of nontrivial type. Such PVs can be expressed
in two forms as follows:
(a) (GL(1) ×G1 ×G2 ×G3,⊗σ1 ⊗σ
′
1
⊗ 1 + 1 ⊗ 1 ⊗σ′
2
⊗σ′′
2
+ · · ·+ ρl)(σ1, σ
′
1
, σ′
2
, σ′′
2
, 1).
(b) (GL(1) ×G1 ×G2 ×G3, ⊗ σ1 ⊗ σ
′
1
⊗ σ′′
1
+ ρ2 + · · · + ρl)(σ1, σ
′
1
, σ′′
1
, 1).
Now we investigate the former form. Clearly, if (GL(1) ×G1 ×G2 ×G3, ⊗ σ1 ⊗ σ
′
1
⊗ 1 + 1 ⊗
1 ⊗ σ′
2
⊗ σ′′
2
)(σ1, σ
′
1
, σ′
2
, σ′′
2
, 1) is a PV, then the triplets (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
) and
(GL(1)×G2×G3,⊗σ
′
2
⊗σ′′
2
) must be equivalent to one of triplets in Theorem 6.19. Furthermore,
from Section 6.2 we know that there does not exist a triplet that satisfies (GL(1)×G1×G2, τ1⊗σ1⊗
σ′
1
), τ1 =
(
a c
0 b
)
is a PV. Hence if the generic isotropy subgroup of (GL(1)×G1×G2,⊗σ1⊗σ
′
1
)
or (GL(1) ×G2 ×G3, ⊗σ
′
2
⊗σ′′
2
) is semisimple, then (GL(1) ×G1 ×G2 ×G3, ⊗σ1 ⊗ σ
′
1
⊗ 1 +
1 ⊗ 1 ⊗ σ′
2
⊗ σ′′
2
+
∑l
i=3 ρi) cannot be a cuspidal PV for any ρi. So we get the following corollary.
Corollary 6.32. Let (GL(1)×G1×G2,⊗σ1⊗σ
′
1
) be one of triplet of (1) ∼ (6), (II) in Theorem 6.19.
Then the triplet (GL(1)×G1×G2×G3,⊗σ1⊗σ
′
1
⊗1+
∑
i ρi,
∑
i Vi) cannot be a reduced cuspidal
PV for any ρi and G3.
Lemma 6.33. Let (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
) be the triplet (33) in Theorem 6.19. Then
(GL(1) ×G1 ×G2 ×G3, ⊗ σ1 ⊗ σ
′
1
⊗ 1 +
∑
i ρi) cannot be a reduced cuspidal PV for any ρi and
G3.
Proof. Assume that (GL(1)×SO(n)×SL(m)×G3,⊗Λ1⊗Λ1⊗1+1⊗1⊗σ
′
2
⊗σ′′
2
) is a PV. Then
(GL(1) × SL(m) ×G3, ⊗ 2Λ1 ⊗ 1 + 1 ⊗ σ
′
2
⊗ σ′′
2
) must be a PV by Proposition 2.19. According
to Section 6.2, we know that there is only one possibility as follows.
(10) (GL(1) × SL(2n + 1) × SL(2) × SO(n), ⊗ Λ2 ⊗ Λ1 ⊗ 1 + 1 ⊗ 1 ⊗ Λ1 ⊗ Λ1 +
∑
i
ρi)
If it is a PV, then we get n < 5 and ρi must be of form of 1⊗Λ
(∗)
1
⊗1⊗1 or 1⊗1⊗Λ1⊗1 by Lemma 6.12
and Lemma 6.13. Since the SO(n)-part of the generic isotropy of (GL(2) × SO(n),Λ1 ⊗ Λ1) is
SO(n − 2), we see that the triplet (10) cannot be a cuspidal PV. 
Lemma 6.34. Let (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
) be the triplet (34) in Theorem 6.19. Then
(GL(1) ×G1 ×G2 ×G3, ⊗ σ1 ⊗ σ
′
1
⊗ 1 +
∑
i ρi) cannot be a reduced cuspidal PV for any ρi and
G3.
Proof. Assume that (GL(1)× Sp(n)× SL(2m+ 1)×G3,⊗Λ1⊗Λ1 ⊗ 1+ 1⊗ 1⊗σ
′
2
⊗σ′′
2
) is a PV.
Then we see that (GL(1)×SL(m)×G3,⊗Λ2⊗1+1⊗σ
′
2
⊗σ′′
2
) must be a PV by Proposition 2.18.
From Section 6.2, we know that there are three possibilities as follows:
(1) (GL(3) × Sp(n) × SL(3),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ
(∗)
1
), (n > 3)
(2) (Sp(n) × GL(3) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ
(∗)
2
⊗ Λ1)
(3) (Sp(n1) × GL(2m + 1) × Sp(n2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ
(∗)
1
⊗ Λ1), (2n1, 2n2 > 2m + 1 ≥ 2)
Assume that the triplet (GL(3) × Sp(n) × SL(3),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ
(∗)
1
+ ρ3) is a PV. From
Lemma 6.28 we see that ρ3 must be of σ3 ⊗ 1 ⊗ σ
′′
3
. Therefore, if it is a cuspidal PV for some
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ρi, then (GL(3) × SL(3),Λ1 ⊗ 1 + 1 ⊗ Λ
(∗)
1
+
∑
i σi ⊗ σ
′′
i
) must be a cuspidal PV, which leads
a contradiction. The case (2) is castling-equivalent to (Sp(n) × GL(3),Λ1 ⊗ Λ1 + 1 ⊗ Λ
(∗)
2
). If
(Sp(n1) × GL(2m + 1) × Sp(n2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ
(∗)
1
⊗ Λ1 +
∑
ρi) is a cuspidal PV, then by
Lemma 6.29 we see that ρi must be the form of Λ1 ⊗ 1⊗ 1, 1⊗ 1⊗Λ1, 1⊗σi ⊗ 1. This implies that
the triplet (GL(2m + 1),Λ∗
2
+ Λ
(∗)
2
+
∑
σ′
i
) must be a cuspidal PV, which is a contradiction. 
Lemma 6.35. Let (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
) be one of the triplet of (7), (8), (30), (31),
(32), (35), (36) in Theorem 6.19. Then (GL(1) ×G1 ×G2 ×G3, ⊗ σ1 ⊗ σ
′
1
⊗ 1 +
∑
i ρi) cannot be
a reduced cuspidal PV for any ρi and G3.
Proof. By [19, P. 166, Proposition 3.2], we know that if (GL(1) × G1 × SL(2), ⊗ σ1 ⊗ σ
′
1
) and
(GL(1) × SL(2) ×G3, ⊗ σ
′
2
⊗ σ′′
2
) are one of triplet of (30), (36) in Theorem 6.19, then (GL(1) ×
G1 × SL(2)×G3,⊗σ1 ⊗σ
′
1
⊗ 1+ 1⊗ 1⊗σ′
2
⊗σ′′
2
) is not a PV. Assume that (GL(1)×G1 ×G2 ×
G3,⊗σ1 ⊗σ
′
1
⊗ 1+ ρ2) satisfies dimG ≥ dimV . Then we conclude that there are six possibilities
as follows:
(1) ((G2) × GL(2) × SL(2m + 1),Λ2 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ
(∗)
2
)
(2) (SL(2n + 1) × GL(2) × SL(2m + 1),Λ2 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ
(∗)
2
)
(3) (SL(2n + 1) × GL(2) × Sp(m),Λ2 ⊗ Λ1 ⊗ 1 + 1 ⊗ 2Λ1 ⊗ Λ1)
(4) (Spin(10) × GL(15) × SL(15), spin ⊗Λ1 ⊗ 1 + spin⊗1 ⊗ Λ
(∗)
1
)(n ≥ 14)
(5) (Spin(10) × GL(15) × SL(m), spin⊗Λ1 ⊗ 1 + Λ1 ⊗ 1 ⊗ Λ1)(m < 10)
(6) (GL(m(2m + 1) − 1) × SL(2m + 1) × SL(m(2m + 1) − 1),Λ1 ⊗ Λ2 ⊗ 1 + 1 ⊗ Λ
(∗)
2
⊗ Λ
(∗)
1
)
By Lemma 6.23, we know that the case ((G2)×GL(2)×SL(2m+1),Λ2⊗Λ1⊗1+1⊗Λ1⊗Λ
(∗)
2
+
∑
i ρi)
cannot be a cuspidal PV. For case (2), if (SL(2n+ 1)×GL(2)× SL(2m+ 1),Λ2 ⊗Λ1 ⊗ 1+ 1⊗Λ1⊗
Λ
(∗)
2
+
∑
σi ⊗ σ
′
i
⊗ σ′′
i
) is a cuspidal PV, then we have n,m < 5 by [15, P. 377, Lemma 2.4] and
ρ3+ρ4 = Λ
(∗)
1
⊗1⊗1+1⊗1⊗Λ
(∗)
1
. Hence the only possibility is ρ5 = 1⊗Λ1⊗1, which is not a cuspidal
PV. Assume that (SL(2n+1)×GL(2)×Sp(m),Λ2⊗Λ1⊗1+1⊗2Λ1⊗Λ1+
∑
i ρi) is a cuspidal PV. We
get ρi = σi⊗σ
′
i
⊗1 by Lemma 6.31. This shows (SL(2n+1)×GL(2),Λ2⊗Λ1+1⊗2Λ1+
∑
i σi⊗σ
′
i
)
must be a cuspidal PV, which leads a contradiction. Let H be the generic isotropy subgroup
of case (4). Since dimH = 14, we see that it cannot be a cuspidal PV by dimension reason.
One checks directly that case (5) is not a PV by Lemma 6.13. Let H be the generic isotropy
subgroup of case (6). Since dimH = 2m + 1, we know that ρ3 must be 1 ⊗ Λ
(∗)
1
⊗ 1. If the triplet
(GL(m(2m+ 1)− 1)× SL(2m+ 1)× SL(m(2m+ 1)− 1),Λ1 ⊗Λ2 ⊗ 1+ 1⊗Λ
(∗)
2
⊗Λ
(∗)
1
+ 1⊗Λ
(∗)
1
⊗ 1)
is a cuspidal PV, then the triplet (GL(2m + 1)× SL(m(2m + 1)− 1),Λ∗
2
⊗ 1+Λ
(∗)
2
⊗Λ
(∗)
1
+Λ
(∗)
1
⊗ 1)
must be a cuspidal PV, which contradicts Lemma 6.30. 
Now we explore the latter form of nontrivial 3-simple PV. From Section 5, we get the following
theorem.
Theorem 6.36. Let (GL(1) × G1 × G2 × G3, ρ1,V) be an irreducible PV. Then it is equivalent to
one of the following triplets.
(1) (SL(3) × SL(3) × GL(2),Λ1 ⊗ Λ1 ⊗ Λ1,V(18))
(2) (SO(n) × SL(m) × GL(nm − 1),Λ1 ⊗ Λ1 ⊗ Λ1,V(n) ⊗ V(m) × V(nm − 1))(n/2 ≥ m ≥ 2)
(3) (Sp(n) × SL(2m) ×GL(4nm − 1),Λ1 ⊗Λ1 ⊗Λ1,V(2n) ⊗ V(2m) × V(4nm − 1))(n ≥ m ≥ 2)
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(4) (Sp(n)×SL(2m+1)×GL(4nm+2n−1),Λ1⊗Λ1⊗Λ1,V(2n)⊗V(2m+1)×V(4nm+2n−1))(n ≥
m ≥ 2)
(5) (Sp(n) × SL(2) × GL(6n − 1),Λ1 ⊗ 2Λ1 ⊗ Λ1,V(2n) ⊗ V(3) × V(6n − 1))
By Lemma 5.19, we know that the case (1) cannot be a cuspidal PV. And we see that case (3)
cannot be a cuspidal PV by Lemma 6.2.
Lemma 6.37. The triplet (SO(n)× SL(m)×GL(nm − 1),Λ1 ⊗Λ1 ⊗Λ1 +
∑
i ρi)(n ≥ m ≥ 2) cannot
be a reduced cuspidal PV for any ρi, where ρi = σi ⊗ σ
′
i
⊗ σ′′
i
.
Proof. Let H be the generic isotropy subgroup of (SO(n) × SL(m) × GL(nm − 1),Λ1 ⊗ Λ1 ⊗ Λ1).
Since dimH =
n(n+1)
2
+m2 − nm. It follows that ρi must be of the form 1 ⊗ 1 ⊗σ
′′
i
by Lemma 6.26
and Lemma 6.13. In particular, we have σ′′
i
= Λ
(∗)
1
by dimension reason.
Assume that the triplet (SO(n)× SL(m)×GL(nm− 1),Λ1 ⊗Λ1 ⊗Λ1 + 1⊗ 1⊗Λ1) is a PV. Then
its castling transform is (SO(n)×SL(m)×GL(2),Λ1⊗Λ
∗
1
⊗Λ1+1⊗1⊗Λ1). Its prehomogeneity is
equivalent to that of the triplet (SL(m)×GL(2), S 2(Λ∗
1
⊗Λ1)+1⊗Λ1) for n ≥ 2m by Proposition 2.19,
which is not a PV. For m < n < 2m, one checks it is not a PV by dimension reason.
Now assume that ρ2 = 1⊗ 1⊗Λ
∗
1
. By [19, P. 162, Proposition 1.3], we obtain it is not a PV. 
Lemma 6.38. The triplet (Sp(n) × SL(m) × GL(2nm − 1),Λ1 ⊗ Λ1 ⊗ Λ1 +
∑
i=2 ρi) cannot be a
reduced cuspidal PV for any ρi.
Proof. Let H be the generic isotropy subgroup of (Sp(n) × SL(m) × GL(2nm − 1),Λ1 ⊗ Λ1 ⊗ Λ1).
Since dimH = 2n2 + m2 + n − 2nm, it implies that ρi must be of the form ρi = σi ⊗ σ
′
i
⊗ 1 or
1 ⊗ σ′
i
⊗ σ′′
i
and σ′′
i
= Λ
(∗)
1
by dimension reason.
Assume that ρi = σi⊗σ
′
i
⊗1. If (Sp(n)×SL(m)×GL(2nm−1),Λ1⊗Λ1⊗Λ1+
∑
i σ1⊗σ
′
1
⊗1) is
a cuspidal PV, then (Sp(n)×GL(m),Λ1 ⊗Λ1+
∑
i σ1 ⊗σ
′
1
) must be a cuspidal PV, a contradiction.
Now assume that ρ2 = 1 ⊗ σ
′
2
⊗ Λ1. By Proposition 6.3 we see that σ
′
2
must be of the form
σ′
2
= 1,Λ
(∗)
1
,Λ
(∗)
2
, 2Λ
(∗)
1
,Λ
(∗)
3
(m = 6, 7, 8). If ρ2 = 1 ⊗ 1 ⊗ Λ1, then its castling transform is
(Sp(n)×SL(m)×GL(2),Λ1 ⊗Λ
∗
1
⊗Λ1 + 1⊗ 1⊗Λ1). Its prehomogeneity is equivalent to that of the
triplet (SL(m) × GL(2),∧2(Λ∗
1
⊗ Λ1) + 1 ⊗ Λ1) for n ≥ m by Proposition 2.18, which is not a PV.
For m
2
< n < m, one can check that it is not a PV by dimension reason. By the same argument, we
know that it is not a PV if σ′
2
= Λ
(∗)
1
,Λ
(∗)
2
, 2Λ
(∗)
1
,Λ
(∗)
3
(m = 6, 7, 8).
Assume that ρ2 = 1 ⊗ σ
′
2
⊗ Λ∗
1
. By [19, P. 162, Proposition 1.3] we know that σ′
2
, 1. If the
triplet (Sp(n) × SL(m)×GL(2nm − 1),Λ1 ⊗Λ1 ⊗Λ1 + 1⊗σ
′
2
⊗Λ∗
1
) is a PV, then from [16, P. 438,
Theorem 1.14] we know that the triplet
(11) (Sp(n) × GL(m),Λ1 ⊗ τ1,V(2n) ⊗ V(d))
must be a PV, where τ = Λ1 ⊗ σ
′
2
, d = dimV(τ1) ≥ m
2. If 2n ≥ d, then the prehomogenrity of the
triplet (16) is equivalent to that of (GL(m),∧2(τ1),∧
2(V(d))), which is not a PV. If 2n < d, then
we have dimG < dimV for the triplet (16). 
Lemma 6.39. The triplet (Sp(n)×SL(2)×GL(6n−1),Λ1⊗2Λ1⊗Λ1+
∑k
i=2 ρi) cannot be a reduced
cuspidal PV for any ρi.
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Proof. Let H be the generic isotropy subgroup of (Sp(n)×SL(2)×GL(6n−1),Λ1⊗2Λ1⊗Λ1,V(2n)⊗
V(3)⊗ V(6n− 1)). Since dimH = 2n2 − 5n+ 4, we see that ρi must be of the form ρi = σi ⊗σ
′
i
⊗ 1
or 1 ⊗ σ′
i
⊗ σ′′
i
and σ′′
i
= Λ
(∗)
1
by dimension reason.
Assume that ρi = σi⊗σ
′
i
⊗1. Then its castling transform is (Sp(n)×GL(2),Λ1⊗2Λ1+
∑
σi⊗σ
′
i
).
From Lemma 6.31 we know that there does not exist σi⊗σ
′
i
such that triplet (Sp(n)×SL(2)×GL(6n−
1),Λ1 ⊗ 2Λ1 ⊗ Λ1 +
∑
σi ⊗ σ
′
i
⊗ 1) is a cuspidal PV.
Now assume that ρ2 = 1⊗σ
′
2
⊗Λ1. From Proposition 6.3 we know that σ
′
2
= 1,Λ1, 2Λ1, 3Λ1. If
ρ2 = 1⊗1⊗Λ1, then it is castling equivalent to (Sp(n)×SL(2)×GL(2),Λ1⊗2Λ1⊗Λ1+1⊗1⊗Λ1).
Its prehomogeneity is equivalent to that of the triplet (SL(2) × GL(2),∧2(2Λ1 ⊗ Λ1) + 1 ⊗ Λ1) for
2n ≥ 6 by Proposition 2.18, which is not a PV. For 2n < 6, one checks directly that it is not a PV
by dimension reason. By the same argument, we conclude that it is not a PV if σ′
2
= Λ1, 2Λ1, 3Λ1.
Next assume that ρ2 = 1 ⊗ σ
′
2
⊗ Λ∗
1
. We have σ′
2
, 1 by [19, P. 162, Proposition 1.3]. If
(Sp(n) × SL(2) × GL(6n − 1),Λ1 ⊗ 2Λ1 ⊗ Λ1 + 1 ⊗ Λ1 ⊗ Λ
∗
1
) is a PV, then from [16, P. 438,
Theorem 1.14] we know that the triplet (Sp(n)×GL(2),Λ1 ⊗ τ,V(2n)⊗V(6)) must be a PV, where
τ = 2Λ1 ⊗ Λ1, which is not a PV. 
Theorem 6.40. Let (G, ρ,V) be a reduced cuspidal PV, where G is a reductive Lie group with one
dimensional center. Then it is equivalent to one of the following triplets.
(1) (GL(n),Λ1 ⊗ ρ1,V(n) ⊗ V(n))(Tr ρ1(c) . 1)
(2) (GL(2), 3Λ1,V(4))
(3) (SL(5) × GL(4),Λ2 ⊗ Λ1,V(10) ⊗ V(4))
(4) (SL(3) × GL(2), 2Λ1 ⊗ Λ1,V(6) ⊗ V(2))
7. CUSPIDAL PVS FOR REDUCTIVE LIE GROUPS WITH MULTI-DIMENSIONAL CENTER
We denote this chapter to discuss cuspidal PVs on reductive Lie groups with multi-dimensional
center. We start with some basic lemmas that will be used in the rest of the paper.
Lemma 7.1. Let triplet (Gss×GL(n), ρ1⊗Λ1,V1⊗V(n)) be a PV and let H be the generic isotropy
subgroup. If dimH < 3n
2
4
− 1, then there does not exist k-dimensional center in GL(n) such that
(Gss × GL(1)
k, ρ1 ⊗ ρ
′
1
,V1 ⊗ V(n)) is a cuspidal PV.
Proof. Since (Gss × GL(n), ρ1 ⊗ Λ1,V1 ⊗ V(n)) is a PV. We see that
(12) dim(Gss × GL(n)) − dim(V1 ⊗ V(n)) = dimH.
Now assume that (Gss ×GL(1)
k, ρ1 ⊗ ρ
′
1
,V1⊗V(n)) is a cuspidal PV for some k > 1. Then we have
(13) k + dimGss = dim(V1 ⊗ V(n)).
Combining Equations (12) and (13), it follows that
k >
n2
4
+ 1.
But there are [n
2
4
] + 1 dimensional center in GL(n) at most, which is a contradiction. 
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Lemma 7.2. Let triplet (Gss×GL(n), ρ1⊗Λ1,V1⊗V(n)) be a PV. If dim(V1⊗V(n)) ≤ dimGss+1,
then there does not exist k-dimensional center in GL(n) such that (Gss ×GL(1)
k, ρ1 ⊗ρ
′
1
,V1⊗V(n))
is a cuspidal PV.
Proof. Assume that (Gss ×GL(1)
k, ρ1 ⊗ ρ
′
1
,V1 ⊗ V(n)) is a cuspidal PV. We see that k = dim(V1 ⊗
V(n)) − dimGss ≤ 1, which leads a contradiction. 
7.1. Cuspidal PVs for reductive Lie algebras with simple Levi factors. In this section, we
investigate the reduced cuspidal PVs on reductive Lie algebras GL(1)k × Gs. It is obvious that if
(GL(1)
∑l
i ki × Gs,
∑
i τi ⊗ σi) is a PV, then (GL(1)
ki × Gs,
∑
i  ⊗ σi) must be a PV. Thanks to the
work of M. Sato and T. Kimura in [24] and [12], we get some key results as follows. If Gs = An,
then either l = 1 and σ1 must be one of Λ
(∗)
1
, 2Λ
(∗)
1
, 3Λ
(∗)
1
(n = 2), Λ
(∗)
2
,Λ
(∗)
3
(n = 6, 7, 8), or
∑
i σi
must be one of Λ1 +Λ
∗
1
, 2Λ1 +Λ
(∗)
1
,Λ2 +Λ
(∗)
1
, Λ2 +Λ1 +Λ
∗
1
,Λ3 +Λ1(n = 6),Λ3 +Λ
(∗)
1
(n = 7). If
Gs = Bn,Dn, then either l = 1 and σ1 must be one of Λ1, spin (n = 7, 8, 9, 10, 11, 12, 14), or l = 2
and σ1 + σ2 = Λ1 + spin (n = 7, 8, 10, 12). If Gs = Cn, then either l = 1 and σ1 = Λ1, or l = 2 and
σ1 +σ2 = Λ2 +Λ1(n = 2),Λ3 +Λ1(n = 3). If Gs is an exceptional simple Lie group, then we have
l = 1 and (Gs × GL(1)
k1 , σ1 ⊗ τ1) must be one of the following: ((G2) × GL(1)
k1 ,Λ2 ⊗ τ1), (E6 ×
GL(1)k1 ,Λ1 ⊗ τ1), (E7 × GL(1)
k1 ,Λ6 ⊗ τ1).
Lemma 7.3. Let triplet
(14) (SL(n) × GL(1)k,Λ
(∗)
1
⊗ ρ′1,V(n) ⊗ V(m))
be a cuspidal PV. Then we have m > n.
Proof. First we may assume that m ≤ n. Then we have nm− n2 ≤ 0. Hence we get the assertion by
Lemma 7.2. 
Lemma 7.4. There exists some τ1 such that the triplet (SL(n)×GL(1)
nm−n2+1,Λ
(∗)
1
⊗τ1,V(n)⊗V(m))
is a cuspidal PV.
Proof. Before we go further, we need to explore the prehomogeneity of the triplet (SL(n)×GL(m),Λ1⊗
Λ1,V(n) ⊗ V(m)). We identify V = V(n) ⊗ V(m) with n × m matrices M(n,m). The infinitestimal
action dρ of ρ is given by dρ(A, B)X = AX + XBt for (A, B) ∈ sl(n) ⊕ gl(m). Obviously, if it is a
cuspidal PV, then m > n. We shall calculate the isotropy subalgebra gX0 at X0 = (In, 0). Then for
A ∈ sl(n), B =
(
B1 B2
B3 B4
)
∈ gl(m), we have dρ(A, B)X0 = AX0 + X0B
t
= (A + Bt
1
, Bt
2
). Hence the
isotropy subalgebra gX0 = {(A, B)|dρ(A, B)X0 = 0} is given as follows.
gX0 =
{(
A,
(
−At 0
B3 B4
) )∣∣∣∣∣∣A ∈ SL(n)
}
.
Since dim gX0 = dim(sl(n) × gl(m)) − dim(V), so it is a PV. More precisely, one easily sees that
dim g⊥
X0
= nm − n2 + 1, then we can find (nm − n2 + 1)-dimensional center in GL(m) such that the
triplet is a cuspidal PV in many cases. 
Example 7.5. The triplet (SL(n)×GL(1)nm−n
2
+1,Λ
(∗)
1
⊗τ1,V(n)⊗V(m))with τ1 =
(
cIn B2
0 cIm−n
)
(c ,
0, B2 ∈ M(n,m − n)) is a cuspidal PV.
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Lemma 7.6. Let the triplet (SL(n)×GL(1)k1+k2 ,Λ1⊗τ1+Λ
∗
1
⊗τ2,V(n)⊗V(d
′
1
)+V∗(n)⊗V(d′
2
)) (n ≥ 3)
be a cuspidal PV with d′
1
≥ d′
2
≥ 1. Then we have k2 = d
′
2
= 1.
Proof. To check the prehomogeneity of the triplet, we need to explore the prehomogeneity of the
triplet (GL(2)×GL(2)× SL(n),Λ1 ⊗ 1⊗Λ1 + 1⊗Λ1 ⊗Λ
∗
1
,V(2)⊗V(n)+V(2)⊗V(n)). We identify
V = V(2) ⊗ V(n) + V(2) ⊗ V(n) with {X = (X1, X2) ∈ M(2, n) ⊕ M(2, n)}. For x ∈ X, g = (A, B,C) ∈
GL(2) × GL(2) × SL(n) and ρ = Λ1 ⊗ 1 ⊗ Λ1 + 1 ⊗Λ1 ⊗ Λ
∗
1
, we have ρ(g)(x) = (AX1C
t, BX2C
−1),
then f (x) =
det (X1X
t
2
)2
det (X1X
t
1
)det (X2X
t
2
)
is a nonconstant absolute invariant. Hence if it is a PV, then we have
d′
2
< 2. 
Lemma 7.7. There exists τ2 such that the triplet (SL(n)×GL(1)
nm−n2+n+1,Λ∗
1
⊗+Λ1⊗ τ2,V(n)+
V(n) ⊗ V(m)) is a cuspidal PV.
Proof. We need to analyze the prehomogeneity of the triplet (GL(1)×SL(n)×GL(m), 1⊗Λ1⊗Λ1+
 ⊗Λ∗
1
⊗ 1). We identify V = V(n) ⊗ V(m)+ V(n) = {M(n,m)⊕ M(n, 1)}. The infinitestimal action
dρ of ρ = 1 ⊗Λ1 ⊗Λ1 + ⊗Λ
∗
1
⊗ 1 is given by dρ(α, A, B)(X1, X2) = (AX1 + X1B
t, AX2 + αX2) for
(α, A, B) ∈ gl(1) ⊕ sl(n) ⊕ gl(m). Clearly, we have m ≥ n. We calculate the isotropy subalgebra gX0
at X0 = (X01, X02), where X01 = (In, 0), X02 = (1, 0, . . . , 0)
t. Then for A ∈ sl(n), B =
(
B1 B2
B3 B4
)
∈
gl(m), we have
dρ(α, A, B)X0 = ((AX01 + X01B
t), AX02 + αX02) = ((A + B
t
1, B
t
2), AX02 + αX02).
Hence the isotropy subalgebra gX0 = {(α, A, B)|dρ(α, A, B)X0 = 0} is given as follows.
gX0 =
{(
− a11,C,
(
−Ct 0
B3 B4
) )∣∣∣∣∣∣C =

a11 a12 · · · a1n
0 a22 · · · a2n
...
...
. . .
...
0 an2 · · · ann
 ,
∑
i
aii = 0
}
.
Since dim gX0 = dim(gl(1) ⊕ sl(n) ⊕ gl(m)) − dim(V), so it is a PV. More generally, one can easy
to check that dim g⊥
X0
= nm − n2 + n, then we can find (nm − n2 + n)-dimensional center in GL(m)
such that (SL(n)×GL(1)nm−n
2
+n+1,Λ∗
1
⊗+Λ1 ⊗ τ2,V(n)+V(n)⊗V(m)) is a cuspidal PV in many
cases. 
Example 7.8. The triplet (SL(n)×GL(1)nm−n
2
+n+1,Λ∗
1
⊗+Λ1 ⊗τ2)⊗,V(n)+V(n)⊗V(m)) with
τ2 =
(
B1 B2
0 0
)
, where B1 =

c 0 · · · 0
a21 c 0 0
...
... cIn−3
...
an1 0 0 c
 (c , 0, B2 ∈ M(n,m − n)) is a cuspidal PV.
Lemma 7.9. Let the triplet (SL(n) × GL(1)k1+k2 , 2Λ
(∗)
1
⊗ τ1 + Λ1 ⊗ τ2) be a cuspidal PV. Then it
must be equivalent to (SL(2) × GL(1)2, 2Λ1 ⊗  + Λ1 ⊗ ,V(3) + V(2)).
Proof. Seeing that the triplet (SL(n) × GL(1)2, 2Λ
(∗)
1
⊗ τ1,V(n(n + 1)/2) ⊗ V(2)) is not a PV by
dimension reason. This implies that k1 = 1. Since the generic isotropy of (GL(n), 2Λ1,V(n(n +
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1)/2)) is SO(n). We know that the triplet is a PV if and only if k2 = 1 by Lemma 7.13. Hence
(SL(n) × GL(1)2, 2Λ1 ⊗  + Λ
(∗)
1
⊗ ,V(n(n + 1)/2) + V(n)) is a PV, and it is a cuspidal PV when
n = 2. 
Lemma 7.10. The triplet (SL(2m) × GL(1)k1+k2 ,Λ
(∗)
2
⊗ τ1 + Λ1 ⊗ τ2) cannot be a cuspidal PV for
any τ1 and τ2.
Proof. Assume that k1 ≥ 2. From [24, P. 94, Proposition 12], we see that the triplet (SL(2m) ×
GL(1)2,Λ
(∗)
2
⊗ τ1,V(m(2m − 1)) ⊗ V(2) is not a PV for m ≥ 4. For m = 3, since the gl(2)-part of
generic isotropy subalgebra of triplet (sl(6) × gl(2),Λ2 ⊗Λ1,V(15) ⊗ V(2) is (0), our triplet is not a
PV for m = 3. For m = 2, since (SL(4) × GL(2),Λ2 ⊗ Λ1,V(6) ⊗ V(2)) ≃ (SO(6) × GL(2),Λ1 ⊗
Λ1,V(6)⊗ V(2)). By Lemma 7.13, we see that the triplet (SL(4) ×GL(1)
2,Λ2 ⊗ τ1,V(6) ⊗ V(2)) is
not a PV. Hence we get k1 = 1.
Now assume that (SL(2m)×GL(1)1+k2 ,Λ2⊗+Λ
(∗)
1
⊗τ2,V(m(2m−1))+V(2m)⊗V(d
′
2
))(m ≥ 2)
is a cuspidal PV. Then the triplet (Sp(m) × GL(1)k2 ,Λ
(∗)
1
⊗ τ2,V(2m) ⊗ V(d
′
2
)) must be a cuspidal
PV , which is a contradiction. 
Lemma 7.11. The triplet (SL(2m + 1) × GL(1)k1+k2+k3 ,Λ2 ⊗ τ1 + Λ1 ⊗ τ2 + Λ
∗
1
⊗ τ3) cannot be a
cuspidal PV for any τi, (i = 1, 2, 3).
Proof. We claim that if the triplet is a PV, then we have k1 = 1 for m ≥ 3.
We identify V = V(m(2m + 1)) ⊗ V(2) with (X1, X2) ∈ {M(2m + 1) ⊕ M(2m+ 1)|X
t
1
= −X1, X
t
2
=
−X2}. The infinitesimal action dτ1 of τ1 is dτ1(gl(1)
2) =
(
a c
0 b
)
, where a = b or c = 0. Let X0
be a point
X0 =
{ 
Im
0
−Im
 ,

0 0 0
0 0 −Im
0 Im 0

}
.
The the generic isotropy subalgebra gX0 of sl(2m + 1) ⊕ gl(1)
2 at X0 is
gX0 =
{(
A11 A12
A21 A22
)
⊕
(
a c
0 b
)}
,Tr
(
A11 A12
A21 A22
)
= 0,
where A12 = 0 and A21 = (bi j) ∈ M(m,m + 1) with bi j = ai+ j−1,
A11 =

mb 0 0 · · · 0 0 0
mc (m − 1)b + a 0 · · · 0 0 0
0 (m − 1)c (m − 2)b + 2a · · · 0 0 0
.
..
.
..
.
..
. . .
.
..
.
..
.
..
0 0 0 · · · ma 0 0
0 0 0 · · · 2c b + (m − 1)a 0
0 0 0 · · · 0 c ma

,
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A22 =

−a − mb −(m − 1)c 0 · · · 0 0
0 −2a − (m − 1)b −(m − 2)c · · · 0 0
0 0 −3a − (m − 2)b · · · 0 0
.
..
.
..
.
..
. . .
.
..
.
..
0 0 0 · · · −(m − 1)a − 2b −c
0 0 0 · · · 0 −ma − b

.
For the two cases, we have dim gX0 = 2m + 2 = dim(gl(2m + 1) ⊕ gl(1)
2) − dimV , so they are PVs.
By the form of generic isotropy subalgebra, we get the result as claimed.
For m = 2, we calculate that our triplet cannot be a cuspidal PV by dimension reason.
Now we explain that (SL(2m+1)×GL(1)1+k3 ,Λ2⊗+Λ
∗
1
⊗τ3,V(m(2m+1))+V(2m+1)⊗V(d
′
3
))
cannot be a cuspidal PV for any τ3. Put V(m(2m + 1)) = {X ∈ M2m+1,C|X
t
= −X}. Then the action
Λ2 of GL(2m + 1) is given by Λ2(X) = AXA
t for A ∈ GL(2m + 1), X ∈ V . The isotropy subalgebra
of gl(2m + 1) at
X0 =

0 −Im 0
Im 0 0
0 0 0

is given by
gX0 =
{(
A B
0 c
)
; A ∈ sp(m), B ∈ C2m, c ∈ gl(1)
}
.
Then its prehomogeneity is equivalent to that of
(GX0 × GL(1)
k3 ,Λ∗1 ⊗ τ3,V(2m + 1) ⊗ V(d
′
3)),
where
Λ
∗
1(gX0)
(
X′
y
)
+
(
X′
y
)
τ3(GL(1)
k3 ) =
(
−AtX′
−BtX′ − cy
)
+
(
X′C
yC
)
,C = τ3(GL(1)
k3 ).
Therefore the action of GX0 on X
′-space is (GL(1)k3 × Sp(m), τ3 ⊗ Λ
∗
1
), which is a PV if and only
if d′
3
≤ k3 ≤ 3. Then one can get the assertion by dimension reason.
Next, we then prove that (SL(2m + 1) × GL(1)1+k2 ,Λ2 ⊗  + Λ1 ⊗ τ2,V(m(2m + 1)) + V(2m +
1) ⊗ V(d′
2
)) cannot be a cuspidal PV. Firstly, we need to explore the prehomogeneity of the triplet
(GL(1) × SL(2m + 1) × GL(5), ⊗ Λ2 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1,V(m(2m + 1)) + V(2m + 1) ⊗ V(5)) We
identify V = {(X1, X2)|X1 ∈ M(2m + 1), X2 ∈ M(2m + 1, 5), X1 = −X
t
1
}, and put
X0 =


0 −Im 0
Im 0 0
0 0 0
 ,

I2 0 0 0 0
0 0 0 0 0
0 0 I2 0 0
0 0 0 0 0
0 0 0 0 1


.
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Then the isotropy subalgebra of g(1) × sl(2m + 1) × gl(5) at X0 is given as follows.
a11 a12 0 b11 b12 0 d1
a21 a22 0 b12 b22 0 d2
0 0 A1 0 0 B1 0
c11 c12 0 a11 a21 0 dm+1
c12 c22 0 a12 a22 0 dm+2
0 0 C1 0 0 A
t
1
0
0 0 0 0 0 0 d2m+1

⊕

−a11 −a12 −b11 −b12 −d1
−a21 −a22 −b12 −b22 −d2
−c11 −c12 −a11 −a21 −dm+1
−c12 −c22 −a12 −a22 −dm+2
0 0 0 0 −d2m+1

.
Since dim gX0 = 2(m−2)
2
+ (m−2)+15 = dim(GL(1)×SL(2m+1)×GL(5))−dim(V(m(2m+1))+
V(2m + 1) ⊗ V(5)), the triplet is a PV. But the dimension of GL(5)-part in the isotropy subalgebra
is 15, so we get the triplet is not a PV for d′
2
= 5.
Assume that it is a PV, then we have k2 = 1 or k3 = 1 from Lemma 7.6. For the first cast, the
isotropy subgroup of triplet (GL(1)2 × SL(2m+ 1),Λ2 ⊗+Λ1 ⊗) is Sp(m)×GL(1), then we get
result by Lemma 7.18. For the last case, we get the assertion by the same proof in Lemma. 
The following results follows immediately by dimension reason.
Lemma 7.12. The triplet (SL(n) × GL(1)k1+k2 ,Λ3 ⊗ τ1 + Λ
(∗)
1
⊗ τ2) cannot be a cuspidal PV for
n = 6, 7, 8.
Lemma 7.13. The triplet (SO(n)×GL(1)k1 ,Λ1⊗τ1,V(n)⊗V(d
′
1
)) is a PV if and only if k1 = d
′
1
= 1.
Proof. By [24, P. 41, Proposition 14], the triplet is aPV if and only if the triplet (GL(1)k1 , S 2(τ1),V(
d′
1
(d′
1
+1)
2
))
is a PV. Hence we get k1 ≥
d′
1
(d′
1
+1)
2
by dimension reason. Combining this with k1 ≤
(d′
1
)2
4
+ 1, it
follows that k1 = d
′
1
= 1. 
Lemma 7.14. The triplet (Spin(n) ×GL(1)2, spin⊗τ1,V1 ⊗ V(2)) is not a PV for n = 9, 11, 12, 14.
Proof. Thanks to the work of Sato and Kimura in [24], we get the lemma immediately. 
Lemma 7.15. The triplet (Spin(n) × GL(1)3, spin⊗τ1,V1 ⊗ V(3)) is not a PV for n = 7, 10.
Proof. The generic isotropy subgroup of (Spin(n) ×GL(3), Spin⊗Λ1,V1 ⊗ V(3)) is GX0 = SL(2) ×
SO(3). This shows that the dimension of GL(3)-part of generic isotropy subgroup is 3. Hence, the
triplet is not a PV. 
Lemma 7.16. The triplet (GL(1)k1+k2×Spin(n),Λ1⊗τ1+spin⊗τ2,V(7)⊗V(d
′
1
)+V(8)⊗V(d′
2
))(n =
7, 10, 12) cannot be a cuspidal PV for any τi(i = 1, 2).
Proof. From Lemma 7.13, we get k1 = d
′
1
= 1 and τ1 =  if it is a PV. Now assume that
(GL(1)1+k2 ×Spin(7),Λ1 ⊗+ spin⊗τ2,V(7)⊗V(1)+V(8)⊗V(d
′
2
)) is a PV. Then we have d′
2
≤ 3.
Combining this with Lemma 7.1 and Lemma 7.2, we get the result. By the same argument, we
know that triplet cannot be a cuspidal PV for n = 10, 12. 
Lemma 7.17. Let (GL(1)k1+k2×Spin(8),Λ1⊗τ1+spin⊗τ2,V(8)⊗V(d
′
1
)+V(8)⊗V(d′
2
)) (d′
1
, d′
2
≥ 1)
be a PV. Then we have k1 = k2 = d
′
1
= d′
2
= 1.
Proof. By Lemma 7.13, we have k1 = d
′
1
= 1. Since (SO(8),Λ1,V(8)) ≃ (Spin(8), spin,V(8)). So
k2 = d
′
2
= 1. 
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Lemma 7.18. Let the triplet (Sp(n) × GL(1)k1 ,Λ1 ⊗ τ1,V(2n) ⊗ V(d
′
1
)) be a PV. Then we have
k1 = d
′
1
≤ 3.
Proof. By [24, P. 40, Proposition 13], the triplet is a PV if and only if the triplet (GL(1)k1 ,∧2(τ1),V(
d′
1
(d′
1
−1)
2
))
is a PV. Hence we get k1 ≥
d′
1
(d′
1
−1)
2
by dimension reason. Combining this with k1 ≤
(d′
1
)2
4
+ 1, it
follows that d′
1
= k1 ≤ 3. 
Lemma 7.19. The triplet (Sp(2) × GL(1)k1+k2 ,Λ2 ⊗ τ1 + Λ1 ⊗ τ2,V(5) ⊗ V(d
′
1
) + V(4) ⊗ V(d′
2
))
cannot be a cuspidal PV for any τi(i = 1, 2).
Proof. Using [15, P. 391, Lemma 2.18], we have the triplet (GL(1) × Sp(2) × GL(2), ⊗Λ2 ⊗ 1 +
1 ⊗ Λ1 ⊗ Λ1,V(5) + V(4) ⊗ V(2)) is not a PV. This implies that k2 = d
′
2
= 1 and τ2 = . Now we
consider the triplet (GL(2)×Sp(2)×GL(1),Λ1 ⊗Λ2⊗ 1+ 1⊗Λ1⊗,V(5)⊗V(2)+V(4)), which is
a PV. But we can not find 3-dimensional center from GL(2) such that (Sp(2) × GL(1)4,Λ2 ⊗ τ1 +
Λ1 ⊗ ,V(5) ⊗ V(2) + V(4)) is a cuspidal PV. 
Lemma 7.20. The triplet (Sp(3) × GL(1)k1+k2 ,Λ3 ⊗ τ1 + Λ1 ⊗ τ2,V(14) ⊗ V(d
′
1
) + V(6) ⊗ V(d′
2
))
cannot be a cuspidal PV for any τi(i = 1, 2).
Proof. Since the triplet (GL(2) × Sp(3) × GL(1),Λ1 ⊗ Λ3 ⊗ 1 + 1 ⊗ Λ1 ⊗ ,V(14) ⊗ V(2) + V(6))
is not a PV. One easily sees that k1 = d
′
1
= 1 and τ1 =  if our triplet is a PV. Next, assume that
the triplet (GL(1) × Sp(3) × GL(1)k2 , ⊗ Λ3 ⊗ 1 + 1 ⊗ Λ1 ⊗ τ2,V(14) ⊗ V(1) + V(6) ⊗ V(d
′
2
)) is a
PV. Then we have d′
2
≤ 3 by Lemma 7.18. Now combining this with Lemma 7.1 and Lemma 7.2,
we get our assertion. 
Lemma 7.21. Let Gs be an exceptional simple Lie group. Then the triplet (Gs ×GL(1)
k1 , σ1 ⊗ τ1)
cannot be a cuspidal PV.
Proof. For ((G2) ×GL(1)
2,Λ2 ⊗ τ1,V(7) ⊗ V(2)), we see that the isotropy subalgebra of the triplet
((g2) × gl(2),Λ2 ⊗ Λ1,V(7) ⊗ V(2)) is given as follows:

0 0 0
λ1 0 0
0 0 λ2 λ23 0
0 λ32 λ3
−λ1 0 0
0 0 0 −λ2 −λ32
0 −λ23 −λ3

⊕
(
−λ1 0
0 λ1
) ∣∣∣∣∣∣λ1 + λ2 + λ3 = 0

.
Since the gl(2)-part of the generic isotropy subalgebra is one dimensional. We see that our triplet
is not a PV.
From [24, P. 140, Proposition 50] and [24, P. 141, Proposition 53], we know that the triplet
(E6 ×GL(1)
3,Λ1 ⊗ τ1,V(27)⊗V(3)) and (E7 ×GL(1)
2,Λ6 ⊗ τ1,V(56)⊗V(2)) are not PVs. So we
get our assertion. 
Theorem 7.22. Let (Gs ×GL(1)
∑
i ki ,
∑
i σi ⊗ τi,
∑
i Vi ⊗V
′
i
) be a reduced cuspidal PV, where Gs is
a simple Lie group. Then it is equivalent to one of the following triplets:
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(1). (SL(n) × GL(1)nm−n
2
+1,Λ
(∗)
1
⊗ τ1,V(n) ⊗ V(m)).
(2). (SL(n) × GL(1)nm−n
2
+1,Λ∗
1
⊗  + Λ1 ⊗ τ2,V(n) + V(n) ⊗ V(m − 1)).
(3). (SL(2) × GL(1)2, 2Λ1 ⊗  + Λ1 ⊗ ,V(3) + V(2)).
7.2. Cuspidal PVs for reductive Lie algebras with 2-simple Levi factors. We concentrate on
the cuspidal PVs for reductive Lie algebras with G = GL(1)k ×G1 ×G2 in this section. From the
results of Section 6 and Section 7.1, it seems that if the triplet (GL(1)k × Gss, ρ,V) is a cuspidal
PV, thenGss is either SL(n) or SL(n)×SL(m). However, in this section, we discover three cuspidal
PVs when Gss is Sp(n) × SL(m).
Theorem 7.23. Let (GL(1) ×G1 ×G2, ⊗σ1 ⊗σ
′
1
,V1 ⊗ V
′
1
) be an irreducible 2-simple PV. Then
it is equivalent to one of the following triplets.
(I) (1) (SL(5) × GL(4),Λ2 ⊗ Λ1,V(10) ⊗ V(4))
(2) (SL(5) × GL(6),Λ2 ⊗ Λ1,V(10) ⊗ V(6))
(3) (SL(5) × GL(7),Λ2 ⊗ Λ1,V(10) ⊗ V(7))
(4) (SL(2m + 1) ×GL(m(2m + 1) − 2),Λ2 ⊗Λ1,V(m(2m + 1)) ⊗ V(m(2m + 1) − 2))(m ≥ 5)
(5) (Spin(7) × GL(5), spin⊗Λ1,V(8) ⊗ V(5))
(6) (Spin(9) × GL(15), spin ⊗Λ1,V(16) ⊗ V(15))
(7) (Spin(10) × GL(13), spin ⊗Λ1,V(16) ⊗ V(13))
(8) ((G2) × GL(5),Λ2 ⊗ Λ1,V(7) ⊗ V(5))
(9) (E6 × GL(2),Λ1 ⊗ Λ1,V(27) ⊗ V(2))
(10) (E6 × GL(25),Λ1 ⊗ Λ1,V(27) ⊗ V(25))
(11) (E6 × GL(26),Λ1 ⊗ Λ1,V(27) ⊗ V(26))
(12) (E7 × GL(55),Λ1 ⊗ Λ1,V(56) ⊗ V(55))
(II) (13) (SL(6) × GL(2),Λ2 ⊗ Λ1,V(15) ⊗ V(2))
(14) (SL(6) × GL(13),Λ2 ⊗ Λ1,V(15) ⊗ V(13))
(15) (SL(7) × GL(19),Λ2 ⊗ Λ1,V(21) ⊗ V(19))
(16) (SL(9) × GL(34),Λ2 ⊗ Λ1,V(36) ⊗ V(34))
(17) (SL(2m) × GL(m(2m − 1) − 1),Λ2 ⊗ Λ1,V(m(2m − 1)) ⊗ V(m(2m − 1) − 1))(m ≥ 2)
(18) (SL(n) × GL(
n(n+1)
2
− 1), 2Λ1 ⊗ Λ1,V(
n(n+1)
2
) ⊗ V(
n(n+1)
2
− 1))(n ≥ 3)
(19) (Spin(12) × GL(31), spin ⊗Λ1,V(32) ⊗ V(31))
(III) (20) (SL(5) × GL(3),Λ2 ⊗ Λ1,V(10) ⊗ V(3))
(21) (SL(2n + 1) × GL(2),Λ2 ⊗ Λ1,V(n(2n + 1)) ⊗ V(2))(n ≥ 5)
(22) (Sp(n) × GL(2),Λ1 ⊗ 2Λ1,V(2n) ⊗ V(3))
(23) (Spin(7) × GL(2), spin ⊗Λ1,V(8) ⊗ V(2))
(24) (Spin(7) × GL(3), spin ⊗Λ1,V(8) ⊗ V(3))
(25) (Spin(7) × GL(6), spin ⊗Λ1,V(8) ⊗ V(6))
(26) (Spin(10) × GL(2), spin⊗Λ1,V(16) ⊗ V(2))
(27) (Spin(10) × GL(3), spin⊗Λ1,V(16) ⊗ V(3))
(28) (Spin(10) × GL(14), spin ⊗Λ1,V(16) ⊗ V(14))
(29)((G2) × GL(2),Λ2 ⊗ Λ1,V(7) ⊗ V(2))
(30)((G2) × GL(6),Λ2 ⊗ Λ1,V(7) ⊗ V(6))
(IV) (31) (SL(2) × GL(2), 2Λ1 ⊗ Λ1,V(3) ⊗ V(2))
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(32) (SL(5) × GL(8),Λ2 ⊗ Λ1,V(10) ⊗ V(8))
(33) (SL(9) × GL(2),Λ2 ⊗ Λ1,V(36) ⊗ V(2))
(34) (SL(2m + 1) × GL(2m2 + m − 1),Λ2 ⊗ Λ1,V(m(2m + 1)) ⊗ V(2m
2
+ m − 1))
(35) (Spin(7) × GL(7), spin ⊗Λ1,V(8) ⊗ V(7))
(36) (Spin(10) × GL(15), spin ⊗Λ1,V(16) ⊗ V(15))
(V) (37) (SL(5) × GL(2),Λ2 ⊗ Λ1,V(10) ⊗ V(2))
(38) (SL(5) × GL(9),Λ2 ⊗ Λ1,V(10) ⊗ V(9))
(39) (SL(7) × GL(2),Λ2 ⊗ Λ1,V(21) ⊗ V(2))
(40) (SL(7) × GL(20),Λ2 ⊗ Λ1,V(21) ⊗ V(20))
(VI) (41) (SO(n) × GL(m),Λ1 ⊗ Λ1,V(n) ⊗ V(m))(n > m ≥ 2)
(42) (Sp(n) × GL(m),Λ1 ⊗ Λ1,V(2n) ⊗ V(2m))(2n > m ≥ 1)
The following well-known results immediately follow from Proposition 2.11 and we make fre-
quent use of them.
Lemma 7.24. Let H be a generic isotropy subgroup of (GL(1) ×G1 ×G2,⊗σ1 ⊗σ
′
1
). Let d and
d′ be the minimum of degree of nontrivial representations of G1 and G2, respectively.
(1) If 1+dimH < min {d, d′}, then there does not exist nontrivial σ2 or σ
′
2
such that (GL(1)2×
G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+  ⊗ σ2 ⊗ σ
′
2
) is a PV.
(2) If 1+ dimH < d (resp.d′), then (GL(1)2 ×G1×G2,⊗σ1⊗σ
′
1
+⊗σ2⊗σ
′
2
) with σ2 , 1
(resp.σ′
2
, 1) is not a PV.
Theorem 7.25 ([15, P. 375, Theorem 2.1]). Let (GL(1) ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
) be one of triplets
of (I) in Theorem 7.23. Then there does not exist nontrivial σ2 or σ
′
2
such that (GL(1)2 × G1 ×
G2, ⊗ σ1 ⊗ σ
′
1
+  ⊗ σ2 ⊗ σ
′
2
) is a PV.
Lemma 7.26 ([15, P. 376, Theorem 2.3]). Let (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
) be one of triplets
of (II) in Theorem 7.23. If (GL(1)2 ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+  ⊗ σ2 ⊗ σ
′
2
) is a PV, then we have
σ′
2
= 1.
Lemma 7.27 ([15, P. 377, Theorem 2.4]). Let (GL(1) ×G1 ×G2,⊗σ1 ⊗σ
′
1
) be one of triplets of
(III) in Theorem 7.23. If (GL(1)2 × G1 × G2, ⊗ σ1 ⊗ σ
′
1
+  ⊗ σ2 ⊗ σ
′
2
) is a PV, then we have
σ2 = 1.
Lemma 7.28 ([15, P. 375, Lemma 2.6]). Let (GL(1) ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
) be one of triplets of
(IV) in Theorem 7.23. Then,
(i) (GL(1)2 ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+  ⊗ σ2 ⊗ σ
′
2
) is not a PV for any σ2 , 1 and σ
′
2
, 1;
(ii) (GL(1)3 ×G1 ×G2,⊗σ1 ⊗σ
′
1
+⊗σ2 ⊗ 1+⊗ 1⊗σ
′
3
) is not a PV for any σ2 , 1 and
σ′
3
, 1.
Lemma 7.29. Let H be a generic isotropy subgroup of (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
). If H is
isomorphic to a simple Lie group and H  SL(n), then there does not exist nontrivial σi or σ
′
i
such
that (GL(1)
∑
i ki ×G1 ×G2,
∑
i=1 τi ⊗ σi ⊗ σ
′
i
) is a cuspidal PV.
Proof. Assume that (GL(1)
∑
i ki ×G1 ×G2,
∑
i=1 τi ⊗ σi ⊗ σ
′
i
) is a cuspidal PV. Then from Propo-
sition 2.12 we see that (GL(1)
∑
i=2 ki × H,
∑
i=2 τi ⊗ σi ⊗ σ
′
i
|H) must be a cuspidal PV. Since H is
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isomorphic to a simple Lie group. Then we conclude that H  SL(n) by Theorem 7.22, which
leads a contradiction. 
Theorem 7.30. Let (GL(1)×G1×G2,⊗σ1⊗σ
′
1
) be one of triplets of (II) in Theorem 7.23. Then
there does not exist nontrivial σi such that (GL(1)
∑
i ki ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+
∑
i=2 τi ⊗ σi ⊗ 1)
is a cuspidal PV.
Proof. Let (GL(1)×G1×G2,⊗σ1⊗σ
′
1
) be one of triplet of (13) ∼ (16) in Theorem 7.23. Assume
that (GL(1)2 ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+  ⊗ σ2 ⊗ 1) is a PV, then we have σ2 = Λ
(∗)
1
by dimension
reason. Let H be the generic isotropy subgroup of (GL(1)2 ×G1 ×G2, ⊗σ1 ⊗σ
′
1
+  ⊗Λ
(∗)
1
⊗ 1)
and let d and d′ be the minimum of degree of nontrivial representations of G1 andG2, respectively.
Since 1 < 1 + dim(H) < min {d, d′}, we conclude that the triplets cannot be cuspidal PVs.
For (17) ∼ (19), if (GL(1)
∑
i ki ×G1×G2,⊗σ1⊗σ
′
1
+
∑
i=2 τi⊗σi⊗1) is a cuspidal PV, then the
triplet (GL(1)
∑
i ki×G1,⊗σ1+
∑
i=2 τi⊗σi) must be a cuspidal PV, which leads a contradiction. 
Theorem 7.31. Let (GL(1)×G1×G2,⊗σ1⊗σ
′
1
) be one of triplets of (III) in Theorem 7.23. Then
there does not exist nontrivial σ′
i
such that (GL(1)
∑
i ki ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+
∑l
i=2 τi ⊗ 1 ⊗ σ
′
i
)
is a cuspidal PV.
Proof. Let (GL(1)×G1×G2,⊗σ1⊗σ
′
1
) be one of (20), (25), (28), (30) in Theorem 7.23. Assume
that (GL(1)2 × G1 × G2, ⊗ σ1 ⊗ σ
′
1
+  ⊗ 1 ⊗ σ′
2
) is a PV, then we have σ2 = Λ
(∗)
1
or spin
representation for (28) by dimension reason. Let H be the generic isotropy subgroup of (GL(1)2 ×
G1 × G2, ⊗ σ1 ⊗ σ
′
1
+  ⊗ 1 ⊗ σ′
2
) and let d and d′ be the minimum of degree of nontrivial
representations of G1 and G2, respectively. Since 1 < 1 + dimH < min {d, d
′}, then the triplets
cannot be cuspidal PVs.
Since the SL(m)-part of the generic isotropy subgroup of (22) (resp. (23), (24), (27), (29)) is
SO(m) by [24], then we obtain l = 2, k2 = 1 and σ
′
2
= Λ
(∗)
1
.
Since the SL(2)-part of the generic isotropy subgroup of (21) (resp. (26)) is SL(2) by [24], then∑
i=2 σ
′
i
= Λ1, 2Λ1, 3Λ1,Λ1 + Λ1,Λ1 + 2Λ1,Λ1 + Λ1 + Λ1. So there does not exist σ
′
i
such that
(GL(1) ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+
∑
i τi ⊗ 1 ⊗ σ
′
i
) is a cuspidal PV. 
Theorem 7.32. Let (GL(1) ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
) be one of triplets of (IV) in Theorem 7.23. If
the triplet (GL(1)
∑
i ki ×G1 ×G2, ⊗ σ1 ⊗ σ
′
1
+
∑
i τi ⊗ σi ⊗ σ
′
i
) is a reduced cuspidal PV, then it
must be equivalent to (GL(1)2 × SL(2) × SL(2), ⊗ 2Λ1 ⊗ Λ1 +  ⊗ 1 ⊗ Λ1,V(3) ⊗ V(2) + V(2)).
Proof. Since the generic isotropy subgroup of (31) is SO(2). We have ρ2 = ⊗1⊗Λ1 or ⊗Λ1⊗1
by dimension reason. One can easy to check that (GL(1)2 × SL(2) × SL(2), ⊗ 2Λ1 ⊗ Λ1 +  ⊗
1 ⊗ Λ1,V(3) ⊗ V(2) + V(2)) is a cuspidal PV. If ρ2 =  ⊗ Λ1 ⊗ 1, then it is castling equivalent to
(GL(1)2 × SL(2), ⊗ 2Λ1 +  ⊗ Λ1,V(3) + V(2)), which is a cuspidal PV by Lemma 7.9.
For triplet (32), since (GL(1)
∑
i ki × SL(5)× SL(8),⊗Λ2 ⊗Λ1 +
∑
i τi ⊗σi ⊗ 1) is a cuspidal PV
if and only if (GL(1)
∑
i ki × SL(5) × SL(2), ⊗Λ2 ⊗Λ1 +
∑
i(τi ⊗σi)
∗ ⊗ 1) is a cuspidal PV. Hence
we have k = 3 and
∑
i σi = Λ1 +Λ
(∗)
1
by the Theorem 7.33. If (GL(1)
∑
i ki ×SL(5)×SL(8),⊗Λ2 ⊗
Λ1 +
∑
i τi ⊗ 1 ⊗ σ
′
i
) is a PV, then we calculate that
∑
i τi ⊗ 1 ⊗ σ
′
i
=  ⊗ 1 ⊗ Λ
(∗)
1
.
Assume that (GL(1)
∑
i ki × SL(9) × SL(2), ⊗ Λ2 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ 1) is a cuspidal PV.
Then (GL(1)
∑
i ki × SL(9) × SL(34), ⊗ Λ∗
2
⊗ Λ1 +
∑
i τi ⊗ σi ⊗ 1) must be a cuspidal PV, which
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contradicts Theorem 7.30. Since the SL(2)-part of generic isotropy subgroup of (33) is SL(2).
This implies that if (GL(1)
∑
i ki × SL(9) × SL(2), ⊗ Λ2 ⊗ Λ1 +
∑
i τi ⊗ 1 ⊗ σ
′
i
) is a PV, then∑
i σ
′
i
= Λ1, 2Λ1, 3Λ1,Λ1 ⊕ Λ1,Λ1 ⊕ 2Λ1,Λ1 ⊕ Λ1 ⊕ Λ1. Hence it cannot be a cuspidal PV.
Assume that (GL(1)
∑
i ki × SL(2m + 1) × SL(2m2 + m − 1), ⊗ Λ2 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ 1) is a
cuspidal PV. Then its castling transform (GL(1)
∑
i ki × SL(2m + 1), ⊗ Λ2 +
∑
i τi ⊗ σi) must be
a cuspidal PV, which contradicts Section 2. By dimension reason, we see that there does not exist
σ′
i
such that (GL(1)
∑
i ki ×SL(2m+ 1)×SL(2m2 +m− 1),⊗Λ2 ⊗Λ1 +
∑
i τi ⊗ 1⊗σ
′
i
) is a cuspidal
PV.
Assume that the triplet (GL(1)
∑
i ki × Spin(7) × SL(7), ⊗ spin⊗Λ1 +
∑
i τi ⊗ σi ⊗ σ
′
i
) is a PV.
Then we conclude that
∑
i τi ⊗σi ⊗σ
′
i
must be of the form of ⊗Λ1 ⊗ 1 or ⊗ 1 ⊗
∑
iΛ
(∗)
1
. Hence
it cannot be a cuspidal PV by dimension reason.
Assume that there exist nontrivial σi such that (GL(1)
∑
i ki × Spin(10) × SL(15), ⊗ spin⊗Λ1 +∑
i τi⊗σi⊗1) is a cuspidal PV. Then its castling transform (GL(1)
∑
i ki×Spin(10),⊗spin+
∑
i τi⊗
σi) must be a cuspidal PV, which leads a contradict. By dimension reason, we see that there does
not exist σ′
i
such that (GL(1)
∑
i ki × Spin(10) × SL(15), ⊗ spin⊗Λ1 +
∑
i τi ⊗ 1 ⊗ σ
′
i
) is a cuspidal
PV. 
Theorem 7.33. Let (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
) be one of triplets of (V) in Theorem 7.23. If
(GL(1)
∑
i ki × G1 × G2, ⊗ σ1 ⊗ σ
′
1
+
∑
i τi ⊗ σi ⊗ σ
′
i
) is a reduced cuspidal PV, then it must be
equivalent to one of the following triplets.
(1) (GL(1)3×SL(5)×SL(2),⊗Λ2⊗Λ1+⊗Λ1⊗1+⊗Λ
∗
1
⊗1,V(10)⊗V(2)+V(5)+V(5))
(2) (GL(1)3 × SL(5) × SL(2), ⊗ Λ2 ⊗ Λ1 + τ2 ⊗ Λ
∗
1
⊗ 1,V(10) ⊗ V(2) + V(2) ⊗ V(5))
Proof. Let (GL(1)×G1×G2,⊗σ1⊗σ
′
1
) be one of (V) in Theorem 7.23. If (GL(1)2×G1×G2,⊗
Λ2 ⊗ Λ1 +  ⊗ σ2 ⊗ σ
′
2
) is a PV, then we have σ2 = 1 or σ
′
2
= 1 by dimension reason.
Now we may assume that (GL(1)
∑
i ki × SL(5)× SL(2),⊗Λ2 ⊗Λ1 +
∑
i τi ⊗σi ⊗ 1) is a PV, we
see that
∑
i σi = Λ
(∗)
1
. Since the generic isotropy subalgebra of (GL(1)×SL(5)×SL(2),⊗Λ2⊗Λ1)
is the form of the following:{
δ ⊕
(
2Λ∗
1
(A) + 2δI3 0
B Λ1(A) − 3δI2
)
⊕ A; A ∈ sl(2), B ∈ M(2, 3)
}
If (GL(1)3×SL(5)×SL(2),⊗Λ2⊗Λ1+τ2⊗Λ1⊗1) is a PV, then we have (GL(1)
2×SL(2), τ2⊗2Λ1)
must be a PV, which leads a contradiction. For (GL(1)3 ×SL(5)×SL(2),⊗Λ2⊗Λ1+τ2⊗Λ
∗
1
⊗1)
with τ2 =
(
a b
0 a
)
, we calculate that the generic isotropy subalgebra at


0 0 I2
0 0 0
−I2 0 0
 ,

0 0 0
0 0 −I2
0 I2 0
 , e2 + e4, e5

is zero, so it is a cuspidal PV. From Lemma [15, P. 382, Theorem 2.7], we see that (GL(1)3 ×
SL(5) × SL(2), ⊗ Λ2 ⊗ Λ1 + τ2 ⊗ Λ
∗
1
⊗ 1) with τ2 =
(
a 0
0 b
)
and (GL(1)3 × SL(5) × SL(2), ⊗
Λ2 ⊗ Λ1 +  ⊗ Λ1 ⊗ 1 +  ⊗ Λ
∗
1
⊗ 1) are cuspidal PVs.
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Since the prehomogeneity of (GL(1)
∑
i ki × SL(5) × SL(9), ⊗ Λ2 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ 1) is
equivalent to that of (GL(1)
∑
i ki × SL(5), ⊗ Λ2 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ 1). We see that
∑
i σi =
Λ
(∗)
1
,Λ∗
2
,Λ
(∗)
1
+Λ
(∗)
1
,Λ∗
2
+Λ1. If (GL(1)
∑
i ki × SL(5)× SL(9),⊗Λ2 ⊗Λ1 +
∑
i τi ⊗ 1⊗σ
′
i
) is a PV,
then we have
∑
i σ
′
i
= Λ
(∗)
1
by dimension reason. Therefore, we conclude that there does not exist
σi or σ
′
i
such that (GL(1)
∑
i ki × SL(5) × SL(9), ⊗ Λ2 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ σ
′
i
) is a cuspidal PV.
Since (GL(1)
∑
i ki×SL(7)×SL(2),⊗Λ2⊗Λ1+
∑
i τi⊗σi⊗1) is castling equivalent to (GL(1)
∑
i ki×
SL(7)×SL(19),⊗Λ2⊗Λ1+
∑
i τi⊗σi⊗1). We have
∑
i σi = Λ
(∗)
1
. If (GL(1)
∑
i ki×SL(7)×SL(2),⊗
Λ2⊗Λ1+
∑
i τi⊗1⊗σ
′
i
) is a PV, then we see that
∑
i σi = Λ1, 2Λ1, 3Λ1,Λ1+Λ1,Λ1+2Λ1,Λ1+Λ1+
Λ1. From [15, P. 386, Theorem 2.11], we know that (GL(1)
∑
i ki×SL(7)×SL(2),⊗Λ2⊗Λ1+⊗Λ1⊗
1+
∑
i τi⊗1⊗σ
′
i
) is not a PV, and if (GL(1)
∑
i ki×SL(7)×SL(2),⊗Λ2⊗Λ1+⊗Λ
∗
1
⊗1+
∑
i τi⊗1⊗σ
′
i
)
is a PV, then
∑
i σ
′
i
= Λ1.
Assume that (GL(1)
∑
i ki × SL(7) × SL(20), ⊗ Λ2 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ 1) is a PV, then we see
that
∑
i σi = Λ
(∗)
1
,Λ∗
1
,Λ
(∗)
1
+Λ
(∗)
1
,Λ
(∗)
1
+Λ
(∗)
1
+Λ
(∗)
1
. If (GL(1)
∑
i ki × SL(7) × SL(20), ⊗Λ2 ⊗Λ1 +∑
i τi ⊗ 1 ⊗ σi) is a PV, then we obtain
∑
σi = Λ1. If (GL(1)
∑
i ki × SL(7) × SL(20), ⊗ Λ2 ⊗ Λ1 +
 ⊗ 1 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ 1) is a PV, then we have
∑
i σi = Λ1. 
Lemma 7.34. Let (GL(1)k ×G1 ×G2, ρ,V) be one of the following triplets. Then it is not a PV.
(1) (GL(1)2 × SO(n) × SL(m),Λ1 ⊗ Λ1 + Λ1 ⊗ Λ
(∗)
1
)
(2) (GL(1)2 × SO(n) × SL(m),Λ1 ⊗ Λ1 + Λ1 ⊗ 1)
(3) (GL(1)2 × SO(n) × SL(m),Λ1 ⊗ Λ1 + 1 ⊗ Λ1)
Theorem 7.35. Let (GL(1)
∑
i ki × SO(n) × SL(m), ⊗ Λ1 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ σ
′
i
) be a reduced
cuspidal PV, then it is equivalent to one of the following triplets.
(1) (GL(1)2 × SL(4) × SL(2), ⊗ Λ2 ⊗ Λ1 +  ⊗ Λ1 ⊗ Λ1,V(6) ⊗ V(2) + V(4) ⊗ V(2))
(2) (GL(1)3 ×Sp(2)×SL(2),⊗Λ2 ⊗Λ1+⊗Λ1⊗ 1+⊗ 1⊗Λ1,V(5)⊗V(2)+V(4)+V(2))
(3) (GL(1)3 ×Sp(2)×SL(4),⊗Λ2 ⊗Λ1+⊗Λ1⊗ 1+⊗ 1⊗Λ1,V(5)⊗V(4)+V(4)+V(4))
(4) (GL(1)3 × SL(2) × SL(2) × SL(2), ⊗ Λ1 ⊗ Λ1 ⊗ Λ1 +  ⊗ Λ1 ⊗ 1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ 1)
Proof. Note that the triplet (SO(3) ×GL(1),Λ1 ⊗) is castling equivalent to (SO(3) ×GL(2),Λ1 ⊗
Λ1) ≃ (SL(2) × GL(2), 2Λ1 ⊗ Λ1), which has been observed in Theorem 7.32.
For n = 4, we have (SO(4) × GL(m),Λ1 ⊗ Λ1) ≃ (SL(2) × SL(2) × GL(m),Λ1 ⊗ Λ1 ⊗ Λ1).
If m = 3, then it is castling-equivalent to (SO(4) × GL(1),Λ1 ⊗ ). Since the generic isotropy
subgroup of (SL(2) × SL(2) × GL(2),Λ1 ⊗ Λ1 ⊗ Λ1) is {A1 × A4 × (A
−1
1
)t |A1, A4 ∈ SO(2)}. We see
that (GL(1)3 × SL(2)× SL(2)× SL(2),⊗Λ1 ⊗Λ1 ⊗Λ1 +⊗Λ1 ⊗ 1⊗ 1+⊗ 1⊗Λ1 ⊗ 1) is a PV.
For n = 5, we have (SO(5) × GL(m),Λ1 ⊗ Λ1) ≃ (Sp(2) × GL(m),Λ2 ⊗ Λ1)(2 ≤ m ≤ 4).
If (GL(1)2 × Sp(2) × SL(m), ⊗ Λ2 ⊗ Λ1 +  ⊗ σ2 ⊗ σ
′
2
) is a PV, then we have σ2 = 1 or
σ′
2
= 1 by dimension reason. In particular, we see that σ2 = Λ1, or σ
′
2
= Λ
(∗)
1
. Assume that
(GL(1)
∑
i ki × Sp(2) × SL(m), ⊗Λ2 ⊗Λ1 + τ2 ⊗Λ1 ⊗ 1 + τ3 ⊗ 1 ⊗Λ
(∗)
1
) is a cuspidal PV. Then we
get k2 = k3 = 1 and hence there are only two possibilities as follows:
(1) (GL(1)3 ×Sp(2)×SL(2),⊗Λ2 ⊗Λ1+⊗Λ1⊗1+⊗1⊗Λ1,V(5)⊗V(2)+V(4)+V(2)),
(2) (GL(1)3×Sp(2)×SL(4),⊗Λ2⊗Λ1+⊗Λ1⊗1+⊗1⊗Λ
(∗)
1
,V(5)⊗V(4)+V(4)+V(4)).
Thanks to [15, P. 387, Theorem 2.13] and [15, P. 394, Theorems 2.24], we know that they are PVs.
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For n = 6, we have (SO(6) × GL(m),Λ1 ⊗ Λ1) ≃ (SL(4) × GL(m),Λ2 ⊗ Λ1). Assume that
(GL(1)2 × SL(4) × SL(m), ⊗ Λ2 ⊗ Λ1 +  ⊗ σ2 ⊗ σ
′
2
)(σ2, σ
′
2
, 1) is a PV. We conclude that
m = 2 and σ2 = σ
′
2
= Λ1 by dimension reason and it is a cuspidal PV by [15, P. 388, Theorem
2.14]. Now assume that (GL(1)
∑
i ki × SL(4)× SL(m),⊗Λ2 ⊗Λ1 +
∑
i τi ⊗σi ⊗ 1+
∑
j τ j ⊗ 1⊗σ
′
j
)
is a cuspidal PV, then we have σi , Λ2 by Lemma 7.34. Since the SL(m)-part of generic isotropy
subgroup of (SO(6)×GL(m),Λ1 ⊗Λ1) is SO(m). It suffices to figure out that
∑
j σ
′
j
= Λ
(∗)
1
. Thus it
cannot be a cuspidal PV for m = 3, 4, 5 by dimension reason. Since the generic isotropy subgroup
of (GL(1) × SO(6) × GL(2), 1 ⊗ Λ1 ⊗ Λ1 +  ⊗ 1 ⊗ Λ1) is SO(4). If the triplet is a cuspidal PV for
m = 2, then (GL(1)
∑
i=3 ki ×SO(4),
∑
i=3 τi⊗σi) must be a cuspidal PV, which leads a contradiction.
Thus we have σ′
j
= 1. One easily checks that σi , 2Λ1 for m = 2, 3, 4 by dimension reason and
hence σi = Λ
(∗)
1
. For m = 5, it is castling equivalent to (GL(1)
∑
i ki × SL(4), ⊗ Λ2 +
∑
i τi ⊗ σi),
which cannot be a cuspidal PV. For m = 3, since the SL(4)-part of the generic isotropy subgroup
of (SL(4) × GL(3),Λ2 ⊗ Λ1) is SO(4). It follows that
∑
i σ
′
i
= Λ
∗
1
. For m = 2, 4, it cannot be a
cuspidal PV by dimension reason.
For n = 7, Assume that (GL(1)
∑
i ki × Spin(7) × SL(m), ⊗ Λ1 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ σ
′
i
)(2 ≤
m ≤ 6) is a cuspidal PV. Then we have σi = 1 or σ
′
i
= 1 by dimension reason. Since the
GL(m)-part of the generic isotropy subgroup of (SO(7) × GL(m),Λ1 ⊗ Λ1) is SO(m). we know
that σ′
i
= Λ
(∗)
1
. Furthermore, since the generic isotropy subgroup of (Spin(7) × GL(1),Λ1 ⊗ ) is
(G2). we have σi = spin for m = 2, 5, 6 by Lemma 7.34. Then the only possibility is (GL(1)
3 ×
Spin(7) × SL(5), ⊗ Λ1 ⊗ Λ1 +  ⊗ spin⊗1 +  ⊗ 1 ⊗ Λ
(∗)
1
), which is not a PV. Otherwise,
(GL(1)2× (G2)×SL(5),⊗Λ2⊗Λ1+⊗1⊗Λ
(∗)
1
) must be a cuspidal PV, which is a contradiction.
Assume that (GL(1)2 × Spin(8) × SL(m), ⊗ Λ1 ⊗ Λ1 +  ⊗ σ2 ⊗ σ
′
2
)(2 ≤ m ≤ 7) is a PV.
We conclude that σ2 = spin, σ
′
2
= 1 for m , 4 or σ2 = 1, σ
′
2
= Λ
(∗)
1
. If (GL(1)
∑
i ki × Spin(8) ×
SL(m), ⊗ Λ1 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ σ
′
i
) is a cuspidal PV, then the only possibility is (GL(1)4 ×
Spin(8) × SL(7), ⊗ Λ1 ⊗ Λ1 + τ2 ⊗ spin⊗1), which is not a cuspidal PV. Otherwise, (GL(1)
3 ×
Spin(7), τ2 ⊗ spin,V(3) ⊗ V(8)) must be a cuspidal PV, which contradicts Lemma 7.17.
If (GL(1)2 × Spin(10) × SL(m), ⊗ Λ1 ⊗ Λ1 +  ⊗ σ2 ⊗ σ
′
2
)(2 ≤ m ≤ 9) is a PV, then we see
that σ2 = spin, σ
′
2
= 1 for m , 5 or σ2 = 1, σ
′
2
= Λ
(∗)
1
by [15, P. 382, Theorem 2.7]. Assume that
(GL(1)
∑
i ki × Spin(10) × SL(m), ⊗ Λ1 ⊗ Λ1 + τ2 ⊗ spin⊗1 + τ3 ⊗ 1 ⊗ Λ
(∗)
1
)(2 ≤ m ≤ 9) is a PV,
then we have k2 ≤ 2 and k3 ≤ 1 by [12]. Hence by dimension reason, we calculate that there does
not exist σi, σ
′
i
such that it is a cuspidal PV. Similarly, we get the same result for n = 12.
For n = 9, 11 or n ≥ 13, if (GL(1)2 × SO(n) × SL(m), ⊗ Λ1 ⊗ Λ1 +  ⊗ σ2 ⊗ σ
′
2
)(2 ≤ m ≤ n)
is a PV, then we have σ2 = 1 and σ
′
2
= Λ
(∗)
1
by [12]. Then we get the assertion by dimension
reason. 
Lemma 7.36. The triplet (Sp(n) ×GL(2m) ×GL(2),Λ1 ⊗Λ1 ⊗ 1 + Λ1 ⊗ 1 ⊗Λ1,V(2n) ⊗ V(2m) +
V(2n) ⊗ V(2)) is not a PV.
Proof. We identify V(2n) ⊗ V(2m) + V(2n) ⊗ V(2) with M(2n, 2m) + M(2n, 2). Then the action is
given by x → (AX1B
t, AX1C
t) for g = (A, B,C) ∈ Sp(n) × GL(2m) × GL(2) and x = (X1, X2) ∈
M(2n, 2m) + M(2n, 2). Let X = (X1, X2) ∈ M(2n, 2m + 2). Then a rational function f (x) =
Pf(Xt
1
JX1).Pf(X
t
2
JX2).Pf(X
t
JX)−1 is a nonconstant absolute invariant. 
52 XIAOMEI YANG AND FUHAI ZHU
Lemma 7.37. The triplet (GL(1)4 × Sp(n) × SL(2m + 1), ⊗ Λ1 ⊗ Λ1 + τ2 ⊗ Λ1 ⊗ 1) is not a PV.
Proof. Since the GL(3)-part of the generic isotropy subalgebra of (GL(1) × Sp(n) × SL(2m + 1) ×
GL(3), ⊗Λ1 ⊗Λ1 ⊗ 1+ 1 ⊗Λ1 ⊗ 1 ⊗Λ1) is given by

d11 0 0
0 d22 d23
d31 d32 −d22
 .We see that our triplet
is not a PV. 
Lemma 7.38. The triplet (GL(1)4 × Sp(n)× SL(2m+ 1),⊗Λ1 ⊗Λ1 + τ2 ⊗Λ1 ⊗ 1+⊗ 1⊗Λ
(∗)
1
)
is not a PV.
Proof. Since the GL(2)-part of the generic isotropy subalgebra of (GL(1)2 × Sp(n) × SL(2m + 1) ×
GL(2), ⊗ (Λ1 ⊗Λ1 + 1 ⊗Λ
(∗)
1
) ⊗ 1 + 1 ⊗Λ1 ⊗ 1 ⊗Λ1) is isomorphic to GL(1). It implies that our
triplet is not a PV. 
Theorem 7.39. Let (GL(1)
∑
i ki × Sp(n) × SL(m), ⊗ Λ1 ⊗ Λ1 +
∑
i τi ⊗ σi ⊗ σ
′
i
)(2n > m) be a
cuspidal PV, then it is equivalent to one of the followings triplets.
(1) (GL(1)2 × SL(2) × SL(2), ⊗ Λ1 ⊗ Λ1 +  ⊗ 1 ⊗ 3Λ1)
(2) (GL(1)3 × SL(2) × SL(2), ⊗ Λ1 ⊗ Λ1 +  ⊗ 1 ⊗ (2Λ1 + Λ1))
(3) (GL(1)3 × SL(2) × SL(2), ⊗ Λ1 ⊗ Λ1 +  ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ 2Λ1)
(4) (GL(1)4 × Sp(2) × SL(3), ⊗ Λ1 ⊗ Λ1 +  ⊗ Λ1 ⊗ 1 + τ3 ⊗ 1 ⊗ Λ1)
Proof. Assume that (GL(1)2×Sp(n)×SL(m),⊗Λ1⊗Λ1+⊗σ2⊗σ
′
2
)(2n > m) is a PV, then we have
σ2 = 1 or σ
′
2
= 1 by [15, P. 391, Lemma 2.17]. In particular, we have σ2 = Λ1,Λ2(n = 2),Λ3(n =
3). From [17, P. 665, Lemma 4.6], we know that (GL(1)2×Sp(2)×SL(2),⊗Λ1⊗Λ1+⊗Λ2⊗1)
is not a PV. For (GL(1)3 × Sp(2) × SL(3), ⊗ Λ1 ⊗ Λ1 +  ⊗ Λ2 ⊗ 1 +  ⊗ Λ1 ⊗ 1), if it is a PV,
then (GL(1)3 × Sp(2), ⊗ Λ1 +  ⊗ Λ2 +  ⊗ Λ1) must be a PV, which contradicts Lemma 7.19.
Assume that (GL(1)1+k2 ×Sp(3)×SL(m),⊗Λ1⊗Λ1+τ2⊗Λ3⊗1) is a PV, then we have k2 ≤ 1 by
dimension reason. Furthermore, we conclude that (GL(1)2×Sp(3)×SL(m),⊗Λ1⊗Λ1+⊗Λ3⊗1)
is not a PV for m = 2, 3, 4 by [15, P. 392, Lemma 2.19]. Let H be the generic isotropy subgroup of
(GL(1)2 × Sp(3)× SL(5),⊗Λ1 ⊗Λ1 +⊗Λ3 ⊗ 1). Since dimH = 3. It cannot be a cuspidal PV.
Assume that (GL(1)1+k2 × Sp(n) × SL(2m), ⊗ Λ1 ⊗ Λ1 + τ2 ⊗ Λ1 ⊗ 1) is a PV. Then we
have k2 = 1 by Lemma 7.36. Now assume that (GL(1)
∑
i ki × Sp(n) × SL(2m), ⊗ Λ1 ⊗ Λ1 +∑
i τi ⊗ 1 ⊗ σ
′
i
) is a PV. Then (GL(1)
∑
i ki × SL(m), ⊗ Λ2 +
∑
i τi ⊗ σ
′
i
) must be a PV. Hence
we have
∑
i σ
′
i
= Λ
(∗)
1
, 2Λ1(m = 1), 3Λ1(m = 1),Λ
(∗)
1
+ Λ
(∗)
1
, 2Λ1 + Λ1(m = 1),Λ
(∗)
1
+ Λ
(∗)
1
+ Λ
(∗)
1
.
Since (GL(1)
∑
i=1 ki × Sp(n) × SL(2m), ⊗ Λ1 ⊗ Λ1 +  ⊗ Λ1 ⊗ 1 +
∑
i τi ⊗ 1 ⊗ σ
′
i
) is equivalent to
(GL(1)
∑
i=1 ki × SL(2m), ⊗ Λ2 +  ⊗ Λ1 +
∑
i τi ⊗ σ
′
i
). We conclude that
∑
i σ
′
i
= Λ
(∗)
1
, 2Λ1(m =
1),Λ
(∗)
1
+ Λ
(∗)
1
. By dimension reason, we get the cuspidal PVs as follows:
(1) (GL(1)2 × Sp(1) × SL(2), ⊗ Λ1 ⊗ Λ1 +  ⊗ 1 ⊗ 3Λ1)
(2) (GL(1)3 × Sp(1) × SL(2), ⊗ Λ1 ⊗ Λ1 +  ⊗ 1 ⊗ (2Λ1 + Λ1))
(3) (GL(1)3 × Sp(1) × SL(2), ⊗ Λ1 ⊗ Λ1 +  ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ 2Λ1)
Assume that (GL(1)1+k2 × Sp(n) × SL(2m + 1), ⊗ Λ1 ⊗ Λ1 + τ2 ⊗ Λ1 ⊗ 1) is a PV. Then we
have k2 ≤ 2 by Lemma 7.37. Now assume that (GL(1)
∑
i=1 ki × Sp(n) × SL(2m + 1), ⊗ Λ1 ⊗ Λ1 +∑
i τi ⊗ 1 ⊗ σ
′
i
) is a PV. Then (GL(1)
∑
i=1 ki × SL(2m + 1), ⊗ Λ2 +
∑
i τi ⊗ σ
′
i
) must be a PV.
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Hence we have
∑
i σ
′
i
= Λ
(∗)
1
,Λ2, 2Λ1(m = 1),Λ
(∗)
1
+Λ
(∗)
1
,Λ2 +Λ
∗
1
(m = 2),Λ
(∗)
1
+Λ
(∗)
1
+Λ
(∗)
1
. Since
(GL(1)
∑
i=1 ki × Sp(n) × SL(2m + 1), ⊗ Λ1 ⊗ Λ1 +  ⊗ Λ1 ⊗ 1 + 1 ⊗
∑
i τi ⊗ σ
′
i
) is equivalent to
(GL(1)
∑
i=1 ki×SL(2m+1),⊗Λ2+⊗Λ1+
∑
i τi⊗σ
′
i
). We conclude that
∑
i σ
′
i
= Λ
(∗)
1
, (Λ1+Λ1)
(∗).
By dimension reason, we get the cuspidal PV as follows:
(1) (GL(1)4 × Sp(2) × SL(3), ⊗ Λ1 ⊗ Λ1 +  ⊗ Λ1 ⊗ 1 + τ3 ⊗ 1 ⊗ Λ1)

Theorem 7.40. Let (GL(1)
∑
i=1 ki ×G1 ×G2,
∑
i τi ⊗ σi ⊗ σ
′
i
) be a reduced cuspidal PV. Then it is
equivalent to one of the following triplets:
(1) (GL(1)2 × SL(2) × SL(2), ⊗ 2Λ1 ⊗ Λ1 +  ⊗ Λ1 ⊗ 1,V(3) ⊗ V(2) + V(2))
(2) (GL(1)3 × SL(5) × SL(2), ⊗ Λ2 ⊗ Λ1 +  ⊗ (Λ
∗
1
+ Λ1) ⊗ 1,V(10) ⊗ V(2) + V(5) + V(5))
(3) (GL(1)3 × SL(5) × SL(2), ⊗ Λ2 ⊗ Λ1 + τ2 ⊗ Λ
∗
1
⊗ 1,V(10) ⊗ V(2) + V(2) ⊗ V(5))
(4) (GL(1)2 × SL(4) × SL(2), ⊗ Λ2 ⊗ Λ1 +  ⊗ Λ1 ⊗ Λ1,V(6) ⊗ V(2) + V(4) ⊗ V(2))
(5) (GL(1)3 ×Sp(2)×SL(2),⊗Λ2 ⊗Λ1+⊗Λ1⊗ 1+⊗ 1⊗Λ1,V(5)⊗V(2)+V(4)+V(2))
(6) (GL(1)3 ×Sp(2)×SL(4),⊗Λ2 ⊗Λ1+⊗Λ1⊗ 1+⊗ 1⊗Λ1,V(5)⊗V(4)+V(4)+V(4))
(7) (GL(1)2 × SL(2) × SL(2), ⊗ Λ1 ⊗ Λ1 +  ⊗ 1 ⊗ 3Λ1,V(2) ⊗ V(2) + V(4))
(8) (GL(1)3 × SL(2) × SL(2), ⊗ Λ1 ⊗ Λ1 +  ⊗ 1 ⊗ (2Λ1 + Λ1),V(2) ⊗ V(2) + V(2) + V(3))
(9) (GL(1)3×SL(2)×SL(2),⊗Λ1⊗Λ1+⊗Λ1⊗1+⊗1⊗2Λ1,V(2)⊗V(2)+V(2)+V(3))
(10) (GL(1)4×Sp(2)×SL(3),⊗Λ1⊗Λ1+⊗Λ1⊗1+τ3⊗1⊗Λ
(∗)
1
,V(4)⊗V(3)+V(4)+V(2)⊗V(3))
7.3. Cuspidal PVs for reductive Lie algebras with 3-simple Levi factors. In this section, we
compute 3-simple cuspidal PVs of nontrivial type. From the Definition 5.1, it is obvious that such
PVs can be expressed in two forms as follows:
(a) (GL(1)
∑
i ki×G1×G2×G3, τ1⊗σ1⊗σ
′
1
⊗1+τ2⊗1⊗σ
′
2
⊗σ′′
2
+ρ3+· · ·+ρl)(σ1, σ
′
1
, σ′
2
, σ′′
2
, 1).
(b) (GL(1)
∑
i ki ×G1 ×G2 ×G3, τ1 ⊗ σ1 ⊗ σ
′
1
⊗ σ′′
1
+ ρ2 + · · · + ρl)(σ1, σ
′
1
, σ′′
1
, 1).
Obviously, the first form depends on the result of Section 5.2. So we get the following theorem.
Theorem 7.41. Let (GL(1)
∑
i ki ×G1 ×G2 ×G3, τ1 ⊗ σ1 ⊗ σ
′
1
⊗ 1 + τ2 ⊗ 1 ⊗ σ
′
2
⊗ σ′′
2
+ ρ3 + · · · +
ρl)(σ1, σ
′
1
, σ′
2
, σ′′
2
, 1) be a reduced PV. Then the triplets (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
) and
(GL(1) ×G2 ×G3, ⊗ σ
′
2
⊗ σ′′
2
) must be equivalent to one of the following triplets:
(I) (1) (SL(5) × GL(4),Λ2 ⊗ Λ1,V(10) ⊗ V(4))
(2) (SL(5) × GL(6),Λ2 ⊗ Λ1,V(10) ⊗ V(6))
(3) (SL(2m) × GL(m(2m − 1) − 1),Λ2 ⊗ Λ1,V(m(2m − 1)) ⊗ V(m(2m − 1) − 1))(m ≥ 3)
(4) (Spin(7) × GL(7), spin⊗Λ1,V(8) ⊗ V(7))
(5) (Spin(9) × GL(15), spin ⊗Λ1,V(16) ⊗ V(15))
(6) (E6 × GL(25),Λ1 ⊗ Λ1,V(27) ⊗ V(25))
(7) (E6 × GL(26),Λ1 ⊗ Λ1,V(27) ⊗ V(26))
(8) (E7 × GL(55),Λ1 ⊗ Λ1,V(56) ⊗ V(55))
(9) (E6 × GL(2),Λ1 ⊗ Λ1,V(27) ⊗ V(2))
(II) (10) (SO(n) × GL(2),Λ1 ⊗ Λ1,V(n) ⊗ V(2))(n > 2)
(11) (Spin(7) × GL(2), spin ⊗Λ1,V(8) ⊗ V(2))
(12)((G2) × GL(2),Λ2 ⊗ Λ1,V(7) ⊗ V(2))
(13) (Sp(n) × GL(2),Λ1 ⊗ 2Λ1,V(2n) ⊗ V(3))
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(14) (SL(2) × GL(2), 2Λ1 ⊗ Λ1,V(3) ⊗ V(2))
(15) (SL(6) × GL(2),Λ2 ⊗ Λ1,V(15) ⊗ V(2))
(II’) (16) (Spin(7) × GL(6), spin ⊗Λ1,V(8) ⊗ V(6))
(17) ((G2) × GL(5),Λ2 ⊗ Λ1,V(7) ⊗ V(5))
(18) (SL(6) × GL(13),Λ2 ⊗ Λ1,V(15) ⊗ V(13))
(III) (19) (Spin(10) × GL(2), spin⊗Λ1,V(16) ⊗ V(2))
(20) (SL(2n + 1) × GL(2),Λ2 ⊗ Λ1,V(n(2n + 1)) ⊗ V(2))
(21) (Sp(n) × GL(2),Λ1 ⊗ Λ1,V(2n) ⊗ V(2))(n > 1)
(III’) (22) (Spin(10) × GL(14), spin ⊗Λ1,V(16) ⊗ V(14))
(23) (SL(2n + 1) × GL(n(2n + 1) − 2),Λ2 ⊗ Λ1,V(n(2n + 1)) ⊗ V(n(2n + 1) − 2))
(IV) (24) (SL(5) × GL(3),Λ2 ⊗ Λ1,V(10) ⊗ V(3))
(25) (Spin(7) × GL(3), spin ⊗Λ1,V(8) ⊗ V(3))
(26) (Spin(10) × GL(3), spin⊗Λ1,V(16) ⊗ V(3))
(27) (SO(n) × GL(m),Λ1 ⊗ Λ1,V(n) ⊗ V(m))(n > m > 2)
(28) (Sp(n) × GL(m),Λ1 ⊗ Λ1,V(2n) ⊗ V(2m))(2n > m > 2)
(IV’) (29) (SL(5) × GL(7),Λ2 ⊗ Λ1,V(10) ⊗ V(7))
(30) (Spin(7) × GL(5), spin ⊗Λ1,V(8) ⊗ V(5))
(31) (Spin(10) × GL(13), spin ⊗Λ1,V(16) ⊗ V(13))
(V) (32) (SL(4) × GL(5),Λ2 ⊗ Λ1,V(6) ⊗ V(5)
(33) (SL(2m + 1) × GL(2m2 + m − 1),Λ2 ⊗ Λ1,V(m(2m + 1)) ⊗ V(2m
2
+ m − 1))
(34) (Spin(10) × GL(15), spin ⊗Λ1,V(16) ⊗ V(15))
(35) (Spin(12) × GL(31), spin ⊗Λ1,V(32) ⊗ V(31))
(36)((G2) × GL(6),Λ2 ⊗ Λ1,V(7) ⊗ V(6))
Theorem 7.42. Let (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
) or (GL(1) × G2 × G3, ⊗ σ
′
2
⊗ σ′′
2
) be one
of triplets of (I) in Theorem 7.41. Then there does not exist ρi such that (GL(1)
∑
i ki × G1 × G2 ×
G3, ⊗ σ1 ⊗ σ
′
1
⊗ 1 +  ⊗ 1 ⊗ σ′
2
⊗ σ′′
2
+
∑
i ρi,V) is a cuspidal PV.
Proof. We have already known that cases (1), (2) are cuspidal PVs. For other cases, since the
generic isotropy subgroup of (3) (resp. (4), (5), (6), (7), (8), (9)) is Sp(m)(m ≥ 3) (resp. (G2), Spin(7), SO(8), SO(8), F4, E6).
We conclude that they cannot be cuspidal PVs by Theorem 7.40. 
Lemma 7.43. Let (G1 × GL(2), σ1 ⊗ σ
′
1
) and (G3 × GL(2), σ
′′
2
⊗ σ′
2
) be one of the PVs of (II) in
Theorem 7.41. Then the triplet (GL(1)2 ×G1 × SL(2) ×G3, ⊗σ1 ⊗ σ
′
1
⊗ 1 +  ⊗ 1 ⊗ σ′
2
⊗ σ′′
2
) is
not a PV.
Lemma 7.44. Let (GL(1)×G1×G2,⊗σ1⊗σ
′
1
) be one of the PVs of (IV) in Theorem 7.41. Then
the triplet (GL(1)
∑
i ki ×G1 ×G2 ×G3,⊗σ1 ⊗σ
′
1
⊗ 1+
∑
i ρi) cannot be a cuspidal PV for any G3
and ρi.
Proof. Assume that (GL(1)2 × Sp(n) × SL(m) ×G3, ⊗ Λ1 ⊗ Λ1 ⊗ 1 + ρ2) is a PV, we know that
ρ2 = ⊗1⊗σ
′
2
⊗σ′′
2
or ⊗Λ1⊗1⊗σ
′′
2
. For the first case, we see that (GL(1)2×SL(m)×G3,∧
2(⊗
Λ1 ⊗ 1) +  ⊗ σ
′
2
⊗ σ′′
2
) must be a PV. Therefore, the there are possibilities as follows:
(1) (GL(1)2 × SL(5) × SL(3) × Sp(n), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
1
⊗ Λ1)
(2) (GL(1)2 × Spin(7) × SL(3) × Sp(n), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
1
⊗ Λ1)
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(3) (GL(1)2 × Spin(10) × SL(3) × Sp(n), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
1
⊗ Λ1)
(4) (GL(1)2 × Sp(n1) × SL(m) × Sp(n2), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
1
⊗ Λ1)(2n1, 2n2 > m)
(5) (GL(1)2 × Sp(n) × SL(m1) × SL(m2), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ Λ1 ⊗ 1 ⊗ Λ
(∗)
1
)(2n > m1,m2)
(6) (GL(1)2 × Sp(n) × SL(5) × SL(4), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
1
⊗ Λ2)(2n > 5)
(7) (GL(1)2 × Sp(n) × SL(4) × SL(5), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ2 ⊗ Λ
(∗)
1
)(2n > 4)
(8) (GL(1)2×Sp(n)×SL(2m+1)×SL(2m2+m−1),⊗Λ1⊗Λ1⊗1+⊗1⊗Λ
(∗)
2
⊗Λ
(∗)
1
)(2n > 2m+1)
For case (1), if the triplet (GL(1)3 × SL(5) × SL(3) × Sp(n), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ Λ
(∗)
1
⊗ 1 ⊗
Λ1 + ρ3) is a PV, then we conclude that ρ3 must be of the form of  ⊗ σ3 ⊗ 1 ⊗ σ
′′
3
. If ρ3 =
 ⊗ Λ
(∗)
1
⊗ 1 ⊗ Λ1, then it is not a PV for n < 5. Assume that it is a PV for n ≥ 5. This
shows that (GL(1)3 × SL(5) × SL(3), ⊗ Λ2 ⊗ Λ1 +  ⊗ 1 ⊗ Λ
(∗)
2
+  ⊗ Λ
(∗)
2
⊗ 1) must be a PV,
which is a contradiction. If ρ3 = 1 ⊗ 1 ⊗ Λ1, then its prhomogeneity is equivalent to that of
(GL(1)3 × SL(5) × SL(3), ⊗ Λ2 ⊗ Λ1 +  ⊗ 1 ⊗ Λ
(∗)
1
+  ⊗ 1 ⊗ Λ
(∗)
2
), which is not a PV. If
ρ3 = Λ
(∗)
1
⊗ 1 ⊗ 1, then (GL(1)3 × SL(5) × SL(3), ⊗ Λ2 ⊗Λ1 +  ⊗ Λ
(∗)
1
⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
2
) must
be a PV, which leads a contradiction.
For case (2), if (GL(1)3 × Spin(7) × SL(3) × Sp(n), ⊗ spin⊗Λ1 ⊗ 1 +⊗ 1 ⊗Λ
(∗)
1
⊗Λ1 + ρ3) is
a PV, then from Lemma 7.27 we know that ρ3 =  ⊗ 1 ⊗ Λ
(∗)
1
⊗ 1 or  ⊗ 1 ⊗ 1 ⊗ Λ1. This implies
that (GL(1)3 × Spin(7) × SL(3), ⊗ spin⊗Λ1 +  ⊗ 1 ⊗ Λ
(∗)
2
+  ⊗ 1 ⊗ Λ
(∗)
2
) must be a PV, which
is a contradiction. Using the same reason, we conclude that the case (3) cannot be a cuspidal PV.
Assume that (GL(1)
∑
i ki × Sp(n1)× SL(m)× Sp(n2),⊗Λ1 ⊗Λ1 ⊗ 1+⊗ 1⊗Λ
(∗)
1
⊗Λ1 +
∑
i ρi)
is a cuspidal PV, then by Lemma 7.36 and Lemma 7.37 we see that ρi must be of the form of
⊗Λ1⊗1⊗1,⊗1⊗σ
′
i
⊗1,⊗1⊗1⊗Λ1. It implies that (GL(1)
∑
i ki×SL(m),⊗Λ2+⊗Λ
(∗)
2
+
∑
i τi⊗σ
′
i
)
must be a cuspidal PV by [24, P. 40, Proposition 13], which leads a contradiction. By the same
argument, we know that the cases (5), (6), (7), (8) cannot be cuspidal PVs.
Assume that (GL(1)2 × SO(n) × SL(m) × G3, ⊗ Λ1 ⊗ Λ1 ⊗ 1 + ρ2) is a PV, we know that
ρ2 =  ⊗ 1 ⊗ σ
′
2
⊗ σ′′
2
or  ⊗ σ2 ⊗ 1 ⊗ σ
′′
2
. For the first case, we see that (GL(1)2 × SL(m) ×
G3, S
2( ⊗ Λ1 ⊗ 1) +  ⊗ σ
′
2
⊗ σ′′
2
) must be a PV. Therefore, there are possibilities as follows:
(1) (GL(1)2×SO(n)×SL(2m+1)×SL(2m2+m−1),⊗Λ1⊗Λ1⊗1+⊗1⊗Λ
(∗)
2
⊗Λ
(∗)
1
)(n > 2m+1)
(2) (GL(1)2 × Spin(7) × SL(m) × SL(5), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ spin⊗1 ⊗ Λ
(∗)
1
)(1 < m < 7)
(3) (GL(1)2 × Spin(10) × SL(m) × SL(13),Λ1 ⊗ Λ1 ⊗ 1 + spin⊗1 ⊗ Λ
(∗)
1
)(1 < m < 10)
(4) (GL(1)2 × Spin(10) × SL(m) × SL(15), ⊗Λ1 ⊗Λ1 ⊗ 1 +  ⊗ spin⊗1 ⊗Λ
(∗)
1
)(1 < m < 10)
(5) (GL(1)2 × Spin(12) × SL(m) × SL(31), ⊗Λ1 ⊗Λ1 ⊗ 1 +  ⊗ spin⊗1 ⊗Λ
(∗)
1
)(1 < m < 12)
(6) (GL(1)2 × SO(n) × SL(m1) × SL(m2), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ Λ1 ⊗ 1 ⊗ Λ
(∗)
1
)(n > m1,m2)
If the triplet (GL(1)
∑
i ki × SO(n) × SL(2m + 1) × SL(2m2 + m − 1), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗
Λ
(∗)
2
⊗ Λ
(∗)
1
+
∑
i ρi) is a cuspidal PV, then by Lemma 7.34 we see that ρi must be of the form of
Λ1 ⊗ 1 ⊗ 1, 1 ⊗σ
′
i
⊗ 1, 1 ⊗ 1 ⊗Λ1. It implies that (GL(1)
∑
i ki × SL(2m + 1) × SL(2m2 +m − 1), ⊗
2Λ1 ⊗ 1 +  ⊗Λ
(∗)
2
⊗Λ
(∗)
1
+
∑
i τi ⊗σ
′
i
⊗ σ′′
i
) must be a cuspidal PV by [24, P. 41, Proposition 14],
which leads a contradiction. By the same argument we conclude that the case cannot be a cuspidal
PV. Using Lemma 7.27, we see that the cases (1) ∼ (6) are not PVs.
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Let (GL(1) ×G1 ×G2,⊗σ1 ⊗σ
′
1
) be one of the PVs of (24) ∼ (26) in Theorem 7.41. Assume
that (GL(1)2 × G1 × G1 × G3, ⊗ Λ2 ⊗ Λ1 ⊗ 1 + ρ2) is a PV, then there are four possibilities as
follows:
(1) (GL(1)2 × SL(5) × SL(3) × Spin(7), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
1
⊗ spin)
(2) (GL(1)2 × Spin(7) × SL(3) × Spin(7), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
1
⊗ spin)
(3) (GL(1)2 × Spin(7) × SL(3) × Spin(10), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
1
⊗ spin)
(4) (GL(1)2 × Spin(10) × SL(3) × Spin(10), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
1
⊗ spin)
Let H be the isotropy subgroup of case (1). Since dimH = 1. It is easy to see that it cannot be a
cuspidal PV. For case (2), assume that (GL(1)
∑
i ki × Spin(7) × SL(3)× Spin(7),⊗ spin⊗Λ1 ⊗ 1+
⊗ 1⊗Λ1 ⊗ spin+
∑
i ρi) is a PV. Since the SL(3)-part of (Spin(7)×GL(3), spin ⊗Λ1) is SO(3). It
follows that k3 = 1 and ρ3 = ⊗1⊗Λ
(∗)
1
⊗1. Hence it cannot be a cuspidal PV. The same reasoning
shows that the case (2) cannot be a cuspidal PV. The prehomegeneity of case (3) is equivalent to
that of (GL(1)2 × Spin(7) × SL(3), spin⊗Λ1 + 1 ⊗ 2Λ
(∗)
1
), which is not a PV.
Assume that (GL(1)k × Spin(10) × SL(3) × Spin(10), spin ⊗Λ1 ⊗ 1 + 1 ⊗ Λ
(∗)
1
⊗ spin+
∑
i ρi) is
a PV. Since the SL(3)-part of (Spin(10) × GL(3), spin ⊗Λ1) is SO(3). It follows that k = 3 and
ρ3 = 1 ⊗ Λ
(∗)
1
⊗ 1. So it cannot be a cuspidal PV.

Lemma 7.45. Let (GL(1)×G1 ×G2,⊗σ1⊗σ
′
1
) be one of the PVs of (II′) in Theorem 7.41. Then
the triplet (GL(1)
∑
i ki ×G1 ×G2 ×G3,⊗σ1 ⊗σ
′
1
⊗ 1+
∑
i ρi) cannot be a cuspidal PV for any G3
and ρi.
Proof. Assume that (GL(1)2 × G1 × G2 × G3, ⊗ σ1 ⊗ σ
′
1
⊗ 1 + ρ2) is a PV. Then there is one
possibility as follows.
(GL(1)2 × Spin(7) × SL(6) × SL(6), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ Λ1 ⊗ 1 ⊗ Λ1)
Let H be the generic isotropy subgroup of the case. Since dimH = 3. One checks directly that the
case cannot be a cuspidal PV 
Lemma 7.46. For any irreducible 2-simple PV of type (Gs×GL(2), σ1⊗σ
′
1
), the following triplets
are PVs.
(1) (GL(1)2 × Spin(10) × SL(2) ×Gs, ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ σ1 ⊗ σ
′
1
)
(2) (GL(1)2 × SL(2m + 1) × SL(2) ×Gs, ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ σ1 ⊗ σ
′
1
)
(3) (GL(1)2 × Sp(2n) × SL(2) ×Gs, ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ σ1 ⊗ σ
′
1
)
Lemma 7.47. The triplet (GL(1)
∑
i ki × Spin(10) × SL(2) × G3, ⊗ spin⊗Λ1 ⊗ 1 +
∑
i ρi) (ρi =
τi ⊗ σi ⊗ σ
′
i
⊗ σ′′
i
) cannot be a cuspidal PV for any G3 and ρi.
Proof. Assume that the triplet (GL(1)2×Spin(10)×SL(2)×G3,⊗ spin⊗Λ1⊗1+⊗1⊗σ
′
2
⊗σ′′
2
)
is a PV. Then there are thirteen possibilities as follows.
(1) (GL(1)2 × Spin(10) × SL(2) × Spin(10), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ spin)
(2) (GL(1)2 × Spin(10) × SL(2) × SL(2n + 1), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ
(∗)
2
)
(3) (GL(1)2 × Spin(10) × SL(2) × Spin(7), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ spin)
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(4) (GL(1)2 × Spin(10) × SL(2) × (G2), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ2)
(5) (GL(1)2 × Spin(10) × SL(2) × Sp(n), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ 2Λ1)
(6) (GL(1)2 × Spin(10) × SL(2) × SL(14), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ spin⊗1 ⊗ Λ1)
(7) (GL(1)2 × Spin(10) × SL(2) × SL(2), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ 2Λ1)
(8) (GL(1)2 × Spin(10) × SL(2) × SL(6), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ2)
(9) (GL(1)2 × Spin(10) × SL(2) × SL(15), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ spin⊗1 ⊗ Λ1)
(10) (GL(1)2 × Spin(10) × SL(2) × Sp(n), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ1)
(11) (GL(1)2 × Spin(10) × SL(2) × SO(n), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ1)
(12) (GL(1)2 × Spin(10) × SL(2) × SL(8), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ Λ1 ⊗ 1 ⊗ Λ1)
(13) (GL(1)2 × Spin(10) × SL(2) × SL(9), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ Λ1 ⊗ 1 ⊗ Λ1)
If (GL(1)2 × Spin(10) × SL(2) × G3, ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ 1 ⊗ σ
′
2
⊗ σ′′
2
) is one of triplets
in cases (1) ∼ (6), from Lemma 7.27 we know that ρi must be the form of 1 ⊗ σ
′
i
⊗ 1. Since
the Spin(10)-part of the generic isotropy subgroup of (Spin(10) × GL(2), spin ⊗Λ1) is (G2). We
conclude that it cannot be a cuspidal PV. If it is one of triplets of cases (7) ∼ (11), then ρi must be
the form of 1⊗1⊗σ′′
i
or 1⊗σ′
i
⊗1. Using the same reason as above, we get the result immediately.
By Lemma 7.27, one checks that the cases (12), (13) are not PVs.

Lemma 7.48. Let (GL(1)
∑
i ki × SL(2n + 1) × SL(2) × G3, ⊗ Λ2 ⊗ Λ1 ⊗ 1 +
∑
i ρi) be a cuspidal
PV for some G3 and ρi. Then it must be equivalent to one of the following triplets.
(1) (GL(1)4 ×SL(5)×SL(2)×SL(2),⊗Λ2⊗Λ1⊗1+⊗1⊗Λ1⊗Λ1+⊗ (Λ
∗
1
+Λ1)⊗1⊗1)
(2) (GL(1)4 × SL(5) × SL(2) × SL(2), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ1 + τ3 ⊗ Λ
∗
1
⊗ 1 ⊗ 1)
Proof. Assume that the triplet (GL(1)2×SL(2n+1)×SL(2)×G3,⊗Λ2⊗Λ1⊗1+⊗1⊗σ
′
2
⊗σ′′
2
)
is a PV. Then there are eight possibilities as follows.
(1) (GL(1)2 × SL(2n + 1) × SL(2) × SL(2m + 1), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ2)
(2) (GL(1)2 × SL(2n + 1) × SL(2) × Spin(7), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ spin)
(3) (GL(1)2 × SL(2n + 1) × SL(2) × (G2), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ2)
(4) (GL(1)2 × SL(2n + 1) × SL(2) × Sp(m), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ 2Λ1)
(5) (GL(1)2 × SL(2n + 1) × SL(2) × SL(2), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ 2Λ1)
(6) (GL(1)2 × SL(2n + 1) × SL(2) × SL(6), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ2)
(7) (GL(1)2 × SL(2n + 1) × SL(2) × Sp(m), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ1)
(8) (GL(1)2 × SL(2n + 1) × SL(2) × SO(m), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ1)
Since the generic isotropy subgroup of (SL(2n + 1) × GL(2),Λ2 ⊗ Λ1) is{
δ ⊕
(
nΛ∗
1
(A) + nδI3 0
B (n − 1)Λ1(A) − (n + 1)δI2
)
⊕ A; A ∈ sl(2), B ∈ M(n, n + 1)
}
.
The same argument as in Lemma 7.47 shows that our triplet cannot be a cuspidal PV for any G3
and ρs when n ≥ 5.
Now assume that (GL(1)
∑
i ki × SL(2n + 1) × SL(2) × SL(2m + 1), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗
1 ⊗ Λ1 ⊗ Λ2 +
∑
i ρi)(n,m < 5) is a cuspidal PV, we conclude that ρi must be the form of  ⊗
Λ
(∗)
1
⊗ 1 ⊗ 1, ⊗ 1 ⊗ 1 ⊗ Λ
(∗)
1
, τ3 ⊗ 1 ⊗ σ
′
s ⊗ 1 for n > 2 by dimension reason. If ρ3 + ρ4 =
⊗Λ
(∗)
1
⊗ 1 ⊗ 1 + ⊗ 1 ⊗ 1 ⊗Λ
(∗)
1
. Then from Theorem 7.33, we know that it cannot be a cuspidal
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PV. If
∑
i ρi = ⊗(Λ
∗
1
+Λ1)⊗1⊗1+
∑
i τi⊗1⊗1⊗σ
′′
i
or τ3⊗Λ
∗
1
⊗1⊗1+
∑
i τi⊗1⊗1⊗σ
′′
i
for n = 2,
then (GL(1)k−3 × SL(2m + 1),Λ2 +
∑
j σ
′′
j
) must be a cuspidal PV, which leads a contradiction.
For (3), assume that (GL(1)3 ×SL(2n+1)×SL(2)× (G2),⊗Λ2⊗Λ1⊗1+⊗1⊗Λ1 ⊗Λ2+ρ3)
is a PV. We see that ρ3 = τ3 ⊗ σ3 ⊗ σ
′
3
⊗ 1. Since the generic isotropy of ((G2) × GL(2),Λ2 ⊗ Λ1)
is GL(2) and GL(2)-part of it is SO(2). It implies that the triplet cannot be a cuspidal PV. Using
the same reason, we get the triplet cannot be a cuspidal PV for (2), (4).
For (5), assume that (GL(1)
∑
i ki×SL(2n+1)×SL(2)×SL(2),⊗Λ2⊗Λ1⊗1+⊗1⊗Λ1⊗2Λ1+
∑
i ρi)
is a PV. We know that k ≤ 4 and ρ3 + ρ4 = Λ
(∗)
1
⊗ 1 ⊗ 1 + 1 ⊗ Λ1 ⊗ 1. Thus it cannot be a cuspidal
PV. By the same argument we get assertion for (6).
For (7), assume that ρ3 = σ3 ⊗ 1 ⊗ σ
′′
3
, then σ3 = Λ
(∗)
1
and σ′′
3
= Λ1. Since the prehomogeneity
of (GL(1)2 × SL(2n + 1) × SL(2) × Sp(m),Λ2 ⊗ Λ1 ⊗ 1 + Λ
(∗)
1
⊗ 1 ⊗ Λ1) is equivalent to that of
(GL(1)2 × SL(2n + 1)× SL(2),Λ2 ⊗Λ1 +Λ
(∗)
2
⊗ 1), which is not a PV by dimension reason. Hence
ρ3 must be the form of 1 ⊗ σ
′
3
⊗ σ′′
3
or σ3 ⊗ σ
′
3
⊗ 1. More precisely, we have σ3 = 1 or σ
′
3
= 1
by Theorem 7.33 and σ′
3
= 1 or σ′′
3
= 1 by Lemma 7.36 Lemma 7.37 and . In particular, we have
σ3 = Λ
(∗)
1
, σ′
3
= Λ1, 2Λ1, 3Λ1,Λ1 + Λ1,Λ1 + 2Λ1, σ
′′
3
= Λ1. Then we get a cuspidal triplet as
follows:
(GL(1)4 × SL(5) × SL(2) × Sp(1),Λ2 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + (Λ
∗
1 + Λ
(∗)
1
) ⊗ 1 ⊗ 1).
For (8), assume that ρ3 = σ3 ⊗ 1 ⊗ σ
′′
3
, then we get σ3 = Λ
(∗)
1
and σ′′
3
= Λ1, spin(n = 6, 15,m =
10, 12). If σ′′
3
= Λ1, then the prehomogeneity of (GL(1)
2 × SL(2n+ 1)× SL(2)× SO(n),Λ2 ⊗Λ1 ⊗
1+Λ
(∗)
1
⊗ 1⊗Λ1) is equivalent to that of (GL(1)
2 ×SL(2n+ 1)×SL(2),Λ2 ⊗Λ1 + 2Λ
(∗)
1
⊗ 1), which
is not a PV. If σ′′
3
= spin, then it is not a PV by dimension reason. Hence ρ3 must be the form of
1 ⊗ σ′
3
⊗ σ′′
3
or σ3 ⊗ σ
′
3
⊗ 1. More precisely, we have σ3 = 1 or σ
′
3
= 1 by Theorem 7.33. 
Lemma 7.49. Let (GL(1)
∑
i ki × Sp(n) × SL(2) ×G3, ⊗Λ1 ⊗Λ1 ⊗ 1 +
∑
i τi ⊗ σi ⊗ σ
′
i
⊗ σ′′
i
) be a
cuspidal PV. Then it is equivalent to one of the following triplets.
(1) (GL(1)3 × Sp(1) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ 3Λ1 ⊗ 1)
(2) (GL(1)4 × Sp(1) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ (Λ1 + 2Λ1) ⊗ 1)
(3) (GL(1)5 × Sp(1) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ (Λ1 + Λ1 + Λ1) ⊗ 1)
(4) (GL(1)3 × Sp(1) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ 2Λ1 + 1 ⊗ 1 ⊗ Λ1)
(5) (GL(1)3 × Sp(1) × SL(2) × SL(4),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ2 + 1 ⊗ Λ1 ⊗ Λ1)
(6) (GL(1)4 × Sp(1) × SL(2) × Sp(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ2 + 1 ⊗ Λ1 ⊗ 1 + 1 ⊗ 1 ⊗ Λ1))
(7) (GL(1)3 × Sp(1) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ 2Λ1 ⊗ Λ1 + 1 ⊗ Λ1 ⊗ 1)
(8) (GL(1)3 × Sp(1) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ 2Λ1 ⊗ Λ1 + 1 ⊗ 1 ⊗ Λ1)
(9) (GL(1)4 × Sp(1) × SL(2) × SL(3),Λ1 ⊗ Λ1 ⊗ 1 + Λ1 ⊗ 1 ⊗ Λ1 + 1 ⊗ 1 ⊗ Λ
∗
1
+ 1 ⊗ Λ1 ⊗ 1)
(10) (GL(1)3 × Sp(1) × SL(2) × SO(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ Λ1 ⊗ 1)
Proof. Assume that (GL(1)2 × Sp(n) × SL(2) ×G3, ⊗ Λ1 ⊗ Λ1 ⊗ 1 + ρ2) is a nontrivial 3-simple
PV, then there are twelve possibilities as follows:
(1) (GL(1)2 × Sp(n1) × SL(2) × Sp(n2), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ1)
(2) (GL(1)2 × Sp(n1) × SL(2) × SO(n2), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ1)
(3) (GL(1)2 × Sp(n) × SL(2) × Spin(7), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ spin)
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(4) (GL(1)2 × Sp(n) × SL(2) × (G2), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ2)
(5) (GL(1)2 × Sp(n1) × SL(2) × Sp(n2), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ 2Λ1 ⊗ Λ1)
(6) (GL(1)2 × Sp(n) × SL(2) × SL(2), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ 2Λ1)
(7) (GL(1)2 × Sp(n) × SL(2) × SL(6), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ2)
(8) (GL(1)2 × Sp(n) × SL(2) × SL(2), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ Λ1 ⊗ 1 ⊗ Λ1)
(9) (GL(1)2 × Sp(n) × SL(2) × SL(2), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ Λ1 ⊗ 1 ⊗ 2Λ1)
(10) (GL(1)2 × Sp(n) × SL(2) × SL(m), ⊗ Λ1 ⊗ Λ1 ⊗ 1 +  ⊗ Λ1 ⊗ 1 ⊗ Λ1)
Assume that (GL(1)
∑
i ki×Sp(n1)×SL(2)×Sp(n2),⊗Λ1⊗Λ1⊗1+⊗1⊗Λ1⊗Λ1+
∑
i ρi) is a PV.
It follows that ρi = τ2⊗Λ1⊗1⊗1, τ2⊗1⊗1⊗Λ1, τ2⊗1⊗σ
′
1
⊗1. If ρ3+ρ4 = ⊗Λ1⊗1⊗1+⊗1⊗1⊗Λ1
(resp. Λ1⊗1⊗1+Λ1⊗1⊗1) for n1, n2 > 1 (resp. n1 > 1), then from [24, P. 40, Proposition 13] we see
that (GL(1)4 × SL(2),Λ1 +Λ1 +Λ1 +Λ1) must be a PV, which is a contradiction. For n1 = n2 = 1,
it is not a PV by dimension reason. Therefore we conclude that
∑
i=3 ρi must be of the form of
Λ1⊗1⊗1+1⊗
∑
i=4 σ
′
i
⊗1, 1⊗1⊗Λ1+1⊗
∑
i=4 σ
′
i
⊗1 or
∑
i=3 1⊗σ
′
i
⊗1. Since the SL(2)-part of generic
isotropy of case (1) is SL(2). It implies that
∑
i σ
′
i
= Λ1, 2Λ1, 3Λ1,Λ1+Λ1,Λ1+2Λ1,Λ1+Λ1+Λ1.
We get three cuspidal PV as follows:
(1) (GL(1)3 × Sp(1) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ 3Λ1 ⊗ 1)
(2) (GL(1)4 × Sp(1) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ (Λ1 + 2Λ1) ⊗ 1)
(3) (GL(1)5 × Sp(1) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ (Λ1 + Λ1 + Λ1) ⊗ 1)
Assume that (GL(1)3 × Sp(n1) × SL(2) × SO(n2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗Λ1 + ρ3) is a PV. We
see that ρ3 must be of the form of Λ1 ⊗ 1 ⊗ 1, 1 ⊗ Λ1 ⊗ 1, 1 ⊗ 1 ⊗ σ
′′
3
.
If the cases (3), (4), (5) are PVs, then by Lemma 7.27 and Lemma 7.36 we see that
∑
i ρi =
Λ1 ⊗ 1 ⊗ 1, 1 ⊗Λ1 ⊗ 1,Λ1 ⊗ 1 ⊗ 1 + 1 ⊗Λ1 ⊗ 1. By dimension reason, we get the following triplet:
(GL(1)3 × Sp(1) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ 2Λ1 ⊗ Λ1 + 1 ⊗ Λ1 ⊗ 1)

Lemma 7.50. Let (G1 ×G2, σ1 ⊗σ
′
1
) be one of the PVs of (III′) in Theorem 7.41. Then the triplet
(GL(1)k ×G1 ×G2 ×G3, σ1 ⊗ σ
′
1
⊗ 1 +
∑
s ρs) cannot be a cuspidal PV for any G3 and ρs.
Proof. Assume that the triplet (GL(1)2 × Spin(10) × SL(14) × G3, spin⊗Λ1 ⊗ 1 + ρ2) satisfies
dimG ≥ dimV . Then it is equivalent to one of the following triplets.
(1) (GL(1)2 × Spin(10) × SL(14) × SL(15), spin ⊗Λ1 ⊗ 1 + spin⊗1 ⊗ Λ
(∗)
1
)
(2) (GL(1)2 × Spin(10) × SL(14) × SL(2), spin⊗Λ1 ⊗ 1 + Λ1 ⊗ 1 ⊗ Λ1)
(3) (GL(1)2 × Spin(10) × SL(14) × SL(8), spin⊗Λ1 ⊗ 1 + Λ1 ⊗ 1 ⊗ Λ
(∗)
1
)
(4) (GL(1)2 × Spin(10) × SL(14) × SL(9), spin⊗Λ1 ⊗ 1 + Λ1 ⊗ 1 ⊗ Λ
(∗)
1
)
Let H be the isotropy subgroup of case-(1). Since dimH = 2. It is easy to see that it cannot be a
cuspidal PV. For cases-(2) ∼ (4), by Lemma 7.27 we conclude that they are not PVs.

Lemma 7.51. Let (GL(1) × G1 × G2, σ1 ⊗ σ
′
1
) be one of the PVs of (IV ′) in Theorem 7.41. Then
the triplet (GL(1)
∑
i ki ×G1 ×G2 ×G3,⊗σ1 ⊗σ
′
1
⊗ 1+
∑
i ρi) cannot be a cuspidal PV for any G3
and ρi.
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Proof. Let (GL(1) × G1 × G2, ⊗ σ1 ⊗ σ
′
1
) be one of the triplet of (IV ′) in Theorem 7.41. Then
there does not exist G3 and ρ2 such that the triplet (GL(1)
2 ×G1 ×G2 ×G3,⊗σ1 ⊗σ
′
1
⊗σ′′
1
+ ρ2)
satisfying dimG ≥ dimV . 
Lemma 7.52. Let (GL(1)⊗G1 ×G2,⊗σ1 ⊗σ
′
1
) be one of the PVs of (V) in Theorem 7.41. Then
the triplet (GL(1)
∑
i ki ×G1 ×G2 ×G3, ⊗σ1 ⊗σ
′
1
⊗ 1 +
∑
i=2 ρi) cannot be a cuspidal PV for any
G3 and ρi.
Proof. Let (GL(1) ⊗G1 ×G2, ⊗ σ1 ⊗ σ
′
1
) be one of the triplet of (V) in Theorem 7.41. Assume
that (GL(1)2 ×G1 ×G2 ×G3, ⊗ σ1 ⊗ σ
′
1
⊗ 1 + ρ2) satisfies dimG ≥ dimV . Then it is equivalent
to one of the following triplets.
(1) (GL(1)2 × SL(4) × SL(5) × SL(5), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ Λ2 ⊗ 1 ⊗ Λ
(∗)
1
)
(2) (GL(1)2 × SL(4) × SL(5) × SL(9), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ 1 ⊗ Λ
(∗)
2
⊗ Λ
(∗)
1
)
(3) (GL(1)2×SL(2n+1)×SL(2n2+n−1)×SL(2n2+n−1),⊗Λ2⊗Λ1⊗1+⊗Λ
(∗)
2
⊗1⊗Λ
(∗)
1
)
(4) (GL(1)2 × Spin(10) × SL(15) × SL(15), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ spin⊗1 ⊗ Λ
(∗)
1
)
(5) (GL(1)2 × Spin(12) × SL(31) × SL(31), ⊗ spin⊗Λ1 ⊗ 1 +  ⊗ spin⊗1 ⊗ Λ
(∗)
1
)
(6) (GL(1)2 × (G2) × SL(6) × SL(6), ⊗ Λ2 ⊗ Λ1 ⊗ 1 +  ⊗ Λ
(∗)
2
⊗ 1 ⊗ Λ
(∗)
1
)
Let Hi be the isotropy subgroup of case (i)(i = 1, . . . , 6). Since dimH2 = 1 and dimH5 = dimH6 =
2. From Lemma 7.24 we conclude that the cases (2), (5), (6) cannot be cuspidal PVs. Since
dimH3 = 2n + 2 and dimH4 = 13. The ρ3 must be of the form  ⊗ Λ
(∗)
1
⊗ 1 ⊗ 1. This im-
plies they cannot be cuspidal PVs. Since dimH1 = 5. We calculate that the only possibility for
cuspidal PV is (GL(1)3×SL(4)×SL(5)×SL(5),⊗Λ2⊗Λ1⊗1+⊗Λ
(∗)
2
⊗1⊗Λ
(∗)
1
+⊗Λ2⊗1⊗1).
It is castling-equivalent to (GL(1)3 × SL(4) × SL(5), ⊗ Λ2 ⊗ 1 +  ⊗ Λ
(∗)
2
⊗ Λ
(∗)
1
+  ⊗ Λ2 ⊗ 1),
which is not a PV by Lemma 7.34. 
Theorem 7.53. Let (GL(1)
∑
i ki×G1×G2×G3, ρ1+ρ2,V) be an irreducible and reduced prehomoge-
neous vector space with ρ1 = ⊗σ1⊗σ
′
1
⊗σ′′
1
(σ1, σ
′
1
, σ′′
1
, 1). Then (GL(1)×G1×G2×G3, ρ1,V)
is equivalent to one of the following triplets.
(1) (SL(3) × SL(3) × GL(2),Λ1 ⊗ Λ1 ⊗ Λ1)
(2) (SO(n) × SL(m) × GL(nm − 1),Λ1 ⊗ Λ1 ⊗ Λ1)(n/2 ≥ m ≥ 2)
(3) (Sp(n) × SL(m) × GL(2nm − 1),Λ1 ⊗ Λ1 ⊗ Λ1)(n ≥ m ≥ 2)
(4) (Sp(n) × SL(2) × GL(6n − 1),Λ1 ⊗ 2Λ1 ⊗ Λ1)
Lemma 7.54. Let triplet (GL(1)
∑
i ki×SL(3)×SL(3)×SL(2),⊗Λ1⊗Λ1⊗Λ1+
∑
i ρi) be a reduced
cuspidal PV. Then it must be equivalent to (SL(3)×SL(3)×GL(2),⊗Λ1⊗Λ1⊗Λ1+⊗Λ
(∗)
1
⊗1⊗1).
Lemma 7.55. The triplet (GL(1)
∑
i ki ×SO(n)×SL(m)×SL(nm− 1),⊗Λ1 ⊗Λ1⊗Λ1 +
∑
i ρi)(n ≥
m ≥ 2) cannot be a reduced cuspidal PV for any ρi, where ρi = τi ⊗ σi ⊗ σ
′
i
⊗ σ′′
i
.
Proof. Let H be the generic isotropy subgroup of (SO(n) × SL(m) × GL(nm − 1),Λ1 ⊗ Λ1 ⊗ Λ1).
Since dimH =
n(n+1)
2
+ m2 − nm. It follows that ρi must be of the form ρi = τi ⊗ σi ⊗ σ
′
i
⊗ 1 or
τi ⊗ 1 ⊗ σ
′
i
⊗ σ′′
i
and σ′′
i
= Λ
(∗)
1
by dimension reason.
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Assume that the triplet (GL(1)
∑
i ki×SO(n)×SL(m)×SL(nm−1),⊗Λ1⊗Λ1⊗Λ1+
∑
i τi⊗σi⊗σ
′
i
⊗1)
is a cuspidal PV. Then it is castling equivalent to (GL(1)
∑
i ki ×SO(n)×SL(m),⊗Λ1⊗Λ1+
∑
i τi⊗
σi ⊗ σ
′
i
), which has been investigated in Theorem 7.35.
Now assume that ρ2 =  ⊗ 1 ⊗ σ
′
2
⊗ Λ1. By Proposition 5.11 we see that σ
′
2
must be of
the form 1,Λ
(∗)
1
,Λ
(∗)
2
, 2Λ
(∗)
1
,Λ
(∗)
3
(m = 6, 7, 8). If ρ2 =  ⊗ 1 ⊗ 1 ⊗ Λ1, then its castling transform is
(GL(1)2×SO(n)×SL(m)×SL(2),⊗Λ1⊗Λ
∗
1
⊗Λ1+⊗1⊗1⊗Λ1). Its prehomogeneity is equivalent
to that of the triplet (GL(1)2×SL(m)×SL(2),⊗S 2(Λ∗
1
⊗Λ1)+⊗1⊗Λ1) for n ≥ 2m by [24, P. 41,
Proposition 14], which is not a PV. For m < n < 2m, we see it is not a PV by dimension reason.
By the same argument, we know that it is not a PV if σ′
2
= Λ
(∗)
1
,Λ
(∗)
2
, 2Λ
(∗)
1
,Λ
(∗)
3
(m = 6, 7, 8).
Now assume that ρ2 = ⊗ 1 ⊗σ
′
2
⊗Λ∗
1
. By [19, P. 162, Proposition 1.3], we obtain that σ′
2
, 1.
If the triplet (GL(1)2 × SO(n)× SL(m)× SL(nm − 1),⊗Λ1 ⊗Λ1 ⊗Λ1 +⊗ 1⊗σ
′
2
⊗Λ∗
1
) is a PV,
then from [16, P. 438, Theorem 1.14] we know that the triplet
(15) (SO(n) × GL(m),Λ1 ⊗ δ,V(n) ⊗ V(d))
must be a PV, where δ = Λ1 ⊗ σ
′
2
, d = dimV(τ) ≥ m2. If n ≥ d, then the prehomogenrity of the
triplet (15) is equivalent to that of (GL(m), S 2(τ1), S
2(V(d))), which is not a PV. If n < d, then we
have dimG < dimV . 
Lemma 7.56. The triplet (GL(1)
∑
i ki ×Sp(n)×SL(m)×SL(2nm−1),⊗Λ1⊗Λ1⊗Λ1+
∑
i ρi)(2n ≥
m ≥ 2) cannot be a reduced cuspidal PV for any ρi, where ρi = τi ⊗ σi ⊗ σ
′
i
⊗ σ′′
i
.
Proof. Let H be the generic isotropy subgroup of (Sp(n)×SL(m)×GL(2nm−1),Λ1⊗Λ1⊗Λ1). We
obtain that dimH = 2n2 +m2 + n− 2nm, which implies that ρi must be of the form ⊗σi ⊗σ
′
i
⊗ 1
or  ⊗ 1 ⊗ σ′
i
⊗ σ′′
i
and σ′′
i
= Λ
(∗)
1
by dimension reason.
Assume that the triplet (GL(1)
∑
i ki × Sp(n) × SL(m) × SL(2nm − 1), ⊗Λ1 ⊗Λ1 ⊗Λ1 +
∑
i τi ⊗
σi⊗σ
′
i
⊗1) is a cuspidal PV. Then it is castling equivalent to (GL(1)
∑
i ki ×Sp(n)×SL(m),⊗Λ1⊗
Λ1 +
∑
i τi ⊗ σi ⊗ σ
′
i
), which has been observed in Theorem 7.39.
Now assume that ρ2 =  ⊗ 1 ⊗ σ
′
2
⊗ Λ1. By Proposition 5.11 we see that σ
′
2
must be of the
form 1,Λ
(∗)
1
,Λ
(∗)
2
, 2Λ
(∗)
1
,Λ
(∗)
3
(m = 6, 7, 8). If ρ2 =  ⊗ 1 ⊗ 1 ⊗ Λ1, then its castling transform is
(GL(1)2 × Sp(n) × SL(m) × SL(2), ⊗ Λ1 ⊗ Λ
∗
1
⊗ Λ1 +  ⊗ 1 ⊗ 1 ⊗ Λ1). Its prehomogeneity is
equivalent to that of the triplet (GL(1)2 × SL(m) × SL(2), ⊗ ∧2(Λ∗
1
⊗ Λ1) +  ⊗ 1 ⊗ Λ1) for
n ≥ m by [24, P. 40, Proposition 13], which is not a PV. For m
2
< n < m, one can check
that it is not a PV by dimension reason. By the same argument, we know that it is not a PV if
σ′
2
= Λ
(∗)
1
,Λ
(∗)
2
, 2Λ
(∗)
1
,Λ
(∗)
3
(m = 6, 7, 8).
Now assume that ρ2 = ⊗ 1 ⊗σ
′
2
⊗Λ∗
1
. By [19, P. 162, Proposition 1.3], we obtain that σ′
2
, 1.
If the triplet (GL(1)2 × Sp(n) × SL(m) × SL(2nm − 1), ⊗ Λ1 ⊗ Λ1 ⊗ Λ1 +  ⊗ 1 ⊗ σ
′
2
⊗ Λ∗
1
) is a
PV, then from [16, P. 438, Theorem 1.14] we know that the triplet
(16) (Sp(n) × GL(m),Λ1 ⊗ δ,V(2n) ⊗ V(d))
must be a PV, where δ = Λ1 ⊗ σ
′
2
, d = dimV(τ) ≥ m2. If 2n ≥ d, then the prehomogenrity of the
triplet (16) is equivalent to that of (GL(m),∧2(τ1),∧
2(V(d))), which is not a PV. If 2n < d, then
we have dimG < dimV . 
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Lemma 7.57. The triplet (GL(1)
∑
i ki × Sp(n) × SL(2) × SL(6n − 1), ⊗ Λ1 ⊗ 2Λ1 ⊗ Λ1 +
∑
i ρi)
cannot be a reduced cuspidal PV for any ρi, where ρi = τi ⊗ σi ⊗ σ
′
i
⊗ σ′′
i
.
Proof. Assume that (GL(1)2 × Sp(n) × SL(2) × SL(6n − 1),⊗Λ1 ⊗ 2Λ1 ⊗Λ1 + ρ2) is a PV. Then
we see that ρ2 must be of the form ρ2 =  ⊗ σ2 ⊗ σ
′
2
⊗ 1 or  ⊗ 1 ⊗ σ′
2
⊗ σ′′
2
and σ′′
2
= Λ
(∗)
1
by
dimension reason. In particular, we have σ2 = 1 by Lemma 7.27. Since the SL(2)-part of generic
isotropy of (Sp(n) × SL(2) × GL(6n − 1),Λ1 ⊗ 2Λ1 ⊗ Λ1) is SO(2). We conclude that σ
′
i
= Λ1.
Now assume that ρ2 =  ⊗ 1 ⊗ Λ1 ⊗ 1. We calculate that the SL(2)-part of generic isotropy of
(GL(1)2 × Sp(n) × SL(2) × SL(6n − 1), ⊗ Λ1 ⊗ 2Λ1 ⊗ Λ1 +  ⊗ 1 ⊗ Λ1 ⊗ 1) is (0). This implies
that ρ3 =  ⊗ 1 ⊗ 1 ⊗ Λ
(∗)
1
. Moreover, we know that ρ3 , 1 ⊗ 1 ⊗ Λ
∗
1
by [19, P. 162, Proposition
1.3]. For ρ3 = ⊗1⊗1⊗Λ1, its prehomogeneity is equivalent to that of (GL(1)
3 ×Sp(n)×SL(2)×
SL(2), ⊗ (Λ1 ⊗ 2Λ1)
∗ ⊗ Λ1 +  ⊗ 1 ⊗ 1 ⊗Λ1 +  ⊗ 1 ⊗ Λ1 ⊗ 1), which is not a PV by [24, P. 40,
Proposition 13].
Assume that the triplet (GL(1)2×Sp(n)×SL(2)×SL(6n−1),⊗Λ1⊗2Λ1⊗Λ1+⊗1⊗Λ1⊗Λ
∗
1
) is
a PV, then from [16, P. 438, Theorem 1.14] we know that the triplet (Sp(n)×GL(2),Λ1⊗τ,V(2n)⊗
V(6)) must be a PV, where τ = 2Λ1 ⊗ Λ1, which is not a PV by [24, P. 40, Proposition 13].
Next assume that the triplet (GL(1)2×Sp(n)×SL(2)×SL(6n−1),⊗Λ1⊗2Λ1⊗Λ1+⊗1⊗Λ1⊗Λ1)
is a PV, then it is castling equivalent to the triplet (GL(1)2 ×Sp(n)×SL(2)×SL(3),⊗Λ1 ⊗ 2Λ1 ⊗
Λ1 +  ⊗ 1 ⊗ Λ1 ⊗ Λ1), which is not a PV by [24, P. 40, Proposition 13]. 
Lemma 7.58. Let (GL(1)×G1 ×G2, σ1 ⊗σ
′
1
) or (GL(1)×G2 ×G3, σ
′
2
⊗σ′′
2
) be one of the triplets
of (III) in Theorem 7.41. If (GL(1)k ×G1 ×G2 ×G3, σ1 ⊗σ
′
1
⊗ 1+ 1⊗σ′
2
⊗σ′′
2
+
∑
s σs ⊗σ
′
s ⊗σ
′′
s )
is a cuspidal PV, then it is equivalent to one of the following triplets.
(1) (GL(1)4 × SL(5) × SL(2) × SL(2),Λ2 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + (Λ
∗
1
+ Λ
(∗)
1
) ⊗ 1 ⊗ 1)
(2) (GL(1)3 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ 3Λ1 ⊗ 1)
(3) (GL(1)4 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ (Λ1 + 2Λ1) ⊗ 1)
(4) (GL(1)5 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ1 + 1 ⊗ (Λ1 + Λ1 + Λ1) ⊗ 1)
(5) (GL(1)3 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ 2Λ1 + 1 ⊗ 1 ⊗ Λ1)
(6) (GL(1)3 × SL(2) × SL(2) × SL(4),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ2 + 1 ⊗ Λ1 ⊗ Λ1)
(7) (GL(1)4 × SL(2) × SL(2) × Sp(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ1 ⊗ Λ2 + 1 ⊗Λ1 ⊗ 1 + 1 ⊗ 1 ⊗Λ1))
(8) (GL(1)3 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ 2Λ1 ⊗ Λ1 + 1 ⊗ Λ1 ⊗ 1)
(9) (GL(1)3 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ 1 + 1 ⊗ 2Λ1 ⊗ Λ1 + 1 ⊗ 1 ⊗ Λ1)
(10) (GL(1)4 × Sp(2) × SL(2) × SL(3),Λ1 ⊗ Λ1 ⊗ 1 + Λ1 ⊗ 1 ⊗ Λ1 + 1 ⊗ 1 ⊗ Λ
∗
1
+ 1 ⊗ Λ1 ⊗ 1)
(11) (GL(1)2 × SL(3) × SL(3) × SL(2),Λ1 ⊗ Λ1 ⊗ Λ1 + Λ
(∗)
1
⊗ 1 ⊗ 1,V(18) + V(3))
(12) (GL(1)3 × SL(2) × SL(2) × SL(2),Λ1 ⊗ Λ1 ⊗ Λ1 + Λ1 ⊗ 1 ⊗ 1 + 1 ⊗ Λ1 ⊗ 1)
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