Abstract. We extend the bootstrap multi-scale analysis developed by Germinet and Klein to the multi-particle Anderson model, obtaining Anderson localization, dynamical localization, and decay of eigenfunction correlations.
Introduction
Localization is by now well understood for the Anderson model, a random Schrödinger operator that describes an electron moving in a medium with random impurities (e.g., the review [Ki] ). More recently, localization has been proved for a multi-particle Anderson model with a finite range interaction potential by Chulaevsky and Suhov [CS1, CS2, CS3] and Aizenman and Warzel [AW] . Chulaevsky and Suhov used a multiscale analysis based on [DK] and Aizenman and Warzel [AW] employed the fractional moment method as in [ASFH] . Chulaevsky, Boutet de Monvel, and Suhov [CBS] extended the results of Chulaevsky and Suhov to the continuum multi-particle Anderson model.
In this article we extend the bootstrap multi-scale analysis developed by Germinet and Klein [GK1, Kl] to the multi-particle Anderson model, obtaining Anderson localization, dynamical localization, and decay of eigenfunction correlations. The advantage of our method is that it extends to the continuum multi-particle Anderson model, yielding the strong localization results proven in [GK1, GK2, Kl] for the one particle continuum Anderson model. This extension will appear in a sequel to this paper.
We start by defining the n-particle Anderson model. Definition 1.1. The n-particle Anderson model is the random Schrödinger operator on ℓ 2 (Z nd ) given by
where:
(i) ∆ (n) is the discrete nd-dimensional Laplacian operator. (ii) ω = {ω x } x∈Z d is a family of independent identically distributed random variables whose common probability distribution µ has a bounded density ρ with compact support.
is the random potential given by
2)
where V
ω (x) = ω x for every x ∈ Z d . (iv) U is a potential governing the short range interaction between the n particles. We take
3)
where U : Z d → R, U (y) = U (−y), and U (y) = 0 for y ∞ > r 0 for some 0 < r 0 < ∞.
Remark. We took a two-body interaction potential in (1.3) for simplicity, but our results would still be valid with a more general finite range interaction potential as in [AW] .
We will generally omit ω from the notation, and use the following notation:
(i) Given x = (x 1 , . . . , x d ) ∈ R d , we set x = x ∞ := max{|x 1 | , . . . , |x d |}. If a = (a 1 , . . . , a n ) ∈ R nd , we let a := max{ a 1 , . . . , a n }, a := 1 + a 2 , and S a = a 1 , ..., a n .
(ii) Given a, b ∈ R nd , we set d H (a, b) := d H (S a , S b ), where d H (S 1 , S 2 ) denotes the the Hausdorff distance between finite subsets S 1 , S 2 ⊆ R d , given by (iii) We use n-particle boxes in Z nd centered at points in R nd . The n-particle box of side L ≥ 1 centered at x = (x 1 , x 2 , . . . , x n ) ∈ R nd is given by
By a box Λ L in Z nd we mean an n-particle box Λ (n)
(1.6)
Since we always work with L large, we will use Λ (n)
L (x) ≤ L nd and ignore the small error. (iv) We will occasionally use boxes in R nd . We set
L (x), we let
Note that there exists a constant s N d such that for t ≥ 1 we have
(1.9)
When it is clear that Λ
L we will simply write ∂Λ (n) t and ∂ + Λ (n) t . (vi) Given an n-particle box Λ = Λ (n)
L (x), we define the finite volume operator
as the self-adjoint operator on ℓ 2 (Λ) obtained by restricting H (n) to Λ with Dirichlet (simple) boundary condition: H Λ = χ Λ H (n) χ Λ restricted to ℓ 2 (Λ). If z / ∈ σ (H Λ ), we set G Λ (z) = (H Λ − z) −1 , G Λ (z; u, y) = δ u , (H Λ − z) −1 δ y for u, y ∈ Λ. (1.10)
We will use several types of good boxes. Note that they are defined for a fixed ω (omitted from the notation).
L (x) be an n-particle box and let E ∈ R. Then: (i) Given θ > 0, the n-particle box Λ is said to be (θ, E)-suitable if, and only if, E / ∈ σ H Λ and
for all a, b ∈ Λ with a − b ≥ L 100 .
(1.11)
Otherwise, Λ is called (θ, E)-nonsuitable. (ii) Given ζ ∈ (0, 1), the n-particle box Λ is said to be (ζ, E)-subexponentially suitable (SES) if, and only if, E / ∈ σ H Λ and
(1.12)
L (x) is called (ζ, E)-nonsubexponentially suitable (nonSES).
(iii) Given m > 0, the n-particle box Λ is said to be (m, Otherwise, Λ is called (m, E)-nonregular.
Remark 1.3. It follows immediately from the definitions that:
We are ready to state our main result, which extends the bootstrap multiscale analysis of Germinet and Klein [GK1] to the multi-particle Anderson model with short range interaction. Theorem 1.4. There exist p 0 (n) = p 0 (d, n) > 0, n = 1, 2, . . ., with the property that for every N ∈ N, given θ > 8N d, there exists L = L(d, ρ ∞ , N, θ) such that if for some L 0 ≥ L we have
(1.14)
for every E ∈ R and every n = 1, 2, . . . , N , then, given 0 < ζ < 1, we can find a length scale L ζ = L ζ (d, ρ ∞ , N, θ, L 0 ), δ ζ = δ ζ (d, ρ ∞ , N, θ, L 0 ) > 0, and m ζ = m ζ (δ ζ , L ζ ) > 0, so that the following holds for n = 1, 2, ..., N : (i) For every E ∈ R, L ≥ L ζ , and a ∈ R nd , we have
(1.16) Remark 1.5. The hypotheses of Theorem 1.4 are verified at high disorder. Consider the n-particle Anderson model given in Definition 1.1 with a disorder param-
H ω,λ can be rewritten as an n-particle Anderson model H (λ) ω in the exact form of Definition 1.1 by replacing the probability distribution µ by the probability distribution µ (λ) , defined by µ (λ) (B) = µ(λ −1 B) for all Borels sets B ⊂ R, with density
Proceeding as in [DK, Proposition 3.1 .2], we can show that for all N ∈ N, given a scale L 0 , there exists λ N < ∞, such that for all λ ≥ λ N the condition (1.14) is satisfied at scale L 0 by H (n) ω,λ for every E ∈ R and every n = 1, 2, . . . , N . Since ρ
is the only constant that appears in the proof of the theorem that changes with λ, it follows that the conclusions of Theorem 1.4 are valid for for all λ ≥ λ N with the same constants L ζ , δ ζ , m ζ . Theorem 1.4 is proved in Section 3. The theorem is proved by induction on the number of particles. The one particle case was proven in [GK1, Kl] . (These papers deal with the continuum Anderson model, but the results apply to the discrete Anderson model.) The proof of the induction step proceeds as in [GK1, Kl] , with four multi-scale analyses, using some technical arguments of [GK3] . To deal with the fact that in the multi-particle case events based on disjoint boxes are not independent, we use the partially and fully separated boxes and partially and fully interactive boxes introduced by Chulaevsky and Suhov [CS1, CS2, CS3] . The relevant distance between boxes is the Hausdorff distance, introduced in this context by Aizenman and Warzel [AW] . We prove a Wegner estimate (Theorem 2.3) and a Wegner estimate between partially separated boxes (Theorem 2.4). In the multiscale analysis partially interactive boxes are handled by the induction hypothesis, i.e., by the conclusions of Theorem 1.4 for a smaller number of particles (see Lemma 2.8), and fully interactive boxes are handled similarly to one particle boxes (see Lemma 2.10).
Theorem 1.4 implies localization: Anderson localization, dynamical localization, and estimates on the behavior of eigenfunctions. Corollary 1.6. Assume the conclusions of Theorem 1.4. Then:
has pure point spectrum with exponentially decaying eigenfunctions for P-a.e. ω.
2 and let T be the operator on H given by multiplication by the function x 2ν . Then, for P-a.e. ω H ω has pure point spectrum in the open interval I with finite multiplicity, and for every ζ ∈ (0, 1) there exists a constant C ω,ζ such that for every eigenvalue E of H (N ) ω and ψ, φ ∈ Ran χ {E} (H ω ), we have that, for all x, y ∈ Z N d ,
(1.20) Corollary 1.6 is proven in Section 4.
2. Preliminaries to the multiscale analysis 2.1. Partially and fully separated boxes. We call
be a pair of n-particle rectangles.
(i) Λ (n) (x) and Λ (n) (y) are partially separated if, and only if, either
and Λ (n) (y) are fully separated if, and only if,
Given a pair of n-particle rectangles Λ (n) (x) and Λ (n) (y) as above, with L i , ℓ i ≤ L for all ∈ 1, ..., n , if there exists i ∈ 1, ..., n such that
We have the following lemma.
L (y) be a pair of n-particle rectangles. Then
Wegner estimates. Wegner estimates have been previously proved for the n-particle Anderson model (e.g., [CS1, CS3] ). We derive optimal Wegner estimates, that is, with the expected dependence on the volume and interval length.
Theorem 2.3. Consider the n-particle
L (a) and let Γ = Λ L k (a k ) for some k ∈ {1, . . . , n}. Then for any interval I we have
In particular, for any E ∈ R and ε > 0 we have 4) where Π x denotes the rank one orthogonal projection onto δ x . Given y ∈ Z d , we set q y (x) = # {i = 1, . . . , n | x i = y} for x = (x 1 , . . . , x n ) ∈ Z nd . Then (see [AW] ) 5) where Θ y = x∈Λ q y (x)Π x . Let I be an interval. Givenỹ ∈ Γ, we set
As functions on Z nd , we have χ Λ ≤ y∈Γ Θ y , so
Hence,
L (a) be a pair of partially separated n-particle rectangles. Then
Proof. Let Λ 1 , Λ 2 be as above. Since they are partially separated there is, Γ = Λ L k (a k ), such that Γ ∩ ΠΛ 2 = ∅. Note that H Λ2 depends only on ω Γ c , and thus
using (2.3). The estimate (2.10) follows since |Λ 2 | ≤ L nd .
2.3. Partially and fully interactive boxes. Following Chulaevsky and Suhov [CS2, CS3] , we divide boxes into partially and fully interactive.
Definition 2.5. An n-particle box Λ (n) L (a) is said to be partially interactive (PI ) if and only if there exists a nonempty proper subset J 1, ..., n such that
is not partially interactive, it is said to be fully interactive (FI ).
Remark 2.6. If the n-particle box Λ (n)
and
Proof. (i) and (ii) follows from the definition of a PI box. To prove (iii), given λ ∈ σ J we let Π (J ) λ denote the orthogonal projection onto the corresponding eigenspace. 15) which implies (2.13) and (2.14).
As a consequence, we get
) be a PI n-particle box and E ∈ R. If ℓ is sufficiently large, the following holds:
Proof. We prove (i), the proofs of (ii) and (ii) are similar. Given a, b ∈ Λ (N )
Without loss of generality, we suppose that
provided ℓ is sufficiently large.
For fully interactive boxes we have the following lemma.
In particular, L-distant FI n-particle boxes are fully separated. 20) we conclude that L-distant FI n-particle boxes are fully separated.
2.4. Resonant boxes.
Definition 2.11.
.,n {L i }, and E ∈ R.
2.5. Suitable Cover. We now introduce the concept of a suitable cover as in [GK3, Definition 3.12] , adapted to the discrete case.
L (x) be an n-particle box, and ℓ < L. The suitable
We recall [GK3, Lemma 3.13 ], which we rewite in our context.
Moreover, given a ∈ x + αℓZ nd and k ∈ N, it follows that
ℓ , we willl always mean such a box.
Remark 2.14. It suffices to require α ∈ ; k ∈ N in Definition 2.12. We specified α = α L,ℓ for convenience, so there is no ambiguity in the definition of C
and set
(2.33) 34) and note that for
In view of (2.23) and (2.27), we can find
(2.35)
Let {k j } j∈N ⊂ N be as in (2.28), so in particular
By a geometrical argument we can find
L,ℓ (x) and and j t ∈ 1, 2, . . . , SN N , 37) and (2.31) holds, implying (2.32), and Λ (N )
In view of (2.35) and (2.30), we conclude that for
and Λ ℓ (a s ) are ℓ-distant for s = 1, 2, . . . , S.
The bootstrap multiscale analysis
We will now prove Theorem 1.4 by induction on the number of particles, The one particle case was proven by Germinet and Klein [GK1] . We fix N ≥ 2, assume Theorem 1.4 holds for n = 1, 2, . . . , N − 1 particles, and prove the theorem for N particles. As in [GK1] , the proof will be done by a bootstrapping argument, making successive use of four multiscale analyses.
In this section we assume that the following induction hypothesis; it follows from assuming that Theorem 1.4 holds for n = 1, 2, . . . , N − 1.
Induction hypothesis. For every τ ∈ (0, 1) there is a length scale L τ , δ τ > 0, and m * τ > 0, such that the following hold for all E ∈ R and n = 1, 2, ..
For all L ≥ L τ and all pairs of partially separated
For partially interactive N -particle boxes we can estimate probabilities directly from the induction hypothesis, without a multiscale analysis for N -particles.
be a PI N -particle box and ς ∈ (0, 1). Then for ℓ large and all E ∈ R we have
Proof. Let E ∈ R, and ℓ large. It follows from Lemma 2.8(ii) and the induction hypothesis that
where we used ℓ |J |d + ℓ In what follows, we fix ζ, τ, β, ζ 0 , ζ 1 , ζ 2 , γ such that
τ will play the role of ς in Lemma 3.1, β will control our resonant boxes, and γ will control the growth of our length scales. We will let m * denote the mass m * τ that we get from the induction hypothesis.
3.1. The first multiscale analysis.
To prove the proposition we use the following deterministic lemma.
Suppose we have the following:
Proof. Since there at most J pairwise ℓ-distant N -particle boxes in the suitable cover that are (E, θ)-nonsuitable. we can find a s ∈ Ξ (N ) L,ℓ (x), s = 1, 2, . . . , j ≤ J, such that the boxes Λ ℓ (a s ) are pairwise ℓ-distant, (E, θ)-nonsuitable boxes, and
satisfying the conclusions of that lemma. In particular, for
and Λ ℓ (a s ) are ℓ-distant for s = 1, 2, . . . , J, and hence Λ
is (θ, E)-nonsuitable. We proceed as follows:
ℓ , we use the resolvent identity to get
is (θ, E)−nonsuitable, we must have a ∈ Υ, and hence a ∈ Λ (N )
Applying the resolvent identity, and using the fact that Λ(t) := Λ (N )
where
which is certainly true by our choice of s and θ provided that we take ℓ large enough.
when possible, repeatedly using either (3.8) or (3.10), as appropriate, and, when we must stop because we got too close to b, using the hypothesis that Λ (N ) 11) where N (Y ) is the number of times we used (3.8). We can always use either (3.8) or (3.10), unless we got to some v where
Kj t ℓ (u t ) for some t and b ∈ Λ (N ) Kj t ℓ (u t ). It follows that we will not have to stop before
(3.12) Thus, using (2.33), we can achieve
We take Y ≥ 4000JN N +1 , which guarantees N (Y ) ≥ 2 for large ℓ by (3.13). It then follows from (3.11) that for a,
and we conclude that Λ
We assume L = Y ℓ, with ℓ is sufficiently large when necessary.
, where L = Y ℓ. Let J ∈ 2N, to be specified later. We define several events:
A is the event that at least one of the PI boxes in C L,ℓ (x) is (θ, E)-nonsuitable, W J is the event that (i) and (ii) in Lemma 3.3 hold, and F J is the event that (iii) in Lemma 3.3 holds. It follows from Lemma 3.3 that, taking
Since s > N d + p, Theorem 2.3 implies
J ∩A c , then there exist J +1 FI pairwise ℓ-distant boxes in the suitable cover that are (θ, E)-nonsuitable. By Lemma 2.10 these boxes are fully separated. Thus
It follows from equation (3.20) that
We now choose J = 1, obtaining
We conclude that K 0 < ∞, since by hypothesis 2 (2Y )
3.2. The second multiscale analysis.
Suppose that we have the following:
Proof. Since there at most J pairwise ℓ-distant N -particle boxes in the suitable cover that are (E, m ℓ )-nonregular, we can find a s ∈ Ξ 
is (E, m ℓ )-nonregular. We proceed as follows:
ℓ , then we use the resolvent identity as in (3.8) to get
Since ℓ 10 ≤ b 1 − a ≤ ℓ + 1, and we assumed (3.29), this holds with
is (E, m ℓ )-nonregular, we must have a ∈ Υ, and hence a ∈ Λ (N )
. Proceeding as in (3.9)-(3.10), and using (3.31), we get
34) by our choice of m ℓ , provided that we take ℓ large enough.
(a, b; E) , using repeatedly (3.31) and (3.33), as appropriate, and, when we must stop because we got too close to b, using the hypothesis that Λ (N )
and we have
where, using (3.29),
We start by showing that there exists
L (x) be an N -particle box and J ∈ N. We define several events:
A is the event that at least one of the PI boxes in C L,ℓ (x) is (m L , E)-nonregular, W J is the event that (i) and (ii) in Lemma 3.5 hold, and F J is the event that (iii) in Lemma 3.5 holds. It follows from Lemma 3.5 that
Lemma 3.1 yields (large ℓ, so m ℓ ≤ m * τ (ℓ) in Lemma 3.1)
Theorem 2.3 implies
J ∩A c , then there exist J +1 FI pairwise ℓ-distant boxes in the suitable cover that are (θ, E)-nonregular. By Lemma 2.10 these boxes are fully separated. Thus
(3.44) We now take J = 1, require 1 < γ < 1 + p p+2N d and conclude that, since
We now fix L 0 and m 0 > 0. We take L 0 is sufficiently large, so Proposition 3.6. Let 0 < ζ 1 < ζ 0 < 1 as in (3.5), E ∈ R, and assume Y ≥ 3800N
we have
As a consequence, for every k ≥ K 1 , we have
To prove the proposition, we use the following deterministic lemma. 
N , where K j is given in (2.29), is E-nonresonant. (iii) There are at most J pairwise ℓ-distant, (E, ζ 0 )-nonSES boxes in the suitable cover. Then Λ (N ) L (x) is (E, ζ 0 )-SES, provided ℓ is sufficiently large. Proof. Since there at most J pairwise ℓ-distant N -particle boxes in the suitable cover that are (E, ζ 0 )-nonSES, we can find a s ∈ Ξ (N ) L,ℓ (x), s = 1, 2, . . . , j ≤ J, such that the boxes Λ ℓ (a s ) are pairwise ℓ-distant, (E, ζ 0 )-nonSES boxes, and any box Λ ℓ (a) with a ∈ Ξ (N ) L,ℓ (x) which is ℓ-distant from all the Λ ℓ (a s ) must be (E, ζ 0 )-SES. Applying Lemma 2.15, we obtain Υ = Υ 
We proceed as follows:
is (E, ζ 0 )-nonSES, we must have a ∈ Υ, and hence a ∈ Λ (N )
(Kj t +2)ℓ (u t ). Applying the resolvent identity, and using the fact that Λ(t) := Λ (N )
is (E, ζ 0 )-SES. We use (3.50) with a = v ′ , getting
which is certainly true since β < ζ 0 , provided that we take ℓ large enough.
(a, b; E) by, when possible, repeatedly using either (3.50) or (3.52), as appropriate, and, when we must stop because we got too close to b, using the hypothesis that Λ (N ) 53) where N (Y ) is the number of times we used (3.50). We can always use either (3.50) or (3.52), unless we got to some v where
Kj t ℓ (u t ) for some t and b ∈ Λ (N ) Kj t ℓ (u t ). As in the proof of Lemma 3.3, we have (3.12) and (3.13).
If we have
it follows from (3.53) that for a,
, and L sufficiently large, we have Proof of Proposition 3.6. Given a scale L, we set
We proceed as in the proof of Proposition 3.2. Let Λ
L (x) be an N -particle box with an ℓ-suitable cover, C L,ℓ (x), where L = Y ℓ. Assume Y ≥ 3800N N +1 1 1−ζ 0 , and set J = ⌊Y ζ0 ⌋ We define events E, A, W J , F J as in the proof of Proposition 3.2, with (ζ 0 , E)-nonSES boxes instead of (θ, E)-nonsuitable boxes, etc. It follows from Lemma 3.7 that (3.16) holds. Using Lemma 3.1 we get
Proceeding as in (3.42), with our choice of β Theorem 2.3 implies
We also have (3.19), so, similarly to (3.20), we get
, it follows immediately from (3.59) that
It follows from equation (3.59) that
. If K 0 > 2 and k < K 0 , proceeding as in (3.24)-(3.62) we get
, and we assume 2 (2Y )
Since ζ 0 > ζ 1 and 2 (2Y )
3.4. The fourth multiscale analysis. We fix ζ, τ, β, ζ 1 , ζ 2 , γ as in (3.5).
3.4.1. The single energy multiscale analysis.
Proposition 3.8. Let 0 < m 0 < m * = m τ . Then there exists a length scale Z * 3 such that, given an energy E ∈ R, if for some L 0 ≥ Z * 3 we can verify
then for sufficiently large L we have
Proposition 3.8 is proved first for a sequence of length scale L k similarly to Proposition 3.4; to obtain the sub-exponential decay of probabilities we choose J, the number of bad boxes, dependent on the scale L as in the proof of Proposition 3.19 below. To obtain Proposition 3.8 as stated, that is, for all sufficiently large scales, we prove a slightly more general result.
This lemma is a straightforward adaptation of [GK3, Lemma 3.16 ] to the discrete case.
Lemma 3.11. Let E 1 ∈ R, ζ 2 ∈ (ζ, τ ), and γ ∈ (1, 1 ζ2 ) with ζ γ 2 < ζ 2 . Assume there exists a mass m ζ2 > 0 and a length scale
2 , E 1 -good by Lemma 3.10. The lemma follows since
( 3.70) 3.4.2. The energy interval multiscale analysis.
L (x) be an N-particle box and m > 0. Let E 0 ∈ R, and suppose that
The resolvent equation gives
Now let E ∈ I = (E 0 − η, E 0 + η), where η is as in (3.71). Since (3.75)
Proposition 3.6, combined with Theorem 2.3 and Lemma 3.12, yields the following proposition.
Proposition 3.13. Let 0 < ζ 2 < ζ 1 < ζ 0 < 1, and assume the conclusions of Proposition 3.6. There exists scales L k , k = 1, 2, . . ., such that lim k→∞ L k = ∞, with the following property: Let
Then for all E 0 ∈ R we have
We now take L = ℓ γ .
Definition 3.14. Let Λ (N )
be a PI N-particle box with the usual ℓ suitable cover, and consider an energy E ∈ R. Then:
is not E-Lregular (for left regular ) if and only if there are two partially separable boxes in
is not E-Rregular (for right regular ) if and only if there are two partially separable boxes in C
We conclude that
Proof. We prove (i), the proof of (ii) is similar. Let us set
Let us fix ω S c , and
. Let D denote the event that there exists E ∈ I such that Λ L (x J ) contains two partially separable boxes in the ℓ-suitable cover that are (E −µ, m * )-nonregular. We can rewrite D as the event that there exists E ′ ∈ I −µ such that Λ L (x J ) contains a pair of partially separable boxes in the ℓ-suitable cover that is (E ′ , m * )-nonregular, where
Applying the bootstrap MSA result to the interval I − µ for |J | particles (induction hypothesis), we get
τ . We conclude that
be a PI N-particle box, and consider an energy E ∈ R. Then:
or LNR) if and only if for every box
L (u) is E-nonresonant, E-LNR, and E-RNR.
Lemma 3.17. Let E ∈ R, and Λ (N )
be a PI N-particle box. Assume that the following are true: 82) with the constants c 1 , c 2 , c 3 do not depend on the scale ℓ and m * = m τ .
Lemma 3.18. Let E ∈ R, and Λ (N )
Then by definition, we can find λ ∈ σ H ΛL(uJ ) and an N − |J | -particle box,
The same argument applies to a PI N-particle box being E-left resonant.
We now state the energy interval multiscale analysis. Given m > 0, L ∈ N, x, y ∈ Z N d , and an interval I, we define the event
Proposition 3.19. . Let ζ, τ, β, ζ 1 , ζ 2 , γ as in (3.5) and 0 < m 0 < m * . Then there exists a length scale Z * 3 such that, given an interval I ⊆ R, if for some L 0 ≥ Z * 3
we can verify
for every pair of partially separable N -particle boxes Λ N L0 (x) and Λ (N )
for every pair of partially separable
Proof. Given ℓ (sufficiently large) and 0 < m ℓ < m * , we set L = ℓ γ and take m L as in (3.30). If ℓ is large, we have m(ℓ) > m ℓ , where m(ℓ) is given in (3.82), and
We start by showing that if
for every pair of partially separable N-particle boxes Λ
for every pair of partially separable N-particle boxes Λ (N )
L (y) be a pair of partially separable N-particle boxes. Let J ∈ 2N . Let B J be the the event that there exists E ∈ I such that either C L,ℓ (x) or C L,ℓ (y) contains J pairwise ℓ-distant FI boxes that are (m ℓ , E)-nonregular, and let A be the event that there exists E ∈ I such that either C L,ℓ (x) or C L,ℓ (y) contains one PI box that is not E-preregular. If ω ∈ B c J ∩A c , then for all E ∈ I the following holds:
We also define the event
where, given an N -particle box Λ (N ) L (a), by M a we denote the collection of all boxes of the following three types:
, and hence it follows from Corollary 2.4 that
Note that for ω ∈ U c J and E ∈ I, either every box in M x is E-nonresonant or every box in M y is E-nonresonant.
Let ω ∈ B c J ∩ A c ∩ U c J and E ∈ I. If every box in M x is E-nonresonant, then, in particular, every PI box in C L,ℓ (x) is E-HNR and E-preregular, and hence (m(ℓ), E)-regular by Lemma 3.17. As m(ℓ) > m ℓ , we conclude that every PI box in
, and all other boxes in
If there exists a box in M x that is E-nonresonant, then every box in M y must be E-nonresonant, and thus Λ (N )
Using Lemma 2.10 and Lemma 3.15, we get
We now fix
ζ 2 , and we conclude from (3.97) that
We now take L 0 large enough so that m(L 0 ) > m L0 = m 0 , and the above procedure can be carried out with
To finish the proof, we just need to make sure m L k > m0 2 for all k = 0, 1, . . ., but this clearly can be achieved by taking L 0 sufficiently large, similarly to the argument in (3.46). 
As a consequence, we also get a stronger form of Proposition 3.19.
Theorem 3.21. Let ζ 2 ∈ (ζ, τ ) and γ ∈ (1, 1 ζ2 ) with ζ γ 2 < ζ 2 be given. Assume there exists a mass m ζ2 > 0, a length scale L 0 = L 0 (ζ 2 ), and δ ζ2 > 0 such that if we take L k+1 = L γ k , then for every k ∈ N and for every E 1 ∈ R, setting I(E 1 ) = [E 1 − δ ζ2 , E 1 + δ ζ2 ], we have
2 , E 0good for every E ∈ I(E 1 ) and for every ω ∈ F c 1 . The conclusion follows since 
Localization for the multi-particle Anderson model
In this section we prove Corollary 1.6. We assume that (1.16) holds on an interval I and prove the conclusions of Corollary 1.6 in I. Since H (N ) ω has compact spectrum, it can be covered by a finite number of intervals where (1.16) holds, and hence the conclusions of Corollary 1.6 hold on R.
We take L 0 large enough so (1.16) holds for all L ≥ L 0 , and set L k+1 = 2L k for k ∈ N.
Anderson Localization.
Proof of Corollary 1.6(i). For x 0 ∈ Z N d and k ∈ N, we set
follows from the definition of the Hausdorff distance that
Applying (1.16), we get
so we have
It follows from the Borel Cantelli Lemma that
i.e.,
and let H = H ω . We will be done if we can prove that every generalized eigenvalue of H in I is actually an eigenvalue by showing that any corresponding generalized eigenfunction has exponential decay. Let E ∈ I be a generalized eigenvalue of H with the corresponding nonzero polynomially bounded generalized eigenfunction ψ, that is Hψ = Eψ and for some C < ∞, t ∈ N, we have
Since ψ is non zero, there exists x 0 ∈ Z N d such that ψ(x 0 ) = 0 . We know that E k (x 0 ) can only occur finitely many times. Thus there exists k 1 such that for every k > k 1 , and for any
, and
Since we know ψ(x 0 ) = 0, this implies there must exist k 2 such that for every
. For what we are doing, we will be taking k such that
is (m, E)-regular and thus
, provided k is sufficiently large, so ψ decays exponentially.
4.2. Dynamical Localization. We will use the generalized eigenfunction expansion for H ω = H (N ) ω to prove dynamical localization (and SUDEC in Subsection 4.3). We will follow the short review (and the notation) given in [GK3, Section 5] , and refer to [KKS, Section 3] for full details. We fix ν = Lemma 4.1. There exists a constant c = c(d, N ) < ∞ such that for P almost every ω tr
It follows that
Lemma 4.2. For P-almost every ω, for every x, y ∈ Z N d , and for µ ω −almost every λ, we have Then for ω / ∈ R (m, I, x, y, ℓ, N ) we have
for µ ω −almost every λ ∈ I.
Proof. Let ω / ∈ R (m, I, x, y, ℓ, N ). Then for every λ ∈ I, either Λ
, so without loss of generality, we may assume Λ ℓ (x) is (m, λ)-regular.
For µ ω -almost every λ ∈ I, ψ = P ω (λ) χ y φ, with φ ∈ H, is a generalized eigenfunction of H ω corresponding to the generalized eigenvalue λ. Then
Thus it follows from the regularity of Λ ℓ (x) that
where we used 
where the supremum is taken over all bounded Borel functions g on R, and g = sup t∈R |g(t)|.
Proof. Let us fix y ∈ Z N d . We will apply our main result using ζ 2 ∈ (ζ , 1). For x ∈ Z N d , let us denote
Thus our goal is to show that E F x (ω) ≤ C e −dH (x, y) ζ 4 for all x ∈ Z d for some constant C = C(y).
As in [GK1] , we have
and thus
We will divide the proof into the case where d H (x, y) > L k for some k large enough (k ≥ K 0 ), and the case where
To estimate E F x (ω) ; ω ∈ A , we apply Lemma 4.2 to get
(4.26)
But we know that P(A) ≤ e −L ζ 2 k , and
To estimate E F x (ω) ; ω / ∈ A , we apply Lemma 4.3 to get
Since k ≥ K 0 , i.e. L k is large enough, we can conclude
Thus, we get
(4.35) To get our desired result, we can just take (4.36) 4.3. SUDEC. To prove Corollary 1.6(iii) we follow [GK2] . Note that for all a, b ∈ Z N d we have χ b T a ≤ a − b ν , and it follows from (4.22) that
We write E A (H ω ) := χ A (H ω ) for a Borel measurable set A ⊂ R, and let
Definition 4.5. Given ω, λ ∈ R, and a ∈ Z N d , define 38) where S ω, λ = φ ∈ H + : P ω (λ)φ = 0 . We also define
where T ω, λ = φ ∈ H : E ω (λ)φ = 0 , and
(4.41)
Thus W a, ω (λ) ≤ 1 for every a ∈ Z N d , every ω, and µ ω −almost every λ ∈ R. Moreover,
Remark 4.7. Given x, y ∈ Z N d , by [GK2] , W x, ω (λ) W y, ω (λ) is measurable (in λ) with respect to the measure µ ω for P-a.e. ω. Moreover, we have measurability of W x, ω (λ) W y, ω (λ) L ∞ (I,dµω(λ)) with respect to ω. From Remark 4.6, we also have W x, ω (λ) W y, ω (λ) L ∞ (I, dµω(λ)) ≤ 1 for P − a.e. ω. From [KKS] we have that for µ ω −a.e. λ ∈ I, P (λ) ψ := P ω (λ) ψ is a generalized eigenfunction of H := H ω for every φ ∈ H + . Let φ ∈ H + , and denote ψ = P (λ) φ. Using the bound from Remark 4.6 for the term in y, we get our desired result. Proof. Let us denote f (ω) = W x, ω (λ) W y, ω (λ) L ∞ (I,dµω(λ)) . Take x, y ∈ Z N d . We will divide the proof into several cases.
Case 1: There exists k ∈ N such that L k < d H (x, y) ≤ L k+1 ; i.e. the pair x and y is L k − distant. Denote A k = R(m, L k , I, x, y). Then Thus we get our desired result.
The following result of [GK2] , though trivial, plays a crucial role in this section, so we state it here without providing the proof.
Lemma 4.10. Assume that for every ζ 1 ∈ (0, 1), we can find a constant C ζ1 such that for every x, y ∈ Z N d ,
Then for any ζ ∈ (0, 1) there exists a constant C ζ such that Thus, it follows that for P-a.e. ω we have Corollary 4.11. Suppose that for every ζ 1 ∈ (0, 1), we can find a constant C ζ1 such that for every x, y ∈ Z N d , E W x, ω (λ) W y, ω (λ) L ∞ (I,dµω(λ)) ≤ C ζ1 e −dH (x, y) ζ 1 .
Then for P-a.e. ω, H ω exhibits pure point spectrum in the interval (a, b) with the corresponding eigenfunctions decaying exponentially fast at infinity. Moreover, for µ ω − a.e. λ ∈ I, λ is an eigenvalue of H ω with finite multiplicity.
Proof. Since we know that there exists Ω 1 where P(Ω 1 ) = 1 and for every ω ∈ Ω 1
let us take ω ∈ Ω 1 . Then there exists a constant C ω = C ω, ζ such that It follows from Lemma 4.10 that for any φ ∈ H + , any x, y ∈ Z N d , and for µ ω − a.e. λ ∈ I, we have χ x P ω (λ)φ χ y P ω (λ)φ ≤ C ω x 2ν T −1
x P ω (λ)φ T for some constant C 1 = C 1 (ω, ζ). In particular, if P ω (λ)φ is a generalized eigenfunction of H ω , then we can pick x 0 ∈ Z N d such that χ x 0 P ω (λ)φ = 0. So we get that for every y ∈ Z It follows that P ω (λ)φ ∈ H, and hence µ ω − a.e. λ ∈ I is an eigenvalue of H ω . To show finite multiplicity, it is enough for us to show that tr E λ (H ω ) := tr χ {λ} (H ω ) < ∞. But
is bounded uniformly for every x ∈ Z N d , every ω, and every λ, and Z a, ω (λ) ≤ W a, ω (λ) ≤ W a, ω (λ) ≤ 1, we get µ ω (λ) tr E λ (H ω ) ≤ C The result now follows from Lemma 4.8.
Proof of Corollary 1.6 (iii). Let us take ζ 1 > ζ, and let E n, ω be an eigenvalue of H ω . For ψ, φ ∈ Ran χ En, ω (H ω ), and x, y ∈ Z N d , we have χ x φ χ y ψ ≤ W x, ω (E n, ω )W y, ω (E n, ω ) T so applying equation (4.37) we get our desired result.
