Considering the complexity of reservoir systems, a model fusion approach is proposed in this paper.
INTRODUCTION
Reservoirs are significant components of water resource systems, providing effective irrigation, water supply, hydropower, flood and drought control, and other functions. ) and grey model (GM) (Lin et al. ) . In addition to the direct time series forecast using the inflow data themselves, external factors such as weather conditions were also taken into account to improve the inflow forecasting accuracy (Zhang et forecasted at all scales are employed to obtain the final forecasting results through scale-normalized fusion. In this paper, according to different inflow information represented, the historical data of the reservoir are divided into two time series, namely, yearly-scale series and monthly-scale series.
To accommodate different characteristics of the two scales, the even grey model (EGM) and the ANFIS are adopted for the forecasts at the two scales, respectively. The grey relational analysis (GRA) is subsequently used as a scale-normalized model fusion tool to integrate the yearly-scale model and the monthly-scale model to obtain final forecasting results. In this way, a model fusion approach is constructed to improve the forecasting accuracy of the monthly reservoir inflow. The proposed approach is applied to the Three Gorges reservoir, China. The forecasting results are also compared to those of some published peer approaches.
METHODOLOGIES
In this study, a data-driven method has been chosen to determine the general structure of the regression model for the monthly reservoir inflow forecasting. The tth forecasted value of the reservoir inflow can be associated with the historical data, i.e., 
where subscripts '1' and '2' denote the monthly-scale model and the yearly-scale model, respectively, F 0 (.) represents the scale-normalized fusion function for the two constituting models. In this section, the involved methodologies are introduced, respectively.
ANFIS for the monthly-scale modeling
As mentioned above, the monthly-scale pattern describes the nonlinear changes information of the adjacent months.
This calls for a nonlinear model to express the nonlinear relationship F 1 (.) between the input and the output variables. The ANFIS, integrating both the neural networks and the fuzzy logic principles, has capabilities in handling nonlinear, complexity and discontinuity problems (Lohani et al. ) . It also has some other advantages, such as fast convergence speed, good repeatability and high forecasting precision. Moreover, the results in our previous research The two rules are: 
The Gaussian membership function is used in this study, so
2 m ) and 
Layer 3: The main objective of the normalized firing strength layer is to calculate the ratio of each mth rule's firing strength:
Layer 4: The square nodes in this layer correspond to the consequent nodes that compute the contribution of each mth rule aimed at the model output:
Layer 5: The single node computes the overall output by summing all the incoming signals. Accordingly, the defuzzification process transforms each rule's fuzzy results into a crisp output in this layer:
From the Introduction above, one can find that the ANFIS has two kinds of parameter sets, i.e., the premise parameters {δ m , σ m } identifying the shape of the MF, and the consequent parameters {p m , q m , r m } determining the overall output of the system. In this paper, we use the hybrid-learning algorithm (Jang ) to identify these parameters. More descriptions of this algorithm can be found by referencing Jang et al.
As shown in Equation (2) According to the theory of Shannon entropy, the MI can be used to calculate the nonlinear correlation between observation time series X 1 ¼ {x(t)} and its delay time series X 1,τ1 ¼ {x (tÀτ 1 )}. The MI variable I(τ 1 ) with different τ 1 is described as:
where H(X 1 ) and H(X 1,τ1 ) are the marginal entropies, and H (X 1 , X 1,τ1 ) the joint entropy of X 1 and X 1,τ1 . The three variables are, respectively, given by where P(x(t)) and P(x(tÀτ 1 )) represent the marginal probability distribution functions of X 1 and X 1,τ1 , respectively.
After determining τ 1 , the FNN (Kennel et al. ) is applied to choose d 1 . In a d 1 -dimensional space, each phase vector X 1 (t) has a nearest neighbor X 1,η (t), whose distance R d1 is expressed as:
For each X 1 (t) in the time series, the distance between its
space can be computed as:
If R > R tol ¼ 15 (Abarbanel & Gollub ) , and the loneliness tolerance threshold A tol satisfies (Kennel et al.
):
this point is marked as having a FNN.
EGM for the yearly-scale modeling
The yearly-scale pattern reflects the similarity of the same month's inflows in the adjacent years. Generally, the weather and the hydrologic conditions are roughly the same in a certain month for different years. Hence, the observations of the history series in the yearly-scale have a quasi-linear and quasi-stationary nature. Moreover, the modeling samples of the history series in the year's scale are usually less (only one sample for one year). Therefore, we adopt the EGM to model the yearly-scale pattern (F 2 (.)) shown in Equation (2).
The EGM, first proposed by Deng (), has been widely used in forecasting fields. The EGM can be utilized to forecast the time series with only four or more observations. It overcomes the disadvantage that the forecasting accuracy of the statistical model depends on the data amount. In this paper, we employ the EGM (1, 1) algorithm that is described as follows (Liu et al. ) .
Assume that the yearly-scale series
(1), x (0) (2), …,
, and X (1) is the 1-AGO sequence of
(1),
, where
Define Z (1) as a sequence obtained by applying the
where
is called an even GM (1,1) model, where a, b mean development coefficient and grey input, respectively. The
T can be solved by the least square method:
where Y ¼ After B, Y,â obtained, and taking the inverse AGO on
, we can get the time response of EGM (1,1) which gives the forecasting results:
GRA for scale-normalized model fusion
Data fusion integrates multiple data and knowledge representing the same real-world object into a consistent, accurate and useful representation. Its operating principle is using various corresponding methods to process data which reflect different characteristics of the time series. In this paper, we employ the GRA (Liu et al. ) as a fusion tool to normalize monthly-scale and yearly-scale models for the reservoir inflow forecast. The GRA method makes up the defects of the system analysis caused by the mathematical statistics, and inconsistencies will not exist between the qualitative analysis and the quantitative results. In addition, it is applicable to handling problems with less samples with the characteristics of generality and less calculation burden.
The basic principle of the GRA is based on the geometrical relation comparison between multiple data sequences in the system. The much more similar geometry shapes mean the greater correlation degree. In other words, the smaller the forecasting error is, the higher the grey correlation degree will be. Therefore, model fusion based on the GRA can avoid amplification of different forecasting sequences' errors, thus improving the final forecasting precision.
According to the theory of the data fusion, the reservoir inflow X ¼ (x(1), x(2), …, x(N)) (N represents the length of time) can be divided into two relevant series, named
, and yearly-
y 2 (M)) are the forecasting results of the relevant series (monthly-scale series X 1 and yearly-scale series X 2 ) using corresponding models, respectively, then the absolute relational degree between Y 1 , Y 2 and X 0 can be expressed as follows:
, and y i (l ) represents lth forecasted value of ith forecasted series, i ¼ 1,2.
The integrating process of the data fusion is described as follows:
where Y means the final forecasting series.
Overview of the proposed model fusion approach
Having addressed the constituents separately, the present model fusion approach for forecasting reservoir inflow can be concluded as follows and is illustrated by Figure 2 .
Step 1: Analysis of original data series X, and construct new series containing different characteristics (in this paper, we construct two relevant series, monthly-scale series X 1 and yearly-scale series X 2 ).
Step 2: Forecast the different series' reservoir inflow using corresponding methods (in this paper, Y 1 was obtained by ANFIS, and Y 2 was achieved using EGM (1,1)).
Step 3: Scale-normalized model fusion through GRA between Y 1 , Y 2 and X 0 , respectively.
Step 4: Output the forecasting results according to Equation (18). End.
DATA AND PERFORMANCE CRITERIA
The study area, the Three Gorges reservoir shown in Figure 3 , is located in the upstream of the Yangtze River at the boundary of Chongqing municipality and Hubei pro- To assess the performance of the forecasting approaches, three traditional criteria, mean absolute percentage error (MAPE), normalized root-mean-square error (NRMSE) and correlation coefficient (R), are used in this paper. These criteria can be formulated as follows:
where x(t) and y(t) represent the recorded and forecasted value of the tth monthly reservoir inflow, respectively, x and y are the mean value, respectively.
In addition, a new performance criterion, evaluating the forecasting ability of the model precisely from higher to low flow region, peak percent threshold statistics (PPTS) (Lohani et al. ), is adopted in this paper. The equation is:
, l and u represent the lower and higher limits in percentage, respectively, and ξ t is the relative error of the tth data. Before computing Equation (22), the records are arranged in descending order. Note that the value of up ¼ 100%, the PPTS (lo, up)
can be regarded as PPTS (lo), which shows the PPTS of top lo% data. In this paper, the PPTS (5) and PPTS (10) are all taken into consideration.
RESULTS AND DISCUSSION
In this section, the proposed model fusion approach is evaluated using the reservoir inflow data of the Three Gorges, as shown in Figure 4 . The forecasting performances are also compared with the sole application of the ANFIS, the EGM (1,1) and other peer methods to demonstrate the superiority.
Inflow forecasting using the proposed approach
In this subsection, the proposed model fusion will be employed to forecast the monthly inflow of the Three Gorges reservoir. First, the two scales' constituting models (the ANFIS and the EGM (1,1)) are established for the monthly-and yearly-scales, respectively. Then, the scale-normalized model fusion based on the GRA is subsequently used to integrate the yearly-scale and the monthly-scale results.
The first constituting model for the proposed approach is the monthly-scale component. As introduced above, the inputs can be determined by the MI and the FNN, respectively. Through recursive algorithm (Fraser & Swinney ) , the changes of I(τ 1 ) over τ 1 are shown in Figure 5 .
As the optimal delay time τ 1opt is the time of the minimum in I(τ 1 ) found first, one can see that τ 1opt ¼ 4 according to The minimum embedding dimension, after eliminating all false-nearest neighbors, is just the optimal embedding dimension is just the optimal embedding dimension d 1opt . Therefore, only nine models shown in Table 2 are suitable according to the criteria. According to the performances of both training and testing data as shown in Table 2 , one can determine the optimal ANFIS networks (M22) with three inputs and one output in this paper. Each input has seven Gaussian membership functions with seven rules.
The second constituting model is the EGM (1,1) . For a given sequence, the feasibility test for the EGM modeling is a key process that supplies information about whether an accurate EGM model can be built. Usually, if ratio
nþ1 , e 2 nþ1 ), then the data of the reservoir inflow can be used to establish the EGM model, where
In this study, the yearly-scale series are divided into two sets: the records from year 2000 to year 2010, as shown in Table 3 ).
The two scales' models are then fused by the GRA. With modeling the reservoir inflow pattern using the ANFIS and the EGM (1,1) at the monthly and the yearly-scales, respectively, the GRA of the training data can be calculated according to Equation (12) Table 4 shows the quantitative evaluations using the MAPE, NRMSE, R, and PPTS of the training and testing data, respectively.
Comparisons with the ANFIS and the EGM (1,1)
To show the superiority of the proposed approach, the ANFIS (M22) and the EGM (1,1) are solely applied to forecast the same data for comparison. Jan.
Oct.
For quantitative evaluation, Table 5 shows the forecasting results using the ANFIS and the EGM (1,1), respectively.
Compared with Table 4 , it more obviously illustrates the fact that the proposed model fusion method has the best forecasting performance in the MAPE, NRMSE, and R. For the PPTS, the lower the value is, the better the capability for forecasting peak inflow will be (Lohani et al. ) . Compared with Table 4 , the PPTS values (PPTS (5) of the ANFIS, and PPTS (5) and PPTS (10) of the EGM (1,1)) confirm that the proposed model is capable of forecasting the peak inflow more accurately.
Comparisons with other peer methods
In addition to the comparisons with the ANFIS and the EGM (1,1), the proposed approach is also compared with two methods researched and applied more widely, i.e., back propagation neural network (BPNN) and ARIMA, and the authors' peer method (Bai et al. ) , using the same data set as shown in Figure 4 . the PPTS values also demonstrate that the present model is capable of forecasting the peak inflow more accurately.
As above, these criteria shown in Tables 4-6 clearly illustrate that the proposed method in this paper has the best forecasting performance among all the peer methods. In the case of little gaps in evaluation criteria (compared with the fusion model in this paper, the MAPE, NRMSE, and R are better than 0.0985%, 0.1023%, and 0.0526% in the peer paper, respectively), the computational burden has obviously dropped.
CONCLUSIONS
In this paper, a model fusion method has been constructed for forecasting monthly reservoir inflow. Considering the characteristics of the reservoir inflow in different time scales (nonlinearity in monthly-scale and quasi-stability in yearly-scale), the ANFIS and the EGM (1,1) are applied to follow the monthly-scale and the yearly-scale inflow patterns, respectively. Using the GRA, the patterns at the two scales are normalized and integrated to generate the final forecasting results. The present method is applied to forecast the Three Georges reservoir inflow. The proposed method is also compared with four peer methods, the ANFIS, the EGM (1,1), the ARIMA, and the BPNN. The results show that, having integrated both monthly-scale and yearly-scale patterns into a grey fashion, the proposed approach exhibits the best forecasting performance in terms of the criteria. Due to the hydrological similarities of the reservoirs, the proposed model fusion method can also be applied for other reservoirs' inflow forecasts.
