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Confidence Regions in Wasserstein Distributionally Robust Estimation
JOSE BLANCHET, KARTHYEK MURTHY, AND NIAN SI
Abstract. Wasserstein distributionally robust optimization (DRO) estimators are obtained
as solutions of min-max problems in which the statistician selects a parameter minimizing
the worst-case loss among all probability models within a certain distance (in a Wasserstein
sense) from the underlying empirical measure. While motivated by the need to identify model
parameters (or) decision choices that are robust to model uncertainties and misspecification, the
Wasserstein DRO estimators recover a wide range of regularized estimators, including square-
root LASSO and support vector machines, among others, as particular cases. This paper studies
the asymptotic normality of underlying DRO estimators as well as the properties of an optimal
(in a suitable sense) confidence region induced by the Wasserstein DRO formulation.
1. Introduction
In recent years, distributionally robust optimization (DRO) formulations based on Wasser-
stein distances (or Wasserstein DRO formulations, for short) have sparked a substantial amount
of interest in the literature. One reason for this interest, as demonstrated by a range of
examples in statistical learning (see [35, 8, 41, 43, 24, 29, 42]) and operations research (see
[27, 10, 19, 21, 5, 47, 1]), is that these types of formulations provide a flexible way to quantify,
and hedge against, the impact of model misspecification.
This paper develops theory of asymptotic normality for Wasserstein DRO estimators and
convergence of associated optimal (in a certain sense) confidence regions.
We shall provide a review of Wasserstein DRO and its connections to several areas, such
as artificial intelligence, machine learning and operations research, which are of significant
interests to various scientific communities. But, first, we would like to set the stage to explain
our contributions in this paper by introducing the elements of typical data-driven non-DRO
and DRO estimation formulations.
The elements of a typical data-driven (non-DRO) estimation formulation. A typ-
ical data-driven formulation considers a data set {Xk : 1 ≤ k ≤ n} ⊆ Rm, which, for simplicity,
we will assume to be comprising independent and identically distributed (i.i.d.) samples from
an unknown distribution P∗. The random variables Xk are assumed to be constructed in their
canonical space (that is, we may assume without loss of generality that Xk (ω) = ω). Unless
otherwise stated, the probability measures that we consider are defined on Borel sets of the
Euclidean space. We use P to denote the distribution of the sequence {Xk : k ≥ 1}, which is
the product measure induced by P∗ (defined on the associated Kolmogorov σ-field).
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The empirical measure associated with the sample is denoted as Pn. We use EPn [ · ] to denote
the expectation with respect to the empirical measure, Pn. Therefore, if f : R
m → R is any
function (say, continuous and bounded, for specificity) then EPn [f(X)] = n
−1∑n
k=1 f(Xk).
More generally, given a probability model P , we write EP [·] to denote the expectation operator
associated to P and therefore EP [f(X)] =
∫
f(x)P (dx). Thus, because of our i.i.d. assumption,
we have EPn [f(X)] → EP∗ [f(X)], P-almost surely, as n→∞ for any continuous and bounded
function f (·).
In the case of P∗, we will, however, drop the subindex in the expectation operator; for
example, we write EP∗[f(X)] = E[f(X)].
A typical (non-DRO) data-driven stochastic optimization problem informed by Pn focuses on
minimizing empirical expected loss of the form, EPn [ℓ(X;β)], over the decisions (or) parameter
choices β ∈ Rd. We may assume that for any given x ∈ Rm, ℓ(x; · ) is differentiable with
derivative h(x, β) = Dβℓ(x;β) and we can identify a choice,
βERMn ∈ argmin
β
EPn [ℓ(X;β)] (1)
via the first order optimality condition EPn [h(β
ERM
n ,X)] = 0. If we let β∗ be the unique
minimizer for minβ∈Rd E[ℓ(X;β)], then under suitable regularity conditions to be discussed in
the sequel, it is well-known that βERMn → β∗, almost surely. The estimator βERMn is called the
Empirical Risk Minimization (ERM) estimator.
A typical Wasserstein DRO formulation. A DRO formulation recognizes the distri-
butional uncertainty inherent in Pn being a noisy representation of an unknown distribution;
therefore, it is natural to consider an estimator of the form,
βDROn (δ) ∈ argmin
β
max
P ∈Uδ(Pn)
EPn [ℓ(X;β)] , (2)
where the set Uδ(Pn) is called the distributional uncertainty region and δ is the size of the
distributional uncertainty. Wasserstein DRO advocates choosing
Uδ(Pn) = {P : W (P,Pn) ≤
√
δ},
where W (Pn, P ) is the Wasserstein distance between P and Pn, denoted as W (Pn, P ). More
precisely, we shall work with Wasserstein distances of order 2, or the 2-Wasserstein distance,
which explains why it is natural to use
√
δ to specify Uδ(Pn) as above. Our results can be easily
extended to the case of Wasserstein distances of order ρ for ρ > 1, we focus on the case ρ = 2
to simplify the notation but also because of it being one of the most common cases. While
we review this specific notion of Wasserstein distance in Section 2.1.1, it suffices to say that
the squared 2-Wasserstein distance W (Pn, P ) is interpreted as the cheapest way to transport
the mass from Pn to the mass of another probability measure P, while measuring the cost
of transportation from location x ∈ Rm to location y ∈ Rm in terms of the squared distance
between x and y. (One may keep in mind the Euclidian distance for simplicity in this discussion,
but we will consider, more generally, the p-th norm in our development.)
Motivation behind Wasserstein DRO estimators. With the need to identify model
parameters (or) decision choices that are robust to model uncertainties and misspecification,
there is a rapidly growing literature on Wasserstein DRO formulations of the form (2) in various
quantitative disciplines related to statistics and operations research: see for example, [35, 27,
48, 10, 19, 8, 45, 41, 20, 43, 14, 9]. Wasserstein DRO formulations such as (2) have been shown
to recover many machine learning estimators, including square-root LASSO and support vector
CONFIDENCE REGIONS IN WASSERSTEIN DRO 3
machines ([8]), LAD LASSO (see ([13])), and group LASSO ([7]), among others ([35, 18, 16, 43,
13]).
The Wasserstein DRO formulation (2) has also been explored in adversarial training of Neural
Networks, see for example [41, 42].
As such, the min-max formulation (2) is “distributionally robust” in the sense that its solu-
tion guarantees a uniform performance over all probability distributions in Uδn(Pn). Roughly
speaking, for every choice of parameter/decision β, the min-max game type formulation in (2)
introduces an adversary that chooses the most adversarial distribution from a class of distribu-
tions Uδn(Pn). The goal of the procedure is to then choose a decision that also hedges against
these adversarial perturbations, thus introducing adversarial robustness into settings where the
quality of optimal solutions are sensitive to incorrect model assumptions.
Generic formulations such as (2) are becoming increasingly tractable. See for example, [27, 26]
for convex programming based approaches and [41, 11] for stochastic gradient descent based
iterative schemes. Algorithmic approaches in specific application settings include portfolio se-
lection [5], covariance estimation [29], Kalman filtering [1], dynamic control [46, 47], hypothesis
testing [20] and traveling salesman problems [12]. These algorithmic advances in DRO are
accompanied by significant progress in computational optimal transport (see [33, 6, 25] and
references therein).
Therefore, from a pragmatic perspective, our quest for understanding the asymptotic behavior
of solutions of (2) is motivated by a wide range of applications. Simply put, Wasserstein DRO
is becoming an important tool in the arsenal of learning and decision making under uncertainty,
and an objective of this article is to investigate the asymptotic behavior of the optimal value
and optimal solutions of the DRO formulation (2). We shall also see that the statistical limit
theorems lend themselves easily towards new characterizations of confidence regions that are
natural from standpoint of the considered distributionally uncertainty region Uδ(Pn).
An overview of contributions in this article. In order to specifically describe the
contributions, let us introduce the following notation. For any positive integer n and δn > 0,
let
Ψn(β) := sup
P ∈Uδn (Pn)
EP [ℓ(X;β)] and Ln(β) := EPn [ℓ(X;β)] ,
respectively, denote the DRO objective (2) and the empirical risk. Recall our assumption
that β∗ uniquely minimizes the population risk. According to (1) - (2), we have βDROn (δn) ∈
argminβ Ψn(β) and β
ERM
n ∈ argminβ Ln(β). Next, let
Λδn(Pn) =
{
β ∈ Rd : β ∈ argmin
β
EP [ℓ(X;β)] for some P ∈ Uδn(Pn)
}
(3)
denote the set of choices of β ∈ Rd that are “compatible” with the distributional uncertainty
region, in the sense that for every β ∈ Λδn(Pn), there exists a probability distribution P ∈
Uδn(Pn) for which β is optimal. In words, if Uδn(Pn) represents the set of probabilistic models
which are, based on the empirical evidence, plausible representations (for the purpose of decision
making) of the underlying phenomena, then each of such representations induces an optimal
decision and, Λδn(Pn) encodes the corresponding induced set of plausible decisions.
With the above notation, the key contributions of this article can be described as follows:
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A) (Joint Asymptotic Limits): Assuming that the samples {X1, . . . ,Xn} are independent
and identically distributed, we establish the convergence in distribution of the triplet,
(
n1/2(βERMn − β∗), nγ¯/2(βDROn (δn)− β∗), n1/2 (Λδn(Pn)− β∗)
)
, (4)
for a suitable γ¯ ∈ (0, 1/2] that depends on the rate at which the size of the distributional
uncertainty, δn, is decreased to zero (see Theorem 1). We identify the joint limiting distributions
of the triplet (4).
The third component of the triplet in (4), namely, n1/2(Λδn(Pn) − β∗), considers a suitably
scaled and centered version of the choices of β ∈ Rd that are compatible with the respective
distributional uncertainty region Uδn(Pn) in the sense described above. Under an appropriate
notion of convergence of sets (described in Section 2.1.2), the characterization of limit of the
sets n1/2 (Λδn(Pn)− β∗) relies on examining the level sets of a suitably defined profile function
(in the spirit of empirical likelihood profile function).
B) (Qualitative and Geometric Insights): We utilize the limiting result of (4) to examine
the effect of the size of distributional ambiguity, δn, the qualitative and geometrical properties
of the DRO solutions, and geometrical insights of the induced confidence regions.
Specifically, choosing δn = ηn
−γ , we characterize the behaviour of the solutions for different
choices of η, γ ∈ (0,∞), as n→∞. It emerges that the canonical, O(n−1/2), rate of convergence
is achieved only if γ ≤ 1 and the limiting distribution of βDROn (δn) and βERMn are different only if
γ ≥ 1. Hence to both obtain the canonical rate and tangible benefits from the DRO formulation,
we must choose γ = 1, which corresponds to the resulting γ¯ in (4) to be equal to 1. Under this
choice, an explicit connection between βDROn (δn) and β
ERM
n is obtained in Section 2.2.1 (see
equation (12)). Owing to this connection, we can reason that the DRO formulation (2) tends
to favor solutions with low sensitivity towards perturbations in data (see Corollary 1 in Section
2.2.1).
Moreover, given any α ∈ (0, 1), utilizing the limiting distribution of the triplet in (4), we
are able to identify a positive constant ηα ∈ (0,+∞) such that whenever η ≥ ηα in the choice
δn = ηn
−1, the set Λδn(Pn) is an asymptotic (1−α)-confidence region for β∗. For any choice of
η ≥ ηα in δn = ηn−1/2, we show that,
lim
n→∞P
(
β∗ ∈ βERMn + n−1/2Λη
)
≥ 1− α, (5)
where the set Λη is identified from the limiting distribution of n
1/2(Λδn(Pn)− βERMn ). Explicit
construction of the set Λη, and hence the confidence region given by β
ERM
n +n
−1/2Λη, relies on
tools from convex analysis which may be of independent interest; these are discussed in Section
2.2.2.
The choice η = ηα results in the smallest possible value for η, and subsequently smallest
volume set in the family, {Λη : η > 0}, of limiting sets, for which (5) is satisfied. Therefore, we
refer to the choice δn = ηαn
−1/2 as the optimal uncertainty size and the set βERMn + n−1/2Ληα
as the optimal confidence region (among those defined using the sets Λη).
C) (Technical insights): Our methodology exposes technical insights, which are likely to be
useful in contexts of wider scope than those considered here.
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For example, a key technical result that we obtain, in order to prove asymptotic normality,
is a suitable (tractable) approximation, Ψˆn(β), of the DRO objective Ψn(β) such that,
∣∣∣Ψˆn(β)−Ψn(β)∣∣∣ = o(δn), (6)
as n → ∞, uniformly over β in any compact subsets of Rd (see Proposition 15). The approxi-
mation Ψˆn(β) is finer than the existing approximations for the DRO objective in the literature
(which is of error o(δ
1/2
n ); see Theorem 2 in [18]).
To summarize, contributions A) and B) enable the development of confidence regions around
the distributionally robust decision, βDROn . This work, to the best of our knowledge is the first
to characterize asymptotic normality and address the problem of computing confidence regions
for DRO solutions. Finally, the methodological ideas in the paper are likely to be helpful in the
analysis of Wasserstein DRO formulations.
Connections to related statistical results in the literature. In the context of DRO,
the paper [8] takes a different, but related approach to characterize the optimal choice of δn
as the solution of a certain minimization problem, subject to a coverage constraint. However,
asymptotic normality of the optimizer and characterization of optimal confidence regions were
well beyond the scope of the treatment in [8].
Asymptotic normality of M-estimators which minimize empirical risk of the form, EPn [ℓ(X;β)],
was first established in the pioneering work of Huber [22]. Our work here is different because of
the presence of the adversarial perturbation to the loss represented by the inner maximization in
(2). Subsequent asymptotic characterizations in the presence of constraints on the choices of pa-
rameter vector β have been developed in [17, 37, 38, 39, 40], again in the standard M-estimation
setting.
Asymptotic normality in the related context of regularized estimators for least squares regres-
sion has been established in [23]. As mentioned earlier, DRO estimators of the form (2) recover
LASSO-type estimators as particular examples (see [8]). In these cases, the inner max problem
involving the adversary can be solved in closed form, resulting in the presence of regularization.
However, our results can be applied even in the general context in which no closed form solution
to the inner maximization can be obtained. Therefore, our results in this paper can be seen as
extensions of the results by [23], from a DRO perspective.
We comment that some of our results involving convergence of sets may be of interest to
applications in the area of Empirical Likelihood (EL) (see [30, 31, 32]). This is because Λδn(Pn)
can be characterized in terms of a function, namely, Robust Wasserstein Profile function or RWP
function, which resembles the definition of the EL profile function. The RWP function, intro-
duced in [8], has found applications in related statistical problems such as graphical Lasso (see
[15]) and the results developed herein might be immediately applicable towards characterizing
asymptotic normality and confidence regions in such settings.
Organization of the paper. The rest of the paper is organized as follows. In Section 2, we
state the technical assumptions and provide precise statements of our main results. In Section 3,
we provide examples of specific confidence regions which are useful to convey geometric insights.
Section 4 is devoted to the proofs of main results. Proofs of results, which are technical in nature,
are presented in the appendix.
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2. Assumptions and Main Results
2.1. Preliminaries and Assumptions. We begin with a set of basic definitions and assump-
tions required to state our main results.
2.1.1. The Wasserstein Distance. First, we review the definition of optimal transport costs,
which include Wasserstein distances as special case. Given a lower-semicontinuous cost function
c : Rm ×Rm → [0,∞], define
Dc(P,Q) := min {Eπ [c(X,Y )] : πX = P, πY = Q} ,
where the minimum is taken over all (Borel) probability measures on Rm ×Rm and given such
measure, say π, we write π
X
(A) = π(A×Rm) and π
Y
(A) = π(Rm×A) (i.e., π
X
is the marginal
distribution of the first m coordinates under P , the analogous interpretation is understood for
π
Y
). Using this notation, X encodes a random variable with distribution P and Y encodes a
random variable with distribution Q. In words, the quantity Dc(P,Q) is the smallest possible
expected value of the random variable c(X,Y ) over all joint distributions of the pair (X,Y )
which preserve the marginal distributions of X and Y , respectively.
If d(·) is a metric and r > 0, then choosing c(x, y) = dr(x, y) leads to the Wasserstein distance
of order r defined via
Wr(P,Q) = (Dc(P,Q))
1/r .
Throughout our development we will work with Wasserstein distances of order r = 2 and we will
omit the subscript r (simply writing W (P,Q) instead of W2(P,Q)). Moreover, once the metric
has been set, we also suppress the dependence on c in Dc(P,Q) by simply writing D(P,Q).
Consequently, in our setting D(P,Q) =W (P,Q)2 and therefore,
Uδ(Pn) = {P :W (P,Pn) ≤
√
δ} = {P : D(P,Pn) ≤ δ}.
2.1.2. Convergence of closed sets. For a sequence {Ak : k ≥ 1} of closed subsets of Rd, the inner
and outer limits are defined, respectively, by
Lin→∞ An :=
{
z ∈ Rd : there exists a sequence {an}n≥1 convergent to z
for all but finitely many integers n} , and
Lsn→∞ An :=
{
z ∈ Rd : there exist positive integers n1 < n2 < n3 < · · · and ak ∈ Ank
such that the sequence {ak}k≥1 is convergent to z} .
We clearly have Lin→∞ An ⊆ Lsn→∞ An→∞. The sequence {An : n ≥ 1} is said to converge to
a set A in the Painleve´-Kuratowski sense if
A = Lin→∞ An = Lsn→∞ An,
in which case we write PK-limnAn = A. Since R
d is a locally compact Hausdorff space (LCHS),
the topology induced by Painleve´-Kuratowski convergence on the space of closed subsets 2R
d
of Rd is completely metrizable, separable and coincides with the well-known topology of closed
convergence (also known as Fell topology, see Chapter 1 in [28]). The notion of convergence of
sets we utilize from here onwards will be the above defined Painleve´-Kuratowski convergence.
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2.1.3. Assumptions. Throughout our development we impose the following assumptions.
A1) The transportation cost c(·) is of the form c(u,w) = ‖u− w‖2q for some q ∈ (1,∞). For
the chosen q ∈ (1,∞), let p be such that 1/p+ 1/q = 1.
A2) The function ℓ(·) satisfies the following properties:
a) ℓ(·) is twice continuously differentiable, non-negative, and for each x, ℓ(x, ·) is convex.
b) If we let h(x, β) := Dβℓ(x, β), then there exists β∗ ∈ Rd satisfying E [h(X,β∗)] = 0,
E ‖h(X,β∗)‖22 < ∞, C := E [Dβh(X,β∗)] ≻ 0 and E
[
Dxh(X,β∗)Dxh(X,β∗)T
] ≻ 0.
(Throughout the paper, A ≻ 0 implies that A is strictly positive definite.)
c) For every β ∈ Rd, Dxxℓ( · ;β) is bounded by a continuous function M(β) and uniformly
continuous. In addition, Dxh(·) and Dβh(·) satisfy the following locally Lipschitz con-
tinuity conditions:
‖Dxh(x+∆, β∗ + u)−Dxh(x, β∗)‖p ≤ κ′(x)
(
‖∆‖q + ‖u‖q
)
,
‖Dβh(x+∆, β∗ + u)−Dβh(x, β∗)‖p ≤ κ¯(x)
(
‖∆‖q + ‖u‖q
)
,
where κ′, κ¯ : Rm → [0,∞) are such that E[(κ′(Xi))2] <∞. and E[κ¯2(Xi)] <∞.
Assumption A1) covers most of the cases considered in practice. One case that we do not
explicitly consider, but which can be easily adapted after a simple change-of-coordinates trans-
formation, is the weighted l2 norm case (also known as the Mahalanobis distance), namely
c(x, y) = (x− y)TA(x− y), for a symmetric positive definite matrix A. Efficient iterative proce-
dures for Wasserstein DRO problems using the Mahalanobis distance (and localized variation of
it) has been studied in [11]. The limiting distribution in the case q =∞ presents a discontinuity
which makes it difficult to use in practice. Hence, we prefer not to cover this here.
The requirement that ℓ(·) is twice differentiable in Assumption A2.a) is important in our
analysis to study the impact of adversarial perturbations. Convexity of ℓ(x, ·), together with
C being positive definite in A2.b), implies uniqueness of β∗. Assumption A2.b) also allows
us to rule out redundancies in the underlying source of randomness (e.g. colinearity in the
setting of linear regression). Assumption A2.c) imposes further regularity conditions on the
second derivative of ℓ (·), which is again in the spirit of controlling the magnitude of adversarial
perturbations to ensure that the inner maximization in (2) is not infinite.
2.2. Main results. In order to state our main results we introduce a few more definitions. Let
ϕ(ξ) :=
1
4
E
(∥∥∥(Dxh(X,β∗))T ξ∥∥∥2
p
)
,
and its convex conjugate (alternatively known as Young-Fenchel transform),
ϕ∗(ζ) := sup
ξ∈Rd
{
ξT ζ − ϕ(ξ)} .
In addition, define
S(β) :=
√
EP‖Dxℓ(X;β)‖2p (7)
and the parametric family of functions,
fη,γ(x) := x1{γ≥1} −
√
ηDβS(β∗)1{γ≤1}, (8)
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for η ≥ 0, γ ≥ 0. Recall also the definition of the natural confidence region Λδn(Pn) given in
(3). Finally, define
Λη,γ :=


{u : ϕ∗(Cu) ≤ η} , if γ = 1,
R
d, if γ < 1,
0 if γ > 1.
, (9)
where C := E [Dβh(X,β∗)] was introduced in Assumption A2.b).
2.2.1. The main limit theorem. We now state our main result.
Theorem 1. Suppose that Assumptions A1 - A2 are satisfied, δn = n
−γη for some γ, η ∈ (0,∞),
E‖X‖22 <∞, and H ∼ N (0, Cov[h(X,β∗)]). Then(
n1/2(βERMn − β∗), nγ¯/2(βDROn (δn)− β∗), n1/2 (Λδn(Pn)− β∗)
)
⇒ (C−1H, C−1fη,γ(H), Λη,γ + C−1H) ,
where γ¯ := min{γ, 1} and Λη,γ is defined as in (9).
The proof of Theorem 1 is presented in Section 4.2. Theorem 1 can be used as a powerful
conceptual tool. For example, let us examine how a sensible choice for the parameter δn can
be obtained as an application of Theorem 1. Following the definition of the parametric family
in (8), we have f0,γ(H) = H for any γ > 1. Therefore, we have from Theorem 1 the following
distributional limit,(
n1/2(βERMn − β∗), nγ¯/2(βDROn (δn)− β∗), n1/2 (Λδn(Pn)− β∗)
)
⇒ (C−1H,C−1H, {C−1H}) ,
thus allowing us to infer that the influence of the robustification vanishes in the limit when
δn = o(1/n).
On the other hand, if nδn →∞ corresponding to the case γ < 1, we have a suboptimal rate
(slower than the canonical O(n−1/2) rate) of convergence for the DRO estimator as in,
βDROn (δn) = β∗ −
√
η
C−1DβS(β∗)
nγ/2
+ op
(
n−γ/2
)
, (10)
where nγ/2op
(
n−γ/2
) → 0, in probability, as n → ∞. The limiting relationship (10) reveals
an uninteresting limit, n1/2 (Λδn(Pn)− β∗) ⇒ Rd, exposing a slower than O(n−1/2) rate of
convergence for the sequence Λδn(Pn). (In fact, (10) indicates that scaling of order O
(
n−γ/2
)
will result in a non-degenerate limit).
Finally, when δn = η/n (corresponding to the case γ = 1), we have that all the three
components in the limiting result in Theorem 1 have non-trivial limits. The choice of η will be
discussed in the context of coverage of the corresponding confidence region (the third term of
the triplet) in the next subsection.
Proposition 1 below provides a geometric insight between βDROn (δn), β
ERM
n and Λδn(Pn),
which justifies a picture describing Λδn(Pn) as a set containing both β
DRO
n (δn) and β
ERM
n . The
fact that βERMn ∈ Λδn(Pn) is trivial because Λδ(Pn) is increasing in δ, so βERMn ∈ Λ0(Pn) ⊂
Λδn(Pn). But the fact that β
DRO
n (δn) ∈ Λδn(Pn) is not immediate and it follows a min-max
argument as in Lemma 1 in [8].
Proposition 1. Suppose that Assumptions A1) and A2) are in force, then for any δ > 0,
min
β
max
P :D(Pn,P )≤δ
EP [ℓ(X;β)] = max
P :D(Pn,P )≤δ
min
β
EP [ℓ(X;β)] . (11)
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Proposition 1 indicates that βDROn (δn) ∈ Λδn(Pn). Because if it was not the case, the left
hand side in (11) would be strictly larger than the right hand side of (11).
Now, we turn to the relationship between βERMn and β
DRO
n (δn), when δn = η/n. From the
first two terms in the triplet we have
βDROn (δn) = β
ERM
n −
√
η
C−1DβS(β∗)√
n
+ op
(
n−1/2
)
(12)
= βERMn −
√
η
C−1DβS(βERMn )√
n
+ op
(
n−1/2
)
.
The right hand side of (12) points to the canonical O
(
n−1/2
)
rate of convergence of the Wasser-
stein DRO estimator and it can readily be used to construct confidence regions, as we shall
explain in the next subsection.
Relation (12) also exposes the presence of an asymptotic bias towards selecting optimiz-
ers with a reduction on the size of the sensitivity with respect to the data, namely, S(β) =√
E‖Dxℓ(X;β)‖2p, in the neighborhood of βERMn . A precise mathematical statement of this
sensitivity-reduction property is given in the following result.
Corollary 1. Suppose that A1) and A2) are in force and consider
β¯DROn = argmin
β

EPn [ℓ(X;β)] +√η
√
EPn‖Dxℓ(X;β)‖2p√
n

 .
Then, if δn = η/n, we have that β
DRO
n (δn) = β¯
DRO
n + op(n
−1/2), where n1/2op(n−1/2) → 0, in
probability, as n→∞.
Corollary 1 is conceptually useful to understand the Wasserstein DRO estimator as tool to
mitigate the sensitivity with respect to perturbations in the data. The formulation in Corollary
1, however, may not be desirable from an optimization point of view, because the objective
function may not be convex. On the other hand, under Assumption A2, the DRO objective
Ψn(β) is convex (see, for example, the reasoning in Theorem 2a in [11]).
A similar type of result to Corollary 1 is given in [18], but the focus there is on the objective
function of (2) being approximated by a suitable regularization. The difference between this
type of result and Corollary 1 is that our focus is on the asymptotic equivalence of the actual
optimizers. Behind a result such as Corollary 1, it is key to have an approximation such as (6),
uniformly over β in compact sets.
In the next section, we will discuss the implications of our main limit theorem in choosing
the size of uncertainty and the construction of confidence regions.
2.2.2. Construction of Wasserstein DRO Confidence regions. As mentioned in the Introduction,
for suitably chosen δn, the set Λδn(Pn) represents a natural confidence region. In particular,
Λδn(Pn) possesses an asymptotically desired coverage, say at level at least 1− α, if and only if
1− α ≤ lim
n→∞P (β∗ ∈ Λδn(Pn)) = P(−C
−1H ∈ {u : ϕ∗(Cu) ≤ η}),
or, equivalently, if η ≥ ηα, where ηα is the (1− α)-quantile of the random variable ϕ∗(H).
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Remark 1. Here we allow ourselves a small abuse and use P(·) to denote the distribution of
H, hence writing P(H ∈ A) to represent the probability of the set A under the distribution of
H . Also, if γ = 1 we will simply write Λη,γ as Λη.
Recall that the earlier geometric insight describing Λδn(Pn) as a set containing both β
DRO
n (δn)
and βERMn , as a consequence of Proposition 1. Following this, if we let η ≥ ηα, we then have,
lim
n→∞P
(
β∗ ∈ Λδn(Pn)
)
= lim
n→∞P
(
β∗ ∈ Λδn(Pn), βDROn ∈ Λδn(Pn), βERMn ∈ Λδn(Pn)
) ≥ 1− α,
which presents the picture of Λδn(Pn) as a confidence region containing β∗, βERMn and βDROn (δn)
simultaneously, with a desired level of confidence.
The function ϕ∗(H) can be computed in closed form in some settings. But, typically, com-
puting ϕ∗(·) may be challenging. We now describe how to obtain a consistent estimator for
ηα.
Define the empirical version of ϕ(ξ), namely
ϕn(ξ) =
1
4
EPn
(∥∥∥(Dxh(X,β∗))T ξ∥∥∥2
p
)
=
1
4n
n∑
i=1
∥∥∥(Dxh(X,β∗))T ξ∥∥∥2
p
and the associated empirical convex conjugate,
ϕ∗n(ζ) := sup
ξ∈Rd
{
ξT ζ − ϕn(ξ)
}
.
The next result provides a basis for computing a consistent estimator for ηα.
Proposition 2. Let Ξn be any consistent estimator of Cov (h (X,β)) and write Ξ¯n for any
factorization of Ξn such that Ξ¯nΞ¯
T
n = Ξn. Let Z be a d-dimensional standard Gaussian ran-
dom vector independent of the sequence (Xn : n ≥ 1). Then, i) the distribution of ϕ∗(Z) is
continuous, ii) ϕ∗n(·)⇒ ϕ∗(·) as n→∞ uniformly on compact sets, iii) ϕ∗n(Ξ¯nZ)⇒ ϕ∗(H).
Given the collection of samples {Xi}ni=1, we can generate i.i.d. copies of Z and use Monte
Carlo to estimate the quantile (1− α)-quantile, ηα (n), of ϕ∗n(Ξ¯nZ). The previous proposition
implies that ηα (n) = ηα + op (1) as n → ∞ which is enough to obtain an implementable
expression for βDROn (ηα(n)/n) which is asymptotically equivalent (up to op
(
n−1/2
)
errors) to
(12).
Next, we provide rigorous support for the approximation
Λδn(Pn) ≈ βERMn + n−1/2Λη,
which can be used to approximate Λδn(Pn), providing we can estimate Λη.
Corollary 2. Under the assumptions of Theorem 1, we have
n1/2
(
Λδn(Pn)− βERMn
)⇒ Λη.
Moreover, if η (n) = η + o (1), and Cn → C, then
Λnη(n) := {u : ϕ∗n(Cnu) ≤ η (n)} → Λη.
Proof of Corollary 2. Follows directly from Theorem 1 as an application of continuous mapping
theorem as in,
n1/2
(
Λδn(Pn)− βERMn
)
= n1/2 (Λδn(Pn)− β∗)− n1/2
(
βERMn − β∗
)⇒ Λη + C−1H − C−1H.
The second part of the result follows from the regularity results in Proposition 2. 
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The next result, as we shall explain, allows us to obtain computationally efficient approx-
imations of the set Λη (a completely analogous result can be used to estimate Λ
n
η(n), simply
replacing ϕ∗(·), ϕ(·) and C by ϕ∗n(·), ϕn(·) and Cn)
Proposition 3. The support function of the convex set Λη := {u : ϕ∗(Cu) ≤ η} is given by,
hΛη (v) = 2
√
ηϕ(C−1v),
where the support function of a convex set A is defined as hA(x) =: sup{x · a : a ∈ A}.
Remark 2. Proposition 3 can be used to obtain a tight envelope of the set Λη by evaluating
an intersection of hyperplanes that enclose Λη. Recall from the definition of support function
that
Λη = ∩u{v : u · v ≤ hΛη (u)}.
Therefore for any u1, ..., um, we have
Λη ⊂ ∩u1,...um{v : ui · v ≤ hΛη (ui)},
and
Λnη(n) ⊂ ∩u1,...um{v : ui · v ≤ hΛnη(n) (ui)}.
Proof of Proposition 3. For any convex function f(·) with inf f < 0, it is well-known (see, for
example, [34, Exercise 11.6]), that the support function of the level set A := {u : f(u) ≤ 0} is
given by hA(v) = infλ>0 λf
∗(λ−1v), where f∗ is the convex conjugate of f. Since the convex
conjugate of ϕ∗(C × · ) − η is given by ϕ(C−1 × · ) + η, the support function of Λη := {u :
ϕ∗(Cu)− η ≤ 0} is given by,
hΛη(v) = inf
λ>0
λ
(
ϕ
(
C−1v
λ
)
+ η
)
= inf
λ>0
{
1
λ
ϕ
(
C−1v
)
+ λη
}
= 2
√
ηϕ(C−1v).
This completes the proof of Proposition 3. 
3. Geometric insights via a numerical example
The objective of this section is to explore geometrical insights of the confidence regions
induced by the Wasserstein DRO formulation and the impact of the cost function on the shape
of such confidence regions.
3.1. Distributionally robust linear regression. In this section, we briefly introduce a distri-
butionally robust version of linear regression problem (see [8] for a detailed treatment). Specif-
ically, the data is generated by Y = βT∗ X + ǫ where X ∈ Rd and ǫ are independent with
C = E
[
XXT
]
and ǫ ∼ N (0, σ2). We consider square loss ℓ(x, y;β) = (y − βTx)2 and take the
cost function c : Rd+1 × Rd+1 → [0,∞] to be
c((x, y), (u, v)) =
{ ‖x− u‖2q
∞
if y = v,
otherwise.
(13)
Then, from Theorem 1 of [8], we have
min
β∈Rd
sup
P :Dc(P,Pn)≤δn
EP [ℓ(X,Y ;β)] = min
β∈Rd
(√
MSEn(β) +
√
δn ‖β‖p
)2
, (14)
where MSEn(β) = EPn
[
(Y − βTX)2] = 1n∑ni=1 (Yi − βTXi)2 is the mean square error for the
coefficient choice β, and p is such that 1/p + 1/q = 1.
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Following Corollary 2, an approximate confidence region is given by,
Λδn(Pn) ≈ n−1/2Ληα + βERMn ,
where
Ληα = {θ : ϕ∗ (Cθ) ≤ ηα}
and ϕ(ξ) = 14E
∥∥eξ − (ξTX)β∗∥∥2p, ηα is such that P(ϕ∗(H) ≤ 1− α) = ηα for H ∼ N (0, Cσ2),
and δn = ηα/n.
By performing a change of variables via linear transformation in the analysis of the case
c(x, y) = ‖x−y‖22, Theorem 1 can be directly adapted to the choice c(x, y) being a Mahalanobis
metric as in,
c (x, y) = (x− y)T A (x− y) , (15)
for some positive definite matrix A. In this case, the respective Ληα = {θ : ϕ∗ (Cθ) ≤ ηα} is
computed in terms of
ϕ(ξ) :=
1
4
E
∥∥∥ξTDxh(X,β∗)A−1/2∥∥∥2
2
.
For the choice c (x, y) = (x− y)T A (x− y) , the relationship between DRO and regularized
estimators, as in (14), is given by,
min
β∈Rd
sup
P :Dc(P,Pn)≤δn
EP [l(X,Y ;β)] = min
β∈Rd
(√
MSEn(β) +
√
δn
∥∥∥A−1/2β∥∥∥
2
)2
.
See [9] for an account of improved out-of-sample performance resulting from Mahalanobis cost
choices.
3.2. Numerical illustration. The goal of this section is to provide some numerical imple-
mentations to gain intuition about the geometry of the set Λη for different transportation cost
functions. In practice, we use the empirical set
Λnηα = {θ : ϕ∗n (Cnθ) ≤ n−1/2η˜α},
to approximate the confidence region as in Corollary 2, where ϕn(ξ) =
1
4EPn
∥∥eξ − (ξTX) βERMn ∥∥2p,
ηα(n) is such that P(ϕ˜
∗
n(H) ≤ 1 − α) = ηα(n) for H ∼ N (0, Cnσ2n), C˜n = EPn
[
XXT
]
, and
σ2n = EPn [(Y − (βERMn )TX)2].
In the following numerical experiments, the data is sampled from a linear regression model
with parameters σ2 = 1, β0 = [0.5, 0.1]
T , n = 100 and
X ∼ N
(
0,
[
1 0.7
0.7 1
])
.
In Figures 1(a)-1(e), we draw the 95% confidence region corresponding to the choices p =
1, 3/2, 2, 3,∞, (q =∞, 3, 2, 3/2, respectively) by support functions defined in Proposition 3.
In addition, a confidence region for β∗ resulting from the asymptotic normality of the least-
squares estimator, √
n(βERMn − β∗)⇒ N (0, C−1σ2),
is given by,
ΛCLT (Pn) = n
−1/2{θ : θTCθ/σ2 ≤ χ21−α(d)}+ βERMn ,
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where χ21−α(d) is the 1− α quantile of the chi-squared distribution with d degrees of freedom.
One can select the matrix A in the Mahalanobis metric (15) such that the resulting confidence
region coincides with ΛCLT (Pn). Namely, A is chosen by solving the equation
E
[(
eξ − (ξTX)β∗)A−1 (eξ − (ξTX)β∗)T ] = Cσ2. (16)
Figure 1(f) gives the confidence region for the choice p = 2 and ΛCLT (Pn) superimposed with
various DRO solutions along with the ERM solution.
From the figures, we can clearly see that p = 1 gives a diamond shape, p = 2 gives an elliptical
shape and p = ∞ gives a rectangular shape. Furthermore, we see that the DRO solutions all
reside in their respective confidence regions but may lie outside of the confidence regions of
other norms.
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Figure 1. Confidence regions for different norms and CLT with DRO solutions
centered at the ERM solution
We find the induced confidence regions constructed by the Wasserstein DRO formulations
are somewhat similar across the various lp norms, but they are all different to the standard
CLT-confidence region. As noted, the Mahalanobis cost can be calibrated to exactly match the
standard CLT confidence region.
4. Proofs of main results
Theorem 1 is obtained by considering appropriate level sets involving auxiliary functionals
which we define next.
Following [8], we define the Robust Wasserstein Profile (RWP) function, associated with the
estimation of β∗ by solving EPn [Dβh(X,β)] = 0, as follows:
Rn(β) := min {D(P,Pn) : EP [h(X,β)] = 0} .
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This definition, as noted in [8], allows to characterize the set Λδ (Pn) in terms of an associated
level set; in particular, we have,
Λδ(Pn) = {β : Rn(β) ≤ δ} . (17)
Note that β ∈ Λδ(Pn) if and only if there exists P such that D(P,Pn) ≤ δ and EP [h(X,β)] = 0.
Next, for the sequence of radii δn = n
−γη, for some positive constants η, γ, define functions
V DROn : R
d → R and V ERMn : Rd → R, as below, by considering suitably scaled versions of the
DRO and ERM objective functions, namely
V DROn (u) := n
γ¯
(
Ψn
(
β∗ + n−γ¯/2u
)
−Ψn(β∗)
)
and
V ERMn (u) := n
(
EPn
[
ℓ(X;β∗ + n−1/2u)
]
− EPn [ℓ(X;β∗)]
)
.
Moreover, define V : Rd × Rd → R via
V (x, u) = xTu+
1
2
uTCu.
The following result, as we shall see, can be used to establish Theorem 1 directly.
Theorem 2. Suppose that the assumptions made in Theorem 1 hold. Then we have,(
V ERMn (·), V DROn (·), nRn
(
β∗ + n−1/2 × ·
))
⇒ (V (−H, ·), V (−fη,γ(H), ·), ϕ∗(H − C × · )) ,
on the space C(Rd;R)3 equipped with the topology of uniform convergence in compact sets.
4.1. Proof of Theorem 2. For all the results stated in this section, we assume that the
assumptions imposed in Theorem 1 are satisfied. Let
Hn :=
1√
n
n∑
i=1
h (Xi, β∗)
The following sequence of results will be useful in proving Theorem 2.
Proposition 4. Fix α ∈ [0, 1]. Given ε′,K > 0, there exists a positive integer n0 such that∣∣∣∣nα−1V ERMn (n(1−α)/2u)− n(α−1)/2HTn u− 12uTCu
∣∣∣∣ ≤ ε′,
for every n > n0 and ‖u‖ ≤ K. Specifically, if α = 1, we have∣∣∣∣V ERMn (u)−HTn u− 12uTCu
∣∣∣∣ ≤ ε′.
Proposition 5. Given ε′,K > 0, there exists a positive integer n0 such that then∣∣∣∣V DROn (u) + fη,γ(−Hn)Tu− 12uTCu
∣∣∣∣ ≤ ε′.
for every n > n0 and ‖u‖ ≤ K.
Proposition 6. We have,
nRn
(
β∗ + n−1/2u
)
= max
ξ
{−ξTHn −Mn(ξ, u)} ,
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where Mn(ξ, u) :=
1
n
n∑
i=1
max
∆
{
ξT
∫ 1
0
(
Dxh
(
Xi + t
∆√
n
, β∗ + t
u√
n
)
∆+Dβh
(
Xi + t
∆√
n
, β∗ + t
u√
n
)
u
)
dt− ‖∆‖2q
}
.
Proposition 7. Consider any ε, ε′,K > 0. Then there exist b0, c0 ∈ (0,∞) such that for any
b ≥ b0, c ≥ c0, we have a positive integer n0 such that,
P
(
sup
‖u‖2≤K
(
nRn
(
β∗ + n−1/2u
)
− fup(Hn, u, b, c)
)
≤ ε′
)
≥ 1− ε,
for all n ≥ n0, where
fup(Hn, u, b, c) := max‖ξ‖p≤b
{
−ξTHn−E
[(
1
4
‖ (Dxh(X,β∗))T ξ‖2p + ξTDβh(X,β∗)u
)
I(‖X‖p ≤ c)
]}
.
Proposition 8. For any ε, ε′,K, b > 0, there exists a positive integer n0 such that,
P
(
sup
‖u‖2≤K
(
nRn
(
β∗ + n−1/2u
)
− flow(Hn, u, b)
)
≥ −ε′
)
≥ 1− ε,
for all n > n0, where
flow(Hn, u, b) := max‖ξ‖p≤b
{
− ξTHn − E
[
1
4
‖ (Dxh(X,β∗))T ξ‖2p + ξTDβh(X,β∗)u
]}
.
Proposition 9. For any ε > 0, there exist positive constants n0, a such that,
P (nRn(β∗) ≤ a) ≥ 1− ε,
for every n ≥ n0.
Proposition 10. For any ε, ε′,K > 0, there exist positive constants n0, δ such that,
sup
‖u1−u2‖2≤δ
‖ui‖2≤K
∣∣∣nRn (β∗ + n−1/2u1)− nRn (β∗ + n−1/2u2)∣∣∣ ≤ ε′,
with probability exceeding 1− ε, for every n > n0.
Proofs of Propositions 4 - 10 are furnished in Section 4.4. With the statements of these
results, we proceed with the proof of Theorem 2 as follows. Since E[h(X,β∗)] = 0, it follows
from central limit theorem that
Hn :=
1√
n
n∑
i=1
h(Xi, β∗)⇒ −H,
where H ∼ N (0,E[h(X,β∗)h(X,β∗)T ]). Since V ERMn (·) and V DROn (·) are continuous, it follows
from Propositions 4 and 5 that,
V ERMn (·)⇒ V ERM (·) := V (−H, ·) and V DROn (·)⇒ V DRO(·) := V (−fη,γ(H), ·), (18)
on the space topologized by uniform convergence on compact sets.
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To prove convergence of the third component of the triplet considered in Theorem 2, observe
from the definitions of ϕ∗(·) and C that,
ϕ∗(H − Cu) = max
ξ
{
ξT (H − E [Dβh(X,β∗)] u)− 1
4
E‖ (Dxh(X,β∗))T ξ‖2p
}
. (19)
Consider any fixed K ∈ (0,+∞). Due to the weak convergence Hn ⇒ −H, applications of
continuous mapping theorem to the bounds in Proposition 7, 8 result in the conclusions that,
fup(Hn, u, b, c)⇒ max‖ξ‖p≤b
{
ξTH − E
[(
1
4
‖ (Dxh(X,β∗))T ξ‖2p + ξTDβh(X,β∗)u
)
I(‖X‖p ≤ c)
]}
(20)
and
flow(Hn, u, b)⇒ max‖ξ‖p≤b
{
ξTH − E
[
1
4
‖ (Dxh(X,β∗))T ξ‖2p + ξTDβh(X,β∗)u
]}
, (21)
for any u satisfying ‖u‖2 ≤ K. Since the bounds in Propositions 7, 8 hold for arbitrarily large
choices for constants b, c, we conclude from the observations (20),(21) and (19) that
nRn
(
β∗ + n−1/2u
)
⇒ ϕ∗(H − Cu), (22)
for any u satisfying ‖u‖2 ≤ K.
Finally, we have from Propositions 9 and 10 that the collection {nRn(β∗ + n−1/2 × · )} is
tight (see, for example, Theorem 7.4 in [4]). As a consequence of this tightness and the finite
dimensional convergence in (22), we have that,
nRn
(
β∗ + n−1/2 × ·
)
⇒ ϕ∗(H − C × · ).
Combining this observation with those in (18), we obtain the desired convergence result in
Theorem 2. 
4.2. Proof of Theorem 1. Theorem 1 is proved by considering suitable level sets of the
component functions in the triplet, (V ERMn (·), V DROn (·), nRn
(
β∗ + n−1/2 × ·
)
), considered in
Theorem 2.
To reduce clutter in expressions, from here-onwards we refer the DRO estimator (2), simply
as βDROn , with the dependence on the radius δ to be understood from the context.
To begin, consider the following tightness result whose proof is provided in Section 4.3.
Proposition 11. The sequences {argminu V ERMn (u) : n ≥ 1} and {argminu V DROn (u) : n ≥ 1}
are tight.
Observe that V ERMn (·) and V DROn (·) are minimized, respectively, at n1/2(βERMn − β∗) and
nγ¯/2(βDROn − β∗). Furthermore, due to the positive definiteness of C (see Assumption A2.b)),
we have that V ERM (·) and V DRO(·) are strongly convex with respect to u and have unique
minimizers, with probability 1. Therefore, due to the tightness of the sequences {n1/2(βERMn −
β∗)}n≥1 and {nγ¯/2(βDROn − β∗)}n≥1, see Proposition 11, and the weak convergence of V ERMn (·)
and V DROn (·) in Theorem 2, we have that
n1/2(βERMn − β∗)⇒ argminu V (−H,u) = C
−1H (23)
and
nγ¯/2(βDROn − β∗)⇒ argminu V
DRO(u) = C−1fη,γ(H)
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Finally, to prove the convergence of the sets Λδn(Pn), we proceed as follows. Define
Gn(u) := nRn(β∗ + n−1/2u), G(u) := ϕ∗(H − Cu), and αn := nδn.
For any function f : Rd → R and α ∈ [0,+∞], let lev(f, α) denote the level set {x ∈ Rd : f(x) ≤
α}.
Proposition 12. If δn = η/n, then lev(Gn, αn)⇒ lev (G, η).
Proposition 13. If δn = η/n
γ for some γ > 1, then lev(Gn, αn)⇒ {C−1H}.
Proposition 14. If δn = η/n
γ for some γ < 1, then lev(Gn, αn)⇒ Rd.
Propositions 12 - 14 above, whose proofs are furnished in Section 4.3, allow us to complete
the proof of Theorem 1 as follows. It follows from the definition of Rn(β) that,
Λδn(Pn) = {β : Rn(β) ≤ δn} = β∗ + n−1/2 {u : Gn(u) ≤ αn} .
We have from Propositions 12 - 14 that
n1/2 (Λδn(Pn)− β∗) = {u : Gn(u) ≤ αn} ⇒


lev(G, η) if γ = 1,
R
d if γ < 1,
0 if γ > 1.
Observe that ϕ∗(u) = ϕ∗(−u). Therefore, lev(G, η) = {u : ϕ∗(H − Cu) ≤ η} = C−1H + {u :
ϕ∗(Cu) ≤ η}. This completes the proof of Theorem 1. 
Now we provide the proofs of technical propositions involved in Theorem 1.
4.3. Proofs of Propositions 11 - 14. In this section, we provide proofs of Propositions 11 -
14, which are key in the proof of Theorem 1.
Proof of Proposition 11. Due to the convexity of ℓ(·), we have that V ERMn (·) is convex. In
addition, for β1, β2 ∈ Rd and α ∈ (0, 1), we have
Ψn(αβ1 + (1− α)β2) = sup
P :Dc(P,Pn)≤ δn
EP [ℓ(X;αβ1 + (1− α)β2)]
≤ sup
P :Dc(P,Pn)≤ δn
{αEP [ℓ(X;β1)] + (1− α)EP [ℓ(X;β2)]}
≤ α sup
P :Dc(P,Pn)≤ δn
EP [ℓ(X;β1)] + (1− α) sup
P :Dc(P,Pn)≤ δn
EP [ℓ(X;β2)]
= αΨn(β1) + (1− α)Ψn(β2).
Due to the convexity of Ψn(·), we have that V DROn (·) is also convex. Furthermore, due to the
positive definiteness of C := E [Dβh(X,β∗)] (see Assumption A2.b)), the smallest eigen value
of C, denoted by λmin(C), is positive. Equipped with these observations, we proceed as follows:
For a given ε, ε′ > 0, let K1 be such that supn P (‖Hn‖2 > K1) ≤ ε,
K2 := max
{
K1, sup
v:‖v‖2≤K1
fη,γ(v)
}
, and K3 := 2
2K2 +
√
2ε′λmin(C)
λmin(C)
.
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Observe from the definition of fη,γ(·) that K2 ∈ (0,+∞). Due to Propositions 4 and 5, there
exists n0 such that,
V ERMn (u) ≥ HTn u+
1
2
uTCu− ε′ and
V DROn (u) ≥ fη,γ(Hn)Tu+
1
2
uTCu− ε′,
for all u such that ‖u‖2 ≤ K3 and n ≥ n0. On the event, ‖Hn‖2 ≤ K1, we have that both
V ERMn (u) and V
DRO
n (u) are bounded from below by,
Vl(u) := −K2‖u‖2 + λmin(C)
2
‖u‖22 − ε′,
when n ≥ n0. Since Vl(u) > 0 for all u such that ‖u‖2 ≥ K3/2, we have that
sup
n≥n0
P
(
V ERMn (u) > 0
) ≥ 1− ε and sup
n≥n0
P
(
V DROn (u) > 0
) ≥ 1− ε,
for all u such that ‖u‖2 ∈ [K3/2,K3]. Define U = {u ∈ Rd : ‖u‖2 ≤ K3/2}. As minu V ERMn (u) ≤
0 and minu V
DRO
n (u) ≤ 0, it follows from the convexity of V ERMn (·) and V DROn (·) that,
sup
n≥n0
P
(
argmin
u
V ERMn (u) ⊆ U
)
≥ 1− ε
and sup
n≥n0
P
(
argmin
u
V DROn (u) ⊆ U
) ≥ 1− ε,
thus verifying the claim. 
Proof of Proposition 12. Due to Theorem 2, we have that Gn(·)⇒ G(·), uniformly in compact
sets. Then it follows from Skorokhod representation theorem that there exists a probability
space where the convergence,
sup
‖u‖≤K
|Gn(u)−G(u)| → 0, (24)
happen almost surely, for every K ∈ (0,∞). Since G(·) is continuous, we have from Theorem
7.14 of [34] that Gn converges continuously to G, almost surely. A simple consequence of this
observation, see [34, Theorem 7.11], is that the epigraphs of Gn converges to the epigraph
of G (alternatively, Gn epiconverges to G) almost surely. Observe that G(·) is convex and
infuG(u) = 0; this is because ϕ
∗(0) = 0. Moreover, since αn := nδn = η ∈ (0,+∞), we have
that
lev(Gn, αn) = lev(Gn, η)→ lev(G, η),
almost surely, in the Paineleve´-Kuratowski sense (see, for example, [2, Theorem 5.1], [44, The-
orem 7.1], or [3]). Consequently, lev(Gn, αn)⇒ lev(G, η). 
Proof of Proposition 13. Following the same reasoning used in the proof of Proposition 12 to
arrive at (24), we have a probability space where the convergence,
sup
‖u‖≤K
|Gn(u)−G(u)| → 0 and n1/2
(
βERMn − β∗
)→ C−1H, (25)
happen almost surely, for every K ∈ (0,∞); here, the latter convergence follows from (23).
Next, observe that αn := nδn → 0. Then, we have from [34, Proposition 7.7a] that
Lsn→∞ lev(Gn, αn) ⊆ lev(G, 0) = {u : ϕ∗(H − Cu) = 0} = {C−1H}, (26)
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where the latter equality follows from the strict convexity of ϕ∗(·) and the positive definiteness
of C (see Assumption A2.b)).
Furthermore, since Rn(β
ERM
n ) = 0, we have,
n1/2(βERMn − β∗) ∈ lev(nRn(β∗ + n−1/2 × · ), αn) = lev(Gn, αn),
for every n. Therefore, from the second convergence in (25), we obtain
C−1H ∈ Lin→∞ lev(Gn, αn).
Combining this observation with that in (26), we obtain that PK-limn lev(Gn, αn) = {C−1H}
almost surely. As a result, lev(Gn, αn)⇒ {C−1H}. 
Proof of Proposition 14. Following the same reasoning in the proof of Proposition 12, we have
a probability space where the convergence in (24) happen almost surely, for every K ∈ (0,+∞).
Consider any fixed u ∈ Rd. Since Gn(u)→ G(u) <∞ almost surely and αn = nδn →∞, there
exists a random variable Nu, defined on the same probability space, such that, Gn(u) < αn,
with probability 1, for all n ≥ Nu. As a result, we have u ∈ lev(Gn, αn), for all but finitely
many n, with probability 1. Then it follows from the definition of inner limit (Lin) of sets that
u ∈ lim infn lev(Gn, αn). Since the choice of u ∈ Rd is arbitrary, we have that
R
d ⊆ Lin→∞ lev(Gn, αn).
As lim supn lev(Gn, αn) is essentially a subset of R
d, it follows that PK-limn lev(Gn, αn) = R
d,
almost surely. Consequently, lev(Gn, αn)⇒ lev(G,α). 
4.4. Proofs of Propositions 4 - 10. In this section we present the proofs of Propositions 4 -
10, which have been crucial in proving Theorem 2.
Proof of Proposition 4. Recall that h(x;β) := Dβℓ(x;β). With ℓ(·) being twice continuously
differentiable, employing Taylor expansion up to quadratic term, we obtain,
nα−1V ERMn (n
(1−α)/2u) := nα
(
EPn
[
ℓ
(
X;β∗ + n−α/2u
)]
− EPn [ℓ (X;β∗)]
)
= nα/2EPn [h(X;β∗)]
T u+
1
2
uTEPn [Dβh(X;β∗)] u+ o(1),
as n → ∞, uniformly over u in compact sets. With this expansion, the statement of Propo-
sition 4 follows as a direct consequence of the definitions, Hn := n
−1/2∑n
i=1 h(Xi, β∗), C :=
EP [Dβh(X;β∗)] and an application of law of large numbers, limn→∞EPn [Dβh(X,β∗)]→ C. 
Proposition 15 below is useful to verify Proposition 5. In order to state Proposition 15, define
∆˜ := ‖Dxℓ(X;β)‖1−p/qp sgn(Dxℓ(X;β)) |Dxℓ(X;β)|p/q and an(β) := EPn
[
∆˜TDxxℓ(X;β)∆˜
]
.
(27)
Proposition 15. As n→∞, we have,
Ψn(β) = EPn [ℓ(X;β)] +
√
δn
√
EPn ‖Dxℓ(X;β)‖2p +
δnan(β)
2EPn ‖Dxℓ(X;β)‖2p
+ o (δn) ,
uniformly over β in compact sets.
Proposition 15 follows as a consequence of the Lemma 1 below, whose proof is technical and
is presented in Appendix A.
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Lemma 1. Suppose that bn := δnn
γ → η as n→∞. Then, as n→∞,
Ψn(β) = EPn [ℓ(X;β)] + n
−γ/2 inf
λ≥λ0(n)
{
λbn +
1
4λ
EPn ‖Dxℓ(X;β)‖2p +
an(β)
8λ2nγ/2
}
+ o
(
n−γ
)
,
uniformly over β in compact sets, where λ0(n) :=
√
EPn‖Dxℓ(X;β)‖2p/(2bn).
Proof of Proposition 15. To prove the statement of Proposition 15, we begin by analyzing the
term involving infimum in the statement of Lemma 1. Define,
g1(λ) := aλ+ b/λ+ cε/λ
2,
where a := bn, b := EPn‖Dxℓ(X;β)‖2p/4, c := an(β)/8 and ε = n−γ/2. Changing variables as in
λ =
√
b/a(1 + εu
√
a) results in,
min
λ≥
√
b/a
g1(λ) = min
u≥0
g2(u), (28)
where
g2(u) :=
√
ab(1 + εu
√
a) +
√
ab
1 + εu
√
a
+
εac
b(1 + εu
√
a)2
.
Then observe that
1
ε2a3/2
(
g2(u)− 2
√
ab− εac/b
)
= g3(u), (29)
where
g3(u) :=
√
bu2
1 + εu
√
a
− c
b
u(2 + εu
√
a)
(1 + εu
√
a)2
.
Since
g3(u) ≥
√
bu2
1 + εu
√
a
− c
b
2u
(1 + εu
√
a)
=
√
bu2 − (2c/b)u
1 + εu
√
a
,
for u ≥ 0, we have that, infu≥0 g3(u) = 0 if c = 0 and infu≥0 g3(u) < 0 if c > 0. For the case
c > 0, when u > 0 is such that
√
bu2− (2c/b)u < 0 we have g3(u) >
√
bu2− (2c/b)u ≥ −c2b−5/2.
Therefore,
−c2b−5/2 ≤ inf
u≥−1/(ε√a)
g3(u) ≤ 0.
Combining this observation with (28) and (29), we obtain that,∣∣∣∣∣ minλ≥√b/a g1(λ)− 2
√
ab− εac/b
∣∣∣∣∣ ≤ ε2c2a3/2b−5/2.
It follows from the definitions of g1(·), a, b, c, ε that minλ≥0 g1(λ) is exactly the same as the term
involving infimum in Lemma 1. Utilizing the above bound in the statement of Lemma 1, we
arrive at the statement of Proposition 15. 
Proof of Proposition 5. For ease of notation, define Sn(β) := EPn ‖Dxℓ(X;β)‖2p . Then it follows
from the definitions of V DROn (·), V ERMn (·) and the conclusion in Lemma 15 that,
V DROn (u) = n
γ¯−1V ERMn (n
(1−γ¯)/2u) + nγ¯
√
δn
(
Sn(β∗ + n−γ¯/2u)− Sn(β∗)
)
+
nγ¯δn
2
(
an(β∗ + n−γ¯/2u)
Sn(β∗ + n−γ¯/2u)
− an(β∗)
Sn(β∗)
)
+ o (1) , (30)
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as n→∞, uniformly over u in compact sets. Since γ¯ = min{γ, 1}, due to the twice continuous
differentiability of ℓ(·), we have that,
V DROn (u) = n
γ¯−1V ERMn (n
(1−γ¯)/2u) +
√
ηnγ¯−γ/2
(
Sn(β∗ + n−γ¯/2u)− Sn(β∗)
)
+ o(1)
= n(γ¯−1)/2HTn u+
1
2
uTCu+
√
ηn(γ¯−γ)/2DβSn(β∗)Tu+ o(1),
as n → ∞, uniformly over u in compact sets. Since DβSn(β∗) converges to DβS(β∗), com-
bining the above observation with the statement of Proposition 4, we obtain the conclusion of
Proposition 5. 
Proof of Proposition 6. By utilizing the duality for linear semi-infinite programs exactly as in
the proof of Proposition 3 of [8], we obtain that
nRn(β∗ + n−1/2u) =max
ξ
{
−
n∑
i=1
ξTh(Xi, β∗ + n−1/2u)
−
n∑
i=1
max
∆
{
ξT
(
h(Xi +∆, β∗ + n−1/2u)− h(Xi, β∗ + n−1/2u)
)
− ‖∆‖2q
}}
.
As a result,
nRn(β∗ + n−1/2u) = max
ξ
{
−
n∑
i=1
max
∆
{
ξTh(Xi +∆, β∗ + n−1/2u)− ‖∆‖2q
}}
= max
ξ
{
−
n∑
i=1
ξTh(Xi, β∗)−
n∑
i=1
max
∆
{
ξT
(
h(Xi +∆, β∗ + n−1/2u)− h(Xi, β∗)
)
− ‖∆‖2q
}}
.
By rescaling ξ = ξn1/2,∆ = n−1/2∆ and letting Hn = 1√n
∑n
i=1 h(Xi, θ∗), we obtain,
nRn(β∗ + n−1/2u) = max
ξ
{−ξTHn −Mn(ξ, u)} ,
where
Mn(ξ, u) =
1
n
n∑
i=1
max
∆
{√
nξT
(
h(Xi + n
−1/2∆, β∗ + n−1/2u)− h(Xi, β∗)
)
− ‖∆‖2q
}
(31)
=
1
n
n∑
i=1
max
∆
{
ξT
∫ 1
0
(
Dxh
(
Xi + t
∆√
n
, β∗ + t
u√
n
)
∆+Dβh
(
Xi + t
∆√
n
, β∗ + t
u√
n
)
u
)
dt− ‖∆‖2q
}
,
where the latter equality follows from the fundamental theorem of calculus. This completes the
proof of Proposition 6. 
A key component of the proofs of the upper and lower bounds for nRn(β∗ + n−1/2u) is the
following tightness result.
Lemma 2. For any ε,K > 0, there exists n0 > 0 and b ∈ (0,∞) such that
P
(
max
‖ξ‖q≥b
{−ξTHn −Mn(ξ, u)} > 0
)
≤ ǫ,
for all n ≥ n0 and uniformly over u such that ‖u‖2 ≤ K.
22 BLANCHET, MURTHY, AND SI
Lemma 3. For any positive constants b, c0, we have
1
n
n∑
i=1
{∥∥∥(Dxh(X,β∗))T ξ∥∥∥2
p
+ ξTDβh(Xi, β∗)u
}
I(Xi ∈ C0)
→ E
[{∥∥∥(Dxh(X,β∗))T ξ∥∥∥2
p
+ ξTDθh(Xi, β∗)u
}
I(Xi ∈ C0)
]
,
uniformly over ‖ξ‖q ≤ b and ‖u‖2 ≤ K in probability as n→∞.
Proofs of Lemma 2 - 3 are presented in the appendix. The following definitions are useful in
the proofs of Proposition 7 and Lemma 2. For a fixed u,∆, let
I(Xi,∆, u) = I1(Xi,∆, u) + I2(Xi,∆, u), (32)
where i ∈ {1, . . . , n},
I1(Xi,∆, u) :=
∫ 1
0
(
Dxh
(
Xi + t
∆√
n
, β∗ + t
u√
n
)
−Dxh (Xi, β∗)
)
∆ dt and
I2(Xi,∆, u) :=
∫ 1
0
(
Dβh
(
Xi + t
∆√
n
, β∗ + t
u√
n
)
−Dβh (Xi, β∗)
)
u dt.
In addition, recall that q > 1 and p = q/(q − 1). For ξ 6= 0, we write ξ¯ = ξ/ ‖ξ‖p . Let us define
the vector Vi(ξ¯) = Dxh(Xi, β∗)T ξ¯ and put
∆′i = ∆
′
i(ξ¯) = |Vi(ξ¯)|p/qsgn(Vi(ξ¯)). (33)
Proof of Proposition 7. First observe that Rn(·) ≥ 0 (consider the choice ξ = 0). Given K, ε >
0, define the event,
An =
{
nRn(β∗ + n−1/2u) = max‖ξ‖p≤b
{−ξTHn −Mn(ξ, u)} for all u such that ‖u‖2 ≤ K
}
.
where b > 0 is such that P (An) ≥ 1− ε. Such a b ∈ (0,∞) exists because of Lemma 2.
Next, for any c0 > 0, define
M ′n(ξ, u, c0) :=
1
n
n∑
i=1
(
ξTDxh(X,β∗)∆¯i − ‖∆¯i‖2q + ξT I(Xi, ∆¯i, u) + ξTDβh(X,β∗)u
)
I (Xi ∈ C0) ,
where C0 := {w : ‖w‖p ≤ c0}, I(Xi,∆, u) is defined as in (32) and ∆¯i = ci∆′i, which is defined
in (33) with ci chosen so that ∥∥∆¯i∥∥q = 12
∥∥Dxh(Xi, β∗)T ξ∥∥p .
Then we have, Mn(ξ, u) ≥M ′n(ξ, u, c0), for every u. With these definitions, observe that
max
∆
{
ξTDxh(Xi, β∗)∆ − ‖∆‖2q
}
= ξTDxh(Xi, β∗)∆¯i − ‖∆¯i‖2q
=
1
4
∥∥∥(Dxh(X,β∗))T ξ∥∥∥2
p
(34)
and
max
‖ξ‖q≤b
{−ξTHn −Mn(ξ, u)} ≤ max‖ξ‖q≤b
{−ξTHn −M ′n(ξ, u, c0)} . (35)
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Next, define
Mˆn(ξ, u, c0) :=
1
n
n∑
i=1
{
ξTDxh(Xi, β∗)∆¯i −
∥∥∆¯i∥∥2q + ξTDβh(Xi, β∗)u
}
I(Xi ∈ C0)
=
1
n
n∑
i=1
{
1
4
∥∥Dxh(Xi, β∗)T ξ∥∥2p + ξTDβh(Xi, β∗)u
}
I(Xi ∈ C0),
where the equality follows from (34). Due to Lemma 3, we have
Mˆn(ξ, u, c0)→ E
[(
1
4
∥∥∥(Dxh(X,β∗))T ξ∥∥∥2
p
+ ξTDβh(X,β∗)u
)
I(X ∈ C0)
]
.
in probability, uniformly over ‖ξ‖p ≤ b and ‖u‖2 ≤ K. Furthermore,
sup
‖ξ‖p≤b
∣∣∣Mˆn(ξ, u, c0)−M ′n(ξ, u, c0)∣∣∣→ 0, (36)
because, as in the proof of Lemma 3, we have from the continuity of Dβh(·) and Dxh(·) that
|ξT I(Xi, ∆¯i, u)|I(Xi ∈ C0)→ 0, (37)
uniformly over ‖ξ‖p ≤ b and ‖u‖2 ≤ K. Combining the observations in (36) and (37), we obtain
that for any ε′ > 0 there exists n0 sufficiently large such that,
max
‖ξ‖p≤b
{−ξTHn −M ′n(ξ, u, c0)}
≤ max
‖ξ‖p≤b
{
−ξTHn − E
[(
1
4
∥∥∥(Dxh(X,β∗))T ξ∥∥∥2
p
+ ξTDβh(X,β∗)u
)
I(X ∈ C0)
]}
+ ε′.
Then the statement of Proposition 7 follows from (35), the definition of the event An and the
observation that P (An) ≥ 1− ε. 
Proof of Proposition 8. For the lower bound, we reexpress the expression for Mn(ξ, u) in (31)
as follows:
Mn(ξ, u) =
1
n
n∑
i=1
max
∆
{√
nξT
(
h(Xi + n
−1/2∆, β∗ + n−1/2u)− h(Xi, β∗ + n−1/2u)
)
− ‖∆‖2q
}
+
1
n
n∑
i=1
√
nξT
(
h(Xi, β∗ + n−1/2u)− h(Xi, β∗)
)
. (38)
Employing fundamental theorem of calculus, we obtain that
1
n
n∑
i=1
√
nξT
(
h(Xi, β∗ + n−1/2u)− h(Xi, β∗)
)
=
1
n
n∑
i=1
∫ 1
0
ξTDβh(Xi, β∗ + tn−1/2u)u dt
= ξT
(
1
n
n∑
i=1
Dβh(Xi, β∗)
)
u+
1
n
n∑
i=1
∫ 1
0
ξT
(
Dβh(Xi, β∗ + tn−1/2u)−Dβh(Xi, β∗)
)
u dt
≤ ξT
(
1
n
n∑
i=1
Dβh(Xi, β∗)
)
u+ ‖ξ‖p 1
n
n∑
i=1
∫ 1
0
∥∥∥(Dβh(Xi, β∗ + tn−1/2u)−Dβh(Xi, β∗)) u∥∥∥
q
dt.
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Then, given ε, ε′ > 0, due to continuity of Dβh(·) in Assumption A2.c), finiteness E[κ¯(Xi)]
and the law of large numbers, there exists n0 sufficiently large such that for all n ≥ n0, ‖ξ‖p ≤
b, ‖u‖2 ≤ K, we have
1
n
n∑
i=1
√
nξT
(
h(Xi, β∗ + n−1/2u)− h(Xi, β∗)
)
≤ ξTE[Dβh(X,β∗)]u+ ε′/2, (39)
with probability exceeding 1− ε/2.
Next, given ν, ε′′, b,K ∈ (0,∞), it follows from Assumption A2 and the same line of reasoning
in the proof of Proposition 5 in [8] that there exists n0 such that,
sup
‖∆‖q≥ν
√
n
{√
nξT
(
h(Xi + n
−1/2∆, β∗ + n−1/2u)− h(Xi, β∗ + n−1/2u)
)
− ‖∆‖2q
}
≤ 0, (40)
for all n ≥ n0, ‖ξ‖p ≤ b, ‖u‖2 ≤ K, and consequently, the first term in the right hand side of
(38) is bounded from above by
1
n
n∑
i=1
min
{
1
4 (1− ε′′)‖ξ
TDxh(Xi, β∗ + n−1/2u)‖2p, cn
}
+ ν,
for some sequence (cn : n ≥ 1) satisfying cn → ∞ as n → ∞ (the exact value of cn is not
important). It follows from Assumption A2.c) that
1
n
n∑
i=1
min
{
1
4 (1− ε′′)‖
(
Dxh(Xi, β∗ + n−1/2u)
)T
ξ‖2p, cn
}
+ ν
≤ 1
n
n∑
i=1
min
{
1
4 (1− ε′′)‖ (Dxh(X,β∗))
T ξ‖2p, cn
}
+
‖ξ‖p‖u‖q√
n
1
n
n∑
i=1
κ′(Xi) + ν.
Then, for n0 suitably large, a similar application of Lemma 3 as in Proposition 7 results in,
1
n
n∑
i=1
min
{
1
4 (1− ε′′)‖
(
Dxh(Xi, β∗ + n−1/2u)
)T
ξ‖2p, cn
}
+ ν
≤ 1
4 (1− ε′′)E
∥∥∥(Dxh(X,β∗))T ξ∥∥∥2
p
+
ε′
4
+ ν,
for all n ≥ n0, ‖ξ‖p ≤ b, ‖u‖2 ≤ K, with probability exceeding 1− ε/2. Choosing ν, ε′′ suitably
small, we combine the above observation with that in (39) to obtain that,
nRn
(
β∗ + n−1/2u
)
= max
ξ
{−ξTHn −Mn(ξ, u)}
≥ max
‖ξ‖p≤b
‖ui‖2≤K
{
−ξTHn − E
[
1
4
∥∥Dxh(X,β∗)T ξ∥∥2p + ξTDβh(X,β∗)u
]}
− ε′,
for all n ≥ n0, ‖u‖2 ≤ K, with probability exceeding 1− ε. 
Proof of Proposition 9. Under Assumptions A1 - A2, we have from Proposition 5 of [8] (or
equivalently from Propositions 7,8 applied specifically with u = 0) that,
nRn(β∗)⇒ ψ(H),
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whereH ∼ N (0,Cov[h(X,β∗)]) . Given ε > 0, let a > 0 be such that P (ψ(H) ≤ x) is continuous
at x = a and P (ψ(H) > a) ≤ ε/2. Due to the above convergence in distribution, there exists
n0 such that,
|P (nRn(β∗) ≥ a)− P (ψ(H) ≥ a)| ≤ ε/2,
for all n ≥ n0. Therefore, we have supn≥n0 P (nRn(β∗) ≥ a) ≤ ε. 
Lemma 4 below is useful to prove Proposition 10. Proof of Lemma 4 is presented in the
appendix.
Lemma 4. Given any K, b ∈ (0,∞) and ε ∈ (0, 1), there exist positive constants n0, L such
that,
sup
‖ξ‖p≤b
|Mn(ξ, u1)−Mn(ξ, u2)| ≤ L‖u1 − u2‖q,
with probability exceeding 1− ε.
Proof of Proposition 10. For any uj , j = 1, 2, satisfying ‖uj‖2 ≤ K, let ξj attain the supremum
in the relation nρ/2Rn(β∗ + n−1/2uj) := supξ
{−ξTHn −Mn(ξ, uj)} . Then we have,∣∣∣nRn(β∗ + n−1/2u1)− nRn(β∗ + n−1/2u2)∣∣∣ ≤ max
j=1,2
|Mn(ξj, u1)−Mn(ξj, u2)| . (41)
For the given choices of ε,K, we have from Lemma 2 that there exist positive constants b and
n0 such that the optimal choices ξj , j = 1, 2, satisfy ‖ξj‖p ≤ b, each with probability exceeding
1− ε/3. Consequently, we have from (41) and Lemma 4 that
sup
‖uj‖2≤K,j=1,2
∣∣∣nRn(β∗ + n−1/2u1)− nRn(β∗ + n−1/2u2)∣∣∣ ≤ L‖u1 − u2‖q,
with probability exceeding 1−ε, for all n suitably large. This completes the proof of Proposition
10. 
4.5. Proofs of Proposition 1 and Corollary 1. To prove Proposition 1, we first restate
Proposition 8 in Appendix C of [8] here.
Proposition 16 (Proposition 8, [8]). Let us define
g(β) = max
P :D(Pn,P )≤δ
EP [ℓ(X;β)] .
Suppose that g(·) is convex and assume that there exists b ∈ R such that κb = {β : g(β) ≤ b}
is compact and non-empty. In addition, suppose that EP [ℓ(X;β)] lower semi-continuous and
convex as a function of β throughout κb. Then,
min
β
max
P :D(Pn,P )≤δ
EP [ℓ(X;β)] = max
P :D(Pn,P )≤δ
min
β
EP [ℓ(X;β)] .
Proof of Proposition 1. As the loss function ℓ(x;β) is a continuous and convex function of β,
we have EP [ℓ(X;β)] and g(β) are continuous and convex. Then, we pick ǫ > 0, such that P
ǫ
n =
(1−ǫ)Pn+ǫP∗ ∈ Uδn(Pn). Therefore, we have κb ⊂ {β : EP ǫn [ℓ(X;β)] ≤ b} ⊂ {β : EP∗ [ℓ(X;β)] ≤
b/ǫ}. Since EP∗ [ℓ(X;β)] is locally strong convex by Assumption A2.b), {β : EP∗ [ℓ(X;β)] ≤ b/ǫ}
is compact. As all the conditions in Proposition 16 are satisfied, the desired result follows. 
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Proof of Corollary 1. Define Ψ¯n(β) := EPn [ℓ(X;β)] +
√
ηn−1/2
√
EPn‖Dxℓ(X;β)‖2 and
V¯n(u) := n
1/2
(
Ψ¯n
(
β∗ + n−1/2u
)
− Ψ¯n(β∗)
)
.
Following the lines of the proof of Proposition 5, we have V¯n(u) = V
DRO
n (u) + op(n
−1/2).
Consequently, since the collection {V DROn (·)}n≥1 is tight and strongly convex (see the proof
of Proposition 11), we have that the sequences {V¯n(·)}n≥1 and {arg minuV¯n(u) : n ≥ 1} are
tight. Then, as a consequence of Theorem 2, we have that V¯n(·) ⇒ V (−fη,1(H), · ), uniformly
in compact sets. Since the functions V¯n(·) and V (−fη,1(H), · ) are minimized, respectively, at
n1/2
(
β¯DROn − β∗
)
and C−1fη,1(H), we have that
n1/2
(
β¯DROn − β∗
)⇒ C−1fη,1(H),
as n→∞. Then the conclusion that
n1/2
(
β¯DROn − βDROn
)→ 0,
in probability, follows automatically from the convergence n1/2
(
βDROn − β∗
)⇒ C−1fη,1(H) (see
Theorem 1) as a consequence of the continuous mapping theorem. This verifies the statement
of Corollary 1. 
4.6. Proof of Proposition 2.
Proof of i). Since E
[
Dxh(X,β∗)Dxh(X,β∗)T
] ≻ 0, we have ϕ(ξ) ≥ c ‖ξ‖22 for some numerical
constant c > 0 and thus ϕ∗ (·) is continuous. 
Proof of ii). Since βERMn
a.s.→ β∗, we have ϕn (ξ) a.s.→ ϕ (ξ) for any ξ. Then, since
∥∥ξTDxh(X,β∗)∥∥2p
is Lipschitz in ξ for ‖ξ‖p ≤ b, i.e., for ‖ξ1‖p ≤ b, ‖ξ2‖p ≤ b,∣∣∣∣∥∥∥(Dxh(X,β∗))T ξ1∥∥∥2p −
∥∥∥(Dxh(X,β∗))T ξ2∥∥∥2
p
∣∣∣∣ ≤ 2b ‖Dxh(X,β∗)‖2q ‖ξ1 − ξ2‖p
and E
[
‖Dxh(X,β∗)‖2q
]
<∞, we have the uniform law of large numbers that
sup
‖ξ‖p≤b
|ϕn (ξ)− ϕ (ξ)| a.s.→ 0,
uniformly over ‖ξ‖p ≤ b. Then, we have
sup
ξ:‖ξ‖p≤b
{
ξT ζ − ϕn (ξ)
} a.s.→ sup
ξ:‖ξ‖p≤b
{
ξT ζ − ϕ (ξ)}
uniformly over ζ in compact sets as n → ∞. Finally, since b is chosen arbitrarily, we conclude
ϕ∗n (·)
p→ ϕ∗ (·) as n→∞ uniformly on compact sets. 
Proof of iii). Observe that ϕ∗n
(
Ξ¯nZ
)
= ϕ∗n
(
Ξ¯nZ
) − ϕ∗ (Ξ¯nZ) + ϕ∗ (Ξ¯nZ) . The continuous
mapping theorem and Ξ¯nZ ⇒ H give us ϕ∗
(
Ξ¯nZ
) ⇒ ϕ∗ (H) . And ii) gives us ϕ∗n (Ξ¯nZ) −
ϕ∗
(
Ξ¯nZ
) p→ 0. 
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Appendix A. Technical proofs of Lemmas 1 - 4
The following technical result is useful in proving Lemma 1.
Lemma 5. Suppose ∆,∆∗ ∈ Rd, ξ = ∆ − ∆∗, and D∗ denote the derivative of the function
‖∆‖2q evaluated at ∆ = ∆∗. Then,
a) for q ∈ (1, 2], we have
‖∆‖2q ≥ ‖∆∗‖2q +DT∗ ξ + (q − 1) ‖ξ‖2q ;
b) for q > 2, we have
‖∆‖2q ≥ ‖∆∗‖2q +DT∗ ξ + Cmin
(
‖ξ‖22 ,
‖ξ‖qq
‖∆∗‖q−2q−2
)
,
where C > 0 is a positive constant that only depends on d and q.
Proof of Lemma 5. A proof of the conclusion in Part a) of Lemma 5 can be found in Appendix
A of [36]. For the proof of Part b), we proceed as follows.
Suppose H(∆) denotes hessian matrix of function 12 ‖∆‖2q . Then, for any x ∈ Rd,
xTH(∆)x
=
1
q
(
2
q
− 1
)( d∑
i=1
|∆i|q
)2/q−2(
q
d∑
i=1
sign(∆i)|∆i|q−1xi
)2
+ (q − 1)
(
d∑
i=1
|∆i|q
)2/q−1 d∑
i=1
|∆i|q−2x2i
=
(
d∑
i=1
|∆i|q
)2/q−2 (2− q)
(∑
i
sign(∆i)|∆i|q−1xi
)2
+ (q − 1)
(
d∑
i=1
|∆i|q
)(∑
i
|∆i|q−2x2i
)
=
(
d∑
i=1
|∆i|q
)2/q−2 ( d∑
i=1
sign(∆i)|∆i|q−1xi
)2
+ (q − 1)
d∑
i=1
d∑
j=i+1
|∆i|q−2 |∆j|q−2 (∆ixj −∆jxi)2

 .
Since q − 1 > 1, we obtain that,
xTH(∆)x ≥
(
d∑
i=1
|∆i|q
)2/q−2 ( d∑
i=1
sign(∆i)|∆i|q−1xi
)2
+
d∑
i=1
d∑
j=i+1
|∆i|q−2 |∆j|q−2 (∆ixj −∆jxi)2

 .
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Considering only non-zero entries among {∆i : i = 1, . . . , d}, we re-express the right hand side
as,
(
d∑
i=1
|∆i|q
)2/q−2 

 d∑
i=1
∆i 6=0
|∆i|q xi
∆i


2
+
d∑
i=1
∆i 6=0
d∑
j=i+1
∆j 6=0
|∆i|q |∆j|q
(
xj
∆j
− xi
∆i
)2
=
(
d∑
i=1
|∆i|q
)2/q−2 
d∑
j=1
∆j 6=0
|∆j |q

 d∑
i=1
∆i 6=0
|∆i|q
(
xi
∆i
)2


=
(
d∑
i=1
|∆i|q
)2/q−1( d∑
i=1
|∆i|q−2 (xi)2
)
=
∑d
i=1 |∆i|q−2 (xi)2∥∥∥|∆|q−2∥∥∥
q
q−2
,
where |∆|q−2 is defined as a vector (|∆1|q−2, |∆2|q−2, . . . , |∆d|q−2)T . Then,
xTH(∆)x ≥
∑d
i=1 |∆i|q−2 (xi)2∥∥∥|∆|q−2∥∥∥
q
q−2
≥
∑d
i=1 |∆i|q−2 (xi)2∥∥∥|∆|q−2∥∥∥
1
=
∑d
i=1 |∆i|q−2 (xi)2∑d
i=1 |∆i|q−2
. (A.1)
We can regard the right hand side as the weighted average of
{
x2i
}d
i=1
.
Next, by applying Taylor’s theorem, we have
‖∆‖2q = ‖∆∗‖2q +
(
D ‖∆∗‖2q
)T
ξ + 2
∫ 1
0
(1− t)ξTH(∆∗ + tξ)ξdt.
We focus on the last term, which is∫ 1
0
(1− t)ξTH(∆∗ + tξ)ξdt ≥
∫ 1
0
(1− t)
∑d
i=1 |∆∗i + tξi|q−2(ξi)2∑d
i=1 |∆∗i + tξi|q−2
dt,
due to the inequality deduced earlier in (A.1). As the denominator of the right hand side in the
above expression is bounded by,
d∑
i=1
|∆∗i + tξi|q−2 ≤ max(2q−3, 1)
d∑
i=1
(|∆∗i |q−2 + |ξi|q−2) ,
we obtain that,
∫ 1
0
(1− t)
∑d
i=1 |∆∗i + tξi|q−2(ξi)2∑d
i=1 |∆∗i + tξi|q−2
dt ≥ 1
max(2q−3, 1)
(∑d
i=1
(∫ 1
0 (1− t)|∆∗i + tξi|q−2dt
))
(ξi)
2
∑d
i=1 (|∆∗i |q−2 + |ξi|q−2)
.
Then, we only need to bound the integral∫ 1
0
(1− t)|∆∗i + tξi|q−2dt.
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If ∆∗i and ξi have the same sign, then∫ 1
0
(1− t)|∆∗i + tξi|q−2dt ≥
∫ 1
0
(1− t)tq−2|ξi|q−2dt = 1
(q − 1)q |ξi|
q−2.
On the other hand, if ∆∗i and ξi have the different sign, then we obtain that,∫ 1
0
(1− t)|∆∗i + tξi|q−2dt ≥ |ξi|q−2
(∫ a
0
(1− t) (a− t)q−2 dt+
∫ 1
a
(1− t) (t− a)q−2 dt
)
,
where a = min
(∣∣∣∆∗iξi
∣∣∣ , 1) . Computing the integrals in the right hand side of the above inequality,
we obtain,(∫ a
0
(1− t) (a− t)q−2 dt+
∫ 1
a
(1− t) (t− a)q−2 dt
)
=
(1− a)q + aq−1(q − a)
q(q − 1)
Since 2a < q, we have
(1− a)q + aq−1(q − a)
q(q − 1) ≥
(1− a)q + aq
q(q − 1) ≥
1
2q−1q(q − 1) .
Then by combining the above observations, we obtain that,
2
∫ 1
0
(1− t)ξTH(∆∗ + tξ)ξdt ≥ C ′
∑d
i=1 |ξi|q∑d
i=1 |∆∗i |q−2 +
∑d
i=1 |ξi|q−2
.
where
C ′ =
1
2q−2q(q − 1)max(2q−3, 1) .
Moreover, we have, ∑d
i=1 |ξi|q∑d
i=1 |∆∗i |q−2 +
∑d
i=1 |ξi|q−2
≥ 1
2
min
( ∑d
i=1 |ξi|q∑d
i=1 |∆∗i |q−2
,
∑d
i=1 |ξi|q∑d
i=1 |ξi|q−2
)
. (A.2)
Due to Chebyshev’s sum inequality, we also obtain,
d
d∑
i=1
|ξi|q ≥
(
d∑
i=1
|ξi|q−2
)(
d∑
i=1
|ξi|2
)
. (A.3)
Letting C = 12dC
′, the desired result follows. 
Proof of Lemma 1. It follows from [10, Theorem 1] that
Ψn(β) = inf
λ≥0
{
nγ/2λδn + EPn [φλ(X;β)]
}
, (A.4)
where
φλ(X;β) = sup
∆
{
ℓ
(
X + n−γ/2∆;β
)
− λn−γ/2‖∆‖2q
}
. (A.5)
For any ε > 0, there exists n0 sufficiently large such that for all n ≥ n0, we have as a consequence
of Taylor expansion and uniform continuity of Dxxℓ(·;β) (see Assumption A2.c)) that,∣∣∣ℓ(X +∆n−γ/2;β) − ℓ (X;β) − n−γ/2Dxℓ(X;β)T∆− n−γ∆TDxxℓ(X;β)∆∣∣∣ ≤ εn−γ‖∆‖2q
uniformly on X. Then, from (A.5),
φλ(X;β) ≥ ℓ(X;β)+n−γ/2 sup
∆
{
Dxℓ(X;β)
T∆+ n−γ/2∆TDxxℓ(X;β)∆/2 −
(
λ+ εn−γ/2
)
‖∆‖2q
}
.
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Next, define,
∆∗ =
‖Dxℓ(X;β)‖1−p/qp
2λ
sign(Dxℓ(X;β)) |Dxℓ(X;β)|p/q . (A.6)
Then
sup
∆
{
Dxℓ(X;β)
T∆+ n−γ/2∆TDxxℓ(X;β)∆/2 −
(
λ+ εn−γ/2
)
‖∆‖2q
}
≥ Dxℓ(X;β)T∆∗ + n−γ/2∆∗TDxxℓ(X;β)∆∗/2−
(
λ+ εn−γ/2
)
‖∆∗‖2q
=
1
4λ
‖Dxℓ(X;β)‖2p + n−γ/2∆∗TDxxℓ(X;β)∆∗/2− εn−γ/2‖∆∗‖2q .
Observe that ‖∆∗‖q = ‖Dxℓ(X;β)‖p/(2λ). Further, it follows from the definitions of bn, ∆∗,
an(β) and the equivalence for representation for Ψn(β) in (A.4) and (A.5) that,
Ψn(β) ≥ EPn [ℓ(X;β)]+n−γ/2 inf
λ≥0
{
λbn +
1
4λ
EPn ‖Dxℓ(X;β)‖2p +
an(β)− 2εEPn‖Dxℓ(X;β)‖2p
8λ2nγ/2
}
.
Since an(β) > 2εEPn‖Dxℓ(X;β)‖2p for ε suitably small, we have that the infimum above is
attained at a λ ≥ λ0(n), where
λ0(n) := argminλ≥0
{
λbn +
1
4λ
EPn ‖Dxℓ(X;β)‖2p
}
=
√
EPn‖Dxℓ(X;β)‖2p
4bn
.
As a result,
Ψn(β) ≥ EPn [ℓ(X;β)]+n−γ/2 inf
λ≥λ0(n)
{
λbn +
1
4λ
EPn ‖Dxℓ(X;β)‖2p +
an(β) − 2εEPn‖Dxℓ(X;β)‖2p
8λ2nγ/2
}
.
(A.7)
For an upper bound, we proceed as follows: Given ε > 0, as in the lower bound, we obtain from
Taylor’s expansion that,
φλ(X;β) ≤ ℓ(X;β)+n−γ/2 sup
∆
{
Dxℓ(X;β)
T∆+ n−γ/2∆TDxxℓ(X;β)∆/2 −
(
λ− εn−γ/2
)
‖∆‖2q
}
,
for all n ≥ n0, where n0 is suitably large. Changing variables from ∆ to ∆ = ∆∗+ ξ, we obtain
that φλ(X;β) − ℓ(X;β) is bounded from above by,
n−γ/2
(
Dxℓ(X;β)
T∆∗ + n−γ/2∆∗TDxxℓ(X;β)∆∗/2−
(
λ− εn−γ) ‖∆∗‖2q)+n−γ/2 sup
ξ∈Rd
Qn(X; ξ),
where
Qn(X; ξ) := Dxℓ(X;β)
T ξ + n−γ/2ξTDxxℓ(X;β)ξ/2
+ n−γ/2ξTDxxℓ(X;β)∆∗ −
(
λ− εn−γ/2
) (‖∆∗ + ξ‖2q − ‖∆∗‖2q) . (A.8)
As in the lower bound, it follows from the definition of ∆∗ in (A.6) and ∆˜ and ϕn(β) in (27)
that,
EPn
[
Dxℓ(X;β)
T∆∗ + n−γ/2∆∗TDxxℓ(X;β)∆∗/2−
(
λ− εn−γ/2
)
‖∆∗‖2q
]
=
1
4λ
EPn ‖Dxℓ(X;β)‖2p +
an(β) + 2εEPn‖Dxℓ(X;β)‖2p
8λ2nγ/2
.
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Combining these observations with those in (A.4) and (A.5), we obtain,
Ψn(β)− EPn [ℓ(X;β)]
≤ n−γ/2 inf
λ≥0
{
λbn +
1
4λ
EPn ‖Dxℓ(X;β)‖2p +
an(β) + 2εEPn‖Dxℓ(X;β)‖2p
8λ2nγ/2
+ EPn
[
sup
ξ
Qn(X; ξ)
]}
.
(A.9)
With ∆∗ defined as in (A.6), we have that the derivative of the function ‖∆‖2q , when evaluated
at ∆ = ∆∗, equals Dxℓ(X;β)/λ. Let us continue the analysis separately in the following two
cases:
Case 1: q > 2. It follows from Lemma 5b that,
‖∆∗ + ξ‖2q − ‖∆∗‖2q ≥
1
λ
ξTDxℓ(X;β) + Cqmin
{
‖ξ‖22,
‖ξ‖qq
‖∆∗‖q−2q−2
}
.
where Cq is a suitably chosen constant that depends only on q and d. Furthermore, since
||Dxxℓ(·;β)|| ≤ M(β) and M(β) is continuous (see Assumption A2.c)), there exists a large
constant M such that ||Dxxℓ(·;β)|| ≤M uniformly over β in a compact set.
Then it follows from the definition of Qn(X; ξ) in (A.8) that,
Qn(X; ξ) ≤ n−γ/2
(
1
2
ξTDxxℓ(X;β)ξ + ξ
T
(
Dxxℓ(X;β)∆
∗ +
ε
λ
Dxℓ(X;β)
))
−
(
λ− εn−γ/2
)
Cqmin
{
‖ξ‖22,
‖ξ‖qq
‖∆∗‖q−2q−2
}
≤ max
{
Q(1)n (X; ξ), Q
(2)
n (X; ξ)
}
,
where
Q(1)n (X; ξ) := n
−γ/2ξT
(
Dxxℓ(X;β)∆
∗ +
ε
λ
Dxℓ(X;β)
)
−
(
λ− ε+M/(2Cq)
nγ/2
)
Cq‖ξ‖22
and
Q(2)n (X; ξ) := n
−γ/2ξT
(
Dxxℓ(X;β)∆
∗ +
ε
λ
Dxℓ(X;β)
)
+
Mcq2
nγ/2
‖ξ‖2q
−
(
λ− εn−γ/2
) Cq
‖∆∗‖q−2q−2
‖ξ‖qq,
where cq ∈ [1,∞) is such that ‖x‖22 ≤ ‖x‖2q for all x ∈ Rd.
Next, since ∆∗ = ∆˜/(2λ), for any a, b such that 1/a+ 1/b = 1, we have,∣∣∣ξT (Dxxℓ(X;β)∆∗ + ε
λ
Dxℓ(X;β)
)∣∣∣ ≤ ‖ξ‖a
2λ
(
‖Dxxℓ(X;β)∆˜‖b + 2ε‖Dxℓ(X;β)‖b
)
.
As a result,
sup
ξ
Q(1)n (X; ξ) ≤
(
‖Dxxℓ(X;β)∆˜‖2 + 2ε‖Dxℓ(X;β)‖2
)2
16Cq(λnγ/2)2
(
λ− a1n−γ/2
)+ , (A.10)
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where a1 := ε+M/(2Cq). Likewise,
sup
ξ
Q(2)n (X; ξ) ≤
b1
(λnγ/2)q/(q−1)
(
‖Dxxℓ(X;β)∆˜‖2 + 2ε‖Dxℓ(X;β)‖2
)q/(q−1)
+
b2
(nγ/2)q/(q−1)
,
(A.11)
for some suitable positive constants b1, b2 that does not depend on n and X. This follows
from the observation that the maximizer of the function g(x) := an−γ/2x + bn−γ/2x2 − cxq is
O((an−γ/2)1/(q−1)), when q > 2. Furthermore, observe from Assumption A2 that
‖Dxxℓ(X;β)∆˜‖22 ≤ ‖Dxxℓ(X;β)‖22‖∆˜‖22 ≤ cp/qp M2‖Dxℓ(X;β)‖2p,
where cp ∈ [1,∞) is such that ‖x‖22 ≤ ‖x‖2p for all x ∈ Rd. Since ‖Dxxℓ(x;β)‖ is bounded in x,
we have from the assumption E‖X‖22 <∞ that
E‖Dxℓ(X;β)‖2p <∞.
Since q/(q − 1) > 1, as a consequence of dominated convergence, it follows from (A.10) and
(A.11) that
EPn
[
sup
ξ
Qn(X; ξ)
]
= EPn
[
sup
ξ
max
{
Q(1)n (X; ξ), Q
(1)
n (X; ξ)
}]
= o
(
n−γ/2
)
,
uniformly for all λ ≥ λ0.
Case 2: q ∈ (1, 2]. It follows from Lemma 5a that,
‖∆∗ + ξ‖2q − ‖∆∗‖2q ≥
1
λ
ξTDxℓ(X;β) + (q − 1)‖ξ‖2q .
Then we have,
Qn(X; ξ) ≤ n−γ/2
(
1
2
ξTDxxℓ(X;β)ξ + ξ
T
(
Dxxℓ(X;β)∆
∗ +
ε
λ
Dxℓ(X;β)
))
−
(
λ− εn−γ/2
)
(q−1)‖ξ‖2q .
Repeating the steps to arrive at (A.10) that we have that Qn(X; ξ) = O(n
−γ), uniformly for
λ ≥ λ0(n).
Combining the observation that Qn(X; ξ) = o(n
−1/2) from the above two cases, we have from
(A.9) that Ψn(β)− EPn [ℓ(X;β)] is upper bounded by,
n−γ/2 inf
λ≥λ0(n)
{
λbn +
1
4λ
EPn ‖Dxℓ(X;β)‖2p +
an(β) + 2εEPn‖Dxℓ(X;β)‖2p
8λ2nγ/2
}
+ o
(
n−γ
)
,
as n→∞. 
Proof of Lemma 2. For a fixed u,∆, recall the definitions of
I(Xi,∆, u), I1(Xi,∆, u), I2(Xi,∆, u) and ∆
′
i from (32)-(33).
Mn(ξ, u) =
1
n
n∑
i=1
(
ξTDβh (Xi, β∗)u+max
∆
{
ξTDxh (Xi, β∗)∆ + ξT I(Xi,∆, u)− ‖∆‖2q
})
.
(A.12)
Then for any c > 0, plugging in ∆ = c∆′i, we have that ξ
TDxh(Xi, β∗)∆ =
c‖Dxh(Xi, β∗)T ξ‖p‖∆′i‖q, and therefore,
max
∆
{
ξTDxh (Xi, β∗)∆ + ξT I(Xi,∆, u)− ‖∆‖2q
}
≥ max
c>0
{
c‖Dxh (Xi, β∗)T ξ‖p‖∆′i‖q − c2‖∆′i‖q + ξT I(Xi, c∆′i, u), 0
}
.
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As a consequence of Ho¨lder’s inequality, |ξT I(Xi, c∆′i, u)| is bounded from above by,
c‖ξ‖p
∫ 1
0
∥∥∥∥
(
Dxh
(
Xi + cn
−1/2∆′i, β∗ + t
u√
n
)
−Dxh(Xi, β∗)
)
∆′i
∥∥∥∥
q
dt
+ ‖ξ‖p
∫ 1
0
∥∥∥∥
(
Dβh
(
Xi + cn
−1/2∆′i, β∗ + t
u√
n
)
−Dβh(Xi, β∗)
)
u
∥∥∥∥
q
dt.
Define the set C0 = {w : ‖w‖p ≤ c0}, where c0 will be chosen large momentarily. Then, due to
the continuity of Dxh(·) and Dβ(·) (see Assumption A2.c)), we have that
lim
n→∞ |ξ
T I(Xi, c∆
′
i, u)|I(Xi ∈ C0) = 0,
uniformly over all i such that Xi ∈ C0, ξ in compact sets, and ‖u‖2 ≤ K. Therefore, for given
positive constants ε′, c there exists n0 such that for all n ≥ n0,
sup
i
|ξT I(Xi, c∆′i, u)|I(Xi ∈ C0) ≤ cε′‖ξ‖p.
As a result, we obtain from (A.12) that, Mn(ξ, u) is bounded from below by,[
1
n
ξT
n∑
i=1
Dβh(Xi, β∗)u+
1
n
n∑
i=1
max
c
{
c‖Dxh (Xi, β∗)T ξ‖p‖∆′i‖q − c2‖∆′i‖q − cε′‖ξ‖p, 0
}]
I(Xi ∈ C0).
(A.13)
As in the proof of Lemma 2 in [8] and E
[
Dxh(X,β∗)Dxh(X,β∗)T
] ≻ 0 (see Assumption A2.b)),
we have that the second term in the lower bound grows at the rate ‖ξ‖2p for a suitably large c0,
uniformly over compact sets of u, as n, ‖ξ‖ → ∞. As a result, there exists positive constants
n0, c1 such that
1
n
n∑
i=1
max
c
{
c‖Dxh (Xi, β∗)T ξ‖p‖∆′i‖q − c2‖∆′i‖q − cε′‖ξ‖p, 0
}
I (Xi ∈ C0) ≥ c1‖ξ‖2p, (A.14)
for all n > n0, with probability at least 1− ε/2. Since function ξTa− c1‖ξ‖2p → −∞, uniformly
in compact sets of a, as ‖ξ‖p →∞, there indeed exist positive constants b, b′ such that
P
(
‖Hn‖q +
∥∥∥∥∥ 1n
n∑
i=1
Dβh(Xi, β∗)u
∥∥∥∥∥ ≤ b′
)
> 1− ε/2 (A.15)
and ‖ξ‖pb′ − c1‖ξ‖2 < 0 for all ‖ξ‖p ≥ b, ‖u‖2 ≤ K. Therefore, for every n > n0, ‖u‖2 ≤ K, we
have from the lower bound in (A.13) that
max
‖ξ‖p≥b
{−ξTHn −Mn(ξ, u)} ≤ 0,
whenever the events (A.14) and (A.15) happen. Since these events happen with probability at
least 1− ε, we have the statement of Lemma 2 as a consequence of the union bound. 
Proof of Lemma 3. Lemma 3 follows as a consequence of the continuity properties of
Dxh(·),Dβh(·) and the strong law of large numbers. The proof of Lemma 3 is similar to
the proof of Lemma 3 in [8]. 
Proof of Lemma 4. For i = 1, . . . , n and j = 1, 2, let ∆ij attain the inner supremum in
max
∆
{√
nξT
(
h(Xi + n
−1/2∆, β∗ + n−1/2uj)− h(Xi, β∗)
)
− ‖∆‖2q
}
.
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Then∣∣∣∣max∆
{√
nξT
(
h(Xi + n
−1/2∆, β∗ + n−1/2u1)− h(Xi, β∗)
)
− ‖∆‖2q
}
−max
∆
{√
nξT
(
h(Xi + n
−1/2∆, β∗ + n−1/2u2)− h(Xi, β∗)
)
− ‖∆‖2q
}∣∣∣∣
≤ max
j=1,2
{√
n
∣∣∣ξT (h(Xi + n−1/2∆ij, β∗ + n−1/2u1)− h(Xi + n−1/2∆ij, β∗ + n−1/2u2))∣∣∣} ,
and consequently, it follows from the definition of Mn(ξ, u) that,
|Mn(ξ, u1)−Mn(ξ, u2)|
≤ 1
n
n∑
i=1
max
j=1,2
{√
n
∣∣∣ξT (h(Xi + n−1/2∆ij, β∗ + n−1/2u1)− h(Xi + n−1/2∆ij, β∗ + n−1/2u2))∣∣∣} .
(A.16)
Next, due to fundamental theorem of calculus, we have that,
√
nξT
∣∣∣h(Xi + n−1/2∆ij, β∗ + n−1/2u1)− h(Xi + n−1/2∆ij, β∗ + n−1/2u2)∣∣∣
=
∣∣∣∣
∫ 1
0
ξTDβh
(
Xi + n
−1/2∆ij , β∗ + n−1/2 (u1 + (u2 − u1)t)
)
(u2 − u1)dt
∣∣∣∣
≤ ‖u1 − u2‖q ‖ξ‖p
∫ 1
0
∥∥∥Dβh(Xi + n−1/2∆ij , β∗ + n−1/2 (u1 + (u2 − u1)t))∥∥∥
q
dt
≤ ‖u1 − u2‖q ‖ξ‖p
(
‖Dβh(Xi, β∗)‖q + κ¯(Xi)
(
n−1/2‖∆ij‖+ 2cqn−1/2K
))
, (A.17)
where cq is a fixed positive constant such that ‖x‖q ≤ cq‖x‖2. The last inequality follows from
Assumption A2.c). Moreover, for a given b, ν,K > 0, we have from (40) that there exists n0
such that ∆ij ≤ ν
√
n, for all i ≤ n, n ≥ n0, ‖ξ‖p ≤ b, ‖u‖2 ≤ K. Combining this observation
with those in (A.16) and (A.17), we obtain that
sup
‖ξ‖p≤b
|Mn(ξ, u1)−Mn(ξ, u2)| ≤ ‖u1 − u2‖qb
(
EPn ‖Dβh(X,β∗)‖q + EPn [κ¯(X)]
(
ν + 2cqn
−1/2K
))
,
for all n ≥ n0. For any random variable Z, let CV[Z] := Var[Z]/E[Z]2 denote the coeffi-
cient of variation of Z. If n0 is also taken to be larger than both 2ε
−1CV[‖Dβh(X,β∗)‖q] and
2ε−1CV[κ¯(X)], then we have
P
(
EPn ‖Dβh(X,β∗)‖q ≤ 2E ‖Dβh(X,β∗)‖q
)
≥ 1− ε/2 and
P (EPn [κ¯(X)] ≤ 2E [κ¯(X)]) ≥ 1− ε/2.
With these observations, if we take L := 4b(E ‖Dβh(X,β∗)‖q + E[κ¯(X)](ν + 2cqK)), then
sup
‖ξ‖p≤b
|Mn(ξ, u1)−Mn(ξ, u2)| ≤ L‖u1 − u2‖q,
with probability exceeding 1− ε. 
