The D-Wave adiabatic quantum annealer solves hard combinatorial optimization problems leveraging quantum physics. The newest version features over 1000 qubits and was released in August 2015. We were given access to such a machine, currently hosted at NASA Ames Research Center in California, to explore the potential for hard optimization problems that arise in the context of databases.
INTRODUCTION
The database area has motivated a multitude of hard optimization problems that probably cannot be solved in polynomial time. Those optimization problems become harder as data processing systems become more complex. This makes it interesting to explore also unconventional optimization approaches. In this paper, we explore the potential of quantum computing for a classical database-related optimization problem, the problem of multiple query optimization (MQO) [37] . We were granted a limited amount of computation time on a D-Wave 2X adiabatic quantum annealer, currently hosted at NASA Ames Research Center This work is licensed under the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License. To view a copy of this license, visit http://creativecommons.org/licenses/by-nc-nd/4.0/. For any use beyond those covered by this license, obtain permission by emailing info@vldb.org. Proceedings of the VLDB Endowment, Vol. 9, No. 9 Copyright 2016 VLDB Endowment 2150-8097/ 16/05. in California. This device is claimed to exploit the laws of quantum physics [6] in the hope to solve NP-hard optimization problems faster than traditional approaches. The machine supports a very restrictive class of optimization problems while it is for instance not capable of running Shor's algorithm [40] for factoring large numbers 1 . We will show how instances of the multiple query optimization problem can be brought into a representation that is suitable as input to the quantum annealer. We also report results of an experimental evaluation that compares the time it takes to solve MQO problems on the quantum annealer to the time taken by algorithms that run on a traditional computer. We believe that this is the first paper featuring an experimental evaluation on a quantum computer ever published in the database community.
The quantum annealer, produced by the Canadian company D-Wave 2 , uses qubits instead of bits. While bits have a deterministic value (either 0 or 1) at each point in time during a computation, a qubit may be put into a superposition of states (0 and 1) that would be considered mutually exclusive according to the laws of classical physics. Working with qubits instead of bits could in principle allow faster optimization than on a classical computer [1] . Thinking of qubit superposition as a specific form of parallelization is certainly simplifying but still gives a first intuition for why this is possible. We provide more explanations on quantum computing and on the quantum annealer in Section 2.
The quantum annealer that we were experimenting with has a net worth of around 15 million US dollars. This price might make main stream adoption seem illusory in the nearterm future. However, the company D-Wave is currently considering flexible provisioning models allowing users to buy computation time instead of the hardware 3 . In this scenario, users would use the machine remotely, in a similar way as we did in our experiments. As near-optimal solutions to hard problems can usually be found within milliseconds (see Section 7) , this provisioning model might allow optimization at an affordable rate per instance. Those are some of the factors that encourage us to explore the potential of quantum computing already at this point in time.
The D-Wave adiabatic quantum annealer has been the subject of controversial discussions in the scientific community. Those discussions have focused on two questions: Algorithm 1 How to solve multiple query optimization on an adiabatic quantum annealer.
1: // Solves multiple query optimization problem M 2: function QuantumMQO(M ) 3: // Map MQO problem to logical energy formula 4:
lef ←LogicalMapping(M ) 5:
// Map logical into physical energy formula 6: pef ←PhysicalMapping(lef ) 7:
// Minimize formula on quantum computer 8:
bi ←QuantumAnnealing(pef ) 9:
// Transform physical into logical solution 10:
Xp ←PhysicalMapping −1 (bi) 11:
// Transform logical solution to MQO solution 12:
Pe ←LogicalMapping −1 (Xp) 13:
// Return best set of query plans to execute 14:
return Pe 15: end function whether quantum effects play indeed a significant role during the optimization process [2, 6, 7, 26, 39, 42] and whether the performance is significantly better than the one of classical computers [20, 24, 23, 34] . Recent publications seem to answer the first question positively [2, 7, 26 ]. The answer to the second question depends apparently on the specific class of problems considered, leading for instance to different conclusions for range-limited Ising problems [23] than for Ising problems without weight limits [20] . Solving problem classes that are not natively supported by the quantum annealer requires transformation steps which add a problem class-specific overhead in the problem representation size that might prevent the quantum annealer from solving nontrivial instances due to its limited number of qubits. Our paper adds to the discussion concerning the second question by providing a mapping algorithm and experimental results for a specific database-related optimization problem.
Prior work on MQO [3, 10, 11, 15, 14, 14, 22, 27, 30, 35, 37, 38] did not consider the potential of quantum computing. Prior publications in the area of quantum computing [5, 17, 19, 28, 33, 44, 41] did not treat the MQO problem.
Algorithm 1 shows the high-level approach by which we obtain solutions to MQO problem instances from a quantum annealer. The goal of MQO is to select the optimal combination of query plans to execute in order to minimize execution cost for a batch of queries. Given an MQO problem instance M , we introduce binary variables Xp for each available query plan p that indicate whether the corresponding plan is executed. We transform the given MQO instance into an energy formula (the term derives from the fact that the quantum annealer translates such formulas into energy levels) on those variables that becomes minimal for a variable assignment representing an optimal solution to the initial MQO problem M . We call the variables Xp the logical variables to indicate that they cannot yet be represented by single qubits within the qubit matrix of the quantum annealer. We call the transformation the logical mapping and the resulting formula the logical energy formula.
The physical mapping transforms the logical energy formula, defined in the variables Xp, into a physical energy formula that uses the binary variables bi. Each variable bi is associated with one specific, physical qubit of the quantum annealer. Finding a value assignment for the variables bi which minimizes the physical energy formula is an NP-hard problem. We use the quantum annealer to solve it. All other transformations depicted in Algorithm 1 have polynomial complexity and are executed on a classical computer.
Based on the solution returned by the quantum annealer, the value assignment to the variables bi which minimizes the physical energy formula, we transform the solution to the physical energy formula into a solution to the logical energy formula. Finally, we transform the solution to the logical energy formula into a solution to the original MQO problem which is the optimal set Pe of query plans to execute.
MQO problems cannot be solved with our approach if the number of qubits required by the physical energy formula exceeds the number of qubits available on the quantum annealer. Albeit doubling the number of qubits compared to the predecessor model, the number of qubits is with slightly over one thousand qubits still very limited on the D-Wave 2X that we experimented with. Correspondingly, the limited number of qubits is in practice the most important factor restricting the size of the problem instances that can be treated with the quantum annealer. For that reason, we analyze the "complexity" of our mapping algorithm in terms of the asymptotic growth rate of the number of required qubits as a function of the MQO problem dimensions. This approach is common in the area of quantum annealing [28, 41] . We find that the number of qubits in the physical energy formula grows quadratically in the number of plans per query and at least linearly in the number of queries.
In our experimental evaluation, we compare our approach based on quantum annealing against classical optimization algorithms executed on traditional computers. We compare against classes of algorithms that have been proposed for MQO in prior publications and include integer linear programming, genetic algorithms, and simple greedy heuristics. While the number of available qubits severely limits the class of non-trivial MQO problems that can be treated efficiently on the quantum annealer, we also find a class of problems where the quantum annealer discovers near-optimal solutions at least 1000 times faster than classical approaches.
In summary, our original scientific contributions in this paper are the following:
• We map MQO problem instances into a representation that can be solved on a quantum annealer.
• We analyze the complexity of our mapping method in terms of the asymptotic number of required qubits as a function of the MQO problem dimensions.
• We experimentally compare the D-Wave 2X quantum annealer against competing approaches for MQO.
The remainder of this paper is organized as follows. In Section 2, we give a short introduction to quantum computing and the quantum annealer. In Section 3, we introduce our formal problem model for MQO. We describe the logical mapping in Section 4 and the physical mapping in Section 5. We formally prove correctness of our mapping and analyze the asymptotic complexity in Section 6. In Section 7, we evaluate our approach experimentally. We discuss related work in Section 8 and conclude in Section 9.
QUANTUM COMPUTING
We give a short introduction to quantum computing in general and to the specific realization inside the D-Wave quantum annealer. Our goal is to provide the reader with a rough intuition while we simplify many of the details. A detailed introduction to those complex topics is beyond the scope of this paper and we refer interested readers to specialized publications [1] .
Quantum mechanics describes physical processes at extremely small scale. The laws of quantum mechanics do not match our intuition since our intuition is formed by the macroscopic world. For instance, extremely small particles may at the same time adopt two states that are mutually exclusive according to our normal intuition.
Quantum computers [1] are machines that harness quantum physics to potentially achieve speedups over classical computers. Classical computers use bits that are in either one of two states (1 or 0); quantum computers use qubits that can at the same time be set to 1 and to 0, a state that we call superposition. This allows quantum computers to explore many alternative computational branches at the same time and there are problems (e.g., prime factorization [40] ) for which quantum algorithms provide an exponential speedup over the best currently known classical algorithms.
The first commercially available machine claimed to harness quantum effects to speed up optimization is the quantum annealer by D-Wave Systems. In order to use the D-Wave quantum annealer, each optimization problem must be represented as a mathematical function with binary variables. The D-Wave computer aims to find the variable value assignments minimizing the given function.
More precisely, the D-Wave computer minimizes sums of terms that are either linear or quadratic in the output variables. This problem model corresponds to the quadratic unconstrained binary optimization problem which is NP-hard. The following explanations of the internal workings of the D-Wave machine show that this choice of input format is intrinsically imposed by the D-Wave architecture.
The D-Wave machine represents binary variables as qubits. Qubits are realized as tiny electric circuits. Those circuits are cooled down to a temperature of 13 millikelvin. Quantum effects appear at this temperature and the current may flow at the same time clockwise and counterclockwise within the circuits, thereby representing qubit superposition. The input function that needs to be minimized is translated into magnetic fields affecting single qubits or qubit pairs. Fields affecting single qubits represent linear terms while fields affecting qubit pairs represent quadratic terms. The strength of those magnetic fields is tuned to be proportional to the weights assigned to the corresponding terms in the input function. Thereby we obtain a physical system that minimizes its total energy for qubit states that represent variable assignments minimizing the input function.
The goal of minimizing the input function is translated into the goal of minimizing the energy level within a physical system in which quantum effects are present. In order to reach the minimal energy level (and thereby solving the input problem), the D-Wave computer executes a process called quantum annealing.
We introduce quantum annealing informally by contrasting it from the simulated annealing algorithm (SA) which is a classic heuristic optimization algorithm. SA simulates thermal annealing in software while D-Wave performs actual quantum annealing in hardware. Both annealing algorithms process an energy function with the goal to find its global minimum. The SA algorithm performs a set of moves in the search space, using evaluations of the given cost function as guidance in the hope to eventually reach a global minimum. The quantum annealing algorithm starts instead with a simplified cost function whose global minimum can be easily calculated. During optimization, the quantum annealing algorithm does not perform moves in the search space but rather transforms the cost function slowly from the initialization function to the cost function of interest. During that process, the quantum annealer is in a superposition of possible states, unlike its deterministic counterpart. If this transformation is executed slowly enough and without disturbances then the quantum annealer is guaranteed to remain within the global minimum throughout the whole transformation [16] which can be read out after annealing terminates. In practice, annealing runs are often disturbed despite all shielding efforts and a multitude of runs must be executed before finding an optimal solution.
We executed our experiments on the D-Wave 2X which was released in August 2015 and is the most recent model in a series of quantum annealers presented by D-Wave with a net price of around 15 million dollars. The number of qubits has been roughly doubling from one model to the next over the past years and the D-Wave 2X features a matrix of 1152 interconnected qubits. The manufacturing process is currently imperfect and only 1097 out of 1152 qubits were fully functional on the machine that we used. Connections between qubits are sparse and form the so called Chimera graph [29] . Figure 1 shows an extract of the Chimera graph structure as it is available on the qubit matrix of the quantum annealer. Qubits are partitioned into so called unit cells. Each unit cell contains eight qubits in two colons and connects each qubit to all four qubits in the opposite colon but not to qubits in the same colon. Qubits in the left colon are connected to their respective counterpart in the qubit cell above and below while qubits in the right colon are connected to their counterparts in the cells to the right and to the left (unless it is the border of the qubit matrix). Each qubit is hence connected to at most six other qubits. The D-Wave 2X uses 144 unit cells.
FORMAL MODEL
The goal in multiple query optimization (MQO) is to minimize the joint execution cost for a batch of queries by exploiting possibilities to share computation between different queries [36] . Our MQO problem model is based on standard assumption [36] : we assume that a small set of alternative plans has been found for each query prior to MQO and that execution costs of query plans can be reliably estimated.
An MQO problem instance is characterized by a set Q of queries. Each query either represents a final result that is requested by the user or an intermediate result that is useful when generating final results. Each query q ∈ Q is associated with a set of alternative generation plans Pq. For a final result, all associated plans must represent methods of generating that result. The generation of intermediate results is optional and the plan set of an intermediate result may contain one plan that represents the possibility of not generating that result.
Set P = ∪qPq denotes the set of all considered plans. Each plan p ∈ P is associated with an execution cost cp. This is the cost of processing the plan without exploiting any previously generated intermediate results. Plans for different queries may however share partial results. It is beneficial to select groups of plans that can share many intermediate results to reduce processing cost. Given two plans p1 and p2 that can share intermediate results, we denote by sp1,p2 > 0 the cost reduction that can be achieved by sharing. Note that our model is not restricted to the case that two plans share an intermediate result. If more than two plans can share an intermediate result, we introduce pair-wise connections between the result and all plans that may share it.
A solution to an MQO problem instance is a subset of plans Pe ⊆ P that are selected for execution. A solution is only valid if exactly one plan is selected for each query and ∀q ∈ Q : |Pq ∩ Pe| = 1. As discussed before, selecting a plan does not necessarily mean that the corresponding result is generated in case of intermediate results. We denote the accumulated execution cost of a plan set by C(Pe) = p∈Pe cp − {p1,p2}⊆Pe sp1,p2. A solution is optimal if its execution cost is minimal among all valid solutions.
We selected an MQO problem model that shortens our following descriptions of the transformation into a quadratic unconstrained binary optimization (QUBO) problem, the formalism that we introduce next. Our MQO model is however equivalent to MQO problem models that were used in prior work 4 and the problem remains NP-hard.
A QUBO problem is defined over a set {Xi} of binary variables (with value domain {0, 1}). A solution to a QUBO problem assigns each of the variables to one of the two possible values. The goal is to minimize the following function that depends on the binary variables: i≤j wijXiXj. The weights wij are problem instance specific. Note that the formula contains linear terms (for i = j since x 2 i = xi for binary variables) as well as quadratic terms (for i = j). A solution to a QUBO problem is optimal if it minimizes the function from above among all possible solutions.
LOGICAL MAPPING
We show now how to transform an MQO problem instance into a QUBO problem instance. This step is required since the quantum annealer can only solve QUBO problems.
As discussed in Section 3, an MQO problem is defined by a set Q of queries, a set Pq of plans for each query q ∈ Q with P = ∪qPq, execution cost values cp for each plan p ∈ P , and possible cost savings sp1,p2 for each plan pair p1, p2. A solution is a subset of plans that are selected for execution such that one plan is selected per query.
Only binary variables may appear in a QUBO problem. We must therefore represent the solution space of the MQO problem using binary variables. Given a set P of plans, we introduce a binary variable Xp for each plan p ∈ P . If Xp = 1 then plan p is selected for execution while p is not executed if Xp = 0.
An MQO solution is only valid if exactly one plan is selected for each query. If our goal was to transform an MQO problem into an integer linear program, we could introduce constraints of the form p∈Pq Xp = 1 for each q ∈ Q to guarantee that all returned solutions are valid. Unfortunately, the QUBO formalism does not allow to express constraints directly. As the optimal solution to a QUBO problem minimizes a quadratic formula, we can however add terms to that formula that take high values if constraints are violated. This approach guarantees a valid solution if those terms are scaled up by sufficiently high weights.
We call the quadratic formula defining the QUBO problem short the energy formula in the following as it is translated into energy levels by the D-Wave annealer. We decompose the constraint that exactly one plan is selected per query into two parts: we require that at least one plan is selected and that at most one plan is selected. In order to assure that at least one plan is selected for each query, we can simply add the term EL = − p∈P Xp to the energy formula. As lower values of the energy formula are preferable, this term motivates to set all variables Xp to one. We can express the constraint that at most one plan is selected by adding the term EM = q∈Q {p1,p2}⊆Pq Xp1Xp2 to the energy formula. This term takes value zero if at most one plan is selected per query and at least value one otherwise. As we will discuss in the following paragraphs, both terms will have to be scaled by an appropriate factor to make sure that all constraints are respected.
The terms that we have so far inserted into the energy formula make sure that a valid solution is preferable compared to an invalid solution. The goal of the MQO problem is however to minimize execution cost. We must introduce additional energy terms to make a valid solution with lower execution cost preferable over one with higher cost.
We take into account plan execution cost by introducing the term EC = p∈P cpXp into the energy formula. This means that the execution cost of each selected plan p with Xp = 1 is added. On the other hand, we must introduce the term ES = − {p1,p2}⊆P sp1,p2Xp1Xp2 to represent the possibility of sharing intermediate results between plans. We finally scale up the first two terms that we introduced by a factor whose value we discuss in the following. The resulting energy formula reads wLEL + wM EM + EC + ES.
We discuss in the following how to choose the weights wL and wM . It is crucial to choose the weights as low as possible since, while the D-Wave interface allows to specify arbitrary double values as weights, having high weights seems to increase the chances of obtaining sub-optimal solutions from the quantum annealer [23] . We will derive inequalities of the form w > a in the following where w is a weight and a a value that lower-bounds the admissible weights. Having such an inequality, we prefer for the aforementioned reason to choose w = a + ε in general where ε is a small value (we typically use ε = 0.25 in our implementation).
The energy formula contains two terms that motivate valid solutions (EL and EM ) and two terms that motivate solutions with lower execution cost (EC and ES). The terms motivating a valid solution should intuitively obtain higher weights than the ones motivating low-cost solutions. If the terms enforcing valid solutions are not associated with sufficiently high weights then the optimal QUBO solution might not select any plans to save execution cost. We must make sure that the motivation of selecting at least one plan is higher than the motivation to save execution cost by not selecting any plan. We do so by requiring wL > maxp∈P cp. Having scaled up EL by that factor, the partial energy formula wLEL + EC + ES would be minimized by executing each plan for each query. This does clearly not reflect the original MQO problem and we must add wM EM to restrict the number of plan selections per query to one.
Clearly we must choose wM > wL to accomplish the aforementioned goal. This is however insufficient. The generation cost of a query can be lower than the cost reduction achievable by sharing it among other plans. Hence, even if we have wM > wL, the energy formula might still be minimized by executing multiple plans for the same query. This is due to a shortcoming of the QUBO representation: the QUBO representation leads to believe that it is possible to accumulate cost savings by generating the same result according to multiple plans. In reality, this is of course not the case. We circumvent that problem by explicitly enforcing that at most one plan is selected per query. This is guaranteed if cM > cL + maxp1∈P p2∈P sp1,p2.
Example 1. We show how to transform a simple MQO problem into the QUBO representation. Assume that four plans p1, p2, p3, and p4 are considered with execution cost 2, 4, 3, 1 respectively. The first two plans generate query q1 and the next two plans generate query q2. Assume further that p2 and p3 can share an intermediate result allowing cost savings of 5 cost units. The QUBO representation uses the binary variables X1, X2, X3, and X4 that are associated with plans p1 to p4 and are set to one if the corresponding plan is executed. Then execution cost is represented by the term EC = 2X1 + 4X2 + 3X3 + 1X4. Potential cost savings are represented by the term ES = −5X2X3. The term
Xi enforces at least one plan selection for each of the two queries and is weighted by factor wL = 4 + ε. Term EM = X1X2 + X3X4 enforces at most one plan selection if weighted by factor wM = wL + 5. The variable assignment X1 = 0, X2 = 1, X3 = 1, X4 = 0 minimizes the energy formula and represents the optimal solution to the MQO problem at the same time.
We prove formally in Section 6 that the mapping method presented in this section is correct.
PHYSICAL MAPPING
We have seen in the previous section how to transform an MQO problem into an energy formula defined on the variables Xp. We require one more transformation until we can apply the quantum annealer: we must choose for each logical variable Xp a group of physical qubits to represent it. Then we must set the weights on single qubits and the strengths of the couplings between qubits in order to translate the logical energy formula of the form {p1,p2}⊆P wp1,p2Xp1Xp2 into a physical energy formula of the form i≤j wijbibj where bi represents the state of the i-th qubit of the quantum annealer. We call this transformation the physical mapping or embedding.
This second transformation is required since it is in general insufficient to represent one QUBO variable by one qubit. This is due to the sparse connection structure between qubits (see Section 2 for a detailed description of the connection structure). Each qubit is connected to at most six other qubits. In the physical energy formula, only the weights between connected qubits can be different from zero. Hence for a fixed i there are at most six values for j such that wij = 0. If a QUBO variable interacts with more than six other QUBO variables (meaning that for a fixed plan p1 there are more than six plans p2 such that wp1,p2 = 0 in the logical energy formula) then we must represent that variable by multiple qubits.
The physical mapping consists of three steps. First, for each QUBO variable we must select a group of physical qubits to represent it. Second, if the energy formula contains a term of the form wiXi where wi is a weight and Xi a QUBO variable then we must distribute that weight over all qubits representing Xi: if B denotes the set of qubits representing Xi then the weight wi/|B| is added on each qubit in B. If a term wijXiXj appears in the energy formula then we select one qubit b1 among the qubits representing Xi and another qubit b2 among the qubits representing Xj such that b1 and b2 are connected by a coupling in the qubit matrix and we increase the strength of that coupling by wij. In a third step, we must make sure that all qubits representing the same variable "behave as one bit" and are assigned consistently to the same value after an annealing run. We accomplish this by adding additional weights on the qubits and on the couplings between qubits representing the same variable such that the minimum energy is reached for a consistent assignment. This requires that all qubits representing the same variable form a chain. A group of qubits forms a chain if between any two of them there is a path along the couplings that only involves qubits in that group.
Mapping variables to qubits is a highly non-trivial problem as the mapping must satisfy various constraints. First, we must represent variables by groups of qubits that are connected in a chain. Second, if two logical variables appear together in a quadratic term in the energy formula then the two groups of qubits representing those variables must be connected, i.e. at least one qubit from the first group is connected to at least one qubit of the second group. Third, we must take into account that some of the qubits and interqubit connections on the D-Wave annealer are broken and cannot be used (see Figure 1 ).
Finding for a given QUBO problem the embedding that satisfies all of the aforementioned constraints while consuming the minimal number of qubits is an NP-hard problem [25] . We cannot solve it optimally without the risk that the time for finding an optimal embedding dominates the time of finding the optimal solution to the resulting QUBO problem. For that reason, we currently use simple embedding schemes that can be generated with negligible time overhead and are presented in the following. Figure 2 shows the TRIAD pattern defined by Choi [9] in the graphical representation introduced by Venturelli et al. [43] . This pattern allows to embed arbitrary QUBO problems. Figures 2(a) ing each logical variable by a chain of qubits in this pattern (qubits in the same chain are labeled by the same number in the figure) then arbitrary energy formulas can be modeled since the pattern connects each pair of variables. The method currently used for manufacturing the qubit matrix is imperfect and results in a certain percentage of broken qubits. If a qubit chain contains broken qubits then the entire chain becomes unusable since it cannot be guaranteed anymore that all qubits in the chain are assigned to the same value. Figure 2(d) illustrates the problem, visualizing broken qubits in black and intact qubits in unusable chains in white.
All chains in the TRIAD pattern are connected by at least one coupling. The downside of enabling so many connections is that the number of qubits consumed by the TRIAD pattern grows quadratically in the number of chains and qubits must be considered a scarce resource on current quantum annealers. Analyzing the energy formula from the last section, we find that we require connections between logical variables representing different plans for the same query (due do the quadratic sub-terms contained in EM ) and connections between variables representing plans for different queries with work overlap (due to the terms in ES).
Existing approaches for MQO cluster queries based on structural properties in a preprocessing step [27] such that queries in different clusters are less likely to share intermediate results. We can exploit such a clustering in certain cases as illustrated in Figure 3 : instead of a single TRIAD pattern, we use multiple TRIAD patterns where each TRIAD represents all variables associated with the plans for the query in one single cluster. As different plans for the same query are integrated into the same TRIAD structure, we are sure to realize all connections required by term EM . As plans for different queries in the same cluster are integrated into the same TRIAD as well, all connections required by term ES can be realized, too. The connections between qubits representing plans in different clusters are sparse but so are the opportunities of work sharing between them and connections between plans in different clusters can only represent work sharing opportunities. The advantage of using the clustered pattern over the single TRIAD pattern is that the number of required qubits grows more slowly in the number of queries and plans as we analyze in more detail in the following section.
The annealing process that is executed by the quantum annealer only takes into account the physical energy formula. We cannot directly integrate the information that multiple qubits represent the same logical variable and should be assigned to the same value. Instead, we must add more terms to the physical energy formula that make groups of qubits "behave as one bit". More precisely, we add, for each group of qubits, terms to the energy formula that take high values if the qubits are assigned to different values. As the goal is to minimize the energy formula, such terms will drive the annealing process towards solutions that assign groups of qubits representing the same variable to the same value. Then we can read out one single value for the entire qubit group and associate it with the represented variable.
Assume that two connected qubits b1 and b2 represent the same variable. We motivate assigning the same value to both of them by adding the term b1 + b2 − 2b1b2 to the energy formula. This term takes value one if the qubits are assigned to different values and takes value zero if both qubits are assigned to the same value.
Assume now that we have a group of qubits with more than two elements that need to be assigned to the same value. We generally require qubit groups representing the same variable to form a chain. This means that we can order the qubits into a sequence b1, b2, . . . , bm such that each qubit bi is connected to its successor bi+1 in the qubit matrix. Under this assumption, we can add energy terms of the form EB(i) = bi + bi+1 − 2bibi+1 that motivate assigning the same value to two consecutive qubits. Adding the terms EB = m−1 i=1 EB(i) to the energy formula motivates assigning all qubits to the same value.
We assume in the following that the terms from the logical energy formula have already been integrated into the physical energy formula as described under step two at the beginning of this section. Hence the physical energy formula contains terms in addition to the terms EB. This means that we have to scale up the terms EB by a factor that is sufficiently high to assure that the energy formula becomes minimal for a value assignment where all equality constraints, represented by EB, are satisfied. As discussed in Section 4, we choose the scaling factors as low as possible to avoid a large range of possible energy values.
The following scaling method is based on ideas by Choi [8] . We treat each group B of qubits representing the same variable separately and calculate a specific scaling factor for EB. This scaling factor must make sure that a solution with inconsistent assignments for a qubit group improves (i.e., the value of the energy formula decreases) once replacing inconsistent assignments by a consistent one (either all qubits in the group are set to one or all are set to zero). Consider a group B of qubits representing the same variable that are assigned to inconsistent values. The term wBEB adds at least wB to the energy formula as the chain must be broken at least at one position. Replacing the inconsistent assignment by a consistent assignment lets wBEB take the value zero and reduces the total energy level by wB.
Making the assignment for B consistent must reduce the energy value of wBEB but it might increase the value of other terms in the energy formula. We calculate in the following the upper bound U on the increase in the other energy terms. We denote by U0→1(b) the maximal increase in energy caused by changing the value of b from zero to one. Denote by v the weight on b and by vi all weights on couplings that connect b to qubits outside of B. Then we have U0→1(b) = v + i max(vi, 0). We pessimistically assume here that each qubit connected to b via a positive weight is set to one while qubits connected via a negative weight are set to zero. This yields an upper bound on the increase in energy. We can calculate an upper bound for the energy increase when setting the value of b from one to zero in the analogue fashion and denote the result by U1→0(b).
We have the choice between setting all qubits in B to one or setting all of them to zero in order to make the assignment for B consistent. We can select the option that leads to a lower increase in energy and therefore obtain U = min( b∈B U1→0(b), b∈B U0→1(b)) as upper bound for the increase in all energy terms except for EB when making an inconsistent assignment consistent. This means that the energy formula must become minimal for a consistent assignment if we set wB = U + ε.
FORMAL ANALYSIS
In this section, we prove that the transformation from MQO to QUBO problems that we introduced in Section 4 is correct, meaning that the optimal solution to the QUBO problem represents indeed the optimal solution to the MQO problem. Later, we will analyze how the number of qubits that our mapping requires evolves as a function of the MQO problem dimensions.
We prove that the energy formula wM EM + wLEL + EC + ES becomes minimal for an assignment of variables to values representing an optimal solution to the MQO problem from which the energy formula was derived.
Lemma 1. The energy formula is minimized by selecting at most one plan per query.
Proof. Assume that the energy formula was minimized by setting Xp1 = Xp2 = 1 where p1 and p2 are alternative plans for the same query. If we set Xp1 = 0 (or Xp2) then the value of term EC decreases by the execution cost of p1 while ES might increase as cost savings enabled by executing p1 cannot be realized. Term ES increases at most by the accumulated cost savings enabled by p1 which is p∈P sp1,p. The value of term wLEL increases by wL. Term EM contains the sub-term wM Xp1Xp2 so the value of EM decreases by wM . In summary, the energy increases at most by wL + p∈P sp1,p while it decreases by wM and wM > wL + p∈P sp1,p. The energy decreases by setting Xp1 = 0 which contradicts our initial assumption.
Lemma 2. The energy formula is minimized by selecting at least one plan per query.
Proof. Assume that the energy formula was minimized by setting Xp = 0 for all p ∈ Pq for a query q ∈ Q. Pick one arbitrary plan p ∈ Pq and set Xp = 1 instead. Then the value of term EC increases by the execution cost cp of that plan. The value of term ES can only decrease since executing p might enable possibilities to share work and reduce execution cost. The value of EM remains constant while the value of wLEL decreases by wL. In summary, the energy increases at most by cp and decreases by wL and wL > cp. The energy decreases by setting Xp = 1 which contradicts our initial assumption. Theorem 1. The energy formula is minimized for a valid solution with minimal execution cost.
Proof. The energy formula becomes minimal for a valid solution (meaning that one plan is selected per query) according to Lemmata 1 and 2. Furthermore, terms EL and EM have the same value for each valid solution (value −|Q| for EL and value 0 for EM ). This means that those two terms do not influence the choice between valid solutions. The selection of an optimal solution is entirely governed by the combined term EC + ES. The theorem follows since that term represents exactly the execution cost, taking into account cost reductions by shared work.
It is common to analyze the time complexity of optimization algorithms on traditional (non-quantum) computers. It would be interesting to analyze the asymptotic run time until the quantum annealer finds optimal or near-optimal solutions as a function of the MQO problem dimensions. A theoretical framework for analyzing worst case time complexity on adiabatic quantum computers is however currently not available [44] . This is why the analysis of adiabatic quantum approaches usually focuses on the number of required qubits. This metric is relevant since the number of available qubits imposes most restrictions in practice.
We analyze the required number of qubits as a function of the following variables. We denote by n the number of query clusters, by m the number of queries per cluster, and by l the number of alternative plans per query. We generally assume that connections between plans in the same cluster are relatively dense while connections between different clusters are relatively sparse. In order to simplify the following analysis, we assume now the extreme case that all plans in each cluster are connected while no connections exist between different clusters. This would allow to decompose the problem and treat different clusters separately but the following results still apply to sparsely connected clusters in which decomposition is not possible. We first analyze the QUBO representation from Section 4 in terms of how many qubits it minimally requires.
Theorem 2. The QUBO representation introduced in Section 4 requires Ω(n · (m · l) 2 ) qubits.
Proof. The total number of considered plans is n · m · l. This is at the same time the number of logical variables and hence a lower bound on the number of qubits (as each variable must be represented at least by one qubit). We must however take into account that each qubit is connected to at most six other qubits. The number of required connections between logical variables leads therefore to another lower bound on the required number of qubits.
Only quadratic terms in the energy formula require connected qubits. Terms EL and EC contain no quadratic subterms while EM connects all plans for the same query and term ES connects plans with work overlap. As mentioned before, we simplify by assuming that ES connects all plans in the same cluster but no plans in different clusters. Hence plans are connected to all plans in the same cluster. The number of plans per cluster is m · l so each plan is connected to Ω(m · l) other plans. Due to the constant number of connections per qubit, this means that each plan must be represented by Ω(m · l) qubits. Multiplying by the total number of plans, n · m · l, yields the postulated result.
The minimal number of qubits is a property of the logical mapping presented in Section 4. Now we analyze the actual (asymptotic) number of qubits required by the clustered mapping pattern presented in Section 5. We assume that all qubits used by the pattern are intact.
Theorem 3. The physical mapping pattern introduced in Section 5 requires Θ(n · (m · l) 2 ) qubits.
Proof Sketch. The plans in each cluster are mapped to a TRIAD pattern. We can prove by induction that the number of qubits required by a TRIAD grows quadratically in the number of chains. The number of plans per cluster is m · l so the number of qubits per cluster is in Θ((m · l) 2 ). Multiplying by the number of clusters yields the result.
We see that the asymptotic number of qubits required by our physical mapping matches the lower bound. We finally analyze the time complexity of the preprocessing phase that is executed on a classical computer.
Theorem 4. Calculating the physical energy formula is in O(n · (m · l) 2 ) time.
Proof. We first analyze the time complexity of the logical mapping. The energy formula consists of the terms EL, EM , EC , and ES. The time complexity for calculating the weights for those terms is proportional to the number of linear and quadratic sub-terms plus the complexity of calculating scaling factors. The terms EL and EC contain n · m · l sub-terms respectively, term EM contains O(n · m · l 2 ) subterms, and term ES contains O(n·(m·l) 2 ) sub-terms. Calculating wL requires to determine the maximum out of n · m · l cost values, calculating wM based on wL requires to determine the maximum out of n · m · l sums over O(m · l) cost saving values with complexity O(n · (m · l) 2 ). The total time complexity of the logical mapping phase is O(n · (m · l) 2 ). Now we analyze the complexity of the physical mapping. Due to the regularity of the employed patterns, identifying the qubits associated with a logical variable takes linear time in the number of qubits. Weights on and between qubits can be added in constant time per weight. Calculating the scaling factor wB for a group B of qubits requires to examine the connections of each qubit in B. As each qubit is connected to a constant number of other qubits, the time for calculating wB is linear in |B|. In summary, we must calculate scaling factors for O(n · (m · l) 2 ) qubits and assign O(n · (m · l) 2 ) weights. The combined complexity of logical and physical mapping is O(n · (m · l) 2 ).
We find that the time complexity of the transformation from MQO problems into qubit weight assignments is a loworder polynomial in the MQO problem dimensions. We have not taken into account the complexity of clustering queries, generating alternative plans for each query, and identifying work overlap. This pre-processing step is however required by other MQO optimization methods as well [27] and its implementation is orthogonal to the selection of optimal plan combinations. If it is initially unclear how many clusters are required then the mapping algorithm can be invoked iteratively for a decreasing number of clusters until the mapping is successful (which is assured for one cluster). Then the time complexity is multiplied by the number of iterations.
EXPERIMENTAL EVALUATION
We were granted a limited amount of computation time on a D-Wave 2X adiabatic quantum annealer with over 1000 qubits that is currently located at NASA Ames Research Center in California. We evaluated its performance on MQO problem instances that have been transformed into mathematical formulas as described before.
Our current approach transforms one MQO problem instance into one QUBO problem instance while we might consider approaches mapping one MQO problem into series of QUBO problems in future work. The size of the problems that can be treated by our current approach is inherently limited by the number of available qubits. The formulas established in the last section can be used to calculate the limits on the MQO problem dimensions until which our approach is applicable. It is clear, without performing any experiments, that there are classes of MQO problems that can be treated by existing MQO algorithms (e.g., 500 queries with three plans or more per query [3] ) but not on a quantum annealer with 1097 qubits. This is why we focus our experiments on the opposite question: are there also classes of MQO problems where finding the optimal solution requires non-negligible optimization time on commodity computers and where the quantum annealer outperforms existing approaches?
This question is interesting since a positive answer would constitute evidence that future models of the quantum annealer with more qubits can become an interesting alternative to classical MQO optimizers and the number of qubits has so far been steadily doubling from one model to the next. The question is also non-trivial and experiments are required to answer it: while absolute optimization times are expected to be lower for the quantum annealer than for commodity computers when optimizing the problem class that is natively supported by the quantum annealer [34] , the blowup in problem representation size during logical and physical mapping might in principle offset that advantage.
We answer the aforementioned question in the following. Section 7.1 describes our experimental setup while Section 7.2 describes and discusses our experimental results.
Experimental Setup
We use a D-Wave 2X quantum annealer as described in Section 2. We use the default time of 129 microseconds per annealing run and 247 microseconds per read-out such that an annealing run with following readout takes 376 microseconds. For each test case, we perform 1000 annealing runs that are partitioned into 10 batches of 100 annealing runs per gauge transformation. A gauge transformation [6] selects for each qubit the physical state representing a one randomly between the two available states. Using multiple gauge transformations reduces the effect of small biases favoring one qubit state over another.
We compare our approach based on quantum annealing against other optimization algorithms that have been recently proposed for MQO: integer linear programming [15] , genetic algorithms [3] , and iterated hill climbing [14] . We compare against a commercial integer linear programming solver that we use in two ways: we use it to solve MQO problems directly and we use it to minimize the energy formula that the quantum annealer minimizes, too. We use a linear reformulation of the quadratic energy formula that is more suitable for integer programming solvers [12] .
Our heuristic algorithms are implemented in Java (while the integer linear programming solver is implemented in C). We use the Java Genetic Algorithms Package 5 in version 3.6.3 with the default configuration which is a genetic algorithm with single point crossover and a top-n selection strategy. The crossover rate is 0.35 and the mutation rate 1/12. We try different population sizes in our experiments. Our hill climbing algorithm iteratively generates plan selections randomly and improves them via hill climbing until a local optimum is reached. We follow good practices for benchmarking Java programs 6 and execute a code warmup of at least 10 seconds for each algorithm before starting the actual benchmark. All Java-based algorithms were implemented in We compare primarily against classical algorithms that solve MQO problem instances directly without suffering from transformation overhead. We do not compare against other classical algorithms that operate on transformed problems and are specialized to the D-Wave connection structure; a corresponding benchmark was recently published [24] .
We focus on the core optimization problem and neither perform common sub-expression identification nor query clustering. We consider test cases that map well to the quantum annealer for the reasons outlined before. We vary the number of queries and query plans in the following experiments. Each query forms one cluster. Cost savings are chosen with uniform distribution from {1, 2} (scaled by a constant).
Experimental Results
We compare optimization approaches in terms of how solution quality, measured by the scaled execution cost of the current plan selection, evolves as a function of optimization time. We measure execution cost at regular time intervals, after 1, 10, 100, 1000, 10 4 , and 10 5 milliseconds. For the quantum annealer, we report the execution cost of the best solution found after each batch of 10 annealing runs in the following figures. We consider pure optimization time in the following and do not include pre-processing times required to transform MQO problem instances into linear or quadratic programs. The corresponding pre-processing times, using an unoptimized implementation, were between 112 and 135 milliseconds per test case for the quantum annealer.
We generated test cases with between two and five alternative plans per query and the associated maximal number of queries that can be treated using the available qubits (between 537 queries for two plans and 108 queries for five plans). This range of query plan numbers is for instance relevant to recently released systems batching hundreds of queries to reduce execution cost via shared computation [18] . For each of the four test case classes (characterized by the number of queries and query plans), we generated 20 test cases. Figures 4 and 5 show detailed results for the two test case classes with minimal and maximal number of queries (we present aggregate results for the other test case classes later). Note that the x-axis, on which optimization time is represented, is logarithmic. The figure legends use the abbreviations QA for quantum annealer, LIN-MQO for linear solver applied to MQO problem instances, LIN-QUB for linear solver applied to QUBO instances, CLIMB for iterated hill climbing, and GEN(50) and GEN(200) for the genetic algorithm with population size 50 and 200 respectively. We first discuss the results shown in Figure 4 . The corresponding class of test cases with 537 queries is the hardest class among the ones we consider if judging hardness by the time it takes to find the optimal solution using the linear solver directly on the MQO problem instance (Table 1 shows aggregates of the time it takes to find the optimal solution depending on the number of queries). Among the approaches executed on a classical computer, the integer linear programming solver achieves the best results in the optimization time range between 1 and 100 seconds. The performance is clearly better when solving the MQO problem directly instead of the QUBO representation that was derived from it. This is to be expected as the MQO representation leads to a smaller search space than the QUBO representation: only the QUBO representation allows to represent invalid solutions where multiple or no plans are selected for some queries which leads to an exponential blowup in search space size in the number of alternative plans per query.
The solutions produced by the randomized algorithms are clearly inferior to the ones found by the linear solver after one second of optimization time. Before that time, the hill climbing algorithm often produces slightly better solutions than the linear solver. Over the long term, the hill climbing algorithm is however beaten by the genetic algorithm. This is intuitive as the hill climbing algorithm is the simplest one among all compared approaches.
All classical approaches have in common that solution quality improves significantly over a time span of several seconds. This is different for the quantum annealer. The execution cost of the solution found after the first annealing run is relatively close to the best execution cost found after 1000 runs with an average cost reduction of 1.5% from run one to run 1000 (as explained in Section 2, the quantum annealer does not produce an optimal solution in each run due to imperfect shielding). As the cost of the final solution after 1000 annealing runs is very close to the optimal solution found by the linear solver (with an average cost overhead of 0.4%), this means that the quantum annealer produces good solutions very quickly compared to the other approaches.
More precisely, in 13 out of 20 test cases, the quantum annealer finds a solution after one annealing run (which takes less than half a millisecond) that is better or equivalent to the solutions found by all other approaches after 10 seconds. The best solution obtained during the first 10 annealing runs is in 18 out of 20 test cases at least equivalent to the solutions generated after 10 seconds by the other approaches. The solution returned by the first annealing run is for all test cases at least equivalent to the solutions generated by the other approaches after one second. This shows that there is a range of MQO problems in which the quantum annealer consistently outperforms the other approaches with a speedup of more than factor 1000.
The performance advantage of the quantum annealer over the other approaches gradually decreases as we increase the number of plans per query which decreases the number of queries that can be represented with the available number of qubits. In Figure 5 , the quantum annealer is superior in the optimization time range up to 10 milliseconds while the linear solver finds optimal solutions within 100 milliseconds.
We attribute this effect to two related reasons: First, as shown by our analysis in Section 6, increasing the number of alternative plans per query increases the number of qubits required for representing one single logical variable quickly. This means that the search space size of the problems that can be mapped to the quantum annealer decreases. Experimenting with easier problems generally tends to decrease the performance gap between optimization algorithms. On the other side, the ratio between QUBO solutions representing invalid MQO solutions and QUBO solutions representing valid MQO solutions increases exponentially in the number of plans per result. Hence the drawback of having to work with a reformulation of the original problem becomes more significant as the number of plans increases. Figure 6 shows aggregate results for all test case classes: it calculates speedup based on the average time required by the best classical solver to match the quality of the solution produced after the first annealing run. The speedup decreases quickly as more qubits are required to represent a single problem variable.
We currently compare against a single classical computer while parallelization is possible (many classical machines can be bought for the price of a single quantum annealer). We plan to study the impact of parallelization in future work.
We consider only the time for solving the multiple query optimization problem in our experiments. There are various pre-processing steps (e.g., identifying candidate plans for each query) that need to be executed before optimization starts. When considering the sum of pre-processing time and optimization time, the relative speedups by the use of quantum annealing decrease.
The number of qubits per annealer has so far steadily doubled from one model to the next. Figure 7 gives an outlook on the problem dimensions that could be treated when doubling the number of qubits twice compared to the current model (assuming no broken qubits). Having denser connections between qubits, a potential improvement in future annealer models, would dramatically improve those results. We are also working on new mapping and decomposition algorithms that might allow to represent significantly larger problem instances with the given connectivity.
RELATED WORK
Our work relates to prior work on MQO, to publications showing how to solve specific problems using a quantum computer, and to experimental evaluations of quantum annealers for specific problem classes.
The MQO problem [37] is a classical database-related optimization problem. The goal of MQO is to reduce execution cost by sharing work among queries. This requires preparatory steps such as identifying common expressions among queries and generating alternative plans for each query [13, 21] . The optimization problem of selecting an optimal combination of plans for execution is orthogonal to the problem of identifying common sub-expressions and generating plans that allow to exploit them. We focus on plan selection.
Various approaches have been proposed for selecting an optimal combination of plans in MQO. The first generation of MQO approaches were branch-and-bound algorithms or based on the A-* algorithm [10, 37, 38] . Such approaches scale only to a limited number of queries [3] which motivates the use of randomized algorithms such as genetic algorithms [3, 14] or efficient greedy heuristics such as hill climbing [11, 14, 22, 30, 35] . Approaches based on integer linear programming [4, 15] have been shown to outperform prior algorithms [15] if the goal is to find optimal MQO solutions. We selected a representative subset of recently proposed MQO approaches for our experimental evaluation. We did not consider approaches that target specific scenarios (e.g., SPARQL processing [27] ) or approaches that are based on a different problem model than the one we consider (e.g., representations based on And-Or-Dags [35] ).
Our work connects to other publications showing how to solve specific problems on quantum computers, including for instance database search [19] , classification [31] , calculation of Ramsey numbers [5, 17] , some of the classical NPhard optimization problems [28] , fault detection [33] , job shop sheduling [44] , or protein folding [32] . Authors affiliated with NASA have recently studied how to solve several optimization problems that are relevant in the context of NASA's future deep space missions on an adiabatic quantum annealer [41] . None of the aforementioned publications treats the MQO problem. Furthermore, not all of the aforementioned publications feature an experimental evaluation.
One of the first performance evaluations that compares an adiabatic quantum annealer against classical optimizers was published in 2013 by McGeoch et al. [29] . The evaluated quantum annealer is an earlier version of the one we use in our evaluation; our annealer increases the number of qubits by roughly one order of magnitude compared to the version from 2013 which allows to treat significantly larger search spaces. McGeoch et al. compare the quantum annealer against an integer programming solver in terms of the time it takes to find optimal solutions. While the quantum annealer outperforms the integer programming solver by several orders of magnitude, an alternative representation of the integer programming problem has been shown later to decrease that performance gap significantly [12] . We use the optimized representation in our experiments.
A quantum annealer with 512 qubits, the predecessor of the one we experimented with, was recently compared against classical algorithms by multiple groups [20, 23] . The focus of those evaluations was to compare the asymptotic growth of optimization time until an optimal solution is found between the quantum annealer and traditional optimization algorithms. Results by Hen et al. [20] for a class of Ising problems generated without limiting the weights on and between qubits show slight advantages for the D-Wave annealer only for a very small range of test parameters and no speedup for others while results on weight-limited instances [23] show a robust scalability advantage for the quantum annealer.
The focus of our experimental evaluation differs in several ways. First, we focus on the MQO problem and not on Ising problems which are natively supported by the quantum annealer. This is a challenging scenario for the quantum annealer since the approaches we compare against do not suffer from the blowup in search space size when transforming MQO problems into Ising problems. Second, while the other evaluations essentially compare the quantum annealer against hypothetical massively-parallel classical solvers by scaling down the optimization times of classical solvers, we are interested in the raw optimization times realized by existing systems. Finally, while prior evaluations mostly focus on the time until an optimal solution is found, our evaluation is broader as we consider how solution quality evolves as a function of optimization time.
In addition, our work differs from prior evaluations since we use the newest model of the quantum annealer with over 1000 qubits that was very recently released. To the best of our knowledge, the results in this paper are the first performance results for the D-Wave 2X besides an initial publication by affiliates of the company D-Wave [24] .
CONCLUSION AND OUTLOOK
We have shown how the problem of multiple query optimization can be solved using an adiabatic quantum computer. We analyzed our approach formally and evaluated it experimentally, making this one of the first published experimental evaluations of adiabatic quantum annealers with over 1000 qubits. The quantum annealer finds near-optimal solutions faster than various classical optimization approaches in all evaluated scenarios. The speedup reaches up to three orders of magnitude for a subset of evaluated scenarios. Due to the limited number of qubits, we were only able to compare on a relatively narrow range of problem instances.
Our current mapping approach transforms one MQO problem instance into one QUBO problem instance. We will explore approaches that map one MQO problem instance into a series of QUBO problems in future work which should in principle allow to treat larger problem instances than the ones we have considered in our experiments. Our experimental results are specific to MQO. We plan to address other database-specific optimization problems in future work.
