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Abstract
We prove large deviation results for the position of the rightmost particle, de-
noted by Mn, in a one-dimensional branching random walk in a case when Cramér’s
condition is not satisfied. More precisely we consider step size distributions with
stretched exponential upper and lower tails, i.e. both tails decay as e−|t|
r
for some
r ∈ (0, 1). It is known that in this case, Mn grows as n
1/r and in particular faster
than linearly in n. Our main result is a large deviation principle for the laws of
n−1/rMn . In the proof we use a comparison with the maximum of (a random num-
ber of) independent random walks, denoted by M˜n, and we show a large deviation
principle for the laws of n−1/rM˜n as well.
Keywords: branching random walk, large deviations, stretched exponential ran-
dom variables
AMS 2000 subject classification: 60F10, 60J80, 60G50.
1 Introduction
We study branching random walk, which is a discrete time Galton-Watson processes with
a spatial component. Given a reproduction law and a step size distribution the evolution
of the process can be described as follows. At time n = 0 we place one particle at the origin
of the real line. At time n = 1 this particle splits according to the reproduction law and
each new particle performs an independent step, according to the step size distribution.
We assume that the branching mechanism and the displacements are independent. From
here, each particle evolves in the same way, independently of all other particles.
We are interested in the position of the rightmost particle at time n ∈ N0, which we will
denote by Mn. In the case when the step size distribution satisfies Cramér’s condition,
the asymptotic behaviour of Mn is fairly well understood (see the recent monograph [19]
and references therein). We will investigate a case of heavy-tailed steps, when Cramér’s
condition if not satisfied. More specifically, we consider the case of steps with stretched
exponential distribution, when both tails decay as e−|t|
r
for some r ∈ (0, 1). Then it is
known that Mn grows like n
1/r as established by a law of large numbers proved in [10].
In the present article we will provide the corresponding large deviation results. Our main
result is Theorem 3.1 which gives a large deviation principle for the laws of Mn/n
1/r.
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This complements previous results on large deviations for branching random walks given
by [3], [4], [5], [11], [15], [16], [18].
The article is organized as follows. In Section 2 we present the necessary preliminaries
concerning the step size distribution and the branching mechanism and provide the nec-
essary notation. The main results are presented in Section 3 and are proved in Section 4.
2 Preliminaries
We write f ∼ g for two functions f, g : N → R whenever f(n)/g(n) → 1 as n→ ∞. We
call a sequence (an)n≥0 subexponential if for any ε > 0, ane
−εn → 0 as n→∞.
2.1 Step size distribution
Let X,X1, X2, . . . be a collection of iid random variables of zero mean and let S = (Sn)n≥0
be the corresponding random walk, that is S0 = 0, Sn =
∑n
k=1Xk. In the case when
Cramér’s condition holds, i.e.
E[esX ] <∞ for some s > 0 (1)
it is well known that limn→∞ n
−1 log P(Sn > xn) = − sups≥0
{
sx− logE[esX ]
}
for x > 0,
see [6]. If on the other hand, E[esX ] =∞ for any s > 0, it is known that the probabilities
P(Sn > xn) decay slower than exponentially in n with the exact rate being determined
by the behaviour of the tail P(X > x) as x→∞. We will focus on the case of stretched
exponential distribution.
Assumption 1. The random variable X is centred (E[X ] = 0) and has stretched expo-
nential upper and lower tails, that is there exist λ+, λ− > 0, r ∈ (0, 1) and slowly varying
functions a+ and a− such that
P(X ≥ x) = a+(x)e
−λ+xr (2)
and
P(X ≤ −x) = a−(x)e
−λ−xr (3)
for all x ≥ 0.
Remark 2.1. We assume (3) for simplicity, to avoid an annoying number of case dis-
tinctions: our strategy of proof can be used for other lower tails, see also Remark 3.3.
Large deviations for a random walk in the case when Cramér’s condition is not fulfilled
go back to [17] where it was established that if the law of X has a density that decays
as e−|x|
r
as |x| → ∞, then limn→∞ n
−r log P(Sn > nx) = −x
r for x > 0. It is easy to
see, that in order to obtain an exponential rate of decay under Assumption 1 one has to
consider probabilities of the form P(Sn ≥ xn
1/r).
Lemma 2.2. Let Assumption 1 hold. Then, the laws of Sn
n1/r
satisfy a large deviation
principle with rate function I given by
I(x) =
{
λ+x
r for x ≥ 0
λ−(−x)
r for x ≤ 0.
(4)
This lemma follows, for example, from the main results in [12].
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2.2 Branching mechanism
Let Z = (Zn)n≥0 be a Galton-Watson process with Z0 = 1 and reproduction law p =
(p(k))k≥0. The key parameter describing the asymptotic behaviour of Z is the mean of p
denoted by
m =
∑
k≥0
kp(k).
It is well-known (assuming p(1) < 1 to rule out a degenerate case) that the branching
process survives with positive probability if and only ifm > 1. More precisely, if we denote
by q = P(limn→∞ Zn = 0) the extinction probability, then q is the smallest solution of
the equation f(s) = s, where f denotes the probability generating function of p, that
is f(s) =
∑
k≥0 s
kp(k). If m = f ′(1−) > 1, then we see that q < 1. On the event of
survival, Zn →∞ as n→∞ and the Kesten-Stigum Theorem (see Theorem 4.1) asserts
that Zn/m
n converges almost surely to a finite and strictly positive random variable,
provided that E[Z1 logZ1] < ∞. Our assumptions on the branching process will be the
following.
Assumption 2. The Galton-Watson process Z is supercritical, that is m > 1, and
E[Z1 logZ1] <∞.
We introduce the conditional probability
P
∗( · ) = P( · | Zn > 0, ∀ n ∈ N). (5)
We will need the rate of decay of the probabilities that Zn grows slower than m
n. It
turns out that one has to distinguish between two cases, namely p(0) + p(1) > 0 and
p(0) + p(1) = 0. The first one is often referred to as the Schröder case, while the latter
is called Böttcher case. We see that in the second case (p(0) + p(1) = 0), Z should grow
faster since Zn ≥ 2
n for all n. Denote the set of all possible values of Z by
A =
{
l ∈ N : ∃n ∈ N such that P(Zn = l) > 0
}
. (6)
Let k∗ be smallest possible number of offspring, that is
k∗ = inf{k ≥ 1: p(k) > 0}. (7)
Note that k = k∗ is the smallest positive integer, such that P(Zn = k) > 0 for some
n ∈ N. In the Böttcher case we have k∗ ≥ 2.
2.2.1 Schröder case: p(0) + p(1) > 0
In this case the rate of deviations for the branching process Z is determined by
ρ = − log f ′(q) = − logE
[
Z1q
Z1−1
]
∈ (0,∞) . (8)
Note that ρ = − log p(1) if p(0) = 0 (and therefore q = 0). Moreover p(0) + p(1) > 0 is
necessary and sufficient for ρ < ∞. We summarize several results concerning the lower
deviations of Z in the following Lemma.
Lemma 2.3. Let Assumption 2 be in force and suppose that p(0) + p(1) > 0. Then,
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• For any k ∈ A,
lim
n→∞
1
n
log P∗
(
Zn = k
)
= −ρ.
• For every subexponential sequence (an)n≥0 such that an →∞ as n→∞,
lim
n→∞
1
n
log P∗
(
Zn ≤ an
)
= −ρ.
• For any x ∈ [0, logm],
lim
n→∞
1
n
log P∗
(
Zn ≤ e
xn
)
= −IGW(x) := −ρ
(
1− x(logm)−1
)
. (9)
The first claim of Lemma 2.3 can be found in [1, Chapter 1, Section 11, Theorem 3],
the the last two are special cases of [9, Theorem 4]. Note that in all three cases precise
asymptotics for the deviations are known. In our arguments we will only make use of the
logarithmic asymptotics.
2.2.2 Böttcher case: p(0) + p(1) = 0
We see that whenever p(0) + p(1) = 0, ρ given in (8) is infinite. Thus one may expect
that P∗
(
Zn ≤ e
xn
)
decays faster than exponentially in the Böttcher case. For example,
one can see directly that
P (Zn = (k
∗)n) = exp
{
(k∗)n − 1
k∗ − 1
log p(k∗)
}
,
where k∗ is given in (7). It turns out that k∗ is the key parameter describing the lower
deviations of Z. We will make use of a result established in [9].
Lemma 2.4. For any kn = o(m
n) such that kn ≥ (k
∗)n, there are positive constants
B1, B2 such that
−B1 ≤ lim inf
n→∞
(k∗)bn−n logP(Zn ≤ kn)
≤ lim sup
n→∞
(k∗)bn−n logP(Zn ≤ kn) ≤ −B2,
where
bn = min{j |m
j(k∗)n−j ≥ 2kn}.
2.3 Branching random walk
We now define the branching random walk which is a discrete time stochastic process
that evolves in the following way. At time n = 0 one particle is placed at the origin of the
real line. This particle will start a population which will be described by the branching
process Z = (Zn)n≥0. At time n = 1 the initial particle splits into Z1 new particles which
move independently of each other and Z1. We assume that each displacement from the
place of birth is an independent copy of X. Each particle evolves according to these rules
independently of all others. More precisely at time n = 2, each particle, independently
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of the others, splits into a random number of particles distributed according to p. The
total number of particles present in the system at time n = 2 is denoted by Z2. Each
particle performs, independently of other particles and Z1, Z2, a step distributed as X.
The system continues to evolve according to these rules. Let T = (V,E) be the associated
Galton-Watson tree with the initial particle denoted as the root o ∈ V . Let Dn ⊂ V
denote the set of particles present at time n. Clearly |Dn| = Zn. For v, w ∈ V write
[v, w] for the set of edges along the unique line from v to w. To model the displacements,
assume that each edge of the tree T is labeled with an independent copy of X, that is
we are given a collection {Xe}e∈E of iid random variables distributed as X. Then the
position of the particle v is equal to
Sv =
∑
e∈[o,v]
Xe
and the position of the rightmost particle at time n is
Mn = max
v∈Dn
Sv.
It is well known, that if (1) is satisfied and the step size distribution has mean 0, then
Mn has a linear speed, that is n
−1Mn converges to a strictly positive constant a.s. (see
[2, 13, 14]). In this case large deviations for Mn were already considered in a number of
papers, see [3, 4, 5, 11, 15, 16, 18]. We refer to [19] for a more general model and many
limit laws and concentration properties.
In our case, as verified in [10], under Assumptions 1 and 2, Mn grows with superlinear
speed.
Lemma 2.5. Let Assumptions 1 and 2 be in force. Then
lim
n→∞
Mn
n1/r
= α :=
( logm
λ+
)1/r
P
∗-a.s. (10)
A more detailed description of the asymptotic behaviour of Mn, giving also the second
term, i.e. the order of Mn − n
1/r( logm
λ+
)1/r, was recently delivered in [8]. Our main results
stated in the next section concern large deviations related to (10). Clearly, Mn is a
maximum of random walks which are pairwise dependent. In some aspects however, the
asymptotic behaviour of Mn is similar to that of a maximum of (a random number of)
independent random walks. We will use the latter as a reference model. Consider a
collection (X
(j)
k )j,k≥1 of iid random variables distributed as X and put S
(j)
0 = 0 and
S(j)n =
n∑
k=1
X
(j)
k . (11)
We then define the maximum of (a random number of) independent random walks by
M˜n = max
1≤j≤Zn
S(j)n . (12)
Since M˜n involves independent random variables it stochastically dominates Mn which
involves dependent random walks, see Lemma 4.3. As a consequence, we can use the
deviations of M˜n as a bound for the deviations ofMn. For completeness, we also establish
large deviations for the laws of n−1/rM˜n.
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3 Main results
Recall (10) and let, for x < α,
H(x) =


k∗λ−(α− x)
r if p(0) + p(1) = 0
min {ρ+ λ−(−x)
r, λ−(α− x)
r} if x ≤ 0, p(0) + p(1) > 0
min {λ−α
r, ρ} ·
(
1−
(
x
α
)r)
if x ≥ 0, p(0) + p(1) > 0.
(13)
Define the rate function of the branching random walk as
IBRW(x) =
{
λ+x
r − logm for x ≥ α,
H(x) for x < α.
(14)
Our main result is the following.
Theorem 3.1. [Branching random walk]
Suppose that Assumptions 1 and 2 are satisfied. Then, the laws of Mn
n1/r
under P∗ satisfy
a large deviation principle with rate function IBRW.
Remark 3.2. In the proof of Theorem 3.1, we will use the following variational form of
H. For x < α let
γ = γ(x) =
{
1 if x ≤ 0
1−
(
x
α
)r
if x > 0.
(15)
Then
H(x) =
{
k∗λ−(α− x)
r if p(0) + p(1) = 0,
inf t∈[0,γ]
{
tρ+ λ−
(
(1− t)1/rα− x
)r}
if p(0) + p(1) > 0.
(16)
One derives (13) from (16) by a straightforward calculation.
Remark 3.3. For the upper large deviations, (3) is not needed: if (2) holds and if
E[X ] = 0 and E[X2] <∞, then for x ≥ α,
lim
n→∞
P
∗
(Mn
n1/r
≥ x
)
= − (λ+x
r − logm) . (17)
If (3) is not satisfied, the asymptotics of P∗
(
Mn
n1/r
≤ x
)
for x < α may change but our
techniques of proof still apply.
We now state the results for independent walks and then give some intuition for the rate
functions. Define the rate function for the maximum of independent random walks in the
Schröder case as
I ind(x) =


λ+x
r − logm for x ≥ α,
ρ
(
1− λ+x
r
logm
)
for 0 ≤ x ≤ α,
k∗λ−(−x)
r + ρ for x ≤ 0.
(18)
Note that ρ
(
1− λ+x
r
logm
)
= IGW(I(x)) for 0 ≤ x < α, see (4) and (9).
Theorem 3.4. [Independent random walks, Schröder case]
Suppose that Assumptions 1 and 2 are satisfied and that p(0) + p(1) > 0. Then, the laws
of M˜n
n1/r
under P∗ satisfy a large deviation principle with rate function I ind.
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We now turn to the deviations of M˜n in the Böttcher case. In the Böttcher case (p(0) +
p(1) = 0) we have ρ = ∞ and therefore I ind(x) = ∞ for all x < α. Hence, in this case
the lower deviation probabilities P∗(M˜n ≤ xn) for x < α decay faster than exponentially
in n.
Theorem 3.5. [Independent random walks, Böttcher case]
Suppose that Assumptions 1 and 2 are satisfied and that p(0) + p(1) = 0. Then,
log P(M˜n ≥ xn
1/r) ∼ −(λ+x
r − logm)n for x ≥ α,
log | logP(M˜n ≤ xn
1/r)| ∼ −n log k∗
(
1−
λ+x
r
logm
)
for x ∈ [0, α),
log P(M˜n ≤ xn
1/r) ∼ −n(k∗)nλ−|x|
r for x < 0.
Let us now give some intuition for the rate function I ind and describe the large deviation
events leading to {M˜n ≥ xn
1/r} and {Mn ≥ xn
1/r} for some x > α, respectively {M˜n ≤
xn1/r} and {Mn ≤ xn
1/r} for some x < α.
For x > α, the number of particles should be larger or equal than expected, i.e. Zn ≥ e
nt
for some t ≥ logm. It turns out that t = logm is the optimal value: it is too expensive
to produce ent particles for some t > logm. If there are ent particles at time n, the
probability that at least one particle reaches xn1/r is of order exp(−I(x)n + tn + o(n))
for t < I(x). Therefore, the rate function is I(x)− logm. This argument is the same for
the independent walks and for the branching random walk. Note that for x > α the rate
of decay of log P(M˜n ≥ xn
1/r) in the Schröder case and the Böttcher case coincide, and
concide with the rate function for branching random walk.
Consider now independent walks in the Schröder case. If 0 ≤ x < α, the probability that
one particle reaches xn1/r is of order exp(−I(x)n+ o(n)). Hence, for every ε > 0, if there
are less than e(I(x)−ε)n particles, the probability that none of these particles reaches xn1/r
is close to 1. However, if there are more than e(I(x)+ε)n particles, this probability decays
exponentially in n. If x < 0, already the probability that a single particle is below xn1/r
at time n decays exponentially fast in n. Hence, if the number of particles Zn grows
exponentially, the probability that all particles are below xn1/r at time n decays faster
than exponentially. Therefore, the number of particles needs to grow subexponentially.
Since ρ does not depend on the choice of k in Lemma 2.3, the optimal strategy for
{M˜n ≤ xn
1/r} is to have only k∗ particles at time n with all their positions being below
xn1/r.
For the branching random walk, in the Schröder case the strategy for x < α goes as
follows. At time tn there are only k∗ particles, and one of them has an offspring whose
displacement is negative with a large absolute value, while all other k∗− 1 particles have
no offspring. Note that in the Schröder case either k∗ = 1 or p(0) > 0. Afterwards, all
particles move and reproduce as usual.
Further notice, that in contrast to the case of independent random walks, the number of
particles can also grow exponentially if x < 0 in the Schröder case. It suffices to have a
small number of particles at time tn for some t ∈ [0, 1].
To compare the rate functions in the Schröder case, note that the maximum of indepen-
dent random walks stochastically dominates the maximum of the branching random walk,
see Lemma 4.3. Therefore, I ind(x) ≤ IBRW(x) for x > α, respectively I ind(x) ≥ IBRW(x)
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for x < α. For x < α, the inequality is in general strict. For x > α, the rate functions
coincide, see the argument above.
4 Proofs
4.1 Auxiliary results
We often need to estimate the number of particles at time n, which has expectation
mn. Let Wn =
Zn
mn
and (Fn)n∈N be the natural filtration of the Galton-Watson process,
i.e. Fn = σ(Z1, . . . , Zn). Then (Wn)n∈N forms a non-negative martingale with respect
to the filtration (Fn)n∈N. Therefore, Wn → W almost surely, where W is an almost
surely finite random variable. The following well-known theorem shows that under our
assumptions, the limit W is non-trivial, i.e. P∗(W > 0) = 1.
Theorem 4.1 (Kesten-Stigum Theorem). If Assumption 2 is satisfied, we have
E[W ] = 1 and P(W = 0) = q < 1.
A proof can e.g. be found in [1, Chapter 1, Section 10, Theorem 1].
In the proof of Theorem 3.1 we use the fact that the maximum of independent ran-
dom walks stochastically dominates the maximum of the branching random walk, see
Lemma 4.2 below. Lemma 4.3 comes from the following general statement which we will
use in our proof as well. Both lemmas are proven in [11, Lemma 5.1, 5.2].
Lemma 4.2. Let (Xi)i∈N and (Yi)i∈N be independent sequences of (not necessarily inde-
pendent) random variables. Furthermore, assume that the random variables Yi, i ∈ N,
have the same distribution. Then we have for all k ∈ N and x ∈ R
P
(
max
i∈{1,...,k}
{Xi + Y1} ≤ x
)
≥ P
(
max
i∈{1,...,k}
{Xi + Yi} ≤ x
)
.
Lemma 4.3. For all n ∈ N and x ∈ R
P(Mn ≤ x) ≥ P(M˜n ≤ x). (19)
The statement of Lemma 4.3 is also true with respect to P∗.
We will also use the following tail asymptotic for stretched exponential random variables,
which follows from [7, Theorem 8.3] .
Lemma 4.4. Let Assumption 1 be in force. If xn ≫ n
σ, where σ = 1
2−2r
, then
P [Sn > xn] ∼ nP [X > xn] . (20)
4.2 Main steps
In this section we prove the main results of the paper. We first prove the results for the
branching random walk using the results for the independent walks. Then, we give the
proof of the results for the independent walks.
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Branching random walk
Proof of Theorem 3.1. Case (1): x > α
The upper bound immediately follows from Theorems 3.4 and 3.5 combined with Lemma 4.3.
It remains to prove the lower bound. For v ∈ Dn−1 denote the rightmost descendant of
v at time n by Mv1 . By Lemma 4.2,
P
∗
(Mn
n1/r
≥ x
)
= P∗
(
max
v∈Dn−1
Mv1 − Sv
n1/r
+
Sv
n1/r
≥ x
)
≥ P∗
(
max
v∈Dn−1
Mv1 − Sv
n1/r
+
Sn−1
n1/r
≥ x
)
≥ P∗
(
max
v∈Dn−1
Mv1 − Sv
n1/r
≥ x
)
· P
(Sn−1
n1/r
≥ 0
)
. (21)
The second probability on the right hand side of (21) converges to 1
2
by the central limit
theorem. It remains to estimate the first probability on the right hand side of (21).
Note that (Mv1 − Sv)v∈Dn−1 are independent under P. Therefore, using the inequality
1− (1− z)y ≥ zy(1− zy) valid for z ∈ [0, 1] and y ≥ 0, we get for c > 0
P
∗
(
max
v∈Dn−1
Mv1 − Sv
n1/r
≥ x
)
≥ P∗
(
Zn−1 ≥ cm
n
)
·
(
1−
(
1− P
( X
n1/r
≥ x
))cmn)
≥ P∗
(
Wn−1 ≥ cm
)
P
( X
n1/r
≥ x
)
cmn
(
1− P
( X
n1/r
≥ x
)
cmn
)
. (22)
For the first factor on the right hand side of (22) it holds that lim infn→∞ P
∗(Wn−1 ≥
cm) ≥ P∗(W > cm) > 0 for c small enough. Furthermore, the last term on the right
hand side of (22) converges to 1 by Assumption 1. Combining (21) and (22) yields the
lower bound.
Case (2): x < α and p(0) + p(1) > 0
Following the strategy explained in Section 3, we consider the situation where there are
only k∗ particles at time tn and one of them has an offspring with a large negative dis-
placement while all others have no offspring. Afterwards, all particles move and reproduce
as usual. For the lower bound, recall (15), let t ∈ [0, γ] and fix ε > 0. We have
P
∗
(Mn
n1/r
≤ x
)
≥ P∗
(Mn
n1/r
≤ x
∣∣ Ztn = k∗) · P∗(Ztn = k∗)
≥ p(0)k
∗−1
P
∗
(Stn +M(1−t)n
n1/r
≤ x
)
· P∗(Ztn = k
∗)
≥ p(0)k
∗−1
P
∗
( M(1−t)n
((1− t)n)1/r
≤ α + ε
)
· P
( X1
n1/r
≤ −
(
(α + ε)(1− t)1/r − x
))
· P(Stn−1 ≤ 0) · P
∗(Ztn = k
∗). (23)
Since the first probability on the right hand side of (23) converges to 1 almost surely as
n→∞ by (10), we get
P
∗
(Mn
n1/r
≤ x
)
≥ exp
(
−
[
tρ+ λ−
(
(α + ε)(1− t)1/r − x
)r]
n+ o(n)
)
.
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Since this inequality holds for all t ∈ [0, γ], letting n→∞ followed by ε→ 0 yields,
lim inf
n→∞
1
n
log P∗
(Mn
n1/r
≤ x
)
≥ sup
t∈[0,γ]
(−H(x)) = − inf
t∈[0,γ]
H(x).
In what follows, we often omit integer parts for better readability. For the upper bound,
recalling (15), assume t < γ and define
Tn = inf
{
t ≥ 0: Ztn ≥ n
3
}
and for ε1 > 0 introduce the set
F = F (ε1) =
{
ε1, 2ε1, . . . ,
⌈
γε−11
⌉
ε1
}
.
By the definition of Tn we then have
P
∗
(Mn
n1/r
≤ x
)
≤ P∗(Tn > γ) +
∑
t∈F
P
∗
(Mn
n1/r
≤ x
∣∣ Tn ∈ (t− ε1, t])P∗(Tn ∈ (t− ε1, t])
≤ P∗
(
Zγn ≤ n
3
)
+
∑
t∈F
P
∗
(Mn
n1/r
≤ x
∣∣ Tn ∈ (t− ε1, t])P∗(Z(t−ε1)n ≤ n3). (24)
Let ε2 > 0 be such that (1 − t)
1/r(α − ε2) ≥ x (which is possible since t < γ). Using
Lemma 4.2 again,
P
∗
(Mn
n1/r
≤ x
∣∣ Tn ∈ (t− ε1, t])
≤ P∗
(
max
v∈Dtn
Stn +M
v
(1−t)n
n1/r
≤ x
∣∣∣ Tn ∈ (t− ε1, t]
)
≤ P
( Stn
n1/r
≤ −
(
(1− t)1/r(α− ε2)− x
))
+ P∗
( M(1−t)n
((1− t)n)1/r
≤ α− ε2
)n2
+ P∗
(
Ztn ≤ n
2
∣∣ Tn ∈ (t− ε1, t]). (25)
Note that we ignored all but one particle at time tn. Further note that the second
probability on the right hand side of (25) converges to 0 by (10) and therefore the second
term in (25) decays faster than exponentially in n. For the third term on the right hand
side of (25),
P
∗
(
Ztn ≤ n
2
∣∣ Tn ∈ (t− ε1, t]) ≤ P∗(∃k ∈ N : Zk ≤ n2 ∣∣ Z0 = n3)
≤
(
n3
n2
)
qn
3−n2 ≤ exp
(
(n3 − n2) log q + 3n2 logn
)
. (26)
In the second inequality we used the fact that for the event we consider, at most n2 of the
initial n3 Galton-Watson trees can survive. Note that the Galton-Watson trees coming
from different initial particles are independent.
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Combining (24), (25) and (26) and letting ε1, ε2 → 0, we conclude after a straightforward
calculation
lim sup
n→∞
1
n
logP∗
(Mn
n1/r
≤ x
)
≤ − inf
t∈[0,γ]
{
tρ+ λ−
(
α(1− t)1/r − x
)r)}
= −H(x).
Case (3): x < α and p(0) + p(1) = 0
Let 0 < ε < α− x. Then we have
P
∗
(Mn
n1/r
≤ x
)
≥ P∗
(Mn
n1/r
≤ x
∣∣ Z1 = k∗) · P∗(Z1 = k∗)
≥ P∗
(X1 +Mn−1
n1/r
≤ x
)k∗
· P∗(Z1 = k
∗)
≥ P∗
(Mn−1
n1/r
≤ α+ ε
)k∗
· P
( X1
n1/r
≤ −
(
α + ε− x
))k∗
· P∗(Z1 = k
∗). (27)
Since the first probability on the right hand side of (27) converges to 1 as n → ∞ by
(10), we get
P
∗
(Mn
n1/r
≤ x
)
≥ p(k∗) exp
(
−λ−k
∗(α + ε− x)rn+ o(1)
)
.
Letting ε → 0 finishes the proof. For the upper bound note that 4 log k∗ ≥ 2 and in
particular |D4 logn| ≥ n
2 a.s. Take 0 < ε < α − x. Using Lemma 4.2 and the inequality
(a+ b)k ≤ 2k−1(ak + bk) valid for all a, b > 0 and k ∈ N, we get
P
∗
(Mn
n1/r
≤ x
)
≤ P∗
(Mn−1 +X
n1/r
≤ x
)k∗
≤ P∗
(
max
v∈D4 log n
Mvn−1−4 logn + S4 logn +X
n1/r
≤ x
)k∗
≤
(
P
(S4 logn
n1/r
≤ −(α− ε− x)
)
+ P∗
(Mn−1−4 logn
n1/r
≤ α− ε
)n2)k∗
≤ 2k
∗−1
P
(S4 logn
n1/r
≤ −(α− ε− x)
)k∗
+ 2k
∗−1
P
∗
(Mn−1−4 logn
n1/r
≤ α− ε
)k∗n2
.
Since the second probability on the right hand side converges to 0 as n→∞ by (10), we
get, applying (20) (with the random variables −X1,−X2, . . .)
P
∗
(Mn
n1/r
≥ x
)
≤ exp
(
−k∗λ−(α− ε− x)
rn + o(n)
)
.
Letting ε→ 0 finishes the proof.
Independent random walks
Proof of Theorem 3.4. Case (1): x > α
For z ∈ [0, 1] and y ≥ 0 we have 1−(1−z)y ≥ zy(1−zy). Following the strategy explained
in Section 3, independence of the random walks and the aforementioned inequality yield
P
∗
( M˜n
n1/r
≥ x
)
= E∗
[
1−
(
1− P
( Sn
n1/r
≥ x
))Zn]
≥ P∗
(
Zn ≥
1
2
mn
)
·
(
1−
(
1− P
( Sn
n1/r
≥ x
)) 1
2
mn
)
≥ P∗
(
Wn ≥
1
2
)
P
( Sn
n1/r
≥ x
)1
2
mn
(
1− P
( Sn
n1/r
≥ x
)1
2
mn
)
. (28)
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By Lemma 2.2, P
(
Sn
n1/r
≥ x
)
1
2
mn → 0 as n→∞, since logm < I(x). For the first factor
on the right hand side of (28) we have lim infn→∞ P
∗(Wn ≥
1
2
) ≥ P∗(W > 1
2
) > 0, since
E
∗[W ] = 1
1−q
> 1 by Theorem 4.1. This establishes the estimate
P
∗
( M˜n
n1/r
≥ x
)
≥ exp
(
−(I(x)− logm)n +O(1)
)
= exp
(
−(λ+x
r − logm)n +O(1)
)
.
For the upper bound, the Markov inequality yields, recalling (11)
P
∗
( M˜n
n1/r
≥ x
)
= P∗
( Zn∑
i=1
1
{S
(i)
n ≥n1/rx}
≥ 1
)
≤ P
( Sn
n1/r
≥ x
)
E
∗[Zn]
≤ P
( Sn
n1/r
≥ x
) mn
1− q
,
which immediately implies the claim by the merit of Lemma 2.2
Case (2): 0 < x < α
Since the rate function I is strictly increasing on the interval [0, α], we can choose ε > 0
such that ε < I(x) < logm − ε. We prove the upper bound first. Using the inequality
1− y ≤ e−y and the third part of Lemma 2.3, we have for n large enough
P
∗
( M˜n
n1/r
≤ x
)
= E∗
[(
1− P
( Sn
n1/r
> x
))Zn]
≤ E∗
[
exp
(
−P
( Sn
n1/r
> x
)
Zn
)]
≤ P∗
(
Zn ≤ e
(I(x)+ε)n
)
+ exp
(
− eεn+o(n)
)
= exp
(
−
(
IGW(I(x) + ε
)
n+ o(n)
)
.
Letting ε → 0 gives the desired upper bound, since IGW defined in (9) is continuous.
The proof for the lower estimate is similar. Since P( Sn
n1/r
> x) < e−1 for n large enough,
inequality 1− y > e−ey for y ∈ [0, e−1] yields
P
∗
( M˜n
n1/r
≤ x
)
= E∗
[(
1− P
( Sn
n1/r
> x
))Zn]
≥ E∗
[
exp
(
−e · P
( Sn
n1/r
> x
)
Zn
)]
≥ P∗
(
Zn ≤ e
(I(x)−ε)n
)
· exp
(
− e−εn+o(n)
)
= exp
(
−IGW(I(x)− ε)n+ o(n)
)
.
Letting ε→ 0 concludes the proof for 0 < x < α.
Case (3): x ≤ 0
We first consider x < 0. For the upper bound we have for K ∈ N
P
∗
( M˜n
n1/r
≤ x
)
= E∗
[
P
( Sn
n1/r
≤ x
)Zn]
≤
K∑
k=1
P
( Sn
n1/r
≤ x
)k
P
∗(Zn = k) + P
( Sn
n1/r
≤ x
)K
. (29)
By the first part of Lemma 2.3, the probability P(Zn = k) is of order exp(−ρn + o(n))
for all k ∈ A (defined in (6)) and P(Zn = k) = 0 otherwise. Therefore, for all K ∈ N,
lim sup
n→∞
1
n
logP∗
( M˜n
n1/r
≤ x
)
≤ max
{
−(k∗I(x) + ρ),−KI(x)
}
.
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Hence, letting K → ∞ proves the upper bound since I(x) > 0 for x < 0. The lower
bound can be established similarly:
P
∗
( M˜n
n1/r
≤ x
)
= E∗
[
P
( Sn
n1/r
≤ x
)Zn]
≥ P
( Sn
n1/r
≤ x
)k∗
· P(Zn = k
∗)
= exp
(
−(k∗I(x) + ρ)n + o(n)
)
,
which shows the lower bound. For x = 0 the result follows from continuity of the rate
function I ind at 0.
Proof of Theorem 3.5. Case (1): x > α
In this case one can use exactly the same arguments as in the proof of Theorem 3.4.
Case (2): 0 ≤ x < α
Take a ∈ (k∗, m) such that
log a = I(x)
logm− log k∗
logm
+ log k∗.
Lemma 2.4 provides us with
log (− log P∗(Zn ≤ a
n)) ∼ −n log k∗
(
1−
λ+x
r
logm
)
,
while the choice of a guarantees
log
(
anP(Sn ≤ xn
1/r)
)
∼ −n log k∗
(
1−
λ+x
r
logm
)
.
If we now recall the bounds established in the proof of Theorem 3.4, i.e.
P(Zn ≤ a
n) exp(−eanP(Sn > xn
1/r)) ≤ P∗(M˜n ≤ xn
1/r)
and
P
∗(M˜n ≤ xn
1/r) ≤ P(Zn ≤ a
n) + exp(−anP(Sn > xn
1/r))
the claim will follow.
Case (3): x < 0
For the upper bound just write
P
∗(M˜n ≤ xn
1/r) = E∗[P(Sn ≤ xn
1/r)Zn] ≤ P(Sn ≤ xn
1/r)(k
∗)n
which implies the claim. For the lower bound we have
P
∗(M˜n ≤ xn
1/r) = E∗[P(Sn ≤ xn
1/r)Zn] ≥ P(Sn ≤ xn
1/r)(k
∗)n
P(Zn = (k
∗)n)
since
logP(Zn = (k
∗)n) =
(k∗)n − 1
k∗ − 1
log p(k∗) = o(n(k∗)n)
and the claim follows.
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