Ground-planes have an important influence on the perception of 3D space (Gibson, 1950) and it has been shown that the assumption that a ground-plane is present in the scene plays a role in the perception of object distance (Bruno & Cutting, 1988) . Here, we investigate whether this influence is exerted at an early stage of processing, to affect the rapid estimation of 3D size. Participants performed a visual search task in which they searched for a target object that was larger or smaller than distracter objects. Objects were presented against a background that contained either a frontoparallel or slanted 3D surface, defined by texture gradient cues. We measured the effect on search performance of target location within the scene (near vs. far) and how this was influenced by scene orientation (which, e.g., might be consistent with a ground or ceiling plane, etc.). In addition, we investigated how scene orientation interacted with texture gradient information (indicating surface slant), to determine how these separate cues to scene layout were combined. We found that the difference in target detection performance between targets at the front and rear of the simulated scene was maximal when the scene was consistent with a ground-plane -consistent with the use of an elevation cue to object distance. In addition, we found a significant increase in the size of this effect when texture gradient information (indicating surface slant) was present, but no interaction between texture gradient and scene orientation information. We conclude that scene orientation plays an important role in the estimation of 3D size at an early stage of processing, and suggest that elevation information is linearly combined with texture gradient information for the rapid estimation of 3D size.
Introduction
Estimation of 3D size 1 is vital for interpreting our environment and interacting with objects in the scene; simple tasks such as navigation through the environment or picking up an object would be more difficult without such an estimate. To compute 3D size the visual system must scale the retinal size of an object by an estimate of its observer-relative distance (Epstein, Park, & Casey, 1961; Gogel, 1969; Gregory, 1998; Ittelson, 1951; Kilpatrick & Ittelson, 1953) . We have demonstrated previously, using a visual search task, that this process of size-scaling appears to occur extremely rapidly, perhaps within 100 ms and at an early stage of visual processing (Champion & Warren, 2008) . In addition, we demonstrated that texture gradient cues to object distance are used during this rapid processing to estimate 3D size. We concluded that observers do not have explicit access to retinal size information, or if they do it is lost very quickly in the process of scaling retinal size to recover 3D size. These findings lead naturally to two further questions. The first question asks what other aspects of the scene might influence rapid 3D size computations. The second relates to the fact that there are multiple sources of information regarding scene structure available at any one time, and hence asks whether it is possible to integrate more than one source of information during this rapid process. In this study, we investigate the influence of scene orientation, 2 and in particular the influence of a ground-plane surface, on the rapid estimation of 3D size. In addition, we investigate how this information is integrated with texture gradient information within the scene. Ground-plane surfaces have a special significance in our environment, since most objects are supported by the ground-plane or a surface parallel to it. The importance of such surfaces for the perception of 3D scene structure has been known for many years (Gibson, 1950) and it has been shown that ground-planes are preferred over other environmental planes, such as ceiling and wall planes, in the interpretation of 3D layout (Bian, Braunstein, & Andersen, 2005 . In addition, it appears that the presence 0042-6989/$ -see front matter Ó 2010 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2010.05.001 refer to the tilt of the scene. For example a ground plane corresponds to a scene with tilt 0°, wall planes have tilt ±90°. Vision Research 50 (2010) [1510] [1511] [1512] [1513] [1514] [1515] [1516] [1517] [1518] Contents lists available at ScienceDirect Vision Research j o u r n a l h o m e p a g e : w w w . e l s e v i e r . c o m / l o c a t e / v i s r e s of a physical floor-like surface in the scene is not necessary to observe such influences as observers appear to use an assumption of a ground-plane organisation when interpreting scenes. This assumption is thought to be based on a combination of other factors; e.g. that objects are subject to the effects of gravity, that these objects are generally supported by a surface that is orthogonal to gravity and that the observer view-point is usually above the surface of support (Cutting & Vishton, 1995; Mamassian & Landy, 1998) . The ground-plane assumption allows the visual system to use the height of the object in the visual field (sometimes referred to as 'elevation') as a cue to its distance. The elevation cue has been shown to have a significant influence on the perceived distance of an object (Bruno & Cutting, 1988; Philbeck & Loomis, 1997) , and further, it has been shown to be combined with other depth cues in an additive fashion (Bruno & Cutting, 1988) consistent with the linear combination of estimates from independent depth modules (see Landy, Maloney, Johnston, & Young, 1995) .
The above evidence demonstrates that ground-plane influences are important for 3D scene perception, but how quickly do these effects propagate? Is there any evidence that these influences are rapid and operate at an early stage of processing? A number of studies have shown effects of ground-plane surfaces on performance in visual search tasks which require rapid scene processing. For example, McCarley and He (2000) used a conjunctive visual search task in which observers had to search for an odd coloured item within a particular plane, from among multiple planes, defined by binocular disparity. They found faster search times and fewer errors when surfaces were oriented consistent with a ground-plane rather than a ceiling plane. A similar advantage for ground-plane aligned surfaces in conjunctive search tasks was found by Morita and Kumada (2003) in scenes defined by texture gradient information. In addition, Sun and Perona (1996) showed that search among cubes defined by shading cues was strongly influenced by the orientation of the implicit surface along which objects were arranged. These studies indicate that a scene configuration which is consistent with a ground-plane interpretation can influence visual search performance. However, they do not show whether the ground-plane interpretation can influence the perception of depth and size at an early stage of processing, or indicate whether this information might be combined with other sources of information to depth and size.
In the present study, we investigate the influence of scene orientation on the rapid computation of 3D size during a visual search task. We predict that, due to rapid ground-plane influences, varying scene orientation will have a significant influence on perceived depth in the scene, which in turn will affect 3D size estimates. In addition, we manipulate the texture gradient information defining surface slant, to investigate whether texture gradient and orientation information may be integrated rapidly to influence performance. There are a number of potential outcomes. Firstly, it may be that the two sources of information are not integrated, hence we would expect to see evidence that only one source affects performance. Secondly, the two sources may be integrated, using either a linear or non-linear combination rule. If the integration is linear (in the sense of the linear combination rule of Landy et al., 1995) we expect independent influences of the two variables on performance, i.e. no interaction, hence the effects of scene orientation would be evident regardless of the slant indicated by texture gradient cues and vice versa. Alternatively, we may find evidence for non-linear integration, indicated by an interaction between scene orientation and slant. Such an interaction would arise, for example, if we found an effect of scene orientation when the scene suggested the presence of a slanted surface, but no effect of scene orientation when the scene suggested the presence of a frontoparallel surface. This result would suggest that scene orientation only affected scene interpretation when there was evidence for the presence of a slanted surface defined by texture gradient information.
To investigate these issues, we use the task from our previous study (Champion & Warren, 2008) which was originally based on the task of Aks and Enns (1996) . In this task, the observer must detect the presence or absence of a target object which differs in size from a group of uniformly-sized distracter objects (see Fig. 1 ). Previous studies (Aks & Enns, 1996; Champion & Warren, 2008) have shown that when the objects are presented against a textured background simulating a slanted plane, target detection performance becomes dependent on the target's location within the scene. This is because the slanted plane induces a variation in the perceived depth of the objects across the scene, which, due to size-scaling, leads to a perceived variation in the size of the distracter objects across the scene. Since the distracters are all uniformly-sized in the image, after size-scaling they are perceived to be larger at the back of the scene (i.e. far location) than at the front (i.e. near location). This means that when targets are larger than distracters (in the image) they are easier to detect when in a far location than when in a near location, since large, far targets are perceived as bigger than large, near targets. The opposite is true for targets which are smaller than distracters in the image; these are easier to detect in a near location than in a far location. In our previous study, we quantified the effect of location by taking the difference in detection performance for near and far targets. This metric was called the 'location effect' and it gives an estimate of the degree of size-scaling which occurs in the direction of the simulated depth difference 3 .
The main experiment of our current study investigates how the manipulation of scene orientation and texture gradient information affects the location effect. In this experiment a group of 3D cylinders were presented against three different backgrounds: (1) a textured slanted background, (2) a textured flat background and (3) a blank background (Fig. 1a) . The stimuli were presented at eight different scene orientations, corresponding to the four cardinal directions and the four oblique directions. All scene orientation and background conditions were intermixed.
We predict that if scene orientation is taken into account when computing 3D size then the location effect should vary with the orientation of the scene. In particular, a preference for a groundplane, or any influence of an elevation cue, should manifest itself as an increase in location effect at the scene orientation consistent with a ground-plane. A comparison of the location effects found in the textured flat and textured slanted background conditions will reveal how scene orientation interacts with the texture gradient information provided by the background. As described above, this interaction should reveal whether cues are being integrated and if so whether this integration is consistent with a linear combination rule. The blank background stimulus was included in the main experiment as a comparison for the results from one of the three additional experiments carried out.
Two additional experiments were carried out before the main experiment. In both these experiments scene orientation was also manipulated. However, no background information was presented in either experiment (similar to the blank condition of the main experiment). In additional experiment 1 the search objects were 2D 'blobs' (i.e. the internal lines defining the 3D structure of the cylinders had been removed, see Fig. 1b ) whereas in additional experiment 2 the objects were identical to those used in the main experiment. The aim of additional experiment 1 and the first aim of additional experiment 2 was to establish whether the presence of 3 Note, with this metric we are only able to measure the degree of size scaling in the direction that we define as near-to-far. In the current study, this direction varies as scene orientation is varied. Size-scaling in other directions, e.g. always in the vertical direction, will not be measured by this metric.
3D scene information (as opposed to simple 2D information) was necessary to observe an effect of scene orientation on location effects. In other words, do ground-plane influences only occur when there is evidence that the scene is three-dimensional? Comparison of the results of additional experiments 1 and 2 will allow us to address this question.
A second aim of additional experiment 2 was to assess whether our results were influenced by expectations 4 regarding the 3D layout of the scene. In our earlier study (Champion & Warren, 2008) , we found some interesting differences in results when conditions were intermixed compared to when they were blocked. In particular when trials simulating lower depth variation within the scene were intermixed with trials simulating greater depth, the perceived depth of the former was increased relative to a separate experiment in which trials were blocked by simulated depth. This led us to conclude that intermixing conditions caused observers to develop expectations about the depth structure within each stimulus rather than relying purely on the information in the stimulus. Hence, in additional experiment 2, participants carried out a blocked version of the blank background condition from the main experiment. Within participant, the results in blocked and intermixed conditions could then be compared to determine if expectations played a role in the current study. Additional experiment 1 was carried out by all participants before taking part in additional experiment 2 and then the main experiment. Consequently, in additional experiment 1 they had no indication that the search items were the outlines of simulated 3D objects. Furthermore, in additional experiment 2 the blocked data set was as yet uncontaminated by potential effects of expectations regarding the three-dimensional structure of the scene.
A third additional experiment was carried out to confirm that the processes involved in the visual search task in these experiments are rapid and operate at an early stage of processing, i.e. this experiment investigates whether search is conducted serially or in parallel. The classic method for assessing this is to manipulate the number of objects, or the set-size, and observe the effect on reaction times (Treisman & Gelade, 1980) . If reaction times remain roughly constant with increases in set-size it is assumed that search is rapid and consistent with parallel search, whereas if reaction times increase with increases in set-size then the search is taken to be serial and consequently slower. Hence, in additional experiment 3 we manipulated set-size to establish what impact this had on search times.
General methods

Participants
Sixteen participants took part in the main experiment. The same 16 participants also took part in additional experiments 1 and 2. A different group of nine participants took part in additional experiment 3. All participants were students at Cardiff University and were naïve to the purposes of the experiment. All had normal or corrected to normal vision. All gave informed consent and the experiments were approved by the Cardiff University ethics committee.
Apparatus
Stimuli were rendered using OpenGL and presented on a CRT monitor (22" Viewsonic p225f). The CRT was gamma corrected using a Spyder2pro display calibration system (datacolor, USA). The participant's head was kept stationary at a viewing distance of 57 cm by a chin rest and participants wore an eye patch over one eye to eliminate binocular depth cues. The experiment was carried out in darkness.
Stimuli
Main experiment
The stimuli simulated a 3D scene viewed under perspective projection (Fig. 1 ). Stimuli were presented at eight different scene orientations: À135°, À90°, À45°, 0°, 45°, 90°, 135°and 180°, where 0°scene orientation is consistent with a ground-plane and positive and negative scene orientations describe clockwise and anti-clockwise rotations respectively. The following description is appropriate for the stimulus presented with a 0°scene orientation (Fig. 1a, left column) . For all other conditions this stimulus was simply rotated about an axis which was at the centre of the display and perpendicular to the plane of the screen.
The scene consisted of an array of 12 vertically-oriented cylinders, each constructed from 10 white rectangular panels with black-edge outlines (see Fig. 1a ) which were rotated by 60°about a horizontal axis so that the top surface was visible. Cylinders were positioned in a frontoparallel depth plane and arranged as an inner ring of four cylinders and an outer ring of eight cylinders, with radii of 3.0°and 6.0°respectively. The position of each cylinder on the ring was jittered slightly in the x and y direction to limit the use of symmetry as a cue.
Cylinder arrays were positioned against one of three backgrounds: (1) a uniform grey background, (2) a frontoparallel textured grid, (3) a textured grid slanted at 60°about the horizontal axis. The textured grid consisted of alternate black and white lines against a grey background. Grid lines were spaced at 0.65°inter-vals in the frontoparallel condition and ranged from 0.4°to 1.1°i n the x direction and 0.15-0.75°in the y direction for the slanted condition.
Target objects were a factor of 1.4 times larger or smaller than the size of distracters (which were identical in size). For large target stimuli, distracters subtended 0.9°Â 0.7°and targets subtended 1.26°Â 0.9°. For small target stimuli, distracters subtended 1.26°Â 0.9°and targets subtended 0.9°Â 0.7°. Targets were only presented in the two top-most or two bottom-most locations on the ring. Top locations at 0°scene orientation are henceforth referred to as 'far locations' and bottom locations are referred to as 'near locations'. As scene orientation varied the locations of the targets also varied, however they were always in the far and near locations relative to the orientation of the cylinders.
The scene was viewed through a black circular frame with an inner radius of 12.5°. This frame was displayed continuously throughout the experiment. In the textured background conditions the grid lines filled the frame, in the slanted grid case the slanted plane was simulated up to a point 5.5°from the top of the frame. The region above this point was filled with texture simulating a flat frontoparallel plane (see Fig. 1a , left column).
Additional experiments
In additional experiment 1 search items were as described in the main experiment except the black outline contours defining the cylinder panels were not displayed so objects appeared as 2-dimensional white objects. In addition, only the uniform grey background was used (Fig. 1b) .
In additional experiment 2 stimuli were as described in the main experiment except only the uniform grey background was used.
In additional experiment 3 stimuli were as described in the main experiment except the number of cylinders (i.e. set-size) was manipulated; hence each stimulus contained 6, 12 or 24 cylinders. Across all these conditions, one-third of the cylinders appeared in the inner ring and two-thirds appeared in the outer ring. The flat and slanted textures from the main experiment were used in this additional experiment. In order to compensate for the increase in number of trials, due to the addition of the set-size condition, only four scene orientations were presented. The scene orientations 0°, 90°, 180°and À135°were selected as these are consistent with the range of floor, wall, ceiling and oblique scenes. As set-size was manipulated so too were the number of possible locations in which the target could appear. In the 6, 12, and 24 set-size conditions, the target could appear in either the nearest or furthest 1, 2 and 4 locations respectively.
Procedure
One group of participants carried out additional experiment 1 first, followed by additional experiment 2 and then the main experiment. A second group of participants carried out only additional experiment 3.
In the main experiment participants completed 768 trials (3 background conditions Â 8 scene orientations Â 2 present/absent Â 4 target locations Â 2 sizes Â 2 repetitions). In each of the additional experiments 1 and 2 participants completed 256 trials (1 background condition Â 8 scene orientations Â 2 present/absent Â 4 target locations Â 2 sizes Â 2 repetitions). In additional experiment three participants completed 768 trials (3 set-size conditions Â 2 background conditions Â 4 scene orientations Â 2 present/absent Â 4 target locations Â 2 sizes Â 2 repetitions).
In all experiments, small and large target conditions were blocked, but all other combinations of stimulus variables were presented in pseudo-random order. Target size of the first block was counter-balanced across participants. On each trial participants were presented with a fixation cross for 500 ms, followed by the stimulus which was presented until the participant made a response. A blank frame was then presented for 500 ms before the next trial commenced. Participants were instructed to judge the presence or absence of an 'odd-one-out' from within the group of objects, which was larger/smaller than the other objects within the 3D scene. Participants responded 'target present' or 'target absent' via key presses and were asked to make their responses as quickly and as accurately as possible. Targets were present on 50% of trials.
Analysis
We investigated the effect of target location on reaction times (RTs) and d-prime (d 0 ) scores. In the RT analysis: cleaning of the RT data was undertaken in two stages. First, clear outliers (RTs greater than 3000 ms) were removed. All remaining RTs were then converted to their reciprocal and the mean and standard deviation for each participant and each condition were calculated. Reciprocal RTs which were more than 1.5 standard deviations away from the mean were then removed. Following this the median RT for correct responses was calculated for each participant in each condition at near and far target locations separately. We then calculated the difference in RT between near and far target locations, a metric we will refer to as the 'RT location effect'. According to previous findings (Aks & Enns, 1996; Champion & Warren, 2008) , the effects of location for large and small target search items should be opposite. Therefore we combined the results of the two size conditions as follows; in the large target case we subtract far from near and in the small target case we subtract near from far. We then average across the two conditions Note, the same z(False Alarms) score was used for both near and far location measures since individual false alarm rates cannot be calculated for different target locations.
Similarly to the RT analysis, a 'd' location effect' was calculated by averaging the differences from the two size conditions as follows; however, note that occurrences of far and near are reversed in this equation relative to that for RT due to the fact that changes in performance have opposite sign for increases in RT and d 0 : We emphasise that the location effects described in what follows should be interpreted as differences in reaction time and sensitivity and not simple reaction times or d-primes.
Results
Main experiment
The results for the main experiment are shown in Fig. 2 . Fig. 2a and b shows RT and d 0 data obtained in the experiment for the different conditions. Note that data in the (large, far) and (small, near) conditions are averaged since theoretically performance is similar in these conditions (Champion & Warren, 2008) . Similarly, data for the (large, near) and (small, far) conditions are averaged. We present this data simply for illustrative purposes; however, our hypothesis is concerned with differences in performance between these conditions as summarised in the RT and d 0 location effects (defined in previous section). Fig. 2c and d show the mean RT and d 0 location effects as a function of scene orientation for the three background conditions: slanted texture (triangles), flat texture (squares) and blank (circles). Note, the data for 180°scene orientation is plotted twice (at À180°and 180°), in order to clearly illustrate the symmetry in this dataset. Examining the effect of scene orientation first, these figures demonstrate that for both measures of performance the effect of scene orientation can be described by an inverted U-shaped function with a peak in location effect at around 0°scene orientation and a trough at around ±180°. This appears to be the case for both RT and d 0 location performance measures and all background conditions except for the RT location effect in the flat textured background condition. This interpretation was largely corroborated by the results of a polynomial trend analyses performed on the data in Fig. 2 . The outcome of this analysis is given in Table 1 which indicates that there is evidence for a quadratic component in the location effect data for both metrics and all conditions except for the RT location effect in the flat textured background condition. The inverted U-shaped function shown in Fig. 2 is consistent with our prediction that a greater location effect will be observed when the scene orientation is consistent with a ground-plane. The significance of this effect in the RT location effect data was confirmed by a 2-factor repeated-measures ANOVA (factors: scene orientation and background condition) showing a significant main effect of scene orientation (F(7, 105) = 3.2, p < 0.01). Similarly a 2-factor AN-OVA on the d 0 location effect data also revealed a significant main effect of scene orientation (F(7, 105) = 5.2, p < 0.001). For both measures of performance the slanted background condition produced greater location effects than the other two background conditions. This is consistent with the results of our previous study (Champion & Warren, 2008) which demonstrated that slanted background conditions produced greater location effects than flat background conditions. This effect was confirmed by the ANOVA analysis showing a significant main effect of background condition in both the RT data (F(2, 30) = 46, p < 0.001) and the d 0 data (F(2, 30) = 43, p < 0.01). To compare the effects of background in more depth we averaged across scene orientation and performed three pair-wise comparisons for each data set (applying a Bonferroni correction). This revealed significant differences between the slanted and the flat textured backgrounds for both data sets (RT data: t(15) = 7.6, p < 0.001; d 0 data: t(15) = 7.5, p < 0.001), significant differences between the slanted and blank backgrounds for both data sets (RT data: t(15) = 7.4, p < 0.001; d 0 data: t(15) = 6.9, p < 0.001), and no significant differences between the flat textured and blank backgrounds (RT data: t(15) = 0.4, p = 0.7; d 0 data: t(15) = 1.1, p = 0.3). The 2-factor ANOVAs also revealed no significant interaction between background and scene orientation in either data set (RT data: F(14, 210) = 1.6, p = 0.09; d 0 data: F(14, 210) = 1.3, p = 0.2). This suggests that the effect of scene orientation is independent of the slant of the background.
Additional experiments
Additional experiment 1 was carried out to investigate whether the 3D information in the objects themselves contributed to the effect of scene orientation on the location effect. The aim of additional experiment 2 was to investigate whether, in the main experiment, the slanted plane condition had any influence on the flat background conditions, perhaps by inducing an expectation of depth in the scene (as previously found in Champion & Warren, 2008) . Additional experiment 3 was carried out to investigate whether the visual search performance in this study was consistent with serial or parallel search. Table 1 Results of polynomial trend analyses on data obtained from the main experiment in the blank, flat textured and slanted conditions. Shaded boxes represent tests for which the p-value was less than or close to 0.05. Fig. 3a shows mean RT location effect as a function of scene orientation for: additional experiment 1 (triangles); additional experiment 2 (squares); and the main experiment blank background condition (circles). Fig. 3b shows mean d 0 location effect as a function of scene orientation for the same three experimental conditions. Table 2 shows the results of a polynomial trend analysis similar to that conducted for the data in the main experiment.
The influence of 3D object information
The question of whether including 3D information about the objects influenced the effect of scene orientation on location effect was addressed by comparing the results of additional experiment 1, in which stimuli consisted of 2D search items against a blank background, and additional experiment 2, in which stimuli consisted of 3D search items against a blank background. Fig. 3b demonstrates that for the d 0 measure of location effect, the two additional experiments produced a similar pattern of data, showing an inverted U-shaped function about 0°, consistent with the pattern of results found in the main experiment. This was confirmed by evidence for a quadratic trend in the d 0 data in both additional experiments (Table 2) . A 2-factor ANOVA (factors: experiment and scene orientation) comparing d 0 location effects from additional experiments 1 and 2 revealed no significant main effect of experiment (F(1, 15) = 1.42, p = 0.3), a significant main effect of scene orientation (F(7, 105) = 3.44, p < 0.01) and a significant interaction (F(7, 105) = 2.51, p < 0.05). Fig. 3a shows the results of the RT location effect measure and indicates that, for both experiments, smaller location effects were found around 180°rel-ative to scene orientations close to 0°(i.e. orientations closer to the ground-plane). However, in additional experiment 1 the location effect at 0°is lower than might be expected. Given this pattern of data it is not surprising that a quadratic trend did not emerge (Table 2) in this experiment. A 2-factor ANOVA on the RT location effect data revealed a significant main effect of experiment (F(1, 15) = 7.53, p < 0.05), a significant main effect of scene orientation (F(7, 105) = 2.51, p < 0.05) and a significant interaction (F(7, 105) = 2.43, p < 0.05).
These findings demonstrate that there were some differences between the results of the two additional experiments (particularly with respect to the RT-based measure), which may suggest an influence of 3D information about the objects on the location effect. However, it is important to bear in mind that experiment 1 was always carried out immediately before experiment 2. This was done on purpose to ensure that the 2D search items of additional experiment 1 were not interpreted as 3D objects due to prior exposure to the stimuli from additional experiment 2. Hence, a practice effect may be the cause of any difference in performance between the two additional experiments. The key finding from this comparison is that, when the results of the RT and d 0 location effect measures are considered together they suggests that the effect of scene orientation on location effect is present even when the stimulus depicts an entirely 2D scene, hence 3D information is not necessary for the effect of scene orientation to be observed.
The influence of expectations
In our previous study (Champion & Warren, 2008) , we observed that the size of the location effects obtained depended on whether conditions were intermixed or blocked. We concluded that expectations about 3D scene layout were important in the interpretation of the scene. In the present study, we investigated whether the slanted background condition from the main experiment would affect the results of the flat background conditions. We addressed this issue by comparing the results of the blank background condition from the main experiment with the results of additional experiment 2. These two conditions contained identical stimuli, however the stimuli from the main experiment were intermixed (i.e. both blank and slanted backgrounds), whereas in additional experiment 2 blank background stimuli were blocked and presented prior to the main experiment, so participants had not previously been exposed to the slanted background stimuli. Fig. 3a and b demonstrate that the results of additional experiment 2 and the blank background condition from the main experiment are almost identical -particularly for the d 0 location effect measure. A 2-factor repeated measures ANOVA (factors: experiment and scene orientation) carried out on the RT location effect data confirmed that there was no significant effect of experiment (F(1, 15) = 0.81, p = 0.4), a significant effect of scene orientation (F(7, 105) = 3.8, p < 0.001) and a borderline significant interaction (F(7, 105) = 2.1, p < 0.05). A similar analysis for the d 0 location effect data showed no significant effect of experiment (F(1, 15) = 0.08, p = 0.8), a significant effect of scene orientation (F(7, 105) = 2.8, p < 0.01) and no significant interaction (F(7, 105) = 0.2, p = 1.0). These results suggest that in the present study expectations did not have a significant effect on the results of the flat background conditions in the main experiment.
There is no obvious reason why we should expect to find an effect of expectations in our data; however, this experiment was conducted since we had found such an effect in our previous study (Champion & Warren, 2008) . One possible reason why we did not find an expectation effect here relates to the different type of information used to specify 3D layout in the present study. Our previous study showed that expectations influenced the use of texture gradient information. In contrast, the present study finds no effect of expectations on the influence of the scene orientation variable, i.e., use of elevation information might not be influenced by expectations regarding scene layout. It is therefore possible that this finding reflects fundamental differences between the processing of elevation and texture gradient information.
Influence of object number
In additional experiment 3, set-size was manipulated in order to investigate whether search with these stimuli was consistent with serial or parallel search strategies. We calculated mean RT as a function of set-size and estimated the rate of increase by fitting a straight line to the data 6 for each participant. In Tables 3 and 4, we present the slopes of these lines (averaged over participants) for the slanted and flat textured background conditions respectively, and for the four scene orientations. Fig. 4 shows the mean RT for hits and correct rejections (averaged over background and scene orientation) as a function of set- Table 2 Results of polynomial trend analyses on data obtained from additional experiment 1: 2D objects and additional experiment 2: 3D objects, blocked. Shaded boxes represent tests for which the p-value was less than or close to 0.05. size and demonstrates an increase in RT with set-size. The results indicate that the average rate of increase for hits was 8.7 ms per object (standard error = 0.5 ms per object) and the average rate of increase for correct rejections was 6.6 ms per object (standard error = 1.2 ms per object). According to Wolfe (1998) , it is generally considered that search times of less than 10 ms per item indicate parallel search, thereby suggesting that search in this task was conducted in parallel. Another indicator of serial search is a 2:1 ratio of slopes for target absent vs. target present conditions (Treisman & Gelade, 1980; Wolfe, 1998) . Our results in fact reveal a lower slope for correct rejections (target absent) than hits (target present) and therefore provide further support for the claim that search was parallel in this task.
Discussion
This study aimed to investigate how scene orientation influences the recovery of 3D size and whether this can occur at an early stage of processing. In addition, the study tested whether scene orientation information can be combined with information regarding surface slant during rapid processing. The results of the main experiment demonstrate that the rapid recovery of 3D size in a visual search task is strongly influenced by the orientation of the scene. Specifically, the greatest difference in target detection between near and far objects was found when the scene was oriented consistently with a ground-plane. This suggests that the greatest difference in perceived size is found when targets appear at the top and bottom of the stimulus, rather than on the left or right. Hence, these results are consistent with the use of an elevation cue to estimate object distance, such that objects at the top of the stimulus are perceived as further away and therefore bigger and objects at the bottom of the stimulus are perceived as closer and therefore smaller. Together with the results from additional experiment 3, which confirmed that processing in this task is conducted rapidly, these results suggest that an elevation cue can be used at an early stage of processing to compute 3D size.
The results of the main experiment also show that, in addition to the effects of scene orientation, the background of the stimulus has a significant influence on target detection, thus replicating the findings of Champion and Warren (2008) . These results suggest that the slanted textured background causes a greater difference in perceived size between near and far objects than the flat and blank background conditions (the biggest location effect occurs in the slanted plane condition of Fig. 2 ), confirming that texture gradient cues for distance are used in the estimation of 3D size at an early stage of processing.
An anonymous reviewer suggested that the findings could be a simple consequence of differences in local luminance between the different background conditions. We do not think that this is the case and tested for just such an effect in our previous paper (Champion & Warren, 2008) . Furthermore, it is difficult to think of an account based on luminance differences that would predict the results seen in the present study.
Of particular interest in our results is the finding that there was no interaction between the orientation of the scene and the slant of the background. This suggests that scene orientation has an effect on perceived size and depth which is independent of the slant of the background. In addition, the results of additional experiment 1 demonstrate that the effect of scene orientation is observed even when only 2D information is present in the stimulus and the results of additional experiment 2 demonstrate that the effects of scene orientation in the main experiment were not influenced by expectations about scene structure. Taken together, these findings suggest that neither the presence of a ground-plane nor any depth information in the scene were necessary to observe ground-plane influences. This finding indicates that observers employ a default assumption that a ground-plane is present in the scene and they are able to use this assumption rapidly at an early stage of processing.
Our finding that both scene orientation and background slant influence performance, but that there is no interaction between these two variables provides an important indication of how the visual system integrates information at this early stage of processing. It suggests that the two depth cues of elevation and texture gradient are processed independently before being linearly combined. Therefore, we propose that our results suggest that a combined estimate of distance is rapidly used to scale retinal size at an early stage of processing. This proposal is consistent with the findings of Sousa, Brenner, and Smeets (2009) who showed that the cues of perspective and binocular disparity are combined at an early stage of processing, prior to parallel visual search for a target that differs in slant from distracters.
Our results also suggest that the prior assumption that objects are arranged on a ground-plane, necessary for the use of an elevation cue, can be used in early visual processing. The use of prior Fig. 4 . Results of additional experiment 3. Mean RT as a function of set-size for hits (triangles) and correct rejections (circles). Error bars represent ±1 standard error across participants. Table 4 Mean fitted slopes of RT as a function of set-size in ms per object for the flat textured background condition. Slopes for both the hits and correct reject cases are presented for the four scene orientations tested. Standard errors across participants are also reported in parentheses. assumptions during visual search has previously been demonstrated using the cue of shading and the light-from-above prior. Multiple studies have demonstrated that shaded stimuli consistent with light coming from above are processed more rapidly than stimuli that are consistent with light coming from the side (Kleffner & Ramachandran, 1992; Sun & Perona, 1998) . In addition, Champion and Adams (2007) demonstrated that while training could modify the direction of the light-from-above prior used in shape estimation tasks, the modified prior was not used in visual search tasks, thus suggesting that a more primitive, less malleable prior is used at a pre-attentive stage of processing. This suggests, therefore, that it might be the case that the ground-plane prior used for performing the visual search task in the current study may be subtly different to that used in more explicit tasks of distance and size estimation. Finding evidence for the use of a prior assumption in 3D visual perception does not address the question of how such information might be encoded. We make no claims about this in the present paper. However, we note that the success of the Bayesian framework in modelling human performance in a range of tasks has lead some researchers to put forward theoretical accounts of how Bayesian inference might be implemented in the cortex (e.g. see Ma, Beck, Latham, & Pouget, 2006) . In this account activity of neural populations is taken to encode various probability distributions analogous to the prior, likelihood and posterior of Bayesian inference. In fact, Ma et al. argue that population codes are natural and automatic proxies for these probability distributions. Consequently, it is possible that such information might be integrated very rapidly.
In summary, we have found that scene orientation plays an important role in the rapid recovery of 3D size during a visual search task. Scenes consistent with a ground-plane organisation generated the greatest difference in target detection performance for near and far targets, thus suggesting a greater difference in perceived size than at other scene orientations. Furthermore, our results are consistent with the linear combination of elevation and texture gradient cues to distance for the computation of 3D size and suggest that this combination occurs at an early stage of visual processing.
