Abstract: This paper is concerned with the regression coefficient and autoregressive order shrinkage and selection via the smoothly clipped absolute deviation (SCAD) penalty for a partially linear model with time series errors. By combining the profile semiparametric least squares method and SCAD penalty technique, a new penalized estimation for the regression and autoregressive parameters in the model is proposed. We show the asymptotic property of the resultant estimator is the same as if the order of autoregressive error structure and nonzero regression coefficients be known in advance, thus achieving the oracle property in the sense of Fan and Li (2001) . In addition, based on a prewhitening technique, we construct a two-stage local linear estimator (TSLLE) for the nonparametric component. It is shown that the TSLLE is more asymtotically efficient than the one which ignores the autoregressive time series error structure. Some simulation studies are conducted to illustrate the finite sample performance of the proposed procedure. An example of application on electricity usage data is also illustrated.
Introduction
It is well known that parametric models are useful tools to analyze the practical data. However, in order to avoid to suffer from large modeling biases one needs to specify the forms of parametric models correctly. With the increasing of complication of studied problems and dimensionality of data it is not easy to specify the forms of parametric models correctly. As an alternative, nonparametric smoothing can ease the concerns on modeling biases. However, the "curse of dimensionality" of the nonparametric method hampers its wide use. The readers could refer Härdle (1990) and Fan and Gijbels (1996) for the details. One of methods for attenuating these disadvantages is to model covariate effects via a partially linear structure, a combination of linear and nonparametric parts in which the relationship between the response and some explanatory variables are linear and the relationship between the response and some explanatory variables are unspecified. This results in the famous partially linear models proposed by Engle et al. (1986) . Generally, a partially linear model can be written as
where y t is the response, both X t = (x t1 , . . . , x tp ) T and z t are possibly vector-valued explanatory variables, ε t is a random error independent of (X T t , z T t ) T with E(ε t ) = 0 and Var(ε t ) = σ 2 ε , β = (β 1 , . . . , β p ) T is an unknown parameter vector having the same dimension as X t , g(·) is an unknown smooth functions, and the superscript ( T ) denotes the transpose of a vector or matrix.
After the model (1.1) was introduced, much effort has been made to study its corresponding estimation and statistical inference. The work in this line include, for example, Engle et al. (1986) , Speckman (1988) , Robinson (1988) , Chen (1988) , Chen and Shiau (1991, 1994) , Gao (1995) In addition, in many problems, when each observation is recorded at specified time, strong serial correlation might arise. An example is the electricity usage data which consist of quarterly observations in Ontario for the period 1971 to 1994 (Yatchew 2003) . According to Brockwell and Davis (1991) both MA and ARMA processes can be well approximated by an AR process. Therefore, an AR process is usually implemented to fit the serial correlation error structure. Until now several authors have allowed ε t to follow an AR process
with {η t } n t=q+1 being independent and identically distributed (i.i.d.) random errors with Eη t = 0 and V ar(η t ) = σ 2 η . They include Engle et al. (1986) , Gao (2007) , You and Chen (2007) , Aneiros-Pérez and Vilar-Fernández (2008), Risa and Takayuki (2009) . All these authors make an assumption that the lagged order of autoregressive error structure is known. This is not true in practical problems and misspecification of the lagged order will result in the reduction of estimation efficient and prediction precision. Therefore, how to correctly determine the lagged order of autoregressive error structure deserves our investigation. Same as other modeling methods, in the absence of prior knowledge, a large number of variables may be included in model (1.1) to reduce possible model bias. This may lead to a complicated model which includes many insignificant explanatory variables, resulting in less predictive powers and difficulty in interpretation. As a result, variable selection is essential to statistical modeling. In last decade, alternative variable selection procedures have been proposed, which can simultaneously shrink regression coefficients and set minor coefficients to zero, such as Bridge regression (Frank and Friedman, 1993) , LASSO (Tibshirani,1996 , Fu,1998 , SCAD (Fan and Li, 2001 ) and MCP (Zhang, 2010 ) and others.
The major contribution of this paper is that we utilize a unified shrinkage technique to select the significant explanatory variables in the parametric part and determine the order of lagged terms.
The asymptotic property of the resulting estimator is the same as if the order of lagged terms and nonzero regression coefficients and functions be known in advance, thus achieving the oracle property in the sense of Fan and Li (2001) . Our method is an extension of Wang, Li, and Tsai (2007) who focused on the parametric models. Although such an extension is straightforward, the development of statistical properties for the resulting estimators is not trivial, because when we transfer the model (1.1) to a linear model using the profile principle, such a profile procedure leads that the synthetic response and explanatory variables. Therefore, new theoretical tools are required to derive the large sample properties for the penalized profile semiparametric least squares estimators.
In addition, based on a pre-whitening technique and the estimated parametric component, we construct a two-stage local linear estimator (TSLLE) for the nonparametric component. It is shown that the TSLLE is more asymptotically efficient than the one which ignores the autoregressive time series error structure. The pre-whitening technique is used by Xiao, et al. (2003) and Liu, Chen and Yao (2009). However, they just investigate the estimating problem of purely nonparametric models.
The rest of this paper is organized in the following way. In Section 2 we describe the profile semiparametric least squares estimation with the SCAD penalty. In Section 3, we establish the selection consistency and the oracle property of the resultant estimator. In Section 4, we develop a pre-whitening local linear estimator for the nonparametric component. An algorithm is presented in Section 5. We demonstrate the performance of the proposed methodology through comprehensive simulations and an application to the electricity sales data in Section 6 and 7, respectively. The paper is concluded by Section 8. All proofs of main results are relegated to the supplementary material.
Profile Least Squares and SCAD Penalty Estimation
For notational simplicity, throughout this paper we assume that z t is scalar. According to Fan and Gijbels (1996) , compared with the traditional kernel methods the local polynomial approach can automatically correct boundary effect. Threfore, we apply the local linear smoothing to g(z t ). On the other hand, the profile least squares technique is a useful approach in semiparametric models (Speckman, 1988 , Carroll et al., 1997 , Murphy et al., 2000 , Fan and Huang, 2005 , Lam and Fan, 2008 . Same as the authors mentioned above, we also implement the profile least squares technique to estimate regression coefficients in the model (1.1).
For given z, we can locally approximate g(z t ) with a linear function
Then the estimator of a = g(z) and b = hg ′ (z) can be obtained by minimizing the following least square type objective function
where
Then, (1.1) can be written as
As a result, an estimator of a and b from (2.2) can be expressed as
Combining the error structure model (1.2), it holds that
Let y * t = y t − S t Y, X * t = X t − S t X, then the estimator for β and γ = (γ 1 , · · · , γ q ) T can be obtained by minimizing the following least squares type objective function
(2.5)
In order to shrink insignificant coefficients of (β T , γ T ) T to zero, same as Fan and Li (2001), we obtain the estimator of (β T , γ T ) T by minimizing the following SCAD penalty criterion
where p λ (·) and p µ (·) are defined same as Fan and Li (2001).
Selection Consistency and Asymptotic Normality of the Resultant Estimators
In order to present the selection consistency and asymptotic normality of the resultant estimators in last section, we first introduce some notations and technical assumptions.
T being the true coefficient vectors, where θ
Correspondingly, denote estimators of θ 1 and θ 2 by θ 1 and θ 2 , respectively. The following assumptions are needed, and they are not the weakest possible conditions. Assumption 1. The sequence X t is independent ε t for all t = 1, · · · , n. 
Assumption 5. The random variable z t has a bounded support [0, 1], and its density function f Z (z)
is Lipschitz continuous and bounded away from 0 on its support. Assumption 6. The sequence of {(z t , ε t )} is a strictly stationary sequence satisfying the mixing
, and ∀ l ≥ 1, where p denotes the joint density of (z t , ε t ). Further, for some s > 2, λ > 1 − 2/s and interval z ∈ [0, 1], then
Assumption 7. BothX t and z t have finite second order moment. Furthermore, let 
, and a n = max{p
} . The following theorem shows the √ n-consistency of the resulting estimators.
Theorem 1 Suppose that Assumption 1 to Assumption 8 hold. If b
The next theorem shows that the resulting estimators shrink to 0 with probability 1 for insignificant regression coefficients. 
Theorem 2 implies that SCAD penalty estimators possess the sparsity property for insignificant regression and autoregressive coefficients. 
where Σ 0 is the submatrix of Σ corresponding to θ 0 1 .
Theorem 3 shows that the resulting estimators can be as efficient as the oracle estimator in an asymptotic sense.
In order to apply Theorem 3 to make statistical inference, the consistent estimators of σ 2 η and Σ are
We here omit the proof of the property for estimators.
Pre-whitening Estimation for Nonparametric Component
If we ignore the autoregressive error structure, it is easy to obtain an estimator of (g(z), hg ′ (z)) T which has the form
Obviously, ( g(z), h g ′ (z)) T is not asymptotically efficient since it does not take the error structure into account. Same as Xiao, et al. (2003) and Liu, Chen and Yao (2009), we will implement the pre-whitening technique to construct a two-stage local linear estimator for (g(z), hg ′ (z)) T .
Then, E(y t |z t ) = g(z t ) and Var(y t |z t ) = σ 2 η . Due to the fact that σ 2 η < σ 2 ε , we can usey t to construct a more asymptotically efficient estimator for g(z t ). However,y t involves the unknown parameters β, γ j and ε t−j . Therefore, we replace β, γ j and ε t−j by β, γ j and ε t−j iny t . As a result, we construct a two-stage local linear estimator of (g(z), h * g ′ (z)) T which has the form
Then, the theorem below shows that the asymptotic property of (
Theorem 4 Suppose that Assumption 1 to Assumption 8 hold, denote ζ
.
By Lemma 4 in the supplementary material, noted that σ 2 η < σ 2 ε , this implies that the two-stage local linear estimator ( g T S (z), g ′ T S (z)) T is more asymptotically efficient than ( g(z), g ′ (z)) T .
Computational Algorithm
Owing to objective function (2.6) is neither differentiable at the origin nor concave, we adapt the local quadratic approximation (Fan and Li, 2001 , and Fan and Peng, 2004) procedure to this issue.
Since (2.6) contains the order q as well as regression and autoregressive parameters, it is reasonable to minimize the two following objective functions iteratively:
When γ is fixed, we use the local quadratic approximation for the first formula at the true value for β 0 , and it reduces to a quadratic minimization problem:
In order to complete the whole iterative process, we minimize the following two objective functions
with a fixed γ (l−1) , and
with a fixed β (l) . When max
, we stop the algorithm process. At the same time, we use the same approach for the estimator of γ .
We use the least squares estimator without considering of autocorrelation as an initial estimator for the regression coefficients. Then, computing the ordinary residual, we combine the least squares and the estimated residual to obtain the estimator of autoregression coefficients.
In order to complete iterative process, we need to select the tuning parameters (λ, µ) for the SCAD. Same as Wang, Li and Tsai (2007), we use the BIC criterion:
where RSS(λ, µ) = L n ( β, γ) and m(λ, µ) is the number of nonzero coefficients of (λ, µ). We minimize BIC(λ, µ) over a grid of points distributed as (0,
we can obtain the tuning parameters and the order q. (2003), we use the rule of thumb bandwidth, h = 1.06S x n −1/4 , and h * = 1.
As Xiao et al
where S x is the standard error of X t . From our limited simulation experience, the bandwidths are appropriate for the model proposed in this article.
Simulation Studies
In this section, we conduct several Monte Carlo simulation studies to investigate the finite sample performance of the SCAD penalty estimators proposed in previous sections. The data are generated In our simulation, we take n = 100, 200 and 400, and the number of replication is 1000. We consider the following scenarios: σ η = 1 or 2. Define signal-to-noise ratio(SN R) as follows: 
We use the Gaussian kernel
2 ), and the Rule of thumb is applied to select bandwidth. The parameters estimators and the corresponding standard deviation under different sample size are given in the following Table 1 .
From Table 1 we make the following observations: Tables 2, where " variable and the autoregressive error order by SCAD penalty are satisfied, especially when the sample size is moderate or large.
In addition to the estimation of nonparametric function, two types estimation proposed in this article for nonparametric component are presented in Table 3 . Engle et al. (1986) proposed the partially linear model, they analyzed the relationship between temperature and electricity usage. Yatchew (2003) estimated a similar model. As both high and low temperatures lead to the increasing of electricity usage, it is natural to assume the impact of temperature on electricity consumption to be nonlinear, and a linear relationship may be assumed for other regressors. Here, SCAD-penalty is applied to select significant explanatory variables and autoregressive errors order. The data consist of quarterly observations in Ontario for the period 1971 to 1994 (Yatchew, 2003) .
An Application Example

The specification is
Elec is the log of electricity sales, T emp is heating and cooling degree days measured relative to 68 • F , Relprice is the log of the ratio of the price of electricity (pelec) to the price of natural gas (P gas ), Cdd is the cooling degree days per quarter, Hdd is the heating degree days per quarter, and
Gdp is the log of gross provincial.
We first fit the data with classical partially linear model, and initial resulting estimated coefficients That is to say, we can assume:
In the same way, we fit the autoregressive errors, and the resulting estimators are γ 1 = 0.4286, γ 2 = 0.0285, γ 3 = 0.1811, γ 4 = 0.1165.
By the formula of (5.4), we can obtain that (λ, µ) ∈ (0, 0.7011) × (0, 0.7011). The surfaces plot for parameters selection process is illustrated as figure 2.
Then, under the SCAD-penalty, β 3S = β 4S = 0. Combined with initial coefficients, it shows that neither Cdd nor Hdd is significant. Furthermore, γ 2S = γ 3S = γ 4S = 0, which show that the estimated residuals satisfy AR(1) process, and we obtain the following function estimator: The estimator for unknown function f (T emp t ) is given as figure 3 . Both (a) and (b) indicate the relationship between Elec and T emp is nonlinear, Elec is get much bigger when T emp is low as well as it is high. 
Concluding Remarks
In this paper, we have investigated the estimating and selecting problem of a partially linear model with correlated errors. By combining the linear local approximation and semiparametric least squares, the estimator and selector for both regression coefficients and autoregressive parameters have been constructed. Their consistency, asymptotic normality and oracle property were established. Based on the estimated time series error structure and pre-whitening technique, we further constructed a two-stage local linear estimator for the nonparametric component of the model. The two-stage local linear estimator was shown to be asymptotically normal and more efficient than the one ignoring the estimated time series error structure.
Important and interesting further studies can be conducted on inference problems such as how to identify which explanatory variables are linear and which explanatory variables are nonlinear relevant.
One may also be interested in check whether the nonparametric component has a parametric form.
In addition, it may be more reasonable to allow p and q to increase with the increasing of sample size.
These issues are not easy and yet deserve our further investigations in the future.
