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Résumé 
Les méthodes de classification ont pour but de regrouper en classes assez homo-
gènes un ensemble d 'individus. Il existe plusieurs méthodes classiques dont notam-
ment la Classifictaion Ascendante Hiérarchique, la méthode des centres mobiles dont 
les K-means, les modèles de mélange gaussien etc. Elles sont cependant limitées dans 
le traitement de données de grande dimension. Ce mémoire s' intéresse à la clasifica-
tion profonde pour contourner les limitations des méthodes classiques. Elle est basée 
sur l'apprentissage profond et chapeaute plusieurs méthodes neuronales dont notam-
ment le perceptron multicouches et les réseaux de neurones à convolution. Dans ce 
mémoire, nous exploiterons plus particulièrement les auto encodeurs convolutionnels. 
Ces derniers font appel à des méthodes de classification classiques au niveau de la 
couche latente faisant suite à une réduction de dimensionnalité des données. Ces deux 
méthodes sont toutes appliquées sur la base de données MNIST pour des fins de pré-
diction. Le perceptron nous donne de meilleurs résultats. 
Les architectures et les résultats de plusieurs méthodes de classification profonde ap-
pliqués sur MNIST sont présentés dans un tableau récapitulatif. Ils sont comparés sur 
la base de leurs ACC et leurs NMI. En faisant des simulations sur certains hyperpa-
ramètres d 'un modèle développé, nous sommes parvenus à améliorer les résultats . 
Abstract 
The aim of classification methods is to group together a set of individuals into 
fairly homogeneous classes. There are several classical methods including in particular 
the Ascending Hierarchical Classification, the method of mobile centers including K-
means, Gaussian mixture models etc. They are however limited in the processing of 
large data. This thesis focuses on deep classification to get around the limitations 
of classical methods. It is based on deep learning and covers several neural methods 
including in particular the multilayer perceptron and convolutional neural networks. 
In this thesis, we more particularly use convolutional autoencoders. The latter use 
classical classification methods at the level of the latent layer following a reduction in 
dimensionality of the data. These two methods are all applied on the MNIST database 
for prediction purposes. The perceptron gives us better results. 
The architectures and the results of several deep classification methods applied on 
MNIST are established in a summary table. They are compared on the basis of their 
ACCs and NMIs. By doing simulations on certain hyperparameters of a developed 
model, we managed to improve the results. 
Avant-propos 
Ce document s' intéresse aux méthodes de classification, en particulier la clas-
sification profonde. Les architectures inspirées des modèles d 'apprentissage profond 
permettront de bien distinguer leurs performances. Elles sont appliquées sur la base 
de données MNIST. 
Je tiens à adresser mes sincères remerciements à ma directrice de recherche Mme N a-
dia Ghazzali pour avoir accepté de diriger mon projet de recherche. Je souhaiterais 
également la remercier pour sa disponibilité et son appui tant du côté financier que 
pédagogique. Merci infiniment pour les efforts consentis dans la lecture et des correc-
tions de fond et de forme apportées, sans lesquelles ce document ne pourrait atteindre 
ce stade de clarté et de précision. 
Mes remerciements vont également à l'endroit de mes parents qui m'ont toujours 
orienté, appuyé et motivé. Un grand merci aussi à mes frères et soeurs, mes collègues, 
mes amis et à tous ceux qui ont contribué de près ou de loin à la rédaction de ce 
mémoire. 
Introduction 
La classification est une méthode très importante en analyse de données et peut 
être appliquée dans plusieurs domaines. Elle inclut des méthodes classiques dont le 
but est de former des classes selon des critères de distance ou de similarité. Cependant, 
elles sont limitées compte tenu de leur temps d'exécution et de la capacité de fonc-
tionnement des machines. Ainsi, avec l'arrivée de l'intelligence artificielle, différentes 
méthodes de classification ont été développées et parviennent à contourner certaines 
limitations des méthodes classiques. En 1943, McCulloch et Pits ont conçu le premier 
modèle de réseau de neurones inspiré du fonctionnement des cellules nerveuses bio-
logiques [2 1]. C'est dans ce cadre qu'est né le perceptron multicouches pour traiter 
des situations plus complexes en terme de taille de données. Par la suite, d 'autres 
algorithmes ont été proposés suivant la nature des donnés. On note par exemple les 
réseaux de neurones à convolution pour le traitement de donnés d'images. 
Des travaux de recherches récents ont proposé un cadre général de classification pro-
fonde (DeepCluster) pour intégrer certaines méthodes de classification classiques, no-
tamment la méthode K-means et les modèles de mélange gaussien dans les modèles 
d 'apprentissage profond. Plusieurs études et algorithmes ont été menés dans ce cadre. 
Les autoencoders sont des méthodes neuronales apprenant à reconstruire les entrées 
originales à la sortie le plus fidèlement possible. Selon la nature des données et la 
méthode de classification intégrée, un type d 'autoencoder est généralement utilisé 
comme branche principale pour l'extraction des caractéristiques avant la formation 
des classes. D'autres modèles ut ilisent le perceptron multicouches. 
Ce mémoire a pour objectif principal d 'étudier l'architecture des méthodes de classi-
fication profonde et de comparer différentes méthodes existantes et appliquées sur la 
9 
base de données MNIST (ht tp ://yann.lecun.com/exdb/ mnist/) [17]. Elles sont éva-
luées suivant des indicateurs de performance. Nous avons par la suite effectué plusieurs 
simulations des hyperparamètres dans le but d 'étudier le comportement d 'un modèle. 
Le mémoire sera divisé en quatre chapit res. Dans le premier , nous étudierons les mé-
thodes de classification classiques et nous les appliquerons sur des exemples simples. 
Le deuxième aborde les méthodes neuronales notamment le perceptron mult icouches 
et les réseaux de neurones à convolut ion. Le chapitre trois concerne la classification 
profonde où nous décrirons son architecture et ses différentes composantes. Finale-
ment, nous nous intéresserons aux méthodes de classification profonde appliquées sur 
la base MNIST dans le chapitre quatre avant de conclure et d 'esquisser quelques 
perspectives. 
Chapitre 1 
Méthodes de classification 
classiques 
L'objectif des méthodes de classification est de regrouper en classes assez homo-
gènes un ensemble d 'individus décrits par p variables. De ce fait , afin d 'affecter chaque 
individu dans la classe qui le représente le mieux, il faudra commencer par se donner: 
- Soit une mesure de distance : On appelle d une mesure de distance entre les 
individus, si pour tout x, y et z E {l , ... , n}, on a : 
1. d(x, y) ~ 0 
2. d(x, y) = d(y,x) 
3. d(x, z) ~ d(x , y) + d(y , z) 
Lorsque les deux premières conditions sont vérifiées , on parle de dissimilarité. 
- Soit une mesure de similarité: On appelle s un indice de similarité entre les 
individus, si pour tout x et y E {l , ... , n }, on a : 
1. s(x, y) ~ 0 
2. s(x,y) = s(y ,x) 
3. s(x, y) augmente lorsque x et y se ressemblent davantage 
Généralement , s(x , y) ~ I pour tout I ~ x, y ~ n 
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Exemple 1. La distance euclidienne est le type de distance le plus couramment utilisé. 
Elle se calcule comme suit : 
Si on considère deux individus x et y , décrits par p variables quantitatives, 
Pour former les classes, nous devons choisir un critère d 'agrégation qui peut être-
basé sur une distance, une dissimilarité ou une similarité. Ce critère nous permettra de 
déterminer si des classes sont suffisamment similaires pour n'en former qu'une seule. Il 
existe plusieurs méthodes d 'agrégation que nous décrirons ici en termes de distance : 
Le saut minimum : d(A, B) = min d(x, y) avec x E A et y E B 
C'est la plus petite distance entre deux membres des groupes A et B. 
- Le saut m aximum : d(A, B) = max d(x , y) avec x E A et y E B 
C'est la plus grande distance entre deux membres des groupes A et B. 
Ces deux méthodes sont sensibles aux données aberrantes 
Exemple 2 . Soit 5 individus a, b, c, d et e dont la matrice de distance est la 
suivante: 
a b c d e 
a 0 35 6 19 20 
b 35 0 27 18 9 
A 1 = 
c 6 27 0 23 16 
d 19 18 23 0 20 
e 20 9 16 20 0 
On applique le critère du saut maximum. A la première étape, les individus 
les plus proches sont a et c, avec une distance de 6. Ils sont donc regroupés 
et il importe de déterminer la distance entre la nouvelle classe (a, c) et chaque 
autre individu. On obtient alors la nouvelle matrice suivante : 
(a, e) 
b 
(a, e) b d e 
o 
35 
35 23 20 
o 18 9 
d 23 18 0 20 
e 20 9 20 0 
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Ici, à la 2ème étape, la distance minimale est 9, regroupant b et e. On obtient 
alors la matrice suivante : 
(a, e) (b,e) d 
(a, e) 0 35 23 
A3 = 
(b,e) 35 0 20 
d 23 20 0 
A la 3ème étape, l'agrégation suivante est celle de (b,e) et d avee une distance 
de 20. Il ne reste plus que 2 éléments (a,e) et (b,e, d) . 
(a,e) (b ,e, d) 
A4 = (a, e) 0 35 
(b,e,d) 35 0 
Tous les individus sont finalement regroupés dans une seule classe avee une 
distance de 35. 
- Le saut moyen : d(A , B) = nA~a L:iEA L:jEB d(Xi , Xj) 
avec nA et nB le nombre d 'individus respectivement de deux classes A et B. 
C'est la moyenne des distances deux à deux entre les individus de A et B. 
- Méthode du centroïde : d(A, B) = d(XA, XB) 
C - 1 '" - 1 '" x et - XAnA+Xana les centres de ave XA = nA L..JiEA Xi; XB = na L..Jj EB j XAB = nA+na ' 
gravité respectivement de A, de B et de la réunion de A et B. 
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- Méthode de la médiane : d(A , B) = d(XA, XB) 
avec XAB = XA~XB, la moyenne des centres de gravité de A et B . 
- Méthode de Ward : d(A, B) = n:A+;;B d2 (XA , XB) 
La méthode de Ward correspond à la perte d 'inertie résultant de l'agrégation de la 
classe A et de celle de B . Elle tient également compte de la taille des classes contrai-
rement à celle de la médiane. 
Ces trois dernières méthodes s'appliquent uniquement sur des données quantitatives. 
Il s'agira dans ce chapitre de décrire la méthodologie des méthodes de classification 
hiérarchiques et non hiérarchiques (ou méthodes de partitionnement) en faisant res-
sortir leurs différents éléments et d 'exhiber leurs forces et leurs limites en s'appuyant 
sur un exemple classique. Ensuite, nous passerons en revue l'aspect probabiliste de la 
classification. 
1.1 Méthodes de classification hiérarchique 
Il existe deux familles de classification hiérarchique : la classification ascendante 
hiérarchique (CAR) et la classification descendante hiérarchique. On s'intéresse à la 
première famille dont les méthodes sont constituées par une suite de partitions emboi-
tées. Les distances définies précédemment permettent itérativement de construire un 
arbre de classification dit dendogramme qui va aider sur le choix du nombre de classes 
à retenir. Ainsi , en découpant cet arbre à une certaine hauteur choisie, on produira la 
partition désirée. 
La procédure de la CAR consiste à rassembler successivement les individus suivant 
le plus grand nombre de degré de leurs ressemblances , c'est-à-dire en des partitions 
de moins en moins fines. 
L'algorithme de la CAR le plus simple est le suivant : 
Etape 1 : Chaque individu forme sa propre classe; 
Etape 2 : On regroupe les deux individus (ou groupes d 'individus) les plus proches, 
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c'est-à-dire ceux dont la ressemblance est maximale ; 
Etape k : Ainsi de suite, on regroupe les classes les plus proches jusqu'à ce que 
tous les individus soient dans la même classe ; 
De façon générale, le problème majeur des méthodes de classification demeure la 
détermination du nombre de classes. Ainsi , nous avons utilisé le package Nbclust [4], 
implémenté dans le logiciel statistique R permettant de comparer une trentaine de 
critères d'arrêt et propose le nombre optimal de classes qu' il faudra retenir. 
Exemple 3. Nous appliquons la CA H sur la base USArrests (lOJ disponible directe-
ment dans le logiciel R (Hartigan 1975). L 'ensemble de données contient des statis-
tiques sur les arrestations pour 100 000 habitants concernant les variables agression, 
meurtre et viol dans chacun des 50 états américains. Nous disposons aussi du pour-
centage de la population vivant en zone urbaine. 
Le tableau 1.1 nous renseigne sur les 6 premiers individus de la base. 
Murder Assault UrbanPop Rape 
Alabama 13,2 236 58 21,2 
Alaska 10 263 48 44,5 
Arizona 8,1 294 80 31 
Arkansas 8,8 190 50 19,5 
California 9 276 91 40,6 
Colorado 7,9 204 78 38,7 
TABLE 1.1 - USArrests - Extrait du jeu de données 
Analyse avec R 
USArrests 
print(head(USArrests» 
he <- hclust (dist(USArrests» 
plot (he, cex=O.6, hang=-1) 
rect.hclust (he, k=3, border = 2:8) 
La figure 1.1 donne la partition en 3 classes obtenue de la CAR. 
FIGURE 1.1 - USArrests - Dendogramme de l'ensemble des villes 
#Partition optimale avec Nbclust 
library(NbClust) 
NbClust(USArrests, distance = "euclidean", min.nc 
method = "complete") 
* Among all indices: 
* 7 proposed 2 as the best number of clusters 
* 13 proposed 3 as the best number of clusters 




* 1 proposed 6 as the best number of clusters 
* 1 proposed 8 as the best number of clusters 
***** Conclusion ***** 
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* According to the majority rule, the best number of clusters is 3 
Le nombre optimal de classes donné par NbClust est 3. Graphiquement, il corres-
pond au nombre où nous avons une chute brutale de la courbe. Elle peut être visualisée 
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La composition des classes obtenue par la CAR est détaillée dans le tableau 1.2 
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Classe 1 Classe 2 Classe 3 
Connecticut Arkansas Alabama 
Alaska Colorado Alaska 
Idaho Georgia Arizona 
Indiana Massachusetts California 
Iowa Missouri Delaware 
Kansas New Jersey Florida 
Kentucky Oklahoma Illinois 
Maine Oregon Louisiana 
Minnesota Rhode Island Maryland 
Montana Tennessee Michigan 
Nebraska Texas Mississippi 
New Hampshire Virginia Nevada 
North Dakota Washington New Mexico 
Ohio Wyoming New York 
Pennsylvania North Carolina 





T ABLE 1.2 - USArrests - Part it ion en 3 classes obtenue par la CAH 
Le tableau 1.3 nous donne la moyenne des variables pour les 3 classes. Nous remar-
quons que les classes sont formées selon les taux d 'agression de meurtre et de viol. Les 
états de la classe 1 ont des taux plus faibles. Cependant, l'insécurité est plus observée 
au niveau des états de la classe 3. 
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Classes Agression Meurtre Population zone Urbaine Viol 
1 4,27 87,55 59,75 14,39 
2 8,21 173,29 70,64 22 ,84 
3 11 ,81 272 ,56 68,31 28,36 
T A BLE 1.3 - USArrests - Moyenne des variables par classes 
1.2 Méthodes de classification non hiérarchique 
Les méthodes de classification non hiérarchique dites de part it ionnement ont pour 
object if de fixer dès le début le nombre de classes à former. Le problème auquel elles 
se proposent de répondre peut s'énoncer de la façon suivante: 
- Etant donné un ensemble de n individus, on cherche à les classer en K classes 
(2 ::; k ::; n - 1) ; 
Etant donné un critère W permettant de mesurer la qualité d 'une partit ion sur 
l'ensemble de toutes les part itions possibles en K classes sur les n individus, 
on détermine la partition P' qui optimise W . 
Cependant , à cause de l'explosion combinatoire (lorsque n dépasse quelques dizaines) , 
il est impossible d 'énumérer toutes les partitions possibles. 
Il existe plusieurs méthodes de part it ionnement . Mais on analysera plus part icu-
lièrement la méthode des centres mobiles dont les K-means et une généralisation de 
cette dernière appelée méthode des nuées dynamiques. 
1.2.1 Méthode des centres mobiles 
L'idée générale de la méthode des centres mobiles consiste à fixer K classes et 
de déplacer les individus d 'une classe à l'autre jusqu'à l'obtention d 'une meilleure 
partition. La procédure générale de la méthode des centres mobiles est la suivante: 
Choisir une configuration initiale 
Affecter les individus aux classes les plus proches 
Calculer les nouveaux centres de ces classes 
Répéter l'algorithme jusqu 'à ce qu'il y ait une stabilité de toutes les classes ou 
un nombre d 'itérations maximal atteint sinon on recommence en réaffectant 
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les individus aux classes les plus proches. 
Les nombreux algorithmes proposés diffèrent par le choix des K classes d 'individus 
fixés a priori et par la définition qu'ils donnent à l'expression « meilleure part ition ». 
S'agissant de la méthode des K-means, développée par McQueen en 1967, on choisit 
dans un premier temps K individus au hasard , considérés comme centres de classes 
[20J. Par la suite, on calcule la distance entre chaque individu et ces K centres de 
classes et on affecte les individus aux centres les plus proches. Puis, on calcule les 
centres de gravité de ces classes et on réaffecte les individus aux nouveaux cent res les 
plus proches. Ainsi de suite , on reprend le même procédé jusqu 'à ce que l'algorithme 
soit convergent. 
L'avantage de la méthode des cent res mobiles est qu 'elle n 'utilise que les distances des 
individus autour des cent res , et par conséquent elle peut classer de grands ensembles 
de données. 
L'inconvénient majeur est le fait de fixer a priori le nombre de classes à former. En 
plus, la partit ion finale à retenir dépend fortement du nombre de classes init ialement 
fixé et donc de la part it ion init iale. 
Exemple 4. Nous allons appliquer la méthode des K-means sur les mêmes données 
que celles utilisées dans la CA H en se fixant K=3. 
> kmeans = kmeans(USArrests, centers 3) 
> kmeans = kmeans(USArrests, centers = 3, nstart 10) 
> kmeans 
K-means clustering with 3 clusters of sizes 20, 14, 16 
Nous obtenons les mêmes classes que celles de la CAH. 
1.2.2 Méthode des nuées dynamiques 
C'est une extension de la méthode des K-means [7J. Ici , au lieu de choisir un seul 
individu comme centre de gravité, on considère un ensemble d 'individus représentatifs 
de la classe. Cet ensemble est appelé noyau de la classe. 
L'algorithme de la méthode des nuées dynamiques est le suivant: 
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- On sélectionne au hasard k sous ensembles notés NJ de q objets parmi les n 
objets de l'ensemble E . Les NJ sont les noyaux. 
On affecte ensuite les objets i de E aux classes j dont la distance D( i, Nn est 
minimale. On obt ient alors une partition p O = (PP, ... , P~) de E. 
- On détermine dans chaque classe PJ les q objets, notés NJ qui minimisent 
D(NJ ,PJ). 
On réitère les deux dernières étapes jusqu'à l'obtent ion d 'une partition stable. 
Puisque le choix init ial des noyaux se fait au hasard , il faudra alors répéter la procédure 
plusieurs fois de suite , en partant à chaque fois d 'une famille différente de noyaux. 
On appelle « forme forte », un ensemble d 'individus qui auront été classés ensemble 
dans toutes les part it ions. Il est intéressant de déterminer ces individus car il faut 
une certaine homogénéité pour être dans la même classe malgré le choix de différentes 
familles de noyaux. 
Enfin, la méthode des nuées dynamiques peut s'appliquer même sur des données dont 
la notion de cent re de gravité n 'a pas de sens. 
1.3 Modèle de mélange 
1.3.1 Définition 
C'est l'aspect probabiliste de la classification [22]. La ressemblance entre les élé-
ments d 'un même groupe peut se traduire par le fait qu'ils proviennent tous d 'une 
même loi de probabilité . La combinaison linéaire des lois associées à chaque classe 
conduit à un mélange de lois donné par : 
K 
P (X) = L 7fkPk(X ) 
k = l 
avec X = (Xl , ... , X n ) , l'ensemble des individus; 
7fk = P (Zik = 1), la probabilité a priori que l'individu X i provienne du groupe GK ; 
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Z = (Zl' ... , Zi, ... , Zn) leur partition en K classes G I , ... GK où : 
Zi = (Zil, ... , Zik ) tel que Zik = 1 si i E GK et Zik = 0 sinon ; 
Pk(X) = P(X = X d Zik = 1) , la probabilité conditionnelle qu 'un individu X i de X 
appartienne au groupe G K. 
Ainsi , on appelle modèle de mélange de lois m, le couple constitué par la loi paramé-
trique p(X; e) et un espace 8 contenant l'ensemble des paramètres du modèle, dans 
lequel évolue e = (7rk;Œk) 
avec Œk le paramètre de la loi qui peut éventuellement être vectoriel. 
1.3.2 Cas Gaussien 
Dans le cadre des modèles de mélange gaussien, les données X i (i = 1, ... , n) sont 
des variables continues de IRd et la densité conditionnelle des composantes s'écrit: 
avec Œk = (!-Lk, Ek), !-Lk E IRd , la moyenne de la composante et Ek E IRdxd sa matrice 
de variance-covariance. 
On cherche à obtenir une meilleure estimation de e, donc des probabilités condition-
nelles. Celeux et Govaert ont proposé en 1995 une décomposition spectrale des ma-
trices de variance pour une interprétation géométrique plus simple [3]. Ainsi, chaque 
matrice est décomposée sous la forme Ek = ÀkDkAk Df , avec: 
Àk = IEkll/2, représentant le volume de la classe k ; 
Dk, la matrice orthogonale des vecteurs propres de Ek et 
Ak' la matrice diagonale des valeurs propres normalisées , de déterminant un et s'in-
terprétant comme la forme de cette classe. 
En permettant à certains paramètres de varier dans les classes, ils sont parvenus 
à obtenir quatorze modèles différents qu'ils regroupent en trois familles (la famille 
sphérique, la famille diagonale et la famille générale). En plus, compte tenu du mo-




Un réseau de neurones se définit comme un ensemble d'algorithmes dont la concep-
tion est à l'origine très schématiquement inspirée du fonctionnement des cellules ner-
veuses biologiques. En effet, l'expérimentation menée sur les réseaux de neurones for-
mels datent de 1943 [21], suite aux travaux de McCulloch et Pitts. Ensuite, différents 
algorithmes ont été proposés selon le domaine d 'étude et les résultats attendus. Les 
méthodes neuronales sont susceptibles de contourner des problèmes complexes que 
les ordinateurs classiques ne peuvent pas en assurer la gestion. En effet, si les bases 
à traiter sont volumineuses, les tâches peuvent se révéler fastidieuses et coûteuses en 
ressources et , dans ce contexte, l'intelligence artificielle devient incontournable. 
De nos jours, les réseaux de neurones peuvent être appliqués dans de nombreux sec-
teurs dont notamment : 
Le traitement d'images reconnaissance de caractères , de signatures, ou de 
formes, compression d 'images, cryptage, classification, etc. 
Le traitement du signal : filtrage , classification, identification de sources, trai-
tement de la parole, etc. 
Contrôle : commande de processus, diagnostic de pannes, contrôle de qualité, 
etc. 
Optimisation: planification, gestion, finance, etc. 
Simulation : prévisions météorologiques, recopies de modèles, etc. 
Nous abordons dans cette partie, les différentes règles et types d 'apprentissage d'un 
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réseau de neurones, puis, une application avec la méthode du perceptron multicouches. 
2.1 Processus d'apprentissage 
Cette section s'appuie sur les travaux de Parizeau [23]. 
2.1.1 Apprentissage a utomatique 
L'apprentissage automatique (machine learning) est une branche de l'intelligence 
artificielle permettant au réseau d 'apprendre de ses erreurs et d 'améliorer sa perfor-
mance à partir de stimuli qu 'il reçoit de son environnement. Il permet d 'améliorer 
un réseau de neurones couche après couche jusqu'à la sortie des résultats . Selon le 
nombre de neurones et de couches cachées du réseau, le modèle peut ne pas prévoir 
de manière fiable les observations futures. Ainsi, s'il n 'a pas pu apprendre toute l'in-
formation contenue dans l'ensemble de données, on parle de sous-apprentissage. Le 
sur-apprentissage par contre survient lorsque le modèle se souvient d 'un grand nombre 
d 'exemples sans parvenir à remarquer des fonctionnalités. Il existe plusieurs types et 
règles d 'apprentissage. 
2.1.1.1 T y p es d 'app rentissage 
Compte tenu des informations disponibles et du type de réseau, nous pouvons 
avoir notamment : 
L 'apprentissage supervisé 
L'apprentissage est dit supervisé lorsque les données qui entrent dans le proces-
sus sont déjà catégorisées et que les algorithmes doivent s'en servir pour prédire 
un résultat. Il sera ainsi possible de connaitre les sorties en se basant sur les 
données d 'entrainement. On peut parexemple donner au système une liste de 
profils clients contenant des habitudes d 'achat , et expliquer à l'algorithme les-
quels sont des clients habituels et lesquels sont des clients occasionnels. Une 
fois l'apprentissage terminé, l'algorithme devra pouvoir déterminer tout seul à 
partir d'un profil client à quelle catégorie celui-ci appartient . 
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L'apprentissage non supervisé 
En apprentissage non supervisé, notre réseau doit apprendre sans intervention 
externe, c'est à dire sans professeur , et donc on n 'a aucune idée sur les sorties. 
C'est à la fin de l'apprentissage que le réseau formera des classes comportant 
des individus similaires. 
2.1.1.2 Règles d'apprentissage 
Il y a différentes règles d 'apprentissage pour l'adaptation des poids des neu-
rones. La méthode à appliquer dépend de ce qu 'on veut obtenir du réseau en 
question [23J. On en distingue notamment : 
L'apprentissage compétitif 
Généralement , tous les neurones doivent apprendre simultanément , et de la 
même manière d 'une couche à l'autre jusqu 'à la sortie des données. En ap-
prentissage compétitif, un seul neurone (ou éventuellement ses voisins) appelé 
«vainqueur » bénéficie d 'une adaptation de son poids. Il s'agit donc de faire 
compétitionner les neurones afin de déterminer celui qui sera actif à un mo-
ment donné. 
Dans sa forme la plus simple, il n y a pas de couches de neurones intermédiaires 
entre les entrées et les sort ies. 
L'apprentissage par correction des erreurs 
Il est principalement fondé sur la correction de l'erreur observée en sort ie. En 
effet , Soit ai(t) la sortie que l'on obtient pour le neurone i au temps t et di(t ) 
la sortie que l'on désire obtenir pour ce même neurone au même temps. 
L'objectif de cette méthode d'apprent issage est de calculer l'erreur ei(t ) 
di(t) - ai(t) et de chercher à la réduire autant que possible. 
L'apprentissage par correction des erreurs consiste à minimiser un indice de 
performance F basé sur les signaux d 'erreur ei(t ), dans le but de faire conver-
ger les sorties du réseau avec ce qu 'on voudrait qu'elles soient . Un critère très 
populaire est la somme des erreurs quadratiques : 
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F (e( t)) = l:r= l (ei( t )? 
avec e(t) = [el (t) ... ei (t ) ... es (t) ]T et S le nombre de neurones de sortie du réseau. 
L 'apprentissage par la règle d e Hebb 
Cette règle d 'apprentissage est basée sur la règle du neurophysiologiste Do-
nald Hebb : Si deux neurones interconnectés sont simultanément activés, alors 
le poids de la connexion qui les relie doit augmenté, sinon il est affaibli ou 
carrément éliminé [11]. 
2.1.2 Apprentissage profond 
Depuis les années 2000, l'apprent issage profond (deep learning) est apparu comme 
une nouvelle zone de l'intelligence artificielle. C'est une classe de techniques d 'appren-
tissage automatique, modélisant les données avec un haut niveau d 'abstraction grâce à 
de multiples architectures. Les modèles d 'apprentissage profond ont considérablement 
amélioré l'état de l'art en matière de reconnaissance vocale, reconnaissance visuelle 
d 'objets , détection d 'objets et de nombreux aut res domaines tels que la découverte 
de médicaments et la génomique [16]. Plus le nombre de couches cachées est élevé, 
plus le réseau est profond. Au sein du cerveau humain, chaque neurone en activité 
peut produire un effet excitant ou inhibiteur sur ceux auxquels il est connecté. Le 
principe est similaire dans le cadre d 'un réseau de neurones artificiel où un certain 
poids est assigné à différents neurones. Un neurone qui reçoit plus de charge exercera 
plus d 'effet sur les neurones adjacents. La couche finale du réseau émet une réponse à 
ces signaux. Prenons un exemple concret dans le cadre de la reconnaissance d 'images 
en utilisant un réseau de neurones pour reconnaitre les images qui comportent au 
moins un chat . Pour pouvoir identifier les chats, l'algorithme doit pouvoir distinguer 
les différents types de chats et reconnaitre un chat de manière précise quelque soit sa 
posit ion. Pour cela, le réseau de neurones doit être bien entrainé en compilant plu-
sieurs images de chats différents , mélangées avec d 'autres types d 'objets. Toutes ces 
images seront ensuite converties en données et transférées sur le réseau. C'est enfin la 
dernière couche du réseau qui va déduire s'il s'agit ou non d 'un chat . Ce processus est 
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ensuite répété plusieurs fois (c'est le nombre d 'époques) jusqu'à ce que le réseau soit 
en mesure de reconnaitre un chat sur n 'importe quelle image. Il garde cette informa-
t ion en mémoire et s'en sert plus tard . Il s'agit donc d 'un apprent issage supervisé. Il 
existe plusieurs architectures selon le champ d'application : 
Perceptron multicouches 
Réseau de neurones à convolut ion / Convolut ional Neural Networks (CNN) 
Autoencodeur 
Restricted Boltzmann machine (RBM) 
Recurrent neural network (RNN) 
Long Short Term Memory networks (LST M) 
etc 
Dans ce mémoire, nous nous intéressons plus particulièrement aux 3 premiers réseaux 
pour décrire l'architecture de la classification profonde. Les autoencodeurs seront pré-
sentés au chapitre suivant . 
2.2 Perceptron Multicouches 
Le percept ron multicouches est un type de réseau de neurones, introduit en 1958 
par Franck Rosenblatt [27]. De nos jours, c'est l'un des réseaux les plus utilisés pour 
résoudre des problèmes d 'approximation, de classification ou de prédiction. Il est gé-
néralement appliqué aux problèmes d 'apprent issage supervisé. L'apprentissage par 
correction des erreurs (rétropropagation du gradient) est utilisé pour effectuer les 
ajustements de pondération et biais ent re les différents neurones. Nous étudierons le 
fonctionnement du percept ron multicouches ainsi que ses différentes composantes. 
Dans sa forme la plus simple, le percept ron comprend deux couches : une couche 
d 'ent rée et une couche de sortie directement connectées. Dans ce cas, les fonctions 
d 'activation sont de type seuil (0 ou 1) (Voir section 2.2.2) . Il est ainsi limité dans ses 
applications car il faut en plus que les variables soient linéairement séparables. 
Les auteurs Rumelhart et al. ont proposé une généralisation en incluant une ou plu-
sieurs couches couchées [28] et ut ilisé d'autres types de fonctions d 'activation qui 
27 
seront présentés à la section 2.2 .2. 
2.2.1 Fonctionnement 
Le fonctionnement du perceptron multicouches est organisé en trois parties (voir 
figure 2.1) 
La couche d 'entrée : Elle est constituée d 'un ensemble de neurones qm 
portent le signal d 'entrée et reçoivent les données sources que l'on veut ut i-
liser pour l'analyse. 
Les couches cachées : Elles const ituent le véritable moteur de calcul du 
perceptron. C'est la phase de l'apprent issage. Ici , le réseau étudiera les relations 
entre les différentes variables et effectue ensuite les pondérations. Le choix du 
nombre de couches est arbitraire mais il se fait généralement par essai erreur , 
et les sorties d 'une couche sont les entrées de la suivante. 
La couch e de sor tie : Elle donne enfin le résultat final obtenu par notre 
réseau. 
FIGURE 2.1 - Or~anisation du perceptron multicouches 
2.2.2 Fonctions d 'activation 
Une fonction d 'activation est utilisée pour ent rainer le réseau en t ransmettant des 
signaux aux autres noeuds ent re les différentes couches. Les poids sont ensui te ajustés 
au fur et à mesure. Les fonctions sont nombreuses mais les plus ut ilisées sont : 
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- La fonction seuil : Également appelée modèle tout ou rien, elle applique une 
valeur seuil sur son entrée et permet de prendre des décisions binaires (voir 
figure 2.2). 
si x < 0 
si x;:::: 0 
1 
0.5 
-0.5 0 0.5 
FIGURE 2.2 - Fonction seuil 
La fonction sigmoïde : Son équation est donnée par : 
1 
f (x) = 1 + e-X 
Elle est similaire à la fonction seuil, mais elle est cont inue, dérivable en tout 
point et sa sort ie est toujours comprise dans l'intervalle [0, 1] (voir figure 2.3). 
Elle est généralement utilisée dans la dernière couche puisqu'elle permet de 















-6 -4 ·2 o 6 
FIGURE 2.3 - Fonction sigmoïde 
La fonction tangente hyper holique : 
1 - 2x -e 
f( x) = tanh(x) = 2 
1 + e- x 
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Elle ressemble à la fonction sigmoïde. La différence est qu 'elle produit un résul-
tat compris entre -1 et 1 et est centrée sur 0 (voir figure 2.4). Elle est utilisée 
dans des situations où on a pas des probabilités à ressortir. 
· V 
tanh(x,) __ ----
-2 2 x 
FIGURE 2.4 - Fonction tangente hyperbolique 
- La fonction ReLu (Unité de Rectification Linéaire) Elle est donnée 
par la formule : 
f( x) = max(O, x) 
Elle peut être considérée comme une généralisation de la fonction seuil (voir 
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figure 2.5). Si l'entrée x est négative, la sortie est 0, sinon la sortie est x. Elle 









-2 -1 a 1 2 
FIGURE 2.5 - Fonction RelU 
2.2 .3 Rétropropagation des erreurs 
2.2.3.1 D éfinition 
Il s'agit de calculer l'erreur commise par le réseau à la sortie et d'essayer de la 
minimiser [28]. Etant donné que l'apprentissage est de type supervisé, on propage 
cette erreur de la sortie vers les couches cachées jusqu'à l'entrée. L'algorithme utilise 
l'erreur quadratique moyenne comme indice de performance et est optimisé par la 
méthode de descente du gradient. 
2.2.3 .2 A lgor it h me d e d escente du gradien t 
Il est appliqué lorsqu 'on cherche à trouver le minimum d 'une fonction dont on 
connait l'expression analytique et dont le calcul direct de ce minimum s'avère difficile. 
Ce minimum doit être global pour tout le modèle. Il faut ainsi initialiser les poids à de 
petites valeurs aléatoires pour éviter d'obtenir un minimum local. C'est ce qui rend 
possible l'apprentissage et facilite la mise à jour des poids afin d 'adapter le modèle 
aux données. La méthode de la descente du gradient consiste alors à construire une 
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suite de valeurs Xi de manière itérative : 
ou encore 
~X = - rlf' (x) 
avec rJ une constante appelée vitesse d 'apprentissage et f' (x) la dérivée de la 
fonction d 'activation f( x ). 
~x représente la valeur que l'on ajoute à X à chaque itération. 
De manière générale, en dimension n, si on note le vecteur d 'entrée X = (X l , X2, ... , xn ), 
on cherche à minimiser la fonction E de n variables E (X ) = E (XI, X2, .. . , xn ) . La 
formule de mise à jour est : 
~X = - rJV E (X ) 
V E (X) désigne la fonction « gradient » et est un vecteur avec n coordonnées. 
Dans la formule de la descente du gradient , la j ièm e coordonnée de X , Xj, est mise à 
jour avec: 
BE BE 
~Xj = - rJ !:)xJ' (X) = - rJ !:) ( ) U UXj Xl, X2, .. . , Xn 
2.2.4 Application du perceptron multicouches sur MNIST 
La bibliothèque tensorfiow (Voir le script en annexe A) de python permet l'en-
trainement du perceptron multicouches. Ce dernier est appliqué sur la base MNIST 
(http :j jyann.lecun.comjexdbj mnist j), constituée de 70 000 chiffres manuscrits (7000 
images par chiffre de a à 9), dont 60 000 pour l'entrainement des données et 10 000 
pour le test . Chaque image a 28 x 28 pixels et est traitée par les algorithmes d 'ap-
prent issage comme un vecteur de 784 = 28 x 28 variables. 
La figure 2.6 est un échantillon de 64 images tirées au hasard sur la base MNIST. 
L'objectif est de reconnait re les chiffres de la base test suite à l'entrainement des 
données. 








cfr50 q /tJ5 
FIGURE 2.6 - Echantillon de la base MNIST 
vectorielle comme l'indique le tableau 2.1 : 
T ABLE 2.1 - Exemple de Résultat attendu 
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La précision du modèle est évaluée à l'aide de la métrique accuracy (ACC) compte 
tenu de la classe où il met l'image comparée à la vraie classe attendue de l'image. 
2.2.5 Accuracy (ACC) 
C'est le ratio entre le nombre d 'observations bien prédites et le nombre total d 'ob-
servations. Elle est donnée par la formule suivante : 
avec 1 (.), la fonction indicatrice, 
ri, le vrai label de l'observation i, 
Ci, la classe contenant i 
et m( .) représentant l'ensemble des possibilités d'affectation des observations dans les 
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classes. 
En considérant 150 neurones dans la couche intermédiaire avec 300 époques pour 
l'entrainement des données, nous aboutissons à une ACC = 0,93. La figure 2.7 donne 
les courbes d 'erreur pour les jeux de données d 'entrainement et de test en fonction du 
nombre d 'époques. 
LO 1 1 l 
- Erreu r d'entr.ai nement 








o 50 100 150 200 250 300 
FIGURE 2.7 - Courbes d 'erreur d 'entrainement et de test du perceptron multicouches 
2.3 Réseau de neurones à convolution 
Les réseaux de neurones à convolution, inspirés du cortex visuel des animaux, 
sont très utiles pour effectuer la classification d 'images. Grâce à leur architecture, ils 
sont capables d 'exploiter certaines caractéristiques propres comprises dans l'image à 
travers les couches de convolution [24]. 
2.3.1 Architecture 
L'architecture des réseaux de neurones à convolution est généralement constituée 
de trois types de couches : la couche de convolution, la couche « pooling » et la 
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couche entièrement connectée. Habituellement, une couche de convolution est suivie 
de la fonction d 'activation RelU puis d'une couche de « pooling », cette séquence 
peut être répétée plusieurs fois jusqu'à la couche entièrement connectée pour former 
un réseau convolutif. 
2.3.1.1 La couche de convolution 
Il s'agit du premier traitement fait sur les images d'entrée. Celles ci sont dans un 
premier temps transformées en tableau de pixels. L'opération de convolution consiste à 
construire plusieurs cartes de caratéristiques ou « future maps » à travers des matrices 
appelées noyaux ou filtres. Ces noyaux sont générés par le réseau compte tenu des 
caractéristiques (formes, couleurs, textures, etc) qu' il souhaite extraire des images. 
On choisit le « st ride », le pas auquel on déplace horizontalement et verticalement le 
noyau à travers l'entrant. 
La phase de convolution est ainsi formulée comme suit: 
1
+00 
s(t) = (f * g)(t) = -00 f(T)g(t - T)dT 
avec f représentant la fonction des entrées t , et g la fonction du noyau. 
La convolution est ainsi décrite comme une moyenne pondérée de f, avec g représen-
tant la pondération associée à f. 
Exemple 5. La figure 2.8 donne l 'exemple d'une opération de convolution avec un 
noyau de dimension 3*3 appliqué sur l 'image d'entrée. Les valeurs de la carte de 
caractéristiques sont obtenues de la façon suivante : 
Par exemple, le chiffre 0 qui se trouve sur la carte de caractéristique en haut 
à gauche s'obtient en faisant la somme des produits par correspondance des 
valeurs entre le filtre et la matrice d'ordre 3 se situant à l'extrémité gauche, en 
haut de l'image d'entrée; 
Nous avons choisi un (( stride )) égal à 1 ; 
Ainsi de suite, on fait passer le filtre à travers l'image d'entrée en effectuant 
les mêmes opérations jusqu'à ce qu'elle soit totalement parcourue. 
o 0 o 0 
o 1 o 0 
o 0 o 0 
o 0 o 1 
o 1 o 0 
o 0 1 1 


















Image d'entrée Filtre 
o 1 000 .... o 1 110 1 0 121 
1 4 210 
o 0 121 
carte de caractéristique 
FIGURE 2.8 - Exemple d 'opération de convolut ion 
2.3.1.2 La fonction d'activation RelU 
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Il s'agit de la même fonction d 'activation décrite dans la section 2.2.2 . Elle est 
appliquée juste après la phase de convolution afin de rendre le modèle non linéaire. 
Les valeurs positives sont maintenues et les valeurs négatives sont ramenées à O. La 
taille des cartes de caractéristiques reste toutefois inchangée. 
2 .3.1.3 La couche « pooling » 
D'autres cartes de caractéristiques sont construites à partir des couches de convo-
lution. L'objectif des couches de pooling est d 'obtenir une invariance spatiale en rédui-
sant la résolution des cartes de caractéristiques [30]. De manière similaire à la phase de 
convolution, on choisit le « stride » pour l'opération de « pooling ». Cette opération 
réduit également le risque de sur-apprentissage. 
Deux types d 'opérations de « pooling » sont généralement utilisés: 
Le « pooling max » : Conserve uniquement le maximum entre les valeurs sé-
lectionnées dans la carte de caractéristique; 
Le « pooling average» : Fait la moyenne de l'ensemble des valeurs sélectionnées 
dans la carte de caractéristique. 
Exemple 6. La figure 2.9 nous donne les résultats obtenus en appliquant les deux 
méthodes de (( pooling )} sur la carte de caractéristique obtenue précédemment. 
- Par exemple, pour l 'opération (( Pooling max )), le 1 en haut à gauche est égal à 
max(O, 1, 0, 1). Ces valeurs sont les éléments de la matrice d'ordre 2 se situant 
à l 'extrémité gauche, en haut de la carte de caractéristique; 
Nous avons choisi un « stride )) égal à 2; 
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Ainsi de suite, on fa it passer le filtre à travers l 'image d 'entrée en effectuant 
les mêmes opérations jusqu 'à ce qu 'elle soit totalem ent parcourue. 
En ce qui concerne le « Pooling average )), la démarche est similaire et les 
valeurs sont obtenues en fa isant la moyenne des éléments de la matrice. Par 
exemple, le 0,5 en haut à gauche est obtenu en faisant: 
(0 + 1 + 0 + 1)/4 = 0, 5 
o 1 o 0 0 
o 1 1 1 0 
1 0 1 2 1 
1 4 2 1 0 
Pooling max 1 1 0 
4 2 1 
o 2 1 
o 0 1 2 1 
o 1 o 0 0 
o 1 1 1 0 
1 0 1 2 1 
Pooling average 
~ 
0,5 0,5 0 
1,5 1,5 0,25 
1 4 2 1 0 0 0,75 0,25 
o 0 1 2 1 
FIGURE 2.9 - Exemple d 'opérations de « pooling max » et de « pooling average» 
Dans leur article, D. Scherer et al. ont prouvé, grâce aux expérimentations qu 'ils 
ont effectuées, que l'opération « pooling max» donne des résultats plus performants 
[30]. 
2.3.1.4 La couche entièrement connectée 
La succession de couches de convolutions se termine par un réseau neuronal «fully 
connected ». Celui-ci est composé de deux parties, la première partie est constituée 
de couches que l'on appelle des couches <<fully connected». La particularité de cette 
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couche est que tous ses neurones sont connectés avec tous les neurones de la couche 
précédente, mais aussi avec tous les neurones de la couche suivante . La deuxième 
part ie normalise les résultats , on connecte la dernière couche «fully connected » à un 
softmax. Cet te fonction est utilisée pour produire une distribution de probabilité entre 
les différentes classes (chaque classe aura une valeur réelle comprise dans l'intervalle 
[0 , 1]) [24]. 
La figure 2. 10 donne l'architecture d 'un réseau de neurones à convolut ion avec 2 
étapes de convolution et 2 étapes de pooling. Elle est extraite de [25] 
Output Layer 
FIGURE 2. 10 - Architecture d 'un réseau de neurones à convolution 
[25] 
2.3.2 Application du réseau de neurones à convolution sur 
MNIST 
Nous avons ut ilisé la même bibliothèque, tensorflow (Voir le script en annexe B), 
pour l'entrainement du réseau de neurones à convolut ion et la même mesure ACC 
pour l'évaluation de la précision du modèle. 
En considérant 150 neurones dans la couche intermédiaire avec 300 étapes pour 
l'entrainement des données, nous aboutissons à une ACC = 0,77. La figure 2. 11 donne 
les courbes d 'erreur pour les jeux de données d 'entrainement et de test en fonction du 
nombre d'époques. 
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Des travaux de recherche récents ont proposé un cadre général de classification 
profonde pour intégrer les méthodes de classification classiques (K-means et modèle 
de mélange gaussien) dans les modèles d 'apprentissage profond. La classification pro-
fonde utilise un auto encodeur profond pour reconstruire les données et associer les 
fonctionnalités profondes aux méthodes de classification. Dans ce chapitre, nous décri-
vons l'architecture d 'un auto encodeur dans un premier temps, ensuite nous parlerons 
des auto encodeurs convolutionnels, et enfin la classification profonde. 
3.1 Autoencodeur 
3.1.1 Définition et architecture d 'un autoencodeur 
Un auto encodeur est un réseau de neurones artificiel qui apprend à reconstruire 
son entrée originale à la sortie en minimisant l'erreur. Dans sa forme la plus simple, 
il est constitué d 'une couche d 'entrée, une couche cachée et une couche de sortie. 
La couche d 'entrée a le même nombre de neurones que la couche de sortie. Afin 
de réduire la dimensionnalité, la couche cachée doit être plus petite. La figure 3. 1 
illustre l'architecture d 'un auto encodeur simple. La transition de la couche d 'entrée à 
la couche cachée est appelée étape de codage et la transition de la couche cachée à la 
couche de sortie est appelée étape de décodage. On peut définir ces deux transit ions 
de la façon suivante : 
cp: X I----t Z tel que x I----t cp(x) = CI(WX + b) = z 
'ljJ : Z I----t X tel que z I----t 'ljJ(z ) = CI (W Z + b) = x 
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avec X et Z respectivement les ensembles d 'entrée et de sortie de l'encodeur , CI , une 
fonction d 'activation, W et vV des matrices de poids du réseau de neurones et enfin, 
b et b des vecteurs de biais. 
Le vecteur d 'ent rée x est d 'abord projeté sur la couche code z, appelée couche latente. 
La représentation cachée z est ensuite projetée sur la sortie x en utilisant le réseau de 
décodage. L'entrainement consiste donc à minimiser la fonction de perte: 
.c(x, x) = Ilx - xl1 2 
Encodeur Code Décodeur 
,,# - - - - - - - - -- - - ~ 
FIGURE 3.1 - Architecture d 'un autoencodeur simple 
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3.1.2 Types d 'autoencoders 
Compte tenu de leurs architectures, Il existe plusieurs types d 'autoencodeurs [26] 
notamment: 
Les auto encodeurs convolutionnels 
Les auto encodeurs variationnels 
Les auto encodeurs contractifs 
Les autoencodeurs undercomplete 
etc 
Dans cette section, on s' intéresse aux auto encodeurs convolutionnels, généralement 
utilisés pour l'extraction de caractéristiques avant la classification. 
Ils ont la même configuration que l'autoencodeur simple décrit précédemment . Les 
phases d 'encodage et de décodage des données se font à l'aide de réseau de neurones 
convolutionnels. Les structures des deux réseaux sont symétriques par rapport à la 
couche de représentation cachée. La première couche de l'encodeur prend les don-
nées brutes en entrée. La figure 3.2 tirée de l'article [9] illustre l'architecture d 'un 
auto encodeur convolutionnel. 
Conv1 




FIGURE 3.2 - Architecture d 'un autoencodeur convolutionnel 
[9] 
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3.2 Classification profonde 
3.2.1 Alternating Directed Method of Multipliers (ADMM) 
C'est un algorithme qui sert à résoudre des problèmes d 'optimisation de fonctions 
convexes [31]. 
Une fonction est dite convexe lorsque pour tous éléments A et E , le segment [AB] se 
trouve au dessus de sa courbe de représentation. 
Les auteurs K. Tian et al. ont considéré dans l'article [31] le problème général 
d'optimisation suivant: 
minxETJ?n h(x) + o(Dx) 
avec D une matrice à m lignes et n colonnes ; 
h et 0 , deux fonctions convexes respectivement de ]Rn et ]Rm ; 
Considérons une variable z = Dx E ]Rm , on a : 
min h(x) + o(z ) 
ADMM utilise le lagrangien augmenté pour faire la décomposition suivante en y in-
tégrant un paramètre p > 0 : 
{ 
Xk+l E arg minxEIT?n{h( x) + O(Zk) + p\k , Dx - zk) + ~II Dx - zk 112} 
Zk+l E arg minzETJ?m { h(xk+1 ) + o(z ) + ()...k , DXk+l - z) + ~ IIDxk+l - z112} 
Finalement , ils ont obtenu l'équation suivante, indépendante des fonctions h et 0 : 
3.2.2 Formulation 
Elle utilise un type d'autoencodeur spécifique [31] et se fait en intégrant une va-
riable muette Y au niveau de la couche de représentation cachée où l'affectation des 
individus dans leurs classes est faite. La variable muette permet de mettre à jour les 
paramètres du réseau et les centres de classe. 
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La classification profonde peut être formulée comme suit: 
min: IIX - X II ~ + À x Qw(Y ) 
avec X , les données brutes à classer et X la reconstruction de X ; 
Qw (Y ), une fonction de classification spécifique dépendant de la méthode classique à 
intégrer ; 
À, une constante permettant une transaction entre le réseau de neurones et la classi-
fication. 
Son lagrangien augmenté est donnée par : 
avec U la réciproque de À dans la solution donnée par la méthode AD MM 
e = {el, e2 } l'ensemble des paramètres de l'autoencodeur profond, avec el les para-
mètres de l'encodeur et e2 ceux du décodeur. 
3.2.3 Architecture 
Cette section est t irée des t ravaux de Aljalbout et al. publiés dans [1]. 
La classification profonde ut ilise généralement un type d 'autoencodeur avec une pro-
cédure d 'entrainement en deux temps : 
- l'autoencodeur est ent rainé à la perte de reconstruction d 'erreur quadratique 
moyenne standard. 
- l'autoencodeur est réglé avec une fonction de perte combinée. 
L'architecture se présente comme suit : 
1. Branche principale du réseau de neurones 
- Architecture de la branche principale où dans la plupart le réseau de neu-
rones est utilisé pour transformer les entrées en une solution latente. 
- Ensemble de fonctionnalités avancées qui peuvent être prélevées sur une ou 
plusieurs couches. Généralement la sort ie de la dernière couche est ut ilisée 
et c'est bénéfique en raison de la faible dimensionnalité sinon on fait une 
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combinaison des sorties de plusieurs couches. 
2. Perte du réseau de neurones 
Perte non liée au regroupement: Elle est indépendante de l'algorithme et 
impose une contrainte sur le modèle appris. On peut avoir: 
• Pas de perte liée à la classification: Aucune fonction supplémentaire de 
perte liée à la classification n 'est utilisée; 
• Perte de reconstruction de l'autoencodeur : La partie décodeur n 'est pas 
utilisée une fois la formation faite. En général , il s'agit d 'une mesure 
de distance dAE(Xi; f( Xi)) entre l'entrée Xi et sa reconstruction corres-
pondante f( Xi)' L'erreur quadratique moyenne des deux variables est 
souvent utilisée : 
• Perte d 'autoaugmentation : Elle propose un terme de perte qui rap-
proche la représentation de l'échantillon original et de ses augmenta-
tions. 
1 
L = -- L s(f( x); f(T( x))) 
NN 
T est la fonction d 'augmentation et s est une mesure de similarité; 
N représente le nombre d 'individus. 
Perte par regroupement : Elle donne généralement de meilleurs résultats. 
On distingue notamment : 
• Perte par K-means : Elle assure que la nouvelle représentation respecte 
les K-means (les individus sont répartis de manière égale autour des 
centres de classes). Pour obtenir une telle distribution, le réseau de neu-
rones est formé avec la fonction de perte suivante : 
N K 
L(f)) = L L Sikllzi - J.L k11 2 
i= l k=l 
N et K respectivement le nombre d' individus et de classes; 
Zi est un point de donnée intégré; 
Ilk est un centre de classe; 
Sik, une variable booléenne pour assigner Zi avec k. 
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Minimiser cette perte par rapport aux paramètres du réseau assure que 
la distance entre chaque individu et son centre de classe attribué est 
petite. On obtiendrait ainsi une meilleure qualité de classification . 
• Durcissement des tâches: écessite l'utilisation d'attributions souples 
des individus aux centres de classes. Par exemple, la distribution de 
Student peut être utilisée comme noyau pour mesurer la similarité entre 
les individus et les centres. La distribution est formulée comme suit : 
_ (1 + II zi-:1 11 2 )-~ 
% - Lj,(1 + II zi -~/ 1I 2) _ v~1 
avec Zi un individu intégré, Ilj est le centroïde de la f classe et v une 
constante généralement égale à 1. 
La distribution suivante peut être utilisée afin de normaliser l'affectation 
des individus aux centres: 
On cherche à minimiser la divergence entre les deux distributions, notées 
respectivement P et Q, par la formule suivante appelée divergence de 
Kullback-Leibler [15] : 
• Perte d'affectation équilibrée: Elle est utilisée pour que les affectations 
soient équilibrées. Elle est similaire à la formule de Kullback-Leibler et 
est définie par : 
L = KL(GIIU) 
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avec U suivant la loi uniforme et C, la probabilité d 'affectation des 
individus dans les classes : 
1 
9 k = P(y = k ) = N L qik 
t 
Combinaison des deux pertes (phase d 'entrainement) Dans le cas où une 
fonction de perte non liée au regroupement et une fonction par regroupe-
ment sont utilisées, elles sont combinées de la façon suivante : 
avec Le, la fonction de perte par regroupement et Ln la fonction de perte 
non liée au regroupement ; 
Œ est une constante E [0; 1] 
3. Classification 
Durant l'entrainement de l'autoencodeur , les classes sont mises à jour selon 
l'un des critères suivants: 
Conjointement avec le modèle de réseau: Dans ce cas, les affectations sont 
formulées sous forme de probabilités et peuvent donc être incluses comme 
paramètres du réseau et optimisées par la méthode de rétropropagation des 
erreurs. 
De manière asynchrone avec le modèle de réseau : Dans ce cas, il faut fixer 
un critère d 'arrêt , notamment : 
• Un nombre d 'itérations : L'algorithme s'exécute jusqu 'à ce qu 'un certain 
nombre d 'éléments fixé changent les affectations entre deux itérations 
consécutives . 
• Une fréquence des mises à jour: On note une étape de mise à jour pour 
chaque étape de mise à jour du modèle. 
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3.3 Intégration des méthodes classiques dans les 
autoencodeurs profonds 
Dans cette partie, nous allons décrire l'intégration de la méthode des K-means 
et du modèle de mélange gaussien dans les modèles de classification profonde. Tel 
qu 'illustré dans l'article [31], nous avons la fonction spécifique de la classification 
ainsi que son lagrangien augmenté pour les 2 méthodes. 
3.3.1 Intégration de la méthode des K-means 
Elle est illustrée de la façon suivante : 
avec Yi = fel(x i), i = 1, ... , N et Ci* = argmincj llYi - cj l1 2 ,j = 1, .. . , K , le plus proche 
centroïde de Yi. 
K et N , respectivement le nombre de classes et d 'individus. 
Son langrangien augmenté est donné par la formule suivante [31] : 
Lp(e, Y, U, C) = ~ t Il xi - xi l1 2 + ~ X IIYi - ci* 11 2 + ~IIYi - fel (Xi) + uil12 
t=l 
3.3.2 Intégration du modèle de mélange gaussien 
Dans le cadre des modèles de mélange, la fonction spécifique est la suivante : 
avec N(Yil fLk. Ek) une distribution gaussienne multivariée de paramètres fLk et Ek 
et Yi = fet( xi),i = 1, ... , N 
Son langrangien augmenté est donné par [31] : 
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Chapitre 4 
Application sur la base MNIST 
4.1 Définitions de quelques indicateurs de mesure 
de performances de modèle 
4.1.1 Accuracy (ACC) 
Nous rappelons la définition de l'accuracy qui est le ratio entre le nombre d 'obser-
vations bien prédites et le nombre total d 'observations. Elle est donnée par la formule 
suivante: 
avec 1 (.) , la fonction indicatrice, 
ri , le vrai label de l'observation i , 
Ci, la classe contenant i 
et m(.) représentant l'ensemble des possibilités d 'affectation des observations dans les 
classes. 
4.1.2 Normalized Mutual Information (NMI) 
C'est une métrique très utile du fait qu'elle compare des méthodes de classification 
même si elles n 'ont pas le même nombre de classes [2] 
Elle est donnée par la formule suivante : 
N MI = I( r, ê) 
(H(r ) + H(ê)) / 2 
avec ri , le vrai label de l'observation i, 
ê, la classe de l'observation i, 
1(.) définit par la métrique suivante: 
Pour X et Y deux variables aléatoires , 
I (X , Y) = L L Px,y(x, y )log p(,y~X , r\ 
xEXyEY Px x Py y 
et H (.) représentant l'entropie 
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4.2 Application de la classification profonde sur 
MNIST 
4.2.1 Comparaison des différents modèles de classification 
profonde 
Les résultats présentés dans le tableau 4.1 permettent de comparer les perfor-
mances des modèles de classification profonde existantes suivant leurs ACC et leurs 
NMI. Il est tiré de l'art icle [1]. On s' intéresse plus particulièrement à la méthode et 
l'architecture utilisées. Sur la base du NMI, la méthode la plus performante est celle 
proposée dans l'art icle [1] avec une NMI = 0,923. Ils ont ut ilisé un auto encoder convo-
lutionnel au niveau de l'architecture et appliqué la méthode des centroïdes pour la 
classification. Les travaux de Hu et al. publiés dans [13] donnent les meilleurs résultats 
en terme d 'accuracy avec ACC = 0,984. Le perceptron multicouches est la branche 
principale et ils ont effectué des prédictions pour l'affection dans les 10 classes . 
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4.2.2 Expérimentations et résultats 
Dans cette partie, on teste quelques hyperparamètres afin de maximiser les indi-
cateurs de performance du modèle. A t itre d 'exemple, un hyperparamètre peut être 
le nombre de couches cachées, le nombre d'époques , le « batch size » etc. 
On effectue différentes simulations des hyperparamètres du réseau afin de déterminer 
la meilleure combinaison, celle qui maximise les indicateurs. Finalement, nous avons 
aj usté le coefficient d 'apprentissage ainsi que le « batch size », tout en conservant le 
même nombre d 'époques. Le coefficient d'apprentissage détermine la taille du pas à 
chaque itération tout en se déplaçant vers un minimum de la fonction de perte. Le « 
batch size » représente le nombre d'observations entrainé à chaque itération. (Voir le 
script en annexe C). 
Suivant l'architecture que nous avons développée tout au long du chapitre 3, nous uti-
lisons celle présentée dans l'article [9] et nommée DCEC. Elle utilise un auto encodeur 
convolutionnel comme branche principale, constitué de 3 couches de convolutions et 
de 3 couches de « pooling » avec respectivement 32, 64 et 128 cartes de caractéris-
tiques. Les pas vertical et horizontal pour le déplacement des noyaux est égal à 2. La 
première couche entièrement connectée est constituée de 1152 neurones et la deuxième 
de 10 neurones de sortie pour la classification de ° à 9. L'encodage et le décodage ont 
les mêmes configurations. La classification se fait avec la méthode des K-means au 
niveau de la couche code. La distribution de Student est utilisée comme fonction de 
perte pour mesurer la similarité entre les observations et les centres de classes. En 
adoptant une procédure d 'entrainement de 200 époques par lots de 300 (<< batch size 
») et un coefficient d 'apprentissage égal à 0,01 , nous sommes parvenus à améliorer 
leurs résultats. Le tableau 4.2 fournit les hyperparamères utilisés par les auteurs [9] 
et ceux que nous avons utilisés ainsi que les indicateurs de performance ACC et NMI. 
Hyperpararnètres 
ACC (%) NMI (%) 
~( batch size » Coefficient d'apprentissage Nombre d'époques 
1 DCEC [9[ 256 0 ,001 200 88,97 88,49 
1 JND 300 0 ,01 200 90 ,25 89 ,47 
TABLE 4.2 - hyperparamètres utilisés et résultats obtenus 
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Les classes sont d 'autant plus homogènes (séparées en 10 blocs représentant les 
chiffres de 0 à 9) que les indicateurs de performance sont proches de 1. 
Avec nos résultats (JND voir https :j jgithub.comj Jean-Noel-Diouf843 j Deep-Cluster), 
nous avons représenté les dix classes obtenues par des nuages de points, tel qu'illustrés 
à la figure 4.1. Chaque classe correspond à un chiffre. On note que certains nuages 
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FIGURE 4.1 - Représentation des différents chiffres par classes 
Le modèle a été développé à l'aide de la bibliothèque tensorfiow de python et 
est disponible sur github à l'adresse https :j jgithub.comj Jean-Noel-Diouf843j Deep-
Cluster. Le modèle a déjà été entrainé et il est donc possible de vérifier l'exactitude 
des résultats. 
Conclusion et perspectives 
La problématique de ce mémoire s'inscrit dans le cadre général des méthodes de 
classification qui consistent à donner le meilleur regroupement en classes de l'en-
semble à étudier. Les méthodes de classification hiérarchiques et non hiérarchiques 
sont décrites dont notamment la classification ascendante hiérarchique (CAR) et la 
méthode des centres mobiles. Les méthodes d'apprentissage automatiques sont aussi 
décrites. Toutes ces méthodes peuvent être utilisées à des fins de classification ou de 
prédiction. Cependant , leurs algorithmes différent et elles n 'ont pas les mêmes perfor-
mances. Le perceptron multicouches, bien étant moins adapté pour la classification de 
données d 'images, a fourni de meilleurs résultats que les réseaux de neurones à convo-
lution. Toutefois , ces méthodes exploitent directement les données fournies en entrée 
et peuvent ainsi subir la haute dimensionnalité. L'autoencodeur, qui est une méthode 
neuronale permet de réduire la dimension des données et tente de les reconstruire le 
plus fidèlement possible. Les méthodes développées basées sur l'apprentissage profond 
(Deep learning) l'utilisent et effectuent une méthode de classification classique (géné-
ralement K-means et modèle de mélange gaussien) au niveau de sa couche latente. Les 
nombreux algorithmes de classification profonde fournissent ainsi des résultats plus 
performants en terme d 'ACC, de NMI. 
Comme perspectives, il serait intéressant d 'analyser le comportement des modèles de 
classification profonde si on intègre une autre méthode classique (analyse discrimi-
nante ou nuées dynamiques par exemple) à l'intérieur de la couche latente . De ce fait , 
quelque soit la nature et la dimension des données, ils pourraient être plus adaptés 
et plus utiles. Il serait également important d 'élargir notre analyse en comparant les 
méthodes sur d 'autres jeux de données et avec d 'autres indicateurs de performance. 
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Annexe A 
https:/ / github .com/L42Project/Tutoriels/tree/master 
/ Tensorflow / tut 0 ri e 11 
#Installation et importation des bibliothèques 
plp inst a ll tensorflow==2.0 
pip in s t a Il opencv-python 
import tensorflow. compat. vI as tf 
tf. disable_ v2 _ behavior () 
import tensorflow as t f 
import numpy as np 
import matplotlib. pyplot as plot 
import cv2 
#Initialisation des paramètres 
nbr ni=100 
learn ing _ rate =0.0001 
taille batch=150 
n br en t r a inemen t =300 
# Imp or tat ion de l a b ase MNIST 
mnis t _ t r a in_ im ages=np. fr 0 m fi l e ( ft C : / U se r s / u se r / Deskto p 
/ Applicat ion_ MNIST _ P ython 
/ tr a in-images. idx 3-uby t e ft, dt y pe=np. uin t8) [16 : J . 
r es h a p e ( - 1 , 784) / 255 
m n i s t _ t r a i n _ 1 a b e l s=n p . e y e ( 1 0 ) [n p . f r o m fil e ( ft C : / Use r s / u se r 
/ Des k to p / Applicat ion_ MNIST _ P ython / t r a in -1 a be l s . id x 1- u byte' , 
d ty pe=np . uin t8 ) [8: J J 
mnist_ test _ im ages=np . fr o m fi l e ( ft C : / U se r s / u se r / Desk to p / 
Application_ MNIST _ P ython / 
t 10k-images. idx3-ub yte ft, d ty p e=np . uin t8 ) [ 1 6: J. 
r es h a pe(- l , 784)/ 255 
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mni s t _ tes t _ l a b e ls=np . eye ( 10 ) [np . fr 0 m fil e (' C: / U se r s / u se r / Des ktop 
/ Application_ M IST_ P yt hon /t 10k- l a b e l s . idx 1- ubyte' , 
dt y pe=np. uint 8 ) [8 : JJ 
#C r éat ion d es ft p l ace h o ld e r ' 
( In te rface pour e ff ect u e r l es ca l c ul es du r ésea u ) 
ph_ images=t f . pl ace hold e r (s h a p e=(None, 784) , d ty pe= tf . fl oat 3 2) 
ph _ la b e ls= tf. pl ace h o ld e r (s h a pe=(None, 10 ) , d type=t f . fl oat 32 ) 
# D é fini t i o n d es p o ids, bi a i s et fo n ct i o n s d 'act ivat i o n en vue de 
l 'e n t r a in e m en t du r ésea u 
wci=tf . V a ri a bl e ( tf . trun ca t ed_ norm a l (s ha p e =( 784, nbr_ ni )), 
dt y pe= tf . fl oa t 3 2 ) 
b c i= tf . V a ri a bl e (np. ze ro s (s h a pe=( nbr_ ni )), d ty pe=t f. fl oa t32 ) 
sc i= tf . matmul ( ph_ images, wc i )+ b c i 
s c i = tf . nn . s ig moi d ( s c i ) 
wcs=t f . V a ri a bl e ( tf . t runcated_ norm a l (sh a pe=( nbr_ ni , 10 )), 
dt Y P e= tf . fl 0 a t 3 2 ) 
b cs=tf . V a ri a bl e ( np. ze r os (s h a pe=( 10 )), d ty pe=t f . fl oat 32) 
scs=tf. matmul ( sc i , wcs)+ b cs 
scs o= tf . nn. so ftm ax (scs) 
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# D é finiti o n de l a fo n c ti o n de p e r te et de l a mes ur e du c ri tè r e de 
perform a n ce 
l os s=t f . nn . so ftm ax_ cr oss _ en t r op y _ wi t h _ Iog i ts _ v2 ( l a b e l s=ph_ labe ls , 
lo g i ts=scs) 
t r a in=t f . t r a in . Gr a di en t Desce n t Optimi ze r ( l ea rnin g_ r ate). minimi ze ( l oss) 
acc ur acy=t f . reduce_ mean ( t f . cas t ( tf . eq u a l ( tf . a rgmax (scs o , 1), 
tf .argmax (ph_ la bels, 1)) , dt yp e= tf. fl oat3 2 )) 
# En t r a inem en t du r ésea u , ca l c ul de l a mes ure du c ri tè r e de 
p erform a n ce , a ffi c h age d es co urb es d 'e rr e ur et d es r és ul tats 
with tf . Sess i o n () as s: 
s. run ( tf. g l o b a l_ va ri a bl es _ ini t i a li ze r ()) 
ta b_ acc_ t r a in = [] 
ta b_ acc_ test = [] 
for id entr a in em en t in r a nge ( nbr _ entr a inem en t ) : 
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prin t (" ID entr a in em ent" , id _ entr a in em ent ) 
for ba t ch III r a ng e (0 , l e n (mni s t _ tr a in_ im ages ) , ta ill e_ b a t c h ): 
S . run (tr a in , fee d _ di c t = { 
ph_ images : mni s t _ tr a in_ im ages [ ba t ch: b atc h+ t a ill e _ b a t c h ] , 
ph _ la b e ls: mni st _ tr a in _ Ia b e ls [ ba t ch: b atc h+ t a ill e _ b atc h ] 
}) 
t a b_ acc = [] 
for ba t ch in r a nge (0 , l e n (mni s t _ t r a in_ im ages) , ta ill e_ b a t c h ): 
acc=s . run ( acc ur acy, fee d _ di ct={ 
ph_ images: mnist_ t r a in_ images [ b atc h: b atc h+ta ill e _ b a t c h ] , 
ph _ la b els: mni s t _ t r a in _ Ia b e l s [ b a t ch: b atc h+ta ill e_ b a t c h ] 
} ) 
t a b_ acc. a ppend ( acc ) 
print(" acc ur acy tr a in : " , np.mean( ta b_ acc)) 
t a b_ acc _ t r a in . append (l-np . mean ( t a b_ acc)) 
t a b_ acc=[ ] 
for ba t ch in r a n ge (O , le n(mnis t _ t es t _ images), t a ill e _ b a t c h) : 
a cc= s . run ( acc ur acy, fee d _ di c t = { 
ph_ images : mni st_ tes t _ im ages [ b atc h : batc h+ta ill e_ b atc h ] , 
ph _ la b e ls : mni st _ test _ Ia b el s [ batc h : ba t ch+ta ill e _ b atc h ] 
}) 
t a b_ acc . append (acc) 
print( "acc ur acy t es t . , np . mean(t a b_ acc )) 
t a b_ acc_ tes t . append(l - np . mean ( tab_ acc ) ) 
plo t . y lim (O, 1) 
pl ot. g rid () 
plot . plot ( t a b _ acc_ tr a in , l a b e l = "Erre ur d ' en t r a in em ent") 
plot. plot (tab_ acc_ test, label="Erreur de test") 
plot .legend (loc="upper right") 
plot. show () 
resulat=s.run(scso , feed _ dict={ph_ images: 
mnist _ test _ images [0: taille _ batch]}) 
np.set _ printoptions(formatter={ ' float '· ' {:0.3f} ' .format}) 
for image in range(taille _ batch): 
prin t (" image" , image) 
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print("sortie du réseau:" , resulat[image], np.argmax(resulat[image])) 
print (" sortie attendue :" , mnist _ test _ Iabels [image] , 
np. argmax( mnist _ test _ Iabels [image])) 
cv2. imshow ( , image' , mnist _ test _ images [image]. reshape (28 , 28)) 
if cv2. waitKey ()&OxFF ord ( , q ' ) : 
break 
Annexe B 
#https:/ / github .com/L42Project/Tutoriels/tree/master 
/ T ensorflow / tu toriel2 
#Importation d es biblioth è qu es 
import tensorflow as tf 
import numpy as np 
import matplotlib. p y plot as plot 
import cv 2 
#Définition d es co u ch es, d es poids et d es bi a i s en vue de 
l 'entr a in em ent d es données 
d e f co n vol u t ion ( co uche_ prec, taille _ noyau , nbr_ noyau) : 
w=tf. Variabl e (tf. random . truncated _ norm a l (shape=(taille_ noy a u , 
taille_ noyau , in t ( co u ch e_ prec . get _ shape () [ -1 ]), nbr_ noyau))) 
b=np .ze ros(nbr_ noyau) 
r es ult=tf . nn .conv2d( co uch e_ prec, w, strides=[I, 1 , 1 , 1], 
padding= '8AME') + b 
r e turn r es ult 
def fc (couche_ pree , nbr_ n eurone): 
w=tf. Variable (tf. random. truncated _ normal 
(shape=( in t (couche_ pree. get _ shape () [ -1]), nbr_ neurone) , 
dt Y P e= t f . fl 0 a t 3 2 ) ) 
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b=tf. Variable(np. zeros (shape=(nbr_ neurone)) , dtype=tf. float32) 
resul t = tf. matmul( couche_ pree , w)+b 
r e turn result 
#Défin iti on des paramètres 
taille batch=150 
nbr entrainement=300 
learning_ r a te =0.00 1 
# Import ation de l a base MNIST 
mnist _ train _ images=np. fr 0 m fi 1 e ( "C: / U sers / user / Des ktop 
/ Application_ MNIST _ Python / t r ai n -images . idx3 -u byt e" , 
dt Y P e=n P . u i n t 8 ) [ 1 6 : ] . r e s h a p e ( - 1 , 28 , 28 , 1 ) / 255 
m n i s t _ t rai n _ 1 a bel s = n p . e y e ( 1 0 ) [ n p . f rom fil e ( " C : / Use r s / use r / Des k top 
/ Application_ MNIST_ Python /t rain-labels . idxl-ubyte" , 
dtype=np . uint8 ) [8:]] 
mnist _ test _ images=np. fr 0 m fi 1 e (" C: / U sers / user / Desktop 
/ Application_ MNIST_ Python / tlOk-images . idx3-ubyt e" , 
dtype= np . uint8)[16:].r es hap e( -I , 28 , 28 , 1) / 255 
m n i s t _ tes t _ 1 a bel s =n p . e y e ( 1 0 ) [ n p . f rom fil e ( " C : / Use r s / us e r / Des k top 
/ Appli cat ion_ MNIST_ Python / tl0k-lab e ls. idxl-ubyte" , 
dtype=np. uint8 ) [8:]] 
#Créat ion d es "p lace holder" 
(Int e rf ace pour e ff ect u e r l es ca l c ul es du r ésea u ) 
ph_ images= t f . pl ace hold e r (s h a pe= (None , 28 , 28 , 1 ) , 
dt y pe=t f . fl oa t32 ) 
ph _ la bels= t f . pl ace hold e r (s h a pe=(None, la ) , 
dt y pe=tf . fl oat 32 ) 
# D é finiti o n s d es v a l e ur s d es p a r a mèt r es d es co u ch es 
r es u l t=co n vo l u t i o n ( ph_ images, 5, 32) 
r es ult =c on vo lu t io n ( r es ul t , 5, 32 ) 
r e sult= tf .nn . max_ pool(r es ult , k Si ze=[ l , 2 , 2, 1] , 
s trid es=[ l , 2 , 2 , 1], 
pa dding='SAME' ) 
r es ul t=co n vo lu t i o n ( r es ul t , 5 , 12 8) 
r es ult =co n vo lu t i o n ( r es ul t , 5, 12 8) 
r e s ul t = tf . nn . max_ pool ( r e s ul t , k s i z e = [1 , 2 , 2 , 1], 
s trid es= [l , 2 , 2 , 1] , 
padding='SAME' ) 
r es ul t=t f. co ntrib . l aye r s. fl atte n ( r es ult ) 
r e sult = f c (r es ult , 512 ) 
r e s u lt = t f . nn . s ig m oi d ( r e s ul t ) 
r es ul t= fc( r es ul t, la ) 
scso= t f . nn . softm ax ( r es ul t) 
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# D é finiti o n de l a fo n c ti o n d e p e r te et de l a mes ure du c ri tè r e 
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de p erform a n ce 
los s= t f . nn . so ftm a x_ cro ss _ entrop y _ with _ lo gits _ v2 ( l a b e l S=ph_ la be ls , 
lo g it s= r es ult ) 
tr a in=t f. t r a in . AdamOptimizer ( l ea rnin g_ r ate). minimi ze ( lo ss) 
acc ur acy= tf . reduce_ mean ( tf . cas t ( tf . eq u a l ( tf . a rgmax (scs o , 1) , 
tf .argmax( ph_ la bels , 1)), tf.fl oat 32) ) 
# Entra inem en t du r ésea u , ca l c ul de l a m es ure du c rit è r e de 
perform a n ce , a ffi c h age d es co urb es d ' e rr e ur et d es r és ul tats 
with t f. Sess i o n () as s: 
s . run (tf. g l o b a l _ v a ri a bl es _ ini t i a liz e r () ) 
t a b _ tr a in = [] 
t a b_ tes t =[] 
for id entr a in em e n t ln np. a r a n ge ( nbr_ en t r a in em en t ) : 
t a b_ acc ur acy _ t r a in = [] 
t a b_ acc ur acy _ test = [] 
for ba t ch in np . a ran ge (0 , l e n (mni s t _ tr a in_ im ages ) , t a ill e_ b a t c h ) : 
s . run (tr a in , fee d _ di c t = { 
ph_ images: mni s t _ tr a in_ images [ b atc h : b atc h+ta ill e _ b atc h ] , 
ph _ la b e ls : mni st _ t r a in _ la b e ls [batch : batc h+ta ill e_ b atc h ] 
}) 
for b a t ch in np. a r a n ge (0 , l e n ( mni st _ tr a in _ images), ta ill e _ b a t c h ) : 
pr ec i s ion=s. run( acc ur acy, fee d _ di c t = { 
ph_ images : mnist_ tr a in_ im ages [ b atc h : b a t ch+ta ill e_ b a t c h ] , 
ph _ la b e ls : mni st _ t r a in _ la b e ls [ batc h : ba t ch+ta ill e_ b atc h ] 
}) 
ta b_ acc ur acy _ t r a in. a ppend ( pr ec i s i o n ) 
for ba t ch in np . a r a n ge (0 , l e n ( mni s t _ t es t _ images), t a ill e_ b at ch ) : 
pr ec i s ion=s. run (acc ur acy , fee d _ di ct={ 
ph_ images: mni s t _ t es t _ images [ b a t ch : ba t ch+ t a ill e_ b a t c h ] , 
ph _ la bels : mni s t _ t es t _ Ia b e ls [ batc h : b atc h+ t a ill e_ b a t c h] 
}) 
t a b_ acc ur acy _ t es t . a ppend (pr ec i s i o n) 
print(' > Entr a inem ent' , id_ entr a in em en t) 
prin t(' t r a in :', np.mean (tab_ acc ur acy_ t r a in )) 
tab _ tr a in . append(l-np. mean( t a b_ acc ur acy _ t r a in ) ) 
print (' t est:' , np . mean (ta b_ acc ur acy_ test)) 
t a b_ t es t. a ppend (l-np . mean ( ta b_ acc ur acy _ test)) 
plo t.y lim(O , 1) 
plot . g rid () 
plot. pl o t ( t a b _ tr a in , l a b e l = 'Err eur d ' entr a in em ent') 
plo t. pl ot( t a b_ test, l a b e l =' Err e ur de test') 
plot .lege nd (l oc= 'upper ri g h t") 
plo t . show () 
r es ul at=s. run (scso, fee d _ di c t = {ph_ images: 
mni s t _ t est _ im ages [0 : ta ill e _ b a t c h ] } ) 
np. set _ print o pti o n s( fo rm atte r = { ' fl oat '. ' { :0 .3 f} ' . form at }) 
for image in r a n ge ( t a ill e _ b a t c h ) : 
prin t(" image' , image) 
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print ("so r t i e du r ésea u :" , r es ul at[ image] , np .argmax ( r es ul at[ image])) 
print (' s orti e a tt e ndue:', mni s t _ tes t _ Ia b els [ image ] , 
np . a rgmax( mni st _ test _ Ia b el s [ image])) 
cv2 . imshow ( ' image ', mni st_ t es t _ images [ image]) 
if cv2 . waitKey () &OxFF ord ( ' q , ) : 
break 
Annexe C 
https:j j github .com j XifengGuojOCEC 
****************** D atasets**************************** 
# Imp or tat ion de l a libr a r y numpy 
( Pour e ff ect u e r d es a n a l yses de d onnées avec pyt hon ) 
import numpy as np 
# D é fini t i o n d es fo rm ats de l a base de d onnées M ST 
d e f lo a d_ mnist ( ) : 
# t h e data, s huffl e d and s pli t between t r a in and test sets 
fr om k e r as. d atasets imp or t mnist 
mnist . load_ d ata () 
x np . co n cate n ate (( x_ t r a in , x_ tes t )) 
y np . co n ca t e n ate ( ( y_ tra in , y _ test)) 
x x . r es h a pe(- l , 28, 28 , 1 ).asty pe(' fl oat32 ' ) 
x xj 2 55. 
p r i n t ( , M IST : " x. s h a p e ) 
r et urn x , y 
* * * * * * * * * * * * ** ** * * Metri cs * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
# Import at ion d e l a libr a r y numpy 
(Pour e ff e c t u e r d es a n a l yses de d onnées avec pyt hon ) 
import numpy as np 
from s kl ea rn. m et ri cs imp or t n orm a li ze d _ mu t ua l_ info_ sc ore, 
a dj uste d _ r a nd _ sco r e 
# D é finition d es c rit è r es de p erfo rm a n ce 
nmi n orm a li ze d mu t u a l info sco r e 
a r i a dj u s te d _ r a nd _ sco r e 
d e f acc ( y _ true, y _ pred ) : 
n ft n 
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C a l c ul ate c lu ste rin g acc ur acy . R equir e sc iki t - l ea rn ins ta ll e d 
# Argumen ts 
y : tru e l a b e ls, numpy . a rr ay with sh a p e '( n_ samples, ) ' 
y_ pred: pr e di c t e d l a b e ls, numpy . a rr ay wi t h sh a p e '( n_ samples,)' 
acc ur acy, ln [0 , 1 ] 
, , , 
y_ true = y_ t rue.asty p e( np . in t64) 
asse r t y_ pred . s i ze = y_ t rue. s i ze 
D = max(y_ pred . max() , y_ t rue. max()) + 1 
w = np .ze r os(( D , D) , d type= np . in t64) 
fo r i in r a n ge(y_ pred. s i z e ) : 
w [y_ pred [ i l, y_ t rue [ i 11 += 1 
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fr om s kl ea rn. u t il s . lin ea r _ ass ig nm en t _ imp or t lin ea r _ ass ig nm e n t 
in d = li n e a r _ a s s ig n m en t (w . max () - w) 
r e t u r n sum ( [ w [ i , j 1 fo r i , j in in d l) * 1. 0 / y _ pred . s i z e 
******************ConvAE **************************** 
# D é fini t i o n du r é p e r to ir e de t r ava il 
imp or t os 
os . chdir (' C: / U se r s / u se r / Downloads / DCEG-master / DCEG-m aste r ') 
# Imp or tat ion d es fon ct i o n s en v ue de l a dé fini t i o n d es co u ch es e t 
de l ' en t r a in em en t du m od èle 
fr om k eras. l ayers imp or t Conv2D , Conv2 DTranspose , Dense , Flatten , 
Res h a pe 
fr om k e r as. mode ls imp or t Se qu e n t ia l , Model 
fr om k e r as. u t il s . v i s u t il s imp or t plot_ m od el 
impor t numpy as np 
# D é fini t i o n d es co u ch es 
d e f CAE ( in pu t _ s h a p e = ( 28, 2 8, 1) , f il te r s = [ 3 2 , 64 , 1 28, 1 0 1 ) : 
model = Sequ e n t i a l () 
if inpu t _ sha p e [0] % 8 0: 
pad3 = 'same' 
e l se: 
pad3 = ' va lid ' 
model .add (Conv2D ( fil te r s [0 ] , 5 , st rid es=2 , p a d d ing='same' , 
ac tiv at i o n =' r e lu ' , name='conv l ' , inpu t _ sh a pe=inpu t _ sha pe)) 
model. add (Conv2D ( filt e r s [1] , 5, s trid es=2 , pa dding= 'same' , 
act iv at i o n = ' r e lu " name= ' co nv2 ' )) 
model. add (Conv2D ( fil te r s [2] , 3 , st rid es=2 , pa dding=pad3 , 
ac tiv at i o n =' r e lu " name= ' conv3')) 
model . add ( Fl atte n ()) 
model. add ( Dense ( uni ts= fi l te r s [3] , name= ' embedding ' )) 
model. add ( Dense( uni ts= fil t e r s [2]* in t( in p u t _ shape [0 ] / 8)* 
in t( inpu t _ sh a pe[ 0 ] / 8) , act ivat i o n = ' r e lu ' )) 
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model. add ( Resha pe(( in t( inpu t _ sha p e [0 ] / 8) , in t( inpu t _ sh a pe[ 0 ] / 8) , 
fil te r s [2 ]))) 
model. add (Conv 2DTra nspose( fil t e r s [1 ] , 3 , st rid e s=2 , pa dding=pad3 , 
act iv at i o n = ' r e lu " name= ' d eco nv3 ' )) 
model. add (Conv2DTra nspose( fil te r s [0 ], 5, s trid e s=2, pa dding='same ' , 
act iv a ti o n = ' r e lu " name= ' d eco nv2')) 
model. add (Conv2DTra nspose ( inpu t _ sha pe [2] , 5 , st r id e s =2 , 
pa dding= 'same ' , 
name=' d eco n v l ' )) 
model . summary ( ) 
r e t urn mod el 
if _ name_ _ main_ 
from t ime impor t time 
# D é fini t i o n d es h y p erp a r a m èt r es 
imp or t a r g p a r se 
p a r se r = a r g p a r se . Argumen t P arse r ( d esc rip t i o n = ' t r a in ') 
p a r se r .add_ argument( '-- d ataset ', d e fa ul t= ' mnist ' ) 
p a r se r .add_ argument('-- n _ clu ste rs', d e fa ul t= 10 , ty pe=in t) 
p a r se r . add_ argument(' -- b atc h _ s ize " d e fa ult =300 , ty p e=in t) 
p a r se r . add_ argument( '-- epoc hs " d e fa ul t = 200 , ty p e= in t) 
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p a r se r . add_ argument( '-- save _ di r ', d e fa ul t= ' res ul tsjtemp ' , ty p e=st r ) 
a r gs = p a r se r . p a r se _ a r gs () 
prin t(a r gs) 
imp ort os 
if n ot os . path. ex i s t s (a r gs . save_ dir ) : 
os. m a kedir s (a r gs . sav e_ dir ) 
# Imp or tat ion de l a base MNIST 
from d atasets imp ort load _ mnist 
if a r gs. d ataset = ' mnist ' : 
x, y = load_ mnist () 
# D é fini t i o n du mod èle 
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model = CAE( inpu t _ s h a p e=x.s h a pe[ l: ], fil te r s=[32 , 64, 128, la ]) 
plot _ mod el ( model , t o _ fil e=a r gs . save_ dir + 'j%s-pr et r a in-model . png' 
% a r gs. d a taset, show _ sh a pes=True) 
model . summary ( ) 
# Compil a tion du mod èle 
o ptimi ze r = ' adam ' 
model. co mpil e (o p t imi ze r=o ptimi ze r , l oss =' mse') 
fr om k e r as . ca ll b ac k s imp or t CSVLogger 
cs v _ logge r = CSVLogger (a r gs.sav e_ dir + 'j%s-pret r a in-log.csv' % 
a r gs. d ataset) 
# En t r a inem en t du r ésea u 
t a = t ime () 
model . fi t (x, x, b atc h _ s ize=a r gs. batc h _ s ize, epo ch s=a r gs. epoc hs , 
ca ll b ac k s =[ csv _ logge r ]) 
prin t ( , Tr a ining t ime: tim e () - t a ) 
model . sav e (a r gs. save_ dir + 'j%s-pr et r a in - model-o/cd . h5' % 
( a r gs . d a taset, a r gs . ep oc h s ) ) 
# E xt r act io n s d es ca r acté ri st iqu es 
fea tur e_ m od el = Model ( input s=model . inpu t, 
outpu ts=model . get _ Iaye r ( name='embedding '). ou t pu t) 
feat ur es = feat u re_ m od el. pr e di ct (x) 
print (' fea tur e sh a pe=', feat ur es . sh a pe) 
# Cl ass ifi cat i o n p a r l a méthode K-means 
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from s kl ea rn . c lu s t e r imp ort KMeans 
km = KMeans ( n _ c lu s t e r s=a r gs. n _ c lu s t e r s) 
# Pr é di ct i o n et a ffi c h age d es r és ult as d es cr i tè r es de p erfo rm a n ce 
f eat ur es = np. r es h a p e ( fea tur es , newsha pe=(feat ur es. sh a pe [0 ] , - 1)) 
pr ed = km. fit _ pr e di c t (fea tur es ) 
import m et ri cs 
print ( ' acc= ' , m et ri cs.acc(y, pr ed ), ' nmi =' , m et ri cs. nmi (y, pred ), 
'a ri= ', m et ri cs.a ri (y, pred )) 
** ****************DCEC*********************** 
# Impor tat ion d es fon ct ion s en v ue d e l a d é fini t i o n d es co u ch es et 
de l ' entr a in em en t du modèle 
from time impor t t im e 
import numpy as np 
impor t k e r as. backend as K 
from k e r as . e n g in e . t opol ogy imp or t Layer , Inpu t Sp ec 
from k e r as . mod els impor t Model 
from k e r as. ut il s . vi s _ u t il s imp ort plot _ mod el 
from s kl ea rn . clu s t e r imp or t KMeans 
imp or t m et ri cs 
from ConvAE imp or t CAE 
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c l ass Clu s t e rin g Laye r ( Laye r) : 
ft ft ft 
Clu s t e rin g l aye r conv e r ts input sample (feat ur e) to s oft l a b e l , 
i. e . a vecto r t h a t r e pr ese nt s t h e pr o b a bili ty o f t h e 
sample b e l on g in g to each clu ste r . The pr o b a bili ty i s ca l c ul ate d 
with s tud en t' st-di s tribu t i o n . 
# Example 
, , , 
model . add ( Clu ste rin g Laye r ( n _ c lu s t e r s = 10 )) 
, , , 
# Argumen ts 
n clu s t e r s: number of clu ste r s. 
weig h t s: 1 i s t o f Numpy a rr ay wi th sh a p e ' ( n _ cl u s t e r s, n _ fea t ur es) , 
wit ch r e pr ese n ts t h e ini t i a l c lu s t e r ce n te r s. 
a lph a : p a r a m et er in Studen t 's t- di st ribu t i o n. D e fa u l t t o 1.0. 
# Inpu t sh a pe 
2D t e n s or wi t h s h a p e : '( n_ samples, n _ feat u res)'. 
# Output s h a pe 
2D t e n s or wi t h sh a pe: '( n_ samples, n _ cl u s te r s ) , . 
ft ft ft 
d e f __ ini t __ ( se lf , n _ c lu ste r s, we ight s=None, a lpha= 1.0 , ** kw args): 
if ' input_ sh a pe' not in kw a r gs and ' inpu t _ dim ' in kw a rgs : 
kwa r gs [ ' inpu t _ sh a pe' 1 = (kwa r gs . pop ( ' input_ dim ') , ) 
s u p e r ( Cl u s t e r i n g L a y e r , se l f ) . __ ini t __ ( * * kw a r gs ) 
se lf . n clu ste r s = n clu ste r s 
se lf . a lpha = a lph a 
se lf . ini t i a l _ we i g h ts = we ig h ts 
se lf . input_ sp ec = InputSp ec (ndim= 2) 
d e f build (se lf , input_ sh a p e ) : 
asse r t l e n ( inpu t _ sh a p e) = 2 
input _ dim = inpu t _ sh a p e [1 ] 
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se l f . inpu t _ spec = Inpu tS pec ( d ty p e=K . fl 0 a t x () , s h a pe=(None , in pu t _ d im)) 
se lf. c lu ste r s = se lf . a dd_ we igh t(( se lf . n_ cl u sters , input _ dim ) , 
ini t i a li ze r = ' g lo r ot _ unifo rm ', name='c lu ste r s ' ) 
if se lf . ini t i a l_ we i g h ts i s not None: 
se lf . set _ we igh ts (se lf. ini t i a l_ we i g h ts) 
d e I se lf . ini t i a l _ we i g h ts 
se lf . bu i l t = T rue 
d e f ca l! (se lf , inpu ts, ** kwargs) : 
n ft n s tud en t t-di st ribu t i o n , as same as use d in t-8NE a lg ori t hm . 
q_ ij = 1/ (1 + di st (x_ i , u~ )~ 2 ), t h en n o rm a li ze i t . 
Argumen ts: 
inpu ts: t h e va ri a bl e co n ta inin g data, sh a p e=( n_ samples , n _ feat u res) 
R eturn : 
q: s tud en t's t- di s tribu t i o n , o r so ft l a b e l s fo r each sample. 
sh a pe=( n_ samples, n _ cl u s t e r s) 
ft ft ft 
q = 1.0 / ( 1.0 + (K .sum (K. s qu a r e(K .expand_ dims( inpu ts , ax is= l ) 
- se lf .c lu ste r s) , 
ax is=2) / se lf. a lpha)) 
q **= (se lf . a lph a + 1.0 ) / 2 . 0 
q = K .t r a n s p ose(K .t r a n s p ose( q ) / K .sum (q , ax is= I )) 
r et urn q 
de f compu te_ ou t put _ sh a pe (se lf , inpu t _ sh a pe): 
asse r t inpu t _ sh a pe and l e n ( inpu t _ sh a pe) = 2 
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r e turn input_ shape [0] , se lf . n clusters 
d ef get _ co nfi g (self): 
co nfi g = { ' n _ clu ste r s ': se lf. n _ clusters} 
b ase _ co nfi g = s up er (ClusteringLayer, se lf ). get _ co nfi g () 
r et urn di ct( li st(base _ co nfi g. it em s()) + li st(co nfi g. i te ms())) 
c l ass ~( obj ect): 
d e f __ init __ ( se lf , 
input_ sh a pe, 
filt e r s=[32 , 64, 12 8 , 10 ], 
n _ clu ste r s= 10 , 
a lpha= l.O) : 
s up er (DCEC, se lf) . __ init __ () 
se lf . n c lu ste r s = n clusters 
se lf . input_ sh a p e = inpu t _ sh a p e 
se lf . a lpha = a lph a 
se lf . pr et r a in e d = F a lse 
se lf . Y _ pred = [] 
se lf . ca e = CAE ( in put _ s h a p e, f il t e r s ) 
hidd en = se lf. cae . get _ laye r (name='embedding '). output 
se lf . e n co d er = Model ( inpu ts=s e lf . cae . inpu t , out pu ts=hidd en ) 
# D efini t ion du mod èle ~ 
c lu ste rin g _ l ayer = ClusteringLayer (se lf . n _ c lu ste r s , 
name=' clu ste rin g ') ( hidd en ) 
se lf . model = Model ( inpu ts=se lf .cae. inpu t, 
outpu ts=[c lu ste rin g _ l aye r , se lf . cae.outpu t]) 
d e f pr et r a in (se lf , x, batc h _ s i ze=300 , ep oc h s=200 , 
o p t imi ze r ='adam ', save_ dir =' r es ul t s /temp ') : 
prin t ( ' ... Pr et r a inin g ... ') 
se lf . cae. co mpil e(o p t imi ze r=o p t imi ze r , l oss=' mse') 
from k e r as. ca ll b ac k s imp or t CSVLogger 
cs v _ logge r = CSVLogger (a r gs . save_ dir + ' / p ret r a in _ log . csv') 
# Enra inemen t du mod èle 
t O = t ime () 
se lf . cae. fi t (x, x, b atc h s ize=b atc h_ s ize, ep oc h s=e p oc hs, 
ca llb ac k s=[cs v _ l ogge r ] ) 
p rint (' P retra inin g t ime: t ime() - t O) 
se l f . cae . save (sa ve _ dir + ' / pret r a in_ cae_ mode l . h5 ') 
prin t ( , Pr et r a in e d we ig h ts a r e saved to 
%s / pr et r a in_ cae_ m od el . h5' % sa ve _ dir ) 
se lf . pr et r a in e d = True 
d ef loa d _ we ig h ts ( se l f , we igh ts_ p at h ): 
se lf. model . loa d _ we igh ts (we igh ts_ pat h ) 
d e f ex tr act _ fea tur e (se lf , x): # ext r act feat ur es 
from b e fo r e clu ste rin g l aye r 
r e turn se lf . en co d er . pr e di ct (x) 
d e f pr e di ct(se lf , x): 
q, _ = se lf . model . pr e di ct(x, verbose=O) 
r et urn q. a rgmax( l ) 
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@s taticmethod 
def targ e t _ distribution (q): 
wei g h t = q * * 2 / q. sum ( 0 ) 
r e t ur n (wei g h t . T / wei g h t . sum ( 1 ) ) . T 
de f co m p i l e ( self, los s = [ , k l d " ' mse '] , 
los s _ wei g h t s = [1, 1] , 0 P t i m i z e r = 'adam ' ) : 
self. model. compile (loss=loss , 
loss _ weigh ts=lo ss _ weigh ts, optimizer=optimizer) 
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def fit (self, x, y= one, b a t ch _ size=300 , maxiter=2e4, tol=le-2 , 
upda t e_ in terval = 140 , cae_ weigh ts=None, sa ve _ dir = '. / r e sul t s /temp , ) : 
print ('Update int e rval " updat e_ int e rval) 
save interval = x. shape [0] / bat c h _ size * 5 
print (' Save int e rval ', save _ int e rval) 
# ETAPE 1: Pr é en t rai n e m en t SIn é ces sai r e 
tO = time () 
if not self. pr et rain e d and cae_ weights i s None: 
p r i n t ( , . . . pr e t r a i n i n g CAE us i n g d e fa u l t h Y P e r - par a met ers : ') 
p r i n t ( , 0 P t i m i z e r = \ 'adam \ ' ; e p 0 c h s = 200 ' ) 
self. pr e train (x , batch_ s iz e, save_ dir=s ave_ dir) 
self. pr e trained = True 
elif cae _ weight s is not None: 
sel f . cae . load _ we igh ts ( cae _ weigh ts) 
print ( 'cae_ weights is loaded successfully. ') 
# ETAPE 2: initi a lisation d es c l asses avec l a mét hod es K-means 
t l = tim e () 
print ( ' Ini t i a li z in g clu s t e r ce nt e r s with k- means. ' ) 
kmeans = KMeans( n _ clu ste r s=se lf. n _ cluste r s, n _ ini t=20) 
se l f . Y _ pred kmeans . f i t _ pr e d i c t ( se l f . en co d e r . pr e d i c t ( x ) ) 
y _ pred_ last np. co py ( se l f . Y _ pred ) 
se lf . model. get _ laye r ( name= ' c lu ste rin g ' ). set _ we igh ts 
( [ kmeans. c l u s te r _ c e n te r s _ ]) 
# ETAPE 3: C l as s i fi c a t i o n pr o f 0 n d e 
# lo gg in g fi l e 
imp or t csv , os 
if not os. pat h. ex i sts (sav e_ d ir ): 
os . m a k edir s (save _ dir ) 
lo g fil e = open( sav e_ dir + 'j d cec_ log . cs v ', 'w ' ) 
l og wri te r = csv. Di ct Wri te r ( l og fil e , 
fi e ldn a m es = [ ' i te r ', ' acc ', ' nmi ', ' a ri ', ' L ', ' Lc ', ' Lr ' ]) 
l ogw ri te r . wri te h ea d e r () 
t2 = time () 
l oss = [0 , 0 , 0 ] 
ind ex = 0 
fo r i te in r a nge( in t( m ax i te r )): 
if i te % upd ate _ in te r va l = 0 : 
q , _ = se lf. model. pr e di ct (x , ve r bose=O) 
p = se lf . ta r get _ di s tribu t i o n ( q ) # update t h e a u x ili a r y 
ta r get di st ri b u t i o n p 
# C ri t è r es de p erform a n ce 
se lf. Y _ pred q . argmax ( 1 ) 
if Y i s not None: 
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acc np.round ( m e tri cs . acc(y, se lf. y_ pred ), 5) 
nml np . r ound(m e tri cs. nmi (y, se lf. y_ pred ) , 5) 
a ri np . round ( m e tri cs.a ri (y, se lf. y_ pred ), 5) 
l oss = np.round ( loss, 5) 
l og di ct = di ct( i te r=i te, acc=acc, nmi=nmi , a ri =a ri , 
1= l os s [0 ] , L c= l os s [1 ] , L r= l os s [2 ] ) 
l og wri te r . wri te r ow ( l og di ct) 
print( ' It e r ', i te, ' . Acc', acc, 
a n , ' . l oss=' l oss) , , 
d e l ta _ l a b e l = np .sum ( se lf . y_ pred != 
nmi ', nmi , a ri ' , 
y_ pr ed_ last). as t y p e (np . fl oat3 2 ) / se lf. y_ pred . sh a pe [0 ] 
y _ pred_ las t = np. co py ( se lf. Y _ pred) 
if i te > 0 and d e l ta l a b e l < to I : 
prin t ( ' d e l ta _ l a b e l " d e l ta _ l a b e l , '< to I " to I ) 
prin t (' Reached to l e r a n ce t hr es h o ld . Sto pping t r a inin g . ' ) 
l og fil e . cl ose () 
break 
if ( ind ex + 1) * b atc h _ s ize > x . sha pe [0 ]: 
l os s = se lf. model . t r a in_ on_ batc h (x-x [ ind ex * b a tc h _ s ize : :] , 
y =[p [ ind ex * b atc h _ s ize::] , x [ ind ex * b atc h _ s ize: : ]]) 
ind ex = 0 
e l se : 
l os s = se l f . model . t r a in_ on_ batch (x=x [ ind ex * b a tc h s ize: 
( ind ex + 1) * b atc h _ s ize], 
y=[p [ ind ex * b atc h _ s ize: ( ind ex + 1) * b atc h _ s ize], 
x [ ind ex * b atc h _ si ze: ( ind ex + 1) * b atc h _ s ize]]) 
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ind ex += 1 
# Enr eg is tr e m e nt du mod èle d a ns l e r é p e rtoir e de tr a v a il 
if it e % sa v e int e r va l = 0 : 
# sav e DCEC model c h ec kp o int s 
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print ('savin g model to :' , sav e_ dir + 'j dcec_ model_ ' + st r ( i te) + ' . h5 ' ) 
se lf . model. sav e_ weight s ( save_ dir + 'j dcec_ model_ ' + s tr(it e) + '. h5') 
i t e += 1 
logfil e. clo se () 
prin t ( , savin g model to : ', sav e_ dir + ' j d cec _ mod el_ fin a l . h5 ') 
se lf. model . sa v e_ weigh t s (sa ve _ dir + ' j d cec _ m od e l_ fin a l . h5 ' ) 
t 3 = t im e () 
prin t( ' Pr e tr a in t im e: t1 t O) 
prin t ( ' Clu s t e rin g t im e: ', t3 t 1 ) 
print ( ' Tot a l time: t3 tO) 
if _ name_ _ main_ 
# D é fini t i o n d es h y p erp a r a m èt r es 
impor t a r g p a r se 
p a rs e r = a r g p a r se .Argumen t P a r ser(d esc ripti o n ='t r a in ' ) 
p a rs e r . add_ argument('-- n _ cluste r s " d e fa ult = 10 , ty p e=in t) 
p a r se r .add_ a rgument ('-- b atc h _ s ize ', d e fa ul t=300 , ty p e= in t) 
p a r se r. add_ argument(' --max i t e r " d e fa ul t=2e4 , ty p e=in t) 
p a r se r . add_ argument ('--gamma ', d e fa ult = 0 . 1 , ty p e=fl oat , 
h elp= 'c o e ffi c i e nt o f clu s t e rin g lo ss') 
83 
parser .add_ argument('--update_ interval ', default=140 , type=int) 
parser . add_ argument (' -- toI' , d efa u 1 t =0.01 , type=fl 0 a t ) 
parser . add_ argument('--cae_ weights " default=None , 
help = ' This argument must be gi ven ' ) 
parser .add_ argument('--save_ dir ', default= ' results / temp ' ) 
args = parser. parse_ args () 
print (args) 
import os 
if not os. path. exists (args. save_ dir): 
os. makedirs (args. save_ dir) 
# Importation de la base MNIST 
from datasets import load_ mnist 
if args. dataset = ' mnist ' : 
x , y = load_ mnist () 
# Préparation du modèle OCEC 
d ce c = OCEC ( in put _ s h a p e=x . s h a p e [ 1 :], fil ter s = [ 32 , 64, 128, 1 0] , 
n _ clusters=args. n _ clusters) 
plot _ model (dcec. model , to _ file=args. save _ dir + ' / dcec_ model. png ' , 
show _ shapes=True) 
dcec . model . summary () 
# Classification 
o P t i m i z e r = ' ad am ' 
dcec.compile(loss=[ ' kld ', ' mse'] , loss _ weights=[args.gamma , 1] , 
optimi ze r=o ptimi ze r ) 
d cec . fi t (x, y y, to l=a r gs. to I , m axit e r=a r gs. maxi te r , 
upd a t e_ in t e r va l=a r gs . upd a t e_ in te rv a l , 
save_ dir=a r gs. save_ dir , 
cae_ we igh ts=a r gs . cae _ weigh ts ) 
y _ pred = d cec. y _ pred 
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print ( ' acc = %.4 f , nmi = %.4 f , a ri = %.4 f ' % ( m et ri cs . acc (y , y_ pred ) , 
m e tri cs. nmi (y , y_ pred ), m e tri cs.a ri( y , y_ pred ) ) ) 
# Affi c h age du nuage de p o in ts d a ns un es p a ce de dimens ion 2 
import m at pl o tlib . p y pl o t as pIt 
from s kl ea rn. m a nifold imp ort TSNE 
tSNE = TSNE ( n_ components=2) 
t S E_ r es ul t=tSNE . fi t _ t r a n s fo rm ( feat ur es) 
x= tS NE_ r es ul t [: , 0 ] 
y=tS NE _ resul t [: , 1 ] 
#co l o r s = ' b ' ,' r ', ' g ', ' c ', 'm', ' y ', ' k ', 'w', ' 0 ', ' p ' 
m a r ker s ize = 0 .1 
pIt . scatte r (t SNE _ res ul t [ : , 0 ] , t SNE_ r es ul t [ : , 1 ], co l o r s, m a rk er _ s ize) 
pIt . show () 
