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Abstract
In this paper we study classical spaces of analytic functions which are convex cones and closed under
the involution f → 1/f. These include the spaces of positive real, positive real odd, and strictly positive
real functions. These spaces are associated in the engineering literature with energy dissipation in the sense
of Lyapunov.
We discuss the geometric aspects of these spaces, in analogy with similar spaces in matrix theory which
are also related to the matrix Lyapunov equation, stability and in view of a general theory of convex invertible
cones.
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1. Introduction
Positive real functions play a central role in electrical circuit theory, and more generally the
theory of passive systems, which includes certain aspects of control theory. These functions are
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right half plane analytic, and are classically divided into several subspaces: positive real odd,
strictly positive real, minimum reactance, etc. A detailed account of these spaces and their role in
engineering can be found in numerous books, e.g. [2,6,10,23,25].
Several of these spaces have two structural properties in common. First, they are convex cones
of infinite dimension; the general element in such a space is duly representable as a sum, or in some
cases, an integral of extreme directions. This additive aspect of infinite dimensional convexity
theory (called Choquet theory, see [24]) is well documented in the above mentioned references
(see also [15,16]) and includes the well known Cauer and Foster representations.
The second structural property is closure under the involution f → 1/f, a multiplicative
property not easily treated by general convexity theory. The theory of convex invertible cones
(cics), introduced by the authors in [11], offers a more adequate description of these sets.
Certain sets of complex n × n matrices associated with the Lyapunov matrix equation show
analogous properties: they are convex cones and are closed under the involution A → A−1.
The structure of matrix cics has been studied by the authors in the papers [11–14,19] with
several applications to system theory. An interesting different type of matrix cics is of matrices
characterized by their pattern of non-zero entries, see [21].
Some aspects of cic theory are independent of the underlying algebra, and lead naturally to
the study of spaces of analytic functions. For example, we show that a singly generated, non-
singular cic C(x) (the smallest cic which contains x) is precisely the set of elements f (x) with
f (s) rational and positive real odd. In particular, the set of rational positive real odd functions
themselves, denoted by PO, forms a cic which is generated by the function f (s) = s; namely,
PO = C(s).
Other spaces of analytic functions enjoy similarly elegant descriptions. We show that the entire
set P of positive real function is a cic, and moreover is the closure of PO in a natural topology;
and the subset P of rational positive real functions is a cic, in fact P = C(s, 1) = C(1/s, 1).
We observe that the functions 1, s, 1/s correspond to the impedances of three basic elements
of lumped electrical circuits: resistance, inductance and capacitance. The generation rules just
announced may be viewed as a neat re-interpretation of the classical realizability properties for
passive and lossless lumped circuits known from the electrical networks literature. For details see
Section 5.3.
Through these simple generation rules, cic theory is shown to simplify, beyond general con-
vexity theory, the structural description of these spaces of analytic functions. Indeed, considered
as mere convex cones, the sets PO and P have a continuum of (normalized) extreme direc-
tions; considered, however, as cics, or closed cics, they can be described by just one or two
generators.
The set of weakly stable matrices and analogously the set of weakly minimum-phase functions,
is an invertible cone which is not convex. From the point of view of robust stability it makes sense
to identify within them maximal open convex subsets. In both cases the maximal open subsets of
minimum-phase elements turn out to be cics: the setSP of strictly positive real functions, and in
the matrix case, the sets L(H) := {A : (HA + A∗H) ∈ P}, where P denotes the set of Hermitian
positive definite matrices and −H ∈ P.
Within the set L(H) := {A : (HA + A∗H) ∈ P} where P denotes all Hermitian positive semi
definite matrices and H Hermitian non-singular, one can identify the set of all matrices sharing
with H the same inertia. This subset strictly contains the cic L(H), but is not convex. In fact, it is
“almost” convex. Similarly, one can identify withinP the subset of all minimum phase functions.
This subset strictly contains the cicSP of rational strictly positive real functions, but again it is
only “almost” convex.
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The structural similarities between the matrix and the function cases reflect functional simi-
larities: both the Lyapunov matrix equation and positive real functions are associated with energy
dissipation and stability. These observations confirm cic theory as a natural structural context for
discussing stability and energy dissipation for continuous-time systems.
The renowned Positive Real Lemma, see Subsection 4.3, establishes yet another connection
between cics of matrices and of rational functions. In what follows we mention several aspects
related to cics of matrices, mostly studied by the authors in [11–14,19]. We then show that cics
of positive real functions have similar properties.
2. Convex invertible cones
We shall use the following definitions and notation, mostly consistent with those made in [11–
14,19]. LetA and G be, respectively, a real unital algebra and its group of units. A set X ⊂A is
said to be invertible if G ∩ X is closed under inversion. A cic is a convex invertible cone. For a
set X we let C(X) be the cic generated by X, namely the smallest cic which contains X. In that
case, we refer to X as a generating set for the cic.
One may recover C(X) from its generating set X using a step-by-step construction as follows:
X0 := R+ · X, Xj+1 = conv Xj
⋃
X−1j , j = 0, 1, 2, . . . C(X) =
∞⋃
j=0
Xj
under the convention that X−1j := {x−1 : x ∈ X
⋂
G}.
In general, an intersection of a cic and a convex set need not be invertible. Take for example
two sets in C, the positive real line and the line {s : Re(s) = 2}, where the first one is a cic. Their
intersection is a singleton {2}, which does not contain its inverse. Similarly, in Example 4.3.1
below we produce a cic and an invertible cone whose intersection is not convex. Nevertheless, we
do have the following:
Observation 2.1 [11, Proposition 2.2(i)]. The intersection of cics is a cic.
If the ray R+ · c is a cic for some c ∈ G then, up to scaling, c is an involution: c2 = 1, where 1
is the unit element in the underlying algebra. The set of involutions within a given cic is therefore
of interest. The algebra of n × n matrices contains many involutions, while the algebra of real
analytic functions on the right half plane contains only the constant functions ±1 as involutions.
3. Convex invertible cones of matrices
3.1. Basic notions
Below we include a brief review of the main relevant properties, mostly from [11]. We start
with a few standard definitions.
1. Inertia. WithC the complex plane, denote byC+ andC+ its open and closed right half planes.
Similarly, the left half planes will be denoted byC− andC−. An n × n matrix has inertia (ν, δ, π)
if among its eigenvalues ν are in C−, π are in C+ and δ are imaginary, where ν + δ + π = n.
The inertia will be called regular if δ = 0; stable if ν = n; anti-stable (sometimes referred to as
positively stable) if π = n; see e.g. [17, Section 2.1]. We shall call a matrix weakly stable if π = 0
and in addition algebraic and geometric multiplicities of eigenvalues along the imaginary axis
coincide. A matrix is unstable if it is not weakly stable. This terminology is consistent with the
stability of the n-dimensional linear autonomous state space system dx(t)/dt = Ax(t), t  0,
see e.g. [2, Section 3.7].
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2. The sign function. The function Sign(s) := Re(s)/|Re(s)| (Re(s) /= 0) is the odd extension
of the constant function f (s) ≡ 1, Re(s) > 0 across the imaginary axis. More generally, if A
is a matrix with regular inertia, say (ν, 0, π) the involution Sign(A) may be defined via the
usual functional calculus. Writing A = T diag{−Aν,Aπ }T −1, where the matrices Aν and Aπ
are anti-stable, we have under the same block division Sign(A) = T diag{−Iν, Iπ }T −1. See, e.g.
[18,20].
It turns out that if A has regular inertia then Sign(A) is the only involution inC(A). Otherwise,
C(A) contains no involutions and Sign(A) cannot be defined. See [11, Propositions 2.5 and
2.6(b)]. The matrix sign function algorithm (see e.g. [18,20]) has a nice interpretation in terms of
cic structure.
3. Singularity of a cic. A matrix cic will be called singular if it contains singular matrices, and
non-singular otherwise. This concept should not be confounded with the term “invertible set”, as
defined in the last section. For example, the set P of Hermitian positive definite matrices and its
closure P of Hermitian positive semi-definite matrices are both invertible (in fact, they are cics),
but only P is non-singular. In contrast, the set X ⊂ R2×2 of matrices whose sign pattern is
(+ −
+ +
)
is a (non-singular) convex cone, but is not invertible (in fact X−1 = XT). For the structure of sign
pattern invertible sets see in [21] and references therein.
Regular inertia of a matrix cic is preserved under positive scaling and matrix inversion, but
not under addition. Thus, regular inertia of a generating set does not extend automatically to the
whole cic. In fact, it is known that a cic of complex matrices is non-singular if and only if all
matrices in it have the same regular inertia, see [11, Proposition 2.6(a)].
3.2. CICs and the Lyapunov matrix equation
Given a non-singular Hermitian matrix H, consider the sets
L(H) := {A : (HA + A∗H) ∈ P}, L(H) := {A : (HA + A∗H) ∈ P}.
L(H) is an open cic in Cn×n with fixed, regular inertia, due to the Inertia Theorem, see e.g. [17,
Theorem 2.4.10]; L(H) is a singular cic, see Proposition 3.2.1 below.
Let I(ν, δ, π) denote the set of matrices A with inertia (ν, δ, π). The collection of n × n
matrices with regular inertia may be partitioned into n + 1 open subsets of the form I(ν, 0, π):
maximal subsets of equal inertia, including the sets of stable and anti-stable matrices. Moreover, as
already remarked, inertia is not preserved under addition, and so the open non-singular invertible
cones I(ν, 0, π) are not convex. Hence, it is of some interest to find a covering of I(ν, 0, π) by
maximal open and convex cones. The sets L(H), with H an Hermitian matrix within I(ν, 0, π),
do form such a covering. In the following proposition we establish the maximality of these sets,
and describe the principal geometric relations between the basic matrix cics.
Proposition 3.2.1. Assuming H Hermitian and non-singular, the following holds:
(i) [12, Proposition 2.4(i)]. The set L(H) is a singular closed cic; in fact, a maximal proper
cic in Cn×n.
(ii) [11, Proposition 3.7]. The set L(H) is a non-singular cic; in fact, a maximal non-singular
open convex subset of Cn×n.
A particular converse of statement (ii) is provided in Ando’s papers [3,4].
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ForE ∈ Cn×n it is easy to see that wheneverEH is Hermitian non-singular, the linear invertible
map τ : A −→ EA takes L(H) onto L(EH), (and L(H) onto L(EH)). In the special case where
E = Sign(H), EH is positive definite, a fact used in [11, Lemma 3.6, Proposition 3.7] in proving
3.2.1(ii). In particular the set EL(H) is anti-stable. The converse is also true, leading to the
following result.
Proposition 3.2.2. Assume that H and E are Hermitian and non-singular with E an involution.
Then the following are equivalent:
(i) E = Sign(H);
(ii) E · L(H) is a set of weakly anti-stable matrices;
(iii) E · L(H) is a set of anti-stable matrices.
Proof. (i) 	⇒ (ii). If E = Sign(H) then, as just mentioned, Ĥ := EH ∈ P. Given a matrix
A ∈ L(H), set Â :=EA. We have Ĥ Â + Â∗Ĥ = HA + A∗H ∈ P, implying via Corollary III.1
of [8] that Â is weakly anti-stable.
(ii) 	⇒ (iii). Follows from the non-singularity claim in Proposition 3.2.1(ii), or directly from
Lyapunov’s theorem (see [8,9]).
(iii) 	⇒ (i). If H has definite inertia, then αH ∈ P, for some α = ±1, thus αl = Sign(H).
Also, since αl ∈ L(H), Eαl is anti-stable, and being an involution, E = αl = Sign(H), proving
the claim. So assume inertia(H) = (ν, 0, π) with ν, π > 0.
As the sets L(H) respect the similarity rule V −1L(H)V = L(V ∗HV ), we may assume that
H = diag{−Iν, Iπ } implying that H = Sign(H). In that case we need to show that when E /= H
the set E · L(H) is not anti-stable.
Conformably with H we write E =
(
Hν B
B∗ Hπ
)
with Hν,Hπ Hermitian. It is easy to verify
that the matrix Aβ :=
( −Iν −βB
−βB∗ Iπ
)
belongs to L(H) for all β ∈ R. On the other hand, we
have trace(EAβ) = −trace(Hν) + trace(Hπ) − 2β trace(BB∗). Hence, for B /= 0 and β > 0
sufficiently large, trace(EAβ) < 0 so EAβ cannot be anti-stable. Hence one must have B = 0,
i.e. E = diag{Hν,Hπ }. Since E is an involution, in fact E = H = diag{−Iν, Iπ }, completing
the proof. 
For H ∈ P Proposition 3.2.1(i) says that the set L(H) is a maximal closed cic of quasi-weakly
anti-stable matrices. Together with Proposition 3.2.2(ii) this statement can be strengthened.
Observation 3.2.3. Assuming H ∈ P, the set L(H) is a singular closed cic; in fact, a maximal
weakly anti-stable cic in Cn×n.
To further explore the gap between the open cic L(H) and its closure, the cic L(H), one
needs to relate to an intermediate set. Let H be Hermitian with the inertia (ν, 0, π). According
to the Inertia Theorem, e.g. [17, Theorem 2.4.10], every matrix in L(H) has the inertia ν, 0, π .
Then, every matrix with regular inertia in L(H) has the same inertia ν, 0, π . Denote this set by
I(ν, 0, π) ∩ L(H). Recall that this set is equivalent to the set of matrices A such that the pair A,Q
with Q := HA + A∗H, is observable (or, equivalently the pair A,HA∗ + AH, is controllable,
see e.g. [17, Theorem 2.4.7, Remark 2.4.9] or [22]).
Below we show that, in contrast to L(H) and to L(H), the intermediate set just described is
only “almost” convex. Specifically, if A0 and A1 is a pair of matrices with regular inertia within
L(H), then almost every matrix in conv(A0, A1) has regular inertia.
802 N. Cohen, I. Lewkowicz / Linear Algebra and its Applications 425 (2007) 797–813
For Aj ∈ I(ν, 0, π) ∩ L(H); j = 0, 1, and Qj := HAj + A∗jH let Aα := αA1 + (1 − α)A0,
with α ∈ [0, 1], and the resulting Qα := αQ1 + (1 − α)Q0. Recall that observability of the pair
Aα,Qα is lost, if and only if,N(Qα), the null-space of Qα , contains an eigenvector of Aα , see
e.g. [17, Theorem 2.4.7].
By assumption, both extreme pairs A0,Q0 and A1,Q1 are observable. Since Q0,Q1 ∈ P we
have that N(Qα) =N(Q0)⋂N(Q1) for all α ∈ (0, 1). If N(Q0)⋂N(Q1) contains only
the zero vector, Aα ∈ I(ν, 0, π) ∩ L(H) for all α ∈ [0, 1]. Hence, assume thatN(Q0)⋂N(Q1)
is not trivial and for simplicity we consider only the case where dimN(Q0)
⋂
N(Q1) = 1,
namely the common null-space is spanned by a non-zero vector u. Next assume by contradiction
that there exist two distinct matrices Aα and Aα (with 1 > α > α > 0) which do not belong to
I(ν, 0, π) ∩ L(H). Namely, u is a common eigenvector of Aα and Aα . Then u must in fact be an
eigenvector of Aα, for all α ∈ [0, 1], including A0 and A1; hence both pairs A0, Q0 and A1, Q1
are not observable. However, this contradicts the assumption that A0, A1 ∈ I(ν, 0, π) ∩ L(H).
Hence, one may conclude that 1 > α = α > 0, i.e. u may be an eigenvector of (at most) a single
matrix in the convex hull of A0 and A1. Thus whenever dim(N(Q0)
⋂
N(Q1)) = 1, the set
I(ν, 0, π) ∩ L(H) is essentially convex except for possibly a single point. This is illustrated next.
Example 3.2.4. Consider the matrices, A0 =
(
a 2b
0 b
)
and A1 =
(
a 0
2a b
)
, where a, b are non-
zero real scalars. To guarantee uniqueness of solution of the associated Lyapunov equation,
assume that a /= −b. It is easy to verify that Aα := αA1 + (1 − α)A0 belongs to L(H) with
H = diag{a, b} where Qα ≡ 2
(
a2 ab
ab b2
)
. Next, since trace(Aα) is constant, Aα and H share the
same inertia as long as det(Aα)det(H) = a2b2(1 − 2α)2 does not change sign. This is the case for
all α ∈ [0, 1] except for the point α = 12 . Another way of looking at it is examining observability,
using the test mentioned earlier that an eigenvector of Aα is in the kernel of Qα =
(
a2 ab
ab b2
)
. For
all α this kernel is spanned by u =
(
b
−a
)
, which is an eigenvector of A only when α = 12 .
When H = ±l, L(H) is the set of dissipative/accretive matrices and has the following charac-
terization. Denote by S the set of skew-Hermitian matrices.
Proposition 3.2.5
(i) The set S is a cic; in fact, a maximal convex subset of Cn×n which does not contain an
involution.
(ii) L(I ) = P + S, while P is the intersection of L(I ) and the singular cic of Hermitian
matrices.
(iii) L(I ) = P + S.
Proof. (i) S = L(I ) ∩ L(−I ) is an intersection of closed cics, hence by Observation 2.1 is a
closed cic. To prove its maximality, we consider a cic of the form Ŝ := C(S, A) where A ∈
S. It is enough to show that Ŝ contains a matrix with regular inertia, B = A + S, for then
C(B) ⊂ Ŝ would also contain the involution Sign(B) (see 3.1.2). The skew-Hermitian part
of A may be absorbed in S, so we may assume that A is Hermitian. If A is non-singular
we are done, so assume that rank(A) = n + 1 − q with q  2. Then, up to unitary similar-
ity A = diag{An−q, ρe1eT1 }, where An−q is non-singular, 0 /= ρ ∈ R, and e1 := (1, 0, . . . , 0)T.
Under conforming block structure, we choose S = diag{0n−q, Ŝ}, where Ŝ is a generic q × q
skew-Hermitian matrix (having no eigenvector orthogonal to e1). We claim that A + S has no
imaginary eigenvalue. Indeed, assume by contradiction that (A + S)w = irw, for some r ∈ R,
N. Cohen, I. Lewkowicz / Linear Algebra and its Applications 425 (2007) 797–813 803
where the eigenvector w is conformably partitioned w =
(
u
v
)
. It follows that (ρe1eT1 + Ŝ)v = irv.
Thus, 0 = Re v∗(ρe1eT1 + Ŝ)v = Re(ρ|eT1 v|2 + v∗Ŝv) = ρ|eT1 v|2, hence v is orthogonal to e1.
But then v is an eigenvector of Ŝ, contradicting the assumptions, and completing the proof of (i).
Items (ii) and (iii) are well known: If we partition A = Ah + As, where Ah := 12 (A + A∗)
and As := 12 (A − A∗), then by definition As ∈ S. Next, A ∈ L(I ) (A ∈ L(I )) is equivalent to
Ah ∈ P (Ah ∈ P). 
Every matrix may be shifted by a scaled identity matrix to become anti-stable, or even
dissipative. For later reference, we provide a lower bound for the necessary shift.
Observation 3.2.6. For the matrix A ∈ Cn×n let λj (j = 1, . . . , n) denote the eigenvalues of
A + A∗. Setting α0 := − 12 minj=1,...,n λj , we have A + αI ∈ L(I ) (resp. A + αI ∈ L(I )) for all
α > α0 (resp. for all α  α0).
4. CICs of real analytic functions
We shall now examine cics of analytic functions in analogy with matrix cics described in the
previous section. The underlying algebraA will be the set of real (scalar) functions defined on
(0,∞) with analytic extension to all s ∈ C+, with the usual algebraic operations. The natural
topology onA is the uniform convergence on compact subsets of C+, see e.g. [16].
We shall call a function f (s) quasi-weakly stable if it is analytic in C+ and weakly stable
if in addition it extends meromorphically across the imaginary axis admitting only simple poles
there. A function f (s) is stable if this extension across the imaginary axis is analytic. It should
be noted that the extension across the imaginary axis, if exists, is unique. A function f (s) is said
to be quasi-weakly minimum phase, weakly minimum phase and minimum phase if both f and
1/f have the corresponding stability property, [10, p. 212].
Thus A is comprised of quasi-weakly stable real functions and the group G of invertible
elements inA coincides with the set of quasi-weakly minimum phase real functions.
In what follows we discuss subsets of interest in the algebraA.
4.1. Positive real functions
A function f ∈A is called positive real if Re(s) > 0 implies Re(f (s))  0. In engineering
terminology, the Nyquist plot of f is contained in C+ compare with Fig. 1. The Cauer represen-
tation (1926) for a P function is
f (s) = as +
∫ ∞
0
s
s2 + t2 dμ(t) (2)
with a  0 and μ a positive Borel measure (see e.g. [25, Theorem 2.7]).
The set P of positive real functions is a cic in A. Its invariance properties under scalings,
additions and inversions are well documented in the electrical network literature (e.g. [6, Section
5.6]). Let us just point out thatP is also closed under composition; namely whenever f (s), g(s) ∈
P then also f (g(s)) is inP. From Propositions 3.2.1(i) and 3.2.5 it follows that L(I ) is a maximal
cic of quasi-weakly anti-stable matrices. In analogy, we now have the following.
Proposition 4.1.1. The sets ±P are the only maximal cics of quasi-weakly minimum phase
functions in the algebraA.
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Fig. 1. A Nyquist plot of f2(s).
Proof. We shall show that every cic of quasi-weakly minimum phase functionsC ⊂AmapsC+
into either C+ or C−, hence by definition either C or −C is a subset of P.
Indeed, assume by contradiction that there exist a ∈ C+ and functions f, g ∈ C such that
Re(f (a)) Re(g(a)) < 0. Then, the function
h(s) := |Re(g(a))|f (s) + |f (a)|
2|Re(g(a))|
f (s)
+ |Re(f (a))|g(s) + |g(a)|
2|Re(f (a))|
g(s)
has a zero at s = a. This contradicts the minimun phase assumption. 
Denote by P ⊂ P the subset of rational positive real functions. Since the set of rational
functions is a cic, it follows from Observation 2.1 that P is a proper subcic of P. The following
characterization of P functions is known, see e.g. [6, Sections 5.7–5.9].
Observation 4.1.2. A real rational function f (s) is positive real if and only if f ∈A, its imag-
inary poles and zeroes are simple, have positive residues and Re(f )  0 a.e. on the imaginary
axis.
Similar conditions apply in case f is not a rational function. In this case, f may have an
infinite sequence of imaginary poles under some natural restriction (take for example tanh(s)).
Thus, in analogy to Observation 3.2.3, one can strengthen the statement of Proposition 4.1.1
to having ±P a maximal cic of weakly stable functions (and hence weakly minimum phase)
within the algebra of quasi-weakly stable functions. However, not every weakly minimum phase
real rational function is P. Moreover, in Examples 4.1.3 and 4.1.5 below we construct rational
minimum phase functions (poles and zeroes within C−) which are not positive real.
Example 4.1.3. The real rational function f1(s) = (s + a)/(s + b)2 with a, b ∈ R is quasi-
weakly minimum phase whenever a, b  0, weakly minimum phase whenever a  0, b > 0
and minimum phase for a, b > 0. However, it is positive real only if 2b  a  0. This can be
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verified by calculating directly min Re(f1) on the imaginary axis. Alternatively, one can use the
partial fraction method (see e.g. [6, Section 5.16]) using the expansion f1(s) = 1/(s + 2b − a +
(b − a)2/(s + a)).
Let us mention here the following trivial analogue of Observation 3.2.6.
Observation 4.1.4. For the function f ∈A define α0 := inf
s∈C+
Ref (s). If α0 > −∞ then f (s) +
α ∈ P for all α  −α0.
Example 4.1.5. Consider the minimum phase real rational function f2(s) = 1/(s + 1)2. The
function f2(s) + α is stable for all α ∈ R and minimum phase for either −1 > α or α > 0; but
direct calculation shows that it is P only for α  α0 = 1/8 (see Fig. 1).
4.2. Positive real odd functions
LetPO (for positive real odd) denote the set of non-zero functions inPwhich admit a (unique)
analytic continuation along the imaginary axis (except isolated poles there) to allC− and are odd,
namely f (−s) = −f (s) for s ∈ C+. By Observation 4.1.2, zeros and poles of such a function are
simple and imaginary; poles must have positive residue; and poles and zeros interlace along the
imaginary axis (see e.g. [2, p. 56, 57, 6, Section 5.20, 8, Section 5.1]). The following is analogous
to Proposition 3.2.5(i).
Observation 4.2.1. The setPO is a cic. It is the only maximal convex set of real rational functions
which map each half plane C± into itself.
(−PO has a similar characterization.)
Proof. PO is an intersection of the cic P with the cic of odd functions, hence by Observation
2.1 it is a cic. In addition, we show that if a real rational function f preserves both C− and C+
then it is PO. Indeed, f (s) cannot be a constant, hence admits poles and zeros, which must be
imaginary, simple and interlace. So, by Observation 4.1.2 f ∈ PO. 
A lumped 1-port electrical network whose driving point immittance is PO is lossless, or
Hamiltonian, in the sense that energy is preserved in time, see e.g. [25, p. 36]. We have the
following essentially known characterization.
Theorem 4.2.2. PO is the convex cone generated by the functions
ft (s) := s
s2 + t2 =
(
s + t
2
s
)−1
, t ∈ [0,∞), f∞(s) = s. (3)
Equivalently, f (s) ≡ 0 is a PO function if it has the form
f (s) = aos + b0
s
+
k∑
j=1
(
aj s + bj
s
)−1
, aj , bj  0. (4)
Moreover, PO is dense in the space P, endowed with the topology of uniform convergence on
compact subsets of C+.
806 N. Cohen, I. Lewkowicz / Linear Algebra and its Applications 425 (2007) 797–813
Proof. The representation (4) is attributed in the electrical network literature to Foster (1924)
([2, Eq. (9.2.11)], or [6, Section 7.5]): The density claim should also be considered well known.
We include a proof for the sake of completeness. LetBM be the closed cone of positive (Borel)
measures on the imaginary axis, considered as a closed topological space. The Cauer integral
(2) defines a continuous linear bijection τ : BM→ P [16]. This integral formula should be
interpreted in terms of the Choquet theory (see [24] for a survey), where elements ofP are to be
represented in terms of normalized extreme directions of P, hence of BM.
The normalized extreme directions inBM are the pure unit atoms, plus the Lebesgue measure
which stands for “an atom at infinity” andBM is the closed convex cone generated by them. The
images of these measures under τ, given by the functions ft (s) in (3) represent all the normalized
extreme directions in P. Thus, P is the closed convex cone generated by them. However, the
functions (3) are all in the sub-cone PO. From this we conclude both assertions in the theorem:
that PO is a convex cone generated by (3); and that PO is dense in P. 
The second part of Theorem 4.2.2 suggests that P is the closure of PO in the topology of
uniform convergence on compact subsets ofC+. Indeed, using the Cayley transform we may shift
to the unit disk, where the answer is well known. On the disk the question is essentially whether the
finite real Blaschke products are dense in a real Schur class in the topology of uniform convergence
in D. For analytic functions, this topology amounts to pointwise convergence in D. The pointwise
density of finite (non-real) Blaschke products is a classical result (Caratheodory’s theorem, see
Theorem 2.1 in [15]; but see also Marshall’s result stated as Corollary 2.6 of [15]). The adaptation
of this argument for real function can be done as in [5].
We know thatPO ⊂ P ⊂ P is a strict inclusion relation between three cics of real functions.
The above discussion indicates that that gap between PO and P is narrow. Insight into the left
hand inclusion is gained by examining, in Sections 5.1 and 5.3 below, the generating sets (see
Section 2) of PO and P, respectively.
We remark that the functions inPO are defined on both half planes, while functions inP are not
necessaily defined on the left half plane. So when a sequence of functionsfn(s) ∈ PO “converges”
to a function f (s) ∈ P, we either restrict fn(s) to the right half plane or, equivalently, extend f (s)
to the left half plane to be an odd function. Such an extension is not necessarily the one indicated
by analytic continuation. For example, the constant functions in P, f (s) ≡ const. (Re(s) > 0),
should be thought of as multiples of the PO function Sign(s).
4.3. CICs of stable functions
It is often desirable to exclude the imaginary axis from the stability region. This corresponds
to restricting our attention to the set of stable functions, namely analytic functions onC+. The set
A′ of stable real functions is an open dense sub-algebra ofA; and G′, the set of minimum-phase
real functions, is its group of units, which is an open dense sub-group of G.
When moving away from the imaginary axis, the main alternative is strict positivity. We call
f ∈A strictly positive real if there exists an 
 > 0 so that f extends analytically to Re(s) > −

and in addition, f (s − 
) ∈ P. The setSP of strictly positive real functions is a relatively open
and dense subcic ofP; similarly, the setSP of rational strictly positive real functions is a subcic
of P.
In control theory, strict positivity is interpreted as strict energy dissipation; in electrical network
theory, this amounts to the presence of resistive elements in each branch. Since perfect losslessness
is never achieved in practical devices, strictly positive real functions play a major role in the
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applications. Strictly positive real functions are used in absolute stability and adaptive control
theory, see e.g. [2, Section 5.6] or [23].
In between the cics ofP andSP, one can identify an intermediate set of all minimum phase
functions withinP. This is a dense subset ofP; it is an invertible cone; however, it is not convex
as shown by the following example, which is analogous to Example 3.2.4.
Example 4.3.1. Consider f2 discussed in Example 4.1.5. We know that (f2 + α) is minimum
phase, for all α > 0 and within P if and only if α  α0 = 1/8. Hence also
(
f2 + 18
)−1 is
minimum phase and positive real. Consider now the convex combination hβ(s) := β
(
f2 + 18
)+
(1 − β)/(f2 + 18), β ∈ [0, 1]. For all β ∈ [0, 1], with one exception, Re(hβ(iω)) > 0 for all
ω ∈ R. However, when β = 6467 the function hβ(s)|β = 32(s
2+3)(s2+4s+7)
67(s+1)2(s2+2s+9) has a pair of zeros on
the imaginary axis, thus it is not minimum phase. Namely, there is only a single point in the
convex hull of the P functions hβ(s) which is not minimum phase.
To further explore the gap between the cic of P and its subcic SP, consider the following
example.
Example 4.3.2. Consider f1 discussed in Example 4.1.3. We know that f1 ∈ P whenever
2b  a  0; and is in addition minumum phase if 2b  a > 0. Note now that f1 ∈SP only if
2b > a > 0. Similarly, it was shown in Example 4.1.5 that f2 + α ∈ P and minimum phase for
all α  1/8, but f2 + α ∈SP implies the strict inequality α > 1/8.
The above analysis puts the pair of strict inclusions
SP ⊂ P, L(H) ⊂ L(H)
on an equal footing. In this spirit, it can also be shown thatPO = {f (s) : f (±s) ∈ P}; this should
be compared with the intersection S = L(I ) ∩ L(−I ) mentioned in the proof of Proposition
3.2.5(i).
4.4. Analogies between the cics of matrices and cics of functions
Here we summarize the geometric relations between the cics introduced in this section, in
analogy to the matrix cics in Proposition 3.2.5.
• The set P (resp. P) is a maximal cic of weakly stable (resp. rational weakly stable) elements
inA.
• The set PO is a maximal cic of rational functions that map each open half plane onto itself.
• The setsSP and PO are two disjoint subcics of P.
These results, together with Propositions 3.1 and 3.3, establish a strong geometric link between
the matrix and function theoretic stability theories. Specifically, we have the following analogies:
L(I ) L(I ) S
P SP PO.
So far, the connection between these matrix and function spaces has been merely structural,
i.e. based on their properties as cics. A more direct connection is provided by the renowned
positive real lemma, stated below. We recall that a rational function f = p/q (p, q relatively
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coprime polynomials) is called proper if deg(q)  deg(p), and strictly proper if deg(q) > deg(p).
Our definition of stability for a rational function f(s) from section IV agrees with the engi-
neering concept of BIBO stability only as far as f(s) is proper. Moreover, it is in this con-
text that a real rational function f (s) of degree n always admits a (minimal) state-space
realization,
f (s) = cT(sI − A)−1b + d, A ∈ Rn×n, b, c ∈ Rn, d ∈ R, (5)
see e.g. [2, Section 3.4]. Moreover, assuming minimal realization in (5), the definition of (weak)
stability of the function f (s) (beginning of Section 4) is consistent with the definition of (weak)
stability of the matrix A given in Section 3.1, see e.g. [2, p. 128].
Although originally the Positive Real Lemma is formulated for proper rational functions, here
for simplicity of exposition we cite here only the strictly proper case (i.e. f, but not 1/f, is proper),
namely where in (5) d = 0.
Positive real lemma [2, Chapter 5]. Let f (s) = c(sI − A)−1b be a minimal realization of strictly
proper real rational function. Then, f ∈ P if and only if there exists a matrix H ∈ P so that
−A ∈ L(H) and Hb = c.
In addition,
f ∈SP if and only if − A ∈ L(H);
f ∈ PO if and only if HA = A∗H.
These three correspondences are in complete agreement with our earlier structural observations.
5. Finitely generated CICs
The spaces P, and especially PO, play a fundamental role in cic theory, due to their unique
properties in terms of cic generation as described in Section 2.
5.1. PO as a singly generated CIC
According to Corollary 4.4.2, PO is generated as a convex cone by a continuum of extreme
directions. A much simpler description, however, is available if we considerPO as a cic, namely
as an invertible set.
Observation 5.1.1. PO coincides with the singly generated cic C(s), namely the smallest cic in
A which contains the function f (s) = s.
Proof. First we show that all the functions (3) are in C(s). Obviously, the function s is in C(s).
Next, by inversion, 1
s
∈ C(s). By positive sums, (as + b
s
) ∈ C(s) for all a, b  0, a + b > 0. By
inversion, also
(
as + b
s
)−1 ∈ C(s), as claimed. Proposition 4.4.2 now implies that PO ⊂ C(s).
On the other hand, s ∈ PO, which is a cic. Hence C(s) ⊂ PO by minimality of C(s). 
The cicP contains a single odd involution, namely Sign(s),while its subcicsP andPO contain
no involutions. By Proposition 4.2.3, it is possible to approximate Sign(s) (uniformly on compact
sets of C±) by PO functions. Several approximation schemes may be found in [18]. A basic
iterative scheme uses the so-called “sign function algorithm”: choose f0(s) ∈ PO arbitrarily,
and for j = 1, 2, . . .definefj (s) = 12 (fj−1(s) + 1/fj−1(s)).Thenfj (s)−→ Sign(s) asj → ∞.
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The identity function f0(s) = s is the simplest initial choice, but an interesting non-rational
PO alternative is f0(s) = tanh(rs) with r > 0. For this choice, direct calculation gives fj (s) =
tanh(2j rs), and convergence to Sign(s) becomes evident.
5.2. A universal model for singly generated CICs
Following Observation 5.1.1 we now show that the setPO provides an abstract model for any
singly generated cic.
Theorem 5.2.1. (i) Every singly generated, non-singular cic C(x) in an unital algebra (whether
commutative or not) can be described as
C(x) = PO(x) := {f (x) : f ∈ PO}.
(ii) The Foster representation (4) is valid in such a cic. Namely, every element 0 /= y ∈ C(x) has
the form
y = aox + b0
x
+
k∑
j=1
(
ajx + bj
x
)−1
, aj , bj  0. (6)
Proof. (i) It can easily be shown that the mapping which sends s to x extends uniquely to a cic
epimorphism φ : PO −→ C(x), i.e. a mapping onto the cic generated by x which commutes
with addition, scalar multiplication and inversion (i.e. preserves cic structure). Concretely, we
have φ(f (s)) = f (x) for all f ∈ PO. This defines a surjective map between the two cics. (ii)
Under this mapping, a Foster representation (4) in s is mapped into the same representation (6)
in x. 
If a singly generated cic is singular, it is still true that every element inC(x) has the form f (x),
f ∈ PO. For example if x = {i}, then C(x) = {ax + b/x : a, b  0} = iR.
The observations in Theorem 5.2.1 can be applied in particular in the matrix case.
Corollary 5.2.2. Let A be a matrix with regular inertia. Then C(A) = PO(A).
The algebra of n × n matrices is a polynomial identity ring, hence we do not expect φ : PO→
PO(A) to be one-to-one. In general, these two cics will not be isomorphic. Indeed, PO(A)
is embedded in finite dimension and typically contains a single involution, Sign(A) (see [11,
Proposition 2.5]); while PO is truly infinite dimensional and contains no involution.
Given two matrices A and B, whenever B ∈ C(A) we may find at least onePO function f (s)
such that B = f (A); and it is natural to search for a function of minimal degree. This issue has
been addressed in the context of Nevanlinna–Pick interpolation, see e.g. [5,26]. We may ask what
is the lowest degree of a positive real rational function f(s) such that B = f (A).
Through the Cayley–Hamilton theorem, ifB = f (A)withf meromorphic (resp.holomorphic)
and continuous on the spectrum of A, there exists a rational (resp. polynomial) function g with
McMillan degree less than n such that B = g(A). Note that f = g on the eigenvalues of A.
However g need not be positive real. This is illustrated next.
Example 5.2.3. Consider the interpolation problem B = f (A) with the stable matrices A =(
0 1
−2 −3
)
and B = −I = Sign(A). In the space of PO we have the solution B = fa(A) with
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fa = 13
(
s + 2
s
)
; in the space ofP we have the obvious solution fb(s) = Sign(s). Meanwhile, we
have a non-positive real solution of lower degree g(s) ≡ −1, satisfying B = g(A).
Still in the context of Nevanlinna–Pick interpolation, the minimal degree of aP interpolating
function may be strictly lower than that of PO function. For example, A = diag{1, 2} and B =
diag{2, 2} the minimal degree P interpolating function is f = s + 1; while the only unit degree
PO functions are f (s) = as and f (s) = b/s for a, b > 0 and none of these functions satisfies
f (A) = B (the PO function f = 13 (4s + 1s ) does).
Inspired by Theorem 5.2.1(i) and Corollary 5.2.2, one may study various cics of the form
F(x) := {f (x) : f ∈F}, with different generators x and different cics of analytic functionsF.
In each of these cases, the “functional calculus mapping” φ always maps a generating set into
a generating set, and is weakly inclusion-monotone in the sense that a larger function space is
mapped to a larger cic. As is evident from the discussion after Theorem 5.2.1. The functional φ
may not be one-to-one.
5.3. P as a cic with two generators – an R–L–C circuit interpretation
In this section we use a non-trivial classical result regarding the structure of electrical cir-
cuits (Theorem 5.3.1) and give it a new interpretation (Proposition 5.3.2) according to which
the set P of rational positive real functions is a cic generated by the pair f (s) ≡ 1 and
g(s) = s.
The central role of rational positive real functions in electrical network theory has been rec-
ognized through the pioneering work of Foster (1924), Cauer (1926), Brune (1931), Darlington
(1939) and others, see e.g. [2,6,10,25]. In networks terminology, a function f (s) is the driving
point immittance of a passive linear time-invariant 1-port if and only if f ∈ P. Moreover, f ∈ P
if it is the immittance of a lumped 1-port, i.e. a circuit consisting of a finite number of R–L–C
elements and transformers [2, Theorem 2.7.3, 8, Section 3.4a]. In these terms, the three cic
operations (positive scaling, inversion and addition) have simple physical interpretation in terms
of transformer ratios, impedance–admittance duality and series connection of impedances (or
parallel connection of admittances), respectively.
Let f (s), g(s) be two immittance functions represented by two circuits. It is known that the
series or parallel connection between the two circuits results in an immittance function h(s) where
h(s) = f (s) + g(s) or 1/h(s) = 1/f (s) + 1/g(s), respectively. Thus,P is closed under parallel
and series constructions. An immediate consequence, which is of great importance in classical
network theory, is that all the driving point immittance of lumped R–L–C circuits are P. The
converse statement is also true, but its proof is far from trivial.
Theorem 5.3.1. Every P function may be realized as the driving point immittance of a lumped
1-port R–L–C circuit, with or without ideal transformers.
In order to prove Theorem 5.3.1, several constructive methods have been proposed. If trans-
formers are allowed, the minimal number of reactive (i.e. L–C) elements in the circuit is equal
to the degree of f. Both Brune’s and Darlington’s synthesis methods attain this minimum [10,
Chapters 8 and 12]. To get a realization without transformer, the Bott–Duffin method [10, Chapter
9] may be used. However, the known upper bound for the minimal number of reactive elements
for this method grows exponentially with deg(f ). It is not known whether polynomial growth is
possible.
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By Observation 5.1.1 it follows that the immittance of a lumped 1-port circuit is PO if and
only if this circuit can be realized by (ideal) L–C elements and transformers only. Here, even
if transformers are not allowed, it follows from the Foster representation (4) that the minimal
number of reactive elements in the circuit is deg(f ).
Theorem 5.3.1 has the following geometric interpretation:
Proposition 5.3.2. P coincides with C(1, s), the cic generated by f (s) ≡ 1 and g(s) = s.
Proof. As both functions 1, s are P, the cic C(1, s) must be a subset of the cic P. Conversely,
by Theorem 5.3.1, everyP function may be realized by a lumped R–L–C circuit. Such a circuit
can always be obtained from its basic branches using a finite number of series and parallel
constructions. Each branch consists of (no more than) one resistor, one inductor and one capacitor,
hence is represented by an immittance of the form a + bs + c/s (a, b, c  0), and so belongs to
C(1, s). 
The mathematical role of “basic branch” becomes clearer when we examine the inductive
construction of the cic P from the set Xj defined in Section 2. Indeed, starting with the two
generators 1, s found in Proposition 5.3.2 we have X0 = {1, s} and X1 = {a + bs + cs : a, b, c 
0, (a + b + c) > 0}.
As already remarked at the end of Section 4.3 PO ⊂ P ⊂ P where each inclusion is strict.
Propositions 4.2.2, 5.1.1 and 5.3.2 should be re-examined in this light.
5.4. Matrix cics generated by a pair
The structure of cics of the form C(x, y) in arbitrary algebras is not clear, even assuming that
y is involutive (y2 = 1, the identity element) and commutes with x. Here we shall only consider
the special case of cics of n × n matrices with two generators {A, Sign(A)}, where the space P
plays a role similar to that of PO in Section 4.
Following Corollary 5.2.2 and Proposition 5.3.2, when A is anti-stable it may be argued that
C(A) = P(A), where the functional calculus φ is defined by φ(s) = A and φ(1) = I. However,
if A has general regular inertia, a modification is needed.
Observation 5.4.1. Let A be with regular inertia and let E = Sign(A). Then,
C(A) = PO(A) = E ·P(EA).
Proof. The first identity is just Corollary 5.2.2 so we only prove the second identity. If A is anti-
stable E = I is inC(A), hence by Proposition 5.3.2C(A) = C(A, I) = P(A) as required. Next,
if A is general, we observe that EA is anti-stable and so C(EA, I) = P(EA). Using the fact that
f (A) = EF(EA) for any odd function f(s), we get
C(A) = PO(A) = E ·PO(EA) = EC(EA) = EC(EA, I) = E ·P(EA)
as required. 
As a simple illustration consider the following.
Example 5.4.2. The more complicated functional calculus introduced in Observation 5.4.1 is
necessary whenever the function at hand is not odd. Consider for example the matrices A =
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(
0 1
−2 −3
)
and B = −I = E from Example 5.2.3, and the non-oddP function fc(s) = 6s(s+1)(s+2) .
Here,B /= fc(A), but we calculateB = Efc(EA). In contrast, for the odd functionfa = 13
(
s + 2
s
)
we may equally write B = fa(A) or B = Efa(EA).
For an involution E which commutes with A, C(A,E) is non-singular exactly when E =
Sign(A), returning to Observation 5.4.1.
6. Conclusions
In this work we looked at two unital algebras central to stability theory, namely, the matrix
algebra and the algebra of real-analytic weakly stable functions, and discovered many similarities
between their cics, in terms of dissipative theory and in terms of generators. Similar results
should hold in more general contexts, which remain outside the scope of this work. We mention
two promising directions.
(1) Matrix- and operator-valued functions. Of particular interest is the classical extension ofP
to the set of n × n matrix-valued analytic functions F : C → Cn×n with the following properties:
F : R → Rn×n and F : C+ → L(I ), see e.g. [2]. These functions are associated with the driving
point immittance of a lumped n-port R–L–C electrical network.
(2) Functions of several variables. The extension ofPO functions to m commuting variables is
associated with the work by [7] and is related to the structure of a cic generated by m commuting
matrices. Even less is known on cics like L(H) of non-commuting matrices. For the case of a pair
of non-commuting variables, see [1].
The results obtained here are relevant to the study of the Nevanlinna-Pick interpolation problem.
In a manuscript in preparation we pose and solve the following problem: given two matrices A
and B, when does A ∈ L(H) for H Hermitian non-singular imply that B ∈ L(H). It turns out
that in this context, the complex and real cases differ. Our solution extends results obtained by
Loewy in the mid 1970s.
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