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 
Dans les travaux décrits à l’intérieur de cette thèse, la mesure de la conductivité thermique à
très basse température a été utilisée comme sonde pour étudier des matériaux quantiques. Cinq
projets se penchant sur différentes classes de matériaux sont détaillés.
La première étude porte sur le cuprate supraconducteur LSCO et l’effet de l’onde de densité de
spin qui y habite sur le transport thermique. Une chute de la conductivité thermique électronique
est observée lorsqu’un champ suffisamment fort pour induire l’onde de densité de spin est appliqué.
Ceci indique que l’onde de densité de spin qui existe à l’intérieur de la phase pseudogap nuit au
transport des quasiparticules électroniques et que c’est elle, et non la phase pseudogap, qui cause
les remontées dans la résistivité électrique bien connues dans les cuprates.
Un deuxième projet dédié au ruthénate de strontium Sr2RuO4, un supraconducteur non conven-
tionnel, a trouvé une conductivité thermique tout à fait typique d’un gap supraconducteur ayant
une symétrie d-wave. Ce résultat va à l’encontre de la notion qui était très répandue jusqu’à tout
récemment que ce matériau a une symétrie p-wave beaucoup plus exotique.
Deux études similaires se sont penchées sur deux matériaux ayant potentiellement un état de
liquide de spin quantique : le EtMe3Sb[Pd(dmit)2]2 et le herbertsmithite. Dans les deux cas, aucune
signature claire de la présence d’excitations exotiques nommées spinons n’a été observée. Pour le
EtMe3Sb[Pd(dmit)2]2, ce résultat vient réfuter un résultat très cité paru dans Science qui supportait
la présence de ces excitations de spin. Les deux matériaux ont une conductivité thermique dominée
par des phonons qui sont fortement diffusés, probablement par des excitations de spin.
Le cinquième projet décrit porte sur le métal étrange FeCrAs. Sa conductivité thermique n’a pas
permis de supporter l’idée qu’un état de liquide de spin pourrait être présent dans ce matériau. Elle
a toutefois révélé ce qui semble être une transition magnétique qui n’a pas encore été documentée,
mais qui est potentiellement liée à certains phénomènes déjà recensés dans ce matériau.
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Le cours de l’histoire humaine a toujours été intimement lié à la progression de nos technologies.
Bien des moments qui ont marqué l’histoire ont soit été engendrés par des découvertes technolo-
giques, soit eux-mêmes engendré des découvertes majeures. La création de nouveaux outils ouvre
des voies, souvent invisibles avant de connaître les moyens de les naviguer, et redirige la société le
long d’un nouveau chemin.
Outre la créativité, l’élément le plus fondamental qui détermine la qualité des outils qu’il nous
est possible d’élaborer est la nature des matériaux qui sont à notre disposition. La pierre, le bronze
et le fer ont tous été à la base de nos technologies à leur époque et l’histoire se souvient de ces âges
par le nom des matériaux qui les ont définis. Bien que l’acier et le silicium n’aient pas eu le même
honneur, nous leur devons la révolution industrielle et le début de l’ère numérique.
Cette dernière période, dans laquelle nous vivons présentement, se distingue des autres par le
fait que ce soit principalement l’amélioration des propriétés électriques, plutôt que mécaniques, de
nos matériaux qui permet la plus grande innovation. Ce changement de paradigme a révolutionné
la façon dont l’humanité interagit avec sa technologie et a profondément marqué la société.
Malgré tout ce progrès, il y a de bonnes raisons de croire que nous sommes déjà à l’aube d’une
autre révolution. Notre consommation énergétique atteint maintenant le point où les méthodes
habituelles de génération, de transport et de stockage d’énergie ne semblent pas pouvoir supporter
nos habitudes pour bien longtemps de plus. L’informatique classique approche aussi sa limite, les
transistors pouvant difficilement devenir plus petits sans rencontrer des problèmes fondamentaux
imposés par la mécanique quantique. Les améliorations marginales des propriétés électriques de
nos matériaux étant limitées dans leurs effets, la solution devra venir d’ailleurs.
Bien qu’un obstacle dans certains cas et une source de complications pour certains, la mécanique
quantique offre une façon de voir les matériaux à l’état solide différemment et, surtout, d’y voir
un éventail de nouvelles possibilités. Les matériaux dits quantiques qui émergent depuis environ
un siècle ont des propriétés qui n’auraient pu être imaginées avant d’être observées et qui seraient
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totalement incompréhensibles sans avoir lamécanique quantique à notre disposition pour les décrire.
D’autres matériaux quantiques n’existent présentement que dans des modèles théoriques, mais ils
parviennent tout de même à capter l’attention en raison des multiples portes qui s’ouvriraient s’ils
parvenaient à se concrétiser. Les supraconducteurs,malgré leur faible applicabilité, commencent déjà
à montrer la façon dont ils peuvent changer comment nous utilisons l’électricité. Les informaticiens
quantiques se penchent déjà sur des infrastructures permettant le calcul quantique à l’aide de
fermions de Majorana, en attendant que le bon matériau leur livre l’élément clé. La prochaine
révolution est en marche, et elle est quantique.
On trouve plusieurs classes de matériaux sous le chapeau des matériaux quantiques. Un thème
commun parmi ces classes est l’émergence. Les phénomènes émergents sont des phénomènes qui
sont dus à la collectivité des particules présentes dans un matériau donné. Ces phénomènes sont
impossibles à comprendre en considérant les propriétés et le comportement d’une particule seule.
Dans les bonnes conditions, les particules adoptent un comportement collectif unique qui confère des
propriétés très particulières aumatériau,propriétés qui n’auraient pu être prédites sans lamécanique
quantique. Dans certains cas, l’émergence donne lieu à des propriétés macroscopiques intéressantes
comme la résistance électrique nulle et la lévitation magnétique dans un supraconducteur. Dans
d’autres cas, l’intérêt est plus microscopique car de quasiparticules exotiques qui ne pourraient
exister ailleurs sont créées dans un système à l’état solide.
Les projets de doctorat décrits dans cette thèse sont unis par deux thèmes : les matériaux quan-
tiques et les mesures de conductivité thermique dans la limite de la température nulle. Les mesures
de transport thermique à très basse température sont une excellente sonde pour les matériaux
quantiques puisqu’elles fournissent beaucoup d’information sur les différentes excitations et quasi-
particules pouvant exister dans un matériau. Elles renseignent sur la nature des porteurs de chaleur,
sur leur mobilité et sur leurs interactions avec les autres constituants du système à l’étude. Cette
thèse décrit comment cette sonde a été utilisée pour étudier cinqmatériaux appartenant à différentes
classes de matériaux quantiques.
Le premier chapitre présente les concepts de base de la conductivité thermique, permettant de
comprendre ce qui la détermine et comment les résultats seront analysés.
Le deuxième chapitre décrit le montage expérimental ainsi que la procédure avec lesquels les
mesures de conductivité thermique sont effectuées.
Le troisième chapitre présente un projet qui avait pour but d’étudier comment l’onde de densité
de spin présente dans le diagramme de phase des cuprates supraconducteurs affecte le transport
thermique et de voir si un effet attribué à la phase pseudogap serait plutôt en partie dû à cet ordre
magnétique. Le cuprate La2−xSrxCuO4 a été mesuré à plusieurs dopages et en fonction du champ
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magnétique, permettant de comparer la situation avec et sans onde de densité de spin et ainsi
déterminer son effet.
Le quatrième chapitre se penche sur le ruthénate de strontium Sr2RuO4 supraconducteur,
matériau dont la symétrie du gap supraconducteur a fait l’objet de beaucoup de spéculation et de
débat. Sa conductivité thermique a été mesurée dans les plans supraconducteurs et hors de ces
plans, permettant de clarifier la structure 3D du gap de réduire le nombre de symétries qui seraient
admissibles pour ce matériau.
Le cinquième chapitre résume deux projets portant sur des candidats de liquides de spin
quantiques : le EtMe3Sb[Pd(dmit)2]2 et le herbertsmithite. L’état de liquide de spin devrait impliquer
la présence d’une excitation exotique nommée spinon. Celle-ci, si présente etmobile,devrait conduire
la chaleur et être observable à travers sa contribution au transport thermique, d’où l’intérêt d’étudier
ces matériaux.
Le sixième et dernier chapitre décrit un bref projet portant sur le FeCrAs, un matériau quelque
peu étrange avec des propriétés à la fois métalliques et non métalliques. Le magnétisme, et même
un état de liquide de spin, ont été suggérés comme explications pour expliquer ce comportement.
La conductivité thermique a permis de se pencher sur cette question et aussi d’investiguer l’effet
d’un champ magnétique sur le transport.
 
  	 
 	  	

Ce chapitre introduit les notions de base nécessaires pour comprendre l’outil principal utilisé
dans cette thèse, soit la mesure de la conductivité thermique à très basse température des matériaux
quantiques. Les principaux mécanismes de conduction de chaleur sont présentés pour montrer le
type d’information auquel cette technique peut accéder et faciliter l’interprétation des résultats qui





La conductivité thermique d’un matériau est sa capacité à laisser circuler la chaleur. Lorsqu’il
existe une différence de température entre différentes régions d’un solide, un courant de chaleur se
forme allant des régions chaudes vers les régions froides. L’amplitude de ce courant est déterminée
par la grandeur de la différence en température et par la conductivité thermique du matériau en
question.
Mathématiquement, la densité de courant de chaleur JQ qui existe dans le volume d’un solide



























où κ est le tenseur de conductivité thermique du matériau et ∇T est le gradient de température
présent.
Il est plus simple de se placer dans un système de référence où le courant de chaleur est dirigé
le long d’un axe, de manière que JQ = (JQx, 0, 0). Même sous champ magnétique ou en présence de
physique exotique, les composantes du tenseur de conductivité thermique transverses au courant
sont toujours de loin inférieures à la composante longitudinale (κxx  κxy, κxz) et elles peuvent
être négligées. Ainsi, une seule composante du tenseur de conductivité doit être prise en compte et
l’Éq. 1.1 devient simplement
JQx = −κxx ∂T
∂x
. (1.2)
Concrètement, la composante longitudinale du gradient thermique ∂T∂x représente la différence
de température ΔT qui est mesurée entre les deux extrémités d’un échantillon de longueur l (en
supposant que le gradient est uniforme dans l’espace). La densité de courant longitudinale JQx, elle,
est le résultat d’un courant thermique Q̇ traversant la section transverse wt de l’échantillon, w et t












Cette dernière équation donne une définition plus expérimentale de la conductivité thermique.
Les dimensions de l’échantillon sont regroupées dans un seul facteur géométrique α = wtl et la
conductivité est simplement donnée par l’amplitude de la différence de température engendrée
par rapport au courant de chaleur appliqué. Puisque les mesures qui font l’objet de cette thèse sont
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toutes longitudinales, le texte sera allégé en utilisant simplement κ pour désigner la conductivité
thermique et en omettant le mot « longitudinale » à chaque fois que cette dernière est nommée.
Différents porteurs de chaleur peuvent être présents dans unmatériau et contribuer au transport
de chaleur. Dans les cas les plus simples, les électrons et les phonons vont assurer la conduction.
Cependant, des quasiparticules plus exotiques peuvent aussi contribuer au transport thermique si
elles sont présentes (et mobiles). La conductivité thermique mesurée expérimentalement donne la
somme des conductivités de tous les canaux de conduction présents dans un système, quelle que
soit leur origine :
κ = κel + κph + κautre . (1.4)
Cependant, les contributions venant des différents porteurs de chaleur se comportent différemment





Dans le modèle de Sommerfeld[1], la conductivité thermique électronique κel d’un métal est
donnée par le produit de la chaleur spécifique électronique Cel , de la vitesse de Fermi vF et du libre





Les mesures décrites dans cette thèse ont principalement été effectuées à très basse température,
sous 1 K. Dans ce régime, le modèle de Sommerfeld a permis de correctement prédire la dépendance





où N(EF) est la densité d’états au niveau de Fermi et kB est la constante de Boltzmann. À très basse
température, le libre parcours moyen peut être considéré indépendant de la température. La seule
dépendance en température venant de la chaleur spécifique, la conductivité thermique électronique






Bien qu’initialement obtenu en considérant le transport des électrons dans lesmétaux conventionnels,
ce résultat est valide pour tous types de fermions mobiles pouvant être présents dans un matériau
puisqu’il repose sur la statistique de Fermi-Dirac utilisée par le modèle de Sommerfeld.
Afin d’isoler la contribution fermionique à la conductivité thermique, il est pratique de tracer
celle-ci comme κ/T en fonction de T. De cette façon, le terme linéaire fermionique devient un
terme constant et il correspond tout simplement à l’ordonnée à l’origine de la courbe. Cette valeur
résiduelle de κ/T à T → 0 est notée κ0/T et elle est parfois appelée le terme résiduel linéaire de
la conductivité thermique. Ce terme est nécessairement toujours non nul dans les métaux et il est
généralement nul dans les isolants. Cependant, un isolant étant l’hôte de quasiparticules exotiques
pourrait avoir un κ0/T fini, ce qui serait une indication très claire qu’une physique assez particulière
est en jeu.
La mesure de la conductivité à très basse température d’un matériau est donc un bon moyen
de vérifier directement la présence de quasiparticules fermioniques mobiles et leur capacité à se
déplacer. Si plusieurs espèces fermioniques contribuent au transport thermique, ces contributions
sont toutes regroupées dans κ0/T. Comme il sera expliqué dans la prochaine section, il est toutefois





À la base, la conductivité thermique κph des phonons est donnée par la même formule cinétique





où Cph est maintenant la chaleur spécifique phononique, vph la vitesse du son et lph le libre par-
cours moyen des phonons. Selon le modèle de Debye, la chaleur spécifique des phonons à basse







Il s’agit ici des phonons acoustiques, la contribution des phonons optiques étant négligeable à très








La dépendance en température est donc cubique s’il s’avère que le libre parcours moyen est
indépendant de la température. Ceci est effectivement le cas lorsque les phonons n’interagissent
qu’avec les parois de l’échantillon lors de processus de réflexion diffuse. Cependant, lorsque la
longueur d’onde des phonons devient plus grande à basse température, les parois d’un échantillon
paraissentplus lisses et la réflexion peutdevenir spéculaire. Les réflexions spéculaires, elles, confèrent
une dépendance en température au libre parcours moyen. Cette dépendance en température fait
en sorte que la conductivité thermique des échantillons particulièrement lisses (naturellement ou
suite à un polissage poussé) a une dépendance en température en Tα avec 2 ≤ α ≤ 3. L’effet a été
démontré expérimentalement en mesurant un même cristal deux fois, avant et après un sablage qui
rend la surface de l’échantillon plus rugueuse[2].
Le libre parcours moyen des phonons peut aussi acquérir une dépendance en température si les
parois de l’échantillon ne sont plus la principale source de diffusion qui détermine le libre parcours
moyen des phonons parce qu’il existe une densité importante de diffuseurs dans le matériau étudié.
Dans ce cas, le libre parcours moyen n’est plus déterminé par les dimensions de l’échantillon et
la dépendance en température de la conductivité thermique phononique est encore une fois entre
quadratique et cubique. À titre d’exemple, l’évolution d’un régime vers l’autre peut être observée
dans un supraconducteur au fur et à mesure que le champ magnétique externe augmente et que
la densité de quasiparticules électroniques excitées croît, augmentant par le fait même le taux de
diffusion des phonons[3].
La dépendance en température de la composante phononique de la conductivité thermique
étant différente que celle de la composante fermionique, il est simple d’extraire des informations sur
les différents types de porteurs de chaleur. Tracée comme κ/T, la conductivité thermique totale d’un
matériau aura généralement la forme κ/T = κ0/T + ATα (1 ≤ α ≤ 2), le premier terme reflétant
les fermions mobiles (si présents) et le second renseignant sur le comportement des phonons.





Un exercice qui est parfois utile est de comparer la conductivité thermique phononique mesurée
expérimentalement à celle attendue dans le cas d’une conductivité balistique des phonons, c’est-
à-dire lorsque les seuls événements de diffusion sont sur les parois de l’échantillon. Ceci permet
de vérifier si les phonons semblent interagir avec quelconque quasiparticule dans le matériau
étudié. Dans certains cas, le résultat d’une telle vérification peut être facilement anticipé, comme un
transport phononique balistique dans un isolant où les électrons sont gappés ou une conductivité
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mesurée clairement inférieure à la prédiction dans un métal, où les phonons sont fortement diffusés
par les électrons. Par contre, une conductivité thermique phononique significativement inférieure à
la prédiction balistique dans un isolant, par exemple, pourrait signaler la présence d’un mécanisme
de diffusion plus exotique.
Dans la limite balistique, le libre parcours moyen est déterminé par les dimensions de l’échan-
tillon et il est donné par lph = 2
√
wt/π[2]. La chaleur spécifique phononique doit aussi être connue
pour effectuer le calcul à l’aide de l’Éq. 1.8. Celle-ci étant habituellement donnée par mole (en unités
de mJ/mol K), il est nécessaire de l’exprimer par unité de volume (en mJ/m3 K) pour obtenir un
résultat dans les unités habituelles de la conductivité thermique (mW/K cm). Pour effectuer la
conversion, la chaleur spécifique doit être divisée par le volume molaire Vm = NaZ VCU où NA est le
nombre d’Avogadro, Z le nombre de formules chimiques par cellule unité et VCU le volume d’une
cellule unité du matériau en question.
Si la vitesse du son requise pour le calcul n’a pas été directement mesurée, la vitesse du son
















Dans la limite de la température nulle, les conductivités thermique (κ) et électrique (σ) d’un








e2 = 24.4 mWμΩ/K
2 est le nombre de Lorenz. Cette relation stipule que la conduction
de chaleur doit être identique (à une constante près) à la conduction de charge.
Pour comprendre pourquoi cela devrait être le cas, il faut premièrement noter qu’à T → 0
les électrons sont les seuls porteurs de chaleur présents dans un métal conventionnel (la densité
de phonon disparaissant dans cette limite). Les électrons étant aussi entièrement responsable
du transport de charge, leur habileté à se déplacer détermine donc comment les deux types de
conduction ont lieu. Le deuxième élément important est le fait que toutes les collisions sont élastiques
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à T → 0 et que ces procédés affectent de façon égale l’habileté des électrons à acheminer leur charge
et leur chaleur. Il s’en suit donc que les conductions de chaleur et de charge, étant assurées par les
mêmes porteurs et entravées par les mêmes processus, doivent être équivalentes dans le métaux
conventionnels.
La loi deWiedemann-Franz ne tient cependant pas à plus haute température. D’un côté, d’autres
quasiparticules (des phonons, entre autres) sont excitées lorsque la température augmente, ce qui
peut générer des porteurs de chaleur qui ne contribuent pas au transport électrique. Ceci a pour effet
de rendre la conductivité thermique meilleure que la conductivité thermique. Un autre phénomène
qui entre en jeu, et qui un effet contraire et habituellement plus fort, est l’apparition de processus de
diffusion inélastiques à plus haute température. Ceux-ci dégradent le transport thermique beaucoup
plus que le transport électrique puisqu’ils viennent soutirer de l’énergie aux électrons. Du côté
électrique, les électrons ne peuvent pas perdre la charge qu’ils transportent. Leur seul obstacle
est des processus de diffusion qui redirigent leur trajectoire. Du côté thermique, leur tâche est
compliquée non seulement par des redirections, mais aussi par la perte potentielle en cours de route
de la chaleur qu’ils tentent d’acheminer.
Puisque c’est la résistivité électrique, et non la conductivité, qui est mesurée expérimentalement,
il est plus pratique d’exprimer la loi de Wiedemann-Franz en fonction de la résistivité résiduelle à







Cette reformulation est techniquement une approximation puisque l’inversion de la conductivité,
une matrice, devrait faire intervenir un déterminant. Cependant, les composantes transverses de
la conductivité sont nulles sans champ magnétique et, même sous champ et en présence de l’effet
Hall thermique, elles sont bien plus petites que la composante longitudinale qui est d’intérêt.
L’approximation est donc adéquate dans toutes les conditions expérimentales qui surviendront
dans les projets qui font l’objet de cette thèse.
La loi de Wiedemann-Franz est un outil pratique dans plusieurs scénarios. Si elle est vérifiée,
elle permet de confirmer que le matériau en question a un comportement métallique typique et
que son transport à T → 0 est purement de nature électronique. Une violation de cette loi dans la
limite de la température nulle indiquerait la présence de quasiparticules exotiques dans le système.
La valeur de ρ0 extrapolée des mesures électriques permet de prédire une valeur κ0/T venant des
électrons, mais, si le κ0/T réel excédait cette valeur, d’autres porteurs de chaleur (fermioniques)
seraient en jeu et l’excédant correspondrait à leur contribution.
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Dans un scénario idéal, la conductivité thermique mesurée expérimentalement devrait ressem-
bler à ce qui a été décrit précédemment. Toutes les quasiparticules mobiles pouvant transporter la
chaleur devraient contribuer à la conduction thermique jusqu’à la plus basse température atteinte
lors des mesures, permettant d’aisément extraire les composantes fermionique et phononique.
Toutefois, les conditions expérimentales peuvent faire en sorte qu’une espèce de porteurs, bien que
toujours présente et mobile, cesse de conduire la chaleur à très basse température.
Pour bien saisir l’origine de ce problème potentiel, il est nécessaire de comprendre ce à quoi
l’expérience idéale devrait ressembler. La Fig. 1.1 montre un schéma simplifié du circuit thermique
formé par un échantillon et les contacts qui lui apportent un courant de chaleur Q̇. Dans cette mise
en situation, l’échantillon est pris comme étant un métal conventionnel, dans lequel le transport
thermique est assuré par des électrons et des phonons. À l’intérieur de l’échantillon (portion
encadrée du schéma), il existe donc deux canaux de conduction parallèles, Rel et Rph, représentant
ces deux espèces de porteurs de chaleur. La chaleur peut tout de même être échangée entre ces deux
systèmes, avec plus ou moins de facilité tout dépendant de la force du couplage entre eux, qui va
déterminer Rel−ph. Évidemment, l’échange de chaleur entre les électrons et les phonons peut avoir
lieu à tout point dans l’échantillon, pas seulement à une extrémité comme le suggère le schéma.
Figure 1.1 Schéma représentant le circuit thermique formé par un échantillon et ses contacts. L’échan-
tillon (partie encadrée du circuit) possède deux canaux de conduction parallèles : le canal
électronique (Rel) et le canal phononique (Rph). Les contacts possèdent aussi ces deux
canaux (Rel(c) et Rph(c)) qui alimentent le canal correspondant de l’échantillon. Cepen-
dant, si le contact est isolant et que Rel(c) est trop grande, les électrons de l’échantillon
dépendent entièrement du couplage électron-phonon (Rel−ph) pour recevoir le courant
thermique appliqué à l’échantillon. Il se trouve toutefois que celui-ci peut disparaître
à très basse température, rendant le canal électronique inactif et ne permettant pas de
mesurer sa contribution à la conductivité thermique. Figure adaptée de la Réf. [4].
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Pour entrer dans l’échantillon, la chaleur doit passer à travers les contacts posés sur celui-ci qui
le relient aux fils extérieurs. Si les contacts sont eux aussi métalliques, la chaleur aura encore une fois
deux canaux par lesquels elle peut passer, dénotés par Rel(c) et Rph(c). Dans ce scénario idéal où les
contacts permettent d’injecter le courant directement dans les systèmes électronique et phononique
simultanément, la force du couplage entre ces systèmes importe peu. Même si Rel−ph est très élevée,
les deux canaux de conduction sont approvisionnés en chaleur et actifs. La conductivité thermique
mesurée montrera donc bel et bien deux contributions.
La situation se complique si les contacts ne permettent pas d’injecter un courant de chaleur
directement dans chaque canal de conduction. Dans le cas électron-phonon, cela peut survenir
quand les contacts ne sont pasmétalliques. Un contactmécaniquement solide permettant le transport
phononique peut être un isolant électrique s’il existe une couche isolante à la surface de l’échantillon
où, tout simplement, si le contact est fait d’une substance isolante. Dans un tel cas, Rel(c) → ∞ et
seuls les phonons de l’échantillon reçoivent initialement la chaleur. Si le couplage électron-phonon
est tel que Rel−ph est suffisamment bas, la chaleur est tout demême aisément transférée aux électrons,
qui verront le même gradient thermique que le système phononique. Par contre, si le couplage est
trop faible, le système électronique peut ne pas percevoir le plein gradient thermique. Dans ce cas,
le canal électronique n’est pas pleinement activé et il ne contribuera qu’une petite fraction de la
conductivité attendue, qui ne représente aucunement la densité et la mobilité des électrons présents.
Concrètement, lors de mesures de la conductivité thermique en fonction de la température,
le scénario problématique décrit mène à une chute très abrupte de la contribution électronique
à la conductivité thermique sous une certaine température Tdécouplage. Sous cette température, le
couplage entre les électrons et les phonons disparaît rapidement suivant une puissance élevée de la
température, de l’ordre de T4[3]. Si les électrons dépendent entièrement des phonons pour recevoir
le courant de chaleur appliqué, leur habileté à contribuer au transport thermique disparaît au même
rythme que leur capacité à se thermaliser aux phonons.
Cet effet à d’abord été étudié dans le cadre des cuprates supraconducteurs[3], dans lesquels
des chutes prononcées de la conductivité thermique avaient souvent été observées. Avant d’en
avoir l’explication, ces chutes paraissaient très étranges puisqu’il est bien connu que les cuprates
possèdent une densité finie que quasiparticules électroniques pouvant porter la chaleur jusqu’à
T → 0. Un terme κ0/T fini est donc attendu, mais le découplage électron-phonon fait en sorte
que, lorsque les contacts ne sont pas assez métalliques, la contribution électronique au transport
thermique disparaît à T → 0, comme le montre la Fig. 1.2.
Bien que seul le cas du découplage électron-phonon ait été discuté, le même problème peut être
présent dans tout système où plusieurs espèces de porteurs de chaleur sont présentes. En fait, le
risque de rencontrer ce problème est plus élevé pour des porteurs autres que les électrons et les
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Figure 1.2 Exemple d’une chute abrupte de la contribution électronique à la conductivité thermique
dans le Pr2−xCexCuO7−δ (PCCO) sous une température Tdécouplage  0.4 K due à une
perte du couplage électron-phonon. Figure tirée de la Réf. [3].
phonons puisqu’il est improbable que les contacts utilisés permettent la conduction des mêmes




Bien que conceptuellement simples, les mesures de conductivité thermique près du zéro absolu
ont tout de même une certaine complexité une fois rendu en laboratoire. Les tailles très limitées des
échantillons et de l’espace disponible à l’intérieur d’un réfrigérateur à dilution font de la préparation
des échantillons et du montage expérimental une tâche minutieuse. De plus, la chaleur appliquée à
un échantillon a plusieurs voies qui lui permettent de s’échapper avant d’avoir traversé l’échantillon
en entier, nuisant à la mesure. Ces fuites doivent être comprises et gérées pour assurer la précision
des mesures.







Que ce soit pour effectuer des mesures thermiques ou électriques, il est nécessaire d’apposer des
contacts sur un échantillon pour le mesurer. Dans les deux cas, un courant (thermique ou électrique)
doit être injecté et le gradient (de température ou de potentiel) induit à travers l’échantillon doit
être mesuré. Les contacts permettent de fixer des fils d’argent de 25 μm de diamètre à l’échantillon
pour le relier aux appareils qui effectuent ces tâches.
La configuration idéale pour les mesures de transport longitudinales est celle où quatre contacts
sont utilisés pour effectuer les mesures. Comme l’illustre la Fig. 2.1, une paire de contacts, placée
aux extrémités de l’échantillon, permet d’introduire un courant dans l’échantillon et de l’évacuer. La
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seconde paire est placée entre la première paire et permet de mesurer la différence de température
ou de potentiel qui s’installe entre deux points le long de l’échantillon une fois qu’un courant circule.
Il serait bien sûr possible d’effectuer ces deux opérations avec une seule paire de contacts en
mesurant la température aux deux mêmes points où le courant entre et sort. Cependant, dans une
telle configuration, le courant qui circule à travers les contacts fait en sorte qu’un gradient s’installe à
travers ceux-ci. Le gradient mesuré est donc celui du système formé par l’échantillon et ses contacts,
et non seulement celui de l’échantillon. La mesure est donc faussée. La configuration à quatre
contacts n’est pas affectée par ce problème puisqu’aucun courant ne circule à travers les contacts







Figure 2.1 Configuration selon laquelle les contacts sont posés sur tous les échantillons dont la
conductivité thermique ou la résistivité électrique ont été mesurées. Les contacts aux
extrémités permettent de faire circuler un courant thermique (Q̇) ou électrique (I) à travers
l’échantillon. Les contacts intérieurs servent à déterminer la différence de température ΔT
ou de potentiel ΔV existant entre deux points séparés par une longueur connue le long
de l’échantillon. La longueur, la largeur et l’épaisseur de l’échantillon sont données par
l, w et t respectivement, la longueur étant déterminée par la distance entre les contacts
mesurant le gradient, et non par la longueur totale de l’échantillon. À noter que lesmesures
thermiques et électriques ne sont jamais effectuées simultanément et que le schéma ne
fait qu’illustrer le parallèle entre les deux.
Pour calculer la conductivité thermique κ = Q̇/αΔT, les dimensions de l’échantillon entrent
aussi en jeu à travers le facteur géométrique α. Celui-ci est défini comme α = wtl , où w, t et l
sont la largeur, l’épaisseur et la longueur de l’échantillon, respectivement, telles que définies sur
la Figure 2.1. Tous les échantillons n’étant pas des prismes rectangulaires parfaits, ce sont les
dimensions moyennes entre les contacts centraux qui sont utilisées.
Pour évacuer le courant de l’échantillon lors de mesures de conductivité thermique, le fil Q̇− est
habituellement relié à un petit bloc de cuivre qui est plus tard monté sur la sonde servant de bain
thermique. Cependant, le fil est parfois omis et l’échantillon est mis en contact avec le bloc de cuivre
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en collant son extrémité directement sur le bloc. Ceci à l’avantage de faciliter la thermalisation et de
solidifier l’assemblage , ce qui peut-être important pour les gros échantillons ou ceux susceptibles
de subir une force lorsqu’un champ magnétique est appliqué. Malgré ces avantages, cette méthode
n’est pas utilisée avec tous les échantillons. Elle est difficile à employer avec des échantillons fragiles
ou ayant une trop petite section transverse.
    	 

 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Différentes méthodes s’offrent pour poser des contacts sur un échantillon. Plusieurs facteurs
peuvent guider le choix de la technique à utiliser pour un matériau donné, comme sa nature (métal
ou isolant), ce qu’il peut tolérer chimiquement et physiquement ou à quel point les contacts doivent
être permanents
Les échantillons mesurés à travers tous les projets décrits dans cette thèse ont des contacts qui
été posés soit par application de laque d’argent, d’époxy d’argent, de pâte de carbone ou de vernis
GE, soit par soudure.
La laque d’argent (DuPont 4929N) et la pâte de carbone (DOTITE XC-12) sont des suspensions
de particules conductrices qui, en séchant, se solidifient et permettent de fixer des fils d’argent à un
échantillon en assurant un bon contact électrique et thermique entre les deux. Elles sont aisément
diluées jusqu’à l’obtention de la consistance souhaitée, ce qui facilite l’application. Les mêmes sol-
vants servant à diluer peuvent aussi être employés pour dissoudre et retirer les contacts. Cependant,
les échantillons ne doivent pas être sensibles à ces solvants puisqu’une quantité importante est
requise pour enlever complètement un contact.
L’époxy d’argent (EpoTek H20E) est aussi une suspension de particules d’argent et elle permet
de créer des contacts plus solides, habituellement permanents. Cependant, pour bien se solidifier,
elle doit être soumise à une température d’au moins 80 °C, ce qui peut ne pas convenir à certains
matériaux. Sa consistance plus épaisse peut aussi compliquer certaines tâches.
Lorsqu’appliquées à des matériaux isolants, les trois techniques plus haut peuvent bénéficier
d’un dépôt d’or sur la surface de l’échantillon avant l’application des contacts. L’or diffuse légèrement
sous la surface de l’échantillon lorsque chauffé et facilite la création de contacts métalliques sur des
matériaux qui pourraient ne pas le permettre autrement.
La soudure est une bonne méthode pour obtenir de bons contacts métalliques sur des métaux
qui tolèrent la chaleur. La solidité et la longévité des contacts résultants est difficile à battre. La
supraconductivité des alliages habituellement utilisés en soudure est toutefois problématique pour
les mesures thermiques puisque les supraconducteurs ne conduisent pas bien la chaleur sous leur
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température critique. Un faible champ magnétique (50 mT est habituellement suffisant) doit donc
être appliqué pour supprimer la supraconductivité et assurer la fiabilité des mesures.
Si le matériau étudié est un isolant, il n’est pas nécessaire que les contacts utilisés soient métal-
liques. Un bon conducteur thermique qui est un isolant électrique convient tout à fait dans ce cas
puisque les phonons sont les seuls porteurs de chaleur devant être alimentés.
Pour poser des contacts non métalliques, le vernis GE a été utilisé en raison de ses bonnes
propriétés thermiques et mécaniques jusqu’à très basse température. Bien qu’il soit simple à diluer
avec de l’éthanol, la consistance idéale est difficile à trouver puisqu’il sèche très rapidement à moins
d’être très liquide, ce qui complique l’application contrôlée. La solidité des contacts est suffisante
pour la présente application, sans plus, et ils sont enlevés très facilement avec un bain d’éthanol.
La Fig. 2.2 montre deux exemples d’échantillons mesurés. Un premier échantillon, de
EtMe3Sb[Pd(dmit)2]2, a été contacté à l’aide de vernis GE et un autre, de FeCrAs, à l’aide de
laque d’argent. Dans le cas du second échantillon, seulement trois fils ont été posés sur l’échantillon,
le quatrième contact étant fait en collant directement l’échantillon sur le bloc de cuivre qui est par
la suite monté sur la sonde et qui sert de drain thermique pour la mesure.
Figure 2.2 Deux exemples d’échantillonsmesurés. (Gauche)Un échantillon de EtMe3Sb[Pd(dmit)2]2
avec de contacts en vernis GE. (Droite) Un échantillon de FeCrAs avec des contacts en
laque d’argent. Le contact servant de drain thermique est fait en collant directement
l’échantillon sur le bloc de cuivre (à sa droite), plutôt qu’en le reliant avec un fil.
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La sonde qui a été utilisée pour effectuer toutes les mesures de conductivité thermique a été
conçue par Samuel René de Cotret, ancien étudiant à la maîtrise du groupe Taillefer[5].
Les mesures de conductivité thermique sont effectuées à l’aide d’une sonde conçue spécifi-
quement pour être montée sur le réfrigérateur à dilution utilisé. Elle comporte trois montages
identiques, chacun permettant de mesurer la conductivité thermique d’un échantillon. La Fig. 2.3








Figure 2.3 Schéma du montage expérimental utilisé pour mesurer la conductivité thermique. Le
courant thermique est généré en alimentant une résistance connue avec un courant élec-
trique contrôlé. Le gradient thermique est mesuré à l’aide deux puces de RuO2, dont la
résistance varie en fonction de la température, qui agissent comme thermomètres.
Pour générer le courant thermique qui doit circuler à travers l’échantillon, une résistance est uti-
lisée comme élément chauffant. Des jauges de contraintes sont une bonne option, car leur résistance
varie de manière négligeable en fonction de la température et du champ magnétique. Deux jauges
de 5 kΩ sont branchées en série pour former une résistance de 10 kΩ. Lorsque cette résistance est
alimentée d’un courant électrique I, elle dissipe une puissance Q̇ donnée par la loi de Joule :
Q̇ = RI2 . (2.1)
Pour pouvoir diriger ce courant thermique vers l’échantillon, les jauges de contraintes sont
collées à une feuille d’argent sur laquelle est soudé un fil d’argent de 100 μm. Ce fil est relié à un des
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fils posés aux extrémités de l’échantillon, ce qui permet d’injecter le courant. Pour ensuite évacuer le
courant thermique à l’autre extrémité de l’échantillon, cette extrémité est mise en contact thermique
avec la sonde, qui est elle-même thermalisée à la chambre de mélange qui contrôle la température
du réfrigérateur à dilution. Pour ce faire, le bout froid de l’échantillon est relié à un bloc de cuivre,
soit par collage direct, soit par l’intermédiaire d’un fil. Ce bloc est ensuite vissé sur la sonde, elle
aussi faite de cuivre. L’échantillon étant relié à une grande masse dont la température est contrôlée,
il voit un bain thermique à température constante. Ceci lui permet d’atteindre un état d’équilibre
avec gradient thermique stable lorsqu’un courant constant est appliqué.
Le gradient thermique est déterminé en mesurant la température à deux points le long de
l’échantillon. La deuxième paire de contacts est reliée à une paire de puces de RuO2 agissant comme
thermomètres. Celles-ci ont été choisies puisque leur résistance varie grandement en fonction de la
température à très basse température, augmentant exponentiellement d’environ 1 kΩ à 5 kΩ en
passant de 4 K à 50 mK. Pour assurer une bonne thermalisation des thermomètres, ceux-ci sont fixés
à des fils d’argent de 100 μm et les fils servant à mesurer leur résistance sont enroulés autour de
ce gros fil. Une pellicule de polyuréthane est interposée entre les thermomètres et leur fil d’argent
pour les découpler électriquement.
    	
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La loi de Joule permet de connaître précisément le courant de chaleur produit par l’élément
chauffant ayant une résistance connue alimenté par un courant électrique connu, mais le courant
circulant à travers l’échantillon a-t-il nécessairement la même amplitude que le courant généré?
Pour que le courant thermique calculé à l’aide de l’Éq. 2.1 représente réellement le courant auquel
l’échantillon est soumis, toute la chaleur doit parcourir la pleine longueur de l’échantillon et être
évacuée du système à travers le drain thermique prévu à cet effet. Si une portion de la chaleur générée
est perdue avant d’arriver à ce point, la valeur calculée du courant est en fait une surestimation du
courant circulant dans l’échantillon. Dans ce cas, la conductivité thermique trouvée κ = Q̇/αΔT est
aussi surestimée.
Pour assurer des résultats quantitativement fiables, les pertes de chaleur lors des mesures
doivent être négligeables. Quelques voies potentielles de fuites thermiques doivent donc être prises
en compte et limitées autant que possible.
Comme pour la plupart des mesures à très basse température, les mesures de conductivité
thermique sont effectuées sous vide pour éviter les échanges thermiques par l’entremise d’un gaz
ambiant. Une pompe turbomoléculaire et le cryopompage par les parois de l’enceinte sous vide,
qui baigne dans l’hélium liquide, font en sorte que la pression dans le système est de l’ordre de
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10−6 mbar (mesurée à température ambiante). Ceci représente un vide suffisamment bon pour que
les pertes de chaleur à travers un gaz d’échange soient tout à fait négligeables.
Puisque l’intensité du rayonnement d’un objet dépend de sa température, il serait possible de
perdre une quantité significative de chaleur par radiation si l’échantillon et la source de chaleur
étaient considérablement plus chauds que leur environnement. Pour éviter de se retrouver dans une
telle situation, le courant de chaleur appliqué est ajusté pour qu’il soit aussi faible que possible tout
en permettant de générer un gradient de température assez grand pour être aisément mesurable.
Un gradient d’environ 5 % de la température moyenne de l’échantillon est habituellement l’objectif.
Figure 2.4 Un des trois montages permettant de mesurer la conductivité thermique sur la sonde[5].
L’emplacement où vient s’installer le bloc de cuivre sur lequel l’échantillon est monté
est indiqué par le carré vert. La source de chaleur est identifiée par la flèche rouge et les
thermomètres par les flèches bleues. Les emplacements des fils de kevlar (invisibles à
cette échelle) sur lesquels sont suspendues ces trois composantes sont indiqués par les
traits roses. Les flèches jaunes montrent deux des bobines de PtW servant à augmenter la
résistance thermique des lignes de mesures électriques.
La conduction à travers les différentes composantes solides du montage expérimental est la
source la plus problématique de fuites thermiques. Une première précaution pour éviter de telles
pertes est de suspendre l’échantillon est les principales composantes du montage dans le vide,
plutôt que de les installer directement sur la sonde faite de cuivre. L’échantillon, lui, est suspendu
par les fils d’argent servant à le relier aux composantes avec lesquelles il doit se thermaliser. Les
thermomètres et la source de chaleur sont suspendus par des fils de kevlar de diamètre minime
(10 μm) tendus entre des colonnes de plastique. Ces fils sont tracés en rose sur la photographie du
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montage à la Fig. 2.4.
Même s’ils sont suspendus, les thermomètres et la source de chaleur ne sont pas entièrement
découplés thermiquement de la sonde puisque des connexions électriques doivent être faites à
ces composantes. Celles-ci servent à alimenter la source de chaleur et à mesurer la résistance des
thermomètres, mais elles constituent aussi une voie de conduction thermique vers la sonde. Plutôt
que de relier directement ces composantes aux fils de cuivre ou de constantan sur la sonde, une
bobine de fil de PtWest placée sur chaque ligne demesure entre l’échantillon et les fils conventionnels.
Cet alliage est environ 35 moins conducteur que l’argent et le cuivre. Avec environ 15 cm de fils
chacune, ces bobines ajoutent environ 300 Ω de résistance à la sortie de chaque ligne électrique
quittant une composante. Ceci assure que l’échantillon soit la voie de conduction privilégiée par la
chaleur, et non les lignes de mesure. L’échantillon métallique typique ayant une résistance électrique
environ 1000 fois inférieure, la fraction du courant thermique perdue à travers les lignes de mesure
(et donc l’erreur sur la conductivité thermique venant de cet effet) peut être estimée comme étant de
l’ordre de 0.1 %. Les bobines de PtW sont visibles sur la Fig. 2.4 et deux d’entre elles sont indiquées
par des flèches jaunes. La présence de ces bobines est sans conséquence pour la mesure de la
résistance des thermomètres puisque ce sont des mesures à quatre pointes qui ne dépendent pas de
la résistance des lignes de mesure.
Toutes ces précautions prises lors de la conception de la sonde font en sorte que les pertes de







Toutes les mesures de conductivité thermique ont été effectuées en fonction de la température
à l’aide de la méthode à l’état stable. Ceci signifie que la température n’est pas variée de manière
continue, mais plutôt par plateaux assez longs pour permettre aux composantes du montage de se
thermaliser et d’atteindre des températures stables.
Les temps de thermalisation requis pour atteindre la stabilité varient en fonction de la tempéra-
ture et du champ magnétique ainsi qu’en fonction de la taille et de la conductivité des échantillons.
À très basse température (sous ∼ 100 mK), la thermalisation prend typiquement entre quelques
dizaines de minutes (à faible champ magnétique) et quelques heures (à fort champ). Une fois à
plus haute température (plus de ∼ 500 mK), la thermalisation ne dépend plus trop des autres
paramètres et elle est maintenant beaucoup plus rapide, ne prenant que quelques minutes dans
tous les cas.
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Les mesures sont toutes effectuées en fonction de la température croissante, débutant à une
température de base habituelle de 50 mK et allant jusqu’à environ 1 K. Lorsque des données de
conductivité thermique en fonction du champ magnétique sont présentées, celles-ci sont obtenues






Les thermomètres de RuO2 utilisés ont une bonne dépendance en température dans le régime
d’intérêt, mais ils ont le désavantage d’aussi avoir une dépendance en champ magnétique et de ne
pas être précalibrés en fonction de ces deux paramètres. Ils doivent donc être calibrés in situ lors de
chaque mesure.
Pour pouvoir dresser une courbe de calibration, il est nécessaire d’avoir un autre thermomètre
qui est déjà calibré sur lequel se référer. Un thermomètre de germanium monté sur la chambre de
mélange du réfrigérateur à dilution remplit cette fonction. Il est calibré en fonction de la température
et se situe dans une zone de champ magnétique compensé qui élimine tout effet que le champ
pourrait avoir sur sa résistance. Il permet donc de connaître en tout temps la température de la
chambre de mélange et de la sonde qui lui est reliée.
La calibration des thermomètres de RuO2 requiert que leur résistance soit mesurée alors qu’ils
sont à la même température (connue) que la sonde. Ceci n’est pas le cas lorsque la source de
courant est alimentée. Pour obtenir une calibration, il est donc nécessaire de mesurer la résistance
des thermomètres à plusieurs températures différentes sans appliquer de courant thermique.
La procédure est donc la suivante. À chaque température où la conductivité thermique doit être
mesurée, le montage n’est initialement pas soumis au courant de chaleur requis pour la mesure.
Un temps de thermalisation suffisamment long pour que l’échantillon et toutes les composantes
se thermalisent avec la sonde lui est accordé. La résistance des thermomètres est ensuite mesurée
pendant qu’ils sont à une température connue, déterminée par le thermomètre de germanium.
L’ensemble de ces points forment la courbe de calibration en bleu de la Fig 2.5.
Par la suite, la source de chaleur est activée. Ceci a pour effet de réchauffer l’échantillon et donc
aussi les thermomètres, dont la résistance diminue par rapport à la valeur mesurée sans chaleur (tel
qu’illustré à la Fig 2.5(a)). Pour connaître la nouvelle température des thermomètres, les résistances
mesurées une fois le courant appliqué sont interpolées sur la courbe de calibration (Fig 2.5(b)).
Une fois le point de calibration et le point de mesure obtenus, la température est augmentée d’un
pas et la procédure se répète jusqu’à ce que toute la gamme de température souhaitée soit balayée.
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sans chaleur appliquee (calibration)
avec chaleur appliquee (donnees)
Figure 2.5 Calibration d’un thermomètre de RuO2 lors d’une mesure de conductivité thermique.
(a) Les pointsmesurés lorsqu’aucune chaleurn’est appliquée (en bleu) formentune courbe
de calibration qui permet de déterminer la température du thermomètre aumoment où les
points avec chaleur (en rouge) ont été mesurés. Sur ce panneau, l’axe horizontal ne donne
pas la température du thermomètre pour les points rouges, seulement la température
à laquelle la sonde était à ces moments, telle que déterminée par le thermomètre de
germanium de référence. (b) L’interpolation des points rouges sur la courbe de calibration
permet de déterminer la température à laquelle s’est réchauffé le thermomètre chaque
fois où un courant de chaleur a été appliqué pour mesurer la conductivité thermique. Les
quelques derniers points rouges doivent toujours être éliminés puisque, étant à l’extérieur
de la gamme calibrée déterminée par les points bleus, il n’est pas possible de les interpoler.
Les mesures de conductivité thermique ont été effectuées dans un réfrigérateur à dilution doté
d’une bobine supraconductrice permettant d’appliquer un champ magnétique allant jusqu’à 15 T
en opération régulière ou 17 T en refroidissant la bobine jusqu’à 2 K.
Le champmagnétique appliqué aux échantillons est habituellement changé sous 1 K. Cependant,
les échantillons supraconducteurs ont toujours été réchauffés au-delà de leur température critique




Les mesures de résistivité électrique ont été effectuées à l’aide d’un PPMS (Physical Property
Measurement System fabriqué par Quantum Design). Celui-ci opère entre 300 K et 2 K et il est muni




Un projet a nécessité l’analyse de la surface d’échantillons pour en vérifier l’intégrité structu-
relle. Le microscope électronique à balayage de l’Institut interdisciplinaire d’innovation techno-
logique (3IT) de l’Université de Sherbrooke a été utilisé, permettant d’obtenir des images avec
un grossissement entre 55X et 50 000X. En raison de la nature isolante du matériau étudié (le
EtMe3Sb[Pd(dmit)2]2), la surface a préalablement dû être métalisée avec un dépôt d’Au-Pd pour
permettre la prise d’images.













L’élaboration de la théorie BCS de la supraconductivité en 1957[6, 7] par Bardeen, Cooper et
Schrieffer, bien que célébrée puisqu’elle avait finalement résolu un mystère datant de presque 50
ans, avait comme triste implication que le phénomène ne serait probablement jamais observé à
des températures au-delà de quelques dizaines de kelvins, et surtout pas à température ambiante.
Quelques nouvelles familles de supraconducteurs découvertes par la suite ont permis de voir que
la supraconductivité non BCS existait, mais il a fallu la découverte des cuprates supraconducteurs,
les premiers supraconducteurs à haute température, pour démontrer qu’il existe un mécanisme
non BCS capable de pousser la supraconductivité à des températures bien plus hautes que la limite
perçue à l’époque.
Malgré plus de trente ans de recherche motivée, les cuprates demeurent un mystère. Leur
riche (voir trop riche) phénoménologie, bien que maintenant connue en assez grand détail, ne
peut toujours pas être décrite en entier théoriquement. Le mécanisme qui leur confère leurs si
hautes températures critiques, souvent vu comme une voie potentielle vers la supraconductivité
à température ambiante, échappe encore à la compréhension. Un élément central à cette énigme
est la phase pseudogap retrouvée dans les cuprates. Sa relation avec la supraconductivité n’est pas
claire, mais elle semble jouer un rôle important dans l’organisation du complexe diagramme de
phase des cuprates.
Les travaux décrits dans ce chapitre se sont penchés sur une des signatures expérimentales
du pseudogap qui avait déjà été bien étudiée à travers le transport électrique à l’extérieur de l’état
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supraconducteur. Des mesures de conductivité thermique, puisqu’elles sont réalisables sous la
température critique Tc, ont permis de sonder l’état supraconducteur, de voir précisément dans
quelles conditions la signature en question apparaît et de révéler qu’elle n’est en fait pas strictement
due au pseudogap lui-même, mais plutôt à un ordre magnétique habitant à l’intérieur de la phase
pseudogap.






La théorie BCS de la supraconductivité publiée en 1957[6, 7] a répondu à une question qui était
sans réponse depuis la découverte de la supraconductivité dans le mercure par Heike Kamerlingh
Onnes en 1911. Elle a permis de comprendre comment et pourquoi certains matériaux développent
une phase supraconductrice à très basse température. Le mécanisme proposé par Bardeen, Cooper
et Schrieffer fait intervenir une attraction effective entre les électrons qui est médiée par les phonons
et qui permet l’appariement des électrons en paires, nommées paires de Cooper. Ces paires, des
bosons, forment un condensat superfluide chargé électriquement qui donne aux supraconducteurs
ses deux propriétés caractéristiques : une résistivité électrique nulle et la capacité d’expulser un
champ magnétique externe (Effet Meissner). Le mécanisme BCS décrivait bien la physique de tous
les supraconducteurs connus à l’époque. Les températures critiques Tc (température sous laquelle
l’état supraconducteur apparaît) de tous ces matériaux ne dépassaient pas quelques dizaines de
kelvins et il était plus ou moins accepté que le mécanisme phononique ne pourrait pas permettre
l’appariement des électrons, et l’apparition de la supraconductivité, à des températures beaucoup
plus hautes que ce qui avait déjà été observé.
La découverte de deux nouvelles familles de supraconducteurs, les fermions lourds en 1979[8]
et les composés organiques en 1980[9], a cependant remis un peu de vigueur dans le domaine
quelques décennies plus tard.Malgré leurTc assez faibles, cesmatériaux étaient très curieux puisqu’il
est rapidement devenu évident que le mécanisme BCS ne pouvait pas être responsable de leur
supraconductivité. Ils existaient en dehors du cadre théorique, maintenant communément accepté,
dictant comment la supraconductivité apparaît dans certains matériaux. L’ère des supraconducteurs
non conventionnels venait de débuter. Il y avait maintenant de l’espoir que d’autres mécanismes
pouvaient mener à l’apparition de la supraconductivité et que l’un d’entre eux pourrait engendrer
des Tc beaucoup plus hautes que celles déjà recensées.
Il a fallu peu de temps pour que les travaux et les espoirs de la communauté scientifique soient
récompensés. En 1986, dans les laboratoires de IBM à Zürich, Bednorz et Müller ont découvert
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la supraconductivité dans l’oxyde de cuivre La2−xBaxCuO4 (LBCO)[10]. La température critique
d’environ 30 K de ce matériau en faisait le meilleur supraconducteur connu à l’époque. Dans les
quelques années qui ont suivi, d’autres matériaux à base d’oxyde de cuivre ont été découverts ayant
des Tc de plus en plus élevées. La série de records s’est arrêtée un peu moins de dix ans après
la découverte initiale, avec des matériaux possédant des températures critiques d’environ 150 K,
soit à mi-chemin vers la température ambiante. La famille des cuprates, du latin cuprum (cuivre),
a inauguré l’ère des supraconducteurs à haute température et possède à ce jour le record de la
supraconductivité qui survie à la plus haute température à pression ambiante.
Les cuprates supraconducteurs sont nombreux et ils peuvent avoir des compositions chimiques
assez différentes, mais ils sont aussi très similaires à bien des égards. L’élément principal qui les
unit est la présence des plans formés de cuivre et d’oxygène qui leur donnent leur nom et qui
sont à la base de leur structure cristalline. Ce sont d’ailleurs ces plans qui sont responsables de la
supraconductivité et qui dictent en grande partie la physique très bidimensionnelle de cesmatériaux.
Le choix des atomes et des structures intercalaires dans l’empilement des plans CuO affecte tout de
même grandement la force de l’état supraconducteur résultant.
Figure 3.1 Structure cristalline de différents cuprates supraconducteurs dopés en trous. On y retrouve
des façons assez élaborées de structurer l’empilement des plans CuO. Figure tirée de la
Réf. [11].
Pour faire apparaître la supraconductivité dans les cuprates, il est nécessaire de les doper pour
modifier la densité de porteurs de charge dans leurs plans CuO. Sans dopage, les cuprates sont des
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isolants de Mott à demi-remplissage. Pour retrouver un comportement plus métallique qui permet
l’apparition de la supraconductivité, il est nécessaire d’ajouter des électrons (dopage en électrons)
ou d’en retirer (dopage en trous). Les cuprates dopés en trous sont ceux dont les Tc sont les plus
élevées et sont aussi les plus étudiés. Eux seuls seront abordés dans ce chapitre.
La Fig. 3.1 montre la structure cristalline de différents cuprates dopés en trous. Il existe plusieurs
façons d’empiler les plans CuO de manière à générer un état supraconducteur. Il existent aussi
différentes façons de doper les plans CuO. Tout dépendant du cuprate, le dopage peut s’effectuer
en variant la quantité d’oxygène entre les plans, en substituant certains atomes intercalaires par des
atomes de valence différente ou avec une combinaison de ces deux approches.
Le dopage des cuprates mène à l’apparition d’un état supraconducteur qui, comme celui des
fermions lourds et des composés organiques, est non conventionnel. La non-conventionnalité
des cuprates est évidente lorsqu’on regarde la structure de son gap supraconducteur Δ. Le gap
qui s’ouvre au niveau de Fermi en entrant dans l’état supraconducteur représente l’énergie qui
lie les électrons d’une paire de Cooper. Dans le cas de la supraconductivité BCS, le mécanisme
d’appariement médié par les phonons est isotrope et le gap l’est aussi (Fig. 3.2(a)). On parle alors
d’un gap s-wave, d’après la nomenclature des symétries des orbitales électroniques. Le mécanisme
sous-jacent à la supraconductivité des cuprates, quel qu’il soit, mène plutôt à l’ouverture d’un gap
anisotrope (Fig. 3.2(b)), de symétrie d-wave. Cette symétrie engendre un gap dont le signe varie de
région en région et impose donc des points appelés noeuds entre les différentes régions où le gap
est nul (Δ = 0).
Figure 3.2 Exemples de symétries de gaps supraconducteurs sur une surface de Fermi 2D circulaire.
(a) Un gap s-wave isotrope. (b) Un gap d-wave(plus précisément de symétrie dx2−y2)
anisotrope ayant des noeuds, c’est-à-dire des points où le gap est nul, sur les diagonales
de la zone de Brillouin. Figure adaptée de la Réf. [12].
Pour exciter des quasiparticules électroniques dans l’état supraconducteur, il est nécessaire de
briser des paires de Cooper en appliquant soit une température, soit un champ magnétique externe
de l’ordre de Δ sur une échelle énergétique. La présence de noeuds dans un gap supraconducteur
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signifie donc qu’il existe des excitations à énergie nulle dans l’état supraconducteur en question. Ceci
s’avère être très intéressant pour les mesures de conductivité thermique puisque seuls les électrons
non appariés peuvent conduire la chaleur. En effet, en raison de l’entropie nulle du condensat
bosonique superfluide, les paires de Cooper ne peuvent pas transporter la chaleur. La conductivité
thermique est déjà une source très importante d’information sur le comportement des porteurs
dans l’état supraconducteur en raison de l’impossibilité d’effectuer des mesures électriques. Elle
l’est d’autant plus dans le cas d’un gap d-wave puisque les noeuds permettent l’observation d’une
contribution électronique finie à la conductivité thermique dans l’état supraconducteur et, ce, même
à champ magnétique nul et dans la limite de la température nulle.
Figure 3.3 Diagramme de phase température-dopage typique des cuprates dopés en trous. Sous la
température critique Tc (ligne pointillée), on retrouve la phase supraconductrice. Sous la
température T∗ se trouve la phase pseudogap (PG), qui se termine au dopage critique p∗.
À bas dopage, on retrouve l’isolant deMott antiferromagnétique (AF). À haut dopage, vers
la fin du dôme supraconducteur, les cuprates sont de bons métaux ayant un comportement
de liquide de Fermi (FL, en anglais). Dans l’état normal, formant un cône centré à p∗,
se trouve une région où les cuprates ont un comportement de métal étrange (SM, en
anglais). À dopage intermédiaire, on retrouve un ordre de charge nommé onde de densité
de charge (ODC, ou CDW en anglais). Non, illustré, l’ordre magnétique appelé onde de
densité de spin (ODS/SDW) à dopage intermédiaire. Figure tirée de la Réf. [13].
La phase supraconductrice des cuprates, bien que très intéressante, ne représente qu’une fraction
de la riche physique de ces systèmes. Le diagramme de phase des cuprates dopés en trous (Fig. 3.3)
renferme d’autres phases et ordres électroniques qui parfois coexistent et compétitionnent avec la
supraconductivité et qui complexifient la tâche de décrire l’ensemble de la phénoménologie de ces
matériaux.
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Dans les cuprates, la supraconductivité existe sous un dôme délimité par la température critique
Tc dans le diagramme de phase température-dopage (Fig. 3.3). À bas dopage, lorsque le dopage en
trous est insuffisant pour permettre à la supraconductivité d’apparaître, on retrouve la phase isolant
de Mott antiferromagnétique (AF). À haut dopage, lorsque le dôme supraconducteur commence à
disparaître, la physique de Mott est absente et les cuprates ont un comportement métallique typique
d’un liquide de Fermi (FL sur la figure).
Sous la température T∗, on retrouve la phase pseudogap (PG) des cuprates dopés en trous.
Celle-ci se termine lorsque T∗ = 0 au dopage critique p∗ dans le dôme supraconducteur. La phase
pseudogap sera décrite en plus grand détail dans la prochaine section. Pour l’instant, il suffit de
dire qu’elle demeure mystérieuse et que sa relation avec la phase supraconductrice ainsi que son
rôle dans l’organisation du diagramme de phase, bien que probablement très importants, ne sont
toujours pas compris.
À dopage intermédiaire et dans l’état normal (c’est-à-dire en dehors de l’état supraconducteur),
dans un cône centré à p∗, se trouve une région où les cuprates ont un comportement de métal
étrange (SM, strange metal). Ce comportement étrange est parfois attribué à un régime de criticalité
quantique, scénario qui ferait de p∗ un point critique quantique.
À l’intérieur de la phase pseudogap, on retrouve une forme d’ordre de charge nommée onde de
densité de charge (ODC ou charge density wave/CDW). Celle-ci compétitionne avec la supraconduc-
tivité, fait facilement observable à travers l’affaiblissement du dôme supraconducteur autour du
dopage où cet ordre est centré.
Les cuprates dopés en trous ont aussi un ordremagnétique nomméonde de densité de spin (ODS
ou spin density wave/SDW) à l’intérieurde la phase pseudogap qui n’est pas illustré sur ce diagramme,
mais qui est présent à la Fig. 3.12(a). L’ODS compétitionne aussi avec la supraconductivité et elle
est à son maximum plus ou moins au même dopage que l’ODC.
Bien que tous ces éléments du diagramme de phases des cuprates soient assez bien caractérisés
d’un point de vue individuel, les décrire comme un tout cohérent demeure un très gros défi. L’intérêt
principal de l’étude des cuprates est la découverte du mécanisme d’appariement qui donne lieu
à leur robuste supraconductivité, mais arriver à ce but ultime implique probablement de devoir




La phase pseudogap est un morceau central du diagramme de phase des cuprates. Elle tire son
nom du fait qu’elle est définie par l’ouverture d’un gap partiel en refroidissant sous la température
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T∗ (ou en passant sous le dopage p∗ à T → 0). La première observation de la perte de densité
d’états engendrée, responsable de la découverte du pseudogap, avait été faite à travers des mesures
de RMN[14] (Résonance Magnétique Nucléaire). Le déplacement de Knight K (Knight shift) du
YBCO, proportionnel à la susceptibilité électronique et donc aussi à la densité d’états, montre une
chute en fonction de la température décroissante qui débute à une température élevée (bien au-delà
de Tc) à faible dopage et à des températures de plus en plus basses lorsque le dopage augmente
(Fig. 3.4).
Figure 3.4 Première détection du pseudogap en RMN. Le déplacement de Knight K du cuprate YBCO
montre que la densité d’états commence à chuter de manière importante en refroidissant
sous une certaine température et que cette température décroît lorsque le dopage augmente.
Figure tirée de la Réf. [14].
Plus précisément, le gap partiel qui s’ouvre sous T∗ cause une perte de densité d’états dans les
régions antinodales de la surface de Fermi (le gap de symétrie dx2−y2 des cuprates ayant des noeuds
situés sur les diagonales de la zone de Brillouin, les régions antinodales se trouvent autour des axes
kx = 0 et ky = 0). Des mesures d’ARPES (Angle-Resolved Photoemission Spectroscopy) sont l’approche
idéale pour sonder l’évolution de la densité d’états de manière directionnelle. La Fig. 3.5 montre
des résultats d’ARPES[15] dans le La1.6−xNd0.4SrxCuO4 (Nd-LSCO, une variante du LSCO) dans
la région antinodale. Le panneau de gauche montre l’évolution de la densité d’états en fonction du
dopage. Aucun gap n’est visible à p = 0.24, mais le pseudogap s’ouvre à plus bas dopage, le dopage
critique p∗ étant de 0.23 dans ce matériau. Le panneau de droite montre l’évolution en fonction de
la température. Le pseudogap s’ouvre progressivement une fois le système refroidi sous T∗ = 75 K
à p = 0.20.
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Figure 3.5 Détection du pseudogap dans le Nd-LSCO par des mesures d’ARPES. (Gauche) Spectres
à différents dopages pris tout juste au-delà de Tc. Le pseudogap n’est pas ouvert au-
delà de p∗ = 0.23, mais il est visible à plus bas dopage. (Droite) Spectres à différentes
températures pour p = 0.20. Le pseudogap s’ouvre progressivement sous T∗qui est de
75 K à ce dopage. Figure tirée de la Réf. [15].
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La phase pseudogap possède aussi des signatures observables lors de mesures de transport. La
plus connue est une déviation sous T∗ de la dépendance linéaire en température que la résistivité
suit au-delà de T∗.
À fort dopage, passé le dôme supraconducteur et bien au-delà de p∗, les cuprates sont des
liquides de Fermi et la dépendance en température de leur résistivité électrique est quadratique.
Par exemple, on observe ρ(T) ∝ T2 dans le LSCO à p = 0.33[16] et dans le Tl2201 à p = 0.32[17].
À des dopages légèrement supérieurs à p∗, les cuprates adoptent un comportement de métal
étrange avec une résistivité linéaire en température jusqu’à T → 0 lorsqu’un champ magnétique est
appliqué pour supprimer la supraconductivité. Ce comportement particulier semble être universel
à travers les différents cuprates puisqu’il a maintenant été observé dans le LSCO[18, 19], dans le
Nd-LSCO[20, 21] et dans le Bi2Sr2CaCu2O8+δ (Bi2212)[22].
Sous p∗, la résistivité à haute température est toujours linéaire, mais, sous une certaine tempéra-
ture, elle dévie de la linéarité. Dans le cas du LSCO et du Nd-LSCO, cette déviation est vers le haut
et elle mène éventuellement à une remontée de la résistivité à basse température. La Fig. 3.6 montre
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quelques exemples de ces remontées pour des dopages inférieurs à p∗  0.18 dans le LSCO. Des
mesures d’ARPES[23, 15] ont permis de confirmer que la température à laquelle la déviation de la
linéarité débute en résistivité[24] est bel et bien la température T∗ à laquelle le pseudogap s’ouvre,
et donc que le transport électrique peut détecter l’ouverture du pseudogap.
Figure 3.6 Résistivité électrique du LSCO en fonction de la température à différents dopages x. Les
lignes sont des données à champ magnétique nul et les symboles sont des données prises
sous un champ de 60 T qui permet du supprimer la supraconductivité. Au-delà de p∗ =
0.18, la résistivité est linéaire en température jusqu’à T → 0. Sous p∗ = 0.18, une déviation
de la linéarité suivie d’une remontée de la résistivité apparaissent en refroidissant sous la
température T∗, qui augmente lorsque le dopage diminue. Figure adaptée de la Réf. [18].
Le fait que, dans le LSCO entre autres, la résistivité se mette à remonter à basse température
a longtemps été interprété comme un signe qu’une transition de métal à isolant[18] avait lieu en
passant de haut dopage (à l’extérieur du pseudogap) à plus bas dopage (à l’intérieur du pseudogap).
Des études récentes indiquent toutefois que cette vision est erronée. Plus précisément, elles montrent
que, malgré l’impression que donne le comportement de la résistivité, les cuprates ne sont jamais
des isolants dans la phase pseudogap, même dans ses profondeurs, à très basse température.
La première indication que la remontée de la résistivité à l’intérieur du pseudogap n’est pas
réellement un comportement isolant provient simplement d’une observation plus minutieuse de la
résistivité à très basse température. Il a été démontré que la remontée n’est pas divergente et qu’elle
sature à T → 0[25, 20](voir la Fig. 3.7).
La deuxième preuve que les remontées ont lieu dans un régime métallique est que la loi
de Wiedemann-Franz est respectée à l’intérieur du pseudogap tout comme elle l’est à plus haut
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Figure 3.7 Résistivité électrique en fonction de la température pour le LSCO à p = 0.136[25] (en
rouge, ligne grasse à H = 0 T, points à H = 55 T) et le Nd-LSCO à p = 0.20[20] (en vert,
ligne grasse à H = 35 T). Les lignes pointillées sont des extrapolations du comportement
linéaire trouvé au-delà de T∗ et les lignes solides fines sont des guides. Dans les deux cas,
la remontée sature à une valeur finie à T → 0.
dopage plus près du régime de liquide de Fermi. Des mesures de conductivité thermique dans
le Nd-LSCO[26] (qui à un p∗  0.23) ont démontré que la conductivité résiduelle à T → 0, κ0/T,
concorde parfaitement avec la valeur à laquelle la résistivité sature, ρ(0), tel que démontré dans la
Fig. 3.8. Les cuprates demeurent donc métalliques profondément dans la phase pseudogap.
Si les cuprates ne quittent jamais le régimemétallique une fois à l’intérieurde la phase pseudogap,
comment expliquer le fait que leur conductivité (tant électrique que thermique) empire lors d’un
refroidissement dans cette phase? Une réponse assez convaincante à cette question est récemment
survenue lorsque des mesures d’effet Hall ont observé, à travers le nombre de Hall nH, une densité
de porteurs qui chute en entrant dans la phase pseudogap en passant sous p∗. Dans le YBCO[27] et
dans le Nd-LSCO[21], dans la limite T → 0, nH passe d’une valeur de 1 + p à des dopages au-delà
de p∗ vers nH = p à l’intérieur du pseudogap. La Fig. 3.9 montre la chute de densité de porteurs
dans ces deux matériaux. Il est à noter que nH n’est pas nécessairement égal à la densité de porteur
n dans les matériaux multibandes plus complexes, mais que les cuprates avec p ≥ p∗ sont des
liquides de Fermi à une bande assez typiques.
Une perte de conductivité étant une conséquence très vraisemblable d’une chute de la densité
de porteurs, la question des remontées observées dans la résistivité pourrait sembler être résolue.
Plutôt qu’une transition de métal à isolant, la phase pseudogap engendrerait une transition de métal
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Figure 3.8 Le terme résiduel de la conductivité thermique κ0/T est comparé à la résistivité résiduelle
ρ0 dans le Nd-LSCO en utilisant la loi de Wiedemann-Franz. La résistivité a été mesurée
dans un champ magnétique de 15 T pour supprimer la supraconductivité et ainsi pouvoir
observer la remontée et le ρ(0) à laquelle elle sature à T → 0. La valeur ainsi obtenue
concorde parfaitement avec la conductivité résiduelle obtenue au même champ, et ce, de
part et d’autre de p∗ (dénoté par la bande grise). Figure tirée de la Réf. [26].
Figure 3.9 Le nombre de Hall à T → 0 en fonction du dopage dans le YBCO[27](cercles bleus) et
dans le Nd-LSCO[21](carrés rouges) chute d’une valeur de 1 + p par-dessus p∗ vers un
régime où nH = p à l’intérieur de la phase pseudogap. Des données obtenues à 50 K dans
le LSCO[28](cercles gris) et dans le YBCO[29](carrés gris) illustrent ce dernier régime à
plus bas dopage.
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à mauvais métal, c’est-à-dire un métal ayant une plus faible densité de porteurs.
Un problème persiste toutefois. Dans le LSCO[18, 30] et dans le Nd-LSCO[21], les remontées
sont observables dès que le dopage passe sous p∗  0.18 et p∗  0.23 respectivement. Dans le
YBCO, même si la chute de la densité de porteurs débute aussi immédiatement à l’entrée de la
phase pseudogap sous p∗  0.19, c’est n’est que sous p = 0.08 que les déviations à la linéarité
de la résistivité sous T∗ mène à des remontées à basse température[31]. À p = 0.11, par exemple,
la résistivité dévie de la linéarité à T∗, mais elle continue de descendre jusqu’à T → 0, comme le
montre la Fig. 3.10. L’entrée dans la phase pseudogap et la chute de la densité de porteurs associée
sont donc des conditions nécessaires, mais pas suffisantes, pour engendrer les remontées dans la
résistivité, qui sont pourtant souvent acceptées comme étant des signatures de la phase pseudogap.
Figure 3.10 Résistivité électrique en fonction de la température dans le YBCO[31] à p = 0.08 (en
bleu) et à p = 0.11 (en noir). Les points ont été mesurés à 55 T pour pouvoir accéder à
l’état normal et la ligne seule a été mesurée à champ nul. Les lignes à travers les points
sont des guides. Dans le YBCO, les remontées de la résistivité sont observables pour
p ≤ 0.08 seulement.
Un ingrédient est donc manquant pour expliquer le phénomène. Afin de comprendre le rôle des
différents éléments du diagramme de phase de cuprates et des paramètres de contrôle expérimen-
taux, il est utile d’essayer de les séparer autant que possible pour pouvoir étudier l’effet de chacun.
Les études de transport dans les cuprates sont souvent effectuées à champ magnétique intense afin
d’étudier l’état normal. C’est notamment le cas des mesures de résistivité qui voient les remontées
et des mesures d’effet Hall qui détectent une chute de la densité de porteurs. La raison est bien
simple : les coefficients électriques ne peuvent pas être mesurés dans la phase supraconductrice.
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La conductivité thermique ne souffre pas de ce problème puisque des quasiparticules élec-
troniques pouvant transporter la chaleur persistent dans l’état supraconducteur, et ce, à champ
nul et jusqu’à T → 0 en raison de la structure nodale du gap d-wave. Ceci permet donc de se
libérer des champs magnétiques intenses et de rester dans la phase supraconductrice, bien moins
étudiée en transport. Des mesures de conductivité thermique à T → 0 ont déjà été effectuées dans
le Nd-LSCO pour étudier l’effet d’un passage sous p∗[26], tel que mentionné précédemment. Ce
cuprate est toutefois problématique si l’intention est de distinguer les effets des différentes phases
en coexistence puisque l’onde de densité de spin dans le Nd-LSCO existe jusqu’au dopage critique
du pseudogap[32]. En passant sous p∗ = 0.23 à T → 0 dans le Nd-LSCO, c’est donc à la fois le
pseudogap et l’ODS qui s’ajoutent à la partie.
Le LSCO est le candidat idéal de ce point de vue. L’ODS dans celui-ci est restreint à des dopages
p ≤ 0.13[33] à champ nul, nettement plus bas que p∗ = 0.18. De plus, l’ODS peut être activé à l’aide
d’un modeste champ magnétique facilement accessible en laboratoire pour des dopages légèrement
supérieurs à 0.13[33], comme l’indique le diagramme de phase à la Fig. 3.11. Le LSCO permet
donc de non seulement séparer le pseudogap et l’ODS pour pouvoir distinguer l’effet de chacun,
mais aussi de manuellement ajouter l’ODS au système de manière contrôlée, lorsque situé au bon
dopage. Pour ces raisons, le présent projet a étudié la conductivité thermique du LSCO pour clarifier
l’origine des remontées dans la résistivité de certains cuprates.
Figure 3.11 Diagramme de phase champ magnétique-dopage à bas champ du LSCO déterminé par
des mesures de diffraction de neutrons. L’échelle de couleur donne l’amplitude relative
du moment ordonné détecté. À champ nul, l’onde de densité de spin (notée AF ici)
persiste seulement jusqu’à un dopage de ∼ 0.13, au-delà duquel la supraconductivité
(SC) existe seule. Pour des dopages légèrement supérieurs à 0.13, il ne faut cependant
qu’un faible champ pour retrouver la coexistence de l’ODS et de la supraconductivité.





Lors de ce projet, le cuprate LSCO (La2−xSrxCuO4) a été étudié. Quatre échantillons crus grâce
à la méthode de fusion en zone flottante avec x = 0.13, 0.144, 0.145 et 0.18 ont été mesurés. Malgré
la grande qualité cristalline atteignable avec cette méthode de croissance, l’homogénéité de la
distribution du strontium qui vient remplacer une partie du lanthane peut être imparfaite à un
point non négligeable. Différentes régions de la longue tige de matériau crue peuvent avoir des
concentrations de strontium différentes et donc des dopages différents. La concentration nominale
x de strontium utilisée pour la croissance reste toutefois une bonne approximation du dopage p
moyen qu’auront les différents échantillons issus de la tige résultante.
Pour l’échantillon avec x = 0.18, le dopage est simplement assigné en prenant p = x. Pour les
échantillons avec x = 0.13, 0.144 et 0.145, il est nécessaire de s’assurer de connaître le dopage avec
une bonne précision pour des raisons qui seront clarifiées plus loin. Pour déterminer le dopage plus
précisément, il est possible d’utiliser la dépendance en dopage de la température TLTO à laquelle le
LSCO passe d’une structure tétragonale vers une structure orthorhombique (Low Temperature Ortho-
rhombic). Cette transition engendre une anomalie dans la résistivité à TLTO(p), qui suit simplement
une dépendance linéaire en dopage entre p = 0.10 et p = 0.17[34]. Les températures de transition
sont de TLTO = 228, 214 et 197 K pour x = 0.130, 0.144 et 0.145 respectivement, ce qui se traduit par
des dopages de p = 0.13, 0.136 et 0.143 respectivement. L’incertitude sur la détermination de TLTO,
qui est de ±5 K, mène à une incertitude de ±0.002 sur les valeurs de p. Les températures critiques
des quatre échantillons sont de Tc = 32.3, 36.0, 37.3 et 35.4 K pour p = 0.13, 0.136, 0.143 et 0.18
respectivement.
Les résistivités (dans le plan a − b) des échantillons mesurés en conductivité thermique ont
déjà été rapportées dans la Réf. [25]. Les données des échantillons p = 0.136, 0.143 et 0.18 sont
reproduites à la Fig. 3.12(b). Dans les trois cas, le régime à haute température montre la dépendance
en température linéaire de la résistivité typique des cuprates à dopages intermédiaires. À p = 0.18(
p∗), la linéarité persiste jusqu’à Tc. Pour les deux autres dopages, qui sont sous p∗, la résistivité dévie
de la linéarité lorsque le pseudogap s’ouvre sous T∗. Avec un champ magnétique suffisamment
fort (H = 55 T pour p = 0.136 et 0.143 et H = 66 T pour p = 0.18) il est possible de complètement
supprimer la supraconductivité. La résistivité de l’état normal ainsi révélée montre une importante
remontée à basse température pour p = 0.136 et 0.143, tandis que la courbe à p = 0.18 ne fait que
continuer à descendre. Ces comportements sont typiques de ce qui est recensé dans la littérature
pour des dopages comparables[18, 19]. À T → 0, les courbes à haut champ saturent à des valeurs
de ρ(0) = 412, 385 et 58 μΩcm pour p = 0.136, 0.143 et 0.18. Le facteur ∼ 7 entre p = 0.136 et 0.18,
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Figure 3.12 (a) Diagramme de phase température-dopage du LSCO. On y retrouve la phase su-
praconductrice (SC), l’isolant de Mott antiferromagnétique (AF), l’onde de densité de
spin (SDW) et la phase pseudogap (PG) présente sous T∗ et se terminant au dopage
critique p∗  0.18 (losange noir). Les cercles rouges[35] délimitent l’étendue de l’onde
de densité de spin à champ magnétique nul. Les carrés indiquent Tmin, la température
à laquelle la remontée de le résistivité débute, dans des échantillons où la supracon-
ductivité a été supprimée avec un champ magnétique(carrés noirs de la Réf. [18], carré
rouge du panneau (b)), avec l’ajout d’impuretés de zinc (carrés blancs[30]) ou avec
ces deux méthodes combinées (carrés gris[36]). (b) Résistivités électriques de trois des
échantillons mesurés lors de cette étude, telles que rapportées dans la Réf. [25]. Les
larges traits continus sont les courbes à champ nul et les points ont été pris à 55 T (66 T
pour l’échantillon à p = 0.18). Les flèches indiquent Tmin et T∗ pour l’échantillon à
p = 0.136. (c) Diagramme de phase champ magnétique-dopage théorique à T = 0[37].
La compétition entre la supraconductivité et l’onde de densité de spin peut être observée
à travers le fait que la gamme de dopage sur laquelle l’ODS s’étend est réduite à l’intérieur
de la phase supraconductrice. (d) Diagramme de phase champ magnétique-dopage
expérimental du LSCO à T → 0. Les valeurs de Hc2 (cercles bleus) ont été obtenues avec
la procédure décrite dans la Réf. [38] et les carrés rouges proviennent de mesures de
diffraction de neutrons[39, 33]. Les lignes pointillées verticales indiquent les dopages
des quatre échantillons mesurés lors de la présente étude.
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dont les résistivités à haute température diffèrent par un facteur de moins de 2, indique clairement
que des physiques différentes opèrent à ces deux points du diagramme de phase. Jusqu’à présent,
la présence ou absence du pseudogap a été considérée comme la principale différence qui explique
les différents comportements.
Les mesures de conductivité thermique présentées dans la prochaine section ont été effectuées
avec lesmêmes contacts que lesmesures électriques. Lorsque les transports électriques et thermiques
d’un échantillon seront comparés à l’aide de la loi de Wiedemann-Franz, il n’y aura donc pas
d’incertitude liée à des géométries de contacts différentes. Les mesures thermiques seront donc
aussi nécessairement faites avec la même orientation cristalline, c’est-à-dire dans le plan a − b





Une sélection des données de conductivité thermique en fonction de la température des quatre
échantillons mesurés prises à différentes amplitudes de champ magnétique est présentée à la
Fig. 3.13. Les données sont montrées en totalité dans l’Annexe A. Sous 0.4 K, les données sont bien
décrites par des fits en loi de puissance de la forme κ/T = a + bTc, où a ≡ κ0/T. Les paramètres
obtenus sont listés dans l’Annexe A. La contribution phononique κph = bTc est linéaire (c = 1) à
p = 0.18 où le LSCO est un bon métal avec une grande densité de porteurs. Dans ce régime, les
phonons sont fortement diffusés par les électrons, d’où la puissance c = 1 qui est aussi observée
dans le Tl2201 surdopé[40]. À plus bas dopage, où la densité de porteurs est plus faible, les phonons
sont moins diffusés et c ≥ 1.
La Fig. 3.14(a) montre la dépendance en champ magnétique des termes résiduels électroniques
κ0/T extrapolés à l’aide des fits pour les quatre échantillons. Les courbes sont normalisées par la
valeur de κ0/T à champ nul respective de chaque échantillon. Tous les échantillons demeurent dans
l’état supraconducteur sur toute la gamme de champ explorée, les champs critiques supérieurs
Hc2 étant plus grands que les plus hauts champs atteints (voir Fig. 3.12(d) pour les valeurs de
Hc2 des différents dopages). L’échantillon p = 0.18 montre une dépendance en champ typique
d’un supraconducteur d-wave, c’est-à-dire une rapide augmentation en H1/2 de la conductivité
(effet Volovik[41]) due à l’excitation des quasiparticules à basse énergie près des noeuds dans
le gap supraconducteur. Ce comportement n’est pas observé aux autres dopages. À p = 0.13,
la conductivité résiduelle diminue de manière monotone avec le champ, un comportement déjà
rapporté à ce dopage[42, 43]. La conductivité se dirigeant vers une faible valeur à haut champ
indique que les quasiparticules conduisentmieux dans l’état supraconducteur que dans l’état normal
et que ce dernier doit être assez résistif. Cette observation avait dans le temps été interprétée comme
un signe que le LSCO était bel et bien un isolant à plus bas dopage dans la phase pseudogap[42, 43].
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Figure 3.13 Conductivité thermique en fonction de la température pour différents dopages de LSCO
et à différentes amplitudes de champ magnétique externe. Les lignes sont des fits aux
données ayant la forme κ/T = κ0/T + bTc où κ0/T, b et c sont des paramètres libres.
Pour p = 0.18, c = 1, tandis que 1 ≤ c ≤ 1.7 pour les autres dopages. Des courbes
additionnelles à des valeurs intermédiaires de champ sont montrées dans l’Annexe A,
de même que les paramètres de fit pour toutes les courbes.
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Figure 3.14 (a) Terme résiduel électronique κ0/T de la conductivité thermique des quatre échan-
tillons, normalisé par sa valeur à champ nul, en fonction du champ magnétique. Ces
valeurs à température nulle sont extrapolées des données avec les fitsmontrés à la Fig. 3.13
et en Annexe A. (b-c) κ0/T en fonction du champ magnétique pour les échantillons
p = 0.136 et 0.143. Les lignes pointillées horizontales indiquent les valeurs de la conduc-
tivité à haut champ L0/ρ(0) prédite par la loi de Wiedemann-Franz et les résistivités
ρ(0) obtenues à 55 T. Les lignes pointillées verticales indiquent les champs auxquels les
courbes atteignent leur maximum. (d) Intensité de la diffraction des neutrons au vecteur
d’onde de l’onde de densité de spin en fonction du champ magnétique[39] dans un
gros échantillon duquel l’échantillon p = 0.136 a par la suite été taillé. La ligne verticale
marque l’apparition de l’ODS à H = 2.5 T. (e) Même chose qu’en (d) pour un autre
l’échantillon mesuré en diffraction des neutrons[33] duquel l’échantillon p = 0.143 a été
taillé. L’ODS apparaît à H = 7.5 T à ce dopage.
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Les comportements non monotones de κ0/T en fonction du champ à p = 0.136 et 0.143 n’ont
cependant jamais été observés et ne sont pas expliqués aussi facilement. La conductivité résiduelle
augmente initialement en fonction du champ, atteint un maximum (à 7.5 T pour p = 0.143 et entre
0.5 et 1 T pour p = 0.136) et diminue par la suite. Cette découverte intéressante suggère que le
champ magnétique engendre un changement fondamental de l’état normal vers lequel se dirige le
LSCO à ces dopages. La croissance initiale de κ0/T semble indiquer que l’état normal vers lequel se
dirige le matériau au fur et à mesure que le champ affaibli la supraconductivité est très conducteur,
comme à p = 0.18. Quelque chose a cependant lieu à un certain champ critique qui fait en sorte que
l’état normal devient moins conducteur et que la conductivité commence à redescendre pour se
diriger vers une valeur basse à haut champ. Ce mécanisme cause donc une chute de la conductivité
et, par le fait même, une remontée de la résistivité.
Il est pertinent de se questionner sur les basses valeurs à haut champ (à l’état normal) vers
lesquelles les conductivités thermiques résiduelles des échantillons p = 0.136 et 0.143 semblent se
diriger. La loi de Wiedemann-Franz, qui est respectée dans la phase pseudogap selon les résultats
obtenus dans le Nd-LSCO[26], permet d’utiliser la résistivité ρ(0) à laquelle les remontées de la
résistivité saturent à T → 0 à fort champ pour prédire le κ0/T attendu dans l’état normal à haut
champ. La relation κ0/T = L0/ρ(0) et les valeurs de ρ(0) = 412 et 385 μΩcm à 55 T prédisent des
κ0/T = 0.059 et 0.063 mW/K2cm au même champ à p = 0.136 et 0.143 respectivement. Ces valeurs
sont représentées par des lignes pointillées horizontales aux Figs. 3.14(b) et (c). Dans les deux cas,
les courbes semblent effectivement commencer à se diriger vers les prédictions à haut champ une
fois passée la montée initiale et le champ critique. Ceci confirme que le mécanisme activé au champ
critique, responsable de la chute de la conductivité thermique, est aussi responsable de la remontée
de la résistivité électrique.
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À champ magnétique nul, l’onde de densité de charge dans le LSCO persiste jusqu’à un dopage
pODS  0.13[35], comme le montre le diagramme de phase à H = 0 (Fig. 3.12(a)). La compétition
entre l’ODS et la supraconductivité[44, 45, 37] fait toutefois en sorte qu’appliquer un champ ma-
gnétique pour affaiblir la supraconductivité permet de retrouver l’ODS au-delà de p = 0.13[33]
(voir Figs. 3.12(c) et (d)).
Les échantillons p = 0.136 et 0.143 mesurés dans cette étude sont tous deux des morceaux qui
ont été taillés de plus gros échantillons qui avaient étémesurés en diffraction de neutrons[39, 33]. Les
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panneaux (d) et (e) de la Fig. 3.14 reproduisent ces données, qui ont déterminé que l’ODS s’active
à partir de HODS = 2.5 et 7.5 T à p = 0.136 et 0.143 respectivement. Ces valeurs sont indiquées avec
des lignes verticales et elles correspondent de très près aux emplacements des maxima dans κ0/T
désignés par les lignes verticales des panneaux (b) et (c). L’accord n’est pas le meilleur dans le cas
de l’échantillon à p = 0.136, mais l’écart pourrait s’expliquer par une différence entre le dopage
de l’échantillon actuel et le dopage moyen qui existait à travers l’échantillon parent soumis aux
mesures de neutrons. Ceci pourrait facilement mener à un écart non négligeable vu la pente abrupte
de HODS(p) (voir la ligne rouge dans la Fig. 3.12(d)).
La bonne corrélation entre HODS et le maximum observé dans κ0/T(H) suggère fortement que
l’onde de densité de spin est responsable de la remontée de la résistivité. Le fait qu’à p = 0.13,
où l’ODS est déjà présente à champ nul, κ0/T diminue de façon monotone lorsqu’un champ est
appliqué appuie aussi ce scénario.
Il devrait être noté que le fait que la conductivité thermique décroît sous un champ magnétique
croissant dans le LSCO lorsque l’ODS est présente est une conséquence directe de la compétition
entre l’ODS et la supraconductivité dans ce matériau. Bien que le champ magnétique excite des
quasiparticules qui portent la chaleur en affaiblissant la supraconductivité, cet affaiblissement a
aussi pour effet de renforcer l’ODS qui elle va dégrader la conductivité de l’état normal sous-jacent
au point de complètement annuler l’effet positif de l’augmentation de la densité de porteurs. Dans
le Nd-LSCO, κ0/T(H) croît toujours en fonction du champ à l’intérieur de la phase pseudogap,
même si l’ODS est toujours présente dans le pseudogap à T = 0. Dans ce matériau, la faible
supraconductivité ne compétitionne pas avec l’onde de densité de spin. Celle-ci est donc déjà
présente jusqu’à pODS = p∗ à champ magnétique nul[32] et n’est pas renforcée par le champ[33],
étant déjà à pleine force. Il se trouve donc que le LSCO était lematériau parfait pour réussir à observer
une chute de la conductivité au champ précis où l’ODS est activée par un champ externe. Dans un
cuprate ayant une supraconductivité plus faible, l’ODS est toujours présente et les conductivités
dans sa présence et en son absence ne pourraient pas être comparées. Dans un cuprate ayant une
supraconductivité plus forte, l’ODS serait plus réprimée et un champ considérablement plus fort
serait nécessaire pour l’activer au-delà du pODS à champ nul.
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Le scénario théorique[37] illustré à la Fig. 3.12(c) suggère que pODS devrait croître avec le champ
magnétique jusqu’à l’atteinte de l’état normal à Hc2. La dépendance en champ de pODS obtenue
grâce auxmesures de diffraction de neutrons à bas champ[33]montre une augmentation importante
pODS (de 0.13 à 0.143) avec seulement 7.5 T et semble compatible avec ce scénario. Une extrapolation
jusqu’à Hc2 du pODS déterminé expérimentalement à bas champ suggère qu’il pourrait atteindre
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une valeur maximale de pODS  0.18 par le temps que la supraconductivité soit complètement
supprimée à fort champ, tel qu’illustré à la Fig. 3.12(d). Cette valeur coïncide bien sûr avec p∗  0.18
pour le LSCO. Des mesures récentes de RMN et d’ultrasons[46] à fort champ détectent effectivement
du magnétisme à basse température jusqu’à p  0.19, en accord avec pODS = p∗ en l’absence de la
supraconductivité dans le LSCO. Les diagrammes de phases déterminés à l’aide ces résultats sont
montrés à la Fig. 3.15. Ceci permet d’expliquer la similarité entre les comportements du Nd-LSCO
et du LSCO lors de mesures à champ intense. Même si le LSCO ne contient une onde de densité de
spin que sous pODS  0.13 à champ nul, l’ODS persiste jusqu’à p∗ à champ intense, comme dans le
Nd-LSCO (qui lui possède toutefois cette caractéristique même à champ nul).
Figure 3.15 (Gauche) Diagramme de phase température-dopage du LSCO montrant l’étendue de
l’ODS (notée AFM glass) sous différentes intensités de champ magnétique. La tempéra-
ture sous laquelle se trouve l’ODS est déterminée par la température Tmin où la vitesse
du son atteint un minimum. Les résultats montrent que l’ODS s’étend jusqu’à p∗ lorsque
un champ magnétique suffisamment grand pour supprimer la supraconductivité est
appliqué. (Droite) Diagramme de phase champ magnétique-dopage expérimental du
LSCO analogue à celui montré à la Fig. 3.12. Le champmagnétique auquel l’ODS apparaît,
donné ici par le champ qui marque le début des fluctuations de spin lentes Bslow, a été
déterminé à l’aide de mesures de RMN et de la vitesses du son effectuées à plus haut
dopage et à plus haut champ que les mesures de diffraction de neutron initiales. Les
résultats sont en relativement bon accord avec le scénario où HODS = Hc2 à p∗. Figure
tirée de la Réf. [46]. Cet ouvrage prend plutôt p∗ = 0.19 comme dopage critique du
pseudogap dans le LSCO.
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La substitution d’une petite fraction du cuivre par du zinc dans le LSCO est une autre alternative
pour affaiblir l’état supraconducteur. La diffraction de neutrons a démontré qu’une faible quantité
de zinc peut faire passé le pODS  0.13 du LSCO pur à pODS = 0.15, toujours à champ nul[47]. Les
mesures de spectroscopie à rotation de spin du muon (μSR) sont aussi capables de détecter l’ODS
et elles trouvent pODS  0.13 à champ nul[48], comme les mesures de neutrons. Elles montrent
qu’un fort dopage en zinc permet de pousser le magnétisme jusqu’à p  0.19 tout au plus[49].
Des mesures de résistivité sur des échantillons où la supraconductivité est affaiblie avec du zinc
plutôt qu’avec un champmagnétique permettent aussi d’observé des remontées à basse température
jusqu’à p = 0.16[30]. Le mécanisme utilisé pour supprimer la supraconductivité n’affecte donc
pas les conclusions que les remontées dans la résistivité nécessitent l’ODS et que le magnétisme à
basse température est présent partout à l’intérieur de la phase pseudogap, même jusqu’à p∗, lorsque
compétition venant de la supraconductivité est enlevée. Le fait déjà soulevé[36] que la température
Tmin à laquelle les remontées débutent et la température TODS sous laquelle l’ODS existe sont toutes
deux à leur maximum à p = 0.12 (voir Fig. 3.12(a)) suggère aussi que les deux sont liés.
    	
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Bien que l’idée que pODS = p∗ dans le LSCO en l’absence de supraconductivité semble bien
supportée et que tel semble être le cas dans le Nd-LSCO[32] même quand la supraconductivité est
intacte, il faut bien distinguer la phase pseudogap et le magnétisme de l’ODS. T∗  TODS dans ces
deux matériaux et la phase pseudogap n’est pas en soi une phase magnétique. La déviation de la
linéarité (vers le haut) que la résistivité subit en passant sous T∗ peut être attribuée à la perte de
porteurs survenant en entrant dans la phase pseudogap [27, 21]. Cependant, la remontée prononcée
de la résistivité à basse température, elle, requiert un ingrédient additionnel, probablement de la
diffusion sur les spins ou la corrélation entre spins, fournie par le magnétisme de l’onde de densité
de spin.
Il est intéressant de tenter de séparer les effets de la phase pseudogap et de l’onde de densité de
spin sur le transport électronique à T → 0. Pour ce faire le transport dans trois différents scénarios
doit être comparé : sans le pseudogap, avec le pseudogap seul et avec le pseudogap et l’ODS
combinés. Puisque les trois scénarios ne se réalisent pas simultanément à T → 0, il est nécessaire
d’extrapoler différents régimes vers la température nulle.
La Fig. 3.16(a) montre comment extrapoler la résistivité résiduelle à T → 0 qui devrait être
observée dans l’état normal pour les trois scénarios dans le LSCO à p = 0.143. La loi de Wiedemann-
Franz permet de convertir ces valeurs en conductivité thermique pour prédire la conductivité à l’état
normal (à haut champ) pour les différents scénarios. Ces prédictions sont tracées à la Fig. 3.16(b)
avec des exemples de dépendances en champ qui permettrait d’atteindre la conductivité à l’état
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normal de chaque scénario. Sans pseudogap, la conductivité serait similaire à celle observée à
p = 0.18, où le pseudogap n’est pas encore ouvert. Le pseudogap seul ferait en sorte que l’état
normal soit moins conducteur, mais tout de même plus conducteur que l’environnement vu par
les quasiparticules électroniques dans l’état supraconducteur. C’est seulement lorsque que l’ODS
s’ajoute au pseudogap que la conductivité de l’état normal chute vers une valeur plus basse que
la conductivité de l’état supraconducteur à champ nul. L’ODS doit bel et bien être en cause pour
cette faible conductivité puisque les données semblent suivre la tendance « pseudogap seul » avant
l’atteinte du champ HODS où elle est activée. La remontée de la résistivité montrée au panneau (a)
dans une mesure à H = 55 T est donc due à l’ODS qui apparaît au-delà de 7.5 T, sans laquelle le
pseudogap ne réussirait qu’à légèrement ralentir la diminution de la température.
Retourner à l’exemple du YBCO, qui avait initialement fait ressortir le fait que le pseudogap
seul n’était pas suffisant pour causer ce phénomène, permet aussi de conclure que l’ODS était
l’ingrédient manquant pour expliquer les remontées dans la résistivité. Malgré un p∗  0.19, ce
n’est qu’à p ≤ 0.08 qu’une remontée peut être observée dans la résistivité à fort champ, aucune
remontée n’ayant lieu à p = 0.11, par exemple[31](voir la Fig. 3.10). Dans ce matériau, l’ODS
persiste effectivement seulement jusqu’à pODS = 0.08[50] puisque l’onde de densité de charge
compétitionne avec l’ODS et l’empêche de se former pour 0.08 > p > 0.16. Cette observation va
donc dans le même sens que la proposition faite plus haut.
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Figure 3.16 Exercice visant à séparer les effets de la phase pseudogap et de l’ODS sur le transport
électronique. (a) Résistivité électrique du LSCO à p = 0.143 à champ nul (ligne bleue)
et à H = 55 T (points bleus ouverts). La ligne noire extrapole le comportement linéaire
trouvé au-delà de T∗ vers T → 0 et permet de prédire la valeur de la résistivité résiduelle
si le pseudogap ne s’ouvrait jamais. La ligne rouge extrapole le comportement tout juste
sous T∗ où la déviation de la linéarité débute et permet de prédire la valeur résiduelle ρ(0)
si seul le pseudogap affectait le transport (PG). Les données à champ intense donnent
le vrai comportement à T → 0 lorsque le pseudogap et l’ODS (activée par le champ)
affectent le transport (PG + ODS). (b) Les valeurs de résistivité résiduelle extrapolées en
(a) et la loi de Wiedemann-Franz permettent de prédire la conductivité thermique dans
l’état normal à haut champ dans ces trois scénarios (carrés à 55 T, scénarios identifiés par
le mêmes couleurs qu’en (a)). Sans pseudogap, la conductivité thermique à p = 0.143
ressemblerait effectivement à celle à p = 0.18 (en vert), où le pseudogap ne s’est pas
encore ouvert. Une fois le pseudogap ouvert, la conductivité chute d’un facteur d’environ
deux en raison de la chute de la densité de porteur sous p∗. Avec le pseudogap et l’ODS
(le scénario réel), la conductivité de l’état normal est presque 4 fois inférieure à celle
dans le cas du pseudogap seul. Le champ magnétique auquel la courbe mesurée (points
bleus) s’écarte de la tendance PG pour rejoindre la valeur PG + ODS à l’état normal
est précisément le champ magnétique auquel la diffraction de neutron voit l’apparition
de l’ODS dans cet échantillon. Les lignées pointillées sont simplement des exemples




La conductivité thermique électronique du cuprate supraconducteur LSCO, mesurée à des
dopages sous le dopage critique p∗  0.18 de la phase pseudogap, mais au-delà du dopage maximal
pODS = 0.13 jusqu’auquel l’onde de densité de spin persiste à champ magnétique nul, commence à
chuter une fois le champ magnétique augmenté au-delà du champ d’activation de l’ODS. Ce déclin
du transport thermique causé par l’ODS, combiné avec le fait que les remontées de la résistivité à
basse température sont absentes dans les cas où la phase pseudogap et l’ODS ne coïncident pas à
basse température, indique que le magnétisme de l’ODS est le principal ingrédient nécessaire pour
avoir des remontées de la résistivité. Ces dernières ne sont donc pas des signatures de la phase
pseudogap, strictement parlant.
Puisqu’une très grande partie de la phénoménologie des cuprates dopés en trous semble être
qualitativement universelle, il serait intéressant de tenter de reproduire les observations de cette
étude dans un autre cuprate où l’ODS n’occupe pas par défaut l’entièreté du régime basse tempéra-
ture de la phase pseudogap. Cela impliquerait de trouver les bons paramètres de contrôle (champ
magnétique, dopage en impureté ou autre) pour affaiblir la supraconductivité et/ou renforcer
l’ODS, d’utiliser des sondes du magnétisme pour bien caractériser l’effet de ces paramètres sur
l’étendue de l’ODS dans le diagramme de phase du matériau en question et, finalement, d’effectuer
des mesures de transport thermique, à l’intérieur de la phase supraconductrice, en variant les bons
paramètres de manière à mesurer de part et d’autre de la transition où le magnétisme apparaît.
Les résultats présentés lancent aussi un certain avertissement à propos de comment les mesures
à champs magnétiques intenses sont souvent abordées dans le domaine des cuprates. Une idée
souvent exprimée, mais qui semble maintenant être parfois dangereuse, est que l’application d’un
fort champ pour supprimer la supraconductivité a pour seul effet d’éliminer celle-ci et de révéler
l’état normal sous-jacent, sans changer la nature de cet état normal. Bien que certains éléments du
diagramme de phase des cuprates (autres que la supraconductivité) semblent effectivement être
très insensibles au champ, peu importe l’intensité, d’autres, comme l’onde de densité de spin, voient
les frontières de leur territoire se déplacer. Comme l’a montré ce chapitre, il est risqué d’essayer faire
des liens entre un comportement observé à fort champ et les phases présentes dans un diagramme












La découverte d’une supraconductivité non conventionnelle dans le premier cuprate supracon-
ducteur par Bednorz et Müller en 1986[10] fut un point tournant dans l’histoire de la supraconduc-
tivité et, ce, pour plusieurs raisons. En plus d’avoir catalysé la rapide expansion d’une nouvelle
famille de supraconducteurs qui a à répétition battu le record de plus haute température critique ob-
servée, cette découverte a aussi été une source d’inspiration pour des chercheurs tentant d’identifier
d’autres classes de matériaux susceptibles de cacher une supraconductivité non conventionnelle.
L’étude de potentiels analogues aux cuprates amené à la découverte d’unmatériau qui, à lui seul,
a été au centre de l’une des plus grandes intrigues du domaine au cours du dernier quart de siècle :
le ruthénate de strontium (Sr2RuO4). Un matériau facile à obtenir en cristaux très purs, celui-ci est
un système idéal pour tester notre compréhension de la supraconductivité non conventionnelle.
Pourtant, l’histoire du Sr2RuO4 est tout sauf claire et linéaire. Ce chapitre survolera les causes du
grand engouement pour ce matériau et présentera un projet qui avait pour but de mieux cerner la
symétrie du paramètre d’ordre de son mystérieux état supraconducteur.
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Suite à la découverte du premier cuprate supraconducteur La2−xBaxCuO (LBCO) en 1986[10],
de grands efforts ont été faits pour explorer des systèmes similaires en espérant trouver d’autres
supraconducteurs non conventionnels. Les plans CuO ayant rapidement été identifiés comme un
ingrédient clé pour générer la supraconductivité à haute température, une grande partie des efforts
ont consisté à trouver différentes façons d’empiler ceux-ci. La famille des cuprates s’est agrandie en
peu de temps, révélant des températures critiques Tc au-delà de 150 K seulement quelques années
après la découverte initiale.
Malgré le succès connu par la recherche d’autres cuprates et l’importance perçue du cuivre
comme ingrédient central, certains ont plutôt choisi demiser sur le côté bidimensionnel et d’explorer
des matériaux sans cuivre possédant aussi des états électroniques 2D. Certains métaux de transition
étaient déjà reconnus pour avoir des oxydes qui s’organisent en plans 2D dans une structure de
pérovskite, comme les cuprates. Entre autres, les oxydes de ruthénium, ou ruthénates, étaient étudiés
à IBM Zürich aussi tôt qu’en 1988 par Bednorz et Maeno. Le matériau qui fait l’objet de ce chapitre,
le ruthénate de strontium Sr2RuO4 était connu de ces chercheurs dès 1992. La Fig. 4.1 illustre la
structure cristalline tétragonale qu’il partage avec le premier cuprate LBCO.
Figure 4.1 Structure cristalline du Sr2RuO4, qui est aussi celle du premier cuprate LBCO. Des plans
RuO sont les analogues des fameux plans CuO des cuprates. Figure tirée de la Réf. [12].
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Initialement, aucune supraconductivité n’avait été détectée dans les monocristaux disponibles
de Sr2RuO4 lors de mesures allant aussi bas en température que 4.2 K. Ceci n’avait pas été considéré
comme une surprise puisque le ruthénate de strontium est un bon métal et que les cuprates non
dopés, eux, sont des isolants. Le matériau ne semblait pas être un si bon analogue des cuprates et il
perdit brièvement l’attention des chercheurs.
C’est en 1994 que le début de ce qui semblait être une transition supraconductrice fut observé à
très basse température en chaleur spécifique dans des échantillons polycristallins. Ces échantillons
n’étaient cependant pas assez bons pour pouvoir observer une résistivité nulle aux plus basses
températures atteignables. La résistivité et la susceptibilité des monocristaux initiaux ont par la suite
été remesurées à plus basse température et ont révélé que le Sr2RuO4 était bel et bien supraconducteur
sous environ 1 K[51]. Cette température critique est évidemment beaucoup plus basse que ce qui
peut être observé dans les cuprates. De plus, le fait que l’état supraconducteur apparaît dans le
ruthénate de strontium non dopé qui est déjà métallique suggérait que cette supraconductivité
pouvait potentiellement être d’une autre origine que celle des cousins à base de cuivre.
La résistivité électrique du ruthénate de strontium révèle toutefois une similitude importante
avec les cuprates : une grande anisotropie de la conduction. La résistivité dans les plans RuO est
beaucoup plus faible que la résistivité hors-plan, comme le montre la Fig. 4.2. La résistivité a un
comportement métallique typique de décroissance lorsque la température diminue sous 300 K, alors
que la résistivité hors-plan se comporte ainsi seulement sous 130 K. Dans les deux cas, la résistivité
a une dépendance quadratique en température sous 20 K, tel qu’attendu dans un liquide de Fermi.
Dans ce régime, l’anisotropie de la résistivité électrique est indépendante de la température.
Puisque le Sr2RuO4 stœchiométrique ne requiert pas de dopage pour devenir supraconducteur,
il est relativement facile (comparé aux cuprates supraconducteurs issus du dopage d’isolants de
Mott parents) d’obtenir des échantillons très propres et les procédés de croissance ont effectivement
été optimisés rapidement. La qualité des échantillons a permis d’étudier en détail la surface de
Fermi de l’état normal métallique du ruthénate de strontium, entre autres à l’aide de mesures
d’ARPES[53] et d’oscillations quantiques[54].
La surface de Fermi maintenant bien connue est illustrée à la Fig. 4.3. Compte tenu de la nature
bidimensionnelle dumatériau, c’est sans surprise qu’on y retrouve uniquement des surfaces ouvertes
alignées le long de l’axe c. La surface de Fermi est constituée d’un feuillet de trous α situé aux coins
de la zone de Brillouin et de deux feuillets d’électrons, β et γ, centrés au point Γ. Il faut noter que la
texture des feuillets dessinés à la Fig. 4.3 est exagérée par un facteur 15 et que la dispersion réelle
le long de l’axe c est encore plus faible qu’illustrée. Tel que suggéré par le transport électrique, le
Sr2RuO4 a une physique fortement 2D.
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Figure 4.2 Anisotropie de la résistivité électrique du Sr2RuO4. La résistivité dans les plans RuO, ρab,
est beaucoup plus faible que la résistivité hors-plan, ρc (bien noter la différence entre les
échelles gauche et droite). En encart, la dépendance quadratique en température de la
résistivité sous 20 K est mise en évidence en traçant celle-ci en fonction de T2. Figure tirée
de la Réf. [52].
Figure 4.3 Surface de Fermi du Sr2RuO4 (Gauche) Image 3D montrant la surface de Fermi complète.
Aux coins de la zone de Brillouin se trouve la surface de trous α (en orange), alors que les
deux surfaces d’électrons, β (en blanc) et γ (en jaune) se trouvent au centre. La texture
des feuillets est exagérée par un facteur 15 pour permettre de voir la faible dispersion le
long de l’axe vertical. Figure tirée de la Réf. [54]. (Droite) Coupe 2D de la surface de Fermi
telle que mesurée par ARPES, montrant à quel point la surface γ est presque parfaitement
cylindrique. Figure tirée de la Réf. [53].
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Si l’état normal du ruthénate de strontium semble être un liquide de Fermi assez typique et
facile à déchiffrer, qu’en est-il de son état supraconducteur? Très tôt, il est devenu évident que le
Sr2RuO4 est un supraconducteur non conventionnel. La preuve se trouvait dans la dépendance de
la température critique sur la quantité d’impuretés non magnétiques dans le matériau. La Fig. 4.4(a)
montre cette relation, en prenant la résistivité résiduelle à température nulle comme indicateur de
la quantité d’impuretés.
Figure 4.4 (Gauche) Dépendance de la température critique du Sr2RuO4 sur la quantité d’impuretés.
Figure tirée de la Réf. [55]. (Droite) Schéma illustrant l’effet de la diffusion de paires de
Cooper sur l’amplitude du gap supraconducteur dans le cas d’un gap isotrope s-wave(a)
et d’un gap anisotrope d-wave(b). En haut, la dépendance enk de l’amplitude des gaps
autour d’une surface de Fermi (en vert) est illustrée et la phase des gaps est indiquée par
les signes. Les processus de diffusion déplaçant des paires de Cooper entre des points où
le gap a des amplitudes différentes engendre le moyennage de celui-ci. Les schémas du
bas illustrent le fait que ce moyennage n’affecte pas le gap isotrope, alors qu’il détruit le
gap anisotrope. Figure tirée de la Réf. [12]
Le fait que la température critique chute à zéro (et donc que la supraconductivité disparaisse)
dès que la résistivité résiduelle augmente au-delà de 1 μΩcm (une valeur assez faible) indique que
l’état supraconducteur a une très faible tolérance aux impuretés non magnétiques. Ce phénomène
est observable lorsqu’un supraconducteur possède un gap anisotrope. Les impuretés dans le ma-
tériau diffusent les paires de Cooper et, lorsque celles-ci se déplacent entre des points où le gap
a des amplitudes différentes, cette diffusion a pour effet de moyenner le gap. Lorsqu’il y a assez
d’impuretés et de diffusion, un gap anisotrope ayant des changements de signe peut être moyenné
à zéro et disparaître. Si le gap est isotrope, une telle diffusion n’a aucun effet. La Fig. 4.4(b) montre
les exemples simples des gaps s-wave (conventionnel) et d-wave (non conventionnel).
L’intérêt pour le ruthénate de strontium d’un point de vue fondamental est très clair. Il est un
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liquide de Fermi caractérisé en détail et disponible en cristaux très propres qui possède aussi un état
supraconducteur non conventionnel. Ceci en fait le système parfait pour tester notre compréhension
de la supraconductivité non conventionnelle.
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La grande attention portée au Sr2RuO4 est principalement une conséquence de quelques résul-
tats, arrivés assez tôt, qui laissaient présager que son état supraconducteur était non seulement non
conventionnel, mais aussi hautement particulier.
Avant même que l’état supraconducteur passe à un scrutin plus profond, certains théoriciens
avaient prédit un appariement des électrons en triplets en basant leur raisonnement sur les propriétés
de l’état normal. En 1995, Rice et Sigrist soulignent les similitudes entre le Sr2RuO4 et l’hélium-3
liquide, qui a un état superfluide triplet[56]. Un an plus tard, Baskaran suggère que le ruthénate de
strontium est près d’une transition de Mott et qu’un couplage de Hund favoriserait une corrélation
en triplets entre les électrons, ce qui en ferait un supraconducteur p-wave[57].
Figure 4.5 Déplacement de Knight dans le Sr2RuO4 en fonction de la température. Les lignes poin-
tillées indiquent le comportement attendu pour des paires de Cooper avec des états
singulets. Les données ne montrent aucun signe de la chute attendue sous Tc  1.2 K
dans ce scénario. Figure tirée de la Réf. [58].
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Le résultat expérimental le plus frappant qui a laissé croire que le ruthénate de strontium a un
état supraconducteur exotique et qui supportait l’idée de paires de Cooper avec des états triplets
provient de mesures de RMN[58]. Le déplacement de Knight K mesuré en RMN est proportionnel
à la susceptibilité des spins électroniques. Dans un supraconducteur (conventionnel ou non) où les
paires de Cooper sont des singulets, la susceptibilité chute sous Tc au fur et àmesure que les électrons
s’apparient en paires sans spin. Comme le montre la Fig. 4.5, aucun signe de ce comportement n’a
été vu. La susceptibilité étant constante en refroidissant sous Tc, la conclusion immédiate est que
les électrons sont appariés en triplets. Quelques années plus tard, des mesures de « déplacement de
Knight des neutrons »(mesures de diffusion de neutrons polarisés en spin) ont obtenu un résultat
similaire qui menait à la même conclusion[59].
Le second résultat expérimental majeur fut l’observation d’un faible magnétisme accompagnant
l’état supraconducteur. Des mesures de spectroscopie à rotation de spin du muon (μSR) ont détecté
une nouvelle contribution au temps de relaxation apparaissant sous Tc (Fig. 4.6) et, ce,dans différents
échantillons avec différentes températures critiques[60]. Ceci indiquait que des champs spontanés
apparaissent simultanément à la supraconductivité et que l’état supraconducteur du Sr2RuO4 brise
la symétrie par renversement du temps. Desmesures de l’effet Kerr polaire [61] ont aussi pu détecter
la signature d’une brisure de la symétrie par renversement du temps.
Figure 4.6 Temps de relaxation des muons dans le Sr2RuO4 en fonction de la température pour
différentes polarisations initiales Pμ. Une nouvelle contribution apparaît sous Tc, signalant
l’apparition de champs spontanés dans l’état supraconducteur. Figure tirée de la Réf. [60].
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L’idée que le ruthénate de strontium peut avoir un état supraconducteur triplet qui brise la
symétrie par renversement du temps a captivé la communauté et a guidé la recherche sur ce
matériau pendant près de deux décennies. Ces deux caractéristiques en feraient un supraconducteur
p-wave. Plus précisément, l’état p-wave qui admet ces deux propriétés est celui ayant un vecteur-d
d(k) = ẑ(kx ± iky)[62, 63, 64], aussi appelé l’état px ± ipy (le formalisme du d-vector dans le contexte
du Sr2RuO4 est expliqué dans la Réf. [12]). L’intérêt pour ce type de supraconductivité ne provient
pas uniquement de la rareté de la réalisation d’un tel état dans un système réel. Une conséquence
topologique d’un état p-wave est la présence de fermions de Majorana[65], ce qui implique des
applications potentielles en informatique quantique.
   	 
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Même si l’état supraconducteur p-wave d(k) = ẑ(kx ± iky) est compatible avec les résultats plus
haut, la symétrie de l’état supraconducteur du ruthénate de strontium demeure un sujet à débat[63,
64]. En effet, plusieurs observations expérimentales venues par la suite semblent incompatibles
avec le scénario le plus mis à l’avant.
Un des principaux points problématiques est celui de la structure nodale du gap supraconduc-
teur. L’état d(k) = ẑ(kx ± iky) proposé possède un gap sans noeuds [62], c’est-à-dire sans points où
sa valeur est nulle sur la surface de Fermi. Or, des mesures de chaleur spécifique[66, 67, 68, 69],
d’atténuation ultrasonore[70] et de longueur de pénétration[71] ont toutes détecté des excitations
de basse énergie à très basse température, profondément dans l’état supraconducteur. Différents
scénarios théoriques ont tenté d’expliquer la présence de ces excitations. Un scénario[72] attribue les
excitations à une ligne de noeuds accidentels (pas imposés par la symétrie) horizontale, c’est-à-dire
perpendiculaire à l’axe c tétragonal. D’autres scénarios[73, 74, 75, 76] font intervenir des minima
profonds dans le gap se trouvant le long de lignes verticales, parallèles à l’axe c. Les minima dans
ces derniers scénarios varient en profondeur tout dépendant de la bande de la surface de Fermi sur
laquelle ils se trouvent.
Les scénarios théoriques ont cependant de la difficulté à bien cerner les détails des mesures
comme la chaleur spécifique et la conductivité thermique. La chaleur spécifique électronique du
Sr2RuO4 est parfaitement linéaire à très basse température lorsque tracée comme Ce/T en fonction
de T. Toutefois, il devrait y avoir des déviations à cette linéarité si les minima ont différentes
profondeurs comme ce qui est proposé[73]. Dans la limite propre (qui est applicable dans ce
matériau), la linéarité est attendue lorsque les minima sur toutes les bandes sont assez profonds
pour atteindre des valeurs négatives du gap, et donc créer des noeuds (zéros) accidentels.
La conductivité thermique dans le plan a − b du Sr2RuO4, elle, s’extrapole vers une large valeur
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Figure 4.7 Exemples d’une ligne de noeuds horizontale (gauche) et de lignes de noeuds verticales
(droite) dans un gap supraconducteur Δ sur une surface de Fermi cylindrique. Les lignes
de noeuds sont représentées par les larges lignes noires. Figure tirée de la Réf. [12].
résiduelle κ0/T à température nulle[77]. Cette valeur dépend très faiblement du niveau de diffusion
sur des impuretés et varie peu même lorsque le taux de diffusion augmente par un facteur 10[77]
(voir la Fig. 4.8). Ce comportement, parfois appelé conductivité thermique universelle, est typique
des supraconducteurs nodaux dont les noeuds sont imposés par la symétrie[78, 79, 80, 81]. Il est
entre autres observable dans les cuprates supraconducteurs[82]. Ce phénomène s’explique par la
densité d’états linéaire en énergie des quasiparticules électroniques dans les régions de basse énergie
près des noeuds, qui cause une compensation entre l’augmentation du nombre de quasiparticules
et la diminution de leur libre parcours moyen lorsque le taux de diffusion augmente[80]. Il ne se
produit pas dans des supraconducteurs p-wave sans noeuds[83, 84] (tel qu’illustré dans la Fig. 4.8),
ni dans les supraconducteurs ayant des noeuds accidentels[85].
La chaleur spécifique et la conductivité thermique du ruthénate de strontium suggèrent donc
que les quasiparticules de basse énergie dans ce matériau proviennent de noeuds dans le gap
supraconducteur, et non de minima profonds. Cette question est d’une grande importance, puisque
l’état chiral d(k) = ẑ(kx ± iky) souvent proposé n’a pas de noeuds imposés par la symétrie et qu’il
n’admet pas naturellement des noeuds accidentels. De plus, puisque d’autres états qui ont été
proposés ont des lignes de noeuds imposées par la symétrie qui sont horizontales (état d-wave
chiral[88]) ou verticales (état f-wave[89, 90]), la présence et l’emplacement des noeuds sont des
points importants devant être clarifiés. S’il y a des lignes de noeuds verticales imposées par la
symétrie, le théorème de Blount[91] exclue carrément les états triplets comme le d(k) = ẑ(kx ±
iky)[92].
Il n’y a présentement pas de consensus sur la direction selon laquelle de potentielles lignes de
noeuds seraient alignées. Lorsque la chaleur spécifique est mesurée en fonction de l’angle d’un
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Figure 4.8 Terme résiduel en conductivité thermique κ0/T en fonction du taux de diffusion sur les
impuretés Γ, tous deux normalisés à 1 lorsque Γ = Γc, le taux de diffusion critique qui
supprime la supraconductivité. Les valeurs expérimentales de κ0/T sont tracées en rouge
(cercles de la Réf. [77] , carré de la présente étude) et il a été assumé que h̄Γc = kBTc. Les
lignes bleues sont des calculs théoriques pour un état d-wave[78] et pour un état p-wave
sans noeuds[83]. Dans la limite propre où Γ → 0, le terme résiduel disparaît pour un
état p-wave, mais il atteint une valeur finie pour un état d-wave. Cette valeur (cercle bleu
ouvert), calculée grâce à l’Équation 4.1, est de κ0/T = 15.8 mW/K2cm dans le le Sr2RuO4
(voir texte de la section Résultats). Les lignes noires sont la densité d’états à énergie nulle
N0 normalisée par la valeur dans l’état normal NF (ligne pleine p-wave[84], ligne pointillée
d-wave[79]). Les triangles noirs donnent N0/NF pour un état p-wave avec un minium
profond dans le gap (Δmin  Δmax/4)[86]. Figure parue dans la Réf. [87].
champ magnétique dans le plan a − b, elle révèle un signal ayant une symétrie de rotation d’ordre
4 sous 0.25 K[68, 69]. Ceci serait compatible avec des lignes verticales le long de la direction ΓM.
Dans le même régime de température, la conductivité thermique ne permet cependant pas de voir
une telle dépendance angulaire[93, 94, 95]. L’atténuation ultrasonore est aussi plutôt isotrope dans
le plan a − b[70], ce qui ne serait pas attendu dans le cas de lignes de noeuds verticales.
Le résultats qui suivent éclairciront la question de l’emplacement des noeuds dans le Sr2RuO4
en comparant le transport thermique dans le plan a − b et selon l’axe c (hors-plan), en regardant de
plus près l’amplitude de la conductivité résiduelle obtenue et portant une attention plus fine de la
dépendance en champ magnétique du transport thermique.
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Les échantillons de Sr2RuO4 mesurés sont des monocristaux crus par une méthode de fusion
en zone flottante[96]. L’échantillon dont la conductivité thermique a été mesurée le long de l’axe a
cristallin avait des dimensions de 4.0 mm× 0.3 mm× 0.18 mm (longueur× largeur× épaisseur) et
celui mesuré le long de l’axe c avait comme dimensions 1.0 mm × 0.42 mm × 0.4 mm. Des contacts
en époxy d’argent ont été posés sur les échantillons et recuits dans une atmosphère d’oxygène.
La température critique Tc = 1.2 K des échantillons, déduite des mesures de transport thermique,
concorde avec la résistivité résiduelle de l’échantillon axe-a ρa0 =0.24μΩ cm et la courbe de référence
de Tc en fonction de ρ0[55]. Des mesures ont été effectuées avec le champmagnétique H ‖ a et H ‖ c.
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La conductivité thermique longitudinale le long de l’axe a (avec le courant thermique JQ ‖ a)
est tracée dans la Fig. 4.9(a). La conductivité κa est dominée par la contribution électronique κe ,
puisque celle-ci est beaucoup plus grande que la composante phononique κph jusqu’à 3 K[77]. Un
fit de liquide de Fermi κN/T = L0/(a + bT2), où L0 est le nombre de Lorenz, sur les données à l’état
normal au-dessus de Tc donne a = 0.24 μΩ cm et b = 8 nΩ cm/K2. La loi de Wiedemann-Franz est
satisfaite avec a = ρa0.
La Fig. 4.9(b) montre de plus près les basses températures et permet d’observer que les données
à champ nul s’extrapolent vers une valeur résiduelle de κ0 = 20± 2 mW/K2cm. Cette large valeur est
en bon accord avec les valeurs observées dans des échantillons de Tc similaires(voir la Fig. 4.8). Dans
la limite où le taux de diffusion sur les impuretés Γ → 0, où Tc → 1.5 K, κ0 = 17 ± 2 mW/K2cm[77].
Ce résultat renforce donc les observations antérieures d’une conductivité résiduelle qui dépend
très faiblement du taux de diffusion. Puisqu’une telle conductivité thermique universelle ne devrait
pas se manifester dans un supraconducteur p-wave sans noeuds[83, 84], cet aspect du transport
thermique est incompatible avec la symétrie habituellement suggérée pour le ruthénate de strontium
supraconducteur. La présence de lignes de noeuds imposées par symétrie est la façon la plus simple
d’expliquer un tel comportement[78, 79, 80, 81].
La valeur du terme résiduel κ0/T dans la limite propre (Γ → 0) peut être calculée théoriquement
lorsque la vitesse de Fermi vF et la vitesse du gap vΔ sont connues. Pour un gap d-wave sur une

















Figure 4.9 (a) Conductivité thermique dans le plan (axe a) κa du Sr2RuO4 à H = 0. La ligne noire est
un fit de liquide de Fermi κN/T = L0/(a + bT2) sur les données à l’état normal, prolongé
sous Tc. La contribution phononique κph est négligeable sous 3 K, donc la composante
électronique κe domine et κa  κe. La ligne pointillée rouge est une prédiction théorique
pour un état p-wave sur trois bandes avec des minima profonds dans le gap[73]. Ce calcul
décrit bien les données à haute température, mais pas sous 0.3 K. (b) Mêmes données,
à plus basses températures, auxquelles sont ajoutées une courbe prise sous un champ
magnétique (points bleus) de H = 0.25 T (H‖a, mais perpendiculaire au courant de
chaleur). Les lignes noires sont des fits de la forme κ/T = κ0/T + bTc. Figure parue dans
la Réf. [87].
où c est la séparation interplan le long de l’axe c et vΔ = 2Δ0/h̄kF, avec Δ0 qui est la valeur maximale
du gap d-wave Δ(φ) = Δ0cos2φ. Cette expression fonctionne bien dans les cuprates surdopés
comme le YBa2Cu3O7 et le Tl2Ba2CuO6+δ[97], des métaux quasi 2-D avec un état supraconducteur
d-wave bien connu.
La surface de Fermi du Sr2RuO4 ayant été caractérisée en détail [54], les valeurs de vF et kF sont
connues pour chacune des trois bandes. Un point de départ logique pour tenter d’estimer κ0/T
est d’utiliser le même état d-wave dx2−y2 que celui des cuprates. Avec cette symétrie de gap, chaque
cylindre de la surface de Fermi aurait quatre lignes de noeuds verticales, le long des directions
x = ±y. En assumant que le gap est identique sur chaque surface de Fermi et en prenant la valeur à
couplage faible Δ0 = 2.14kBTc, le calcul donne κ0/T = 3.7, 7.3 et 4.8 mW/K2cm pour les bandes α,
β et γ respectivement. Au total, κ0/T = 15.8 mW/K2cm (point bleu ouvert sur la Fig. 4.8), ce qui
est en très bon accord avec la valeur mesurée κ0/T = 17 ± 2 mW/K2cm[77]. Ceci suggère donc la
présence de lignes de noeuds sur chacune des surfaces de Fermi.
Un aussi bon accord avec les données expérimentales est-il possible en assumant que le gap a
seulement des minima profonds et non des lignes de noeuds? La Fig. 4.9 compare les données avec
un modèle dans la limite propre du Sr2RuO4 (lignes pointillées rouges) où le gap a des lignes de
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minima imposées par la symétrie le long de l’axe a sur la bande γ ainsi que des lignes de minima
très profonds le long des diagonales de la zone de Brillouin sur les bandes α et β, un résultat des
interactions dans le modèle[73]. Les minima les plus profonds sont sur la bande β, où le gap atteint
une valeur 30 fois plus faible que sa valeur maximale. Le modèle décrit bien les données pour
T > Tc/4, mais pas à plus basse température puisque l’absence de noeuds dans le calcul force
κ/T → 0 à T → 0. Les données sont donc clairement incompatibles avec des minima profonds,
même si ceux-ci sont si profonds que Δmin  Δmax/30.
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La conductivité thermique longitudinale le long de l’axe c (avec le courant thermique JQ ‖ c)
est tracée dans la Fig. 4.10(a). La conductivité hors-plan, elle, est dominée par la contribution
phononique κph puisque, dans cette direction, κe est environ 2000 fois plus faible que dans le plan
(estimation basée sur l’anisotropie de la résistivité électrique). La seule manière fiable d’extraire la
contribution électronique des données est d’obtenir le terme résiduel à T → 0,κ0/T, qui est purement
fermionique. Les données à très basse température qui permettent d’extraire ce terme sont montrées
dans les Figs. 4.10(b) et 4.10(c). Sous 0.2 K, κc/T est linéaire. Une contribution phononique κph/T
linéaire peut aussi être observée dans les cuprates surdopés[40], étant attribuable à la diffusion des
phonons sur les quasiparticules nodales[3].
Il serait possible de simplement extrapoler κc/T de façon linéaire à T → 0. En procédant ainsi,
κc0/T = 0± 3 μW/K2cm (Fig. 4.10(c)). Cependant, κc(T)/T ne peut pas être linéaire jusqu’à T = 0
puisque le libre parcours moyen des phonons lph ∝ κ/T3 et que celui-ci devrait nécessairement
diverger à T → 0 si la dépendance linéaire persiste jusque là. Les dimensions de l’échantillon
imposent cependant une limite maximale au libre parcours moyen lph. Pour les processus de diffu-
sion non spéculaires, cette valeur maximale est de lph0 = 2
√
S/π où S est la section transverse au
courant de chaleur. Comme il a été décrit dans le Chap. 1, la conductivité thermique phononique
dans la limite balistique peut être calculée en utilisant ce libre parcours moyen dans l’équation
κph =
1
3 Cphvphlph0. Dans le Sr2RuO4, la chaleur spécifique phononique Cph/T3 = 0.197 mJ/K4 mole
= 3.44 J/K4m[69], ce qui permet d’extraire une vitesse du son vph = 3284 m/s. Cette valeur est com-
patible avec ce qui est mesuré directement par des mesures ultrasonores[70]. Avec lph0 = 0.46 mm
pour l’échantillon en question, la conductivité thermique phononique dans la limite balistique est
κph = 17.3 mW/K4cm T3.
À basse température, les phonons sont diffusés de deux façons : sur les surfaces de l’échantillon
et sur les quasiparticules électroniques. Il est possible de remplacer le libre parcours moyen des
phonons lph0 dans κph = 13 Cphvphlph0 par lph = [1/lph0 + 1/lph−e]−1 où lph−e est le libre parcours
moyen de la diffusion électron-phonon (1/lph−e ∝ T[3]). Dans le régime où ce mécanisme est
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Figure 4.10 Conductivité thermique hors-plan (axe c) κc du Sr2RuO4. (a) Données à champ nul.
La ligne noire est un fit sur les données à l’état normal, prolongé jusqu’à plus basse
température. Selon cette direction, κe  κph et il est nécessaire d’extrapoler à T = 0 pour
extraire la composante électronique. (b) Gros plan sur les plus basses températures. La
ligne noire est un fit aux données sous 0.35 K en utilisant l’Éq. 4.2, où κph = BTα avec
α = 3.0 et B étant déterminé par la vitesse du son et les dimensions de l’échantillon (voir
texte). Les autres lignes utilisent α = 2.7 pour tenir compte de la diffusion spéculaire et
la valeur calculée de B (ligne rouge) ou un paramètre B libre (ligne bleue). (c) Mêmes
données à champ nul qu’en (b), avec une courbe à H = 25 mT (bleu) et à H = 0.35 T
(mauve), avec H‖a. Les lignes sont des fits linéaires. (d) Augmentation de κc/T en champ
déterminée à partir de fits comme en (b) (points rouges), à partir des points mesurés à
60 mK (points ouverts) ou à partir d’extrapolations linéaires comme en (c) (croix). La
ligne n’est qu’un guide. Figure parue dans la Réf. [87].
dominant, l’équation donne maintenant κph = BT2, tel qu’observé dans les données (Fig. 4.10(c)). À
T → 0, κph = BT3, respectant le fait que κph/T ne peut pas être linéaire pour des raisons physiques.
Puisque la conductivité totale mesurée est donnée par κ/T = κc0T + κph/T (le premier terme étant
électronique), il est possible de fitter les données avec
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κ/T = κc0/T + BT2/(1 + BT/A) , (4.2)
qui réécrit le terme phononique de la façon proposée. Puisque B a déjà été calculé et que A est
simplement déterminé par la pente des données au-dessus de 50 mK, le seul paramètre libre est
le terme résiduel κc0/T provenant des quasiparticules électroniques. Un tel fit sur les données à
champ nul (ligne noire dans la Fig. 4.10(b)), donne κc0/T = 12 ± 5 μW/K2cm.
Qu’en serait-il si la diffusion des phonons sur les surfaces de l’échantillon était en partie spé-
culaire? Bien que l’échantillon n’ait pas été finement poli, ses surfaces pourraient engendrer un
certain niveau de diffusion spéculaire. Entre 0.15 K et 0.3 K, κph = BT3 tel que calculé dans la
limite balistique. Sous 0.15 K, la diffusion spéculaire prend de l’importance et κph = B′T2.68, avec
B′ = 0.6B. En utilisant plutôt cette dépendance en température pour fitter la conductivité hors-plan
(ligne rouge sur la Fig. 4.10(b)), le terme résiduel obtenu est de κc0/T = 8.5 μW/K2cm. En laissant
B comme autre paramètre libre du fit (ligne bleue sur la Fig. 4.10(b)) la valeur résiduelle devient
κc0/T = 6.5 μW/K2cm. Dans tous les cas, l’observation d’un κc0/T fini persiste. La valeur finale de
κc0/T = 10 ± 5 μW/K2cm est retenue.
Ce résultat est important puisqu’il permet d’affirmer que les quasiparticules nodales doivent
avoir une vitesse finie le longe de l’axe c. Ceci permet d’exclure toutes les symétries qui ont uni-
quement des lignes de noeuds horizontales, ou du moins celles où ces lignes sont dans des plans
de haute symétrie (comme dans le plan kz = 0). La façon la plus simple de satisfaire ce critère est
d’avoir des lignes de noeuds verticales.
Si chacune des surfaces de Fermi avait des lignes de noeuds verticales (qui serait le cas avec
une symétrie dx2−y2), l’anisotropie a − c (dans le plan vs hors-plan) du transport thermique par
les quasiparticules à T = 0 dans l’état supraconducteur devrait être similaire à celle dans l’état
normal. Autrement dit, (κc0/T)/(κa0/T)  (κcN/T)/(κaN/T). C’est ce qui est observé dans le
supraconducteur à base de fer quasi-2D KFe2As2[98], par exemple. Puisque κa0/T  0.2κaN/T
(voir Fig. 4.9) et que κcN/T = 67 ± 7 μW/K2cm (voir Fig. 4.11(b)), il en suit que la valeur attendue
du terme résiduel hors-plan serait de κc0/T  0.2κcN/T = 13 ± 1 μW/K2cm. Le si bon accord
avec la valeur mesurée expérimentalement renforce la vision que les lignes de noeuds doivent être
verticales.
La plupart des scénarios théoriques qui suggèrent des lignes de minima dans le gap indiquent
que celles-ci seraient en effet verticales. Ces minimas pourraient potentiellement être assez profonds
pour créer des lignes de noeuds accidentelles. Il est donc important d’évaluer les différents scénarios
possibles. Tout d’abord, un scénario où des lignes de noeuds sont seulement présentes sur la surface
α serait irréaliste. Cette bande contribue seulement 18% de la conductivité totale de l’état normal
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κaN/T[54] et la conductivité résiduelle dans l’état supraconducteur (à champnul) représente 20%de
κaN/T (Fig. 4.9(b)). Si la bande α est la seule à avoir des noeuds et à contribuer des quasiparticules
à énergie nulle, il faudrait qu’elle soit entièrement dans l’état normal même à champ nul pour
satisfaire ces conditions. Un comportement multibande aussi prononcé est incompatible avec le
faible terme résiduel en chaleur spécifique [68]. De plus, si la bande α n’était aucunement gappée,
l’augmentation du taux de diffusion devrait faire diminuer κa0/T puisqu’aucune quasiparticule ne
serait générée pour compenser, phénomène observable dans le CeCoIn5 où une partie de la surface
de Fermi n’est pas gappée et donc κa0/T ∝ 1/Γ[99].
Un scénario où la surface β est la seule à avoir des lignes de noeuds verticales est aussi irréaliste.
Cette surface contribue 80% de la conductivité hors-plan totale dans l’état normal, mais seulement
37% le long de l’axe a. Si cette surface était la seule à avoir des noeuds, elle devrait à elle seule
être responsable de la fraction (κa0/T)/(κaN/T) = 0.2. Elle produirait donc nécessairement un
ratio encore plus gros le long de l’axe c, vraisemblablement par un facteur de 80/37. Ceci donnerait
(κc0/T)/(κcN/T) = 0.2(80/37) = 0.43 et donc κc0/T = 29 ± 5 μW/K2cm. Cette valeur est beau-
coup trop grande, de là à même excéder la valeur mesurée à 50 mK qui contient une contribution
phononique (Fig. 4.10(b)). En prenant plutôt des lignes de noeuds accidentelles sur les surfaces α
et β, (κc0/T)/(κcN/T) = 0.2(80/55) = 0.32 et κc0/T = 22 ± 5 μW/K2cm, ce qui est tout de même
trop grand.
La conclusion est donc que, quantitativement, les lignes de noeuds doivent être présentes sur
plus d’une bande, incluant nécessairement la surface γ, et qu’elle sont probablement présentes sur
toutes les trois surfaces de Fermi. La façon la plus simple d’obtenir un tel scénario est d’avoir une
symétrie qui impose ces lignes de noeuds, comme la symétrie dx2−y2 (ou même dxy). Un scénario
p-wave serait compatible s’il a des minima assez profonds pour engendrer des lignes de noeuds
accidentels sur les surfaces β et γ.
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La dépendance en champ de la conductivité thermique à très basse température en dit long sur
la distribution des excitations à basse énergie dans un supraconducteur de type II[41]. Dans un
supraconducteur non nodal, les quasiparticules excitées par le champ sont prisonnières des vortex et
ne peuvent se déplacer entre eux que par l’effet tunnel. Puisque la probabilité d’un tel saut dépend
exponentiellement de la distance entre les vortex et que la densité de vortex dépend du champ, κ0/T
a une dépendance exponentielle en champ. Ceci peut être observé dans tous les supraconducteurs
s-wave (comme le LiFeAs[100]) et peut même permettre de distinguer les deux différents gaps
sur deux échelles d’énergie différentes dans des supraconducteurs s-wave multibandes (comme le
LiFeAs[101]).
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Dans des supraconducteurs nodaux, les quasiparticules sont délocalisées même à température
nulle et à champ nul. La moindre augmentation du champmagnétique engendre une augmentation
de la densité de quasiparticules, de la chaleur spécifique et donc de la conductivité thermique.
Cette dernière a une dépendance en
√
H, parfois appelée l’effet Volovik[102]. La relativement
rapide augmentation de κ0/T à faible champ permet d’aisément distinguer les supraconducteurs
ayant des noeuds dans leur gap, comme c’est le cas pour les supraconducteurs d-wave comme les
cuprates[103].
Dans le Sr2RuO4, une augmentation rapide de κ0/T en champ est observée. La Fig. 4.10(c)
montre qu’un très faible champ de H = 25 mT (Hc2/50) est suffisant pour causer une augmentation
marquée de κc/T à très basse température. La Fig. 4.10(d) montre plus clairement comment cette
augmentation progresse en champ et confirme qu’elle est bel et bien observable que l’on regarde les
points de plus basse température ou que l’on extrapole les données à T = 0 de différentes manières.
La dépendance en champ complète de κ0/T est montrée à la Fig. 4.11 selon les deux orientations
et avec un champ H‖a. κa0/T et κc0/T ont tous les deux la dépendance qui serait attendue d’un
supraconducteur nodal d-wave[102] à une bande.
La Fig. 4.11(c) compare κa0/T et κc0/T en fonction du champ sur la même échelle normalisée
(κ0/T)/(κN/T) ≡ κ0/κN en fonction de H/Hc2. La conductivité de l’état normal sous Hc2 est
obtenue en prolongeant des fits au-delà de Hc2 jusqu’à bas champ. κaN/T a une dépendance
négligeable en champ négligeable jusqu’à 4 T (voir la Fig. 4.11(a)) et est traité comme une constante.
Pour le transport selon l’axe c, le Sr2RuO4 a une magnétorésistance en H2 sous 2 T[52]. La loi de
Wiedemann-Franz veut donc que κcN/T = a/(b + cH2). Un tel fit sur les données au-delà de Hc2
permet d’obtenir la ligne rouge de la Fig. 4.11(b).
Le fait que les deux courbes sur la Fig. 4.11(c) soient essentiellement identiques (en tenant
compte des barres d’erreur) confirme que les lignes de noeuds du Sr2RuO4 doivent être verticales.
Des lignes horizontales produiraient la même augmentation rapide à bas champ (comme dans
un d-wave) dans le plan, mais causeraient une plus lente augmentation du transport hors-plan
(comme dans un s-wave). De plus, la grande similitude suggère fortement que les lignes de noeuds
verticales sont sur chaque surface de Fermi. Si seulement la bande β avait des noeuds, par exemple,
la conductivité selon l’axe c à laquelle elle contribue grandement aurait un caractère d-wave très
prononcé, alors que cela serait beaucoup moins le cas pour κa0/T qui est dominé par les autres
bandes.
La plupart des calculs théoriques pour les supraconducteurs quasi-2D sont faits dans la configu-
ration où le champ est appliqué hors des plans 2D, selon l’axe c (par exemple, la Réf. [102]). C’est
aussi la configuration qui fait en sorte que l’effet Volovik est le principal mécanisme d’excitation
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Figure 4.11 Dépendance en champ du terme résiduel κ0/T pour H‖a. (a) Transport thermique dans
le plan κa0/T. Les points sont obtenus en extrapolant les données de κa/T vs T avec des
fits comme dans la Fig. 4.9(b). La ligne noire est un fit constant sur les données dans
l’état normal au-delà de Hc2 (la magnétorésistance est négligeable). La valeur de κaN/T
extrapolée ainsi est en accord avec la valeur extrapolée à partir de la dépendance en
température dans la Fig. 4.9(a). (b) Transport thermique hors-plan κc0/T. Les points sont
obtenus en extrapolant les données de κc/T vs T avec des fits comme dans la Fig. 4.10(b).
La conductivité chute au-delà de Hc2 à cause d’une magnétorésistance en H2. La ligne
rouge est un fit qui définit l’état normal en tenant compte de cette magnétorésistance (voir
texte). Son extrapolation à H = 0 donne κcN/T = 67 ± 7 μW/K2cm. (c) Dépendance en
champ de κa0/T (noir) et de κc0/T (rouge) tracé comme (κ0/T)/(κN/T) ≡ κ0/κN vs
H/Hc2 pour Hc2 = 1.25 T. Figure parue dans la Réf. [87].
des quasiparticules. La Fig. 4.12 montre les données de transport selon l’axe c, parallèle au champ,
et le calcul théorique correspondant pour un supraconducteur d-wave 2D[104]. L’accord est très
bon, montrant une similitude de plus entre le supposé supraconducteur exotique Sr2RuO4 et un
état d-wave typique.
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Figure 4.12 Dépendance en champ du terme résiduel κc0/T pour H‖c. Les données sont normalisées
et tracées comme (κ0/T)/(κN/T) ≡ κ0/κN vs H/Hc2 avec Hc2 = 0.055 T dans le cas
d’un champ hors-plan. Dans cette configuration la magnétorésistance de l’état normal
est négligeable et κN/T est prise comme une constante. Les fits qui permettent d’extraire
κc0/T sont comme celui de la ligne rouge de la Fig. 4.10(b). La ligne rouge est un calcul







Avantmême l’arrivée des résultats qui font l’objet de ce chapitre et des autres études importantes
des dernières années, il y avait déjà des raisons de croire que l’explication d’un état p-wave triplet
d(k) = ẑ(kx ± iky) n’était peut-être pas la bonne dans le cas du Sr2RuO4. Entre autres, Mackenzie
et collaborateurs avaient souligné que le champ critique supérieur Hc2 était plus bas qu’escompté
et qu’il semblait subir une limitation de Pauli[12, 105]. Cela veut dire que Hc2 serait limité par
la compétition entre l’énergie de condensation supraconductrice et l’énergie qui pourrait être
épargnée en alignant avec un champ magnétique externe les spins de deux électrons qui, autrement,
formeraient une paire de Cooper. Évidemment, ce mécanisme limitant n’opère que lorsque les
paires d’électrons forment des singulets, les paires formant des triplets pouvant aligner leurs deux
spins parallèles au champ sans briser la paire.
Quelques années après la parution des présents résultats, une nouvelle étude de RMN rapporte
un déplacement de Knight qui chute sous Tc[106], suggérant que l’appariement dans le ruthénate
de strontium est finalement en singulets. La Fig. 4.13 montre les nouveaux résultats, qui excluent
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entièrement la possibilité d’une susceptibilité constante, qui serait attendue pour un appariement
en triplets. L’auteur de la découverte initiale a rapidement retenté ses mesures et a pu confirmer
qu’il avait appliqué une excitation trop forte à son système, le réchauffant au-delà de Tc et ne
mesurant jamais réellement à l’intérieur de l’état supraconducteur[107]. Dans le cas des mesures de
« déplacement de Knight des neutrons », une nouvelle étude a aussi pu démontrer que les premiers
travaux en étaient venus à la mauvaise conclusion, pour des raisons différentes[108].
Figure 4.13 Nouvelles mesures du déplacement de Knight dans le Sr2RuO4. Le déplacement, et donc
la susceptibilité électronique, chute clairement sous Tc = 2.6 K, signe de l’appariement
des électrons en paires sans spin. Figure adaptée de la Réf. [106].
Le scénario de la symétrie p-wave a subi un autre revers lorsqu’il a été démontré qu’un paramètre
d’ordre à deux composantes comme le px ± ipy est inadmissible. Les composantes px et py sont
dégénérées dans un système de symétrie tétragonale comme le Sr2RuO4. Cependant, l’application
d’une contrainte uniaxiale selon la direction [100] vient briser la symétrie tétragonale et lever
la dégénérescence. Sous contrainte, il devrait donc y avoir deux transitions supraconductrices
distinctes. Des mesures de chaleur spécifique dans cette condition ont démontré qu’il n’y avait pas
de dédoublement du pic associé à la transition supraconductrice[109] et donc qu’un paramètre
d’ordre à deux composantes tel le px ± ipy ne peut pas décrire le Sr2RuO4.
Du côté de l’observation de signatures d’une brisure de la symétrie par renversement du
temps[60, 61], rien ne laisse penser que ces résultats étaient erronés. Au contraire, d’autres mesures
de μSR ont détecté l’apparition d’un magnétisme sous Tc. Elles ont toutefois démontré que la
brisure de la symétrie par inversion du temps ne survient pas en même temps que l’apparition de
la phase supraconductrice[110]. En appliquant une contrainte uniaxiale, la température critique
Tc augmente de manière significative (atteignant jusqu’au double de sa valeur sans contrainte),
mais la température à laquelle le magnétisme survient reste plus ou moins inchangée, comme le
montre la Fig. 4.14. Ceci suggère que la brisure de la symétrie par renversement du temps n’est
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possiblement pas intrinsèque à la phase supraconductrice du Sr2RuO4.
Figure 4.14 Diagramme de phase contrainte uniaxiale-température du Sr2RuO4. La contrainte uni-
axiale permet à la supraconductivité (SC) d’atteindre de plus hautes températures, mais
le magnétisme qui cause la brisure de la symétrie par renversement du temps (TRSB)
n’est pas affecté, montrant une séparation des deux phénomènes. Figure tirée de la
Réf. [110].
Les principaux piliers du scénario d(k) = ẑ(kx ± iky) triplet s’étant écroulés, les résultats
de conductivité thermique assez catégoriquement contre la théorie p-wave peuvent sembler être
dans un environnement moins hostile qu’auparavant. Cependant, les études récentes se penchant
sur la question de la structure nodale du gap n’arrivent pas toutes à la même conclusion. Des
lignes de noeuds horizontales sont suggérées par des mesures de chaleur spécifique[111] et de
diffusion de neutrons[112]. Une étude d’imagerie par interférence de quasiparticules (une technique
issue de la microscopie à effet tunnel) se montre toutefois elle aussi très favorable à des lignes
de noeuds verticales de type dx2−y2[113]. Cette technique permet de sonder l’amplitude du gap
supraconducteur de manière résolue enk et elle détecte des noeuds ou des minima dans le gap du
Sr2RuO4 le long des diagonales de la zone de Brillouin, tel qu’illustré à la Fig. 4.15.
Ces résultats suggèrent fortement la présence de noeuds imposés par une symétrie dx2−y2 ,
mais l’impossibilité d’observer le gap de la bande γ empêche d’avoir un portait complet. Le faible
recouvrement des orbitales dxy du ruthénium (auxquelles est associée la bande γ) avec la pointe du
microscope à effet tunnel rend cette bande invisible, problème déjà rencontré lors de précédentes
mesures d’interférence de quasiparticules[114]. Cependant, une information intéressante tirée de
cette étude est que le gap a une amplitude maximale Δ0 ∼ 2kBTc. Dans la Section. 4.2.1, une valeur
de Δ0 = 2.14kBTc avait été choisie pour calculer la contribution des quasiparticules nodales de
chaque bande à la conductivité thermique avec l’Éq. 4.1 et un bon accord avait été trouvé entre la
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Figure 4.15 Gap supraconducteur du Sr2RuO4 selon une étude d’imagerie par interférence de
quasiparticules[113]. Des noeuds ou des minima sont détectés le long des diagonales de
la zone de Brillouin sur les gaps de la bande α (en bleu) et β (en rouge). Le gap de la
bande γ (ligne pointillée rose) n’est pas visible lors de ces mesures (voir texte). Figure
tirée de la Réf. [113].
prédiction pour un gap dx2−y2 sur chaque bande et les mesures. L’amplitude réelle du gap mesurée
ici permet d’arriver à la même conclusion, en assumant que le gap non mesuré de la bande γ est
similaire à celui des deux autres bandes..
Puisque l’état d(k) = ẑ(kx ± iky) longtemps proposé avait un paramètre d’ordre à deux compo-
santes, beaucoup de travaux ont tenté de trouver des signatures d’un tel paramètre d’ordre. Malgré
la chute de ce paradigme, les études d’atténuation ultrasonore (une plus vieille[70] et deux très
récentes[115, 116]) montrent de façon assez concluante que le paramètre d’ordre du Sr2RuO4 a bel
et bien deux composantes. Ce critère assez contraignant et les aux autres critères mis à jour présentés
dans cette section peuvent tous être satisfaits par un paramètre d’ordre à deux composantes {dxz ;dyz}
donné par la représentation irréductible Eg du groupe ponctuel D4h[115]. Plus précisément, les états
(1,0) et (0,1) de cette base (donnant les paramètres d’ordre dxz et dyz respectivement) donnent lieu
à des lignes de noeuds horizontales et verticales, à un appariement en singulets et à une transition
supraconductrice qui ne serait pas dédoublée par une contrainte uniaxiale.
Si l’état dxz (ou dyz) est réalisé dans le Sr2RuO4, sa ligne de noeuds horizontale devrait en-
gendrer une anisotropie de la conductivité thermique entre les axes a et c puisqu’elle abrite des
quasiparticules à kz = 0 qui ne contribuent qu’au transport dans le plan a − b. L’absence de cette
anisotropie devra être expliquée pour réconcilier les résultats de ce chapitre avec un scénario dxz
(ou dyz) tout comme devrait l’être l’observation d’une ligne de noeuds horizontale seule lors de
mesures de chaleur spécifique[111] et de diffusion de neutrons[112]. Finalement, cette symétrie
n’admet pas naturellement une brisure de la symétrie par renversement du temps. Ceci n’est pas
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La conductivité thermique à très basse température du Sr2RuO4 montre qu’il a, à tous les
égards, un comportement typique d’un supraconducteur d-wave. La grandeur du terme résiduel
κ0/T mesuré ainsi que la dépendance en température, en champ magnétique et même en taux de
diffusion sur les impuretés de la conductivité thermique appuient tous la présence de lignes de
noeuds verticales dans le gap supraconducteur. Le transport thermique ne donne aucune indication
que l’état p-wave triplet d(k) = ẑ(kx ± iky) longtemps proposé est réalisé dans ce matériau.
Bien que la phénoménologie devant être expliquée adéquatement se soit légèrement simplifiée
récemment, le portrait tracé par les travaux expérimentaux demeure très complexe. Un gap de
symétrie dxz ou dyz semble être bonne explication qui permet de satisfaire les contraintes posées
par les résultats plus récents. Même si toutes les expériences sont au moins partiellement en accord
avec ce scénario, certaines incompatibilités demeurent. Le fait que les études se penchant sur la
structure du gap ne parviennent pas à voir à la fois des lignes de noeuds verticales et horizontales
devra notamment être mieux compris. Une meilleure description de la phase qui brise la symétrie
par renversement du temps, même si elle est probablement distincte de la phase supraconductrice,
serait aussi un élément important.
Les expériences pouvant clarifier la structure du gap supraconducteur doivent donc continuer,
en particulier celles qui possèdent une résolution angulaire, car l’emplacement des noeuds est
maintenant une information critique. Puisque les symétries dxz et dyz brisent la symétrie tétragonale
du système, il serait intéressant de tenter de détecter les distorsions du réseau ou la formation de
différents domaines qu’elles pourraient engendrer à l’intérieur de la phase supraconductrice.
Les résultats de ce chapitre sont publiés dans la Réf. [87].
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Des matériaux magnétiques non conventionnels, les liquides de spin sont des systèmes qui
donnent un bel aperçu de la richesse parfois étonnante de la physique que l’on retrouve dans le
domaine de la matière condensée. L’étude de cette classe de matériaux révèle que plusieurs concepts
issus d’autres domaines de la physique y sont applicables. En effet, les théories de champs de jauge
sont pertinentes pour tenter de comprendre ces systèmes[117] et certains matériaux sont les hôtes
de quasiparticules agissant comme des monopoles magnétiques[118].
Parmi les phénomènes émergents retrouvés dans les liquides de spin, celui qui sera d’un intérêt
particulier pour ce chapitre est l’existence d’une quasiparticule fractionnée, nommée spinon[119],
portant le spin d’un électron, mais pas sa charge électrique. La présence d’une telle excitation
exotique dans des matériaux ayant potentiellement un état de liquide de spin quantique reste
à être clairement démontrée. Outre cet enjeu fondamental, les questions de la mobilité de cette
quasiparticule et la présence ou non d’un gap dans son spectre d’excitation sont aussi ouvertes et
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Un liquide de spin (LS) est un état pouvant se former dans un matériau magnétique dont
les spins sont fortement corrélés, mais dans lequel aucun ordre magnétique n’apparaît, même à
basse température. La corrélation est l’élément clé qui distingue un état de LS d’un simple état
paramagnétique, car le désordre magnétique persiste à des températures inférieures à la force du
couplage magnétique J entre les spins.
La sous-classe de liquide de spin qui attire le plus d’attention, sur laquelle se penchera ce
chapitre, est celle des liquides de spin quantiques (LSQ). Dans un LS non quantique, les fluctuations
qui empêchent les spins de se fixer sont thermiques et on s’attend tout de même à ce que les spins
gèlent ou s’ordonnent éventuellement à très basse température. Dans un LSQ, les fluctuations sont
quantiques et l’état de LS persiste jusqu’à température nulle. Alors qu’on parle de désordre dans un
sens classique dans un LS non quantique, dans un LSQ il est plutôt question d’une superposition
de plusieurs états de spins intriqués.
Pour trouver un état de LSQ, il est préférable de chercher parmi des systèmes ayant de petits spins
(S = 12), les spins plus grands ayant plus tendance à avoir un comportement classique. D’autres
ingrédients pouvant favoriser un comportement quantique sont les réseaux 2D et les réseaux ayant
un nombre de coordination (le nombre de plus proches voisins pour chaque site) bas[119].
 	
L’ingrédient le plus important qui permet l’apparition d’un état de LS est un mécanisme capable
de frustrer le magnétisme d’un matériau, c’est-à-dire d’empêcher un ordre magnétique de s’établir.
Le type le plus simple de frustration est la frustration géométrique, par laquelle la simple
structure du réseau fait en sorte que les spins ne peuvent pas trouver une configuration qui minimise
toutes les énergies d’interaction. L’exemple typique est le cas des spins d’Ising avec une interaction
antiferromagnétique sur une maille triangulaire, illustré à la Fig. 5.1. Il est simple de poser des
spins antiparallèles sur deux des sommets, mais le troisième spin va nécessairement être parallèle
à un de ses voisins. L’état d’énergie minimale contient donc forcément une interaction frustrée et
il est dégénéré puisqu’il existe six configurations équivalentes. En considérant que le nombre de
configurations possibles augmente exponentiellement avec le nombre de telles mailles dans un
réseau triangulaire, il est simple de voir à quel point la dégénérescence peut être énorme dans un
système réel.
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Figure 5.1 Il est impossible d’orienter trois spins d’Ising sur une maille triangulaire de manière à
satisfaire une interaction antiferromagnétique entre chacune des paires. Il doit forcément y
avoirune paire de spins parallèles (indiquée parun lien rouge) et il existe six configurations
équivalentes qui minimisent l’énergie de cette manière. Figure tirée de la Réf. [120].
Cet exemple simple démontre bien pourquoi ce genre de système favorise les fluctuations
magnétiques. Puisqu’il existe plusieurs configurations énergétiquement équivalentes des spins, il
est possible de facilement alterner entre elles. Cette dégénérescence est aussi responsable d’une
autre propriété importante des LS : une grande entropie.
Outre le réseau triangulaire, il existe d’autres réseaux frustrés avec des structures triangulaires
sous-jacentes. En deux dimensions, il y a notamment le réseau kagomé, illustré à la Fig. 5.2. En trois
dimensions, les réseaux hyperkagomé et pyrochlore engendrent aussi une frustration géométrique.
Ce dernier est surtout connu pour les états de glace de spin (un type particulier de LS) qu’il engendre
dans quelques matériaux[118]. Un couplage J anisotrope sur ces réseaux peut toutefois permettre
au système de s’ordonner puisqu’il peut y avoir une configuration qui satisfait le plus grand J et
qui minimise l’énergie.
Figure 5.2 Le réseau kagomé, constitué de triangles dont seulement les sommets (pas les arêtes) sont
partagés.
En faisant intervenir d’autres mécanismes, il est aussi possible de frustrer le magnétisme sur
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des réseaux qui à eux seuls n’offrent pas une frustration géométrique. L’exemple le mieux connu
est le modèle de Kitaev pour des spins sur un réseau en nid d’abeille[121]. Dans ce modèle, le
couplage entre les spins est anisotrope puisqu’il dépend de la directionalité de la liaison entre
une paire de spins (chaque site ayant trois plus proches voisins dans trois directions différentes).
L’énergie d’interaction d’une paire de spins est minimisée quand les spins sont tous deux orientés
dans le même sens, perpendiculairement au lien entre eux. Au mieux, chaque spin peut adopter
une position idéale avec un seul de ses trois voisins, d’où la frustration. Chaque spin a donc trois
orientations pouvant potentiellement minimiser son énergie et, au global, le réseau en entier a un
très grand nombre de configurations d’énergie minimale dégénérées entre lesquelles il peut fluctuer.
   	

Le concept d’un LSQ date de 1973, lorsque Philip Anderson a proposé son modèle RVB[122]
(Resonating Valence Bond, liaison de valence résonante) pour décrire un système de spin-½ d’Hei-
senberg antiferromagnétique sur un réseau triangulaire. L’idée était que, puisque la frustration
empêche l’ordonnance des spins, l’interaction antiferromagnétique entre les spins mènerait plutôt à
l’intrication de paires de spins voisins en singulets de spin-0 (des liaisons de valence).
Il existe plusieurs façons équivalentes de définir des singulets entre spins voisins de manière à
apparier chaque spin sur le réseau. Si les fluctuations quantiques sont assez grandes, il est possible
que le système fluctue entre différentes configurations et que les paires de spins soient redéfinies,
d’où la résonance (inspirée de la résonance des doubles liaisons dans la molécule de benzène).
L’état de LSQ du modèle RVB, illustré à la Fig. 5.3, est une superposition de toutes ces différentes
configurations. Dans cette vision des choses, un spin n’est pas seulement intriqué avec un seul autre
spin, mais avec tous ses voisins (plus proches voisins et peut-être même voisins plus éloignés si on
considère une version plus générale du modèle).
Figure 5.3 Dans le modèle RVB, les spins positionnés sur un réseau triangulaire forment des singulets
avec un de leurs plus proches voisins. L’état de LSQ qui en découle est une superposition
de toutes les différentes configurations qui permettent de couvrir le réseau de singulets.
Figure tirée de la Réf. [120].
Initialement peu populaire, le modèle RVB renaît en 1987 lorsque Anderson suggère qu’il
pourrait être applicable aux cuprates supraconducteurs récemment découverts[123]. L’idée qu’il
proposait était qu’un LSQ dopé pouvait être un supraconducteur, les singulets de spins devenant
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des paires de Cooper chargées avec un dopage suffisant. Les LSQ constituent un sujet d’actualité
depuis. Les matériaux mettant en évidence un physique de Mott sont à ce jour toujours considérés
comme de bons points de départ pour chercher un LSQ, puisqu’on y retrouve des électrons confinés
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L’excitation la plus fondamentale d’un état de LSQ comme l’état RVB est un spin libre parmi les
spins intriqués en singulets. Ces excitations, nommées spinons, sont libres de se déplacer dans le
système. La Fig. 5.4 démontre comment un spinon se déplace lorsque les singulets sur un réseau
triangulaire dans un état RVB se reconfigurent de manière à changer le site sur lequel on trouve
un spin non apparié. Ceci est bel et bien une fluctuation entre deux états équivalents puisque le
nombre d’excitations demeure constant.
Figure 5.4 Pour qu’un spinon se déplace, il suffit que le système fluctue vers une configuration des
singulets qui laisse non-apparié le spin d’un site différent. Pour un déplacement entre
sites voisins, il suffit de redéfinir un seul singulet. Figure tirée de la Réf. [120].
Contrairement au modèle RVB qui permet l’intrication entre plus proches voisins seulement,
certains modèles permettent l’intrication de spins à plus longue portée. Les paires séparées par une
plus grande distance étant plus faciles à briser, ces modèles impliquent donc l’existence d’excitations
d’énergies variées. La prochaine sous-section décrira les différents spectres d’excitations possibles
pour les différents types de LSQ.
Notons bien que le spinon est une quasiparticule neutre. Les spins dont il est question appar-
tiennent à des électrons, mais ceux-ci sont confinés dans l’espace vu la nature isolante des systèmes
qui abritent des états de LSQ. Le déplacement d’un spinon implique le déplacement d’un spin-½
libre, mais pas d’un électron ou de sa charge électrique.
La détection de spinons mobiles est présentement une des signatures les plus recherchées d’un









Il n’existe pas une seule façon de bâtir un état de LSQ. Des systèmes différents vont permettre
l’intrication à différentes portées et ceci mène à différents spectres d’excitations. Un des critères les
plus simples qu’on puisse utiliser pour classer un LSQ est la présence ou non d’un gap énergétique
dans ce spectre. D’un point de vue expérimental, il existe différentes sondes capables de détecter
des quasiparticules comme les spinons et pouvant tenter de déterminer si elles sont gappées ou
non.
Du côté théorique, différentes approches mènent à différentes saveurs de LSQ. Des théories
de jauge sont habituellement utilisées pour décrire un état de LSQ à l’aide d’un champ de jauge
émergent. Les deux théories de jauge les plus utilisées sont la Z2 et la U(1), nommées d’après leur
groupe algébrique sous-jacent.
Les théories de jauge Z2 peuvent admettre des excitations gappées ou non gappées, dépen-
demment du système auquel elles sont appliquées[117]. La théorie de Kitaev sur le réseau en nid
d’abeille est un exemple d’une théorie Z2 dont les excitations ne sont pas gappées, les excitations
fermioniques dans ce cas étant des fermions de Majorana. Les LSQ Z2 peuvent être vus comme
étant analogues à des supraconducteurs[119], le spinon étant relié à la quasiparticule de Bogoliubov
provenant d’une paire de Cooper brisée. On y retrouve donc l’idée originale d’Anderson : un LSQ Z2
non gappé existant dans un système qui est aussi un isolant de Mott (comme les cuprates) pourrait
être dopé pour obtenir un état supraconducteur non gappé (comme l’état d-wave).
Dans les cas les plus simples, les théories de jauges U(1) admettent uniquement des excitations
fermioniques non-gappées[117]. Elles décrivent des états de LSQ qui ont soit une surface de Fermi
de spinons, soit des spinons ayant une dispersion de Dirac (une dispersion linéaire avec une densité
d’états nulle à énergie nulle, mais se peuplant rapidement à énergie finie).
Vu le travail théorique déjà effectué sur les LSQ, les mesures expérimentales sur des matériaux
candidats n’offrent pas seulement une simple classification selon les états gappés et non gappés. Les
études expérimentales se penchant sur la détection d’excitations fermioniques, comme les spinons,
et sur la classification de leur spectre peuvent déjà aider à déterminer les scénarios théoriques les
plus pertinents pour les matériaux présentement accessibles.
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Parmi les matériaux candidats ayant potentiellement un état de LSQ, les plus étudiés sont les
sels organiques, le herbertsmithite (ZnCu3(OH)6Cl2) et le α-RuCl3. Un des matériaux organiques
et le herbertsmithite ont fait l’objet des études décrites dans ce chapitre. Cette section décrit ces
deux matériaux et l’état des connaissances à leur égard.
  3	
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Le EtMe3Sb[Pd(dmit)2]2 (qui sera appelé dmit-131 pour simplifier) est un sel organique quasi-
bidimensionnel composé de couches alternantes du cation non magnétique EtMe3Sb (Et = éthyle,
Me = méthyle) et de Pd(dmit)2. Cette dernière molécule s’associe en dimères qui abritent un
électron de spin-½ et qui se trouvent à reposer sur un réseau triangulaire. La Fig. 5.5 montre la
structure du matériau ainsi que le réseau sur lequel repose le système magnétique.
Figure 5.5 (Gauche) Structure du dmit-131 dans le plan a − c, montrant l’alternance des couches
de cation non magnétique EtMe3Sb et de dimères de Pd(dmit)2 qui abritent un spin-
½ chacun. (Droite) Les dimères, et leur spin, sont disposés sur un réseau triangulaire
perpendiculaire à l’axe c. Figure adaptée de la Réf. [124].
Ayant des spin-½ sur un réseau offrant une frustration géométrique et étant un isolant tout
juste au-delà de la transition de Mott, le dmit-131 est un excellent système dans lequel chercher
un état de LSQ. L’absence de quelconque ordonnance ou gel des spins a été confirmée jusqu’à
19.4 mK grâce des des mesures de RMN[125]. Le couplage antiferromagnétique étant de l’ordre
de J  250 K, les fluctuations du système de spins sont nécessairement quantiques. On retrouve
la même signature d’un LSQ fluctuant jusqu’aux plus basses températures atteignables dans le
κ-(BEDT-TTF)2Cu2(CN)3 (BEDT pour simplifier), un autre matériau organique avec un réseau de
spins triangulaire[126].
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Ces matériaux possèdent donc les ingrédients de base d’un LSQ et des mesures thermodyna-
miques ont été effectuées pour tenter de détecter les excitations attendues de cet état. Dans les deux
cas, la chaleur spécifique C/T montre une large valeur résiduelle de γ  20 mJ/K2 mol à T → 0, et
ce, en écartant la contribution des anomalies de Schottky [127, 128]. Les données pour le dmit-131
sont présentées dans la Fig. 5.6. Lorsque la même mesure est effectuée sur des composés parents au
dmit-131 et au BEDT qui sont non magnétiques ou qui ont un ordre magnétique, on trouve γ  0
[127, 128].
Figure 5.6 La chaleur spécifique à basse température du dmit-131. Ignorant la remontée attribuée
aux groupes méthyle, on trouve une large chaleur spécifique résiduelle à T → 0 de
γ  20 mJ/K2 mol. Figure adaptée de la Réf. [128].
Il y a donc de bonnes raisons de croire que l’importante entropie résiduelle observée est ef-
fectivement celle qui est attendue d’un état de LSQ et que ces systèmes possèdent une densité
appréciable d’excitations fermioniques à basse énergie.
Un point important restant à confirmer est la mobilité des excitations observées, la chaleur
spécifique ne pouvant pas se prononcer sur le sujet. La sonde thermodynamique idéale pour
la tâche est la conductivité thermique. Le groupe de Yuji Matsuda à Kyoto a effectué une telle
étude[124] et a trouvé que le dmit-131 est non seulement un assez bon conducteur thermique, mais
qu’il possède aussi une très large valeur résiduelle de κ/T à T → 0 (Fig. 5.7). Ce terme résiduel étant
d’origine fermionique et le matériau étant un isolant, ce résultat a immédiatement été interprété
comme la signature de spinons mobiles non gappés dans le dmit-131, attirant beaucoup d’attention
et en faisant un matériau candidat de premier plan dans la recherche pour un LSQ.
Notons toutefois que ce résultat diffère de celui obtenu par le même groupe dans le BEDT[129].
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Les matériaux sont similaires à plusieurs égards, mais le BEDT semble être un significativement pire
conducteur thermique qui ne montre aucun signe d’une conductivité résiduelle attribuable à des
spinons, résultat interprété comme étant un signe que les spinons de ce matériau sont gappés. Avant
l’étude décrite dans ce chapitre (et une étude simultanée indépendante), il n’y avait eu aucune
tentative de reproduire les résultats sur le dmit-131.
Figure 5.7 La conductivité thermique du dmit-131 telle quemesurée par le groupe de Kyoto est élevée
et possède une large valeur résiduelle, suggérant une densité significative de spinons très
mobiles. Le BEDT, pourtant similaire sur plusieurs plans, semble être considérablement
moins conducteur et ne montre aucun signe d’excitations fermioniques. Figure adaptée
de la Réf. [124].
  	

Le herbertsmithite (ZnCu3(OH)6Cl2) est un matériau 2D constitué d’un empilement de plans
kagomé. Les ions Cu2+ de spin-½ reposent sur les sites du réseau kagomé (Fig. 5.8) et constituent
le système magnétique frustré qui est d’intérêt. Le herbertsmithite est considéré comme le candidat
le plus prometteur pour la réalisation expérimentale d’un antiferroaimant kagomé Heisenberg.
Ce modèle est d’un grand intérêt dans le domaine dû au nombre de coordination très bas du
réseau kagomé et au fait qu’un tel système ne devrait pas s’ordonner à T = 0, contrairement
l’antiferroaimant d’Heisenberg sur un réseau triangulaire.
Tout comme les matériaux organiques, le herbertsmithite est un isolant de Mott. Il est toutefois
profondément dans l’état de Mott (comme le α-RuCl3) et la proximité de la transition métal-isolant,
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Figure 5.8 Structure cristalline du herbertsmithite. (Gauche) Les ions Cu2+ de spin-½ reposent sur
un réseau kagomé, perpendiculaire à l’axe c cristallin. (Droite) Les plans kagomé sont
empilés le long de l’axe c et intercalés par des atomes de zinc. Les atomes d’hydrogène,
de chlore et d’oxygène (à droite seulement) ont été omis. Figure adaptée de la Réf. [119].
potentiellement importante pour les organiques, n’affecte pas la physique dans son cas. L’absence
d’ordre magnétique ou de gel des spins est bien établie jusqu’à 50 mK[130, 131], malgré une
interaction d’Heisenberg J ∼ 180 − 190 K.
Plusieurs études ont tenté de déterminer si le spectre des spinons est gappé ou non, mais aucun
consensus en n’est ressorti. Initialement, une étude de RMN[132] suivie de mesures de conductivité
optique[133] ont suggéré la présence d’excitations sans gap. Une deuxième étude de RMN[134]
a par la suite plutôt suggéré que les excitations de spins étaient gappées, conclusion rapidement
supportée par des données de diffraction de neutrons[135]. Dernièrement, une nouvelle étude de
RMN utilisant une technique se voulant plus raffinée utilisant une méthode de contraste et le temps
de relaxation T1 est venue de nouveau pencher le débat en faveur du scénario non gappé[136].
La chaleur spécifique du herbertsmithite a été étudiée à quelques reprises [131, 137, 138], mais
l’interprétation des résultats s’avère compliquée. Malgré une anomalie de Schottky (voir la Fig. 5.9),
une importante contribution venant des spins peut être distinguée. Cependant, celle-ci ne provient
pas uniquement des plans kagomé puisque des atomes de cuivre ont tendance à occuper des sites
de zinc interplans[139] (l’inverse n’est pas vrai, le zinc ne venant pas contaminer les sites kagomé).
Parvenir à soustraire les contributions de Schottky et des défauts interplans pour extraire celle de
potentielles excitations sur les plans kagomé dans la limite T → 0 est un défi auquel s’attaquent
présentement certains groupes.
La conductivité thermique n’étant pas contaminée par les phénomènes localisés, elle est une
avenue de choix pour tenter d’observer un signal venant des spinons. La littérature ne compte à ce
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Figure 5.9 Chaleur spécifique du herbertsmithite tel que mesurée dans la Réf. [138], tracée comme
C/T en fonction de T pour montrer l’anomalie de Schottky, un des facteurs qui rend
difficile l’extraction d’un terme résiduel venant des spinons. Le pic associé à celle-ci
se déplace clairement vers de plus hautes températures lorsque le champ magnétique
appliqué augmente, mais un champ très intense serait requis pour s’assurer qu’il soit
suffisamment loin du régime T → 0.
jour aucune mesure de transport thermique dans le herbertsmithite.
Du côté théorique, les liquides de spin gappé Z2 et non gappé U(1) sont tous deux des états
fondamentaux possibles pour un antiferroaimant kagomé Heisenberg[117]. Dans le cas précis
du herbertsmithite, c’est le scénario U(1) avec des spinons de Dirac que les calculs théoriques
identifient comme étant l’état de plus basse énergie[140, 141, 142].
3 2 2
Huit échantillons de dmit-131 ont été mesurés dans le but de tenter de reproduire les résultats
du groupe de Kyoto[124]. Les échantillons proviennent tous des mêmes fournisseurs que ceux
utilisés pour l’étude de Kyoto, soit le groupe de Reizo Kato au Riken, à Tokyo.
Le Tableau 5.1 liste les échantillons et leurs caractéristiques. Les lettres dans les noms des échan-
tillons identifient les différents lots (les différentes fournées) desquels sont issus les échantillons.
L’échantillon F1 provient d’un lot différent, mais a été cru à partir des mêmes matières premières et
sous les mêmes conditions, que les échantillons A et B de l’étude de Yamashita et al.[124] (noms
utilisés dans l’article en question). L’échantillon G1, lui, est issu du même lot que l’échantillon C de
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Échantillon Dimensions (μm) Contacts a b c
C1 400 × 700 × 33 dépôt d’or + Ag -0.016 0.42 0.75
C2 450 × 975 × 41 dépôt d’or + Ag -0.020 0.33 0.58
C3 538 × 614 × 35 dépôt d’or + Ag -0.025 0.23 0.61
D1 670 × 900 × 60 vernis GE -0.019 0.29 0.66
D2 550 × 1000 × 60 pâte de carbone -0.019 0.19 0.69
E1 550 × 1000 × 60 pâte de carbone -0.041 0.24 0.56
F1 500 × 550 × 20 vernis GE -0.012 0.30 0.74
G1 540 × 575 × 15 vernis GE -0.012 0.21 0.70
A 1000 × 1000 × 50 pâte de carbone 1.928 57.5 2.0
B 1000 × 1000 × 50 pâte de carbone 1.095 31.5 2.0
Table 5.1 Liste des échantillons de dmit-131 mesurés, donnant leurs dimensions, la méthode utilisée
pour poser leurs contacts et les paramètres d’un fit en loi de puissance de leur conductivité
thermique sous 0.5 K (κ/T = a + bTc, en mW/K2cm). Les lots auxquels appartiennent les
échantillons sont identifiés par la lettre dans leur nom. Les échantillons A et B sont ceux de
l’étude initiale du groupe de Kyoto[124] et leurs caractéristiques sont données telles que
présentées dans l’ouvrage original.
la plus récente étude de Yamashita [143] (dont le comportement est qualitativement identique à
celui des échantillons A et B de leur étude précédente) et que l’échantillon dont la chaleur spécifique
a été mesurée par le groupe d’Osaka[128]. Pour poser les contacts thermiques sur les échantillons,
trois méthodes différentes ont été utilisées, chaque méthode ayant été testée sur au moins deux
échantillons. En plus d’utiliser de la pâte de carbone pour poser des contacts pour tenter de repro-
duire les conditions des mesures du groupe de Kyoto, le vernis GE a aussi été utilisé ainsi que la
laque d’argent (appliquée sur de l’or préalablement déposé sur l’échantillon).
Pour tous les échantillons, la conductivité thermique a été mesurée dans le plan 2D du matériau,
perpendiculairement à l’axe c cristallin. Le courant thermique a été appliqué selon l’axe a pour les
échantillons C1, D2 ainsi que G1 et selon l’axe b pour l’échantillon C2. Pour les autres échantillons
et pour les échantillons A et B de l’étude originale de Yamashita et al., l’orientation exacte dans le
plan 2D est inconnue.
La Fig. 5.10 montre les données de conductivité thermique recueillies sur tous les échantillons.
On observe immédiatement que les huit courbes sont très similaires d’un point de vue qualitatif.
Elles ont toutes une dépendance sous-linéaire en température et elles se dirigent vers un terme
résiduel négligeable à température nulle. D’un point de vue quantitatif, un facteur d’environ 2
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sépare la conductivité la plus élevée de la plus faible, les autres étant distribuées assez uniformément
entre les deux extrêmes.
Figure 5.10 Conductivité thermique κ/T en fonction de T des huit échantillons de dmit-131 à champ
magnétique nul. (a) échantillons C1, C2 et C3, (b) échantillons D1, D2, E1 et (c) échan-
tillons C1, F1, G1. En encart en (c) : une comparaison de ces trois courbes avec des
facteurs multiplicatifs de 1.39 et 2.0 appliqués aux données des échantillons F1 et G1,
respectivement. (d) Conductivité thermique de l’échantillon D1 de dmit-131 pour la
configuration originale des contacts (D1, identique au panneau (b)) et après une rotation
de 90° des contacts (D1*). L’encart démontre que la dépendance en température est
inchangée qualitativement et que les courbes sont identiques modulo un facteur de 1.27.
Figure parue dans la Réf. [144].
Dans la Fig. 5.10(a), les trois échantillons du lot C sont comparés, leur conductivité thermique
ayant été mesurée dans différentes directions : selon l’axe a pour le C1, selon l’axe b pour le C2
et selon une direction inconnue dans le plan a-b pour le C3. On ne remarque aucune anisotropie
majeure, les dépendances en température étant très similaires et les amplitudes différant par un
facteur inférieur à 2.
La Fig. 5.10(b) compare les deux échantillons du lot D. L’échantillon D1 a des contacts préparés
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au vernis GE et de la pâte de carbone a été utilisée pour le D2. La méthode de préparation de
contacts n’affecte aucunement l’aspect qualitatif des courbes et leur amplitude est similaire.
Dans la Fig. 5.10(c), ce sont trois échantillons de lots différents avec deux types différents de
contacts qui sont comparés. L’échantillon C1 est contacté à l’aide de laque d’argent sur des dépôts
d’or et les F1 et G1 à l’aide de vernis GE. L’encart montre clairement que les trois courbes ont une
dépendance en température tout à fait identique, modulo un facteur d’au plus 2.
Pour mieux évaluer l’anisotropie du transport thermique à l’intérieur du plan a-b, les contacts
de l’échantillon D1 ont été enlevés et de nouveaux contacts ont été posés perpendiculairement à la
configuration originale. Le «nouvel » échantillon, nommé D1*, a une conductivité qui diffère de sa
version antérieure par un facteur de seulement 1.27, tel que montré à la Fig. 5.10(d). Il est à noter
que l’incertitude sur la conductivité thermique provenant du facteur géométrique des contacts est
d’environ 20% et que le facteur de 1.27 est en deça de l’incertitude combinée des deux configurations
des contacts. Ceci démontre que l’anisotropie du transport thermique dans le plan 2D du dmit-131
est minime.
La conductivité thermique sous 0.5 K de tous les échantillons est bien décrite par une loi de
puissance de la forme κ/T = a + bTc. La Fig. 5.11 montre de tels fits pour les échantillons C1,
F1 et G1. Le Tableau 5.1 contient tous les paramètres issus des fits. Pour chaque échantillon, la
conductivité résiduelle à T → 0 donnée par le paramètre a = κ0/T est négligeable, allant de -0.041
à -0.012 mW/K2cm. La dépendance sous-linéaire a bien sûr pour effet de réduire la valeur de a
(vers des valeurs négatives non physique dans ce cas), mais utiliser des fits linéaires (c=1) sous
0.2 K donne aussi des termes résiduels négligeables.
Une dépendance significativement sous linéaire (c < 1) de κ/T correspond non seulement à
une conductivité phononique de loin inférieure à celle attendue dans la limite balistique (c = 2),
mais aussi à une puissance inférieure à celle attendue (c = 1) pour des phonons fortement diffusés
par des électrons (voir la section 1.1.2). La diffusion sur les électrons étant absente dans cet isolant,
des excitations magnétiques sont probablement en cause. Une explication possible de la diffusion
étrange que semble subir les phonons est présentée à la section 5.4.1.
Les données recueillies sur un nombre important d’échantillons démontrent que la conductivité
thermique du dmit-131 n’a qualitativement pas de dépendance, et quantitativement peu de dépen-
dance, sur le lot duquel provient l’échantillon, l’orientation selon laquelle la mesure est effectuée ou
le type de contacts utilisé. Les résultats pour tous les échantillons indiquent que la conductivité
résiduelle κ0/T  0 dans ce matériau et suggèrent l’absence de spinons fermioniques mobiles non
gappés.
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Figure 5.11 Mêmes données qu’en Fig. 5.10(c) auxquelles sont appliqués des fits κ/T = a + bTc sous




L’échantillon de herbertsmithite mesuré est issu d’une technique de croissance en solution
aqueuse[145]. Ses dimensions sont de 526μm× 774μm× 326μm(longueur× largeur× épaisseur).
Son orientation par rapport à ses axes cristallins n’a pas été déterminée avant les mesures et un
bris a mené à la perte de l’échantillon une fois les mesures complétées. Pour toutes les mesures qui
suivent, le courant thermique a été appliqué sur la longueur de l’échantillon. Lorsqu’un champ
magnétique était appliqué, celui-ci était perpendiculaire au courant, le long de l’épaisseur.
Toutes les données de conductivité thermique en fonction de la température, prises à des champs
magnétiques de H = 0 , 5, 10 et 15 T, sont montrées dans la Fig. 5.12. Sous 200 mK, on n’observe
aucune dépendance en champ. Toutes les courbes s’extrapolent vers une valeur résiduelle nulle à
T → 0. Au-delà de 200 mK, une dépendance en champ non monotone apparaît. La conductivité
thermique s’améliore jusqu’à 10 T et s’empire par la suite lorsque le champ est augmenté à 15 T.
La Fig. 5.13(a) montre les données à champ nul sous 0.4 K. Un fit en loi de puissance κ/T =
a + bTc sous 0.25 K décrit bien les données et permet d’évaluer le comportement à T → 0. On
obtient ainsi une valeur négligeable de κ0/T = a = -0.003 mW/K2cm pour la conductivité résiduelle.
En raison de l’absence de dépendance en champ à très basse température, on obtient des valeurs
similairement minimes de a = -0.009, -0.008 et -0.012 mW/K2cm à H = 5, 10 et 15 T, respectivement.
Ces résultats suggèrent donc l’absence de spinons fermioniques contribuant au transport thermique.
Les fits utilisés à très basse température retournent des valeurs entre 1.3 et 1.5 pour l’exposant
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Figure 5.12 Conductivité thermique du herbertsmithite en fonction de la température sous 0.8 K
pour différentes intensités de champ magnétique appliquées perpendiculairement au
courant de chaleur.
c de la dépendance en température de la conductivité thermique. Étant nettement inférieures à
la valeur de c = 2 attendue pour un transport phononique balistique, les valeurs obtenues ici
suggèrent que les phonons dans le herbertsmithite sont tout de même assez diffusés, malgré le fait
qu’il soit un isolant. En l’absence d’électrons, vu la nature du matériau, les excitations responsables
de cette diffusion sont vraisemblablement magnétiques.
Le mécanisme de diffusion des phonons, quelle que soit sa nature, possède une dépendance en
champmagnétique assez particulière. Dans la Fig. 5.13(b), la variation de la conductivité thermique
en fonction du champ est tracée comme Δκ(H)/κ(0) ≡ (κ(H)− κ(0))/κ(0), où κ(0) est la valeur
à champ nul, pour différentes températures. On y observe que la conductivité augmente et puis
diminue éventuellement lorsque le champ augmente, ayant un pic à 10 T. Ce comportement non
monotone est visible à toutes les températures sous 1 K, l’effet étant plusmarqué à haute température.
Les larges sauts en amplitudes de champ donnent une résolution trop faible pour déterminer
l’emplacement exact du pic et s’il se déplace en fonction de la température. Toutefois, les données
brutes de la Fig. 5.12 ont toutes la même évolution graduelle en température, suggérant que le pic
devrait avoir une faible dépendance en température.
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Figure 5.13 (a) Conductivité thermique à champ nul du herbertsmithite, fit des données sous 0.25 K
(trait discontinu) et calcul théorique de la contribution phononique (ligne pointillée,
voir la section 5.4.1. (b) Variation de la conductivité thermique en fonction du champ à
différentes températures, exprimée en Δκ(H)/κ(0) ≡ (κ(H)− κ(0))/κ(0), où κ(0) est
la valeur à champ nul.
   	
Différents aspects des résultats de la section précédente dans le EtMe3Sb[Pd(dmit)2]2 et dans
le herbertsmithite seront discutés dans les sous-sections qui suivent.
  	
 	 	
N’ayant aucune indication qu’il y a des spinons mobiles contribuant au transport thermique
dans le deux matériaux à l’étude, l’interprétation la plus prudente est que les signaux mesurés sont
dominés par les phonons. Afin de mieux comprendre le comportement de ceux-ci, il est utile de
comparer la dépendance en température de leur conductivité thermique à celle d’une conductivité
phononique balistique donnée par κph = 13 Cphvphlph (voir la section 1.1.2).
Pour le dmit-131, les valeurs requises pour le calcul de la conductivité thermique phononique
sont Cph = 24 mJ/mol K4 T3 [128], lph = 120 μma(échantillon F1) et vph = 2000m/s (estimée). Pour
le herbertsmithite, Cph  0.3 mJ/mol K4 T3 (estimé de la Réf. [131]), lph = 567 μma et vph = 3600
m/s b. On obtient ainsi κph = 37 T3 mW/K4 cm pour l’échantillon F1 de dmit-131 et κph = 18 T3
mW/K4 cm pour le herbertsmithite.
a. Les libres parcours moyens sont calculés à l’aide de la formule lph = 2
√
wt/π, tel que décrit dans la section 1.1.2.
b. La vitesse du son (moyenne) a ici été calculée à partir de la chaleur spécifique à l’aide de l’Éq. 1.11.
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Les Fig. 5.14 et Fig. 5.13(a) comparent les conductivités thermiques phononiques calculées dans
la limite balistique (lignes pointillées) aux courbes mesurées correspondantes.
Figure 5.14 La conductivité thermique de l’échantillon F1 de dmit-131 est comparée à la conductivité
thermique phononique attendue pour cet échantillon si les phonons étaient principale-
ment diffusés par les parois de celui-ci. Figure parue dans la Réf. [144].
Dans les deuxmatériaux, on observe que la conductivité thermiquemesurée, vraisemblablement
dominée par les phonons, est bien inférieure aux valeurs attendues si le transport des phonons
était balistique. Ceci confirme ce qui avait été suggéré plus tôt par l’observation dans les deux
matériaux d’un κph/T proportionnel à une puissance de la température significativement inférieure
à 2 : les phonons dans ces systèmes sont assez fortement diffusés. Vu l’absence d’électrons dans
ces isolants, les excitations magnétiques détectées par la chaleur spécifique (localisées puisqu’elles
ne contribuent pas au transport thermique) sont probablement responsables de la diffusion des
phonons.
Les spinons peuvent-ils diffuser les phonons? La diffusion électron-phonon, elle, est bien connue
et ses effets sont facilement observables. Les spinons, essentiellement des électrons sans charge,
interagissent-ils avec les phonons d’une façon similaire? Ils se trouve que, si les spinons ont une
surface de Fermi, l’élément de matrice qui les couple aux phonons est le même que celui entre les
électrons et les phonons[146]. La charge du fermion n’a pas d’importance puisque la distorsion
locale du réseau causée par un phonon perturbe les surfaces de Fermi de la même manière. Il est
donc raisonnable d’interpréter les résultats dans le dmit-131 et le herbertsmithite en termes de
phonons fortement diffusés par des spinons.
Si la diffusion est due à des excitations magnétiques, il est naturel de se demander si le spectre
de ces excitations a une dépendance en champ et si celle-ci pourrait conférer une dépendance en
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champ à la conductivité thermique. La Fig. 5.15 montre la conductivité thermique du dmit-131
jusqu’à plus haute température (4 K) à champ nul et à H = 10 T appliqué perpendiculairement au
plan 2D (le même champ appliqué parallèlement au plan produit essentiellement le même résultat).
On observe une faible augmentation (≤ 5%) de la conductivité en champ, qui suit très bien l’effet
d’un champ sur la chaleur spécifique [128]. La dépendance en champ de la conductivité thermique
du herbertsmithite est plus importante, comme il avait été vu dans la section précédente. L’anomalie
de Schottky[138] complique cependant la tâche de comprendre si la dépendance champ suit bien
celle de la densité d’excitations magnétiques.
Figure 5.15 Conductivité thermique de l’échantillon F1 de dmit-131 à champ nul et à H = 10 T
appliqué perpendiculairement au plan 2D, montrant une faible dépendance en champ
entre 0 et 4 K. En encart, la différence relative (κ(10 T) − κ(0))/κ(0) entre les deux
courbes. Figure parue dans la Réf. [144].
Le scénario d’une conductivité thermique dominée par des phonons diffusés par des excitations
magnétiques n’est pas une nouvelle idée dans le domaine puisqu’il se concrétise dans d’autres
candidats de LSQ. Parmi ceux-ci, on compte le Na3+xIr3O8, le YbMgGaO4 et le α-RuCl3. La conduc-
tivité thermique de ces trois matériaux est comparée à celle du dmit-131 et du herbertsmithite
à la Fig. 5.16. On observe un comportement similaire dans tous les matériaux, notamment une
dépendance en température nettement sous-quadratique de κ/T et aucune conductivité résiduelle
κ0/T discernable.
Avec sa structure hyperkagomé, le Na3+xIr3O8 est un candidat prometteur pour un LSQ en
3D. Lorsque le contenu de sodium est maximal (x = 1), le Na4Ir3O8 est un antiferroaimant. En
réduisant le contenu de sodium, le système traverse une transition de Mott et est rendu un métal
non magnétique à x = 0, Na3Ir3O8. Malgré la présence d’électrons, κph s’approche de la limite
balistique dans le composé métallique[147]. Cependant, dans le Na3.6Ir3O8 qui est un isolant, κph
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est grandement affaibli et les phonons sont beaucoup plus diffusés, vraisemblablement par les
excitations magnétiques vues en chaleur spécifique.
Figure 5.16 La conductivité thermique du dmit-131 et du herbertsmithite est comparée à celle du
RuCl3[148], du YbMgGaO4[149] et du Na3.6Ir3O8[147]. Toutes les données sont à champ
nul, sauf pour le RuCl3 où un champ de 7.5 T est requis pour supprimer un ordre
magnétique en zigzag.
Le α-RuCl3, lui, est une réalisation expérimentale du modèle de Kitaev sur un réseau en nid
d’abeille. Son potentiel état de LSQ apparaît en appliquant 7.5 T, champ requis pour supprimer un
ordre magnétique en zigzag. C’est précisément à cet endroit où les fluctuations magnétiques sont
maximisées qu’on observe un minimum de la conductivité thermique (principalement phononique)
en fonction du champ[148]. Dans le YbMgGaO4, la chaleur spécifique détecte clairement la présence
d’excitations magnétiques et la loi de puissance décrivant la conductivité thermique est celle d’un
transport phononique fortement diffusé[149].
Tout semble indiquer que le scénario envisagé d’une conductivité thermique essentiellement
phononique limitée par la diffusion provenant d’excitations magnétiques dresse un portrait réaliste
de la physique du dmit-131 et du herbertsmithite. Chacun a cependant des particularités qui doivent
être expliquées.
Dans le cas du dmit-131, κph/T est sous linéaire en température. Pour des spinons pouvant
diffuser les spinons au même titre que des électrons, même une très forte diffusion devrait produire
un κph/T ∝ T. Une explication possible serait de la diffusion phonon-phonon anharmonique
additionnelle. La Fig. 5.17 montre que la conductivité thermique est bien décrite jusqu’à au moins






1 + bTc + dT
3
(5.1)
où b n’est pas un paramètre ajusté, mais le coefficient calculé pour κph = bT3 dans la limite balis-
tique. Le deuxième terme décrit la contribution phononique et son dénominateur permet de décrire
différents régimes de température où différents mécanismes de diffusion s’activent. À T → 0, le
terme phononique devient simplement κph/T ∝ T2, la limite balistique. Cette limite est rapidement
quittée à température finie lorsque le deuxième terme du dénominateur devient non négligeable.
Lorsque ce terme domine, κph/T ∝ T comme dans les systèmes où la diffusion électron-phonon est
importante. Ce deuxième terme du dénominateur serait donc vraisemblablement dû aux spinons.
À plus haute température (à plus de ∼ 0.4 K) le troisième terme s’active donnant un κph/T sous
linéaire. Ce troisième terme, cubique en température, pourrait possiblement être associé à la diffu-
sion phonon-phonon anharmonique. Cela permettrait d’expliquer la dépendance sous linéaire en
température sans faire intervenir un type plus exotique de diffusion sur des excitations magnétiques.
Cette analyse résulte en un κ0/T fini (donné par le paramètre a), mais celui-ci reste inférieur à
0.02 mW/K2cm et de très loin inférieur à ce qui est observé par Yamashita et al.[124].




3 où b est un coefficient calculé (ligne solide), comparée à la prédiction
κph/T = bT2 pour une conductivité phononique balistique (ligne pointillée). La limite
balistique ne s’applique que très près de T = 0 en raison de la forte diffusion.
D’autres explications possibles pour la dépendance en température particulière de la conducti-
vité thermique et de la chaleur spécifique du dmit-131 sont données par de récentes théories. Une de
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ces théories[150] considère les singulets localisés qui peuvent apparaître comme des défauts dans
un para-aimant quantique frustré sur un réseau triangulaire de spins-½. Ceux-ci engendreraient
une chaleur spécifique C ∝ T0.7 et diffuseraient les phonons de manière à ce que κph/T ait une
dépendance tout au plus linéaire en température. Une autre théorie[151] trouve des excitations non
gappées ayant une chaleur spécifique C ∝ T dans un antiferroaimant spin-½ de Heisenberg sur un
réseau triangulaire dont l’interaction d’échange contient du désordre étouffé (quenched randomness).
Pour ce qui est du herbertsmithite, c’est la dépendance en champ magnétique non monotone de
la conductivité thermique phononique qui doit être expliquée. Les phonons pourraient être diffusés
par les spins des défauts interplans Cu2+, par les excitations de spin des plans kagomé ou par une
combinaison des deux. La dépendance non monotone de la conductivité thermique soulignée à la
Fig. 5.13(b) débute par une augmentation de κ(T) jusqu’à 10 T. Ceci suggère un affaiblissement
du mécanisme de diffusion dominant. Une possibilité est que les spins interplans Cu2+ s’alignent
progressivement avec le champ externe, diminuant leur capacité à diffuser les phonons. Un scénario
semblable a été proposé pour expliquer le comportement du SmB6[152], matériau dans lequel
des impuretés de terres rares semblent diffuser les phonons. À basse température, la conductivité
thermique augmente lorsqu’un champmagnétique vient gapper ces impuretés. Une autre possibilité
est que le champ gèle l’état de LSQ existant à champ nul et que le solide de spin à moments
magnétiques réduits résultant[153] est plus propice au déplacement des phonons. Dans les deux
cas, les excitations de spin seraient bien couplées aux phonons et localisées, ne contribuant pas au
transport thermique.
Pour expliquer la chute de la conductivité thermique en passant de 10 T à 15 T, il semble
cependant nécessaire de faire intervenir des excitations de spin mobiles. Le kapelassite Ca, un
antiferroaimant spin-½ avec un réseau kagomé, a un comportement similaire[154] et est un bon
point de référence. À 2 K, lorsqu’il est dans sa phase ordonnée, il montre une augmentation initiale
de κ en champ, attribuable à l’alignement des spins des défauts cristallins, suivie d’une chute à plus
haut champ, attribuée aux excitations de spins mobiles qui se retrouvent gappées. Le pic résultant
en Δκ(H)/κ(0) à 8 T est similaire à celui observer à 10 T dans le herbertsmithite, suggérant qu’il y a
possiblement un parallèle à faire entre les deux systèmes. Une anomalie à 10 T peut être observée par
d’autres sondes dans le herbertsmithite, entre autres par des mesures de torque magnétique[155].
  	




Lorsque les résultats ont été présentés, l’absence d’un terme résiduel κ0/T dans les deux maté-
riaux a été prise comme une forte indication qu’il n’y avait pas d’excitations de spin fermioniques
mobiles contribuant au transport thermique. Tout porteur de chaleur fermionique devant nécessai-
rement contribuer une valeur finie à ce terme, cette conclusion peut paraître évidente. Cependant,
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un point rarement soulevé est que cette conclusion prend pour acquis que le couplage entre les
phonons et les spinons ne disparaît pas à T → 0 et que les spinons peuvent se thermaliser avec le
système phononique jusqu’aux plus basses températures atteignables.
Comme il a été expliqué dans la section 1.3, lorsque deux types de porteurs de chaleur coexistent
dans un matériau et que l’un d’eux n’est couplé à la source de chaleur qu’à travers l’autre espèce,
celui-ci cesse de contribuer au transport thermique lorsqu’il perd sa capacité à se thermaliser avec
l’autre espèce. Dans le cas présent, ce sont les spinons qui ne peuvent pas être alimentés en chaleur
à travers les fils d’argent et les contacts, ceux-ci n’abritant pas de telles quasiparticules. Les spinons
sont donc entièrement dépendant des phonons et doivent recevoir la chaleur de ceux-ci pour pouvoir
ensuite la transporter vers le côté froid de l’échantillon (devant par la suite redonner la chaleur aux
phonons pour qu’elle soit évacuée à travers le contact). Si les spinons et les phonons ne sont pas
couplés, les spinons ne voient pas le gradient thermique présent à travers l’échantillon et ce canal
potentiel de transport n’est pas actif.
Puisque le couplage en question doit nécessairement disparaître à T → 0, la question d’impor-
tance est : quelle est la température Tdécouplage à laquelle la force du couplage commence à chuter de
manière à engendrer la perte observable du canal de conduction des spinons? Si cela a lieu sous la
plus basse température atteinte (∼60 mK pour les présentes mesures), toutes les données mesurées
contiennent encore une composante venant des spinons (s’il en a bien une) et leur extrapolation à
T → 0 devrait bien révéler le κ0/T associé. Si Tdécouplage se situe dans la gamme de températures
mesurées, la courbe obtenue devrait montrer la signature d’une transition d’un régime où phonons
et spinons contribuent au transport vers un régime où seuls les phonons conduisent la chaleur.
Lorsque extrapolé à T → 0, ce dernier régime à très basse température ne révélerait aucun signe
des spinons mobiles. La Fig. 5.18 montre un exemple d’un tel découplage entre les phonons et les
magnons présents sous champ magnétique dans le Nd2CuO4[156]. La contribution venant des
magnons (κmag ∝ T3) disparaît sous environ 0.2 K lorsqu’ils perdent leur couplage aux phonons. La
dernière possibilité est que Tdécouplage soit supérieure à la plus haute température mesurée. Dans un
tel cas, le signalmesuré serait entièrement phononique d’origine sur toute la gamme de températures
explorées, malgré la présence de spinons mobiles dans le système.
Dans lesmatériaux supraconducteurs où le découplage électron-phonon est bien connu,Tdécouplage
est habituellement de l’ordre de quelques centaines de millikelvins. En assumant un tel ordre de
grandeur pour le couplage spinon-phonon, la signature de la présence de spinons mobiles à laquelle
on pourrait le plus réalistiquement s’attendre est celle d’une conductivité qui perd un de ses canaux
lors d’un balayage en température sous 1 K. L’observation d’un κ/T qui s’extrapole vers un κ0/T
fini, elle, est moins probable et révélerait que non seulement les spinons mobiles sont présents, mais
qu’il sont aussi relativement très fortement couplés aux spinons.
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Figure 5.18 Découplage entre les phonons et les magnons dans le Nd2CuO4 observé en conductivité
thermique [156]. La conductivité venant des magnons (κmag ∝ T3 puisque les magnons
sont des bosons) disparaît abruptement sous 0.2 K en raison de la perte du couplage
entre ceux-ci et les phonons dans le système. Le découplage des porteurs de chaleur au
milieu de la gamme de températures mesurées est un phénomène clairement identifiable.
Puisque ces deux signatures ne sont pas observées ici, le seul argument possible restant pour
réconcilier les données et l’existence de spinons mobiles est de postuler un Tdécouplage au-delà des
températures mesurées. Dans un tel cas, le couplage serait relativement faible, fait qui contredit
l’observation de phonons assez fortement diffusés jusqu’à très basse température.
Pour clarifier la question de l’observabilité d’une contribution à la conductivité thermique venant
de spinons mobiles, des calculs théoriques tentant d’estimer la force du couplage spinon-phonon
seraient particulièrement utiles. Faute de cela, des mesures à plus haute température pourraient
tenter de voir si une composante associée aux spinons apparaît éventuellement lorsque le couplage
serait rétabli.
3 2 2
La conductivité thermique du dmit-131 présentée ici diffère grandement de celle mesurée par
Yamashita et al. en 2010[124]. La Fig. 5.19 compare directement les présents résultats à ceux du
groupe de Kyoto. On note tout d’abord la différence d’échelle verticale entre les données de Kyoto
(axes de gauche) et celles de Sherbrooke (axes de droite), soit des facteurs de 10 et de 7.5 pour
les panneaux (a) et (b) respectivement. À T = 0.1 K, on observe une conductivité 50 fois plus
grande dans l’échantillon A que dans le F1 (Fig. 5.19(a)). À T = 0.7 K, c’est par un facteur de 40
que l’échantillon A surclasse le C1 (Fig. 5.19(b)).
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Figure 5.19 (a) κ/T en fonction de la température pour l’échantillon F1 mesuré à Sherbrooke (en
vert, échelle de droite) et pour les échantillons A (mauve) et B (violet) mesurés par
le groupe de Kyoto[124](échelle de gauche). Il y a un facteur de 10 entre les échelles
verticales. Les lignes sont des fits : en loi de puissance sous 0.5 K pour l’échantillon F1 et
quadratique avec les paramètres donnés dans l’ouvrage original pour les échantillons A
et B. (b) κ/T en fonction de la température pour l’échantillon C1 mesuré à Sherbrooke
(en bleu, échelle de droite) et pour l’échantillon A mesuré à Kyoto (en mauve, échelle de
gauche) jusqu’à plus haute température. Il y a un facteur 7.5 entre les échelles verticales.
Figure parue dans la Réf. [144].
En plus des significatives différences quantitatives, l’aspect qualitatif des courbes de Yamashita
et collègues est aussi totalement différent. Le groupe de Kyoto utilise des fits quadratiques pour
décrire leurs courbes de κ/T en fonction de la température, tandis que les sept échantillons de la
présente étude ont une dépendance sous-linéaire en température (voir Tableau 5.1). La différence
la plus importante demeure toutefois l’extrapolation des courbes vers κ0/T  1.9 et 1.1 mW/K2cm
pour les échantillons A et B de Yamashita et al. respectivement, tandis que les sept échantillons
mesurés à Sherbrooke produisent un κ0/T tout à fait négligeable en imposant une limite supérieure
κ0/T < 0.02 mW/K2cm. La preuve la plus convaincante de la présence de spinons mobiles non
gappés n’est donc aucunement reproductible.
Les résultats dans le dmit-131 rapportés ici se trouvent à être très similaires et compatibles avec
ceux rapportés par Yamashita pour un autre candidat de LSQ organique, le BEDT[129]. En effet, si
l’étude du groupe de Kyoto dans le dmit-131 est mise à l’écart, on se retrouve avec un bon accord
entre les conductivités thermiques de ces deux matériaux organiques ayant des chaleurs spécifiques
similaires[127, 128]. Ceci rend encore plus étrange l’observation d’une énorme conductivité ayant
un large terme résiduel dans seulement quelques échantillons de dmit-131.
Simultanément à la publication de la présente étude, un groupe de Fudan en Chine publiait
sa propre étude conductivité thermique sur le dmit-131[157]. Leurs trois échantillons, toujours
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de la même provenance, révèlent un comportement identique que ceux mesurés à Sherbrooke.
La Fig. 5.20 compare les résultats des trois études avec les autres exemples de candidats de LSQ
présentés plus tôt. Il est à noter que le terme résiduel a été soustrait des données de Kyoto pour
pouvoir les tracer sur la même figure. Encore une fois, en omettant l’étude du groupe de Kyoto dans
le dmit-131, on observe un bon accord au sein des candidats de LSQ les plus étudiés.
Figure 5.20 Conductivité thermique à basse température du dmit-131 de la présente étude (échan-
tillon C1), du groupe de Kyoto[124] ainsi que du groupe de Fudan[157], comparés à
d’autres candidats de LSQ : le RuCl3[148], le YbMgGaO4[149] et le Na3.6Ir3O8[147].
Figure parue dans la Réf. [144].
Très peu de temps après la publication de la présente étude, Yamashita a publié une note [143]
offrant une explication possible pour la grande difficulté à reproduire son étude initiale[124]. Cet
ouvragemontre les résultats des échantillons A et B déjà connus et y ajoute quatre autres échantillons
(C, D, E et F). Bien que tous les cristaux aient encore la même provenance, seuls les C et D ont un
comportement similaire aux A et B, les échantillons E et F ayant une conductivité de 50 à 100 fois
plus basse et ne montrant pas de terme résiduel fini (voir la Fig. 5.21). Les résultats initiaux ne sont
donc pas fiablement reproduits au sein du groupe de Kyoto. Il suggère qu’il existe des échantillons
« haut-κ » et des échantillons « bas-κ ».
Yamashita cite la présence d’impuretés, de microfissures ou de différents domaines structuraux
comme explications possibles de la variation entre les différents échantillons. Les impuretés sont
une cause improbable, puisque l’échantillon F1 a été crû à partir des mêmes matières premières
que les échantillons A et B. De plus, les échantillons G1 et C proviennent d’un seul et même lot de
croissance. Une grande disparité entre la pureté de ces échantillons est improbable. Pour clarifier
la question des microfissures qui pourraient possiblement apparaître si ces échantillons fragiles
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Figure 5.21 Comparaison des conductivités thermiques des échantillons de dmit-131 originaux de
Yamashita et al.[124](A et B), de quatre échantillons plus récents (C, D, E et F), de
l’échantillon C1 de la présente étude et de l’échantillon #1 de l’étude du groupe de
Fudan[157]. Seuls les échantillons C et D ont une conductivité thermique similaire aux
échantillons A et B. Les échantillons E et F sont encore moins conducteurs que les C1 et
#1. Figure tirée de la Réf. [143]
sont brusqués ou refroidis trop rapidement, trois échantillons déjà mesurés ont été mis sous un
microscope électronique à balayage. Des images obtenues sur l’échantillon D1 sont présentées à la
Fig. 5.22. À toutes les échelles, aucune fissure n’est discernable et la topographie des échantillons est
marquée uniquement par les motifs naturels apparaissant lors de la croissance. Pour ce qui est de la
possibilité d’avoir des domaines structuraux assez différents entre les échantillons, les collaborateurs
responsables de la croissance des échantillons ont évalué certains des échantillons mesurés à
Sherbrooke et à Kyoto à l’aide de la diffraction de rayons-x. Tous les échantillons démontraient une
qualité cristalline élevée avec peu de variation. L’idée qu’il existe différentes classes d’échantillons
« haut-κ » et « bas-κ » semble donc infondée.
En 2020, Yamashita et collègues ont publié un autre article[158] apportant une autre explication
possible aux grandes différences : une dépendance sur la vitesse de refroidissement des échantillons.
Dans cet ouvrage, ils montrent que trois nouveaux échantillons refroidis à -13, -1.5 et -0.4 K/h ont
des conductivités de plus en plus élevées lorsque le refroidissement est ralenti. Ils ont toutefois été
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Figure 5.22 Images de l’échantillonD1 à différentes échelles prises grâce à unmicroscope électronique
à balayage. Aucune microfissure n’est observée, ni quelconque autre forme de défaut
évident.
forcés de concéder qu’il doit y avoir d’autres facteurs en jeu, puisque leurs anciens échantillons
A, B, C et D, refroidis à -10 K/h, ont des conductivités deux ordres de grandeur plus élevées que
l’échantillon numéro 3 refroidi à -13 K/h et presque un ordre de grandeur plus élevées que le
numéro 1 refroidi à -0.4. K/h. Les sept échantillons mesurés ici ayant aussi été refroidis à -10 K/h
tout au plus, cette nouvelle explication semble être sans fondement.
Un des arguments de Yamashita pour appuyer la validité des résultats sur leurs échantillons
« haut-κ » est que des conductivités thermiques similaires sont observées dans d’autres maté-
riaux organiques. La comparaison est toutefois injuste puisque les deux matériaux cités, le κ-
ET2Cu(NCS)2[159] et le λ-(BETS)2GaCl4[160], ne sont pas des isolants, mais bien des métaux
(et même des supraconducteurs à basse température). La comparaison à des matériaux supracon-
ducteurs est toutefois très instructive.
Dans un supraconducteur, l’apparition d’un gap réduit la contribution des électrons au transport
thermique, mais augmente celle des phonons puisque ceux-ci ont de moins en moins d’électrons
sur lesquels ils peuvent diffuser. Lorsqu’un champ magnétique est appliqué, le gap s’affaiblit et le
processus inverse se produit. Dans la Fig. 5.23, la conductivité thermique du dmit-131 est comparée à
celle du κ-ET2Cu(NCS)2[159]. Dans le panneau (a), on voit le cas du κ-ET2Cu(NCS)2 dans son état
supraconducteur à champ nul. On remarque que, même lorsque les quasiparticules électroniques
sont pratiquement absentes dans le supraconducteur, les phonons conduisent beaucoup moins bien
que ce qu’indiquent les données du groupe de Kyoto dans le dmit-131. Ceci est surprenant, puisque
la chaleur spécifique montre clairement que les excitations à basse énergie ne sont pas gappées dans
celui-ci. La conductivité de l’échantillon C1, elle, est inférieure à celle du κ-ET2Cu(NCS)2, ce qui est
cohérent avec un système phononique qui coexistent avec plus d’excitations à basse énergie.
Dans le panneau (b), on observe le comportement du κ-ET2Cu(NCS)2 dans son état normal
sous un champ externe de H = 8 T. Maintenant, un terme κ0/T fini est visible en raison des
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Figure 5.23 (a) κ/T en fonction de T dans le dmit-131 (Kyoto[124] et Sherbrooke) et dans le κ-
ET2Cu(NCS)2[159]. À champ magnétique nul, le κ-ET2Cu(NCS)2 est supraconducteur.
(b) κ/T en fonction de T2 à H = 8 T, où le κ-ET2Cu(NCS)2 est maintenant dans son état
normal. Les lignes sont des fits linéaires montrant les termes résiduels comparables. Peu
importe dans quel état il se trouve, le κ-ET2Cu(NCS)2 a une composante phononique
significativement inférieure à celle du dmit-131 telle que mesurée par le groupe de Kyoto.
Figure parue dans la Réf. [144].
quasiparticules électroniques présentes et la pente due aux phonons diminue, tel qu’attendu. Le
terme résiduel est comparable à celui rapporté dans les échantillons A, B, C et D « haut-κ » de
Yamashita et al., mais la pente phononique dans ces échantillons est de 10 à 50 fois plus grande que
dans le supraconducteur.
Une question très fondamentale se pose : comment est-il possible qu’un matériau démontre
simultanément les signatures d’une densité importante de fermions mobiles et d’un transport
phononique balistique d’une grande amplitude? Comment les spinons peuvent-ils coexister avec
une autre espèce de porteurs sans montrer le moindre signe de diffusion sur ces porteurs? La
question est encore plus troublante lorsqu’on considère la nature de cette deuxième espèce. Tel
que discuté dans la Section 5.4.2, les spinons, s’ils sont mobiles, ne peuvent contribuer au transport
thermique que s’ils sont en mesure de se thermaliser aux phonons. Les données de Yamashita et al.
suggèrent qu’il y a une composante due aux spinons visible jusqu’aux plus basses températures
atteintes, ce qui implique un fort couplage spinon-phonon qui ne disparaît pas. Or, ceci est tout à
fait incompatible avec le concept de phonons se déplaçant balistiquement sans diffuser sur quoi
que ce soit.
L’étude originale du groupe de Kyoto doit donc être approchée avec précaution. En plus d’un
sérieux problème de reproductibilité et de résultats différant grandement de ce qui est observé dans
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Bien que l’observation d’un terme résiduel κ0/T nul dans le herbertsmithite écarte la possibilité
d’avoir des excitations de spin mobiles à énergie nulle, il demeure pertinent de se demander si les
données sont compatibles avec quelconque forme de spinons mobiles. Les études théoriques[141,
142] et les mesures de RMN[136] les plus récentes favorisent le LSQ U(1) ayant des spinons de
Dirac (relation de dispersion linéaire) non gappés comme état fondamental du herbertsmithite. À
champ magnétique nul, la densité d’état de cônes de Dirac est nulle à T → 0, ce qui est compatible
avec κ0/T  0. La densité de spinons peuplant ces cônes devrait toutefois aussi augmenter de façon
rapide et monotone à température et à champ magnétique fini.
Pour vérifier si les données sont compatibles avec une composante κspinon dans la conductivité
thermique, un modèle [140] décrivant un LSQ Dirac-U(1) est utilisé pour calculer cette contribution.
Selon cemodèle, la chaleur spécifique associée à des spinons de Dirac a une dépendance quadratique







A est l’aire du plan 2D et la vitesse de Fermi vF = (aχJ)(
√
2h̄), où χ est le facteur de renormalisation
de la largeur de bande des spinons, J est la force du couplage et a est l’espacement des cellules
unités. Ce calcul à champ moyen est valide à kBT  χJ.
Dans le herbertsmithite, χ = 0.4[161], J = 190 K, a = 6.83 Å et A = 2.4×105 m2/mol. La
chaleur spécifique résultante est de C/T2 = 1.71 × 10−2 J/mol K3. La conductivité thermique
peut être obtenue avec la formule cinétique habituelle κ = 13 Cvl. En prenant un libre parcours
moyen l = 500 Å , on obtient κspinon/T = 0.12T mW/K3cm. La Fig. 5.24(a), montre que cette valeur
représente une petite fraction du signal mesuré. Une telle contribution ne serait pas incompatible
avec les données et avec un scénario de transport thermique dominé par les phonons.
Lorsqu’un champ magnétique est appliqué, le même modèle prédit une chaleur spécifique







Ceci donne C/T = 3.58H × 10−3 J/mol K2 qui mène à une conductivité thermique κspinon/T =
0.025H mW/K2T2cm, toujours avec l = 500 Å. À H = 10 T, où l’effet du champ est maximal,
κspinon/T = 0.25mW/K2cm soit presque deux fois la valeurdeΔκ(10T)/T observée à T = 0.8K (voir
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Figure 5.24 (a) Décomposition possible de la conductivité thermique du herbertsmithite en contribu-
tion venant des spinons (bleu) et des phonons (rouge). κspinon est calculé à partir d’un
modèle théorique (voir texte) et κphonon est défini comme la différence entre le signal
mesuré et κspinon. (b) Δκ(10T)/T = (κ(10T)− κ(0T))/T en fonction de la température.
En encart, schéma montrant Δκ(H)/T en fonction de la température dans un scénario
où les spinons ne sont plus couplés aux phonons sous Tdécouplage.
Fig. 5.24(b)). Toutefois, Δκ(10T)/T chute et atteint zéro à température nulle, ce qui ne correspond
aucunement à la large contribution constante en température prédite par le modèle.
Tous les calculs ont été effectués en prenant un libre parcours moyen de l = 500 Å, mais ceci est
une estimation puisque les mesures ne donnent pas accès à cette quantité. Une limite supérieure à la
valeur de l peut être déterminée en considérant que la pente de la courbe de κspinon ne peut pas être
si haute que celle-ci dépasse le plus bas point mesuré (sur la Fig. 5.24(a), κ/T = 0.02 mW/K2cm à
T = 0.06 K). Ainsi, lmax = 1400 Å, qui en soi est tout de même une grande surestimation puisque la
conductivité thermique est dominée par les phonons et l’entière amplitude à T = 0.06 K ne peut pas
possiblement être due aux spinons. Pour ce qui est de la limite inférieure de la valeur de l, celle-ci
est se situe à lmin = 300 Å, valeur qui permet de reproduire la pleine amplitude du Δκ(10T)/T
observée à T = 0.8 K. Selon les données, les valeurs de l admissibles se situent donc environ entre
300 et 1000 Å, voulant dire que les calculs effectués avec l = 500 Å devraient être valides modulo
un facteur de 2 ou moins.
Compte tenu de la discussion de la Section 5.4.2, il est important de souligner que la disparition
Δκ/T à tous les champs pourrait simplement être due au découplage spinon-phonon. Comme le
montre l’encart de la Fig. 5.24(b), il se peut que Tdécouplage dans le herbertsmithite soit supérieur à
0.8 K et que les Δκ/T chutant observés représentent la fin du processus de déconnexion du canal de
conduction des spinons. Dans cette optique, la dépendance en champ visible au dela de T = 0.2 K à
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la Fig. 5.12 pourrait être due à des spinons contribuant au transport et l’absence de dépendance
sous T = 0.2 K seraient simplement due au fait que les spinons sont entièrement découplés à très
basse température.
Bien que les données pourraient possiblement être compatibles avec des spinons mobiles excités
par le champ, il faut noter que la chute de la conductivité au-delà de H = 10 T est incompatible avec
une dispersion linéaire deDirac. De plus, commementionné plus tôt,une température de découplage
supérieure à 1 K indique que le couplage spinon-phonon est faible, ce qui est contradictoire vu le
comportement des phonons qui suggère qu’ils subissent une diffusion significative.
   	
  
Dans ce chapitre, deux des principaux candidats ayant potentiellement un état de liquide de spin
quantique ont été présentés. Tant pour le dmit-131 que pour le herbertsmithite, aucune signature
claire de la présence des spinons fermioniques mobiles tant convoités est observée. Si ces excitations
sont présentes et qu’elles conduisent la chaleur, les données placent une limite très basse sur leur
contribution au transport thermique et sur leur mobilité.
Dans le cas du dmit-131, ce résultat négatif vient indiquer que le résultat positif antérieur ayant
attiré tant d’attention souffre d’un grand problème de reproductibilité et doit être réévalué.
Pour ce qui est du herbertsmithite, il a été démontré que les résultats ne sont pas entièrement
incompatibles avec la présence de spinons mobiles dans un modèle de Dirac. La chute de la conduc-
tivité thermique qui débute à 10 T va cependant à l’encontre de ce modèle. La dépendance en champ
magnétique non monotone de la conductivité thermique du herbertsmithite reste mystérieuse, mais
une phase induite par le champ qui gèle les spins ou un effet des défauts de spin interplans sont
des bonnes pistes de réflexion.
Le portrait global qui se dresse est que la conductivité thermique dans les liquides de spin quan-
tiques semble être dominée par des phonons qui sont plutôt fortement diffusés par les excitations
magnétiques dans ces systèmes. La question du couplage (et du découplage) entre les phonons et
les spinons doit être mieux étudiée pour pouvoir jeter un regard éclairé sur les mesures de transport
thermique à très basse température. Si la théorie ne parvient pas à déterminer dans quelle mesure
les spinons devraient être visibles en conductivité thermique, des mesures à plus haute température
pourraient simplement tenter de voir si une contribution venant des spinons ou la signature d’un
découplage peuvent être observées dans ce régime.





Les matériaux magnétiques dans lesquels il existe un mécanisme évident pour frustrer le
magnétisme, comme ceux abordés dans le chapitre précédent, sont des systèmes de choix lorsqu’on
cherche à identifier un potentiel état de liquide de spin. Des matériaux qui ne répondent pas à ce
critère et qui s’écartent du genre de système habituellement étudié dans ce domaine peuvent tout de
même parfois attirer l’attention en laissant présager que leurs spins ont un comportement intrigant.
C’est le cas du FeCrAs, un métal étrange qui possède à la fois des signatures d’un liquide
de Fermi et un comportement non métallique. Bien qu’un ordre antiferromagnétique réussisse à
s’installer de ce matériau, l’existence d’un état de liquide de spin à basse température serait une
explication tentante pour parvenir à réconcilier les comportements a priori incompatibles. L’étude
décrite dans ce chapitre a cherché à déterminer si le transport thermique dans le FeCrAs ressemble
simplement à celui d’un métal, ou si des signatures d’excitations exotiques, comme celles d’un
liquide de spin, sont observables.
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Outre la confirmation expérimentale que leur magnétisme était frustré et qu’aucun ordre
magnétique n’apparaissait même aux plus basses températures atteignables, un des principaux
points qui a donné espoir que les candidats de liquide de spin quantique présentés dans le chapitre
précédent pouvaient bel et bien donner lieu a l’état exotique en question a été l’observation d’un
terme résiduel fermionique en chaleur spécifique γ ≡ C(T → 0)/T non nul. Une telle observation
a été faite dans les sels organiques dmit-131[128] et BEDT[127], ainsi que, plus récemment, dans
des isolants de Kondo tels le SmB6[162] et le YbB12[163].
La raison pour le grand engouement créé par un terme γ fini dans ces matériaux est claire. Étant
des isolants électriques, les fermions ayant une densité d’états finie à température nulle ne peuvent
pas être des électrons. La présence d’excitations de spin, tels les spinons, est une façon naturelle
d’expliquer cette observation dans ces systèmes.
La chaleur spécifique ne permettant pas de se prononcer sur lamobilité des excitations observées,
des mesures de conductivité thermique sont habituellement utilisées pour clarifier ce point. Puisque
les spinons d’un état de liquide de spin devraient être mobiles, un terme κ0/T fini est attendu
si ce scénario est réalisé. Ceci a été observé dans le dmit-131[124], dans le SmB6[162] et dans le
YbB12[163]. Cependant, tel qu’expliqué dans le chapitre précédent, les résultats obtenus dans le
dmit-131 n’ont pas pu être reproduits et ont été remis en question[144, 157], tout comme ceux
obtenus dans le SmB6[152].
   	

Le FeCrAs est un pnicture de fer stœchiométrique non supraconducteur ayant une structure
hexagonale (Fig. 6.1). Du côté magnétique, il devient antiferromagnétique sous une température
de Néel TN  120 K. Pourquoi alors discuter de ce matériau dans le contexte des liquides de spin si
un ordre magnétique peut s’y installer ? La raison est un comportement étrange qui semble en faire
à la fois un bon métal et un mauvais métal.
La chaleur spécifique du FeCrAs, tracée à la Fig. 6.2, montre un coefficient de Sommerfeld
γ  30 mJ/mol K2[164]. Ce terme fermionique relativement grand est typique d’un liquide de
Fermi. Or, la résistivité électrique de ce matériau est non métallique, augmentant au fur et à mesure
que la température décroît, et ce, dès 900 K[164]. Les résistivités dans le plan hexagonal et hors-plan
sont montrées à la Fig.6.3. Il est important de préciser que la résistivité ne diverge pas à T → 0 et
que « non métallique » n’est pas utilisé comme synonyme de « isolant ».
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Figure 6.1 Structure cristalline hexagonale du FeCrAs, vue du haut des plans hexagonaux. Le fer est
coloré en vert, le chrome en bleu de l’arsenic en rouge. Figure tirée de la Réf. [164].
Figure 6.2 Chaleur spécifique C/T du FeCrAs en fonction de la température, montrant un large
terme résiduel fermionique γ  30 mJ/mol K2. Figure tirée de la Réf. [164].
La question est donc la suivante : comment peut-on réconcilier une chaleur spécifique suggérant
un liquide de Fermi ayant une importante densité d’états à température nulle avec une résistivité
électrique qui est non métallique jusqu’aux plus basses températures atteignables?
Des mesures de diffusion inélastique de neutrons ont démontré que des fluctuations magné-
tiques persistent jusqu’à 80 meV (∼ 927 K) dans le FeCrAs[165], soit bien au-delà de TN sur une
échelle énergétique. Ceci suggère que le magnétisme pourrait être à l’origine du comportement non
métallique de la résistivité qui est présent jusqu’à très haute température. De plus, des mesures de
conductivité optique ont permis de conclure que l’augmentation de la résistivité avec la température
décroissante est principalement due à une augmentation du taux de diffusion, et non à une perte
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Figure 6.3 Résistivité électrique du FeCrAs selon l’axe a (en rouge, axe vertical gauche) et selon l’axe c
(en noir, axe vertical droit). (Encart) La résistivité selon l’axe a montre qu’il n’y a pas de
divergence à basse température (axe horizontal du bas) et que la magnétorésistance est
très faible (axe horizontal du haut, mesure à 170 mK). Figure tirée de la Réf. [164].
de porteurs[166]. Cette dernière étude suggère qu’un couplage de Hund pourrait expliquer le
comportement non métallique. En effet, dans un métal de Hund, les corrélations intra-atomiques
induites par le couplage de Hund, qui déterminent la répartition des électrons dans les différentes
orbitales, entravent le transport et peuvent donner lieu à une résistivité électrique suivant la même
loi de puissance à basse température (∼ T0.6) que ce qui est observé expérimentalement[167].
Les métaux de Hund diffèrent des systèmes fortement corrélés dans lesquels la physique de Mott
domine, puisque cette dernière mène habituellement à des comportements carrément isolants.
Les comportements étranges observés expérimentalement ainsi que la combinaison de fortes
fluctuations magnétiques et de corrélations magnétiques font du FeCrAs un système dans lequel
un état de liquide de spin « caché » serait envisageable[168]. Le magnétisme serait non seulement
la cause du comportement non métallique de la résistivité en fonction de la température, mais il
pourrait aussi engendrer un coefficient de Sommerfeld non nul à T → 0 si des excitations de spin
fermioniques (des spinons) sont présentes dans cette limite.
Telle est donc la justification pour considérer le FeCrAs comme un potentiel liquide de spin et
pour tenter d’observer des spinons mobiles dans ce système à travers la conductivité thermique.
Puisqu’il s’agit d’unmétal, le terme résiduel fermionique κ0/T obtenu devrait être fini simplement en
raison de la présence d’électrons mobiles et, dans ce matériau-ci, cette observation par elle-même ne
permettrait pas de postuler la présence de spinons. Il sera nécessaire d’utiliser la loi de Wiedemann-
Franz pour comparer le transport thermique et le transport électrique. Si la conductivité thermique
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mesurée excède la valeur prédite en utilisant les mesures électriques et la loi de Wiedemann-Franz,
cela signifierait qu’une deuxième espèce fermionique, autre que les porteurs de charge, contribue
au transport thermique.
   	
Deux échantillons monocristallins ont été mesurés pour cette étude. Ils ont été synthétisés en
faisant fondre des quantités stœchiométriques des éléments constituants, comme décrit dans la
Réf. [169]. L’orientation des cristaux a été déterminée à l’aide d’un diffractomètre de Laue. Les
échantillons ont été taillés et polis avant de poser des contacts permettant de mesurer la conductivité
thermique dans le plan hexagonal sur un échantillon et la conductivité thermique hors-plan dans
l’autre. L’échantillon axe c a été contacté avec des soudures Sn/Pb et l’échantillon axe a avec de la
laque d’argent. Les dimensions sont de 4.7 × 0.3 × 0.5 mm3 et de 0.6 × 1.4 × 0.1 mm3 (longueur ×
largeur × épaisseur) pour les échantillons axe c et axe a respectivement.
Les mêmes contacts ont été utilisés pour les mesures électriques et thermiques, ce qui annule
l’incertitude liée aux dimensions de l’échantillon lorsque les quantités sont comparées pour vérifier
la loi de Wiedemann-Franz. Pour les deux échantillons, lorsqu’un champmagnétique a été appliqué,
celui-ci était dans le plan hexagonal, perpendiculairement à l’axe c et au courant thermique appliqué.
   	 
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
Les données de conductivité thermique pour les deux orientations sont montrées à la Fig. 6.4.
Chaque courbe est accompagnée d’un fit linéaire κ/T = a + bT sur les points sous 400 mK, où le
paramètre a donne le terme résiduel fermionique κ0/T. À champ magnétique nul, κ0/T = 50 ± 20
et 30 ± 20 μW/K2cm selon l’axe c et l’axe a respectivement.
La Fig. 6.5 montre le résultat des mesures de résistivité électrique sur les deux échantillons.
Le champ était nul pour l’axe a, mais un faible champ de 0.5 T était nécessaire sur l’échantillon
axe c pour éliminer la supraconductivité de ses contacts soudés. Les courbes sont en très bon
accord qualitatif avec les données dans la littérature[164]. En particulier, le régime des très basses
températures suit les mêmes lois puissance qui avaient été rapportées, soit ρ ∝ T0.7 selon l’axe c
et ρ ∝ T0.6 selon l’axe a. Des fits ayant ces dépendances en températures permettent d’extrapoler
la résistivité à T → 0. Les valeurs obtenues sont de ρ0 = 540 ± 1 et 569 ± 1 pour l’axe c et l’axe a,
respectivement.
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Figure 6.4 Conductivité thermique du FeCrAs, tracée comme κ/T en fonction de la température,
mesurée selon l’axe c (panneaux (a) et (b)) et selon l’axe a (panneaux (c) et (d)) à
différentes amplitudes de champ magnétique externe. Les lignes pointillées fines sont des
fits linéaires aux données κ/T = a + bT (où a ≡ κ0/T) sous 0.4 K. Les lignes pointillées
grasses des panneaux (a) et (c) sont les contributions phononiques calculées dans la limite
balistique (voir la section Discussion) auxquelles sont additionnés les termes résiduels
à champ nul respectifs. Les losanges noirs des panneaux (a) et (c) à température nulle
donnent les termes résiduels κ0/T calculés à partir des résistivités à T → 0, ρ0, extraites
à la Fig. 6.5. Les carrés ouverts verts du panneau (a) représentent une mesure effectuée
lorsque le champ magnétique de 10 T a été appliqué à 40 K, au-delà de la température
d’environ 10 K où les spins gèlent dans ce matériau[170].
En utilisant ces ρ0, la loi de Wiedemann-Franz prédit des conductivités résiduelles de κ0/T =
L0/ρ0 = 45 ± 1 et 43 ± 1 μW/K2cm pour l’axe c et l’axe a, respectivement. La loi de Wiedemann-
Franz étant vérifiée, il est possible de conclure qu’il n’y a aucune contribution fermionique à la
conductivité thermique autre que celle des électrons et qu’il n’y a pas de spinons mobiles dans le
FeCrAs.
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Figure 6.5 Résistivité électrique du FeCrAs en fonction de la température selon l’axe c (panneaux
(a) et (b)) et selon l’axe a (panneaux (c) et (d)). Un faible champ magnétique de 0.5 T a
dû être appliqué à l’échantillon axe c pour éliminer la supraconductivité de ses contacts
soudés. Les données sont qualitativement très semblables à celles de la Réf. [164] et une
différence de la qualité des cristaux ou l’incertitude sur les dimensions des échantillons
pourraient expliquer les amplitudes différentes. Comme le montrent les fits des panneaux
(b) et (d), les données à basse température suivent des lois de puissance identiques à
celles rapportées dans la Réf. [164]. Ces fits permettent d’extraire la résistivité à T → 0, ρ0.
Comme le montre la Fig. 6.4, la conductivité thermique du FeCrAs montre une dépendance en
champ très particulière. Bien que le terme résiduel ne varie pas de façon appréciable en fonction
du champ, la pente des courbes diminue de façon significative lorsque le champ est initialement
augmenté. Cette tendance persiste jusqu’à 10 - 12 T et, par la suite, continuer d’augmenter le
champ appliqué engendre une remontée de la pente. La dépendance non monotone en champ de
la conductivité thermique est mieux visualisée à la Fig. 6.6, où celle-ci est tracée directement en
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fonction du champ le long de différents isothermes.
Figure 6.6 Dépendance en champ de la conductivité thermique du FeCrAs à différentes températures
pour l’axe c (a) et l’axe a (b). Les points à température finie sont issus des courbes de la
Fig. 6.4 et les points à température nulle sont les termes résiduels κ0/T extraits des fits
linéaires sur ces courbes.
Pour mieux comprendre l’effet du champ, les paramètres des fits linéaires de la Fig. 6.4, soit
le terme résiduel fermionique κ0/T et la pente phononique b, sont tracés en fonction du champ
magnétique à la Fig. 6.7. On observe que κ0/T varie effectivement très peu en fonction du champ,
étant pratiquement constant, à l’intérieur des barres d’erreurs (panneaux du haut de la Fig. 6.7). La
dépendance en champ vient entièrement de la contribution phononique, dont la pente chute d’un
facteur de plus de deux entre sa valeur à champ nul et à son minimum à ∼ 12 T (panneaux du bas
de la Fig. 6.7).
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Figure 6.7 Dépendance en champ des paramètres des fits linéaires κ/T = κ0/T + bT de la Fig. 6.4
pour l’axe c (panneaux (a) et (c)) et pour l’axe a (panneaux (b) et (d)). Les lignes
pointillées des panneaux (a) et (b) donnent la conductivité L0/ρ0 prédite par la loi de
Wiedemann-Franz (calculée avec les valeurs à champ nul). Les termes résiduels κ0/T
sont en accord avec la loi de Wiedemann-Franz à champ nul et ils ont une très faible
dépendance en champ. La pente b du terme phononique atteint un minimum prononcé à
∼ 12 T, tant pour l’axe c que pour l’axe a.
Tout comme dans les matériaux du chapitre précédent dont la conductivité thermique était
principalement due aux phonons, il est intéressant de mieux caractériser la contribution phononique
dans le FeCrAs en la comparant au cas du transport phononique balistique. Dans cette limite,
la conductivité est limitée par le libre parcours moyen maximal lph = 2
√
wt/π permis par la
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section transverse des échantillons. Dans le cas des échantillons axe c et axe a, lph = 440 et 480 μm,
respectivement. La chaleur spécifique phononique du FeCrAs, extraite des données de la Réf. [164],
est de Cph = 3.44 J/m3K4 T3, ce qui équivaut à une vitesse du son moyenne vph = 3300 m/s (selon
l’Éq. 1.11).
Les contributions phononiques κph = 13 Cphvphlph calculées ainsi sont représentées par les lignes
pointillées grasses des panneaux (a) et (c) de la Fig. 6.4 (les termes résiduels à champ nul respectifs
sont additionnés aux courbes pour faciliter la comparaison avec les données). Les données sont
bien en dessous de l’évolution en température attendue dans la limite balistique et la dépendance
en température de κ/T est linéaire, indiquant que les phonons sont fortement diffusés, même à
champ nul. Le FeCrAs n’étant pas un isolant, de la diffusion électron-phonon est naturellement
attendue. Cependant, la dépendance en champ suggère la diffusion est d’origine magnétique, du
moins en partie. Bien qu’une dépendance en champ de la diffusion électron-phonon pourrait être
engendrée par la modification des propriétés électroniques par le champ magnétique externe, un
tel effet serait monotone. Le comportement non monotone observé suggère donc la présence d’une
autre source de diffusion ou d’une transition magnétique.
Si des fluctuations de spin étaient responsables de la diffusion observée, une attente naïve serait
que l’application d’un champ magnétique devrait gapper ces fluctuations (dû à l’effet Zeeman
associé) et ainsi réduire le taux de diffusion et augmenter la conductivité thermique. Ce scénario
se réalise, par exemple, dans le SmB6[152]. L’effet du champ magnétique va dans le sens inverse
dans le FeCrAs, du moins jusqu’à ∼12 T, où la conductivité thermique phononique atteint son
minimum. Un comportement très similaire est observé dans le α-RuCl3[148], comme le montre la
Fig. 6.8. La conductivité thermique de ce matériau diminue en fonction du champ jusqu’à 7.5 T,
qui est le champ critique auquel l’ordre en zigzag disparaît, et remonte à plus haut champ. Cette
comparaison suggère que le minimum observé dans le FeCrAs pourrait être la signature d’une
transition magnétique à ∼ 12 T.
La conductivité thermique n’ayant pas détecté de contribution anormale au transport, l’origine
du large γ observé en chaleur spécifique demeure inconnue. Puisque les excitations en cause ne
sont pas mobiles, des mesures de chaleur spécifique en fonction du champ seraient un bon outil
pour étudier l’évolution des excitations avec le champ et pour tenter de détecter une transition
magnétique.
La nature de la potentielle transition est difficile à prédire avec l’information présentement
disponible. Une transition spin-flop est improbable vu la température de Néel TN ∼ 120 K et le faible
« champ critique » de ∼ 12 T. Des mesures récentes de diffraction des neutrons[171] ont observé un
réalignement des spins ordonnés à plus basse température, qui pourrait être un phénomène relié.
Entre 90 K et 50 K, les spins passent d’un alignement plus ou moins selon l’axe c vers un alignement
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Figure 6.8 La conductivité thermique du α-RuCl3 a un minimum prononcé à 7.5 T, champ critique
auquel l’ordre magnétique en zigzag disparaît. Figure tirée de la Réf. [148]
dans le plan a − b. Tenter ces mesures en champ pour voir comment ce réalignement est affecté
serait très pertinent.
   		 
 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Comme plusieurs matériaux magnétiques complexes, le comportement du FeCrAs à basse tem-
pérature est sensible au désordre dans le matériau. L’aimantation des échantillons plus désordonnés
peut commencer à se comporter différemment dès 40 K selon qu’ils sont refroidis sous champ ou si
le champ est seulement appliqué une fois rendu à basse température. Dans des échantillons plus
propres, comme ceux mesurés dans la présente étude, de telles différences dans l’aimantation, dues
au gel de spins, sont observables sous 10 K[170].
Pour les mesures présentées précédemment, les échantillons avaient été refroidis à champ nul
et le champ appliqué avait toujours été changé sous 1 K. Pour vérifier si un comportement de type
verre de spin est responsable de la dépendance en champ observée, la mesure à 10 T sur l’échantillon
axe c a été effectuée une deuxième fois en appliquant le champ à 40 K et en refroidissant le système
par la suite. La courbe résultante, tracée à la Fig. 6.4(a), est parfaitement identique à celle obtenue
après avoir appliqué le champ à basse température. Le gel de spins n’est donc pas la cause de la
dépendance en champ.
Un parallèle intéressant peut être fait avec le verre de spin isolant Eu0.44Sr0.56S. Dans ce matériau,
la conductivité thermique ne montre aucune signature à la température de gel des spins Tg et ne
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semble avoir aucun effet de mémoire pour ce qui est de la manière dont un champ magnétique
est appliqué[172]. Cependant, un champ magnétique de quelques teslas a tout de même l’effet
d’augmenter la conductivité thermique d’environ 50%. L’interprétation des auteurs était que les
phonons sont principalement diffusés par des excitations magnétiques de basse énergie et que le
champ gappe celles-ci. La chaleur spécifique du Eu0.44Sr0.56S supporte aussi cette conclusion. Un
γ fini à champ nul (malgré une contribution fermionique κ0/T nulle) se voit diminuer lorsqu’un
champ magnétique est appliqué[173], puisque celui-ci vient réduire la densité d’excitations. Il
est vraisemblable qu’un scénario similaire se déroule dans le FeCrAs au-delà de ∼ 12 T, d’où
l’importance de mesurer sa chaleur spécifique sous champ magnétique.
   	
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La conductivité thermique fermionique κ0/T du FeCrAs obéit à la loi de Wiedemann-Franz, ce
qui indique qu’elle est entièrement due aux électrons et qu’aucune contribution venant d’excitations
de spin n’est détectable. Le terme linéaire γ en chaleur spécifique ne provient donc pas de spinons
mobiles, mais doit plutôt provenir d’excitations magnétiques fermioniques localisées ou d’une
physique de Hund plus exotique.
La contribution phononique à la conductivité thermique, elle, montre un minimum prononcé
à environ 12 T, ce qui indique que des excitations magnétiques sont les principales sources de
diffusion pour les phonons. Le champ magnétique pourrait agir sur le caractère de verre de spin du
FeCrAs ou il pourrait carrément induire une transition dans l’ordre antiferromagnétique présent,
par exemple, en forçant un réalignement des spins.
Pour explorer la possibilité d’une transition magnétique, les mesures de chaleur spécifique
devraient être étendues à champ magnétique fini afin de vérifier si une transition est visible à 12 T.
La diffraction de neutron devrait être utilisée sous champ pour voir si la transition qu’elle observe à
plus haute température à champ nul se déplace vers T → 0 à 12 T. L’évolution de la susceptibilité
magnétique en champ devrait aussi être étudiée puisqu’elle pourrait clarifier la nature de l’effet
observé.
 
Cette thèse s’est voulue, en plus d’un document résumant les travaux accomplis lors d’un
doctorat et permettant de clôturer celui-ci, un aperçu de la physique qu’il est possible de sonder à
l’aide de mesures de conductivité thermique. Le domaine des matériaux quantiques est vaste et la
phénoménologie qu’il renferme est riche et variée. Cependant, les mesures de transport thermique
ont leur mot pertinent à dire dans la majorité des cas et elles ne laissent pas de doute quant à leur
utilité.
Dans un premier projet, la conductivité thermique du cuprate LSCO a été mesurée dans un
régime de dopage où l’onde de densité de spin peut être induite à l’aide d’un champ magnétique
modeste. Ceci a permis d’observer une détérioration de la conductivité thermique lorsque le champ
fait apparaître l’ODS, permettant de faire le lien entre les comportements déjà observés à plus faible
dopage, où l’ODS existe à champ nul, et à plus fort dopage, où un champ intense est requis pour
induire l’ODS. Cette détérioration du transport thermique étant liée aux fameuses remontées de la
résistivité électrique déjà observées, ces travaux ont permis de conclure que l’ODS, et non la phase
pseudogap, est l’ingrédient clé nécessaire pour voir apparaître les remontées. Dans le LSCO, la
coïncidence de l’apparition des remontées lors de mesures dans la phase normale à fort champ
magnétique avec l’entrée dans la phase pseudogap se trouve à être due au fait que le champ permet
à l’ODS de s’étendre jusqu’au dopage critique p∗ du pseudogap.
Un deuxième projet s’est penché sur le Sr2RuO4, un supraconducteur non conventionnel long-
temps pris comme étant un supraconducteur p-wave avec un appariement en triplet. En accord avec
les résultats plus récents qui réfutent cette idée, la conductivité thermique montre un comportement
typique de supraconducteur d-wave et suggère donc que le gap supraconducteur a une symétrie
bien moins exotique que celle qui était espérée.
Le cinquième chapitre a décrit deux projets qui ont porté surdesmatériaux ayant potentiellement
un état de liquide de spin quantique : le EtMe3Sb[Pd(dmit)2]2 et le herbertsmithite. Des mesures
sur plusieurs échantillons de EtMe3Sb[Pd(dmit)2]2 ont montré une excellente reproductibilité et
une indépendance des résultats sur différents facteurs qui auraient possiblement pu affecter les me-
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sures. Ces résultats, et les résultats identiques d’une étude indépendante[157], viennent contredire
l’observation de spinons très mobiles fortement citée faite en 2010[124]. Le herbertsmithite n’a lui
non plus pas exhibé de signature claire d’excitations de spin mobiles. Ces deux études ne peuvent
pas totalement exclure la possibilité que ces matériaux soient les hôtes de spinons mobiles, mais
elles imposent une limite très basse à la mobilité de ces excitations si elles sont présentes. Les deux
études sont aussi en accord sur le fait que les phonons sont fortement diffusés dans ces systèmes.
Puisque ces matériaux sont des isolants, des excitations magnétiques (spinons ou autres) doivent
être en cause.
Le dernier chapitre a détaillé des mesures sur le FeCrAs, un métal étrange ayant aussi des
comportements non métalliques. Sa conductivité thermique montre une contribution fermionique,
mais, puisque celle-ci obéit à la loi de Wiedemann-Franz, elle doit être d’origine électronique.
Aucune trace d’excitations de spin n’est donc observable, ne permettant pas de supporter l’idée
qu’un état de liquide de spin pourrait expliquer les comportements étranges de ce matériau. La
conductivité thermique des phonons a toutefois révélé ce qui semble être une transition magnétique,
mais d’autres travaux devront clarifier sa nature.
Dans ces projets, des états exotiques trouvés dans des matériaux quantiques de natures très
différentes ont pu être scruté en profondeur grâce à la mesure du transport thermique. Les données
présentées et leur qualité démontrent la puissance des mesures de conductivité thermique dans
diverses applications. La reproductibilité, la fiabilité quantitative et la dépendance directionnelle
des mesures effectuées ainsi que les gammes de température et de champ magnétique accédées
ont ensemble mené à des analyses poussées qui ont permis d’avancer notre compréhension des
différents matériaux en se positionnant sur les scénarios théoriques avancés ou en permettant de
proposer les grandes lignes de scénarios nouveaux. Les différents projets représentent un mélange
de résultats originaux et d’études qui ont apporté plus de précision sur des mesures déjà effectuées
permettant ainsi d’apporter nuance ou réfutation à des notions communément acceptées.
N’ayant plus de contenu scientifique à partager, l’auteur remercie ceux et celles ayant eu le
courage d’atteindre ces dernières lignes en espérant leur avoir apporté quelque chose de nouveau,





Cette annexe contient toutes les courbes de conductivité thermique en fonction de la température
pour les quatre échantillons de LSCO mesurés dans l’étude décrite au Chap. 3. Certaines courbes
ont déjà été présentées à la Fig. 3.13.
   p = 0.13
Les données de cet échantillon on été fittées sous 0.4 K avec une loi de puissance κ0/T = a + bTc,
où le paramètre a donne le terme résiduel κ0/T.
Champ magnétique (T) a b c
0 0.095 0.785 1.63
0.5 0.086 0.741 1.58
1 0.083 0.764 1.65
5 0.059 0.759 1.63
7 0.052 0.692 1.52
10 0.052 0.700 1.55
Table A.1 Paramètres des fits en loi de puissance κ0/T = a + bTc pour l’échantillon LSCO p = 0.13.
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Figure A.1 Conductivité thermique en fonction de la température du LSCO p = 0.13 pour différentes
amplitudes de champ magnétique appliqué selon l’axe c.
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p
Les données de cet échantillon on été fittées sous 0.4 K avec une loi de puissance κ0/T = a + bTc,
où le paramètre a donne le terme résiduel κ0/T.
Champ magnétique (T) a b c
0 0.151 0.642 1.40
0.5 0.172 0.694 1.55
1 0.164 0.649 1.51
5 0.136 0.663 1.64
7 0.124 0.671 1.70
10 0.106 0.608 1.64
15 0.087 0.543 1.56
Table A.2 Paramètres des fits en loi de puissance κ0/T = a + bTc pour l’échantillon LSCO p = 0.136.
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Figure A.2 Conductivité thermique en fonction de la température du LSCO p = 0.136pourdifférentes
amplitudes de champ magnétique appliqué selon l’axe c.
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Figure A.3 Conductivité thermique en fonction de la température du LSCO p = 0.136pourdifférentes
amplitudes de champ magnétique appliqué selon l’axe c.
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   p  	

Les données de cet échantillon on été fittées sous 0.3 K avec une fonction linéaire κ0/T = a + bT,
où le paramètre a donne le terme résiduel κ0/T.










Table A.3 Paramètres des fits linéaires κ0/T = a + bT pour l’échantillon LSCO p = 0.143.
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Figure A.4 Conductivité thermique en fonction de la température du LSCO p = 0.143pourdifférentes
amplitudes de champ magnétique appliqué selon l’axe c.
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Figure A.5 Conductivité thermique en fonction de la température du LSCO p = 0.143pourdifférentes
amplitudes de champ magnétique appliqué selon l’axe c.
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   p  	

Les données de cet échantillon on été fittées sous 0.4 K avec une fonction linéaire κ0/T = a + bT,
où le paramètre a donne le terme résiduel κ0/T.







Table A.4 Paramètres des fits linéaires κ0/T = a + bT pour l’échantillon LSCO p = 0.18.
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Figure A.6 Conductivité thermique en fonction de la température du LSCO p = 0.18 pour différentes
amplitudes de champ magnétique appliqué selon l’axe c.
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