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ABSTRACT  
Salamanca has been ranked as one of the most polluted cities in Mexico. The industry in the area led to a major 
economic development and rapid population growth in the second half of the twentieth century. The concerning 
registered pollutants are sulfur dioxide (SO2) and particles in the order of 10 micrometers or less (PM10). The prediction 
of concentrations of those pollutants can be a powerful tool in order to take preventive measures such as the reduction 
of emissions and alerting the affected population. This work presents a forecasting model to predict average 
concentration of PM10 for the next 24 hours. The proposed model uses a combination of Multilayer Perceptron Neural 
Network and clustering algorithm. The source database used contains historical time series of meteorological variables 
and concentrations of PM10 collected in three different stations in Salamanca. The clustering algorithms have been 
implemented in order to find relationships between PM10 and meteorological variables. These relationships will help us 
to get additional information that will be used in the prediction model. The proposed model was compared, for accuracy 
and validation purposes, with a simple Multilayer Perceptron and a multiple Linear Regression. The performance 
estimation is determined using the Root Mean Square Error (RMSE) and the Mean Absolute Error (MAE). The obtained 
results show the importance of this set of meteorological variables in the prediction of pollutant concentrations. 
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1. Introduction 
 
Atmospheric pollution is currently one of the most important 
environmental problems at global scale (U.S. EPA, 2012). It affects 
all societies, no matter the degree of socioeconomic development 
they have, and has a significant impact on human health. 
According to a recent study, carried out by the European 
Environmental Agency, atmospheric pollution is the environmental 
factor with the greatest impact on human health in Europe and is 
responsible for the greatest number of environmentally related 
illnesses. The estimates of this study show that 20 million 
European citizens suffer from respiratory problems every day 
related to air pollution (SESA, 2008).  
 
The air quality in cities varies depending on the degree of 
industrialization, population density, traffic density, topographical 
characteristics and meteorological variables (Nagendra and Khare, 
2004; Celik and Kadi, 2007; Sousa et al., 2008; D’Amato et al., 
2010; Jun et al., 2014). The global and regional variations in the 
climate together with the topographical conditions of the studied 
area, affect the transport and dispersion of pollutants (Perez et al., 
2000; Lee et al., 2008). In industrialized cities, the pollutants 
emitted by the industrial areas have the most significant effect in 
environmental pollution (Kanaroglou et al., 2005; Mandurino and 
Vestrucci, 2009). It has been already proved that severe episodes 
of pollution might not only be due to sudden increases in the 
concentration of the pollutants but also to certain meteorological 
conditions that reduce the ability of the atmosphere to disperse 
the concentrations (Elminir, 2005; Nicolas et al., 2009; Pearce et 
al., 2011). Among the meteorological parameters, wind speed can 
be effective in decreasing pollutants concentration. Wind patterns, 
clouds, rain and temperature can affect how quickly pollutants 
move away from an area (Turias et al., 2008). 
 
The changes in the chemical composition of the atmosphere 
could also produce changes in climate, bring acid rain, destroy the 
ozone layer (Gao et al., 2009; Zhang et al., 2012) and affect the 
Earth's biodiversity (Lejeusne et al., 2010). Air quality is decisive for 
human health and the environment, for this reason it is necessary 
to develop management and control strategies that safeguard the 
environment (Bhanarkar et al., 2005; Lumbreras et al., 2008; Kurt 
and Oktay, 2010). These problems have attracted the interest of 
environmental authorities and researchers, which have developed 
different air quality models as forecasting strategies. 
 
The main objective of this article is to predict the concentra-
tions of PM10 for the city of Salamanca (Mexico), where they 
frequently exceed the legislated air quality standards (Barron–
Adame et al., 2012; IEEG, 2013). The inhalation of polluted air with 
such a concentration of particulate matter or irritant gases (NO2 
and SO2) is associated with both short–term and long–term health 
effects, most of which, impact on the respiratory and cardio-
vascular systems (Jun et al., 2014). In this paper, we propose a 
model for the prediction of the average concentration of PM10 for 
the next 24 hours. The model is based on artificial neural networks 
combined with clustering algorithms. The proposed model is 
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compared with a simple MLP and a linear regression model, for 
accuracy validation purposes. The article is organized as follows: in 
Section 2, a brief review of prediction models is made, focusing on 
artificial neural networks models; in Section 3, the materials and 
methods used in this article are presented; the results of the 
implemented models are included in Section 4. Section 5 discusses 
the obtained results while the conclusions are presented in 
Section 6. 
 
2. Related Works 
 
Several forecasting models have been developed with the aim 
of obtaining the concentrations of atmospheric pollutants. They 
can be categorized into two groups: mathematical models and 
physical models. The physical models are representations, at a 
small scale, of atmospheric dispersion, for example, wind tunnels 
(Hrust et al., 2009).  
 
The mathematical models are those which are based on 
physical/chemical principles (Gokhale and Khare, 2004). The 
mathematical models can be deterministic or empirical; determin-
istic models are based on equations that represent atmospheric 
processes. These models do not require a large amount of data, 
but need to know the sources of pollution, emission volumes, the 
chemical composition of the gases, together with the physical 
processes of the atmosphere. Among other models, we can 
highlight: box models (Jorquera, 2002), Gaussian models (Jerrett et 
al., 2005), Eurelian models (McHenry et al., 2004), Lagrangian 
models (Brzozowska, 2013). The empirical models are based on 
statistical and empirical equations, among the data relative to 
pollution and other variables that may influence it. These models, 
in general, require more data than deterministic models, and are 
generally limited to an area and specific conditions. Among other 
models, we can highlight: Persistence (D’Amico et al., 2014), Box–
Jenkins (Sharma et al., 2009), Linear Regression (Banja et al., 2012; 
Huebnerova and Michalek, 2014), single point areal estimation 
(SPA) (Wang et al., 2013), and models based on artificial 
intelligence (Ibarra–Berastegi et al., 2008; Kurt and Oktay, 2010; 
Oprea and Iliadis, 2011; Elangasinghe et al., 2014).  
 
Artificial intelligence models have been widely used for the 
prediction of air pollutants (concentrations or criteria pollutant 
levels), specially the artificial neural networks (ANNs) (Perez et al., 
2000; Ordieres et al., 2005; Ibarra–Berastegi et al., 2008; Kurt and 
Oktay, 2010; Elangasinghe et al., 2014). These models have proven 
to be suitable for the prediction of air pollutants, especially in cities 
where there are monitoring networks to measure the pollutant 
concentrations and the meteorological variables. 
 
ANNs are elements inspired by the structure and functioning 
of biological nervous systems. ANNs are made up of simple 
elements operating in parallel. One of the main properties of these 
systems is the capacity to learn and generalize based on real 
examples (Marcano–Cedeno et al., 2011). That is, the network 
learns to recognize the relationship between the series of inputs 
provided as examples and their corresponding outputs. After the 
learning, when the network is presented with a new input, it is able 
to offer an output based on the functional relationship established 
in it.  
 
The ANN models vary depending on the available data and 
each model needs to be trained for every specific city, adapting it 
to the weather conditions, the pollutant emissions, the traffic 
information, the day of the week, the date, the cloud cover, etc. 
(Elangasinghe et al., 2014). The prediction horizon of these models 
can vary from 1 to 48 hours in advance. Different structures have 
been used by the researchers, such as: Multilayer Perceptron 
(MLP), Elman ANN, Radial Basis Function (RBF) and Generalized 
Regression Neural Network (GRNN) (Perez et al., 2000; Ordieres et 
al., 2005; Ibarra–Berastegi et al., 2008; Kurt and Oktay, 2010; 
Elangasinghe et al., 2014). 
Ordieres et al. (2005), implemented a MLP, RBF and two 
classical models were built (persistence model and linear 
regression) for PM2.5 forecasting. Their results demonstrated that 
the neural approach not only outperformed the classical models 
but also showed fairly similar values among different topologies, 
obtaining the best result with a MLP. Kukkonen et al. (2003) 
implemented a MLP for the prediction of urban NO2 and PM10 
concentrations, using information of traffic flow and meteoro-
logical variables as input data, their results showed that the NO2 
model performance is better than the PM10 model. Kurt et al. 
(2008) have applied a MLP for prediction of pollutant levels (SO2, 
PM10 and CO), using seven ANN input variables (temperature, wind 
direction, pressure, day and night temperature, relative humidity 
and wind speed), obtaining a higher error for SO2 than the other 
two pollutants. Ibarra–Berastegi et al. (2008) predicted hourly 
levels of five pollutants (SO2, CO, NO2, NO and O3), using MLP, RBF 
and GRNN. They used historical records of the traffic and 
meteorological variables for their models. Their results indicated 
that the GRNN and RBF can perform as well or even better than 
MLP. The feed forward neural network (FFNN) and linear 
regression have been applied for the prediction of PM10 in Grecee 
(Sfetsos and Vlachogiannis, 2010) using meteorological variables 
(wind direction, temperature and relative humidity). These models 
used data of 24 hours and its average to make the final prediction. 
Paschalidou et al. (2011) used a MLP and a RBF for hourly PM10 
forecasting in Cyprus, the model was based on a variety of 
meteorological and pollutant parameters corresponding to 2–
years. The evaluation reveals that the MLP models display the best 
forecasting performance. Elangasinghe et al. (2014) applied MLP 
techniques for NO2 concentration forecasting; their models used 
meteorological parameters (WS, WD, T, relative humidity and solar 
radiation) and hour of the day, day of the week and month as 
inputs. Their results showed that the developed model 
outperformed a linear regression model. 
 
3. Material and Methods 
 
3.1. Study area 
 
Salamanca city is located in the state of Guanajuato, Mexico, 
and it has an approximate population of 260 769 inhabitants 
(INEGI, 2010). The city is 340 km northwest from Mexico City, with 
coordinates 20°34'09'' North latitude, and 101°11'39'' West 
longitude. Many local factors have resulted in an increase of SO2 
and PM10 in the last years (IEEG, 2013): the population growth, the 
car traffic increase, the local industry, including a petrol refinery 
and a thermoelectric power plant, the emissions produced by 
agriculture, as well as the topography and the climatic character-
istics. Currently, Salamanca is ranked as one of the most polluted 
cities in Mexico (IEEG, 2007; IIL, 2007; Barron–Adame et al., 2012; 
IEEG, 2013).  
 
The Automatic Environmental Monitoring Network (AEMN) 
was installed in Salamanca in 2007; it includes three fixed stations 
and one mobile station (IEEG, 2007). The fixed stations cover 
approximately 80% of the urban area and the distance between 
them is 1.5 kilometers. The mobile station covers the remaining 
20%. The Figure 1 shows the location of each monitoring station in 
the city. Each station has the necessary instrumentation to 
measure the concentration of criteria pollutants (U.S. EPA, 2012) 
as well as the meteorological variables. The measured meteoro-
logical variables are: wind direction (WD), wind speed (WS), 
temperature (T), relative humidity (RH), atmospheric pressure (AP), 
precipitation (P) and solar radiation (SR). For this paper, we used 
information from the three fixed monitoring stations: Nativitas 
(NA), DIF and Cruz Roja (CR). 
 
3.2. Methodology 
 
The proposed model predicts the average concentration of 
PM10 for the next 24 hours. All the following study is based on the 
information provided by the AEMN. The model is based on artificial 
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neural networks combined with clustering algorithms. The 
clustering algorithms have been implemented in order to find 
relationships among pollutant and meteorological variables. These 
relationships help us to get additional information in order to 
obtain a more accurate prediction model. The proposed model was 
compared with two other ones, the first based on Multiple Linear 
Regression (MLR) and the second based on a simple MLP (Cortina–
Januchs et al., 2009). The Figure 2 shows the methodology for the 
proposed model. 
 
 
Figure 1. Distribution of monitoring station in the study area. 
 
The methodology has the following operational steps: 
 
x Data preparation for forecasting: in this step, the validation of 
the input data is performed. Validated data are grouped using 
clustering algorithms, which allow extracting additional 
information that will be used for prediction. In this paper we 
used two clustering algorithms: K–means and Fuzzy C–Means 
(FCM). 
x Network architecture determination: the kind of ANN used is a 
Multi Layer Perceptron. In this step, the number of input and 
output nodes, the number of layers and the number of 
neurons in each of the layers is defined. 
x Evaluation of forecasting results: the quality and reliability of 
the developed models are evaluated via performance 
indicators. 
 
Data preparation for forecasting. The data used in this article was 
obtained from the AEMN and it represents the essential 
information source for prevention and prediction of environmental 
alarms. Due to the large amount of signaling information included 
in the database as well as to the random erroneous 
measurements, it is necessary to review and refine the gathered 
information. Interpolation method was utilized to replace the 
missing data. The validation of data was done according to the INE 
manual (IEEG, 2007). PM10 pollutant concentrations, wind 
direction, wind speed, temperature and relative humidity were 
used to create patterns, which were used in the implementation of 
clustering algorithms (K–means and FCM). The patterns were 
created as follows: 
 
ܲ = ൣܥ௉ெభబ ,ܹܵ,ܹܦܫ,ܶ,ܪܴ ൧ (1) 
 
where, CPM10 is PM10 concentration, WS is wind speed, WDI is the 
Wind Direction Index (WDI) (Ordieres et al., 2005), T is 
temperature and HR is the relative humidity. The WDI is defined 
according to the following expression: 
 
ܹܦܫ = 1 + sin(ܹܦ + ߨ/4) (2) 
 
K–Means algorithm. K–means (MacQueen, 1967) is one of the 
unsupervised learning algorithms that solve clustering problem. 
The procedure follows a simple and easy way to classify a given 
data set through a certain number of clusters (assume k clusters) 
fixed a priori. The main idea is to define k centroids, one for each 
cluster. This algorithm aims at minimizing an objective function, in 
this case a squared error function. The objective function is: 
 
J =෍෍ቛݔ௜
(௜) െ ௝ܿቛ
ଶ
୬
୧ୀଵ
୩
୨ୀଵ
 (3) 
 
where, ۤx7(i)–cjۤ2 is a chosen distance measured between a data 
point xi(i)and the cluster cj. This is an indicator of the distance of the 
n data points from their cluster centers.  
 
The initial conditions used for K–Means implementation were 
as follows: 
 
x The cluster number took values from 2 to 10. 
x Prototypes were initialized with random values. 
x The maximum number of iterations was set to 100. 
 
Fuzzy c–Means algorithm. The FCM was initially developed by 
Dunn (1973) and later generalized by Bezdek (1981). This clustering 
method allows one piece of data to belong to two or more clusters 
and each element is associated to a set of membership levels. The 
algorithm is based on optimizing the objective function given by 
the Equation: 
 
J୤ୡ୫(ܼ,ܷ,ܸ) =෍෍(ߤ௜௞)ԡݖ௞ െ ݒ௜ԡଶ
୒
୩ୀଵ
ୡ
୧ୀଵ
 (4) 
 
where, the matrix U=[μ7΁˒Mfcm is a fuzzy partition of the data set Z, 
and V=[v1, v2,... vc] is the vector of prototypes of the clusters, which 
are calculated according to DikA=ۤzk–viۤ2. This is a square inner–
product distance norm. The optimal partition U* of Z for a FCM 
algorithm is reached through the couple (U*, V*) which minimizes 
locally the objective function Jfmc according to the alternating 
optimization (Quintanilla–Dominguez et al., 2013). 
 
The initial conditions used for this clustering method were set 
as follows: 
 
x The cluster number took values from 2 to 10. 
x Prototypes were initialized with random values. 
x The number of membership degrees was set to 2. 
x The maximum number of iterations was set to 100. 
x The minimum amount of improvement was set to 0.001. 
 
Network architecture determination. After testing with several 
MLP network structures, we decided to use one with two hidden 
layers. The MLP model has N inputs (CPM10, WS, WDI, T, HR, and L) 
in time t=0...n, where n˒΀Ϯ͕ϲ΁͘The structure has two hidden layers, 
the first layer with N neurons and the second layer with N/2 
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neurons. The output layer has one neuron and represents the 
average concentration of PM10 for the next 24 hours. Figure 3 
shows the Neural Network architecture. An MLP with the same 
structure was used for all our experiments in order to find the 
time–window size necessary to make the best prediction. 
 
The input patterns Pint and output patterns Pout of neural 
network were defined as follows: 
 
Pint=[Ct, Ct–1, ...,Ct–n, WSt, WDIt, Tt, HRt, Lt] (5) 
 
Pout=[Ct+1] (6) 
 
where, Ct is the concentration observed in time t, n is the days 
before we need to make the prediction and Lt is the clustering 
label. The training set was created with 70% of the patterns and 
the remaining 30% was used as the test set. In addition, training 
and test sets were normalized in the range [0,1]. All the 
mathematical computations were performed using Neural 
Network Toolbox in Matlab©. 
 
The network structures used are as follows: 
 
x Input layer: N neurons, where each neuron is a feature. 
x Hidden layer: one hidden layer with N/2 neurons. 
x Output layer: one output layer with one neuron. Its output is 
the resulting prediction. 
x Learning rate: 1 
x The used activation function: the log–sigmoid function. 
x Training set: 490 patterns. 
x Training conditions: epoch=200. 
x Performance function: MSE=0.01. 
x Test set: 210 patterns.  
 
Multiple linear regression. Multiple linear regression is a method 
used to model the linear relationship between a dependent 
variable and one or more independent variables. The dependent 
variable is sometimes also called the predictand and the 
independent variables the predictors. In our model, the dependent 
variable was the pollutant concentration Y. The MLR model is given 
as: 
 
ܻ = ܽ௢ + ܽଵ ଵܺ + ܽଶ ܺଶ +ڮ+ ܽ௞ܺ௞ (7) 
 
where, Y is the pollutant concentration prediction at time t+1, X1, 
X2, …, Xk are the pollutant concentrations and meteorological 
variables at time t and ak are the regression coefficients. 
 
Evaluation of forecasting results. The ANN model performance 
was evaluated through the following four parameters: Mean 
Absolute Error (MAE), Mean Square Error (MSE), correlation 
coefficient (R) and Agreement index (d) defined as follows: 
 
ܯܣܧ = 1ܰ  ෍| ௜ܺ െ ௜ܻ|
ே
௜ୀଵ
 (8) 
 
ܯܵܧ = 1ܰ  ෍| ௜ܺ െ ௜ܻ|
ଶ
ே
௜ୀଵ
 (9) 
 
݀ = 1െ
σ ( ௜ܻ െ ௜ܺ)ଶே௜ୀଵ
σ (| ௜ܻ െ ߤ ௜ܻ| + | ௜ܺ െ ߤ ௜ܺ|)ଶே௜ୀଵ
 (10) 
 
where, Xi is the observed value at time i, Yi is the predicted value at 
time i and N is the total number of observations. 
 
4. Experimental Results 
 
4.1. MLR  
 
The MLR was implemented for each monitoring station. The 
resulting Equations of the MLR model are: Equations (11), (12) and 
(13) respectively.  
 
YCR=0.1362+0.5637X1–0.0719X2–0.0017X3–0.0764X4–0.0705X5 (11) 
 
YNA=0.1873+0.3151X1–0.0396X2+0.0023X3–0.0723X4–0.1259X5 (12) 
 
YDF=0.1185+0.4739X1+0.1675X2+0.1057X3–0.2503X4–0.1185X5 (13) 
 
where, Y is the prediction of the average concentration of the next 
24 hours, X1 is the concentration of PM10, X2 is the wind speed, X3 
is the wind direction, X4 is the temperature and X5 is the relative 
humidity at present time. Table 1 shows the evaluation of the 
results obtained for each monitoring station. In the Table, we can 
observe that the best results were obtained for CR and NA 
stations, with MSE of 0.0011 and 0.0014 respectively. 
 
 
Figure 2. Proposed model for prediction of PM10 concentrations. 
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Figure 3. Neural network architecture. 
 
Table 1. Obtained results with MLR for prediction of the average concentra-
tion of PM10 for the next 24 hours 
Stations MAE MSE R d 
CR 0.0223 0.0011 0.53 0.68 
NA 0.0315 0.0014 0.65 0.65 
DIF 0.0301 0.0016 0.43 0.44 
 
4.2. MLP 
 
For the average prediction of the PM10 concentration for the 
next 24 hours, MLP model was implemented using information 
about PM10 concentration and weather variables. The input and 
output patterns of ANN are shown in Equations (14) and (15): 
 
௜ܲ௡௣௨௧(ݐ) = ൣܥ௧,௧ିଵ,…,௧ି௡,ܹ ௧ܵ ,ܹܦܫ௧ , ௧ܶ ,ܴܪ௧൧ (14) 
 
௢ܲ௨௧(ݐ) = [ܥ௧ାு] (15) 
 
where, Pinput and Pout are input and output patterns, which will be 
used to train ANN, Ct is the average concentration of PM10 at time 
t, n are the last days needed to make the prediction, WS 
represents the wind speed, WDI is the index of wind direction, T is 
the temperature, RH is the relative humidity and Ct+H is the 
predicted concentration.  
 
The MLP results are shown in Table 2. The best result is 
selected by taking into account the minimum MSE. For the CR 
monitoring station, the best prediction result was obtained with 
the previous day information: MSE=0.0009 and MAE=0.02202, 
obtaining R=0.64 and d=0.78. For NA monitoring station, the best 
result is obtained with information from previous 7 days, with 
MSE=0.00102 and MAE=0.02442, with R=0.72 and d=0.80. The best 
prediction for DIF monitoring station was obtained with infor-
mation from past 4 days, with MSE=0.00157 and MAE=0.02969, 
obtaining R=0.51 and d=0.70. 
 
4.3. Proposed model 
 
The best prediction results for the three monitoring stations 
are shown in Table 3. The first column indicates the station, the 
second column is the used clustering algorithm, the third column 
indicates the number of hours needed to make the prediction 
(time window), the fourth column shows the clusters with which 
they obtained the best results and the remaining columns show 
the errors obtained. The input and output patterns of the 
proposed model are shown in Equations (5) and (6). In this work, 
240 neural networks for each monitoring station were trained.  
 
For the CR monitoring station, the model with K–means 
method gave the best result with the average of the previous day 
and 8 groups, obtaining MSE=0.00085 and MAE=0.02072. For the 
FCM method, the lowest error was obtained with the average of 
the previous day and 7 groups, with a MSE=0.00083 and 
MAE=0.02087. Considering the MSE, the best result was obtained 
with FCM method, obtaining R=0.73 and d=0.84. The Figure 4 
shows the best obtained result for CR monitoring station. 
 
For the NA monitoring station, the model with K–means 
algorithm gave the best result with the average of one day and 2 
groups, obtaining MSE=0.00087 and MAE=0.02303. For the FCM 
algorithm and the least error was obtained with the average of two 
days and 5 groups, with MSE=0.00095 and MAE=0.02312. 
According to these results the best prediction was obtained with 
K–means method and the average of the previous day, obtaining 
R=0.77 and d=0.85. The Figure 5 shows the best obtained result for 
NA monitoring station. 
 
The obtained results for the DIF monitoring station show that 
the best result with K–means algorithm was obtained with the 
average of the three previous days and 8 groups, obtaining 
MSE=0.00134 and MAE=0.02801. For the FCM method, the lowest 
error was obtained with the average of a day before and 3 groups, 
with MSE=0.00113 and MAE=0.02571. According to these results, 
the best prediction was obtained with the FCM method and the 
average of the previous day and three groups, obtaining R=0.67 
and d=0.78. The Figure 6 shows the best obtained result for DIF 
monitoring station. 
 
Table 2. Obtained results with MLP for prediction of the average concentration of PM10 for the next 24 hours 
Station TW MAE MSE R d 
CR 1 0.0220 0.0009 0.64 0.78 
NA 7 0.0244 0.0010 0.72 0.82 
DIF 4 0.0296 0.0015 0.51 0.71 
 
Table 3. Obtained results with proposed model for prediction of the average concentration of PM10 for the next 24 hours 
Station CA TW Number of Cluster MAE MSE R d 
CR 
K–means 1 8 0.0207 0.00085   
FCM 1 7 0.0208 0.00083 0.73 0.84 
NA 
K–means 1 2 0.0230 0.00087 0.77 0.85 
FCM 2 5 0.2031 0.00095   
DIF 
K–means 3 8 0.0280 0.00134   
FCM 1 3 0.0257 0.00113 0.67 0.78 
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Figure 4. Prediction results for CR monitoring station. The best result were obtained with the FCM algorithm and ANN 
topology of [6 3 1]. 
 
 
Figure 5. Prediction results for NA monitoring station. The best result were obtained with the K–means algorithm and 
ANN topology of [6 3 1]. 
 
5. Discussion 
 
According to the prediction models review made in Section 2, 
physical and deterministic models were not usable in our case 
study due to the amount of information and equipment needed for 
their implementation. In the deterministic models, it is necessary 
to know the sources of pollution, emission volumes, the chemical 
composition of the gases, together with the physical processes of 
the atmosphere (McHenry et al., 2004; Jerrett et al., 2005; 
Brzozowska, 2013). This information is not currently available in 
the study area. On the other side, empirical models do not require, 
for their prediction, information from emission sources and that is 
the reason why they chosen for the development of this article.  
 
The SPA model has proved be useful for the prediction of air 
pollutants (Wang et al., 2013), but it is necessary to know the 
correlation between the studied pollutant and other pollutants (for 
example PM10 and PM2.5). For our case study, this information is 
not available. The Box–Jenkins and regression models assume that 
the behavior of the studied variables is linear, so the results 
obtained from these models are less accurate than the ones 
obtained for the SPA and ANN models. The neural networks do not 
require the knowledge of correlation between pollutants and are 
able to generalize taking into account the examples (patterns) used 
during the training process. The neural network models 
outperform the results obtained with linear regression and 
persistence models (Elangasinghe et al., 2014).  
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Figure 6. Prediction results for DIF monitoring station. The best result were obtained with the FCM algorithm and ANN 
topology of [6 3 1]. 
 
The results obtained with the proposed model outperform 
those obtained with linear regression model and the simple neural 
network. The linear regression model assumes a linear relationship 
between meteorological variables and pollutants (Sfetsos and 
Vlachogiannis, 2010). That is the reason why the results obtained 
with linear regression model are less accurate than the ones 
obtained with the ANN models. 
 
The prediction results obtained with the proposed model 
exceed those obtained with the simple neural network. This proves 
that it is possible to improve performance by using additional 
information from the existing nonlinear relationships between the 
concentration of the pollutants and the meteorological variables. 
Moreover this information reduces the necessary input data to 
make the prediction as shown in Tables 2 and 3, where we can see 
that, using MLP model, NA station requires 7 days of previous 
information to make the prediction while the proposed model only 
requires one day of previous data. For the DIF station, the MLP 
model requires 4 days of previous information while the proposed 
model requires only one day of previous data. 
 
6. Conclusions 
 
Predictive models of environmental pollutants are needed to 
be finely tuned according to the meteorological and topographical 
specifications of the city in study and also to the data availability 
for the region in scope. Prediction using Artificial Neural Networks 
is more appropriate for our case study, due to limitations in the 
information and variables measured by monitoring fixed stations. 
 
In this paper, we study the benefits of applying clustering 
algorithm to extract information about the relationships among 
PM10 concentrations and meteorological variables (wind speed, 
wind direction, temperature and relative humidity) in the 
forecasting model. This information, combined with different 
time–windows, was tested in a MLP in order to predict the average 
concentration of PM10 during the next 24 hours.  
 
Information extraction using clustering algorithms can show 
the relationships between meteorological variables and air 
pollutants beyond human visualization. These algorithms can add 
useful information to the input patterns of the ANN by identifying 
groups with similar data characteristics and finding relationships 
between them that would not be otherwise obtainable. These 
relationships allow the ANN to make better predictions. The results 
show that ANNs combined with clustering algorithms has better 
generalization capacities than those based on a simple ANN and 
multiple linear regression. 
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