Charge carrier transport in single-layer graphene with one-dimensional charged defects is studied theoretically. Extended charged defects, considered an important factor for mobility degradation in chemically-vapor-deposited graphene, are described by a self-consistent Thomas-Fermi potential. A numerical study of electronic transport is performed by means of a time-dependent real-space Kubo approach in honeycomb lattices containing millions of carbon atoms, capturing the linear response of realistic size systems in the highly disordered regime. Our numerical calculations are complemented with a kinetic transport theory describing charge transport in the weak scattering limit. The semiclassical transport lifetimes are obtained by computing scattered amplitudes within the second Born approximation. The transport electron-hole asymmetry found in the semiclassical approach is consistent with the Kubo calculations. In the strong scattering regime, the conductivity is found to be a sublinear function of electronic density and weakly dependent on the Thomas-Fermi screening wavelength. We attribute this atypical behavior to the extended nature of one-dimensional charged defects. Our results are consistent with recent experimental reports.
I. INTRODUCTION
The isolation of graphene-the queen of twodimensional materials due to its remarkable physical properties-by the exfoliation method has triggered intensive studies of its fundamental properties and has opened horizons for future technologies. [1] [2] [3] Since that time, various methods of graphene growth have been explored in order to make the fabrication process scalable; a prerequisite for developing graphene-based devices and technologies. 4 Nowadays, several techniques are capable of producing high-quality, large-scale graphene. These include epitaxial graphene growth on SiC, 5 and chemical vapor deposition (CVD) of graphene on transition metal surfaces. 6 The advantages of the latter method lie in its low cost, possibility to grow large graphene sheets (tens of inches), and ease of its transfer into other substrates. 7 Currently, there is a strong motivation for exploring electronic and transport properties of CVD grown graphene because it represents one of the most promising materials for flexible and transparent electronics.
The studies of the transport properties of graphene are often focused on the fundamental question: what limits a charge carrier mobility in it? As far as CVDgrown graphene is concerned, it is believed that its transport properties are strongly affected by the presence of charged line defects. 8 Usually, the growth of graphene by the CVD-method requires to use metal surfaces with hexagonal symmetry, such as the (111) surface of cubic or the (0001) surface of hexagonal crystals. 9 The mismatch between the metal-substrate and graphene causes the strains in the latter, reconstructs the chemical bonds between the carbon atoms and results in formation of two-dimensional (2D) domains of different crystal orientations separated by one-dimensional defects. [9] [10] [11] [12] The nucleation of the graphene phase takes place simultaneously at different places, which leads to the formation of independent 2D domains matching corresponding grains in the substrate. A line defect appears when two graphene grains with different orientations coalesce; the stronger the interaction between graphene and the substrate, the more energetically preferable the formation of line defects is. These line defects accommodate localized states trapping the electrons, originating lines of immobile charges that scatter the Dirac fermions in graphene.
It is well established that the presence of grains and grain boundaries in three-dimensional polycrystalline materials can strongly affect their electronic and transport properties. Hence, in principle, the role of such structures in 2D materials, such as graphene, can be even more important because even a single line defect can divide and disrupt the crystal. 9 A series of recent control experiments 13, 14 strongly indicate that line defects are responsible for lower carrier mobility in CVD-grown graphene in comparison to the exfoliated samples.
We note in passing that one-dimensional (1D) defects have been observed not only in experimental studies on CVD growth of graphene films, for instance, on Cu, 14 Ni, 18 Ir, 19 but also in single graphene layer after electron irradiation 20 and in highly oriented pyrolytic graphite surface. 21 Possible applications include: valley filtering based on scattering off line defects, 22 ferromagnetic ordering in line defects, 23, 24 enhancement of electron transport 25 or chemical reactivity 26 due to induced extra conducting channels and localized states along the line, quantum channels controlled by tuning of the gate voltage embedded below the line defect, 27 and correlated magnetic states in extended defects. 28 Several theoretical studies have been recently reported addressing transport properties of graphene with a single graphene boundary [29] [30] [31] or polycrystalline graphene with many domain boundaries. 32 On the other hand, much less attention has been paid to the effect of charge accumulation at these boundaries due to self-doping. Transport properties of graphene with 1D charged defects has been studied in Ref. 8 using the Boltzmann approach within the first Born approximation. It has been demonstrated previously that such approximation is not always applicable for the description of electron transport in graphene even at finite (non-zero) electronic densities. [33] [34] [35] [36] In the present work we investigate the impact of extended charged defects in the transport properties of graphene by an exact numerical approach based on the time-dependent real-space quantum Kubo method 34, [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] 48, 49 which is especially suited to treat large graphene systems with dimensions approaching realistic systems containing millions of atoms. Our numerical calculations are complemented with a semi-classical treatment going beyond the first Born approximation, describing the transport properties in the weak scattering regime.
The paper is organized as follows. The numerical models (tight-binding approximation and Kubo approach) and obtained results are presented in Sec. II. In Sec. III we study the impact of extended charged defects within kinetic transport theory. Here, the general expression for the scattering amplitude for massless fermions within the second Born approximation is derived and used to obtain the semiclassical conductivity and the transport electron-hole asymmetry. The approaches in Secs. II and III provide information about transport dominated by 1D charged defects in distinct regimes. Section IV presents the conclusions of our work. Details of numerical calculations and analytic derivations are given in the Appendixes.
II. TIGHT-BINDING MODEL AND TIME-DEPENDENT REAL-SPACE KUBO-GREENWOOD FORMALISM
In this section, we introduce to the basis of the tightbinding approximation as well as the Kubo-Greenwood approach and also present numerical results obtained within the framework of these models.
A. Basics
To model electron dynamics in graphene, we use a standard p-orbital nearest neighbor tight-binding Hamiltonian defined on a honeycomb lattice 3,50,51
where c † i and c i are the standard creation and annihilation operators acting on a quasiparticle on the site i. The summation over i runs over the entire graphene lattice, while i ′ is restricted to the sites next to i; u = 2.7 eV is the hopping integral for the neighboring C atoms i and i ′ with distance a = 0.142 nm between them, and V i is the on-site potential describing impurity (defect) scattering.
Since line defects can be thought as lines of reconstructed point defects,
9-12 we model a 1D defect as point defects oriented along a fixed direction (corresponding to the line direction) in the honeycomb lattice. The electronic effective potential for a charged line within the Thomas-Fermi approximation was first obtained in Ref. 8 (see also Appendix A); if there are N lines such charged lines in a graphene lattice, the effective scattering potential reads as
where U j is a potential height, x ij is a distance between the site i and the j-th line, q TF = e 2 k F /(πε 0 ε r v F ) is the Thomas-Fermi wavevector defined by the electron Fermi velocity v F = 3ua/(2 ) and the Fermi momentum k F = π|n e | (related to the electronic carrier density n e controlled applying the back-gate voltage). Here, −e < 0 denotes the electron charge. The Thomas-Fermi wavevector is also commonly expressed as a function of graphene's structure constant α g ≡ e 2 k F /(4πε 0 ε r v F ) according to q TF = 4α g k F . We consider two cases: symmetric, V ≷ 0, and asymmetric, V > 0, potentials, where U j are chosen randomly in the ranges [−△, △] and [0, △], respectively, with △ being the maximal potential height. In order to simplify numerical calculations, we fit the potential (2) by the Lorentzian function
as described in Appendix A. A typical shape of the effective potential for both symmetric and asymmetric cases is illustrated in Fig. 1 . 
B. Time-dependent real-space Kubo method
To calculate numerically the dc conductivity σ of graphene sheets with 1D charged defects, the real-space order-N numerical implementation within the KuboGreenwood formalism is employed, where σ is extracted from the temporal dynamics of a wave packet governed by the time-dependent Schrödinger equation. 32, [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] 48, 49 This is a computationally efficient method scaling with a number of atoms in the system N , and thus allowing treating very large graphene sheets containing many millions of C atoms.
A central quantity in the Kubo-Greenwood approach is the mean quadratic spreading of the wave packet along the x-direction at the energy E, ∆X 2 (E, t) = ( X(t) − X(0)) 2 , whereX(t) =Û † (t)XÛ (t) is the position operator in the Heisenberg representation, andÛ (t) = e −iĤt/ is the time-evolution operator. Starting from the KuboGreenwood formula for the dc conductivity
wherev x is the x-component of the velocity operator, E is the Fermi energy, Ω is the area of the graphene sheet, and factor 2 accounts for the spin degeneracy, the conductivity can then be expressed as the Einstein relation,
whereρ(E) = ρ/Ω = Tr[δ(E −Ĥ)]/Ω is the density of sates (DOS) per unit area (per spin), and the time-dependent diffusion coefficient D(E, t) relates to
It should be noted that in the present study we are interested in the diffusive transport regime when the diffusion coefficient reaches its maximum. Therefore, following Refs. 46 and 47, we replace in Eq. (5) lim t→∞ D(E, t) → D max (E), such that the dc conductivity is defined as
Note that in most experiments, the conductivity is measured as a function of electron density n e . We calculate the electron density as n e (E) ≡ n e =´E −∞ρ (E)dE − n ions , where n ions = 3.9 · 10 15 cm −2 is the density of the positive ions in the graphene lattice compensating the negative charge of the p-electrons [note that for the ideal graphene lattice at the neutrality point n(E) = 0]. Combining the calculated n e (E) with σ(E) given by Eq. (7) we obtain the required dependence of the conductivity σ = σ(n e ).
C. Numerical results
This subsection presents numerical results for the dc conductivity calculated using the time-dependent real space Kubo-Greenwood formalism within the tightbinding model. We compute the density dependence of the conductivity for graphene sheets with 10 and 50 lines in 1700 × 1000 lattice. This approximately corresponds to a relative concentration of point defects of respectively 1% and 5%. We model the potential due to lines of charges by the Lorentzian function, Eq. (3) (3)] and take into account the density dependence of q TF . We found that even for a single charged line embedded in a graphene sheet, the dependence σ = σ(n e ) calculated for the exact self-consistent (i.e., n e -dependent) potential (2) exhibits qualitatively and quantitatively the same sublinear behavior as in the simulations with the fixed Thomas-Fermi wavevector (q TF a = 0.1) and with V i given by the Lorentzian function Eq. (3). The same conclusion holds for samples with 10 and 50 lines. Because of this in what follows we will discuss the results for the case of the Lorentzian potential at the fixed q TF . Figure 2 shows the electron density n e = n(E) and the DOS in a graphene sheet with different number of charged lines. The calculated dependencies are very much similar to those for clean graphene and for graphene with a long-range Gaussian potential. 36, 45 (Note that the DOS of graphene with short-range strong scatterers exhibits an impurity peak in the vicinity of neutrality point.) 34, 36, 45, 53, 54 For both symmetric (not shown here) and asymmetric potentials, the DOS does not reach zero at the Dirac point, and the asymmetric potential (in contrast to the symmetric one) leads to electron-hole asymmetry in the DOS.
The time dependence of the diffusion coefficient at different energies for the case of a symmetric potential corresponding to 10 and 50 positively charged line defects is shown in Fig. 3 . [Diffusivity curves for the case of asymmetric potential (not shown here) exhibit similar behavior.] After an initial linear increase corresponding to the ballistic regime, the diffusion coefficient reaches its maximum at t ≈ 130 and 150 fs for 10 and 50 lines, respectively. These values of D = D max are used to calculate σ according to Eq. (7). For times t 150, D(t) decreases due to the localization effects. Similar temporal behavior of the diffusion coefficient was established earlier for different types of scatterers in graphene including long-range Gaussian and short-range potentials.
36,46,47
In Fig. 4 we show the density dependence of the conductivity of graphene sheets with linear defects for the cases of symmetric and asymmetric potentials. The obtained dependencies show following features.
First, the averaged conductivities exhibit a pronounced sublinear density dependence, see Figs. 4(c) and 4(f). Our numerical calculations are consistent with the recent experimental results for the CVD-grown graphene 6, 13, 55 that also exhibit sublinear density dependence. This provides an evidence in support that the line defects represent the dominant scattering mechanism in CVD-grown graphene. 6, 8, 13 Note that the calculated sublinear density dependence for the case of linear defects is quite different from the case of short-and long-range point scatterers where the numerical calculations show a density dependence which is close to linear. 33, 34, 36, 45, 56 Second, the conductivities of samples with different impurity configurations exhibit significant variations between each other, see
. This is in strong contrast to the case of short-and long-range point scatterers where corresponding conductivities of samples of the same size and impurity concentrations practically did not show any noticeable differences for different impurity configurations. 36 We attribute this to the fact that in contrast to point defects, the line defects are characterized not only by their positions, but also by directions (orientations) and their intersections as well. Such additional characteristics result in much more possible distributions of the potential which, in turn, leads to the differences in the conductivity curves.
Third, for the symmetric potential the conductivity curves are symmetric with respect to the neutrality point, while the asymmetric one shows the asymmetry of the conductivity, c.f., Figs. 4(c) and 4(f). Such asymmetry between the holes and electrons have been also reported in many transport calculations for graphene with point defects, for instance in Refs. 34,42,46,57,58 and 36. For a closer inspection of the effect of asymmetry we plotted the conductivities for representative energies E = ±0.5u, 
as a function of the potential strength ∆, Fig. 5(b) . The relative conductivity difference exhibits a linear behavior for ∆ 0.4u followed by saturation for larger values of ∆. A comparison of the obtained numerical results with the analytic predictions in the weak scattering regime will be given in what follows.
We conclude this section by noting that conductivity of large CVD-grown graphene polycrystalline samples with disordered grain boundaries was calculated by Tuan et al. 32 using the same time-dependent real-space Kubo method. In contrast to the long-range Thomas-Fermi potential considered here, the onsite potential in Ref. 32 is set to zero and the scattering is due to grain boundaries separating domains with different crystallographic orientations. Even though this study did not discuss a functional dependence of the conductivity, a visual inspection of the obtained results reveals an approximate linear dependence of the conductivity on the Fermi energy, which is consistent with our results. Moreover, the conductance of graphene with several types of domain boundaries has also been shown to be a linear function of the Fermi energy. 31 We therefore speculate that the linear energy dependence (and thus the sublinear density dependence) of the conductivity is related to scattering off extended defects. More systematic studies of scattering for different forms of potentials are needed in order to clarify this question.
III. BOLTZMANN APPROACH A. Formalism
In this section we tackle the problem of dc transport in graphene with 1D charged defects by means of semiclassical Boltzmann theory. We would like to stress that the full quantum calculations of Sec. II and semiclassical kinetic theory provide complementary information about electronic transport; while the former is more suitable to handle highly disordered systems or strong scattering regime (given practical computational limitations), 60 semi-classical approaches yield an accurate picture of charge transport for dilute disorder and are often limited to the weak scattering regime (an exception being resonant scattering which can be treated non-perturbatively). 34 Here, the dimensionless parameter β ≡ |∆|L/( v F ), with L of the order of the system size, defines the onset of weak scattering regime, i.e., β ≪ 1. Note that the simulations of the previous section have β 10 2 , and therefore fall well inside the strong scattering regime.
The effective potential of a charged line is long-ranged and hence we neglect intervalley scattering. Within the Dirac cone approximation, the semiclassical dc conductivity of graphene at zero temperature is given by 3, 34, 50, 51 
In the above, the factor g = 4 accounts for spin and valley degeneracies, and τ (k F ) is the transport scattering time at the Fermi surface
where f (θ) is the scattering amplitude at an angle θ and n l stands for the (areal) density of charged lines.
In this work we compute the scattering amplitudes in the second Born approximation (SBA) with respect to the scattering potential V (r). This allows us to improve over the commonly employed first Born approximation (FBA) by capturing the non-trivial effect of electron-hole asymmetry; see Fig. 6 . In the Appendix C we show that the SBA scattering amplitude for 2D massless fermions is given by
whereṼ (q) denotes the 2D Fourier transform of the scattering potential energy of a charged lineṼ (q) = d 2 re −iq·r V (r), and G 0 (p) is the 2D Dirac fermion propagator for particles with energy E F = sv F k F , i.e.,
The symbol s = ±1 distinguishes between electrons and holes, that is, s ≡ sign(E F ). k is the wavevector of the incident electron,
T is the Dirac spinor for scattered particles, and the form factor Ξ(θ) = 1 + e iθ comes from graphene's sublattice symmetry and precludes carriers from back-scatter. Without loss of generality, in what follows, we consider incident carriers propagating along the x-direction, k = k F e x .
The first term inside brackets in Eq. (10) is proportional to the Fourier transform of the scattering potential evaluated at the transferred momentum q, that is, the familiar FBA scattering amplitude. The remaining terms result from the next-order correction to the FBA and require the calculation of two integrals, namely
In writing these equations, we have defined the function
The scattering potential of an infinite line with density charge ρ = λδ(x)δ(z) was derived by some of the authors in Ref. 8 and is given bỹ
where the parameter with units of energy ∆ relates to the charge density of a line λ according to ∆ = sλe/(2ε 0 ) (in vacuum); note that the absolute value of ∆ coincides with the definition of ∆ as given in Sec. II A. The delta function in Eq. (15) reflects momentum conservation along the direction defined by the line. For completeness, a derivation of this result is provided in Appendix A. In order to mimick the effect of lines with finite length we have to modify Eq. (15) as to allow for momentum transfer to occur along both spatial directions. To this end, we introduce a length scale associated with the line's average length L. In the limit of small k F L, we replace 2πδ(q y ) → L, 61 as to obtaiñ
We use this potential as a toy model for describing transport for dilute concentrations of lines of charge. The particularly simple form ofṼ L (q) allows for an exact calculation of scattering amplitudes, as shown in what follows.
B. First Born approximation
The FBA provides a good approximation to transport scattering rates for 1D charged defects with |∆| ≪ v F L −1 (β ≪ 1). Within the FBA we retain only the first term in Eq. (10) . The transport relaxation rate
can be computed analytically and leads to the following result Invoking the semi-classical expression for the dc conductivity Eq. (8) and the relation q TF = 4α g k F , we conclude that σ is proportional to k 2 F , according to F , the relaxation time must be proportional to k F at all orders in the Born series, implying σ ∝ k 2 F ∝ |n e |. In other words, higher order corrections to the FBA renormalize the mobility of carriers µ ≡ σ/|n e |, while preserving the overall dependence of σ and µ on the Fermi energy. This property is specific to the potentialṼ L (q) and therefore is not expected to hold in models of extended charged defects beyond the limit of small k F L.
We briefly discuss how the FBA conductivity compares with the results reported earlier in Fig. 4 . The solid line in Fig. 7 shows the FBA conductivity at fixed ThomasFermi wavevector, i.e., q TF a = 0.01. In this case, the function f (4α g ) is no longer constant and the functional dependence of σ with k F is changed to linear at small energies, hence resembling the Kubo results. However, this comparison should not be pushed too far; note that the slope of the FBA σ versus E curve depends linearly on q TF , and therefore Eq. (19) (and hence the quadratic dependence) is recovered when the self-consistent relation q TF = 4α g k F is used. In fact,
whereas the Kubo simulations show σ ∝ k F independently on q TF in a wide range of energies. The latter behavior does not occur in the weak scattering regime described here.
C. Second Born approximation: electron-hole asymmetry
A large sensitivity to the carriers polarity in transport dominated by charged lines is borne out in the numerical simulations of Sec. II. Here, we describe this effect from the point of view of semiclassical transport theory. According to the Fermi golden rule the transport relaxation rate depends on the modulus square of the scattering potential; hence, in FBA approximation, opposite charges ±e have the same scattering amplitudes and hence cannot be distinguished. As observed earlier, the dependence of σ on the carriers polarity can be captured by retaining the next term in the Born series for the scattering amplitude f (θ)-the SBA bottom diagram in Fig. 6 .
We compute the transport electron-hole asymmetry, defined as
with σ * dc ≡ σ dc | e→−e = σ dc | ∆→−∆ . In the weak scattering regime, L|∆| ≪ v F , the asymmetry parameter is proportional to the ratio of the bottom to the top diagrams in Fig. 6 . Explicitly, Inserting the potential energy of a charged line Eq. (16) into the above expression and performing the angular integration yields
The explicit form of the functions Q 1 (α g ) and Q 2 (α g ) is given in Eqs. (81) and (85) F at all orders, implying that the asymmetry parameter δ is insensitive to the Fermi energy. Indeed, the electron-hole asymmetry depends only on the magnitude of the Thomas-Fermi screening through the effective graphene's structure constant, α g . In vacuum, α g ≈ 2.5, and the evaluation of Eq. (23) yields δ ≈ 0.08 · β. The ratio Q 2 /Q 1 is found to be very sensitive to the effective screening length of a charged line (refer to inset of Fig. 7) ; for q TF ≫ k F (α g ≫ 1) screening is very efficient and electron-hole asymmetry is negligible, whereas for q TF k F (α g 1) the ratio Q 2 /Q 1 can assume large values leading to an enhancement of the asymmetry parameter δ.
The transport electron-hole asymmetry in scattering events reflects into a decrease (increase) of the SBA transport relaxation time with respect to the FBA result for positive (negative) Fermi energy. In fact, by expanding the SBA transport relaxation rate Eq. (9) in the small parameter β, we find
This result shows that the effect of second term in the Born series (bottom diagram in Fig. 6 ) is to renormalize the transport relaxation time according to the carriers polarity, s, and screening strength α g . This behavior is qualitatively consistent with the numerical Kubo simulations (see Fig. 4 , for instance). In order to make the comparison between the semiclassical SBA prediction and the simulations shown in Sec. II more accurate, we investigate the behavior of Eq. (24) at fixed ThomasFermi wavevector. Note that, in this case, the asymmetry parameter becomes a function of the Fermi energy according to δ = δ(q TF /4k F ). Given the behavior of the function Q 2 /Q 1 at small values of its argument (see inset of Fig. 7) , the asymmetry at fixed q TF can be quite large even at modest k F , originating a considerable deviation of the conductivity at fixed q TF from its FBA value, as depicted in the main panel of Fig. 7 .
D. Comparison with Kubo simulations
Variation of conductivity with electronic density. In the strong scattering regime, the numerical Kubo simulations disclose a dc conductivity that is linear in the Fermi wavevector, σ ∝ k F ∝ |n e | 1/2 , a very distinct behavior from the semiclassical prediction for the dc conductivity, σ ∝ k 2 F ∝ |n e |. At first sight, it seems that both results are irreconcilable; after all they focus on opposite scattering regimes. However, for the toy model of a charged line considered here [Eq. (16)], σ ∝ k 2 F at all orders in perturbation theory, and hence we would expect similar semiclassical behavior even in the strong scattering regime. In order to investigate this question further, we have performed numerical Kubo simulations for a dilute system with a single line of charge in the strong scattering regime (see Appendix B). These simulations show the same functional dependence σ = σ(n e ) than the simulations of Sec. II for highly disordered configurations. This indicates a possible failure of the toy model in describing the potential landscape of the simulations in a wider range of electronic densities; remark that, by construction, Eq. (16) should provide a good description of transport only at low Fermi momentum.
Transport electron-hole asymmetry. A decrease (increase) of the electronic mobility for electrons (holes) with respect to the particle-hole symmetric case V ≷ 0 is found in all numerical simulations with V > 0 (Figs. 4  and 9 ). This effect can be ascribed to the shift of the charge neutrality point towards positive energy values caused by a potential landscape with positive sign (see density of states in Fig. 2) . Although the semiclassical picture is build upon the density of states of bare graphene, the inclusion of higher-order diagrams (Fig. 6 ) in the calculation of the scattering amplitude renormalizes the relaxation rates according to the carriers polarity, thus accounting correctly for the general behavior of the transport electron-hole asymmetry.
IV. CONCLUSIONS
In this work we have considered theoretically the transport properties of graphene with extended charged defects. Recent experiments show that these defects are ubiquitous in chemically synthesized graphene systems and degrade their electronic mobilities. We modeled extended charged defects by lines with uniform charge densities and computed their potentials according to a selfconsistent Thomas-Fermi approach. In contrast to the charged point defects, the potential of a line of charge is screened poorly by low-energy excitations in graphene, resulting in long-ranged effective potentials. We considered the regimes of weak and strong scattering by means of semiclassical Boltzmann theory and large-scale numerical evaluation of the Kubo formula, respectively. Whereas the semiclassical calculation reveals a familiar linear dependence of conductivity with the electronic density, the Kubo simulations show a robust sublinear dependence and conductivity nearly constant by varying the Thomas-Fermi wavelength by almost one order of magnitude. The latter is a remarkable property of extended charged defects in graphene. Here we derive the effective potential of an infinite charged line within the Thomas-Fermi (TF) approximation. Rearrangements of electronic density in a metal, around an impurity, does not alter the Fermi energy E F , and thus we may write
where ǫ(r) and eϕ 2D (r) are, respectively, the local energy of the electrons at the top of the band and the effective potential energy induced by the impurity charge. In our problem the metal is graphene (at finite densities) and the impurity is a charged line. Let n eq be the electronic density of pristine graphene, then
to first order in δn(r) ≡ n(r) − n eq . We thus arrive at the following relation between the potential energy and the charge density
where ǫ(r) ≃ κ n(r) with κ = v F k F / √ n eq . The above equations show that in order to maintain the Fermi level constant, a change in the local electronic density takes place. The effective potential has to be determined self-consistently solving the Poisson's equation. According to the TF approximation, we have
where ε 0 (ε r ) is a vacuum (relative) permittivity. Note that in the above equation ϕ eff (r, z) depends on the inplane coordinates r and z. We consider a line defect with charge per unit of length λ, and orientated along the yaxis,
From Eqs. (28)- (29) and
we arrive at the important intermediate result
Note that the term δρ(r) in Eq. (28) is not only a selfconsistent term, but also imposes an important geometric restriction by forcing the rearrangement of charge to occur in the graphene plane. We solve the Poisson equation Eq. (32) using the Fourier transform method, viz., where we have defined q TF = e 2 √ n eq /(ε 0 ε r κ) = 4α g k F . Integrating out the q z dependence leads to
The effective potential in a real space is therefore given by
or, equivalently,
where Ci and Si denote the cosine and sine integral functions. The above equation possesses the following asymptotic behavior:
The obtained expression for the effective potential, Eq. (35), is well fitted by the Lorentzian function,
where fitting parameters A, B, C can be calculated from the least-squares method, see Fig. 8 . We use Eq. (37) in the numerical calculation based on the Kubo approach.
Appendix B: Self-consistent calculations of the conductivity for a single charged line
The Thomas-Fermi wavevector q TF entering the effective scattering potential [Eq. (2) or (35)] depends on the electron density n e . In this appendix we check how this dependence affects the behavior of σ as compared with the results obtained in Sec. II for a fixed q TF ; accounting for the density dependence makes our effective potential 'self-consistent'.
We perform our calculations as follows. In the Kubo method used in this study it is not possible to change the scattering potential while changing the energy (or density) of the electrons. We therefore perform independent calculations for six different values of q TF obtaining six different dependencies σ = σ(E) and σ = σ(n e ) as shown in Fig. 9(a) and Fig. 9(b) , respectively. In each dependence σ = σ(n e ) we choose only one particular point (for both n-and p-types of charge carriers) where the electron density n e corresponds to q TF used in the calculation of this dependence (recall that q TF scales as q TF ∝ |n e |). Combining these six points on a single plot yields a 'selfconsistent' curve σ = σ(n e ) as shown in Fig. 9(c) . Figure 9 clear demonstrates that energy and electron density dependencies of conductivity exhibit respectively linear and sublinear behaviors, which are the same as corresponding behaviors of the conductivities for the case of a fixed q TF , see Fig. 4 . Note that electron-hole asymmetry in Fig. 9 is weak since the source of disorder here is due to a single line only (c.f., with 10 and 50 lines in Fig. 4 ).
Appendix C: Scattering amplitudes in the second
Born approximation
The scattering problem (Ĥ 0 +V − E)Ψ k = 0, where H 0 denotes the free Hamiltonian andV a potential, has the formal solution
where φ k solves the free Schrödinger equation (Ĥ 0 − E)φ k = 0 and describes the state of the incident particles. The resolvent is given byĜ 0 (z) = 1/(z −Ĥ 0 ), where z includes an infinitesimally small imaginary part. In the context of the present work, H 0 stands for the Hamiltonian of pristine graphene in the single Dirac cone approximation, andV refers to the potential of a charged 1D defect (Appendix A). Although the form ofV remains unspecified in what follows it is assumed to be a scalar in both sublattice and spin spaces. The spinor φ k (r) ≡ r|φ k has the form 3,50,51
with
In the above, θ k ≡ arctan(k y /k x ) and s ≡ sign (E). Switching Eq. (38) to the position representation, we obtain the Lippmann-Schwinger equation where G 0 (r − r ′ ) = r|Ĝ 0 (z)|r ′ is the Green function of the problem. The graphene Hamiltonian readŝ
and the Fourier transform of the Green function
In what follows, unless stated otherwise, we set ≡ 1 ≡ v F . It is also convenient to recast Eq. (43) in the form
where z = E + is0 + ; the inclusion of a small imaginary part is0 + amounts to consider outgoing waves (see below). For simplicity we focus on scattering of positive energy carriers (electrons), s = 1. We write E = k and evaluate the Green function in real space representation
where H
n (k|r − r ′ |) is the first kind Hankel function of order n, whose asymptotic form is that of outgoing cylindrical waves. Using the property ∂ x H (1)
1 (x) = 0, the second term in Eq. (47) can be written in the simple form
where we have introduced the matrix
In the above, the angle θ ≡ θ(r, r ′ ) is defined through the relation (r − r ′ ) /|r − r ′ | = (cos θ, sin θ) T .
Combining Eqs. (47)- (48) we obtain the explicit form of the Green function of pristine graphene
(50) The Lippmann-Schwinger equation now reads
To proceed, we assume that the main contribution to the scattering amplitude comes from evaluating the above integral within the region where |r − r ′ | ≫ 1. We note that although this procedure is accurate for short-range potentials, yielding the exact asymptotic form of the scattered wave function, it is otherwise an approximation. The next step is to insert the asymptotic expressions for the Hankel functions
into the Lippmann-Schwinger equation (51) to get
In the above, we have identified the wavevector at the point of observation, k ′ ≡ k r r , and used |r−r ′ | ≃ r−r·r ′ /r to simplify the argument of the exponentials in (52)- (53) .
The first term in the Born series is obtained by replac-
′ u k in the right-hand side of the Lippmann-Schwinger equation. In order to read out the scattering amplitude a few manipulations are still in order. Without loss of generality, setting θ k = 0, and identifying θ k ′ with the scattering angle θ, we find
where we have defined graphene's Berry phase (form factor) term Ξ(θ) = 1 + e −iθ . Substituting this result into Eq. (54) we arrive at the well-known FBA in twodimensions
where q = k ′ −k is the transferred wavevector and the relevant constants have been restored. We note that the above definition yields the usual form for the scattered current in two-dimensions, i.e.,
withΨ k (r) ≡ Ψ k (r) − φ k (r) denoting the scattered component of the wave. We move gears to the calculation of the second term in the Born series. The starting point is Eq. (41), which we iterate two times to get
We aim to simplify the second order contribution in the above expression [from now on referred to as Ψ (2) k (r)]. As before, we replace G 0 (r − r ′ ) by its asymptotic form
withσ θ ≡ 1 + σ θ , and insert it back into Ψ
k (r) as to obtain
where
It is clear thatσ θ does not commute with the remaining terms in the integrand [remark that G 0 (r ′ − r ′′ ) contains a term proportional to σ α with α ≡ θ(r ′ , r ′′ ) = θ; c.f., Eq. (50)], and hence we cannot directly identify the scattering amplitude as previously. Instead, we make use of Eq. (46) to write
or, using the definition of Fourier transform,
In order to identify the scattering amplitude in the second Born approximation (SBA) we compute the contribution of Ψ 
where φ p = arctan(p y /p x ), we arrive at the following result
By the definition of scattered current J SBA (θ), the SBA scattering amplitude is readily seen to be
where we definedΞ(θ) = Ξ(θ + π) and dropped an innocuous phase factor − √ i. We now specialize to potentials with inversion symmetry; these potentials havẽ V (q) =Ṽ (q) * and therefore we can drop the imaginary term in last line of Eq. (69), which is odd under the transformation θ → −θ, and hence does not contribute to transport cross sections. We thus arrive at our desired result
or, in a more compact form,
where and v F have been restored.
The explicit form of η 2 is rather cumbersome and thus will not be given. The differential cross section is
where f 1(2) denotes the first (second) order contribution to the SBA amplitude [see Eq. (71)]. Defining h 1(2) (θ) ≡ f 1(2) (θ)/Ξ(θ), we obtain
and where we have used the fact that h 1 (θ) ∈ R for potentials with inversion symmetry. The first term yields the FBA transport cross section
Remark that the transport relaxation rate is related to σ tp according to τ = (n l v F σ tp ) −1 ∼ k F , and therefore we conclude that the dc-conductivity σ = 2e
is a quadratic (linear) function of the Fermi wavevector (electronic density). The latter property is preserved at all orders in perturbation theory as noted in Sec. III. The second term in Eq. (79) yields the main correction to the FBA transport cross section; explicitly, 
Simplifying one obtains 
The above result shows that for ∆ > 0 (∆ < 0) the SBA decreases (increases) the dc conductivity with respect to the FBA result. Although only valid in the weak scattering regime, this dependence of the dc conductivity on the carrier polarity is in qualitatively agreement with the numerical results of Sec. II.
