INTRODUCTION
The exercise of comparing the mortality experience of a group with a standard experience arises when it is desired to investigate whether the experience of the group is sufficiently well described by the given set of mortality rates. The study group may be persons proposing for life assurance with a certain impairment, employees in an occupation exposed to a specific hazard (e.g. asbestos workers), persons who have just experienced an attack of a disease (e.g. ischaemic heart disease or cerebrovascular disease), patients with a disease who have undergone a certain type of treatment (e.g. surgery) and so on. This methodology has been described in some detail by the author elsewhere. (1) Taking the first of these examples, the question we wish to answer is "given a set of lives (who have selected themselves by proposing for varying amounts of life assurance) with a certain impairment (and no other impairments), what will be the level of mortality at time t, in the future, relative to that of a similar set of lives without impairments?" 'Similar' in this context means controlling for the age and sex of the lives involved and any other characteristics believed to have a significant effect on mortality rates. In seeking to answer this question, the primary duty of the analyst is to examine the observed and expected mortality in the greatest possible detail, subdividing, for example, the data by attained age, sex, duration of follow-up, severity of impairment and so on. In many situations, it will be desirable to summarize the comparative experience over a period of time, using indices like the ratio of actual to expected deaths. It is the purpose of this paper to discuss the properties of such indices. However, it should be noted that any index of summary or any average will be a poor approximation if the 271 observed annual mortality rate or the underlying force of mortality changes rapidly over a part of the period for which the average is obtained. In many acute conditions such as cerebrovascular disease (i.e. stroke(2,3)) or myocardial infarction, the early post-onset mortality rate is high and falls sharply over an interval of weeks or months following the acute attack. The first consideration is then to present the data in this early period separately and in as great detail as is feasible. Similarly, in many follow-up studies of surgically treated patients in the medical literature the early, post-operative mortality is separated out from the recorded survival data.
A detailed presentation of results and of comparison between the actual experience and that expected if the standard population were to apply at each duration requires the computation of the Interval Mortality Ratios (see Haberman (1) and §3). The progression of these ratios with increasing duration, t, is of critical importance.
For some impairments, the progression is downward (for example, breast cancer(4)) and for others, the progression is upward (for example, diabetes and overweight (4) ) and for others, the ratios are approximately constant (for example, cerebrovascular disease (2, 3) ). Often the volume of the underlying data is inadequate to give numerical values of the ratios which vary smoothly by age or duration since the onset of the impairment (or the date of proposal for insurance). Indices, like those described here in § §2, 3 and 4, can be a useful means of summarizing the relationship between the observed and standard experiences in order to facilitate understanding and the comparison between different sets of data. By 'averaging' in some way the underlying Interval Mortality Ratios, the indices may have a lower degree of variability than these ratios.
As we shall see, some of the indices discussed in this paper are weighted averages of the underlying Interval Mortality Ratios. The weights may introduce bias or distortion into a comparison of, say, two such indices (derived from two different experiences). This is discussed further in §3.5.
It should also be remembered that, regardless of the size of the study group, it is very unlikely to represent a random sample from the whole population; the group is a selected part of the whole population so that any statistical procedure that assumes independence between the study population and the whole population (if this is the basis for the expected experience) is strictly inappropriate. But for practical purposes the given life table may be used as a standard (or model) with which to compare the mortality experience of the study population.
DESCRIPTION OF THE METHODS AND THEIR PROPERTIES
The approach of this paper is to take three commonly used methods of comparing an observed mortality experience with that of a standard and describe their properties.
In so doing, some amendments are suggested to one of the indices. The various indices are discussed in the subsequent sections and a hypothetical example is used throughout to illustrate the discussion points.
COMPARISON OF ACTUAL AND EXPECTED DEATHS
The comparison of actual and expected deaths is the classical, actuarial approach to the measurement of relative experience. Following the notation of Haberman(1), let dt, qt, Et be the observed number of deaths, the mortality rate and the initial exposed-to-risk for the population under consideration for the interval of follow-up between durations t and t + 1 (say, measured in years). Let q´t be the mortality rate for the standard population.
Define d´t, the standard number of deaths, as d´t = Etq´t.
The Interval Mortality Ratio (IMR) for the interval t to t + l will be denoted by kt and is defined by Clearly this is a comparison of actual and expected deaths and is the same, in principle, as the Standardized Mortality Ratio widely used by demographers. Over an n year period, say from duration 0 to n, the comparison of actual and expected deaths is carried out by means of the following index, described by Haberman (1) as the Annual Exposure Cumulative Mortality Ratio, and elsewhere as the A/E ratio (for example, by Clarke(5)):
This type of index arises naturally from a maximum likelihood approach to estimation when certain simplifying assumptions apply. This approach will be considered in the following paragraphs.
The maximum likelihood approach
We first consider the problem formulated in discrete time. Consider n age (or duration) groups with standard population central mortality rates respectively. We assume that for each age group, the underlying force of mortality is constant so that the force of mortality and central death rate are identical.
For individual j and age group i, let Dij, be the indicator random variable that j dies while in age group i (when Dij = 1 and otherwise Dij = 0). Let Pij be the total number of years lived by j in age group i.
We assume that the product model or proportional hazards assumption applies (as introduced by Cox(6)), so that the study group central mortality rates (or forces of mortality), satisfy for some is being used here for the theoretical (or population mortality ratio when expressed in terms of forces of mortality whereas k is used (see above) for the observed ratio when expressed in terms of the mortality rates.
The likelihood function, viewed as a function of the unknown parameter is where c is a constant independent of the total number of observed deaths, and is the expected number of deaths in the study population had the standard population mortality rates applied, to be denoted here by E. (8) and Gail (6) have taken this further by considering chi-square goodness of fit tests. Gail (9) also extends the model from comparing one population with a standard to comparing J populations.
In applying the goodness of fit tests to a case where the assumed standard population does not conform to the proportional hazards model exactly, Gail (9) notes that the methodology nevertheless seems robust to departures from this fundamental assumption.
The problem may also be formulated in continuous time, as describd by Breslow(10) and Berry (11) . As an example we shall consider a mortality study of n individuals where follow-up information is complete so that, in actuarial parlance, there are no 'enders'. Withdrawals are included. The assumption of no 'enders' has been made to simplify the presentation.
Let ti be the observation time for the i'th person. Let = 1 if the i'th individual dies at time ti and = 0 if he/she withdraws at time ti. With a suitable modification, this could be adapted to deal with, for example, the incidence of a disease or death from a particular cause.
Let li(t) be the standard force of mortality and let be the force of withdrawal at time t. At this stage we assume that the study group has the same mortality level as the standard population.
Let ti denote the random variable corresponding to ti then
The joint density of the observation (ti, for the i'th individual may be written
Of special interest is the cumulative hazard for the i'th individual, ei, which we define as:
Conventionally, eiis described as the 'expected number of deaths'. eiis of course a random variable but the interpretation as the 'expected number of deaths' may be justified on the basis that This is proved by Berry Now assume that the mortality rates in the study population correspond to a force of mortality (t) such that i.e. the proportional hazards model. We also assume that the force of withdrawal is independent of (and is unaffected by membership of the study group). Then the likelihood function is where c is a constant term, independent of It follows that the maximum likelihood estimator of where i.e. the ratio of observed deaths to the expected number of deaths, as before. Writing as D E. it may similarly be shown that a large-sample estimate of the variance of (as proposed by Yule). (7) 
Random nature of the index
We return for a moment to the random nature of the denominator of AE and the estimators Since each individual ceases to contribute to the underlying exposed-to-risk when he/she dies, the 'expected number of deaths' is also random. Hence the comparison of observed with expected is a comparison of two random variables. With a short follow-up period, the predominant random component is D, the observed number of deaths. But with a long follow-up period. the variability in the denominator, E, predominates (over a very long follow-up period, all the subjects would be dead so that D would no longer be random (11 ) . This highlights the looseness in terminology associated with the denominator E. It is further interesting to note that Berry (11) refers to a life table approach to the measurement of the expected number of deaths where the exposed to risk is based on the standard death rates rather than on the observations. This is clearly a misunderstanding.
The classical actuarial approach is just that described in the introduction to § 3 and is overlooked as such by Berry (11) . A trivial point is that. if in a particular study all the observed deaths occur before a particular duration. t. then the computation of AE for durations greater than t would give a value that becomes closer and closer to 1, as the contribution to the denominator increases with duration.
The index as a weighted acerage
Providing that the underlying product model holds, the maximum likelihood estimator is unbiased. Similarly, the index AE is an unbiased estimator of k if qt = kq't at each duration because in this case.
We shall pursue this line of thought in the more general case where the product model does not hold and we introduce kt, the Interval Mortality Ratio, as defined in §3.
Then
Thus, AEn may be viewed as a weighted average of the kt over the first n years of observation with weights wt, = Et, q'i, the number of deaths 'expected' on the basis of the standard population mortality rates at duration t. The indices AEn clearly do not treat all the kt alike; they place most weight or emphasis on those kt at the durations where the wt are highest. This may not be unreasonable as these durations are likely to be those where the underlying data are the largest, so that any resulting indices, like kt, are subject to the least statistical variability (as measured by the appropriate standard error) and hence are most reliable in statistical terms.
The fact that the AE index does place unequal weight on the kt at different durations is a property that should be borne in mind when using the index and when considering its relative merits compared to other indices.
An example of the calculation of AE and the implied set of weights is given in Table 1 . This is a hypothetical example. For simplicity, there are no withdrawals. A cohort of 1,000 lives is followed-up for 12 years, at the end of which there is only 1 survivor. The Interval Mortality Ratios, kt, are shown in column 7-they increase with duration, reach a maximum and then following a decreasing trend (apart from k11). The values of AE are shown in column 8 as n increases from 0 to 11; they increase to a maximum of 2.11 at duration 5 then fall slowly after that.
As noted above, AE may be thought of as a weighted average of the underlying kt with weights wt = Etq't. For convenience, these weights are shown for the example in Table 1 after column 4, in parentheses, with their sum over the 12 years of the study adjusted to be 100. Thus, looking at the calculation of AE12, we see that k0 is weighted by 37.7% of the total weights, k1 by 25.5% of the total and so on. AE12 is thus heavily weighted by the 'expected deaths' in the first four years (88.8% of the total weights), whereas the kt values at durations 8-11 receive only 1% of the total weights. This explains why AE falls only slowly beyond t = 5 even though kt < 2.00 for t = 6. 7. . . . , 11.
Possible modifications
The problem described in the previous section might be compounded by the characteristics of some mortality investigations which do not involve a group of starting cohorts at the beginning of the study but which only involve cohorts entering during the course of the investigation which is then terminated at a fixed calendar date. The result is a concentration in the exposed-to-risk at the early durations which increases the weights Wt = Et, q't at these durations (as illustrated by Figure 1) .
The weighting structure of the AE index has been noted by the authors of the American Build Study for 1979 who comment on the mortality ratios for all durations combined giving 'too much weight to the mortality in the early durations' where the standard numbers of deaths are greatest (12) . This concentration of exposures in the early durations is noted as a 'consequence of the triangular build up of exposures by year of issue which . . . produces 18 years of experience at durations 1.2.3 and 4; 17 years of experience at duration 5 etc. but only one year of experience at duration 22'. The authors have dealt with this problem by reweighting the interval mortality ratios, kt, by duration so as to reflect more closely the proportion of exposures by duration that would result from a single block of policies issued at the same time and subject to the single decrement of mortality. (Loss to follow-up or withdrawal could be incorporated if thought appropriate.) This is certainly an approach that could be further pursued in practice and corresponds to using the amended formula:
where the w't are no longer constrained to be equal to Et q't but are chosen, albeit subjectively, to place less emphasis on the kt at low values oft and more emphasis on the kt at high values oft. The above discussion and the example in Table 1 lead on to two alternative indices to AE which are introduced here and which may be suitable in certain circumstances.
With a choice of wt = 1, we define the Average Interval Mortality Ratio (AK) by the following equation
This index places equal weight on the Interval Mortality Ratios, kt, at each duration without prejudging which ratio is the most significant. The AK index is thus affected by proportionate changes in the duration-specific qt to the same degree, regardless of at which durations such changes occur. In contrast, the AE index places more emphasis on proportionate changes at ages where the number of 'expected' deaths in the reference population is greatest. Such a pattern of weights may be reasonable-judgement depends on the particular circumstances of the application.
AK makes no reference to the underlying exposed-to-risk or the numbers of deaths at each duration. It is unbiased in the sense that, if kt = k at each t, then AKn = k for any n.
For the example introduced in Table 1 , Table 2 gives the values of AK by duration.
A second alternative index can be constructed as the ratio of the arithmetic average mortality rates in the two populations. The Ratio of Arithmetic Average Mortality Rates (RAAD) is defined as follows: RAADt+1  0  2·00  2·00  2·00  1  2·11  2·06  2·05  2  2·20  2·10  2·11  3  2·24  2·14  2·14  4  2·21  2·16  2·17  5  2·21  2·17  2·18  6  1·93  2·14  2·14  7  1·87  2·10  2·10  8  1·44  2·03  2·01  9  1·48  1·98  1·95  10  1·19  1·90  1·86  11  1·72  1·89  1·85 As shown by the above algebra, RAAD may be considered as a weighted average of the ratios kt with weights equal to the standard mortality rates, q't. So the index places most weight on those durations where the mortality rates in the standard population are the highest, regardless of the size of the underlying exposed-torisk or the number of deaths. If kt = k at each t, then RAADn = k for any n, so this index is also unbiased. Table 2 also give values of RAAD by duration for the example from Table 1 . Whereas AK merely averages the kt, RAAD places more weight on the values where q't is higher-in this example, these would be at the higher durations, although the underlying data at these durations become increasingly scanty. This explains why RAAD12 is lower than AK12 since, in this example, kt generally decreases as t increases.
Another characteristic of RAAD (but which is not apparent from this example) is that RAAD is less affected by durations with low values of qt than AK-depending on the size of the exposed-to-risk at duration t, these values of qt may be more or less reliable in statistical terms (there is no clearcut ordering of the standard errors or coefficients of variation of RAAD and AK).
Further comment
All three indices AE, AK, RAAD attempt to summarise the set of kt for the purpose of comparison and assessment. If the underlying pattern of kt with duration t is complex, then it is unlikely that any single figure index can contain all the information present in the full set of kt. Thus, as Gail(9) has pointed out, it is only when the product model holds (or we have proportional hazards) that the AE index (i.e. D/E ratio) is a sufficient statistic, encapsulating all the relevant information, in the sense of statistical theory. The comparison of two indices may involve an element of bias or distortion because of the presence of the wt, the particular weights being used. For example, suppose we calculate an index, I, for two populations, j = 1 and 2, and I is of the general form
The difference, A, between the two values of I may be decomposed as follows = 1 + 2, say, where A, is a summary of the differences between the two sets of mortality ratios and 2 is a summary of the differences between the two sets of weights and is a source of distortion in the comparison of I(1) and I(2).
We note that 2 = 0, so that = 1, and we have a comparison free of distortion, if and only if
Of the three indices discussed in the earlier parts of §3, AK and RAAD have weights that satisfy this equality. But, 2 0 for AE. Hence, for AE, it is possible to have two populations with equal kt at each duration so that 1 = 0 but, for which.
For the cases of AK and RAAD, we can look at the difference between I(l) and I(2) in another way If I(1) I(2) it then follows that, for some (or all) t, kt(1) kt(2). This does not follow for AE.
It can further be shown that, if the ratio kt(1)/kt(2) lies between two limits, say and , so that kt(1)/kt(2) for all t, then This property does not hold for the AE index. (The proof follows that given by Silcock(13) for the Standardized Mortality Ratio.) Obviously, all three indices may be defined in respect of an interval between durations t and t + n rather than between 0 and n. The corresponding notation would then need a minor modification.
A feature of the indices discussed so far is that they require computation of the qt and q't individually. Thus, full data on dates of death and other exits need to be recorded. But if a study only records whether each individual is alive or dead at the end of a period (and assuming that full follow up information is available) then simpler, alternative indices are required. These are discussed in §4. These indices may also be appropriate if we are working from published data which refer only to cumulative mortality or survival rates.
Extensions to the theory
The mathematics of § 3.1 may be applied to a set of mutually exclusive causes of death. Then L (0) would be a product of expressions of the form of the earlier likelihood equations for each cause. The contributions to the log likelihood of the separate causes of death are unrelated so that inference for each cause would be independent of the other causes. So each individual cause of death may be considered, ignoring all other causes. This corresponds to treating all other causes of death as 'withdrawals' as in the classical approach to the theory of multiple decrements (or competing risks).
The approach of § 3.1 may be generalized to deal with covariables (like blood pressure, weight etc.). So in the continuous time formulation we introduce the extended multiplicative relationship
where Zi is the covariable vector for the i'th individual and ß is a vector of parameters to be estimated. This extension, introduced by Cox (6) , is discussed in a paper by A. E. Renshaw, where the statistical package GLIM is utilized(15).
RATIOS BASED ON CUMULATIVE MORTALITY

The cumulative mortality ratio
Consider a follow up study of survival of the type described above with t used to denote the duration of follow up so that, for example, the time t = 0 corresponds to the onset of the disease or the time of the surgical operation. Using the life table method for measuring survival, we let the cumulative survival rate between durations 0 and n be nPo and the cumulative mortality rate be nQo. Then nQo = 1 -nPo. This notation leads to 1Qo = qo when n = 1, 2Qo = 1 -(1 -qo) (1-q1) etc.
If we have complete follow-up information on a cohort of lives so that there are no withdrawals, then Q and P would be the appropriate cumulative proportions. We suppose that, as before, we have a standard life table for a population group of the same size and composition by age and sex, for which functions are denoted by a'.
The Cumulative Mortality Ratio (calculated by the cohort method-as described by Haberman(1)) for the period between 0 and n is CMRn where
The CMR index is effectively described by Hill et al. (14) . But, like Berry(11), they seem unaware of any actuarial literature on the subject so that no appropriate reference is made.
In the case where we have complete follow-up information on a cohort, the CMR index ignores the times of deaths and considers only whether, over a particular period, death has occurred or not.
Obviously, the CMR index may be defined in respect of an interval from duration t to t + n rather than from 0 ton. The notation would then need a minor modification.
A serious disadvantage of the use of the CMR index in follow-up studies is its dependence on the width of the time interval, i.e. the value of n in the above equations.
This hinders comparison between studies where the maximum follow-up differs. More significantly, the dependence of n means that, as n increases, the index 'naturally' tends towards 1: the reason for this is that, as n increases to very long durations, Q and Q' become close to 1, i.e. the probability of dying within a long period of time is 1 for both the study population and the standard population.
In terms of the example described earlier in Table 1 , the bias of the CMR index is shown in Table 3 , with values falling monotonically from 2·00 to 1·04 with increasing duration. Clearly this gives a completely misleading picture of the underlying pattern of kt.
An index with less serious bias than the Cumulative Mortality Ratio but which is also derived from cumulative mortality rates is described in § 4.2.
Ratio of geometric average death rates
The ratio of geometric average death rates (RGAD) for the period 0 and n is defined as follows. Strictly this is based on the geometric average of the survival rates, the complement of which is what we are calling the geometric average death rate. We assume that during this durational period of length n units the survival rate is constant within each subperiod of length 1 unit. Then the ·1800  2·00  ·3600  ·1800  2·00  1  ·616  ·3358  1·83  ·3803  ·1850  2·06  2  ·785  ·4686  1·68  ·4009  ·1900  2·11  3  ·886  ·5802  1·53  ·4189  ·1951  2·15  4  ·943  ·6726  1·40  ·4361  ·2001  2·18  5  ·972  ·7479  1·30  ·4489  ·2052  2·19  6  ·985  ·8084  1·22  ·4512  ·2103  2·15  7  ·992  ·8563  1·16  ·4531  ·2153  2·10  8  ·995  ·8937  1·11  ·4450  ·2205  2·02  9  ·997  ·9224  1·08  ·4406  ·2256  1·95  10  ·998  ·9441  1·06  ·4316  ·2306  1·87  11  ·999  ·9603  1·04  ·4377  ·2358  1·86 (geometric) average death rates can be calculated from the following equations
where and ' are respectively the (geometric) actual and expected average death rates for the period.
(In the author's earlier paper(1), the Ratio of Geometric Average Death Rates was given the acronym RAD. To avoid confusion with the RAAD index, this has been expanded here to RGAD.)
Like RAAD, the RGAD uses the ratio of two average mortality rates. Thus, Both CMR and RGAD summarize the relative mortality experience over the n unit period from duration 0 to n. As with the other indices, the RGAD may be defined in respect of an interval between durations t and t + n rather than between 0 and n.
The RGAD index for individual or grouped intervals is less dependent on the length of the period used, n, than the CMR. This has been demonstrated mathematically. (') But the RGAD index is also biased, although to a much lesser extent than the CMR index. The extent of this bias can be described as follows. Consider the follow-up period from duration 0 to n. We follow the same notation as before so that the mortality rate in the study population for the i'th time unit is qi (for the period i to i + 1) where i = 0, . . . . . , n -1, and the mortality rate in the standard population for the i'th time unit is q'i. This case of equal mortality rates for each unit in the follow-up period is unrealistic. In other situations, RGAD is biased. It may be proved that, with qi = kq'i, providing qi << 1.
If k > 1 so that the study population experiences extra mortality, then it may be proved that e > 0. Further details are given in Appendix I. Hence RGAD over-estimates the true level of relative mortality.
As an example of this bias, we consider a numerical example of a group of males of the same age, 60, subject to a certain mortality experience. This is such that their death rates at each age are twice those of a standard mortality experience (English Life Tables No. 12 1960-62). We seek to compare their follow-up experience with that of this standard mortality experience, using the indices CMR and RGAD. Each is attempting to measure a situation where we know the relative mortality levels lead to an answer 2·00 i.e. kt = 2·00 for all t. In Figure 2 , the indices are plotted for t = 0 and n taking the values 1, 2, 3, 4, 5, 10,. 15, 20 and 25 years. Figure 2 illustrates that, as noted in § 4.1, the CMR index has an in-built tendency to move towards 1·00 as the duration of follow-up is extended and hence is biased (as in Table 3 ). The RGAD index fluctuates marginally about 2·00 and so gives a more accurate picture of the mortality comparison.
The above result in terms of bias, RGAD k (1 + e), with e > 0, explains why RGAD lies just above the 2·00 level in Figure 2 . Figure 2 illustrates the magnitude of the bias in each of the CMR and RGAD indices. When the true level of relative mortality is 2·00, RGAD25 = 2·03 and CMR25 = 1·12. It is also worth noting that, whereas CMR under-estimates relative mortality, RGAD over-estimates it. If we were to consider a study population with considerably lower mortality than the standard population, then CMR would still tend towards 1·00 as duration increases, but here CMR would over-estimate mortality. RGAD would under estimate it by a marginal amount (see Appendix I).
The bias of RGAD may also be investigated where the Interval Mortality Ratios, qi/q'i = kt, are unequal at each duration. The mathematical details are in Appendix II and we see that the results reduce to a result similar to that quoted before, viz. providing qi << 1,
RGADn
(1 + e) where i.e. is the RAADn index.
Hence RGADn
RAADn (1 + e), an approximate relationship between the ratio of geometric averages and the ratio of arithmetic averages.
The result shows that e > 0 if the observed q's are more variable over the durations being considered than the reference population q''s. This is stated more precisely in Appendix II. We would expect in general that the q's would be more variable than the 9''s so that e > 0 and hence RGAD would over-estimate the weighted average value of the kt, . Tables 2 and 3 indicates that the values of RAAD and RGAD are either equal or differ by ·01 throughout (with RGAD being the larger, as implied by the discussion of the previous paragraph).
Further we see that in Table 3 the RGAD index follows closely the pattern of the underlying kt and responds more closely to the kt at the highest durations (where the data are the most scanty) than, say, the AE index discussed before (Table 1) .
In this sense, RGAD treats each component or constituent mortality rate in the relevant period, qt, equally without placing any particular weighting on individual mortality rates. The order of the mortality rates over time is irrelevant. This may not be appropriate to a particular situation, where, for example qto is based on smaller numbers exposed to risk and deaths than, say, q0. AE would reflect in some way the relative importance of these two rates.
The mathematical discussions in Appendices I and II depend on qt being small relative to 1. If qt is large, then the bias of RGAD becomes serious. To show this, we modify the example discussed in Tables 1-3 as follows. Table 4 provides the new follow-up details and we now have a situation where, after 6 years only, 1 of the original 1,000 survives. Also the standard mortality rates have been adjusted so that kt = 2·00 throughout. (This example is attributed to Courtland Smith who commented on an earlier draft of this paper.) The example throws up the unbiased nature of the indices of the previous section when kt is constant, and confirms the problems of CMR again but also shows that RGAD is misleading when q becomes close to 1. This is a general result.
Numerically, in this case, the approximate estimating equation from above leads to RGAD6 k(1 + e) = 2·04, whereas the computed value of RGAD6 is 2·52 (Table 4) . Provided q near to 1 is avoided, the results of Appendices I and II hold and the bias of RGAD is small and is certainly less serious than the bias of CMR.
The RGAD index has proved useful in the assessment of mortality after a stroke, where there is evidence of a constant mortality rate once an initial period after onset has been survived (when mortality rates are very high). Thus, Haberman(3) has summarized the results in terms of RGAD indices-an extract is given here in Table 5 .
THE PRUDENTIAL IMPAIRMENTS STUDY
As an illustration of the application of the ideas expounded in this paper, we quote some examples from the Prudential Impairments Study. Regular reports have appeared in the literature on this study, the last being Leighton (16) . These reports have concentrated on presenting summary indices of the AE type only. * AEt = AKt = RAADt = 2·00 for all t. ** RGAD = k(1 + e) gives 2·04 as estimate.
Ratio of Geometric Average
Mortality Rates RGADt + 1 2·00 2·00 2·00 2·00 2·01 2·52** 13·00  3·10  3·80  50  4·30  8·00  2·40  2·90  60  3·00  4·90  1·70  2·05  70  2·40  3·00  1·10  1·30  80  1·40  1·90  1·00  1·00 An extensive re-analysis of the 1947-198 1 data is being carried out at The City University (Department of Actuarial Science and Statistics) in order to investigate further: (i) the progression of relative mortality with duration since entry; (ii) the relationship between relative mortality and age at entry; (iii) the relationship between relative mortality and covariables (like the level of blood pressure for hypertensives).
In order to perform this re-analysis, a standard experience (for all males) has been derived from the published CMI reports with the standard rate in a period postulated as a linear function of the A1967-70 mortality rate. i.e., where i denotes age group, j denotes duration group (j = 0, 1 and 2 and over) and l denotes calendar year.
In this section we report some of the results for males for a single impairment group: hypertension with weight standard or less than 20% overweight. Table 6 displays the Interval Mortality Ratios, kt, by age at entry and duration since entry. Table 7 displays the kt by duration since entry for all ages at entry combined together with a set of summary indices. It should be noted that, whereas the Interval Mortality Ratio, kt, measures the relative mortality experience in a particular durational group, each of the six summary indices quoted measures the relative mortality experience so far, i.e. cumulative up to duration t+1. Figure 3 depicts the trend in the AE index and in kt (which has also been presented together with approximate 95% confidence intervals). Table 7 and Figure 3 indicate the extent to which the AE depends on the mortality ratios at the lower durations and is little affected by the ratios at the higher durations (where the data are less reliable). The other indices respond to varying degrees to the experience at the higher durations. 1·48 1·48  1·48  1·48  1·48  0-2  1·77 1·80 1·73  1·81  1·80  1·81  0-5  1·31 1·29 1·39  1·29  1·28  1·29  0-10  1·35 1·35 1·39  1·35  1·33  1·35  0-15  1·37 1·37 1·40  1·38  1·34  1·40  0-20  1·39 1·40 1·42  1·42  1·40  1·43  20-25  1·81  O-25  1·41 1·46 1·50  1·53  1·47  1·57  25-30  2·27  0-30  1·42 1·53 1·63  1·71  1·73  1·84  30-34  4·47  0-34  1·42 1·60 1·96  2·10 
CONCLUSIONS
The paper has considered the problem of measuring the relative mortality experience of a population, relative to a given standard, with particular reference to summarising or averaging the Interval Mortality Ratios, kt.
The use of single figure indices for this purpose facilitates understanding and the making of comparisons and can reduce variability. But certain caveats should be noted.
Firstly, such indices usually involve a loss of information, especially if the progression of the underlying kt is complicated. Only in certain simplified situations is the index a 'sufficient statistic' in terms of statistical theory-thus, as Gail (9) has shown that, when the product model holds, the AE index is such a sufficient statistic. Secondly, it is not possible to provide a good representation of the kt when the observed mortality rates are changing rapidly.
Thirdly, some of the indices are weighted averages where the presence of certain weights can introduce bias and distortion into comparisons.
The paper considers the ratio of actual to expected deaths, AE, and how such an index arises naturally from a maximum likelihood formulation when the product model holds. Various extensions are also discussed.
The properties of AE, viewed as a weighted average of the kt, are discussed which leads to consideration of three modifications. These modifications allow for a different choice of weights in the AE formula to avoid artificially high weights at the early durations which can be caused by the design of the particular investigation and then lead to the AK and RAAD indices. These indices are compared with AE in theoretical terms and from the viewpoint of a particular example.
There may be no alternative to an approach based on cumulative mortality rates (for example if Q is known but not the underlying dt or Et). This leads to two further indices. The CMR index is seriously flawed in that it automatically tends to 1 as n increases. A modification, the RGAD index, is an improvement although it too is biased, but to a much lesser extent providing the observed mortality rates are small (relative to 1). Theoretical expressions for the bias are derived for the case of kt all equal and for the general case. Examples are used to illustrate the argument.
In any particular application, where it is desired to employ an index of relative mortality experience, there is clearly no right answer as to which is invariably the index to choose. Apart from the CMR index, which should be avoided, the others discussed here have their merits and demerits. It is of vital importance to be aware of these characteristics in making the choice. Also as the variability of the qi increases, hence f and e increase so that the bias in RGADn increases. In many situations the qi increase with duration (or i) so that the bias increases with duration. This is seen to a limited extent for the hypothetical example depicted in Figure 2 .
If k < 1 so that we are considering a population with lower mortality than the standard experience, then f would still be positive but now e < 0. Hence the bias in RGADn would be in the opposite direction. So e > 0 if the observed mortality rates qi = ki q'i are more variable than the standard population mortality rates, q'i. In most practical applications, this is likely to be the case as the q'i are likely to follow a regular progression with duration.
If ki = k for all i then we see that which is the result proved in Appendix I. For the example in the text, we see from a comparison of RGAD (Table 3 ) and RAAD ( Table 2 ) that e is of the order of ½%.
