This paper discusses the use of recursive neighbourhoods in mathematical morphology. Its two notable applications are the recursive erosion/dilation, as well as the detection of foreground-background changes to be used in skeletonization. The benefit of the latter over the use of sub-cycles or an extension of the neighbourhood is emphasized. Two applications are presented that use the recursive neighbourhood in a 3D surface and a 3D curve anchor-skeleton variant.
Introduction
In previous papers (Jonker, 1992 (Jonker, , 2002 , we have described a general principle for morphological operations on cubic tessellated binary images X N . For the sake of clarity, we will repeat this briefly in Sections 1 and 2. In the examples images of dimensions 2 and 3 will be used. In Section 3 we elaborate on the principle of recursive neighbourhoods. The use of recursive neighbourhoods is not new (Hilditch, 1969) , however, its principle of work and its possibilities in the processing of 2D as well as 3D images are often not well understood. In Section 3, we show that from the four alternatives to circumvent the problem of detecting the topology change of a two pixel/voxel thick structure in a 3 N neighbourhood, as is necessary in skeletonization, the recursive neighbourhood approach is the fastest. The recursive neighbourhood detects change, either foreground changed to background or background changed to foreground. This change detection can be fruitfully used in a number of applications, but also give rise to problems, e.g., excessive protrusions in skeletons, when the recursive neighbourhood is not correctly used. In Section 4, we present two examples of its use. The essence of both examples is the use of a surface, and a curve skeleton, forced through anchor points, whereas its surface and curve protrusions are recursively eroded due to the use of the recursive neighbourhood. Using a recursive neighbourhood is based on scanning an image with a set of masks that comprises a structuring element S. The masks contain foreground, background and donÕt cares. On each element of the image X an inexact match ðffiÞ between all masks of the set S ¼ S 1 Á Á Á S m and a neighbourhood M k extracted from the image can be performed, whereas the result written to the output image Y is the union of all matches. This operation Y ðX ffi SÞ is an extension of the classical hitor-miss operation. A second input image Z can be used in the same match to perform dyadic operations. Dyadic operations Y ððX ; ZÞ ffi SÞ can be used to locally enable or disable the morphological operation, using the points from a second input image.
To elaborate on this: Let x, y, z, and s be the elements of images X , Y , Z and S. Let k ¼ 0 . . . N be the number of image elements X ; Y and Z. Let S, e.g., be a 3 · 3 structuring element and M k an equivalent 3 · 3 neighbourhood around pixel x k with pixels x i k . For binary images Y ðX ffi SÞ is informally:
If for any pixel x k in an input image X , its neighbourhood M k matches inexactly with a structuring element S, the pixel y k of output image Y is set to one. If M k does not match S, y k is set to zero. Or In the inexact neighbourhood match the foreground pixels in S should match with foreground pixels in M k at the same positions AND the background pixels in S should match with background pixels in M k at the same positions, whereas in the donÕt care positions ðDÞ of S a match is not required. This can be extended to:
If for any pixel x k in an input image X , its neighbourhood M k matches one mask S S i from a set of masks S S the pixel y k of output image Y is set to one, else to zero. Or
A further extension is If for any pixel x k in an input image X , its neighbour hood M k matches any mask S S i from a given set of masks S S the pixel y k of output image Y is set to one, else set to zero, OR if its neighbourhood matches any mask S R i from a given set of masks S R , the pixel y k is set to zero, else to one
The image transformation Y ðX ffi SÞ is now implemented with a set of masks S consisting of a subset S S (the SET-masks) and a subset S R (the RESET-masks), one of which may be empty. This means that either a pixel y k is set to zero, if one of the RESET masks fits, or the pixel is set to one, if one of the SET mask fits, where the SET masks are chosen to dominate over the RESET masks. A second input image Z can be used to locally enable/ disable the transformation, yielding a dyadic operation. If a ''mask-bit'' z of a mask of the set S is set to donÕt care, the transformation is enabled. If z is do-care, then if the pixel z k of Z matches with z, the operation is disabled, else enabled. Operations that use Z to locally mask-off, or insert seeds, are the propagation operation and the anchorskeleton. Finally, an operation on an image can be done by performing a transformation with a maskset once, twice or more, or until the image is idempotent (does not change) under the operation (see further Jonker, 2002) .
In many cases practical use can be made of the intermediate results in the output image. This is called (spatial) recursion. For instance, if the transformation is performed by a raster scan over the image, i.e., in 2D from top-left to bottomright, the fact that some neighbours of pixel y k have already obtained a new value can be utilised. For this purpose, the neighbourhood M k of pixel x k as well as the structuring element S is extended (see Fig. 1 ). The inexact match is
If both the Local Neighbourhood M LN k and the Recursive Neighbourhood M RN k are used in a neighbourhood matching procedure, we referred to this as a recursive neighbourhood operations (RNO) in contrast with local neighbourhood operations (LNO), when only M LN k is used. The recursive neighbourhood is similar to that used in the distance transform (Rosenfeld and Pfalz, 1966) . Fig. 1 shows the matching process with a single mask from a set S, whereas the neighbourhood M k is extracted from the three different images. Note that when using a software raster scan over the image, it is more efficient for RNOs to scan in all odd scans from top-left to bottom-right and in all even scans from bottom-right to top-left. In this case, the M RN k should be transposed to match with the scan direction. Fig. 2 shows some structuring elements or mask-sets for simple LNO in X 3 , while Fig. 3 shows an example of a dyadic RNO; the propagation operation, a recursive conditional dilation: Fig. 2 . Structuring elements for simple operations in X 3 : dilation of a 26 connected contour, surface contour detection and erosion. Opaque elements are donÕt cares, light grey is background and dark grey is foreground. Fig. 3 . A dyadic RNO in X 3 ; the propagation operation: it recursively dilates seed pixels in X within the boundaries of objects in Z. Objects in an image are recursively dilated (mask 1), wherever foreground in image Z and background in X was found (mask 2).
Skeletonization, shape primitives
As one of the advanced examples in Section 4 is based on the skeleton operation, we briefly summarize it (Jonker, 1992 (Jonker, , 2002 ). Erosions can be described as a match on foreground area in X 2 and on foreground volume in X 3 . Skeletonization can be seen as conditional erosion. Fig. 4 shows that in X 3 a volume is eroded to a curved surface--the surface skeleton--where after the surface is eroded to a space curve--the curve skeleton. The condition for the erosion is that surfaces, or curves, should not be eroded. Those conditions are also known as shape primitives in X N . The sets of shape primitives and how they can be found are described in (Jonker, 2002) . In 3D one set is called Surf26, which represents the surface primitives: on all possibilities of a curved surface to intersect a 3 3 neighbourhood, one of these masks (or a rotated and/or mirrored version) will hit. The set Curv26 represents likewise the space curve primitives: on all possibilities of a space curve to intersect a 3 3 neighbourhood one of these masks (or a rotated and/or mirrored version) will hit. Iterating over an image X 3 with the erosion mask Erode26cct of Fig.  2 and a set of surface primitives (Surf26) and the set of curve primitives (Curv26) yields a skeleton. Erode26cct erodes surfaces from volumes (it hits only on the core of the volumes, not on their boundaries). The set Surf26 detects surfaces and thus may be used to prevent the erosion of surfaces (the masks only hit on the core of the surface, not on the surface boundaries). The set Curv26 detects curves and can be used to prevent the erosion of curves (the masks only hit on the kernel of the curves). Consequently, as volumes, surfaces and curves cannot be eroded from their kernels, they are eroded from their boundaries. So only closed surfaces and curves--the topological kernels--will remain. To prevent the erosion of boundaries, from the set Curv26 a set Curv26e can be derived that contains all surface edge situations. Similarly, a set Curve26e can be made from the set Curv26 containing all curve end situations (Jonker, 2002) .
The use of recursive neighbourhoods
A recursive neighbourhood is used for two reasons.
Recursive erosions and dilations
First it can be used to erode or dilate objects or background in one or two passes over the image. For instance the masks of Fig. 3 can be used to quickly select objects. With objects stored in image Z and seed voxels stored in image X , starting from the seed voxel, a wave front dilation starts over objects that are connected to the seed. Fig. 5 shows how such dilation evolves in a 2D ðX 2 Þ case: the dilation mask (5a) is assumed to make a raster scan over the image from top-left to bottom-down. A part of an image X is shown in 5b-e. In 5b and c the mask does not fit and hence the pixels are reset to foreground in the output image Y . When the scan runs over the image at one line lower, shown in 5d and e, in situation 5d the pixel swaps value from background to foreground but the swap in Fig. 5e depends on which neighbourhood is used. Using the recursive neighbourhood (partially using output image Y ), the pixels swaps value, as the mask does not match, but when using the Local Neighbourhood (only using input image X ) the mask fits and the pixel remains background. Of course, an unconditioned recursive dilation in a downward scan followed one in an upward scan over the image would fill the whole image. Likewise, a recursive erosion would erode a convex object in two of such scans over the image. Hence its application is found in conditional erosions and dilations.
Recursive neighbourhoods in skeletonization
Second, the Recursive Neighbourhood can be used to detect change within a skeletonization procedure.
One can define certain properties for skeleton points:
1. They lie on the medial axis of the original object (with an accuracy of ±0.5 pixel). 2. They are a connected set of pixels that preserve the topology of the original object. 3. They are single point thick objects.
These properties are realized in the skeleton algorithm and we suppose that property (1) is realized by an erosion criterion and properties (2) and (3) by topology preservation criteria. The erosion criterion specifies how accurate the final skeleton points have equal distance to the borders of the original object. The topology preservation criteria specify if the point is a skeleton point. It can be specified in any way, as long as neighbourhood data ðx i k Þ leads to the value of an output pixel y k , or for p criteria:
Forms of skeletonization algorithms
Usually the skeleton is made in an iterative procedure:
repeat for all points in the image { for all criteria { if (should_stay(criterion, point)) then insert(point); break } } until idempotent // no change detected Instead one can also specify if a point may be deleted repeat for all points in the image { for all criteria { if (may_be_deleted(criterion, point)) then delete(point); break } } until idempotent
Both methods are found in literature: in 2D (Hilditch, 1969) was an early example of the first, (Arcelli et al., 1975) an early example of the second method. In 3D: (Lobregt et al., 1980; Toriwaki et al., 1982; Verwer, 1991) was an early example of the first and (Malandain and Bertrand, 1992) an early example of the second method. Note that also the topology preservation criteria are named differently: specifying a local situation in which a point may be deleted is referred to as a simple point or deletable point condition, specifying a local situation in which a point should remain is referred to as a break point condition. Both methods can be transformed into each other and are identical (Jonker, 1992) . The erosion metric property is in the pseudo algorithms above, and in many real algorithms, implicitly specified within the topology criteria. Usually in 2D a city block or chess board metric is implicitly applied. Both the Hilditch and Arcelli algorithms use a chess-board metric implicitly specified within their topology preservation criteria. However, this can be made explicit by extracting the erosion metric criterion from the total set of criteria and hence splitting the algorithm in two criteria sets for the two skeleton properties: All 2D and 3D skeleton algorithms can be segregated and enhanced like this, to improve the erosion metric and to speed up the transformation. The queuing was proposed by (Groen and Foster, 1984) for 2D skeletons and by (Verwer, 1991) for 3D skeletons. The use of distance transforms in 2D (Borgefors, 1986) by (Verwer, 1988) and in 3D by (Verwer, 1991b . However, the 3D version is not trivial, the skeletonization should be split up into two phases Vossepoel, 1995, 2002) : Distance transform + Surface skeleton, Distance transform + Curve skeleton, whereas the propagation of the 3D distances over surfaces depend on the topology and are non-trivial (Svensson et al., 1999 N neighbourhood around the candidate point is used to perform the topology check, with N being the image dimension. All forms of the topology check procedure can be eventually transformed to a Look Up Table (LUT) by simply verifying what the outcome of the algorithm is in all 3 N possibilities. On the other hand, from a table a set of masks can be derived that prescribes the operation with a method called logic reduction, illuminated with Fig. 6 .
Assume that two neighbourhood situations in a LUT for a 3 · 3 kernel both are marked as ''break_point''. With the two neighbourhoods two entries for the LUT can be associated: It can easily be seen that the value of the pixel position East of the Central pixel is apparently donÕt care. This is indicated with a dot in the bit vector and an opaque pixel in the neighbourhood. From the field of VLSI Design Automation (Brayton et al., 1984) , public domain software can be used to reduce the entries of the look-up table to entries with donÕt cares, i.e. a set of masks (Jonker, 1992) . Note that logic reduction of LUTs for topology checks to mask sets is not trivial and for images with dimension >3 currently not feasible (Jonker, 1992) due to computing power limitations. The Hilditch topology tests expressed in break point masks is shown in Fig. 7 (Jonker, 1992) .
The problem with a topology check (e.g., a mask) that works on a 3 N neighbourhood is that it cannot detect two element ðpixel; voxel; . . .Þ thick structures.
When objects of even size are skeletonised, the remaining skeleton (in 3D: surface, curve; in 2D: curve) is two elements (in 3D: voxels, in 2D: pixels) thick. When a requirement for the skeleton is that it must be a single element thick, then a choice must be made to delete one of the two elements. Usually this is an arbitrary choice and based on the scan direction. Let us explore the 2D situation: Fig. 8 shows a situation in which the mask of Fig. 8a is one of the topology preservation masks in 2D, it preserves a straight single pixel thick vertical line. This curve primitive (8a) is one of the masks that are used as topology check for a 2D skeleton. A raster scan is assumed. The sequence 8b-d shows what happens if the local neighbourhood is used for a topology check. Fig. 8b, c and e shows what happens if the recursive neighbourhood is used. In situation 8d the topology is broken, in 8e it is preserved as now the output image is partly used in the mask match.
An alternative to the use of the recursive neighbourhood is to use only the Local Neighbourhood, but to erode from one direction at a time, explicitly or implicitly (Arcelli et al., 1975) . This is called sub-cycling. In Fig. 8 
{ if (break_point(topology_ criterion,point))
then insert(point); break } } } until idempotent
An equivalent scheme can be used in 3D by eroding from all six directions that are face connected to the central voxel.
In literature (Rosenfeld and Pfalz, 1966) , often the terminology sequential algorithm versus parallel algorithm is used for the use of the recursive neighbourhood versus the local neighbourhood with sub-cycles. However, both approaches can be implemented on sequential as well as parallel machines. The assumption is often made that parallel machines cannot address the recursive neighbourhood, which is, e.g., not correct for a programmable systolic pipeline and a linear massively parallel SIMD array like the IMAP-Vision (Kyo et al., 1997) which has indirect addressing of memory, and hence is able to create a recursive neighbourhood with both pixels from the input and pixels from the output image. However, on a Linear Processor Array, that processes images line by line--each line in parallel--the same effect as subcycling can be obtained by first processing all even columns of the 2D image followed by processing all odd columns in the image: A fourth method is the extension of the neighbourhood--for instance in 2D to 3 · 4--to detect the two element thick structures: for example (Ma, 1994) or . This will let the number of masks (or topology tests), as well as the number of image elements to be tested grow considerably, as now in fact not only all occurrences (e.g., in 2D) of single pixel curves in a 3 · 3 neighbourhood must be tested, but also all double pixel occurrences.
Assuming a test image X with number of image elements N , then let the number of cycles through the image until idempotent be C, the number of subcycles be S, the number of topology tests on a neighbourhood be T , the number of pixels in a neighbourhood be P , then the order of a skeletonization algorithm is
If we compare a subcycle algorithm with an algorithm that uses recursive neighbourhoods that yields the same result, we assume that both their topology tests select the same neighbourhood situations as break point or simple point. Meaning that N , C, T , P have the same values and the difference is found in the number of subcycles, e.g. for 2D
For algorithms that use a larger neighbourhood such as P ¼ 12, at least twice as much tests T are necessary as now all situations in which 2 element thick structures must be tested too. Hence
Conclusion. Both in 2D and in 3D, the use of a recursive neighbourhood is the fastest method, followed by the use of an extended neighbourhood, while subcycling is the slowest method. In all methods, the final skeleton does not depend on the processing order, only in situations when the skeleton point should lie in between two image elements, as we require skeletons to be a single element thick, the element is chosen that is last with respect to the processing order.
Avoiding excess sprouting of protrusions
When a skeleton is made, the topology checks can be split into subsets. In 3D, playing with the subsets: erosion mask (Erode26cct), surface detection mask-set (Surf26), curve detection maskset (Curv26), the mask-sets for surface ends (Surf26e) and curve ends (Curv26e), skeleton variants can be made. The set {Erode26cct, Surf26, Surf26e, Curv26} is used for the surface skeleton. The set {Erode26cct, Surf26, Curv26, Curv26e} is used to obtain the curve skeleton. The set {Erode-26cct, Surf26, Curv26} can be used to obtain the last skeleton of Fig. 4 , the topological kernel. However, the recursive neighbourhood (or the subcycling) should be used only for the topology detecting masks sets Surf26 and Curv26 and not for the masks that test whether the voxel under investigation is the end of a space curve, or the central voxel of a surface edge (the Surf26e and Curv26e sets).
Also the erosion condition Erode26cc should not be used in the recursive neighbourhood. If the recursive neighbourhood is used for the erosion mask, the erosion will not be performed boundary by boundary, like peeling an onion skirt, but the erosion will be recursive: it will propagate over the object. Hence the skeleton will not be on the medial axis, but will rather lie on the back-bottomright of the objects, when raster scanning the image from front-top-left to back-bottom-right.
If the recursive neighbourhood and/or subcycling method is also used for the object boundary conditions, e.g., Surf26e and Curv26e, this will lead to the sprouting of spurious protrusions. See Fig. 9 in comparison with Fig. 4c . This sprouting can be best explained using the subcycle technique. Due to the first subcycle, locally a noisy boundary may be formed, which may be cancelled out in the subsequent subcycle by an erosion from another direction. However, a boundary detection condition (mask), may decide that this is the beginning of a protrusion and decides to keep it. So object core conditions (Surf26, Curv26) should be treated differently from object boundary (Surf26e, Curv26e) conditions, to avoid excess sprouting of protrusions.
But even then, in the object core conditions, e.g., (Surf26, Curv26), the recursive neighbourhood should only be checked to verify if a foreground is changed into background, where a background is expected in the mask. This was already recognised for 2D by (Hilditch, 1969) . Fig. 10 shows this. Suppose the mask of Fig. 10a is used to detect a skeleton curve in 2D. The pixel in 10b is reset to background, as the mask does not fit. The pixel in 10c is correctly set to foreground; the mask fits when foreground in the mask (the North pixel) is checked in the input image X and the background in the mask (the West pixel) is verified using the output image Y . Fig. 10d shows what happens if both are verified using the output image Y . The topology is broken. The use of the full recursive neighbourhood in the sense of Fig. 10b can be profitably when a skeleton without end conditions is made. For instance in a skeleton without endvoxel conditions, yielding the topological kernel, as shown in Fig. 4d , the space curve conditions are verified in the full recursive neighbourhood. The benefit of this is that the non-closed curves are eroded recursively, i.e., in a few passes through the image as the erosion propagates over the skeleton branches within a single cycle through the image. This makes this skeleton fast.
Advanced examples
In this section two examples are presented of applications that make use of 3D morphological operations. Both use the recursive neighbourhood in various ways.
Surface anchor skeleton to fill object gaps
Consider Fig. 11 . The original image (Fig. 11a) is taken by an acquisition system, based on multiple cameras, that produces a stream of 3D object data (Wu et al., 2001 ).
1
As the acquisition method produced imperfect data, each image of the stream has to be processed before texture and colour can be rendered onto it. The procedure used to clean-up the object, leading to Fig. 11b , is the following:
(Steps 1-4 perform a 3D closing operation)
(1) dilate the object with a 26 connected contour; (2) dilate the object with a 6 connected contour, twice; (3) erode a 26 connected contour from the object; (4) erode a 6 connected contour from the object; (5) iteratively erode a 6 connected contour from the object, (Erode6cct) but use also the masksets Surf26 and Surf 26e, thus performing a few cycles of the surface skeleton. Anchor the original object into the skeleton (with a logic OR operation), hence after each skeleton cycle the original data points are re-inserted, thus forcing the skeleton through the original data points. Due to step 5 the result is a closed single voxel thick surface that goes through the original data points. Like alternating 4 and 8 connected in 2D, the alternation of the 26 and 6 connected erosions/dilations in 3D leads to a better erosion/dilation metric (Jonker, 1992) ; (6) propagate the edge of the image into the image (Propagation26cct), stop at the object boundary and invert the result. This makes the object solid; (7) extract the contour of the solid object. Steps 6 and 7 remove all inner data points of the object; (8) take a surface skeleton without boundary conditions using {Erode26cct, Surf26}. This finds the closed surface contour only, i.e., it removes sprouting surfaces. The full recursive neighbourhood is used in Surf26 and consequently the boundary surfaces are eroded recursively and two skeleton cycles are sufficient.
Curve anchor skeleton to plan free paths
In Robot Soccer (Jonker et al., 2001 ), (www.robocup.org) two teams with each 4 fully autonomous robots play soccer in a field of 5 · 10 m (see Fig. 12 ). The robots are equipped with vision systems to explore and analyse their world. One of the issues is to quickly plan collision free paths for the robots. A possible way to do this is to use the skeleton operation for this. Fig. 13 shows a skeleton in a 2D image. Observe that the skeleton forms the safest path through a corridor when the letters TUD form the floorplan of a building.
However, if a robot should play together with a teammate, his presence is required on a certain point in space AND time, e.g., to intercept a passed ball. For this purpose we take a 3D image X 3 that represents the universe of the robot with two space dimensions ðx; yÞ and one time dimension ðtÞ. Note that if the orientation of the robot should also be taken into account, the problem should be solved in X 4 ðx; y; h; tÞ. The origin of the field is in the centre of the image at t ¼ 0. Assume an attacker robot with ball wants to score, while the goal is defended by two defender robots. The attacker is on point ðÀ6; À6; 0Þ and tries to get to point ð6; À2; 34Þ to score, and the defenders are at points ð15; 7; 0Þ and ð10; À6; 0Þ and are perceived by the attacker robot to head for the points ðÀ10; 6; 34Þ and ð0; 0; 34Þ. The path planning procedure of the attacker robot consists of the following steps:
(1) Just as the speed of light closes parts of space-time for us, the maximum speed of the robot determines the search space for the robot. Hence, recursively dilate the robot Note that both Surf26 and Curv26 are used in the full recursive neighbourhood. This enables the fast erosion of sprouting surfaces and space curves. A problem in the planning is that the path to be found may not run backwards in time. To prevent this, first all skeleton scans over the image are only applied in the forward time direction. Second, the erosion mask is adapted, so that it does not erode backward in time (see Fig. 15b ). Third, masks in Curv26 that have configurations that allow connectivityÕs backward in time are omitted. Thus paths that run backward in time are never found, as their topology is not preserved. (7) As the curve skeleton finds all possibilities to go from start to goal, a simple algorithm is: go left at a branch point if y > 0, right if y 6 0, leading the attack over the wings. Alternatively, the distance can be propagated over the branches, to find the shortest of the branches. (8) If no fixed end-time t end is assumed for the attacker robot, t end can be iteratively reduced, until no path is found anymore. The three rows of Fig. 10 show the paths at end-times t end ¼ 34, t end ¼ 22 and finally t end ¼ 16, the minimum time for a collision free path. A reasonable start value for the end-time is t end ¼ x end À x start þ y end À y start . (9) The voxel positions of the final path are fed into the motion controller of the robot as ''via-points''. (10) For t end ¼ 34, a path is found in 84 ms on a PIII, 600 Mhz. This means that a path replan can already be performed after the execution of a few via-points and the retrieval of new image data from the robots vision system, from which a new heading of the attacker robots can be estimated. This means that effectively piecewise linear approximations are used as the paths of the defender robots.
Conclusions
Using a framework for morphologic operations on binary images that is extendable to N dimensional hyper-cubic tessellated images, we focused on the aspect of using the recursive neighbourhoods. The use of recursive neighbourhoods is not new (Hilditch, 1969) , however, its principle of work and its possibilities in the processing of 2D as well as 3D images are often not well understood. We discussed its two notable applications: the recursive erosion/dilation, as well as the detection of foreground-background changes to be used in skeletonization. We showed that from the four alternatives to circumvent the problem of detecting the topology change of a two pixel/voxel thick structure in a 3 N neighbourhood, as is necessary in skeletonization, the recursive neighbourhood approach is the fastest. The recursive neighbourhood detects change, either foreground changed to background or background changed to foreground. This change detection can be fruitfully used but also give rise to problems, such as excessive protrusions in skeletons, when the recursive neighbourhood (or its equivalent subcycling) is not correctly used. We presented two examples of the use of recursive neighbourhoods. The essence of both examples is the use of recursive erosion and dilation, combined with a surface, and a curve skeleton, forced through anchor points, whereas its surface and curve protrusions are recursively eroded due to the use of the recursive neighbourhood.
