Introduction
Advancements in the field of information technology have enabled people to use CG characters known as avatars to communicate in a three-dimensional (3D) virtual space over a network. Because avatars express nonverbal behavior based on keyboard commands, current systems do not simulate embodied sharing using synchrony of embodied rhythms, such as nodding and other bodily movements humans express in face-to-face communication (Watanabe, 2003) . In such communication, not only verbal messages but also nonverbal forms of expression such as nodding, line of sight, and facial expressions are rhythmically related and mutually synchronized between two individuals talking (Condon and Sander, 1974) . This synchrony of embodied rhythms in communication is called entrainment, which enhances the unconscious sharing of embodiment and empathy during human interaction (Watanabe, 2011) .
Previous studies have been conducted that focus on the entrainment of embodied communication (Yamamoto et al., 2009) , (Katsumata et al., 2011) . For example, a walking support system that analyzes footsteps synchronously has been developed (Miyake, 2009) . In addition, studies of entrainment using robot systems have been conducted (Itai and Miwa, 2007) . In our previous research, we analyzed the entrainment between a speaker's speech and listener's nodding movements during face-to-face communication and developed InterRobot Technology (iRT), which generates a variety of communicative actions and movements such as nodding, blinking, and movements of the head, arms, and waist that relate to speech input (Watanabe et al., 2004) . In addition, we developed an interactive CG character called "InterActor," which has functions of both speaker and listener, and demonstrated that InterActor can effectively support human interaction and communication. Moreover, we developed an advanced embodied communication system for activating avatar-mediated interaction and communication in which InterActors produce communicative movements. These include eye movements Speech-driven embodied entrainment character system with pupillary response
Analysis of pupillary response
To analyze pupillary responses in human interaction and communication, a communication experiment was conducted using our embodied communication system with a line-of-sight measurement device.
Experimental system
In this experiment, we developed an embodied communication system to measure the line of sight and analyzed typical pupillary responses of talkers. The experimental setup is shown in Fig. 1 . The system consists of a Windows 7 workstation (CPU: Core i7 2.93 GHz, Memory: 8 GB, Graphics: NVIDIA Geforce GTS250), magnetic sensors (Polhemus FASTRAK), a headset (Logicool H330), and a line-of-sight measurement device. In this system, two talkers sat face-toface across tables and spoke to one another. The distance between the talkers was 1200 mm based on personal space. In addition, to compare the communication styles of the two talkers, a non-face-to-face communication scene was simulated by inserting a partition between them. The size of the partition was 1820 × 910 mm. The talker's line of sight was measured by the developed line-of-sight measurement device, as shown in Fig. 2(a) . Figure 2 (b) shows the outline of the device (Sejima, Watanabe, and Jindai, 2010) . The dichroic mirror in the device has a function that transmits visible rays and reflects infrared rays. The reflected image of a talker's eye was input in a personal computer through an A/D converter. The pupil movement was measured using the following procedure. First, the binary image was generated using the reflected image based on the prepared threshold of brightness. The position and size of each talker's pupil were then Sejima, Sato, Watanabe and Jindai, Mechanical Engineering Journal, Vol.3, No.4 (2016) [DOI: 10.1299/mej.15-00314] calculated using the ellipse fitting function in the Open Source Computer Vision Library (OpenCV: VERSION 2.4.9). Here, the sample rate was 30 Hz. The positions and angles of each talker's head movements were measured by means of magnetic sensors (at 30 Hz) placed on the top of the head. The voice was sampled using 16 bits at 11 kHz with a headset. The measured data were recorded on a hard-drive in real-time.
Experimental method
The experiment was performed under conditions in which talkers alternated the roles of speaker and listener. This is called a role-play experiment. They later engaged in a freely speaking conversation known as a free-conversation experiment. In the role-play experiment, children's stories were introduced as conversational topics. In the free-conversation experiment, conversational topics were not specified. In these experiments, we formulated an experimental hypothesis that the visualization of the conversational partner has some effect on the pupil response on the basis of the previous research, which demonstrated that the physiological indices such as respiration and heart rate were changed between with and without partition in human face-to-face communication (Watanabe and Okubo, 1998) . Therefore,the following two modes were compared in these experiment. In the first mode, no partition was placed between the talkers (without partition: mode (1)), as shown in Fig. 3 . In the second mode, a partition was placed between the talkers (with partition: mode (2)). The participants comprised 10 pairs of talkers (10 males and 10 females). Each pair was asked to participate in the two modes in a random order. The experimental procedure was as follows:
• The participants selected two well-known children's stories and confirmed their summaries.
• The devices for pupil measurement were calibrated and the participants familiarized themselves freely with the system for approximately 2 min.
• Participants were asked to talk about the given conversational topics for 3 min in both roles of speaker and listener and in each mode.
• Participants alternated the roles of speaker and listener, and communicated in each mode for 3 min in the aforementioned manner.
• The subjects engaged in free conversation for 3 min in each mode.
Analysis of pupillary response
Focusing on the amount of change in pupillary response, we analyzed the talker's pupillary area during each experiment. The pupillary area was calculated based on the estimated ellipse size (Fig. 4) . Figure 5 shows an example of time changes in the pupillary area. Based on this figure, we defined a P-unit. A P-unit is the period between eye blinks. We Sejima, Sato, Watanabe and Jindai, Mechanical Engineering Journal, Vol.3, No.4 (2016) [DOI: 10.1299/mej.15-00314] calculated the average of pupillary area in P-units. We evaluated the pupillary area by the ratio using the calibration data as the normal size. Figure 6 shows the results of the ratio of pupillary area. In this case, three participants were excluded from analysis, because the calibration data collected was not accurate. This figure shows that the speaker's pupillary area was enlarged by approximately 1.5 times during both modes. We determined that the stress of the "lecture" task was high with the speaker. In addition, the results of a t-test of the role-play experiment show a significance level of 1% between the speaker and listener in mode (1). However, mode (2), in which the partition prevents talkers from seeing one another, shows no significance level between speaker and listener. These results demonstrated that the speaker's pupillary area was significantly larger than the listener's pupillary area in human face-to-face communication. In the previous research, it was reported that a speaker's sympathetic nerve system was activated during utterance (Takada and Matsuda, 2013) . Therefore, the pupil which was controlled by a sympathetic nerve system was enlarged in the role of the speaker with or without a partition. In the free-conversation experiment, no significance level appeared, even though participants alternated the roles of speaker and listener. We next analyzed the relationship between the timing of the speaker's speech and his or her own pupillary response during the experiment. In this analysis, the relationship between time changes was analyzed using the following crosscorrelation function C(τ) as given in (1).
i : number of frame μ x , μ y : average of x , y n : number of data τ : time delay
Speech data x(i) was the normalized maximum amplitude at 1 and defined every 30 Hz at a sampling rate of 11 kHz as the binary burst-pause of speech that was generated with a fill-in value of 6 Hz. To analyze the effects of sound pressure that is closely related to human emotions (Miyajima and Fujita, 2007) , the following two thresholds were set.
• A threshold was set to generate the binary burst-pause of speech (normal threshold).
• A threshold higher than the normal was set to analyze the effects of sound pressure (higher threshold). The pupillary area y(i) was measured at a sampling rate of 30 Hz by the line-of-sight device on the speaker's head. In particular, the threshold of the dilated pupillary response was set at 1.25 because the pupil became enlarged by approximately 1.5 times that of the standard.
An example of the analysis is shown in Fig. 7 . Figure 7 (a) shows a speaker's binary speech in 3 min and Fig. 7 (b) shows a speaker's pupillary area in 3 min. Figure 7 (c) shows an example of time changes of the cross-correlation function Sejima, Sato, Watanabe and Jindai, Mechanical Engineering Journal, Vol.3, No.4 (2016) [DOI: 10.1299/mej.15-00314] C(τ) in an analysis period of 30 s. A strong positive correlation between speech and pupillary area was confirmed as approximating τ 0.5. In addition, unlike the normal threshold, the higher threshold enhanced the value of crosscorrelation . This tendency is observed in both modes. This result shows that the pupillary area is related to speech input during communication. In addition, the human emotion that generates the sound pressure of speech relates to embodied interaction.
These results are summarized as follows. The speaker's pupillary area was enlarged approximately 1.5 times in environments of both face-to-face and non-face-to-face communication. In particular, the speaker's pupillary area was dilated more than that of the listener's during face-to-face communication. In addition, the effectiveness by the visualization of the listener was indicated. By contrast, during the free-conversation experiment, the alternating role play of speaker and listener demonstrated that the pupil widened slightly.
In addition, we demonstrated the relationship between the speaker's speech and his or her own pupillary response. In addition, a strong positive cross-correlation between the higher sound pressure and dilated pupil was confirmed. Therefore, the possibilities that both sound pressure and pupillary response are closely related to human emotions were demonstrated.
The results thus reveal that pupillary response relates to human interaction and communication.
3. Development of a speech-driven embodied entrainment character system with pupillary response
Concept
The core concept of the system is shown in Fig. 8 . We develop an advanced speech-driven embodied entrainment character called "InterActor" to convey pupillary responses based on speech input. InterActor is an interactive avatar that represents the talker's nonverbal behaviors often expressed in bodily movements. When the Talker1 speaks to the Talker2, InterActor1 behaves as a role of speaker that acts as a substitute for the Talker1 by generating communicative actions and movements as well as pupillary response on the basis of Talker1's speech. In addition, InterActor2 responds to utterance of Talker1 with appropriate timing using the interaction model as a role of listener. Then, the pupillary response of InterActor2 is not generated, because the listener's pupillary response remains same. In the case of Talker2 in a speaker, the role of InterActors is exchanged. Thus, the role of InterActor is altered in accordance with talker's utterance, Sejima, Sato, Watanabe and Jindai, Mechanical Engineering Journal, Vol.3, No.4 (2016) 
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Threshold2 Body movement Threshold1 > Threshold2 Fig. 9 Listener's interaction model. and the pupillary response is generated on the basis of the role in communication. The talkers can realize embodied communication with or through the InterActors during which the pupil of the character is dilated. By expressing pupillary responses, the impressions the character conveys such as vividness and degrees of interest are improved. Therefore, human interaction is supported by the enhanced sharing of embodied rhythms in bodily movements and unconscious pupillary responses.
Interaction model
A listener's interaction model includes a nodding reaction model, which estimates the timing involved during nodding from a speech ON-OFF pattern and is linked to a bodily reaction model (Watanabe et al., 2004) . The timing of nodding is predicted using a hierarchy model consisting of two stages we label as macro and micro (Fig. 9) . The macro stage estimates whether a nodding response exists in a duration unit. This unit consists of a talkspurt episode T (i) and a following silence episode S (i) with a hangover value of 4/30 s. The estimator M u (i) is a moving-average (MA) model, which is expressed as a weighted sum of a unit of speech activity R(i) in Eq. (2) and Eq. (3) that follow. When M u (i) exceeds a threshold value, nodding M(i) is also an MA model, which is estimated as the weighted sum of the binary speech signal V(i) in Eq. (4).
a( j) : linear prediction coefficient T (i) : talkspurt duration in the i-th duration unit S (i) : silence duration in the i-th duration unit u(i) : noise
Bodily movements are related to speech input in that the neck and a wrist, elbow, arm, or the waist operates when the body threshold is exceeded. The threshold is set lower than that of the nodding prediction of the MA model, which is expressed as the weighted sum of the binary speech signal to nodding. In other words, when InterActor functions as a listener for generating bodily movements, the relationship between nodding and other movements depends on the threshold values of the nodding estimation.
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Developed system
The setup for this system is shown in Fig. 10 . The virtual space is generated using Microsoft DirectX 9.0 SDK (June 2010) and a Windows 7 workstation, which has the same specifications as for the system used in the analysis experiment. The voice is sampled using 16 bits at 11 kHz with a headset (Logicool H330). The voice data are transmitted through an Ethernet in each system. The frame rate to represent CG characters is 30 frames per second.
In this system, the character was developed for expressing pupillary responses. Figure 11 shows the developed characters. The eyeball of this character was the focus of the experiment. The enhanced eyeball is shown in Fig. 12 . The eyeball consists of the white of the eye, iris, and pupil by 3D model. It was developed with a sense of depth to the iris by forcing the surface into the core of the eyeball. A smooth pupillary response is realized by generating the forward and back movements of the black 3D model (pupil) on the Z-axis at 5.2 mm/ f rame so that a pupillary response does not create a feeling of strangeness. Experimental results show that pupillary enlargement is half the normal size (Fig. 13) .
A pupillary response of speaker's InterActor is generated by each utterance of the speaker as follows. When the speaker's speech is fed into the system as input, the absolute value of sound pressure in 30 Hz is calculated. If the value exceeds a threshold value which is higher than a normal threshold, the black 3D model of the pupil moves with the aforementioned velocity in an anterior direction on the Z-axis. InterActor's pupillary area then enlarges to 1.5 times as large as the normal size. If the speech input is continual, the pupil remains dilated. The pupil returns to its original state at the same velocity when speech input is finished. Thus, the pupillary response is generated by speech input only. In particular, the pupil response is not applied to listener's InterActor on the basis of the experimental results.
The motion of InterActors is set as follows. The blinking movement involves a similar motion of the head at 0.5 rad/ f rame with an exponential distribution that is based on previous research (Watanabe and Yuuki, 1989) . A bodily movement is defined as a backward and forward motion of the body at a speed of 0.025 rad/ f rame (Sejima et al., 2013) . The nodding movement of the listener's InterActor is a falling-rising motion of the head in a front-back direction at 0.1 rad/ f rame, as based on previous research (Sejima et al., 2013) .
In this manner, two remote talkers can enjoy a conversation through InterActors with pupil response in a communication environment in which a sense of unity unconsciously occurs by means of embodied entrainment, as during typical human conversations.
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Communication experiment
To evaluate the developed system with the pupillary response, a communication experiment was conducted using the system under various conditions.
Outline of the experiment
The experiment was performed under the conditions that the talkers exchanged roles of speaker and listener, and later engaged in a free conversation. In this experiment, the following two modes were compared:
• The pupil does not exhibit any movement (static mode: (A)).
• The pupil reacts to speech (response mode: (B)). We record the communication experiment using two video cameras and screens as shown in Fig. 14 . The participants were 10 pairs of talkers (10 males and 10 females).
Experimental method
The procedures used in this experiment were the same as those described in section 2.2. At the end of the experiment, participants selected their preferred mode. In each experiment, a questionnaire was administered using a seven-point bipolar rating scale from -3 ("not at all") to 3 ("extremely"): a score of 0 denotes "moderately." Each pair was presented with the two modes in a random order. Figure 15 shows the results of the sensory evaluation when the listener participated in the role-play experiment. In the figure, the markers indicate the mean value and the vertical bars indicate the standard deviation for each item. Based on the results of the Wilcoxon signed rank test, the categories of "Enjoyment," "Interaction-activated," "Line-of-sight," Sejima, Sato, Watanabe and Jindai, Mechanical Engineering Journal, Vol.3, No.4 (2016) I felt like enjoying by the pupillary response.
Result of sensory evaluation
I had a feeling of talking with a human.
Pupillary response provides a feeling of vitality.
Comment:
and "Enthusiasm" have a significance level of 1% between the two modes. In addition, "Relief," and "Vividness" have a significance level of 5% between the two modes. Figure 16 shows the results of sensory evaluation in the free-conversation experiment. The categories of "Enjoyment," "Interaction," "Enthusiasm," and "Vividness" have a significance level of 1% between the two modes. In addition, "Line-of-sight" has a significance level of 5% between the two modes. These results suggest that our pupillary response system supports embodied interaction and communication in various conditions.
The compared results of the evaluations are shown in Fig. 17 . The proposed mode (B) was selected by 75% of the participants (15 of 20). In these experiments, mode (B) of the developed system received a higher evaluation for embodied interaction and communication than mode (A). In addition, various opinions and comments from participants in the communication experiment are shown in Table 1 . These results indicate the effectiveness of the system.
Discussion
Based on the previous experiment in which impressions on pupil size were investigated, pupillary enlargement suggested favorable impressions (Hess, 1965) . During the role-play experiment, regardless of whether communicative actions such as nodding and blinking occurred in either mode, mode (B) in which the pupil reacts to speech, received a higher evaluation than did the static mode for all items. This result indicates similar tendencies as those outlined in previous research, that is, because the pupil of InterActor was dilated according to speech input, the listener was favorably impressed by the speaker.
In the free-conversation experiment, mode (B) on the whole received a higher evaluation than mode (A). In particular, statistically significant differences exist among the categories of "Enjoyment," "Interaction," "Line-of-sight," "Enthusiasm," and "Vividness." This is because talkers exchanged roles of speaker and listener, and pupillary response created a synergistic effect that improved impressions. Specifically, researchers have reported that a talker's line of sight, such as his or her gaze, is related to pupillary response (Matsuda and Honma, 2014) . Therefore, in this research, the synergistic effects of the character's line of sight and pupillary response are enhanced as a means of improving user impressions such as vividness and interest level.
Thus, the developed system provides a communication environment in which embodied interaction and communication are encouraged. These in turn can enhance physical and emotional relationships and improve user impressions. This pupillary response system is effective for supporting and enhancing human interaction and communication in an avatar-mediated communication environment.
Conclusion
In this study, we analyzed the characteristics of pupillary response in human interaction and communication by using an embodied communication system with a line-of-sight measurement device. The results of the analysis are summarized as follows. The speaker's pupillary area was enlarged approximately 1.5 times during both face-to-face and non-faceto-face communication. Specifically, the speaker's pupillary area tended to dilate more than that of the listener's during face-to-face communication, and the effectiveness by the visualization on the listener was indicated. By contrast, the free-conversation experiment, in which participants alternated the roles of speaker and listener, revealed that the pupil widened slightly. In addition, we demonstrated a relationship between the speaker's speech and his or her own pupillary response. Moreover, a strong positive cross-correlation between high sound pressure and dilated pupil was confirmed. Therefore, these results demonstrate that pupillary response is related to human interaction and communication. Sejima, Sato, Watanabe and Jindai, Mechanical Engineering Journal, Vol.3, No.4 (2016) [DOI: 10.1299/mej.15-00314] Based on our analysis results, we developed an advanced communication system that changes the pupil size of a speech-driven embodied entrainment character based on speech input. This change in pupil size appears to enhance human interaction and communication. We performed a communication experiment using our system and conducted a sensory evaluation. In this experiment, the following two modes were compared. In one mode, the pupil does not exhibit any movement (static mode) and in the second, the pupil reacts to speech (response mode). The results of the experiment are summarized as follows. Regardless of communicative actions and movements such as nodding and blinking that occur in either mode, the response mode received a higher evaluated than did the static mode during the role-play part of the experiment. Similarly, during the free-conversation experiment, the response mode received a higher evaluation than did the static mode. These results revealed similar tendencies to previous studies. Specifically, they showed that one talker was favorably impressed by another talker, as indicated by the pupil being dilated in response to the speech input. Thus, the developed pupillary response system is effective in supporting and enhancing human interaction and communication in an avatar-mediated communication environment.
In future research, we will design a method to generate pupillary responses in real space. In addition, we will develop a prototype robot that generates pupillary responses and evaluate the effectiveness of the robot in real space.
