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Introduction
A conjecture of R. L. Graham (see, e.g., [2] ), often referred to as the "Tree Reconstruction Conjecture", states that, if G is a tree, then G is uniquely determined by the sequence of sizes of its iterated line graphs. To make this statement precise, we start with a few definitions. All graphs G = (V, E) are taken to be simple and undirected; a tree is an acyclic, connected graph. Given a graph G = (V, E), define the line graph L(G) to be a graph with vertex set E, so that, for distinct e, f ∈ E we have {e, f } ∈ E(L(G)) iff e ∩ f = ∅, i.e., e and f are incident in G. We denote the j th -iterated line graph by L (j) (G), i.e., L (0) (G) = G and L (j+1) (G) = L(L (j) (G)) for j ≥ 1.
Conjecture 1 (Graham).
For each sequence of natural numbers a 0 , a 1 , a 2 , . . ., all the conditions |L (j) (G)| = a j for j ≥ 0 are satisfied by at most one tree G.
If G and H are two trees, we say that they are Graham equivalent if |L (j) (G)| = |L j (H)| for all j ≥ 0. The corresponding equivalence classes we call Graham classes. We can reformulate Conjecture 1 as follows:
Conjecture 2. For each n ≥ 1, the number of Graham classes of trees on n vertices equals the number of isomorphism classes of trees on n vertices.
As shown by Otter ([3] ), the number of isomorphism classes of trees on n vertices is Θ(α n ), where α = 2.99557658565 . . ., i.e., approximately 3 n . Our main result is the following; though substantially subexponential, the lower bound is at least superpolynomial.
Theorem 1. The number of Graham classes of trees on n vertices is
Ω(e c(log n) 3/2 ).
In order to describe the method of proof, we need a few (mostly standard) definitions. For a subset S ⊂ V (G), G[S] denotes the induced subgraph on S, i.e., the graph with vertex set S and edge set E(G) ∩ S 2 ; for a vertex v ∈ V , we denote the neighborhood {w|{v, w} ∈ E(G)} of v by N G (v), or simply N (v) if G is clear from context. A path of length n, denoted P n , is a tree on the vertex set {v 0 , . . . , v n } with an edge between v j and v j+1 for each j, 0 ≤ j < n. A pendant vertex in a graph G is a vertex of degree one. A caterpillar is a graph obtained from a path by attaching pendant vertices to some of the path vertices. The path from which a caterpillar is built is its spine, the vertices on the path of degree greater than two are joints, and the leaves attached to the path are legs.
The proof proceeds as follows. We construct a collection of caterpillars {G j } on n vertices with distinct sequences {|L (k) (G j )|} k≥0 . To ensure that these sequences differ, we choose the degrees d 1 , . . ., d M of specially selected joints to be a particular class of partitions associated with the Prouhet-Tarry-Escott problem, and leave the rest of the vertices legless. We show that for each k there exists a degree k polynomial f = f k such that, for some constant C n,k depending on n and k,
where {d i } is the degree sequence of the joints of G j . For ease of notation, if G is a graph and f : N → N is any function, we writef (
In order to complete the proof, we show the following. A sequence a of nonincreasing positive integers a 1 , . . . , a t is said to partition n if n = t i=1 a i ; we write a ⊢ n.
We believe the following conjecture to be essentially the strongest version of Theorem 2 possible. To actually apply Theorem 2, we will also need to bound from above the ratio of the largest coefficient in the relevant polynomial to its leading coefficient. Much of the work consists of obtaining such bounds; it should be noted, however, that we make little attempt to optimize the resulting expressions other than to simplify exposition.
From Caterpillars to Polynomials
The graphs {G i } i∈I we consider will be caterpillars on n vertices. Given a vertex v ∈ V (H) for some graph H, define
Note that, if v and w are two vertices of H which are at a distance greater than 2k−2 from each other, then Figure 1. ) Then, by considering separately the vertices of L k (G i ) arising purely from the P m(t+1) spine and those arising from each joint, it is straightforward to see that
Note that Therefore, if we choose T so that T ≥ t + 1, then requiring that t is even allows us to append a path of length T k −(t+1)(2k)−3/2 to one end of the caterpillar, resulting in a graph G i with
Then, we need to choose the joint degree sequence of each G i so that it adds up to the same value, making the G i have the same size. Therefore, d 1 + · · · + d t can be thought of as a composition (i.e., ordered partition) of some integer m; if we can show that the range off k (λ) for λ ⊢ m has cardinality at least R, then we will have produced R distinct Graham classes. In order to do so, however, the ratio of the largest coefficient of f k to its leading (highest-degree) coefficient will be important, as we will see in the next section. Therefore, the rest of this section is devoted to bounding this ratio from above. We consider the graph S(d; k; k). We will show that there exists a singlevariable degree k polynomial f k so that
and then use this fact to construct a large collection of graphs {G i } i∈I with the same value of t such that, for some fixed
Define Shadow :
Noting that vertices of the k th iterated line graph are unordered pairs of vertices of the (k − 1)
st iterated line graph, we see that
e., the number of vertices in L k (H) that "involve" all vertices of H. Then we have:
where
Note that the H j all have the form S(a; b, c) for some 0 ≤ a, b, c ≤ k, and wt(H j ) depends only on H j (and not on n, k, or G). Therefore, (2) combined with (1) provides a count of the vertices of L k (G) as a linear combination of binomial coefficients whose "numerators" are the degrees of vertices of G and whose "denominators" are at most k, as well as some terms which are linear in k. Since this is a polynomial of degree k, we have our polynomialf k .
We will need an upper bound on the size of the largest coefficient, and a lower bound on the size of the leading coefficient. The coefficients of f k arise from the wt(H j )'s and some binomial coefficients, as per (2) . We deal with the latter first. As a polynomial in n, n t = (n(n − 1) . . . (n − t + 1))/t! has leading coefficient 1/t!. Each contribution to the coefficient of n s in the numerator arises by taking the product of some t − s of the numbers {1, . . . , t − 1}; clearly, each such quantity has absolute value at most (t − 1)!. Since there are at most 2 t elements of
for each r, 1 ≤ r ≤ t.
Proof. We proceed by induction. The base case is almost immediate: Given an edge e ∈ E(G), its endvertices each have degree k. Therefore e is incident to
Also, for any r-regular graph H,
Then, by Lemma 3,
Since j ≥ 1, we have 2
we may simply repeat the above calculation for S d+a+b , and the result follows.
We now need an upper bound on the number of terms present in expression (2) . Recall that the H j range over isomorphism classes of graphs which occur in the shadow of nodes in the k th iterated line graph. Below we show that these isomorphism classes have at most k + 1 vertices.
Lemma 5. For any graph H and k
Proof. We represent each vertices of H, L(H), . . ., L (k) (H) by a complete (k+1)-level binary tree as follows. The root node is v. Since v ∈ L (k) (H)
) and w = {a, b} has children a and b. We proceed in the obvious way until a vertex of G is reached, whereupon we do not give that node any children.
We now argue the following:
We proceed by induction. First, the claim is obvious when t = 1. For t = 2:
Now, suppose the claim is true for all 1 ≤ t ≤ s, s > 2, and let v ∈ L (s+1) (G), (ii) Shadow(A) = S ∪ {a} and Shadow(B) = S: Then
(iii) Shadow(A) = S and Shadow(B) = S ∪ {b}: Then
(iv) Shadow(A) = S ∪ {a} and Shadow(B) = S ∪ {b}: Then
which is {b} if a = b and ∅ otherwise.
In each case, the Claim is verified, and the result follows by induction on t. Then the Lemma follows by induction on k and the observation that | Shadow(v)| = 1 for v ∈ V (G).
Theorem 6. An upper bound on the maximum coefficient (in absolute value
Proof. Let the maximum coefficient of f k be C. Going back to expression (2), we see that
To bound the first factor, we count the isomorphism classes of graphs on ≤ k + 1 vertices (by Lemma 5) which can be embedded into S(d; k, k) and contain the star vertex. Suppose H j = S(a; b, c); then |H j | = a + b + c + 1. Therefore, an upper bound for the number of elements of J is the number of nonnegative integer solutions to a + b + c + 1 ≤ k + 1, i.e., the number of nonnegative integer solutions to a + b + c + d = k. This is easily seen to be k+3 3 . To bound the second factor, we employ Corollary 4. In particular, writing
by Lemma 5. To bound the third factor, we refer to (3) and the definition of B j . The coefficients of B j are bounded by
Putting the pieces together, we see that
Corollary 7. An upper bound on the ratio of the maximum coefficient to the leading coefficient of f k is
Proof. By the observations preceding (3), we can take 1 (k+1)! as a lower bound on the leading coefficient.
Sums of Powers of Parts
For a (multi)set A of integers, let S k (A) = a∈A a k , and let A + t = {a + t : a ∈ A}, for t ∈ Z. Now, define the sequence of sets T j as follows:
In other words, the set T k consists of those integers in {0, . . . , 2 k − 1} the sum of whose binary digits is odd, and T k consists of the set of integers in {0, . . . , 2 k − 1} the sum of whose binary digits is even.
It has been known since 1851 ( [4] ) that
when k < r, i.e., the pair (T r , T r ) provides a solution to the degree-k ProuhetTarry-Escott problem (q.v. [1] ). When k = r, however, these two quantities are no longer equal.
Proof. We begin with the first statement, and proceed by induction. For k = 1,
Suppose the statement is true for k − 1. Then we may write
by the binomial theorem. Therefore,
since, by (4), all terms with j > 1 are zero. Applying the inductive hypothesis then,
Now, we show by a double induction that the claimed bound holds for each
The base case of the outer induction is clear, since
Now, suppose the statement is true up to j. The base case of the inner induction is trivial, since
which is clearly bounded above by (j + 1)!2 ( j+2 2 ) . So, suppose that the claimed bound holds for j + 1 and any argument less than k. Then we have
Therefore, applying both inductive hypotheses,
Define the sequence W(k; r, s, t) as follows. Let T j be the sequence consisting of the elements of T j in increasing order; let T j be the sequence consisting of the elements of T j in increasing order. Then, for r ≥ 0 and s ≥ t ≥ 0,
where addition is interpreted componentwise, products of sequences are interpreted as concatenation, and the empty product is interpreted as the empty sequence. So, for example, It is easy to verify that the sum of the elements of
for k ≥ 2. Therefore, for k ≥ 2, W(k; r, s, t) is a partition of Also, the number of parts in the partition represented by W(k; r, s, t) is 2 k−1 (2r+ 2s + 1).
Define W k j for 0 ≤ j < s(s + 1)/2 to be the j-th element of the sequence:
. . .
Note that each of these W k j is a composition (i.e., ordered partition) of 4 k−1 (2s 2 + 8s + 1) − 2 k−2 (2s + 1) of length 2 k−1 (2s + 1). For a function f : R → R and a (multi)set or sequence S ⊂ R, we write
Furthermore, if C is the lead coefficient of f , then the lead coefficient of g has absolute value
, and the sum of the rest of the coefficients is at most
where C ′ is the largest non-leading coefficient of f .
We may write
Similarly,
Therefore,
where the second equality follows from the fact that the pair {T k , T k } is a solution to the Prouhet-Tarry-Escott problem of any order i < k. To complete the proof, we need only show that the coefficient c d−k of t d−k is nonzero. However,
by Proposition 8. For the second part of the Lemma, we note that the sum of the non-leading coefficients of g is at most the largest non-leading coefficient of f times
where the first inequality appeals to the second part of Proposition 8.
Corollary 10. For r ≥ 0 and
Furthermore, if C is the lead coefficient of f , then the lead coefficient of g has absolute value C
where C ′ is the largest non-leading coefficient of f . In addition, for r ≤ s − 1,
Proof. It is easy to see that W(k; r, s, t+1) can be obtained from W(k; r, s, t) by replacing the subsequence T k+1 +(t+1)2 k by the sequence T k+1 +(t+1)2 k . The first conclusion then follows immediately from Lemma 9. The second statement follows from Lemma 9 and the observation that W(k; r + 1, s − r − 1, 0) can be obtained from W(k; r, s − r, s − r) by replacing the subsequence T k+1 with T k+1 .
Theorem 11. Given a polynomial f of degree d, d ≥ 2, let C denote the lead coefficient of f , C ′ its largest coefficient, and α = ⌈C ′ /C⌉. Then the set {f (λ) : λ ⊢ n} has cardinality Ω(n 2(d−2)/3 ). More precisely, for n ≥ 42d
The sequence of changes in value of f (W k j + αR k 2 k ), 0 ≤ j < s(s + 1)/2, α ≥ 1, is given by
Each W k j + αR k 2 k is a partition of 4 k−1 (2s 2 + 8s + 1) + 2 k−2 (αR k 2 k+1 − 1)(2s + 1)
of length 2 k−1 (2s + 1). Note that
Let λ is a sequence of partitions of 4 k−1 (2s 2 + 8s + 1) + 2 k−2 (R k 2 k+1 − 1)(2s + 1) so that 
