Abstract. In this paper we give necessary and sufficient conditions for a bounded linear Hilbert space operator to be an m-isometry for an unspecified m written in terms of conditions that are applied to "one vector at a time". We provide criteria for orthogonality of generalized eigenvectors of an (a priori unbounded) linear operator T on an inner product space that correspond to distinct eigenvalues of modulus 1. We also discuss a similar question of when Jordan blocks of T corresponding to distinct eigenvalues of modulus 1 are "orthogonal".
Introduction and notation
Let H be a Hilbert space (all vector spaces are assumed to be complex throughout this paper). Denote by B(H) the C * -algebra of all bounded linear operators on H and by I H (abbreviated to I if no confusion arises) the identity operator on H. Suppose that T ∈ B(H). Define A 1-isometry is an isometry and vice versa. The notion of an m-isometric operator has been invented by Agler (see [2, p. 11] ). We refer the reader to the trilogy [4, 5, 6] by Agler and Stankus for the fundamentals of the theory of m-isometries. The class of m-isometric operators emerged from the study of the time shift operator of the modified Brownian motion process [5] as well as from the investigation of invariant subspaces of the Dirichlet shift [30, 31] . The topics related to m-isometries are currently being studied intensively (see e.g., [9, 10, 24, 1, 25, 23, 7] ).
Let us recall a few facts about m-isometries. It is easily seen that m-isometries are injective. The following is well known (see [4, Lemma 1.21 
]).
If H = {0} and T ∈ B(H) is an m-isometry, then either σ(T ) ⊆ T or σ(T ) = D; in both cases r(T ) = 1.
(1.2)
Here σ(T ) is the spectrum of T , r(T ) is the spectral radius of T , D is the open unit disc in the complex plane centered at 0 and T is its topological boundary. Following [13] , we say that an m-isometry T is strict if m = 1 and H = {0}, or m 2 and T is not an (m − 1)-isometry (in both cases H = {0}). Examples of strict m-isometries for any m 2 are provided in [8, Proposition 8] (see also [34, Example 2.3] ). As observed by Agler and Stankus, if T ∈ B(H) is an m-isometry, then T is a k-isometry for all k m (see line 6 on page 389 in [4] and note that β m (T ) = (−1) m m! B m (T )). This implies that if T is an m-isometry, then there exists a unique k ∈ N such that T is a strict k-isometry and k m.
The well-known characterization of m-isometries due to Agler and Stankus states that an operator T ∈ B(H) is an m-isometry if and only if for every h ∈ H, T n h 2 is a polynomial in n of degree at most m − 1 (see [4, p. 389 ]; see also Theorem 2.4). The first question we deal with in this paper is whether dropping the degree constraint yields m-isometricity of T for some unspecified m. This problem is formulated in the spirit of Kaplansky's theorem [22, Theorem 15] which asserts that an operator T ∈ B(H) is algebraic if and only if it is locally algebraic. We answer the above question in the affirmative (see Theorem 3.4) . However, if we drop the assumption that H is complete the answer is no (see Remark 6.5) . Nevertheless, the assertion (1.1) enables one to define m-isometries in the case of lack of completeness of H. Motivated by needs of the theory of unbounded operators (see e.g., [21] ), we consider m-isometries T on an inner product space M starting from Section 4. Notice that any linear operator T on M can be regarded as an (a priori unbounded) operator in H with invariant domain M , where H is the Hilbert space completion of M . We do not assume that M is invariant for T * . Let us point out that even under these circumstances it may happen that D(T * ) = {0} (see [37, Example 3, p. 69] ). In this part of the paper we are mostly interested in finding criteria for orthogonality of generalized eigenvectors of T corresponding to distinct eigenvalues of modulus 1. A similar question can be asked about "orthogonality" of Jordan blocks of T corresponding to distinct eigenvalues of modulus 1. We answer both these questions by using the polynomial approach as developed for m-isometries. The most delicate step in the proof depends heavily on the celebrated Carlson's theorem which gives a sufficient condition for an entire function of exponential type vanishing on nonnegative integers to vanish globally. These two problems are related to [3] where the question of orthogonality of spectral spaces corresponding to distinct eigenvalues were studied in the context of bounded algebraic Hilbert space operators that are roots of polynomials in two variables. As a byproduct, we answer the question of when an algebraic operator on M is an m-isometry. Namely, we show that for a given m, algebraic m-isometries are precisely finite orthogonal sums of operators of the form zI +N , where z is a complex number of modulus 1 and N is a nilpotent operator with prescribed index of nilpotency (see Proposition 6.3). What is more, if an algebraic operator is a strict m-isometry, then m must be a positive odd number. It is worth mentioning that there are m-isometries and nilpotent operators that are unbounded and closed as operators in H (see [21, Example 6.4] and [28, Example 3.3] , resp.). We also show that if T ∈ B(H) is a compact m-isometry, then H is finite dimensional (see Proposition 6.6).
The organization of this paper is as follows. In Section 2 we provide necessary facts concerning m-isometries needed in this paper. In particular, we discuss a finite difference operator which plays an essential role in our investigations. In Section 3 we state and prove a few "local" characterizations of m-isometries including that mentioned above (see Theorem 3.4). These characterizations are stated in terms of conditions that are applied to "one vector at a time". In particular, we show that verifying m-isometricity for some unspecified m can be reduced to considering the restrictions of the operator in question to its cyclic invariant subspaces. This result resembles the analogical ones for subnormal operators (see [36, Corollary 1] ; see also [35] ). Starting from Section 4, we investigate m-isometries on an inner product space M . Theorem 4.2 is an adaptation of a result due to Bermúdez, Martinón, Müller and Noda [10, Theorem 3] to the context of linear operators on M . The main result of Section 5, Theorem 5.3 provides a criterion for orthogonality of generalized eigenvectors. Finally, in Section 6, we characterize "orthogonality" of Jordan blocks corresponding to distinct eigenvalues of modulus 1 (see Theorem 6.1).
We conclude this section by fixing notation. In what follows, R and C stand for the fields of real and complex numbers, respectively. Set T = {z ∈ C : |z| = 1} and U = {−1, 1} × {−i, i}, where i stands for the imaginary unit. The sets of integers, nonnegative integers and positive integers are denoted by Z, Z + and N, respectively. The ring of all polynomials in one indeterminate x with coefficients in a ring R is denoted by
Re(a j )x j and Im p = n j=0
Im(a j )x j .
As usual, the identity transformation on a vector space M is denoted by I M and abbreviated to I if no confusion arises. Given a linear map T : M → M and a vector h ∈ M , we write C T (h) for the vector space spanned by {T n h : n ∈ Z + }.
Basic characterizations of m-isometries
This section provides necessary facts on a finite difference operator that will be used in characterizing m-isometries.
If 
Set △ = T − I. It is easily seen that the transformations T and △ are continuous. Applying Newton's binomial formula, we get
Using Newton's binomial formula again, we can reproduce the original sequence γ by means of {(△ k γ) 0 } ∞ k=0 as follows:
where (n) k is a polynomial in n of degree k given by 
γ n is a polynomial in n of degree at most m − 1 .
Proof. The inclusion "⊆" is a direct consequence of (2.2). In turn, the inclusion "⊇" can be proved by induction on m by using the fact that if γ = {γ n } ∞ n=0 ∈ C Z+ and γ n is a polynomial in n of degree m, then (△γ) n is a polynomial in n of degree m − 1. Now we apply the above formulas to operators. For this, we attach to T ∈ B(H) and h ∈ H, the sequence
Note that the formula (iii) of Proposition 2.2 below is due to Agler and Stankus (see [4, Eq. (1. 3)]).
Proposition 2.2. If T ∈ B(H), then the following formulas hold:
for all n ∈ Z + . Proof. Applying (2.1) to γ T,h , we obtain (i) and (ii). In turn, applying (2.2) to γ T,h and using (ii), we get (iii).
The rest of this section is devoted to characterizing the class of m-isometric operators. Note that the equivalence (i)⇔(ii) of Theorem 2.4 below is due to Agler and Stankus (see [4, p. 389] ). Denote by {e n } ∞ n=0 the standard orthonormal basis of ℓ 2 , the Hilbert space of all square summable complex sequences indexed by Z + . For a given bounded sequence {λ n } ∞ n=0 ⊆ C there exists a unique operator W ∈ B(ℓ 2 ), called a unilateral weighted shift with weights {λ n } ∞ n=0 , such that W e n = λ n e n+1 , n ∈ Z + . Theorem 2.4. If m ∈ N and T ∈ B(H), then the following conditions are equivalent:
n h 2 is a polynomial in n of degree at most m − 1, (iv) T is injective and for each nonzero h ∈ H, the unilateral weighted shift W T,h with weights
is an m-isometry.
Moreover, if T is an m-isometry, then
Proof. The implication (i)⇒(ii) and the "moreover" part are direct consequences of Proposition 2.2(iii) and Corollary 2.3.
(ii)⇒(iii) Obvious. 
be a polynomial of degree at most m − 1 such that W n e 0 2 = p(n) for all n ∈ Z + . Since m-isometries are injective, p(n) > 0 for all n ∈ Z + . This and
W n e 0 2 , n ∈ Z + , 1 W T,h is bounded because the sequence of its weights is bounded above by T .
implies (iii). (iii)⇒(i)
Denote by {e n } ∞ n=0 the standard orthonormal basis for ℓ 2 . Since
and the transformation △ : C Z+ → C Z+ is linear and continuous, we infer from Proposition 2.1 that △ m γ W,h = 0 for all h ∈ ℓ 2 . This together with Proposition 2.2(ii) completes the proof.
"Local" characterizations of m-isometries
In this section we prove, among other things, that if an operator T ∈ B(H) has the property that T n h 2 is a polynomial in n for every h ∈ H, then there exists m ∈ N such that T is an m-isometry (see Theorem 3.4 below). Before we do this, we need three lemmata. The first is patterned on the polarization formula for polynomials on vector spaces (see [12, Theorem A]; see also [26] ). Its routine verification is left to the reader.
Lemma 3.1. Let K ∈ {R, C}, X be a vector space over K and ϕ : X × X → K be a mapping such that ϕ(·, h) and ϕ(h, ·) are additive for every h ∈ X . Then
The second lemma gives a sufficient condition for a sequence of bounded operators to have at least one vanishing term. Proof. Define for every k ∈ N the subset V k of V by 
Applying Lemma 3.1 to ϕ(f, g) = L m f, g , we see that the following equalities hold for every h ∈ H with h <
By the homogeneity of L m , this implies that L m h, h = 0 for all h ∈ H, or equivalently that L m = 0. This completes the proof.
The third lemma provides yet another characterization of m-isometries. Proof. The "only if" part follows from Theorem 2.4(iii). To prove the "if" part, take h ∈ V . Since by assumption T n h 2 is a polynomial in n of degree at most m − 1, we infer from Proposition 2.1 that γ T,h ∈ ker △ m . Hence, by Proposition 2.2(ii), we have
Hence B m (T )h, h = 0 for every h ∈ V . By Lemma 3.2 or directly by Lemma 3.1, B m (T ) = 0, which means that T is an m-isometry.
We are now ready to state and prove "local" characterizations of m-isometries. We also give a topological description of certain sets of vectors h having the property that T n h 2 is a polynomial in n of prescribed degree, where T is a strict misometry. Note that the implication (ii)⇒(i) of Theorem 3.4 below is not true if we drop the assumption that H is complete (see Remark 6.5). Recall that C T (h) is the linear span of {T n h : n ∈ Z + }.
Theorem 3.4. The following conditions are equivalent for T ∈ B(H):
(ii) for any h ∈ H, T n h 2 is a polynomial in n, (iii) ker T = {0} and for any h ∈ H\{0}, there exists m h ∈ N such that the unilateral weighted shift W T,h with weights
is an m h -isometry, (iv) there exists a nonempty open subset V of H such that for any h ∈ V , there exists m h ∈ N such that
Proof. The implications (i)⇒(v) and (v)⇒(iv) are obvious due to (1.1). The implication (iv)⇒(i) follows from Lemma 3.2, while the implication (i)⇒(iii) is a direct consequences of Theorem 2.4(iv).
(iii)⇒(ii) Assume that (iii) holds. Fix a nonzero h ∈ H. By assumption, there is m h ∈ N such that W T,h is an m h -isometry. Let e 0 = (1, 0, 0, . . .) be the zeroth term of the standard orthonormal bass of ℓ 2 . By Theorem 2.4(iii), W n T,h e 0 2 is a polynomial in n of degree at most m h − 1; denote it by p. Then
which yields (ii).
We now prove that (ii) implies (iv). For this, assume that (ii) holds. Take h ∈ H \ {0}. Then by assumption T n h 2 is a polynomial in n of some degree k h ∈ Z + . By Proposition 2.1, γ T,h ∈ ker △ m h with m h = k h + 1. Hence, by Proposition 2.2(ii), we have
Therefore (iv) is valid. This means that the conditions (i)
Since any finite dimensional vector subspace of a topological vector space is closed, we deduce that γ T,h ∈ M , which means that h ∈ F . Hence F is closed. Suppose, to the contrary, that F is not a nowhere dense subset of H. Then, by Lemma 3.3, T is an (m − 1)-isometry, which contradicts our assumption that T is a strict m-isometry. Finally, since by (a), U = H \ F , the condition (c) follows from (b). This completes the proof. Using Theorem 2.4(iii) we deduce that T is a strict m 2 -isometry. It is clear that for every h ∈ H 1 ⊕ {0}, T n h 2 is a polynomial in n of degree at most m 1 − 1, hence of degree at most m 2 − 2. In view of Theorem 3.4, the set U is open and dense in H and its complement F contains the closed vector subspace H 1 ⊕ {0}. ♦
m-isometries on inner product spaces
Motivated by our investigations and needs of the theory of unbounded operators (see e.g., [21] ), we consider here m-isometries on inner product spaces. We do not assume that the operators in question are continuous. Suppose M is an inner product space and H is its Hilbert space completion. Denote by L(M ) the algebra of all linear operators on M . A member of L(M ) can be though of as a densely defined operator in H with invariant domain M . Given T ∈ L(M ) and m ∈ N, we say that T is an m-isometry 2 if
Similarly to Section 1, we define the notion of a strict m-isometry. Arguing as in Section 2, we verify that T is an m-isometry if and only if for each h ∈ M , T n h is a polynomial in n of degree at most m − 1 (cf. Theorem 2.4). Consequently, if T is an m-isometry, then T is a k-isometry for every integer k m. If M is infinite dimensional it may happen that an m-isometry on M is closed as an operator in H but not bounded (see e.g. [21, Example 6.4]). We begin our investigations by making the following observation.
is an m-isometry, then for all f, g ∈ M , T n f, T n g is a polynomial in n of degree at most m − 1, and
where F T ;k is the sesquilinear form on M defined by
Proof. We can argue as in Section 2 and apply the polarization formula to the sesquilinear form
Recall that an operator N ∈ L(M ) is said to be a nilpotent operator if there exists k ∈ N such that N k = 0. If additionally N k−1 = 0, then k is called the index of nilpotency of N and is denoted here by n(N ); note that then linear dimension of M must be at least n(N ), so in particular M = {0}. Again, as in the case of m-isometries, if M is infinite dimensional it may happen that a nilpotent operator on M is closed as an operator in H but not bounded (see [28, 
Moreover, if A + N is a strict m N -isometry, then A is a strict m-isometry.
Proof. (i) Set k = n(N ) and κ n = min{n, k − 1} ∈ Z + for n ∈ Z + . By assumption and Proposition 4.1, there exist polynomials p i,j;f , q i,j;f ∈ C[x] such that
Using Newton's binomial formula, we see that
Since (n) l is a polynomial in n of degree l and, by Proposition 4.1, p i,j;f , q i,j;f are polynomials of degree at most m−1, we conclude that (A+N ) n f 2 is a polynomial in n of degree at most m − 1 + 2(k − 1). Therefore, A + N is m N -isometry.
(ii) Observe that by Proposition 4.1, the coefficient of the polynomial q k−1,k−1;f that corresponds to the monomial x m−1 equals
This together with (4.4) yields (ii). The "moreover" part is a consequence of (ii). This completes the proof. 
Regarding the moreover part of Theorem 4.2, it is worth pointing out that
n h 2 is a polynomial in n for every h ∈ M , then |z| = 1, (iii) if z ∈ C and zI + N is an m-isometry, then |z| = 1.
Proof. In view of Proposition 4.1 and Theorem 4.2, it suffices to prove (ii).
Under the assumptions of (ii), we argue as follows. Set k = n(N ). Let h 0 ∈ M be such that N k−1 h 0 = 0 and let p ∈ C[x] be a polynomial such that
Clearly p = 0. Consider first the case z = 0. Then p(n) = N n h 0 2 = 0 for all n k, which means that the polynomial p has infinitely many roots. Hence p = 0, a contradiction. Suppose now that z = 0. Using Newton's binomial formula, we obtain = |z| 2 , which completes the proof.
It is worth noting that the proof of Proposition 4.4(iii) can be made much shorter if we assume additionally that M = H and N ∈ B(H). Indeed, then by the spectral mapping theorem, r(zI + N ) = |z|. Therefore, if zI + N is an m-isometry, then by (1.2), |z| = 1.
Orthogonality of generalized eigenvectors
Theorem 5.3 below provides a few sufficient conditions for orthogonality of generalized eigenvectors corresponding to distinct eigenvalues. First we need the following lemma of algebraic nature whose proof depends heavily on the Carlson theorem recorded below.
Theorem 5.1 ([14] , [32, Theorem 1] ). Let φ be an entire function on C such that sup z∈C |φ(z)| e −τ |z| < ∞ for some τ ∈ R and sup y∈R |φ(iy)| e −η|y| < ∞ for some η ∈ (−∞, π). If φ(n) = 0 for every n ∈ N, then φ(z) = 0 for all z ∈ C.
Lemma 5.2. Suppose p, q ∈ C[x] and α ∈ T \ {1} are such that
Then Re q = 0 if α = −1, and q = 0 otherwise.
Proof.
We consider three possible cases that are logically disjoint. Case 1. α = −1. It follows from (5.1) that
Then, by the Fundamental Theorem of Algebra, we have
As a consequence, we obtain (Re q)(2n + 1)
Thus, by the Fundamental Theorem of Algebra again, Re q = 0. Case 2. α = e iϑ for some ϑ ∈ (0, π). Observe that
Define the entire function φ on C by
It follows from (5.3) that
Now we show that for any ǫ ∈ (0, ∞), there exists c ǫ ∈ (0, ∞) such that
It is easily seen that | cos(zϑ)| e ϑ|z| and | sin(zϑ)| e ϑ|z| for all z ∈ C. Putting this all together yields (5.6). By (5.6), φ is of exponential type (i.e., |φ(z)| c e τ |z| for all z ∈ C and for some c, τ ∈ R) and there exist d ∈ (0, ∞) and η ∈ (0, π) such that |φ(iy)| d e η|y| , y ∈ R.
These two facts and (5.5) imply that the entire function φ satisfies the assumptions of Theorem 5.1. Therefore by this theorem φ = 0. Combined with (5.4), this yields
Substituting z = iy with y ∈ R into (5.7), we obtain p(iy) = u 1 (y) e −ϑy +u 2 (y) e ϑy , y ∈ R, (5.8)
are polynomials given by
It follows from (5.8) that
Using the fact that p, u 1 , u 2 ∈ C[x] and passing to the limit as y → ∞ in (5.10), we deduce that u 2 = 0. A similar argument shows that u 1 = 0. Combined with (5.9), this implies that Re q = 0 and Im q = 0. Hence q = 0. Case 3. α = e iϑ for some ϑ ∈ (π, 2π). In view of (5.1) we have
Sinceᾱ = e i(2π−ϑ) and 2π − ϑ ∈ (0, π), we can apply Case 2. As a consequence, we obtain q * = 0. Thus q = 0, which completes the proof.
For the reader's convenience, we recall necessary terminology related to generalized eigenvectors. Given T ∈ L(M ) and z ∈ C, we set
Since ker((T − zI) n ) ⊆ ker((T − zI) n+1 ) for all n ∈ N, we deduce that E T ;z is a vector subspace of M which is invariant for T . Notice that E T ;z = {0} if and only if z is an eigenvalue of T . If z is an eigenvalue of T , then a nonzero element of E T ;z is called a generalized eigenvector of T corresponding to z, and the vector space E T ;z itself is called the generalized eigenspace (or spectral space) of T corresponding to z.
We are now ready to prove the aforesaid criterions for orthogonality of generalized eigenvectors. Recall that U = {−1, 1} × {−i, i}.
Theorem 5.3. Let z 1 and z 2 be two distinct elements of T. Suppose T ∈ L(M ) and h j ∈ E T ;zj for j = 1, 2. Then the following assertions hold:
is a polynomial in n.
Proof. By assumption there exit k 1 , k 2 ∈ N such that h j ∈ ker((T − z j I) kj ) for j = 1, 2. Before justifying the assertions (i)-(iii), we discuss the general case when 11) where α := z 1z2 . Since z 1 , z 2 ∈ T and z 1 = z 2 , we see that α ∈ T \ {1}. By assumption and Newton's binomial formula, we have
Since for any l ∈ Z + , (n) l is a polynomial in n, (5.12) implies that (
n h 2 2 and (I +z 1 N 1 ) n h 1 , (I +z 2 N 2 ) n h 2 are polynomials in n. It follows form (5.11) that there exist polynomials p, q ∈ C[x] such that
where
The above discussion also gives the following identity
(5.14)
(i) If z 1 = −z 2 , then α = −1 and thus by (5.13) and Lemma 5.2, Re q = 0, or equivalently by (5.14), Re
2 is a polynomial in n for ǫ ∈ {1, i} (the remaining cases can be proved in the same way). Applying (i) to the pairs (h 1 , h 2 ) and (ih 1 , h 2 ), we see that
(iii) Since now α ∈ T\ {−1}, the assertion (iii) is a direct consequence of (5.13), (5.14) and Lemma 5.2. This completes the proof.
Corollary 5.4. Let z 1 and z 2 be two distinct elements of T. Suppose T ∈ L(M ) and h j ∈ E T ;zj for j = 1, 2. Consider the following conditions:
2 is a polynomial in n for k = 1, 2 and every j ∈ Z + , (ii) z 1 = −z 2 and T n (T j h 1 + h 2 ) 2 is a polynomial in n for every j ∈ Z + .
Then any of the conditions (i) and (ii) implies that
Regarding Theorem 5.3 and its proof, it is worth noticing that if z ∈ T is an eigenvalue of an operator T ∈ L(M ) and h is in E T ;z , then T n h may not be a polynomial in n (though, by Proposition 4.4, T n h 2 is). A simple example is given below.
is a polynomial in n, however T n h is not a polynomial in n because the sequence {T n h} ∞ n=0 is not constant and nonconstant polynomials in n are unbounded. ♦ It turns out that the assumptions of Theorem 5.3(i) do not imply that h 1 ⊥ h 2 . In fact, it can be even worse as shown in an example below.
It is now a matter of routine to verify that T n (h 1 + h 2 ) 2 = 3 for all n ∈ Z + , which means that
Jordan blocks and algebraic operators
We begin by recalling the necessary terminology and facts related to the concept of Jordan's block. Let M be an inner product space and H be its Hilbert space completion. Suppose that z is an eigenvalue of T ∈ L(M ) and h is in E T ;z \ {0}. Then there exists k ∈ N such that h ∈ ker((T − zI) k ). Using Newton's binomial formula, we deduce that C T (h) is the linear span of the vectors h, T h, . . . ,
which implies that T | CT (h) is an algebraic operator whose minimal polynomial takes the form (x − z) n for some n k (Recall that an operator S ∈ L(M ) is said to be algebraic if there exists a nonzero polynomial p ∈ C[x] such that p(S) = 0.) Given T ∈ L(M ), h ∈ M \ {0} and z ∈ C, we say that T admits a Jordan block J (or that J is a Jordan block of T ) at h with eigenvalue z if J = T | CT (h) and J − zI CT (h) is a nilpotent operator. Notice that T admits a Jordan block at h with eigenvalue z if and only if h ∈ E T ;z \ {0}. Moreover, if this is the case, then by the spectral mapping theorem and (6.1), σ(T | CT (h) ) = {z} and z is an eigenvalue of T (recall that dim C T (h) < ∞). This justifies that part of the definition of a Jordan block which refers to the expression "with eigenvalue z".
Suppose that T admits a Jordan block J at h with eigenvalue z.
Hence, there exists a Hamel basis {e j } k j=1 of C T (h) such that N j e j = 0 for j = 1, . . . , k. Then the matrix representation of J with respect to this basis takes the familiar form (with zero entries in blank spaces)
Moreover, by Proposition 4.4, J is an m-isometry for some m ∈ N if and only if |z| = 1, and if this is the case, then J is a strict (2n(N ) − 1)-isometry.
Theorem 6.1 below, which essentially follows from corollary to Theorem 5.3, characterizes "orthogonality" of Jordan blocks corresponding to distinct eigenvalues of modulus 1. The most spectacular is the implication (ii)⇒(i).
Theorem 6.1. Suppose T ∈ L(M ) admits a Jordan block at h j ∈ M with eigenvalue z j ∈ T for j = 1, 2 and z 1 = z 2 . Then the following conditions are equivalent:
is a polynomial in n for k = 1, 2 and every j ∈ Z + , or z 1 = −z 2 and 
is an m-isometry with m = max{m 1 , m 2 } for j = 1, 2. Using (4.1), (i) and the fact that the vector spaces C T (h 1 ), C T (h 2 ) and C T (h 1 ) + C T (h 2 ) are invariant for T , we easily verify that the operator T | CT (h1)+CT (h2) is an m-isometry. This completes the proof.
Remark 6.2. It is worth mentioning that some implications of Theorem 6.1 can also be proved in a different way. Namely, the implication (iv)⇒(v) is a direct consequence of Theorem 3.4. In turn, the implication (v)⇒(i) can be proved as follows. Under the assumptions of Theorem 6.1, suppose that T 0 := T | M0 is an m-isometry, where M 0 := C T (h 1 ) + C T (h 2 ). Recall that M 0 is a finite dimensional vector space which is invariant for T . Moreover, there exist k 1 , k 2 ∈ N such that C T (h j ) ⊆ M 0 ∩ ker (T − z j I) kj = ker (T 0 − z j I M0 ) kj , j = 1, 2. (6.2)
Noticing that
we see that T 0 is an algebraic operator (observe that C T (h 1 ) ∩ C T (h 2 ) = {0} due to (6.2) and [11, Theorem 3. where the operator p(T 0 ) is defined as in [3, (1) ]. Hence T 0 is a root of p in the sense of [3, Page 126] . Note now that if λ, µ ∈ σ(T 0 ) and λ = µ, then p(λ,μ) = 0. Indeed, otherwise p(λ,μ) = 0, which implies that λμ = 1. Since by (1.2) and dim M 0 < ∞, σ(T 0 ) ⊆ T, we deduce that λ = µ, a contradiction. Applying [3, Lemma 19] , we get E T0;z1 ⊥ E T0;z2 . Since by (6.2), C T (h j ) ⊆ E T0;zj for j = 1, 2, we conclude that C T (h 1 ) ⊥ C T (h 2 ), which gives (i). ♦ Using Theorem 6.1, we can completely characterize algebraic m-isometries on inner product spaces. Note that the equivalence (i)⇔(iv) of Proposition 6.3 below Remark 6.5. The implication (ii)⇒(i) of Proposition 6.3 is not true if the assumption on algebraicity is dropped. It suffices to consider the countable orthogonal sum ∞ n=1 T n on "finite vectors", where each T n is a strict m n -isometry with m n → ∞ as n → ∞. If {m n } ∞ n=1 are positive odd numbers, then in view of Remark 6.4 we can also guarantee that sup n∈N T n < ∞, or equivalently that T is continuous. ♦
As shown below the only compact m-isometries are algebraic operators on finite dimensional Hilbert spaces, and as such are described by Proposition 6.3. Proposition 6.6. Let T ∈ B(H) be an m-isometry. Suppose T l is compact for some l ∈ N. Then dim H < ∞ and T is an algebraic m-isometry.
Proof. Clearly, we can assume that H = {0}. Since, by [19, Theorem 2.3] , T l is an m-isometry, there is no loss of generality in assuming that T is a compact m-isometry. In view of the Riesz-Schauder theorem [29, Theorem VI.15] , the only possible accumulation point for the spectrum of a compact operator is 0. Therefore by (1.2), σ(T ) ⊆ T. This implies that T is invertible in B(H). Since T is compact, we deduce that dim H < ∞. By the Cayley-Hamilton theorem, T is algebraic. This completes the proof.
Remark 6.7. By Proposition 6.6, if T ∈ B(H) is an m-isometry such that T l is compact for some l ∈ N, then T is compact. This is not true for operators which are not m-isometries. Indeed, if dim H ℵ 0 , then for any integer l 2 there exists an operator T ∈ B(H) such that T l is compact, though the operators T 1 , . . . , T 
