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ABSTRACT
Optimisation of fleets of commercial vehicles with regards schedul-
ing tasks from various locations to vehicles can result in consider-
ably lower fleet traversal times. This has significant benefits includ-
ing reduced expenses for the company and more importantly, a re-
duction in the degree of road use and hence vehicular emissions.
Exact optimisation methods fail to scale to real commercial prob-
lem instances, thus meta-heuristics are more suitable. Ant Colony
Optimisation (ACO) generally provides good solutions on small-
to-medium problem sizes. However, commercial fleet optimisation
problems are typically large and complex, in which ACO fails to
scale well. Partial-ACO is a new ACO variant designed to scale
to larger problem instances. Therefore this paper investigates the
application of Partial-ACO on the problem of fleet optimisation,
demonstrating the capacity of Partial-ACO to successfully scale
to larger problems. Indeed, for real-world fleet optimisation prob-
lems supplied by a Birmingham based company with up to 298
jobs and 32 vehicles, Partial-ACO can improve upon their fleet tra-
versal times by over 44%. Moreover, Partial-ACO demonstrates its
ability to scale with considerably improved results over standard
ACO and competitive results against a Genetic Algorithm.
KEYWORDS
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1 INTRODUCTION
Fleet optimisation is a common problem faced by many organ-
isations from delivery companies to maintenance firms such as
plumbers or builders to the medical profession performing care
in the community. The companies in question have many tasks to
perform over a geographical area and a set of vehicles with which
to carry them out. The problem is two fold, which tasks to assign
to each vehicle to carry out and the order by which each vehicle
conducts these tasks such that the traversal time of the fleet of
vehicles as a whole is minimised. Moreover, there are often chal-
lenging constraints such as vehicular capacities, capabilities and
time windows within which tasks must be carried out.
The primary benefit from fleet optimisation is reduced costs
both in terms of fuel and labour costs with regards driving. Opti-
misation can also facilitate a greater number jobs to be undertaken
by the vehicle fleet. However, an added important benefit from re-
ducing vehicular fleet traversal time is a reduction in the degree
of traffic on the road network of a city. This will assist in a reduc-
tion in vehicle emission levels experienced within urban conurba-
tions. Indeed, the World Health Organisation (WHO) reports the
level of particulates such as nitrogen oxides (NOx) in the air of
major cities are increasing markedly1. These can cause breathing
problems and have been linked to increased rates of cardiovascu-
lar disease [4, 30]. In fact, many cities have limits on permissible
pollution, such as London which must maintain a level of particu-
lates below a threshold. Consequently, clean air policies are now
being pursued, such as that being considered by Birmingham City
Council2, and fleet optimisation can assist in this goal.
However, optimising fleets of vehicles with constraints is NP-
hard in nature and consequently, techniques such as heuristics
applied to the problem fail to scale well with problem size. The
work presented in this paper will profile a recent advance in the
Ant Colony Optimisation (ACO) meta-heuristic technique known
as Partial-ACO [7] and demonstrate its ability to scale better than
ACO when applied to real-world fleet optimisation problems.
The paper is laid out as follows: Section 2 describes the fleet
optimisation problem and prior approaches for solving. Section
3 describes in detail the Partial-ACO approach. The results from
applying Partial-ACO to a real-world fleet optimisation problem
with steadily increasing complexity will be demonstrated in Sec-
tion 4 alongside competing meta-heuristic methods. Finally, Sec-
tion 5 sums up the benefits of Partial-ACO for fleet optimisation.
2 PROBLEM DEFINITION AND PRIOR ART
Optimising vehicles through a road network has been well stud-
ied. Initial work involved routing a single vehicle visiting a set of
differing locations once only with the minimal distance traversed
such as would be done by a salesman. Hence this type of task be-
came known as the Travelling Salesman Problem (TSP). An exten-
sion of this problem is to consider multiple vehicles being used to
visit each location known as the Vehicle Routing Problem (VRP),
applicable to many real-world logistic scenarios such as parcel de-
liveries and the provision of maintenance services. Furthermore,
an extension to this problem is to consider a capacity limit to vehi-
cles such as packages the vehicle can hold or the amount of fuel or
a working time directive. This is known as the Capacitated Vehicle
Routing Problem (CVRP). Now the problem becomes minimising
the distance travelled by all vehicles whilst not violating the con-
straints on capacity. Extending further is the consideration of mul-
tiple locations from which the vehicles operate from, essentially
depots. Vehicles can return to any of these depots or have to re-
turn to the depot where hence they start from. This version of the
VRP is known as the Multi Depot Vehicle Routing Problem (MD-
VRP) and was formulated in 1959 by Dantzig and Ramser [9]. The
task is to assign customers to vehicles operating from the available
depots such that all customers are serviced whilst the minimum
distance is travelled by the fleet of vehicles.
1Air pollution levels rising in many of the worlds poorest cities.
http://www.who.int/mediacentre/news/releases/2016/air-pollution-rising/en
2A Clean Air Zone for Birmingham https://www.birmingham.gov.uk/caz
Afinal aspect to consider with the VRP is timewindows (VRPTW)
whereby now the locations to visit must be done so within a given
start and end time. For instance a customer to visit may only be
available within a given time window. Consequently, the problem
now becomes minimising the travel time for a fleet of vehicles
whilst not violating the constraints imposed by time windows for
delivery or servicing and the capacity of the vehicle.
The MDVRP can be formally defined as a complete graph G =
(V ,E), whereby V is the vertex set and E is the set of all edges be-
tween vertices inV . The vertex setV is further partitioned into two
sets ,Vc = V1, ...,Vn representing customers andVd = Vn+1, ...Vn+p
representing depots whereby n is the number of customers and p
is the number of depots. Furthermore, each customervi ∈ Vc has a
service time associated with it and each vehiclevi ∈ Vd has a fixed
capacity associated with it defining the ability to fulfill customer
service. Each edge in the set E has an associated cost of traversing
it represented by the matrix ci j . The problem is essentially to find
the set of vehicle routes such that each customer is serviced once
only, each vehicle starts and finishes from the same depot, each
vehicle does not exceed its capacity to service customers and the
overall cost of the combined routes is minimised.
2.1 Methods Applied to Solving the MDVRP
The MDVRP is recognised as an NP-hard problem and hence diffi-
cult to solve using exact mathematical approaches. Indeed, it has
been shown that for symmetric cases and a single vehicle, exact
methods do not scale beyond 50 customers and only up to a few
hundred for asymmetric cases [19]. However, some limited work
exists in the literature. Laporte et al. formulated a symmetric ver-
sion as an integer linear program involving three constraints and
solved using branch and bound methods [20]. Laporte et al. also
investigated asymmetric MDVRP problems by translating to con-
straint assignment problems and again solved using branch and
bound [27]. For MDVRP instances with a heterogenous fleet of ve-
hicles available, Dondo et al. used mixed-integer programming to
solve this problem [10] later extending to multiple pickups and
deliveries [11] and again to using time windows [12]. Branch and
boundmethods have also been recently applied to solving MDVRP
problems with some success [2, 3].
However, these exact methods can only solve problems with
fewer than 50 customers for symmetric instances. Consequently,
heuristic methods are more likely to be applied to larger problems.
Heuristic methods are rule of thumb approaches not guaranteed
to find optimal solutions to problems but can find solutions close
to the optimal in significantly less computational time than exact
methods. One the earliest methods uses the Clarke andWright sav-
ings criterion [8] whereby customers are assigned to their nearest
deport and routes between depots and customers created which
are then gradually merged into larger routes using this savings cri-
terion [40]. Tillman and Hering extended this further to consider
looking ahead to consider the effect of assignments on future as-
signment decisions [41].
An alternative heuristic is a sweep method employed by Wren
and Holliday whereby each customer is assigned to their nearest
depot and the polar angle to this depot calculated [43]. Customers
are sorted in ascending order of angle and iteratively assigned to
routes with least additional distance. Gillette and Johnson used a
similar approach but instead assign customers to depots to form
compact clusters [21]. Each depot takes a turn to be an attracting
centre whereby customers are possibly reassigned when lying be-
tween two depots. Golden et al. superimposed a grid over the prob-
lem and then only join vertices in adjoining cells [22]. The authors
used a second approachwhereby first customers are assigned to de-
pots and then the VRP solved for each individual depot followed
by an improvement phase. Tests were performed on problems of
up to 256 customers with reasonable results. Raft used an approach
whereby the best number of vehicles to use is calculated [28]. Once
this has been estimated the customers are clustered into a match-
ing number of groupswhich are each assigned to a vehicle. 2-opt lo-
cal search is then used to find the optimal cluster routes. Chao et al.
assigned customers to their closest depot and then solve the VRPs
for each individual depot using a modified savings algorithm [6].
Salhi and Sari presented a “multi-level composite” heuristic which
could identify solutions similar to those found in the literature at
a fraction of the computational cost [32]. Salhi and Nagy later use
an insertion heuristic to minimise the routing cost [31].
2.2 Meta-Heuristic Approaches
An alternative to solvingMDVRPproblems is to usemeta-heuristics,
which are essentially a search-based heuristic and are problem in-
dependent. The first use of a meta-heuristic approach to the MD-
VRP was implemented by Gendreau et al. involving tabu search
solution exploring the search space by potentially moving to a
neighbouring solution even with degradation in the quality [18].
Solutions recently examined are declared tabu for a number of it-
erations such that cycling is avoided. Renaud et al. also used tabu
search with the additional constraint that a vehicle route cannot
exceed a certain amount to adhere to working time directives [29].
The most commonly used meta-heuristic approach to solving
VRP-type problems is a Genetic Algorithm (GA) [25]. A population
based approach which uses the principles of Darwinian evolution
such as natural selection, crossover and mutation to successively
improve the quality of a population of solutions. The first use of
a GA to solve the MDVRP was proposed by Filipec et al. for non-
fixed destination instances [15]. Salhi et al. also used a GA to solve
MDVRP instances [33]. Skok et al. used a GA and compared six
differing crossover operators [34] later applying the approach to
a real-world problem with 248 customers and three depots [35].
An alternative combining clustering with a GA was proposed by
Thangiah and Salhi whereby the GA defines clusters of customers
and then routes were found by solving the resulting TSP [39].
Ho et al. proposed a hybrid approach whereby the initial popu-
lation of solutions is generated using the Clarke andWright saving
algorithmwith the nearest neighbour heuristic proving better than
random generation [24]. Surekha and Sumathi used a similar im-
plementation obtaining comparable results to the literature using a
set of classical problems [38]. Alba and Dorronsoro used a cellular
GA approach with the population organised into a grid and ge-
netic operations only occur within small neighbourhoods success-
fully improving upon the best known solutions for nine classical
instances of the MDVRP [1]. A wide survey of the use of GAs for
solving MDVRPs can be found in Karakatič and Podgorelec [26].
The largest competing meta-heuristic approach to a GA applied
to the MDVRP is based on the foraging behaviour of ants known
as Ant Colony Optimisation (ACO) [13]. Essentially, ants operate
as a collective in finding food by depositing a pheromone as they
move. This pheromone builds up as ants successively traverse the
same area helping guide ants to promising areas containing food.
Yalian implemented a version of ACO which combined a scanning
algorithm to initially assign jobs to nearest depots and then com-
bined with GA inspired mutation operators and local search [44].
Results demonstrated an improvement over standard ACO for six
problems. Yu et al. also achieved better results from a parallel im-
plementation of an improved ACO algorithmwhereby a virtual de-
pot is used with mutation operators applied to problems with up
to 360 customers and 6 depots [46]. Yao et al. also used a single de-
pot approach to solve a real-worldMDVRP finding multiple routes
from this central depot and then assigning the individual routes to
depots [45]. Calvete et al. contrasted two ACO approaches, one us-
ing a single super depot and the other a GA-ACO approachwhereby
customers are assigned to depots using a GA and then the routing
solving by ACO for problems of up to 288 customers and 6 depots
[5]. The GA-ACO proved the better algorithm for solving the MD-
VRP. Stodola uses ACO augmented with an additional route opti-
misation step to solve a modification of the MDVRP whereby the
goal is to minimise the longest route experienced by a vehicle [36].
A final meta-heuristic of note for solving the MDVRP is based
on the behaviours of swarms of insects and flocks of birds known
as Particle SwarmOptimisation (PSO) [14]. This algorithm searches
the fitness landscape using a collection of particles that fly around
the landscape with each particle consisting of a position and veloc-
ity both described as a set of multi-dimensional coordinates. Each
particle’s position is updated according to its velocity and then the
velocity is updated according to a particles best found solution and
the globally best found. Surekha and Sumathi applied PSO to the
MDVRP grouping customers to nearest depots and initially routing
using the Clark and Wright saving method and these routes were
then improved using PSO [38]. Wenjing and Ye achieved better re-
sults with improved inertia weights and mutation operators [42].
Geethra et al. apply a modified PSO algorithm whereby initial par-
ticles are generated using k-means and nearest neighbour heuris-
tics [17] improving further with a nested PSO approach whereby a
master swarm assigns customers to groups serviced by a depot and
slave swarms then find the optimal route for each group applied
to problems with 160 customers and 4 depots [16].
3 THE PARTIAL-ACO APPROACH
Partial-ACO is a derivative of the Ant Colony Optimisation (ACO)
technique. ACO will be profiled first followed by a description of
the Partial-ACO approach.
3.1 Ant Colony Optimisation
The predominate alternative meta-heuristic approach to using a
GA to solve fleet optimisation/MDVRP problems is to consider an
algorithm based on the study of how ants forage for food known as
Ant Colony Optimisation (ACO) [13]. Ants deposit pheromone on
the paths they take which enables them to successfully find food
and bring it back to their nest. Pheromone levels will build up on
edges leading to food enabling further ants from the colony to dis-
cover the food source. The ACO algorithm applied to fleet optimi-
sation and MDVRP type problems involves simulated ants mov-
ing through a graph G probabilistically visiting every customer
once only and depositing pheromone as they move. The level of
pheromone an ant deposits on the edges E of graphG is defined by
the quality of the solution the given ant has generated. Ants prob-
abilistically decide which location or customer to visit next using
this pheromone level on the edges of graphG plus heuristic infor-
mation based upon the distance between an ant’s current position
and customers left to visit. An evaporation effect is used to prevent
pheromone levels building up too much reaching a state of local
optima. Therefore, the ACO algorithm consists of two stages, the
first solution construction and the second stage pheromone update.
The solution construction stage involves m ants constructing
complete solutions to the fleet optimisation / MDVRP type prob-
lems. Ants start from depot of a random vehicle from the fleet
and iteratively make probabilistic choices using the random pro-
portional rule as to which customer to visit next or to return to
the depot whereby the probability of ant k at point i visiting point
j ∈ N k is defined as:
pki j =
[τi j ]
α [ηi j ]
β
∑
l ∈N k [τil ]
α [ηil ]
β
(1)
where [τil ] is the pheromone level deposited on the edge leading
from location i to location l ; [ηil ] is the heuristic information con-
sisting of the distance between customer or depot i and customer
or depot l set at 1/dil ; α and β are tuning parameters controlling
the relative influence of the pheromone deposit [τil ] and the heuris-
tic information [ηil ].
The process is repeated for each vehicle. Once all ants have com-
pleted the solution construction stage, pheromone levels on the
edges E of graph G are updated. First, evaporation of pheromone
levels upon every edge of graph G occurs whereby the level is re-
duced by a value ρ relative to the pheromone upon that edge:
τi j ← (1 − ρ)τi j (2)
where ρ is the evaporation rate typically set between 0 and 1.
Once this evaporation is completed each ant k will then deposit
pheromone on the edges it has traversed based on the quality of
the solution found:
τi j ← τi j +
m∑
k=1
∆τki j (3)
where the pheromone ant k deposits, ∆τki j is defined by:
∆τki j =
{
1/Ck , if edge (i, j) belongs to Tk
0, otherwise
(4)
where 1/Ck is the quality of ant k’s solutionTk . This methodology
ensures that better solutions found by an ant result in greater levels
of pheromone being deposited on those edges.
3.2 Partial-ACO
AlthoughACOhas been a highly successful meta-heuristic approach
there are two main issues with the technique. The first is the re-
quirement for a pheromone matrix to be held in memory of size
n2. Hence, if n becomes extremely large there will not be enough
memory in a modern computer to hold this matrix. For example,
for a 100,000 customer problem and using a float datatype which
is four bytes in memory, approximately 37GB of memory will be
required to hold this matrix.
A second scalability factor with ACO is the length of the re-
quired solutions as the size of the problem increases. At each step
an ant needs to probabilistically decide which unvisited location
to visit next by collating the pheromone on all unvisited edges in
graph G. The ant then moves to the next location using a random
value combined with the pheromone levels. Thus it can be postu-
lated that an ant will probabilistically make a poor decision over
which location to visit next at some point when constructing a so-
lution even with high concentrations of pheromone on the correct
edge. However, even if the occurrence of a poor decision being
made by ant at a decision point is of a low probability, as the prob-
lem sizes increases the greater number of decisions an ant needs to
make and hence the chance an ant will make a poor choice. But to
construct an optimal solution every one of an ant’s decisions will
need to be the optimal choice. Therefore, it can be hypothesized
that ACO by its probabilistic nature will be less likely to find the
optimal solution the larger in size the required solution becomes.
Moreover, the computational cost of probabilistically making a
decision at each step of constructing a solution increases quadrat-
ically. At each step an ant needs to compare the pheromone lev-
els and a random probability for every unvisited edge. Thus for a
five customer TSP instance, at the first step four comparisons are
needed with the ant selecting the best edge. At the next step three
comparisons are required and so forth. In total, nine comparisons
are required to construct a complete solution. This is similar to the
triangular number sequence described as (n(n − 1)/2). Thus, for
a 100,000 customer problem, nearly five billion pheromone edge
comparisons will be required to construct a complete solution. In-
deed, the original author of ACO noted this computational com-
plexity proposing a variant known as Ant Colony System (ACS)
[13] whereby the neighbourhood of unvisited cities is restricted.
A candidate list approach is used whereby at each decision point
made by an ant, only the closest cities are considered. If these have
already been visited then normal ACO used. This approach signif-
icantly reduces the computational complexity but is reliant on ac-
curate heuristic information to define the neighbourhood.
To address these issues a derivative of ACO known as Partial-
ACO has been proposed which enables ACO to be successfully ap-
plied to TSP instances of up to 200,000 cities [7]. Partial-ACO op-
erates in a similar manner to ACO but does not use a pheromone
matrix addressing the first scalability problem with ACO. Instead,
pheromone is calculated from a population of ants and their re-
spective solutions and their associated quality. This is effectively
population based ACO (P-ACO) [23] whereby a population of ant
solutions is maintained in a First In First Out manner. If a new best
solution is found then it is inserted into the population and the
oldest one removed. However, Partial-ACO maintains the popula-
tion of ant solutions differently in that each ant has a local memory
(lbest ) of the best solution it has personally found during the search
process operating essentially as a steady state process. This is sim-
ilar in effect to Particle Swarm Optimisation (PSO) [14] whereby
particles use both their local best solution and a global best to up-
date their position.
Pheromone deposit also operates differently toACOas pheromone
cannot build up on the edges of graphG. To account for this issue,
pheromone deposit of ant k on an edge E of graph G is related to
the quality of the solution lk
best
related to the best solution found
so far, дbest . Hence, the amount of pheromone ant k deposits, ∆τ
k
i j
is defined by:
∆τki j =
{
(дbest /l
k
best
)α , if edge (i, j) belongs to Tk
0, otherwise
(5)
where (дbest /l
k
best
) is the quality of ant k’s locally best found so-
lution in relation to the globally best found solution and α is a pa-
rameter controlling the influence of pheromone. This mechanism
ensures that pheromone level deposits do not alter as improved so-
lutions are found and also do not suffer from any scalability issues.
Since there is no pheromone matrix, an ant k when building
a solution has to reconstruct the pheromone levels on the edges
from its current location to all unvisited locations. This involves
iterating through all the lbest solutions of the ant population and
finding the edges taken from the current location and depositing
the pheromone if that location has not yet been visited. Moreover,
for each location in an ant’s solution there is an edge taken from
that given location but there is also an edge taken to arrive at the
given location. Consequently, these edges are also taken into con-
sideration when constructing the pheromone levels on edges.
12 3 45 6 7 89 10 111213
Random Start
Point Random Length
1 3 46 7 1112 2 5910 138
Ants Local Best Solution
New Solution
Figure 1: An illustration of the Partial-ACO methodology.
The second component of Partial-ACO addresses the error prob-
ability during solution construction and the computational com-
plexity of ACO. Recall that for a hundred thousand job problem,
the number of decisions that need to be made are of an equal num-
ber whereby there is a probability of making a poor decision. Sec-
ondly, the number of pheromone comparisons required to build
a complete solution for a problem consisting of a hundred thou-
sand jobs requires nearly five billion comparisons. Consequently,
Partial-ACO proposes that an ant when constructing a new solu-
tion takes its current lbest tour and retains part of this tour and
then completes the rest in the same probabilistic manner as de-
scribed earlier. This is to some degree similar to crossover in a GA
whereby a complete section of a parent solution is copied into the
child solution. To achieve this partial reconstruction of a solution
firstly a random point is selected in the lbest tour. Secondly, a ran-
dom length of the tour to be retained is decided and this section is
copied into the new solution. The remaining part of the solution is
then constructed as normal. This process is illustrated in Figure 1.
If this partially reconstructed solution has greater quality then
the current lbest for the given ant then this new solution replaces
the ant’s lbest solution. To highlight the computational advantage
of this technique, consider retaining 50% of solutions for a 100,000
job problem. In this instance only 50,000 probabilistic decisions
now need to be made and only 1.25 billion pheromone compar-
isons would be required, a reduction of 75%. In fact, the potential
computational cost savings are quadratic in nature. An overview
of the Partial-ACO technique is described in Algorithm 1.
Algorithm 1 Partial-ACO
1: for each ant do
2: Generate an initial solution probabilistically
3: end for
4: for number of iterations do
5: for each ant k do
6: Select uniform random start point from lk
best
solution
7: Select uniform random length of lk
best
to preserve
8: Copy lk
best
points from start for specified length
9: Complete remaining aspect probabilistically
10: If new solution better than lk
best
then update lk
best
11: end for
12: end for
13: Output best lbest solution (the дbest solution)
3.3 Partial-ACO Applied to Fleet Optimisation
Fleet optimisation is in effect the MDVRPTW problem whereby
there are a range of vehicles operating from a number of depots
that need to be assigned jobs to complete such that all jobs are
completed within their time windows and the total traversal time
of the fleet of vehicles is minimised. To represent this problem a
solution will consist of a set of vehicles and the list of jobs to be
completed in the order they need to be completed. This represen-
tation is depicted in Figure 2 whereby V relates to a vehicle and J
relates to a job. It can be observed that the first vehicle in the fleet
will undertake jobs 6, 5 and 9, the second vehicle jobs 3, 7, and 2
and so forth. Note that vehicle 3 is not assigned any jobs.
V1 J6 J5 J9 V2 J3 J7 J2 V3 V4 J1 J4 J8
Figure 2: Example solution representation.
An ant will build a solution in a similar manner to a TSP instance
in that the number of locations to visit equates to the number of
jobs and the number of vehicles. Each of these locations must be
visited once only. To start a solution a vehicle must be selected
first. From this point ants probabilistically move to unfulfilled jobs
or another vehicle at which point the current vehicle returns to
its depot and a new sequence of jobs to be assigned to this new
vehicle commences.
Once a new solution has been generated by Partial-ACO its qual-
ity needs to be assessed. The quality is measured using two objec-
tives, the first of which is to maximise the number of jobs correctly
performedwithin their given timewindow. Anymissed jobs are as-
signed a penalty. The second objective is the total traversal time of
the fleet of vehicles. The goal is to minimise both the number of
missed jobs and the traversal time of the vehicular fleet. Reducing
the number of missed jobs is considered the primary objective.
Pheromone deposit is calculated using the two objectives to be
optimised, the number of customers serviced and the length of the
traversal time between customers. A penalty based functionwill be
utilised for the first objective whereby any customers that have not
been serviced due to capacity limitations or missing the time win-
dowwill be penalised by the predicted job time. The secondary ob-
jective objective is to minimise the time the fleet of vehicles spend
traversing the road network between jobs. Therefore, the quality
of a tour can be described as:
Ck = (S − sk + 1) ∗ Lk (6)
where S is the total amount of time of jobs to be serviced, sk is the
amount of job service time achieved by ant k’s solution and Lk is
the total traversal time of the fleet of vehicles of ant k’s solution.
Clearly, if ant k has achieved the primary objective of fulfilling all
customer demand S then Ck becomes merely the total traversal
time of the fleet of vehicles which needs to be minimised.
Table 1: Real-world problem scenarios as supplied by a
Birminghammaintenance company. Scenarios described in
terms of the vehicles available, the number of customers to
service, the total predicted service time required and the to-
tal travel time using the company’s current scheduling.
Problem Number Number Total Job Total Fleet
of of Servicing Traversal Time
Vehicles Jobs (hh:mm) (hh:mm)
Week_1 8 77 47:09 31:12
Week_2 8 79 48:24 22:49
Week_3 8 81 48:33 19:54
Week_4 8 61 54:52 25:55
Fortnight_1 16 156 95:33 54:01
Fortnight_2 16 138 102:01 57:07
Fortnight_3 16 160 96:57 42:43
Fortnight_4 16 142 103:25 45:49
ThreeWeek_1 24 237 144:06 73:55
ThreeWeek_2 24 217 150:25 79:56
ThreeWeek_3 24 219 150:34 77:01
ThreeWeek_4 24 221 151:49 68:38
Month_1 32 298 198:58 99:50
4 RESULTS
4.1 Problem Description and Setup
To evaluate the application of Partial-ACO to fleet optimisation a
real-world problem will be considered taking data from a main-
tenance company based in the Birmingham area which has mul-
tiple vehicles and multiple customers requiring periodic external
maintenance of properties. Each vehicle starts from a given lati-
tude and longitude, essentially representing its depot, and must
return to this location when it has finished servicing customers.
Each customer is also defined by a location consisting of a latitude
and longitude coordinate and a job duration predicting the length
of time the job will take take and in some cases, a time window
for when the jobs must be completed. The speed of travel of a van
Table 2: Parameters used throughout for the GA, ACO, Partial-ACO and Partial-ACOPH approaches unless otherwise stated.
Genetic Algorithm Max Min Ant System Partial-ACO Partial-ACOPH
Population Size 192 Number of Ants 192 Number of Ants 32 Number of Ants 192
Max Generations 1,000,000 Max Iterations 1,000,000 Max Iterations 6,000,000 Max Iterations 1,000,000
Tournament Size 5 α 1.0 α 3.0 α 1.0
Crossover Probability 0.5 β 1.0 β 1.0 β 1.0
Mutation Probability 0.5 ρ 0.02 ρ 0.5
Table 3: The results from each meta-heuristic approach regards optimising the schedules of the real-world scenarios in terms
of the service time demand achieved and the reduction in traversal time of the vehicle fleet over the original scheduling.
Problem
Genetic Algorithm Max Min Ant System Partial-ACO Partial-ACOPH
Job Time Traversal Time Job Time Traversal Time Job Time Traversal Time Job Time Traversal Time
Serviced (%) Reduction (%) Serviced (%) Reduction (%) Serviced (%) Reduction (%) Serviced (%) Reduction (%)
Week_1 100.00 ± 0.00 28.10 ± 7.15 100.00 ± 0.00 33.62 ± 3.39 100.00 ± 0.00 32.29 ± 3.77 100.00 ± 0.00 37.14 ± 2.15
Week_2 100.00 ± 0.00 28.06 ± 10.60 100.00 ± 0.00 30.70 ± 4.85 100.00 ± 0.00 22.39 ± 7.84 100.00 ± 0.00 38.20 ± 2.88
Week_3 100.00 ± 0.00 27.47 ± 5.17 100.00 ± 0.00 31.48 ± 4.68 100.00 ± 0.00 28.75 ± 5.55 100.00 ± 0.00 40.43 ± 3.36
Week_4 100.00 ± 0.00 19.19 ± 6.67 100.00 ± 0.00 26.27 ± 4.56 100.00 ± 0.00 24.28 ± 6.84 100.00 ± 0.00 12.11 ± 10.26
Fortnight_1 100.00 ± 0.00 25.38 ± 5.93 100.00 ± 0.00 23.84 ± 7.46 99.98 ± 0.10 23.12 ± 6.30 100.00 ± 0.00 36.43 ± 1.37
Fortnight_2 100.00 ± 0.00 27.33 ± 4.32 100.00 ± 0.00 22.55 ± 5.01 99.98 ± 0.09 25.81 ± 4.72 100.00 ± 0.00 30.56 ± 1.91
Fortnight_3 100.00 ± 0.00 26.58 ± 5.50 100.00 ± 0.00 28.64 ± 4.99 100.00 ± 0.00 27.27 ± 5.49 100.00 ± 0.00 36.99 ± 2.16
Fortnight_4 100.00 ± 0.00 24.83 ± 4.53 100.00 ± 0.00 25.02 ± 4.49 100.00 ± 0.00 29.70 ± 6.64 100.00 ± 0.00 36.14 ± 1.99
ThreeWeek_1 100.00 ± 0.00 28.94 ± 4.01 99.81 ± 0.18 −11.43 ± 7.62 100.00 ± 0.00 17.13 ± 4.47 99.98 ± 0.07 7.37 ± 4.94
ThreeWeek_2 100.00 ± 0.00 26.52 ± 4.35 99.89 ± 0.20 −4.04 ± 3.89 99.80 ± 0.20 16.48 ± 5.18 99.95 ± 0.10 8.44 ± 8.38
ThreeWeek_3 100.00 ± 0.00 29.62 ± 4.21 99.95 ± 0.11 7.33 ± 6.56 99.91 ± 0.21 20.64 ± 2.36 100.00 ± 0.00 20.01 ± 2.71
ThreeWeek_4 100.00 ± 0.00 26.26 ± 4.13 99.86 ± 0.18 −2.36 ± 5.92 99.84 ± 0.27 18.00 ± 7.84 100.00 ± 0.00 13.74 ± 3.84
Month_1 100.00 ± 0.00 29.23 ± 4.18 99.76 ± 0.18 −17.85 ± 3.75 99.82 ± 0.18 19.60 ± 4.09 98.04 ± 0.49 −26.59 ± 8.48
between maintenance jobs is defined as an average of 13kph to ac-
count for city traffic etc. There is a also a hard start time and end
time to a given working day defined as 08:00 and 19:00 hours. Cus-
tomer jobs cannot be started or finished before or after these start
and end times. However, a vehicle can depart its depot prior to the
start time in order to be able to commence a scheduled task at 08:00
hours. Equally a vehicle can finish a job at 19:00 and return to its
depot after this time irrespective of how long it takes to get back.
The data supplied by the company is split into a number time
periods of jobs and vehicle availability. For each problem, the com-
pany has supplied the actual division of jobs between vehicles used
and the order that the jobswere conducted. This facilitates a ground
truth to be established of vehicle usage for the company and conse-
quently real-world reductions to be ascertained from using a meta-
heuristical optimisation approach. In this instance, the company di-
vided jobs between vehicles in a geographical manner which they
considered correct and then derived the route for each vehicle to
complete its assigned tasks by directing it to do the job furthest
from its depot and then work its way back only deviating from
this if there are jobs with time windows. The details of each of the
individual problems supplied by the company are shown in Table
1. Approximately one in ten of the jobs has a defined time window
whereby the job must be completed.
To evaluate the effectiveness of Partial-ACO it will be compared
to both ACO and GA meta-heuristic approaches. In this instance
the ACO approach will be based upon the max min ant system
(MMAS) [37] which only updates the pheromone deposits for the
best found so far solution at each iteration rather than using the
whole population. Moreover, the pheromone is restricted to mini-
mum andmaximum levels. TheGA approachwill use the crossover
operators cyclic crossover (CX), order crossover (OX) and partially
mapped crossover (PMX). Mutation will consist of several opera-
tors, swapping two solution points, reversing the order between
two points and inserting a solution point elsewhere into the solu-
tion. The GA will operate in a steady state manner whereby child
solutions only replace parents if their quality is better.
Additionally, a second implementation of Partial-ACO will be
considered which does use a pheromone matrix to be used by ants
to probabilistically make decisions. In all other respects the ap-
proach operates in the same manner as standard Partial-ACO with
each ant maintaining a memory of its locally best found solution
lbest and at every iteration these locally best solutions update the
pheromone according to the quality of their individual solutions.
This approach will be termed Partial-ACOPH .
The parameters governing the operation of each of the four
meta-heuristic approaches are described in Table 2. A population
size or number of ants of 192 is used as each approach is paral-
lelised and is executed on a processor with 16 threads so the size
needs to be a multiple of 16. Furthermore, Partial-ACO uses only
32 ants as this is similar to the number used in the original work
[7] and was found to be highly effective. To ensure the same num-
ber of solutions are evaluated, Partial-ACO is executed for six times
the number of iterations as the other meta-heuristics. Experiments
throughout were conducted using an AMD Ryzen 2700 processor
with each approach using 16 parallel threads of execution in or-
der to utilise all the available processor cores of the processor. The
algorithms were compiled using Microsoft C++. Experiments are
averaged over 25 individual execution runs for each problem with
a differing random seed used in each instance.
4.2 Initial Results
To begin with, both approaches will be tested on each of the sin-
gle day problems to test their ability to find solutions better than
those currently used by the Birmingham company that supplied
the data. These are described in terms of percentage of total cus-
tomer service demand achieved, the percentage reduction in time
spent traversing the road network for the fleet of vehicles when
compared the company’s original solution. These results are shown
in Table 3. From these results it can be firstly observed that both
the GA and ACO approaches have improved upon the approach
utilised by the given company to schedule jobs to its vehicles for
the smaller problem instances. However, ACO was unable to scale
to the larger problem instances as postulated being unable to con-
sistently find solutions which service all the customer tasks within
their time windows and additionally find solutions with larger tra-
versal times than the company’s original scheduling. TheGAproved
better at scaling by achieving better results thanACO for the larger
problem instances and being able to service all customer tasks for
all the problem instances.
With regards the Partial-ACO results, both variants were able to
improve upon standard ACO demonstrating their ability to scale
better. However, both techniques were unable to consistently ser-
vice all customerswithin their timewindows. Partial-ACOPH proved
better than the non-pheromonematrix implementation for the smaller
problem instances but proved less capable of scaling up to the
larger problem instances. The best reduction in total fleet traversal
time over the original company scheduling is achieved by Partial-
ACOPH for the Week_3 problem instance with a 40% reduction.
4.3 Reducing the Degree of Modification
With regards the prior results, only the GA approach was able to
find solutions that always serviced all the scheduled tasks. The pro-
posed Partial-ACO approaches both failed to scale up to the larger
problem instances. However, it was observed in the experimental
runs that diversity amongst the population became an issue with
ants traversing the same edges. Consequently, solutions converged
prematurely. A method that could be used to counter this effect is
to ensure that the degree to which an ant can modify its lbest so-
lution is limited to a maximum percentage of the solution. This
should have the effect of preventing an ant from copying the glob-
ally best tour. In fact, in the original Partial-ACO work, reducing
the degree of modification of solutions improved results and sec-
ondly, increased the speed of the approach by reducing the proba-
bilistic decision making of the ants [7].
Table 4 demonstrates the results from both the Partial-ACO ap-
proaches when the degree of modification of an ant’s lbest solu-
tion is restricted to a maximum of 50%. However, to ensure there is
scope to escape local optima this restriction is removed with a prob-
ability of 0.001 during the search process. From these results it can
be observed that there is a considerable improvement in the qual-
ity of the solutions achieved by Partial-ACO and it now scales to
the larger problem instances. Indeed, the technique now achieves
results considerably better than the GA approach for the week
long and two week long scenarios. However, for the larger prob-
lems the GA meta-heuristic approach still achieves slightly better
reductions in fleet traversal times. With regards the pheromone
Table 4: The results from both Partial-ACO and Partial-
ACO
PH when applying a maximum of 50% modification of
ant’s locally best solution. Results are shown in terms of the
percentageof service timedemandachieved and the percent-
age reduction in traversal time of the vehicle fleet over the
original company scheduling.
Problem
Partial-ACO Partial-ACOPH
Job Time Traversal Job Time Traversal
Serviced Reduction Serviced Reduction
(%) (%) (%) (%)
Week_1 100.00 ± 0.00 41.17 ± 0.49 100.00 ± 0.00 41.94 ± 1.37
Week_2 100.00 ± 0.00 42.39 ± 1.11 100.00 ± 0.00 43.48 ± 0.44
Week_3 100.00 ± 0.00 44.43 ± 0.77 100.00 ± 0.00 44.84 ± 0.43
Week_4 100.00 ± 0.00 38.55 ± 1.58 100.00 ± 0.00 40.78 ± 0.41
Fortnight_1 100.00 ± 0.00 23.89 ± 6.54 100.00 ± 0.00 34.30 ± 2.39
Fortnight_2 100.00 ± 0.00 24.41 ± 5.13 100.00 ± 0.00 34.08 ± 1.12
Fortnight_3 100.00 ± 0.00 35.55 ± 9.35 100.00 ± 0.00 41.32 ± 1.89
Fortnight_4 100.00 ± 0.00 31.07 ± 11.24 100.00 ± 0.00 37.51 ± 1.57
ThreeWeek_1 100.00 ± 0.00 28.16 ± 5.05 100.00 ± 0.00 21.78 ± 2.46
ThreeWeek_2 100.00 ± 0.00 23.54 ± 4.48 100.00 ± 0.00 21.00 ± 2.40
ThreeWeek_3 100.00 ± 0.00 27.12 ± 4.17 100.00 ± 0.00 25.94 ± 1.87
ThreeWeek_4 100.00 ± 0.00 22.52 ± 4.05 100.00 ± 0.00 22.29 ± 1.53
Month_1 100.00 ± 0.00 28.19 ± 5.90 98.67 ± 0.28 −5.98 ± 3.54
Table 5: The results from both Partial-ACO and Partial-
ACO
PH when applying a maximum of 25% modification of
ant’s locally best solution. Results are shown in terms of the
percentageof service timedemandachieved and the percent-
age reduction in traversal time of the vehicle fleet over the
original company scheduling.
Problem
Partial-ACO Partial-ACOPH
Job Time Traversal Job Time Traversal
Serviced Reduction Serviced Reduction
(%) (%) (%) (%)
Week_1 100.00 ± 0.00 32.93 ± 13.07 100.00 ± 0.00 30.12 ± 2.39
Week_2 100.00 ± 0.00 33.91 ± 5.24 100.00 ± 0.00 30.84 ± 4.91
Week_3 100.00 ± 0.00 33.95 ± 3.10 100.00 ± 0.00 33.20 ± 1.64
Week_4 100.00 ± 0.00 35.06 ± 3.28 100.00 ± 0.00 30.16 ± 3.49
Fortnight_1 100.00 ± 0.00 28.08 ± 7.53 100.00 ± 0.00 31.38 ± 2.37
Fortnight_2 100.00 ± 0.00 30.66 ± 6.14 100.00 ± 0.00 32.15 ± 2.67
Fortnight_3 100.00 ± 0.00 27.27 ± 9.15 100.00 ± 0.00 35.77 ± 2.33
Fortnight_4 100.00 ± 0.00 33.50 ± 7.27 100.00 ± 0.00 30.24 ± 2.42
ThreeWeek_1 100.00 ± 0.00 31.32 ± 6.41 100.00 ± 0.00 23.45 ± 3.21
ThreeWeek_2 100.00 ± 0.00 30.23 ± 5.22 100.00 ± 0.00 19.84 ± 2.03
ThreeWeek_3 100.00 ± 0.00 33.27 ± 6.85 100.00 ± 0.00 26.18 ± 2.89
ThreeWeek_4 100.00 ± 0.00 31.66 ± 6.74 100.00 ± 0.00 22.78 ± 2.42
Month_1 100.00 ± 0.00 32.91 ± 3.73 99.41 ± 0.32 5.35 ± 5.65
matrix based implementation, Partial-ACOPH , slightly better so-
lutions are achieved for the smaller problem instances compared
to the no pheromone matrix version. Reductions of up to 44% are
achieved regards the fleet traversal times of the original scheduling
of the company that supplied the problem data.
This concept can be extended by further reducing the maximum
permissible degree of modification of an ant’s lbest solution to just
25%. Again though, to ensure there is scope to escape local optima
this restriction is removed with a probability of 0.001 during the
search process. These results are shown in Table 5 whereby from
the results regards Partial-ACO two effects can be observed. For
the larger problem instances the such as Month_1 improved re-
ductions in traversal times are achieved of 30-33% which when
now compared the to the GA approach are several percent bet-
ter. However, with the smaller one week problems the results are
Table 6: The execution timings in minutes across all of the
meta-heuristics tested.
Problem GA MMAS Partial-ACO Partial-ACOPH
Week_1 1.32 ± 0.04 2.23 ± 0.10 4.69 ± 0.49 3.61 ± 0.02
Week_2 1.35 ± 0.04 2.33 ± 0.10 4.76 ± 0.45 3.69 ± 0.03
Week_3 1.35 ± 0.04 2.49 ± 0.10 4.90 ± 0.50 3.82 ± 0.03
Week_4 1.09 ± 0.03 1.64 ± 0.05 3.86 ± 0.51 2.85 ± 0.02
Fortnight_1 2.52 ± 0.03 6.56 ± 0.13 9.87 ± 0.43 8.92 ± 0.04
Fortnight_2 2.20 ± 0.02 5.52 ± 0.07 8.81 ± 0.50 7.72 ± 0.06
Fortnight_3 2.59 ± 0.02 6.84 ± 0.10 10.18 ± 0.38 9.26 ± 0.07
Fortnight_4 2.26 ± 0.02 5.76 ± 0.11 9.09 ± 0.48 7.96 ± 0.05
ThreeWeek_1 4.30 ± 0.03 13.09 ± 0.11 16.42 ± 0.71 16.34 ± 0.03
ThreeWeek_2 3.95 ± 0.02 11.79 ± 0.08 14.81 ± 0.68 14.51 ± 0.06
ThreeWeek_3 3.97 ± 0.02 11.57 ± 0.15 14.54 ± 0.78 14.65 ± 0.05
ThreeWeek_4 4.06 ± 0.03 12.09 ± 0.15 14.95 ± 0.49 14.85 ± 0.06
Month_1 5.96 ± 0.04 19.75 ± 0.13 23.59 ± 0.83 23.18 ± 0.05
poorer. This is because with the larger problems there is still quite
a few vehicles and jobs that can be reorganised even with only a
25% maximum modification restriction. But for the smaller prob-
lems there is not much capacity for change hence the worsening
results. Therefore, it can be postulated that restricting the maxi-
mum modification is beneficial to the performance of Partial-ACO
the size of the problem needs to be taken into account such there is
sufficient scope for sufficient solution modification. With regards
Partial-ACOPH only minor improvements are noted for the larger
problems and a similar degradation in performance for the smaller
problems. It should be noted that all meta-heuristics did not con-
sistently find an optimal solution. However, all results were gener-
ated without any local search operator such as 2-opt which would
likely significantly improve the results.
4.4 Execution Timings
One final aspect of analysis left to consider is the execution timings
of the various approaches evaluated and these are shown in Table
6. The GA approach is clearly the fastest approach over three times
faster than the ACO MMAS approach and nearly four times faster
than the Partial-ACO approaches. This is because the GA approach
does not need to construct solutions by probabilistically investi-
gating each every option at each step. Furthermore, Partial-ACO
is required to reconstruct pheromone on the unvisited edges from
the population. Partial-ACOPH is equally slow as this approach
needs to update the pheromone matrix each time all ants have
constructed a new solution. However, Table 7 shows the execu-
tion timings for the Partial-ACO approaches when restricting the
degree of modification. For Partial-ACO execution timings have
reduced considerably, although less than expected, through being
able to make fewer pheromone reconstructions as less decisions
are required to construct a solution. Execution timings are now on
a par with a GA approach.With regards Partial-ACOPH reductions
in execution times are also observed but to a lower degree since the
approach still has to update the pheromone matrix.
5 CONCLUSIONS
The work presented in this paper has investigated the use of meta-
heuristic approaches for tackling larger scale fleet optimisation
problems. Specifically, the use of the novel Partial-ACO approach
has been compared to themain competingmeta-heuristic approaches,
GA and ACO. Partial-ACO is similar to ACO but involves ants
Table 7: The execution timings in minutes for the Partial-
ACO approaches and restrictions on solution modification.
Problem
Max. Modification 50% Max. Modification 25%
Partial-ACO Partial-ACOPH Partial-ACO Partial-ACOPH
Week_1 2.96 ± 0.64 3.33 ± 0.02 2.03 ± 0.32 3.25 ± 0.05
Week_2 2.96 ± 0.73 3.38 ± 0.02 2.02 ± 0.17 3.25 ± 0.05
Week_3 3.07 ± 0.59 3.52 ± 0.03 2.05 ± 0.05 3.38 ± 0.05
Week_4 2.91 ± 0.84 2.66 ± 0.05 1.67 ± 0.04 2.53 ± 0.05
Fortnight_1 5.56 ± 0.36 7.81 ± 0.04 3.36 ± 0.40 7.21 ± 0.05
Fortnight_2 4.88 ± 0.42 6.76 ± 0.03 3.08 ± 0.12 6.31 ± 0.06
Fortnight_3 6.03 ± 0.29 8.04 ± 0.05 3.50 ± 0.08 7.45 ± 0.07
Fortnight_4 5.15 ± 0.38 6.97 ± 0.03 3.20 ± 0.06 6.50 ± 0.06
ThreeWeek_1 8.20 ± 0.49 13.80 ± 0.06 4.93 ± 0.35 12.60 ± 0.07
ThreeWeek_2 7.38 ± 0.48 12.41 ± 0.06 4.62 ± 0.38 11.35 ± 0.07
ThreeWeek_3 7.45 ± 0.50 12.79 ± 0.09 4.58 ± 0.54 11.67 ± 0.05
ThreeWeek_4 7.69 ± 0.44 12.75 ± 0.11 4.60 ± 0.34 11.59 ± 0.06
Month_1 10.64 ± 0.52 19.40 ± 0.08 6.18 ± 0.24 17.64 ± 0.12
maintaining a memory of their best found solution and only par-
tiallymodifying this solution at each iteration. The premise behind
this technique was that ACO will struggle to scale well to larger
problems because as the size of the problem increases the potential
for an ant to probabilistically make an error also increases. By re-
ducing the number of decisions an ant makes when creating a new
solution, the probability of an ant making a poor choice is similarly
reduced enabling ACO to scale to larger problems better.
The Partial-ACO approach with and without a pheromone ma-
trix was tested on a number of real-world problems of increas-
ing complexity and size and compared with the more familiar GA
and ACO meta-heuristics. Overall, Partial-ACO proved competi-
tive with a GA approach and significantly better than the ACO ap-
proach both with and without a pheromone matrix. Indeed, these
results reinforced the hypothesis that the more decisions an ant
has to make when constructing a solution the greater the proba-
bility of making an error occurs reducing the capability for ACO
to scale to larger problems. However, it was evidenced that Partial-
ACO can bypass this potential problem. By ants being able to make
fewer decisions as a result of only partially modifying an existing
good solution, the probability of making a poor decision is reduced
leading to higher quality solutions. Moreover, through a lower de-
gree of decision making the computational speed of Partial-ACO
is much improved. Overall, Partial-ACO was able to improve upon
the schedules provided by the Birmingham based company which
provided the dataset by up to 44% for smaller problems and 28%
for the largest problem containing 32 vehicles and 298 jobs.
It can be stated that fleet optimisation using Partial-ACO is capa-
ble of providing significant cost savings to commercial companies.
Moreover, reducing vehicle traversal to this degree provides sig-
nificant assistance to reducing vehicular pollution in cities at little
to no cost. Future work will consist of developing better strategies
with regards the solution preservation aspect of Partial-ACO and a
complete investigation of parameter settings with a view to scaling
Partial-ACO to even larger fleet optimisation problems.
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