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1 Einleitung
In der Orthopa¨die werden verschiedene Elektro-Stimulationsverfahren zur Therapie
von Knochenheilungssto¨rungen eingesetzt [Kra84]. Bei diesen Verfahren wird durch
ein extern appliziertes elektromagnetisches Feld eine natu¨rliche funktionale Belastung
des stimulierten Knochens nachgeahmt, was verschiedene zellula¨re Reaktionen des
Knochengewebes induziert [AB93, DSSI02] und so dessen Regeneration beschleunigt.
In dieser Arbeit soll die Mo¨glichkeit untersucht werden, ein elektrostimulatives Sys-
tem in ein Hu¨ftgelenksimplantat zu integrieren, um den Einheilungsprozess zu verbes-
sern. Eine aus medizinischer Sicht positive Implantation eines ku¨nstlichen Hu¨ftgelenks
bedingt das gute Einwachsen des umgebenden Knochenmaterials in das Implantat.
Dies stellt die mechanische Stabilita¨t und somit die erforderliche Prothesenbelastbar-
keit sicher. Dennoch kommt es bei einigen Patienten zu wiederholten Beschwerden,
welche auf ein mangelhaftes Einwachsen des Knochens in die Implantatoberfla¨che
zuru¨ckzufu¨hren ist. Hier besteht die Hoffnung, dass diesen Patienten mit einer spe-
ziellen Prothese geholfen werden kann, die ihr eigenes Einwachsen mittels eines von
ihr erzeugten elektrischen Feldes stimuliert.
1.1 Motivation
Seit den 80er Jahren werden kleinere Frakturen und Knochendefekte unterstu¨tzend
durch eine elektrostimulative Therapie behandelt. Hierbei wird das Knochenwachs-
tum durch ein elektrisches Wechselfeld stimuliert. Dies fu¨hrt im Stimulationsgebiet zu
einer erho¨hten Zellproliferation, verbesserter Zelldifferenzierung und einer erho¨hten
Knochengewebebildung [AB93, DSSI02]. Verschiedene Studien haben gezeigt, dass
die Frakturheilung durch die Applikation eines elektrischen Feldes positiv beeinflusst
werden kann [ACS04]. Dies geht soweit, dass bei Patienten mit nicht verheilenden
Frakturen ein positiver Heilungsprozess in Gang gesetzt werden kann [ACS04].
Es besteht nun die Hoffnung, dass dieses elektrostimulative Verfahren auf großfla¨chige
Endoprothesen, wie ku¨nstliche Hu¨ftpfannen u¨bertragen werden kann. Um den Thera-
pieerfolg zu maximieren, ist es wu¨nschenswert, die Verteilung des elektrischen Feldes
im umgebenden Knochen beeinflussen zu ko¨nnen, um an verschiedenen Orten im
Knochen unterschiedliche elektrische Feldsta¨rken zu erzeugen und so das Einwach-
sen gezielt beeinflussen zu ko¨nnen. Fu¨r den Entwurf und die Optimierung des Sys-
tems muss die elektrische Feldverteilung im Stimulationsareal mittels numerischer
Simulationen evaluiert werden. Dabei werden neben spezifischen anatomischen Geo-
metriemodellen auch die elektrischen Materialeigenschaften des Knochens, sowie des
umgebenden Gewebes beno¨tigt.
1
1 Einleitung
Verankerungszapfen

 Hu¨ftprothese




Positionierte Stimulationselektrode

fl
Elektrodenkappe



	
Sekunda¨rspule














Gewinde 
Abbildung 1.1: Hu¨ftgelenksendoprothese mit Verankerungszapfen, mehreren Stimu-
lationselektroden und eingelegten Sekunda¨rspulen.
1.2 Idee des induktiv gekoppelten
Elektrostimulationssystems
Das geplante Elektrostimulationssystem basiert auf dem Prinzip der induktiven Elek-
trostimulation [Kra84]. Hierbei werden in das zu stimulierende Areal eine oder meh-
rere Spulen und Stimulationselektroden operativ implantiert. Eine sich außerhalb
des Patienten befindliche Prima¨rspule erzeugt ein mit der Stimulationsfrequenz os-
zillierendes Magnetfeld. Dieses induziert in den implantierten Spulen eine Spannung
und fu¨hrt somit zu einem Stromfluss durch das leitfa¨hige Knochenmaterial. Durch
die Anzahl und Positionierung der stimulierenden Elektroden kann die Feldgeome-
trie beeinflusst werden, um in unterschiedlichen Bereichen verschiedene elektrische
Feldsta¨rken zu erzeugen. Um dieses System nun auf ein Hu¨ftgelenksimplantat zu
u¨bertragen, muss das System aus Spulen und Stimulationselektroden in die beste-
hende Form einer Hu¨ftgelenksendoprothese integriert werden.
Abbildung 1.1 zeigt eine Darstellung der Hu¨ftpfanne mit mehreren Stimulations-
elektroden und gekapselten Sekunda¨rspulen. Ziel ist es, einen bereits existierenden
Prototyp einer Hu¨ftpfanne [Klu¨08] mit mehreren Stimulationselektroden auszustat-
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ten [KSB08, PGS08]. Diese Stimulationselektroden werden nach dem Einsetzen der
ku¨nstlichen Hu¨ftpfanne in den Beckenknochen in die Prothese eingeschraubt, wo-
bei u¨ber das metallene Gewinde eine galvanische Verbindung zwischen dem Pro-
thesenko¨rper und der unteren Elektrodenha¨lfte entsteht. In der verschraubten End-
position ragt der runde metallische Elektrodenkopf in den Knochen. Die eingelegte
Sekunda¨rspule kontaktiert sowohl das Schraubgewinde als auch die Elektrodenkappe,
die sich im Knochen befindet. Hierbei sollte nach Mo¨glichkeit auf einen ferromagneti-
schen Kern verzichtet werden, um die medizinische Zulassung zu vereinfachen [Pri09]
und weiterhin die Anwendung von Bildgebungsverfahren wie der Magnetresonanzto-
mographie zu ermo¨glichen.
Zur Applikation der elektrostimulativen Therapie platziert der Patient eine Spule
um seinen Oberschenkel im Hu¨ftbereich. Diese erzeugt ein magnetisches Wechselfeld,
welches eine Spannungsdifferenz zwischen der Elektrodenkappe und der Oberfla¨che
des Implantats induziert. Somit bildet sich ein elektrisches Feld im Knochen aus,
welches ihn in diesem Bereichen stimulieren soll. Im Verlauf mehrerer Wochen nach
der Implantation wird diese Stimulationsprozedur mehrmals die Woche durchgefu¨hrt,
um in dieser kritischen Zeit das Einwachsen des neuen Implantates zu fo¨rdern [Pri09].
1.3 Zielsetzung
Wie bereits angesprochen wurde, ist es no¨tig das elektrostimulierende Implantat im
Hu¨ftknochen numerisch zu simulieren, um die sich einstellende elektrische Feldvertei-
lung zu evaluieren. Auf dieser Basis soll dann eine Optimierung des Stimulationssys-
tems erfolgen, um den therapeutischen Erfolg zu maximieren. Somit ist es zuna¨chst
erforderlich, die elektrische Feldverteilung, die eine Anordnung von Stimulationselek-
troden im umgebenden Knochen erzeugt, mit der no¨tigen Genauigkeit zu berechnen.
Hierbei mu¨ssen neben den spezifischen geometrischen und elektrischen Eigenschaf-
ten des Knochens auch die Prozesse an den Materialgrenzen zwischen Knochen und
dem Implantatmaterial beru¨cksichtigt werden. Da die numerische Feldberechnung
auch als Grundlage fu¨r eine nachfolgende Optimierung dienen soll, muss die Feldbe-
rechnung mo¨glichst effektiv gestaltet werden, um den no¨tigen Zeitaufwand in einem
u¨berschaubaren Rahmen zu halten.
Ziel dieser Arbeit ist, ein geeignetes Verfahren zu entwickeln, das es in mo¨glichst
uneingeschra¨nkter Weise ermo¨glicht, die elektrostimulative Prothese und dabei spe-
ziell die von ihr erzeugte elektrische Feldverteilung unter medizinisch begru¨ndeten
Vorgaben zu optimieren. Dies setzt natu¨rlich eine gewisse Abstraktion des eigentli-
che Problems voraus, um das Anwendungsspektrum nicht zu sehr einzuschra¨nken.
Der Fokus dieser Arbeit liegt klar auf der schnellen Berechnung und Optimierung
von elektrischen Feldern im Knochen. Auf die medizinischen Wirkmechanismen der
Elektrostimulation kann und soll nicht eingegangen werden. Weiterhin soll in dieser
Arbeit keine Bewertung des Verfahrens der Elektrostimulation unter medizinischen
Aspekten vorgenommen werden. Stattdessen soll versucht werden, die aus der medi-
zinischen Literatur bekannten Stimulationsparameter bezu¨glich der Stimulationsfre-
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quenz und der beno¨tigten elektrischen Feldsta¨rke auf die zu optimierende elektrosti-
mulative Prothese zu u¨bertragen. In der medizinischen Literatur werden verschiedene
Stimulationsschemen vorgeschlagen. Fu¨r die niederfrequenten Elektrostimulation be-
findet sich die Stimulationsfrequenz u¨blicherweise in einem Intervall zwischen 10Hz
[SAU02] und 100Hz [KSS09] und einer elektrischen Feldsta¨rke in der Gro¨ßenordnung
von 1V/m im Knochen [BWS01].
1.4 Gliederung
Die vorliegende Arbeit gliedert sich in insgesamt sieben Kapitel und einen Anhang.
Kapitel 2 befasst sich mit den Grundlagen der Elektrodynamik soweit sie im Rahmen
dieser Arbeit beno¨tigt werden. Im Anschluss werden in Kapitel 3 die grundlegen-
den elektrischen Eigenschaften des Verbundes aus Implantat, Stimulationselektroden
und des umgebenden Knochens untersucht. In Kapitel 4 wird ein hybrider Ansatz zur
schnellen Berechnung des elektrischen Feldes im Frequenz- und Zeitbereich vorgestellt.
Kapitel 5 behandelt die Optimierung der Elektrodenanordnung auf der Oberfla¨che
der Prothese. Hierbei werden mehrere Optimierungsalgorithmen auf ihre Eignung zur
Optimierung der elektrischen Feldverteilung untersucht. Im sechsten Kapitel werden
die Methoden der vorherigen Kapitel an einem Beispiel erprobt. Dabei wird das
Elektrostimulationssystem anhand eines plausibel gewa¨hlten Beispiels optimiert. Ab-
schließend gibt Kapitel 7 eine Zusammenfassung der Arbeit, sowie einen Ausblick
auf die zuku¨nftige Vorgehensweise. In den Anha¨ngen findet der Leser einen Vergleich
einer numerisch berechneten mit einer messtechnisch ermittelten elektrischen Feldver-
teilung in einem Hu¨ftknochen, ein weiteres Optimierungsbeispiel sowie ein Verfahren,
um das magnetische Feld beliebig geformter Spulen na¨herungsweise zu berechnen.
4
2 Grundlagen
2.1 Die Maxwell-Gleichungen
2.1.1 Integrale und differentielle Form
Der Begriff des Elektromagnetismus ist heute untrennbar mit James Clerk Maxwell
verbunden, der 1865 eine Theorie zur Beschreibung elektrischer und magnetischer
Felder vorstellte [Max65]. An dieser Stelle soll jedoch weder auf die formale noch his-
torische Entwicklung der Maxwell-Gleichungen eingegangen werden. Vielmehr soll in
kurzer Form die Grundlage der Theorie des klassischen Elektromagnetismus umrissen
werden, insofern sie fu¨r diese Arbeit beno¨tigt wird. Die hierzu no¨tigen Gleichungen
sollen dabei als axiomatisch vorausgesetzt werden. Der experimentelle Nachweis und
eine vollsta¨ndigere Beschreibung kann aus einer Vielzahl von Bu¨chern zum Thema
klassische Elektrodynamik entnommen werden ([JW06, Sim93]).
Die Verknu¨pfung der elektrischen und magnetischen Feldsta¨rke ( 	E und 	H) sowie
der Flussdichten des elektrischen und magnetischen Feldes ( 	D und 	B) werden durch
folgenden Gleichungssatz formal beschrieben:∫∫
∂V
	B · d 	A = 0 (2.1)∫∫
∂V
	D · d 	A =
∫∫∫
V
ρdV (2.2)∮
∂A
	E · d	s = − ∂
∂t
∫∫
A
	B · d 	A (2.3)∮
∂A
	H · d	s = ∂
∂t
∫∫
A
	D · d 	A +
∫∫
A
	J · d 	A. (2.4)
Die Gleichungen (2.1) und (2.2) beschreiben die Quellen des magnetischen beziehungs-
weise elektrischen Feldes. Dabei wird die elektrische und die magnetische Flussdichte
u¨ber die geschlossene Oberfla¨che eines Raumgebietes V integriert. Fu¨r die magneti-
sche Flussdichte folgt, dass der Fluss durch jede geschlossene Oberfla¨che eines Vo-
lumens V null ist. Dieses ergibt sich aus der Tatsache, dass magnetische Felder rei-
ne Wirbelfelder sind und keine freien magnetischen Ladungen existieren (zumindest
nach dem derzeitigen Erkenntnisstand). Fu¨r die elektrische Flussdichte folgt, dass
der Fluss durch die Oberfla¨che eines Volumens gleich der gesamten eingeschlossenen
Ladungsmenge ist.
Die Gleichungen (2.3) und (2.4) beschreiben die gegenseitige Kopplung des elektri-
schen und des magnetischen Feldes. Sie ko¨nnen so interpretiert werden, dass zeit-
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vera¨nderliche magnetische Felder elektrische Wirbelfelder erzeugen und elektrische
Felder ihrerseits magnetische Wirbelfelder erzeugen. Aus dieser gegenseitigen Ver-
kopplung folgt, dass die Maxwell-Gleichungen auch Lo¨sungen vom Typ einer Wellen-
gleichung enthalten.
Zusa¨tzlich zu den Feldsta¨rken und Flussdichten werden die sogenannten Materialglei-
chungen beno¨tigt. Diese verknu¨pfen die elektrische Feldsta¨rke mit der elektrischen
Flussdichte sowie die magnetische Feldsta¨rke mit der magnetischen Flussdichte. Fu¨r
linear isotrope Medien gilt:
	D = εrε0 	E = ε 	E (2.5)
	J = κ	E (2.6)
	B = μrμ0 	H = μ 	H (2.7)
Hier bezeichnet 	J die elektrische Leitungsstromdichte in einem leitfa¨higen Medium.
Die Gro¨ße κ wird als Leitfa¨higkeit bezeichnet und ist, wie εr und μr, ein materialspe-
zifischer Parameter. Durch die Nichtexistenz freier magnetischer Ladungen existiert
keine magnetische Stromdichte 	JM in Analogie zur elektrischen Stromdichte 	J . Die
Gro¨ßen ε0 und μ0 werden als Permittivita¨t und Permeabilita¨t des Vakuums bezeich-
net und sind fundamentale physikalische Gro¨ßen.
Mit den Integralsa¨tzen von Gauß:
∫∫
∂V
	F · d 	A =
∫∫∫
V
div 	FdV (2.8)
und Stokes: ∮
∂A
	F · d	s =
∫∫
A
rot	F · d 	A (2.9)
ko¨nnen die integralen Maxwell-Gleichungen (2.1)-(2.4) in eine differentielle Darstel-
lung u¨berfu¨hrt werden:
div 	B = 0 (2.10)
div 	D = ρ (2.11)
rot 	E = −∂
	B
∂t
(2.12)
rot 	H =
∂ 	D
∂t
+ 	J. (2.13)
Die Gleichungen (2.1)-(2.4) beziehungsweise (2.10)-(2.13) sind die allgemeinste For-
mulierung makroskopischer elektromagnetischer Felder und Wellen. Es lassen sich
allerdings Vereinfachungen fu¨r Spezialfa¨lle vornehmen.
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2.1.2 Maxwell-Gleichungen fu¨r harmonische Anregung
Zuna¨chst sollen hier die Maxwell-Gleichungen fu¨r den Fall einer harmonischen An-
regung betrachtet werden. Ein beliebiges zeitabha¨ngiges Vektorfeld 	F (	r, t) la¨sst sich
im Fall harmonischer Anregung wie folgt notieren:
	F = 	F (	r, t) = 	F (	r) · ejωt. (2.14)
Hierbei beschreibt 	F (	r) die ra¨umliche Verteilung des Vektorfeldes 	F . Die zeitliche
Abha¨ngigkeit wird durch den Term ejωt beschrieben, wobei j =
√−1 die imagina¨re
Einheit und ω die Kreisfrequenz der Anregung bezeichnen. Mit diesem Ansatz ko¨nnen
die zeitlichen Ableitungen aus den Gleichungen (2.3) und (2.4) sowie (2.12) und (2.13)
in einfacher Weise ausgefu¨hrt werden und die Maxwell-Gleichungen fu¨r harmonische
Erregung notiert werden:∮
∂A
	E · d	s = −jω
∫∫
A
	B · d 	A (2.15)∮
∂A
	H · d	s =
∫∫
A
(
jω 	D + 	J
)
· d 	A, (2.16)
sowie
rot 	E = −jω 	B (2.17)
rot 	H = jω 	D + 	J. (2.18)
Hierbei ist zu beachten, dass die Feldgro¨ßen nun neben einer Amplitude eine zusa¨tz-
liche Phaseninformation tragen. Zur Unterscheidung von harmonischen Feldern und
allgemeinen Feldern mit beliebiger Zeitabha¨ngigkeit werden Feldgro¨ßen im harmoni-
schen Fall mit einem Unterstrich gekennzeichnet.
2.1.3 Elektro-quasistatische und magneto-quasistatische
Formulierung
Fu¨r lineare isotrope Materialien ko¨nnen die Gleichungen (2.17) und (2.18) wie folgt
formuliert werden:
rot 	E = −jωμ 	H (2.19)
rot 	H = (jωε + κ) 	E. (2.20)
Unter der Bedingung, dass die Leitfa¨higkeit κ wesentlich gro¨ßer ist als ωε, also:
ωε
κ
 1 (2.21)
kann Gleichung (2.20) na¨herungsweise geschrieben werden als:
rot 	H = κ	E. (2.22)
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Diese Na¨herung wird als magneto-quasistatische Formulierung bezeichnet. Kann hin-
gegen die magnetische Induktion vernachla¨ssigt werden, so kann die Gleichung (2.19)
als:
rot 	E = 0 (2.23)
geschrieben werden. Dieser Vereinfachung wird als elektro-quasistatische Na¨herung
bezeichnet [van01]. Betrachtungen zur Gu¨ltigkeit der elektro-quasistatischen und
magneto-quasistatischen Formulierungen ko¨nnen in [SKC09] nachvollzogen werden.
2.1.4 Elektrisches Skalarpotential und magnetisches
Vektorpotential
Die Wahl eines Lo¨sungsverfahrens der Maxwell-Gleichungen fu¨r eine gegebene Pro-
blemstellung ha¨ngt im Wesentlichen von den mo¨glichen sich ergebenden Vereinfachun-
gen ab. Im Fall zeitlich stationa¨rer oder langsam vera¨nderlicher Felder kann die zeitli-
che A¨nderung des elektrischen und magnetischen Feldes vernachla¨ssigt werden. Dies
ist gleichbedeutend mit der Vernachla¨ssigung des Wellencharakters zeitvera¨nderlicher
elektromagnetischer Felder und gu¨ltig, wenn die Wellenla¨nge der korrespondierenden
elektromagnetischen Welle im Medium wesentlich gro¨ßer ist als die Ausdehnung des
betrachteten Gebietes. Die Gleichungen (2.12) und (2.13) vereinfachen sich somit zu:
rot 	E = 0 (2.24)
rot 	H = 	J. (2.25)
Nach dem Satz vom Helmholtz [KMR04] la¨sst sich (fast) jedes Vektorfeld in ein
reines Wirbelfeld sowie ein Quellenfeld zerlegen, wobei das Wirbelfeld als Rotation
eines Vektorpotentials und das Quellenfeld als Gradient eines skalaren Potentials
aufgefasst werden kann. Fu¨r das elektrische Feld kann mittels des Ansatzes:
	E = −gradϕ (2.26)
und unter der Bedingung, dass die Permittivita¨t im gesamten Raum divergenzfrei ist
(div ε(	r) = 0), die Poisson-Gleichung abgeleitet werden [JW06]:
Δϕ = −ρ
ε
. (2.27)
Fu¨r ladungsfreie Raumgebiete ρ = 0 vereinfacht sich die Poisson-Gleichung zur
Laplace-Gleichung:
Δϕ = 0. (2.28)
Fu¨r das magnetische Feld kann mit dem Ansatz:
	B = rot 	A (2.29)
aus Gleichung (2.25) das magnetische Vektorpotential:
Δ 	A = −μ 	J (2.30)
hergeleitet werden. Hierbei wurde die fu¨r statische und quasistatische Felder ge-
bra¨uchliche Coulomb-Eichung (div 	A = 0) verwendet, um die Divergenz des Vek-
torpotentials zu definieren.
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2.2 Numerische Formulierung
Im Allgemeinen sind die meisten Problemstellungen jedoch zu komplex, um die
Maxwell-Gleichungen analytisch auszuwerten. Dies hat die Entwicklung einer gan-
zen Reihe von Verfahren zur na¨herungsweisen numerischen Lo¨sung der Maxwell-
Gleichungen begu¨nstigt. Bei einem dieser Verfahren handelt es sich um die Theorie
der Finiten Integration (”Finite Integration Theory”, FIT) [Wei77, van01], welche die
Maxwell-Gleichungen in ein algebraisches Gleichungssystem transformiert. Im Rah-
men dieser Arbeit werden die no¨tigen Feldsimulationen, die fu¨r die hier beschriebene
Optimierungsaufgabe erforderlich sind, mit einer erweiterten kommerziellen Imple-
mentierung des FIT -Ansatzes (Conformal-FIT [CW02]) durchgefu¨hrt. Daher soll
nicht weiter auf dieses Verfahren eingegangen werden.
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3 Zur Modellierung des
Hu¨ftimplantat-Beckenknochen-
Verbundes
3.1 Das menschliche Becken
3.1.1 Anatomie
In diesem Abschnitt wird in kurzer Form die Anatomie des menschlichen Beckens als
Grundlage fu¨r das spa¨tere Simulationsmodell beschrieben. Hierbei liegt das Haupt-
augenmerk auf dem strukturellen Aufbau. Die biologischen und mechanischen Ei-
genschaften befinden sich nicht im Fokus der Arbeit und werden daher nicht weiter
betrachtet. Der interessierte Leser sei fu¨r weiterfu¨hrende Literatur an Werke der Me-
dizin verwiesen (zum Beispiel [Gra00]).
(a) (b)
Os ilium








Os pubisff 
Os ischii

Abbildung 3.1: Ma¨nnliches (a) und weibliches (b) humanes Becken (entnommen aus
[Gra00]).
Abbildung 3.1 zeigt die kno¨cherne Struktur eines ma¨nnlichen (a) und eines weiblichen
(b) Beckens. Die dargestellten Becken bestehen aus je zwei schaufelfo¨rmigen Knochen,
die Hu¨ftbeine (Os coxae) genannt werden. Jedes Hu¨ftbein ist seinerseits aus drei
Anteilen zusammengesetzt: Dem Darmbein (Os ilium), dem Sitzbein (Os ischii) und
11
3 Zur Modellierung des Hu¨ftimplantat-Beckenknochen-Verbundes
dem Schambein (Os pubis). Diese Knochenteile verwachsen wa¨hrend der Puberta¨t zu
einer festen Knochenstruktur. In der Hu¨ftgelenkspfanne (Acetabulum) treffen die drei
Knochenbestandteile zusammen und formen eine kalottenfo¨rmige Vertiefung, die dem
Femurkopf (Endstu¨ck des Oberschenkelknochens) als natu¨rliches Gegenlager dient.
(a) (b)
Hu¨ftknochenff 
Oberschenkelknochenff 
Abbildung 3.2: Hu¨ftgelenk in Vorder- (a) und Ru¨ckansicht (b) (entnommen aus
[Gra00]).
Abbildung 3.2 zeigt ein menschliches Hu¨ftgelenk in Vorder- (a) und Ru¨ckansicht (b).
Der Oberschenkelknochen wird durch eine Reihe von Ba¨ndern mit dem Hu¨ftknochen
verbunden, die den Femurkopf im Acetabulum halten [Gra00]. Dieser Bereich wird
mechanisch besonders belastet und ist somit anfa¨llig fu¨r verschiedene Abrasionser-
scheinungen. In Kombination mit genetischer Pra¨disposition oder Osteoporose kann
es zu einer u¨berma¨ßigen Abnutzung kommen. Je nach Schwere des Knochendefek-
tes muss das natu¨rliche Gegenlager durch ein ku¨nstliches versta¨rkt werden, um die
mechanische Stabilita¨t und die gewohnte Bewegungsfreiheit wiederherzustellen.
Die Hu¨ftknochen bestehen aus zwei abgrenzbaren Bereichen [Gra00] (beispielhaft dar-
gestellt in Abbildung 3.3). Der innere Bereich, Substantia Spongiosa genannt, besteht
aus einem Geflecht von verbundenen Ba¨lkchen (Trabekel), deren Zwischenra¨ume mit
Knochenmark und Ko¨rperflu¨ssigkeit gefu¨llt sind. Dieser innere Bereich des Knochens
ist von einer etwa 1mm dicken Schicht umhu¨llt, welche Kompakta oder Substantia
Corticalis genannt wird und dem Knochen seine mechanische Stabilita¨t verleiht. Die
beiden Bereiche unterscheiden sich hinsichtlich ihrer elektrischen Eigenschaften und
mu¨ssen daher getrennt betrachtet werden [Pot08].
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Substantia Spongiosa




Substantia Corticalis



Abbildung 3.3: Querschnitt eines modellierten Knochens, bestehend aus zwei abge-
grenzten Bereichen.
3.2 Simulationsmodelle
3.2.1 Geometrie
(a) (b) (c) (d)
Abbildung 3.4: Teile eines Simulationsmodells: Substantia Spongiosa (a), Substantia
Corticalis (b), Endoprothese (c) sowie zusammengesetztes Modell
(d).
Ziel dieser Arbeit ist es, ein elektrostimulierendes Hu¨ftgelenksimplantat zu simulieren,
um dieses im Anschluss einer Optimierung zu unterziehen. Hierfu¨r mu¨ssen zuna¨chst
geeignete Simulationsmodelle generiert werden, um das elektrische Feld innerhalb
des Hu¨ftknochens numerisch berechnen zu ko¨nnen. Es mu¨ssen also der Hu¨ftknochen,
das eigentliche Implantat sowie das umgebende Gewebe geeignet modelliert werden.
Die einzelnen Arbeitsschritte zur Modellgenerierung wurden bereits in [Pot08] ab-
gehandelt. Daher soll hier auf eine umfassende Beschreibung verzichtet und nur die
wichtigsten Eckdaten des Modells aufgezeigt werden.
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Die Modelle des Hu¨ftknochens werden aus CT-Aufnahmen1 rekonstruiert [Klu¨08]
und mittels CAD-Software weiter bearbeitet, um einen inneren Kern sowie eine etwa
1mm dicke a¨ußere Schale zu erzeugen [Pot08]. Dieses Modell gibt dann die patien-
tenspezifische Geometrie des Hu¨ftknochens wieder. Das Modell des Implantates wird
aus CAD-Daten eines bereits hergestellten Prototypen erzeugt. Abbildung 3.4 zeigt
die Modelle der Substantia Spongiosa (a) und der Substantia Corticalis (b) fu¨r einen
Hu¨ftknochen, ein Modell der Endoprothese (c) und ein zusammengefu¨gtes Simulati-
onsmodell (d).
3.2.2 Elektrische Materialeigenschaften
Neben der geometrischen Struktur sind vor allem die elektrischen Materialeigenschaf-
ten aus den Materialgleichungen ((2.5)-(2.7)) fu¨r die numerische Simulation der elek-
tromagnetischen Feldverteilung im Knochen von entscheidender Bedeutung. Es wer-
den also fu¨r jedes Material im Simulationsgebiet die Gro¨ßen relative Permittivita¨t εr,
relative Permeabilita¨t μr und elektrische Leitfa¨higkeit κ beno¨tigt.
Zuerst soll festgestellt werden, dass im gesamten Modell keine magnetischen Mate-
rialien zum Einsatz kommen. Daher kann im gesamten Simulationsgebiet μr = 1
angenommen werden. Die elektrische Leitfa¨higkeit der verwendeten Materialien un-
terscheidet sich zum Teil erheblich: Das Implantat wird aus einer Titan-Legierung
hergestellt, die eine Leitfa¨higkeit von 5,65 · 106 S/m aufweist [MAT10]. Die elektri-
schen Eigenschaften des Knochengewebes sind jedoch ungleich schwieriger anzugeben,
als die des Implantatmaterials. Daher sollen zuna¨chst Daten aus der Literatur sowie
aus eigenen Messungen2 zusammengetragen werden, um die wichtigsten Eigenschaf-
ten zu ermitteln.
Gabriel et al. haben in einer Reihe von Publikationen [GGC96, GLG96a, GLG96b]
eine umfangreiche Sammlung von elektrischen Materialparametern fu¨r biologische Ge-
webe zusammengetragen. Im ersten Beitrag der Reihe ([GGC96]) wurden bestehende
Messwerte aus verschiedenen Literaturquellen gesammelt und gegenu¨bergestellt. Die-
ser Beitrag liefert einen U¨berblick u¨ber die verfu¨gbaren Messdaten zu den elektrischen
Eigenschaften von biologischem Gewebe, die bis 1995 publiziert wurden.
In [GLG96a] wurden die Ergebnisse eigener Messungen pra¨sentiert und mit den Da-
ten aus der Literaturrecherche ([GGC96]) verglichen. Hierbei sind die elektrischen
Eigenschaften der Substantia Spongiosa und der Substantia Corticalis fu¨r ein Frequen-
zintervall von 100MHz bis 10GHz angegeben und somit im Rahmen dieser Arbeit
nicht verwendbar. Im dritten Teil ihrer Beitragsserie [GLG96b] befassen sich Gabriel
1Bei der Computertomographie (CT) handelt es sich um ein bildgebendes Verfahren aus
der Medizintechnik. Hierbei werden von einem abzubildenden Volumen eine Vielzahl von
Ro¨ntgenaufnahmen aus unterschiedlichen Winkeln angefertigt. Aus diesen kann im Anschluss
eine dreidimensionale Abbildung erzeugt werden.
2Die Messungen wurden im Rahmen des DFG-Projektes
”
Modellbildung und Simulation der Feld-
verteilung von großfla¨chigen elektrostimulierenden Implantaten fu¨r die Orthopa¨dische Chirurgie“
(RI 814/17-1) durchgefu¨hrt.
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et al. mit verschiedenen Modellen zur na¨herungsweisen Beschreibung der elektrischen
Eigenschaften von biologischen Materialien.
Fu¨r den zur Elektrostimulation relevanten Frequenzbereich enthalten [GGC96] und
[GLG96a] jedoch nur einen Datensatz fu¨r die elektrischen Eigenschaften der Substan-
tia Spongiosa. Dieser stammt aus einer Vero¨ffentlichung von Saha et al. [SW89]. Die
vermessenen Knochenproben wurden aus Schienbeinknochen entnommen und bis zur
Bestimmung der elektrischen Eigenschaften tiefgeku¨hlt.




 
εr
f [Hz]103102 105 106 107104
103
102
10
105
106
107
104
(a)
 
   
κ[S/m]
f [Hz]103102 105 106 107104
0,10
0,20
0,15
(b)
Abbildung 3.5: Relative Permittivita¨t εr und Leitfa¨higkeit κ von spongio¨ser Kno-
chensubstanz nach [SW89].
Abbildung 3.5 zeigt die relative Permittivita¨t εr und Leitfa¨higkeit κ von spongio¨ser
Knochensubstanz nach [SW89]. Auffallend sind die hohen Werte fu¨r die relative Per-
mittivita¨t εr. Jedoch zeigt die Substantia Spongiosa selbst bei diesen ungewo¨hnlich
hohen Werten der relative Permittivita¨t in guter Na¨herung ein rein resistives Verhal-
ten, da nach Gleichung (2.21) die Leitungsstromdichte die Verschiebungsstromdichte
dominiert. Dieses konnte von Saha et al. [SW89] auch experimentell nachvollzogen
werden.

   
arg(Z) [◦]
f [Hz]103102 105 106104
0
−2
−4
−6
−8
Abbildung 3.6: Phasenwinkel der gemessenen Impedanz an Substantia Spongiosa
nach [SW89].
Abbildung 3.6 zeigt den Phasenwinkel einer Impedanzmessung an einer Substantia
Spongiosa Probe nach [SW89]. Es ist erkennbar, dass die gemessene Impedanz in
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sehr guter Na¨herung ein resistives Verhalten zeigt. Im Rahmen des DFG-Projektes
”Modellbildung, Simulation und Optimierung der Feldverteilung von großfla¨chigen
elektrostimulierenden Implantaten fu¨r die Orthopa¨dische Chirurgie” (RI 814/17-1)
wurden Messungen an humanen Femurko¨pfen durchgefu¨hrt, um deren elektrische
Leitfa¨higkeit zu bestimmen [EKB08]. Hierbei wurde die elektrische Leitfa¨higkeit der
Substantia Spongiosa und der Substantia Corticalis mehrerer Femurko¨pfe mit einer
4-Spitzen-Messmethode bestimmt. Bei dieser Messmethode wird eine Messspitze mit
vier Elektroden verwendet. Durch die a¨ußeren Elektrodenspitzen wird ein bekannter
Messstrom in das Knochenmaterial eingepra¨gt. Die beiden inneren Elektroden dienen
zur Messung der im Gewebe abfallenden Spannung. Bei diesem Aufbau fliesst u¨ber
die inneren Elektroden nahezu kein Strom, so dass es zu keinem Spannungsabfall an
den Zuleitungen und an den Materialgrenzen zwischen der metallischen Elektrode
und dem Knochen kommt. Daher wird das tatsa¨chliche Verhalten des biologischen
Materials gemessen. Ist ein skalierender Geometriefaktor bekannt, so kann aus dem
Verha¨ltnis der abfallenden Spannung zum eingepra¨gten Strom auf die elektrischen Ei-
genschaften des Materials geschlossen werden (der Messaufbau ist in [EKB08] na¨her
beschrieben).
    
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Abbildung 3.7: (a) Spezifischer Widerstand  gemessen mit der 4-Spitzen-
Messmethode an der Substantia Spongiosa eines Gelenkkopfes
an zwei unterschiedlichen Positionen [EKB08] (b) Spezifische
Leitfa¨higkeit κ, berechnet aus den Messwerten aus Abbildung 3.7(a).
Abbildungen 3.7(a) und 3.7(b) zeigen den spezifischen Widerstand  der Substan-
tia Spongiosa, der mit einer 4-Spitzen-Messanordnung an einem humanen Femurkopf
an zwei o¨rtlich verschiedenen Messpunkten gemessen wurde [EKB08] sowie die dar-
aus berechnete spezifische Leitfa¨higkeit. Es ist erkennbar, dass die Leitfa¨higkeit im
Frequenzintervall von 100Hz bis 50 kHz eine vernachla¨ssigbare Frequenzabha¨ngig auf-
weist und daher als frequenzunabha¨ngig angenommen werden kann. Abbildung 3.8
stellt den spezifischer Widerstand  der Substantia Corticalis sowie die daraus be-
rechnete spezifische Leitfa¨higkeit κ dar. Aufgrund der Materialsta¨rke der Substantia
Corticalis von rund 1mm wurde diese Messung mit einer 2-Spitzen-Messanordnung
durchgefu¨hrt. Hier ist erkennbar, dass die elektrische Leitfa¨higkeit in einem weiten
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Abbildung 3.8: (a) Spezifischer Widerstand , gemessen mit 2-Spitzen-Messmethode
an der Substantia Corticalis eines Gelenkkopfes [EKB08], (b) Spezi-
fische Leitfa¨higkeit κ, berechnet aus den Messwerten aus Abbildung
3.8(a).
Frequenzbereich, hier bis 10 kHz, als unabha¨ngig von der Frequenz angesehen werden
kann. Weiterhin zeigt der Vergleich der Leitfa¨higkeiten von Substantia Spongiosa aus
Abbildung 3.7 und Substantia Corticalis aus Abbildung 3.8, dass die Leitfa¨higkeit der
Substantia Corticalis etwa zwei Gro¨ßenordnungen unter der der Substantia Spongiosa
liegt. Ewald et al. erwa¨hnen in ihrem Beitrag, dass die Substantia Spongiosa durch
die la¨ngere gefrorene Lagerung einen sehr ausgetrockneten Eindruck machte [EKB08].
Dieses (sowie die unterschiedliche Entnahmestelle der Probe) ko¨nnten eine Erkla¨rung
fu¨r die, im Vergleich zu [SW89], niedrigere Leitfa¨higkeit sein. Dieses deckt sich mit
den Beobachtungen von Kosterich et al., die die elektrischen Eigenschaften von mit
leitfa¨higen Flu¨ssigkeiten durchtra¨nkten Knochen untersuchten [KFP84]. Die elektri-
sche Leitfa¨higkeit wird wesentlich von der Leitfa¨higkeit des Fluids bestimmt und ist
zu dieser proportional. Somit kann geschlussfolgert werden, dass eine Austrocknung
des Knochens seine elektrische Leitfa¨higkeit vermindert.
Neben der systematischen Untersuchung der elektrischen Eigenschaften von Femur-
ko¨pfen wurde zur Validierung der numerisch berechneten elektrischen Feldverteilung
die elektrische Potentialverteilung in einem Hu¨ftknochen gemessen und mit den simu-
lierten Werten verglichen. Die verwendeten Methoden sowie die Ergebnisse sind im
Anhang dargestellt. Bei dieser Messung wurde zusa¨tzlich die elektrische Leitfa¨higkeit
der Substantia Spongiosa des verwendeten Beckens bestimmt. Abbildung 3.9 zeigt
die Ergebnisse einer Impedanzmessung3 mittels eines 4-Spitzen-Messaufbaus. Aus
der gemessenen Impedanz ergibt sich eine elektrische Leitfa¨higkeit von 0,124 S/m fu¨r
die Substantia Spongiosa des verwendeten Hu¨ftknochens.
3Der Begriff der Impedanz ist an dieser Stelle etwas irrefu¨hrend: Die Abbildung zeigt das komplexe
Verha¨ltnis der u¨ber den inneren Elektroden abfallenden Spannung zum eingepra¨gten Strom.
Hierbei wurde dieser so eingestellt, dass die ausgewiesene Spannung an den inneren Elektroden
gemessen wurde.
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Abbildung 3.9: Ergebnisse Impedanzmessung (nach Betrag (a) und Phase (b)) in
der Substantia Spongiosa eines menschlichen Hu¨ftknochens mittels
einer 4-Spitzen Elektrodenanordnung mit verschiedenen Messspan-
nungen (100mV, 500mV und 5V; die einzelnen Graphen liegen
u¨bereinander).
Neben der elektrischen Leitfa¨higkeit ko¨nnen zwei weitere wesentliche Erkenntnisse
aus den Messergebnissen abgeleitet werden: Zum einen wird u¨ber einen Messspan-
nungsbereich von nahezu zwei Gro¨ßenordnungen die gleiche Impedanz gemessen.
Dieses ist ein Indiz dafu¨r, dass die elektrische Leitfa¨higkeit bis zu einer gewissen
elektrischen Feldsta¨rke als linear angenommen werden kann. Zum anderen zeigt der
gemessene Phasenwinkel (siehe Abbildung 3.9(b)), dass sich das Knochenmaterial bis
etwa 10 kHz nahezu resistiv verha¨lt.
Es zeigte sich, wie auch 2007 von Sierpowska et al. festgestellt, dass die Verfu¨gbarkeit
von Daten u¨ber die elektrischen Eigenschaften von Knochen im niederfrequenten Be-
reich sehr begrenzt ist [SLH07]. Dennoch ko¨nnen aus den pra¨sentierten Daten die
wichtigsten elektrischen Eigenschaften von Knochen abgeleitet werden. Zuna¨chst soll
die relative Permittivita¨t betrachtet werden: Selbst mit den aus der Literatur stam-
menden Werten fu¨r εr [SW89] verha¨lt sich das Knochenmaterial in guter Na¨herung
resistiv [SW89]. Auch die Ergebnisse der Impedanzmessungen aus Abbildung 3.9
bekra¨ftigen diese Aussage. Somit kann die Permittivita¨t (und somit die elektrische
Verschiebungsflussdichte) in der Beschreibung der elektrischen Felder im Knochen
vernachla¨ssigt werden.
Die beobachtete elektrische Leitfa¨higkeit κ der Substantia Spongiosa erstreckt sich
von 0,03 S/m [EKB08] (gemessen an einem Femurkopf mit Austrocknungserscheinun-
gen) bis 0,17 S/m [GGC96, SW89] (gemessen an einem feuchten Unterschenkelkno-
chen) fu¨r Frequenzen unterhalb von 10 kHz. Zusa¨tzliche Messungen (siehe Anhang)
ergaben eine elektrische Leitfa¨higkeit von 0,124 S/m fu¨r die Substantia Spongiosa
eines menschlichen Hu¨ftknochens. Fu¨r die elektrische Leitfa¨higkeit der Substantia
Corticalis wurde ein Wert von 0,002 S/m ermittelt [EKB08].
Weiterhin ist im Frequenzbereich kleiner 10 kHz keine nennenswerte Abha¨ngigkeit
der elektrischen Leitfa¨higkeit von der Frequenz festzustellen. Ebenso wurde in die-
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sem Bereich keine nennenswerte Abha¨ngigkeit der elektrischen Eigenschaften von der
auftretenden elektrischen Feldsta¨rke beobachtet.
Abschließend soll nun das den Knochen umgebende Gewebe betrachtet werden. Hier-
zu wurde in [PGS08] ein Ansatz vorgestellt, bei dem das umgebende Gewebe durch
ein homogenes Substitutmaterial mit einer Leitfa¨higkeit von 0,01 S/m ersetzt wurde.
Das Substitutmaterial entspricht in seinen elektrischen Eigenschaften einer Mischung
aus Blut, Fett- und Muskelgewebe. Dieses kann die a¨ußeren Gewebeschichten in gu-
ter Na¨herung ersetzen, da ihr Einfluss, bedingt durch die schlechte Leitfa¨higkeit der
Substantia Corticalis, gering ist.
Material κ [S/m]
Titanlegierung (Implantat) 5,65 · 106
Substantia Corticalis 0,002
Substantia Spongiosa 0,03 - 0,17
Substitutmaterial 0,01
Tabelle 3.1: Elektrische Leitfa¨higkeiten der in den Simulationen vorkommenden
Materialien.
Tabelle 3.1 fasst die elektrische Leitfa¨higkeit der in den Simulationen verwendeten
Materialen zusammen.
3.3 Modellierung der Materialgrenze zwischen
Implantatoberfla¨che und Knochen
Eine besondere Bedeutung bei der Simulation von elektrostimulierenden Endopro-
thesen im menschlichen Ko¨rper kommt der Materialgrenze zwischen der metallenen
Prothese und dem biologischen Gewebe zu (siehe Abbildung 3.10).
In diesem Abschnitt wird ein Modell dieser Grenzschicht betrachtet, um die Auswir-
kungen der Prozesse an den Materialgrenzen auf die elektrische Feldverteilung im
Knochen zu untersuchen und diese Effekte in die Berechnung des elektrischen Fel-
des und somit in den nachfolgenden Optimierungsprozess einzubringen. Dabei soll
der Berechnungsaufwand mo¨glichst gering ausfallen, um die spa¨tere Optimierung in
vertretbarer Zeit durchfu¨hren zu ko¨nnen.
Wie bereits erwa¨hnt, besteht Substantia Spongiosa aus einem Geflecht von Balken
(Trabekel), das von Gewebeflu¨ssigkeit durchtra¨nkt ist. Diese wirkt als Elektrolyt. So-
mit liegt an der Grenzfla¨che Knochen/Implantat und Knochen/Stimulationselektrode
eine Metall/Elektrolyt-Paarung vor. Grundgedanke des Modells ist nun, dass sich die
an der Grenzschicht auftretenden Effekte in chemische (auch faradaysche Prozesse
genannt) und nicht-chemische Prozesse trennen lassen [RM02]. Da eine umfangreiche
Darstellung der Prozesse an der Grenzfla¨che den Rahmen dieser Arbeit u¨bersteigen
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Materialgrenze


Abbildung 3.10: Geschnittenes Modell eines Hu¨ftknochens mit eingesetztem Implan-
tat und markierter Materialgrenze Implantat/Knochen. Das umge-
bende Substitutmaterial ist nicht dargestellt.
wu¨rde, kann hier nur eine knappe Einfu¨hrung gegeben werden. Details ko¨nnen in
[HV05] nachvollzogen werden.
Als chemische Prozesse (faradaysche Prozesse) werden Vorga¨nge bezeichnet, die zur
Erzeugung (beziehungsweise Entfernung) von Ladungstra¨gern an einer Materialgren-
ze fu¨hren. Sind diese Vorga¨nge mit keinem u¨berma¨ßigen Materialtransport verbun-
den, so werden sie vor allem durch die Rate von Elektronen, die durch die Mate-
rialgrenze ins Elektrolyt u¨bergehen beziehungsweise von dort ins Metall wechseln,
bestimmt [HV05]. Der bedeutendste Prozess nicht-chemischer Natur ist die Bildung
der elektrischen Doppelschicht (EDL). Zusa¨tzlich spielen Diffusionsprozesse eine Rol-
le in der Beschreibung der Materialgrenze. Allerdings erfolgt an dieser Stelle ei-
ne Beschra¨nkung auf die pha¨nomenologische Einteilung in faradaysche und nicht-
faradaysche Prozesse.
Zuna¨chst soll ein vereinfachtes Modell zur Beschreibung der Grenzschichten und
des Knochens betrachtet werden, das aus zwei metallischen Elektroden beliebiger
Form, die sich innerhalb eines Knochenstu¨ckes befinden, besteht. Hierbei soll ei-
ne Elektrode eine mit einem Vakuum-Plasma-Spray-(VPS-) Verfahren4 beschichtete
Oberfla¨che aufweisen. Die zweite Elektrode soll entweder eine polierte Titanober-
fla¨che oder eine VPS-beschichtete Oberfla¨che besitzen. Diese Konstellation ist auch
im spa¨teren Implantat mit Stimulationselektroden anzutreffen, wobei das Implantat
VPS-beschichtet ist, um das Anwachsen der Knochenzellen zu fo¨rdern, wa¨hrend die
4Bei diesem Verfahren wird ein metallisches Granulat durch einen Lichtbogen auf eine Oberfla¨che
geschossen. Durch den Lichtbogen wird das Granulat aufgeschmolzen und verhaftet dann auf
der zu beschichtenden Oberfla¨che.
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Kappen der Stimulationselektroden entweder aus poliertem oder VPS-beschichtetem
Titan bestehen sollen. Abbildung 3.11 zeigt eine Darstellung sowie ein entsprechendes
ϕ1(t) ϕ2(t)
Materialgrenze 1 Materialgrenze 2
Elektrode 1 Elektrode 2Knochen
(a)
RB1 RB2
RKn
Zedl1 Zedl2
RCT1 RCT2
ϕ1(t)
ϕ2(t)
u1(t)
u2(t)
u3(t)
Materialgrenze 1 Materialgrenze 2Knochen
(b)
Abbildung 3.11: (a) Darstellung eines Knochenstu¨cks zwischen zwei Elektroden.
Dargestellt sind die sich bildenden Materialgrenzen (die Materi-
algrenzen sind stark vergro¨ßert dargestellt, je nach Modell sind
diese einige Moleku¨llagen stark) sowie die A¨quipotentiallinien (rot)
des elektrischen Potentials. (b) Elektrisches Ersatzschaltbild des
U¨berganges zwischen Metall und biologischem Gewebe (die Be-
schreibung der einzelnen Elemente erfolgt im Haupttext).
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Ersatzschaltbild (ESB) dieses Modells. Hierbei modellieren die Elemente Zedl1 und
Zedl2 die bereits erwa¨hnten nicht-chemischen Vorga¨nge (insbesondere die elektrische
Doppelschicht). Die nichtlinearen chemischen Vorga¨nge, die durch Ladungstransfer
an den Materialgrenzen auftreten, werden durch die nichtlinearen Widersta¨nde RCT1
und RCT2 ins Modell einbezogen. Eine eventuell zusa¨tzlich auftretende Passivierungs-
schicht der Elektrodenoberfla¨chen wird durch die ohmschen Widersta¨nde RB1 und
RB2 im ESB modelliert
5. Zwischen den Elektroden befindet sich Knochengewebe,
welches durch einen ohmschen Widerstand RKn modelliert wird (im vorherigen Ab-
schnitt wurde festgestellt, dass sich Knochenmaterial bei den zur Elektrostimulation
verwendeten Frequenzen in guter Na¨herung rein resistiv verha¨lt).
Wird nun angenommen, dass beide Elektroden durch eine a¨ußere Spannungsquelle
gespeist werden, so ergeben sich im Inneren der Elektroden die Potentiale ϕ1(t) und
ϕ2(t). Die Differenz der eingepra¨gten Potentiale ist gleich der Summe der Spannungs-
abfa¨lle u¨ber den Materialgrenzen6 und dem Spannungsabfall u¨ber dem Knochenge-
webe zwischen den Elektroden:
ϕ1(t)− ϕ2(t) = u1(t) + u2(t)− u3(t). (3.1)
Um nun den Spannungsabfall u¨ber dem Knochen u2(t) zu bestimmen, mu¨ssen die von
außen eingepra¨gten Potentiale um die an den Grenzschichten abfallenden Spannungen
korrigiert werden:
u2(t) = (ϕ1(t)− u1(t))− (ϕ2(t)− u3(t)). (3.2)
Sind die ESB-Elemente der Materialgrenzen sowie der resultierende Widerstand des
sich zwischen den Elektroden befindlichen Knochenmaterials bekannt, so kann der
Spannungsabfall u¨ber dem Knochen und damit das elektrische Feld berechnet werden.
Unter der Bedingung, dass die Dicke der Knochenschicht mehrere Gro¨ßenordnungen
gro¨ßer ist als die der Materialgrenzen, kann der beschriebene Ansatz auf beliebig
geformte Elektroden angewandt werden. Diese Voraussetzung ist fu¨r das Elektrosti-
mulationssystem gegeben, da die Sta¨rke dieser U¨bergangsschicht einige Moleku¨ldurch-
messer nicht u¨berschreitet [GPBv09]. Dieser Ansatz wird spa¨ter genutzt, um in Ka-
pitel 4 den Einfluss von Materialgrenzen in die Berechnung des elektrischen Feldes
im Knochen einzubeziehen.
Nachfolgend werden die beiden Zweige (Zedl + RB und RCT ) der Materialgrenze
betrachtet, um ihr elektrisches Verhalten qualitativ zu charakterisieren. Im Anschluss
daran werden Messergebnisse genutzt, um das Verhalten der Elemente quantitativ
zu beschreiben.
5Diese Passivierungsschicht hat selbstversta¨ndlich auch einen Einfluss auf die nichtlinearen Wi-
dersta¨nde RCT1 und RCT2, kann jedoch mit diesen zusammengefasst werden. Da die Parameter
dieses Ersatzschaltbildes nachfolgend aus Messdaten bestimmt werden, sind RB1 und RB2 in
RCT1 und RCT2 implizit enthalten.
6Die Orientierung des Spannungsabfalls an den Materialgrenzen richtet sich nach der Orientierung
der Grenzfla¨che.
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3.3.1 Nicht-faradaysche Prozesse an den Materialgrenzen
In diesem Abschnitt soll das Verhalten der Elemente Zedl1 und Zedl2 betrachtet wer-
den. Wie bereits festgestellt wurde, handelt es sich bei der Gewebeflu¨ssigkeit, die den
spongio¨sen Teil des Knochens bildet, um ein Elektrolyt. Im niederfrequenten Bereich
erfolgt die elektrische Stromleitung prima¨r u¨ber den Transport von Ionen7. Werden
nun Elektroden in ein Elektrolyt eingebracht und eine a¨ußere Potentialdifferenz zwi-
schen diesen erzeugt, so bildet sich ein elektrisches Feld im Elektrolyt. Die Ionen bewe-
gen sich gema¨ß des Vorzeichens ihrer Ladung zur positiven oder negativen Elektrode.
Hier bilden sie Zonen starker Raumladung, die so ausgepra¨gt sein ko¨nnen, dass weite-
re Ionen aus dem Elektrolyt von den Elektroden abgestoßen werden. Dieser Gleichge-
wichtspunkt wird durch eine Vielzahl von Faktoren bestimmt. Zur Berechnung dieser
sogenannten Doppelschicht wurden verschiedene Modelle entwickelt. Die bekanntes-
ten klassischen Modelle zur Beschreibung elektrischer Doppelschichten stammen von
Helmholtz [Hel79], Gouy und Chapman [Gou10, Cha13] sowie Stern [Ste24]. Diese
Modelle liefern allerdings nur fu¨r einige Spezialfa¨lle hinsichtlich der Konzentration des
Elektrolyts, der Oberfla¨chenstruktur der Elektrode sowie des Potentialunterschiedes
Resultate, die mit Messergebnissen eine gute quantitative U¨bereinstimmung zeigen
[GPBv09].
Einen weiteren Ansatz zur Berechnung von elektrischen Doppelschichten stellen mo-
lekulardynamische Simulationen dar. Hierbei wird das Verhalten einer Vielzahl von
Moleku¨len simuliert, um das Verhalten dann unter statistischen Gesichtspunkten zu
untersuchen. Aufgrund des hohen Rechenaufwandes sind die simulierbaren Zeitra¨ume
jedoch zu kurz, um Aussagen u¨ber die Interaktion mit einem niederfrequenten elek-
trischen Feld zu treffen. Daher ist ein messtechnischer Zugang zum Pha¨nomen der
elektrischen Doppelschicht erfolgsversprechend, um die elektrischen Eigenschaften
zu bestimmen. Hierbei wird insbesonders das Verfahren der Impedanzspektroskopie
[Mac87] verwendet.
Die Natur der elektrischen Doppelschicht la¨sst ein kapazitives Verhalten vermuten.
Genauere Untersuchungen haben jedoch gezeigt, dass sich die Doppelschicht nicht
exakt als kapazitives Element beschreiben la¨sst [RM02]. Es existiert zwar ein kon-
stanter Phasenunterschied zwischen fließendem Strom und Spannungsabfall u¨ber der
Materialgrenze, allerdings ist dieser im allgemeinen gro¨ßer als−90◦. Um dieses Verhal-
ten zu modellieren, wird ein empirisch bestimmtes
”
Constant-Phase-Element“ (CPE,
CP-Element) genutzt [RM02]:
Zedl = K · (j
ω
ω0
)−β. (3.3)
Hierbei entspricht K dem Verha¨ltnis der Amplituden von Spannungsabfall und Strom8.
Das CPE kann als Verallgemeinerung der bekannten linearen, passiven Netzwerkele-
7Der elektrische Verschiebungsstrom soll hier vernachla¨ssigt werden, da bereits festgestellt wurde,
dass Knochenmaterial im relevanten Frequenzbereich ein nahezu ohmsches Verhalten zeigt.
8U¨blicherweise ist die Impedanz des CP-Elements durch K · (jω)−β gegeben. Somit hat K die
ungewo¨hnliche Dimension Ωsβ . Durch die Wahl der Normierungsfrequenz ω0 = 1 s
−1 hat K die
erwartete Dimension Ω. Die Kennlinie des CP-Elements wird hierdurch nicht vera¨ndert.
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mente (Widerstand, Kondensator und Induktivita¨t) aufgefasst werden, die sich durch
die Wahl von β = 0, β = 1 beziehungsweise β = −1 ergeben. Fu¨r die Beschreibung
des pseudokapazitiven Verhaltens der Grenzschicht liegt β im Intervall von 0 bis 1.
β = 1
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β = 0,5
ω [Hz]
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1
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2
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|Z|/K
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β = 0,5
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Abbildung 3.12: Betrag und Phase des CP-Elements fu¨r verschiedene Werte von β.
Abbildung 3.12 zeigt das Verhalten des
”
Constant-Phase-Elements“ fu¨r verschiedene
Werte von β. Fu¨r β = 0 beziehungsweise β = 1 ist das Verhalten eines idealen Wi-
derstandes beziehungsweise Kondensators erkennbar. Fu¨r die Bestimmung der Kenn-
linien der Materialgrenzen mu¨ssen die Parameter K und β messtechnisch ermittelt
werden.
3.3.2 Faradaysche Prozesse an den Materialgrenzen
Neben der elektrischen Doppelschicht bestimmen vor allem elektronische Ladungs-
transportvorga¨nge durch die Grenzschicht das Verha¨ltnis von Stromfluss und dem
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damit verbundenem Spannungsabfall. Im Ersatzschaltbild aus Abbildung 3.11 wird
dieser Ladungstransport durch die nichtlinearen Widersta¨nde RCT1 und RCT2 ins
Modell einbezogen. Fu¨r Prozesse, bei denen es zu keinem nennenswerten Materi-
altransport kommt, kann der Ladungstransfer an Materialgrenzen zwischen einem
Metall und einem Elektrolyt durch die Butler-Volmer-Gleichung beschrieben werden
[HV05]:
jF = j0
(
e(1−α)(nF/RgT )η − e−α(nF/RgT )η) . (3.4)
Neben den physikalischen Konstanten (Faraday-Konstante F und Gaskonstante Rg)
und der absoluten Temperatur T treten mehrere Gro¨ßen auf, die von der Metall/Elek-
trolyt-Paarung und der Struktur der metallischen Elektrodenoberfla¨che bestimmt
werden. Hierbei bezeichnet n die Anzahl an Elektronen, die an einer chemischen
Reaktion an der Elektrode beteiligt sind. Der Durchtrittsfaktor α beschreibt das
Verha¨ltnis vom anodischen und kathodischen Ladungstransfer. Die Gro¨ßen jF und j0
bezeichnen die faradaysche Stromdichte (Stromdichte durch Ladungstransfer durch
die Materialgrenze) sowie eine als Austauschstromdichte bezeichnete Gro¨ße, die eben-
falls durch die Metall/Elektrolyt-Paarung und die Oberfla¨chenstruktur bestimmt ist.
Die Gro¨ße η notiert die Abweichung von der elektrochemischen Gleichgewichtsspan-
nung Ueq:
η = ua − Ueq. (3.5)
Die Gleichgewichtsspannung Ueq
9 bezeichnet hierbei die elektrochemische Spannung,
die sich an der Materialgrenze ohne angelegte a¨ußere elektrische Spannung einstellt.
Die Spannung ua beschreibt den Spannungsabfall u¨ber der Materialgrenze, der sich
durch eine von außen eingepra¨gte elektrische Spannung ergibt, die das elektrochemi-
sche Gleichgewicht sto¨rt und zu einem Ladungstransport durch die Materialgrenze
fu¨hrt. Außer den fundamentalen physikalischen Gro¨ßen F und Rg sind die anderen
Gro¨ßen a priori nicht bekannt und mu¨ssen messtechnisch erfasst werden10.
Fu¨r kleine Werte von η kann Gleichung (3.4) durch eine Reihenentwicklung um η = 0
linearisiert werden. Die faradaysche Stromdichte ergibt sich dann na¨herungsweise zu:
jF = j0
nF
RgT
η. (3.6)
Abbildung 3.13 zeigt eine Darstellung der Strom-/Spannungs-Kennlinie nach (3.4)
beziehungsweise (3.6) fu¨r eine Elektrode in einem Elektrolyt mit n = 1 bei einer
Temperatur von 37 ◦C (310K), wie sie im menschlichen Ko¨rper herrscht. Zuna¨chst
ist erkennbar, dass die linearisierte Butler-Volmer-Gleichung fu¨r Abweichungen vom
Gleichgewichtspotential η bis etwa 60mV und einen Durchtrittsfaktor α von 0,5 in
9Diese Gleichgewichtsspannung sowie die Spannung ua beziehen sich auf eine bekannte Referenz-
elektrode, an der eine chemische Reaktion unter normierten Bedingungen abla¨uft. Details zu
Referenzelektroden ko¨nnen in [HV05] nachvollzogen werden.
10Die Anzahl der fu¨r eine Reaktion beno¨tigten Elektronen n kann fu¨r einfache Elektrolyte ohne
Mehrfachreaktionen angegeben werden. Bei Elektrolyten mit mehreren Bestandteilen muss auch
diese messtechnisch ermittelt werden [RM02].
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Abbildung 3.13: Strom-/Spannungs-Kennlinie der faradayschen Stromdichte als
Funktion von η (fu¨r α = 0,5 und α = 0,7 sowie linearisiert; n = 1;
T=310K).
guter Na¨herung verwendet werden kann, um die faradayschen Prozesse zu beschrei-
ben. Allerdings ergibt sich dieser Durchtrittsfaktor nur fu¨r ideal glatte Oberfla¨chen
[HV05]. Raue Oberfla¨chen besitzen andere Durchtrittsfaktoren, was zu einer asym-
metrischen Strom-/Spannungs-Kennlinie fu¨hrt. In Abbildung 3.13 ist zusa¨tzlich die
Strom-/Spannungs-Kennlinie fu¨r einen Durchtrittsfaktor von 0,7 dargestellt.
Sind nun die spezifischen Parameter der Butler-Volmer-Gleichung (3.4) sowie die
Elektrodenfla¨chen A1 und A2 der jeweiligen Elektroden bekannt, so kann der fara-
daysche Stromfluss durch die Materialgrenzen an den Elektroden (iF1 und iF2) aus
Gleichung (3.4) ermittelt werden:
iF i = jfi(η)Ai. (3.7)
Hier soll nun angenommen werden, dass sich ohne a¨ußere Anregung an den Material-
grenzen die elektrochemische Gleichgewichtsspannung Ueq einstellt. Somit fu¨hrt ein
von außen erzwungener Stromfluss durch die Ladungstransferwidersta¨nde RCT1 und
RCT2 zu einer Abweichung vom Gleichgewichtspotential η1 und η2.
Die Strom-/Spannungs-Kennlinie der Widersta¨nde RCT1 und RCT2 ist dann durch
IF i = j0iAi
(
e(1−αi)(nF/RgT )ui − e−αi(nF/RgT )ui) (3.8)
gegeben, wobei nun ui (ui = ηi) die Abweichung vom Gleichgewichtspotential bezeich-
net11. Die unbekannten Gro¨ßen (j0i, αi, n) mu¨ssen messtechnisch ermittelt werden.
11Der Gebra¨uchlichkeit halber soll von hier an ηi als ui geschrieben werden, da alle folgenden
Betrachtungen aus elektrotechnischer Sicht erfolgen.
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3.3.3 Parameter der Materialgrenze Elektrolyt/Metall
In den zwei vorherigen Abschnitten wurde ein kurzer theoretischer Abriss der Vor-
ga¨nge an der Materialgrenze Metall/Knochen gegeben. In diesem Abschnitt sollen
nun Messergebnisse genutzt werden, um die unbekannten Parameter der Elemente
Zedl1 und RCT1 sowie Zedl2 und RCT2 (siehe Gleichungen (3.3) und (3.8)) des ESBs aus
Abbildung 3.11 zu bestimmen12. Weiterhin kann auf Basis dieser Daten entschieden
werden, in welchen Grenzen Vereinfachungen und Linearisierungen zula¨ssig sind. Die
nachfolgenden Messungen wurden von der Forschungsgruppe
”
Grenzfla¨che“ der Uni-
versita¨t Rostock durchgefu¨hrt. Dabei wurden Messproben mit VPS-Beschichtungen
sowie polierten Titanoberfla¨chen, wie sie auch im Implantat und den Stimulations-
elektroden zur Anwendung kommen, in einer isotonischen Kochsalzlo¨sung mittels
Impedanzspektroskopie untersucht [KLN03].
Abbildung 3.14 zeigt die Ergebnisse einer Impedanzspektroskopie einer VPS-beschicht-
eten und einer polierten Titanoberfla¨che. Hierbei wurden der Betrag |Z| und die
Phase arg(Z) der Impedanz der Materialgrenze fu¨r eine Fla¨che von jeweils 2,27 cm2
gemessen. Bei dieser Messmethode werden sehr kleine Messspannungen verwendet, so
dass die Abweichung von der elektrochemischen Gleichgewichtsspannung sehr klein
ist (u = η ≈ 0, siehe Gleichung (3.8)) und somit kein nennenswerter Stromfluss durch
den nichtlinearen Widerstand RCT stattfindet. Somit wird die Impedanz Zedl + RB
gemessen [KLN03].
Zuna¨chst fa¨llt das unterschiedliche Verhalten der Titanoberfla¨chen auf. Wa¨hrend bei
der VPS-beschichteten Oberfla¨che der pseudokapazitive Anteil Zedl1 bereits bei rund
10Hz keinen signifikanten Einfluss auf die Gesamtimpedanz der Reihenschaltung
Zedl + RB hat, dominiert dieser bei der polierten Oberfla¨che die Gesamtimpedanz
bis etwa 1 kHz. Weiterhin zeigt sich bei einem Vergleich bei sehr niedrigen Frequen-
zen (< 0.1Hz), dass der Betrag der Impedanz der polierten Oberfla¨che bei gleicher
Frequenz etwa zwei Gro¨ßenordnungen u¨ber der der VPS-Oberfla¨che liegt. Dieser Um-
stand ist auf die effektive Oberfla¨che zuru¨ckzufu¨hren. Wa¨hrend beide Proben eine
makroskopische Oberfla¨che von jeweils 2,27 cm2 haben, ist die wirksame Oberfla¨che
der VPS-Probe, bedingt durch mikroskopische Rauheiten, wesentlich gro¨ßer [KLN03].
Mit den dargestellten Messergebnissen aus Abbildung 3.14 ko¨nnen die Parameter der
CP-Elemente Zedl1 und Zedl2 sowie der Passivierungswidersta¨nde RB1 und RB2 aus
Abbildung 3.11 berechnet werden.
Tabelle 3.2 entha¨lt die aus den Messdaten ermittelten Parameter fu¨r den Beschich-
tungswiderstand und das CPE. Die Werte wurden mit der Methode der kleinsten
quadratischen Abweichung fu¨r den Frequenzbereich von 10Hz bis 10 kHz ermittelt13.
12Der Autor dankt der Forschungsgruppe
”
Grenzfla¨che“ am Institut fu¨r Gera¨tesysteme und Schal-
tungstechnik der Fakulta¨t fu¨r Informatik und Elektrotechnik der Universita¨t Rostock fu¨r die
U¨berlassung der Messergebnisse.
13Eine Elektrostimulation mit Stimulationsfrequenzen unterhalb von 20Hz ist nicht vorgesehen.
Somit ko¨nnen niedrigere Frequenzen vernachla¨ssigt werden.
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Abbildung 3.14: Betrag und Phase der Impedanz der Materialgrenze Elektrolyt/Me-
tall an einer Vakuum-Plasmaspray-beschichteten Probe sowie einer
polierten Titanprobe [KLN03].
Die Abbildungen 3.15 und 3.16 zeigen die gemessenen Impedanzen sowie die Impe-
danzen, die sich aus dem Ersatzschaltbild mit den Werten aus Tabelle 3.2 ergeben.
Es ist erkennbar, dass das vorgestellte CPE die (Kleinsignal-)Impedanz der Materi-
algrenzen sehr gut beschreibt. Allerdings muss hier beachtet werden, dass sich die
gemessenen Impedanzen auf eine Messelektrode mit einer Messfla¨che AMess = 2,27
cm2 beziehen. Unter der Voraussetzung, dass die Materialgrenze aus makroskopi-
scher Sicht eine A¨quipotentialfla¨che darstellt, ko¨nnen die Impedanzen auf andere
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Oberfla¨che K β RB
VPS 546,5 Ω 0,733 48,7 Ω
poliert 18977,2 Ω 0,953 4,4 Ω
Tabelle 3.2: Ermittelte Parameter des CP-Elemente (K, β) und der Passivierungs-
widersta¨nde fu¨r die VPS-beschichtete und polierte Titanoberfla¨che.
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Abbildung 3.15: Darstellung Betrag und Phase der Impedanz der Materialgrenze
Elektrolyt/Metall (VPS) der gemessen Impedanz (Mess) sowie der
Impedanz des Modells mit den bestimmten Parametern (ESB).
Oberfla¨chen umgerechnet werden. Die auf die Fla¨che A skalierte Impedanz Z ′ ergibt
sich zu
Z ′ =
AMess
A
ZMess. (3.9)
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Abbildung 3.16: Darstellung Betrag und Phase der Impedanz der Materialgrenze
Elektrolyt/Metall (poliert) der gemessen Impedanz (Mess) sowie
der Impedanz des Modells mit den bestimmten Parametern (ESB).
Hierbei bezeichnen ZMess und AMess die gemessene Impedanz aus der Impedanzspek-
troskopie und die Fla¨che der Messelektrode. A bezeichnet die Fla¨che der Materialgren-
ze, auf die die Impedanz skaliert werden soll. Mit den Parametern aus Tabelle 3.2 und
der Skalierungsvorschrift aus Gleichung (3.9) ko¨nnen die Beschichtungswidersta¨nde
und die CP-Elemente der Materialgrenzen Implantat/Knochen und Elektrodenkap-
pe/Knochen bestimmt werden.
Neben den nicht-chemischen Vorga¨ngen mu¨ssen auch die chemischen Vorga¨nge an der
Grenzfla¨che betrachtet werden. Im Ersatzschaltbild aus Abbildung 3.11 werden diese
durch die Transferwidersta¨nde RCT1 beziehungsweise RCT2 repra¨sentiert. Wie bereits
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erwa¨hnt, kann die Strom-/Spannungs-Kennlinie durch die Butler-Volmer-Gleichung
beschrieben werden. Abbildung 3.17 zeigt die Messergebnisse einer elektrochemischen
iF [A]
2 · 10−6
−2 · 10−6
−4 · 10−6
ua [V]−0,1−0,2−0,3−0,4
(a)
iF [A]
2,5 · 10−8
−10−7
−5 · 10−8
ua [V]−0,1−0,2−0,3−0,4
(b)
Abbildung 3.17: Strom-/Spannungs-Kennlinie der Materialgrenze Titan-/NaCl-
Elektrolyt an einer VPS-Oberfla¨che (a) sowie einer polierten Ober-
fla¨che (b) (gemessen gegen die Referenzelektrode).
Messung zur Bestimmung der Strom-/Spannungs-Kennlinie von VPS-beschichteten
und polierten Titanoberfla¨chen. Hierbei wird u¨ber der Grenzfla¨che der Spannungs-
abfall ua erzeugt und der dabei fließende Strom iF gemessen. Der Nulldurchgang
markiert dabei die Gleichgewichtsspannung Ueq, bei der sich der anodische und der
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kathodische Stromfluss kompensieren. Aus den Messdaten ko¨nnen die unbekannten
Gro¨ßen der Butler-Volmer-Gleichung bestimmt werden. Wie Richardot et al. [RM02]
festgestellt haben, ist Gleichung (3.4) nur fu¨r ideale Oberfla¨chen gu¨ltig. Fu¨r reale
Oberfla¨chen muss die Summe der Transferkoeffizienten des kathodischen und des an-
odischen Zweigs nicht zwangsweise Eins ergeben. Daher wurde nicht Gleichung (3.4)
zum Bestimmen der Parameter benutzt, sondern eine leicht modifizierte Form:
iF = i0
(
e(α1F/RgT )(ua−Ueq) − e−(α2F/RgT )(ua−Ueq)) . (3.10)
Diese Notation richtet sich nach [RM02], wobei der anodische und der kathodische
Zweig jeweils einen unterschiedlichen Transferkoeffizienten besitzen. Weiterhin ist die
Ladungszahl n in den Transferkoeffizienten α1 und α2 aufgegangen. Die unbekannten
Gro¨ßen aus Gleichung (3.10) wurden wiederum mit der Methode der kleinsten qua-
dratischen Abweichung bestimmt (siehe Tabelle 3.3). Hierbei ist zu beachten, dass
sich die Spannungen ua und Ueq auf die verwendete Referenzelektrode beziehen.
Oberfla¨che i0 j0 α1 α2 Ueq
VPS 3,35 · 10−7 A 1,48 · 10−7 A/cm2 0,193 0,423 0,3 V
poliert 2,86 · 10−8 A 1,26 · 10−8 A/cm2 0,003 0,499 0,355 V
Tabelle 3.3: Transferstrom i0, Transferstomdichte j0, Transferkoeffizienten α1 und
α2 sowie Gleichgewichtsspannung Ueq der VPS-beschichteten und po-
lierten Titanoberfla¨che.
Abbildung 3.18 zeigt die Messergebnisse sowie die Kennlinien nach Gleichung (3.10)
mit den Parametern aus Tabelle 3.3. Anschließend wurden die Messergebnisse auf die
Abweichung vom Gleichgewichtspotential u umgerechnet. Es wird deutlich, dass die
modifizierte Butler-Volmer-Gleichung und die gemessene Strom-/Spannungs-Kenn-
linie sehr gut u¨bereinstimmen. Die Strom-/Spannungs-Kennlinie wurde erneut mit
Messelektroden mit einer Fla¨che von 2,27 cm2 bestimmt. Indem der gemessene Trans-
ferstrom auf die Elektrodengro¨ße normiert wird, ko¨nnen die Transferstro¨me fu¨r Ma-
terialgrenzen mit anderen Oberfla¨chengro¨ßen berechnet werden. Hierbei a¨ndern sich
die Transferkoeffizienten nicht. Lediglich der Transferstrom i0 muss entsprechend
skaliert werden. Tabelle 3.3 entha¨lt die hierfu¨r no¨tige Stromdichte j0, die mit der
Oberfla¨che A der Materialgrenze multipliziert wird, um den resultierenden Transfer-
strom zu bestimmen. Die Strom-/Spannungs-Kennlinien (iF = f(u)) der resultieren-
den nichtlinearen Transferwidersta¨nde RCT sind dann, in Anlehnung an Gleichung
(3.10), durch
iF = j0A
(
e(α1F/RgT )u − e−(α2F/RgT )u) (3.11)
gegeben.
Die von Richardot et al. durchgefu¨hrten experimentellen Untersuchungen haben ge-
zeigt, dass das in dieser Arbeit genutzte Ersatzschaltbild der Materialgrenze Metall/-
Elektrolyt fu¨r Frequenzen bis etwa 1 kHz gu¨ltig ist [RM02].
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u [V]
iF [A]
0,1 0,2 0,3
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−2 · 10−6
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−0,1−0,2
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0,1 0,2 0,3
−10−7
−5 · 10−8
−0,1
−1,5 · 10−7
−2 · 10−7
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Abbildung 3.18: Darstellung der gemessenen Kennlinie (bezogen auf die Abweichung
vom Ruhepotential u) sowie der mit den Parametern aus Tabelle
3.3 bestimmten Kennlinie nach Gleichung (3.10).
3.4 Zusammenfassung des Kapitels
In diesem Kapitel wurden die grundlegenden Eigenschaften des zu simulierenden
Implantat-/Knochen-Verbundes diskutiert. Zuna¨chst wurde, basierend auf der Ana-
tomie des menschlichen Beckens, ein geschichtetes Knochenmodell vorgestellt. Dieses
Modell besitzt einen inneren Kern sowie eine rund 1mm dicke Schale, um die beiden
Knochenbereiche in den Simulationen mit unterschiedlichen elektrischen Materialpa-
rametern modellieren zu ko¨nnen.
Im Anschluss wurden die Materialparameter der im Simulationsmodell vorkommen-
den Objekte diskutiert. Fu¨r das Implantat wurden die Eigenschaften einer Titanlegie-
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rung angenommen. Komplizierter stellt sich die Situation bei den elektrischen Eigen-
schaften von Knochenmaterial dar. Zuna¨chst wurden Messwerte aus einer ha¨ufig ver-
wendeten Sammlung von elektrischen Parametern fu¨r biologisches Gewebe pra¨sentiert.
Allerdings liegt fu¨r den interessanten Frequenzbereich nur ein einziger brauchbarer
Datensatz vor. Daher wurden zusa¨tzlich die Ergebnisse von Messungen, die im Rah-
men des Projektes durchfu¨hrt wurden, angefu¨hrt. Aus diesen Messungen konnten
mehrere wichtige Eigenschaften abgeleitet werden: Zuna¨chst wurde gezeigt, dass
sich Knochenmaterial auch bei sehr niedrigen Frequenzen in guter Na¨herung re-
sistiv verha¨lt, so dass die Permittivita¨t des Knochens vernachla¨ssigt werden kann.
Zusa¨tzlich konnte aus den Ergebnissen einer 4-Spitzen-Impedanzmessung abgeleitet
werden, dass die Leitfa¨higkeit nicht von der Messspannung und somit von der elektri-
schen Feldsta¨rke im Knochen abha¨ngig ist. Die Leitfa¨higkeit des Knochenmaterials
kann also als linear angenommen werden. Es zeigte sich, dass die Leitfa¨higkeit fu¨r Fre-
quenzen unterhalb von 10 kHz eine vernachla¨ssigbare Abha¨ngigkeit von der Frequenz
aufweist.
Nach den elektrischen Materialeigenschaften wurde der Einfluss von Grenzschichten
zwischen dem Implantat und dem biologischen Gewebe betrachtet. Hierfu¨r wurde
zuna¨chst ein Ersatzschaltbild vorgestellt, welches gesonderte Elemente fu¨r die che-
mischen und die nicht-chemischen Vorga¨nge an der Grenzschicht besitzt. Fu¨r diese
Elemente wurde dann das Strom-/Spannungs-Verhalten betrachtet, und anhand von
Messergebnissen wurden die no¨tigen Parameter zur Beschreibung dieser Vorga¨nge
fu¨r VPS-beschichtete und polierte Titanoberfla¨chen bestimmt. Zudem wurde auf das
Skalierungsverhalten eingegangen, um die Kennlinien der Elemente auf Grenzfla¨chen
anderer Gro¨ße umrechnen zu ko¨nnen.
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elektrischen Feldes im Hu¨ftknochen
Ziel dieser Arbeit ist die Optimierung eines ku¨nstlichen Hu¨ftgelenks, das sein eige-
nes Einwachsen mittels eines von ihm selbst erzeugten elektrischen Feldes stimuliert.
Hierzu muss das elektrische Feld gewissen Anforderungen hinsichtlich seiner Sta¨rke
in unterschiedlichen Bereichen des Knochens genu¨gen, um eine erfolgreiche Elektro-
stimulation zu gewa¨hrleisten. Diese Anforderungen sind durch biologische Randbe-
dingungen gegeben und sollen hier zuna¨chst noch keine Rolle spielen.
4.1 Zur schnellen Feldberechnung
In den vorherigen Kapiteln wurde das Elektrostimulationssystem vorgestellt, mit dem
das elektrische Feld im Knochen generiert werden soll. Aufgrund der hohen geome-
trischen Komplexita¨t des Hu¨ftknochens und des Implantates muss die Berechnung
des elektrischen Feldes unter Zuhilfenahme eines Programms zur numerischen Feld-
simulationen [CST] durchgefu¨hrt werden. Durch die Vielzahl an Designparametern,
welche optimiert werden mu¨ssen, ist eine rein numerische Behandlung dieses Pro-
blems jedoch wenig erfolgversprechend, da diese sehr zeitintensiv wa¨re.
Daher soll in diesem Kapitel ein hybrider Ansatz vorgestellt werden, der die nu-
merische Feldsimulation mit einem semi-analytischen Modell verbindet. Dieses kann
sehr schnell ausgewertet werden und ermo¨glicht dabei die Berechnung des elektri-
schen Feldes innerhalb des Knochens mit der no¨tigen Genauigkeit. Somit kann die
nachfolgende Optimierung, bei der eine große Zahl an Implantatkonfigurationen aus-
gewertet werden muss, in einem vertretbaren Zeitrahmen durchgefu¨hrt werden. In
diesem Kapitel wird zuna¨chst nur das semi-analytische Modell betrachtet. Die Opti-
mierungsprozedur ist Gegenstand des Kapitels 5.
Zur vereinfachten Beschreibung wird zuna¨chst ein globales kartesisches Koordinaten-
system eingefu¨hrt, auf das sich alle Koordinatenangaben, sofern nicht explizit anders
erwa¨hnt, beziehen.
Abbildung 4.1 zeigt das Implantat in diesem globalen Koordinatensystem. In der
nachfolgenden Optimierungsphase werden mehrere Stimulationselektroden auf der
Implantatoberfla¨che positioniert. Hierzu muss eine Beschreibung der Oberfla¨che der
dem Knochen zugewandten Seite der Endoprothese als Funktion:
σ : {x, y} → z | x, y, z ∈ R (4.1)
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xx
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Abbildung 4.1: Implantat im globalen kartesischen Koordinatensystem.
bekannt sein1. Diese kann aus dem CAD-Modell der Endoprothese gewonnen wer-
den, indem die Oberfla¨che an einer Menge von Punkten abgetastet und zwischen
diesen mittels einer Spline-Fla¨che interpoliert wird [Loc93]. Diese Funktion weist
einem Koordinatenpaar {x, y} die Ho¨he z der Implantatoberfla¨che im globalen Ko-
ordinatensystem zu. Zusa¨tzlich kann mit der Funktion σ der Anstieg und somit der
Normalenvektor der Fla¨che an einem Punkt berechnet werden. Die spa¨tere Positio-
nierung der Elektroden erfolgt jedoch nur in einem Teilbereich dieser Oberfla¨che,
der nachfolgend als σE bezeichnet wird und durch einen Satz von Ungleichungen
definiert ist. Dieser Bereich ist so definiert, dass Simulationselektroden wa¨hrend der
Implantation ohne Probleme eingesetzt werden ko¨nnen.
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Abbildung 4.2: Darstellung der durch σ beschriebenen Oberfla¨che des Implantates
z = σ(x, y) (a) sowie den Bereich σE , in dem Stimulationselektroden
positioniert werden ko¨nnen (b).
1Die Geometrie der Fla¨che ist einfach genug, so dass einem Punkt in der x-y-Ebene ein Ho¨henwert
zugeordnet ist.
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Abbildung 4.2 zeigt einen Plot der durch σ beschriebenen Oberfla¨che sowie den Be-
reich σE . Eine Anordnung von N Stimulationselektroden innerhalb von σE ist nun
durch die Position der einzelnen Elektroden auf der Oberfla¨che x1, y1, ..., xN , yN sowie
die Anzahl an Windungen der Spule im Elektrodeninneren NW1, ..., NWN eindeutig
beschrieben. Somit kann eine Elektrodenanordnung als Vektor der Form:
	p := {x1, y1, NW1, ..., xN , yN , NWN} (4.2)
aufgefasst werden. Der Windungssinn der Sekunda¨rspulen gegenu¨ber der anregen-
den Prima¨rspule wird durch ein positives (gleicher Windungssinn) beziehungsweise
negatives (entgegengesetzter Windungssinn) Vorzeichen der Windungszahl NWi aus-
gedru¨ckt.
Es soll nun eine Elektrodenanordnung 	p betrachtet werden, die sich in einem zeitlich
vera¨nderlichen Magnetfeld befindet. In jeder der Sekunda¨rspulen wird durch das Ma-
gnetfeld eine Spannung induziert, welche zu einem Stromfluss im leitfa¨higen Knochen
fu¨hrt und somit ein elektrisches Feld erzeugt. Zusa¨tzlich existiert eine Wirbelstrom-
komponente im Knochen, die direkt durch das sich zeitlich a¨ndernde magnetische
Feld erzeugt wird. Somit setzt sich das elektrische Feld an einem Punkt P aus zwei
Komponenten zusammen:
	E(P ) = 	Ewirbel(P ) + 	Ep(P ). (4.3)
Hierbei bezeichnet 	Ewirbel(P ) den Feldanteil, den das prima¨re Magnetfeld direkt im
Knochen erzeugt, wa¨hrend 	Ep(P ) den Anteil bezeichnet, der durch die in den Stimu-
lationselektroden befindlichen Spulen generiert wird.
An dieser Stelle soll kurz auf die Natur der beiden Feldanteile eingegangen werden.
Der Feldanteil 	Ewirbel ist ein reines Wirbelfeld. Der Feldanteil 	Ep, der durch die
Elektroden im Knochen erzeugt wird, kann innerhalb des Knochens als Gradient
eines skalaren Potentials nach Gleichung (2.28) aufgefasst werden.
An dieser Stelle soll nur festgestellt werden, dass aufgrund der niedrigen Stimula-
tionsfrequenz und der schlechten Leitfa¨higkeit des Knochens die Wirbelstromdichte
wesentlich geringer ist als die durch die Stimulationselektroden erzeugte Stromdichte.
Somit gilt:
| 	Ewirbel(P )|  | 	Ep(P )|. (4.4)
Die Gu¨ltigkeit dieser Aussage kann fu¨r eine Implantatvariante gezeigt werden, indem
beiden Feldkomponenten berechnet und verglichen werden. Dieses ist mo¨glich, soll
zuna¨chst aber fu¨r die weiteren Betrachtungen keine Rolle spielen. Es soll an dieser
Stelle vorausgesetzt werden, dass das elektrische Feld im Knochen in guter Na¨herung
durch den Feldanteil 	Ep(P ) beschrieben wird:
	E(P ) ≈ 	Ep(P ). (4.5)
Im vorherigen Kapitel wurde festgestellt, dass die elektrische Leitfa¨higkeit des Kno-
chens fu¨r Frequenzen kleiner 10 kHz unabha¨ngig von der herrschenden elektrischen
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Feldsta¨rke und der Frequenz ist. Somit kann das elektrische Feld, das eine wie in
Gleichung (4.2) parametrisierte Elektrodenanordnung erzeugt, als linear angesehen
und durch die Superposition der Feldanteile der einzelnen Stimulationselektroden
dargestellt werden:
	Ep(P ) =
N∑
i=1
	Epi(P ). (4.6)
Hierbei bezeichnet 	Epi(P ) die elektrische Feldsta¨rke, die von der Elektrode i erzeugt
wird. Diese Superponierbarkeit der elektrischen Feldsta¨rke wird nun genutzt, um das
elektrische Feld einer Elektrodenanordnung na¨herungsweise zu berechnen.
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Abbildung 4.3: (a) Elektrodenanordnung bestehend aus zwei Stimulationselektro-
den. (b) & (c) Modelle mit einer einzelnen Stimulationselektrode
zur na¨herungsweisen Berechnung der Feldverteilung der Anordnung
aus (a).
Dieses soll am Beispiel der Elektrodenanordnung aus Abbildung 4.3(a) erla¨utert wer-
den. Der Punkt P sei ein beliebiger Punkt innerhalb des umgebenden Hu¨ftknochens
(nicht dargestellt). Das elektrische Feld an diesem Punkt ergibt sich nach Gleichung
(4.6) durch die Superposition der einzelnen Feldkomponenten der Stimulationselek-
troden eins und zwei. Eine Mo¨glichkeit zur na¨herungsweisen Berechnung des elektri-
schen Feldes am Punkt P ergibt sich, indem zuna¨chst die einzelnen Modelle 4.3(b)
und 4.3(c) simuliert und die jeweilige elektrische Feldsta¨rke am Punkt P bestimmt
wird. Na¨herungsweise kann die Feldsta¨rke im Modell 4.3(a) am Punkt P dann durch
38
4.1 Zur schnellen Feldberechnung
die vektorielle Addition der beiden mit den Modellen 4.3(b) und 4.3(c) bestimm-
ten Feldsta¨rken berechnet werden. Hierbei entsteht ein gewisser Fehler, da die Mo-
delle 4.3(b) und 4.3(c) vom Modell 4.3(a) abweichen und die Superposition formal
nicht gu¨ltig ist. Allerdings sind die Modelle hinreichend a¨hnlich, so dass dieser Fehler
verha¨ltnisma¨ßig klein ist. Somit kann die Gleichung (4.6) wie folgt formuliert werden:
	Ep(P ) ≈
N∑
i=1
	E ′pi(P ). (4.7)
Der Vektor 	E ′pi(P ) bezeichnet die Feldsta¨rke, die die Elektrode i einer Anordnung
am Punkt P erzeugen wu¨rde, wenn diese Elektrode die einzige Stimulationselektrode
auf der Implantatoberfla¨che wa¨re.
Diese Form der na¨herungsweisen Berechnung bietet einen entscheidenden Vorteil: In
der spa¨teren Optimierungsphase wird eine große Anzahl von Elektrodenanordnun-
gen ausgewertet, die unter Umsta¨nden sehr a¨hnlich sind. So ko¨nnen beispielsweise
mehrere Elektrodenanordnungen Stimulationselektroden an den gleichen Positionen
besitzen und sich lediglich hinsichtlich der Position von einer oder zwei Stimulations-
elektroden unterscheiden. Durch die Berechnung des elektrischen Feldes als Superposi-
tion einzelner Felder ist es mo¨glich, die zuvor berechneten einzelnen Feldverteilungen
abermals zu verwenden, ohne dass eine numerische Simulation erneut stattfinden
mu¨sste. Der hierbei unvermeidlich auftretende Fehler wird in Kapitel 6 gesondert
betrachtet.
Dieser Ansatz der na¨herungsweisen Feldberechnung kann verbessert werden, indem
die Feldverteilungen von Elektroden auf einem dichten Gitter von Positionen auf der
Oberfla¨che systematisch abgetastet werden. Die Berechnung des aus einer Anordnung
von mehreren Stimulationselektroden resultierenden elektrischen Feldes kann dann,
ohne erneute zeitaufwa¨ndige Simulationen, durch die Superposition der im Voraus
berechneten Feldverteilungen erfolgen.
4.1.1 Abtastung der Feldverteilung und Interpolation nicht
simulierter Elektrodenpositonen
4.1.1.1 Abtastung der Feldverteilung
In diesem Abschnitt wird die systematische Abtastung der Feldverteilungen der ein-
zelnen Elektrodenpositionen beschrieben. Da dieser Ansatz nur eine diskrete Menge
von mo¨glichen Elektrodenpositionen zulassen wu¨rde, wird im Anschluss eine Interpo-
lation zwischen den simulierten Positionen vorgestellt. Hierdurch wird die elektrische
Feldverteilung auch fu¨r Elektrodenanordnungen berechenbar, die Elektroden enthal-
ten, die sich an nicht simulierten Positionen befinden.
Wie in Gleichung (4.7) beschrieben, kann das elektrische Feld an einem Punkt durch
die Superposition der elektrischen Feldkomponenten der einzelnen Elektroden na¨her-
ungsweise berechnet werden. Soll dieser Ansatz genutzt werden, um die Feldvertei-
lung in einem Gebiet zu bestimmen, so muss zuna¨chst eine Menge von Abtastpunkten
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erzeugt werden, fu¨r die das elektrische Feld fu¨r alle zu simulierenden Elektrodenposi-
tionen aufgenommen wird. Da das Knochenwachstum u¨ber der Implantatoberfla¨che
im Knochen stimuliert werden soll, ist es sinnvoll diesen Bereich durch die Abtast-
punkte zu erfassen. Die Abtastpunkte befinden sich in diesem Beispiel 3mm u¨ber
der Implantatoberfla¨che im Knochen. Der Abstand der Punkte in der x-y Ebene im
globalen Koordinatensystem betra¨gt 1mm. In diesem Beispiel werden so m = 3265
Messpunkte erzeugt. Der gesamte abgetastete Bereich wird fortan mit Ω bezeichnet.
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Abbildung 4.4: (a) Bereich der gu¨ltigen Elektrodenpositionen σE mit den abgetaste-
ten Elektrodenpositionen. (b) Abtastpunkte 3mm u¨ber der Implan-
tatoberfla¨che mit einem Abstand in x- und y-Richtung von 1mm.
Abbildung 4.4(a) zeigt die zu simulierenden Elektrodenpositionen, fu¨r die die elek-
trische Feldsta¨rke an den Abtastpunkten aus Abbildung 4.4(b) bestimmt wird. Fu¨r
jede Elektrodenposition wird ein Simulationsmodell, bestehend aus dem Implantat,
dem geschichteten Knochen sowie einer Stimulationselektrode am entsprechenden
Ort, erzeugt. Im Beispiel von Abbildung 4.4 werden n = 514 Simulationsmodelle
erzeugt, die sich jeweils nur um die Position der Stimulationselektrode unterscheiden.
In diesen Modellen wird nun zwischen der Implantatoberfla¨che und der Kappe der
Elektrode die Spannung USIM = 1V eingepra¨gt.
Um das elektrische Feld im Knochen und damit auch an den Messpunkten aus Ab-
bildung 4.4(b) zu berechnen, muss lediglich ein Stro¨mungsfeldproblem2 numerisch
gelo¨st werden, was mit einem relativ geringen Rechenaufwand mo¨glich ist3. Da die
einzelnen Simulationsmodelle voneinander unabha¨ngig sind, ko¨nnen die Berechnun-
gen beliebig auf mehreren Rechnern parallel simuliert werden4. Als Ergebnis dieser
2Unter den im vorherigen Kapitel beschriebenen Voraussetzungen verha¨lt sich das Gewebe linear
und resistiv. Somit kann die Verschiebungsstromdichte vernachla¨ssigt werden.
3Die Rechenzeit fu¨r ein Modell betra¨gt rund 30min auf einer konventionellen Workstation (Stand
2009).
4Eine detaillierte Beschreibung der Simulation wird in Kapitel 6 gegeben.
40
4.1 Zur schnellen Feldberechnung
Simulationsreihe liegt ein Datensatz vor, der die Feldverteilung aller simulierten Elek-
trodenpositionen entha¨lt. Im Weiteren soll die folgende Notation gelten:
	Eik =
⎛
⎝Eik,xEik,y
Eik,z
⎞
⎠ 1 ≤ i ≤ n, 1 ≤ k ≤ m (4.8)
Hierbei bezeichnet 	Eik das elektrische Feld, das eine Stimulationselektrode an Positi-
on i am Messpunkt k erzeugt. Somit liegen fu¨r jede der n simulierten Elektrodenpo-
sitionen m Feldsta¨rkevektoren vor. Es soll an dieser Stelle angemerkt werden, dass
die Wahl der Messpunkte wie sie hier dargestellt ist, nicht zwingend so durchgefu¨hrt
werden muss. Es ko¨nnen beliebige Punkte innerhalb des zu simulierenden Gebietes
gewa¨hlt werden. Entscheidend ist, in welchem Areal die spa¨tere Optimierung statt-
finden soll. Dieses muss hinreichend dicht mit Messpunkten abgetastet werden, um
das resultierende elektrische Feld in der spa¨teren Optimierung beurteilen zu ko¨nnen.
Auf Basis der simulierten Elektrodenpositionen kann nun das elektrische Feld an
den Abtastpunkten einer beliebigen Anordnung von Elektroden auf der Implanta-
toberfla¨che na¨herungsweise berechnet werden, indem die korrespondierenden simu-
lierten Feldverteilungen vektoriell u¨berlagert werden. Hierfu¨r ist es nu¨tzlich, einen
zusa¨tzlichen Wichtungsfaktor wpi einzufu¨hren:
	Ek ≈
N∑
i=1
wpi
	Epik. (4.9)
Dabei bezeichnet pi den Index der Elektrode i der Elektrodenanordnung 	p. Durch
den in Gleichung (4.9) eingefu¨hrten Wichtungsfaktor wpi ist es mo¨glich, die mit fester
Potentialdifferenz berechneten elektrischen Felder zu skalieren, um Parameter, die in
der numerischen Simulation nicht beru¨cksichtig wurden, in die Berechnung des elek-
trischen Feldes mit einzubringen. Somit kann das elektrische Feld fu¨r verschiedene
sekunda¨re Windungszahlen, die Amplitude der anregenden magnetischen Flussdich-
te sowie die Stimulationsfrequenz (in gewissen Grenzen) na¨herungsweise aus dem
Datensatz aus (4.8) berechnet werden.
Im na¨chsten Abschnitt wird na¨her auf die Berechnung der Wichtungsfaktoren ein-
gegangen. Zuna¨chst soll jedoch ein weiterer Punkt ero¨rtert werden: Der bisherige
Ansatz erlaubt es lediglich, die Stimulationselektroden auf diskreten Positionen zu
platzieren. Da sich die simulierten Elektrodenpositionen jedoch dicht beieinander
befinden (der Durchmesser der Stimulationselektroden betra¨gt ein Mehrfaches des
Abstandes der simulierten Elektrodenpositionen) ist es mo¨glich, das elektrische Feld
einer innerhalb von σE positionierten, aber nicht simulierten Stimulationselektrode
aus den simulierten Feldverteilungen zu interpolieren.
4.1.1.2 Interpolation nicht simulierter Elektrodenpositionen
Das elektrische Feld einer Anordnung von Stimulationselektroden ergibt sich nach
Gleichung (4.9) na¨herungsweise als gewichtete Linearkombination der einzelnen Feld-
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Abbildung 4.5: Interpolation des elektrischen Feldes am Punkt P einer nicht simu-
lierten Elektrodenposition (rot) durch simulierte Elektrodenpositio-
nen (blau).
komponenten. Mit diesem Ansatz ko¨nnten die Stimulationselektroden in der nachfol-
genden Optimierung jedoch nur auf einer diskreten Menge von Positionen platziert
werden. Daher soll das elektrische Feld von Elektroden an nicht simulierten Posi-
tionen aus den Feldverteilungen der umgebenden simulierten Elektrodenpositionen
interpoliert werden.
Abbildung 4.5 zeigt eine Situation, wie sie wa¨hrend der Optimierung auftreten kann:
Eine wa¨hrend der Optimierung generierte Elektrodenanordnung entha¨lt eine oder
mehrere Elektroden an Positionen (hier rot dargestellt), die nicht simuliert wur-
den. Das elektrische Feld, das eine Elektrode an dieser Position erzeugt, soll nun
aus den Daten der umgebenden simulierten Elektrodenpositionen fu¨r alle Messpunk-
te (hier stellvertretend fu¨r den Punkt P ) mittels bilinearer Interpolation berechnet
werden. Hierfu¨r werden zuna¨chst die benachbarten simulierten Elektrodenpositionen
bestimmt (in Abbildung 4.5 blau markiert). Die interpolierte elektrische Feldsta¨rke
an einem Abtastpunkt 	EInt(P ) ergibt sich durch die gewichtete U¨berlagerung der
elektrischen Feldsta¨rken der simulierten Elektrodenpositionen zu:
	EInt(P ) = wx1y1 	Ex1y1(P ) + wx1y2 	Ex1y2(P ) + wx2y1 	Ex2y1(P ) + wx2y2 	Ex2y2(P ). (4.10)
Die Wichtungsfaktoren (wx1y1, wx1y2 , wx2y1, wx2y2) ergeben sich wegen der angenom-
menen Linearita¨t in beiden Koordinaten x und y durch folgende Verha¨ltnisse:
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wx1y1 =
x2 − x
x2 − x1
y2 − y
y2 − y1 ,
wx2y1 =
x− x1
x2 − x1
y2 − y
y2 − y1 ,
wx1y2 =
x2 − x
x2 − x1
y − y1
y2 − y1 ,
wx2y2 =
x− x1
x2 − x1
y − y1
y2 − y1 . (4.11)
Diese Interpolation wird fu¨r alle Abtastpunkte durchgefu¨hrt. Somit liegt fu¨r die nicht
simulierte Elektrodenposition ein interpolierter Datensatz vor. Mit diesem kann das
elektrische Feld der Elektrodenanordnung mit der nicht simulierten Elektrodenposi-
tion berechnet werden.
4.2 Berechnung der Skalierungsfaktoren des
elektrischen Feldes
In diesem Abschnitt wird anhand eines Ersatzschaltbildes (ESB) eine semi-analytische
Beschreibung des magnetisch gekoppelten Elektrostimulationssystems vorgestellt, die
es erlaubt, die Wichtungsfaktoren wpi aus Gleichung (4.9) schnell und effektiv zu be-
rechnen. Hierzu soll zuna¨chst ein Implantat mit lediglich einer Stimulationselektrode
betrachtet werden, die auf der Implantatoberfla¨che positioniert ist und durch die
Prima¨rspule magnetisch angeregt wird (siehe Abbildung 4.6(a)).
Abbildung 4.6(b) zeigt das Ersatzschaltbild des in Abbildung 4.6(a) dargestellten
Stimulationssystems. Hierbei repra¨sentieren LP und RP die Eigeninduktivita¨t und
den ohmschen Widerstand der Prima¨rspule. Die magnetische Kopplung erfolgt durch
die Gegeninduktivita¨t M . Im Kreis der Sekunda¨rspule repra¨sentieren L und RC die
Eigeninduktivita¨t und den ohmschen Widerstand der Sekunda¨rspule. Die Parallel-
schaltungen von RCT1 und Zedl1 sowie RCT2 und Zedl2 modellieren die Grenzschichten
zwischen Elektrodenkappe und Knochen beziehungsweise Knochen und Implantato-
berfla¨che5. Aufgrund der unterschiedlichen Beschaffenheit bezu¨glich der wirksamen
Oberfla¨che und Oberfla¨chenstruktur mu¨ssen diese Grenzschichten separat behandelt
werden. Der Widerstand RG modelliert den ohmschen Widerstand zwischen der Elek-
trodenkappe und der Implantatoberfla¨che, der durch den Knochen gebildet wird6.
Dieser Widerstand ist, wie auch die Gegeninduktivita¨t M , von der Position der Sti-
mulationselektrode auf der Oberfla¨che des Implantats abha¨ngig. Jede zuvor simulierte
Elektrodenposition hat einen spezifischen Widerstand RGi, der zusa¨tzlich zu den Feld-
verteilungen aus Gleichung (4.8) aus den Simulationsdaten bestimmt wird. Hierzu
5Die Widersta¨nde RB1 und RB2 wurden mit den CP-Elementen zusammengefasst.
6Wie bereits erwa¨hnt, verha¨lt sich das Knochenmaterial bei Frequenzen kleiner 10 kHz in sehr
guter Na¨herung resistiv.
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Abbildung 4.6: Elektrostimulierendes Hu¨ftimplantat mit einer Stimulationselektro-
de und Prima¨rspule (Knochen als Drahtgittermodell) (a) und Er-
satzschaltbild des Elektostimulationssystems (b).
wird die im Simulationsmodell definierte Potentialdifferenz USIM auf den Stromfluss
Ii durch die Kappe einer Stimulationselektrode an der Position i bezogen:
RGi =
USIM
Ii
. (4.12)
Sind die weiteren Elemente des ESB bekannt, so kann der Spannungsabfall u¨ber dem
Gewebewiderstand berechnet werden. Die Berechnung sowie das Bestimmen der ESB-
Elemente wird nachfolgend fu¨r eine beliebige Anzahl von Stimulationselektroden auf
der Oberfla¨che im Frequenz- sowie im Zeitbereich erfolgen. Hier soll zuna¨chst nur
festgestellt werden, dass die Kenntnis von uG und USIM das Berechnen des korre-
spondierenden Wichtungsfaktors aus Gleichung (4.9) ermo¨glicht, da die ra¨umliche
Verteilung des erzeugten elektrischen Feldes der Elektrode nicht von der Potentialdif-
ferenz zwischen der Elektrodenkappe und der Implantatoberfla¨che abha¨ngt7. Diese
7Es soll an dieser Stelle nochmals darauf hingewiesen werden, dass es zwar einen Spannungsabfall
an den Materialgrenzen zwischen Knochen und Implantat sowie Knochen und Elektrodenkappe
gibt, diese Materialgrenze aber aus makroskopischer Sicht keine Ausdehnung in den Knochen
besitzt. Somit wirken sich diese Materialgrenzen lediglich auf den Spannungsabfall u¨ber dem
Knochen, jedoch nicht auf die Verteilung des elektrischen Feldes aus.
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wirkt als skalierende Gro¨ße auf den Betrag der elektrischen Feldsta¨rke. Somit ergibt
sich der Wichtungsfaktor fu¨r eine Stimulationselektrode an Position i zu:
wi :=
uGi
USIM
. (4.13)
Der Spannungsabfall uGi u¨ber dem Knochen ist seinerseits von den Designparametern
(Anzahl der Prima¨r- und Sekunda¨rwindungen, Stromsta¨rke, Position und Orientie-
rung der Prima¨rspule sowie Frequenz des Stromes i0) abha¨ngig.
Nun soll der pra¨sentierte Ansatz auf den allgemeinen Fall von mehreren Stimulati-
onselektroden auf der Implantatoberfla¨che u¨bertragen werden. Ziel ist es, die Wich-
tungsfaktoren wpi einer Elektrodenanordnung 	p fu¨r Gleichung (4.9) zu bestimmen,
um das resultierende elektrische Feld im Optimierungsgebiet mit dem Datensatz aus
(4.8) zu berechnen.
i0
LP RCP
M1i
MNi
M1j
MNj
M0i M0j
Li Lj
RCi RCj
RCT1 RCT1
RCT2
Zedl1 Zedl1
Zedl2
Rij
RGi RGjuGjuGi
Abbildung 4.7: Erweitertes Ersatzschaltbild eines Elektrostimulationsystems mit N
individuellen Stimulationselektroden auf der Implantatoberfla¨che.
Dargestellt sind die Elemente der Stimulationselektroden i und j
sowie die Elemente der Erregerspule.
In Abbildung 4.7 sind die Elemente der Stimulationselektroden i und j eines Elektro-
stimulationssystems mit N Elektroden als Verallgemeinerung des Ein-Elektroden-
Systems aus Abbildung 4.6(b) dargestellt. Zusa¨tzlich zu den bekannten Elementen
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entha¨lt nun jeder Elektrodenkreis die Gegeninduktivita¨ten M1i,...,MNi beziehungs-
weise M1j ,..., MNj , um die magnetische Kopplung der einzelnen Stimulationselek-
troden untereinander nachzubilden. Jede Stimulationselektrode ist mit der prima¨ren
Erregerspule u¨ber eine Gegeninduktivita¨t M0i gekoppelt.
Die U¨bergangsschicht zwischen Implantat und Knochen kann in guter Na¨herung
als gleichma¨ßig u¨ber der Oberfla¨che verteilt angenommen werden. Daher beziehen
sich die Spannungsabfa¨lle u¨ber den Gewebewidersta¨nden RG1, ..., RGN auf das glei-
che Bezugspotential ϕ0. Somit ko¨nnen in vo¨lliger Analogie zu dem Ein-Elektroden-
Stimulationssystem die Wichtungsfaktoren aller Stimulationselektroden der Anord-
nung als
wpi :=
uGi
USIM
(4.14)
definiert werden. Sind diese Wichtungsfaktoren bekannt, so kann das elektrische Feld
durch die U¨berlagerung der einzelnen Feldverteilungen nach (4.9) berechnet werden.
Hierzu mu¨ssen jedoch die noch unbekannten ESB-Elemente bestimmt werden, um
dann mittels einer Netzwerkanalyse die unbekannten Spannungen zu berechnen.
4.2.1 Elemente des Ersatzschaltbildes des
Elektrostimulationssystems
4.2.1.1 Selbst- und Gegeninduktivita¨ten
In diesem Abschnitt sollen die Selbst- und Gegeninduktivita¨ten Li und Mij berechnet
werden. Es wird davon ausgegangen, dass sich keine magnetisierbaren Materialien
im Stimulationsareal8 befinden. Es gilt also im gesamten Gebiet μr = 1. Weiterhin
sollen die Prima¨rspule und die Sekunda¨rspulen aus Kreisringen geformt sein, wobei
der Stromfluss auf einen vernachla¨ssigbar du¨nnen Querschnitt begrenzt ist.
r0
r
	r
z
x
y
z
I0
Abbildung 4.8: Stromschleife mit dem Radius r0.
Zuna¨chst soll die magnetische Flussdichte, die ein stromdurchflossener Kreisring des
Radius r0 verursacht, betrachtet werden. Nach Gleichung (2.30) kann die magnetische
8Biologisches Gewebe ist nicht magnetisierbar, und im Elektrostimulationssystem sollen keine ma-
gnetischen Materialien eingesetzt werden.
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Flussdichte 	B als die Rotation eines noch unbekannten Vektorpotentials 	A dargestellt
werden. Unter den genannten Voraussetzungen und durch die Wahl eines geeigneten
Zylinderkoordinatensystems (siehe Abbildung 4.8) folgt zuna¨chst, dass lediglich die
Aϕ-Komponente verschieden von Null ist. Nach [Sim93] (Seite 351 f.) ergibt sich diese
Komponente zu:
Aϕ(r, z) =
μ0Ir0
4π
∫ 2π
0
cos(φ)√
z2 + r2 + r20 − 2r0 r cos(φ)
dφ. (4.15)
Das Auswerten von (4.15) liefert fu¨r Aϕ den folgenden Ausdruck:
k2 =
4r0r
z2 + (r + r0)2
,
Aϕ(r, z) =
μ0I0
2πr
√
z2 + (r0 + r)2
[(
1− k
2
2
)
F (
π
2
, k)− E(π
2
, k)
]
. (4.16)
Hierbei bezeichnen F (π/2, k) und E(π/2, k) die elliptischen Integrale erster und zwei-
ter Art, die wie folgt definiert sind:
F (
π
2
, k) =
∫ π/2
0
1√
1− k2 sin2θ
dθ (4.17)
E(
π
2
, k) =
∫ π/2
0
√
1− k2 sin2θ dθ. (4.18)
Somit ergibt sich die magnetische Flussdichte (in Zylinderkoordinaten) eines vom
Strom I0 durchflossenen Kreisringes mit dem Radius r0, die im Koordinatenursprung
liegt und deren Achse parallel zur z-Achse des Koordinatensystems ist, zu:
	B(r, z) = rot
⎛
⎝ 0Aϕ(r, z)
0
⎞
⎠ =
⎛
⎝ −∂zAϕ(r, z)0
1
r
∂r(r Aϕ(r, z))
⎞
⎠ . (4.19)
Ajm
Windung k der Spule i
Abbildung 4.9: Dargestellt sind der k-te Kreisring der Spule i und die Fla¨che des
m-ten Kreisringes der Spule j.
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Das Auswerten von Gleichung (4.19) liefert die magnetische Flussdichte in jedem
Punkt im Stimulationsareal. Sollte die Spule nicht wie beschrieben positioniert sein,
kann sie durch eine lineare Koordinatentransformation [BSMM01] der Form:
	r ′ = A	r +	b A ∈ R3×3;	r, 	r ′ ∈ R3 (4.20)
in ein geeignetes Koordinatensystem u¨berfu¨hrt werden. Hierbei beschreibt A die
Rotation, wa¨hrend 	b die Translation beschreibt. Soll nun die magnetische Flussdichte
an einem Ort 	r ausgewertet werden, so wird dieser Ort durch Gleichung (4.20) auf
	r ′ abgebildet.
Die Selbst- und Gegeninduktivita¨ten zweier Spulen ko¨nnen durch das Aufsummieren
der Flusskomponenten der verschiedenen Windungen berechnet werden, die durch
Gleichung (4.20) geeignet transformiert wurden. Fu¨r die Gegeninduktivita¨t der Spu-
len i und j ergibt sich:
Mij =
1
Ii
NWi∑
k=1
NWj∑
m=1
∫∫
Ajm
	Bik · 	da. (4.21)
Hier bezeichnet 	Bik die magnetische Flussdichte, die der k-te Kreisring der i-ten
Spule an einem Punkt erzeugt. Soll nun die Gegeninduktivita¨t zwischen dem k-ten
Kreisring der i-ten Spule und dem m-ten Kreisring der j-ten Spule berechnet wer-
den, so wird 	Bik u¨ber die Fla¨che Ajm des m-ten Kreisringes integriert und auf den
Strom der i-ten Spule Ii normiert (siehe Abbildung 4.9). Die Summation aller auf
diesem Weg berechneten Teilinduktivita¨ten liefert die Gegeninduktivita¨t Mij . Die
Selbstinduktivita¨t der Spule i wird analog berechnet:
Li =
1
Ii
NWi∑
k=1
NWi∑
m=1
∫∫
Aim
	Bik · 	da. (4.22)
Fu¨r kurze Spulen9 kann die rechenaufwa¨ndige Summation reduziert werden, indem
die Integration lediglich fu¨r die Mittelebene der Spulen durchgefu¨hrt wird. Unter
der Annahme, dass sich die einzelnen Summationsterme nur wenig unterscheiden,
ko¨nnen die Selbst- und Gegeninduktivita¨ten dann na¨herungsweise wie folgt berechnet
werden:
Mij ≈ NWiNWj
Ii
∫∫
ANj/2
	BNi/2 · 	da (4.23)
Li ≈ N
2
Wi
Ii
∫∫
ANj/2
	BNi/2 · 	da. (4.24)
Der relative Fehler der nach (4.23) und (4.24) berechneten Induktivita¨ten ha¨ngt vom
Verha¨ltnis des Durchmessers zur Spulenla¨nge, sowie im Fall von (4.23) vom Abstand
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Abbildung 4.10: Beispielhafte Zerlegung einer Spule in drei kurze Teilspulen.
der beiden Spulen ab. Ist die Annahme einer kurzen Spule nicht gerechtfertigt, so kann
eine Spule in mehrere Teilspulen zerlegt werden. Im Anschluss wird die Induktivita¨t
zwischen allen Teilen bestimmt, um dann die Gesamtinduktivita¨t zu berechnen.
Abbildung 4.10 zeigt eine Spule, die in mehrere kurze Teilspulen zerlegt wurde. Die
Eigen- und Gegeninduktivita¨ten ko¨nnen mit den Gleichungen (4.24) beziehungsweise
(4.23) na¨herungsweise berechnet werden. Die gesamte Eigeninduktivita¨t (die Bestim-
mung einer Gegeninduktivita¨t erfolgt analog) kann dann mittels Gleichung (4.22)
bestimmt werden. Hierbei werden die Teilspulen als einzelne Windungen aufgefasst.
Mit einer feineren Zerlegung der urspru¨nglichen Spule kann die Genauigkeit der be-
rechneten Induktivita¨ten weiter gesteigert werden. Dieser Ansatz hat den Vorteil,
dass die Induktivita¨ten zwischen verschiedenen Spulen sehr genau bestimmt werden
ko¨nnen, ohne dabei die aufwa¨ndige Berechnung aller Teilinduktivita¨ten nach Glei-
chung (4.21) beziehungsweise (4.22) vornehmen zu mu¨ssen.
4.2.1.2 Kopplungswiderstand zwischen den Stimulationselektroden
Aufgrund der Ausrichtung der Stimulationselektroden zum prima¨ren Magnetfeld so-
wie einer inhomogenen Materialverteilung in der Umgebung der Stimulationselek-
troden befinden sich die Kappen unterschiedlicher Stimulationselektroden auf unter-
schiedlichen Potentialen. Hierdurch fließen zwischen ihnen Austauschstro¨me. Durch
die Widersta¨nde Rij des ESB aus Abbildung 4.7 wird dieser Stromfluss zwischen den
einzelnen Stimulationselektroden modelliert.
Sollen nun die Verbindungswidersta¨nde aller simulierten Elektrodenpositionen zu-
einander berechnet werden, wu¨rde dieses eine sehr große Anzahl von Simulationen
erfordern, da diese Zahl der no¨tigen Simulationen quadratisch mit der Anzahl der
einzelnen Elektrodenpositionen skaliert. Somit wu¨rden n Elektrodenpositionen n Si-
mulationen zur Berechnung der Feldverteilungen erfordern und weitere n2−n Simula-
tionen, um die Verbindungswidersta¨nde zu bestimmen10. Dieses ist nicht praktikabel,
da n in der Gro¨ßenordnung von einigen hundert ist und somit mehrere zehntausend
Simulationen no¨tig wa¨ren. Daher wurde ein anderer Weg gewa¨hlt: Anstatt den Wi-
9Spulen, deren La¨nge wesentlich kleiner ist als ihr Durchmesser.
10Werden die Materialeigenschaften des Knochens als isotrop angenommen - es gilt also die Rezi-
prozita¨t von Quelle und Senke - sind 1/2n2 − n Simulationen no¨tig.
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derstand Rij zwischen allen Elektrodenpositionen separat zu berechnen, wird eine
Interpolationsfunktion der Form:
rij : {{xi, yi}, {xj, yj}} → Rij {xi, yi}, {xj, yj} ∈ σE , Rij ∈ R (4.25)
verwendet, die dem Koordinatentupel {{xi, yi}, {xj, yj}} zweier Stimulationselektro-
den einen angena¨herten Widerstandswert Rij zuweist. Hierzu muss zuna¨chst der De-
finitionsbereich von rij abgetastet werden, um die Basispunkte fu¨r die Interpolation
zu erzeugen. Dieses kann mittels des zur Aufnahme der Feldverteilung genutzten
Ansatzes der Simulation von Anordnungen mit jeweils einer Stimulationselektrode
erfolgen. Jedoch werden nun Simulationsmodelle mit jeweils zwei Stimulationselek-
troden erzeugt.
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Abbildung 4.11: Zur Erzeugung der Stu¨tzstellen der Interpolationsfunktion aus Glei-
chung (4.25) verwendete Elektrodenpositionen.
Abbildung 4.11 zeigt ein Beispiel fu¨r die Wahl mo¨glicher Abtastpunkte. Hierzu wur-
den im Optimierungsbereich σE Elektrodenpositionen mit festem Abstand bestimmt
(der Abstand betra¨gt in der Abbildung 10mm). Danach werden alle Kombinationen
von jeweils zwei Stimulationselektroden an den Positionen simuliert (unter Beru¨ck-
sichtigung der Reziprozita¨t ergibt dieses fu¨r Abbildung 4.11 dann 210 zu simulierende
Kombinationen), und der Widerstand zwischen den beiden Elektroden wird ermittelt.
Wie schon zuvor erwa¨hnt, ko¨nnen auch diese Simulationen unabha¨ngig voneinander
parallel durchgefu¨hrt werden, um den Prozess der Datengewinnung zu beschleunigen.
Die berechneten Widerstandswerte ko¨nnen nun als Stu¨tzstellen zur Konstruktion
einer Interpolationsfunktion nach Definition (4.25) genutzt werden.
4.2.1.3 Elemente der Materialgrenzen
In Kapitel 3 wurden die theoretischen Grundlagen fu¨r die Beschreibung der Materi-
algrenze zwischen Implantat, Knochen sowie den Kappen der Elektroden erla¨utert.
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Zusa¨tzlich wurden Messwerte pra¨sentiert und das Skalierungsverhalten dieser Ele-
mente analysiert. Wie in Kapitel 3 bereits erwa¨hnt, finden an den Materialgrenzen
chemische und nicht-chemische Prozesse statt. Diese werden durch die Elemente RCT
und Zedl modelliert. Der Beschichtungswiderstand RB aus Abbildung 3.11 wird aus
Gru¨nden der U¨bersichtlichkeit mit dem CPE zur Impedanz Zedl zusammengefasst.
Zuna¨chst soll die Materialgrenze zwischen dem Implantat und dem Knochen betrach-
tet werden. Das Implantat wird wa¨hrend des Produktionsprozesses mittels eines VPS-
Beschichtungsverfahrens mit einer speziellen Oberfla¨che ausgestattet, um dem Kno-
chen das Anwachsen zu erleichtern. Aus dem CAD-Modell eines Implantates kann
die Fla¨che des U¨berganges zwischen Implantat und Knochen berechnet werden. Mit
dieser Fla¨che ko¨nnen die Impedanz Zedl2 sowie die Strom-/Spannungs-Kennlinie des
Ladungstransferwiderstandes RCT2 bestimmt werden. Da diese Elemente von der
Gro¨ße der Implantatoberfla¨che abha¨ngen, soll die quantitative Betrachtung in Ka-
pitel 6 zur Vorbereitung der Optimierung erfolgen. Mit den Elementen RCT1 und
Zedl1, die die Materialgrenze an den Elektrodenkappen modellieren, wird ebenfalls so
verfahren.
4.3 Potentialberechnung
In diesem Abschnitt sollen nun mit den zuvor bestimmten Elementen des Ersatz-
schaltbildes die Potentiale der Elektrodenkappen gegen die Implantatoberfla¨che be-
rechnet werden. In Kapitel 3 wurde die Grenzschicht zwischen Metall und biologi-
schem Gewebe behandelt. Dabei wurde festgestellt, dass fu¨r kleine Spannungsabfa¨lle
u¨ber der Grenzschicht der nichtlineare Ersatzwiderstand RCT , der den Ladungstrans-
fer an der Grenzschicht beschreibt, durch einen linearen ohmschen Widerstand ersetzt
werden kann. In diesem Fall verha¨lt sich das vorliegende System linear und kann bei
harmonischer Erregung ohne Probleme mit den herko¨mmlichen Verfahren der Netz-
werkanalyse berechnet werden.
Die Berechnung der Elektrodenpotentiale erfolgt daher auf zwei unterschiedliche Wei-
sen: Zuna¨chst werden die nichtlinearen Elemente der Materialgrenzen linearisiert, und
es wird eine harmonische Erregung angenommen. Die Potentiale werden dann mit-
tels einer Knotenspannungsanalyse [Phi00] berechnet. Danach soll das nichtlineare
Verhalten beru¨cksichtigt werden, und die Berechnung des elektrischen Feldes soll im
Zeitbereich erfolgen. Ein Vergleich der Ergebnisse zeigt dann, ob die Elemente der
Materialgrenzen in den nichtlinearen Bereich ausgesteuert werden und somit einen
nennenswerten nichtlinearen Einfluss auf die elektrische Feldsta¨rke im Knochen ha-
ben oder ob sie in guter Na¨herung als linear betrachtet werden ko¨nnen.
4.3.1 Berechnung der Wichtungsfaktoren im Frequenzbereich
Um die Potentialberechnung im Frequenzbereich durchzufu¨hren, soll zuna¨chst das
Ersatzschaltbild aus Abbildung 4.7 vereinfacht werden. Abbildung 4.12 zeigt ein a¨qui-
valentes Ersatzschaltbild, das genutzt werden soll, um die Spannungsabfa¨lle UG u¨ber
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Abbildung 4.12: Ersatzschaltbild des Elektrostimulationsystems fu¨r die Berechnung
im Frequenzbereich.
den Gewebewidersta¨nden zu berechnen und somit im Anschluss die Wichtungsfak-
toren aus Gleichung (4.14) zu bestimmen. Im vereinfachten Ersatzschaltbild wurden
die Elemente der Prima¨rspule entfernt und die entsprechenden Gegeninduktivita¨ten
durch die Spannungsquellen U01, ..., UN1 ersetzt. Weiterhin wurden alle Gegeninduk-
tivita¨ten zwischen den Elektroden durch a¨quivalente Spannungsquellen ersetzt. Hier-
bei bezeichnet UMi die durch den Stromfluss in den anderen Stimulationselektroden
induzierte Spannung in der Elektrode i.
Die Spannungsquellen U01, ..., U 0N ko¨nnen mit den durch Gleichung (4.23) berechne-
ten Induktivita¨ten bestimmt werden:
U 0i = −jωM0iI0. (4.26)
Hierbei bezeichnet I0 den anregenden Strom in der Prima¨rspule. Die Spannungsquel-
len UMi ergeben sich als Summe aller durch die Gegeninduktivita¨ten induzierten
Spannungen, welche durch die Gegeninduktivita¨ten Mik zwischen den Stimulations-
elektroden sowie den durch die entsprechenden Spulen fließenden Stro¨me Ik ausge-
dru¨ckt werden ko¨nnen:
UMi = −
N∑
k=1,k =i
jωMikIk. (4.27)
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Sind die Impedanzen Zk der entsprechenden Zweige bekannt, so ko¨nnen die Stro¨me
Ik in Gleichung (4.27) durch die Knotenspannungen Uk ausgedru¨ckt werden:
UMi = −
N∑
k=1,k =i
jωMikZ
−1
k Uk. (4.28)
Die Impedanzen Zk ko¨nnen direkt aus dem Ersatzschaltbild aus Abbildung 4.12
abgelesen werden:
Zk = jωLk + RCk + (R
−1
CT1 + Z
−1
edl1)
−1. (4.29)
Um die unbekannten Spannungen U i zu berechnen, wird eine Knotenspannungsanaly-
se (KSA) durchgefu¨hrt. Hierfu¨r mu¨ssen alle Spannungsquellen in a¨quivalente Strom-
quellen umgerechnet werden. Abbildung 4.13 zeigt ein Ersatzschaltbild, in dem dieses
geschehen ist. Die Stromquellen ergeben sich mit den aus Gleichung (4.29) bekannten
Impedanzen zu:
I0i = Z
−1
i (U0i + UMi). (4.30)
Der Grundgedanke der KSA lautet, dass die Summe aller Stro¨me an einem Knoten-
punkt Null ergibt. Diese Forderung wird nach ihrem Entdecker als erstes kirchhoff-
sches Gesetz bezeichnet.
 
I0i I0jUN+1
U i U j
Knoten i
Li Lj
RCi RCj
RCT1 RCT1
RCT2
Zedl1 Zedl1
Zedl2
Rij
RGi RGjUgjU gi
0V
Abbildung 4.13: Ersatzschaltbild des Elektrostimulationsystems (zwei Stimulations-
elektroden dargestellt) und Knoten i markiert.
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Am Knoten i (vergleiche Abbildung 4.13) ergibt sich nun folgende Strombilanz (aus-
gedru¨ckt in den Knotenspannungen):
0 = Z−1i U i + R
−1
Gi (U i − UN+1) +
N∑
k=1,k =i
R−1ik (U i − Uk)− I0i. (4.31)
Hierbei ist zu beachten, dass der Strom I0i selbst von den Knotenspannungen ab-
ha¨ngig ist. Mit den Gleichungen (4.26) - (4.30) ko¨nnen diese Anteile den korrespon-
dierenden Knotenspannungen zugeordnet werden:
−jωM0iZ−1i I0 =
(
Z−1i + R
−1
Gi +
N∑
k=1,k =i
R−1ik
)
U i
−
N∑
k=1,k =i
(
R−1ik − jωMikZ−1i Z−1k
)
Uk − R−1GiUN+1. (4.32)
In dieser Gleichung ist die linke Seite nur vom anregenden Strom I0 abha¨ngig. Die
rechte Seite entha¨lt die zu bestimmenden Knotenspannungen U i. Insgesamt ko¨nnen
fu¨r N Stimulationselektroden N Gleichungen aufgestellt werden. Fu¨r das Potenti-
al auf der Implantatoberfla¨che kann eine zusa¨tzliche Gleichung formuliert werden
(wiederum in den Knotenspannungen geschrieben):
0 =
(
R−1CT2 + Z
−1
edl2 +
N∑
k=1
R−1Gk
)
UN+1 −
N∑
k=1
R−1GkUk. (4.33)
Somit wird das System mit N + 1 Knotenspannungen durch N + 1 Gleichungen be-
schrieben. Die unbekannten Knotenspannungen ergeben sich als Lo¨sung des linearen
Gleichungssystems:
	I = G · 	U 	I, 	U ∈ CN+1;G ∈ C(N+1)×(N+1). (4.34)
Die Matrix G kann fu¨r eine beliebige Anzahl von Stimulationselektroden (N) nach
dem folgenden Muster konstruiert werden:
gii := R
−1
Gi + Z
−1
i +
N∑
k=1,k =i
R−1ik
g(N+1)(N+1) :=
N∑
k=1
R−1Gk + R
−1
CT2 + Z
−1
edl2
gij := −R−1ij + jωMijZ−1i Z−1j
gi(N+1) := −R−1Gi
g(N+1)j := −R−1Gj
G := [gij]N+1,N+1 . (4.35)
54
4.3 Potentialberechnung
Sie a¨hnelt im Aufbau der bekannten Leitwertmatrix der Knotenspannungsanalyse:
Die Elemente der Hauptdiagonale ergeben sich durch die Summe aller Leitwerte, die
mit diesem Knoten verbunden sind. Die Elemente der Nebendiagonalen ergeben sich
jeweils durch die negative Summe aller Leitwerte, die die beiden korrespondierenden
Knoten miteinander verbinden.
Im Unterschied zur konventionellen Knotenspannungsanalyse enthalten die Elemente,
die sich nicht auf der Hauptdiagonale befinden, einen weiteren Term, der neben der
ohmschen Kopplung die magnetische Kopplung zwischen zwei Knoten repra¨sentiert.
Der Vektor 	I entha¨lt die magnetische Anregung durch die Prima¨rspule und kann
nach folgendem Muster konstruiert werden:
	I = −jωI0
⎛
⎜⎜⎜⎝
M01Z
−1
1
...
M0NZ
−1
N
0
⎞
⎟⎟⎟⎠ . (4.36)
Die Zeile i entha¨lt die magnetische Kopplung der Prima¨rspule mit der entsprechenden
Stimulationselektrode. Die Zeile N+1 entha¨lt eine Null, da die Grenzschicht zwischen
Implantat und Knochen und die Prima¨rspule keiner magnetischen Wechselwirkung
unterliegen. Das Lo¨sen des linearen Gleichungssystems aus (4.34) liefert den Vektor
der Knotenspannungen 	U . Mit diesem ko¨nnen die Wichtungsfaktoren aus Gleichung
(4.14) berechnet werden:
wi :=
U i − UN+1
USIM
. (4.37)
Die Wichtungsfaktoren enthalten sowohl die Informationen u¨ber die Amplitude als
auch u¨ber die Phase (in Relation zur Phase des anregenden Stromes I0 in der
prima¨ren Spule). Die Berechnung der Feldsta¨rke an den Messpunkten kann nun mit-
tels Gleichung (4.9) erfolgen.
4.3.2 Berechnung des elektrischen Feldes im Zeitbereich
Neben der Feldberechnung im Frequenzbereich soll hier auch die Berechnung des elek-
trischen Feldes im Zeitbereich betrachtet werden, da so auch die nichtlinearen Ele-
mente der Materialgrenzen zwischen Metall und Knochen simuliert werden ko¨nnen.
Wie bereits festgestellt wurde, verha¨lt sich das Knochenmaterial im fu¨r die Elektro-
stimulation relevanten Frequenz- und Feldsta¨rkebereich linear. In vo¨lliger Analogie
zur bisherigen Vorgehensweise kann die Berechnung der Potentiale mittels eines Er-
satzschaltbildes erfolgen. Hierzu wird nun jedoch das urspru¨ngliche ESB verwendet,
da die Vereinfachungen, die fu¨r den harmonischen Fall durchgefu¨hrt werden konnten,
nicht mehr gu¨ltig sind.
Im Fall einer transienten Simulation im Zeitbereich sind die Wichtungsfaktoren nun
ihrerseits Funktionen der Zeit. Somit schreibt sich Gleichung (4.37) als:
wi(t) :=
uGi(t)− ϕ0(t)
USIM
. (4.38)
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Hierbei bezeichnet ϕ0(t) das Bezugspotential an der Materialgrenze an der Implantat-
oberfla¨che (siehe Abbildung 4.7). Die Wichtungsfaktoren aus Gleichung (4.38) erge-
ben sich als Reaktion auf eine Anregung durch die Prima¨rspule:
i0 = f(t). (4.39)
Hierbei ist f(t) eine beliebige Funktion der Zeit. Es soll an dieser Stelle keine Ein-
schra¨nkung auf rein harmonische Funktionen erfolgen. Somit kann mit dem hier
pra¨sentierten Ansatz auch die Reaktion auf eine pulsfo¨rmige Erregung berechnet
werden.
Um den Implementationsaufwand gering zu halten, wurde zur Berechnung der Wich-
tungsfaktoren nach Gleichung (4.38) die Open Source Software NGSPICE [NGS10]
eingesetzt. NGSPICE ist eine Implementation der Berkeley SPICE Bibliothek, die es
erlaubt, elektrische Schaltungen zu simulieren. Zu diesem Zweck wird die zu simulie-
rende Schaltung in Form einer Netzliste pra¨pariert. In dieser sind die Topologie der
Schaltung, die verwendeten Bauelemente sowie deren spezifische Parameter beschrie-
ben. Diese Netzliste kann mit geringem Aufwand fu¨r ein System aus N Stimulations-
elektroden erzeugt werden, da sich der grundsa¨tzliche Aufbau des Elektrostimulati-
onssystems nicht a¨ndert.
Mathematica
NGSPICE
Netzliste{ug1(t), ..., ugN(t), ϕ0(t)}
Abbildung 4.14: Prinzip der Kopplung von NGSPICE an Mathematica.
Abbildung 4.14 zeigt das Prinzip der Kopplung des Schaltungssimulators NGSPI-
CE an das Computer-Algebra-System Mathematica. Die Feldberechnung und die
spa¨tere Optimierung wurden in Mathematica implementiert. Sollen nun die Wich-
tungsfaktoren nach (4.38) berechnet werden, so muss eine Netzliste fu¨r NGSPI-
CE erzeugt werden. Diese entha¨lt die Schaltung sowie die Anweisungen, die zur
Durchfu¨hrung der transienten Analyse no¨tig sind. Nach der Simulation werden die
Potentiale {ug1(t), ..., ugN(t), ϕ0(t)} aus NGSPICE ausgelesen und sind in Mathema-
tica zur weiteren Verwendung verfu¨gbar.
Um diese Netzliste erzeugen zu ko¨nnen, mu¨ssen die Parameter der im ESB auftre-
tenden Bauelemente bekannt sein. Die ohmschen Widersta¨nde und die Selbst- und
Gegeninduktivita¨ten werden wie im Fall der harmonischen Erregung berechnet. Ei-
ner besonderen Behandlung bedu¨rfen jedoch die Elemente der Materialgrenzen RCT
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und Zedl, da NGSPICE keine Modelle fu¨r ein CPE oder einen Transferwiderstand
bereitstellt.
Das CPE zeigt ein pseudokapazitives Verhalten. Im Rahmen dieser Arbeit wurde un-
tersucht, in wie fern das CP-Element durch eine Reihenschaltung von RC-Elementen
nachgebildet werden kann. Ein Vergleich der Impedanz des CP-Elements und der
angepassten RC-Kette wird in Kapitel 6 gegeben. Hier soll zuna¨chst nur festgestellt
werden, dass die RC-Kette das Verhalten eines CP-Elements in einem begrenzten
Frequenzintervall sehr gut nachbilden kann.
C0
R1 Rn
CnC1
Abbildung 4.15: Ersatzelement fu¨r ein CPE, bestehend aus Widersta¨nden und
Kondensatoren.
Abbildung 4.15 zeigt eine Darstellung einer RC-Kette zur na¨herungsweisen Beschrei-
bung des Frequenzverhaltens des CPEs. Die Impedanz eines CPEs ist nach Gleichung
(3.3) durch K(jω/ω0)
−βgegeben. Die Impedanz der Schaltung aus Abbildung 4.15 er-
gibt sich durch die Reihenschaltung der Elemente zu:
Z =
1
jωC0
+
n∑
i=1
Ri
1 + jωRiCi
. (4.40)
Die Elemente R1, ..., Rn und C0, ..., Cn mu¨ssen nun so gewa¨hlt werden, dass sich im
Frequenzintervall ω ∈ [ω1, ω2] eine mo¨glichst gute U¨bereinstimmung zwischen der Im-
pedanz des CPEs und der RC-Kette ergibt. Das Intervall [ω1, ω2] ergibt sich hierbei
aus der Anregung. Fu¨r eine harmonische Anregung ist ω1 durch die Anregungsfre-
quenz gegeben. Die obere Grenze ω2 sollte so gewa¨hlt werden, dass hinreichend viele
Oberwellen der Grundfrequenz ω1 abgedeckt sind. Fu¨r eine nicht-harmonische Anre-
gung sollte das Intervall [ω1, ω2] so gewa¨hlt werden, dass ein Großteil der Energie des
Leistungsdichtespektrums des Anregungssignals im Intervall liegt. Die Anzahl n und
die Gro¨ße der Elemente ha¨ngt also entscheidend von dem Anregungssignal ab und
muss daher fu¨r verschiedene Anregungssignale gesondert betrachtet werden.
Neben dem CPE mu¨ssen die Transferwidersta¨nde RCT modelliert werden. Dieses kann
im Schaltungssimulator durch die Parallelschaltung zweier Dioden erreicht werden.
Abbildung 4.16 zeigt die anti-parallele Zusammenschaltung der Dioden D1 und D2.
Die Strom-/Spannungs-Kennlinie einer Diode ist in einfacher Na¨herung durch die
Shockley-Gleichung [TS02] gegeben:
ID = IS
(
eUD/(NeUth) − 1) . (4.41)
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D1
D2
i
u
Abbildung 4.16: Ersatzmodell des Transferwiderstandes als anti-parallele Zusam-
menschaltung zweier Dioden.
Hierbei bezeichnet IS den Sperrstrom der Diode. Die Spannungen UD und Uth = kT/q
bezeichnen die u¨ber dem pn-U¨bergang abfallende Spannung sowie die Thermospan-
nung, die durch die Umgebungstemperatur T , die Boltzmann-Konstante k und die
Elementarladung q gegeben ist. Der Faktor Ne wird als Emissionskoeffizient be-
zeichnet und ist von der Beschaffenheit des pn-U¨berganges abha¨ngig. Die Strom-
/Spannungs-Kennlinie der Schaltung aus Abbildung 4.16 kann nach Gleichung (4.41)
wie folgt geschrieben werden:
i = IS
(
eu/(Ne1Uth) − e−u/(Ne2Uth)) . (4.42)
Ein Vergleich der Gleichung (4.42) mit der Kennlinie eines Ladungstransferwiderstan-
des (3.11):
iF = j0A
(
e(α1F/RgT )u − e−(α2F/RgT )u)
zeigt die A¨hnlichkeit der Strom-/Spannungs-Kennlinien. Somit kann ein Transfer-
widerstand RCT durch die Parallelschaltung zweier Dioden nach Abbildung 4.16 in
NGSPICE modelliert werden. Die Parameter der Dioden D1 und D2 ergeben sich
durch einen Vergleich der Gleichungen (3.11) und (4.42):
IS = j0A,
Ne1 =
RgT
α1FUth
=
Rgq
α1Fk
,
Ne2 =
RgT
α2FUth
=
Rgq
α2Fk
. (4.43)
Auf die physikalische Bedeutung der A¨hnlichkeit der Shockley-Gleichung und der
Butler-Volmer-Gleichung soll im Rahmen dieser Arbeit nicht weiter eingegangen wer-
den. Es soll nur festgestellt werden, dass diese A¨hnlichkeit genutzt werden kann, um
den Transferwiderstand RCT mit den vorhandenen Modellen des Schaltungssimula-
tors NGSPICE zu modellieren.
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4.4 Zusammenfassung des Kapitels
In diesem Kapitel wurde ein hybrider Ansatz zur Berechnung des elektrischen Fel-
des im Hu¨ftknochen vorgestellt. Hierzu wurde zuna¨chst die Feldberechnung innerhalb
des Knochens durch die Superposition von zuvor berechneten Feldverteilungen vorge-
stellt. Diese Feldverteilungen werden erzeugt, indem auf der Implantatoberfla¨che ein
Gitter von mo¨glichen Elektrodenpositionen generiert wird. Fu¨r jede Gitterposition
wird ein separates Simulationsmodell erstellt, wobei sich an der korrespondierenden
Position eine Stimulationselektrode befindet. Zwischen der Implantatoberfla¨che und
der Kappe der Elektrode wird eine feste Spannung eingepra¨gt. Die Modelle werden
simuliert, und das elektrische Feld wird an einer Menge von Abtastpunkten aufge-
nommen. Die Feldverteilung einer Elektrodenanordnung an diesen Abtastpunkten
ergibt sich dann na¨herungsweise durch die gewichtete U¨berlagerung der einzelnen
Feldverteilungen.
Die Wichtungsfaktoren werden im harmonischen Fall analytisch berechnet. Dieses
erlaubt es, das resultierende Feld einer Elektrodenanordnung in weniger als 1 s zu
berechnen11. Somit ist es mo¨glich, eine Optimierung der Elektrodenanordnungen auf
der Implantatoberfla¨che in einer vertretbaren Zeit durchzufu¨hren.
Weiterhin wurde der Schaltungssimulator NGSPICE an das verwendete Programm
Mathematica gekoppelt, um transiente Rechnungen im Zeitbereich durchfu¨hren zu
ko¨nnen. Somit kann bei der Berechnung der Wichtungsfaktoren die nichtlineare
Strom-/Spannungs-Kennlinie des U¨berganges Implantat/Knochen beziehungsweise
Elektrodenkappe/ Knochen beru¨cksichtig werden. Hierzu mu¨ssen die Elemente der
U¨bergangsschichten in geeignete, in NGSPICE vorhandene Elemente u¨bertragen wer-
den. Die restlichen Elemente des Ersatzschaltbildes ko¨nnen analog zur harmonischen
Feldberechnung bestimmt werden.
Mit dem in diesem Kapitel vorgestellten Berechnungsverfahren ist es mo¨glich, das
elektrische Feld, das das Elektrostimulationssystem erzeugt, sehr schnell zu berech-
nen. Somit kann auf Basis dieses Verfahrens die Optimierung des Elektrostimulations-
systems durchgefu¨hrt werden. Diese Optimierung ist Gegenstand des nachfolgenden
Kapitels.
11Auf einer typischen Workstation (Stand 2009).
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In diesem Kapitel soll die Optimierung des Elektrostimulationssystems auf Basis des
in Kapitel 4 vorgestellten Verfahrens zur Feldberechnung behandelt werden. Dieser
Optimierungsprozess ist no¨tig, um ein Elektrostimulationssystem zu ermitteln, das
eine bestimmte elektrische Feldverteilung im Knochen bestmo¨glich generiert.
5.1 Zur mathematischen Beschreibung von
Optimierungszielen
In Kapitel 4 wurde ein Ansatz vorgestellt, mit dem das elektrische Feld eines Elek-
trostimulationssystems schnell und effektiv berechnet werden kann. Der pra¨sentierte
Algorithmus liefert, ausgehend von einer Reihe von Parametern, die elektrische Feld-
sta¨rke an einer Menge von Abtastpunkten im Knochen. Hierbei ko¨nnen folgende
Parameter modifiziert werden, um die gewu¨nschte Feldverteilung im Knochen zu
erzeugen:
• Anzahl und Positionierung der Stimulationselektroden auf der Oberfla¨che (be-
ziehungsweise im Bereich σE),
• Anzahl und Orientierung der Windungen innerhalb einer Stimulationselektro-
de,
• Form und Ausrichtung der externen Anregungsspule1,
• Amplitude und Frequenz des Stroms i0 in der Anregungsspule.
Diese Parameter spannen den so genannten Parameterraum auf. Jede Parameter-
kombination kann als Punkt in diesem Raum aufgefasst werden. Aufgrund von phy-
sikalischen und technischen Bedingungen kann jedoch nur ein Unterraum praktisch
realisiert werden. Hierbei sind folgende Nebenbedingungen zu beachten:
• Die Positionierung der Stimulationselektroden kann nur auf der Implantatober-
fla¨che innerhalb des Gebietes σE erfolgen.
1Die Optimierung der Prima¨rspule ist nicht im Fokus dieser Arbeit. Im Anhang wird eine Methode
vorgestellt, mit dem beliebige Erregerspulen berechnet werden ko¨nnen.
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• Die Anzahl der Windungen im Inneren einer Elektrode ist durch das zur Ver-
fu¨gung stehende Volumen begrenzt. Aufgrund von nicht weiter behandelten
mechanischen Anforderungen an die Stabilita¨t der Stimulationselektroden ist
das fu¨r die Sekunda¨rspulen zur Verfu¨gung stehende Volumen unter Umsta¨nden
wesentlich kleiner als das Elektrodenvolumen.
• Die Frequenz des durch die externe Spule erzeugten Magnetfeldes muss eine
gute Elektrostimulation des Knochens ermo¨glichen2.
• Der Strom i0 muss so gewa¨hlt werden, dass die externe Spule ohne gro¨ßere
Ku¨hlmaßnahmen betrieben werden kann. Gleichzeitig sollte ein mo¨glichst star-
kes Magnetfeld erzeugt werden, um mit mo¨glichst wenigen Windungen inner-
halb der Stimulationselektroden auszukommen.
Alle genannten Parameter ko¨nnten in einem Optimierungsprozess gleichzeitig opti-
miert werden, um die gewu¨nschte elektrische Feldverteilung auf der Implantatober-
fla¨che zu erzielen. Allerdings ist dabei zu beachten, dass die Komplexita¨t des Opti-
mierungsproblems mit jedem zusa¨tzlich zu optimierenden Parameter rapide ansteigt.
Daher sollte die Menge der zu optimierenden Parameter mo¨glichst eingeschra¨nkt
werden und nur solche Parameter optimiert werden, die nicht anderweitig behandelt
werden ko¨nnen. Im folgenden wird die Optimierung einer Elektrodenanordnung 	p
nach Gleichung (4.2) betrachtet. Dies bedeutet, dass fu¨r jede Stimulationselektrode
eine optimale Position und eine optimale Windungszahl ermittelt werden mu¨ssen. Die
externe Prima¨rspule soll hierbei als gegeben angenommen werden. Der Strom i0 in
der externen Spule sowie die Stimulationsfrequenz wird mo¨glichst groß gewa¨hlt, um
die Anzahl der no¨tigen Sekunda¨rwindungen in den Stimulationselektroden mo¨glichst
klein wa¨hlen zu ko¨nnen. Hierbei ist allerdings zu beachten, dass bei der gewa¨hlten
Frequenz eine effektive Elektrostimulation des Knochens gewa¨hrleistet ist. Ziel der
Optimierung ist es, in unterschiedlichen Bereichen des Knochens verschiedene elek-
trische Feldsta¨rken zu generieren, um unterschiedliche Reaktionen des biologischen
Gewebes hervorzurufen. Hierbei ko¨nnen drei Fa¨lle unterschieden werden, die nachfol-
gend betrachtet werden sollen.
In Kapitel 4 wurde das Gebiet Ω definiert. Dies ist der Bereich des Knochens, der bei
der Datengewinnung abgetastet wurde. Es soll an dieser Stelle vorausgesetzt werden,
dass dieser Bereich hinreichend dicht abgetastet wurde, um das elektrische Feld mit
der no¨tigen Genauigkeit zu beschreiben, und dass Ω den fu¨r die Optimierung relevan-
ten Bereich auf der Implantatoberfla¨che entha¨lt. Die Definition von Zielfunktionen
fu¨r die elektrische Feldverteilung kann nun sowohl fu¨r den gesamten Bereich Ω erfol-
gen, als auch fu¨r einzelne Teilgebiete innerhalb von Ω. Abbildung 5.1 zeigt, wie eine
Aufteilung des abgetasteten Gebietes Ω in einzelne Teilgebiete erfolgen kann. Diese
Aufteilung ist hier nur als Beispiel gewa¨hlt und kann vo¨llig frei erfolgen.
Zuna¨chst soll der Fall einer oberen elektrischen Feldsta¨rkegrenze betrachtet werden,
die nicht u¨berschritten werden sollte/darf. Ziel einer Optimierung ist es also, eine
2Es sollen keine aktiven Komponenten zur Frequenzumrichtung im Implantat eingesetzt werden.
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Abbildung 5.1: Beispiel fu¨r eine Aufteilung der abgetasteten Region Ω in die Teilge-
biete Ω1, Ω2 und Ω3.
Elektrodenanordnung zu ermitteln, die in dem entsprechenden Bereich elektrische
Feldsta¨rken erzeugt, die unterhalb dieser kritischen Grenze liegen. Ein Anwendungs-
bereich hierfu¨r sind Gebiete mit angrenzenden Nervenbu¨ndeln, die nicht stimuliert
werden sollen. Es sei Ωi ein Bereich in Ω (Ωi ∈ Ω). Weiterhin sei Emax eine kritische
Feldsta¨rke, die in Ωi nicht u¨berschritten werden soll. Durch:
δj =
{
0 falls | 	E(Pj)| ≤ Emax ∨ Pj /∈ Ωi
(| 	E(Pj)| − Emax)2/E2max sonst
fi =
m∑
j=1
δj (5.1)
ist eine geeignete Zielfunktion fi gegeben. Hierbei wird die elektrische Feldsta¨rke fu¨r
alle m abgetasteten Punkte ausgewertet. Liegt der Punkt Pj nicht in Ωi oder ist die
Feldsta¨rke an diesem Punkt kleiner als die kritische Feldsta¨rke, so wird diesem Punkt
eine Abweichung δj = 0 zugewiesen. Andernfalls erha¨lt der Punkt ein δj > 0.
Abbildung 5.2 zeigt eine Darstellung des Abweichungsterms δj aus (5.1) an einem
beliebigen Punkt Pj innerhalb von Ωi. Es ist erkennbar, dass sich der zugewiesene
Wert bei einer U¨berschreitung der kritischen Feldsta¨rke nach dem Abstand zur obe-
ren Feldsta¨rkegrenze richtet. Dabei gehen gro¨ßere Abweichungen u¨berproportional
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Abbildung 5.2: Darstellung des Abweichungswertes δj als Funktion der elektrischen
Feldsta¨rke an einem Punkt Pj innerhalb des Optimierungsgebietes
Ωi nach (5.1).
sta¨rker ein als kleinere. Wird die Funktion fi wa¨hrend des Optimierens minimiert, so
werden auch die U¨berschreitungen der kritischen Feldsta¨rke im Gebiet Ωi minimiert.
In analoger Weise la¨sst sich ein zweites Optimierungskriterium definieren: Es soll
in einem Gebiet Ωi eine gewisse Feldsta¨rke Emin u¨berschritten werden. Dies ist der
typische Fall in Bereichen, in dem der Knochen durch die Elektrostimulation zum
Wachsen angeregt werden soll. Unter der Annahme, dass eine positive Beeinflussung
des Knochenwachstums ab einer gewissen elektrischen Feldsta¨rke auftritt, muss eine
Elektrodenanordnung ermittelt werden, die mindestens diese Feldsta¨rke in Ωi erzeu-
gen. Durch:
δj =
{
0 falls | 	E(Pj)| ≥ Emin ∨ Pj /∈ Ωi
(| 	E(Pj)| − Emin)2/E2min sonst
fi =
m∑
j=1
δj (5.2)
ist eine geeignete Zielfunktion definiert. Hierbei wird erneut jedem Punkt Pj ein Wert
fu¨r den Grad der Abweichung vom Sollbereich zugewiesen. Im Anschluss werden alle
Abweichungswerte addiert. Wird diese Funktion wa¨hrend der Optimierung minimiert,
so wird gleichzeitig die Unterschreitung der Feldsta¨rke Emin innerhalb Ωi minimiert.
Abbildung 5.3 zeigt eine Darstellung des Abweichungsterms δj aus (5.2) an einem
Punkt Pj innerhalb von Ωi.
Eine drittes Optimierungsziel ergibt sich durch die Kombination der beiden zuvor
pra¨sentierten Zielfunktionen: In einem Gebiet Ωi soll eine gewisse Feldsta¨rke Emin
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Abbildung 5.3: Darstellung des Abweichungswertes δj als Funktion der elektrischen
Feldsta¨rke an einem Punkt Pj innerhalb des Optimierungsgebietes
Ωi nach (5.2).
erreicht oder u¨berschritten werden. Gleichzeitig soll eine obere Grenze Emax nicht
u¨berschritten werden (dass Emin < Emax gilt, sei hier vorausgesetzt). Eine geeignete
Zielfunktion ist durch:
δj =
⎧⎪⎨
⎪⎩
0 falls | 	E(Pj)| ∈ [Emin, Emax] ∨ Pj /∈ Ωi
(| 	E(Pj)| − Emin)2/E2min falls | 	E(Pj)| < Emin
(| 	E(Pj)| − Emax)2/E2max falls | 	E(Pj)| > Emax
fi =
m∑
j=1
δj (5.3)
gegeben. Hierbei wird jedem Punkt innerhalb Ωi ein Wert, der die Abweichung vom
Sollintervall [Emin, Emax] charakterisiert, zugewiesen. Erneut haben gro¨ßere Abwei-
chungen einen u¨berproportionalen Einfluss auf den resultierenden Zielfunktionswert.
Abbildung 5.4 zeigt eine Darstellung des Abweichungswertes δj aus (5.3) an einem
Punkt Pj (in diesem Beispiel wurde Emax = 2Emin angenommen).
Mit den Zielfunktionen (5.1)-(5.3) ko¨nnen nun innerhalb des Optimierungsgebietes
Ω einzelnen Bereichen Ziele fu¨r die Verteilung des elektrischen Feldes zugewiesen und
in Form von zu minimierenden Funktionen beschrieben werden. Wa¨hrend des Opti-
mierungsprozesses wird dann gezielt nach Elektrodenanordnungen gesucht, die diese
Zielfunktionen bestmo¨glich minimieren. Weiterhin ist durch die Definition der Ziel-
funktionen bekannt, dass ein Zielfunktionswert von Null einer Zielfunktion gleichbe-
deutend mit dem vollsta¨ndigen Erreichen des korrespondierenden Optimierungszieles
ist.
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Abbildung 5.4: Darstellung des Abweichungswertes δj als Funktion der elektrischen
Feldsta¨rke an einem Punkt Pj innerhalb des Optimierungsgebietes
Ωi nach (5.3) (Emax = 2Emin).
5.2 Eindimensionale Optimierungsverfahren
Im vorherigen Abschnitt wurde eine Methode vorgestellt, mit der eine Reihe von
Zielvorgaben fu¨r die elektrische Feldsta¨rke in unterschiedlichen Regionen des Kno-
chens durch Funktionen formuliert werden ko¨nnen. An dieser Stelle soll nun ange-
nommen werden, dass im abgetasteten Knochenareal Ω k Gebiete definiert wurden
(Ω1, ...,Ωk ∈ Ω). Weiterhin soll davon ausgegangen werden, dass fu¨r jedes Gebiet Ωi
eine Zielfunktion fi nach (5.1), (5.2) oder (5.3) definiert wurde.
In Kapitel 4 wurde der Begriff der Elektrodenanordnung eingefu¨hrt und mit dem
Symbol 	p bezeichnet. Im Kontext der Optimierung kann eine Elektrodenanordnung
als ein Vektor im Parameterraum aufgefasst werden. Daher soll von einer Elektroden-
anordnung nun als Parametervektor gesprochen werden. Ziel der Optimierung ist es
nun, die optimale Elektrodenanordnung 	pO zu finden, die die Zielfunktionen f1 bis
fk minimiert.
Eine Elektrodenanordnung aus N Stimulationselektroden hat hierbei 3N linear un-
abha¨ngige Parameter, die optimiert werden mu¨ssen3 (fu¨r jede Stimulationselektrode
zwei Koordinaten (x, y-Position) und die Anzahl der Windungen im Elektrodeninne-
ren NW ).
Mittels des in Kapitel 4 vorgestellten Verfahrens kann zu einer Elektrodenanordnung
	p mit 3N Freiheitsgraden eine Feldverteilung in Ω berechnet werden. Die Zielfunk-
tionen f1 bis fk weisen dieser berechneten Feldverteilung k skalare Werte zu, die
3Es soll darauf verzichtet werden, die Anzahl der Stimulationselektroden wa¨hrend eines Opti-
mierungslaufes zu erho¨hen, da die erhaltenen Elektrodenanordnungen nicht mehr mit einander
vergleichbar wa¨ren.
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minimiert werden mu¨ssen. Diese k Werte ko¨nnen als Vektor aus einem Vektorraum
der Dimension k aufgefasst werden. Der Vektorraum, dem dieser Vektor entstammt,
wird in Anlehnung an den Parameterraum als Zielfunktionsraum bezeichnet [Wei08].
Somit wird durch die Feldberechnung und die anschließende Bewertung der elektri-
schen Feldverteilung mittels k Zielfunktionen eine Abbildung der Form R3N → Rk
realisiert.
Sollen nun die k Zielfunktionen gleichzeitig minimiert werden, so ko¨nnen sie zu einer
Zielfunktion zusammengefasst werden:
f(	p) =
k∑
i=1
gifi(	p) gi > 0, gi ∈ R. (5.4)
Hierfu¨r werden die einzelnen Zielfunktionswerte gewichtet addiert und der Zielfunk-
tionsraum auf R abgebildet (Rk → R). An die Gewichte gi sollen keine besonders
strengen Anforderungen gestellt werden. Um den Charakter der Minimierung zu er-
halten, soll gefordert werden, dass sa¨mtliche Gewichte gi gro¨ßer Null sind und der
Menge der reellen Zahlen entstammen. Zur Minimierung der Zielfunktion f aus (5.4)
mu¨ssen nun die Gewichte gi geeignet gewa¨hlt werden. Prinzipiell kann durch die Wahl
der Gewichte eine Priorisierung der einzelnen Zielfunktionen fi erfolgen. Allerdings
stellt die Wahl der Gewichte einen Schwachpunkt dieses Verfahrens dar: Der Wer-
tebereich der einzelnen Zielfunktionen fi ist a priori schwer einscha¨tzbar. Dies kann
dazu fu¨hren, dass durch eine ungu¨nstige Wahl der Gewichte einzelne Zielfunktionen
zu stark oder zu schwach in die Zielfunktion f eingehen [DD97].
Da der Wertebereich im Allgemeinen nicht bekannt ist, kann dieses Problem vor
dem Optimierungsprozess nicht geeignet behandelt werden. Die einzige Mo¨glichkeit
ist, wa¨hrend einer Optimierung den Wertebereich aller Zielfunktionen fi zu beob-
achten und gegebenenfalls, bei einer ungu¨nstigen Wahl der Wichtungsfaktoren, diese
anzupassen und den Optimierungsalgorithmus erneut zu starten. Neben diesem Pro-
blem ergeben sich eine Reihe von weiteren Schwierigkeiten, die mit diesem Ansatz
verbunden sind. Auf diese soll hier allerdings nicht weiter eingegangen werden. Der
interessierte Leser sei fu¨r eine ausfu¨hrliche Diskussion auf [Wei08] verwiesen. Nachfol-
gend werden drei Algorithmen vorgestellt, deren Eignung untersucht wurde, um die
aus (5.4) resultierende Zielfunktion zu minimieren. Die Ergebnisse der Optimierung
mit diesen Algorithmen werden in Kapitel 6 vorgestellt.
Zur korrekten Behandlung der Nebenbedingungen wurde ein einfacher aber effekti-
ver Ansatz verwendet. Hierbei wird jedem Parametervektor, der eine Nebenbedin-
gung verletzt, automatisch ein Zielfunktionswert zugewiesen, der gro¨ßer ist als alle
Zielfunktionswerte von gu¨ltigen Parametervektoren, die alle Nebenbedingungen ein-
halten [Cou43].
67
5 Zur Optimierung des Elektrostimulationssystems
5.2.1 Nelder-Mead-Simplex-Algorithmus
Eine Mo¨glichkeit zur Minimierung der eindimensionalen Zielfunktion aus Gleichung
(5.4) stellt der Nelder-Mead-Simplex-Algorithmus4 [NM65] dar. Dieser kann zur Mi-
nimierung von mehrdimensionalen Funktionen genutzt werden. Zu Beginn werden
fu¨r ein n-dimensionales Optimierungsproblem n + 1 Punkte, die ein Simplex5 bil-
den, im Parameterraum erzeugt. Fu¨r jeden Simplexpunkt wird der Funktionswert
der zu minimierenden Funktion bestimmt. Im Anschluss fu¨hrt das Simplex eine von
vier mo¨glichen Transformationen aus, um den Simplexpunkt mit dem schlechtesten
Funktionswert durch einen neuen zu ersetzen:
1. Reflexion: Der Punkt mit dem schlechtesten Funktionswert wird am Schwer-
punkt des Simplex gespiegelt.
2. Expansion: War die Reflexion erfolgreich, das heisst, dass der neue Punkt den
besten Funktionswert aufweist, so wird dieser Punkt weiter in Richtung der
letzten Reflexionsoperation verschoben.
3. Kontraktion: Weist der durch die Reflexion entstandene Punkt hingegen er-
neut den schlechtesten Funktionswert auf, so wird dieser verworfen und der
urspru¨ngliche Punkt wird in Richtung des Punktes mit dem besten Funktions-
wert bewegt. Hierbei verkleinert das Simplex sein Volumen, daher der Name
Kontraktion.
4. Komprimierung: Bringt auch die Kontraktion keinen neuen Punkt mit einem
besseren Funktionswert hervor, so werden alle Simplexpunkte in Richtung des
Punktes mit dem niedrigsten Funktionswert zusammengezogen.
Diese vier Transformationsschritte werden nun so lange durchgefu¨hrt, bis eine hin-
reichend gute Lo¨sung gefunden wurde oder das Simplex sich auf ein hinreichend
kleines Volumen zusammengezogen hat. Der Punkt mit dem besten Funktionswert
stellt dann gleichzeitig das gefundene Optimum dar. Fu¨r die Operationen Expansi-
on, Kontraktion und Komprimierung mu¨ssen eine Reihe von Parametern spezifiziert
werden, die diese Operationen steuern. Auf die Wahl dieser Parameter soll hier nicht
weiter eingegangen werden. Der interessierte Leser sei auf [YD74] verwiesen. Eine
Implementation des Algorithmus kann [PTVF07] entnommen werden.
Fu¨r die Optimierung des Elektrostimulationssystems ist dieser Algorithmus gut ge-
eignet, da er ohne Ableitungen auskommt. Diese mu¨ssten ansonsten durch rechenauf-
wendige Differenzenquotienten nachgebildet werden. Es werden lediglich die Funk-
tionswerte der Simplexpunkte im Parameterraum beno¨tigt. Hierdurch ist der Algo-
rithmus robust und kann auch zur Optimierung unstetiger Funktionen eingesetzt
werden. Allerdings ist bei nichtlinearen Optimierungsproblemen zu beachten, dass
die Konvergenz in Richtung des globalen Minimums nicht sichergestellt werden kann.
4Auch unter dem Namen Downhill-Simplex-Verfahren bekannt.
5Ein Simplex ist der einfachste Ko¨rper, der durch n + 1 Punkte in einem n dimensionalen Raum
erzeugt wird. Im 3-dimensionalen Raum wa¨re dies ein Tetraeder.
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Somit wird unter Umsta¨nden lediglich ein lokales Minimum gefunden. Um die Wahr-
scheinlichkeit dafu¨r zu erho¨hen, dass das globale Minimum gefunden wird, kann der
Algorithmus mit verschiedenen Konfigurationen gestartet werden. Das Minimum ist
dann durch den Punkt gegeben, der den niedrigsten Funktionswert aufweist.
5.2.2 Methode des Simulated-Annealing
Ein Schwachpunkt des Nelder-Mead-Simplex-Downhill Algorithmus liegt darin, dass
neue Punkte im Parameterraum nur dann Eingang in das Iterationsschema finden,
wenn ihr Funktionswert besser ist als der Punkt, der ersetzt werden soll. Dies hat
zur Folge, dass das Simplex meistens gegen das na¨chste lokale Minimum konvergiert.
Um also die Wahrscheinlichkeit dafu¨r zu erho¨hen, dass ein Optimierungsverfahren
das globale Optimum findet, mu¨ssen auch tempora¨re Verschlechterungen des Ziel-
funktionswertes zugelassen werden. Dadurch wird es einem Algorithmus ermo¨glicht,
Regionen im Parameterraum zu verlassen, die ein lokales Minimum aufweisen.
Ein Optimierungsverfahren mit diesen Eigenschaften ist das Simulated-Annealing
[KCV83]. Dieser Algorithmus simuliert einen Ausglu¨hprozess, wie er zur Verringerung
von mechanischen Spannungen in bearbeiteten Werkstu¨cken eingesetzt wird. Die zu
minimierende Funktion wird hierbei als Energiefunktion interpretiert. Ausgehend
von einem Punkt im Parameterraum wird zufa¨llig ein neuer Punkt in der Umgebung
erzeugt. Ist der Funktionswert des neuen Punktes kleiner als der des alten Punktes,
so wird die neue Lo¨sung u¨bernommen. Ist er hingegen gro¨ßer, so wird er lediglich mit
einer gewissen Wahrscheinlichkeit u¨bernommen, die der Boltzmann-Verteilung folgt:
p = e−(fneu−falt)/Ti (5.5)
Hierbei bezeichnen fneu und falt die Funktionswerte des neuen beziehungsweise des
alten Punktes im Parameterraum. Der Parameter Ti bezeichnet einen Temperaturpa-
rameter, mit dem die U¨bernahmewahrscheinlichkeit einer Verschlechterung gesteuert
wird. Zu Beginn wird ein hinreichend großes T0 gewa¨hlt. Nach einer Anzahl von
Iterationsschritten wird die Temperatur gesenkt:
Ti+1 = cTi c ∈ (0,1). (5.6)
Somit stellt die Temperatur Ti+1 eine monoton fallende Folge dar.
Abbildung 5.5 zeigt eine Darstellung der U¨bernahmewahrscheinlichkeit nach Glei-
chung (5.5) fu¨r eine Folge von Temperaturparametern. Es ist erkennbar, dass bei
ho¨heren Werten von T auch große Verschlechterungen mit hoher Wahrscheinlichkeit
u¨bernommen werden. Bei kleineren Werten von T ist die Wahrscheinlichkeit, dass
gro¨ßere Verschlechterungen u¨bernommen werden, wesentlich geringer.
Zu Beginn des Verfahrens sind auch große Verschlechterungen des Funktionswertes
wahrscheinlich. Jedoch wird mit fallendem Temperaturparameter die Wahrschein-
lichkeit, einen ho¨heren Funktionswert einzunehmen, immer geringer. Bei hinreichend
langsamer Senkung des Temperaturparameters und hinreichend vielen U¨berga¨ngen
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Abbildung 5.5: Darstellung der U¨bernahmewahrscheinlichkeit fu¨r verschiedene Ti als
Funktion der Abweichung (fneu − falt)/falt
auf einer Temperaturstufe Ti konvergiert die Lo¨sung gegen das globale Minimum
[GKR94].
Ein wesentlicher Vorteil dieses Verfahrens liegt in seiner geringen Komplexita¨t. Je-
doch sind - im Vergleich zu anderen Optimierungsverfahren - sehr viele Funktions-
auswertungen no¨tig. Weiterhin mu¨ssen die Starttemperatur T0 und die Abku¨hlrate
c geeignet spezifiziert werden, um eine akzeptable Konvergenz zu erreichen. Auf die
Wahl der Parameter soll hier nicht na¨her eingegangen werden. Der interessierte Leser
sei hierfu¨r auf [Kir84] verwiesen. Ergebnisse der Optimierung mit dem Simulated-
Annealing Verfahren werden in Kapitel 6 vorgestellt.
5.2.3 Differential Evolution
Als letzter eindimensionaler Optimierungsalgorithmus soll das Verfahren der Diffe-
rential Evolution [SP95] vorgestellt werden. Der Grundgedanke dieses Verfahrens
ist, dass neue Vektoren im Parameterraum durch die Linearkombination bekannter
Lo¨sungen gebildet werden.
Soll eine optimale Elektrodenanordnung 	pO, die eine Zielfunktion nach Gleichung
(5.4) mit k einzelnen Zielfunktionen minimiert, ermittelt werden, so werden zuna¨chst
nk Elektrodenanordnungen zufa¨llig erzeugt:
	pi i ∈ [1, nk]. (5.7)
Fu¨r jeden Vektor wird der Zielfunktionswert f(	pi) bestimmt. Im Anschluss wird fu¨r
jeden Vektor aus (5.7) ein Testvektor 	vi generiert:
	vi = 	pr1 + F · (	pr2 − 	pr3); r1, r2, r3 ∈ [1, nk], (5.8)
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der sich aus der Linearkombination aus einem zufa¨llig gewa¨hlten Vektor 	pr1 und
der Differenz zweier weiterer zufa¨llig gewa¨hlter Vektoren bildet. Der Faktor F ist
eine konstante reelle Zahl, die die Versta¨rkung oder Da¨mpfung des Differenzvektors
	pr2 − 	pr3 steuert. Fu¨r jeden Testvektor vi wird im Anschluss der Funktionswert der
zu optimierenden Zielfunktion ermittelt. Ist dieser niedriger als der Zielfunktionswert
des urspru¨nglichen Vektors 	pi, so ersetzt 	vi den Vektor 	pi in der na¨chsten Generation.
Andernfalls wird 	pi beibehalten.
Um die Diversita¨t der Population zu erho¨hen, wird ein zweiter Testvektorsatz 	ui nach
folgendem Schema ermittelt, das den Testvektor 	vi mit dem urspru¨nglichen Vektor
	pi mischt:
	ui = [uj ]k
uj =
{
(	vi)j wenn j = rmod k, ..., (r + L− 1)modk; r ∈ [0, k − 1], L ∈ [1, k]
(	pi)j sonst.
Fu¨r den zweiten Satz von Testvektoren werden zuna¨chst der Startindex r und die
Anzahl der zu tauschenden Komponenten L ermittelt. Im Anschluss wird ein neuer
Vektor aus den Komponenten der beiden Vektoren 	vi und 	pi gebildet. Fu¨r diesen
neuen Vektor wird der Funktionswert berechnet. Ist er besser, so ersetzt er 	pi in der
na¨chsten Generation. Andernfalls wird der Vektor 	pi beibehalten. Nach diesem Sche-
ma wird nun eine Generationenfolge von Vektoren erzeugt, bis ein Abbruchkriterium
erreicht ist. Der Vektor mit dem besten Funktionswert stellt dann die optimierte
Elektrodenanordnung dar. Auf die Wahl der freien Parameter des Algorithmus soll
erneut nicht eingegangen werden, der interessierte Leser sei auf [SP95] und [GMK02]
verwiesen.
5.2.4 Bewertung der eindimensionale Optimierungsverfahren
Es wurden drei Algorithmen vorgestellt, die zur Lo¨sung der aus (5.4) resultieren-
den Minimierungsaufgabe genutzt werden ko¨nnen. Ein Problem kann allerdings mit
keinem dieser Algorithmen zufriedenstellend gelo¨st werden, da dieses inha¨rent mit
Erzeugung der Zielfunktion aus Gleichung (5.4) verknu¨pft ist. Durch die Wahl der
Gewichte gi werden die unterschiedlichen Zielfunktionen in den Gebieten unterschied-
lich gewichtet und gehen somit unterschiedlich stark in den Optimierungsprozess ein.
Somit wird fu¨r eine unterschiedliche Wahl der Gewichte ein unterschiedlicher Punkt
im Zielfunktionsraum als Optimum ermittelt. Dies soll zuna¨chst an einem einfachen
Beispiel illustriert werden.
Abbildung 5.6 zeigt den Zielfunktionsraum eines Minimierungsproblems mit zwei Op-
timierungszielen, die durch f1 und f2 beschrieben werden (dieses Problem entspricht
zwei Gebieten Ω1 und Ω2, in denen die Feldverteilung optimiert werden soll). Fu¨r
unterschiedliche Gewichte gi werden unterschiedliche Punkte im Zielfunktionsraum
ermittelt. Wird eine der Zielfunktionen u¨berproportional begu¨nstigt, indem der zu-
geho¨rige Wichtungsfaktor wesentlich gro¨ßer als der andere gewa¨hlt wird, wird diese
Funktion gro¨ßtenteils minimiert. Dies ist in Abbildung 5.6 sehr gut erkennbar: Hier
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f1
f2
g2  g1
g1  g2
0
Abbildung 5.6: Ermittelte Optima fu¨r verschiedene Gewichte in einem Zielfunktions-
raum fu¨r ein Optimierungsproblem mit den Zielfunktionen f1 und
f2.
wurde die Minimierung unter der Annahme g2  g1 (beziehungsweise g1  g2)
durchgefu¨hrt. Bei dieser Wahl der Wichtungsfaktoren wird f1 (f2) minimiert und er-
reicht den Wert Null. Die jeweils andere Zielfunktion spielt in der Minimierung erst
dann eine entscheidende Rolle, wenn die erste Zielfunktion einen hinreichend kleinen
Wert angenommen hat. Dies ist prinzipiell kein Problem fu¨r die Optimierung des
Elektrostimulationssystems, wenn alle Funktionen zu Null minimiert werden ko¨nnen.
Ist dies allerdings nicht der Fall, muss eine geeignete Kompromisslo¨sung gefunden
werden, die alle Zielfunktionen fi hinreichend gut minimiert.
Hierzu eine kleine U¨berlegung: Gegeben seien zwei Gebiete Ω1 und Ω2 sowie die
dazu geho¨rigen Zielfunktionen nach (5.1)-(5.3)6. Weiterhin soll davon ausgegangen
werden, dass der Optimierungsalgorithmus jeweils das globale Minimum ermittelt.
Zuna¨chst soll der Wichtungsfaktor g1 wesentlich gro¨ßer gewa¨hlt werden als g2. In die-
sem Fall wird f1 so gut wie mo¨glich minimiert und f2 spielt eine untergeordnete Rolle
(siehe Abbildung 5.6). Anschließend wird g1 um einen kleinen Betrag reduziert und
der Optimierungsprozess erneut gestartet. In der nun ermittelten Lo¨sung wird die
Zielfunktion f1 einen geringfu¨gig ho¨heren Zielfunktionswert aufweisen als im vorheri-
gen Lauf. Der Wert der Zielfunktion f2 hat sich hierbei geringfu¨gig verbessert. Nun
wird erneut der Wichtungsfaktor g1 reduziert und der Optimierungsprozess wieder-
um gestartet. Diese Prozedur wird solange durchgefu¨hrt, bis der Wichtungsfaktor g2
wesentlich gro¨ßer ist als g1. Mit diesen Wichtungsfaktoren wird nun die Funktion f2
minimiert, wa¨hrend die Funktion f1 eine untergeordnete Rolle spielt. Unter der ein-
6Dieses Beispiel la¨sst sich auf beliebig viele Zielfunktionen erweitern und wurde hier der Anschau-
lichkeit wegen auf zwei Zielfunktionen beschra¨nkt.
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gangs geforderten Bedingung, dass der Optimierungsalgorithmus jeweils das globale
Minimum ermittelt, kann folgende Aussage getroffen werden: Ausgehend von einem
Satz Wichtungsfaktoren {g1, g2} und einem korrespondierenden Optimum im Ziel-
funktionsraum {f1, f2} kann eine Verbesserung des einen Zielfunktionswertes (durch
eine Erho¨hung des zugeho¨rigen Wichtungsfaktors) nur durch eine Verschlechterung
des anderen Zielfunktionswertes erreicht werden. Die so ermittelte Menge wird als
Pareto-Menge7 des Optimierungsproblems bezeichnet [Wei08].
Da der Wertebereich der einzelnen Zielfunktionen allerdings im Allgemeinen nicht
bekannt ist, kann zuna¨chst nur mit einem Satz an Wichtungsfaktoren optimiert wer-
den. Entspricht das gefundene Element der Pareto-Menge nicht den Anforderungen,
da einzelne Ziele unter- oder u¨berrepra¨sentiert sind, so mu¨ssen die Wichtungsfakto-
ren modifiziert und der Optimierungsprozess erneut gestartet werden. Dies wird nun
solange durchgefu¨hrt, bis ein geeignetes Element der Pareto-Menge gefunden wurde.
Es ist ersichtlich, dass dieses Verfahren wenig effektiv und unter Umsta¨nden sehr
zeitaufwendig ist. Daher soll zur Optimierung des Elektrostimulationssystems ein
Algorithmus vorgestellt werden, der in einem Lauf die komplette Pareto-Menge (be-
ziehungsweise eine bestmo¨gliche Approximation) ermittelt. Dies hat den Vorteil, dass
keine Wichtungsfaktoren spezifiziert werden mu¨ssen beziehungsweise eine weite Span-
ne von Wichtungsfaktoren implizit enthalten ist. Im nachfolgenden Abschnitt wird
ein Optimierungsverfahren vorgestellt, das eine Approximation der Pareto-Menge fu¨r
mehrere Zielfunktionen ermittelt.
5.3 Mehrdimensionale Optimierung - Pareto
Optimierung
In diesem Abschnitt soll mit den gleichen Voraussetzungen begonnen werden, wie in
Abschnitt 5.2: Es wird davon ausgegangen, dass in Ω k Gebiete sowie k Zielfunktion
nach (5.1), (5.2) oder (5.3) definiert wurden. Erneut ist das Ziel, eine Elektrodenkon-
figuration 	pO zu ermitteln, die die Zielfunktionen f1 bis fk bestmo¨glich minimiert.
Im Gegensatz zum vorherigen Abschnitt sollen die k Zielfunktionen nun nicht zu
einer Funktion zusammengefasst werden. Somit wird durch die k Zielfunktionen ei-
ne Elektrodenanordnung mit N Stimulationselektroden und 3N Freiheitsgraden in
einen k-dimensionalen Vektorraum (Zielfunktionsraum) abgebildet.
5.3.1 Optimalita¨t in mehreren Dimensionen
Da die zu minimierende Gro¨ße nun ein Vektor und kein Skalar ist, muss ein neuer
Optimalita¨tsbegriff definiert werden, um einzelne Lo¨sungen im Zielfunktionsraum
vergleichbar zu machen [KLP75].
7Benannt nach dem O¨konom und Soziologen Vilfredo Pareto.
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Es sei P eine Menge von n Elektrodenanordnungen mit jeweils N Stimulationselek-
troden:
P = 	p1, ..., 	pn. (5.9)
Weiterhin sei F eine vektorielle Funktion, die die k Zielfunktionen f1, ..., fk zu einem
Zielfunktionsvektor zusammenfasst:
F = (f1, ..., fk)
T
F : R3N → Rk (5.10)
und eine Elektrodenanordnung 	p in den Zielfunktionsraum abbildet. Es soll weiterhin
davon ausgegangen werden, dass alle Zielfunktionen f1, ... , fk minimiert werden
sollen. Eine Relation zum Vergleich zweier Elektrodenanordnungen 	p1 und 	p2 ist
durch die Dominanzrelation [Wei08] gegeben:
	p1 
 	p2 : ⇔ ∀i : 1 < i ≤ k : fi(	p1) ≤ fi(	p2) ∧
∃j : 1 < j ≤ k : fj(	p1) < fj(	p2). (5.11)
Die Elektrodenanordnung 	p1 dominiert eine zweite Elektrodenanordnung 	p2, wenn
sie in allen Zielfunktionswerten mindestens den gleichen (kleinen) Zielfunktionswert
erreicht und mindestens in einer Zielfunktion einen besseren. Diese Definition soll an
einem Beispiel illustriert werden.
f1
f2
	p1
	p2
	p3
	p4
	p5
Abbildung 5.7: Beispiel fu¨r die Dominanzrelation aus (5.11) in einem zweidimensio-
nalen Zielfunktionsraum
Abbildung 5.7 zeigt einen zweidimensionalen Zielfunktionsraum mit den Zielfunktio-
nen f1 und f2, die minimiert werden sollen. In diesem sind die Zielfunktionswerte
von fu¨nf Elektrodenanordnungen (	p1, ..., 	p5) dargestellt. In diesem Beispiel werden
die Elektrodenanordnungen 	p1, 	p2 und 	p3 von keiner anderen Elektrodenanordnung
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dominiert. Die Anordnungen 	p4 und 	p5 werden von mindestens einer der zuvor ge-
nannten Elektrodenanordnungen dominiert. Somit sind die Anordnungen 	p1, 	p2 und
	p3 optimal im Sinn der Relation (5.11).
Ziel ist es nun, eine Optimierung des Elektrostimulationssystems basierend auf der
Dominanzrelation durchzufu¨hren, um zu einem gegebenen Problem mit mehreren
Zielfunktionen eine Approximation der Pareto-Menge zu ermitteln. Dieser Grund-
gedanke wurde zuna¨chst von Goldberg et al. [GDH92] formuliert. Basierend auf
[GDH92] wurden verschiedene Optimierungsverfahren entwickelt (beispielsweise [SD94],
[HNG94] und [FF93]), von denen sich insbesondere der NSGA-Algorithmus [SD94]
durch seine breite Anwendbarkeit fu¨r eine Vielzahl von Problemen bewa¨hrte. Im
Jahr 2002 stellten Deb et al. [DPAM02] einen angepassten Algorithmus vor, der
verschiedene Kritikpunkte am urspru¨nglichen Algorithmus beseitigte. Es soll an die-
ser Stelle nicht auf die Vor- und Nachteile der einzelnen Algorithmen eingegangen
werden, da dies den Umfang der Arbeit sprengen wu¨rden. Der interessierte Leser
sei daher an eine Reihe von Vero¨ffentlichungen verwiesen ([Whi94], [FF95], [CP98],
[Coe98], [ZT99], [vL00], [ZDT00], [Pur03]), in denen das Verhalten von verschiede-
ne Algorithmen an einer Vielzahl von Testproblemen analysiert wird. Hierbei haben
der NSGA-Algorithmus und sein Nachfolger gezeigt, dass sie in der Lage sind, auch
komplexe Optimierungsprobleme in vertretbarer Zeit zu lo¨sen.
5.3.2 Evolutiona¨re mehrdimensionale Optimierung des
Elektrostimulationssystems
Ein evolutiona¨rer Optimierungsalgorithmus imitiert den Prozess der Evolution in
der Biologie: Ausgehend von einer Elterngeneration werden neue, modifizierte Nach-
kommen erzeugt, die sich von ihren Eltern unterscheiden. Jedoch werden nicht alle
Individuen einer Elterngeneration in die Erzeugung der Nachkommen einbezogen.
Die Individuen werden anhand der zu optimierenden Funktion (oder Funktionen im
mehrdimensionalen Fall) bewertet und die Wahrscheinlichkeit Nachkommen hervor-
zubringen ist fu¨r Individuen mit guten Eigenschaften (entspricht besseren Funkti-
onswerten) ho¨her. Die Nachkommen ersetzen nun die Elterngeneration und bringen
ihrerseits erneut Nachkommen hervor. Da Individuen mit wu¨nschenswerten Eigen-
schaften bevorzugt Nachkommen hervorbringen, setzen sich diese Eigenschaften im
Verlauf von vielen Generationen durch. Dieses Prinzip ist die Grundlage von allen
evolutiona¨ren Algorithmen.
Es wurde eine Vielzahl von unterschiedlichen Algorithmen vorgeschlagen, die sich die-
ses Prinzip zunutze machen. Auf die unterschiedlichen Algorithmen soll hier nicht wei-
ter eingegangen werden. Umfangreiche Vergleiche ko¨nnen in verschiedenen Vero¨ffent-
lichungen nachvollzogen werden (beispielsweise [CP98], [Coe98], [ZT99], [vL00] und
[ZDT00]). Ein grundsa¨tzliches Problem ist allerdings allen evolutiona¨ren Algorith-
men gemein: Fu¨r den Optimierungsprozess mu¨ssen verschiedene Parameter spezifi-
ziert werden, fu¨r die a priori kein Wert angegeben werden kann. Vielmehr mu¨ssen
die optimalen Parameter im Verlauf mehrerer Optimierungszyklen ermittelt werden.
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Auch fu¨r den nachfolgend pra¨sentierten NSGA-2 -Algorithmus, der in der Arbeit fu¨r
das vorliegende Problem angepasst wurde, mu¨ssen mehrere Parameter spezifiziert
werden. Diese werden in den entsprechenden Abschnitten eingefu¨hrt. Ein Vergleich
der ein- und mehrdimensionalen Optimierung erfolgt in Kapitel 6.
Dieser Abschnitt ist nicht als Einfu¨hrung in die Theorie der evolutiona¨ren Optimie-
rung gedacht. Vielmehr soll eine im Rahmen dieser Arbeit angepasste Version des
NSGA-2 -Algorithmus betrachtet werden, die zur Optimierung des aus Gleichung
(5.10) bekannten mehrdimensionalen Optimierungsproblems genutzt werden kann.
Algorithmus 1 Schema des angepassten NSGA-2 -Algorithmus.
1: i = 1
2: Population1 = Startpopulation(n)
3: while i ≤ imax && !Abbruch() do
4: Fitnessi = FitnessBestimmen(Populationi)
5: Pooli = Selektion(Populationi, F itnessi)
6: Nachkommeni = Reproduktion(Pooli)
7: Populationi+1 = Reduktion(Populationi ∪Nachkommeni)
8: i + +
9: end while
10: FitnessBestimmen(Populationi+1)
Der grundsa¨tzliche Ablauf ist in Algorithmus 1 dargestellt. Zuna¨chst wird die Start-
population Population1 = {	p1, ..., 	pn} mit n Elektrodenanordnungen zufa¨llig er-
zeugt. Einzige Bedingung hierbei ist, dass gu¨ltige Elektrodenanordnungen erzeugt
werden (siehe Nebenbedingungen zu Beginn dieses Kapitels). Die Gro¨ße der Popu-
lation geho¨rt zu den Parametern, die - wie eingangs erwa¨hnt - vom Nutzer zu spe-
zifizieren sind. Im Anschluss wird die Fitness8 jedes Individuums bestimmt. Diese
ist ein Maß dafu¨r, wie gut eine Elektrodenanordnung die gewu¨nschte Feldverteilung
generieren kann und inwiefern die einzelnen Zielfunktionswerte f1, ..., fk minimiert
werden. Danach wird ein Teil der aktuellen Generation ausgewa¨hlt und in den Re-
produktionspool u¨bernommen. Die Wahrscheinlichkeit fu¨r ein Individuum, in den
Reproduktionspool (Pool) u¨bernommen zu werden, basiert auf seinem Fitnesswert.
Individuen, die als
”
fitter“ bewertet wurden, also im Sinne der Optimierung besser
sind, haben eine bessere Chance, in den Reproduktionspool u¨bernommen zu werden.
Im nachfolgenden Schritt werden aus den Individuen (Elektrodenanordnungen) des
Reproduktionpools n neue Elektrodenanordnungen generiert und mit der Elterngene-
ration zusammengefu¨gt. Die resultierende Menge entha¨lt nun 2n Individuen. Daher
wird erneut die Fitness dieser Menge berechnet, und die n Individuen mit den besten
Fitnesswerten werden in die nachfolgende Generation u¨bernommen. Dies stellt sicher,
dass sehr gute Individuen, die in dieser Generation nicht in den Reproduktionspool
u¨bernommen wurden, erhalten bleiben.
8Der in diesem Kontext gebra¨uchliche Begriff der Fitness geht auf die darwinsche Evolutionstheorie
zuru¨ck →
”
Survival of the Fittest“.
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Dieser Prozess wird nun wiederholt, bis ein Abbruchkriterium oder eine vorher festge-
legte Anzahl an Iterationen imax erreicht wird. Die Population der letzten Generation
entha¨lt die besten ermittelten Elektrodenanordnungen. In dieser Menge von Individu-
en werden die Elektrodenanordnungen bestimmt, die von keinen anderen Elektroden-
anordnungen dominiert werden (siehe Relation (5.11)). Diese Anordnungen stellen
dann die beste gefundene Approximation der Pareto-Menge des Optimierungspro-
blems dar. Die einzelnen Schritte des Optimierungsverfahrens werden nachfolgend
behandelt.
5.3.3 Schritt 1: Erzeugung der Startpopulation
Zuna¨chst muss eine geeignete Startpopuluation erzeugt werden (im Algorithmus Zeile
zwei). Hier ko¨nnen prinzipiell verschiedene Ansa¨tze verfolgt beziehungsweise mitein-
ander kombiniert werden, um eine Startpopulation zu erzeugen:
• Zufa¨llige Generierung der Individuen: Hierbei sollte auf eine mo¨glichst gleich-
ma¨ßige Verteilung im Parameterraum geachtet werden, um eine hohe Variabi-
lita¨t der Population zu sichern.
• Manuelles Erzeugen einzelner Individuen: Auf diese Art ko¨nnen Elektrodenan-
ordnungen, die aufgrund von Vermutungen oder Experimenten entstanden sind,
schon in die erste Generation eingebracht werden. Haben sich die Vermutun-
gen als berechtigt erwiesen, setzen sich diese Anordnungen durch, andernfalls
werden sie aus der Generationsfolge entfernt.
• Pareto-Menge vorheriger Optimierungen: Es ko¨nnen die gefundenen Lo¨sungen
aus anderen Optimierungsla¨ufen verwendet werden. Hierbei werden einzelne In-
dividuen aus Optimierungszyklen, die beispielsweise mit anderen Nebenbedin-
gungen (Stimulationsfrequenz, Prima¨rstrom) oder anderen Optimierungszielen,
die a¨hnlich sind, in die erste Generation eingebracht.
Diese Mo¨glichkeiten ko¨nnen beliebig kombiniert werden. Im folgenden soll davon
ausgegangen werden, dass die Startpopulation komplett zufa¨llig erzeugt wurde. Wei-
terhin soll die Startpopulation nur gu¨ltige Elektrodenanordnungen enthalten, die alle
an sie gestellten Nebenbedingung erfu¨llen.
5.3.4 Schritt 2: Fitnessbewertung der aktuellen Population
Nachdem eine neue Generation von Elektrodenanordnungen erzeugt wurde, mu¨ssen
die einzelnen Anordnungen 	p1, ..., 	pn anhand der Optimierungsziele bewertet werden
(Zeile vier im Algorithmus). Hierzu wird zuna¨chst fu¨r jede Elektrodenanordnung das
elektrische Feld mittels des in Kapitel 4 vorgestellten hybriden Ansatzes berechnet.
Im Anschluss wird fu¨r jede Elektrodenanordnung die elektrische Feldverteilung be-
rechnet und mittels der Funktion aus Definition (5.10) in den Zielfunktionsraum
abgebildet.
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Das Bestimmen der Fitnesswerte erfolgt nun in zwei Schritten. Da die Dominanzre-
lation aus (5.11) transitiv ist, ist durch sie eine eindeutige Ordnung innerhalb einer
Menge von Individuen gegeben. Dies soll an einem Beispiel illustriert werden. Erneut
wird ein Optimierungsproblem mit zwei Zielfunktionen betrachtet9. Der zugeho¨rige
Zielfunktionsraum ist somit ebenfalls zweidimensional.
f1
f2
	p1
	p2
	p3
	p4
	p5
	p6
Abbildung 5.8: Beispiel fu¨r die Dominanzrelation aus (5.11) in einem zweidimensio-
nalen Zielfunktionsraum.
Abbildung 5.8 zeigt den Zielfunktionsraum der Zielfunktionen f1 und f2 sowie sechs
Elektrodenanordnungen, die in diesen abgebildet wurden. Die sich ergebenden Domi-
nanzverha¨ltnisse sind in Tabelle 5.1 dargestellt.
Elektrodenanordnung dominiert wird dominiert von
	p1 	p6 –
	p2 	p4, 	p5, 	p6 –
	p3 	p5, 	p6 –
	p4 	p6 	p2
	p5 	p6 	p2,	p3
	p6 – 	p1, 	p2, 	p3,	p4, 	p5
Tabelle 5.1: Dominanz der einzelnen Elektrodenanordnungen aus Abbildung 5.8.
Durch die Dominanzrelation ist eine natu¨rliche Ordnung im Funktionsraum gege-
ben. In diesem Beispiel dominieren die Elektrodenanordnungen 	p1, 	p2 und 	p3 alle
nachfolgenden Elemente und werden selbst von keinem Element dominiert. Sie sind
9Dieses Beispiel la¨sst sich natu¨rlich auf ho¨herdimensionale Probleme u¨bertragen. Allerdings ist
dann die Anschaulichkeit nicht mehr gegeben.
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somit die beste Approximation der Pareto-Menge. Werden diese Elemente entfernt,
so dominieren 	p4 und 	p5 das Element 	p6 und werden ihrerseits von keinem Element do-
miniert. Diese Elemente ko¨nnen also als zweitbeste Approximation der Pareto-Menge
aufgefasst werden. Werden nun auch diese Elemente entfernt, verbleibt das Element
	p6 als letztes Element, welches nun wiederum von keinem Element dominiert wird
und die drittbeste Approximation der Pareto-Menge ist. Somit strukturiert die Do-
minanzrelation eine Menge von Punkten im Zielfunktionsraum in mehrere Fronten.
Hierbei wird die i-te Front von allen vorhergehenden dominiert und dominiert alle
nachfolgenden Fronten.
f1
f2
	p1
	p2
	p3
	p4
	p5
	p6
1. 2. 3.
Abbildung 5.9: Einteilung des Zielfunktionsraums aus Abbildung 5.8 in drei Fronten.
Die erste Front (rot) dominiert die zwei nachfolgenden Fronten. Die
zweite Front (gru¨n) wird von der ersten dominiert und dominiert
ihrerseits die Dritte, die durch das Element 	p6 gebildet wird.
Abbildung 5.9 zeigt die Aufteilung der Elemente aus dem Beispiel in drei Fronten.
Der erste Teil des Fitnesswertes eines Individuums ergibt sich nun aus der Nummer
der Front, dem diese Elektrodenanordnung zugeho¨rig ist. Hierfu¨r wird die Dominanz-
relation zwischen allen Elektrodenanordnungen mittels eines Non-Dominant-Sorting-
Algorithmus ermittelt. Der urspru¨nglich von Deb et al. vorgeschlagene Algorithmus
[SD94] arbeitet nach dem angedeuteten Prinzip: Fu¨r eine Population werden zuna¨chst
alle Elemente bestimmt, die nicht dominiert werden. Diese bilden die erste Front.
Im Anschluss werden diese aus der Population entfernt, und es werden erneut alle
nicht dominierten Elemente bestimmt. Diese bilden dann die zweite Front. Dieser
Algorithmus wird solange fortgesetzt, bis jedem Element eine zugeho¨rige Front zu-
gewiesen wurde. Dieser Algorithmus wurde fu¨r seine hohe Laufzeit kritisiert, die
im ungu¨nstigsten Fall O(n3) betra¨gt, wenn die Population n Individuen entha¨lt. In
[DPAM02] haben Deb et al. einen Non-Dominant-Sorting-Algorithmus vorgeschla-
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gen, der eine Komplexita¨t von O(n2) aufweist und welcher auch in dieser Arbeit fu¨r
die Fitnessbewertung verwendet wird.
Nachdem die Einteilung einer Population in Fronten erfolgt ist, mu¨ssen die Indivi-
duen innerhalb einer Front bewertet werden, da jeder Elektrodenanordnung ein ein-
deutiger Fitnesswert zugewiesen werden muss. Im NSGA-2 Algorithmus erfolgt diese
Bewertung anhand einer Metrik, die von Deb et al. [DPAM02] als Sharing-Distance
bezeichnet wird.
f1
f2
	p1
	pi−1
	pi
	pi+1
	pm
f1max
f2max
Δf1i
Δf2i
Abbildung 5.10: Ermittlung der Sharing-Distance fu¨r das i-te Element einer Front
in einem Zielfunktionsraum mit zwei Zielfunktionen.
Abbildung 5.10 zeigt ein Beispiel fu¨r die Ermittlung der Sharing-Distance fu¨r das
i-te Element in einer Front mit m Elementen. Sie ist fu¨r die Zielfunktionen f1 bis fk
durch:
s1 = sm = ∞
si =
k∑
j=1
Δfji
fjmax
i ∈ [2, m− 1] (5.12)
gegeben. Hierbei bezeichnet Δfji den Abstand der benachbarten Elemente fu¨r die
Zielfunktion fj. Mit fjmax wird der maximale Abstand fu¨r die j-te Zielfunktion be-
zeichnet. Anschaulich betrachtet weist die Sharing-Distance einem Individuum den
Abstand zu seinen Nachbarn, bezogen auf die Gesamtausdehnung einer Front, zu.
Den Randelementen wird eine unendlich große Sharing-Distance zugewiesen.
Grundgedanke dieser Metrik ist es, dass Individuen mit einem großen Abstand zu
ihren Nachbarn wichtiger fu¨r die Diversita¨t einer Population sind als Individuen
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aus dicht bevo¨lkerten Bereichen des Zielfunktionsraums. Die Ra¨nder einer Front mi-
nimieren jeweils mindestens eine Zielfunktion bestmo¨glich und werden deshalb als
besonders wichtig angesehen.
Nachdem diese beiden Schritte fu¨r eine Population durchgefu¨hrt wurden, liegen fu¨r
jede Elektrodenanordnung zwei Fitnesswerte vor. Sollen nun zwei Elektrodenanord-
nungen verglichen werden, so werden zuna¨chst die Nummern der jeweiligen Fronten
verglichen. Das Individuum mit der niedrigeren Frontnummer ist besser (
”
fitter“) als
das mit der ho¨heren. Weisen beide Individuen die gleiche Frontnummer auf, so wer-
den die Werte der Sharing-Distance verglichen. Das Individuum mit dem ho¨heren
Wert ist hierbei besser.
5.3.5 Schritt 3: Selektion der Individuen des Reproduktionspools
Nachdem jeder Elektrodenanordnung der Population ein Fitnesswert-Tupel zugewie-
sen wurde, muss der Reproduktionspool erzeugt werden (Zeile fu¨nf im Algorithmus).
Ziel ist es, eine Teilmenge von αn Individuen zu erzeugen, wobei α im Intervall (0,1)
liegt und vom Anwender definiert werden muss. Zur Selektion des Reproduktions-
pools wird in dieser Arbeit ein Tournament-Selektionsschema [Wet83] verwendet,
bei dem die Individuen um einen Platz im Reproduktionspool konkurrieren. Hierzu
werden m Individuen aus der aktuellen Population ausgewa¨hlt. Das Individuum mit
dem besten Fitnesswert wird in den Reproduktionspool u¨bernommen. Dieses Schema
hat sich als sehr effektiv erwiesen [Bri81].
Die Wahl des Parameters m ist entscheidend fu¨r den Selektionsdruck, der durch
dieses Schema erzeugt wird. Dies soll an einem Beispiel illustriert werden: Es sei
eine Population mit n Individuen gegeben. Weiterhin soll hier davon ausgegangen
werden, dass es keine Individuen mit den gleichen Fitnesswerten in dieser Population
gibt. Werden diese Individuen nun nach ihren Fitnesswerten angeordnet (beginnend
mit dem besten Individuum) und werden m Individuen zufa¨llig gleichverteilt gezogen,
so ist die Wahrscheinlichkeit fu¨r das i-te Individuum, in den Fortpflanzungspool zu
gelangen, durch
p(i) =
(
n− i + 1
n
)m
−
(
n− i
n
)m
(5.13)
gegeben [BL96].
Abbildung 5.11 zeigt die Wahrscheinlichkeit des i-ten Individuums einer Population
mit 100 Individuen, in einer Runde in den Reproduktionspool u¨bernommen zu wer-
den, fu¨r verschiedene Werte von m. Es ist erkennbar, dass ein gro¨ßerer Wert von
m bessere Individuen fu¨r die U¨bernahme in den Reproduktionspool bevorzugt. Ein
ho¨herer Wert fu¨r m sorgt somit fu¨r eine schnellere Konvergenz der Populationsfolge
in die Regionen des Zielfunktionsraums mit den besten Individuen. Allerdings muss
hierbei beachtet werden, dass eine zu schnelle Konvergenz dazu fu¨hren kann, dass
Teile des Parameterraums vom Algorithmus nicht abgetastet werden. Dies bedeutet
unter Umsta¨nden, dass die gefundene Approximation der Pareto-Menge viele loka-
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Abbildung 5.11: Wahrscheinlichkeit fu¨r das i-te Individuum einer Population,
wa¨hrend einer Tournament-Runde ausgewa¨hlt zu werden
le Optima entha¨lt und die globale Pareto-Menge gar nicht oder nur unvollsta¨ndig
ermittelt wurde.
5.3.6 Schritt 4: Reproduktion
Nachdem der Reproduktionspool bestimmt wurde, werden aus diesen Individuen die
Nachkommen generiert (im Algorithmus Zeile sechs). Hierzu werden zwei verschiede-
ne Operationen vorgeschlagen [CP98]: Bei der Kreuzung (Crossover) sollen die Pa-
rametervektoren zweier bekannten Individuen neu kombiniert werden, um zwei neue
Individuen hervorzubringen, die unter Umsta¨nden bessere Fitnesswerte aufweisen. Da
bei dieser Operation nur bekannte Informationen neu gemischt werden, bedarf es einer
zweiten Operation, die neue Informationen erzeugt. Diese wird, in Anlehnung an den
entsprechenden biologischen Vorgang, als Mutation bezeichnet. Hierbei wird ein Pa-
rametervektor durch einen Zufallsprozess modifiziert, um neue Informationen in den
Optimierungsprozess einzubringen und die Variabilita¨t der Population zu erho¨hen.
Nachfolgend werden auf die gegebene Problemstellung angepasste Kreuzungs- und
Mutationsoperationen fu¨r den NSGA-2 -Algorithmus vorgestellt.
5.3.6.1 Die Kreuzungsoperation
Fu¨r die Kreuzung von zwei Parametervektoren werden in der Literatur verschiede-
ne Strategien vorgeschlagen [CP98]. An dieser Stelle soll jedoch nur auf die beiden
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gebra¨uchlichsten (Onepoint-Kreuzung und die Uniform-Kreuzung) eingegangen wer-
den.
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Abbildung 5.12: Zwei Individuen 	pi und 	pj des Reproduktionspools in ihrer Darstel-
lung als Parametervektor
Abbildung 5.12 zeigt zwei Individuen 	pi und 	pj aus dem Reproduktionspool. Die
beiden Individuen beschreiben Elektrodenanordnungen mit jeweils N Stimulations-
elektroden.
Die fu¨r die Optimierung des Elektrostimulationssystems verwendeten Kreuzungsope-
rationen weichen von den in [CP98] beschriebenen ab, da sie auf einen Zwischen-
schritt verzichten. Die originalen Operationen wandeln die beteiligten Parameter-
vektoren zuna¨chst in eine bina¨re Zeichenkette um und fu¨hren dann die nachfolgend
beschriebenen Operationen auf diesen durch. Im Anschluss werden die resultieren-
den bina¨ren Zeichenketten dann als Parametervektoren interpretiert. In dieser Ar-
beit soll auf diesen Zwischenschritt verzichtet und die Kreuzung auf Basis der reellen
Parametervektoren durchgefu¨hrt werden. Weiterhin sollen Stimulationselektroden -
beziehungsweise die drei Parameter, die eine Stimulationselektrode definieren - als
eine Einheit betrachtet werden. Dies bedeutet, dass jeweils Sequenzen von zwei zu-
sammenha¨ngenden Positionen und einer Windungszahl zwischen den beteiligten In-
dividuen ausgetauscht werden. Dabei werden in Anlehnung an die originalen Ope-
rationen die Namen Onepoint-Kreuzung (Austausch erfolgt an einem Punkt) und
die Uniform-Kreuzung (Austausch erfolgt an mehreren Punkten) verwendet. Bei der
vorgeschlagenen Onepoint-Kreuzung wird der Parametervektor zwischen zwei Elek-
troden geschnitten und getauscht. Bei der Uniform-Kreuzung wird fu¨r jede Stimu-
lationselektrode entschieden, ob die Elektroden getauscht werden. Die Idee dieser
Operation ist, dass sich besonders geeignete Stimulationselektroden, also Teile von
Parametervektoren, im Laufe mehrerer Generationen ansammeln, aus denen dann
eine geeignete Elektrodenanordnung kombiniert werden kann.
Abbildung 5.13 zeigt jeweils ein Beispiel fu¨r die resultierenden Individuen einer One-
point-Kreuzung (a) und einer Uniform-Kreuzung (b). Es ist erkennbar, dass die Kreu-
zung so erfolgt ist, dass die Parameter einer Stimulationselektrode - also zwei Koor-
dinaten sowie eine Windungszahl - in ihrer Form erhalten bleiben. Somit tritt bei
diesen Kreuzungsoperationen keine Vera¨nderung der einzelnen Stimulationselektro-
den auf. Da hierbei nur Teile bekannter Elektrodenanordnungen neu gemischt werden,
enthalten die Individuen, die aus dieser Operation hervorgegangen sind, Stimulati-
onselektroden, die alle Nebenbedingungen hinsichtlich der Positionierung und der
Windungszahlen der eingelegten Spulen erfu¨llen.
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Abbildung 5.13: Resultierende Individuen nach einer Onepoint-Kreuzung (a) und
einer Uniform-Kreuzung (b)
5.3.6.2 Die Mutationsoperation
Wie bereits angesprochen, wird eine zweite Reproduktionsoperation beno¨tigt. An-
dernfalls ko¨nnten nur bereits in der Startpopulation enthaltene Teile von Parameter-
vektoren neu kombiniert werden. Elemente, die nicht in der Startpopulation enthalten
waren, wu¨rden dann nicht in die Optimierung einfließen. Daher wird nach jeder Kreu-
zungsoperation mit einer gewissen vom Benutzer zu spezifizierenden Wahrscheinlich-
keit, eine zufa¨llige Modifikation an einer oder beiden Elektrodenanordnungen vorge-
nommen.
Bei dieser Mutation kann es geschehen, dass Teile der aus der Operation hervorgegan-
gen Elektrodenanordnung gegen eine oder mehrere Nebenbedingungen verstoßen. Am
Ende dieses Abschnittes wird daher ein Verfahren vorgestellt, wie diese dann modifi-
ziert werden ko¨nnen, um alle Nebenbedingungen zu erfu¨llen. Die Mutationsoperation
soll am Beispiel eines Parametervektors einer Elektrodenanordnung erla¨utert werden.
....x1 y1 N1 x2 y2 N2 x3 y3 N3 x4 y4 N4 xN yN NN	pi:
(a)
....x1 y1 N1 x2 y2 N2 x3 y3 N3 x4 y4 N4 xN yN NN	pi:
(b)
Abbildung 5.14: (a) Einzelne Elektrodenanordnung 	pi aus dem Reproduktionspool.
(b) Elektrodenanordnung nach der Mutationsoperation.
84
5.3 Mehrdimensionale Optimierung - Pareto Optimierung
Hierfu¨r soll die Elektrodenanordnung aus Abbildung 5.14(a) betrachtet werden, die
aus einer zuvor durchgefu¨hrten Kreuzungsoperation hervorgegangen ist. Zuna¨chst
werden die zu modifizierenden Elektroden ermittelt, wobei die Wahrscheinlichkeit,
dass eine Mutation an einer Stimulationselektrode auftritt, vom Benutzer spezifiziert
wurde.
In der Abbildung 5.14(b) wurden beispielsweise die Stimulationselektroden zwei und
vier zur Modifikation ausgewa¨hlt. Im Anschluss beginnt der eigentliche Modifikati-
onsprozess, bei dem die Koordinaten der betreffenden Stimulationselektrode (xi, yi)
und die Windungszahl der eingelegten Spule getrennt modifiziert werden. Die neue
Position der Stimulationselektrode ist durch:
	˜ri = 	ri + 	m 	˜r, 	r, 	m ∈ R2 (5.14)
gegeben. Hierbei bezeichnen 	ri und 	˜ri die Position der korrespondierenden Stimu-
lationselektroden vor beziehungsweise nach der Mutationsoperation auf der Implan-
tatoberfla¨che. Der Mutationsvektor 	m wird zufa¨llig erzeugt, wobei der Betrag |	m|
normalverteilt ist und eine zuvor definierte Standardabweichung aufweist. Die Modi-
fikation der Windungszahl erfolgt in analoger Weise:
N˜i = Ni + m N˜i, Ni, m ∈ Z. (5.15)
Hierbei bezeichnen Ni und N˜i die Windungszahl der eingelegten Spule vor und nach
der Modifikation, wobei die Anzahl an zusa¨tzlichen Windungen m ebenfalls normal-
verteilt ist und eine zuvor definierte Standardabweichung aufweist.
Da die Mutationen durch einen normalverteilten Prozess erzeugt werden, sind die
meisten A¨nderungen an den Parametervektoren relativ gering und modifizieren die
Elektrodenanordnungen nur geringfu¨gig. Einige ko¨nnen jedoch sehr umfangreich sein.
Durch die Wahrscheinlichkeit, mit der eine Mutation an einer Elektrode auftritt so-
wie die Standardabweichungen von |	m| und m kann die Mutationsoperation gesteuert
werden. Je gro¨ßer diese Werte gewa¨hlt werden, um so wahrscheinlicher ist es, dass um-
fangreiche Modifikationen auftreten und somit die Variabilita¨t der Population erho¨ht
wird. Allerdings ist hierbei zu beachten, dass dies die Konvergenz des Algorithmus
verschlechtert. Dies ist darauf zuru¨ck zu fu¨hren, dass durch zu starke Mutationen
wahllos Punkte im Parameterraum erzeugt werden und der Algorithmus dann eher
einer zufa¨lligen Suche (Random Search) gleicht.
Abschließend soll die Behandlung von ungu¨ltigen Elektrodenanordnungen betrach-
tet werden. Durch die Mutationsoperation werden neue Punkte im Parameterraum
erzeugt, was unter Umsta¨nden dazu fu¨hrt, dass ungu¨ltige Elektrodenanordnungen
entstehen. Eine Elektrodenanordnung wird als ungu¨ltig betrachtet, wenn sie eine
oder mehrere Stimulationselektroden außerhalb des zur Positionierung gu¨ltigen Be-
reiches σE und/oder eine oder mehrere Elektroden mit Windungszahlen gro¨ßer als
die maximale Windungszahl aufweist. Stimulationselektroden mit zu vielen Windun-
gen ko¨nnen sehr einfach korrigiert werden, indem diese Windungszahlen durch den
mo¨glichen Maximalwert ersetzt werden.
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Schwieriger gestaltet sich die Korrektur von ungu¨ltig positionierten Stimulationselek-
troden. Der hierfu¨r genutzte Algorithmus soll an einem Beispiel erla¨utert werden.
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Abbildung 5.15: Platzierungswahrscheinlichkeit der markierten Elektrodenposition
(blaues Kreuz).
In der Abbildung 5.15 ist eine Elektrodenanordnung mit vier Stimulationselektroden
innerhalb des gu¨ltigen Positionsbereiches σE dargestellt. Der Rand des Gebietes ist
als ∂σE gekennzeichnet. Die Position einer Stimulationselektrode wurde in einer Mu-
tationsoperation fu¨r eine Modifikation ausgewa¨hlt. Nach Gleichung (5.14) wird zu
der aktuellen Position der Stimulationselektrode 	ri ein weiterer zufa¨llig generierter
Vektor 	m addiert. Die konzentrischen Kreise um die zu modifizierende Elektroden-
position geben die Wahrscheinlichkeit dafu¨r an, dass die neue Position sich an dieser
Stelle befindet. Fu¨r dieses Beispiel wurde eine Standardabweichung des Betrages |	m|
von 5mm gewa¨hlt10.
Da an den Mutationsvektor 	m keine weiteren Bedingungen gestellt wurden, kann es
vorkommen, dass durch die Modifikation der Position einer Stimulationselektrode eine
Position außerhalb von σE erzeugt wird. Diese ungu¨ltigen neuen Elektrodenanordnun-
gen ko¨nnen auf zwei unterschiedliche Arten behandelt werden: Wird der Ansatz von
Courant [Cou43] verwendet, so werden diesen Individuen Fitnesswerte zugewiesen,
die schlechter sind als die aller gu¨ltigen Elektrodenanordnungen. Dies fu¨hrt aller-
dings dazu, dass Elektrodenanordnungen, die Nebenbedingungen minimal verletzen,
einen sehr schlechten Fitnesswert zugewiesen bekommen. Daher ist es wu¨nschenswert,
diese Anordnungen so zu modifizieren, dass sie alle Nebenbedingungen erfu¨llen.
Abbildung 5.16(a) zeigt die Elektrodenanordnung aus Abbildung 5.15 nach der Ad-
dition des Mutationsvektors 	m zur ausgewa¨hlten Elektrodenposition. Durch einen
10Neue Positionen mit einer Wahrscheinlichkeit kleiner als 10−5 sind nicht dargestellt.
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Abbildung 5.16: (a) Ungu¨ltige Elektrodenanordnung vor der Korrektur; (b) Korri-
gierte Elektrodenanordnung
ungu¨nstig erzeugten Vektor wurde eine neue Elektrodenposition außerhalb des gu¨lti-
gen Positionierungsbereiches erzeugt.
Eine Korrektur ist allerdings mit einfachen Mitteln mo¨glich: Zuna¨chst werden alle
Elektroden mit ungu¨ltigen Positionen bestimmt. In einem zweiten Schritt werden
diese dann in Richtung des Mittelpunktes des Bereiches σE auf die na¨chste Grenze
verschoben. Dies ist in Abbildung 5.16(b) dargestellt. Somit wird aus der ungu¨ltigen
Elektrodenanordnung eine gu¨ltige, fu¨r die in der beschriebenen Weise ein Fitnesswert
bestimmt werden kann.
5.3.7 Schritt 5: Reduktion und Erzeugen der nachfolgenden
Generation
Im letzten Schritt eines Zyklus des originalen sowie des in dieser Arbeit angepassten
NSGA-2 -Algorithmus erfolgt eine Vereinigung der aktuellen Population mit den aus
dem Reproduktionspool erzeugten Individuen (Zeile sieben des Algorithmus). Jede
Generation besteht aus n Individuen. Aus dem Reproduktionspool werden durch
Kreuzung und Mutation weitere n Individuen erzeugt. Somit besteht die Vereini-
gungsmenge der Elterngeneration mit den aus dem Fortpflanzungspool erzeugten
Individuen aus 2n Individuen. Fu¨r diese werden nun, wie in Abschnitt 5.3.4 beschrie-
ben, die Fitnesswerte berechnet. Im Anschluss werden die n Individuen mit den
besten Fitnesswerten selektiert. Diese bilden die Nachkommengeneration der aktu-
ellen Population. Somit konkurrieren die Individuen der Elterngeneration mit den
aus ihnen erzeugten Nachkommen um einen Platz in der nachfolgenden Population.
Dies stellt sicher, dass gute Individuen, die in dieser Generation keine Nachkommen
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hervorgebracht haben, dennoch in die nachfolgende Population u¨bernommen werden
ko¨nnen. Dieser Ansatz wird als
”
Elitismus“ [LZT00] bezeichnet, da sich im Laufe der
aufeinanderfolgenden Populationen eine Elite an besonders guten Individuen (Elek-
trodenanordnungen) in der Population ansammelt. Die Vor- und Nachteile dieses
Ansatzes werden in [ZDT00] diskutiert und sollen deshalb hier nicht weiter betrach-
tet werden.
Nachdem die Nachkommengeneration erzeugt wurde, wird zuna¨chst u¨berpru¨ft, ob ein
Abbruchkriterium erreicht wurde. Diese ko¨nnen unterschiedlich definiert und kombi-
niert werden:
• Ein Individuum oder mehrere Individuen erzeugen die gewu¨nschte elektrische
Feldverteilung im Knochen. Somit wurde eine beziehungsweise wurden meh-
rere Elektrodenanordnungen ermittelt, die durch (5.10) auf den Nullvektor 	0
abgebildet werden und somit keine Abweichung in einer Zielfunktion f1, ..., fk
aufweisen.
• Mehrere aufeinander folgende Generationen bestehen aus den gleichen Elemen-
ten. Dies ist ein Anzeichen dafu¨r, dass der Algorithmus konvergiert ist und kei-
ne neuen und besseren Elektrodenanordnungen ermittelt werden ko¨nnen. Dies
kann zwei Ursachen haben. Zuna¨chst ist es mo¨glich, dass eine gute Approxima-
tion der globalen Pareto-Menge gefunden wurde. Andererseits ist es mo¨glich,
dass der Algorithmus zu schnell konvergiert ist, nur eine lokale Approximation
ermittelt hat und den Bereich des Parameterraums nicht mehr verlassen kann.
In diesem Fall sollte der Algorithmus neu gestartet und die Mutationsrate so-
wie die Standardabweichung des Betrages der Mutationsvektoren aus Gleichung
(5.14) erho¨ht werden. Sollten dann erneut die gleichen Individuen ermittelt wer-
den, so ist dies ein Indiz dafu¨r, dass diese zur globalen Pareto-Menge geho¨ren.
Werden bessere Individuen ermittelt, so kann daraus geschlussfolgert werden,
dass die Elektrodenanordnungen des vorherigen Laufs zu einer lokalen Pareto-
Menge geho¨ren.
Auf die beschriebene Weise ko¨nnen mehrere Approximationen der Pareto-Menge
erzeugt werden. Diese werden zu einer Menge vereinigt. Im Anschluss werden
die nicht dominierten Anordnungen (siehe (5.11)) ermittelt. So ko¨nnen mehre-
re La¨ufe des Optimierungsverfahrens mit unterschiedlichen Parametern kombi-
niert werden, um eine bessere Approximation der Pareto-Menge zu erzielen.
• Als drittes und letztes Abbruchkriterium kann der Abbruch nach einer bestimm-
ten Anzahl von Generationen gewa¨hlt werden. Wurden nach imax Iterationen
keine Elektrodenanordnungen ermittelt, die alle Zielfunktionen zu Null minimie-
ren beziehungsweise keine Konvergenz festgestellt, so kann die letzte Generation
gespeichert und der Algorithmus mit neuen Parametern erneut gestartet wer-
den. Die Population des letzten Laufs kann als Startpopulation verwendet wer-
den beziehungsweise kann mit der Ergebnispopulation wie zuvor verschmolzen
werden, um die resultierende Approximation der Pareto-Menge zu bestimmen.
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Wurde kein Abbruchkriterium erreicht, so wird mit der neuen Population ein weiterer
Zyklus gestartet. Ist hingegen ein definiertes Abbruchkriterium erreicht, so wird die
Dominanzrelation zwischen allen Individuen der letzten Population ermittelt. Alle
nicht dominierten Elektrodenanordnungen (vergleiche (5.10)) stellen die beste er-
mittelte Approximation der Pareto-Menge des zu optimierenden Elektrostimulati-
onssystems dar. Sind Approximationen aus verschiedenen La¨ufen des Algorithmus
bekannt, so ko¨nnen diese zu einer Menge vereinigt werden. Im Anschluss wird erneut
die Dominanzrelation zwischen allen Anordnungen bestimmt. Alle nicht dominierten
Stimulationselektrodenanordnungen repra¨sentieren nun die beste Approximation der
Pareto-Menge.
5.4 Parallelisierung der evolutiona¨ren Optimierung
Abschließend soll in diesem Abschnitt die Parallelisierung des entwickelten Optimie-
rungsverfahrens behandelt werden. Ein wesentlicher Nachteil evolutiona¨rer Algorith-
men ist, dass unter Umsta¨nden sehr viele Funktionsauswertungen der zu optimieren-
den Zielfunktionen no¨tig sind. Fu¨r die Optimierung des Elektrostimulationssystems
bedeutet dies, dass die elektrische Feldverteilung von sehr vielen unterschiedlichen
Elektrodenanordnungen berechnet werden muss11. Der in Kapitel 4 vorgestellte hybri-
de Ansatz ermo¨glicht es, das elektrische Feld einer Elektrodenanordnung sehr schnell
na¨herungsweise zu berechnen. Jedoch ist, durch die große Zahl an Elektrodenanord-
nungen, die Optimierung des Elektrostimulationssystems ein langwieriger Prozess.
Wird der Optimierungsalgorithmus zusa¨tzlich mehrfach mit unterschiedlichen Para-
metern gestartet, um die Approximation der Pareto-Menge zu verbessern, so erho¨ht
sich die no¨tige Zeitdauer fu¨r die Optimierung dementsprechend.
Aus diesem Grund ist es wu¨nschenswert, die Zeitdauer, die zur Optimierung no¨tig
ist, zu reduzieren. Daher soll an dieser Stelle eine parallelisierte Version des Optimie-
rungsverfahrens vorgestellt werden. Diese Parallelisierung kann auf unterschiedliche
Weise erfolgen. Da die elektrischen Felder der einzelnen Elektrodenanordnungen einer
Generation unabha¨ngig voneinander berechnet werden ko¨nnen und diese Feldberech-
nung zeitlich am aufwendigsten ist, ist es sinnvoll, diesen Teil zu parallelisieren.
Abbildung 5.17 zeigt das realisierte Parallelisierungsprinzip des Optimierungsalgo-
rithmus. Auf einem zentralen Rechenknoten la¨uft der Optimierungsalgorithmus. Die
rechenaufwendigste Aufgabe ist die Abbildung einer Elektrodenanordnung aus dem
Parameterraum in den Zielfunktionsraum. Um diesen Prozess zu parallelisieren, wer-
den die einzelnen Parametervektoren 	p von diesem Rechenknoten (Main) zu einer
Reihe von weiteren Knoten gesendet. Diese berechnen die elektrische Feldverteilung
und den Zielfunktionsvektor F (	p). Im Anschluss werden die berechneten Zielfunkti-
onsvektoren zum steuernden Knoten (Main) gesendet. Nachdem dieser die Zielfunkti-
11Hierzu ein kleines Beispiel: Besteht eine Population aus n Individuen und werden insgesamt
m Generationen aufeinander folgend erzeugt, muss das elektrische Feld fu¨r mn Elektrodenan-
ordnungen berechnet werden. So sind beispielsweise fu¨r ein maximales Iterationslimit von 100
Generationen und einer Populationsgro¨ße von 100 Individuen 104 Feldverteilungen zu berechnen.
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Abbildung 5.17: Prinzip der verteilten Feldberechnung auf mehreren PCs.
onswerte aller Individuen erhalten hat, fu¨hrt er daraufhin die Fitnessbewertung sowie
alle weiteren Schritte des Algorithmus, durch. Diese Parallelisierung ist sehr flexibel,
da sie gut mit der Anzahl der Rechenknoten skaliert. Im Idealfall ko¨nnen bis zu n
Knoten fu¨r die Berechnung der Zielfunktionswerte einer Population mit n Individuen
genutzt werden.
Die beschriebene Parallelisierung wurde fu¨r den entwickelten Optimierungsalgorith-
mus in Mathematica umgesetzt. Mathematica bietet die Mo¨glichkeit, parallele Berech-
nungen in heterogenen Umgebungen durchzufu¨hren. Hierbei laufen auf unterschied-
lichen Rechnern im Netzwerk eine gewisse Anzahl von unabha¨ngigen Rechenknoten.
Jeder Rechner kann eine unterschiedliche Anzahl solcher Knoten beherbergen, die
sich nach der gesamten Rechenkapazita¨t des Rechners richtet (Anzahl unabha¨ngige
CPU-Kerne sowie verfu¨gbarer Arbeitsspeicher). Diese stehen als ein Verbund von
Rechenknoten zur Verfu¨gung. Auf die Parallelisierung mit Mathematica soll an die-
ser Stelle nicht weiter eingegangen werden. Details und Beispiele ko¨nnen in [Wol10]
nachvollzogen werden. In Kapitel 6 wird die Skalierung des parallelen Optimierungs-
verfahrens genauer betrachtet.
5.5 Zusammenfassung des Kapitels
In diesem Kapitel wurden verschiedene Algorithmen zur Optimierung des Elektro-
stimulationssystems vorgestellt. Hierzu wurde zuna¨chst eine Mo¨glichkeit pra¨sentiert,
mit der Optimierungsziele fu¨r die elektrische Feldsta¨rke in einzelnen Regionen defi-
niert werden ko¨nnen. Zuna¨chst wurden dann die definierten Zielfunktionen zu einer
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Zielfunktion zusammengefasst, indem die einzelnen Bestandteile gewichtet addiert
wurden. Zur anschließenden Optimierung wurden drei Algorithmen vorgeschlagen.
Das Problem der Wahl der Gewichte konnte allerdings nicht zufriedenstellend gelo¨st
werden. Daher wurde auf den Begriff der Pareto-Optimalita¨t zuru¨ckgegriffen. Auf
der Basis dieser Optimalita¨tsdefinition wurde ein evolutiona¨rer Algorithmus zur Op-
timierung des Elektrostimulationssystems angepasst. Fu¨r diesen Algorithmus wurden
modifizierte Kreuzungs- und Mutationsoperationen vorgestellt. Abschließend wurde
eine Mo¨glichkeit der Parallelisierung des Algorithmus behandelt.
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6 Ergebnisse
In diesem Kapitel soll die Optimierung des Elektrostimulationssystems an einem
Beispiel betrachtet werden. Hierbei wird neben der reinen Optimierung der elektri-
schen Feldverteilung auch auf den Einfluss verschiedener Na¨herungen, die bei der
Feldberechnung durchgefu¨hrt werden, eingegangen. Weiterhin soll der Einfluss der
Materialgrenze zwischen dem Implantat und dem Knochen untersucht werden.
6.1 Vorbereitung der Optimierung des
Elektrostimulationssystems
Bevor die eigentliche Optimierung durchgefu¨hrt werden kann, mu¨ssen zuna¨chst die
beno¨tigten Daten zusammengetragen werden, was nachfolgend kurz betrachtet wird.
6.1.1 Abtastung der elektrischen Feldverteilung
Fu¨r die Berechnung des elektrischen Feldes wurde in Kapitel 4 ein hybrider Ansatz
vorgestellt. Hierbei werden zuvor simulierte Feldverteilungen einzelner Stimulations-
elektroden gewichtet u¨berlagert. Somit mu¨ssen diese Feldverteilungen zuna¨chst be-
stimmt werden. Hierzu wird, wie in Kapitel 3 vorgestellt, ein Hu¨ftknochenmodell
basierend auf CT-Aufnahmen verwendet. In das Knochenmodell wurde ein dazu pas-
sendes ku¨nstliches Hu¨ftgelenksimplantat eingesetzt (Implantatmodell mit 58mm Ku-
geldurchmesser). Die elektrischen Eigenschaften der Materialien im Simulationsgebiet
wurden nach Tabelle 3.1 wie folgt definiert:
Material κ [S/m]
Implantat Modelliert als PEC
Elektrodenkappe Modelliert als PEC
Substantia Corticalis 0,002
Substantia Spongiosa 0,15
Substitutmaterial 0,01
Elektrodenisolation 0
Tabelle 6.1: Elektrische Leitfa¨higkeiten der in den Simulationen vorkommenden
Materialien.
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(a) (b)
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Abbildung 6.1: (a) Patientenspezifisches Simulationsmodell fu¨r die numerische Be-
rechnung der einzelnen elektrischen Feldverteilung. (b) Modell ge-
schnitten mit markierter Materialgrenze Implantat/Knochen. Das
jeweils umgebende Substitutmaterial, das in den Simulationen das
Ko¨rpergewebe ersetzt, ist nicht dargestellt.
Das Implantat und die Kappen der Stimulationselektroden wurden als PEC (Perfect
Electric Conductor) modelliert1. Abbildung 6.1(a) zeigt das Simulationsmodell, das
zur Berechnung der elektrischen Feldverteilungen der einzelnen Stimulationselektro-
den verwendet wurde. Zusa¨tzlich zum Knochenmodell und dem Modell des Implan-
tats muss eine Stimulationselektrode (vergleiche Abbildung 6.2) modelliert werden.
Die nachfolgend vorgestellte Variante ist sowohl unter medizinischen als auch techni-
schen Gesichtspunkten entstanden, auf die hier allerdings nicht weiter eingegangen
werden soll. Die Elektrode wurde so dimensioniert, dass sie zum verwendeten Implan-
tat passt. Die Maße ko¨nnen aus Tabelle 6.2 entnommen werden.
Fu¨r die Generierung der einzelnen Simulationsmodelle muss zusa¨tzlich der abzutas-
tende Bereich σE
2, also der Bereich, in dem Stimulationselektroden positioniert wer-
den ko¨nnen, definiert werden. Fu¨r dieses Beispiel wurden 514 zu simulierende Posi-
tionen ermittelt, was einem Abstand der einzelnen Elektrodenpositionen von 1mm
entspricht. Zusa¨tzlich muss der Bereich Ω, in dem die elektrische Feldverteilung opti-
miert werden soll (vergleiche Kapitel 4), definiert werden. In diesem Beispiel soll das
Knochenwachstum im Hu¨ftlager angeregt werden. Hierfu¨r wurde eine Lage von Ab-
1Dies ist mo¨glich, da die elektrische Leitfa¨higkeit der restlichen Materialien mehrere
Gro¨ßenordnungen kleiner ist.
2Der Bereich wurde so definiert, dass der implantierende Chirurg eine Stimulationselektrode in
diesem Bereich ohne gro¨ßere Probleme einsetzen kann.
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Abbildung 6.2: Variante fu¨r eine Stimulationselektrode des Elektrostimulationssys-
tems: (a) Einzelne Bestandteile und (b) zusammengefu¨gte Elektrode.
tastpunkten 3mm u¨ber der Implantatoberfla¨che (positive z-Richtung) erzeugt. Diese
Punkte sind in der x-y-Ebene jeweils 1mm voneinander entfernt. Die Definition des
Bereiches Ω erfolgt hier als Beispiel: Prinzipiell kann dieser Bereich beliebig gewa¨hlt
95
6 Ergebnisse
Parameter Wert [mm]
d1 2
d2 3
d3 4
d4 3,5
h1 8
h2 2,5
h3 4,5
h4 5,5
Tabelle 6.2: Maße der Stimulationselektrode aus Abbildung 6.2.
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Abbildung 6.3: (a) Bereich der gu¨ltigen Elektrodenpositionen σE mit den abge-
tasteten Elektrodenpositionen. (b) Abtastpunkte 3mm u¨ber der
Implantatoberfla¨che mit einem Abstand in x- und y-Richtung von
1mm.
werden, was sowohl die Gro¨ße als auch die Dichte der Abtastpunkte betrifft. Abbil-
dung 6.3(a) zeigt den Bereich σE mit den simulierten Elektrodenpositionen sowie die
Abtastpunkte, an denen das elektrische Feld fu¨r jede zu simulierende Elektrodenpo-
sition bestimmt werden soll.
Nachdem die zu simulierenden Elektrodenpositionen sowie die Abtastpunkte erzeugt
wurden, muss fu¨r jede Elektrodenposition ein Simulationsmodell erstellt werden, das
aus dem beschriebenen geschichteten Hu¨ftknochen, dem Implantat, dem homoge-
nen Substitutmaterial sowie einer Stimulationselektrode an der korrespondierenden
Position besteht3. Abbildung 6.4 zeigt eines dieser Modelle mit einer einzelnen Stimu-
lationselektrode, wobei der Knochen sowie das umgebende Substitutmaterial nicht
dargestellt sind. Zwischen dem Implantat und der Kappe der Stimulationselektrode
3Diese Modelle werden mit Mathematica als VBA-Skript zur Steuerung der CST Studio Suite
2009 R© automatisch generiert.
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(a) (b)
(c)
Abbildung 6.4: (a) Beispiel fu¨r ein Simulationsmodell mit einer Stimulationselektro-
de. Der Hu¨ftknochen sowie das umgebende Substitutmaterial sind
nicht dargestellt. (b) Implantat im Knochen und (c) Diskretisie-
rung im Bereich des Implantats (a¨quidistantes Gitter mit einer Kan-
tenla¨nge von 0.5 mm).
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wird eine Spannung von 1V eingepra¨gt. An den Ra¨ndern des Rechengebietes wurde
eine elektrisch isolierende Randbedingung gewa¨hlt ( 	J ·	n = 0). Zur Simulation der er-
zeugten Modelle wurde die CST Studio Suite 2009R© mit dem Stro¨mungsfeld-Solver
(Stationary-Current-Solver) genutzt. Als Abbruchkriterium wurde ein relatives Re-
siduum von 10−10 gewa¨hlt. Das Simulationsmodell wurde mit einem a¨quidistanten
kartesischen Grundgitter mit einer Kantenla¨nge von 2mm diskretisiert. Der Bereich
des Implantats (siehe Abbildung 6.4(b)) wurde mit einem feineren Gitter mit einer
Kantenla¨nge von 0,5 mm diskretisiert (siehe Abbildung 6.4(c)). Das kartesische Git-
ter wurde gewa¨hlt, um jedes Modell mit dem gleichen Gitter zu simulieren und so
zusa¨tzliches
”
Rauschen“ in der Abtastung durch unterschiedliche Gitter zu vermei-
den. Im Anschluss wurden alle Modelle simuliert und das elektrische Feld, bestehend
aus Ex-, Ey- und Ez-Komponente, wurde an jedem Abtastpunkt aus den Simulati-
onsdaten bestimmt (vergleiche Definition (4.8)). Zusa¨tzlich wurde der Widerstand
zwischen der Implantatoberfla¨che und der Elektrodenkappe ermittelt, um die ent-
sprechende Interpolationsfunktion fu¨r die Optimierung zu erzeugen (siehe Definition
(4.12)). Abbildung 6.5 zeigt das elektrische Feld im Gebiet Ω, welches die Stimulati-
onselektrode aus Abbildung 6.4(a) erzeugt.
Zusa¨tzlich wurden weitere 210 Simulationsmodelle mit jeweils zwei Stimulationselek-
troden erzeugt, um die Stu¨tzpunkte fu¨r die Interpolationsfunktion aus (4.25) zu
ermitteln. Folglich mussten zur Vorbereitung der eigentlichen Optimierung 728 Si-
mulationen durchgefu¨hrt werden4. Mit den nun vorliegenden Feldverteilungen kann
das elektrische Feld einer Elektrodenanordnung nach Gleichung (4.2) na¨herungsweise
berechnet werden, um die eigentliche Optimierung des Elektrostimulationssystems
durchzufu¨hren.
6.1.2 Bestimmung der Elemente der Materialgrenzen
Neben den einzelnen elektrischen Feldverteilungen werden zur Berechnung des resul-
tierenden elektrischen Feldes im Knochen die Elemente der Materialgrenzen Implan-
tat/Knochen und Knochen/Elektrodenkappe beno¨tigt5. Hierzu wurde zuna¨chst die
Fla¨che der Materialgrenze (siehe Abbildung 6.1(b)) zwischen Knochen und Implan-
tat berechnet. Diese betra¨gt fu¨r das verwendete Knochenmodell und das passende
Implantat rund A1 = 2400mm
2. Die Materialgrenze zwischen Knochen und der Elek-
trodenkappe hat eine Fla¨che von etwa A2 = 40mm
2. Mit diesen Fla¨chen ko¨nnen die
Ersatzschaltbild-Elemente der Materialgrenzen bestimmt werden (siehe Kapitel 3).
Die Fla¨chenverha¨ltnisse AMess/A1 und AMess/A2 aus Gleichung (3.9) ergeben sich
zu 0,095 und 5,65. Mit diesem Verha¨ltnis und den fu¨r die Messprobe bestimmten
4Das Durchfu¨hren einer Simulation mit einer CPU beno¨tigt rund 20 Minuten Rechenzeit auf
einer konventionellen Workstation (Stand 2009). Wie bereits erwa¨hnt, kann der Prozess der
Datengewinnung beliebig parallelisiert werden, indem mehrere CPUs/Rechner genutzt werden.
Der resultierende Datensatz beno¨tigt rund 500 MB zur Speicherung.
5Die weiteren Elemente des ESBs werden bei der Berechnung des elektrischen Feldes bestimmt.
98
6.1 Vorbereitung der Optimierung des Elektrostimulationssystems
0 10 20 30−10−20−30
0
10
20
30
40
−10
−20
−30
107,5
0
| 	E| [V/m]
Abbildung 6.5: Elektrische Feldverteilung einer Stimulationselektrode aus der Simu-
lation des Modells aus Abbildung 6.4(a).
Parametern aus Tabelle 3.2 ergeben sich folgenden Impedanzen fu¨r die Elemente
Zedl1 und Zedl2
6:
Zedl1(ω) = 4,6Ω + 52Ω(jω/1s
−1)−0,773
Zedl2Pol(ω) = 25,4Ω + 109,7 · 103 Ω(jω/1s−1)−0,953
Zedl2V PS(ω) = 281,5Ω + 3,16 · 103 Ω(jω/1s−1)−0,773. (6.1)
Hierbei bezeichnet Zedl2Pol(ω) die Impedanz einer Stimulationselektrode mit einer
polierten Titankappe, wa¨hrend Zedl2V PS(ω) die Impedanz der Materialgrenze fu¨r den
Fall beschreibt, dass die Elektrodenkappe VPS-beschichtet ist.
Abbildung 6.6 zeigt die Impedanz der Materialgrenze an einer Stimulationselektrode
fu¨r polierte und VPS-beschichtete Oberfla¨chen. Um die elektrische Feldsta¨rke im Kno-
6Wie bereits in Kapitel 4 erwa¨hnt, wurden die ohmschen Widersta¨nde der Beschichtung/Passivie-
rung und die CP-Elemente zusammengefasst, um die U¨bersichtlichkeit zu erho¨hen.
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Abbildung 6.6: Betrag und Phase der CP-Elemente des Materialu¨bergangs Elektro-
denkappe/Knochen fu¨r eine polierte Titanoberfla¨che (a) sowie fu¨r
eine VPS-beschichtete Titanoberfla¨che (b).
chen zu maximieren, ist es wu¨nschenswert, dass der Spannungsabfall an den Material-
grenzen mo¨glichst gering ausfa¨llt. Die Implantatoberfla¨che muss VPS-beschichtet wer-
den, um dem Knochen das Anwachsen zu erleichtern. Die Elektrodenkappen ko¨nnen
dagegen sowohl aus poliertem als auch VPS-beschichtetem Titan bestehen. Die Wahl
einer geeigneten Oberfla¨chenbehandlung sollte auf Basis der Stimulationsfrequenz so
erfolgen, dass die resultierende Impedanz einen mo¨glichst kleinen Betrag aufweist.
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Neben den Elementen Zedl1 und Zedl2 mu¨ssen auch die Transferwidersta¨nde RCT1
und RCT2 bestimmt werden. Die Kennlinie ist durch Gleichung (3.11) gegeben. Mit
den Fla¨chen A1 und A2 und den Messwerten aus Tabelle (3.3) ko¨nnen die Kennlinien
ermittelt werden. Die Strom-/Spannungs-Kennlinie des Transferwiderstandes RCT1
ergibt sich zu:
iF = 3,52 · 10−6A
(
eu/u1 − e−u/u2) | u1 = 0,138V u2 = 0,063V. (6.2)
Fu¨r die Berechnung der elektrischen Feldsta¨rke im Frequenzbereich muss die Kennli-
nie aus Gleichung (6.2) linearisiert werden. Eine Taylor-Reihenentwicklung um u = 0
liefert:
iF = 8,2 · 10−5Ω−1u.
Somit kann der nichtlineare Transferwiderstand RCT1 fu¨r kleine Spannungsabfa¨lle
durch einen ohmschen Widerstand mit 12,2 kΩ ersetzt werden.
Die Kennlinie des Transferwiderstandes RCT2 wurde analog fu¨r polierte und VPS-
beschichtete Elektrodenkappen bestimmt:
iFPol = 1,12 · 10−8A
(
eu/u3 − e−u/u4) | u3 = 9,091V u4 = 0,053V.
iFV PS = 5,81 · 10−8A
(
eu/u1 − e−u/u2) | u1 = 0,138V u2 = 0,063V. (6.3)
Die linearisierte Kennlinie und somit der entsprechende ohmsche Widerstand er-
gibt sich erneut durch eine Taylor-Reihenentwicklung um u = 0. Fu¨r kleine Span-
nungsabfa¨lle kann der nichtlineare Transferwiderstand RCT2 durch einen ohmschen
Widerstand mit 4,74 MΩ (polierte Titankappe) beziehungsweise 746,2 kΩ (VPS-
beschichtete Titankappe) ersetzt werden.
Abbildung 6.7 zeigt die Kennlinien der Transferwidersta¨nde RCT1 (a) sowie RCT2 fu¨r
eine polierte Titankappe (b) und eine VPS-beschichtete Titankappe (c). Die Kennli-
nien zeigen, dass die Transferwidersta¨nde nur fu¨r kleine Spannungen durch ohmsche
Widersta¨nde ersetzt werden ko¨nnen. Anderseits sind die Transferwidersta¨nde paral-
lel zu den Impedanzen Zedl1 und Zedl2 geschaltet. Ein Vergleich der linearisierten
Transferwidersta¨nde RCT1 und RCT2 mit den Betra¨gen der Impedanzen Zedl1 und
Zedl2 zeigt, dass das elektrische Verhalten der Materialgrenzen prima¨r durch Zedl1
und Zedl2 bestimmt wird.
6.2 Optimierung
Nachdem alle Daten fu¨r die Berechnung der elektrischen Feldverteilung einer Elek-
trodenanodnung vorliegen, kann mit der eigentlichen Optimierung begonnen werden.
6.2.1 Zur Definition von Optimierungszielen
In diesem Abschnitt soll die Definition von Optimierungszielen erfolgen, fu¨r die ein
Elektrostimulationssystem optimiert wird. Wie zu Beginn der Arbeit erwa¨hnt, soll
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Abbildung 6.7: Kennlinien der fu¨r das Beispiel bestimmten Transferwidersta¨nde
(a) RCT1, (b) RCT2 (polierte Titankappe) und (c) RCT2 (VPS-
beschichtete Titankappe) sowie Kennlinien der ohmschen Wi-
dersta¨nde aus der Linearisierung.
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Abbildung 6.8: Darstellung der Zielfunktionsregionen Ω1 und Ω2. Abtastpunkte in-
nerhalb des Verankerungszapfens und in Bereichen, die nicht im Kno-
chen liegen, wurden entfernt.
und kann in dieser Arbeit keine Erkla¨rung fu¨r den Wirkungsmechanismus der Elek-
trostimulation von Knochen gegeben werden. Es sollen vielmehr aus der Literatur
bekannte Stimulationsparameter auf das Hu¨ftimplantat mit Stimulationselektroden
u¨bertragen werden, um den Knochen an der Grenzfla¨che Knochen/Implantat zu sti-
mulieren. Fu¨r das vorgeschlagene induktiv gekoppelte Stimulationssystem mit har-
monischer Erregung werden Stimulationsfrequenzen von 10Hz [SAU02] bis 100Hz
[BWS01] vorgeschlagen. Die makroskopische Feldsta¨rke im Knochen soll fu¨r eine ef-
fektive Elektrostimulation zwischen 2V/m [BWS01] bis 5V/m [Pri09] betragen.
Zuna¨chst mu¨ssen fu¨r die Definition von Zielfunktionen nach (5.1)-(5.3) die Gebiete
definiert werden, in denen die elektrische Feldverteilung optimiert werden soll. Fu¨r
das zu optimierende Stimulationssystem sollen die beiden Regionen Ω1 und Ω2 wie
folgt definiert sein (alle Maße in mm):
Ω1 :
√
(x− 10)2 + y2 ≤ 20
Ω2 :
√
(x− 10)2 + y2 > 20. (6.4)
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Dabei werden nur Messpunkte betrachtet, die im Knochen liegen. Punkte außerhalb
wurden aus den beiden Regionen entfernt. Der Bereich Ω1 entha¨lt die Messpunkte,
die im zentralen Bereich des Hu¨ftlagers liegen, wa¨hrend Ω2 den peripheren Bereich
erfasst. Im Gebiet Ω1 soll nun an jedem Punkt eine elektrische Feldsta¨rke von 5V/m
erreicht werden. Das zweite Gebiet Ω2 soll dagegen mit 2V/m weniger stark stimuliert
werden7.
Abbildung 6.9: Implantat und Prima¨rspule im globalen Koordinatensystem. Der
Knochen ist als Drahtgittermodell dargestellt.
Die Stimulationsfrequenz soll 50Hz betragen (Netzfrequenz). Die a¨ußere Prima¨rspule
wird als du¨nne, kreisfo¨rmige Spule modelliert, deren Achse mit der z-Achse des in
Kapitel 4 eingefu¨hrten Koordinatensystems zusammenfa¨llt (siehe Abbildung 6.9). Die
Spule8 hat einen Durchmesser von 30 cm und erzeugt eine magnetische Flussdichte
von 20mT in ihrem Zentrum (siehe Abbildung 6.10). Die Sekunda¨relektroden sind,
wie in Abbildung 6.2 schematisch dargestellt, aufgebaut. Die Spule im Inneren ist
aus Kupferdraht mit 50μm Durchmesser gewickelt. Bei diesem Drahtdurchmesser
und den in Tabelle 6.2 angegebenen Maßen der Stimulationselektrode ko¨nnen rund
3200 Windungen in die Elektrode eingebracht werden9.
7Die Wahl der zu erreichenden Feldsta¨rke ist hier nur exemplarisch dargestellt.
8In der spa¨teren Anwendung sollen verschiedene Spulen eingesetzt werden, die sich an der Anatomie
des Patienten orientieren. Die kreisfo¨rmige Spule ist als Na¨herung zu sehen. Im Abschnitt A.3
wird auf beliebig geformte Prima¨rspulen eingegangen.
9Wie bereits erwa¨hnt, soll in dieser Arbeit nicht auf Wicklungstechniken und ihre Fu¨llfaktoren
eingegangen werden.
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Abbildung 6.10: Magnetische Flussdichte | 	B(r, z)| der Prima¨rspule (r =
√
x2 + y2).
Nachdem nun die Optimierungsziele definiert wurden, kann mit der eigentlichen Opti-
mierung begonnen werden. Zuvor soll das Optimierungsproblem jedoch auf mo¨gliche
Vereinfachungen u¨berpru¨ft werden. Hierzu eine Voru¨berlegung, zu der das ESB ei-
nes Stimulationssystems mit einer Elektrode betrachtet werden soll (siehe Abbildung
6.11): Da in diesem Optimierungsbeispiel keine obere Feldsta¨rkegrenze definiert wur-
de, die nicht u¨berschritten werden soll, erscheint es sinnvoll, die Stimulationselek-
troden so auszulegen, dass sie ein mo¨glichst starkes elektrisches Feld im Knochen
erzeugen. Hierzu muss der Spannungsabfall zwischen der Elektrodenkappe und der
Implantatoberfla¨che maximiert werden. Wird die Prima¨rspule als gegeben angenom-
men, so kann eine Erho¨hung der induzierten Spannung nur durch eine Erho¨hung der
Anzahl der Sekunda¨rwindungen in den Stimulationselektroden erfolgen. Hierbei ist
zu beachten, dass sowohl die induzierte Spannung und der ohmschen Widerstand der
Spule linear mit der Anzahl der Sekunda¨rwindungen zunehmen (zumindest solange
sich die Form der Gegeninduktivita¨t M nicht stark a¨ndert), allerdings die Eigeninduk-
tivita¨t L quadratisch mit der Anzahl der Sekunda¨rwindungen skaliert. Aus Abbildung
6.11 la¨sst sich der Spannungsabfall UG (fu¨r harmonische Anregung) ableiten:
UG =
RG
jωL0 + RC + RG + Z(ω)
jωMI0. (6.5)
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Abbildung 6.11: (a) Elektrostimulierendes Hu¨ftimplantat mit einer Stimulations-
elektrode und Prima¨rspule (Knochen als Drahtgittermodell). (b)
Ersatzschaltbild des Elektostimulationssystems.
Die Impedanzen der beiden Materialgrenzen wurden zu Z(ω) zusammengefasst. Ohne
auf die einzelnen Gro¨ßen einzugehen, kann folgendes festgestellt werden: Solange
ωL0  |RC + RG + Z(ω)|, (6.6)
ist es sinnvoll, die Sekunda¨rspulen mit der maximal mo¨glichen Anzahl von Windun-
gen zu bestu¨cken. Diese Betrachtung la¨sst sich auch auf ein Elektrostimulationssys-
tem mit mehreren Stimulationselektroden u¨bertragen. Da die Gegeninduktivita¨ten
zwischen den Sekunda¨rspulen wesentlich kleiner sind als die Eigeninduktivita¨ten, soll
an dieser Stelle jedoch darauf verzichtet werden.
Mit den zuvor genannten Daten der Sekunda¨rspulen und der maximalen Zahl von
3200 Windungen ergibt sich eine Eigeninduktivita¨t von 0,029 H10. Bei einer Stimula-
tionsfrequenz von 50Hz folgt:
ωL0 = 9,1Ω.
10Wird die Sekunda¨rspule aus einem Draht mit einem Durchmesser von 20μm gewickelt, so ko¨nnen
in die beschriebene Stimulationselektrode rund 2 · 104 Windungen eingebracht werden. Diese
Spule ha¨tte dann eine Eigeninduktivita¨t von 1,15 H und somit einen erheblichen Einfluss auf die
u¨ber dem Knochen abfallende Spannung. In diesem Fall mu¨sste, wie in Kapitel 5 beschrieben,
fu¨r jede Elektrodenposition eine optimale Windungszahl ermittelt werden.
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Abbildung 6.12: Widerstand zwischen der Elektrodenkappe und dem Implan-
tat, prima¨r gebildet durch die Substantia Spongiosa bei einer
Leitfa¨higkeit von κ = 0,15 S/m.
Ein Vergleich mit dem Widerstand RG (siehe Abbildungen 6.12 - im ungu¨nstigsten
Fall rund 380 Ω) zeigt, dass allein der ohmsche Widerstand RG die Bedingung aus
(6.6) gut erfu¨llt. Daher kann und soll fu¨r dieses Beispiel das komplette Wickelfenster
in den Sekunda¨rspulen genutzt werden. Daher wird wa¨hrend der Optimierung davon
ausgegangen, dass jede Sekunda¨rspule mit 3200 Windungen ausgestattet ist11.
Somit muss nur die Position der Stimulationselektroden fu¨r die gegebenen Zielstellun-
gen optimiert werden. Nachfolgend werden die Ergebnisse der Optimierung mit den
eindimensionalen Optimierungsverfahren vorgestellt. Im Anschluss wird dann auf die
Ergebnisse der mehrdimensionalen Optimierung eingegangen.
11Dies macht das System auch o¨konomischer, da so nur ein Elektrodentypus gefertigt werden muss.
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6.2.2 Ergebnisse der Optimierung
Bevor die Ergebnisse der Optimierung pra¨sentiert werden, soll zuvor kurz auf die
Abbildung einer Elektrodenanordnung in den Zielfunktionsraum eingegangen werden.
Abbildung 6.13: Implantat mit vier Stimulationselektroden auf der Oberfla¨che.
Abbildung 6.13 zeigt eine Elektrodenanordnung mit vier Stimulationselektroden. Die
Anordnung wird durch die Position der Elektroden auf der Oberfla¨che und die An-
zahl der Sekunda¨rwindungen eindeutig beschrieben. Fu¨r diese Elektrodenanordnung
kann nun eine elektrische Feldsta¨rke an den zuvor definierten Abtastpunkten be-
rechnet werden. Diese ist in Abbildung 6.14(a) dargestellt. Auf Basis der zuvor de-
finierten Zielfunktionen wird nun jedem Punkt ein Wert fu¨r die Abweichung von
der erwu¨nschten elektrischen Feldsta¨rke zugewiesen (vergleiche Definition (5.1)-(5.3)).
Die Abweichungswerte der einzelnen Abtastpunkte sind in Abbildung 6.14(b) darge-
stellt. Im Anschluss werden alle Abweichungen im jeweiligen Zielgebiet Ωi addiert.
Im hier gewa¨hlten Beispiel liefert dies fu¨r eine Elektrodenanordnung einen Vektor
mit zwei Komponenten.
6.2.2.1 Resultate der eindimensionalen Optimierung
In diesem Abschnitt soll zuna¨chst die Ermittlung einer optimalen Elektrodenan-
ordnung mit den vorgestellten eindimensionalen Algorithmen erfolgen. Hierfu¨r ist
es no¨tig, fu¨r jede Teilzielfunktion einen Wichtungsfaktor zu spezifizieren. Fu¨r die-
ses Beispiel wurden die folgenden Wichtungsfaktoren gewa¨hlt: {w1 = 1, w2 = 1},
{w1 = 3, w2 = 1} und {w1 = 1, w2 = 3}. Mit dem Aggregationsansatz aus Gleichung
(5.4) ko¨nnen die Teilzielfunktionen dann zu einer skalaren Zielfunktion zusammen-
gefasst werden. Im Anschluss wurde die jeweils resultierende Zielfunktion mit den
drei beschriebenen eindimensionalen Optimierungsalgorithmen fu¨r eine Elektroden-
anordnung mit je drei Elektroden minimiert und die jeweils als Optimum ermittelte
Elektrodenanordnung in den Zielfunktionsraum abgebildet.
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Abbildung 6.14: Elektrisches Feld im abgetasteten Gebiet Ω fu¨r eine Elektrodenan-
ordnung mit vier Stimulationselektroden (a). Relative Abweichung
δ vom Sollwert der elektrischen Feldsta¨rke (b).
Abbildung 6.15 zeigt den Zielfunktionsraum fu¨r die beschriebenen Optimierungsziele,
wobei jeder Punkt einer Elektrodenanordnung entspricht. Neben den drei eindimen-
sionalen Algorithmen wurde die Optimierung auch mit dem angepassten mehrdimen-
sionalen NSGA-2 Algorithmus durchgefu¨hrt. Um das zu einem Wichtungsfaktoren-
satz zugeho¨rige Optimum zu finden, mussten im Fall des Simulated-Annealing Algo-
rithmus rund 12 ·103 Elektrodenanordnungen ausgewertet werden. Der Nelder-Mead-
Simplex-Downhill Algorithmus wertet zum Ermitteln des Optimums rund 1,5 · 103
Elektrodenanordnungen aus. Hierbei ist allerdings zu beachten, dass dieser Algorith-
mus meistens gegen das na¨chste lokale Minimum strebt. Somit mu¨ssen verschiedene
Startpunkte gewa¨hlt werden, von denen der Algorithmus beginnt. Absolut gesehen
wertet der Differential-Evolution Algorithmus die geringste Zahl an Elektrodenan-
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Abbildung 6.15: Zielfunktionsraum des beschriebenen Optimierungsproblems. Jeder
Punkt entspricht einer Elektrodenanordnung mit drei Stimulati-
onselektroden auf der Implantatoberfla¨che. Die Optimierung wur-
de mit dem Nelder-Mead-Simplex-Downhill Algorithmus (Nelder-
Mead), dem Simulated-Annealing (Sim-Ann), dem Differential-
Evolution Algorithmus (Diff-Evo) und dem angepassten NSGA-2 -
Algorithmus durchgefu¨hrt.
ordnungen aus. In diesem Beispiel berechnete er fu¨r jedes Wichtungstupel 5 · 103
Elektrodenanordnungen12.
Im Anschluss wurde die Pareto-Menge fu¨r das gegebene Optimierungsproblem mit
dem angepassten NSGA-2 Algorithmus ermittelt. Hierfu¨r wurde eine Populations-
gro¨ße von 100 Individuen und ein maximales Iterationslimit von 50 Generationen
gewa¨hlt. Dies entspricht ebenfalls der Auswertung von 5·103 Elektrodenanordnungen.
Somit ist der Berechnungsaufwand zwischen einem Lauf des Differential-Evolution Al-
gorithmus und einem des NSGA-2 Algorithmus na¨herungsweise gleich. Wie jedoch
aus Abbildung 6.15 ersichtlich ist, ermittelt der angepasste NSGA-2 Algorithmus
mit dem gleichen Rechenaufwand eine komplette Approximation der Pareto-Menge,
wa¨hrend der Differential-Evolution Algorithmus lediglich ein einzelnes Element er-
mittelt. Weiterhin dominiert die Approximation der Pareto-Menge alle von den ein-
dimensionalen Algorithmen ermittelten Elektrodenanordnungen. Es zeigt sich somit,
12Das vollsta¨ndige Berechnen des elektrischen Feldes einer Elektrodenanordnung beno¨tigt auf einer
Workstation (Stand 2009) mit einem CPU-Kern rund eine Sekunde. Somit beno¨tigt ein Lauf des
vorgestellten Optimierungsalgorithmus mit insgesamt 5 · 103 auszuwertenden Elektrodenanord-
nungen etwas unter zwei Stunden Rechenzeit auf einer CPU. Am Ende des Kapitels wird die
Skalierung der parallelisierten Version betrachtet.
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dass der angepasste NSGA-2 Algorithmus bei gleichem oder geringerem Rechenauf-
wand bessere Elektrodenanordnungen ermittelt. Demzufolge sollte zur Optimierung
des Elektrostimulationssystems der vorgestellte angepasste NSGA-2 Algorithmus ver-
wendet werden.
6.2.2.2 Resultate der mehrdimensionalen Optimierung
In diesem Abschnitt soll nun die Optimierung von Elektrodenanordnungen mit drei,
vier und fu¨nf Stimulationselektroden erfolgen. Im vorherigen Abschnitt wurde fest-
gestellt, dass der angepasste NSGA-2 Algorithmus hierzu wesentlich besser geeignet
ist als die drei vorgestellten eindimensionalen Optimierungsverfahren. Daher soll nur
der mehrdimensionale Algorithmus genutzt werden13.
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Abbildung 6.16: Darstellung der ermittelten Approximationen der Pareto-Menge
fu¨r Elektrodenanodnungen mit drei (blau), vier (violett) und fu¨nf
(gelb) Stimulationselektroden.
Abbildung 6.16 zeigt die ermittelte Approximation der Pareto-Mengen fu¨r Elektro-
denanordnungen mit drei bis fu¨nf Stimulationselektroden fu¨r die zu Beginn beschrie-
benen Optimierungsziele. Jeder Punkt repra¨sentiert hierbei eine einzelne Elektroden-
anordnung. Aus diesen kann nun entweder eine als geeignet erscheinende ausgewa¨hlt
werden, oder die Stimulationsparameter (Frequenz, Prima¨rstrom, Anzahl der Sti-
mulationselektroden) werden modifiziert, um die Abweichung der einzelnen Elektro-
denanordnungen weiter zu minimieren. Aus dieser Approximation der Pareto-Menge
wurde auch die Elektrodenanordnung aus Abbildung 6.13 ausgewa¨hlt.
13Um die Anschaulichkeit zu erhalten, wurde fu¨r dieses Optimierungsbeispiel von zwei zu minimie-
renden Zielfunktionen ausgegangen. Der pra¨sentierte Ansatz ist allerdings in der Lage, Probleme
mit einer beliebigen Anzahl von Zielfunktionen zu behandeln.
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Abbildung 6.17: Elektrisches Feld im abgetasteten Gebiet Ω fu¨r eine Elektrodenan-
ordnung mit fu¨nf Stimulationselektroden (a). Relative Abweichung
δ vom Sollwert der elektrischen Feldsta¨rke (b).
Abbildung 6.17 zeigt das elektrische Feld und die daraus berechnete Verteilung der
einzelnen Abweichungen fu¨r eine Elektrodenanordnung mit fu¨nf Stimulationselektro-
den. Wie zuvor wurde auch hier eine Kompromisslo¨sung gewa¨hlt, die beide Zielfunk-
tionen mo¨glichst gleich gut minimiert. Es ist erkennbar, dass dies der Elektroden-
anordnung mit fu¨nf Stimulationselektroden wesentlich besser gelingt. Lediglich im
Bereich des Verankerungszapfens sind gro¨ßere Abweichungen von der gewu¨nschten
elektrischen Feldsta¨rke festzustellen. Dies ist nicht weiter verwunderlich, da der Ver-
ankerungszapfen eine A¨quipotentiallinie darstellt und somit eine Art
”
Feldschatten“
erzeugt.
An dieser Stelle soll darauf verzichtet werden, Parameterstudien u¨ber den Effekt
einzelner Parameter des Optimierungsalgorithmus auf die Konvergenz an die Pareto-
Menge anzufu¨hren. Wie bereits in Kapitel 5 erwa¨hnt, muss auch der Optimierungsal-
gorithmus auf das zu optimierende Problem eingestellt werden. Dennoch zeigte sich
im Verlauf mehrerer Optimierungszyklen und verschiedener Testprobleme, dass die
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Parameter Wert
Populationsgro¨ße n 100
Individuen / Tournament 2
Gro¨ße Fortpflanzungspool 0,2 n
Kreuzungswahrscheinlichkeit (Uniform) 0,4
Kreuzungswahrscheinlichkeit (Onepoint) 0,6
Mutationswahrscheinlichkeit 0,8
Standardabweichung Mutation (Elektrodenposition) 2 mm
Standardabweichung Mutation (Windungszahl) 100
Tabelle 6.3: Geeignete Startwerte fu¨r die zu spezifizierenden Parameter des mehrdi-
mensionalen evolutiona¨ren Optimierungsalgorithmus.
Werte aus Tabelle 6.3 gute Startwerte fu¨r die zu spezifizierenden Parameter darstel-
len.
6.3 Fehlerbetrachtung
Der in dieser Arbeit pra¨sentierte Ansatz zur Optimierung des Elektrostimulations-
systems basiert auf der Vorwa¨rtsberechnung der elektrischen Feldverteilung mit ei-
ner anschließenden Bewertung. Um den zur Optimierung no¨tigen Zeitaufwand in
einem vertretbaren Rahmen zu halten, wurde ein hybrider Ansatz vorgestellt, mit
dem das elektrische Feld einer spezifischen Elektrodenanordnung in kurzer Zeit er-
mittelt werden kann. Hierfu¨r wurden in Kapitel 4 einige Annahmen getroffen, die zu
einer Vereinfachung des zu lo¨senden Problems fu¨hren, jedoch auch einen Fehler in
die berechneten Feldverteilungen einfu¨hren. Hier sollen nun die Auswirkungen dieser
Na¨herungen untersucht werden.
In Kapitel 4 wurde angenommen, dass die Wirbelstromdichte im Hu¨ftknochen we-
sentlich kleiner ist als die Stromkomponente, die durch die Stimulationselektroden
im Knochen erzeugt wird14. Somit kann das elektrische Feld im Knochen in guter
Na¨herung durch den Gradienten eines skalaren Potentials dargestellt werden. In
diesem Abschnitt soll nun der Einfluss der im Knochen induzierten Wirbelstro¨me
betrachtet werden. Hierzu wurde die Wirbelstromdichte im Hu¨ftknochen des Simu-
lationsmodells aus Abbildung 6.9 numerisch berechnet. Das Modell wurde, wie im
Abschnitt 6.1.1 beschrieben, diskretisiert, und es wurden die gleichen Randbedingun-
gen gewa¨hlt. Die Wirbelstromdichte wurde mit dem LF Frequency Domain Solver
mit magneto-quasistatischer Na¨herung15 berechnet. Im Anschluss wurde die Wirbel-
stromdichte an den Abtastpunkten ermittelt.
14Diese Stromkomponente wird selbstversta¨ndlich auch durch magnetische Induktion hervorgerufen.
15Vereinfachung der Maxwell-Gleichung durch die Vernachla¨ssigung der elektrischen Verschiebungs-
flussdichte. In Kapitel 3 wurde festgestellt, dass sich Knochenmaterial bei den zur Elektrostimu-
lation verwendeten Frequenzen in guter Na¨herung rein resistiv verha¨lt.
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Abbildung 6.18: Wirbelstromdichte (und elektrische Feldsta¨rke) an den
Abtastpunkten.
Abbildung 6.18 zeigt den Betrag der Wirbelstromdichte an den korrespondierenden
Abtastpunkten. Hierbei wurde erneut nur die Wirbelstromdichte im Knochen darge-
stellt. Im Mittel wird mit den Stimulationsparametern (Stimulationsfrequenz 50Hz
und maximale magnetische Flussdichte von 20mT) eine induzierte Wirbelstromdich-
te von 0,01 A/m2 im Knochen erzeugt. Mit der angenommenen Leitfa¨higkeit von 0,15
S/m ergibt sich somit eine elektrische Feldsta¨rke von rund 0,07 V/m ( 	E = κ−1 	J). Ein
Vergleich mit den angestrebten und erzeugten elektrischen Feldsta¨rken zeigt, dass die
Vernachla¨ssigung der Wirbelstromdichte gerechtfertigt ist und das elektrische Feld in
guter Na¨herung durch das von den Stimulationselektroden erzeugte elektrische Feld
beschrieben wird.
In Kapitel 4 wurde die numerische Berechnung der elektrischen Feldverteilung einer
Elektrodenanordnung durch die gewichtete U¨berlagerung zuvor simulierter Feldver-
teilungen ersetzt. Hierbei entstehen zwangsweise Abweichungen, da die einzelnen
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Abbildung 6.19: Relativer Fehler des mit dem entwickelten Ansatz berechneten elek-
trischen Feldes.
Feldverteilungen mit geringfu¨gig unterschiedlichen Simulationsmodellen berechnet
werden. Zusa¨tzlich werden die Feldverteilungen von Elektroden an nicht simulier-
ten Positionen aus den umgebenden simulierten Positionen interpoliert. Der dabei
entstehenden Fehler soll am Beispiel einer Elektrodenanordnung mit vier Stimula-
tionselektroden untersucht werden. Hierzu wurde die elektrische Feldverteilung der
Elektrodenanordnung aus Abbildung 6.13 numerisch berechnet. Im Anschluss wurde
diese mit der Feldverteilung verglichen, die mit dem in Kapitel 4 beschriebenen An-
satz ermittelt wurde. Fu¨r jeden Abtastpunkt wurde der relative Fehler | 	˜Ei− 	Ei|/| 	Ei|
bestimmt. Hierbei bezeichnen 	˜Ei und 	Ei die elektrische Feldsta¨rke am Messpunkt i,
die mit dem Ansatz aus Kapitel 4 beziehungsweise durch die Simulation der Elektro-
denanordnung ermittelt wurden.
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Abbildung 6.19 stellt den relativen Fehler des berechneten Feldes an den Abtast-
punkten im Knochen dar. Der mittlere Fehler u¨ber alle Abtastpunkte im Knochen
betra¨gt fu¨r diese Elektrodenanordnung 4,9%. Es soll an dieser Stelle darauf verzich-
tet werden, den Fehlereinfluss der Interpolation und der U¨berlagerung getrennt zu
untersuchen. Je nach Anzahl und Positionierung der Stimulationselektroden ergibt
sich eine mittlere Abweichung zwischen der simulierten Feldverteilung und der mit
dem vorgestellten Ansatz berechneten Feldverteilung von 2% bis etwa 7%.
Somit kann festgestellt werden, dass der in Kapitel 4 vorgestellte hybride Ansatz zur
na¨herungsweisen Berechnung des elektrischen Feldes gut geeignet ist, die aufwendige
numerische Berechnung der elektrischen Feldverteilung zu ersetzen und die Optimie-
rung in einem u¨berschaubaren Zeitrahmen durchzufu¨hren. Nachdem eine Approxi-
mation der Pareto-Menge ermittelt wurde, ko¨nnen die potentiell geeigneten Elektro-
denanordnungen konventionell simuliert werden.
6.3.1 Betrachtung des Einflusses der nichtlinearen
Materialgrenzen
In Kapitel 3 wurde festgestellt, dass die Materialgrenzen zwischen Implantat und
Knochen sowie Knochen und Elektrodenkappen nichtlineare Eigenschaften aufweisen.
Daher soll in diesem Abschnitt untersucht werden, welche Auswirkung die nichtlinea-
re Strom-/Spannungs-Kennlinie der Materialgrenzen auf die berechneten Spannungs-
abfa¨lle und somit auch auf das elektrische Feld im Knochen hat.
In Kapitel 4 wurde ein Ansatz vorgestellt, mit dem die Elemente der Materialgren-
zen auf SPICE u¨bliche Modelle u¨bertragen werden ko¨nnen. Die nichtlinearen Trans-
ferwidersta¨nde ko¨nnen mit einer antiparallelen Zusammenschaltung zweier Dioden
modelliert werden. Hierfu¨r mu¨ssen lediglich die Kennlinien aus (6.2) und (6.3) auf
die Diodenkenngro¨ßen umgerechnet werden. Dies erfolgt mit den in Gleichung (4.43)
gegebenen Beziehungen. Etwas schwieriger gestaltet sich die Modellierung der CP-
Elemente. In Kapitel 4 wurde vorgeschlagen, diese Elemente durch eine Kette von
RC-Gliedern zu ersetzen.
Abbildung 6.20 zeigt einen Vergleich der Impedanzen der CP-Elemente mit den resul-
tierenden RC-Ketten. Hierbei wurden die CP-Elemente durch jeweils eine RC-Kette
mit vier Gliedern ersetzt16. Es zeigt sich, dass bereits vier RC-Glieder ausreichen, um
das Verhalten der CP-Elemente in einem Frequenzintervall von [50Hz, 300Hz] sehr
gut zu beschreiben. Mit diesem Intervall sind die Grundfrequenz sowie die ersten fu¨nf
Harmonischen abgedeckt.
Der nichtlineare Einfuss der Materialgrenzen soll am Beispiel der Elektrodenanord-
nung mit vier Stimulationselektroden aus Abbildung 6.13 untersucht werden. Wie
bereits erwa¨hnt, wurden die Simulationen im Zeitbereich mittels NGSPICE durch-
gefu¨hrt, welches zu diesem Zweck an Mathematica gekoppelt wurde.
16Hierbei wird das reine CP-Element betrachtet. Der zusa¨tzliche ohmsche Anteil, der durch eine
Beschichtung/Passivierung entsteht und mit RB bezeichnet wurde, ist noch nicht eingerechnet.
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Abbildung 6.20: Impedanz der CP-Elemente und der angepassten RC-Ketten der
Materialgrenzen Elektrodenkappe/Knochen ((a) Betrag und (b)
Phase) und Knochen/Implantat ((c) Betrag und (d) Phase).
Abbildung 6.21 zeigt einen Ausschnitt der im Zeitbereich berechneten Spannungs-
abfa¨lle u1 bis u4, mit denen nach Gleichung (4.38) die Wichtungsfaktoren der von
den einzelnen Elektroden erzeugten elektrischen Felder berechnet werden ko¨nnen.
Zuna¨chst fa¨llt der asymmetrische Spannungsverlauf aller Kurven auf. Dieser wird
durch die nichtlineare und asymmetrische Kennlinie der Transferwidersta¨nde verur-
sacht (vergleiche Abbildung 6.7). Dies fu¨hrt dazu, dass der Spannungsabfall an den
Materialgrenzen fu¨r die positive und die negative Halbwelle unterschiedlich sind. Be-
sonders deutlich wird dies an der Materialgrenze Knochen/Elektrodenkappe.
Abbildung 6.22 zeigt die Spannungsabfa¨lle u¨ber den Materialgrenzen. Wa¨hrend die
Materialgrenze Implantat/Knochen (Abbildung 6.22(b)) ein nahezu lineares Verhal-
ten zeigt, was durch das betragsma¨ßig sehr kleine CP-Element erkla¨rt werden kann,
zeigt die Materialgrenze Knochen/Elektrodenkappe ein deutlich nichtlineares Verhal-
ten. Dies ist, wie bereits erwa¨hnt, auf die asymmetrische Kennlinie des Transferwider-
standes in Kombination mit dem parallelgeschalteten CP-Element zuru¨ckzufu¨hren.
Eine Fourieranalyse der Spannungen u1 bis u4 ermo¨glicht es, die Amplituden der
harmonischen Komponenten zu ermitteln.
Tabelle 6.4 entha¨lt die Amplituden der Grundwelle (Uˆ50Hz) sowie die der ersten drei
Oberwellen (Uˆ100Hz , Uˆ150Hz und Uˆ200Hz). Zusa¨tzlich entha¨lt die Tabelle die im Fre-
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Abbildung 6.21: Berechnete Potentiale u1 bis u4 im Zeitbereich (u2 und u4 liegen
u¨bereinander).
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Abbildung 6.22: Spannungsabfa¨lle u¨ber den Materialgrenzen im zeitlichen Ver-
lauf. (a) Materialgrenze Knochen/Elektrodenkappe und (b)
Implantat/Knochen.
quenzbereich berechneten Amplituden der Spannungsabfa¨lle Uˆ . Zuna¨chst fa¨llt auf,
dass die im Frequenzbereich berechneten Amplituden kleiner sind als die im Zeit-
bereich bestimmten. Dies ist nicht weiter verwunderlich, da im Frequenzbereich die
Transferwidersta¨nde durch ohmsche Widersta¨nde ersetzt wurden, die die Kennlinie ei-
nes Transferwiderstandes nur bis etwa 30mV in guter Na¨herung modellieren ko¨nnen.
Abbildung 6.22 zeigt allerdings, dass der Spannungsabfall u¨ber der Materialgrenze
Knochen/Elektrodenkappe wesentlich gro¨ßer ist. Somit fließt mehr Strom durch den
Transferwiderstand, was zu einem ho¨heren Spannungsabfall u¨ber den Widerstand des
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Spannung Uˆ (Frequenzbereich) Uˆ50Hz Uˆ100Hz Uˆ150Hz Uˆ200Hz
u1 162 mV 176 mV 5,5 mV 5,8 mV 1,5 · 10−3 mV
u2 179 mV 203 mV 6,8 mV 8,5 mV 8 · 10−2 mV
u3 184 mV 220 mV 6,9 mV 9,1 mV 9 · 10−2 mV
u4 179 mV 200 mV 6,8 mV 8,5 mV 8 · 10−2 mV
Tabelle 6.4: Fourieranalyse der berechneten Spannungsabfa¨lle aus der transienten
Simulation.
Knochenmaterials fu¨hrt17. Durch die Linearisierung der Kennlinie des Transferwider-
standes werden bei den gewa¨hlten Stimulationsparametern die Wichtungsfaktoren
im Frequenzbereich rund 10% zu niedrig berechnet. Somit ist auch die elektrische
Feldsta¨rke im Knochen rund 10 % ho¨her, verglichen mit der im Frequenzbereich
bestimmten Feldsta¨rke. Ob die Optimierung mit einer Feldberechnung im Frequenz-
bereich oder im Zeitbereich erfolgt, muss durch einen Vergleich der berechneten Span-
nungen entschieden werden. Da sich die Abweichungen allerdings auf alle Elektroden
gleichermaßen auswirkt, erscheint es sinnvoll, die Optimierung im Frequenzbereich
durchzufu¨hren und dann ausgewa¨hlte Individuen der Pareto-Menge im Zeitbereich
zu simulieren.
6.4 Skalierung des parallelisierten mehrdimensionalen
Optimierungsalgorithmus
In Kapitel 5 wurde die Mo¨glichkeit der Parallelisierung der vorgestellten Feldberech-
nungs- und Optimierungsprozedur erwa¨hnt. Hierbei werden aufwendige Rechenschrit-
te - wie das Berechnen der Gegeninduktivita¨ten zwischen den Stimulationselektroden
und die U¨berlagerung der einzelnen Feldverteilungen - nicht lokal sondern parallel
in einem Netzwerk von Rechnern durchgefu¨hrt. An dieser Stelle soll kurz auf den
mo¨glichen Geschwindigkeitsgewinn in der Optimierung eingegangen werden. Dazu
wurde eine Population aus 100 Individuen mit jeweils 5 Stimulationselektroden er-
zeugt. Basierend auf dieser Population wurde ein vollsta¨ndiger Iterationschritt des
Optimierungsalgorithmus durchgefu¨hrt18.
Abbildung 6.23(a) stellt die no¨tige Zeitdauer fu¨r einen Iterationsschritt des Algorith-
mus in Abha¨ngigkeit von den zur Verfu¨gung stehenden Rechenkernen (i) dar. Es
zeigt sich, dass das pra¨sentierte Optimierungsverfahren sehr gut fu¨r die Parallelisie-
rung geeignet ist. So kann bei zehn Rechenprozessen mit einer Beschleunigung um
den Faktor acht gerechnet werden.
17Werden die Dioden, die die Transferwidersta¨nde modellieren, durch die linearisierten ohmschen
Widersta¨nde ersetzt, so betra¨gt die Abweichung der im Frequenz- und im Zeitbereich bestimmten
Spannungsabfa¨lle weniger als 1%.
18Dieser Schritt beinhaltet das Berechnen der elektrischen Feldverteilungen aller Individuen, die
Fitnessbewertung sowie das Erzeugen der nachfolgenden Generation.
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Abbildung 6.23: (a) Zeitdauer Ti fu¨r einen vollsta¨ndigen Iterationsschritt des Opti-
mierungszyklus in Abha¨ngigkeit von den zur Verfu¨gung stehenden
Rechenkernen i. (b) Geschwindigkeitsgewinn k in Abha¨ngigkeit von
den zur Verfu¨gung stehenden Rechenkernen.
6.5 Zusammenfassung des Kapitels
In diesem Kapitel wurde die Optimierung eines Elektrostimulationssystems mit den
in dieser Arbeit pra¨sentierten Methoden an einem Beispiel durchgefu¨hrt. Zuna¨chst
wurde die Phase der Datengewinnung beschrieben. Im Anschluss wurden die noch
unbekannten Parameter der Materialgrenzen Implantat/Knochen und Knochen/Elek-
trodenkappe aus den in Kapitel 3 pra¨sentierten Messergebnissen bestimmt.
Danach wurden optimale Elektrodenanordnungen fu¨r zwei zuvor vorgestellte Opti-
mierungsziele ermittelt. Hierfu¨r wurden zuna¨chst die in Kapitel 5 pra¨sentierten ein-
dimensionalen Optimierungsalgorithmen verwendet. Es zeigte sich, dass lediglich der
Differential-Evolution Algorithmus in der Lage ist, das aus der Aggregation der Ziel-
funktionen hervorgegangene Optimierungsproblem in einem u¨berschaubaren Rahmen
mit zufriedenstellenden Resultaten zu lo¨sen. Im Anschluss wurde das gleiche Optimie-
rungsproblem mit dem angepassten mehrdimensionalen evolutiona¨ren Algorithmus
behandelt. Dieser zeigte sich den eindimensionalen Verfahren klar u¨berlegen, da mit
einem a¨hnlichen Rechenaufwand nicht nur ein Element sondern die komplette Pareto-
Menge19 ermittelt werden kann.
Abschließend wurde der Einfluss der nichtlinearen Charakteristika der Materialgren-
zen sowie die Skalierung der parallelisierten Variante des mehrdimensionalen Optimie-
rungsalgorithmus untersucht. Es zeigte sich, dass der vorgestellte mehrdimensionale
Optimierungsalgorithmus sehr gut parallelisierbar ist. So konnte mit zehn Rechen-
prozessen die zur Optimierung beno¨tigte Zeitdauer um den Faktor acht reduziert
werden.
19Zumindest eine Approximation, die die Elemente der eindimensionalen Optimierung dominiert.
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7 Zusammenfassung und Ausblick
Die hier vorgestellte Arbeit befasst sich mit der Entwicklung eines Verfahrens zur
Optimierung eines Hu¨ftgelenksimplantats, welches mit einem induktiv gekoppelten
Elektrostimulationssystem ausgestattet ist. Dieses soll den Einheilprozess des Im-
plantats verbessern, um so die mechanische Stabilita¨t der Prothesenverankerung und
damit die Lebensqualita¨t des Patienten zu verbessern.
Hierfu¨r wurde zuna¨chst ein kurzer U¨berblick u¨ber die Datenlage zu den elektrischen
Eigenschaften von Knochen gegeben. Im Anschluss wurde der Einfluss der Material-
grenzen zwischen den Implantatkomponenten und dem Knochen untersucht. Es zeigte
sich, dass die Prozesse an den Materialgrenzen einen nicht zu vernachla¨ssigenden Ein-
fluss auf die elektrische Feldverteilung im Knochen haben. Zur Modellierung dieser
Prozesse wurde ein geeignetes Ersatzschaltbild aus der Literatur adaptiert, dessen
Elemente aus Messdaten bestimmt wurden. Da die Optimierung das Auswerten der
elektrischen Feldverteilung einer Vielzahl von Elektrodenanordnungen erfordert, wur-
de in Kapitel 4 ein Ansatz vorgestellt, mit dem die elektrische Feldverteilung einer
Elektrodenanordnung na¨herungsweise berechnet werden kann. Vorteil dieses Ansat-
zes ist, dass das elektrische Feld einer Elektrodenanordnung in weniger als einer Se-
kunde berechnet werden kann. Eine konventionelle numerische Berechnung beno¨tigt
rund 20 Minuten1. Dieser Ansatz beruht auf der Idee, die elektrische Feldverteilung ei-
ner Elektrodenanordnung durch die gewichtete U¨berlagerung zuvor berechneter Feld-
verteilungen darzustellen. Spa¨ter wurde festgestellt, dass die im Vergleich zu einer
numerischen Simulation auftretende Abweichung relativ gering ist, so dass dieses Ver-
fahren genutzt werden kann, um das elektrische Feld einer Elektrodenanordnung in
der Optimierung zu berechnen und somit die zur Optimierung beno¨tigte Zeitdauer
um mehrere Gro¨ßenordnungen zu reduzieren.
Die eigentliche Optimierung ist Gegenstand des Kapitels 5. Nachdem zuna¨chst auf
die Definition von Optimierungszielen fu¨r die elektrische Feldverteilung eingegangen
worden ist, wurden drei potentiell geeignete eindimensionale Optimierungsalgorith-
men, die in der Literatur beschrieben sind, auf das vorliegende Problem angewandt.
Hierfu¨r war es no¨tig, die einzelnen Teilzielfunktionen zu einer einzelnen skalaren Ziel-
funktion zusammenzufassen. Das inha¨rente Problem der Wahl der Wichtungsfaktoren
konnte jedoch nicht zufriedenstellend gelo¨st werden. Daher wurde ein weiterer Algo-
rithmus an das Problem angepasst, der auf der Pareto-Optimalita¨t beruht. Somit
wird nicht eine einzelne Elektrodenanordnung als Optimum ermittelt, sondern eine
Menge von Kompromisslo¨sungen. Bei diesen ist die Verbesserung in einem Teilziel
nur durch eine Verschlechterung in einem anderen mo¨glich. Aus dieser Menge ko¨nnen
1Stand 2010.
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dann anhand von zuna¨chst nicht in der Optimierung definierten Kriterien eine oder
mehrere Elektrodenanordnungen ausgewa¨hlt werden.
In Kapitel 6 wurden Elektrodenanordnungen mit drei bis fu¨nf Stimulationselektroden
optimiert. Die zuvor theoretisch beschriebenen Schritte wurden hier an einem Beispiel
durchgefu¨hrt. Dabei wurde auch die Leistungsfa¨higkeit der Optimierungsalgorithmen
aus Kapitel 5 verglichen. Es zeigte sich, dass der angepasste mehrdimensionale Op-
timierungsalgorithmus bei einer a¨hnlichen Anzahl von Funktionsauswertungen ein
durchweg besseres Ergebnis liefert. Verbunden mit der zugrunde liegenden Flexibi-
lita¨t ist dieser Algorithmus folglich zur Optimierung des Elektrostimulationssystems
fu¨r die spa¨tere medizinische Anwendung klar zu bevorzugen.
An einer Elektrodenanordnung wurde im Anschluss der Einfluss der nichtlinearen
Materialgrenzen untersucht. Es zeigte sich, dass die im Frequenzbereich berechne-
ten Spannungsabfa¨lle zwischen der Elektrodenspitze und der Implantatoberfla¨che
um rund 10% zu niedrig ausfallen. Fu¨r das vorgestellte Optimierungsbeispiel ist die-
se Abweichung dennoch vertretbar, da ho¨here Spannungsabfa¨lle zu einer ho¨heren
Feldsta¨rke im Knochen fu¨hren. Somit muss vor der Optimierung anhand von einzel-
nen typischen Elektrodenanordnungen untersucht werden, ob diese im Frequenz- oder
im Zeitbereich durchgefu¨hrt wird. Mit den in dieser Arbeit vorgestellten Verfahren
sind beide Varianten mo¨glich. Es zeigt sich, dass die Materialgrenzen einen signifikan-
ten Einfluss auf die Feldverteilung im Knochen haben und somit nicht vernachla¨ssigt
werden du¨rfen.
Als wesentliches Problem bei der Optimierung des Implantates stellte sich die un-
genu¨gende Datenlage dar. Die Menge an belastbaren Daten zu den elektrischen Ei-
genschaften von biologischen Geweben im niederfrequenten Bereich ist sehr begrenzt.
Allerdings werden mit zunehmender Bedeutung der elektrischen Stimulation von bio-
logischen Systemen auch diese Punkte bedeutender, so dass auf eine Erweiterung der
Datenbasis gehofft werden kann.
Neben den elektrischen Eigenschaften des biologischen Gewebes sind vor allem die
eigentlichen Stimulationsparameter nicht eindeutig gekla¨rt. In dieser Arbeit wurde
daher auf Werte aus der Literatur zuru¨ckgegriffen. Jedoch soll festgestellt werden,
dass diese teils widerspru¨chlich sind, so dass hier weitere Forschung no¨tig erscheint.
Dennoch konnte in dieser Arbeit gezeigt werden, dass es mit dem vorgeschlagenen
Ansatz der Positionierung von Stimulationselektroden auf der Implantatoberfla¨che
mo¨glich ist, die in der Literatur zur niederfrequenten Elektrostimulation angegebenen
elektrischen Feldsta¨rken im Knochen zu erzeugen. Der vorgeschlagene Ansatz erlaubt
es weiterhin, beliebige Zielfunktionen zu definierten, so dass Elektrodenanordnungen
fu¨r verschiedene Defektsituationen ermittelt werden ko¨nnen. Dieses ist no¨tig, da De-
fekte des Hu¨ftknochens in einem weiten Spektrum auftreten ko¨nnen [DCB89]. Das
na¨chste Ziel ist also, fu¨r jede Defektklasse2 eine angepasste Elektrodenanordnung zu
ermitteln, die diese Defektsituation bestmo¨glich therapiert.
2Systematische Einteilung von Defekten des Hu¨ftknochens nach Art und Lokalisierung des Defek-
tes.
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Um eine o¨konomische Verwertung zu vereinfachen, ist es wu¨nschenswert, dass einzel-
ne Elektrodenanordnungen fu¨r mehrere Defektklassen genutzt werden ko¨nnen. Somit
sollte fu¨r jede Defektklasse die Pareto-Menge an geeigneten Elektrodenanordnungen
ermittelt werden. Im Anschluss kann gezielt nach Elektrodenanordnungen gesucht
werden, die in mehreren Pareto-Mengen vorkommen. Ein zweiter mo¨glicher Ansatz
besteht darin, die Zielfunktionen fu¨r verschiedene Defektkategorien gemeinsam in ei-
nem Optimierungslauf zu minimieren, um so Elektrodenanordnungen zu ermitteln,
die eine elektrische Feldverteilung erzeugen, die fu¨r die Therapie mehrerer Defek-
te genutzt werden kann. Hier zeigt sich der Vorteil des vorgestellten Ansatzes zur
Feldberechnung: Sobald die Feldverteilungen der einzelnen simulierten Elektrodenpo-
sitionen ermittelt worden sind, kann jedes beliebige Optimierungsziel definiert und
die Anzahl der Stimulationselektroden variiert werden, ohne erneut den rechenauf-
wendigen Schritt der Feldsimulation durchfu¨hren zu mu¨ssen. Somit ko¨nnen schnell
und einfach neue Varianten evaluiert beziehungsweise weitere Optimierungsziele de-
finiert werden. Wu¨rde die Optimierung hingegen auf numerischen Simulationen fu¨r
jede Elektrodenanordnung aufbauen, so ko¨nnten kurzfristige A¨nderungen nicht erfol-
gen, da dieses sofort mit einer langwierigen Reihe von neuen Simulationen verbunden
wa¨re.
Neben der bereits angesprochenen Ermittlung von Elektrodenanordnungen, die mo¨g-
lichst breit einsetzbar sind, sollte die Sensitivita¨t der optimierten Elektrodenanord-
nungen beachtet werden: Da nicht auszuschließen ist, dass die Prothese bei der
Implantation nicht an ihrer optimalen Position im Hu¨ftknochen positioniert wird,
sollte die Wahl der Optimierungsziele so erfolgen, dass auch bei einer ungu¨nstigen
Positionierung eine effektive Elektrostimulation der gewu¨nschten Areale stattfindet.
Zusa¨tzlich ist durch die variable Patientenanatomie nicht sichergestellt, dass die ex-
terne Erregerspule exakt gleich positioniert wird, so dass es mo¨glicherweise zu ei-
nem verminderten magnetischen Fluss durch die Sekunda¨rspulen und somit zu einem
schwa¨cheren elektrischen Feld im Knochen kommt. Auch dieses sollte bei der Defini-
tion der Zielfunktionen beziehungsweise bei der Auslegung der Erregerspule und der
Sekunda¨rspulen beachtet werden.
Diese Punkte ko¨nnen auch als weiteres Entscheidungskriterium zur Auswahl eines
geeigneten Elementes aus der Pareto-Menge dienen, indem einzelne Elemente unter
nicht optimalen Bedingungen simuliert werden und Elektrodenanordnungen, die auch
mit diesen Abweichungen eine effektive Elektrostimulation gema¨ß der definierten Ziel-
funktionen garantieren, bevorzugt werden.
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A.1 Validierung der numerischen Feldberechnung
In diesem Abschnitt soll die numerische Berechnung der elektrischen Feldverteilung
anhand von Messungen an einem humanen Becken validiert werden.
A.1.1 Aufnahme der Potentialverteilung im humanen Becken
Zuna¨chst wurde der noch gefrorene Beckenknochen mittels hochaufgelo¨ster CT-Auf-
nahmen abgetastet, um die spa¨tere Geometrierekonstruktion durchfu¨hren zu ko¨nnen.
Im Anschluss wurde die Hu¨ftpfanne ausgefra¨st und das Implantat sowie ein Prototyp
einer Stimulationselektrode eingesetzt. Abbildung A.1 zeigt den Hu¨ftknochen und die
Stimulationselektrode sowie das Implantat (hier ohne zusa¨tzlichen Verankerungszap-
fen). Um die Messung zu vereinfachen wurde keine magnetische Kopplung zur Er-
zeugung eines elektrischen Feldes im Knochen genutzt. Stattdessen wurde die Kappe
der Stimulationselektrode u¨ber eine Zuleitung mit einem Signalgenerator verbunden.
U¨ber diesen konnten Frequenz und Amplitude der Anregung eingestellt werden. Die
Masseleitung des Signalgenerators war an das Implantat gelegt, so dass eine definierte
Spannung zwischen Implantat und Elektrodenkappe eingepra¨gt werden konnte.
Im Anschluss wurde das Becken mit dem Implantat1 in einer Haltevorrichtung fixiert
(siehe Abbildung A.2(a)). Diese Haltevorrichtung wurde mit einem Koordinatenmess-
arm (siehe Abbildung A.2(b)) verbunden, an dessen Spitze eine Potentialsonde befes-
tigt war. Ferner wurde der Knochen in einem Raster angebohrt, um das elektrische
Potential im Knocheninneren aufnehmen zu ko¨nnen. Somit konnten sowohl an Punk-
ten auf der Knochenoberfla¨che als auch im Inneren das elektrische Potential sowie
die Koordinaten der Messpunkte aufgenommen werden. Abbildung A.3 zeigt eine
vergro¨ßerte Ansicht dieses Bereichs.
Mittels des Signalgenerators wurde eine Spannung von 1V (Amplitude) bei einer
Frequenz von 20Hz zwischen dem Implantat und der Elektrodenkappe erzeugt. Hier-
durch bildet sich im Knochen ein elektrisches Feld. Mit der am Messarm befestigten
Potentialsonde wurde das elektrische Potential am Knochen sowohl in 2mm als auch
in 7mm Tiefe in den vorgebohrten Lo¨chern gemessen. Dieser Vorgang wurde ins-
gesamt drei mal wiederholt. Die Messergebnisse konnten bei jedem Durchlauf mit
kleineren Abweichungen von rund 2 % reproduziert werden. Neben den Potentialen
1Um eventuelle Hohlra¨ume zwischen dem Implantat und dem Knochen auszufu¨llen wurde ein
Kontaktgel verwendet.
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Abbildung A.1: Hu¨ftknochen mit ausgefra¨stem Hu¨ftlager, extern gespeister Stimu-
lationselektrode und Implantat (ohne Verankerungszapfen).
wurden auch der Widerstand zwischen der Elektrodenkappe und der Implantatober-
fla¨che sowie die elektrische Leitfa¨higkeit im Knochenlager (siehe Kapitel 3) bestimmt.
A.1.2 Vergleich von Simulation und Messung
Basierend auf dem oben beschriebenen Experiment wurde ein numerisches Modell
mit den gleichen Charakteristika erzeugt, um die Simulationsmethodik am humanen
Beckenknochen zu validieren und zu einer Fehlerabscha¨tzung des fu¨r die Optimie-
rung verwendeten Simulationsmodells zu gelangen. Hierzu wurde zuna¨chst aus den
CT-Aufnahmen des untersuchten Beckens die geometrische Struktur des verwendeten
humanen Beckenknochens in ein geeignetes CAD-Modell u¨bertragen. Entsprechend
der in Kapitel 3 beschriebenen Modellierung des Beckenknochens wurde das Knochen-
modell in zwei separate Schichten zerlegt: Die a¨ußere, rund 1 mm starke Substantia
Corticalis und die innere Substantia Spongiosa. Die elektrischen Eigenschaften der
beiden Schichten unterscheiden sich wesentlich und wurden in dem zur Optimierung
verwendeten Simulationsmodell mit den gemessenen elektrischen Leitfa¨higkeiten von
3,3 mS/m beziehungsweise 120 mS/m modelliert (diese Werte wurden am untersuch-
ten Becken gemessen). Die Stimulationselektrode wurde na¨herungsweise an der glei-
chen Position wie in der Messung positioniert2, und es wurde die gleiche Spannung
zwischen Elektrodenkappe und Implantat eingepra¨gt.
2Der bei dieser Messung verwendete Elektrodenprototyp hatte kein Gewinde oder eine andere Art
der Fixierung im Implantat, daher ist die exakte Position schwer zu ermitteln. Somit kann die
tatsa¨chliche Position der Elektrode um mehrere Millimeter von der in der Simulation angenom-
menen abweichen.
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(a) (b)
Abbildung A.2: (a) Fixierter humaner Beckenknochen mit eingesetztem geerdetem
Implantat, vorbereitet zur Messung der Potentialverteilung im Kno-
cheninneren. (b) Messung der Potentialverteilung an den Messpunk-
ten mittels Messspitze und Messarm.
Abbildung A.3: Messfeld mit vorgebohrten Messlo¨chern zur Bestimmung des elek-
trischen Potentials.
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Abbildung A.4: Darstellung des elektrischen Potentials auf der Knochenoberfla¨che.
Zwischen Knochen und Implantat wurde eine weitere 1mm dicke Schicht erzeugt, um
den U¨bergangswiderstand zwischen Implantat und Knochen zu modellieren. Dieser
U¨bergangswiderstand setzt sich aus der Implantatbeschichtung und den unvermeid-
lich auftretenden, im Experiment mit Leitgel gefu¨llten, kleinen Hohlra¨umen zwischen
Knochen und Implantat zusammen3. Die Leitfa¨higkeit der Schicht wurde so gewa¨hlt,
dass der aus den numerischen Simulationen berechnete Gesamtwiderstand zwischen
Elektrodenkappe und Implantatoberfla¨che mit dem Gemessenen u¨bereinstimmt. Die
Feldberechnung erfolgte - wie in der gesamten Arbeit - mit CST Studio Suite 2009R©
mit den in Kapitel 6 beschrieben Einstellungen. Nach der numerischen Berechnung
des elektrischen Feldes wurden die Potentiale an den wa¨hrend der Messungen aufge-
nommenen Punkten ermittelt. Diese sind, wie auch im Messaufbau (siehe Abbildung
A.2), auf das geerdete Implantat bezogen.
Die Abbildungen A.5 und A.6 zeigen die gemessenen sowie die aus der Simulation
bestimmten Potentiale entlang der horizontalen Messpunkte-Reihen (i entspricht der
Messpunktnummer) in einer Tiefe von 2mm beziehungsweise 7mm innerhalb des
Knochens. Auf der Knochenoberfla¨che wurden keine Potentialwerte aufgenommen,
da der Knochen in Gefrierlagerung unvermeidbare Austrocknungserscheinungen zeigt.
Durch diese Austrocknung war eine gute Kontaktierung zwischen Messspitze und
Knochen nicht sichergestellt, was keine reproduzierbare Potentialmessung zuließ.
3Diese Hohlra¨ume, die im Messaufbau vorhanden sind, wu¨rden sich im menschlichen Ko¨rper un-
verzu¨glich mit Gewebeflu¨ssigkeit fu¨llen [Pri09], was eine gute elektrische Kontaktierung des
Implantats sicherstellt.
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Abbildung A.5: Vergleich Messung und Simulation 2mm im Knochen.
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Abbildung A.6: Vergleich Messung und Simulation 7mm im Knochen.
130
A.2 Ein weiteres Optimierungsbeispiel
Zuna¨chst la¨sst sich feststellen, dass experimentelle Werte und Simulationsdaten in
qualitativ guter U¨bereinstimmung sind. Folgende Messpunkte zeigten gro¨ßere Ab-
weichungen: Punkt 11 und 12 der ersten Reihe, Punkt 11 der zweiten Reihe (2mm
Tiefe, Abbildung A.5) und die Messpunkte 10-12 in 7mm Tiefe (Abbildung A.6).
Diese Punkte liegen in unmittelbarer Na¨he zur eingesetzten Elektrode. In diesem
Bereich existiert eine wesentliche Abweichung zwischen dem Simulationsmodell und
dem Messaufbau: Im Messaufbau wurde die Elektrode in ein gebohrtes Loch einge-
setzt. Aufgrund des fortgeschrittenen Zerfalls der Knochensubstanz war diese Boh-
rung jedoch geometrisch ungleichma¨ßig und nicht passschlu¨ssig zur Elektrode. Dieser
U¨bergang und die damit verbundene undefinierte Kontaktierung zwischen Elektro-
denkappe und Knochen sind schlecht modellierbar. Im menschlichen Ko¨rper fu¨llen
sich Hohlra¨ume zwischen Implantaten und Knochen unverzu¨glich mit Gewebeflu¨ssig-
keit. Diese hat eine im Vergleich zum Knochen bessere und isotrope Leitfa¨higkeit,
womit in der spa¨teren medizinischen Anwendung ein definierter elektrischer Kontakt
zwischen den Implantatoberfla¨chen und dem Knochen sichergestellt ist. Neben der
elektrischen Kontaktierung ist die Elektrodenposition mit einer gewissen Unsicher-
heit behaftet, da die Stimulationselektrode manuell und ohne Fu¨hrung in den Kno-
chen implantiert wurde. Im medizinischen Einsatz sollen die Stimulationselektroden
mit dem Implantat verschraubt werden, wodurch eine definierte Position relativ zum
Implantat sichergestellt ist. Dennoch kann festgestellt werden, dass das vorgestellte
geschichtete Knochenmodell die elektrische Feldverteilung hinreichend genau wieder-
gibt (insbesondere im Abstand von einigen Millimetern zur Stimulationselektrode),
so dass auf dieser Basis eine Optimierung durchgefu¨hrt werden kann.
A.2 Ein weiteres Optimierungsbeispiel
In Kapitel 6 wurde eine Optimierung von Elektrodenanordnungen an einem Beispiel
durchgefu¨hrt, dessen Optimierungsziele medizinisch motiviert waren. An dieser Stel-
le soll nun ein weiteres Beispiel betrachtet werden, um die Leistungsfa¨higkeit des
mehrdimensionalen Optimierungsverfahrens zu verdeutlichen. Es geht an dieser Stel-
le nicht um die Ermittlung einer medizinisch sinnvollen Elektrodenanordnung. Das
betrachtete Beispiel ist ku¨nstlicher Natur, um das in Kapitel 5 betrachtete Problem
der Wahl von Wichtungsfaktoren zu illustrieren. Hierzu wird mit den gleichen Vor-
raussetzungen wie in Kapitel 6 begonnen: Es soll eine Elektrodenanordnung fu¨r eine
Stimulationsfrequenz von 50Hz und eine externe magnetische Flussdichte von 20mT
ermittelt werden soll.
Abbildung A.7 zeigt die beiden Zielfunktionsregionen Ω1 und Ω2, die durch
Ω1 : x < 0
Ω2 : x > 0 (A.1)
definiert sind. In beiden Zielfunktionsregionen soll eine elektrische Feldsta¨rke von
mindestens 5V/m erreicht werden. In Kapitel 6 zeigte sich, dass es erst Elektroden-
anordnungen mit fu¨nf Stimulationselektroden gelang, diese Feldsta¨rke großfla¨chig
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Abbildung A.7: Darstellung der Zielfunktionsregionen Ω1 und Ω2. Abtastpunkte in-
nerhalb des Verankerungszapfens und in Bereichen, die nicht im
Knochen liegen, wurden entfernt.
zu erzeugen. Hier soll nun eine Elektrodenanordnung mit drei Stimulationselektro-
den optimiert werden, obwohl es dann nur schwer mo¨glich ist, beide Zielfunktionen
gleichermaßen zu minimieren. Dass die Zielfunktionsregionen auf entgegengesetzten
Seiten des Implantates liegen erho¨ht den Schwierigkeitsgrad zusa¨tzlich. Die eigent-
liche Optimierung der Elektrodenanordnungen wurde erneut mit dem angepassten
mehrdimensionalen Algorithmus durchgefu¨hrt.
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Abbildung A.8: Darstellung der ermittelten Approximationen der Pareto-Menge fu¨r
die Zielfunktionsregionen aus (A.1).
Abbildung A.8 zeigt eine Darstellung der ermittelten Approximation der Pareto-
Menge. Im Gegensatz zu Kapitel 6 sollen nun jedoch die Ra¨nder der Pareto-Menge
betrachtet werden. Hier sind insbesondere die markierten Elektrodenanordnungen 	p1
und 	p2 interessant, die jeweils die Zielfunktionen f1 beziehungsweise f2 bestmo¨glich
minimieren4.
Abbildung A.9 zeigt eine Darstellung der Abweichung an den Abtastpunkten δ fu¨r
die Elektrodenanordnungen (a) 	p1 und (b) 	p2. Zuna¨chst fa¨llt auf, dass es der Elektro-
denanordnung 	p2 sehr gut gelingt, die Zielfunktion f2 zu minimieren. Wie erwartet
wird die Zielfunktion f1 fast vollsta¨ndig ignoriert. Schwieriger gestaltet sich die Op-
timierung einer Elektrodenanordnung fu¨r das Minimieren der Zielfunktion f1: Selbst
der Elektrodenanordnung 	p1, die den geringsten Funktionswert aufweist, gelingt dies
nur ungenu¨gend5. Ursache hierfu¨r ist die Na¨he zum Verankerungszapfen, der wie in
Kapitel 6 festgestellt, eine Art Feldschatten wirft. Weiterhin zeigt eine Analyse der
Feldverteilung, die eine Elektrode in Zapfenna¨he erzeugt, dass der Zapfen die Feld-
verteilung massiv verzerrt, was somit zu einer Verringerung der Feldsta¨rke u¨ber der
Implantatoberfla¨che fu¨hrt. Somit kann die Zielfunktion f1 mit nur drei Stimulati-
onselektroden nicht besser minimiert werden. An dieser Stelle zeigt sich erneut der
4Wie bereits in Kapitel 6 erla¨utert, muss beachtet werden, dass sich auch Abtastpunkte innerhalb
der Elektroden befinden. An diesen Punkten existiert kein elektrisches Feld. Somit kann, solange
sich mindestens eine Elektrode in einer Zielregion befindet, die korrespondierende Zielfunktion
nicht zu Null minimiert werden.
5Zu erkennen an den Zielfunktionswerten f1 fu¨r p1 und f2 fu¨r p2. Aufgrund der nahezu gleichen
Anzahl von Abtastpunkten in den Regionen Ω1 und Ω2 sowie der gleichen angestrebten elek-
trischen Feldsta¨rke wa¨re zuna¨chst zu erwarten, dass beide Zielfunktionen gleich skalieren und
a¨hnlich gut minimiert werden ko¨nnen.
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Abbildung A.9: Darstellung der Abweichung an den Abtastpunkten δ fu¨r die Elek-
trodenanordnungen (a) 	p1 und (b) 	p2.
Vorteil des Pareto-Ansatzes in der Optimierung: Die als Beispiel gewa¨hlten Zielfunk-
tionen sind hinsichtlich der zu erreichenden Feldsta¨rke und der Gro¨ße der Zielfunk-
tionsregionen sehr a¨hnlich. Dennoch kann eine Zielfunktion (f2) sehr gut minimiert
werden, wa¨hrend dies bei der zweiten schlechter gelingt (f1). Dies mu¨sste bei der
Optimierung mit einem eindimensionalen Ansatz bei der Definition der Wichtungs-
faktoren beachtet werden. Da allerdings a priori nur schwer Aussagen u¨ber die letzt-
lich zu erreichenden Zielfunktionswerte getroffen werden ko¨nnen, mu¨sste ein geeig-
neter Wichtungsfaktorensatz durch langwieriges Experimentieren ermittelt werden.
Der mehrdimensionale Algorithmus umgeht dieses Problem, in dem er eine Menge
von potentiell geeigneten Kompromisslo¨sungen ermittelt.
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A.3 Zur Berechnung der Induktivita¨t beliebig
geformter Spulen
Bisher wurde davon ausgegangen, dass alle Spulen im Stimulationssystem einen kreis-
fo¨rmigen Querschnitt aufweisen und somit durch die U¨berlagerung der magnetischen
Flussdichte von einzelnen kreisfo¨rmigen Leiterschleifen dargestellt werden ko¨nnen.
Fu¨r die Sekunda¨rspulen in den Stimulationselektroden ist dies zweifellos der Fall, da
sich diese Form bei zylindrischen Stimulationselektroden anbietet. Auch die externe
Prima¨rspule wurde bisher als kreisfo¨rmig angenommen. Im medizinischen Einsatz
wird sich die Prima¨rspule an der Anatomie des Patienten orientieren. Hier muss eine
kreisfo¨rmige Spule nicht die beste Wahl sein. Deswegen wird an dieser Stelle auf die
na¨herungsweise analytische Berechnung des magnetischen Feldes beliebig geformter
Spulen eingegangen. Somit ko¨nnen spa¨ter auch von der kreisfo¨rmigen Form abwei-
chende Spulen berechnet werden.
Die Grundidee des vorgestellten Ansatzes ist, die komplexe Spulengeometrie durch
einzelne Liniensegmente zu approximieren [Pri10]. Das magnetische Feld eines ein-
zelnen Linienabschnittes kann analytisch berechnet werden. Somit ergibt sich das
Feld einer beliebigen Spule na¨herungsweise durch die U¨berlagerung der Anteile der
approximierten Geometrie. Nachfolgend soll die Flussdichte, die ein einzelnes Lini-
ensegment erzeugt, hergeleitet werden. Ausgangspunkt hierfu¨r ist das Gesetz von
Biot-Savart [JW06]6:
	B(	r) = −μ0I
4π
∫
l
(	r − 	ri)× 	dl
|	r − 	ri|3 . (A.2)
	r
	ri
	r1
	r2
I
Abbildung A.10: Stromfaden im Raum.
6Es soll an dieser Stelle vorausgesetzt werden, dass die Permeabilita¨t im gesamten Gebiet konstant
und isotrop ist, so dass das Gesetz von Biot-Savart angewendet werden kann. Ferner wird ange-
nommen, dass μr = 1 gilt, was fu¨r den menschlichen Ko¨rper und die umgebende Luft in sehr
guter Na¨herung gegeben ist.
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Abbildung A.10 zeigt ein solches Liniensegment. Hierbei bezeichnet 	r den Punkt, an
dem die Flussdichte ermittelt werden soll. Der Ort des infinitesimalen Wegelements 	dl
ist durch 	ri gegeben (siehe Abbildung A.10). Gleichung (A.2) soll nun genutzt werden,
um die Flussdichte, die von einem Stromfaden erzeugt wird, dessen Endpunkte durch
	r1 und 	r2 gegeben sind, zu ermitteln. Dabei soll vorausgesetzt werden, dass der Strom
I vom Punkt 	r1 zu 	r2 fließt. Fu¨r eine vereinfachte Notation sollen ferner die folgenden
Hilfsvektoren definiert sein
	h1 := 	r2 − 	r1,
	h2 := 	r − 	r1. (A.3)
Der Vektor 	ri kann wie folgt parametrisiert werden:
	ri = 	r1 + t(	r2 − 	r1) = 	r1 + t	h1 t ∈ [0,1]. (A.4)
Weiterhin gilt
	dl = 	dri = 	h1dt. (A.5)
Somit kann Gleichung (A.2) als
	B(	r) = −μ0I
4π
∫ 1
0
(	h2 −	h1)×	h1dt
|	h2 −	h1t|3
(A.6)
geschrieben werden. Ein Auswerten des Kreuzproduktes liefert
	B(	r) = −μ0I
4π
	h2 ×	h1
∫ 1
0
dt
|	h2 −	h1t|3
, (A.7)
beziehungsweise
	B(	r) =
μ0I
4π
	h1 ×	h2
∫ 1
0
dt√
|	h2|2 − 2	h1 · 	h2t + |	h1|2t2
3 . (A.8)
Nach dem Integrieren ergibt sich (A.8) zu
	B(	r) =
μ0I
4π
	h1 ×	h2
[
|	h1|2t−	h1 · 	h2
|	h2 −	h1t|(	h1 · 	h1 	h2 · 	h2 − (	h1 · 	h2)2)
]1
0
. (A.9)
Das Einsetzen der Grenzen und anschließendes geeignetes Zusammenfassen ergibt
	B(	r) =
μ0I
4π
	h1 ×	h2
(	h1 ×	h2) · (	h1 ×	h2)
(
	h1 · 	h2
|	h2|
+
|	h1|2 −	h1 · 	h2
|	h2 −	h1|
)
. (A.10)
Somit kann die magnetische Flussdichte, die ein Stromfaden an einem beliebigen Ort
erzeugt, mit dem Ausdruck (A.10) und den Hilfsvektoren aus (A.3) bestimmt werden.
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Einzige Voraussetzung hierfu¨r ist, dass der Stromfaden eine endliche La¨nge aufweist
und die Vektoren 	h1 und 	h2 nicht parallel zueinander liegen
7. Soll nun die magneti-
sche Flussdichte einer beliebig geformten Leiterschleife bestimmt werden, muss die-
se zuna¨chst durch einen Polygonzug geeignet approximiert werden. Abbildung A.11
zeigt ein Beispiel fu¨r die Anna¨herung einer Leiterschleife durch einen Polygonzug mit
n Elementen.
Abbildung A.11: Elliptische Leiterschleife (blau) und angena¨herter Polygonzug
(rot).
Die magnetische Flussdichte, die die Linienelemente am Ort 	r erzeugen, kann durch
die Summation der Flusskomponenten der einzelnen Linienelemente berechnet wer-
den. Somit ergibt sich die Flussdichte der approximierten Spule na¨herungsweise zu
	B(	r) ≈
n∑
i=1
	Bi(	r). (A.11)
Die Flussdichten 	Bi(	r) der einzelnen Elemente ko¨nnen mit Gleichung (A.10) be-
stimmt werden. Hierbei kann die Genauigkeit der Na¨herung verbessert werden, in-
dem die urspru¨ngliche Leiterschleife feiner zerlegt wird indem mehr Linienelemente
zur Approximation genutzt werden.
Abschließend soll die Zerlegung an einer runden Leiterschleife erprobt werden. Aus
Gleichung (4.19) ist die analytische Beschreibung bekannt. Hier soll nun die Fluss-
dichte dieser Leiterschleife mit der Flussdichte eines Polygonzuges verglichen werden.
Referenz hierbei ist eine kreisfo¨rmige Leiterschleife mit einem Radius von 10 cm. Die
magnetische Flussdichte wird 5 cm u¨ber der Spulenebene ausgewertet.
Abbildung A.12 zeigt die magnetische Flussdichte entlang des Radius. Es zeigt sich,
dass bereits mit einer Zerlegung der Kreisschleife in 25 Stromfa¨den eine sehr gute
U¨bereinstimmung zu erzielen ist. Auf diese Weise kann die Gegeninduktivita¨t zwi-
schen beliebig geformten Anregungsspulen und den Sekunda¨rspulen bestimmt wer-
den8.
7In diesem Sonderfall ist nach Gleichung (A.7) B(r) = 0.
8Da vorausgesetzt wurde, dass die Sekunda¨rspulen kreisfo¨rmig sind, kann die Integration der ma-
gnetischen Flussdichte sehr einfach erfolgen.
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| 	B|/I [V s/Am2]
0,150,10,05
r [m]
0,15 0,1 0,05
2 · 10−6
3 · 10−6
4 · 10−6
Abbildung A.12: Vergleich der magnetischen Flussdichte einer kreisfo¨rmigen Leiter-
schleife (rot) mit der Flussdichte eines Polygonzuges mit fu¨nf
(gru¨n) beziehungsweise 25 Elementen (blau, gestreift).
A.3.1 Modellierung der Wirbelstro¨me im Implantat
An dieser Stelle soll ein weiteres bisher vernachla¨ssigtes Problem betrachtet werden.
In Kapitel 4 wurde davon ausgegangen, dass die Wirbelstromdichte im Knochen ver-
nachla¨ssigt werden kann. In Kapitel 6 wurde gezeigt, dass diese Annahme gerechtfer-
tigt ist. Allerdings wurde hierbei nur der Knochen betrachtet. Aufgrund der hohen
Leitfa¨higkeit des Titanmaterials der Prothese ist die induzierte Wirbelstromdichte
hier wesentlich ho¨her. Dies wiederum fu¨hrt zu einer Abschwa¨chung des prima¨ren Ma-
gnetfeldes und somit zu geringeren induzierten Spannungen. Eine Mo¨glichkeit zur
Beru¨cksichtigung dieses Effekts im hybriden Feldberechnungsansatz basiert auf dem
Hinzufu¨gen weiterer Erregungsspulen. Hierzu werden einige zusa¨tzliche Windungen
so platziert, dass sie den Effekt der Wirbelstro¨me im Implantat nachbilden.
Abbildung A.13 zeigt das Implantat und eine blau dargestellte Kurve auf der Implan-
tatoberfla¨che entlang der die magnetische Flussdichte ausgewertet wurde (die Details
zur Simulation ko¨nnen dem Abschnitt 6.3 entnommen werden). Die zusa¨tzlichen Spu-
len werden durch drei weitere Leiterschleifen im gedachten Volumen des Implanta-
tes gebildet. Der im Querschnitt des Implantates fließende Wirbelstrom wurde nu-
merisch bestimmt und dann durch ein Optimierungsverfahren geeignet auf die drei
zusa¨tzlichen Windungen verteilt. Ziel hierbei war, die Position und den Strom der
zusa¨tzlichen Leiterschleifen so zu optimieren, dass die vektorielle Abweichung von
der aufgenommenen Flussdichte entlang der Messkurve mo¨glichst gering ist. Neben-
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Abbildung A.13: Implantat mit Evaluationskurve auf der Oberfla¨che.
bedingung hierbei war, dass sich alle zusa¨tzlichen Windungen innerhalb des Implan-
tatvolumens befinden und der Gesamtstrom in den zusa¨tzlichen Leiterschleifen dem
induzierten Wirbelstrom im Implantat entspricht.
Abbildung A.14 zeigt die magnetische Flussdichte, welche von der originalen ein-
zelnen Prima¨rspule erzeugt wird (blau), die magnetische Flussdichte, die aus der
Simulation aus Abschnitt 6.3 bestimmt wurde sowie die Flussdichte, die sich aus der
U¨berlagerung des Feldes der urspru¨nglichen Spule mit den zusa¨tzlichen Windungen
ergibt. Es zeigt sich, dass der Implantatko¨rper sehr gut durch einige geeignet posi-
tionierte Leiterschleifen substituiert werden kann. Das Bestimmen der Position der
zusa¨tzlichen Leiterschleifen sowie die no¨tige Stromsta¨rke stellt ein weiteres Optimie-
rungsproblem dar, auf das jedoch an dieser Stelle nicht weiter eingegangen werden
soll, da die Optimierung mit einem der vorgestellten eindimensionalen Optimierungs-
verfahren ohne gro¨ßeren Aufwand gelingt. Somit kann auch der Einfluss der Wirbel-
stro¨me im Implantat in den vorgestellten hybriden Ansatz eingebracht werden, ohne
dass der Berechnungsaufwand nennenswert zunimmt.
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l [mm]
| 	B| [V s/m2]
Original
Sim. LF
Modifiziert
0 30 4010 20
0,012
0,014
0,016
0,018
0,010
0,022
0,020
Abbildung A.14: Magnetische Flussdichte entlang der Kurve aus Abbildung A.13
der originalen kreisfo¨rmigen Spule (Original), aus der niederfre-
quenten Wirbelstromsimulation (Sim. LF) sowie mit zusa¨tzlichen
Leiterschleifen (Modifiziert).
A.4 Ablaufdiagramm
Abschließend soll die gesamte Optimierungsprozedur in Form eines Ablaufdiagramms
zusammengefasst werden.
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Beginn



Definition der Elektrodenregion σE und des Abtastbereiches Ω.

Simulation der einzelnen Elektrodenanordnung zur Bestimmung von 	Eik.

Bestimmung der Koppelwidersta¨nde Rij .

Definition der Zielfunktionsregionen Ωi und der Zielfunktionen fi.

Optimierung im Frequenzbereich oder Zeitbereich.

Validierung der ausgewa¨hlten Elemente der Pareto-Menge im Zeitbereich.

Endgu¨ltige Auswahl einer geeigneter Elektrodenanordnung.



Ende
Abbildung A.15: Einzelne Schritte zur Optimierung eines elektrostimulativen Hu¨ft-
gelenkimplantats.
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logie der Universita¨t Rostock sowie des Lehrstuhls fu¨r Technische Elektronik
und Sensorik der Universita¨t Rostock fu¨r die gute Zusammenarbeit.
• Dipl.-Ing. Regina Lange von der Forschungsgruppe Grenzfla¨che fu¨r das Bereit-
stellen der Messergebnisse.
• Frau Susanne Gu¨lker fu¨r das Korrekturlesen der Arbeit.
• Meiner Freundin Veronika Salzburger fu¨r ihre Geduld und Unterstu¨tzung.
• Der DFG fu¨r die finanzielle Fo¨rderung des Forschungsvorhabens (RI 814/17-1).
• Allen anderen, die hier nicht explizit genannt sind.
Zu guter Letzt mo¨chte ich mich insbesondere bei meinen Eltern fu¨r ihre Unterstu¨tzung
bedanken. Ohne sie wa¨re diese Arbeit nicht entstanden.
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