This paper proposes urbanization as a determinant of government size. As people move to cities, their demand for a more defined set of regulations, but also for basic health, education, and income standards rises. Our theoretical framework determines how the regional distribution of the population affects government size. We test this theory on panel data of 175 countries from 1960 to 2010 and two state-level samples from Colombia and Germany. Results demonstrate a strong positive effect from urbanization on government spending, with a 1 percent increase in the amount of urban citizens leading to a 0.2 percent rise in public expenditure. Our findings indicate that public sectors may become more important as worldwide urbanization is progressing. This result underlines why government effectiveness and the quality of public goods provision will be even more important in the future.
Introduction
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* Corresponding Author world population lives in cities, compared to 37 percent in 1975. As population is predicted to keep growing, so is urbanization. The U.N. anticipates the global urbanization rate to hit 57 percent for the year 2025 (see figures 1 -3).
1 At the same time, global government spending relative to GDP has steadily been rising, from an average of 11.7 percent in 1960 to 16.5 percent in 2009. 2 The following pages will argue that there exists an intimate connection between urbanization and the shape of the public sector.
In the related public economics literature, Alesina and Wacziarg (1998) show why total population growth can lower government consumption per capita. With consumption of pure public goods being non-rival, per capita costs decrease when spread out over more people. Our paper asks what happens to public spending if people are increasingly living in urban areas.
A city lifestyle differs fundamentally from living in a rural area. Being surrounded by more people in a densely populated area, the opportunity for interaction increases, in professional as well as in private settings. The average urban citizen interacts with more people, but also faces more anonymity. In fact, somebody living in an urban apartment building may cross paths with her in-house neighbors every day, yet never know their names. Daily interactions are bound to be more formal, whereas the traditional small town is oftentimes characterized by "everybody knows everybody." We argue that as people are living closer together, they naturally seek a more structured and detailed organization of society.
Consider the example of playing loud music at home. If one lives in a rural house surrounded by a spacious yard, the first neighbors likely do not live close enough to potentially be bothered. Yet in an inner-city apartment complex the chances of complaints increase substantially. In the latter case, society is eventually more likely to enforce existing regulations and to create new ones. As another example, imagine a minor traffic accident. In a small town, both parties possibly know each other and may settle the dispute without involving authorities. An accident on Times Square however involves the police, shutting off the street, and maybe a sequel in court. The difference lies in the involvement of public institutions. Many issues in a small town do not carry externalities and are more likely to be resolved informally, whereas the anonymity of a city requires well-defined public institutions. Other goods, which gain relevance in urban areas and are usually provided by the public sector include transportation (e.g. a metro system and airports) or dealing with environmental issues. For instance, Henderson (2005) notes that cities require enormous public infrastructure investments. Setting up and maintaining a public transportation system is a costly job which governments are bound to execute in most societies. As for the environmental aspect, problems with pollution generally arise in urbanized areas first.
Another notable distinction between urban and rural areas lies in the awareness of income gaps, but also differences in health and education standards. Taking the metro, one likely sees several different neighborhoods, in addition to the variety of people in the metro itself.
3 The visibility of people with lower income, health, and education levels may naturally result in a stronger urge for security, but also in a heightened sense for redistribution. In addition, there are substantial external factors at play, specifically regarding health care. In a densely populated area, a universal health standard comes with increased positive externalities, as diseases can be passed along much quicker. In summary, city life differs fundamentally from a rural lifestyle and the demand for public goods may be bigger in urban areas, everything else equal. Notice that these implications are neither related to population size nor to population density. For example, consider two countries with similar land areas and population sizes, like Denmark and Slovakia. Denmark counts 4 cities with more than 100,000 people, whereas Slovakia only counts 2. Population density is very similar, yet the concentration in cities is more prevalent in Denmark. Thus, Denmark should have higher per capita government spending as a fraction of GDP (which it has), if everything else were equal. Finally, one cannot rule out a potential element of self-selection in this context. Somebody who chooses to live in a city may well differ from a rural habitant in terms of her genuine understanding of the social contract. Thus, people's personal attitude could affect both the urbanization rate and the size of government.
There exists an extensive literature discussing urbanization. For instance, Ravallion (2002) and Glaeser et al. (2008) discuss poverty in the context of urbanization, whereas Glaeser and Gottlieb (2009) provide an excellent analysis of urbanization in the United
States. Other region-specific analyses include Hope (1998) for Africa, Weber and Puissant (2003) for Tunis, Zhang and Song (2003) and Chen (2007) for China. Henderson (2003) argues for an ideal individual degree of urbanization, depending on size and development of a country. Further, urbanization has been labeled as a growth engine (Zhang, 2002, or Bertinelli and Black, 2004) , although Henderson (2005) or Bloom et al. (2008) find a weaker effect on growth. For a detailed analysis of urbanization and growth, one might consider Henderson (2005) .
Similarly, the literature on government size suggests a list of potential determinants. Several political aspects have been considered, as well as deindustrialization, openness to trade, or the increase in female labor force participation.
4 Looking at living standards, Wagner's Law comes to mind, suggesting that higher income is accompanied by a bigger government.
5 Meltzer and Richard (1981) provide a theoretical model relating income inequality to government size, challenged by Gouveia and Masia (1998) in an empirical framework. In a comprehensive empirical analysis, Shelton (2007) compares the relative importance of various determinants of government size. The paper closest to our approach however is Alesina and Wacziarg (1998) , who argue that more populated countries benefit from economies of scale, therefore incurring lower public spending on a per capita basis. We extend this analysis in distinguishing between the urban and rural population, suggesting an independent effect from the regional distribution of population on government spending. We derive a general theoretical framework modeling the demand for public and private goods, both by urban and rural citizens. We then provide a theoretical example, employing a CES utility function. Our results suggest that urbanization increases the size of government, irrespective of the degree of substitutability between public and pri-4 Mueller and Murrell (1986) analyze the influence of interest groups and Pettersson-Lidbom (2012) suggests that the size of the legislature might be negatively related to government size. Recently, Brender and Drazen (2013) look at the effect of elections on changes in government spending. Lind (2007) considers inequality within versus across groups. Regarding the argument for fiscal decentralization, one might consider Marlow (1988) , Grossman (1989) , Persson and Tabellini (1994) , Jin and Zou (2002) , and Cassette and Paty (2010) . Iversen and Cusack (2000) propose deindustrialization as a driver of government expenditure. Cavalcanti and Tavares (2011) discusses the increased participation of women in the labor force as a potential determinant. Finally, Rodrik (1998) started the discussion on trade openness as a potential determinant of government size, which has since been debated heavily.
5 For instance, Durevall and Henrekson (2011) find mixed results for Wagner's Law in a long-time study of government spending in Sweden and England. Brückner et al. (2012) uses oil price shocks to analyze the elasticity of government spending and its components over time.
vate goods.
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Our empirical section consists of two main parts: (1) an international panel data analysis from 1960 -2010 and (2) two state-level samples from Colombia and Germany. Our theoretical predictions receive strong support in all three samples as urbanization has a positive and significant effect on government spending. In terms of magnitude, our results suggest that a 1 percent increase in the number of urban people raises government spending by 0.15 -0.30 percent. Although strongly significant in either specification, government spending seems to respond with over three times the impact in OECD countries (elasticity of up to 0.65) versus non-OECD countries (elasticity of 0.18). Further, urbanization seems to increase public spending on health and education, but has no impact on military spending. Finally, our state-level panel data analyses of Colombia and Germany confirm our general result: urbanization seems to make governments bigger.
The remainder of the paper is organized as follows. Section 2 presents our theoretical framework, followed by the empirical methodology in section 3. Section 4 discusses our data and their sources. Finally, section 5 presents our empirical findings and section 6 concludes.
Theory
This section proposes a basic theoretical framework, focusing on society's demand for the public good (g) and the private good (c). The novel feature of the model lies in the distinction between urban and rural citizens. We first introduce a general framework and then provide a theoretical application, using a CES utility framework. We want to be clear in stating that our focus is neither explaining why people move to the city nor providing a complete list of government size determinants. 
General Model
Think of a country with two distinct geographical regions: an urban area populated by s citizens and a rural area with a population of n people. Thus, total population of our model country is s + n = P . To facilitate readability, a reverse upper hat will denote variables concerning the urban area (e.g.g), whereas variables from the rural area are marked by a dot (e.g.ġ). The urban area is defined by a limited geographical space of sizeΦ, whereas the rural area is characterized by an unlimited geographical space of sizė Φ withΦ → ∞.
Suppose further that any person interacts with a fraction of people in their respective area in a given period. We label this fraction (with 0 < < 1) and, if available space plays a role in how many people one interacts with, then = (Φ), where ∈ {˘ ,˙ } and Φ ∈ {Φ,Φ}.
8 With space being infinite in the rural area, we impose that˙ converges tȯ
where k denotes a positive constant. Thus, the total amount of personal interactions by a rural citizen becomes˙ n = k. We further assume that there exists an urban population threshold s = s * after which urban citizens have more interactions than rural citizens and
With our previous discussion about differences between urban and rural areas in mind, we consider the case of s > s * , fulfilling A.2.
An Urban Citizen
All urban citizens are equivalent in preferences and budget constraint with a typical urban citizen choosingg andc to maximize
Following our discussion, we impose that the demand for the public good is a positive function of the amount of interactions (g˘ > 0 andg s > 0), but this effect diminishes with size (g˘ ˘ < 0 andg ss < 0). We establish the usual conditions of diminishing marginal utility with U j > 0 and U jj < 0 for j ∈ {c,g}. The sign of Ucg determines whether public and private goods are substitutes or complements. 9 An urban person's budget constraint 8 To simplify the analysis, we exclude the possibility of interactions across areas. Without loss of generality, one could allow for interactions across regions and our general results remain unaffected.
9 For a recent theoretical framework on this question, one might look at Galí et al. (2007) . For empirical approaches concerning the substitutability of public and private goods, consider Karras (1994) , Evans and Karras (1996) or Fiorito and Kollintzas (2004) among others.
is given byy
withy, p, and q representing the individual income of an urban citizen and universal prices of the respective goods. Finally, we include the intuition of the non-rival public good (following Alesina and Wacziarg, 1998) , which translates to its price being a function of total population size:
where p s+n < 0. Given the non-rivalry of public good consumption, a bigger population lowers the price for the individual. Maximizing (1) with respect to (2) then defines the optimal demand for both goods, which can be expressed by the general form of
A Rural Citizen
A rural citizen faces a similar problem, maximizing
subject toẏ = pġ + qċ.
Here again, the importance of the public good increases with the amount of interactions (ġ k > 0 andġ kk < 0). The assumption of the non-rival public good from equation (3) holds on the countryside as well. From here, the ideal basket of goods will be determined by the optimality condition
2.1.3. The Effect of Urbanization on Government Spending
Our equation of interest is relative government size, i.e. the relative demand for the public good. Labeling total consumption of the public good with pG and total income with Y , we can write government spending as a fraction of GDP as
Now consider an urbanization process: ∆s = −∆n. Notice that the effect of population size on the price of the public good from equation (3) cancels out as overall population remains unchanged. 10 The change in relative government spending then comes out to be
We can distinguish two effects:
• The first term, sg s , is positive by definition and stems from all urban citizens, who now feel the city getting more crowded. As a consequence, they raise their demand for the public good.
• The second term, Pyẏ Y g y −˙gẏ , comes from the relative importance of the public good in both areas. For instance, if urban citizens generally devote a larger fraction of their income to the public good than rural citizens (gy >˙gẏ ), this term becomes positive.
Although we cannot draw conclusive results regarding the net effect from urbanization on the size of the public sector, this exercise gives us an idea of the forces at work. The following example will provide further insights.
A Theoretical Example
The theoretical example follows Alesina and Wacziarg (1998) in assuming constant elasticity of substitution (CES utility) between both goods. We first need to define how the amount of interactions enters preferences. To this end, we introduce the parameter δ (with 0 < δ < 1), measuring the importance of security, redistribution, regulation or generally the definition of the social contract to any individual. We assume all citizens to be equal in their δ.
10 So we can simplify equation (7) to 
An Urban Citizen -CES Example
An urban citizen has to chooseg andc to maximize
where α denotes the degree of substitutability between both goods. 11 When the city becomes more crowded (s increases) the importance of the public good increases, but at a decreasing rate (since δ < 1). With the non-rivalry condition of the public good in mind, we denote the price for the public good by p = γ s+n and the price for the private good by q = µ. γ and µ (with γ, µ > 0) represent exogenous production parameters, determined by capital or technology for instance. The typical urban citizen's budget constraint becomes
The urban citizen's optimal demand for the public good in terms of her income is then given by
where we adopt the notation of A to facilitate readability in the upcoming results.
A Rural Citizen -CES Example
Similarly, a rural inhabitant choosesġ andċ to maximize
subject toẏ
Thus, income levels may differ across regions, but prices are the same. Also note that the public good is non-rival nationwide. 12 Maximization of (13) leads to
where B is introduced to simplify notation. We can already tell that an urban citizen has a higher relative consumption of the public good than a rural citizen, as assumption A.1 leads to A < B for any α < 1.
The Effect of Urbanization on Government Spending -CES Example
As in our general model, consider the case where people move from the countryside to the city: ∆s = −∆n. Using the general form of (9), we can rewrite the effect of urbanization as
where the first term picks up the increased importance of the public good for all urban citizens after the city becomes more crowded. 13 The second term in brackets represents the switch of the moving citizens from consumingġ tog. Using our results from (12) and (15) and deductingg s from (12) allows us to specify the result from urbanization. Sinceg s > 0 for any α < 1 and A < B, urbanization causes government spending as a fraction of GDP to increase for any degree of substitutability. For the demonstration whyg s > 0, please see the appendix. This non-dependence on the elasticity of substitution is a more explicit result than the effect of total population on government size, suggested by Alesina and Wacziarg (1998) . The following empirical section will now take our theoretical predictions to the data.
Empirical Methodology
Although the general theoretical framework only provides an intuition on the effects of urbanization, the CES example is more concrete to predict a positive effect of urbanization on government spending. Our estimable equation is derived directly from the definition of government spending in (8). Using the results from (12) and (15), total government spending becomes
Thus, we can express government spending in the following way:
where gov stands for total government spending; pop, gdp, and urban represent total population, overall GDP, and the amount of urban people. From equation (17), we predict positive effects from income and urban population, yet the effect from the overall population depends on the degree of substitutability (α), as in Alesina and Wacziarg (1998) . We estimate the following panel model across countries (or regions in the national samples):
In order to simplify comparison and interpretation of the obtained coefficients, all variables are taken in natural logarithm (indicated by an l before a variable name). lgov and lurban stand for total government expenditure and the urban population, whereas lpop and lgdp represent the overall population and overall GDP. X it contains additional control variables, which have been found to be important in determining government size. In the international sample we use openness to trade (lopen), life expectancy (llif e), the fractions of people over 65 years of age (pop65) and under 15 (pop15) in society, and the Polity IV index (polity), measuring a country's degree of democratization.
14 α i and λ t capture country-and time-fixed effects. These dummy variables seem particularly important, given the vast differences in terms of history, ge-ography, and any other unique national aspects of every individual country around the world. For the Colombian and German samples, data availability does not include lopen, pop65, pop15, and polity, although these variables may not differ substantially across regions and time in a domestic setting anyway. In addition, we do not have state-level information of llif e for Germany.
Data Sources and Description
Overall, we are using 3 distinct data sets, which are summarized in table 1. The following sections discuss each data set separately.
International Data
All our international data comes from the World Development Indicators, with the exception of the Polity IV index. We use final general government consumption expenditure (in constant 2000 US$), which exclusively contains data for the central government, as our dependent variable. Our preferred measurement would be overall government spending, including public administration on the local and regional level. Although imperfect, we have several reasons to believe that using central government spending is a close proxy for total government size. First, only 17 countries in our sample are federal republics -a state form which allows for stronger decentralization of government decisions. Second, most of our above described effects should go through the national arm of public spending as opposed to a regional district, such as the extent of universal health care or redistributional policies.
15 Third, the distinction between regional and national government spending should matter mostly in rich and populous countries, since smaller and poorer countries cannot allow for several layers of public administration, simply owed to their size and the setup costs for government institutions. Fourth, fixed effects should partially control for some of the international variation in terms of the distribution of government spending between central and regional administration. The World Bank measures the urban population as the number of people living in urban areas, as defined by national statistical offices. 16 We use total urban population as opposed to the urbanization rate given that the urbanization rate is missing for many 15 The United States might be a popular exception. 16 Although there could be differences across countries and time in the interpretation of an urban area, fixed effects should be able to control for this variation.
countries in the database even though urban population is not. Further, the use of the absolute measure or the relative measure will provide exactly the same coefficient estimate in a linear model. Population is the total population of a country. Regarding additional control variables, the World Bank measures GDP as total GDP (in constant 2000 US$), openness as exports plus imports divided by GDP, and life expectancy as life expectancy at birth. Further, we use the population shares over the age of 65 and under the age of 15. Finally, the Polity IV index measures a country's degree of democratization from −10 (totally autocratic) to +10 (total democracy).
In an extension to our general estimations, we also look at specific areas of government size. Specifically, we use public spending on education, health, and military to see whether our suggested effect from urbanization holds across different sections of government spending.
A preview of our international data in figure 4 confirms that average cross country urbanization has been increasing constantly over time, as well as average national government spending as a fraction of GDP. While this graph is purely suggestive, it does intimate that these two variables may be closely associated.
Lastly, in addition to about 5,000 yearly observations, we also create a sample applying five year averages to all variables. This follows previous works, such as Shelton (2007) or Ram (2009) , and aims at controlling for potential problems of measurement error, business cycles, and exogenous shocks. As some observations might suffer from measurement error (especially older observations and data points from developing economies), averaging provides a useful control for results from using annual values. In addition, if some regressors move slowly over time, then using annual data might not provide enough variation to filter out the respective effect, especially when controlling for country-and time-fixed effects. 
National Data Sets
Our national samples use state-level data from within Colombia and Germany. Data for Colombia is extracted from the DANE website (Departamento Administrativo Nacional de Estadística), whereas data from the German Statistical Office (Statistisches Bundesamt) and Eurostat allow us to analyze the formation of regional government spend-ing in Germany.
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The Colombian sample ranges from 1985 -2007 for all 25 regions and we are using current government spending (in millions of pesos) to measure the size of the public sector.
19 We use the amount of people living in the main city of the specific state to proxy for urbanization. Although not equivalent to the general definition of urbanization, it captures the concept -especially given the strong concentration in one city for most Colombian regions. 20 Finally, we control for state-level population and GDP (measured nominally in millions of pesos).
In the case of Germany, we have data from 1996 -2010 for 13 out of 16 federal states, missing Berlin, Bremen, and Hamburg, although their inclusion would not add much information anyway with their respective urbanization rates being at 100 percent by definition. The extent of the state-level public sector is measured as total government spending in Euros. The amount of households living in densely-populated areas, defined as areas with at least 500 inhabitants per square kilometer, provides us with a measurement for urbanization. Although this variable strays from the definition of urbanization counting individuals, one could easily think of our theoretical model being derived for households. For consistency, we also employ the overall amount of households as our variable defining population size. Finally, we control for state level GDP in Euros.
Empirical Findings
In this section, we present our main cross country findings along with several robustness checks, followed by the Colombian and German country-specific studies. Throughout all tables, we subsequently add control variables moving from left to right.
Cross Country Analysis of Government Spending
Table 2 displays our benchmark results. We see that in the generic pooled model both urban and total population have large and statistically meaningful effects on government spending. Taken literally, a 1 percent increase in the urban (total) population size leads to a 2.2 percent increase (1.3 percent decrease) of government spending in specification (2). It is interesting to note that once we include fixed effects these magnitudes drop substantially, while remaining statistically significant. In an analysis on the impact of population on government spending by Ram (2009) (using Penn World Table data), the inclusion of country-and time-specific effects rendered population's effect statistically meaningless and changed its sign. Here this is not occurring. Thus, our model, and by extension Alesina and Wacziarg (1998) in a panel data setting, is robust to accounting for country-and time-specific heterogeneity. Including various control variables, as discussed by Shelton (2007) , leaves the positive effect from urban population significant at the 1 percent level with elasticities established around 0.2. The negative effect from total population settles for a slightly larger magnitude. Table 3 replicates table 2 , using five year averages of all variables. We notice a remarkable similarity between both tables throughout the different specifications, especially for the urban and the population coefficient.
21 Although the population effect briefly loses significance along the way, it recovers its importance in the final and most complete specification. The lower significance levels in general might be owed to the stronger restrictions of imposing fixed effects when using averages. As the number of observations per time and country decreases substantially (e.g. from 51 to 10 observations if all information is available for a country), less freedom remains for the coefficients to move. In general, we note that the magnitude of the population effect appears to be stronger than the effect from urbanization. Overall, the main insights from our theoretical intuition are confirmed: urbanization increases government spending, while pure population growth has a negative effect on government spending, confirming Alesina and Wacziarg (1998) . As people live closer together, more money is devoted to provide public amenities, whereas with just more people the types of amenities being provided can be spread more evenly with fewer resources.
Further insights from tables 2 and 3 confirm that richer citizens demand more services from their governments. However, this is not surprising as we are using total values, not fractions. So, this finding merely confirms that public goods are normal goods. Openness to trade is suggested to reduce government spending, which is interesting, especially given the literature surrounding Rodrik (1998) , who used cross-country data, and Ram (2009) , who used panel data. We are using more countries and have a longer time frame than Ram (2009) . Finally, a larger share of the population being over 65 is suggested to increase government spending and the same holds true for the fraction of people under 15. This confirms findings by Shelton (2007) and one could speculate that people over 65 are in favor of strong public retirement benefits and good health care coverage. As for people under 15 years of age, one may argue that parents with children are probably in favor of public funding for education, public safety, child benefits, and publicly funded sports and leisure activities.
Two interesting extensions of our baseline model immediately come to mind. Following the cross country growth literature (e.g. Masanjala and Papageorgiou, 2008) , we now explore parameter heterogeneity on a regional level and investigate aggregation effects, looking at specific forms of government spending, in this case education, health care, and military expenditures. Table 4 presents regional estimates for our model, both using annual values and five year averages. We focus on differences across what might mostly be considered as developing regions -Africa, Asia, and Latin America (LAC) -as well as differences stemming directly from OECD and non-OECD countries. The results for the regional models using annual data suggest that both Africa and Asia confirm to the baseline predictions, whereas the LAC region has flipped its sign (though still statistically significant). Aside from the OECD estimates, we see the same relative magnitudes across regions: the estimated effect of urban population size on government spending is smaller than that of the estimated effect from total population size. The relative magnitude difference between urban and total population across OECD and non-OECD countries is striking. In OECD nations the effect of urbanization is three times as large as the total population effect, while in non-OECD nations this relationship is basically reversed. Although speculative, this might suggest a potential development threshold in how total population size impacts government spending, but also an increased importance of the effect from urbanization as countries grow richer.
Differences Across Regions
Considering five year averages mostly confirms these results, although on lower significance levels. As above, a potential explanation could be less time variation when using averages, in addition to a lower number of observations caused by splitting the sample into regions.
Beyond these two main estimated effects, we see that the impact of other control variables mostly confirm our baseline results from tables 2 and 3. However, a couple of interesting anomalies are standing out. Openness to trade seems to decrease government size in Latin America and the OECD nations, whereas there is no clear relationship in the rest of the world. Further, a higher population share under 15 years of age significantly increases government spending all around the world, with the stark exceptions of Africa and the OECD countries, where this relationship is reversed. With respect to Africa, this might point to the argument of children being part of the retirement plan, which is especially prevalent in very poor regions. Finally, democracy seems to raise government spending in the OECD nations, while lowering it in Asia. Even though these results are not the main focus of this paper, they do raise interesting questions. From looking at regional differences, we now move to a detailed look at various forms of government spending. Table 7 presents estimates based on specific categories of government spending, both for annual values and five year averages. Consistent with the majority of our total government spending findings, when we estimate our model subdividing government spending by category (education, health care, military), we see for education and health care spending the same pattern: a positive and statistically significant effect for urban population and a negative and statistically significant effect for total population. We do not find estimated population effects that are statistically significant for government spending on military. These insights are consistent with five year averaging as well.
Differences Across Forms of Public Spending
These baseline estimates are not surprising given our initial theory: living closer to other people might either make one more compassionate to support better public health and education programs or more concerned about one's own health if we think about transmittable illnesses and diseases. Yet military spending should mostly not be affected by the geographical restrictions of the area one lives in.
Beyond these main results, it is noteworthy that whereas our earlier results yielded little evidence in favor of the openness argument championed by Rodrik (1998) and buttressed by Ram (2009) 's panel data analysis, here subdividing by type of government spending suggests that openness does have a positive and statistically significant effect on both government spending for education and health care. Acknowledging this, we also notice that the estimated effects for urban and total population swamp these openness effects, consistent with the main implications from Alesina and Wacziarg (1998) . Further, income seems to lose its importance in the context of all three categories of public spending, even returning negative significance when predicting public spending on health. Also interesting from these government type results is the fact that life expectancy has a strong positive impact on public spending. An intuition for this result could be that expecting a longer life increases the expected future benefits from education. As expected, people over 65 value public health benefits stronger than education.
22 Surprisingly, we find the same result for young people under 15 -a result that leaves room for interpretation. Finally, democratic societies seem to value public spending on education and health, whereas they tend to decrease their focus on the military. However, these results from different sectors of government spending should be interpreted with some degree of caution. Switching from total government spending to categorical government spending has reduced the available sample size considerably. In the regression using educational spending our sample size has decreased by 65 percent. One should also keep in mind that the majority of countries that did not have data on specific categories of government spending are developing countries. Table 6 presents results for several robustness checks, using specification (5) from table 2 as our baseline reference point.
Robustness Checks
23 Column (1) uses ten year averages for all variables, which allows to further control for measurement error and short-run fluctuations, similar to the argument above for five year averages. Specifications (2) and (3) address potential problems from reverse causality as we regress averages of government spending over five and ten years (average from year t to year t + 5 or to year t + 10 respectively) on initial annual observations of all explanatory variables (taken at time t). This should address causality problems between the independent variables and the level of government spending. Especially in the cases of urbanization, income per capita, and openness to trade, one could imagine that government size could affect these variables. Using future values of the dependent variable should control for this problem. Further, specification (4) displays our baseline regression excluding small countries with a population of under one million. Given the general contemporary understanding of urbanization thresholds, small countries with no or little potential of urbanization could skew our results both in terms of significance and magnitude. Moving to specification (5), we focus on the way we measure our variables. So far, we used the natural logarithm of levels of government spending, the urbanized population, and also openness to trade. However, various analyses measure government size as the share of government spending in GDP. Similarly, oftentimes the urbanization rate is used as opposed to levels. Thus, specification (5) uses rates as opposed to levels for the following variables: government spending (fraction of GDP), urbanization (urban people divided by total population), the logarithm of GDP per capita, trade (as percentage of GDP), and the population over 65 and under 15 as a percentage of total population (no logarithm). 24 All other variables remain unchanged. Finally, column (6) replicates our baseline model with a balanced sample from 1960 until 2010. Thus, we are only using countries for which we have information for all 51 years of government spending, urbanized and total population, total GDP, openness to trade, and life expectancy. We exclude both the population shares of people over 65 and under 15 years of age, because of their reduced data availability. Specifications (4) and (6) should make sure that our results are not driven by small countries or countries for which we have little or no information. The latter point also relates to measurement error, as most countries with complete information from 1960 to 2010 are the countries where data reliability is potentially better and more consistent.
Looking at all the above described robustness checks in table 6 confirms our initial results, as the coefficient associated with the urban population remains positive and significant. Similarly, we confirm that plain population size has significantly negative effects on government size. Also, the relative magnitudes of the effects from urbanization and total population size are mostly confirmed with the exception of excluding small countries (column 4) and the balanced sample (column 6). In these cases, urbanization comes out to be at least as important as overall population size in predicting government size. This result and the strong findings for OECD countries above suggest that urbanization might be at least as strong as population in predicting government size for bigger and richer countries.
In summary, our baseline results are confirmed across various robustness checks, focusing on longer time frames (10 year averages), reverse causality between dependent and independent variables, excluding small countries, using shares as opposed to levels, and balancing our sample. We now move to our two national samples, in order to see whether our theoretical predictions are also confirmed on a regional level within a country.
Country Specific Analyses
Studying government behavior on a country-specific level is useful in several dimensions. Generically, it provides a further robustness check to our model's main predictions. Comparing states across time allows us to look at regional public administrations and this serves as a useful aggregation check. Additionally, a change in the demand for some public services is potentially first addressed on the state level, as opposed to the national stage. We study both Colombia and Germany -countries with sizeable populations (47 and 82 million, respectively), which allows for regional urbanization rates. It is interesting to see whether the urbanization effect prevails in both a growing as well as a developed nation on the state level.
Analysis of Colombian Government Spending
Turning to Colombia, figure 5 shows that average urbanization across regions has been rising consistently from under 60 percent in 1985 to over 68 percent in 2007. Regional government size as a fraction of GDP has been fluctuating between under 8 percent and 16 percent, with its peak coming in 1995. Notice that government size is measured here as public expenditure on the regional level, thus not including any government services provided by the Colombian national government. Table 7 looks at government spending amongst states (called departments in Colombia). Columns 1 -3 show results when using annual values and columns 4 -6 display results for five year averages. As in our international analysis, we find a strong positive effect from urbanization on government spending with substantially higher magnitudes. This is especially interesting since we did not find a positive effect for South American countries in general -in fact, urbanization seemed to significantly decrease government spending there. Further, we find no effect at all from overall population in our regional sample for Colombia.
Other results from table 7 are in line with conclusions from our international sample. Life expectancy has a negative influence on government spending, whereas higher GDP relates to bigger public sectors. Additionally, we must be careful to draw direct connections on the magnitude of the estimated effect of urban population in our Colombian estimates. Recall that urbanization in this data set is measured as the number of people living in the largest city in a state. Given this, it is not surprising that we witness a larger impact of 'urban' population on government spending. As cities grow, regardless of size, we expect that local governments will spend more to improve the city. As a robustness check we re-estimated our model only using the largest cities in Colombia that exceeded 750,000 people.
25 Doing so still yielded urban population to have an estimated effect of 0.87 in our baseline model.
Analysis of German Government Spending
Moving to our second state-level analysis, we now consider Germany in figure 6 and table 8. Remember that our variables differ from our main specifications, as urbanization is now measured as the amount of urban families. The total population of a state is measured as total households, which could produce skewed urbanization rates when dividing urban families by the number of overall households.
26 However, if the average size of families and households did not change over time and across regions, then we can reasonably proxy for urbanization. Figure 6 displays the average regional development of the urbanization rate (approximated as urban families divided by all households) and relative government spending. Both variables move closely together before 2000, with no clear correlation emerging after that. Public spending is relatively low throughout the entire time frame, with a peak of about 9.2 percent. As in the Colombian sample however, this measures public spending on the state level only, excluding any spending from the national government. After this general overview of the German regional data, we now turn to the regression results in table 8. Notice that the German sample is smaller than the Colombian, with a shorter time frame (16 versus 27 years) and fewer states (16 versus 25 in Colombia, with data only being available for 13 German states). As in the Colombian table, columns 1 -3 display results for annual values, whereas columns 4 -6 display results for averages over several years. Given the availability of data we decide to use 3-year averages, since otherwise our sample would be too small to infer any reasonable conclusions. The same reason led us to include regional dummies (East, North, and South with West being the omitted dummy) as opposed to state-specific fixed effects.
The German data confirms our intuition on any given level -adding regional dummies and GDP for either annual or averaged values of public spending leaves the urban coefficient positive and highly significant. The fact that magnitudes are only slightly lower compared to our global results strengthens not only our qualitative, but also the basic quantitative interpretations. As in the international results, it appears as if a 1 percent increase in the amount of urban people would roughly lead to a 0.15 -0.29 percent rise in public spending.
27 To illustrate the importance of this effect, consider BadenWürttemberg as an example: in this state, the amount of urban households increased from 2.252 million in the year 2007 to 2.477 million in 2010. Given that state government spending was 20.8 billion Euros in 2007, our results imply that urbanization caused an increase of 0.31 -0.62 billion Euros. Consistent with our cross country analysis we see that total population size statistically influences government spending, albeit in the opposite direction. Here the total population effect dwarfs that of urbanization, being up to four times the magnitude. A possible explanation here might be the unique dynamic of Germany, just years after reunification and right around the time of the creation of the European Union, which opened borders across Europe substantially. Further, as in most of our previous regressions, more income means more government spending.
Overall, both national samples from Colombia and Germany draw conclusions in line with our main results from the international sample. Urbanization appears to have a consistent positive effect on the size of government, even in a state-level analysis. However, one should not forget the smaller sample sizes from our Colombian and German data. Because of this, we see these two country-level exercises as an addition to our main results.
Conclusions
This paper proposes urbanization as a driver of government size. In an urban area, people live closer together and feel a stronger urge for a structured and detailed organization of society. Our model extends the connection between population size to government spending provided by Alesina and Wacziarg (1998) , adding the distinction between urban and rural citizens. We assume that the urban lifestyle exposes a person to more interactions with more people, in addition to an increased sense of anonymity. This raises the importance of many goods, which are typically provided by the government. For instance, the importance of basic health standards is much more pronounced in a city because contagious diseases could spread quickly, given the proximity to others (e.g. in public transportation systems). The paper also discusses other publicly provided goods in the context of urbanization, such as safety, education, income redistribution, public transportation, or regulations. Using a CES utility framework, the model suggests a positive effect from urbanization on the relative size of government spending.
The empirical section uses three samples to test our theory. First, we use an international sample of 175 countries from 1960 -2010 and find that urbanization does have a positive and significant effect on government spending. A closer look at regional differences reveals that the effect holds with the exception of Latin America, but is over three times as large in OECD countries. In addition, we test whether this effect differs across parts of government spending. Urbanization seems to raise public spending on education and health care, but has no effect on military spending. Finally, we use state-level samples from Colombia and Germany to analyze our main theory on a more disaggregated level. These results further strengthen the claim that urbanization is a positive and significant predictor of government spending.
In addition to the general conclusions, our results also provide a hint towards another anomaly prevailing in many countries: the distinct voting pattern of urban areas. For example, in the United States most urban areas are voting for the Democratic candidate in presidential elections, whereas rural areas tend to be more balanced or favor the Republican candidate. In fact, 49 of the 50 most dense counties voted Obama in 2012, whereas 49 of the 50 least dense counties voted Romney.
28 Given that Democrats are generally in favor of stronger government involvement in many issues, such as health care, education or income distribution, our paper suggests a potential explanation for these regional differences in voting behavior. The urban lifestyle changes relative preferences towards goods which are typically provided by the public sector. Another baffling example of cities voting differently is Germany: even though the current national government is a coalition of the Christian Democratic Party (mostly seen as relatively conservative, center-right) and the Free Democratic Party (described as center-right and marked by free-market ideas), the situation is very different in German cities. In fact, 9 out of the 10 biggest German cities are currently governed by mayors associated with the center-left Social Democratic Party or the Green Party, which are known to propose more government involvement in numerous topics, such as health care, education, re-distributional policies etc. Overall, our results imply that an increase in the amount of urban citizens by 1 percent would cause a 0.15 to 0.3 percent rise in government spending, everything else equal. These findings not only explain previous changes in government size, but also predict future relationships. Given the United Nation's prediction of the steady increase in worldwide urbanization from 50 percent to about 57 percent within the next 12 years, the magnitude of our results are considerable and suggest a worldwide increase in government spending by 2.8 percent, ceteris paribus. Average public spending (% of GDP)
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(8) Significance levels: * p < 0.10, * * p < 0.05, * * * p < 0.01. Variables: lgov = ln(General government final consumption expenditure (constant 2000 US$)); lurban = ln(urban population); lpop = ln(population); lgdp = ln(GDP in constant 2000 US$); lopen = ln(Trade as % of GDP); llife = ln(life expectancy); lpop65 = ln(fraction of pop. over 65 years of age); lpop15 = ln(fraction of pop. under 15 years of age) Variables: lgov = ln(gov't spending in millions of pesos, nominal); lurban = ln(# of people living in the main city or "headtown" (cabecera)); lpop = ln(population); lgdp = ln(nominal GDP in millions pesos); llife = ln(life expectancy). Simplifying terms and using the definition of s + n = P then leads to .4) and from there to equation 9.
Appendix B. The Effect of Urbanization on Government Spending -CES Example
Rearranging equations 12 and 15 from the CES example, we can writȇ g =y (s + n) γ(1 + A) andġ =ẏ (s + n) γ(1 + B)
. (B.1) Using these results in 9 then provides As the exponent in the denominator associated with s is negative for any α < 1 (s + n remains unchanged since overall population does not change during the urbanization process), this confirmsg s > 0.
