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摘 要
数据表示是机器学习中的基础工作，数据表示的好坏直接影响到整个系统
的性能。传统机器学习思路下，对数据的表示主要通过人工设计特征来完成，在
很长一段时间里，文本、语音、图像领域中的各项任务均通过人工设计更好的
特征来实现性能的提升。近年来，随着深度学习和表示学习的兴起，基于神经
网络的数据表示技术在各个领域崭露头角。
在自然语言处理领域，最常用的语义表示方法是词袋子模型，该方法存在
数据稀疏问题，并且不能保留词序信息。早期方法中提出的词性、句法结构等
复杂特征，往往只能对特定的任务带来性能提升。本文从词和文档两个层次对
文本的语义表示技术进行系统的总结分析，并提出了自己的表示技术，具体如
下。
一、词向量表示技术的理论及实验分析。在这一部分中，本文对现有的词
向量表示技术进行了系统的理论对比及实验分析。理论方面，本文阐述了现有
各种模型之间的联系，从模型的结构与目标等方面对模型进行了比较，并证明
了其中最重要的两个模型 Skip-gram与 GloVe之间的关系。实验方面，本文从
模型、语料和训练参数三个角度分析了训练词向量的关键技术。本文选取了三
大类一共八个指标对词向量进行评价，这三大类指标涵盖了现有的词向量用法。
本工作为首个对词向量进行系统评价的工作，通过理论和实验的比较分析，文
章提出了一些对生成词向量的参考建议。
二、基于字词联合训练的中文表示及应用。现有的中文表示技术往往沿用
了英文的思路，直接从词的层面对文本表示进行构建。本文根据中文的特点，提
出了基于字词联合训练的表示技术。该方法在字的上下文空间中融入了词，利
用词的语义空间，更好地对汉字建模；同时利用字的平滑效果，更好地对词建
模。文章在分词任务、词义相似度任务和文本分类任务上对字和词的表示进行
了评价，实验表明字词联合训练得到的字词向量，相比单独训练字向量或词向
量，有显著的提升。
三、基于循环卷积网络的文档表示及应用。在这一部分中，本文分析了现
有的文档表示技术：基于循环网络的表示技术、基于递归网络的表示技术和基
于卷积网络的表示技术。并且，针对现有的三种表示技术的不足，本文提出了
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基于卷积循环网络的文档表示技术。该方法克服了此前递归网络的复杂度过高
的问题，循环网络的语义偏置问题，以及卷积网络窗口较难选择的问题。文章
在文本分类任务上对新提出的表示技术进行了对比分析，实验表明基于循环卷
积网络的文本表示技术比现有的表示技术能取得更好的性能。
关键词：自然语言处理，词向量，神经网络，表示学习，分布表示
Abstract
Data representation is a fundamental task in machine learning. The representa-
tion of data affects the performance of the whole machine learning system. In a long
history, the representation of data is done by feature engineering, and researchers aim
at designing better features for specific tasks. Recently, the rapid development of deep
learning and representation learning has brought new inspiration to various domains.
In natural language processing, the most widely used feature representation is
the Bag-of-Words model. This model has the data sparsity problem and cannot keep
the word order information. Other features such as part-of-speech tagging or more
complex syntax features can only fit for specific tasks inmost cases. This thesis focuses
onword representation and document representation. We compare the existing systems
and present our new model.
First, for generating word embeddings, we make comprehensive comparisons
among existing word embedding models. In terms of theory, we figure out the re-
lationship between the two most important models, i.e., Skip-gram and GloVe. In our
experiments, we analyze three key points in generating word embeddings, including
the model construction, the training corpus and parameter design. We evaluate word
embeddings with three types of tasks, and we argue that they cover the existing use of
word embeddings. Through theory and practical experiments, we present some guide-
lines for how to generate a good word embedding.
Second, in Chinese character or word representation, we find that the existing
models always use theword embeddingmodels directly. We introduce the joint training
of Chinese character and word. This method incorporates the context words into the
representation space of a Chinese character, which leads to a better representation of
Chinese characters and words. In the tasks of Chinese character segmentation and
document classification, the joint training outperforms the existing methods that train
characters or words with traditional word embedding algorithms.
Third, for document representation, we analyze the existing document represen-
tation models, including recursive neural networks, recurrent neural networks and con-
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volutional neural networks. We point out the drawbacks of these models and present
our newmodel, the recurrent convolutional neural networks. In text classification task,
the experimental results show that our model outperforms the existing models.
Keywords: Natural Language Processing, Word Embedding, Neural Network, Rep-
resentation Learning, Distributional Representation
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术语与符号
0.1 术语
• 分布假说（distributional hypothesis）：上下文相似的词，其语义也相似。该
假说由 Harris在 1954年提出 [35]，并由 Firth在 1957年进一步明确和完
善 [29]。
• 分布表示（distributional representation）：分布（distributional）描述的是上
下文的概率分布，因此用上下文描述语义的表示方法（基于分布假说的方
法）都可以称作分布表示。与之相对的是形式语义表示。
• 分布式表示（distributed representation）：分布式（distributed）描述的是把
信息分布式地存储在向量的各个维度中，与之相对的是局部表示（local
representation），如词的独热表示（one-hot representation），在高维向量中
只有一个维度描述了词的语义。一般来说，通过矩阵降维或神经网络降维
可以将语义分散存储到向量的各个维度中，因此，这类方法得到的低维向
量一般都可以称作分布式表示。
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0.2 符号
为了更一致地描述词和文档表示中各项技术，全文的符号系统统一如下：
• 粗体小写字母表示列向量，如 h、p、q、e等。其中 e(w)特指词 w的词
向量，e0(w)特指词 w的辅助词向量（具体作用在模型中会有介绍）。
• 大写字母表示矩阵，常用的符号有H、W、U、A、B等。需要注意的是，
为了与常用的数学及神经网络符号统一，O 仍然为复杂度渐近上限记号，
E 表示能量函数。
• 双线体大写字母表示集合，具体包括：D表示数据集（包括训练词向量的
语料、训练文本分类的数据集以及训练分词模型的数据集）；R表示实数
集，Ra 表示 a维实数向量集合，Rab 表示 a行 b列的实数矩阵集合；V
表示词表（单词的集合）。
• 正体字表示数学函数，如 exp、max、tanh等。
• 表示非线性激活函数，可能为 tanh、sigmoid（Logistic函数）、ReLU [32]
等。
• 绝对值符号 jxj对于集合表示集合的大小，如 jVj表示词表中词的总个数；
对于向量表示向量的维度，如 jej表示词向量的维度。
• [p1;p2; : : : ;pn]表示向量 p1;p2; : : : ;pn的拼接。
• 词、词序列的描述方法：
– vi和wi均特指词，其中 vi表示词表中的第 i个词（满足 1  i  jVj）；
wi表示文本序列（句子或文档）中的第 i个词。
– 词序列有两种描述方法，列举式描述w2; w3; : : : ; w8与起止点描述w2:8
等价。
– c特指词 w 的上文或上下文。在语言模型中，词 wi 对应的上文 c为
w1:i 1，或 n元语言模型中的 wi (n 1):i 1。在其它词向量模型中，词
wi对应的上下文 c为 wi (n 1)/2; : : : ; wi 1; wi+1; : : : ; wi+(n 1)/2。
术语与符号 xv
0.3 图例
为了更清晰且一致地描述神经网络的结构，本文使用以下图案体系：
表示神经网络节点（一个实数值）。
表示向量。其中节点个数仅作示意用，不是实际的向量维度。
表示线性变换。箭头尾部向量与矩阵相乘，得到箭头头部向量。
w
表示词 w的词向量。w是词的独热表示，与词向量矩阵相乘之后，
得到矩阵中的一行，也就是 w的词向量。词向量也可以简单地表
示成 w 。两种方法含义一致，仅根据排版需要而选择。
原始文本
输入层
隐藏层
输出层
w1 w2 w3
图 0-1 神经网络模型结构示意图
图 0-1展示了一个三层前馈网络的图。其中第一层由 3个词向量拼接而成，
经过线性变换，得到隐藏层。输入层到隐藏层可以看作三个向量与三个矩阵相
乘，求和得到隐藏层；也可以理解为三个向量拼接成一个更长的向量，与一个
大矩阵相乘，得到隐藏层。一般而言，神经网络的隐藏层都需要通过一个非线
性的激活函数 ，因此在图中省去这部分的表示。最后隐藏层通过线性变换得
到输出层，输出层一共有 4个节点。

第一章 绪论
1.1 研究背景
数据表示是机器学习中的基础工作，数据表示的好坏直接影响到整个机器
学习系统的性能 [5]。因此，人们投入了大量精力去研究如何针对具体任务，设
计一种合适的数据表示方法，以提升机器学习系统的性能，这一环节也被称作
特征工程。传统机器学习方法不能直接从数据中自动挖掘出有判别力的信息，
而特征工程正是通过人类的智慧、知识和灵感来弥补机器学习方法的这一缺陷。
在自然语言处理领域，最常用的文本表示方法是词袋子表示 [128]，该方法会面
临数据稀疏问题，并且不能保留词序信息。研究人员针对这些缺陷，还提出了
词法特征、句法特征等复杂特征。借助这些人工精心设计的特征，机器学习在
自然语言领域逐步取代了以往基于规则的方法，成为自然语言处理中的主流方
法。
特征工程在传统机器学习算法中，有着不可替代的地位，但是由于需要大
量人力和专业知识，反而成为了机器学习系统性能提升的瓶颈。为了让机器学
习算法有更好的扩展性，研究人员希望可以减少对特征工程的依赖。这样，当
把机器学习算法推广到新的领域中时，就可以省去大量专家在新领域上的分析
和探索，加快应用的进程，使得系统更为智能。从人工智能的角度看，算法直
接从原始的感知数据中自动分辨出有效的信息，是机器走向智能的重要一步。
近年来，随着Web2.0的兴起，互联网上的数据急剧膨胀。根据国际数据公
司（IDC）的统计和预测，2011年全球网络数据量已经达到 1.8ZB，到 2020年，
全球数据总量预计还将增长 50倍。大量无标注数据的出现，也让研究人员开始
考虑，如何利用算法从这些大规模无标注的数据中自动挖掘规律，得到有用的
信息。2006年 Hinton提出的深度学习 [40]，为解决这一问题带来了新的思路。
在之后的发展中，基于神经网络的表示学习技术开始在各个领域崭露头角。尤
其在图像和语音领域的多个任务上，基于表示学习的方法在性能上均超过了传
统方法。
但是，在自然语言处理领域，深度学习技术并没有产生类似图像和语音领
域那样的突破。其中一个主要的原因是，在图像和语音领域，最基本的数据是
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信号数据，我们可以通过一些距离度量，判断信号是否相似。而文本是符号数
据，两个词只要字面不同，就难以刻画它们之间的联系，即使是“麦克风”和
“话筒”这样的同义词，从字面上也难以看出这两者意思相同（语义鸿沟现象）。
正因为这样，在判断两幅图片是否相似时，只需通过观察图片本身就能给出回
答；而判断两个词是否相似时，还需要更多的背景知识才能做出回答。
我们希望计算机可以从大规模无标注的文本数据中自动学习得到文本表
示，这种表示需要包含对应语言单元（词或文档）的语义信息，同时可以直接
通过这种表示度量文本之间的语义相似度。
1954年，Harris提出分布假说（distributional hypothesis），即“上下文相似的
词，其语义也相似”[35]，为词的分布表示提供了理论基础。基于分布假说，研究
人员提出了多种词表示模型：如基于矩阵的 LSA模型 [56]、基于聚类的 Brown
clustering模型 [12]以及本文关注的神经网络词表示模型，本文第二章对这些模
型进行了综述。在分布假说中，需要关注的对象有两个：词和上下文，其中最
关键的是上下文的表示。在前两个模型中，上下文只能使用传统的词袋子表示，
如果需要表示复杂的上下文，会遇到维数灾难问题。而神经网络模型可以使用
组合方式对上下文进行建模，只需线性复杂度即可对复杂的 n元短语进行建模。
神经网络模型生成的词表示通常被称为词向量（word embedding），是一个低维
的实数向量表示，通过这种表示，可以直接对词之间的相似度进行刻画。相比
传统的词袋子表示方法以及矩阵、聚类等衍生方法，词向量可以缓解维数灾难
的问题。从广义上讲，传统的词袋子模型也是用向量描述文本，也应当被称作
词的向量表示，但是这种向量是高维稀疏的。在本文中，“词向量”特指由神经
网络模型得到的低维实数向量表示。
对于文本分类、信息检索等实际需求而言，仅使用词级别的语义表示不足以
有效地完成这些任务，因此还需要通过模型，得到句子和文档级别的语义表示。
但是，由于文档的多样性，直接使用分布假说构建文档的语义向量表示时，会遇
到严重的数据稀疏问题；同时由于分布假说是针对词义的假说，这种通过上下
文获取语义的方式对句子和文档是否有效，还有待讨论。为了获得句子和文档
的语义表示，研究人员一般采用语义组合的方式。德国数学家弗雷格（Gottlob
Frege）在 1892年提出：一段话的语义由其各组成部分的语义以及它们之间的
组合方法所确定 [30]。现有的句子或者文档表示也通常以该思路为基础，通过
语义组合的方式获得。主流的神经网络语义组合方法包括递归神经网络、循环
第一章 绪论 3
神经网络和卷积神经网络，这些方法采用了不同的组合方式从词级别的语义组
合到句子和文档级别。
1.2 论文结构
本文着眼于基于神经网络的词和文档表示技术，通过理论分析和实验比较，
探索现有方法的联系和区别，比较其优劣，并提出自己的文本表示技术。
本文一共分为六章，后续章节安排如下：
• 第二章介绍了以分布假说为基础的分布表示的体系，系统地总结对比了基
于矩阵、基于聚类和基于神经网络的分布表示方法，并详细介绍了基于神
经网络的词向量表示技术。
• 第三章对现有的词向量表示技术进行了系统实验分析。具体从模型、语料
和训练参数三个角度分析训练词向量的关键技术。本文选取了三大类一共
八个指标对词向量进行评价，这三大类指标涵盖了现有的词向量用法。在
此基础上，通过理论和实验的比较分析，提出了一系列针对生成词向量的
参考建议。
• 第四章提出了基于字词联合训练的中文字词表示方法。现有的中文表示技
术往往沿用了英文的思路，直接从词的层面对文本表示进行构建。本文根
据中文的特点，提出了基于字词联合训练的中文表示技术。该方法在字的
上下文空间中融入了词，利用词的语义空间，更好地对汉字建模。同时也
利用字，加深了对词义的建模。实验表明，字词联合训练对字表示和词表
示均有一定的提升。
• 第五章综述了现有的神经网络文档向量表示技术,并针对现有的三种表示
技术的不足，提出了基于循环卷积网络的文档表示技术。该方法克服了此
前递归网络复杂度过高的问题，循环网络的语义偏置问题，以及卷积网络
窗口较难选择的问题。文章在文本分类任务上对新提出的表示技术进行了
对比分析，实验表明，基于循环卷积网络的文本表示技术比现有的表示技
术有更好的性能。
• 第六章对前面的工作进行了总结，并提出了进一步研究的展望。

第二章 现有词的分布表示技术
本章首先介绍以分布假说为基础的分布表示方法体系，然后详细介绍其中
基于神经网络的分布表示方法（词向量），最后总结以上所有方法，并阐述它们
之间的联系和区别。
2.1 分布表示
词是承载语义的最基本的单元 [1]，而传统的独热表示（one-hot represen-
tation）仅仅将词符号化，不包含任何语义信息。如何将语义融入到词表示中？
Harris在 1954年提出的分布假说（distributional hypothesis）为这一设想提供了
理论基础：上下文相似的词，其语义也相似 [35]。Firth在 1957年对分布假说进
行了进一步阐述和明确：词的语义由其上下文决定（a word is characterized by the
company it keeps）[29]。二十世纪 90年代初期，统计方法在自然语言处理中逐渐
成为主流，分布假说也再次被人关注。Dagan和 Schütze等人总结完善了利用上
下文分布表示词义的方法，并将这种表示用于词义消歧等任务 [20, 21, 100, 101]，
这类方法在当时被成为词空间模型（word space model）。在此后的发展中，这
类方法逐渐演化成为基于矩阵的分布表示方法，期间的十多年时间里，这类方
法得到的词表示都被直接称为分布表示（distributional representation）。1992年，
Brown等人同样基于分布假说，构造了一个上下文聚类模型，开创了基于聚类
的分布表示方法 [12]。2006年之后，随着硬件性能的提升以及优化算法的突破，
神经网络模型逐渐在各个领域中发挥出自己的优势，使用神经网络构造词表示
的方法可以更灵活地对上下文进行建模，这类方法开始逐渐成为了词分布表示
的主流方法。
到目前为止，基于分布假说的词表示方法，根据建模的不同，主要可以分
为三类：基于矩阵的分布表示（2.1.1小节）、基于聚类的分布表示（2.1.2小节）
和基于神经网络的分布表示（2.1.3 小节）。从广义上看，所有基于分布假说得
到的表示均可称为分布表示（distributional representation），如上述的三种。而狭
义的分布表示通常指基于矩阵的分布表示 [116]。本文以 Christopher Manning的
观点为基准1，文中出现的“分布表示”均指广义的分布表示，其它观点参考本
1Manning在 2015年深度学习暑期学校（蒙特利尔）中澄清，分布（distributional）意为使用上下文表
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章 2.3小节的论述。
尽管这些不同的分布表示方法使用了不同的技术手段获取词表示，但由于
这些方法均基于分布假说，它们的核心思想也都由两部分组成：一、选择一种
方式描述上下文；二、选择一种模型刻画某个词（下文称“目标词”）与其上下
文之间的关系。上文介绍的矩阵、聚类和神经网络三种方法，采用了不同的方
式对上下文和目标词之间的关系进行建模。以下三个小节将简要介绍这三类模
型。
2.1.1 基于矩阵的分布表示
基于矩阵的分布表示通常又称为分布语义模型（distributional semantic mod-
els）[3]，一些文献中也直接将其称作分布表示（distributional representation）[116]。
这类方法需要构建一个“词-上下文”矩阵，从矩阵中获取词的表示。在“词-上
下文”矩阵中，每行对应一个词，每列表示一种不同的上下文，矩阵中的每个
元素对应相关词和上下文的共现次数。在这种表示下，矩阵中的一行，就成为
了对应词的表示，这种表示描述了该词的上下文的分布。由于分布假说认为上
下文相似的词，其语义也相似，因此在这种表示下，两个词的语义相似度可以
直接转化为两个向量的空间距离。这类方法具体可以分为三个步骤：
一、选取上下文。最常见的有三种方法：第一种，将词所在的文档作为上
下文，形成“词-文档”矩阵 [56]；第二种，将词附近上下文中的各个词（如上
下文窗口中的 5个词）作为上下文，形成“词-词”矩阵 [70, 90]；第三种，将
词附近上下文各词组成的 n元词组（n-gram）作为上下文 [45]。在这三种方法
中，“词-文档”矩阵非常稀疏，而“词-词”矩阵相对较为稠密，效果一般好于
前者。“词-n元词组”相对“词-词”矩阵保留了词序信息，建模更精确，但由于
比前者更稀疏，实际效果不一定能超越前者。
二、确定矩阵中各元素的值。“词-上下文”共现矩阵根据其定义，里面各元
素的值应为词与对应的上下文的共现次数。然而直接使用原始共现次数作为矩
阵的值在大多数情况下效果并不好 [3]，因此研究人员提出了多种加权和平滑方
法，最常用的有 tf-idf、PMI和直接取 log。
三、矩阵分解（可选）。在原始的“词-上下文”矩阵中，每个词表示为一个
非常高维（维度是不同上下文的总个数）且非常稀疏的向量，使用降维技术可以
达语义。http://www.marekrei.com/blog/26-things-i-learned-in-the-deep-learning-summer-school/
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将这一高维稀疏向量压缩成低维稠密向量。降维技术可以减少噪声带来的影响，
但也可能损失一部分信息。最常用的分解技术包括奇异值分解（SVD）、非负矩
阵分解（NMF）、典型关联分析（Canonical Correlation Analysis，CCA）[22, 23]、
Hellinger PCA（HPCA）[59]。
基于矩阵的分布表示在这些步骤的基础上，衍生出了若干不同方法，如经
典的 LSA [56]就是使用“词-文档”矩阵，tf-idf作为矩阵元素的值，并使用 SVD
分解，得到词的低维向量表示。在这类方法中，最新的为 GloVe模型 [90]，下
文简单介绍这一模型。
Global Vector模型（GloVe）
总体上看，GloVe模型是一种对“词-词”矩阵进行分解从而得到词表示的
方法。矩阵第 i 行第 j 列的值为词 vi 与词 vj 在语料中的共现次数 xij 的对数。
在矩阵分解步骤，GloVe模型借鉴了推荐系统中基于隐因子分解（Latent Factor
Model）的方法 [4, 88]，在计算重构误差时，只考虑共现次数非零的矩阵元素，
同时对矩阵中的行和列加入了偏移项。具体为最小化下式：
X
i;j2V;xij 6=0
f (xij)

log(xij)  pTi qj + b(1)i + b(2)j
2
(2.1)
其中 pi为词 vi作为目标词时的词向量，qj为词 vj作为上下文时的词向量，b(1)、
b(2) 为针对词表中各词的偏移向量，f(x)是一个加权函数，对低频的共现词对
进行衰减，减少低频噪声带来的误差，定义为：
f(x) =
8<:(x/xmax) 如果 x < xmax1 其它情况 (2.2)
2.1.2 基于聚类的分布表示（分布聚类）
基于聚类的分布表示又称作分布聚类（distributional clustering）[91]，这类
方法通过聚类手段构建词与其上下文之间的关系。其中最经典的方法是布朗聚
类（Brown clustering）[12]。布朗聚类是一种层级聚类方法，聚类结果为每个词
的多层类别体系。因此可以根据两个词的公共类别判断这两个词的语义相似度。
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具体而言，布朗聚类需要最大化以下似然，其中 ci为词 wi对应的类别：
P (wijwi 1) = P (wijci)P (cijci 1)
布朗聚类只考虑了相邻词之间的关系，也就是说，每个词只使用它的上一个词，
作为上下文信息。
除了布朗聚类以外，还有若干基于聚类的表示方法 [69, 91]。由于这类方法
不是本文的重点，在此不再赘述。
2.1.3 基于神经网络的分布表示（词向量）
基于神经网络的分布表示一般称为词向量、词嵌入（word embedding）或分
布式表示（distributed representation）[116]。神经网络词向量表示技术通过神经
网络技术对上下文，以及上下文与目标词之间的关系进行建模。由于神经网络
较为灵活，这类方法的最大优势在于可以表示复杂的上下文。在前面基于矩阵
的分布表示方法中，最常用的上下文是词。如果使用包含词序信息的 n-gram作
为上下文，当 n增加时，n-gram的总数会呈指数级增长，此时会遇到维数灾难
问题。而神经网络在表示 n-gram 时，可以通过一些组合方式对 n 个词进行组
合，参数个数仅以线性速度增长。有了这一优势，神经网络模型可以对更复杂
的上下文进行建模，在词向量中包含更丰富的语义信息。下一节将详细介绍不
同神经网络模型是如何对上下文以及上下文与目标词之间的关系进行建模的。
2.2 神经网络词向量表示技术
神经网络词向量模型与其它分布表示方法一样，均基于分布假说，核心依
然是上下文的表示以及上下文与目标词之间的关系的建模。构建上下文与目标
词之间的关系，最自然的一种思路就是使用语言模型。从历史上看，早期的词
向量只是神经网络语言模型的副产品。同时，神经网络语言模型对后期词向量
的发展方向有着决定性的作用。因此，本节首先依照词向量模型的发展顺序介
绍各模型的来龙去脉，其中 2.2.1小节简述语言模型，2.2.2到 2.2.4小节介绍三
种经典的神经网络语言模型，2.2.5到 2.2.7小节介绍专门用于生成词向量的神
经网络模型。最后 2.2.8小节从上下文的表示、上下文与目标词之间的关系归纳
分析这些模型。
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2.2.1 语言模型简介
语言模型可以对一段文本的概率进行估计，对信息检索、机器翻译、语音
识别等任务有着重要的作用。
形式化讲，统计语言模型的作用是为一个长度为m的字符串确定一个概率
分布 P (w1; w2; :::; wm)，表示其存在的可能性，其中 w1 到 wm 依次表示这段文
本中的各个词。一般在实际求解过程中，通常采用下式计算其概率值：
P (w1; w2; :::; wm) = P (w1) P (w2jw1) P (w3jw1; w2)
: : : P (wi j w1; w2; :::; wi 1) : : : P (wm j w1; w2; :::; wm 1) (2.3)
在实践中，如果文本的长度较长，公式 2.3右部 P (wi j w1; w2; : : : ; wi 1)的
估算会非常困难。因此，研究者们提出使用一个简化模型：n 元模型（n-gram
model）。在 n 元模型中估算条件概率时，距离大于等于 n 的上文词会被忽略，
也就是对上述条件概率做了以下近似：
P (wi j w1; w2; :::; wi 1)  P (wi j wi (n 1); : : : ; wi 1) (2.4)
当 n = 1时又称一元模型（unigram model），公式 2.4右部会退化成 P (wi)，
此时，整个句子的概率为：P (w1; w2; :::; wm) = P (w1)P (w2) : : : P (wm)。从式中
可以知道，一元语言模型中，文本的概率为其中各词概率的乘积。也就是说，模
型假设了各个词之间都是相互独立的，文本中的词序信息完全丢失。因此，该
模型虽然估算方便，但性能有限。
当 n = 2 时又称二元模型（bigram model），将 n 代入公式 2.4 中，右部
为 P (wijwi 1)。常用的还有 n = 3时的三元模型（trigram model），使用 P (wi j
wi 2; wi 1)作为近似。这些方法均可以保留一定的词序信息。
在 n元模型中，传统的方法一般采用频率计数的比例来估算 n元条件概率：
P (wi j wi (n 1); : : : ; wi 1) = count(wi (n 1); : : : ; wi 1; wi)count(wi (n 1); : : : ; wi 1) (2.5)
其中，count(wi (n 1); : : : ; wi 1)表示文本序列wi (n 1); : : : ; wi 1在语料中出现的
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次数。
为了更好地保留词序信息，构建更有效的语言模型，我们希望在 n元模型
中选用更大的 n。但是，当 n较大时，长度为 n序列出现的次数就会非常少，在
按照公式 2.5估计 n元条件概率时，就会遇到数据稀疏问题，导致估算结果不
准确。因此，一般在百万词级别的语料中，三元模型是比较常用的选择 [63]，同
时也需要配合相应的平滑算法，进一步降低数据稀疏带来的影响 [33, 51]。
为了更好地解决 n元模型估算概率时遇到的数据稀疏问题，神经网络语言
模型应运而生。
2.2.2 神经网络语言模型（NNLM）
Xu 等人在 2000 年首次尝试使用神经网络求解二元语言模型 [124]。2001
年，Bengio等人正式提出神经网络语言模型（Neural Network Language Model，
NNLM）[6, 7]。该模型在学习语言模型的同时，也得到了词向量。
NNLM同样也是对 n元语言模型进行建模，估算 P (wi j wi (n 1); : : : ; wi 1)
的值。但与传统方法不同的是，NNLM 不通过计数的方法对 n 元条件概率进
行估计，而是直接通过一个神经网络结构，对其进行建模求解。图 2-1展示了
NNLM的基本结构。
原始文本
输入层
隐藏层
输出层
x
wi−(n−1) wi−2 wi−1
h
y
|V|
wi
e(wi−(n−1))
. . .
e(wi−2) e(wi−1)
图 2-1 神经网络语言模型（NNLM）模型结构图
具体而言，对语料中一段长度为 n的序列 wi (n 1); : : : ; wi 1; wi，n元语言
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模型需要最大化以下似然：
P (wi j wi (n 1); : : : ; wi 1) (2.6)
其中，wi为需要通过语言模型预测的词（目标词）。对于整个模型而言，输入为
条件部分的整个词序列：wi (n 1); : : : ; wi 1，输出为目标词的分布。
神经网络语言模型采用普通的三层前馈神经网络结构，其中第一层为输入
层。Bengio提出使用各词的词向量作为输入以解决数据稀疏问题，因此输入层
为词 wi (n 1); : : : ; wi 1的词向量的顺序拼接：
x = [e(wi (n 1)); : : : ; e(wi 2); e(wi 1)] (2.7)
当输入层完成对上文的表示 x之后，模型将其送入剩下两层神经网络，依
次得到隐藏层 h和输出层 y：
h = tanh(b(1) +Hx) (2.8)
y = b(2) +Wx+ Uh (2.9)
其中 H 2 Rjhj(n 1)jej 为输入层到隐藏层的权重矩阵，U 2 RjVjjhj 为隐藏层到
输出层的权重矩阵，jVj表示词表的大小，jej表示词向量的维度，jhj为隐藏层
的维度。b(1)、b(2)均为模型中的偏置项。矩阵W 2 RjVj(n 1)jej表示从输入层到
输出层的直连边权重矩阵。由于W 的存在，该模型可能会从非线性的神经网络
退化成为线性分类器。Bengio等人在文中指出，如果使用该直连边，可以减少
一半的迭代次数；但如果没有直连边，可以生成性能更好的语言模型。因此在
后续工作中，很少有使用输入层到输出层直连边的工作，下文也直接忽略这一
项。如果不考虑W 矩阵，整个模型计算量最大的操作，就是从隐藏层到输出层
的矩阵运算 Uh，后续的模型均有对这一操作的优化（2.2.3节到 2.2.6节）。
输出层一共有 jVj个元素，依次对应下一个词为词表中某个词的可能性。这
里将其中对应词 w 的元素记作 y(w)。由于神经网络的输出层并不直接保证各
元素之和为 1，输出层的 y 并不是概率值。因此，在输出层 y 之后，需要加入
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softmax函数，将 y转成对应的概率值：
P (wi j wi (n 1); : : : ; wi 1) = exp (y(wi))PjVj
k=1 exp (y(vk))
(2.10)
神经网络语言模型之所以能对 n元条件概率进行更好的建模，缓解数据稀
疏问题，是由于它使用词序列的词向量对上文进行表示；而传统语言模型使用
的是各词的独热表示作为上文的表示。词的独热表示（one-hot representation）是
一个 jVj维向量。对于词 vi，其独热表示向量中，只有第 i维是 1，其余各维均
是 0。在长度为 n  1的上文序列中，如果采用独热表示，则是一个 jVjn 1维的
0/1向量，空间非常稀疏；而使用词向量表示时，则是一个 (n  1)jej维的实数
向量。利用这种低维的实数表示，可以使相似的上文预测出相似的目标词，而
传统模型中只能通过相同的上下文预测出相同的目标词。
神经网络语言模型中的词向量出现在两个地方。在输入层中，各词的词向量
存于一个 jej jVj维的实数矩阵中。词 w到其词向量 e(w)的转化就是从该矩阵
中取出一列。值得注意的是，隐藏层到输出层的权重矩阵 U 的维度为 jVj  jhj，
可以将其看做 jVj个 jhj维的行向量，其中的每一个向量，均可以看做某个词在
模型中的另一个表示 e0。在不考虑 W 的情况下，每个词在模型中有两套词向
量，其中 e(w)为词 w作为上下文时的表示，而 e0(w)为词 w作为目标词时的表
示。由于 Bengio 等人的工作只考虑对语言模型的建模，词向量只是其副产品，
因此他们并没有指出哪一套向量作为词向量效果更好。在其他关注词向量的工
作中，通常只使用 e作为词向量，具体在后文中会有讨论。
如上文所述，输出层的分量 y(wi)描述的是在上文为 wi (n 1); : : : ; wi 1 的
条件下，下一个词为wi的可能性，该分量体现了上文序列与目标词之间的关系。
通常，y(wi)又被称作能量函数，记作 E(wi;wi (n 1):i 1)：
y(wi) = b
(2) + e0(wi)T tanh
 
b(1) +H

e(wi (n 1)); : : : ; e(wi 1)

= E(wi;wi (n 1):i 1)
(2.11)
对于整个语料而言，语言模型需要最大化：
X
wi (n 1):i2D
logP (wi j wi (n 1); : : : ; wi 1) (2.12)
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训练时，神经网络语言模型使用随机梯度下降法 [10]来优化上述训练目标。
每次迭代，随机从语料 D中选取一段文本 wi (n 1); : : : ; wi作为训练样本，使用
下式进行一次梯度迭代：
   + @ logP (wi j wi (n 1); : : : ; wi 1)
@
(2.13)
式中，是学习速率；为模型中的所有参数，包括词向量和网络结构中的权重
U、H、b(1)、b(2)。
2.2.3 log双线性语言模型（LBL）
2007年，Mnih和Hinton在神经网络语言模型（NNLM）的基础上提出了 log
双线性语言模型（Log-Bilinear Language Model，LBL）[79]。LBL与 NNLM的
区别正如它们的名字所示，LBL的模型结构是一个 log双线性结构；而 NNLM
的模型结构为神经网络结构。具体来讲，LBL模型的能量函数为：
E(wi;wi (n 1):i 1) = b(2) + e(wi)Tb(1)+
e(wi)
TH

e(wi (n 1)); : : : ; e(wi 1)
 (2.14)
LBL模型的能量函数（公式 2.14）与 NNLM的能量函数（公式 2.11）主要
有两个区别。一、LBL模型中，没有非线性的激活函数 tanh，而由于 NNLM是
非线性的神经网络结构，激活函数必不可少；二、LBL模型中，只有一份词向
量 e，也就是说，无论一个词是作为上下文，还是作为目标词，使用的是同一份
词向量。其中第二点（只有一份词向量），只在原版的 LBL模型中存在，后续的
改进工作均不包含这一特点。
之后的几年中，Mnih等人在 LBL模型的基础上做了一系列改进工作。其
中最重要的模型有两个：层级 log双线性语言模型（Hierarchical LBL，HLBL）
[80]和基于向量的逆语言模型（inverse vector LBL，ivLBL）[81]。以下分别介
绍这两个模型所用的技术。
层级 softmax
HLBL模型 [80]采用了 Bengio在 2005年提出的层级 softmax函数 [82]，加
速了目标层的求解。传统的 softmax函数如公式 2.10，分母所示的归一化项，由
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于需要得到 y 中的每个分量的值，计算非常耗时。而层级 softmax函数通过构
造一个树形结构，使求解某个分量对应的概率值时，只需要O(log(jVj))次运算，
而不需要此前的 O(jVj)次运算，极大地降低了模型的时间复杂度。
噪声对比估算
2013年提出的基于向量的逆语言模型（ivLBL）[81]虽然名字上仍然继承了
log双线性语言模型（LBL），实际上已经抛弃了 log双线性结构，转而采用了向
量点积结构。该模型在 Skip-gram模型（见 2.2.6节）的基础上，使用噪声对比
估算（noise-contrastive estimation，NCE）[34]加速 softmax的估计，将 softmax
的复杂度降低到常数级别。
2.2.4 循环神经网络语言模型（RNNLM）
2.2.2节提到的 NNLM以及 2.2.3提到的 LBL模型均为 n元模型。Mikolov
等人提出的循环神经网络语言模型（Recurrent Neural Network based Language
Model，RNNLM）则直接对P (wi j w1; w2; :::; wi 1)进行建模，而不使用公式 2.4对
其进行简化 [72, 74]。因此，RNNLM可以利用所有的上文信息，预测下一个词，
其模型结构如图 2-2所示。
|V|
h(i)
原始文本
输入层
隐藏层
输出层 y
h(i− 1)
wi
e(wi)
wi+1
+ W
图 2-2 循环神经网络语言模型（RNNLM）模型结构图
RNNLM的核心在于其隐藏层的算法：
h(i) = (e(wi) +Wh(i  1)) (2.15)
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其中， 为非线性激活函数。该式对应 NNLM 的公式 2.8。但与 NNLM 不同，
RNNLM并不采用 n元近似，而是使用迭代的方式直接对所有上文进行建模。在
公式 2.15中，h(i)表示文本中第 i个词 wi所对应的隐藏层，该隐藏层由当前词
的词向量 e(wi)以及上一个词对应的隐藏层 h(i  1)结合得到。
隐藏层的初始状态为 h(0)，随着模型逐个读入语料中的词 w1; w2; : : :，隐
藏层不断地更新为 h(1);h(2); : : :。根据公式 2.15，每一个隐藏层包含了当前词
的信息以及上一个隐藏层的信息。通过这种迭代推进的方式，每个隐藏层实际
上包含了此前所有上文的信息，相比 NNLM只能采用上文 n元短语作为近似，
RNNLM包含了更丰富的上文信息，也有潜力达到更好的效果。
RNNLM的输出层计算方法与 NNLM的输出层一致，可见公式 2.9。
2.2.5 C&W模型
与前面的三个基于语言模型的词向量生成方法不同，Collobert和Weston在
2008年提出的 C&W模型 [17]，是第一个直接以生成词向量为目标的模型。
原始文本
输入层
隐藏层
输出层
x
h
y
wi−(n−1)/2
e(wi−(n−1)/2)
wi−1
e(wi−1)
. . .
wi+1
e(wi+1)
wi+(n−1)/2
e(wi+(n−1)/2)
score
. . .
e(∗)
∗
图 2-3 C&W模型结构图
语言模型的目标为求解 P (wi j w1; w2; :::; wi 1)，其中隐藏层到输出层的矩
阵运算是最耗费时间的部分。因此，前面的各个词向量模型中，几乎都有对这
一部分做优化的步骤，如层级 softmax、分组 softmax和噪声对比估算。C&W模
型的目标是更快速地生成词向量，因此它并没有采取语言模型的方式，去求解
上述条件概率，转而采用了另一种更高效的方法，直接对 n元短语打分。对于
语料中出现过的 n元短语，模型会对其打高分；而对于语料中没有出现的随机
短语，模型会对其打低分。通过这种方式，C&W模型可以更直接地学习得到符
合分布假说的词向量。
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具体而言，对于整个语料，C&W模型需要最小化：
X
(w;c)2D
X
w02V
max(0; 1  score(w; c) + score(w0; c)) (2.16)
其中，(w; c)为从语料中选出的一个 n元短语 wi (n 1)/2; : : : ; wi+(n 1)/2，一般 n
为奇数，以保证上文和下文的词数一致；w为序列中的中间词，即 wi，在该模
型中为目标词；c表示目标词 w的上下文；w0 为字典中的某一个词。模型采用
pairwise的方式 [16]对文本片段进行优化，希望正样本的打分要比负样本的打
分至少高 1分。正样本 (w; c)来自语料，而负样本 (w0; c)则是将正样本序列中
的中间词替换成其它词。形式化地，目标词 w和上下文 c分别为：
w = wi
c = wi (n 1)/2; : : : ; wi 1; wi+1; : : : ; wi+(n 1)/2
(2.17)
代入公式 2.16中，正负样本分别为：
(w; c) = wi (n 1)/2; : : : ; wi+(n 1)/2
(w0; c) = wi (n 1)/2; : : : ; wi 1; w0; wi+1; : : : ; wi+(n 1)/2
(2.18)
在大多数情况下，把一个普通短语的中间词随机替换成其它词，得到的都是不
正确的短语，所以这样构造的负样本是有效的（多数情况下确实是负样本，极
少数情况下把正确的短语当作负样本，但是不会影响模型整体的效果）。同时，
由于负样本仅仅是修改了正样本中的一个词，也不会让分类面距离负样本太远
而影响分类效果。
C&W模型（图 2-3）与NNLM（图 2-1）相比，主要的不同点在于 C&W模型
将目标词放到了输入层，同时输出层也从语言模型的 jVj个节点变为一个节点，
这个节点的数值表示对这组 n元短语的打分。打分只有高低之分，没有概率的
特性，因此无需复杂的归一化操作。C&W模型使用这种方式把 NNLM模型在
最后一层的 jVj  jhj次运算降为 jhj次运算，极大地降低了模型的时间复杂度。
这个区别使得 C&W模型成为神经网络词向量模型中最为特殊的一个，其它模
型的目标词均在输出层，只有 C&W模型的目标词在输入层。由这一改变带来
的影响，可以参见第三章 3.3.2节的分析。
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图 2-4 CBOW模型结构图
2.2.6 CBOW模型和 Skip-gram模型
Mikolov等人在 2013年的文献 [73]中，同时提出了CBOW（Continuous Bag-
of-Words）和 Skip-gram模型。他们设计两个模型的主要目的是希望用更高效的
方法获取词向量。因此，他们根据前人在 NNLM、RNNLM和 C&W模型上的
经验，简化现有模型，保留核心部分，得到了这两个模型。
CBOW模型
CBOW模型的结构如图 2-4，该模型一方面根据 C&W模型的经验，使用一
段文本的中间词作为目标词；另一方面，又以 NNLM作为蓝本，并在其基础上
做了两个简化。一、CBOW没有隐藏层，去掉隐藏层之后，模型从神经网络结
构直接转化为 log线性结构，与 Logistic回归一致。log线性结构比三层神经网
络结构少了一个矩阵运算，大幅度地提升了模型的训练速度。二、CBOW去除
了上下文各词的词序信息，使用上下文各词词向量的平均值2，代替神经网络语
言模型使用的上文各词词向量的拼接。形式化地，CBOW模型对于一段训练样
本 wi (n 1); : : : ; wi，输入为：
x =
1
n  1
X
wj2c
e(wj) (2.19)
2Mokolov在文献 [73]中使用的是求和，但是在后来 word2vec的工具包中将求和改进为平均值。
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由于没有隐藏层，CBOW模型的输入层直接就是上下文的表示。CBOW模型根
据上下文的表示，直接对目标词进行预测：
P (wjc) = exp (e
0(w)Tx)P
w02V exp

e0(w0)Tx
 (2.20)
上述二式中，目标词 w 和上下文 c 的定义与 C&W 模型（2.2.5 节）中的公
式 2.17 一致。对于整个语料而言，与神经网络语言模型类似，CBOW 的优化
目标为最大化： X
(w;c)2D
logP (wjc) (2.21)
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e(wi−(n−1)/2)
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e(wi+1)
wi+(n−1)/2
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wi
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. . . . . .
图 2-5 Skip-gram模型结构图
Skip-gram模型
Skip-gram模型的结构如图 2-5，与 CBOW模型一样，Skip-gram模型中也没
有隐藏层。和 CBOW模型不同的是，Skip-gram模型每次从目标词 w的上下文 c
中选择一个词，将其词向量作为模型的输入 x，也就是上下文的表示。Skip-gram
模型同样通过上下文预测目标词3，对于整个语料的优化目标为最大化：
X
(w;c)2D
X
wj2c
logP (wjwj) (2.22)
3本文为了各模型之间的一致性，将 Skip-gram模型描述成通过上下文预测目标词，而在 Skip-gram的
论文 [73]中将模型描述成通过目标词预测上下文。由于模型需要遍历整个语料，任意一个窗口中的两个
词 wa; wb 都需要计算 P (wajwb) + P (wbjwa)，因此这两种描述方式是等价的。
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其中，
P (wjwj) = exp (e
0(w)Te(wj))P
w02V exp

e0(w0)Te(wj)
 (2.23)
负采样技术
Mikolov等人在 2013年提出了负采样技术（negative sampling），进一步提
升了最后一层的效率 [75]。负采样技术借鉴了 C&W模型采用的构造负样本的
方法，还参考了 ivLBL模型所用的 NCE方法，最后构造出了一个优化目标，最
大化正样本的似然，同时最小化负样本的似然。
负采样技术与 C&W 模型中相应部分的区别主要是，负采样技术不采用
pairwise 的方式训练，因此，一个正样本可以对应多个负样本，Mikolov 等人
在实验中论述了使用多个负样本（一般选 5）能有效提升模型的性能。
负采样技术与 NCE技术的主要区别是，负采样技术仅仅是优化正负样本的
似然，而不对输出层做概率归一化。NCE技术则是通过噪声样本对概率进行估
计。在实验中，Mikolov等人也论述了负采样技术相比 NCE技术少了一些约束，
对于生成词向量，是有帮助的 [75]。
二次采样技术
在大规模语料中，高频词通常就是停用词（如英语中的“the”、汉语中的
“的”）。一方面，这些高频词只能带来非常少量的语义信息，比如几乎所有的词
都会和“的”共同出现，但是并不能说明这些词的语义都相似。另一方面，训
练高频词本身占据了大量的时间，但在迭代过程中，这些高频词的词向量变化
并不大。Mikolov等人为了解决这一问题，提出了二次采样技术（subsampling）
[75]，具体而言，如果词 w在语料中的出现频率 f(w)大于阈值 t，则有 P (w)的
概率在训练时跳过这个词。
P (w) = 1 
s
t
f(w)
(2.24)
word2vec工具包的实现与论文 [75]中的公式稍有不同：
P (w) =
f(w)  t
f(w)
 
s
t
f(w)
(2.25)
20 基于神经网络的词和文档语义向量表示方法研究
无论采用论文中的公式，还是工具包实现的公式，词出现的越频繁，就越有可
能在训练中被跳过。这种二次采样技术不仅可以提升词向量的训练速度，大多
数情况下也能提升词向量的性能 [65, 75]。
2.2.7 Order模型
2.2.6 节提到的 CBOW 模型和 Skip-gram 模型为了有更高的性能，在神经
网络语言模型或者 log双线性语言模型的基础上，同时去掉了隐藏层和词序信
息。为了更好地分析词序信息对词向量性能的影响，这里提出一个新模型，名
为“Order”，意为保留了词序信息。该模型在保留词序信息的同时，去除了隐藏
层，其结构如图 2-6所示。
原始文本
输入层
输出层
x
y
wi−(n−1)/2
e(wi−(n−1)/2)
wi−1
e(wi−1)
wi+1
e(wi+1)
wi+(n−1)/2
e(wi+(n−1)/2)
wi
|V|
. . . . . .
图 2-6 Order模型结构图
相对 CBOW 模型，Order 模型使用上下文词向量的拼接作为模型的输入，
形式化地：
x =

e(wi (n 1)); : : : ; e(wi (n 1)/2 1); e(wi (n 1)/2+1); : : : ; e(wi)

(2.26)
相对 log双线性语言模型，Order模型采用了公式 2.20（与 CBOW模型一
致），直接从上下文的表示预测目标词。
2.2.8 词向量模型的理论比较
本节从上下文表示以及上下文与目标词之间的关系两个角度分析各个神经
网络词向量模型。
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上下文表示
上文介绍的各种神经网络词向量模型中，除了 Skip-gram 模型使用词作为
上下文表示之外，其它模型均使用 n-gram作为上下文表示，而这些表示使用不
同的组合策略构造 n-gram的表示。如 CBOW模型使用 n-gram中各词词向量的
平均值作为上下文表示；Order模型使用 n-gram中各词词向量的拼接作为上下
文表示，这种方法可以看做词向量的线性组合；LBL模型则是直接对 n-gram中
各词的词向量做了线性变换；NNLM和 C&W模型更是做了非线性变换。这些
不同的策略可以从复杂度的角度进行分析，本文具体从三个角度来观察这些模
型：模型结构的复杂度、模型参数的个数以及模型求解的时间复杂度。
Skip-gram CBOW
Order
LBL NNLM
C&W
模型的结构复杂度
参数个数
图 2-7 神经网络词向量模型复杂程度对比图
图 2-7展示了各词向量模型复杂度的关系图。图中箭头方向表示各模型复
杂程度的拓扑序，从简单的模型指向复杂的模型。水平方向的相对位置表示模
型结构的复杂程度，从简单到复杂。垂直方向的相对位置表示模型的参数个数，
越靠上的模型参数越多。
模型结构的复杂度
从模型结构上看，CBOW模型与 Skip-gram模型相比，采取了更复杂的上下
文表示方法，用上下文词向量的线性叠加代替了随机选取其中一个词的词向量。
Order相比 CBOW模型在上下文表示时，保留了词序信息。LBL在保留词序信
息的同时，还进一步使用线性变换，使模型具有上下文的语义组合能力。NNLM
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与 C&W模型进一步采用了非线性激活函数，使得整个模型为神经网络结构，表
达能力强于 LBL的双线形结构。
这些模型中，虽然从模型结构上看，在图 2-7中有从左往右的绝对顺序，但
是如果看模型整体的复杂度，并不能直接断言 LBL模型比 Order更复杂，或者
C&W模型比 LBL更复杂。这是因为这些模型在保证词向量维度相同时，使用
的参数个数有很大的差异，更复杂的结构或者更多的参数都有可能导致模型的
复杂度增加。
参数个数
从参数个数上看，参数最少的模型是 C&W。在神经网络词向量模型中，参
数个数主要包含词向量和网络结构中的其它参数这两部分。C&W 模型只有一
份词向量，而其它模型均维护了两份词向量，因此 C&W模型的参数个数最少，
为 jej  jVj+(win+1)jhj。其中 jej为词向量的维度，jVj为词表大小，jhj为隐
藏层的维度，win为上下文窗口的大小。Skip-gram与 CBOW模型只使用了两
份词向量，而没有其它额外的模型参数，参数个数为 2jej  jVj。LBL和 NNLM
这两个模型在 CBOW等模型的基础上加入了隐藏层，因此增加了一个输入层到
隐藏层的权重矩阵，其参数个数为 (jej+ jhj) jVj+ (win  1)jej  jhj。参数最
多的 Order模型由于既保持了上下文的词序信息，又采用了线性结构，因此在
模型中，词当作目标词时的词向量 e0，其维度需要与作为上下文时的词向量的
维度和一致，因此总参数个数为 winjej  jVj。
时间复杂度
从模型的时间复杂度上看，文献 [73]对早期的若干模型均有分析，因此这
里只做简要介绍。基于神经网络的词向量模型均通过扫描语料中的每一个词，
取该词以及其周围的上下文作为一个样本。因此对比这些模型时，可以只分析
训练一个样本的时间复杂度。对于原版的 NNLM和 LBL模型，训练一个样本
需要的计算为输入层到隐藏层，隐藏层到输出层这两个矩阵运算，其复杂度为
O((win 1)jejjhj+ jhjjVj)。对于Order模型，由于省略了隐藏层，其复杂度
为 O((win  1)jej  jVj)。对于 CBOW和 Skip-gram模型，由于进一步忽略了词
序信息，其复杂度为 O(jej  jVj)。C&W模型在结构中省去了对目标词的预测，
其复杂度仅为O((win+1)jej jhj)。对于上述各个模型，如果采用层级 softmax
函数做输出层的优化，式子中的 jVj可以加速到 log(jVj)，而如果使用噪声对比
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估算（noise-contrastive estimation）或者负采样技术（negative sampling），jVj可
以进一步优化到常数。因此，如果这些模型都使用先进的负采样技术预估输出
层，则这些模型在时间复杂度上的排序，与模型结构的复杂度一致，从图 2-7中
看，从左往右时间复杂度依次递增。
效率和性能
CBOW、Skip-gram和 Order模型相对于其它神经网络模型，均去除了隐藏
层。如果有隐藏层，输入层的上下文表示可以通过一个线性变换或者非线性变
换得到隐藏层，这种操作属于语义组合操作 [36]。如果没有隐藏层，上下文词
之间的关系为普通的线性叠加关系，会丢失部分语义信息。
CBOW模型和 Skip-gram模型还通过不同的方法去掉了其它神经网络模型
中保留的词序信息。虽然这两个模型根据上下文各词与目标词之间的距离采用
了加权策略，可以少量保留词序信息，但是这种策略相对于词向量顺序拼接的
方式，可以认为几乎忽略了词序信息。
这些模型采取的简化策略，使其有更高的运行效率，可以在更大规模的语
料上训练词向量，但是模型本身对语义捕获的能力也有一些降低。这些简化究
竟对词向量的性能有多少影响，需要通过实验来说明。
目标词与上下文之间的关系
现有词向量模型的目标词与上下文之间主要有两种关系。从神经网络的目
标上看，C&W模型与众不同。C&W模型的目标函数是求目标词 w与其上下文
c的联合打分，而其他模型均为根据上下文 c，预测目标词 w。从各个模型的结
构，以及对目标词与上下文的处理方式看，C&W模型将上下文和目标词同时放
在输入层，通过神经网络模型优化它们之间的关系。而其它的神经网络模型只
把上下文放在输入层，把目标词放在输出层。C&W模型使用神经网络模型构建
目标词和上下文的组合关系，而其它神经网络模型的上下文和目标词之间呈现
预测关系。
如果从能量函数来看，C&W模型和其它模型之间的区别会更为清晰。比如
LBL模型的能量函数（公式 2.14）中，主要部分为：
E(w; c) = e(w)THe(c) (2.27)
24 基于神经网络的词和文档语义向量表示方法研究
而根据公式 2.23可得，Skip-gram模型的能量函数为：
E(w; c) = e0(w)Te(c) (2.28)
在这些模型中，上下文对应的向量与目标词对应的向量，通过点积或双线
性计算，均有“交互”关系，而在 C&W模型中，上下文与目标词的向量仅为加
法“组合”关系：
E(w; c) = Ae(w) +Be(c) (2.29)
无论是上下文与目标词呈组合关系的 C&W模型，还是预测目标词，目标词
与上下文之间有交互关系的其它神经网络模型，均符合分布假说。但是由于这
两种方式的表达能力不同，因此对于语义的捕获能力可能也会有差异。第三章
实验部分会对这两种不同方法做进一步的分析。
2.3 相关工作
本文将分布表示归类为基于矩阵的分布表示、基于聚类的分布表示和基于
神经网络的分布表示。这种分类方式基本沿用了 Turian 等人的分类 [116]。在
Turian的分类中，这三种方法分别被称作“distributional representation”、“clustering-
based word representation”和“distributed representation”。本文和 Turian的区别
在于，本文将这三种方法统称为“distributional representation”，而将其中的第一
种方法称作基于矩阵的分布表示。
Baroni 等人的文献 [3] 分析了语义向量模型，因此没有考虑聚类模型。文
中，Baroni将基于矩阵的分布表示称作计数（count）方法，而将神经网络模型
称作预测（predict）方法。
Sahlgren的博士论文 [98]研究了词空间模型（word space model），具体分析
了基于矩阵的分布表示中的“词-文档”矩阵和“词-词”矩阵，并得到结论：“词-
文档”矩阵主要构建了词的组合关系（syntagmatic），而“词-词”矩阵主要构建
了词的替换关系（paradigmatic）。
Turney和 Pantel的工作 [118]总结了向量空间模型（vector space model），他
们将向量空间模型分为“词-文档”矩阵、“词-上下文”矩阵和“词对-模板”矩
阵这三种，认为“词-文档”矩阵适合用来表示文档，“词-词”矩阵适合表示词，
而“词对-模板”矩阵用来表示词对之间的关系。
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2.4 模型总结
本章介绍了三类不同的分布表示方法：基于矩阵的分布表示、基于聚类的
分布表示和基于神经网络的分布表示。其中的经典模型总结于表 2-1中。这三
类模型中，基于聚类的模型较为特别，将词表示为聚类的类标。如果采用层级
聚类方法，可以根据聚类类别的公共前缀衡量词之间的相似度。而另外两类模
型得到的都是向量表示，可以直接使用余弦距离、欧氏距离等向量空间距离衡
量指标来检测词义的相似度。
名称 上下文
上下文与目标
词之间的建模
（技术手段）
LSA/LSI [56] 文档
矩阵HAL [70] 词GloVe [90] 词
Jones & Mewhort [45] n-gram
Brown Clustering [12] 词 聚类
Skip-gram [73] 词
神经网络
CBOW [73] n-gram（加权）
Order（2.2.7小节） n-gram（线性组合）
LBL [79] n-gram（线性组合）
NNLM [7] n-gram（非线性组合）
C&W [17] n-gram（非线性组合）
表 2-1 分布表示模型的概要信息
基于矩阵的模型和基于神经网络的模型最终都可以得到词的低维向量表
示，这两类方法是否存在一定的联系？答案是肯定的。Levy 和 Goldberg 证明
了对“词-词”矩阵做 SVD分解与 Skip-gram模型配合负采样技术优化具有相同
的最优解 [64]。本文证明了“词-词”矩阵分解与 Skip-gram模型的原始形式具
有相同的最优解，具体证明过程见附录 A。遗憾的是，这两个等价关系需要一
个前提条件：最优解可以取到。在实际优化过程中，一般的优化方法只能不断
逼近最优解，而很难达到最优解。尽管理论上这两者的最终优化结果应当一致，
但是在实践中还是有较大的差异，文献 [3, 64, 65]比较了这些模型在实践中的
差异。2015年 Li等人在文献 [67]中证明了“词-词”矩阵分解与 Skip-gram模型
可以完全等价。这项工作抛弃了 SVD所用的均方根误差来作为矩阵分解的重构
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误差，而是采用了一种对数概率误差。他们的实验也证明，这两者可以达到相
同的效果。
这些证明建立了“词-词”矩阵与 Skip-gram模型之间的联系，这两个模型只
是矩阵和神经网络这两种技术手段下的特例，它们都选用了词作为上下文。而
神经网络相对矩阵表示的优势正是可以通过组合手段，对上下文进行更为复杂
的建模，同时避免维数灾难问题。下一章将会详细分析各个神经网络词向量模
型在实践中的差别。
第三章 词向量表示技术的实验分析
在使用深度学习技术解决自然语言处理任务时，最基础的问题是词的表示。
本章从理论和实验两个角度分析和探讨了构建词向量表示时的关键点：模型、语
料以及参数的选择，并给出了若干条生成优质词向量的参考建议。
3.1 引言
词向量模型可以从大规模无标注语料中自动学习到句法和语义信息 [76]。
近年来，大量研究者投身到设计新型的词向量模型中，基于词向量的神经网络
模型也为多项自然语言处理任务带来了性能的提升，甚至在多项任务中达到了
目前最好的效果。现有的词向量模型在提出时，作者均声称他们的方法比前人
的方法好，然而这些工作在评价词向量时，会挑选比较局限的评价指标，有时
候甚至使用了不同的训练语料，因此其评价结果可能会缺乏借鉴意义。现有的
词向量模型纷繁复杂，这些模型究竟哪个更好，或者在什么情况下更适合用哪
个模型，现有的研究工作仍然缺乏相应的比较分析。本章主要分析词向量生成
中的几个关键点，包括词向量模型的选择、语料的选择以及训练参数的选取，对
各现有的词向量模型进行全面的比较。
模型 上下文的表示 目标词与其上下文关系
Skip-gram [73] 上下文中某一个词的词向量 上下文预测目标词
CBOW [73] 上下文各词词向量的平均值 上下文预测目标词
Order 上下文各词词向量的拼接 上下文预测目标词
LBL [79] 上下文各词的语义组合 上下文预测目标词
NNLM [7] 上下文各词的语义组合 上下文预测目标词
C&W [17] 上下文各词与目标词的语义组合1 上下文和目标词联合打分
表 3-1 各词向量模型在目标词与上下文建模上的异同
为了选择最合适的词向量模型，首先需要对现有词向量模型的结构进行剖
析。根据第二章的分析，可以从上下文的表示以及目标词与上下文的关系这两
个角度进行对比分析。表 3-1列举了神经网络词向量模型在这两方面的异同。例
1该模型联合处理上下文和目标词，不存在一个独立的上下文表示。
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如，Skip-gram模型 [73]选取了目标词 w上下文中的某一个词的词向量，作为其
上下文表示。CBOW模型采用上下文各词词向量的平均值作为上下文表示。这
两个模型为了加速，均忽略了词序信息。然而，Landauer在文献 [54]中曾分析，
文本中大约有 20%的语义来自于词序，而剩下部分来自词的选择。因此，这两
个模型可能会丢失一些重要信息。与之相对的，LBL模型 [79]、NNLM模型 [7]、
C&W 模型均使用上下文窗口中各词词向量的拼接作为上下文的表示，可以保
留词序信息。本文希望知道，使用哪个模型效果更好？具体而言，在多种不同
的上下文表示之中，以及在上下文与目标词的两种不同的关系之间，应当如何
选择合适的模型？（问题一）
同时，词向量的精度非常依赖于训练语料的选择，不同大小、不同领域的
语料会极大地影响词向量的性能。因此，本文还希望知道，训练语料的大小及
领域对词向量有什么样的影响？（问题二）
除了模型和语料的选择，现有的词向量算法也非常依赖于参数的选择。最
主要的是模型的迭代次数，以及词向量的维度。对于迭代次数，如果迭代次数
过少，词向量就会训练不充分，所包含的信息不足；如果迭代次数过多，模型
很可能过拟合。对于词向量的维度，本文也希望找到合适的维度。因此，本文
尝试分析在迭代训练中，选择什么样的迭代次数可以获得足够好的词向量，同
时避免过拟合？（问题三）以及多少维的词向量效果最理想？（问题四）
为了更客观地回答上述四个问题，本文选取了三大类指标，共八个具体的
任务评价这些词向量。本文认为这些评价指标涵盖了现有词向量的所有用法。
第一类指标为评价词向量的语言学特性。本文使用标准的 WordSim353数据集
[28]以及 TOEFL数据集 [55]评价词向量的空间距离是否和人的直观感受一致。
第二类指标中，本文将词向量作为现有自然语言任务中的特征，看其所能达到
的性能。具体而言，本文选择了文本分类任务和命名实体识别任务。第三类指
标中，本文将词向量作为神经网络模型的初始值，并使用卷积神经网络做情感
分类任务，以及使用文献 [18]的模型做词性标注任务。通过使用这些不同的评
价指标对词向量模型进行评价，本文尝试分析出应该怎么选择模型（问题一）和
参数（问题三和四）。本文进一步通过使用不同规模和不同领域的语料对词向量
进行训练尝试回答第二个问题。
本章的主要贡献为系统化地整理现有的词向量模型，并且通过多种评价指
标全面地比较分析各词向量模型与语料的选取。通过这些实验比较和理论分析，
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本文给出了若干条生成词向量的参考建议。
1. 选择一个合适领域的语料，在此前提下，语料规模越大越好。使用大规模
的语料进行训练，可以普遍提升词向量的性能，如果使用领域内的语料，
对同领域的任务会有显著的提升。
2. 选择一个合适的模型。复杂的模型相比简单的模型，在较大的语料中才
有优势。简单的模型在绝大多数情况下已经足够好。预测目标词的模型
（表 3-1中除了 C&W以外的所有模型）比目标词与上下文呈组合关系的模
型（C&W模型）在多个任务中有更好的性能。
3. 训练时，迭代优化的终止条件最好根据具体任务的验证集来判断，或者近
似地选取其它类似的任务作为指标，但是不应该选用训练词向量时的损失
函数。
4. 词向量的维度一般需要选择 50维及以上，特别当衡量词向量的语言学特
性时，词向量的维度越大，效果越好。
3.2 评价方法
为了更全面地对各种不同的词向量模型进行评价，本文考察了各种词向量
的用法，并将这些用法分成三大类，分别为：一、利用词向量的语言学特性完
成任务；二、将词向量作为特征，提高自然语言处理任务的性能；三、将词向
量作为神经网络的初始值，提升神经网络模型的优化效果。本文在这三大类用
法的基础上，选取了八个有代表性的具体任务，作为词向量的评价指标。
3.2.1 词向量的语言学特性
各词向量模型均基于分布假说设计而成，因此无论哪种词向量模型，都会
符合分布假说所提出的性质：具有相似上下文的词，会拥有相似的语义，并且
其词向量的空间距离更接近。文献 [3]通过语义相关性、同义词判别、概念分类
和类比等实验论述了词向量具有各种不同的语言学特性。本文从中选取了三个
代表性任务。
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语义相关性 (ws)
衡量语义相关性最经典的是 WordSim353数据集，该数据集包含了 353个
词对，其中每一个词对有至少十位标注者对其进行 0到 10之间的打分，分数越
高表示标注人员认为这两个词的语义更相关或者更相似。例如，词对“student,
professor”的平均打分为 6.81，而词对“professor, cucumber”的打分为 0.31。评
价时，对于每个词对，本文使用所有标注者打分的平均值作为参考得分 X，以
词对的两个词向量的余弦距离作为模型得到的相关性得分 Y，并衡量这两组数
值之间的皮尔逊相关系数。皮尔逊相关系数衡量了两个变量之间的线性相关性，
值在  1到 1之间，如果模型得到的打分与人工标注的打分一致，得分就越高。
具体而言，X 和 Y 之间的皮尔逊相关系数定义为 X 和 Y 之间的协方差与它们
标准差的商：
X;Y =
cov(X;Y )
XY
(3.1)
同义词检测 (tfl)
托福考试（TOEFL）数据集 [55]包含 80个单选题，每个题目包含一个问题
词以及四个选项，要求从四个选项中选出一个与问题词同义的词语。例如：问
题“levied”，选项“imposed”、“believed”、“requested”、“correlated”，正确答案
为“imposed”。对于每一个问题，需要计算问题词与选项词对应词向量之间的
余弦距离，并选用距离最近的选项词，作为答案。在评价词向量时，本文直接
使用 80个问题的准确率。
单词类比 (sem、syn)
英文单词类比数据集由Mikolov等人于 2013年 [73]提出，该数据集包含了
9000 个语义类比问题以及 1 万个句法类比问题。语义类比问题包括国家首都、
家庭成员称谓、国家货币等五类问题，如，“‘king’对‘queen’如同‘man’对什
么？”，答案为“woman”。句法类比问题有比较级、最高级、名词单复数等九类
问题，如“‘dance’对‘dancing’如同‘predict’对什么？”，答案为“predicting”。
为了回答这类类比问题，Mikolov等人 [73]根据相似关系词对的词向量之
差也相似的特点，提出使用词向量的加减法来完成这一任务。例如，对于问题
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“‘king’对‘queen’如同‘man’对什么？”，该方法直接从词表中寻找与   !queen   !
king +  !man最相似的词，作为答案。评价时使用回答问题的准确率。
单词类比任务的数据集相对前两个任务规模较大，因此在实验中，结果较
为稳定，该指标也成为评价词向量的经典指标。
3.2.2 词向量用作特征
词向量可以从无标注文本中学习到句法和词法的特征，很多现有工作直接
使用词向量作为机器学习系统的特征，并以此提高系统的性能。
本文选用两个有代表性的任务，一、将词向量作为唯一特征，完成文本分
类任务；二、将词向量作为现有系统的额外特征，完成命名实体识别任务。选
用词向量作为唯一特征可以从一个侧面看出词向量的表达能力，而选用词向量
作为现有系统的额外特征可以看出词向量所含的信息与现有人工设计特征的区
别。
基于平均词向量的文本分类 (avg)
该任务直接以文本中各词词向量的加权平均值作为文档的表示，以此为特
征，利用 Logistic回归完成文本分类任务。其中权重为文档中各词的词频。本文
选用了 IMDB数据集 [71]做文本分类实验。该数据集包含三部分，其中训练集
和测试集各 2.5万篇文档，用来做文本分类的训练和测试；无标注部分共 5万
篇文档，用于训练词向量。任务的评价指标为文本分类的准确率。
命名实体识别 (ner)
命名实体识别（Named entity recognition，NER）在机器学习框架下，通常作
为一个序列标注问题处理。在这一评价指标中，本文将词向量作为现有命名实
体识别系统 [97]的额外特征，该系统的性能接近现有系统的最好性能。实验设
置与 Turian等人实现的方式一致 [116]。任务的评价指标为命名实体识别的 F1
值，测试集是 CoNLL03多任务数据集的测试集。
3.2.3 词向量用做神经网络初始值
Erhan等人在文献 [27]中论述了，恰当地选取神经网络的初始值，可以让
神经网络收敛到更好的局部最优解。在自然语言处理任务中，基于神经网络模
型的方法一般都会使用词向量作为其输入层的初始值。
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在上一类词向量的用法（将词向量作为特征）中，词向量是模型的固定输
入值，在模型的训练过程中，输入值不会改变，只有模型中的参数会改变。然
而，将神经网络的初始值赋值为词向量之后，神经网络在训练过程中会改变设
置的初始值。因此这两类词向量的用法表面上看非常相似，实质上却是不同的。
基于卷积神经网络的文本分类 (cnn)
卷积神经网络（Convolutional neural networks，CNN）是表示文本的有效模
型。2014年，Lebret等人 [59]以及 Kim等人 [48]同时提出用于文本分类任务的
卷积神经网络。在这一评价指标中，本文选用了这一经典的卷积神经网络。网
络结构在 5.2.4节有详细介绍。
本文选取斯坦福情感树库（Stanford Sentiment Treebank）数据集作为文本分
类的训练集、验证集和测试集 [110]。由于该数据集规模较小，文本分类的效果
受网络初始值的影响较大，导致了评价指标的不稳定。为了更客观地评价卷积
网络中，不同词向量对文本分类性能的影响，本文对每一份词向量重复做 5次
实验。在每次实验中，输入层词表示均初始化为这份词向量，网络结构中的其
它参数则初始化为不同的随机值。对于每一次实验，本文在训练集上训练卷积
神经网络，取验证集上准确率最高的点，并报告其在测试集上的准确率。最后
将 5组实验的测试集准确率的平均值作为最终的评价指标。
词性标注 (pos)
词性标注（part-of-speech tagging）是一个经典的序列标注问题。在这个任
务中，本文使用 Collobert等人提出的网络 [18]，对句子中的每个词做序列标注。
该任务选用华尔街日报数据集 [115]。评价指标为模型在验证集上达到最佳效果
时，测试集上的准确率。
3.3 实验及分析
在这一节中，本文针对不同模型、不同语料、不同任务做了大量实验，并
回答前面提出的四个问题。表 3-2列举了主要实验设置，包括实验中选取的模
型、语料，以及实验中使用的主要参数。在具体的实验中，本文并没有穷举所
有的设置组合，而是根据实验需要选取其中的一部分参数进行评测。具体设置
将在各实验中介绍。
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类别 实验设置
模型 Skip-gram, CBOW, Order, LBL, NNLM, C&W
语料
维基百科（Wiki）：100M, 1.6B
纽约时报（NYT）：100M, 1.2B
Wiki+NYT（W&N）：10M, 100M, 1B, 2.8B
IMDB电影评论：13M
参数 维度：10, 20, 50, 100, 200固定窗口大小：5
表 3-2 词向量对比实验设置总表
3.3.1 性能增益率
在使用 3.2节中提到的 8个不同的指标评价词向量性能时，可能会遇到两
个问题。为了更直观地感受这两个问题，可以参考表 3-3a（第 37页）中的实验
结果。
一、不同评价指标的绝对数值差异较大。如 syn、sem 任务的性能一般在
40%左右，ws任务的性能集中在 50%到 60%，而 tfl的性能大约在 70%多，pos
的性能都在 95%以上。由于指标之间的差异，我们只能在同一个指标内对不同
的模型进行纵向的比较，而较难对一个模型在不同指标中的表现做横向的比较。
二、不同评价指标内的相对差异变化较大。如 ws任务的性能中，最好的模
型达到了 63.89%，然而最差的模型只有 46.17%，差距有约 18个百分点；但是
在 avg任务中各模型的性能差异相对较小，最差的模型能到 73.26%，而最好的
模型也只能到 74.94%，差距不到 2个百分点。
正是因为有这两个问题的存在，在评价词向量时，如果两个模型在性能数
值上非常接近，我们会很难定量地判断孰优孰劣。例如，在 pos中，Order模型
与 LBL模型分别可以达到 96.76%和 97.77%的准确率。这里很难说 LBL模型
比 Order模型更适合做 pos任务。这种性能上微小的差别可能并不是由于模型
的优劣产生的，更可能是由于测试集样本数较少（ws任务和 tfl任务）或者二次
训练带来的误差（avg、ner、cnn和 pos任务）所导致的。
为了解决第一个问题，本文考虑用“性能增益”代替各项任务性能的绝对
数值。性能增益是指一个词向量在某任务上的性能比随机词向量在该任务上性
能的相对增幅。随机词向量与其他模型生成的词向量一致，也使用 50维的实数
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向量，但是其中各个维度的值，由 1到 1之间的均匀分布随机生成。使用随机
词向量在各任务中得到的性能数值表示，哪怕词向量中不包含任何有用的信息，
该任务也能达到的性能。因此，某个词向量相对随机词向量的性能增益表示该
词向量所包含的信息对这一任务带来的贡献。
单纯使用性能增益并不能解决上面的第二个问题。为了解决第二个问题，
本文进一步提出使用“性能增益率”（Performance Gain Ratio）这一评价指标来
代替性能增益。性能增益率的思想借鉴了文献 [24]，每个词向量只与同等条件
下最好的词向量做对比。本文根据词向量的特殊性质，将词向量 a相对词向量
b的性能增益率定义为：
PGR(a; b) =
pa   prand
pb   prand (3.2)
词向量 a对同等条件下最好的词向量 best的性能增益率 PGR(a; best)可以简写
作词向量 a的性能增益率 PGR(a)：
PGR(a) =
pa   prand
pbest   prand (3.3)
上述二式中 px 表示词向量 x在某项任务上的性能，prand 表示随机向量在这项
任务上的性能。性能增益 pa   prand 体现的是词向量 a相比随机词向量可以带
来的性能的提升。类似地，性能增益率体现的是，词向量 a与词向量 best相比，
所带来性能提升的比例。
由于本文设定词向量的参考标准为同等条件下效果最好的词向量，因此，
性能增益率是一个小于等于 1的数字。如果值为 1，则表示该词向量已经达到
同等条件下的最佳效果；如果为 0，则说明与随机词向量的效果一样，没有带来
任何收益；如果为负数，说明该词向量不仅没有对任务带来提升，而且还对任
务产生了负面的效果。
本文需要在 8个不同的指标下，对各词向量进行评测。使用性能增益率可
以让所有的评测结果都有一套统一的指标描述性能，并且一般情况下性能的数
值大小均在 0到 1之间。这一特点一方面可以让我们以最直观的方式了解到每
份词向量对任务带来的实际提升有多少；另一方面，这也为多指标联合分析带
来了可能，使得我们可以直接分析各个词向量在多个任务下的综合表现。
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3.3.2 模型比较
为了公平地比较各个不同的模型，本文需要对各模型采取相同的实现，同
时使用同样的语料训练。
实验概览
在模型实现方面，本文使用的 Skip-gram 模型和 CBOW 模型的实现基于
word2vec开源工具包2。其余模型均在 word2vec工具包中 CBOW实现的基础上
修改得到。具体来说，在 CBOW模型中，上下文的表示为上下文若干词的平均
词向量；在 Order模型中，本文将其替换为上下文若干词的词向量的拼接；在
LBL模型的实现中，本文在 Order模型实现的基础上加入了一个隐藏层，使得
上下文表示先通过一次线性变换进入隐藏层，再对其预测；在 NNLM模型的实
现中，本文在 LBL模型的线性变换之后加入 tanh激活函数，使其成为一个非线
性变换，整个模型是一个三层的神经网络结构；在 C&W模型的实现中，本文
基于 NNLM的实现，将预测的目标词从输出层移动到输入层，这样输入层就是
目标词与其上下文词的词向量的拼接，而输出层则只保留一个节点，用于表示
这组上下文、目标词组合的评分。
对于所有的模型，本文将中间词作为目标词（一般来说，以语言模型为基
础的模型，如 NNLM和 LBL，都使用最后一个词作为目标词，这里也将其改成
中间词），目标词上下文各两个词作为其对应的上下文，即 win = 5。对于所有
模型，本文使用二次采样（subsampling）技术 [75]，并设置 t = 10 4。二次采样
技术的细节可见第二章第 2.2.6小节。word2vec工具包与文献 [75]中所描述的
二次采样公式略有差别，本文在实验中使用word2vec工具包所用的公式。同时，
为了提高实验效率，本文也对 word2vec工具包做了适当的改动。word2vec工具
包采用梯度下降法作为其优化算法，同时也采用了学习速率下降的策略。在训
练的初始阶段，其学习速率为一个设定的初始学习速率（如 CBOW模型默认为
0.05）；在训练过程中，学习速率均匀下降，下降幅度与已学习的样本个数呈正
比；到训练的最后阶段，学习速率降为 0。在这种学习速率下降策略下，如果想
分析迭代 1次到 n次对结果的影响，由于迭代的中间结果不能直接使用，程序
需要扫描语料 1+2+   +n = n(n+1)/2次才能真正生成各种迭代次数的训练
结果。为了方便分析迭代次数带来的影响，本文使用 AdaGrad [25]替代原先的
2https://code.google.com/p/word2vec/
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方法，更改后，与普通的梯度下降算法一致，只需要扫描 n次语料，即可完成
对迭代次数影响的分析。本文设定 AdaGrad的学习速率为 0.1，使用该学习速率
时，与原方法的学习效果最为类似。实验表明，将原优化方法改成 AdaGrad之
后，效果基本保持不变，有时会有微弱的提升。
在语料方面，本小节使用统一的训练语料：W&N数据集（维基百科与纽约
时报的混合语料，共 28亿单词，详见 3.3.3小节）。同时，由于这些模型都采用
迭代算法优化，为保证每个模型都能训练到最佳状态，在每一组实验中，本文
对每个模型反复迭代，直到该模型在所有的任务上性能均已经收敛或达到过峰
值，并取迭代过程中的最佳值作为模型在该任务上的性能。因此，对于各项任
务，可能会选取不同的迭代次数的词向量。
表 3-3展示了上述实验结果。其中表 3-3a展示了各任务中性能的绝对数值，
表 3-3b 则是转换后的各模型在各任务中的性能增益率。表格中模型为“随机”
一行表示，如果采用随机的词向量，各项任务可以达到的性能。从实验结果中
可以看出：一、与随机词向量相比，无论哪个模型，在哪个任务上，效果均有显
著的提升。也就是说，这些词向量模型均可以在一定程度上捕获句法和语义的
特征；并且可以用来提升自然语言处理任务的效果。二、从总体上看，各个任
务的最佳结果（加粗部分）由不同的模型得到。从 Skip-gram到 LBL，均有取得
若干最佳结果。
上下文的表示
分析上下文的表示时，我们主要考虑除了 C&W以外的模型，这些模型的
唯一差异就是上下文的表示方式不同。
为了说明不同上下文表示之间的差别，本文在不同规模的语料下对这些模
型进行比较。具体而言，本文加入了W&N数据集的三个子集，分别包含 1000
万（10M）单词、1亿（100M）单词和 10亿（1B）单词。这三个子集与完整集
合 28亿（2.8B）单词一起，用于分析不同种类上下文表示的影响。
在这个实验中，需要从模型、语料规模、任务这三个维度中发现规律，为
了把注意力放在模型和语料规模上，本文利用性能增益率将各个任务的性能归
一化。如果一个模型在某任务上达到 95%的性能增益率，本文认为这个模型在
该任务上足够好。选取 95%可以在一定程度上消除小规模评价数据集以及二次
训练带来的误差。比如，在表 3-3b中，NNLM模型在 cnn任务和 pos任务上均
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模型 syn sem ws tfl avg ner cnn pos
随机 0.00 0.00 0.00 25.00 64.38 84.39 36.60 95.41
Skip-gram 51.78 44.80 63.89 76.25 74.94 88.90 43.84 96.57
CBOW 55.83 44.43 62.21 77.50 74.68 88.47 43.75 96.63
Order 55.57 36.38 62.44 77.50 74.93 88.41 44.77 96.76
LBL 45.74 29.12 57.86 75.00 74.32 88.69 43.98 96.77
NNLM 41.41 23.51 59.25 71.25 73.70 88.36 44.40 96.73
C&W 3.13 2.20 46.17 47.50 73.26 88.15 41.86 96.66
(a)性能实际值
模型 syn sem ws tfl avg ner cnn pos
Skip-gram 93 100 100 98 100 100 89 85
CBOW 100 99 97 100 98 90 88 90
Order 100 81 98 100 100 89 100 99
LBL 82 65 91 95 94 95 90 100
NNLM 74 52 93 88 88 88 95 97
C&W 6 5 72 43 84 83 64 92
(b)性能增益率
表 3-3 各模型在完整W&N语料下的最佳性能（百分比）
达到或超过了 95%的性能增益率，因此 NNLM在使用完整W&N语料训练时，
在两个任务上性能足够好。在评估性能增益率时，各模型只与同样配置的模型
做比较，用 10M语料训练得到的词向量，只与 10M语料训练得到的最好词向
量进行比较，其它规模的语料也类似。
根据第二章 2.2.8小节中的分析，本文从模型复杂度的角度分析了不同的上
下文表示。基于这种视角，可以更好地解释实验结果。表 3-4展示了在四种不
同规模的语料下训练，各模型在多少任务中表现足够好。每个单元格中 a+b表
示某模型（行）使用某语料（列）训练得到的词向量，在前四个评价语言学特
性的任务中，有 a个任务表现足够好；在后四个评价其用于特征或用于神经网
络初始值效果的任务中，有 b个任务表现足够好。根据表格中的数据，本文做
了以下分析。
一、简单模型在小语料上整体表现更好，而复杂的模型需要更大的语料作
支撑。首先从语料大小的角度观察，在 10M规模的训练语料下，结构最简单的
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模型 10M 100M 1B 2.8B
Skip-gram 4+2 4+2 2+2 3+2
CBOW 1+1 3+3 4+1 4+1
Order 0+2 1+2 2+3 3+3
LBL 0+2 0+2 0+2 1+2
NNLM 0+2 0+3 0+3 0+2
表 3-4 各模型在不同规模语料下性能增益率超过 95%的次数
Skip-gram模型有 6个任务足够好，是最佳的选择；当语料扩大到 100M时，稍
微复杂一些的 CBOW模型开始体现出优势；如果继续扩大语料，能保留词序信
息的 Order模型效果超过了 Skip-gram和 CBOW模型。然后观察结构最复杂的
LBL 模型与 NNLM 模型，从中可以大致看出，随着语料规模逐渐变大，这两
个模型的相对效果在逐渐变好。实验中，即使在最大规模的语料下，这两个模
型也没有达到所有模型中的最好效果，但是从趋势看，这两个保留语义组合关
系的模型，仍然有潜力在更大规模的语料下超越其它更简单的模型。这一部分
的实验只是探讨了语料规模与模型复杂度之间的关系，实际上从语料的角度来
看，语料领域的影响比语料规模或者模型的影响更大，后文 3.3.3小节会有具体
探讨。
二、对于实际的自然语言处理任务，各模型的差异不大。各模型在实际的
自然语言处理任务中（加号后面的数字）表现均比较类似。结合表 3-3中的结
果，在完整W&N语料下训练时，简单模型和复杂模型的性能差距也非常的小。
因此，一般情况下，将 Skip-gram和 CBOW等简单模型生成的词向量，用于自
然语言处理任务，就可以得到一个令人满意的效果。
上下文和目标词的关系
现有词向量模型中，目标词与上下文之间主要有两种关系。C&W模型对目
标词与其上下文联合打分；而其他模型均为根据上下文，预测目标词。因此，在
分析上下文和目标词之间的关系时，我们主要关注 C&W模型与其它模型的差
异。实验结果显示，C&W模型在语言学任务上（syn、sem、ws和 tfl），效果均
不如其它模型。尤其在类比任务 syn和 sem中，C&W模型的性能接近于随机词
向量，可以看出 C&W的词向量几乎不存在线性减法关系。与此同时，C&W模
型在其它任务上表现并不差。为了深入分析 C&W模型与其它模型的区别，本
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文选取了若干词，并列举了用 CBOW和 C&W模型得到的词向量中，与这些词
最相似的词（词向量空间距离最近的词，后文简称“最近邻”）。表 3-5展示了对
比结果。
模型 Monday commonly reddish
CBOW
Thursday generically greenish
Friday colloquially reddish-brown
Wednesday popularly yellowish
Tuesday variously purplish
Saturday Commonly brownish
C&W
8:30 often purplish
12:50 generally pendulous
1PM previously brownish
4:15 have orange-brown
mid-afternoon are grayish
表 3-5 若干词及其用不同模型得到的最近邻对比表
从表中可以发现，用 CBOW模型训练时，“Monday”的最近邻是一星期中
的其它几天，而C&W模型得到的的却是一天中的时刻。类似地，“commonly”的
最近邻用 CBOW得到的都是一些语义类似的词，使用时可以替换“commonly”，
而 C&W模型得到的有些是和 commonly搭配使用的词。“reddish”的最近邻多
为颜色，除了 C&W模型得到的“pendulous”，该词一般与“reddish”一起使用，
形容花朵。
根据文献 [98] 中的论述，CBOW 这类通过上下文预测目标词的模型直接
对二阶关系进行建模，而一般认为二阶关系就是替换关系（paradigmatic）[57]。
简单地说，这些模型通过相似的目标词，构建出上下文之间的相似关系。然而，
C&W模型没有显式地对二阶关系进行建模。实验中也可以看出，C&W的最近
邻并不全是替换关系的词，而 CBOW 模型得到的几乎全是替换关系的词。本
文的结果初看与 C&W 模型原始论文 [18] 的结果有差异，在该论文的表 7 中，
C&W模型的最近邻均为替换关系。实际上，文献 [18]的结果并不是纯 C&W得
到的结果，而是在 C&W模型之后，进一步使用了四个有监督任务（词性标注、
命名实体识别等）调整参数得到的词向量。有监督任务与 CBOW这类预测目标
词的方法类似，也会使相似的词向量具有替换关系。因此，本文认为，C&W之
所以与其它模型的效果有较大的差异，主要是因为 C&W模型将目标词放在了
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输入层，这种结构对语义关系（主要是替换关系）的建模能力不如 CBOW这类
预测目标词的结构。
结论
经过两个实验的比较，现在可以回答引言中提出的第一个问题：使用哪个
模型效果更好？具体而言，在多种不同的上下文表示之中，以及在上下文与目
标词的两种不同的关系之间，应当如何选择合适的模型？
一、对于小语料，像 Skip-gram这样的简单的模型会取得更好的效果。对于
更大的语料，CBOW和 Order这样对上下文有更复杂建模的模型，会有更好的
效果。
二、对于实际的自然语言处理任务（比如将词向量用作现有任务的特征，或
者用于神经网络模型的初始值），使用 Skip-gram、CBOW和 Order这样的简单
模型就已经足够好。
三、对于评价语言学特性的任务（比如词汇相似度），通过上下文预测目标
词的模型，比上下文与目标词联合打分的 C&W模型效果更好。其中比较特别的
是，C&W模型得到的词向量完全不包含线性平移关系。
3.3.3 语料影响
本小节从语料规模和语料的领域两个角度着手，分析语料对词向量的影响。
实验概览
为了充分研究语料领域的影响，本文选取了三份不同领域的语料，其中包
括 16亿词的维基百科语料（Wikipedia）3、12亿词的纽约时报语料（New York
Times）4以及 1300万词的 IMDB电影评论语料。同时，为了探索混合领域语料
的效果，本文还将维基百科与纽约时报语料合并，称作W&N语料，该语料总
共包含 28亿词，是本次实验中最大的语料。表 3-6展示了上述各语料的概要信
息。总体而言，纽约时报语料的文档长度较长，而维基百科语料由于涉及的知
识面更为广泛，其唯一词数也较多。
3本文使用了 2013年 9月 7日的维基百科全站存档，使用更新的存档效果应当会更好。https://dumps.
wikimedia.org/enwiki/
4包含 1987年 1月到 2007年 7月的纽约时报新闻。https://catalog.ldc.upenn.edu/LDC2008T19
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语料 词数 文档数 唯一词数 词表内词数
维基百科（Wiki） 1,705,736,997 4,335,623 8,387,089 1,643,119,281
纽约时报（NYT） 1,207,480,927 1,855,658 3,321,810 1,190,382,040
IMDB电影评论 13,419,330 50,000 85,092 13,243,538
表 3-6 训练词向量的各语料集概要信息
为了研究语料规模的影响，本文对三个较大的语料（维基百科、纽约时报、
W&N混合语料）选取其不同规模的子集进行分析。对于W&N语料，本文选取
了 10亿（1B）词、1亿（100M）词、1000万（10M）词三个子集。对于另外两
个语料，本文各选取了 1000万（10M）词的子集。表 3-2（第 33页）中列举了
各语料及其子集的设置。对于同一个语料而言，小子集是大子集的子集。也就
是说，W&N语料中，1000万词子集的内容在 1亿词的子集中均存在，1亿词的
子集的内容也可以在 10亿词的子集中找到。另外两个语料也类似。
为了尽可能客观地分析真正由语料带来的影响，本文还对各语料做了以下
两个约束。
一、为了消除词表选择对结果带来的影响，本文对所有实验设置了固定的
词表。词表中的词保证在维基百科语料与纽约时报语料中至少各出现 23次，使
得最终词表大小约为 20万词（201369）。对于任何一份语料，词表外的词会被
直接忽略。表 3-6中“词表内词数”一列即为忽略词表外的词之后，语料中剩余
词的数量。
二、打乱语料的顺序。word2vec这类工具包采用从前往后的顺序依次学习
语料中的各篇文档，这种方式训练得到的词向量会偏向语料中靠后部分的语义。
如果语料中各篇文档的顺序以默认顺序排列，如纽约时报以时间顺序排列，就
可能导致某些词的词向量所包含的语义更接近现代的语义，而不是几十年前的
语义。这可能会带来一些潜在的不公平。为了尽可能降低这种情况的发生，本
文对所有的语料进行文档级的随机打乱。只保证一篇文档中的词按照原来的顺
序书写，而文档和文档之间的顺序是随机的。
使用不同语料训练得到的词向量，在各任务上的效果如表 3-7。根据 3.3.2小
节中的结论，在本小节所用的语料规模下，CBOW模型的平均表现最好。因此
本实验选取 CBOW模型训练所有词向量，使用其它模型也能得到一致的结论。
表中各任务的性能使用性能增益率衡量，其参考值为不同语料下能达到的最高
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语料 规模 syn sem ws tfl avg ner cnn pos
纽约时报 1.2B 93 52 90 98 50 76 85 96100M 76 30 88 93 46 77 83 86
维基百科 1.6B 92 100 100 93 51 100 86 94100M 74 65 98 93 47 88 90 83
W&N
2.8B 100 89 95 93 50 97 91 100
1B 98 87 95 100 48 98 90 98
100M 79 63 97 96 51 85 92 86
10M 29 27 76 60 42 49 77 42
IMDB 13M 32 21 55 82 100 26 100 -13
表 3-7 使用不同语料训练 CBOW模型时各任务的性能
值。因此每个评价指标的最大性能增益率就是 100%，对应表格中的每一列的最
大值都是 100。以下分别分析语料的规模和领域对各任务的影响。
语料规模
同领域的语料，语料越大效果越好。对比纽约时报数据集与其 1亿（100M）
词的子集，或者对比维基百科语料与其子集，又或者W&N语料与其不同规模
的子集，可以发现在几乎所有情况下，同领域的大语料比小语料效果要好。表
格中有少量例外，可以看出即使在例外的情况下，小语料与其对应的大语料相
比，效果的优势也非常微弱。这些例外很可能是因为训练词向量时的波动或者
评价指标的不稳定导致的。
值得注意的是，在 syn（句法问题的单词类比任务）中，语料的规模直接决定
了最终的性能，而语料领域几乎对结果没有影响。例如，三个语料的 100M词子
集效果非常类似；纽约时报、维基百科的完整语料以及W&N混合语料的 1B词
子集也有类似的性能；W&N语料的 10M词子集与 13M词的 IMDB语料也有类
似的性能。syn任务中的句法问题主要为类似“year:years law:__”、“good:better
rough:__”的词形变换问题。尽管不同的语料所涉及的领域，甚至使用的体裁差
异较大，但它们均遵循基本的英语语法。因此，不同领域的语料训练得到的词
向量拥有相似的句法特征，在评价句法特性的任务上，表现也非常接近。
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语料领域
对于大多数任务（除了 syn以外的任务），语料领域对词向量在各任务中的
表现起了主导作用。对于不同的任务，语料的领域有不同的影响。
一、在评价词向量语义特征的任务中，使用维基百科会比纽约时报有更好
的效果，如 sem（语义问题的类比任务）和 ws（语义相关性任务）。在这两个任
务中，维基百科语料的 100M 子集，性能也已经超过了 1.2B 的纽约时报语料。
本文认为维基百科语料包含了更全面的知识，语义信息更为丰富，因此用维基
百科语料训练得到的词向量，包含的语义特征也更为丰富，在评价语义特性的
任务中，效果也更好。
二、领域内的语料对相似领域任务的效果提升非常明显，但在领域不契合
时甚至会有负面作用。使用 IMDB语料训练的词向量，在 avg和 cnn任务上表
现优于其它语料，但是在 ner和 pos任务上表现很差。IMDB语料包含了 IMDB
网站上的 50万条电影评论，这与 avg和 cnn两个任务所用的训练集和测试集的
数据源相同，均来自 IMDB电影评论网站。在这两个任务中，IMDB语料的效果
甚至超过规模大两个数量级的领域外语料。尤其是在 avg任务中，词向量作为
文本分类的唯一特征，IMDB训练的词向量，性能增益率大约是其它语料的两
倍。但是另一方面，在 ner和 pos任务中，IMDB训练的词向量效果非常差，在
pos任务上甚至对最终性能有负面影响。本文认为 IMDB语料在 ner和 pos任务
中效果差主要是因为该语料为网络评论语料，与维基百科和纽约时报相比，书
写相对不规范，可能只包含少量对命名实体识别（ner）和词性标注（pos）有用
的信息。
从上述实验中可以看出语料的领域对任务性能的影响非常明显，那么为什
么领域内的语料会对性能有这么大的提升呢？为了更直观地感受这一原因，本
文列举了若干词及其在不同语料下的最近邻（词向量最相似的词），结果见表 3-
8。“movie”一词的最近邻在 IMDB语料下主要是“this”、“it”、“thing”这类词，
也就是说，“movie”一词在 IMDB语料中甚至可以看做是停用词。“Sci-Fi”在
IMDB语料下的最近邻均为“科幻电影”其他形式的缩写，而在W&N语料下，
则是其他类型的电影。“season”在 IMDB 下的含义表示电视剧的“季”，而在
W&N下主要表示比赛的赛季。从这些例子中可以看出，用领域内语料训练的词
向量之所以能提升对应领域的任务，其中一个主要原因是通过领域内语料训练
的词向量，包含的语意与词在该领域内的含义更为一致。
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Corpus movie Sci-Fi season
IMDB
film SciFi episode
this sci-fi seasons
it fi installment
thing Sci episodes
miniseries SF series
W&N
film Nickelodeon half-season
big-budget Cartoon seasons
movies PBS homestand
live-action SciFi playoffs
low-budget TV game
表 3-8 若干词在 IMDB和W&N语料下的最近邻
神经网络词向量模型的训练均基于分布假说，因此，词的语义直接由其上
下文决定。在不同领域的语料中，针对同一个词的上下文分布差异可能会非常
大，特别是多义词。领域内的语料往往只刻画出某个词在领域内的含义，而这
对于同领域的任务是恰好合适的。
规模和领域的权衡
W&N
IMDB 20% 40% 60% 80% 100%
+0% 91 94 100 100 100
+20% 79 87 91 96 99
+40% 68 86 88 92 98
+60% 65 79 85 88 93
+80% 64 75 84 87 92
+100% 64 70 83 86 88
表 3-9 混合语料训练的词向量，在 avg任务上的效果
前面两个小节的实验表明，领域内的数据越多，对于同领域任务的效果也
就更好。然而在实际情况下，对于一个特定领域的任务，领域内的语料往往数
量有限。如果需要有更大规模的语料，则不得不引入领域外的语料。也就是说，
语料的领域纯度与语料规模是互相冲突的。在这种情况下，应当尽可能保持语
料的领域纯度，还是增加领域外的语料来扩大语料的规模？为了回答这一问题，
第三章 词向量表示技术的实验分析 45
本文设计了如下实验：选取 13M词的 IMDB数据集以及W&N语料的 13M词
子集，通过这两个数据集的不同比例的融合，探索语料领域和规模哪个更重要。
实验结果如表 3-9所示，表格中的结果为混合语料用 CBOW模型训练，在 avg
任务下的效果。表格中的每一列表示使用了多少比例的 IMDB语料，每一行则
表示加入了多少比例的W&N的 13M子集。表格中的每一列从上到下，语料规
模都在增大，而语料的领域纯度都在降低。实验结果表明无论选取多大规模的
IMDB语料，增加W&N语料都会一致地降低 avg任务的性能。这一实验中，语
料的领域纯度比语料规模更重要。
除了这一实验以外，表 3-7中的结果以及前面两个小节的分析也可以看出
语料的领域更为重要。如 sem、ws、ner任务中，100M的维基百科语料效果超
过了 1.2B的纽约时报语料；而且在这三个任务中，维基百科和纽约时报的混合
语料，均不如单纯使用维基百科语料。
结论
经过上述实验及分析，现在可以回答引言中的第二个问题训练语料的大小
及领域对词向量有什么样的影响？本文认为语料领域比语料规模更重要，具体
而言，可以分为以下几点：
一、使用领域内的语料，对同领域的任务有明显的帮助。领域内的语料可
以让词向量拥有领域内的语义，对同领域任务的促进是最明显的。而且，使用
纯领域内语料比混合领域外的大规模语料的效果更好。
二、如果选择了不合适的语料，很可能没有办法从语料中得到与任务相匹
配的语义或者用法，会对相应的任务起到负面效果。如使用网络评论语料训练
的词向量，用于词性标注任务时，性能下降。
三、对于同领域的语料，语料规模越大，词向量性能越好。
3.3.4 参数选择
迭代次数
现有神经网络词向量模型均采用迭代方式训练。与其它迭代训练的机器学
习方法类似，词向量模型的训练结果受迭代次数的影响较大。一般来说，如果
迭代次数较少，会导致训练不充分；然而如果迭代次数过多，模型可能会过拟
合。机器学习领域应用最广泛的迭代终止条件是，当验证集损失（损失函数的
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值）达到最低值时，迭代终止 [95]。在词向量训练过程中，损失函数刻画了模型
预测“目标词”的精度（或者上下文与目标词的匹配程度）。然而真实的任务并
不要求词向量能够多么精确地预测目标词，而是希望词向量具有更好的语言学
特性，以及能更好地辅助其它自然语言处理任务。因此，损失函数仅仅是实际
任务的一个代理，在某些情况下，损失函数与实际任务的性能可能不一致。本
小节从这一经典方法开始，探索适合词向量训练的迭代停止条件。
本小节的实验选取 95%的语料作为训练集，剩下 5%作为验证集。图 3-1描
绘了 3个具有代表性的训练过程，分别为使用 CBOW模型在W&N语料的三个
子集（10M单词、100M单词、1B单词）上的训练过程。横坐标表示迭代次数，
纵坐标为各任务的性能以及验证集损失。
0.300
0.350
0.400
0.450
0.500
60%
70%
80%
90%
100%
1 10 100 1000 10000
0.280
0.285
0.290
0.295
0.300
80%
85%
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95%
100%
1 10 100 1000
0.270
0.275
0.280
80%
85%
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95%
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001011
syn sem ws tfl avg ner cnn pos loss
10M
100M
1B
图 3-1 验证集损失及各指标的性能增益率随着迭代次数的变化曲线
从这些例子中可以发现，验证集损失的确与实际任务的性能不一致。在
100M词的子集中，验证集损失在第 20次迭代达到峰值，也就是说，在 20次迭
代之后，模型已经过拟合了训练数据，但是各任务的性能在之后的几次迭代中
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仍然持续上升。与之相对的，在 1B词的子集中，模型直到最后都没有过拟合训
练集，但是 ner 与 pos 任务的性能在若干次迭代之后就开始下降。这些例子说
明，在训练词向量时，使用验证集损失作为迭代停止条件，可能不是一个合适
的选择。
值得注意的是，相比任务性能与验证集损失之间的差距，各个任务之间的
差异反而更小。该结果表明，可以使用一个简单的任务去检测词向量是否在其
它任务上迭代到最佳状态。为了验证这一方法的可行性，本文遍历了 6种模型，
在 3 个 W&N 语料的子集上训练，用 8 个任务检验了效果，总共 144 种搭配。
表 3-10报告了选取各任务以及验证集损失作为参考指标时，在多少种情况下词
向量可以训练得足够好（达到迭代中峰值效果的 95%以上）。如果使用经典的
验证集损失作为指标，最后只有 89组实验足够好，然而使用 tfl任务（这些任
务中最简单的任务）的峰值作为迭代停止条件时，总共有 117组实验足够好。
验证集损失 syn sem ws tfl avg ner cnn pos
89 105 111 103 117 104 91 103 101
表 3-10 不同迭代停止条件下，词向量足够好的实验数量（共 144组）
当针对某个任务训练词向量时，使用任务对应的验证集作为迭代终止条件
是最好的选择，因为这一目标与最终目标是一致的。然而在某些实际情况下，测
试一遍任务的验证集可能会非常耗时，比如 cnn和 pos这类任务，评估性能需
要数十分钟时间（文本分类或者词性标注的训练过程非常耗时），而 tfl任务只
需要几秒即可完成。因此，这一策略为性能的峰值提供了一个比较不错的近似，
尤其在目标任务非常耗时的情况下较为有用。
另外值得一提的是，尽管众所周知，迭代算法一般需要多次迭代才能达到
最佳效果，本小节的实验结果也支持这一结论。但是在 word2vec工具包的早期
版本中5，训练 Skip-gram 模型和 CBOW 模型均只使用一次迭代，而由于该工
具包是目前最常用的训练词向量的方法，因此大量基于 word2vec的工作并没能
达到其最佳性能。特别是在一些比较工作中（如文献 [90]），在比较其它模型与
Skip-gram 和 CBOW 模型时，对 Skip-gram 模型和 CBOW 模型只迭代了一次，
得到的结果并不准确。
5该问题仅存在于最早的版本中，在 2014年 9月的更新中，word2vec工具包已支持多次迭代。
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现在可以回答引言中提出的第三个问题，在迭代训练中，选择什么样的迭
代次数可以获得足够好的词向量，同时避免过拟合？本文认为在大多数情况下，
可以选取一个简单任务的性能峰值作为训练词向量的迭代终止条件。在条件允
许的情况下，选择目标任务的验证集性能作为参考标准，是最合适的选择。
词向量维度
本小节通过选择不同的模型和任务，分析词向量维度对性能的影响。实验
发现，对于分析词向量语言学特性的任务，有着一致的结论：维度越大，效果
越好。图 3-2(a) 以 tfl 任务为例，绘制了性能随着维度的变化曲线图。这一结
论在文献 [73]的实验中证实，当词向量维度到达 600维时，其语义特性仍然在
变好。由于训练更高维度的词向量非常耗时，目前尚不能确定这一结果成立的
上界。与分析词向量语言学特性的任务不同，在使用词向量提升自然语言处理
任务的指标中，词向量维度到达 50之后，效果提升非常微弱。图 3-2(b)以 pos
任务为例，展示了这类实验结果。词向量的维度选择多少维比较合适？本文认
为，对于分析词向量语言学特性的任务，维度越大效果越好（除 C&W模型以
外，在 3.3.2节中已有解释）；对于提升自然语言处理任务而言，50维词向量通
常就足够好。
3.4 相关工作
本节将列举词向量比较方面的相关工作，并分析这些工作得到的结论与本
章实验结论的异同。
3.4.1 模型比较
在比较词向量的各项工作中，与本文最类似的工作是 Turian等人在 2010年
发表的文献 [116]。他们在文中比较了 HLBL模型与 C&W模型在命名实体识别
（ner）任务和短语识别（chunking）任务中的表现，这两个任务均在现有自然语
言工具的基础上加入词向量作为额外的特征，以此评估词向量对系统性能的提
升。他们的实验中，使用了一个 6300万（63M）词的小规模语料，并发现 HLBL
模型与 C&W模型在两个任务中表现相当。
Baroni等人在 2014年发表的文献 [3]中比较了“计数”模型与“预测”模
型在若干语义相似度任务中的表现。他们在文中将基于统计“词-上下文”共现
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图 3-2 tfl和 pos任务的性能随词向量维度的变化曲线
矩阵，以及在其基础上进行矩阵分解的方法，统称为计数模型；并将基于神经
网络的词向量模型统称为预测模型。Baroni等人在实验中使用“词-上下文”共
现矩阵的原始形式、SVD分解、NMF分解（非负矩阵分解）[62, 68]作为计数
模型的代表，使用 CBOW模型作为预测模型的代表。他们对这两类模型进行多
种语义特性的评价，包括语义相关性、同义词判别、概念分类、类比等。其实
验表明，预测模型对在各项指标中比计数模型有显著的优势。
然而，Milajevs等人在 2014年发表的文献 [77]中，给出了相反的结论。文
中指出，他们在实验中，尝试了向量逐元素相加、逐元素相乘等基本的语义组
合方式，使用这些组合方式表示短语以及句子的语义，并通过短语语义相似度
等指标进行评测。实验结果表明，基于共现矩阵的词表示方法相比神经网络的
词向量模型，其基本的语义组合能力更强。
Levy等人在 2015年发表的文献 [65]中尝试了多种不同的模型参数，包括
动态窗口或者固定窗口的选择、重新采样技术的效果、低频词的处理方式、上
下文的平滑方案等。实验发现，大部分参数设置的技巧，对基于共现矩阵的模
型以及基于神经网络的模型同时有效。
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3.4.2 语料影响
语料规模方面，Mikolov等人在文献 [73]中发现，语料规模越大，CBOW
模型在类比任务（本文中的 syn任务和 sem任务）中效果更好。Pennington在文
献 [90]中指出，对于 GloVe而言，语料规模越大，句法问题的类比任务（syn）
效果越好，但是语义问题的类比任务（sem）却不一定。
语料领域方面，Stenetorp等人在 2012年 [111]发现，使用领域内的语料训
练得到的词表示，相比使用新闻语料训练得到的词向量，在进行生物医药领域
的命名实体识别任务时，有明显的优势。他们在实验中使用的词表示为布朗聚
类（Brown Clustering），与基于神经网络的模型不同，布朗聚类得到的词表示并
非是一个低维的实数向量。但是类似的是，无论是基于聚类的词表示方法还是
基于神经网络的词向量表示方法，他们都是根据语料统计建模得到的，因此语
料的影响也是类似的。
3.5 本章小结
词向量包含了丰富的词义信息，对词义分析以及各项自然语言处理任务均
有一定的帮助。长期以来人们通过增加语料、改进模型等手段，试图寻找一种
通用有效的词向量。然而本文通过大量实验，发现对于不同的任务，最好的词
向量所用的模型、语料、参数均各不相同。也就是说，对于所有任务都有效的通
用词向量，可能是不存在的。从模型的角度看，不同的模型建模了不同的语义
关系，如 C&W模型可以对组合关系进行建模，而 CBOW等模型可以更好地对
替换关系进行建模。从语料的角度看，特定领域的任务需要词在该领域中的含
义，而往往只有领域内语料，才能将多义词训练成为领域内的语义。从任务的
角度看，不同的任务需要词向量具有不同的性质，这些性质之间可能存在矛盾，
如 ner、pos任务希望词向量包含规范的语法信息，而 cnn任务需要词向量具有
网络语言的灵活表示。因此无论从模型、语料还是任务的角度看，通用有效的
词向量，都是几乎不可能获得的。尽管不存在对所有任务有效的词向量，对于
特定任务，依然可以使用本章得到的结论，生成一份有效的词向量。
1. 选择一个合适领域的语料，在此前提下，语料规模越大越好。使用大规模
的语料进行训练，可以普遍提升词向量的性能，如果使用领域内的语料，
对同领域的任务会有显著的提升。
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2. 选择一个合适的模型。复杂的模型相比简单的模型，在较大的语料中才有
优势。简单的模型在绝大多数情况下已经足够好。预测目标词的模型比目
标词与上下文呈组合关系的模型（C&W模型）在多个任务中有更好的性
能。
3. 训练时，迭代优化的终止条件最好根据具体任务的验证集来判断，或者近
似地选取其它类似的任务作为指标，但是不应该选用训练词向量时的损失
函数。
4. 词向量的维度一般需要选择 50维及以上，特别当衡量词向量的语言学特
性时，词向量的维度越大，效果越好。

第四章 基于字词联合训练的中文表示及应用
不同于英文，中文中最自然的语言单位是“字”。现有工作在学习中文文本
的向量表示时往往直接沿用了英文的处理方式，而忽略了中文的特殊性。本章
根据中文特点，提出了基于字词联合训练的中文字、词表示学习方法。本文还
提出了一个基于神经网络的中文分词模型，探索了神经网络在中文分词中的效
果，也在该任务上评价字词联合训练得到的字表示效果。
4.1 引言
词是“最小的能独立运用的语言单位”[1]，由于中文具有大字符集连续书
写的特点，如果不进行分析，计算机则无法得知中文词的确切边界，从而很难
理解文本中所包含的语义信息。因此，中文分词是自然语言处理中的一个关键
基础技术，是其他中文应用，例如命名实体识别、句法分析、语义分析等任务
中前期处理的关键环节，其性能的优劣对于中文信息处理尤为重要。
中文分词的研究在近二十年来取得了丰富的成果。早期采用的是基于词典
的匹配方法，如：最大正向匹配、最大逆向匹配、双向匹配等。然而，由于语言
的复杂性，中文文本中存在大量的词边界歧义与未登录词 (OOV)。仅仅使用基
于词典的匹配方法无法有效地解决以上两个中文分词中的关键难点问题。所以
越来越多的方法关注基于字的中文分词。基于字的中文分词方法的基本假设是
一个词语内部字符高内聚，而词语边界与外部汉字低耦合。每一个词都可以通
过其所在的上下文特征进行表示，通过统计模型可以很好的判别当前字在构词
过程中的作用（词的开始、中间、结束或是单字词）。大量实验表明，这种基于
字的中文分词方法要明显优于基于词典匹配的分词方法。然而，现有基于字标
注的分词方法通常使用词（unigram）、二元词组（bigram）等特征，这些特征都
是相互孤立的，且本身并不具有语义信息。比如“江”、“河”、“湖”、“海”在
表示地名时用法非常类似，但是现有模型会分别对这四个字进行建模，不能很
好地利用字之间的联系。
近些年随着深度学习的兴起，基于神经网络的特征学习方法为自然语言处
理带来了新的思路。如本文其它章节所介绍的，现有基于神经网络的词向量和
文档向量表示技术已经为命名实体识别、词性标注、文本分类等多项任务带来
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了性能上的提升。本文基于这一想法，提出了基于字表示的分词模型。该模型
利用神经网络字表示对字与字之间的关系进行建模，在较少参数的情况下，依
旧保持了较好的分词精度。
在基于字表示的分词模型中，获得有效的字表示是其中非常关键的一步。
但是现有的中文字表示工作中，大多数方法直接沿用了第二章中所介绍的英文
词向量的生成方法，将字当做模型的处理单元，建立每个字与其上下文字之间
的关系 [131]。但是，在中文中，如果想要通过词向量模型，直接获取字的“语
义”，可能会遇到一些障碍。如文献 [1]所述，词是能独立运用的最小语言单位，
语义是词或者词组与他们之间含义的关系，直接从字的层面分析语义，可能意
义并不大。由于这一原因，本文设计了基于字词联合训练的中文表示技术，该
方法使用词的语义空间对字进行建模，为字带来更好的表示。
另一方面，对于中文的词表示，大多数工作同样直接使用了处理英文的方
法。然而中文的符号系统是汉字，如果可以有效利用字与字之间的关系，以及
字与词之间的关系，势必能为中文词表示带来提升。Chen等人的工作 [15]通过
假设词的语义由其中字的意思以及词特有的意思融合而成，构造了 CWE模型。
该模型已经超越了直接使用英文词向量模型的效果。本文提出的字词联合训练
模型通过对汉字的有效建模，让这些汉字建立了一些词之间的关系，使得词的
上下文更丰富，从而提升了词表示的语义。实验结果表明，该模型的效果超过
了现有利用字信息提升词义的方法。
本章后续内容安排如下：第 4.2节介绍了分词和表示学习的相关工作；第 4.3节
介绍了基于字词联合训练的表示方法；第 4.4节介绍了基于字表示的分词算法
框架；第 4.5节为实验及分析；最后对本章工作进行总结。
4.2 相关工作
4.2.1 表示学习
传统机器学习方法中，特征的选取是其中最耗时的一个环节。这一环节需
要耗费领域专家大量的精力，针对具体任务进行分析，从而设计出有效的特征。
表示学习的提出缓解了这一严峻的问题。表示学习的目标是通过算法自动学习
得到特征表示，使得机器学习算法可以更高效地运转。
在自然语言中，最基础的语义单元为词。研究人员已经提出了大量词表示
的学习方法，如：Skip-gram [73]、CBOW [73]、NNLM [7]等模型，这些模型在
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本文第二章进行了综述，并在第三章做了详细的实验比较。其中无论哪个模型，
均基于分布假说，对目标词与其上下文词之间的关系进行建模。因此这类模型
的最终效果受到分布假说的制约。
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图 4-1 CWE+P模型结构图
与本文同期，已经有两项工作跳出了分布假说的框架，将词的内部元素考
虑到词表示中。在中文词表示方面，Chen等人在 2015年发表的文献 [15]中提
出了 CWE+P等模型（结构如图 4-1），这一模型改进自 Skip-gram模型（也适用
于 CBOW模型），将一个词拆分成两部分：词本身和组成这个词的汉字。训练
过程中，使用词本身的向量以及组成这个词的各个字向量的平均值表示这个词
的语义。
在英文词表示方面，Sun等人在 2016年发表的文献 [112]中提出了 SEING
模型（结构如图 4-2所示）。该模型认为英文中具有相同语素（morpheme）的单
词具有相似的语义，因此在建模时使用 Skip-gram的思路，对于目标词不仅预测
上下文的词，也预测目标词的所有语素。这套方法也可以近似沿用到中文处理，
将英文单词的语素类比为中文的汉字。
文献 [15]与 [112]均为对词表示的改进。然而在中文分词、词性标注等任务
中，对汉字的表示也是一个必不可少的环节。现有的字表示方法，都直接沿用
了英文中对单词的建模方法，将训练语料拆分成字级别，建立语料中每个字与
其上下文其它字之间的关系 [131]。对于字表示的方法，需要有进一步的探索。
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图 4-2 SEING模型结构图
4.2.2 中文分词
传统中文分词方法依赖词典匹配，并通过贪心算法截取可能的最大长度词
进行有限的歧义消除。常用的贪心策略有正向最大匹配法、逆向最大匹配法和
双向匹配法等。然而，基于词典方法存在两个明显的缺陷，即不能很好地处理
词边界歧义和未登录词（OOV）。为了解决中文分词的这两个关键问题，许多研
究工作集中到了基于字标注的机器学习中文分词方法。
基于字标注的中文分词方法基本假设是一个词语内部文本高内聚，而词语
边界与外部文字低耦合。通过统计机器学习方法学习判断词界是当前中文分词
的主流做法。现有工作大多使用序列标注模型执行 BMES标注。Xue等人提出
了基于 HMM 模型的字标注中文分词方法 [125]。刘群等提出一种基于层叠隐
马模型的汉语词法分析方法 [132]。该方法引入角色 HMM识别未登录词，使用
Viterbi算法标注出全局最优的角色序列。同时，该方法还提出了一种基于 N-最
短路径的策略进行切分排歧。Wang等人使用基于字分类的 CRF模型进行中文
词法分析 [89]。对基于字标注中文分词方法的改进包括引入更多的标签和设计
更有效的特征 [114, 129]、联合使用产生式模型和判别式模型以融合两者的优点
[119]以及将无监督方法中使用的特征引入有监督方法中 [130]等。这些传统统
计机器学习方法依赖于人工设计的特征，设计特征需要大量的人工参与，设计
有效的特征非常费时费力。而将表示学习方法引入机器学习中，可以将特征表
示这一步交给算法完成，在一定程度上减少人工，提升效率。
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4.3 基于字词联合训练的中文表示技术
分布假说认为，词的语义由其上下文决定。根据分布假说构造的词向量模型
也在各项任务中取得了一定的成果。但是在中文里，最自然的语言单位是“字”。
不同于富含语义信息的词，字仅为记录汉语用的符号系统，本身不具备语义 [1]。
在一些现有的中文向量表示的工作中，直接将分布语义推广到字表示中，使用
上下文中各个字的分布作为当前字的表示 [131]。但由于字本身不具备语义，这
种方式的效果会受到一定的约束。
为了让字的表示具有更丰富的语义信息，本文借鉴了分布假说的思想，提
出利用某个字上下文中各个词的分布，作为这个字的表示。虽然字本身仍然不
具备语义信息，但是利用这种表示，把字放入词的语义空间中，通过字词联合
训练，可以更有效地对字进行建模。
本文第二章和第三章对若干现有的词向量模型进行了阐述和分析，这里本
文选取其中一个对上下文建模最为直接的模型，Skip-gram模型，并在此基础上
实现字词联合训练的想法。如公式 4.1（同公式 2.22）所示，Skip-gram模型的
优化目标为，w的上下文中的某个词 wj 对词 w的条件概率：X
(w;c)2D
X
wj2c
logP (w j wj) (4.1)
为了实现字词联合训练，本文提出同时优化上下文中某个词 wj对目标词 w
的条件概率，以及上下文词中各个的汉字 chk 对目标词 w的条件概率：
X
(w;c)2D
X
wj2c
0@(1  ) logP (w j wj) +  1jwjj X
chk2wj
logP (w j chk)
1A (4.2)
式中，chk表示词 wj 中的汉字，jwjj表示词 wj 的字数。其中归一化项 1jwj j 用于
使不同字数的词在训练中拥有同样的地位。模型结构如图 4-3。
在字词联合训练中，不仅每个词具有对应的词向量，每个字也具有对应的
字向量。词向量和字向量的维度相同，并且根据目标函数（公式 4.2），字和词
的向量表示在同一个语义空间中。
模型的训练方法与第二章中介绍的各个词向量模型相同，采用随机梯度下
降法求解各个词以及各个字的向量表示。
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图 4-3 字词联合训练模型结构图
字词联合训练模型相比单独训练字向量，在时间复杂度上只有常数的增加，
增幅大约为语料中词的平均字数，一般在 3左右。因此该方法仍然可以推广到
大规模语料中使用。
4.4 基于字表示的分词模型
与其它基于字标注的分词方法相似，本文提出的分词模型也采用 BMES体
系对汉字进行标注。对于单字词，其标签为 S；对于多字词，词中的第一个汉
字标签为 B，最后一个汉字标签为 E，中间字的标签为 M。对训练数据的每个
字进行标注后，本文采用一种 3层神经网络结构对每个字进行训练，其结构如
图 4-4。
对于句子中的每个字的标签分类任务，本文选取当前字以及上下文窗口中，
共 win个字作为特征。其中上文和下文均为 (win   1)/2个字。图中最下方为
这 win个字的原始文本 w1; w2; : : : ; wwin，经过第一层，将每个字转换成其字向
量表示 e(wi)，并把 win个字连接成一个 win  jej维的向量 x。该向量是神经
网络的输入层：
x = [e(w1); : : : ; e(wwin)] (4.3)
隐藏层 h的设计与普通的前馈神经网络一致，输入层的各个节点与隐藏层
的 jhj个节点之间两两均有边连接。隐藏层选用 tanh函数作为激活函数：
h = tanh(b(1) +Hx) (4.4)
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图 4-4 分词算法基本网络结构图
其中 H 为输入层到隐藏层的权重，b(1) 为偏移向量。使用类似的方法，可以将
隐藏层转为输出层：
y = b(2) + Uh (4.5)
输出层一共有 4个节点，使用 softmax[11]归一化后，分别表示这个字被打上 B、
M、E、S标签的概率：
P (i j w; ) = exp (yi)P
k=1:::4 exp (yk)
(4.6)
其中参数 包含各个字的字向量 e，以及网络中的参数 H、U、b(1)、b(2)。
对于整个训练语料，本文使用最大似然估计法，即求出一组参数 ，最大
化：
 7!
X
(w;tagw)2D
logP (tagw j w; ) (4.7)
其中 D是训练语料集，tagw 是字 w的正确标签。
本文使用随机梯度下降法 [10]来优化上述训练目标。每次迭代，随机选取
一个样本 w; tagw，使用下式进行一次梯度迭代。式中，是学习速率。
   + @ logP (tagwjw; )
@
(4.8)
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4.5 实验及分析
为了充分说明字词联合训练的有效性，本文从字的表示和词的表示两方面
分别评价字词联合训练方法。下文 4.5.1小节介绍了字词联合训练的实验设置，
包括训练语料与参数；4.5.2小节介绍了对其中字向量部分的评价；4.5.3小节介
绍了对其中词向量部分的评价；4.5.4小节探讨了如果在字词联合训练的基础上
额外加入上下文的字，会对模型产生什么影响。
4.5.1 字词联合训练实验设置
在训练字词向量时，本文使用了两个语料：“小语料”为北京大学标注的
SIGHAN 2005分词数据的训练集，也是 4.5.2小节中分词实验的训练集，共 179
万字。该语料中的词为人工标注的标准词，与分词实验中的词一致。“大语料”
为维基百科的中文语料，共 1.6亿字。本文使用 ICTCLAS1工具包对其进行分词。
由于使用工具包进行分词，语料中存在一定的分词错误现象。
本文选取这两个数据集主要出于以下两方面考虑。一、对于评价字表示的
实验，“小语料”属于领域内的小规模标准数据集，而“大语料”属于大规模少
量噪声的领域外数据集。本文希望通过这两个数据集分析有少量噪声的大规模
语料对字向量性能的影响。二、对于评价词表示的实验，本文只使用“大语料”
训练字词联合表示。根据第三章的实验结果，使用维基百科语料训练的词向量
对于语义类任务的效果最理想，因此在评价字词联合训练的词表示时，也使用
通过维基百科训练的词向量。
根据第三章中的经验，本章训练字词向量时，所有字、词向量的维度均为
50；上下文窗口大小为 5；同时，也采用负采样技术对模型进行优化。
4.5.2 字表示的实验
根据第三章中的分析，在自然语言处理任务中，如果使用好的词向量作为
神经网络模型的初始值，能使模型收敛到更好的局部最优解。因此本文将字向
量作为神经网络分词模型（第 4.4节）的初始值，对不同字向量的效果进行评
价。
1http://ictclas.nlpir.org
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实验设置
本节采用分词任务对字向量进行评价。分词数据集采用 SIGHAN 2005 bake-
off评测中，北京大学标注的语料。原始语料只包含了训练集与测试集，在实验
前，本文将原始语料的训练集前 90% 当作实际的训练集，最后 10% 当作验证
集。测试集保持不变。最后训练集共有 1626187个字，验证集包含了 160898个
字，测试集有 168973字。
在分词语料中，英文与数字的出现次数较少（甚至有可能 26个英文字母中
有的字母未在训练集中出现过）。为了简化处理流程，本文使用了一个简单的数
据预处理步骤，将所有的连续数字字符替换成一个专用的数字标记“NUMBER”，
将所有连续的英文字母替换成一个专用的英文单词标记“WORD”。如训练语
料“中国/教育/与/科研/计算机网/（/ＣＥＲＮＥＴ/）/已/连接/了/２００/多/所/大
学”经过预处理步骤将会变成“中国/教育/与/科研/计算机网/（/WORD/）/已/连
接/了/NUMBER/多/所/大学”。其中 NUMBER和WORD在训练时都当作一个字
符来考虑。这种方法在一定程度上丢失了部分语义信息，会对分词精度产生负
面的影响。但是在训练语料不充分的情况下，该预处理可以简化后续步骤，将
实验重心放在处理汉字上。
基于字标注的分词模型需要确定上下文窗口的大小，即设定上下文窗口中
共多少个字会对当前字的标签产生主要影响。黄昌宁和赵海在文献 [135] 中通
过大量实验表明窗口 5个字可以覆盖真实文本中 99%以上的情况。因此本文也
取上下文窗口为 5，即使用上文 2个字、下文 2个字与当前字。这一参数不仅用
于神经网络分词模型，同时也用于对比方法中的其它模型。基于字标注的分词
模型得到的结果为对各个字打各个标签的概率，当模型对文本中每个字都算出
标签概率后，本文使用 Viterbi算法搜索最优路径，得到最终的分词结果。
对比方法
本节实验主要为了证明字词联合训练对字表示的促进作用。因此主要对比
模型为不使用字词联合训练的 Skip-gram 模型。在这一对比实验中，首先需要
将语料拆分成字，然后直接用 Skip-gram 模型在汉字级别对字进行建模。另一
方面，为了说明分词模型的效果，本文同时选用了分词中较常用的最大熵模型，
特征选用一元及二元特征。对于语料中的某个字 chk，其特征向量具体包括：
62 基于神经网络的词和文档语义向量表示方法研究
• 一元特征 chi，其中 i为 fk   2; k   1; k; k + 1; k + 2g，如果 chi 超出了句
子的边界，则使用一个特殊的符号“PADDING”来代替。
• 二元特征 chi_chi+1，其中 i为 fk  2; k  1; k; k+ 1g，如果 ci或 ci+1超出
了句子的边界，则忽略这个特征。
以上各特征的权重均为 1。具体而言，本文设计了两个基准实验，第一个实验只
使用了上述的一元特征，在后文中称作“最大熵一元特征”；第二个实验同时使
用了一元特征和二元特征，在后文中称作“最大熵二元特征”。
实验结果及分析
模型 准确率 召回率 F值
Sighan2005最佳成绩（封闭） 94.6 95.3 95.0
Sighan2005最佳成绩（开放） 96.8 96.9 96.9
最大熵一元特征 86.8 86.6 86.7
最大熵二元特征 95.3 94.5 94.9
随机字向量 93.43 92.91 93.17
小语料字向量 93.76 93.17 93.46
大语料字向量 93.66 93.29 93.48
小语料字词向量 93.96 93.21 93.58
大语料字词向量 94.02 93.28 93.65
表 4-1 各模型在中文分词任务上的表现
为了展示不同字向量对分词系统的性能影响，本文设计了多组对比实验：
• 随机字向量：使用随机赋值的字向量，对 4.4节中的模型进行初始化。
• 小语料字向量：使用 Skip-gram模型直接在小语料上训练字向量，作为网
络的初始值。
• 大语料字向量：使用 Skip-gram模型直接在大语料上训练字向量，作为网
络的初始值。
• 小语料字词向量：使用字词联合训练在小语料上训练字向量，作为网络的
初始值。
• 大语料字词向量：使用字词联合训练在大语料上训练字向量，作为网络的
初始值。
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表 4-1中列举了本文所做的 7组实验。其中“最大熵一元特征”和“最大熵
二元特征”为上一小节中描述的两个基准实验，后面各实验为不同的字向量对
分词性能的影响。
通过这些实验，可以发现，在神经网络模型中，无论使用哪种技术生成的
字向量，均能有效提升模型的性能。为了更直观地评估各种字向量对分词模型
的帮助，本文使用第三章第 3.3.1小节（第 33页）中提出的性能增益率来评价
这几种不同的字向量。以随机字向量作为基准，四种字向量中 F值最高的大语
料字词向量作为对比，各字向量的性能增益率为：小语料字向量 60%，大语料
字向量 65%，小语料字词向量 85%，大语料字词向量 100%。
本文对比在两种语料下，字词联合训练与单独训练字表示。实验表明，字词
联合训练在两种语料下，在性能增益率上分别有 25到 35个百分点的提升，充
分说明了字词联合训练对于中文字表示有非常显著的提升。
对比不同语料下，字向量带来的性能提升，可以发现，在单独对字进行训
练时，大语料能对字向量带来微弱的提升；而如果使用字词联合训练，大语料相
对小语料能明显提高字向量的性能。本文认为之所以使用字词联合训练时，大
语料更能体现出其效果，是因为如果只针对字进行训练，字向量的上下文空间
局限在字符层面，相比而言，字词联合训练时，字向量的上下文空间为词的语
义空间，信息更为丰富。而维基百科大语料中本身拥有了大量的语义信息，只
有通过表达能力强的表示才能充分捕获到其中的信息。
综合对比基于字向量的神经网络分词模型与传统的机器学习分词方法（基
准实验），神经网络分词模型虽然也只使用了各个词中的字的表示作为输入，相
比使用一元特征的传统分词方法，有非常显著的提升。然而不可否认，神经网
络分词模型相比二元特征仍然有一定的差距。这些差距可能需要更有效的字表
示技术以及更好的神经网络模型来弥补。Collobert在文献 [18]中也得到了类似
的结论，在词性标注、命名实体识别等序列标注任务中，他们的神经网络方法
与传统基于特征工程的机器学习方法仍然有一些差距。他们在实验中指出，神
经网络模型配合少量人工的先验知识，就可以达到以往通过人工精心设计特征
才能达到的性能。
4.5.3 词表示的实验
为了说明字词联合训练对词表示的作用，本节使用语义相关性任务和文本
分类任务对联合训练中得到的词表示进行评价，并与 Chen等人 [15]与 Sun等
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人 [112]的模型进行对比分析。
评价方法
与第三章中对英文词向量的评价方法一致，本节对中文词向量的评价同样
从三个方面进行：一、利用词向量的语言学特性完成任务；二、将词向量作为特
征，提高自然语言处理任务的性能；三、将词向量作为神经网络的初始值，提
升神经网络模型的优化效果。本文从这三类评价方法中，各选取一个任务评价
不同模型得到的词向量。
在评价词向量的语言学特性方面，本节选取了语义相关性任务。该任务与
第三章 3.2小节提到的 ws任务类似，这里选用文献 [15]提供的两个中文语义相
关性数据集进行评价。这两个数据集分别含有 297个词对以及 240个词对，在
下文中简写为 ws297和 ws240。数据集中的每个词对都有若干位标注者对其进
行打分（两个数据集的打分范围分别为 0到 10以及 0到 5），分数越高表示标
注人员认为这两个词的语义更相关或者更相似。例如，词对“饮料、汽车”的
平均打分为 1.23，而词对“学校、学生”的打分为 8.71。评价时，对于每个词
对，本文使用所有标注者打分的平均值作为参考得分 X，以词对中两个词的词
向量的余弦距离作为模型得到的相关性得分 Y，并衡量 X; Y 这两组数值之间
的皮尔逊相关系数。具体定义可见 3.2小节中的公式。
在将词向量作为特征提升系统性能方面，本节选用基于平均词向量的文本
分类方法。该方法与第三章 3.2小节提到的 avg任务一致，后文同样简写为 avg。
实验选取复旦文本分类语料2，使用 Logistic回归模型完成文本分类任务。
在将词向量作为初始值提升神经网络模型性能方面，本节选取卷积神经网
络和循环卷积网络完成文本分类任务。其中卷积神经网络与第三章 3.2小节提
到的 cnn任务一致，而循环卷积网络则是本文第五章提出的神经网络文档表示
模型，这两个任务在后文中简写为 cnn和 rcnn。实验选用的语料同样是复旦文
本分类语料，模型参数与第五章中所用参数一致。
对比方法
本节实验希望验证字词联合训练对于词的语义有提升。为了说明这一点，
实验的主要对比方法为传统的 Skip-gram模型，该模型直接对词进行建模，而不
2http://www.datatang.com/data/44139，http://www.datatang.com/data/43543
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考虑字在其中的作用。本文提出的字词联合训练在 Skip-gram 模型的基础上加
入了对字的建模，因此对比 Skip-gram模型的提升，就是字词联合训练对词表示
带来的实际提升。
进一步地，为了说明字词联合训练的有效性，本文还将Chen等人的CWE+P
模型 [15]与 Sun等人的 SEING模型 [112]纳入对比。Chen等人的模型同样也
是对 Skip-gram模型的改进，这种方法将一个词拆分成两部分：词和组成这个词
的各个汉字，在表示这个词的语义时，使用词本身的向量以及组成这个词的各
个字向量的平均值。Sun等人的方法原本只对英文进行建模，该模型认为英文
中具有相同语素的单词具有相似的语义，因此在建模时使用 Skip-gram的思路，
对于目标词不仅预测上下文的词，也预测目标词的所有语素。这套方法也可以
近似沿用到中文处理，将英文单词的语素类比为中文的汉字。
实验结果及分析
模型 ws240 ws297
CWE+P [15] 44.07 53.43
SEING [112] 42.84 49.80
Skip-gram 43.51 52.53
字词联合训练 46.68 54.45
表 4-2 各模型在中文语义相关性任务上的表现（100）
表 4-2展示了不同方法在词类比任务中的效果。实验中，设定字词联合训
练的参数  = 0:5，即各模型对字和词的建模比例为 1 : 1。对于 CWE+P模型与
SEING模型，文献 [15]和 [112]并没有对字和词的建模比例进行考虑，也可以
认为这两个模型对字词的建模比例为 1 : 1。
为了更进一步说明本文提出的字词联合训练的有效性，这里调节公式 4.2中
的 ，分析在不同的  下，字词联合训练的效果。作为对比，实验中同样调节
了 CWE+P与 SEING模型的字词建模比例。对于 CWE+P模型，可以直接使用
CWE开源工具包3，设定 char-rate参数为 /(1  )；对于 SEING模型，计算每
个样本时，设定有  的比例对词中的字进行预测，有 1    的比例对词的上下
文进行预测。图 4-5展示了实验结果。参数  的含义为在字词联合训练中，对
3https://github.com/Leonard-Xu/CWE
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图 4-5 各模型汉字的建模比例对词义的影响
字的建模占多大的比例。如果  = 0则只对词进行建模，三个模型均等价于原
始的 Skip-gram模型；如果  = 1说明模型只对字进行建模。实验中尝试了 从
0到 0:9中的各个值。从整体上看，逐渐增加汉字建模比例时，字词联合训练对
词义的建模呈现出先上升后下降的趋势；CWE+P模型也有类似的趋势，峰值处
汉字的建模比例为 10%（性能为 0.5486，略低于字词联合训练）；而 SEING模
型几乎随着对汉字建模比例的增加，效果一直变差。
本文提出的字词联合训练与 CWE+P模型或者 SEING模型均为对字（或者
语素）和词同时建模，虽然建模方式有所不同，但是为什么这三种方法在实验
中呈现出较大的差异？尤其是 SEING 模型，对于英文词义表示有显著的提升
[112]，然而在中文词义相似度任务中却起到了负面效果。为了回答这一问题，
本文首先分析这三种模型对字词建模的区别。
CWE+P模型的基础假设是词的语义可以拆解成两部分：词中的各个汉字
（模型名称中的 +P表示汉字需加上前后缀的标记）的语义，以及这个词特有的
语义。在文献 [15]中，作者将这两部分组合成实际词向量时，使用了向量加法。
在这种设定下，字词所占语义比例需要仔细调节，如果比例过高，则词的语义
几乎直接由字决定，在现代汉语中这一点并不成立。从前面的实验中也看出，字
的比例在 10%左右时可以让词义达到最佳效果，原文中设定的 50% 很可能不
是最佳参数。从另一个角度看，由于目前 CWE模型只使用了朴素的向量加法作
为词义合成，如果选用更合理的组合函数，应当能达到更好的效果。
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SEING模型的基础假设是，具有相似语素的单词，有相似的含义，类比到
中文即具有相似汉字的词，有相似的含义。从前面的实验中可以看出，这一假设
从英文沿用到中文时，效果并不理想。造成中英文区别的原因可能有两点：一、
中文的语素（morpheme）并非直接为汉字。虽然大多数情况下中文汉字就是语
素，但是也存在一些多个字组成的语素（多音节语素），如“苏打”、“巧克力”。
二、英文中的语素多为表义的词根、固定的前缀后缀等（如 unbreakable可以分
解成 un、break、able三个语素），而汉字在组词时，相比英文更为灵活，大多数
汉字既可以作为前缀，又可以作为后缀（如星期天、天空），即使同作为前缀或
后缀，意思也不尽相同（如夏天、晴天）。综合分析这两点，从统计上看，第一
点中提到的多音节语素在中文语料中的比例较低，而第二点区别在中英文中普
遍存在，更可能是影响 SEING模型性能的核心原因。因此，将 SEING模型的
基础假设直接沿用到中文时，即具有相同汉字的词拥有相似的语义，或许并不
合适。
本文提出的字词联合训练从模型上看，只增加了对汉字上下文的建模，并
没有修改词的建模。但是实际上，由于汉字的出现，一些原本没有联系的上下
文，被联系了起来。也就是说，汉字对词起到了平滑作用，在一定程度上扩充
了上下文，从而提升了词表示。与此同时，由于汉字的上下文也是根据分布假
说构造得到的，因此即使汉字的建模比例不合理，一般情况下也不会产生负面
作用。
综合分析这三个模型，CWE+P模型与本文的字词联合训练模型，遵循了分
布假说，词义由其上下文决定；而 SEING模型要求每个词有两个分布，不仅需
要符合上下文的分布，还需要符合内部语素的分布，某种程度上说，这种方法
破坏了分布假说，对于中文词表示效果不理想。对比 CWE+P模型和字词联合
训练模型，CWE+P模型利用构词法的思想认为词的意思部分有字决定，而字词
联合训练模型扩展了分布假说，对字的上下文词直接进行建模。尽管从本文的
实验中看，字词联合训练略胜一筹，但是 CWE+P模型通过调节参数，或者变
化构词方法，仍然很有潜力。
为了更直观地感受这些模型之间的差异，本文选取若干词，以及通过这些
模型得到的最近邻。结果列于表 4-3。
从第一个例子“巡逻”中可以看出，三种对汉字建模的模型均可以在 Skip-
gram的基础上，让字面上更相似的词在空间距离中的距离更短。如“巡逻队”、“巡
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模型 Skip-gram CWE+P SEING 字词联合训练
巡逻
值勤 巡逻队 巡逻队 巡逻队
巡逻队 巡逻艇 巡逻艇 值勤
侦察 执勤 巡逻舰 巡逻艇
护航 护航 侦察 侦察
执勤 巡逻员 防空 蛙人
星期天
周日 星期二 星期二 周日
周末 星期三 周日 星期六
星期四 星期四 星期日 星期二
礼拜天 星期五 星期五 星期日
星期六 星期六 星期六 礼拜天
风光旖旎
湖光山色 湖光山色 旖旎 湖光山色
叠翠 山清水秀 风光 葱郁
草泽 风动石 湖光山色 丰茂
满陇桂 茶园 碧波 山清水秀
丰茂 风光 风景点 叠翠
表 4-3 不同字词模型得到的最近邻对比表
逻艇”这些词，在 Skip-gram 模型中排名比较靠后，而融入了对汉字的建模之
后，排名均有提升。第二个例子“星期天”可以看出，CWE+P和 SEING模型更
多地考虑了字面上的相似性（“星”、“期”二字），最近邻中主要为星期中的其
它日子。而字词联合训练更多地保留了语义信息，不仅得到了 Skip-gram模型原
本就能得到的“周日”和“礼拜天”，再配合字对词的平滑，可以发现“星期日”
这个字面上更相似的同义词。第三个例子本文选取了低频词“风光旖旎”，所有
模型均可以发现近义词“湖光山色”。SEING模型对字面相似有单独的建模，因
此最相似的两个词是“旖旎”和“风光”；CWE+P模型中字对词义的影响也比
较大，因此“风动石”、“风光”也排在了靠前的位置；字词联合训练通过平滑
得到的词多为形容风景秀丽的词，相比 Skip-gram模型得到的“草泽”等词，与
原词的意思更匹配。
尽管在词义相似度任务中，不同的模型得到的词向量展现出了不同的语义
特性，但是在文本分类任务中，这些模型相比 Skip-gram模型，都能一致地提升
性能，具体结果列于表 4-4中。从这些结果中可以看出，Skip-gram模型生成的
词向量，比随机词向量的性能有显著的提升，进一步地，融入了字信息的三种模
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模型 avg cnn rcnn
随机词向量 80.75 93.57 94.89
Skip-gram 85.53 94.04 95.20
CWE+P 86.15 94.17 95.27
SEING 85.66 94.15 95.32
字词联合训练 86.23 94.22 95.30
表 4-4 各模型在中文文本分类任务上的表现
型得到的词向量，比 Skip-gram均有一定程度的提升。这三种文本分类模型中，
avg使用了结构最简单的 Logistic回归，cnn使用了相对较为复杂的卷积神经网
络，而 rcnn使用的是本文提出的循环卷积网络。从实验结果中可以看出，在相
对简单的模型中（如 avg），使用更好的词向量，可以带来较大幅度的提升；而
在相对复杂的模型中（如 rcnn），词向量带来的提升较少。纵观这三种模型，以
及五种不同的词向量，可以很明显地看出，对于文本表示，模型结构的影响远
远大于初始值（或者特征）的选择。这也是后文深入探索文本表示模型的一个
出发点。
根据上述实验及分析，本文认为字词联合训练通过字对词的平滑，将更多
的词和上下文建立起了联系。这种方式在保留分布假说的基础上，可以使用更
丰富的上下文信息，也得到了更有效的词表示，在词义相似度任务以及文本分
类任务中，相比此前的方法均有一定的提升。
4.5.4 上下文加入字的影响
在本文提出的字词联合训练模型中，将词引入到字的上下文空间中，前面
的实验已经说明，这种方式无论对于字表示还是词表示均有一定的提升。
对应于将词引入到字的上下文空间中，本文也同时尝试了将字引入到词的
上下文空间中。具体方法为，通过将上下文各词拆分成字，将上下文词以及对
应的字全部作为目标词的上下文。通过这种改造之后，同样使用分词和词义相
似度任务进行评价。结果列于表 4-5。表中，分词使用 F值作为评价指标，ws240
和 ws297使用皮尔逊相关系数作为指标。
从实验结果中看，加入字作为词的上下文，对分词实验有小幅提升；然而
对于词的语义相似度任务，性能有非常严重的下降。为了更直观地说明造成这
一现象的原因，这里同样展示若干词的最近邻，列于表 4-6。
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模型 分词 ws240 ws297
Skip-gram字向量 93.48 - -
Skip-gram词向量 - 43.51 52.53
字词联合训练 93.65 46.68 54.45
字词联合训练 +字上下文 93.69 37.11 43.16
表 4-5 字词联合训练时，加入字作为词的上下文的实验结果（100）
模型 Skip-gram 字词联合训练 字词联合训练
+字上下文
江
泾 浙 浙
江口 奉化 陕
青弋 江阴 泗
西江 宁海 潭
泗 太仓 湘
星期天
周日 周日 周日
周末 星期六 热天
星期四 星期二 月姬
礼拜天 星期日 周末
星期六 礼拜天 周六
表 4-6 字词联合训练中加入字作为词的上下文，得到的最近邻对比表
由于在词的上下文中加入字之后，在字、词评价任务上有不同的结论，因
此这里分别从字和词两个角度进行分析。对于字“江”，加入字作为上下文的模
型得到的最近邻，均为含义上比较相关的汉字；而 Skip-gram 模型得到的最近
邻主要是一些江的名字；字词联合训练得到的最近邻主要是浙江和江苏的城市
名。单独从最近邻的相关性上分析，这三个模型从不同的角度描述了“江”所
包含的意思，但是对于分词任务而言，由于字是其中最主要的特征，一份准确
刻画不同字之间的关系的字向量，应当对于分词有促进作用。对于词“星期天”，
加入了字作为上下文的模型，得到的最近邻里出现了一些语义上不太相关的词，
如“热天”。本文认为这是因为字本身并没有明确的语义，一个字在不同的词中
很可能有完全不同的意思。因此，在上下文中融入了汉字，反而让上下文分布
变得更模糊，从而导致弱化了词的语义。
综上所述，本文认为在上下文中加入汉字，可以直接建立起汉字之间的关
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系，对于生成的字向量有一定的提升，通过分词任务评价，也可以看出相比单
纯的字词联合训练有小幅提升。但是当上下文中混入汉字之后，由于这些字并
不直接拥有明确的语义信息，反而干扰了词的上下文分布，对词表示起到了负
面作用。因此，在使用字表示时，可以考虑在词中加入字作为上下文，而在使
用词表示时，只使用字词联合训练模型则更合适。
4.6 本章小结
本章提出字词联合训练方法，在字的上下文中引入了词，使用词的语义空
间对字进行建模，获得更好的字表示。相比直接沿用英文词向量的训练方法，字
词联合训练在中文分词任务上，性能增益率有 35个百分点的提升。另一方面，
由于在字词联合训练中，增加了对汉字的建模，这些汉字建立了一些词之间的
关系，使得词的上下文更丰富，提升了词表示的语义。在中文词义相似度任务
中，字词联合训练比现有两种借助汉字提升词表示语义的模型更为有效。在文
本分类任务中，使用字词联合训练得到的词向量在用做特征以及神经网络初始
值时，相比此前方法也有一定的提升。此外，实验结果还指出，大规模少量噪
声的语料相比小规模几乎无噪声的语料依然有较大的优势，因此本文提出的字
词联合训练方法，有潜力在更大规模的语料上发挥出自己的优势。

第五章 基于循环卷积网络的文档表示及应用
在文本分类、信息检索等实际任务中，不仅需要词级别的语义表示，更需
要句子和文档级别的语义表示。本章首先总结了现有神经网络模型对文档的表
示方法，然后提出了基于循环卷积网络的文档表示方法。该方法可以在线性时
间复杂度下，对不同距离的上下文进行自适应建模，得到有效的文本表示，并
在文本分类任务上，相对现有方法有显著的提升。
5.1 引言
文本分类在网页检索、信息筛选、情感分析等任务中是一个至关重要的步
骤 [2]。文本分类中的关键问题在于文本表示，在传统机器学习方法中，通常以
特征表示的形式出现。文本分类中最常用的特征表示方法是词袋子模型。词袋
子模型中，最常用的特征是词、二元词组、多元词组（n-gram）以及一些人工抽
取的模板特征。在以特征的形式表示文本之后，传统模型往往使用词频、互信
息 [19]、pLSA [13]、LDA [38]等方法筛选出最有效的特征。然而，传统方法在
表示文本时，会忽略上下文信息，同时也会丢失词序信息。比如以下例子：
A sunset stroll along the South Bank affords an array of stunning
vantage points.
分析句子中的“Bank”一词，如果孤立地看这个词，我们并不知道这是表示“河
岸”还是“银行”，这时就需要通过上下文对词义进行消歧。当纳入“Bank”的
前一个词，看二元词组“South Bank”时，可以发现两个单词的首字母都是大写
的，这对于不了解伦敦的人来说，很可能会以为是“南方银行”。当看了足够的
上下文“stroll along the South Bank”，我们才可以肯定这里说的是南岸，和银行
无关。尽管传统特征中诸如多元词组以及更复杂的特征（如树核 [94]）也能捕
获词序信息，但是这些特征往往会遇到数据稀疏问题，影响到文本分类的精度。
近年来，预训练词向量以及深度神经网络模型为自然语言处理带来了新的
思路。本文的第二章和第三章已经介绍了词向量可以从无标注的文本中自动学
习得到语义和语法信息，并且能对各项自然语言处理任务带来性能上显著的提
升。在词向量的帮助下，有人提出一些组合语义的方法来表示文本的语义。
74 基于神经网络的词和文档语义向量表示方法研究
Socher等人在 2011年 [105, 109]、2013年 [110]发表了递归神经网络（Re-
cursive Neural Network）的相关工作。该方法被证实在构建句子级语义时较为有
效。然而，递归神经网络需要按照一个树形结构来构建句子的语义，其性能依
赖于构建文本树的精度。而且，构建这棵树需要至少 O(n2)的时间复杂度，其
中 n表示句子的长度。当模型在处理长句子或者文档时，所花费的时间往往是
不可接受的。更进一步地，在做文档表示时，两个句子之间的关系不一定能构
成树形结构。因此递归神经网络可能不适合构建长句子或者文档的语义。
循环神经网络（Recurrent Neural Network）可以在 O(n)时间内构建文本的
语义 [26]。该模型逐词处理整个文档，并把所有上文的语义保存到一个固定大
小的隐藏层中。循环神经网络的优势在于它可以更好地捕捉上下文信息，对长
距离的上下文信息进行建模。然而，循环神经网络是一个有偏的模型，如对于
正向的循环神经网络而言，文本中靠后的词相对靠前的词占据了更主导的地位。
由于这一语义偏置的特性，循环神经网络在构建整个文本的语义时，会更多地
包含文本后面部分的信息。但是实际上并非所有文本的重点都放在最后，这可
能会影响其生成的语义表示的精确度。
为了解决语义偏置的问题，有人提出用卷积神经网络（Convolutional Neural
Network）来构建文本语义 [18]。卷积神经网络利用最大池化技术能从文本中找
出最有用的文本片段，其复杂度也是 O(n)。因此卷积神经网络在构建文本语义
时有更大的潜力。然而，现有卷积神经网络的模型总是使用比较简单的卷积核，
如固定窗口 [18, 46]。在使用这类模型时，如何确定窗口大小是一个关键问题。
当窗口太小时，可能导致上下文信息保留不足，难以对词进行精确刻画；而当
窗口太大时，会导致参数过多，增加模型优化难度。因此，需要考虑，如何构
建模型，才能更好地捕获上下文信息，减少选择窗口大小带来的困难。并以此
为基础来更好地完成文本分类的任务。
为了解决上述模型的缺陷，本文提出了循环卷积网络（Recurrent Convolu-
tional Neural Network），并将其用到文本分类中。首先，本文使用一个双向循环
结构对上下文进行建模。对比基于窗口的上下文建模方法，循环结构的参数更
少，在引入较少噪声的前提下，可以捕获尽可能远的上下文信息，从而保留长
距离的词序信息。第二，本文使用最大池化技术自动判断对文本分类最重要的
特征。结合这两者，循环卷积网络同时拥有了循环神经网络和卷积神经网络的
优势，既能很好地刻画上下文信息，又能无偏地描述整个文本的内容，并且其
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复杂度仅为 O(n)。
本文在四个不同的数据集上，对比了循环卷积网络与此前最好方法的性能。
这四个数据集包含了中英文的文本分类任务，分类体系包括学科分类、作者母
语分类和情感分类。实验结果表明，本文的方法相对此前的方法有明显的优势。
5.2 相关工作
本节首先介绍现有神经网络文档向量表示技术，这类技术均均基于组合语
义的思路，从词的语义组合得到文档的语义。5.2.1小节介绍了组合语义的思想及
起源，5.2.2小节到 5.2.4小节介绍了三种现有的文档向量表示方法。最后 5.2.5小
节简述了传统文本分类方法。
5.2.1 组合语义
在获取句子和文档的语义表示时，很容易想到直接沿用词的分布假说，对
文档进行建模。然而，如果采用分布假说直接生成句子或者文档的向量表示，会
遇到极大的数据稀疏问题。Koehn在 2005年发表的文献 [53]中曾对 Europarl语
料进行了统计，结果表明，在该语料中，总共有 47,889,787个词，其中有 304,786
个不同的词，出现至少 10次的词一共有 58,552个；而语料中一共有 1,920,209
个句子，其中不同的句子有 1,860,118个，至少出现 10次的句子更是只有 597
句。因此，如果将句子看成一个整体，用词向量模型来训练句子的表示，由于
绝大多数句子因为只出现过一次，训练的结果将毫无统计意义。另一方面，分
布假说是针对词义的假说，这种通过上下文获取语义的方式对句子和文档是否
有效，还有待讨论。因此需要寻求新的思路对句子和文档进行建模。
德国数学家弗雷格（Gottlob Frege）在 1892年就曾提出：一段话的语义由其
各组成部分的语义以及它们之间的组合方法所确定 [30]。现有的句子或者文档
表示也通常以该思路为基础，通过语义组合的方式获得。常用的组合语义组合
函数，如线性加权、矩阵乘法、张量乘法等，在 Hermann的文献 [36]中有详细
的总结。近年来基于神经网络的语义组合技术为文档表示带来了新的思路。从
神经网络的结构上看，主要可以分为三种方式：递归神经网络（5.2.2小节）、循
环神经网络（5.2.3小节）和卷积神经网络（5.2.4小节）。
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5.2.2 递归神经网络
递归神经网络（Recursive Neural Network）的结构如图 5-1，其核心为通过
一个树形结构，从词开始逐步合成各短语的语义，最后得到整句话的语义。
w1
x1
w2
x2
w3
x3
w4
x4
w5
x5
y1 = g(x1,x2)
y2 = g(x4,x5)
y3 = g(y1,x3)
y4 = g(y3,y2)
图 5-1 递归神经网络模型结构图
递归神经网络使用的树形结构一般为二叉树，在某些特殊情况下（如依存
句法分析树 [107]）也使用多叉树。本文主要从树的构建方式和子节点到父节点
的组合函数，这两方面介绍介绍递归神经网络。
树形结构有两种方式生成：一、使用句法分析器构建句法树 [105, 110]；二、
使用贪心方法选择重建误差最小的相邻子树，逐层合并 [109]。这两种方法各有
优劣，使用句法分析器的方法可以保证生成的树形结构是一棵句法树，树中各
个节点均对应句子中的短语，通过网络合并生成的各个节点的语义表示也对应
各短语的语义。使用贪心方法构建树形结构则可以通过自动挖掘大量数据中的
规律，无监督地完成这一过程，但是树中的各个节点不能保证有实际的句法成
分。
子节点到父节点的组合函数 y = f(a; b)主要有三种：
一、句法组合。这种方式下，子节点的表示为向量 a; b，父节点可以通过矩
阵运算得到：
y =  (H [a; b]) (5.1)
其中 为非线性的激活函数，权重矩阵 H 可能固定 [108]，也可能根据子树对
应的句法结构不同，而选用不同的矩阵 [103]。该方法一般用于句法分析中。
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二、矩阵向量法 [78]。在这种表示下，每个节点由两部分表示组成，一个矩
阵和一个向量，对于 A;a子节点和 B; b子节点，其组合函数为：
y =  (H [Ba;Ab]) (5.2)
Y = WM
"
A
B
#
(5.3)
其中 WM 2 Rjaj2jaj，保证父节点对应的语义变换矩阵 Y 2 Rjajjaj，与叶节点
的 A、B 矩阵维度一致。使用这种方法，每个词均有一个语义变换矩阵，对于
否定词等对句法结构另一部分有类似影响的词而言，普通的句法组合方式没法
很好地对其建模，而这种矩阵向量表示则可以解决这一问题。Socher等人将该
方法用于关系分类中 [106]。
三、张量组合。张量组合方式使用张量中的每一个矩阵，将子节点组合生
成父节点表示中的一维。
y = 

[a; b]TW [1:d] [a; b] +H [a; b]

(5.4)
其中W [1:d]表示张量W 中的第 1到 d个切片矩阵。不同的切片用于生成父节点
y中不同的维度。该方法是句法组合方法的泛化形式，有更强的语义组合能力，
Socher等人将其用于情感分析任务中 [104]。
递归神经网络在构建文本表示时，其精度依赖于文本树的精度。无论使用
哪种构建方式，哪种组合函数，构建文本树均需要至少O(n2)的时间复杂度，其
中 n表示句子的长度。当模型在处理长句子或者文档时，所花费的时间往往是
不可接受的。更进一步地，在做文档表示时，两个句子之间的关系不一定能构
成树形结构。因此递归神经网络在大量句子级任务中表现出色，但可能不适合
构建长句子或者文档级别的语义。
5.2.3 循环神经网络
循环神经网络（Recurrent Neural Network）由 Elman等人在 1990年首次提
出 [26]。该模型的核心是通过循环方式逐个输入文本中的各个词，并维护一个
隐藏层，保留所有的上文信息。
循环神经网络是递归神经网络的一个特例，可以认为它对应的是一棵任何
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h(i)
h(i− 1)
wi
e(wi)
(a)循环结构
w1
w2
w3
h(0)
h(1)
h(2)
h(3)
(b)展开循环的结构
图 5-2 循环神经网络模型结构图
一个非叶结点的右子树均为叶结点的树。这种特殊结构使得循环神经网络具有
两个特点：一、由于固定了网络结构，模型只需在 O(n)时间内即可构建文本的
语义。这使得循环神经网络可以更高效地对文本的语义进行建模。二、从网络结
构上看，循环神经网络的层数非常深，句子中有几个词，网络就有几层。因此，
使用传统方法训练循环神经网络时，会遇到梯度衰减或梯度爆炸的问题，这需
要模型使用更特别的方法来实现优化过程 [8, 42]。
循环神经网络对文本语义的构建过程与 2.2.4 小节中介绍的循环神经网络
语言模型类似。每个词与代表所有上文的隐藏层组合成新的隐藏层（结构如图 5-
2a，算法如式 5.5），从文本的第一个词循环计算到最后一个词。当模型输入所
有的词之后，最后一个词对应的隐藏层代表了整个文本的语义。
h(i) =  (H [e(wi);h(i  1)]) (5.5)
优化方式上，循环神经网络与其它网络结构也略有差异。在普通的神经网
络中，反向传播算法可以利用导数的链式法则直接推算得到。但是在循环神经网
络中，由于其隐藏层到下一个隐藏层的权重矩阵H 是复用的，直接对权重矩阵
求导非常困难。循环神经网络最朴素的优化方式为沿时间反向传播技术（Back-
propagation Through Time，BPTT）。该方法首先将网络展开成图 5-2b的形式，对
于每一个标注样本，模型通过普通网络的反向传播技术对隐藏层逐个更新，并
反复更新其中的权重矩阵 H。由于梯度衰减的问题，使用 BPTT优化循环神经
网络时，只传播固定的层数（比如五层）。为了解决梯度衰减问题，Hochreiter和
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Schmidhuber在 1997年提出了 LSTM（Long Short-Term Memory）模型 [43]。该
模型引入了记忆单元，可以保存长距离信息，是循环神经网络的一种常用的优
化方案。
无论采用哪种优化方式，循环神经网络的语义都会偏向文本中靠后的词。因
此，循环神经网络很少直接用来表示整个文本的语义。但由于其能有效表示上
下文信息，因此被广泛用于序列标注任务，如 2.2.4小节中提到的神经网络语言
模型。
5.2.4 卷积神经网络
卷积神经网络（Convolutional Neural Network）最早由 Fukushima在 1980年
提出 [31]，此后，LeCun等人对其做了重要改进 [61]。
w1
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w3
w4
h
(1)
1
h
(1)
2
h
(1)
3
h
(1)
4
h(2)
图 5-3 卷积神经网络模型结构图
卷积神经网络的结构如图 5-3，其核心是局部感知和权值共享。在一般的前
馈神经网络中，隐藏层的每个节点都与输入层的各个节点有全连接；而在卷积
神经网络中，隐藏层的每个节点只与输入层的一个固定大小的区域（win个词，
对应图中 win = 3）有连接。从固定区域到隐藏层的这个子网络，对于输入层的
所有区域是权值共享的。输入层到隐藏层的公式，形式化为：
xi = [e(wi bwin/2c); : : : ; e(wi); : : : ; e(wi+bwin/2c)] (5.6)
h
(1)
i = tanh (Wxi + b) (5.7)
80 基于神经网络的词和文档语义向量表示方法研究
在得到若干个隐藏层之后，卷积神经网络通常会采用池化技术，将不定长
度的隐藏层压缩到固定长度的隐藏层中。常用的有均值池化和最大池化 [18]。最
大池化的公式为：
h(2) =
nmax
i=1
h
(1)
i (5.8)
卷积神经网络通过其卷积核，可以对文本中的每个部分的局部信息进行建
模；通过其池化层，可以从各个局部信息中整合出全文语义，模型的整体复杂
度为 O(n)。
卷积神经网络应用非常广泛。在自然语言领域，Collobert等人首次将其用
于处理语义角色标注任务，有效提升了系统的性能 [18]。2014年，Kalchbrenner
等人与 Kim分别发表了利用卷积神经网络做文本分类的论文 [47, 48]。Zeng等
人提出使用卷积神经网络做关系分类任务，取得了一定的成功 [127]。
5.2.5 文本分类
传统文本分类方法主要着眼于三个问题：特征表示、特征筛选和合适机器
学习算法的选择。
特征表示方面，最常用的是词袋子特征，复杂一些的有词性标签、名词短
语 [66]以及树核 [94]等特征。不同的特征从不同的角度对数据进行刻画，通常
需要通过各种特征的组合，才能更好地描述文本。然而这些特征都存在数据稀
疏问题。
特征选择希望通过删除噪声特征来提高文本分类的性能。最常用的方法是
删除停用词（比如“的”），更高级的方法包括利用信息增益、互信息 [19]等指
标来筛选特征。近年来，Ng等人提出的在优化目标中加入 L1 正则化 [85]，自
动学习出稀疏特征，在文本分类的大规模应用中起到了重要作用。
在选择机器学习算法方面，几乎所有的分类器算法都在文本分类中有应用，
如最近邻分类器，决策树分类器。在面对大规模文本分类任务时，高效的线性
分类器应用的最为广泛，如 Logistic回归（LR）、朴素贝叶斯（NB）和支持向量
机（SVM）。
5.3 模型
本文提出一个深度模型来构建文本的语义，图 5-4展示了该模型的网络结
构。网络的输入是文档 D，由词序列 w1; w2 : : : wn 组成。网络的输出节点数与
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分类类别数相同。本文使用 P (kjD; )来表示文档属于类别 k的概率，其中 是
网络的参数。
5.3.1 词表示
本文将词和其上下文组合在一起，用来表示一个词。上下文可以帮助词进
行消歧，从而获得更精确的语义。本文使用一个双向循环结构来捕捉上下文。
定义 cl(wi) 为词 wi 的上文表示，cr(wi) 为词 wi 的下文表示。cl(wi) 和
cr(wi) 均为稠密实数向量，向量的维度是 jcj。cl(wi) 的计算公式见式 5.9，其
中 e(wi 1) 是词 wi 1 的词向量。词向量也是一个低维实数向量，维度为 jej。
cl(wi 1) 是词 wi 1 的上文表示。所有文档的第一个词的上文表示均使用同样
的参数 cl(w1)。W (l) 是一个矩阵，用于把表示上文的隐藏层转移到下一个词的
上文表示中。W (sl)也是矩阵，用于将当前词的语义合成到下一个词的上文表示
中。是非线性激活函数。wi的下文表示 cr(wi)也有相同的计算方式，具体如
式 5.10。同样地，所有文档的最后一个词的下文表示也使用同样的参数 cr(wn)。
cl(wi) = (W
(l)cl(wi 1) +W (sl)e(wi 1)) (5.9)
cr(wi) = (W
(r)cr(wi+1) +W
(sr)e(wi+1)) (5.10)
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图 5-4 循环卷积网络模型结构图
图 5-4为循环卷积网络的整体结构。图中展示了例句“A sunset stroll along
the South Bank affords an array of stunning vantage points.”的中间部分。其中各元
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素的下标表示对应各词在句子中的位置，如“Bank”是句子中的第 7个词，在
图中记为 w7。
根据公式 5.9、5.10所示，上下文向量可以分别捕捉到上文和下文的语义信
息。例如，在图 5-4中，cl(w7)包含了词“Bank”的上文“A sunset stroll along
the South”以及之前的所有词所包含的信息。而 cr(w7)则包含了“Bank”的下
文“affords an array of stunning vantage points”所包含的信息。
在得到词 wi 的上下文信息之后，本文利用这些上下文信息对其进行消歧。
本文将词 wi的表示 xi定义为：词 wi的上文表示 cl(wi)、下文表示 cr(wi)以及
其词向量 e(wi)的拼接。
xi = [cl(wi); e(wi); cr(wi)] (5.11)
使用循环结构，只需要对文本进行一次正向（从左往右）扫描，就可以获
得所有的上文表示 cl；同样地，只需要一次反向（从右往左）扫描，就可以获
得所有的下文表示 cr。因此，整个过程的复杂度是 O(n)。与此同时，使用这种
循环结构捕获到的上下文信息，会比使用窗口表示的上下文有更好的效果。原
因是，固定窗口的上下文表示方法只包含了部分上下文信息。
当得到词 wi 对应的表示 xi 之后，本文对其作一个线性变换，再通过一个
非线性的激活函数，将值送入神经网络的下一层。
y
(2)
i = tanh
 
W (2)xi + b
(2)

(5.12)
其中 y(2)i 是隐含语义向量，在下一步中，本文会对其进行进一步分析，找出对
文本分类最有用的隐含语义因子。
5.3.2 文本表示
本文使用卷积神经网络来构建整个文本的语义。从卷积网络的角度来看，
上文介绍的循环结构可以看做卷积核。当得到所有的词表示之后，本文在此加
入一个最大池化层（max-pooling layer）。
y(3) =
nmax
i=1
y
(2)
i (5.13)
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这里，max操作是逐个元素计算的，也就是说，y(3)的第 k维就是各 y(2)i 向
量的第 k 维的最大值。借助最大池化层，可以将不同长度的文本转成固定长度
的向量，从而表示整个文本。除了最大池化层，还有均值池化层 [18]等其它池
化技术。本文选用最大池化技术的主要出发点是，对于文本分类而言，最具决
定性的词或者短语往往只有几处，而不是均匀散在文本各处。最大池化正好可
以找出其中最有判别力的语言片段。同时，最大池化层的复杂度也是 O(n)。循
环卷积网络中，循环结构和卷积结构是串联的，池化层使用的是循环结构的输
出，因此整个模型的复杂度也是 O(n)。
模型的最后一部分是输出层，输出层定义如下。
y(4) = W (4)y(3) + b(4) (5.14)
最后，使用 softmax函数将输出值转为概率值。
P (ijD; ) =
exp

y
(4)
i

Pn
k=1 exp

y
(4)
k
 (5.15)
5.3.3 模型训练
训练模型参数
网络中的所有参数 见表 5-1。
训练目标为最大化以下似然，其中 D是训练文档集，classD是文档D的正
确分类：
 7!
X
D2D
logP (classDjD; ) (5.16)
本文使用随机梯度下降法 [10]来优化上述训练目标。每次迭代，随机选取一个
样本 (D, classD)，使用下式进行一次梯度迭代。式中，是学习速率。
   + @ logP (classDjD; )
@
(5.17)
对于循环结构的优化本文采用沿时间反向传播技术（backpropagation through
time），该技术在本文第二章第 5.2.3小节中介绍循环神经网络时已经提到，这
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参数符号 维度 含义
e(V) jej  jVj 所有词向量
b(2) H 隐藏层偏置项
b(4) O 输出层偏置项
cl(w1) jcj 初始上文参数
cr(wn) jcj 初始下文参数
W (2) H  (jej+ 2jcj) 隐藏层转移矩阵
W (4) O H 输出层转移矩阵
W (l) jcj  jcj 上文语义转移矩阵
W (r) jcj  jcj 下文语义转移矩阵
W (sl) jej  jcj 当前词融入上文语义转移矩阵
W (sr) jej  jcj 当前词融入下文语义转移矩阵
表 5-1 循环卷积网络参数列表
里不再赘述。
在训练中，本文参考了 Plaut和 Hinton的建议 [93]，使用了一个神经网络训
练中常用的优化技巧。所有的参数在初始化时均使用均匀分布，其中随机数的
最大绝对值为该元素入节点个数的平方根。入节点个数也就是神经网络中上一
层的节点个数。对应的学习速率同样也除以入节点个数。
词向量预训练
词向量是一种词的分布表示，这种表示更适合作为神经网络的输入。最近
的研究 [27, 40]表明，如果选择一个好的初始值，神经网络可以收敛到更好的局
部最优解。本章根据第三章中得到的经验，选取了适合本任务而且效率较高的
Skip-gram模型，来优化词向量。Skip-gram模型的介绍可见第二章第 2.2.6小节。
5.4 实验设计
为了证明循环卷积网络的有效性，本文在四个不同种类的数据集上做对比
实验。这些数据集包含了中文和英文两种语言，分类体系包括学科分类、文档
作者母语分类和情感分类，文本长度包括句子级和篇章级。四个数据集的统计
信息见表 5-2。
下文 5.4.1小节详细描述了实验设置，包括数据预处理、参数设置等；5.4.2小
节描述了所有实验中均用到的对比模型。
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数据集 类别数 训练/验证/测试集划分 平均文档长度 语言
20Newsgroups 4 7520/836/5563 429 英文
复旦文本分类 20 8823/981/9832 2981 中文
ACL论文集 5 146257/28565/28157 25 英文
斯坦福情感树库 5 8544/1101/2210 19 英文
表 5-2 文本分类数据集概要信息
5.4.1 实验设置
对于英文数据集，本文使用 Stanford Tokenizer1对语料进行分词。对于中文
数据集，使用 ICTCLAS2分词。文本中的停用词和特殊符号均当作普通单词保
留。这四个数据集均已分好训练集和测试集，其中 ACL论文集和斯坦福情感树
库已经分好了训练、验证、测试集。对于另两个数据集，本文随机选取训练集
的 10%作为验证集，剩下部分作为真实的训练集。
网络超参数的选择一般需要根据数据的不同而有所调节。在实验中，本文
参考了 Collobert等人 [18]和 Turian等人 [116]的工作，只使用了一组最常用的
超参数。具体来说，学习速率  = 0:01，隐藏层大小 H = 100，词向量维度
jej = 50，上下文向量维度 jcj = 50。中英文的词向量使用中英文维基百科进行
训练，训练工具包为 word2vec3。公式 5.9和公式 5.10中的激活函数 ，本文使
用双曲正切函数 tanh。如果使用更适合深层网络的 ReLU激活函数 [32]能对系
统性能有小幅度的提升，但由于对比方法同样使用 tanh作为激活函数，本实验
中依然选择使用 tanh。
5.4.2 对比方法
词袋子、二元词组 + Logistic回归、支持向量机
Wang和 Manning在 2012年发表的文章 [120]中展示了若干种实现简便的
文本分类基准实验。这些实验中主要使用词和二元词组作为特征，并用常规分
类器算法进行分类。本文在实验中选择了词以及二元词组作为特征，特征的权
重为各词在文档中的词频。同时，本文选择 Logistic回归和支持向量机作为分
1http://nlp.stanford.edu/software/tokenizer.shtml
2http://ictclas.nlpir.org
3http://code.google.com/p/word2vec
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类器，具体使用了 LIBLINEAR工具包4，并使用其默认参数作为分类器的设置。
平均词向量 + Logistic回归
该方法使用文档中各词词向量的加权平均值作为文档的表示，然后使用Lo-
gistic回归分类器对其进行分类。其中各个词的权重为词在文档中的词频。该方
法可能是利用词向量表示文本的一种最简单的方法，通常基于神经网络的分类
模型均会选用该方法作对比 [58, 110]。
作为一种文本表示，平均词向量除了用在单语文本分类中，还出现在其它
场景下，如 Huang等人在其模型中，使用平均词向量作为文档的全局表示 [44]，
辅助提升词向量的语义。Klementiev等人也使用平均词向量作为文本表示，并
基于此进行跨语言的文本分类 [50]。
卷积神经网络
Collobert等人在 2011年将卷积神经网络引入自然语言处理中。尽管他们使
用卷积神经网络做的是语义角色标注任务，但是该模型可以非常容易地移植到
文本分类任务中。只需要将其输出层修改为和循环卷积网络中一样的分类器即
可。卷积神经网络使用固定的窗口作为上下文表示，对比循环卷积网络，其卷
积核是窗口中若干词的拼接，也就是将循环卷积网络模型中对词 wi 的表示 xi
替换为：
xi = [e(wi bwin/2c); : : : ; e(wi); : : : ; e(wi+bwin/2c)]
与本文同期，也有若干其它工作使用卷积神经网络直接做文本分类任务，
大体思想与上述模型类似，如文献 [47, 48, 59]。
其他对比方法
会在具体实验中介绍。
5.5 实验及分析
本节前四小节详细介绍了各数据集上的实验结果，并对各个实验进行深入
分析。最后 5.5.5小节总结了所有的实验。
4http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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5.5.1 20Newsgroups5
20Newsgroups数据集包括了 20个新闻组的共约 2万封邮件，是目前使用
最广泛的英文文本分类数据集之一。该数据集有若干不同的版本，本文选用了
bydate版本，因为该版本已经将数据集分成了训练集和测试集，方便和现有工
作做对比。
本文按照 Hingmire等人的工作 [38]将数据集划分成 comp、politics、rec和
religion一共四个大类，各类别分别包括：
• comp：comp.os.ms-windows.misc、comp.graphics、comp.sys.mac.hardware、
comp.windows.x、comp.sys.ibm.pc.hardware
• politics：talk.politics.misc、talk.politics.guns、talk.politics.mideast
• rec：rec.autos、rec.motorcycles、rec.sport.baseball、rec.sport.hockey
• religion：talk.religion.misc、alt.atheism、soc.religion.christian
20Newsgroups数据集是一个类别不均衡的文本分类数据集，即使按照上述方法
分成四个大类，各类别样本数仍然大约呈 6:3:5:3的比例。
该数据集在这种划分下的最佳结果由文献 [38]所得，文中提出了一种结合
了 LDA、EM算法和朴素贝叶斯分类器的文本分类模型，并命名为 ClassifyLDA-
EM。本文按照这项工作的设置，使用宏平均 F1值（Macro F-measure）评价各
模型在 20Newsgroups数据集上的表现。宏平均 F1值定义为各分类 F1值的宏平
均数。
表 5-3展示了各模型在 20Newsgroups数据集上的表现。其中表格最上面一
部分区域表示传统文本分类算法的效果，中间部分为此前该数据集上最好的模
型 ClassifyLDA-EM 的表现，下面部分分别为本文实现的卷积神经网络和循环
卷积网络的性能。根据实验结果，可以得到下述结论：
一、无论是卷积神经网络还是循环卷积网络，它们都比传统基于分类器的
方法要有明显的优势。基于词特征及二元词组特征的传统分类方法，最多只有
93.12%的性能，相比而言，循环卷积网络达到了 96.49%的性能，分类误差减
5http://qwone.com/~jason/20Newsgroups/
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模型 宏平均 F1
词袋子 + Logistic回归 92.81
二元词组 + Logistic回归 93.12
词袋子 +支持向量机 92.43
二元词组 +支持向量机 92.32
平均词向量 + Logistic回归 89.39
ClassifyLDA-EM [38] 93.60
卷积神经网络 94.79
循环卷积网络 96.49
表 5-3 各模型在 20Newsgroups数据集上的表现
少了 49%。此前最好的方法 ClassifyLDA-EM也只达到了 93.6%的性能，循环
卷积网络在其基础上降低了 45%的分类错误。
二、对比卷积神经网络和循环卷积网络，可以发现循环卷积网络在文本分
类性能上有明显的优势。循环卷积网络相对卷积神经网络的分类误差，减少了
33%。对此，本文设计了一个实验，更仔细地对比分析这两个模型。
对比循环卷积网络和卷积神经网络
卷积神经网络和循环卷积网络最主要的不同点在于对上下文的表示。卷积
网络使用一个固定大小的窗口来表示上下文信息，而循环卷积网络使用循环结
构来构建任意距离的上下文信息。卷积网络的性能受到窗口大小的影响，窗口
太小会丢失一些长距离的关系；窗口太大会引入数据稀疏问题，而且参数过多
会使得模型更难训练。
为了更好地分析卷积神经网络的性能，本文尝试了从 1到 19之间的所有奇
数大小的窗口，作为卷积网络中上下文信息的数据源。比如说，窗口为 1时，xi =
[e(wi)]，词的表示就是词向量。当窗口为 3时，xi = [e(wi 1); e(wi); e(wi+1)]，也
就是说，词表示为当前词、前一个词以及下一个词的词向量的组合。
图 5-5展示了在 20Newsgroups数据集上，卷积神经网络在不同大小的窗口
下，在测试集上取得的评估结果。图中的横坐标表示卷积神经网络选择的不同
窗口大小，纵坐标为模型在测试集上的性能，以宏平均 F1值为指标。可以看到，
卷积网络（蓝线）和设想的一样，随着窗口的变大，测试效果先变好，再变差。
当窗口大小取 11个词时（前五个词，后五个词），模型的性能达到最佳状态。而
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图 5-5 窗口大小对卷积神经网络等模型的性能影响
循环卷积网络（绿线）的性能不依赖于窗口大小，比卷积神经网络选最佳窗口
大小时的效果更好。
由于在实验中，本文使用完全相同的参数和实现方法，卷积神经网络与循
环卷积网络的仅有差别在于对上下文的表示，因此本文认为循环卷积网络对于
卷积神经网络的优势来自于循环卷积网络中的循环结构可以保留更长的上下文
信息；同时相比大窗口的卷积神经网络，循环卷积网络也会引入更少的噪声。
5.5.2 复旦文本分类6
复旦文本分类数据集由复旦大学李荣陆 [134] 提供。该数据集是一个中文
文本分类语料，其中包括艺术、教育、能源等一共 20个类别。复旦文本分类数
据集同样也是一个类别分布不均衡的数据集，其中较大的类别，如经济类，有
3200篇文档；而较小的类别，如文学类，只有 70篇文档。数据集中训练样本与
测试样本大致呈 1:1的比例。
该数据集上此前的最佳结果由李文波等人的 Labeled-LDA模型 [133]所得。
表 5-4展示了各模型在复旦文本分类数据集上的表现。与 20Newsgroups的
实验结果类似，循环卷积网络和卷积神经网络比其它对比模型有明显的优势。
同时，在该数据集上循环卷积网络比卷积神经网络的分类误差少 19%。
6http://www.datatang.com/data/44139，http://www.datatang.com/data/43543
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模型 准确率
词袋子 + Logistic回归 92.08
二元词组 + Logistic回归 92.97
词袋子 +支持向量机 93.02
二元词组 +支持向量机 93.03
平均词向量 + Logistic回归 86.89
Labeled-LDA [133] 90.80
卷积神经网络 94.04
循环卷积网络 95.20
表 5-4 各模型在复旦文本分类数据集上的表现
通过这个实验，可以发现循环卷积网络对于中文的文本表示依然有效。对
于传统基于特征的文本分类方法而言，特征抽取是至关重要的一个步骤。相比
而言，英文有较多较好的文本特征抽取工具，而中文的文本特征抽取目前尚无
法达到英文的水准，比如英文句法分析工具的性能一般比中文句法分析工具的
性能好 10个百分点。
本文提出的循环卷积网络不依赖于除了分词工具外的自然语言处理工具，
直接从词出发，构建文本的语义表示，并且分类效果较传统方法有较大的优势。
因此利用循环卷积网络做文本表示以及完成文本分类任务，对于处理缺乏自然
语言处理工具的语种，是一种值得考虑的方法。
5.5.3 ACL论文集7
ACL 论文集（ACL Anthology Network）[96] 包含了国际计算语言学协会
（ACL，The Association for Computational Linguistics）旗下的多个会议和期刊的
论文。Post和 Bergsma对论文集中从 2001年到 2009年的论文进行了作者母语
标注。标注过程主要依据作者的国籍，标注了五种最常见的作者母语：英语、日
语、德语、汉语和法语 [94]。为了保证数据集的有效性，Post等人抛弃了模棱两
可的文章，只保留有把握的部分，一共对于 8483篇论文中的 1959篇进行了标
注。
为了充分调研模型在不同长度文本下的性能，本文按照文献 [94]中的实验
设置，对各篇论文中的每个句子进行分类。在这个分类数据集上，目前最佳的
7http://old-site.clsp.jhu.edu/~sbergsma/Stylo/
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结果为 Post等人 [94]所得，他们在实验中对比分析了若干种不同的树核（Tree
kernel）特征。本文在对比实验中列举了其中最有代表性的两种特征，分别为：
一、使用 Berkeley parser [92]抽取得到的深度为 1的上下文无关文法（CFG）的
个数，作为特征集合；二、由 Charniak和 Johnson提出的，对上述特征重排序
得到的特征集合（C&J）[14]。
模型 准确率
词袋子 + Logistic回归 46.67
二元词组 + Logistic回归 47.00
词袋子 +支持向量机 45.24
二元词组 +支持向量机 46.14
平均词向量 + Logistic回归 41.32
CFG [94] 39.20
C&J [94] 49.20
卷积神经网络 47.47
循环卷积网络 49.19
表 5-5 各模型在 ACL论文集数据集上的表现
表 5-5展示了各模型在ACL论文集数据集上的表现。与前两个数据集类似，
卷积神经网络和循环卷积网络依然有较好的效果。
在该数据集上，两个基于树核特征的方法，分别获得了 39.2%和 49.2%的
性能。由此可见，人工设计特征达到的性能，对特征的依赖程度非常大。对比
循环卷积网络和这两个人工精心设计的特征，实验表明本文的方法比直接使用
CFG特征有显著的优势，并且和 C&J特征有相似的效果。本文认为循环卷积网
络有这样的效果是因为它能捕获长距离的上下文信息。尽管树核的特征也能捕
获长距离的句法依赖关系，但是循环卷积网络不需要人工设计特征就能达到相
似的效果。对于一些缺乏句法分析工具的语言，循环卷积网络会有较大的优势。
5.5.4 斯坦福情感树库8
斯坦福情感树库（Stanford Sentiment Treebank）由 Socher等人标注并发布。
2005年，Pang和 Lee抓取了 IMDB网站9上的若干条电影评论数据，得到了电
8http://nlp.stanford.edu/sentiment/
9http://www.imdb.com/
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影评论数据集 [87]。2013年，Socher等人 [110]在电影评论数据集的基础上，使
用 Stanford Parser [49]对其中的每个句子进行句法分析，并对得到的每个句法子
树所对应的短语进行情感倾向打分，每个短语由三位标注者打分，并取其平均
值作为标注的短语情感。
该数据集一共包括 11855条电影评论，和此前最好的工作 [110]一致，本文
也使用五分类（非常正面、正面、中立、负面、非常负面）标签体系。在文献
[110]中，Socher等人利用了对每条评论中所有短语的标注信息，训练了递归神
经网络。然而在训练循环卷积网络时，只使用了对于整个句子的情感倾向标注，
而没有使用其中对于短语和子句的标注。
与本文同期，另有一项基于卷积网络的文本分类工作发表 [48]，下文会针
对这些方法进行详细的比较。
模型 准确率
词袋子 + Logistic回归 40.86
二元词组 + Logistic回归 36.24
词袋子 +支持向量机 40.70
二元词组 +支持向量机 36.61
平均词向量 + Logistic回归 32.70
递归神经网络 [109] 43.20
递归张量网络 [110] 45.70
卷积神经网络（Kim）[48] 48.00
卷积神经网络 46.35
循环卷积网络 47.21
表 5-6 各模型在斯坦福情感树库数据集上的表现
表 5-6展示了各模型在斯坦福情感树库数据集上的表现。与前三个数据集
类似，卷积神经网络和循环卷积网络依然有较好的效果。
实验结果中，文献 [48]与本文实现的卷积神经网络在模型结构上完全一致。
这两个同样的模型得到不同的结果主要是因为文献 [48]用了较多的神经网络优
化技巧，主要包括 Dropout[41, 121]、AdaDelta[126]等先进的归一化方法和优化
方法。这些最新提出的优化方法对所有的神经网络模型都有效果。但是由于本
文的主要对比模型递归神经网络 [109, 110]并没有使用这些先进的优化方法，为
了更明确地对比模型结构带来的性能提升，本文实现的模型中也没有使用文献
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[48]所用的优化方法。
在这个实验中，可以发现卷积神经网络或者循环卷积网络在句子级分类任
务上，相对递归神经网络仍然有较大的提升。基于卷积的网络在表示文本语义
上相对此前基于递归结构的神经网络模型具有更大的优势。本文认为这是因为
卷积神经网络可以更好地捕获上下文信息，并从中选择出最重要的特征；而递
归网络需要按照树形结构构建文本语义，这依赖于所构建的树的精度。另一方
面，递归网络的时间复杂度是 O(n2)，而循环卷积网络只需要 O(n)的时间复杂
度。在实践中，递归张量网络按照文献 [110]中的报告，需要 3到 5小时的训练
时间。而循环卷积网络同样在斯坦福情感树库数据集上用单线程训练，只需要
若干分钟。
关键短语
正面情感 负面情感
循环卷积网络
well worth the
a wonderful movie
even stinging at
and invigorating film
and ingenious entertainment
and enjoy .
’s sweetest movie
A dreadful live-action
Extremely boring .
Extremely dumb .
an awfully derivative
’s weaker than
incredibly dull .
very bad sign
递归张量网络
an amazing performance
most visually stunning
wonderful all-ages triumph
a wonderful movie
for worst movie
A lousy movie
a complete failure
very bad sign
表 5-7 循环卷积网络与递归张量网络抽取的正负情感关键短语
为了直观地观察循环卷积网络与递归张量网络在文档构建时的表现，本文
在此列举了这两个模型抽取得到的若干“关键短语”。在循环卷积网络中，关键
短语是指模型在最大池化层提取出来次数最多的短语片段。由于在循环卷积网
络中，每个词实际上是带有整个文档的语义的，因此本文只列举了中心词附近
的多词短语。在递归张量网络中 [110]，关键的短语为情感最强烈的短语。
表 5-7列举了两个模型在训练后，从测试集中抽取的关键短语，这里仅列举
三元短语。其中递归张量网络抽取得到的关键短语直接引自文献 [110]。
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从表中可以发现，循环卷积网络与递归张量网络会同时将一些短语判断为
关键短语，如“a wonderful movie”、“very bad sign”。而对于大多数关键短语而
言，这两个模型抽取的结果是不同的。递归张量网络由于使用了句法分析器，对
句法树中的每一个节点进行标注，因此得到的关键短语均为句法树上的某个子
树。而循环卷积网络不依赖于句法分析器，得到的短语并不是普通句法意义上
的短语，而是一个中心词与其上下文的组合。
根据循环卷积网络的特点，在分析其抽取得到的关键短语时，应该更多地
关注其中心词，并且以上下文作为参考，确保其意义正确。从表中观察，对于
正面情感最重要的词是“worth”、“sweetest”、“wonderful”之类，而对于负面情
感最重要的词是“awfully”、“bad”、“boring”等，这与人的直观感受一致。因
此本文认为循环卷积网络不仅能有效地对文本进行建模，而且在建模过程中的
步骤也是有意义的。
5.5.5 实验总结
根据上述四个数据集上的结果，本文主要得出以下结论：
• 对比神经网络方法（卷积、递归、循环卷积）和传统文本分类算法（词袋
子 +LR），实验结果表明神经网络方法在四个数据集上均有优势。这说明
神经网络可以有效地构建文本语义。相比传统词袋子的方法，神经网络模
型可以更有效地对上下文进行建模，保留词序信息，同时减少了数据稀疏
问题。
• 在斯坦福情感树库数据集上，本文对比了卷积网络、循环卷积网络和递归
网络，并发现基于卷积的网络（卷积网络与循环卷积网络）有更好的分类
性能。本文认为卷积网络在表示文本语义上相对此前的递归神经网络模型
具有更大的优势。基于卷积的网络相对递归网络的主要优势在于：一、递
归神经网络需要按照树形结构构建文本语义，这依赖于所构建的树的精
度；而卷积网络直接从纯文本中对上下文建模，并从中选择出最重要的特
征，对上下文的建模更有效，同时也不依赖于其它的自然语言处理工具，
避免了误差传递。二、卷积网络可以在线性时间内得到文本的表示，而递
归网络需要句子长度的平方级时间，对于长句子而言，卷积网络会有更高
的效率。
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• 在除了 ACL论文集以外的数据集中，循环卷积网络都达到了目前最好的
成绩。在 ACL论文集数据集中，循环卷积网络也取得了和此前最好几乎
一样的成绩。在 20Newsgroups和复旦文本分类数据集中，本文分别将错
误率降低了 33%和 19%。这说明循环卷积网络能有效地表示文本，并且
能在文本分类任务中体现出其优势。
• 在 ACL数据集上，本文对比循环卷积网络和人工精心设计的特征。实验
表明循环卷积网络比直接使用 CFG特征有显著的优势，并且和 C&J特征
有相似的效果。本文认为循环卷积网络有这样的效果是因为它能捕获长距
离的上下文信息。尽管树核的特征也能捕获长距离的句法依赖关系，但是
循环卷积网络不需要人工设计特征就能达到相似的效果。对于一些缺乏句
法分析工具的语言，循环卷积网络会有较大的优势。
• 对比卷积网络和循环卷积网络，本文发现循环卷积网络在每个数据集上都
比基于窗口的卷积网络的效果要好。这说明循环结构相比窗口模式，可以
更有效地对上下文进行建模。
纵观四个数据集上的效果，本文认为利用循环卷积网络做文本表示，以及
以此为基础进行文本分类，是一种有效的方法。该方法不依赖于现有的自然语
言处理工具，对文本的语言、分类体系不敏感，并且相比人工精心设计的特征
也有非常大的竞争力。
5.6 本章小结
本章提出使用循环卷积网络做文本表示，并用其完成了文本分类任务。该
模型通过循环结构捕获上下文信息，并通过卷积网络构建整个文本的表示。相
比现有的递归神经网络，循环卷积网络不依赖于现有的自然语言处理工具，并
且在更小的时间复杂度内对文本进行建模。相比现有的卷积神经网络，循环卷
积网络可以捕获长距离的依赖关系，对上下文更有效地建模。实验结果表明循
环卷积网络在多个数据集上均取得了最优的成绩。

第六章 总结与展望
文本表示是自然语言处理的基础工作，具有重要的理论意义和广阔的应用
前景。本文对基于神经网络的文本表示技术中，最重要的两个问题，词和文档
的表示，进行深入分析，比较现有方法的优劣，并提出自己的方法。
本文的主要工作和贡献总结如下：
在基于神经网络的词向量表示方法中，本文对现有的词向量表示技术进行
了系统的理论对比及实验分析。理论方面，本文阐述了各种现有模型的联系，从
上下文的表示、上下文与目标词之间的关系两方面对模型进行了分类整理，并
证明了其中最重要的两个模型 Skip-gram与 GloVe之间的关系。实验方面，本
文从模型、语料和训练参数三个角度分析训练词向量的关键技术。本文选取了
三大类一共八个指标对词向量进行评价，这三大类指标涵盖了现有的词向量用
法。通过实验的比较，本文发现，训练词向量首先需要选择一个与任务相匹配
语料，选择领域内的语料训练词向量，能对系统性能有巨大的提升。对于确定
类型的语料，语料规模越大，词向量的性能越好。其次，训练词向量需要选择
一个合适的模型，当语料较小时，应当选用模型结构最简单的 Skip-gram模型，
而当语料较大时，选用 CBOW或者本文提出的 Order模型会有更好的效果。最
后，在训练词向量模型时，需要利用任务验证集或类似任务，找到词向量训练
的最佳迭代次数。
在中文表示技术中，本文提出了基于字词联合训练的中文表示方法。现有
的中文表示技术往往沿用了英文的思路，直接从词的层面对文本表示进行构建。
本文根据中文的特点，提出了基于字词联合训练的表示技术。该方法在字表示
的空间中融入了上下文的词，利用词的语义空间，更好地对汉字建模；同时在
词表示中借助字的平滑作用，更好地对词进行建模。对于字表示，本文在分词
任务上对比了字词联合训练与单独训练的字表示，实验表明字词联合训练得到
的字向量，在中文分词任务上有显著的优势；对于词表示，本文采用词义相似
度任务以及文本分类任务对比字词联合训练与单独训练的词表示，实验结果同
样展示了字词联合训练的有效性。
在基于神经网络的文档表示技术中，本文分析了现有的文档表示技术：基
于循环网络的表示技术、基于递归网络的表示技术和基于卷积网络的表示技术。
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并针对现有的三种表示技术的不足，提出了基于卷积循环网络的文档表示技术。
该方法克服了此前递归网络的复杂度过高的问题，循环网络的语义偏置问题，
以及卷积网络窗口较难选择的问题。本文在文本分类任务上对新提出的表示技
术进行了对比分析，实验表明基于循环卷积网络的文本表示技术比现有的表示
技术在文本分类任务上，有更好的性能。
在机器学习领域有一个公认的观点是，模型选用的特征决定了机器学习算
法所能达到的上界；而具体模型的选择，则决定了对上界的逼近程度。因此，特
征的表示在机器学习中是至关重要的一个步骤。在基于神经网络的词向量表示
技术中，尽管不同的模型有着不同的性能，但这些模型均基于分布假说，语义
由其上下文决定。这些模型所能表达出的语义，受到语料中各词上下文分布的
约束。
最近一两年，已经有人尝试跳出分布假说的框架，使用更广泛的信息，对
语义进行建模。Weston等人设计了一个模型，从知识库中获取语义表示，并用
于提升关系抽取任务的性能 [123]。Wang等人指出，利用知识库中的知识，可
以进行词义消歧，进一步提升词向量的性能 [122]。
未来的工作需要考虑，如何利用海量的多源异构的数据，从中挖掘出有用
的信息，更好地对数据和知识进行表示。
附录 A Skip-gram模型与“词-词”矩阵分解模型关系的证明
基于“词-词”矩阵分解的模型与神经网络词向量模型中最简单的 Skip-gram
模型有同样的最优解。下面给出简要证明。
首先列出第二章中 Skip-gram模型的整体优化目标，公式 2.22：
X
(wi;c)2D
X
wj2c
logP (wijwj) (2.22)
该式的两层求和分别为遍历语料中的每一个词，以及遍历每个词的上下文。而
每次参与求和的元素 logP (wijwj)，只与 (wi; wj)这一组词对有关。词对中的两
个词均来自词表，因此对于一个固定的词表来说，不同类型的求和项最多只有
jVj2个。因此，原式通过调整求和顺序，合并相同的 (wi; wj)词对，等价于：X
vi2V
X
wj2V
xij logP (vijvj) (A.1)
其中，V为词表，vi和 vj均为词表中的某个词，xij表示词对 (vi; vj)在公式 2.22中，
各个求和项里的出现次数。
根据第二章中 Skip-gram模型的条件概率公式 2.23：
P (vijvj) = exp (e
0(vi)Te(vj))P
vk2V exp

e0(vk)
Te(vj)
 (2.23)
将其代入公式 A.1，得到：
X
vi2V
X
vj2V
xij log
exp (e0(vi)Te(vj))P
vk2V exp

e0(vk)
Te(vj)
 (A.2)
为了方便记述，这里将公式 A.2中的符号做一定的简化。令 pk = e0(wk)，qk =
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e(wk)，则公式 A.2简化为：
jVjX
i=1
jVjX
j=1
xij log
exp (pTi qj)PjVj
k=1 exp (pTkqj)
(A.3)
假设向量 p和 q的维度足够大，则 pTi qj 可以拟合任意矩阵。记：
aij = p
T
i qj
bij =
exp(aij)PjVj
k=1 exp(akj)
(A.4)
则根据 softmax函数的性质，对于某个固定的 j 存在约束：
jVjX
k=1
bkj = 1 (A.5)
将公式A.4代入公式A.3的训练目标中，并且交换两个求和的顺序，可得，Skip-
gram的目标为最大化：
jVjX
j=1
jVjX
i=1
xij log(bij) (A.6)
由于存在约束A.5，在对xij做归一化之后，公式A.6第二个求和符号部分
PjVj
i=1 xij log(bij)
可以看做交叉熵，根据交叉熵的性质，公式 A.6的最优解为：
bij =
xijPjVj
k=1 xkj
(A.7)
根据公式 A.4中的定义，可得：
exp(aij)PjVj
k=1 exp(akj)
=
xijPjVj
k=1 xkj
(A.8)
其中，如果 aij = log(xij) + tj，其中 tj 为只与 j 有关的变量，则公式 A.8成立。
因此，当且仅当 pTi qj = log(xij)可以满足时，最大化公式 2.22（求解 Skip-
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gram模型）与最小化以下二式，具有相同的最优解：
jVjX
j=1
jVjX
i=1
 
log(xij)  pTi qj
2 (A.9)
jVjX
j=1
jVjX
i=1
 
log xijPjVj
k=1 xkj
  pTi qj
!2
(A.10)
由于上述各式中 xij 的定义与 GloVe中 xij 的计算方法相同，因此在最优解
可以取到的情况下，Skip-gram模型与“词-词”矩阵分解的模型具有相同的最优
解。其中公式 A.9是对 log共现次数进行分解，与 GloVe的优化目标（公式 2.1）
一致；而公式 A.10是对平移后的 PMI（Pointwise Mutual Information）共现矩阵
进行分解。
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