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Abstract
In this paper, we study a basic generation problem concerning the second order differential operator
a d
2
dx2
+ b d
dx
+ c in the space C[0,1] of complex continuous functions equipped with Feller–Wentzell
type boundary conditions, which originates from the work of Feller [W. Feller, The parabolic differential
equations and the associated semi-groups of transformations, Ann. of Math. (2) 55 (1952) 468–519]. We
prove successfully that the operator, under suitable assumptions, generates a strongly continuous cosine
function on C[0,1] (or on a subspace of C[0,1]), by means of an operator matrix analysis combined with
perturbation, approximation, and similarity techniques.
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Of concern is the following second order differential operator
A2u(x) := a(x)u′′(x) + b(x)u′(x) + c(x), u ∈ C2[0,1], x ∈ [0,1],
subject to the boundary conditions of Feller–Wentzell type
u′′(i) = Eiu (i = 0,1), or (1.1)
u′(0) + γ u(0) = 0 (Robin–Neumann type), u′′(1) = E1u, or (1.2)
u(0) = 0 (Dirichlet type), u′′(1) = E1u, or (1.3)
u(0) = u(1) (the periodic type), u′′(1) + ηu′′(0) = E1u. (1.4)
Here,
0 < a ∈ C1[0,1], (1.5)
b, c ∈ C[0,1], γ ∈ C (the set of complex numbers), η  0, and Ei ∈ L (C1[0,1],C) (i = 0,1).
A canonical example of Ei is
Eiu = βiu′(i) + γiu(i) +
1∫
0
u(x)ξi(x) dx
(
βi, γi ∈ C, ξi ∈ L1(0,1)
)
.
The class of boundary conditions, involving the second derivatives, originates from the work of
W. Feller [11] (see also W. Feller [12] and A.D. Wentzell (also spelled as A.D. Ventcel’) [20]) in
1950s, where he found out all possible realizations of the operator a d2
dx2
+ b d
dx
in C[0,1] which
have contractive resolvents. For their importance and physical interpretation, we also refer the
reader to [2,10,14,19,21].
In 2003, the authors [24] proved that the operator c d2
dx2
(c > 0 being a constant) with the
boundary condition
u′′(i) + βiu′(i) + γiu(i) = 0, i = 0,1,
generates a strongly continuous cosine function on C[0,1], therefore solving an open prob-
lem posed by A. Favini, G.R. Goldstein, J.A. Goldstein and S. Romanelli in [10]. Afterwards,
the result was extended to the operator A2 (or the more general operator a d2dx2 + Q, where
Q ∈ L (C1[0,1],C[0,1])) with the boundary condition (1.1), by A. Bátkai and K.-J. Engel [2,
Theorem 4.1] via setting up a nice general framework. Generation results of similar nature in the
spaces W 1,1(0,1), Lp(0,1) (1  p < ∞) can be found in [3,17] and [18, §6]; see also [9] for
non-autonomous wave equations in L2(0,1).
We now look at the boundary conditions (1.2)–(1.4), and write
C0[0,1] :=
{
u ∈ C[0,1]; u(0) = 0},
Cper[0,1] :=
{
u ∈ C[0,1]; u(0) = u(1)}.
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Does A2 generate a strongly continuous cosine function on C[0,1] (respectively C0[0,1],
Cper[0,1]) if equipped with the boundary condition (1.2) (respectively (1.3), (1.4))?
This paper is concerned mainly with this problem. As far as we know, even the question of
whether A2 with (1.2) or (1.3) or (1.4) generates an analytic semigroup is not yet answered,
while generation of contractive semigroups can be derived from [11,12,20] for some particular
cases. In order to deal with the problem, we first examine in Section 2 the operator a d2
dx2
in
C[0,1] with the Robin boundary condition
βiu
′(i) + γiu(i) = 0
(|βi | + |γi | = 0, i = 0,1), (1.6)
and show (Theorem 2.2) that the associated operator matrix is a Hille–Yosida operator (see De-
finition 1.1). This leads to, as a by-product, generation of a cosine function by the operator
a d
2
dx2
+Q with (1.6) (see Corollary 2.3). Here a is assumed to be in Lip([0,1], (0,∞)) (the Lip-
schitz continuous and positive functions on [0,1]), a weaker condition than that in (1.5). With
the help of Theorem 2.2, we obtain in Section 3 generation results for cosine functions by the
operator a d
2
dx2
+ Q equipped with certain Feller–Wentzell type boundary conditions. As a con-
sequence, we give an affirmative answer to the above problem (see Corollary 3.5). Moreover, we
improve [2, Theorem 4.1] by relaxing the condition on the coefficient a (see Remark 3.7(1)).
We denote by R the set of real numbers, and by N the set of positive integers. For a linear
operator A, D(A) is the domain, and ρ(A) the resolvent set. By [D(A)], we mean the space
D(A) endowed with the graph norm. Let X and Y be Banach spaces. We denote by L (X,Y )
the space of all bounded and linear operators from X to Y , and write L (X) for L (X,X).
Definition 1.1. Let A be a linear operator on a Banach space X, M  0, and ω ∈ R. We say
A ∈ H(M,ω;X) if (ω,∞) ⊂ ρ(A) and
∥∥[(λ − A)−1]n∥∥M(λ − ω)−n, n ∈ N, λ > ω.
We also call A a Hille–Yosida operator on X.
Hille–Yosida operators, which are not necessarily densely defined, were first studied by
T. Kato [15] in 1959. Systematic investigations were undertaken by Da Prato and Sinestrari
(see [6]) in the 1980s. Here we collect some basic facts on these operators.
Lemma 1.2. A linear operator A ∈ H(M,ω;X) if and only if (ω,∞) ⊂ ρ(A), and there exists
T (·) ∈ C([0,∞);L (X)) satisfying
∥∥T (t) − T (s)∥∥M t∫ eωσ dσ, 0 s  t,
s
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(λ − A)−1 = λ
∞∫
0
e−λtT (t) dt, λ > ω.
Proof. It follows from [1, Theorem 3.3.1]. 
Remark 1.3. The above operator family {T (t)}t0 is uniquely determined by A, and is called
the once integrated semigroup generated by A.
Lemma 1.4. Assume that A ∈ H(M,ω;X), B ∈L (X). Then A + B ∈ H(M,ω + M‖B‖;X).
Proof. This result can be derived from the proof of [16, Proposition 3.3]. 
Lemma 1.5. Let A be a Hille–Yosida operator on X. Then the part AY of A in Y := D(A)
generates a strongly continuous semigroup on Y .
Proof. It follows from [7, Corollary II.3.21]. 
Lemma 1.6. Assume that A is a Hille–Yosida operator on X, and Y1 is a closed subspace of X,
being (λ − A)−1-invariant for λ large enough. Then the part AY1 of A in Y1 is a Hille–Yosida
operator on Y1.
Proof. It is straightforward from Definition 1.1. 
Definition 1.7. A family of operators {C(t)}t∈R ⊂ L (X) is called a strongly continuous cosine
function on a Banach space X if
(i) C(0) = I ,
(ii) C(t + s) + C(t − s) = 2C(t)C(s) for all t, s ∈ R,
(iii) C(·)x is continuous on R for each x ∈ X.
The operator A defined by
D(A) :=
{
x ∈ X; lim
t→0+
2
t2
(
C(t) − I)x exists},
Ax := lim
t→0+
2
t2
(
C(t) − I)x, for x ∈D(A),
is called the generator of the cosine function {C(t)}t∈R.
Lemma 1.8. Let A be a linear operator in a Banach space X. The following assertions are
equivalent.
(i) A generates a strongly continuous cosine function {C(t)}t∈R on X.
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D(A)
]
↪→ V ↪→ X
such that the operator
( 0 I
A 0
)
with domain D(A) × V generates a strongly continuous semi-
group on V × X.
Moreover, the Banach space V is uniquely determined by (ii) (called Kisyn´ski space). The prod-
uct space V × X is called the phase space associated with A.
For more information on cosine functions and second order Cauchy problems in Banach
spaces, we refer to [1, Section 3.14], [8], [13, Chapter 2], and [22].
2. Robin boundary conditions
In this section,
X := C[0,1], V := C1[0,1], U := C2[0,1],
endowed, respectively, with the norm,
‖f ‖X := max
ξ∈[0,1]
∣∣f (ξ)∣∣, ‖f ‖V := max{‖f ‖X,‖f ′‖X},
‖f ‖U := max
{‖f ‖X,‖f ′‖X,‖f ′′‖X},
and given linear operators A : U −→ X, P : V −→ C2, we write
V0 := {f ∈ V ;Pf = 0}, U0 := {f ∈ U ;Pf = 0},
A0 := A|U0 : U0 −→ X,
A :=
(
0 I
A0 0
)
: U0 × V0 → V0 × X.
Lemma 2.1. Let a > 0 be a constant and Af := af ′′ for f ∈ U . If P : V −→ C2 is given by
either
Case 1: Pf :=
(
f (0)
f (1)
)
, or Case 2: Pf :=
(
f ′(0)
f ′(1)
)
, or
Case 3: Pf :=
(
f (0)
f ′(1)
)
, or Case 4: Pf :=
(
f ′(0)
f (1)
)
,
then,
A ∈ H (a− 12 + a 12 + 2, 1; V0 × X). (2.1)
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(
S(t)f
)
(ξ) = 1
2
√
a
ξ+√at∫
ξ−√at
f˜ (σ ) dσ, f ∈ C[0,1], ξ ∈ [0,1]. (2.2)
Here, f˜ denotes the extension of f such that
f˜ (ξ) = −f (−ξ) for ξ ∈ (−1,0) in Case 1,
f˜ (ξ) = f (−ξ) for ξ ∈ (−1,0) in Case 2,
f˜ (ξ) =
{
f (2 − ξ) for ξ ∈ (1,2]
−f˜ (−ξ) for ξ ∈ (−2,0) in Case 3,
f˜ (ξ) =
{−f (2 − ξ) for ξ ∈ (1,2]
f˜ (−ξ) for ξ ∈ (−2,0) in Case 4,
and
f˜ (ξ ± 2n) = f˜ (ξ) for ξ ∈ (−1,1], n ∈ N, in Case i (i = 1,2),
f˜ (ξ ± 4n) = f˜ (ξ) for ξ ∈ (−2,2], n ∈ N, in Case j (j = 3,4).
Obviously,
S(t) ∈L (X), t  0,∥∥S(t) − S(s)∥∥L (X)  t − s, t  s  0. (2.3)
Observe that for f ∈ C[0,1], η ∈ (0,∞)\N,
f˜ (η) = −f˜ (−η), f˜ (1 + η) = −f˜ (1 − η) in Case 1,
f˜ (η) = f˜ (−η), f˜ (1 + η) = f˜ (1 − η) in Case 2,
f˜ (η) = −f˜ (−η), f˜ (1 + η) = f˜ (1 − η) in Case 3,
f˜ (η) = f˜ (−η), f˜ (1 + η) = −f˜ (1 − η) in Case 4,
(2.4)
and that
f˜ ∈ C1(R), if f ∈ V0. (2.5)
We obtain, for t  0, f ∈ X, g ∈ U0,
t∫
(t − σ)S(σ )f dσ, S(t)g ∈D(A0),0
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A0
t∫
0
(t − σ)S(σ )f dσ = S(t)f − tf, (2.6)
(
A0S(t)g
)
(ξ) =
√
a
2
(
f˜ ′(ξ + √at) − f˜ ′(ξ − √at))
= (S(t)A0g)(ξ), ξ ∈ [0,1], (2.7)
noting g˜ ′′ = g˜ ′′ a.e. The estimate (2.3) allows us to take the Laplace transform to the two sides
of the equality (2.6), and gives (by the closedness of A0) that for λ > 0,
(
I − λ−2A0
) ∞∫
0
e−λσ S(σ )f dσ = λ−2f, f ∈ X.
By this and (2.7), we deduce that (0,∞) ⊂ ρ(A0), and
(
λ2 − A0
)−1
f =
∞∫
0
e−λtS(t)f dt, f ∈ X, λ > 0. (2.8)
Moreover, we have, for t  0, ξ ∈ [0,1],
d
dξ
( t∫
0
S(σ )f dσ
)
(ξ) = 1
2
√
a
t∫
0
(
f˜ (ξ + √aσ) − f˜ (ξ − √aσ))dσ, f ∈ X,
d2
dξ2
( t∫
0
S(σ )f dσ
)
(ξ) = 1
2
√
a
t∫
0
(
f˜ ′(ξ + √aσ) − f˜ ′(ξ − √aσ))dσ, f ∈ V0,
d
dξ
(
S(t)f
)
(ξ) = 1
2
√
a
√
at∫
−√at
f˜ ′(ξ + σ)dσ, f ∈ V0,
due to (2.5). These equalities together with (2.2), (2.4) yield that for t  0,
t∫
0
S(σ )dσ ∈L (X,V0), S(t) ∈L (V0), A0
t∫
0
S(σ )dσ ∈L (V0,X),
and for t  s  0,
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t∫
0
S(σ )dσ −
s∫
0
S(σ )dσ
∥∥∥∥∥
L (X,V0)

t∫
s
(
σ + a− 12 + 1)dσ,
∥∥S(t) − S(s)∥∥L (V0)  t − s,∥∥∥∥∥A0
t∫
0
S(σ )dσ − A0
s∫
0
S(σ )dσ
∥∥∥∥∥
L (V0,X)

(
a
1
2 + 1)(t − s).
Accordingly, we claim that the operator family {S (t)}t0 ⊂L (V0 × X) given by
S (t) :=
(
S(t)
∫ t
0 S(σ )dσ
A0
∫ t
0 S(σ )dσ S(t)
)
satisfies
∥∥S (t) −S (s)∥∥L (V0×X)
t∫
s
(
σ + a− 12 + a 12 + 2)dσ  (a− 12 + a 12 + 2) t∫
s
eσ dσ, (2.9)
recalling (2.3). Also, (2.8) gives that for λ > 0,
∞∫
0
e−λtS (t) dt =
(
(λ2 − A0)−1 λ−1(λ2 − A0)−1
λ−1A0(λ2 − A0)−1 (λ2 − A0)−1
)
= λ−1(λ −A )−1.
This and (2.9) lead to (2.1), in view of Lemma 1.2. 
Theorem 2.2. Assume that a(·) ∈ Lip([0,1], (0,∞)) and (βi, γi) ∈ C2 \ {(0,0)} (i = 0,1). Let
Af := af ′′ for f ∈ U, Pf :=
(
β0f ′(0) + γ0f (0)
β1f ′(1) + γ1f (1)
)
for f ∈ V.
Then A is a Hille–Yosida operator on V0 × X.
Proof. First, we take a sequence {pn(·)}n∈N of non-negative and infinitely differentiable func-
tions on R such that the support of each pn(·) is contained in (0, 1n ) and
1
n∫
0
pn(σ )dσ = 1.
Set, for n ∈ N,
an(·) =
∞∫
pn(· − σ)a(σ )dσ,
−∞
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a(σ ) :=
⎧⎨⎩
a(σ ) if σ ∈ [0,1],
a(1) if σ ∈ (1,+∞),
a(0) if σ ∈ (−∞,0).
It is not hard to verify that
an(ξ)min
σ∈R a(σ ) > 0, an ∈ C
1[0,1] (ξ ∈ [0,1], n ∈ N),
lim
n→∞‖an − a‖C[0,1] = 0, (2.10)
and for all n ∈ N,
‖a′n
∥∥
C[0,1]  sup
t,s∈[0,1], t =s
∣∣∣∣a(t) − a(s)t − s
∣∣∣∣< ∞, (2.11)
since a(·) is Lipschitz continuous. Fix n ∈ N. Writing
cn :=
( 1∫
0
dσ√
an(σ )
)−2
, qn(ξ) := √cn
ξ∫
0
dσ√
an(σ )
(
ξ ∈ [0,1]),
r(ξ) :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if β0 = β1 = 0,
1
2 (γ0β
−1
0 − γ1β−11 )ξ2 − γ0β−10 ξ if β0, β1 = 0,
−γ1β−11 ξ if β0 = 0, β1 = 0,
−γ0β−10 ξ if β0 = 0, β1 = 0,
we construct Kn on X by
(Knf )(ξ) := er(ξ)f
(
qn(ξ)
)
, f ∈ C[0,1], ξ ∈ [0,1].
It is clear that Kn is an isomorphism on X, with
(
K−1n f
)
(ξ) = e−r(q−1n (ξ))f (q−1n (ξ)), f ∈ C[0,1], ξ ∈ [0,1],
where q−1n denotes the inverse of the bijection qn on [0,1]. Observing that for f ∈ C1[0,1],(
K−1n f
)′
(ξ) = [e−r (f ′ − f r ′)] ◦ q−1n (ξ), ξ ∈ [0,1],
we see
K−1n U0 = U˜0, K−1n V0 = V˜0,
1476 T.-J. Xiao, J. Liang / Journal of Functional Analysis 254 (2008) 1467–1486and Kn is also an isomorphism of V˜0 onto V0, where U˜0 := C2[0,1] ∩ V˜0, and
V˜0 :=
⎧⎪⎪⎨⎪⎪⎩
{f ∈ C1[0,1]; f (0) = f (1) = 0} if β0 = β1 = 0,
{f ∈ C1[0,1]; f ′(0) = f ′(1) = 0} if β0, β1 = 0,
{f ∈ C1[0,1]; f (0) = f ′(1) = 0} if β0 = 0, β1 = 0,
{f ∈ C1[0,1]; f ′(0) = f (1) = 0} if β0 = 0, β1 = 0.
Put
Kn :=
(
Kn 0
0 Kn
)
: V˜0 × X −→ V0 × X,
A˜cn :=
( 0 I
cn
d2
dξ2
0
)
: U˜0 × V˜0 −→ V˜0 × X,
Aan :=
( 0 I
an
d2
dξ2
0
)
: U0 × V0 −→ V0 × X.
Then, we get
K −1n AanKn = A˜cn +
(
0 0
Gn 0
)
, D
(
K −1n AanKn
)= U˜0 × V˜0. (2.12)
Here
Gnf :=
[(
2anr ′ − 12
(
cna
−1
n
) 1
2 a′n
)
◦ q−1n
]
f ′ + {[an(r ′′ + (r ′)2)] ◦ q−1n }f.
It is evident that Gn ∈L (V˜0,X), and
μ := sup
n∈N
‖Gn‖L (V˜0,X) < ∞, (2.13)
by (2.10) and (2.11). We know from Lemma 2.1 that
A˜cn ∈ H
(
c
− 12
n + c
1
2
n + 2, 1; V˜0 × X
)
.
Thus, it follows from (2.12), (2.13) and Lemma 1.4 that
K −1n AanKn ∈ H
(
c
− 12
n + c
1
2
n + 2, 1 +
(
c
− 12
n + c
1
2
n + 2
)
μ; V˜0 × X
)
. (2.14)
Denote by {Sn(t)}t0 the once integrated semigroup on V˜0 ×X generated by K −1n AanKn, and
set
San(t) :=KnSn(t)K −1n , t  0, n ∈ N.
Clearly,
sup
∣∣c− 12n + c 12n ∣∣< ∞, sup{‖Kn‖,∥∥K −1n ∥∥}< ∞.n∈N n∈N
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∥∥San(t) −San(s)∥∥L (V0×X) M
t∫
s
eωσ dσ, t  s  0, (2.15)
λ−1(λ −Aan)−1 =
∞∫
0
e−λtSan(t) dt, λ > ω, (2.16)
for all n ∈ N. By (2.10), we have
lim
n→∞‖Aan −A ‖L (U0×V0,V0×X) = 0.
This implies that for each λ > ω,
lim
n→∞
∥∥(λ −Aan)−1 − (λ −A )−1∥∥L (V0×X,U0×V0) = 0, (2.17)
since ∥∥(λ −Aan)−1∥∥L (V0×X,U0×V0)  const, n ∈ N,
by (2.15) and (2.16). Combining (2.15)–(2.17) together enables us to apply [23, Theorem 2.2],
and conclude that for any t  0, the limit
Sa(t) := lim
n→∞San(t)
exists in the space L (V0 × X) and satisfies
∥∥Sa(t) −Sa(s)∥∥L (V0×X) M
t∫
s
eωσ dσ, t  s  0,
λ−1(λ −A )−1 =
∞∫
0
e−λtSa(t) dt, λ > ω.
This establishes our assertion, and ends the proof. 
Corollary 2.3. Let a(·) ∈ Lip([0,1], (0,∞)), (βi, γi) ∈ C2 \ {(0,0)} (i = 0,1), and Q ∈
L (C1[0,1],C[0,1]). For the operator
A˜f := af ′′ + Qf, D(A˜) := {f ∈ C2[0,1]; βif ′(i) + γif (i) = 0 (i = 0,1)},
the following properties hold.
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A˜ 0
)
with domain D(A˜) × V0 is a Hille–Yosida operator on V0 × C[0,1], where
V0 :=
{
f ∈ C1[0,1]; βif ′(i) + γif (i) = 0 (i = 0,1)
};
(ii) A˜ generates a strongly continuous cosine function on X0 with phase space V0 × X0, where
X0 denotes⎧⎨⎩
C[0,1], if β0, β1 = 0;{
f ∈ C[0,1];f (i) = 0}, if βi = 0, βj = 0, (i, j) = (0,1) or (1,0);{
f ∈ C[0,1]; f (0) = f (1) = 0}, if β0, β1 = 0.
Proof. Put Q := ( 0 0
Q 0
)
, which belongs to L (V0 ×C[0,1]). Taking A,P as in Theorem 2.2, we
have A˜ =A +Q. Thus, Theorem 2.2 combined with Lemma 1.4 gives conclusion (i).
One knows that {f ∈ C1[0,1]; f ′(i) + γif (i) = 0 (i = 0,1)}, for any γ0, γ1 ∈ C, is dense in
C[0,1]. Therefore,
U0 × V0‖·‖V×X = V0 × X0.
Thus, conclusion (i) implies that A˜ generates a strongly continuous semigroup on V0 × X0 by
Lemma 1.5. From this and Lemma 1.8, conclusion (ii) follows immediately. 
Remark 2.4. Most recently, Corollary 2.3(ii) for the case a ∈ C1[0,1], and its variant in the
space Lp(0,1) (1 p < ∞) were obtained in [5] by a different approach, which was brought to
our attention kindly by the referee.
3. Feller–Wentzell type boundary conditions
Throughout this section, X,V,U are as in Section 2, Q ∈ L (V ,X), P = ( P0
P1
)
with P0 ∈
L (V ,C), P1 ∈L (X,C), and
Af = af ′′ for f ∈ U,
where a(·) ∈ Lip([0,1], (0,∞)). We write V0, U0, A0, A as in Section 2, and write
X := X × C2, with
∥∥∥∥(fz
)∥∥∥∥
X
:= max{‖f ‖X,‖z‖C2},
V :=
{(
f
z
)
∈ V × C2; Pf = z
}
, U :=
{(
f
z
)
∈ U × C2; Pf = z
}
,
A :=
(
A 0
0 0
)
: U −→ X,
A :=
(
0 I
A 0
)
: U×V −→ V×X.
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B := ( 0 I
B 0
)
with domain D(B) × V1 is a Hille–Yosida operator on V1 × X, where
Bf := (A + Q)f, D(B) := {f ∈ U ; P0f = 0, P1(A + Q)f = Gf },
V1 := {f ∈ V ; P0f = 0}.
Proof. We set
Q :=
(
Q 0 0
0 0 0
G 0 0
)
which belongs to L (V,X). By Lemma 1.4,
B := A +
(
0 0
Q 0
)
is a Hille–Yosida operator on V×X. Define
V1 :=
{(
f
z0
z1
)
∈ C1[0,1] × C2; P0f = z0 = 0, P1f = z1
}
,
X1 :=
{(
f
z0
z1
)
∈ C[0,1] × C2; z0 = 0, P1f = z1
}
.
Observe that for any λ ∈ ρ(B) \ {0}, ( vx ) ∈ V1 ×X1,
(λ − B)
(
v1
x1
)
=
(
λx1 − v1
(A+Q)v1 + λx1
)
=
(
v
x
)
, (3.1)
where
( v1
x1
) := (λ − B)−1( vx ) ∈ U×V. It is readily seen that
(A+Q)v1 ∈ X˜1 :=
{⎛⎝ fz0
z1
⎞⎠ ∈ C[0,1] × C2; z0 = 0}.
Thus, from (3.1) we deduce that x1 lies in X˜1, and so does v1. Because
X˜1 ∩U ⊂ V1, X˜1 ∩V = V1 ⊂ X1,
we conclude that V1 ×X1 is (λ−B)−1-invariant for each λ ∈ ρ(B)\ {0}. Hence, the part BV1×X1
of B in V1 ×X1 is a Hille–Yosida operator on V1 ×X1, in view of Lemma 1.6. Clearly,
D(BV1×X1) :=
{(
f
z0
z1
)
∈ C2[0,1] × C2; P0f = z0 = 0, P1f = z1, P1(A + Q)f = Gf
}
×V1.
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M :=
(
M 0
0 M
)
, M
(
f
z
)
:= f for
(
f
z
)
∈ X1.
Then, M is an isomorphism of V1 ×X1 onto V1 × X, MD(BV1×X1) =D(B) × V1, and
B = MBV1×X1M−1.
This establishes our assertion, and completes the proof. 
Lemma 3.2. Let (βi, γi) ∈ C2 \ {(0,0)} (i = 0,1), and α,η0, η1 ∈ C with αη0 = η1. Assume, for
f ∈ V ,
Pf =
(
β0f ′(0) + γ0f (0)
β1f ′(1) + γ1f (1)
)
(3.2)
or
Pf =
(
f (0) + αf (1)
η0f (0) + η1f (1)
)
. (3.3)
Then A is a Hille–Yosida operator on V×X.
Proof. We notice that the boundary operator P in (3.3) gives rise to the same A as does the P in
(3.2) with β0 = β1 = 0, γ0 = γ1 = 1. Theorem 2.2 then tells us that A is a Hille–Yosida operator
on V0 × X. Set
A0 :=
(
A0 0
0 0
)
: U0 −→ X,
A0 :=
(
0 I
A0 0
)
: U0 ×V0 −→ V0 ×X,
where U0 := U0 × C2, V0 := V0 × C2, and set, for t  0,
S0(t) :=
⎛⎜⎜⎝
T11(t) 0 T12(t) 0
0 t 0 t22
T21(t) 0 T22(t) 0
0 0 0 t
⎞⎟⎟⎠ on V0 ×X,
where Tij (t) (i, j = 1,2) are entries of the once integrated semigroup on V0 ×X generated by A.
We deduce that for λ large enough,
λ−1(λ − A0)−1 =
(
(λ2 −A0)−1 λ−1(λ2 −A0)−1
λ−1A0(λ2 −A0)−1 (λ2 −A0)−1
)
=
∞∫
e−λtS0(t) dt.0
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(cf., e.g., [4, Lemma 2.2]) that the restriction P |ker(λ0−A) is an isomorphism of (ker(λ0 − A),‖ · ‖C2[0,1]) onto C2. Write
Dλ0 := (P |ker(λ0−A))−1, Jλ0 :=
(
I −Dλ0
0 I
)
.
We see easily that Jλ0 is an isomorphism on X with J
−1
λ0
= ( I Dλ00 I ),
Jλ0(U) = U0, Jλ0(V0) = V,
Jλ0AJ
−1
λ0
(
f
z
)
=
(
A(f + Dλ0z)
0
)
=
(
Af + λ0Dλ0z
0
)
=
(
A0 λ0Dλ0
0 0
)(
f
z
)
for
(
f
z
) ∈ V0, since (A + λ0)Dλ0z = 0. Hence, we infer that
Jλ0 :=
(
Jλ0 0
0 Jλ0
)
is an isomorphism of V×X onto V0 ×X, and
Jλ0AJ−1λ0 = A0 +
(
0 0
Gλ0 0
)
,
where
Gλ0 :=
(
0 λ0Dλ0
0 0
)
∈L (V0,X).
It follows that Jλ0 AJ−1λ0 is a Hille–Yosida operator on V0 × X, since A0 is. This verifies our
assertion and completes the proof. 
Theorem 3.3. Let (β0, γ0) ∈ C2 \ {0,0}, E1 ∈L (C1[0,1],C), and
B1f := af ′′ + Qf, D(B1) :=
{
f ∈ C2[0,1]; β0f ′(0) + γ0f (0) = 0, f ′′(1) = E1f
}
.
Then, we have
(i) B1 :=
( 0 I
B1 0
)
with domain D(B1) × V1 is a Hille–Yosida operator on V1 × C[0,1], where
V1 :=
{
f ∈ C1[0,1]; β0f ′(0) + γ0f (0) = 0
};
(ii) B1 generates a strongly continuous cosine function on C[0,1] (respectively C0[0,1]) with
phase space V1 × C[0,1] (respectively V1 × C0[0,1]), if β0 = 0 (respectively β0 = 0).
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Pf =
(
P0f
P1f
)
=
(
β0f ′(0) + γ0f (0)
f (1)
)
, Gf = a(1)E1f + (Qf )(1).
Lemma 3.2 shows that the condition of Lemma 3.1 is satisfied. Moreover, P1(A + Q)f = Gf
reads as f ′′(1) = E1f . This yields assertion (i), by an application of Lemma 3.1. We observe
D(B1) × V1‖·‖V×X =
{
V1 × C[0,1], if β0 = 0,
V1 × C0[0,1], if β0 = 0.
Hence, assertion (ii) is derived from assertion (i), Lemmas 1.5 and 1.8. 
Theorem 3.4. Let α,η0, η1 ∈ C with a(1)αη0 = a(0)η1, E1 ∈L (C1[0,1],C), and
B2f := af ′′ + Qf,
D(B2) :=
{
f ∈ C2[0,1]; f (0) + αf (1) = 0, η0f ′′(0) + η1f ′′(1) = E1f
}
.
Then, we have
(i) B2 :=
( 0 I
B2 0
)
with domain D(B2) × V1 is a Hille–Yosida operator on V1 × C[0,1], where
V1 :=
{
f ∈ C1[0,1]; f (0) + αf (1) = 0};
(ii) B2 generates a strongly continuous cosine function on X1 with phase space V1 ×X1, where
X1 :=
{
f ∈ C[0,1]; f (0) + αf (1) = 0}.
Proof. Take
P0f = f (0) + αf (1), P1f = a(0)−1η0f (0) + a(1)−1η1f (1),
Gf = E1f + a(0)−1η0(Qf )(0) + a(1)−1η1(Qf )(1),
and proceed similarly as in the proof of Theorem 3.3. 
Corollary 3.5. Let a ∈ Lip([0,1], (0,∞)), b, c ∈ C[0,1], γ ∈ C, η  0, E1 ∈ L (C1[0,1],C),
and
A2f := af ′′ + bf ′ + cf,
with domain D(A2) given by{
f ∈ C2[0,1]; f ′(0) + γf (0) = 0, f ′′(1) = E1f
}
, or (3.4){
f ∈ C2[0,1]; f (0) = 0, f ′′(1) = E1f
}
, or (3.5){
f ∈ C2[0,1]; f (0) = f (1), f ′′(1) + ηf ′′(0) = E1f
}
. (3.6)
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Cper[0,1]), in the case of (3.4) (respectively (3.5), (3.6)).
Proof. Apply Theorems 3.3 and 3.4, by taking Q = b d
dx
+ c (β0, γ0) = (1, γ ) or (0,1), and
(α, η0, η1) = (−1, η,1). 
Theorem 3.6. Let Ei ∈L (C1[0,1],C) (i = 0,1). Then the operator
B3f := af ′′ + Qf, D(B3) :=
{
f ∈ C2[0,1]; f ′′(i) = Eif (i = 0,1)
}
generates a strongly continuous cosine function on C[0,1] with phase space C1[0,1] ×C[0,1].
Proof. Putting Pf := ( f (0)
f (1)
)
for f ∈ V ,
Q˜
(
f
z
)
:=
⎛⎝ Qfa(0)E0f + (Qf )(0)
a(1)E1f + (Qf )(1)
⎞⎠ for (f
z
)
∈ V,
we have Q˜ ∈L (V,X). Then, Lemmas 3.2 and 1.4 tell us that
B˜ := A +
(
0 0
Q˜ 0
)
is a Hille–Yosida operator on V×X.
We see easily that D(B˜) =D(A) = U×V is dense in V×X3, where
X3 :=
{(
f
z
)
∈ X; Pf = z
}
.
By Lemma 1.5, the part B˜V×X3 of B˜ in V × X3 generates a strongly continuous semigroup on
V×X3, and
D(B˜V×X3) :=
{(
f
z
)
∈ U; f ′′(i) = Eif (i = 0,1)
}
×V.
Clearly, V × X3 is isomorphic to V × X via the transformation M˜ :=
(
M˜ 0
0 M˜
)
, where
M˜ : X3 −→ X is given by M˜
( f
Pf
) = f . Furthermore, the operator ( 0 I
B3 0
)
with the domain
D(B3) × V coincides with M˜B˜V×X3M˜−1, so that it generates a strongly continuous semigroup
on V × X. This verifies our conclusion, with the aid of Lemma 1.8. 
Remark 3.7.
(1) Theorem 3.6 improves [2, Theorem 4.1], where a(·) is required to be continuously differen-
tiable on [0,1].
(2) The abstract generation theorem [2, Theorem 3.1] appears not to be applicable to the situa-
tions in Theorems 3.3, 3.4 and Corollary 3.5.
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f ′′(i) = βif ′(i) + γif (i) +
1∫
0
f (i) − f (s)
i − s di(s) ds
for βi , γi ∈ C and di ∈ L1(0,1), i = 0, 1, which arise from Markov processes. In fact, setting,
for f ∈ C1[0,1],
Eif = βif ′(i) + γif (i) +
1∫
0
f (i) − f (s)
i − s di(s) ds, i = 0,1, (3.7)
one sees that Ei ∈ L (C1[0,1],C[0,1]), i = 0, 1, and therefore Theorems 3.3, 3.4 and 3.6
apply to the situation.
(4) Our methods are also applicable in the space W 1,p(0,1), 1  p < ∞. Actually, analysis
similar to that in Sections 2 and 3 shows that all the results in these sections still hold if the
spaces
C[0,1], C1[0,1], C2[0,1], C0[0,1], Cper[0,1]
there are replaced by, respectively,
W 1,p(0,1), W 2,p(0,1), W 3,p(0,1), W 1,p0 (0,1), W
1,p
per (0,1),
and the coefficients a, b, c have more regularity
0 < a ∈ W 2,p(0,1), b, c ∈ W 1,p(0,1).
Here
W
1,p
0 (0,1) :=
{
u ∈ W 1,p(0,1); u(0) = 0},
W
1,p
per (0,1) :=
{
u ∈ W 1,p(0,1); u(0) = u(1)}.
(5) In the space Lp(0,1), 1 p < ∞, related results can be obtained too. For this case, we need
to make suitable adjustments to the statements of our theorems, as well as their proofs, since
the values f ′′(0), f ′′(1) (for f ∈ W 2,p(0,1)), and g′(0), g′(1) (for g ∈ W 1,p(0,1)) do not
make sense. For example, regarding the boundary condition (1.2), we have the following
conclusion:
the operator
(
a d
2
dx2
+Q 0
E1 0
)
with domain
{(
f
x
)
∈ W 2,p(0,1) × C; f ′(0) + γf (0) = 0, f (1) = x1
}
1
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f
x1
)
∈ W 1,p(0,1) × C; f (1) = x1
})
× (Lp(0,1) × C),
where
0 < a ∈ W 1,∞(0,1), Q ∈L (W 1,p(0,1),Lp(0,1)), E1 ∈L (W 1,p(0,1),C).
On the other hand, it is worth noticing that E1 in (3.7) fails to be in L (W 1,p(0,1),C) in
general. For instance, this happens when d1 = 1, or d1 = 0 with β1 = 0.
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