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ESTIMATES ON THE NUMBER OF Fq–RATIONAL SOLUTIONS OF
VARIANTS OF DIAGONAL EQUATIONS OVER FINITE FIELDS
MARIANA PE´REZ1,3 AND MELINA PRIVITELLI2,3
Abstract. In this paper we study the set of Fq-rational solutions of equations defined
by polynomials evaluated in power-sum polynomials with coefficients in Fq. This is done
by means of applying a methodology which relies on the study of the geometry of the
set of common zeros of symmetric polynomials over the algebraic closure of Fq . We
provide improved estimates and existence results of Fq-rational solutions to the following
equations: deformed diagonal equations, generalized Markoff-Hurwitz-type equations and
Carlitz’s equations. We extend these techniques to more general variants of diagonal
equations over finite fields.
1. Introduction
Several problems of coding theory, cryptography and combinatorics require the study
of the set of rational points of varieties defined over a finite field Fq on which the sym-
metric group of permutations of the coordinates acts. In coding theory, deep holes in the
standard Reed–Solomon code over Fq can be expressed in terms of the set of zeros with
coefficients in Fq of certain symmetric polynomials associated to the code (see, e.g., [16] or
[8]). In cryptography, the characterization of monomials defining an almost perfect nonlin-
ear polynomial or a differentially uniform mapping can be reduced to estimate the number
of Fq–rational zeros of some symmetric polynomials (see, e.g., [36] or [1]). Finally, several
applications in combinatorics over finite fields, such as the determination of the average
cardinality of the value set and the distribution of factorization patterns of families of uni-
variate polynomials with coefficients in Fq, has also been expressed in terms of the number
of common Fq–rational zeros of symmetric polynomials defined over Fq (see [14] and [15]).
In [8], [14], [31], [15] and [33] we have developed a methodology to deal with some of the
problems mentioned above. This methodology relies on the study of the geometry of the
set of common zeros of the symmetric polynomials under consideration over the algebraic
closure of Fq. By means of such study we were able to prove that, in all the cases, the set of
common zeros in Fq of the involved polynomials is a complete intersection whose singular
locus has a “controlled” dimension. This allowed us to apply certain explicit estimates
on the number of Fq–rational zeros of projective complete intersections defined over Fq to
obtain a conclusion for the problem under consideration (see, e.g., [24], [7], [9] or [32]).
The purpose of this article is twofold. On one hand, we apply our techniques to the
problem of estimating the number of Fq–rational solutions of certain variants of diagonal
equations. On the other hand, we present a more general framework of the theory by
extending the aforementioned methodology to a wider class of varieties defined by polyno-
mials evaluated in symmetric polynomials.
We shall consider three well known classes of polynomial equations over finite fields: de-
formed diagonal equations, generalized Markoff-Hurwitz-type equations and Carlitz’s equa-
tions. All previous results on the number of Fq–rational solutions of these types of equations
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rely on techniques of combinatorial analysis, so our approach to the study these problems
is novel.
Deformed diagonal equations. Given g ∈ Fq[X1, . . . ,Xn], a deformed diagonal equa-
tion is an equation of the type
f := c1X
m
1 + · · ·+ cnXmn + g = 0,
where ci ∈ Fq \ {0} and deg(g) < m. In comparison with diagonal equations, which
correspond to the case where g is a constant polynomial, there are much fewer results about
the number of Fq-solutions of deformed diagonal equations. In [11], L. Carlitz provides a
result which garantees the existence of an Fq-rational solution of a deformed diagonal
equation when char(Fq) divides m− 1. Later, in 2006, B. Felszeghy [22] extends Carlitz’s
result by dropping the requirement over char(Fq), but which holds only for prime fields.
Another generalization was provided by Castro et. al. [13] for the case when the exponents
are not necessarily equal by computing the exact p-divisibility of certain exponential sums.
On the other hand, A. Adolphson and S. Sperber [3] used Newton polyhedra to prove a
result that derives an estimate on the number of Fq–rational solutions of this type of
equations. In this article we improve the existence results in the literature imposing no
restriction to the characteristic of the field and extending Felszeghy’s for several cases.
Furthermore, we give an estimate on the number Ng of Fq–rational solutions of these type
of equations: we prove that Ng = q
n−1 +O(qn/2), providing an explicit expression for the
constant underlying the O notation.
Generalized Markoff-Hurwitz-type equations. These are of the form
(a1X
m1
1 + · · ·+ anXmnn + a)k = bXk11 . . . Xknn ,
where m,n, k1, . . . , kn, k are positive integers, a, b ∈ Fq and ai ∈ Fq \ {0}, 1 ≤ i ≤ n.
Generalized Markoff-Hurwitz-type equations have been well studied in the special case
a = 0. Moreover, several papers provide explicit formulas of the number of Fq–rational
solutions of this type of equations in very particular cases (see, e.g., [4]). In this article,
we concentrate in the case a 6= 0 and k = 1. More precisely, we obtain an estimate
on N∗, the number of Fq–rational solutions with the condition that x1 · · · xn 6= 0. This
estimate improves Mordell ’s [34] for the case m1 = · · · = mn since our result holds without
conditions on the characteristic of the field and we require that m > k1 + · · ·+ kn instead
of k1 = · · · = kn = 1. Also, our estimate improves Mordell ’s by determining an extra term
in the asymptotic development of N∗ in terms of q.
Carlitz ’s equations. These are of the form
h1(X1) + · · ·+ hn(Xn) = g,
where hi = ad,iT
d + · · · + a0,i ∈ Fq[T ], deg(hi) = d for 1 ≤ i ≤ n and g ∈ Fq[X1, . . . ,Xn]
is such that deg(g) < d. In this case, we provide an explicit estimate on the number N
of Fq–solutions of this type of equations which implies that N = q
n−1 +O(qn/2). We also
provide an explicit upper bound for the constant underlying the O notation in terms of d
and n. This result improves Carlitz’s estimate N = qn−1+O(qn−w), where w = 1kd and the
constant implied by the O is not explicitly given (see [10]). Moreover, Carlitz’s result only
holds when g is a constant polynomial. We also obtain an existence result which improves
Carlitz’s in several aspects. Finally, as a particular case of this type of equations, we study
the Dickson’s equations.
All the aforementioned results complement those existing in the literature.
Our other main objective is the extension of our geometric methodology to a more
general type of equations: those given by polynomials evaluated in power-sum polyno-
mials. More precisely, let Pmj = X
mj
1 + · · · + Xmjn be the mj-power sum polynomial
of Fq[X1, . . . ,Xn] and g ∈ Fq or g ∈ Fq[X1, . . . ,Xn] be a polynomial with deg(g) <
c(m1, . . . ,md), where c(m1, . . . ,md) is a constant which depends on m1, . . . ,md . We
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consider new indeterminates Y1, . . . , Yd over Fq and f ∈ Fq[Y1, . . . , Yd]. Our purpose is to
estimate the number of Fq–solutions of the following type of equations:
f(Pm1 , . . . , Pmd) + g = 0.
We quickly outline our methodology to provide insight on the ideas behind it. Let wt :
Fq[Y1, . . . , Yd] −→ N be the weight defined by setting wt(Yj) := mj for 1 ≤ j ≤ d and let
wt(f) be the weight of f . The equation above can be rewritten in the following way:
f(Pm1 , . . . , Pmd) +X
wt(f)
1 + · · ·+Xwt(f)n + g1 = 0,
where g1 ∈ Fq[X1, . . . ,Xn] and deg(g1) < wt(f). We concentrate on the more general
problem of estimating the number of Fq–rational solutions of the equation
f(Pm1 , . . . , Pmd) +X
e
1 + · · · +Xen + g1 = 0,
where g1 ∈ Fq[X1, . . . ,Xn] and deg(g1) < e for any positive integer e. Let fwt stand for
the component of highest weight of f and let ∇f and ∇fwt be the gradients of f and fwt
respectively. Suppose that the following hypotheses hold:
(H1) ∇f 6= 0 on every point of Ad,
(H2) ∇fwt 6= 0 on every point of Ad,
and let Rg be the polynomial Rg := f(Pm1 , . . . , Pmd) + X
e
1 + · · · + Xen + g1. We shall
study the geometric properties of the affine hypersurfaces Vg := V (Rg) ⊂ An with similar
arguments as those in the papers cited above. In order to estimate the number of Fq-
rational points of Vg we consider pcl(Vg), the projective closure of Vg. We shall provide a
suitable bound of the dimension of the singular locus of pcl(Vg) which allows us to prove
that pcl(Vg) is absolutely irreducible. Then, applying estimates for absolutely irreducible
singular projective varieties [24], can we provide the main result of this part.
Theorem 1.1. Let d, n, e be positive integers such that 1 ≤ d ≤ n− 3. Let m1, . . . ,md be
positive integers with m1 < · · · < md. Assume that char(Fq) does not divide e and mj for
all 1 ≤ j ≤ d. Let Vg = V (Rg) ⊂ An be the variety defined by Rg = f(Pm1 , . . . , Pmd) + g
with f ∈ Fq[Y1, . . . , Yd] and g ∈ Fq[X1, . . . ,Xn] of degree e defined as g = Xe1+ · · ·+Xen+g1.
Suppose that (H1)−(H2) hold, and let δ := deg(Rg). Then we have the following estimates
on |Vg(Fq)|, the number of Fq–rational points of Vg:
• if e < deg(Rg − g)
∣∣|Vg(Fq)| − qn−1∣∣ ≤ (q3/2 + 1)q n+d−42 ((δ − 1)n−dq1/2 + 6(δ + 2)n),
• if e = deg(Rg − g)
∣∣|Vg(Fq)| − qn−1∣∣ ≤ (q + 1)q n+d−32 ((δ − 1)n−d−1q1/2 + 6(δ + 2)n),
• if e > deg(Rg − g)
∣∣|Vg(Fq)| − qn−1∣∣ ≤ q n−22 (((δ − 1)n−d−1q1/2 + 6(δ + 2)n)q(d+1)/2 + (δ − 1)n−1).
On the other hand, if g ∈ Fq we have that
∣∣|Vg(Fq)| − qn−1∣∣ ≤ (q + 1)q n+d−42 ((δ − 1)n−dq1/2 + 6(δ + 2)n).
The paper is organized as follows. In Section 2 we collect the notions of algebraic
geometry we use. In Section 3 we study the geometric properties of the deformed hyper-
surfaces Vg and we settle Theorem 1.1. Finally, in Section 4 we apply our methodology to
obtain estimates and existence results of deformed diagonal equations, generalized Markoff-
Hurwitz-type equations and Carlitz’s equations.
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2. Basic notions of algebraic geometry
In this section we collect the basic definitions and facts of algebraic geometry that we
need in the sequel. We use standard notions and notations which can be found in, e.g.,
[28], [37].
Let K be any of the fields Fq or Fq. We denote by A
r the affine r–dimensional space Fq
r
and by Pr the projective r–dimensional space over Fq
r+1. Both spaces are endowed with
their respective Zariski topologies over K, for which a closed set is the zero locus of a set
of polynomials of K[X1, . . . ,Xr], or of a set of homogeneous polynomials of K[X0, . . . ,Xr].
A subset V ⊂ Pr is a projective variety defined over K (or a projective K–variety for
short) if it is the set of common zeros in Pr of homogeneous polynomials F1, . . . , Fm ∈
K[X0, . . . ,Xr]. Correspondingly, an affine variety of A
r defined over K (or an affine K–
variety) is the set of common zeros in Ar of polynomials F1, . . . , Fm ∈ K[X1, . . . ,Xr]. We
think a projective or affine K–variety to be equipped with the induced Zariski topology. We
shall denote by {F1 = 0, . . . , Fm = 0} or V (F1, . . . , Fm) the affine or projective K–variety
consisting of the common zeros of F1, . . . , Fm.
In the remaining part of this section, unless otherwise stated, all results referring to
varieties in general should be understood as valid for both projective and affine varieties.
A K–variety V is irreducible if it cannot be expressed as a finite union of proper K–
subvarieties of V . Further, V is absolutely irreducible if it is Fq–irreducible as a Fq–variety.
Any K–variety V can be expressed as an irredundant union V = C1 ∪ · · · ∪ Cs of irre-
ducible (absolutely irreducible) K–varieties, unique up to reordering, called the irreducible
(absolutely irreducible) K–components of V .
For a K–variety V contained in Pr or Ar, its defining ideal I(V ) is the set of polynomials
of K[X0, . . . ,Xr], or of K[X1, . . . ,Xr], vanishing on V . The coordinate ring K[V ] of V is
the quotient ring K[X0, . . . ,Xr]/I(V ) or K[X1, . . . ,Xr]/I(V ). The dimension dimV of V
is the length n of a longest chain V0  V1  · · ·  Vn of nonempty irreducible K–varieties
contained in V . We say that V has pure dimension n if every irreducible K–component
of V has dimension n. A K–variety of Pr or Ar of pure dimension r − 1 is called a K–
hypersurface. A K–hypersurface of Pr (or Ar) can also be described as the set of zeros of
a single nonzero polynomial of K[X0, . . . ,Xr] (or of K[X1, . . . ,Xr]).
The degree deg V of an irreducible K–variety V is the maximum of |V ∩L|, considering
all the linear spaces L of codimension dimV such that |V ∩ L| < ∞. More generally,
following [26] (see also [23]), if V = C1 ∪ · · · ∪ Cs is the decomposition of V into irreducible
K–components, we define the degree of V as
deg V :=
s∑
i=1
deg Ci.
The degree of a K–hypersurface V is the degree of a polynomial of minimal degree defining
V .
Let V ⊂ Ar be a K–variety, I(V ) ⊂ K[X1, . . . ,Xr] its defining ideal and x a point of
V . The dimension dimx V of V at x is the maximum of the dimensions of the irreducible
K–components of V containing x. If I(V ) = (F1, . . . , Fm), the tangent space TxV to V
at x is the kernel of the Jacobian matrix (∂Fi/∂Xj)1≤i≤m,1≤j≤r(x) of F1, . . . , Fm with
respect to X1, . . . ,Xr at x. We have dim TxV ≥ dimx V (see, e.g., [37, page 94]). The
point x is regular if dim TxV = dimx V ; otherwise, x is called singular. The set of singular
points of V is the singular locus of V ; it is a closed K–subvariety of V . A variety is called
nonsingular if its singular locus is empty. For projective varieties, the concepts of tangent
space, regular and singular point can be defined by considering an affine neighborhood of
the point under consideration.
2.1. Rational points. Let Pr(Fq) be the r–dimensional projective space over Fq and A
r(Fq)
the r–dimensional Fq–vector space F
n
q . For a projective variety V ⊂ Pr or an affine variety
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V ⊂ Ar, we denote by V (Fq) the set of Fq–rational points of V , namely V (Fq) := V ∩Pr(Fq)
in the projective case and V (Fq) := V ∩ Ar(Fq) in the affine case. For an affine variety V
of dimension n and degree δ, we have the following bound (see, e.g., [6, Lemma 2.1]):
|V (Fq)| ≤ δ qn.
On the other hand, if V is a projective variety of dimension n and degree δ, then we have
the following bound (see [24, Proposition 12.1] or [7, Proposition 3.1]; see [29] for more
precise upper bounds):
|V (Fq)| ≤ δ pn,
where pn := q
n + qn−1 + · · ·+ q + 1 = |Pn(Fq)|.
2.2. Complete intersections. Elements F1, . . . , Fm in K[X1, . . . ,Xr] or K[X0, . . . ,Xr]
form a regular sequence if F1 is nonzero and no Fi is zero or a zero divisor in the quotient
ring K[X1, . . . ,Xr]/(F1, . . . , Fi−1) or K[X0, . . . ,Xr]/(F1, . . . , Fi−1) for 2 ≤ i ≤ m. In such
a case, the (affine or projective) variety V := V (F1, . . . , Fm) they define is equidimensional
of dimension r −m, and is called a set–theoretic complete intersection.
For given positive integers a1, . . . , ar, we define the weight wt(X
α) of a monomialXα :=
Xα11 · · ·Xαrr as wt(Xα) :=
∑r
i=1 ai · αi. The weight wt(f) of an arbitrary element f ∈
K[X1, . . . ,Xr] is the highest weight of all the monomials with nonzero coefficients arising
in the dense representation of f .
Lemma 2.1. [33, Lemma 5.4] Let F1, . . . , Fm ∈ K[X1, . . . ,Xr]. For an assignment of posi-
tive integer weights wt to the variables X1, . . . ,Xr, denote by F
wt
1 , . . . , F
wt
m the components
of highest weight of F1, . . . , Fm. If F
wt
1 , . . . , F
wt
m form a regular sequence in K[X1, . . . ,Xr],
then F1, . . . , Fm form a regular sequence in K[X1, . . . ,Xr].
3. Deformed hypersurfaces defined by mj–power sums
In this section we shall develop the extension of the methodology used in [8], [14], [31],
[15] and [33] to the more general case of equations given by polynomials evaluated in
power-sum polynomials. Let d, n, e be positive integers such that 1 ≤ d ≤ n − 3 and let
m1, . . . ,md be positive integers with 2 ≤ m1 < · · · < md. We assume that char(Fq) does
not divide e and mj for all 1 ≤ j ≤ d. Let Y1, . . . , Yd be indeterminates over Fq and let
f ∈ Fq[Y1, . . . , Yd]. We consider the weight wt : Fq[Y1, . . . , Yd] −→ N defined by setting
wt(Yj) := mj for 1 ≤ j ≤ d and denote by fwt the component of highest weight of f .
Let ∇f and ∇fwt be the gradients of f and fwt respectively. Suppose that the following
hypotheses hold:
(H1) ∇f 6= 0 on every point of Ad.
(H2) ∇fwt 6= 0 on every point of Ad.
Let X1, . . . ,Xn be new indeterminates over Fq. We consider the mj-power sum Pmj =
X
mj
1 + · · ·+Xmjn , 1 ≤ j ≤ d. Finally, let g ∈ Fq or let g ∈ Fq[X1, . . . ,Xn] be the following
polynomial
(3.1) g = Xe1 + · · ·+Xen + g1,
where g1 ∈ Fq[X1, . . . ,Xn] and deg(g1) < e. Our aim is to estimate the number of Fq–
rational solutions of the equation
f(Pm1 , . . . , Pmd) + g = 0.
To do this, we consider Rg ∈ Fq[X1, . . . ,Xn] the polynomial
(3.2) Rg := f(Pm1 , . . . , Pmd) + g.
Let Vg := V (Rg) ⊂ An be the Fq-affine hypersurface defined by Rg. We call Vg a deformed
hypersurface defined by the mj-powers sum with coefficients in Fq. We shall study some
facts concerning the geometry of Vg. For this purpose, we need to obtain an upper bound
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of the dimension of Σg, the singular locus of Vg. Then, for a given x ∈ An, we shall consider
the following (d× n)–matrix A(x):
(3.3) A(x) :=


∂Pm1
∂X1
(x) · · · ∂Pm1
∂Xn
(x)
...
...
∂Pmd
∂X1
(x) · · · ∂Pmd
∂Xn
(x)

 .
By the chain rule, we deduce that the partial derivatives of f(P)(X) satisfy the following
equality for 1 ≤ j ≤ n :
∂f(P)
∂Xj
=
(
∂f
∂Y1
◦ P
)
· ∂Pm1
∂Xj
+ · · ·+
(
∂f
∂Yd
◦P
)
· ∂Pmd
∂Xj
,
where P = (Pm1 , . . . , Pmd). Suppose firstly that g is defined as in (3.1). For any x ∈ Σg,
we have
∇Rg(x) = ∇f(P (x)) ·A(x) +∇g(x) = 0.
Then y := ∇f(P (x)) is a solution of the system
(3.4) At(x)Y t = −∇g(x)t.
Observe that for ∇g(x) = 0 (H1) implies that (3.4) has a nonzero solution. Therefore
rank(A(x)) < d. On the other hand, if ∇g(x) 6= 0, either rank(A(x)) < d or rank(A(x)) =
rank(MA(x)) = d, where MA(x) is the augmented matrix of the system (3.4). Hence
Σg ⊂ Z1 ∪ Z2, where Z1 and Z2 are the following sets:
Z1 = {x ∈ An : rank(A(x)) < d}
Z2 = {x ∈ An : rank(A(x)) = rank(MA(x)) = d}.
Suppose now that g ∈ Fq and let x ∈ Σg. We have that
∇Rg(x) = ∇f(P (x)) ·A(x) = 0.
From (H1), we have that y := ∇f(P (x)) is a nonzero solution of the homogeneous system
At(x)Y t = 0.
We conclude that rank(A(x)) < d. Therefore x ∈ Z1 and Σg ⊂ Z1.
We next obtain an upper bound of the dimension of Z1. In what follows, V DM(X1, . . . ,Xt)
stands for the Vandermonde matrix in the variables X1, . . . ,Xt.
Proposition 3.1. Z1 has dimension at most d− 1.
Proof. Observe that
Z1 =
d−1⋃
j=0
Vj ,
where Vj := {x ∈ An : rank(A(x)) = j}. Since char(Fq) does not divide mk for all
1 ≤ k ≤ d then
(3.5) A(X) :=


m1X
m1−1
1 · · · m1Xm1−1n
...
...
mdX
md−1
1 · · · mdXmd−1n

 .
Fix j for 0 ≤ j ≤ d−1. We shall prove that the dimension of Vj is at most d−1. Let x ∈ Vj,
so rank(A(x)) = j. Thus, there exists a (j × j)–submatrix of A(x) of rank = j. Suppose
without loss of generality that this submatrix consists of the first j rows and the first j
columns de A(x). Let C1, . . . , Cn denote the columns of A(X) and let A(C1, . . . , Cj , Ck)
be the ((j+1)× (j+1))–submatrix of A(X) consisting of the entries of the first j+1 rows
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and the columns C1, . . . , Cj , Ck, j +1 ≤ k ≤ n. By [5, Proposition 5], x belongs to the set
of common zeros of the (n− j) Fq–equations
detA(C1, . . . , Cj , Ck) = 0, j + 1 ≤ k ≤ n.
Now, from [20, Theorem 2.1]:
detA(C1, . . . , Cj , Ck)(X) = VDM(X1, . . . ,Xj)Π
j
l=1X
m1−1
l (Xk −Xl)P (Xk), j+1 ≤ k ≤ n,
for some P ∈ Fq[T ]. Since the principal minor of A(x) is nonzero, we deduce that xl 6= 0,
1 ≤ l ≤ j, and xm 6= xn, 1 ≤ m < n ≤ j. Therefore x ∈ V (Qj+1, . . . , Qn), where
Qk := Π
j
l=1(Xk − Xl)P (Xk). We claim that Qj+1, . . . , Qn form a regular sequence of
Fq[X1, . . . ,Xn]. Indeed, consider the graded lexicographic order of Fq[X1, . . . ,Xn] with
Xn > Xn−1 > · · · > X1. With this order we have that Lt(Qk) = Xjk · P jk , where Lt(Qk)
denotes the leading terms of the polynomials Qk. Thus Lt(Qk), j+1 ≤ k ≤ n, are relatively
prime and they form a Gro¨bner basis of the ideal J that they generate (see, e.g., [18, §2.9,
Proposition 4]). Hence, the initial of the ideal J is generated by Lt(Qj+1), . . . , Lt(Qn),
which form a regular sequence of Fq[X1, . . . ,Xn]. Therefore, by [21, Proposition 15.15], the
polynomials Qj+1, . . . , Qn form a regular sequence of Fq[X1, . . . ,Xn]. We conclude that
V (Qj+1, . . . , Qn) is a set complete intersection of A
n of dimension j.
Observe finally that, given x ∈ Vj, there exists a (d × n)-matrix A′(X) obtained by
rearranging the columns of A(X) with nonzero principal minor. Therefore, by the same
arguments as above, Vj is included in an union of Fq-varieties of dimension j. Thus, Z1
has dimension at most d− 1. 
Now, we obtain an upper bound of the dimension of Z2. First we need the following
remark.
Remark 3.2. For all x ∈ Z2, ∇(g(x)) 6= 0. Indeed, ∇(g(x)) = 0 implies that the
system (3.4) is homogeneous. Since it has a nonzero solution then rank(A(x)) < d, which
contradicts x ∈ Z2.
Proposition 3.3. The dimension of Z2 is at most d.
Proof. Let x ∈ Z2, so rank(A(x)) = d. Thus, there exists a (d × d)–submatrix B(x) of
A(x) of rank = d. Suppose that this submatrix consists of the first d rows and columns of
A(x). Then x ∈ B := {x ∈ An : detB(x) 6= 0, rank(MA(x)) = d}. Taking into account
that
(3.6) detB(x) := det


m1x
m1−1
1 · · · m1xm1−1d
...
...
mdx
md−1
1 · · · mdxmd−1d

 6= 0
and [5, Proposition 5], we have that B ⊂ V (Fd+1, . . . , Fn), where Fj ∈ Fq[X1, . . . ,Xn],
d+ 1 ≤ j ≤ n, are the polynomials:
Fj := det


m1X
m1−1
1 · · · m1Xm1−1d m1Xm1−1j
...
...
...
mdX
md−1
1 · · · mdXmd−1d mdXmd−1j
− ∂g∂X1 · · · −
∂g
∂Xd
− ∂g∂Xj


.
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By the definition of g, the component F
deg(Fj)
j of highest degree of Fj is the following
polynomial:
F
deg(Fj)
j := det


m1X
m1−1
1 · · · m1Xm1−1d m1Xm1−1j
...
...
...
mdX
md−1
1 · · · mdXmd−1d mdXmd−1j
−eXe−11 · · · −eXe−1d −eXe−1j


.
From [20, Theorem 2.1] we have that
F
deg(Fj)
j = VDM(X1, . . . ,Xd)Π
d
k=1X
min{m1,e}−1
k (Xj −Xk)P (Xj) , d+ 1 ≤ j ≤ n,
for some P ∈ Fq[T ]. From (3.6) we deduce that xk 6= 0, 1 ≤ k ≤ d, and xi 6= xk,
1 ≤ i < k ≤ d. Therefore V (F deg Fd+1d+1 , . . . , F
deg Fj
j ) = V (Qd+1, . . . , Qj), where d + 1 ≤
j ≤ n and Qj := Πdk=1(Xj − Xk)P (Xj). The same reasoning as in the proof of Propo-
sition 3.1 shows that Qd+1, . . . , Qn form a regular sequence of Fq[X1, . . . ,Xn]. Hence,
dimV (F
deg Fd+1
d+1 , . . . , F
deg Fj
j ) = n−j+d for d+1 ≤ j ≤ n. Therefore, F deg Fd+1d+1 , . . . , F deg Fnn
form a regular sequence of Fq[X1, . . . ,Xn] and, by Lemma 2.1, Fd+1, . . . , Fn form a regular
sequence of Fq[X1, . . . ,Xn]. This proves B has dimension at most d.
Finally, observe that, given x ∈ Z2, there exists a (d × n)-matrix A′(X) obtained from
A(X) by reordering its columns, with the condition that the principal minor of A′(X) is
nonzero. Therefore, we conclude that Z2 is included in an union of Fq-varieties of dimension
at most d. 
From Proposition 3.1 and Proposition 3.3 we obtain the following result.
Theorem 3.4. Let 1 ≤ d ≤ n − 3. Let f ∈ Fq[Y1, . . . , Yd] and g ∈ Fq[X1, . . . ,Xn] defined
as in (3.1) such that (H1) − (H2) hold and Rg is defined as in (3.2). The dimension of
the singular locus Σg of Vg has dimension at most d. On the other hand, if g ∈ Fq, the
dimension of the singular locus Σg of Vg has dimension at most d− 1.
We shall also need information concerning the behaviour of Vg at “infinity”. For this
purpose, we consider the projective closure pcl(Vg) ⊂ Pn. It is well known that pcl(Vg)
is the Fq-hypersurface of P
n defined by the homogenization Rhg ∈ Fq[X0, . . . ,Xn] of the
polynomial Rg (see, e.g.,[28, §I.5, Exercise 6]).
Let R
deg(Rg)
g be the component of highest degree of Rg. We shall express R
deg(Rg)
g in
terms of the component fwt of highest weight of f . Let Y j11 · · · Y jdd be a monomial with
nonzero coefficient arising in the dense representation of f . Then its weight
wt(Y j11 · · ·Y jdd ) = m1j1 + · · ·+mdjd
is equal to the degree of the corresponding monomial P j1m1 · · ·P jdmd of Rg. From these
arguments we deduce the following lemma.
Lemma 3.5. Suppose that g is defined as in (3.1).Then,
R
deg(Rg)
g =


fwt(Pm1 , . . . , Pmd) e < wt(f)
fwt(Pm1 , . . . , Pmd) +X
e
1 + · · · +Xen e = wt(f)
Xe1 + · · ·+Xen e > wt(f)
On the other hand, if g ∈ Fq, we have that Rdeg(Rg)g = fwt(Pm1 , . . . , Pmd).
Proposition 3.6. Let 1 ≤ d ≤ n− 3. Suppose that g is defined as in (3.1).
• if e < wt(f) then pcl(Vg) has singular locus at infinity of dimension at most d− 2,
• If e = wt(f) pcl(Vg) has singular locus at infinity of dimension at most d− 1,
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• if e > wt(f) then pcl(Vg) has no singular points at infinity.
On the other hand, if g ∈ Fq then pcl(Vg) has singular locus at infinity of dimension at
most d− 2.
Proof. Let Σ∞g ⊂ Pn denote the singular locus of pcl(Vg) at infinity; namely, the set of sin-
gular points of pcl(Vg) lying in the hyperplane {X0 = 0}.We have that Rhg (0,X1, . . . ,Xn) =
R
deg(Rg)
g (X1, . . . ,Xn). Suppose first that e < wt(f). From Lemma 3.5, R
deg(Rg)
g =
fwt(Pm1 , . . . , Pmd). Thus, any point x = (0 : x1 : · · · : xn) ∈ Σ∞g satisfies the equations:
(3.7) fwt(P) = 0 ,
∂fwt(P)
∂Xj
= 0, 1 ≤ j ≤ n.
From (H2) we have that the homogeneous system A
t(x)Y t = 0, where A(x) is defined as
in (3.3), has a nonzero solution ∇fwt(P (x)). We conclude that x ∈ Z1. Thus, we deduce
from Proposition 3.1 that the set of solutions of (3.7) is an affine cone of An of dimension at
most d− 1 and, hence, a proyective variety of Pn−1 of dimension at most d− 2. Therefore,
the set of singular points of pcl(Vg) lying in the hyperplane {X0 = 0} has dimension at
most d− 2.
Suppose now that e = wt(f). From Lemma 3.5 R
deg(Rg)
g = fwt(Pm1 , . . . , Pmd) + X
e
1 +
· · · + Xen. Then, by (H2) and the same arguments of the proof of Proposition 3.3, we
deduce that the variety defined by the equations:
fwt(P) +Xe1 + · · · +Xen = 0,
∂fwt(P)
∂Xj
+ eXe−1j = 0, 1 ≤ j ≤ n,
is an affine cone of An of dimension at most d. Therefore, the set of singular points of
pcl(Vg) lying in the hyperplane {X0 = 0} has dimension at most d− 1.
Finally, if e > wt(f), observe that R
deg(Rg)
g = Xe1 + · · · +Xen, from where it is easy to
see that pcl(Vg) has no singular points at infinity.
Suppose now that g ∈ Fq. We see that any point x = (0 : x1 : · · · : xn) ∈ Σ∞g satisfies
the equations defined in (3.7). Hence, by (H2) and the same arguments of the proof of the
case e < wt(f), we deduce that the set of singular points of pcl(Vg) lying in the hyperplane
{X0 = 0} has dimension at most d− 2. 
From Theorem 3.4 and Proposition 3.6 we obtain the following result.
Theorem 3.7. Let 1 ≤ d ≤ n − 3. Let f ∈ Fq[Y1, . . . , Yd], g ∈ Fq[X1, . . . ,Xn] defined as
in (3.1) such that (H1)− (H2) hold and Rg defined as in (3.2). Then pcl(Vg) has singular
locus of dimension at most d. On the other hand, if g ∈ Fq then pcl(Vg) has singular locus
of dimension at most d− 1.
Corollary 3.8. The hypersurface Vg is absolutely irreducible, when g is defined as in (3.1)
or g ∈ Fq.
Proof. Observe that Vg is absolutely irreducible if and only if pcl(Vg) is absolutely irre-
ducible (see, e.g., [28, Chapter I, Proposition 5.17]). Suppose that pcl(Vg) is not absolutely
irreducible. Then it has a nontrivial decomposition into absolutely irreducible components
pcl(Vg) = C1 ∪ · · · ∪ Cs,
where C1, . . . , Cs are projective hypersurfaces of Pn. Since Ci ∩ Cj 6= ∅ and Ci, Cj are
absolutely irreducible, then dim(Ci ∩ Cj) = n− 2.
Denote by Σhg the singular locus of pcl(Vg). From Theorem 3.7 we have that dimΣ
h
g ≤ d.
On the other hand, we have Ci ∩ Cj ⊂ Σhg for any i 6= j, which implies dimΣhg ≥ n − 2.
This contradicts the assertion dimΣhg ≤ d, since d ≤ n− 3 by hypothesis. 
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3.1. Estimates on the number of Fq–rational points of deformed hypersurfaces.
Let d, n, e be positive integers such that 1 ≤ d ≤ n − 3 . In this section we shall estimate
the number of Fq-rational points of Vg := V (Rg) ⊂ An, where Rg is defined as in (3.2),
thus proving Theorem 1.1.
In what follows, we shall use an estimate on the number of Fq–rational points of a
projective hypersurface due to S. Ghorpade and G. Lachaud ([24]; see also [25]). In [24,
Theorem 6.1], the authors prove that, for an absolutely irreducible Fq–hypersurface V ⊂
Pm+1 of degree d ≥ 2 and singular locus of dimension at most s ≥ 0, the number |V (Fq)|
of Fq–rational points of V satisfies the estimate:
(3.8)
∣∣|V (Fq)| − pm∣∣ ≤ b′m−s−1,d qm+s+12 + Cs,mqm+s2 ,
where pm := q
m+qm−1+· · ·+1, b′m,d is them–th primitive Betti number of any nonsingular
hypersurface of Pm+1 of degree d and Cs(V ) :=
∑m−1+s
i=m−1 bi,ℓ(V )+εi, where bi,ℓ(V ) denotes
the i–th ℓ–adic Betti number of V for a prime ℓ different from p := char(Fq) and εi := 1
for even i and εi := 0 for odd i. In [8], the authors combine the Katz inequality [27,
Theorem 3] with the Adolphson–Sperber bound for hypersurfaces [3, Theorem 5.27] to
obtain the following upper bound, which is slightly better than that for an arbitrary
complete intersection ([24, Proposition 5.1]):
(3.9) Cs,m(V ) ≤ 6(d+ 2)m+1.
On the other hand, according to [24, Theorem 4.1 and Example 4.3], one has the following
upper bound:
(3.10) b′m,d ≤
d− 1
d
(
(d− 1)m+1 − (−1)m+1) ≤ (d− 1)m+1.
Suppose that g defined as in (3.1). From Theorem 3.7 and Corollary 3.8, we know that
pcl(Vg) is an absolutely irreducible hypersurface of degree δ = deg(Rg) and singular locus
of dimension at most d. Hence, from (3.8), (3.9) and (3.10) we have that:
(3.11)
∣∣|pcl(Vg)(Fq)| − pn−1∣∣ ≤ (δ − 1)n−d−1q n+d2 + 6(δ + 2)nq n+d−12 .
Now, we estimate the number of Fq–rational points of V
∞
g = V (pcl(Vg)) ∩ {X0 = 0}.
Note that V∞g = V (R
degRg
g ) is a hypersurface of Pn−1. Suppose that e < wt(f). The same
arguments as in the proof of Proposition 3.6 shows that the dimension of the singular locus
of V∞g is at most d− 2. Then, taking into account (3.8), the following estimate holds:
(3.12)
∣∣|V∞g (Fq)| − pn−2∣∣ ≤ (δ − 1)n−dq n+d−32 + 6(δ + 2)n−1q n+d−42 .
Observe that |Vg(Fq)| = |pcl(Vg)(Fq)| − |V∞g (Fq)|. From (3.11) and (3.12), we have:∣∣|Vg(Fq)| − qn−1∣∣ ≤∣∣|pcl(Vg)(Fq)| − pn−1∣∣+ ∣∣|V∞g (Fq)| − pn−2∣∣
≤(δ − 1)n−d−1q n+d2 + 6(δ + 2)nq n+d−12
+ (δ − 1)n−dq n+d−32 + 6(δ + 2)n−1q n+d−42
≤(q3/2 + 1)q n+d−42 ((δ − 1)n−dq1/2 + 6(δ + 2)n).
Suppose now that e = wt(f). Also by the same arguments as in the proof of Proposition
3.6 the dimension of the singular locus of V∞g is at most d− 1. Then, taking into account
(3.8), the following estimate holds:
(3.13)
∣∣|V∞g (Fq)| − pn−2∣∣ ≤ (δ − 1)n−d−1q n+d−22 + 6(δ + 2)n−1q n+d−32 .
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From (3.11) and (3.13), we obtain that∣∣|Vg(Fq)| − qn−1∣∣ ≤∣∣|pcl(Vg)(Fq)| − pn−1∣∣+ ∣∣|V∞g (Fq)| − pn−2∣∣
≤(δ − 1)n−d−1q n+d2 + 6(δ + 2)nq n+d−12
+ (δ − 1)n−d−1q n+d−22 + 6(δ + 2)n−1q n+d−32
≤(q + 1)q n+d−32 ((δ − 1)n−d−1q1/2 + 6(δ + 2)n).
Finally, if e > wt(f), and again from the proof of Proposition 3.6, we have that V∞g is a
nonsingular variety. We can apply the following result due to P. Deligne (see, e.g., [19]): for
a nonsingular ideal-theoretic complete intersection V ⊂ Pn defined over Fq, of dimension r
and multidegree d = (d1, . . . , dn), the following estimate holds:
(3.14)
∣∣|V (Fq)| − pr| ≤ b′r(n,d)qr/2,
where b′r(n,d) is the rth-primitive Betti number of any nonsingular complete intersection
of Pn of dimension r and multidegree d.
Thus
(3.15)
∣∣|V∞g (Fq)| − pn−2∣∣ ≤ (δ − 1)n−1q(n−2)/2.
From (3.11) and (3.15), we conclude that∣∣|Vg(Fq)| − qn−1∣∣ ≤∣∣|pcl(Vg)(Fq)| − pn−1∣∣+ ∣∣|V∞g (Fq)| − pn−2∣∣
≤(δ − 1)n−d−1q n+d2 + 6(δ + 2)nq n+d−12
+ (δ − 1)n−1q(n−2)/2
≤q n−22 (((δ − 1)n−d−1q1/2 + 6(δ + 2)n)q(d+1)/2 + (δ − 1)n−1).
Now, if g ∈ Fq, observe that pcl(Vg) ⊂ Pn has degree δ = deg(Rg) and, from Theorem
3.7, its singular locus has dimension at most d− 1. Hence, from (3.8), we obtain:
(3.16)
∣∣|pcl(Vg)(Fq)| − pn−1∣∣ ≤ (δ − 1)n−dq n+d−12 + 6(δ + 2)nq n+d−22 .
On the other hand, V∞g = V (R
degRg
g ) is a hypersurface of Pn−1. As before, the same
arguments of Proposition 3.6 give us that the dimension of the singular locus of V∞g is at
most d− 2. Then taking into account (3.8), the following estimate holds:
(3.17)
∣∣|V∞g (Fq)| − pn−2∣∣ ≤ (δ − 1)n−dq n+d−32 + 6(δ + 2)n−1q n+d−42 .
From (3.16) and (3.17), we conclude that∣∣|Vg(Fq)| − qn−1∣∣ ≤∣∣|pcl(Vg)(Fq)| − pn−1∣∣+ ∣∣|V∞g (Fq)| − pn−2∣∣
≤(δ − 1)n−dq n+d−12 + 6(δ + 2)nq n+d−22
+ (δ − 1)n−dq n+d−32 + 6(δ + 2)n−1q n+d−42
≤(q + 1)q n+d−42 ((δ − 1)n−dq1/2 + 6(δ + 2)n).
All this previous discussion settles Theorem 1.1
Remark 3.9. We can provide another estimate for the case when g1 of the definition
(3.1) is identically zero and Rg is an homogeneous polynomial. In this case, Vg ⊂ Pn−1
is also a projective variety with singular locus of dimension at most d − 1. Indeed, the
same arguments as in the proof of Theorem 3.4 imply that the set of x ∈ An such that
∇Rg(x) = 0 defines an affine cone of dimension at most d. Hence, the set of x ∈ Pn−1 for
which ∇Rg(x) = 0 has dimension at most d− 1. Thus, from (3.8), we have that∣∣Ng − pn−2∣∣ ≤ (δ − 1)n−d−1q(n+d−2)/2 + 6(δ + 2)nq(n+d−3)/2,
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where Ng denotes the number of Fq–rational projective points of Vg. Since |Vg(Fq)| =
Ng(q − 1) + 1 we conclude that∣∣|Vg(Fq)| − qn−1∣∣ ≤ (q − 1)
(
(δ − 1)n−d−1q(n+d−2)/2 + 6(δ + 2)nq(n+d−3)/2
)
.
Note that the order of the error terms in either case g1 = 0 or g1 6= 0 is the same.
Remark 3.10. It is easy to prove that if g = 0 and R0 is an homogeneous polynomial
then the singular locus of V0 ⊂ Pn−1 has dimension at most d − 2. Hence we have the
following estimate:∣∣|V0(Fq)| − qn−1∣∣ ≤ (q − 1)
(
(δ − 1)n−d−1q(n+d−3)/2 + 6(δ + 2)n−1q(n+d−4)/2
)
.
3.2. f is a linear polynomial and n ≥ 3. For a linear polynomial f we can obtain
better results. Indeed, we can improve Theorem 1.1 by studying the geometric properties
of the deformed hypersurfaces in more detail. Fix n ≥ 3 and let f = b1Y1+ · · ·+bdYd+a ∈
Fq[Y1, . . . , Yd] be a nonzero linear polynomial. In the following result we obtain an upper
bound of the dimension of Σg in this case.
Proposition 3.11. Vg ⊂ An is nonsingular or dimΣg = 0 .
Proof. Suppose first that g is defined as in (3.1) and let x ∈ Σg. Then
∇Rg(x) = (b1, . . . , bd) ·A(x) + e · (xe−11 , . . . , xe−1n ) +∇g1(x) = 0,
where A(x) is defined in (3.5). Thus we have the following n equations:
Qj := b1m1X
m1−1
j + · · · + bdmdXmd−1j + eXe−1j +
∂g1
∂Xj
= 0, 1 ≤ j ≤ n.
Consider the graded lexicographic order of Fq[X1, . . . ,Xn] with Xn > Xn−1 > · · · > X1.
For each 1 ≤ j ≤ n, Lt(Qj) satisfies:
• Lt(Qj) = bimiXmi−1j if e < mi,
• Lt(Qj) = bimiXmi−1j + eXe−1j if e = mi,
• Lt(Qj) = eXe−1j if e > mi,
where mi := max{mk, bk 6= 0, 1 ≤ k ≤ n}. With this monomial order, the leading
terms are relatively prime and thus they form a Gro¨bner basis of the ideal J that they
generate. Hence, the initial of the ideal J is generated by Lt(Q1), . . . , Lt(Qn), which
form a regular sequence of Fq[X1, . . . ,Xn]. Therefore, by [21, Proposition 15.15] the
polynomials Q1, . . . , Qn form a regular sequence of Fq[X1, . . . ,Xn]. Thus, we deduce that
Σg has dimension at most 0.
The case for g ∈ Fq follows analogously. 
Corollary 3.12. pcl(Vg) ⊂ Pn has no singular points at infinity.
Proof. Suppose that g is defined as in (3.1) and consider Σ∞g ⊂ Pn. From Lemma 3.5, we
have that:
• Rhg (0,X1, . . . ,Xn) = fwt(Pm1 , . . . , Pmd), if e < wt(f),
• Rhg (0,X1, . . . ,Xn) = fwt(Pm1 , . . . , Pmd) +Xe1 + · · ·+Xen, if e = wt(f),
• Rhg (0,X1, . . . ,Xn) = Xe1 + · · · +Xen if if e > wt(f).
On the other hand, if g ∈ Fq then Rhg (0,X1, . . . ,Xn) = fwt(Pm1 , . . . , Pmd). Observe that
fwt = biYi where bi := max{bk, bk 6= 0, 1 ≤ k ≤ n}. Following the proof of Proposition
3.11 we deduce that Σ∞g ⊂ An has dimension at most 0. Thus, pcl(Vg) ⊂ Pn has no
singular points at infinity.

From Proposition 3.11 and Corollary 3.12 we conclude the following result.
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Theorem 3.13. Let n ≥ 3. Let f ∈ Fq[Y1, . . . , Yd] be a linear polynomial and g ∈
Fq[X1, . . . ,Xn] defined as in (3.1) or g ∈ Fq. Then pcl(Vg) ⊂ Pn has singular locus of
dimension at most 0.
From Theorem 3.13 and following the proof of Corollary 3.8, we obtain:
Corollary 3.14. The hypersurface Vg is absolutely irreducible.
We arrive at the following result concerning the number of Fq-rational points of the
variety Vg for a linear polynomial f .
Theorem 3.15. Let n ≥ 3. Letm1, . . . ,md be positive integer with m1 < · · · < md. We as-
sume that char(Fq) does not divide e and mj for all 1 ≤ j ≤ d. Let Rg = f(Pm1 , . . . , Pmd)+g
with f = b1Y1 + · · · + bdYd + a and g ∈ Fq[X1, . . . ,Xn] of degree e and g is defined as in
(3.1) or g ∈ Fq. Then,∣∣|Vg(Fq)| − qn−1∣∣ ≤ q(n−1)/2(2(mi − 1)n−1q1/2 + 6(mi + 2)n),
where mi := max{mk, bk 6= 0, 1 ≤ k ≤ n}.
Proof. From Theorem 3.13, Corollary 3.14 and the estimate (3.8), we have
(3.18)
∣∣|pcl(Vg)(Fq))| − pn−1∣∣ ≤ (mi − 1)n−1qn/2 + 6(mi + 2)nq(n−1)/2.
Now, we estimate the number of Fq-rational points of V
∞
g := pcl(Vg) ∩ {X0 = 0} ⊂ Pn−1.
Note that V∞g = V (R
degRg
g ) is a hypersurface of Pn−1 of dimension n − 2. Following the
proof of Corollary 3.12 we deduce that V∞g is nonsingular variety of degree deg(Rg) = mi.
Then, from (3.14):
(3.19) ||V∞g (Fq)| − pn−2| ≤ (mi − 1)n−1q(n−2)/2.
From (3.18) and (3.19), we conclude that∣∣|Vg(Fq)| − qn−1∣∣ ≤∣∣|pcl(Vg)(Fq)| − pn−1∣∣+ ∣∣|V∞g (Fq)| − pn−2∣∣
≤(mi − 1)n−1qn/2 + 6(mi + 2)nq(n−1)/2 + (mi − 1)n−1q(n−2)/2
≤q(n−1)/2(2(mi − 1)n−1q1/2 + 6(mi + 2)n).

Remark 3.16. Note that Theorem 3.15 improves Theorem 1.1 when f is a nonzero linear
polynomial. Indeed, the estimate of Theorem 3.15 does not depend on d, the number of
mj-power sum polynomials in which f is evaluated. Concretely, from Theorem 1.1 we have
that |Vg(Fq)| = qn−1 +O(q(n+d)/2), while Theorem 3.15 implies |Vg(Fq)| = qn−1 +O(qn/2).
Remark 3.17. Suppose that the polynomial g1 of the definition (3.1) is identically zero
and Rg is an homogeneous polynomial. Then Rg = c(X
e
1 + · · ·+Xen) for some c ∈ Fq and
Vg ⊂ Pn−1. It is easy to see that the set of {x ∈ An : ∇Rg(x) = 0} = {0}, from where Vg
is a nonsingular variety. Thus, from (3.14):∣∣Ng − pn−2∣∣ ≤ (e− 1)n−1q(n−2)/2,
where Ng is the number of Fq–rational projective points of Vg. As in Remark 3.9, we
conclude that ∣∣|Vg(Fq)| − qn−1∣∣ ≤ (e− 1)n−1q(n−2)/2(q − 1).
Remark 3.18. Suppose that g = 0 and R0 is an homogeneous polynomial. Then R0 =
c(Xm1 + · · · +Xmn ) with c ∈ Fq. Following the arguments of the above remark, it can be
shown that ∣∣N0 − qn−1∣∣ ≤ (m− 1)n−1q(n−2)/2(q − 1).
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4. Special Deformed Hypersurfaces
In this section we follow the same methodology to obtain estimates of Fq–solutions of
some well known equations over finite fields. These results are not obtained directly from
applying Theorem 1.1 since we can take advantage of the properties of the polynomial f
under consideration for these particular cases.
4.1. Deformed diagonal equations over a finite field. Let m, n be positive integers
such that n ≥ 3 and m ≥ 2 is not divisible by char(Fq) and let g ∈ Fq[X1, . . . ,Xn] with
deg(g) < m. Consider the equation:
(4.1) c1X
m
1 + · · ·+ cnXmn + g(X1, . . . ,Xn) = 0,
where ci ∈ Fq \ {0}, 1 ≤ i ≤ n. We denote by Ng the number of Fq–rational solutions
of (4.1). Let Rg := c1X
m
1 + · · · + cnXmn + g(X1, . . . ,Xn) and let Vg ⊂ An be defined by
Vg = V (Rg). In this case, x ∈ Σg satisfies
Rg = 0, cjmX
m−1
j +
∂g
∂Xj
= 0, 1 ≤ j ≤ n.
Following the same arguments used to prove Proposition 3.11, Corollaries 3.12 and 3.14
and Theorems 3.13 and 3.15 we can deduce the following result.
Theorem 4.1. With the hypotheses as above, we have that
(4.2) |Ng − qn−1| ≤ q(n−1)/2
(
2(m− 1)n−1q1/2 + 6(m+ 2)n).
Observe that in [2] the authors use the Newton polyhedra to prove a result that allows
one to obtain an estimate on the number of Fq-solution of a deformed diagonal equation.
This result holds under some hypotheses for g, which are not present in Theorem 4.1.
Theorem 4.2. Let q > (m+2)
2n
n−2 and g ∈ Fq[X1, . . . ,Xn] of degree less than m. Assume
that char(Fq) does not divide m. Then, the equation c1X
m
1 +· · ·+cnXmn +g(X1, . . . ,Xn) = 0,
has at least one solution in Fnq .
Proof. Observe that if q > 144 then 6(m+2)n < 1/2(m+2)nq1/2. On the other hand, we
have that 2(m− 1)n−1 < 1/2(m + 2)n. Then, from (4.2) we deduce that
|Ng − qn−1| ≤ qn/2(m+ 2)n,
from where
(4.3) Ng ≥ qn−1 − qn/2(m+ 2)n.
Therefore, the equation Rg = c1X
m
1 + · · · + cnXmn + g(X1, · · · ,Xn) = 0 has at least one
solution in Fnq if the right-hand side of (4.3) is a positive number. The result follows. 
Remark 4.3. Note that if q > (m + 2)2 then n > 2 log(q)
log( q
(m+2)2
)
. Observe that E(q) =
2 log(q)
log( q
(m+2)2
)
is a decreasing function and limq→∞E(q) = 2. Hence, for q sufficiently large,
the equation (4.1) has at least one solution in Fnq , n > 2.
Carlitz [11] showed that if m = n, m divides char(Fq) − 1 and g ∈ Fq[X1, . . . ,Xn] is of
degree less thanm, then Rg = 0 has at least one solution in F
n
q . This result was extended by
Felszeghy [22], who proved that Rg = 0 has at least one solution in F
n
q if q = p := char(Fq)
and
(4.4) n ≥
⌈ p− 1
⌊p−1m ⌋
⌉
.
He also shows that if m divides p− 1 and n ≥ m, then Rg = 0 is solvable in Fnq .
Theorem 4.2 improves (4.4) in several aspects. Indeed, on one hand, our result holds
for any q such that char(Fq) does not divide m while (4.4) holds if q = p. On the other
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hand, we prove that if q > (m+2)2 then (4.1) has at least a Fq-rational solution for n ≥ 3
while Felszeghy’s result requires p ≥ m+ 1 and n ≥ m+ 1. In particular, if p > (m+ 2)2
we can guarantee the existence of at least one Fp-rational solution for any n ≥ 3 instead of
n ≥ m+ 1.
Remark 4.4. For b ∈ Fq consider the following diagonal equation:
c1X
m
1 + · · ·+ cnXmn = b.
If b = 0 then Theorem 3.15 gives us N0 = q
n−1 +O(qn/2), which is of similar order to the
results in the literature (see, e.g., [30, Chapter 6, §3]). Suppose then b 6= 0. From (4.2), we
have that Nb = q
n−1+O(qn/2), but this estimate can be improved. Indeed, it can be shown
that the singular locus Σb of the affine variety V (Rb) defined by Rb = c1X
m
1 +· · ·+cnXmn −b
is Σb = {0}. Hence, the projective variety pcl(V (Rb)) is nonsingular and, from (3.14), we
have
(4.5) |Nb − qn−1| ≤ (m− 1)nq(n−2)/2(1 + q1/2).
Observe that this result is Weil ’s estimate for diagonal equations (see, e.g., [30, Chapter
6, §3]).
4.2. Generalized Markoff-Hurwitz-type equations. Let m,n, k1, . . . , kn be positive
integers, n ≥ 3 and m ≥ 2, a, b ∈ Fq and ai ∈ Fq \ {0}, 1 ≤ i ≤ n. Consider the equation
(4.6) a1X
m
1 + · · ·+ anXmn + a = bXk11 . . . Xknn .
Observe that this is an special case of deformed diagonal equations. Denote by N the
number of Fq–rational solutions of (4.6). Suppose that char(Fq) does not divide m. Let
Rg := a1X
m
1 + · · ·+ anXmn + g, where g = a− bXk11 · · ·Xknn and k1 + · · ·+ kn < m. From
Theorem 4.1 we obtain the following result.
Theorem 4.5. With the same hypotheses as above, N satisfies the following estimate:
∣∣N − qn−1∣∣ ≤ q(n−1)/2(2(m− 1)n−1q1/2 + 6(m+ 2)n).
In what follows we obtain sufficient conditions for the existence of a Fq–rational solution
with nonzero coordinates. We shall need the following estimate on the number of Fq–
rational solutions of (4.6) with i coordinates equal to zero. We denote this number Ni.
Proposition 4.6. With the same hypotheses as above, the number Ni satisfies the following
estimate:
If a = 0 and i = 1, . . . , n − 2, then
(4.7) |Ni − qn−i−1| ≤ (m− 1)n−i−1q(n−i−2)/2(q − 1).
If a 6= 0 and i = 1, . . . , n − 1, then
(4.8) |Ni − qn−i−1| ≤ (m− 1)n−iq(n−i−2)/2(1 + q1/2)
Proof. Follows from (4.6) and Remark 4.4. 
Let N∗ be the number of Fq-rational solutions of (4.6) with nonzero coordinates and let
N= be the number of Fq-rational solutions of (4.6) with at least one coordinate equal to
zero. Note that N∗ = N −N=. By the inclusion-exclusion principle we obtain
(4.9) N= =
n∑
i=1
(−1)i+1
(
n
i
)
Ni.
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Suppose that a 6= 0. From (4.9) and since Nn = 0, we have
N∗ − (q − 1)
n
q
= N −N= −
n∑
i=0
(−1)i
(
n
i
)
qn−i−1
= N −
n∑
i=1
(−1)i+1
(
n
i
)
Ni −
n∑
i=0
(−1)i
(
n
i
)
qn−i−1
= N − qn−1 +
n−1∑
i=1
(−1)i
(
n
i
)
(Ni − qn−i−1) + (−1)n(Nn − q−1)
= (N − qn−1) +
n−1∑
i=1
(−1)i
(
n
i
)
(Ni − qn−i−1)− (−1)n 1
q
.
Thus, we deduce that
N∗ − (q − 1)
n − (−1)n
q
= (N − qn−1) +
n−1∑
i=1
(−1)i
(
n
i
)
(Ni − qn−i−1).
Therefore, from Theorem 4.5 and (4.8):
∣∣∣N∗ − (q − 1)n − (−1)n
q
∣∣∣ ≤ |N − qn−1|+
n−1∑
i=1
(
n
i
)
|Ni − qn−i−1|
≤ 6(2m)nqn/2 + 2mn−1
n−1∑
i=1
(
n
i
)
q(n−i−1)/2
≤ 6(2m)nqn/2 + 2mn−1 (
√
q + 1)n −√qn − 1√
q
≤ 6(2m)nqn/2 + 2
m
(2m)nq
n−1
2
≤ 6(2m)nqn/2 + (2m)nqn/2
≤ 7(2m)nqn/2.
We have proved the following result.
Proposition 4.7. With the hypotheses as above and q > 2, the number N∗ of Fq–rational
solutions of (4.6) with nonzero coordinates satisfies the following estimate:∣∣∣N∗ − (q − 1)n − (−1)n
q
∣∣∣ ≤ 7(2m)nqn/2.
In [34] Mordell studies the following equation:
(a1X
m1
1 + · · ·+ anXmnn + a)k = bXk11 · · ·Xknn ,
where a1, . . . , an, a are nonzero elements of Fq, k,m1, . . . ,mn ∈ N, k1, . . . , kn are nonnega-
tive integers and n ≥ 2. The author shows that if k1 = · · · = kn = 1 and q = p then
(4.10)
∣∣∣N∗ − (q − 1)n
q
∣∣∣ ≤ d1 · · · dnqn/2,
where di = gcd(mi, q − 1). Observe that Proposition 4.7 improves (4.10) when k = 1 and
m = m1 = · · · = mn. Indeed, our result holds for all q > 2 with char(Fq) not dividing
m and m > k1 + · · · + kn. Moreover, we determine one more term in the asymptotic
development in terms of q. Namely, we prove N∗ = (q−1)
n−(−1)n
q + O(qn/2) instead of
N∗ = (q−1)
n
q + O(qn/2). Observe that this term appears in the asymptotic development
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of N∗ when a = 0 (see, e.g., [4, Theorem 3.1]). Now, we provide an existence result for
Fq–rational solutions with nonzero coordinates. From Proposition 4.7 we deduce that
N∗ ≥ (q − 1)
n − (−1)n
q
− 7(2m)nqn/2
≥ (q − 1)
n
2q
− 7(2m)nqn/2
≥ q(n−2)/2(2m)n
( (q − 1)n
2(2m)nqn/2
− 7q
)
≥ q(n−2)/2(2m)n
( 1
2(2m)n
((q − 1)2
q
)n/2 − 7q)
≥ q(n−2)/2(2m)n
( (q − 2)n/2
2(4m2)n/2
− 7q
)
From Bernoulli’s inequality we obtain
N∗ ≥ q(n−2)/2(2m)n
(n
4
(q − 2− 4m2
4m2
)
− 7q
)
Therefore, (4.6) has at least one solution in Fnq with nonzero coordinates if
n
4
(q − 2− 4m2
4m2
)
− 7q > 0.
That is,
n(q − 2− 4m2)− 112m2q > 0,
which is equivalent to
(q − 2− 4m2)(n − 112m2)− 112m2(2 + 4m2) > 0.
We conclude that if n > 112m2 the equation (4.6) has at least a nontrivial solution in
(F∗q )
n for
q >
112m2(2 + 4m2)
n− 112m2 + 2 + 4m
2.
We have proved:
Proposition 4.8. If q > 112m
2(2+4m2)
n−112m2
+2+4m2, char(Fq) does not divide m and n > 112m
2
then the equation (4.6) has at least one solution in (F∗q )
n for the case a 6= 0.
Remark 4.9. It can be shown that if q > (2m)
2n
n−4 , m ≥ 3 and n ≥ 5, then the equation
(4.6) has at least one solution in (F∗q )
n. This existence result holds for far more values of
n although it requires larger values of q.
Remark 4.10. Suppose that a = 0. With the same hypotheses and arguments of Theorem
4.5 and taking into account (4.7), we deduce that the number N∗ of Fq–rational solutions
of (4.6) with nonzero coordinates satisfies the following estimate:
(4.11)
∣∣∣N∗ − (q − 1)n
q
− (−1)n(n+ 1− 1
q
)
∣∣∣ ≤ 7(2m)nqn/2.
For a = 0, k1 = · · · = kn = 1, n ≥ 2 and 1 ≤ m ≤ q − 1, Baoulina [4] shows that
(4.12)
∣∣∣N∗ − (q − 1)n − (−1)n
q
∣∣∣ ≤ (d0dn−11 − 1)q(n−1)/2 + (d− d0)dn−11 q(n−2)/2,
where d1 = gcd(m, q − 1), d = gcd(n − km, q−1d1 ) and d0 = gcd(d, k). Although (4.12)
is better than (4.11) when k1 = · · · = kn = 1, our estimate extends (4.12) for the case
k1+ · · ·+ kn < m. Moreover, we determine one more term in the asymptotic development
of N∗ in terms of q, namely N∗ = (q−1)
n−(−1)n
q + (−1)n(n + 1) +O(qn/2).
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4.3. Carlitz’s equations. Let d, n be positive integers with d ≥ 2 and n ≥ 3. Let
hi = ad,iT
d + · · · + a0,i ∈ Fq[T ], with deg(hi) = d, 1 ≤ i ≤ n. Let g ∈ Fq[X1, . . . ,Xn] such
that deg(g) < d. Suppose that char(Fq) does not divide d. Carlitz’s equations are:
(4.13) h1(X1) + · · ·+ hn(Xn) = g.
Denote by N the number of Fq-rational solutions of (4.13). Let Rg, Vg and Σg be defined
as usual. A given x ∈ Σg satisfies the following equations:
Qj := h
′
j(Xj)−
∂g
∂Xj
= 0, 1 ≤ j ≤ n.
By the same arguments as before we can show that Qj, 1 ≤ j ≤ n, form a regular sequence
of Fq[X1, . . . ,Xn] and pcl(Vg) has no singular points at infinity. Thus, we obtain the
following result.
Theorem 4.11. Let n ≥ 3 and d ≥ 2 not divisible by char(Fq). Then the singular locus of
pcl(Vg) has dimension at most 0 and Vg is absolutely irreducible.
Following the same reasoning as in the proof of Theorem 3.15 we conclude:
Theorem 4.12. Let n ≥ 3 and d ≥ 2 not divisible by char(Fq). Then
(4.14)
∣∣N − qn−1∣∣ ≤ q(n−1)/2(2(d− 1)n−1q1/2 + 6(d+ 2)n).
Remark 4.13. Observe that for h1 = · · · = hn = h then the equation (4.13) can be
written as
a1P1 + · · ·+ adPd + na0 = g.
Thus, (4.13) can be expressed as f(P1, . . . , Pd) + na0 = g, where f ∈ Fq[Y1, . . . , Yd] is the
linear polynomial f := a1Y1+ · · ·+adYd+na0. We can then apply Theorem 3.15 to obtain
a similar result as the one in the previous theorem.
Carlitz [10] studies the number of Fq–rational solutions of the equation
h1(X1) + · · · + hn(Xn) = α,
where hi ∈ Fq[T ] with 2 < deg(hi) = ki < char(Fq) and α ∈ Fq. More precisely, he proves
that the number N of Fq-rational solutions of this equation is given by
(4.15) N = qn−1 +O(qn−w),
where w = 1k1 + · · · + 1kn and the constant implied by the O is not explicitly given.
Theorem 4.12 improves (4.15) in several aspects if deg(hi) = d, 1 ≤ i ≤ n. On one hand,
Theorem 4.12 gives an explicit estimate on the numberN . On the other hand, the equation
can be matched to a non-necessarily constant polynomial. Finally, our result implies
N = qn−1 + O(qn/2) while (4.15) implies that N = qn−1 + O(qn−w) = qn−1 + O(qn/2+ǫ),
where ǫ = n(12 − 1d) > 0 and w = nd .
Regarding existence results, Carlitz [11] shows that if deg(hi) = n, 1 ≤ i ≤ n and n
divides char(Fq) − 1, then (4.13) has at least one solution in Fnq . From Theorem 4.12 we
can find conditions which imply that (4.13) has at least one solution in Fnq when d ≥ 2 and
n ≥ 3.
Theorem 4.14. Let q > (d + 2)
2n
(n−2) , d ≥ 2 not divisible by char(Fq) and n ≥ 3. Let
hi ∈ Fq[T ] be defined by hi = ad,iT d + · · · + a0,i, 1 ≤ i ≤ n, with deg(hi) = d and
g ∈ Fq[X1, . . . ,Xn] with deg(g) < d. Then the equation h1(X1) + · · · + hn(Xn) = g has at
least one solution in Fnq .
Remark 4.15. Theorem 4.12 provides an upper bound of Waring’s number for univariate
polynomials over Fq. Waring’s problem consists in finding the minimum number of variables
such that the equation Xd1 + · · · +Xdn = β has solutions for any natural number β. This
minimum number is called the Waring’s number associated to d. The Waring’s problem
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has also been considered for equations over finite fields and there are many bounds for
their Waring number (see, e. g., [35, Chapter 13]).
Consider the following generalization of Waring’s problem: given a polynomial h ∈ Fq[T ]
of degree d, find the minimum number of variables such that
(4.16) h(X1) + · · ·+ h(Xn) = β
has a solution in Fnq for any β ∈ Fq. We denote this number by γ(h, q). Carlitz [12] proves
that if q is a prime number then γ(h, q) ≤ d whenever d 6= p − 1, p−12 . On the other
hand, Castro et. al. [13] obtain an upper bound on γ(h, q) for polynomials of the form
h = aT d + g ∈ Fq[T ], where d 6= 1 divides p − 1 and g satisfies certain hypothesis related
to p-weight degree of g.
Let N be the number of Fq–rational solutions of equation (4.16). Suppose that d ≥ 2
and n ≥ 3. From Theorem 4.12 we have that∣∣N − qn−1∣∣ ≤ q(n−1)/2(2(d− 1)n−1q1/2 + 6(d+ 2)n).
On one hand, q > 144 implies that 6(d + 2)n < 1/2(d + 2)nq1/2. On the other hand,
2(d− 1)n−1 < 1/2(d+2)n holds. Thus, N > 0 provided that qn/2(q(n−2)/2− (d+2)n) > 0;
that is q(n−2)/2 > (d + 2)n. Now, if q > (d + 2)2 the condition q(n−2)/2 > (d + 2)n is
equivalent to
n >
log(q2)
log( q(d+2)2 )
.
We conclude that if n > log(q
2)
log( q
(d+2)2
)
then γ(h, q) ≤
⌈
log(q2)
log( q
(d+2)2
)
⌉
. On the other hand, if
q > (d+ 2)2(d−1)/(d−3) , then we obtain that
⌈
log(q2)
log( q
(d+2)2
)
⌉
≤ d. Thus, we have the following
result.
Theorem 4.16. Let n ≥ 3 and d ≥ 4. Assume that char(Fq) does not divide d. For any
q > (d+ 2)2(d−1)/(d−3) and any h ∈ Fq[T ] of degree d, we have that
γ(h, q) ≤
⌈ log(q2)
log( q
(d+2)2
)
⌉
Note in particular that solutions with small number of variables require large values of
q.
4.4. Equations in Dickson polynomials. Let d ∈ N and a ∈ Fq. The Dickson polyno-
mials over Fq of degree d with parameter a are:
Dd(X, a) =
⌊d/2⌋∑
i=0
d
d− i
(
d− i
i
)
(−a)iXd−2i.
Dickson polynomials have been extensively studied because they play very important roles
in both theoretical work as well as in various applications (see, [35, Chapter 7]).
Let d, n be positive integers with d ≥ 2 and n ≥ 3 and assume that char(Fq) does
not divide d. Let g ∈ Fq[X1, . . . ,Xn] be such that deg(g) < d. Consider the following
polynomial equation
(4.17) c1Dd(X1, a1) + · · · + cnDd(Xn, an) = g,
where a1, . . . , an ∈ Fq and c1, . . . , cn ∈ Fq \ {0}. Observe that for a = 0 this is a deformed
diagonal equation. Equation (4.17) is a particular case of Carlitz’s equations defined in
(4.13) for hi := Dd(Xi, ai). From Theorem 4.12 we have:
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Theorem 4.17. Let n ≥ 3 and d ≥ 2 not divisible by char(Fq). Then
(4.18)
∣∣N − qn−1∣∣ ≤ q(n−1)/2(2(d− 1)n−1q1/2 + 6(d+ 2)n),
where N denotes the number of Fq–rational solutions of (4.17).
Remark 4.18. Observe that if a1 = · · · = an = a and c1 = · · · = cn = c, then the equation
(4.17) can be written as follows
⌊d/2⌋∑
i=0
biPd−2i = g,
where bi =
d
d−i
(d−i
d
)
(−a)i and Pd−2j = Xd−2j1 + · · · + Xd−2jn for 0 ≤ j ≤ ⌊d/2⌋. Thus,
equation (4.17) can be expressed as
f(Pd−2⌊d/2⌋, . . . , Pd) = g,
where f ∈ Fq[Yd−2⌊d/2⌋, . . . , Yd] is the linear polynomial f :=
∑⌊d/2⌋
i=0 biYd−2i. Hence, apply-
ing Theorem 3.15 we obtain a similar result as the one in the previous theorem.
In [17] the authors study the number of Fq–rational solutions of the equation
c1Dd1(X1, a1) + · · ·+ cnDdn(Xn, an) = c,
where d1, . . . , dn are positive integers, c1, . . . , cn ∈ Fq \ {0} and c, a1, . . . , an ∈ Fq. More
precisely, they prove that if n, d1, . . . , , dn ≥ 2 and there exists 0 ≤ t ≤ n such that
a1 = · · · = at = 0 and aj 6= 0 for all t < j ≤ n, then the number N of Fq-rational solutions
of these equations satisfies:
(4.19) |N − qn−1| ≤ q(n−2)/2(q − 1)
t∏
j=1
(mj − 1)
n∏
j=t+1
(mj + lj),
where mj = gcd(dj , q − 1) and lj = gcd(dj , q + 1) for 1 ≤ j ≤ n. If d1 = · · · = dn = d
then Theorem 4.17 extends the estimation in (4.19) in the sense that it holds for c ∈
Fq[X1, . . . ,Xn] with 0 < deg(c) < d.
Finally, from Theorem 4.17 we derive conditions about the solvability of (4.17) in Fnq .
Theorem 4.19. Let q > 49 (d + 2)
2n
(n−2) , d ≥ 2 not divisible by char(Fq) and n ≥ 3. Let
g ∈ [X1, . . . ,Xn], deg(g) < d. Then the equation
c1Dd(X1, a1) + · · ·+ cnDd(Xn, an) = g
has at least one solution in Fnq .
Proof. From (4.18), we have that∣∣N − qn−1∣∣ ≤ q(n−1)/2(2(d− 1)n−1q1/2 + 6(d+ 2)n).
Observe that if q > 362 then 6(d+2)n < 1/6(d+2)nq1/2. On the other hand, 2(d−1)n−1 <
1/2(d + 2)n. Under this condition we have that
∣∣N − qn−1∣∣ ≤ 2
3
qn/2(d+ 2)n.
Thus, N satisfies the following inequality:
(4.20) N ≥ qn−1 − 2
3
qn/2(d+ 2)n = qn/2(q(n−2)/2 − 2
3
(d+ 2)n).
We conclude that (4.17) has at least one solution in Fnq if q
(n−2)/2 > 23(d+ 2)
n.

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Remark 4.20. Suppose that d1 = · · · = dn = d. Observe that, when g is a constant,
Theorem 4.19 gives similar conditions on q, d and n than [17, Theorem 11], under which
there exists at least one Fq–rational solution of (4.17). Theorem 4.19 extends [17] since it
holds for a polynomial g of positive degree at most d.
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