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ADAMS OPERATIONS AND GALOIS STRUCTURE
G. PAPPAS
Abstract. We present a new method for determining the Galois module
structure of the cohomology of coherent sheaves on varieties over the integers
with a tame action of a finite group. This uses a novel Adams-Riemann-Roch
type theorem obtained by combining the Ku¨nneth formula with localization
in equivariant K-theory and classical results about cyclotomic fields. As an
application, we show two conjectures of [10], in the case of curves.
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1. Introduction
In this paper, we consider G-covers π : X → Y of a projective flat scheme
Y → Spec(Z) where G is a finite group. Let F be a G-equivariant coherent
sheaf of OX -modules on X , i.e. a coherent OX -module equipped with a G-action
compatible with the G-action on the scheme X . Our main objects of study are the
Zariski cohomology groups Hi(X,F ). These are finitely generated modules for the
integral group ring Z[G].
Let us consider the total cohomology RΓ(X,F ) in the derived category of com-
plexes of Z[G]-modules which are bounded below. If π is tamely ramified, then
the complex RΓ(X,F ) is “perfect”, i.e. isomorphic to a bounded complex (P •)
of finitely generated projective Z[G]-modules ([6], [7], [31]). This observation goes
back to E. Noether when X is the spectrum of the ring of integers of a number
field; in this general set-up it is due to T. Chinburg.
Definition 1.0.1. We say that the cohomology of F has a normal integral basis if
there exists a bounded complex (F •) of finitely generated free Z[G]-modules which
is isomorphic to RΓ(X,F ).
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To measure the obstruction to the existence of a normal integral basis we use
the Grothendieck group K0(Z[G]) of finitely generated projective Z[G]-modules.
We consider the projective class group Cl(Z[G]) which is defined as the quotient
of K0(Z[G]) by the subgroup generated by the class of the free module Z[G]. The
obstruction to the existence of a normal integral basis for the cohomology of F is
given by the (stable) projective Euler characteristic
χ(X,F ) =
∑
i
(−1)i[P i] ∈ Cl(Z[G])
which is independent of the choice of (P •).
The main problem in the theory of geometric Galois structure is to understand
such Euler characteristics. Often there are interesting connections with other invari-
ants of X . For example, it was shown in [8] that, under some additional hypotheses,
the projective Euler characteristic of a version of the deRham complex of X can be
calculated using ǫ-factors of Hasse-Weil-Artin L-functions for the cover X → X/G.
Also, when X is a curve over Z, the obstruction χ(X,OX) is related, via a suitable
equivariant version of the Birch and Swinnerton-Dyer conjecture, to the G-module
structure of the Mordell-Weil and Tate-Shafarevich groups of the Jacobian of the
generic fiber XQ ([10]).
We will first discuss the case when π : X → Y is unramified. Let us denote by
d the relative dimension of Y → Spec(Z).
When d = 0, the problem of the existence of a normal integral basis reduces
to a classical question: Suppose that N/K is an unramified Galois extension of
number fields with Galois group G and consider the ring of integers ON which is
then a projective Z[G]-module. Take X = Spec(ON ), Y = Spec(OK), F = OX ;
then the Euler characteristic χ(X,OX) is the class [ON ] in Cl(Z[G]). We are
then asking if ON is “stably free”, i.e. if there are integers n and m such that
ON ⊕ Z[G]
n ≃ Z[G]m. Results of A. Fro¨hlich and M. Taylor imply that [ON ] is
always 2-torsion in Cl(Z[G]) and is trivial when the group G has no irreducible sym-
plectic representations; this result also holds when, more generally, N/K is tamely
ramified. Indeed, if N/K is at most tamely ramified, Fro¨hlich’s conjecture (shown
by M. Taylor [39]) explains how to determine the class [ON ] from the root numbers
of Artin L-functions for irreducible symplectic representations of Gal(N/K). In
particular, gcd(2,#G) · [ON ] = 0. When G is of odd order, [ON ] = 0 and ON is
stably free; when G is of odd order, it then follows that ON is actually a free Z[G]-
module. In general, the class of a projective module in the class group Cl(Z[G])
contains a lot of information about the isomorphism class of the module. Hence, the
projective Euler characteristics that we consider in this paper also contain a lot of
information about the Galois modules given by cohomology. This is not necessarily
the case for the “naive” Euler characteristics that can be easily defined as classes
in the weaker Grothendieck group of all finitely generated G-modules.
When d > 0, some progress towards calculating χ(X,F ) for general F was
achieved after the introduction of the technique of cubic structures ([30], [31], [10];
the paper [8] only dealt with the deRham complex). This technique is very effective
when all the Sylow subgroups of G are abelian. In particular, it allowed us to show
that, under this hypothesis, gcd(2,#G) · χ¯(X,F ) = 0 if d = 1 ([30]). Some general
results were obtained in [31] when d > 1 but the problem appears to be quite
hard. In fact, as is explained in loc. cit., it is plausible that the statement that
χ(X,F ) = 0 for G abelian and all X of dimension < #G is equivalent to the truth
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of Vandiver’s conjecture for all prime divisors of the order #G. In [31], [10], it was
conjectured that for all G, there are integers N (that depends only on d) and δ
(that depends only on #G), such that gcd(N,#G)δ · χ(X,F ) = 0; this was shown
for G with abelian Sylows.
In this paper, we introduce a new method that allows us to handle non-abelian
groups. We obtain strong results, and, in the case d = 1 of curves over Z, a proof
of the above conjecture. This is based on Adams-Riemann-Roch type identities
which are proven using the Ku¨nneth formula and “localization” or “concentration”
theorems (as given for example by Thomason) in equivariant K-theory. We combine
these with a study of the action of the Adams–Cassou-Nogue`s–Taylor operations
on Cl(Z[G]) and some classical algebraic number theory.
Write #G = 2s3tm, with m relatively prime to 6, and define a, b as follows: If
the 2-Sylow subgroups of G have order ≤ 4, are cyclic of order 8, or are dihedral
groups, set a = 0. If the 2-Sylow subgroups of G are abelian (but not as in the case
above), or generalized quaternion, or semi-dihedral groups, set a = 1. In all other
cases, set a = s + 1. If the 3-Sylows subgroups of G are abelian, set b = 0. In all
other cases, set b = t− 1.
Theorem 1.0.2. Let X → Y be an unramified G-cover, with Y → Spec(Z) projec-
tive and flat of relative dimension 1. Let F be a G-equivariant coherent OX-module.
For a and b as above, we have 2a3b · χ(X,F ) = 0. In particular, if G has order
prime to 6, then χ(X,F ) = 0.
In particular, this implies, in this case of free G-action, the “Localization Con-
jecture” of [10] for d = 1 with N = 6 and δ = max(s, t) + 1, and significantly
extends the results of [30]. For example, the hypothesis “all Sylows are abelian”
in [30, Theorem 5.2 (a), Cor. 5.3 and Theorem 5.5 (a)] can be relaxed. Hence, we
obtain a “projective normal integral basis theorem” when d = 1 and the action is
free: If X is normal and G is such that a = b = 0, then X ∼= Proj(⊕n≥0An) with
An, for all n > 0, free Z[G]-modules. We can also give a result for the G-module of
regular differentials of X : Suppose that X is normal; then X is Cohen-Macaulay
and we can consider the relative dualizing sheaf ωX of X → Spec(Z). Suppose that
{g1, . . . , gr} is a set of generators of G. Then {g1 − 1, . . . , gr − 1} is a set of gen-
erators of the augmentation ideal g ⊂ Z[G]; this gives a surjective φ : Z[G]rG → g,
where rG is the minimal number of generators of G. Denote by Ω
2(Z) the kernel
of φ. By Schanuel’s lemma, the stable isomorphism class of Ω2(Z) is independent
of the choice of generators. As in [30, Theorem 5.5 (a)], we will see that Theorem
1.0.2 implies:
Theorem 1.0.3. Let X → Y be an unramified G-cover, with Y → Spec(Z) projec-
tive and flat of relative dimension 1. Assume that X is normal, XQ is smooth, and
that G acts trivially on H0(XQ,OXQ). Assume also that H
1(X,ωX) is torsion free.
Set h = dimQH
0(XQ,OXQ) and gY = genus(YQ) = dimQH
0(YQ,Ω
1
YQ
). If G is such
that a = b = 0, then the Z[G]-module H0(X,ωX) is stably isomorphic to Ω
2(Z)⊕h.
If in addition, G has odd order and gY > h · rG, then we have
H0(X,ωX) ∼= Ω
2(Z)⊕h ⊕ Z[G]⊕(gY −h·rG).
Now, let us give some more details. Our technique is K-theoretic and was inspired
by work of M. Nori [28] and especially of B. Ko¨ck [22]. The beginning point is that
the Adams-Riemann-Roch theorem for a smooth variety X can be obtained by
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combining a fixed point theorem for the permutation action of the cyclic group Cℓ =
Z/ℓZ on the product Xℓ = X×· · ·×X , with the Ku¨nneth formula (see [28, 22], here
ℓ is a prime number). Very roughly, this goes as follows: If E is a vector bundle over
X , the Ku¨nneth formula gives an isomorphism RΓ(X, E )⊗ℓ ∼= RΓ(Xℓ, E⊠ℓ). Using
localization and the Lefschetz-Riemann-Roch theorem we can relate the cohomology
of the exterior tensor product sheaf E⊠ℓ on Xℓ to the cohomology of the restriction
E⊗ℓ = E⊠ℓ|X on the Cℓ-fixed point locus which here is the diagonal X = ∆(X) ⊂
Xℓ. Of course, there is a correction that involves the conormal bundle NX|Xℓ
of X in Xℓ. This correction amounts to multiplying E⊗ℓ by λ−1(NX|Xℓ)
−1. The
multiplier λ−1(NX|Xℓ)
−1 is familiar in Lefschetz-Riemann-Roch type theorems and
in this case is given by the inverse θℓ(Ω1X)
−1 of the ℓ-th Bott class of the differentials;
the resulting identity eventually gives the Adams-Riemann-Roch theorem for the
Adams operation ψℓ.
In our situation, we have to take great care to explain how enough of this can
be done G-equivariantly and also for projective G-modules without losing much
information. It also important to connect the ℓ-th tensor powers used above to
the versions of the ℓ-th Adams operators on the projective class group Cl(Z[G])
as defined by Cassou-Nogue`s–Taylor. This is all quite subtle and eventually needs
to be applied for a carefully selected set of primes ℓ. Most of our arguments are
valid in any dimension d and we show various general Adams-Riemann-Roch type
results. Combining these with a Cˇhebotarev density argument, we obtain that for
a p-group G with p an odd prime, the obstruction χ(X,F ) lies in a specific sum
of eigenspaces for the action of the Adams–Cassou-Nogue`s–Taylor operators on the
p-power part of the classgroup Cl(Z[G]) (Theorem 6.3.2). When d = 1 there is only
one eigenspace in this sum. We can then see, using classical results of the theory
of cyclotomic fields, that this eigenspace is trivial when p ≥ 5. When p = 3, results
of R. Oliver [29] imply that the eigenspace is annihilated by the Artin exponent
of G. The crucial number theoretic ingredients are classical results of Iwasawa on
cyclotomic class groups and units and the following fact: For any p > 2, both the
second and the p − 2-th Teichmu¨ller eigenspaces of the p-part of the class group
of Q(ζp) are trivial. An argument that uses again localization implies that we can
reduce the calculation to p-groups. Therefore, by the above, for general G, the class
χ(X,F ) in Cl(Z[G]) is determined by the classes c2 = χ(X,F ) in Cl(Z[G2]) for
the cover X → X/G2 and c3 = χ(X,F ) in Cl(Z[G3]) for X → X/G3. Here G2,
resp. G3, is a 2-Sylow, resp. 3-Sylow subgroup of G. This then eventually leads to
Theorem 1.0.2.
It is also important to treat (tamely) ramified covers X → Y over Z. However,
usually the unramified over Z case is the hardest one to deal with initially. After this
is done, ramified covers can be examined by localizing at the branch locus (see for
example [10]). This also occurs here. In fact, our method applies when π : X → Y
is tamely ramified. In our situation, the assumption that the ramification is tame
implies that the corresponding G-cover XQ → YQ given by the generic fibers is
unramified. Under certain regularity assumptions, we obtain an Adams-Riemann-
Roch formula for χ(X,F ) (Theorem 5.5.3) which generalizes formulas of Burns-
Chinburg [4] and Ko¨ck [21] to all dimensions. In this case, one cannot expect that
χ(X,F ) is annihilated by small integers. Nevertheless, when d = 1, we can obtain
(almost full) information about the class χ(X,F ) from the ramification locus of
the cover X → Y . In particular, under some further conditions on X and Y , we
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show that the class gcd(2,#G)v2(#G)+2gcd(3,#G)v3(#G)−1 ·χ(X,F ) only depends
on the restrictions of F on the local curves XZp , where p runs over the primes that
contain the support of the ramification locus of X → Y . This proves a slightly
weakened variant of the “Input Localization Conjecture” of [10] for d = 1 (see
Theorem 7.2.1). Dealing with wildly ramified covers presents a host of additional
difficulties which are still not resolved, not even in the case d = 0 of number fields.
Acknowledgements: The author would like to thank T. Chinburg and M. Taylor
for many discussions over the years and the anonymous referees for their careful
reading and for numerous suggestions that improved the paper.
2. Grothendieck groups and Euler characteristics
2.1. G-modules, sheaves and Grothendieck groups.
2.1.1. In this paper, modules are left modules while groups act on schemes on the
right. Sometimes we will use the term “G-module” instead of “Z[G]-module”. If
we fix a prime number ℓ, we set Z′ = Z[ℓ−1], and in general we denote inverting ℓ
or localizing at the multiplicative set of powers of ℓ by a prime ′. We reserve the
notation Zℓ for the ℓ-adic integers. Set Cℓ = Z/ℓZ and denote by Sℓ the symmetric
group in ℓ letters. We regard Cℓ as the subgroup of Sℓ generated by the cycle
(12 · · · ℓ).
2.1.2. If R = Z or Z′, then the Grothendieck group G0(R[G]) of finitely generated
R[G]-modules can be identified with the Grothendieck ring of finitely generated
R[G]-modules which are free as R-modules (“R[G]-lattices”) with multiplication
operation given by tensor product. The ring G0(R[G]) is a finite and flat Z-algebra.
The natural homomorphism G0(R[G]) → RQ(G) := G0(Q[G]), [M ] 7→ [M ⊗R Q],
is surjective with nilpotent kernel ([38]). Therefore, the prime ideals of G0(R[G])
can be identified with the prime ideals of the representation ring RQ(G); these can
be described following Segal and Serre (see for example [9, §4]): Suppose that p
is a prime ideal of R. An element g in G is called p-regular if it is of order prime
to the characteristic of p; the set of prime ideals of RQ(G) that lie above p are
in 1-1 correspondence with the set of “Gal(Q/Q)-conjugacy classes” of p-regular
elements. Here g, g′ are Gal(Q/Q)-conjugate, when there is t ∈ Z prime to the
exponent exp(G) of G, such that g′ is conjugate to gt. The prime ideal ρ = ρ(g,p),
where g is p-regular, is
ρ(g,p) = {φ ∈ RQ(G) | Tr(g |φ) ∈ p}.
2.1.3. We say that a G-module M is G-cohomologically trivial (G-c.t.), or simply
cohomologically trivial (c.t.) when G is clear from the context, if for all subgroups
H ⊂ G, the cohomology groups Hi(H,M) are trivial when i > 0. If the Z[G]-
module M has finite projective dimension, it is G-c.t. In fact, by [2, Theorem 9],
the converse is true and M is G-c.t. if and only if it has a resolution
0→ P → Q→M → 0
where P , Q are projective Z[G]-modules. If M is in addition finitely generated, we
can take P and Q to also be finitely generated. Hence, we can identify
Gct0 (G,Z) = K0(Z[G])
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where Gct0 (G,Z) is the Grothendieck group of finitely generated G-c.t. modules.
The following facts can be found in [37], [40]: K0(Z[G]) is a finitely generated
G0(Z[G])-module by action given by the tensor product by Z[G]-lattices. The sub-
group 〈Z[G]〉 of free classes is a G0(Z[G])-submodule and so the quotient Cl(Z[G])
is also a G0(Z[G])-module. The G0(Z[G])-module structure on Cl(Z[G]) factors
through the quotient G0(Z[G])→ RQ(G).
2.1.4. For S a scheme (with trivial G-action), we will consider quasi-coherent
sheaves ofOS [G]-modules on S and simply call these quasi-coherentOS [G]-modules.
We say that a quasi-coherentOS [G]-module F is G-cohomologically trivial (G-c.t.)
if, for all s ∈ S, the stalk Fs is a G-c.t. module. As in [6, p. 448], we can easily
see that a quasi-coherent OS [G]-module F is G-c.t. if and only if for every open
affine subscheme U of S, F (U) is a G-c.t. module.
2.2. Grothendieck groups and Euler characteristics.
2.2.1. We refer to [41] for general facts about the equivariant K-theory of schemes
with group action and for the notations Gi(G,−), resp. Ki(G,−), of G-groups,
resp. K-groups, for coherent, resp. coherent locally free, G-equivariant sheaves. If
S is as above, we denote by Gct0 (G,S) the Grothedieck group of G-c.t. coherent
OS [G]-modules.
If the structure morphism g : S → Spec(Z) is projective, there is ([6], see also
below) a group homomorphism (the “projective equivariant Euler characteristic”)
gct∗ : G
ct
0 (G,S)→ G
ct
0 (G, Spec(Z)) = G
ct
0 (G,Z) = K0(Z[G])
where in the target we identify the class of a sheaf with the class of the module
of its global sections. We will sometimes abuse notation and still write gct∗ for the
composition of gct∗ with K0(Z[G])→ Cl(Z[G]) = K0(Z[G])/〈Z[G]〉.
Here is a review of the construction of gct∗ . Suppose that E is a coherent OS [G]-
module with G-c.t. stalks. Following [6], we first give a bounded complex (M•, d•)
of finitely generated projective Z[G]-modules which is isomorphic to RΓ(S, E ) in
the derived category of complexes of Z[G]-modules bounded below: Choose a fi-
nite open cover U = {Uj}j of S by affine subschemes Uj = Spec(Rj). Then all
intersections Uj1...jm := Uj1 ∩ · · · ∩ Ujm are also affine. The sections E (Uj1...jm)
are cohomologically trivial G-modules and the usual Cˇech complex C•(U , E ) is a
bounded complex of cohomologically trivial G-modules (see the proof of Theorem
1.1 in [6]). The complex C•(U , E ) is isomorphic to RΓ(S, E ) and since S → Spec(Z)
is projective, it has finitely generated homology groups. Now the usual procedure,
described for example in loc. cit., produces a perfect complex M• of Z[G]-modules
(i.e. a bounded complex of finitely generated projective Z[G]-modules) together
with a morphism of complexes M• → C•(U , E ) which is a quasi-isomorphism.
Then M• is also isomorphic to RΓ(S, E ) in the derived category and we define
(2.2.2) gct∗ (E ) =
∑
i
(−1)i[M i]
in Gct0 (G,Z) = K0(Z[G]); this is independent of our choices.
2.2.3. When in addition the symmetric group Sℓ acts on S, we can also consider the
Grothendieck groups Gct0 (Sℓ;G,S) of Sl-equivariant coherentOS [G]-modules which
are G-cohomologically trivial. If g : S → Spec(Z) is projective and in addition Sℓ
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acts on S, a construction as above gives an Euler characteristic homomorphism
gct∗ : G
ct
0 (Sℓ;G,S)→ G
ct
0 (Sℓ;G, Spec(Z)).
Similarly for Sℓ replaced by the cyclic group Cℓ. For simplicity, we will sometimes
omit the superscript ct from gct∗ when it is clear from the context.
2.2.4. We now assume that the group G acts on S on the right. We say that G
acts tamely on S, if for every point s ∈ S, the inertia subgroup Is ⊂ G, which is, by
definition, the largest subgroup of G that fixes s and acts trivially on the residue
field k(s), has order prime to char(k(s)). Suppose that the quotient scheme S/G
exists and the map π : S → T = S/G is finite. Then, by [33, Lemme 1, Ch. XI],
the G-cover π is, e´tale locally around π(s) on T , induced from an Is-cover. Hence,
if F is a G-equivariant OS-module, then π∗F is a G-c.t. coherent OT [G]-module
(see [6, 7]). We then obtain πct∗ : G0(G,S)→ G
ct
0 (G, T ) given by [F ] 7→ [π∗F ]. If
f : S → Spec(Z) is projective, then S/G exists, π is finite and g : T → Spec(Z)
is projective ([26, III, Th. 1]). Then the composition f ct∗ = g
ct
∗ · π
ct
∗ gives the
projective equivariant Euler characteristic
(2.2.5) f ct∗ : G0(G,S)→ G
ct
0 (G, Spec(Z)) = K0(Z[G]).
The Grothendieck groups G0(G,S) and K0(Z[G]) are G0(Z[G])-modules and the
map f ct∗ is a G0(Z[G])-module homomorphism. Similarly, for Z replaced by Z
′ =
Z[ℓ−1]. Sometimes, we will denote f ct∗ (F ) by χ(X,F ); then χ(X,F ) is the image
of χ(X,F ) in Cl(Z[G]) = K0(Z[G])/〈Z[G]〉.
Similarly, if Sℓ × G acts on the projective f : S → Spec(Z) with the subgroup
G = 1×G acting tamely, we have
(2.2.6) f ct∗ : G0(Sℓ ×G,S)→ G
ct
0 (Sℓ;G, Spec(Z))
given as f ct∗ = g
ct
∗ ·π
ct
∗ . Here f
ct
∗ is a G0(Z[Sl×G])-module homomorphism. These
constructions also work with Z replaced by Z′ and with Sℓ replaced by Cℓ.
3. The Ku¨nneth formula
3.1. Tensor powers.
3.1.1. Let R be a commutative Noetherian ring with 1. If (M•, d•) is a bounded
chain complex of R[G]-modules which are flat as R-modules, we can consider the
total tensor product complex
(M•⊗ℓ, ∂•)
whose term of degree n is
(M•⊗ℓ)n =
⊕
(i1,...,il)∈Z
ℓ
i1+···+il=n
(M i1 ⊗R · · · ⊗R M
iℓ)
with diagonal G-action and the differential ∂n is given by
∂n(mi1 ⊗ · · · ⊗miℓ) =
ℓ∑
a=1
(−1)i1+···+ia−1mi1 ⊗ · · · ⊗mia−1 ⊗ d
ia(mia)⊗ · · · ⊗miℓ .
Since the modules M i are R-flat, the complex (M•)⊗ℓ is isomorphic to the ℓ-fold
derived tensor
M•
L
⊗R M
•
L
⊗R · · ·
L
⊗R M
•
is the derived category of complexes of R[G]-modules which are bounded above.
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Lemma 3.1.2. a) Let M1, M2 be projective R[G]-modules. Then M1 ⊗R M2 with
the diagonal G-action is also a projective R[G]-module.
b) Let M1, M2 be cohomologically trivial G-modules which are Z-flat. Then
M1 ⊗Z M2 with the diagonal G-action is also a cohomologically trivial G-module.
Proof. a) Follows easily from the fact that the tensor product R[G] ⊗R R[G] with
diagonal G-action is R[G]-free.
b) By [2, Thm. 9] we have resolutions 0 → Qi → Pi → Mi → 0, with Pi, Qi
projective Z[G]-modules. Using this and (a) we can see that M1 ⊗Z M2 has finite
projective dimension, hence it is cohomologically trivial.
3.1.3. We define an action of the symmetric group Sℓ on the complex (M
•⊗ℓ, ∂•)
as follows (see [1, p. 176]): σ ∈ Sℓ acts on (M
•⊗ℓ)n =
⊕
(M i1 ⊗R · · · ⊗R M
iℓ) by
permuting the factors and with the appropriate sign changes so that a transposition
of two terms mi ⊗mj (where mi ∈M
i and mj ∈M
j) comes with the sign (−1)ij .
(We see that the action of σ commutes with the differentials ∂n.)
Let M0, M1 be finitely generated projective R[G]-modules and let us consider
the complex M• := [M0
0
−→ M1] (in degrees 0 and 1). Using Lemma 3.1.2 (a), we
form the Euler characteristic
χ((M•)⊗ℓ) =
∑
n
(−1)n · [(M•⊗ℓ)n] ∈ K0(Sℓ;G,R),
where K0(Sℓ;G,R) is the Grothendieck group of finitely generated R[Sl × G]-
modules which are R[G]-projective. As in [1, Prop. 2.2], we can see that χ((M•)⊗ℓ)
only depends on the class χ(M•) = [M0]−[M1] in K0(R[G]) and gives a well-defined
map, the “tensor power operation”
τ ℓ : K0(R[G])→ K0(Sℓ;G,R) ; τ
ℓ([M0]− [M1]) = χ((M•)⊗ℓ).
(This statement also follows from [14], see for example [22, 1].) In general, if M•
is a perfect complex of R[G]-modules, then as in [1],
τ ℓ
(∑
i
(−1)i[M i]
)
=
∑
n
(−1)n[(M•⊗ℓ)n].
3.2. The formula. Suppose that g : Y → Spec(Z) is projective and flat and that
E is a coherent OY [G]-module which is G-c.t. and OY -locally free. Consider the
exterior tensor product E⊠ℓ = ⊗ℓi=1p
∗
i E of E on Y
ℓ with pi : Y
ℓ → Y the i-th
projection. Then E⊠ℓ is a Sℓ × G-equivariant coherent OY ℓ [G]-module which is
OY ℓ-locally free and by Lemma 3.1.2 (b) G-cohomologically trivial. Denote by
gℓ : Y ℓ → Spec(Z) the structure morphism.
Theorem 3.2.1. (Ku¨nneth formula) We have
(3.2.2) τ ℓ(gct∗ (E )) = (g
ℓ)ct∗ (E
⊠ℓ)
in K0(Sℓ;G,Z) = G
ct
0 (Sℓ;G,Z).
Proof. This follows [17], proof of Theorem 14. Note that [22, Theorem A] gives a
similar result for G = {1}. Recall the construction of a bounded complex (M•, d•)
of finitely generated projective Z[G]-modules which is quasi-isomorphic to RΓ(Y, E )
described in 2.2.1 that uses the Cˇech complex C•(U , E ). In this case, all the terms
of C•(U , E ) are Z-flat. The complex C•(U , E ) is given as the global sections of
a corresponding complex C•(U , E ) of quasi-coherent OY [G]-modules whose terms
are direct sums of sheaves of the form j∗E , where j : Uj1...jm →֒ Y is the open
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immersion. Since all the intersections Uj1...jm are affine, the complex C
•(U , E )
gives an acyclic resolution
0→ E → C•(U , E )
of the OY [G]-module E . Consider the (exterior) tensor product
C•(U , E )⊠ℓ =
ℓ⊗
i=1
p∗iC
•(U , E )
with Sℓ-action defined following the rule of signs as before. Notice that all the
terms of C•(U , E ) have Z-flat stalks. We can also see that C•(U , E )⊠ℓ is acyclic;
thus it gives an acyclic resolution
0→ E⊠ℓ → C•(U , E )⊠ℓ
which respects the Sℓ-action. It follows from the definition that the global sections
of C•(U , E )⊠ℓ are C•(U , E )⊗ℓ. Hence, we obtain an isomorphism in the derived
category of complexes of Z[Sℓ ×G]-modules
RΓ(Y ℓ, E⊠ℓ)
∼
−→ C•(U , E )⊗ℓ.
Using φ :M• −→ C•(U , E ) we also obtain a Z[Sl ×G]-morphism of complexes
φ⊗ℓ : (M•)⊗ℓ −→ C•(U , E )⊗ℓ.
Since φ is a Z[G]-quasi-isomorphism, and the terms of M• and C•(U , E ) are Z-flat,
φ⊗ℓ is a quasi-isomorphism. Combining these we get an isomorphism in the derived
category of complexes of Z[Sℓ ×G]-modules
(3.2.3) (M•)⊗ℓ
∼
−→ RΓ(Y ℓ, E⊠ℓ)
and by Lemma 3.1.2 (a), (M•)⊗ℓ is perfect as a complex of Z[G]-modules. By
taking the Euler characteristics of both sides we obtain the result.
4. Adams operations
4.1. Cyclic powers.
4.1.1. Again ℓ is a prime and Z′ = Z[ℓ−1]. By [19] there is an “Adams operator”
homomorphism
ψℓ : K0(Z
′[G])→ K0(Z
′[G])
defined using “cyclic power operations” (following constructions of Kervaire and
of Atiyah) as follows: Set ∆ = Aut(Cℓ) = (Z/ℓZ)
∗ and consider the semidirect
product Cℓ ⋊ ∆ given by the tautological ∆-action on Cℓ. We view Cℓ ⋊ ∆ as a
subgroup of Sℓ = Perm(Cℓ) in the natural way. Denote by σ the generator 1 of
Z/ℓZ = Cℓ. If P is a finitely generated projective Z
′[G]-module, the tensor product
P⊗ℓ is naturally a Sℓ × G-module which is Z
′[G]-projective by Lemma 3.1.2. Let
S = Z′[X ]/(Xℓ−1 + Xℓ−2 + · · · + 1) and set z for the image of X in S. We have
Z′[Cℓ] = Z
′×S by σ 7→ z. Then zℓ = 1. The group ∆ acts on S via automorphisms
given by δ(z) = zδ for δ ∈ ∆ = (Z/ℓZ)∗. For a ∈ Z/ℓZ, we set
Fa(P
⊗ℓ) := ((S ⊗Z′ P
⊗ℓ)a)
∆
where by definition,
(S ⊗Z′ P
⊗ℓ)a = {x ∈ S ⊗Z′ P
⊗ℓ | σ(x) = za · x}.
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(Notice that ∆ acts on (S ⊗Z′ P
⊗ℓ)a ⊂ S ⊗Z′ P
⊗ℓ by the diagonal action.) By [19,
Cor. 1.4], Fa(P
⊗ℓ) are projective Z′[G]-modules and we have by definition
ψℓ([P ]) := [F0(P
⊗ℓ)]− [F1(P
⊗ℓ)]
in K0(Z
′[G]).
4.1.2. Consider now the Grothendieck rings G0(Z
′[Cℓ]), G0(Z
′[Cℓ×G]), etc., where
ℓ is a prime that does not divide the order #G. Inflation gives homomorphisms
G0(Z
′[Cℓ]) → G0(Z
′[Cℓ × G]), G0(Z
′[G]) → G0(Z
′[Cℓ ×G]), that we will suppress
in the notation. Set v = [Z′[Cl]] for the class of the free module in G0(Z
′[Cℓ]) and
let α := v − 1 be the class of the augmentation ideal.
4.1.3. Write Z′[Cℓ×G] = Z
′[G]×S[G]. Suppose that R is a Z′-algebra. If N is a
R[Cℓ×G]-module then the Cℓ-invariants N
Cℓ give a R[G]-module which is a direct
summand of N . Hence, if N is projective as an R[G]-module, resp. is G-c.t., then
NCℓ is projective as an R[G]-module, resp. is G-c.t. The functor N 7→ NCℓ from
R[Cℓ × G]-modules to R[G]-modules is exact. Let us consider the homomorphism
(cf. [22, Lemma 4.3, Cor. 4.4])
(4.1.4) ζ : K0(R[Cℓ ×G])→ K0(R[G]), ζ([N ]) = ℓ · [N
Cℓ ]− [N ],
where we subtract the class ofN as a R[G]-module by forgetting the Cℓ-action. This
is a G0(Z
′[G])-module homomorphism. We can see that ζ vanishes on the subgroup
(v)·K0(R[Cℓ×G]): Indeed, suppose that Q is a finitely generated projective R[Cℓ×
G]-module and let us consider the R[Cℓ × G]-module R[Cℓ] ⊗R Q ≃ Z
′[Cℓ] ⊗Z′ Q.
Then there is an isomorphism (Frobenius reciprocity)
(4.1.5) R[Cℓ]⊗R Q ≃ R[Cℓ]⊗R P = Ind
Cℓ×G
G (P ),
where P = ResCℓ×GG (Q) is a projective G-module with trivial Cℓ-action. We have
(R[Cℓ]⊗R Q)
Cℓ ≃ (R[Cℓ]⊗R P )
Cℓ ≃ P
and so ζ(R[Cℓ]⊗R Q) = ℓ · [P ]− [P
⊕ℓ] = 0.
4.1.6. Here R is still a Z′-algebra. Consider also the map
ξ : K0(R[G])→ K0(R[Cℓ ×G])
obtained by inflation (i.e. by considering a G-module as a Cℓ ×G-module with Cℓ
acting trivially). This is a G0(Z
′[G])-module homomorphism and we can see from
the definitions that
(4.1.7) ζ ◦ ξ = (ℓ − 1) · id
as maps K0(R[G])→ K0(R[G]).
4.2. Cyclic and tensor powers.
4.2.1. Recall the tensor power operation
τ ℓ : K0(Z
′[G]) = Gpr0 (G,Z
′)→ Gct0 (Cℓ;G,Z
′) = K0(Z
′[Cℓ ×G])
given by the construction in 3.1.3 applied to R = Z′ followed by restriction from
Sℓ ×G to Cℓ ×G.
Proposition 4.2.2. For each x in K0(Z
′[G]) we have
τ ℓ(x) = ψℓ(x) in K0(Z
′[Cℓ ×G])/(v) ·K0(Z
′[Cℓ ×G]).
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Proof. This follows the lines of the proof of [22], Prop. 1.13. First observe that the
argument in loc. cit. gives that the map
τ¯ ℓ : K0(Z
′[G])→ K0(Z
′[Cℓ ×G])/(v) ·K0(Z
′[Cℓ ×G])
obtained from τ ℓ is a homomorphism. It is then enough to show the identity for
x = [P ], the class of a finitely generated projective Z′[G]-module P . As above,
consider P⊗ℓ. Let e = ℓ−1 · (
∑ℓ−1
i=0 σ
i) be the idempotent in Z′[Cℓ] so that e ·P
⊗ℓ =
(P⊗ℓ)Cℓ . Write P⊗ℓ = (P⊗ℓ)Cℓ ⊕Q1 with Q1 := (1− e) ·P
⊗ℓ an S[G]-module (via
Z′[G]→ S[G]). As in [19, Ex. 1.5] we see that we have
F0(P
⊗ℓ) = e · P⊗ℓ = (P⊗ℓ)Cℓ , F1(P
⊗ℓ) = Q∆1 .
There is a short exact sequence
0→ Q1 → Q
∆
1 ⊗Z′ Z
′[Cℓ]→ Q
∆
1 → 0
of Cℓ ×G-modules where the first map is given by
q 7→
ℓ−1∑
i=0
(∑
a∈∆
aσ−i · q
)
⊗ σi
and the second map is obtained by tensoring the augmentation map Z[Cℓ]→ Z; here
Q∆1 is viewed as having trivialCℓ-action. This gives [Q1] = α·[Q
∆
1 ] in K0(Z
′[Cℓ×G]).
This now implies [P⊗ℓ] = [F0(P
⊗ℓ)] + α · [F1(P
⊗ℓ)] in K0(Z
′[Cℓ × G]), where we
regard F0(P
⊗ℓ), F1(P
⊗ℓ) as having trivial Cℓ-action. Since α = v − 1,
[P⊗l] = [F0(P
⊗ℓ)]− [F1(P
⊗ℓ)] in K0(Z
′[Cℓ ×G])/(v) ·K0(Z
′[Cℓ ×G]),
and the result follows.
Proposition 4.2.3. Let x0 = [Z
′[G]] be the class of the free module in K0(Z
′[G]).
We have ψℓ(x0) = x0 in K0(Z
′[G]).
Proof. Note that [21, Theorem 1.6 (e)] gives a corresponding result for the (a priori
different) Adams operators defined via exterior powers. Set Γ = Cℓ ⋊ (Z/ℓZ)
∗ ⊂
Sℓ = Perm(Fℓ); the element γ = (σ
a, b) is then the (affine) map Fℓ → Fℓ given
by γ(x) = bx + a. Consider the set Gℓ = Maps(Fℓ, G) with G × Γ–action given
by (g, γ) · (gx)x∈Fℓ = (ggγ−1(x))x∈Fℓ . Suppose (g, γ) stabilizes (gx)x∈Fℓ so that
ggx = gγ(x) for all x ∈ Fℓ. If b 6= 1, there is y ∈ Fℓ such that γ(y) = y. Then
ggy = gy and so g = 1. If b = 1, we have ggx = gx+a for all x ∈ Fℓ; this gives g
ℓ = 1
and so again g = 1, since ℓ is prime to #G. We conclude that the stabilizer in
G×Γ of any g = (gx)x∈Fℓ ∈ G
ℓ lies in 1×Γ. Therefore, Gℓ is in G×Γ–equivariant
bijection with a disjoint union of sets of the form G× (Γ/Γg) with Γg the stabilizer
subgroup in Γ. Hence, the Z′[G × Γ]-module Z′[G]⊗ℓ = Z′[Gℓ] is isomorphic to a
direct sum of modules of the form Z′[G]⊗Z′ Z
′[Γ/Γg]. By the definition of Fa ([19,
§1], or §4.1.1) we see that Fa(Z
′[G] ⊗Z′ Z
′[Γ/Γg]) ≃ Z
′[G] ⊗Z′ Fa(Z
′[Γ/Γg]). We
conclude that Fa(Z
′[G]⊗ℓ) are free Z′[G]-modules. Therefore, ψℓ(x0) = m · x0 in
K0(Z
′[G]), for some m ∈ Z, and by comparing Z′-ranks (for this we may assume
G = {1}) we can easily see that m = 1.
4.2.4. If Z is a projective flat G-scheme over Spec(Z′), there is an Adams operation
ψℓ : K0(G,Z) → K0(G,Z) ([20]). By an argument as above, or by using the
equivariant splitting principle as in [22], we can see that
(4.2.5) ψℓ(F ) = [F⊗ℓ]
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in the quotient K0(Cℓ ×G,Z)/(v) ·K0(Cℓ ×G,Z).
4.3. The Cassou-Nogue`s–Taylor Adams operations.
4.3.1. We continue to assume that ℓ is prime to the order #G. Then, by [37],
finitely generated projective Z′[G]-modules are locally free.
If (n,#G) = 1, we denote by ψCNTn : Cl(Z[G]) → Cl(Z[G]) the Adams operator
homomorphism defined by Cassou-Nogue`s-Taylor ([5], [40]). (Roughly speaking,
this is given, via the Fro¨hlich description, as the dual of the Adams operation
ψn(χ)(g) := χ(gn) on the character group.) The operators ψCNTn also restrict to
operators on Cl(Z′[G]); we will denote these by the same symbol. Note that we can
identify Cl(Z′[G]) with the subgroup of K0(Z
′[G]) of elements of rank 0. Denote
by r : K0(Z
′[G])→ Z the rank homomorphism.
Ko¨ck has shown that the Cassou-Nogue`s-Taylor Adams operators can be de-
scribed in terms of (arguably more natural) Adams operators ψℓext defined via ex-
terior powers and the Newton polynomial ([21, Theorem 3.7]). Here, we use his
arguments to obtain a similar relation with the Adams operators ψℓ of [19] defined
via cyclic powers which are better suited to our application.
Proposition 4.3.2. Let ℓ′ be a prime with ℓℓ′ ≡ 1mod exp(G) and set x0 = [Z
′[G]]
for the class of the free module of rank 1. Then we have
(4.3.3) ψℓ(x − r(x) · x0) = ℓ · ψ
CNT
ℓ′ (x− r(x) · x0)
for all x ∈ K0(Z
′[G]).
Proof. Let us explain how we can deduce this by combining results and arguments
from [18], [19], [21]. Since ψℓ : K0(Z
′[G]) → K0(Z
′[G]) is a group homomorphism
([19, Prop. 2.5]) that preserves the rank, ψℓ restricts to an (additive) operation on
the subgroup Cl(Z′[G]) of rank 0 elements. The group K0(Z
′[G]) is generated by the
classes of locally free left ideals in Z′[G]; hence, we can assume x = [P ] where P is
such a ideal. We may assume that P ⊗Z′ Zv = Zv[G] ·λv , with λv ∈ Qv[G]
∗∩Zv[G],
so that P =
⋂
v 6=l(Zv[G] · λv ∩ Q[G]). Then a Fro¨hlich representative of x − x0 is
given via the classes (“reduced norms”) [λv] ∈ K1(Qv[G]) of λv ∈ Qv[G]
∗. Note
that we have ([40])
(4.3.4) K1(Qv[G]) ≃ HomGal(Q¯v/Qv)(K0(Q¯v[G]), Q¯
∗
v).
By [19], cyclic power Adams operators ψℓ can also be defined on the higher K-
groups Ki(R[G]), i ≥ 1, for every commutative Z
′-algebra. In particular, we have
ψℓ on K1(Zv[G]), K1(Qv[G]), for v 6= (ℓ), and on K1(Q[G]). Using [19, Cor. 1.4
(c)], we see that the base change homomorphism
K1(Zv[G])→ K1(Qv[G])
commutes with ψℓ. In fact, by [19, §3] the operators ψℓ are defined via the cyclic
operations [a]ℓ of loc. cit. as ψ
ℓ = [0]ℓ − [1]ℓ. Moreover, the operations [a]ℓ are
given via continuous maps on the level of spaces that give K-theory in the style of
Gillet-Grayson (see loc. cit.). Using this we can see that the topological argument
of the proof of [21, Prop. 3.1] also applies to the operators [a]ℓ and ψ
ℓ and so
we obtain the commutative diagram of [21, Prop. 3.1] for K = Q, p = (v) and
γ = [a]ℓ or ψ
ℓ, i.e. that [a]ℓ and ψ
ℓ commute with the connecting homomorphism
Φ : K1(Qv[G]) → K0(Z
′[G]). As in the proof of [21, Cor. 3.5] this, together with
the localization sequence, implies that the element ψℓ(x−x0) = ψ
ℓ(x)−ψℓ(x0) has
ADAMS OPERATIONS AND GALOIS STRUCTURE 13
Fro¨hlich representative given by (ψℓ([λv]))v with ψ
ℓ : K1(Qv[G]) → K1(Qv[G]) as
above (see [21] for more details).
Now by [18, Cor. (c) of Prop. 1] the operator ψℓ on K1(Qv[G]) and K1(Q[G])
agrees with the (more standard) Adams operator ψℓext defined using exterior powers
and the Newton polynomial (as for example in [21]). In fact, then by [18, Cor. 1
of Theorem 1] (or the proof of [21, Theorem 3.7]), ψℓ([λv]) is given via (4.3.4)
by χ 7→ ([λv](ψ
ℓ′(χ)))ℓ. The result now follows from the Fro¨hlich description of
Cl(Z′[G]) ([40]) and the definition of the Cassou-Nogue`s-Taylor Adams operator.
Remark 4.3.5. Since ψℓ is only defined for Z′ = Z[ℓ−1]-algebras the above propo-
sition does not give an expression for the Cassou-Nogue`s-Taylor Adams operators
on Cl(Z[G]). Still, this weaker result is enough for our purposes.
5. Localization and Adams-Riemann-Roch identities
5.1. Localization for Cℓ- and Cℓ ×G-modules.
5.1.1. For simplicity, we set R(Cℓ) = G0(Z
′[Cℓ])
′ = G0(Z
′[Cℓ])[ℓ
−1], R(Cℓ×G) =
G0(Z
′[Cℓ×G])
′, etc., where ℓ is a prime that does not divide the order #G. Inflation
gives homomorphisms R(Cℓ) → R(Cℓ × G), R(G) → R(Cℓ × G), that we will
suppress in the notation. Denote by α the class in R(Cℓ) of the augmentation ideal
of Z′[Cℓ] and set v = 1 + α = [Z
′[Cℓ]]. The ring structure in R(Cℓ) is such that
v2 = ℓ · v. Also denote by IG the ideal of R(G) given as the kernel of the rank
homomorphism. Set
R(Cℓ ×G)
∧ := lim
←−n
R(Cℓ ×G)/(I
n
GR(Cℓ ×G) + vR(Cℓ ×G)).
In general, if M is an R(Cℓ × G)-module, we set M
∧ := lim
←−n
M/(InGM + vM)
which is a R(Cℓ ×G)
∧-module. The maximal ideals of R(Cℓ ×G)
∧ correspond to
maximal ideals of R(Cℓ × G) that contain IGR(Cℓ × G) + vR(Cℓ × G); we can
see (cf. 2.1.2) that these are the maximal ideals of the form ρ((σ,1),(q)) with ℓ 6= q
and σ is a generator of Cℓ. (The ideal ρ((σ,1),(q)) is independent of the choice of
the generator σ, there is exactly one ideal for each prime q 6= ℓ.) If φ : M → N
is an R(Cℓ ×G)-module homomorphism such that the localization φρ : Mρ → Nρ
is an isomorphism for every ρ of the form ρ((σ,1),(q)) with q 6= ℓ as above, then the
induced φ∧ :M∧ → N∧ is an isomorphism of R(Cℓ ×G)
∧-modules.
5.2. Cyclic localization on products.
5.2.1. Fix a prime ℓ which does not divide #G and as before set Z′ = Z[ℓ−1].
Suppose that Z → Spec(Z′) is a quasi-projective scheme equipped with an action
of G. We will consider “localization” on the fixed points for the action of the cyclic
group Cℓ on the ℓ-fold fiber product Z
ℓ over Spec(Z′). In fact, the product Cℓ×G
acts on Zℓ; Cℓ acts by permutation of the factors and G acts diagonally.
5.2.2. Consider a maximal ideal ρ of R(Cℓ×G) of the form ρ((σ,1),(q)) with q 6= ℓ
and σ a generator of Cℓ as before. The corresponding fixed point subscheme Z
ρ of
Zℓ is by definition the reduced union of the translates of the fixed subscheme Z(σ,1)
of the element (σ, 1). In our case, this is the diagonal:
(5.2.3) (Zℓ)ρ = (Zℓ)(σ,1) · (Cℓ ×G) = ∆(Z) = Z →֒ Z
ℓ.
Consider the homomorphism obtained by push-forward of coherent sheaves
∆∗ : G0(Cℓ ×G,Z)→ G0(Cℓ ×G,Z
ℓ).
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The “concentration” theorem [9, Theorem 6.1] implies that after localizing at any
ρ as above, we obtain an R(Cℓ ×G)ρ-module isomorphism
(∆∗)ρ : G0(Cℓ ×G,Z)ρ
∼
−→ G0(Cℓ ×G,Z
ℓ)ρ.
It now follows as above that ∆∗ gives a R(Cℓ ×G)
∧-module isomomorphism
(5.2.4) ∆∧∗ : G0(Cℓ ×G,Z)
∧ ∼−→ G0(Cℓ ×G,Z
ℓ)∧.
Here the completions are given as above for the R(Cℓ×G)-modules G0(Cℓ×G,Z)
′
and G0(Cℓ ×G,Z
ℓ)′.
Definition 5.2.5. Let L• : G0(Cℓ ×G,Z
ℓ)→ G0(Cℓ ×G,Z)
∧ be the R(Cℓ ×G)-
homomorphism defined as the composition of G0(Cℓ × G,Z
ℓ) → G0(Cℓ × G,Z
ℓ)∧
with the inverse of ∆∧∗ . Set ϑ
ℓ := L•(1) ∈ G0(Cℓ ×G,Z)
∧. Then
(5.2.6) ∆∧∗ (ϑ
ℓ) = 1 = [OZℓ ].
5.2.7. If F is a G-equivariant locally free coherent OZ -module on Z, then F
⊠ℓ is
a Cℓ×G-equivariant locally free coherent OZℓ -module on Z
ℓ and F⊗ℓ ≃ ∆∗(F⊠ℓ)
as Cℓ ×G-sheaves on Z. Using (5.2.6) and the projection formula we obtain
F
⊠ℓ = ∆∧∗ (ϑ
ℓ)⊗F⊠ℓ = ∆∧∗ (ϑ
ℓ ⊗∆∗(F⊠ℓ)) = ∆∧∗ (ϑ
ℓ ⊗F⊗ℓ).
Therefore,
(5.2.8) F⊠ℓ = ∆∧∗ (ϑ
ℓ ⊗F⊗ℓ)
in G0(Cℓ ×G,Z
ℓ)∧.
5.2.9. Suppose that Z is smooth over Spec(Z′), then Zℓ is also smooth. Denote
by NZ|Zℓ the locally free conormal bundle IZ/I
2
Z of Z ⊂ Z
ℓ which gives a class
in K0(Cℓ ×G,Z). (Here IZ is the ideal sheaf of Z ⊂ Z
ℓ). As in the proof of the
Lefschetz-Riemann-Roch theorem ([42], [9]), we can see using the self-intersection
formula that the homomorphism L• is given as the composition of the restriction
G0(Cℓ ×G,Z
ℓ) ∼= K0(Cℓ ×G,Z
ℓ)
∆∗
−−→ K0(Cℓ ×G,Z) ∼= G0(Cℓ ×G,Z)
followed by multiplication by λ−1(NZ|Zℓ)
−1 ∈ K0(Cℓ × G,Z)
∧, and so ϑℓ is the
image of λ−1(NZ|Zℓ)
−1 in G0(Cℓ ×G,Z)
∧. By loc. cit.
λ−1(NZ|Zℓ) :=
top∑
i=0
(−1)i[∧iNZ|Zℓ ]
is invertible in all the localizations K0(Cℓ×G,Z)ρ, with ρ as above, so it is invertible
in K0(Cℓ ×G,Z)
∧.
5.2.10. If Z is projective but not necessarily smooth, we can describe L• by
following [3, 32]: Embedd Z as a closed G-subscheme of a smooth projective bundle
P = P(G)→ Spec(Z′) with G-action ([20]). Then P ℓ is also smooth over Spec(Z′).
Let us write i : Z →֒ P , iℓ : Zℓ →֒ P ℓ, for the corresponding closed immersions.
Starting with x ∈ G0(Cℓ×G,Z
ℓ) we first “resolve x on P ℓ”, i.e. represent the push-
forward (iℓ)∗(x) by a bounded complex E
•(x) of Cℓ × G-equivariant locally free
coherent sheaves on P ℓ which is exact off Zℓ (so that the homology of E •(x) gives
back x). Next, we restrict the complex E •(x) to P to obtain E •(x)|P , a complex
exact off Z = P ∩ Zℓ. Finally, we take the class [h(E •(x)|P )] of the homology of
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E •(x)|P to obtain an element of G0(Cℓ × G,Z) (cf. [36]). For simplicity, write
Tℓ = Cℓ ×G. Then x 7→ [h(E
•(x)|P )] is the composition
(5.2.11) G0(Tℓ, Z
ℓ)
h−1
∼
−−→ KZ
ℓ
0 (Tℓ, P
ℓ)
|P
−→ KP∩Z
ℓ
0 (Tℓ, P )
h
−→ G0(Tℓ, Z),
where in the middle we have the relative K-groups of complexes of Tℓ-equivariant
locally free sheaves exact off Zℓ, resp. Zℓ∩P = Z (see [36, §3] and [3, Definition 2.1]
for more details). Finally, we multiply [h(E •(x)|P )] by the restriction λ−1(NP |P ℓ)
−1
|Z
in K0(Cℓ ×G,Z)
∧ of the inverse λ−1(NP |P ℓ)
−1 ∈ K0(Cℓ ×G,P )
∧. We claim that
(5.2.12) L•(x) = [h(E
•(x)|P )] · λ−1(NP |P ℓ)
−1
|Z .
To verify (5.2.12), we can follow the argument in the proof of Lemma 1 in [32]
which applies in this situation. The reader is referred to loc. cit. for more details.
5.3. Adams-Riemann-Roch identities.
5.3.1. Let f : X → Spec(Z) be projective and flat with a tame action of G.
Then the quotient scheme π : X → Y = X/G exists and π is finite. Choose a
prime ℓ with (ℓ,#G) = 1. We will apply the set-up of the previous section to
Z = X ′ = X ×Spec(Z) Spec(Z
′).
We have the projective equivariant Euler characteristics
f∗ : G0(Cℓ ×G,X
′)′ → K0(Z
′[Cℓ ×G])
′
and similarly f ℓ∗ : G0(Cℓ × G, (X
′)ℓ)′ → K0(Z
′[Cℓ × G])
′. (Here, we omit the
superscript ct from the notations f ct∗ and (f
l
∗)
ct.) These are both R(Cℓ × G) =
G0(Z
′[Cℓ ×G])
′-module homomorphisms and induce R(Cℓ ×G)
∧-homomorphisms
f∧∗ : G0(Cℓ ×G,X
′)∧ → K0(Z
′[Cℓ ×G])
∧,
(f ℓ∗)
∧ : G0(Cℓ ×G, (X
′)ℓ)∧ → K0(Z
′[Cℓ ×G])
∧.
Now suppose F is a G-equivariant coherent locally free OX -module. We apply
(f ℓ∗)
∧ on both sides of (5.2.8). Using f ℓ∗ ·∆∗ = f∗ we obtain
(5.3.2) (f ℓ)∧∗ (F
⊠ℓ) = f∧∗ (ϑ
ℓ ⊗F⊗ℓ)
in K0(Z
′[Cℓ ×G])
∧.
5.3.3. Assume in addition that π is flat, then so is πℓ : Xℓ → Y ℓ. Set E =
π∗F . This is a G-c.t. coherent OY [G]-module which is OY -locally free. We have
πℓ∗(F
⊠ℓ) = E⊠ℓ on Y ℓ. The Ku¨nneth formula (3.2.2) now gives
f ℓ∗(F
⊠ℓ) = gℓ∗(π
ℓ
∗(F
⊠ℓ)) = gℓ∗(E
⊠ℓ) = τ ℓ(gct∗ (E )) = τ
ℓ(f ct∗ (F )).
Combining this with (5.3.2) gives
τ ℓ(f ct∗ (F )) = f
∧
∗ (ϑ
ℓ ⊗F⊗ℓ)
in K0(Z
′[Cℓ ×G])
∧. Using Proposition 4.2.2 we obtain:
(5.3.4) ψℓ(f ct∗ (F )) = f
∧
∗ (ϑ
ℓ ⊗F⊗ℓ).
Finally, using (4.2.5), this gives the Adams-Riemann-Roch identity
(5.3.5) ψℓ(f ct∗ (F )) = f
∧
∗ (ϑ
ℓ ⊗ ψℓ(F ))
in K0(Z
′[Cℓ ×G])
∧.
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5.3.6. Let us now consider ζ : G0(Cℓ × G,Z)
′ → G0(G,Z)
′ given by F 7→
ℓ · [FCℓ ]− [F ] (cf. 4.1.3). This is an R(G) = G0(Z
′[G])′-module homomorphism.
As in 4.1.3, we can see that ζ vanishes on (v) · G0(Cℓ × G,Z)
′ using Frobenius
reciprocity. Therefore, it also gives
ζ∧ : G0(Cℓ ×G,Z)
∧ → G0(G,Z)
∧ = lim
←−n
G0(G,Z)
′/InG ·G0(G,Z)
′.
Theorem 5.3.7. Under the above assumptions, we have
(5.3.8) (ℓ− 1)ψℓ(f ct∗ (F )) = f
∧
∗ (ζ
∧(ϑℓ)⊗ ψℓ(F ))
in K0(Z
′[G])∧ = lim
←−n
K0(Z
′[G])′/InG ·K0(Z
′[G])′.
Proof. Apply to the identity (5.3.5) the natural map induced on the completions
by the map ζ of 4.1.3. The result then follows by using (4.1.7).
Under some additional assumptions, we will see in the next section that ϑℓ =
L•(1) is given as the inverse of a Bott element. This justifies calling (5.3.5), (5.3.8),
Adams-Riemann-Roch identities.
5.4. Localization and Bott classes.
5.4.1. We return to the more general set-up of §5.2. Suppose in addition that f :
Z → Spec(Z′) is a local complete intersection. Then, we can find a Z′[G]-lattice E
such that f factors G-equivariantly Z →֒ P(E)→ Spec(Z′), where P = P(E) is the
projective space with linear G-action determined by E. In this, the first morphism
i : Z → P(E) is a closed immersion, and the conormal sheaf NZ|P := IZ/I
2
Z is a
G-equivariant sheaf locally free over Z of rank equal to the codimension c of Z in
P (see [20, §3]). By definition, the cotangent element of Z is T∨Z := [i
∗Ω1P ]− [NZ|P ]
in K0(G,Z); it is independent of the choice of such an embedding. The following
result appears in [22] if Z is smooth and G acts trivially on Z; it is inspired by
an observation of M. Nori [28]. (The case that Z is smooth and G acts trivially is
enough for the proof of our main result in the unramified case, Theorem 1.0.2.)
Theorem 5.4.2. Suppose that Z → Spec(Z′) is a projective scheme with G-action
which is a local complete intersection. Then the element ϑℓ = L•(1) ∈ G0(Cℓ ×
G,Z)∧ is the image of the inverse θℓ(T∨Z )
−1 ∈ K0(G,Z)
∧ of the Bott class under
the natural homomorphism K0(G,Z)
∧ → G0(Cℓ ×G,Z)
∧.
Here the inverse of the Bott class θℓ(T∨Z )
−1 = θℓ(i∗Ω1P )
−1 · θℓ(NZ|P ) is defined
in the IG-adic completion K0(G,Z)
∧ as in [20, p. 432]. As is remarked in loc. cit.,
if G acts trivially on Z, then the completion is not needed: The Bott class θℓ(T∨Z )
is then defined and is invertible in K0(Z)
′ = K0(Z)[ℓ
−1].
Proof. Starting with i : Z →֒ P as above, we obtain a similar embedding of the
fibered product iℓ : Zℓ →֒ P ℓ which also makes Zℓ a local complete intersection in
the smooth P ℓ. We now use 5.2.10 to calculate ϑℓ = L•(1). Since P → Spec(Z
′)
is smooth and projective, we can find a G-equivariant resolution E • → i∗OZ of
i∗OZ by a bounded complex of G-equivariant locally free coherent OP -sheaves on
P . Then, the total exterior tensor product (E •)⊠ℓ = ⊗ℓj=1p
∗
jE
• with its natural
Cℓ-action (with rule of signs as in 3.1.1) provides a Cℓ ×G-equivariant locally free
resolution of the Cℓ × G-coherent sheaf (i
ℓ)∗(OZℓ) ≃ (i∗OZ)
⊠ℓ = ⊗ℓj=1p
∗
j (i∗OZ)
on P ℓ. Let us restrict to P , i.e. pull back the complex (E •)⊠ℓ via the diagonal
∆P : P →֒ P
ℓ. We obtain the total ℓ-th tensor product
(5.4.3) (E •)⊗ℓ = (E •)⊠ℓ|P = ∆
∗
P ((E
•)⊠ℓ)
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with its natural Cℓ ×G-action. Since E
• is exact off Z, so is (E •)⊗ℓ; consider the
element [h((E •)⊗ℓ)] of G0(Cℓ ×G,Z) obtained from its total homology:
(5.4.4) [h((E •)⊗ℓ)] :=
∑
j
(−1)j[Hj((E •)⊗ℓ)]
as in [36]. By 5.2.10, we have
(5.4.5) ϑℓ = L•(1) = [h((E
•)⊗ℓ)] · λ−1(NP |P ℓ)
−1
|Z .
We now use two results of Ko¨ck. By [23, Theorem 5.1], we have canonical Cℓ ×G-
isomorphisms Hj((E •)⊗ℓ) ≃ ∧j(NZ|P ⊗ α), where α again is the augmentation
ideal. Therefore,
(5.4.6) [h((E •)⊗ℓ)] =
∑
j
(−1)j [∧j(NZ|P · α)] = λ−1(NZ|P · α).
On the other hand, [22, Lemma 3.5], gives a Cℓ-isomorphism
Ω1P ⊗ α
∼
−→ NP |P ℓ
which, as we can easily see, is also G-equivariant. Therefore,
λ−1(NP |P ℓ)|Z = λ−1(i
∗Ω1P · α)
in K0(Cℓ ×G,Z).
Now, as in [22, Prop. 3.2], we see using the G-equivariant splitting principle
(e.g. [20]), that if F is a G-equivariant locally free coherent sheaf over Z, then
θℓ(F ) = λ−1(F · α)
in K0(Cℓ ×G,Z)
′/(v) ·K0(Cℓ ×G,Z)
′.
Combining (5.4.5), (5.4.6), and the above, we obtain
ϑℓ = L•(1) = [h((E
•)⊗ℓ)] · λ−1(NP |P ℓ)
−1
|Z =
= λ−1(NZ|P · α) · λ−1(i
∗Ω1P · α)
−1 = θℓ(NZ|P ) · θ
ℓ(i∗Ω1P )
−1
and therefore
ϑℓ = L•(1) = θ
ℓ(T∨Z )
−1
in G0(Cℓ ×G,Z)
∧. This completes the proof.
5.5. A general Adams-Riemann-Roch formula.
5.5.1. In this section, we assume that G acts tamely on f : X → Spec(Z) which
is always projective and flat of relative dimension d. We also assume that f is a
local complete intersection and that π : X → Y = X/G is flat.
5.5.2. We now see that our results imply:
Theorem 5.5.3. Let F be a G-equivariant coherent locally free OX-module. Under
the above assumptions on X, if ℓ is a prime with (ℓ,#G) = 1 and ℓ′ is another
prime with ℓℓ′ ≡ 1mod exp(G), we have
(ℓ− 1) · ψℓ(χ(X,F )) =(5.5.4)
= ℓ(ℓ− 1) · ψCNTℓ′ (χ(X,F )) = (ℓ − 1) · f
∧
∗ (θ
ℓ(T∨X)
−1 ⊗ ψℓ(F ))
in Cl(Z′[G])∧. Here θℓ(T∨X)
−1 belongs to K0(G,X)
∧.
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Proof. In this, we also denote by ψℓ the action of this operator on the completion
Cl(Z′[G])∧ of the quotient Cl(Z′[G])′ = K0(Z
′[G])′/〈[Z′[G]]〉; this action is well-
defined by Proposition 4.2.3 and [19, Prop. 2.10]. The statement then follows
from the Adams-Riemann-Roch identity (5.3.8) and Theorem 5.4.2 by using also
ζ∧(ϑℓ) = ζ∧(θℓ(T∨X)
−1) = (ℓ − 1) · θℓ(T∨X)
−1 as in (4.1.7) and Proposition 4.3.2.
5.5.5. The result in this paragraph will be used in §7. Suppose in addition that
Y → Spec(Z) is regular (then the condition that π is flat is implied by the rest
of our assumptions, see e.g. [25, (18.H)]). Recall we have classes T∨X , π
∗T∨Y and
T∨X/Y := T
∨
X − π
∗T∨Y in the Grothendieck group K0(G,X). Notice that θ
ℓ(T∨Y ),
θℓ(T∨Y )
−1 are defined in K0(Y )
′ and θℓ(T∨X)
−1 in K0(G,X)
∧ and we have
θℓ(T∨X/Y )
−1 = θℓ(T∨X)
−1π∗(θℓ(T∨Y ))
in K0(G,X)
∧. Then also
(5.5.6) θℓ(T∨X)
−1 = θℓ(T∨X/Y )
−1π∗(θℓ(T∨Y ))
−1
in K0(G,X)
∧. We can now write
θℓ(T∨Y )
−1 = ℓ−d + cℓ, θ
ℓ(T∨X/Y )
−1 = 1 + rℓX/Y
with cℓ ∈ K0(Y )
′ = G0(Y )
′ supported on a proper closed subset of Y and rℓX/Y ∈
K0(G,X)
∧. (Here 1 = [OX ].) From Theorem 5.5.3 and (5.5.6) we obtain
(5.5.7) (ℓ− 1) · ψℓ(χ(X,OX)) = (ℓ− 1) · f
∧
∗ ((1 + r
ℓ
X/Y ) · (ℓ
−d + π∗cℓ)).
This gives the identity
(ℓ − 1)(ψℓ − ℓ−d) · (χ(X,OX)) =(5.5.8)
= ℓ−d(ℓ− 1)f∧∗ (r
ℓ
X/Y ) + (ℓ− 1)f
∧
∗ (π
∗(cℓ) · θ
ℓ(T∨X/Y )
−1)
in Cl(Z′[G])∧. In this situation, sinceX and Y are both local complete intersections
over Z, the cotangent complexes LX/Z, LY/Z, and hence π
∗LY/Z, are all perfect of
OX -tor amplitude in [−1, 0]. (Here LX/Z, π
∗LY/Z, are complexes of G-equivariant
OX -modules; see [15] for the definition and properties of the cotangent complex.)
If i : Y →֒ P is an embedding in a smooth scheme as before, then i is a regular
immersion and there is a quasi-isomorphism LY/Z ≃ [NY |P → i
∗Ω1P/Z]; similarly for
LX/Z after choosing a G-equivariant embedding. There is a canonical distinguished
triangle
π∗LY/Z → LX/Z → LX/Y → π
∗LY/Z[1].
The cotangent complex LX/Y is then also perfect and gives the class T
∨
X/Y in
K0(G,X). The morphism π
∗LY/Z → LX/Z is an isomorphism over the largest open
subscheme U of X such that π : U → V = U/G is e´tale.
6. Unramified covers
6.1. The main identity.
6.1.1. Here we suppose in addition that π : X → Y is unramified, i.e. that the
cover π is e´tale. In this case, by e´tale descent, pull-back by π gives isomorphisms
π∗ : G0(Y )
∼
−→ G0(G,X), π
∗ : G0(Cℓ, Y )
∼
−→ G0(Cℓ × G,X). We can see that, by
using such isomorphisms, the map
∆∗ : G0(Cℓ, Y
′)→ G0(Cℓ, (Y
′)ℓ)
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can be identified with the map ∆∗ of 5.2.2. In this case, we can show more directly,
using localization for the Cℓ-action on (Y
′)ℓ, that ∆∗ above gives an isomorphism
after localizing at each maximal ideal ρ(σ,(q)), for q 6= ℓ, of R(Cℓ) = G0(Z
′[Cℓ])
′
that contains the element v. Set R(Cℓ)
♭ = R(Cℓ)/(v) and use
♭ to denote base
change via R(Cℓ) → R(Cℓ)
♭. We see that ∆♭∗ is an isomorphism and there is
ηℓ ∈ G0(Cℓ, Y
′)♭ whose pull back by π maps to ϑℓ ∈ G0(Cℓ×G,X
′)∧. In particular,
ζ(ηℓ) makes sense as an element in G0(Y
′) and pulls back to an element of G0(G,X
′)
which is equal to ζ∧(ϑℓ) in G0(G,X
′)∧. Given the above, the proof of the identity
(5.3.8) now goes through without having to take completions and we obtain
(6.1.2) (ℓ− 1) · ψℓ(f ct∗ (OX)) = f
ct
∗ (π
∗ζ(ηℓ))
in K0(Z
′[G])′.
6.1.3. We will now show, by Noetherian induction, the following result.
Theorem 6.1.4. Suppose π : X → Y is a G-torsor with Y → Spec(Z) projective
and flat of relative dimension d and let F be a G-equivariant coherent OX-module.
Let ℓ be a prime such that (ℓ,#G) = 1. Then
(6.1.5) (ℓ − 1)d+1 ·
d∏
i=0
(ψℓ − ℓ−i) · f ct∗ (F ) = 0
in Cl(Z′[G])′ = Cl(Z′[G])[ℓ−1].
Proof. Set Ψ(ℓ, d) = (ℓ−1)d+1·
∏d
i=0(ψ
ℓ−ℓ−i) for the endomorphism of Cl(Z′[G])′ =
K0(Z
′[G])′/〈[Z′[G]]〉; this is well-defined by Proposition 4.2.3. We start by recalling
that since π : X → Y is a G-torsor, by descent, all G-equivariant coherent OX -
modules F are obtained by pulling back along π, i.e. are of the form F ≃ π∗G ,
for G a coherent OY -module. By [9, Theorem 6.1], the image of the class f
ct
∗ (π
∗G )
in Cl(Z′[G])ρ is trivial for any prime ρ of R(G) that does not contain the ideal IG
(see the proof of Prop. 4.5 in [30]). Therefore, it is enough to consider (6.1.5) for
the image of f ct∗ (π
∗G ) in Cl(Z′[G])∧. We will argue by induction on d. The map
G 7→ f ct∗ (π
∗G ) induces a group homomorphism
χ : G0(Y )→ Cl(Z
′[G])′.
Now note that G0(Y ) is generated by classes of the form i∗(OT ) where i : T →֒ Y
is an integral closed subscheme of Y . Let us consider the G-torsor π|T : π
−1(T ) =
X ×Y T → T obtained by restriction and denote by h : π
−1(T ) → Spec(Z) the
structure morphism. Observe that by the definitions, we have f ct∗ ·π
∗ · i∗ = h
ct
∗ ·π
∗
|T .
If T is fibral, i.e. if T → Spec(Z) factors through Spec(Fp) for some prime p, then
χ(i∗(OT )) = 0 by a result of Nakajima [27], see [8, Theorem 1.3.2]. It remains to
deal with T which are integral and flat over Spec(Z); the above allows us to reduce
to the case Y is integral and G = OY . We first show that for Y integral, projective
and flat over Spec(Z) of dimension d+1, there is a proper reduced closed subscheme
i :W →֒ Y (therefore of smaller dimension) and a class c′ ∈ G0(Cℓ,W
′)♭ such that
(6.1.6) ηℓ − ℓ−d = i∗(c
′).
To see this take W to be given by the complement Y −U of an open subset U of Y
where (Ω1Y/Z)|U ≃ O
d
U . Indeed, then since U is smooth, by the easy case of Theorem
5.4.2 ([22]), the element ηℓU ′ for U
′ is θℓ(OdU ′)
−1 = ℓ−d. Since ∆∗ and therefore L•
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commutes with restriction to open subschemes, we obtain that the restriction of ηℓ
to U is ℓ−d and so there is c′ as above. Applying ζ to (6.1.6) we obtain
(6.1.7) ζ(ηℓ)− (ℓ− 1)ℓ−d = i∗(ζ(c
′))
with ζ(c′) ∈ G0(W
′)′. The identity (6.1.2) now implies
(6.1.8) (ℓ− 1) · (ψℓ − ℓ−d)(f ct∗ (OX)) = f
ct
∗ (π
∗i∗(ζ(c
′)))
in Cl(Z′[G])∧. Consider the G-torsor π|W : π
−1(W ) = X ×Y W →W obtained by
restriction and denote by h : π−1(W ) → Spec(Z) the structure morphism. Again,
we have f ct∗ ·π
∗ ·i∗ = h
ct
∗ ·π
∗
|W . We can extend ζ(c
′) ∈ G0(W
′)′ to a class z ∈ G0(W )
′.
Then
f ct∗ (π
∗i∗(ζ(c
′))) = hct∗ (π
∗
|W z).
This identity allows us to reduce to considering the G-torsor π|W . If d = 0, then W
is fibral and hct∗ (π
∗
|W z) = 0 by the result of Nakajima (in this case, the normal basis
theorem and devissage is enough). For d > 0, we can use the induction hypothesis
on h and the G-torsor π−1(W ) → W . This implies that Ψ(ℓ, d − 1) annihilates
hct∗ (π
∗
|W z) and the result follows from (6.1.8) and the above.
Remark 6.1.9. M. Taylor’s proof of the Fro¨hlich conjecture [39] easily implies that
2 · f ct∗ (F ) = 0 in Cl(Z[G]) if d = 0 (see [30, Theorem 4.1]). By using this input
at the step d = 0 of the inductive proof above, we can improve Theorem 6.1.4 and
obtain the following: If d ≥ 1 and ℓ is odd, then f ct∗ (F ) is actually annihilated by
(ℓ − 1)d+1 ·
∏d
i=1(ψ
ℓ − ℓ−i) in Cl(Z′[G])′, i.e. we can omit the factor ψℓ − 1 that
corresponds to i = 0.
6.2. Class groups of p-groups and class field theory. In this section, G is a
p-group of exponent pN with p an odd prime.
6.2.1. By [34], we can write the group algebra Q[G] as a direct product of matrix
rings Q[G] =
∏
iMatni×ni(Q(ζpsi )) with center Z =
∏
iKi. Here Ki = Q(ζpsi ) is
the cyclotomic field, si ≤ N . Denote by Oi the ring of integers of Ki.
6.2.2. Denote by Cl(Z[G])p, Cl(Z
′[G])p, the p-power torsion parts of Cl(Z[G]),
Cl(Z′[G]). We now show:
Proposition 6.2.3. There exists an infinite set of primes ℓ 6= p with the following
properties:
a) ℓmod p generates (Z/pZ)∗,
b) ℓp−1 ≡ 1mod pN and,
c) for Z′ = Z[ℓ−1] the restriction Cl(Z[G])p → Cl(Z
′[G])p is an isomorphism.
Proof. In what follows, we will write A(K), resp. A(K)∗, for the adeles, resp.
ideles, of the number field K and A(OK)
∗ =
∏
vO
∗
K,v for the integral ideles. Using
the Fro¨hlich description of the class group [40], we can write
(6.2.4) Cl(Z[G]) = (A(Z)∗/Z∗) /U =
(∏
i
A(Ki)
∗/K∗i
)
/U
where U =
∏
v Det(Zv[G]) ⊂ A(OZ)
∗ =
∏
i A(Oi)
∗. The subgroup U is open, of
finite index in A(OZ)
∗. We can find finite index subgroups Ui =
∏
v Ui,v ⊂ A(Oi)
∗,
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with Ui,v = (Oi)
∗
v if v does not divide p, such that
(6.2.5)
∏
i
Ui ⊂ U ⊂ A(OZ)
∗.
We can also assume that Ui,p is stable for the action of the Galois group Gal(Ki/Q) =
Gal(Ki,p/Qp). It follows now from (6.2.4) and (6.2.5) that we can write Cl(Z[G])
as a quotient
(6.2.6)
∏
i
A(Ki)
∗/(K∗i · Ui)։ Cl(Z[G]).
By class field theory, the source can be identified with the product of the Galois
groups of ray class field extensions of Ki which are at most ramified at the unique
prime over p. In fact, this also implies that the p-Sylow Cl(Z[G])p can also be
written as a quotient ∏
i
Gal(Li/Ki)։ Cl(Z[G])p
where Li/Ki is a p-power ray class field of Ki which is ramified at most at the
unique prime of Ki over p such that Gal(Li/Ki) is identified with the p-power
quotient of A(Ki)
∗/(K∗i · Ui). Let us consider Cl(Z
′[G]) for ℓ 6= p. The discussion
above applies again and as before, we can write∏
i
Aℓ(Ki)
∗/(K∗i · U
ℓ
i )։ Cl(Z
′[G])
where the superscript ℓ, as in Aℓ, means adeles away from ℓ. (Also, as usual, Aℓ
will denote adeles over ℓ.) We can easily see that Cl(Z[G])→ Cl(Z′[G]) and hence
Cl(Z[G])p → Cl(Z
′[G])p is surjective.
Now choose n such that n ≥ N ≥ maxi{si} and such that Q(ζpn) contains all the
(cyclotomic) p-power ray class fields Li, for i with si = 0, of Ki = Q. Also set Mn
to be a p-ray class field of Q(ζpn) ramified only above p that contains all the fields
Li, for si ≥ 1, and corresponds to a Gal(Q(ζpn)/Q)-stable subgroup of A(Q(ζpn))
∗.
The extension Mn/Q is Galois; set Gn = Gal(Mn/Q). This is an extension
(6.2.7) 1→ Gal(Mn/Q(ζpn))→ Gn → Gal(Q(ζpn)/Q) = ∆× Γn → 1
with ∆ = Gal(Q(ζp)/Q) ≃ (Z/pZ)
∗, Γn = Gal(Q(ζpn)/Q(ζp)) ≃ (Z/p
n−1Z). We
can find an element τ ∈ Gn of order p − 1 as follows: lift the generator of ∆ to
an element τ0, then a suitable power τ = τ
pm
0 has order p− 1. By the Cˇhebotarev
density theorem, there is an infinite set of primes ℓ so that Frobℓ lies in the conjugacy
class 〈τ〉 of τ inGn. Then Frobℓ generates the group Gal(Q(ζp)/Q). Hence, the ideal
(ℓ) remains prime in Gal(Q(ζp)/Q) and ℓ generates (Z/pZ)
∗. Write L = (ℓ) in Q(ζp)
and consider FrobL in Gal(Mn/Q(ζp)). We have FrobL = Frob
p−1
ℓ = 〈τ
p−1〉 = 〈1〉
and so L splits completely in Mn.
By class field theory and the assumption Ui,v = O
∗
i,v for v 6= p, we see that the
above give: There is an infinite set of primes ℓ 6= p that generate (Z/pZ)∗, satisfy
ℓp−1 ≡ 1mod pN , and in addition: For all i, the image of the subgroup
Al(Ki)
∗ =
∏
Q|l
K∗i,Q ⊂ A(Ki)
∗
in A(Ki)
∗/K∗i · Ui has order prime to p. Let us denote by Qi = Qi(ℓ) this order
and set Q =
∏
iQi. For such an ℓ, suppose c is an element in the kernel of
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Cl(Z[G])p → Cl(Z
′[G])p which is given by an idele (ai) ∈
∏
i A(Ki)
∗. Then
(aℓi)i = (γi)i · u
ℓ
with γi ∈ K
∗
i (diagonally embedded in the prime to ℓ-ideles) and u
ℓ ∈ Uℓ. Here
(ai)i = (a
ℓ
i)i · (ai,ℓ)i with (ai,ℓ) the ℓ-component of (ai) (considered as an idele with
1 at all places away from ℓ). The product idele (bi)i = (γ
−1
i · ai)i also produces the
class c in Cl(Z[G])p. We can write (bi)i = (b
ℓ
i)i · (bi,ℓ)i. The component (bi,v)i at a
place v away from ℓ is equal to the corresponding component of uℓ and so it is in
Uv. Using our assumption on ℓ we can write
(bQi,ℓ) = (δi · ui)
with ui ∈ Ui, δi ∈ K
∗
i ⊂ A(Ki)
∗ (embedded diagonally). Combining these gives
(bi)
Q
i = (δi · ui)i · (b
ℓ
i)
Q
i
which is in (
∏
iK
∗
i ) · U . Therefore Q · c is trivial in Cl(Z[G]), hence c is trivial.
6.3. Adams eigenspaces and the proof of the main result.
6.3.1. Recall G is a p-group of exponent pN for an odd prime p. The group
(Z/pNZ)∗ = (Z/pZ)∗ × Z/pN−1Z acts on the p-power torsion Cl(Z[G])p via the
Cassou-Nogue`s–Taylor Adams operations: Indeed, these operators are periodic and
this is essential for our argument. The element a ∈ (Z/pNZ)∗ acts via ψCNTa ; we
will simply denote this by ψa in what follows. We will restrict this action to the
subgroup (Z/pZ)∗. This gives a decomposition into eigenspaces
Cl(Z[G])p =
⊕
χ:(Z/pZ)∗→Z∗p
Cl(Z[G])χp =
p−2⊕
i=0
Cl(Z[G])(i)p
where Cl(Z[G])
(i)
p = {c ∈ Cl(Z[G])p | ψa(c) = ω(a)
i · c , ∀a ∈ (Z/pZ)∗}. Here
ω : (Z/pZ)∗ → Z∗p is the Teichmu¨ller character. Similarly for Cl(Z
′[G])p after we
choose a prime ℓ 6= p.
Theorem 6.3.2. Suppose π : X → Y is a G-torsor with Y → Spec(Z) projective
and flat of relative dimension d and assume that G is a p-group for an odd prime p.
Let F be a G-equivariant coherent OX-module. Then the class χ(X,F ) ∈ Cl(Z[G])
is p-power torsion and if p > d lies in
⊕d+1
i=2 Cl(Z[G])
(i)
p . In particular, if d = 1,
then χ(X,F ) lies in the eigenspace Cl(Z[G])
(2)
p .
Proof. The fact that χ(X,F ) is p-power torsion follows from the localization the-
orem of [9] as in [30, Prop. 4.5]. Choose an odd prime ℓ as in Proposition 6.2.3; in
particular ℓ−1 is prime to p. Propositions 4.2.3 and Proposition 4.3.2 together imply
that, for x ∈ Cl(Z′[G])p, we have ψ
ℓ(x) = ℓ · ψℓ′(x) for ℓ
′ℓ ≡ 1mod pN . From The-
orem 6.1.4 and Remark 6.1.9, we then obtain that f ct∗ (F ) lies in ⊕
d+1
i=2Cl(Z
′[G])
(i)
p .
However, for our choice of ℓ, the restriction Cl(Z[G])p → Cl(Z
′[G])p is an isomor-
phism and this gives the result.
6.3.3. We continue to assume that G is a p-group, p an odd prime. Let #G = pn.
We show:
Proposition 6.3.4. If p ≥ 5, then Cl(Z[G])
(2)
p = (0). If p = 3, then Cl(Z[G])
(2)
p =
Cl(Z[G])
(0)
p is annihilated by the Artin exponent A(G) = pn−1 of G.
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Proof. As above, we can write
Cl(Z[G]) =
∏
i
A(Ki)
∗/(
∏
i
K∗i ) · U ,
where Ki = Q(ζpsi ) and U is an open subgroup of the product
∏
iA(Oi)
∗ which
is maximal at all v 6= p. For b ∈ (Z/pZ)∗, denote by σb the Galois automorphism
of Q(ζp∞) = ∪mQ(ζpm) given by σ(ζ) = ζ
ω(b). We can see ([5]) that the operator
ψa, for a ∈ (Z/pZ)
∗ ⊂ (Z/pNZ)∗, is induced by the action of σa on the product∏
iA(Ki)
∗. Let MG ≃ ⊕iMatni×ni(Z[ζpsi ]) be a maximal Z[G]-order in Q[G].
Denote by D(Z[G]) the kernel of the natural group homomorphism Cl(Z[G]) →
Cl(MG) =
∏
iCl(Q(ζpsi )). The kernel group D(Z[G]) has p-power order ([40, p.
37]). Since U is maximal at v 6= p we can write
D(Z[G]) =
∏
i Zp[ζpsi ]
∗
(
∏
i Z[ζpsi ]
∗) · Up
.
For x ∈ Cl(Z[G])
(2)
p , let (xi)i be the image of x in the class group Cl(MG). Then
xi is a p-power torsion element in Cl(Q(ζpsi )) which satisfies σa(xi) = ω(a)
2 ·xi, for
all a ∈ (Z/pZ)∗. The second eigenspace of the p-part of the class group of Q(ζpm) is
trivial. (Combine B2 = 1/6 with Herbrand’s theorem and the “reflection theorems”,
see [43, Theorems 6.17, 10.9], to see this for m = 1; the result then follows.) It
follows that (xi)i = 0 and so x is in D(Z[G]). Such an x is then represented by (ui)i
with ui ∈ (Zp[ζpsi ]
∗)(2). For m ≥ 0, consider the pro-p-Sylow subgroup (Zp[ζpm ]
∗)p
of Zp[ζpm ]
∗. Denote by (Ẑ[ζpm ]∗)p the intersection Ẑ[ζpm ]∗ ∩ (Zp[ζpm ]
∗)p of the
p-adic closure of the global units Z[ζpm ]
∗ in Zp[ζpm ]
∗ with (Zp[ζpm ]
∗)p. If p ≥ 5,
then, since the second Bernoulli number B2 = 1/6 is not divisible by p, we have
(Zp[ζpm ]
∗)(2)p = (Ẑ[ζpm ]
∗)(2)p
by a classical result of Iwasawa (see for example [43, Theorem 13.56], cf. [29, p.
296]). This shows that x is trivial in D(Z[G]). If p = 3, then since 3 is regular, we
have as above Cl(Z[G])
(2)
p = Cl(Z[G])
(0)
p = D(Z[G])
(0)
p . This group is annihilated
by A(G) by [29, Theorem 9]; in this case, A(G) = pn−1 = 3n−1 by [24].
6.3.5. We can now show Theorems 1.0.2 and 1.0.3 of the introduction. For this
we allow G to stand for an arbitrary finite group.
Proof of Theorem 1.0.2. Using Noetherian induction and the 0-dimensional result
of Taylor exactly as in [30, Prop. 4.4], we see that
(6.3.6) gcd(2,#G) ·#G · f ct∗ (F ) = 0.
Using localization as in [30, Prop. 4.5], we see that the p-power torsion part of
the class f ct∗ (F ) is annihilated by any power of p that annihilates its restriction
ResGGp(f
ct
∗ (π
∗G )) in the class group Cl(Z[Gp]) of a p-Sylow Gp. By definition, this
restriction is the Euler characteristic class for the Gp-cover X → X/Gp. If G is
a p-group of order p ≥ 5, we have f ct∗ (F ) = 0 in Cl(Z[G]) by Theorem 6.3.2 and
Proposition 6.3.4. We can apply this to a p-Sylow Gp of G and the Gp-torsor
X → X/Gp. By the above, we obtain that the prime to 6 part of f
ct
∗ (F ) is trivial.
By (6.3.6) the 2-part is always annihilated by gcd(2,#G)v2(#G)+1. When the 2-
Sylow G2 of G is abelian, [30, Theorem 1.1], applied to the coverX → X/G2, shows
that the restriction of f ct∗ (F ) to Cl(Z[G2]) is 2-torsion. In general, by [30, Theorem
1.1], the restriction of f ct∗ (F ) to Cl(Z[G2]) lies in the kernel subgroup D(Z[G2]).
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The kernel subgroup D(Z[G2]) is trivial when the 2-group G2 has order ≤ 4, is
cyclic of order 8, or is dihedral; it has order 2 when G2 is generalized quaternion or
semi-dihedral ([11, II, 50.16], [40, Theorem 2.1, p. 79]). Also, by Theorem 6.3.2 and
Proposition 6.3.4, when p = 3, the restriction of f ct∗ (F ) to Cl(Z[G3]) is annihilated
by the Artin exponent A(G3). If G3 is abelian, this restriction is trivial, again by
[30, Theorem 1.1]. Theorem 1.0.2 now follows.
Proof of Theorem 1.0.3. Let us note that in this situation, we have H0(XQ,OXQ) =
H0(YQ,OYQ), and, since the G-cover XQ → YQ is unramified, the Hurwitz formula
gives gX−h = #G ·(gY −h). The result then follows from Theorem 1.0.2 exactly as
in the proof of [30, Theorem 5.5] provided we show that H1(X,ωX) ≃ Z
⊕h. Since
G acts trivially on H0(XQ,OXQ), we have H
0(X,OX) ≃ Z
⊕h with trivial G-action.
Under the rest of our assumptions, duality implies that there is a G-equivariant
isomorphism H1(X,ωX) ≃ HomZ(H
0(X,OX),Z), and the result then follows.
7. Tamely ramified covers of curves
7.1. Curves over Z. We assume that G acts tamely on f : X → Spec(Z) which is
projective, flat and a local complete intersection of relative dimension 1. We also
assume that Y = X/G is irreducible and regular; then π : X → Y is finite and
flat. Let U be the largest open subscheme of X such that π : U → V = U/G is
e´tale. The complements R(X/Y ) = X −U and B(X/Y ) = Y − V are respectively
the ramification and branch locus of π. The ramification locus is the closed subset
of X defined by the annihilator Ann(Ω1X/Y ). Our assumption of tameness implies
that both the ramification and branch loci are fibral, i.e. are subsets of the union
of fibers of X → Spec(Z), resp. Y → Spec(Z), over a finite set S of primes (p).
(See [8, 1.2].) Fix a prime ℓ 6= 2 that does not divide #G.
7.1.1. Denote by FiG0(Y ) the subgroup of elements of K0(Y ) = G0(Y ) repre-
sented as linear combinations of coherent sheaves supported on subschemes of Y of
dimension ≤ i. Consider the homomorphisms
χ : F1G0(Y )→ Cl(Z[G]); χ(c) = f
ct
∗ (π
∗(c)), and,
clX/Y : F1G0(Y )→ Cl(Z
′[G])∧; clX/Y (c) := f
∧
∗ (π
∗(c) · θℓ(T∨X/Y )
−1)
where θℓ(T∨X/Y )
−1 is as in 5.5.5. Note that a value of clX/Y appears in the right
hand side of (5.5.8).
Proposition 7.1.2. Under the above assumptions,
1) the image of χ is gcd(2,#G)-torsion,
2) the image of clX/Y is (ℓ− 1)-torsion.
Proof. We note that under our assumptions, we have isomorphisms Pic(Y ) =
CH1(Y )
∼
−→ F1G0(Y )/F0G0(Y ) and CH0(Y )
∼
−→ F0G0(Y ). (This follows from
“Riemann-Roch without denominators” as in [35], see also [12, Ex. 15.3.6]). Here
CHi(Y ) is the Chow group of dimension i cycles modulo rational equivalence on Y
and both maps are given by sending the class [V ] of a dimension 1, resp. 0, integral
subscheme V of Y to i∗([OV ]) where i : V → Y is the corresponding morphism.
Now observe:
a) Both clX/Y , χ are trivial on F0G0(Y ): By two-dimensional class field theory
[16, Theorem 2], CH0(Y ) is a finite abelian group and there is a reciprocity isomor-
phism CH0(Y )
∼
−→ π˜ab1 (Y ), where π˜
ab
1 (Y ) classifies unramified abelian covers of Y
ADAMS OPERATIONS AND GALOIS STRUCTURE 25
that split completely over all real-valued points of Y . Suppose Y ′ → Y is an irre-
ducible unramified abelian Galois cover. A standard argument using the classical
description of unramified abelian covers of curves via isogenies of their Jacobians
(or, alternatively, smooth base change for e´tale cohomology), shows that there is
an infinite set of primes q such that the base change Y ′Fq → YFq is non-split, i.e.
such that Y ′Fq is irreducible. By applying this to the universal cover Y
uni → Y with
Galois group CH0(Y ), we obtain that there is a prime q not in {ℓ} ∪ S such that
YFq is smooth and with the property that Y
uni
Fq
is irreducible. This implies that the
Frobenius elements of the closed points of the smooth projective curve YFq generate
the Galois group, in other words, that the group CH0(Y ) is generated by the classes
of points that are supported on YFq ⊂ Y . Now θ
ℓ(T∨X/Y )
−1
|U = 1 and since XFq ⊂ U ,
if c corresponds to a point on YFq , we obtain clX/Y (c) = f
ct
∗ (π
∗(c)) = 0 by the
normal basis theorem for the G-Galois algebra that corresponds to π−1(c). (See
also [8, Theorem 1.3.2]).
b) By (a) above, clX/Y and χ both factor through F1G0(Y )/F0G0(Y ) ≃ Pic(Y ).
Suppose now that δ ∈ Pic(Y ). By [8, Prop. 9.1.3] (the assumption that the special
fibers are divisors with normal crossings is not needed for this), there is a “harmless”
base extension given by a number field N/Q, unramified at all primes over S, of
degree [N : Q] a power of a prime number 6= ℓ, and [N : Q] ≡ 1mod#Cl(Z[G]) such
that the following is true: We can write the base change δON ∈ Pic(YON ) as a sum
δON =
∑
imi[Di] with mi = ±1, where Di are horizontal divisors in YON , which at
most intersect each irreducible component of (YON )p, p ∈ S, transversely at closed
points that are away from the singular locus of the reduced special fiber (YON )
red
p .
Denote by ιi : Di →֒ YON the closed immersion and by Di the normalization of Di.
Then, we can see as in loc. cit. that for each i, the morphism D˜i = π
−1(Di) =
Di ×Y X → Di is a tame G-cover of regular affine schemes of dimension 1 flat over
Z, which is unramified away from S. The normalization morphism qi : Di → Di is
an isomorphism over an open subset of Di that contains all primes over S. As in [8],
we can now see that our conditions on the field N together with δON =
∑
imi[Di]
imply that
χ(δ) =
∑
i
mi · χ(XON , (ιi)∗ODi) =
∑
i
mi · [Γ(D˜i,OD˜i)]
in Cl(Z[G]). Observe that the classes [Γ(D˜i,OD˜i)] are gcd(2,#G)-torsion by Tay-
lor’s theorem and part (1) follows.
The proof of part (2) is similar: For simplicity, write D = Di, D = Di, D˜ = D˜i,
ι : D →֒ YON , and denote by h : D˜ → Spec(Z) the structure morphism. By Taylor’s
theorem, gcd(2,#G) · hct∗ (OD˜) = 0 in Cl(Z
′[G]). Therefore, since ℓ − 1 is even, by
applying (5.5.8) (for d = 0) to the cover X = D˜ → Y = D, we obtain that
(ℓ− 1) ·
[
h∧∗ (θ
ℓ(T∨
D˜/D
)−1) + h∧∗ (π
∗(c′) · θℓ(T∨
D˜/D
)−1)
]
= 0
in Cl(Z′[G])∧ where c′ ∈ K0(D)
′ = G0(D)
′ is supported on a proper closed subset
of D. We can assume that c′ is supported away from primes in S. Then, as in (a)
above we obtain that the second term in the above sum vanishes. Therefore,
(ℓ− 1) · (h∧∗ (θ
ℓ(T∨
D˜/D
)−1)) = 0
also. Observe that q : D → D is an isomorphism over an open subset of D whose
complement has image in X disjoint from the support of T∨X/Y . Also the formation
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of cotangent complexes of flat morphisms commutes with base change ([15]), we can
see that the base change of θℓ(T∨X/Y )
−1 ∈ K0(G,X)
∧ to D˜ is equal to θℓ(T∨
D˜/D
)−1 ∈
K0(G, D˜)
∧. Using these two facts, and the projection formula, we now obtain
(ℓ − 1) · clXON /YON (ι∗[OD]) =
= (ℓ− 1) · f∧∗ (π
∗(ι∗[OD]) · θ
ℓ(T∨XON /YON
)−1) =
= (ℓ− 1) · f∧∗ (π
∗(ι∗[q∗OD]) · θ
ℓ(T∨XON /YON
)−1) =
= (ℓ − 1) · h∧∗ (θ
ℓ(T∨
D˜/D
)−1) = 0.
Here, for simplicity, we also write π for the cover XON → YON and denote by f the
structure morphism XON → Spec(Z). As above we can now see that we have
clX/Y (δ) =
∑
i
mi · clXON /YON ((ιi)∗[ODi ])
and this, together with the above, concludes the proof of part (2).
Corollary 7.1.3. Under the above assumptions, if G is a locally free coherent
OY -module of rank r, then
gcd(2,#G) · (χ(X, π∗G )− r · χ(X,OX)) = 0
in Cl(Z[G]).
Proof. This follows from Proposition 7.1.2 (1), since [G ]− r · [OY ] ∈ F1G0(Y ).
7.2. The input localization theorem. Here we let S be the smallest finite set
of rational primes which contains the support of the branch locus of π : X → Y .
For simplicity, let us set XS = ∪p∈SXFp , X̂S = ∪p∈SXZp .
Theorem 7.2.1. Let π : X → Y be a tamely ramified G-cover of schemes which are
projective and flat over Spec(Z) of relative dimension 1. Suppose that Y is regular
and that X is a local complete intersection. Let F be a G-equivariant coherent
OX-module. Then
gcd(2,#G)v2(#G)+2gcd(3,#G)v3(#G)−1 · χ(X,F )
in Cl(Z[G]) depends only on the pair (X̂S ,F |X̂S ) where F |X̂S denotes the pull-back
of F from X to X̂S.
Proof. We consider the projections χ(X,F )ρ on the localizations Cl(Z[G])ρ of the
finite G0(Z[G])-module Cl(Z[G]) at the maximal ideals ρ ⊂ G0(Z[G]). Recall
Cl(Z[G]) = ⊕ρCl(Z[G])ρ.
Consider ρ that do not contain the kernel IG of the rank map. The projection
χ(X,F )ρ depends only on the inverse image (ι∗)
−1
ρ ([F ]) of the class of F under
the isomorphism ([9, Theorem 6.1])
(7.2.2) (ι∗)ρ : G0(G,X
ρ)ρ
∼
−→ G0(G,X)ρ
where ι : Xρ ⊂ X . For such ρ, the fixed point subscheme Xρ is contained in the
ramification locus R = R(X/Y ) ⊂ XS and there is a similar isomorphism
(7.2.3) (ι̂∗)ρ : G0(G,X
ρ)ρ
∼
−→ G0(G, X̂S)ρ
such that (ι∗)ρ and (ι̂∗)ρ commute with the base change homomorphismG0(G,X)→
G0(G, X̂S), F 7→ F |X̂S . This shows that (ι∗)
−1
ρ ([F ]) and therefore also χ(X,F )ρ,
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for IG 6⊂ ρ, only depends on (X̂S ,F |X̂S ). It remains to deal with maximal ρ such
that IG ⊂ ρ. These are of the form ρ = ρ(1,p) for some prime p that divides #G.
The argument in the proof of [30, Proposition 4.5] shows that for such ρ, the com-
ponent χ(X,F )ρ depends only on the p-power part χ(X,F )p of the restriction of
χ(X,F ) to the p-Sylow Gp. To avoid a conflict in the notation we will use in this
proof the symbol q to denote a prime in the set S.
Note that, under our assumptions, π : X → Y is finite and flat. If G = (π∗(F ))
G,
there is a canonical short exact sequence of G-equivariant coherent OX -modules
0→ π∗G → F → Y → 0,
with Y supported on the ramification locus R(X/Y ). In fact, Y is canonically
isomorphic to the cokernel of π∗G |X̂S → F |X̂S and G |X̂S = (π∗(F |X̂S ))
G. This
shows that Y is determined from F |X̂S . Therefore, it is enough to show the
statement for sheaves of the form F = π∗G . In view of Corollary 7.1.3, we first
consider the case F = OX . Notice that π∗OX is OY -locally free of rank #G on Y
and hence, again by Corollary 7.1.3, the difference
χ(X, π∗(π∗(OX)))−#G · χ(X,OX)
is gcd(2,#G)-torsion. On the other hand, the G-action morphism, m : X × G →
X ×Y X , (x, g) 7→ (x, x · g), restricts to an isomorphism over U . This gives a
G-equivariant homomorphism
π∗(π∗(OX)) = π∗(OX)⊗OY OX
m∗
−−→
⊕
g∈G
OX = Maps(G,OX)
of G-equivariant coherent OX -modules which is injective. The cokernel of m
∗ is
supported on R(X/Y ), and, as above, is determined from X̂S . Since we have
χ(X,Maps(G,OX)) = 0, this shows that gcd(2,#G) · (#G) · χ(X,OX) depends
only on X̂S. Therefore, gcd(2,#G)
v2(#G)+1 · χ(X,OX)2 depends only on X̂S . By
Corollary 7.1.3 and the above, we see that gcd(2,#G)v2(#G)+2 · χ(X,F )2 depends
only on (X̂S ,F |X̂S ).
We now deal with the p-power part χ(X,OX)p for p odd. By the above, it is
enough to consider the case that G is a p-group. We claim that, in this case, the
IG-adic completion Cl(Z
′[G])∧ is the p-power part Cl(Z′[G])p: Indeed, we observe
that the class [Z′[G]] ∈ G0(Z[G]) annihilates Cl(Z
′[G]) but since it has rank #G, it
is invertible in the localizations of G0(Z[G]) at ρ = IG + (q), for all q 6= p. Hence,
the completion Cl(Z′[G])∧ is supported at p and the claim follows since, by 2.1.2,
the only prime ideal of G0(Z[G]) supported over p is IG+(p). (cf. the proof of [30,
Proposition 4.5]). Combining Proposition 7.1.2 (2) and (5.5.8) we obtain:
(7.2.4) (ℓ− 1)(ψℓ − ℓ−1) · χ(X,OX) = ℓ
−1(ℓ − 1) · f∧∗ (r
ℓ
X/Y )
in Cl(Z′[G])∧. Now apply (7.2.4) to a prime ℓ as in Proposition 6.2.3. We see
that Proposition 6.3.4 implies that the multiple gcd(3,#G)v3(#G)−1 · χ(X,OX)p is
determined by f∧∗ (r
ℓ
X/Y ) ∈ Cl(Z
′[G])∧.
We will show that f∧∗ (r
ℓ
X/Y ) depends only on the G-cover X̂S → ŶS . Set US =
X −XS . Recall
rℓX/Y = θ
ℓ(T∨X)
−1 · θℓ(π∗T∨Y )− 1
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is in K0(G,X)
∧ with trivial image in K0(G,US)
∧ under restriction. Observe that
f∧∗ (r
ℓ
X/Y ) only depends on the image of r
ℓ
X/Y in G0(G,X)
∧. We have a commuta-
tive diagram
G1(G,US)
∧ → G0(G,XS)
∧ → G0(G,X)
∧ → G0(G,US)
∧ → 0
↓ ↓ β ↓ ↓
G1(G, ÛS)
∧ → G0(G,XS)
∧ → G0(G, X̂S)
∧ → G0(G, ÛS)
∧ → 0,
where the rows are exact and are obtained by completing the standard equivariant
localization sequences (cf. [41]). Here ÛS = ∪q∈SXQq , the vertical maps are given
by base change; the second vertical map is the identity. Since the action of G on
ÛS is free, we have by e´tale descent G1(G, ÛS) = G1(ÛS/G) = ⊕q∈SG1(YQq ).
(In particular, this also implies that ImG · G1(G, ÛS) = (0) for m > 1 and so
G1(G, ÛS)
∧ = G1(G, ÛS).) As in [6], [8], we can see that f
∧
∗ ·(iS)
∧
∗ : G0(G,XS)
∧ →
G0(G,X)
∧ → Cl(Z′[G])∧ can be written as a composition (fS)∗ : G0(G,XS)
∧ →
⊕q∈SK0(Fq[G])
∧ → Cl(Z′[G])∧ where the first arrow is given by the sum of the pro-
jective equivariant Euler characteristics for the G-schemes fq : XFq → Spec(Fq).
Proposition 7.2.5. The homomorphism (fS)∗ vanishes on the image of the map
G1(G, ÛS)
∧ → G0(G,XS)
∧.
Proof. For this we need:
Lemma 7.2.6. The maps above give a commutative diagram
G1(YQq )
∼
−→ G1(G,XQq ) → G0(G,XFq )
(gQq )∗ ↓ (fq)∗ ↓
Q∗q −→ G1(Qq[G]) → G0(Fq[G])
where the bottom left horizontal arrow
Q∗q → G1(Qq[G]) = HomGal(Q¯q/Qq)(RQ¯q (G), Q¯
∗
q)
sends µ ∈ Q∗q to the character function χ 7→ µ
deg(χ).
Proof. Using the Quillen-Gersten spectral sequence we can see that G1(YQq ) is
generated by the following two types of elements: Constants c ∈ Q∗q considered as
giving automorphisms of the structure sheaf of YQq (i.e. elements in the image of
(fQq )
∗ : Q∗q = G1(Spec(Qq))
∗ → G1(YQq )), and elements in the image of k(y)
∗ =
G1(Spec(k(y)))→ G1(YQq ) where k(y) is the residue field of some closed point y of
YQq (see [13, Example 4.6]). It is enough to check the commutativity on these two
types of elements: The statement for the first type follows easily from the fact (a
consequence of Lefschetz-Riemann-Roch, or of the main result of [27]) that the G-
character [H0(XQq ,OXQq )]− [H
1(XQq ,OXQq )] is a multiple of the regular character.
The statement for the second type follows from an explicit calculation by using the
normal basis theorem.
The Lemma implies that the values of (fS)∗ on the image of G1(G, ÛS)
∧ →
G0(G,XS)
∧ are in the subgroup generated by the sums of images of the character
functions χ 7→ µdeg(χ). These values are all classes of virtually free Fq[G]-modules
in K0(Fq[G]) ⊂ G0(Fq[G]) and this shows the desired vanishing.
Proposition 7.2.5, combined with a chase on the commutative diagram of the
previous page, now implies that f∧∗ (r
ℓ
X/Y ) only depends on the image of r
ℓ
X/Y
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under the base change β : G0(G,X)
∧ → G0(G, X̂S)
∧. By flat base change for the
cotangent complex [15] this image is the class of
rℓ
X̂S/ŶS
:= θℓ(T∨
X̂S
)−1 · θℓ(π∗T∨
ŶS
)− 1.
Therefore, f∧∗ (r
ℓ
X/Y ) only depends on X̂S → ŶS , which, in turn, since ŶS = X̂S/G,
only depends on the G-scheme X̂S .
Combining all these, we now obtain the statement of Theorem 7.2.1.
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