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Abstract: Let (x,) be some sequence generated by x,+i = f(x,,) where 
j(x)=x+ c (Yp+,Xp+‘, P31, ap+1<0. 
For x0 > 0 small, it converges to zero logarithmically, i.e. lim, x,,+i /x, = 1, thus we need algorithms for accelerating 
its convergence. Using asymptotic expansions in the analysis of the A2 and &algorithms leads to modified iterated 
versions of the first one and to combinations with the iterated &algorithm. In particular some superconvergence 
phenomena can be explained in this framework. A similar study can be made for other nonlinear algorithms known at 
present. Moreover, the above algorithms are also good accelerators for large classes of slowly convergent integrals and 
series. 
Keywords: Convergence acceleration, logarithmic sequences. 
1. Introduction 
There is an obvious need in accelerating the convergence of real sequences (S,) converging 
logarithmically to their limit S *, i.e. verifying: 
lim (S,+i -s*)/(s,-s*)=1. (1) t7++CC 
Though the whole set LOG of these sequences is not accelerable [5], many of its subsets can be 
accelerated by various nonlinear algorithms [l-3,6,8-12,14-18]. 
Some interesting subsets of LOG are those of sequences (S,) generated by S,,, = g( S,), 
converging to a fixed point S* of g, and having an asymptotic expansion (a.e.) around S*: 
S n+l =s,+ c cXp+i (s,-s*)P+’ (2) 
i>l 
where pa 1 and (Ye+, f 0. We can restrict our study to subsets LOGF, of sequences (x,), 
converging to zero, generated by x,+~ =f( x,), where f belongs to: 
f(x) =x + c ap+;xp+‘; (Y/,+~ < 0 . 
I>1 
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When ( xn) E LOGF,, or equivalently when f~ A,, then we have x, = 0( n-l/p) for n + + 00, 
therefore the convergence is very slow. In Section 2 different types of a.e. of x, as a function of n 
and x = x0, are given. This information is then used to derive precise results about the types of 
acceleration that it is possible to get from modified versions of the iterated A*, the iterated 
8,-algorithm and from their combinations. 
Many remainders of slowly convergent integrals and series, e.g. via the Euler-Maclaurin 
formula (see [4,7,11,12,13]) have a.e. which are very similar to those of sequences in LOGF,, thus 
our algorithms can be applied to them. 
Because of the formal and lengthy character of computations, no detailed proofs are given. 
Most of them use classical tools of formal power series and will be given elsewhere with other 
results and numerical examples. 
2. Asymptotic expansion of x, 
According to De Bruijn [4, Chapter 81, there exists, for each f~ A,, a unique function 
G(x) = i d;x_‘+ c0 log x + c c,xi (4) 
I=1 ial 
verifying the functional equation 
#(f(x)) = 1+ #(x). (5) 
Setting x0 = x and x, =f( x,-r) =f,( x), we deduce from (5) 
#(x,) = J/k(x)) = n + #(x)* (6) 
First, the coefficients of (4) are computed from those of f (3) and equation (5), then the a.e. of 
x, is deduced from (6). We only give some results for f~ A,, p = 1 or 2; corresponding results 
for p >, 3 can be obtained in the same way. Note the essential role played by the coefficient c0 of 
log x in (4). Some coefficients are given in Table 1. 
Theorem 1. Forf E A,, ~/~(x)=d~x-~+c~ log x+c,x+c,x*+ . . . . LetA;=={fE-41:cO+0}, 
Ai’= {fq: co=O}. 
(i) Forf~ A,‘, the a.e. of (x,) E LOGF,’ is: 
X” = a,n -I + (a2 log n + &r-’ + (a,(log ?z)’ + a5 log YI + +-’ + . . * . 
(ii) For f GA;‘, there is no logarithm in the a.e. of (x,) E LOGF,’ 
x, = aln -I + u3n-2 + U6rc3 + u1on-4 + . *. . 
Examples. 
(1) f(x)=x-X2, I+(x)=x-‘+logx+~x+~x2+~x3+ a**, 
x, = n-l - n -*(log n + #(x)) 
+,-3((10gn)*+(2~(x)-1)10gn+Ji2(x)-~(x)+~)+ *.* . 
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Table 1 
Coefficients of q(x) and x, in terms of the coefficients of f and x = x0 
d, 
d, 
c 0 
Cl 
aI 
a2 
a3 
a4 
a5 
a6 
a7 
fs-4, 
0 
-l/a* 
l-a,/a: 
2aJa2 -a4/4-a2+c~(a2/2-a3/~2) 
- l/a2 
-coal 
a,(c, log aI - Ic(xN 
+ c&z, 
- co(aIcO +2a3) 
a:/a, + a$0 + a+, 
3 
-coal 
f(x) = x + a2x2 + a3x3 + 
fE-4, 
-1/2a, 
Q/4 
i+az/aj-a,/a: 
a4/2a3 - a,/a: +2a,a5/a: - a:/ai 
d’/2 
& 
- +coa, 
(co log aI - $(x1+ &af)Pa, 
- con2 
2a,a,/a, - az/aF + +coa2 + $c,af 
? 2 ta, /aI 
f(x)=x+ a,x3+a,x4+ ... 
(2) f(x)=x-x2+x3, +(x)=x-‘-x-x2-x3+ . ..) 
x, = n-l -~(x)n~‘+(lp(x)-l)n-3+ .a* . 
Theorem2. ForfEAz, $(x)=d,~-~+d~x-~+c~ logx+c,x+c2x2+ ..a . Let 
A;= {fEA2:a4f0, c,#O}, A;‘= {fEA,: fodd, c,#O}, 
A?= (.f~ A, : f odd, c0 = 0) 
(i) For f E A; (general case), we get for (x,) E LOGF,’ 
x, = aln -7/z + a2n-1 + (u, log n + uJn -3’2 + (a5 log n + a&-’ + . . * . 
(ii) ForfEA;‘, th ere holds, for (x,) E LOGF;’ 
x =a,iz-“2+(a3 logn+a,)n- n 3’2 + a,(log n)’ + a,log n + a, n ( 1 
-5/z+ . . . . 
(iii) ForfEA;“, there is no logarithm in the a.e. of (x,) E LOGF2”’ 
x, = a,n -1/Z + a4n- 3/2+a,n-5/2+ . . . . 
Examples. 
(1) f(x) =x - X3 + X4, q!/(X) = ;.c2 + x-l + :1og x - Ix - $.x’ + . . . ) 
x, = (2n)-l’* + (2n)_’ -(logn+2-4~(x)-log2)n-3/2/8~+ ... . 
(2) f(x) = sin x, l+b(x) = 3x-2 + $log x + &x2 + *. . ) 
x, = ( fn)-1’2 - (+n)-3’2($log n + &(x) - & log 3) + .*a . 
(3) f(x)=x-x3+; x5, #(x) = &-’ - ix’ + . . . ) 
x, = (2n)-1’2 -#(x)(2,p;+ . . . . 
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3. Modified iterated A* algorithms 
Given any sequence ( un), we define 
R[u,] =Au,/A~,,+,,‘~~u,. 
Thus, the classical A2 algorithm applied to (u,) gives 
u, = Untl -N%l* 
Algorithm 1. For (x,) E LOGF,’ ( p = 1 or 2), define XL” = X, and for k > 1, 
Algorithm 2. For (x,) E LOGF,“, define XL’) = x, and for k > 1. 
x(k) = x;w<l’ - 
n 
i 
2;;p; 1 ) R[xfk-l)]. 
Algorithm 3. For (x,) E LOGF2”‘, define XL’) = x, and for k > 1, 
Theorem 3. For all k > 1, there holds when n tends to + 00: 
(i) when (x,) E LOGFP:J xLk) = 0( n-(kfl)‘p); 
(ii) when (x,) E LOGF, , xck) = 0(n-(2k+1)‘p); 
(iii) when (x,) E LOGF,“‘, lLk) = 0( np(2k+1)‘2)). 
In fact, we have much more precise results. For example, if f~ Ai (i.e. co Z 0) and XL”- ‘) - 
Pk( x,)“, then 
X(k) 
n 
JqxJkil. - -‘Oa2 k+l 
When SEA;, if xLkP1) = /3k(~,)k + Pk+i(~,,)k+l + O((X,,)~+~), then we get 
X(k) = bJkfl 
k(k+2) 
(kz& - &+I) + o((xn)k+2). 
But when f~ A;’ (f odd, co # 0), from xikP1) - ,62k_1(xn)2k-1 we deduce 
X(k) 2P2k-1 
n - -%2k+ 1 
(X,)*k+l 
These results are used in conjunction with those of the following section to get new algorithms in 
Section 5. 
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4. Iterated &algorithm 
The &algorithm applied to (u,) can be described as follows: 
(a) compute the sequence obtained by the A2 
“, = U,+1 -R[u,]; 
(b) compute the extrapolated sequence 
‘%,> = a,+1 + (u,+i -u,> A~,+i/(A~,+i -AU,>. 
Let us denote by z, (k) = 0,(x ) the sequence obtained after k applications of this algorithm. n 
Theorem 4. For all k >, 1, there holds when n tends to + co: 
(i) when fE A;( p = 1 or 2), zLk’ = 0( n-(k+*)/p); 
(ii) when fE A; (p = 1 or 2) z:“’ = 0( n-(2kt*)‘p); 
(iii) when f~ A;I,, zik) = O( t~(~~+l)/~)). 
In fact, as for Theorem 3, we have more precise results. When f~ A; and zik-i) - /3k(~,)k, 
then we get 
Z(k) - 
n 
Pk cx )k+l 
co(y2 k(k+l) ’ ’ 
When f E A; and 
Zck-l)= ,8k(X,)k+ ,8k+l(X,)k+1 + o((x,) k+2)), n 
we get 
Z(k)= _ bn)k+l 
n 
i 
kM4Pk-&+d + o(bn)k+2); 
k2(k+2) a3 
when f E A;‘, from 
dk-l) = &k__1(xn)2k-* + o((X,)2k+‘), n 
we deduce 
Z(k) = 
n ,“,:““?, &k_I(Xn)2k+1 + 0((X,)2k+3j* 
5. Combinations of the two algorithms 
Algorithm 4. (f E Ai, p = 1 or 2). Set XL’) = x, and for k > 1 
_Q’ = .&” _ ““,:“; ‘i R[xLk-‘)], z;“’ = ~(X(kl!jn, 
X(k) = _?_ ” 2k { Yjk’ 
+ (2k - 1)~;~‘). 
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Algorithm 5. ( f E A;‘). Set xi@ = x,, and for k >, 1 
Y,‘“’ = x;;;” - 
x(/o = 
n & {2yJk’ + (4k - 3)z;“‘j. 
Theorem 5. For all k 3 1, we have when n tends to + 00 : 
(i) when f EAi (p = 1 or 2) xi”’ = 0( K(2k+1)‘p); 
(ii) when f E A;‘, xi”) = 0( n-‘2k+1)/2). 
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