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Resum
Tot i que en les u´ltimes de`cades la reduccio´ del soroll eme`s pels avions ha estat substancial, el
seu impacte a la poblacio´ ubicada a prop dels aeroports e´s un problema que encara persisteix.
Contenir el soroll generat per les operacions d’aeronaus, tot assumint al mateix temps la creixent
demanda de vols, e´s un dels principals desafiaments a que s’enfronten les autoritats aeropor-
tua`ries, els proveı¨dors de serveis per a la navegacio´ ae`ria i els operadors de les aeronaus. A part
de millorar la seva aerodina`mica o el nivell d’emissions sonores, l’impacte acu´stic de les opera-
cions ae`ries es pot reduı¨r tambe´ gra`cies a la definicio´ de nous procediments de vol me´s o`ptims.
Aquests procediments s’anomenen generalment Procediments d’Atenuacio´ de Soroll (PAS) i po-
den estar formats per rutes preferencials de vol, a fi d’evitar les zones poblades, i/o tambe´ perfils
verticals de vol optimitzats.
Els procediments que existeixen avui en dia per reduı¨r el soroll de les operacions ae`ries so´n
lluny de ser els me´s o`ptims. De fet, la seva optimitzacio´ no e´s possible a causa de les limitacions
actuals en els me`todes de navegacio´, els equips d’avio`nica i la complexitat present en certs espais
aeris. D’altra banda, molts PAS es dissenyen de forma manual per un grup d’experts i amb l’a-
juda de diverses iteracions. Tot i aixo`, en els propers anys s’esperen nous sistemes d’avio`nica i
conceptes de gestio´ del tra`nsit aeri que permetin millorar el disseny d’aquests procediments, fent
que siguin me´s flexibles. A me´s a me´s, en els pocs casos on s’optimitzen PAS, se sol utilitzar una
me`trica acu´stica en l’elaboracio´ de les diferents funcions objectiu i per tant, no es tenen en compte
les mole`sties sonores reals. La mole`stia sonora e´s un concepte subjectiu, complexe i que depe`n del
context en que s’usa. La seva integracio´ en l’optimitzacio´ de trajecto`ries segueix essent un aspecte
a estudiar.
La motivacio´ principal de la present tesi doctoral es basa en el fet que en un futur pro`xim sera`
possible definir trajecto`ries d’aeronaus me´s flexibles i precises. D’aquesta manera es permetra` la
definicio´ de procediments de vol o`ptims des d’un punt de vista mediambiental. Aixı´ doncs, es
considera una situacio´ en que aquest tipus de procediments poden ser dissenyats de forma au-
toma`tica o semiautoma`tica per un sistema expert basat en te`cniques d’optimitzacio´ i de raona-
ment aproximat. Aixo` serviria com una eina de presa de decisions per planificadors de l’espai aeri
i dissenyadors de procediments de navegacio´ ae`ria.
Aixı´ doncs, en aquest treball es desenvolupa una eina completa pel ca`lcul o`ptim de procedi-
ments d’atenuacio´ de soroll per aeronaus. Aixo` inclou un conjunt de models no lineals que tenen
en compte la dina`mica de les aeronaus, les limitacions de la trajecto`ria i les funcions objectiu a op-
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timitzar. La mole`stia causada pel soroll es modela utilitzant te`cniques de lo`gica difusa en funcio´
del nivell ma`xim de so percebut, l’hora del dia i el tipus de zona a sobrevolar. Llavors, s’identi-
fica i es formula formalment el problema com un de control o`ptim multi-criteri. Per resoldre’l es
proposa un me`tode de transcripcio´ directa per tal de transformar-lo en un problema de progra-
macio´ no lineal. A continuacio´ s’avaluen una se`rie de te`cniques d’optimitzacio´ multi-objectiu i
entre elles es destaca el me`tode d’escalaritzacio´, el me´s utilitzat en la literatura. No obstant aixo`,
s’exploren diverses te`cniques alternatives que permeten superar certs inconvenients que l’escala-
ritzacio´ presenta. En aquest sentit, es presenten i proven te`cniques d’optimitzacio´ lexicogra`fica,
jera`rquica, igualita`ria (o min-max) i per objectius. D’aquest ana`lisi es desprenen certes conclusions
que permeten aprofitar les millors caracterı´stiques de cada te`cnica i formar finalment una te`cnica
composta d’optimitzacio´ multi-objectiu. Aquesta u´ltima estrate`gia s’aplica amb e`xit a un escenari
real i complexe, on s’optimitzen les sortides cap a l’Est de la pista 02 de l’aeroport de Girona. En
aquest exemple, dos tipus diferents d’aeronaus volant a diferents perı´odes del dia so´n simulats
obtenint, consequ¨entment, trajecto`ries o`ptimes diferents.
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Abstrat
Despite the substantial reduction of the emitted aircraft noise in the last decades, the noise impact
on communities located near airports is a problem that still lingers. Containing the sound gener-
ated by aircraft operations, while meeting the increasing demand for aircraft transportation, is one
of the major challenges that airport authorities, air traffic service providers and aircraft operators
may deal with. Aircraft noise can be reduced by improving the aerodynamics of the aircraft, the
engine noise emissions but also in designing new optimised flight procedures. These procedures
are generally called Noise Abatement Procedures (NAP) and may include preferential routings
(in order to avoid populated areas) and also schedule optimised vertical flight path profiles.
Present noise abatement procedures are far from being optimal in regards tominimising noise
nuisances. In general, their optimisation is not possible due to the limitations of navigation meth-
ods, current avionic equipments and the complexity present at some terminal airspaces. More-
over, NAP are often designed manually by a group of experts and several iterations are needed.
However, in the forthcoming years, new avionic systems and new Air Traffic Management con-
cepts are expected to significantly improve the design of flight procedures. This will make them
more flexible, and therefore will allow them to be more environmental friendly. Furthermore, in
the few cases where NAP are optimised, an acoustical metric is usually used when building up
the different optimisation functions. Therefore, the actual noise annoyance is not taken into ac-
count in the optimisation process. The annoyance is a subjective, complex and context-dependent
concept. Even if sophisticated (and more accurate) noise annoyance models are already available
today, their integration into an trajectory optimisation framework is still something to be further
explored.
This dissertation is mainly focused on the fact that those precise and more flexible trajecto-
ries will enable the definition of optimal flight procedures regarding the noise annoyance impact,
especially in the arrival and departure phases of flights. In addition, one can conceive a situation
where these kinds of procedures can be designed automatically or semi-automatically by an ex-
pert system, based on optimisation techniques and approximate reasoning. This would serve as a
decision making tool for airspace planners and procedure designers.
A complete framework for computing optimal NAP is developed in this work. This includes
a set of nonlinear models which take into account aircraft dynamics, trajectory constraints and
objective functions. The noise annoyance is modelled by using fuzzy logic techniques in func-
tion of the perceived maximum sound level, the hour of the day and the type of over-flown zone.
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The problem tackled, formally identified and formulated as a multi-criteria optimal control prob-
lem, uses a direct transcription method to transform it into a Non Linear Programming problem.
Then, an assessment of different multi-objective optimisation techniques is presented. Among
these techniques, scalarisation methods are identified as the most widely used methodologies in
the present day literature. Yet, in this dissertation several alternative techniques are explored in
order to overcome some known drawbacks of this technique. In this context, lexicographic, hier-
archical, egalitarian (or min-max) and goal optimisation strategies are presented and tested. From
this analysis some conclusions arise allowing us to take advantage of the best features of each
optimisation technique aimed at building a final compound multi-objective optimisation strategy.
Finally, this strategy is applied successfully to a complex and real scenario, where the East depar-
tures of runway 02 at the airport of Girona (Catalonia, Spain) are optimised. Two aircraft types
are simulated at different periods of the day obtaining different optimal trajectories.
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Notation
Throughout this dissertation and as a general rule, scalars and vectors are denoted either with
lower or upper case letters. Vectors are noted with the conventional overhead arrow, like for
example ~a or ~ψ. Sets are denoted using caligraphic fonts, like for example A, B or X , while
matrices use the same font but in bold series, like R. The time derivative of magnitude a(t) is
simple expressed by da(t)dt . Finally, if not otherwise noted, all vectors are column vectors and a
transposed vector is denoted by [·]T . Next, the principal symbols that are used throughout this
dissertation are shown along with their meaning. The reader should note that this list is not
exhaustive.
R set of real numbers
× Cartesian product
Rm R×R× · · · ×R︸ ︷︷ ︸
m times
a aerodynamic coefficient a
a0 a value in clean flap/slat configuration
ai a value for the i-th flap/slat configuration
A noise annoyance function
A∗i optimal noise annoyance value at the i-th noise sensitive location
A⋆i ideal annoyance value at the i-th noise sensitive location
A¯i aspiration level (goal) at the i-th noise sensitive location
A¯ threshold level for the noise annoyance
A Air reference frame
b aerodynamic coefficient b
b0 b value in clean flap/slat configuration
bi b value for the i-th flap/slat configuration
B Body reference frame
B set of blocked locations
cσij thrust polynomial coefficients for thrust setting σ
Ca airliner cost (cost for the aircraft operator)
Cf fuel cost
Ct time cost
CD drag coefficient
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CL lift coefficient
CI cost index
χ aerodynamic heading angle
χ
RWY
runway heading
D aerodynamic drag force
∆ai→j a increment when transitioning from i-th to j-th flap/slat configuration
∆bi→j b increment when transitioning from i-th to j-th flap/slat configuration
∆t sampling time
∆PMA maximum noise deviation from ideal values for prioritisation P
∆PMR maximum relative noise deviation from ideal values for prioritisation P
∆PAA average noise deviation from ideal values for prioritisation P
∆PAR average relative noise deviation from ideal values for prioritisation P
∆i annoyance deviation at the i-th noise sensitive location
∆∗i optimal value for the annoyance deviation at the i-th location
∆hi annoyance deviation at the i-th location at hour of the day h
ki optimal noise annoyance deviation at the i-th step
e eastward position coordinate
~η functions defining the event constraints
~ηL bounds for the lower event constraints
~ηU bounds for the upper event constraints
ef final eastward position coordinate
ε tolerance value for hierarchical optimisation
~f equations of the aircraft dynamics
FF fuel flow
FFTOGA fuel flow in Take-off–Go Around configuration
FFCL fuel flow in Climb configuration
F set of free (non-blocked) locations
g gravity vector module
G Ground reference frame
G set of objectives with aspiration levels
γ aerodynamic flight path angle
γ2 aerodynamic flight path angle when flying at V2
Γ elevation contribution in the INM lateral attenuation factor
h height position coordinate
h hour of the day
hf final height position coordinate
hminf minimum height at final point
hmaxf maximum height at final point
hc thrust cutback height
HI height index
I identity matrix
Ji i-th objective optimisation function
J∗i optimal value for the i-th objective optimisation function
J⋆i ideal value for the i-th objective optimisation function
J¯i aspiration level (goal) for the i-th objective optimisation function
J set of optimisation objectives
ki→j steepness constant for flap/slat transition from i-th to j-th configuration
l sideline distance
L aerodynamic lift force
Lmax maximum perceived sound level
LEQ equivalent sound level
xxiv
Li Lmax at the i-th location
LPi Lmax at the i-th location for prioritisation P
Lai background noise at the i-th location
L∗i optimal Lmax at the i-th location
L⋆i ideal Lmax at the i-th location
L set of noise sensitive locations
λi i-th eigenvalue
Λ sideline distance contribution for INM lateral attenuation
m mass of the aircraft
M set of fine mesh grid points
µ aerodynamic bank angle
n northward position coordinate
ne number of engines
nf final northward position coordinate
nG number of aspiration levels (goals)
nL number of noise sensitive locations
nM number of grid points in the fine mesh
nJ number of optimisation objectives e
np number of control parameters
nP number prioritisations
nu number of control variables
nx number of state variables
nz dimension of the set of feasible trajectories
nz vertical load factor
N number of discretisation points
Ni sound pressure level at the i-th location
NL INM lateral attenuation adjustment factor
NNTD sound pressure level extracted from the INM NTD tables
OG ground reference frame origin
OB centre of mass of the aircraft
O feasible objective region
P prioritisation
~p vector of control parameters
~pL lower bounds for the vector of control parameters
~pU upper bounds for the vector of control parameters
~ψ functions defining the path constraints
~ψL lower bounds for the path constraints
~ψU upper bounds for the path constraints
ψ yaw angle
ϕ total number of flap/slats configurations
ρ air density
ρ0 air density at sea level
s procedure design gradient
S total wing surface
σ thrust setting
t time
t0 initial time
tf final time
tk k-th time sample
T total net thrust force
TTOGA total net thrust in Take-off–Go Around configuration
xxv
TCL total net thrust in Climb configuration
τmax time constant of the fastest dynamic mode
~u control vector
~uL lower bounds for the control vector
~uU upper bounds for the control vector
v true airspeed (TAS)
vi→j airspeed for flap/slat transition from i-th to j-th configuration
V2 minimum climb safe speed
Vmax maximum airspeed
wi weight for the i-th objective
~W wind velocity vector
Wn northward local wind component
We eastward local wind component
Wh vertical local wind component
~x state vector
~xL lower bounds for the state vector
~xU upper bounds for the state vector
ξ elevation angle
~z decision variables vector (aircraft trajectory)
~z∗ solution of the optimisation problem (aircraft trajectory)
Z Type of zone
Z admissible set of decision variables
xxvi
List of Aronyms
ABAS Airborne Based Augmentation System
ACDA Advanced Continuous Descent Approach
ADF Automatic Direction Finder
ANSP Air Navigation Service Provider
APU Auxiliary Power Unit
ARINC Aeronautical Radio INC.
ATC Air Traffic Control
ATM Air Traffic Management
CDA Continuous Descent Approach
CF Course to a Fix
DENL Day Evening Night Level
DNL Day Night Level
DME Distance Measurement Equipment
ECAC European Civil Aviation Conference
EGNOS European Geostationary Navigation Overlay System
EPN Effective Perceived Noise
ESRA Eurocontrol Statistical Reference Area
FICAN Federal Interagency Committee on Aviation Noise
FIR Flight Information Region
FMS Flight Management System
FPA Flight Path Angle
GBAS Ground Based Augmentation System
GIS Geographic Information System
GNSS Global Navigation Satellite System
GPS Global Positioning System
GS Glide Slope
GTF Geared TurboFan
IAS Indicated Air Speed
ICAO International Civil Aviation Organisation
IFR Instrumental Flight Rules
ILS Instrumental Landing System
INM Integrated Noise Model
xxvii
ISA International Standard Atmosphere
LDLP Low Drag Low Power
LLZ Localizer
MTDDA Modified Three Degree Decelerating Approach
NAI Normalised Annoyance Index
NAP Noise Abatement Procedure
NADP Noise Abatement Departure Procedure
NDB Non Directional Beacon
NLP NonLinear Programming
NTD Noise Thrust Distance
NPR Noise Preferential Route
PANS-OPS Procedures for Air Navigation Services – OPerationS
PBN Performance Based Navigation
(P-)RNAV (Precise) Area Navigation
RF Radius to a Fix
SARPs Standard And Recommended Practices
SBAS Satellite Based Augmentation System
SEL Sound Exposure Level
SENEL Single Event Noise Exposure Level
SESAR Single European Sky ATM Research
SID Standard Instrumental Departure
STAR Standard Terminal Arrival Route
TA Time Above
TAS True Air Speed
TDDA Three Degree Decelerating Approach
TF Track between Fixes
TMA Terminal Manoeuvring Area
TOD Take-off Distance
TODA Take-off Distance Available
TOGA Take-Off–Go Around
TORA Take-Off Run Available
UIR Upper Information Region
VFR Visual Flight Rules
VHF Very High Frequency
VOR VHF Omnidirectional Range
WAAS Wide Area Augmentation System
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The economic and technological triumphs of the past few years
have not solved as many problems as we thought they would,
and, in fact, have brought us new problems we did not foresee.
— Henry Ford
Music is the silence between the notes.
— Claude Debussy
I
Introdution
Air transportation is one of the most important services in the world, contributing greatly to the
advancement of modern society. The use of commercial aviation has grown more than seven-fold
since the first jet airliner flight in 1949, and is unmatched by any other major form of transporta-
tion. Modern aircraft have transformed international travel from a luxury for a few into an af-
fordable option for most of us. Today, the air transportation business is global, involving plenty
of different stake-holders, such as aircraft manufacturers; engine manufacturers; aircraft compo-
nents suppliers and associated industry; airline operators; airports and ground facilities industry;
fuel suppliers; local, regional and international authorities, organisations and regulatory bodies;
etc. By any measure, it is an economic force and a source of enormous wealth.
However, air transportation has a local and a global impact on the environment. Aircraft
emissions represent approximately 4% of the world’s man-made atmospheric emissions, accord-
ing to (Intergovernmental Panel on Climate Change, 1999). These emissions impact significantly
on the Climate Change (the green house effect) and the local and regional air quality levels. The
other important environmental issue is aircraft noise.
As it is well known, noise disturbs or annoys us. In particular, the presence of environmental
noise interferes with activities that we may be undertaking, such as communicating, listening to
music, relaxing, sleeping, reading, working, studying, etc. Complaints about global noise expo-
sure are one of the most, if not the most, frequently reported complaints among populations living
in large cities (Martin-Houssart & Rizk, 2002). For example, according to (Roy, 2003), in the year
2001, 51% of French citizens admit being annoyed by environmental noise. In this context, noise
is the most important annoyance being reported for people living in large cities like Paris. Among
this 51% of noise annoyed people, 66% claim road traffic as the main source of annoyance, while
air traffic represents only 17%. Logically, road noise becomes even more important if only large
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cities are regarded, yet aircraft noise becomes very significant, despite road noise, if small com-
munities (towns of less than 2000 inhabitants) are taken into account. Furthermore, according to
(The Parliamentary Office of Science and Technology, 2003), aircraft noise has the potential to af-
fect the quality of life of at least half a million people living close to the United Kingdom airports.
80% of these people are living close to the major airports in the southeast of England. In addition,
the United States General Accounting Office has reported noise as the greatest environmental
concern for 29 of the 50 busiest US airports (GAO, 2000).
Aircraft noise is an unwanted sound in the vicinity of airports that disturbs the routine activ-
ities and peace of the people inhabitting these areas and it is recognized as a major barrier in the
expansion of airport operations. While there has been progress in aircraft noise reduction, further
reductions become harder to achieve. The problem is made more difficult by the anticipated in-
crease in noise due to the growth in aircraft operations. In this context, the forecast of flights in
the Eurocontrol Statistical Reference Area (ESRA) for 2030 is between 1.7 and 2.9 times the traffic
of 2007 (Eurocontrol, 2008). Therefore, an average growth of 2.3% to 3.5% per year is expected.
Business aviation and general aviation are also expected to rise in demand in a long term basis at
an average of 1.8% a year through to 2025 (FAA, 2009a). Moreover, aircraft manufacturers are (ob-
viously) slightly more optimistic and predict bigger figures. Airbus, for example, forecasts a three-
fold increase in air traffic worldwide by 2025 (Airbus, 2007), while Boeing predicts an average of
4.8% annual air traffic growth over the next 20 years (Boeing, 2008). Both aircraft manufacturers
also estimate that the demand for flight frequency between destinations will more than double
over the next 20 year period.
I.1 Strategies for aircraft noise reduction
Containing the sound generated by aircraft operations, while meeting the increasing demand for
aircraft flights, is one of the major challenges for the air transportation stake-holders. Generally
speaking, noise can be mitigated by acting at three different levels: reducing noise at source,
improving the propagation conditions and improving the receiver conditions.
• Noise reduction at source: Since the beginning of the jet age, aircraft noise has been reduced
by some 20dB (see Figure I-1). The most important factor in this reduction has been the
introduction of high bypass ratio turbofan engines and, thereafter, the steady increase in
bypass ratios until the ratio they are now. The incorporation of other specific noise reducing
devices into the engine has also played an important part. The progressive reduction of
aircraft noise at source has been matched by the tightening of international regulations and
even by the introduction of local regulations specific to particular airports, which sometimes
are more stringent than the international rules.
As outlined before, the reduction of engine emissions is the other sticking point in the
progress to a more environmentally friendly aviation. The next break-through in engine
emissions is expected with the development of open-rotor propulsion systems and Geared
TurboFans (GTF). Open-rotor technology promises considerable fuel reductions, but at the
expense of noise. On the other hand, GTFmay provide noise reduction but the fuel efficiency
is substantially lower if compared wit the open-rotors (Thomas, 2008).
• Improve the propagation conditions: Once the aircraft, and the associated power plant is
manufactured, the way that it is operated also plays a crucial role in the total amount of
perceived noise by the affected population. The aircraft’s trajectory (considering both lateral
and vertical paths) determines the distance between the noise source (the aircraft) and the
receivers (the population).
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Figure I-1: Progress in noise reduction.
Source: (ICCAIA, 2005). Printed with permission
A convenient definition of Noise Preferential Routes (NPR) and Noise Abatement Proce-
dures (NAP) is paramount for keeping noise away from populated areas. NPRwill establish
a set of flight legs to follow in order to avoid over-flying populated areas. On the other hand,
NAP could also schedule specific speed, altitude and thrust profiles during the procedure.
• Improve the receiver conditions: Land use planning near airports is vital if the noise re-
ductions already achieved are not to be offset by people moving closer to airports. Keep-
ing populations a certain distance away from airports and maintaining a quiet buffer zone
which is kept free of residential, or other noise-sensitive development areas, is also impor-
tant (IATA, 2000). Specialised programs on the acoustical isolation of dwellings are also
carried out in existing populated areas suffering from aircraft noise.
I.2 Noise policies and regulations
Standards And Recommended Practices (SARPs) for Aircraft Noise were first adopted on the 2nd
of April, 1971 pursuant to the provisions of Article 37 of the Convention on International Civil
Aviation (ICAO, 2000) and designated as Annex 16 to the Convention (ICAO, 1993a). This ICAO
Annex sets the framework for the noise classification of aircraft, reflecting the size of the aircraft
and their engine type, and is linked to a reduction in noise as technology evolves. With this
in place, the Annex also contains Standards, Recommended Practices and guidelines for noise
certification of aircraft engaged in international civil air navigation. In addition, this Annex con-
tains Recommended Practices and guidance material for use by States with a view of promoting
uniformity in the measurement of noise for monitoring purposes, the use of an international noise
exposure reference unit for land use planning, and the establishment of noise abatement operating
procedures. The details for designing such procedures can be found in the first volume of the Pro-
cedures for Air Navigation Services – Aircraft Operations (PANS-OPS) document (ICAO, 2006a).
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The Annex 16 classifications are internationally recognised for their use in certifying aircraft
noise levels. However, there are no global regulations concerning the maximum levels of per-
ceived noise in inhabited areas around airports. Nowadays ICAO is recommending a Balanced
Approach for noise management, considering aircraft noise as one of a suite of measures including
land use management, operational procedures and flight restrictions (ICAO, 2008).
In Europe, among numerous policies, two Directives from the European Union have been
edicted in 2002. The first one is the D2002/30 (European Parliament, 2002a) which is specifically
devoted to air traffic noise and is inspired by the Balanced Approach concept adopted by ICAO.
The second is the D2002/49 (European Parliament, 2002b) dealing with environmental noise in
general and specifying which noise metrics should be used for assessing perceived noise levels,
with the objective harmonising strategic noise maps in Europe.
At local level, noise restrictions are often reflected in limits on the airport licence to oper-
ate in certain conditions. For instance, there may exist limits on the number of movements or
the total permitted noise. This can lead to the use of preferential runways and routes, partial or
complete curfew during night periods, mandatory phase-out of noisy aircraft, prohibition of en-
gine testing, prohibition of using engine reverses at landing, prohibition of using Auxiliary Power
Units (APU) on the ground or even the definition of differential landing charges on aircraft to
reflect differences in the noise generated (Williams, 2007). For example, in the UK, a system of
night noise quotas is used (DfT, 2003), where each aircraft and engine configuration has been al-
located a quota count. Aircraft with high quota counts cannot be scheduled to take off or land
after 23h and before 7h. Moreover, in Madrid Barajas (Spain) different departure procedures
are published for day and night periods (AENA, 2009b). Finally, in Amsterdam Schipol (The
Netherlands) specific noise abatement procedures for arrival and departures are also published
(Air Traffic Control the Netherlands, 2009a). For a recent and extensive comparison of policies
and strategies of noise mitigation, the reader should refer to (Girvin, 2009).
I.3 Motivation of this PhD thesis
Despite the combined efforts to substantially reduce the impact of noise on populations living
around airports, the noise problem still lingers. According to (Greener by Design, 2005), the
downward trend in noise exposure around airports of past years (mainly due to the significant
reduction of emitted engine noise as seen in Figure I-1) has now flattened out at major airports.
In other words, even if all the older aircraft are phased out and the continued fleet renewal in-
troduces progressively quieter types, these benefits will be less appreciable due to the increasing
number of aircraft operations.
Present noise abatement procedures are far from being the optimal ones minimising noise
nuisances. Most of the time optimisation is not possible due to the limitations of current naviga-
tion methods and the complexity present at some terminal airspaces. Moreover, noise preferential
routes are often designed manually by a group of experts and several iterations are needed.
However, in the forthcoming years, new avionic systems and new Air Traffic Management
(ATM) concepts are expected to significantly improve the design of flight procedures. This will
make them more flexible, and therefore allow them to be more environmental friendly. Thus, this
PhD thesis is mainly motivated by the fact that these precise and more flexible trajectories will
enable the definition of optimal flight procedures regarding noise impact, especially in the arrival
and departing phases of the flight. In addition, one can conceive a situation where these kind of
procedures can be designed automatically or semi-automatically by an expert system, based on
optimisation techniques, that would serve as a decision making tool for airspace planners and
procedure designers.
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Figure I-2: Different flight phases in a IFR flight
I.3.1 Flight procedures
Commercial civil aviation typically operates under Instrumental Flight Rules (IFR). This means
that aircraft use several navigation instruments and systems which provide the necessary guid-
ance to follow a certain route. These routes have been previously studied, designed and pub-
lished by the competent authorities and are called procedures (for airport departure, arrival and
approach manoeuvres) or airways (for the en-route phase). Figure I-2 shows the usual division of
the different flight phases and the standardised procedures associated with them. IFR departures
are usually named Standard Instrumental Departures (SID) while the arrivals are Standard Termi-
nal Arrival Routes (STAR). The design of procedures and airways guarantee obstacle clearance by
means of a minimum safe flight altitude, as well as a minimum separation between aircraft using
different procedures or airways in the vicinity. Obviously, this kind of organisation of the airspace
helps in managing and controlling the air traffic. Each flight phase has some particularities that
makes it different from the other phases. Besides a particular route to follow, depending on the
phase, the aircraft will follow different configurations, speeds and altitude profiles. All IFR flights
are mandated to fly these procedures (if published), except if the air traffic control authorises to
skip or override the existing procedure.
During the last decades, navigationwithin continental airspace has been based on over-flying
a set of radionavigation aids. Specific bearings can be followed in relation to these aids, either to-
wards or away from them. This kind of navigation results in non-efficient and inflexible routes
causing sometimes flight congestion or environmental issues, and hence non efficient flights. Al-
though, with the introduction of computerised and digital avionics, along with an important on-
board integration of different systems, new solutions have arisen to overcome the major draw-
backs in conventional navigation. The first step into new navigation techniques was introduced
with the Area Navigation (RNAV) concept. Aircraft equipped with suitable RNAV systems can fly
routes that can be defined between arbitrary waypoints and therefore, not necessarily placed over
radionavigation aids, as in conventional navigation. This flexibility is one of the key enablers for
the definition of more environmental friendly flight procedures and therefore, will be considered
thoroughly in this PhD thesis. More background on air navigation, radionavigation systems and
flight procedures is found in Appendix A of this thesis.
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I.3.2 Air Traffic Management for next decades
Two ground breaking initiatives aiming at improving the Air Traffic Management (ATM) system
are currently being undertaken throughout Europe and the United States of America: SESAR1 and
NEXTGEN2 respectively.
SESAR stands for the Single European Sky ATM Research programme. For the first time in
European ATM history, all the stake-holders in the ATM world are involved in defining, com-
mitting to and implementing a pan-European programme, and supporting the Single European
Sky legislation. The objectives of SESAR are to eliminate the fragmented approach to ATM and to
transform the European ATM system. In the United States the fragmentation of ATM technologies
and methodologies does not exist. However, it is also needed to endeavour an evolution of the
present ATM systems in order to cope with the air traffic forecasts expected in the near future.
In 2008, the SESAR definition phase was completed and the actions needed were identified to
transition from research to implementation phases in order to achieve SESAR goals. According to
these objectives, the European ATM network will be re-engineered towards a more efficient, better
integrated, more cost-efficient and safer network (SESAR Consortium, 2006). In this context, high
precision 4D trajectories will be one of the most important elements in future ATM.
A 4D trajectory is a precise description of the flight path of an aircraft as a 4 dimensional
continuum, from its current position to the point at which it touches down at its destination. Thus,
every point on a 4D Trajectory is precisely associated with a time (Wilson, 2007). 4D trajectories
are expected to play a significant role in the improvement of the ATM scenario in the future, but
also in the definition of environmental optimised procedures. For further reading on this topic see,
for instance (de Jonge, 2002; le Tallec & Joulia, 2007; Kuenz et al. , 2008) and the references therein.
I.3.3 Noise annoyance modelling
Aircraft noise disturbs the normal activities of airport neighbours, their conversation, sleep, and
relaxation, and degrades their quality of life. Depending on the use of land contiguous to an air-
port, noise may also affect education, health services, and other public activities. One of the most
important aspects when dealing with an optimisation problem is the definition of the optimisation
objective itself. In the case of noise abatement procedures it seems obvious, at least a priori, that the
objective function might be the perceived noise. However, there are several metrics that express
in a different way the magnitude of a particular noise event. Besides loudness, these metrics try to
take into account other factors (such as the duration of the event or the presence of certain tones)
in order to better express the annoyance perceived by humans. Some background on aircraft noise
and measurement metrics is given in Appendix B of this work.
Furthermore, the noise annoyance not only depends on acoustical elements but also on a list
of other, sometimes vague or subjective, factors. In this context, (Ska˚nberg & O¨hrstro¨m, 2002),
affirm that it is currently believed that noise exposure alone can only explain about the 30% of
the total noise annoyance. According to this study, one possible reason for the low correlation
between annoyance and noise exposure is the lack of assessment of individual noise-dose immis-
sion. Several authors have addressed in detail the effects of noise in humans by using different
methodologies. A wide number of noise annoyance models have been published ranging from
very simplistic deterministic equations to more sophisticated methods, but very few of them have
been applied in the definition of noise abatement procedures.
1http://www.sesarju.eu
2http://www.faa.gov/nextgen
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Figure I-3: Trajectory optimisation framework for noise abatement procedures
I.4 Objectives of this PhD thesis
During the departure, arrival and approach phases, an aircraft is flying at a relatively low altitude
and it is during these phases that aircraft noise becomes more significant over the populated areas.
Therefore, a thorough design of SIDs, STARs and standard approach procedures is paramount
when aircraft noise needs to be mitigated. Based on the discussions presented thus far, the main
objective of this work is the development of an optimisation framework aimed at minimising the
noise annoyance to communities located near airports by designing optimal flight procedures.
This will allow to define optimal Noise Preferential Routes (NPR) or more generally, optimal
Noise Abatement Procedures (NAP).
Figure I-3 depicts a block diagram for the proposed optimisation framework. The airport of
study, along with the surrounding cartographical, geographical and meteorological conditions,
will form a scenario which will be used to compute several noise annoyance criteria as a function
of the perceived aircraft noise along the flight trajectory. Therefore, the impact of aircraft noise will
depend on this scenario definition and would be completely different in another airport environ-
ment. Thus, this strategy is intended to be used by the Air Navigation Service Provider (ANSP),
or the corresponding local authority in charge of the design of the operational procedures at the
airport of study.
The annoyance values will be extracted from ad-hoc or existing annoyance models. Along
with some fuel and/or time economic considerations, they will define a set of optimisation cri-
teria. Then, an optimisation algorithm will compute the best departing or approaching trajectory
minimising the criteria while at the same time, a set of trajectory constraints are satisfied. In turn,
these constraints will depend on the dynamics of the aircraft, possible navigation constraints, 4D
constraints and airspace constraints. The optimisation algorithm will tackle with more than one
optimisation functions at the same time. Therefore, besides the optimisation itself, a decision
making process will be needed in order to trade-off among all the objectives and select a final
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trajectory.
Summing up, the objectives of this PhD thesis can be outlined as follows:
• Give a complete and exhaustive review of the state of the art in noise abatement procedures
and noise annoyance modelling.
• Build all the necessary models needed for the optimisation of noise abatement procedures.
In particular, the model for aircraft dynamics, which presents nonlinear equations and dif-
ferent modes as a function of discrete variables such as flaps/slats configuration and thrust
settings.
• Propose a mechanism to integrate complex noise annoyance models into the optimisation
framework by investigating knowledge reasoning methods such as fuzzy logic techniques.
• Explore and test different multi-criteria optimisation techniques that go beyond the classical
approaches dealing with this type of multi-objective problems.
• Apply and test the optimisation framework in a real and complex scenario environment
with different kinds of populated areas.
I.5 Scope and limitations of this PhD thesis
The proposed research will be focused on a single over-flight problem, i.e. the annoyance pro-
duced by several operations will not be taken into account. As it will be seen in Chapter III,
the proposed methodology is generic enough to consider different aircraft types, different noise
metrics as well as landing and take-off operations. However, the scope of the presented research
only considers take-off procedures for two types of aeroplanes. Moreover, no assessment will be
done regarding different aircraft payloads (which influence on the take-off mass of the aircraft and
therefore, on its climbing performances). Cartographical constraints will not consider the actual
obstacle distribution under the flight path and will be simple expressed by means of minimum
climb gradients (conservative approach).
On the other hand, no assessment will be done regarding which metrics and/or weighting
scales (or combination of them) are better to express the noise annoyance. Only the maximum A-
weighted sound level will be considered in this work as noise metric. Furthermore, it is out of the
scope of this PhD thesis to develop a detailed and validated fuzzy model describing noise annoy-
ance. Our goal is to show how these models would be integrated in the optimisation framework
that we are proposing.
Finally, it should be noted that one of the most important issues when dealing with opti-
misation problems is the difficulty to obtain a globally optimal solution. Real world problems
often involve nonlinear equations and are in consequence, non-convex optimisation problems.
For an optimisation problem this means that several local optima may exist. Nowadays, global
optimisation methods require a computational burden that is prohibitive for many applications.
As it will be seen throughout this dissertation, the optimisation problem we tackle involves hun-
dreds of thousands variables and equations which can not be afforded by the state of the art on
global optimisation packages and algorithms. In fact, in the worst case, the computational time of
these algorithms grows exponentially with the number of optimisation variables. Therefore, the
proposed methodology in this work involves the use of local optimisation algorithms. However,
some strategies aimed at mitigating local optima are also given in this dissertation.
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I.6 Outline of this PhD thesis
The material in the present document is organised in seven Chapters and five Appendices which
are summarised as follows:
• Chapter II presents the state of the art in noise abatement procedures and in noise annoyance
modelling.
• Chapter III contains the models that have been developed or adapted for this work. In
particular, the model describing the dynamics of the aircraft is given along with the chosen
noise computation methodology. Finally, a fuzzy model is presented aimed at modelling the
noise annoyance.
• Chapter IV defines formally the optimisation problem and the methodology for solving it is
described. Moreover, some fundamentals in multi-objective optimisation are given and the
techniques that will be explored later are outlined.
• Chapter V shows the results of applying lexicographic and hierarchical optimisation in a
hypothetical scenario with only few noise sensitive locations. This Chapter allows us to
proof the proposed optimisation framework and some conclusions in the use of these multi-
objective optimisation techniques are drawn.
• Chapter VI tackles the computation of optimal depart trajectories for a real and complex
scenario where multiple areas of population are found. A multi-criteria optimisation tech-
nique is proposed, taking advantage of the methodologies explored in previous Chapter.
There, optimality and fairness of the final trajectories are assessed and the annoyance models
are considered as optimisation functions.
• Chapter VII gives the conclusions that are drawn from this work and points out some future
work that could be done in the direction of the presented research.
• Appendix A gives some background in aircraft navigation, radionavigation systems and
procedures. This material is recommended for those readers which are not familiar with all
these concepts.
• Appendix B gives an overview on aircraft noise and summarises the existing noise metrics
aimed at evaluating the aircraft noise impact.
• Appendix C contains the detailed model of the aircraft dynamics. This material is placed
out of the main text for the sake of simplicity.
• Appendix D gives some basic background in fuzzy sets and fuzzy logic applied to fuzzy
rule-based systems. Recommended Appendix for those readers which are not familiar with
this discipline.
• Appendix E summarises the list of noise measurement locations that have been used in the
real case application example of Chapter VI.
Little by little you fill the sink.
— Catalan Proverb
What a big book would be written with all that the humanity
knows.
— Jules Verne
II
State of the Art
By the end of the 1920s, the new concept of standard departure route arose at Croydon air-
field, in the United Kingdom. Surprisingly, these routes were not for traffic separation pur-
poses but were created as noise abatement procedures following complaints from local residents
(Baumgartner, 2007). This is a curious paradox: when Standard Instrumental Departures (SID)
started to be widely used in the second half of the 20th century, the main reason for their defini-
tion was traffic separation issues in the more and more congested Terminal Manoeuvring Areas
(TMA) and not for noise mitigation strategies. Then, at the end of the 20th century noise exposure
to populations became a major concern and SIDs, along with STARs and approach procedures,
were regarded again as a major key enablers for the redesign of new procedures aimed at reduc-
ing the noise impact around the airports. This Chapter gives an overview of the current state
of the art in the design of such procedures, ranging from simple and very specific operational
strategies to improve some noise conditions to more sophisticated and global techniques where
mathematical optimisation of the procedures is performed. Moreover, the last part of this Chapter
is devoted to give a review on noise annoyance models and techniques that try to take into ac-
count not only the acoustical magnitudes of noise but also all the other non-acoustical factors that
have a significant impact on the final perceived annoyance.
II.1 Noise abatement procedures (NAPs)
Early studies in noise abatement procedures can be found for instance in
(Zalovcik & Shaefer, 1967), showing the feasibility of increasing the final approach slope to
about 6o. In this study, it was found that with these steepened procedures, the prime source of
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Figure II-1: Different Strategies for the design of Noise Abatement Procedures
noise reduction was the power cut-back of flying the new glide path. However, it was highlighted
that some improvements were required concerning the engine response time needed to guarantee
a safe landing at this inclined approach. In addition, the necessity of having improved displays
for the pilots was also outlined. In (Paullin, 1970), the concerns caused by aircraft noise were
identified as a major problem and some solutions were already proposed. These, include thrust
reduction in departures, noise preferential runways and even runway redesign and reorientation.
In addition, this paper already highlighted the problems in airport capacity that noise friendly
procedures may cause, identifying that noise abatement procedures and airport or airspace
capacity were conflicting objectives.
More recent noise abatement flight procedures around airports are based on avoiding over-
flying densely populated areas. For example, the construction of Noise Preferential Routes (NPR)
by modifying the horizontal (or lateral) flight path. In addition to lateral adjustments, the vertical
path (climbing or descending profiles) can also be improved, or at least modified, minimising
the noise footprint even more. Figure II-1 summarises several mechanisms for designing NAPs.
We split them in two big families: those strategies that are performed manually by one or several
experts according to empiric data, previous experience and knowledge and those methods that
are based in mathematical methods and can compute automatically or semi-automatically optimal
noise abatement procedures. The first group contains specific and in general, partial solutions.
However, most of them are already being applied in an operational context. On the other hand,
the model based strategies are generally a subject of on-going research and although they provide
mathematically an optimal solution, their operational implementation is still not straightforward.
Next, a extensive review on these different strategies is presented.
II.1.1 Lateral Trajectory Management
Conventional navigation, which is based on over-flying a set of radionavigation aids, has shown
some limitations in the last years due to the increase of air traffic. The concept of Area Navigation
(RNAV) provides flexibility not only in the procedure design but also the flown tracks turnout to
be more accurate, giving a much lower dispersion around the nominal track than in conventional
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(a) Conventional procedures (b) RNAV procedures
Figure II-2: Example of flight tracks corresponding to arrival procedures in Frankfurt (Ger-
many).
Source: (SOURDINE II Consortium, 2003)
navigation. Figure II-2 shows an example of the flight tracks corresponding to a STAR at Frank-
furt airport, in Germany. Left figure shows the flight tracks corresponding to a STAR based on
conventional navigation means, while in the right figure the tracks correspond to the same pro-
cedure when flown by RNAV equipped aircraft. It is obvious that RNAV navigation is one of the
main keys enabling the new noise-friendly aircraft procedures. Since RNAV navigation is possible
with only GNSS (Global Navigation Satellite System) positioning, new RNAV procedures could
be designed in secondary airports where nowadays there does not exist a significant set of radion-
avigation aids permitting enough flexibility for the procedure design. See, for instance, the early
experiments at Nice airport showing how the future European Geostationary Navigation Over-
lay Service (EGNOS) system would significantly improve the flexibility when designing NAPs
(de Le´pinay, 2002).
Yet, despite RNAV procedures being implemented gradually worldwide, not all aircraft are
equally equipped and, for compatibility issues, conventional procedures are still widely used in
major airports. Furthermore, RNAV implementation is not as easy as the concept seams to be.
As procedures were implemented at different locations, it was identified almost immediately that
aircraft equipped with different Flight Management Systems (FMS) were not all flying the same
ground paths and nor were they turning or descending at the same point in space. The result is
that aircraft tracks are not as predictable as expected. There are four primary elements that con-
tribute to variations in the aircraft RNAV ground tracks: FMS equipment installed on the aircraft,
procedure coding into FMS databases, aircraft to FMS interfaces and associated aircraft perfor-
mance capabilities, and flight crew procedures. See (Herndon et al. , 2007; Herndon et al. , 2008)
or (Herndon et al. , 2006) for an interesting study showing how several FMSs perform differently
when flying the same procedure.
The interpretation of a published procedure into a format that the FMS of the aircraft can
interpret is a critical issue: in RNAV navigation the pilot is no longer flying “a chart” but it is
the FMS which is flying “a database”. To facilitate this interpretation there is a database standard
published by Aeronautical Radio, Inc. (ARINC): the standard 424 (ARINC, 2000). This document
details how navigation databases for FMSs are to be coded. One of the most important elements
of this coding is that of Path Terminators, which provide the means to translate terminal area
procedures, such as SIDs, STARs and approach procedures, into FMS readable code. In short, a
Path terminator defines a specific flight path and a specific type of termination for that flight path.
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(a) Subset of aircraft using conventional and RNAV navi-
gation with no RF leg capability
(b) Subset of aircraft (KLM B737) using RNAV navigation
upgraded with RF legs capability
Figure II-3: Example of flight tracks corresponding to the initial turn of the Spijkerboor depar-
ture in Schiphol (The Netherlands)
Courtesy of Theo van de Ven, KLM. Printed with permission
See Appendix A for more information concerning Path Terminators and RNAV implementation.
Track between Fixes (TF) is the basic and recommended Path Terminator for procedure de-
signers as all FMS implementations can perform it. However, as explained before, different air-
craft, equipped with different FMS, flying at different speeds with different wind conditions, all
will compute different distance turn anticipation values for the same turn in a given fly-by way-
point. This will produce a certain ground track dispersion that may turn ineffective a carefully
designed noise abatement procedure. Knowing this, the Radius to a Fix (RF) Path Terminator of-
fers higher containment regarding track dispersion and therefore, becomes significantly attractive
for the design of NAPs. Due to the fact that the aircraft is continuously adjusting the bank angle
when performing a turn with a constant radius, during a RF leg much higher accuracy throughout
the turn is achieved. However, nowadays this Path Terminator is still a recommended function
for P-RNAV equipments and is not implemented in all FMS (JAA, 2005).
Figure II-3 a) shows the flight tracks corresponding to the beginning of the SPIJKERBOOR
(SPY) departure from runway 24 at Schiphol airport in The Netherlands. At 4NM after the take-
off, the aircraft may perform a right turn of an almost 180o course change. For aircraft equipped
with RNAV systems this turn corresponds to a Track between Fixes (TF) leg after a turning fly-by
waypoint. For conventionally equipped aircraft the turn is performed once reaching 4NMafter the
take-off (Air Traffic Control the Netherlands, 2009b). The nominal path of this procedure passes
in between two populated areas: Niew Vennep and Hoofdorp. However, due to aircraft flying
with conventional radionavigation means and due to the different turn anticipation distances for
RNAV equipped aircraft, the dispersion of ground tracks during the right turn is quite significant
in having a negative impact on the noise footprint over the populated areas. On the other hand,
Figure II-3 b) shows the same procedure when the right turn has been coded as a RF leg instead
of TF leg. These experimental results were conducted by KLM in a pilot project aimed at showing
the benefits of the RF Path Terminator for noise abatement procedures. As seen in the Figure, the
dispersion of the aircraft flying this leg type is significantly smaller.
Unfortunately, RF legs are not widely available in all FMS flying nowadays and there are still
few airports that enforce their use to aircraft operators. An example of current RF procedures for
noise abatement purposes (as well as for not over-flying restricted airspace) are these published
at Ronald Regan National Airport, in Washington DC (USA). Figure II-4 shows the approach to
runway 19. As it can be seen, to ensure that aircraft fly over the Potomac River asmuch as possible,
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Figure II-4: Example of an RNAV approach with RF legs at Ronald Regan National Airport
(Washington DC, USA)
Source: (FAA, 2009b)
a configuration of RF legs is published after the SETOC waypoint.
II.1.2 Vertical Trajectory Management
If lateral adjustments are not possible and the trajectory must over-fly certain populated regions,
acting in the vertical plane is also a very efficient method to mitigate aircraft noise. There are
several ways to improve the noise footprint if the vertical profile is optimised. Unlike lateral
trajectory modifications, a given vertical trajectory profile will closely relate thrust settings with
flight path angles and aircraft speed during the procedure. Some vertical trajectory improvements
have been used extensively in the past, while other techniques are still undergoing testing or
validation phases. Some are further awaiting new technological improvements in aircraft and
ATM systems. Following is a summary of existing and forthcoming NAPs for both departure and
arrival/approach phases.
Concerning the departure phase, the most widely used procedures for mitigating noise are
the so called ICAO Noise Abatement Departure Procedures (NADP) defined in (ICAO, 2006a).
The NADP-A procedure is designed to protect areas located close to the airport, while the NADP-
B procedure is designed to protect distant areas to the airport. Each procedure specifies the air-
speed profile that should be maintained during the initial climb as well as the points (altitudes)
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where thrust/power reduction may be done. The difference between NADP-A and NADP-B pro-
cedures resides in the fact that the first one gives more importance to climb as fast as possible and
then accelerate and gain airspeed while the second tries to accelerate first and then climb.
The main problem of these procedures is that they are generic procedures and not always
fit into the specific problems or environment that a certain airport may suffer from. For exam-
ple, they do not allow for consideration of the actual population distribution around the airport.
This is due to several factors, such as the impossibility to define a general procedure satisfying
the specific problems that may affect each particular airport, air traffic management and airport
capacity constraints or even the limitations of current installed on-board technology equipping
the majority of the FMS.
On the other hand, several and different techniques are being used in order to reduce noise
during the approach or arrival phases. Nowadays, the final approach segment into the landing
runway is straight and aligned with the extended runway centreline, albeit in non-precision ap-
proaches a very small misalignment is permitted (ICAO, 2006b). Current approach operations in
major airports are based on an Instrumental Landing System (ILS) providing lateral and vertical
guidance during this final segment (see Appendix A for more details in radionavigation aids and
approach types). Therefore, in this phase very few improvements can be obtained in the trajec-
tory in order to improve the noise footprint. On the other hand, the arrival phase and the initial
approach phase offer more flexibility in the design of vertical (an lateral) paths. The principal
solutions that have been identified for these phases are summarised next.
II.1.2.1 Increase the ILS interception altitude
ILS glide-slopes are usually intercepted after a flat segment (the intermediate approach segment)
at altitudes ranging between 2 000 to 3 000 ft. Increasing this interception altitude will maintain
a higher vertical distance from the ground during these flat segments, where higher thrust is
normally required. This technique is already being applied in many airports and does not impact,
in general, on the airspace capacity, although the ATC (Air Traffic Control) should give attention
to monitor traffic on longer final approaches (SOURDINE I Consortium, 2001). In addition, it is
worth mentioning that in some cases this strategy may lead to ILS signal coverage problems due
to the increased distance from the emitting antennae to the point where the interception is done.
II.1.2.2 Higher ILS glide-slope angle
The standard ILS interception angle is 3o and according to the ICAO PANS-OPS document
(ICAO, 2006b), the maximum angle is 3.5o for CAT-I approaches and remains 3o for CAT-II or
CAT-III approaches. In exceptional cases this angle can be increased, like for example in London
City Airport (LCACC, 2009). The main reason for increasing these angles is generally to allow the
required obstacle clearance in the final approach segment. Thus, the potential noise reduction re-
mains as a collateral benefit from these procedures. A major drawback to this technique however
is the requirement for special crew training and aircraft certification issues. Evidently, a higher
ILS glide-slope angle may improve noise conditions directly underneath the path due to a higher
slant range between the aircraft and the population. Yet, the corridor of high intensity noise may
actually increase due to reduced lateral attenuation effects (the aircraft will be seen with higher
elevation angles and therefore the lateral attenuation will be lower).
II.1.2.3 Dual landing thresholds
Dual landing threshold allows the overall noise contour to be shifted towards the airport by en-
abling light and medium aircraft to perform approaches at a displaced threshold. This in turn
reduces the final approach spacing and runway occupancy time, thus increasing arrival capacity.
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However, dual landing thresholds require a dedicated implementation study for suitable runways
(Fraport, 2009).
II.1.2.4 Low Drag Low Power (LDLP) approaches
Currently, this technique is widely used and drives the aircraft in clean configuration (i.e. with
flaps and slats retracted) and with the landing gear up for as long as possible. Aerodynamic
noise produced by these elements is reduced, even if the aircraft are required to fly at higher
speeds which increase aerodynamic noise (to a lesser extent). The extension of the landing gear is
one of the biggest sources of noise because, besides aerodynamic noise, the extra drag has to be
compensated by increasing the engine thrust too. This procedure has some minor disadvantages
regarding capacity and ATC aspects. In fact, reduced flap settings during the final approach leads
to a higher final approach speed, which in some cases, may result in a reduction of airport capacity
due to increasing runway occupancy time (SOURDINE II Consortium, 2003).
II.1.2.5 Continuous Descent Approaches
During a Continuous Descent Approach (CDA) the aircraft performs a thrust-idle flight until a
point before ILS-Localiser interception, considerably reducing the noise footprint during the de-
scent. With current flight guidance systems, two main different types of CDA can be flown:
fixing speed profiles (leaving free the vertical profile) or fixing the vertical profile (leaving free
the speed profile). There exists a third type of CDA where speed and vertical profiles are fixed
but the thrust configuration can not always be set to the idle position. All CDA procedures re-
duce significantly noise levels during the approach, yet they also impact heavily on air traffic
control operations and airport capacity due to the higher separation values required for aircraft
flying CDAs. In (Erkelens, 1999) an overview can be found discussing the implementation of
CDAs in The Netherlands, one of the first European states to introduce such procedures. On the
other hand, in (Macke & Koenig, 2007; Koenig & Macke, 2008), the benefits of combining CDA
approaches with LDLP strategies are shown.
A large disadvantage of the CDA procedure however, is that once the idle descent has com-
menced, it is hardly possible to react on air traffic control instructions. Both the shortening and
the extension of the lateral paths would decrease fuel efficiency as well as noise emissions. In
addition, allowing aircraft to fly their preferred speed and vertical profiles on a joined lateral path
could result in a suboptimal separation causing a break-in of capacity. Therefore, in major air-
ports, these approaches are only flown in low traffic periods (such as night operations) where the
required higher separations are not an issue in regards to the capacity. This is explored in the study
conducted by (Wubben & Busink, 2000), where the benefits of the CDAs implemented in Schiphol
airport (The Netherlands) are highlighted. The study further shows the constraints in airport
capacity resulting in their application for night only operations. Moreover, some flight tests in-
volving 12 to 14 Boeing B757-200 and B767-300 night flights are described in (Clarke et al. , 2006).
The results from these tests demonstrate the consistency of the procedure, the measurements in
noise reduction, fuel burnt, emissions, and flight time.
Several papers assess the separation issues that arise when mixing CDA with non-CDA traf-
fic. See, for instance (Ren & Clarke, 2007) or (Elmer, 2008). On the other hand, an Advanced CDA
(ACDA) is a CDA that is enhanced with future infrastructure, ATC tools and crew tools in order
to meet demands of capacity and safety. During an ACDA procedure, the requirements for ATC
speed control may be relaxed or even removed, and additional constraints may be added. For
example, in executing a part of the approach with thrust idle or to follow a certain fixed vertical
flight path. In (Gomez Comendador, 2004), a study of the compatibility of new ACDA procedures
combined with conventional procedures in Madrid TMA is presented. The study concludes that
in certain circumstances such compatibility is possible while keeping airport capacity within ac-
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ceptable levels. Furthermore, in (Kuenz et al. , 2007), the trade-off between ACDAs and airport
capacity is assessed, highlighting 4D navigation as a major key enabler for maintaining compati-
bility of these green trajectories in dense TMAs.
II.1.2.6 Three Degree Decelerating Approaches
Clarke et al. proposed a significant improvement on conventional CDA approaches by defining
the Three Degree Decelerating Approach (TDDA) showing improvements on better noise abatement,
while maintaining acceptable airport (or TMA) capacity levels (Clarke & Hansman, 1997). In this
procedure, the aircraft starts to descend towards to the runway along a three degree glide slope
(the same angle as in the ILS approach) yet at a higher altitude and at higher speeds than the
normal ILS approach. This initial descent, which can be straight or curved, is out of the coverage
of the ILS system. Furthermore, the aircraft is supposed to be guided in the vertical plane by an
RNAV capable FMS. The speed reductions that are usually performed during the intermediate
approach segment can be achieved during the descent by reducing the thrust to idle while main-
taining a constant three degree flight path angle. Due to this constant glide path descent angle
during the entire procedure, TDDAs are more user-friendly from a pilot’s point of view than CDA
approaches. However a special cockpit display for flying such procedures is still recommended
as explained in (de Beer et al. , 2008).
Further work involving this concept led to the Modified TDDA (MTDDA), providing the
same noise benefits as the TDDAwith little or no loss in capacity relative to conventional approach
procedures (Ren et al. , 2003). In this case, the initial speed is maintained during a certain period
of time after the descent point, reducing in this way, the dispersion of aircraft around this point
and enabling more reduced separation distances between aircraft.
II.1.3 Optimisation of NAPs
So far, different noise abatement procedures have been presented as a list of techniques or strate-
gies that have been proved to reduce the noise footprint during an aircraft depart or approach.
However, it is not clear how all these methods should be used together or how they will perform
in a specific scenario. In other words, it would be conceivable to design the optimal procedure
for each specific problem, not only dealing with noise criteria but also with existing capacity or
ATM constraints. At research level, some work in theoretical optimal trajectories minimising the
noise impact in depart or approach procedures is also found in the literature. For example, in
(Zaporozhets & Tokarev, 1998b), a trajectory optimisation problemwas identified and formulated.
This work also shows how noise can be spread by using more than one possible trajectory and al-
locating, in this way, the noise exposure optimally. Other works showing noise allocation concepts
can be found in (Heblij et al. , 2007) or (Netjasov, 2006).
As it will be explained in Chapter IV, the optimisation of an aircraft trajectory, as a 4 dimen-
sional continuum, is a constrained optimal control problem. This kind of problems is not easy to solve,
specially when nonlinear functions appear in the definition of the optimisation objective and/or
the constraints. One way to solve this kind of problems is with the calculus of variations (also called
theMaximum Principle of Pontryagin). Analytically this kind of solutions is only possible to obtain
for small and simplified problems which, unfortunately, is not the case in the optimisation of an
aircraft trajectory (Bryson & Ho, 1975). Therefore, besides simple or more academic problems, no
real applications in the optimisation of noise abatement procedures use this kind of formulation.
However, a numerical solution is conceivable if complex problems are tackled. See for in-
stance (Visser, 1990), where fuel-optimal flight profiles are computed. However, even if solved nu-
merically, this methodology presents some inconveniences that will be discussed in section IV.1.3.
With the availability of more powerful computers, other numeric alternatives become more
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popular in the late 90’s requiring much more computational burden, but overcoming the limita-
tions of the previous formulation. In Figure II-1 we have identified the most important ones. The
following sections summarise the most relevant contributions that have tackled the optimisation
of NAPs by using one or several of these numerical approaches. For an interesting survey of
numerical methods for trajectory optimisation the reader can refer to (Betts, 1998).
II.1.3.1 Brute force approaches
Early attempts to optimise specific flight procedures are found for example in (Norgia, 1999),
where ten different take-off profiles were used for simulation at Rome airport, in Italy. In this
case, the optimal trajectory was chosen among ten different a priori designed flight profiles. In
(Capozzi et al. , 2002), a noise aware decision support tool is presented, where actual flight tracks
(from radar data) can be displayed over a map containing the location of noise sensitive areas.
Then, flight trajectories can be modified manually in order to construct a flight path avoiding
these areas. More recently, in (Reynolds et al. , 2007), a combination of CDA and LDLP techniques
are merged to define specific noise abatement procedures in Nottingham East Midlands Airport,
in UK.
On the other hand, the SOURDINE I project was funded by the European commission un-
der the transport RTD (Research and Technology development and Demonstration) programme
of the 4th framework programme (SOURDINE I Consortium, 2001). There, an effort to improve
take-off procedures was done and some simulations with specific aircraft types were carried out.
In this study, optimal take-off procedures were obtained involving a progressive increase in thrust
(which is not feasible with present technology) and low airspeeds during the whole departure
which could be a problem regarding airport capacity. Those procedures were derived from ICAO
NADP-A and NADP-B procedures and optimisation involved changes in values for engine cut-
off, acceleration and climb points (altitudes). Further work was done in SOURDINE II project, this
time a RTD of the competitive and sustainable growth programme funded by the European com-
mission (SOURDINE II Consortium, 2006). In this project, the take-off procedures were refined
selecting a grid of speed/thrust combinations and altitudes where thrust cut-off were performed.
In this case, more than 30 different simulations were carried out but any further optimisation was
not done.
Finally, in (Clarke & Hansman, 1997) and (Clarke, 2000), a tool is presented that combines a
Flight Simulator, a Noise Model, and a Geographic Information System (GIS). This tool allows to
create a unique rapid prototyping environment in which the user can simulate aircraft operations
in existing and potential guidance and navigation environments, while simultaneously evaluating
the aircraft’s noise impact.
II.1.3.2 Non Linear Programming
These methods consist of a convenient discretisation of the differential equations in order to trans-
form the initial continuous problem into a Non Linear Programming (NLP) problem. NLP is
the process of determining a finite set of variables that should be arranged in order to max-
imise/minimise an objective function under a set of finite constraints on the decision variables.
Either the objective or constraint functionsmay be nonlinear in this kind of problems (Vajda, 1974).
If the problem is not convex (due, to the nonlinearities) one cannot guarantee that a global optimal
solution is attained with this technique. In fact, the final solution is quite sensitive to the initial
variable values (or guesses) that are given at the beginning of the optimisation.
The contributions of Visser et al. are particularly significant in the application of these meth-
ods in the optimisation of noise abatement procedures. In (Visser & Wijnen, 2001), optimal noise
departures are optimised by using a tool combining a noise computation model, a Geographical
Information System (GIS) and a dynamic trajectory optimisation algorithm using direct collo-
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cation methods. In (Visser & Wijnen, 2003), the same methodology is applied for noise optimal
arrival trajectories. Furthermore, (Visser, 2005) identifies that current procedures do not generally
take into account the actual population density and distribution at a specific airport site. This is
due to the fact that most current noise abatement procedures (like those explained in previous
sections) are local adaptations of generic procedures aimed at optimising aircraft noise footprint.
In addition, it is shown how different criteria affecting the optimisation trajectories are not com-
patible: improving one objective means to reduce the performance on other objectives. In this
context, the difficulty of finding a compromise solution satisfying all criteria is clearly highlighted.
Furthermore, the sensitivity of these trade-off between objectives is initially explored showing a
significant variation in the computed optimal trajectory. Exploiting the multi-stage capability of
this tool, (Hogenhuis et al. , 2008) show how RNAV procedures can be optimised, offering the pos-
sibility to calculate routes that can be programmed into FMS currently available in most aircraft
cockpits. On the other hand, in (Heblij & Visser, 2008) only the vertical profile of an existing RNAV
flight procedure is optimised. Lateral path is not taken into account for noise abatement purposes
in order to overcome capacity and ATC issues.
In (Suzuki et al. , 2009) and (Tsuchiya et al. , 2009) another real time algorithm, based
again in a direct collocation methods, is defined. Moreover, in (Suzuki & Yanagida, 2008;
Masui et al. , 2008), it is shown how this methodology is implemented and tested on-board an
aircraft.
II.1.3.3 Dynamic programing
With dynamic programing, a complex problem can be solved by breaking it down into simpler
subproblems. Then the problem is solved in a recursive manner and, as explained previously, a
local optimal solution will be generally found if the problem is non convex (Bellman, 2003).
An application of this methodology for aircraft fuel optimisation is presented in
(Hagelauer & Mora-Camino, 1998). Xue et al. performed important contributions in the noise min-
imisation of runway independent aircraft operations by using dynamic programing techniques.
See for instance (Xue & Atkins, 2003; Xue & Atkins, 2006a; Atkins & Xue, 2004) or for a deeper in-
sight on this field, (Xue, 2006). On the other hand, a real-time and adaptative algorithm for noise
abatement optimal trajectories is presented in (Zou & Clarke, 2003; Zou, 2004), where dynamic
programming techniques are also used. The main limitation of this technique, if compared with
the previous case, is the computational cost when dealing with complex scenarios, with a large
number of objectives and variables.
II.1.3.4 Stochastic optimisation
These methods incorporate random elements, either in the objective functions and/or constraints
and/or decision variables and/or in the algorithm itself (Spall, 2003). One of the most used al-
gorithms are genetic algorithms, where a stochastic search method is performed inspired on the
process of natural Darwinian evolution (Gen & Cheng, 1997). Other methods include simulated
annealing, ant colony, bees algorithms etc., and are often inspired in biological or physical pro-
cesses. This family of techniques aims at finding a global optimum. However, once a optimal
solution has been found, it is almost not possible to prove that it corresponds to the global opti-
mum indeed.
In (Vormer, 2005; Vormer et al. , 2006), a multi-objective genetic algorithmwas developed that
provides a way to optimise arrival trajectories. The scheduling algorithm considers four objec-
tives: throughput, deviation from altitude and speed profiles of a three-degree decelerated ap-
proach, and noise impact on community. In this work, the trajectory is optimised from an existing
reference trajectory, obtaining flexible variations of it, but a global trajectory optimisation is not
performed. On the other hand, in (Xue & Atkins, 2006b; Xue, 2006) a simulated annealing algo-
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rithm is used for the minimisation of noise in runway independent aircraft operations. Albeit the
results are quite interesting, the computational burden for more realistic and complex scenarios
seems again to be not affordable.
II.2 Noise annoyance modelling
According to (Verkeyn, 2004), the history of modern community noise annoyance modelling
started in 1978, when Schultz re-analysed the English language data from several social sur-
veys dealing with the perception of airway, railway and road traffic noise (Schultz., 1978). In
this study, the annoyance levels as a function of the sound exposure were plotted. Moreover
he computed the percentage of people that were highly annoyed for each dose. Several au-
thors followed him with more surveys and with refinements on the meta-analysis methodol-
ogy. More recently, one of the largest database coming from 45 surveys has been compiled
by (Miedema & Vos, 1998; Miedema & Oudshoorn, 2001). From this analysis, they acknowledge
three different dose-response relationships, one for airway, railway and road traffic, and assume a
linear relationship with normal distributed random component between the measured noise ex-
posure and the experienced degree of annoyance. In (Vallet, 2006; Vos, 2000) it is also reported
that for similar noise exposure levels, aircraft noise is more annoying than other sources of noise
such as train or road traffic. This points out the complexity that exists between noise exposure and
noise annoyance.
In 1982, three noise abatement procedures were tested in John Wayne airport, in Santa Ana
(California, USA) followed by telephonic surveys before and after the application of these new
procedures (Fidell et al. , 1982). The analysis of the results showed a bad correlation of different
dosage-response curves. Even if the noise exposure had decreased significantly after the applica-
tion of the noise abatement procedures, the community reported to be still annoyed.
Although widely accepted, these kinds of dose-response relationships assume two important
restrictions (Kryter, 1994): average noise metrics are usually used and non-acoustic factors are also
averaged out. Average noise metrics take into account the noise exposure during a large period
(i.e. a day) and therefore the context of the affected individuals when the noise event occurs is not
taken into account. Therefore, this kind of meta-analysis approach is only suitable for modelling
the annoyance impact on large groups or neighbourhoods.
II.2.1 Effects of aircraft noise
Several studies in the psychological and medical fields have also been carried out in order to bet-
ter understand the effects of noise on humans. For example, (Muzet, 2007) explains the effects of
sleep disturbance due to noise which can be appreciated physiologically and also psychologically.
As immediate consequence, noise can delay the sleep onset and can lead to early final awaken-
ings or nocturnal awakenings. The body would produce vegetative or hormonal responses to
noise and the sleep structure will change. As a secondary effect of these sleep disturbances the
performance of the affected people would decrease and the daytime behaviour will change. On
the other hand, the Federal Interagency Committee on Aviation Noise (FICAN) recommends a
dose-response curve for predicting awakenings, based on field data gathered after several years
of research (FICAN, 1997). As it can be seen in Figure II-5, this relationship represents the worst-
case bound on the number of people likely to awake because of the perceived indoor sound ex-
posure level. As a consequence, chronic partial sleep deprivation induces marked tiredness, in-
creases a low vigilance state, and reduces both daytime performance and the overall quality of life
(O¨hrstro¨m & Griefahn, 1993).
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Figure II-5: Sleep disturbance dose-response curve proposed by FICAN
Source: (FICAN, 1997)
But noise not only affects the quality of the sleep. It produces speech interference, hearing
loss, lack of concentration and cognitive deterioration. Even the animals are sensible to noise and,
for example milk production in dairy cattle may decrease because of aircraft flyovers or negative
effects on wild animals reproduction can be also a consequence of noise exposure. For a very
complete review of the effects of aircraft noise on wildlife and humans see (Pepper et al. , 2003)
or (Berglund & Lindvall, (Eds.) 1995). On the other hand, for studies analysing the effects of air-
craft noise in particular scenarios the reader should refer, for instance, to (Hiramatsu et al. , 2004;
Hiramatsu et al. , 1997).
II.2.2 Fuzzy models for noise annoyance
As explained before, annoyance is usually qualitatively assessed with social surveys. See for in-
stance (Berglund & Lindvall, (Eds.) 1995; Rylander & Bjo¨rkman, 1997) or (Fields et al. , 2001). As a
subjective, complex and context-dependent concept, noise annoyance can be studied qualitatively
by using fuzzy logic sets rather than quantitatively by using exact models or formulae. Fuzzy set
theory is a generalisation of traditional set theory and provides a powerful means for the repre-
sentation of imprecision and vagueness.
In (Botteldooren & Verkeyn, 2002), an interesting comparison between classical noise annoy-
ance models and fuzzy ones is shown. Classical models try to quantify the relation between ex-
posure and annoyance, but they do not take into account the modifiers that may influence this
relation. The proposed fuzzy model focuses on the cognitive processes involved in general in
the judgement of noise annoyance. Moreover, (Botteldooren et al. , 2003) provides the theoretical
background for building fuzzy rule basedmodels aimed at expressing the noise annoyance. In ad-
dition, it is shown how this way of thinking about noise effect modelling can be used in practice
both in management support as a noise annoyance advisor and in social science for testing hypothe-
ses such as the effect of noise sensitivity or the degree of urbanisation. The translation of linguistic
terms into different languages is assessed in (Verkeyn & Botteldooren, 2004), where 21 adverbs in
9 different languages are tested. Finally, the reader should refer as well to (Verkeyn, 2004) for a
detailed description on how to build such a fuzzy system, capable of judging the impact of noise
on a individual person.
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Other works, conducted by Zaheeruddin et al. are also devoted to model the effects of
noise by using fuzzy models. For example in (Zaheeruddin et al. , 2003), the human work effi-
ciency in noise environment is modelled by using fuzzy logic where noise exposure, its dura-
tion and the working task complexity are considered as input variables. On the other hand, in
(Zaheeruddin & Vinod, 2006), a fuzzy prediction of the effects on sleep disturbance by noise is
presented as a function of noise exposure, age, and duration of its occurrence. Furthermore in
(Zaheeruddin et al. , 2006), the noise exposure, its duration and the socio-economic status of the
affected people are identified as the more relevant aspects for the fuzzy modelling of noise annoy-
ance.
II.3 Concluding discussion
All the results and conclusions arisen from the above-mentioned works are encouraging and will
set the basis for new noise abatement procedures. The research done in the field of trajectory op-
timisation is very promising, especially if we take into account the forthcoming wide implemen-
tation of RNAV or CDA/TDDA procedures. As commented before, this will allow more flexible
trajectories, not bounded to over-flying conventional radionavigation aids, leading to a significant
capacity to implement noise optimal procedures.
Although multi-criteria optimisation is a discipline that has been analysed for more than a
century, the multi-criteria nature in noise abatement procedures is a topic that has not been deeply
assessed in the literature. Several strategies are available aimed at dealing with several conflicting
optimisation objectives, like fore example fuel and noise or different conflicting noise criteria.
However, in all the above-mentioned works, the objectives are multiplied by a weighting factor
and summed up to build a single weighted average function to be minimised. This technique is
known as scalarisation and presents some drawbacks as we will comment in Chapter IV.
On the other hand, more complex (and therefore, more accurate) noise annoyance models
are already available nowadays but their integration into an trajectory optimisation framework
is still something to be further explored. Recalling the above-mentioned works in the optimi-
sation of NAPs, almost all of them use a noise metric for building the optimisation functions.
Exceptionally, (Xue, 2006) gives different weights to the noise sensitive areas as a function of the
population density and the work done by Visser et al. considers night awakenings (according
to the FICAN studies) as the objective function to be minimised in their trajectory optimisation
algorithm (Visser & Wijnen, 2001; Visser & Wijnen, 2003; Wijnen & Visser, 2003). In this way, an-
noyance is, somehow, taken into account instead of just considering the acoustical metrics as the
majority of similar works do.
As stated in the introduction of this thesis, among other issues, in this work we will try to
focus on these two existing gaps in the trajectory optimisation for noise abatement procedures:
explore alternatives to deal with the multi-criteria optimisation and the consideration of noise
annoyance models in the optimisation objectives.
If people do not believe that mathematics is simple, it is only
because they do not realize how complicated life is.
— John von Neumann
Have no fear of perfection. You will never reach it.
— Salvador Dalı´
III
Modelling
In this Chapter, the different models needed for setting up the optimisation framework are pre-
sented. First, the considered input data and the modelling of a given scenario are explained. Then,
the model for the aircraft dynamics and the rest of optimisation constraints are presented. In ad-
dition, the noise model that has been adopted for this work is outlined. Finally, this Chapter ends
with the construction of a basic noise annoyance model based on fuzzy logic reasoning and aimed
at being used as optimisation function in the following Chapters. Although the general methodol-
ogy presented in this PhD thesis is valid for the optimisation of either departure or arrival proce-
dures, only departure trajectories will be assessed in this dissertation. Thus, the presented models
and methodologies are generic and valid for departure or approach unless otherwise stated.
III.1 Input data and scenario definition
Different sources of data are required to run the optimisation framework presented in Figure I-3.
These are grouped as follows:
• Airspace data: airspace characteristics of the studied area, restricted areas and airspace
structure organisation. In addition, the departure final point or arrival initial point defin-
ing, respectively, the final or initial conditions of the problem.
• Navigation data: possible navigation constraints such as RNAV or Performance Based Nav-
igation (PBN) and procedure design criteria. In addition, time constraints at waypoints may
also be considered, taking into account eventual 4D trajectory designs.
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• Cartographical data: terrain elevations and obstacle identification, needed to safely define
flight procedures in accordance with RNAV procedure design criteria. In addition, this in-
formation will be used by the noise model.
• Aircraft performance data: including aerodynamic and power plant related data of the stud-
ied aircraft that is needed to build up the aircraft dynamic model as well as the noise model.
• Meteorological data: general data and winds, in particular, that will affect available runway
configuration, the noise propagation model and the aircraft ground trajectory.
• Airport data: location of the airport, the type of procedure, available runway configuration
etc.
• Geographical data: airport’s surrounding areas, such as the location, type and characteris-
tics of the inhabited areas.
III.1.1 Scenario definition
The airport configuration, the present meteorological and the relevant geographical data around
the airport will define the scenario where the trajectory should be optimised. The annoyance
caused by the departing/approaching aircraft along the trajectory will be determined in function
of the scenario. Therefore, this module should provide information about:
• the runway in use and the type of procedure (depart or arrival/approach),
• the time of day that the procedure will be take place,
• the location and shape of the inhabited areas surrounding the airport,
• the type of the inhabited areas (industrial zones, residential zones, etc.),
• an estimated value of the background noise at each zone (taking into account the presence
of noisy elements, such as motorways, harbours, etc. that could mask partially or totally the
perceived aircraft noise),
• the location of eventual high-sensitive areas such as environmentally protected zones, hos-
pitals etc.
III.2 Model of the aircraft dynamics
The dynamics of the aircraft can be described by a set of nonlinear differential equations. When
studying the trajectory of a civil aircraft during the take-off phase, it is natural to study the move-
ment of its centre of mass. Therefore, only translational motion is considered, neglecting the an-
gular motion of the aircraft. This kind of model has been widely used in aircraft performance
optimisation studies, see for instance (Roskam, 2001), (Stevens & Lewis, 1992) or (Berton, 2003).
In fact, this assumption means that only the guidance dynamics of the aircraft are considered
since it is assumed that the aircraft of interest is equipped with basic auto-pilots which deal effi-
ciently with its fast dynamics and therefore, the body attitude (pitch, bank and yaw angles) and
the regime of the engines are controlled. It is also assumed that turn manoeuvres are achieved in
a coordinated way (the sideslip angle remaining approximately null) and the aircraft is assumed
to fly in a standard atmosphere, over a locally flat non-rotating Earth and with a constant aircraft
mass during the procedure. Appendix C contains some flight mechanics theory and the details of
the modelling methodology that leads to the final kinematic and dynamic equations used in this
work. These, are just summarised in what follows.
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Figure III-1: Reference frames and magnitudes of a climbing and turning aircraft: n-e plane
III.2.1 Reference frames and main magnitudes
Two different reference frames are used to describe the aircraft equations of motion. A Ground
reference frame which will be used as inertial frame and an Air reference frame where the aerody-
namic forces are easily expressed. These two reference frames are defined as:
• Ground reference frame: G = [OG; e, n, h]. East, North, Height (or Up) conventional right
handed frame on the surface of the Earth with a given origin OG. The h axis points upwards
following the local vertical direction (i.e. with the same direction of the local gravity vector,
~g but in the opposite sense) and the n-e plane is tangent to the Earth’s surface at OG. The e
axis points Eastwards and therefore the n axis points to the North.
• Air reference frame: A = [OB;xA, yA, zA]. Conventional right handed frame with origin
OB , the centre of mass of the aeroplane. The xA axis is always aligned with the relative ve-
locity vector between the air and the aeroplane. yA axis is perpendicular to xA and starboard
aligned while zA axis goes down the aircraft and it is perpendicular to the xA-yA plane.
The three angular rotations relating these two reference frames are (rotation sequence starting
from reference frame G):
• First rotation about the h axis, nose right (aerodynamic heading angle χ)
• Second rotation about the new e′ axis, nose up (aerodynamic flight path angle γ)
• Third rotation about the new n′′ axis (xA axis), right wing down (aerodynamic bank angle µ)
Figures III-1 and III-2 show these reference frames and angles as well as the main magnitudes
that will appear in the dynamic model of the aircraft. Namely, L is the aircraft lift force, D is the
drag force, T is the total net thrust force generated by all the engines of the aircraft,m is the mass
of the aircraft, g the module of the local gravity vector, nz the vertical load factor and v the relative
air to aircraft speed, also known as the True Air Speed (TAS).
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Figure III-2: Reference frames and magnitudes of a climbing and turning aircraft
III.2.2 State representation of aircraft dynamics
Using this relative-wind axes formulation, the aircraft dynamic and cinematic equations of move-
ment can be derived and merged in a state-space representation. For the sake of clarity, the com-
plete deduction of these equations is given in Appendix C. Then, the state-space representation of
the flight guidance equations, chosen for this dissertation, is:


dv
dt
dχ
dt
dγ
dt
de
dt
dn
dt
dh
dt


=


1
m
[T (v(t), h(t), hc)−D(nz(t), v(t), h(t))−mg sin γ(t)]
g
v(t)
sinµ(t)
cos γ(t)nz(t)
g
v(t) [nz(t) cosµ(t)− cos γ(t)]
v(t) sinχ cos γ(t) +We
v(t) cosχ cos γ(t) +Wn
v(t) sin γ(t) +Wh


(III.1)
where the nomenclature adopted is described in Table III-1.
The wind flow field is supposed to be known and steady during the take-off or approach
procedure. In addition, Lift and Drag forces are supposed to remain in the plane of symmetry of
the aircraft (plane xA − zA) and the trust vector, in a first approximation, is assumed to be aligned
with the airspeed vector.
Moreover, aerodynamic Drag force D is denoted by (see Appendix C):
D(nz(t), v(t), h(t)) =
1
2
ρ(t)Sa(t)v2(t) +
2b(t)
ρ(t)S
[
nz(t)mg
v(t)
]2
(III.2)
where S is the total wing surface and ρ(t) is the air density which is altitude dependant according
to the International Standard Atmosphere. The value of aerodynamic coefficients a(t) and b(t)
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Table III-1: Notation used in the state space representation of the aircraft dynamics
t : Time
v : Module of the relative air to aircraft velocity (or True Air Speed)
χ : Aerodynamic heading angle
γ : Aerodynamic flight path angle
e : Eastward coordinate
n : Northward coordinate
h : Height coordinate
nz : Vertical load factor (defined as nz =
L
mg
)
µ : Aerodynamic bank angle
m : Mass of the aircraft
g : Local gravity vector module
We : Eastwards local wind component
Wn : Northwards local wind component
Wh : Vertical local wind component
depend on the aircraft flaps and/or slats configuration, being the transition from one configuration
to another usually executed at given operational speeds:
a(t) = a(v(t)) =


aϕ if v(t) ≤ vϕ→ϕ−1
aϕ−1 if vϕ→ϕ−1 < v(t) ≤ vϕ−1→ϕ−2
...
a1 if v2→1 < v(t) ≤ v1→0
a0 if v(t) > v1→0
(III.3)
where ai is the constant aerodynamic coefficient corresponding to flap/slat configuration i, the
operational speed where the transition from configuration i to j is performed is denoted by vi→j
and ϕ is the total amount of flap/slats different configurations. Aerodynamic coefficient b(t) could
be expressed as a function of the same operational speeds in a similar way.
On the other hand, for a take-off procedure, the total net thrust, as a function of time, can be
expressed by:
T (v(t), h(t), hc) =
{
TTOGA(v(t), h(t)) if h(t) < hc
TCL(v(t), h(t)) if h(t) ≥ hc
(III.4)
where TTOGA is the thrust in Take-off–Go Around setting, while TCL corresponds to the Climb set-
ting. Since we are dealing with a take-off, we suppose that in the whole procedure the Auto-Thrust
system is providing the maximum available thrust at a given speed and altitude for each thrust
setting. In addition, hc denotes the height where a thrust cut-back is performed. When the air-
craft reaches hc, the initial Take-off–Go Around setting is commuted to Climb thrust setting. In this
way, we take into account current take-off operational procedures, where the pilot applies a single
cut-back at a specified altitude or height. We could think about more futuristic procedures where
the value of the thrust can be continuously controlled by the FMS. In that case the function T (t)
would be left free as a set of decision variables (as a function of the time). However, this is not
considered in this dissertation and the equation (III.4) will be used instead.
Then, for each thrust setting (σ = TOGA or σ = CL), the thrust function is modelled by a
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third order polynomial approximation:
Tσ(v(t), h(t)) ≃ ne
3∑
i=0
3∑
j=0
cσijv
i(t)hj(t) (III.5)
where ne is the number of engines and c
σ
ij are the 16 different polynomial coefficients for thrust
setting σ that can be obtained from the typical aircraft performance data tables by using least mean
squares curve fitting techniques.
On the other hand, for an aircraft departure fuel consumption is modelled as:
FF (v(t), h(t), hc) =
{
FFTOGA(v(t), h(t)) if h(t) < hc
FFCL(v(t), h(t)) if h(t) ≥ hc
(III.6)
where FFTOGA is the fuel flow in Take-off–Go Around configuration, while FFCL corresponds to
the fuel consumption in Climb configuration, being hc the thrust cut-back height. Following the
same methodology as for the thrust model, described in equation (III.5), fuel consumption at each
thrust setting σ is also modelled by a third order polynomial approximation.
In the case of studying arrival and approach procedures, the total net thrust and fuel con-
sumption for these phases could be also modelled in a similar way. There, the appropriate engine
cruise and idle performance data would be used instead of the take-off and climb settings.
III.2.3 Variable bounds and constraints
In a departure procedure, the initial position of the aircraft is obviously the end of the departing
runway. Usually, such a procedure is intended to drive the aircraft to a particular navigation fix
where the en-route airway structure will be joined. Therefore, the horizontal final coordinates (nf
and ef ) will also be fixed and chosen by the procedure designer. On the other hand, the altitude
at this final point is not usually fixed, but it is constrained to be higher than a minimum safe
altitude hminf and usually, due to air traffic management criteria, lower than a maximum altitude
hmaxf . Moreover, the initial take-off phase going from ground level to a height of 120m (400 ft) will
not be considered in the optimisation process since the standard operational regulations almost
restrict all degrees of freedom during this particular phase, see (ICAO, 2006a) and (JAA, 2003). In
this initial phase, the aircraft follows a straight trajectory, following the departing runway heading
χ
RWY
, at a constant speed V2, which depends on the aerodynamics and the weight of the aircraft.
For the sake of simplicity initial horizontal coordinates are set to zero at the point where the aircraft
reaches a height of 120m above the runway if not otherwise specified. Moreover, during a normal
take-off, the landing gear has been completely retracted when passing 120m, and consequently,
aircraft configurations featuring an extended gear are not considered in the simulations.
Taking all considerations above into account, the constraints that apply at initial and final
points for a departure procedure are:
v(t0) = V2 χ(t0) = χRWY γ(t0) = γ2
n(t0) = 0 e(t0) = 0 h(t0) = 120m
n(tf ) = nf e(tf ) = ef h
min
f ≤ h(tf ) ≤ h
max
f
(III.7)
Here, γ2 is the flight path angle that results when the aircraft is flying at V2 speed while ap-
plying Take-off–Go Around thrust settings. All variables not listed in equation (III.7) are considered
free and will be determined by the optimisation itself (including the time at the final point, tf ).
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In addition, and for operational reasons, it is enforced that the speed and altitude of the
aircraft should not decrease during the whole departure procedure. Moreover, a minimum proce-
dure design gradient must be guaranteed. ICAODocument 8168 (ICAO, 2006a) specifies a default
gradient of s = 3.3%, which can be higher for obstacle clearance reasons. This gradient is not in-
tended as an operational limitation for those operations assessing departure obstacles in relation
to aircraft performance. Thus, the value of the minimum climb gradient s will be chosen in func-
tion of the scenario and the aircraft operator. Summing up, these three path constraints can be
written as:
dv(t)
dt
≥ 0 ;
dh(t)
dt
≥ 0 ; h(t) ≥ h(t0) + s
√
n2(t) + e2(t) (III.8)
Finally, some variables should be bounded in order to ensure existing operational or safety
requirements for a given aircraft. Therefore, the following bounding constraints are defined for
this work:
V2 ≤ v(t) ≤ Vmax
0.85 ≤ nz(t) ≤ 1.15
−25o ≤ µ(t) ≤ 25o
244m ≤ hc ≤ 1 000m
(III.9)
The maximum velocity Vmax may be limited either by an aircraft related limit (maximum
operating airspeed) or eventual ATC constraints. On the other hand, in (ICAO, 2006a) is specified
that thrust cut-back height should be greater than 244m (800 ft) for noise abatement purposes.
Finally, the load factor (nz), bank angle (µ) and maximum thrust cut-back height (hc) bounding
values correspond to typical values applied by aircraft operators (Pratt, 2000).
III.3 Noise model
When aircraft noise is studied, several metrics exist. Moreover, taking into account the human
sensitivity to different frequencies, some ponderation (or weighting) scales have been proposed
by experts in acoustics. The models and optimisation techniques developed in this work are in-
dependent from the used scales and metrics. Appendix B gives some background in aircraft noise
and some metrics and ponderation scales are introduced.
The maximum A-weighted sound level (LAMAX or Lmax) will be considered as the base
metric throughout this work. Therefore, all noise magnitudes will be expressed in dB(A). From
now on, this maximum sound level at a given location i will be denoted as Li and it is simply
defined by:
Li = max
t
[Ni(t)] (III.10)
where Ni(t) is the sound pressure level at location i as a function of the time t.
Despite all results of this PhD thesis will be derived from these Li values expressed in dB(A),
it would suffice to change the noise model block if other metrics or ponderation scales are desired
to be taken into account.
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III.3.1 The Integrated Noise Model (INM)
The noise model implemented in this study is based on the methodology employed by the Inte-
grated Noise Model (INM) program. INM is developed by the Federal Aviation Administration1
and has been adopted as the standard package for noise studies and assessments in many coun-
tries. INM deals with several noise metrics and, in particular, noise levels are computed at a given
point by selecting and interpolating appropriate noise values from a noise-thrust-distance (NTD)
table, which is derived from empirical measurements at some specific reference conditions for
each aircraft type. To compute the actual noise at a given distance a number of noise level ad-
justments need to be made as a function of the reference NTD values. Another concept for noise
calculation is proposed by (Zaporozhets & Tokarev, 1998a), where the noise radius is used instead
of the NTD table.
A detailed description of how INM models aircraft noise and how several metrics are
computed is found in the INM technical manual, see (Olmstead et al. , 2002). Moreover,
the basis for the aircraft noise computation are, in fact, defined in SAE-AIR-1845 standard
(SAE – Comitee A-21, Aircraft Noise., 1986). Next, this noise computation procedure is outlined.
III.3.2 INM noise computation
INM contains an acoustic database of noise versus thrust versus distance (NTD) values. The
NTD data for an aircraft consists of a set of A-weighted decibel levels for various combinations
of aircraft engine power states and distances from the noise measurement point to the aircraft.
NTD data consist of two or more noise curves which, in turn, are associated with an engine power
parameter, an operational attribute (either departure or approach) and noise levels at the following
ten distances: 200, 400, 630, 1 000, 2 000, 4 000, 6 300, 10 000, 16 000 and 25 000 feet. To obtain noise
levels that lie between thrust values or between distance values, linear interpolation of thrust and
logarithmic interpolation on distance may be used. Extrapolation is used to obtain levels outside
of the bounding thrust or distances values. The interpolation/extrapolation is a piece-wise linear
process between the engine power setting and the base-10 logarithm of the distance. Finally, being
noise levels dependent on the engine thrust settings, INM proposes an approximated method to
compute thrust by using a quadratic function fitting similar to equation (III.5).
Noise levels in the NTD tables assume standard reference day conditions (temperature of
27oC, pressure of 1 013hPa, 70% relative humidity and an altitude at mean sea level) andmeasure-
ment conditions according to (SAE – Comitee A-21, Aircraft Noise., 1986). Thus, the values issued
from the interpolation/extrapolation from NTD values may be adjusted to take into account the
actual conditions. The adjustments implemented in INM for the computation of maximum noise
level metrics are summarised as follows:
• Atmospheric absorption adjustment: taking into account atmospheric ab-
sorption due to the effects of temperature and relative humidity according to
(SAE. Comitee A-21, Aircraft Noise., 1975).
• Acoustic impedance adjustment: defined as the product of the density of air and the speed
of sound, and being a function of temperature atmospheric pressure and indirectly the alti-
tude. This component takes into account non-reference day conditions or the effects of the
observer (noise measurement point) elevation.
• Lateral attenuation adjustment: taking into account the over-ground propagation. This
term is derived from field measurements and takes into account ground reflection effects,
refraction effects and aeroplane shielding effects as well as other ground and engine/aircraft
installation effects according to (SAE – Comitee A-21, Aircraft Noise., 1981).
1http://www.faa.org
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Figure III-3: Noise curve (Lmax) for the Airbus A321 computed according to the INM methodol-
ogy
It is out of scope of this thesis to study accurately a specific airport during a specific time
period. Therefore, reference day conditions will be assumed and only the lateral attenuation will
be considered among the previous three adjustments. Then, the sound pressure level at location i
as a function of the time will be computed as:
Ni(t) = N
NTD
i (t)−N
L
i (t) [dB(A)] (III.11)
where NNTDi is the perceived noise at location i in dB(A), extracted from the NTD tables, and
NLi (t) is the lateral attenuation adjustment which takes into account the lateral attenuation in case
the trajectory is not over-flying vertically the location i. This lateral attenuation is modelled as:
NLi (t) =
1
13.86
Γi(t)Λi(t) [dB] (III.12)
with
Λi(t) =
{
15.09
[
1− e−0.00274li(t)
]
for 0 < li(t) < 914m
13.86 for li(t) > 914m
[dB] (III.13)
and
Γi(t) =
{
3.96− 0.066ξ(t) + 9.9e−0.13ξ(t) for 0 < ξ(t) < 60o
0 for 60o < ξ(t) < 90o
[dB] (III.14)
where li(t) (in meters) and ξ(t) (in degrees) are, respectively, the sideline distance from the flight
path segment to the observer and the elevation angle formed by the aircraft and the horizontal
plane of the the observer location. It is worth mentioning that the previous lateral attenuation
model is taken from the INM version 5. In the more recent versions of this program, this model
has been refined and slightly modified as explained in (FAA, 2006) and (He et al. , 2007).
Figure III-3 shows graphically the maximum A-weighted noise levels that can be computed
according to the previous explanation. These Lmax values are given as a function of different
horizontal distances and heights to the noise source (the aircraft) for the Airbus A321 flying at two
different thrust settings.
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III.4 Noise annoyance model
All noise metrics and weighting scales try to model the way the sound is perceived by humans.
However, these metrics are not sufficient measurements defining completely the annoyance that
a particular noise is producing. The annoyance or perception of the acoustic noise describes the
relation between a given acoustic situation and a given individual or set of persons affected by
the noise and how cognitively or emotionally they evaluate this situation. In addition to acoustic
elements, such as the loudness, the intensity, the spectra distribution and duration of the noise
there is a list of non-acoustic elements that should be taken into account to define a global an-
noyance figure. According to several studies (Schomer, 2001; Lim et al. , 2007; Rylander, 2004;
Kuwano & Namba, 1996; Hume et al. , 2003) the following factors are identified to have a signifi-
cant influence in the perception of the noise annoyance, besides the acoustical magnitudes of the
sound event:
• the existing background noise;
• the time of the day when the noise event occurs (day, evening, night);
• the type of day when the noise event occurs (working day, weekend, holiday period...);
• the period of time between two consecutive flights;
• the types of affected zones (rural zones, residential zones, industrial zones, hospitals,
schools, markets,...);
• personal elements (emotional moods, apprehension and irritability to noise, personal health,
size of the family,...); and
• socio-economic aspects (age, habits, education level, economic level, ...).
III.4.1 Knowledge reasoning and fuzzy sets
As we have already discussed earlier in this PhD thesis, annoyance is a subjective, complex and
context-dependent concept. In this work we propose to model the annoyance produced by aircraft
noise by using fuzzy sets theory.
In short, fuzzy sets are sets whose elements have degrees of membership, instead of the clas-
sical notion of binary membership expressing an element either belongs or does not belong to
the set. In this way, statements can be represented with different degrees of truthfulness and/or
falsehood. While variables in mathematics usually take numerical values, in fuzzy logic applica-
tions the non-numeric linguistic variables are often used to facilitate the expression of rules and
facts. Then, many-valued logic can be extended to allow for fuzzy premises from which graded
conclusions may be drawn. Rule-based systems are used in artificial intelligence to make predic-
tions based on expert knowledge and classical logic reasoning. A fuzzy rule based model extends
classical logic and reasoning to non-crisp variables. A typical example of such fuzzy quantities is
the level of noise annoyance indicated by a word: a linguistic term. In this way, fuzzy rules have
the advantage of allowing a suitable management of vague and uncertain knowledge being more
understandable for humans.
The main paradigm of a fuzzy model is that it is based on knowledge, the essential concepts
of which are derived from fuzzy logic. Thus, the fuzzy system is an expert knowledge-based
system that contains the fuzzy algorithm in a simple rule-base providing a natural tool to model
and process uncertainty.
As shown in Figure III-4, a fuzzy system is mainly composed of four parts
(Benı´tez et al. , 1997):
• The fuzzifier, which converts real valued inputs into fuzzy values according to the member-
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Figure III-4: Block diagram for a fuzzy expert system
ship functions of the linguistic terms defined for the input variables.
• The knowledge base, composed by:
– a data base, containing the membership functions of the linguistic terms; and
– a rule base, which specifies a set of rules than can represent in a natural way causal-
ity relationships between inputs and outputs of a system, corresponding to the usual
linguistic construction of IF a set of conditions are satisfied, THEN a set of consequences are
inferred.
• The inference engine which computes fuzzy output from fuzzy inputs using fuzzy implica-
tion functions established by the rule base.
• The defuzzifier yielding real-value outputs from the inferred fuzzy output.
Systems using fuzzy rules map n-dimensional spaces into m-dimensional spaces. For more
background on fuzzy sets and systems the reader should refer to Appendix D of this work and
the references therein.
III.4.2 A simple fuzzy model for noise annoyance
Essentially, the annoyance component can be regarded as a black box that produces as a output
the degree of annoyance, drawn from the input data by the inference mechanism. Internally, the
domain specific intelligence combines a database and a rule base. This pool of knowledge could
come from several sources, such as the result of detailed studies carried out by experts in noise
annoyance, the data treatment coming from social surveys or, ideally, a combination of both.
Next, a simple annoyance model, using fuzzy reasoning, is described. The derived annoy-
ance nonlinear functions will be used as optimisation objectives for the design of optimal noise
abatement procedures.
III.4.2.1 Input and output variables
In this simple model, the annoyance that an aircraft trajectory generates will be computed from
three different inputs, which are:
• the Noise Level, in function of the maximum sound level (Lmax) metric and the A-weighted
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ponderation scale;
• the Period of the Day when the procedure is supposed to be flown, in function of the hour
of the day; and
• the Type of Zone that the procedurewill over-fly, in function of the activity that is undertaken
in the zone.
On the other hand, only one output variable will be used:
• the Annoyance that will derive with a numerical output variable: a Normalised Annoyance
Index (NAI).
III.4.2.2 Linguistic values: fuzzification and defuzzification
The previous inputs and output are the basis of the definition of the corresponding linguistic vari-
ables with their associated linguistic values expressed in the form of fuzzy sets. The Noise Level
is fuzzyfied from the maximum sound level in six different linguistic values, ranging from Null
noise to Very High noise. On the other hand, for the Period of the Day, after the fuzzification of
the hour of the day we will considerMorning,Afternoon andNight periods. For the Type of Zone
we will differentiate among Residential Zones, Industrial Zones, Schools and Hospitals. This last
variable does not come from the fuzzification of input variables because, in general, is relatively
simple to identify and label unequivocally these kind of zones in a map. As it will be seen later in
the application example of Chapter VI, Industrial and Residential Zoneswill be delimited by poly-
gons while Hospitals and Schools will be represented as singular points. Finally, the Annoyance
will be expressed with five linguistic values, ranging from Null to Extreme annoyance.
Table III-2 shows the system input and output variables, along with the associated fuzzy
linguistic variables and with their respective linguistic values. On the other hand, the fuzzy sets
defining the linguistic values of the Noise level, Period of Day and Annoyance are defined by
means of fuzzy membership functions, as shown in Figure III-5.
For the input variables simple triangular membership shapes have been used to establish
these functions. Triangular functions are the simplest ones and they are the most widely used
set-membership functions to describe fuzzy sets in fuzzy control. They are appropriate because
the fuzzy reasoning and tuning process is simplified and they are more computational friendly
too (Tanaka, 1997; Verkeyn, 2004).
AmaximumA-weighted noise level of 50dB(A) is considered purely aVery Low noise. Then,
the membership function decreases linearly in both sides of this peak and a level of 60dB(A) or
40dB(A) is no longer considered a Very Low noise (see Figure III-5(c)). The same membership
function is repeated for Low, Medium and High noises at a 10dB(A) interval. For Null and Very
High noise the membership function is no longer triangular and all values below 40dB(A) are
considered as aNull noise, while all values above 90dB(A) are considered equally as a Very High
noise. As an example, a noise event with a maximum sound level of 80dB(A) will be labelled
only as a High Noise while a 77dB(A) event would be treated a 70% of High Noise and a 30% of
Medium Noise.
A similar reasoning is done for the membership functions of the Period of Day, where the
relationship with the hour of the day is established (see Figure III-5(a)). Finally, the Annoyance
variable is simply modelled as a crisp variable, where each linguistic value takes a unique nor-
malised annoyance index value. Hence, Extreme annoyance corresponds to a output value of
1.00, High annoyance takes 0.75, Moderate annoyance corresponds to 0.50, Small annoyance to
0.25 and finally, Null annoyance corresponds to 0.00 (see Figure III-5(b)).
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Table III-2: Fuzzy Input/Output linguistic variables with their respective linguistic values
System variables Linguistic Variables Linguistic Values
Inputs
Lmax in dB(A) Noise level
Null (NN)
Very Low (VL)
Low Noise (LO)
Medium (ME)
High (HI)
Very High (VH)
Hour of the day Period of Day
Morning (M)
Afternoon (A)
Night (N)
Zone activity Type of Zone
Industrial Zone (IZ)
Residential Zone (RZ)
School (SZ)
Hospital (HZ)
Output
Normalised
Annoyance Index
Annoyance
Null (NA)
Small (SA)
Moderate (MA)
High (HA)
Extreme (EA)
III.4.2.3 Rule base
After the definition of all the input/outputs of the fuzzy system, a rule base can be established to
represent the annoyance of a particular event in the form of IF-THEN rules.
As explained in Chapter I, it is out of the scope of this PhD thesis to determine an accu-
rate fuzzy model for noise annoyance. Then, a simple way to establish the rule base is proposed
here. A Residential Zone, in the Afternoon is chosen as the baseline situation where a Very High
noise produces an Extreme annoyance,High noise producesHigh annoyance,Medium noise cor-
responds to Moderated annoyance, Low noise to Small annoyance and Very Low noise and Null
noise to Null annoyance. In other words, this could be written with the following rules:
IF [Type of Zone IS Residential Zone AND Period of Day IS Afternoon AND Noise Level
IS Very High ] THEN Annoyance IS Extreme
IF [Type of Zone IS Residential Zone AND Period of Day IS Afternoon AND Noise Level
IS High ] THEN Annoyance IS High
IF [Type of Zone IS Residential Zone AND Period of Day IS Afternoon AND Noise Level
ISMedium ] THEN Annoyance ISModerated
IF [Type of Zone IS Residential Zone AND Period of Day IS Afternoon AND Noise Level
IS Low ] THEN Annoyance IS Small
IF [Type of Zone IS Residential Zone AND Period of Day IS Afternoon AND Noise Level
IS (Very Low OR Null ) ] THEN Annoyance IS Null
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Figure III-5: Membership functions defining the different linguistic values
The same Residential Zone but during the Night period is more sensitive to the Noise Level
and, consequently, the Annoyance linguistic values from the rule base have been shifted to one
higher position vis-a`-vis the baseline case (the Afternoon period). On the other hand, it makes
sense supposing that the Residential Zone during the Morning period is less annoyed for a same
Noise Level if compared with the Afternoon or the Night. In addition, environmental noise tends
to be higher during theMorning. Therefore, the Annoyance linguistic values have been shifted to
one lower position vis-a`-vis the baseline case.
Being a Industrial Zone noisier than a Residential one, for this Type of Zone the Annoyance
linguistic values have been shifted one lower position during theAfternoon, two positions during
the Night and three positions during the Morning in the rule base. Similarly, and based on this
simple reasoning, the remaining set of rules are established when the over-flown Type of Zone
is an Hospital or a School for each Period of Day and Noise Level. Obviously in a Hospital the
Annoyance produced is more important than in a Residential Zone, regardless of the Period of
Day and in a School, the Annoyance isNull duringNight periods because of the lack of activity in
that location. Table III-3 summarises all the IF-THEN rules that form the rule base proposed for
this work.
This kind of reasoning could be done by a group of experts in noise annoyance which would
establish the different logic implications that the input variables have with the final perceived
annoyance. They would build up a set of rules, similar to the previous ones, which would be
much more easy to construct if using linguistic elements instead of numerical values. In addition,
the output of a population survey, asking for the annoyance produced by the airport, would be
easily used to construct the rule set because the type of formulated questions and answers are
closer to the fuzzy reasoning principle. This kind of surveys could also be used for tuning the
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Table III-3: Annoyance rule base summary in function of the Noise Level, the Period of Day and
the Type of Zone
Residential Zone Industrial Zone
Morning Afternoon Night Morning Afternoon Night
Null NA NA NA NA NA NA
Very Low NA NA SA NA NA NA
Low NA SA MA NA NA NA
Medium SA MA HA NA SA SA
High MA HA EA SA MA MA
Very High HA EA EA MA HA HA
Hospital School
Morning Afternoon Night Morning Afternoon Night
Null NA NA NA NA NA NA
Very Low SA SA MA NA NA NA
Low MA MA HA SA SA NA
Medium HA HA EA MA MA NA
High EA EA EA HA HA NA
Very High EA EA EA EA EA NA
membership functions of the linguistic variables, as explained in (Verkeyn, 2004).
For this work we have used the Larsen implication for the inference of fuzzy rules along
with the sum method for the aggregation process and the centroid method for the defuzzification
process. Appendix D define and give more details about these methodologies. In addition, a
practical case of the presented model, involving a fuzzification, approximate reasoning using the
rule base and the consequent defuzzification, is exemplified in section D.2 of the same Appendix.
After this defuzzification process, we can compute a group of different nonlinear annoyance
functions A(Li(t), h) : R
2 → R mapping a maximum noise level Li(t), for a given location i at
hour of the day h, to a Normalised Annoyance Index value. Figure III-6 shows graphically these
functions for the four types of inhabited zones considered in this work. Finally, at a given hour of
the day h, a fourth order polynomial approximation of the Noise Annoyance Index as a function
of the maximum A-weighted sound level is performed. Is this new function, A(Li(t)) : R → R,
that will be used as optimisation function in the following Chapters. Figure III-7 shows a couple
of examples of this simple polynomial fitting which allows us to avoid the original and non-
differentiable triangular shaped functions.
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Figure III-6: Representation of the Normalised Annoyance Index (NAI) as a function of the input
variables
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Figure III-7: Fourth order polynomial approximation for the defuzzifiedNoise Annoyance Index
(NAI)
Solving an optimal control problem is not easy. Pieces of the
puzzle are found scattered throughout many different disci-
plines.
— John T. Betts
Nothing is more difficult, and therefore more precious, than to
be able to decide.
— Napoleon Bonaparte
IV
Multi-objetive Optimal Control
This Chapter is devoted to explaining the methodology that is proposed to solve the optimisation
problem proposed in this PhD thesis, which can be formally written as a constrained multi-objective
optimal control problem. The problem we tackle is non-feasible analytically due to its complexity
and nonlinearity. Then a discretisation approach is presented in order to solve it numerically.
Although the methodology presented here would be valid for the optimisation of departure or
arrival and approach procedures only the departure case will be finally studied in this work. On
the other hand, the optimisation of several conflicting criteria (such as different noise sensitive
locations and airline associated costs) is not a straightforward task. The issues arising from this
multi-objective optimisation nature are also addressed in this Chapter.
IV.1 Optimal control problem
Let the time t ∈ R be the independent variable for this problem and [t0, tf ] ⊂ R be a given time
interval where t0 and tf are respectively, the values for the initial and final time of the optimal
trajectory. The value of tf is left free during the optimisation, meaning that this value is a decision
variable itself and will be fixed by the optimisation algorithm. Let ~x(t) ∈ Rnx be the state vector
describing the trajectory of the aircraft over the time. The control vector ~u(t) ∈ Rnu contains
those variables that lead to a specific trajectory and ~p ∈ Rnp is a set of control parameters not
dependent on t. Thence, the set of decision variables ~z(t) = [~x(t), ~u(t), ~p, tf ]
T define an unique
aircraft trajectory.
The dynamic equations of the aircraft were presented in section III.2 and, according to equa-
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tion (III.1), the state vector is chosen as:
~x(t) = [v(t) χ(t) γ(t) n(t) e(t) h(t)]T (IV.1)
being v(t) the module of the True Airspeed (TAS), χ(t) the aerodynamic yaw angle and γ(t) the Flight
Path Angle (FPA). Vector ~r(t) = [n(t) e(t) h(t)]T represents the aircraft centre of mass position.
Similarly, the control vector is chosen as:
~u(t) = [nz(t) µ(t)]
T (IV.2)
where nz(t) is the vertical load factor and µ(t) is the aerodynamic bank angle. If we consider a
departure, the control parameter vector is formed by just one component which is the height at
which the trust cut-back is performed: ~p = [hc].
As outlined in Chapter II, a RNAV trajectory is formed by a set of waypoints and path ter-
minators (see also Appendix A for further information). This means that the trajectory is actually
formed by a consecutive list straight or curved segments that are flown sequentially by the on-
board Flight Management System (FMS). According to this implementation, the optimal control
problem that we are formulating should be split in a (unknown) number of phases in order to
represent the different RNAV segments as done, for example in (Hogenhuis et al. , 2008). As seen
in this work, the differences between an RNAV and completely free trajectories are minimal, but
the phase formulation of the optimal control problem adds more complexity and computational
burden. Therefore, in this dissertation we propose to optimise the trajectory as a continuous (and
free) function of the time. In this way, we suppose that the coding process into a RNAV readable
trajectory that might follow the optimisation will not be an issue.
Being nz = nx + nu + np + 1, the goal of the optimisation process is to find the best trajectory
~z(t) that minimises a given optimisation function ~J : Rnz → RnJ , where nJ < ∞ is the number
of different single objective functions. These real valued functions Ji : R
n → R form the vector of
objective functions ~J = [J1, J2, ..., JnJ ]
T . Moreover, the decision variables ~z(t) shall belong to the
feasible or admissible set Z ⊆ Rnz , where Rnz is also called the decision variable space.
Then, we write this optimisation problem as:
min
~z(t)∈Z
{J1(~z(t)), J2(~z(t)), · · · , JnJ (~z(t))} (IV.3)
Next, the optimisation functions for our problem will be described, as well as the constraint
functions that form the admissible set Z .
IV.1.1 Optimisation criteria
Different objective functions will take into account noise (or annoyance) magnitudes and also
other costs associated with the aircraft operations and the efficiency of the air traffic management.
If the maximum noise level is considered as optimisation criterion, equation (III.10) will be used
as optimisation function at each noise sensitive location i being considered. On the other hand, in
the case of modelling the noise annoyance, as explained in section III.4, we will use a cut of the
annoyance functions A(Li(t), h) for a given location i and hour of the day h.
As it will be explained later in section IV.1.3, the chosen methodology for solving this opti-
mal control problem can not tackle with functions that have discontinuous derivatives. Equation
(III.10) defines the maximum sound level by using themax(·) function which is non-differentiable
in all its domain. Therefore, an alternative formulation is given, taken from (Drud, 2000), where
equation (III.10) is replaced by the following inequality constraint:
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Li(~z) ≥ Ni(~z(t)) (IV.4)
Providing that the objective functionwill try tominimiseLi(~z), at some time instant this constraint
will become binding as equality and Li(~z)will be indeed the maximum ofNi(~z(t)) at that instant.
Concerning the operation of the aircraft, Fuel and/or Time spent during the trajectory may
be considered as optimisation objectives too. Being t0 and tf the initial and final time of a given
trajectory, fuel cost Cf associated to this trajectory can be computed as:
Cf = πc · Fuel = πc
∫ tf
t0
FF (t) dt (IV.5)
where πc is the fuel price and FF (t) is the total fuel flow, which in turn can be expressed as
functions of the current thrust setting.
On the other hand, time cost represents the different constant rate costs associated with air-
craft operations (insurances, traffic control fees, crew salaries, etc.). This can be easily written
as:
Ct = πt · Time = πt(tf − t0) (IV.6)
being πt the cost attached to one unit of time of delay.
Current Flight Management Systems equipping a wide number of aircraft deal with a com-
pound cost function which involves fuel and time consumption during the flight. A cost index
parameter (CI) relates the cost of time delay to the price of the fuel and its value is carefully
chosen by the operator prior to each flight. Cost index (CI) is defined as:
CI =
πt
πc
(IV.7)
Fuel saving flights are associated with low values of the cost index while more direct and
faster flights are associated with high values of this index. As mentioned above, this strategy is
currently used in civil aircraft operations giving optimal flight levels and speed settings for all
phases of flight.
In this work, where only the departure phase is optimised, it would be incomplete to consider
only these magnitudes regardless of the altitude achieved at the end of the procedure. Reaching a
low final altitude h(tf )would lead to small time or fuel consumption figures during the departure
but the consumption would increase in the following en-route phase, when trying to gain the
altitude required to reach the optimal cruise flight level. Therefore, the final altitude must be also
taken into account as an optimisation criterion to be maximised. Following the same philosophy
as before, a Height Index (HI) is proposed in this work.
Then, the airliner cost compound function is defined as:
Ca = Fuel + CI · Time−HI · h(tf ) (IV.8)
where, by definition, CI > 0 and HI > 0.
IV.1.2 Optimisation constraints
In order to guarantee a feasible and acceptable trajectory, as a result of the optimisation process
described above, several constraints must be considered. Therefore, different constraint functions
will define the set of admissible variables (or trajectories) Z .
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Besides aircraft dynamics, airspace organisation will be taken into account, regarding pro-
hibited, dangerous and restricted areas as well as particular airspace sectorisation focusing on the
compatibility with other existing flight procedures in the same airspace. By doing this kind of
analysis, we will finally identify a portion of usable airspacewhere the obtained trajectories should
be contained. Moreover ICAO Document 8168, Volume II (ICAO, 2006b) contains all the rules
and methodology for designing visual and instrumental flight procedures. The applicable infor-
mation will be transformed into the form of trajectory constraints, restricting even more the usable
airspace defined before. Basically, some constraints might be added in order to guarantee obstacle
clearance throughout the trajectory.
Some initial and final conditions on the trajectory will be also specified. If a departure pro-
cedure is studied, the final departure point location and possible altitude restrictions will be con-
sidered as the trajectory final condition. On the other hand, if an arriving procedure is considered
an initial approach fix, along with possible altitude restrictions, will be included as the trajectory
initial condition. It should be noted that it is not necessary to define fixed (known) initial or final
points since the optimisation algorithm can tackle with non fixed initial or final conditions. There-
fore if some of them are left free they will become part of the decision variables. Finally, if a 4D
trajectory is considered, initial or final time constraints can also be defined at the initial or final
points respectively. Time restrictions can also be useful to guarantee a maximum transit time to
perform either an approach or a departure and consider, in this way, possible air traffic congestion
issues in the terminal airspace being used.
All the constraint functions are grouped and summarised as follows:
• Dynamic constraints describing the trajectory of the aircraft:
d~x(t)
dt
= ~˙x(t) = ~f(~x(t), ~u(t), ~p) (IV.9)
where function ~f : Rnx+nu+np → Rnx is the nonlinear function presented in equation (III.1).
• End point or event constraints fixing the initial and final boundary conditions:
~ηL ≤ ~η(~x(t0), ~x(tf ), t0, tf ) ≤ ~ηU (IV.10)
where function ~η : R2(nx+1) → Rnη define the nη different event constraints and vectors
~ηL ∈ R
nη and ~ηU ∈ R
nη are respectively, the Lower and Upper values which bound all
the constraints. These equations will contain, for example, the initial trajectory conditions,
which will be actually equality equations (i.e. with equal lower and upper bounds) but also
eventual final conditions like minimum or maximum altitudes at the final point.
• Mixed state-control path constraints allowing to restrict the behaviour of some variables:
~ψL ≤ ~ψ(~x(t), ~u(t), t) ≤ ~ψU (IV.11)
Similarly, as in the previous equation, function ~ψ : Rnx+nu+1 → Rnψ define the nψ different
path constraints and vectors ~ψL ∈ R
nψ and ~ψU ∈ R
nψ are, respectively, the Lower and Upper
constraint values. One path equation could be, for instance, the restriction that speed should
always increase, or remain constant, during a departure procedure.
• Box constraints on the state and control variables allowing to bound them:
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~xL ≤ ~x(t) ≤ ~xU
~uL ≤ ~u(t) ≤ ~uU
~pL ≤ ~p ≤ ~pU
(IV.12)
where ~xL ∈ R
nx , ~xU ∈ R
nx , ~uL ∈ R
nu , ~uU ∈ R
nu , ~pL ∈ R
np and ~pU ∈ R
np are the Lower and
Upper values which bound all states and control variables.
As explained before, all the functions defining the problem constraints must be smooth with
smooth derivatives.
The aircraft dynamics, expressed by equation (III.1) contain some parameters that change
their value as a function of certain variables. For example, aerodynamic parameters a(t) and
b(t) depend directly on the value of the aircraft speed (see the piecewise equation (III.3)). These
switching behaviour can be treated withMixed Logical Dynamic resolution techniques, which per-
mit to model this kind of hybrid models by introducing a set of logical variables. This variables
can dynamically activate/deactivate the different modes of the system in a easy and intuitive way,
but introduce important numerical issues (Ocampo-Martı´nez et al. , 2007). A possible roundabout
is to translate the piecewise function to a single function by using min(·) and max(·) operators
(Ovchinnikov, 2002), but like the objective functions, all the constraint functions are required to be
smooth with smooth derivatives too.
In this work, the switching behaviour of aerodynamic parameters a(t) and b(t) are modelled
with an arctangent function. Therefore, equation (III.3) is rewritten as:
a(t) = a(v(t)) = a0 +
ϕ∑
i=1
∆ai→i−1
[
1
2
−
1
π
arctan(ki→i−1(v(t)− vi→i−1))
]
(IV.13)
where a0 is the coefficient value in clean configuration, ∆ai→j denote the increment in the coeffi-
cient value when transitioning from configuration i to j and vi→j is the operational speed where
this transition is performed. The value of ki→j is chosen in order to adjust the steepness of the
transition according to the modelled aircraft.
Finally, the piecewise functions described in equations (III.4, III.6, III.13 and III.14) are also
rewritten in a similar way.
IV.1.3 Problem resolution
The minimisation of one of the optimisation objectives presented above, Li(~z) or Ca, under the
constraints stated by equations (IV.9 – IV.12) is known as a constrained optimal control problem. This
section assesses the resolution of a problem with a single objective while Section IV.2 will deal
with the multi-criteria aspects of the problem we tackle.
Basically, two different methods are available for solving this kind of optimal control prob-
lems:
• Indirect methods involving the calculus of variations or theMaximum Principle of Pontryagin.
• Direct methods, which transform the original optimal control problem into a nonlinear pro-
gramming optimisation (NLP) problem.
Indirect methods date back the XVIIth century, when Sir Isaac Newton introduced them.
Since then, the theory has continuously evolved: first order necessary conditions for optimal-
ity were formulated by Euler and Lagrange (the so-called Euler-Lagrange equations), then these
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conditions were posed in a more clear form by the introduction of the Hamilton function and
the Euler-Lagrange equations were extended by the introduction of further necessary condi-
tions such as the Legendre-Clebsch condition, the Jacobi condition, and the Weierstrass condi-
tion. Finally, Pontryagin allowed the introduction of constrained variables (the path constraints),
which are inevitable in the formulation of technical problems. An excellent summary of all nec-
essary conditions for a very general class of trajectory optimisation problems can be found in
(Bryson & Ho, 1975) or (Lewis & Syrmos, 1995).
The solution of single-phase trajectory optimisation problems with indirect methods requires
the solution of a two-point boundary value problem using an appropriate, multi-dimensional
zero finding algorithm. In a more general setup, a multi-point boundary value problem has to be
solved. Themajor drawback of these methods is the requirement for a detailedmathematical anal-
ysis of each single problem. Even slight changes in the dynamics or in the boundary constraints
can lead to a completely different solution structure, often requiring a complete revision of any
previous derivation of the necessary equations. On the other hand, such an analysis yields to an
in-depth insight into the problem. Moreover, major difficulty arises in the requirement of sup-
plying very accurate initial guesses for the adjoint (or costate) variables. Usually, these variables
do not have any physical meaning, but the trajectory is highly sensitive to even small changes of
these costates. This inevitably leads to solution difficulties when new problems have to be solved
and little knowledge is available on the structure of the optimal solution (Gath, 2002).
Direct methods convert the infinite-dimensional original problem into a finite-dimensional
optimisation by applying three fundamental steps (Betts, 2001):
• Convert the dynamic system into a problem with a finite set of variables; then
• solve the finite-dimensional problem using a parameter optimisation method (i.e. solving a
NLP problem); and finally
• assess the accuracy of the finite-dimensional approximation and if necessary repeat the tran-
scription and optimisation steps.
The discretisation is achieved by first dividing the time interval into a prescribed number
of subintervals whose endpoints are called nodes. These methods can be divided into two sub-
classes: shooting methods and transcription (or collocation) methods. Both strategies estimate
the optimal control time history by using approximations such as piecewise constant or piecewise
linear functions, or even spline approximations.
Shooting methods guess the initial conditions (the value of the states at t0) and then prop-
agate the differential equations from t0 to tf . Then the error in the boundary conditions is eval-
uated and by using a NLP algorithm the control variables (and the initial guess) are adjusted
in order to satisfy the constraints. The multiple shooting methods simple break the problem into
shorter steps. A deep insight on direct shootingmethods can be found, for instance in (Gath, 2002),
(Bulirsch et al. , 1993) and the references therein. See also (Virtanen et al. , 1999) for an interesting
review on existing optimal control software packages.
The direct transcription method provides the time histories of control inputs and state vari-
ables as a set of nodal points at each time step. The unknowns are the values of the controls
and the states at these nodes, the state and control parameters. The cost function and the state
equations can be expressed in terms of these parameters which effectively reduce the optimal
control problem to an NLP that can be solved by a standard nonlinear programming code. The
time histories of both the control and the state variables can be obtained by using an interpolation
scheme (Fahroo & Ross, 2000; Ross & Fahroo, 2002b). The approximation of the state time evolu-
tion can be approximated simply with the Euler method, see for instance (Vanderbei, 2000). Other
discretisation/interpolationmethods include Trapezoidal discretisation, Runge-Kutta or Hermite-
Simpson polynomials (Hargraves & Paris, 1987; Jansch & Paus, 1990). Finally, more sophisticated
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methods use pseudo-spectral techniques such as the work done by (Ross & Fahroo, 2002a) or
(Fahroo & Ross, 2000).
A direct method constructs a sequence of points such as the objective function is minimised.
An indirect method attempts to find a root of the necessary condition. Therefore, the direct method
only needs to compare values for the objective function, while the indirect method must compute
the slope of the objective function and decide if it is sufficiently close to zero (Betts, 2001). The
advantage of direct methods, if compared with the indirect ones, is the possibility of solving very
complex problems with a minimum effort of mathematical analysis. In fact, only the physical
equations need to be coded and the necessary conditions do not have to be derived. Thus, the
direct methods can be quickly used to solve a number of practical trajectory optimisation prob-
lems. However, these methods require an efficient algorithm to solve the constrained nonlinear
programming problems with thousands of variables and (nonlinear) constraints. Therefore, the
computational burden of direct methods can be, in some cases, a limiting factor. Moreover, for
many direct optimisation packages, it is possible to check a posteriori whether the first order nec-
essary conditions of optimality have been satisfied.
Finally, the major advantages of using direct transcription methods, in comparison to a direct
multiple shooting method, are a much better run-time performance as long as a relatively small
number of collocation intervals is used with a larger convergence radius. The latter advantage
can be attributed to the fact that a direct collocation method can be seen as an implicit integration
of the dynamic system, while multiple shooting methods are using explicit integration formulas
such as a Runge-Kutta method. In that sense, transcription methods are usually using many
more “multiple shooting points” (in the sense of collocation intervals) than a multiple shooting
method. On the other hand, one of the major advantages of using multiple-shooting methods is
the possibility of running them with an ODE solver that includes a step-size control algorithm.
Therefore, the algorithm is almost independent of the discretisation grid and will, if it converges,
at least deliver a suboptimal solution (Gath, 2002).
IV.1.3.1 Implemented method
In this work a direct transcription method is implemented. Then, the optimal control problem
described above, which contains differential and algebraic constraints, is transformed in two steps
into a nonlinear programming (NLP) problem with only algebraic constraints. First, differential
equations (IV.9) are written in its equivalent integral form:
~x(t) = ~x(t0) +
∫ t
t0
~f(~x(τ), ~u(τ), ~p)dτ (IV.14)
Then, equation (IV.14) is discretised using a sampling time ∆t = tk+1 − tk where tk+1 and tk
are two consecutive time instants using an explicit numerical integration rule to approximate the
above integral. The Euler method is chosen and the following equivalent discrete-time formula-
tion is obtained:
~x(k + 1) = ~x(k) + ∆t · ~f(~x(k), ~u(k), ~p) (IV.15)
Even if more sophisticated (and accurate) methods exist for doing this discretisation (such as
Runge-Kutta, Hermite-Simpson etc.), the previous formulation is easier to implement and gives
us with enough accuracy for the application being considered (Betts, 1998).
Finally, once the problem is formulated as a NLP, it can be solved using a commercial optimi-
sation software suite. In this thesis, the General Algebraic Modelling System (GAMS)1 is used to
1http://www.gams.com
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code and solve the NLP problem. The numerical optimisation method used to solve the problem
is a generalised reduced gradient search (see for instance (Drud, 1985)), implemented in the NLP
solver CONOPT2 available in the GAMS optimisation package, which can cater for the nonlinear-
ities of the performance index and constraints.
The CONOPT optimisation algorithm starts by finding a feasible solution; then, an iterative
procedure follows, which consists on:
• Finding a search direction, through the use of the Jacobian of the constraints, the selection of
a set of basic variables and the computation of the reduced gradient.
• Performing a search in this direction, through a pseudo-Newton process until a convergence
criterion is met.
A detailed description of this algorithm and its implementationmay be found in (Drud, 1994)
and in the manuals available at the GAMS web page. CONOPT has been successfully proved to
be an efficient package to solve large problems with thousands of variables and highly nonlinear
functions. However, since this package is aimed at solving generic NLP problems, it does not
offer the possibility to check, a posteriori, if the solution satisfies the optimal first order necessary
conditions. Moreover, the obtained solution will be, in general, a locally optimal solution and
special care with this issue should be taken by the user.
IV.1.3.2 Discretisation strategy
As it has been seen in equation (IV.15), the dynamic constraints are discretised using a sampling
time ∆t. This discretisation time should be judiciously chosen in order to properly model the
dynamic behaviour of the system (i.e the aircraft) because control variables are constant over the
interval between any two consecutive sampling instants. In control theory, it is widely accepted
that the sampling time should be at least on tenth of the fastest dynamic mode of the system
(Franklin et al. , 2006):
∆t .
τmax
10
(IV.16)
where τmax is the time constant of the fastest dynamic mode.
In a linear problem, we can write a dynamic system as:
~˙x(t) = A · ~x(t) + B · ~u(t) (IV.17)
by using matrices A ∈ Rnx×nx and B ∈ Rnu×nx .
The eigenvalues of A (also known of eigenvalues of the system) determine completely the
natural response (unforced response) of the system. As explained in (Franklin et al. , 2006), given
a linear system such as equation (IV.17), the fastest dynamic response of the system is determined
by the biggest absolute value among all the real parts of the eigenvalues of A:
τmax = max
i
|ℜ(λi)| (IV.18)
for all i = 1, ..., n. In turn, the components of the vector ~λ = [λ1, ..., λn]
T (i.e. the eigenvalues of the
matrix A) can be computed by solving the following system:
|A− λI| = 0 (IV.19)
2http://www.aimms.com/aimms/product/solvers/conopt.html
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being I , the identity matrix.
In the problem we tackle, where the system being considered is the movement of an aero-
plane along its flying trajectory, function ~f is definitely nonlinear. Then, the system should be
linearised as a first step if one wants to compute the dynamic modes. Therefore, for different
operations points at instants tk we have:
d~x(t)
dt
∣∣∣∣
t=tk
= ~˙x(tk) = Ak · ~x(tk) + Bk · ~u(tk) (IV.20)
where matrices Ak and Bk correspond to the linearisation of the system at the operating point k.
On the other hand, being the final time of the flight trajectory, tf , a free variable of the op-
timisation process, it is not possible beforehand to fix the ∆t value. In this context, the number
of discretisation points N are fixed prior to the optimisation and ∆t is let free in the optimisation
satisfying the following constraint:
∆t =
tf
N
(IV.21)
Therefore, after each optimisation equation (IV.16) will be checked in order to guarantee that
the discretisation has been done properly. In this process all N discretisation points will be used
as different operation points where the system will be linearised according to equation (IV.20).
IV.2 Multi-objective optimisation
The optimisation of noise abatement procedures, as studied in this thesis, involves the optimisa-
tion of several objectives at the same time, such as noise, (or annoyance) at different locations, as
well as some airliner or ATM considerations. Therefore, the goal of the optimisation process is to
find the best trajectory ~z(t) ∈ Z that minimises a set of nJ objectives:
min
~z∈Z
{J1(~z), J2(~z), · · · , JnJ (~z)} (IV.22)
where for clarity, the time dependency has been dropped from the notation from now on and Ji(~z)
are the scalar valued functions representing each individual optimisation criterion.
The word minimise means that all the objective functions may be minimised simultaneously.
If there is no conflict between the objective functions, then a solution can be found where ev-
ery objective function attains its optimum. In this case, no special methods are needed to solve
this multi-objective problem, but unfortunately such trivial cases does not correspond with the
problem tackled in this thesis. The objective functions are in general conflicting, meaning that a
trajectory that produces acceptable values for a given criterion may lead to very poor results on
other criteria. Because of the contradiction and possible incommesurability (i.e. merging objec-
tives in different units) of the objective functions, it is not possible to find a single solution that
would be optimal for all the objectives simultaneously. In addition, there is no natural ordering in
the objective space because it is only partially ordered. In a single objective problem it is obvious
that solution J(~z1) = 2 is better that J(~z2) = 3 because the ordering J(~z1) < J(~z2) can be easily es-
tablished. But how to compare, for instance, a two dimensional objective problem with solutions
~J(~z1) = [2, 3]
T and ~J(~z2) = [3, 2]
T ?
However, there are some of the objective vectors that can be extracted for examination. Such
vectors are those where none of the components can be improved without degrading at least one
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of the other components. This definition is usually called Pareto optimality, after the economist
and sociologist Vilfredo Pareto, who developed it further (Amoroso, 1938).
IV.2.1 The Pareto optima
A solution ~z∗ of the multi-objective optimisation problem, presented in equation (IV.22), is said to
be Pareto optimal (or Pareto efficient) iff there does not exist another ~z ∈ Z such that Ji(~z) ≤ Ji(~z
∗)
for all i ∈ {1, · · · , nJ} and Jj(~z) < Jj(~z
∗) for at least one index j. In other words, a solution is
Pareto optimal if and only if an objective Ji(~z) can be reduced only at the expense of increasing at
least one of the other objectives. There may be many Pareto optimal solutions to a multi-objective
optimisation problem (usually an infinite number), speaking about a set of Pareto optimal solu-
tions or a Pareto optimal set, which in general, can be non-convex and non-connected.
On the other hand, a decision vector ~z∗ is said to beweakly Pareto optimal if there does not exist
another decision vector ~z ∈ Z such that Ji(~z) < Ji(~z
∗) for all i ∈ {1, · · · , nJ}. It can be proved that
the Pareto optimal set is a subset of the weakly Pareto optimal set (Miettinen, 1999).
Moreover, an objective vector minimising each of the objective functions is called an ideal
(or perfect) objective vector ~J⋆ = [J1(~z
⋆
1), J2(~z
⋆
2), · · · , JnJ (~z
⋆
nJ
)]T . Mathematically, this vector is
obtained by minimising each of the objective functions Ji individually subject to the constraints
defined by Z , i. e.:
J⋆i = Ji(~z
⋆) = min
~z∈Z
Ji(~z) ∀i ∈ {1, · · · , nJ} (IV.23)
It is obvious that if the ideal objective vector were feasible, it would be the solution of the
problem and the Pareto optimal set would be reduced to it. Even thought the ideal objective vector
is not attainable, it can be considered as a reference point for some multi-objective optimisation
strategies.
Figure IV-1 shows a simplified example corresponding to a hypothetical multi-objective op-
timisation problem where there are only two criteria to be minimised: J1 and J2. In this example,
the image of the feasible region Z is denoted by the feasible objective region O ⊆ R2. The thick
line illustrates the set of weakly Pareto optimal objective vectors and the fact that the Pareto op-
timal set (green thick line) is a subset of the weakly Pareto optimal set can also be seen in this
Figure. Point A is the ideal objective vector ~J⋆ = [J⋆1 , J⋆2 ]T for this example. This point typically
falls out of the admissible set of solutions and the decision maker has to choose a point among the
infinite Pareto-optimal solutions.
Mathematically, every Pareto optimal solution is an equally acceptable solution of the multi-
objective optimisation problem. However, it is generally desirable to obtain one point as a solu-
tion. Selecting one out the set of Pareto optimal solutions calls for information that is not con-
tained in the objective functions. This is why, compared to single objective optimisation, a new
element is added in the multi-objective optimisation which is a decision making process. In gen-
eral, multi-objective optimisation problems are solved by an scalarisation technique. However,
this methodology presents, in some cases, important drawbacks that can be bypassed by using
alternative multi-objective optimisation techniques. Next sections are devoted to introduce some
of these multi-objective optimisation approaches that will be explored in this thesis for the opti-
misation of noise abatement procedures. A review in multi-objective optimisation methods can
be found in (Marler & Arora, 2004) or (Nakayama, 2005), and for a in-depth analysis of several
methods the reader should refer to (Hwang & Massud, 1979) or (Miettinen, 1999).
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O
J1
J2
J⋆1
J⋆2
A
Figure IV-1: Example of the Pareto region for a two criteria multi-objective minimisation prob-
lem
IV.2.2 Scalarisation approach
Scalarisation is a common approach to solving such multi-objective optimisation problems and,
therefore, a technique to choose a solution among all Pareto optimal ones. The multi-objective
problem is converted into a single objective optimisation problem by means of a real-valued ob-
jective function, termed as the scalarising function which depends on some parameters. One of
the most used strategies to obtain a scalar objective function is to form a linearly weighted sum of
the objective functions Ji:
min
~z∈Z
{J1(~z), J2(~z), · · · , JnJ (~z)} = min
~z∈Z
nJ∑
i=1
wiJi(~z) (IV.24)
The priority of the objectives are reflected by the weights wi ≥ 0 which are real numbers
and are generally normalised, i. e.
∑nJ
i=1wi = 1, providing that the different objectives are also
normalised. It can be proved that the solution of the equation (IV.24) is weakly Pareto optimal.
However, choosing the value of the weights is not always a straightforward task. That is why
this method is considered in the literature as an a posteriori method. It means that the decision
maker runs several optimisations by changing the values of the different weights, choosing at the
end the best weight vector that better conforms to what he/she thinks is the best solution. Thus,
the most obvious problem with weighted formulae is the ad-hoc setting of the weights. This
setting is based either on a somewhat vague intuition of the user about the relative importance of
different quality criteria or on several trial and error experiments with different weighting values.
In addition, altering the weighting vectors linearly does not have to mean that the values of the
objective function also change linearly. Therefore, an even spread of weights does not produce an
even spread of points on the Pareto curve making it more difficult to assess the selection of the
final weights by the decision maker even if several trials are run. Then, in this case it is difficult to
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Figure IV-2: Example of the scalarisation strategy for a two criteria multi-objective minimisation
problem
control the direction of the solutions by the weighting coefficients.
A simple and widely used case, when all the criteria share the same priority or importance,
is to assign the same value to all individual weights:
wi =
1
nJ
∀i ∈ {1, · · · , nJ} (IV.25)
However, this can still lead to the addition of non-commensurable criteria in the objective
function, which does not make any sense at all, regardless of eventual normalisation.
Another drawback with the scalarisation approach is that, once a formula with precise val-
ues of weights has been defined, the optimisation algorithm will be effectively trying to find the
best model for that particular setting of weights, missing the opportunity to find other solutions
that might be actually more interesting to the user, and representing a better trade-off between
different quality criteria. In particular, weighted formulae, involving a linear combination of dif-
ferent criteria, have the limitation that they cannot find solutions in a non-convex region of the
Pareto front. This problem is particularly serious when the weighted formula involves a summa-
tion/subtraction (rather than a multiplication/division) of terms representing different magni-
tudes, often with very different scales in their units of measurement. This can be dealt by normal-
ising the different quality criteria so that they refer to the same scale. This approach is well-known
in the literature and at first glance it is a very satisfactory approach. There is, however, a subtle
problem associated with normalisation that is rarely discussed in the literature: in general there
are several different ways of normalising, and the decision about which normalisation procedure
should be applied tends to be ad-hoc as well. For a deeper insight on scalarisation methods as
well as the proofs of the above statements, the reader could refer to (Miettinen, 1999).
Figure IV-2 shows again the two criteria multi-objective minimisation example where two
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different Pareto optimal solutions are attained using two different weighting sets. The optimal
values [J∗1 , J
∗
2 ]
T are obtained when the scalarisation J = w1J1+w2J2 is applied, being the optimi-
sation result [J∗
′
1 , J
∗′
2 ]
T when the scalarisation is J = w′1J1 +w
′
2J2. As it can be seen in this Figure,
the geometrical interpretation of the scalarisation approach is that the solution of the minimisation
problem corresponds to that point in the Pareto zone which is tangent to a line with slope w1
w2
. See
(Das & Dennis, 1997) for the details of this geometrical interpretation. Therefore, it is not possible
to obtain a solution in the hollow regions of the Pareto front (i.e. the non-convex regions) using this
scalarisation technique.
The above mentioned drawbacks may appear when dealing with the optimisation of noise
abatement procedures. For example, in (Visser, 2005) noise abatement trajectories are also opti-
mised by using a weighted objective function and the obtained solution is seen to be highly depen-
dent on the chosen weights. On the other hand, the work presented in (Xue, 2006), uses weight-
ing techniques to take into account in the same optimisation process several non-commensurable
magnitudes such as noise, fuel consumed and time spent during the trajectory.
As outlined in the introduction of this thesis, the present work aims at exploring different
multi-objective optimisation techniques in order to avoid the problems described above. Hence,
we will consider lexicographic, hierarchical, egalitarian and goal optimisation. All these strategies
are presented next.
IV.2.3 Lexicographic approach
Lexicographic optimisation establishes a hierarchical order among all the optimisation ob-
jectives. If such a priority exists, a unique solution exist on the Pareto hyper-surface, see
(Kerrigan & Maciejowski, 2002) and the references therein.
Let the objective functions be arranged according to the lexicographic order from the most
important J1 to the least important JnJ . A given ~z
∗ ∈ Z is a lexicographic minimiser of equation
(IV.22) iff there does not exist a ~z ∈ Z and a j satisfying Jj(~z) < Jj(~z
∗) and Ji(~z) = Ji(~z
∗) for
all i ∈ {1, · · · , j − 1}. An interpretation of this definition is that a solution is a lexicographic
minimum iff an objective Ji can be reduced only at the expense of increasing at least one of the
higher-prioritised objectives {J1, ..., J(i−1)}. Hence, a lexicographic solution is a special type of
Pareto-optimal solution that takes into account the order of the objectives. This hierarchy defines
an order on the objective function establishing that a more important objective is infinitely more
important that a less important objective. The solution of a lexicographic problem is always Pareto
optimal, see (Miettinen, 1999).
A standard method for finding a lexicographic solution is to solve a sequential order of sin-
gle objective constrained optimisation problems. After ordering, the most important objective
function is minimised, subject to the original constraints. If this problem has a unique solution,
it is the solution of the whole multi-objective optimisation problem. Otherwise, the second most
important objective function is minimised. Now, in addition to the original constraints, a new
constraint is added to guarantee that the most important objective function preserves its optimal
value. If this problem has a unique solution, it is the solution of the original problem. Otherwise,
the process goes on iteratively. More formally, the lexicographic minimum of equation (IV.22) can
be found by using Algorithm IV.1.
With this approach, the decision maker must arrange the objective functions according to
their relative importance permitting, in this way, sort a priori the different optimisation criteria.
This method has shown several benefits in favour of the classical weighting methodology. Fur-
ther investigation, at theoretical level is conducted in (Rentmeesters et al. , 1996). Moreover, lexi-
cographic techniques have started to be widely used in control engineering applications. For in-
stance, in (Aggelogiannaki & Sarimveis, 2006) lexicographic ordering is incorporated in an adap-
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Algorithm IV.1: ~J∗ = lex min
~z∈Z
{J1(~z), J2(~z), ..., JnJ (~z)}.
Lexicographic multi-objective optimisation with prioritisation 1–2–...–nJ
1: J∗1 = min
~z∈Z
[J1(~z)]
2: for i = 2 to nJ do
3: J∗i = min
~z∈Z
[
Ji(~z) |Jj(~z) ≤ J
∗
j , ∀j ∈ {1, · · · , i− 1}
]
4: end for
5: return Lexicographic minimiser set as: ~z∗ = arg(J∗nJ )
6: return Lexicographic solution as: ~J∗ = [J1(~z
∗), J2(~z
∗), · · · , JnJ (~z
∗)]T
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Figure IV-3: Example of the lexicographic and hierarchic strategies for a two criteria multi-
objective minimisation problem
tive model predictive control framework in order to improve the closed-loop performance in
the case of time-varying systems. Instead of weighting the different control goals, the proposed
methodology creates a hierarchy according to the importance of each objective and optimises each
one separately. A similar formulation is found in (Kerrigan & Maciejowski, 2002). In real world
applications, (Ocampo-Martı´nez et al. , 2008) apply the previous methodology to control complex
sewer networks and (Weber et al. , 2002) into water resources planning.
Recalling again the two criteria minimisation example, Figure IV-3 shows the lexicographic
solutions corresponding to prioritisations {J1, J2} and {J2, J1}. First prioritisation leads to point
B where ~J∗ = [J⋆1 , JB2 ]T while second prioritisation leads to point C where ~J∗ = [JC1 , J⋆2 ]T .
Lexicographic algorithm is simple and easy to implement. In addition, people usually make
decisions successively and the establishment of the priorities can be easily done. However, in
some situations the decision maker may have difficulties in putting the objective functions into
an absolute order of importance. Note that the lexicographic ordering does not allow a small
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Algorithm IV.2: ~J∗ = hie min
~z∈Z
{J1(~z), J2(~z), ..., JnJ (~z)}.
Hierarchical multi-objective optimisation with prioritisation 1–2–...–nJ
1: J∗1 = min
~z∈Z
[J1(~z)]
2: for i = 2 to nJ do
3: J∗i = min
~z∈Z
[
Ji(~z) |Jj(~z) ≤ (1 + ε)J
∗
j , ∀j ∈ {1, · · · , i− 1}
]
4: end for
5: return Hierarchical minimiser set as: ~z∗ = arg(J∗nJ )
6: return Hierarchical solution as: ~J∗ = [J1(~z
∗), J2(~z
∗), · · · , JnJ (~z
∗)]T
increment of an important objective function to be traded off with a great decrement of a less
important objective function. Yet, this kind of trading might often be appealing to the decision
maker being it possible with hierarchical optimisation.
IV.2.4 Hierarchical approach
There exist a modification of lexicographic ordering called hierarchical optimisation where the
upper bounds obtained when minimising more important objective functions are relaxed by so-
called worsening factors ε, with ε > 0. These relaxations allow to trade off higher prioritised
objectives in front of lower prioritised ones, exploring in this case, a widest area of the Pareto front
containing solutions that can be more interesting to the decision maker. Then, the lexicographic
algorithm is slightly modified as shown by Algorithm IV.2. This strategy is also found in the
literature for solving engineering problems such as in (Bestle & Eberhard, 1997) where a vehicle
design problem is assessed or in (Guo et al. , 2006) where hierarchical optimisation is applied at a
coking problem. A more high level methodology is presented in (Bower & Kroo, 2008) for aircraft
optimisation for minimum cost and emissions.
Figure IV-3 shows the solutions that are achieved when applying this hierarchical method-
ology to a two criteria minimisation problem. When the allowed relaxation is ε1 and the priori-
tisation order is {J1, J2} the optimisation leads to point D, where ~J∗ = [JD1 , JD2 ]T . With the same
relaxation value, but with prioritisation {J2, J1} the chosen optimal Pareto solution corresponds
to point E, where ~J∗ = [JE1 , JE2 ]T . Similarly, point F corresponds to bigger relaxation of ε2 with
priority {J1, J2} while point G corresponds to the same relaxation but with the opposite priority
{J2, J1}. As it can be seen from this Figure in some cases the effect of relaxing a higher priority
objective may lead to an important reduction on the other objective. In this case, this solution
may appear more interesting to the decision maker (despite the higher priority objective has been
worsened) than the original lexicographic solution.
IV.2.5 Egalitarian (or min-max) approach
As said previously, in a multi-objective optimisation problem there exist a set of optimal solutions
that are equally acceptable from a mathematical point of view: the Pareto optimal (or Pareto ef-
ficient) solutions. Therefore, after the optimisation process, some decision making is needed for
choosing one solution among all the possible ones. Let us suppose that all the optimisation objec-
tives share the same importance from a decision making point of view. As it was seen in section
IV.2.2, if the scalarisation approach is used for solving the optimisation problem the same weight
will be assigned to all the criteria (see equation (IV.25)). In this way, the average criterion will be
minimised when performing the optimisation described by equation (IV.24). On the other hand,
if the lexicographic approach is employed, the user must establish beforehand a certain priority
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among the objectives, which is not possible to do if all of them share the same importance. Hierar-
chical optimisation may help on that by relaxing the constraints related with the higher priorities,
by choosing different ε values. Yet, this task would not be straightforward either.
Despite the average (or weighted) optimal solution is Pareto efficient, the main concern is
that there is no fairness component embedded in this kind of decision making process. Obviously,
the same lack of fairness is observed when the priorities have to be established when using lexi-
cographic and hierarchical optimisation techniques even if the obtained solutions are also Pareto
efficient. Therefore, these techniques may lead to solutions in which some criteria are very close to
their ideal optimal value while the remaining have a very high values in their objective functions.
Actually, if each objective is engaged in minimising its own value, fairness tends to disappear.
Criticism on this kind of solutions dates back 1971 from Rawls’ egalitarian principle
(Rawls, 2005), being one of the most widely accepted concepts for fairness. This principle states
that the system is no better-off than its worse-off individual. Therefore, if this principle is applied to
solve the multi-objective optimisation problem of equation (IV.22), we have that:
min
~z∈Z
{J1(~z), J2(~z), · · · , JnJ (~z)} = min
~z∈Z
[
max
i∈J
Ji
]
(IV.26)
where J = {1, ..., nJ} is the set of the optimisation criteria.
Although equation (IV.26) guarantees fairness, as defined above, the obtained solution is
weakly Pareto optimal and one can not guarantee a Pareto optimal solution (Miettinen, 1999).
This means that some objectives can be still improved without increasing the optimal value of the
solution.
In the literature we find also this optimisation method applied in engineering problems.
For example, in (Luss, 1999), it is applied to deal with resource allocation problems, while
(Salles & Barria, 2004) and (Sarkar & Tassiulas, 2000) use this egalitarian (or fair) optimisation to
build bandwidth allocation strategies in telecommunication applications.
IV.2.6 Goal optimisation
The basic idea in goal optimisation is that the decision maker specifies aspiration levels for some
of the objective functions forming goals. We can say for example that minimising the noise at a
given location is an objective function, but if we want the noise to be less than 60dB(A), it is a a
goal.
Let the aspiration level of the objective function Ji(~z) be J¯i and the set of objective functions
with aspiration levels for a given problem be G ⊆ {1, 2, · · · , nG}. Then, these goals will be sim-
ply expressed by adding nG extra constraints in addition to the existing path constraints of the
optimisation (see equation (IV.11)):
Ji(~z) ≤ J¯i ∀i ∈ G (IV.27)
By using only goal programming, one can find solutions that are not Pareto efficient. To cor-
rect this, after defining the desired goals (i.e. constraints) the remaining multi-objective optimisa-
tion problem shall be solvedwith other techniques as explained in previous sections (scalarisation,
lexicographic, egalitarian, etc.).
A man with one watch knows what time it is; a man with two
watches is never quite sure.
— Lee Segall
If a man who cannot count finds a four-leaf clover, is he lucky?
— Stanislaw J. Lec
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optimisation for NADP
In this Chapter, lexicographic and hierarchical optimisation approaches presented in sections
IV.2.3 and IV.2.4 are implemented and aimed at solving optimal minimum noise departure pro-
cedures. As a preliminary study, we will use a simple and hypothetical scenario in order to exem-
plify the use of this technique and assess its potential advantages and inconveniences. Moreover,
for this preliminary application we will consider the maximumA-weighted sound level at several
noise sensitive locations as noise objective functions. Noise annoyance models will be introduced
in next Chapter of this thesis report. Table V-1 summarises the data that define this test scenario
and Figure V-1(a) shows the scenario.
According to (ICAO, 2006a), for all trajectories in the TMA below 10 000 ft, the maximum
airspeed is constrained to 250kt of Indicated Air Speed (IAS). For this work, a first approximation
is done by supposing that this IAS limitation is in fact a TAS limitation. The relationship between
Table V-1: Relevant data defining the test scenario
χ
RWY
= 70o s = 3.3% hminf = 1220m (4 000 ft)
nf = 20km ef = 10km h
max
f = 3000m (10 000 ft)
CI = 70 HI = 0.5 Vmax = 128.6ms
−1 (250kt)
Wn = 0km
−1 We = 0km
−1 Wh = 0km
−1
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L∗1=81.2 dB(A)
L∗2=40.0 dB(A)
L∗3=58.8 dB(A)
L∗4=72.8 dB(A)
L∗5=40.2 dB(A)
lex min
~z∈Z
[L2,Ca]
lex min
~z∈Z
[L2,L5,Ca]
lex min
~z∈Z
[L2,L5,L1,Ca]
lex min
~z∈Z
[L2,L5,L1,L4,Ca]
lex min
~z∈Z
[L2,L5,L1,L4,L3,Ca]
(b) All lexicographic steps: prioritisation 2-5-1-4-3
Figure V-1: Hypothetical scenario environment for the optimisation of noise departure abate-
ment procedures by using lexicographic optimisation strategies. Horizontal track for all lexico-
graphic steps for prioritisation 2-5-1-4-3.
these two speeds could be written as a function of the air density (i.e. the altitude) and the outside
air temperature. For a more accurate study these magnitudes should be modeled in order to
take into account the actual operational speed limitation given in IAS. In addition, the chosen
aircraft for this example corresponds to the Airbus A340-600 equipped with Trent 556 engines
and operating at its maximum take-off mass: m = 368 000kg. The take-off is supposed to be
performed using CONF3 flaps/slats configuration with V2 = 94.1ms
−1 ≃ 183kt (TAS).
Lastly, as seen in Figure V-1(a), five different noise sensitive locations have been placed in the
vicinity of the departure runway, with the following coordinates:
Location #1 n1 = 1500m e1 = 2000m
Location #2 n2 = 2500m e2 = 6000m
Location #3 n3 = 5000m e3 = 4000m
Location #4 n4 = 8000m e4 = 7000m
Location #5 n5 = 13 000m e5 = 6000m
(V.1)
On the other hand, equation (IV.8) is chosen as operator cost function and it is rewritten here
for clarity:
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Ca = Fuel + CI · Time−HI · h(tf ) (V.2)
where the cost index CI and height index HI are aircraft operator dependent values selected to
weight the consumption of fuel, time and altitude at the final departure point into a single cost
function. It should be noted that this cost function Ca is a weighted sum of different criteria sum-
marising the costs related with the operations of the aircraft. This compound cost function will be
used together with all noise related objectives in the lexicographic ordering. If desired, the three
associated costs (fuel, time and height) could be considered independently and introduced with
all other objectives in the lexicographic ordering. This approach, which would analyse airliner op-
erational procedures, is out of the scope of this work since it is focused only in noise optimisation
strategies for airspace planners or procedure designers.
V.1 Lexicographic steps
Aimed at better understanding of how the lexicographic optimisation works, the optimisation
Algorithm IV.1 will be analysed step by step. Let us choose, as a first example, the prioritisation 2-
5-1-4-3 for the different noise sensitive locations. So as the maximum noise at location #2 becomes
the most important criterion, followed by noise at locations #5, #1, #4 and finally, location #3.
In order to properly show all intermediate trajectories in the lexicographic process, airliner
cost minimisation is performed after each intermediate step in the optimisation. This allows com-
mon sense trajectories to be obtained after noise has been optimised. It is worth mentioning that
this intermediate airliner cost optimisation does not affect the constraints that are progressively
established through the lexicographic process. Mathematically this is reflected by Algorithm V.1.
Algorithm V.1: Modification of Algorithm IV.1 in order to properly show intermediate steps in
the lexicographic optimisation sequence (prioritisation 1–2–3–4–5).
1: L∗1 = min
~z∈Z
[L1(~z)]
2: C∗a = min
~z∈Z
[Ca(~z) |L1(~z) ≤ L
∗
1]
3: return Lexicographic step 1 minimiser set as: ~z∗ = arg(C∗a)
4: return Lexicographic step 1 solution as: J∗1 = L1(~z
∗)
5: for i = 2 to 5 do
6: L∗i = min
~z∈Z
[
Li(~z) |Lj(~z) ≤ L
∗
j , ∀j ∈ {1, · · · , i− 1}
]
7: C∗a = min
~z∈Z
[
Ca(~z) |Lj(~z) ≤ L
∗
j , ∀j ∈ {1, · · · , i}
]
8: return Lexicographic step iminimiser set as: ~z∗ = arg(C∗a)
9: return Lexicographic step i solution as: J∗i = Li(~z
∗)
10: end for
11: return Lexicographic solution as: ~J∗ = [L1(~z
∗), L2(~z
∗), L3(~z
∗), L4(~z
∗), L5(~z
∗), C∗a ]
T
As it can be seen in Figure V-1(b) and Table V-2, the first optimisation gives a trajectory
performing an initial and brief left turn and then proceeding directly to the final departure point.
This first step produces an optimal noise value at location #2 of L∗2 = 40.0dB(A), then the airliner
cost Ca is minimised. The second optimisation allows the reduction of the maximum noise at
location #5 to L∗5 = 40.2dB(A) while L2 is fixed at the previously obtained optimal value. In this
case, the trajectory flies eastwards from location #5 avoiding the noise disturbance at this location,
as much as possible. In the third step, the problem becomes so constrained by the previous two
steps that the noise at location #1 is hardly improved. The fourth and fifth optimisations can still
modify the middle segment of the trajectory in order to improve the noise impact at locations #4
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Table V-2: Maximum noise levels, at each noise sensitive location, corresponding to all steps in
the lexicographic algorithmwith the 2-5-1-4-3 prioritisation. Background noise is not considered.
L∗2 L
∗
5 L
∗
1 L
∗
4 L
∗
3 C
∗
a
lex min
~z∈Z
[L2, Ca] 40.0 68.6 82.7 52.3 64.9 1 127
lex min
~z∈Z
[L2, L5, Ca] 40.0 40.2 82.1 75.2 69.2 1 231
lex min
~z∈Z
[L2, L5, L1, Ca] 40.0 40.2 81.2 75.4 69.4 1 233
lex min
~z∈Z
[L2, L5, L1, L4, Ca] 40.0 40.2 81.2 72.8 69.1 1 234
lex min
~z∈Z
[L2, L5, L1, L4, L3, Ca] 40.0 40.2 81.2 72.8 58.8 1 256
NOTE: L∗i expressed in dB(A) and C
∗
a in kg.
Table V-3: Maximum noise levels at each noise sensitive location corresponding to all steps in
the lexicographic algorithm with 2-5-1-4-3 prioritisation. Background noise is modelled.
L∗2 L
∗
5 L
∗
1 L
∗
4 L
∗
3 C
∗
a
lex min
~z∈Z
[L2, Ca] 42.5 67.3 83.2 55.1 73.0 1 123
lex min
~z∈Z
[L2, L5, Ca] 46.1 50.0 85.2 71.6 82.8 1 146
lex min
~z∈Z
[L2, L5, L1, Ca] 50.0 50.0 67.0 72.9 74.8 1 178
lex min
~z∈Z
[L2, L5, L1, L4, Ca] 50.0 50.0 67.0 56.1 79.7 1 269
lex min
~z∈Z
[L2, L5, L1, L4, L3, Ca] 50.0 50.0 67.0 56.1 62.6 1 309
NOTE: L∗i expressed in dB(A) and C
∗
a in kg.
(with L∗4 = 72.8dB(A)) and #3 (with L
∗
3 = 58.8dB(A)) while respecting all optimal values of the
higher prioritised locations.
As expected, from this example we see that when the lexicographic algorithm is used, objec-
tives with higher priorities could constrain too much the ones following. Knowing this, if we take
into account background noise at each location and set it as a lower bound in the lexicographic
constraints, the flexibility in the lexicographic process can be significantly improved.
V.1.1 Considering background noise
Obviously, it is not worth improving the noise perceived at a particular location if in that location
ambient (or background) noise is already higher than the noise produced by the over-flying air-
craft. This background noise can take on different values depending on the type of location, the
hour of the day, the day of the week, etc. According to (Schomer, 2001), background noise values
usually range between 40dB(A) in the country side to 60dB(A) in busy cities.
To simplify the example we tackle in this Chapter, let us imagine that the background noise
is the same at all sensitive locations with a value of 50dB(A). Then:
Lai = 50.0dB(A) ∀i ∈ {1, · · · , 5} (V.3)
Therefore, Algorithm V.1 is slightly modified where the constraints that appear at steps 2, 6
and 7 are redefined considering background noise as a lower bound. Then, for steps 2 and 7 we
have:
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Table V-4: Different optimal trajectories, according to all different prioritisations
Trajectory
Number of
prioritisations
Prioritisations
A 11
23514, 23541, 25314, 25341, 25431, 52314, 52341, 52431, 54231,
54312, 54321
B 12
12435, 12453, 14235, 14253, 14523, 14532, 41235, 41253, 41523,
41532, 45123, 45132
C 2 14325, 41325
D 9 12543, 15243, 15423, 15432, 51243, 51423, 51432, 54123, 54132
E 17
23415, 23451, 24315, 24351, 24513, 24531, 42315, 42351, 42513,
42531, 43215, 43251, 43521, 45213, 45231, 45312, 45321
F 1 23154
G 40
13245, 13254, 13425, 13452, 13524, 13542, 15324, 15342, 31245,
31254, 31425, 31452, 31524, 31542, 32154, 32145, 32415, 32451,
32514, 32541, 34125, 34152, 34215, 34251, 34512, 34521, 35124,
35142, 35214, 35241, 35412, 35421, 51324, 51342, 53124, 53142,
53214, 53241, 53412, 53421
H 4 23145, 43125, 43152, 43512
I 9 21534, 21543, 25134, 25143, 25413, 52134, 52143, 52413, 54213
J 8 21345, 21354, 21435, 21453, 24135, 24153, 42135, 42153
K 5 12345, 12354, 12534, 15234, 51234
L 2 14352, 41352
C∗a = min
~z∈Z
[
Ca(~z) |Lj(~z) ≤ max(L
a
i , L
∗
j ) , ∀j ∈ {1, · · · , i}
]
(V.4)
and similarly for step 6, background noise is considered as follows:
L∗i = min
~z∈Z
[
Li(~z) |Lj(~z) ≤ max(L
a
i , L
∗
j ) , ∀j ∈ {1, · · · , i− 1}
]
(V.5)
Taking into account all these considerations, the new algorithm is run and the lexicographic
steps which are obtained with this new optimisation are shown in Table V-3 and in Figure V-2(a).
As it can be seen, the first step produces an optimal noise value at location #2 of L∗2 = 42.5dB(A),
while minimising airliner cost. Now L∗2 is 2.5dB(A) higher than in previous cases because in step 2
of the lexicographic algorithm there can be a slight improvement in the airliner cost at the expense
of this noise increment. However, as this noise value is below the background noise, the actual
constraint for location #2 has been set to 50.0dB(A), meaning that this trajectory is not actually
producing any noise disturbance at location #2. The second optimisation allows for the reduction
of the maximum noise at location #5 to L∗5 = 50.0dB(A) while L2 is still under background noise.
In this case, the trajectory flies eastwards from location #5 producing no noise disturbance at
this location. The third step introduces an initial right turn, followed by a left turn, allowing a
significant reduction of the maximum noise at location #1, L∗1 = 67.0dB(A) , while maintaining L2
and L5 at background noise levels. The fourth optimisation modifies again the middle segment
of the trajectory improving the noise impact at location #4 with L∗4 = 56.1dB(A). Finally, the fifth
step can still reduce the maximum noise at location #3 to L∗3 = 62.6dB(A). In this case, the initial
segment is shaped as a left turn arc allowing the trajectory to pass in between locations #1 and #3.
On the other hand, Figure V-3 shows the rest of the states and control variables, in function
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L∗1=67.0 dB(A)
L∗2=42.5 dB(A)
L∗3=62.6 dB(A)
L∗4=56.1 dB(A)
L∗5=50.0 dB(A)
lex min
~z∈Z
[L2,Ca]
lex min
~z∈Z
[L2,L5,Ca]
lex min
~z∈Z
[L2,L5,L1,Ca]
lex min
~z∈Z
[L2,L5,L1,L4,Ca]
lex min
~z∈Z
[L2,L5,L1,L4,L3,Ca]
(a) Prioritisation 2-5-1-4-3
 0
 5000
 10000
 15000
 20000
 0  5000  10000
1
2
3
4
5
J1*=  80.8 dB(A)
East (e) [m]
N
o
rt
h
(n
)
[m
]
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lex min
~z∈Z
[L4,Ca]
lex min
~z∈Z
[L4,L3,Ca]
lex min
~z∈Z
[L4,L3,L5,Ca]
lex min
~z∈Z
[L4,L3,L5,L2,Ca]
lex min
~z∈Z
[L4,L3,L5,L2,L1,Ca]
(b) Prioritisation 4-3-5-2-1
Figure V-2: Horizontal track for all lexicographic steps considering ambient noise
of the flight time, corresponding to the final optimal trajectory. As it can be seen, when the optimi-
sation starts, the aircraft is climbing from h = 122mwith a constant speed of v = V2 = 94.1ms
−1.
When the aircraft height is about h = 250m, maximum thrust is cut to Climb thrust setting and
speed is increased in order to perform the first flap retraction. During this short acceleration, the
altitude is almost constant and when CONF2 flap setting is achieved, the aircraft climbs again
for a short period of time. This initial climb maximises the altitude while flying near locations
#1 and #3. At t ≃ 45 s maximum noise at location #3 is achieved and then the aircraft initiates a
flat segment while accelerating to v = 128.6ms−1, passing progressively to flaps CONF1+F and
CONF1. When this speed is achieved (being the maximum speed allowed below 3 000m) the
climb resumes reaching a final height of hf = 1727m ≃ 5 663ft at the end of the trajectory. The
flat acceleration segment allows the aircraft to clean the flap/slats settings and, by doing so, climb
performances of the following segment are significantly improved. Then, locations #4 and #5 are
over-flown at a higher altitude producing less noise.
Giving another example, this time corresponding to prioritisation 4-3-5-2-1, all lexicographic
partial optimal trajectories are shown in Figure V-2(b). In this case, the first optimisation leads
to a value of L∗4 = 50.0dB(A) at location #4. The second optimisation can only slightly improve
the noise impact at location #3, with L∗3 = 58.8dB(A). The third optimisation, in turn, has more
degrees of freedom, enabling the reduction of noise at location #5 up to L∗5 = 56.6dB(A), perform-
ing a right turn just after the point where the maximum noise at location #4 reaches its maximum.
Then, noise bound at location #2 is set to the ambient noise and finally noise optimisation at loca-
tion #1 encounters almost no degrees of freedom. Thus, the computed trajectory does not differ
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Figure V-3: TAS, FPA aerodynamic heading and control variables for the optimal trajectory
corresponding to the 2-5-1-4-3 prioritisation
from the previous one, resulting in no improvement at all at location #1.
Finally, Figures V-4 (a) and (b) show respectively, the final horizontal and vertical trajectories
for three different optimisation prioritisations:
lex min
~z∈Z
[L2, L5, L1, L4, L3, Ca]
lex min
~z∈Z
[L4, L1, L3, L5, L1, Ca]
lex min
~z∈Z
[L1, L2, L3, L4, L5, Ca]
(V.6)
Each optimisation leads to a different horizontal/vertical trajectory and therefore optimal
values obtained at each sensitive location are different according to the a priori established priority.
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(a) Horizontal track
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lex min
~z∈Z
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lex min
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(b) Vertical profile
Figure V-4: Optimal trajectories for 2-5-1-4-3, 4-1-3-5-2 and 1-2-3-4-5 prioritisations
V.2 Priority analysis
We can assume that the procedure designer in charge of publishing such a departure trajectory (i.e.
the decision maker of this optimisation process) has a clear idea of which prioritisations should
be given to each location (for example, hospitals are more important than residential zones, which
in turn are more important than industrial zones, etc.). Moreover, even political reasons could
lead to establish a given priority ranking among the different optimisation criteria. Consequently,
Algorithm IV.1 leads to the best trajectory according to the desired hierarchy. However, in the
case where this prioritisation is not clear, or when a more accurate scenario study is necessary,
it is conceivable to run all optimisations by using all possibilities in the prioritisation order. The
number of different prioritisations is nP = nL!, where nL is the total number of noise sensitive
locations.
In the previous example we have nP = 5! = 120 and Figure V-5 shows all the optimal trajec-
tories resulting from these 120 different lexicographic optimisations. From this study an important
conclusion arises: some flight segments can be identified as common segments in different optimal
trajectories. Further more, two or more different prioritisations can lead exactly to the same final
optimal trajectory.
For this example, 12 different optimal trajectories are obtained: namely, trajectory A to trajec-
tory L. Table V-4 lists all priority orders leading to each of the 12 different solutions and Figure V-6
shows all these trajectories separately.
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Figure V-5: Optimal trajectories for all different prioritisations
Table V-5: Noise optimal values for the final trajectories and values for the four different perfor-
mance indexes
LP1 L
P
2 L
P
3 L
P
4 L
P
5 ∆
P
MA
∆P
AA
∆P
MR
∆P
AR
Trajectory A: 79.88 40.92 59.97 55.10 50.00 18.23 6.66 29.57 11.94
Trajectory B: 61.71 54.30 64.11 50.00 56.00 14.11 4.89 28.22 9.78
Trajectory C: 61.65 68.70 62.38 50.00 64.65 18.70 9.15 37.40 18.30
Trajectory D: 62.23 53.75 63.81 55.10 50.00 13.81 4.65 27.62 9.25
Trajectory E: 79.66 41.51 60.49 50.00 55.15 18.01 6.73 29.21 12.10
Trajectory F: 77.21 45.18 58.82 56.86 50.00 15.56 6.25 25.24 11.32
Trajectory G: 61.65 71.46 50.00 60.05 48.89 21.46 6.30 42.92 12.61
Trajectory H: 76.19 45.12 58.82 50.00 57.27 14.54 6.13 23.58 11.15
Trajectory I: 68.02 49.81 62.22 55.10 50.00 12.22 4.74 24.44 8.99
Trajectory J: 66.96 49.80 62.69 50.00 56.54 12.69 4.91 25.38 9.41
Trajectory K: 61.65 54.53 64.05 60.14 48.39 14.05 5.75 28.10 11.50
Trajectory L: 61.65 71.01 62.38 50.00 62.31 21.01 9.14 42.02 18.28
NOTE: LPi ,∆
P
MA
and∆P
AA
are expressed in dB(A), while∆P
MR
and∆P
AR
are expressed in %
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(d) J, K, and L optimal trajectories
Figure V-6: Optimal trajectories for all different prioritisations. Separate plots.
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V.2.1 From the optimisation to the decision problem
As seen previously, even if the total amount of possible priority orders is high, depending on the
given scenario the optimal trajectories can be the same for several priorities. Therefore, the final
number of Pareto-optimal trajectories is reduced and the decision task of selecting the final trajec-
tory is easier. Nevertheless, if with the remaining solutions this decision can not be made directly,
some down-selection support strategies can be considered. For instance, one or several perfor-
mance indexes can be defined aiming at determining more objectively the final desired trajectory.
Then, each optimal trajectory corresponding to a prioritisation P can be evaluated according to
these performance indexes and ease the decision making process.
Let L⋆i be the ideal maximum noise level that can be achieved at sensitive location i (i.e.when
location i is in the first priority). Let LPi be the maximum noise level reached at location iwith the
optimal trajectory corresponding to priority P . For each priority P we define four performance
indexes like the Maximum Absolute deviation (MA) to the ideal value, the Maximum Relative
deviation (MR), the average sum of Absolute deviations (AA) or the Average sum of Relative
deviations (AR). Mathematically, these indices are defined as:
∆P
MA
= max
i
(LPi − L
⋆
i ) ∆
P
MR
= max
i
(
100
LPi −L
⋆
i
L⋆i
)
∆P
AA
= 1
nL
nj∑
i=1
(
LPi − L
⋆
i
)
∆P
AR
= 1
nL
nj∑
i=1
(
100
LPi −L
⋆
i
L⋆i
) (V.7)
According to these criteria, the best trajectory ~zk
∗, for each performance index ∆Pk , corre-
sponds to the priority that minimises it:
~zk
∗ = arg(min
P
∆Pk ) (V.8)
Considering the previous application example with five noise sensitive locations, the ideal
noise values turnout to be:
L⋆1 = 61.65dB(A) ; L
⋆
2 = L
⋆
3 = L
⋆
4 = L
⋆
5 = 50.00dB(A) (V.9)
where a background noise of 50.00dB(A) has been considered as a lower bound for the differ-
ent L⋆i .
Table V-5 shows the maximum noise levels measured in all locations for each of the 12 dif-
ferent optimal trajectories found within this scenario, corresponding to all possible prioritisations.
In addition, the same Table shows the value of each performance index, as defined in equations
(V.7), for each of these 12 different trajectories. As it can be seen, trajectory D turnout to minimise
∆P
AA
, i.e. the average absolute distance from the ideal noise value at each location with an optimal
mean deviation value of 4.65dB(A). Moreover, trajectory H minimises the maximum relative dis-
tance (∆P
MR
) with an optimal value of 23.58%, while trajectory I minimises both ∆P
MA
and ∆P
AR
,
with optimal values of 12.22dB(A) and 8.99% respectively. See Figures V-6(b) and V-6(c), where
the horizontal tracks of these optimal trajectories are shown in bold lines.
Conparatively, Figure V-7 shows a path value chart aimed at assisting the decision maker in
charge to choose a final single trajecetory. In this diagram, each line displays a different alternative
and the noise values at each noise sensitive location are represented. Along with this, the shaded
area represents the ideal noise values at each location.
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V.2.2 Computational cost
The previous scenario was solved using a common desktop PC, based on an Intel E6600 2.3GHz
processor. According to the output log file of the CONOPT solver, the problem had 9 801 variables
and 13 305 constraints. In general, the first step in the lexicographic algorithm requires more
time to converge than the ones following. This is because after the first step, the optimisation
starts from an already feasible initial condition. Thus, the first step took an average of 3 minutes
of CPU in the above mentioned machine while further steps required between 30 seconds to 1
minute. Therefore, a single prioritisation with 5 noise sensitive locations plus the airline cost
minimisation as a last step, requires aproximately between 5 to 10 minutes. When solving all
the possible prioritisations (i.e. the 120 of the previous example) a sequential tree structure can
be used in order to reuse partial optimisations. For example, the partial optimal solution of the
prioritisation 1-2 can be used to solve prioritisations 1-2-3, 1-2-4 or 1-2-5. In this case, the whole
scenario presented above took about 5 hours and 30 minutes to be solved.
V.2.3 Introducing heuristics
As it was seen before, given a scenario with nL different noise sensitive locations the total number
of different prioritisations becomes nP = nL!. Then, in a real scenario with a high number of noise
sensitive locations it is computationally impossible to check for all solutions if the decision maker
is not able to fix the prioritisation among all the objectives beforehand. Alternatively, heuristic and
iterative approaches can be used such that the lexicographic order is determined by fixing one by
one the lexicographic priority orders of the objectives. For example in (Luss, 1999) the following
rule is suggested that can be used to determine dynamically the lexicographic order in which the
objectives should be minimised.
Let us establish beforehand a performance index, such as the maximum deviation from the
ideal noise level, as defined in equation (V.7). Then, all objectives are minimised separately per-
forming nL mono objective optimisations. The first objective in the lexicographic order becomes
the one that minimises the performance index. Once this first objective is determined, nL − 1
lexicographic optimisations are run independently with the remaining criteria. Again, the optimi-
sation that minimises the performance index is chosen and the second most important objective is
fixed. This procedure is repeated iteratively until the lexicographic order of the whole set of crite-
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Table V-6: Different noise values obtained at each step of the lexicographic heuristic approach.
Magnitudes are expressed in dB(A)
L∗1 L
∗
2 L
∗
3 L
∗
4 L
∗
5 ∆
P
MA
min
~z∈Z
L1 61.65 56.04 68.09 68.00 60.70 18.09
min
~z∈Z
L2 83.22 42.54 73.05 55.06 67.27 23.05
min
~z∈Z
L3 79.81 71.42 50.00 72.69 54.15 22.69
min
~z∈Z
L4 82.97 41.56 66.86 50.00 69.62 21.32
min
~z∈Z
L5 88.98 46.52 81.65 71.45 50.00 31.65
lex min
~z∈Z
[L1, L2] 61.65 54.53 70.27 66.94 61.22 20.27
lex min
~z∈Z
[L1, L3] 61.65 73.47 50.00 72.50 54.30 23.47
lex min
~z∈Z
[L1, L4] 61.65 54.26 80.82 50.00 68.70 30.82
lex min
~z∈Z
[L1, L5] 61.65 58.31 62.17 74.57 50.00 24.57
lex min
~z∈Z
[L1, L2, L3] 61.65 54.53 64.05 71.39 59.09 21.39
lex min
~z∈Z
[L1, L2, L4] 61.65 54.53 80.82 50.00 68.70 30.82
lex min
~z∈Z
[L1, L2, L5] 61.65 54.53 66.57 74.20 50.00 24.20
lex min
~z∈Z
[L1, L2, L3, L4] 61.65 54.53 64.05 60.14 48.39 10.14
lex min
~z∈Z
[L1, L2, L3, L5] 61.65 54.53 64.05 74.70 50.00 24.70
lex min
~z∈Z
[L1, L2, L3, L4, L5] 61.65 54.53 64.05 60.14 48.39
ria is established. If this heuristic approach is used, the total number of different optimisations is
significantly reduced to nL2 (nL+1). Nevertheless, this heuristic approach may not lead to the best
solution (i.e. the one that minimises the performance index). In general, the solution obtained is
not far from the optimal one (which can be exactly achieved with the exhaustive search when nL!
optimisations are run) providing a good compromise with respect to the computational cost.
Table V-6 shows the different iterations that would be run if the previous example is solved
by using this heuristic approach. With nL = 5 noise sensitive locations, the number of iterations
becomes nL2 (nL + 1) = 15. Here, the optimisation of location #1 leads to the trajectory with the
minimum deviation from the ideal noise value. In this case, location #3 turnsout to be the worst
location with a noise level of 68.09dB(A). Therefore, location #1 becomes the first objective in
the lexicographic ordering and 3 independent optimisations are run with the remaining criteria.
In this second step the optimisation of L2 leads to the best performance index and location #2
becomes the secondmost prioritised objective. As seen in the Table, this process goes on iteratively
obtaining the final prioritisation ordering of P =1-2-3-4-5.
Table V-4 and Figure V-6(c) show that this prioritisation corresponds to trajectory K and
the maximum deviation from the ideal noise values is 14.05dB(A), corresponding to the noise
measured at location #3.
However, as the problem we tackle is highly nonlinear, we can not prove that this (or any
other) heuristic approach may lead always to an acceptable result close to the actual optimal one,
independently of the studied scenario.
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Figure V-9: Best lexicographic and hierarchical trajectories. Horizontal track
V.3 Hierarchical optimisation
The previous lexicographic approach with priority discovering, by either using the exhaustive
lexicographic search approach or the heuristic method proposed in the previous section, can be
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Figure V-10: Best lexicographic and hierarchical trajectories. Vertical and speed profiles
further elaborated if the sensitivity of the criteria is assessed. As explained in section IV.2.3, with
lexicographic optimisation only a subset of solutions of the Pareto optimal frontier is actually ex-
plored. Mathematically, all solutions in the Pareto optimal frontier should be considered equally
and then, according to a performance index or an expert judgement, the decision maker should
choose one solution from the Pareto set. If we consider the minimisation of the maximum de-
viation from the ideal noise values (worst-case minimisation) as stated in equation (V.7), several
hierarchical optimisations with different relaxations can be run, coupled with an exhaustive or
heuristic priority discovering as explained in the previous section.
As presented in section IV.2.4, hierarchical optimisation accepts a certain degree of relaxation
(ε) in the optimal objectives fixed as constraints in the lexicographic optimisation process. Varying
the values of ε, the exploration of the Pareto optimal frontier can be achieved and the best solu-
tion based on on the minimisation of a given performance index can be found (see Figure IV-3).
The same hypothetical scenario used in previous sections is solved now by using the hierarchical
optimisation method. In this example, the exhaustive and heuristic methods have been tested for
different values of ε ranging from 0% (pure lexicographic, as presented in previous section) to 25%
increasing by regular intervals of 0.5%.
The maximum absolute deviation from the ideal value, ∆PMA in equation (V.7), is used as a
performance index allowing the choice of the best optimal trajectory among all Pareto solutions.
Figure V-8 shows the minimum performance index (i.e. the minimum deviation from the ideal
noise value for the worst-case location) in function of the tolerance value ε. In red, the exhaustive
hierarchical method is applied so the best prioritisation that minimises the performance index has
been chosen among all 120 different prioritisations for this scenario. In blue the heuristic approach
with adaptative priority discovering, presented in the last section, has been used performing only
15 optimisations for each different tolerance value.
It turns that almost two identical minima are obtained with ε = 6.5% and ε = 16.5% with an
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Table V-7: Noise levels at all locations for the ideal, lexicographic and hierarchical trajectories.
Magnitudes are expressed in dB(A)
L∗1 L
∗
2 L
∗
3 L
∗
4 L
∗
5 min
P
∆P
MA
Ideal (utopian) trajectory 61.65 50.00 50.00 50.00 50.00 –
Best lexicographic trajectory 68.02 49.81 62.22 55.09 50.00 12.22
Best hierarchical trajectory 68.02 57.30 58.25 58.86 44.84 8.86
optimal worst-case noise deviation of 8.86dB(A). In the first case the best hierarchical prioritisa-
tion corresponds to the ordering P =5-2-4-1-3. In the second case, the ordering is P =1-2-3-5-4.
However, when both prioritisations are relaxed with the respective optimal tolerance values, the
final resulting trajectory is the same for both cases, i.e. the obtained Pareto solution is the same.
Recalling the simple graphical example of Figure IV-3, it can be seen that a same point in the
Pareto frontier can be reached by relaxing properly either prioritisation P =1-2 or prioritisation
P =2-1.
This behaviour is particularly advantageous when using the hierarchical heuristic method.
Thismethod, as explained earlier, has the advantage of beingmuchmore computationally friendly
but it is not guaranteed that the most equitable solution is obtained by using it. When using the ε
relaxations, the convergence of the optimal trajectories to a single one, allows the solution obtained
with the heuristic method to be closer to the solution obtained with the exhaustive method.
Figure V-9 shows the horizontal track of the best lexicographic trajectory obtained in the pre-
vious section, (trajectory I in Figure V-6(c)) and the best hierarchical trajectory. Where as, Fig-
ure V-10 shows the vertical and speeds profiles for both trajectories.
Evidently, both trajectories are significantly different. Table V-7 contains the noise values at
all locations for the ideal outcome, best lexicographic and best hierarchical optimal trajectories. In
the lexicographic case, location #3 resulted in the furthest noise deviation value from the ideal
one with a deviation of 12.22dB(A). However this value was the best one among all different
lexicographic prioritisations. When the hierarchical case is run, different criteria are traded off
resulting with a trajectory of a better worst noise deviation value. In this case, noise at location
#3 can be reduced at the expense of increasing noise at locations #2 and #4. Therefore, the best
worst-case noise deviation is obtained in location #4 with a value of 8.86dB(A).
V.4 Dealing with local minima
As commented in Chapters II and IV, one of the most important issues of the implemented op-
timisation thechnique is the impossibility to gurantee a global optimum as a final solution. In a
non-convex problem the obtained solution may be sensitive to the values of the different decision
variables at the begining of the optimisation algorithm. The majority of the optimisation packages
(such as the CONOPT solver being used in this work) allow the user to specify these initial or
guess values.
In all the examples shown above, the initial guess trajectory for the first lexicographic (or hier-
archical) step was a direct trajectory joining the initial and final points. Then, for the lexicographic
(or hierarchical) step k, the trajectory obtained in the previous step k − 1 was used as the guess
trajectory. This strategy allowed a fast convergence in the optimisation algorithm. However, a
deeper analysis was required in order to overcome local optima in some cases.
As an example, let us consider the lexicographic optimisation of the prioritisation 1-2-3-5-
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(b) Local minima when using a scalarisation approach
Figure V-11: Examples of local minima
4. Figure V-11(a) focuses on the step of the algorithm where the noise at location #4 is to be
minimised. The blue trajectory is the result of this optimisation when the normal procedure is
applied (i.e. we have used as initial guess the optimal trajectory of the previous lexicographic
step). In this case, the optimal maximum noise level attained at location #4 with this optimisation
is 65.4dB(A). On the other hand, the red trajectory shows the result of the same optimisation
problem but when a different initial guess is used (in this case taking the result of prioritisation
1-3-2-5), obtaining a value of 60.1dB(A). As seen in the figure, the Guess1 trajectory sigthly
over-flies the West of location #4 while the Guess2 trajectory flies East of this location. Since
the optimisation technique being used is a gradient search, the objective function decreases when
moving to the West in the first case and to the East in the second case explaining, in this way, the
substancial differences of both final trajectories.
In this context, the step by step nature of the lexicographic (or hierarchical) strategy is an
advantageous feature when identifying possible local minima. After an optimisation step, the
user can examine the resulting trajectory and easily identify if the algorithm has been stuck in a
local minimum. In the previous example, the user may ask himself whether the optimal trajectory
should fly East or West of location #4 and try another optimisation by changing the initial guess.
On the other hand, if a single step optimisation technique is used (such as the scalarisation or
egalitarian methods presented in previous Chapter) this task becomes more difficult. As an exam-
ple, Figure V-11(b) shows the optimal trajectories obtained with different initial guesses when the
scalarisation problem is solved (see equation (IV.24)). In this case, the same weight was given at
each noise sensitive location (according to the equation (IV.25)). Moreover, the trajectories coming
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Figure V-12: Example of Tchebycheff optimisation strategy for a two criteria multi-objective
minimisation problem
from all the different lexicographic prioritisations (see Figure V-5 and Table V-4) were taken as
initial guess trajectories. As seen in the figure, the optimiser is clearly sensitive to the initial guess
trajectory. Even if we take the trajectory which gives the lowest criterion, it is difficult to assess if
this trajectory is globally optimal or if we should keep trying other initial guesses.
V.5 Discussion of the results
So far, lexicographic and hierarchical optimisation techniques have been presented and applied in
the resolution of a basic trajectory optimisation problem. It has been shown that the lexicographic
optimisation is a simple and suitable technique when the prioritisation among the different objec-
tive functions is clear and can be established beforehand. In the case that all the criteria share the
same importance, it is proposed an exhaustive approach where all the possible prioritisations are
analysed. In this case, the decision maker shall define an extra metric (or set of metrics) aimed at
choosing a solution among all the possible ones that are obtained from the different priotisations.
Otherwise, hierarchical optimisation allows relaxing the higher prioritisated objectives and
permits the trade-off among them. In this way a wider range of Pareto solutions can be explored
and the obtained solution may be better according to the metrics (or performance indexes) es-
tablished by the decision maker. Then, another exhaustive search technique is presented where
besides all possible prioritisations, different relaxation values (ε) are also tested. By doing this, it
was found that there exists a prioritisation plus a relaxation value that minimise a given decision
metric. The metric that was used in this last example was the maximum absolute deviation from
the ideal value, taking into account all objectives: ∆PMA in equation (V.7).
Then, if the relaxation parameter (ε) is big enough, the hierarchical optimisation described
above leads to the same solution as if the optimisation problem was formulated directly as:
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min
~z∈Z
{L1(~z), L2(~z), · · · , LnL(~z)} = min
~z∈Z
[
max
i∈L
(Li(~z)− L
⋆
i )
]
(V.10)
where nL is the total number of noise sensitive locations (i.e. objective functions), L the set of these
locations and L⋆i the ideal value for objective #i.
That is, an egalitarian formulation where the objective function turns to be the absolute dis-
tance between the ideal value and the feasible objective region, considering that all these distances
are thought to be equally important. This egalitarian problem was presented in section IV.2.5 and
it is also called a min-max or a Tchebycheff problem. Moreover it can be expressed as the following
limit of a more general p-metric multi-objective minimisation problem (Miettinen, 1999):
min
~z∈Z
[
max
i∈L
(Li(~z)− L
⋆
i )
]
= min
~z∈Z

 lim
p→∞
(
nL∑
i=1
(Li(~z)− L
⋆
i )
p
) 1
p

 (V.11)
Recalling the graphical representation that we used in the previous Chapter for showing a
two-dimensional Pareto frontier, the previous equivalence is shown in Figure V-12. Thus, if the
allowed relaxation ε were big enough, it would be possible to achieve point B in the Pareto front,
where the distance L∗i (~z)− L
⋆
i is equally minimised for i = 1, 2. That is:
L∗1 − L
⋆
1 = L
∗
2 − L
⋆
2 (V.12)
where [L∗1, L
∗
2] is the solution of equation (V.10) problem.
Then, when the maximum absolute deviation from the ideal value of the criteria is chosen as
decision performance index, equation (V.10) would be regarded as an equivalent method to the
hierarchical optimisation presented above. Moreover, equation (V.10) only occurs in one optimi-
sation problem and does not suffer from the limitations on the number of objectives, as does the
hierarchical approach, where a high computationally burden was required. Therefore, this more
computational friendly solution will allow us to explore more complex scenarios with a large
number of noise sensitive locations to take into account.
In theory there is no difference between theory and practice. In
practice there is.
— Berra Yogi
The value of an idea lies in the using of it.
— Thomas A. Edison
VI
Optimisation of NADP for omplex
senarios
In Chapter IV, the basic concepts of multi-criteria optimisation were presented and lexicographic,
hierarchical, egalitarian and goal optimisation were introduced at theoretical level. Then, in Chap-
ter V, the lexicographic and hierarchical approaches were tested in a hypothetical scenario with
only a few noise sensitive locations. There, we concluded that a hierarchical optimisation is equiv-
alent to an egalitarian (also called min-max or Tchebycheff) optimisation if the objective function
at the worst-case criterion is minimised. Moreover, as it was seen in Chapter III, in this work
we propose to deal with noise annoyance instead of just the acoustical magnitudes of noise. In
the same Chapter, it was shown how the annoyance criterion can easily be built from nonlinear
functions which in turn, can be derived from more complex fuzzy logic models. Also, a simple
model was proposed where the noise annoyance was modelled as a function of the maximum A-
weighted noise level, the period of the day and the type of over-flown zone (considering hospitals,
schools, residential and industrial zones).
In this Chapter, egalitarian optimisation is explored further, assessing fairness and Pareto ef-
ficiency of the solutions. Furthermore, a final optimisation strategy is presented where different
approaches are mixed, such as hierarchical, lexicographic and goal optimisation. In addition, we
will tackle the problem of complex scenarios where a significant number of different noise sensi-
tive locations exist. Therefore, problems where noise abatement procedures may be designed over
a wide area with several populated zones will be considered in this Chapter.
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Figure VI-1: Example of different grid solutions for the placement of the measurement points
VI.1 Definition of the measurement grid
In real scenarios areas of population exist, instead of a limited set of singular points as used in the
previous Chapter. A usual way to take populated areas into account is by defining a set of ob-
server locations arranged in the form of a geometric grid of points (see Figure VI-1(a)). However,
compromises occur between the desired accuracy and the computational burdenwhen solving the
optimisation problem. Obviously, the larger the size and/or mesh of the grid the more accurate
the solution would be. Yet, it would be more computationally expensive too. A possible solution
to improve the computational load would be tomanually erase all those points that are not inside a
populated area, i.e. only consider the red points in Figure VI-1(a). However, with large scenarios
even this approach would be prohibitive if a fine mesh is used.
As commented on in Chapter IV, a classic approach to solving a multi-criteria optimisation
problem is by using a scalarisation function. In this case where all the objectives have the same
importance regarding the optimisation the same weight is given to all of them (see equations
(IV.24) and (IV.25)). Therefore, the average noise (or annoyance) is minimised as a single objective
optimisation problem. If this technique is used, a grid like the one shown in Figure VI-1(a) must
be used in order to take into account all observation points to be averaged.
In this Chapter, a different solution for modelling populated areas is proposed aiming at
simplifying considerably the number of points on the measurement grid. Taking advantage of
the Tchebycheff optimisation formulation, we propose considering only those relevant points that
produce a significant influence in the optimisation process. This task is not straightforward and
can not be formulated objectively. Therefore, we appeal to the common sense or experience of the
operator in charge of using the optimisation tool.
For example, Figure VI-1(b) shows a possible solution for the previous example scenario.
If the initial and final points of the trajectory are known before-hand, the operator may guess
how the optimal trajectory could be. Depending on the scenario, several equally likely solutions
may exist, as it is shown in Figure VI-1(b). It is obvious that the optimal trajectory may try to
avoid populated areas, while respecting the flight dynamics constraints of the aircraft. Then, a
distribution of observation points following certain borders of the populated areas closer to the
final trajectory would be enough. Since the average noise annoyance is not minimised in this case
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(as done with classical scalarisation techniques) it is not necessary to measure the noise annoyance
in the inner parts of the populated areas. There, the acoustical conditions will be better than or
equal to those measured in the borders of the area.
Depending on the scenario complexity, this process may not be easy at the beginning, and
perhaps some initial trials will be needed in order to adjust the final distribution of measurement
points. It is clear that the greater the number of points, the greater the computational burden
would be. However, if the distance between two points is too large the obtained optimal trajectory
may fly in between them. This would lead to a virtual optimal solution that would be false because
the noise annoyance in the inner part of the inhabited area has not been considered (see green
trajectory of Figure VI-1(b)). Therefore, the user of this optimisation tool should be aware of these
possible false solutions and choose accordingly the most convenient distribution of measurement
points, check the obtained solution and repeat the optimisation if necessary.
VI.2 Multi-objective optimisation
As discussed before, the noise annoyance at all measurement points of the grid will define the
different optimisation criteria to be minimised. Moreover, the cost for the operator, such as fuel
burnt or time spent in the whole trajectory, should also be taken into account. This airliner cost
(Ca), as defined in equation (IV.8), is also considered as an optimisation objective.
However, instead of using the annoyance values directly, we propose to use the annoyance
deviation at each noise measurement point as objective function. This deviation is simply defined
as:
∆hi (~z(t)) = A(Li(~z(t)), h)−A
⋆
i (h) (VI.1)
where A(Li(~z(t)), h) is the perceived noise annoyance at measurement point i, at hour of the day
h and for a given trajectory ~z(t). On the other hand, A⋆i (h) is the ideal noise annoyance value at the
same location and time period (i.e. the result of the single objective optimisation problem where
only A(Li(~z(t)), h) is minimised). For the sake of clarity, let us drop the trajectory dependency
~z(t) for the forthcoming notation. Furthermore, the hour of the day h dependency will be also
dropped from the notation in the cases where confusion is not possible.
If absolute annoyance valuesAi were used as optimisation criteria, the solution would be too
sensitive vis-a`-vis those locations which are too close to the airport. Let us suppose, for example,
that the ideal annoyance value at location #1 is already A⋆1 = 0.5 and the ideal value at location #2
is zero. We consider that it is not fair to try to equally minimiseA1 andA2 because the optimisation
process would give more priority to the minimisation of the noise annoyance at location #1 rather
than the noise annoyance at location #2. For that reason, if the noise annoyance deviations were to
be used as objectives, the optimisation process would consider just the deviations to be minimised
and a fairer solution among the objectives would be obtained.
VI.2.1 Optimisation strategy
The optimisation strategy proposed for solving a complex and realistic scenario takes the best fea-
tures of the different strategies presented in previous Chapters, such as egalitarian, lexicographic,
hierarchical and goal optimisation. The expert user, or users, of this tool will have a significant
role in how the optimisation process is carried out.
After defining a convenient measurement grid, as discussed previously, the user may want
to select some special locations where instead of minimising the noise annoyance, he/she would
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prefer to set a maximum aspiration noise annoyance level. For this work, we propose that hospital
and school locations may be treated as this kind of special locations.
Let G = {1, ..., nG} be the set of hospital and school locations, nG the total number of these
special locations and A¯j(h) be the aspiration level at the j-th location ∀j ∈ G at the hour of the
day h. Then, these maximum (or goal) values are simply modelled as additional constraints in the
optimisation process:
Aj(h) ≤ A¯j(h) ∀j ∈ G (VI.2)
Alternatively, the noise annoyance deviations at residential and industrial zones are taken
into account as optimisation objectives, as well as the airliner cost. In a first phase, a hierarchical
optimisation approach is proposed for dealing with these two conflicting objectives. First, noise
annoyance deviation is minimised in all measurement points. Let nL be the total number of noise
sensitive locations (i.e. the total number of points in the measurement grid) and L = {1, ..., nL}
the set of these locations. Therefore, for a given hour of the day h, this multi-criteria optimisation
problem is written as:
min
~z∈Z
{∆1,∆2, · · · ,∆nL} (VI.3)
where the vector ~∆∗ = [∆∗1,∆
∗
2, · · · ,∆
∗
nL
]T is the solution of this minimisation problem.
As a second step, the airliner cost will be minimised without wasting the optimal noise an-
noyance values obtained in the previous solution. Yet, some relaxation in these values will be
permitted below a certain threshold value. Therefore, airliner cost minimisation is performed as
follows:
C∗a = min Ca
Subject to:
Ai ≤ max
(
A¯, A∗i
)
∀i ∈ L
~z ∈ Z
(VI.4)
where Ca is the airliner cost and A¯ is a configurable threshold value. Note that in previous for-
mulation, the max(·) function does not suppose an issue regarding its non-differentiability since
this operation is performed before running the optimisation problem (both, A¯ and A∗i values, are
known beforehand).
With this strategy, the noise annoyance is considered infinitely more important than the air-
liner cost in those noise sensitive locations where the optimal noise values are greater than the
threshold values. However, in those places where the optimal annoyance values are below this
threshold, the airliner cost becomes the objective function with the highest priority, providing that
noise annoyance in those locations will never exceed the above mentioned threshold.
Figure VI-2 summarises this optimisation strategy, for a given hour of the day h. Firstly, the
user defines the ad hoc grid of measurement points for the industrial and residential zones. The
hospital and school locations are also defined along with the optimisation constraints (such as
airspace constraints, aircraft performance etc.). Then, nL single objective optimisations are carried
out in order to compute the ideal values at each industrial and residential location (A⋆i , ∀i ∈ L).
In addition, the aspiration levels for the noise annoyance at hospitals and schools locations are
also defined and the annoyance optimisation is performed. An egalitarian iterative optimisation
approach is proposed for solving this particular multi-criteria problem and will be explained in
detail in the following section.
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Figure VI-2: Flow chart of the optimisation strategy for a given hour of the day h
After this first optimisation step, the user may encounter that there is no feasible solution
satisfying all the constraints. In this case, he/she may consider to relax one or more of the op-
timisation goals for the hospitals or schools and the optimisation can be performed again. This
process can go iteratively until a feasible solution is found and the user is satisfied with the aspi-
ration levels established at the special locations and with the optimal noise annoyance results in
residential and industrial areas.
Finally, the last optimisation takes place where the airliner cost is minimised while taking
into account the optimal noise annoyance values of the previous step. As commented on previ-
ously, some tolerance is given at the noise sensitive locations, where the noise annoyance can be
increased up to a maximum threshold level (A¯) in order to allow more flexibility in this last opti-
misation. At this stage, the user may perform, eventually, some iterations with different values of
A¯ until an acceptable trade-off trajectory is found, according to his/her purposes and experience.
VI.2.2 Lexicographic egalitarian optimisation
In section IV.2.5 the egalitarian (or min-max) optimisation was introduced. This approach is use-
ful if we want to guarantee some fairness among the optimisation criteria. In our application,
this technique will be used for the minimisation of the noise annoyance deviation at the worst-off
noise-sensitive location (at a given hour of the day). Therefore, the multi-objective optimisation
problem stated in equation (VI.3) is transformed into the following egalitarian optimisation prob-
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lem:
min
~z∈Z
{∆1,∆2, · · · ,∆nL} = min
~z∈Z
[
max
i∈L
∆i
]
(VI.5)
where L = {1, ..., nL} is the set of the noise sensitive locations being considered in the irregular
measurement grid.
The main problem of this formulation is the non-smoothness of function max(·). Yet, an
equivalent formulation into a differentiable form, if the objective and constraint functions are
differentiable, is still possible (Miettinen, 1999). Instead of the previous Tchebycheff formulation,
a new variable ζ is introduced and the problem to solve is rewritten as:
min ζ
Subject to: ζ ≥ ∆i ∀i ∈ L
~z ∈ Z
(VI.6)
As examined in section IV.2.5, the solution of this problem guarantees fairness, according
to the Rawls’ egalitarian principle, but the obtained solution is weakly Pareto optimal. How-
ever, the lexicographic extension of this Rawlsian criterion is indeed Pareto optimal (Chen, 2000;
Miettinen, 1999). This extension has already been applied in engineering problems like, for exam-
ple, in (Salles & Barria, 2008) where the problem of bandwidth allocation is assessed.
This lexicographic egalitarian (or lexicographic max-min) approach is adapted in this work
as a multi-criteria optimisation strategy for the noise annoyance deviation objectives. Hence, an
egalitarian problem, as described in equation (VI.5), is solved at each stage of the optimisation
without wasting the solution of the previous stage, until a Pareto solution is found. In this way,
the solution of this multi-criteria optimisation technique enjoys both fairness and efficiency prop-
erties.
Let k1 be the optimal noise annoyance deviation value obtained from the equation (VI.5), or
its equivalent form as shown in equation (VI.6):
k1 = min
~z∈Z
[
max
i∈L
∆i
]
(VI.7)
If after this optimisation there is no feasible way to decrease the noise annoyance in any
location without increasing the k1 optimal value, the lexicographic egalitarian solution is already
found and k1 is the Pareto optimal value of problem (VI.5).
On the other hand, in the case that an improvement can still be made in one or more noise
sensitive locations, without increasing the value of k1 at some binding locations of the solution of
equation (VI.7), the problem must continue. Therefore, the next step is to check which noise sen-
sitive locations can be improved allowing noise annoyance deviations below k1. Mathematically,
location i ∈ L is blocked iff:
min
~z∈Z
[∆i |∆j ≤ k1 , ∀j ∈ L\{i}] = k1 (VI.8)
Let B1 ⊆ L represent the set of blocked noise sensitive locations that satisfy equation (VI.8)
and F1 = L\B1 be the set of the remaining non-blocked, or free locations. As stated above, if
B1 = L the algorithm is stopped due to the fact that all locations are already blocked. Otherwise,
the new problem to be solved, as a second stage without wasting the previous solution, is:
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Algorithm VI.1: Lexicographic egalitarian optimisation of min
~z∈Z
[∆1,∆2, · · · ,∆nL ]
1: Initialisation:
k ← 0 ; F0 ← L ; B0 ← ∅
2: repeat
3: Perform a constrained egalitarian optimisation:
kk+1 ← min
~z∈Z
[
max
i∈Fk
∆i |∆j1 ≤ k1, ...,∆jk ≤ kk , ∀j1 ∈ B1, ...,∀jk ∈ Bk
]
4: Determine the set of locations with an optimal value of kk+1:
D ← {i |∆∗i = kk+1 , ∀i ∈ Fk}
5: Determine the new set of blocked locations Bk+1:
Bk+1 ← {i |kk+1 = min
~z∈Z, i∈D
[∆i |∆j ≤ kk+1 , ∀j ∈ Fk\{i}]}
6: Update the new set of non-blocked locations:
Fk+1 = L\{
⋃m=k+1
m=1 Bm}
7: Update step:
k ← k + 1
8: until (Bk = L) or (Ai ≤ A¯ , ∀i ∈ Fk)
9: return Egalitarian solution as : [A∗1, A
∗
2, · · · , A
∗
nL
]
k2 = min
~z∈Z
[
max
i∈F1
∆i |∆j1 ≤ k1 , ∀j1 ∈ B1
]
(VI.9)
This procedure is repeated until all noise sensitive locations become blocked. Then generally,
at step k + 1 of this process we have:
kk+1 = min
~z∈Z
[
max
i∈Fk
∆i |∆j1 ≤ k1, ...,∆jk ≤ kk , ∀j1 ∈ B1, ...,∀jk ∈ Bk
]
(VI.10)
where Fk = L\Bk and Bk =
⋃m=k
m=1 Bm.
This iterative process is summarised in Algorithm VI.1 where a slight modification has been
introduced in the loop stop condition. As explained before, the iterative process may end upwhen
all optimisation criteria become blocked to their best egalitarian value. Furthermore, this iterative
process may end up as well if the noise annoyance of the free remaining locations at stage k is
below the minimum threshold value of A¯. This means that there is no worth in further noise
annoyance reduction below this threshold and some freedom is left for the minimisation of the
airliner cost. Finally, values [A∗1, A
∗
2, · · · , A
∗
nL
] correspond to the noise annoyances produced by
the optimal trajectory obtained in the last step k:
A∗i = A(Li(~z
∗(t))) ∀i ∈ L (VI.11)
with ~z∗(t) = arg(kk).
On the other hand, Figure VI-3 shows graphically the feasible objective region O ⊆ R2 of a
hypothetical two criteria minimisation problem with objectives A1 and A2. The egalitarian opti-
misation leads to a set of weakly Pareto solutions (blue thick line B) with an optimal value of k1.
However, only objective A1 becomes blocked according to equation (VI.8). This means that A2
can still be improved in a second optimisation. This new step leads to an optimal value of k2 for
location #2 and the final optimal solution turns to be point C.
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Figure VI-3: Example of the lexicographic egalitarian optimisation strategy for a two criteria
multi-objective minimisation problem
VI.3 Application Example
This section presents some numerical examples based on a departure performed by two different
aircraft: an Airbus A340-600 and an Airbus A321-200. Table VI-1 summarises, for each aircraft,
the relevant data considered for this example.
Table VI-1: Aircraft data for the application example
Airbus A340-600 Airbus A321-200
Take-off mass 368 000kg 77 000kg
Power-plant Rolls-Royce Trent 556 IAE V2533-A5
Flaps/slats configuration CONF 3 CONF 1+F
V2 speed 183kt 152kt
Take-off Distance (TOD)† 2 440m 1 200m
† At International Standard Atmosphere (ISA) conditions
As it was explained in Chapter V, the initial take-off phase going from the brake release to
the point where the aircraft reaches a height of 122m (400 ft) is not considered in the optimisation
process. In this initial phase the aircraft follows a straight trajectory, along the departing runway
heading at a constant speed, which is set to the the operational V2 speed.
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(a) Current SIDs towards the East.
Source: (AENA, 2009a)
(b) Distribution of hospitals, schools, residential and in-
dustrial zones in the considered scenario.
Powered by Google Maps ( c©2009 Google. Map
Data c©2009 Tele Atlas).
Figure VI-4: Scenario for RWY 02 East departures at Girona airport
VI.3.1 Considered scenario
For this example, we consider the East departures from runway 02 of Girona airport, in Catalonia
(Spain). As it is shown in Figure VI-4(a), two different Standard Instrumental Departures (SID)
ending up at Begur VOR/DME (BGR) are currently published: BGR3G and BGR2Z. Both depar-
tures consist of an initial straight segment followed by a right turn that ends with the interception
of a VOR radial towards the facility. For the BGR2Z departure, this turn is performed when the
aircraft reaches an altitude of 1 000 ft with a speed restriction during the turn of 185kt of Indi-
cated Airspeed. Whereas an aircraft flying the BGR3G departure follows a longer initial straight
segment until Girona NDB (GRN) is over-flown (see Appendix A for some background in radion-
avigation systems). Then, the right turn is performed and the maximum speed restriction in this
case is 215kt. In general, a mid-range passenger jet aircraft, such as a Boeing B737 or an Airbus
A320, will be able to execute the BGR1Z departure. On the other hand, heavier aircraft not able to
meet this turning speed restriction will execute the BGR3G departure.
The origin of coordinates for this problem is placed at the threshold of runway 02. Table VI-2
contains the relevant information of this runway while Table VI-3 shows some additional data
considered for this scenario. Moreover, Figure VI-4(b) shows a picture of the area North-East of
the airport. The runway is depicted with a grey strip and is located at the lower left part of the
Figure. In addition, all the residential zones are highlighted in orange, while industrial zones are
in blue. The area covered by this Figure corresponds approximately to the red rectangle shown in
Figure VI-4(a). This area will be considered for the study of the aircraft operations regarding the
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Table VI-2: Relevant data of the take-off runway for the application example. Source:
(AENA, 2009a)
Girona (LEGE) – Runway Threshold 02
Threshold coordinates (WGS84) 41o 53′ 41.7′′ N 2o 45′ 29.7′′ E
Runway orientation Geographic: 15.78o Magnetic†: 17o
Available distances TORA‡: 2 400m TODA♣: 2 460m
Threshold elevation (Mean Sea Level) 122.86m
† At May 2009 ‡ Take-off Run Available ♣ Take-off Distance Available
population exposure to noise. Populated areas outside of this zone are sparse and also, out of this
area the altitude of the aircraft will be high enough that the noise annoyancewill be negligible. The
exact locations of the measurement grid points chosen for this example are given in Appendix E.
A total number of 140 residential points are placed irregularly as explained in section VI.1. Among
them, 87 points are in residential areas while 32 are in industrial areas. Finally, 3 hospitals and 18
school locations have also been considered as special locations as shown in Figure VI-4(b).
Table VI-3: Additional data defining the scenario
χ
RWY
= 15.78o† s = 5.5%† Vmax = 128.6ms
−1 (250kt)‡
CI = 70 HI = 0 A¯ = 0.25 (Small Annoyance)
Wn = 0km
−1 We = 0km
−1 Wh = 0km
−1
† Source: (AENA, 2009a)
‡ As in previous Chapter, the actual operational speed limitation is given in IAS. However,
for this example and as a first approximation a TAS value is taken
VI.3.2 Baseline trajectories
Before showing the results obtained with the optimisation algorithm, a baseline case is presented
where the current published trajectories are analysed (see Figure VI-4(a)). Figure VI-5 shows the
noise annoyance maps for these baseline trajectories if they were flown at 04h. The Airbus A340-
600 is executing the BGR3G departure while the Airbus A321-200 is considered able to depart via
the BGR1Z departure. In the same way, Figures VI-6 and VI-7 show the noise annoyance maps for
these trajectories if flown at 10h and 17h respectively.
Once a trajectory ~z(t) is known, the computation of these maps is not a problem from a
computational point of view. Therefore, a regular (equally-spaced, rectangular) andmore accurate
grid has been used with a mesh of 100 × 100m of cell dimension. Let us defineM = {1, ..., nM}
as the set of points that form this fine mesh. In addition, when drawing these maps the size of the
pixels has been chosen in order to correctly tessellate the different areas.
As expected, the annoyance produced by the Airbus A340 when flying the BGR3G departure
is quite significant. This is due to the fact that the trajectory is directly over-flying some residential
zones at a relatively low altitude and with high thrust settings. During the night period (trajectory
at 04h) several locations are exposed to the maximum value of noise annoyance, max
i∈M
Ai = 1.00,
while the maximum noise annoyance deviation in all the mesh area ismax
i∈M
∆i = 0.90. Being resi-
dential and industrial zones less sensitive to noise during the morning periods, the corresponding
results are obviously better from an annoyance point of view. The maximum value, at this time
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period is 0.72, while the maximum noise annoyance deviation has been reduced to 0.64. For the
afternoon period, the Normalised Annoyance Index rises again and the maximum annoyance in-
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(a) Airbus A340 (via BGR3G)
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(b) Airbus A321 (via BGR1Z)
Figure VI-5: Noise annoyance maps for the baseline trajectories at 04h
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(b) Airbus A321 (via BGR1Z)
Figure VI-6: Noise annoyance maps for the baseline trajectories at 10h
88 Chapter VI - Optimisation of NADP for complex scenarios
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  5000  10000
 0
 5000
 10000
 15000
 20000
East (e) [m]
N
o
rt
h
(n
)
[m
]
(a) Airbus A340 (via BGR3G)
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  5000  10000
 0
 5000
 10000
 15000
 20000
East (e) [m]
N
o
rt
h
(n
)
[m
]
(b) Airbus A321 (via BGR1Z)
Figure VI-7: Noise annoyance maps for the baseline trajectories at 17h
Table VI-4: Absolute Normalised Annoyance Index and annoyance deviation values, at residen-
tial and industrial areas, corresponding to the baseline trajectories
Airbus A340 Airbus A321
max
i∈M
Ai max
i∈M
∆i max
i∈M
Ai max
i∈M
∆i
04h 1.00 0.90 0.82 0.70
10h 0.72 0.64 0.29 0.20
17h 0.96 0.88 0.55 0.43
dex is 0.97, while the maximum annoyance deviation is 0.88. On the contrary, the trajectory flown
by the A321 via the BGR1Z departure produces much less noise annoyance, as seen in Table VI-4
where are summarised the absolute noise annoyance and the deviation noise annoyance values
for both aircraft and at each day period. Finally, Table VI-5 shows the special locations (Hospitals
or Schools) where the annoyance value exceeds the aspiration level of A¯ = 0.25 giving, as well,
the perceived annoyance value. These locations are also observed in Figures VI-5, VI-6 and VI-7
and their exact location and identification number are given in Appendix E.
VI.3.3 Optimised trajectories
As shown in Figure VI-4, the final departure point (BGR VOR/DME) falls well outside of the
noise sensitive area considered for this study. Therefore, aiming at reducing the computational
load of the problem, only the trajectory inside this area will be considered. It is assumed that the
remaining segment is flown directly to the VOR/DME facility and, instead of fixing a final point
in the trajectory to be optimised, a more general restriction is imposed:
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Table VI-5: Hospital or School locations where the aspiration level (A¯ = 0.25) has been infringed
for the baseline trajectories
Airbus A340 Airbus A321
Location Id. Annoyance Location Id. Annoyance
Hospitals (at 04h,10h,17h)
#120 A120 = 0.66 #121 A121 = 0.29
#121 A121 = 0.92
#122 A122 = 0.52
Schools (at 10h,17h)
#128 A128 = 0.64 #125 A125 = 0.30
#133 A133 = 0.42 #126 A126 = 0.32
#134 A134 = 0.51 #127 A127 = 0.28
#135 A135 = 0.88 #128 A128 = 0.46
#137 A137 = 0.65
#138 A138 = 0.36
#139 A139 = 0.55
e(tf ) ≥ 11 000m (VI.12)
leaving free the final condition for the north coordinate, n(tf ). Otherwise, an additional constraint
must be added in order to guarantee that the aircraft flies directly from the final point of the
optimisation to the actual final point of the departure:
χ(tf ) =


π − arctan
(
eV OR−e(tf )
n(tf )−nV OR
)
if n(tf ) > nV OR
arctan
(
eV OR−e(tf )
nV OR−n(tf )
)
if n(tf ) < nV OR
π
2 if n(tf ) = nV OR
(VI.13)
where eV OR and nV OR are, respectively, the East and North coordinates of the BGR VOR/DME.
On the other hand, the complexity of this scenario requires to try more than one guess (or
initial) trajectory in order to minimise the probability to end up into a locally optimal solution.
Figure VI-8 shows some examples of guess trajectories that have been used for the optimisation
of the A340 procedures. The solution, or solutions, giving the lowest objective value (k1) are kept.
Then, the successive steps in the lexicographic egalitarian optimisation start from the optimal tra-
jectory obtained in the previous step. As commented in Section V.4, after each step an assessment
should be done in order to detect possible local optima. This requires, in some cases, to repeat
the optimisation with different guesses. Despite being a tedious task, the step by step nature
of this technique allows the user to check regularly for possible local optima and maximise the
probability to end up with a globally optimal solution in the last step.
VI.3.3.1 Step by step optimisation
In order to better illustrate how the proposed multi-objective methodology works, the algorithm
that derives from equations (VI.5–VI.10) is presented step by step in the following example, where
the optimisation of the Airbus A340 departure at 04h is considered. As explained in section VI.2.2,
the first step of the optimisation consists of minimising the maximum noise annoyance deviation
regarding all locations (see equation (VI.5)). After performing this optimisation, an optimal value
of k1 = 0.97 is obtained and the resulting trajectory is shown in black, in Figure VI-9. As seen,
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Figure VI-8: Example of different initial trajectory guesses used in this scenario for the Airbus
A340 procedures
the optimal trajectory flies further West than the baseline published trajectory. In this case, resi-
dential zones “A” become the binding locations according to the egalitarian principle explained
previously (see equation (VI.8)). Then, after flying in between the two “A” zones, the trajectory
turns right and flies almost directly to the final point. The shape of this optimal trajectory, once the
“A” areas have been passed, is only affected by the restrictions in noise annoyance imposed at the
hospitals. Due to these special locations, the trajectory maintains an annoyance-constant distance
from them while flying to the East.
More precisely, only a few points located at the outer edges of zones “A” actually bind the
restrictions for the next step in the optimisation process. Yet, other measurement points located
close to these initial binding locations become blocked immediately during the subsequent steps.
Therefore, for these successive steps the obtained trajectory has no appreciable changes if com-
pared with the first step solution and the successive optimal annoyance deviations take almost
the same k1 value. However, when all the measurement locations that are located in residen-
tial zones “A” are taken into account as constraints (i.e. all of them become blocked) a significant
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Figure VI-9: Significant intermediate steps in the optimisation process for the Airbus A340 dur-
ing night periods (04h)
change is observed in the following step of the algorithm. The trajectory obtained at this second
significant step is shown in cyan in Figure VI-9. Evidently, after over-flying locations “A”, the trajec-
tory continues Westwards and avoids the residential zone “B”. The new optimal noise annoyance
deviation becomes k2 = 0.81.
Then, the third significant step produces a trajectory with an optimal annoyance deviation
of k3 = 0.62, corresponding to binding locations at zones “C”, as seen in blue in Figure VI-9.
The next significant step binds locations “D” with k4 = 0.34 (green trajectory) and finally the last
significant step achieves a k5 = 0.30 binding locations “E” (red trajectory). At this stage, all the
noise sensitive locations become blocked and therefore, the obtained solution is Pareto efficient.
As commented in section VI.2.1, once the egalitarian optimisation is over a final minimisa-
tion of the airliner cost is done. In this particular case, the optimisation is so constrained by the
annoyance at all the locations that almost no freedom is left for the airliner cost minimisation. In
fact, the fuel consumption is reduced only by a 1.3% after this last minimisation, which is almost
a negligible improvement. In this final trajectory, the horizontal track is not changed, if compared
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(b) Speed profile
Figure VI-10: Vertical and speed profiles for the optimal trajectory computed at 04h for the
Airbus A340
with the egalitarian trajectory, and only slight variations in the speed and altitude profiles are
observed. Figure VI-10 shows these final vertical and speed optimal profiles.
As seen in both Figures, an initial climb is performed at the initial V2 speed. Then, the thrust
cut-back is performed passing from Take-off–Go Around configuration to Climb configuration. This
thrust reduction is performed just before over-flying in between locations “A”, as seen in Fig-
ure VI-9. In this initial phase, the high thrust setting, in combination with the low speed of the
aircraft allows the best climb performance. In this way, the altitude is maximised when approach-
ing locations “A” and, in turn, the annoyance is reduced. Besides the altitude, the reduction in
thrust just before over-flying the inhabited areas decreases the perceived noise at these locations
as well.
A few seconds after the thrust cut-back, the aircraft is levelled off at almost 2 000 ft. This flat
segment is used to accelerate the aircraft and to transition successively from CONF3 to CONF1+F
flaps/slats configuration. Another short climb follows, improving the annoyance at locations
“B”. When these locations are far enough, a second flat segment at about 2 300 ft is used again to
accelerate to the final climbing speed and adopt the CONF1 flaps/slats configuration.
VI.3.3.2 Final optimal trajectories
The same kind of optimisation explained before has been performed at different day periods and
for both considered aircraft. Figure VI-11(a) shows the annoyance map corresponding to the pre-
vious optimal trajectory for the Airbus A340 at 04h.
When the departure for the same aircraft at 10h is considered, the egalitarian optimisation
returns no feasible solution. This means that with this aircraft it is not possible to fulfil all the goal
constraints at schools and hospitals. When the night trajectory was considered the annoyance at
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(b) Airbus A321
Figure VI-11: Noise annoyance maps for the optimal trajectories at 04h
all schools was null and a feasible trajectory was found (actually it is possible to see the school
locations by the blank pixels in Figure VI-11(a)).
However, near locations “A” of Figure VI-9, there exists a school location that forces the
aircraft to fly much more eastwards if compared with the optimal trajectory at 04h. This school
location is depicted by an “1” label in Figure VI-12(a). However, flying eastwards is also restricted
by the hospital, labelled as “2”, and also by some nearby schools (locations “3” and “4” in the
same Figure). Performing an initial tight right turn is neither feasible due to the influence of the
mentioned hospital.
In this situation, the decision maker must relax one or several goal constraints in order to
obtain a feasible solution. We suppose that the decision of which goal(s) is(are) relaxed is taken by
the operator according to his/her priorities and experience. In this example, we have supposed
that the maximum annoyance permitted in the hospital and the schools “3” and “4” can rise up to
Moderate annoyance. Therefore, the aspiration levels for only these three locations are overridden
and set to A¯ = 0.50, leaving all the other hospital and school locations at the original value of
A¯ = 0.25.
Figure VI-12(a) shows the horizontal track (and the associated annoyance map) for the opti-
mal trajectory obtained according to these new constraints. As it can be seen, the optimal trajectory
is formed by a sequence of smooth turns that avoid populated areas. Because industrial zones are
less sensitive to noise than residential zones, the trajectory remains closer to the industrial ones,
maintaining somehow a constant level of annoyance. Vertical and speed profiles for this trajectory
are shown in Figure VI-14. Instead of using level segments at a certain altitude to accelerate the
aircraft, as it was done at 04h, at 10h we observe an energy sharing profile where the aircraft both
climbs and accelerates. This energy trade-off gives less climbing performance during the initial
segment but a higher climb is achieved in the intermediate an final segments of the trajectory.
Moreover, the thrust reduction is performed just before over-flying next to the major residential
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Figure VI-12: Noise annoyance maps for the optimal trajectories at 10h
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Figure VI-13: Noise annoyance maps for the optimal trajectories at 17h
areas.
At 17h, the same infeasibilities that were found at 10h appear and the same relaxation policy
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(b) Speed profile
Figure VI-14: Optimal vertical and speed profiles for the different trajectories flown by the Air-
bus A340
has also been applied. Obviously, the optimal trajectory turns to be the same as obtained at 10h.
Figure VI-13(a) shows the new annoyance map for this trajectory where, as expected, we observe
higher annoyance values if compared to the 10h case.
Finally, Figures VI-11(b), VI-12(b) and VI-13(b) show the horizontal optimal track for the
Airbus A321 departures flown at 04h, 10h and 17h respectively. Moreover, Figure VI-15 shows the
vertical and speed profiles for these optimal departures. For night trajectories, the aircraft executes
several tight turns in order to avoid as much as possible the populated areas. Compared with the
A340, the flight performances of the A321 allows an initial sharp turn on the right to be performed
and fly south from the major populated areas. Thrust cut-back is performed at 2 150 ft, just before
flying next to the closest residential area. Also, the trajectory maximises the initial climb and a
relative low airspeed is scheduled. The acceleration segment does not come until all significant
populated areas are over-flown. Then, a flat segment is used to accelerate and clean the flaps/slats
configuration.
The egalitarian optimisation for 10h departures converges to almost the same trajectory de-
scribed above (at 04h). However, at 10h all annoyance values are below the chosen threshold of
A¯ = 0.25. Then, the airliner cost minimisation that comes as the last step of the presented strat-
egy (see Figure VI-2) changes significantly the final trajectory. As expected, a much more smooth
trajectory is found which flies almost directly to the final departure point. Moreover, the thrust
reduction is performed at the lowest possible altitude, minimising the noise impact. The speed
and vertical profiles also completely change, if compared with the optimal profiles at 04h. Shortly
after the thrust cut-back a short level flight is performed and the aircraft transitions to clean con-
figuration. This improves climb performance but also minimises fuel and time consumption.
For afternoon trajectories (at 17h) a similar behaviour is observed. After the egalitarian opti-
misation is concluded, and all binding locations have been taken into account as restrictions, the
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Figure VI-15: Optimal vertical and speed profiles for the different trajectories flown by the Air-
bus A321
airliner cost minimisation smoothes again the trajectory. Compared with the optimal trajectory at
10h, this trajectory starts with an initial climb at a low speed, followed by a flat segment at about
1 600 ft where the acceleration is carried out. In addition, thrust reduction is performed at a higher
altitude and the ground track is slightly different, especially at the final segment of the trajectory.
Table VI-6 wraps up the optimal noise annoyance values obtained for both aircraft and at
the three considered hours of the day. The cost for the operator Ca corresponding to the final
trajectory is also given in this table. There, we can observe significant differences in fuel (and
time) consumption for the three trajectories of the A321 thanks to the airliner cost minimisation
that comes after the egalitarian process. Finally, Figure VI-18 (at the end of this Chapter) shows a
couple of three dimensional views of the final optimal trajectories for both of the aircraft.
Table VI-6: Operator’s cost, absolute annoyance and annoyance deviation values, at residential
and industrial areas, corresponding to the optimal trajectories
Airbus A340 Airbus A321
max
i∈M
Ai max
i∈M
∆i Ca max
i∈M
Ai max
i∈M
∆i Ca
04h 1.00 0.79 1 716kg 0.63 0.47 481kg
10h 0.52 0.41 1 416kg 0.25 0.25 266kg
17h 0.78 0.68 1 416kg 0.30 0.25 318kg
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Figure VI-16: Example of a multiple solution case using the lexicographic egalitarian optimisa-
tion strategy for a two criteria multi-objective minimisation problem
VI.3.3.3 Computational cost
The previous scenario was solved using a common desktop PC, based on an Intel E6600 2.3GHz
processor. According to the output log file of the CONOPT solver, the problem had 179 752 vari-
ables and 271 279 constraints. As explained in previous Chapter, the first step in the lexicographic
algorithm required more time to converge than the ones following. In this case, the first optimi-
sation steps took an average of 2 hours of CPU to converge. Further egalitarian steps required
from few seconds to 30 minutes, depending on the flexibility left in the optimisation. Finally, the
airliner cost optimisation took an average of 1 hour of CPU.
VI.3.4 Discussion of the results
In the previous example, we have shown how the proposed optimisation methodology permits
us to obtain a fair and also Pareto efficient solution for a complex scenario. Fairness is a concept
that is not straightforward to define. So far, the definition of fairness we have adopted is that
the maximum annoyance deviation at any location should be minimised up to a certain threshold
level. Next, we discuss two issues that could arise when using this kind of strategy, but that will
not be deeply studied in this dissertation and are left for a future research on this domain.
VI.3.4.1 Lack of blocking locations
It is possible that after a given optimisation step in the lexicographic egalitarian process (see al-
gorithm VI.1 ), the new set of blocked locations would not change. This would mean that the
optimisation step has not blocked any location, according to equation (VI.8). In this case the pre-
sented algorithm can not continue unless an external decision is made by blocking artificially at
least one location. Using again a simple graphical example, Figure VI-16 shows this situation for
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Figure VI-17: Example of a sub-optimal trajectory for the Airbus A321 producing the same
annoyance impact than the optimal one flown at 10h
an hypothetical optimisation problemwith only 2 objectives. As seen in the Figure, the egalitarian
optimisation leads to a set of weakly Pareto solutions formed by the blue thick lines B and C with
an optimal value of k1. In this case, neither of the two objectives become blockedmeaning that the
optimisation could follow by minimising either objective A1 or objective A2. Thus, the decision
maker should manually intervene and chose between solutions D or E.
Even although this issue is rarely to be observed, it is worth mentioning that it can potentially
appear at any stage of the optimisation algorithm. This means that once a decision is made, the
following steps can lead to a quite different solutionwhen comparedwith that solution that would
result from another decision. Therefore, the decisionmaker should be aware of this behaviour and
perhaps perform different trials or even use additional metrics in order to compare two equally fair
solutions.
VI.3.4.2 Potential use of sub-optimal trajectories
Recalling the optimisation strategy shown in Figure VI-2, the egalitarian optimisation proposed
in this work is considered up to a certain threshold level A¯. If this threshold is considered in the
loop stop condition of Algorithm VI.1 , in certain cases we would obtain more than one egalitarian
optimal solution. However, when airliner cost is considered as the following step, a unique final
solution minimising this cost will be chosen among all these possibilities.
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Figure VI-17 shows a sub-optimal trajectory for the Airbus A321 at 10h. We call it sub-optimal
because the optimal trajectory shown previously in Figure VI-12(b) has a smaller value of the
airliner cost if compared with this new trajectory. However, from an annoyance point of view
both trajectories are equivalent because in both cases the noise annoyance in all locations is below
the threshold level: Ai ≤ A¯ ∀i ∈ L. Therefore, this sub-optimal trajectory could be used to better
spread the noise annoyance in the populated areas. In this way, we could tackle the problem of
having successive over-flights and consider this variable in the annoyance model. Then, for a
given departure, instead of flying the best procedure for a single over-flight, more than one noise
abatement procedures could be used. In addition, even an increase in noise annoyance when
flying sub-optimal procedures could be traded-off with the allocation of noise in a wider area.
These sub-optimal procedures could be easily generated by the egalitarian algorithm presented
above and by setting different values of the threshold level A¯. However, this problem is out of the
scope of this work and it is considered as further research.
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Figure VI-18: Three dimensional views of the final optimal trajectories
Powered by Google Earth ( c©2008 Google).
Applaud, my friends, the comedy is finished.
— Ludwig van Beethoven
One generation plants the trees; another gets the shade.
— Chinese proverb
VII
Conluding Remarks
Aircraft operations around airports generate high levels of noise that occur as quickly as they
fade. Containing the sound generated by these operations, while meeting the increasing demand
for air travel, is one of the major challenges for the air transportation stake-holders. Thus, the
main objective of this doctoral thesis was the development of an optimisation framework aimed
at computing optimal noise annoyance abatement procedures for aircraft. During this work some
questions arose that were assessed and some of them are still open and could be topics of further
research. A brief summary and conclusions of the achieved results, as well as hints on the possible
directions for future work, are presented in what follows.
VII.1 Summary of contributions
The main contributions of this PhD thesis are summarised as follows:
• An extensive study of the state of the art in the design of noise abatement procedures was
presented firstly in Chapter II. We identified that there exist several strategies that permit
the design of more noise friendly trajectories. The majority of operational strategies used
nowadays are specific recipes that have been proved to improve noise footprints in some
conditions or in particular segments of the trajectory. However, an assessment of the whole
trajectory and therefore the optimisation of the noise impact is still an on-going topic of re-
search. Several optimisation approaches appear to be useful for the design of such optimised
procedures. We have identified the calculus of variations, the brute force (or exhaustive)
method, the nonlinear and dynamic programing techniques, and finally, the stochastic algo-
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rithms. Regardless of the chosen method, the main difficulties encountered for the problem
we tackle are the required computational burden for realistic scenarios, the possibility and
easiness to model all kind of constraints, the sensitivity to local minima due to the non-
convexity of the problem and the implication of the user at low level issues related with the
optimisation process. At operational level, the main difficulties of this problem is the assess-
ment of multiple conflicting objectives, taking into account not only noise criteria but also
airport capacity, airspace and traffic separation constraints.
• A survey on noise annoyance models was also included. We saw that there exist multi-
ple ways of measuring noise by using several metrics and spectral ponderation strategies.
Moreover, several studies were pointed out showing that noise annoyance not only depends
on the acoustical magnitudes but also on a diversity of factors such as the hour of the day,
the type of affected zone, subjective and personal elements of the affected people etc. Thus,
building a noise annoyance model is not an easy and straightforward task. Furthermore, it
is not clear how a hypothetical detailed and complex model could be considered in an op-
timisation framework for optimal flight procedures. In this context, fuzzy logic approaches
were identified as a possible way to model the complexity of noise annoyance by using
knowledge based reasoning.
• Amodelling methodology was developed in Chapter III in order to build the required mod-
els for solving the optimisation problem. We developed a state representation of the dynamic
equations describing the aircraft movements. This model turned out to be a hybrid model
where different dynamics appeared in function of certain flight phases (when flap/slats and
possible thrust configurations were considered). Knowing this, a methodology was pro-
posed to deal with these switching behaviours by using smooth transitional functions that
proved to be more suitable in the optimisation algorithm. On the other hand, a basic fuzzy
logic model was developed in order to show how complex and knowledge based models
could be treated in the optimisation. In this way, we showed that after a defuzzification
process, the noise annoyance could be expressed also as a set of nonlinear functions.
• The optimisation of noise abatement procedures was formally written as a nonlinear optimal
control problem in Chapter IV. A direct transcription into a Non Linear Programming (NLP)
problem was implemented and a commercial NLP solver was used. The computational
burden in all the examples that followed remained acceptable. The major drawback of this
technique is the high sensitivity to locally optimal solutions. Indeed, the problem is highly
non-convex and the NLP solver has no means to avoid local minima. Global optimisation
packages were tested unsuccessfully due to the high computational burden required. At
this point, we conclude that with this technique the optimisation of this kind of trajectories,
in a fully automated way, is not possible with nowadays technology. This leads to another
paradigm where more interaction is required from the user of the optimisation framework.
Thus, convenient guesses or initial trajectories should be given to the NLP solver based on
the user’s experience and common sense. Then, a thorough post analysis of the results
would also be required in order to identify possible locally optimal solutions requiring new
optimisation runs if necessary.
• One of the most important contributions of this PhD thesis is the assessment of different
multi-objective optimisation techniques. Scalarisation methods were identified as the most
widely used methodologies for solving these kinds of problems. They have the enormous
advantage that a multi-criteria optimisation problem is transformed into a single-objective
optimisation problem where a weighted average criterion is optimised. However, they present
some drawbacks as we identified in Chapter IV. Lexicographic, hierarchical, egalitarian and
goal optimisation strategies were presented and tested.
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• Lexicographic optimisation was used in Chapter V with a hypothetical scenario where an
aircraft departure was optimised. We concluded that this kind of strategy is very convenient
when the decision maker has a clear idea of the priorities among the optimisation objec-
tives. In a scenario where different locations can be arranged according to these priorities,
a Pareto optimal solution can be obtained by means of an easy iterative and intuitive al-
gorithm. Moreover, this staged optimisation helps when considering non-commensurable
criteria such as noise and fuel or time consumption.
• An additional advantage of lexicographic or hierarchical optimisation is that the user has
more control on the local minima problem. Since these optimisation techniques are executed
with successive iterative steps, the user can perform an analysis at each intermediate result.
This advantage is not possible, for instance, if the common scalarisation technique is used.
In that case, only one optimisation is run and local minima can only be avoided by running
the optimiser several times starting from different initial guess conditions.
• As expected, a serious drawback of lexicographic optimisation was in its application in the
case where the priority ranking among the objectives is unknown. This could easily be the
case in noise abatement procedures if several equally important populated locations have to
be considered. A naive solution was firstly explored by computing all possible lexicographic
prioritisations for a given scenario. Then, a new door opened where a global performance
criterion (or a set of criteria) had to be defined in order to choose a final trajectory. By doing
this, the decision maker would have some final trajectories minimising each performance
criterion, and according to his/her experience, could select one among them. A first con-
clusion of this method was that several prioritisations may lead to the same final trajectory,
depending on the scenario characteristics and the placement of the noise sensitive locations.
This was due to the degrees of freedom that the lexicographic algorithm leaves to lower
prioritised objectives once the higher prioritised ones no longer have influence in the opti-
misation. Obviously, the main drawback of this approach was a prohibitive computational
burden for big scenarios. Heuristic methods aimed at reducing this computational loadwere
tested, but then the problem of having a local optimal solution arose again.
• Chapter V also showed how it was possible to compromise among the noise sensitive loca-
tions by relaxing the lexicographic constraints. This method, called hierarchical optimisation,
gave more sense to the global performance criterion defined previously and aimed at choos-
ing a final solution. With this approach, heuristic methods performed better due to the fact
that a relaxation value existed where all prioritisations led to the same final solution. Yet
the main conclusion was, that by using different relaxation values the whole Pareto fron-
tier could be completely explored. Therefore, the problem could be reformulated with the
minimisation of the performance criterion as objective function itself.
• The maximum absolute deviation of all the objectives, from each respective ideal value,
was then chosen as performance criterion to be minimised. This new formulation, named
min-max, egalitarian or Tchebycheff was adopted in Chapter VI. In fact, the solution coming
from this new optimisation problem was called fair because it minimised the final value of
the worst objective. Moreover, this assessment on the fairness of the trajectory, drove us to
choose the absolute annoyance deviation values as the final optimisation criteria.
• Egalitarian optimisation leads to weakly Pareto solutions. So, an egalitarian lexicographic
algorithm was developed in order to obtain a fair but also Pareto efficient trajectory. This
algorithm was successfully tested in Chapter VI. There, a final optimisation strategy, com-
bining the best features of the egalitarian lexicographic, goal and hierarchical optimisation
techniques was implemented.
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• In the same Chapter, a complex real scenario was also considered. We presented amethodol-
ogy to construct a grid of measurement points in order to consider a large amount of popu-
lated areas. Again, the user of this framework is called on to thoroughly choose the locations
of these points. Taking advantage of the nature of the final optimisation strategy, the final
number of measurement points could be considerably reduced consequently improving the
computational burden.
• One of the main conclusions is the compromise existing between the automatisation of the
process (i.e. a black box that computes a noise abatement procedure with a single mouse
click) and the sensitivity to local minima. Although the presented methods can improve
the task of avoiding these minima, a manual intervention by an expert user is still needed.
However, we think that this tool can still improve the current situation where the automati-
sation is zero and much more trial and error is performed by the same group of expert users.
With the presented methodology the problem is somehow divided in separated stages; by
choosing first the aspiration levels at special locations (if any), selecting priorities among
the objectives (if any), obtaining one or more noise annoyance optimal trajectories, consider-
ing other optimisation criteria such as fuel or time costs, and finally providing the decision
maker with tools for selecting a final trajectory. Even if with this methodology some trial and
error may be still recommended, we hope to have contributed to enhancing the efficiency,
accuracy and scientific rigour in the design of optimal noise abatement procedures.
VII.2 Future Research
During this thesis new questions and research lines arose. Taking advantage of the optimisation
framework that has been developed and for the sake of completeness, the following work items
are proposed for the future:
• Albeit the developed equations for the dynamics of the aircraft took into account the wind
vector, in the presented examples wind was always supposed to be zero. The main rea-
son was the lack of knowledge on how wind conditions actually effect noise propagation
equations. Therefore, if the noise model can be further improved by considering wind con-
ditions, a sensitivity study of the optimal trajectories under these conditions would be worth
carrying out.
• The noise annoyance models could be improved taking into account more non-acoustical
factors and therefore, expanding the input variables and the set of rules in the inference
process. In particular, the effect on the annoyance of multiple over-flights over the same
populations should be considered. In addition, social surveys in the considered scenario
could be a good starting point in order to enhance these models. Besides that, a more de-
tailed modelling will also be needed, for example requiring empirical measurements (such
as the background noise at the different locations) and the assessment of the problem for a
multidisciplinary group of experts.
• Additional objectives could be added into the optimisation framework. With carbon emis-
sions trading schemes on the horizon, we could improve themodel taking into account these
emissions. An interesting problem would arise because of the conflict in objectives among
different emissions and the minimisation of noise.
• From an Air Traffic Management (ATM) point of view, we did not assess capacity issues in
the case that such procedures may be flown in dense Terminal Manoeuvring Areas (TMA).
Actually, if each aircraft is flying its own optimised trajectory, the regular traffic patterns
VII.2 Future Research 105
known today will no longer be useful. This leads to a more complex situation for ATM and
the situational awareness of the pilots could be impacted as well, especially with respect to
nearby traffic. The developed methodology has the possibility to impose time, altitude or
speed constraints at given (way)points. Therefore, by using these features (and maybe other
additional ones) it would be interesting to compute optimal trajectories with different traffic
loads in the TMA and by enforcing other ATM restrictions.
• At operational level, some of the obtained trajectories may present some issues in their flya-
bility (and would scare some pilots). It is clear that these trajectories are the optimal ones from
a theoretical point of view. Then, a thorough operational assessment must follow. However,
it would be convenient to define how this assessment should be done and if it would be pos-
sible to somehow automate it or even incorporate new features in the optimisation process.
• In this context, new operational paradigms should also be taken into account. For example,
in the present work we have considered a manual thrust selection. Thus, during a depar-
ture only two thrust settings were possible, going from Take-off–Go Around to Climb thrust
settings. Why not consider a future application in where the aircraft is flown automatically
and thrust can be continuously adjusted?
• Considering the optimal problem resolution, we implemented the direct transcription into
an NLP problem. Taking advantage of the already existing framework, different strategies
such as stochastic algorithms or dynamical programming could be tested and a comparative
study on their performances could be carried out too.
• In a similar way, we outlined what we thought they were the most appropriate multi-
objective resolution techniques, such as lexicographic, hierarchical, egalitarian and goal op-
timisation. However, a collection of alternative methods exist that would be worth consid-
ering. In this way, more information could be provided to the decision maker and therefore
his/her task could be easier.
And thus do we of wisdom and of reach, with windlasses and
with assays of bias, by indirections find directions out.
— William Shakespeare
(Hamlet - Act II. Scene I)
A
Airraft navigation
Air navigation is the process of directing an aircraft from a certain point to another by means of
the own pilot ability or by using different kinds of navigation instruments. In civil aviation, there
are two main ways to navigate and it is said that an aircraft is evolving accordingly to certain
flight rules, which are:
• Visual Flight Rules (VFR); or
• Instrumental Flight Rules (IFR).
VFR navigation is based on visual references seen from the cockpit, such as: rivers, moun-
tains, roads, etc. In this type of navigation almost no instruments are used and, if used, they are
always a complementary means of navigation. Therefore, Visual Flight Rules are strictly bound to
certain favourable meteorological conditions (measured in terms of visibility and minimum sep-
aration between the aircraft and the surrounding clouds) and, as a consequence, its use is almost
restricted to private or leisure aviation.
On the other hand, an aircraft flying under IFR rules uses several navigation instruments
which provide the pilot with the necessary information to follow its trajectory or navigation route
with no need for external visual references. The route to be followed can not be any trajectory, but
must be one being previously studied by the competent authorities in air traffic management, and
being conveniently published. Particularly, these trajectories are called procedures (for airport
departure, arrival or approach manoeuvres) or airways (for the en-route phase). The design of
procedures and airways guarantees obstacle clearance bymeans of a minimum safe flight altitude,
as well as the minimum separation between aircraft using different procedures or airways in the
vicinity. Moreover, this kind of organisation helps on managing and controlling the air traffic.
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A.1 Radionavigation systems
Most of the navigation instruments and equipment which support IFR flights use the radiofre-
quency technology and this is why they are called radionavigation instruments (or equipments).
There are several types of these systems and the most used world-wide are theNon Directional Bea-
con (NDB), the VHF Omnidirectional Range (VOR), the Distance Measurement Equipment (DME) and
the Instrumental Landing System (ILS). All of them consist of radio transmitters placed at known
locations and, with the convenient receiver equipment on-board, valuable information can be de-
rived for navigation purposes.
Roughly, a NDB on-board receiver (which is, actually, an Automatic Direction Finder or ADF)
can determine the direction to the NDB station relative to the aircraft displaying it on a relative
bearing indicator. A VOR equipment provides more information to the pilot, allowing the air-
borne receiving equipment to derive a magnetic bearing from the station to the aircraft (direction
from the VOR station in relation to the Earth’s magnetic North at the place of the ground facility).
A DME provides a distance figure between the aircraft and the ground station based on a sequence
of interrogations and responses between the on-board and the ground equipment. On the other
hand, the main use of the ILS is to support the final approach phase for a given runway. This sys-
tem is actually composed by two subsystems, the first one is the Localizer (LLZ) which gives lateral
guidance with respect to the runway centreline and the second one is the Glide Slope (GS) giving
vertical guidance with respect to a nominal glide path descending towards the runway threshold.
Summing up, all these systems can be treated as different radiobeacons which give to the
user (the pilot) relevant information about his relative position to the beacon. Furthermore, the
use of more than one system at the same time allows the pilot to compute the aircraft position in
a map (by using for example a VOR radial and a DME arc, or two VOR radials, etc.). In this way,
it is possible to define flight instrumental procedures to guide the aircraft that can be flown all
time and with (almost) all weather conditions. It is out of the scope of this document to describe
in detail these systems, which are often called as conventional radionavigation systems. For further
details the reader can refer to (Sa´ez Nieto & Salamanca Bueno, 1995) or (Kayton & Fried, 1997).
A.1.1 Satellite navigation systems
A satellite navigation system uses a constellation of satellites, which transmit radio signals allow-
ing the receivers to compute their current position. The most important global constellation of
satellites is that of the Global Positioning System (GPS) developed by the United States of Amer-
ica. GLONASS1, in turn, was developed by the former Soviet Union and uses another dedicated
constellation. Finally, the European Union is developing nowadays their own navigation satellite
system named GALILEO.
Despite that GPS has been available for civil use since mid 80’s, in civil aviation these systems
are still playing a secondary role. Civil air transport is considered as a safety of life application
and all systems involved must verify very high and strict levels of performance. In this context
GPS or GLONASS satellite navigation systems do not meet these requirements and can not be
used in all phases of flight as primary means of navigation. One of the major drawbacks is the
lack of integrity, which is defined as the ability of the system to provide timely and valid warnings
to the user if it is not functioning properly. In addition, for some critical flight phases (such as
the approaches) these systems may suffer from poor accuracy or availability too (ICAO, 1996). In
this context, some solutions have been recently developed in order to overcome the problems of
the stand alone use of GPS or GLONASS systems. With a generic name of Augmentation Systems
these solutions provide GPS and GLONASS users with an extra set of information in order to
enhance the whole system performances and achieve the strict requirements for using them in
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civil aviation.
There are three different types of augmentation systems, basically distinguished in function
of the source which is providing this extra set of information: Airborne Based Augmentation Sys-
tems (ABAS), Ground Based Augmentation Systems (GBAS) and Satellite Based Augmentation Systems
(SBAS). At present, SBAS systems are that ones being in a most advanced phase of development
and certification. The first one being developed, and currently operational, is the American Wide
Area Augmentation System (WAAS) followed by the European Geostationary Navigation Overlay Ser-
vice (EGNOS) (expected to be fully operational at the end of 2009) and the JapaneseMTSAT Space
Augmentation System (MSAS) (still under development). Recently, the Indian government has an-
nounced the future development of its own SBAS system, GAGAN: the Gps And Geo Augmented
Navigation system (Suryanarayana Rao & Pal, 2004).
The generic term Global Navigation Satellite System (GNSS) include all the systems which
allow for the positioning of an aircraft by means of signals received from navigation satel-
lites, including the global constellations but also all kinds of augmentation systems. For fur-
ther reading, a description of the GPS system and its involved technology is deeply presented
in (Parkinson & Spilker, 1996), while more information concerning European satellite navigation
program can be found, for instance, in (Lucas et al. , 1996) or (Ventura-Travesset et al. , 2001) and
in the European Space Agency navigation web page (ESA, 2009).
A.2 Flight Phases and navigation procedures
Flights under Instrumental Flight Rules (IFR) are often divided in different phases of flight which
are summarised as follows.
A.2.1 Taxi and take-off
At present there are no specific radionavigation procedures for taxi and take-off and therefore,
even with IFR flight these phases are always conducted under visual conditions. Should the vis-
ibility in the departing airport be seriously degraded, the capacity of the airport may be reduced
(due to higher safety ground separation distances between aircraft) and eventually the airport
may be temporally closed to traffic.
A.2.2 Departure
Just after take-off the departure procedure begins and it is aimed at guiding the aircraft from
the departing runway to a given point to join the en-route airway structure. These procedures
are called Standard Instrumental Departure (SID) and besides horizontal tracks, can also specify
some restrictions in the altitude or speed profiles along the procedure. Generally, there exist a
set of departure procedures covering all possible destinations of the departing aircraft. SIDs are
usually enforced around these airports with a significant amount of traffic allowing, in this way, to
better organise the departing traffic, minimising potential conflicts with arriving traffic and easing
the tasks for both pilots and controllers which know beforehand the expected trajectory that the
aircraft will follow. In addition, SIDs are designed in a way that the obstacle clearance margins
are safely respected during the whole procedure. On the other hand, SIDs are not always the
shortest routes departing an airport and therefore they are not the most economic ones from the
airliner point of view. That is why in small airports with few traffic during the day, these kind of
procedures may not be used.
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A.2.3 En-route
After the departure the en-route phase follows. Here the aircraft navigates through a sequence of
airways that covers more or less efficiently the airspace. Airways form a dense network of routes
which have been designed to better manage the air traffic flow, assuring the separation between
aircraft and making them compatible with restricted portions of the airspace.
A.2.4 Arrival
The arrival phase is defined in a similar way if compared with the departure. Standard Terminal
Arrival Routes (STAR) are published in airports that require such procedures in order to better
cope with high volumes of traffic. STAR procedures allow the aircraft to leave the airway en-route
structure and direct it to a point where the approach to the landing runway can be safely initiated.
A.2.5 Approach and landing
The main purpose of an approach procedure is to properly align the aircraft with the runway
centreline as well as to give a descend guidance to the runway threshold while maintaining the
aircraft with a safe obstacle clearance margin during the whole procedure. The approach proce-
dure is obviously runway dependent but also system dependent, i.e. there may exist different ra-
dionavigation systems used as primary means of navigation during the final approach segment.
Thus, even if the initial approach point could be the same an aircraft may perform an approach
procedure or another depending of the availability of radionavigation systems.
The most used type of approach in commercial aviation is the ILS approach, followed by the
VOR-DME approach. However, it is expected that in a short-mid term GNSS based approaches
will be more and more frequent. An approach procedure includes always a missed approach pro-
cedure which is the procedure to be followed if the approach is aborted, for instance, due to poor
visibility conditions, potential traffic conflicts in the runway or wrong speed or altitude values
prior to land.
In general, approaches are classified as either precision or non-precision. Precision ap-
proaches utilise both lateral and vertical guidance information while non-precision approaches
provide lateral course information only.
A.3 Conventional and RNAV navigation
As it has been seen, the main role of the navigation instruments (and systems) is to assess the air-
craft to follow certain flight procedures. During last decades, navigation in continental airspace
has been based on the use of radionavigation aids spread widely in the territory but resulting
sometimes in non-efficient and inflexible routes. This is the main cause of flight delays (due to
bottle necks in some high over-flown radionavigation aids), environmental and noise issues and
non-economically optimal routes for airline operators. This type of navigation, based on over-
flying a set of radionavigation aids and on following specific bearings to/from these aids is com-
monly known as Conventional Navigation.
With the introduction of computerised and digital avionics, jointly with an important on-
board integration of different systems, new solutions have arisen to overcome the major draw-
backs of conventional navigation. A first step into new navigation techniques was introduced
with the Area Navigation (RNAV) concept. Aircraft equipped with suitable RNAV systems can fly
routes that can be defined between arbitrary waypoints and, therefore, not necessarily placed over
radionavigation aids, as required with conventional navigation. This concept is possible thanks to
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the on-board FlightManagement Systems (FMS) that continuously compute the position of the air-
craft using data from one or several sensors. These new, and flexible, routes must be defined in an
Area properly covered by one or more types of RNAV positioning aids (or sensors). This position
computation can be done with VOR-DME positioning, DME-DME positioning, by using Inertial
Reference Systems (IRS) or even with Global Navigation Satellite Systems (Eurocontrol, 1998). It
should be noted that it is possible to define RNAV routes at any place in the world providing that
aircraft will be equipped with an RNAV system with GNSS positioning capability.
RNAV was first introduced in Europe by April 1998 and is considered as a vitally impor-
tant contribution to the development of an optimal en-route operating environment in European
airspace. In addition, RNAV procedures are settled as an objective for all phases of flight in Eu-
rope2. In this context, EUROCONTROL (the European organisation for the safety of air naviga-
tion)3 has defined RNAV concept GNSS as the key enablers for future improvements in terms of
safety, efficiency and/or economy of flight, provided that their implementation is based on a fully
co-ordinated, harmonised, evolutionary and flexible planning process (Eurocontrol, 2003).
The official and standardised methodology to design flight procedures is published by the
International Civil Aviation Organisation in the Volume II of the document 8168. Procedures for
Air Navigation Services - Aircraft Operations (ICAO, 2006b). It provides basic guidelines to States or
organisations in charge of designing instrumental flight procedures. The corresponding material
specifically designated to flight operators (including flight crews), is found in Volume I of the same
publication (ICAO, 2006a). Obstacle clearance is the primary safety consideration in developing
such instrument procedures. However, other considerations, such as noise preferential routes and
noise abatement procedures, are also taken into account when designing them.
A.3.1 RNAV path terminators
As explained before, an RNAV system receives data inputs from various sensors and (with a con-
venient database) computes aircraft position, interprets a flight plan, calculates what is required to
achieve the desired flight path and then sends pitch or vertical speed/path and roll to the Flight
Control Computers, which, in turn, will command the flight surfaces directing the aircraft on a
particular path generated by the FMS.
The interpretation of a published procedure into a format that the FMS of the aircraft can
interpret is a critical issue: in RNAV navigation the pilot is not longer flying “a chart” but it is
the FMS which is flying “a database”. To facilitate this interpretation there is a database standard
published by Aeronautical Radio, Inc. (ARINC): the standard 424 (ARINC, 2000). This document
details how navigation databases for FMSs are to be coded. One of the most important elements
of this coding is that of Path Terminators, which provide the means to translate terminal area
procedures, such as SIDs, STARs and approach procedures, into FMS readable code. Each Path
Terminator is made up of a two letter code that defines a specific flight path and a specific type
of termination for that flight path. It is important to note that there are 18 different published
versions or supplements of the ARINC 424 standard and, therefore, not all existing FMSs have
been implemented in the same way and in the same period. In practice, this leads to some track
dispersion around the RNAV nominal path, especially during turns, but it means also that not all
Path Terminators can be flown by all RNAV equipped aircraft.
One of the most relevant issue is how the turns are conducted when using RNAV navigation.
There are two types of RNAV waypoints: fly-over waypoints and fly-by waypoints. In a fly-over
waypoint (see Figure A-1(a)) the aircraft must over-fly it before directing to the next flight plan
leg. On the other hand, in Figure A-1(b) a fly-by turn is shown. Here, the aircraft is allowed to
2Actually in the European Civil Aviation Conference Area (ECAC), which covers more countries that those just
constituting the European Union
3http://www.eurocontrol.int
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(a) Fly-over (b) Fly-by
Figure A-1: RNAV waypoint types
(a) Track between Fixes (TF) (b) Direct to a Fix (DF)
Co
urs
e
(c) Course to a Fix (CF) (d) Radius to a Fix (RF)
Figure A-2: Example of some RNAV Path Terminators
anticipate the turn in order to perform it smoothly an efficiently. The Distance Turn Anticipation
(DTA) is the distance preceding a fly-by waypoint at which an aircraft is expected to start a turn
to intercept the course of the next segment. DTA values are based on the true airspeed at which a
turn is carried out, wind speed and direction, bank angle limitations and degrees of track change
required for the turn.
The way the aircraft proceeds from one leg to another will depend on the coded Path Ter-
minators. For example, after a fly-over waypoint one can proceed Direct to the next Fix (DF Path
Terminator) or the aircraft may join the Track between the two Fixes (TF Path Terminator) or even
join next fix by following a specific Course to the Fix (CF Path Terminator). Another important
Path Terminator, which specifies a constant radius turn between two waypoints, is the Radius to a
Fix (RF). Figure A-2 shows how the above mentioned path terminators would change the nominal
aircraft trajectory for a same portion of the flight plan. The ARINC 424 standard specifies up to 23
different path terminators, even if most of the FMSs can usually execute an small set of them.
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A.4 Airspace structure
In general, each state manages the airspace within the national boundaries. Airspace is divided
in different Flight Information Regions (FIRs) and Upper Information Regions (UIRs) which are
designed with the objective to better manage and control the en-route traffic flying over the State.
The Air Navigation Service Provider (ANSP) is in charge of this airspace design and management
providing alert (search and rescue) and information services to aircraft. In addition, in some por-
tions of the airspace control services (Air Traffic Control or ATC) are also given, ensuring in this
way, the separation between aircraft. Departing or arriving traffic is generally more difficult to
handle because of the conflicting ascending and descending trajectories as well with the conver-
gence of the routes to the airport areas. Then, around major airports (or group of nearby airports)
there exist portions of airspace devoted to handle depart, arrival and approach procedures: the
Terminal Manoeuvre Area or TMA. Therefore SIDs, STARs and approach procedures will be, in
general, within the boundaries of a TMA.
Chance is a word void of sense; nothing can exist without a
cause.
— Franc¸ois-Marie Arouet (Voltaire)
B
Bakground on airraft noise
Aircraft noise is the perceived sound that is produced by any aircraft, or its components, during
the different phases of a flight. This Appendix introduces some basic concepts in acoustics theory
applied to aircraft noise. Different noise metrics and units are presented, all of them intended to
measure the amount of noise or annoyance caused by one or several noisy events.
B.1 The Nature of Noise
A sound wave, in the direction of its propagation, carries with it a certain energy. The changes
in air pressure which reach the human eardrum set it in vibration: the greater these changes, the
louder is the sound. Due to the wide range of different sound pressures, this magnitude is often
expressed by using a logarithmic scale:
N = 20 log10
(
P
P0
)
(B.1)
whereN is the sound pressure level in decibels (dB), P is the sound pressure and P0 is a reference
noise pressure, which is usually taken as the international standardised human minimum audible
threshold of 20µPa.
Human perception of loudness is highly nonlinear and the relationship between frequency,
intensity, and loudness is quite complex. The human hearing system is more sensitive to some
frequencies than others. Furthermore, its frequency response varies with the sound pressure level
as has been demonstrated by the measurement of equal-loudness contours published by the In-
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Figure B-1: Equal-loudness contours as specified in (ISO, 2003)
ternational Organisation for Standardisation (ISO, 2003). In Figure B-1, each solid line correspond
to a equal-loudness contour, which is usually measured in Phons, the subjective unit for loudness.
The dotted red line corresponds to the human minimum audible threshold. As it can be see in the
Figure, in general, low frequency and high frequency sounds are perceived to be not as loud as
mid-frequency sounds. This effect is more pronounced at low pressure levels, with a flattening of
response at high levels.
Thismeans that sound pressure levels are not well suited to express the loudness that humans
are exposed to. Therefore, they might be corrected to correlate overall sound pressure with the
frequency sensitivities of the human ear. This process, commonly referred as a weighting process,
ponderates differently the noise pressure in function of the frequency of that noise component.
There are several weighting techniques relating to the measurement of sound pressure level, as
opposed to actual sound pressure. The A-weighted scale, defined in (IEC, 2003), emphasise sound
components in the frequency range where most speech information resides, yielding higher levels
in the mid-frequency range and lower levels in both low frequency and high frequency ranges
(see Figure B-2). A-weighted noise level is used extensivelyworld-wide formeasuring community
and transportation noise. When using this ponderation scale, noise levels are given in dB(A) units.
Table B-1 shows some examples of A-weighted perceived noise levels for different kind of sources.
In addition, there exist other particular spectra corrections which are more suitable when
modelling aircraft noise. The C-weighted decibel scale, which retains the low frequency portions
of the spectrum, is intended to provide a means of simulating human perception of the loudness
of sounds above 90dB. Finally, the tone-corrected noise level scale is also used to estimate per-
ceived noise from broadband sound sources, such as aircraft, which contain pure tones or other
major irregularities in their frequency spectra. Noise levels in low and high frequency band are
B.2 Aircraft noise 117
-70
-60
-50
-40
-30
-20
-10
 0
 10  100  1000  10000
Frequency [Hz]
R
el
at
iv
e
R
es
p
o
n
se
[d
B
]
Figure B-2: A-weighting scale
Table B-1: Typical A-weighted noise levels for different kind of emitting sources.
Source: (Harris, 1997) and (Eurocontrol, 2009)
Jet aircraft taking off at 25m 140 dB(A)
Night club background noise 110 dB(A)
Printing workshop background noise 100 dB(A)
Heavy lorry at 15m 90 dB(A)
Cement mixer at 15m 80 dB(A)
Vacuum cleaner at 3m 70 dB(A)
Car at 100kmh−1 at 30m 65 dB(A)
Normal conversation 60 dB(A)
Quiet urban daytime background noise 50 dB(A)
Country-side background noise 45 dB(A)
Whisper at 2m 35 dB(A)
Recording studio background noise 25 dB(A)
Minimum audible threshold 0 dB(A)
depressed while metric levels are elevated if there exist pure tones in the spectra.
B.2 Aircraft noise
For a flying aircraft, two main sources of noise can be identified: airframe noise and engine noise.
Airframe noise is the aerodynamic noise generated by all the non-propulsive components of an
aircraft. As summarised by (Casalino et al. , 2008), five main mechanisms are recognised to con-
tribute significantly to the airframe noise:
• the wing trailing-edge scattering of boundary-layer turbulent kinetic energy into acoustic
energy;
• the vortex shedding from slat/main-body trailing-edges and the possible gap tone excitation
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through nonlinear coupling in the slat/flap coves;
• the flow unsteadiness in the recirculation bubble behind the slat leading-edge;
• the roll-up vortex at the flap side edge; and
• the landing-gear multi-scale vortex dynamics and the consequent multi-frequency unsteady
force applied to the gear components.
An accurate and complete review on this topic is done by (Crighton, 1991). In a first approxi-
mation, the acoustic intensity produced by airframe noise can be considered to be proportional to
the cube of the relative air-to-aircraft speed (True Airspeed).
Concerning the power plant noise, for jet equipped aircraft, the noise is related to the four
main components of the engines: compressors, turbines, combustion chamber and exhaust noz-
zle. Lighthill’s eighth power law (Lighthill, 1954) states that the acoustic intensity radiated by a jet
engine is proportional to the eighth power of the jet speed, presenting, as well, a clear directional
distribution.
During a departure, high levels of thrust are used and, therefore, most of the emitted noise
comes from the power-plant. On the other hand, for modern high-bypass engine powered com-
mercial aircraft, the airframe noise represents the main contribution to the overall flyover noise
levels during landing approach phases, when the high-lift devices and the landing-gear are de-
ployed. For example, in (Gue´rin et al. , 2005) a set of measurements were conducted after several
fly-overs of an Airbus A319. According to this study, during a departure the power-plant noise
masks all noise contributions due to aerodynamic effects. Thus, different flap/slats configurations
and climbing speeds have almost no influence in the perceived noise. As expected, this is not the
situation when the measurements where conducted in approach and landing phases. In this case
flap/slats settings and approach speeds have an important influence in the perceived noise with,
for instance, an increment of 5dB(A) for an increase of 15ms−1 (30kt) of the approach speed.
B.2.1 Noise metrics
There exist a wide variety of metrics aimed at representing and evaluating noise impact from air-
craft operations. One possible acoustic measure to describe the magnitude of the noise produced
by an over-flying aircraft is to measure the maximum sound level (Lmax) that has been perceived
(see Figure B-3).
However, the time duration of the event (i.e. the exposure to noise) is also an important com-
ponent to be measured. In this context, there are several different exposure based metrics such as
the Sound Exposure Level (SEL), which measures the sound level of a one-second event equiv-
alent in acoustic energy to the original event. This metric allows comparing events that vary in
duration. The Single Event Noise Exposure Level (SENEL) metric is a slight variant of SEL, in that
it considers the noise level over a period during which the noise level exceeds a threshold level,
rather than over its entire duration. In Figure B-3 SEL and SENEL values are represented for a
same noise event, where A represents the total acoustic energy of the event while B is the acous-
tic energy computed only for the part of the event which has higher noise level than a specified
threshold, which usually corresponds to the ambient noise level.
On the other hand, if multiple events are taken into account (such as aircraft flyovers during
a day) a widely used metric is the LEQ or Equivalent Sound Level. This metric is an accumulative
measure of the perceived sound exposure level (SEL) during a 24-hour period. The Day-Night
Average Sound Level metric (DNL) adds a 10 factor penalty multiplier to night noise events (oc-
curring between 22h and 7h) taking into account their greater intrusiveness and eventual sleep dis-
turbance. Similarly, the Day-Evening-Night-Level (DENL) has been defined with an extra 5dB(A)
penalty for the evening hours (from 19h to 23h) and again a 10dB(A) penalty for the night hours
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Figure B-3: Example of three different metrics for a same noise event
(from 23h to 7h). On the other hand, if the tone-corrected scale is used (instead of A,B or C weight-
ing scales) the Perceived Noise (PN) and Effective Perceived Noise (EPN) metrics incorporate the
different frequencies and duration of noise patterns, which result from various speeds and modes
of operation of aircraft.
There are other metrics which deal with the time or percentage of time that the noise level
is above a specified noise-level threshold, considering aircraft operations during a particular time
period (usually 24h). Time Above (TA) metrics, are not often used but is very often requested by
community members who believe it will represent their noise problem more convincingly than
the others. Similarly, other metrics count for the number of events louder than a certain threshold
value. An example for these kinds of metrics (notably used in Australia) is the N70 (or NA70)
metric, where the threshold value is fixed to 70dB(A). Its main advantage is that reports noise in
a way that a person thinks and talks about aircraft noise (Southgate et al. , 2000). Summing up, we
can distinguish among four different families of noise metrics:
• Maximum level based metrics (Lmax,PN,...)
• Exposure based metrics (SEL, SENEL, LEQ, DNL, DENL, ...)
• Time above based metrics (TA,...)
• Event based metrics (N70,...)
For a detailed definition of these and more noise metrics and their exact computations the
reader could refer to (Harris, 1997), (Burn et al. , 1995) or (Zaporozhets & Tokarev, 1998a).
Each metric differs significantly from the others both in the way it represents noise impact
and in way the measure is best employed. For example, since DNL accounts for the loudness
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of individual events and the number of operations, an equivalent DNL value can result from
a few very loud over-flights or a large number of quieter ones. DNL is considered useful in
predicting the average response of communities but not of individuals. There is no agreement,
even amongst the experts, on which measurement is the most representative, or the most rele-
vant in a particular situation. For example, the International Civil Aviation Organisation (ICAO)
uses EPN for expressing its noise certification standards, see (ICAO, 1993a). On the other hand,
A-weighted maximum sound level (LAmax) and equivalent sound level (LAEQ) are often found
as reference metrics in many state regulations: see for instance the Catalan law concerning the
acoustical pollution (Generalitat de Catalunya, 2002). However, the European Commission pro-
poses DENL as the common unit for measuring transport noise (European Parliament, 2002b;
European Commission, 2003) even if nowadays there are alsomany localmetrics around theworld
like for example the ANEF (Australian Noise Exposure Forecast) in Australia or the Kosten metric
in The Netherlands, which is a exposure based metric that takes into account the way the airport
is operated, and the position relative to the runway.
For most gulls, it is not flying that matters, but eating. For this
gull, though, it was not eating that mattered, but flight.
— Richard Bach
C
Flight mehanis modelling
This Appendix provides sufficient background material to derive the equations of motion of an
atmospheric flying rigid body aircraft and express them in a state-space form, in order to model
the aircraft dynamics needed as constraints in the optimisation problem we study.
The state variables are defined as a set of variables such that knowledge of the state vector
at a particular time, and the control vector after this time, completely defines the motion (state
trajectory) from that time on. See (Kalman, 1963) for a formal definition of the state representa-
tion technique. In other words, the state variables shall be any set of variables that completely
define the state of the system which, in turn, is an indication of the stored energy of the system (i.e.
the potential and kinetic energies of the aircraft) and its distribution. It is desirable to choose a
minimal set of independent state variables and, obviously, the reduction of the equations of mo-
tion to state-space form may include the derivatives of some state variables as state variables in
their own right. As an alternative to the state equations, the aircraft mathematical model could be
built from a set of simultaneous ordinary differential equations of various orders. However, the
formalism and advantages that the state-space formulation provides are much more desirable for
the problem we tackle.
Therefore, the equations of motion of a flying aircraft in the state-space form will be written
as:
d~x(t)
dt
= ~˙x(t) = ~f(~x(t), ~u(t)) (C.1)
where ~x(t) ∈ Rnx is the state vector, ~u(t) ∈ Rnu is the control vector and ~f : Rnx+nu → Rnx is a
vector-valued nonlinear function of the individual states and controls. For the sake of simplicity,
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the time dependence (t) is dropped from the notation from now on.
The previous vector equation symbolises the nx first-order, coupled ordinary differential
equations
x˙1 = f1(x1, · · · , xnx , u1, · · · , unu)
...
...
x˙nx = fnx(x1, · · · , xnx , u1, · · · , unu)
(C.2)
where the fi represent different nonlinear functions of the nx state variables (xi) and nu input
variables (ui).
Finally, it should be outlined that regarding vectors and reference frames, the following nota-
tion has been adopted in this Appendix: let ~a be a given vector, then ~aX will be vector ~a expressed
in X reference frame coordinates. On the other hand, if ~b is a velocity vector, we will note ~bYX as
the velocity ~b seen from reference frame Y , expressed in X reference frame coordinates. Finally,
the operator ddtX (.) stands for the time derivative as seen from reference frame X .
C.1 Definition of the reference frames
In general, three different reference frames are commonly used to describe the equations of mo-
tion for a rigid aircraft. There, the rotational motion of the aircraft (angular positions and rates)
can be expressed. A Ground reference frame which will be used as inertial frame, an Air reference
frame where the aerodynamic forces are easily expressed and therefore we will develop the dy-
namic equations and finally a Body reference frame used as an intermediate frame to convert Air
magnitudes to Ground magnitudes. These three reference frames are defined as:
• Ground reference frame: G = [OG; e, n, h]. East, North, Height (or Up) conventional right
handed frame on the surface of the Earth with a given origin OG. The h axis points upwards
following the local vertical direction (i.e with the same direction of the local gravity vector,
~g but in the opposite sense) and the n-e plane is tangent to the Earth’s surface at OG. The e
axis points Eastwards and therefore the n axis points to the North.
• Body reference frame: B = [OB;xB, yB, zB]. Conventional right handed set of body fixed
axes with origin OB at the centre of mass of the aeroplane. The xB axis is forward aligned
(usually with the principal inertia axis of the aeroplane), yB axis starboard aligned and per-
pendicular to the symmetry plane of the aircraft and zB axis downwards the symmetry
plane of the aircraft and perpendicular to the xB axis. The xB − zB plane coincides with the
symmetry plane of the aircraft.
• Air reference frame: A = [OB;xA, yA, zA]. Conventional right handed frame with origin
OB , the centre of mass of the aeroplane. The xA axis is always aligned with the relative ve-
locity vector between the air and the aeroplane. yA axis is perpendicular to xA and starboard
aligned while zA axis goes down the aircraft and it is perpendicular to the xA-yA plane.
Three consecutively rotations are defined to describe the instantaneous attitude of the air-
craft (Body reference frame) with respect to the Ground reference frame. Starting from G these
rotations are (see Figure C-1):
• First rotation about the h axis, nose right (yaw angle ψ)
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Figure C-2: Euler angles for the B to A coordinate transformation
• Second rotation about the new e′ axis, nose up (pitch angle θ)
• Third rotation about the new n′′ axis (xB axis), right wing down (roll angle φ)
In the same way, two consecutively rotations allow to pass from the body frame B to the
aerodynamic reference frame A (see Figure C-2):
• First rotation about the yB axis, upwards (angle of attack angle, α)
• Second rotation about the new z′B axis (zA axis), rightwards (sideslip angle, β)
C.1.1 Transformation between Body and Ground frames
If ~rG = [ae an ah]
T and ~rB = [axB ayB azB ]
T are the position vectors of a given point ~r in frames G
and B respectively, in terms of coordinate transformations we have:
~rG = R
ψ
R
θ
R
φ~rB (C.3)
where Ri is the rotation matrix associated to the reference frame rotation caused by angle i. Ex-
panding the three rotation matrices, equation (C.3) yields to:
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
 anae
ad

 =

 cosψ − sinψ 0sinψ cosψ 0
0 0 1

 ·

 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ

 ·

 1 0 00 cosφ − sinφ
0 sinφ cosφ

 ·

 axBayB
azB

 (C.4)
Thus, the transformation from the position expressed in the Body reference axes to Ground
reference axes is:
~rG = RGB~rB (C.5)
being the transformation matrix:
RGB =

 cosψ cos θ − sinψ cosφ + cosψ sin θ sinφ sinψ sinφ + cosψ sin θ cosφsinψ cos θ cosψ cosφ + sinψ sin θ sinφ − cosψ sinφ + sinψ sin θ cosφ
− sin θ cos θ sinφ cos θ cosφ

 (C.6)
Shall the coordinate transformation be fromGround reference frame to Body reference frame,
we have:
~rB = RBG~rG = (RGB)
−1~rG (C.7)
On the other hand, it can be easily proved that (RGB)
−1 = (RGB)
T , then:
RBG =

 cosψ cos θ sinψ cos θ − sin θ− sinψ cosφ + cosψ sin θ sinφ cosψ cosφ + sinψ sin θ sinφ cos θ sinφ
sinψ sinφ + cosψ sin θ cosφ − cosψ sinφ + sinψ sin θ cosφ cos θ cosφ

 (C.8)
C.1.2 Transformation between Body and Air frames
If ~rA = [axA ayA azA ]
T is the position vector of a given point a in Air frame A, the coordinate
transformation from Body reference frame leads to:
~rA = R
α
R
β~rB (C.9)
having, in this case, only two rotations from B to A with the following transformation matrices:

 axAayA
azA

 =

 cosα 0 − sinα0 1 0
sinα 0 cosα

 ·

 cosβ − sinβ 0sinβ cosβ 0
0 0 1

 ·

 axBayB
azB

 (C.10)
Then, we have
~rA = RAB~rB (C.11)
with:
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Figure C-3: Euler angles for the G to A coordinate transformation
RAB =

 cosα cosβ − cosα sinβ − sinαsinβ cosβ 0
sinα cosβ − sinα sinβ cosα

 (C.12)
Shall the coordinate transformation be from Air reference frame to Body reference frame, we
have:
~rB = RBA~rA = (RAB)
−1~rA (C.13)
with:
RBA =

 cosα cosβ sinβ sinα cosβ− cosα sinβ cosβ − sinα sinβ
− sinα 0 cosα

 (C.14)
C.1.3 Transformation between Air and Ground frames
It is also possible to define three new angular rotations which led us to transform Ground refer-
enced magnitudes directly to Air referenced ones. In this case, starting from reference frame G,
these rotations are defined as (Figure C-3):
• First rotation about the h axis, nose right (aerodynamic heading angle χ)
• Second rotation about the new e′ axis, nose up (aerodynamic flight path angle γ)
• Third rotation about the new n′′ axis (xA axis), right wing down (aerodynamic bank angle µ)
Again, in terms of coordinate transformations we have:
~rG = R
χ
R
γ
R
µ~rA (C.15)
with the following transformation matrices:
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
 anae
ad

 =

 cosχ − sinχ 0sinχ cosχ 0
0 0 1

 ·

 cos γ 0 sin γ0 1 0
− sin γ 0 cos γ

 ·

 1 0 00 cosµ − sinµ
0 sinµ cosµ

 ·

 axAayA
azA

 (C.16)
Then,
~rG = RGA~rA (C.17)
with:
RGA =

 cosχ cos γ − sinχ cosµ + cosχ sin γ sinµ sinχ sinµ + cosχ sin γ cosµsinχ cos γ cosχ cosµ + sinχ sin γ sinµ − cosχ sinµ + sinχ sin γ cosµ
− sin γ cos γ sinµ cos γ cosµ

 (C.18)
Finally, the coordinate transformation from Ground reference frame to Air reference frame,
we have:
~rA = RAG~rG = (RGA)
−1~rG (C.19)
with:
RAG =

 cosχ cos γ sinχ cos γ − sin γ− sinχ cosµ + cosχ sin γ sinµ cosχ cosµ + sinχ sin γ sinµ cos γ sinµ
sinχ sinµ + cosχ sin γ cosµ − cosχ sinµ + sinχ sin γ cosµ cos γ cosµ

 (C.20)
C.2 Equations of motion
The equations of motion of a rigid body can be separated (decoupled) into rotational equa-
tions and translational equations if the coordinate origin is chosen to be at the centre of mass
(Wells, 1967). The rotational motion of the aircraft will then be equivalent to yawing, pitching and
rolling motions about the centre of mass as if it were a fixed point in space. However, this rota-
tional motion will be neglected assuming that the aircraft is equippedwith basic auto-pilots which
deal efficiently with their fast dynamics and thus controls its body attitude (yawing, pitching and
rolling motions).
At this point, Newton’s Second Law will be applied to a given flying aeroplane. First of all,
some basic hypotheses shall be considered.
C.2.1 Basic hypotheses
HYPOTHESIS 1 : The aircraft is supposed to be rigid
This hypothesis implies that all points in the aircraft structure maintain fixed relative positions in
space at all time. It is common to have flexing of the wings of a large passenger aircraft during
a flight. However, the interaction of flexibility effects with the aerodynamics greatly complicates
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the model and this field is still subject of ongoing research. Nevertheless, the rigid model as a
preliminary approximation is by far accurate enough to be considered in this study.
HYPOTHESIS 2 : The local wind flow field is known and steady
It is worth to assume that the wind velocity vector is constant over a region much larger than the
size of the aircraft, so wind shearing effects and torques will be neglected for this study.
HYPOTHESIS 3 : The total mass of the aeroplane remains constant with time
In the problem we tackle we will consider the take-off or approach manoeuvres of a conventional
commercial aeroplane. For example, a typical aeroplane of 180 passengers will consume around
1 000kg during a climb to cruise altitude, being its total mass of about 70 000kg. Therefore the
mass change over the considered time period will be about 1.5% which is negligible for our prob-
lem.
HYPOTHESIS 4 : The mass distribution is also constant with time
Passenger movements, fuel sloshing and shifting payloads effects are neglected and therefore the
centre of gravity of the aeroplane will be supposed to stay in the same place during the time period
of consideration.
HYPOTHESIS 5 : The reference frame G is supposed to be an inertial frame
In fact, Ground reference fame is both accelerating and rotating, however the accelerations associ-
atedwith the Earth’s motion can be neglected if compared to the accelerations that will experiment
the manoeuvring aircraft. This is equivalent to consider a flat non-rotating Earth.
C.2.2 Dynamic analysis
Taking into account all above hypotheses, Newton’s Second Law, applied to translational motion,
can be written in the Ground (inertial) reference frame as:
∑
~FG = m
[
d
dtG
~vGG
]
= m
[
d
dtG
(
~vAG + ~w
G
G
)]
= m
[
d
dtG
~vAG
]
(C.21)
were
∑ ~FG is the sum of all external forces applied to the aircraft, m is the total mass of the
aircraft, ~v is the velocity of the centre of mass of the aircraft and ~W is the local wind velocity.
As it will be seen later, aerodynamic forces are much simpler if represented in the Air ref-
erence frame. Therefore, it is interesting to rewrite equation (C.21) and express all magnitudes
with respect to this frame. See, for instance, (Beer et al. , 2004) for the details in how to transform
derivative magnitudes from one reference frame to another:
∑
~FA = m
[
d
dtG
~vAA
]
= m
[
d
dtA
~vAA + ~ω
GA
A × ~v
A
A
]
= m
[
~˙vAA + ~ω
GB
A × ~v
A
A + ~ω
BA
A × ~v
A
A
]
(C.22)
where ~ωXY , is the angular velocity vector of frame Y relative to frame X .
The sum of all external applied forces can be split as:
∑
~FA = ~F
a
A +
~F pA +mRABRBG~gG (C.23)
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were ~F a represents the sum of all aerodynamic forces, ~F p the sum of all propulsive forces
and ~g is the local gravity vector.
Finally, by using last force representation and substituting ~ωGBA by RAB~ω
GB
B , Newton’s Sec-
ond Law expressed in Air reference frames is given by:
~F aA + ~F
p
A +mRABRBG~gG = m
[
~˙vAA + RAB~ω
GB
B × ~v
A
A + ~ω
BA
A × ~v
A
A
]
(C.24)
And in the case we use the direct relation between G and A reference frames, last expression
becomes:
~F aA +
~F pA +mRAG~gG = m
[
d
dtG
~vAA
]
= m
[
d
dtA
~vAA + ~ω
GA
A × ~v
A
A
]
(C.25)
Now, all vectors used in equations (C.24) and (C.25) will be expanded in their three compo-
nents.
As commented before, in the Air reference frame aerodynamic forces can easily written as:
~F aA =

 −DY
−L

 (C.26)
Where D and L are the Drag and Lift aerodynamic forces and Y the aerodynamic sideforce
component along the Air yA axis.
Concerning the propulsive forces, we will assume the following hypothesis:
HYPOTHESIS 6 : The sum of all propulsive forces is a vector along xB axis
In modern jet aircraft, with the engines under the main wings, there exist typically a small thrust
component in the vertical zB body axis that will be neglected in this study. In addition we will
assume that in our study all aircraft’s engines are always operative producing a symmetrical thrust
force regarding the xB-zB plane.
Therefore, we have:
~F pA = RAB
~F aB =

 cosα cosβ sinβ sinα cosβ− cosα sinβ cosβ − sinα sinβ
− sinα 0 cosα



 T0
0

 =

 T cosα cosβ−T cosα sinβ
−T sinα

 (C.27)
where T is the total net thrust force generated by all the engines of the aircraft.
The local gravity vector ~g in the Ground reference frame is simply:
~gG =

 00
g

 with g ≃ 9.81 ms−2 (C.28)
On the other hand, and by definition, ~vA in A reference frame is written as:
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~vAA =

 v0
0

 (C.29)
where v is module of the relative air to aircraft velocity, also known as the True Airspeed (TAS).
The components of vectors ~ωGBG and ~ω
GA
A are defined as:
~ωGBG =

 pBqB
rB

 ~ωGAG =

 pAqA
rA

 (C.30)
Finally, in (Stevens & Lewis, 1992) is shown that vector ~ωBAA can be expressed as:
~ωBAA =

 −α˙ sinβ−α˙ cosβ
β˙

 (C.31)
In our study it will be perfectly reasonable to assume the following hypothesis:
HYPOTHESIS 7 : The sideslip angle is considered to be zero
This hypothesis assumes that the flight is always symmetrical and turns are always coordinated,
which is perfectly reasonable in civil transport aircraft when all engines are operative. Then we
assume β ≃ 0.
Last hypothesis leads to Y = 0 and RAB becomes:
RAB =

 cosα 0 sinα0 1 0
− sinα 0 cosα

 (C.32)
Taking into account all above considerations, equation (C.24) can be finally expanded as:
v˙ = 1
m
T cosα− 1
m
D + g(− cosα sin θ + sinα cos θ cosφ)
0 = vp sinα− vr cosα+ g(cos θ sinφ)
α˙v = − 1
m
T sinα+ 1
m
L− vq + g(sinα sin θ + cosα cos θ cosφ)
(C.33)
On the other hand, when the Air reference frame is considered, equation (C.25) is expanded
as:
v˙ = 1
m
T cosα− 1
m
D − g sin γ
0 = vrA − g(cos γ sinµ)
0 = −vqA +
1
m
L+ 1
m
T sinα− g cos γ cosµ
(C.34)
C.2.3 Kinematic analysis
The determination of the flight path of the aeroplane relative to the Ground reference system will
be done by numerical integration of the Ground coordinates of the aeroplane, which in turn, are
expressed as functions of the velocity of centre of mass of the aircraft as:
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~˙rG = ~v
G
G = RGBRBA~v
A
A + ~W
G
G (C.35)
If we assume that the local wind has north, east and up velocity components as:
~WGG =

 WnWe
Wh

 (C.36)
the expansion of equation (C.35) leads to:

 n˙e˙
h˙

 = v

 cosψ(cosα cos θ + sinα sin θ cosφ) + sinψ sinα sinφsinψ(cosα cos θ + sinα sin θ cosφ)− cosψ sinα sinφ
−(cosα sin θ − sinα cos θ cosφ)

+

 wnwe
wh

 (C.37)
And in the case we use the direct relation between Ground and Air reference frames, last
expression becomes:
~˙rG = ~v
G
G = RGA~v
A
A + ~W
G
G (C.38)

 n˙e˙
h˙

 = v

 cosχ cos γsinχ cos γ
− sin γ

+

 WnWe
Wh

 (C.39)
In order to perform this integration, the set of Euler angles [ψ θ φ], which are functions of
time, should be known. In this context, the angle rates can be written as functions of the angular
rates of the Body axes ~ωGBG = [p q r]
T . In order to do so, we should consider that each Euler angle
rate is expressed, by definition, in a different reference frame. Then, we have:

 pq
r

 =

 φ˙0
0

+ Rφ

 0θ˙
0

+ RφRθ

 00
ψ˙

 (C.40)
and, therefore:

 pq
r

 =

 φ˙− ψ˙ sin θθ˙ cosφ+ ψ˙ cos θ sinφ
ψ˙ cos θ cosφ− θ˙ sinφ

 (C.41)
On the other hand, if Air to Ground angles [χ γ µ] are used, we can relate their rates to the
Air axes angular rates ~ωGAG = [pA qA rA]
T as:

 pAqA
rA

 =

 µ˙0
0

+ Rµ

 0γ˙
0

+ RµRγ

 00
χ˙

 (C.42)
and, therefore:
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
 pAqA
rA

 =

 µ˙− χ˙ sin γγ˙ cosµ+ χ˙ cos γ sinµ
χ˙ cos γ cosµ− γ˙ sinµ

 (C.43)
C.2.4 Aerodynamic and propulsive forces
As it was seen in equation (C.23), an aeroplane flying through the atmosphere experiments
gravitational, aerodynamic and propulsive forces. The reader should refer, for example, to
(Anderson, 2008) or (Roskam, 2001) for a detailed view in the modelling of aircraft aerodynamics.
Summing up, aerodynamic components L and D (see equation (C.26)) can be modelled in
function of the aerodynamic coefficients CL and CD as:
L =
1
2
ρ(h)Sv2CL (C.44)
D =
1
2
ρ(h)Sv2CD (C.45)
where ρ(h) is the air density, which can be considered only altitude dependant and S is the to-
tal surface of the wings. On the other hand, aerodynamic coefficient CD is in a first approximation
usually modelled as a quadratic function of CL:
CD = CD0 +
1
πARe¯
CL
2 (C.46)
where CD0 is a known aerodynamic parameter, AR is the aspect ratio of the wing AR =
b¯2
S
(with b¯ the total wing span) and e¯ the Oswald factor of the wing. On the other hand, lift coefficient
is usually fitted to a linear function of the angle of attack:
CL = CL0 + CLαα (C.47)
where CL0 and CLα are two known aerodynamic parameters of the aircraft.
By using equations (C.44), (C.46), (C.47) and (C.45) we can express the aerodynamic drag
force as a function of the airspeed and air density as:
D =
SCD0
2
ρ(h)v2 +
2
πARe¯S
L2
ρ(h)v2
(C.48)
Finally, concerning the propulsive force, for a turbofan engine type, this force usually de-
pends on the thrust setting σ (configured by the pilot) as well as the altitude and velocity of the
aircraft:
T = T (σ, v, h) (C.49)
C.2.4.1 Atmosphere model
The International Standard Atmosphere (ISA) is an atmospheric model of how the pressure, tem-
perature, density, and viscosity of the Earth’s atmosphere change over a wide range of altitudes.
It consists of tables of values at various altitudes, plus some formulas by which those values were
derived. The International Civil Aviation Organisation (ICAO) has adopted this standard with
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Table C-1: Basic parameters used in the International Standard Atmosphere (ISA)
ρ0 = 1.225
Kg
m3
standard sea level air density
T0 = 288.15K standard sea level air temperature
KT = −6.510
−3 K
m
ISA temperature gradient below tropopause
R = 287.04 m
2
Ks2
ideal gas constant for the atmosphere
some few modifications. In (ICAO, 1993b) is shown a model for the air density as a function of
the altitude and is summarised as follows:
Below the tropopause, the air density is calculated as a function of temperature T , assuming
the following perfect gas equation:
ρ = ρ0
[
T
T0
]−“1+ g
KT R
”
(C.50)
where each ISA parameter is defined in Table C-1.
On the other hand, the ISA vertical temperature profile is defined as:
T = T0 +KT h (C.51)
and finally, from equations (C.50) and (C.51) it follows:
ρ(h) = ρ0
[
1 +
KT
T0
h
]−“1+ g
KT R
”
. (C.52)
C.3 State-space representation
As explained in the introduction of this Appendix, the state variables are defined as a set of vari-
ables such that the knowledge of the state vector at a particular time and the control vector after
this time, completely defines the motion from that time on.
The typical control variables used in common autopilots for attitude guidance are pitch and
roll angles, [θ, φ], being these three magnitudes easily measured by common gyroscopic systems
installed in the majority of aircraft. However, the use of these three angles (plus the trust setting
variable) as the control vector leads to a complex state-space representation when joining equa-
tions (C.33), (C.37) and (C.41). On the other hand, if we suppose that the autopilot system can
deal with [γ, µ] or [α, µ] angles there is the possibility of expressing all magnitudes into the Air
reference frame, which simplifies considerably the state equations and playing an important role
for easing further optimisation algorithms. This assumption is not a serious drawback because
the main goal of this work is not to build an autopilot system but to compute an optimal trajec-
tory. Therefore, once the optimal trajectory has been obtained the optimal values of angles [θ, φ]
or whatever the autopilot system needs can be easily computed by applying the proper transfor-
mation matrices. In addition, it should be noted that thanks to the wide use of high performance
inertial reference systems and integrated auto-pilots architecture, it is worth to suppose that in a
near future an autopilot may deal directly with [α, µ] or even [nz, µ] as control guidance inputs,
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being nz the vertical load factor as it will be introduced next. Similar works in the domain of tra-
jectory optimisation already use the load factor as input variable, see for instance the optimisation
software described in (Virtanen et al. , 1999).
Then, using the direct relation between G and A reference frames we substitute equations
(C.43) into (C.34), obtaining:
v˙ = 1
m
T cosα− 1
m
D − g sin γ
χ˙ = 1
mv cos γL sinµ+
1
mv cos γT sinµ sinα
γ˙ = 1
mv
L cosµ+ 1
mv
T cosµ sinα− g
v
cos γ
(C.53)
Let us define the state and control vectors as:
~x = [v χ γ n e h]T
~u = [α µ σ]T
(C.54)
And merging equations (C.53) and (C.39) in a one single expression we obtain a state-space
representation as:


v˙
χ˙
γ˙
n˙
e˙
h˙


=


1
m
[T (σ, v, h) cosα−D(α, v, h)−mg sin γ]
sinµ
mv cos γ [L(α, v, h) + T (σ, v, h) sinα]
1
mv
[L(α, v, h) cosµ+ T (σ, v, h) cosµ sinα−mg cos γ]
v sinχ cos γ +We
v cosχ cos γ +Wn
v sin γ +Wh


(C.55)
This state space representation can be further simplified if the vertical load factor is used as
an input variable instead of α. The vertical load factor is defined by:
nz =
L
mg
(C.56)
In recent fly-by-wire auto-flight systems, the vertical load factor has been used as an input
control variable even in manual modes. See, for example (Favre, 1996), where the introduction of
fly-by-wire technology by Airbus Industries is explained. In the Airbus A320 or A340 families the
pitch input produced bymoving forward and backwards the side-stick control yoke is directly pro-
portional to the vertical load factor that the pilot desires. In addition, let us consider the following
two hypotheses:
HYPOTHESIS 8 : The angle of attack is supposed small
If we consider normal depart or approach flight operations for a jet transport aircraft, it is worth
supposing that the angle of attack α is small. In general, it takes values of few degrees and can
reach exceptionally values around 10o. This assumption leads to the following approximations:
cosα ≃ 1 and sinα ≃ α.
HYPOTHESIS 9 : The vertical component of the thrust vector can be neglected
For normal jet transport aircraft it holds that T
mg
sinα << nz. Actually, nz takes values from 0.85 to
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1.15 in normal operations. Moreover, for the case of the Airbus A340-600, the typical emptyweight
is 177 000kg, while the maximum thrust at sea level and per engine is approximately 184 000N.
For 4 operative engines and a relatively high angle of attack of 7o we have T
mg
sinα ≃ 0.05, which
can be neglected. It should be noted that this value is the limiting worst case value since the mass
of the aircraft will be higher (the maximum take-off mass for this aircraft is 368 000kg) and the
thrust will notably decrease with the altitude.
Then, taking all above considerations into account, the final state-space representation for the
aircraft equations of motion becomes:
~x = [v χ γ n e h]T
~u = [nz µ σ]
T (C.57)


v˙
χ˙
γ˙
n˙
e˙
h˙


=


1
m
[T (σ, v, h)−D(nz, v, h)−mg sin γ]
g
v
sinµ
cos γnz
g
v
[nz cosµ− cos γ]
v sinχ cos γ +We
v cosχ cos γ +Wn
v sin γ +Wh


(C.58)
If the vertical load factor is used as input variable, the drag equation (C.48) is rewritten as
follows,
D(v, ρ(h), nz) =
1
2
ρ(h)SCD0v
2 + 2
(mg)2
πAe¯S
nz
2
ρ(h)v2
(C.59)
or, in a more general way:
D(v, ρ(h), nz) =
1
2
ρ(h)Sav2 +
2b
ρ(h)S
[
nzmg
v
]2
(C.60)
where the aerodynamic parameters a and b are Mach dependant and influenced by the flap/slat
and landing gear configuration. These parameters are, in general, empirically obtained and pub-
lished by the aircraft manufacturer in performance data manuals.
C.4 Summary of the hypotheses adopted in the model
All hypotheses that have been used in this Appendix for constructing the flight mechanics model
of a flying aeroplane are summarised below.
HYPOTHESIS 1 : The aircraft is supposed to be rigid
HYPOTHESIS 2 : The local wind flow field is known and steady
HYPOTHESIS 3 : The total mass of the aeroplane remains constant with time
HYPOTHESIS 4 : The mass distribution is also constant with time
HYPOTHESIS 5 : The reference frame G is supposed to be an inertial frame
HYPOTHESIS 6 : The sum of all propulsive forces is a vector along xB axis
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HYPOTHESIS 7 : The sideslip angle is considered to be zero
HYPOTHESIS 8 : The angle of attack is supposed small
HYPOTHESIS 9 : The vertical component of the thrust vector can be neglected
A single grain of sand is certainly not a heap. Nor is the addition
of a single grain of sand enough to transform a non-heap into a
heap. When we have a collection of grains of sand that is not
a heap, then adding but one single grain will not create a heap.
And so by adding successive grains, moving from 1 to 2 to 3 and
so on, we will never arrive at a heap. And yet we know full well
that a collection of 1,000,000 grains of sand is a heap, even if
not an enormous one.
— Ubulides of Miletus (Sorites
Paradox)
D
Bakground on fuzzy rule-based
systems
In 1920, the Polish logician and philosopher Jan Łukasiewicz introduced the notion of a multi-
valued logic by proposing a third additional truth value. This value was possibly true or false
and belonged somewhere between true and false. Later on, he also explored a four-valued and
five-valued logic. But it was Lofti Zadeh who introduced the fuzzy sets theory (Zadeh, 1965)
and further developed its mathematical framework (Zadeh, 1975a; Zadeh, 1975b; Zadeh, 1975c;
Zadeh, 1978; Zadeh, 1983).
Conventional, or regular sets are often called crisp sets in fuzzy logic terminology. Let X be
a universal set, which contains all the elements of interest for our application. Let A be a subset
of X . The conventional membership function of A is defined such as a function µA : X → {0, 1}
denoting that an element x ∈ X is either a member of A or it is not:
µA(x) =


1 if x ∈ A
0 if x /∈ A
(D.1)
In contrast, the fuzzy membership function can accommodate various degrees of membership
on the real continuous interval [0, 1], where the endpoints of 0 and 1 confirm to no membership
and full membership, respectively, like in crisp sets. However, the infinite number of values in
between the endpoints can represent various degrees of membership of the element x in the fuzzy
set A. Therefore, the membership function of a fuzzy set A maps from the universe X to this
continuous interval: µA : X → [0, 1].
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Fuzzy sets enjoy from some properties, like crisp sets do. In addition, we can define some
operations on these sets. For a detailed list of operations and properties of fuzzy and crisp sets
and membership functions, the reader is referred for example, to (Buckley & Eslami, 2002) or
(Ross, 1995).
Here, we summarise the basic notions of complementation, intersection and union of fuzzy
sets. Let X be the universe of discourse, A ⊆ X and B ⊆ X be two fuzzy sets and µA and µB
be their respective membership functions. We denote the complementation (or negation) of set
A as [NOT A] or simply A¯. This negation is defined as µA¯(x) = 1 − µA(x), ∀x ∈ X . It is worth
mentioning that the generalisation of boolean operations on fuzzy sets is not unique. This is the
case, for example for the intersection (∩) and union (∪) operations. Therefore, several t-norms
and t-conorms can be defined for the intersection and union operations respectively. Table D-1
summarises the principal norms used in fuzzy logic applications.
D.1 Fuzzy rule-based systems
Natural language is perhaps the most powerful form of conveying information that humans pos-
sess for any given problem or situation that requires solving or reasoning. In fact, there is a certain
amount of vagueness and ambiguity in our language that can be modelled by using fuzzy sets
and fuzzy logic.
A fuzzy rule-based system processes one or several inputs deriving one or several outputs.
The way in how the output is obtained depends on a set of rules that can be formulated in natural
language by a group of experts, based on their knowledge. These rules will deal with fuzzy
numbers or fuzzy sets representing the different magnitudes of the analysed system. However the
input(s) of the system will be, in general real numbers for example, coming from input sensors.
Therefore a fuzzification process will be firstly needed in order to build some fuzzy sets from the
system input(s). In the same way, the output must be, in general, a real number understandable
by a machine or computer. Then, a defuzzificationwill allow to extract these system output(s) from
the fuzzy sets obtained as a conclusion derived from the application of the rules.
D.1.1 Fuzzification
Fuzzification is the process of making a crisp quantity fuzzy. In other words, one can talk about
fuzzy numbers. For example, a fuzzy number expressing approximately seven can have a member-
ship function that takes 1 if x = 7 but decreases progressively to 0 as x increases or decreases from
x = 7. Therefore, we could say that if x = 6.9, x is approximately 7 in some degree of membership
µ(x) ∈ [0, 1]. See Figure D-1(a). Similarly, we can also construct fuzzy intervals if, for example we
say that x is approximately seven to nine (see Figure D-1(b)).
In Figure D-1 we have used triangular shaped functions to denote the membership degree of
each fuzzy set in the continuous case. Triangular functions are the simplest ones and they are the
Table D-1: Principal t-norms and t-conorms used in fuzzy logic
t-norms t-conorms
= min(µA(x), µB(x)) = max(µA(x), µB(x))
µA∩B = µA(x) · µB(x) µA∪B = µA(x) + µB(x)
= max(µA(x) + µB(x)− 1, 0) = min(µA(x) + µB(x), 1)
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1
0
0.5
Approximately Seven
7
µ
(x
)
x
(a) Approximately seven
1
0
0.5
7 9
Approximately Seven to Nine
µ
(x
)
x
(b) Approximately seven to nine
Figure D-1: Simple examples for a fuzzy number and a fuzzy interval
most used set-membership functions to describe fuzzy sets in fuzzy control. They are appropriate
because the fuzzy reasoning and tuning process is simplified and they are more computational
friendly too (Tanaka, 1997). Otherwise, if the universe of discourseX is discrete, a fuzzy setA ∈ X
is usually written by using the following notation:
A =
{
µA(x1)
x1
, · · · , µA(xn)
xn
}
(D.2)
where n is the total amount of elements of discrete fuzzy set A.
Finally, it is worthmentioning that in most applications it is convenient to define convex fuzzy
sets forming a fuzzy partition. Let X be the universe of discourse. Then, the fuzzy set A is said to
be convex if:
µA(λx1 + (1− λ)x2) ≤ min(µA(x1), µA(x2)) ; ∀x1, x2 ∈ X , ∀λ ∈ ]0, 1] (D.3)
On the other hand n fuzzy sets (A1, ...,An) defined on the universe of discourse X form a
fuzzy partition if:
n∑
i=1
µA(x) = 1 ; ∀x ∈ X (D.4)
It can easily be proved that in the case of having a fuzzy partition composed by fuzzy convex
sets, a maximum of two membership functions will take values for a same x ∈ X .
D.1.2 Defuzzification
In contrast with the fuzzification method, the defuzzification assigns a real number to a fuzzy
subset of the reals numbers. Several strategies exist to perform this operation. In general the
output of a fuzzy process or systemmay be the the logical union of two ormore fuzzymembership
functions defined on the universe of discourse of the output variable, being this final output a
fuzzy subset itself. But, if this final conclusion is to be communicated to a machine it must be
defuzzified because a machine will not understand a complete fuzzy set.
There are several methods for defuzzifying fuzzy output functions (see
(Hellendoorn & Thomas, 1993)). Let A be the fuzzy set to be defuzzified, µA(x) the mem-
bership function of x into the set A and x˜ the defuzzified value of A. Among the most popular
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defuzzification methods, we cite the following:
• The centroid, centre of area, or centre of gravity method:
x˜ =
∫
xµA(x)dx∫
µA(x)dx
(D.5)
which, for the discrete case yields to:
x˜ =
∑n
i=1 xiµA(xi)∑n
i=1 µA(xi)
(D.6)
• The centre of maxima, height or max-membership method:
x˜ = {x˜ |µA(x˜) ≥ µA(x) , ∀x ∈ A} (D.7)
• The mean of the maxima, or middle of maxima or mean-max membership method:
x˜ =
∫
B xµA(x)dx∫
B µA(x)dx
; B = {y |µA(y) ≥ µA(x) , ∀x ∈ A} (D.8)
with an equivalent discrete form as in equation (D.6).
All these methods have advantages and disadvantages, regarding continuity, disambiguity,
plausibility and computational simplicity and the chosen method should be assessed in terms of
the goodness of the answer in the context of the data available. See (Ross, 1995) and the references
therein.
D.1.3 Rule base
A method of processing information through fuzzy rules is called approximate reasoning. Per-
haps, the most common way to represent human knowledge is to form it into natural language
expressions of the type:
IF premise (antecedent), THEN conclusion (consequent)
This form is commonly referred to as the IF-THEN rule-based form, expressing an inference
such that if we know a fact (antecedent), then we can infer another fact (conclusion). By using
fuzzy logic terminology, ifA and B are two fuzzy sets as defined above, we could easily transform
the previous rule to a fuzzy rule like:
IF x IS A, THEN y IS B
Usually, a premise in a rule is formed from complicated propositions which, in turn, are
formed by applying certain operations on atomic propositions. Such operations are, for example,
the negation (NOT), the conjunction (AND) or the disjunction (OR). However, even a complex rule
can be easily be written with the following general form:
IF [x1 IS A1 AND · · · AND x2 IS A2], THEN y IS B
A powerful use of rule-based systems is when we use linguistic variables in the antecedents
and consequents. As shown previously, these linguistic variables can be naturally represented
by the fuzzy sets and logical connectives of these sets. Therefore, we call linguistic values to the
different (fuzzy or crisp) sets that form a given linguistic variable.
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D.1.3.1 Properties of the rule base
Most rule-based systems involve more than one rule at the same time. Then we talk about a rule
base, which might satisfy certain properties, such as continuity, consistency and completeness. Next,
we define briefly these properties, which can be further explored in (Kovacic & Bogdan, 2005):
• Continuity: A fuzzy rule base is said continuous if all the rules with adjacent premises have
adjacent conclusions. The adjacency of fuzzy sets consists on placing them in a certain order
in their universe of discourse, such as:
A1 < A2 < · · · Ai < Ai+1 < · · · (D.9)
where Ai and Ai+1 are adjacent in the same way that Ai−1 and Ai are.
• Consistency: A fuzzy rule base is consistent if does not contain rules that have equal an-
tecedent parts and different consequent parts:
R1: IF premise 1, THEN conclusion 1
R2: IF premise 1, THEN conclusion 2
In this case, rules R1 and R2 are not consistent or contradictory.
• Completeness: A fuzzy rule base is complete if for any combination in the input space there
exist a rule that contains that particular combination of inputs in its antecedent part. In this
case, it is said that a rule fires or triggers for a particular combination of inputs.
D.1.3.2 Inference and aggregation
Fuzzy inference is the process of formulating the mapping from a given input to an output using
fuzzy logic. Therefore an implication operator (→) must be also defined in order to evaluate the
truthness degree for a given rule R such as IF A, THEN B or, simply A → B.
There exist several implication operators in function of the logic interpretation given to the
A → B statement. For example, the classical interpretation of A → B is defined by A¯ ∪ B. Oth-
erwise, the so called conjunctive implication is defined by A ∩ B. This last definition is the most
commonly used in fuzzy logic applications. For example, the Mamdani implication is defined as:
µR(x, y) = min(µA(x), µB(y)) (D.10)
On the other hand, the Larsen implication is written by:
µR(x, y) = µA(x) · µB(y) (D.11)
For other forms of the implication operation, the reader should refer to (Ross, 1995) and the
references therein.
Moreover, the aggregation of rules is the process of obtaining the overall consequent from the
individual consequents contributed by separate rules. Depending on the selected operator for
the implication (classic or conjunctive) the aggregation will be conjunctive or disjunctive respec-
tively. Therefore, if we consider a conjunctive implication operator, the rule base is supposed to
be formed by a set ofm rules linked by the OR operator. Like in the inference mechanism, several
aggregation operators may be defined such as maximum:
µB(y) = max(µBi(y), · · ·µBm(y)) (D.12)
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or the sum:
µB(y) =
m∑
i=1
µBi(y) (D.13)
which, in general, can take values greater than 1. However in the case of working with convex
fuzzy partition this sum will always be inside the [0, 1] interval.
D.2 Example of application
In this section we illustrate the previous concepts by using the application presented in this dis-
sertation and presented in section III.4. Let us suppose that we want to compute the Normalised
Annoyance Index produced by a sound event with Lmax = 77dB(A), at h =19h, over a Residential
Zone. This computation is summarised graphically in Figure D-2 and explained as follows.
According to Figure III-5(c), a Noise level of Lmax = 77dB(A) is to some extent a
Medium (ME) and a High (HI) noise. Being the membership functions triangular, we compute
the degree of membership in both fuzzy sets as µME(77) = 0.3 and µHI(77) = 0.7. In a similar
way, from Figure III-5(a), the Period of Day of h =19h is considered Afternoon (A) and Night (N)
with degrees of membership: µA(19) = 0.75 and µN (19) = 0.25.
These linguistic variables fire four different rules in the rule base defined in Table III-3, which
are:
R1: IF [Type of Zone IS Residential Zone (RZ) AND Period of Day IS Afternoon (A) AND
Noise Level ISMedium (ME) ] THEN Annoyance ISModerate (MA)
R2: IF [Type of Zone IS Residential Zone (RZ) AND Period of Day IS Afternoon (A) AND
Noise Level IS High (HI) ] THEN Annoyance IS High (HA)
R3: IF [Type of Zone IS Residential Zone (RZ) AND Period of Day IS Night (N) AND Noise
Level ISMedium (ME) ] THEN Annoyance IS High (HA)
R4: IF [Type of Zone IS Residential Zone (RZ) AND Period of Day IS Night (N) AND Noise
Level IS High (HI) ] THEN Annoyance IS Extreme (EA)
For this work we have used the Larsen implication of equation (D.11) along with the sum
method for the aggregation process given in equation (D.13). Finally, for the defuzzification pro-
cess, the centroid method of equation (D.6) has been chosen. Therefore, for the four considered
rules we have:
µR1(19, 77) = µA(19) · µME(77) = 0.75 · 0.3 = 0.225
µR2(19, 77) = µA(19) · µHI(77) = 0.75 · 0.7 = 0.525
µR3(19, 77) = µN (19) · µME(77) = 0.25 · 0.3 = 0.075
µR4(19, 77) = µN (19) · µHI(77) = 0.25 · 0.7 = 0.175
(D.14)
Being the Annoyance expressed by five crisp sets, as shown in Figure III-5(b), the overall
Annoyance is to some extent Moderate (MA), High (HA) and Extreme (EA) and corresponds to
the following discrete fuzzy set:
B =
{
0.225
MA
, 0.6
HA
, 0.175
EA
}
(D.15)
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Figure D-2: Graphical example for the computation of the Normalised Annoyance Index (NAI)
corresponding to a sound event with Lmax = 77dB(A), at h =19h, over a Residential Zone. In
this example we have used the Larsen implication method, the sum method for the aggregation
process, and the centroid method for the defuzzification process.
Finally, the defuzzification is rather simple and we obtain the final Normalised Annoyance
Index for the residential zone as:
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A(19, 77) =
0.225 · 0.5 + 0.6 · 0.75 + 0.175 · 1
0.225 + 0.6 + 0.175
= 0.7375 (D.16)
Keep it simple, as simple as possible, but no simpler.
— Albert Einstein
E
List of noise sensitive loations for the
Girona senario
This Appendix contains the exact locations of the measurement points chosen for the application
example presented in Chapter VI. A total number of 140 residential points are placed, which 87
among them are in residential areas and 32 in industrial areas. Finally, 3 hospitals and 18 school
locations are also considered as special locations. The origin of coordinates is placed at the runway
02 threshold of Girona’s airport. This point is located at 41o 53′ 41.7′′N–2o 45′ 29.7′′ E (WGS84) and
with an elevation of 122.86m above the mean sea level (AENA, 2009a). The different locations
are expressed by North, East and Height coordinates relatives to this origin. Figure E-1 shows
the concerned area with all the measurement locations while their exact location is tabulated as
follows.
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MEASUREMENT LOCATIONS IN RESIDENTIAL AREAS
Id. Location name North (n) East (e) Height (h)
#1 Girona 1 6185m 4685m −18m
#2 Girona 2 5886m 4893m −30m
#3 Girona 3 6090m 5132m −45m
#4 Girona 4 6461m 5390m −56m
#5 Girona 5 7345m 6053m −29m
#6 Girona 6 11430m 3637m −82m
#7 Celra` 14509m 9308m −123m
#8 Medinya` 16858m 8593m −143m
#9 Ravo´s de Terri 19476m 6567m −111m
#10 Palol de Revardit 19493m 3747m −82m
#11 Fornells de la Selva 1 3894m 3734m −25m
#12 Fornells de la Selva 2 4283m 3956m −29m
#13 Fornells de la Selva 3 4544m 4208m −36m
#14 Fornells de la Selva 4 4622m 4321m −40m
#15 Fornells de la Selva 5 5078m 4130m −21m
#16 Fornells de la Selva 6 5208m 4044m −20m
#17 Fornells de la Selva 7 5354m 3989m −30m
#18 Fornells de la Selva 8 5488m 3956m −36m
#19 Fornells de la Selva 9 5543m 4122m −29m
#20 Fornells de la Selva 10 5549m 4352m −20m
#21 Fornells de la Selva 11 5380m 4415m −19m
#22 Fornells de la Selva 12 5227m 4276m −18m
#23 Fornells de la Selva 13 4443m 4534m −46m
#24 Fornells de la Selva 14 4013m 4560m −42m
#25 Fornells de la Selva 15 3648m 4437m −51m
#26 Fornells de la Selva 16 3618m 4172m −47m
#27 Fornells de la Selva 17 3656m 3789m −35m
#28 Salt 1 8737m 1783m −68m
#29 Salt 2 8048m 2474m −67m
#30 Perello´ 1 6290m 3419m −50m
#31 Perello´ 2 5885m 2824m −49m
#32 Perello´ 3 5993m 2675m −47m
#33 Perello´ 4 6650m 2285m −49m
#34 Montfulla` 1 7281m 584m −22m
#35 Montfulla` 2 7188m 459m −5m
#36 Montfulla` 3 7094m 290m 1m
#37 Montfulla` 4 7217m 148m 16m
#38 Montfulla` 5 7374m 20m 30m
#39 Montfulla` 6 7519m 124m 27m
#40 Montfulla` 7 7882m −192m 18m
#41 Montfulla` 8 8151m −219m −9m
#42 Montfulla` 9 8183m 118m −33m
#43 Montfulla` 10 7899m 291m −32m
#44 Montfulla` 11 7577m 471m −26m
#45 St. Gregori 1 10230m 232m −67m
#46 St. Gregori 2 10232m −53m −70m
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Id. Location name North (n) East (e) Height (h)
#47 St. Gregori 3 10353m −289m −70m
#48 St. Gregori 4 10537m −691m −65m
#49 St. Gregori 5 10805m −527m −62m
#50 St. Gregori 6 10697m −210m −60m
#51 St. Gregori 7 10705m 335m −60m
#52 St. Gregori 8 10542m 416m −61m
#53 St. Gregori 9 10381m 321m −70m
#54 Canet d’Adri 15182m −1752m 34m
#55 Aiguaviva 1 4798m 620m 2m
#56 Aiguaviva 2 4683m 310m 9m
#57 Aiguaviva 3 4525m −34m 20m
#58 Taiala` 1 11480m 2613m −68m
#59 Taiala` 2 11436m 2359m −66m
#60 Taiala` 3 11753m 2187m −32m
#61 Palol d’Onyar 6454m 6884m −68m
#62 Quart 1 5340m 6624m −58m
#63 Quart 2 4599m 6553m −40m
#64 Quart 3 3928m 7524m −17m
#65 Llambilles 2766m 7594m −19m
#66 Cassa` de la Selva 1 −108m 9015m 3m
#67 Cassa` de la Selva 2 −301m 9945m 26m
#68 Campllong 107m 6000m −19m
#69 Riudellots 459m 3769m −14m
#70 Can Jordi 1036m 2160m 0m
#71 Sarria` de Ter 1 12720m 4502m −100m
#72 Sarria` de Ter 2 13021m 4367m −91m
#73 Sarria` de Ter 3 13683m 4759m −112m
#74 Sarria` de Ter 4 13837m 5352m −115m
#75 Sarria` de Ter 5 13357m 5540m −120m
#76 St. Julia` de Ramis 1 14186m 5673m −124m
#77 St. Julia` de Ramis 2 14758m 4922m −91m
#78 St. Julia` de Ramis 3 15412m 5375m −98m
#79 VilaRoja 1 8236m 7061m −83m
#80 VilaRoja 2 8655m 7385m −22m
#81 Bescano´ 1 8020m −999m −57m
#82 Bescano´ 2 7814m −1022m −54m
#83 Bescano´ 3 7588m −1082m −48m
#84 Bescano´ 4 7566m −1281m −50m
#85 Bescano´ 5 7549m −1479m −44m
#86 Bescano´ 6 7295m −1611m −24m
#87 Bescano´ 7 7315m −1844m −44m
MEASUREMENT LOCATIONS IN INDUSTRIAL AREAS
Id. Location name North (n) East (e) Height (h)
#88 Llambilles 2268m 7436m −25m
#89 Fornells de la Selva 1 4576m 3112m −24m
#90 Fornells de la Selva 2 4768m 3489m −28m
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Id. Location name North (n) East (e) Height (h)
#91 Fornells de la Selva 3 5083m 3604m −31m
#92 Fornells de la Selva 4 4447m 3815m −23m
#93 Fornells de la Selva 5 3948m 3491m −20m
#94 Fornells de la Selva 6 4077m 3035m −18m
#95 Sarria` de Ter 1 11990m 4595m −92m
#96 Sarria` de Ter 2 12539m 4513m −109m
#97 Cassa` −187m 8629m −7m
#98 St.Gregori 1 10266m 1382m −74m
#99 St.Gregori 2 10742m 1170m −66m
#100 St.Gregori 3 11032m 1349m −62m
#101 St.Gregori 4 10529m 1672m −69m
#102 Girona 1 11150m 3318m −75m
#103 Girona 2 10656m 3035m −83m
#104 Girona 3 10235m 2342m −82m
#105 Girona 4 5636m 3803m −41m
#106 Girona 5 6212m 3677m −53m
#107 Campllnog 778m 5420m −36m
#108 Riudellots 1 1110m 4756m −37m
#109 Riudellots 2 1462m 4145m −36m
#110 Riudellots 3 1044m 3337m −7m
#111 Riudellots 4 961m 2619m −16m
#112 Perello´ 1 5718m 2218m −31m
#113 Perello´ 2 5224m 2064m −23m
#114 Perello´ 3 5068m 1922m −15m
#115 Perello´ 4 5002m 1705m 1m
#116 Perello´ 5 4950m 1584m −4m
#117 Salt 1 7535m 1489m −57m
#118 Salt 2 7891m 1265m −58m
#119 Salt 3 8270m 1085m −61m
HOSPITAL MEASUREMENT LOCATIONS
Id. Location name North (n) East (e) Height (h)
#120 Hospital Josep Trueta 11294m 5060m −89m
#121 Hospital Sta. Caterina 8207m 3285m −68m
#122 Clı´nica Girona 9255m 5149m −81m
SCHOOL MEASUREMENT LOCATIONS
Id. Location name North (n) East (e) Height (h)
#123 CEIP Riudellots de la Selva −137m 3563m −23m
#124 IES Cassa` de la Selva −241m 9511m 20m
#125 CEIP Forn d’Anells (Fornells) 3902m 4154m −32m
#126 EB Baldufa (Quart) 4903m 6630m −54m
#127 CEIP Madrenc (Vilabrareix) 6149m 2861m −46m
#128 Montessori Palau (Girona) 6039m 4733m −22m
#129 Les Alzines (Girona) 6728m 5052m −15m
#130 IES Montilivi (Girona) 7611m 5770m −60m
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Id. Location name North (n) East (e) Height (h)
#131 CEIP Vilaroja (Girona) 8305m 7143m −47m
#132 Universitat de Girona 9977m 5716m −68m
#133 Maristes (Girona) 9386m 4333m −88m
#134 CEIP J. Dalmau Carles (Girona) 8427m 3971m −78m
#135 Dominiques de Salt 8744m 2201m −71m
#136 EB Casa del Bambini (Girona) 11100m 6543m 45m
#137 IES Carles Rahola (Girona) 10875m 3828m −82m
#138 CEIP Sagrat Cor (Sarria` de Ter) 12821m 5519m −115m
#139 EB Confeti (Sarria` de Ter) 13399m 4730m −108m
#140 CEIP Sobreque´s (Bescano´) 7612m −1811m −48m
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Figure E-1: Noise measurment locations for the Girona scenario
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