The paper presents a novel technique of nonlinear spectral analysis. This technique is based on the concept of generalized entropy of a given probability distribution, known as the Rényi entropy. This concept allows defining generalized fractal dimension of encephalogram (EEG) and determining fractal spectra of encephalographic signals. These spectra contain information of both frequency and amplitude characteristics of EEG and can be used together with well-accepted techniques of EEG analysis as an enhancement of the latter. Powered by volume visualization of the brain activity, the method provides new clues for understanding the mental processes in humans.
Introduction
Obtaining as much information as possible upon decoding signals recorded during measurements of physiological processes is very important for a deeper understanding of the phenomena of life and consciousness. Thus, in particular, developing new methods of processing data recorded by well-established techniques, such as electroencephalogram, may prove to be useful while deeper penetrating into the mystery of human consciousness.
Some recent studies showed that well-accepted ways of processing EEG might not always be applicable, especially if one endeavors to discover the relation of cognitive ability to brain dynamics. 1 For example, the averaged EEG response of the brain to an external stimulus (evoked potential, EP) is usually subjected to spectral analysis using the fast Fourier transform (FFT). The brain, however, is a highly complex nonlinear system, while FFT is a linear one. Hence, there is indeed a discrepancy between these two systems and one may expect the occurrence of some inaccuracies when EPs are subjected to spectral analysis. Indeed, it has been shown that the input EP (model signal) and the output EP (from the brain), albeit similar in forms, exhibited completely different spectral power curves. 1 Therefore, it can be concluded that the spectral analysis of evoked responses by the use of FFT (linear system analysis) in relation to brain (highly complex nonlinear system) may mislead neuroscientists. Consequently, there is a need to develop a method of spectral analysis that would be suitable for nonlinear systems, such as the brain. This paper is an attempt to develop a nonlinear technique of spectral analysis that could be used in parallel with well-accepted techniques. In addition, volume visualization of the brain activity proves to be a useful tool when combined with the abovementioned method. This visualization tool led us to conclusions about the brain activity, which were impossible to make by the existing methods.
Theoretical Background
EEGs are temporal sequences (time series) of measured electric potentials that come from the scalp due to the activity of the brain. A typical example of an EEG is shown in Fig. 1 . Signals of such a kind can be generated by different means and hence be of a different nature, i.e., random noise, chaotic process or bios.
2
A common practice to distinguish among possible classes of time series is to determine their correlation dimension. It has been shown that the correlation dimension of an EEG signal assumes different values depending on the state of wakefulness of an animal. 3 The correlation dimension, however, belongs to an infinite family of fractal dimensions. 4 Hence, there is a hope that the use of the whole family of fractal dimensions may prove to be advantageous in comparison with using only some of these dimensions. The concept of generalized entropy of a probability distribution was introduced by Alfred Rényi.
5 Based on the moments of order q of the probability p i , Rényi obtained the following expression for entropy
where q is not necessarily an integer and log denotes log 2 . Note that for q → 1, Eq. (1) yields the well-known entropy of a discrete probability distribution The probability distribution of a given time series can be recovered by the following procedure. The total range of the signal is divided into N bins such that
where V max and V min are the maximum and the minimum values of the signal achieved in the course of measurements, respectively, and δV represents the sensitivity (uncertainty) of the measuring device. The probability that the signal falls into the ith bin of size δV is computed as
where N i equals the number of times the signal falls into the ith bin. Alternatively, in the case of a time series, the same probability can be found from the ergodic theorem, i.e.,
where t i is the time spent by the signal in the ith bin during the total time span of measurements T . Furthermore, the generalized fractal dimensions of a given time series with the known probability distribution are defined as
where the parameter q ranges from −∞ to +∞. Note that for a self-similar fractal time series with equal probabilities p i = 1/N , the definition Eq. (6) gives D q = D 0 for all values of q. 7 Note also that for a constant signal, all probabilities except one become equal to zero, whereas the remaining probability value equals unity. Consequently, for a constant signal, D q = D 0 = 0, the fractal dimension
is none other than the Hausdorff-Besicovitch dimension.
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The previously mentioned correlation dimension, is the fractal dimension with q = 2.
As q → 1, Eq. (6) yields the information dimension
where the numerator is Shannon's entropy given by Eq. (2). Note also that
log p max log δV (9) and
non-increasing function of q. 7 For a given time series ("signal"), the function D q , corresponding to the probability distribution of this signal, is called the fractal spectrum. This name is well-justified because the fractal spectrum provides information about both frequencies and amplitudes of the signal. Indeed, for two probability distributions, a larger value of a fractal dimension of a given order corresponds to the presence of more pronounced spikes (sharper spikes, less expected values of the signal) than in the signal for which the value of the fractal dimension of the same order is lesser. Furthermore, signals with a wider range of fractal dimensions,
can be termed more fractal than signals whose range of fractal dimensions is narrower, such that signals with the zero range are self-similar fractals. In other words, the range of a fractal spectrum is a value associated with the range of frequencies in the signal.
Steeper spectra correspond to the signals in which unexpected values are more dominant, whereas flatter spectra represent those signals in which less unexpectedness occurs. Note that the unexpectedness of an event is defined as the inverse of the probability of this event.
Experimental Technique and Signal Processing
The method was tested on EEG samples measured from 20 healthy humans, 10 females and 10 males, each of whom was to answer either "yes" or "no" to 12 questions by clicking either the "YES" or "NO" button on a computer screen.
EEG signals were recorded in the course of each answering by means of Mindset24, a 24-channel EEG recording device. The sampling frequency was 256 Hz, whereas the sensitivity (uncertainty) of the measuring equipment was δV = 0.01 mV. The probes (electrodes) were placed on the scalp according to the international 10-20 standard. The electrode impedance was minimized by applying ECI Electro-Gel, so that all electrode impedances were below 3 kΩ.
The noise problem was addressed by placing the equipment far from any other equipment that could induce AC or 50 Hz noise. In addition, Mindest24 case was connected to the earth point. Furthermore, each subject was grounded by connecting the subject to earth ground using an appropriate grounding strap on both subject's wrists. The presence of 50 Hz noise was monitored during all the measurements by outputting the instantaneous result of spectral analysis on the computer screen. The noise level never exceeded 0.07 µV, so that the signal to noise ratio was always less than 0.1%.
EKG artifacts were not observed during measurements. These artifacts were eliminated by placing cotton balls behind the subject's earlobes. In addition, all subjects were restricted in their movements in order to eliminate any artifacts associated with muscle impulses and subsequent movements.
For each subject, the data were recorded from 24 electrodes connected to the 24 corresponding channels of Mindset24. These data were then processed in such a way that the probability distribution of the signal recorded for each channel was recovered between V max and V min with δV = 0.01 mV [see Eq. (5)], after which the fractal spectra were computer following Eqs. (6)- (10) .
No significant difference has been observed between EEGs taken from females and males. The data obtained from all the subjects were statistically processed and the significance test was performed. Figure 2 shows two representative EEG samples obtained in the course of the experiment that was described in the previous section. The left side of Fig. 2 depicts the brain response while the person is answering "YES", whereas the right side shows the same person's response while answering "NO". The Fourier spectra of the representative EEG samples are shown in Fig. 3 . It is evident from the figure that although the brain activation during answering "YES" is higher, both the spectra are similar in form, such that very little can be said about the differences in the brain activity during the two tasks.
EEG Seen as Fractal Time Series
In this section, it will be shown that the fractal spectra of the EEG signals provide more information in comparison to the Fourier spectra.
The probability distribution of each of the signals was obtained and the corresponding fractal spectra were found using the method described previously in this paper. The fractal spectra of the two representative signals are shown in Fig. 4 = 0.612 for the "NO" spectrum. Hence, the "YES" spectrum is more fractal than the "NO" spectrum. This implies that the brain is more active while answering the "YES" question. In addition, it is evident from Fig. 4 that more unexpected values are present in the "YES" signal, whereas the "NO" signal is more predictable and uniform. .645 for the "NO" spectrum. Hence, the "YES" spectra are on the average more fractal than the "NO" spectra. This implies that the brain is on the average more active while answering "YES" question. In addition, it is evident from Fig. 5 that, on the average, more unexpected values are present in the "YES" signal, whereas the "NO" signal is more predictable and uniform.
From observing Fig. 5 , another interesting observation can be made. It seems that the "YES" EEG signal is more informative on the average (the information dimension D 1,YES = 0.921) than the "NO" EEG signal (the information dimension D 1,N O = 0.853). This conclusion may be quite unexpected, because one anticipated "YES" and "NO" answers to have an equal informational content. Yet, this content may be different, perhaps due to some intrinsic asymmetry of the brain. Although the difference between the information dimension values is quite small (∼ 7.6%), the asymmetry of the brain in giving "YES" and "NO" responses can be further confirmed by observing that the "YES"-spectra for all cases are larger than the corresponding "NO"-spectra (see Fig. 4 ).
It is necessary to note here that the correlation dimension, usually used as an accepted means for analyzing EEG, now becomes included in the fractal spectra as D 2 . Hence, the fractal spectra provide much more information about the brain activity than the correlation dimension considered alone.
Curiously enough, the fractal spectra obtained in this study can be quite well (with the error of ∼ 20%) approximated by the solution of the logistic equation, namely
where K is the parameter that characterizes the steepness of a given fractal spectrum. For both spectra shown in Fig. 4 , the best curve fitting was achieved at K = 0.36.
Visualization
We used 3D visualization of the EEG. We employed a concept of a dynamic 3D volumetric shape for illustrating how the electrical signal changes through time. For the shape, a time-dependent "blobby" object was used. This object is defined using FRep representation 9 by the following formula:
where a is a scale factor, b is an exponent scale factor, and g is a threshold value. At any given point (x, y, z, t), function f can take negative, positive or zero values. The point is considered on the surface of the object if the function value is zero, inside the object if the function value is positive, and outside the object if it is otherwise. In our case, the blobby function is built on the 24 potential functions resulting from the EEG electrodes. The shape changes through time due to the variable values of the exponent factor b. Its size and appearance visually reflect the brain activity. For a better visual impression, the blobby shape is superimposed with a 3D head. VTK visualization toolkit 10 was used for developing the visualization software. The software developed is an interactive program (Fig. 6 ) which visualizes one or several signals by modeling the respective time-dependent blobby surfaces around the 3D human head. The locations of electrodes and the surfaces of the moving EEG shapes are visualized with different colors. Two different semi-opaque moving blobby shapes corresponding to two different EEG signals can be visualized concurrently to visually analyze the difference between the respective brain activities. In fact, this method of visualization allow us to notice several phenomena, which could not be possibly noticed if we used common ways of analyzing the EEG. Thus, we noticed that the brain is more active while giving positive responses. Also, we observed that although it requires less mental activity in the course of responding, giving a negative response is more stressful because it is followed by prolonged activation of the cerebral cortex and the partial activation of the visual cortex of the brain (Fig. 7) . These observations were then confirmed with the mathematical method presented in the previous sections. In Fig. 8 , we illustrate it with a different visualization model, where moving cylinders indicate activities in the respective part of the brain.
Besides just a visual comparison, we can apply set-theoretic ("Boolean") operations to the moving shapes to isolate activities common for both of them, as well as those that are unique for either one of then. Furthermore, the group set-theoretic operations applied to the individual frames of the moving shape allow us to isolate idle parts of the brain as well as to estimate an average level of the brain activity. The set-theoretic operations over two moving shapes defined with functions f 1 (x, y, z, t) and f 2 (x, y, z, t) are implemented as follows:
Union: x, y, z, t), f 2 (x, y, z, t) ) ≥ 0 or group union:
Intersection:
f difference (x, y, z, t) = min(f 1 (x, y, z, t), −f 2 (x, y, z, t)) ≥ 0.
Thus, in Fig. 9 , we display the minimum and maximum brain activity by intersecting and unifying through the given time of all the EEG shapes. The intersection (left image) shows those parts of the brain which are engaged all the time. The right image (union) shows the maximum activity ever registered for the given time interval. It also shows that there are certain parts of the brain which are always idle for the given case and time interval.
Conclusion
Human encephalograms have been processed by means of the technique that involves analysis of fractal time series. Spectra of the generalized fractal dimensions, based on the Rényi entropy, have been recovered. These spectra show an intrinsic asymmetry of the brain activity, as the brain is involved in tasks that differ only in their emotional content and not in their complexity degree. Therefore, one may conclude that symmetric tasks may otherwise cause a noticeable asymmetry in the brain response only due to their emotional content. The analysis of fractal time series, applied to human encephalograms, may prove to be a powerful tool in achieving a better understanding of the brain functioning.
3D visualization of the brain activity proved to be a useful tool when combined with the abovementioned method. This visualization tool led us to conclusions about the brain activity, which were impossible to make by the existing methods.
