Cluster-based n-gram modeling is a variant of normal word-based n-gram modeling. It attempts to make use of the similarities between words. In this paper, we present an empirical study of clustering techniques for Asian language modeling. Clustering is used to improve the performance (i.e. perplexity) of language models as well as to compress language models. Experimental tests are presented for cluster-based trigram models on a Japanese newspaper corpus and on a Chinese heterogeneous corpus. While the majority of previous research on word clustering has focused on how to get the best clusters, we have concentrated our research on the best way to use the clusters. Experimental results show that some novel techniques we present work much better than previous methods, and achieve more than 40% size reduction at the same level of perplexity.
Introduction
Statistical language modelling (SLM) has been successfully applied in many domains, such as speech recognition, optical character recognition, machine translation, spelling correction, information retrieval, and spoken language understanding [Jelinek, 1990; Church, 1988; Brown et al., 1990; Kernighan et al., 1990; Miller et al., 1999; Zue, 1995] . The dominant technology in SLM is n-gram models.
Typically, n-gram models are trained on very large corpora. In constructing n-gram models, we always face two problems. First, for a general domain model, large amounts of training data can lead to models that are too large for realistic applications. On the other hand, for specific domains, n-gram models usually suffer from the data sparseness problem because large amounts of domain-specific data are usually not available.
When n-gram models are used, we can define clusters for similar words in a corpus. We
N-gram models
The classic task of language modeling is to predict the next word given the previous words.
The n-gram model is the usual approach. It states the task of predicting the next word as attempting to estimate the conditional probability: In practice, the cases of n-gram models that people usually use are n=2,3,4, referred to as a bigram, a trigram, and a four-gram model, respectively. For example, in trigram models, the probability of a word is assumed to depend only on the two previous words: , the predicted probability is 0. This makes it impossible for a system, such as a speech recognition system, to accept such a 0 probability sequence. Thus, these probabilities are typically smoothed [Chen and Goodman, 1999] : some probability is removed from all non-zero counts, and used to add probability to the 0 count items. The added probability is typically in proportion to some less specific, but less noisy model. For trigram models, typically, a formula of the following form is used: is a discount function. It can, for instance, have a constant value, in which case the technique is called "Absolute Discounting", or it can be a function estimated using the Good-Turing method, in which case the technique is called Good-Turing or Katz smoothing [Katz, 1987; Chen and Goodman 1999 ].
Performance evaluation
The most common metric for evaluating a language model is perplexity. Formally, the word perplexity PP W of a model is the reciprocal of the geometric average probability assigned by the model to each word in the test set. It is defined as 
where N W is the total number of words in the test set. The perplexity can be roughly interpreted as the geometric mean of the branching factor of the test document when presented to the language model. Clearly, lower perplexities are better.
For applications, such as speech recognition, handwriting recognition, and spelling correction, it is generally assumed that lower perplexity correlates with better performance. In [Gao et al., 2001] , we presented results that indicate this correlation is especially strong when the n-gram model is applied to the application of pinyin to Chinese character conversion, which is a similar problem to speech recognition.
Word Cluster and Cluster-based N-grams
For any given assignment of a word w i to a cluster (also called a class) c i , there may be many to many mappings; i.e. a word w i may belong to more than one cluster, and a cluster c i will 3 0
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typically contain more than one word. For the sake of simplicity, in this paper, we assume that a word w i can only be uniquely mapped to its own cluster c i , which is called hard clustering. The cluster-based n-gram model is a variant of the word-based n-gram model that uses the frequency of sequences of clusters to help produce a more knowledgeable estimate of the probability of word strings. The basic cluster-based n-gram model defines the conditional probability of a word w i based on its history as the product of the two factors: the probability of the cluster given the preceding clusters, and the probability of a particular word given the cluster [Brown et al., 1990] . For example, in cluster-based trigram models, we have
The MLE of the probability of the word given the cluster, and the probability of the cluster given the two previous clusters can be computed as follows:
) (
A large amount of previous research has focused on how to best cluster similar words together. The proposed methods can be roughly grouped into two categories: (1) knowledge based clustering, and (2) data-driven clustering.
In knowledge based clustering, words are clustered based on the syntactic/semantic information we have for the language and the task [Jelinek, 1990; Heeman, 1999; Heeman and Allen, 1997; Placeway et al., 1993; Issar and Ward, 1994; Ward and Young, 1993] . For example, part of speech (POS) tags can be generally used to produce a small number of clusters although this may lead to significantly increased perplexity [Srinivas, 1996; Niesler et al., 1998 ]. Alternatively, if we have domain knowledge, it is often advantageous to cluster words that have a similar semantic functional role together. For example, [Issar and Ward, 1994] used tags like CITY and AIRLINE for an airline information system. There has also been some interesting research on word clustering for Chinese language. For example, [Yang et al., 1994] present a method in which Chinese words are simply clustered according to their starting and ending characters. It assumes that because almost every Chinese character is a morpheme with its own meaning, very often words having the same starting or ending characters share some common linguistic properties and, thus, can form a word cluster. A good example is the cluster containing "yesterday" (昨天), "tomorrow" (明天), "everyday" (每天), "Sunday" (星期天) etc.
In data-driven clustering, words are clustered automatically in a such way that the overall perplexity of the corpus is minimized [Brown et al., 1992] . A greedy search algorithm is generally used for clustering. It basically works as follows. First, each word is initialized to a random cluster. Then, at each iteration, every word is moved to a cluster such that the resulting model has the minimum perplexity. The algorithm converges when no single word can be moved to another cluster in a way that reduces the perplexity of the cluster-based ngram model. Most previous research has found only small differences between different techniques for finding clusters [Kneser and Ney, 1993; Yamamoto and Sagisaka, 1999; Ueberla, 1996; Pereira et al., 1993; Bellegarda et al., 1996; Bai et al., 1998 ]. One result, however, is that automatically derived clusters outperform POS tags [Niesler et al., 1998 ], at least when there is enough training data [Ney et al., 1994] .
While cluster-based n-gram models often offer no perplexity reduction in comparison to word-based n-gram models, it is beneficial to smooth the word-based n-gram model via either backoff or interpolation methods (although the improvement is marginal) [Maltese and Mancini, 1992; Miller and Alleva, 1997] . One typical example is a combined model where the cluster-based n-gram model can be linearly interpolated with a normal word-based n-gram model [Brown et al., 1992] :
where λ is the interpolation weight optimized on heldout data.
In this study, we focused our research on novel techniques for using clusters rather than different ways of finding clusters. We also noticed that all realistic applications have memory constraints. Therefore, we concentrated our experiments on finding the best way to use cluster-based n-gram models together with word-based n-gram models to seek the optimum balance between memory storage and perplexity. In Section 5, most of our experimental results will be presented in the form of size/perplexity curves.
Using Clusters
In this section, we will describe our techniques for using clusters, which are a bit different than traditional clustering as shown in Equation (6). As a typical example, consider the trigram probability P(w 3 |w 1 w 2 ), where w 3 is the word to be predicted, called the predicted word, and w 1 and w 2 are context words used to predict w 3 , called the conditional word. Either the predicted word or the conditional word can be clustered when building cluster-based trigram models. Therefore, there are three basic forms of cluster-based trigram models. When using clusters for the predicted word as shown in Equation (10), we get the first kind of cluster-based trigram model, called predictive clustering. When using clusters for the conditional word as shown in Equation (11), we get the second model, called conditional clustering. When using clusters for both the predicted word and the conditional word, we get Equation (12), called combined clustering:
In what follows, each technique will be discussed in detail, and illustrated by an example.
Predictive clustering
Consider a probability such as P(Tuesday| party on). Perhaps the training data contains no instances of the phrase "party on Tuesday", although other phrases such as "party on Wednesday" and "party on Friday" do appear. We can put words into clusters, such as the word "Tuesday" into the cluster WEEKDAY. Now, we can consider the probability of the word "Tuesday" given the phrase "party on", and also given that the next word is a WEEKDAY. We will denote this probability by P(Tuesday | party on WEEKDAY). We can then decompose the probability P(Tuesday | party on) = P(WEEKDAY | party on) × P(Tuesday | party on WEEKDAY).
When each word belongs to only one cluster, this decomposition is a strict equality. This can be trivially proven as follows: 
Substituting Equation (14) into Equation (13), we get
Now, although Equation (15) is a strict equality, when smoothing is taken into consideration, using the clustered probability will be more accurate than using the nonclustered probability. For instance, even if we have never seen an example of "party on
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Tuesday", perhaps we have seen examples of other phrases, such as "party on Wednesday"; thus, the probability P(WEEKDAY | party on) will be relatively high. Furthermore, although we may never have seen an example of "party on WEEKDAY Tuesday", after we backoff or interpolate with a lower order model, we may able to accurately estimate P(Tuesday|on WEEKDAY). Thus, our smoothed clustered estimate may be a good one. We call this particular kind of clustering predictive clustering. The general form is Equation (10).
Conditional clustering
On the other hand, we can also cluster the words we are conditioning on. For instance, if "party" is in the cluster EVENT and "on" is in the cluster "PREPOSITION", then we can write
We call this kind of clustering conditional clustering. The general form is Equation (11).
Combined clustering
It is also possible to combine both predictive and conditional clustering, and, in fact, for some applications, this combination works better than either one separately. Thus, we can compute
We call this kind of clustering combined clustering. The general form is Equation (12). Equation (12) is a generalization of predictive clustering of Equation (10), in which case we used no clustering for conditional words. Equation (12) is also a generalization of conditional clustering of Equation (11), in which case we used no clustering for predicted words. Also notice that the combined cluster-based trigram model of Equation (12) is actually a generalization of a technique invented at IBM (Brown et al., 1992) , which uses the approximation P(w i |c i-2 c i-1 c i ) ≈P(w i |c i ) to get
The approximation is suboptimal unless we use high (count) cutoffs for bigrams and trigrams. Given that combined clustering uses more information than regular IBM clustering, we assumed that it would lead to improvements. As will be shown in Section 5, it works about the same or a little better, at least when interpolated with a normal word-based trigram model.
Finding Clusters
As described in Section 2, a large number of techniques for finding clusters have been proposed, but previous studies showed that no one technique outperforms other significantly. In this study, we did not explore different techniques for finding clusters, but simply picked one we thought would be good, based on previous research.
There is no need for the clusters used for different positions to be the same. In particular, for a model like IBM clustering, with P(w i |c i )×P(c i |c i-2 c i-1 ), we call the cluster c i a predictive cluster, and the clusters c i-2 and c i-1 conditional clusters. The predictive and conditional clusters can be different [Yamamoto and Sagisaka, 1999] . For instance, consider a pair of words like "a" and "an". In general, "a" and "an" can follow the same words, and so, for predictive clustering, belong to the same cluster. However, there are very few words that can follow both "a" and "an", and so, for conditional clustering, they belong to different clusters. We have also found in experiments that the optimal numbers of clusters used for predictive and conditional clustering are different. In this paper, we always optimize both the number of conditional and predictive clusters separately, and reoptimize for each technique on each training data set. This is a very time consuming task, since each time the number of clusters is changed, the models must be rebuilt from scratch. We always try numbers of clusters that are powers of 2, e.g. 1, 2, 4, etc. This seems to produce numbers of clusters that are close enough to optimal.
The clusters are found automatically using a tool that attempts to minimize perplexity. In particular, for conditional clusters, we try to minimize the perplexity of the training data for a bigram of the form P(w i |c i-1 ), which is equivalent to maximizing For predictive clusters, we try to minimize the perplexity of the training data of P(c i |w i-1 )×P(w i |c i ). We do not minimize P(c i |w i-1 )×P(w i |w i-1 c i ) because we are doing our minimization on unsmoothed training data, and the latter formula would, thus, be equal to P(w i |w i-1 ) for any clustering. If we were to use the method of leaving-one-out (Kneser and Ney, 1993) , then we could use the latter formula, but the approach would be more difficult. Now,
is independent of the clustering used. Therefore, for selection of the best clusters, it is sufficient to try to maximize ∏ = −
. This is very convenient since it is exactly the opposite of what was done for conditional clustering. It means that we can use the same clustering tool for both, and simply switch the order used by the program used to get the raw counts for clustering. We give more details about the clustering algorithm in Appendix B.
Results and Discussion
In this section, we will report our main experiments. In Section 5.1, we will describe the text corpus we used. In Section 5.2, we will compare the performance of word-based trigram models with cluster-based n-gram models. We will give perplexity results of cluster-based ngram models alone, as well as of combined models, where the cluster-based n-gram models were interpolated with word-based n-gram models. In Section 5.3, we will present a fairly thorough comparison of different techniques for using clusters in language model compression.
We will then show that our novel clustering techniques can produce much smaller models at a given level of perplexity.
Corpora
We performed our experiments on both Chinese and Japanese text corpora. In both cases, we built language models on training data sets of medial size. We performed parameter optimization on a separate set of heldout data, and performed testing on a set of test sets. None of the three data sets overlapped. Out-of-vocabulary words were not included in perplexity computations.
For the Chinese corpus, we used the IME corpus for language model training. It is a balanced corpus, and it exhibits great variety in domain as well as in style. It was collected from the Microsoft input method editor (IME -a software layer that converts keystrokes into Chinese character) tasks. It consists of 11 million characters (or 7 million words after word segmentation). We used 10,000 words for heldout data, and 20,000 words for testing data. The heldout and test data set were every 50th sentence from two non-overlapping sets of an independent open test set. The open test set was carefully designed, and contains approximately half a million characters that have been proofread and balanced among domains, styles, and time [Gao et al., 2001] . The lexicon we used is defined by Chinese linguists, with 50,180 entries. The experiments on the Chinese corpus were fairly open tests since we used heterogeneous (in terms of domain and style) data sets from different sources for language model training and testing. Thus, we assumed that problems due to data sparseness and training-test mismatch would be relatively serious.
For experiments on Japanese language modeling, we used a subset of the Nikkei newspaper corpus. In particular, we used the most recent ten million words of the Nikkei corpus for training. As in the Chinese case, we used 10,000 words for heldout data, and 20,000 words for testing data. The heldout and test data sets were every 50th sentence from 3 6
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two non-overlapping sets, taken from another section of the Nikkei corpus. The lexicon we used contains 180,187 Japanese words. The experiments on the Japanese corpus were more like closed tests since we used homogeneous (at least in terms of style) data sets from the same corpus for language model training and testing. We then assumed that data sparseness and training-test mismatch would be less serious than they would be for the Chinese corpus. We also assumed that the Japanese lexicon was far more complete than the Chinese one. A certain number of the entries in the Japanese lexicon are expressions (e.g. of time and date).
Using the abovementioned Chinese and Japanese text corpora, we sought to test the robustness of our clustering techniques for different languages, corpora, and word sets (e.g. lexicons).
Clustering for language model improvement
The techniques for finding clusters described in Section 4 were applied to the training corpus to determine suitable word clusters. The word clusters obtained were used to define a clusterbased trigram model and to compute the perplexity on the test sets.
In the experiments, the clustering technique we used created a binary branching tree with words at the leaves. By cutting the tree at a certain level, it was possible to achieve a wide variety of different numbers of clusters. For instance, if the tree was cut after the 8 th level, there would be roughly 2^8=256 clusters. Since the tree would not be balanced, the actual number of clusters could be somewhat smaller. Therefore, in what follows, we will use the level of the tree to represent approximately the number of clusters, such as 2^1, 2^2, 2^3, etc. Many more details about the clustering techniques used are given in Appendix B.
Using cluster-based trigram models alone
In the first series of experiments, we used the traditional cluster-based trigram model of Equation (6) to compute the perplexity. The results are shown in Table 1 for the Chinese and the Japanese corpora. For the sake of comparison, the perplexities of the word trigram models are included. In addition, the perplexities of several human defined word clusters sets are shown as well. These include (1) the 28 POS tags of the Chinese corpus [Zhou, 1996] and (2) the 1428 semantic clusters of the Chinese corpus, which were taken from "同义词词林" (TongYiCi CiLing), a widely used Chinese thesaurus [Mei, 1983] . As shown in Table 1 , the perplexity was drastically decreased by increasing the number of word clusters. The best results on both Chinese and Japanese corpora are still the word-based trigram values. It turns out that human defined clusters work much worse than automatically derived clusters with similar numbers of word clusters. The results are consistent with those of Ney et al. [1994] , who observed that for small amounts of training data (100,000 words), hand clustering outperformed automatic clustering, but that for larger amounts (1.1 million words), automatic clustering was better.
Notice that although the perplexity of the hand clustering model is much higher than the perplexity of the automatic clustering model, this does not mean that human defined clusters are unreasonable or worse than automatically derived clusters. The two cluster sets were generated by different criteria and motivations. Hand clustering is usually based on semantic/syntactic similarity, while automatic clustering uses the perplexity measurement directly. Therefore, the former is more widely used for knowledge systems, such as spoken language understanding, while the latter is good for statistical systems, such as speech recognition. As shown in table 4, although most of the automatically derived clusters look reasonable, there are also clusters which are difficult to interpret from a linguistic point of view. 
Using combined models
In the second series of experiments, we used the combined models of Equation (9), where the cluster-based trigram model is linearly interpolated with the word-based trigram model. The interpolation constant λ is optimized on heldout data. The results are shown in Table 2 . We still used word-based trigram models as baseline systems. It turns out that combined models consistently outperform baseline models. Unlike the case shown in the Table 1 , the perplexity is decreased slowly at first by increasing the number of word clusters. We thus have an optimum at about 2^9 clusters for both the Chinese and the Japanese corpus. Beyond these numbers, the perplexity increases slightly again. Depending on the corpus, we have different 3 8
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levels of perplexity reduction: about 3% for the Chinese corpus (at 2^9 clusters), and more than 10% for the Japanese corpus (at 2^9 clusters). 
Using higher-order n-gram models
While trigram approximation has been proven, in practice, to be reasonable, there is disagreement about whether longer contexts can be helpful. This has led to research on using n-gram models in which n>3, called higher-order n-grams. Most of the previous experiments with higher-order n-grams showed little improvement because of the data sparseness problem. For example, [Goodman, 2001] showed that even using a very large corpus for n-gram model training (e.g. 280 million words), very small improvements occurred for n-gram models, where n is larger than 5. Clustering is an alternative way of dealing with the data sparseness problem besides smoothing. It was, thus, interesting to explore the effectiveness of clusterbased higher-order n-gram models.
We performed the third series of experiments on the relationship between cluster-based n-gram order and perplexity. We fixed the number of clusters at 2^8, and built a series of ngram models, with n ranging from 2 to 20. The cluster-based higher-order n-gram models were then linearly interpolated with normal word-based trigram models. The perplexity results are shown in Table 3 . We can see that although we used training corpora of medial size, improvement still occurred even for very high order n-gram models. After 10-gram models were used, depending on the corpus, we obtained approximately 10% perplexity reduction for the Chinese corpus, and obtained more than 11% perplexity reduction on the Japanese corpus. It then turns out that clustering works significantly better with higher-order n-gram models than the traditional smoothing methods as described in [Chen and Goodman, 1999] . 
Analysis of words in clusters
We divided the 50,180-entry Chinese lexicon into 2^8 clusters by means of automatic clustering. The number of words in each cluster varied greatly from 0 to more than 2000. Table 4 gives 11 examples of word clusters. For each cluster from A to C, we randomly selected 10 two-character Chinese words, and removed those words that occurred less than 10 times in the training corpus. For each remaining cluster shown in table 4, we give the top 15 to 30 two-character Chinese words with the highest frequency (at lest 10 times) in the training corpus.
We can see that most of the words in each cluster belong to the same syntactic class, namely, verbs for cluster A, nouns for clusters B and C, etc. Furthermore, there are some semantic similarities between the words in a cluster. The majority of the words in cluster A are verbs expressing some kind of motion, some of the words in cluster B are titles, and some of the words in cluster C are games. There are also words which appear to be in the wrong cluster: words like "earth" and "banquet" are not games, and words like "parsimony" and "mournful" are not verbs. Although most of the clusters look reasonable, there are also clusters that are difficult to interpret from a linguistic point of view. The other 8 clusters, which contain only high frequency words, look quite reasonable. It turns out that, given a sufficient large training corpus, the degree to which the clusters capture both syntactic and semantic aspects of Chinese is quite impressive although they were constructed from nothing more than counts of bigrams. 
Clustering for language model compression
As shown in the last subsection, Equation (9) leads to better results (lower perplexities) than a simple trigram model does. But at the same time, the combined model is larger, since it includes both a cluster-based trigram model and a normal trigram model. In this subsection, we will explain how we took memory constraints into consideration, and concentrated our experiments on using clustering for language model compression. We performed experiments on the three basic cluster-based trigram models described in Section 3, and we found that our novel clustering techniques could be combined with language model pruning methods to produce much smaller models at a given level of perplexity than could be produced using pruning methods without clustering.
Since we are seeking the correct balance between memory storage and perplexity, all experimental results below are presented in the form of size/perplexity curves. The size was measured as the total number of parameters of the language model: one parameter for each bigram and trigram one parameter for each normalization parameter α that was needed, and one parameter for each unigram. In the pruning experiments, bigrams and trigrams were both pruned, unigrams never were. This resulted in the smallest possible number of parameters being equal to the vocabulary size, e.g. 50,187 unigrams for Chinese models, and 180,187 unigrams for Japanese models.
In our experiments described below, we used Stolcke's [1998] pruning method to produce a series of language models of different sizes. This method is an entropy-based cutoff method, and can be considered an extension of the work of Seymore and Rosenfeld [1996] and of Kneser [1996] . The basic idea is to remove as many "useless" probabilities as possible, and at the same time to keep the perplexity increase as small as possible. This is achieved by examining the weighted relative entropy or Kullback-Leibler distance between each probability ) | ( h w P and its value from the backoff distribution,
where h is the reduced history. When the Kullback-Leibler distance is small, the backoff probability is a good approximation, and the probability P(w|h) does not carry much additional information and can be deleted. The Kullback-Leibler distance was calculated for each n-gram entry, and we removed entries and reassigned the deleted probability mass to backoff mass for any n-gram entry whose deletions increased the Kullback-Leibler distance by less than a specified threshold value. Compared to the traditional count cutoff methods, Stolcke pruning performed a little better [Goodman and Gao, 2000] . More importantly, the Stolcke method could prune a model to a specific size, simply by finding the threshold level that resulted in a model of that size. For all the models, we used a smoothing method called modified absolute discounting for backoff. We give more details about Stolcke pruning and modified absolute discounting in Appendix A.
We then performed a number of experiments to compare our different models. In these experiments, the baseline system was the word-based trigram model.
Predictive clustering
We first used predictive clustering of Equation (10). The results are shown in Figures 1 and 2 . It turns out that we got the best result at about 2^6 clusters for both the Chinese and Japanese corpora. Depending on the corpus, compared to the baseline systems, at the same size, we got a maximum 6.6% perplexity reduction for the Chinese corpus, and a maximum 5.1% perplexity reduction for the Japanese corpus; at the same perplexity, we got a maximum 54% size reduction for the Chinese corpus, and a maximum 57% size reduction for the Japanese corpus. We notice that for these two corpora, although we got the best result at 2^6 clusters for both of them, the results at other numbers of clusters (e.g. 2^4, 2^7) were very different. For the Chinese corpus, all the predictive clustering models performed about the same. For the Japanese corpus, models at larger numbers of clusters performed much better than models at small numbers of clusters (e.g. 2^4). In general, with our clustering, when there was only a small amount of training data, the clusters became less useful. Perhaps this was because there was a more serious data sparseness problem for the Chinese corpus, and many parameters were out of training, thus larger clusters did not bring benefits. As for the Japanese corpus, the data sparseness problem was much less serious, so a large number of clusters led to significant perplexity reduction.
We also tried to set different pruning threshold values for the two components of the predictive clustering models. We could not obtain any improvement. Therefore, in what follows, we will always assume that we used the same pruning threshold value for both components in the predictive clustering and combined clustering models.
Conditional clustering
We used the conditional clustering of Equation (11). As shown in Figures 3 and 4 , the results for the two languages are qualitatively very similar. The performance was consistently improved by increasing the number of clusters. But no conditional clustering model was superior to the baseline model. This is not surprising because the conditional clustering model always discards information for predicting words, and even with smoothing, it does not bring any additional benefits. 
Combined clustering
We also used the combined clustering of Equation (12). As mentioned earlier, we can use different numbers of cluster for predictive clusters and conditional clusters. This leads to a very large number of possible parameter settings. We presented detailed analysis of the parameter settings of the combined clustering model in [Goodman and Gao, 2000] . In this paper, we will only report the results of some sample parameter settings.
For the Chinese corpus, as shown in Figure 5 , we set the number of predictive clusters to 2^4, 2^6, and 2^8, and set the number of conditional clusters to 2^12, 2^14, and 2^16. We then built a large number of models. Rather than graph all the points of all the models, we show only the outer envelope of the points for each number of predictive clusters in Figure 5 . That is, if for a model with a given number of predictive clusters, there was some other point with the same number of predictive clusters (and perhaps a different number of conditional clusters) with both lower perplexity and smaller size than the first model, then we did not graph the first, worse point. We show the outer envelope of the size/perplexity curves of 2^4, 2^6, and 2^8 predictive clusters.
For the Japanese corpus, as shown in Figure 6 , we do not show the outer envelopes as in Figure 5 . Instead, we show results of the top three best parameter settings we obtained; for instance, (2^4, 2^12) represents the combined cluster-based trigram model with 2^4 predictive clusters and 2^12 conditional clusters.
It turns out that, for the Japanese corpus, the best combined clustering models outperformed the baseline model. At small model sizes, we got the best result at 2^14 conditional clusters and 2^6 predictive clusters. At large model sizes, we got the best result at 2^12 conditional clusters and 2^4 predictive clusters. We achieved the maximum 6.5% perplexity reduction at the same size, and the maximum 40% size reduction at the same perplexity. But for the Chinese corpus, no improvement over the baseline model was achieved until we used models with very large numbers of conditional clusters. This is not difficult to explain. Recall that predictive clustering is a special case of combined clustering. Actually, in most combined clustering models for Chinese, it turns out to be no less optimal to use conditional clusters than the vocabulary size, i.e., no conditional clustering. Now, consider the IBM clustering of Equation (6), which is a special case of the combined clustering model. As shown in Figure 6 , the performance is by far the worst, roughly an order of magnitude worse than the performance of the other approaches. We hypothesized that this was because the IBM model throws away too much useful information. We thus tried a variation on the IBM model:
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This model is just like the standard IBM model, but it also conditions the probability of the word on the previous clusters. We compared this model with a standard IBM model. The results are shown in Tables 5 and 6 . It turns out that, for the Chinese corpus, models in the form of Equation (20) consistently outperformed the standard IBM models (e.g. we achieved 4% perplexity reduction at 2^9 clusters), while for the Japanese corpus, they worked about the same. Notice that in these experiments, no pruning was done.
We summarize the results of all the experiments described in this subsection in Figures  7 and 8 . It is clearly seen that our novel clustering techniques produce much smaller models than do previous methods (i.e. baseline systems) at the same perplexity level. In addition, several more conclusions can be drawn:
1. Conditional clustering did not help for either the Chinese or the Japanese corpus since it always discards information. Number of clusters Equation (9) Equation (20 
Conclusion
Cluster-based n-gram models are variations on traditional word-based n-gram models. They attempt to make use of the similarities between words. In this paper, we have presented an empirical study on clustering techniques for Asian language modeling. While the majority of the previous research on word clustering has focused on how to get the best clusters, we have concentrated our research on the best way to use the clusters. We have studied in detail three cluster-based n-gram models, namely, predictive clustering, conditional clustering, and combined clustering. In our experiments, clustering was used to improve the performance (i.e. perplexity) of language models as well as to compress language models. We performed experimental tests on a Japanese newspaper corpus of more than 10 million words, and on a Chinese mixed-domain corpus of more than 7 million words. Results show that our novel techniques worked much better than previous methods. They not only showed better performance when interpolated with normal n-gram models, but could also be combined with Stolcke pruning to produce models much smaller than unclustered models with the same perplexity level.
Most language modeling improvements reported previously required significantly more space than the normal trigram baseline model, or had higher perplexity. Their practical value is questionable. In this paper, we have proposed a technique that results in lower perplexity than the traditional trigram models do at every memory size. In other research [Gao et al., 2001] , we have shown that cluster-based models of this form can be applied effectively to pinyin to Chinese character conversion. One area we consider promising for future research is the combination of human defined and automatically derived clustering. While human defined clusters alone generally work worse than automatically derived clusters, there has been little research on their combination. It is an open question whether such a combination can lead to further improvements.
A. Methods of Trigram Training
We will describe methods for language model training below. These include the modified absolute discounting smoothing method and Stolcke's entropy-based pruning method.
Absolute Discounting
Trigram Language models make the assumption that the probability of a word depends only on the identity of the immediately two preceding words, say P(w i |w 1 w 2 … w i-1 ) ≈ P(w i |w i-2 w i-
Smoothing is used to address the problem of data sparseness. Experimental results show that a novel variation of absolute discounting, Kneser-Ney smoothing, consistently outperforms all others [Chen and Goodman, 1999] . However, because Kneser-Ney smoothing is less commonly used, slightly more difficult to implement, and, we suspect, may not work as well when pruning is done, we used a slightly different technique in this research, modified absolute discounting. First, we will describe basic absolute discounting. Letting D represent a discount, we set the probability as follows: . Chen and Goodman [1999] introduced an estimate for the optimal D for absolute discounting smoothing as a function of training data counts 1 . In practice, we can use Equation (23) to Equation (26) 
where n 1 , n 2 , n 3 , and n 4 are total numbers of trigrams with exactly one, two, three, and four counts, respectively.
Notice that for the experiments conducted in this study, we did not use this approximation, but instead optimized the discounts on heldout data. This led to very limited improvement. Stolcke [1998] proposed a criterion for pruning n-gram language models based on the relative entropy between the original and the pruned model. The relative entropy measure can be expressed as a relative change in training data perplexity. All n-grams that change perplexity by less than a threshold are removed from the model. Formally, let P denote the trigram probabilities assigned by the original model, say P=P(w i |w i-2 w i-1 ), and let P'= P(w i | w i-1 ) denote the probabilities in the pruned model, assuming that we have pruned the trigram probability. Then, the relative entropy between the two models is 
Entropy-based Pruning
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B. Clustering Algorithm
There is no shortage of techniques for generating clusters, and there appears to be little
The Use of Clustering Techniques for Language Modeling 59
evidence that different techniques that optimize the same criterion result in significantly different quality of clusters. We note, however, that different algorithms may require significantly different amounts of run time. We used several techniques to speed up our clustering significantly.
The basic criterion we followed was to minimize entropy. In particular, we assumed that the model we were using was of the form P(z|Y); we wanted to find the placement of words y into clusters Y that minimized the entropy of this model. This is typically done by swapping words between clusters whenever such a swap reduces the entropy.
The first important approach we took to speeding up clustering was a top-down approach. We note that agglomerative clustering algorithms -those which merge words bottom up -may require significantly more run time than top-down, splitting algorithms. Thus, our basic algorithm is top-down. However, in the end, we sometimes perform four iterations of swapping all words between all clusters. Notice that for the experiments reported in this paper, we used the basic top-down algorithm without swapping.
Another technique we used is Buckshot [Cutting et al., 1992] . The basic idea is that even with a small number of words, we are likely to have a good estimate of the parameters of a cluster. Therefore, we proceeded top down, splitting clusters. When we were ready to split a cluster, we randomly picked a few words, and put them into two random clusters, and then swapped them in such a way that entropy was decreased, until convergence occurred (no more decrease could be achieved). Then we added a few more words, typically 2 more, put each one into the best bucket, and then swapped again until convergence occurred. This was repeated until all words in the current cluster had been added and split. We haven't tested this particularly thoroughly, but our intuition is that it should lead to large speedups.
We used one more important technique that speeds up computations, adapted from an earlier work by [Brown et al., 1992] . We attempted to minimize the entropy of our clusters. Let v represent words in the vocabulary, and let W represent a potential cluster. We minimize
The inner loop of this minimization considers adding (or removing) a word x to cluster W. What will the new entropy be? On its face, this would appear to require computation proportional to the vocabulary size to re-compute the sum. However, letting the new cluster W + x be called X,
The first summation in Equation 28 can be computed relatively efficiently, in an amount 6 0
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of time proportional to the number of different words that follow x; it is the second summation that needs to be transformed:
Now, notice that
and that
Substituting Equation 30 and 31 into Equation (29), we get
is just the old entropy, before adding x.
Assuming that we have pre-computed/recorded this value, all the other summations only sum over words v for which C(xv) > 0, which, in many cases, is much smaller than the vocabulary size. Many other clustering techniques [Brown et al., 1992] , where the same clusters are used for both. The original speedup formula uses this version, and is much more difficult to minimize. Using different clusters for different positions not only leads to marginally lower entropy, but also leads to simpler clustering.
