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We study the nucleation of crystalline cluster phases in the generalized exponential model with exponent n= 4. Due to
the finite value of this pair potential for zero separation, at high densities the system forms cluster crystals with multiply
occupied lattice sites. Here, we investigate the microscopic mechanisms that lead to the formation of cluster crystals
from a supercooled liquid in the low-temperature region of the phase diagram. Using molecular dynamics and umbrella
sampling, we calculate the free energy as a function of the size of the largest crystalline nucleus in the system, and
compare our results with predictions from classical nucleation theory. Employing bond-order parameters based on a
Voronoi tessellation to distinguish different crystal structures, we analyze the average composition of crystalline nuclei.
We find that even for conditions where a multiply-occupied fcc crystal is the thermodynamically stable phase, the
nucleation into bcc cluster crystals is strongly preferred. Furthermore, we study the particle mobility in the supercooled
liquid and in the cluster crystal. In the cluster crystal, the motion of individual particles is captured by a simple reaction-
diffusion model introduced previously to model the kinetics of hydrogen bonds.
I. INTRODUCTION
Everyday life tells us that in the macroscopic world two
objects cannot occupy the same part of space. Similarly, on
the microscopic level, Fermi repulsion prevents atoms from
sharing the same location. However, exactly that can happen
on the mesoscopic level. Macromolecules such as polymer
chains, polymer rings, or dendrimers, can penetrate each other
in such a way that their respective center of mass positions
coincide1–4. In contrast to atoms and compact molecules,
the effective interaction of two such open molecules will re-
main finite even for zero separation making it possible for
the molecules to overlap. This feature is mimicked by coarse
grained models in which every macromolecule is represented
by a single particle5–11. One example for such a potential is
the generalized exponential model or GEM-n system, where
the pair interaction is given by an exponential,
u(r) = εe−(r/σ)
n
. (1)
This potential permits the existence of cluster phases for
n > 2, indicated by the presence of negative components in
the potential’s Fourier transform12. In particular, for the case
n= 4 and d= 3 dimensions, there exists a very complex phase
behavior showing a multitude of cluster phases in the low-
temperature regime7,11,13. For low densities, the system is in
a liquid state. When increasing the density, for very low tem-
peratures, the system initially forms a regular face-centered
cubic (fcc) or body-centered cubic (bcc) lattice, depending on
the exact conditions. A further increase in the density leads to
the formation of cluster crystals, with the number of particles
per lattice site increasing with the density. The properties of
clusters phases in GEM-4 have also been studied extensively
in d = 2 dimensions14–16.
In this paper, we investigate the formation of cluster crystals
through nucleation out of the metastable liquid in the GEM-4
system, finding the crystallization occurs predominantly into
the bcc phase. Similar preference for bcc was observed re-
cently in the Gaussian core model (GEM-2), which, however,
does not form clusters17,18.
In GEM-4 as well as in the Gaussian core model, crystal-
lization results in a high degree of polymorphism. On the
other hand, a rather different nucleation mechanism has been
observed in a binary Lennard-Jones mixture19. There, in ac-
cordance with Ostwald’s “step rule”20, a core primarily con-
sisting of fcc particles (the stable phase) is surrounded by a
surface layer of bcc particles (the phase with the lowest free
energy difference to the liquid).
At this point, an explanation of the terminology used in
this paper is in order. We use the word particle when speak-
ing about individual, soft particles, and cluster when speaking
about a small aggregation or “blob” of individual particles sit-
ting on top of each other. With cluster occupancy we mean
the number of individual particles per cluster. The word nu-
cleus, on the other hand, is reserved for larger aggregations of
either particles or clusters, arranged in a regular manner on a
lattice and forming the precursor of an extended crystal.
The remainder of this paper is structured as follows. In
Sec. II, we will describe the model and briefly discus the re-
gions of the phase diagram relevant for this work. Sec. III
covers the numerical methods used in this study, such as the
algorithm to assign individual soft particles to clusters and the
details of the dynamics used in our work. In the same sec-
tion, we explain our method for detecting crystal structures
using bond-order parameters based on a Voronoi tessellation
of space. We present our results in Sec. IV and provide a dis-
cussion in Sec. V.
II. MODEL
We study the cluster-forming GEM-4 system of spherical
particles interacting via the pairwise additive potential
U(r1, . . . ,rN) =∑
i< j
εe−(ri j/σ)
4
, (2)
where ri j = |ri − r j| is the distance between particles i and
j, and ε and σ set the energy and length scale, respectively.
This system shows the formation of cluster crystal phases at
high densities7. For very low temperatures, the system is in
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2Figure 1. GEM-4 cluster crystal in an fcc3 structure at low temper-
ature. Each lattice site of the face-centered cubic crystal structure is
occupied by three particles. The particles are displayed with three
different colors in order to enhance the visibility of the individual
cluster members.
a face-centered cubic structure where the number of individ-
ual particles per lattice site increases with the density. Pro-
vided that the dimensions of the simulation box are chosen
commensurate with an fcc cluster crystal, at these conditions,
there is very little variance in the occupation numbers between
different sites. Thus, each site is occupied by m particles,
where m is called cluster occupancy. We denote this struc-
ture by fccm. As an example, consider the fcc3 crystal at
a rather low temperature of kBT/ε = 0.02 shown in Fig. 1,
at which the thermal fluctuations of the particle positions are
very small. At higher temperatures, the system is in a cluster-
fcc or cluster-bcc structure. Under these conditions, the mean
cluster occupancy also increases with density, but is in general
a non-integer number, i. e., the number of individual particles
typically differs from one lattice site to another. Here, one
also observes frequent hops of individual particles between
clusters. The system forms clusters also in the liquid phase
at sufficiently high densities and it is from such a cluster liq-
uid that we observe crystal nucleation. We restrict ourselves
to situations where the mean cluster occupancy is an integer,
typically two, and does not vary significantly between clus-
ters. For the comparatively low temperatures investigated in
this work, this is true despite the fact that strictly speaking,
we are in the cluster-fcc and cluster-bcc regions of the phase
diagram, respectively.
III. METHODS
In this section, we describe the algorithm used to group sin-
gle particles into clusters and then how we use bond-order
parameters based on a Voronoi tessellation of space to distin-
guish between liquid and different crystal environments. We
also give a detailed description of the order parameter used in
our work, the size of the largest crystalline nucleus. The sec-
tion is concluded by a discussion of the dynamics employed
in our simulations.
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Figure 2. Radial distribution function g(r) for different phases at
kBT/ε = 0.08 and ρσ3 = 1 (stable phase: fcc2). The cutoff radius
rc = 0.7σ used to define clusters is indicated by a vertical dashed
line. Note the logarithmic scale on the y-axis.
A. Clustering algorithm
Consider the typical form of the radial distribution function
g(r) for the GEM-4 system as shown in Fig. 2. The high peak
for zero separation indicates that clusters form at high density.
Thus, in order to define what constitutes a cluster of particles,
we first find, for each particle, all neighboring particles within
a distance of rc = 0.7σ . Then, we find all clusters of particles
connected by that distance criterion21. It is worth noting that
by using this method, it is theoretically possible that within a
single cluster, two particles are separated by a distance larger
than rc. As a simple example, one might think of three parti-
cles arranged along a line, such that the distance between the
first and the third particle is significantly larger than the cutoff
radius. However, in practice, in GEM-4 under the conditions
investigated in this study, this rarely happens: typical cluster
occupancies are on the order of two, and even clusters of three
particle are rather closely packed.
After the clustering step, we calculate the center-of-mass
position for each cluster. In order to avoid any ambiguities
arising from the periodic boundary conditions employed in
our simulation, we do this by mapping each coordinate onto a
unit circle. A detailed description of the algorithm is given
in Appendix A. We use this cluster center-of-mass coordi-
nates exclusively in the following procedures to search for
neighbors, calculate bond-order parameters, and detect crystal
structures. Trivially, for single-particle “clusters”, we just use
the raw coordinates.
B. Voronoi-based bond-order parameters
Since we want to study crystal nucleation within a predomi-
nantly liquid system, we need a way to distinguish liquid from
solid particles. Furthermore, we would also like to find out
whether any single solid particle is say in an fcc, bcc, or hcp
environment. For that task, we use a variation of the bond-
3order parameters suggested in Ref. 22.
The usual expression for the complex bond-order vector of
particle (or cluster) i is23
qlm(i) =
1
Nb(i)
∑
j
Ylm(ri− r j), (3)
where the Ylm are the spherical harmonics and the sum runs
over all neighbors, or bonds, of particle i. In the expression
above it is not specified how neighbors are actually defined.
A traditional choice is to view all particles within some cutoff
radius around particle i as neighbors. However, more recently,
a fixed number of neighbors has been used, e. g., the clos-
est 12 neighbors, as this adapts better to varying local densi-
ties18,24. Similarly, solid-angle based nearest neighbors25 also
cope well with varying local environments. An alternative ap-
proach, applied in this work, is to use a Voronoi tessellation
of space in order to define neighbor relations26. One defines
two particles as neighbors if their corresponding Voronoi cells
share a common facet. This has several advantages. First of
all, the method is completely parameter-free, thus eliminating
the need to fine tune parameters, as it is typically the case
when employing a cutoff-based neighbor definition. Also,
similarly to the method using a fixed number of neighbors
and the solid-angle based method, the Voronoi-based method
works for all densities. In addition, one can weight the con-
tribution of each neighboring particle to the complex bond-
order vector by its corresponding Voronoi facet area in order
to make the order parameter a continuous function of the parti-
cle coordinates. This new Voronoi-based complex bond-order
vector can be written as
qvlm(i) = ∑
f∈F (i)
A( f )
A
Ylm(Θ f ,ϕ f ). (4)
Here, the sum runs over all facets f of the Voronoi cellF as-
sociated with particle i, A( f ) is the corresponding facet area,
and A is the total facet area of the cell. The unit normal vec-
tor of each facet, defining the angles Θ f and ϕ f on a unit
sphere, coincides with the (normalized) bond vector for the
corresponding neighbor. Therefore, from an algorithmic point
of view, this Voronoi-based calculation of bond-order param-
eters is very similar to the usual one. The only two differ-
ences are that one uses the Voronoi construction to find neigh-
bors, and weights each neighbor contribution by the respec-
tive facet area. In our simulation, we used the open-source
library Voro++27, version 0.4.6, to perform the calculation of
the Voronoi cells, neighbor relations, and facet areas.
Next, we calculate a modified version of the averaged bond
order parameters of Ref. 22,
q¯vlm(i) =
A
12q
v
lm(i)+∑ f∈F (i)A( f )q
v
lm( f )
A
12 +A
. (5)
That is, instead of weighting the central particle and each
neighboring particle equally, we again make use of the cor-
responding Voronoi facet areas as weights for the neighbor
contributions. Note that the central particle is weighted by
1/12 of the total surface area. This ensures that the values
are comparable to the traditional definition of averaged bond-
order parameters, since in the case that neighbors are defined
by a cutoff distance, often the mean number of neighbors is
close to 12 as well.
Finally, we calculate the local bond-order parameters
q¯vl (i) =
√√√√ 4pi
2l+1
l
∑
m=−l
|q¯vlm(i)|2 (6)
and
w¯vl (i) =
∑
m1+m2+m3=0
(
l l l
m1 m2 m3
)
q¯vlm1(i) q¯
v
lm2(i) q¯
v
lm3(i)(
l
∑
m=−l
|q¯vlm(i)|2
)3/2 .
(7)
It is interesting to note that, in principle, the resulting com-
plex vector, and hence the q¯l and w¯l numbers derived from it,
are continuous in all the particle positions. That is certainly
not true when using equal weights and a hard neighbor cutoff,
as any bond-order parameter will show a discontinuous jump
as soon as a particle enters or leaves the neighbor shell. A
similar situation occurs when using a fixed number of neigh-
bors, as the identity of the furthest particle can switch from
one simulation time step to another. For cluster-forming par-
ticles, of course, a discontinuity is introduced by the cutoff-
based clustering procedure described in Sec. III A. However,
the exact degree of this discontinuity depends on the variance
in the cluster occupancy. As an illustration for a low vari-
ance in the cluster occupancy, consider Fig. 3, in which we
have plotted the time evolution of q¯v6 and q¯6 for an arbitrary
particle in an fcc2 crystal. For the latter case, the effects of
three different neighbor definitions are shown: the traditional
cutoff-based definition (with a second inner cutoff radius of
0.7σ to avoid particles in the same cluster), a naive Voronoi
tessellation, applied to the raw particle positions without the
cluster averaging procedure described in Sec. III A, and an in-
termediate method, where we use the Voronoi facet areas only
in the computation of qlm, but not for the neighbor-averaged
q¯lm. As it turns out, only the fully Voronoi-averaged q¯v6 show
a continuous time evolution without any jumps.
One should not forget to mention that the Voronoi-based
neighbor detection has one significant disadvantage, namely
its higher computational cost. In our experience, calcu-
lating order parameters employing the Voronoi tessellation
takes roughly five times as long compared to the cutoff-based
method. However, in a typical application, this is not a big
issue, because the overwhelming majority of the computation
time is spent determining forces rather than calculating order
parameters. Furthermore, additional properties of the com-
puted Voronoi cells, like the total area and the cell volume,
can be useful to analyze the local structure as well.
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Figure 3. Value of q¯6 and q¯v6, respectively, as a function of simula-
tion time for an arbitrary particle in an fcc2 structure using different
methods to define the neighbor relations and calculate order param-
eters. The simulation starts from a perfect fcc2 lattice. The usage of
q¯v6 (top line, red), Eq. (6), ensures a smoothly varying order param-
eter without any discontinuous jumps. The traditional, cutoff-based
method to define neighbors produces small jumps in the time evolu-
tion of q¯6 (purple line). Note also that a naive Voronoi tessellation,
applied to raw particle coordinates in a cluster crystal, leads to very
unsatisfactory results (bottom line, orange).
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Figure 4. Probability densities for q¯v6, w¯
v
6, and w¯
v
4 for different pure
structures at kBT/ε = 0.08 and ρσ3 = 1. The decision thresholds
described in the text are indicated by vertical dashed lines.
C. Detection of crystal structures
In order to decide whether a particle, or rather, cluster, is
in a liquid or crystalline environment, we adopt the method
used in recent work of Mithen, Callison, and Sear18. It is
based on the values of the local bond-order parameters q¯v6, w¯
v
6,
and w¯v4. First, if q¯
v
6(i) < 0.35, cluster i is classified to be in
a liquid-like environment. Otherwise, if w¯v6(i) > 0.004, the
cluster is classified as bcc. In the remaining case, we check
if w¯v4 >−0.07 in order to classify the cluster as fcc or hexag-
onal close-packed (hcp). This step-wise decision procedure
is illustrated in Fig. 4. While the histograms are shown for
a certain temperature and density, they are very similar for
all conditions investigated in this work, and hence the same
threshold values can be applied for all cases. Also, this set
of criteria is very easy to implement and perfectly separates
the various structures. In contrast, a previously used similar
criterion, based on the q¯4–q¯6 plane17, shows a considerable
amount of overlap especially between bcc and hcp already for
the pure structures in a GEM-4 cluster crystal.
D. Definition of the largest crystalline nucleus
In order to find the largest crystalline nucleus, we first iden-
tify all solid clusters. Then, the largest crystalline nucleus is
defined as the largest connected structure of solid clusters.
Any single cluster which is detected as either fcc, hcp, or
bcc by the procedure described above is immediately classi-
fied as solid. However, for clusters which are in a liquid envi-
ronment according to their q¯v6 value, we employ an additional
test. In this case, we apply the ten-Wolde-Frenkel criterium28
by first calculating the connection coefficient between clusters
i and j,
di j =
∑6m=−6 qv6m(i) q
v∗
6m( j)(
∑6m=−6 |qv6m(i)|2
)1/2 (
∑6m=−6 |qv6m( j)|2
)1/2 , (8)
where ∗ denotes complex conjugation. The particles are de-
fined as connected if di j > 0.5. Then, any cluster with more
than N f = 8 connected neighbors is classified as solid. As a
result, we are able to overcome a significant disadvantage of
a criterion based purely on the values of neighbor-averaged
local bond-order parameters. In particular, due to the spa-
tial averaging, a cluster near a liquid–solid interface can have
a comparatively low q¯v6 value, even though it is already in a
regular arrangement with its neighbors. In contrast, clusters
deep within the liquid phase have both a low q¯v6 value and a
low number of connections17. Using the procedure described
above, we can decompose the size of the largest crystalline
nucleus Nnuc into a sum of its constituents,
Nnuc = Nliq2+Nfcc2+Nhcp2+Nbcc2. (9)
E. Dynamics and umbrella sampling
We perform molecular dynamics simulations in a cubic, pe-
riodic box for constant particle number N and temperature T .
5Two different algorithms are used to simulate the system both
at constant volume (NVT ensemble) and at constant pressure
(NpT ensemble).
For the NVT time evolution, we employ Langevin dynam-
ics with a time step ∆t = 0.01
√
mσ2/ε and a relatively low
damping constant γ = 0.2
√
ε/mσ2, where m is the particle
mass (set to unity in reduced units). Note that the relaxation
time is τ = 1/γ = 5
√
mσ2/ε = 500∆t. The low damp-
ing constant, while still providing sufficient thermostating,
ensures that the short-time evolution of the system is hardly
perturbed by the friction and random force terms. The ac-
tual integration is performed using the Langevin thermostat
by Schneider and Stoll29 implemented in a modified version
of LAMMPS30, which we call as a library from our custom
simulation code.
We perform NpT calculations using the same time step.
Within LAMMPS, a Nose´–Hoover chain is used for the time
integration31. The relaxation times for temperature and pres-
sure are set to τT/
√
mσ2/ε = 1 and τp/
√
mσ2/ε = 10, cor-
responding to 100 and 1000 time steps, respectively.
We employ umbrella sampling32 to calculate nucleation
free energies as a function of the number of clusters in the
largest crystalline nucleus Nnuc. 95 windows each spaced a
distance of 5 clusters from its neighbors are used. The bias
potential for window j is given by
U jbias(Nnuc) =
k
2
(Nnuc−5 j)2, (10)
where j = 1, . . . ,95 and the bias spring constant is set to
k = 0.002ε . Between evaluations of the umbrella potential,
in order to generate a new trial configuration, the system
is evolved in time using the NpT scheme described above.
Typically, we integrate for 20 time steps, corresponding to
tMD = 0.2
√
mσ2/ε . Then, each trial configuration is either
accepted or rejected using the Metropolis criterion applied
to the bias potential only33. We also use replica exchange
moves34 between neighboring windows to improve conver-
gence. After each evaluation of the bias potential, two neigh-
boring windows are selected at random and an exchange is
attempted between these two replicas.
IV. RESULTS
In order to quantify nucleation and crystal growth
timescales and select a regime were these timescales are ac-
cessible to numerical simulation, we start by determining
the mobility of individual particles. The mobility is mea-
sured both in terms of the particles’ mean-square displace-
ment (MSD) as a function of time as well as the survival
probability for two-particle clusters and its time derivative.
Then, we calculate free energy curves as a function of the
largest crystalline nucleus in the system for a range of pres-
sures. Finally, we take a closer look at freezing trajectories
taking the system from an undercooled liquid to a completely
frozen state. This freezing takes place in two steps: the initial
growth of a crystalline nucleus, followed by a solid-to-solid
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Figure 5. Mean-square particle displacement in the liquid at a fixed
density of ρσ3 = 1 as a function of temperature. For each tem-
perature, a number of lines, each with a different reference time
t0/
√
mσ2/ε = {100,300,700,1500,3100,6300}, is shown. For low
temperatures kBT/ε . 0.08, the MSD function takes a long time to
converge, that is, the results have a slight dependence on the time of
the measurement. Note that for temperatures kBT/ε ≤ 0.08, simu-
lation runs where the liquid turned (partly) into a crystal have been
removed from the average.
transition to the thermodynamically stable phase. We finally
perform a committor analysis to investigate which conditions
lead to the transformation of intermediate configurations to
fully crystalline states.
A. MSD and particle mobility
For our numerical studies to be feasible, it is important that
the initial undercooled liquid does not show slow, glassy dy-
namics and is well equilibrated. We quantify the degree of
equilibration by measuring the mobility of particles. As we
will see, for temperatures kBT/ε . 0.08, the particle mobility
slightly depends on the total simulation time, which indicates
the onset of glassy dynamics. Also, nucleation and crystalline
growth timescales are strongly affected by low particle mobil-
ities and glassy dynamics35. In the following, we will there-
fore avoid going to any lower temperatures.
We start by setting up the system in a completely random
arrangement of particles. In other words, the initial config-
uration corresponds to the high-temperature limit. Then, we
evolve the system forwards in time with the Langevin NVT
integrator. Immediately, we see the formation of a cluster liq-
uid, with an average cluster occupancy very close to 2. Mean
square displacements obtained by averaging over many inde-
pendent simulation runs using N = 4000 particles are dis-
played in Fig. 5. The results are corrected for the drift in the
system’s center of mass, which occurs due to the stochastic
nature of the Langevin integrator.
The mean-square displacements
∆r2(t) = 〈[r(t0+ t)− r(t0)]2〉 (11)
6are calculated for a number of different temperatures and ref-
erence times t0. Of course, in an equilibrated system, ∆r2(t)
should not depend on the choice of t0. However, as one can
see in Fig. 5, that is not strictly the case for lower tempera-
tures. In other words, for low temperatures, the system takes
a long time to equilibrate, i. e., the measured values still de-
pend on the time of the measurement long after the initial start
of the simulation in a high-temperature configuration. Also,
the average particle mobility is greatly reduced as particles,
or rather, clusters, are trapped inside small regions of the total
simulation volume. Conversely, due to the low or even vanish-
ing free energy barrier for nucleation at low temperatures, the
system begins to freeze into the crystalline phase. However,
as a consequence of the reduced particle mobility, the freezing
and particle re-arrangement takes a prohibitively long amount
of time.
To avoid such slow dynamics, we will not go below temper-
atures of kBT/ε = 0.08. For this temperature and the pressure
and density range investigated in this work, cluster-fcc2 is the
stable phase.
B. Cluster survival probability and survival rate function
For the conditions investigated in this study, even in the liq-
uid phase, the average occupancy is very close to a value of
two for all clusters. Therefore, it is reasonable to further char-
acterize the particle mobility by calculating the cluster sur-
vival probability for clusters of size two as a function of time
for different temperatures. For all clusters of two particles
present at time 0, p2(t) gives the fraction of these clusters still
present at time t. This survival probability can be written as a
correlation function,
p2(t) =
〈h2(0)h2(t)〉
〈h2〉 , (12)
where the indicator function h2(t) is 1 if a particular pair
of particles forms a 2-cluster and 0 otherwise, and 〈h2〉 is
the equilibrium average
∫
dxh2(x)e−βH(x). Note that we only
check if any particular cluster, consisting of two particles i and
j, still exists after a time t, regardless of what has happened
in between. Also, a cluster is considered as not surviving if
it has been joined by a third particle, even though this rarely
happens in practice.
In Fig. 6, we have plotted the survival probability for clus-
ters of two particles in the liquid at different temperatures. In
the liquid, this function shows an exponential decay. How-
ever, in accordance with the results obtained from the particle
MSD calculations in Sec. IV A, the typical timescale for the
decay strongly grows for lower temperatures. This illustrates
why nucleation and crystalline growth timescales increase so
much at low temperatures: not only are particles trapped in-
side cages formed by neighboring particles, they also do not
leave their clusters any more. As a consequence, clusters have
to move as a whole instead of single particles in order for re-
arrangement to take place.
Not surprisingly, the timescales for cluster survival are
much larger for crystalline structures. In the case of a cluster
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Figure 6. Two-particle cluster survival function p2(t) in the liquid at
a fixed density of ρσ3 = 1 as a function of temperature.
crystal consisting of 2-clusters, a particle can spontaneously
hop to an adjacent lattice site, leading to a pair of a single
particle and a 3-cluster. Subsequently, by chance, the same
particle may hop back to its original lattice site, reforming the
original 2-cluster. However, it is also possible that another
particles takes its place, while the particle that has originally
hopped eventually moves further away from its initial position
in subsequent hopping events. Such a process can be mod-
eled with a reaction-diffusion approach, initially developed to
model hydrogen-bond kinetics36. In particular, one aims to
obtain an expression for the rate function
k2(t) =−dp2(t)dt , (13)
which is assumed to follow the form
dp2(t)
dt
=−kp2(t)+ k′n(t). (14)
Here, n(t) is the probability that a particle initially part of a
2-cluster is still present at an adjacent lattice site, and k and
k′ are the rate constants for break-up and re-formation of 2-
clusters, respectively. Then, it is assumed that the particle den-
sity ρ(r, t) changes by normal diffusion as well as the break-
up and formation of clusters,
∂
∂ t
ρ(r, t) = D∆ρ(r, t)+δ (r)[kp2(t)− k′n(t)], (15)
where D is the single-particle diffusion constant of the system.
The model can be solved analytically in the Laplace domain.
Thus, the rate function k2(t) is the inverse Laplace transform
of36
k2(s) =
k
s+ k+ k′ f (s)
, (16)
where
f (s) = 3τ
[
1−√sτ arctan(1/√sτ)] , (17)
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Figure 7. Two-particle cluster survival rate function k2(t) in the
fcc2 crystal at a pressure of pσ3/ε = 1.49 and a temperature of
kBT/ε = 0.08. The blue line is a fit according to the inverse Laplace
transform of Eq. 16, and the dashed line is a fit with an exponential
decay. Note the deviation from a purely exponential behavior for
long timescales. Inset: same data plotted on a log–log scale.
and τ ∝ 1/D is a time constant related to particle diffusion
in the system. We have calculated p2(t) for a perfect fcc2
crystal (Fig. 7), and fitted the data according to Eq. 16. The
coefficients we have obtained are τ = 8.7× 107
√
mσ2/ε ,
k = 6.6× 10−11
√
ε/mσ2, and k′ = 6.7× 10−6
√
ε/mσ2. As
expected, k k′, indicating that it is much easier to re-form
a cluster than to break it up initially. The inverse Laplace
transform is evaluated numerically37. As can be inferred from
Fig. 7, the decay of p2(t) clearly deviates from exponential
(and from power-law) behavior, but is reproduced well with
the diffusion model. Note that one would expect an expo-
nential decay, if there was zero probability for any broken-up
cluster to re-form at a later time. However, as this may in-
deed happen, at long timescales the resulting rate function has
a higher value than an exponential decay would predict.
C. Nucleation free energies
In a next step, using NpT umbrella sampling, we have cal-
culated equilibrium free energies for the nucleation from an
undercooled liquid as a function of the size of the number
of clusters in the largest crystalline nucleus Nnuc. The free
energy is calculated from the probability density obtained via
umbrella sampling, F(Nnuc)=−kBT ln[ρ(Nnuc)]. The free en-
ergy calculations were carried out at constant pressure rather
than at constant volume. This choice ensures that the system
can better accommodate local density fluctuations that might
be important in the liquid-to-solid nucleation. A number of
independent simulations have been performed in order to im-
prove sampling accuracy.
Free energy curves as a function of nucleus size are shown
in Fig. 8 for a temperature of kBT/ε = 0.08 and a range of
pressures. Clearly, for increasing the pressure, the size of the
critical nucleus as well as the barrier height decrease. The
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Figure 8. Free energies for the nucleation from an undercooled liquid
at kBT/ε = 0.08 and different pressures (p in units of ε/σ3) as a
function of the size Nnuc of the largest crystalline nucleus. Pressures,
from top to bottom, are pσ3/ε = 1.49 (red), 1.50 (light blue), 1.51
(orange), 1.52 (purple), 1.53 (green), and 1.54 (brown). All curves
are normalized such that the local minimum for low nucleus size is
located at F/kBT = 0.
local minimum to the left of the barrier present in all curves
originates from the fact that the order parameter measures the
size of the largest crystalline nucleus. Hence, due to sponta-
neous fluctuations, even in the purely liquid phase, the most
probable order parameter value is a number larger than zero.
We use a value of Nnuc = 480 as upper limit in the free energy
curves, which is well beyond the barrier for all conditions in-
vestigated. In particular, any simulation started with a nucleus
of this size will spontaneously freeze into a fully crystalline
state. The particle number N = 16000 used in the free energy
calculations was chosen such that the critical nuclei fit well
within the simulation box without coming too close to their
own periodic images.
As a further step, one might ask whether the form of the
free energy curves for nucleation from the liquid agrees with
predictions from classical nucleation theory (CNT). However,
in order to address this question, we first have to bring the free
energy curves into a form suitable for comparison with CNT.
Let us start by defining the function n˜(n,N) as the (instanta-
neous) number of nuclei of size n in a system of total size N.
In order to compare with CNT, we need the quantity
f (n) = 〈n˜(n,N)〉, (18)
that is, the average number of nuclei of size n in a system of
N particles. f (n) can also be interpreted as the (unnormal-
ized) per-volume probability to find a nucleus of size n in the
system. In contrast, our free energies from the umbrella sam-
pling simulations are computed from ρ(n), the probability that
the largest crystalline nucleus in the system is of size n. The
two quantities are only the same for large enough n, such that
there is only a single nucleus of that size in the system. In
Appendix B, we show how to obtain f (n) in a systematic way.
Effectively, one performs an additional, unconstrained simu-
lation in the liquid state, and thus calculates f (n) for small
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Figure 9. Free energy curves G(n) for two different conditions (red,
blue), and numerical fits with the CNT prediction with (black) and
without (grey, dotted) Tolman correction and nucleus shape correc-
tion. In both cases, the fit has been performed for values of Nnuc ≥ 15
only, as indicated by the vertical dashed line.
values of n. Then, this f (n) is patched together with ρ(n) at a
carefully selected value of n.
Having obtained f (n) and the respective free energy
G(n) = −kBT ln f (n), we can now compare their functional
form to the prediction of CNT. As both the surface tension
and the bulk chemical potential of our system are unknowns,
we simply use a fitting function of the form
g(n) = an2/3+bn+ c, (19)
where a is the surface term, b is the bulk contribution, and
c is just a normalization constant. Similarly, when introduc-
ing a size-dependent surface tension via the Tolman correc-
tion38, as well as a logarithmic correction for fluctuating nu-
cleus shapes39, we use
g(n) = an1/3+bn2/3+ cn+d lnn+ e. (20)
Results for two selected conditions (the same as the ones in
Fig. 19 in Appendix B) are shown in Fig. 9. While the overall
quality of both fits is satisfactory, the inclusion of the Tolman
correction and the correction for fluctuations in the nucleus
shape significantly improve the agreement with the free en-
ergy curves obtained numerically. Not surprisingly, neither
method is able to reproduce the numerical results at very low
nucleus sizes. There, the assumption of spherical nuclei—
even if just in an average sense as it is assumed when applying
the shape correction term—is certainly not justified.
D. Composition of nuclei: equilibrium
As shown in Sec. IV C, the crystallization of the super-
cooled liquid is opposed by a free energy barrier and occurs
via the formation of a small crystalline nucleus. However,
this nucleus does not necessarily have the structure of the
thermodynamically most stable one. Indeed, Ostwald’s “step
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Figure 10. (Top) Equilibrium nucleus composition at kBT/ε = 0.08
and pσ3/ε = 1.50 (fcc2 stable) as a function of the nucleus size,
measured in number of clusters. (Bottom) Relative fraction of the
three crystalline structures fcc2, hcp2, and bcc2. In both panels, a
significant change occurs around a nucleus size of 200 clusters.
rule”20 states that nucleation should first occur into the struc-
ture with the lowest free energy difference to the metastable
liquid. For instance, a recent study by Mithen and cowork-
ers18 has shown that in the Gaussian core model (GCM or
GEM-2), the bcc structure is always favored in the early crys-
tallization stages even at conditions at which the fcc-crystal is
the stable phase. We observe a similar scenario in the GEM-4
system. In Fig. 10, we have plotted the average nucleus com-
position as a function of nucleus size, for nuclei taken from
our umbrella sampling simulations. The composition ci(Nnuc)
is defined as the average number of clusters of structure i in
a nucleus of size Nnuc, where i is either one of liquid2, fcc2,
hcp2, or bcc2. Since the bias applied during umbrella sam-
pling only depends on the value of Nnuc, it does not affect
the nucleus composition compared to an equilibrium simu-
lation. For the conditions kBT/ε = 0.08 and pσ3/ε = 1.50,
which are used to calculate the compositions shown in Fig. 10,
cluster-fcc2 is the thermodynamically stable crystal structure.
Nevertheless, the fraction of actual fcc2 clusters in small crys-
talline nuclei is very low and also approximately constant over
a large range of nucleus sizes. Very small nuclei consist of
about the same number of bcc2, and fcc2 and hcp2 clusters,
respectively. However, a significant change in composition
occurs around a nucleus size of 200: the relative fraction of
fcc2 and hcp2 drops, while the fraction of bcc2 increases by
9Figure 11. Critical nucleus at kBT/ε = 0.08 and pσ3/ε = 1.50 (sur-
rounding liquid particles not part of the nucleus are not shown). Par-
ticles are colored according to their local structure in red (liquid2),
light blue (fcc2), orange (hcp2), or purple (bcc2). The outlines of
the Voronoi cells used in the order parameter calculation are drawn
as thin blue lines. Even though fcc2 is the thermodynamically sta-
ble structure for these conditions, the nucleus consists of more bcc2
clusters than fcc2 clusters (see Fig. 10).
the same amount. At the same nucleus size, we see a change
of the slope for the curve representing liquid clusters. These
clusters are mainly found on the surface of the nuclei. A typi-
cal example for such a nucleus, consisting primarily of liquid-
like clusters on the surface, as well as bcc2, fcc2, and hcp2
clusters in the core, is shown in Fig. 11.
By increasing both temperature and pressure to
kBT/ε = 0.09 and pσ3/ε = 1.70, one can reach a
regime where bcc2 is actually the thermodynamically favored
phase. However, as we see in Fig. 12, the average nucleus
composition is practically identical to the case where fcc2 is
stable. This is another hint that the strong preference for the
bcc2 structures in the GEM-4 system is a kinetic effect.
E. Composition of nuclei: freezing trajectories
In order to investigate if there is any difference in nucleus
composition between equilibrium configurations and those
taken from complete freezing pathways, we have started a
number of trajectories from configurations taken from the top
of the free energy barrier (see Fig. 8). While in some of these
trajectories the nucleus disappears, in others it grows and
eventually the entire system crystallizes. For these freezing
trajectories, especially for small nuclei, the relative fraction of
bcc2 is significantly larger than in the nuclei drawn from the
equilibrium distribution (Fig. 13). In other words, the pres-
ence of a bcc2 nucleus strongly increases the probability of a
configuration to freeze, in accordance with direct observations
of freezing trajectories. In particular, small fcc2 structures
present in early nuclei often transform into bcc2. Then, more
often than not, the whole system freezes into a state consisting
primarily of bcc2 particles. A typical bcc2-rich freezing tra-
jectory is shown in Fig. 14. The transformation to the thermo-
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Figure 12. (Top) Equilibrium nucleus composition at kBT/ε = 0.09
and pσ3/ε = 1.70 (bcc2 stable) as a function of the nucleus size,
measured in number of clusters. (Bottom) Relative fraction of the
three crystalline structures fcc2, hcp2, and bcc2.
dynamically favored fcc2 phase happens only after that, on a
much longer timescale than the growth of the initial nucleus.
We will look into these later stages of the transformation in
more detail in the following.
F. Full freezing trajectories and committor analysis
As a next step in understanding the mechanisms of crystal
growth in the GEM-4 system, we take a closer look at freez-
ing trajectories. So far, we have already seen that both for
equilibrium configurations on the free energy barrier as well
as as for configurations taken from trajectories that are ending
in a fully crystalline system, the bcc2 structure is strongly fa-
vored for small crystalline nuclei. Hence, the question arises
whether this trend continues for larger nuclei as well, up to
the complete crystallization of the entire system. In princi-
ple, in situations where fcc2 is the thermodynamically stable
structure, two distinct scenarios for the crystal growth process
are possible: in one case, the structure turns into fcc2 in the
interior of the crystalline nucleus already while the system is
still partially in a liquid state. Such behavior was observed,
for example, in a Lennard-Jones mixture19. In the other sce-
nario, the system first completely freezes to bcc2, and only
later, in a second step, transforms to fcc2. As already hinted
at in Sec. IV E, our results show that for GEM-4 under the
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Figure 13. (Top) Nucleus composition evaluated for freezing trajec-
tories at kBT/ε = 0.08 and pσ3/ε = 1.50 as a function of the nucleus
size, measured in number of clusters. (Bottom) relative fraction of
the three crystalline structures fcc2, hcp2, and bcc2.
conditions investigated, the two-step freezing scenario is the
dominating one. In Fig. 15, we plot the instantaneous compo-
sition of the largest crystalline nucleus along freezing trajec-
tories started from the critical nucleus size. The large majority
of trajectories ends up in a state where the entire system is in a
bcc2 structure. Also, as indicated by the more or less parallel
slopes during the bcc2 growth phase (bottom panel of Fig. 15),
the growth of the bcc2 structure happens with a constant rate,
which is much faster than the typical growth rate for fcc2 or
hcp2. Hence, the system simply does not have enough time to
transform to fcc2, and transforms completely to bcc2 instead.
Often, the fcc2 region in the nucleus actually shrinks during
the growth process. Among the examples shown in Fig. 15,
only a single trajectory (plotted in brown) has managed to
overcome this bcc2 dominance early on in the growth process.
However, even in this trajectory, a significant amount of bcc2
as well as hcp2 clusters remain in the system at the end of the
simulation. We have illustrated this final state in Fig. 16 (left),
along with a more typical bcc2-only final state (right). The
configuration containing many fcc2 clusters is very similar to
the typical configurations observed by Mithen and cowork-
ers18 for the freezing in the Gaussian core model, which are
also characterized by a high degree of polymorphism. In con-
trast, the majority of bcc2-only final configurations observed
in our simulations are rather uniform.
Figure 14. Snapshots of the largest crystalline nucleus along a freez-
ing trajectory. Times are given in units of
√
mσ2/ε . At t = 400, the
nucleus is large enough to interact with its own periodic images.
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Figure 15. Number of fcc2, hcp2, and bcc2 clusters in the largest
crystalline nucleus for a selection of freezing trajectories starting
from a nucleus size of 250 clusters, at the top of the free energy
barrier. The simulations were run at kBT/ε = 0.08, pσ3/ε = 1.49,
and a system size of N = 16000 particles.
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Figure 16. Cross section through the simulation box at the end of
two freezing trajectories. The trajectories ended in a polymorph with
a high number of fcc2 clusters (left) and in a pure bcc2 structure
(right). Particles are colored red (liquid2), light blue (fcc2), orange
(hcp2), and purple (bcc2).
When simulating for a longer time, the fcc2-rich trajec-
tory finally transforms into a state where there is no signif-
icant amount of bcc2 structure left. However, as the result-
ing fcc2 crystal is not aligned with the simulation box, a
number of stacking faults remain. Apparently, the survival
of a large enough fcc2 structure during the initial crystalline
growth phase is crucial for the full transformation of the entire
system. Eventually, also a bcc2 crystal will transform into the
stable fcc2 form, but the timescales required for this transfor-
mation are larger than the time accessible to our simulations.
Note that it is not possible to set up a finite simulation vol-
ume with periodic boundary conditions and a fixed number of
particles that allows the formation of both a perfect fcc2 as
well as a perfect bcc2 crystal. Therefore, as a compromise,
we have used a particle number which is a perfect fit neither
for fcc2 nor for bcc2.
So far, we have only looked at the properties of freezing
trajectories, i. e., trajectories that end up in a crystalline state
after a rather short simulation time. However, the question re-
mains whether we can predict if any given intermediate crys-
tallite will freeze or will instead melt again. Quantitatively,
a committor analysis is able to provide a measure of freez-
ing affinity for any given configuration. In a system with two
(meta-) stable states A and B, the committor pB(x) of config-
uration x is the fraction of dynamical pathways started from x
that first reach state B40,41. In accordance with our free energy
calculation, for our system we define the region B in terms
of the number of clusters in the largest crystalline nucleus.
The system is considered to be in state B if Nnuc > 500, while
we define state A by Nnuc < 25. Hence, the committor is the
probability of a configuration to freeze. In Fig. 17, we show
the committor plotted as a function of the composition of the
largest crystalline nucleus. Clearly, there is a strong relation
between the committor value and the number of bcc2 clus-
ters in the nucleus. This observation is further reinforced by
the inset of Fig. 17, where we plot the committor against the
number of bcc2 clusters in the largest crystalline nucleus. In
this representation, the committor shows a sigmoidal shape,
indicating that the number of bcc2 clusters is a useful mea-
sure for the progress of the freezing transition. Note however
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Figure 17. (Color coded) Committor as a function of the composition
of the largest crystalline nucleus. Inset: committor plotted as a func-
tion of Nbcc2 in the largest crystalline nucleus (same data set). The
same conditions as for the trajectories shown in Fig. 15 were used.
The algorithm described in Ref. 41 was employed for the calculation,
using Nmin = 100 and Nmax = 500.
that due to the exclusion of all but the bcc2 clusters, the mid-
point is shifted to lower values compared to the top of the free
energy barrier shown in Fig. 9. Furthermore, there are some
configurations which have a high committor despite consist-
ing of a rather low number of bcc2 clusters. These are the con-
figurations which have more fcc2 and hcp2 clusters instead.
Thus, even though such nuclei are occurring rarely, the pres-
ence of a large number of clusters in an fcc2 or hcp2 environ-
ment is favorable for further crystallization as well. However,
some configurations exist which have a low committor despite
consisting of many crystalline clusters, indicating that the nu-
cleus size alone is not sufficient for a full description of the
nucleation mechanism. In the following, we will show that
the overall shape of the nuclei plays a role in determining the
committor as well.
We have plotted the same data set as a function of the total
nucleus size including “liquid” surface particles and the sur-
face area in Fig. 18. The surface area of the nucleus, Anuc, is
defined as the sum over all Voronoi facet areas shared with a
neighboring cluster that is not part of the nucleus. Note that
in the vicinity of the critical nucleus size, around a value of
Nnuc = 250, practically any committor value occurs. However,
configurations with low committors tend to have a large sur-
face area, while configurations with a low surface area have a
higher committor. This behavior can be understood in terms of
the shape of the nuclei: while compact, more or less spherical
nuclei have a rather small surface area, the nuclei with larger
surface area are much more open and fractal-like. Hence, for
at a given total nucleus size, a compact structure is favorable
for further crystallization.
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Figure 18. (Color coded) Committor as a function of the total number
of clusters and the surface area of the largest crystalline nucleus. The
same data set as in Fig. 17 is shown.
V. DISCUSSION
In this work, we have investigated the formation and growth
of cluster crystal phases from an undercooled liquid in the
GEM-4 model. To distinguish between different ordered and
unordered structures, we have employed bond-order param-
eters based on a Voronoi tesselation. This method has the
advantage that it is (almost) free of arbitrary parameters and
is still able to separate different crystal structures with high
precision. Using molecular dynamics in the NpT ensemble
combined with umbrella sampling, we have studied crystal-
lization over a range of pressures and two different tempera-
tures. We have compared conditions where either the fcc2 or
bcc2 structure, each with two particles per lattice site, is the
thermodynamically stable one. Also in the undercooled liq-
uid at the same conditions, typically two particles sit on top
of each other. Due to caging effects, the particles’ mobility
in the liquid phase is strongly temperature-dependent. Hence,
for cluster formation studies to be computationally feasible,
the temperature has to be selected with great care to ensure
a sufficiently high mobility. The mobility of particles is re-
duced even more in the crystalline phase, but less so than in
a regular crystal because the main diffusion mechanism is the
hopping of particles to adjacent lattice sites, rather than the
movement of lattice defects. The kinetics of the particle hops
can be reproduced well with a simple model that combines
spontaneous break-up of clusters with diffusion.
In the crystallization of the GEM-4 system there is a strong
preference for the formation of the bcc2 structure, even in
cases where fcc2 is thermodynamically stable. The inspec-
tion of trajectories indicates that the presence of a bcc2-rich
crystalline nucleus strongly increases the freezing probabil-
ity of a given configuration. This kinetic preference translates
to later stages of crystalline growth as well. More specifi-
cally, the growth rate for bcc2 is larger than for fcc2, such
that most freezing configurations end up in a bcc2-only state,
even if they initially contain a considerable amount of clusters
in an fcc2-environment as well. Conversely, for the condi-
tions investigated in our work, the final transformation to fcc2
is rarely observed. In future work we plan to investigate the
mechanism of the bcc2-to-fcc2 solid-to-solid transition.
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Appendix A: Center-of-mass calculation under periodic
boundary conditions
The algorithm we use provides a straightforward and un-
ambiguous way to calculate the center of mass of an arbitrary
arrangement of particles in a system with periodic boundary
conditions. We will outline the main result of Ref. 42 to cal-
culate the center of mass of a system of N particles of equal
mass in a one-dimensional periodic system of size xmax. Nat-
urally, for three-dimensional systems, the calculations have to
be performed for each dimension separately.
We start by mapping each coordinate to an angle
θi = 2pi
xi
xmax
. (A1)
Then, this angle is interpreted to be on a unit circle, and the
corresponding two-dimensional coordinates are calculated,
ξi = cos(θi),
ζi = sin(θi). (A2)
Now, we calculate the standard center of mass in the two-
dimensional space,
ξ =
1
N
N
∑
i=1
ξi,
ζ =
1
N
N
∑
i=1
ζi. (A3)
Finally, we can map back the common center to an angle
θ = atan2(−ζ ,−ξ )+pi, (A4)
and then map back this average angle to a length coordinate
in the range [0,xmax):
xCOM = xmax
θ
2pi
. (A5)
Here, atan2(y,x) is the two-argument inverse tangent function
implemented in many programming languages and computer
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algebra systems. The negation of the arguments in combina-
tion with the shift of the function by pi ensures that θ falls
within [0,2pi).
We stress again that the algorithm described above is com-
pletely unambiguous, even for cases where the mass distribu-
tion is wide in comparison to the periodic box. This is not true
when trying to calculate the center of mass for such a case us-
ing the usual minimum image convention with respect to some
more or less random reference point. The algorithm will only
fail in the case of a completely uniform mass distribution, for
which the center of mass is not defined in a periodic system.
Even then, the algorithm will return some value (depending on
the implementation of atan2), which is as good as any other
for that particular situation.
Appendix B: Comparison with classical nucleation theory
Here, we briefly recapitulate how one can compare results
to classical nucleation theory (CNT) when using the size of
the largest crystalline nucleus as the order parameter for free
energy calculations.
Let us denote with ρ(n) the probability that the largest
nucleus in a system is of size n. The free energies calcu-
lated using umbrella sampling (Fig. 8) are nothing but F(n) =
−kBT lnρ(n). On the other hand, f (n) = 〈n˜(n,N)〉, is the
average number of nuclei of size n. For comparing the
two different functions, we can actually calculate ρ(n) from
〈n˜(n,N)〉. Assuming that the nuclei are all independent of
each other and hence their occurrence numbers in any single
configuration are Poisson distributed around the known aver-
age, we have
ρ(n) = e−∑
∞
i=n+1〈n˜(i,N)〉[1− e−〈n˜(n,N)〉]. (B1)
In words, the probability that the largest nucleus in the system
is of size n is the probability that there is not a single nucleus
of any larger size, times the probability that there is a least one
nucleus of size n.
In Fig. 19, we show a comparison between the two ways of
calculating ρ(n) for small values of n. To obtain these data,
we only had to perform additional simulations of an uncon-
strained liquid system in order to sample 〈n˜(n,N)〉. Clearly,
the calculation using Eq. (B1) agrees well with the direct
method using umbrella sampling, suggesting that the nuclei
appear independently of each other. Note also that while the
umbrella sampling results are normalized such that the total
probability is 1, using Eq. (B1) we directly obtain real proba-
bilities for the occurrence of a largest nucleus of size n, with-
out any further need for normalization. As a last step, we
have to determine where to patch the two free energy curves
together. We will use
G/kBT =
{
− ln f (n) n≤ npatch,
− lnρ(n)+ k n> npatch,
(B2)
where npatch is the value where the two curves are stitched to-
gether and the constant k is chosen such that the free energy
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Figure 19. ρ(n), the probability to find a largest nucleus of size
n, calculated for two different conditions and a system size of
N = 16000. Shown is a comparison between direct calculation with
umbrella sampling (solid lines), and calculation via Eq. (B1) (square
symbols).
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Figure 20. Free energy from umbrella sampling (solid lines) and
calculated by evaluating − ln〈n˜(n,N)〉 (symbols). The final result is
patched together at a nucleus size of 30, indicated by a dashed line.
is continuous at the stitching point. To find the point where to
patch the two parts together, we plot both curves (Fig. 20) and
select the stitching point visually. In conclusion, for compari-
son with CNT, we patch together f (n) with ρ(n) at a value of
npatch = 30, where the two curves are already practically indis-
tinguishable from each other for all conditions investigated.
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