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Abstract. Constructive meaning is given to the assertion that every finite Boolean algebra
is an injective object in the category of distributive lattices. To this end, we employ Scott’s
notion of entailment relation, in which context we describe Sikorski’s extension theorem for
finite Boolean algebras and turn it into a syntactical conservation result. As a by-product,
we can facilitate proofs of related classical principles.
1. Introduction
Due to a time-honoured result by Sikorski (see, e.g., [36, §33] and [18]), the injective objects
in the category of Boolean algebras have been identified precisely as the complete Boolean
algebras. In other words, a Boolean algebra C is complete if and only if, for every morphism
f : B → C of Boolean algebras, where B is a subalgebra of B′, there is an extension
g : B′ → C of f onto B′. More generally, it has later been shown by Balbes [3], and
Banaschewski and Bruns [5], that a distributive lattice is an injective object in the category
of distributive lattices if and only if it is a complete Boolean algebra.
A popular proof of Sikorski’s theorem proceeds as follows: by Zorn’s lemma the given
morphism on B has a maximal partial extension, which by a clever one-step extension
principle [18, 7] can be shown to be total on B′. In turn, instantiating C with the initial
Boolean algebra 2 with two elements results in a classical equivalent of the Boolean prime
ideal theorem, a proper form of the axiom of choice [30]. Taking up a strictly constructive
stance, it is even necessary to object to completeness of 2, as this implies the principle of
weak excluded middle [8]. We recall further that while in classical set theory Sikorski’s
theorem is stronger than the Boolean prime ideal theorem [6], the latter principle is in fact
equivalent to the restricted form of Sikorski’s theorem for complete and atomic Boolean
algebras [24].
We can give constructive meaning to Sikorski’s extension theorem for finite Boolean
algebras by phrasing it as a syntactical conservation result. The idea is as follows. Given a
distributive lattice L and a finite discrete Boolean algebra B, we generate an entailment
relation [33, 34, 35] the models of which are precisely the lattice maps L→ B (preliminaries
will be laid out in Section 2). This can be done in a canonical manner, and in particular so
with every lattice L′ containing L as a sublattice. Then we have two entailment relations
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` and `′, the former of which can be interpreted in the latter. By way of a suitable form
of the axiom of choice, with some classical logic, this interpretation being conservative is
tantamount to the restriction of lattice maps L′ → B to the sublattice L being surjective—
which is extendability. The proof of conservativity, however, is elementary and constructive,
and it rests upon the explicit characterization of ` in terms of an appropriate Formal
Nullstellensatz (see Section 3.3).
We hasten to add that this approach does not stem from an altogether new idea. It
is quite in order to cite Mulvey and Pelletier [25, p. 41], who grasp the “intuitive content
which the Hahn-Banach theorem normally brings to functional analysis” in view of that
“[...] no more may be proved about the subspace A in terms of functionals
on the seminormed space B than may already be proved by considering only
functionals on the subspace A.”
In this spirit, the Hahn-Banach theorem has been revisited by way of type theory [10],
as well as in terms of entailment relations [9, 13, 11]. Further approaches to extension
theorems in the guise of logical conservation include Szpilrajn’s order extension principle
[26]. The idea of capturing algebraic structures and in particular their ideal objects by
way of entailment relations has been developed and advocated in [9, 11, 15]. The interplay
of (multi-conclusion) entailment relations as extending their single-conclusion counterpart
is subject of [27, 28], of course building on [34]. Clearly, we draw inspiration from these
references.
On method and foundations. If not explicitly mentioned otherwise, throughout we reason
constructively. All what follows may be formalized in a suitable fragment of constructive
Zermelo-Fraenkel set theory (CZF) [1, 2]. However, in order to bridge the gap towards
the classical counterpart of our conservation result, we need to employ a version of the
completeness theorem (CT) for entailment relations, which in fact is a form of the axiom
of choice, and to invoke the law of excluded middle to point out some well-known classical
consequences. In these cases we refer to classical set theory (ZFC) and this will be indicated
appropriately. Recall that a set S is said to be discrete if equality on the set is decidable,
which is to say that ∀x, y ∈ S (x = y ∨ x 6= y ), and a subset U of S is called detachable if
∀x ∈ S (x ∈ U ∨ x /∈ U ). A set S is finite if there exists n ∈ N and a surjective function
f : { 1, . . . , n } → S. The class of finite subsets of S is denoted Pfin(S), which forms a set in
CZF. Again, we refer to [1, 2].
2. Entailment relations
Let S be a set. An entailment relation [34, 33, 35] on S is a relation
` ⊆ Pfin(S)× Pfin(S)
between finite subsets of S, which is reflexive, monotone, and transitive in the following
sense, written in rule notation:
X G Y
X ` Y (R)
X ` Y
X,X ′ ` Y, Y ′ (M)
X ` Y, x X, x ` Y
X ` Y (T)
Transitivity (T) is an abstract form of Gentzen’s cut rule for sequent calculus. In (R) the
notation X G Y means that X and Y have an element in common.1 We write X,Y rather
1We have borrowed this notation from formal topology [31].
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than X ∪ Y , as well as just x where it actually should read a singleton set {x }, but this
is a matter of readability only. We refer to the elements of S as abstract statements; one
might even call them formulae, even though S need not consist of syntactic objects per
se, that is to say, formulae in the sense specified by a certain formal language. As regards
intuition, entailment is to be read just as a Gentzen sequent: conjunctively on the left, and
disjunctively on the right hand side of the turnstile symbol `.
Here is an important and recurring example. If L is a distributive lattice, then a natural
choice for an entailment relation on L, where every element is considered to be an abstract
statement, is given by
X ` Y if and only if
∧
X 6
∨
Y.
While reflexivity and monotonicity trivially hold, the simple proof that ` is transitive rests
on distributivity of L (in fact, cut is equivalent to distributivity [34]), see, e.g., [23, XI, §4.5].
Notice that the definition of entailment relation is symmetric: if ` is an entailment
relation, then so is its converse a. The trivial entailment relation on a set S is the one for
which X ` Y for every pair X,Y of finite subsets of S. Besides, apart from being trivial,
this is the largest entailment relation on S. If there is at least one pair X,Y between which
entailment cannot be inferred, then we say that ` is non-trivial.
Given a set E of pairs of finite subsets of S, we may consider the entailment relation
generated by E . This is the closure of E under the rules (R), (M) and (T), and thus is the
least entailment relation on S to contain E . An important point about generated entailment
relations concerns proof technique. For instance, if we want to show that all instances of an
entailment relation ` share a certain property, then we may argue inductively, showing the
property in question first to hold for axioms, then going through the rules, which allows to
apply the hypothesis accordingly.
Definition 2.1. Let ` be an entailment relation on a set S. An ideal element (or model,
point) [9, 16] of ` is a subset α ⊆ S which splits entailment, i.e.,
α ⊇ X X ` Y
α G Y
We write Spec(`) for the collection of ideal elements for `. For instance, overlap G is an
entailment relation on S if restricted to hold between finite subsets of S only, in which case
the ideal elements are arbitrary subsets, thus Spec(G) = P(S).2
We say that a finite set X of statements is inconsistent if X `. By monotonicity, if X is
inconsistent, then X ` Y for every finite subset Y of S. Notice that an ideal element cannot
have an inconsistent subset.
Often, working towards a non-inductive description of an inductively defined entailment
relation, i.e., to what is sometimes called a formal Nullstellensatz for the entailment relation
at hand, it is preferable to concentrate first on desribing its empty-conclusion instances.
Lemma 2.2 below, which is a consequence of cut elimination for entailment relations [29],
can be helpful to this end; we will give an ad hoc argument. In the following, we identify
subsets Φ of Pfin(S) with their defining predicate, i.e., we write Φ(X) as a shorthand to
2Hence Spec(`) might well be a proper class, as CZF does not employ the axiom of powerset! However,
neither will this be an issue, nor does it pose a problem: CZF covers the axiom of exponentiation [2], and
for what we have in mind, this suffices. Moreover, once we are in need of completeness (see below), we will
find it necessary to switch to a classical setting, anyway.
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indicate membership X ∈ Φ. We say that Φ is (upward) monotone if Φ(X) and X ⊆ Y
imply Φ(Y ), where of course X,Y ∈ Pfin(S).
Lemma 2.2. Let Φ be a family of finite inconsistent subsets of S. The following are
equivalent.
(1) Φ ⊇ {X ∈ Pfin(S) : X ` }.
(2) The rule
x1, . . . , xk ` y1, . . . , y` Φ(y1, Z) . . . Φ(y`, Z)
Φ(x1, . . . , xk, Z)
is provable.
If Φ is monotone and ` is inductively defined, then it suffices in (2) to consider generating
entailments only.
Proof. Inferring the second item from the first is merely a matter of transitivity (T). For the
converse, i.e., to obtain Φ(X) from X ` given (2), simply instantiate the latter with Z = ∅.
As regards the add-on, if ` is inductively generated from a set E of initial entailments, then
by an inductive argument
(X,Y ) ∈ E ∀y ∈ Y Φ(y, Z)
Φ(X,Z)
is readily shown equivalent to (2).
If ` and `′ are two entailment relations on sets S and S′, respectively, then an interpre-
tation [12, 16] of the former is a function f : S → S′ such that X ` Y implies f(X) `′ f(Y ).
An interpretation is said to be conservative if on the other hand f(X) `′ f(Y ) implies
X ` Y . Every interpretation f : (S,`)→ (S′,`′) induces a mapping
f−1 : Spec(`′)→ Spec(`), α 7→ f−1(α)
of ideal elements. In fact, the property of f being an interpretation ensures that the inverse
image mapping f−1 : P(S)→ P(S) restricts on ideal elements.
According to the Fundamental Theorem of Entailment Relations [9, Theorem 3] every
entailment relation generates a distributive lattice with conservative universal interpretation.
That is, if (S,`) is a set together with an entailment relation `, then there is a distributive
lattice L(S), together with a map i : S → L(S) such that
X ` Y if and only if
∧
x∈X
i(x) 6
∨
y∈Y
i(y), (∗)
and whenever f : S → L′ is an interpretation of ` in another distributive lattice L′, i.e.,
satisfying the left-to-right implication of (∗) with f in place of i, then there is a lattice map
f ′ : L(S)→ L′ such that the following diagram commutes
S L(S)
L′
i
f
f ′
This has several important applications, and provides connections with point-free topology [9].
Generated lattices can further be used [9, 16] to verify the
Completeness theorem (CT). The following are equivalent.
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(1) X ` Y
(2) ∀α ∈ Spec(`) ( α ⊇ X → α G Y )
The completeness theorem for entailment relations is implied by spatiality of coherent
frames [16], hence is a form of the axiom of choice. Completeness will be used to derive
classical consequences from the formal Nullstellensatz (Theorem 3.11).
We end this section with an important consequence of completeness, crucial for our
purpose. It is taken from [12].
Theorem 2.3 (“Conservativity = Surjectivity”, ZFC). If f : (S,`) → (S′,`′) is an
interpretation of entailment relations, then f is conservative if and only if the induced
mapping f−1 is surjective on ideal elements.
3. Sikorski by entailment
3.1. On lattices and Boolean algebras. In the following, every lattice L is considered to
be distributive, and bounded, i.e., to have a top and bottom element, 1L and 0L, respectively.
Subscripts will be written in order to emphasize to which lattice we refer, otherwise they
will be omitted. We understand 1 to be the empty meet and 0 to be the empty join in L.
Maps between lattices are meant to preserve structure. Mind that a lattice is discrete if and
only if its order relation 6 is decidable. An atom of a lattice L is an element e ∈ L which is
minimal among non-zero elements, i.e., for every x ∈ L, if 0 < x 6 e, then x = e; of course
x < y is shorthand for x 6 y and x 6= y. The set of all atoms of L will be denoted AtL.
We will be dealing with finite discrete Boolean algebras only, for which there is the
following Structure Theorem [23, VII, §3, 3.3 Theorem]:
Theorem 3.1. Every finite discrete Boolean algebra is isomorphic to the algebra of the
detachable subsets of a finite discrete set.
Crucially, every finite discrete Boolean algebra B has a finite set of atoms, and 1B =∨
AtB. It follows that every element of B is a finite join of atoms. We refer to [23, VII, §3].
There are several classically equivalent ways of describing atoms in a Boolean algebra
[20]. They coincide, however, under assumption of discreteness. In particular, for every
e ∈ B the following are equivalent [20],[23, VII, §3].
(1) e ∈ AtB.
(2) e > 0 and, for every a ∈ B, either e 6 a or e ∧ a = 0.
(3) e > 0 and, for every a ∈ B, either e 6 a or e 6 −a.
Notice further that if U ⊆ AtB is finite, and e ∈ AtB, then e 6 ∨U implies e ∈ U .
Moreover, since every element of B can be written as a finite join of atoms, if b 
 b′, then
there is e ∈ AtB such that e 6 b ∧ −b′.
3.2. Entailments for maps. Now we fix a distributive lattice L and a finite discrete
Boolean algebra B, according to the conventions in the preceding Section 3.1. Confident
that it will not lead to confusion, the order relations on L and B will both be denoted by 6.
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As our domain of discourse we take L×B, and study an entailment relation ` on L×B,
inductively generated by the set of all instances of the following axioms.
(x, a), (x, b) ` (s)
(x, a), (y, b) ` (x ∧ y, a ∧ b) (∧)
(x, a), (y, b) ` (x ∨ y, a ∨ b) (∨)
` (0L, 0B) (0)
` (1L, 1B) (1)
` { (x, a) : a ∈ B } (t)
where a 6= b in (s).
We follow an idea outlined in [12], where suitable axioms of the kind (t) and (s) are taken
to present the space of functions N→ { 0, 1 } by way of a generated entailment relation.
We read any pair (x, a) as ϕ(x) = a for a generic (or yet-to-be-determined) morphism
ϕ : L→ B of lattices. In this regard, entailment
(x1, a1), . . . , (xk, ak) ` (y1, b1), . . . , (y`, b`)
should intuitively be read as
if ϕ(x1) = a1 . . . and . . . ϕ(xk) = ak, then ϕ(y1) = b1 . . . or . . . ϕ(y`) = b`.
Notice that an ideal element α ⊆ L × B for ` is a relation, in the first place. Axiom (t)
forces such an α to be total, while the second axiom (s) ensures single values. The remaining
axioms are to guarantee that the lattice structure is preserved. We put on record that this
entailment relation really describes what we intend it to:
Lemma 3.2. A subset α ⊆ L×B is an ideal element of ` if and only if it is a homomorphism
of lattices.
Entailments are in good accordance with our intuition about lattice maps. For instance,
since every lattice map is order-preserving, we should expect that an entailment like X ` (x, a)
sets a certain bound on the set of those abstract statements (y, b), which still are consistent
with X in case x 6 y.
Lemma 3.3. For all x, y ∈ L and a, b ∈ B, if x 6 y and a 
 b, then (x, a), (y, b) `.
Proof. Notice that we have
(x, a), (y, b) ` (x, a ∧ b)
by (∧) and since x ∧ y = x. This entailment can be cut with
(x, a), (x, a ∧ b) `
which we have as an instance of (s) because a 6= a ∧ b.
It will be useful to have means for moving statements back and forth across the turnstile
symbol. The idea is as follows. If a set X of statements logically forces an element x ∈ L
to take a certain value a ∈ B under every given lattice map L→ B, then adjoining some
statement (x, b) to X should turn out inconsistent in case b 6= a.
Lemma 3.4. For every finite subset X ⊆ L×B and elements x ∈ L, a ∈ B, the following
are equivalent.
(1) X ` (x, a), Y
EXTENSION BY CONSERVATION. SIKORSKI’S THEOREM 7
(2) X, (x, b) ` Y for every b ∈ B such that b 6= a.
Proof. Suppose that X ` (x, a), Y is inferrable. If b 6= a, then (x, a), (x, b) ` is an axiom,
whence we get X, (x, b) ` Y by cut. On the other hand, if X, (x, b) ` Y whenever b 6= a,
then we can successively cut ` { (x, b) : b ∈ B }, until we arrive at X ` (x, a), Y .
Example 3.5. Lemma 3.4 has a particularly simple form for the Boolean algebra 2 = { 0, 1 },
in which case it amounts to complementation of values: for every x ∈ L and i ∈ 2 we have
(x, i) ` if and only if ` (x,−i).
3.3. A formal Nullstellensatz. Following the tradition of dynamical algebra [22, 17, 14],
a formal Nullstellensatz 3 for ` is a theorem explicitly describing entailment in terms of
certain identities within the algebraic structure at hand. We will concentrate on a weak form
first, which is to say that we give a direct description of inconsistency. In view of Lemma
3.4, this will indeed suffice for a direct, non-inductive description of ` overall.
We find it useful to have an additional simple piece of notation. If X is a finite subset
of L×B and a ∈ B, then let
Xa = { x ∈ L : (x, a) ∈ X } .
Note that Xa is finite as well.
The following three lemmas are technical and provide for the proof of Theorem 3.11
below. First we give a condition which is sufficient for finite sets of statements to be
inconsistent.
Lemma 3.6. Let X be a finite subset of L×B. If there is e ∈ AtB such that∧
a>e
∧
Xa 6
∨
a>e
∨
X−a,
then X is inconsistent, i.e., X `.
Proof. We can write X = { (x1, a1), . . . , (xk, ak) }. Suppose that there is an atom e as
indicated. Let a ∈ { a1, . . . , ak }. For every x ∈ Xa we have X ` (x, a), and since
{ (x, a) : x ∈ Xa } `
(∧
Xa, a
)
is inferrable, we get
X ` (∧Xa, a)
by cut. In particular, we have such an entailment whenever a ∈ { a1, . . . , ak } and a > e.
Thus, writing
x =
∧
a>e
a∈{ a1,...,ak }
∧
Xa
and
b =
∧
{ a ∈ { a1, . . . , ak } : a > e } ,
we are able to infer
X ` (x, b).
3Hilbert’s Nullstellensatz as a proof-theoretic result appears first in [32], see also [21].
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In a similar manner, for
y =
∨
a>e
a∈{−a1,...,−ak }
∨
X−a
and
b′ =
∨
{ −a : a ∈ {−a1, . . . ,−ak } and a > e }
we are able to infer
X ` (y, b′).
It remains to notice that on the one hand we actually have
x =
∧
a>e
∧
Xa and y =
∨
a>e
∨
X−a.
Thus x 6 y, according to the assumption. On the other hand, we have
e 6 b and b′ 6 −e
which implies b 
 b′. Therefore, by way of Lemma 3.3 we get
(x, b), (y, b′) `
and now X ` is immediate.
We are going to make use of the following combinatorial principle.
Lemma 3.7. Let A be a finite inhabited set and let L and R be subsets of A. If, for every
finite subset U of A, there is an element a ∈ A such that
( a ∈ U ∧ a ∈ L ) ∨ ( a /∈ U ∧ a ∈ R ) (†)
then L and R have an element in common, L G R.
Proof. We argue by induction on the finite number of elements of A. First we consider a
singleton set A = { ∗ } under assumption of (†). If we instantiate with U = ∅ ⊆ A, then this
yields ∗ ∈ R immediately. If instead we instantiate with U = { ∗ }, then we are led to the
left-hand disjunct, thus ∗ ∈ L.
Next we consider A′ = A ∪ { ∗ }, where ∗ is an element not among those of A. We
suppose that the principle in question is valid for A, and that (†) applies with respect to A′.
In particular, for every finite subset U of A, there is a ∈ A′ such that
( a ∈ U ∧ a ∈ L ) ∨ ( a /∈ U ∧ a ∈ R ).
Since either a ∈ A or a = ∗ we get
( a ∈ U ∧ a ∈ L ∩A ) ∨ ( a /∈ U ∧ a ∈ R ∩A ) ∨ ( ∗ ∈ R ).
Then the inductive hypothesis applies, whence we infer (L∩A) G (R∩A) or ∗ ∈ R. Similarly,
for every finite subset U of A there is a ∈ A′ such that
( a ∈ U ∪ { ∗ } ∧ a ∈ L ) ∨ ( a /∈ U ∪ { ∗ } ∧ a ∈ R ).
Again, since either a ∈ A or a = ∗, we get
( a ∈ U ∧ a ∈ L ∩A ) ∨ ( a /∈ U ∧ a ∈ R ∩A ) ∨ ( ∗ ∈ L )
which with the inductive hypothesis leads to (L ∩A) G (R ∩A) or ∗ ∈ L. Taken together,
this yields
(L ∩A) G (R ∩A) ∨ ( ∗ ∈ L ∩R ),
whence we have L G R.
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Remark 3.8. Classically, we could have given a much shorter proof of Lemma 3.7. In the
classical setting, if A is finite, then the subset R ⊆ A has to be finite itself. We can then
instantiate (†) by U = R, from which the result trivially follows.
The following may be considered a cut rule for inconsistent sets of statements.
Lemma 3.9. Let X be a finite subset of L×B and let x ∈ L. If for every b ∈ B there is
e ∈ AtB such that ∧
a>e
∧(
X, (x, b)
)
a
6
∨
a>e
∨(
X, (x, b)
)
−a
then there is e′ ∈ AtB such that ∧
a>e′
∧
Xa 6
∨
a>e′
∨
X−a
Proof. Notice first that if e is an atom of B, then the inequality∧
a>e
∧(
X, (x, b)
)
a
6
∨
a>e
∨(
X, (x, b)
)
−a (#)
amounts to ∧
a>e
∧
Xa ∧ x 6
∨
a>e
∨
X−a (Le)
in case b > e, and to ∧
a>e
∧
Xa 6
∨
a>e
∨
X−a ∨ x (Re)
otherwise, i.e., in case of b  e. We need to find an atom e for which both Le and Re
hold—cut in the lattice L then allows to draw the desired conclusion. To this end, set
L = { e ∈ AtB : Le } and R = { e ∈ AtB : Re } .
In particular, for every finite subset U of AtB our assumption applies to the finite join∨
U for which there is e ∈ AtB such that either e 6 ∨U and Le, or else e 
 ∨U and Re.
Taking into account that e 6
∨
U if and only if e ∈ U , we see that the combinatorial Lemma
3.7 applies, whence we get L G R.
Finally, here is how to describe the finite inconsistent subsets for ` explicitly. As it
turns out, entailment X ` amounts to a certain inequality in the lattice L. This (weak)
formal Nullstellensatz lies at the heart of conservation.
Theorem 3.10 (Weak Nullstellensatz). For every finite subset X of L×B, the following
are equivalent.
(1) X `
(2) There is an atom e ∈ AtB such that∧
a>e
∧
Xa 6
∨
a>e
∨
X−a
Proof. We apply Lemma 2.2 to which end we consider the family Φ of all finite subsets of
L×B satisfying the second item of Theorem 3.10. Apparently, this Φ is monotone. Lemma 3.6
asserts that every member of Φ is inconsistent. In order to show Φ = {X ∈ Pfin(S) : X ` },
it thus suffices to check item (2) of Lemma 2.2 with respect to every initial entailment.
But this is straightforward except for the axiom of totality (t), which is taken care of by
Lemma 3.9.
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Corollary 3.11 (Formal Nullstellensatz). For every finite subset X of L× B, and every
finite set of pairs (y1, b1), . . . , (yk, bk) ∈ L×B, the following are equivalent.
(1) X ` (y1, b1), . . . , (yk, bk)
(2) For all b′1 6= b1, . . . , b′k 6= bk there is e ∈ AtB such that∧
a>e
∧(
X, { (yi, b′i) }16i6k
)
a
6
∨
a>e
∨(
X, { (yi, b′i) }16i6k
)
−a
Proof. Apply Lemma 3.4 repeatedly in order to reduce to empty conclusion entailments.
Theorem 3.10 then yields the claim.
It is interesting to note that non-triviality of ` is for free, given that L is non-trivial:
Corollary 3.12. The following are equivalent.
(1) ∅ ` ∅
(2) 1 = 0 in L.
Proof. Since we have ` (0L, 0B) and ` (1L, 1B) as axioms, the entailment relation ` is trivial
if and only if (0L, 0B), (1L, 1B) ` can be inferred. But if e is an arbitrary atom of B, then
1L =
∧
a>e
∧
{ (0L, 0B), (1L, 1B) }a 6
∨
a>e
∨
{ (0L, 0B), (1L, 1B) }−a = 0L.
On the other hand, if indeed 1 = 0 in L, then ∅ ` ∅ can be inferred accordingly.
How to formally translate Theorem 3.10 into the classical extension theorem will be
explained in the next section. First let us see a couple of interesting consequences that can
be derived from the formal Nullstellensatz.
Example 3.13. The order relation on L can be expressed in terms of entailment. With the
formal Nullstellensatz Corollary 3.11 it can be shown that for all x, y ∈ L the following are
equivalent:
(1) x 6 y
(2) (x, 1B) ` (y, 1B)
(3) (y, 0B) ` (x, 0B)
Example 3.14. For every x ∈ L the following are equivalent:
(1) x = 0L
(2) ` (x, 0B)
(3) (x, 1B) `
With completeness, this leads over to the assertion that 0 ∈ L is the only element which
maps to 0 ∈ B under every lattice map ϕ : L→ B.
Dually, for every x ∈ L the following are equivalent:
(1) x = 1L
(2) ` (x, 1B)
(3) (x, 0B) `
Remark 3.15. Results about entailment relations can sometimes be used to facilitate
proofs of classical theorems. This advantage has also been pointed out in [14], and includes
the version of Sikorski’s theorem considered in this paper. Of course, completeness (CT)
needs to be invoked to this end. We briefly mention another example, which leads to the
Representation Theorem for distributive lattices [19, Prop. I.2.5], a classical equivalent of
CT:
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If L is a distributive lattice and x, y ∈ L are such that x 
 y, then there exists
a homomorphism of lattices ϕ : L→ 2 such that ϕ(x) = 1 and ϕ(y) = 0.
Indeed, by way of Theorem 3.11 for the Boolean algebra 2, we have x 6 y if and only if
(x, 1), (y, 0) `. Therefore, if x 
 y, then, by CT and classical logic, there is an ideal element
witnessing (x, 1), (y, 0) 0. This is a homomorphism ϕ : L→ 2 of lattices such that ϕ(x) = 1
and ϕ(y) = 0.
3.4. Extension by conservation. Now let us see how Proposition 3.11 relates to the
classical extension theorem. Suppose that L and L′ are distributive lattices. Given a finite
discrete Boolean algebra B, we have two entailment relations as above, which we denote
by ` and `′, respectively, each of which describes lattice maps L→ B. Notice that every
lattice map ϕ : L→ L′ gives way to an interpretation (cf. Section 2)
fϕ : (L×B,`)→ (L′ ×B,`′), (x, a) 7→ (ϕ(x), a).
Indeed, it suffices to show that fϕ maps generating axioms for ` to those of `′, which is
clear since ϕ preserves the lattice structure.
Proposition 3.16. If ϕ : L → L′ is an injective map of lattices and B a finite discrete
Boolean algebra, then the induced interpretation
fϕ : (L×B,`)→ (L′ ×B,`′), (x, a) 7→ (ϕ(x), a)
is conservative, i.e., fϕ(X) `′ fϕ(Y ) implies X ` Y .
Proof. It suffices to show conservation of inconsistent sets. Hence, let X ⊆ L × B and
suppose that fϕ(X) `′. According to Theorem 3.11, there is e ∈ AtB such that∧
a>e
∧
fϕ(X)a 6
∨
a>e
∨
fϕ(X)−a
in L′. This means
ϕ
( ∧
a>e
∧
Xa
)
6 ϕ
( ∨
a>e
∨
X−a
)
and implies X ` by injectivity and Theorem 3.11, once more.
Remark 3.17. If ϕ : L → L′ is a lattice map for which the induced interpretation fϕ is
conservative with regard to a finite discrete Boolean algebra B, then ϕ is injective. In fact,
recall from Example 3.13 that we have
ϕ(x) 6 ϕ(y) if and only if (ϕ(x), 1) `′ (ϕ(y), 1),
which is to say that ϕ(x) 6 ϕ(y) if and only if fϕ(x, 1) `′ fϕ(y, 1). Likewise, x 6 y is
equivalent to having the entailment (x, 1) ` (y, 1). Therefore, if fϕ is conservative, then ϕ is
injective.
Since fϕ is an interpretation, the inverse image mapping of fϕ restricts on ideal elements
f−1ϕ : Spec(`′)→ Spec(`)
and it is easy to see that f−1ϕ (α) = α ◦ϕ. Recall from Section 2, that—with completeness at
hand—conservation amounts to f−1ϕ being surjective. Thus, if ϕ : L→ L′ is a monomorphism
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of lattices, then for every α : L → B there is β : L′ → B with α = β ◦ ϕ. In other words,
lattice maps L→ B extend along embeddings:
L L′
B
ϕ
∀α ∃β
Corollary 3.18 (ZFC). Every finite Boolean algebra is injective in the category of distribu-
tive lattices.
Notice that if L is a sublattice of L′ and if ϕ denotes inclusion of the former, then
f−1ϕ is nothing but the restriction of lattice maps to the sublattice, and the extension is
conservative if and only if restriction is surjective. But we have to emphasize again that this
requires completeness!
It is well known [3, 5] that every injective distributive lattice is a Boolean algebra. In
Section 5 we will see that complements are necessary for conservation: a finite distributive
lattice which lacks a complement for at least one of its elements cannot allow for a result
analogous to Theorem 3.11, and cannot be injective among distributive lattices.
4. Notes on injective Heyting algebras
A (bounded) lattice L is said to be a Heyting algebra if, for every pair of elements x, y ∈ L,
there is an element x→ y ∈ L such that, for every z ∈ L,
z 6 x→ y if and only if z ∧ x 6 y.
It is well-known that any Heyting algebra is distributive [19]. A homomorphism of Heyting
algebras is a lattice homomorphism that preserves implication (→). Every Boolean algebra
B is a Heyting algebra with x→ y ≡ −x ∨ y. If L is a Heyting algebra, negation is defined
by ¬x ≡ x→ 0. A Heyting algebra L is a Boolean algebra if and only if ¬¬x = x for every
x ∈ L. An element x ∈ L is said to be regular if ¬¬x = x. The set L¬¬ of all regular
elements of L with the induced order is a Boolean algebra: it is a sub-meet-semilattice
of L, with joins defined by x ∨L¬¬ y ≡ ¬¬(x ∨ y). We refer to [19]. It is well known that
Booleanization
¬¬ : L→ L¬¬, x 7→ ¬¬x
is a homomorphism of Heyting algebras [4].
As shown by Balbes and Horn [4], a Heyting algebra is injective (in the category of
Heyting algebras) if and only if it is a complete Boolean algebra. The proof of this result
employs Sikorski’s theorem and argues with the Boolean algebra of regular elements of a
Heyting algebra. We adopt the idea and consider the corresponding conservation result with
regard to finite discrete Boolean algebras.
To this end, let L be a Heyting algebra and B a finite discrete Boolean algebra. The
entailment relation of Heyting algebra morphisms L→ B is inductively generated by the set
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of all instances of the following axioms.
(x, a), (x, b) ` (s)
(x, a), (y, b) ` (x ∧ y, a ∧ b) (∧)
(x, a), (y, b) ` (x ∨ y, a ∨ b) (∨)
(x, a), (y, b) ` (x→ y, a→ b) (→)
` (0L, 0B) (0)
` (1L, 1B) (1)
` { (x, a) : a ∈ B } (t)
where a 6= b in (s).
Thus ` generates from the entailment relation of lattice maps L → B by adjoining
additional axioms for implication.
Even though L need not be Boolean itself, the value of an arbitrary element x ∈ L under
a Heyting algebra homomorphism L→ B is determined by the value of ¬¬x, and vice versa:
Lemma 4.1. For every (x, a) ∈ L×B we have (x, a) a` (¬¬x, a).
Proof. Both (x, a), (0L, 0B) ` (¬x,¬a) and (¬x,¬a), (0L, 0B) ` (¬¬x,¬¬a) are instances of
axiom (→). By cut with ` (0L, 0B), and since ¬¬a = a in B, we get (x, a) ` (¬¬x, a). Once
we have this entailment, it follows that (x, a), (¬¬x, b) ` for every b 6= a. Therefore, we may
cut (t) for x accordingly, and infer the converse entailment, too.
Now let `′ denote the entailment relation of lattice maps L¬¬ → B, generated as before
without the axiom for implication. Notice that double negation induces an interpretation
(L×B,`)→ (L¬¬ ×B,`), (x, a) 7→ (¬¬x, a).
In the other direction we have an inclusion L¬¬ ↪→ L that preserves meets but not in general
joins. However, an axiom of the form
(x, a), (y, b) `′ (x ∨L¬¬ y, a ∨ b)
means
(x, a), (y, b) `′ (¬¬(x ∨ y), a ∨ b)
which can be inferred also with regard to `, by way of axiom (∨) and in view of Lemma
4.1. It follows that we have a conservative interpretation of entailment relations. Employing
Theorem 3.11, we get the formal Nullstellensatz for this entailment relation. Here is how to
describe inconsistent sets explicitly:
Corollary 4.2. For every finite subset X of L×B, the following are equivalent.
(1) X `
(2) There is an atom e ∈ AtB such that∧
a>e
∧
¬¬Xa 6
∨
a>e
∨
¬¬X−a.
The general Nullstellensatz for ` derives from the description of inconsistent sets.
Conservation is an immediate consequence.
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5. From conservation to complements
At the outset, the way in which we have generated the entailment relation in Section 3.2
did not depend on the structure of B as a Boolean algebra, and might as well be carried
out with any finite lattice D instead. At least the ideal elements would exactly be the
lattice maps L→ D. One might thus be tempted to question whether and to what extent
complements in D are necessary at all in order to allow for a corresponding conservation
result. Incidentally, the entailment relation for 2-valued maps has an important application,
demonstrated in [9, Theorem 11], which may be used to resolve this question:
Proposition 5.1. If B, i : L×2→ B is the distributive lattice generated by (L×2,`), then
B is a Boolean algebra and L embeds in B.
Now let us say that a finite distributive lattice D is conservative in case the following
holds: if L and L′ are distributive lattices, L being a sublattice of L′, then (L×D,`) ↪→
(L′×D,`′) is a conservative extension of entailment relations, where ` and `′ are generated
as in 3.2, with D in place of B, respectively.
Proposition 5.2 (ZFC). For every finite distributive lattice D, the following are equivalent.
(1) D is complemented.
(2) D is conservative.
(3) D is injective.
Proof. We have already seen that every finite (discrete) Boolean algebra is conservative in
the sense specified before, and injectivity is a classical consequence of completeness. On
the other hand, let D be a finite distributive lattice and suppose that it is injective among
distributive lattices. This D can be considered a sublattice of a Boolean algebra B, applying,
for instance, Proposition 5.1.
D B
D
idD
∃f
By way of injectivity, it follows that D is the homomorphic image of a Boolean algebra,
whence Boolean itself.
What goes wrong in case D is not Boolean? Towards an answer, Proposition 5.2
might not be considered all too helpful, taking into account that its proof invokes the
completeness theorem. There is another, more concrete argument, which provides an explicit
counterexample to conservation.
Once again, let D be a finite distributive lattice, and suppose that d0 ∈ D is not
complemented. We consider the lattice 22 = { (0, 0), (0, 1), (1, 0), (1, 1) }. Let `⊆ 22 ×D be
the entailment relation of D-valued lattice maps on 22, generated by axioms as in Section
3.2, with D in place of B. Let
X = { ((0, 0), 0D), ((1, 1), 1D), ((0, 1), d0) } .
Notice that for every d ∈ D we have X, ((1, 0), d) `. This is because d0 is supposed not
have a complement, and therefore, for any d ∈ D, either we have d0 ∧ d 6= 0 or d0 ∨ d 6= 1.
Involving appropriate instances of (∧) or (∨) as well as corresponding instances of (s), we
infer that for every d ∈ D the set X, ((1, 0), d) is inconsistent with respect to `. Then we
instantiate (t), which reads
` { ((1, 0), d) : d ∈ D } ,
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and by way of cut we get X `. However, this set X is not inconsistent for the entailment
relation of D-valued maps on the sublattice { (0, 0), (0, 1), (1, 1) }. In fact, for this very
entailment relation X is an ideal element! We conclude that a finite distributive lattice,
which lacks a complement for at least one of its elements, cannot be conservative either.
6. Conclusion
For every distributive lattice it is possible to generate an entailment relation the ideal
elements of which are precisely the lattice maps on L with values in a given finite discrete
Boolean algebra. In this manner, the assertion that any such map extends onto ambient
lattices—itself classically equivalent to the Boolean prime ideal theorem—gets logically
described and turns into a syntactical conservation theorem.
Conservation, in turn, has an elementary constructive proof, whence can be considered
a constructive version of the classical extension theorem. As put by Coquand and Lombardi
[14], to have a constructive version of a classical theorem means to have “a theorem the
proof of which is constructive, which has a clear computational content, and from which we
can recover the usual version of the abstract theorem by an immediate application of a well
classified non-constructive principle.” In our case, the non-constructive principle in question
is a suitable form of the completeness theorem.
Sikorski’s extension theorem undoubtedly has interesting consequences in classical
mathematics, e.g., by duality theory it leads over to Gleason’s theorem, characterizing the
projective objects in the category of compact Hausdorff spaces precisely as the extremally
disconnected spaces [19, Theorem 3.7]. Yet our conservation result begs the question: does
it allow to substitute applications of its classical counterpart in a manner that maintains
computational information? – We do not know at this point. The situation appears rather
reminiscent of the Hahn-Banach theorem: whether one can make computational use of the
Hahn-Banach theorem itself seems not clear either [11].
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