This paper deals with a system consisting of two units under Markovian deterioration. The transition probability of each unit is not independent each other, and the cost of replacing both units concurrently is less than the cost of replacing them at different times. Then we investigate a replacemant policy for units in a two·unit system possessing stochastic and economic dependence. The structural properties of optimal replacement policy that minimizes the expected total discounted cost are characterized. Also illustrative examples are presented.
Introduction
This paper considers a discrete time maintenance model for a two-unit system possessing stochastic and economic dependence. Most maintenance and replacement models for industrial equipment have been developed for independent single component machines. However most equipment consists of multiple components. If the transition probabilities of the several components are not stochastically independent or if the cost of replacing several components jointly is less than the cost of several separate replacements, then the replacement policy for each component may depend on the state of the other components. The system considered in this paper consists of two units under Markovian deterioration, and is not stochastically and economically independent. We investigate the structure of optimal replacement policy for units in such system.
The replacement policies for stochastically independent two-unit system were studied by several authors. Sethi [8] has dealt with the discrete time maintenance model for a series system consisting of two stochastically failing units, and shown that the optimal replacement policy has the form of a control limit policy. Berg [2] has considered a system consisting of two identical units with exponential life time distributions and linear running costs, and shown that the optimal policy is provided by the trigger-off replacement policy, introduced by Bansard et al. [1] . Radner and Jorgenson [6] have considered the replacement policy for a unit in series system with several monitored units having exponential life, and shown that the optimal policy is provided by an (n,N)-policy. When each unit is subject to preventive replacement i.e., at each unit of time any action (replacement of one unit or both) can be taken, Vergin [9] has derived recurrent functional equations by using the technique of dynamic programming and obtained numerical solution by using iterative methods for specific values of the parameters. However he did not mention the structure of optimal policy.
In this paper we consider a system consisting of two units under Markovian deterioration. Th~ transition probability of each unit is not independent each other, and the cost of replacing both units concurrently is less than the cost of replacing them at different times. A decision is made at the beginning of each period to replace each unit or to keep it until the next decision epoch. The objective of this paper is to study the structure of optimal replacement policy minimizing the expected total discounted cost for units in a two-unit system possessing stochastic and economic dependence.
We discuss the properties of the optimal region of the decision and show that the state space is divided into at most four regions. Then since these properties should enable us to decrease the number of policies that must be considered, better algorithms can be expected. Finally, to illustrate the optimal replacement policy, numerical examples are presented. The objective is to investigate the strucutre of optimal replacement policy which minimizes the expected total discounted cost with discount factor
) be the minimum expected total discounted cost when the state of the system is i=(i l ,i 2 ) at the beginning. The V a (i l ,i 2 ) obeys the functional equation:
In the next section the structural properties of optimal replacement policy minimizing the expected total discounted cost are characterized under
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reasonable conditions. We discuss the properties of the optimal regions of the decision d=(d l ,d 2 ) and show that the state space is divided into at most four regions. Here we notice that the existence of a stationary policy minimizing the expected total discounted cost is guaranteed since all costs are bounded and the action space is finite.
Structure of Optimal Replacement Policy
In this section we discuss an optimal replacement policy for units in a two-unit system. We can find the optimal replacement policy by solving the functional equation (2.1). However we cannot obtain a solution as a function of the parameters in the model. So the structural properties of optimal replacement policy for units in a two-unit system are characterized.
First we examine the structural property of optimal expected total dis- The following lemme is used in the proof of Lemma 2 which presents the structure of optimal expected total discounted cost function.
Lemmal. Assume the condition (1) holds. If a non-negative function f is a member of F, then E P .. f(j) is a member of F. The above Lemma 1 is a generalization of an important result obtained by Derman [3] .
The following lemma shows the structure of optimal expected total dis--counted cost function and it is used in the proof of theorems which present the structural properties of optimal replacement policy. 
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For n=l the result follows easily from condition (2) . Suppose the result is true for n. Then under conditions (1) and (2) In the cases of (1) and (2), the result is obvious. In the case of (3) we
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Then from il~l we obtain ~O.
The first inequality follows from the conditions (1), (Z) and (3) and Lemmas 1 and Z. The last inequality is true since jEB*(O,O). Similarly from iZ~Z
we obtain and ~.
Thus in the case of (3) we have iAjEB*(O,O). Case (4) is proved similarly to the case (3) . Then this eompletes the proof of this theorem. Similarly from il~l and jEB*(l,O) we obtain
In the case of d=(O,l) we may show the result by the same method. If d=(l,l), then we can easily show the result.
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Theorem 3. Assume the conditions (1), (2) and (3) 
is constant for any i l , the above
2) is proved similarly to 1).
Theorem 4. If all the conditions (1), (2) and (3) such that the decision to replace the unit U l is optimal if and only if the state i l of unit U l is no less than n!(i 2 ), which is a control limit policy with respect to unit U l • Similarly for unit U 2 . "
The above theorem states that an optimal replacement policy has the form of a 2-dimensional control limit policy introduced by Hatoyama [4] , and when the failed units are immediately replaced the state space I is divided into at most four regions. The control limit with respect to unit U l is given by (3.4) When the bracket of the right hand side of (3.4) is empty, we define n!(i 2 )= Ll+l.
(3.5)
Similarly for unit U 2 ') 2
We have the following corollary' concerned with the properti'es of the control limit.
Corollary. Assume the conditions (1) , (2) and (3) hold.
The above corollary is easily proved by comparing the appropriate terms in functional equation (2.1). In the case of L2=1 this corollary states that an optimal replacement policy for unit U l is an (n,N) policy introduced by
Radner and Jorgenson [6] , where n=n!(L 2 ) and N=n!(O). 
Examples
In this section we consider a two-unit system possessing stochastic independence and economic dependence. In this case since the transition probability of each unit is independent, the transition probability P .. of a two-unit 'l-J system is given by
where ~ . is the transition probability of unit U (r=1,2). We assume that To illustrate the optimal replacement policy of the preceding section, we consider numerical examples. The transition probability matrix pr of unit U is given in Table 1 . r The operating cost A(i) and the replacement cost C (i ) are given in Table 2 . r r Then the conditions (1), (2) and (3) are satisfied. For reference, first consider the case where the units are stochastica11y and economically independent, i.e., suppose the set up cost is 2K when both units are replaced. Then the optimal replacement policy for units in a two-unit system is shown i.n Fig.2 in the case of K=10 and a.=0.9S. Notice that this optimal replacement policy for one unit doesn't depend on the state of the remaining unit (see [9] ). On the other hand the optimal replacement policy for units in a two-unit system possessing economic dependence is shown 
Conclusion
We investigated the replacement policy for units in a two-unit system possessing stochastic and economic dependence. A decision is made at the beginning of each period to replace each unit or to keep it until the next decision epoch. Then we proved that the optimal replacement policy minimizing the expected total discounted cost is a two-dimensional control limit policy under reasonable conditions. Further we discussed the properties of the optimal region of the decision and showed that the state space is divided into at most four regions when the failed units are immediately replaced. It is future problem to find the structure of optimal replacement policy when units U 1 and U 2 have continuous distributions.
