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Abstract 
 
Keywords: FDII, high-gain observers, fault reconstruction, observers with unknown inputs, 
bank of observers, extended Kalman filter, adaptive high-gain observers, high-gain extended 
Kalman filter, Wastewater treatment plants. 
 
The increasing shortage of water in the world caused by the steady growth of the population and 
by the industrial and economical development raises serious concerns about the need for appro-
priate waste water treatment plants. 
However, despite all the importance gained to wastewater treatment plants (WWTPs), during 
the last decades, many existing. WWTPs do not comply with the present effluent norms. 
All these consideration are putting pressure on the enhancement of the wastewater treatment 
industry. Improving the performance of WWTPs depends mainly on two aspects: 
− A fault detection, isolation and identification (FDII) module, to improve safety and reli-
ability. 
− Whereas sensors for ASP measuring chemical and biological variables are widespread and 
very advanced, such measurements are still unreliable and noisy. One solution consists, 
in using observers or soft sensors. 
The thesis aims to cover these two points. 
Fault reconstruction and estimation is regarded as a stronger extension to FDI since accurate 
fault estimation automatically implies fault detection. Fault reconstruction is excellent for direct-
ly detecting and isolating the malfunctions within a system by reviling which sensor or actuator 
is faulty and is useful for diagnosing incipient and small faults. Moreover, Fault reconstruction 
>nds solid applications in Fault Tolerant Control Systems (FTC). 
Reasons stated above have motivated signi>cant research work in the area of FDII. In the same 
context, we propose a general methodology for identifying and reconstructing sensor and actua-
tor faults on dynamical processes. This methodology is issued from the general identification 
theory developed in the previous papers (Busvelle and Gauthier, 2003, 2004, 2005): In fact, this 
identification theory provides also a general framework for the problem of “observability with 
unknown inputs”. Indeed, many problems of fault detection can be formulated as such observability 
problems, the (eventually additive) faults being just considered as unknown inputs. 
Next, a framework for fault detection and isolation of sensors and actuators is proposed. The FDI scheme is based on bank of high-gain observers from (Gauthier, 1994). A simulation study 
of a waste water treatment plant in the presence of noisy measurements and uncertainties in the 
kinetic parameters, shows the effectiveness of the proposed approach. 
 
Abstract 
The second point evoked in the thesis is the observability of nonlinear dynamic systems and 
state estimation. 
The Extended Kalman Filter (EKF) is a widely used observer for such nonlinear systems. How-
ever, it suHers from the lack of theoretical justi>cations and displays poor performance when the 
estimated state is far from the real state.  
Observability theory reveals the existence of observability normal forms. There are special repre-
sentations characterizing nonlinear systems having the observability property. The EKF, when 
applied to a system put in a normal form of observability, it acquires the property of global ex-
ponential convergence. Unfortunately, and contrary to the EKF, this latter observer (HG −EKF) is very sensitive to measurement noise. 
In order to combine the behaviors of the EKF (eJciency with respect to noise smoothing) and of 
the HG − EKF (reactivity to large estimation errors), a first version of an adaptive high-gain 
extended Kalman filter was proposed by (Busvelle et Gauthier, 2002). (Boizot et al, 2010) have 
improved this first version by using an adaption process that measures the quality of the estima-
tion. 
This observer is applied to a MIMO nonlinear system of an Activated Sludge Process. In simula-
tions, noise is added to the ASP outputs and large perturbations are provoked in the influent 
concentrations. A comparison study of the performances of the three observers under considera-
tion, namely the EKF, the HG − EKF and the adaptive HG − EKF, is carried out. Results show 
a clearly better state estimation for the adaptive high-gain observer. 
Résumé 
Résumé 
 
Mots clefs : FDII, observateurs grand gain, reconstruction des défauts, observateurs à entrées 
inconnues, banc d’observateurs, FKE, OKE grand gain, filtre de Kalman étendu grand gain 
adaptatif, station d’épuration des eaux usées. 
A cause de l’augmentation des charges polluantes déversées dans le milieu naturel, de l’asphyxie 
des écosystèmes naturels et de la modification des caractéristiques physiques du milieu récepteur, 
le traitement des eaux usées résultant de l’activité humaine est devenue une condition préalable 
au maintient d’une qualité satisfaisante des eaux de surface.  
Cependant, malgré tout l’intérêt qu’a suscité le problème de traitement des eaux usées ces der-
nières décennies, des études ont montré que de nombreuses unités d’épuration ne répondent pas 
encore aux contraintes standards requises sur la qualité des effluents. 
Améliorer les performances d’épuration pour se conformer aux standards attribués aux effluents 
dépend principalement des deux aspects suivants : 
− La sureté et la fiabilité de fonctionnement face à toute anomalie ou défaut grâce à un 
module de détection, localisation et identification de défauts (FDII). 
− La disponibilité en temps réel d’informations sur les conditions de fonctionnement. Une 
solution repose sur des techniques numériques d’estimation (capteur logiciel ou observa-
teur) permettant d’estimer les variables non mesurables. 
L’objectif de cette thèse est de couvrir ces deux points. 
Une méthode de détection, localisation et identification de défaut (FDII) ne se contente pas de 
détecter et de localiser un défaut mais aussi elle tente de reconstruire son évolution au cours du 
temps. L’identification ou l’estimation d’un défaut permet une connaissance approfondie de celui-
ci (son graphe, sa structure, sa dynamique). Reconstruire ou identifier un défaut est très utile 
pour les défauts intermittents et graduels qui sont difficiles à être détectés. En outre, obtenir une 
estimation de défaut permet bien entendu de donner une image beaucoup plus précise de l’état 
du système et de mettre en œuvre des processus de commandes tolérantes aux défauts. 
Bien qu’elle soit très importante dans un schéma de diagnostic, l’identification ou l’estimation de 
défaut a reçu moins d’intérêt que la détection et la localisation des défauts dans les recherches 
scientifiques et spécialement pour les systèmes non-linéaires. 
Motivé par les aspects positifs des méthodes de reconstruction et d’estimation de défauts à base 
d’observateur, nous proposons une méthode générale de reconstruction de défauts. Cette méthode 
est issue de la théorie générale d’identification élaborée dans les articles [Busvelle et Gauthier, 
2002 ; 2003 ; 2004 ; 2005]. En effet, cette méthode d’identification donne un aperçu sur le pro-
blème d’observabilité des entrées inconnues. Beaucoup de problèmes d’identification et de locali-
Résumé 
sation de défauts peuvent être considérées comme des problèmes d’observabilité, lorsque le défaut 
capteur ou actionneur est considéré comme une entrée inconnue. 
Par la suite, une méthodologie de détection et d’isolation de défauts capteurs et actionneurs est 
proposée. Le schéma de FDI est basé sur une banque d’observateurs Luenberger grand-gain. 
L’implémentation de cette méthode de FDI pour un modèle ASM1 réduit, en présence de bruit 
de mesure et d’incertitudes sur les paramètres cinétiques conduit à une table de signature forte-
ment localisante. 
Avant d’aborder les problèmes de détection, localisation et identification de défauts évoqués ci-
dessus, la première partie de cette thèse porte sur la problématique de « l’observation des sys-
tèmes non linéaires ». 
Le filtre de Kalman étendu (FKE) est l’un des observateurs les plus largement utilisé à cette fin. 
Cependant, la convergence de cet observateur, lorsque l’état estimé n’est pas dans un voisinage 
de l’état réel, n’est pas prouvée. 
La théorie d’observabilité fait apparaitre l’existence des formes normales d’observabilités. Ce sont 
des représentations caractérisant les systèmes dit observables. Lorsque le FKE est appliqué à un 
système mis sous une forme canonique d’observabilité, il acquiert, alors, des propriétés de con-
vergence exponentielle globales. Cependant, contrairement au FKE, l’observateur de Kalman 
étendu grand-gain (OKE grand gain) entraine une amplification de bruit. 
Afin de combiner l’efficacité d’un FKE en termes de lissage de bruit, et la réactivité d’un OKE 
grand gain face aux larges variations, une première version d’un observateur de Kalman étendu 
grand gain adaptatif est proposée par [Busvelle et Gauthier, 2002]. [Boizot et al., 2010] ont amé-
lioré, cette première version en ayant recours à un processus d’adaptation guidé par une mesure 
de la qualité d’estimation. Ainsi, cet observateur est appliqué au système non-linéaire MIMO 
(Multi-entrées Multi-Sorties) d’une station d’épuration biologique à boues activées. Une étude 
comparative entre les trois observateurs, FKE, OKE grand gain et le filtre de Kalman étendu 
grand gain adaptatif en présence d’une large variation des concentrations entrantes et en pré-
sence de mesures bruitées, est menée afin de mettre en évidence la pertinence et la robustesse de 
l’observateur adaptatif. 
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1.1. Contexte de l’étude 
L’eau constitue l’une des ressources les plus précieuses pour la vie sur la terre. Cependant, 
l’industrialisation, l’urbanisation ont entrainé une augmentation des charges polluantes dans les 
eaux usées déversées dans les milieux naturels. Ces polluants peuvent avoir des conséquences 
néfastes : 
- Une consommation de l’oxygène dissous : la consommation des matières organiques par les 
micro-organismes auto-épurateurs est un processus d’oxydation qui provoque une consom-
mation de l’oxygène dissous. Si les charges organiques déversées dans les milieux récepteurs 
dépassent les capacités d’auto-épuration, alors le taux en oxygène devient nul en provo-
quant une asphyxie des organismes aquatiques et une formation des gaz putrides malodo-
rants. 
 
- Modification des caractéristiques physiques du milieu récepteur: le mauvais traitement des 
eaux usées dans les stations d’épuration biologiques peut entrainer une augmentation de la 
turbidité et de la température de l’eau et une modification de sa salinité. 
 
- Prolifération des algues : les matières minérales nutritives peut menacer sérieusement la vie 
aquatique par un envahissement anormal des végétaux entraînant ainsi un processus 
d’eutrophisation. 
 
- Conséquences sanitaires : une des conséquences les plus dramatiques de mauvais traitement 
des eaux usées est son influence sur la santé humaine. Les maladies d’origine hydrique tuent 
des millions de personnes par an dans les pays pauvres. Les pathologies, aussi, sont des ma-
ladies causées par la pollution de l’eau et peuvent être transmises par un simple contact 
avec le milieu aquatique (parasitoses), ou par absorption de l’eau polluée (épidémies micro-
biologiques). 
 
- Pertes économiques: les polluants peuvent réduire le nombre des ressources utilisables. Ain-
si, les coûts de production de l’eau potable augmentent à savoir : coût de transport (point 
d’exploitation éloigné), coût de traitement de potabilisation. L’industrie est un gros con-
sommateur de l’eau et ses exigences en terme de qualité de l’eau sont parfois très élevées. 
C’est pourquoi, la pollution des ressources, peuvent constituer un frein au développement 
industriel. On ne peut pas oublier les conséquences de l’eau polluée sur l’agriculture et spé-
cialement l’irrigation du sol. 
Ces conséquences permettent de bien cerner les problèmes causés par les déchets. Par consé-
quent, avant tout rejet, les polluants doivent être traités dans des stations d’épuration biolo-
giques ou chimiques. Mais des études ont montré que de nombreuses stations d’épuration ne ré-
pondaient pas aux contraintes standards requises sur la qualité des e[uents [Berthouex et Fan, 
1986; Ossenbruggen et al., 1987]. Un renforcement des exigences règlementaires est ainsi interve-
nu vis-à-vis des rejets des eaux résiduaires urbaines. 
Avec ces nouvelles contraintes imposées par la législation des rejets, ces problèmes vont 
s’aggraver de plus en plus, surtout pour les petites collectivités qui rencontrent des difficultés 
majeures techniques et économiques pour mettre aux normes leurs installations de traitement. 
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Malgré l’apport précieux des outils de l’automatique, les stations d’épurations biologiques présen-
tent plusieurs lacunes, à savoir : 
- La complexité : la complexité des réactions des processus biologiques et chimiques mises en 
jeu lors de dégradation des substrats polluants fait que ces systèmes ne sont pas totalement 
maitrisés. Cette complexité a considérablement ralenti le développement des modèles ma-
thématiques qui sont à la fois simple et pratique.  
 
- Manque d’instrumentation : la principale limitation, qui a freiné la progression du pilotage 
automatisé des stations d’épuration, est le faible nombre de mesures disponibles, souvent 
imprécises, et un manque de reproductibilité des expérimentations. Par conséquent, il est 
impossible de constituer une base de données fiable et représentative du fonctionnement. 
Malgré le progrès scientifique permettant de concevoir des capteurs pour mesurer les va-
riables physico-chimiques (la température, le pH, les débits de liquide et de gaz, la puis-
sance d’aération et la pression partielle en oxygène dissous) (Wacheux et al., 1993; Vanrol-
leghem, 1994; Wacheux et al., 1996 ; Lynggaard-Jensen et al., 1996), d’autres mesures de 
concentrations de divers composés  de la réaction (des biomasses, des substrats organiques, 
des polluants nitrés…) ainsi que des vitesses de réaction restent problématiques. A ce jour, il 
n’existe pas de capteur en ligne de faible complexité apte à fournir des mesures de ces va-
riables, à coût réduit (maintenance, installation) et robuste vis-à-vis des conditions de fonc-
tionnement. 
 
- Contrainte économique : les stations d’épuration des eaux usées ne sont pas productives, 
leur automatisation contribue uniquement à la réduction des coûts d’opération et non à 
l’augmentation des profits. C’est pour cette raison qu’il y a peu d’investissements pour le 
développement de l’instrumentation, du diagnostic et de la commande. 
Par conséquent l’amélioration de pilotage des unités de traitement et de leurs potentiels de ren-
dement passe nécessairement par les étapes suivantes : 
- Une modélisation adéquate : l’élaboration d’un modèle mathématique traduisant la réalité 
de l’ensemble des problèmes physiques, biologiques et chimiques qui ont lieu dans les sta-
tions de traitement des eaux usées, est la première phase dans la procédure d’automatisation. 
Le dilemme simplicité-précision rend la tâche de modélisation extrêmement délicate. Au 
cours de ces deux dernières décennies, de nombreuses études portent sur la modélisation des 
stations d’épuration biologiques : le modèle ASM1, ASM2, ASM2d et ASM3 [Henze et al., 
1987 ; Gujer et al., 1995, 1999].   
 
- Une instrumentation adaptée (capteur) : comme il a été mentionné précédemment, le 
manque des capteurs en ligne constitue un des principaux obstacles au développement de la 
conduite automatisée des stations d’épuration. Une solution repose sur l’utilisation des mé-
thodes d’observation en ligne, permettant d’estimer certaines grandeurs non mesurables, à 
partir de mesures accessibles. Par abus de langage, on trouve parfois dans la littérature 
cette approche sous le nom de capteurs logiciels, qui sont basés sur l’utilisation des modèles 
mathématiques et qui peuvent pallier aux problèmes du manque de capteurs de mesure. 
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- Technique de commande performante : les normes européennes imposées sur les quantités 
des polluants rejetés dans les écosystèmes deviennent de plus en plus sévères et imposent le 
développement des procédés de traitement fiables, robustes et performants. De ce fait, il est 
nécessaire de développer des stratégies de contrôle plus adaptées, en mesure d’apporter des 
solutions efficaces à ce type de problème. Ainsi, d’un point de vue global, les trois princi-
paux objectifs de contrôle sont : respect des normes de rejet imposées par la législation, mi-
nimisation des coûts et de l’énergie de fonctionnement et garantie d’un fonctionnement 
stable du procédé. 
Plusieurs approches de commande sont proposées pour appréhender ces problèmes. En par-
ticulier nous pouvons citer la commande optimale adaptative [Smets et Impe 2002 ; Srini-
vasan et Bovin., 2003], commande et adaptation en-ligne [Hua et al., 2004], commande pre-
nant en compte les incertitudes sur les modèles, [Srinivasan et Bovin., 2003 ; Fournier et al. 
1999], commande à base de modèles analytiques, de modèles ^ ous ou issus de l’intelligence 
arti>cielle, [Trelea et al. 2001 ; Muthuswamy et Srinivasan, 2001 ; Karakuzu et al., 2001]. 
Aussi, la commande PID classique est utilisée en combinaison avec d’autres types de com-
mande à savoir floue [Feng et al, 2003], optimale [Nascu et al., 2007] et PID à paramètres 
déterminés automatiquement [Tzoneva, 2007]…   
 
- Techniques de diagnostic des défauts : D’après ce qui précède, la modélisation et la com-
mande constituent des facteurs primordiaux pour le développement des stations d’épuration 
biologiques à boues activées. Cependant modéliser ou commander ce processus n’est pas une 
fin en soi ; ce qui est demandé est la maitrise des impacts des eaux usées sur le milieu natu-
rel et des coûts de fonctionnement. Pour cela, il faut que toute anomalie de fonctionnement 
soit rapidement détectée puis prise en compte dans la stratégie de conduite du système con-
sidéré. En effet pour fonctionner correctement, le système de contrôle a besoin de la con-
naissance, en permanence, de l’état du processus. Toute défaillance conduit à la génération 
de commande qui ne correspond pas à l’état réel du procédé. La non-détection à temps 
d’une anomalie peut entrainer une diminution de performance, de fiabilité et parfois même 
des accidents provoquant des dangers humains et des dégâts matériels considérables. Cette 
anomalie peut avoir comme origine des défauts capteurs ou actionneurs ou même des dé-
fauts systèmes. L’objectif du diagnostic reconnu sous le nom d’algorithme de détection, iso-
lation et identification de défauts (FDII) consiste à détecter, localiser et identifier éventuel-
lement le défaut. 
  
Ainsi, les performances et la robustesse des processus d’épuration des eaux usées dépendent prin-
cipalement de deux aspects rappelés ci-dessous : 
- La disponibilité en temps réel des mesures et d’informations sur l’état du système (avec des 
capteurs logiciels), 
 
- La sureté et la fiabilité de fonctionnement face à toute anomalie ou défaut grâce à un mo-
dule de détection, localisation et identification de défaut (FDII). 
 
 
 
 
1 Introduction 
4 
 
1.2. Motivation 
On traitera les motivations pour le diagnostic et l’estimation d’états de la station d’épuration 
biologiques chacune à part : 
 
Motivation pour la détection, localisation et identification de défaut   
La complexité croissante des systèmes industriels qui sont devenus de plus en plus exigeants en 
termes de fiabilité, de performances, de contrainte de sécurité et de disponibilités, a donné un 
intérêt croissant au diagnostic.  
Il existe une multitude des méthodes de diagnostic. Elles sont classées de différentes façons. Une 
de ces classifications consiste à regrouper les méthodes de diagnostic en deux catégories : ap-
proches à base de modèle et approches sans modèle. Parmi les méthodes de diagnostic à base de 
modèle on peut citer : l’espace de parité, l’estimation paramétrique, et l’observateur. Les mé-
thodes de diagnostic à base d’observateur ont reçu une attention particulière de la communauté 
scientifique à cause de leurs efficacités. Différents types d’observateurs ont été utilisés dans ce 
but. Les observateurs à mode glissant [Sreedhar et al., 1993], sont utilisés depuis plus de 18 ans, 
mais ces dernières années ils ont eu un grand succès dans le cadre de la détection et de la recons-
truction de défauts [Martinez et Rincon, 2007 ; Sharma et Aldeen, 2009]. Aussi, les observateurs 
adaptatifs sont utilisés pour la FDI [Ding et Frank, 1993 ; Jiang et al., 2002]. Par exemple, un 
algorithme récursif pour l’estimation conjointe du vecteur d’états et du vecteur des paramètres 
du défaut est proposé par Xu et Zhang [Xu et Zhang, 2004], en utilisant un observateur grand-
gain adaptatif.  Martinez-Guerra et Diop ont utilisé les observateurs à entrée inconnues pour la 
FDI [Martinez-Guerra et Diop, 2004].  
Le principe fondamental de détection des défauts à base d’observateur est de réaliser une estima-
tion des sorties du système à partir des grandeurs accessibles à la mesure. L’erreur d’estimation 
forme le vecteur résidu. Par la suite, une décision de la présence ou non d’un défaut est prise, en 
comparant le résidu à un certain seuil fixe ou adaptatif. 
Au lieu de générer un résidu, l’approche de reconstruction et d’estimation d’un défaut tente de 
reconstruire le graphe de ce défaut. Cette méthode est différente des méthodes énoncées précé-
demment. En effet, elle permet non seulement de détecter et localiser un défaut mais aussi de 
l’estimer et de donner son allure au cours du temps. Cette approche de reconstruction et 
d’identification de défaut est très efficace pour les défauts de type intermittent ou graduel, qui 
sont très difficiles à être détecter à cause de leurs évolutions temporelles lentes. En plus, cette 
approche est très bénéfique dans le cas de commande tolérante aux défauts (FTC).   
Grâce à sa capacité de déterminer l’amplitude, la localisation et l’évolution dynamique d’un dé-
faut, l’approche de reconstruction et d’estimation de défaut a reçu beaucoup d’intérêt récem-
ment. Par exemple, Aldeen et Sharma ont développé un observateur pour estimer les entrées 
inconnues, l’état et les défauts simultanément, en découplant les défauts et les perturbations in-
connus par une transformation d’états et des sorties [Aldeen et Sharma, 2008]. Pour une classe 
de systèmes non linéaires, Vijayaraghavan et al., ont développé une méthode pour la détection et 
l’estimation des défauts actionneurs [Vijayaraghavan et al., 2007]. En se basant sur des résidus 
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non linéaires au lieu des résidus linéaires, Narasimhan et al ont conçu un observateur qui permet 
d’assurer que les résidus soient affectés diagonalement. Ces derniers sont utilisés pour l’estimation 
des défauts [Narasimhan et al., 2008]. En résolvant, des équations de Lyapunov, un observateur 
robuste a été présenté pour estimer simultanément l’état et le défaut pour des systèmes descrip-
teurs non-linéaires [Gao et Ding, 2007]. L’article [Tan et Edwards, 2000] met en évidence un 
schéma de détection et d’identification de défaut pour une classe de systèmes linéaires incertain 
en minimisant un gain 퐿2 entre l’incertitude et le signal de défaut reconstruit en utilisant une 
approche LMI. Tan et Habib ont conçu un observateur linéaire pour l’estimation d’états, ces 
derniers sont utilisés par la suite avec les entrées et les sorties du système pour reconstruire les 
défauts [Tan et Maki Habib, 2007]. 
Motivation pour l’estimation d’état  
Les stations d’épuration biologiques à boues activées peuvent être caractérisées par les valeurs de 
certains nombres de variables (concentration, pH, …). L’ensemble de ces variables est appelé état 
du système. En général, pour les raisons évoquées précédemment, le nombre de variables mesu-
rées dans les procédés biochimiques est inférieur à la dimension de l’état, ceci rend impossible la 
déduction des variables d’état à partir de celle de mesures. 
Pour pallier à ces limitations, une solution consiste à développer des outils, qui, à partir des me-
sures expérimentales, reconstituent une estimation des variables non mesurées. On parle alors des 
observateurs ou capteurs logiciels. Une grande variété d’observateurs est proposée pour les sys-
tèmes non-linéaires : les observateurs étendus  [Gelb,1974], observateurs  à horizon glis-
sant [Narendra et Annaswamy, 1989], observateurs adaptatifs  [Alamir, 2007], et observateurs 
par intervalle  [Mazenc et Olivier, 2009 ; Rapaport et Dochain, 2005]. 
Le travail d’estimation présenté dans cette thèse, est basé sur les observateurs grand-gain, dont 
la référence historique est l’article de [Gauthier et al, 1992] et qui permettent d’excellentes pro-
priétés globales. Des travaux ont montré la convergence exponentielle de ce type d’observateur 
[Gauthier et Kupka, 2001]. C’est-à-dire que l’erreur d’estimation est majorée par une fonction 
exponentielle décroissante, et sa vitesse de convergence peut être réglable par l’utilisateur. 
D’autre part, nous nous intéressons au filtre de Kalman étendu qui est une extension des obser-
vateurs pour les systèmes linéaires données par Kalman [Kalman, 1960 ; Kalman et Bucy, 1961]. 
Ce filtre a été largement utilisé dans beaucoup de problèmes tels que : la poursuite des cibles, le 
contrôle de la navigation, la détection des défauts puisqu’il assure la convergence exponentielle 
de l’erreur d’estimation vers zéro quelque soit l’erreur d’initialisation. Cependant, les systèmes 
linéaires ne couvrant qu’une faible proportion des procédés industriels, des solutions non-linéaires 
ont été rapidement envisagées. Le filtre de Kalman étendu (FKE) est l’une des techniques 
d’estimation la plus populaire et qui est très utilisée en pratique. Il se base sur une linéarisation 
du système non-linéaire, autour d’une trajectoire de référence. Cet observateur a suscité depuis 
longtemps beaucoup d’intérêt, en raison de : 
- Sa simplicité de mise en œuvre, 
- Son adaptation à une utilisation en temps réel, 
- Sa possession de bonne performance de lissage de bruit. 
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Cependant, quelques inconvénients peuvent être évoqués : manque de garantie de stabilité et le 
manque des preuves de convergence de ce filtre. Sa convergence n’est prouvée que localement 
[Boutayeb et al, 1997 ; Boutayeb et Aubry, 1999]. Ce caractère purement local le rend impropre 
au procédé non linéaire où on ne connait pas bien l’état initial ou lorsque les systèmes non li-
néaires sont soumis à des grandes perturbations non mesurées et non modélisées. 
Une garantie de convergence globale peut être obtenue en ayant recours à la méthodologie grand-
gain proposée par [Busvelle et Gauthier, 2002 ; 2005]. Cette approche s’appuie sur deux compo-
santes : 
- L’utilisation d’une forme canonique d’observabilité bien précise, 
- L’usage d’un unique scalaire 휃 pour modifier l’algorithme du FKE. 
 
Alors la convergence de filtre de Kalman étendu grand-gain obtenue est justifiée théoriquement. 
Par contre, l’utilisation de cet observateur peut conduire à une grande sensibilité par rapport au 
bruit d’observation. 
1.3. Objectifs de la thèse 
Objectifs de la détection, localisation et l’identification des défauts 
Motivé par les aspects positifs des méthodes de reconstruction et d’estimation de défauts à base 
d’observateur, nous proposons une méthode générale de reconstruction de défaut. Cette méthode 
est issue de la théorie générale d’identification élaborée dans les articles [Busvelle et Gauthier, 
2002 ; 2003 ; 2004 ; 2005]. En effet, elle donne un aperçu sur le problème d’observabilité des en-
trées inconnues. Beaucoup de problèmes d’identification et de localisation de défauts peuvent 
être considérées comme des problèmes d’observabilité, lorsque le défaut capteur ou actionneur est 
considéré comme une entrée inconnue. 
Cette approche s’inscrit sous le thème d’observabilité générale développé par [Gauthier et Kup-
ka, 2001]. Dans ce livre, ils ont montré que pour pouvoir appliquer des observateurs grand-gain, 
le système doit être mis sous une forme canonique d’observabilité bien définie. Dans le même 
esprit, chaque entrée inconnue doit subir un changement de coordonnée afin de se mettre sous 
une forme canonique définie à l’avance. 
Les principaux résultats établis: 
- La propriété d’observabilité des entrées inconnues est générique si et seulement si le nombre 
d’observations est supérieur à trois. 
- Contrairement, si le nombre d’observations est égal à 1 ou 2, l’observation des entrées in-
connues est une hypothèse très restrictive et n’est pas générique. 
Motivé par cette puissante théorie et sa capacité de reproduire avec fidélité l’allure et l’amplitude 
de la fonction inconnue, une identification des défauts capteurs et actionneurs d’une station 
d’épuration biologique à boues activées constitue l’objectif de la deuxième partie de cette thèse. 
Cette méthode de reconstruction de défaut est une puissante alternative puisqu’elle permet de 
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reconstruire le défaut au lieu de détecter sa présence par une méthode classique de génération de 
résidu. 
Toutefois, lorsque l’influence des défauts sur le processus est inconnue, une méthode de généra-
tion des résidus s’avère plus adaptée au problème combiné de détection et isolation de défaut. 
C’est pourquoi, nous nous sommes intéressés aux méthodes de détection et localisation de défauts 
par banc d’observateurs grand-gain. Chacun de ces observateurs est sensible à un ensemble de 
défauts et insensible aux autres. L’ensemble de ces résidus constitue une matrice de signature 
permettant d’isoler les défauts capteur et actionneur.  
Objectifs de l’estimation d’états 
Motivé par les caractéristiques antagonistes du filtre de Kalman étendu (FKE), et l’observateur 
de Kalman étendu grand-gain, le but est de combiner les avantages de ces deux observateurs, en 
utilisant une fonction d’adaptation : 
- La propriété de lissage de bruit d’un filtre de Kalman étendu, si la trajectoire réelle du sys-
tème  est proche de la trajectoire estimée. 
- La propriété de convergence globale d’un filtre de Kalman étendu grand-gain si la trajec-
toire réelle est éloignée de celle estimée. 
La fonction d’adaptation est une mesure de l’erreur d’estimation, et permet à l’observateur  adap-
tatif de commuter entre l’observateur grand-gain et le filtre de Kalman étendu.  
1.4. Présentation du mémoire 
Ce manuscrit est divisé en cinq parties plus au moins indépendantes afin de permettre au lecteur 
de localiser les sujets qui suscitent son intérêt. Ces cinq parties sont : 
- Le premier chapitre présente les motivations, les objectifs et les contributions de cette 
thèse. 
 
- Chapitre 2 est un chapitre introductif qui vise à donner un état de l’art sur le diagnostic 
et l’observabilité des systèmes non linéaires. Dans la première partie de ce chapitre, nous 
présenterons un tour d’horizons sur les différentes méthodes de diagnostic que nous avons 
regroupées selon la classification suivante : méthodes avec modèle et méthodes sans modèle. 
L’accent sera mis sur les méthodes de détection et localisation des défauts à base d’observateurs. 
Nous aborderons aussi les différentes étapes de détection, localisation et identification de 
défaut à base d’observateurs. A la fin de cette partie, nous rappellerons les caractéristiques 
souhaitables d’un système de diagnostic. La seconde partie sera consacrée à des rappels des 
notions d’observabilité introduites par Gauthier et Kupka dans [Gauthier et Kupka, 2001]. 
Nous donnerons par la suite les différentes formes canoniques d’observabilité ainsi que les 
différents observateurs grand-gain. Un état de l’art sur les différents types d’observateurs 
qui ont un gain adaptatif sera donné. Un intérêt particulier sera accordé à l’observateur 
élaboré par [Busvelle, Gauthier, 2003]. 
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- Chapitre 3 : la première partie de ce chapitre sera consacrée à une représentation générale 
des concepts fondamentaux d’épuration biologique. Nous aborderons dans un premier temps 
les différentes étapes de traitement des eaux usées. Une classification globale des micro-
organismes et des polluants, ainsi que les principales interactions métaboliques mises en jeu 
à l’échelle microscopique et à l’échelle réelle, occupera une place particulière. Enfin la der-
nière partie sera réservée à la modélisation du procédé à boues activées, nous présenterons 
le modèle ASM1, ainsi qu’un modèle réduit élaboré par [Chachuat et al.,  2001]. Dans la 
deuxième partie, une présentation de filtre de Kalman étendu grand gain adaptatif élaboré 
par [Boizot et al, 2007 ; 2009 ; 2010], sera donnée. Une précision des différentes significa-
tions et du choix de ces paramètres spécifiques sera détaillée, par la suite. Une implémenta-
tion de cet observateur adaptatif, d’un filtre de Kalman étendu et d’un observateur de 
Kalman étendu grand gain pour l’estimation d’états d’une station d’épuration biologique à 
boues activées, sera simulée. Afin de montrer la pertinence et la robustesse de l’observateur 
grand gain adaptatif, une comparaison de la moyenne et l’écart type de l’erreur 
d’estimation entre ces trois observateurs, en présence d’une large variation de la concentra-
tion entrante 푋퐷퐶푂푖푛  et en tenant compte du bruit de mesure sur les trois sorties du modèle, 
sera faite à la fin de ce chapitre. 
 
- Chapitre 4 : ce chapitre se décompose en deux parties : 
• La première partie sera consacrée à une méthode de reconstruction et d’identification 
de défaut à base d’observateurs. Cette méthode est issue de la théorie générale 
d’identification développée par [Busvelle et Gauthier, 2002 ; 2003 ; 2004 ; 2005].  
Par la suite, la théorie générale d’observabilité des entrées inconnues sera présen-
tée. Cette théorie mène à appliquer les observateurs grand-gain de type Luenber-
ger pour reconstruire l’évolution temporelle des défauts capteurs et actionneurs 
qui ont une dynamique lente.  
• La deuxième partie traitera le problème de localisation et d’identification de dé-
faut dans le cas où l’influence de défaut est inconnue. Une méthode de FDI à 
base d’observateurs grand-gain permet d’aboutir à une table de signature forte-
ment localisante. Grace à ce tableau, une connaissance des causes et une localisa-
tion du système en défaut est déduite.  
 
- Chapitre 5 : La mémoire s’achèvera par une conclusion générale où quelques perspectives 
seront évoquées. 
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2.1. Introduction 
 Ce chapitre a essentiellement pour objectif de présenter quelques rappels sur des concepts 
fondamentaux relatifs au diagnostic et à l’observabilité des systèmes dynamiques non linéaires. 
La première partie propose, tout d’abord, un état de l’art des différents types de défauts et de 
leurs influences sur le processus à diagnostiquer. Dans un deuxième volet, les différentes mé-
thodes de diagnostic seront présentées, elles seront regroupées en deux grandes familles: les mé-
thodes utilisant des modèles mathématiques et celles ne les utilisant pas. Un intérêt particulier 
sera accordé aux méthodes de détection et d’isolation des défauts à base d’estimateur d’états.  
Une étude des méthodes de génération de résidus à base d’observateurs non-linéaires sera abor-
dée. Par la suite, une description des trois autres étapes d’un module de diagnostic: la détection, 
la localisation et l’identification des défauts, sera exposée en détail. Nous discuterons à la fin de 
cette partie des performances attendues d’une procédure de diagnostic. 
Le travail présenté dans la seconde partie de ce chapitre s’inscrit dans le cadre général de la 
théorie d’observation développée par Gauthier et Kupka [Gauthier et Kupka, 2001]. Un résultat 
important de cette théorie montre qu’il existe des représentations des systèmes non linéaires qui 
caractérisent l’observabilité (nommées forme normale d’observabilité). Ainsi, nous commence-
rons par un rappel des notions fondamentales d’observabilité. Ensuite, nous aborderons les diffé-
rents types d’observateurs à grand-gain: ceux de type de Luenberger et ceux de type de Kalman. 
Nous terminerons par une étude bibliographique non exhaustive des observateurs à grand gain 
adaptatifs. 
 
2.2. Diagnostic des systèmes dynamiques 
le diagnostic est un système d’aide à la décision qui permet de localiser les composants ou les 
organes défaillants d’un système et éventuellement de déterminer ses causes. En parcourant la 
littérature, on se rend compte immédiatement que la terminologie dans ce domaine n’est pas 
cohérente. De nombreuses définitions d’un même mot sont trouvées. Afin d’enlever toutes am-
bigüités, le comité technique SAFEPROCESS de l’IFAC (International Federation of Automatic 
Control) ont essayé de standardiser cette terminologie. Un rappel de ces définitions est données 
dans l’annexe D. 
 
2.2.1. Différents type de défaut 
Un défaut est défini comme étant un écart non permis entre la valeur réelle d’une caractéristique 
du système et sa valeur nominale. Comme le montre la figue (2.1), trois types de défauts sont 
distingués: défaut actionneur, défaut capteur et défaut procédé (ou défaut composant).  
Chacun de ces défauts ainsi que leurs influences sur le processus sont décrits brièvement dans le 
paragraphe ci-dessous. 
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Figure 2.1. Différents types de défauts d’un système physique. 
 
a. Défauts capteurs 
 
Les capteurs sont des instruments qui transforment une grandeur physique en une grandeur trai-
table par les calculateurs. Les capteurs sont essentiellement les interfaces de sortie d’un système 
avec l’environnement extérieur. Ils permettent de communiquer les informations concernant 
l’état et le comportement interne du processus. Ainsi, un défaut capteur caractérise une mau-
vaise image de la grandeur physique à mesurer. Pour les systèmes en boucle fermée, les mesures 
issues de ces capteurs sont utilisées pour la génération du signal de commande. Par conséquent, 
la présence d’un défaut capteur donne un signal de commande inexacte et inefficace. 
Les défauts capteurs les plus répandus sont: a) le biais, b) la dérive, c) la perte d’efficacité, d) le 
blocage et e) le défaut de calibrage. La figure (2.2) représente l’effet de ces défauts sur les me-
sures. 
 
 
 
Figure 2.2. L’effet de différents types de défauts capteur sur les mesures. Les lignes en poin-
tillées désignent les valeurs mesurées de capteur, cependant les lignes en trait continus re-
présentent les valeurs réelles. 
 
Les équations mathématiques de ces défauts sont comme suit [Sobhani-Tehrani et Khorasani, 
2009] 
 
Temps 
(a) 
Temps 
(b) 
Temps 
(c) 
Temps 
(d) 
Temps 
(e) 
Entrées de 
commande u 
Défauts capteurs 
Actionneurs Processus Capteurs Mesures 
      y 
Défauts actionneurs 
Entrées inconnues (perturbations, bruits de mesure, variations des paramètres…) 
Défauts procédé 
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푦푖(푡) =
⎩⎪⎪
⎪⎪⎨
⎪⎪⎪
⎪⎧푥푖(푡) ∀푡 ≥ 푡0 푠푎푛푠 푑é푓푎푢푡푥푖(푡) + 푏푖 푏푖(푡) = 0, 푏푖(푡푓푖) ≠ 0 푏푖푎푖푠푥푖(푡) + 푏푖(푡) |푏푖(푡)| = 푐푖(푡), 0 < 푐푖 ≪ 1 ∀푡 ≥ 푡푓푖 푑é푟푖푣푒푥푖(푡) + 푏푖(푡) |푏푖(푡)| ≤ 푏̅푖, 푏̇푖(푡) ∈ 퐿∞ ∀푡 ≥ 푡푓푖 푝푒푟푡푒 푑’푒푓푓푖푐푎푐푖푡é푥푖(푡푓푖) ∀푡 ≥ 푡푓푖 푏푙표푐푎푔푒푘푖(푡)푥푖 0 < 푘̅ ≤ 푘푖(푡) ≤ 1 ∀푡 ≥ 푡푓푖 푑é푓푎푢푡 푑푒 푐푎푙푖푏푟푎푔푒
 
 
Avec 푡푓푖 c’est le temps d’occurrence d’un défaut pour l’ ième capteur et 푏푖 désigne sa précision où 푏푖 ∈ [−푏̅푖, 푏̅푖] avec 푏̅푖 > 0. En plus, 푘푖 ∈ [ 푘̅푖, 1] avec  푘̅푖 > 0	représente l’efficacité minimale du 
capteur. 
 
b. Défauts actionneurs 
 
L’actionneur est un élément de la partie opérative d’un système qui transforme les signaux de 
commande issus du contrôleur (micro-processeur, ou microcontrôleur) en mouvement (moteur), 
en chaleur (résistance électrique), ou en champ magnétique (électroaimant)… 
 Ainsi, les défauts actionneurs agissent au niveau de la partie opérative et détruisent le signal 
d’entrée du système. Les conséquences de défauts actionneurs peuvent varier d’une consomma-
tion élevée de l’énergie jusqu’à la perte totale de contrôle.  Les défauts actionneurs varient d’un 
actionneur à un autre, mais une classification non exhaustive des défauts les plus fréquents est 
donnée figure (2.3). 
 
Figure 2.3. Représentation graphique des défauts actionneur les plus répandues [Ducard, 
2009]. Les lignes en pointillées désignent les valeurs désirées de l’actionneur, cependant les 
lignes en trait continus représentent les valeurs actuelles. (a) oscillation, (b) blocage, (c) 
saturation et (d) perte d’efficacité. 
 
Les différents types de défauts actionneurs peuvent être représentés par les expressions sui-
vantes: 
 
(a)  (b) 
 (c)  (d) 
 푡푓푖  푡푓푖 
 푡푓푖  푡푓푖 
 푢푚푎푥 
 푢푚푖푛 
 푢푚푎푥 
 푢푚푖푛 
 푢푚푖푛 
 푢푚푖푛 
 푢푚푎푥  푢푚푎푥 
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푢푎푖 (푡) =
⎩⎪⎪
⎪⎨
⎪⎪⎪⎧
푢푐푖 (푡) 푠푎푛푠 푑é푓푎푢푡푘푖(푡)푢푐푖 (푡) 0 < 휀푖 ≤ 푘푖(푡) < 1, ∀푡 ≥ 푡푓푖 푝푒푟푡푒 푑’푒푓푓푖푐푎푐푖푡é0 ∀ 푡 ≥ 푡푓푖 표푠푐푖푙푙푎푡푖표푛푢푐푖 (푡푓푖) ∀ 푡 ≥ 푡푓푖 푏푙표푐푎푔푒푢푖 푚푖푛 ∨ 푢푖 푚푎푥 ∀ 푡 ≥ 푡푓푖 푠푎푡푢푟푎푡푖표푛
 
 
Avec 
푢푎푖 (푡) est le signal de sortie de l’actionneur ; 푢푐푖 (푡) est le signal de commande appliqué à l’ième 		ac-
tionneur ; 푡푓푖désigne le temps d’occurrence d’un défaut à l’ième actionneur ; 푘푖 est l’efficacité de 
l’actionneur, 휀푖 > 0 est l’efficacité minimale; 푢푖 푚푎푥 et 푢푖 푚푖푛 sont respectivement les limites su-
périeures et inférieures du signal de sortie de l’ième actionneur. 
 
c. Défauts composants 
 
Les défauts composants sont des défauts qui affectent les composants du système lui même. Ce 
sont les défauts qui ne peuvent pas être classifiés ni parmi les défauts actionneurs ni parmi les 
défauts capteurs. Ce type de défaut provoque un changement de la dynamique du système suite 
à un changement de ces paramètres. La représentation mathématique des défauts composants 
est souvent difficile à déterminer et demande des essais expérimentaux extensifs. En général, ils 
se traduisent par un changement dans l’équation d’états. Ce changement peut être soit paramé-
trique soit structurel/fonctionnel. Ces défauts induisent une instabilité de système.  
 
Les défauts peuvent être classés selon leurs évolutions temporelles [Isermann et al.,  2002]: 
 
- Abrupt: ce type de défaut se caractérise par un comportement temporel discontinu. Cette 
évolution, si elle ne correspond pas aux évolutions dynamiques normales attendues pour 
la variable (changement de consigne), est caractéristique d’une panne brutale de l’élément 
en question: arrêt total ou partiel de connexion. Une représentation mathématique de ce 
défaut est donné par: 
 
푓(푡 − 푡푓푖) = {훿 푡 > 푡푓푖0 푡 < 푡푓푖  
Où 푓(푡 − 푡푓푖)	est le comportement temporel du défaut et 훿 est un seuil constant.  
- Intermittent: c’est un défaut caractéristique de faux contact ou de panne intermittente 
des capteurs. Ce type de défaut est un cas particulier de défaut abrupt avec la propriété 
particulière qu’il revient de façon aléatoire à sa valeur normale. 
 
- Graduel: c’est un défaut caractéristique d’une usure d’une pièce ou d’un encrassement. Il 
est très difficile à être détecté à cause de son évolution temporelle qui peut être confon-
due à une modification paramétrique lente représentant la non stationnarité du procédé. 
Son évolution au cours du temps peut être exprimée par cette relation : 
 
푓(푡 − 푡푓푖) = {훿(1 − 푒
−훼(푡−푡푓푖)) 푡 ≥ 푡푓푖0 푡 < 푡푓푖 
 
 Où 훼 et 훿 sont deux constants positives.
Figure 2. 4. Evolution temporelle d’un défaut: a) abrupt, b) graduel et c) intermittent.
Les défauts aussi peuvent être classés en 
effets sur les performances du système (figure (2.5)). Les défauts additifs sont des signaux par
sites qui viennent se superposer en un point du s
tionneurs sont généralement modélisés comme étant des défauts additifs, cependant, les défauts 
composants sont modélisés par des défauts multiplicatifs. Ces derniers induisent des chang
ments sur la corrélation du signal de sortie du système, ainsi que des changeme
ractéristiques spectrales et de la dynamique de système.
 
 
 
 
 
 
Figure 2.5. Classification des défauts : multiplicatifs et additifs.
 
 2.2.2. Classification des méthodes de diagnostic
 
Les méthodes de diagnostic se distinguent selon différents critères: la dynamique de procédé 
(discret, continu ou hybride), sa complexité, l’implémentation de diagnostic en ligne et/ou hors 
ligne, la nature d’information (qualitative et/ou quantitative), sa profondeur (structurelle, fon
tionnelle et/ou temporelle), sa distribution (centralisée, décentralisée ou distribuée)…
Dans ce contexte, plusieurs classifications sont proposées dans la littérature [Fran
Seliger, 1997 ; Isermann, 2006
Venkatasubramanian et al., 2003]. Ces classifications sont influencées par les terminologies et les 
contextes particuliers de chaque communauté et ne s
L’objectif est de déterminer la méthode la plus appropriée pour la résolution de notre problème 
de détection et diagnostic, ainsi que, positionner la classe des méthodes de diagnostic qui nous 
intéresse parmi les différentes mé
exhaustive des méthodes de diagnostic en deux grandes familles (figure (2.6)):
- Les méthodes sans modèle mathématique qui ne nécessitent pas de connaissances accrues 
du système physique, mais u
 
- Les méthodes à base de modèles qui nécessitent une connaissance approfondie du sy
tème physique. 
 푡푓푖  
 (a) 
défaut 
signal signal
défectueux 
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défauts additifs et défauts multiplicatifs, selon leurs 
chéma fonctionnel. Les défauts 
 
 
 ; Chantler et al., 1998 ; Dash et Venkatasubramanian, 2000
ont pas toujours homogènes. 
thodes de la littérature. Nous proposons une classification non 
tilisent des connaissances superficielles,
 푡푓푖   푡푓푖 (b) 
défaut 
signal signal 
défectueux 
 
 
 
 
 
a-
capteurs et ac-
e-
nts dans les ca-
 
c-
 
ck et Köppen-
 ; 
 
 
 
s-
 
 (c) 
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Figure 2.6.  Une classification générale des méthodes de diagnostic. 
 
a. Méthodes sans modèle 
 
Pour certaines applications industrielles, la conception d’un modèle mathématique est difficile, 
voire impossible à obtenir, à cause des nombreuses reconfigurations intervenant dans le proces-
sus de production ou de la complexité des phénomènes mises en jeu. Dans ce cas, on a recours à 
des méthodes qui ne nécessitent aucune connaissance approfondie du procédé. Deux classes, dans 
ce type d’approches, peuvent se présenter: 
- Les méthodes quantitatives ou appelés méthodes à base de connaissances.  
- Les méthodes qualitatives ou méthodes basées sur le traitement de données. 
a.1. Méthodes qualitatives 
 
Les méthodes qualitatives consistent en l’exploitation d’une base de connaissance symbolique et 
nécessitent l’existence d’un large éventail de données historiques correspondant aux divers modes 
de fonctionnement de l’installation.  
 
- Analyse en composantes principales: l’analyse en composantes principales (ACP) est une 
technique statistique multi-variable, capable de compresser les données et de réduire leur 
taille. Elle peut être vu comme une technique de projection orthogonale linéaire qui pro-
jette les observations multidimensionnelles représentées dans un espace de dimension 푛 (푛 
est le nombre de variables observées) dans un sous espace de dimension 푞 < 푛, en maximi-
sant la variance des projections (ou en minimisant l’erreur quadratique d’estimation). 
Cette méthode est utilisée avec succès dans les études de diagnostic de [Jolliffe, 1986 ; Pes-
sel et al., 2007 ; Oja et al., 1992]. 
 
Méthodes de diagnostic 
Méthodes à base de modèle Méthodes sans modèle 
Quantitatifs Qualitatifs Méthodes 
qualitatives 
Méthodes 
quantitatives 
Estimation 
d’états 
Espace de 
parité 
Estimation 
paramétrique 
Graphe 
d’influence 
Modèle 
ACP 
Reconnaissance 
de forme 
AQT 
Analyse Spec-
trale 
Réseau de 
neurone 
L’AMDEC  
Arbre de 
défaillance  
Systèmes 
experts  
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- Reconnaissance de forme: l’objectif d’une méthode de reconnaissance de forme est la classi-
fication automatique d’objet suivant sa ressemblance par rapport à un objet de référence. 
Dans un problème de diagnostic, une classe est formée par l’ensemble d’observations carac-
térisant une situation ou un mode de fonctionnement de processus: par exemple, la classe 퐶1 peut être liée au fonctionnement normal du procédé, la classe 퐶2 pour le fonctionne-
ment dégradé et la classe 퐶3 pour le fonctionnement défaillant. Le diagnostic consiste à as-
socier toute nouvelle observation à une classe. Le problème de diagnostic est équivalent à 
la recherche des frontières entre les classes qui minimisent l’erreur de classification.  Le cal-
cul de la distance (distance euclidienne) peut être choisi comme un critère de décision pour 
assigner une forme à une classe et de déterminer avec quelle confiance est effectuée cette 
décision. 
 
- Analyse qualitative des tendances: son objectif est la représentation et l’analyse qualitative 
des signaux à travers l’information des dérivées de premier et de second ordre. Cette ana-
lyse se base sur la segmentation des signaux en unités appelées épisodes, en fonction de 
leur convexité et de leur pente. Elle est constituée de deux étapes de base: l’identification 
de tendances dans les mesures (ce processus doit être robuste par rapport au bruit en cap-
turant seulement les variations importantes), et l’interprétation de ces tendances en termes 
de scénarios. 
 
- Analyse spectrale: sous certaines conditions normales, certaines mesures ont un spectre ty-
pique de fréquence; toute déviation des caractéristiques fréquentielles d’un signal est reliée 
à une anomalie. Cette méthode s’avère intéressante pour l’analyse des signaux qui mon-
trent des oscillations avec des périodes longues (les débits, les pressions...). 
L’application d’une procédure de décision permet de détecter et de localiser l’élément dé-
faillant du système. Parmi  les procédures de décision appliquées sur un échantillon de me-
sures on peut citer: le test empirique de franchissement de seuil, test de variance, le test de 
la moyenne … [Basseville, 1988; 1997]. 
 
- Réseaux de neurones: le réseau de neurones peut être assimilé à un système informatique 
constitué d’un nombre de processeurs élémentaires interconnectés entre eux qui traite 
l’information qui lui arrive à partir des signaux extérieurs. Il est capable d’approcher une 
fonction non-linéaire dont on ne connait que quelques points. De manière générale, 
l’utilisation d’un réseau de neurones se déroule en deux étapes. La première phase est 
l’apprentissage. Cet apprentissage permet alors, sur la base de l’optimisation d’un critère, 
de reproduire le comportement du système à modéliser. Il consiste dans la recherche d’un 
jeu de paramètres (poids) et peut s’effectuer de deux manières : supervisé (le réseau utilise 
les données d’entrée et de sortie du système à modéliser) et non supervisé (seules les don-
nées d’entrée du système sont fournies et l’apprentissage s’effectue par comparaison entre 
exemples). Une fois l’apprentissage est achevé, il peut être utilisé pour la généralisation. Il 
s’agit de la phase de test où de nouveaux exemples sont présentés au réseau de neurones 
pour juger de sa capacité à prédire les comportements du système modélisé. Lors d’un pro-
blème de diagnostic, leur emploi peut alors se faire à trois niveaux : 1) comme modèle du 
système à surveiller en état normal et générer un résidu d’erreur entre les observations et 
les prédictions, 2) comme système de détection en une seule étape (en tant que classifica-
teur), ou 3) comme système d’évaluation de résidus pour le diagnostic. 
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a.2. Méthodes quantitatives 
Les méthodes quantitatives ou à base de connaissances sont mises en œuvre lorsque la majorité 
des mesures sont indisponibles et lorsque la construction du modèle s’avère difficile. Elles peu-
vent être utilisées pour identifier les causes des défaillances d’un procédé industriel. Il s’agit 
d’analyses fonctionnelles et structurelles qui se basent sur l’expérience et la connaissance de 
l’opérateur. 
 
- L’AMDE (Analyse des Modes de Défaillances et de leurs Effets) et ses dérivées: c’est une 
méthode issue du contexte de la sureté de fonctionnement. Villemeur dans [Villemeur, 
1988] décrit l’AMDE comme une approche d’analyse consistant à identifier de façon induc-
tive et systématique les modes de défaillances d’un système puis à en rechercher les causes 
et leurs effets. La démarche consiste à examiner comment et pourquoi les fonctions du sys-
tème étudié risquent de ne plus êtres assurées correctement, en définissant les modes de dé-
faillances potentielles, en recherchant les causes possibles de l’apparition de chaque mode 
de défaillance et enfin en étudiant pour chaque combinaison cause-mode de défaillance, les 
effets sur le système et sur l’utilisateur. 
Une fois complétée par une analyse de criticité,  l’AMDE devient l’AMDEC (Analyse des 
Modes de Défaillance et de leurs Effets et de la Criticité). Elle permet d’extraire les modes 
de défaillances les plus critiques. Elle consiste à examiner la criticité des modes de défail-
lances à partir de trois critères : gravité, fréquence d’apparition et probabilité de non-
détection. 
 
- Arbre de causes à effets ou arbre de défaillances: l’arbre de défaillances apparu la première 
fois dans [Villemeur, 1988], représente l’un des outils majeurs d’analyse de risques techno-
logiques. L’objectif de cette approche est de déterminer les diverses combinaisons possibles 
d’évènements qui entrainent la réalisation d’un évènement indésirable unique. Sa représen-
tation graphique est composée d’une structure arborescente permettant un traitement à la 
fois qualitatif et quantitatif. L’arbre de défaillances est composé de plusieurs niveaux où la 
racine correspond à l’évènement indésirable. Les niveaux sont ordonnés de manière succes-
sive tel que, chaque évènement est généré à partir des événements  du niveau  inférieur par 
l’intermédiaire d’opérateurs logiques (ET, OU). La décomposition s’arrête aux niveaux des 
événements élémentaires, caractérisés par le fait qu’ils sont indépendants et non décompo-
sables en éléments plus simples. 
 
- les systèmes experts: le système expert est un système informatique destiné à résoudre un 
problème précis à partir d’une analyse, d’une représentation des connaissances et du rai-
sonnement d’un ou de plusieurs spécialistes de ce problème. Ils utilisent une information 
heuristique pour lier les symptômes aux défauts. A partir de l’ensemble des symptômes à 
sa disposition, il déduit toutes les conclusions possibles, élabore de nouvelles hypothèses et 
approfondit son diagnostic en exploitant des informations supplémentaires collectées sur le 
système à diagnostiquer. Les systèmes experts sont composés de deux parties indépen-
dantes : une base de connaissances et un moteur d’inférence. La base de connaissances peut 
être subdivisée en deux groupes: la base de faits et la base de règles. La base de faits repré-
sente l’état du système observé. La base de règles est un ensemble de règles logiques qui 
permettent de déduire, d’inférer de nouveaux faits à partir d’autres faits déjà établis dé-
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nommés les prémisses. Le moteur d’inférence a la lourde tâche de déduire tous les faits sus-
ceptibles d’être déduits à partir de la base de connaissances. 
 
b. Méthodes à base de modèle 
 
L’utilisation des modèles pour le diagnostic date du début des années 70. Depuis de nombreux 
travaux ont été proposés [Willsky, 1976 ; Chow et Willsky, 1984 ; Basseville, 1988 ; Patton et 
al., 1989 ; Gentil, 1997 ; Isermann et Balle, 1997 ; Fussel et Isermann, 1998]. Une étude com-
plète sur les méthodes à base de modèles peut être trouvée dans l’article [Frank, 1996 (b)] ou des 
livres récents comme [Patan, 2008 ; Chiang et al., 2001]. Ces méthodes sont des alternatives de 
la redondance physique ou matérielle. La structure générale de la plupart de ces méthodes se 
fonde sur l’idée de la redondance analytique [Chow et Willsky, 1984]. Le principe des méthodes à 
base de modèles est d’identifier l’écart entre le système réel et son modèle. Ces méthodes 
s’appuient sur des modèles comportementaux explicites du système soumis au diagnostic. Ces 
modèles peuvent être classés en deux catégories quantitatives ou qualitatives. Les méthodes à 
base de modèles sont plus performantes que celles basées sur les traitements de données ou sur 
les approches relationnelles [Frank, 1998]: 
- le coût de développement et de maintenance est faible, 
- les symptômes et les défauts ne doivent pas être anticipés, 
- il s’agit des connaissances  de conception plutôt que d’exploitation, 
- la connaissance du système est découplée de la connaissance de diagnostic, 
- seule l’information du comportement normal est prise en compte. 
b.1. méthodes quantitatives 
 
Ces méthodes reposent sur les relations mathématiques qui existent entre les variables. Ces mo-
dèles sont développés en utilisant les lois fondamentales de la physique (bilan de masse, 
d’énergie, de quantité de mouvement, ..) ou des relations de type entrée sortie. Selon Frank, les 
méthodes de diagnostic à base de modèles quantitatifs se décomposent en trois grands groupes 
[Frank, 1998]: les approches par espace de parité, les approches d’estimation paramétrique, et les 
approches d’estimation d’états. 
 
- Espace de parité : l’objectif de cette méthode est la vérification de parité (la cohérence) des 
modèles du procédé avec les mesures issues des capteurs et des entrées connues (consignes, 
signal de commande,..). Les premières évocations et utilisations de l’approche par espace de 
parité ont été réalisées à partir des relations analytiques statiques [Evans, 1970 ; Potter et 
Suman, 1977 ; Daly et al., 1979]. Ces notions ont été ensuite généralisées par [Mironovski, 
1980], puis par [Chow et Willsky, 1984]. Dans le cadre général, l’approche consiste à réali-
ser une redondance analytique (en mode temporel ou fréquentiel) entre les entrées et les 
sorties du système et cela indépendamment des états du système. La matrice de parité est 
définie comme étant une matrice de projection de la matrice d’observabilité, ce qui revient 
à éliminer l’influence des états sur les résidus. 
 
- Estimation paramétrique: Le principe de l’estimation paramétrique est d’estimer en continu 
les paramètres du système, en utilisant les mesures d’entrées et de sorties. Le résidu est 
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alors la différence entre cette estimation et les valeurs de référence de l’état normal du pro-
cédé. Les premières applications de cette approche ont été faites par [Isermann, 1984].  
Cette technique a été appliquée pour la détection des défauts pour les systèmes non-
linéaires [Isermann, 2006]. De nombreuses applications ont été réalisées dans le domaine de 
l’automobile [Constantinescu et al., 1995 ; Dinca et al., 1999], ou pour un modèle non-
linéaire d’un satellite [Jiang et al, 2008]. 
 
- Estimation d’états: Le principe de base de diagnostic par observateur consiste à estimer la 
sortie du système à partir des connaissances de la commande (ou partie de la commande), 
et des mesures (ou partie des mesures). Le vecteur résidu est ainsi construit comme l’écart 
entre la sortie estimée et la sortie mesurée. Ces résidus doivent servir d’indicateurs fiables 
du comportement du processus.  
Plusieurs techniques d’observations ont été appliques au diagnostic: 
 
• Filtre de détection de défaut: cette méthode a été initiée par [Beard, 1971], puis a été 
formalisée par [Massoumnia, 1986] en 1986. L’objectif de cette approche est de cons-
truire des espaces de détection associés à chacun des défauts. Différents travaux trai-
tent les méthodes des filtres de détection, parmi elles, retenons les travaux (Edel-
mayer et al. ,1996 ; Frank et al , 1999 ; Rank et Niemann., 1999; Zhong et al., 
2003...) pour le diagnostic robuste.  
 
• observateur de détection de défaut: plusieurs travaux ont été menés dans le cadre des 
systèmes linéaires: les observateurs à entrées inconnues vise à annuler l’erreur 
d’estimation d’une ou plusieurs combinaisons linéaires des états du système étudié, et 
ce, indépendamment de la présence d’entrées inconnues [Chen et al., 1996]. Une pre-
mière utilisation des observateurs à entrées inconnues pour le diagnostic remonte à 
[Viswanadham et al., 1987]. [Magni et Mouyon, 1994] ainsi que [Staroswiecki et al., 
1991] apportent des précisions sur la mise en place d’un observateur pour la détec-
tion de défauts. Dans le cadre des systèmes non-linéaires: [Adjallah et al., 1993] ainsi 
que [Hammouri et al., 1999 (a) ; 1999 (b)] synthétisent des observateurs pour des 
systèmes non-linéaires. La détection de défaut à base d’observateur non-linéaire cons-
titue l’objectif principal de cette thèse. Une brève description des méthodes de géné-
ration des résidus par observateur pour des systèmes non-linéaires fera l’objet de la 
section (2.2.3). 
b.2. Méthodes qualitatives 
 
La communauté d’Intelligence Artificielle (IA) a proposé un raisonnement qualitatif (ou semi-
qualitatif) basé  sur l’établissement de relations causes à effets. En effet, le diagnostic est typi-
quement un système causal puisqu’il consiste à établir des hypothèses sur les composants défail-
lants qui sont l’origine du dysfonctionnement observé. Le raisonnement qualitatif exprime le lien 
entre un composant et les formules décrivant son comportement. Parmi les méthodes les plus 
utilisées, on peut citer: 
 
- Les graphes causaux (ou graphes d’influence): ils déterminent les composants défectueux 
qui peuvent expliquer le fonctionnement anormal observé. Le diagnostic basé sur un graphe 
causal consiste à rechercher la variable source dont la déviation est suffisante pour expli-
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quer toutes les déviations détectées sur d’autres variables [Travé-Massuyès et al., 97]. Deux 
principaux types de structure causale sont proposés: le premier type lie la causalité aux 
équations décrivant le système (analyse globale) [Pons et Travé-Massuyès, 1997; Blanke et 
al., 2006] tandis que le deuxième axe lie la causalité à la structure du système (analyse lo-
cale). 
 
- La logique floue: la logique floue est une théorie mathématique introduite par [Zadeh, 
1965], qui permet de tenir compte des incertitudes et permet une fusion des informations. 
L’idée de l’approche floue est de construire un dispositif, appelé système d’inférences floues, 
capable d’imiter les prises de décision d’un opérateur humain à partir des règles verbales 
traduisant ses connaissances relatives à un processus donné. Trouver une relation mathé-
matique entre un défaut et ses symptômes s’avère souvent difficile. Cependant, en s’appuyant 
sur leur expérience, les opérateurs humains sont capables de déterminer l’élément défaillant 
qui est à l’origine des symptômes observés. Ce type de savoir peut être exprimé à l’aide de 
règles de la forme : SI condition ALORS conclusion. Où la partie condition comporte les 
symptômes observés et la partie conclusion l’élément défaillant. Ainsi le problème de dia-
gnostic est considéré comme un problème de classification. Le vecteur des symptômes du 
classificateur, élaboré à partir des grandeurs mesurées sur le système, peut être vu comme 
une forme, qu’il s’agit de classer parmi l’ensemble des formes correspondant à un fonction-
nement normal ou non. 
c. Analyses comparatives des méthodes de diagnostic 
Comparer les méthodes de diagnostic est une tache très difficile. En effet, la décision de choix 
d’une méthode de détection de défaut dépend de plusieurs facteurs: connaissance à priori dispo-
nible sur le système, présence ou non d’un modèle mathématique de processus à diagnostiquer, 
type de défauts à détecter, présence ou non d’entrées inconnues (bruit, incertitude), non-
linéarité, système en boucle fermé ou ouvert… 
Par exemple, pour les systèmes électriques et mécaniques, il est simple de concevoir un modèle 
mathématique. Le choix des méthodes de diagnostic à base de modèles sera préféré. Par contre, 
pour les processus industriels chimiques, la modélisation est difficile à mener car même si un 
modèle mathématique est obtenu, il est complexe. Dans ce cas, les méthodes de détection de 
défauts sans modèle de référence peuvent être appliquées. [Isermann, 2006] a proposé une étude 
comparative entre les méthodes de diagnostic par redondance analytique. Il est à signaler que de 
nombreuses méthodes sont nées du couplage de plusieurs stratégies de diagnostic dont le but est 
de combiner les avantages de chaque stratégie. Quelques approches combinées sont présentées 
dans [Isermann, 2006]. 
Dans notre cas, l’intérêt des méthodes utilisant des modèles mathématiques (section 2.2.2 (a)) 
est plus grand que celui n’en utilisant pas (section 2.2.2 (b)), et cela du fait de l’existence d’un 
modèle des stations d’épuration biologiques par boues activées (équation (3.9)). Parmi les mé-
thodes de diagnostic à base de modèle mathématique: approche par estimation d’état et ap-
proche par estimation paramétrique. Ces deux approches se complémentent et s’opposent à la 
fois. D’après ce qui précède, les méthodes d’estimation paramétrique donnent confiance aux 
données provenant des capteurs et d’actionneurs et met en défaut les paramètres du modèle. En 
revanche, pour les méthodes par estimation d’état les paramètres du modèle sont supposés cor-
rects et les défauts sont dus aux capteurs et actionneurs. Ainsi le choix entre ces deux méthodes 
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est difficile. Nous pouvons nous diriger vers une approche d’estimation d’état en supposant que 
les paramètres soient connus et que les défauts soient expliqués par un dérèglement des mesures 
des capteurs et actionneurs. Dans le cas contraire, nous nous dirigeons vers une approche par 
estimation paramétrique. 
Les méthodes à base d’observateur et celles par espace de parité diffèrent dans la manière de 
générer des résidus. L’approche espace de parité est une méthode de génération de résidus di-
recte, basée sur une élimination des inconnues à l’aide de la redondance. Par contre, la généra-
tion est indirecte à l’aide de méthodes à base d’observateur basée sur le calcul de l’erreur 
d’estimation. [Frank, 1990] a prouvé sous certaines hypothèses l’équivalence entre l’espace de 
parité et les résidus utilisant des observateurs. L’approche par espace de parité, utilise une ma-
trice, appelé matrice de parité. La difficulté principale de l’approche par espace de parité réside 
dans la recherche de la matrice de parité. 
Après l’exposition des méthodes de diagnostic, nous retiendrons les méthodes de diagnostic à 
base de modèles quantitatifs et en particulier nous nous concentrons sur les méthodes à base 
d’observateurs. 
Le tableau (2.1) propose une analyse comparative synthétique des approches de détection et de 
diagnostic que nous venons d’exposer. 
 
2.2.3. Détection, localisation et identification des défauts à base d’observateur non-
linéaire 
Les systèmes ont en général un comportement non-linéaire. Une solution pour remédier à la 
complexité des outils de FDI aux systèmes non-linéaires est de se ramener au cas linéaire (en 
utilisant par exemple un modèle linéaire autour d’un point de fonctionnement) afin d’utiliser les 
méthodes de FDI linéaire qui sont bien maitrisées. Néanmoins, ce type de méthodes soulève des 
problèmes de généricité. En effet, considérons le cas où le générateur de résidus se base sur un 
modèle linéarisé autour d’un point de fonctionnement. Lorsque l’état s’écarte  sensiblement de ce 
point de fonctionnement, des dérives importantes peuvent être observées, à cause de ce caractère 
non-linéaire du comportement [Maquin et al., 1997]. Le principal inconvénient de ces méthodes 
est qu’elles ne peuvent pas s’appliquer que sous des conditions très restrictives [Xu, 2002]. De 
plus elles peuvent augmenter les taux de fausses alarmes [Frank et Ding, 1997]. Ces limitations 
des techniques linéaires de diagnostic ont motivé les recherches des techniques de FDI non-
linéaires représentant au mieux le comportement du processus. Parmi ces approches nous retien-
drons celles qui se basent sur les modèles mathématiques puisqu’elles offrent un grand nombre 
d’informations sur le système. Comme indiqué dans le paragraphe 2.2.2 (b), parmi ces méthodes, 
on a l’estimation d’état, l’espace de parité et l’estimation des paramètres. Un intérêt particulier 
sera accordé aux méthodes à base d’observateurs. 
 
Dans la section suivante, une étude bibliographique sur les méthodes de détection et de généra-
tions des résidus à base d’observateurs non-linéaires est donnée. Ainsi une présentation des mé-
thodes d’évaluation des résidus est évoquée par la suite. 
Cette méthode de diagnostic est composée de trois fonctions de base: la génération des résidus, 
la détection, la localisation et éventuellement l’identification. 
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Modèle Type Méthodes Avantages Inconvénients 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Sans 
modèle 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Méthodes 
quantitatives 
 
 
 
Les arbres de défaillances : 
l’AMDE et l’AMDEC 
 
- Démarche très puissante pour l’analyse de défaillances simples 
d’éléments conduisant à la défaillance globale 
- Aucun traitement nécessaire 
- Très efficace pour l’analyse et la résolution des problèmes de 
diagnostic de défaillances des procédés industriels. 
- Identification des modes communs de défaillances pouvant 
affecter le système  
 
 
- Demande une longue expérience 
-Toute modification ou évolution du système nécessite 
la réécriture du tableau 
- Mal adaptée aux systèmes dynamiques,  dépendant 
fortement du temps, à cause du nombre élevé de va-
riables, processus,  
- Incapacité de traitement des défauts multiples. 
-Arbre construit dépendant de son créateur : sensibilité 
aux erreurs 
- Pas de méthode formelle pour vérifier l’exactitude de 
l’arbre développé. 
 
 
 
 
 
Les systèmes experts 
-   Temps de calcul faible 
- aucun raisonnement compliqué (pas de calcul intermé-
diaire) : génération directe des règles par un expert humain 
qui sont des résultats compréhensible par l’opérateur. 
 
 
 
 
 
 
 
 
 
- Dépend de l’expertise faite sur le système 
- Difficultés d’acquisition de l’expertise 
- Manque de généricité car les règles  dépendent de 
l’architecture du système 
- Problème de l’évolution du système : ajout/ change-
ment de composant implique nouvelle expertise 
- Robustesse : règles fixées et non robustes face aux 
situations non reconnues 
- Données incertaines : difficultés dans l’analyse d’un 
ensemble de données non corrélées incomplètes et 
ambiguës 
 - Manque de connaissances profondes : pas d’explications 
sur les conclusions adoptées. 
- Incohérence des règles : ajout ou  suppression de 
règle impact sur autres règles difficile à détecter 
 
Méthodes qua-
litatives 
 
 
 
 
 
L’analyse en composantes 
principales 
- Outil puissant  capable de réduire la taille des données de 
telle sorte que l’information soit conservée 
- Facilite l’analyse des données 
-Manipulation du bruit et corrélation pour  extraire  l’information 
efficacement 
 
- Représentation invariante dans le temps  
- Mise à jour périodique 
- Aucune propriété de signature ce qui rend  difficile 
l’isolation de fautes 
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Sans 
modèle 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Méthodes qua-
litatives 
 
 
 
 
 Reconnaissance de forme 
 
 
 
 
- Simple à appliquer 
- Temps de calcul faible pour la classification d’une nouvelle 
observation et indépendant de la dimension de l’ensemble 
d’apprentissage 
- Capable de traiter des données qui sont à la fois incertaines 
et imprécises. 
 
 
 
 
- Pas de règles générales pour le choix de l’espace de 
représentation qui est le facteur de réussite de dia-
gnostic 
- Nombre de classes supposé connu au départ connais-
sance supposé exhaustive 
- Toute observation doit appartenir à une classe définie 
- Les caractéristiques de certains modes de fonction-
nement restent inconnues 
 
 
L’analyse fréquentielle 
- Utile pour analyser des signaux qui montrent des oscilla-
tions avec des périodes longues (débit courant électrique, 
pression, …) 
- Relativement simple à mettre en place 
 
 
- Sensibilité aux bruits de mesure quand ceux-ci 
coïncident avec la zone fréquentielle d’intérêt 
- Nécessité d’un échantillonnage fréquent pour la 
reconstitution du signal tout en minimisant les pertes 
de fréquence 
 
Les réseaux de neurones 
artificiels 
- Faible sensibilité aux bruits de mesure, 
- Capacité à résoudre des problèmes non linéaires et multi- 
variables 
- Capacité à apprendre en ligne et en temps réel 
-Temps de calcul important pendant la phase d'appren-
tissage 
- Définition des paramètres du réseau délicate 
 
 
 
L’analyse qualitative  
de la tendance 
- Méthode adaptée aux incertitudes, incomplétude et  
hétérogénéité des données 
- Adaptée aux procédés complexes (grand volume de données) 
grâce à sa représentation symbolique 
- Représentation de la connaissance adaptée à l’interprétation 
de l'opérateur humain 
 
- Observation délicate des dérivées 
- Nécessite la mise en œuvre d’une étape de filtrage de 
bruit, d’un traitement de discontinuités 
- Nécessite une description exhaustive des modes du 
procédé et des comportements de défauts 
- Approche inappropriée dans le cas de dérivées lentes  
 
 
 
 
 
 
 
 
 
Modèle Quanti-
tatif 
 
 
L’espace de parité - Méthode très générale 
- Facilite l’analyse des données : isolation de la défaillance 
- Connaissance du système découplée de la connaissance du 
diagnostic 
- Moindre coût de développement 
- Structure intéressante pour les procédés complexes 
- Prise en compte d’incertitudes additives 
- Mal adaptée pour les non linéarités et les pannes non 
additives 
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Avec 
modèle 
 
 
 
 
 
 
 
Modèle Quanti-
tatif 
 
 
 
L’estimation paramétrique 
- Apporte de l’information sur l’ampleur des déviations 
- Méthode bien adaptée aux défauts multiplicatifs (ayant  
une incidence sur les paramètres) 
- Application à des procédés à faible nombre de variables où 
des modèles précis peuvent être définis. 
 
- Nécessité d’avoir un système physique excité en 
permanence : Problème dans le cas de procédés dange-
reux ou fonctionnant en mode stationnaire 
- Relations entre les paramètres mathématiques et 
physiques pas toujours inversibles de façon unitaire 
tâche de localisation du diagnostic difficile 
- Utilisation difficile pour des installations complexes 
due au grand nombre de variables mis en jeu  
 
 
 
L’estimation d'état 
- Applicable aux  systèmes linaires et non linéaires 
- Méthodes très répandues 
- Calcul simple 
- Possibilité de découpler les réponses des entrées  incon-
nues 
- Méthode plus robuste aux bruits de mesures 
 
- Nécessité d’avoir un modèle précis et complet 
- Mal adaptée au processus complexe 
- Erreur de diagnostic due aux perturbations 
- Pas de garantie de détection si le type de défaut 
n’a pas été modélisé 
- Adaptabilité difficile aux changements de proces-
sus et manque de méthode générale dû au caractère 
local du modèle (appliqué au système étudié) 
 
 
 
 
Modèle qualita-
tif 
 
 
Les graphes d’influence 
- Connaissance de comportements (modèles) de défaut non 
nécessaire pour la localisation 
- Capacité explicative 
- Exploitation au maximum de la structure 
- Langage graphique unique applicable à de nombreux 
systèmes 
- Repose uniquement sur le parcours de chemins causaux 
- Génération d’un grand nombre d’hypothèses pou-
vant conduire à un diagnostic erroné 
- Construction de la structure peut entraîner des 
pertes d’information 
 
 
La logique floue 
- Description de la structure physique connue d’un système 
- Approximation du comportement d’un système complexe 
- Variable de sortie directement liée aux variables d’entrée 
 
- Règle n’ayant pas de signification sémantique 
claire 
- Ne fournit pas une meilleure compréhension de la 
relation entre les variables 
 
Tableau 2.1. Une analyse comparative synthétique des approches de détection et de diagnostic.
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a. Génération des résidus 
 
La première étape d’une procédure de FDI est la génération des résidus. Ce terme de résidu est 
bien choisi et reflète d’une manière claire son utilité. En effet, c’est un indicateur de la défail-
lance du système. Dans le cas des observateurs, les résidus représentent l’écart entre la sortie 
réelle et la sortie estimée. En d’autres termes, c’est l’erreur d’estimation. 
Les approches par observateurs sont les méthodes les plus couramment utilisées pour la généra-
tion des résidus [Chen et Patton, 1999 ; Frank et Ding, 1997 ; Witczak, 2007; Garcia et Frank, 
1997 ; Frank, 1994; 1996 (a)]. Quelques unes sont décrites par la suite: 
 
Observateur de Luenberger étendu  
 
[Clark et al., 1975] ont utilisé l’observateur de Luenberger pour la détection de défaut des sys-
tèmes linéaires. Pour la détection des défauts des systèmes non-linéaires, on peut linéariser le 
modèle non-linéaire autour d’un point de fonctionnement et appliquer par la suite l’observateur de 
Luenberger.  Le modèle non-linéaire est donc approché autour d’un point de fonctionnement par 
un modèle linéaire tel que sa dynamique soit proche de celle du modèle non-linéaire dans un voi-
sinage du point de linéarisation considéré. Cependant, si le système s’éloigne de ce point de fonc-
tionnement, le modèle linéaire présente une dynamique moins proche du modèle non-linéaire et 
l’erreur faite par la linéarisation est plus grande. L’idée d’un observateur de Luenberger étendu 
est de linéariser le modèle autour de la trajectoire estimé 푥̂(푡), au lieu de la linéarisation autour 
d’un point de fonctionnement (exemple	푥 = 0), puis d’utiliser un observateur de Luneberger par 
la suite. 
Considérons le système non-linéaire suivant: 
 푥̇ = 푎(푥, 푢),   푥(0) = 푥0           (2.1)                                                            푦 = 푐(푥, 푢) 
 
Les équations de l’évolution d’un observateur de Luenberger étendu s’écrivent : 
푥̂̇ = 푎(푥,̂ 푢) + 퐿(푥̂, 푢)(푦 − 푐(푥̂, 푢)), 푥̂(0) = 푥̂0                                                                (2.2)  
푦̂ = 푐(푥̂, 푢) 
 
Avec 퐿(푥̂, 푢) le gain d’observateur qui est calculé de façon à ce que les valeurs propres de la 
quantité (휕푎(푥,푢)휕푥 − 퐿(푥̂, 푢) 휕푐(푥,푢)휕푥 ) soient stable.  
Une étude détaillée peut être trouvée dans [Zeitz, 1987]. Une approche similaire pour l’estimation 
de l’état et son application à la détection des défauts a été proposée dans [Adjallah, 1994]. À 
cause du calcul répétitif de gain à chaque instant, l’observateur de Luenberger étendu est rare-
ment utilisé dans la pratique. Dans le cas stochastique, le filtre de Kalman étendu constitue 
l’approche la plus connue et la plus populaire pour traiter les systèmes non-linéaires. Il a été im-
plémenté pour la première fois par Schmidt [Schmidt, 1966]. Ce filtre est similaire à l’observateur 
de Luenberger étendu. En effet, la linéarisation s’effectue au tour de la trajectoire estimée par le 
filtre (voir section 2.3.6). 
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L’observateur de Thau  
 
L’observateur de Thau a été développé par [Thau, 1973] pour l’estimation d’état d’une classe des 
systèmes non-linéaires. Par la suite, une application de cet observateur pour la détection de dé-
fauts a été proposée par [Schreier et al., 1997]. Les systèmes non-linéaires considérés sont de la 
forme: 
푥̇ = 퐴푥 + 퐵푢 + 푔(푥, 푢)                                                                                         (2.3)                                                             푦 = 퐶푥 
 
Où le couple (퐶,퐴) est supposé observable, et 푔(푥, 푢) est une fonction non-linéaire vectorielle dé-
pendante de 푥 et 푢 et satisfaisant la condition de Lipchitz : 
 ‖푔(푥, 푢) − 푔(푥̂, 푢)‖ ≤ 훾‖푥 − 푥̂‖ 
 
La structure de l’observateur de Thau est la suivante : 
푥̂̇ = 퐴푥̂ + 퐵푢 + 푔(푥̂, 푢) + 퐿(푦 − 푦)̂                                                                             (2.4) 푟 = 푦 − 퐶푥 ̂
 
Avec le gain d’observateur 퐿 = 푃 −1C′, et P est la solution de l’équation de Lyapunov : 
 퐴′푃 + 푃퐴 − C′퐶 + 휃푃 = 0                                                                                        (2.5) 
 
Où 휃 est une constante positive choisie de telle sorte qu’elle vérifie l’équation de Lyapunov pré-
cédente (2.5). 
 
Observateur non linéaire à entrées inconnues 
 
Les observateurs à entrées inconnues annulent complètement l’effet des perturbations sur les 
résidus. L’observateur à entrées inconnues a d’abord été appliqué pour la détection de défauts 
dans [Wünnenberg et Frank, 1987] et plus tard des contributions ont été introduites dans [Frank 
et Wünnenberg, 1989] pour les systèmes linéaires. La démarche a été étendue à une classe de 
systèmes non linéaires dans [Wünnenberg, 1990]. Cette approche peut être appliquée à une classe 
de systèmes non linéaires modélisée par : 
 푥̇ = 퐴푥 + 퐵(푦, 푢) + 퐸푑푑 + 퐸푓(푥, 푢)푓푓                                                                          (2.6) 푦 = 퐶푥+퐹푓(푥, 푢)푓푠 
 
Où 푑 représente les entrées inconnues, 푓푓 et 푓푠 représentent respectivement les défauts actionneurs 
et les défauts capteurs. Ainsi l’observateur est donné par: 
 푥̂̇ = 퐹푥̂ + 퐽(푦, 푢) + 퐺푦                                                                                             (2.7) 푟 = 퐿1푥̂ + 퐿2푦  
Pour assurer le découplage des entrées inconnues, les conditions suivantes doivent être satisfaites 
[Frank et al., 1999]. 
 푇퐴 − 퐹 푇 = 퐺퐶,      퐹 stable 
 퐽(푦, 푢) = 푇퐵(푦, 푢) 
퐿1푇 + 퐿2퐶 = 0, 푇퐸푑 = 0 
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푟푎푛푔(푇퐸푓(푥, 푢)) = 푟푎푛푔(퐸푓(푥, 푢)) 
푟푎푛푔([퐺퐿2]) = 푟푎푛푔(퐹푓(푥, 푢)) 
Une fois les conditions ci-dessus remplies, on définit l’erreur d’estimation par 푒 = 푇푥 − 푥̂, ainsi 
que la dynamique de l’erreur et le résidu est régis par: 
 푒 ̇ = 퐹푒 − 퐺퐸푓(푥, 푢)푓푓 + 푇퐹푓(푥, 푢)푓푠                                                                           (2.8) 푟 = 퐿1푒 + 퐿2퐹푓(푥, 푢)푓푠 
 
Un inconvénient majeur des méthodes à base d’observateur à entrées inconnues est qu’elles ne 
sont applicables que pour une classe limitée de systèmes non-linéaires. D’autres méthodes ont été 
proposées dans la littérature pour transformer les modèles non-linéaires à la forme convenable 
pour l’application des observateurs à entrées inconnues, mais les conditions de transformation 
sont trop restrictives [Chen et Patton, 1999]. 
 
Observateurs non-linéaires à découplage des perturbations 
 
Pour remédier aux conditions très restrictives de l’existence des observateurs à entrées inconnues, 
[Seliger et Frank, 1991] ont  proposé des observateurs non-linéaires à découplage des perturba-
tions. Une classe plus large des systèmes non-linéaires est considérée pour cette approche. 
 푥̇ = 푎(푥, 푢) + 퐸푑(푥)푑 + 퐸푓(푥, 푢)푓                                                                               (2.9) 푦 = 푐(푥, 푢) 
 
Le découplage d’une partie de l’état du système de l’effet des perturbations, à l’aide d’une trans-
formation non-linéaire 푧 = 푇(푥), permet de mettre le système (2.9) sous la forme : 
 푇(̇푥) = 휕푇(푥)휕푥 (푎(푥, 푢) + 퐸푑(푥)푑 + 퐸푓(푥, 푢)푓)                                                                (2.10) 
 
La transformation est choisie de façon à ce que la sensibilité du système transformé aux pertur-
bations soit minimale et maximale aux défauts. Une telle transformation peut être donnée par : 
 휕푇(푥)휕푥 퐸푑(푥) = 0                                                                                                     (2.11)  
Ainsi le système transformé n’est plus affecté par les perturbations et se met sous la forme : 
 푧 ̇ = 휕푇(푥)휕푥 (푎(푥, 푢) + 퐸푓(푥, 푢)푓푓)                                                                                (2.12) 
 푦* = 푐*(푧, 푢, 푦) 
 
[Seliger et Frank, 1991] ont discuté le cas où la matrice de distribution des perturbations est dé-
pendante de	푢 . Dans ce cas la transformation requise sera dépendante en 푢. 
 
Les observateurs grand-gain 
 
Les observateurs grand-gain sont des observateurs qui présentent d’excellentes propriétés glo-
bales dont la référence historique est l’article de [Gauthier et al, 1992]. Ils ont été appliqués pour 
la détection de défauts par [Hammouri et al., 1999 (a)]. Pour plus de détail sur ce type d’observateur 
voir section (2.3.6). 
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Observateur à mode glissant 
 
Les observateurs à mode glissant ont été largement utilisés pour la détection de défauts des sys-
tèmes linéaires [Edwards et al., 2000 ; Tan et Edwards, 2002] ainsi que pour les systèmes non-
linéaires [Yan et Edwards, 2007 ; 2008]. La robustesse aux bruits et aux incertitudes les rend plus 
appropriés pour l’estimation d’états et le diagnostic. Le principe des observateurs à mode glissant 
consiste à contraindre, à l’aide d’une fonction discontinue, les dynamiques d’un système 
d’ordre	푛	à converger vers une variété 푆 de dimension (푛 − 푝) dite surface de glissement (푝	est la 
dimension du vecteur de mesure). L’attractivité de cette surface est assurée par des conditions 
appelées conditions de glissement. Si ces conditions sont vérifiées, le système converge vers la 
surface de glissement et y évolue selon une dynamique d’ordre (푛 − 푝). Dans le cas des observa-
teurs à mode glissant, les dynamiques concernées sont celles des erreurs d’observations 푒1(푡) =푧1(푡) − 푧1̂(푡). A partir des valeurs initiales 푒1(0), ces erreurs convergent vers les valeurs 
d’équilibre en deux étapes : 
Dans la première étape, la trajectoire des erreurs d’observation évolue vers la surface de glisse-
ment sur laquelle les erreurs de sortie 푒푦 = 푦 − 푦 ̂sont nulles. Cette étape est appelée mode 
d’atteinte. L’attractivité de la surface de glissement est garantie si la fonction de Lyapunov 푉(푥) = 푆 ′푆 vérifie la condition 푉(̇푥) < 0 si 푆 ≠ 0. 
Dans la deuxième phase, la trajectoire des erreurs d’observation glisse sur la surface de glisse-
ment avec des dynamiques imposées de manière à annuler toutes les erreurs d’observation. Ce 
dernier mode est appelé mode de glissement. Durant cette étape, le gain de correction agit de 
manière à satisfaire la condition d’invariance suivante : {푆 ̇= 0 푒푡 푆 = 0}. 
Nous décrivons par la suite les principales étapes de conception d’un observateur à mode glissant 
donné par [Yan et Edwards, 2007]. Considérons une classe des systèmes non-linéaires décrite 
par : 
 푥̇ = 퐴푥 + 푔(푥,푢) + 퐸휓(푡, 푢, 푥) + 퐷푑(푡, 푢, 푦)                                                                (2.13) 푦 = 퐶푥 
 푥 ∈ ℝ푛, 푢 ∈ ℝ푚, et 푦 ∈ ℝ푝 sont respectivement le vecteur d’état, d’entrées et de sorties. 퐴 ∈ ℝ푛×푚, 퐸 ∈ ℝ푛×푟, 퐷 ∈ ℝ푛×푞 et 퐶 ∈ ℝ푛×푞 sont des matrices constantes. La fonction inconnue 푔(푥, 푢) est 
Lipchitzienne par rapport à 푥. Une fonction de perturbation inconnue 휓(푡, 푢, 푥) est bornée et 
vérifie :  
 ‖휓(푡, 푢, 푥) ‖ ≤ 휉(푡, 푢, 푥) 
 
Si la condition 푟푎푛푔(퐶[퐸 퐷]) = 푟푎푛푔([퐸 퐷]) est satisfaite, alors il existe un changement de 
coordonnées, tel que le triplet (퐴, [퐸 퐷],퐶) a la structure suivante: 
 
([퐴1 퐴2퐴3 퐴4] , [0(푛−푝)×푟 0(푛−푝)×푞퐸2 퐷2 ] , [0푝×(푛−푝) 퐶2])                                                     (2.14) 
 
Où 퐴1 ∈ ℝ(푛−푝)×(푛−푝), 퐶2 ∈ ℝ푝×푝 sont des matrices non singulières. Ainsi le système (2.13) peut 
donc être mis sous la forme: 
 푥̇1 = 퐴1푥1 + 퐴2푥2 + 푔1(푥, 푢)                                                                                   (2.15) 푥2̇ = 퐴3푥1 + 퐴4푥2 + 푔2(푥, 푢) + 퐸2휓(푡, 푢, 푥) + 퐷2푑(푡, 푢, 푦)  푦 = 퐶2푥2  
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Les zéros invariants de (퐴, [퐸 퐷], 퐶) sont dans ℂ−. Il existe une matrice 퐿 de la  forme  퐿 = [퐿1 0] 
tel que 퐴1 + 퐿퐴3 est stable. 
La reconstruction des variables d’états est basée sur les sorties mesurées. En appliquant le chan-
gement de coordonnées suivant, les sorties apparaissent directement comme des composantes du 
vecteur d’état. 
 
푧 = [퐼푛−푝 퐿0 퐼푝]푥                                                                                                  (2.16) 
 
On obtient 
 푧1̇ = (퐴1 + 퐿퐴3)푧1 + (퐴2 + 퐿퐴4 − (퐴1 + 퐿퐴3)퐿)푧2 + [퐼푛−푝 퐿]푔1(T−1푧, 푢)                      (2.17) 푧2̇ = 퐴3푧1 + (퐴4 − 퐴3퐿)푧2 + 푔2(T−1푧, 푢) + 퐸2휓(T−1푧, 푢, 푡) + 퐷2푑(푡, 푢, 푦) 푦 = 퐶2푧2 
Ainsi, un observateur à mode glissant pour le système (2.13) est donné par: 
 푧 ̂1̇ = (퐴1 + 퐿퐴3)푧1̂ + (퐴2 + 퐿퐴4 − (퐴1 + 퐿퐴3)퐿)퐶2−1푦 + [퐼푛−푝 퐿]푔1(T−1푧,̂ 푢)                  (2.18) 푧 ̂2̇ = 퐴3푧1̂ + (퐴4 − 퐴3퐿)푧2̂ − 퐾(푦 − 퐶2푧2̂)+푔2(T−1푧,̂ 푢) + 휗(푡, 푢, 푦, 푦,̂ 푧)̂ 푦̂ = 퐶2푧2̂  
La matrice de gain 퐾 est choisie de manière que 퐶2(퐴2 − 퐴3퐿)퐶2−1 + 퐶2퐾	soit symétrique définie 
négative. La fonction 휗 est de la forme : 
 
휗 = 푘(. )퐶2−1 푦 − 푦̂‖푦 − 푦‖̂                푠푖 푦 − 푦̂ ≠ 0 
 
Où 푘(. )	est scalaire positive à déterminer. Les erreurs d’estimation d’état et de sortie sont don-
nées par 푒1 = 푧1 − 푧1̂	et	푒푦 = 푦 − 푦 = 퐶2푧2 − 푧2. La dynamique des erreurs d’estimation s’écrit: 
 푒1̇ = (퐴1 + 퐿퐴3)푒1 + [퐼푛−푝 퐿](퐺(푇−1푧, 푢) − 퐺(푇−1푧,̂ 푢))  
푒푦̇ = 퐶2퐴3푒1 + (퐶2(퐴4 − 퐴3퐿)퐶2−1 + 퐶2퐾 )푒푦 + 퐶2(퐺2(T−1푧, 푢) − 퐺2(T−1푧,̂ 푢)) − 퐶2휗+ 퐶2퐷2푑(푦, 푢, 푡) + 퐶2퐸2휓(T−1푧, 푢, 푡) 
 
Considérons la surface de glissement 푆 = {(푒1, 푒푦)⏐⏐푒푦 = 0} 푒1	est asymptotiquement stable si l’inégalité matricielle A‾‾‾‾′P‾‾‾ ′ + P‾‾‾ A‾‾‾‾ + 1ϵ P‾‾‾ P‾‾‾ ′ + ϵγg2In−p + αP < 0 se 
résout pour	P. Où 푃̅ = P[퐼푛−푝 퐿] , 퐴̅ = [퐴1 퐴3]푇, 푃 > 0, 훼 et 휖 sont des constantes positives et γg est une constante Lipchitz de 푔(푥, 푢)	par rapport à 푥.  
A ce stade, le mode de glissement associé à la surface de glissement 푆 est stable. L’objectif de ce 
qui suit est de déterminer le gain 푘(. ) de façon à ce que la surface de glissement soit atteinte au 
bout d’un temps fini 푡푠	et le mode de glissement soit maintenu. Pour cela, on considère l’équation 
candidate de Lyapunov suivante : 푉(̃푒푦) =  푒푦′ 푒푦. En choisissant 푘(. ) qui vérifie 푘(푡, 푢, 푦, 푧)̂ ≥(‖퐶2퐴3‖ + ‖퐶2‖훾푔 + ‖퐶2퐸‖훾휉)푤̂ + ‖퐶2퐸2‖휉(T−1푧,̂ 푢, 푡) + ‖퐶2퐷2‖휌(푦, 푢, 푡) + 휂, la dérivée de 
l’équation de Lyapunov précédente satisfait 푉̇̃ ≤ −2휂√푉.̃ Où 휂 est une constante positive et	푤 est 
la solution de l’équation différentielle 푤̇̂ = − 12 훼푤̂(푡). Par conséquent, le régime glissant est établi 
dans un temps fini 푡푠. 
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b. La détection 
 
Après la génération des résidus, la deuxième étape du système FDI est la détection. Elle permet 
de déterminer la présence ou non d’un défaut. La détection consiste en l’évaluation des résidus. 
D’une manière générale, les résidus sont directement liées aux variations provenant des sorties 
(bruit de mesures, défauts capteurs), des entrées (défaut actionneurs, entrées inconnues, pertur-
bations…)  
Soit un vecteur de mesure 푦 (de dimension 푝) lié au vecteur d’état 푥 (de dimension 푛), au vec-
teur de commande 푢 (de dimension 푚), au vecteur de paramètre 휃 (de dimension 푞), au vecteur 
de bruit 휗	(de dimension 푏) et au vecteur des défauts 푑 (de dimension 푙) par une fonction relative 
au comportement de processus, on peut définir : 
 푦 = 푓(푥, 푢, 휃, 휗, 푑) 
 
Un résidu est un vecteur dont la dimension dépend à la fois de la méthode utilisée par la généra-
tion et du système étudié. Un résidu dans le cas d’estimation de sortie est donné par: 
푟 = 푦 − 푓(푥, 푢, 휃, 휗, 푑) 
 
Avec 푟 = 0 dans le cas sans défaut 푑 et sans bruit	휗. 
Comme il est mentionné dans la figure (2.7), la phase de détection se décompose en trois étapes: 
évaluation des résidus, choix du seuil et prise de décision. Ces étapes sont décrites ci-dessous: 
 
 
 
 
 
 
Figure 2.7. Phase de détection. 
 
- Evaluation des résidus: en se basant sur le type du modèle à diagnostiquer, deux straté-
gies se posent. Pour les systèmes déterministes, des stratégies d’évaluation de la norme de 
résidus sont préférées, et dans le cas des systèmes stochastiques, des méthodes statis-
tiques sont adoptées. Divers fonctions d’évaluations sont proposées dans la littérature. 
Une étude détaillée est proposée par [Ding, 2008]. 
Dans des conditions déterministes, la norme 퐿2 est la plus utilisée pour l’évaluation des 
résidus. Elle est définie par : 
 
‖푟‖2 = √∫ 푟푇푟 푑푡∞0  
 
L’implémentation de la norme 퐿2	n’est pas faisable, puisque la valeur de ‖푟‖2 n’est pas 
connu à 푡 = ∞. Par conséquent, elle est calculée sur un intervalle de temps par: 
 
‖푟‖2,[푡−휏,푡] = √∫ 푟푇푟 푑푡푡푡−휏  
 
 Evaluation 
des résidus 
Seuil 
 > résidu 
entrée 
 Alarme 
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L’utilisation de ‖푟‖2,[푡−휏,푡]	au lieu de la norme ‖푟‖2 réduit l’optimalité de la méthode de 
détection de défauts [Ye et al., 2002]. 
 
La RMS (la Moyenne Quadratique) est utilisée aussi pour l’évaluation des résidus 
 
‖푟‖푅푀푆 = √1휏 ∫ 푟푇푟 푑푡
휏
0
 
Une assez large classe de fonction d’évaluation utilisée dans la littérature peut être repré-
sentée sous la forme suivante: 
 
ℒ휐푟 = (∫ 휐(푡 − 휏)|푟|푝푡0 푑푡)
1푝 
 
Où le support de la fonction		휐 permet de décrire une fenêtre temporelle utilisée pour 
l’évaluation des résidus, éventuellement avec une certaine pondération. Une fonction 
d’évaluation avec 푝 = 2 est utilisée, par exemple dans [Zhang et al., 2002].  
D’autres fonctions d’évaluation des résidus plus couramment utilisées comprennent: la 
valeur absolue, la valeur moyenne, etc.  
Dans le cadre stochastique, sans être exhaustif, nous pouvons citer le test robuste du 
maximum de vraisemblance (genralized Likelhood Ratio-GLR) proposé par Willsky 
[Willsky, 1976]. Plus de détails sur les fonctions d’évaluations stochastiques peuvent être 
trouvés dans [Ding, 2008 ; Blanke et al., 2006 ; Basseville, 2003].  
 
- Choix du seuil : dans le cadre idéal (absence d’incertitude du modèle, pas de bruits), les 
résidus sont supposés avoir une valeur théorique nulle et non nulle dans le cas contraire. 
La principale difficulté dans la détection est le choix du seuil des résidus vérifiant les 
propriétés suivantes : 
 
• 푟(푡) ≥ 휀, présence d’un défaut 
• 푟(푡) < 휀, absence d’un défaut 
 
Un seuil trop grand risque d’engendrer une non-détection: la situation est supposée nor-
male alors qu’elle ne l’est pas. Au contraire, un seuil trop faible entrainera des fausses 
alarmes: la situation est supposée anormale alors qu’elle ne l’est pas. Ainsi, se pose le 
problème de déterminer à partir de quel écart peut-on considérer qu’un défaut est poten-
tiellement détecté. La problématique est donc de trouver un seuil optimal qui constituera 
le compromis idéal entre un taux de non-détection et un taux de fausse alarme minium. 
Il existe deux types de seuil: seuil fixe et seuil adaptatif (figure (2.8)) 
 
• Seuil fixe: concernant le seuillage, les premiers travaux ont porté sur l’élaboration des 
seuils fixes, indépendants du temps et des entrées du système. La méthode consiste à 
détecter l’instant pour lequel les résidus sortent d’une zone délimitée par des seuils 
autour d’une valeur objectif. Par exemple, [Walker et Gai, 1979] l’ont défini à l’aide 
de la théorie de Markov. Une incertitude ou une perturbation extérieure peut rendre 
inadaptée la détection par rapport à un seuil de valeur constante prédéfini. 
 
• Seuil adaptatif: cette méthode permet d’être robuste contre les incertitudes du modèle 
et le bruit. L’idée consiste à définir des bornes inférieures et supérieures pour le résidu 
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en fonction des bornes des incertitudes des paramètres et des bruits de mesures. De 
nombreuses contributions existent dans ce domaine [Ding et Frank, 1991 ; Sauter et 
al., 1996]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.8. Différents types de seuil. 
 
- La prise de décision: la troisième étape de l’évaluation d’un résidu est la prise de décision 
logique. La méthode la plus simple est de faire une comparaison entre le seuil et le résidu, 
si les résidus dépassent la valeur fixée du seuil, alors une alarme se déclenche indiquant la 
présence d’un défaut. D’autres méthodes, se basant sur la logique floue ou les réseaux de 
neurones, servent aussi pour l’évaluation des résidus, pour plus de détails voir [Frank, 
1996 (a)]. 
c. La localisation 
L’objectif de la localisation est de remonter à l’origine du défaut. Elle est nommée encore isola-
tion de défaut. Pour détecter un défaut, un seul résidu est à la limite nécessaire, cependant plu-
sieurs résidus (ou vecteur de résidus) sont souvent requis pour l’isolation des défauts. Pour pou-
voir localiser efficacement un ou plusieurs défauts, le vecteur résidu doit avoir un certain nombre 
de propriétés permettant de caractériser de manière unique chaque défaut.  
Soit 
푟푖 = 푔(푓1, 푓2, … , 푓푝)   푖 = 1 …푛	 
Où 푓푖	est un défaut. Deux types de résidus peuvent se présenter [Patton, 1994]: les résidus direc-
tionnels et résidus structurés. 
 
-  les résidus directionnels : l’idée de cette approche est de générer un résidu sous forme 
d’un vecteur. En réponse à un défaut donné, le vecteur résidu est orienté suivant une di-
rection privilégiée de l’espace de résidus. Le vecteur de résidu	푟(푡), en réaction à un dé-
faut 푓푖(푡), s’exploite sous la forme : 
 푟(푡 푓푖⁄ ) = 훾푖(푡)휌푖       푖 ∈ {1, 2, … , 푛} 
 Fausse alarme 
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Où 휌푖	est un vecteur nommé signature directionnelle du défaut 푖 dans l’espace des résidus 
et 훾푖(푡) est une fonction scalaire qui dépend de l’amplitude de la dynamique du défaut 
[Gertler, 1998]. Ainsi, la localisation du défaut se réduit à la détermination de la signa-
ture la plus proche de la signature réelle obtenue par le calcul des vecteurs de résidus. La 
figure (2.9) illustre l’exemple d’un problème de localisation de défauts en utilisant des ré-
sidus directionnels. Les vecteurs en trait plein représentent les signatures réelles du résidu 
à des instants différents. Les trois vecteurs en trait pointillé représentent les signatures 
directionnelles théoriques. 
 
 
 
 
 
 
 
 
 
Figure 2.9. Localisation des défauts en utilisant des résidus directionnels 
 
La signature réelle de 푟2 est très proche de la signature théorique du défaut 1. Cepen-
dant, 푟2 ne coïncide pas exactement avec 휌1 à cause des perturbations. Implicitement, 
l’influence des perturbations est considérée petite devant celle des défauts. Par contre, le 
résidu 푟1 est plus difficile à évaluer en étant aussi proche de 휌2 et 휌3. 
	
- Les résidus structurés: cette approche est amplement utilisée à cause de sa simplicité et 
son principe de généricité (elle s’applique aux systèmes linéaires et non-linéaires). 
Les résidus sont conçus de manière à être chacun affectés par un sous ensemble de fautes 
et robustes par rapport aux fautes restantes. Ainsi, un seul sous-ensemble de résidus réa-
git, lorsqu’un défaut 푓푖 apparaît. 
Par la suite, une table de signature ou table d’incidence regroupe les informations de sen-
sibilité et de robustesse pour les résidus. Elle est définie de la façon suivante: 
푇: 푅 × 퐹 ⟼ [0; 1] 
       (푟, 푓) ⟶ 푇(푟, 푓) 
 
Avec  푇(푟, 푓) = {1 si et seulement si 푟 est sensible au défaut 푓 0 si et seulement si 푟 est robuste au défaut 푓    
 
Les dimensions de la table de signature sont déterminées à partir du nombre de capteurs 
ou actionneurs et du nombre de résidus engendré par la méthode choisie. C’est une table 
binaire, dont la colonne 푗 correspond au défaut 푓푗 et la ligne 푖 correspond au résidu 푟푖. 
 
 
휌1⃗ 
휌2⃗ 
 휌3⃗ 
푟2 
 푟1 
2  Diagnostic et observabilité  
33 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.10. Résidus structurés 
 
En employant les termes utilisés par [Gertler, 1992], on qualifie la table de signature de: 
 
• non localisante: si aux moins deux signatures de pannes sont identiques (a). 
 
• faiblement localisante: si toutes les signatures de pannes sont différentes, mais si on 
modifie une signature en changeant un «1» par «0», on trouve autre signature déjà 
existante (b).  
 
• fortement localisante: si toutes les signatures de défauts sont différentes et ne peuvent 
être déduite d’une autre en modifiant un «1» par «0» (c). 
 
 
푇1= 
    푓1 푓2 푓3  푓4 푓5  푟1푟2푟3푟4 ⎝
⎛0 1 0 1 00 0 1 0 10 0 0 1 01 0 1 1 1⎠
⎞  푇2= 
    푓1 푓2 푓3  푓4 푓5  푟1푟2푟3푟4 ⎝
⎛0 1 0 1 00 0 1 0 10 0 0 1 01 0 1 1 0⎠
⎞  푇3= 
    푓1 푓2 푓3  푓4 푓5  푟1푟2푟3푟4 ⎝
⎛0 1 0 1 10 0 1 0 10 0 0 1 11 0 1 1 0⎠
⎞  
 
 
 
Figure 2.11. Différents types de tables de signature. 
 
De nombreux schémas sont proposés dans la littérature pour concevoir des résidus structurés, 
parmi elles, on peut citer: 
 
- Schémas d’observateur dédié (DOS- Dedicated Observer Scheme), 
 
- schémas d’observateur généralisé (GOS- Generalized Observer Scheme). 
Dans un schéma d’observateur dédié (DOS), le ième observateur est piloté par la ième entrée et 
toutes les sorties; les 푚 − 1 autres entrées restantes sont considérées comme inconnues et la sor-
tie de cet ième observateur est insensible aux défauts des entrées non utilisées. 
 
 (푎)  (푏)  (푐) 
Défaut 푓1 
Défaut 푓2 
Défaut 푓3 푟1 

 
푟2 
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Figure 2.12. Observateur DOS pour la détection des défauts actionneurs. 
 
 
La figure (2.13) est un schéma d’observateur généralisé (GOS). Elle est relative à une structure 
où le ième observateur est piloté par toutes les entrées sauf la ième et toutes les sorties. La sotie de 
cet observateur est donc sensible aux défauts de toutes les entrées sauf ceux de l’entrée i. Le 
principe est le même pour  la reconstruction des défauts capteurs. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.13. Observateur GOS pour la détection des défauts capteurs. 
 
 
d. L’identification  
 
Bien qu’elle soit très importante dans un schéma de diagnostic, l’identification ou l’estimation de 
défaut a reçu moins d’intérêt dans les recherches scientifiques et spécialement pour les systèmes 
non-linéaires. L’objectif de cette procédure consiste à déterminer (identifier) la caractéristique 
précise de la défaillance. L’identification ou l’estimation du défaut est une tâche plus délicate et 
qui nécessite d’utiliser un modèle de comportement du système de niveau élevé de connaissance 
sur les défaillances (le graphe du défaut, sa structure, sa dynamique). Obtenir une estimation du 
défaut permet bien entendu de donner une image beaucoup plus précise de l’état du système et 
de mettre en œuvre des procédures de commande à savoir des procédures tolérantes aux défail-
lances. Cette partie sera expliquée plus en détails dans le chapitre 4. 
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2  Diagnostic et observabilité  
35 
 
2.2.4. Caractéristiques souhaitables d’un système de diagnostic 
A partir de la classification des méthodes de diagnostic du paragraphe (2.2.2) de ce chapitre, 
nous avons mis en avant qu’il est très difficile de comparer ces méthodes. Afin de définir une  
comparaison, il est utile d’identifier un ensemble de caractéristiques souhaitables qu’un système 
de diagnostic devrait avoir. Ainsi les différentes approches peuvent être évaluées à partir de cet 
ensemble commun de conditions. 
 
- La rapidité de détection: c’est la capacité d’un système de diagnostic à détecter et à isoler 
rapidement une défaillance. La réponse rapide d’un système de diagnostic est de détecter 
les défauts difficiles à être détecter (graduels, intermittents). Détecter des défauts avant 
leurs complètes apparitions est très bénéfique pour la sureté de fonctionnement. Cepen-
dant, le système de diagnostic sera sensible aux fausses alarmes. 
 
- L’isolabilité: c’est la capacité de localisation d’origine du défaut. Le degré d’isolabilité est 
lié à la structure du système de diagnostic et aussi à la méthode de conception des rési-
dus. Les incertitudes de modélisation et les perturbations limitent les caractéristiques 
d’isolabilité d’un système de diagnostic. C’est pour cette raison qu’il y a un compromis 
entre l’isolabilité et le rejet des incertitudes. 
 
- L’identifiabilté d’un défaut: c’est la détermination du type et de la nature du défaut. Ob-
tenir une bonne identification du défaut est difficile à réaliser à cause de la présence  des 
perturbations et des incertitudes de modélisation. 
 
- La robustesse: la robustesse peut être définie comme étant le rapport entre une sensibilité 
maximale vis-à-vis du défaut recherché et une sensibilité minimale vis-à-vis des autres 
perturbations (bruits de mesures, variations paramétriques, incertitudes de modélisa-
tion...) 
Une amélioration de la robustesse peut être réalisée par le choix approprié : 
 
• de la méthode de génération des résidus qui dépend des défauts à détecter et des per-
turbations, 
 
• des fonctions de prise de décisions en fonction du type de résidus générés (structurés 
ou directionnels). 
 
- L’adaptabilité: les conditions opérationnelles d’un système changent en raison des modifi-
cations des entrées extérieures ou des modifications des conditions environnementales 
(changement de la qualité des matières premières). Par conséquent, un système de dia-
gnostic s’adapte à ses changements dans le but de maintenir les performances de diagnos-
tic. 
 
- L’identification des défauts multiples: la capacité d’identifier des défauts et de classer cor-
rectement les défauts multiples qui peuvent coexister dans un système. C’est un problème 
du à l’interaction de la plupart des défauts. Une autre raison est le nombre de combinai-
sons différentes de défauts multiples à prendre en compte, ce qui engendre une combina-
toire prohibitive pour de grands nombres de processus. 
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Donc nous pouvons récapituler que ses performances consistent à minimiser (retards à la détec-
tion, taux de fausse alarme et de mauvaise détection, et le temps de calcul pour une utilisation 
en temps réel) et à maximiser (la sensibilité à des défauts graduels et l’insensibilité aux bruits et 
aux incertitudes sur les paramètres du modèle). 
Il est clair que ces critères sont contradictoires, ainsi une optimisation simultanée de ces critères 
semble difficile. Les méthodes de détection doivent être choisies selon un compromis précisé dans 
un cahier de charge, en avantageant certains critères et en pénalisant d’autres. 
 
Jusqu’à ce point, nous avons donné une description des méthodes de diagnostic. Aussi, nous nous 
sommes longuement arrêtés sur les méthodes de diagnostic à base de modèle et les différentes 
étapes suivies pour le diagnostic: la génération de résidu, la détection, la localisation et 
l’identification des défauts. À la fin de cette première partie, une présentation des performances 
des méthodes de diagnostic qui vise principalement à minimiser la sensibilité d’un système de 
diagnostic aux  perturbations et aux incertitudes et à maximiser sa sensibilité aux défauts, a été 
donnée.  
Nous allons maintenant étudier plus en détails l’observabilité des systèmes non linéaires. 
 
2.3. Observabilité et observateurs grand gain 
Bien qu’elles soient indispensables pour la description mathématique de la dynamique du sys-
tème, il arrive souvent que certaines variables d’état ne soient pas accessibles à la mesure. 
Pour des raisons techniques et économiques, ce problème est particulièrement prépondérant dans 
le domaine d’épuration des eaux usées où l’instrumentation des mesures est limitée par le manque 
de capteurs fiables et peu couteux. 
L’accès en ligne de l’état du système constitue un élément essentiel pour la conduite automatisée, 
la commande ou encore le diagnostic des pannes. L’état du système est composé par un ensemble 
de variables décrivant l’évolution du processus. Ces variables décrivent généralement un compor-
tement physique et peuvent inclure certains paramètres intervenant dans le modèle. Malheureu-
sement, dans la plupart des procédés physiques seulement quelques mesures en ligne donnant une 
information sur l’évolution du système sont à la disposition de l’opérateur. Un des problèmes 
auxquels sont confrontés les industriels est le manque d’instrumentation en ligne. En particulier, 
les mesures courantes dans les stations d’épurations biologiques sont réalisées le plus souvent 
hors ligne et nécessitent des procédures d’analyse engendrant des retards importants. 
Une alternative pour pallier à ces limitations consiste à développer des capteurs logiciels, ou en-
core appelés observateurs d’état ou estimateurs en termes de l’automatique. Ces outils permet-
tent de reconstruire une estimation des variables non mesurées ou des paramètres mal connus, à 
partir des mesures.  
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2.3.1. Généralité sur les observateurs 
La figure (2.14) fournit le schéma de principe d’un observateur. 
 
 
 
    
Figure 2.14. Schéma de principe d’un observateur 
Définition 2.1.  
Un observateur est un système dynamique auxiliaire dont les entrées sont constituées des vec-
teurs d’entrées 푢(푡) et de sortie 푦(푡) du système. Il a pour rôle de donner une estimation 푥̂(푡) du 
vecteur d’état 푥(푡) du système considéré. Cet état estimé sera utilisé à des fins de commande du 
système ou de détection et localisation des défauts. Un tel système peut être représenté d’une 
façon générale comme suit : 
푥̇(푡) = 푓(푥(푡), 푢(푡), 푦(푡), 푡) 
푥̂(푡) = 푔(푥(푡), 푢(푡), 푦(푡), 푡) 
Tel que 
(i) 푥̂(0) = 푥(0) ⇒ 푥̂(푡) = 푥(푡), ∀ 푡 ≥ 0; 
(ii) ‖푥̂(푡) − 푥(푡)‖ → 0 푙표푟푠푞푢푒 푡 → ∞; 
 
Si (ii) est vérifié pour tout 푥(0) et	푥(0), l’observateur est global. 
Si (ii) est vérifié avec une convergence exponentielle, l’observateur est exponentiel. 
Si (ii) est vérifié avec une vitesse de convergence à régler, l’observateur est réglable. 
La conception et l’étude d’un observateur peuvent être divisées en trois étapes : 
- L’observabilité : c’est une étape primordiale pour la mise au point d’un observateur. Elle 
permet de savoir si la reconstitution de l’état à partir des mesures est réalisable. 
 
- La convergence : c’est l’étude de la convergence de l’état estimé vers l’état réel, et à 
quelle vitesse (convergence exponentielle, convergence asymptotique,…) ? 
 
- La stabilité : la stabilité d’un algorithme de contrôle qui s’appuie sur l’estimation fournit 
par l’observateur. 
 
2.3.2. Système en considération 
On considère un système composé de deux équations différentielles de la forme : 
Système 
Observateur 
푧(푡) 
푦(푡)     푢(푡) 
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       Σ⎩⎨
⎧푥̇(푡) = 푓(푥(푡), 푢(푡), 푡)푦(푡) = ℎ(푥(푡), 푢(푡), 푡)푥(0) = 푥0                                                                                           (2.19) 
Où 
- 푥(푡) ∈ 푋 est l’état du système. 푋 est une variété de dimension	푛, 
- 푢(푡) ∈ 푈푎푑푚 ⊂ ℝ푛푢 est un ensemble des valeurs de contrôles dites admissibles, 
- 푦(푡) est l’ensemble des fonctions mesurables (ou sorties) à valeurs dans ℝ푛푦, 
- 푓	est une famille de champs de vecteurs paramétrée par	푢, et 
- ℎ est une application de 푋 ×풰푎푑푚 à valeurs dans ℝ푛푦. 
	
Les entrées sont des fonctions définies sur un intervalle semi-ouvert de la forme [0, T[ (avec la 
possibilité que 푇 = +∞). Les fonctions 푢(. ) sont des fonctions mesurables et bornées sur tout 
sous-intervalle de [0, T[. L’ensemble de fonction correspondante est 퐿∞(풰푎푑푚). 
Les sorties aussi sont des fonctions définies sur un intervalle semi-ouvert de la forme [0, 푇(푢)[ . 
Les fonctions de sorties sont des fonctions mesurables et bornées sur tout sous-intervalle 
de [0, 푇(푢)[. L’ensemble de fonction correspondante est 퐿∞( ℝ푛푦). 
L’ensemble des systèmes ayant la forme (훴) est noté 풮 = {훴 = (푓, ℎ)}. La propriété de généricité 
ou non-généricité des systèmes observables est considérée par rapport à l’ensemble 풮. 
2.3.3. Observabilité des systèmes non-linéaires 
Avant de construire un observateur, on doit se demander dans quelles conditions ceci est pos-
sible ? 
Considérons un système linéaire défini par les équations suivantes : 
{푥̇ = 퐴푥 + 퐵푢   푦 = 퐶푥                                                                                                             (2.20) 
Avec	푥 ∈ 푋, 푢 ∈ ℝ푛푢 et 푦 ∈ ℝ푛푦, 푥 représente toujours l’état du système, 푢 l’entrée et 푦 la sortie. 
Sous des conditions d’observabilité bien connues : 
푟푎푛푔
⎣⎢
⎡ 퐶퐶퐴⋮퐶퐴푛−1⎦
⎥⎤ = 푛, le système (2.20) est observable. 
Dans le cas linéaire, cette condition est indépendante de l’entrée (la condition du rang dépend 
que de 퐴 et	퐶 ), et elle est également suffisante pour garantir l’existence d’un observateur à vi-
tesse de convergence exponentielle et arbitrairement rapide [Luenberger, 1971; Aeyels, 1981]. 
Pour les systèmes non-linéaires, malgré l’abondance des résultats disponibles, il n’existe pas une 
solution systématique. Une des raisons en est que, contrairement au cas linéaire, l’observabilité 
d’un système non-linéaire dépend de l’entrée appliquée. 
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On peut voir facilement à travers l’exemple suivant : Soit le système non-linéaire suivant: 
{푥1̇ = 푥2푢  푥̇2 = 0     푦 = 푥1                                                                                                          (2.21) 
La variable d’état 푥2 peut être exprimée en fonction de la sortie et de l’entrée, 푥2 = 푦푢̇. Il est alors 
évident que 푥2 peut être connu à partir des grandeurs disponibles (sortie et entrée) si	푢 ≠ 0, 
l’observabilité du système (2.21) dépend donc de l’entrée. 
Il existe dans la littérature plusieurs définitions de la notion d’observabilité introduites surtout 
par Sontag [Sontag, 1979], par Herman et Krener [Herman et Krener, 1977], et Gauthier et Kup-
ka dans [Gauthier et Kupka, 2001]. Nous donnons au début la définition classique de l’observabilité. 
Nous nous focalisons par la suite sur la notion d’observabilité introduite dans les travaux [Gau-
thier et al., 1991], [Gauthier et Kupka, 1996], [Jouan et Gauthier, 1996]. 
Considérons le système non-linéaire (2.19), la définition classique d’observabilité est liée à l’indistinguabilité. 
Notons par 푥푢(푡, 푥0, 푡0), la trajectoire à l’instant 푡, solution du système (2.19) issue de la condi-
tion initiale 푥0 = 푥(푡0) (푡0 ≥ 0) et des commandes appliquées	푢(푡), pour tout	푡 ≥ 푡0.  
Définition 2.2 
Soit le système non-linéaire (2.19). Soient deux états initiaux 푥01 et 푥02 distincts. Ils sont dits 
indiscernables si pour toute fonction d’entrée 푢(푡) et pour tout	푡 ≥ 푡0 ≥ 0, les sorties ℎ( 푥푢(푡, 푥01, 푡0)) et ℎ( 푥푢(푡, 푥02, 푡0)) qui en résultent sont égales. 
 
C’est-à-dire qu’à partir de deux conditions initiales différentes, la sortie du système est la même 
dans les deux cas pour une même commande appliquée. Ainsi, 
Définition 2.3 
Le système (2.19) est dit observable s’il ne possède pas de couple d’états initiaux distincts indis-
cernables. 
Gauthier et Kupka ont introduit de nouvelles notions d’observabilité. Pour une entrée non nulle, 
connue, il y a assez d’information dans la sortie pour reconstruire l’état initial. Une entrée 푢 
étant fixée,	푢 ≠ 0, l’application : 
[État initial→Sortie en tant que fonction] est injective. 
Définition 2.4 
Pour le système 훴, on définit l’application entrées / sorties par 
푃푋훴,푢:푋 → 퐿∞(ℝ푛푦)   푥0 ↦ 푦(. ) 
Le système	훴 est uniformément observable (ou juste observable), si pour tout entrée	푢(. ) ∈풞, 푃푋훴,푢 est injective. 
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Malheureusement cette notion d’observabilité devient instable suite à une faible variation du 
système. Exemple (푥 ↦ 푥3) est injective, mais pour tout	휖 > 0, (푥 ↦ 푥3 − 휖푥) n’est plus injective. 
Pour cette raison, Gauthier et Kupka ont ajouté la condition d’immersion (injectivité infinitési-
male) en plus de l’injectivité. 
 
Définition 2.5 
- Considérons la variation d’ordre 1 du système (훴) : 
 
푇푋훴 ⎩⎨
⎧ 푥̇(푡) = 푓(푥, 푢)       휉(̇푡) = 퐷푥푓(푥, 푢)휉      푦 ̂ = 푑푥ℎ(푥,푢)휉   
                                                                          (2.22) 
 
Où 
(i) (푥, 휉) ∈ 푇푋	est l’état de (푇푋훴), 
(ii) 푑푥ℎ est le différentiel de ℎ par rapport à 푥, et 
(iii) 퐷푥푓 est l’application tangente de 푓	(représenté par les matrices jacobéenne de ℎ 
et 푓	par rapport à 푥) 
- L’application entrées / sorties de 푇푋훴 est notée 푃푇푋훴,푢. En effet, cette application est 
le différentiel de 푃푋훴,푢 par rapport à 푥0 . 
 
Définition 2.6  
Le système est dit uniformément inInitésimalement observable, si pour chaque 푢(. ) ∈ 퐶, et pour 
chaque 푥0 ∈ 푋 (푥0 paramétré), toutes les applications tangentes 푃푇푋훴,푢|푥0sont injectives. 
Puisque l’application entrées/sorties considérée dans cette définition est linéaire, alors la proprié-
té d’injectivité est devenue stable (topologiquement). 
Finalement, une troisième définition de l’observabilité a été proposée en utilisant la notion de 
jets d’ordre	푘. Les jets d’ordre 푘 pour une fonction lisse 푢 en un point 푡 = 0 sont définis par : 
푗푘푢 = (푢(0), 푢̇(0),… , 푢푘−1(0)) 
Définition 2.7 
- 훴 est dit différentiellement observable d’ordre 푘 si l’application 훷푘훴 suivante est injective. 
훷푘훴:푋 → ℝ푘푛푦    푥0 ↦ 푗푘푦 
- 훴 est dit fortement différentiellement observable d’ordre 푘 si l’application 훷푘,푗푘푢훴  suivante 
est une immersion injective. 
훷푘,푗푘푢훴 :푋 → ℝ푘푛푦        푥0 ↦ 푗푘푦 
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A partir de la définition (2.7), l’observabilité différentielle forte implique l’observabilité différen-
tielle. Aussi, un autre résultat a été établi : l’observabilité différentielle (forte) dans la classe des 
fonctions 풞∞ implique l’observabilité dans la classe des fonctions 풞∞. 
Théorème 2.1 [Gauthier et  Kupka, 2001] 
Pour un système analytique (훴) les propriétés suivantes sont équivalentes : 
1. 훴 est observable dans la classe des fonctions analytiques 
2. 훴 est observable dans la classe des fonctions 퐿∞ 
 
Cela signifie que pour un système analytique, l’observabilité différentielle forte et l’observabilité 
différentielle implique l’observabilité dans la classe des fonctions 퐿∞. 
Une fois que l’étude de l’observabilité aboutit à un système observable, une transformation de 
coordonnée sera nécessaire pour mettre le système sous la forme normale d’observabilité. Un rap-
pel de ces différentes formes normales fera l’objet de la section suivante. 
2.3.4. Formes normales d’observabilité 
L’idée principale de cette théorie consiste en l’existence de deux situations distinctes, qui dépen-
dent du nombre d’entrées par rapport à celui des sorties. Soit l’observabilité est une propriété 
générique, soit elle ne l’est pas. Une explication de ces deux situations particulières est donnée 
dans les deux sous-sections ci-dessous.   
a. Cas où 풏풚 > 풏풖 
 
Le premier cas se produit lorsque le nombre de sorties est supérieur au nombre d’entrées, 
soit 푛푦 > 푛푢. Cette situation se définit par deux théorèmes ; le premier énonce la propriété de 
généricité. Le deuxième introduit la forme canonique d’observabilité correspondante. 
Théorème 2.2 [Gauthier et Kupka, 2001] 
- L’ensemble des systèmes fortement différentiellement observable d’ordre 2푛 + 1 est rési-
duel dans	풮. 
- L’ensemble des systèmes analytiques fortement différentiellement observable d’ordre  2푛 + 1 
qui est en plus observable dans la classe des fonctions 퐿∞est dense dans 풮. 
Théorème 2.3 [Busvelle et Gauthier, 2003] 
La propriété suivante est générique dans 풮 : Soit 푘 = 2푛 + 1. Pour tout compact  훤 ⊂ 푋 et  푢, 푢̇, … , 푢푘 bornée, alors les applications  
훷푘,푗푘푢훴 : 푋     → ℝ푘푛푦                                  푥(푡) ↦ (푦(푡), 푦(̇푡), … , 푦푘−1(푡)) 
sont des immersions injectives qui transforment les trajectoires du système 훴	(restreint à	훤) aux 
trajectoires du système suivant:  
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⎩⎪⎪
⎨
⎪⎪⎧ 푦 = 푧1                                                                      푧1̇ = 푧2                                                                       ⋮                                                                       푧푘̇−1 = 푧푘                                                                          푧푘̇ = 휙푘(푧1, 푧2, … , 푧푘, 푢, 푢̇, … , 푢(푘))                                     
                       (2.23) 
Puisque toutes les applications 훷푘,푗푘푢훴  sont des immersions injectives restreint à 훤 (théorème 2.3), 
alors le système de la forme (2.23) est observable, fortement observable, différentiellement obser-
vable. C’est-à-dire que l’ensemble du système qui peut être mis sous la forme (2.23) est contenu 
dans l’ensemble des fonctions observables. 
b. Cas où 풏풚 ≤ 풏풖 
 
Dans la section précédente, nous avons représenté l’observabilité comme étant une propriété gé-
nérique dans le cas où le nombre de sorties est supérieur à celui des entrées (푛푦 > 푛푢). Cette 
propriété n’est plus valable lorsque (푛푦 ≤ 푛푢). Nous limitons l’exposition au cas des systèmes 
analytiques mono-sortie, à savoir	푛푦 = 1. L’étude de l’observabilité est faite dans ce cas, à l’aide 
d’un outil appelé drapeau canonique pour une distribution.  
Comme nous le verrons dans les théorèmes suivants, l’observabilité dépend de l’existence ou 
l’inexistence du drapeau canonique pour une distribution. 
Définition 2.8 
- Considérons un système	훴 = (푓, ℎ) ∈ 풮. Le drapeau canonique de distributions 퐷(푢) est 
défini par : 
 
⎩⎨
⎧ 퐷(푢) = {퐷0(푢) ⊃ 퐷1(푢) ⊃ ⋯ ⊃  퐷푛−1(푢)}        퐷0(푢) = 퐾푒푟(푑푥ℎ)                                          퐷푘+1(푢) = 퐷푘(푢)⋂퐾푒푟(푑푥퐿푓푘+1ℎ)                            
                                (2.24) 
 
Où 퐿푓ℎ est la dérivée de Lie de ℎ dans la direction de	푓. 퐾푒푟 désigne le noyau d’une ap-
plication. Le contrôle 푢(푡) est considéré fixe. 
 
- Si les distributions 퐷푖(푢) sont de rang constant	푛 − 푖 − 1, et sont indépendantes de 푢(. ), 
alors 퐷(푢) est dit drapeau canonique uniforme. 
La propriété  
(훴 admet un drapeau canonique uniforme) 
est non-générique. La non-généricité de l’observabilité est donnée par les deux théorèmes sui-
vants. 
Théorème 2.4 [Busse et How, 2002] 
Le système (훴) admet un drapeau canonique uniforme si et seulement si pour tout 푥0 ∈  푋, il 
existe un voisinage de 푥0 de coordonnée (푉푥0 , 푥) dans lequel la restriction de (훴) à 푉푥0 s’écrit: 
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⎩⎪⎪
⎪⎨
⎪⎪⎪⎧
푦 = ℎ(푥1, 푢)            푥̇1 = 푓1(푥1, 푥2)           푥̇2 = 푓2(푥1, 푥2, 푥3)       ⋮                     푥푛̇−1 = 푓푛−1(푥1, 푥2, … , 푥푛, 푢)푥̇푛 = 푓푛(푥1, 푥2, … , 푥푛, 푢)
                                                                                (2.25) 
 
Où 휕ℎ휕푥1 et 휕푓푖휕푥푖+1, 푖 = 1,… , 푛 − 1, ne s’annulent jamais sur 푉푥0 ×풰푎푑푚. 
Ainsi un système de la forme (2.25) est infinitésimalement observable, observable et différentiel-
lement observable d’ordre	푛. Par conséquent, si un système admet un drapeau canonique uni-
forme sur 푉푥0 ×풰푎푑푚, il a toutes les propriétés d’observabilités. A ce stade, les relations obte-
nues peuvent être résumées par le schéma d’équivalence suivant. 
 
Figure 2.15. Le diagramme d’équivalence de l’observabilité 
Le théorème suivant permet de compléter le diagramme de l’observabilité ci-dessus et précisé-
ment la relation d’équivalence entre l’observabilité infinitésimale et l’existence de la forme nor-
male (2.25). 
 
Théorème 2.5 [Busse et How, 2002] 
Si 훴 est uniformément infinitésimalement observable, alors, sur le complémentaire d’un en-
semble sous-analytique de 푋, de codimension 1, (훴) admet un drapeau canonique uniforme. 
 
Pour les systèmes affines en contrôle de la forme : 
{푥̇ = 푓(푥) +∑ 푔푖(푥)푢푖푝푖=1       푦 = ℎ(푥)                                                                                                           (2.26) 
Nous définissons ensuite la fonction 
훷: 푋 → ℝ푛 
                                    푥 ↦ (ℎ(푥), 퐿푓ℎ(푥), … ,퐿푓푛−1ℎ(푥)) 
Lemme 2.1 
훴 est observable ⇒ 훷 est de rang maximum dans un ouvert dense 푉 de	푋. 
Soit un sous-ensemble 푊 ⊂ 푋 tel que la restriction de		훷 à 푊 est un difféomorphisme. Ainsi les 
théorèmes ci-dessus deviennent : 
 
 
L’existence d’un 
drapeau canonique 
uniforme 
L’existence d’une 
forme normale 
(sur 푉푥0 ×풰푎푑푚) 
Observabilité (obser-
vabilité infinitésimale 
uniforme) 
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Théorème 2.6 [Busse et How, 2002] 
Supposons que 훴 est observable. Alors la restriction de 훷|푊 transforme 훴 en un système de la 
forme: 
푦 = 푥1                                                                      푥̇1 = 푥2 +∑ 푔1,푖(푥1)푢푖푝푖=1                                                 푥̇2 = 푥3 +∑ 푔2,푖(푥1, 푥2)푢푖푝푖=1                                             ⋮                                                                        푥2̇ = 푥푛 +∑ 푔푛−1,푖(푥1, 푥2, … , 푥푛)푢푖푝푖=1                                 푥푛̇ = 휓(푥) +∑ 푔푛−1,푖(푥1, 푥2, … , 푥푛−1, 푥푛)푢푖푝푖=1                       
                                      (2.27) 
 
Inversement si un système est sous la forme (2.19), sur un ouvert 훺 ⊂ ℝ푛	alors il est observable. 
Finalement, nous soulignons les trois formes canoniques (2.23), (2.25) et (2.27) puisqu’elles tra-
duisent l’observabilité. 
2.3.5. Formes normales Multi-entrées Mono-sortie (퐌퐈퐒퐎) 
La forme normale introduite dans cette section est une forme Multi-entrées Mono-sortie. Nous 
utilisons les systèmes MISO pour la simplicité et la clarté de l’exposé. En effet, dans le cas des 
systèmes Multi-entrées et Multi-Sorties (MIMO), il n’existe pas de forme normale unique, donc 
la définition de l’observateur doit être modifiée en fonction de chaque cas spécifique. Dans le 
chapitre suivant, une application d’un observateur grand gain adaptatif à l’estimation d’état 
d’une station d’épuration biologique à boues activées qui a une forme MIMO sera développée. 
Le système considéré est composé de deux équations différentielles de la forme : 
{푥̇(푡) = 퐴(푢)푥 + 푏(푥, 푢)푦 = 퐶(푢)푥         																																																																																																																	              (2.28) 
Avec 
- 푥(푡) ∈ 풳 ⊂ ℝ푛, où 풳 est compact, 
- 푦(푡) ∈ ℝ, 
- 푢(푡) ∈ 풰푎푑푚 ⊂ ℝ푛푢, est borné. 
Les matrices 퐴(푢) et 퐶(푢) sont définies par : 
퐴(푢) =
⎝
⎜⎜⎜⎜
⎛ 0 푎2(푢) 0 … 00 푎3(푢) ⋱ ⋮⋮ ⋱ ⋱ 00 푎푛(푢)0 … 0 ⎠
⎟⎟⎟⎟
⎞ 
퐶(푢) = (푎1(푢)   0  …   0) 
Avec 0 < 푎푚 ≤ 푎푖(푢) ≤ 푎푀 pour tout 푢(푡) dans 풰푎푑푚 et 푖 = 1,… , 푛. Nous supposons que 푏(푥, 푢) 
est un champ de vecteur à support compact ayant la structure triangulaire suivante : 
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푏(푥, 푢) =
⎝
⎜⎛
푏1(푥1, 푢)푏2(푥1, 푥2, 푢)⋮푏푛(푥1, … , 푥푛, 푢)⎠
⎟⎞ 
푏*(푥, 푢) est la matrice jacobéenne de	푏푥, 푢. Le champ de vecteurs 푏(푥, 푢)	est supposé Lipchitz. 
Dans les sections précédentes, nous avons rappelé les notions d’observabilité des systèmes non-
linéaires déterministes élaborées par Gauthier et Kupka [Gauthier et Kupka, 2001]. Une présen-
tation des deux principaux types d’observateurs à grand gain et de leurs théorèmes de conver-
gence respectifs fera l’objet de la section suivante. 
 
2.3.6. Observateur à grand-gain 
Les premières descriptions d’un observateur à grand-gain peuvent être trouvées dans les réfé-
rences suivantes [Gauthier et  al., 1992 ; Deza et al., 1992 (a) ; 1992 (b) ; Tornambé, 1992 ; Es-
fandiari et Khalil, 1992]. Le premier type d’observateur à grand gain est celui de Luenberger 
[Gauthier et  al., 1992 ]. Le second est l’observateur de Kalman étendu grand gain. Cet observa-
teur a une structure similaire à celui au filtre de Kalman étendu standard [Gelb, 1974 ; Grewal 
et al., 2007]. Ce dernier est adapté à la forme canonique d’observabilité en utilisant un scalaire 
(noté	θ). 
a. Observateur à grand gain de type Luenberger 
 
Définition 2.9 
Supposons que tous les coefficients 푎푖(푢) de la forme normale (2.28) soient égaux à 1. Les obser-
vateurs à grand gain de type de Luenberger s’écrivent sous la forme : 
푧(̇푡) = 퐴 푧 + 푏(푧, 푢) − 퐾휃(퐶푧 − 푦(푡))																																																																																							               (2.29) 
 
Où 퐾휃 = ∆퐾, ∆ est une matrice diagonale dont les coefficients diagonaux sont (∆)푗,푗 = 휃푗 où 휃 
est un paramètre supposé grand et 퐾 est une matrice dont les coefficients sont choisis tel que la 
matrice (퐴 − 퐾퐶) soit Hurwitz. 
La convergence de l’observateur de type de Luenberger est exprimée par le théorème suivant : 
Théorème 2.7 
Pour tout 푎 > 0, il existe un 휃 assez grand de sorte que ∀ (푥0, 푧0 ) ∈ (휒,휒), il existe un polynôme 
k de degré n, tel que 
‖푧(푡) − 푥(푡)‖2 ≤ 푘(푎)푒−푎푡‖푧0 − 푥0‖ 
Ce théorème exprime que les observateurs à grand-gain de type de Luenberger sont des observa-
teurs exponentiels. Il est à signaler que l’utilisation d’un observateur à grand gain peut conduire 
à une grande sensibilité au bruit de l’observation, car il amplifie l’erreur d’observation. D’où le 
compromis classique lors du choix de 휃 entre performance et robustesse. Un grand 휃 assure une 
convergence rapide mais amplifie le bruit. 
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b. Observateur de Kalman étendu grand gain 
Le filtre de Kalman est un des outils les plus utilisés pour l’estimation d’état et des paramètres 
des systèmes linéaires [Kalman, 1960 ; Kalman et Bucy, 1961]. Il estime  de façon optimale l’état 
du système linéaire. C’est un estimateur itératif basé sur une réaction de récurrence, ce qui signi-
fie que seul l’état précédemment estimé et les mesures actuelles sont nécessaires pour le calcul de 
l’estimation d’état courant. 
Le filtre de Kalman étendu est l’extension de ce filtre aux systèmes non-linéaires. La linéarisation 
du système, initialement non-linéaire, s’effectue autour de la trajectoire estimée par le filtre. 
Les équations d’état et d’observation d’un filtre de Kalman étendu s’écrivent alors 
Définition 2.10 
{푧(̇푡) = 퐴(푢) 푧 + 푏(푧, 푢) − 푆−1퐶 ′푅−1(퐶푧 − 푦)푆(̇푡) = −(퐴(푢) + 푏*(푧, 푢))′푆 − 푆(퐴(푢) + 푏*(푧, 푢)) + 퐶 ′푅−1퐶 − 푆푄푆                           (2.30) 
Où les matrices 푄 et 푅 sont comme suit : 
- Dans le cas stochastique, 푄	et 푅 sont respectivement les matrices de covariance de bruit 
de l’état  et de mesure. 
- Dans le cas déterministe, 푄	et 푅 sont des matrices symétriques définies positives qui 
n’ont pas d’interprétations stochastiques mais qui peuvent être interprétés comme ma-
trices de coûts. 
Le filtre de Kalman étendu a été appliqué fréquemment et avec succès. Il a été démontré dans 
[Dubrovin et al., 1984] que cet observateur est localement exponentiellement convergent i.e. il 
converge exponentiellement pour 푥0 assez proche de 푧0 (dans le cadre stochastique, [Hockett, 1990]). 
En dépit de la popularité du filtre de Kalman étendu, le caractère purement local le rend im-
propre aux procédés très non-linéaires et ceux qui sont soumis à de grandes perturbations non 
modélisées et non mesurées. Un autre cas pour lequel le filtre de Kalman étendu ne fonctionne 
pas correctement est le cas des systèmes non-linéaires dont on ne connait pas bien l’état initial. 
Ainsi, d’un point de vue pratique, le filtre de Kalman étendu présente de bonnes performances. 
Cependant d’un point de vue théorique, il ne repose sur aucun théorème. D’après l’article [Bus-
velle et Gauthier, 2002], le filtre de Kalman étendu lorsqu’il est appliqué à un système mis sous 
une forme canonique d’observabilité alors il acquiert des propriétés de convergence globales. 
Définition 2.11 
{푧(̇푡) = 퐴(푢) 푧 + 푏(푧, 푢) − 푆−1퐶 ′푅−1(퐶푧 − 푦)푆(̇푡) = −(퐴(푢) + 푏*(푧, 푢))′푆 − 푆(퐴(푢) + 푏*(푧, 푢)) + 퐶 ′푅−1퐶 − 푆푄휃푆                      (2.31) 
푅 est une matrice définie positive. 푄휃	est définie par 푄휃 = 휃2∆−1푄∆−1 où 휃 > 1 est un para-
mètre fixe et  
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∆=
⎝
⎜⎜⎜⎜
⎛1 0 … 00 1휃 ⋱ ⋮⋮ ⋱ ⋱ ⋱
0 … 0 1휃푛−1⎠
⎟⎟⎟⎟
⎞ 
Les matrices jacobiennes de f et h (calculées par rapport à x) sont utilisées dans l'équation de 
Riccati suivante: 
푆(̇푡) = −(휕푓휕푥|푥=푧)
′ 푆 − 푆 (휕푓휕푥|푥=푧) + (
휕ℎ휕푥|푥=푧)
′ 푅−1 (휕ℎ휕푥|푥=푧) − 푆푄휃푆 
 
Théorème 2.8 [Deza et al., 1992 ; Gauthier et Kupka, 2001] 
Pour 휃	assez grand et pout tout 푇 > 0, l’observateur de Kalman étendu grand gain (2.31), satis-
fait l’inégalité ci-dessous pour tout 푡 > 푇휃 	: 
‖푧(푡) − 푥(푡)‖2 ≤ 휃푛−1푘( 푇 )∥∥∥∥푧( 푇휃 ) − 푥 ( 푇휃  )∥∥∥∥
2 푒−(휃푤(푡)−휇(푡))( 푡−푇휃 ) 
Où	푘( 푇 ), 푤(푡) et 휇(푡) sont des fonctions continues et positives. 
2.3.7. Observateurs à grand-gain adaptatifs 
Au début de cette section, nous proposons une étude bibliographique sur les stratégies d’adaptation 
du gain pour les observateurs à grand gain de type de Luenberger (ce sont des observateurs dont 
la matrice de gain est calculée hors ligne, la plupart du temps par une méthode de placement de 
pôle). Dans le cas des observateurs de type de Kalman, la méthode de modification du gain per-
met de changer la structure des matrices 푄 et	푅. C’est pour cette raison que l’adaptation du gain 
peut être vue comme une adaptation des matrices de covariance de l’état et de bruit de mesure. 
Ces méthodes d’adaptation ont été largement abordées dans la littérature. D’autres méthodes qui 
reposent sur des règles empiriques sont proposées dans la littérature à savoir : 
- Méthodes statistiques [Yu, 2005] 
- Observateurs basés sur des algorithmes génétiques [La Moyne et al., 1995] 
- Observateurs basés sur les réseaux de neurones [Stubberud et al., 1998] 
- Approches basées sur la logique floue [Jwo et Chang, 2007]. 
 
Bien que l’efficacité de ces méthodes soit avérée, peu ou aucune preuve de convergence n’a été 
mentionnée. 
a. Adaptation du gain pour les observateurs de type Luenberger 
Dans un article publié en 1997, Bullinger et Allogower ont proposé un observateur à grand gain 
de Luenberger ayant un gain variable [Bullinger et Allogower, 1997]. La structure de cet observa-
teur est inspirée d’un travail précédent de [Tornambè, 1992]. La procédure d’adaptation définie 
dans cette étude se base sur une suite strictement croissante des éléments qui ne permettent pas 
au grand gain 휃 de décroitre. Ainsi, cet observateur est plus adapté à la résolution d’un problème 
de réglage des paramètres plutôt qu’un problème de réduction de bruit. 
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Les principales différences entre cet observateur et l’observateur adaptatif proposé par [Boizot et 
al, 2010], et appliqué pour l’estimation d’état d’un modèle ASM1 réduit dans le chapitre suivant, 
résident tout d’abord dans le fait que l’observateur utilisé dans notre travail est un observateur 
basé sur un filtre de Kalman, ce qui implique la prise en compte de l’évolution de la matrice de 
Ricatti. La seconde distinction est qu’ici, nous abordons le problème de la réduction du bruit lorsque 
l’estimation est suffisamment bonne. 
Le deuxième observateur non-linéaire de type de Luenberger à gain adaptatif est proposé par 
Praly et ses collaborateurs. Une description détaillée des méthodes de construction de cet obser-
vateur peut être trouvée dans l’article [Andrieu et al., 2009]. Le travail proposé utilise une forme 
particulière de la forme canonique d’observabilité représentée par l’équation (2.23). L’observateur 
a, à peu près, la même structure qu’un observateur grand gain de Luenberger. Une légère diffé-
rence réside dans le fait que le gain d’adaptation est une fonction de l’erreur de sortie. La straté-
gie adoptée dans leur travail ne s’appuie pas sur un champ de vecteur globalement Lipchitz, ce 
qui implique un calcul hors ligne du gain	휃 à l’aide d’une certaine fonction d’adaptation. Cepen-
dant cette dernière n’est pas une fonction facile à trouver.  
L’évolution du gain de l’observateur ne dépend pas de la convergence de l’erreur d’estimation. 
Par conséquent, l’observateur peut converger et le gain rester encore élevé en produisant une 
amplification de bruit. Le système utilisé dans le chapitre suivant présente l’avantage qu’il soit 
globalement Lipchitz. En outre, lorsque l’état estimé converge vers l’état réel,  le gain  diminue 
vers 1 (ou à la plus faible valeur fixée par l’utilisateur). Ainsi un gain élevé n’est plus nécessaire. 
Le troisième exemple d’observateur de type de Luenberger est élaboré par [Ahrens et Khalil, 
2009]. Le gain de cet observateur commute entre deux valeurs: 
- la première valeur permet une reconstruction rapide de l’état, 
 
- une deuxième rend l’observateur plus efficace au filtrage de bruit. 
 
Cependant le schéma de commutation entre ces deux valeurs présente deux restrictions princi-
pales : 
- La valeur de 휃 devrait changer chaque fois qu’une erreur d’estimation trop importante est 
détectée,  
 
- La valeur de 휃 ne devrait pas changer dans le cas d’un dépassement. Lors d’un dépasse-
ment, la situation suivante peut survenir : la trajectoire estimée croise la trajectoire 
réelle, mais le système n’a pas encore convergé. Le passage d’un gain élevé à un gain 
faible dans ce cas n’est pas souhaitable. 
 
L’observateur de Luenberger n’a pas les mêmes propriétés locales qu’un filtre de Kalman étendu 
à savoir : les bonnes propriétés de filtrage de bruit et la convergence pour des erreurs initiales 
faibles. C’est pour cette raison qu’on opte pour un observateur de Kalman étendu grand gain 
ayant un gain variable 휃 pour être plus efficace en face du bruit. 
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b. Filtre de Kalman adaptatif 
Dans ce paragraphe, nous nous intéressons au problème d’adaptation du grand-gain 휃 d’un filtre 
de Kalman. Rappelons que le paramètre de grand gain 휃 sert à modifier les matrices de cova-
riance 푄 et 푅. Il n’existe aucune preuve de convergence du filtre de Kalman étendu lorsque l’état 
estimé est éloigné initialement. 
Les stratégies d’adaptation des matrices et du filtre de Kalman ont fait l’objet de nombreux tra-
vaux à la fois dans le cas linéaires et non-linéaires. 
Pour les systèmes linéaires les lecteurs sont invités à lire les références suivantes [Gelb, 1974 ; 
Maybeck, 1982]. Dans le cas non-linéaire, les majorités des stratégies d’adaptation sont proposées 
pour les systèmes à temps discrets. 
La première stratégie que nous présentons a été proposée par Pappas et Doss [Pappas et  Doss, 
1988]. Bien qu’ils ne considèrent pas le problème d’observabilité, il est néanmoins une préoccupa-
tion sous-jacente de leur travail : 
 
- Lorsque le système n’est plus observable, un lent observateur est nécessaire pour donner 
une estimation précise et pour réduire le bruit. 
 
- Lorsque le système devient observable (suite à un changement de point de fonctionne-
ment ou un changement des caractéristiques physiques de processus), un observateur ra-
pide peut être considéré pour assurer la convergence rapide des états estimés vers ceux 
réels. 
 
La mise en œuvre de cette approche d’adaptation consiste en deux observateurs en parallèle. Les 
changements d’états sont considérés comme des défauts.  
La deuxième stratégie consiste à concevoir un exemple d’observateur non-linéaire avec des va-
leurs différentes de 푄 et	푅. Ils sont utilisés en parallèle et la valeur estimée finale est choisie 
parmi toutes les estimations disponibles. La minimisation de l’innovation est l’un des plus simples 
critères de choix présenté par les auteurs [Bradshaw et al., 1997]. 
La troisième approche que nous citons est proposée dans [Boutayeb et Aubry, 1999]. Cette pro-
cédure d’adaptation est différente des stratégies données ci-dessus, dans le sens que les stratégies 
considérées n’ont pas les mêmes propriétés d’observabilité. En effet, dans le cas de leur travail, 
Boutayeb et Aubry, considèrent des systèmes N-localement uniformément observables. Cela im-
plique que la classe des systèmes pour lequel l’observateur peut converger est plus grand que 
celui considéré dans le présent travail. Cet observateur est applicable même au processus qui ne 
peut pas être mis dans les formes canoniques d’observabilité définies précédemment (section 
2.3.4). Cependant l’inconvénient de cette méthode d’adaptation est que l’observateur converge 
localement et asymptotiquement (l’erreur d’estimation n’est plus majorée par une exponentielle). 
La stratégie d’adaptation de l’observateur adaptatif sujet de chapitre suivant est très similaire à 
celle là.  
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c. Observateur proposé par Busvelle et Gauthier 
 
Dans l’article [Busvelle et Gauthier, 2002], les auteurs proposent un observateur adaptatif de 
Kalman étendu grand gain. Cet observateur possède un gain élevé à 푡 = 0, et peut diminuer à 1 
par la suite. En d’autres termes l’observateur évolue d’un observateur grand gain qui permet une 
convergence rapide de la trajectoire estimée à vers un filtre de Kalman étendu qui conduit à un 
lissage du bruit. Cet article est le point de départ de l’observateur proposé par Boizot et al [Boi-
zot et al., 2010] et appliqué pour l’estimation d’état d’un modèle ASM1 réduit au chapitre 3.  
 
Définition 2.12 
⎩⎪⎨
⎪⎧푧(̇푡) = 퐴(푢) 푧 + 푏(푧, 푢) − 푆−1퐶 ′푅−1(퐶푧 − 푦)푆(̇푡) = −(퐴(푢) + 푏*(푧, 푢))′푆 − 푆(퐴(푢) + 푏*(푧, 푢)) + 퐶 ′푅−1퐶 − 푆푄휃푆휃(̇푡) = 휆(1 − 휃)                      (2.32) 
Où 푄휃 = 휃2∆−1푄∆−1, 훥 = 푑푖푎푔({1, 1휃 , … , 1휃푛−1}), 푄 et 푅 sont les deux matrices classiques (cova-
riances des bruits) d’un filtre de Kalman étendu définis précédemment (section 2.3.6). 휆 est un 
paramètre positif fixé, alors que 휃 est le paramètre habituel de l’observateur grand-gain, à ceci 
prés qu’il est ici dépendant du temps et plus précisément décroissant exponentiellement à partir 
de 휃(0) > 1 jusqu’à 1 et avec une vitesse dépendant de 휆. 
- Si	휃(0) = 1, alors	휃(푡) ≡ 1, nous retrouvons le filtre de kalman étendu classique mis sous 
forme canonique d’observabilité. Ainsi, selon les conditions initiales du système, l’observateur 
peut ne pas converger. 
- Si 휆 = 0, 휃(0) = 휃0 soit assez large et 휆 assez faible, alors 휃(푡) = 휃 garde une valeur élevée 
et nous retrouvons ainsi le filtre de Kalman étendu grand gain tel que représenté par 
l’équation (2.31). 
 
L’idée générale de cet observateur est de choisir au début une valeur 휃(0)	assez élevée et de défi-
nir une valeur de 휆 assez faible de telle sorte que l’observateur puisse converger rapidement. 
Lorsque l’état estimé est proche de l’état réel, 휃 devient trop faible et la propriété de convergence 
locale d’un observateur de Kalman étendu peut garantir que l’erreur d’estimation restera petite. 
Théorème 2.9 
Il existe 휆0 > 0 tel que pour tout 0 ≤ 휆 ≤ 휆0, il existe 휃0 dépendant de 휆 tel que pour tout 휃(0) > 휃0, pour tout 푆(0) ≥ 푐 퐼푑, pour tout compact 퐾 ⊂ ℝ푛, pour tout 푧(0) ∈ 퐾 alors si on pose 휀(푡) = 푧(푡) − 푥(푡), on a pour tout 푡 ≥ 0 
‖휀(푡)‖2 ≤ 푅(휆, 푐)푒−푎푡훬(휃(0), 푡,휆)‖휀(0)‖2 
Où  (휃(0), 푡,휆) = 휃(0)2푛−1+훼휆 푒−훼휆휃(0)(1−푒−휆푡) 
et où 푎 est un réel positif alors que 푅(휆, 푐) est une fonction décroissante de	푐. 
Ce théorème montre que l’observateur converge exponentiellement quelque soit les erreurs ini-
tiales. Cet observateur peut être utilisé pour estimer la trajectoire d’un système dont on ne con-
nait pas l’état initial mais en connaissant parfaitement les équations d’évolutions. Néanmoins, il 
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est clair qu’il est non persistent puisque après un certain temps on retrouve les équations d’un 
filtre de Kalman étendu lorsque 휃(푡) se rapproche de	1. Afin d’obtenir un observateur persistent 
et capable d’estimer l’état du système même en cas de grandes perturbations (non modélisées), 
les auteurs proposent d’utiliser plusieurs observateurs de type (2.32) en faisant de sorte qu’à 
chaque instant cohabitent au moins un observateur grand gain et un observateur de Kalman 
étendu classique dont chacun d’eux est initialisé à différents moments.  
Le principe est de considérer une famille d’observateurs = 1, … ,푁 , tous de la même forme mais 
tels que à chaque instant de la forme (푖 + 푗−1푁 )푇, 푗 = 1, … ,푁, 푖 ∈ 푁, le jéme observateur soit réini-
tialisé en (푧(0), 푆(0), 휃(0)). Ainsi, chaque observateur à « une durée de vie » de 푇 et à tout ins-
tant, il existe un observateur qui a été réinitialisé depuis un intervalle de temps n’excédent pas 푇푁. En choisissant 푇 et 푁, il aura à chaque instant :  
- Au moins un observateur de type de Kalman étendu classique 
 
- Au moins un observateur de type Kalman étendu grand gain 
 
Ainsi l’observateur qui prédit le mieux le comportement du système réel, qui minimise donc 
l’erreur d’estimation, est choisi. Comme illustré dans l’article [Busvelle et Gauthier, 2002], 
l’application de cet observateur à un modèle de colonne à distiller à 5 plateaux théoriques mon-
trent que : 
 
- Le choix des paramètres est plus simple que pour le >ltre de Kalman étendu : en eHet, ce 
dernier nécessite de choisir 푄 et 푅 de façon à trouver un compromis entre un comporte-
ment eJcace en l’absence ou non de perturbations. Ici, l’introduction de nouveaux para-
mètres permet de choisir 푄 et 푅 de façon à avoir de bonnes performances en l’absence de 
perturbations, les autres paramètres garantissant la bonne performance lors des perturba-
tions.  
 
- Les observateurs sont indépendants les uns des autres, 
 
- La multiplicité des observateurs permet de fournir des informations sur les instants des 
apparences des perturbations, ce qui forme un outil performant de diagnostic. 
 
Malgré l’efficacité de cette procédure, elle présente les inconvénients suivants : 
- La construction est dépendante de temps, 
 
- Elle nécessite un temps de calcul élevé puisque on a besoin de 푁 observateurs en paral-
lèle. 
 
- Le paramètre 휆 est choisi assez faible de sorte qu’après une perturbation, on ne pourra 
pas revenir aussi vite à un filtre de Kalman étendu classique, 
 
- Le critère de choix, pour sélectionner la meilleure prédiction du comportement du sys-
tème, n’est pas justifié théoriquement, 
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2.4. Conclusion 
Ce deuxième chapitre a été consacré essentiellement à quelques rappels indispensables à toute 
stratégie de diagnostic et d’observation et nécessaires à la compréhension de ce mémoire. 
Une grande partie de ce chapitre a été réservée à un rappel des notions d’observabilité, élaborées 
par Gauthier et Kupka, qui consistent à une mise du système sous certaine forme canonique 
d’observabilité. Ainsi, nous pouvons appliquer tous les types d’observateurs grand gain : ceux de 
type de Luenberger et ceux de type de Kalman. Les premiers sont des observateurs globaux à 
convergence exponentielle et ne sont appliqués qu’après une étude d’observabilité. De l’autre 
coté, le filtre de Kalman étendu est l’observateur le plus largement utilisé depuis longtemps, 
même pour des procédés complexes. Afin de réunir les avantages de ces deux types d’observateurs, 
un filtre de Kalman étendu grand gain a été proposé par Boizot et al. [Boizot et al., 2010], pour 
un système non-linéaire MISO (Multi-entrées Mono-sortie). En effet, cet observateur adaptatif 
unit les avantages d’un filtre de Kalman étendu (FKE), en présence de bruit et un observateur 
de Kalman étendu grand gain (OKE grand gain) dans le cas d’une large variation. 
Une présentation de cet observateur ainsi que son application à une station d’épuration biolo-
gique à boues activées fera l’objet du chapitre suivant. 
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3.1. Introduction  
Nous avons vu, au chapitre 2, que le filtre de Kalman étendu a été largement utilisé dans 
la littérature. Cela est du à ses bonnes propriétés locales (i.e. lorsque le système non-linéaire est 
bien approché par le système linéarisé), ainsi que sa capacité à faire face aux bruits. Cependant, 
le FKE ne présente pas la propriété globale, puisque si l’estimation à priori est loin de la valeur 
actuelle de l’état la linéarisation autour de la valeur estimée n’a pas de sens. Le filtre de Kalman 
étendu, sous certaines conditions d’observabilité uniforme (i.e. mise sous la forme canonique 
d’observabilité), acquiert des propriétés de convergence exponentielle. Mais l’observateur de 
Kalman étendu grand gain est sensible aux bruits. 
Motivé par les propriétés antagonistes de ces deux observateurs, Busvelle et Gauthier ont présen-
té une première version [Busvelle et Gauthier, 2002]. Bien que l’observateur soit efficace, sa cons-
truction est dépendante du temps. Afin d’améliorer les performances de ce dernier, un filtre de 
Kalman étendu grand gain indépendant du temps a été développé par [Boizot et al., 2007 (a) ; 
2007 (b) ; 2010]. L’observateur proposé possède les bonnes caractéristiques d’un FKE et d’un 
OKE grand gain, grâce à une adaptation du gain en terme d’innovation. Ainsi le gain 휃 commute 
entre deux valeurs: 
− Lorsque l’état estimé est éloigné de l’état réel, 휃 est suffisamment grand de sorte que 
l’observateur converge quelque soit l’erreur d’estimation initiale. 
− Lorsque l’erreur d’estimation est faible, 휃 diminue. Une fois cette condition satisfaite, on 
se contente de l’application d’un FKE. 
Ce chapitre sera dédié à l’application de cet observateur à un système non linéaire MIMO d’une 
station d’épuration biologique à boues activées. Afin de mettre en évidence la pertinence et la 
robustesse de l’observateur adaptatif, une étude comparative entre les trois observateurs ; FKE, 
OKE grand gain et filtre de Kalman étendu grand gain adaptatif en présence d’une large varia-
tion des concentrations entrantes et en présence de mesures bruitées sera menée. 
Avant d’aborder le problème d’implémentation de cet observateur adaptatif, nous tenterons, 
dans la première partie de ce chapitre, de présenter quelques concepts fondamentaux liés aux 
problèmes de traitement biologique des eaux usées, afin de permettre à ceux qui ne sont pas for-
cément spécialiste, de maîtriser les notions de base liées à ce thème.  
3.2. Épuration des eaux usées 
Les concepts présentés dans la l’annexe C permettent de bien cerner le problème que pose 
la pollution de l’eau. Ainsi pour assurer la pérennité des ressources en eau douce, la protection et 
la gestion des milieux aquatiques est devenue impérative.  
  Dans ce but, des textes règlementaires légiférant sur le traitement des eaux usées firent 
leur première apparition au cours de la seconde moitié de 푋푋푒 siècle [Boutin, 1985]. Ces lois ont 
pour objectif une épuration satisfaisante, en mettant l’accent sur la réduction des rejets des com-
posés organiques biodégradables, d’ammoniaque… 
 
3  FKE grand gain adaptatif 
54 
 
3.2.1. Les étapes principales du traitement des eaux usées  
Nous venons de voir dans l’annexe C que l’eau est le mélange des divers agents polluants. 
Etant donné cette structure de l’eau, plusieurs technologies sont mises en place, chacune spéci-
fique aux caractéristiques de l’agent polluant à traiter.  
On distingue principalement dans la station d’épuration, l’enchainement de quatre étapes de 
traitement (figure 3.1) : 
a. Le pré-traitement   
Le pré-traitement est une étape préliminaire à caractère mécanique. Elle a pour but l’extraction 
des matières flottantes grossières. Il comprend : 
− Dégrillage: il permet l’élimination des déchets grossiers en suspension en utilisant des 
grilles de plus en plus fines. 
− Le dessablage : il a pour fonction de retenir les sables entrainés avec l’eau afin de pro-
téger les pompes contre l’abrasion. 
− Le déshuilage : le but de cette étape est de retenir les huiles ou les graisses rejetés par 
certaines entreprises ou industries raccordées au réseau d’assainissement. Ces grains sont 
séparés de la surface de l’eau par recyclage, suite à une injection d’air. 
b. Le traitement primaire  
 Durant cette phase, plus de la moitié de la pollution est éliminée. Les matières solides ex-
traites sont sous forme de boues dites « boues primaires ». Le traitement fait appel à trois pro-
cédés physiques : 
− La décantation : l’eau s’écoule à faible vitesse dans un grand bassin, appelé décanteur, 
au fond duquel se séparent les matières en suspension ou colloïdales du liquide par sédi-
mentation. 
− La flottation : permet d’éliminer les matières dont la masse volumique réelle ou appa-
rente est inférieure à celle de l’eau.  
− La filtration : c’est le passage d’un mélange liquide-solide à travers un milieu poreux 
(filtre) qui retient les solides et laisse passer les liquides. 
c. Le traitement secondaire  
Dans cette étape, les agents épurateurs sont les micro-organismes. Cette population bacté-
rienne assimile les composés solubles d’origine organique. Les procédés mis en œuvre se distin-
guent selon le type de culture bactérienne [Benefield et Randall, 1980; Horan, 1990; Edeline, 
1993] : culture fixe ou culture libre. 
− Culture fixe : les micro-organismes sont fixés sur des supports. Ces méthodes permet-
tent un traitement intensif de l’eau puisqu’il y a une concentration en biomasse plus im-
portante dans une taille relativement faible. Cependant, ils présentent des risques de 
colmatage ou d’émanation d’odeurs. Nous pouvons citer les méthodes les plus courantes 
(tableau 3.1) [Satin et Belmi, 1999, Degremont, 2005]. 
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− Culture libre : les micro-organismes sont maintenus en suspension dans le mélange à 
épurer. Comparés aux procédés à culture fixe, ces dispositifs ont l’avantage d’une meil-
leure maitrise des facteurs d’épuration. 
d. Le traitement tertiaire  
C’est un raffinage du traitement secondaire. Il permet d’éliminer les métaux, les composés 
organiques non-biodégradables ou les odeurs apparues durant le traitement secondaire afin de 
réutiliser les eaux épurées à des fins agricoles ou industrielles. Ils sont éliminés par des actions 
spécifiques de désinfection, neutralisation, stabilisation… 
Leur rendement est en général très satisfaisant puisque ces procédés permettent d’abattre de 75 à 95% la DCO restante après le traitement secondaire, jusqu’à 97% des composés aromatiques et 98% de la couleur. 
 
Nom de 
méthode 
Type de 
culture 
bactérienne 
Principe Avantages Inconvénients 
 
 
 
Lit bac-
térien 
 
 
 
Culture fixe 
- Les bactéries sont fixées sur un 
support constitué de roche poreuse. 
 
- L’influent est distribué par asper-
sion en surface et l’oxydation est 
apportée par ventilation naturelle 
de bas en haut 
 
- Cout de fonction-
nement faible. 
 
 
- Fonctionnement 
stable 
 
 
Risque de colmatage 
 
 
 
Lagunage 
 
 
 
Culture libre 
- Consiste à faire séjourner les eaux 
usées dans plusieurs bassins succes-
sifs, de grande taille, peu profond 
(moins de 1,5 m). 
 
- L’oxydation provient directement 
des échanges d’air et de la photo-
synthèse.  
 
- Economique 
 
-facile de mettre en 
œuvre 
 
-rendement élevé 
 
Utilisé seulement lors-
que de grands espaces 
sont disponibles 
 
 
 
Disques 
biolo-
giques  
 
 
 
Culture fixe 
Les micro-organismes sont fixés sur 
un disque à demi immergé et tour-
nent autour d’un axe horizontal. La 
biomasse est ainsi alternativement 
aérée par l’air ambiant est mouillée 
par les eaux résiduaires. 
 
- Cout de fonction-
nement faible. 
 
- efficace 
- Sensible aux condi-
tions climatiques 
 
- Elle peut entrainer 
d’émanation d’odeur 
 
 
 
 
Les boues 
activées 
 
 
 
 
Culture libre 
 
 
Les micro-organismes flottant li-
brement dans une solution mainte-
nue en agitation et alimentée en 
oxygène. 
 
Excellente perfor-
mance de dépollu-
tion (rendement 
supérieur à 95%) 
par rapport à 
d’autres procédés 
existants 
-cout d’investissement 
et parfois d’exploitation 
relativement faible 
- procédés difficile à 
maitriser notamment 
pour le traitement 
d’azote et phosphore ou 
en cas de variation 
important des flux à 
traiter. 
Tableau 3.1. Méthodes les plus courantes de traitement secondaire. 
3  FKE grand gain adaptatif 
56 
 
  
 
 
 
 
 
            
 
 
 
  
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
Figure 3.1. Etapes de traitement des eaux usées [Hadj-Sadok, 1999] 
 
Prétraitements 
Types Procédés opérations 
 
Physique 
dégrillage 
dessablage 
déshuilage 
élimination 
des déchets 
grossiers 
Traitements primaires 
Types Procédés opérations 
 
Physique 
décantation 
filtration 
flottation 
élimination 
des matières 
en suspension 
Traitements des boues 
 
 
digestion 
épaississement 
centrifugation 
filtration 
lits de séchage 
 
incinération 
épandage 
décharge 
 
  Traitement secondaire 
Types Procédés opérations 
 
 
Biologique 
boues activées 
disques biologiques 
lits bactériens 
lagunage 
digestion anaérobie 
élimination 
des matières 
organiques 
Traitement tertiaire 
Types Procédés opérations 
 
Biologique 
 
déphosphatation 
nitrification 
dénitrification 
 
élimination 
du phosphore 
et de l’azote 
 
 
Physico- 
chimique 
 
 
coagulation 
floculation 
décantation 
 
élimination des 
micropolluants 
et des colloïdes 
 
Chimique 
échanges d’ions 
ozonation 
chloration 
 
désinfection 
Boues 
Boues 
Eaux usées 
Boues 
Eaux épurées 
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3.2.2. Traitement biologique par boues activées  
Les procédés de traitement biologique par boues activées sont des activités biologiques de 
transformation des polluants biodégradables par l’intermédiaire de micro-organismes. Les boues 
activées représentent le milieu idéal pour une activité maximale des bactéries : un apport en oxy-
gène suffisant, une agitation permanente et un effluent riche en nutriment. 
Une description à l’échelle microscopique du processus d’épuration de l’eau, ainsi que la présen-
tation de fonctionnement de la chaine de traitement à l’échelle réelle, font l’objet de cette sec-
tion. 
a. Dégradation des polluants à l’échelle microscopique 
a.1. Substrat et micro-organismes épurateurs  
− Le substrat : les substrats ou les matières nourrissantes des micro-organismes peuvent 
être présents dans l’eau épurée soit sous forme directement assimable par les bactéries, 
soit elles subissent une hydrolyse par exoenzymes. 
− Micro-organismes épurateurs: ces micro-organismes sont à la base de l’épuration 
biologique des eaux usées. Ce sont essentiellement les bactéries, des protozoaires, des le-
vures et moisissures. Grâce à leurs structures simples et leur multiplication rapide, cer-
taines de ces populations microbiologiques sont capables de dégrader les matières pol-
luantes présentes dans les eaux usées: 
 
• Les bactéries : ce sont des micro-organismes unicellulaires. Elles se multiplient et 
se croisent en général par fission binaire. Leur concentration dans les procédés 
biologiques est la plus élevée des autres populations. Elle peut atteindre jusqu’au 106 bactéries/ml. 
• Les protozoaires : ils présentent des structures plus complexes que celle des bac-
téries. Ils sont classifiés selon leur mode de mouvement en trois catégories : na-
geurs, rampants ou sessiles [Edeline, 1993]. Grâce à leurs interactions avec les 
bactéries épuratrices (compétition et prédation), ils peuvent jouer un rôle impor-
tant au cours du processus d’épuration de l’eau. 
•  Les algues : ces micro-organismes sont multicellulaires ou photosynthétiques 
unicellulaires. En général les algues sont indésirables dans les ressources d’eau 
car elles affectent leur goût et leur odeur. Elles jouent un rôle bénéfique, seule-
ment pour les lits bactériens ou les bassins de lagunage. 
La population bactérienne consomment les polluants pour : 
− La synthèse de cytoplasme (dont le composé principal est le carbone) à partir du car-
bone. 
− La croissance par exemple synthèse de protéine en consommant de l’azote. 
− La croissance cellulaire et les réactions biosynthétiques en consommant le phosphore par 
exemple. 
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a.2.  Les processus métaboliques  
Les mécanismes fondamentaux impliqués dans le traitement des eaux usées se basent sur la pré-
sence des micro-organismes, essentiellement les bactéries, qui dégradent les matières minérales et 
organiques pour leur métabolisme ou développement (figure 3.2). On distingue principalement 
deux mécanismes métaboliques [Moser, 1988] : 
− Catabolisme : c’est la phase au cours de laquelle les substances nutritives grosses ou 
sous forme colloïdales sont dégradées en pyruvate (composés plus petits et plus simples). 
Elle représente l’ensemble des réactions de dégradation enzymatique et d’oxydation. De 
l’énergie est libérée au cours de cette phase. 
− L’anabolisme : contrairement au catabolisme, l’anabolisme est une activité endother-
mique qui utilise l’énergie libérée par le processus de catabolisme. Il correspond à l’ensemble 
des réactions d’oxydation et de dégradation enzymatique. 
 
 
   
 
 
 
 
Figure 3.2. Métabolisme d’une bactérie. 
L’anabolisme et le catabolisme sont les grandes étapes de dégradation des matières polluantes 
par les populations bactériennes. Ces deux étapes sont constituées de plusieurs activités élémen-
taires :  
− L’hydrolyse : En raison de leurs tailles importantes, les particules et macromolécules 
subissent une série de réactions enzymatiques extracellulaires, afin d’être converties en 
molécules plus simple qui peuvent diffuser à travers la membrane cellulaire. 
− L’oxydation : c’est la perte d’un ou plusieurs électrons suivie d’une production 
d’énergie. Cette procédure peut s’effectuer sous des conditions d’aérobiose, d’anaérobiose 
ou d’anoxie. Une partie des matières absorbées par les micro-organismes est utilisée pour 
fournir l’énergie nécessaire afin d’accomplir leur fonction biologique. 
− La digestion : c’est un mécanisme, provoqué par les bactéries anaérobies capables de 
décomposer la matière organique en acides et alcools et de donner du méthane (퐶퐻4) et 
du gaz carbonique (CO2). 
− La floculation : c’est un mécanisme permettant aux micro-organismes d’améliorer leurs 
caractéristiques d’absorption des aliments sur leur membrane cellulaire, en s’agglutinant 
sous forme de petits amas désignés bioflocs. 
Substance de 
réserve interne 
Substrat 
particulaire Transport 
Hydrolyse 
(Prédigestion) 
Substrat 
soluble Transport ou 
perméation 
Catabolisme 
Anabolisme 
Nouvelle 
cellule 
Produits 
résidus 
푂2, 퐶푂2,푁퐻4+, 푃푂43− 
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− L’absorption : les micro-organismes absorbent les matières particulaires qui ne peuvent 
pas être directement assimilés par les bactéries et les stockent à leur surface pour subir 
un processus de conversion en matières biodégradables. 
− La mortalité : il existe plusieurs phénomènes de mortalité : la respiration endogène, la 
prédation (protozoaires) et le processus de lyse (dissolution). Une partie des produits de 
mortalité est biodégradable, l’autre fraction représente les résidus endogènes inertes. 
− La nitrification : c’est la transformation de l’azote organique en 푁푂3− par des orga-
nismes dits nitrifiant. Ce processus peut être décrit principalement par l’ensemble de ces 
deux équations : 
 
푁퐻4+ + 12푂2 → 푁푂2− +퐻2푂+ 2퐻+ 푁푂2− + 12푂2 → 푁푂3−  
D’après ces deux équations, l’ammoniac n’est pas directement oxydé en nitrate. Il doit 
être premièrement transformé en nitrite et après en nitrate. 
− La dénitrification : c’est la deuxième étape, qui consiste à une conversion de nitrate 
par les hétérotrophes facultatifs sous les conditions d’anoxie. Ce processus peut être ré-
sumé par l’équation chimique suivante : 
 4푁푂3− + 5 “퐶퐻2푂”+ 4퐻+ → 2푁2 + 5퐶푂2 + 7퐻2푂 
 
Avec “퐶퐻2푂” la formule brute de plusieurs isomères. Ainsi, la figure 3.3 décrit le proces-
sus de dégradation biologique de l’azote. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3. Etapes de processus de dégradation biologique d’azote. 
 
Oxygène 
dissous 
O2 NH4-N 
Bactérie pour nitrification 
Nitrification 
NO2-N 
Dénitrification 
Influent Effluent 
NO3-N 
Bactérie pour dénitrification 
Source  
carbonée 
 
NO3-N 
 
N2 gazeux 
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b. Fonctionnement à l’échelle réelle  
          Une brève description de fonctionnement de la station d’épuration biologique à l’échelle 
microscopique a été présentée dans la section précédente. La station d’épuration biologique com-
prend principalement deux compartiments : le bioréacteur (bassin d’aération) et le décanteur 
(bassin de sédimentation) (figure 3.4). 
 
 
 
                 
                                                            
                                                                                
                                                          
 
Bassin d’aération 
Eau usée 
Décanteur 
recyclage des boues
     Extraction des     
     boues en excès 
Rejet 
Figure 3.4. Procédé de traitement à boues activées en bassin 
unique  [Chachuat et al, 2003]  
− Le bassin d’aération : c’est un réacteur biologique où les déchets polluants subissent 
des réactions de biodégradations par l’intermédiaire des micro-organismes en suspension. 
Un apport continu en eau usée, en oxygène et une agitation constituent l’ensemble des 
facteurs favorables à un abattement efficace des substances biodégradables. 
Le bassin d’aération, selon le cas, est constitué d’un seul bassin permettant la réalisation 
des différentes réactions biologiques en même temps ou de plusieurs bassins en série privi-
légiant chacun le traitement d’une pollution spécifique (nitrification, dénitrification, or-
ganique, phosphatation).  
 
− Le décanteur : il permet de recycler les boues vers le bassin d’aération d’une part et de 
récupérer l’effluent traité d’autre part. 
Dans les décanteurs, la phase liquide et solide est séparée par sédimentation qui se repose 
avec la force de gravité et la différence de densités entre les particules et le liquide. 
 
Les étapes de traitement des eaux usées sont : 
1. L’assimilation et la transformation de la pollution par les micro-organismes s’effectuent dans 
le bassin d’aération, 
 
2. La formation des flocs décantables, 
 
3. Le mélange, appelé « liqueur mixte » composée d’une phase liquide et d’une autre solide 
(micro-organisme, débris organiques, matières minérales), est re-circulé vers le décanteur, 
 
4. Une séparation entre le liquide épuré et la boue par gravitation dans le décanteur, 
 
5. Une partie de boues est mélangée avec l’eau incidente afin d’être recyclée vers le bassin 
d’aération. La partie restante est éliminée du système. 
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3.3. Modélisation des stations d’épurations biologiques 
     Cette section concerne l’étude de la modélisation des procédés biologiques à boues activées. 
Un résumé sur l’évolution historique de ce processus est présenté en premier lieu. Par la suite, les 
principaux travaux de modélisation effectués pour la représentation mathématique du bassin 
d’aération, ainsi que le décanteur, sont donnés. Nous mettrons, en évidence les équations du mo-
dèle ASM1 qui rassemblent le couple bioréacteur et décanteur, ainsi que son modèle réduit. 
     Les premières études entreprises depuis 1885 en Europe et 1890 aux États-Unis se sont sol-
dées pour le développement des systèmes à boues activées. Les premières stations de traitement 
des eaux usées étaient une série de réacteurs aérés à remplissage et vidange. En 1914, [Ardern et 
Lockett [Ardern et Lockett, 1914], ont amélioré ce processus en récupérant les solides biologiques 
floculés à chaque vidange pour les réutiliser dans le bassin avec le nouvel apport d’eau, afin 
d’avoir un temps de biodégradation plus court. 
     En 1917, les premières stations d’épurations constituées d’un réacteur continu associé à un 
clarificateur, sont apparues en Angleterre. 
     Suite à l’expansion considérable de la population, ainsi que le développement rapide de 
l’industrie, les stations d’épurations biologiques étaient exposées à un problème majeur du gon-
flement de boues (bulking) [Chen et Beck, 1993]. 
     Vers 1930, des recherches théoriques ont identifié certaines conditions environnementales 
susceptibles de causer le gonflement des boues : augmentation des charges organiques, concentra-
tion faible en oxygène et niveau élevé des hydrocarbures [Edeline, 1993 ; Chen, 1993 ; Jeppson, 
1996]. Ainsi, la présence de l’oxygène dissous est devenue le principal sujet de recherche pour le 
développement d’aération étagée [Kessler et Nicholas, 1935], l’aération prolongée, l’aération des 
boues contact-stabilisation [Ullrich et Smith, 1951]… 
     Depuis les années 1980, et suite à l’application des législations de plus en plus sévères, la dé-
nitrification, la nitrification et la déphosphatation biologique se sont intégrées au traitement par 
boues activées. 
 
3.3.1. Historique de modélisation des stations d’épuration à boues activées 
           La modélisation est une partie inhérente à la conception d’une station d’épuration. Un 
grand nombre de modèles a été élaboré depuis les années cinquante. Le bassin d’aération a susci-
té plus d’intérêt que le décanteur. Les premiers modèles développés se contentaient de représen-
ter les dynamiques de l’évolution des concentrations du substrat polluant et de la biomasse épu-
ratrice, sous les conditions d’équilibre [Mckinney, 1962]. 
     Par la suite, des efforts consacrés à la modélisation des dynamiques de croissance en biotech-
nologie tel que l’expression de la loi de Monod ont conduit à des modèles plus précis [Bastin et 
Dochain, 1990], [Monod, 1942].  
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     A la fin des années soixante, les recherches ont montré que le caractère variable de certains 
aspects opérationnels du procédé de traitement avait une influence considérable sur le compor-
tement de l’effluent à la sortie de l’unité d’épuration [Smith, 1969], [Busby et Andrews, 1975], 
[Andrews, 1947]. 
     La multiplication des recherches dans ce domaine a donné lieu à des variétés de modèles : 
modèle structuré en âge [Ranta et al., 1977], fonction de transfert [Berthouex et al., 1978], mo-
dèle écologique et relation de régression entrée-sortie [Lacroix et Bloodgood, 1972]… 
     Bien que le décanteur n’a pas suscité autant d’intérêt que le bassin d’aération, de nombreuses 
tentatives ont été effectuées depuis le début de ce siècle dans le but de décrire les dynamiques de 
sédimentation. Le développement de la théorie de sédimentation a suivi deux voies : la méthode 
des flux de particules solides et les approches de sédimentation continue. Une étude bibliogra-
phique détaillée sur l’évolution des modèles de décanteurs peut se trouver dans le rapport de 
recherche [Lumiley, 1985]. 
     En 1983, un groupe d’experts internationaux au sein de l’IAWQ (International Association on 
Water Quality) a élaboré un modèle général considéré comme la référence dans la modélisation 
des boues activées. Ce modèle est largement abordé dans la littérature [Chen, 1993 ; Jeppson, 
1996 ; Julien, 1997], puisqu’il est à la fois simple et apte à reproduire de façon réaliste les proces-
sus de dégradation biologique dans les bassins à boues activées. Ce modèle décrit les mécanismes 
biologiques de dégradation des matières organiques, de nitrification et de dénitrification. 
     En 1995, le même équipe a établis le modèle ASM2 (Henze et al., 1995), basé sur la notifica-
tion de la structuration des variables de modèle ASM1. Ces travaux ont ouvert la voie pour de 
nouvelles recherches aboutissant à des modèles trop complexes en vue de la simulation tels que 
les modèles ASM2d (Henze et al., 2000) et ASM3 (Gujer et al., 1999). 
 
3.3.2. Modèle de référence ASM1 
           Proposé il y a prés de 28 ans, le modèle ASM1 de l’IAWQ (Henze et al, 1987) a fait 
l’objet de plusieurs applications tant académique que pratique. Ce modèle décrit les mécanismes 
biologiques de dégradation des matières organiques, de nitrification et de dénitrification dans les 
stations d’épuration à boues activées. Il comporte 13 variables d’états. Deux simplifications clas-
siques sont apportées à ce modèle : 
 
i) L’alcalinité est omise 푆퐴퐿퐾 puisqu’elle n’intervient pas dans les dynamiques des 
autres variables.  
 
ii) Les composés particulaires inertes 푋퐼 sont associés avec ceux résultant du décès 
de la biomasse 푋푃. 
Ainsi le modèle ASM1 simplifié comprend 11 variables d’état (Tableau 3.2). 
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↓	Composé  Symbole Unité 
1.  Matière organique soluble inerte 푆퐼 푔 퐷퐶푂 푚−3 
2.  Substrat facilement biodégradable  푆푆 푔 퐷퐶푂 푚−3 
3.  Matière organique particulaire inerte  푋퐼 푔 퐷퐶푂 푚−3 
4.  Substrat lentement biodégradable  푋푆 푔 퐷퐶푂 푚−3 
5.  Biomasse hétérotrophe active  푋퐵,퐻 푔 퐷퐶푂 푚−3 
6.  Biomasse autotrophe active  푋퐵,퐴 푔 퐷퐶푂 푚−3 
7.  Azote sous forme de nitrite et de nitrate 푆푁푂 푔 푁 푚−3 
8.  Azote sous forme d’ammoniaque  푆푁퐻  	 푔 푁 푚−3 
9.  Azote organique soluble et biodégradable 푆푁퐷  	 	푔 푁 푚−3 
10.  Azote organique particulaire biodégradable  푋푁퐷  	 	푔 푁 푚−3 
11.  Oxygène dissous 푆푂 푔 푂2푚−3 
 
Tableau 3.2. Variables d’état du modèle de dégradation biologique. 
 
Les variables d’états du modèle ASM1 sont liées par 8 processus de dégradation. Une brève des-
cription de ces processus de dégradation est résumée dans les points suivants : 
1- Croissance aérobie des micro-organismes  hétérotrophes : c’est la phase d’anabolisme 
où les micro-organismes hétérotrophes dégradent le substrat afin d’assurer la production 
de biomasse. L’épuisement du substrat   et le manque d’oxygène dissous et d’ammoniaque 
sont les limites principales de ce processus. 
 
2- Croissance anaérobie des micro-organismes hétérotrophes : Sous des conditions 
d’anoxie (absence d’oxygène), une partie des micro-organismes hétérotrophes entrainent 
une réduction des nitrates, en les utilisant comme accepteurs terminaux d’électrons avec  
comme substrat. Par dénitrification, ce processus conduit à la production d’azote gazeux 
et de biomasse hétérotrophe. 
 
3- Croissance aérobie des micro-organismes autotrophes : l’oxydation de l’ammoniaque 
(nitrification) entraine une production de biomasse autotrophe et une consommation de 
l’oxygène dissous. 
 
4- Mortalité des micro-organismes hétérotrophes et autotrophes : selon l’hypothèse 
de mortalité-régénération [Dold et al., 1980], la mortalité des micro-organismes hétéro-
trophes et autotrophes se déroule de façon continue et avec un taux supposé invariant en 
condition d’aérobie et d’anoxie. Les cellules mortes sont transformées en  particulaire 
non-biodégradable 푋퐼 et en substrat lentement biodégradable 푋푆. 
 
5- Ammonification de l’azote organique soluble : la biomasse hétérotrophe active 
transforme l’azote organique biodégradable en ammonium, indépendamment des condi-
tions d’aération du milieu. 
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6- Hydrolyse de la matière organique : comme nous l’avons précisé dans le paragraphe 
3.3.2, ce processus consiste à la décomposition des substrats lentement biodégradables en 
substances polluantes facilement assimilés par la biomasse. Ce processus s’effectue  en 
condition d’aérobiose comme en anoxie. La baisse de taux d’hydrolyse sous des conditions 
d’anoxie par rapport aux conditions d’aérobie est exprimée par l’introduction d’un coeffi-
cient	휂푁푂,ℎ. 
 
7- Hydrolyse de l’azote organique : la décomposition de l’azote organique particulaire 
en azote organique soluble à un certain taux défini par les réactions d’hydrolyse décrites 
précédemment. 
Le tableau 3.3  suivant résume les cinétiques des processus de dégradation 		휌푗, 푗 = 1… 8 . 
↓	Processus Cinétique,  휌푗 (푔.푚−3. 푠−1) 
 
1. Croissance aérobie des hétérotrophes 
 
휇퐻 ( 푆푆퐾푆 + 푆푆) (
푆푁퐻퐾푁퐻 + 푆푁퐻) (
푆푂퐾푂,퐻 + 푆푂) 푋퐵,퐻 
 
2. Croissance anoxie des hétérotrophes 
 
휇퐻 ( 푆푆퐾푆 + 푆푆) (
푆푁퐻퐾푁퐻 + 푆푁퐻) (
퐾푂,퐻퐾푂,퐻 + 푆푂) 
( 푆푁푂퐾푁푂 + 푆푁푂) 휂푁푂,푔푋퐵,퐻 
 
3. Croissance aérobie des autotrophes 휇퐴 ( 푆푁퐻퐾푁퐻,퐴 + 푆푁퐻) (
푆푂퐾푂,퐴 + 푆푂) 푋퐵,퐴 
 
4. Mortalité des hétérotrophes 
 
 푏퐻푋퐵,퐻 
 
5. Mortalité des autotrophes 
 
 푏퐴푋퐵,퐴 
6. Ammoni>cation de l’azote organique soluble 
 
푘푎푆푁퐷푋퐵,퐻 
 
 
7. Hydrolyse de la matière organique absorbée 
푘ℎ ( 푋푆/푋퐵,퐻퐾푋 + (푋푆/푋퐵,퐻)) [(
푆푂퐾푂,퐻 + 푆푂)
+ 휂푁푂,ℎ ( 퐾푂,퐻퐾푂,퐻 + 푆푂) (
푆푁푂퐾푁푂 + 푆푁푂)] 푋퐵,퐻 
 
 
8. Hydrolyse de l’azote organique absorbé 
푘ℎ ( 푋푁퐷/푋퐵,퐻퐾푋 + (푋푆/푋퐵,퐻)) [(
푆푂퐾푂,퐻 + 푆푂)
+ 휂푁푂,ℎ ( 퐾푂,퐻퐾푂,퐻 + 푆푂) (
푆푁푂퐾푁푂 + 푆푁푂)] 푋퐵,퐻 
 
Tableau 3.3.  Cinétiques du modèle de dégradation 
 
Dans un souci de clarté et dans la mesure du possible, les mêmes notations seront utilisées par la 
suite. En particulier : 
− 푥 désigne l’état du système 
 
− 푄 est relatif aux différents débits 
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− Les exposants (ou indice selon le cas) 푖푛, 푟푒푐, 푝푢푟푔 et 푑푒푐 sont utilisés pour désigner les 
grandeurs respectivement associées à l’influent,  au recyclage des boues, à l’extraction et 
au clarificateur. 
Les hypothèses adoptées pour la formulation du modèle de la station d’épuration biologique par 
boues activées sont les suivantes : 
i) Le réacteur est bien mélangé 
 
ii) La séparation entre les phases solides et liquides est parfaite et aucune réaction de 
dégradation n’a lieu au sein du décanteur 
 
iii) La somme des effluents sortants du décanteur est égale à la somme des influents en-
trants au décanteur. 
Les équations différentielles du modèle sont données par: 
푥̇ = 푓(푥)                                                                                                               (3.1) 
Où 푓 prend les formes suivantes : 
− Pour les composants solubles (푖 = 1, 2, 7, 8, 9) 
 푓푖(푥) = 푄푖푛푉 (푥푖푖푛 − 푥푖) + 푅푖(푥)                                                                         (3.2)  
− Pour les composants particulaires (푖 = 3, 4, 5, 6, 10) 
 푓푖(푥) = 1푉 [푄푖푛(푥푖푖푛 − 푥푖) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 푥푖] + 푅푖(푥)                                         (3.3) 
 
− Pour la concentration en oxygène dissous : 
 푓푖(푥) = 1푉푄푖푛(푥11푖푛 − 푥11) + 푅11(푥) + 푢푘퐿푎(푆푂푠푎푡 − 푆푂)                                       (3.4) 
Où 푘퐿푎 représente le coefficient de transfert d’oxygène dissous dans le milieu, 	푆푂푠푎푡 est la concen-
tration en oxygène dissous à saturation et 푢 désigne la variable de commande relative au système 
d’aération. Toutefois, comme l’apport en oxygène est assuré par des aérateurs de surface de type 
tout-ou-rien, 푢 ne peut prendre que deux valeurs discrètes, 0 ou	1. 푉 est le volume réaction-
nel.	푅푖	représente le taux de conversion de chaque composé et est donné par la relation: 
푅푖 = ∑ 휈푖,푗8푗=1 휌푗,              푖 = 1… 11                                                                   (3.5)  
Où 휌푗 désigne la cinétique du 푗 è푚푒 processus et 휈푖,푗, la stœchiométrie du 푖 è푚푒 composé pour le 
processus	푗. Les coefficients stœchiométriques 휈푖,푗, qui lient les différentes variables d’états du 
modèle, sont consignés dans tableau (3.4). 
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Var. i → 1.  푆퐼 2. 푆푆 3. 푋퐼 4. 푋푆 5. 푋퐵,퐻 6. 푋퐵,퐴 7. 푆푁푂 8. 푆푁퐻 9. 푆푁퐷 10. 푋푁퐷 11. 푆푂 
j↓ 
Proc. 
Les coefficients stœchiométriques 휈푖,푗 
1.  − 1푌퐻   1   −푖푁퐵푀   − 1 − 푌퐻푌퐻  
2.  − 1푌퐻   1  −
1 − 푌퐻2.86푌퐻 −푖푁퐵푀    
3.      1 1푌퐴 − 1푌퐴 −푖푁퐵푀   −4.57 1푌퐴 
4.    1− 푓푟푋퐼 −1     푖푁퐵푀− 푓푟푋퐼푖푁푋퐼  
5.    1− 푓푟푋퐼  −1    푖푁퐵푀− 푓푟푋퐼푖푁푋퐼  
6.        1 −1   
7.  1  −1        
8.         1 −1  
 
Tableau 3.4. Stœchiométrie des réactions du modèle de dégradation 
Le modèle cinétique résultant comporte 20 paramètres cinétiques et stœchiométriques, qui sont 
détaillés dans le tableau (3.5).  
Les valeurs des concentrations entrantes 푋퐷퐶푂 푖푛 , 푆푁푂 푖푛 , 푆푁퐻 푖푛  푒푡 푆푁퐷 푖푛 	sont collectées à partir de fi-
chiers des données élaborés par le groupe de travail COST 624 et utilisant le modèle ASM1 et le 
logiciel	SIMBA.  
Le	BSM1 est un simulateur complet de traitement des eaux d’un effluent urbain par boues acti-
vées [Alex et al., 1999]. Ce simulateur a été conçu dans le but de fournir un outil de comparaison 
des différentes stratégies de commande. Comme indiqué dans la figure (3.5), il est composé d’un 
réacteur et d’un clarificateur. Le réacteur est scindé en cinq compartiments : deux bassins 
anoxiques et trois autres aérobies qui sont parfaitement agités.  
Eau usée 
Aérateur biologique 
Décanteur 
Bassins anoxiques Bassins aérobies 
Recyclage des boues Extraction des boues en excès  
Figure 3.5. Modèle BSM1 
Pour se rapprocher de la structure décrite par le modèle	퐴푆푀1, seul le troisième bassin et le clari-
ficateur sont considérés. Le volume 푉	 de ce bassin est égale à 6000 푚3. Le coefficient 푘푙푎 relatif 
au transfert d’oxygène a une valeur de 푘푙푎 = 240 푑−3 et 푆푂푠푎푡 = 10 푚푔푙−1. Tous les équations du 
modèle ASM1complet sont exprimés plus en détail dans l’annexe B. Les résultats de simulation 
de ce modèle sont donnés figure 3.6. 
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Paramètre Symbole 
 
Valeur du 
benchmark 
 
Valeurs par défaut 
 
Gamme de 
variation 
20°C 10°C 
Paramètres stœchiométriques 
 
Rendement de conversion des hétérotrophes 푌퐻 0.67 0.67 0.67 0.38 − 0.75 
Rendement de conversion des autotrophes 푌퐴 0.24 0.24 0.24 0.07− 0.28 
Fraction de DCO inerte issue du décès de la biomasse 푓푟푋퐼 0.08 0.08 0.08 − 
Proportion d’azote dans la biomasse 푖푁퐵푀 0.08 0.086 0.086 − 
Proportion d’azote dans les produits de la biomasse 푖푁푋퐼 0.06 0.06 0.06 − 
Paramètres cinétiques 
Taux de croissance spéci>que maximal des hétérotrophes 휇퐻 4.0 6.0 3.0 0.60 − 13.2 
Taux de mortalité des hétérotrophes 푏퐻 0.3 0.62 0.20 0.05− 1.6 
Constante d’affinité en substrat des hétérotrophes 퐾푆 10 20 20 5− 225 
Constante d’affinité en oxygène des autotrophes 퐾푁퐻,퐻 0.05 [85] − 
Constante d’affinité en ammoniaque des hétérotrophes 퐾푂,퐻 0.2 0.2 0.2 0.01 − 0.20 
Constante d’affinité en nitrates des hétérotrophes dénitri>ants 퐾푁푂 0.5 0.5 0.5 0.01 − 0.50 
Taux de croissance maximal des autotrophes 휇퐴 0.5 0.8 0.3 0.20 − 1.0 
Taux de mortalité des autotrophes 푏퐴 0.05 0.20 0.10 0.05− 0.3 
Constante d’affinité en ammoniaque des autotrophes 퐾푁퐻,퐴 1.0 1.0 1.0 − 
Constante d’affinité en oxygène des autotrophes 퐾푂,퐴 0.4 0.4 0.4 0.4 − 2.0 
Facteur de correction pour la croissance anoxie des hétérotrophes 휂푁푂,푔 0.8 0.8 0.8 0.6− 1.0 
Taux d’ammoni>cation 푘푎 0.05 0.08 0.04 − 
Taux maximal spéci>que d’hydrolyse 푘ℎ 3.0 3.0 1.0 − 
Constante d’affinité en substrat particulaire pour l’hydrolyse 퐾푋 0.1 0.03 0.01 5− 225 
Facteur de correction pour l’hydrolyse en phase anoxie 휂푁푂,ℎ 0.8 0.4 0.4 − 
 
Tableau 3.5. Paramètres stœchiométriques et cinétiques du modèle de dégradation ([Chen et Beck, 1993]) 
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Figure 3.6. Résultats de simulation de modèle ASM1 complet pour un temps sec 
 
 
3.3.3. Modèle réduit 
         Le modèle ASM1 a été bien accueilli par la communauté scientifique et largement utilisé. 
Aussi ses capacités de prédiction sont largement éprouvées. Il apparait, cependant, que ce modèle 
ne réalise pas les compromis recherchés en raison de sa complexité (grand nombre de variables 
d’états et de paramètres, non-linéarité). 
a. Approche de simplification du modèle 퐴푆푀1 : revue bibliographique 
Plusieurs modèles réduits à base du modèle ASM1 sont proposés pour l’observation d’état, la 
commande ou l’estimation en ligne des paramètres (Zhao et Kümmel, 1995 ; Jeppson, 1996 ; Ju-
lien, 1997 ; Marsili-Libelli et Aggi, 1997 ; Ryckaert, 1998 ; Steffens et Lants, 1999 ; Weijers, 
2000). La réduction du modèle ASM1 peut être réalisée suivant les trois approches suivantes : 
− Simplification des variables selon leur échelle de temps : elle est nommée encore 
sélection des variables d’état selon leur dynamique. Différentes méthodes sont utilisées 
pour la simplification des systèmes dynamiques portant plusieurs échelles de temps, à sa-
voir : la théorie de perturbation singulière (Weijers, 2000), l’application de l’état quasi 
stationnaire aux dynamiques rapides (Bastin et Dochain, 1990) et l’association des va-
leurs propres et des variables d’état au moyen d’une méthode d’homotopie afin de choisir 
les variables lentes et rapides du modèle ASM1	(Steffens et al., 1997). 
 
− Simplification par linéarisation des cinétiques de dégradation : les non-linéarités 
du modèle ASM1 proviennent principalement des cinétiques des réactions (termes ciné-
tiques de Monod fonction de commutation de type 푆퐾+푆). Cette méthode est couramment 
utilisée dans les démarches de réduction de (Julien, 1997). Elle consiste à remplacer les 
fonctions de Monod par réaction d’ordre 0 ou 1 par rapport au substrat. 
 
− Simplification des composés : afin de s’approcher au plus prés du comportement 
réel, le modèle ASM1 décrit la majorité des phénomènes biologiques macroscopique mis 
en jeu dans un procédé de traitement des eaux usées par boues activées. Cependant, sui-
vant l’application souhaitée, soit parce qu’ils présentent peu d’intérêt dans la dynamique 
de système tels que les composés inertes soluble 푆퐼 et particulaires 푋퐼, 푋푃 et l’alcanité 푆퐴퐿퐾, soit parce qu’ils ne sont pas présents dans l’application considérée (Julien, 1997). 
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Au vu de la diversité des simplifications applicables au modèle	ASM1, le nombre de combinaisons 
possibles est très élevé. Dans cette thèse, on opte pour le modèle réduit présenté par B. Chachuat 
(Chachuat et al., 2003) puisqu’il se caractérise par : 
− Un horizon de prédiction de plusieurs heures, 
− Une robustesse vis-à-vis des perturbations du procédé (débit, charge) et des changements 
des politiques d’aération, 
− Les propriétés d’observabilité et d’identifiabilté conviennent à l’utilisation dans un sché-
ma de commande en boucle fermée (commande adaptative, commande optimale, com-
mande prédictive). 
 
b. Modèle réduit Benoit Chachuat  
L’objectif de ce paragraphe est de rappeler les différentes étapes de simplification données dans la 
thèse de Benoit Chachuat [Chachuat, 2001]: 
− Simplification des dynamiques lentes : En appliquant la théorie des perturbations 
singulières, une séparation entre les dynamiques lentes et rapides des procédés de traite-
ment des eaux usées par boues activées est faite. Les résultats obtenus indiquent claire-
ment que les dynamiques des composés organiques particulaire inerte (푋퐼) et des bio-
masses hétérotrophes (푋퐵,퐻) sont nettement plus lentes que celles des autres composés 
du système, et ceci tout au long du cycle de fonctionnement. Ainsi, nous pouvons consi-
dérer que la concentration en composés organiques solubles inertes (푆퐼) est omise des 
autres composés. Finalement, le nombre de variable d’état se réduit de 11 à 7. 
 
− Simplification des composées organiques : pour représenter les composés orga-
niques, 2 variables d’état sont utilisées dans le modèle ASM1: les composés biodégradable 
soluble (푆푆), supposé directement assimable par les micro-organismes, et particulaire 
(푋푆), qui doit être hydrolysé en composés solubles pour pouvoir être assimilés. Les va-
riables d’états (푆푆) et (푋푆),  vont être rassemblées sous une unique variables 푋퐷퐶푂 telle 
que 푋퐷퐶푂 = 푋푆 + 푆푆 dont la dynamique s’écrit sous la forme : 
 푋̇퐷퐶푂 = 푄푖푛푉 (푋퐷퐶푂 푖푛 − 퐾푆퐾퐷퐶푂 푋퐷퐶푂) − 1푌퐻 (휌1 + 휌2) + 휃2                                   (3.6)  
 
Où 푋퐷퐶푂푖푛  désigne la concentration des composés organiques relatifs à l’influent. Ces ciné-
tiques de croissance aérobie 휌1 et anoxie 휌2 de la biomasse hétérotrophe sont définis en 
fonction des variables d’état et des paramètres du modèle	ASM1, par : 
 휌1 = 휃1 ( 푋퐷퐶푂퐾퐷퐶푂+푋퐷퐶푂)( 푆푂퐾푂,퐻+푆푂)                                                                    (3.7) 
 휌2 = 휃1휂푔 ( 푋퐷퐶푂퐾퐷퐶푂+푋퐷퐶푂)( 퐾푂,퐻퐾푂,퐻+푆푂)( 푆푁푂퐾푁푂+푆푁푂)                                                 (3.8) 
 
Où les paramètres  휃1et 퐾퐷퐶푂 sont définis par : 
 휃1 = 휇퐻푋퐵,퐻 
 
퐾퐷퐶푂 = 퐾푆 푋퐷퐶푂푆푆 =
퐾푆푓푆푆 
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La prise en compte d’un composé organique unique présente l’avantage de masquer le 
mécanisme d’hydrolyse des composés particulaires en composés solubles et permet de ré-
duire le nombre de variable d’état de 7 à 6. 
 
− Simplification des composés azotés : pour représenter les composés azotés, quatre 
variables d’état sont utilisées : 푆푁푂, 푆푁퐻, 푆푁퐷 et 푋푁퐷. Les concentrations en azote am-
moniacal 푆푁퐻 et en nitrite/nitrates 푆푁푂, s’avèrent indispensable dans l’expression du 
modèle réduit puisqu’elles constituent l’essentiel de rejets de l’azote et sont mesurables en 
ligne. En revanche, les deux fractions d’azote organique soluble 푆푁퐷 et particulaire 푋푁퐷, 
dont le rôle est de décrire la formation interne de 푆푁퐻 par les processus d’hydrolyse et 
d’ammonification, ne constituent qu’une faible partie de rejet d’azote. La simplification 
appliquée ici est de développer les dynamiques des composés 푆푁퐻 et 푆푁퐷 en simplifiant 
la cinétique d’ammonification 휌6, de sorte qu’il ne soit plus nécessaire de décrire les mé-
canismes de formation interne d’ammoniaque : 
 
휌3 = 푌퐴휃3 ( 푆푁퐻퐾푁퐻 + 푆푁퐻)(
푆푂퐾푂,퐴 + 푆푂) 
 휌6 = 휃4푆푁퐷  
휌8 = 휃5 ( 푋퐷퐶푂퐾퐷퐶푂 + 푋퐷퐶푂)[(
푆푂퐾푂,퐻 + 푆푂) + 휂ℎ (
퐾푂,퐻퐾푂,퐻 + 푆푂)(
푆푁푂퐾푁푂 + 푆푁푂)] 
 
Avec 
 
휃3 = 휇퐴푌퐴 푋퐵,퐴  휃4 = 푘푎푋퐵,퐻 
 
휃5 = 푘ℎ 푋푁퐷푋푆 푋퐵,퐻  
퐾푁퐷 = 퐾푋 푋퐷퐶푂푋푆 푋퐵,퐻  
Au final, l’application de l’ensemble des simplifications précédentes permet d’aboutir à un modèle 
dynamique de 5 variables d’état (푋퐷퐶푂, 푆푁푂, 푆푁퐻, 푆푁퐷 et SO) et décrit par le système d’équations 
suivant : 
푆푁̇푂 = 푄푖푛푉 (푆푁푂 푖푛 − 푆푁푂) − 휃1휂푁푂,푔 1 − 푌퐻2.86푌퐻
푋퐷퐶푂퐾퐷퐶푂 + 푋퐷퐶푂
퐾푂,퐻퐾푂,퐻 + 푆푂
푆푁푂퐾푁푂 + 푆푁푂
+ 휃3 푆푁퐻퐾푁퐻,퐴 + 푆푁퐻
푆푂퐾푂,퐴 + 푆푂 	 
푆푁̇퐻 = 푄푖푛푉 (푆푁퐻  푖푛 − 푆푁퐻)
− 휃1푖푁퐵푀 푋퐷퐶푂퐾퐷퐶푂 + 푋퐷퐶푂 (
푆푂퐾푂,퐻 + 푆푂 + 휂푁푂,푔
퐾푂,퐻퐾푂,퐻 + 푆푂
푆푁푂퐾푁푂 + 푆푁푂)
− 휃3 푆푁퐻퐾푁퐻,퐴 + 푆푁퐻
푆푂퐾푂,퐴 + 푆푂  + 휃4푆푁퐷                                         (3.9) 
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푆푂̇ = − 푄푖푛푉 푆푂 − 휃1 1 − 푌퐻푌퐻
푋퐷퐶푂퐾퐷퐶푂 + 푋퐷퐶푂
푆푂퐾푂,퐻 + 푆푂 − 4.57휃3
푆푁퐻퐾푁퐻,퐴 + 푆푁퐻
푆푂퐾푂,퐴 + 푆푂+ 푘푙푎(푆푂푠푎푡 − 푆0)   
푋̇퐷퐶푂 = 푄푖푛푉 (푋퐷퐶푂 푖푛 − 퐾푆퐾퐷퐶푂 푋퐷퐶푂)
− 휃1푌퐻
푋퐷퐶푂퐾퐷퐶푂 + 푋퐷퐶푂 (
푆푂퐾푂,퐻 + 푆푂 + 휂푁푂,푔
퐾푂,퐻퐾푂,퐻 + 푆푂
푆푁푂퐾푁푂 + 푆푁푂) + 휃2        
푆푁̇퐷 = 푄푖푛푉 (푆푁퐷 푖푛 − 푆푁퐷) − 휃4푆푁퐷
+ 휃5 푋퐷퐶푂퐾푁퐷 + 푋퐷퐶푂 (
푆푂퐾푂,퐻 + 푆푂 + 휂푁푂,ℎ
퐾푂,퐻퐾푂,퐻 + 푆푂
푆푁푂퐾푁푂 + 푆푁푂) 
 
Les paramètres stœchiométriques et cinétiques 푌퐻	, 푖푁퐵푀, 퐾푆, 퐾0,퐻, 퐾푁푂, 퐾푁퐻,퐴, 퐾0,퐴, 휂푁푂,푔, 휂푁푂,ℎ sont identiques à ceux définis dans le modèle ASM1. Les paramètres 휃푖(푖 = 1. .5), 퐾퐷퐶푂 et 퐾푁퐷	sont issus des simplifications (tableau 3.6). Dans le but de valider ces simplifications, il 
s’avère nécessaire de vérifier que ces paramètres varient lentement au cours de temps. 
− La figure (3.7) montre que les paramètres 휃1, 휃2, 휃3 et 휃4	présentent de faibles variations 
temporelles, du fait que ces paramètres ne dépendent que des variables lentes du modèle ASM1.  
 
 
Figure 3.7.  Variations des paramètres 휃1, 휃2, 휃3 et 휃4. 
− Le paramètre 퐾퐷퐶푂 dépend de la variable d’état 푆푆. L’évolution rapide de cette variable 
d’état dans le réacteur entraine, par conséquent, une évolution temporelle de 퐾퐷퐶푂 plus 
conséquente. Cependant, ces variations gardent une valeur moyenne relativement stable 
(Figure 3.8). 
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Figure 3.8.  Variation du paramètre 퐾퐷퐶푂 . 
 
− Les paramètres 휃5 et 퐾푁퐷 dépendent des variables d’état rapides du modèle ASM1, res-
pectivement par le biais des termes 푋푁퐷푋푆  et 푋퐷퐶푂푋푆 . Ces deux rapports sont cependant peu 
variables dans le temps.  D’une part, le rapport 푋푁퐷푋푆  ou nommé la fraction azotée des 
composées organiques particulaires reste stable, étant donné que 푋푆 et 푋푁퐷	font l’objet 
du même processus de dégradation (hydrolyse).  D’autre part, le rapport 푋퐷퐶푂푋푆 	est com-
pris entre 0.9 et 1 puisque les composés organiques sont en grande partie particulaires. 
Ainsi, de façon tout à fait prévisible, les variations temporelles des deux paramètres sont 
par conséquent limitées (Figure 3.9). 
 
 
Figure 3.9.  Variations des paramètres 휃5 et 퐾푁퐷 
 
 
Paramètre Valeur 휃1 10766 휃2 743 휃3 307 휃4 133 휃5 549 퐾푁퐷 272 퐾퐷퐶푂 511 푋퐵,퐻 2692 푔퐷퐶푂푚−3 푋퐵,퐴 147	푔퐷퐶푂푚−3 
 
Tableau 3.6. Valeurs des paramètres spéciIques 
 
 Au terme de cette partie, le modèle réduit proposé apparait apte à être utilisé pour l’estimation 
d’état. Avant cela, il s’agit de vérifier l’observabilité de ce modèle. Ces aspects, indispensables 
pour replacer les résultats d’estimation et appliquer l’observateur grand gain adaptatif, font 
l’objet des paragraphes suivants. 
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3.4. Implémentation et comparaison entre le FKE, l’OKE grand 
gain et le filtre de Kalman étendu grand gain adaptatif 
La partie précédente était consacrée à la présentation d’une station d’épuration biologique ainsi 
que la modélisation de ces processus sous forme d’équations mathématiques. Nous avons signalé 
aussi dans le chapitre 1 que les filières biotechnologiques sont particulièrement limitées par le 
manque d’une instrumentation développée permettent d’accéder aux mesures pertinentes. En 
effet, la connaissance des bioprocédés est limitée par la complexité spécifique aux aspects biolo-
giques qui les caractérisent. Ces méconnaissances peuvent apparaitre dans deux niveaux diffé-
rents des modèles des stations d’épuration biologiques : 
− Entrées appliquées : à l’inverse de certains procédés biotechnologiques comme l’industrie 
pharmaceutique ou agro-alimentaire où les entrées appliquées sont connues et relative-
ment bien maitrisées, l’alimentation des stations d’épuration est sensible à divers facteurs 
extérieurs (climats, activités humaines..). En outre, ces fluctuations en débit ou en con-
centrations entrantes sont généralement difficiles à estimer, bien que des bassins de stoc-
kage (bassin d’orage) soient souvent prévus pour éviter en particulier les chocs de charges 
en cas d’orages et assurer en général la régularité des entrées du procédé de traitement. 
Ainsi, la maitrise pratique de ces grandes fluctuations est souvent très délicate à instau-
rer. En conséquence, une partie des entrées appliquées peut être difficile à estimer et 
constituera donc une perturbation pour le système. 
 
−  Sorties mesurées : le problème des mesures a été largement détaillé dans le  chapitre 
1. D’une façon générale, les stations d’épuration biologique souffrent d’un manque de me-
sures en ligne, conséquence directe de l’absence d’instrumentation et de contraintes de 
faisabilité et de coût. Pratiquement, les instrumentations robustes se résument aux dispo-
sitifs des facteurs physico-chimiques [Bourdant et al., 1994]. Quant aux variables biochi-
miques caractéristiques de l’état du bioprocédé, comme les concentrations de biomasse ou 
de substrat, leur mesure est difficile et les précisions fournies par des capteurs sont sou-
vent altérées par des bruits de mesure. 
Pour appréhender à ces deux limitations, nous proposons d’appliquer les trois observateurs (OKE 
grand gain, FKE et l’observateur adaptatif) à un modèle réduit d’une station d’épuration biolo-
gique par boues activées. Ensuite, une comparaison, entre les estimations issues de ces trois ob-
servateurs pour mettre en évidence les performances de filtre de Kalman étendu grand gain 
adaptatif, est faite [Methnani et al., 2011(b)]. Ce dernier observateur a été appliqué, dans 
l’article de [Lafont et al., 2011] au modèle ASM1 complet, suivant deux étapes en cascade. La 
première consiste à appliquer l’observateur adaptatif au modèle réduit sujet de notre thèse. Au 
cours de la deuxième étape, ils utilisent les estimations issues du modèle simplifié comme des 
mesures pour le système complet. Malgré que l’étude de l’observabilité du modèle complet appa-
raisse triviale, la présence des termes complexes dans l’équation du modèle ASM1 le rend diffi-
cile. Par conséquent, trouver un changement de coordonnée pour mettre le système sous une 
forme canonique d’observabilité indispensable pour l’application d’observateur grand gain adap-
tatif, s’avère non possible. Pour ce faire, les auteurs ont choisi de mettre les équations de 
l’observateur dans des coordonnées inhabituelles : se sont les coordonnées naturelles. 
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3.4.1. Le filtre de Kalman étendu grand gain adaptatif 
 
Le filtre de Kalman étendu grand gain adaptatif  pour le système de la forme (2.28) peut se défi-
nir comme suit : 
Définition 3.1   
− 푄 est une matrice symétrique définie positive, et 
 
− 푅 et 휃 deux réels positifs, 휃 ≥ 1 
 
− ∆, 푄휃 et 푅휃 sont données par 
∆=
⎝
⎜⎜⎜⎜
⎛1 0 … 00 1휃 ⋱ ⋮⋮ ⋱ ⋱ ⋱
0 … 0 1휃푛−1⎠
⎟⎟⎟⎟
⎞ 
푄휃 = 휃∆−1푄∆−1                l 
푅휃 = 휃−1푅           
Ainsi le filtre de Kalman étendu grand gain adaptatif s’écrit : 
⎩⎪⎨
⎪⎧푧(̇푡) = 퐴(푢) 푧 + 푏(푧, 푢) − 푆−1퐶 ′푅휃−1(퐶푧 − 푦(푡))푆(̇푡) = −(퐴(푢) + 푏*(푧, 푢))′푆 − 푆(퐴(푢) + 푏*(푧, 푢))휃 ̇ = 퐹(휃,ℐ푑(푡))
+ 퐶 ′푅휃−1퐶 − 푆푄휃푆                          (3.10) 
Avec les conditions initiales : 푧(0) ∈ 휒, 푆(0) est une matrice symétrique définie positive et 휃(0) = 1. 
La fonction F (θ,Id(t)) assure la commutation entre les deux observateurs de la manière sui-
vante: 
− Si la trajectoire estimée 푧(푡) est éloignée de celle réelle	푥(푡), 휃(푡) évolue de 1 à un certain 휃푚푎푥	(mode grand-gain). 
 
− Si la trajectoire estimée 푧(푡) est proche de la trajectoire réelle		푥(푡), l’application d’un 
FKE devient valide et 휃(푡) tend vers 1. 
L’innovation est donnée par cette relation 
ℐ푑(푡) = ∫ ‖푦(푡 − 푑, 푥(푡 − 푑), 휏) − 푦(푡 − 푑, 푧(푡 −  푑), 휏)‖2푑휏푡푡−푑                                      (3.11) 
Où		푦(푡0, 푥0, 휏)	comme	étant	la	sortie	du	système	(2.28) au temps τ et pour condition initiale 푥(푡0) =푥0. 
La figure (3.10) illustre la signification de l’innovation à un moment	푡. Cette quantité est le carré 
de la distance	퐿2 entre la courbe noire (trait plein) et la courbe rouge (en ligne pointillée). Ces 
deux dernières courbes représentent respectivement la sortie du système dans un intervalle de 
temps [푡 − 푑, 푡]. La prédiction de sortie est réalisée avec 푧(푡 − 푑)	comme étant l’état initial. 
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Figure 3.10. Calcul de l’innovation [Boizot et al., 2010] 
 
L’importance de ce choix de l’innovation est explicitée par le lemme suivant qui représente une 
grande importance pour prouver la convergence de cet observateur adaptatif. 
 
Lemme 3.1 
Soient 푥10 et 푥20 ∈ ℝ푛, et 푢 ∈ 풰푎푑푚. 푦(0, 푥10 ) et 푦(0, 푥20 ) sont les trajectoires de sortie du système 
(2.28) avec conditions initiales 푥10 et 푥20 respectivement. Alors la propriété suivante (dite «l’observabilité 
persistante») est vraie : 
∀ 푑 > 0, ∃ 휆푑0 > 0 tel que ∀ 푢 ∈ 퐿푏1(풰푎푑푚) 
‖푥10 − 푥20 ‖2 ≤ 1휆푑0 ∫ ‖푦(0, 푥10 , 휏) − 푦(0, 푥20 , 휏)‖2
푑
0
푑휏 
Si l’on considère que 푥10 = 푧(푡 − 푑), et que 푥20 = 푥(푡 − 푑) alors le lemme précédent nous indique 
que : 
‖푧(푡 − 푑) − 푥(푡 − 푑)‖2 ≤ 1휆푑0 ∫ ‖푦(휏) − 푦(푡 − 푑, 푧(푡 − 푑), 휏)‖2
푡
푡−푑
푑휏 
Ou, de manière équivalente, 
‖푧(푡 − 푑) − 푥(푡 − 푑)‖2 ≤ 1휆푑0 ℐ푑(푡) 
Cette dernière expression peut être interprétée comme suit : modulo la multiplication par un 
paramètre constant, l’innovation au temps 푡 est la borne supérieure de l’erreur d’estimation au 
temps	푡 − 푑. 
 
 
 
Temps 
 
Trajectoire estimée 푦(푡 − 푑, 푧(푡 − 푑), 푡) 
Trajectoire de sortie 
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Remarque 3.1 
L’hypothèse θ(0) = 1	apparait un peu atypique, cependant, ce n’est pas le cas : 
− Pour des raisons techniques, la démonstration de la convergence de cet observateur dé-
pend de la valeur initiale de 휃	et θ(0) = 1 n’a pas d’influence sur les bornes de la matrice 
de Ricatti. 
 
− Deuxièmement, suite à une large variation, 휃 augmente. Dans ce cas, la valeur initiale de 휃 n’as pas trop d’importance puisque un bon choix de la fonction d’adaptation (lemme 
3.2) permet à 휃 d’atteindre une large valeur dans un temps arbitrairement court. 
 
− Finalement, dans le cas idéal ou l’erreur initial est nulle, on aura besoin d’une valeur 
faible de 휃 pour avoir un lissage de bruit. Fixer 휃(0)	à 1 le garanti. 
 
Lemme 3.2 
− Pour tout ∆푇 > 0 , il existe une constante 푀(∆푇) telle que : 
 
− Pour tout 휃1 > 1,	et  
 
− Pour tout couple	훾1 > 훾0 > 0, 
Il existe une fonction 퐹(휃,ℐ) de sorte que l’équation 
휃 ̇ = 퐹(휃,ℐ(푡)) 
Où	1 ≤ 휃0 ≤ 2휃1 et ℐ(푡)	une fonction positive et mesurable, a les propriétés suivantes 
1. Il existe une unique solution	휃푡 vérifiant 1 ≤ 휃(푡) ≤ 2휃1 pour tout	푡 ≥ 0, 
2. 퐹(휃,ℐ)휃2 ≤ 푀 l 
3. Si ℐ > 훾1 pour tout 푡 ∈ [휏, 휏 +∆푇] alors 휃(휏 +∆푇) ≥ 휃1  
 
4. Tant que	ℐ(푡) < 훾0, 휃(푡) décroit vers 1 
Ainsi le théorème de la convergence exponentielle du filtre de Kalman étendu grand gain adapta-
tif est exprimé par le théorème suivant : 
 
Théorème 3.1 
Pour tout temps arbitraire 푇 * > 0 et 휀 * > 0, il existe 0 < 푑 < 푇 * et une fonction d’adaptation 퐹(휃,ℐ푑(푡)) telle que décrite au lemme (5.3), de sorte que pour tout 푡 ≥ 푇 * et n’importe quel 
couple de points (푥0, 푧0) ∈ 휒2	:  
‖푥(푡) − 푧(푡)‖2 ≤ 휀 *푒−푎(푡− 푇 *) 
Où 푎 > 0 est une constante (indépendante de 휀 *) 
Une preuve de ce théorème est donnée en détail dans l’article [Boizot et al., 2010]. 
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3.4.2. Système en considération Multi-entrées Multi-sorties 
 
Le système considéré dans cette partie est un système non-linéaire Multi-entrées Multi- sorties. 
Pour le cas des systèmes MIMO, il n’existe pas une forme unique d’observabilité. Ces différentes 
formes d’observabilités peuvent conduire à différentes définitions d’observateurs. Dans ce qui suit 
nous considérons les systèmes non-linéaires MIMO de la forme: 
{푑푥푑푡 = 퐴(푡) 푥 + 푏(푥, 푢) 푦 = 퐶(푡)푥 																																																																																																																			(3. 12) 
Où 퐴(푡) et 푏(푥, 푢) et 퐶(푡) sont définis par : 
퐴(푡) =
⎝
⎜⎜⎜⎜
⎛ 0 푎2(푡) 0 … 00 푎3(푡) ⋱ ⋮⋮ ⋱ ⋱ 00 푎푛(푡)0 … 0 ⎠
⎟⎟⎟⎟
⎞ 
푏(푥, 푢) =
⎝
⎜⎛
푏1(푥1, 푢)푏2(푥1, 푥2, 푢)⋮푏푛(푥1, … , 푥푛, 푢)⎠
⎟⎞ 
퐶(푡) = (푎1(푡)   0  …   0) 
Le vecteur d’état à la structure «bloc» suivantes : 
 
푥(푡) = ⎝
⎛
푥1푥2⋮푥푛⎠
⎞ 
 
Où  푥푖 ∈ ℜ푑푖 et la sortie 푦 ∈ ℜ푑0 	avec 푑0 ≥ 푑1 ≥ ⋯ ≥ 푑푘 . Les matrices 푎푖(푡)	sont de dimension 푑푖−1 × 푑푖	et appartiennent à un sous-ensemble compact 퐾푖	de l’ensemble des matrices du rang 
maximum 푑푖. 푎푖(푡), 푏푖(푥, 푢) sont des fonctions lisses par rapport à 푥 et 푢. 푏푖 est un champ de 
vecteur à support compact ayant une structure triangulaire dépendante de 푥. 
On note que dans le cas de notre application 푎푖(푡) dépend du temps via 푦: 푎푖(푡) = 푎푖(푦(푡)).  
 
3.4.3. Simulations 
 
Avant l’implémentation de ces trois observateurs, une étape primordiale est l’étude de l’observabilité 
du modèle réduit ASM1 proposé par Chachuat et al. [Chachuat et al., 2003] et représenté par les 5 
équations différentielles (3.9). 
Les sondes en oxygène dissous sont largement répandues. En plus, les capteurs pour la mesure des 
concentrations en nitrate 푆푁푂 et en ammoniaque 푆푁퐻, ne nécessitant plus de prise d’échantillons, 
sont robustes et ont des temps de réponse adaptés. Néanmoins, les concentrations des composés azo-
tés organiques solubles 푆푁퐷 et des composés organiques biodégradables 푋퐷퐶푂 ne sont pas mesu-
rables en ligne. Face à cette mesure partielle de l’état du système, il devient nécessaire d’étudier 
l’observabilité. 
Suivant le cycle d’aération, l’expression du système change. Ainsi nous étudions l’observabilité du 
système dans trois types de conditions de fonctionnement : aérobie, anoxique et anaérobie. 
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En conditions de fonctionnement aérobie : c’est le cas où l’aération est continue, c’est-à-dire	푢 =1. La seule connaissance de la concentration en oxygène dissous permet d’observer le système 
[Chachuat et al., 2003]. 
 
En condition de fonctionnement anoxique : dans le cas d’absence en oxygène dissous dans le bio-
réacteur, le système réduit de la station d’épuration biologique (3.9) se réécrit sous la forme sui-
vante : 
푆푁̇푂 = 퐷푖푛(푆푁푂 푖푛 − 푆푁푂) − 휃1휂푁푂,푔 1 − 푌퐻2.86푌퐻
푋퐷퐶푂퐾퐷퐶푂 + 푋퐷퐶푂
푆푁푂퐾푁푂 + 푆푁푂  
푆푁̇퐻 = 퐷푖푛(푆푁퐻 푖푛 − 푆푁퐻) − 휃1푖푁퐵푀휂푁푂,푔 푋퐷퐶푂퐾퐷퐶푂 + 푋퐷퐶푂
푆푁푂퐾푁푂 + 푆푁푂  + 휃4푆푁퐷 
푋̇퐷퐶푂 = 퐷푖푛 (푋퐷퐶푂 푖푛 − 퐾푆퐾퐷퐶푂 푋퐷퐶푂) −
휃1푌퐻 휂푁푂,푔
푋퐷퐶푂퐾퐷퐶푂 + 푋퐷퐶푂
푆푁푂퐾푁푂 + 푆푁푂 + 휃2        
푆푁̇퐷 = 퐷푖푛(푆푁퐷 푖푛 − 푆푁퐷) − 휃4푆푁퐷 + 휃5휂푁푂,ℎ 푋퐷퐶푂퐾푁퐷 + 푋퐷퐶푂
푆푁푂퐾푁푂 + 푆푁푂 
 
Le système reste observable et, même, seule la concentration en ammoniaque permet l’observabilité 
du système [Chachuat et al., 2003]. 
 
En condition de fonctionnement anaérobie : l’absence de l’oxygène dissous et de nitrite permet de 
simplifier le système sous la forme suivante: 
푆푁̇퐻 = 퐷푖푛(푆푁퐻 푖푛 − 푆푁퐻) + 휃4푆푁퐷					 
푋̇퐷퐶푂 = 퐷푖푛 (푋퐷퐶푂 푖푛 − 퐾푆퐾퐷퐶푂 푋퐷퐶푂) + 휃2        
푆푁̇퐷 = 퐷푖푛(푆푁퐷 푖푛 − 푆푁퐷) − 휃4푆푁퐷 
 
La mesure de la concentration en ammoniaque permet d’observer la concentration des composés 
azotés organiques solubles	푆푁퐷. En revanche, la dynamique des composés organiques 푋퐷퐶푂	de-
vient indépendante des autres dynamiques, et leur concentration n’est alors plus observable. 
 
Dans le reste de cette thèse on considère le modèle réduit ASM1 dans des conditions de fonction-
nement aérobie	푢 = 1. On considère le modèle réduit observable décrit par l’équation (3.9). Met-
tant le système dans les nouvelles coordonnées suivantes : 푥1 = 푆푁푂, 푥2 = 푆푁퐻, x3 = 푆푂 x4 = XDCO et 푥5 = 푆푁퐷, on obtient un modèle qui n’est pas mis sous la forme canonique 
d’observabilité (3.12). En introduisant le changement de variable suivant: 
 푥̃4 = 푥4푥4 + 퐾퐷퐶푂  
Alors le système peut être réécrit par : 
푥̇1 = −(훼1 퐾푂,퐻퐾푂,퐻 + 푥3
 푥1퐾푁푂 +  푥1)푥̃4 + (
푄푖푛푉 (푆푁푂 푖푛 − 푥1) + 훼2 푥2퐾푁퐻,퐴 + 푥2
푥3퐾푂,퐴 + 푥3) 
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푥2̇ = −(훼3 푥3퐾푂,퐻 + 푥3 + 훼4
퐾푂,퐻퐾푂,퐻 + 푥3
푥1퐾푁푂 + 푥1)푥̃4 + 훼5푥5
+ (푄푖푛푉 (푆푁퐻 푖푛 − 푥2) − 훼2 푥2퐾푁퐻,퐴 + 푥2
푥3퐾푂,퐴 + 푥3) 
푥3̇ = −(훼6 푥3퐾푂,퐻 + 푥3)푥̃4 −(
푄푖푛푉 푥3 + 훼7 푥2퐾푁퐻,퐴 + 푥2
푥3퐾푂,퐴 + 푥3 − 푘푙푎(푆푂푠푎푡 − 푥3)) 
푥̃4̇ = (
푄푖푛푉 푋퐷퐶푂 푖푛 + 훼11)퐾퐷퐶푂 (1 − 푥̃4)2 −
푄푖푛푉 훼8(1 − 푥̃4)푥̃4
− 1퐾퐷퐶푂 (훼9
푥3퐾푂,퐻 + 푥3 + 훼10
퐾푂,퐻퐾푂,퐻 + 푥3
 푥1퐾푁푂 +  푥1)(1 − 푥̃4)2푥4̃ 
푥5̇ = 푄푖푛푉 (푆푁퐷 푖푛 − 푥5) − 훼5푥5
+ (훼12 푥3퐾푂,퐻 + 푥3 + 훼13
퐾푂,퐻퐾푂,퐻 + 푥3
 푥1퐾푁푂 +  푥1)
푥4̃퐾퐷퐶푂퐾푁퐷 + 푥̃4(퐾푁퐷 − 퐾퐷퐶푂) 
 
Avec  
훼1 = 휇퐻푋퐵,퐻휂푁푂,푔 1−푌퐻2.86푌퐻, 훼2 = 휇퐴푌퐴 푋퐵,퐴, 훼3 = 휇퐻푋퐵,퐻푖푁퐵푀, 훼4 = 휇퐻푋퐵,퐻푖푁퐵푀휂푁푂,푔, 훼5 =
푘푎푋퐵,퐻, 훼6 = 휇퐻푋퐵,퐻 1−푌퐻푌퐻 , 훼7 = 4.57 휇퐴푌퐴 푋퐵,퐴, 훼8 = 퐾푆퐾퐷퐶푂, 훼9 = 휇퐻푋퐵,퐻푌퐻  , 훼10 = 휇퐻푋퐵,퐻푌퐻 휂푁푂,푔,  
 훼11 = (1 − 푓푟푋퐼)(푏퐻푋퐵,퐻 + 푏퐴푋퐵,퐴), 훼12 = 푘ℎ 푋푁퐷푋푆 푋퐵,퐻, 훼13 = 푘ℎ 푋푁퐷푋푆 푋퐵,퐻휂푁푂,ℎ. 
 
Cet ensemble d’équations est de la forme 
푦1 = 푥1 , 푦2 = 푥2 , 푦3 = 푥3 
푥̇1 = 푓1( 푥1, 푥3)푥4̃ + 푔1( 푥1,  푥2, 푥3) 
푥̇2 = 푓2( 푥1, 푥3)푥4̃ + 훼5푥5 + 푔2( 푥2, 푥3) 
푥̇3 = 푓3( 푥3)푥̃4 + 푔3( 푥2, 푥3) 
푥̃̇4 = 푔4( 푥2, 푥3, 푥̃4) 
푥̇5 = 푔5( 푥1,  푥3, 푥̃4,  푥5) 
Finalement, les équations du modèle ASM1 réduit prennent la forme suivante: 
 
⎩⎪⎪
⎪⎨
⎪⎪⎪⎧
푑푥푑푡 = 퐴(푡) 푥 + 푏(푥, 푡)                 
푦 = (1 0 0 0 00 1 0 0 00 0 1 0 0)⎝
⎜⎜⎛
푥1푥2푥3푥̃4푥5⎠
⎟⎟⎞ 																																																																																																				        (3.13) 
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Où  
퐴(푡) =
⎝
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎛0 0 0 −훼1
퐾푂,퐻퐾푂,퐻 + 푥3
 푥1퐾푁푂 +  푥1 0
0 0 0 −훼3 푥3퐾푂,퐻 + 푥3 − 훼4
퐾푂,퐻퐾푂,퐻 + 푥3
푥1퐾푁푂 + 푥1 훼50 0 0 −훼6 푥3퐾푂,퐻 + 푥3 00 0 0 0 00 0 0 0 0 ⎠
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎞
 
푏(푥, 푡)
=
⎝
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎛
푄푖푛푉 (푆푁푂 푖푛 − 푥1) + 훼2 푥2퐾푁퐻,퐴 + 푥2
푥3퐾푂,퐴 + 푥3 ,푄푖푛푉 (푆푁퐻 푖푛 − 푥2) − 훼2 푥2퐾푁퐻,퐴 + 푥2
푥3퐾푂,퐴 + 푥3 ,
− 푄푖푛푉 푥3 − 훼7 푥2퐾푁퐻,퐴 + 푥2
푥3퐾푂,퐴 + 푥3 + 푘푙푎(푆푂푠푎푡 − 푥3),
(푄푖푛푉 푋퐷퐶푂 푖푛 + 훼11)퐾퐷퐶푂 (1 − 푥4̃)2 −
푄푖푛푉 훼8(1 − 푥4̃)푥4̃ −1퐾퐷퐶푂 (훼9
푥3퐾푂,퐻 + 푥3 + 훼10
퐾푂,퐻퐾푂,퐻 + 푥3
 푥1퐾푁푂 +  푥1) (1 − 푥4̃)2푥4̃,푄푖푛푉 (푆푁퐷 푖푛 − 푥5) − 훼5푥5 + (훼12 푥3퐾푂,퐻 + 푥3 + 훼13
퐾푂,퐻퐾푂,퐻 + 푥3
 푥1퐾푁푂 +  푥1)
푥4̃퐾퐷퐶푂퐾푁퐷 + 푥4̃(퐾푁퐷 − 퐾퐷퐶푂) ,⎠
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎞
 
 
Le changement de coordonnée inverse pour retourner aux coordonnées naturelles est donné par : 
푥4 = 푥̃4퐾퐷퐶푂(1−푥̃4)                                                                                                        (3.14) 
Pour mener une comparaison concrète entre les trois types d’observateurs, nous avons appliqué 
les mêmes perturbations à chaque observateur. Les trois sorties du processus sont perturbées par 
un bruit coloré additif. Ce bruit est obtenu en simulant l’équation stochastique suivante (Uhlen-
beck et Ornstein, 1930) : 
푑푋푡 = −푎푋푡푑푡 + 훿√2푎푑푊푡 
Où 푊푡 est un processus de Wiener et 푋푡 est un processus Ornstein-Ulhenbeck. Les coefficients 푎 
et 훿 ont été choisis de façon à obtenir un bruit réaliste. 
Aussi comme toutes les concentrations entrantes, la concentration 푋퐷퐶푂 푖푛 	peut être soumise à des 
variations de grande amplitude. La figure (3.11) montre la variation provoquée à 푋퐷퐶푂 푖푛 . 
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Figure 3.11. Variation de 푋퐷퐶푂 푖푛  pour un temps sec. Valeur de Benchmark       et valeur de 
Benchmark variée      . 
 
a. Le filtre de Kalman étendu 
On simule le FKE représenté par l’équation (2.30). L’objectif est de fixer les valeurs des matrices 푄	et	푅	en présence du bruit et en absence de grandes perturbations sur les concentrations en-
trantes, de façon à obtenir un lissage du bruit acceptable. Les valeurs cinétiques et stœchiomé-
triques sont données par le tableau (3.5). Les autres variables du modèle sont données par le 
tableau (3.7). Les concentrations initiales sont données par les fichiers temps sec dans le Ben-
chmark. Les états initiaux de l’observateur sont égaux aux états initiaux du système. Les ma-
trices 푄	et 푅 sont deux matrices symétriques positives. Généralement, dans le cas continu, elles 
sont considérées diagonales avec des coefficients positifs: 
− 푅 est fixée de manière à refléter la covariance de bruit de mesure; 
 
− Les coefficients diagonaux de 푄 sont choisis plus large pour les variables d’états qui sont 
inconnus ou lorsque le modèle est moins précis. 
De la théorie, nous savons que la matrice de Ricatti est une matrice symétrique : par conséquent 
nous pouvons résoudre les équations seulement pour la partie supérieure ou inférieure de la ma-
trice (la solution pour 푛(푛+1)2  équations au lieu de 푛2 équations). Comme indiqué dans la figure 
(3.12), la mise en œuvre de l’observateur nécessite l’utilisation d’une fonction qui transforme les 
matrices carrées de 푛 × 푛 à des vecteurs et vice versa. 
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Figure 3.12. Calcul des principales équations de l’observateur 
 
Finalement, la figure (3.13) illustre une comparaison des résultats de simulation d’un filtre de 
Kalman étendu appliqué au modèle ASM1 réduit et les résultats de simulation du modèle ASM1 
complet.  
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Figure 3.13. Résultats d’estimation pour un FKE. Légende :     états estimés       états simulés. 
Le filtre de Kalman étendu est un observateur localement exponentiellement convergent, qui 
présente les mêmes inconvénients de cette classe d’observateurs. Comme illustrée par la figure 
(3.13), le FKE possède en pratique de très bonnes propriétés locales qui le rendent robuste au 
bruit. Cependant, la large variation de la concentration entrante 푋퐷퐶푂 푖푛  démontre l’incapacité de 
cet observateur à récupérer cette variation. 
b. OKE grand gain 
Les matrices 푄 et 푅 prennent les mêmes valeurs fixées antérieurement (tableau 3.7). Le para-
mètre 휃푚푎푥 est choisi de telle sorte qu’il assure la meilleure réponse suite à l’application d’une 
large variation à la concentration 푋퐷퐶푂 푖푛  comme indiqué dans le tableau (3.8). Le lissage du bruit 
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est ignoré dans ce cas. La figure (3.14) montre les résultats de simulation d’un OKE grand gain 
appliqué au modèle ASM1 réduit. 
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Figure 3.14. Résultats d’estimation pour un OKE grand gain. Légende :       états estimés       
états simulés. 
Les concentrations estimées, en particulier la concentration d’azote organique soluble et biodé-
gradable 푆푁퐷 et la concentration des composés organiques 푋퐷퐶푂, démontrent que l’OKE grand 
gain amplifie le bruit.    
 
c. Filtre de Kalman étendu adaptatif 
⎩⎪⎨
⎪⎧푑푧푑푡 = 퐴(푡) 푧 + 푏(푧, 푢) − 푆−1퐶 ′푅휃−1(퐶푧 − 푦(푡))푑푆 푑푡 = −(퐴(푡) + 푏*(푧, 푢))′푆 − 푆(퐴(푡) + 푏*(푧, 푢))푑휃푑푡 = 퐹(휃, 퐼푑(푡))
+ 퐶 ′푅휃−1퐶 − 푆푄휃푆                                (3.15) 
 Où  
푄휃 = 휃∆−1푄∆−1 
푅휃 = 휃−1푅 
∆= (1, 1, 1, 1휃 , 1휃) 
퐹(휃, 퐼푑) = 휇(풥푑)퐹0(휃) + (1 − 휇(풥푑))휆(1 − 휃) 
퐹0(휃) = ⎩⎪⎨
⎪⎧ 1∆푇휃2                푠푖  휃 ≤ 휃11∆푇 (휃 − 2휃12)       푠푖  휃 > 휃1
 
휇(풥푑) = [1 + 푒−훽(풥−푚)]−1 où 훽 et 푚 sont les paramètres de la fonction sigmoïde (figure 5.12). 
휇(풥푑)	vérifie : 
휇(풥푑) = { 0     푠푖  풥푑 ≤ 훾0 ∈ [0,1]    푠푖  훾0 ≤ 풥푑 ≤ 훾11      푠푖  풥푑 ≥ 훾1   
 
 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
0.2
0.4
0.6
0.8
1
1.2
1.4
Temps (jours)
S
N
D
 (
m
g/
l)
3  FKE grand gain adaptatif 
87 
 
Remarque 3.2 
Choisir la fonction d’adaptation 퐹 (휃, 퐼푑) et 퐹0(휃) comme définis précédemment permet de véri-
fier les propriétés 1 à 4 du lemme (3.2). En effet, 
Si 풥푑 ≥ 훾1 alors 퐹(휃, 퐼푑) = 퐹0(휃). Soit le système suivant : 
{ 휃 ̇= 퐹0(휃)        휃(0) = 1                  
Un simple calcul permet d’obtenir la solution : 
휃(푡) =
⎩⎪⎨
⎪⎧ ∆푇∆푇 − 푡                                   푝표푢푟    휃 ≤ 휃1
2휃1 − 휃1∆푇휃1푡 + (2 − 휃1)∆푇              푝표푢푟    휃 > 휃1
 
Ainsi 휃(푡) peut atteindre 휃1 au cours d’un temps 푡 < ∆푇. Cela est vérifié pour tout 휃(0) ∈ [1, 휃1[. 
Ainsi la première propriété est satisfaite. 
Au contraire, si 풥푑 ≤  훾0, 퐹(휃, 퐼푑) = 휆(1 − 휃) alors la quatrième propriété est vérifiée. En plus, 
puisque 퐹(휃, 퐼푑) est Lipchitz, par conséquent on aura la première propriété. Vérifions, par la suite, 
la deuxième propriété : 
On a ⏐⏐⏐퐹(휃,퐼푑)휃2 ⏐⏐⏐ ≤ ⏐⏐⏐퐹0(휃)휃2 ⏐⏐⏐ + ⏐⏐⏐휆(1−휃)휃2 ⏐⏐⏐ 
Le premier terme vérifie : 
− Pour ≤ 휃1, ⏐⏐⏐퐹0(휃)휃2 ⏐⏐⏐ = 1∆푇 , et  
− Pour 휃1 ≤ 휃 < 2휃1, ⏐⏐⏐퐹0(휃)휃2 ⏐⏐⏐ = 1∆푇 (휃−2휃1휃 )2 ≤ 1∆푇 
 Le second terme satisfait : 
−   ⏐⏐⏐휆(1−휃)휃2 ⏐⏐⏐ = 휆 휃−1휃2 = 휆(14 − (휃2−1휃 )2) ≤ 휆4 
Finalement, la deuxième propriété est vérifiée avec 푀 = 1∆푇 + 휆4. 
L’innovation pour le système MIMO (3.12) est de la forme : 
퐼푑(푡) = ∫ ‖푦(푡 − 푑, 푥(푡 − 푑), 휏) − 푦(푡 − 푑, 푧(푡 −  푑), 휏)‖ℛ푑02 푑휏푡푡−푑  
Grâce à la forte propriété de l’observabilité du système, l’inéquation suivante montre que 퐼푑(푡) 
(contrairement au concept standard de l’innovation) mesure effectivement l’erreur d’estimation: 
‖푥(푡 − 푑) − 푧(푡 − 푑)‖2 ≤ 푘. (퐼푑(푡))2 pour certaine constante 푘 > 0. 
Ainsi  
퐼푑(푡) = ∫ ∥∥푆푁푂 − 푆푁̂푂∥∥2 + ∥∥푆푁퐻 − 푆푁̂퐻∥∥2 + ∥∥푆푂 − 푆푂̂∥∥2푡푡−푑  
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Avec 푆푁̂푂(푠), 푆푁̂퐻(푠) et 푆푂̂(푠) désigne les valeurs estimées issues de l’observateur pour tout 푡 − 푑 ≤ 푠 ≤ 푡. 
Comme l’illustre la figure (3.15), l’implémentation de filtre de Kalman étendu à grand gain 
adaptatif se divise en deux étapes: 
1. Le calcul de l’innovation	퐼푑푡   
2. Le calcul de l’état estimé des éléments de la matrice de Ricatti et la variable θ. 
La dernière étape est similaire à l’implémentation d’un filtre de Kalman standard pour les sys-
tèmes continus comme indiqué dans la partie (a) ci-dessus. 
 
 
Figure 3.15. Structure d’un filtre de Kalman étendu grand gain adaptatif. 
 
Le calcul de l’innovation se déroule en quatre étapes : 
− garder en mémoire le signal de sortie sur un intervalle de temps de longueur	푑, 
− garder en mémoire la trajectoire de sortie de l’observateur sur un intervalle de temps de 
longueur	푑, afin de calculer la prédiction, 
− calculer la prédiction de cette trajectoire dans un intervalle de temps de longueur [푡 − 푑, 푡], 
− calculer l’intégrale avec une méthode trapézoïdale. 
Dans le paragraphe qui suit, nous donnons une signification des paramètres de l’observateur 
adaptatif et la méthode pour les calculer.  
Ces paramètres sont divisés en deux catégories : 
− Ceux définissant les performances du système par rapport au bruit et aux perturbations (퐹(휃, 퐼푑(푡)) = 0)	: 
 
• Les matrices 푄	et 푅 sont fixées antérieurement pour un FKE standard afin ré-
duire l’effet de bruit du mesure. 
• 휃푚푎푥 est fixé pour assurer une convergence rapide suite au large variation de la 
concentration 푋퐷퐶푂 푖푛 . 
⎩⎨
⎧푧(̇푡) = ⋯푆(̇푡) = ⋯휃(̇푡) = ⋯ 
 
퐷푖푛 
푋퐷퐶푂푖푛  
푆푁푂푖푛  푆푁퐻푖푛  푆푂푖푛 
   Innovation Retard d 
푧(푡) 
푆푁푂 푆푁퐻 푆푂 
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− Les paramètres liés à la procédure d’adaptation 
 
• 푚 et	훽 de la fonction sigmoïde. La figure (3.16) montre l’influence de ces deux 
paramètres sur la fonction sigmoïde. 훽 contrôle la durée de la partie de transition 
de la sigmoïde. Plus 훽 est grand plus la transition est petite. En pratique, les 
meilleurs résultats sont obtenus pour un temps de transition faible. 
 
• 푚 permet de déplacer la fonction sigmoïde vers la gauche. 푚 est en fait divisé en 
deux parties	푚 = 푚1 + 푚2.	푚1 est choisi tel que la fonction sigmoïde soit proche 
de zéro 휇(0) } 0 pour la valeur fixe de	훽. 푚2 permet de fixer la valeur limite de 
l’innovation pour le passage en mode grand gain. 
 
• λ : contrairement à l’observateur présenté dans [Busvelle et Gauthier, 2002] la 
condition « 휆 est suffisamment petit » n’est plus nécessaire puisque θ augmente 
lorsque l’erreur d’estimation devient trop large. Ce paramètre contrôle la vitesse 
de décroissance de θ(t). 
 
• ∆푇 contrôle le temps de montée de	θ. Plus ∆푇 est petit plus le temps de montée 
de 휃 est faible. 
 
• 푑 est la longueur de l’intervalle de temps pour calculer l’innovation. 
 
• 훿 est la période d’échantillonnage pour la discrétisation de l’innovation. 
 
 
Figure 3.16. Influence des paramètres m et 훽	sur l’allure de la fonction sigmoïde. 
 
Les résultats de simulation d’un filtre de Kalman étendu grand gain adaptatif sont donnés par la 
figure (3.17) lorsque les paramètres sont fixés aux valeurs indiquées dans le tableau (3.8). 
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Figure 3.17. Résultats d’estimation pour un filtre de Kalman étendu grand gain adaptatif. 
Légende :       états estimés       états simulés. 
 
Il est clair que l’observateur adaptatif combine les deux avantages suivants : lissage du bruit et 
compensation de larges perturbations. En effet, lorsqu’elle est confrontée à une variation brusque 
de la concentration 푋퐷퐶푂 푖푛 , par exemple entre t = 2 jours et t = 4 jours, l’innovation augmente. 
Quand elle dépasse la valeur 푚2 une alarme se déclenche pour que le gain commute de 1 à 휃푚푎푥 
au cours d’un temps ∆T. 
Au moment où l’innovation devient faible (퐼푑(t) < m2), le gain sera ramené de nouveau à 1 avec 
une vitesse de descente	λ. 
La vitesse de convergence après la perturbation est comparable à celui d’un filtre de Kalman 
étendu grand gain, mais avec un petit retard qui correspond au temps nécessaire : 
− pour que la perturbation ait un effet sur la sortie, 
− pour que la perturbation soit détectée, 
− pour que le gain θ décroît. 
Ce retard dépend aussi du paramètre δ qui est, en fait, le temps d’échantillonnage pour le calcul 
de l’innovation. 
d. Étude comparative entre les trois observateurs 
Les trois observateurs non-linéaires FKE, OKE grand gain et le filtre de Kalman étendu grand 
gain adaptatif ont été simulés en considérant les mêmes hypothèses. La moyenne et l’écart type 
de l’erreur d’estimation sur 14 jours avec un temps sec sont donnés par le tableau (3.9). En com-
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parant les erreurs d’estimation (figure 3.18) issues de chaque observateur, on constate que 
l’erreur d’estimation de FKE est la plus grande, face à une large variation provoquée sur 푋퐷퐶푂 푖푛 . 
En d’autres termes, le FKE a l’écart type de l’erreur d’estimation le plus grand. Les états estimés 
à l’aide d’un OKE grand gain sont plus bruités que les deux autres observateurs.  
 
 
 
 
 
 
 
Tableau 3.7. Valeurs des diffé-
rents paramètres 
 
                                             Tableau 3.8. Choix final des paramètres de 
                                         l’observateur adaptatif 
 
 
L’observateur grand gain adaptatif possède la meilleure réponse puisqu’il combine les avantages 
d’un filtre de Kalman et d’un OKE grand gain : la convergence des états estimés vers les états 
réels, dans le cas d’une large variation, et la rejection de bruit (plus faible écart type de l’erreur 
d’estimation et plus faible moyenne de l’erreur d’estimation). 
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Paramètre Valeur 
       푄  diag (10-2, 10-2, 
10-2, 10-3, 10-3) 
	푅 eye(3,3) 
	휃푚푎푥 8×103 훽 2000 푚1 0.001 푚2 0.032 훥푇 0.01 휆 200 푑 0.1 
Paramètre Valeur 훼1 1483 훼2 307 훼3 861 훼4 689 훼5 135 훼6 5303 훼7 1403 훼8 0.019 훼9 16069 훼10 12855 훼11 743 훼12 272 훼13 218 퐾퐷퐶푂 511 퐾푁퐷 272 푋퐵,퐴 147	푔퐷퐶푂푚−3 푋퐵,퐻 2692 푔퐷퐶푂푚−3 푘푙푎 240 푑−3 푉푂 6000 푚3 
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Figure 3.18. Comparaison entre les erreurs d’estimation des trois observateurs. Légende :   FKE       OKE grand gain et       filtre de Kalman étendu grand gain adaptatif        
 
Le filtre de Kalman étendu grand gain adaptatif a la moyenne et l’écart type de l’erreur 
d’estimation les plus faibles que ceux d’un observateur de Kalman étendu grand gain et d’un 
filtre de Kalman étendu.  
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 FKE OKE grand gain FKE grand gain 
adaptatif 
moyenne Écart 
type 
Moyenne Écart 
type 
Moyenne Écart 
type 푺푵푶 0.6735 0.3781 0.1245 0.0957 0.0065 0.0201 푺푵푯 0.0719 0.0956 0.1232 0.0724 0.0029 0.0127 푺푶 0.1244 0.1936 0.2800 0.0958 0.0082 0.0347 푿푫푪푶 5.6377 4.6283 13.778 10.958 2.9816 2.2929 푺푵푫 0.0854 0.0829 0.1123 0.0620 0.0577 0.0310 
Tableau 3.9. La moyenne et l’écart type de l’erreur d’estimation pendant 14 jours pour un 
temps sec. 
Les résultats de simulation sont plus clairs dans le cas où l’estimation du modèle réduit est com-
parée avec les données recueillis sur le même modèle ASM1 réduit (figure 3.19). 
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Figure 3.19. Comparaison entre les erreurs d’estimation des trois observateurs (Modèle 
ASM1 réduit). Légende :     FKE      OKE grand gain et       filtre de Kalman étendu grand 
gain adaptatif 
 
3.5. Conclusion 
Avant d’aborder le problème d’estimation d’état d’une station d’épuration biologique à boues 
activées, la première partie de ce chapitre avait pour but de présenter les notions de base 
d’épuration des eaux usées par voie biologique : une caractérisation globale des constituants des 
eaux usées ainsi que des populations biologiques, la mise en œuvre des principales interactions 
métaboliques entre les micro-organismes épurateurs et les matières polluantes à traiter, et la des-
cription des différentes étapes pour le traitement des eaux résiduaires. La mise en relief des élé-
ments épurateurs et polluants mis en jeu, et la spécification du rôle de chacun permettent 
d’établir un modèle mathématique décrivant les divers opérations d’épuration. De ce fait, une 
brève présentation du modèle ASM1 ainsi que son modèle réduit élaboré par [Chachuat, 2001], a 
été donné. 
La deuxième partie a été consacrée à une comparaison entre l’observateur de Kalman étendu 
grand-gain, le filtre de Kalman étendu et le filtre de Kalman étendu grand-gain adaptatif. Ces 
trois observateurs ont été appliqués à un modèle ASM1 réduit d’une station d’épuration biolo-
gique à boues activées. Cet observateur adaptatif se comporte comme un filtre de Kalman étendu 
lorsque l’innovation est faible et un observateur de Kalman étendu grand gain quand 
l’innovation devient assez large. 
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Chapitre 4  
 
Observabilité des entrées inconnues 
et reconstruction des défauts 
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4.1. Introduction 
La moindre défaillance sur un processus est néfaste dans un environnement où le rendement est 
primordial. Il est donc nécessaire d’assurer en permanence le bon fonctionnement du processus 
vis-à-vis des objectifs qui lui ont été assignés. La solution présentée pour répondre à ces besoins 
est d’intégrer un bloc de diagnostic qui assure la fiabilité du processus surveillé. Notre travail 
s’inscrit dans le même contexte. Ce chapitre est regroupé en deux parties : 
- Dans la première partie, nous proposons une méthodologie générale d’identification et re-
construction des défauts capteurs et actionneurs des systèmes dynamiques. Cette métho-
dologie est issue de la théorie générale d’identification développée dans des articles de 
Busvelle et Gauthier [Busvelle et Gauthier, 2003; 2004; 2005]. Cette théorie fournit éga-
lement une étude générale du problème d’observabilité des entrées inconnues. En effet, 
plusieurs problèmes de détection et localisation des défauts peuvent être considérés 
comme des problèmes d’observabilité, les défauts étant simplement considérés comme des 
entrées inconnues. Le modèle de la station d’épuration des eaux usées par boues activées 
décrits au chapitre 3, constitue le contexte académique idéal pour appliquer cette théorie. 
Cette dernière conduit à l’utilisation des observateurs à grand gain. 
- Dans la deuxième partie, une méthodologie de détection et isolation des défauts capteurs 
et actionneurs est proposée. Elle constitue la suite de l’approche de reconstruction et 
d’identification proposée dans la première partie de ce chapitre. Après une analyse de la 
propriété d’observabilité des entrées inconnues, une banque d’observateurs à grand gain 
de Luenberger permet de générer un ensemble de résidus qui permettent de détecter et 
d’isoler les défauts de la même station biologique décrite au chapitre 3. 
4.2. Méthodes de reconstruction et d’identification des défauts  
L’objectif fondamental d’une méthode de détection et localisation de défaut (FDI) est de générer 
une alarme quand une panne survient et d’identifier aussi la nature et l’emplacement de 
l’élément défectueux. Dans le cas des approches de diagnostic à base de modèle, une alarme est 
déclenchée lorsque le comportement du processus réel s’écarte du comportement attendu décrit 
par des équations mathématiques. Ainsi, la première étape d’une procédure de diagnostic est de 
concevoir un ensemble de signaux (ce qu’on appelle des résidus), qui peuvent refléter la présence 
ou non d’un défaut. Les observateurs, les filtres, les relations de redondances analytiques et les 
techniques d’estimation paramétrique sont des méthodes utilisées afin de générer ces résidus 
(pour plus de détails voir chapitre 2). Ces résidus sont conçus de façon qu’ils soient très petits, 
en absence de défaut. Si un défaut survient, une partie des résidus réagissent en devenant supé-
rieurs à un certain seuil prédéfini à l’avance. Cependant en présence de bruit et d’incertitude, 
l’effet du défaut peut être masqué. Une méthode statique de prise de décision peut être appliquée 
par la suite, pour décider si un défaut est présent ou non. Ainsi, l’ensemble des vecteurs obtenus 
forme une table de signature permettant de déterminer quel composant (ou ensemble de compo-
sant) est défectueux. Cependant, dans certains cas, il est nécessaire que le système continue à 
accomplir les missions souhaitées, ou le cas échéant, d’atteindre de nouveaux objectifs afin 
d’éviter des trajectoires catastrophiques, même en présence d’un ou plusieurs défauts. Dans ce 
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cas,  on parle de la commande tolérante aux défauts. Cette commande peut être active ou pas-
sive.  
De plus, les défauts graduels et intermittents sont deux types de défauts qui sont difficiles à être 
détectés par les méthodes de FDI standards.  
Les deux problèmes critiques, énoncés ci-dessus, ont motivé des travaux de recherche dans le 
domaine de reconstruction et d’identification des défauts. La reconstruction de défauts peut être 
considérée comme une extension aux approches de détection et localisation des défauts puisque 
une estimation de l’allure et de l’amplitude d’un défaut implique automatiquement sa détection. 
La reconstruction et l’identification d’un défaut est utile pour la détection directe d’un défaut 
capteur ou actionneur de faible amplitude. Par ailleurs, cette approche trouve un large champ 
d’application dans la commande tolérante au défaut (FTC). 
Une vue rapide dans la littérature existante révèle que les trois tâches de FDII (la détection, 
l’isolation et l’identification de défaut) n’ont pas été abordées équitablement. Ceci est du aux 
différents niveaux de complexité de chaque tâche. En général, l’identification de défauts est plus 
compliquée que la détection et la localisation (chapitre 2). Cela est particulièrement vrai pour les 
systèmes non linéaires.  
Le travail d’Isermann [Isermann, 1994] peut être considéré comme le premier travail d’estimation 
de défaut. Dans son travail, il a considéré les défauts agissant sur les paramètres physiques de 
processus. Ainsi les défauts peuvent être identifiés par une estimation en ligne des paramètres du 
système. Toutefois l’approche d’estimation paramétrique d’Isermann a été développée pour les 
systèmes linéaires à cause de la disponibilité de nombreuses méthodes d’estimation paramétrique 
linéaires.  
4.2.1. Méthodes de [Yan et Edwards, 2007] 
Les observateurs à mode glissant sont une classe particulière d’observateurs non linéaires. 
Plusieurs résultats de recherche concernant l’utilisation de ces observateurs pour résoudre des 
problèmes de détection et reconstruction des défauts ont été publiés. Ainsi une approche est 
proposée dans [Sreedhar et Fernandez, 1993], mais en supposant que les états du système sont 
tous acessibles. Dans ce même contexte, Tan et Edwards [Tan et Edwards, 2003], ont appliqué le 
concept « d’injection de la sortie équivalente », afin de reconstruire les défauts pour les systèmes 
linéaires en utilisant des observateurs à mode glissant. Chen et Saif [Chen  et Saif, 2007] ont 
étendu cette approche pour l’identification de défaut actionneur pour une classe des systèmes 
non linéaires. Plus précisément ils ont modifié l’approche de Tan et Edwards [Tan et Edwards, 
2003] de deux manières : 1) au lieu des systèmes linéaires, ils ont considéré une classe spécifique 
des systèmes non linéaires incertains. 2) au lieu de reconstruire seulement les défauts, ils cons-
truisent en même temps les entrées et les défauts. Néanmoins leurs approche a également deux 
limitations. D’abord, cette méthode a été développée spécifiquement pour les défauts actionneurs 
et son application à l’identification des défauts capteurs et composants n’a pas été examiné. 
Deuxièmement, elle est applicable seulement à une classe spécifique des systèmes non linéaires 
plutôt qu’une présentation plus générale. Plus récemment, une autre méthode de diagnostic de 
défauts a été proposée par Yan et Edwards [Yan et Edwards, 2007]. Ils ont étendu les resutats 
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établis pour des systèmes linéaires à une classe des systèmes non linéaires avec incertitude décrite 
par les équations : 
{푥̇ = 퐴푥 + 푔(푥, 푢) + 퐸휓(푥, 푢, 푡) + 퐷푑(푦, 푢, 푡)                         푦 = 퐶푥                                                                                                              (4.1) 
Où 푥 ∈ ℝ푛,	푢 ∈ ℝ푚, et 푦 ∈ ℝ푝 sont respectivement le vecteur d’état, d’entrées et de sorties. 퐴 ∈ ℝ푛×푛, 퐸 ∈ ℝ푛×푟, 퐷 ∈ ℝ푛×푞 et 퐶 ∈ ℝ푝×푛 (푞 ≤ 푝 < 푛)	sont des matrices constantes, avec 퐷 et  퐶 d’ordre plein. La fonction inconnue 푔(푥, 푢) est Lipchitzienne par rapport à 푥, et uniformément 
par rapport à 푢 ∈ 푈 (푈 est l’ensemble des entrées admissibles). Le terme non linéaire inconnue 휓(푥, 푢, 푡)	représente les incertitudes de modélisation et les perturbations qui agissent sur le sys-
tème. Dans ce cas, la fonction inconnue 푑(푦, 푢, 푡) ∈ ℝ푞	représente les défauts actionneurs et véri-
fie : 
 ‖푑(푦, 푢, 푡) ‖ ≤ 휌(푦, 푢, 푡)                                                                                             (4.2) 
 
Aussi, il existe une fonction 휉(푡, 푢, 푥)	Lipchitzienne par rapport à 푥, et uniformément par rapport 
à 푢 tel que:  
 ‖휓(푥, 푢, 푡) ‖ ≤ 휉(푥, 푢, 푡)                                                                                            (4.3) 
 
Supposons que 푟푎푛푔[퐸 퐷] = 푞.̃	Une autre condition à satisfaire est : 
 푟푎푛푔(퐶[퐸 퐷]) = 푟푎푛푔([퐸 퐷]), 
 
Si cette condition est satisfaite, alors il existe un changement de coordonnée, tel que le triplet (퐴, [퐸 퐷],퐶) a la structure suivante: 
 
([퐴1 퐴2퐴3 퐴4] , [0(푛−푝)×푟 0(푛−푝)×푞퐸2 퐷2 ] , [0푝×(푛−푝) 퐶2])                                                       (4.4) 
 
Où A1 ∈ ℝ(n−p)×(n−p), 퐶2 ∈ ℝ푝×푝 sont des matrices non singulières et  
 
퐸2 = [0(푝−푞)̃×푟퐸22 ],            퐷2 = [
0(푝−푞)̃×푞퐷22 ],                                                                 (4.5) 
 
où  퐸22 ∈ ℝ푞×̃푟 et 퐷22 ∈ ℝ푞×̃푞 sont deux matrices d’ordre plein.  Ainsi le système (4.1) peut donc 
être mis sous la forme: 
 푥̇1 = 퐴1푥1 + 퐴2푥2 + 푔1(푥, 푢)                                                                                     (4.6) 푥̇2 = 퐴3푥1 + 퐴4푥2 + 푔2(푥, 푢) + 퐸2휓(푥, 푢, 푡) + 퐷2푑(푦, 푢, 푡)  푦 = 퐶2푥2   
Le zéro invariant de (퐴, [퐸 퐷], 퐶) sont dans ℂ−, alors il existe une matrice 퐿 de la forme 퐿 = [퐿1 0(푛−푝)×푞 ]̃ tel que 퐴1 + 퐿퐴3 est stable. 
 
Conception de l’observateur à mode glissant 
 
On considère le système (4.6). En appliquant le changement de coordonnées suivant : 
 
푧 = [퐼푛−푝 퐿0 퐼푝]푥                                                                                                   (4.7) 
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On obtient 
 푧1̇ = (퐴1 + 퐿퐴3)푧1 + (퐴2 + 퐿퐴4 − (퐴1 + 퐿퐴3)퐿)푧2 + [퐼푛−푝 퐿]푔1(푇 −1푧, 푢) 
 푧2̇ = 퐴3푧1 + (퐴4 − 퐴3퐿)푧2 + 푔2(푇 −1푧, 푢) + 퐸2휓(푇 −1푧, 푢, 푡) + 퐷2푑(푦, 푢, 푡)                          (4.8)    
               푦 = 퐶2푧2  
Ainsi, un observateur à mode glissant pour le système (4.8) est donné par: 
 푧 ̂1̇ = (퐴1 + 퐿퐴3)푧1̂ + (퐴2 + 퐿퐴4 − (퐴1 + 퐿퐴3)퐿)퐶2−1푦 + [퐼푛−푝 퐿]푔(푇 −1푧,̂ 푢)  
                      푧 ̂2̇ = 퐴3푧1̂ + (퐴4 − 퐴3퐿)푧2̂ − 퐾(푦 − 퐶2푧2̂)+푔2(푇 −1푧,̂ 푢) + 휗(푡, 푢, 푦, 푦,̂ 푧)̂ (4.9) 
 푦̂ = 퐶2푧2̂  
La matrice de gain 퐾 est choisie de manière que 퐶2(퐴4 − 퐴3퐿)퐶2−1 + 퐶2퐾	soit symétrique définie 
négative. La fonction 휗 est de la forme : 
 휗 = 푘(. )퐶2−1 푦−푦̂‖푦−푦‖̂                푠푖 푦 − 푦̂ ≠ 0                                                                 (4.10) 
 
Où 푘(. )	est un scalaire positif à déterminer. On peut alors introduire les variables d’erreur	푒1 =푧1 − 푧1	et	푒푦 = 푦 − 푦 = 퐶2푧2 − 푧2, la dynamique de l’erreur d’estimation est donnée par: 
 푒1̇ = (퐴1 + 퐿퐴3)푒1 + [퐼푛−푝 퐿](퐺(푇 −1푧, 푢) − 퐺(푇 −1푧,̂ 푢))                                            (4.11) 
푒푦̇ = 퐶2퐴3푒1 + (퐶2(퐴4 − 퐴3퐿)퐶  2−1 + 퐶2퐾 )푒푦 + 퐶2 (퐺2(푇 −1푧, 푢) − 퐺2(푇 −1푧,̂ 푢))            (4.12)       +퐶2퐸2휓(푇 −1푧, 푢, 푡) + 퐶2퐷2푑(푦, 푢, 푡) − 퐶2휗                                                                         
Considérons la surface de glissement : 
  푆 = {(푒1, 푒푦)⏐⏐푒푦 = 0}                                                                                         (4.13) 
                                                               푒1 est asymptotiquement stable si l’inégalité matricielle	퐴 ′푃′ + 푃퐴 + 1휖 푃푃′ + 휖훾푔2퐼푛−푝 + 훼푃 < 0 se 
résout pour 푃.̅ Où 푃̅ = 푃 [퐼푛−푝 퐿], 퐴̅ = [퐴1 퐴3]′, 푃 > 0, 훼 et 휖 sont des constantes positives et 훾푔 est une constante Lipchitz de 푔(푥, 푢) par rapport à 푥. La fonction scalaire 푘(. ) satisfait 푘(푡, 푢, 푦, 푧)̂ ≥ (‖퐶2퐴3‖ + ‖퐶2‖훾푔 + ‖퐶2퐸2‖훾휉)푤̂(푡) + 휂 + ‖퐶2퐷2‖휌(푦, 푢, 푡) + ‖퐶2퐸2‖휉(푇−1푧,̂ 푢, 푡). 
 
Où 휂 est une constante positive et	푤 est la solution de l’équation différentielle 푤̇̂ = − 12 훼푤̂(푡).  
Reconstruction de défaut 
 
On suppose que l’observateur à mode glissant présenté dans le paragraphe précédent est 
construit. L’objectif de cette section est la reconstruction du défaut actionneur 푑(푡). 
 
Les deux conditions suivantes sont équivalentes : 
i) 퐼푚 (퐸22) ∩ 퐼푚 (퐷22) = {0} 
ii) Il existe une matrice non singulière 푊 ∈ 푅푞×̃푞 ̃satisfaisant  
푊[퐸22 퐷22] = [퐻1 00 퐻2],                                                                      (4.14) 
où 퐻1 ∈ 푅(푞−̃푞)×푟 et 퐻2 ∈ 푅푞×푞 sont des matrices non singulières. 
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Remaruque 4.1 
La condition énoncée ci-dessus garantie l’exitence d’une matrice 푊 permettant le découplge des 
défauts et des incertitudes, ce qui donne une reconstruction précise de défaut. 
Considérons alors le système (4.1): 
Théorème 4.1 [Yan et Edwards, 2007] 
i) Il existe une fonction continue 푚(푡)	satisfaisant 푙푖푚푡→∞ 푚(푡) = 0 tel que : ∥∥푑(̂푡) − 푑(푦(푡), 푢(푡), 푡) ∥∥ ≤ ‖퐷2+퐸2‖휉(푥, 푢, 푡) + 푚(푡),                                    (4.15) 
où 퐷2+ est la pseudo-inverse de 퐷2 et  푑(̂푡) = 푘(. )퐷2+퐶2−1 푦−푦̂‖푦−푦‖̂+휎1푒{−휎2푡}	,		                                                        (4.16) 
où 휎1 et 휎2 sont deux constantes positives. 
ii) 푙푖푚푡→∞∥∥푑(̃푡) − 푑(푦(푡), 푢(푡), 푡) ∥∥ = 0 si 퐼푚 (퐸22) ∩ 퐼푚 (퐷22) = {0}, où 푑(̃푡) = 푘(. )퐻2−1푊2[0푞×̃(푝−푞)̃ 퐼푞 ]̃퐶2−1 푦−푦̂‖푦−푦‖̂+휎1푒{−휎2푡},                                   (4.17) 
où 푊2 designe les 푞 derniers lignes de la matrice 푊. 
Preuve et interprétation de ce théorème  
Parmi les propriétés de l’observateur à mode glissant conçu précédemment est que les dyna-
miques des erreurs d’observation (4.11) et (4.12) évoluent vers la surface de glissement 푆 (4.13) 
et le mode de glissement sera maintenu par la suite. Durant le mode de glissement : 
푒푦 = 0 et 푒푦̇ = 0                                                                                                    (4.18)               
Puisque 퐶2 est nonsingulière, on obtient d’après (4.12) et (4.18) 
휙(푒1, 푧, 푧,̂ 푢) + 퐸2휓(푇 −1푧, 푢, 푡) + 퐷2푑(푦, 푢, 푡) − 휗푒푞 = 0                                                (4.19) 
Où 휗푒푞 représente le signal d’injection de sortie équivalente requise pour maintenir le mode de 
glissement et 휙(. ) est défini par : 
휙(푒1, 푧, 푧,̂ 푢) = 퐴3푒1 + 퐺2(푇 −1푧, 푢) − 퐺2(푇 −1푧,̂ 푢)                                                       (4.20) 
Il a été démontré au cours de l’article de [Yan et Edwards, 2007] que : 
‖퐺2(푇 −1푧, 푢) − 퐺2(푇 −1푧,̂ 푢)‖ ≤ 훾푔‖푒1‖                                                                      (4.21) 
D’après (4.21), on aura : 
‖휙(푒1, 푧, 푧,̂ 푢)‖ ≤ (‖퐴3‖ + 훾푔)‖푒1‖ → 0(푡 → ∞)                                                             (4.22) 
Puisque 푙푖푚푡→∞ 푒1(푡) = 0. Afin de reconstruire le signal de défaut 푑(푦, 푢, 푡), la valeur de 휗푒푞 est 
requise. Une approximation de cette quantité est donnée dans des travaux précédents d’Edwards 
et ces collaborateurs : 
휗푒푞 } 푘(. )퐶2−1 푦−푦̂‖푦−푦‖̂+휎1푒{−휎2푡} 	                                                                                  (4.23) 
Avec 휎1 et 휎2 sont deux constantes positives. 
4  Reconstruction et identification des défauts 
101 
 
i) En Multipliant l’équation (4.19) par le pseudo-inverse 퐷2+ (퐷2+퐷2 = 퐼푞), on obtient: 
푑(푦, 푢, 푡) = 퐷2+휗푒푞 − 퐷2+ 휙(푒1, 푧, 푧,̂ 푢) − 퐷2+퐸2휓(푇 −1푧, 푢, 푡)                                            (4.24) 
D’après l’équation (4.3), en remplaçant 휗푒푞 par son expression donnée par l’équation (4.23) et en 
tenant compte de la définition de d ̂dans (4.16), alors on obtient : 
∥∥푑(̂푡) − 푑(푦, 푢, 푡)∥∥ ≤ ‖퐷2+퐸2‖‖휓(푇 −1푧, 푢, 푡)‖ + 푚(푡)                   ≤ ‖퐷2+퐸2‖휉(푥, 푢, 푡) + 푚(푡)     
Avec 푚(푡) = ‖퐷2+ 휙(푒1(푡), 푧(푡), 푧(̂푡), 푢(푡))‖. D’après (4.22), 	푙푖푚푡→∞ 푚(푡) = 0. 
ii) En remplaçant 퐸2 et 퐷2 par leurs expressions données par l’équation (4.5) dans l’équation 
(4.19), on aura : 
휗푒푞2 = 휙2(푒1, 푧, 푧,̂ 푢) + [퐸22 퐷22] [휓(푇 −1푧, 푢, 푡)푑(푦, 푢, 푡) ]                                                        (4.25) 
Où	휗푒푞2	et 휙2 désignent respectivement les 푞 ̃derniers composants du	휗푒푞	et	휙. 
 
En supposant que 퐼푚 (퐸22) ∩ 퐼푚 (퐷22) = {0}, alors l’équation (4.14) est vérifiée. La multiplica-
tion de l’équation (4.25) par W donne : 
푊휗푒푞2 = 푊휙2(푒1, 푧, 푧,̂ 푢) + [퐻1휓(푇 −1푧, 푢, 푡)퐻2푑(푦, 푢, 푡) ]                                                             (4.26) 
Soit 푊2 les q derniers lignes de 푊. Une réécriture de l’équation (4.26) est donnée par : 
푑(푦, 푢, 푡) = 퐻2−1푊2 (휗푒푞2 − 휙2(푒1, 푧, 푧,̂ 푢))                                                           
= 퐻2−1푊2 ([0푞 ̃×(푝−푞 ̃) 퐼푞 ̃]휗푒푞2 − 휙2(푒1, 푧, 푧,̂ 푢))                             
Finalement, en considérant l’équation (4.23) et la définition de d ̃dans (4.17), on aboutit à : 
푑(̃푡) = 푘(. )퐻2−1푊2[0푞×̃(푝−푞)̃ 퐼푞 ]̃퐶2−1 푦 − 푦̂‖푦 − 푦‖̂ + 휎1푒{−휎2푡} →  푑(푦(푡), 푢(푡), 푡), ( 푡 → ∞) 
Remarque 4.2 
D’après les équations (4.16) et (4.17), le défaut estimé d	̂et celui reconstruit d	̃ne dépendent que 
des informations connus sur le système : la sortie du système	y, la sortie estimé ŷ et les entrées 푢. 
Remarque 4.3 
Théorème (4.1) montre que d ̃est une reconstruction précise du défaut 푑 si  퐼푚 (퐸22) ∩ 퐼푚 (퐷22) ={0}. Si cette condition n’est pas satisfaite, alors une estimation d ̂de défaut est possible. Cepen-
dant, 푑 ̂peut s’écarter de la valeur nulle à cause de la présence d’incertitude et non d’un défaut. 
Une manière de réduire l’effet d’incertitude sur le signal estimé de défaut est de choisir une ma-
trice 퐷2+ tel que ‖퐷2+퐸2‖ soit minimale. Cette approche est semblable à notre méthode puis-
qu’elle permet de reconstruire le signal de défaut avec une grande précision. Les observateurs à 
mode glissant présentent l’avantage d’être robustes vis-à-vis des incertitudes. 
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4.2.2. Méthode de [De Persis et Isidori, 2000 ; 2001] 
Notre méthode s’inscrit dans le cadre général de la théorie de contrôle géométrique. Dans ce 
même contexte, une autre méthode populaire a été développée par [De Persis et Isidori, 2000 ; 
2001]. Avant de mener une comparaison entre notre méthode et celle proposée par De Persis et 
Isidori, il est intéressant de présenter cette dernière. 
Les premiers travaux présentant l’approche géométrique pour la détection et la localisation de 
défauts ont été mis en œuvre par Massoumnia pour les systèmes linéaires (Massoumnia, 1986). 
Ils furent étendus par Hammouri pour les systèmes non linéaires affines en l’état (Hammouri et 
al., 1998) et par De Persis et Isidori pour les systèmes affines en la commande (De Persis et Isi-
dori, 2000, 2001). 
D’une manière générale, le Problème Fondamental de la Génération de Résidus (Hammouri et 
al., 1998) (ou FPRG: Fundamental Problem of Residual Generation) à l’aide d’un observateur 
s’exprime de la manière suivante. Soit le système dynamique : 
{푥̇(푡) = 푓(푥(푡), 푢(푡), 휓(푡), 푑(푡))푦(푡) = ℎ(푥(푡), 푢(푡), 휓(푡), 푑(푡))                                                                                 (4.27) 
Résoudre le PFGR pour ce système, consiste à concevoir un système dynamique 
 
{푧(̇푡) = 훤(푧(푡), 푢(푡), 푦(푡))푟(푡) = 훹(푧(푡), 푢(푡), 푦(푡))                                                                                        (4.28) 
 
tel que 
1. lorsque 휓(푡) = 0 et	푑푡 = 0, 푟(푡) tend asymptotiquement vers	0, ∀푢, ∀푦 푒푡 ∀푥0,  	2. 푟(푡) n’est pas affecté par 휓(푡), 
 3. 푟(푡) est affecté par 푑(푡). 
 
La première condition correspond à la condition classique de convergence de l’observateur. 
La seconde condition est la condition de robustesse vis à vis des perturbations. On parle alors 
d’observateurs à entrées inconnues. 
La troisième condition est une condition de sensibilité des résidus vis à vis des défauts. 
Le PFGR à l’aide d’observateurs a été largement étudié dans les 30 dernières années et de nom-
breuses solutions sont proposées dans la littérature suivant la nature du système considéré et la 
structure de l’observateur choisi. 
Les premiers travaux concernent les systèmes linéaires et sont apparus dans les années 80. Afin 
de répondre au PFGR, des observateurs à entrées inconnues doivent être utilisés. Les conditions 
d’existence d’une solution ainsi que la synthèse de ces observateurs ont ainsi été établies et sont 
présentées dans [Massoumnia, 1986; Viswanadham et Srichandert, 1987; Patton et al., 1989; Hou 
and Muller, 1992]. Une théorie unifiée est maintenant bien établie. Les travaux sur les systèmes 
non linéaires sont plus récents et encore en plein développement. Contrairement au cas linéaire, 
il n’existe pas de théorie générale. Ainsi, pour chaque classe de système, des observateurs non 
linéaires de structure différente peuvent être utilisés. Les conditions de résolution du PFGR et la 
méthode de synthèse sont propres à la solution choisie. Parmi les travaux de référence sur cet 
axe de recherche, on peut citer par exemple [Hammouri et al., 1999] pour les systèmes bilinéaires, 
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[Hammouri et al., 1998; De Persis et Isidori, 1999, 2000, 2001] pour les systèmes affines en la 
commande, [Shields et Ashton, 1999] pour les systèmes polynomiaux. 
Les deux principaux problèmes auxquels nous sommes confrontés lors de la synthèse d’un obser-
vateur pour la détection et localisation des défauts dans le cas non linéaire sont : 
 
1. Quel observateur choisir? Quelle est sa structure? et comment garantir la stabilité de  
    l’observateur? 
2. Comment réaliser le découplage des perturbations et garantir la sensibilité des résidus aux  
    défaillances? 
Plusieurs solutions ont été proposées dans la littérature afin de déterminer les conditions d’existence 
des transformations d’état et de sortie, suivant la structure du système non linéaire. Ces travaux 
reposent sur les notions de géométrie différentielle [Isidori, 1995]. Formellement, la première 
étape de synthèse s’exprime de la manière suivante. On considère le système (4.27) précédent. 
Trouver une transformation d’état 푥 ̃ = 푁(푥) et une transformation de sortie 푦 ̃ = 푀(푦) telles 
que le système puisse se mettre sous la forme : 
 
⎩⎪⎨
⎪⎧푥1̇(푡) = 푓1(푥1(푡), 푢(푡), 푑(푡))                        푥2̇(푡) = 푓2(푥1(푡), 푥2(푡), 푢(푡), 휓(푡), 푑(푡))         푦1(푡) = ℎ1(푥1(푡), 푢(푡), 푑(푡))                       푦2(푡) = ℎ2(푥1(푡), 푥2(푡), 푢(푡),휓(푡), 푑(푡))         
                                                           (4.29) 
Le sous système 
{푥1̇(푡) = 푓1(푥1(푡), 푢(푡), 푑(푡))푦1(푡) = ℎ1(푥1(푡), 푢(푡), 푑(푡))                                                                                   (4.30) 
est parfaitement découplé des perturbations. 
La détermination des transformations d’état et de sortie est un problème difficile qui doit être 
résolue au cas par cas suivant la classe de systèmes non linéaires considérée et suivant la forme 
des fonctions f1 et h1 souhaitée (qui imposera une structure pour l’observateur). 
Dans cette partie, nous donnons les bases de l’approche géométrique et les principaux résultats et 
théorèmes élaborés par [De Persis et Isidori, 1999, 2000, 2001]. La formulation et la solution du l-NLPFGR (local NonLinear Fundamental Problem of Residual Generation) seront présentées. 
Lorsque le l-NLPFGR est résolu, nous obtenons un sous système, découplé des perturbations et 
d’un sous ensemble de pannes, et sur lequel nous pouvons implanter un observateur.  
Dans leurs articles, De Persis et Isidori ont présenté une approche géométrique différentielle pour 
la détection et localisation de défaut (autrement dit le FPGR). Une condition nécessaire pour 
que le système soit résoluble est donnée en terme de distribution d’observabilité. L’existence de 
cette distribution implique l’existence d’un changement de coordonnée d’état et de sortie qui 
induit un système observable affecté par tous les défauts sauf un. 
 
Dans leur travail, ils considèrent les systèmes non linéaires affines en la commande, c’est à dire 
les systèmes s’écrivant sous la forme suivante : 
 
{ 푥̇ = 푓(푥) +∑ 푔푖(푥)푢푖푚푖=1 +∑ 푙푖(푥)푑푖 +∑ 푝푖(푥)휓푖푚휓푖=1푚푑푖=1푦(푡) = ℎ(푥)                                                                                                    (4.31) 
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Où 푥 est le vecteur d’état, défini sur un voisinage 풩 de l’origine dans ℝ푛, 푢푖 sont les entrées de 
commande, 푦 le vecteur des sorties mesurées, 푑푖	sont les défauts et 휓푖 les perturbations. Les fonc-
tions 푓(푥), 푔푖(푥), 푙푖(푥) et 푝푖(푥) sont des champs de vecteurs lisses et les fonctions ℎ푖 (les compo-
santes du vecteur	ℎ) sont lisses.  
Pour cette classe de systèmes, le PFGR admet la définition locale suivante : 
Definition 4.1 (Local NonLinear Fundamental Problem of Residual Generation (l- 
NLPFGR)): 
Considérons le système (4.31), le l-NLPFGR consiste à trouver, si possible, un filtre : 
{휁 ̇ = 푓(̃푦, 휁) +∑ 푔푖̃(푦, 휁)푢푖푚푖=1푒 = ℎ̃(푦, 휁)                                                                                                         (4.32) 
où 휁 ∈ ℝ푞 avec	1 ≤ 푞 ≤ 푛, 푒 ∈ ℝ푠 avec 1 ≤ 푠 ≤ 푝. 푓 ̃	et 푔푖̃ sont des champs de vecteurs lisses et ℎ̃	est un vecteur de fonctions lisses respectant 푓(̃0,0) = 0 et ℎ̃(0) = 0. Ce filtre est construit tel 
que si le système en cascade suivant : 
⎩⎪⎪⎨
⎪⎪⎧(푥̇휁)̇⏟푥̇푒
= ( 푓(푥)푓(̃푦, 휁))⏟⏟⏟⏟ ⏟⏟⏟
푓푒(푥푒)
+∑ ( 푔푖(푥)푔푖̃(푦, 휁))⏟⏟⏟⏟⏟ ⏟⏟⏟⏟
푔푖푒(푥푒)
푢푖푚푖=1 +∑ (푙푖(푥)0 )⏟⏟ ⏟
푙푒(푥푒)
푑푖 +∑ (푝푖(푥)0 )⏟⏟⏟ ⏟⏟
푝푒(푥푒)
휓푖    푚휓푖=1푚푑푖=1
푒 = ℎ̃(푦, 휁) = ℎ푒(푥푒)                                                                    
                (4.33) 
est défini sur un voisinage de l’origine 푥푒 = (푥, 휁)′ = (0,0)′, noté 풩푒, alors les 3 propriétés sui-
vantes sont respectées : 
(i). si 푑 = 0, alors 	n’est pas affecté par 푢푖 et 휓푖, ∀ 푖, 푗.  
(ii). 푒 est affecté par 푑. 
(iii). 푙푖푚푡→∞‖푒(푡; 푥0, 휁 0, 푢, 푑 = 0, 휓) ‖ = 0	pour toute condition initiale 푥0 et 휁 0 choisie dans un 
espace convenable contenant l’origine (푥, 휁)′ = (0,0)′ et pour tout ensemble d’entrées admissibles. 
On remarquera que la convergence vers zéro du résidu n’est imposée uniquement qu’en l’absence 
de défaut. 
Dans cette définition, la condition (i), assure la robustesse du résidu, c’est-à-dire, que ni les si-
gnaux de commande	푢푖, ni les signaux de perturbations 휓푖 n’affectent le résidu. La condition (ii) 
assure, quant à elle, la sensibilité des résidus vis-à-vis du signal de défaut. Enfin, la condition (iii) 
assure la stabilité du générateur de résidus dans le cas non défaillant. 
Résolution du l-NLPFGR 
Sans perte de généralité, seul le cas de défauts scalaires 푑 sera présenté. Considérons le système 
en cascade (4.33). L’espace d’observabilité (ou encore l’espace des observations) de ce système, 
noté 풪푒	est défini comme le plus petit espace linéaire (sur	ℝ) des fonctions sur (푋)푒 contenant 
toutes les dérivées de Lie successives: 퐿푋1퐿푋2 …퐿푋푘ℎ푗푒 pour 푗 ∈ [1, … , 푝], 푘 = 1, 2, …,	avec 푋푖, 푖 ∈푘, l’ensemble des champs de vecteurs {푓 푒, 푔1푒, … , 푔푚푒 , 푝1푒, … , 푝푚휓푒 }. 
4  Reconstruction et identification des défauts 
105 
 
L’espace d’observabilité 풪푒	définit une codistribution d’observabilité 푑풪푒 par : 
푑풪푒(푥푒) = 푠푝푎푛{푑풪(푥푒),풪 ⊂ 풪푒}, 푥푒 ∈ 휒푒                                                                (4.34) 
où 푑풪 est l’opérateur de dérivation standard : 
푑푂(푥푒) = (휕푂휕푥1   …  
휕푂휕푥푛+푞) 
L’annulateur de la codistribution d’observabilité, noté (푑풪푒)⊥	peut être interprété comme la dis-
tribution d’inobservabilité du système (4.33). En conséquence, les conditions (i) et (ii) de la défi-
nition (4.1) sont équivalentes aux deux interprétations géométriques suivantes : 
푠푝푎푛{푔푒, 푝푒} ⊂ (푑풪푒)⊥	et (푙푒 ∉ 푑푂푒)⊥                                                                       (4.35)                                    
Si 푥푒 = (푥, 휁)푇 = (0,0)푇est un point régulier de (푑푂푒), alors (푑푂푒) peut être décrite par la plus 
petite codistribution invariante sous les champs de vecteurs {푓푒, 푔푒, 푝푒} et contenue dans 푠푝푎푛{푑ℎ푒}. Cette codistribution est notée 푄푒. Ainsi, dans le voisinage de (0,0)푇, la relation sui-
vante est correcte : 
푑풪푒 = 푄푒.  
La condition (4.35) devient : 
푠푝푎푛{푔푒, 푝푒} ⊂ (푄푒)⊥ et (푙푒 ∉ 푄푒)⊥                                                                          (4.36) 
Les deux conditions (i) et (ii) de la définition (4.1) du l-NLPFGR peuvent être remplacées par 
les conditions (4.36). 
Le but est de déterminer la distribution d’inobservabilité du système et le changement de va-
riable permettant de scinder le système en deux sous-systèmes tels que l’un des deux sous-
systèmes soit parfaitement découplé des entrées inconnues. Un observateur pourra alors être im-
planté sur ce sous-système permettant d’estimer un sous-ensemble de l’état et un sous-ensemble 
de sorties (éventuellement transformés par des difféomorphismes) sans être affectés par les per-
turbations. En d’autres termes il sera possible de synthétiser un UIO. 
Théorème 4.2  
Posons 푄 une distribution invariante conditionnée involutive telle que : 
푠푝푎푛{푝} ⊂ 푄 ⊂ 푘푒푟{푑(휑 ∘ ℎ)} et (푙 ∉ 푄),                                                                  (4.37) 
pour une application surjective : 
휑: ℝ푝 → ℝ푝̃ 
définie localement autour de 푦 = 0. Alors, il existe un changement de coordonnées d’état 푥 ̃ = 푁(푥) et un changement de coordonnées de sortie 푦 ̃ = 푀(푦) définis localement autour res-
pectivement de = 0 푦 = 0, tels que dans le nouveau système de coordonnées, le système (4.31) 
s’écrive sous la forme : 
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⎩⎪⎪
⎨
⎪⎪⎧푥̃1̇ = 푓1̃(푥1̃, 푦2̃) + 푔1̃(푥1̃, 푦2̃)푢 + 푙1̃(푥̃1, 푥̃2)푑                                               푥2̇̃ = 푓2̃(푥1̃, 푥̃2) + 푔2̃(푥1̃, 푥̃2)푢 + 푙2̃(푥̃1, 푥̃2)푑 + 푝̃2(푥̃1, 푥̃2)휓                            푦1̃ = ℎ̃1(푥̃1)                                                                                     푦2̃ = ℎ̃2(푥1̃, 푥̃2)                                                                                
                 (4.38) 
avec 푥̃1 ∈ ℝ휗, 휗 ≜ 푐표푑푖푚 (푄)	 et 푙1̃(푥1̃, 푥̃2) ≠ 0 localement autour de 푀(0). 
Le choix de la matrice 푄 est le point capital de la procédure de décomposition du système. Dans 
[De Persis and Isidori, 1999, 2000, 2001], un algorithme en deux phases est proposé pour obtenir 
une distribution 푄 permettant de résoudre, lorsque cela est possible, le l-NLPFGR. La distribu-
tion 푄 ainsi obtenue va garantir l’observabilité locale du sous-système découplé permettant ainsi 
d’envisager l’implémentation d’un observateur. 
Le système original est décomposé suivant la procédure décrite dans la section précédente. Nous 
supposerons donc que ce système est localement équivalent au système donné par l’équation 
(4.38). La première condition du l-NLPFGR (Définition 4.1) impose que les résidus soient insen-
sibles aux perturbations lorsque les défauts sont nuls. Cette condition sera respectée si le sous-
système (4.39) est considéré et que les résidus sont générés en soustrayant les sorties (éventuel-
lement transformées) mesurées aux sorties estimées. 
{푥̃1̇ = 푓1̃(푥̃1, 푦2̃) + 푔1̃(푥1̃, 푦2̃)푢 + 푙1̃(푥1̃, 푥̃2)푑푦1̃ = ℎ̃1(푥1̃)                                                                                                      (4.39) 
Un observateur pour ce sous-système est synthétisé sur la partie indépendante des défauts : 
{푥̃1̇ = 푓1̃(푥̃1, 푦2̃) + 푔1̃(푥1̃, 푦2̃)푢푦1̃ = ℎ̃1(푥1̃)                                                                                                      (4.40) 
Les équations de l’observateur sont données par : 
{ 휁 ̇ = 푓 ̃1̂(휁, 푦1̃, 푦2̃, 푢)푥̃1̂ = ℎ̂̃1(휁, 푦1̃, 푦2̃, 푢) 
La sortie estimée du sous-système est donnée par : 
푦̃1̂ = ℎ̃1 (ℎ̂̃1(휁, 푦1̃, 푦2̃, 푢))                                                                                        (4.41) 
Les résidus générés en soustrayant les sorties mesurées aux sorties estimées : 
푒 = 푦1̃ − 푦̃1̂                                                                                                          (4.42) 
seront bien découplés des entrées inconnues et affectés par les défauts. Ils résolvent donc le l- 
NLPFGR.  
La méthode de De Persis and Isidori (DPMI) et la notre sont deux méthodes qui s’inscrivent 
dans le cadre de la théorie de contrôle géométrique. La méthode de DPMI est étroitement liée à 
notre approche, cependant le problème fondamental est différent : leur but est la détection et 
localisation des défauts et le découplage des perturbations. Dans notre approche, on néglige le 
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problème de découplage de perturbations. Dans le cas d’absence de perturbation notre méthode 
présente les deux avantages suivants : 
i) Nous ne nous contentons pas de la détection et l’isolation de défaut, mais une identi-
fication et reconstruction de son graphe au cours de temps est donnée. 
ii) Nous ne nous limitons pas aux systèmes affines en la commande, mais nous considé-
rons des non linéarités plus générales. 
Le deuxième point nécessite plus de développement. Considérons par exemple un défaut capteur 
additif de la forme 푦(푡) = ℎ(푥) + 푑(푡). Sans perte de généralité, on peut supposer 푦(푥) = 푥1 + 푑. 
Ensuite, si on pose 푥1 + 푑 = 푥̃1, on obtient 푦 = 푥̃1. Les dynamiques des équations sont non li-
néaires par rapport à 푑(푡), et même en considérant un système affine par rapport à 푑(푡). 
L’approche DPMI ne s’applique plus. 
Si on considère l’exemple  de [De Persis and Isidori, 2001], la méthode de DPMI fonctionne nor-
malement mais aussi elle permet de reconstruire le défaut (« dans cet exemple particulier, il est 
même possible d’identifier la valeur de 푑 »). 
Dans le cas, 푚=nombre de commande=3, 푚푑=nombre des entrées inconnues =1. En supposant 
que les commandes sont des constantes connues, alors nous sommes dans le cas générique 푚 = 3 
sorties, 푚푑 = 1 = entrée inconnue. En fait, il est facile de voir que le théorème (4.6) suivant 
s’applique, et que le changement de variables choisi de [De Persis and Isidori, 2001] conduit exac-
tement à la forme normale définie par le théorème (4.6) suivant. Mais dans le cas où les com-
mandes sont variables, il est facile de vérifier que nous obtenons la même forme normale, avec 
une légère différence ; la partie linéaire devient dépendante du temps à travers les trois com-
mandes. Ainsi, le même observateur à grand gain reste toujours valable, ce qui a été plus au 
moins suggéré par De Persis and Isidori. 
4.2.3. Approche de [Hou et Patton, 1998] 
D’un autre côté, les problèmes de détection et localisation de défaut peuvent être reformulés en 
problème d’observabilité ; les défauts étant juste considérés comme des entrées inconnues. Dans 
leur article, [Hou et Patton, 1998] ont présenté une méthode d’observabilité et de reconstruction 
des entrées inconnues. Les entrées peuvent être des défauts (semblable à notre méthode) ou in-
certitudes.  
Cette approche se déroule en deux étapes 
1) L’étude d’observabilité des entrées inconnues. D’une façon générale l’observabilité des en-
trées inconnues signifie qu’un changement des entrées du système dynamique entraine un 
changement dans les mesures, 
2) Si les entrées inconnues sont observables, la question qui reste est comment reconstruire 
ces entrées. 
Soit le système linéaire à temps invariant suivant: 
{ 푥̇ = 퐴푥(푡) + 퐵푢(푡)푦(푡) = 퐶푥(푡) + 퐷푢(푡)                                                                                           (4.43) 
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Définition 4.2 [Hou et Patton et, 1998] 
Les vecteurs des entrées 푢(푡) est dit observable si le vecteur de mesures 푦(푡) = 0 pour tout 푡 ≥ 0 
implique 푢(푡) = 0 pour tout 푡 > 0. 
Les conditions nécessaires et suffisantes de l’observabilité de ces entrées sont données par le théo-
rème suivant : 
Théorème 4.3 
L’entrée 푢(푡) du système (4.43) est observable si et seulement si: 
푠푝푒 ([−휆퐼 + 퐴 퐵퐶 퐷]) = 푠푝푒([−휆퐼 + 퐴퐶 ]) 
푠푝푒 est l’ensemble des valeurs propres finies de la matrice système 훴푠푦푠 et le faisceau d’observabilité 훴퐴퐶. 
훴푠푦푠 = [퐴 퐵퐶 퐷], 훴퐴퐶 = [퐴퐶], 
Ainsi, si le vecteur d’entrée est observable, une estimation de la forme suivante permet de re-
construire ce vecteur d’entrées : 
{푧(̇푡) = 퐹1푥(푡) + 퐹2푢(푡)             푢̂(푡) = 퐺1푥(푡) +∑ 퐺2,푖푝푖=0 푦(푖)(푡)                                                                            (4.44) 
Ainsi, nous remarquons que cette construction est réalisée par différentiation des mesures des 
systèmes linéaires, qui sont les plus entachés par les bruits de mesure. Or, le résultat d’une déri-
vation est très sensible à de tels signaux. Par conséquent, l’estimation fournie des entrées incon-
nues est malheureusement fortement noyée dans le bruit amplifié par la dérivation. 
Cette méthode est différente de la notre puisqu’elle s’intéresse au système linéaire. Cependant, 
l’étude de l’observabilité des entrées inconnues, puis la reconstruction de ces entrées constituent 
les étapes fondamentales de ces deux approches. 
Une méthode de reconstruction et d’identification de défaut ne se contente pas de détecter et de 
localiser un défaut mais aussi elle tente de reconstruire son évolution au cours de temps. Cette 
approche est très utile pour les défauts graduels et intermittents qui sont difficile à être détectés. 
En outre, cette méthode est très utile pour la commande tolérante aux défauts (FTC), dans le 
sens qu’elle ne nécessite plus une reconfiguration de la loi de commande puisque les actionneurs 
et les capteurs défectueux peuvent être réparés et une simple loi de la commande reste efficace. 
Motivé par ces utiles fonctionnalités de la reconstruction et identification de défauts, nous propo-
sons dans le paragraphe suivant une méthodologie générale d’identification et de reconstruction 
de défauts capteurs et actionneurs des processus dynamiques. Notre application à la détection 
des défauts capteurs et actionneurs pour une station d’épuration biologique à boues activées 
(équation 3.9) constitue le cadre académique idéal pour appliquer la théorie : pour cette applica-
tion (3 sorties-5 états), la théorie s’applique d’une manière générique, et de plus pour le système 
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mis sous la forme canonique d’observabilité, on peut appliquer n’importe quel type d’observateur 
grand gain de [Gauthier et Kupka ; 1994]. 
4.3. Observabilité des entrées inconnues (identification des entrées inconnues) 
4.3.1. Généralité 
Il s’avère que le concept d’observabilité pour les entrées inconnues peut être vu comme une re-
formulation du concept d’identifiabilité élaboré par [Busvelle et Gauthier 2003 ; 2004 ; 2005]. Ces 
trois papiers présentent une théorie complète de l’identification d’une seule fonction inconnue sur 
la base des mesures, conjointement avec la reconstruction des variables d’états non mesurées via 
un observateur. Dans un contexte de FDI, une entrée inconnue correspond à un seul défaut (de 
type additif dans notre cas). Si plusieurs défauts se reproduisent simultanément, nous devons 
considérer, par conséquent, plusieurs entrées inconnues (i.e. exemple des défauts additifs affec-
tant simultanément des capteurs ou actionneurs). 
La théorie d’identifiablité est étroitement liée à la théorie d’observabilité élaborée par [Gauthier 
et Kupka 1994 ; 1996 ; 2001] et requiert les mêmes méthodes et outils mathématiques. Dans cette 
section nous énonçons les principaux résultats de la théorie. Bien que les résultats puissent être 
énoncés de façon intrinsèquement plus simple, nous nous limitons à des caractérisations en 
termes de formes normales. En plus, nous ignorons certaines difficultés classiques à savoir 
(Lipshtiz globales..). Pour plus de détails, les lecteurs peuvent se référer à [Busvelle et Gauthier, 
2003 ; 2004; 2005]. 
Le concept de généricité considéré est celui de la topologie différentielle. Puisque dans la plupart 
des problèmes on considère un espace d’état compact. En pratique, il suffit de considérer la topo-
logie métrique 퐶 ∞: une fonction est proche de zéro si sa valeur ainsi que toutes ses dérivées sont 
trés petites. 
L’idée principale que le lecteur doit garder à l’esprit est la suivante : la propriété d’observabilité 
(respectivement d’identifiabilité ou d’observabilité des entrées inconnues) est la propriété 
d’injectivité de l’application : 
[État initial  sortie en tant que fonction] 
Cependant cette propriété est très instable par simple ajout d’une faible fonction ou perturba-
tion. En raison de cette instabilité, il s’avère impossible d’aboutir à des résultats puissants et 
généraux. Toutefois l’injectivité devient stable si on introduit une propriété supplémentaire qui 
est « l’injectivité infinitésimale ». 
4.3.2. Définitions et systèmes en considération 
On considère les systèmes (퐶 푤표푢 퐶 ∞) de la forme 
∑{푑푥푑푡 = 푓(푥,휑(푡))푦 = ℎ(푥,휑(푡))                                                                                                (4.45) 
 
4  Reconstruction et identification des défauts 
110 
 
Où  
- La variable d’état 푥 = 푥 (푡) appartient à une variété 푋	de dimension	푛, 푥(0) = 푥0. 
  
- La variable 푦 est dans ℝ푑푦. 
 
- 푓 et ℎ sont respectivement un champ de vecteur lisse paramétré et une fonction lisse. 
 
- La fonction 휑 (l’entrée inconnue) est une fonction du temps (dans un contexte 
d’identification c’est une fonction inconnue d’une partie de l’état). 
Pour simplifier, toutes les trajectoires du système (4.45) seront supposées définies dans des inter-
valles [0, 푇푥0,휑[, dépendant à la fois des conditions initiales et de la fonction inconnue 휑, mais 
contenant un intervalle de temps fixe 퐼 = [0, 푖].  
Notre but est donc d’estimer à la fois l’état 푥 du système et une fonction inconnue 휑:	ℝ+ → ℝ. 
Dans la partie application de ce chapitre, la fonction 휑 est notée par 푑	. 
Soit = 푋 × 퐿∞[퐼] , où 퐿∞[퐼] est un ensemble des fonctions mesurables et bornées sur tout 퐼 . 퐿∞[ℝ푑푦 ] est l’ensemble des fonctions mesurables et bornées de 퐼 dans ℝ푑푦. 
On définit l’application entrée/sortie 푃훴 par : 
푃훴:              훺→ 퐿∞[ℝ푑푦 ]                                                                                   (4.46)                                                               
        (푥0, 휑̂(. )) → 푦(. ) 
La définition naturelle de l’observabilité des entrées inconnues est la suivante : 
 
Définition 4.3 
훴 a des entrées inconnues observables si 푃훴 est injective. 
De même pour l’observabilité (voir chapitre 2), la version d’observabilité infinitésimale des en-
trées inconnues est définie comme suit : 
Considérons une variation d’ordre 1 du système (4.45), où  푇푥 est l’application tangente de 푓 par 
rapport à 푥	et 푑푥 est le différentiel par rapport à 푥 : 
푇훴푥0,휑̂,휉0,휂⎩⎪⎨
⎪⎧푑푥푑푡 = 푓(푥, 휑̂)                                푑휉푑푡 = 푇푥푓(푥, 휑̂)휉 + 푑휑푓(푥, 휑̂)휂          푦 ̂ = 푑푥ℎ(푥, 휑̂)휉 + 푑휑ℎ(푥, 휑̂)휂         
                                                        (4.47) 
et l’application entrées/ sorties de TΣ est  
푃푇훴,푥0,휑̂:    푇푥0푋 × 퐿∞[ℝ] → 퐿∞[ℝ푑푦 ]                                                                    (4.48)                                     
                      (휉0, 휂(. )) → 푦(̂. )    
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Définition 4.4 
훴 est dit à entrées inconnues infinitésimalement observables si 푃푇훴,푥0,휑̂ est injective pour tout (푥0, 휑̂(. )) ∈ 훺 i.e. 퐾푒푟(푃푇훴,푥0,휑̂) = {0} pour tout (푥0, 휑̂(. )). 
 
Remarque: Il est à signaler que l’observabilité infinitésimale et l’identifiabilité signifie l’injectivité 
de certaines applications. Il est clair que l’injectivité dépend du domaine (en restreignant le do-
maine, cette propriété devient plus faible). Par conséquent, il pourrait sembler que ces notions ne 
sont pas bien définies, car elles dépendent de la régularité des entrées (domaine de	휑). En fait, ce 
n’est plus le cas. En effet, si un système analytique n’a pas d’entrées inconnues observables (ou 
infinitésimalement observables) dans la classe des fonctions 퐿∞	alors il existe une fonction analy-
tique qui rend le système à entrées inconnues non observables. 
 
4.4. Principaux résultats exprimés sous forme normale 
L’approche est issue de la théorie d’observabilité déterministe de [Gauthier et Kupka, 2001] : 
chaque système qui a des entrées inconnues observables peut être mis (suite à un changement de 
coordonnée) sous l’une des trois formes canoniques énoncées dans les théorèmes (4.4), (4.5), (4.6) 
ci-dessous. 
Pour réaliser la reconstruction de défauts, il suffit de développer un observateur adapté à cha-
cune de ces formes canoniques. 
Dans des papiers précédents [Busvelle et Gauthier ; 2003 ; 2004; 2005], les résultats suivants ont 
été élaborés : 
- L’observabilité des entrées inconnues est une propriété générique si et seulement si le 
nombre des observations est supérieur ou égale à 3. Dans ce cas, le système générique 
peut être mis sous la forme canonique de théorème (4.6) ci-dessous. 
- En revanche la propriété de l’observabilité des entrées inconnues n’est plus générique 
dans le cas où le nombre de sorties est inférieur ou égale à 2. Dans ce cas, la propriété 
d’observabilité infinitésimale des entrées inconnues est équivalente aux formes normales 
présentées dans les théorèmes (4.4) et (4.5) ci-dessous. 
 
Théorème 4.4 (풅풚 = ퟏ) 
Si 훴 a des entrées inconnues infinitésimalement observables, alors il existe un sous ensemble 
sous-analytique fermé 푍 de 푋, de codimension 1 au moins, tel que pour tout 푥0 ∈ 푋 ∖ 푍, il existe 
un système de coordonnée (푥1, … ,  푥푛, 푉 푥0), 푉 푥0 ⊂ 푋 ∖ 푍 dans lequel 훴 (restreint à  푉 푥0) peut 
s’écrire: 
 
훴1
⎩⎪⎪
⎨
⎪⎪⎧ 푥̇1 = 푥2               ⋮          푥푛̇−1 = 푥푛             푥̇푛 = 휓(푥,휑)    푦 = 푥1        
et  휕휓(푥,휑)휕휑 ≠ 0                                                            (4.49) 
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Théorème 4.5 (풅풚 = ퟐ) 
Si 훴 a des entrées inconnues infinitésimalement observables, alors il existe un semi-analytique 
ouvert dense 푈̃ ⊂ 푋 × ℝ tel que pour tout point (푥0,휑0) de 푈̃, possède un voisinage 푉 푥0 × 퐼휑0, et 
des coordonnées 푥 dans 푉 푥0telles que le système 훴 restreint a 푉 푥0 × 퐼휑0, noté 훴∖푉 푥0×퐼휑0 , ad-
mette l’une des formes suivantes : 
- Forme normale type 1 : 
 
훴2,1
⎩⎪⎪
⎪⎪⎪
⎪⎨
⎪⎪⎪
⎪⎪⎪⎧
푦1     = 푥1                                            푦2 = 푥2푥̇1     = 푥3                                            푥2̇ = 푥4          ⋮                                                     ⋮         푥2̇푘−3 = 푥2푘−1                                    푥2̇푘−2 = 푥2푘푥̇2푘−1 = 푓2푘−1(푥1,⋯ , 푥2푘+1)푥̇2푘    = 푥2푘+1         ⋮푥̇푛−1  = 푥푛푥̇푛     = 푓푛(푥,⋯ ,휑)
                           (4.50) 
 
Avec 휕푓푛휕휑 ≠ 0 
 
- Forme normale type 2 : 
 
훴2,2
⎩⎪⎪
⎪⎪⎪
⎪⎨
⎪⎪⎪
⎪⎪⎪⎧
푦1     = 푥1                   푦2 = 푥2푥̇1     = 푥3                   푥2̇ = 푥4          ⋮                            ⋮푥̇2푟−3 = 푥2푟−1           푥̇2푟−2 = 푥2푟푥̇2푟−1 = 휓(푥,휑)            푥2̇푟 = 퐹2푟(푥1, … , 푥2푟+1, 휓(푥,휑))                              푥2̇푟+1 = 퐹2푟+1(푥1, … , 푥2푟+2, 휓(푥,휑))                                         ⋮                               푥̇푛−1 = 퐹푛−1(푥,휓(푥,휑))                                    푥푛̇ = 퐹푛(푥,휑)
                      (4.51) 
 
Avec   휕휓휕휑 ≠ 0, 휕퐹2푟휕푥2푟+1 ≠ 0, … , 휕퐹푛−1휕푥푛 ≠ 0 
 
- Forme normale type 3 : 
 
훴2,3
⎩⎪⎪⎨
⎪⎪⎧푦1     = 푥1                    푦2     = 푥2푥̇1     = 푥3                    푥̇2     = 푥4          ⋮                                ⋮푥̇푛−3  = 푥푛−1                 푥푛̇−2 = 푥푛푥̇푛−1  = 푓푛−1(푥,휑)          푥̇푛    = 푓푛(푥,휑)
                                           (4.52) 
 
Avec  휕(푓푛−1,푓푛)휕휑 ≠ 0 
Le résultat dans le cas générique est le suivant : 
Théorème 4.6 (풅풚 ≥ ퟑ) 
Si 훴 est un système générique qui a des entrées inconnues observables, alors il existe un sous-
espace ouvert et dense 푍 de 푋, tel que pour tout 푥0 ∈ 푋 ∖ 푍, il existe une fonction 퐹 de classe 퐶∞, et un prolongement 훷푦,̌,… ,푦(̌2푛)(푥) dépendant de (푦,̌ 푦′̌, … , 푦(̌2푛)) tel que en dehors de 푍, les 
trajectoires de 훴 푥0,휑 soient envoyées par 훷푦,̌… ,푦(̌2푛) sur les trajectoires du système suivant : 
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훴3+
⎩⎪⎪
⎪⎨
⎪⎪⎪⎧
    푧̇1 = 푧2     푧2̇ = 푧3         ⋮   푧2̇푛 = 푧2푛+1                                                 푧2̇푛+1 = 퐹(푧1,⋯ , 푧2푛+1, 푦,̌ … , 푦(̌2푛+1))       푦 ̅ = 푧1   
                                          (4.53) 
Où 푧푖, 푖 = 1,⋯ , 2푛 + 1 est un vecteur de dimension	푝 − 1, et où 
{푥 = 훷푦 ̌,… ,푦(̌2푛)−1 (푧)   휑 = 휓(푥, 푦)̌                                                                                                       (4.54) 
푦	̌est une certaine sortie sélectionnée parmi les sorties 푦푖, par exemple	푦1, et 푦 ̅représente les sor-
ties restantes 푦2 et 푦3. 
Des résultats plus détaillés de ce cas générique, ainsi que la preuve de ce théorème, peuvent être 
trouvés dans le papier de [Busvelle et Gauthier, 2004]. Ceci représente le résultat crucial pour 
notre application. 
4.5. Le cas générique 3-5 
3-sorties 5-états représente le cas générique le plus simple. De plus il est naturellement sous une 
certaine forme canonique car les sorties font partie des états. 
Nous débutons avec un système de la forme : 
푌 = (푦1, 푦2, 푦3) = (푥1, 푥2, 푥3),        푥 = (푥1, … , 푥5),             푥(̇푡) = 푓(푥) 
Notre but est de construire un défaut capteur de type additif 푑(푡)	sur la première sortie. En 
fet 푦1(푡) = 푥1(푡) + 푑(푡). Soient 푧1(푡) = 푥1(푡) + 푑(푡), 푧2(푡) = 푥2(푡), … ,  푧5(푡) = 푥5(푡), on obtient la 
nouvelle réécriture du système : 
푦1(푡) = 푧1(푡),	 푦2푡 = 푧2푡,  푦3(푡) = 푧3(푡), 
푧1̇(푡) = 푓1(푧1(푡) − 푑(푡),  푧2(푡),⋯ ,  푧5(푡)) + 푑 ̇                                                               (4.55) 
푧푖̇(푡) = 푓푖(푧1(푡) − 푑(푡), 푧2(푡),⋯ , 푧5(푡)), 푖 = 2, … 5  
Où 
푧 ̇ = 푔(푧, 푑, 푑)̇                                                                                                        (4.56) 
Une façon simple de procéder est de supposer 푑 ̇= 0. Ainsi nous obtenons une équation de 6 états 
de la forme : 
푧(̇푡) = 푔(푧1(푡), 푧2(푡),⋯ ,  푧5(푡), 푑)                                                                               (4.57) 
   푑 ̇= 0  
Introduisons un changement de variable suivant : 푍 = (푧, 푑), 
푍 ̇ = 퐺(푍)                                                                                                            (4.58) 
푌 = (푍1,푍2,푍3)  
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Ainsi un défaut abrupt 푑 correspond exactement à un saut de l’état 푍 du modèle (4.58). Dans ce 
cas, un observateur à grand gain est l’observateur idéal pour faire la reconstruction de défaut : il 
a spécialement la propriété de recouvrir arbitrairement les grandes variations dans les conditions 
initiales. 
En effet, en général (pour tout système générique), la matrice d’ordre 3 × 3	formée par les lignes : 
(휕퐺푖휕푧4 , 휕퐺푖휕푧5 , 휕퐺푖휕푑 ) , 푖 = 1, … ,3                                                                                       (4.59) 
est inversible, ce qui signifie d’après le théorème des fonctions implicites, qu’en gelant ou en 
fixant les variables 푧1, 푧2 et	푧3, l’application 퐺̃ = (퐺1(푧4, 푧5, 푑),퐺2(푧4, 푧5, 푑),퐺3(푧4, 푧5, 푑))	a un 
inverse 퐺1̃. 
Il est clair, ainsi, que le système a des entrées inconnues observables. En connaissant la sortie 푌(푡) = (푧1(푡), 푧2(푡), 푧3(푡)) et en différentiant, on obtient (푧1̇(푡), 푧2̇(푡), 푧3̇(푡)) = 퐺(̃푧4(푡), 푧5(푡), 푑(푡)) 
dont nous pouvons inverser pour chaque valeur de 푧1(푡), 푧2(푡), 푧3(푡)	et nous obtenons ainsi une 
connaissance de 푧4(푡), 푧5(푡), 푑(푡). 
Cela permet de montrer que le système a des entrées inconnues observables et fournit également 
un moyen pratique de l’observer en utilisant les dérivées approximatives. 
Gauthier et Busvelle [Gauthier et Busvelle, 2003; 2004; 2005] ont utilisé une stratégie plus géné-
rale pour représenter la fonction	푑(푡). Par exemple un simple modèle local 푑(푘) = 0. La question 
derrière le choix de cette forme polynomiale n’est pas qu’elle modélise la fonction globalement 
comme étant une fonction de temps, mais seulement localement, sur des intervalles de temps 
raisonnables (raisonnable par rapport aux performances requises pour la reconstruction des en-
trées et de l’état). 
Ainsi, nous sommes dans le cas général d’un système à  6+ 푘-états, 3-sorties. Le fait que le sys-
tème original (équation 4.58) a des entrées inconnues infinitésimalement observables implique 
que le système étendu	6+ 푘 états peut être mis sous une certaine forme normale appropriée. 
De même, pour cette forme, les dérivées approximatives permettent la reconstruction de l’état. 
Il est à signaler que pour toutes les formes normales décrites ci-dessus, un tel modèle polynomial 
local permet d’utiliser les observateurs à grand gain de [Gauthier et Kupka, 2001] (voir chapitre 
2, section 2.3.6). Une explication plus détaillée de la reconstruction des défauts capteurs et ac-
tionneurs d’une station d’épuration, pour un modèle simple de défaut de la forme 푑 ̇= 0, fera 
l’objet de la section suivante. 
Mais avant d’aborder la partie applicative une question très intéressante se pose : pourquoi est-
il nécessaire d’effectuer une telle lourde analyse théorique pour aboutir à une telle 
conclusion triviale d’utilisation d’observateurs à grand gain ? 
Pour répondre à cette question, nous prenons l’exemple du système linéaire suivant : 
훴푒 {푥̇1 = 푥2 − 푢   푥̇2 = 푢         푦 = 푥1                                                                                                      (4.60) 
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Ce système n’a pas d’entrées inconnues observables : en effet, en posant 푋 = (푥10, 푥20), l’application (푢(. ),푋) → 푦(. ) est linéaire, et non injective ; son noyau 퐾	est l’ensemble de couple de la forme (푢 = 푒푡푥20,푋 = (0, 푥20)). 
Cependant sans analyse d’observabilité et en ajoutant un modèle local de la forme 푢(푘) = 0, on 
obtient le système linéaire étendu suivant : 
훴푒,1
⎩⎪⎪
⎪⎨
⎪⎪⎪⎧
푥̇1 = 푥2 − 푢    푥̇2 = 푢           푢̇ = 푢1        ⋮         푢̇푘−1 = 0             푦 = 푥1       
                                                                                       (4.61) 
Le système obtenu (훴푒,1)	est observable, et un observateur de Luenberger standard peut assurer 
une convergence exponentielle des états estimés vers ceux réels. Cependant, ces résultats n’ont 
aucune signification. En effet, bien que le système ait des entrées inconnues non observables, ces 
entrées inconnues sont observables dans le cas des systèmes polynomiaux. Bien que le système 
soit linéaire, il mène à l’utilisation de l’observateur standard de Luenberger. On peut imaginer 
que dans le cas non linéaire de pires résultats peuvent apparaitre. Ainsi l’étude de l’observabilité 
des entrées inconnues est absolument nécessaire, comme indique l’exemple (4.60).  
 
4.6. Choix de l’observateur à grand gain pour le cas des systèmes 3-5 
4.6.1. Etude préliminaire 
Revenons au système (4.58), on considère la matrice 퐽 d’ordre 3 × 3 définie par la formule (4.59) 
ci-dessus, 퐽푖푗 = 휕퐺푖휕푍 , 푖 = 1, … ,3; 푗 = 4,… ,6. 
L’inversibilité de cette matrice Jacobéenne caractérise l’observabilité infinitésimale dans le sens 
de [Gauthier et Kupka, 2001]. 
Cette forme particulière d’ordre 3 × 5, est une généralisation de la forme normale d’observabilité 
des systèmes mono-sortie représentés dans le livre de [Gauthier et Kupka, 2001] (à voir aussi le 
théorème (2.1) p.22 de Gauthier et Kupka, 2001). En fait, dans le cas des systèmes mono-sortie 
d’ordre 2 considéré, nous aurions la forme normale suivante : 
⎩⎨
⎧ 푦 = 푥1                                                          푥̇1 = 푓1(푥1, 푥2, 푢)                                               푥̇2 = 푓2(푥1, 푥2, 푢)            푎푣푒푐 휕푓1휕푥2 ≠ 0                  
                                                (4.62) 
La condition 휕푓1휕푥2 ≠ 0	de l’observabilité infinitésimale est analogue, dans notre cas à l’inversibilité 
de la matrice 퐽. 
A ce stade, nous pouvons, suite à un changement de coordonnée, appliquer un filtre de Kalman 
étendu grand gain. Cependant, une solution plus simple se présente. Une version multi-sorties 
généralisée élaborée par [Hammouri et Farza, 2003], montre qu’il est plus convenable d’appliquer 
la version de base d’un observateur grand-gain de Luenberger. 
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4.6.2. Observateur grand gain de Luenberger multi-sorties 
Dans notre cas, nous ne considérons pas les problèmes habituels des observateurs à grand gain, 
qui consiste à un prolongement des fonctions en dehors du domaine physique en veillant à ce que 
le prolongement soit Lipchitz. Dans notre cas, cela est plus ou moins trivial. 
L’espace physique est défini par : 
푃푠 = {푀1 ≥ 푧1 − 푑 ≥ 휀1,푀푖 ≥ 푧푖 ≥ 휀푖 > 0},                                                               (4.63) 
pour 푖 = 2, … ,5. 
Dans le cas des systèmes 3-sorties 5-états, on se rend compte facilement que la condition d’usage 
d’un observateur grand gain de Luenberger donné par [Hammouri et Farza, 2003] se réduit à la 
propriété (P) suivante: 
(P) Il existe une matrice 푆	constante d’ordre 3 × 3	tel que toutes les matrices	퐽	d’ordre 3 × 3	sa-
tisfont : 푆 푇퐽 + 퐽 푇푆 ≤ −푎퐼푑, où 푎 > 0. 
Soulignons encore une fois que, quand la propriété (P) est vérifiée, il est possible de construire un 
observateur grand gain de Luenberger à gain constant qui permet une reconstruction rapide de 
l’état et du défaut (dans notre cas le défaut actionneur ou capteur est de type additif). 
 
4.7. Application et résultats de simulation 
Nous avons signalé dans le premier et le troisième chapitre que les normes sur le rejet des eaux 
usées des stations d’épuration deviennent de plus en plus strictes. La maitrise de coûts de fonc-
tionnement et des impacts de ces rejets sur le milieu naturel ne s’obtient pas uniquement par une 
amélioration de la commande pour en optimiser le fonctionnement. En effet, tout défaut conduit 
à la génération de commande qui ne correspond pas à l’état réel du processus, d’où une diminu-
tion de fiabilité et des performances. Ainsi, le diagnostic de fonctionnement constitue un élément 
nécessaire de toute procédure d’automatisation. Après une modification de l’équation (3.9) du 
modèle d’une station d’épuration biologique on obtient : 
푥1̇ = −(훼1 퐾푂,퐻퐾푂,퐻 + 푥3
 푥1퐾푁푂 +  푥1)푥̃4 + (
푄푖푛푉 (푆푁푂 푖푛 − 푥1) + 훼2 푥2퐾푁퐻,퐴 + 푥2
푥3퐾푂,퐴 + 푥3) 
 
푥̇2 = −(훼3 푥3퐾푂,퐻 + 푥3 + 훼4
퐾푂,퐻퐾푂,퐻 + 푥3
푥1퐾푁푂 + 푥1)푥̃4 + 훼5푥5
+ (푄푖푛푉 (푆푁퐻 푖푛 − 푥2) − 훼2 푥2퐾푁퐻,퐴 + 푥2
푥3퐾푂,퐴 + 푥3)                             (4.64)   
푥̇3 = −(훼6 푥3퐾푂,퐻 + 푥3)푥̃4 −(
푄푖푛푉 푥3 + 훼7 푥2퐾푁퐻,퐴 + 푥2
푥3퐾푂,퐴 + 푥3 − 푘푙푎(푆푂푠푎푡 − 푥3))   
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푥̃̇4 = (
푄푖푛푉 푋퐷퐶푂 푖푛 + 훼11)퐾퐷퐶푂 (1 − 푥̃4)2 −
푄푖푛푉 훼8(1 − 푥̃4)푥̃4
− 1퐾퐷퐶푂 (훼9
푥3퐾푂,퐻 + 푥3 + 훼10
퐾푂,퐻퐾푂,퐻 + 푥3
 푥1퐾푁푂 +  푥1)(1 − 푥̃4)2푥4̃ 
푥5̇ = 푄푖푛푉 (푆푁퐷 푖푛 − 푥5) − 훼5푥5
+ (훼12 푥3퐾푂,퐻 + 푥3 + 훼13
퐾푂,퐻퐾푂,퐻 + 푥3
 푥1퐾푁푂 +  푥1)
푥4̃퐾퐷퐶푂퐾푁퐷 + 푥̃4(퐾푁퐷 − 퐾퐷퐶푂) 
 
 
Avec  
 
훼1 = 휇퐻푋퐵,퐻휂푁푂,푔 1−푌퐻2.86푌퐻, 훼2 = 휇퐴푌퐴 푋퐵,퐴, 훼3 = 휇퐻푋퐵,퐻푖푁퐵푀, 훼4 = 휇퐻푋퐵,퐻푖푁퐵푀휂푁푂,푔, 훼5 =
푘푎푋퐵,퐻 , 훼6 = 휇퐻푋퐵,퐻 1−푌퐻푌퐻 , 훼7 = 4.57 휇퐴푌퐴 푋퐵,퐴, 훼8 = 퐾푆퐾퐷퐶푂, 훼9 = 휇퐻푋퐵,퐻푌퐻  , 훼10 = 휇퐻푋퐵,퐻푌퐻 휂푁푂,푔, 
훼11 = (1 − 푓푟푋퐼)(푏퐻푋퐵,퐻 + 푏퐴푋퐵,퐴), 훼12 = 푘ℎ 푋푁퐷푋푆 푋퐵,퐻, 훼13 = 푘ℎ 푋푁퐷푋푆 푋퐵,퐻휂푁푂,ℎ. 
 
Dans ce chapitre, nous mènerons plusieurs simulations à l’aide des données générées par l’équipe 
de modélisation et simulation de Laboratoire de Technologie industrielle de Hudor à Luxem-
bourg, en utilisant le modèle ASM1 et le logiciel SIMBA (http://www.ensic.inpl-nancy.fr/ COSTWWTP/Benchmark). Les fichiers de données temps sec, temps pluvieux et temps orageux 
sont recueillis à partir du modèle de référence de Benchmark. 
 
Les concentrations mesurées de cette station d’épuration biologique des eaux usées sont : 
l’oxygène dissous 푆푂, l’azote sous forme d’ammoniaque 푆푁퐻, azote sous forme de nitrites et ni-
trates 푆푁푂. 
Les actionneurs du système sont : 푄푖푛 le débit d’entrée et 푢 : 푢 = 1 au cours des périodes 
d’aération et 푢 = 0 lors de période d’arrêt de l’aérateur. 
Ainsi notre but est de reconstruire les défauts capteurs et actionneurs de cette station 
d’épuration [Methnani et al., 2011 (a)]. Un défaut est représenté par une fonction inconnue qui 
sera identifiée en ligne. Considérons le système ASM1 réduit décrit par l’équation (4.64), la mé-
thode de reconstruction de défaut appliqué au premier capteur 푆푁푂 est donnée en détail. Le reste 
des défauts capteurs et actionneurs sera traité de la même façon. Dans ce cas, la fonction incon-
nue 푑 désigne un défaut additif. Comme expliqué ci-dessus, le vecteur d’état est étendu en ajou-
tant une variable d’état supplémentaire 푑. La fonction est modélisée comme étant un saut dans 
les conditions initiales 푑 ̇= 0. 
Le vecteur 퐺(푍) est donné par : 
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퐺(푍) =
⎝
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎛ 퐷푖푛(푆푁푂 푖푛 − (푧1 − 푑)) + 훼2
푧2퐾푁퐻,퐴 + 푧2
푧3퐾푂,퐴 + 푧3
−훼1 퐾푂,퐻퐾푂,퐻 + 푧3
(푧1 − 푑)퐾푁푂 + (푧1 − 푑) 푧4,퐷푖푛(푆푁퐻 푖푛 − 푧2) − 훼2 푧2퐾푁퐻,퐴 + 푧2
푧3퐾푂,퐴 + 푧3 + 훼5푧5
− (훼3 푧3퐾푂,퐻 + 푧3 + 훼4
퐾푂,퐻퐾푂,퐻 + 푧3
(푧1 − 푑)퐾푁푂 + (푧1 − 푑)) 푧4,−퐷푖푛푧3 − 훼7 푧2퐾푁퐻,퐴 + 푧2
푧3퐾푂,퐴 + 푧3 + 푘푙푎(푆푂푠푎푡 − 푧3) − 훼6
푧3퐾푂,퐻 + 푧3 푧4,(퐷푖푛푋퐷퐶푂 푖푛 + 훼11)퐾퐷퐶푂 (1 − 푧4)2 − 퐷푖푛훼8(1 − 푧4)푧4
− 1퐾퐷퐶푂 (훼9
푧3퐾푂,퐻 + 푧3 + 훼10
퐾푂,퐻퐾푂,퐻 + 푧3
(푧1 − 푑)퐾푁푂 + (푧1 − 푑)) (1 − 푧4)2푧4,퐷푖푛(푆푁퐷 푖푛 − 푧5) − 훼5푧5
+(훼12 푧3퐾푂,퐻 + 푧3 + 훼13
퐾푂,퐻퐾푂,퐻 + 푧3
(푧1 − 푑)퐾푁푂 + (푧1 − 푑))
푧4퐾퐷퐶푂퐾푁퐷 + 푧4(퐾푁퐷 − 퐾퐷퐶푂) ,0 ⎠
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎞
 
Ici, 푧6 = 푑. 
L’équation standard d’un observateur grand gain de Luenberger est donnée par : 
푋̇̂(푡) = 퐺(푋̂) − 퐾휃(퐶푋̂ − 푦)                                                                                    (4.65) 
Où 퐾휃 = 훥휃퐾, pour	휃 > 1, où 휃 est un paramètre supposé grand et : 
- 훥휃 est une matrice diagonale par bloc, 훥휃 = 퐵퐷(휃퐼3, 휃2퐼3) avec 퐼3 est la matrice d’identité 
d’ordre 3. 
- 퐾 est un certain gain constant qui satisfait : (퐺*̃ (푋̂) − 퐾퐶)′ 퐿 − 퐿 (퐺*̃ (푋̂) − 퐾퐶) ≤
−푎퐼푑, 푎 > 0 où 퐿 est une matrice constante symétrique définie positive. 
Ici, G̃*(X) désigne la matrice Jacobienne de	GX par rapport à X (G̃(X) est définie dans la sec-
tion (4.5)). 
Pour le cas des systèmes mono-sortie, l’existence de 퐾 est prouvé par [Gauthier et Kupka, 1994]. 
Cependant, dans le cas des systèmes multi-entrées, multi-sorties, la situation est beaucoup plus 
compliquée. Elle a été étudiée plus en détail par [Hammouri et Frarza, 2003]. 
Dans notre cas, l’existence de 퐾 est garantie par la propriété (푃 ) définie dans la section (4.6.2) 
ci-dessus. Pour vérifier que la propriété 푃	 est vraie dans notre cas, il suffit de remarquer que la 
matrice Jacobienne 퐽 a la forme suivante dans l’espace physique 푃푠: 
퐽 = (−푎 0 푓−푏 훼 푒−푐 0 0), où 푎, 푏, 푐, 푓, 푒, 훼 sont des constantes strictement positives. 
Le lemme technique suivant démontre la propriété	(푃 ) . 
Lemme technique 
Soit 퐶 un sous-ensemble compact contenu dans l’ensemble des matrices de la forme : 
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퐴 = (−푎 0 푓−푏 훼 푒−푐 0 0), avec 푎, 푏, 푐, 푓, 푒, 훼 > 0  
푁 est une autre matrice de la forme 
푁 = ( 0 0 −푟0 −1 0푟푠 0 0 ), 
Alors, pour 푟, 푠 > 0 suffisamment grand 
푁 ′퐴 + 퐴 ′푁 < −훽퐼푑, 훽 > 0 ∀퐴 ∈ 퐶 
Preuve 
푁 ′퐴 = (−푐푟푠 0 0푏 −훼 −푒푎푟 0 −푑푟) 
푋 = (푥푦푧) 
푋 ′푁 ′퐴푋 = −푐푟푠푥2 − 훼푦2 − 푑푟푧2 + 푏푥푦 − 푒푦푧 + 푎푟푥푧 
−훼푦2 + 푏푥푦 − 푒푦푧 = −  훼푦2 − 2√훼푦 푏푥 − 푒푧2√훼 + "푏푥 − 푒푧2√훼 #
2$ + (푏푥 − 푒푧)24훼2  
−훼푦2 + 푏푥푦 − 푒푦푧 = − (√훼푦 − 푏푥 − 푒푧2√훼 )
2 + 푏2푥24훼2 + 푒
2푧24훼2 − 푏푒푥푧2훼2  
푋 ′푁 ′퐴푋 = − (√훼푦 − 푏푥 − 푒푧2√훼 )
2 +(( 푏24훼2 − 푐푟푠)푥2 + ( 푒
2
4훼2 − 푑푟) 푧2 + (푎푟 − 푏푒2훼2)푥푧) 
Ici, nous n’avons pas utilisé la construction explicite de gain 퐾 proposée par [Hammouri et Far-
za, 2003], mais nous proposons une reconstruction heuristique qui donne des bons résultats pra-
tiques. 퐾 = 퐿−1퐶 ′, où 퐿 est la solution de l’équation de Ricatti suivante : 
−퐺 ′퐿 − 퐿퐺 + 퐶 ′퐶 − 퐿푄퐿 = 0                                                                               (4.66) 
Acec 푄 = 푑푖푎푔(10−3, 10−3, 10−3, 10−3, 10−3, 10−1 ), et  
퐺 =
⎝
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎛0 0 0 휕푔1(푥)휕푥4
휕푔1(푥)휕푥5
휕푔1(푥)휕푑
0 0 0 휕푔2(푥)휕푥4
휕푔2(푥)휕푥5
휕푔2(푥)휕푑
0 0 0 휕푔3(푥)휕푥4
휕푔3(푥)휕푥5
휕푔3(푥)휕푑0 0 0 0 0 00 0 0 0 0 00 0 0 0 0 0 ⎠
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎞
, 푒푛 푢푛 푝표푖푛푡 푥.  
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Nous obtenons, ainsi,  le gain 퐾 suivant : 
퐾 =
⎝
⎜⎜⎜
⎜⎛
3.73 1.43 × 10−2 5× 10−31.43 × 10−2 5.69× 10−1 4.255× 10−15× 10−3 4.255× 10−1 2.91890 −2 × 10−4 −10−30 10−3 −2 × 10−4   10−1 3 × 10−4 −5× 10−4 ⎠
⎟⎟⎟
⎟⎞ 
 
Les trois sorties du système sont corrompues d’un bruit coloré additif. Ce bruit est obtenu en 
simulant un processus d’Ornstein-Ulhenbeck (Uhlenbeck et Ornstein, 1930). Pour bien com-
prendre la simulation, il est nécessaire de donner quelques définitions : 
Un processus stochastique représente les états du système qui dépendent à la fois du temps et 
des variables aléatoires. Il est exprimé par un ensemble de variables aléatoires indexées par le 
temps {푋푡: 푡 ≥ 0} 
Définition 4.5 
Un processus de Wiener ou mouvement brownien de variance 휎2 à 푡 = 0, est un processus sto-
chastique {퐵푡: 푡 ≥ 0} à valeur dans ℝ	et vérifiant : 
1.	퐵0 = 0, 
2. Pour tout 푡1 < 푡2 < ⋯ < 푡푛, les variables	퐵푡1, 퐵푡2 − 퐵푡1, … ,퐵푡푛 − 퐵푡푛−1 sont indépendantes, 
3. Pour tout	푠 < 푡, l’accroissement 퐵푡 − 퐵푠	est une variable aléatoire normale de moyenne nulle 
et de variance (푡 − 푠)휎2, 
4. la fonction 푡 → 퐵푡 est continue 
Enfin nous pouvons définir un processus d’Ornstein-Ulhenbeck comme étant un processus sto-
chastique décrit par l’équation différentielle stochastique suivante : 
푑푋푡 = −휌푋푡푑푡 + 훼푑퐵푡,                                                                                          (4.67) 
où 퐵푡	est le mouvement brownien, 휌 et	훼 sont deux constantes positives. L’équation (4.67) peut 
être réécrite :  
푑[푒휌푡푋푡] = 훼푒휌푡푑퐵푡. Ainsi, 푋푡 = 푒−휌푡 [푋0 + ∫ 훼푒휌푠푑퐵푠푡0 ]. Le processus stochastique 푋푡 est tel 
que : 
1. Si 푋0	est une variable gaussienne de moyenne nulle et de variance égale à 훼22휌 ,	alors 푋푡 est 
gaussien et stationnaire de covariance : 피[푋(푡)푋(푠 + 푡)] = 훼22휌  푒−푟휌|푠|, 
2. 푋(푡) est un processus markovien, 
3. quand	푋0 = 푐, la loi stochastique de 푋(푡)	est une loi normale de moyenne 푒−휌푡푐 et de va-
riance 훼22휌 (1 − 푒2휌푡). 
D’après [Gillespie, 1996], pour un temps d’échantillonnage	∆푡, l’équation de mise à jour d’un 
processus d’Ornstein-Ulhenbeck est donnée par : 
 푋(푡 +∆푡) = 푋(푡)휇 + 훾푧푛,                                                                                      (4.68) 
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où : 
- 휇 = 푒−휌∆푡, 
- 훾2 = (1 − 푒−2휌∆푡) (훼22휇), 
- 푧푛 est distribution gaussiènne standard 풩(0,1). 
푑푋푡 = −훽푋푡푑푡 + 휎√2훽푑퐵푡, où 훽 et 휎 sont deux constantes positives. Ainsi, si 푋(0) = 0, la va-
leur moyenne de 푋푡 est nulle et sa variance 훼22휌 devient 휎2. 
Pour simuler le processus d’Ornstein-Ulhenbeck, nous considèrons l’équation (4.68) et rempla-
çons : 
- 훼 par 휎√2훽, 
- 휌 par 훽. 
Par conséquent l’équation devient : 푋(푡 +∆푡) = 푋(푡)휇 + 휎(1 − 휇2)푧푛 . 
Le schéma suivant résume le diagramme de bruit coloré avec	푋0 = 0,	휇 ∈ %0,1& et 휎 > 0. 
 
 
 
 
Figure 4.1. Simulation de bruit coloré 
En simulant ce diagramme nous obtenons un bruit réaliste.  
Les paramètres cinétiques et stœchiométriques sont ceux définis pour le modèle ASM1. Les 
autres paramètres sont définies dans le tableau (3.5). 
4.7.1. Défauts capteurs 
défauts abrupt 
A t=2 jours un défaut est appliqué au 1er capteur 푆푁푂 (figue 4.2). L’amplitude du défaut est 
égale à (1 푚푔/푙) (comparée à une valeur moyenne de (6 푚푔/푙)). Les résultats de simulation 
donnés par les figures (4.3), (4.4) et (4.5) affichent les sorties d’observateur 푑, 푋퐷퐶푂	et 푆푁퐷. 
 
Figure 4.2. Capteur SNO en défaut (défaut abrupt). 
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Figure 4.3.Différence entre un défaut abrupt appliqué sur le capteur SNO et celui reconstruit. 
 
Figure 4.4. Différence entre l’état XDCO réel et celui estimé pour un défaut abrupt sur SNO. 
 
Figure 4.5. Différence entre l’état SND réel et celui estimé pour un défaut abrupt sur SNO. 
 
Ces résultats démontrent l’efficacité de la méthode proposée pour l’estimation d’états et la 
reconstruction simultanée des défauts capteurs, même pour des systèmes soumis à des mesures 
bruitées.  
 
De même, les résultats de simulation de l’application d’un défaut abrupt sur le deuxième et 
troisième capteur (푆푁퐻 et 푆푂) sont donnés respectivement par les figures (4.6), (4.7) et les 
figures (4.8), (4.9). 
Figure 4.6. Capteur SNH en défaut (défaut 
abrupt). 
 Figure 4.8. Capteur SO en défaut 
(défaut abrupt). 
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Figure 4.7. Différence entre un défaut abrupt 
appliqué sur le capteur SNH et celui 
reconstruit. 
 
 Figure 4.9. Différence entre un 
défaut abrupt appliqué sur le capteur SO et 
celui reconstruit. 
 
Bien que nons recontruisions simultanément les varibles d’états inconnues 푋퐷퐶푂	et 푆푁퐷, le but 
principal est de reconstruire les défauts capteurs	푑. 
La variable 푑 schématisée par les figures (4.3) , (4.7) et (4.9) est presque nulle avant l’application 
du défaut (avant 푡 = 2 jours), tandis qu’elle atteint rapidement la valeur de 1 푚푔/푙 , lorsque un 
défaut survient. 
Défaut graduel de faible pente  et défaut intermittent 
Figure 4.10. Capteur SNO en défaut (défaut 
intermittent). 
 Figure 4.14. Capteur SNO en défaut 
(défaut graduel). 
Figure 4.11. Différence entre un défaut 
intermittent appliqué sur le capteur SNO et 
celui reconstruit. 
 Figure 4.15. Différence entre un 
défaut graduel appliqué sur le capteur SNO et 
celui reconstruit. 
Figure 4.12. Différence entre l’état XDCO réel 
et celui estimé pour un défaut intermittent 
sur SNO. 
 
 Figure 4.16. Différence entre l’état 
XDCO réel et celui estimé pour un défaut 
graduel sur SNO. 
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Figure 4.13. Différence entre l’état SND réel 
et celui estimé pour un défaut intermittent 
sur SNO. 
Figure 4.17. Différence entre l’état SND réel 
et celui estimé pour un défaut graduel sur 
SNO. 
 
Pour s’assurer de l’efficacité de la méthode proposée, il s’avère intéressant de considérer d’autes 
types de défauts que l’abrupt : des défauts difficiles à être détectés tel que les défauts 
intermittents et les défauts graduels. Les résultats de simulation correspondants pour les trois 
capteurs sont présentés par les figures (4.10 à 4.13), figures (4.14 à 4.17) et figures (4.18 à 4.21). 
Figure 4.18. Capteur SNH en défaut (défaut 
intermittent). 
 Figure 4.20. Capteur SO en défaut 
(défaut graduel). 
Figure 4.19. Différence entre un défaut 
intermittent appliqué sur le capteur SNH et 
celui reconstruit. 
 
 Figure 4.21. Différence entre un 
défaut graduel appliqué sur le capteur SO et 
celui reconstruit. 
 
Il est apparent, d’après les figures précédentes, que la méthode proposée préserve la forme et 
l’amplitude de défaut avec une grande fidèlité, et même en présence des mesures bruitées. 
4.7.2. Défauts actionneurs  
Défaut abrupt 
La même méthode est appliquée pour la reconstruction des défauts actionneurs additifs et 
l’estimation simultanée des variables d’états inconnues. Les défauts de type abrupt sont 
appliqués au 1er actionneur 푄푖푛	et au deuxième 푢. Les figures (4.22) à (4.25) montrent la capacité 
de l’observateur à grand gain de Luenberger de reconstruire rapidement les graphes de défauts. 
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Figure 4.22. 1er actionneur u en défaut 
(défaut abrupt). 
 
  
Figure 4.24. 2ème actionneur Qin en défaut 
(défaut abrupt). 
 
 
Figure 4.23. Différence entre un défaut 
abrupt appliqué sur le 1er actionneur u et 
celui reconstruit. 
 
  
Figure 4.25. Différence entre un défaut 
abrupt appliqué sur le 2ème actionneur Qin et 
celui reconstruit. 
 
 
Défaut intermittent et défaut graduel de faible pente 
Figure 4.26. 1er actionneur u en défaut 
(défaut graduel). 
 
 Figure 4.28. 1er actionneur u en 
défaut (défaut intermittent). 
 
 
Figure 4.27. Différence entre un défaut 
graduel appliqué sur le 1er actionneur u et 
celui reconstruit. 
 
 
 Figure 4.29 . Différence entre un 
défaut intermittent appliqué sur le 1er 
actionneur u et celui reconstruit. 
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Les défauts graduels et intermittents sont souvent difficiles à être détéctés à cause de leur 
évolution temporelle qui peut être confondue à une variation paramétrique répesentant la non 
stationnarité du processus. Les résultats de simulation pour ces types de défauts appliqués au 1er 
actionneur 푢 sont représentés respectivement par les figures (4.26) à (4.29). 
Les méthodes existantes de détection et de localisation de défauts dans la littérature prêtent peu 
d’attention à l’identification des défauts ; les méthodes basées sur la théorie géométrique 
différentielle et les méthodes basées sur la théorie de l’espace de parité ne fournissent pas 
l’estimation des défauts. 
Bien que les méthodes basées sur les observateurs adaptatifs fournissent une estimation des 
défauts (en général, cas des défauts composants ou paramétriques), mais la vitesse d’isolation et 
d’identification n’est pas idéale. Dans les parties précédentes, nous avons présenté une méthode 
d’identification et de reconstruction des défauts à base d’observateur. Cette approche identifie et 
reconstruit des défauts abrupts, des défauts intermittents et graduels de faible pente, en 
préservant leurs amplitudes et leurs évolutions temporelles, en dépit de la présence  des bruits de 
mesures. Un autre avantage de la méthode proposée est que l’étude théorique de l’observabilité 
des entrées inconnues mène à une utilisation des observateurs grand gain de Luenberger. Ce type 
d’observateur est le prototype idéal pour la recontruction des défauts, puisqu’il répresente un 
outil excellent avec une réponse rapide aux perturbations aux erreurs initiales (propriété de 
convergence exponentielle). 
4.8. Schémas de détection et isolation des défauts 
Avec l’automatisation des boucles de contrôle, les systèmes industriels sont devenus de plus en 
plus complexes. Ainsi un fort intérêt s’est donc manifesté à propos de détection et d’isolation des 
défauts. L’objectif principal de ces méthodes de diagnostic est d’améliorer  la sécurité et la fiabi-
lité des processus en considération. 
Il existe dans la littérature une large variété de méthodes de détection et localisation des défauts 
à base de modèles : méthodes par espace de parité, méthodes d’estimation paramétriques et les 
plus populaires sont les méthodes à base d’observateurs (chapitre 2, section (2.2.2)). 
Quelque soit la méthode, une étape commune est de calculer les résidus qui représentent la diffé-
rence entre le comportement actuel du système et son comportement souhaité. Ainsi, chaque 
résidu est conçu pour être sensible à un ensemble de défaut et robuste vis-à-vis du reste. Idéale-
ment, si le seuil (adaptatif ou fixe) est dépassé, un défaut est détecté. L’ensemble de ces signaux 
génère une table de signature qui constitue l’outil d’isolation des défauts. 
La détérioration progressive des ressources d’eau et la grande quantité d’eau polluée produite 
donne une importance fondamentale au  processus de traitement des eaux usées. Néanmoins, 
dans les stations d’épuration biologiques, les défauts capteurs et actionneurs conduisent souvent 
à une baisse de performances ou à une augmentation de consommation et probablement à une 
panne de processus. Par conséquent différents méthode de FDI ont été proposée pour les stations 
de traitement des eaux usées : 
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- Des méthodes basées sur des données heuristiques telles que les réseaux de neurones [Ols-
son, 2006] 
 
- Méthodes statistiques [Yoo et al., 2007]. 
 
- Méthodes à base du modèle (le cas de la méthode proposée). 
L’objectif de cette partie est de concevoir une méthode de FDI des défauts capteurs et action-
neurs à base d’observateurs. En effet cette partie constitue la suite de la méthode présentée dans 
la section (4.6) de ce chapitre. Nous considérons la même théorie générale d’observabilité d’une 
seule entrée inconnue évoquée précédemment.  
Via la méthode de reconstruction des défauts capteurs et actionneurs mentionnée précédemment, 
il est possible de retrouver la forme, l’amplitude des défauts abrupts et même des défauts de 
faible pente, qui sont difficiles à être détectés. Dans la suite, un banc d’observateurs, est conçu 
afin de détecter et localiser les défauts capteurs et actionneurs. Ce banc est composé d’un en-
semble d’observateur grand-gain de Luenberger. Parmi les méthodes les plus récentes et les plus 
semblables à notre approche, il existe la méthode de [Fragkoulis et al., 2011]. Une description 
détaillée de cette méthode ainsi qu’une comparaison avec la notre fera l’objet du paragraphe sui-
vant. 
4.8.1. Méthode de FDI par banc d’observateurs de [Fragkoulis et al., 2011]. 
[Fragkoulis et al., 2011] ont proposé une méthode de détection et isolation de défauts d’une sta-
tion d’épuration des eaux usées. La méthode est basée sur la création d’une banque d’observateurs 
adaptatifs. Dans une première étape,  ils ont considéré les défauts actionneurs. Cette approche 
est composée principalement de deux étapes : 
- la détection des défauts à l’aide d’observateurs adaptatifs, 
- l’isolation des défauts à l’aide d’une banque d’observateurs adaptatifs. 
La classe des systèmes considérée dans leur article est de la forme : 
{ 푥̇ = 푓(푥) + 푔(푥)푢(푡)            푦(푡) = 퐶푥(푡)                                                                                                      (4.69) 
Ils ont traité seulement des défauts abrupts 푑푎푗, c’est-à-dire 푢푗푓 = 푢푗 + 푑푎푗 = 휃푎푗, pour 푡 ≥ 푡푓, 푗 ∈1, 2, … , 푚 et 푙푖푚푡→∞⏐⏐푢푗(푡) − 휃푎푗⏐⏐ ≠ 0, où 푑푎푗 est  une constante et 푢푗푓 est la sortie du jème action-
neur en défaut, tandis que 푢푗(푡) est la sortie lorsque cet actionneur ne présente pas de défaut.  
En présence d’un défaut 푑푎푙 sur l’entrée l, le système devient :   
 
{푥̇ = 푓(푥) +∑ 푔푗푗≠푙 (푥)푢푗 + 푔푙(푥)푢푙푓푦 = 퐶푥                                    				                                                                      (4.70) 
Ainsi pour détecter la présence de ces défauts, ils ont construit un ensemble d’observateurs adap-
tatifs. Le nombre d’observateurs est égale au nombre des actionneurs 푚 à surveiller. 
La forme de l’observateur adaptatif proposée pour la détection et localisation de défaut est : 
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1 ≤ 푖 ≤ 푚
⎩⎪⎪
⎨
⎪⎪⎧  푥̂̇ = 푓(푥) +∑ 푔푗푗≠푙 (푥)푢푗 + 푔푖(푥)휃푎̂푖 +퐻푖(푥̂푖 − 푥)휃 ̂푎̇푖 = −2훾(푥푖̂ − 푥)푇푃푖푔푖(푥)                              
푦푖̂ = 퐶푥̂푖                                                   
                               (4.71) 
Où 퐻 est une matrice de Hurwitz qui peut être choisie de telle sorte que l’observateur ait une 
dynamique plus rapide que le système, 훾 est une constante de conception et 푃 est une matrice 
définie positive solution de l’équation de Lyapunov suivante : 
퐻 ′푃 +  푃퐻 =  −푄  
Où la matrice 푄 est aussi une matrice définie positive, qui peut être choisie librement. La ma-
trice 퐻 est la matrice de gain de l’observateur qui assure la stabilité de l’observateur. 
Pour l’évaluation des résidus, ils ont opté pour la norme 2 de la différence entre le vecteur de 
sortie estimé et le vecteur de la sortie mesuré. Ces résidus sont construits de telle façon qu’ils 
sont insensibles au défaut provenant d’un actionneur et sensibles aux défauts des autres action-
neurs. Cependant dans le cas de défauts multiples, la procédure reste la même sauf que dans le 
cas d’isolation, on a besoin de 푚 banques de	푚 observateurs. La deuxième utilisation de ce type 
d’algorithme est la FDI des défauts capteurs ; pour la réaliser une reformulation des équations de 
l’observateur est nécessaire. 
Bien qu’elle soit heuristique et aucune démonstration n’existe, cette méthode semble raisonnable. 
L’efficacité de cette méthode a été mise en œuvre (par simulation) dans le cas des défauts simple 
et multiple. Le principal inconvénient de cette méthode est le nombre d’observateurs requis pour 
la détection des défauts multiples. Dans ce même contexte, nous proposons une méthode de dé-
tection et  isolation des défauts par banc d’observateurs. Elle permet non seulement la détection 
et l’isolation mais aussi l’identification des défauts abrupts, intermittents et graduels [Methnani 
et al., 2011 (c)]. 
4.8.2.  Méthode de FDI et résultats de simulation 
Dans la plupart des méthodes de diagnostic à base de modèles trois étapes sont requises. La 
première étape est la génération des résidus. Ces derniers sont fonction de l’erreur d’estimation. 
La deuxième étape est la détection de défaut. Elle permet de déterminer la présence ou non d’un 
défaut. La troisième étape est la localisation d’un défaut. Elle détermine l’élément défectueux 
dans le système. La distinction d’un défaut d’un autre requiert un ensemble de résidus. Une mé-
thode fondamentale pour la génération des résidus est de concevoir une banque d’observateurs. 
Rares sont les méthodes de FDI qui sont suivies par une quatrième étape qui est l’identification 
de défauts. Ces méthodes s’intéressent particulièrement aux défauts composants. Dans notre cas 
on s’intéresse aux défauts capteurs et actionneurs. 
 Dans le but de détecter des défauts capteurs et actionneurs, nous avons choisi d’implémenter '-
Multi-entrées Multi-sorties observateurs à grand gain (푚 indique le nombre de capteurs et ac-
tionneurs à surveiller) (figure 4.30). Chaque observateur est consacré à un seul défaut. Cela signi-
fie qu’on ne considère pas des défauts qui surviennent simultanément. Basé sur les signaux de 
sortie de cette banque d’observateurs, une table de signature est construite. 
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a. Génération des résidus 
La première étape de méthode de FDI est la génération des résidus. Il existe dans la littérature 
différentes méthodes pour la génération des résidus. Parmi ces méthodes, les observateurs non 
linéaires ont reçu un intérêt particulier ces dernières années. Dans ces approches, les résidus sont 
des quantités qui reflètent l’incohérence entre les mesures issues du processus et les estimées en 
utilisant un modèle mathématique du système (pour plus de détail voir chapitre 2 section 2.2.3). 
Ici nous appliquons la méthode de détection et isolation des défauts à une station d’épuration des 
eaux usées par boues activées représentée par les équations (3.9). Un défaut peut se produire soit 
sur les trois capteurs 푆푁푂, 푆푁퐻 et 푆푂 ou sur les deux actionneurs du système 푄푖푛 et 푢. 
 
Figure 4.30. Banc d’observateurs grand gain pour la détection et localisation des défauts cap-
teurs et actionneurs. 
 
Pour tous les types de défauts actionneurs ou capteurs la même procédure, expliquée dans la 
section (4.6) de ce chapitre, est appliquée pour reconstruire le défaut. Le défaut est considéré 
comme étant une entrée inconnue  appliqué successivement au variable 푆푁푂, 푆푁퐻, 푆푂, 푄푖푛 et 푢. 
Ainsi la première étape est de construire les 5 observateurs grand gain de Luenberger et leur gain 
respectif 퐾푖 = 1,… , 5. 
퐾1 =
⎣
⎢⎢⎢⎢
⎢⎡
3.73 1.43 × 10−2 5× 10−31.43 × 10−2 5.69× 10−1 4.255× 10−15× 10−3 4.255× 10−1 2.91890 −2 × 10−4 −10−30 10−3 −2 × 10−410−1 3 × 10−4 −5× 10−4 ⎦
⎥⎥⎥⎥
⎥⎤
, 퐾2 =
⎣
⎢⎢⎢⎢
⎢⎡
2.5× 10−1 −4.5× 10−1 −1.3 × 10−2−4.5× 10−1 3.65 9.1 × 10−11.34 × 10−2 9.1 × 10−1 3.23−10−4 3 × 10−4 −10−310−3 2 × 10−4 0−1.4 × 10−2 9.4 × 10−2 3.06× 10−2⎦
⎥⎥⎥⎥
⎥⎤
 
   Entrées  
Processus (ASP) 
      Sorties 
Observateur grand gain pour 
reconstruire le 1er défaut capteur 
S  
Observateur grand gain pour 
reconstruire le 2ème défaut capteur 
SNH 
Observateur grand gain pour re-
construire le 3ème défaut capteur SO 
Observateur grand gain pour recons-
truire le 1er défaut actionneur Qin 
Observateur grand gain pour recons-
truire le 2ème défaut actionneur u 
   
   
   
   
   
 
 
 
 
Logique de 
decision 
 
 
Table de signature 
et isolation  des 
actionneurs et 
capteurs défec-
tueux  
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퐾3 =
⎣
⎢⎢⎢⎢
⎢⎡
1.11 1.5× 10−1 −1.341.5× 10−1 7.2 × 10−1 1.14−1.34 1.14 12.8−9× 10−4 −4 × 10−4 −10−4−4 × 10−4 9 × 10−4 −10−41.52 × 10−2 7.2 × 10−3 9.8 × 10−2⎦
⎥⎥⎥⎥
⎥⎤
,   퐾4 =
⎣
⎢⎢⎢⎢
⎢⎡
1.1 × 10−1 −1.1 × 10−1 5.3 × 10−3−1.1 × 10−1 2.2 × 10−1 4.27× 10−25.3 × 10−3 4.27× 10−2 2.9× 10−20 −10−4 0−10−4 0 0−5.5 8.3 8.5× 10−1 ⎦
⎥⎥⎥⎥
⎥⎤, 
퐾5 =
⎣
⎢⎢⎢⎢
⎢⎡
1.4 × 10−2 8 × 10−3 08 × 10−3 1.2 × 10−1 2 × 10−40 2 × 10−4 1.980 0 −10−4−10−4 0 −10−40 0 10−3 ⎦
⎥⎥⎥⎥
⎥⎤ 
 
Les mêmes fichiers de données pour un temps sec sont utilisés pour la simulation. De même les 
trois sorties du processus sont corrompues par un bruit blanc coloré ayant les mêmes caractéris-
tiques décrites précédemment. La seule différence par rapport à l’approche décrite dans la section 
(4.7) est que nous avons introduit des incertitudes sur les paramètres cinétiques du modèle.  
D’un point de vue modélisation des stations d’épuration des eaux usées, quelque soit les objectifs 
visés et les efforts consacrés, il est illusoire de vouloir reproduire intégralement la réalité sous 
forme d’équations mathématiques. Une représentation théorique d’un processus réel, éventuelle-
ment complexe, restera une application plus au moins précise, entachée inévitablement d’erreurs. 
La quantification des grandeurs incertaines est évidement une opération périlleuse, souvent négli-
gée. Bien qu’il soit impossible de connaitre exactement les différentes perturbations inconnues 
susceptibles d’intervenir, il est toutefois possible, moyennant la disponibilité d’un minimum 
d’informations, d’esquisser une description qualitative de ces incertitudes. Par conséquent, les 
paramètres [퐾푁푂,퐾푂,퐻,퐾푂,퐴,퐾푆] peuvent être adaptés en tenant compte de l’effet d’incertitude. 
Ici, on a choisi d’ajouter à chacun de ces paramètres une fonction de la forme :  
∆(푡) = 퐴푠푖푛(푤푡 + 휑)  
Où 퐴 est l’amplitude de variation de ces paramètres par rapport à leur valeur nominale. 퐴 prend 
les valeurs suivantes	[∓10%,∓10%,∓10%,∓5%]. La variable 푤 est choisie de façon à obtenir 3 
périodes tout au long du temps de simulation (14 jours). 휑 est fixé comme suit :[π3 , π, π3 , π]. Les 
perturbations simultanées mais asynchrones sont vraisemblablement bien plus importantes que 
ce qui peut apparaitre dans la pratique. 
 
b. Détection de défaut 
Après la génération des résidus, la deuxième étape d’une procédure de FDI est la détection de 
défaut et l’évaluation des résidus. En absence d’incertitude et de perturbations, le résidu est sup-
posé nul quand il n’y a pas de défaut. Toutefois, en pratique, cette situation idéale n’est jamais 
atteinte et le résidu s’écarte de zéro, même en absence de défaut.  
L’évaluation des résidus se compose de deux étages : le choix de la méthode d’évaluation et la 
sélection du seuil. Selon [Frank et Ding, 1997], le choix de la méthode d’évaluation de résidus 
joue un rôle important dans la procédure de FDI, puisqu’elle influence sur les performances de la 
procédure de détection de défaut. Principalement il existe  deux méthodes fondamentales pour 
l’évaluation des résidus. La première s’appuie sur les stratégies d’évaluation de la norme des rési-
dus. Le premier travail basée sur l’évaluation de la norme de résidu a été développée par [Ema-
4  Reconstruction et identification des défauts 
131 
 
mi-Naeini et al., 1988]. Ils ont appliqué la moyenne quadratique (RMS) pour évaluer les résidus 
des systèmes dynamiques en présence d’incertitude de modélisation et des perturbations. Depuis, 
d’autres fonctions d’évaluation ont été proposées à savoir : la norme 퐿2, la valeur crête à crête, 
la valeur moyenne (voir section (2.2.3) chapitre 2). La deuxième approche d’évaluation se base 
sur des approches statistiques. Dans [Basseville et Nikiforov, 1993], les lecteurs peuvent trouver 
des méthodes plus complexes d’évaluation des résidus. 
Une fois la fonction d’évaluation déterminée, un seuil peut être sélectionné. Un peu d’attention a 
été accordé au calcul de seuil pour les systèmes non linéaires [Seliger et Frank, 2000]. Une exi-
gence majeure sur le choix de seuil est d’éviter les fausses alarmes.  
Soit 푟푖푗 les résidus calculés à partir de la différence entre l’푖è푚푒 sortie du système et l’푖è푚푒 sortie 
estimée avec l’observateur	푗 
Pour détecter la présence ou non d’un défaut, une comparaison entre une fonction d’évaluation 
de résidu 푟푖(푡) = 퐽(푟푖푗(푡), 푗 = 1 …푛)	et un seuil fixe adaptatif est réalisé. D’une manière booléenne 
nous pouvons représenter le vecteur code de défaut de la façon suivante : 
푟푖(푡) = 0 pour   푟푖(푡) ≤ 푇(푡) 푟푖(푡) = 1 pour  	푟푖푡 > 푇(푡)  
L’ensemble de ces vecteurs forment une table de signature. Dans notre application, 푟푖(푡) =퐽(푟푖푗(푡), 푗 = 1… 푛)	est choisi comme étant la norme 2 du vecteur des résidus, et une constante 
positive est utilisée pour	푇(푡). 
 
c. Isolation des défauts (ou localisation) 
Pour pouvoir localiser un défaut plusieurs résidus (ou vecteurs de résidus) sont souvent indispen-
sables. Pour se faire, on construit une banque de 푚 observateurs (dans notre cas 푚 = 5) nombre 
de capteurs et actionneurs à surveiller, figure (4.30). 
 
d. Résultats de simulation 
L’application d’un module de diagnostic à base d’observateurs dépend de l’observabilité du mo-
dèle ASM1 réduit. L’étude menée au chapitre précédent, montre que l’observabilité de ce modèle 
varie selon les conditions d’aération du réacteur. 
− En condition de fonctionnement aérobie, le modèle est observable via la seule mesure de 
la concentration en oxygène dissous. 
− En condition de fonctionnement anoxie, le système n’est plus observable, en raison de 
l’absence d’oxygène dissous dans le réacteur, on a besoin d’une mesure supplémentaire 
pour rendre le système observable. Cette mesure c’est la concentration en ammoniaque. 
− En condition d’anaérobie, le système n’est pas observable. 
Le travail de détection et localisation des défauts capteurs et actionneurs sera consacré aux deux 
modes de fonctionnement possibles dans le traitement par voie biologique : les opérations aérobie 
et anaérobie. 
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d.1. cas de fonctionnement aérobie 
Les performances de la méthode de détection et localisation de défaut proposée sont illustrées 
pour deux scenarios de défaut : défauts capteurs et défauts actionneurs. 
Défauts capteurs 푺푵푶, 푺푵푯 et 푺푶 
Un défaut additif de 5% sur 푆푁푂, de 5% sur 푆푁퐻 et 10%  푆푂 au temps t=2 jours. Les figures 
(4.31), (4.32) et (4.33) représentent les différents résidus simulés. La ligne en rouge schématise le 
seuil qui est choisi comme étant une constante par rapport au bruit. Par exemple, nous remar-
quons que pour un défaut sur 푆푁퐻 les résidus 푟2 et 푟5 sont affectés, alors que les résidus 푟1, 푟3 et  푟4 restent insensibles. 
  
  
  
  
  
Figure 4.31. Résidus en présence d’un défaut 
sur le 1er capteur SNO (condition aérobie) 
  
Figure 4.32. Résidus en présence d’un défaut 
sur le 2ème capteur SNH (condition aérobie) 
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Figure 4.33. Résidus en présence d’un défaut 
sur le 3ème capteur SO (condition aérobie) 
 
Défaut actionneur 풖 et 푸풊풏 
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Figure 4.34. Résidus en présence d’un défaut 
sur le 1er actionneur u (condition aérobie) 
 
Figure 4.35. Résidus en présence d’un défaut 
sur le 2ème actionneur Qin (condition aérobie) 
 
Un défaut abrupt d’amplitude +10% sur 푄푖푛 et −50% sur 푢 au temps t=2 jours a été simulé 
également. Les résultats de simulation sont donnés par les figures (4.34) et (4.35). On peut voir 
sur la figure (4.35) que seul le résidu 푟5 reste insensible au défaut, alors que le reste des résidus 푟1, 푟2, 푟3 et 푟4 dépassent le seuil fixé pour indiquer la présence d’un défaut sur 푄푖푛. 
Le tableau de signature (tableau 4.1) résume les capacités de cette méthode de FDI, dans le cas 
d’un seul défaut de type additif, survenant éventuellement sur chaque actionneur ou capteur. 
 
 1er capteur 푆푁푂 2ème capteur 푆푁퐻 3ème capteur 푆푂 1er actionneur 푢  2ème actionneur 푄푖푛 푟1 1 0 0 1 1 푟2 0 1 0 1 1 푟3 0 0 1 1 1 푟4 0 0 1 0 1 푟5 1 1 1 1 0 
Tableau 4.1. Table de signature 
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Les résidus affectés par le défaut sont représentés par «	1 » sur le table de signature, un « 0 » 
reflète le fait qu’un résidu est insensible à la présence de ce défaut. La table de signature est for-
tement localisante (voir chap.2 section 2.2.3). 
Le temps de détection joue un grand rôle dans une approche de FDI : par exemple afin de gérer 
les commandes tolérantes aux défauts, il est important de détecter et  isoler les défauts rapide-
ment.  
 
Défaut Temps 
d’occurrence de 
défaut 푡0 
Amplitude θ (grand-gain) Temps de détection 푡푑 
 
Capteur 푆푁푂  
 푡0 =2 jours 
 0.5 2 2.82 6 2.11 
10 2.08 
capteur 푆푁퐻  푡0 =2 jours 
 0.5 2 2.73 6 2.15 
10 2.05 
Capteur 푆푂   푡0 =2 jours 
 0.5 2 3.02 6 2.18 
10 2.08 
 
Actionneur 푄푖푛	  푡0 =2 jours 
 9 × 103 200 2.18 400 2.10 
1000 2.02 
 
Actionneur 푢	  푡0 =2 jours 
 0.5 20 2.19 60 2.11 
100 2.02 
Tableau 4.2. Temps de détection des défauts capteurs et actionneurs pour différents valeurs 
de grand gain 휃. 
 
 
Figure 4.36. Résidus pour la localisation d’un défaut sur le 1er capteur 푆푁푂 pour différents 
valeurs de 휃. 
Comme le montre la figure (4.36), l’observateur à grand gain a la propriété de récupérer arbitrai-
rement vite le défaut capteur sur 푆푁푂. Il est clair aussi, d’après le tableau (4.2), qu’un gain élevé 
entraine une amplification de bruit. Le choix de gain 휃 doit donc satisfaire un compromis entre 
une détection rapide de défaut et une réduction du bruit de mesure. 
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d.2. cas de fonctionnement anaérobie 
Dans ce qui suit nous représentons les résultats de simulation dans le cas d’une commande qui 
varie entre 푢 = 1 et 푢 = 0 (figure 4.37). 
 
Figure 4.37. Etat d’aérateur. 
Dans le cas où la commande	푢 = 1, le système est observable donc nous pouvons appliquer le 
module de diagnostic proposé dans la section (4.8.2). Dans le cas contraire (commande	푢 = 0), le 
système n’est plus observable donc nous forçons les résidus à zéro (figure 4.38).  
 
Défauts capteurs 푺푵푶, 푺푵푯 et 푺푶 
Un défaut additif de 5% sur 푆푁푂, de 5% sur 푆푁퐻 et 10% sur 푆푂 au temps t=2 jours. Les figures 
(4.39), (4.40) et (4.41) représentent les différents résidus simulés.  
Pour interpréter l’évolution des résidus, on considère seulement les intervalles de temps dans le 
cas où la commande est égale 푢 = 1 et on néglige ceux où le système est inobservable. Par 
exemple, nous remarquons que pour un défaut sur 푆푁퐻 les résidus 푟2 et 푟5 sont affectés, alors 
que les résidus 푟1,  푟3 et 푟4	restent insensibles. 
 
Défaut actionneur 풖 et 푸풊풏 
Un défaut abrupt d’amplitude +10% sur 푄푖푛 et −50% sur 푢 au temps t=2 jours. Les résultats de 
simulation sont donnés par les figures (4.42) et (4.43). En utilisant la même méthode expliquée 
précédemment, on peut voir sur la figure (4.43) que seul le résidu 푟5 reste insensible au défaut, 
alors que le reste des résidus 푟1, 푟2 , 푟3 et 푟4 dépassent le seuil fixé pour indiquer la présence d’un 
défaut sur 푄푖푛. 
Finalement, nous obtenons une table de signature identique à celle de fonctionnement aérobie. 
Ainsi, nous pouvons conclure que la méthode suivie pour dépasser le problème d’inobservabilité 
du modèle dans le cas du fonctionnement anaérobie permet de conduire à une table de signatures 
fortement localisante permettant de détecter l’origine d’un défaut.  
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Figure 4.38. Diagramme Simulink de FDI dans le cas où la commande commute entre 푢 =1 et 푢 = 0. 
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Figure 4.39. Résidus en présence d’un défaut 
sur le 1er capteur SNO (condition anaérobie) 
 
Figure 4.40. Résidus en présence d’un défaut 
sur le 2ème capteur SNH (condition anaérobie) 
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Figure 4.41. Résidus en présence d’un défaut 
sur le 3ème capteur SO (condition anaérobie) 
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Figure 4.42. Résidus en présence d’un défaut 
sur le 1er actionneur u (condition anaérobie) 
 
Figure 4.43. Résidus en présence d’un défaut 
sur le 2èmeactionneur Qin (condition anaérobie) 
 
4.10. Conclusion 
Une méthode d’identification et de reconstruction des défauts pour une classe des systèmes non 
linéaires a été proposée dans la première partie de ce chapitre. Cette approche est basée sur la 
théorie d’observabilité  des entrées inconnues. Les défauts capteurs et actionneurs sont considérés 
comme des entrées inconnues. Notre théorie, conduit naturellement à l’utilisation d’un observa-
teur grand gain de Luenberger. Un modèle ASM1 réduit fournit l’étude du cas idéal. Les résul-
tats de simulation sur une station d’épuration biologique montre l’efficacité de cette méthode et 
sa capacité à reconstruire les défauts avec une grande précision, même en présence de bruit. 
Basée sur la théorie d’observabilité des entrées inconnues, la deuxième partie de ce chapitre est 
consacrée à la présentation d’une méthode de détection et d’isolation de défauts. Le schéma de FDI est basé sur une banque d’observateurs à grand gain de Luenberger. En mettant en œuvre 
cette banque d’observateurs, il est possible de calculer différents vecteurs résidus qui sont compa-
rés par la suite à un certain seuil fixe et permettant ainsi de détecter l’existence ou non d’un 
défaut capteur ou actionneur et de localiser l’organe défectueux. L’implémentation de cette mé-
thode de FDI au même modèle ASM1 réduit, en présence de bruit de mesures et d’incertitudes 
sur les paramètres cinétiques conduit à une table de signature fortement localisante. 
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5.1. Conclusion générale 
L’urbanisation et l’industrialisation de nos sociétés modernes, ainsi que les normes européennes 
de rejets de traitement des eaux usées qui deviennent de plus en plus strictes, imposent des trai-
tements de la dépollution et exigent aujourd’hui des procédés de plus en plus performants. Nous 
avons tenté dans un premier temps de situer les problématiques posées et de les formaliser. 
La première partie de ce manuscrit était consacrée à une mise en relief des principaux concepts 
de traitement des eaux usées par boues activées en abordant brièvement des thèmes comme la 
pollution, les différents étapes de traitement des eaux usées et les problèmes liées au manque 
d’instrumentation des stations. L’étape suivante consistait à représenter les modèles mathéma-
tiques qui transcrivent les processus qui interagissent dans le système. Un intérêt particulier a 
été accordé au modèle ASM1, ainsi qu’au modèle ASM1 réduit élaboré par (Chachuat et al., 
2001). Cependant l’efficacité d’une conduite automatisée est non seulement étroitement liée à la 
pertinence de la description théorique et mathématique des phénomènes intervenant au cours de 
dégradations biologiques, mais dépend aussi de l’information disponible sur l’état du système et 
la sureté de fonctionnement. 
Ces deux points ont fait l’objet de notre étude. 
− Un outil performant de l’automatique permet d’estimer le comportement dynamique de 
certaines variables indisponibles à la mesure. 
− Le diagnostic de fonctionnement constitue un élément essentiel de toute procédure 
d’automatisation qui permet d’assurer la fiabilité et le bon fonctionnement du processus 
surveillé. 
Le procédé de traitement des eaux usées à boues activées que nous avons considéré combine deux 
compartiments : 
− Un bassin d’aération, siège des réactions biochimiques de dégradation des substrats pol-
luants par des populations bactériennes. 
− Un bassin de sédimentation, lieu de séparation des phases solides et liquides par décanta-
tion. 
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A ce procédé nous avons appliqué un observateur d’estimation d’états et une méthode de recons-
truction et identification de défauts ainsi qu’une approche de détection et localisation des défauts 
capteurs et actionneurs. 
Nous avons consacré une grande partie de deuxième chapitre pour établir un état de l’art sur les 
méthodes de diagnostic afin de justifier l’approche retenue. Ces méthodes se distinguent par le 
type de connaissances qu’elles exploitent. On peut les regrouper en deux grandes familles : 
− Des méthodes nécessitant une connaissance approfondie de système physique ; ce sont des 
méthodes à base de modèles. Nous pouvons citer l’espace de parité, méthode à base 
d’observateur, méthode d’estimation paramétrique… 
− Les méthodes qui ne nécessitent pas de connaissances accrues du système physique mais 
qui utilisent des connaissances basées sur les expériences passées. On distingue alors des 
méthodes quantitatives  et qualitatives. 
Une grande variété des méthodes de détection et localisation des défauts à base de modèles existe 
dans la littérature. Les méthodes à base d’observateurs non linéaires ont reçu un intérêt particu-
lier ces dernières années. Cependant une rapide vue sur la littérature existante révèle que la 
tâche d’identification de défaut est rarement abordée puisque en général cette tâche est plus 
complexe que la détection et la localisation. En plus la majorité des travaux présentés s’intéresse 
particulièrement aux défauts composants. L’approche d’identification et de reconstruction de 
défauts peut être supposée comme une extension aux méthodes de détection et localisation de 
défauts standards. Elle offre les avantages suivant : 
− La détection et la reconstruction des défauts intermittents et graduels (de faible pente) 
qui sont difficiles à être détectés 
− La connaissance précise de la nature et des caractéristiques de défauts permet 
l’implémentation de schémas de commande tolérante aux défauts. 
Motivés par ces avantages, nous avons proposé dans la dernière partie de ce manuscrit, une mé-
thode d’identification et reconstruction de défaut à base d’observateurs à grand gain. La mé-
thode proposée est issue de la théorie générale d’identification des défauts établie par [Busvelle et 
Gauthier, 2003; 2004; 2005]. En effet, plusieurs méthodes de diagnostic sont formalisées comme 
étant un problème d’observabilité à entrées inconnues. Après une analyse d’observabilité d’entrée 
inconnue (dans notre cas, un seul défaut), il est possible de concevoir un observateur grand gain 
de Luenberger pour identifier des défauts capteurs et actionneurs. Le modèle ASM1 réduit de la 
station d’épuration biologique constitue le cas idéal pour l’application de cette théorie (3 sorties- 
5 états). Les défauts capteurs et actionneurs identifiés et reconstruits avec une grande précision, 
même en présence de bruit, démontrent la pertinence de l’approche  proposée. 
En se basant sur cette méthodologie d’observabilité des entrées inconnues, une approche stan-
dard de détection et localisation de défaut est proposée. Le schéma de FDI est basé sur un 
nombre 푚 d’observateurs grand gain de Luenberger. La mise en œuvre de schémas de FDI, per-
met une génération de 푚 résidus. Ces derniers sont comparés à un certain seuil fixe. Une repré-
sentation d’un 푚 vecteurs code de défaut de manière booléenne a été définie. L’ensemble de ces 푚 vecteurs code de défaut forme une table de signature fortement localisante. 
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Avant d’aborder les problèmes de détection, isolation et identification des défauts évoqués ci-
dessus, le premier point considéré dans cette thèse est l’application d’un filtre de Kalman étendu 
grand gain adaptatif à une station d’épuration biologique. Cet observateur a été développé par 
[Boizot et al 2010].C’est une amélioration du filtre de Kalman étendu grand gain proposé par 
[Busvelle et Gauthier, 2002]. La nouveauté de cet observateur par rapport à l’observateur de 
base est la stratégie d’adaptation. Cette stratégie est composée de deux éléments principaux : 
1. Calcul de l’innovation, 
2. Le choix de l’équation d’adaptation. 
En effet, d’un côté, bien que les observateurs à grand gain nous permettent de prouver la con-
vergence de l’algorithme d’estimation dans un cas déterministe, ils se caractérisent par une 
grande sensibilité au bruit dans le cas stochastique. De l’autre coté, l’observateur de Kalman 
étendu ne présente aucune preuve de convergence (sauf locale).  Ainsi, l’observateur appliqué 
commute entre deux configurations : une permet un lissage du bruit et l’autre permet de minimi-
ser l’erreur d’estimation suite à une large variation des entrées (dans notre application c’est la 
variation de la concentration entrante 푋퐷퐶푂  푖푛 à cause des conditions climatiques). 
N’oublions pas que le cadre général de notre étude est l’observabilité. Ainsi avant d’implémenter 
cet observateur adaptatif, un rappel de la théorie d’observabilité déterministe élaborée par Gau-
thier et Kupka [Gauthier et Kupka, 2001] a été présenté. Par la suite le filtre de Kalman étendu 
grand gain adaptatif a été appliqué au modèle ASM1 réduit d’une station d’épuration biologique.  
Pour prouver la pertinence et les performances de cet observateur, nous avons mené une étude 
comparative entre les trois observateurs (FKE, OKE grand gain et filtre de Kalman étendu 
grand gain adaptatif), en présence d’une large variation de la concentration entrante 푋퐷퐶푂  푖푛 et en 
présence de mesures bruitées. 
5.2. Perspectives 
Dans la continuité de ce travail les perspectives sont nombreuses. Plusieurs points mériteront 
d’autres investigations plus poussées : 
− La théorie d’observabilité des entrées inconnues traite seulement le cas d’un seul défaut. 
D’un point de vue théorique, il nous semble qu’il est maintenaient nécessaire de complé-
ter notre théorie dans le cas de défauts simultanées. Bien que cela soit assez clair sur la 
manière de procéder, la tâche n’est pas techniquement si évidente. 
− L’utilisation d’autres méthodes existantes de reconstruction et d’identification des défauts 
et la comparaison avec les résultats obtenus dans cette thèse devront nous permettre une 
meilleure évaluation de ce travail. 
− D’un point de vue pratique, nous commençons à appliquer la méthode à une station 
d’épuration bilogique à boues activées. Comme d’habitude, c’est le début d’une longue 
histoire. 
− Un point important à aborder concerne la mise au point d’une stratégie de commande en 
particulier la commande tolérante au défaut FTC. Comme la méthode développée isole 
les éléments défectueux assez rapidement, et reconstruit et identifie le graphe de défaut 
très précisément, elle peut nous donner des résultats de FTC intéressants. 
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− Une technique d’estimation non linéaire par un filtre de Kalman étendu grand gain adap-
tatif  a été introduite mais d’autres investigations restent encore à faire, à savoir : 
• La prise en compte des incertitudes sur les dynamiques non linéaires des proces-
sus de traitement des eaux usées (cinétiques biologiques, vitesse de sédimen-
tions…) 
• Dans cette thèse, nous avons pris en compte un bruit de mesure en ajoutant un 
bruit colorée (un processus d’Ornstein-Ulhenbeck) et nous avons vu que l’utilisation 
d’un observateur grand gain provoque une amplification du bruit. L’amélioration 
de cette estimation par l’utilisation d’un filtre pourrait nous donner des résultats 
plus précis. 
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Annexe A. Eléments de ma-
thématiques 
 
Dans cette annexe, les notions les plus importantes concernant l’algèbre différentielle sont rappe-
lées. Des développements plus approfondis pourront être trouvées dans les ouvrages (Isidori, 
1995 ; Wonham, 1985). L’algèbre différentielle est utilisée pour l’étude de l’observabilité des sys-
tèmes non linéaires (chapitre 2 et chapitre 4). 
 
A.1. Quelques définitions générales 
A désigne un sous-ensemble ouvert de ℝ푛 (퐴 ⊆ ℝ푛), 푓	est une fonction définie de A sur ℝ. La 
valeur de 푓 au point 푥 = (푥1, 푥2, … , 푥푛) sera notée	푓(푥). 
Définition a.1 
Une fonction	푓	est dite de classe 퐶 ∞ (ou simplement 퐶 ∞ ou encore lisse) si ses dérivées par-
tielles par rapport à  푥1, 푥2, … , 푥푛, pour tout ordre existent. 
Définition a.2 
Une fonction	f	est dite analytique si pour chaque point  푥° ∈ 퐴 il existe un voisinage 푈 de 푥°, tel 
que le développement en série de Taylor de 푓	en 푥°converge vers 푓(푥)	pour tout 푥 ∈ 푈. 
Définition a.3 
Une application 퐹: 퐴 → ℝ푚 est une collection (une famille) de fonctions 푓푖: 퐴 → ℝ. Une applica-
tion 퐹 sera dite de classe 퐶 ∞ si toutes les fonctions 푓푖 qui la constituent sont de classe 퐶 ∞. 
Considérons maintenant 푈 ⊆ ℝ푛 et 푉 ⊆ ℝ푛 deux ensembles ouverts et une application 퐹: 푈 → 푉. 
La matrice jacobienne de l’application 퐹 au point 푥 est la matrice de dimension 푛 × 푛 définie de 
la manière suivante : 
휕*휕+ = ⎝
⎜⎛
휕-
1휕+1 …
휕-
1휕+0
⋮ … ⋮휕-
0휕+1 …
휕-
0휕+0⎠
⎟⎞                                                                                               (A.1) 
La valeur de 휕퐹휕푥 au point 푥 = 푥° est notée [휕퐹휕푥]푥° 
Définition a.4 
Soit 푈 ⊆ ℝ푛 et 푉 ⊆ ℝ푛 deux ensembles ouverts. Une application 퐹: 푈 → 푉 est un difféomorphisme 
de classe 퐶 ∞ si les 3 conditions suivantes sont respectées : 
− 퐹 est bijective 
− 퐹 est de classe 퐶 ∞ 
− 퐹 −1 est de classe 퐶 ∞ 
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Théorème a.1 (théorèmes des fonctions implicites) 
Soit 퐴 ⊂ ℝ푛	et 퐵 ⊂ ℝ푛 deux ensembles ouverts, une application 퐹 de classe	퐶 ∞définie de 퐴 ×퐵 sur ℝ푛 et (푥1, … , 푥푛, 푦1,⋯ , 푦푛), un élément de 퐴 × 퐵  
Supposons qu’il existe des points (푥0, 푦0) ∈ 퐴 × 퐵 tels que : 
퐹(푥0, 푦0) = 0 
Supposons de plus que la matrice : 
휕퐹휕푦 =
⎝
⎜⎜⎜
⎛휕푓1휕푦1⋮휕푓푛휕푦1
… 휕푓1휕푦푛⋮휕푓푛휕푦푛⎠
⎟⎟⎟
⎞
 
est non singulière en (푥0, 푦0). Alors il existe un voisinage ouvert 퐴0 de 푥0 dans 퐴 et 퐵0 de 푦0 
dans 퐵 est une application unique 퐺:퐴0 → 퐵0	de classe 퐶 ∞ telle que : 
퐹(푥,퐺(푥)) = 0 
Pour tout 푥 ∈ 퐴0. 
 
A.2. Quelques notions de topologie 
Dans cette section, quelques définitions classiques de topologie seront présentées de manière à 
pouvoir introduire les notions de variétés différentielles et les champs de vecteurs. Ces opérations 
sur les champs de vecteurs sont très largement utilisées pour l’étude d’observabilités des systèmes 
non linéaires. 
A.2.1. Généralités 
Définition a.5. Topologie 
 Soit 푋 un ensemble quelconque. Une topologie est une partie 푆(푋) de 푃(푋) (i.e. une famille de 
sous-ensembles de 푋) vérifiant les conditions suivantes :  
i. l’ensemble vide ∅ et 푋 appartiennent à S(X)  
ii. si 푌	et 푍 appartiennent à S(X) alors leur intersection 푋 ∩ 푌 appartient à S(X)  
iii. si on considère une famille de sous-ensembles de X appartenant à S(X) alors la réunion 
de tous ces sous-ensembles appartiennent encore à S(X). 
Définition a.6. Espace topologique 
On dit que 푋 est un espace topologique si on a défini sur	푋 une topologie, autrement dit, si on a 
donné un ensemble 푆(푋) de sous-ensembles de 푋 vérifiant les trois propriétés ci-dessus.  
i. l’ensemble vide ∅	et 푋 sont des ouverts 
ii. une intersection finie d’ouverts est un ouvert 
iii. une réunion quelconque d’ouverts est un ouvert. 
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Définition a.7. Ouvert, fermé.  
Un élément de la topologie (i.e. un sous-ensemble de 푋 appartenant à 푆(푋)) est appelé un ouvert 
de 푋.   
Un sous-ensemble de 푋 est dit fermé s’il est le complémentaire d’un ouvert de X i.e. G est un 
fermé de 푋 signifie il existe A appartenant à 푆(푋) tel que 퐺 soit formé des éléments de 푋 
n’appartenant pas à 퐴.  
Définition a.8. Sous-ensemble dense 
 Soit 푋 un espace topologique et 푌 un sous-ensemble de 푋. On dit que 푌 est dense dans 푋 (ou 
est un sous-ensemble dense de 푋), si tout ouvert non vide de 푋 contient au moins un point de 푌 
i.e. aucun élément de 푆(푋)	n’est disjoint avec 푌.  
Définition a. 9. Homéomorphisme.  
Une fonction bijective h définie d’un espace topologique 푋 dans un espace topologique 푌 est un 
homéomorphisme si elle est continue et si sa réciproque ℎ−1 est également continue.  
Définition a.10. Espace topologique séparé 
Soit X un espace topologique de topologie 푆(푋). On dit  que 푋 est séparé si pour tous éléments 
distincts 푥 ∈ 푋 et 푦 ∈ 푋, il existe deux ouverts 푈 et 푉 d’intersection vide avec 푥 ∈ 푈 et 푦 ∈ 푉.   
Considérons l’espace ℝn qui est l’ensemble des suites ordonnées de 푛 nombres réels (푥1, 푥2, … , 푥푛). 
Pour munir ℝn d’une structure topologique il suffit de définir les ouverts comme étant la réunion 
de pavés ouverts. Un pavé ouvert étant soit défini par 푎푖 < 푥푖 < 푏푖 (푖 = 1,… , 푛 et 푎푖 et 푏푖 deux 
nombres réels), soit l’ensemble vide. 
Dans les espaces topologiques, les notions de voisinage et de continuité sont définies comme suit : 
− un voisinage d’un point 푝 d’un espace topologique 퐸 est tout sous-ensemble de 퐸 
contenant un ouvert contenant 푝. 
− Soient 푋1 et 푋2 deux espaces topologiques et 퐹 une application 퐹:푋1 → 푋2. L’application 퐹 est dite continue en 푥 ∈ 푋1 si pour tout voisinage 푉 de 퐹(푥) il existe un voisinage v tel 
que 퐹(푣) ⊂ 푉. 퐹 est dite continue sur 푋1 si elle est continue en tout point de 푥 ∈ 푋1. 
− Un espace topologique est dit séparé (ou Hausdorff) si deux points quelconques possèdent 
des voisinages disjoints. 
A.2.2. Variétés et champs de vecteurs 
Définition a.11 
푀 est une variété topologique si 
− 푀 est un espace topologique séparé  
− Pour tout 푝 ∈  푀, il existe un ouvert 푈 de 푀 contenant 푝, et un homéomorphisme 휙 ∶  푈 →  푊 ⊂  ℝ푛  
où 푊 est un ouvert de ℝ푛. 
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Nous dirons que 푛 est la dimension de 푀. Le couple (푈,휙) est une carte locale de 푀.  
Définition a.12 
Soit 푁 une variété de dimension 푛 et 퐶 ∞(푝)	l’ensemble de toutes les fonctions 퐶 ∞ du voisinage 
d’un point 푝. Un vecteur tangent 푣	en 푝 ∈ 푁 est une application	푣 ∶ 퐶 ∞(푝) →  ℝn ayant les pro-
priétés suivantes : 
− règle de Leibniz : 푣(휆훾) = 훾(푝)휐(휆) + 휆(푝)푣(훾) pour tout 훾,휆 ∈ 퐶 ∞(푝)	 
− linéarité : 푣(푎휆+ 푏훾) = 푎푣(휆) + 푏푣(훾) pour tout 푎, 푏 ∈ ℝ	et 훾,휆 ∈ 퐶 ∞(푝) 
Calculs sur les variétés 
Définition a.13. Applications différentiables 
Soient 푀 et 푁 deux variétés différentiables de dimension 푚 et 푛 resp.  
Une application	푓 ∶  푀 → 푁 est dite différentiable (resp. de classe	퐶 ∞) si, pour toute carte locale (푈,휙) sur 푀 et toute carte locale (푉, 휓) sur	푁, l'application composée 휓 휊 푓 휊 휙−1: ℝn  → ℝm	est 
différentiable (resp. de classe 퐶 ∞) 
Le rang de la composée 휓 휊 푓 휊 휙−1 ne dépend pas des cartes locales considérées sur 푀 et sur	푁. 
Le rang de 푓 est alors défini comme étant le rang de la composée	휓 휊 푓 휊 휙−1. 
Définition a.14. Difféomorphisme  
L'application 푓 est appelée un difféomorphisme si  휓 휊 푓 휊 휙−1 est un difféomorphisme, pour 
toute carte locale (푈,휙) sur 푀 et toute carte locale (푉, 휓)  sur 푁. 
Immersions, submersions, plongements 
Soient 푀 et 푁 deux variétés différentiables de dimension 푚 et 푛 resp. 
Définition a.15. Immersion 
Une application différentiable 푓 ∶  푀 →  푁	est appelée une immersion si sa différentielle en tout 
point de 푀	est de rang 푚 (c'est-à-dire injective) ; ce qui implique	푚 ≤  푛. 
Définition a.16. Submersion 
L'application 푓 sera appelée une submersion si sa différentielle en tout point de 푀	est de rang 푛 
(c'est-à-dire surjective) ; ce qui implique	푚 ≥  푛. 
Définition a.17. Plongement 
On dira que 푓	est un plongement si elle est une immersion injective réalisant un homéomor-
phisme de 푀 sur 푓(푀) (muni de la topologie induite par celle de 푁). 
Définition a.18 
L’espace tangent à	푁 en 푝, noté 푇푝푁, est l’ensemble de tous les vecteurs tangents en	푝. 
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Soit 푁 une variété de dimension	푛, un champ de vecteurs sur 푁 est défini par : 
Définition a.19 
Un champ de vecteurs	푓 sur 푁 est une application assignant à chaque point 푝 ∈ 푁 un vecteur 
tangent 푓(푝) dans 푇푝푁. 
Définition a.20 
Un champ de vecteurs est dit lisse si pour chaque point 푝 ∈ 푁, il existe une carte locale (푈,휑) et 푛 fonctions 푓1, 푓2, … , 푓푛, lisses à valeurs réelles définies sur 푈 telles que pour tout 푞 ∈ 푈 
푓(푞) = ∑ 푓푖(푞) ( 휕휕휑푖)푞푛푖=1                                                                                          (A.2) 
Définition a.21 
Une courbe intégrale du champ de vecteurs	f est une solution locale de l’équation différentielle 푥̇ = 푓(푥) 
Les courbes intégrales de f existent et sont uniques si 푓 est de classe 퐶 푘 (c’est-à-dire localement 
lipschitzienne). Rappelons qu’une fonction 푓: ℝn  → ℝn est localement lipschitzienne si et seule-
ment si 
∀푈 ⊂ ℝ푛, ∀푥1, 푥2 ∈ 푈,∃퐾 ∶ ‖푓(푥1) − 푓(푥2)‖ ≤ 퐾‖푥1 − 푥2‖                                            (A.3) 
L’équation différentielle 푥̇ = 푓(푥) avec f	localement lipschitzienne admet au voisinage de tout 
point 푥0 une courbe intégrale passant par 푥0 pour 푡 = 0. 
Définition a.22  
La dérivée de Lie est la dérivée d’une fonction λ sur un champ de vecteurs	푓. Elle est notée 퐿푓휆(푥) et est définie par : 
퐿푓휆(푥) = 휕휆휕푥 푓(푥) = ∑ 휕휆휕푥푖 푓푖(푥)푛푖=1                                                                         (A.4) 
pour chaque 푥 ∈ 푈. 
Il est possible de dériver la fonction 휆(푥) le long de plusieurs champs de vecteurs ou plusieurs 
fois le long d’un même champ de vecteurs. La dérivée de 휆(푥) le long d’un champ de vecteurs 푓 
et le long d’un champ de vecteurs 푔 est défini par : 
퐿푔퐿푓휆(푥) = 휕(퐿푓휆)휕푥 푔(푥)                                                                                       (A.5) 
Définition a.23 
Le crochet (ou produit) de Lie de deux champs de vecteurs f et g, noté [f, g] (x), est défini par : 
[푓, 푔](푥) = 휕푔휕푥 푓(푥) − 휕푓휕푥 푔(푥)                                                                                (A.6) 
Pour tout 	푥 de 푈. 
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Il est évidement possible de répéter plusieurs fois l’opération du crochet de Lie d’un champ de 
vecteur 푔 avec le même champ de vecteurs 푓: [푓, [푓, … [푓, 푔]]](푥). Pour éviter cette notation relati-
vement lourde, il est préférable d’utiliser l’opérateur 푎푑푓푘푔(푥) qui est défini de manière récursive : 
푎푑푓푘푔(푥) = [푓, 푎푑푓푘−1푔(푥)], 											푎푑푓0푔(푥) = 푔(푥)                                                            (A.7)                 
 
A.3. géométrie différentielle  
Les notations introduites dans cette section sont inspirées de celles utilisées par Isidori (1995). 
L’image d’une application	퐵, notée 퐼푚퐵 = ℬ est l’espace vectoriel défini par : 
퐼푚퐵 = ℬ = {푦 푡푒푙 푞푢푒 푦 = 퐵푥, ∀푥 ∈ 휒}                                                                 (A.8) 
Le noyau d’une application	퐶, noté 푘푒푟 퐶 est l’espace vectoriel défini par : 
푘푒푟 퐶 = {푥 푡푒푙 푞푢푒 퐶푥 = 0, ∀푥 ∈ 휒}                                                                      (A.9)  
L’image d’un sous-espace vectoriel 풮 par une application 퐴 est notée 퐴풮. 
Définition a.24 
Une application 휑: 휒 → 푌	est : 
− injective lorsque 휑(푣) = 휑(푢) ⇒ 푣 = 푢 ou de manière équivalente, 푘푒푟휑 = {0}. 
− Surjective lorsque 퐼푚휑 = 풴 
Définition a.25 
Un sous-espace 풮 ⊆ χ est dit A-invariant si A풮 ⊆ 풮. 
 
Un champ de vecteurs lisses	푓, défini sur un ensemble ouvert 푈	de ℝn, peut être interprété comme 
une application lisse qui assigne le vecteur f(x) de dimension n à chaque point	푥 ∈ 푈. Supposons 
maintenant que nous ayons d champs de vecteurs lisses 푓1, … , 푓푑(푥) définissent un espace vecto-
riel. Ces espaces vectoriels dépendent de 푥 et sont notés ∆(푥)	: 
∆(푥) ≜ 푠푝푎푛{푓1(푥), … , 푓푑(푥)}                                                                                (A.10) 
Définition a.26 
Une distribution	∆ est définie comme étant l’ensemble de tous les espaces vectoriels ∆(푥)	pour 푥 ∈ 푈. 
Si D est matrice ayant n lignes et d colonnes dont les éléments sont des fonctions lisses en x 
alors cette matrice identifie une distribution qui sera définie par l’espace engendré par ses co-
lonnes en ce point. La valeur d’une telle distribution à un point x sera égale à l’image de la ma-
trice : 
∆(푥) = 퐼푚(퐹(푥))                                                                                        (A.11) 
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Définition a.27 
Une distribution ∆	est dite involutive si le crochet de Lie [푓1, 푓2] de toute paire de champs de 
vecteurs 푓1 et 푓2 appartenant à ∆ appartient aussi à ∆. 
La notion de distribution peut être intuitivement perçue comme une extension de la notion 
d’espace. De la même manière, nous définissons une codistribution comme étant l’objet dual, 
défini dans (ℝn)*, à la distribution, définie dans ℝn. En quelque sorte, la codistribution est une 
extension de la notion d’espace tangent. 
Une codistribution 훺	peut être construite à partir d’une distribution ∆ (et inversement) en utili-
sant l’annulateur de	∆. Un annulateur, noté ∆⊥	est l’ensemble de tous les vecteurs orthogonaux 
aux vecteurs de ∆(푥): 
∆⊥= {푤* ⊆ (푅푛)*푡푒푙 푞푢푒 〈푤*, 푣〉 = 0 푝표푢푟 푡표푢푡 푣 ∈ ∆(푥)}                                            (A.12) 
Où 〈. , . 〉est l’opérateur désignant le produit scalaire entre deux vecteurs.  
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Annexe B. Modèle ASM1 com-
plet et réduit 
 
Dans la première partie de cette annexe, nous proposons une description détaillée du modèle 
ASM1 complet. Une spécification des simplifications qui ont été mené, afin d’obtenir un modèle 
réduit, font l’objet de la deuxième partie. 
B. 1. Les équations du modèle ASM1 complet 
Liste des variables du modèle complet 
1) 푆퐼; 2) 푆푆 ; 3) 푋퐼 ; 4)	푋푆 ; 5) 푋퐵,퐻 ; 6) 푋퐵,퐴 ; 7) 푋푃 ; 8) 푆푂; 9)	푆푁푂  ; 10) 푆푁퐻  ;11) 푆푁퐷	 ; 
12) 푋푁퐷; 13) 푆퐴퐿퐾 
Liste des processus 
휌1 = 휇퐻 ( 푆푆퐾푆+푆푆)( 푆푂퐾푂,퐻+푆푂)푋퐵,퐻                                                                            (B.1) 
휌2 = 휇퐻 ( 푆푆퐾푆+푆푆)( 퐾푂,퐻퐾푂,퐻+푆푂)( 푆푁푂퐾푁푂+푆푁푂)휂푁푂,푔푋퐵,퐻                                                     (B.2)                                                     
휌3 = 휇퐴 ( 푆푁퐻퐾푁퐻,퐴+푆푁퐻)( 푆푂퐾푂,퐴+푆푂)푋퐵,퐴                                                                      (B.3) 
휌4 = 푏퐻푋퐵,퐻                                                                                                        (B.4) 
휌5 = 푏퐴푋퐵,퐴                                                                                                       (B.5) 
휌6 = 푘푎푆푁퐷푋퐵,퐻                                                                                                   (B.6) 
휌7 = 푘ℎ ( 푋푆/푋퐵,퐻퐾푋+(푋푆/푋퐵,퐻))[( 푆푂퐾푂,퐻+푆푂) + 휂푁푂,ℎ ( 퐾푂,퐻퐾푂,퐻+푆푂)( 푆푁푂퐾푁푂+푆푁푂)]푋퐵,퐻                      (B.7) 
휌8 = 푘ℎ ( 푋푆/푋퐵,퐻퐾푋+(푋푆/푋퐵,퐻))[( 푆푂퐾푂,퐻+푆푂) + 휂푁푂,ℎ ( 퐾푂,퐻퐾푂,퐻+푆푂)( 푆푁푂퐾푁푂+푆푁푂)]푋퐵,퐻(푋푁퐷/푋푆)        (B.8) 
Les taux de conversion 
푆퐼(푖 = 1); 	푟1 = 0                                                                                                   (B.9) 
푆푆(푖 = 2); 	푟2 = − 1푌퐻 휌1 + 1푌퐻 휌2 + 휌7                                                                         (B.10) 
푋퐼(푖 = 3); 	푟3 = 0                                                                                                (B.11) 
푋푆(푖 = 4); 푟4 = (1 − 푓푟푋퐼)휌4 + (1 − 푓푟푋퐼)휌5 − 휌7                                                       (B.12) 
푋퐵,퐻(푖 = 5); 	푟5 = 휌1 + 휌2 − 휌4                                                                            (B.13) 
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푋퐵,퐴(푖 = 6); 푟6 = 휌3 − 휌5                                                                                      (B.14) 
푋푃(푖 = 7); 푟7 = 푓푟푋퐼휌4 + 푓푟푋퐼휌5                                                                             (B.15) 
푆푂(푖 = 8); 푟8 = − 1−푌퐻푌퐻 휌1 + 4.57−푌퐴푌퐴 휌3                                                                      (B.16) 
푆푁푂(푖 = 9); 	푟9 = − 1−푌퐻2.86푌퐻 휌2 + 1푌퐴 휌3                                                                         (B.17) 
푆푁퐻(푖 = 10); 푟10 = −푖푁퐵푀휌1 − 푖푁퐵푀휌2 − (푖푁퐵푀 + 1푌퐴)휌3 + 휌6                                     (B.18) 
푆푁퐷(푖 = 11); 푟11 = −휌6 + 휌8                                                                                  (B.19) 
푋푁퐷(푖 = 12);  푟12 = (푖푁퐵푀 − 푓푟푋퐼푖푁푋퐼)휌4 + (푖푁퐵푀 − 푓푟푋퐼푖푁푋퐼)휌5 − 휌8                            (B.20) 
푆퐴퐿퐾(푖 = 13);  푟13 = − 푖푁퐵푀14 휌1 + ( 1−푌퐻14×2.86푌퐻 − 푖푁퐵푀14 )휌2 − (푖푁퐵푀14 + 17푌퐴)휌3 + 114 휌6              (B.21) 
− 푥 désigne l’état du système,  
− 푄 est relatif aux différents débits,  
− les exposants (où indice selon le cas) in, rec, et purg sont utilisés pour désigner les grandeurs res-
pectivement associées à l’influent, au recyclage des boues, et à l’extraction. 
Les équations du modèle ASM1 sont données par   
푥̇ = 푓(푥)                                                                                                             (B.22) 
Avec 푓 est comme suit : 
Pour les composants solubles (푖 = 1, 2, 9, 10, 11, 13) 
Les équations du modèle sont données par 
푓푖(푥) = 푄푖푛푉 (푥푖푖푛 − 푥푖) + 푟푖(푥)                                                                                  (B.23) 
Pour les composants particulaires (푖 = 3, 4, 5, 6, 7, 12) 
푓푖(푥) = 1푉 [푄푖푛(푥푖푖푛 − 푥푖) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 푥푖] + 푟푖(푥)                                                   (B.24) 
Pour la concentration en oxygène dissous (푖 = 8) 
푓푖(푥) = 1푉푄푖푛(푥8푖푛 − 푥8) + 푟8(푥) + 푢푘퐿푎(푆푂푚푎푥 − 푆푂)                                                    (B.25) 
En détails les équations s’écrivent : 
Pour les composants solubles (푖 = 1, 2, 9, 10, 11, 13) 
푆퐼̇ = 푄푖푛푉 (푆퐼 푖푛 − 푥(1)) + 푟1                                                                                     (B.26) 
푆푆̇ = 푄푖푛푉 (푆푆 푖푛 − 푥(2)) + 푟2                                                                                     (B.27) 
푆푁̇푂 = 푄푖푛푉 (푆푁푂 푖푛 − 푥(9)) + 푟9                                                                                  (B.28) 
푆푁̇퐻 = 푄푖푛푉 (푆푁퐻 푖푛 − 푥(10)) + 푟10                                                                               (B.29) 
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푆푁̇퐷 = 푄푖푛푉 (푆푁퐷 푖푛 − 푥(11)) + 푟11                                                                               (B.30) 
푆퐴̇퐿퐾 = 푄푖푛푉 (푆퐴퐿퐾 푖푛 − 푥(12)) + 푟12                                                                            (B.31) 
Pour les composants particulaires (푖 = 3, 4, 5, 6, 7, 12) 
푋̇퐼 = 1푉 [푄푖푛(푋퐼 푖푛 − 푥(3)) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 푥(3)] + 푟3                                                  (B.32) 
푋̇푆 = 1푉 [푄푖푛(푋푆 푖푛 − 푥(4)) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 푥(4)] + 푟4                                                  (B.33) 
푋̇퐵,퐻 = 1푉 [푄푖푛(푋퐵,퐻 푖푛 − 푥(5)) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푖푛+푄푝푢푟푔 푥(5)] + 푟5                                              (B.34) 
푋̇퐵,퐴 = 1푉 [푄푖푛(푋퐵,퐴 푖푛 − 푥(6)) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 푥(6)] + 푟6                                             (B.35) 
푋̇푃 = 1푉 [푄푖푛(푋푃 푖푛 − 푥(7)) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 푥(7)] + 푟7                                                 (B.36) 
푋̇푁퐷 = 1푉 [푄푖푛(푋푁퐷 푖푛 − 푥(12)) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 푥(12)] + 푟12                                          (B.37) 
Pour la concentration en oxygène dissous (푖 = 8) 
푆푂̇ = 1푉푄푖푛(푆푂 푖푛 − 푥8) + 푟8 + 푢푘퐿푎(푆푂 푚푎푥 − 푆푂)                                                          (B.38) 
B. 2. Le Modèle ASM1 réduit  
L’utilisation de la simulation dynamique, basée sur le modèle ASM1, a montré son efficacité. Ce 
modèle rigoureux permet de mieux appréhender le comportement dynamique des stations 
d’épuration biologiques par boues activées. En contrepartie,  le nombre de variables d’états et de 
paramètres qu’il comporte est important. Cette complexité est problématique dans certains do-
maines d’application, comme la commande et l’estimation, et l’utilisation de modèles plus 
simples, de faibles dimensions, est plus souvent nécessaire.  
Dans cette thèse nous avons opté pour le modèle ASM1 réduit proposée par B. Chachuat (Cha-
chuat et al., 2003). Les différentes étapes de simplification effectuées pour obtenir le modèle ré-
duit sont les suivantes : 
Simplification classique 
Deux simplifications classiques sont apportées au modèle original:  
• L’alcalinité 푆퐴퐿퐾 est omise puisqu’elle n’intervient pas dans les dynamiques des autres 
variables du modèle ;  
•  les composés particulaires internes 푋푃 ne sont pas distingués. 
Simplification des dynamiques lentes   
En appliquant la théorie des perturbations singulières, une séparation entre les dynamiques 
lentes et rapides des procédés de traitement des eaux usées par boues activées est faite. Les résul-
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tats obtenus indiquent clairement que les dynamiques des composés organiques particulaire 
inerte (푋퐼) et des biomasses hétérotrophes (푋퐵,퐻) sont nettement plus lentes que celles des 
autres composés du système, et ceci tout au long du cycle de fonctionnement. Ainsi, nous pou-
vons considérer que la concentration en composés organiques solubles inertes (푆퐼)  est omise des 
autres composés. Finalement, le nombre de variables d’état se réduit de 11 à 7. 
On obtient ainsi le modèle suivant : 
푆푆̇ = 푄푖푛푉 (푆푆 푖푛 − 푥(2)) + 푟2                                                                                     (B.39) 
푆푁̇푂 = 푄푖푛푉 (푆푁푂 푖푛 − 푥(9)) + 푟9                                                                                  (B.40) 
푆푁̇퐻 = 푄푖푛푉 (푆푁퐻 푖푛 − 푥(10)) + 푟10                                                                               (B.41) 
푆푁̇퐷 = 푄푖푛푉 (푆푁퐷 푖푛 − 푥(11)) + 푟11                                                                               (B.42) 
푋̇푆 = 1푉 [푄푖푛(푋푆 푖푛 − 푥(4)) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 푥(4)] + 푟4                                                  (B.43) 
푋̇푁퐷 = 1푉 [푄푖푛(푋푁퐷 푖푛 − 푥(12)) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 푥(12)] + 푟12                                          (B.44) 
푆푂̇ = 1푉푄푖푛(푆푂 푖푛 − 푥8) + 푟8 + 푢푘퐿푎(푆푂 푚푎푥 − 푆푂)                                                          (B.45) 
Simplification des composés organiques 
Pour représenter les composés organiques, 2 variables d’état sont utilisées dans le modèle ASM1 : 
les composés biodégradable soluble (푆푆), supposé directement assimable par les micro-organismes, 
et particulaire (푋푆), qui doit être hydrolysé en composés solubles pour pouvoir être assimilés. Les 
variables d’états (푆푆) et (푋푆), vont être rassemblées sous une unique variables 푋퐷퐶푂 telle que 푋퐷퐶푂 = 푋푆 + 푆푆  
Ainsi, la dynamique de ce nouveau composé s’obtient en sommant les dynamiques (B.43) et 
(B.39). 
푋̇퐷퐶푂 = 푄푖푛푉 (푆푆 푖푛 + 푋푆 푖푛) − 푄푖푛푉 푆푆 + (푄푟푒푐푉 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 − 푄푖푛푉 )푋푆 + 푟4 + 푟2                        (B.46) 
퐷푖푛 = 푄푖푛푉 , 퐷푟푒푐 = 푄푟푒푐푉  et 퐷푝푢푟푔 = 푄푝푢푟푔푉  désignent respectivement les taux de dilution relatifs aux 
débits incident, de recyclage et d’extraction des boues. Ainsi l’équation (B.46) devient : 
푋̇퐷퐶푂 = 퐷푖푛푋퐷퐶푂 푖푛 − 퐷푖푛푆푆 − 퐷푝푢푟푔( 퐷푖푛+퐷푟푒푐퐷푟푒푐+퐷푝푢푟푔)푋푆 + 푟4 + 푟2                                  (B.47)  
 En remarquant que le taux de purge 휏푝푢푟푔 = 퐷푝푢푟푔퐷푟푒푐+퐷푝푢푟푔 est faible 휏푝푢푟푔 ≪ 1 et en définissant la 
fraction soluble des composés organiques par 푓푆푆 = 푋퐷퐶푂푆푆 = 퐾푆퐾퐷퐶푂 , on obtient finalement : 
푋̇퐷퐶푂 = 퐷푖푛 (푋퐷퐶푂 푖푛 − 퐾푆퐾퐷퐶푂 푋퐷퐶푂) − 1푌퐻 (휌1 + 휌2) + (1 − 푓푟푋퐼)(휌4 + 휌5)                        (B.48) 
On obtient ainsi les 6 équations suivantes : 
푆푁̇푂 = 푄푖푛푉 (푆푁푂 푖푛 − 푥(9)) + 푟9                                                                                 (B.49) 
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푆푁̇퐻 = 푄푖푛푉 (푆푁퐻 푖푛 − 푥(10)) + 푟10                                                                               (B.50) 
푆푁̇퐷 = 푄푖푛푉 (푆푁퐷 푖푛 − 푥(11)) + 푟11                                                                               (B.51) 
푋̇푁퐷 = 1푉 [푄푖푛(푋푁퐷 푖푛 − 푥(12)) + 푄푟푒푐 푄푖푛−푄푝푢푟푔푄푟푒푐+푄푝푢푟푔 푥(12)] + 푟12                                          (B.52) 
푆푂̇ = 1푉푄푖푛(푆푂 푖푛 − 푥8) + 푟8 + 푢푘퐿푎(푆푂 푚푎푥 − 푆푂)                                                         (B.53) 
푋̇퐷퐶푂 = 퐷푖푛 (푋퐷퐶푂 푖푛 − 퐾푆퐾퐷퐶푂 푋퐷퐶푂) − 1푌퐻 (휌1 + 휌2) + (1 − 푓푟푋퐼)(휌4 + 휌5)                        (B.54)                   
Simplification des composés azotés   
 Pour représenter les composés azotés, quatre variables d’état sont utilisées : 푆푁푂,  푆푁퐻, 푆푁퐷 et 푋푁퐷. Les concentrations en azote ammoniacal 푆푁퐻 et en nitrite/nitrates 푆푁푂, s’avèrent indis-
pensable dans l’expression du modèle réduit puisqu’elles constituent l’essentiel de rejets de l’azote 
et sont mesurables en ligne. En revanche, les deux fractions d’azote organique soluble 푆푁퐷 et 
particulaire 푋푁퐷, dont le rôle est de décrire la formation interne de 푆푁퐻 par les processus 
d’hydrolyse et d’ammonification, ne constituent qu’une faible partie de rejet d’azote. La simplifi-
cation appliquée ici est de développer les dynamiques des composés 푆푁퐻 et 푆푁퐷  en simplifiant la 
cinétique d’ammonification 휌6, de sorte qu’il ne soit plus nécessaire de décrire les mécanismes de 
formation interne d’ammoniaque : 
푆푁̇푂 = 푄푖푛푉 (푆푁푂 푖푛 − 푆푁푂) − 1−푌퐻2.86푌퐻 휌2 + 1푌퐴 휌3                                                                (B.55) 
푆푁̇퐻 = 푄푖푛푉 (푆푁퐻 푖푛 − 푆푁퐻) − 푖푁퐵푀휌1 − 푖푁퐵푀휌2 − (푖푁퐵푀 + 1푌퐴)휌3 + ρ6                              (B.56) 
푆푁̇퐷 = 푄푖푛푉 (푆푁퐷 푖푛 − 푆푁퐷) − 휌6 + 휌8                                                                           (B.57) 
푆푂̇ = 푄푖푛푉 (푆푂 푖푛 − 푆푂) − 1−푌퐻푌퐻 휌1 + 4.57−푌퐴푌퐴 휌3 + 푢푘퐿푎(푆푂 푚푎푥 − 푆푂)                                     (B.58) 
푋̇퐷퐶푂 = 푄푖푛푉 (푋퐷퐶푂 푖푛 − 퐾푆퐾퐷퐶푂 푋퐷퐶푂) − 1푌퐻 (휌1 + 휌2) + 휃2                                               (B.59) 
Avec  
휌1 = 휃1 ( 푋퐷퐶푂퐾퐷퐶푂+푋퐷퐶푂)( 푆푂퐾푂,퐻+푆푂)                                                                            (B.60) 
휌2 = 휃1휂푁푂,푔 ( 푋퐷퐶푂퐾퐷퐶푂+푋퐷퐶푂)( 퐾푂,퐻퐾푂,퐻+푆푂)( 푆푁푂퐾푁푂+푆푁푂)                                                     (B.61) 
휌3 = 푌퐴휃3 ( 푆푁퐻퐾푁퐻+푆푁퐻)( 푆푂퐾푂,퐴+푆푂)                                                                            (B.62) 
휌4 = 푏퐻푋퐵,퐻                                                                                                       (B.63) 
휌5 = 푏퐴푋퐵,퐴                                                                                                       (B.64) 
휌6 = 휃4푆푁퐷                                                                                                         (B.65) 
휌7 = 휃5 ( 푋퐷퐶푂퐾퐷퐶푂+푋퐷퐶푂) [( 푆푂퐾푂,퐻+푆푂) + 휂푁푂,ℎ ( 퐾푂,퐻퐾푂,퐻+푆푂)( 푆푁푂퐾푁푂+푆푁푂)]                               (B.66) 
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Les constantes  
휃1 = 휇퐻푋퐵,퐻                                                                                                      (B.67)  
휃2 = (1 − 푓푟푋퐼)(푏퐻푋퐵,퐻 + 푏퐴푋퐵,퐴)                                                                         (B.68) 
휃3 = 휇퐴푌퐴 푋퐵,퐴                                                                                                       (B.69) 
휃4 = 푘푎푋퐵,퐻                                                                                                       (B.70) 
휃5 = 푘ℎ 푋푁퐷푋푆 푋퐵,퐻                                                                                                 (B.71) 
퐾퐷퐶푂 = 퐾푆 푋퐷퐶푂푆푆                                                                                                 (B.72) 
퐾푁퐷 = 퐾푋 푋퐷퐶푂푋푆 푋퐵,퐻                                                                                          (B.73)  
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Annexe C : la pollution des 
eaux  
 
La vie de tous les êtres vivants sur la terre (micro-organismes, animaux, plantes et être 
humains) dépend étroitement de l’eau. Bien que le volume total de l’eau contenu sur la terre est 
estimé à 1.4 milliards de 푘푚3, une estimation d’après le système mondial d’observation de cycle 
hydrologique (WHYCOS), montre que seulement 2.8 %	du total des eaux sont des eaux douces. 
En Russie, le lac Baïkal renferme à lui seul 10.2 % du volume des eaux douces superficielles de la 
planète. Ceci signifie que l’eau représente l’une des ressources les plus mal réparties sur la pla-
nète. 
En effet, cette faible quantité d’eau est devenue de plus en plus sollicitée à cause de la 
croissance démographique. L’industrialisation et l’urbanisation, par ailleurs, ont aggravé les pro-
blèmes de pollution. Le volume journalier des eaux usées produits dans la communauté euro-
péenne était de l’ordre de 40 millions de mètres-cube au début des années 90 [Lens et Verstraete, 
1992] et ne cesse de s’accroitre. Cette augmentation a entrainé à son tour l’accroissement des 
charges polluantes dans le milieu récepteur. Les écosystèmes naturels étaient largement asphyxiés 
au point que la vie aquatique était sérieusement menacée.  
Afin de permettre au lecteur d’avoir une connaissance de l’étendue de ce grave problème, 
quelques aspects liés à la pollution (ses origines, classification des polluants, les mesures de la 
pollution…) feront l’objet du cet annexe. 
C.1. Les sources de pollution 
La pollution se définit comme la présence dans l’eau d’agents physiques, biologiques ou 
chimiques, qui perturbent les écosystèmes aquatiques et la rendent impropres pour l’homme. 
La pollution des eaux arrivant au niveau des stations d’épurations peut avoir des mul-
tiples origines : 
− La pollution domestique : les rejets urbains regroupent les eaux « ménagères » (eaux 
de cuisine et de salle de bain) et les eaux des « vannes » (sanitaires). Ils peuvent être 
considérés comme la plus importante industrie en terme de masse matériaux bruts à 
traiter. En France, la consommation moyenne journalière par habitant est estimée à 150 litres en zone rurale et elle peut atteindre 250 litres en zone urbaine.   
 
− La pollution industrielle : elle représente 10% de rejets arrivants aux stations d’épuration. 
Ce type de pollution peut avoir un effet toxique sur les organismes vivants (métaux, 
pesticides, radioactivités…). 
 
− La pollution agricole : le problème de pollution agricole est du essentiellement aux 
cultures (pesticides et engrais) et déjections d’élevage (lisiers et purins). 
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− La pollution d’origine naturelle : c’est la pollution causée par d’autres agents autre 
que l’homme à savoir (ruissellement des eaux de pluie, contact de l’eau avec des gaz, 
des papiers, des débris…). 
C.2. Classification des polluants 
Diverses classifications des polluants sont représentées dans la littérature :  
La première classification consiste à répertorier les polluants en fonction de leur taille (tableau 
C.1). 
 
Classification Diamètre 
des parti-
cules (흁풎) 
caractéristique Exemple de composé 
 
Soluble 
 < 0.08  Carbohydrates simples, acides aminés, acides gras volatils, 
protéines, polysaccharides (ami-
don, cellulose), … 
Colloïdale  0.08 − 1 Limite entre phase solide et so-
luble 
Graisses, bactéries libres, débris 
cellulaires, … 
Supra-
colloïdale 
 1 − 100 Matières fines en suspension, visibles à l’œil nu ;  
Contribue à la turbidité de l’eau 
 
Fibres cellulosiques, agrégats 
lipidiques, flocs bactériens, ma-
croprotéines,… 
 
 
 
Particulaire 
 > 100  Composés grossiers 
 
Tableau C.1.  Classification des composés de l’effluent  suivant leur taille (Source : [Speran-
dio, 1998]). 
 
La deuxième classification proposée par [Ekma et al., 1986 ; Perrier et Dochain, 1993], est basée 
sur le pouvoir de dégradation des déchets polluants. On distingue deux catégories principales : 
− Matières  biodégradables : elles sont soumises à plusieurs processus biochimiques de 
conversion par les micro-organismes. Cette fraction biodégradable peut être regroupée en 
deux classes : 
 
• Matières aisément dégradables : ce sont des composés solubles qui ont la caracté-
ristique d’être directement assimilés par les microorganismes [Mamais et al., 
1993]. 
 
• Matières lentement dégradables : ces composés sont un mélange des substances 
organiques, colloïdales, solubles et solides. Afin d’être absorbées par les microor-
ganismes, elles sont soumises à des processus intermédiaires [Kappeler et Gujer, 
1992].   
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− Matières non-biodégradables : ce sont les substances qui ne subissent aucun phéno-
mène biologique de transformation [Orhon et al., 1989]. On peut citer comme exemple les 
métaux lourds ou les composés issus des phénomènes de mortalité des micro-organismes.  
 
La troisième classification dépend de la structure chimique. On distingue deux catégories princi-
pales : 
− Matières organiques : elles caractérisent les composés qui possèdent au moins un 
atome de carbone. Ils fournissent l’énergie nécessaire pour la croissance des micro-
organismes. 
 
− Matières inorganiques : elles ne contiennent pas de carbone. L’azote ammoniacal, les 
nitrates, les nitrites sont les principales matières inorganiques présentes dans les eaux ré-
siduaires.   
C.3. Les mesures globales de la pollution 
D’après la section précédente, l’effluent est un liquide de composition hétérogène, chargé des 
matières organiques ou minérales, solubles ou en suspension. L’élaboration et la définition de ces 
paramètres qualitatifs de pollution ont conduit à élaborer les mesures globales de la pollution :   
− Demande chimique en oxygène : c’est une procédure utilisée afin d’estimer la charge 
organique des eaux polluées. On désigne par 퐷퐶푂푝 la mesure des composés organiques 
particulaires, 퐷퐶푂푠 la mesure des composés organiques solubles et 퐷퐶푂 l’ensemble de 
ces deux derniers composés. 
 
− Demande biochimique en oxygène (퐷퐵푂) : c’est une mesure de la pollution orga-
nique. Elle quantifie la consommation de l’oxygène (en	푚푔 푂2/푙) resultant de la métaboli-
sation de la pollution organique par la biomasse. La 퐷퐵푂 est souvent mesurée après 5 
jours, la notation utilisée dans ce cas est généralement	(퐷퐵푂5). 
 
− Demande théorique en oxygène (DThO) : c’est la valeur de l’oxygène utilisée dans 
l’oxydation complète des matières organiques et elle peut être calculée théoriquement, si 
la formule chimique de la substance organique est connue. 
 
− Azote global (NGL) : c’est l’azote total (exprimé en	푚푔 푁/푙) qui est la somme de 
l’azote Kjeldahl (azote organique et minéral), et des nitrates et nitrites (les formes miné-
rales oxydées de l’azote). 
 
− Les matières en suspension (MES) : cette fraction représente les matières solides 
organiques ou minérales. 
 
− Matières volatile sèches (MVS) : c’est la partie organique des MES. 
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Annexe D. Terminologie 
 
En parcourant la littérature, on se rend compte immédiatement que la terminologie dans le do-
maine du diagnostic n’est pas cohérente. De nombreuses définitions d’un même mot sont trou-
vées. On peut citer par exemple le terme diagnostic, qui présente plusieurs définitions, différentes 
selon le domaine d’application considérée: 
- En finance, le diagnostic est un outil d’analyse dynamique permettant l’élaboration de 
divers documents d’anticipation des besoins de financement futurs de l’association, de 
l’établissement ou du service. 
- En médecine le diagnostic désigne la démarche suivie pour déterminer l’infection. Il re-
pose sur la recherche des causes et des symptômes de l’infection. 
- En automatique, le diagnostic est un système d’aide à la décision qui permet de localiser 
les composants ou les organes défaillants d’un système et éventuellement de déterminer 
ses causes.  
Cette incohérence rend les tâches de comparaison des différentes approches, ainsi que la précision 
de contribution et des objectifs des travaux dans ce domaine difficile à cerner. Afin d’enlever ces 
ambigüités, le comité technique SAFEPROCESS de l’IFAC (International Federation of Auto-
matic Control), ont discuté de ce problème et ils ont essayé de standardiser ces définitions. Dans 
ce contexte, il nous semble primordial de rappeler la terminologie utilisée dans ce rapport. Ces 
définitions reposent sur les travaux du comité technique de SAFPROCESS [Zwingelstein, 1995 ; 
Isermann et Balle, 1997 ; Isermann et Phalle, 2000]. 
- un défaut (fault): c’est une dérive inadmissible d’au moins une propriété caractéristique 
ou d’une variable ou d’un écart du comportement du système par rapport à son compor-
tement standard (habituel) acceptable. Il n’entraine pas un dysfonctionnement du sys-
tème mais laisse envisager une probable défaillance. 
- une défaillance (failure): elle peut être une conséquence d’un défaut. C’est une altération 
ou interruption avérée des performances d’une des fonctionnalités d’un appareil. 
- une panne (break-down): elle représente les conséquences d’une défaillance dans la réali-
sation d’un fonctionnement nominal d’un processus. En d’autres termes, c’est un état de 
non fonctionnement ou dysfonctionnement, matériel ou logiciel au sens où une unité est 
incapable d’accomplir une fonction requise, à la suite d’une défaillance. Une panne peut 
être considérée comme permanente ou intermittente: 
• une panne permanente: c’est un mauvais fonctionnement d’un composant qui 
doit être changé ou réparé. Elle peut être la conséquence du changement progres-
sif des caractéristiques d’un composant, comme le vieillissement par exemple, ou 
un changement brutal comme une casse matériel. 
• Une panne intermittente: elle peut permettre un retour du procédé dans sa dy-
namique de fonctionnement. Ces pannes entrainent très souvent une panne per-
manente suite à une dégradation progressive des performances du système. 
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- une dégradation: c’est une baisse des performances d’une des fonctionnalités d’un appa-
reil. 
- un pronostic: prévision de l’évolution des défauts et de leurs conséquences. 
- le mode de fonctionnement: c’est un terme utilisé pour décrire les différentes situations 
de fonctionnement d'un processus. On distingue trois modes de fonctionnement normal, 
dégradé et défaillant: 
• le mode de fonctionnement est normal, lorsque le système accomplit ses fonctions 
sans diminution de ses performances. 
• le mode de fonctionnement est dégradé si le système accomplit partiellement ses 
fonctions ou que ses performances sont amoindries. 
• le mode de fonctionnement est défaillant lorsque le système n’est plus apte à ac-
complir ses fonctions ou que ses performances sont fortement amoindries. 
- la surveillance: elle consiste en la détermination de l’état du système et en l’indication 
des anomalies du comportement. 
- le diagnostic: c’est la détermination de type, de la taille, de la localisation et de l’instant 
de l’occurrence d’un défaut à l’aide d’un raisonnement logique basé sur les symptômes et 
les observations du système. 
- détection d’un défaut: la détection consiste à décider si le système est en fonctionnement 
normal ou non. 
- localisation de défaut: la localisation consiste à déterminer les causes fonctionnelles ou 
physiques d’un défaut, en s’appuyant sur les symptômes révélés lors de la phase de dé-
tection. 
- l’identification de défaut: c’est la dernière phase de la procédure de diagnostic; elle per-
met de déterminer l’amplitude et l’évolution probable au cours du temps du défaut. 
- le résidu: c’est l’indicateur de présence ou non d’un défaut. C’est la différence entre le 
comportement du système observé et le comportement attendu à l’aide d’un modèle de 
référence. 
- tolérance aux fautes: c’est le fait que le système continue à accomplir les missions sou-
haitées, ou dans le cas échéant d’atteindre des nouveaux objectifs afin d’éviter des tra-
jectoires catastrophiques, même en présence d’un ou plusieurs défauts. Elle s’appuie sur 
deux approches la configuration et l’accommodation: 
• la reconfiguration: c’est la fonction consistant à changer la commande du sys-
tème ou les dispositions matérielles du système, de telle sorte que les composants 
non-défaillants permettent de délivrer un service acceptable. 
• l’accommodation: c’est la reconfiguration du système sans remettre  en cause ses 
objectifs ou sa structure. Elle consiste à corriger  ou d’annuler les effets d’un dé-
faut soit par une procédure de reprise soit par compensation des erreurs. 
- la reprise: elle consiste à trouver le remède de la panne (exemple: remplacement de 
l’élément défaillant). 
- la maintenance: consiste à remplacer ou réparer les équipements usagers ou défaillants. 
Deux types de maintenance peuvent  se présenter: 
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• maintenance préventive: elle peut être systématique ou conditionnelle (elle inter-
vient lors de la prédiction d’une future défaillance du système physique). 
• maintenance corrective: elle est effectuée après la défaillance. Elle est soit pallia-
tive (une solution de secours provisoire permettant au composant défaillant 
d’assurer au moins une partie de ses fonctionnalités), soit curative (elle corres-
pond à un remplacement du composant défectueux, ainsi une remise à l’état ini-
tial du système). 
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Diagnostic, reconstruction et identification des 
défauts capteurs et actionneurs : application aux 
station d’épurations des eaux usées 
 
Salowa METHNANI 
 
 
Résumé :  
Ce travail de thèse propose une méthode générale de reconstruction de défauts. Cette méthode 
donne un aperçu sur le problème d’observabilité des entrées inconnues. Par la suite, une métho-
dologie de détection et d’isolation de défauts capteurs et actionneurs est proposée. Le schéma de 
FDI est basé sur une banque d’observateurs. L’implémentation de cette méthode pour un modèle 
ASM1 réduit conduit à une table de signature fortement localisante. 
La deuxième partie porte sur la problématique de « l’observation des systèmes non linéaires ». 
Le filtre de Kalman étendu (FKE) est l’un des observateurs les plus largement utilisé à cette fin. 
Cependant, la convergence de cet observateur n’est pas prouvée. Lorsque le FKE est appliqué à 
un système mis sous une forme canonique d’observabilité, il acquiert, des propriétés de conver-
gence exponentielle globales. Cependant, ce dernier entraine une amplification de bruit. Afin de 
combiner l’efficacité d’un FKE en termes de lissage de bruit, et la réactivité d’un OKE grand 
gain face aux larges variations, [Boizot et al., 2010] ont proposé un observateur adaptatif. Ainsi, 
cet observateur est appliqué au système non-linéaire MIMO d’une station d’épuration biologique. 
Une étude comparative entre ces trois observateurs est menée afin de mettre en évidence la per-
tinence de l’observateur adaptatif. 
Mots clés: FDII, observateurs grand gain, reconstruction des défauts, observateurs à entrées 
inconnues, banc d’observateurs, FKE, OKE grand gain, filtre de Kalman étendu grand gain 
adaptatif, station d’épuration des eaux usées. 
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