We use the injective envelope to study quasi-multipliers of operator spaces. We prove that all representable operator algebra products that an operator space can be endowed with are induced by quasi-multipliers. We obtain generalizations of the Banach-Stone theorem. r 2004 Elsevier Inc. All rights reserved.
Introduction
We begin with some general algebraic comments, inspired by Brown et al. [7] , that make clear the role that quasi-multipliers can play. Let A be an algebra and let X DA be a subspace. We shall call an element zAA a quasi-multiplier of X (relative to A) provided that XzX DX ; i.e., x 1 zx 2 AX for every x 1 ; x 2 AX : Clearly, the set of quasimultipliers of X is a linear subspace of A: Moreover, each quasi-multiplier z induces a bilinear map m z : X Â X -X defined by m z ðx 1 ; x 2 Þ :¼ x 1 zx 2 : The associativity of the product on A; implies that each m z is an associative bilinear map and hence can be regarded as a product on X : This product gives X the structure of an algebra, which we denote by ðX ; m z Þ: There are two homomorphisms, p c and p r from this algebra into A; defined by p c ðxÞ :¼ xz and p r ðxÞ :¼ zx:
The range of p c is contained in the subalgebra of left multipliers of X (relative to A), while the range of p r is contained in the subalgebra of right multipliers of X (relative to A). Recall that an element aAA is called a left (respectively, right) multiplier of X provided that aX DX (respectively, XaDX ). Finally, note that since the quasi-multipliers are a linear subspace of A; the set of ''products'' on X that one obtains in this manner is a linear subspace of the vector space of bilinear maps from X Â X into X :
In general, linear (or, even convex) combinations of associative bilinear maps need not be associative. For an example of this phenomenon, consider X ¼ C 2 and the associative bilinear maps, m 1 ðða; bÞ; ðc; dÞÞ :¼ ðac; bdÞ and m 2 ðða; bÞ; ðc; dÞÞ :¼ ðac; bcÞ: Their convex combination, m :¼ ðm 1 þ m 2 Þ=2; is not associative.
One shortcoming of the above representation of quasi-multipliers is that it is extrinsic. The quasi-multipliers that one obtains and their induced bilinear maps, could easily depend on the algebra A and on the particular embedding of X into A and not on intrinsic properties of X : Thus, the totality of bilinear maps that one could obtain in this manner would be a union of linear spaces, taken over all embeddings of X into an algebra, which would no longer need to be a linear space.
In this paper, we develop a theory of quasi-multipliers of operator spaces and then use Hamana's injective envelope [9, 10] to give an intrinsic characterization of quasimultipliers and of their associated bilinear maps. Among the results that we obtain are that an operator space endowed with a completely contractive product can be represented completely isometrically as an algebra of operators on some Hilbert space if and only if the product is a bilinear map that belongs to this space of ''bilinear quasi-multipliers''. As a corollary, we find that the set of ''representable'' completely contractive products is a convex set. In fact, it is affinely isomorphic with the unit ball of the space of quasi-multipliers.
We then turn our attention to generalizations of the Banach-Stone theorem. Our basic result is that a linear complete isometry between any two operator algebras induces a quasi-multiplier and that by using the quasi-multiplier, one recovers earlier generalizations of the Banach-Stone theorem.
and we call QM f ðX Þ the space of quasi-multipliers of X relative to f: Note that QM f ðX Þ is a norm-closed subspace of BðHÞ:
Each zAQM f ðX Þ induces a bilinear map, m z : X Â X -X defined by m z ðx 1 ; x 2 Þ : ¼ f À1 ðfðx 1 Þzfðx 2 ÞÞ: The bilinear map m z is completely bounded in the sense of Christensen-Sinclair, i.e., its linear extension is completely bounded as a map from X # h X to X with jjm z jj cb pjjzjj: We say that m z is the bilinear map induced by z.
Definition 2.1. Let QMBðX Þ denote the set of bilinear maps from X Â X to X ; that are of the form m z for some quasi-multiplier z and some completely isometric map f from X into the bounded linear operators on some Hilbert space. For mAQMBðX Þ we set jjmjj qm :¼ inffjjzjj : m ¼ m z g; where the infimum is taken over all possible completely isometric maps f and z as above.
Note that by the above remarks, every mAQMBðX Þ is completely bounded as a bilinear map and jjmjj cb pjjmjj qm : We shall show in Example 2.11 that this inequality can be sharp. For a fixed map f; the set of bilinear maps, fm z : zAQM f ðX Þg is a linear subspace of the set QMBðX Þ: However, since QMBðX Þ is the union of these subspaces, it is not clear that it is a vector subspace of the vector space of bilinear maps from X Â X to X : We shall prove that it is a vector space later.
The above definitions are extrinsic, in the sense that they could depend on the particular embedding. We now seek intrinsic characterizations of these maps by using the injective envelope as in [15, 8, 5] . A detailed explanation of the injective envelope and the particular construction that we are using can be found in [13] .
We begin by recalling a construction used in [5] , but we prefer the notation from [13] .
Recall that if X DBðK; HÞ is a (concrete) operator space, then we may form the (concrete) operator system, in BðH"KÞ;
Given a complete isometry j : X -BðK 1 ; H 1 Þ; the operator system
is completely order isomorphic to S X via the map, F : S X -S jðX Þ defined by
Thus, the operator system S X only depends on the operator space structure of X and not on any particular representation of X :
orthogonal projections e 1 and e 2 ; respectively, in the C Ã -algebra IðS X Þ: We have that e 1 þ e 2 is equal to the identity and e 1 e 2 ¼ 0:
A few words on such a situation are in order. Let A be any unital C Ã -algebra with orthogonal projections e 1 and e 2 satisfying e 1 þ e 2 ¼ 1; e 1 e 2 ¼ 0 and let p : A-BðHÞ be a one-to-one unital Ã-homomorphism. where I 11 ðX Þ and I 22 ðX Þ are injective C Ã -algebras and IðX Þ is an operator I 11 ðX Þ À I 22 ðX Þ-bimodule. Moreover, the fact that IðS X Þ is a C Ã -algebra means that for z; wAIðX Þ;
and consequently there are natural products, zw Ã AI 11 ðX Þ; w Ã zAI 22 ðX Þ: It is interesting to note that setting /z; wS ¼ zw Ã defines an I 11 ðX Þ-valued inner product that makes IðX Þ a Hilbert C Ã -module over I 11 ðX Þ; but we shall not use this additional structure. Definition 2.2. We set QMðX Þ :¼ fzAIðX Þ Ã : XzX DX g; where the products are all taken in the C Ã -algebra IðS X Þ:
In [7] a theory was developed of quasi-multipliers of Hilbert C Ã -bimodules. If X is a Hilbert C Ã -bimodule, then they also use the notation, QMðX Þ; for their quasimultipliers. We warn the reader, and apologize, that although we are using the same notation, our quasi-multipliers and theirs are not the same objects. In the first place their quasi-multipliers are defined using the second dual of the linking algebra and their quasi-multipliers are a subset of the second dual of X :
Briefly, if X is a Hilbert A À B-bimodule, then an element t in the second dual of X is a quasi-multiplier in the sense of [7] provided that AtBDX where the products are defined in the second dual of the linking algebra. Note that if A and B are both unital C Ã -algebras, then this forces tAX : To make our quasi-multiplier theory fit with theirs a bit better, we should have perhaps taken adjoints of elements so that our QMðX Þ is a subset of IðX Þ: However, this alternate definition would have made several natural maps, that we define later, conjugate linear and we believe that it would have led to the ''opposite'', i.e., transposed operator space structure. Theorem 2.3. Let X be an operator space, H be a Hilbert space and let f : X -BðHÞ; be a complete isometry. Then there exists a unique, completely contractive map g : QM f ðX Þ-QMðX Þ such that fðx 1 Þzfðx 2 Þ ¼ fðx 1 gðzÞx 2 Þ for all x 1 ; x 2 AX and every zAQM f ðX Þ:
Proof. The proof is similar to that of Theorem 1.7 in [5] . Let S fðX Þ DBðH"HÞ be the concrete operator system defined above and let C Ã ðS fðX Þ Þ be the C Ã -subalgebra of BðH"HÞ that it generates. The C Ã -subalgebra of IðS X Þ generated by S X is known to be the C Ã -envelope of S X ; C Ã e ðS X Þ: Consequently, by [10] Corollary 4.2 the identity map on S X extends to be a surjective Ã-homomorphism p : C Ã ðS fðX Þ Þ-C Ã e ðS X Þ: Let G : BðH"HÞ-IðS X Þ be a completely positive map that extends this Ã-homomorphism. Since G extends p; it will be a p-bimodule map, that is, for A; BAC Ã ðS fðX Þ Þ we will have that GðATBÞ ¼ pðAÞGðTÞpðBÞ: This forces G to be a matrix of maps, i.e., for
ABðH"HÞ we will have that Hence, by the p-bimodule property, for x 1 ; x 2 AX and zAQM f ðX Þ we have [14] is the set QM p u ðAÞ: In [11, 12] the first author proves that the map g : QM p u ðAÞ-QMðAÞ is an onto complete isometry, and preserves quasi-multiplication. Thus, at least in the case of a C Ã -algebra our definition and the classical definition agree.
Corollary 2.5. Let X be an operator space. The map z/m z from QMðX Þ to QMBðX Þ equipped with jj Á jj qm is an onto isometry, where m z : X Â X -X is defined by m z ðx 1 ; x 2 Þ :¼ x 1 zx 2 : Consequently, QMBðX Þ is a linear subspace of the vector space of bilinear maps from X Â X to X:
Let X be an operator space. Given an associative, bilinear map m : X Â X -X ; we let ðX ; mÞ denote the resulting algebra. We let CCPðX Þ denote the set of associative bilinear maps on X that are completely contractive in the sense of ChristensenSinclair, i.e., CCPðX Þ denotes the set of completely contractive products on X. We let OAPðX ÞDCCPðX Þ denote those maps such that the algebra ðX ; mÞ has a completely isometric homomorphism into BðHÞ for some Hilbert space H: That is, OAPðX Þ denotes the set of operator algebra products on X.
We let CBPðX Þ denote those associative, bilinear maps from X Â X to X (i.e., products on X ), that are completely bounded in the sense of Christensen-Sinclair, that is the set of completely bounded algebra products. By a result of [1] , mACBPðX Þ if and only if there exists a Hilbert space H and a completely bounded homomorphism, p : ðX ; mÞ-BðHÞ with completely bounded inverse, p À1 : pðX Þ-ðX ; mÞ: In fact, by [1] one may choose p such that jjpjj cb jjp À1 jj cb p1 þ e for any eX0: Finally, we let SOAPðX ÞDCBPðX Þ denote those associative, bilinear maps for which one can choose, p satisfying, jjpjj cb jjp À1 jj cb ¼ 1; i.e., such that p is a scalar multiple of a complete isometry. These are the scaled operator algebra products.
The following theorem illustrates the importance of quasi-multipliers.
Theorem 2.6. Let X be an operator space. Then QMBðX Þ ¼ SOAPðX Þ and OAPðX Þ ¼ fmAQMBðX Þ : jjmjj qm p1g:
Proof. We prove the second equality first. Let mAOAPðX Þ and let p : ðX ; mÞ-BðHÞ be a completely isometric homomorphism. Then I H is a quasi-multiplier of pðX Þ that induces the bilinear map m: Thus, mAQMBðX Þ and jjmjj qm p1: Conversely, let mAQMBðX Þ with jjmjj qm p1: Then there exists zAQMðX Þ with jjzjjp1 such that m ¼ m z : As in [6] Remark 2, define p : ðX ; mÞ-IðS X Þ by
It is easily seen that,
where all products take place in IðS X Þ: Thus, p is an isometric homomorphism. The proof that p is completely isometric is similar and thus mAOAPðX Þ:
If mASOAPðX Þ and p : ðX ; mÞ-BðHÞ is a completely bounded homomorphism such that f ¼ p=jjpjj cb ; is a complete isometry, then I H is a quasi-multiplier of fðX Þ: We have that
Hence, mAQMBðX Þ and jjmjj qm pjjpjj cb :
Conversely, if mðx 1 ; x 2 Þ ¼ x 1 zx 2 for zAQMðX Þ with jjzjj ¼ r; then consider
! and argue as above to prove that p is a homomorphism and is r times a complete isometry. & Corollary 2.7. Let X be an operator space, then OAPðX Þ is a convex set, and SOAPðX Þ is a vector space.
The following example shows that, in general, CCPðX Þ and CBPðX Þ are not convex sets.
Example 2.8. The following example shows that, in general, OAPðX ÞaCCPðX Þ; SOAPðX ÞaCBPðX Þ; and that the sets CCPðX Þ and CBPðX Þ need not be convex.
Let X ¼ C 2 ; i.e., the subspace of the two-by-two matrices, M 2 consisting of those matrices that are 0 in the second column and whose first column is arbitrary. Let 
is not even associative, we see that CCPðC 2 Þ is not convex and hence cannot be equal to OAPðC 2 Þ: Since both m 1 and m 2 are also in CBPðC 2 Þ; we have that this set is also not convex and hence it is not equal to SOAPðC 2 Þ: Also, since SOAPðC 2 Þ is convex and m 2 ASOAPðC 2 Þ; it must be the case that m 1 is not in
This last fact can also be seen by using the injective envelope and Theorem 2.6. Since C 2 is already an injective operator space, we have that
where R 2 denotes the corresponding row space. Since C 2 R 2 C 2 DC 2 ; we have that QMðC 2 Þ ¼ R 2 : Now it is easily checked that there is no z ¼ ðe; f ÞAR 2 such that
Finally, note that p :
contractive homomorphism with completely bounded inverse. This gives a direct way, independent of Blecher's theorem [1] , to see that ðC 2 ; m 1 Þ is completely boundedly representable. It is also interesting to note that for the natural inclusion f : C 2 -M 2 ; we have that QM f ðC 2 Þ is all of M 2 ; while QMðC 2 Þ ¼ R 2 is two-dimensional. Thus, we see that the map g of Theorem 2.3 need not be one-to-one. Remark 2.9. Although, OAPðX Þ is a convex set and CCPðX Þ is not in general, we know little else about the structure of CCPðX Þ or about the subset of CCPðX Þ consisting of those products that can be induced by a completely contractive, but not completely isometric representation. The product m 1 from Example 2.8 is one such product.
For a finite-dimensional vector space the set of associative bilinear maps is an algebraic set. Thus, when X is a finite-dimensional operator space, CCPðX Þ is the intersection of this algebraic set with the set of completely contractive bilinear maps. Generally, the set of completely contractive bilinear maps need not even be a semialgebraic set. But it is still possible that the intersection, CCPðX Þ; is a semialgebraic set.
The following result illustrates how some of the results of [4] on operator algebras with one-sided identities can be deduced from the theory of quasimultipliers. Proof. Since mAOAPðX Þ we have that m ¼ m z for some zAQMðX Þ with jjzjjp1:
Assume that ðX ; mÞ has a contractive right identity e: Then we have that for every xAX ; x ¼ mðx; eÞ ¼ xze: Hence, xð1 22 À zeÞ ¼ 0 for every xAX : By [5] Corollary 1.3, this implies that 1 22 À ze ¼ 0: But since both z and e are contractions, e ¼ z Ã must hold.
Conversely, if z Ã ¼ e and zz Ã ¼ 1 22 ; then clearly, mðx; eÞ ¼ xze ¼ x and so e is a contractive, right identity.
Finally, since jjxjj ¼ jjxzz Ã jjpjjxzjj; we see that the completely contractive homomorphism of ðX ; mÞ into M c ðX Þ given by x-xz is a complete isometry. & Note that by the above result, the relationship between the product m and the product in IðS X Þ is that mðx 1 ;
There is an analogous result for left identities. It is possible for a concrete algebra of operators to have a two-sided identity e of norm greater than one. For an example see [13] , p. 279. In this case the multiplication will still be given by a contractive quasi-multiplier z and one has ze ¼ 1 22 ; ez ¼ 1 11 but one no longer has that e ¼ z Ã : We close this section with a number of examples of spaces of quasi-multipliers that illustrate the limits of some of the above results.
Example 2.11. This example shows that it is possible to have jjzjj4jjm z jj cb for a quasi-multiplier. Thus, for mAQMBðX Þ; jjmjj qm ajjmjj cb ; in general. It is inspired by Example 4.4 of [2] .
Let ADM 2 denote the subalgebra that is the span of fE 12 ; I 2 g; where I 2 denotes the identity matrix. Let Q :¼ I 2 þ J where J is the matrix whose entries are all 1s, and set P :¼ Q 1=2 : A little calculation shows that
We let X ¼ AP: Since the C Ã -subalgebra of M 2 generated by X is all of M 2 ; which is irreducible, one finds that I 11 ðX Þ ¼ IðX Þ ¼ M 2 ; with the usual product. From this we see quite easily that M c ðX Þ ¼ A and QMðX Þ ¼ P À1 A: ; where k ¼ supfjabj : jjX jjp1; jjY jjp1g and the bilinear map m Z : X Â X-X is equipped with the usual norm jjm Z jj :¼ supfjjm Z ðX ; Y Þjj : jjX jjp1; jjY jjp1g: The first inequality implies that XX Ã pI 2 : From the ð2; 2Þ-entries of these matrices, we obtain that 2jaj 2 p1; which leads to the conclusion that jajp 1 ffiffi
Thus, we are led to conclude that jjm Z jjp 1 ffiffi
The same calculation, using matrix coefficients shows that jjm Z jj cb p 1 ffiffi 2 p too, and so the result follows. Indeed, if we write X AM n;m ðX Þ; Y AM m;n ðX Þ as X ¼ A#E 11 P þ C#E 12 P þ A#E 22 P and Y ¼ B#E 11 P þ D#E 12 P þ B#E 22 P; where A; CAM n;m and B; DAM m;n ; then it is easily seen that m
We compute QMðX Þ for this space and illustrate some of its properties.
It is not difficult to show that IðS X Þ ¼ ð
with the obvious identifications. To see this one first shows that since X is a D 3 À D 2 -bimodule, where D n denotes the n Â n diagonal matrices, then any completely contractive map F from M 3;2 into itself that fixes X must be a bimodule map. From this it follows that F must be given as a Shur product map, but then the fact that F is completely contractive forces F to be the identity map. Now a direct calculation shows that QMðX Þ ¼ spanfE 12 ; E 23 gDM 2;3 ; that M c ðX Þ ¼ spanfE 11 ; E 12 ; E 13 ; E 22 ; E 33 gDM 3 and that M r ðX Þ ¼ spanfE 11 ; E 22 gDM 2 :
Note that the span of the products XQMðX Þ is not dense in M c ðX Þ but that the span of the products QMðX ÞX is all of M r ðX Þ:
For the contractive quasi-multiplier z ¼ E 12 þ E 23 ; we see that the induced homomorphism p c ðxÞ ¼ xz into M c ðX Þ is a complete isometry, but that p r ðxÞ ¼ zx is not even one-to-one. For the quasi-multipliers E 12 and E 23 neither p c nor p r is oneto-one. Example 2.13. Let X ¼ spanfE 11 þ E 32 ; E 21 þ E 33 gDM 3 : This space can be identified as a concrete representation of the maximum of C 2 and R 2 ; that is, as the least operator space structure on C 2 that is greater than both C 2 and R 2 : We will show that QMðX Þ ¼ ð0Þ and consequently, there are no non-trivial operator algebra products on this operator space, i.e., OAPðX Þ ¼ ð0Þ: However, since the natural maps from X to the concrete operator algebras C 2 DM 2 and R 2 DM 2 are both complete contractions, we see that there are at least four different products (up to scaling) in CCPðX Þ that have completely contractive representations whose inverses are completely bounded.
To see these claims, one first shows that if one regards S X DM 6 ; then C Ã ðS X Þ ¼ IðS X Þ: From this it follows that I 11 ðX Þ ¼ M 2 "C; I 22 ðX Þ ¼ C"M 2 ; IðX Þ ¼ spanfE 11 ; E 32 ; E 21 ; E 33 g and that M c ðX Þ and M r ðX Þ are both just the scalar multiples of the identity. Once these things are seen, it is straightforward to check that QMðX Þ ¼ ð0Þ:
To prove that C Ã ðS X Þ ¼ IðS X Þ; first note that there is a Ã-homomorphism of C Ã ðS X Þ onto the C Ã -subalgebra of IðS X Þ generated by the copy of S X ; i.e., onto the boundary C Ã -algebra. But the original C Ã -algebra has only 2 ideals that could be the kernel of this map. Now argue that if you mod out by either ideal then you will not have a 2-isometry on S X : Hence, this homomorphism must be 1-1. But C Ã ðS X Þ is injective so we are done.
A non-commutative Banach-Stone theorem
In this section, we use quasi-multipliers to describe linear complete isometries from one operator algebra onto another. Our theorem needs no assumptions concerning the existence of units or approximate units.
To understand the statement of the theorem, it is perhaps instructive to keep the following example in mind. Let ADBðHÞ be a unital C Ã -subalgebra and let B :¼ fð 0 0 a 0 Þ : aAAgDBðH"HÞ: These are both algebras of operators, although the product of any two elements of B is 0. The identification of A with B is a complete isometry, onto, but clearly the only possible homomorphism between these two algebras is the 0 map. However, in this example one sees that the left multipliers of B can be identified with the C Ã -algebra A: (2) If one considers A ¼ B ¼ C 2 DM 2 and lets c be the identity map, then we are in the situation of the last remark. Thus, p c is a complete isometry, but since M r ðC 2 Þ ¼ C; we have that p r is not a complete isometry. In fact, it is the compression to the ð1; 1Þ-entry.
Further results on QMB(X)
In [2, 3] various characterizations are given of the linear maps of an operator space X into itself that are given as left multiplication by an element from the left multiplier algebra of X ; M c ðX Þ: In this section, we present characterizations of the bilinear maps of an operator space into itself that are in QMBðX Þ: Among the results that we obtain is a characterization of when a linear map from X into M c ðX Þ is given as right multiplication by a quasi-multiplier. We also identify a subspace of QMðX Þ; related to ternary structures on X ; that we denote by TERðX Þ Ã for which we have jjzjj ¼ jjm z jj qm ¼ jjm z jj cb :
In [3] it was shown that one could determine whether or not a linear map from X into X was given by a contractive left multiplier by determining whether or not an associated linear map was completely contractive. The following is an analogous result for determining when a map is given as multiplication by a quasi-multiplier.
Recall that given any operator space X ; R 2 ðX Þ denotes the operator subspace of M 2 ðX Þ consisting of 1 Â 2 matrices. Þ and since this matrix has norm 1, b should be a complete contraction. To complete this argument, we create a C Ã -algebra where these products occur.
To this end consider the following C Ã -algebra, 
:
For the converse, we must assume that b is a complete contraction and produce the element y: To this end we create a second C Ã -algebra, C and an operator system S: Let where the products are all induced from the products in IðS X Þ and let
We define F : S-C by
Since b is completely contractive, F is completely positive and since C is clearly an injective C Ã -algebra, we may extend F to a completely positive map on all of B; which we still denote by F: Because F fixes the diagonal, it will be a bimodule map over the diagonal. Also note that the compression of S to the span of the first and third entries is a copy of S X and that F fixes this operator system.
By the rigidity properties of the injective envelope, we see that necessarily
for every aAI 11 ðX Þ; b; cAIðX Þ; dAI 22 ðX Þ and mAC: These matrices that are fixed by F form a common C Ã -subalgebra of B and C and hence F will necessarily be a bimodule map over this C Ã -subalgebra. Thus, we will have for any xAX that where y is the image of 1 22 under the restriction of F to the subspaces corresponding to the (3,2)-entries. Equating entries of the matrices occurring in the first and last expressions, we see that gðxÞ ¼ xy; and the proof is complete. & We state the corresponding result for maps into the right multiplier algebra without proof. The above theorem yields a method for determining whether or not a bilinear map m : X Â X -X is a contractive quasi-multiplier, i.e., whether or not mAOAPðX Þ: Recall that by the results of [3] (see also [13] ) to determine whether or not x-mðx 1 ; xÞ is a contractive left multiplier it is necessary and sufficient that the map
Þ be a complete contraction.
There is a similar result involving R 2 ðX Þ for determining when a map is a contractive right multiplier. Thus, by combining Corollary 4.3 with the characterizations of multipliers, one obtains a bootstrap method for determining whether or not a bilinear map m : X Â X -X is a contractive quasi-multiplier, i.e., whether or not mAOAPðX Þ:
Remark 4.4. Since we have obtained necessary and sufficient conditions for a bilinear map to be in OAPðX Þ; we have in some sense given a full generalization of the Blecher-Ruan-Sinclair characterization of unital operator algebras [6] to arbitrary operator algebras. However, to prove the original BRS theorem by applying Corollary 4.3, one still needs to use the theory of multipliers and the proof that one obtains in this fashion is not really different from the proof given in [13] .
In the thesis of the first author [11] (also see [12] ), a new direct characterization of the bilinear maps in OAPðX Þ is given that is independent of the theory of multipliers and is sufficiently simple that the BRS theorem can be deduced directly from this characterization.
The space QMBðX Þ currently is endowed with two generally different norms, jj Á jj cb and jj Á jj qm : The first norm comes from its natural inclusion into the space of completely bounded bilinear maps from X into X and the second from its identification with the space QMðX Þ: The next results allow us to prove that for a subspace of QMðX Þ; that is related to ternary structures on X ; these two norms are the same. by rigidity it must be the identity on IðS X Þ:
To simplify notation, we define elements of B by E 11 :¼ Thus, we have shown that these five matrix units are fixed by F as was claimed. Since the span of these matrix units are a C Ã -subalgebra of B; we have that F must be a bimodule map over this C Ã -subalgebra. Since this subalgebra contains the diagonal matrices we see that there exist maps f ij such that FððB ij ÞÞ ¼ ðf ij ðB ij ÞÞ: To prove that F is the identity map, it will be enough to show that each f ij is the identity map on its respective domain.
Using the fact that d3F3g is the identity on IðS X Þ yields that f 11 is the identity map on I 11 ðX Þ and similarly f 13 ; f 31 and f 33 are the identities on their respective domains.
To see that f 12 is the identity on its domain, note that for any uAIðX Þ we have that respectively. They were shown to be equal to the sets A c ðX Þ and A r ðX Þ of adjointable left and right multipliers, respectively, introduced in [2] . We shall use the latter notation for these sets. Definition 4.6. Given an operator space X ; we set TERðX Þ :¼ X -QMðX Þ Ã and we call this the ternary subspace of X.
Note that in the multiplication inherited from IðS X Þ we have that TERðX Þ Á TERðX Þ Ã TERðX ÞDTERðX Þ: The following results give further properties of this subspace. Proof. We have that jjzjj ¼ jjm z jj qm by definition and clearly, jjzjjXjjm z jj cb Xjjm z jj: To show that these are actually equal, without loss of generality, we may assume that jjzjj ¼ jjxjj ¼ 1: Then jjm z ðx; xÞjj ¼ jjxx Ã xjjXjjx Ã xx Ã xjj ¼ jjxjj 4 ¼ 1: Thus jjm z jj ¼ 1; and the result follows. &
Quasi-centralizers and quasi-homomorphisms
We introduce a new family of bilinear maps that we call the quasi-centralizers of an operator space and a set of maps that we call the quasi-homomorphisms and explore the relationships between these maps and the space QMBðX Þ: Definition 5.1. Let X be an operator space and let m : X Â X -X be a bilinear map. We call m a quasi-centralizer 1 provided that there exists completely bounded maps, g : X -M c ðX Þ and c : X -M r ðX Þ such that mðx; yÞ ¼ gðxÞy ¼ xcðyÞ for every x; yAX : We let QCðX Þ denote the set of quasi-centralizers. We call a linear map g : X -M c ðX Þ (respectively, c : X -M r ðX Þ) a left (right) quasi-homomorphism 2 provided that gðxÞgðyÞ ¼ gðgðxÞyÞ (respectively, cðxÞcðyÞ ¼ cðxcðyÞ) for every x; yAX :
These definitions are motivated by the following observations. If m ¼ m z AQMBðX Þ for some zAQMðX Þ; then mðx; yÞ ¼ p c ðxÞy ¼ xp r ðyÞ where p c ðxÞ ¼ xz and p r ðyÞ ¼ zy: Thus, QMBðX ÞDQCðX Þ: Moreover, the maps p c and p r are left and right quasi-homomorphisms, respectively.
Note that QCðX Þ is a linear subspace of the space of bilinear maps from X to X : We begin with a few elementary observations about the relationships between these concepts. Proposition 5.2. Let X be an operator space. A linear map g : X -M c ðX Þ (respectively, c : X -M r ðX Þ) is a left (respectively, right) quasi-homomorphism if and only if the bilinear map mðx; yÞ ¼ gðxÞy (respectively, mðx; yÞ ¼ xcðyÞ) is associative. In this case, g (respectively, c) is a homomorphism of the algebra ðX ; mÞ into M c ðX Þ (respectively, M r ðX Þ).
Proof. The proof is straightforward. &
We shall refer to m as the product associated with the quasi-homomorphism. Proposition 5.3. Let X be an operator space, let g : X -M c ðX Þ (respectively, c : X -M r ðX Þ) be a linear map and let mðx; yÞ :¼ gðxÞy (respectively, mðx; yÞ :¼ xcðyÞ), then jjmjj cb ¼ jjgjj cb (respectively, jjmjj cb ¼ jjcjj cb ).
Proof. By [5] , we have that the norm of a left (respectively, right) multiplier is given by the cb-norm of its action as a left (respectively, right) multiplication. Thus, given jjðx ij Þjjp1 and jjðy ij Þjjp1; we have that and it follows that jjmjj cb pjjgjj cb :
The other inequalities follow similarly. & By the above results, the product associated with a completely contractive quasihomomorphism is completely contractive, i.e., is in CCPðX Þ:
Example 5.4. This is an example of a product associated with a completely contractive quasi-homomorphism that is in CCPðX Þ but not in OAPðX Þ:
Recall the product m 1 on C 2 of Example 2.8 that is not in OAPðC 2 Þ: We have that contractive quasi-homomorphism with m 1 the associated product. Thus, g is a completely contractive homomorphism of ðC 2 ; m 1 Þ into an operator algebra, but since m 1 is not an operator algebra product on C 2 ; there can be no completely isometric homomorphism of ðC 2 ; m 1 Þ into an operator algebra. It is interesting to note that m 1 is also not a quasi-centralizer. In fact, it is not hard to show by a direct calculation that QCðC 2 Þ ¼ QMBðC 2 Þ:
Remark 5.5. Is every quasi-centralizer, automatically an associative bilinear map? Is every associative quasi-centralizer in QMBðX Þ? We conjecture that the answer is no to both of these questions, but we do not know of an example.
