We propose and study a new approach for the analysis of families of protein sequences. This method is related to the LogDet distances used in phylogenetic reconstructions; it can be viewed as an attempt to embed these distances into a multi-dimensional framework.
Introduction
The use of Markov chain models (which was at least implicit in the early work of Dayho and collaborators (Dayho et al., 1972; Dayho et al., 1983) ), was advocated by many authors in the context of the construction of phylogenetic trees from DNA sequences. Among them, let us quote (Felsenstein, 1981) and (Tavar e, 1986) , and refer to the chapter 11 of (Hillis et al., 1996) for a systematic account of most signi cant contributions.
The aim of this approach is to provide a probabilistic evolution model describing a family of aligned sequences (a multiple alignment). All sites of the sequences are treated as independent identically distributed random variables (see for example (Steel, 1995) and (Tavar e, 1986 ) for a discussion of the consequences of such assumptions). In its most general form, Felsenstein's model is based on two ingredients: a (rooted) tree, whose leaves are the considered sequences, and a family of stochastic matrices (see below for a de nition) associated with the branches of the tree. Along each branch of the tree, a sequence is supposed to undergo an evolution governed by a Markov chain. At each node, a sequence gives rise to two di erent sequences, each one continuing with its own Markov chain evolution.
These ingredients (the parameters of the model) are su cient to compute the probabilities of all possible multiple alignments. The practical problem is the estimation problem: infer the values of the parameters from data at hand. Felsenstein's approach is a standard maximum likelihood approach: the likelihood function (i.e. the probability of the multiple alignment under consideration), which depends upon the parameters of the model, is maximized. The parameters which realize the maximum of the likelihood function are the maximum likelihood estimators, and may be used for further studies. In the case of the Markov chain on a tree, the parameters are the stochastic matrices and the topology of the tree.
The maximization, which is to be performed numerically, turns out to become a di cult problem for large families of sequences, and some simpli cations are often made (see however (Barry and Hartigan, 1987) for a general discussion of \parameter rich" models). In addition, the comparison of likelihoods for di erent tree topologies may be di cult (see the discussion in (Adachi and Hasegawa, 1992) ).
The most common simpli cation amounts to assume that all the stochastic matrices associated to the branches of the tree are powers P of a unique stochastic matrix P, associated to a \universal" Markov chain. With such a simpli cation, the complexity of the model and of the estimation problem is reduced considerably: for a given tree topology, the remaining parameters are now the matrix P (a 20 20 matrix in the case of proteins) and the exponents of all the branches, interpreted as time parameters (the \ages" of the branches). However, even with such simpli cations, the estimation problem is still di cult to solve for large families (say, for families of more than 20 sequences). A further simpli cation consists in assuming that the Markov chain is \re-versible" (see below for details), which again reduces by a factor 2 the number of parameters to be estimated, and allows a direct connection between data and model parameters. For this and other reasons, all models of sequence evolution used in the analysis of data -including the formalizations of the Dayho 's pioneering work on protein sequences (Dayho et al., 1983) -are, as far as we know, continuous reversible single-generator Markov models.
As a preliminary to parameter estimation, one may ask to what extent the alignment data can be represented by any continuous reversible single-generator Markov models, i.e. whether there exists such a model that describes the data to some given degree of approximation. This is the main topic of this paper. Our method involves a transformation of the data into a form in which an underlying continuous reversible single-generator Markov model is immediately apparent. While some of the machinery may be a bit involved, the basic idea is not more complicated than the use of a logarithmic scale to help determining half-lives in radioactive decay measurements.
Starting with a multiple alignment, we consider all the pairwise alignments deduced from it. For each such alignment (denoted generically by \a"), we estimate a stochastic matrix P (a) using maximum likelihood methods (which reduce in that case to simple countings). In the case of a reversible model, all such matrices P (a) provide estimates for powers P a of a \universal matrix" P. And their matrix logarithms (when they exist) log P (a) provide estimates for multiples a Q of a unique matrix Q = log P, called the rate matrix of the model.
A linear regression (which in this case is performed via a principal components analysis) yields estimates for the parameters a and the rate matrix Q.
Thanks to the fact that we only consider pairwise alignments, we do not have to dig into the problem of tree estimation. This is a drastic simpli cation. The parameters a may be interpreted as \distances" between the sequences, very much in the spirit of the \LogDet" distances (Lockhart et al., 1994; Steel, 1995; Lake, 1994) . Such distances may in turn be used for estimating a tree. However, such a tree need not be completely consistent with the underlying model.
As a by-product, our method also yields graphical representations for the alignments (namely, the projection of the matrices from the 400 dimensional space onto the plane corresponding to the two top eigenvectors in the principal components analysis), which helps in testing the homogeneity of the family of sequences under consideration.
It may be useful to re-phrase a part of this construction in terms that in-volve only linear algebra. Let there be given a set of matrices M 1 : : : M n , not necessarily stochastic. We may ask the question whether there exist a matrix L and n positive numbers 1 : : : n such that M i e i L ; i = 1 : : : n ;
(1) to a given degree of approximation.
If the matrices M i are such that each one of them can be written as M i = e Li i.e. such that log M i exists, then the question becomes whether the matrices L i are \su ciently colinear", i.e. close to being multiples of one and the same matrix L. If this is the case, then we can write L i i L, and we have one solution to the problem. All other solutions are obtained by multiplying L with an arbitrary non-zero number, and dividing all the i by the same number.
If M i = e iL , then it is natural to consider the continuous family M( ) = e L :
(2)
The determinants of the matrices M( ) satisfy
and so log det(M( 0 )) + log det(M( 00 )) = log det(M( 0 + 00 ))
It follows that the numbers 1 : : : n are proportional (i.e. equal up to a common multiplicative factor) to the numbers log det(M( 1 )) : : : log det(M( n )).
Not every matrix has a logarithm, and the \logarithmability" condition will play an important role in this paper as a restriction on the alignments that can be handled by our method. This restriction will mean, in practice, that the observed Markov matrices associated to pairwise alignments should be not too far from the identity. Such a restriction is apparently similar to the \one mutation" requirement made for the construction of PAM matrices (Dayho et al., 1983) . At this point we should stress that the exact \logarithmability" condition, to be introduced below, is much less restrictive than the \one-mutation" requirement. In fact the transition to logarithms incorporates the possibility of arbitrarily many mutations at a given site, as long as they do not overwhelm the overall picture. In our experience, the breakdown of \logarithmability" is not far from the point where the alignments themselves become questionable.
Methods

From count matrices to logarithms of stochastic matrices
Our starting point is a multiple alignment of \related" sequences (the criterion for \relatedness" is introduced below). However, we limit our investigations to the analysis of all pairs of sequences in the multiple alignment, i.e. pairwise alignments, which will be the main object under consideration in this paper. In contrast to maximum likelihood methods (Adachi and Hasegawa, 1992; Felsenstein, 1981) , we do not take into account multiple alignment information.
As usual, we model a protein sequence as a sequence of letters in a nite alphabet of size m (m = 20 in our case). All the sites in the sequence are considered independent and identically distributed, and are therefore treated in the same way. Notice that we do not impose restrictions on the sites of the sequences to be considered. Given an ordered pair of sequences (x; y) in the multiple alignment under consideration, the sites containing an indel are removed from the pairwise alignment (but not from the multiple alignment).
Given an ordered pair (x; y) of aligned sequences, we rst consider the count matrix, denoted by C 
The entries of C (x;y) and C (x) are non-negative integers. From these quantities, we also introduce the vector of frequencies ij is the length of the pairwise alignment (x; y). Notice that because of possible insertions-deletions, the vector of frequencies (x) of the sequence x also depends on the sequence y (for the sake of simplicity we do not introduce a speci c notation for that). 
By construction, F (x;y) satis es P m i;j=1 F (x;y) ij = 1. We shall limit ourselves here to sequences in which all amino acids are signi cantly represented. Therefore, all the frequencies (x) i may be assumed to be nonzero, i.e. the matrices (x) are non singular. We may then consider the matrix P It is well known that if the multiple alignments were generated using a reversible Markov model on a binary tree, and if the lengths of the sequences are large enough, as described in (Felsenstein, 1981) , all the matrices P ; (11) and satis es the usual property of logarithm: log P (x;y) = (x;y) log P. The logarithm of a matrix is formally de ned via an in nite power series expansion. For the sake of the present discussion, it is enough to know that the expansion converges and may be computed numerically as soon as the matrix P (x;y) is \close enough" to the identity matrix, in the following sense: there exists a positive integer n such that k(P (x;y) ? 1) n k 2 < 1 ; (12) where 1 is the identity matrix, and the norm kMk 2 of a matrix M is the square root of the sum of squares of matrix elements of M. Sequences x; y such that the above condition is satis ed will be termed related.
In terms of the sequences x and y under consideration, saying that P (x;y) is \close enough" to the identity matrix simply means that the two sequences have not diverged too much. A more detailed discussion of matrix logarithms may be found in Appendix A.2.
Matrices associated with a continuous (reversible) Markov chain model for sequence evolution
Let us now make a short break in the description of the method, and examine simple models. The methods described above are strongly inspired by Markov chain models. We brie y describe here the main ingredients of such models and the behavior of the matrices P (x;y) and L (x;y) on data generated by such models.
In the simplest form, one assumes that protein sequences consist of independent random variables, taking values in a nite state space (the m = 20 amino-acids), whose (identically distributed) evolutions are governed by a reversible, continuous time Markov chain. The latter is completely speci ed by a rate matrix Q (see Appendix A.3 for de nitions) and initial frequencies i , generally taken to be the equilibrium frequencies of the Markov chain: one writes P = e Q , P = e Q , and the family P ( 0) has a limit M as ! 1, such that M ij = j for all i; j. When the Markov chain is reversible, the matrix F = P is symmetric for all .
Modelling a pairwise alignment (x; y) of protein sequences by a reversible
Markov chain leads to estimate the parameters (i.e. the transition matrix) from the alignment. One can easily show that the matrix P (x;y)
de ned in (9) is a maximum likelihood estimator for the transition matrix P of the alignment (see for example (Lee et al., 1970) in the non reversible case; the modi cation for the reversible case is straightforward). Given a multiple alignment, it is customary to model its evolution using a binary tree, whose leaves are the present-day sequences, whose vertices (nodes) represent ancestors, and whose edges represent Markov evolution. The parameters of the model (namely, the transition matrices and the topology of the tree) are then estimated numerically using maximum likelihood or Bayesian methods (see e.g. (Felsenstein, 1981) and (Durbin et al., 1998) ). In the simplest situation, all transition matrices are supposed to be of the form e Q , where is the edge length (divergence time) and where Q is a \universal" rate matrix (the generator of the model). The distribution of the estimators (the generator Q and the edge lengths ) is estimated by bootstrap simulations, and yields indications on the signi cance of the results.
In the same context, the Log-Det distance (to be discussed below) gives estimates for the edge lengths. It may be shown (see (Tavar e, 1986) ) that the Log-Det distances provide unbiased estimators for the edge lengths, and are asymptotically normally distributed.
As an illustration, let us consider a simple tree associated with 3 sequences, say x, y and z and corresponding transition matrices P 1 ; P 2 ; P 3 and P 4 as indicated in Figure 1 , assumed to correspond to Markov chains. For the sake of simplicity, we also assume that the chains are reversible. It is easily seen that the transition matrix P (x;y) corresponding to the alignment (x; y) yields an estimate for the matrix P 1 P 4 P 2 . Similarly, the transition matrix P (x;z) corresponding to the alignment (x; z) yields an estimate for the matrix P 1 P 4 P 3 , and the transition matrix P (y;z) corresponding to the alignment (y; z) yields an estimate for the matrix P 2 P 3 . If we assume in addition that the matrices P i are of the form P i = e yields an estimate for ( 1 + 2 + 4 )Q and so forth. Therefore, using Log-Det distances on those matrices provides estimates for the times 1 ; : : : 4 . In addition, a more systematic (principal components) analysis of the matrices L provides an estimate for the generator Q (see below).
In more general situations, a principal components analysis of the set of matrices L will also provide information on the di erent transition matrices P 1 ; : : : P 4 , but the interpretation becomes cumbersome. Nevertheless, we shall see that such an approach is su cient to test the adequacy of the reversible Markov model, and provides useful information on the origins of the departure from the model.
Quantities proportional to \divergence"
We now come back to our original problem, namely the comparison of related sequences, and therefore of the corresponding matrices P and L. We consider a set of p pairwise alignments of related sequences, which we now denote generically by the letter a = 1; 2; : : : p. To each pair a ' (x; y) of sequences is associated a family of matrices F matrices obtained from data generated using a reversible Markov model on a binary tree should be multiple of a unique matrix Q (up to uctuations). Q is a pseudo-rate matrix, and need not be a rate matrix (the de nitions of rate and pseudo rate matrices are given in Appendix A.3; necessary and su cient conditions for the L (a) matrices to be rate matrices are discussed in Appendix B.3).
The analysis of the family of matrices L 
The solution is not unique (we recall that the ages a and Q are de ned up to a multiplicative constant). Equation (13) In fact, the L (a) matrices turn out to lie essentially within a subspace of much smaller dimension. The latter property is clearly seen from a principal components analysis of the set of matrices. We shall also see that the traces of the L matrices yield information close to the Log Det distance, i.e. information relative to divergence times of sequences.
2.3.1 Principal components analysis of a family of alignments. We are interested in analyzing the position of the matrices L in the space they span. This may be achieved by means of a principal components analysis (PCA, see Appendix A.4 for details).
We consider a family of p alignments of related sequences, and we assume for the sake of simplicity that there are more pairwise alignments than matrix Owing to Remark 2, the rst principal direction, i.e. the vector v 1 associated with the top principal value 1 has a special status: the projection of an alignment a (a point in the p-dimensional space) onto this axis provides a measure of the divergence between the sequences in the alignment; in other words, it measures the \age" of the considered alignment. As such, it bears some similarities with the so-called Log-Det distance, which we describe below. The projections onto the other principal directions measure the \dispersion".
Log-Det distance.
The Log-Det distance has been thoroughly studied and used in the literature as a measure of \evolutionary distance" between sequences. Log-Det distances are often used as inputs for phylogenetic trees estimations. The Log-Det distance is based upon the following simple remark: if Q is a rate matrix, and if P is a stochastic matrix of the form P = e Q , then one has log(det(P)) = tr(Q), where tr(Q) stands for the trace of the matrix Q. More generally, if P = e Q ; then log(det(P)) = tr(Q) = m X i=1 Q ii : (15) The exact de nition of the log-det distance between two sequences x; y (or an alignment a in our notations) is slightly di erent, as follows:
log (x) i ? log(det(P (x;y) )) : (16) Measuring the Log-Det distance log det P (x;y) for several pairwise alignments allows one to compare the respective \ages" of the alignments, provided they can all be described by same matrices L (x;y) which are all multiples (x;y) Q of a single \generator" Q, or at least by \close" rate matrices Q: when P (x;y) e (x;y) Q .
In such a situation, the matrices L (x;y) should be close to proportional to Q, and the Log-Det distance would provide an estimate for (x;y) .
Comments on models
It is clear that the kind of models described above can hardly be considered realistic, and most of their characteristics may be criticized. For example, site independence (i.e. the fact that all amino acids of a protein evolve independently of each other) is clearly false, as is site homogeneity (the fact that all sites have identically distributed evolution).
The simplest Markov chain models (Felsenstein, 1981) assume that the Markov evolution is governed by a unique generator (rate matrix). The SVD analysis we use can show departures from such single-generator models; in such a case, it provides qualitative indications on the number of di erent generators needed to describe the data. In any case, it provides an economic description of the alignment data
In fact, one often observes signi cant inhomogeneities in the amino acid compositions of sequences within a given family. Such inhomogeneities are clearly not compatible with reversible Markov chain models. The fact that our approach considers only pairwise alignments reduces the e ect of composition inhomogeneity. However, when a symmetric replacement matrix is associated with any pair of sequences, the interpretation of such a matrix becomes questionable when the two sequences under consideration have signi cantly di erent amino acid compositions.
Results
Data
Sequences
We have applied the method just described to the study of molecular evolution of mitochondrial DNA. We analyzed a set of proteins encoded by the mtDNA of 26 species of Metazoa (see Table 1 for details). This sample is representative of completely sequenced mitochondrial genomes as of December 1998. It contains the set of vertebrates studied in (Russo et al., 1996) , and a few representatives of more distant phyla. The sample thus contains 11 vertebrates, 6 arthropods, (5 insects and 1 crustacean), 3 echinoderms, one annelid, 3 molluscs and 2 nematodes.
Alignments
Using ClustalW (Thompson et al., 1994) we have aligned the 12 mtDNAencoded proteins that are present in all the species considered here. They are: The subunits 1, 2, 3 of cytochrome c oxidase, the subunits 1, 2, 3, 4, 4L, 5 and 6 of the NADH-ubiquinone oxidoreductase, the cytochrome b, and the subunit 6 of ATP synthase. There exists a 13th mtDNA-encoded protein in animals (the subunit 8 of ATP synthase), but it is not present in nematodes and so does not appear in the alignments considered here. The alignments are accessible by anonymous ftp at the address: ftp://genome.genetique.uvsq.fr/pub/outgoing/RateMatrices
Replacements
As we mentioned earlier, we will be only concerned with pairwise alignments, and from now on \alignment" will mean \alignment between two sequences".
After summation over the 12 proteins of two species x and y, we obtain two matrices of counts, C (x;y) and C (y;x) . All the sites are taken into account, except the ones facing an indel. If this occurs, the corresponding site is ignored, but only for the pairwise alignment under consideration. The column of the multiple alignment is kept. The e ective number of sites goes from 3275 for the pair CE CN to 3758 for the pair PL SP (see Table 1 ). The total length of the alignments, including indels, is 3957.
3.1.4 The matrices P and L For the set of alignments under consideration, the matrices P (x;y) can be calculated for all the 650 = 26 25 pairs of sequences. This means that the alignment data satisfy the conditions (9) and (12). The percentage of identity of the pairwise alignments varies between 32:2 and 97:1. The majority of alignments are outside the \one mutation" limit of Dayho (Dayho et al., 1983; Jones et al., 1992 ) which requires at least 85% identity. However all the matrices P (x;y) are su ciently close to the identity in the sense of (12), so that their logarithms can be calculated. As we saw before, the matrices L (or L) can be viewed as points in a space of 400 dimensions. However, this cloud of points is contained to a very good approximation in a space of much lower dimension. This can be seen by a principal component analysis, described in Sec. The rst axis (the abscissa on Figure 2a ) points in the direction of maximal dispersion of the cloud of points. If the evolution of the sequences were given by a continuous reversible Markov process, all the matrices L would be of the form L (x;y) = xy Q where xy is proportional to the divergence between the two sequences.
The matrices L
Because of the predominance of the rst singular value, the component along the axis 1 is almost exactly proportional to the LogDet distance, as can be seen on Figure 3 . Figure 2a shows the dominance of axis 1 over axis 2, which means, as already mentioned, that a Markov model with one generator is approximately valid for the proteins in our set. The deduced transition matrix P = e Q is accessible by anonymous ftp. It corresponds to a PAM21 matrix (i.e. P m i=1 i q ii = 0:21)(for the de nition of PAM normalisation see (Dayho et al., 1972) ). When compared with other more recently published matrices (Jones et al., 1992; Jones et al., 1994; Adachi and Hasegawa, 1996) , we nd that our matrix P is closer from that of Adachi and Hasegawa calculated by maximum likelihood methods on a set of mtDNA encoded proteins from vertebrates.
However, a closer examination of the projection on the second axis shows biologically signi cant deviations (Figure 2a) . The direction of points C C (chordates with chordates) is di erent from the direction of other intra-taxa points. Figure 2b shows the projection of the matrices into the 2 ? 3-plane, which is orthogonal to the rst axis. Consequently, the divergence (correponding to the rst axis), has been eliminated in this projection, and we only see the directions corresponding to individual rate matrices. In this projection, points near the origin on the rst axis are necessarily also near the origin on the plane 2 ? 3, and so are not very informative. We limit our attention to intra-taxa points, i.e. to alignments within a taxon. Neglecting the points corresponding to closely related sequences (in gray on Figure 2b ), we observe two groups and three isolated points. The rst group contains only chordate-chordate points, and the second consists of all arthropod-arthropod, echinoderm-echinoderm and nematode-nematode alignments. The 3 isolated points correspond to pairwise alignments between the three molluscs.
To conclude, the Figure 2b shows that the evolution of mtDNA-encoded proteins of chordates seems to correspond to a rate matrix somewhat di erent from that of the other taxa of our set. Figure 2 also clearly shows that any simple Markov model does not apply to molluscs.
These conclusions are drawn here from a small number of species, and need a re-examination based on the set of all completely sequenced metazoan mitochondrial genomes.
Discussion
In this paper, we have introduced a method for estimating the agreement of alignment data with the predictions of an arbitrary reversible Markov model, which need not be known in advance. The two main ingredients of the method are:
The computation of the matrix-valued logarithms of the stochastic matrices associated to pairwise alignments.
An appropriate principal component analysis of these logarithms, each matrix being considered as a point in a space of 400 dimensions.
The existence of the logarithm of a matrix is not guaranteed in general. We have chosen this existence as an objective criterion for accepting or rejecting an alignment. In our experience, whenever this criterion is not satis ed, there are other reasons for questioning the quality of the pairwise alignment under consideration.
To the best of our knowledge, the above points have not been made in the existing literature.
We have chosen to work with the 20-letter alphabet of amino acids. This allows us to consider deeper branchings, and to analyse simultaneously the e ects of evolution and of physico-chemical properties of amino acids on replacement rate matrices. In addition, the implementation of the method with an alphabet of this size is not very di cult on present-day computers.
The example described in this paper was chosen mainly as an illustration. The set of animal mtDNA-encoded proteins analyzed here is far from complete, but it includes sequences that are su ciently divergent to test the limits of reversible Markov models.
The tting of the data with such a model is a reasonable rst approximation. However the deviations from this model can clearly be seen on the data, and they correlate well with known phylogenetic information.
Many questions remain open. At this stage, we do not have a model with not too many parameters that would t the data. Furthermore, the use of the methods of this paper on large sets of sequences about which not much is known will require statistical tools which we do not have at present.
A Mathematical background A.1 Linear algebra basics
Throughout the present paper, we focus on real square matrices. We give here some basic de nitions and elementary results on matrices, for the reader's convenience. 
The convergence of such an in nite series is not automatic, but may be ensured as soon as the matrix P is \close enough" to the identity matrix. Such a loose statement may be made precise in several ways, for example as the assumption that k(P ? 1) n k 2 < 1 for some integer n. This is the condition we use as a criterion for \relatedness" of sequences in Equation (12). The series (21) corresponds to well-known expansion for the logarithm of a number. It should be noticed, however, that the numerical series for log(x) cannot be absolutely convergent if jx ? 1j > 1, while the matrix series (21) can very well converge if kP ? 1k 2 > 1. This is because jxyj = jxjjyj for numbers, while in the case of matrices, kABk 2 kAk 2 kBk 2 , the equality being an exception.
A.3 Transition matrices for reversible Markov chains
We collect here a few basic results on Markov chains and transition and rate matrices. The interested reader may refer to any textbook on Markov chains, or to (Durbin et al., 1998) and (Lee et al., 1970) for more details.
A stochastic matrix (or transition matrix, or Markov matrix) is an m m matrix P such that 0 P ij 1 for all i; j and P m j=1 P ij = 1 for all i. In general, the eigenvalues of a transition matrix are complex numbers, of modulus smaller than or equal to 1.
A rate matrix is a square m m matrix Q such that P m j=1 Q ij = 0 for all i, Q ii 0 for all i, and Q ij 0 for all i 6 = j. A square matrix which satis es the rst two properties above and fails to satisfy the third one is called a pseudo-rate matrix.
If Q is a rate matrix, then the exponentials expf Qg, where is any positive number, are transition matrices. The converse is not true in general: a transition matrix need not be the exponential of a rate matrix.
It is well known that if Q is a rate matrix, then for all > 0, the matrix e Q is a stochastic matrix. The converse is not true in general (the logarithm of a stochastic matrix need not be a rate matrix), but may be veri ed upon some appropriate assumptions. More on that in Appendix B.3 below.
A continuous time Markov chain with nite state space is a random process X t ; t 0 such that for all t, X t belongs to a nite state space A = fs 1 ; : : : s m g, and satisfying the Markov property: for all t 1 < t 2 < : : : < t n , and s t1 ; : : : s tn 2 A
The chain is stationary if the conditional probabilities P fX t2 = sjX t1 = s 0 g depends only on the time di erence t 2 ?t 1 . A stationary continuous Markov chain is completely characterized by its initial probabilities P fX 0 = s n g, n = 1; : : : m, and a family of transition matrices P(t); t 0, where P ij (t) = P fX t = s j jX 0 = s i g.
The latter satisfy the Chapman-Kolmogorov equation P(t)P(t 0 ) = P(t + t 0 ) :
If the matrix-valued function t ! P(t) is di erentiable at t = 0, then it takes the form P(t) = e tQ ; where Q is a rate matrix.
The Markov chain is reversible if the random variables satisfy the relations P fX t = s; X 0 = s 0 g = P fX t = s 0 ; X 0 = sg ; s; s 0 2 A :
Reversibility has important practical implications. Among them, the fact that the eigenvalues of the transition matrices P(t) become real and non-negative.
We come back to that point with more details in Appendix B.2. are constrained to be symmetric. Such a property, which may be justi ed in the framework of reversible Markov chains models, has also the advantage of simplifying considerably the numerical work. We brie y sketch here the main modi cations needed for \sym- 
A.4 Singular Values Decomposition and PCA
As stressed before, such a symmetrized version is more natural if one thinks in terms of reversible Markov evolution. It is also fairly interesting from a more mathematical point of view, since it may be shown that theP matrices are symmetrizable (see Appendix A.1), which makes most practical issues much simpler. Also, the correspondingL matrices are pseudo rate matrices, as de ned in Appendix A.3. More details on the practical implications of those aspects may be found in Appendix A.2.
B.2 Some consequences of symmetrization
A simple symmetrization procedure may yield signi cant simpli cations. We describe here the mathematical aspects of symmetrization.
We shall limit our analysis here to pairs of sequences which satisfy the following \closeness" condition (a priori di erent from the relatedness condition given in (12) for the treatment of non necessarily symmetrized alignments): two sequences (x; y) are close when the corresponding counts matrixF (x;y) is positive de nite, i.e. has positive eigenvalues (we recall thatF (x;y) is symmetric by construction).
Remark 3 Roughly speaking a positive de nite matrix is a symmetric matrix whose diagonal elements are positive and \dominant". In particular, ifF 
where log( ) = diag(log( 1 ); : : : log( m ) is the diagonal matrix of logarithms of eigenvalues ofP. The matrixL so obtained is a pseudo rate matrix, as de ned in Appendix A.3
Remark 4 Let us stress that the above diagonalizations make all the matrix calculations (logarithms, powers,...) extremely e cient, as may be seen from (31) in the case of the logarithm for example.
B.3 Remarks on rate and pseudo rate matrices in the symmetrized case
As we have seen above, the logarithmL = logP of the transition matrix associated to a pair of close sequences is a pseudo rate matrix; however,L is not a rate matrix in general, so that it does not necessarily make sense to consider matricesP as transition matrices for arbitrary positive values of . We now discuss that point in some details. The rst part of the proposition follows directly from that expression. For the second part, we simply observe that since the columns of the R matrix are orthonormal, ?1 R ik 1 for all i; k. Therefore, ?
P m k=2 R ki R kj k P m k=2 k , which proves the result.
The important consequence is that, since k 1 for all k 2 (with strict inequality if the top eigenvalue 1 is non degenerate), the function ! P m k=2 k is monotonically decreasing. Hence, for large enough, the su cient condition above is automatically ful lled. Each point represents an alignment between two species. The alignments involving pairs from the same taxon (cf. Table 1 ) are represented as follows: diamond (3) for pairs chordata-chordata, triangle (r) for pairs arthropodarthropod, square (2) for the pair nematode-nematode and circle ( ) for the mollusc-mollusc pairs. The other points, involving alignments between two distinct taxa of Table 1 are denoted by dots. Fig. a: Projections of the matrices L on the 1 ? 2 plane. Abbreviations: mamm. for mammalia, dipt. for diptera, teleost. for teleostei. 
