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Abstract 
This thesis investigates topology optimization techniques for periodic continuum 
structures at the macroscopic level. Periodic structures are increasingly used in the 
design of structural systems and sub-systems of buildings, vehicles, aircrafts, etc. 
The duplication of identical or similar modules significantly reduces the manufac-
turing cost and greatly simplifies the assembly process. Optimization of periodic 
structures in the micro level has been extensively researched in the context of ma-
terial design, while research on topology optimization for macrostructures is very 
limited and has great potential both economically and intellectually. 
In this thesis, both static and dynamic loadings are considered for finite periodic 
structures under arbitrary boundary conditions. Numerical algorithms based on the 
bi-directional evolutionary structural optimization method (BESO) are developed 
for topology optimization for various objectives and constraints. The BESO 
method is improved in this thesis with rigorous formulations and techniques capa-
ble of ensuring final optima. The periodicity requirement is added to the optimiza-
tion problem as an extra constraint aiming at producing pure or scaled periodicity 
in topology and shape.  
Previous versions of BESO methods have been unable to guarantee final optima 
mainly because of the lack of information for void elements and algorithms for 
controlling solution convergence. The fact that no mathematical mechanism ex-
plicitly ensures the final optima limits previous BESO methods’ potential as ro-
bust approaches. In the present thesis, soft-kill (replacing void elements with soft 
elements) formulations of topology optimization problems for solid-void solutions 
are developed through appropriate material interpolation schemes. Incorporating 
the optimality criteria and algorithms for mesh-independence and solution-
convergence, the present BESO becomes a reliable gradient based technique for 
topology optimization under various constraints. Furthermore, combination of ge-
netic algorithms (GAs) with BESO is presented in this thesis in order to stochasti-
cally search for the global optima. The modified algorithm distinguishes itself 
from traditional GA approaches by increasing the computation efficiency for 
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large-size problems. This semi-directional-semi-stochastic feature provides an 
alternative new BESO method for topology optimization. These enhanced BESO 
algorithms are tested on periodic structure designs for various problems. 
For structures under static loading, the present thesis addresses minimization of 
the mean compliance and explores the applications of conventional stiffness opti-
mization for periodic structures. However in some circumstances, it is not the 
stiffest design of the structure that is of interest, but the structure layout with lim-
ited deflections. Therefore this thesis develops a volume minimization formulation 
where the maximum deflection is constrained. A BESO approach to this problem 
is proposed and applied to topology optimization of periodic structures. 
The problem of localized or artificial modes is the major difficulty in optimizing 
structures subject to dynamic loading. This thesis develops two different ap-
proaches to resolving this issue. The first one is a hard-kill (completely removing 
void elements) based BESO. Extra control measures are taken in this heuristic 
approach in order to eliminate the localized modes in an explicit manner. The sec-
ond approach is a soft-kill based BESO in a rigorous mathematical formulation. A 
modified power low material model is presented to prevent the occurrence of arti-
ficial and localized modes. Both approaches are applied to periodic structure de-
signs and proven to be capable of solving topology optimization for frequencies 
effectively. 
Periodic stress and strain fields cannot be assumed in structures under arbitrary 
loadings and boundaries at the macroscopic level. Therefore being different from 
material design, no natural base cell can be directly extracted from macrostruc-
tures for analysis and topology optimization. In this thesis, the sensitivity calcula-
tion is carried out according to the periodic constraint and the concept of an 
imaginary representative unit cell (RUC) is presented. For situations when the 
structure cannot be discretized into equally-sized elements, e.g. cyclic periodic 
structures, the concept of sensitivity density is developed in order for mesh-
independent robust solutions to be produced. The representative unit cell and sen-
sitivity density based approach is incorporated into various topology optimization 
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problems to obtain the absolute or scaled periodicities in the structure layouts. The 
influence of this extra constraint on the final optima is investigated based on a 
large number of numerical experiments. 
The findings shown in this thesis have established appropriate techniques for de-
signing and optimizing periodic structures. The work has provided a solid founda-
tion for creating a practical design tool in the form of a user-friendly computer 
program suitable for the conceptual design of a wide range of structures. 
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Notations 
α  element sensitivity; element sensitivity number; node sensitivity number 
ARmax maximum admission ratio 
C mean compliance 
d deflection, displacement 
E Young’s modulus 
ER evolutionary ratio 
f objective function 
F (virtual) load vector 
gi inequality constraint 
hi equality constraint 
K stiffness matrix 
k modal stiffness 
k~  mean modal stiffness 
M mass matrix 
M nonstructural mass 
m modal mass 
m~  mean modal mass 
xi ith design variable, element relative density 
xi,j jth design variable in the ith unit cell 
P applied load vector 
p penalty exponent in material interpolation scheme 
ρ mass density; element relative density 
Pc probability of crossover 
Pen penalty for progress in GA integrated BESO 
Pm probability of mutation 
Prg progress indicator in GA integrated BESO 
rmin filter radius 
rrmax maximum volume removal ratio 
t thickness of plate 
tol convergence tolerance of objective function 
U displacement vector 
u element displacement vector; eigenvector 
V structure volume; element volume 
v Poisson’s ratio 
w/α/β weighted factors 
ω eigenfrequency 
ω2 eigenvalue 
Note: More specific items are defined based on the above terms with various subscripts 
implicating extended meanings, see definitions in the context whereas applicable. 
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Chapter 1 Introduction 
1.1 Motivation to the thesis 
• Periodic structures 
An important branch of modern structures are periodic or repetitive structures. Behind 
this generic expression hide all modular structures which are composed of basic cells 
(units, modules). The basic cell is duplicated rotationally or translationally in one or 
several directions to generate the whole structure. The duplication of a large number of 
identical, similar or scaled modules significantly reduces the manufacturing cost and 
greatly simplifies the assembly process. Furthermore, periodic structures facilitate the 
design process by confining the design space to certain modules. 
Periodic structures are widely used in the design of structural systems or sub-systems 
of buildings, bridges, machines, vehicles and aircrafts etc, such as large space trusses, 
impact protecting grids and sandwich plates. The striking image shown in Fig. 1.1(a) is 
“The Gherkin” (30 St Mary’s Axe) building in London (Wikipedia.org 2009a). The 
egg-shell-shaped tower designed by the famous English architect, Norman Foster, uses 
repetitive patterns and modules rotationally and translationally throughout the whole 
structure. This is one of the best examples of how periodic structures could be used 
creatively for practical applications with the highest visual and functional impact. Also 
designed by Norman Foster, the Hearst Tower (Wikipedia.org 2009b) shown in Fig. 
1.1(b) uses the uncommon periodic triangular steel framing pattern (also known as a 
diagrid) that required about 20% less than a conventional steel frame. In Fig. 1.2 is a 
proposed design for a periodic footbridge in Melbourne. The PhD candidate worked in 
the design project of this bridge with BKK Architects by providing structural optimi-
zation and conceptual design consultancy. 
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(a) 
 
(b) 
Fig. 1.1 Built innovation of periodic structures: (a) The Gherkin (30 St Mary’s Axe), 
London, designed by Norman Foster; (b) Hearst Tower, New York city, designed by 
Norman Foster  
 
Fig. 1.2 Periodic perforated design for a footbridge in Melbourne (where Prof. Xie and 
the PhD candidate were retained as the structural optimization consultants) 
Apart from the large scale civil structures shown above, cellular solids with periodic 
microstructures also find a wide range of applications in aerospace and automotive 
industries due to their particular multifunctional properties such as energy absorption 
and thermal isolation. 
Similar as common structures, the performance of a periodic structure and the effi-
ciency of material usage in the periodic structure can be significantly enhanced by us-
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ing an advanced topology optimization technique that will determine the optimal num-
bers and locations of members, connections and cavities in the structure. 
• Topology optimization 
The subject of optimization is a lively topic in almost every discipline. The desire for 
structural optimization was even nothing new. The development of structural forms 
such as domes, suspension bridges and stiffened panels etc. was the result of previous 
engineers’ efforts to transmit forces to various supports in an optimized manner. Tradi-
tional structural optimization is commonly categorized into three classes, i.e. sizing 
optimization, shape optimization and topology optimization. Sizing optimization treats 
the sizes of structural members as the design variables while shape optimization deals 
with a design problem of finding better shapes with the design variables as those pa-
rameters describing the holes of the structure. These two categories assume constant 
topologies in the structure. Topology optimization on the other hand, is able to change 
the structure topologies in order to optimize the structure’s behaviours. Such categori-
zation of structure optimization is rather rough and too ideal. In fact, topology optimi-
zation combines the previous two classes and is called in some circumstances layout 
optimization (Rozvany et al. 1995; Eschenauer and Olhoff 2001). By layout it is meant 
the structural topology, geometry and cross-sectional dimensions. Topology optimiza-
tion is the main topic related to this thesis. 
The development of the topology optimization theories dates back to Michell’s pio-
neering work (Michell 1904) where the conditions for optimality of load-carrying 
structures were set up. Ever since then, engineers and mathematicians have been work-
ing continuously on refining the theories and developing methods for realizing topo-
logical optima. With the advent of modern computers, the development of Mathemati-
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cal Programming techniques such as the gradient projection, steepest descent and fea-
sible directions during the late 40's and early 50's provided further impetus to the ap-
plication of optimization methods in engineering design. Over the past decades, struc-
tural optimization has been exhaustively explored and successfully applied to optimiz-
ing structures and mechanical elements. Several popular methods for topology optimi-
zation have been established such as the homogenization method (Bendsøe and Kiku-
chi 1988), the solid isotropic material with penalization (SIMP) method (Bendsøe 
1989; Zhou and Rozvany 1991; Rozvany et al. 1992; Ritz 2001; Bendsøe and Sig-
mund 2003), the evolutionary structural optimization (ESO) method (Xie and Steven 
1993; 1997) and the level set techniques (Sethian and Wiegmann 2000; Wang et al. 
2003). The PhD candidate adapts the algorithms of the recent version of bi-directional 
evolutionary structural optimization (BESO) method proposed by Huang and Xie 
(2007; 2009) and proposes enhanced approaches for specific requirements to realize 
the aims of his research work that is summarized into the present thesis. 
• Gap of the area 
The majority of publications in topological optimization for periodic structures are 
found to deal with the design of the microstructure of materials. The previous re-
searches aimed to design microstructure layouts which produce preset or optimal ef-
fective material properties (Sigmund 1994; Sigmund and Torquato 1997; Hassani and 
Hinton 1998; Bendsøe and Sigmund 1999). In this case, the stress and strain fields at 
the micro-level are assumed to be periodic and thus it is possible to analyse a single 
base cell of the material by finite element analysis (FEA).  
Apart from the extensive research on repetitive structures at the microscopic level in 
the context of material design, very limited work has been done in the optimization of 
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periodic/cellular structures at the macro level such as (Moses et al. 2003; Zhang and 
Sun 2006; Huang and Xie 2008), despite their merits. The design of macroscopic peri-
odic structures and microscopic materials are different since macroscopic structures 
are likely not to have periodic stress and strain fields due to arbitrary loading and 
boundary conditions even though the layout is periodic. Therefore periodic macro-
structures cannot be simply analysed and optimized based on a single base cell. Fur-
thermore, almost all of the work done has been confined in stiffness optimization, 
namely the mean compliance minimization problem. Therefore much more work and 
potential can be anticipated in this area.  
1.2 Scope and aims of the thesis 
The PhD candidate’s research project is concerned with the design of efficient load-
carrying (including static and dynamic loadings) structural systems with periodically 
repeating geometrical patterns at the macro level. The scope of this research work is 
confined to the investigation of periodic (repetitive/cellular) structures with corre-
sponding mechanical features such as stiffness and frequency, and to developing effi-
cient algorithms for topologically optimizing periodic structures. A large number of 
examples of optimized structures by computation simulation will be tested in numeri-
cal experiments. 
The specific aims of this research work are set based on the gap of the current state of 
topology optimization for periodic macrostructures. The aims are depicted in the fol-
lowing. 
• Summarize current algorithms of the BESO method and convert them into a gen-
eralized conceptual and mathematically established approach. 
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• Derive general algorithms for realizing periodicity in the structural topologies and 
layouts that can be incorporated into any continuum topology optimization prob-
lems and methods. 
• Develop approaches for finding the optimal topologies and layouts subject to dis-
placement, frequency and mean compliance constraints respectively for general 
structures. 
• Develop an extended BESO method into an automated design tool for various to-
pology optimization problems for periodic structures, including stiffness optimiza-
tion, displacement constraint and frequency optimization respectively. 
• Examine the influence of periodic constraints on the structural performances in 
terms of mean compliance, deflection or natural frequencies. Evaluate the impact 
of topological periodicity on the choice of optimization criteria considering struc-
ture requirements and computation economy. 
The potential benefits of this research work are expected to be identified in the follow-
ing aspects:  
• Give guidelines for producing machine components or structure systems using 
refined cellular solids with higher capacity. 
• Ease engineering work in designing components or structures with periodic con-
cept. 
• Minimize the costs for manufacturing and assembly in an appropriate way and 
reduce the risk in project finance. 
• Provide a simple way for architects to create visual impacts with mechanical econ-
omy. 
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1.3 Outline of the thesis 
Chapter 2 is dedicated to a literature review on the research fields that the present the-
sis tries to expand. The research work on the topology optimization and optimal design 
for periodic structures are reviewed. A basic view of topology optimization is given 
with highlights on the popular techniques for topology optimization for continuum 
structure including the bi-directional evolutionary structural/topological optimization 
(BESO) method that is the main method used for the work carried out in the PhD can-
didate’s research project. Further, the development of optimal design for periodic 
structures is depicted that is relatively less-focused based on a small amount of exist-
ing literature. 
Chapter 3 tries to introduce and summarize the current version of BESO. Starting from 
a brief introduction of evolutionary structural optimization (ESO) method, this chapter 
is dedicated to giving a general form of the current BESO, i.e. describing BESO solv-
ing different optimization problems in a uniform way. The basic theory of BESO, op-
timization problems, the sensitivity calculation, element removal/addition according to 
the optimality criterion and algorithms for mesh-independence and solution conver-
gence are discussed. This chapter is ended in a summary of BESO with general proc-
ess for numerical implementation. 
Chapter 4 presents the algorithms used in the current thesis for realizing periodicity on 
topology. First, various types of periodicity modes are introduced with demonstrative 
examples, mainly including the translational and cyclic periodicities. Then the algo-
rithm for realizing topological periodicity in the optimal design is derived. Through 
the usage of the representative unit cell (RUC) that is to be duplicated, element sensi-
tivity information from all the unit cells are averaged and assigned to elements in the 
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representative unit cell. The concept of sensitivity density is introduced to resolve the 
mesh-dependence problem due to inconsistent sizes of element. The usage of sensitiv-
ity density makes sense in the case of cyclic periodicity where it is difficult to discre-
tize the structure domain into equally-sized elements. 
Chapter 5 is dedicated to the conventional stiffness optimization problem for topologi-
cal design of periodic structures. Making an extension from Huang and Xie’s work on 
periodic stiffness optimization (Huang and Xie 2008) with the current BESO theories 
and algorithms, several interesting examples of diverse periodicity modes are pre-
sented, including an optimal wheel design that agrees very well with real wheels. The 
influence of periodic constraint is examined in terms of the resultant stiffness in the 
examples. 
Chapter 6 makes a complement to the stiffness optimization for periodic structures. 
Realizing that stiffness optimization does not necessarily result in optimal designs with 
limited deflection, a volume minimization problem with global deflection constraint is 
formulated and applied to periodic structure design. Displacement sensitivities are de-
rived. The global maximum deflection is controlled and confined within certain limit. 
Numerical examples are shown to point out the difference between optimal stiffness 
design and optimal deflection design and thus to rationalize the global deflection con-
straint problem for periodic structure design. 
Chapter 7 deals with the topology optimization of periodic structures for natural fre-
quencies with an empirical BESO approach. For a natural frequency maximization 
problem, the sensitivity for solid element is derived as the estimated change of the 
relevant frequency by deleting the element, while the sensitivities for void elements 
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are set heuristically. Element removal is made in a hard-kill manner. In order to deal 
with the localized modes and singular elements that show up as numerical instabilities 
in the objective frequency, extra algorithms are introduced. Applying the algorithm to 
optimal design for periodic structures, the influence made by the periodic constraint is 
examined through numerical examples. 
Chapter 8 aims to derive a mathematically established BESO approach for frequency 
optimization, in order to circumvent the deficiencies brought by the heuristic BESO 
approach discussed in Chapter 7. Through a modified SIMP material interpolation 
scheme, the sensitivities for both solid and void elements are able to be explicitly cal-
culated. Void elements are replaced by soft elements instead of being completely re-
moved from the structure. Incorporating an optimality criterion, this alternative soft-
kill approach is able to insure an optimum theoretically. The advantages of hard-kill 
and soft-kill approaches to frequency optimization are shown through numerical ex-
amples with comparisons on the computation efficiency and performances of optimal 
periodic structures. 
Chapter 9 makes an attempt of combining the genetic algorithms (GA) with BESO for 
topology optimization and then applies this combination to stiffness optimization for 
periodic structures. Differing from the traditional GAs, this combined method treats 
each element as an individual and the whole structure as the population. GA operators 
of crossover and mutation are derived towards convergent final solution and fine-tuned 
through parameters controlling the performance. The influence of the GA stochastic 
feature on periodic layout/topology is discussed through numerical examples. Results 
show the feasibility of GA-application in periodic optimal stiffness design and the de-
ficiency in frequency design is discussed. 
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Chapter 10 draws the conclusions of the current thesis and summarizes the research 
outcomes from the PhD candidate’s research project into a final discussion. The con-
tribution of the PhD candidate’s work during the candidature is highlighted. Recom-
mendations for potential future research on structural optimization for periodic struc-
tures are made with anticipated future outcomes. 
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Chapter 2 Literature review 
This chapter is dedicated to the literature review that aims to give an overview on the 
related researches to this thesis. In the first section of this chapter, the basic terms and 
ideas of topology optimization of continuum structures are introduced and the current 
state of the developed techniques/methods is presented. In the second section, topol-
ogy optimization is specifically addressed for continuum periodic structures. 
2.1 Topology optimization 
2.1.1 Overview of theories and approaches 
• Topology 
Topology as a subfield of geometry, basically describes the spatial sequence of mem-
bers and joints in a domain. The word topology originates etymologically from the 
Greek noun “topos” that means landscape or domain. In other words, it can be said 
that a structure with a fixed topology has a fixed “landscape”. Important literatures on 
topology can be found in a large number of publications such as (Alexandroff 1960; 
Hocking and Young 1961; Jäger 1980; Jänich 1996). In a mathematical point of view, 
all subsets of the R3 space (including lines, curves and sets of points etc.) are called 
topological domains and topology is considered as the invariants theory of topology 
domains. Topological transformation (topology mapping) defines the transformation 
of one topological domain into another one without destroying any existing or generat-
ing new neighbourhood relations. Figure 2.1 shows an example of topological trans-
formation. Topological equivalence is found between two topological domains if there 
exists a topological mapping of one of the topological domains into the other. Topo-
logical transformation is regarded continuous when it does not violate any existing 
neighbourhood relations. Homomorphism describes a condition that the topological 
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transformations are reversibly unique and continuous (Maxwell 1890). In this context, 
topology class is a term that describes certain topologically equivalent objects. 
Y1
Y2
X1
X2  
Fig. 2.1 Topological transformation 
• Topology optimization 
The original meaning of topology optimization is built on the above terms and defini-
tions. Unlike shape optimization where the rules of homomorphism are still valid, to-
pology optimization changes the neighbourhood relations of the topological domain 
and transforms the existing topology into another topology class, i.e. improves trans-
formations into other topology classes and modifies the interrelations between the con-
stitutive elements of a domain. 
Topology optimization is roughly divided into two types of problems, i.e. for discrete 
structures (or grid-like structures) and continuum structures respectively (Rozvany 
2001a). The research work on topology optimization for discrete structures has a much 
longer history than that for continuum structures ever since the pioneering work over a 
century ago by Maxwell (1890) and Michell (1904) that concerned the layout optimi-
zation theory for thin bar structures such as truss. Therefore it is inherently recognized 
that layout optimization deals with discrete structural optimization and is called truss 
topology optimization in some circumstances. Topology optimization for continuum 
structures on the other hand, considers the structures to have large volume fraction (i.e. 
material volume/available volume) that means structural material occupies a large por-
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tion of the available space. Rozvany et al. (Rozvany and Zhou 1991; Rozvany 2001a) 
introduced the term generalized shape optimization (GSO) and Haber et al. (1996b) 
introduced the term variable topology shape optimization for this type of topology op-
timization. 
These two types of optimization for discrete structures and continuum structures both 
involve the selection of the optimal topology. Therefore very often the terms of topol-
ogy optimization, layout optimization and generalized shape optimization are inter-
changeable in many literatures. Although the basic meaning of topology optimization 
implies improving the structural topology, the general function is extended to other 
simultaneous operations of optimization such as improving sizes and shapes, see Refs 
(Rozvany et al. 1995; Sigmund 2000; Bendsøe and Sigmund 2003). 
• Layout optimization/truss topology optimization 
Layout optimization deals with the simultaneous selection of the optimal topology, 
geometry and cross-sectional dimensions of a structure with low volume fraction. Al-
though this thesis deals with topology optimization of continuum structures, it is al-
ways helpful to briefly address the optimization for discrete structures first. 
The basic principles of layout optimization were first established over one century ago 
(Maxwell 1890). Michell (1904) developed the basic layout theory for exact analytical 
minimum-weight designs of trusses subject to stress constraints under a single load 
condition. His research results are usually referred to as “Michell type structures” or 
“Michell truss” that provide important insights into the optimal layouts. Generally, 
Michell type structures are used by researchers as reference solutions for the purpose 
of evaluating the optimal structure efficiency obtained by numerical methods. Michell 
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type structures have been extensively explored and extended by later researchers such 
as (Cox 1956; Hemp 1973; Nagtegaal and Prager 1973; Owen 1975; Prager 1978). 
The area of discrete structure optimization has been extensively explored for several 
decades and the optimal layout theory has been developed by Prager, Rozvany and 
Wang (Rozvany 1976; Prager and Rozvany 1977; Rozvany and Wang 1983; Rozvany 
1984) as a generalization of Michell’s work that addresses the layout optimization of 
grid-like structures. The Prager-Shield theory of optimal plastic design (Prager and 
Shield 1967) and the structural universe (Rozvany 1981; 1984) were used in this opti-
mal layout theory as the basic concepts. Later Rozvany (1989) proposed the optimality 
criteria method of a continuous type (COC) for large system optimization with stress 
and displacement constraints. The COC was then reformulated by Zhou and Rozvany 
(1992; 1993) to a discretized continuum type optimality criteria (DCOC) method using 
the finite element formulation. The COC/DCOC methods were then extended for solv-
ing natural frequency, local buckling and system stability constraints. With a large 
number of potential members, topology optimization with optimality criteria methods 
is able to achieve geometrical optimization but not suitable for movable nodal points 
(Rozvany et al. 1995). 
For a late overview of the layout optimization for discrete structures, several publica-
tions are referred to such as the review paper by Rozvany et al. (1995), the monograph 
by Bendsøe (1995), the proceedings for World Congress of Structural and Multidisci-
plinary Optimization (Eschenauer and Rozvany 1995; Gutkowski and Mroz 1997; 
Bloebaum 2000; Herskovits et al. 2005) and the proceedings of the ASME Automa-
tion conferences such as (Gilmore et al. 1993). 
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• Topology optimization of continuum structures (GSO) 
The generalized shape optimization selects the best configurations involving topolo-
gies and geometries for the design of continuum structures. GSO allows for not only 
hole-generation in the interior of the design domain but also geometry- and size-
changing. In this sense, the term generalized shape optimization is more appropriate 
for this purpose than the term topology optimization. However in order to comply with 
usual terminologies in this area, the term topology optimization of continuum struc-
tures or continuum topology optimization is used hereafter.  
Two classes of approaches can be identified for continuum topology optimization 
(Eschenauer and Olhoff 2001), namely the macrostructure (geometry) approaches and 
the microstructure approaches, based on the material assumed in the finite elements. 
The essential difference between these two classes is that the macrostructure ap-
proaches use solid isotropic materials while microstructure approaches use porous and 
microstructural materials. According to Eschenauer and Olhoff (2001), the macro-
structure (geometry) approaches must change the finite element mesh due to the 
changing of the structure boundaries. Distinguishing of approaches in this way is 
rather rough, since some geometry approaches have fixed grids in finite element mesh 
such as the evolutionary structural optimization (ESO) (Xie and Steven 1993; 1997) 
and bi-directional ESO (Querin et al. 1998; Yang et al. 1999) which will be introduced 
in detail later in this chapter. 
• Macrostructure approaches for continuum topology optimization 
Rossow and Taylor (1973) proposed a variable thickness sheet model using the finite 
element method for topology and shape optimization. The design domain is assumed 
as a planar plate with the thickness being the design variable. By assigning the mini-
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mum allowable thickness to be close to zero, the topology and shape change is able to 
be realized. 
Oda and Yamazaki (1977; 1979) proposed a geometric approach to a two-dimensional 
shape optimization using finite element method without formal mathematical optimi-
zation algorithm. The shape is modified based on the stress status from finite element 
analysis and a loop is executed for FEA and shape changing. 
The SHAPE method was developed by Atrek (1989; 1993) based on the Lagrange 
multiplier method. SHAPE is similar to Rossow and Taylor’s variable thickness sheet 
method (Rossow and Taylor 1973). In SHAPE, the element volume is regarded as the 
design variable which is either 1 or 0. Setting the element volume as 0 means com-
pletely removal of the element. The program from this method was developed for to-
pology and shape optimization with stress, displacement and stiffness constraints un-
der multiple loading conditions, but only the most critical constraint imposed on the 
structure is considered in a given time for deriving the optimum. 
Mattheck and Burkhardt (1990) proposed a computer aided optimization (CAO) 
method based on biological growth. The CAO seeks the optimal structure shape based 
on the fully stressed design and the ideas of the variable thickness sheet model 
(Rossow and Taylor 1973) but the Young’s modulus is treated as the design variable 
instead of the thickness. In this way CAO drives the structure towards optima with a 
constant von Mises stress at the surface (Mattheck 1998). CAO was combined with the 
soft kill option (SKO) method (Baumgartner et al. 1992) for cutting away under-
stressed elements from the structure. The combination of CAO and SKO is limited in 
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finding optima since it involves no objective function and stress constraints in the op-
timization process. Therefore the optimal weight design is not guaranteed. 
The bubble-method (Eschenauer et al. 1994) follows the basic idea of iteratively posi-
tioning new holes (so-called bubbles) into the structure domain to create new topolo-
gies. In this method, the boundaries of the structure are regarded as the design parame-
ters and the shape optimization of new inserted holes is performed as a parameter op-
timization by means of the optimization procedure SAPOP (structural analysis pro-
gram and optimization procedure) (Eschenauer et al. 1993) . 
Xie and Steven (1992; 1993) proposed the evolutionary structural optimization (ESO) 
method for topology optimization towards the fully stressed design by gradually re-
moving elements. The bi-directional ESO (BESO) (Querin et al. 1998; Yang et al. 
1999) were later proposed to improve ESO by introducing element addition. ESO and 
BESO have been continuously developed in last two decades and remain macrostruc-
ture approaches. Recently BESO methods using microstructural material have been 
proposed (Zhu et al. 2007; Huang and Xie 2009) and thus became a microstructure 
approach. More details of ESO and BESO literatures will be given in later subsections 
since BESO is the main method used in this thesis. 
Svanberg and Werme (2006) introduced a neighbourhood search method of topology 
optimization for load-carrying continuum structures using binary design variables (ei-
ther material or void). A counterpart to the traditional second derivative of the objec-
tive function is used for calculating the sensitivity accurately enough in this pure 0-1 
problem. This work demonstrated the calculation of the changes in various objective 
functions in an efficient way, without the need for a re-factorization of the stiffness 
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matrix and without the need for an artificial stiffness in void elements. Unlike the con-
ventional sensitivity that is equivalent to the derivative of an objective function, the 
sensitivity used in Svanberg and Werme’s work is regarded as the change of the objec-
tive function due to the change of one design variable either form 0 to 1 or from 1 to 0. 
In this sense, the sensitivity here is similar as the sensitivity number used in ESO 
which is to be reviewed later. 
• Microstructure approaches for continuum topology optimization 
The microstructure approaches for continuum topology optimization are based on the 
ability of modelling porous materials with microstructures. The basic idea is that 
through the homogenization theory (Babuska 1976b; a; 1977) or material models (such 
as SIMP which is to be introduced in this subsection), the effective material properties 
in each element are computed from certain parameters such as the density and the mi-
crostructure orientation which are regarded as the design variables. 
By using the homogenization theory, various types of microstructures such as a square 
cell with square hole, a rank one or rank two layered material is replaced by isotropic 
material with equivalent effective material properties. The homogenization method is a 
term specifically for the approaches using homogenization theory to topology optimi-
zation (Rozvany et al. 1995) and has been continuously developed since its first nu-
merical implementation presented by Bendsøe and Kikuchi (1988). Various topology 
optimization problems using the homogenization method have been addressed, for ex-
ample, design of compliant mechanism (Ananthasuresh et al. 1994; Saxena and Anan-
thasuresh 1998), dynamics problems such as eigenvalue problems (Ma et al. 1995), 
harmonic response (Ma et al. 1993) and transient response (Min et al. 1999). 
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In the homogenization method, continuous density is assumed in each element and this 
brings the fact that there exist three phases of material in the structure: solid, void and 
porous (intermediate) material. For practices, intermediate materials are not expected 
in the structure and thus they should be eliminated from the optimum design. Various 
methods (or microstructure models) for producing a well-posed solid-void design were 
then introduced. Optimal microstructures with penalization (OMP) (Allaire 1997) is a 
method proposed to penalize the intermediate densities. The solution is optimized us-
ing an optimal microstructure for each finite element depending on the type of design 
constraints and objective function. However the optimal microstructures fail to provide 
enough penalization for a zero-one (void-solid) design. Therefore additional penaliza-
tion is usually introduced. The Non-optimal microstructures or near optimal micro-
structures (NOM) method such as in (Bendsøe and Kikuchi 1988; Diaz and Bendsøe 
1992) does not need a penalty on the intermediate densities.  This method applied nu-
merically evaluated anisotropic hole-in-cell microstructures that consist of an isotropic 
material with rectangular holes. This microstructure provides a certain degree of 
“fixed” penalization which is often not adequate for a zero-one design. However, the 
NOM method needs less free parameters than the OMP method and thus more compu-
tation efficient to some extent. 
The homogenization of microstructures makes the topology optimization problem 
complicated to some extent, since usually in each finite element several free parame-
ters are needed for determining the effective material properties, and these parameters 
are regarded as the design variables. This means that the problem size is enlarged by 
the free parameter number. Therefore a method of determining the effective material 
properties using only the density was proposed by Bendsøe (1989) and later based on 
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this method the term solid isotropic microstructures with penalization (SIMP) was 
proposed by Rozvany et al. (1992). The SIMP material model was often called the 
artificial material as it had been proposed without correspondence to any existing 
composite material. The SIMP method needs no homogenization of microstructures 
but describes the relation between the material Young’s Modulus and the relative den-
sity (continuously varying from 0 to 1) through a power law. Later Rietz (2001) 
showed that the SIMP method is able to produce zero-one designs with conditions.  
Due to its simplicity and computational efficiency, the SIMP method has been widely 
accepted by researchers in the area of structural topology optimization and used for 
different problems such as vibrating continua (Pedersen 2000; Du and Olhoff 2007), 
reliability-based problems (Kharmanda and Olhoff 2004), optimization for shells and 
elastoplastic structures (Maute and Ramm 1997; Maute et al. 1998). For details of the 
SIMP method, the book by Bendsøe and Sigmund (2003) is recommended. As a mate-
rial model for fulfilling the task of topology optimization, SIMP is usually combined 
with the method of moving asymptotes (MMA) (Svanberg 1987) or the optimality cri-
teria method (Prager and Shield 1967; Zhou and Rozvany 1991; 1992). Beside the 
power law SIMP material model, Stolpe and Svanberg (2001) proposed an alternative 
material model to increase the probability for obtaining a zero-one solution, Huang et 
al. (2009) recently proposed a modified SIMP material model for avoiding the local-
ized modes in vibrating continua. 
Continuum topology optimization is widely recognized as ill-posed and lacks solutions 
for a definite zero-one design without restrictions. The ill-posedness results in the nu-
merical instabilities (Jog and Haber 1996; Sigmund and Peterson 1998; Bendsøe and 
Sigmund 2003) appearing such as the mesh-dependence of the final solution and the 
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checkerboard pattern in obtained topologies. Several methods have been applied to 
combine with SIMP to assure existence of solutions, such as the perimeter control 
(Haber et al. 1996a), gradient constraint (Petersson and Sigmund 1998), blurring filters 
(Bourdin 2001). Sigmund (2007) proposed morphology-based restriction schemes as 
density filters that filter the physical stiffness of an element based on its neighbouring 
elements. Besides, Huang and Xie (2007) proposed an alternative two-phase filter 
scheme to convert element sensitivities into nodes and then reversely in BESO. 
2.1.2 Evolutionary structural optimization for continua 
This thesis uses bi-directional evolutionary structural optimization (BESO) as the 
main method to create optimal designs for periodic structures. Therefore it is reason-
able to give a detailed overview on this method before addressing this PhD research 
project with main findings and outcomes. The term evolutionary structural optimiza-
tion (ESO) was first introduced by Xie and Steven (1993). As the word “evolutionary” 
may be misleading to genetic algorithms (GAs), Rozvany and Querin (2002b; 2002a) 
proposed the term sequential element rejections and admissions (SERA) to replace the 
term ESO. However, the names “ESO/BESO” have been widely accepted and their 
popularity makes the decision for the consistent terminology in this thesis. 
• ESO with stress criteria for element removal 
The ESO is based on the simple concept that by systematically removing inefficient 
materials from the structure, the residual shape evolves toward an optimum (Xie and 
Steven 1993). The original version of ESO used the stress as the element removing 
criterion. With this stress design criterion, the procedure includes inner and outer loop. 
In the inner loop, a threshold element average stress which is usually the von Mises 
stress, is defined as the rejection ratio (RR) times the maximum stress (averaged, i.e. 
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von Mises). If one element has the stress lower than the threshold stress, i.e. 
ie RRmaxσσ ≤  with i denotes the iteration step, the element is removed from the struc-
ture. This procedure iterates itself until no further elements satisfy the above inequality. 
Then in the outer loop the rejection ratio will be increased with a parameter called the 
evolutionary ratio: RRi+1=RRi+ER. Through this loop action, the stress distribution in 
the structure will become quasi-uniform and a fully-stressed design is expected. There 
are some variants of the stress-based ESO approach. The nibbling ESO allows only 
elements from the structural boundary to be removed but none from inside the struc-
ture domain, thus this kind of ESO fulfils the task of shape optimization. Thermal 
stress optimization was developed to obtain the fully stressed design under thermal 
loading conditions such as (Li et al. 1997). Elastic contact problem is solved by Li et 
al. (1998) where the contact profile of several separate bodies is optimized to reduce 
the maximum contact stress. ESO with strain energy density as the evolution criterion 
(Querin et al. 1996) was applied to nonlinear problems where material and geometric 
nonlinearities are considered. 
• ESO with sensitivity number for element removal 
Another class of ESO performs the structural evolution based on the sensitivity number 
instead of the stress criterion. In other words, the element removal is based on the 
value of the element sensitivity number which is defined as the change in the objective 
function or constraint as the result of element removal. The sensitivity number calcula-
tion is based on the information obtained from finite element static analysis or eigen-
value analysis. Then elements with lowest sensitivity number are removed to drive the 
structure towards optima for problems such as stiffness optimization. The significance 
of this extended ESO is that ESO can then be applied to various problems in case the 
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sensitivity number for the specific objective function/constraint can be derived. Sev-
eral optimization problems using ESO followed this sensitivity number criterion. Chu 
et al. (1996) solved the stiffness and displacement design problem, natural frequency 
optimization using ESO was proposed by Xie and Steven (1996), topology optimiza-
tion for dynamic response constraints was solved by Rong et al. (2000), Manicharajah 
and Xie (1998) proposed to use ESO for plate buckling resistance. Optimization prob-
lems were addressed for structural systems including 2D and 3D discrete structures, 
2D plate and 2D/3D continua.  
• Bi-directional evolutionary structural optimization (BESO) 
ESO is limited by being able only to remove elements from the structure. Prematurely 
removed elements are not able to be recovered. The consequence is that the removing 
amount of material has to be set very small otherwise a worse design might be ob-
tained. An improved version of ESO, termed the bi-directional ESO (BESO) was later 
developed (Querin et al. 1998; Yang et al. 1999) in order to allow elements to be re-
admitted to the structure. In this method, inefficient elements are removed from the 
structure and simultaneously material is added to the most demanding places of the 
structure. Take the fully stressed design with von Mises stress criterion for example, 
the elements with lowest von Mises stresses will be removed and new elements are 
added (switched to solid) around the area with the highest von Mises stresses. The im-
provement of BESO over ESO is significant, material can be treated in bi-directions 
(added or removed) and prematurely removed elements are now possible to be read-
mitted to recover. 
However, according to Zhou and Rozvany’s examination (Zhou and Rozvany 2001), 
both ESO and BESO are not able to guarantee an optimal design, and ESO’s rejection 
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criterion may result in highly non-optimal element rejections. Therefore Rozvany and 
Querin (2002a) proposed some suggestions to overcome ESO/BESO’s shortcomings.  
• BESO with microstructure materials 
The earlier versions of ESO/BESO are not able to enable final optima according to 
Rozvany’s criticism (Rozvany 2001b; 2008), one of the reasons is that the estimation 
of the sensitivity number for void element is highly inaccurate because of the absence 
of elements for FEA. 
Recent developments of BESO includes the work of Zhu et al. (2007) where an ele-
ment replaceable method is proposed for better representing the element status. In this 
method, void elements are replaced by microstructure with low density and element 
removal means replacing solid elements with the soft material instead of completely 
elimination from the structure domain. This version of BESO actually becomes a mi-
crostructure approach as it uses porous microstructural material instead of pure iso-
tropic solid material. However Zhu et al.’s BESO is still unlikely to insure final optima 
as the evolution procedure is not able to converge. 
Huang and Xie (2007) proposed a new version of BESO that is able to produce con-
vergent solution. Most recently, Huang and Xie (2009) proposed a more improved 
BESO with the SIMP material model. In this method, the element microstructure’s 
effective properties are determined according to the power-law material scheme 
(Bendsøe 1989; Rozvany et al. 1992). The optimality criterion for stiffness optimiza-
tion is applied. Inefficient elements are not removed but replaced by soft material. By 
setting the material penalty exponent p to infinity (or great enough), soft-killing of 
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elements are proven equivalent to hard-killing (complete removal) and this work justi-
fies their previous hard-kill method (Huang and Xie 2007) from a soft-kill formulation.  
2.2 Topology optimization for continuum periodic structures 
While most of the researches done in this area deal with material microstructure design, 
it is reasonable to start this section with periodic structure design in the micro scale 
and then make a transition to the less researched periodic optimal design for macro-
structures that this thesis is mainly concerned with. 
• Micro scale 
The basic idea of designing material microstructures is that the periodic stress and 
strain fields are assumed due to micro level of problems, then it is possible to analyse a 
single cell of the material by the finite element analysis and perform topology optimi-
zation on the single cell (usually termed the periodic base cell or PBC) instead of the 
whole structure. In the design problem of materials, the mathematical homogenization 
as a technique to smear out complicated microstructural behaviours is usually used to 
determine the PBC’s macroscopic properties such as in (Benssousan et al. 1978; 
Bakhvalov and Panasenko 1989; Aboudi 1991). For more complicated microstructures, 
analytical determination of material properties is extremely difficult, therefore often 
finite element based numerical homogenization methods are used to obtain the mate-
rial properties such as in (Bourgat 1977; Guedes and Kikuchi 1990), where several 
independent loading cases are applied on PBC, such as simulation of the shearing and 
tension in both directions in two dimensional cases. 
Sigmund (1994a; 1994b; 1995) proposed a method for designing materials with pre-
scribed elastic/thermoelastic properties by topology optimization of a periodic material 
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microstructure represented by a base cell (PBC). The PBC was modelled by truss, 
frame or continuum elements. This method used the weight as the objective function 
and the cross-sectional sizes or densities for corresponding elements as the design 
variable. The prescribed elastic properties acted as the optimization constraint. The 
topology optimization problem was solved by mathematical homogenization method 
that made the material design problem defined as an inverse homogenization problem. 
In Bendsøe and Sigmund’s work (Bendsøe and Sigmund 1999) of exploring various 
material interpolation schemes in topology optimization, the SIMP material model was 
applied to inverse homogenization for microstructure design of materials with specific 
material properties. 
Sigmund and Torquato (1997) proposed an approach for designing materials with ex-
treme thermal expansion through a three-phase topology optimization method. Com-
posites of two solid phases and a void phase were dealt with within a PBC where the 
distribution of solid phases are sought for optimization of thermo-elastic properties 
such as maximizing directional thermal expansion, zero isotropic thermal expansion 
and the negative isotropic thermal expansion, through the mathematical homogeniza-
tion method and the sequential linear programming. 
Neves et al. (2002) presented a two-scale asymptotic method for the linearized elastic 
stability analysis. An average strain at the macro scale level is considered and an ei-
genvalue criterion at the micro level is used to assess the PBC subject to highly local-
ized and periodic buckling modes. Topology optimization of the periodic microstruc-
tures is carried out based on the local buckling instabilities in the PBC. Combining the 
linearized elastic buckling model with the inverse homogenization and an eigenvalue 
buckling analysis with Floquet-bloch wave theory (Neves 2006), the minimum critical 
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buckling strain is obtained and maximized with the PBC having a constant volume 
fraction of materials. 
Guest and Prévost (2007) proposed a method for designing material considering the 
permeability property. Microstructures of two-phases for solid and void/fluid were 
considered and the layout for both phases was determined in this work. The objective 
is to maximize the permeability of the material with prescribed flow symmetries in the 
bulk material. The permeability is computed with finite element based numerical ho-
mogenization method on the PBC. Solutions obtained are found to be characterized 
with simply connected pore spaces that are closely similar to minimal surfaces. 
In the recent research by Zhou and Li (2008) proposed an approach for designing 
graded two-phase microstructures by an inverse homogenization method. This work 
presented the design of solid/void functionally graded material microstructures with 
PBCs varying in a direction parallel to the property gradient and periodically repeating 
in the perpendicular direction. As the PBCs are not identical in the gradient direction, 
the design problem may be based on each individual PBC or across a limited umber of 
PBCs as a whole. The effectiveness of this approach was demonstrated through exam-
ples with constant positive or negative Poisson’s ratios. 
• Macro scale 
Compared with the research on topology optimization of cellular microstructures, ex-
isting research on topology optimization of continuum periodic structures in the macro 
scale is very limited. The essential difference between periodic structures in micro 
scale and macro scale is that microstructures have periodic stress and strain distribu-
tion that is not guaranteed in macrostructures. Therefore it is not possible to directly 
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extract a single base cell from the whole periodic macrostructure for analysis and to-
pology optimization. 
Moses and co-workers carried out the work bridging the topology optimization for 
infinitely small microstructures and topology optimization for macrostructures with 
infinitely periodicity. First Moses and Fuchs et al. (Fuchs and Ryvkin 2001; Moses et 
al. 2001) proposed a finite element methodology for analysing infinite periodic struc-
tures. Unlike periodic microstructures of materials, the macrostructures are subject to 
general loadings, i.e. no assumption for periodic stress and strain distribution is made. 
Using the discrete Fourier transformation, loadings and boundary conditions are trans-
formed onto a single representative cell, based on which the displacements and 
stresses are to be calculated. For obtaining the real system response, stresses are com-
puted through an inverse Fourier transformation back to the real structure. Based on 
this FE methodology, Moses et al. (2003) proposed a method for topology optimiza-
tion of infinite periodic structures under arbitrary loadings. Combing the SIMP method 
with the FE analysis on the representative cell constructed by the discrete Fourier 
transformation, topology optimization on the module (representative cell) is realized. 
Then duplicating the module can produce the real structure in macro scale. This 
method was applied to stiffness optimization and the influence of the periodic con-
straints on the performances of the optimal design is examined through a disc example 
under a single point load. This method is able to reduce optimization of the whole 
structure to optimization of a single module but confined to the scope of infinite struc-
tures. 
Acknowledging that the optimal solution relies a lot on the scale effect modelling of 
the periodic microstructure of material unit cell and that in the asymptotic homogeni-
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zation method effective predicted material properties can give rise to limit values de-
pending only on the volume faction, properties and spatial distribution of constituents 
regardless of scale effect, Zhang and Sun (2006) proposed an approach integrating the 
optimization of lightweight cellular materials and macrostructures. The design element 
(DE) was proposed to deal with optimal design problems for both materials and struc-
tures in a unified way. The procedure consists of two phases: the preliminary design in 
the macro scale and the design for material microstructures. The design problem will 
become a macrostructure topology optimization when there is only one cell in the 
structure, and a pure material microstructure optimization when the periodicity ap-
proaches to infinity. This approach was applied to stiffness optimization and several 
promising numerical results were obtained. 
Huang and Xie (2008) proposed an approach to topology optimization of general con-
tinuum periodic structures in the macro scale using BESO. The algorithm is quite 
straightforward and simple to implement. Similar with Moses’s approach (Moses et al. 
2003), the basic idea is to reduce the real structure to a module where topology optimi-
zation is performed. An imaginary representative unit cell (RUC, the “module”) is 
created and discretized such that the finite element mesh is exactly the same as that in 
all the single unit cells of the real structure. The static analysis is performed and the 
sensitivities are calculated based on the real structure. The sensitivities from all the 
unit cells are then averaged and assigned to the RUC. Element removal and addition 
are executed based on the sensitivity ranking and thus an iterative topology optimiza-
tion process is able to be realized on the RUC. The final optimal design of the whole 
structure is constructed by duplicating the optimal RUC. Unlike the method of Moses 
et al. (2003), this approach is able to solve topology optimization for finite periodic 
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structures. Huang and Xie (2008) applied this approach to stiffness optimization and 
results from numerical examples compared well with those from Zhang and Sun’s 
work (Zhang and Sun 2006). 
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Chapter 3 Evolutionary topology optimization methods 
The bi-directional structural/topology optimization methods (BESO) were derived 
from their fore version of the evolutionary structural optimization method (ESO) and 
many algorithms were proposed during the past ten years since the term “BESO” was 
first proposed (Querin 1997; Querin et al. 1998). Those different versions of previous 
BESO methods try to solve the shape/topology optimization problems in empirical 
ways and fail to guarantee optima in the solutions (Rozvany 2001). Recently Huang 
and Xie proposed an advanced BESO approach (Huang and Xie 2007) that can pro-
duce mesh-independent and convergent solutions. A mathematically established for-
mulation for this BESO approach was further proposed (Huang and Xie 2009) and 
solves the stiffness optimization problem in a soft-kill manner (replacing void ele-
ments with soft material) which is proven to be equivalent to hard-kill (completely 
removal of element marked void). This advanced version of BESO is capable to insure 
final optima by incorporating the rigours optimality criteria. 
This chapter serves as an overview of the ESO/BESO methods and explanation of ba-
sic concepts of the current BESO version that is applied to produce periodic optimal 
designs in this thesis. The PhD candidate summarizes the existing BESO algo-
rithms/methods and generates a unique form of BESO for different optimization prob-
lems. Although effort is made to address BESO in a general way for various optimiza-
tion problems, the stiffness optimization problem is taken as the example wherever 
needed for better explanation. 
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3.1 The ESO method 
Before introducing the BESO methods, it may be beneficial first to get a brief insight 
to the ESO which initiated BESO. ESO was first proposed to solve the fully-stressed 
design problem (Xie and Steven 1992; 1993). Later, this algorithm was also applied to 
solve the stiffness and displacement design problems such as in (Chu et al. 1996) and 
dynamic problems such as in (Xie and Steven 1996; Zhao et al. 1997). The ESO 
method follows a simple algorithm of removing inefficient elements gradually and 
thus driving the structure to evolve towards a potential optimum. For different prob-
lems the meaning of “inefficient elements” is different, i.e. for stress design problem, 
elements with small von Mises stresses are usually regarded as inefficient, and for 
stiffness design problem, elements with low strain energy are regarded as inefficient. 
Several selected ESO examples from the literature are shown in the following: stress 
design (Fig. 3.1), displacement constraint design (Fig. 3.2) and frequency design (Fig. 
3.3). These examples show that ESO is capable of obtaining improved designs which 
however can not be proved to be the optimum. 
(a) (b) 
Fig. 3.1 Michel type structure optimization with von Mises stress criterion (Xie and Ste-
ven 1993): (a) design domain; (b) optimal design, 
4
πθ =  which agrees exactly with the 
analytical solution (Michell 1904). 
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(a) (b) 
(c) (d) 
Fig. 3.2 Michel type structure optimization with displacement limits d*(Chu et al. 1996): 
(a) design domain; (b) optimal design for d*=5mm; (c) optimal design for d*=7mm; (d) 
optimal design for d*=9mm. 
(a) (b) 
Fig. 3.3 Topology optimization of a plane stress rectangular plate for the 1st frequency 
(Xie and Steven 1996): (a) design domain; (a) optimal design, material removed 50% 
and the 1st frequency increased by 39.0%. 
Being unable to reintroduce elements into the design domain is the intrinsic drawback 
of ESO and prevents ESO from producing reasonable solutions in many cases. Some-
times the intermediate topologies may change considerably between two stages, some 
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elements will need to be re-admit into the design domain for optimality in a later itera-
tion. This is however unable to be realized in ESO (Rozvany 2001). Therefore a new 
version of ESO, which allows elements to be reinserted into the design domain was 
proposed and termed the bi-directional ESO (Querin 1997; Querin et al. 1998). 
3.2 The BESO method 
Although the BESO is able to re-admit elements into the design domain, the previous 
versions such as (Querin 1997; Querin et al. 1998; Yang et al. 1999; Zhu et al. 2007) 
were still unable to ensure optima (Rozvany 2001; Zhou and Rozvany 2001; Rozvany 
2008). The reasons behind can be found from several aspects. Firstly, the inaccurate 
sensitivities for void elements provide inaccurate estimation on the change of the op-
timization objective. Due to the lack of information of the absent elements, void ele-
ments around high-performance solid elements are subject to heuristic re-admission in 
some previous versions. Secondly, non-convergence causes the inability of producing 
reasonable results. Owing to this demerit, one has to choose the best solution among a 
number of candidates which however can be quite absurd. Thirdly, no mathematical 
explanation for the approach implicitly or explicitly ensures the design to evolve to-
wards an optimum and only empirical removal/admission of elements is automatically 
executed. Further, mesh-independence is one of most important feature expected in the 
final topologies using most of the popular topology optimization techniques. Mesh-
dependence is regarded as a numerical instability (Sigmund and Peterson 1998; 
Bendsøe and Sigmund 2003) that leads to dense holes appearing in the final design 
which is usually called the checker-board pattern. The checker-board patters are 
highly impractical for further detailed designs. Several algorithms such as the perime-
ter control (Yang et al. 2003) and a smoothing algorithm (Li et al. 2001) were pro-
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posed to deal with this problem. In the present thesis, the filter scheme (Huang and Xie 
2007) is used which not only suppresses the checker-board patterns and works for 
mesh-independence, but also acts as effective mechanism of extrapolating sensitivity 
numbers from solid elements to void elements. 
To tackle the above-mentioned problems, Huang and Xie (2007; 2009) proposed an 
improved and mathematically established BESO approach. In this version of BESO, 
hard-killing of elements is justified only through possible equivalent soft-killing where 
void elements are replaced by soft-elements. The filter scheme constitutes one of the 
basic algorithms of this new version. Combining the rigours optimality criteria, this 
BESO is able to guarantee final optima. This advanced evolution for BESO was ap-
plied to the stiffness optimization problem and is proved to be capable of obtaining 
mesh-independent and convergent final optima. 
3.2.1 Optimization problem 
A general optimization problem is formulated in the following minimization. 
Minimize (f), where ),,,,( 321 nxxxxFf "=      (3.1) 
Subject to  
mixxxxGg nii ,,3,2,1,0),,,,( 321 "" =≤=    (3.2) 
qixxxxHh nii ,,3,2,1,0),,,,( 321 "" ===    (3.3) 
The item f is called the objective (or the objective function) of the optimization prob-
lem and is related through the function F with the N-set of design variables 
),,,,( 321 nxxxx " . The M-set of functions gi and Q-set of hi are the inequality and equal-
ity constraints respectively. Obviously when m and q are both equal to zero, the above 
problem becomes an unconstrained optimization problem which is rarely the case in 
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practice. The objective f takes different forms for different problems, e.g. the mean 
compliance for stiffness optimization or a certain natural frequency/eigenvalue for fre-
quency optimization. Note that the above minimization problem can be converted to 
an equivalent maximization problem by changing the objective f to -f in Eq. (3.1), then 
Minimize (f) is equivalent to Maximize (-f). 
For topology optimization problems, the changing of topology should be reflected by 
the change of the design variables. Therefore in topology optimization techniques, the 
design variables are defined as certain items that are able to describe the material dis-
tribution over the structure design domain. For example, a bounded continuous xi de-
notes the element relative density in many methods using the SIMP model, while in 
hard-kill methods a binary xi denotes the status of the element (absence or presence). 
3.2.2 Soft-killing and hard-killing of elements in BESO 
As totally removing elements will lead to inaccurate sensitivity calculation for void 
elements due to missing of necessary information, Rozvany and Querin (Rozvany 
2008) suggested a Sequential Element Rejection and Admission (SERA) method 
where void elements are replaced by soft elements with very small density. Realizing 
that this treatment of void elements forms a problem of variable thickness problem 
rather than the topology optimization problem, Huang and Xie (2009) proposed the 
algorithm utilizing the material interpolation scheme and taking design variables as the 
element relative density in terms of binary values xmin or 1 corresponding to soft and 
solid elements. Such treatment of replacing void elements with soft elements is termed 
soft-killing of elements, where elements are never really “removed” from the design 
domain and thus information needed for sensitivity calculation can be obtained from 
finite element analysis. 
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Numerical examples show that in some cases the solutions using soft-kill and hard-kill 
are highly similar. This similarity implies the intrinsic relation between the two differ-
ent types of methods. For stiffness optimization problem, Huang and Xie (2009) 
proved that hard-kill and soft-kill BESO are actually equivalent to each other using the 
power-low material model. However, the equivalence is based on the material interpo-
lation scheme, for frequency optimization problem, hard-kill can not yet find an justi-
fication through soft-kill formulation and remains a heuristic approach (that is also the 
reason why the present thesis contains two chapters on dynamics problems, one for 
hard-kill approach and the other for soft-kill approach). 
3.2.3 Sensitivity analysis 
• General sensitivity calculation 
In the sensitivity analysis, the element sensitivity represents the gradient of the objec-
tive function, namely a variation trend due to an infinitesimal change of a design vari-
able. 
i
n
i
i x
xxxxF
x
f
∂
∂=∂
∂= ),,,,( 321 "α        (3.4) 
Sometimes when deriving the gradients of the objective function, the gradients of 
some items (such as the displacement vector) needs also be derived according to the 
chain rule, which however is not explicit and is sometimes hard to solve. Take the sen-
sitivity for the mean compliance for example. Note that here the stiffness sensitivity is 
taken as a demonstration for general problems and is to be derived in further a chapter 
which is specifically dedicated to stiffness optimization. 
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Here the derivative for the displacement U can not be explicitly solved and must be 
calculated by the help of the gradient of the force. 
0=∂
∂+∂
∂=∂
∂
iii xxx
UKUKP         (3.6) 
An alternative way to calculate the gradient is to use the adjoint method (Bendsøe and 
Sigmund 2003) to circumvent explicit calculation of this item (here the displacement) 
gradient by introducing an adjoint equation hj. For demonstration the system equilib-
rium KUP =  is taken as the adjoint equation and rearranged in the following way to 
construct an alternative form for the mean compliance. 
)(ˆ
2
1
2
1 PKUUUP −−= TTC         (3.7) 
where Uˆ  is an arbitrary but fixed real vector. Then further deriving the gradient of the 
above equation gives 
UKUUKUP
i
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i
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i xxx
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∂ ˆ
2
1)ˆ(
2
1       (3.8) 
When Uˆ  satisfies the adjoint equation UKP ˆ= , it is seen that UU =ˆ  is directly ob-
tained. Finally the gradient of the mean compliance is given in the following simpli-
fied equation. 
UKU
i
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i xx
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∂−=∂
∂
2
1          (3.9) 
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It is seen that the key for applying the adjoint method is to find the adjoint equation. 
For different objective function, the adjoint equation is chosen as different, e.g. for 
frequency optimization problem the eigenvalue equation nnn MuKu 2ω=  can be used. 
• Sensitivity for hard-kill and soft-kill type methods 
For hard-kill type BESO, the sensitivity for solid elements can be easily obtained. In 
this case, the design variable change is 1, namely from the status of solid (1) to void 
(0). The sensitivity for solid elements is then seen as the estimation on the change of 
the objective function due to removing one element. On the other hand, the sensitivity 
for void elements can only obtained through approximate estimation such as interpola-
tion using the filter scheme that is to be introduced later in this chapter. 
For soft-kill type methods, the sensitivity can be obtained for both solid elements and 
soft (representing “void”) elements due to the complete model without any element 
being really removed. 
Take Eq. (3.9) as an example to address the difference between sensitivity calculation 
in hard-kill and soft-kill. It is noted that the sensitivity in Eq. (3.9) depends on the de-
rivative of matrix K. For hard-kill BESO, the derivative of K due to the ith design 
variable implies the total removal of the ith element. It is noted that the design variable 
of solid element is 1, thus the sensitivity can be also regarded as the estimation on the 
change of the mean compliance due to complete removal of the element: 
ii
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∂≈Δ=′α      (3.10) 
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Actually this has been the way how the term “sensitivity number” was defined in many 
earlier hard-kill type ESO/BESO methods – the estimation of the objective function 
due to complete removal of the element. 
For soft-kill BESO with material interpolation, the derivative of K is calculated based 
on the relation between K and the ith design variable 
]1,[),,,,,( min321 xxxxxx in ∈= "KK       (3.11) 
and is able to be obtained based on the statuses of both soft (xi=xmin) and solid (xi=1) 
independently. 
• Sensitivity number 
The terms “sensitivity” and “sensitivity number” are both used in many publications 
for topology optimization. There seems to be no clear difference between these two 
terms according to the publications. However, the term “sensitivity number” is more 
used by ESO/BESO researchers. To distinguish the usage of these two terms through-
out the current thesis, the author would like to name the gradient 
ix
f
∂
∂  of the objective 
function as the sensitivity, and the estimation on the change of the objective function 
fΔ  due to the design variable change (either 1 or -1) as the sensitivity number. Note 
that both terms act in the same way indicating how sensitive the objective is due to the 
change of one design variable. Example is shown below. 
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where iα  in Eq. (3.12a) denotes the sensitivity and iα ′  in Eq. (3.12b) denotes the sen-
sitivity number. However in BESO methods, the using of either “sensitivity” or “sensi-
tivity number” leads to the same element re-admission/removal (will be discussed in 
3.2.6). Therefore they are equivalent and often inter-changeable in this thesis hereafter. 
• Finite element analysis for sensitivity calculation 
As the sensitivity calculation is based on the finite element analysis result (e.g. nodal 
displacements and strain energy) of the meshed structure, the present BESO approach 
is easy to implement as the post-processor to commercial finite element analysis soft-
ware packages. In this thesis, ABAQUS is used as the FEA engine for carrying out the 
numerical experiments, and the versions used are 6.4 (for Chapters 5 and 9) and 6.8 
(for Chapters 6 to 8).  
3.2.4 Mesh-independence filter scheme 
It is well-known that topology optimization for continuum is ill-posed without any 
geometric restriction. Numerical instabilities (Sigmund and Peterson 1998; Bendsøe 
and Sigmund 2003) such as mesh-dependence can show up when solid-void material 
distribution is sought. The filter scheme proposed by Huang and Xie (2007), which is 
used in the present thesis, is one of the techniques (Haber et al. 1996; Petersson and 
Sigmund 1998; Bourdin 2001) dealing with this problem. 
First, the nodal sensitivity numbers ( niα ) which do not carry any physical meaning on 
their own are defined by averaging the sensitivity numbers of connected elements. A 
demonstration of distributing element sensitivity number to nodal sensitivity numbers 
is shown in Fig. 3.4 for a 4-node quadrilateral element. Note that within an element the 
nodal sensitivity numbers should sum to be the element sensitivity number.  
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Fig. 3.4 Distributing element sensitivity number to nodal sensitivity numbers 
In order to obtain higher-order accuracy, the nodal sensitivity numbers may be calcu-
lated with a node-to-centroid distance-weighted factor or an element volume based 
factor. 
∑
∑
=
i
i
i
e
ii
n
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α          (3.13) 
where iV  and eiα denote the element volume and element sensitivity number respec-
tively, i denotes the number of the element surrounding the jth node. 
Then, these nodal sensitivity numbers must be converted back into elements through 
applying the filter scheme as (Huang and Xie 2007; Huang and Xie 2009) 
∑
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where ijr  denotes the distance between the centre of the element i and node j. )( ijrw  is 
weight factor given as 
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where rmin is termed the filter radius. A sub-domain Ω is spanned by the filter radius 
from the centre of an element in which the nodal sensitivity numbers are to be con-
verted into the corresponding element sensitivity number. A demonstrative sketch is 
shown in Fig. 3.5 giving an illustrative explanation where the circle marks the sub-
domain Ω. The size of Ω determines the size of the obtained members in the final de-
signs to a great extend and therefore accomplishes the mesh-independence.  
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Fig. 3.5 Distributing element sensitivity number to nodal sensitivity numbers 
For hard-kill BESO approach, the above filter-scheme serves another aim: extrapolat-
ing sensitivity numbers from solid element to void elements – void elements can ob-
tain sensitivity numbers through neighbouring nodes which belong to other solid ele-
ments. It is noted that, adding elements in hard-kill BESO will be disabled when set-
ting the filter radius smaller than half the size of one element. In this case, the BESO 
method is converted back to ESO method. An example of mesh-independent designs is 
shown in Fig. 3.6. 
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(a)  
(b) (c)  
(d) (e)  
Fig. 3.6 Evolution of a cantilever optimized for stiffness (Huang and Xie 2007) with dif-
ferent meshing: (a) design domain; (b) 32×20; (c) 80×50; (d) 160×100; (e) 240×150. 
3.2.5 Solution stabilization 
The BESO algorithm using the original sensitivities (sensitivity numbers) is hard to 
converge because the sensitivity numbers are calculated based on the different status 
of elements (1 or minx /0). Computational experience has shown that averaging the sen-
sitivity number with its historical information is an effective way to avoid this problem 
(Huang and Xie 2007; Huang and Xie 2009). As BESO is an iterative approach, the 
history-averaging algorithm can be simply expressed by 
)ˆˆ(
2
1~
1,, −+= kikii ααα          (3.16) 
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where k  is the current iteration number, ki,αˆ  and 1,ˆ −kiα  are the sensitivity numbers of 
the current and last iteration respectively. Then let iki αα ~ˆ , = , the modified sensitivity 
number considers the sensitivity information in the previous iterations. An example 
showing the effect of the sensitivity-history-averaging algorithm is shown in Fig. 3.7. 
(a)  
(b)  
Fig. 3.7 Comparison of the evolutionary histories of stiffness optimization for the canti-
lever (Huang and Xie 2007) in Fig. 3.6(a): (a) without history averaging of sensitivities; 
(b) with history averaging of sensitivities. 
3.2.6 Element update scheme and convergence criterion 
The BESO method, like most of the other mathematical programming methods, is an 
iterative approach. In other words, the structure volume changes from iteration to itera-
tion and moves gradually toward the volume constraint if there is one.  
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A target volume is determined for each iteration. The target volume can be more or 
less than the current volume, according to the difference between the current volume 
and the objective volume V* if there is a volume constraint, or according to a certain 
criterion. The target volume of certain iteration is determined as 
)1(1 ERVV kK ±=+           (3.17) 
where Vk+1 and Vk are the target volume and current volume of the kth iteration respec-
tively, ER is defined as the evolutionary ratio which is commonly used in iterative 
procedures as the moving step size. The sign inside brackets implies increasing or de-
creasing material. Once the volume constraint or a certain volume-determining crite-
rion is satisfied, the volume will be kept constant for the remaining iterations. 
*
1KV V+ =           (3.18) 
where V* is the objective volume or the volume making the volume-determining crite-
rion satisfied. 
After the target volume is determined, sensitivity numbers for both solid and void ele-
ments are ranked in a consistent sequence, and element removal/admission is executed 
according to an optimality criterion. For continuous design variables, the ideal opti-
mality criterion is that the sensitivity of all the elements (design variables) are the 
same, then any changing of the design variable will violate the current optimal status. 
However for discrete design variables of 1 or xmin/0, the optimality criterion can be 
formulated that the sensitivity numbers of solid elements are always greater than those 
of void/soft element for a maximization problem. According to this optimality crite-
rion, an update scheme for elements is expressed that for a maximization problem, 
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elements with large sensitivity numbers should be re-admitted and elements with small 
sensitivity numbers should be removed. This criterion implies a optimum status that 
solid elements should be “strengthened” and void/soft element should be “weakened”, 
while the bounded design variables are already in the status where no “strengthening” 
or “weakening” is possible. 
Then a threshold thα  is to be calculated so that void elements with sensitivities greater 
than the threshold are to be added and solid elements with sensitivities smaller then the 
threshold are to be removed, for a maximization problem, or vice versa for a minimi-
zation problem. At the same time the resulted volume should be equal to the target 
volume of that iteration. The threshold thα  can be calculated in a simple way. For ex-
ample of a maximization problem, there are totally 1000 elements in the model and the 
sensitivity numbers are sorted such that 1 2 3 1000α α α α≥ ≥ ≥ ≥" , for fulfilling VK+1 there 
should be 600 elements remaining in the design, then 600thα α= . 
The threshold calculated with the above algorithm might sometimes lead to a conse-
quence that too many elements are to be removed or added. This might be dangerous 
and violates the gradual evolution process. Therefore sometimes it is helpful to confine 
the element admission and introduce a parameter, the maximum admission ratio ARmax 
which defines the ratio between the maximum allowable addition volume and the vol-
ume of the current design. 
The iterative procedure is terminated when the following convergence criterion is sat-
isfied. 
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where k denotes the current iteration number, tol is a prescribed convergence tolerance, 
f(.) is the objective function for a certain iteration. N is an integral number which de-
termines the accuracy of convergence and has an effect on the convergence speed. An 
example showing the element removal and re-admission during the stiffness optimiza-
tion of a cantilever is shown in Fig. 3.8 with designs from intermediate iterations. 
(a) (b)  
(c) (d)  
(e) (f)  
Fig. 3.8 Evolution of the cantilever in Fig. 3.6(a) optimized for stiffness (Huang and Xie 
2007): (a) 15th iteration’s design; (b) 30th iteration’s design; (c) 45th iteration’s design; (d) 
60th iteration’s design; (e) 69th iteration’s design; (f) final design. 
It is noted that in the current BESO methods, all elements remain in the structure 
through the optimization history (evolution). For soft-kill BESO approaches, the sensi-
tivity (numbers) can be calculated through certain material interpolation scheme for 
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both solid and void (soft) elements, while for hard-kill BESO approaches, the sensitiv-
ity (numbers) for void elements are estimated or extrapolated from neighbourhood 
solid elements. Both solid elements and void elements are in the consistent sensitivity 
ranking for determining element re-admission/removel and thus can be regarded as 
“potential members” of the structure. This is similar to the traditional ground structure 
or structure universe approaches (Dorn et al. 1964; Rozvany 1989). 
3.3 Summary of BESO – general procedure 
Drawing a summary of the previous sections of this chapter, a general procedure for 
BESO approaches for a maximization problem can be briefly expressed in the follow-
ing steps together with an accompanying Fig. 3.9. 
1. Discretize the design domain using FE meshing with given boundary and loading 
conditions. 
2. Perform FE analysis on the current design. Calculate the element sensitivities.  
3. Perform the filter scheme and history averaging on element sensitivities. Rank in-
dividuals/elements according to their sensitivities. 
4. Determine a threshold for element removal/re-admission. Remove elements whose 
sensitivities are below the threshold and re-admit elements whose sensitivities are 
above the threshold. 
5. Check the remaining volume and the convergence criterion. 
6. Repeat steps 2 to 5 until objective volume is reached and the convergence criterion 
is satisfied. 
Chapter 3  Evolutionary topology optimization methods 
56 
 
Fig. 3.9 The general procedure for a BESO approach 
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Chapter 4 Periodicity in topology  
This chapter is dedicated to the algorithms used in the present thesis for realizing peri-
odicities in topologies. In the present algorithms, the whole structure is represented by 
an imaginary representative unit cell (RUC) that is to be duplicated. Element sensitiv-
ity information from all the unit cells are averaged and assigned to the elements in 
RUC. The usage of RUC makes it possible for absolute periodicity in the final design 
and reasonable structure evolution. For the cases where the structure cannot be discre-
tized into equal-size-elements, the sensitivity density is derived to cope with the mesh-
dependence. The present periodicity-realizing algorithms are to be applied to several 
topology optimization problems in later chapters, in order to create periodic optimal 
designs with specific requirements. 
Much of the material of this chapter is extended and deepened by the PhD candidate 
from (Huang and Xie 2008). 
4.1 Periodicity modes 
Creative patterns can be obtained with different periodicity modes. The periodicity 
mode defines the means of duplicating a basic pattern into the whole structure. By pe-
riodicity, the structure consists of a number of parts, termed the unit cells, which are 
identical to or scaled from the basic pattern. Several types of periodicity modes are 
introduced in the following. 
• Translational periodicity 
Translational periodicity is the most common type of periodicity mode. The whole 
structure is built by translationally generating the unit cells in a number N of transla-
tional duplicating directions. N is limited to the dimensions of the structure, i.e. 2≤N  
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for two dimensional cases and 3≤N  for three dimensional cases. A demonstrative 
sketch of a two-dimensional 5×3 translational periodicity is shown in figure Fig. 4.1. 
“5×3” means 5 unit cells in the 1st duplicating direction and 3 unit cells in the 2nd du-
plicating direction. Note that the cavity in topology is represented in the sketch by a 
rectangle hole in each unit cell. To better identify the unit cells, each unit cell is num-
bered by m1 and m2 indicating its position in the 1st and 2nd duplicating directions. For 
example, a unit cell tagged with “m1=2, m2=3” is the 2nd unit cell in the 1st duplicating 
direction (simplified as m1 direction) and the 3rd unit cell in the m2 direction. 
 
Fig. 4.1 A 5×3 translational periodicity in two dimensions 
An example of optimal stiffness designs of a two-dimensional beam with translational 
periodicities are shown in Fig. 4.2. Another example of an optimal stiffness design of a 
three-dimensional cantilever is shown in Fig. 4.3.  
(a) (b)  
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(c)  (d)  
Fig. 4.2 Optimal designs with different periodicities (Huang and Xie 2008): (a) 2×1; (b) 
4×2; (c) 8×4; (d) 16×8. 
 
Fig. 4.3 A three-dimensional 3×2×2 translational periodic cantilever. 
• Cyclic and rotational periodicities 
Generating the unit cells can be done in a cyclic (or circular) direction. In this type of 
periodicity modes, generation of the unit cells is made in one (or more) closed circle(s). 
A demonstrative example is shown in Fig. 4.4 for a 4×2 cyclic periodic ring. Note that 
cyclic periodicity is also a type of infinite periodicity (Moses et al. 2003) as there are a 
infinite number of divisions of unit cells for a single structure domain as shown in the 
periodic ring below. 
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(a) 
 
(b) 
Fig. 4.4 A 4×2 cyclic periodicity in two dimensions: (a) unit-cell-division 1; (b) unit-cell-
division 2. 
Some optimal designs with cyclic periodic structures are shown in Fig. 4.5. The wheel 
design may be the most straightforward application of optimal cyclic periodicity. 
 
(a) 
 
(b) 
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(c) 
Fig. 4.5 Optimal designs of circular/cyclic structures: (a) a circular core design (Zhang 
and Sun 2006); (b) a disc with 16 unit cells (Moses et al. 2003); (c) front and rear rims of 
a motorcycle (Giger and Ermanni 2005). 
Sometimes it is not necessary to generate the unit cells all the way in the whole closed 
circle, i.e. the basic pattern is duplicated on only part of an arc. This type of rotational 
periodicity mode is actually a special type of translational periodicity while the dupli-
cating path is on an arc. As an example, a 2×1 periodic half-disc is shown below. 
2×1 rotational periodicity
m2
m1
 
Fig. 4.6 An example of 2×1 rotational periodicity 
• Symmetry and symmetry-combined periodicities  
Symmetry is also a type of periodicity mode where the basic pattern is placed in a mir-
rored manner. Symmetry can be made with respect to more than one axis as shown in 
the 2D sketch in Fig. 4.7. A disc is a typical type of infinite symmetry since the do-
main is symmetric due to an infinite number of axes crossing the centre. 
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(a) (b) 
3
3
2
2
4
4
(c) 
Fig. 4.7 Symmetric periodicity in two dimensions: (a) single symmetry; (b) double sym-
metry; (c) infinite symmetry (cyclic symmetry) 
Furthermore, symmetry can be combined into the previous two periodicity modes to 
create diverse topological periodicities such as the one shown in Fig. 4.8 demonstrat-
ing a combination of translational periodicity and single symmetry. 
 
Fig. 4.8 Combination of translational and symmetric periodicities 
• Offset 
Sometimes the unit cells are not necessary to start at the same position in the duplicat-
ing directions. When the number of duplicating directions is more than one, offset can 
be set. Offset presents a position difference between two unit cells in one duplicating 
direction while generating the unit cells in another duplicating direction. A two-
dimensional offset example of a translational periodic structure in shown in Fig. 4.9. 
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offset
m1
m2
 
Fig. 4.9 Offset in two dimensions: a 3×2 translational periodic structure 
A 120-degree arc tube is shown in Fig. 4.10. The tube is featured with a 40×6 rota-
tional periodicity where 40 cells are on the m1 direction (longitudinal path) and 6 cells 
are on the m2 direction (cross-sectional perimeter path). Offset of 4.62 degrees is ap-
plied, i.e. each unit cell is shifted in the m2 direction by 4.62 degrees while being gen-
erated in the m1 direction. This offset results in a 180 degree twisting effect on the 
whole along the longitudinal path. 
m1
m2
 
Fig. 4.10 Example for offset in periodic structure: a twisted periodic tube 
4.2 Realizing periodicity 
4.2.1 Natural or artificial periodicity 
Obviously, when the structure model together with the boundary and loading condi-
tions follows a periodic configuration, the optimization of the structure forms a peri-
odic problem in a natural way. In this case, the stress and strain fields are periodic and 
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no periodic constraint is needed to be explicitly inserted into the problem. The final 
topology will demonstrate a periodicity according to the periodic nature. Three exam-
ples are shown in the following figures with natural periodic configurations of bounda-
ries and loadings. The first example shown in Fig. 4.11 presents symmetry due to the 
vertical axis which is a special case of periodicity. The second example shown in Fig. 
4.12 demonstrates circular periodicity in the initial design and a final topology with the 
same periodicity is obtained. 
(a) 
Y
Y (b)   
Fig. 4.11 A plate with natural Y-Y symmetric configuration for boundary and loading 
conditions: (a) design domain, fixed at four corners and point loaded at centre; (b) op-
timal design for stiffness. 
(a) (b) 
Fig. 4.12 A ring with natural circular periodic configuration for boundary and loading 
conditions: (a) design domain, fixed at inner edge with four counter-clockwise point 
loads at outer edge; (b) optimal design for stiffness. 
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The third example shown in Fig. 4.13 is a special one without static loading and the 
3D-plate (with heavy mass in the centre square) is optimized for the 1st natural fre-
quency. The plate with the boundary is symmetric due to the two axes. Beside the 
symmetry, periodicity can also be found by rotating the plate according to the centre 
with 90 degrees. While surveying the mode shape for the 1st eigenmode of the plate, 
one finds that the same periodicity modes are found – the dynamic “loading” follows 
the same periodic configuration. A final topology is then obtained following the same 
periodicities. 
(a) 
Y
Y
X X
(b)   
(c) 
Y
Y
X X
(d)  
Fig. 4.13 A 3D-plate with natural symmetric and 90-degree-rotation-periodic configura-
tion for boundary: (a) design domain, fixed at four edges; (b) the 1st mode shape of the 
plate; (c) final design of the plate with periodicity; (d) the 1st mode shape of the final de-
sign. 
However, if the problem’s nature is not subject to a certain periodicity or the periodic-
ity in the final topology is expected to be different with this nature, an artificial peri-
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odic constraint is needed to be added into the optimization problem as generally for-
mulated in the following fashion. 
Minimize (f), where ),,,,,,( ,,1,31,21,1 nmji xxxxxFf ""=    (4.1) 
Subject to  
pkxxGg nmkk ,,3,2,1,0),,( ,1,1 "" =<=     (4.2) 
qlxxHh nmll ,,3,2,1,0),,( ,1,1 "" ===     (4.3) 
njxxx jmjj ,,3,2,1,,,2,1 "" ====     (4.4) 
where f is the objective function, xi,j denotes the jth design variable of the ith unit cell, 
gk and hl are the general inequality and equality constraint respectively. The periodic 
constraint is explicitly expressed in Eq. (4.4). The above statement defines an optimi-
zation problem for a periodic structure with m unit cells and n elements in each unit 
cell. The idea is illustratively expressed by an example in Fig. 4.14. 
 
Fig. 4.14 A design domain where 6 unit cells are defined. xi,j is the design variable corre-
sponding to the jth element in the ith unit cell. 
4.2.2 Representative unit cell (RUC) 
The most straightforward way to guarantee artificial periodic distribution of material is 
to realize periodicity directly by element removal/admission. In other words, if an 
element in one unit cell is removed or added, elements in the same position of all the 
other unit cells are removed or added as well. In this context, a contradiction may arise 
that removing an element with low sensitivity might force an element with extremely 
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high sensitivity to be removed, which (in terms of a maximization problem) spoils the 
objective function significantly. This heuristic way to realize periodicity in the whole 
structure level is gruff and may violate the optimality criteria so that no optimum is 
produced. An effective and reasonable way to realize periodicity is to create a repre-
sentative unit cell (Huang and Xie 2008) and reduce the optimization problem to a 
concise and smaller domain that can be duplicated to all the unit cells. See the 3-unit-
cell example in Fig. 4.15. Note that for convenient nomenclature, “N-unit-cell” is sim-
plified as “N-cell” hereafter in this thesis. 
 
Fig. 4.15 A representative unit cell of a 3-unit-cell model. 
As the BESO method is a finite element based optimization technique, the structure 
layout (i.e. the topology and shape of the structure and the size of members) are pre-
sented by the finite element meshing. The absolute periodicity of the structure is re-
sulted by the unique sequence of elements in all the unit cells. In other words, an 
imaginary discretized unit call can be extracted from the whole structure; and in an 
inverse way, the structure can be reproduced by duplicating this imaginary discretized 
unit cell termed the representative unit cell (RUC). Evolution can be then carried out 
in the RUC instead of in the whole structure level. 
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It is noted that in some scenarios the RUC can be also expressed as “design variable 
linking” since the RUC is created by linking the corresponding design variables or 
sensitivities that is to be introduced in the next section. In this thesis, the term “repre-
sentative unit cell” (RUC) is used throughout instead of “design variable linking”. 
4.2.3 Sensitivity calculation with periodic constraint 
Due to the artificial periodic constraint presented in Eq. (4.4), change of the design 
variable of an element in one unit cell leads to the same change of the design variables 
of the corresponding elements in all the other unit cells. These consistent changes can 
be represented by the change of a single element in the RUC. Then the gradient for the 
objective function f based on the jth design variable in the RUC jxˆ  is found in the fol-
lowing way. 
∑∑
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∂=∂
∂ m
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α         (4.5a) 
where jix ,  is the jth design variable in the ith unit cell, m is the total number of unit 
cells, ji ,α  is the sensitivity of the jth element in the ith unit cell. Then the sensitivity of 
the jth design variable in the RUC can be calculated as the mean value of those corre-
sponding element sensitivities. 
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Being worth pointing out, the element sensitivity in the RUC for hard-kill BESO 
methods can be expressed in the similar manner. 
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See the example shown in Fig. 4.16 for calculating the element sensitivities in the 
RUC. 
j,1α j,2α j,3α
1,1α 1,2α 1,3α
1αˆ
jαˆ
∑
=
=
3
1
,3
1ˆ
i
jij αα
 
Fig. 4.16 Sensitivity calculation for elements in the representative cell (RUC) as the 
mean value of corresponding element sensitivities in all unit cells. 
Incorporating the optimality criterion (discussed in Chapter 3), the current BESO 
method tries to optimize the objective function based on the RUC. Due to the consis-
tent changing of design variables (removal or addition of elements), one may find out 
that on the global view some elements’ removal/addition actually spoils the objective. 
This is the price that must be paid for realizing the periodicity. However, the RUC 
sensitivities averaged from element sensitivities in all unit cells take into account the 
comprehensive effect of design variables’ changing in a global view. Thus it is aimed 
to optimize the objective function in a compromising manner. 
4.2.4 Sensitivity density for non-uniformly meshed structures 
In some cases for periodic design problems, especially for cyclic/rotational periodicity, 
it is hard or even impossible to discretize the structure with uniform finite element 
meshing, namely element sizes can vary from area to area or even from unit cell to 
unit cell such as the circular plate example shown in Fig. 4.17. In the meshed unit cell 
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1 and unit cell 2, elements closer to the centre have smaller sizes. Furthermore, the 
corresponding elements (denoted with x1,j and x2,j) have different sizes as well. 
jx ,1
jx ,2
 
Fig. 4.17 A demonstration of circular plate: non-uniform element sizes in radial direc-
tion and non-uniform sizes for corresponding elements in different unit cells. 
In the present BESO method, the element removal/addition depends on the element 
sensitivities, in the calculation of which the element volume is not taken into account. 
That is because all elements are assumed to have the same volume in order that a con-
sistent step size can be made on all design variables. However, if the model is not dis-
cretized such that all elements have the same volume, the element removal/addition 
may depend on the meshing. As an example, Fig. 4.18 shows a structure in certain it-
eration and the structure is discretized in three different ways. In the current iteration, 
for meshing 1, both domain 1 and domain 2 occupy one element assumed to have the 
equal sensitivities and are to be removed at the same time. In meshing 2, the domain 1 
occupies 4 elements which have sensitivities one fourth of that as previously. Accord-
ing to the sensitivity ranking, the four elements will be removed so that domain 1 is 
totally removed while domain 2 remains. Similarly in meshing 3, domain 2 will be 
removed while domain 1 remains. Changing of meshing may change the sequence of 
removing/adding elements and thus might cause a problem of mesh-dependence. Al-
though the present BESO incorporating a mesh-independent filter scheme (Huang and 
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Xie 2007) is able to avoid mesh-dependence, as most of the gradient-based methods, 
changing the element removal sequence might lead to a local optimum due to history-
dependence. Numerical experience shows that for problems where the model is not 
divided into uniformly-sized elements, it is always helpful to take extra measurements. 
(a) 
0.1=α
0.1=α
(b) 
1
2 0.1=α
25.0=α
25.0=α25.0=α
25.0=α
 
(c) 
0.1=α
25.0=α
25.0=α25.0=α
25.0=α
To be removed: 
(a) meshing 1: domain 1 and 2
(b) meshing 2: domain 1 
(c) meshing 3: domain 2 
Fig. 4.18 Volume affects element removal according to sensitivity ranking. 
Liang et al. (2000) used the strain energy density as the element sensitivity for solving 
the displacement constraint design problem with ESO. Actually, the same measure-
ment can be taken for other sensitivities. Therefore a term sensitivity density is intro-
duced here to replace the sensitivity (sensitivity number) in case of non-uniform mesh-
ing. 
i
i
i V
αα =           (4.8) 
where iα  is the sensitivity density, iα  is the sensitivity (sensitivity number) and Vi is 
the element volume. A brief example of an 18-celled wheel is shown in Fig. 4.19. It is 
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seen from the comparison that the usage of original sensitivity number leads to a final 
design where more material is put in the outer area of the wheel, while the usage of the 
sensitivity density produces a more reasonable solution which agrees well with practi-
cal bicycle wheel designs. More detailed examples of the wheel designs are to be 
found in the Chapter 5 “Stiffness periodic design”. 
 
(a) a wheel design domain 
(b) usage of sensitivity density
C= 4.64×10-4 
 
(c) usage of sensitivity number 
C= 5.32×10-4 
Fig. 4.19 Comparison of the usage of sensitivity number and sensitivity density - a wheel 
design with 18 cells: (a) design domain; (b) final design using sensitivity density; (c) final 
design using sensitivity number. 
Obviously, for structures discretized into uniformly sized elements, usages of either 
sensitivity (sensitivity number) or sensitivity density leads to the same element re-
moval/addition and they are equivalent to each other. For simple nomenclature in this 
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thesis, “sensitivity density” is referred to when “sensitivity” or “sensitivity number” is 
mentioned in later chapters where non-uniformly meshed models are employed. 
4.3 Concluding remarks 
In this chapter, the artificial periodicity is realized by averaging the element sensitivi-
ties and updating elements (removal/addition) in the representative unit cell. The sensi-
tivity density is used in order to tackle the mesh-dependence caused by non-uniform 
mesh with unequally-sized elements. 
In later chapters, the present algorithms of realizing periodicity on optimal designs are 
to be applied to cooperate with the BESO approach equipped with specific algorithms 
for several different optimization problems. The effectiveness of the usage of the rep-
resentative unit cell (RUC) is to be examined and conclusions are to be drawn based 
on a large number of numerical experiments. 
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Chapter 5 Stiffness periodic design  
This chapter is dedicated to the conventional stiffness optimization problem for peri-
odic structures. The sensitivity calculation for compliance is addressed, the filter 
scheme and history averaging algorithm are applied to obtain checkerboard-free and 
mesh-independent solutions. As stiffness optimization with BESO is a mature and ef-
ficient technique, several numerical examples with relatively large models are tested to 
demonstrate the feasibility for practical applications. 
Much of the material of this chapter is extended by the PhD candidate from the work 
of Huang and Xie (2008). 
5.1 Introduction 
Stiffness is generally the most important factor of a structure and affects a variety of 
structural performances, e.g. deflections, instabilities, natural frequencies, stress distri-
bution etc., in a direct or indirect manner. Stiffness optimization problem is the most 
investigated optimization problem addressed in various techniques and has a wide 
range of applications in many engineering fields. This problem usually aims to find the 
stiffest design of the structure under a volume constraint. Several popular methods are 
worth noting here such as the homogenization method (Bendsøe and Kikuchi 1988), 
the solid isotropic material with penalization (SIMP) method (Bendsøe 1989; Zhou 
and Rozvany 1991; Rozvany et al. 1992; Bendsøe and Sigmund 2003), the evolution-
ary structural optimization method (ESO) (Xie and Steven 1993; Chu et al. 1996; Xie 
and Steven 1997) and the level set techniques (Wang et al. 2003). 
Unlike the homogenization method assuming microstructural composites in elements, 
the SIMP method assumes isotropic material in elements and takes the element relative 
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density as the continuous design variable which determines the element Young’s 
modulus through a power-law interpolation scheme. By incorporating the method of 
moving asymptotes (MMA) (Svanberg 1987) or the optimality criteria (OC) (Zhou and 
Rozvany 1991), the SIMP method is mathematically established for seeking an opti-
mum. The ESO method and its descendent bi-directional ESO (BESO) on the other 
hand, was proposed originally in a heuristic manner: by gradually removing inefficient 
material (and/or simultaneously adding material in BESO), the strucutre is expected to 
evolve to an optimum, which however, can not be guaranteed through mathematical 
proof (Rozvany and Querin 2002; Rozvany 2008). Therefore Huang and Xie (2007; 
2009) developed a new BESO algorithm using the power-law material model with bi-
nary design variable. This approach is able to guarantee an optimum for stiffness op-
timization through the OC. 
The existing research on optimal topological stiffness design for periodic structures 
can be found in a relatively small number of publications such as (Moses et al. 2003; 
Zhang and Sun 2006; Huang and Xie 2008). Moses, Fuchs and Ryvkin use the discrete 
Fouriour transformation to reduce the original infinite periodic structure to a boundary 
value problem defined over one module. The advantage is that the problem size can be 
reduced while the periodicity is guaranteed. However this method can only be applied 
to infinite periodic structures, but not for more general periodic structures with finite 
unit cells. Zhang and Sun proposed a two-phase approach for designing periodic struc-
tures and materials using the homogenization method. Huang and Xie proposed a 
BESO approach for stiffness optimization for periodic structures incorporating the 
mesh-independent and convergent algorithms. This chapter mainly extends Huang and 
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Xie’s algorithms for an investigation of periodic stiffness design for more complicated 
structures. 
In this chapter, the BESO method for stiffness optimization using the soft-kill formula-
tion with rigorous optimality criterion is introduced which then justifies Huang and 
Xie’s approach (Huang and Xie 2008) for periodic stiffness optimization in a hard-kill 
manner. Several numerical examples with complicated and large-size models are 
shown to demonstrate the effectiveness of the present method. 
5.2 Problem statement and material model 
5.2.1 Stiffness optimization 
The conventional stiffness optimization usually aims to maximize the structure stiff-
ness under a volume constraint. As the common inverse measurement of the structure 
overall stiffness (Chu et al. 1996), the structure mean compliance is commonly used 
which is defined as 
UPTC
2
1=           (5.1) 
where P is the constant applied load and U is the structure displacement vector. Thus 
the stiffness optimization is often defined as 
Minimize(C) 
Subject to the volume constraint 0* =−∑ iiVxV , }1,{ minxxi =   (5.2) 
and the accompanying structural equilibrium KUP =    (5.3) 
where K is the structure stiffness matrix. xi is the binary design variable in this topol-
ogy optimization problem and denotes the element relative density which can be cho-
sen as a 1 or a very small minimum like 0.001. 
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5.2.2 Material interpolation 
To obtain the sensitivity information for the mean compliance, it is necessary to derive 
a relation between the mean compliance and the design variable, i.e. the element rela-
tive density. A usual way to achieve this is to use a material interpolation scheme to 
describe the mean compliance as a function of the design variable. The common mate-
rial interpolation schemes are represented by a function showing the relation between 
the material’s properties and the element relative density. In the SIMP material model, 
the element’s Young’s modulus is determined by the element relative density through 
the following power-law. 
( ) 0ExxE pii =           (5.4) 
where E0 is the Young’s modulus of the solid materials (xi=1) and p denotes the pen-
alty exponent which is usually 3≥p . Note that the Poisson’s ratio is assumed to be 
irrelevant to the element relative density. With this material model the global stiffness 
matrix can be expressed by the element relative densities in the following summation 
form. 
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0KKK         (5.5) 
where 0iK  denotes the stiffness matrix for the solid element (xi=1). 
5.3 Sensitivity derivation 
5.3.1 Sensitivity based on material interpolation 
The sensitivity for stiffness can be derived using the derivative of the mean compli-
ance combining Eqs. (5.1), (5.3) and (5.5). 
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The derivative of the displacement vector can be found with the help of Eq. (5.3). Note 
that the applied load considered here is constant, namely not design-dependent. 
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Substituting Eq. (5.7) into (5.6) gives the simplified form of the derivative of C. 
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The derivative of the stiffness matrix can be derived using the power-law material 
model. 
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Finally the stiffness sensitivity for the ith element is formulated as 
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where ui is the nodal displacement vector of the ith element. It is noted that the sensi-
tivity is equivalent to the element strain energy divided by the element relative density. 
5.3.2 Justification of hard-kill of elements 
The above sensitivity derivation is independent on the penalty exponent p, we can set 
the p as any available value. For an extreme case, if we push p to infinity, the material 
property E is then determined as 
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And the sensitivities for solid and void elements are simplified as follows. 
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The above simplification justifies the hard-kill of elements for stiffness optimization 
problem. By setting the penalty exponent p as infinity, assigning an element with the 
minimum relative density is equivalent to removing that element (E=0), and the sensi-
tivity is simply zero. Sensitivity number for removing solid elements in this case is 
then simplified as the element strain energy iiTii C UKU2
1=Δ=′α . 
5.3.3 Sensitivity for periodic constraint 
The periodic element treatment (removal/addition) discussed in Chapter 4 is applied in 
order to produce periodic designs. A representative unit cell (RUC) is created, of 
which the element sensitivities obtain the averaged values of corresponding elements 
over all unit cells in the following manner. 
∑
=
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ii m 1
1ˆ αα           (5.13) 
where m denotes the number of unit cells, iαˆ  is the sensitivity of the ith element in the 
RUC and  jiα  is the corresponding element sensitivity in the jth unit cell. This formu-
lation of the RUC requires that every unit cell has consistent finite element meshing, 
namely every element in all unit cells should correspond to an element in the RUC. 
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5.4 Numerical procedure  
In order to eliminate the checkerboard and mesh-dependency which are common prob-
lems in topology optimization, the mesh-independence filter scheme (Huang and Xie 
2007; Huang and Xie 2009), which is introduced in earlier Chapter 3, is used to aver-
age the element sensitivities with its neighbouring elements based on image-process 
techniques. Further, the sensitivity history averaging mechanism is used to settle the 
solution convergence difficulty which is caused by the big difference between the two 
discrete statuses of the design variable (1 or minx ). Details are referred to earlier Chap-
ter 3 of this thesis. 
For topology optimization techniques using continuous design variables, the ideal op-
timality condition is that the sensitivities of all elements remain the same if no restric-
tion is imposed on the design variables. For the BESO method which deals with the 
binary design variables (either minx  or 1), the criterion for an optimum can be defined 
that the sensitivities of solid elements are always lower than those of soft elements. 
This situation implies that all solid elements are more efficient than soft elements so 
that no further element status switching is needed. In this context, the update scheme 
for stiffness optimization problem is determined that design variables ix  are changed 
from 1 to minx  for elements with highest sensitivities and from minx  to 1 for elements 
with lowest sensitivities.  
Figure 5.1 describes the iterative procedure for the BESO method solving stiffness 
optimization for periodic structures. Two parameters, namely the evolutionary rate ER  
which defines the ratio between the overall volume decrease and the volume of the 
current design, and the maximum addition ratio maxAR  which defines the ratio between 
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the maximum allowable addition volume and the volume of the current design, are 
used to mainly control the evolutionary procedure. It is noted that the BESO is rec-
ommended to start from the full design and gradually decrease the total volume. After 
the volume constraint is satisfied, the overall volume of the design remains unchanged 
and BESO starts to look for the solution convergence. The whole procedure is stopped 
once the convergence criterion is satisfied. 
 
Fig. 5.1 Flow chart of the present BESO procedure for stiffness optimization of periodic 
structures 
5.5 Numerical examples 
As the present BESO approach is easy to implement as the post-processor to commer-
cial finite element analysis software packages, all the following examples use 
ABAQUS as the FEA engine for obtaining the element strain energy as the sensitivity 
number. In order to increase the computation efficiency, hard-kill of elements is exe-
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cuted instead of setting void elements with the minimum relative density, as justified 
earlier in this chapter. 
5.5.1 Designs for a long strip 
The first example deals with the periodic design of a strip with length-height ratio of 
6:1 shown in Fig. 5.2. A concentrate load is acting at the middle top and the strip is 
fixed at the bottom line. The whole model is discretized into 9600 quadrilateral plane 
stress elements with the thickness t=1m. 60% of the material in the design domain is to 
remain in the final optimal design. Several cell modes are tried for this example: 1-cell 
(“N-cell” is the simplified form of “N-unit cell” for convenient nomenclature), 2-cell, 
3-cell, 4-cell, 6-cell, 8-cell, 10-cell, 12-cell, 15-cell and 16-cell in the horizontal direc-
tion. The filter radius is rmin=0.5m, the evolutionary ratio ER and maximum addition 
ratio ARmax are both set to 2.0%. 
 
Fig. 5.2 Boundary and loading conditions of the long strip 
Figure 5.3 plots the normalized compliance and some selected final optimal topologies. 
The normalization is with respect of the compliance for 1-cell final design’s mean 
compliance. It is noticed that with the cell number increasing, the mean compliance 
increases accordingly. The reason for this phenomenon is that by heavier periodicity, 
more restrictions are imposed into the design space and thus the final solutions are dis-
tanced from the unconstraint optimum, which namely has only one cell. In other words, 
the solution performance is to be sacrificed in order to achieve the periodicity. On the 
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other hand, one can identify that the mean compliance tends to converge at a certain 
value with the cell number increasing which implies a potential upper bound for the 
compliance. 
The final topologies for different cell modes are seen to imply the similarity in the in-
clining bar patterns with different densities of bars. From this test result, it can be con-
jectured that the final optimal design with more cells would be composed by two sets 
of bars across each other with an angle around 90 degree. Actually, when the length-
height ratio is large enough, the final optimal periodic design with a large number of 
cells compares well with the optimal infinitely long strip design presented by Moses et 
al. (2003). 
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Fig. 5.3 Optimal solutions for different cell modes: normalized compliance and selected 
optimal designs 
5.5.2 Designs for a wheel 
This example aims to address the car wheel optimal design in a two-dimensional con-
text. Note that a circular wheel is an infinite periodic structure on which Moses and co-
workers have discussed like in (Moses et al. 2001; Moses et al. 2003). In this example, 
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an 8-cell wheel design is first addressed, followed by an extension of the wheel design 
with different cell modes. 
• A two-dimensional 8-Cell wheel design 
 
Fig. 5.4 8-Cell division of the initial wheel design 
First a wheel design with 8 cells defined in the perimeter direction is discussed which 
is shown in Fig. 5.4. The outer and inner rings are set non-designable for reserving the 
fix-boundary and loadings. The wheel model is simulated by quadrilateral place stress 
elements with the thickness t=1cm and the designable domain is discretized by 29520 
elements. The optimal topology with minimized mean compliance and 60% volume 
fraction is sought. The filter radius rmin =1cm, evolutionary ratio ER and maximum 
addition ratio ARmax are both set to 2.0%. 
To simulate the boundary and loading conditions of the working situation for a wheel, 
the wheel is fixed at the inner boundary. Three simulating loads are specified, namely 
the pressure from the tyre is represented by a uniform pressure, the reaction from the 
ground due to the car weight is simplified as a vertical point load, and the friction from 
the ground due to acceleration of the car is simplified as a horizontal point load. Note 
that in reality, the force due to acceleration should be transmitted through the tyre re-
sulting in tangential tractions along the outer perimeter of the wheel rim, with traction 
concentration in the region near the ground. For each single load an optimum solution 
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is shown in Fig. 5.5. It is seen that the optimal design under the third load demon-
strates the Michel-type pattern which is the analytical solution. Note that under the 
load with uniform pressure, an initial design with pre-digged holes must be used oth-
erwise a certain circle of elements will be completely removed due to the axial-
periodic loading. A real working wheel should take the three loads at the same time, 
thus an optimal solution combining all the loads is shown in the end of the next figure.  
100N/m
a) 1st load 
 
Optimum under 1st load 
 
b) 2nd load 
 
Optimum for 2nd load 
 
c) 3rd load 
 
Optimum for 3rd load 
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1000N 100N/m
1000N
d) combined load case 
 
Optimum for combined L.C. 
Fig. 5.5 Optimization for the 8-cell wheel under different loads: a) 1st load with optimal 
design; b) 2nd load with optimal design; 3) 3rd load with optimal design; d) combined 
load case with optimal design 
The evolutionary histories for the mean compliance and the volume fraction are shown 
in Fig. 5.6 for the 8-cell wheel design under combined load case. A sudden jump of the 
mean compliance is noticed during the evolution. The significant variation is caused 
by completely breaking some members since the design variables are limited to binary 
values. However owing to the bi-directional approach, the evolution can be further 
improved as the mean compliance is “pulled back to the previous track” shown in the 
history. 
0.00E+00
1.00E-04
2.00E-04
3.00E-04
4.00E-04
5.00E-04
6.00E-04
1 6 11 16 21 26 31 36 41 46 51 56
Iteration
M
ea
n 
C
om
pl
ia
nc
e 
(N
*m
)
0.0%
10.0%
20.0%
30.0%
40.0%
50.0%
60.0%
70.0%
80.0%
90.0%
100.0%
Vo
lu
m
e 
Fr
ac
tio
n
Mean Compliance Volume Fraction
 
Fig. 5.6 Evolutionary histories of mean compliance and volume fraction for the 8-cell 
wheel under combined loading condition 
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• 2D wheel designs under different cell modes 
Several cell modes are tried in the following: 1-cell, 2-cell, 3-cell, 4-cell, 1-cell, 5-cell, 
6-cell, 8-cell, 9-cell, 10-cell, 12-cell, 15-cell and 18-cell. The final normalized compli-
ance and some of the optimal topologies under the combined load case are shown in 
Fig. 5.7 to demonstrate the design changing due to the increasing of cell numbers. The 
normalization is with respect of the compliance for 1-cell final design’s mean compli-
ance. All optimal designs are obtained with the same volume fraction of 60% of the 
design domain. As all the optimal design are evolved from the same initial design (as 
the previous 8-cell wheel), increasing the cell numbers means decreasing the size of 
each unit cell which needs thinner components to describe the topology. Since the fil-
ter radius determines the obtained component size, for designs with large number of 
cells, smaller filter radius are chosen. Otherwise, smaller components will be broken 
and feasible final topologies might not be obtained. Therefore, for designs with 10, 12, 
15 and 18 cells, a smaller filter radius rmin=0.5cm is used specifically. For all the other 
designs the filter radius rmin=1cm is still applied. 
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Fig. 5.7 Solutions under the combined load cases for different cell modes: normalized 
compliance and selected optimal designs 
Interestingly with increasing cell numbers, the mean compliance increases only slowly 
and mildly and seems to converge quite fast. The non-designable rings should be noted 
here which take over a big part of the structural compliance, then the compliance 
change due to the changing of the topology in the design domain becomes less signifi-
cant. On the other hand, for designs with large number of cells above, a smaller filter 
radius is used, consequence of which is that more and smaller components are ob-
tained constraining the deformation of the outer ring. As the end of this example, a 
summary of the optimal designs under the combined load case for different cell modes 
are shown in Fig. 5.8. 
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1-Cell 2-Cell 3-Cell 
 
4-Cell 5-Cell 6-Cell 
 
8-Cell 9-Cell 10-Cell 
 
12-Cell 15-Cell 18-Cell 
Fig. 5.8 Optimized wheel designs under combined load cases for different cell modes 
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5.5.3 Designs for shell bridges 
A shell bridge design is discussed in this example. Several optimal designs with differ-
ent configurations are demonstrated in the following. The bridge is constructed as a 
steel cylinder and the pressure on the floor is simplified as two lines of distributed 
loads acting on the cylinder surface. The cylinder is created by extruding or arc-
sweeping a certain cross-section such as a circle, a filleted rectangle or any 2D shape. 
The bridge is fixed at both ends. Due to geometric symmetry, most of the demon-
strated designs are based on half model of the bridge in order to save the computa-
tional cost since very fine meshes are used for all the configurations. This example 
was initiated by a foot-bridge project in Melbourne and resulted from the ESO consul-
tancy for the footbridge design which the PhD candidate took part in. A demonstrative 
sketch of the bridge is shown in Fig. 5.9. 
Vertical rise
Bridge demo 2: side view
Bridge demo 1: side view
Possible cross-sections
Pier Pier
Pier Pier
 
Fig. 5.9 A demonstrative sketch of the footbridge: different cross-sections and extrud-
ing/sweeping the cross-section into three dimensions 
In the following, seven selected optimal designs are shown with brief descriptions and 
figures. In order to interpret the designs in CAD software packages, the resulted FE 
models were converted into CAD models and the figures shown below have been 
processed in Rhinoceros. 
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• The 1st design 
Tab. 5.1 Model specifications for the 1st design 
Cross-section Egg-shaped 
Longitudinal axis Straight line 
Cells in cross-section perimeter 1 
Cells in longitudinal axis 20 
Half/full model Half 
 
Perspective 
Top 
Side 
Fig. 5.10 Optimal design for the shell bridge: half model, 20 cells in the longitudinal di-
rection 
• The 2nd design 
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Tab. 5.2 Model specifications for the 2nd design 
Cross-section Rectangular 
Longitudinal axis Straight line 
Cells in cross-section perimeter 1 
Cells in longitudinal axis 20 
Half/full model Half 
 
Perspective 
Top 
Side 
Fig. 5.11 Optimal design for the shell bridge: half model, 20 cells in the longitudinal di-
rection 
• The 3rd design 
Tab. 5.3 Model specifications for the 3rd design 
Chapter 5  Stiffness periodic design 
94 
Cross-section Circular 
Longitudinal axis Arc in vertical plane with 1.8m vertical rise
Cells in cross-section perimeter 6 
Cells in longitudinal axis 20 
Total cell offset (twisting) 180 degrees in cross-section 
Half/full model Half 
 
Perspective 
Top 
Side 
Fig. 5.12 Optimal design for the shell bridge: half model, 20 cells in the longitudinal di-
rection, 6 cells in the cross-sectional perimeter direction 
• The 4th design 
Tab. 5.4 Model specifications for the 4th design 
Cross-section Circular 
Longitudinal axis Arc of 90 degrees in horizontal plane 
Cells in cross-section perimeter 6 
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Cells in longitudinal axis 40 
Total cell offset (twisting) 180 degrees in cross-section 
Half/full model Full 
 
Perspective 
Top 
Side 
Fig. 5.13 Optimal design for the shell bridge: full model, 40 cells in the longitudinal di-
rection, 6 cells in the cross-sectional perimeter direction 
• The 5th design 
Tab. 5.5 Model specifications for the 5th design 
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Cross-section Rectangular 
Longitudinal axis Arc in vertical plane with 1.8m vertical rise
Cells in cross-section perimeter 1 
Cells in longitudinal axis 20 
Half/full model Half 
 
Perspective 
Top 
Side 
Fig. 5.14 Optimal design for the shell bridge: half model, 20 cells in the longitudinal di-
rection 
• The 6th design 
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Tab. 5.6 Model specifications for the 6th design 
Cross-section Rectangular without upper edge 
Longitudinal axis Arc in vertical plane with 1.8m vertical rise
Cells in cross-section perimeter 1 
Cells in longitudinal axis 20 
Half/full model Half 
 
Perspective 
Top 
Side 
Fig. 5.15 Optimal design for the shell bridge: half model, 20 cells in the longitudinal di-
rection 
• The 7th design 
Tab. 5.7 Model specifications for the 7th design 
Cross-section Circular 
Longitudinal axis Straight line 
Cells in cross-section perimeter 6 
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Cells in longitudinal axis 10 
Total cell offset (twisting) 180 degrees in cross-section 
Half/full model Half 
 
Perspective 
Top 
Side 
Fig. 5.16 Optimal design for the shell bridge: half model, 10 cells in the longitudinal di-
rection, 6 cells in the cross-sectional perimeter direction 
Several selected optimal designs are shown above, actually more diverse designs can 
be obtained with different combinations of cross-section types (circle, rectangle, etc.), 
levels of twisting, types of the longitudinal axis (line, arc, etc.) and different cell-
divisions. 
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5.6 Concluding remarks 
Stiffness optimization for periodic structures has been addressed in this chapter. By 
setting the penalty exponent with a large enough value, the hard-kill BESO method is 
justified from the soft-kill BESO through the SIMP material model. Incorporating the 
optimality criterion (OC), the present BESO method is able to guarantee an optimum. 
Then the justified BESO method is applied to optimal stiffness design problems of 
periodic structures. Periodicity of topologies is achieved by assigning averaging sensi-
tivity (numbers) into an imaginary representative unit cell (RUC). Several numerical 
examples have been carried out and the following concluding remarks can be drawn: 
1. Compliance increase is the price paid for achieving the extra periodic constraint 
imposed on the final topology.  
2. With the cell number being large enough, the mean compliance of the final pe-
riodic optimal design may converge to a certain upper bound. In other words, 
increasing the cell number may no longer lead to significant increase of the fi-
nal mean compliance. 
3. With cell number increasing, the design space for one cell is reduced. Smaller 
components are needed in the final design with a reduced unit cell domain. In 
this case, smaller filter radius is needed for the present BESO approach to pro-
duce small-sized components. 
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Chapter 6 Considering deflection limitation in periodic design 
Deflection constrained optimization problems are related with stiffness optimization 
problems to a great extent. These two sets of problems are in fact equivalent under 
single point loaded systems and with deflection control at the load point. However 
when the loading are distributed or the deflection control point is not on the loading 
position, the stiffness optimal design is not necessarily the same with the optimal de-
flection design. 
In this chapter, an alternative problem complimentary to the conventional stiffness 
optimization using the BESO method is presented. The original main purpose of stiff-
ness optimization is to decrease the deflection of the structure by increasing the struc-
tural stiffness. In the complimentary problem, the maximum global displacement is 
confined within a certain limit in order that the structural deflection is controlled. Nu-
merical examples provide the comparison on final optimal designs from the two dif-
ferent optimization problems. 
Most of the material in this chapter comes from the PhD candidate’s original work that 
has not been put into any publication when the thesis is finished. 
6.1 Introduction 
The stiffness optimization problem reduces the structural deflection indirectly by in-
creasing the structural overall stiffness. However in some cases, it is not the stiffness 
but the deflection over part of or whole of the structure that is the crucial factor. For 
aircraft wing and spoiler design, the deflection of the whole surface should not exceed 
a certain limit; otherwise the aerodynamic shape will be changed. In such cases, the 
displacements of a group of local nodes are concerned. The stiffness optimization is 
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not capable of solving such a problem as it concerns only the global stiffness instead 
of immediately the local displacements. The displacements must be directly attacked 
in another manner. 
The deflection constrained optimization problem addressed in the present chapter is 
the global control problem, i.e. the deflections of a number of single nodes are under 
control and are not allowed to exceed a user-defined limit. The common way of ob-
taining the displacement sensitivity is to apply a unit virtual load on the original model 
and get the displacement vector from the virtual system. For global deflection control, 
the maximum deflections occur at different nodes from iteration to iteration. Therefore 
the virtual loads must be applied in each iteration only after the maximum deflections 
are located in the real system (based on real loads), and the two systems cannot be ana-
lysed as two load cases in just one FEA. If BESO is used as a post-processor to com-
mercial FEA software packages, this may bring an extra analysis on the structure for 
seeking the maximum deflection position and thus increases the computation cost sig-
nificantly. Furthermore, smooth optimization history and stable convergence become 
hard to achieve due to changing of the virtual load locations. 
This chapter presents a displacement global control approach to optimal designs of 
general structures. The sensitivity of displacement in axial directions is developed 
through the “soft-kill” formulation using a “power law” material model. The sensitiv-
ity for displacement in specified directions is developed based the displacement sensi-
tivity in axial directions. The “hard-kill” BESO for displacement constraint is justified 
through the “soft-kill” formulation by setting a large enough penalty exponent. The 
volume minimization problem is applied for the optimal design with constraints on the 
global maximum displacement. Computation cost is saved due to the “hard-kill” nature 
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of the present BESO method. The mechanisms for stabilization of the global maxi-
mum displacement and performance convergence are proposed. Finally numerical ex-
amples are shown for periodical structure designs. 
6.2 Problem statement and material interpolation 
The volume minimization problem under the global deflection constraint is addressed 
in this section. In this problem, the structure volume is to be minimized while the 
maximum deflection is within an allowable limit. The problem is formulated as the 
following. 
Minimize V, 
subject to  *dd j ≤ , Lj ,...,1=        (6.1) 
and }){][(
1
uKx
N
i
DD
i
i∑
=
×== KuP        (6.2) 
where V is the volume of the structure, d* is the global displacement constraint value, 
dmax is the maximum displacement and dj is the displacement of the jth node within the 
domain Ωdisp where the displacement constraint is active. P is the applied load vector, 
K is the global stiffness matrix, u is the global displacement vector, DDiK ×][  is the 
element extended stiffness matrix with the same dimensions of the global stiffness ma-
trix and D is the total degrees of freedom. In the present BESO method, the design 
variable is represented by the element relative density xi which is either 1 or xmin denot-
ing the element status of “solid” or “void”. xmin is usually set to be a very small value 
like 1.0×10-3. Then V can be represented in the following summation form. 
∑
=
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, }1,{ minxxi ∈         (6.3) 
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where Vi is the volume of the ith element and N is the total number of elements. The 
displacement function d mentioned above here can be the displacement in the axial 
direction or the displacement in specified directions. Also the relative displacement in 
a certain direction is of interest sometimes, namely the difference between the dis-
placements of two nodes projected onto one specified vector. The relative displace-
ment affects the optimal designs, therefore constraining this value makes sense espe-
cially when the deformed shape is of importance. 
The usual power-law material model is used in this problem. 
( ) 0ExxE pii =           (6.4) 
where xi is the element relative density, E0 is the Young’s modulus of the solid materi-
als and p denotes the penalty exponent which is usually 3≥p . Note that the Poisson’s 
ratio is assumed to be irrelevant to the element relative density. The stiffness matrix is 
expressed in the following way. 
∑=
i
i
p
ix
0KK           (6.5) 
where 0iK  denotes the stiffness matrix for the solid element (xi=1). 
6.3 Displacement sensitivity calculation 
The sensitivity calculation for displacement in axial directions, in specified directions 
and relative displacement is derived in the following. 
• Displacement sensitivity in axial direction 
The displacement sensitivity defined in the hard-kill ESO/BESO methods (Chu et al. 
1996) is the change of one specific displacement component due to the removal of an 
element, denoted as kuΔ . The displacement sensitivity in the soft-kill BESO method 
using the power-law material model is derived in the following. 
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The static equilibrium of a structure in finite element analysis is represented as the fol-
lowing equation. 
KuP =           (6.6) 
or 
PKu 1−=           (6.7) 
The kth displacement component can be obtained by multiplying the displacement 
vector with a unit virtual load vector Fk, of which the kth component is unity while all 
the other components are zero. 
uF ⋅= kku           (6.8a) 
where ,..}0,0,1,...,0,0,0{=kF        (6.8b) 
Then the derivative of the kth displacement component based on the ith element can be 
obtained by using Eq. (6.7) as the adjoint equation (Bendsøe and Sigmund 2003) 
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Note that here unit virtual load Fk is independent on the element relative density 
change, therefore 0=∂
∂
i
k
x
F in the above equation. Furthermore, we assume that the ap-
plied load vector is constant, namely 0=∂
∂
ix
P . Then the above equation is simplified as 
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where kk FKu 1−=  is system response (displacement field) under the unit virtual load. 
The derivative of the stiffness matrix can be derived from the material interpolation 
scheme in Eq. (6.5). 
01
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px
x
KK −=∂
∂          (6.11) 
Finally the sensitivity for the kth displacement vector based on the ith element is de-
rived as 
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where Tki ,u  and iu  are the element displacement vector under the unit virtual load and 
the real load conditions respectively. Note that dividing the derivatives for all elements 
by the same number (here p) does not change the sensitivity ranking. 
Similarly as in the stiffness sensitivity calculation, hard-kill of elements can be justi-
fied if we push p to infinity, the material property E is then determined as 
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And the sensitivities for solid and void elements are simplified as follows. 
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• Displacement sensitivity in specified direction 
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The displacement sensitivity in specified directions can be derived based on the dis-
placement sensitivity in axial directions. 
Suppose a specified direction is represented by a unit vector 
},,{ 321 eee=e .         (6.15a) 
The real displacement at the kth node is defined by a vector 
},,{ 321 uuu=u          (6.15b) 
with u1, u2 and u3 being the components in the x, y and z axial directions. Then the 
magnitude of the projected displacement on the specified direction can be treated as 
the function of the three components. 
332211321 ),,(~~ eueueuuuuuu ++==                     (6.16) 
The derivative of u~  is obtained as the dot product of the gradient of u~  and the deriva-
tive of u, as shown in the following equation. 
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Furthermore, the derivatives of u components are referred to Eq. (6.12). Substituting 
Eq. (6.12) into Eq. (6.17), we finally obtain the displacement sensitivity in the speci-
fied direction defined by {e1,e2,e3}. 
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Note that according to the linear superposition of displacements, kiu  is the system re-
sponse under the virtual load Fk= },,{ 321 eee . 
If the unit vector e is in the direction of the displacement u, namely 
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The sensitivity of the absolute displacement is then immediately derived as 
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Comparing the sensitivity in axial directions and the sensitivity in specified directions, 
they are actually obtained in the same way – using the system response under the real 
load and the unit virtual load. 
Based on the above derivation, the sensitivity for relative displacements in one speci-
fied direction can be also directly derived as follows. 
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where v and w denote the two concerned nodes respectively, the displacement vector 
vw
iu  denotes the system response under the unit virtual loads at the two concerned 
nodes, acting opposite to each other in the line of the specified vector e. 
6.4 Global displacement control 
In last section the displacement sensitivities for a single displacement function d (abso-
lute displacement of a single node or relative displacement of a node pair) are derived. 
These sensitivities are used to control a local displacement. To realize the displace-
ment global control method, the displacement functions of all or a set of nodes should 
be considered. In other words, the following constraint is to be satisfied. 
*
max ddd j ≤≤ , Lj ,...,1=         (6.22) 
Here L is the total number of nodes or node pairs (in case of relative displacement) to 
be constrained. dmax is the maximum value among the L ones.  
6.4.1 From local to global displacement control 
It is seen that if dmax is within the allowable value d*, the global displacement con-
straint is satisfied. That is to say, the above global displacement constraint can be sim-
plified to constraining the maximum displacement over the L node set. 
*
max dd ≤             (6.23) 
Here only the maximum local displacement is dealt with. Note that the maximum dis-
placement might occur at different nodes from iteration to iteration, therefore the con-
cerned node might be different through the optimization process. 
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The drawback of controlling only the maximum displacement node is that the dis-
placements of other nodes might increase significantly in the next iteration. Therefore 
it is reasonable to control a set of nodes whose displacements are close to the maxi-
mum one. 
*
max21 ... ddddd Qnnn ≤≤≤≤≤ −++ , when told
dd n ≤−
max
max        (6.24) 
where Q is the number of nodes to be controlled and tol is a pre-defined tolerance 
which is set to a relative small value like 5%. Increasing the tolerance tol means put-
ting more nodes into control which increases the smoothness of the evolution history. 
However the final objective might be degraded since the maximum displacement is not 
on full focus. To fulfil the above constraint, the virtual loads on individual nodes are 
calculated based on a weighted function such that 
maxd
d
q jjj == 1F .              (6.25) 
Note that this mechanism is equivalent to formulating a global objective function for 
displacement (Taylor and Bensøe 2001) which is composed by local displacement 
functions with weighted factors 
maxd
d
q jj = . 
6.4.2 Stabilization of evolution 
Due to the global constraint method introduced above, the local displacement con-
straint changes from iteration to iteration. The consequence is that the change of the 
constraint value, appearing as a global value, is not smooth and continuous. This might 
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lead to the instability in the evolution, create difficulties in the final convergence and 
finally spoil the optima significantly. 
The algorithm of history-averaging sensitivity that is being used through this thesis, 
takes effects of smoothing the evolution process. However, the discontinuity of the 
constraint value in the current problem can be much higher than in other problems. 
Therefore in this chapter, a weighted combination of sensitivities of current and last 
iterations is introduced. 
1−+= kk ba ααα          (6.26) 
Here kα  and 1−kα  are the sensitivities of current and last iteration, a and b are the 
weighted factors for both items, α  is the completed sensitivity that is used for deter-
mining the element removal/addition. If the maximum displacement nodes between 
two adjacent iterations are positioned highly differently, the sensitivity calculated in 
the two virtual systems might be highly different. In this case, it is helpful to define the 
weighted factor b larger than the weighted factor a, in order to largely maintain the 
previous evolution direction, while the element removal/addition is also affected by 
the new situation with a lower priority. In the examples of this chapter, weighted fac-
tors of 25.0=a  and 75.0=b  are used. 
6.4.3 Element updating and solution convergence strategy  
The sensitivity obtained above indicates the changing trend of the maximum global 
displacement due to changing the design variable of one element. Changing the design 
variable xi from xmin to 1 of one element with negative sensitivity leads to decrease of 
the maximum global displacement, while changing xi from 1 to xmin of one element 
with positive sensitivity leads to decrease of the maximum global displacement as well. 
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According to the stiffness optimization formulation, deleting elements always de-
creases the structural overall stiffness which determines the structure’s overall deflec-
tion. In this chapter, an assumption is made that reducing the volume would increase 
the maximum displacement over the structure. 
Obviously, the ideal optimality condition is that the sensitivities of all elements remain 
the same if no restriction is imposed on the design variables. As the design variables 
are restricted to be either xmin or 1, the optimality criterion for volume minimization 
with displacement constraint can be described as that the void element sensitivities are 
always higher than the solid element sensitivities which are less than or equal to zero. 
Therefore an update scheme for the design variables can be derived that xi is changed 
from 1 to xmin for elements with highest sensitivities and from xmin to 1 for elements 
with lowest sensitivities. From the hard-kill point of view, this mechanism is inter-
preted that solid elements with highest sensitivities are removed and void elements 
with lowest sensitivities are added. 
Starting from the full design of the structure, the present method follows this volume 
reducing procedure. 
)1(1 dkK GERVV ×−=+          (6.27) 
where Vk+1 and VK are the volume fraction of the current iteration and last iteration 
respectively. ER is the evolutionary ratio which controls the volume variation between 
two adjacent iterations. Gd is a function indicating the relative gap between the current 
maximum displacement and the constraint value and fine-tunes the volume variation. 
0.1=dG  when tolddd ≥− *max* /)( , or      (6.28a) 
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tol
dddGd
*
max
* /)( −= , when tolddd <− *max* /)( .     (6.28b) 
Here tol is a user-defined tolerance parameter and chosen in the current chapter as 5%. 
Note that the gap function can be negative indicating that the displacement constraint 
is violated. According to Eq. (6.27), the structural volume is automatically increased, 
in order to reduce the maximum displacement. 
Note that when the displacement constraint is reached, the volume change stops while 
the element switching (solid to void and void to solid) still continues which may re-
duce the displacement. Thus in the next iteration the gap function f becomes positive 
and the total volume fraction continues to be reduced. This mechanism pushes the dis-
placement to the allowable value when reducing the volume asymptotically. 
Since the objective function in the current problem is the volume, the convergence 
criterion (Huang and Xie 2007) is checked on the volume fraction. However the vol-
ume change is directly controlled in the present method, the convergence of the vol-
ume can not describe the stability of the final solution performance. Therefore the 
convergence criterion is checked on the maximum displacement as well. 
tol
V
VV
error N
i ik
N
i iNkik ≤
−
= ∑
∑
= +−
= +−−+−
1 1
1 11
)(
        (6.29a) 
tol
d
dd
error N
i ik
N
i iNkik ≤
−
= ∑
∑
= +−
= +−−+−
1 1max,
1 1max,1max,
)(
       (6.29b) 
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Here 1+−ikV  and 1max, +−ikd  denote the volume fraction and the maximum displacement of 
the (k-i+1)th iteration respectively, tol is the convergence tolerance error which is usu-
ally set to a very small value like 1×10-3. 
In the above algorithm, the volume removal is confined adaptively with the relative 
gap function. The minimized volume is obtained by an asymptotic approach. Numeri-
cal examples show that this algorithm for element removal/addition helps improve the 
final solution convergence for volume minimization with global displacement con-
straints. 
6.5 Numerical procedure 
The present approach is easily extended for the optimal design of periodic structures. 
The present method for volume minimization of periodic structures with global dis-
placement constraint can be summarized into the following flowchart.  
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Fig. 6.1 Flowchart of the proposed method 
6.6 Numerical examples 
In this section, examples of non-periodic structures are first shown to demonstrate the 
proposed approach for volume minimization with global displacement constraint for 
general structures. Then the present method is applied to periodic structure design 
problems in subsequent examples. 
As the present method acts as a post-processor to commercial FEA software packages, 
we solve the structural static equilibrium by using ABAQUS/Standard for all the ex-
amples presented herein. Note that SI units are used throughout the examples in this 
chapter. Wherever the units are not specified, SI units apply as defaulted. 
6.6.1 Non-periodic structures 
• A double clamped beam with concentrated loading 
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The first example is a volume minimization problem for a 2D double clamped beam. 
The design domain with the boundary and loading conditions is shown in Fig. 6.2. 
Note that only one concentrate load is acting in this example. The model properties 
and the optimization parameters are found in Tab. 6.1. 
 
Fig. 6.2 A double-clamped beam: design domain 
Tab. 6.1 Optimization parameters for the double clamped beam 
BESO parameters Model property 
d* (m) 2.0×10-5 Thickness (m) 1.0 
Evo. ratio 2.0% Elem. type Plane stress, 4 node 
Filter radius (m) 1.0 Number of elements 4800 
  E (pa) 2.0×1011 
  v 0.3 
The evolutionary history for the maximum absolute displacement and the volume frac-
tion is plotted in Fig. 6.3. It is seen that the evolution process is very smooth, and the 
final convergence procedure is highly stable. No jumps of the maximum displacement 
are identified in the history. The smoothness of evolution is caused by the fact that the 
maximum absolute displacement happens always at the load point as there is only one 
concentrate load in this model. The virtual load is then always determined not only at 
the same node, but also in the same direction. No change of the control point has ever 
happened through the history at all. In this case, the global displacement control prob-
lem is equivalent to the local displacement control problem. 
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Fig. 6.3 Evolutionary history of the beam with displacement constraint 
The final topology is shown in the Fig. 6.4. A minimized volume fraction of 67.29% is 
obtained while the maximum displacement of 1.99921×10-5m satisfies the absolute 
displacement constraint of 2.0×10-5m. 
 
Fig. 6.4 Final topology of the beam with displacement constraint: V=67.29%, 
dmax=1.99921×10-5m 
A comparison is made with the final optimal stiffness design shown in Fig. 6.5. This 
rival is produced by a conventional stiffness optimization with the volume constraint 
of v=67.25% (to compete with the displacement design above), for the same model. 
One finds easily that these two solutions are actually the same (except the small vol-
ume difference). Comparing the sensitivity calculation for these two problems, one can 
easily identify a unique multiple between the sensitivities of the same element for 
Chapter 6  Considering deflection limitation in periodic design 
118 
stiffness and displacement, 
1,
, P
iiTik
iiTi
==
uKu
uKuλ , where P is the actual load and 1 denotes 
the virtual unit load. Therefore the sensitivity ranking of all elements is the same for 
these two problems and the consequence is that they evolve to the same final topology. 
 
Fig. 6.5 A comparison from conventional stiffness optimal design: V=67.25%, 
dmax=2.00049×10-5m 
It concludes that when the structure is single point loaded, the global displacement 
control problem can be realized by the conventional stiffness optimization, which is 
much more computation-efficient while only one FEA on the real system is needed.  
• A cantilever with distributed loading 
The second example is a volume minimization problem for a 2D cantilever shown in 
Fig. 6.6. Note that a uniform distributed load is acting on the top non-designable layer 
(here termed the deck) marked in grey. The model properties and the optimization pa-
rameters are found in Tab. 6.2. 
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Fig. 6.6 A cantilever with non-designable deck: design domain 
Tab. 6.2 Optimization parameters for the cantilever 
BESO parameters Model property 
d* (m) 1.48×10-6 Thickness (m) 1.0 
Evo. ratio 2.0% Elem. type Plane stress, 4 node 
Filter radius (m) 1.0 Number of elements 2400 
  E (pa) 2.0×1011 
  v 0.3 
The evolutionary history for the maximum absolute displacement and the volume frac-
tion is plotted in the next figure. Several jumps of the maximum displacement are 
identified during the evolution process. The instability of the maximum displacement 
is caused by switching the local controlled node. The final convergence procedure is 
not as smooth as in last example. However due to the present convergence strategy, the 
change of the volume gets smaller adaptively and the maximum displacement still 
converges into a very small range below the allowable value. 
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Fig. 6.7 Evolutionary history of the cantilever with displacement constraint 
The final topology is shown in Fig. 6.8. A minimized volume fraction of 49.8% is ob-
tained while the maximum displacement of 1.47×10-6m satisfies the absolute dis-
placement constraint of 1.48×10-6m. 
 
(a) 
 
(b) 
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Fig. 6.8 Final topology of the cantilever with displacement constraint (V=49.8%, 
dmax=1.47×10-6m): (a) undeformed view; (b) deformed view. 
A comparison is made with the final optimal stiffness design shown Fig. 6.9. This rival 
is produced by a conventional stiffness optimization with the volume constraint of 
v=49.8% (to compete with the displacement design above), for the same model. The 
difference between these two final topologies is obvious by surveying the deformed 
views. The displacement design has a strong bar supporting the end of the non-
designable deck while no bar is left at the middle, in order to reduce the deflection of 
the deck end point which is the critical place for the maximum displacement to happen. 
On the other hand, as the stiffness design considers the structural overall stiffness, the 
supporting bars are positioned relatively evenly under the non-designable deck, com-
plying with the distributed loading condition. The two final solutions have a signifi-
cant difference in the maximum displacement as the structural performance: while the 
volume fraction remains the same, the stiffness design has the maximum displacement 
24.6% higher than that of the displacement design. 
 
(a) 
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(b) 
Fig. 6.9 A comparison from conventional stiffness optimal design (V=49.8%, 
dmax=1.834×10-6m): (a) undeformed view; (b) deformed view. 
It concludes that when the structure is not single point-loaded, the optimal design with 
global displacement constraint is different from that of conventional stiffness optimal 
design. In this case, to control the maximum global displacement, a virtual system in 
each iteration must be accommodated in the optimization procedure, which however 
increases the computation cost. 
6.6.2 A periodic simply-supported beam 
The third example deals with the periodic design of a 2D simply-supported beam 
shown in Fig. 6.10. The volume is to be minimized with the overall deflection in the 
vertical direction (Y-direction) within a limit of 8.00×10-2m. Two single concentrated 
loads are acting on the top of the beam. The model properties and the optimization 
parameters are found in Tab. 6.3. Periodicity modes of 1×1, 2×1, 3×1, 5×1 (horizontal 
direction × vertical direction) are tried in this example. 
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Fig. 6.10 A simply-supported beam: design domain 
Tab. 6.3 Optimization parameters for the simply-supported beam 
BESO parameters Model property 
d* (m) 8.00×10-2 Thickness (m) 1.0 
Evo. ratio 1.0% Elem. type Plane stress, 4 node
Filter radius (m) 1.0 Number of elements 9600 
Periodicity 1×1, 2×1, 3×1, 5×1 E (pa) 2.0×1011 
  v 0.3 
The evolutionary histories for the maximum vertical deflection and the volume frac-
tion are plotted in Fig. 6.11 for all the trials. Jumps again can be found in the history 
for the 1×1 periodicity. However for the other two periodicity modes, the histories of 
the performance, namely the maximum vertical deflection, are very smooth. The rea-
son is that, even switching the local controlled nodes might cause significant changes 
of element sensitivities for adjacent iterations, the variation is relaxed due to the aver-
aging algorithm for periodic designs and the element removal/addition is thus smooth. 
Similarly, the final convergence for designs with periodic constraints (2×1, 3×1, 5×1) 
is also smoother than the 1×1 design (no actual periodicity). The extra periodic con-
straint stabilizes the evolution for deflection constraint to some extent. 
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(a) 
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(b) 
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(c) 
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(d) 
Fig. 6.11 Evolutionary histories for all three trials with periodicity modes of: (a) 1×1; (b) 
2×1; (c) 3×1; (d) 5×1. 
The final topologies with the three periodicity modes are shown in the next two figures 
presenting the volume fractions and deformations respectively. While all the final so-
lutions satisfy the vertical deflection constraint of 8.00×10-2m, the obtained minimum 
volume fractions are different from each other due to the different periodic constraint. 
It is seen that smaller final volume fraction is resulted with less periodicity. The ex-
treme case of periodicity, 1×1 (which actually has no explicit periodic constraint), pro-
duces the best solution with the smallest volume fraction. The extra constraint of pe-
riodicity spoils the performance of the final solution. 
 
(a) 
 
(b) 
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(c) 
 
(d) 
Fig. 6.12 Final topologies for three periodicity modes: (a) 1×1 (V=42.5%); (b) 2×1 
(V=53.2%); (c) 3×1 (V=54.2%); (d) 5×1 (V=54.9%). 
 
(a) 
 
(b) 
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(c) 
 
(d) 
Fig. 6.13 Deformed views for three periodicity modes: (a) 1×1 (dy,max=7.93×10-2m); (b) 
2×1 (dy,max=8.00×10-2m); (c) 3×1 (dy,max=8.00×10-2m); (d) 5×1 (dy,max=7.99×10-2m). 
Stiffness optimization for this simply-supported beam is carried out for all the perio-
dicity modes as comparisons with the deflection designs above. The final optimal to-
pologies are shown in Fig. 6.14. The stiffness designs are produced by conventional 
stiffness optimization with volume constraints equivalent to the resulted volume frac-
tion of the deflection designs with the same periodicity modes. Differences within 
each pair of optimal designs can be observed. However, it is seen that with heavier 
periodic constraint the difference between the deflection design and the stiffness de-
sign are smaller. The same trend is found for the performance, the maximum vertical 
deflection, as well. The extra periodic constraint reduces the solution difference be-
tween two optimization problems. The deflection designs outperform the stiffness de-
signs to different extends in terms of the vertical deflection, as shown in Tab. 6.4. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Fig. 6.14 Comparison from conventional stiffness optimal designs: (a) 1×1 (V=42.5%, 
dy,max=8.21×10-2m); (b) 2×1 (V=53.2%, dy,max=8.17×10-2m); (c) 3×1 (V=54.2%, 
dy,max=8.29×10-2m); (d) 5×1 (V=54.8%, dy,max=8.00×10-2m). 
Tab. 6.4 Result summary for the simply-supported beam 
 Deflection design Stiffness design Comparison 
Periodicity deflV  (%) deflyd max,  (m)
stfV  (%) stfyd max,  (m)
defl
y
defl
y
stf
y ddd max,max,max, /)( − (%)
1×1 42.5 7.93×10-2 42.5 8.25×10-2 4.0 
2×1 53.2 8.00×10-2 53.2 8.17×10-2 2.1 
3×1 54.2 8.00×10-2 54.2 8.30×10-2 3.7 
5×1 54.9 7.99×10-2 54.8 8.00×10-2 0.06 
It concludes that the periodic constraint brings three effects: 1. the sensitivity averag-
ing algorithm for periodicity relaxes the variation of the performance history; 2. to ful-
fil the extra periodicity which may be out of the favour of mechanics, the final solution 
will need to sacrifice its performance; 3. the periodic constraint will reduce the differ-
ence between final solutions for problems of stiffness optimization and deflection con-
straint. 
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6.6.3 A periodic 3D beam with deflection limit for the deck 
For practical functional structures, the deflections of the whole structure are not neces-
sarily of interest as it is often only some parts of the structure that affect the human 
perception. This example tries to demonstrate the periodic design of a beam shown in 
Fig. 6.15. Simplified multiple concentrate loads are placed on the non-designable deck 
(marked in red). The example aims to find the minimum volume of the beam design-
able under-structure (marked in green) while the vertical deflections of the deck nodes 
are not allowed to exceed a certain limit. The deck is simulated by a shell with thick-
ness of 1m and is discretized with “S4” element (see ABAQUS 6.8 element library). A 
periodicity mode of 3×1×1 (X×Y×Z) is applied in this example. The model properties 
and the optimization parameters are found in Tab. 6.5. 
(a) (b) 
Fig. 6.15 A 3D beam, design domain from different views: (a) side; (b) axial. 
 Tab. 6.5 Optimization parameters for the beam 
BESO parameters Model property 
d* (m) 4.00×10-2 Designable Elem. Type 3D tri-linear, 8 node
Evo. ratio 2.0% Number of dsgn. elements 48000 
Filter radius (m) 1.0 Non-dsgn. Elem. type Shell, 4 node 
Periodicity 3×1×1 Non-dsgn. Elem. Number 2400 
  Deck shell thickness (m) 1 
  E (pa) 2.0×1011 
  v 0.3 
The evolutionary history for the maximum vertical deflection of the deck nodes and 
the volume fraction of the under-structure is plotted in the next figure. Again due to 
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the periodic constraint, the evolutionary history is smooth and the final convergence 
demonstrates clear stability. 
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Fig. 6.16 Evolutionary history of the beam with displacement constraint 
The final topology is obtained with volume fraction 15.7% and the maximum vertical 
deflection satisfies the limitation of 4.00×10-2m. Three views of the final design are 
shown in the next figure to clearly exhibit the optimized under-structure after 
smoothed. Note that a technique is used here to smooth the final model surface by 
moving the surface nodes just to better demonstrate the design. 
 
(a) 
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(b) (c) 
Fig. 6.17 Smoothed final topology of the beam under-structure (V=15.7%, dmax= 4.00×10-
2m): (a) side; (b) axial; (c) perspective. 
The final full beam is shown in the next figure with the deck marked in red. 
(a) (b) 
Fig. 6.18 Smoothed final topology of the full beam with non-designable: (a) undeformed; 
(b) deformed (dmax= 4.00×10-2m) 
This example shows that the present method is easy to extend to three dimensions and 
solves the volume minimization problem with deflection constraint effectively for pe-
riodic structures. 
6.7 Concluding remarks 
Displacement controlled optimal design problems have been addressed for periodic 
structures in this chapter, sensitivities for displacement in axial directions, in specified 
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directions and for relative displacement have been derived. Volume minimization with 
displacement constraint has been discussed and applied. Several examples have been 
tested to address the optimization problem under the maximum global absolute deflec-
tion constraint. Following conclusions are drawn: 
1. Volume minimization can be achieved with the maximum global deflection under 
control for periodic structures. However, optimization problems with displacement 
constraints need extra time consumption due to analysing the additional virtual sys-
tem in each iteration. Owing to the BESO hard-kill nature, the time consumption 
will be reduced as the model size gets smaller during the optimization procedure. 
2. The evolutionary history for the performance (maximum global deflection) is not 
always smooth, local jumps of the performance can be found within adjacent itera-
tions. This is caused by the change of the critical nodes with the maximum deflec-
tion from iteration to iteration. Material re-addition can be easily observed as the 
optimization program tries to amend. However, the periodic constraint acts as an 
averaging mechanism that relaxes the performance changes. As a result, the evolu-
tionary history and convergence of periodic designs are smooth. 
3. The solution optimality may be degraded in order to fulfil the periodic constraint, 
i.e. higher (in this case “worse”) optimal volume may be obtained for the final so-
lution if a heavier periodic constraint is applied on the structure. 
4. The periodic constraint will reduce the difference between the optimal stiffness 
design and the displacement design. When the periodicity is heavy enough, stiff-
ness optimization makes a good alternative which is more economic. 
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Chapter 7 Frequency periodic design  
This chapter presents an algorithm for topology optimization of periodic structures for 
dynamic problems by using an improved bi-directional evolutionary structural optimi-
zation (BESO) technique. The sensitivity number for frequency optimization is 
mathematically derived and the sensitivity number for frequency-stiffness optimization 
is presented. The multiple eigenvalues are tackled by a simple averaging algorithm. 
Numerical instabilities that occur in common topological frequency optimization are 
dealt with by eliminating singular and single-hinged elements and removing alterna-
tive element groups in case of sudden drops of the objective function. Periodicity of 
the optimal design is guaranteed by creating a representative unit cell on a user-
defined cell mode. The capability and effectiveness of the proposed approach are 
demonstrated by numerical experiments with different cell modes. 
Much of the material in this chapter is derived from the publications by Zuo et al. 
(2009; 2010). 
7.1 Introduction 
The existing researches for optimization of periodic macrostructures are only found in 
conventional stiffness optimization: Moses el al. (2003) proposed a discrete Fourier 
transform based method to optimize infinite periodic structures under arbitrary load-
ings, Zhang and Sun (2006) proposed a two-scale approach integrating the design of 
lightweight cellular materials and macrostructures, Huang and Xie (2008) uses an 
imaginary unit cell method for optimal stiffness design of general periodic continuum 
structures. On the other hand, the lack of the subject on periodic macrostructure opti-
mization with dynamic constraints has motivated the author’s effort for investigation 
of topology optimization for natural frequencies in this context. 
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Frequency optimization is of great importance in many engineering fields such as the 
aeronautical and automotive industries. Comparing with a bulk portion of papers for 
stiffness optimization, fewer papers have been concerned with frequency optimization, 
see e.g. (Tenek and Hagiwara 1994; Ma et al. 1995) using the homogenization method 
and (Kosaka and Swan 1999; Du and Olhoff 2007) using the SIMP method. It is noted 
that the original SIMP model is inappropriate for the frequency optimization problems 
(Pedersen 2000) since artificial and localized modes will be caused in the low density 
areas. Therefore modified SIMP models should be used in discontinuous formulations 
such as (Pedersen 2000; Du and Olhoff 2007). Localized modes may also appear in 
pure 0-1 topology techniques like ESO and BESO. This phenomenon is likely to hap-
pen by soft components which have lower local frequency than the global one while 
the localized frequency is actually not of interest. As a major numerical instability 
problem in frequency optimization, localized modes can be commonly identified by 
sudden drops of the objective or constraint frequency. In the work by Zhu et al. (2007), 
when a sudden drop of the objective function is captured, some involved elements are 
frozen for some iteration. This kind of mechanisms is able to solve the localized 
modes problem to some extent. The numerical instabilities also involve singular ele-
ments which will cause numerical errors in solving for the eigenvalues. The common 
action against singularities in SIMP is to factitiously ignore the nodes surrounded by 
soft elements (Pedersen 2000). Another issue of frequency optimization is the multiple 
eigenvalues which might cause inadvertently mode-exchanging. The sensitivity num-
ber of the multiple eigenvalues is not unique because of the lack of usual differenti-
ability properties of the subspace spanned by the associated eigenvectors (Seyranian et 
al. 1994). In order to cope with the multiple eigenvalue problems, Zhao et al. (1997) 
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introduced a simple heuristic average value criterion. Sometimes frequency optimiza-
tion might lead to designs with very low stiffness and fail to meet the requirements for 
a functional building with limited deflection; on this occasion, both stiffness and fre-
quencies are crucial factors and a multi-objective optimization makes sense as a spe-
cial case of frequency optimization.  
This chapter presents a bi-directional evolutionary method of frequency optimization 
for periodic structures by combining Huang and Xie’s algorithms (Huang and Xie 
2007; 2008). To realize the solution topology’s periodicity, a representative unit cell 
(RUC) is created with sensitivity number information from all unit cells of the struc-
ture. Duplicating the RUC realizes the pure periodicity in the final optimal design. The 
problem of localized modes is controlled by a mechanism of adaptively removing al-
ternative elements (RAE); besides, elimination of singular and single-hinged elements 
(ESS) complements the RAE mechanism. Numerical experiments are shown to exam-
ine the efficiency and effect of the proposed method. 
7.2 Problem statement and sensitivity calculation 
7.2.1 Frequency optimization and frequency-stiffness optimization for periodic 
structures 
• Frequency optimization 
The design variable is introduced as xi,j where i indicates the cell number and j the 
element number in the unit cell, such as in the 6-cell example shown in Fig. 7.1. 
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Fig. 7.1 A design domain divided into 6 unit cells. xi,j is the design variable correspond-
ing to the jth element in the ith unit cell. 
Then the problem statement of the frequency optimization can be formulated as 
Maximize nω ,         (7.1) 
Subject to 0
1 1 ,,
=−∑ ∑= =∗ mi nj jiji xVV       (7.2) 
1, 2, 3, ,...j j j m jx x x x= = = =         (7.3) 
, {0,1},(i 1 ; j 1 )i jx m n∈ = =… …        (7.4) 
Here the nth frequency ωn is the relevant frequency, i.e. the objective function. This 
relevant frequency is usually user-selected according to specific requirements like in-
creasing the fundamental frequency in order to shift all frequencies away from a cer-
tain low frequency range. In Eq. (7.2) as the volume constraint, ∗V  is the objective 
volume of the final solution, Vi,j is the volume of the jth element in the ith unit cell, xi,j 
is the binary design variable of that element indicating the status of void (0) or solid 
(1), m is the number of unit cells and n is the number of elements in one unit cell. Eq. 
(7.3) expresses the periodic constraint that elements at the same position in all unit 
cells have the same status. Since ωn is positive and maximizing ωn is actually equiva-
lent to maximizing 2nω , the objective function can be replaced by the eigenvalue 2nω . 
Actually in common frequency optimization, the eigenvalue will be treated as the ob-
jective function. 
• Frequency-stiffness optimization 
The frequency-stiffness optimization as a special case of frequency optimization, takes 
into account both the frequency/eigenvalue and the structure’s overall stiffness, which 
is usually inversely measured by the mean compliance C 
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UPTC
2
1=           (7.5) 
where P and U are the applied load and displacement. Then the problem for fre-
quency-stiffness optimization becomes a multi-objective optimization problem for 
stiffness and frequency (eigenvalue). In this case, an overall objective function can be 
formulated based on the two sub-objectives and the frequency-stiffness optimization is 
formulated as 
Maximize ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
0
2
0,
2
C
C
n
n βω
ωα         (7.6) 
subject to 1=+ βα  and Eqs. (7.2)-(7.4) 
where α  and β  are the user-defined weighted factors for the two single sub objectives. 
2
0,nω  and C0 are the nth eigenvalue and mean compliance respectively of the initial de-
sign and play a roll of making the two sub-objectives non-dimensional and comparable 
with each other. 
The extreme case of m=1×1 presents a conventional topology optimization problem 
which thus could be regarded as a special case of topology optimization for periodic 
structures. 
7.2.2 Sensitivity calculation for general continuum structures 
In sensitivity number analysis, the element sensitivity number represents the gradient 
of the objective function with continuous variable. However the ESO/BESO methods 
deal with binary discrete design variables, therefore the sensitivity number is the gra-
dient of the objective function when the design variable is 1. Since in BESO the step 
size of the ith design variable 1=Δ ix  (i.e. switching from 1 to 0), the sensitivity num-
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ber in fact provides an estimated variation of the objective function by deleting an 
element. 
• Sensitivity number for frequency maximization 
The dynamic behaviour in common finite element formulations is represented as the 
following general eigenvalue problem 
nnn MuKu
2ω=          (7.7) 
where un is the nth eigenvector, K and M are the global stiffness and mass matrices 
respectively. Multiplying both sides of the above equation with Tnu  and reformulating 
it gives the following Rayleigh’s quotient 
n
n
n
T
n
n
T
n
n m
k==
Muu
Kuu2ω          (7.8) 
where the kn and mn are the modal stiffness and the modal mass. 
n
T
nnk Kuu=           (7.9) 
n
T
nnm Muu=           (7.10) 
By differentiating both sides of Rayleigh’s quotient, the sensitivity number of the nth 
eigenvalue due to removing the ith element is derived. 
niin
T
n
n
nnn
n
ni
i
n
i
nfrqi
n
m
mk
m
x
xx
uKMu )(1
)(1)(
)()(
2
22
22
,
−=
Δ−Δ=Δ=Δ⋅∂
∂=∂
∂=
ω
ωωωωα
   (7.11) 
where Mi and Ki are the element mass and stiffness matrices. As an insight into the 
effect by removing the element, the following estimation on the change of the nth fre-
quency in this context may be of interest. 
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Sometimes the problem of multiple eigenvalues may occur and take the following Q-
fold form. 
22~
jωω = ,  1,, −+= Qnnj "        (7.13) 
In the BESO methods, a simple way (Yang et al. 1999) to solve this problem is to take 
the average of the sensitivity numbers of the Q eigenvalues. The present BESO 
method deals with the 0/1 discrete problem and the objective function does not vary 
continuously. In other words, finite increments of the involved frequen-
cies/eigenvalues exist between iterations. Therefore in practice, when the relevant ei-
genvalue is very close to its following ones, say less than 5% of the relevant eigen-
value, these eigenmodes are considered multiple. Then the averaging algorithm is ex-
pressed in the following way.  
Q
Qn
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An example shown in Figs. 7.2 and 7.3 is presented here to cope with this problem. 
(a) 
 
(b) 
Fig. 7.2 Example of optimization by multiple eigenvalues: (a) model configuration; (b) 
optimized topology. 
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In Fig. 7.3 of the evolutionary history one can observe the second and the third eigen-
values become 2-fold multiple after they approach close enough to each other - after 
the 19th iteration these two modes come together into the process of optimization and 
are increased simultaneously, acting similarly as a multi-objective optimization for 
these two modes. 
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Fig. 7.3 Evolutionary history for multiple eigenvalues 
According to this sensitivity number formulation, deleting elements with the largest 
sensitivity numbers will have the largest effect on increasing eigenvalues/frequencies. 
Therefore following the “hill-climb” method, it is mathematically reasonable to delete 
elements with the largest sensitivity numbers for maximization of frequencies. On the 
other hand, sensitivity numbers for adding elements cannot be directly obtained be-
cause of the absence of the candidate elements in the FEA. By using the filter scheme 
(Huang and Xie 2007) that is to be introduced in a later sub-section, sensitivity num-
bers are extrapolated from solid elements to void elements. 
• Sensitivity number for frequency-stiffness optimization 
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For stiffness optimization, the common sensitivity number of the mean compliance 
due to removing an element is determined as the element strain energy (Chu et al. 
1996). It is derived by differentiating Eq. (7.5), taking into account the static equilib-
rium KUP =  and the assumption of a constant applied load P. 
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where ui is the nodal displacement vector of the ith element. The sensitivity number 
for frequency-stiffness optimization can be simply formulated following the problem 
statement. 
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where α  and β  indicate the weighted factors of both sub-sensitivity numbers. 
7.2.3 Sensitivity calculation with the periodic constraint 
Periodicity of topology results from periodic element treatment (removal/addition) 
which is based on the sensitivity number ranking. The whole structure is represented 
by an imaginary representative unit cell (RUC) with the same mesh as all the unit cells. 
The evolution of the whole periodic structure is then represented by the evolution of 
the RUC. The periodic constraint in Eq. (7.3) implies the synchronous changes of the 
design variables of all the corresponding elements, thus these changes can be repre-
sented by the same change of the design variable in RUC. Differentiating the objective 
function (take the nth eigenvalue as an example) due to the jth design variable jx~  in 
the RUC is found in the following way. 
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where m denotes the number of total unit cells and ,i jα  is the corresponding element 
sensitivity number in the ith unit cell. Therefore the element sensitivity number in 
RUC is defined as the average sensitivity number of corresponding elements over all 
unit cells (See Chapter 4). 
∑== mi jij m 1 ,1 αα          (7.18) 
where jα  is the sensitivity number of the jth element in the RUC. Note that every unit 
cell needs to have the consistent finite element mesh for creating a consistent RUC. 
Further, in cases where the structure cannot be discretized into equally-sized elements, 
the sensitivity number density is used. 
j
j
j V
αα =ˆ           (7.19) 
where jαˆ  is the sensitivity number density and Vj is the element volume. See Chapter 
4 for details. 
7.2.4 Mesh-independence and solution convergence 
The mesh-independence-insuring filter scheme is briefly summarized into two steps: 
firstly the original element sensitivity numbers are converted into averaged nodal val-
ues; then modified element sensitivity numbers are obtained by summing up weighted 
(using a distance-weighted function) nodal values of nodes within the elements’ adja-
cent sub-domains spanned by a filter radius rmin. Note that rmin controls the size limit of 
members in the final design. Interested readers are referred to Chapter 3 or the paper 
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(Huang and Xie 2007) for detailed description. It is noted that Guest et al. (2004) used 
a similar weighted function for projecting nodal volume fractions to element densities 
to achieve mesh-independent designs. 
In order to improve the solution convergence, the sensitivity numbers are history-
averaged, i.e. the modified sensitivity number is averaged between the current and last 
iteration. In this way, the variation of sensitivity numbers through the history is 
smooth. See Chapter 3 or the paper (Huang and Xie 2007) for detailed description. 
7.2.5 Element removal/addition and convergence criterion 
After sensitivity numbers of all elements have been sorted into one ranking, a thresh-
old is determined according to the target volume of that iteration so that solid elements 
with sensitivity numbers larger than the threshold are removed and void elements with 
sensitivity numbers smaller than the threshold are re-admitted. A new design is then 
created based on the remaining elements. For detailed description of element treatment 
and the convergence criterion, readers are referred to Chapter 3 or the paper (Huang 
and Xie 2007). 
7.3 Preventing numerical instability 
7.3.1 Removing alternative elements (RAE) 
Localized modes happen commonly in regions with relatively large mass and low 
stiffness, e.g. very thin broken members. Generally those weak regions are likely to 
have much lower local frequencies than the global ones. Thus common optimization 
methods tend to capture those localized modes and the sensitivity numbers will be cal-
culated based on the eigenvectors of the localized modes, which is however not of in-
terest. In such a case, the relevant frequency is swapped to the localized one and the 
structure is no longer optimized for the previous objective. Therefore localized modes 
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should be avoided during the optimization procedure. Since localized modes com-
monly have much lower frequencies than the global ones in previous iterations, they 
can be detected by sudden drops of the relevant frequencies or eigenvalues. 
Localized modes are caused by premature element removal that creates the compo-
nents with very low local frequencies. In order to eliminate localized modes once de-
tected, the removed elements should be recovered. However, freezing elements such as 
in (Zhu et al. 2007) might lead to local optima, as a common phenomenon in most 
gradient-based optimization methods. Therefore the mechanism of removing alterna-
tive elements (RAE) is introduced here. In this mechanism, if the drop of the relevant 
frequency exceeds a certain value (such as one fifth of the relevant frequency in previ-
ous iteration), the structure will be recovered back to the design of last iteration and a 
second element group will be removed with second largest sensitivity numbers. In case 
a localized mode is again detected, the RAE will alternatively delete a further element 
group with smaller sensitivity numbers than the previous ones. This automatic trial-
detection procedure will iterate until finally no localized mode is captured, namely no 
sudden drop of the relevant frequency is detected. In this way, the RAE ensures appro-
priate removal of inefficient elements. 
An example is shown here to demonstrate the procedure of removing alternative ele-
ment groups. Figure 7.4 shows a two-bar-frame to be reinforced for the 1st natural fre-
quency, the initial frame is plotted in red and the green area is the admissible domain 
for the reinforcement. An intermediate iteration from this reinforcement example is 
shown in Fig. 7.5, where the activation of RAE with three trials is presented; after the 
two broken supporting bars have been recovered, the program starts to remove mate-
Chapter 7  Frequency periodic design 
146 
rial from other areas near the bottom automatically according to the sensitivity number 
ranking. 
 
Fig. 7.4 A two-bar frame structure with boundary conditions 
 
60th iteration 
2
1ω =0.187 
(a) 
 
61st iteration – 1st trial 
2
1ω =7.92×10-2 
(b) 
 
61st iteration – 2nd trial
2
1ω =-1.16×10-13 
(c) 
 
61st iteration – 3rd trial 
2
1ω =0.169 
(d) 
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Fig. 7.5 The evolution from the 60th iteration to the 61st iteration for reinforcement: (a) 
before removing element; (b) the 1st trial; (c) the 2nd trial; (d) the 3rd trial. 
7.3.2 Eliminating singular and unstable components 
Singular elements will create numerical errors in solving the eigenvalue problem. Sin-
gle-hinged elements are those connected to other solid parts of the structure with only 
one node where localized modes may be explicitly detected. An example is shown in 
Fig. 7.6 to demonstrate the two types of elements. These two types of elements should 
be eliminated.  
 
Fig. 7.6 Example of removing single-hinged elements 
A singularity and single-hinge elimination (ESS) mechanism is performed on the in-
termediate topologies. See the example in Fig. 7.6, the number of connected elements 
nc for every node and sumc as the summation of nc’s in one element can be also easily 
calculated based on the FE mesh. An element with sumc equal to the number of its 
nodes demonstrates singularity; an element with sumc equal to its number of nodes 
plus one indicates a single-hinge. These two kinds of elements are then switched to 
void. This ESS acts before solving for eigenvalues and provides a simple but efficient 
action complementary to the RAE which increases computation cost once activated. 
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7.4 Procedure summary 
The procedure of the proposed method can be summarized as follows: 
1. Discretize the design domain using FE meshing with given boundary and loading 
conditions. Divide the design domain into a prescribed number of unit cells. 
2. In case of frequency optimization, solve the eigenvalue problem of the current de-
sign; in case of frequency-stiffness optimization, solve the eigenvalue problem and 
additionally perform a static analysis on the current design. Launch the RAE if a 
sudden drop of the relevant frequency is detected.  
3. Calculate element sensitivity numbers. Filter and history-average element sensitiv-
ity numbers. Obtain element sensitivity numbers for the representative unit cell by 
averaging sensitivity numbers of all unit cells according to Eq. (7.18). 
4. Rank the element sensitivity numbers in the representative unit cell, determine the 
target volume of the current iteration and the threshold for element addi-
tion/removal (Huang and Xie 2007). 
5. Remove elements whose sensitivity numbers are above the threshold and re-admit 
void elements with sensitivity numbers below the threshold. Execute the singular-
ity and single-hinge elimination (ESS). 
6. Check the remaining volume. 
7. Repeat steps 2 to 6 until the volume constraint Eq. (7.2) is satisfied and the conver-
gence criterion (see Chapter 3) is satisfied. 
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Fig. 7.7 Flowchart of the proposed method 
7.5 Numerical examples 
Note that the present method is able to act as a post-processor to commercial FEA 
software packages, the eigenvalue problem and static analysis are solved through 
ABAQUS/Standard for all the examples presented herein. Before the examples are 
demonstrated to examine the periodic frequency optimization method, one example 
without periodic constraint is shown to examine the present method.  
7.5.1 A clamped plate with non-designable heavy central part 
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Fig. 7.8 A clamped plate with non-designable heavy part in the centre: design domain 
and boundary conditions 
Figure 7.8 shows a plate clamped along four edges, in the centre there is a square area 
of heavy material with density one hundred times so much of the rest of the plate. The 
objective of this example is to maximize the 1st frequency with a volume constraint of 
50% material remaining. The plate has a thickness of 0.01 m and is discretized into 
40×40 plate elements with 6×6 non-designable elements in the central square marked 
in red in Fig. 7.8. The density of the central square is 800000 kg/m3, while the rest of 
the plate has a density of 8000 kg/m3. Other material properties are: Young’s modulus 
E = 2×1011 Pa and Poisson’s ratio υ = 0.3. The filter radius rmin = 2 m and the evolu-
tionary ratio ER = 1% which controls the volume variation between two iterations. The 
evolutionary histories for the volume fraction and the 1st frequency together with some 
of the intermediate designs are plotted in Fig. 7.9. After an iterative procedure a final 
convergent solution is obtained in Fig. 7.10. 
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Fig. 7.9 Evolutionary history with intermediate designs 
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(a) 
 
(b) 
Fig. 7.10 Optimization of the clamped plate: (a) final optimized topology; (b) the 1st 
mode shape of the plate. 
It is straightforward to remove the central part of the plate in order to increase its 1st 
frequency which can be observed from the earlier intermediate designs – the program 
tries to dig holes in the middle area, although the central non-designable square re-
mains. However this would obviously create a very soft area in the centre. After the 
objective volume is reached, the program tries to strengthen the central sub-structure 
by introducing material into that area, at the same time the 1st frequency goes up ac-
cordingly; finally the design converges to a solution with a much higher 1st frequency 
than previously when the objective volume is first reached – this strongly demonstrates 
the advantage of the solution-convergence and outperforms the previous non-
convergent ESO/BESO methods which will stop when the objective volume is reached 
and fail to find better solutions without the ability to converge. 
According to the sensitivity number ranking, the program always tends to remove ma-
terial from the centre of the plate. However the non-designable square cannot be re-
moved. Therefore the program tries to remove material around the non-designable 
square instead. As a consequence, the central square often becomes singular. Once this 
singularity is detected, the RAE control is automatically activated to prevent erroneous 
mode-shapes or numerical errors when solving the eigenvalue problem. Figure 7.11 
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explains the procedure of RAE for the 18th iteration. After the 1st trial of evolution, the 
program detect a sudden drop of eigenvalue from 6.97×10-2 to -4.22×10-12 due to the 
complete singularity of the central square, then the program recovers the design of the 
17th iteration and remove another group of elements ranked below those removed in 
the 1st trial; as a result, the central square is connected again with the rest of the plate 
while the total material is still decreased. 
 
17th iteration 
2
1ω =6.97E-2 
18th iteration – 1st trial 
2
1ω =-4.22E-12 
18th iteration – 2nd trial 
2
1ω =6.82E-2 
Fig. 7.11 A demonstration of removing alternative elements 
This example demonstrates the ability of the proposed method in obtaining a conver-
gent final solution by bi-directional evolution and in removing alternative elements 
adaptively once the chasing of the relevant eigenmode is violated. 
7.5.2 A 2D double-clamped beam 
 
Fig. 7.12 A double-clamped 2D beam 
Figure 7.12 shows a 2D beam clamped at both ends. Note that the concentrated load 
acting at the middle top will not affect solving for the eigenvalues but is needed for the 
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frequency-stiffness optimization shown later in this example. The thickness of this 
structure is 1m and is built with the following material: density ρ=8000kg/m3, Young’s 
modulus E=2×1011Pa and Poisson’s ratio υ=0.3. The beam is discretized into 120×40 
four-node quadrilateral elements. The filter radius rmin=1m is used throughout this ex-
ample. 
• Frequency design of the beam 
The 1st natural frequency of the beam is maximized and the objective volume fraction 
is set as 75% as the volume constraint. The periodic constraint of 2×1 cell mode is ap-
plied, i.e. two unit cells in the horizontal direction and one unit cell in the vertical di-
rection. The example starts first from the initial full design that holds all the material in 
the design domain, and then the volume fraction decreases gradually during evolution. 
The evolutionary histories for the volume fraction and the 1st frequency together with 
some of the intermediate designs and the final design are plotted in Fig. 7.13. 
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Fig. 7.13 Evolutionary histories for the 2D beam from the initial full design 
In some iterations, the objective function does not increase, but decreases actually. 
This seems a contradiction with the goal of maximizing the 1st frequency. The reason 
behind is found in this way: after sensitivity number averaging on the basis of Eq. 
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(7.18), even the highest group of element sensitivity numbers in the RUC happens to 
be negative; as the volume fraction is not yet satisfied, those elements are removed in 
order to meet the volume constraint; according to the sensitivity number definition, 
removal of elements with negative sensitivity numbers leads to decrease in the objec-
tive function. Therefore the final design is the resulted optimum compromising the 
periodic constraint. 
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(b) 
Fig. 7.14 Optimization of the 2D beam from an initial guess design: (a) initial design; (b) 
evolutionary histories 
Another optimization run from a guess (non-full) design with initial 75% volume frac-
tion is carried out as a complement and defends the present method. This initial guess 
design shown in Fig. 7.14a has the 1st frequency of 109.92 rad/s and is completely dif-
ferent from the previous optimum in Fig. 7.13. The evolutionary histories for the 1st 
frequency and subsequent ones are shown in Fig. 7.14b together with some intermedi-
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ate designs. A small drop of the volume fraction around the 74th iteration happens due 
to the execution of ESS which, regardless of the target volume in those iterations, ad-
ditionally deletes highly unstable parts while removing the small bars in the middle 
holes. During the evolution as material is simultaneously being added into and re-
moved from the structure in order to retain the unchanged volume fraction, the 1st fre-
quency is always going up until finally it converges to 234.13rad/s, which is 213% so 
much of that of the initial guess design. This final topology is seen to be the same with 
that started from the initial full design in Fig. 7.13. 
So far this example shows the proposed method’s capability of effectively searching 
for the optimum in bi-directions; even started from an arbitrary guess design, the pre-
sent method still tries to produce the same optimum. 
• Frequency-stiffness design of the beam 
A further trial on the 2D beam under the 3×1 cell mode considers both the frequency 
and stiffness as sub-objectives with the same volume constraint of 75% volume frac-
tion. The concentrated load is used to calculate the mean compliance. The weighted 
factors for both items in the objective function are α =0.5 for the 1st eigenvalue and 
β =0.5 for the mean compliance. For comparison, two designs with 0.0,0.1 == βα  
and 0.1,0.0 == βα  are introduced with the same cell mode and volume fraction. 
5.0,5.0 == βα  
1ω =206.44rad/s, C=2.346×10-7N×m
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0.0,0.1 == βα  
1ω =210.27rad/s, C=4.369×10-7N×m
0.1,0.0 == βα  
1ω =203.27rad/s, C=2.329×10-7N×m
Fig. 7.15 The final optimal designs with different objectives for cell mode 3×1 
Figure 7.15 shows all the final optimal designs. The frequency-stiffness design with 
5.0=α  and 5.0=β  is seen to be the combination of the other two. The frequency-
stiffness design has the 1st frequency only 1.8% lower compared with the frequency 
design, but reduces the mean compliance by 46%. It can be predicted that by choosing 
different combinations for α  and β , more different final solutions can be obtained 
with different emphases on the 1st eigenvalue and the stiffness respectively. The fre-
quency-stiffness design is able to find a good balance compromising both the 1st fre-
quency and the stiffness. 
• Different cell modes 
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Fig. 7.16 Optimal frequency designs with different cell modes for the beam 
Several tries with different cell modes are made on the 2D beam with the same volume 
constraint. The performances of the optimal designs with the maximized 1st frequency 
are plotted in Fig. 7.16. One can see that as the cell number increases, the 1st frequency 
decreases accordingly – it drops by 32% from the 1×1 cell mode, where namely no 
periodic constraint applies, to the 6×1 cell mode. The reason is that the searching of 
the optimum is confined by the periodic constraint within a smaller solution space, 
where often only worse optima can be found. However the difference in the 1st fre-
quency between two adjacent cell modes becomes smaller with increasing cell modes 
and the 1st frequency tends to converge around 204.0rad/s. 
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Fig. 7.17 Optimal frequency-stiffness designs with different cell modes for the beam 
Frequency-stiffness optimal designs with both weighted factors of 0.5 under the same 
six cell modes are plotted in Fig. 7.17. Again with the cell mode increasing, the non-
dimensional overall objective function decreases and the 1st frequency drops. On the 
other hand, the 1st frequencies compare very well with those of corresponding fre-
quency designs for larger cell modes, also the topologies have more in common as 
well. As the periodic constraint becomes more dominant in the optimization problem 
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with increasing cell modes, the optimization objective accordingly plays a less impor-
tant role and affects less on the final solution. Therefore the difference between solu-
tions with different objective functions becomes smaller. 
7.5.3 Three dimensional spatial shell structures 
The present method is easy to extend to 3D periodicity following the same principle. 
In three dimensions, periodicity can have diverse modes so that periodic topology op-
timization can produce creative and attractive optimal designs under different situa-
tions. Periodicity can be made by duplicating repetitive patterns in translational or any 
arbitrary directions. 
• A periodic shell bridge design 
 
Fig. 7.18 An arched circular-cross-sectional foot bridge 
This example deals with the periodic optimal design for a foot bridge of 3D shell with 
circular cross-section along a 45-degree arch axis shown in Fig. 7.18. The proposed 
foot bridge is fixed at both ends connecting two buildings and a distributed loading of 
3000N/m2 is vertically placed on the non-designable deck. The shell has a thickness of 
0.1m and the material used is conventional steel: density ρ=8000kg/m3, Young’s 
modulus E=2×1011Pa and Poisson’s ratio υ=0.3. The bridge model excluding the deck 
is discretized into 180 (in axial direction, defined as the 1st direction) × 120 (along the 
cross-sectional perimeter, defined as the 2nd direction) shell elements (type “S4” in the 
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ABAQUS element library). The objective volume fraction is 60% of the designable 
shell. Note that the non-designable deck is not considered in the optimization, i.e. the 
optimization constraints (volume and periodicity) are not active on the deck and ele-
ments on the deck are frozen. 
3×6 4×6 
Perspective Perspective 
Side Side 
Top Top 
Fig. 7.19 Final optimal frequency designs of the periodic shell bridge 
Optimal frequency designs with cell modes of 3 (1st direction) × 6 (2nd direction) and 
4×6 with the maximized 1st frequency are plotted in Fig. 7.19. The evolutionary his-
tory is shown in Fig. 7.20 for the 3×1 design. In some iterations when the 2nd fre-
quency gets near the 1st one, the two eigenmodes are considered multiple and evolve 
together. The 1st frequency drops during the process as the price paid for the topology 
periodic constraint which generally sacrifices the objective function as discussed ear-
lier; therefore the obtained topology is the optimal one satisfying periodic constraints 
and generally outperformed by those under less or no constraints.  
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Fig. 7.20 Evolutionary history of the frequency design of the 3×1 periodic shell bridge 
As an alternative solution, Fig. 7.21 shows the topology of the optimal 3×1 frequency-
stiffness design with both weighted factors of 0.5. By close surveying, this design is 
highly close to the frequency design – this is the consequence of the heavy periodic 
constraint which becomes dominant and reduces the difference caused by objective 
functions. 
 
Fig. 7.21 Optimal 3×6 frequency-stiffness design of the shell bridge 
Pure periodicity can be identified in the final solutions. Figure 7.22 shows three unit 
cells along the perimeter direction and of the same section in the axial direction for the 
3×1 optimal frequency design. For clearer demonstration, the three cells are off-set 
from each other and marked in blue, green and red respectively. Due to the arc path in 
the 2nd periodic direction, the three unit cells are different from each other though they 
have consistent meshings; however the unit cells of the same section in the 1st periodic 
direction are identical over all along the 2nd periodic direction, e.g. the unit cell 1st×1st 
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are identical to unit cells 1st×2nd, 1st×3rd, 1st×4th, 1st×5th and 1st×6th. Therefore all the 18 
unit cells are covered by only three patterns represented by those three in Fig. 7.22. 
Front view 
 
Perspective view 
Fig. 7.22 Three unit cells of the optimal 3×6 bridge design 
Diverse patterns can be created by introducing regular off-sets between every two cells 
into the periodicity; the off-set effect can be again in translational or any curved direc-
tions. In some cases, it is meaningful to make a twisted periodic design which is effi-
cient in bearing unexpected loadings from different directions. This effect can be real-
ized by defining an angular off-set between every two adjacent cells along the axial 
direction. Figure 7.23 gives a graphical description of the 3×1 twisted design with an 
angular off-set of 18 degrees per cell along the axial direction. Again the angular off-
set is an extra constraint added to the optimization problem and is realized based on 
sacrificing part of the performance. Furthermore, twisted periodic designs can also 
provide impressive visual impact which is valuable from architectural point of view, 
and on the other hand still follows the principles of mechanics at the same time. 
Perspective 
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Side 
Top 
Fig. 7.23 Twisted optimal design with angular off-set for the shell bridge 
• A ring-shaped shell roof design 
Periodicity for three dimensional structures can be also made on projection onto a cer-
tain plane so thus a 2D periodicity is demonstrated by 3D objects. 
 
Fig. 7.24 A ring-shaped shell roof 
Figure 7.24 shows an initial design of a ring-shaped shell roof which is clamped along 
the outer perimeter. The circular periodicity of its projection on the X-Y plane is added 
in searching for the optimal design with the maximized 1st frequency. The thickness of 
the shell is 0.1m and the following material is used: density ρ=8000kg/m3, Young’s 
modulus E=2×1011Pa and Poisson’s ratio υ=0.3. The initial design of the roof is discre-
tized into 360 (in perimeter direction, defined as the 1st direction) × 40 (in the radial 
direction, defined as the 2nd direction) shell elements (type “S4” in the ABAQUS ele-
ment library) as shown in Fig. 7.24. A volume fraction of 75% acts as a constraint in 
the optimization procedure. 
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6×1 (22.61rad/s) 6×2 (20.30rad/s) 6×4 (19.62rad/s) 
Fig. 7.25 Top views of final optimal designs subject to different periodic constraint 
The optimal frequency designs with different cell modes of 6×1, 6×2 and 6×4 are ob-
tained shown in Fig. 7.25. It is found that by 6×2 and 6×4, holes in the radial direction 
have not identical shapes despite the periodicity condition; this is caused by the differ-
ent sizes of corresponding elements in different unit cells along the radial direction, 
therefore those holes are identical in terms of finite element meshing but not really in 
size. Again one can see that the relevant frequency of the optimal design goes down 
with increasing cell modes. 
7.6 Conclusions 
The present method deals with the periodic topology optimization problem for fre-
quency. Frequency optimization and frequency-stiffness optimization are formulated 
for periodic continuum structures at the macro scale. A representative unit cell (RUC) 
is created with the mean values of element sensitivity numbers from all unit cells; the 
evolution of the RUC is then duplicated into all unit cells and the periodicity of the 
topology is realized. Numerical instabilities are solved by removing alternative ele-
ments in case of localized modes and eliminating singularity and single-hinges.  
Several numerical experiments are carried out to examine the present method for pro-
ducing optimum frequency designs. Results indicate that an optimal design is affected 
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by the cell mode and the definition of the unit cell. For frequency maximization prob-
lems, the periodicity constraint as an extra constraint added to the optimization prob-
lem, will commonly reduce the objective frequency (and/or increase the mean compli-
ance). With a large enough cell mode defined in a certain design domain, the periodic 
constraint becomes dominant in the optimization problem and controls the frequency 
and the topology of the final solution. Numerical experiments show that the proposed 
approach is capable of effectively solving for periodic topology optimization for fre-
quencies and producing diverse patterns of periodicity. 
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Chapter 8 Frequency periodic design using soft-kill BESO  
The BESO method for frequency optimization presented in last chapter is a heuristic 
hard-kill approach. An alternative to this problem with rigorous formulation is worth 
investigating. A more mathematically established soft-kill BESO approach is pre-
sented in this chapter for frequency optimization based on the Solid Isotropic Material 
with Penalization (SIMP) model. When the natural frequencies of considered struc-
tures are maximized using the SIMP model, artificial localized modes may occur in 
areas where elements are assigned with the lower density values. A modified SIMP 
model is developed to effectively avoid the artificial modes. Based on this model, a 
new bi-directional evolutionary structural optimization (BESO) method combining 
with rigorous optimality criteria is developed for topology frequency optimization 
problems. Numerical results show that the proposed BESO method is efficient and 
convergent solid-void or bi-material optimal solutions can be achieved for a variety of 
frequency optimization problems of continuum structures. 
Much of the material in this chapter is derived from the work (Huang et al. 2009) that 
the PhD candidate co-authored. 
8.1 Introduction 
Topology optimization of structural layout has great impact on the performance of 
structures and has been extensively studied in last several decades. Several optimiza-
tion methods such as the homogenization method (Bendsøe and Kikuchi 1988), the 
solid isotropic material with penalization (SIMP) method (Zhou and Rozvany 1991; 
Rozvany et al. 1992; Sigmund and Peterson 1998; Ritz 2001; Bendsøe and Sigmund 
2003), the evolutionary structural optimization (ESO) method (Xie and Steven 1993; 
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1997), and the level set technique (Sethian and Wiegmann 2000; Wang et al. 2003) 
have been developed in this context. In the view of the computational efficiency and 
easy implement, the SIMP and ESO methods become two most popular numerical FE-
based optimization methods. 
Instead of defining microstructural composites in the homogenization method, the 
SIMP technique directly treats the material density of each element as the design vari-
able which may vary continuously from 0 (void) to 1 (solid). Meanwhile, the proper-
ties of intermediate densities are artificially penalized with respect to the objective 
function, such as the SIMP model in the minimization compliance problems. With a 
big penalty factor, a nearly solid-void optimal solution can be obtained according to 
the given optimization algorithm such as the optimality criteria (OC). 
The ESO method was first proposed by Xie and Steven (1993) in the early 1990s. The 
basic concept of ESO is that by slowly removing inefficient materials, the residual 
shape of the structure evolves into an optimum. Its later version, bi-directional ESO 
(BESO) not only enables material to be removed, but also to be added simultaneously 
(Yang et al. 1999a; Querin et al. 2000). However, removing elements appears to be 
rather irrational because the design variables (elements) could be eliminated from to-
pology optimization problems. Therefore the original ESO/BESO methods are purely 
heuristic ways to search for the best solution from a large number of solutions gener-
ated during the optimization process. Sometimes, one may get quite absurd results if 
the tuning parameters are not set optimally (Rozvany and Querin 2002). It is noted that 
the hard-kill BESO for frequency optimization presented in last chapter is also a heu-
ristic approach since the sensitivity for void elements comes from an assumption, al-
though it has the convergence mechanism to avoid the need to “pick” the best solution 
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like the previous ESO/BESO methods. This justifies the need for further investigation 
of BESO for frequency optimization in an alternative but rigorous way which is to be 
presented in this chapter. 
Rozvany and Querin (Rozvany 2008) suggested a Sequential Element Rejection and 
Admission (SERA) method combining with the rigorous optimality criteria. In this 
method, the void elements were replaced by soft elements with a very low density. 
However, the algorithm implies the penalty factor 1=p  which corresponds to the 
well-known variable thickness problem rather than the topology optimization problem. 
Recently, Huang and Xie (2007; 2009) developed a new BESO algorithm utilizing the 
material interpolation scheme and the design variables are restricted to discrete values 
1 and minx  (e.g. 310− ) which correspond to solid and soft elements respectively. Com-
bining with rigorous optimality criteria, the new BESO algorithm obtains convergent 
optimal solutions for stiffness optimization problems.  
Frequency optimization is of great importance in many engineering fields e.g. aero-
nautical and automotive industries. Comparing with a large number of papers for stiff-
ness optimization, fewer papers have been concerned with frequency optimization 
problems using the homogenization method (Tenek and Hagiwara 1994; Ma et al. 
1995) or the SIMP method (Kosaka and Swan 1999; Pedersen 2000; Du and Olhoff 
2007). However, the SIMP model has been proven unsuitable for frequency optimiza-
tion due to artificial localized modes in lower mass areas (Pedersen 2000). Therefore, 
the modified SIMP model using a discontinuous function has been proposed and ap-
plied successfully to solve the frequency optimization problems (Pedersen 2000; Du 
and Olhoff 2007). Obviously, it is almost impossible to directly apply this discontinu-
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ous material interpolation scheme to the BESO method using two discrete design vari-
ables only. 
Previous work of ESO/BESO methods on frequency optimization can also be found in 
several papers (Xie and Steven 1996; Zhao et al. 1997; Yang et al. 1999b). Due to di-
rectly eliminating elements from the design domain, the original ESO/BESO success-
fully avoids the occurrence of localized modes in lower density area (not weak areas in 
pure 0-1 designs) due to material interpolation and provides useful investigations into 
searching for optimal solutions in a purely heuristic way. However, the above men-
tioned deficiencies of the original ESO/BESO still exist in frequency optimization 
problems and more critical comments can also be found in the recent publication by 
Rozvany and Querin (2002). Generally, elements acting as the design variables can not 
be directly eliminated from the design domain unless soft elements are totally equiva-
lent to void elements (Rozvany 2008; Huang and Xie 2009). In other words, for a new 
topology optimization problem, it may be more reliable to develop a soft-kill BESO 
method and then explore the possibility of hard-killing elements. Following this rou-
tine, the BESO method is developed (Huang et al. 2009) with solid and soft elements 
for frequency topology optimization problems in the present chapter.  
8.2 Problem statement and material interpolation scheme 
8.2.1 Topology optimization problems 
In the finite element analysis the dynamic behaviour of a continuum structure can be 
represented by the following general eigenvalue problem 
0uMK =− nn )( 2ω          (8.1) 
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where K is the global stiffness matrix and M  is the global mass matrix. nω  is the nth 
natural frequency and nu  is the eigenvector corresponding to nω . The natural fre-
quency nω  and the corresponding eigenvector nu  are related to each other by Rayleigh 
quotient 
n
T
n
n
T
n
n Muu
Kuu=2ω          (8.2) 
Here, considered are the topology optimization problems for maximization of the nth 
natural frequency of vibrating continuum structures. For a solid-void design, the opti-
mization problem can be stated as 
Maximize: nω        
Subject to: 0
1
* =−∑
=
N
i
ii xVV , 1orminxxi =       (8.3) 
where iV   is the volume of an individual element and *V  the prescribed structural vol-
ume. The binary design variable ix  denotes the density of the ith element and small 
value minx  (e.g. 610− ) is used to denote a void element. 
Sometimes, one may seek the optimal distribution of bi-materials where the Young’s 
modulus and density are E1 and 1ρ  for stiffer material and E2 and 2ρ  for softer mate-
rial. The corresponding optimization problem can be stated as 
Maximize: nω        
Subject to: 0
1
*
1 =−∑
=
N
i
ii xVV , 1or0=ix       (8.4) 
where *1V  denotes the prescribed volume of stiffer material. 0=ix  and 1=ix  denote 
softer elements and stiffer elements respectively. 
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8.2.2 Material interpolation scheme 
To obtain the gradient information of the design variable, it is necessary to interpolate 
the material between minx  and 1. A popular material interpolation scheme is the so-
called power-law penalization model (the SIMP model). For the solid-void design, the 
material density and Young’s modulus are functions of the design variable ix  as 
1)( ρρ ii xx =           (8.5a) 
1)( ExxE pii =   ( 10 min ≤≤< ixx )      (8.5b) 
where 1ρ  and 1E  are the density and Young’s modulus of solid material. However, the 
above SIMP model can not be directly applied to the frequency optimization problems 
(Pedersen 2000). The main reason is that the extremely high ratio between penaliza-
tion on mass and stiffness for small values of ix  causes the artificial localized modes 
in these low-density regions. One idea to prevent this phenomenon is to keep the ratio 
between mass and stiffness for minx  as 
1
minmin )( ρρ xx =          (8.6a) 
1
minmin )( ExxE =          (8.6b) 
Then, the material interpolation scheme can be expressed by 
1)( ρρ ii xx =           (8.7a) 
1
min
minmin )1(
1
)( Exx
x
xxxE pi
p
ip
p
i ⎥⎦
⎤⎢⎣
⎡ +−−
−=   ( 10 min ≤≤< ixx )  (8.7b) 
Figure 8.1 shows the current model for several values on p with 01.0min =x . Obviously, 
the current model infinitely approaches the original SIMP model when minx  tends to 0. 
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Using the current material interpolation scheme, a hard-kill BESO method may be es-
tablished by assuming that minx  tends to 0 and will be further discussed later. 
 
Fig. 8.1 The current material interpolation scheme when 01.0min =x . 
The derivates of the global mass matrix M and stiffness matrix K for the finite element 
analysis behind the optimization can be calculated by 
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where  1iM  and 1iK  are the elemental mass matrix and stiffness matrix for solid ele-
ments. 
For the bi-material problem, the material interpolation scheme can be expressed as 
(Bendsøe and Sigmund 1999) 
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where 1ρ  and 1E  denote the density and Young’s modulus for the stiffer material and 
2ρ  and 2E  denote the density and Young’s modulus for the softer material respec-
tively. In such a case, the derivates of the global mass matrix M and stiffness matrix K 
are 
21
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Where 1iM  and 2iM  are the element mass matrices corresponding to the stiffer and 
softer elements, and 1iK  and 2iK  are the element stiffness matrices for stiffer and softer 
elements respectively.  
8.3 Sensitivity calculation 
8.3.1 Sensitivity under one-material structure 
According to Eq. (8.2), the sensitivity of the objective function nω  can be expressed 
by 
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With the help of the vibration Eq. (8.1), the above equation can be simplified as 
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Substituting the derivates of the matrices K and M and assuming that the eigenvector 
nu  is normalized with respect to the mass matrix M, the sensitivity of the nth natural 
frequency for solid-void designs can be found as 
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In the bi-directional evolutionary structural optimization method, only two discrete 
values minx  for void elements and 1 for solid elements are used. The sensitivity used in 
the evolutionary structural optimization denotes the relative ranking of elemental sen-
sitivities (Huang and Xie 2009). Therefore, the sensitivities for solid and void elements 
are expressed explicitly as 
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When minx  tends to 0, the sensitivity can be simplified by 
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It should be noted that minxxi =  is still used for void elements rather than 0=ix  be-
cause the components of the eigenvector nu  in void elements cannot be found once 
those elements are totally eliminated from the design domain. As a result, it is hard to 
develop a sophisticated hard-kill BESO method using the current material interpola-
tion scheme.  
8.3.2 Sensitivity under bi-material structure 
Similarly, the sensitivity of the nth natural frequency for bi-material structures is  
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and the sensitivities for bi-material structures are 
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8.3.3 Sensitivity with periodic constraint 
In order to fulfil the periodicity of topology, element updating (removal/addition) in 
the representative unit cell (RUC) discussed in Chapter 4 is applied here. In the RUC, 
the element sensitivities iα  obtain the averaged values from corresponding elements 
over all the m unit cells as 
∑
=
=
m
i
jij m 1
,
1 αα          (8.18) 
where ji,α  is the sensitivity of the jth element in the ith unit cell. Again every unit cell 
needs to have consistent finite element meshes for creating a consistent RUC. Further, 
in cases where the structure cannot be discretized into equally-sized elements, the sen-
sitivity density is used. 
j
j
j V
αα =ˆ           (8.19) 
where jαˆ  is the sensitivity density and Vj is the element volume. See Chapter 4 for 
details. 
8.4 Numerical implementation 
Topology optimization usually encounters checkerboard and mesh-dependency prob-
lems. To circumvent those problems, the mesh-independence filter scheme (Huang and 
Xie 2007; Huang and Xie 2009) is used by averaging the element sensitivity with its 
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neighbouring elements based on image-process techniques. Details of the filter are 
given in earlier chapter. 
On the other hand, the BESO algorithm using above sensitivity is hard to converge 
because the sensitivity are calculated based on the different status of elements (1 or 
minx ). Therefore the history-averaging mechanism (Huang and Xie 2007) is used to 
improve the solution convergence by taking into account the sensitivity history infor-
mation. Details for sensitivity history averaging are given in earlier chapter. 
Obviously, the ideal optimality condition is that the sensitivities of all elements remain 
the same if no restriction is imposed on the design variables. As the design variables 
are restricted to be either minx  or 1, the optimality criterion for maximizing the nth 
natural frequency can be described as that the sensitivities of solid elements are always 
higher than those of soft elements. Therefore, an update scheme is derived for the de-
sign variables ix  by changing from 1 to minx  for elements with lowest sensitivities and 
from minx  to 1 for elements with highest sensitivities.  
The iterative procedure for the proposed evolutionary topology optimization approach 
is depicted in a flow chart as Fig. 8.2. Generally, BESO starts from the full design and 
gradually decreases the total volume of the structure using an evolutionary rate ER  
which defines the ratio between the volume decrease and the volume of the current 
design. At the same time, the addition volume is restricted by the maximum addition 
ratio maxAR  which defines the ratio between the maximum allowable addition volume 
and the volume of the current design. Once the prescribed volume is achieved, the vol-
ume of the design remains constant. The whole evolutionary procedure is stopped 
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when the solution is convergent. The details about the BESO procedure may be also 
referred to Chapter 3 or the paper (Huang and Xie 2009). 
 
Fig. 8.2 Flow chart of the proposed BESO procedure. 
8.5 Numerical examples 
In this section, numerical examples of the soft-kill BESO algorithms for topological 
frequency optimization of normal (non-periodic) structures are demonstrated and dis-
cussed, followed by further examples for applications for periodic structures using the 
present algorithms. 
8.5.1 2D non-periodic beams 
• Beam with simply supported ends 
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In this example, the fundamental frequency of a beam-like 2D structure shown in Fig. 
8.3 is maximized for a prescribed material volume fraction %50=fV  (Du and Olhoff 
2007). The beam with dimensions 8m×1m is simply supported at both ends. The de-
sign domain 8m×1m is equally divided into 320×40 four-node plane stress elements. 
The material is assumed with Young’s modulus 10=E MPa, Poisson’s ratio 3.0=v , 
and mass density 1=ρ Kg/m2. 
 
Fig. 8.3 Design domain of the simply-supported beam 
BESO starts from the full design and gradually decreases the total volume of the struc-
ture using an evolutionary rate %2=ER  and %2max =AR . The design variable ix  is set 
to be either 1 or 6min 10−=x  and the filter radius 075.0min =r m. The penalty factor 
0.3=p  is used in calculating sensitivities. Figure 8.4 shows evolutionary histories of 
the first three natural frequencies and volume fraction. Generally, the first natural fre-
quency increases and the second and third natural frequencies decrease as the volume 
fraction decreases. It is noticed that the first and second frequencies become close at 
later stages, which is referred to as a multimodal case. However, the sensitivity of the 
multiple frequencies is not unique because of the lack of usual differentiability proper-
ties of the subspace spaned by the eigenvectors associated with multiple frequencies 
(Seyranian et al. 1994). In BESO a simple way to solve this problem is to taking aver-
age of the two sensitivities (Yang et al. 1999b).  It can see from Fig. 8.4 that the first 
natural frequency is convergent to an almost constant value when the volume fraction 
remains constantly at the final stages.  
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The optimal design is given in Fig. 8.5 with a fundamental frequency 5.1711 =ω . The 
first two eigenmodes and their corresponding natural frequencies of the optimal design 
are given in Fig. 8.6.  It is noted that the above optimal topology and its natural fre-
quencies and eigenmodes agree well with the results from Du and Olhoff (2007) using 
the extended SIMP method. It has been verified by Du and Olhoff (2007) that the 
above first natural frequency of the present optimal topology is much higher than that 
using the mean-eigenvalue approach (Ma et al. 1995). 
 
Fig. 8.4 Evolutionary histories of the first three natural frequencies and volume fraction. 
 
 
Fig. 8.5 Optimal topology for maximizing the first natural frequency. 
(a) 
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(b) 
Fig. 8.6 The first two eigenmodes of the optimal design: (a) the first eigenmode and 
5.1711 =ω ; (b) the second eigenmode and 3.1732 =ω .  
• Beam with clamped ends 
The beam of dimensions 14cm×2cm is clamped on both sides as shown in Fig. 8.7. 
Young’s modulus is assumed 100=E N/cm2, Poisson’s ratio 3.0=v , mass density 
610−=ρ Kg/cm2. A concentrated nonstructural mass 5104.1 −×=M Kg is placed at the 
centre. The design domain is discretized with  280×40 four-node plane stress elements. 
The BESO parameters are %2=ER , %2max =AR , 15.0min =r cm and 0.3=p . 
 
Fig. 8.7 Design domain of the clamped beam with concentrated mass. 
First, the design objective is to maximize the fundamental frequency of the solid-void 
structure with 50% material of the design domain. The void elements are denoted by 
small design variables 6min 10−=x . Figure 8.8(a) shows the solid-void optimal design 
obtained using the topology optimization technique presented here. Both topology and 
fundamental frequency are convergent after 55 iterations. The fundamental frequency 
of the resultant topology is 7.331 =ω . 
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Next, the fundamental frequency of the bi-material structures is maximized. The stiffer 
material is the same as that used for optimization with a single-material and the weak 
material has properties 20=E N/cm and 710−=ρ Kg/cm2. The volume fraction of the 
stiffer material is also set as 50% volume of the whole design domain. The final solu-
tion is obtained after 44 iterations and the resultant topology is shown in Fig. 8.8(b) 
where black and gray elements denote the stiffer and softer materials respectively. The 
fundamental frequency of the optimal design is 37.1.   
 
(a) 
 
(b) 
Fig. 8.8 Optimal designs for the clamped beam: (a) solid-void optimal design with 
7.331 =ω ; (b) bi-material optimal design 1.371 =ω . 
• Discussion 
For hard-kill BESO, the two beam examples are dangerous ones. According to the 
hard-kill sensitivities formulated for solid elements, the element removal will easily 
lead to a consequence that the beams (especially for the one with a non-structural mass) 
are completely broken into separated parts – therefore in the hard-kill BESO an extra 
mechanism of RAE (checking the sudden decrease of the objective function) is pro-
posed to protect the objective which however increases the computational cost signifi-
cantly. On the other hand, the soft-kill BESO (although its soft-kill nature increases 
the FEA time consumption) has shown its ability to avoid the breaking caused by heu-
ristic evolution through this example. 
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8.5.2 2D periodic beam 
This example concerns the periodic design of the first beam in last example with sim-
ple supports. The target volume fraction is 50% and the 1st frequency is to be maxi-
mized under two periodicity modes: 2×1 and 4×1. To evaluate the soft-kill method, 
comparisons with the optimal design from the hard-kill BESO (presented in last chap-
ter) are presented in the following. 
• 2×1 periodicity 
The evolutionary histories for the volume fraction and the first two natural frequencies 
are plotted in Fig. 8.9. The final optimal design together with the comparing design 
from hard-kill method is shown in Fig.8.10. 
0.00E+00
1.00E+02
2.00E+02
3.00E+02
4.00E+02
5.00E+02
6.00E+02
1 5 9 13 17 21 25 29 33 37 41 45 49 53
Iteration
Fr
eq
ue
nc
y 
(R
ad
/s
)
0.0%
10.0%
20.0%
30.0%
40.0%
50.0%
60.0%
70.0%
80.0%
90.0%
100.0%
Vo
lu
m
e 
Fr
ac
tio
n
1st Natural frequency
2nd Natural frequency
Volume Fraction
 
Fig. 8.9 Soft-kill 2×1 periodic beam design: evolutionary histories of natural frequencies 
and volume fraction. 
(a) current soft-kill solution 
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(b) hard-kill solution for comparison 
Fig. 8.10 Optimal design for the 2×1 periodic simple-supported beam: (a) soft-kill with 
1ω =152.79; (b) hard-kill as comparison 1ω =144.62. 
• 4×1 periodicity 
The evolutionary histories for the volume fraction and the first two natural frequencies 
are plotted in Fig. 8.11. The final optimal design together with the comparing design 
from hard-kill method is shown in Fig.8.12. 
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Fig. 8.11 Soft-kill 4×1 periodic beam design: evolutionary histories of natural frequen-
cies and volume fraction. 
(a) current soft-kill solution 
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(b)hard-kill solution for comparison 
Fig. 8.12 Optimal design for the 4×1 periodic simple-supported beam: (a) soft-kill with 
1ω =147.06; (b) hard-kill as comparison 1ω =145.44. 
• Discussion 
Tab. 8.1 Comparison of soft-kill and hard-kill optimal design for the 1st frequency and 
time consumption 
2×1 4×1 
 Soft-kill Hard-kill Soft-kill Hard-kill 
The 1st frequency 1ω  (Rad/s) 152.79 144.62 147.06 145.44 
Time consumed (min) 59 40 46 38 
A summary on the comparisons for the optimal soft-kill and hard-kill designs are 
shown in Tab. 8.1. It is found that the soft-kill solutions outperform the hard-kill solu-
tions in terms of the final 1st frequency to a small extend. This is seen as the advantage 
of the mathematically established approach against the heuristic approach – the sensi-
tivities in the soft-kill approach are derivative based for both solid and void elements 
while in the hard-kill approach assumes the sensitivity for void element due to the lack 
of information; in the same context, the current soft-kill approach addresses the opti-
mality criterion which guarantees an optimum while the heuristic hard-kill approach 
can not due to the assumption of the void element sensitivity. On the other hand, the 
total time consumption by the soft-kill approach exceeds that by the hard-kill approach. 
This is determined by the soft-kill nature – no element is in deed removed from the 
model, the model size remains the same from beginning to end; the hard-kill method 
contrarily reduces the model size gradually and speeds up the procedure. It can be 
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concluded that the hard-kill BESO finds lower-level optima with less computational 
cost. 
8.5.3 3D periodic structure 
The proposed optimization approach can also be extended for designing 3D structures. 
Figure 8.13 shows a cube simply supported at the lower four corners and a concen-
trated mass M=5000kg is attached at the center of the bottom surface. The design do-
main is divided into a 40×40×20 mesh using eight-node cubic elements. The material 
is assumed with Young’s modulus 200=E GPa, Poisson’s ratio 3.0=v , and material 
density 7800=ρ kg/m3. The objective is to maximize the fundamental frequency of the 
structure with only 15% volume of the whole designable domain. A periodic constraint 
of 1×1×2 (X dir. × Y dir. × Z dir.) is applied to achieve a periodic design for the cube. 
 
Fig. 8.13 Design domain of the 3D simply-supported cube with a concentrate mass 
M=5000kg at the center of the bottom surface. 
To obtain a solid-void design, the design variables are restricted to be 1 or 6min 10−=x . 
The other parameters used in BESO are evolutionary rate %2=ER , maximum addi-
tion ratio %2max =AR , penalty factor 0.3=p , and filter radius 075.0min =r m. BESO 
starts from the initial full design and gradually decreases the total volume of the struc-
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tures. The evolutionary history is found in Fig. 8.14 for the first three natural frequen-
cies and the volume fraction. It can be seen that in most of the iterations the first three 
natural frequencies are multiple. Therefore the average from the three eigenmodes is 
used for calculating the sensitivities. Finally the first frequency is convergent into a 
relatively stable status as shown in Fig. 8.14. 
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Fig. 8.14 Soft-kill 1×1×2 periodic cube design with non-structural mass: evolutionary 
histories of natural frequencies and volume fraction. 
The final optimal design is obtained as shown in Fig. 8.15 with 0.4501 =ω . The total 
computation cost is 7 hours 33 minutes on a CPU running at 1.86 GHz with 3 GB ram. 
Note that the computation time for each iteration remains at a similar level since the 
model size remains the same all the way due to the soft-kill nature. To interpret such 
material distribution patterns into CAD models, boundary curve and surface fitting is 
needed. The final optimal design is smoothed to satisfy the CAD modelling require-
ment. 
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(a) 
(b) (c) 
Fig. 8.15 Smoothed optimal design for the 3D periodic cube (a) perspective; (b) top; (c) 
side. 
8.6 Concluding remarks 
In this chapter, the SIMP model has been modified so as to avoid the artificial local-
ized modes during topology frequency optimization. According to the modified SIMP 
model, the sensitivity analysis for a certain frequency has been conducted. The sensi-
tivities which denote the relative ranking of elemental sensitivities has been estab-
lished and applied for the new BESO method with a discrete design variable 1 or minx . 
The simple BESO updated scheme combining with rigorous optimality criteria is used 
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to search for the optimal design which satisfies the given volume/weight constraint. 
Several 2D and 3D examples are used to prove the validity and efficiency of the pro-
posed method for the frequency optimization problems for general and periodic struc-
tures. In all cases, the optimized frequency and topology are stably convergent to the 
optimal solutions. These solutions agree well with those using the other optimization 
approaches. 
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Chapter 9 Combining genetic algorithms with BESO for periodic design 
This chapter proposes a new algorithm for topology optimization by combining the 
features of genetic algorithms (GAs) and bi-directional structural optimization (BESO). 
An efficient treatment of individuals and population for finite element models is pre-
sented which is different from traditional GAs application in structural design. GAs 
operators of crossover and mutation suitable for topology optimization problems are 
developed. The effects of various parameters used in the proposed GA on the optimi-
zation speed and performance are examined. Examples of of compliance minimization 
problems are provided to examine the new approach with comparison with the solu-
tions of other GA methods and the SIMP method wherever applicable. The algorithm 
of combining GA and BESO in topology optimization is finally applied to find optimal 
designs for periodic structures. 
Much of the material presented in this chapter is derived from the publication by Zuo 
et al. (2009). 
9.1 Introduction 
In the past three decades, extensive work has been done in the area of topology opti-
mization and various techniques have been developed, among which several methods 
have gained much attention, such as the Solid Isotropic Material with Penalization 
(SIMP) method (Bensoe 1989; Zhou and Rozvany 1991; Rozvany et al. 1992; Rietz 
2001) and the Evolutionary Structural Optimization (ESO) method (Xie and Steven 
1993; 1997). In recent years, Genetic Algorithms (GAs) have found applications in a 
wide range of problems including topology optimization (Holland 1975; Goldberg and 
Samtani 1986) 
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Genetic Algorithms (GAs) are efficient and broadly applicable global search proce-
dures based on a stochastic approach which relies on a ‘survival of the fittest’ strategy 
and were proposed firstly by Holland (1975). In the last two decades, much work has 
been done to implement the GAs in structural optimization problems (Goldberg and 
Samtani 1986; Hajela 1992; Jenkins 1997). GAs operate on a population of potential 
solutions rather than improve a single solution. Due to this nature a structural optimi-
zation problem using GAs must deal with a much larger amount of design variables 
than usual mathematical programming-based methods and thus causes a main disad-
vantage in computation cost (Kane and Schoenauer 1996). This has led to the situation 
that the research in implementing GAs in structural optimization usually deals with 
only relatively small problems, such as optimization of truss systems with few design 
variables (Goldberg and Samtani 1986; Jenkins 1991a; b; Dhingra and Lee 1994; Ryoo 
and Hajela 2004) or coarsely meshed systems (Jakiela et al. 2000; Wang et al. 2006). 
Implementation of GAs in topology optimization has been found in recent years 
(Jakiela et al. 2000; Ryoo and Hajela 2004; Wang and Tai 2005). But due to GAs’ na-
ture of stochastic searching, the design connectivity analysis has become an important 
and well-focused issue. A structure has to be well connected to be able to carry loading, 
but the structural connectivity cannot be guaranteed using GAs, thus it appears to be 
another main drawback of GAs on topology optimization and is very difficult to over-
come. Jackiela and co-workers (Chapman et al. 1994; Chapman and Jakiela 1996; 
Jakiela et al. 2000) proposed to switch those solid elements, which are not connected 
to seed elements, to void; Fanjoy and Crossley (2002a; 2002b) proposed to improve 
connectivity by introducing a chromosome mask to filter chromosome portions of un-
connected locations; Wang and co-workers (Wang and Tai 2005; Wang et al. 2006) 
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proposed to alleviate the unconnectivity problem by introducing dynamic penalties and 
image processing. After all, these approaches either cause representation degeneracy 
(Jakiela et al. 2000), or failed to be able to effectively reduce random disconnected 
topologies (Kane and Schoenauer 1996), or otherwise are cumbersome. 
Recently a hybrid method using GAs in ESO has been proposed by Liu et al. (2008).  
In this method, each element in the design domain discretized using finite elements is 
treated as an individual, instead of the whole structure with numerous combinations of 
all the elements. This reduces the problem size enormously for GAs, since the popula-
tion here refers to one single structure instead of a number of randomly preselected 
designs of one structure. However, like the original ESO method, only element re-
moval is possible in Liu’s method and important elements cannot be recovered once 
they are prematurely deleted in early iterations.  
A method of combining GA and BESO is proposed in this chapter to deal with the 
stiffness optmization. In this method, each element is treated as an individual having a 
binary genetic string of a certain length. Thus the GA operators are applied on ele-
ments locally instead of globally on the structure level, i.e. the crossover operator is 
performed between two elements by switching their chromosomes for instance. The 
computation cost is highly reduced in this way. Furthermore, to deal with the connec-
tivity problem, the GA parameters such as the probabilities for crossover and mutation 
are gradually penalized towards some certain maximum. The optimum search direc-
tion is controlled by the BESO sensitivity, which namely acts as the fitness function. A 
filter scheme proposed by Huang and Xie (2007) is used to extrapolate sensitivities to 
void elements so that bi-directional optimization is realized.  
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In this chapter, detailed description of the new combined GA-BESO method is pre-
sented, where modified GA operators like the crossover, mutation and reproduction 
together with penalization of GA parameters are addressed in fully details. Several 
examples of compliance minimization problems are provided to demonstrate the effi-
ciency of the new approach and its capability of obtaining convergent solutions. 
Wherever possible, the numerical results of the new combined algorithm are compared 
with the solutions of other GA methods and the SIMP method. Then this method is 
expanded to stiffness optimization for periodic structures followed by numerical ex-
amples and discussion. 
9.2 Problem statement and sensitivity calculation 
The coming numerical examples presented in this chapter deals with the conventional 
stiffness optimizaiton discussed in the earlier chapter, which is here briefly summa-
rized as  
Minimize C, Subjected to:  
0xVV ii
N
1i
* =−∑
=
, }1,0{xi ∈         (9.1) 
where the mean compliance C 
UPTC
2
1  =            (9.2) 
with P and U being the applied load and displacement vectors; *V  is the prescribed 
structural volume, and Vi is the volume of a single element. The binary design variable 
ix  declares the absence (0) or presence (1) of the corresponding element. N is the total 
number of elements in the design domain. 
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The element sensitivity for this problem used in common ESO/BESO methods is de-
rived as the element strain energy (Chu et al. 1996) 
ii
T
ii C uKu2
1=Δ=α          (9.3) 
where uj is the nodal displacement vector of the ith element and Ki is the element stiff-
ness matrix. 
9.3 Implementing GA in BESO 
9.3.1 Basics 
The new method combined with GA begins with coding of design variables, namely 
assigning a binary string of a certain uniform length to every element in the design 
domain. This means elements, instead of the global structure, are treated as individuals. 
The following process can be summarized as three steps: (1) evaluating the fitness, 
namely the performance, of individuals, (2) applying genetic operators of crossover 
and mutation to generate a next generation, and (3) removing or adding elements, 
namely selecting individuals to remain in the design domain. These three steps are it-
erated until the design is converged to an optimum. 
Coding provides a way of transforming design variables into a program-friendly form, 
in this case, a binary string. For topology optimization problems using GAs the bit-
array representation method (Schoenauer 1995; Kane and Schoenauer 1996) is the 
most common and straightforward method to present the problem, which describes the 
solid or void status for elements in the design domain using binary digits. In the com-
bined GA-BESO method however, every element as an individual owns a chromo-
some comprising binary digits that have no physical meaning and are the basic for per-
forming crossover and mutation. Elements with pure-‘0’- strings will be removed from 
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the design at the end of every iteration, and elements with at least one ‘1’ digit in its 
genetic string will be kept. This mechanism implies that the amount of ‘1’ digits of one 
element decides the treatment of that element in the selection step, the more ‘1’ digits 
one element has in its chromosome, the more likely it would remain in the design in 
later iterations. For optimization from initial full design, a genetic string with all ‘1’ 
digits is assigned to each element. If begun from initial guess design, pure-‘1’s genetic 
strings are assigned to solid elements and mixed strings with a certain very low per-
centage for ‘1’ digits to void elements. It is to be noted that the determination of ge-
netic string length depends on the expected speed of that run. Normally this length 
should not be shorter than 4. 
In each iteration, a finite element analysis is firstly carried out, and sensitivities are 
evaluated for every element according to (5) and (7). GA operators of crossover and 
mutation are to be performed over the chromosomes of all individuals according to 
their fitness, namely sensitivity.  
According to Goldberg (1989), a simple GA (SGA) consists of three operators: cross-
over, mutation and reproduction/selection. 
Crossover is a procedure wherein a parent string is broken into segments and some of 
them are exchanged with corresponding segments of another parent string. Unlike in 
traditional GAs, only one offspring of the mating will be randomly chosen to replace 
its first parent. 
Mutation performs alternative change of binary digit in genetic strings, but being dif-
ferent from traditional mutating operators, ‘0’-to-‘1’ type change happens only to ele-
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ments with higher sensitivities and ‘1’-to-‘0’ type only to those with lower sensitivities. 
Thus mutation actually paves the way towards the optimum. 
After the mutation and crossover, a new population will be generated with all elements 
having new chromosomes. These chromosomes are the basis for element selection, i.e. 
addition and removal. Differing from other GAs, no element/individual can be selected 
more than once. 
9.3.2 Crossover 
The whole population is divided into three classes according to the ranking of sensi-
tivities in each iteration. The amount of elements in the first class with highest sensi-
tivities is set to )0.1( maxrrne −  where en  is the total number of elements in the design 
domain and rrmax is the maximum volume removal ratio. The rest are divided into two 
halves, i.e. the middle class and the lower class respectively. Unlike in usual GAs, 
every individual finds its mating partner and does the mating only once. The probabil-
ity to choose a mating partner within its own class is presented as Pc, namely the prob-
ability for in-class crossover. Pc is a prescribed number between 0 and 1, but a value 
larger than 0.5 should be used. The probabilities to pick a mating partner in the other 
two classes are (1- Pc)/2 respectively, these probabilities for inter-class crossover are 
both smaller than Pc since Pc is larger than 0.5. After one individual, for example the 
ith element, has chosen its mating partner, traditional one-point, two-point or uniform 
operators can be applied to switch segments of their genetic strings; one of the children 
is then selected and its chromosome replaces that of that previous individual, i.e. the ith 
element.  
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Since the sensitivity indicates the change in global mean compliance by deleting or 
adding one element and thus shows the efficiency of that element, it is seen that ele-
ments are grouped into three classes with different levels of efficiency, i.e. the higher 
class comprises elements with highest efficiency, middle class consists of moderate-
effective elements and lower class has those most ineffective. In-class crossover hap-
pens with the largest probability which is set larger than 0.5, therefore the efficiency 
ranking will remain relative stable, in other words no sudden change/collapse of the 
whole system/society is likely to occur since the total amount of ‘1’ digits remains the 
same on the class level. Inter-class crossover on the other hand, ensures changes of 
chromosomes across classes such that the optimum can be browsed in different direc-
tions which however will not go too randomly since inter-class crossover happens only 
with a small probability. The presence of the middle class provides an intermediate 
region or a buffer between classes of efficient and inefficient individuals, which some-
how reduces the disorganization effect against the convergence caused by the inter-
class crossover. 
9.3.3 Mutation 
Generally the mutation operator is a random walk over every digit on the chromo-
somes and changes ‘1’ to ‘0’ or ‘0’ to ‘1’. The probability for one digit to mutate is 
presented as Pm, which is a prescribed number between 0 and 1. 
Before getting into the step of mutation in each iteration, elements are divided into two 
levels, a higher level and a lower level, according to a descending sorted ranking of 
their sensitivities. Since the amount of ‘1’ digits in one element’s chromosome deter-
mines the treatment of that element, the proposed mutation operator tends to manifold 
the ‘1’ digits in the chromosomes of elements with higher level sensitivities. In other 
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words, a ‘0’-to-‘1’ change of digits happens to those efficient element. In the process, 
a mask is generated containing a series of random numbers between 0 and 1, every 
number in the mask corresponds to one digit in the chromosome of that individ-
ual/element; if a random number is less than Pm and a ‘0’ is in that corresponding posi-
tion, this ‘0’-digit is to be changed to ‘1’. The amount of individuals ranked in the 
higher level is set as  
)0.1( max10 rrnN e −=−          (9.4) 
where en  is the total number of elements in the design domain and rrmax is the maxi-
mum volume removal ratio. 
Similar operation is performed over those individuals in the lower level of sensitivities, 
but only changes from ‘1’ to ‘0’ can happen. The amount of individuals for doing this 
‘1’-to-‘0’ mutation can be directly chosen as nerrmax or be developed according to the 
evolutionary progress, depending on how fast the procedure is expected to be. It is 
worth pointing out that the probability to change a pure-‘1’s genetic string into a pure-
‘0’s genetic string is Pmn, where n is the length of the string. 
As a result, this mutation operator always tends to help efficient elements have more 
‘1’ digits in their genetic strings than inefficient elements, and inefficient elements 
have more ‘0’s in their chromosomes than efficient elements. 
9.3.4 Element selection 
The reproduction operation in the traditional SGAs is the basic engine of Darwinian 
natural selection and survival of the fittest (Koza 1992). Reproduction is essentially a 
selection process, wherein individuals with ‘better’ genes are selected to form the base 
Chapter 9  Combining genetic algorithms with BESO for periodic design 
199 
of next generation for performing crossover and mutation, and individuals with worse 
genes are likely not to appear in the next generation. As in traditional GAs the popula-
tion size remains the same through generations, some fitter individuals may be se-
lected more than once.  
However in the approach discussed in this chapter, every individual represents an ele-
ment which occupies a certain position in the design domain and it makes no sense 
that an element comes to next generation more than once. The element selection is 
based on the chromosomes of elements, i.e. elements with all-0-digit chromosomes are 
to be eliminated and others remain to build up a new design; and elements, which were 
void in last iteration and have current chromosomes with a certain percentage of ‘1’ 
digits, will be added into the new design. This percentage is set to a relatively high 
value like 50%. 
As usually in BESO, even if an element is removed from the current design, it still 
remains in the design domain. Thus its sensitivity is ranked in later iterations and 
crossover and mutation are carried out on it also; in other words, it still has the chance 
to be added again into later new designs. It should be noted that the sensitivities for 
void elements are zero unless they can obtain a non-zero value by the extrapolation 
from those non-zero nodal sensitivities using the filter scheme. 
Since previously the crossover and mutation tend to manifold ‘0’ digits in chromo-
somes of inefficient elements, i.e. unfit individuals, and ‘1’ digits efficient elements, 
this element removal/addition mechanism tends to make the design evolve towards 
optimum and thus acts as the pressure towards optimality. 
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It is to be noted that the element removal in original BESO is different and controlled 
by an important parameter called the evolutionary ratio ER. This parameter controls 
the volume changed in each iteration, therefore governs the speed and efficiency of 
BESO. 
9.3.5 Controlling parameters 
Since the new method has the feature of stochastic searching from GA, bouncing of 
solutions is to appear in the evolution history and usually it is very hard to get a con-
vergent solution. In like manner, the common structural unconnectivity problem arises 
as it generally happens in other GAs, that is to say, it would be difficult to obtain a 
‘clean’ topology. In this case, it is reasonable to introduce a penalization mechanism 
into the new combined approach for the parameters like the Pm and Pc and push them 
to their maxima. The effects are that the speed of adding or deleting elements is in-
creased, and the probability for inter-classes crossover is reduced. Penalization can be 
simply formed as follows, as an example for Pc: 
Pen
cccc PrgPPPP )( min,max,min, −+=         (9.5) 
where Pc,min and Pc,max denote the minimum and maximum allowable values for Pc. Prg 
is presented as the progress indicator in terms of material removal, and it is developed 
from 0 to 1 through the procedure if the optimization begins from an initial full design. 
Pen is a pre-selected parameter that controls the development of Pc and is larger than 
or equal to 1. It is recommended to select an at least quadratic development for the Prg 
to get good final solutions, because larger Pen implies slower increasing of the in-class 
crossover probability Pc so that in early iterations with relatively large inter-class 
crossover probabilities the optimum can still be broadly searched for. 
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It is to be noted that, by assigning larger values to the upper bounds of Pm and Pc, a 
convergent solution is easier to be obtained. It is convenient to set the maxima for both 
parameters to 1, as an extreme case, in order that a convergent and absolutely clean 
topology would be obtained. 
9.4 Periodic constraint 
According to the periodicity requirement, the corresponding elements in different unit 
cells should be equally treated, namely deleted or added in the same way in every it-
eration. The periodicity is realized by synchronizing corresponding element sensitivi-
ties, which however within the current combined algorithm, do not uniquely determine 
the element treatment since the combined approach processes the stochastic behaviour 
in finding optima due to the GA features.  
Therefore, pure periodicity is not to be found in the intermediate designs, even not in 
the final solution unless the Pc,max and Pm,max are set to the absolute value of 1.0 which 
implies no more stochastic behaviour after the objective volume is reached. If Pc,max 
and Pm,max are less than 1.0, the periodicity in final topology will happen only with a 
certain probability; this is obviously not what is expected. In the examples of periodic 
optimal designs later in this chapter, 1.0 is used for both upper bounds of Pm and Pc. 
9.5 Numerical implementation procedure 
The procedure is summarized as follows: 
1. Discretize the design domain using FE meshing with given boundary and loading 
conditions. Assign an initial all-‘1’-digit genetic string to every solid element (in-
dividual) or a mixed genetic string with most digits being ‘0’ to void elements. 
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2. Perform FE analysis on the current design. Calculate and smooth the element sensi-
tivities using the filter scheme. Rank individuals/elements according to their sensi-
tivities. 
3. Determine GA parameters for the current iteration according to power-law relation 
in Eq. (9.5). 
4. Perform crossover on the whole population according to the ranking of sensitivities. 
5. Perform mutation for those individuals whose fitness/sensitivities are ranked high 
or low. 
6. Remove elements whose chromosomes contain only ‘0’-digits, add elements if 
both of following are satisfied: the element was void in last iteration and the ele-
ment currently has a chromosome with a certain percentage of ‘1’-digits. 
7. Check the remaining volume and the convergence criterion (see Chapter 3 or 
Huang and Xie 2007). 
8. Repeat steps 2 to 7 until objective volume is reached and the convergence criterion 
is satisfied. 
The following flowchart shows the procedure of the present method. 
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Fig. 9.1 Flowchart of the combined GA-BESO method 
9.6 Numerical examples 
In this section, numerical examples of the GA-BESO algorithm in topological stiffness 
optimization for normal (non-periodic) structures are demonstrated and discussed, fol-
lowed by further examples for applications of the combined algorithm under the peri-
odic constraints. 
9.6.1 Michell type structure 
The first example without periodic constraints is a stiffness optimization design prob-
lem of a Michell type structure which is subjected to one mid-point concentrated load 
of 500N with boundary conditions shown in Fig. 9.2. Due to the symmetry of the 
structure, this optimization problem considers only half of the design which is discre-
tized into 1600 four-node quadrilateral elements. Because the new method has stochas-
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tic features, no guarantee can be made that results from different runs are to be the 
same. To verify the efficiency of the new method, 8 runs were performed for three sets 
of different parameters, respectively. For comparison, the solution of the same model 
resulted from the SIMP method with 3=p  (Sigmund 2001) is also to be presented. A 
filter radius rmin = 1mm is applied for all runs. The maximum volume removal ratio 
rrmax = 80%, i.e. the remaining volume fraction is to be 20% of the design domain. 
Material properties are E = 200GPa and Poisson’s ratio υ = 0.3. 
 
Fig. 9.2 Michell Type Structure: Dimensions, loading and boundary conditions 
Numeric results from the combined GA-BESO method are shown in Tabs. 9.1 to 9.3 
for the three sets of GA parameters; the numeric result from the SIMP method is 
shown in Tab. 9.4. 
Tab. 9.1 Comparison in computation effort and final mean compliance, part-1 
Pcmin=0.6, Pcmax=1, Pmmin=0.2, Pmmax=1 
nth Run Total Iterations Mean Compliance 
1 75 1.26E+01 
2 76 1.35E+01 
3 70 1.29E+01 
4 76 1.32E+01 
5 57 1.28E+01 
6 64 1.32E+01 
7 70 1.31E+01 
8 70 1.28E+01 
Average 69.75 1.30E+01 
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Tab. 9.2 Comparison in computation effort and final mean compliance, part-2 
Pcmin=0.6, Pcmax=1, Pmmin=0.5, Pmmax=1 
nth Run Total Iterations Mean Compliance 
1 36 1.25E+01 
2 38 1.25E+01 
3 29 1.25E+01 
4 40 1.23E+01 
5 32 1.26E+01 
6 37 1.25E+01 
7 39 1.26E+01 
8 28 1.26E+01 
Average 34.875 1.25E+01 
Tab. 9.3 Comparison in computation effort and final mean compliance, part-3 
Pcmin=0.9, Pcmax=1, Pmmin=0.5, Pmmax=1 
nth Run Total Iterations Mean Compliance 
1 42 1.34E+01 
2 41 1.28E+01 
3 44 1.31E+01 
4 53 1.32E+01 
5 36 1.34E+01 
6 43 1.31E+01 
7 42 1.37E+01 
8 45 1.26E+01 
Average 43.25 1.32E+01 
Tab. 9.4 Comparison in computation effort and final mean compliance, part-4 
SIMP     
  Total Iterations Mean Compliance
  38 1.50E+01
One can see that increasing the lower bound of the probability for mutation Pm,min can 
significantly speed up the optimization procedure while the final mean compliance 
remains similar. As Pm,min changed from 0.2 to 0.5, the averagely used iterations to get 
a convergent solution are 50% reduced, since Pm directly affects the speed of reducing 
‘1’ digits in chromosomes thus affects the speed of bringing up elements with pure ‘0’ 
digits which are to be removed; but increasing the Pc,min has little effect on the speed, 
even negative effect on the final minimum mean compliance, because larger Pc implies 
smaller probability for inter-class crossover which enables diverse optimum searching 
directions. It is to be noted that, with Pc,min = 0.6 and Pm,min = 0.5, all the final mean 
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compliances from totally 8 runs are quite similar with each other and the average itera-
tions used is only 34.875, which indicates the efficiency of the GA-BESO approach. 
One would notice that the mean compliance of the SIMP topology is higher than those 
of the others, this difference might be caused by the over-estimated strain energy of 
intermediate density elements in the SIMP design (Huang and Xie 2007). Figure 9.3 
shows all the final designs resulted from the new method with Pc,min = 0.6, Pc,max = 1, 
Pm,min = 0.5 and Pm,max = 1. For comparison, the final design from the SIMP method is 
also shown in Fig. 9.3. It is shown that all the topologies are quite similar. However 
the SIMP design may suffer from its blurry boundary due to the smoothing filter 
across the edges (Wang and Wang 2005) and might cause problems in identifying 
boundaries and manufacturing. The GA-BESO method on the other hand directly at-
tacks the original 0-1 problem and thus do not encounter such problems. 
 
1st run 2nd run 3rd run 
 
4th run 5th run 6th run 
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7th run 8th run SIMP 
Fig. 9.3 8 Final half-designs with Pm,min=0.5 and Pc,min=0.6 and SIMP design 
Figure 9.4 shows the evolutionary histories of the mean compliance and the volume 
removal for the 1st run with parameters Pc,min = 0.6 and Pm,min = 0.5. In this diagram, 
the purple curve represents the volume removal ratio (RR) while the blue curve repre-
sents the mean compliance.  
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Fig. 9.4 Evolution histories of the compliance and the volume removal for the 1st run 
with Pm,min=0.5 and Pc,min=0.6 
Figure 9.5 shows the intermediate designs of that 1st run. Being different from BESO, 
the GA-BESO method tends to remove elements with lower sensitivities only with a 
certain probability, therefore the element removal behaves somehow stochastically 
while the removal probability for an element is still governed by its sensitivity. This 
leads to a fact that during the iterations there would be isolated elements in the inter-
mediate designs, i.e. the common structural unconnectivity problem by GAs occurs. 
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But due to the penalization of Pm and Pc, the isolated elements have more and more 
probabilities to be removed, and the design tends to get ‘cleaner’ and ‘cleaner’. This 
process is accelerated with the optimization procedure finalizing itself as can be seen 
in Fig. 9.6 that shows the cubical development histories for Pm and Pc. 
 
2st iteration 7th iteration 12th iteration 
  
17th iteration 
 
23th iteration 
 
35th iteration 
Fig. 9.5 Intermediate half designs of the 1st run with Pm,min=0.5 and Pc,min=0.6 
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Fig. 9.6 Evolution histories of the probabilities for crossover and mutation for the 1st run 
with Pm,min=0.5 and Pc,min=0.6 
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It is worth pointing out that results from different runs using the GA-BESO approach 
are very stable, in other words, not only the mean compliances of them are very close 
to each other, but also all 8 final topologies are quite similar. 
9.6.2 A cantilever 
The second example without periodic constraints presents a minimum compliance de-
sign problem for a cantilever with dimensions and loading and boundary conditions 
shown in Fig. 9.7. The design domain is discretized into 1800 plane stress four-node 
quadrilateral elements. Material properties are E = 100GPa and Poisson’s ratio υ = 0.3. 
The remaining volume fraction is to be 50% of the design domain, i.e. the maximum 
removal ratio rrmax = 50%. Other parameters are: rmin = 1mm, Pm,min = 0.5, Pc,min = 0.6, 
Pm,max and Pc,max are both set to 1. 
 
Fig. 9.7 Cantilever: Dimensions, loading and boundary conditions 
Figure 9.8 shows the final optimal design using the new method.  
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Fig. 9.8 Final designs from the new method 
In Fig. 9.9 two final optimal designs using GAs by Wang et al. (2006) and Fanjoy and 
Crossley (2002a) are presented. It can be seen that all the three topologies are quite 
similar to each other, except that there are no small sized hinge-making holes in that of 
the combined GA-BESO approach while such holes exist in the latter two. One reason 
for this performance lies in the effect of smoothing sensitivities by the filter scheme so 
that no sudden jump in the sensitivities within adjacent elements is likely to occur 
which may cause the zigzag shaped configuration and the checkerboard problem; the 
other reason is that the two GAs methods used coarsely meshed model which much 
reduces the ability to describe topology details – but one should be aware that using 
finer meshing might enormously increase the computation cost by solving the equilib-
rium, especially when the finite element analysis needs to be performed on every indi-
vidual design in each generation. The combined approach used totally 38 iterations to 
produce the convergent and structurally connected topology and can be seen obviously 
outperform normal GAs approaches in efficiency and convergent speed of compliance, 
taking Wang and Tai’s approach as an example for comparison which took hundreds 
of generations to obtain the convergent final topology (Wang et al. 2006). 
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Fig. 9.9 Two optimal topologies using GAs: (Wang et al. 2006) at the left and (Fanjoy 
and Crossley 2002a) at the right 
9.6.3 A 3D bridge 
This new combined approach can be easily extended to three dimensions. To prove its 
capability and efficiency of solving three dimension complex optimization problems, 
which is very difficult to be achieved using common GAs due to high computation 
cost, an optimal design problem for a 3D bridge is performed with the design domain 
shown in Fig. 9.10. A layer of non-design domain is placed on the design domain for 
the uniform pressure to be placed. Since the boundary and loadings are symmetric ac-
cording to two mid-planes, only a quarter of the bridge is considered which is mod-
elled using totally 125000 eight node brick elements. The remaining volume fraction is 
to be 10% of the design domain and a filter radius of 0.4m is defined. Material with E 
= 200GPa and poisson’s ratio υ = 0.3 is used. Other used parameters are: Pm,min = 0.5, 
Pm,max = 1, Pc,min = 0.6, Pc,max = 1, penalties for both Pc and Pm are 3.  
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Fig. 9.10 Design domain of the quarter bridge with dimensions and loading and bound-
ary conditions for a 3D bridge optimization problem 
A final design of the full bridge is shown in Fig. 9.11. 
 
 
 
 
Fig. 9.11 Final design for the full 3D bridge from different views 
Intermediate designs shown in Fig. 9.12 demonstrate the combined stochastic-
directional feature of this new method to search for optimum, the final ‘clean’, namely 
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structurally connected design attributes to penalizing Pm and Pc to 1 after the objective 
volume is reached.  
1st iteration 15th iteration 
6th iteration 20th iteration 
11th iteration 36st iteration 
Fig. 9.12 Intermediate designs for the quarter 3D bridge 
The evolutionary histories for the mean compliance and volume removal ratio are 
shown in Fig. 9.13. Totally only 37 iterations were used to have 90% of the material 
removed and to get a convergent result for this optimal design problem. It should be 
noted that, with such a fine meshing the computation cost on solving the equilibrium 
would be so enormous that it would be very difficult for common GAs to solve the 
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optimization problem, even if techniques of parallel computing are used, since a num-
ber of individuals with the same fine meshing have to be analysed in each generation. 
Besides, since the GA-BESO approach directly deals with the 0-1 problem, the com-
putation effort on FEA is highly reduced after portions of elements have been removed, 
which can not be achieved by soft-kill methods like the SIMP method. 
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Fig. 9.13 Evolutionary histories for the quarter 3D bridge design 
9.6.4 A Periodic beam 
Figure 9.14 shows a 2D beam clamped at both ends with a concentrate load acting at 
the middle top. The thickness of this structure is 1m and is built with conventional 
steel: Young’s modulus E=2×1011Pa and Poisson’s ratio υ=0.3. The beam is discre-
tized into 120×40 four-node quadrilateral elements. The filter radius rmin=1m is used 
throughout this example. The remaining volume fraction is 50% of the design domain, 
GA parameters are as: Pm,min = 0.5, Pm,max = 1.0, Pc,min = 0.6, Pc,max = 1.0; penalties for 
Pc and Pm are both 3.0. 
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Fig. 9.14 A double-clamped 2D beam 
Two runs using the same set of parameters described above are carried out and a peri-
odic constraint of 3×1 is activated. Results are shown for the 1st run in the following 
figures: the evolutionary histories for the mean compliance and volume removal are 
plotted in Fig. 9.15; intermediate and final topologies are summarized in Fig. 9.16. 
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Fig. 9.15 1st run for the periodic beam: Evolutionary histories 
3rd iteration 6th iteration 
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9th iteration 12th iteration  
15th iteration Final design 
Fig. 9.16 1st run for the periodic beam: intermediate and final designs 
Totally 30 iteration is used for completing the evolution using the GA integrated 
BESO method. Due to the stochastic feature of optimum searching, no pure periodicity 
is found in the intermediate designs, where singular elements allocate quasi-randomly 
within the design domain and clutter in all unit cells. The random layout is reduced 
with the volume removal gets higher, which increases the probabilities for crossover 
and mutation; as a result, the topology gets clearer and clearer, until finally the volume 
removal reaches its maximum and both GA operator probabilities come to an absolute 
value of 1.0 – no more stochastic behaviour is allowed and the element addi-
tion/removal becomes purely directed; in this case, the pure periodicity is guaranteed. 
In other words, if the maxima of probabilities for crossover and mutation are not set to 
1.0 (namely 100%), the stochastic behaviour will remain through the optimization it-
erations, the periodic element-addition/removal will get out of control and absolute 
periodicity in the final design can hardly be obtained. 
As a complementary proof for the 1st run, results of the 2nd run is shown in the follow-
ing in Figs. 9.17 and 9.18. 
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Fig. 9.17 2nd run for the periodic beam: Evolutionary histories 
 
Fig. 9.18 2nd run for the periodic beam: Final topology design 
The final topology from the 2nd run is so close to that from the 1st run that they can be 
regarded as identical in terms of topology design. In fact, despite of the stochastic fea-
ture, final solutions will always tend to converge to the above two no matter how many 
runs are tried as long as the same set of parameters is used. This phenomenon of final-
solution-reproduction happens especially under periodic constraints – with periodicity, 
the optimum searching will be confined in a relative smaller solution space so that the 
probability for producing different final solution is reduced. Therefore stable and ro-
bust behaviours of the present method for periodic optimal designs are found despite 
the ‘indeterminate’ performance of GA. 
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Finally Fig. 9.19 shows the optimal designs for the double-clamped beam using the 
same set of parameters under the 4×1 periodic constraint. 
 
1st run 
 
2nd run 
Fig. 9.19 Two final topology designs under 4×1 periodic constraint 
9.7 Concluding remarks and limitations of GAs 
This chapter presents a new method for topology optimization combining the features 
of BESO and genetic algorithms. The new algorithm performs the search for optimum 
in a semi-stochastic way while the search direction is strongly influenced by the sensi-
tivity. Like BESO, the new method has the ability of adding and removing material 
simultaneously. Good results with fast convergence can be obtained by fine-tuning the 
probabilities for mutation and crossover using a penalty mechanism for parameters. 
The results compare well with those of GAs and the SIMP method.  
Comparing with traditional GAs, the proposed approach highly reduces the computa-
tional cost due to treating elements as individuals and efficiently solves the structural 
unconnectivity problem by a penalization mechanism on GA parameters. It is shown 
that even though the search scheme is semi-stochastic and semi-directional, the solu-
tions converge to very similar results with a very large probability, i.e. the results ob-
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tained using this method are very stable and robust – this performance is even more 
obvious for topology optimization under periodic constraints. Therefore there is no 
need to perform many runs to ensure an optimum result. 
On the other hand, the stochastic feature of the present approach still gives drawbacks 
when dealing with problems which are sensitive to the singular elements, e.g. the fre-
quency optimization problem, where the singularities are absolutely harmful to the 
solution convergence and solving the eigenvalues. In such cases, extra strong penaliza-
tion against the singular elements should be developed to protect the topology evolu-
tion from highly instable performances which however is out of the scope of this chap-
ter. 
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Chapter 10 Conclusions 
10.1 Summary and final discussions 
This thesis has addressed topology optimization of periodic continuum structures in 
the macroscopic level using the bi-directional evolutionary structural optimization 
(BESO) methods.  
The BESO method is enhanced through rigorous mathematical formulations. In the 
enhanced approaches, void elements are replaced by elements with soft material. Ma-
terial interpolation schemes are employed for calculating the element sensitivities in 
various optimization problems. The optimality criteria and solution-convergence algo-
rithms ensure the final optima to be obtained after an iterative procedure. The filter 
scheme is applied and the sensitivity density is introduced to resolve the problem of 
mesh-independence. Incorporating the enhanced algorithms in BESO, several specific 
approaches are proposed to solve various optimization problems for periodic structures, 
namely stiffness optimization, volume minimization with maximum deflection con-
straint, and natural frequency optimization.  
For static loadings, stiffness optimization is extended to diverse applications of peri-
odic structures. In order to directly tackle the deflection performance, the volume 
minimization problem with maximum deflection constraint is proposed as an alterna-
tive to conventional stiffness optimization for structures subject to static loadings. The 
differences between conventional stiffness optimization and maximum deflection con-
strained optimization are examined. 
The natural frequency optimization problem is addressed in hard-kill and soft-kill for-
mulations and two different approaches have been proposed respectively. The heuristic 
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hard-kill approach incorporates extra algorithms of removing alternative elements and 
eliminating singular and single-hinged elements to automatically avoid localized 
modes. The mathematically established soft-kill approach uses a modified SIMP 
(power low) material model to avoid localized and artificial modes intrinsically. The 
hard-kill approach may save computational cost, while the soft-kill approach con-
sumes more computation cost in order to obtain better solutions. 
Beside the gradient based direct BESO approaches, a combination of genetic algo-
rithms and BESO has been proposed to investigate the possibility of stochastically 
searching for global optima. Elements are regarded as individuals to significantly in-
crease the computation efficiency. Probabilities for GA operators are controlled to im-
prove the solution convergence. This method has been applied to topology optimiza-
tion for stiffness through multi-trials on the same models to examine its robustness. 
Numerical experiments show that the new combined BESO method is capable of 
searching for optima in a semi-directional-semi-stochastic manner. 
The above algorithms and optimization approaches for various optimization problems 
have been developed for the design of periodic structures. Due to the periodic con-
straint, an imaginary representative unit cell is created from the macrostructure under 
arbitrary loadings and boundaries. The pure periodic finite element sequence is real-
ized in each unit cells and thus the topological periodicity. The representative unit cell 
takes the averaged element sensitivities over all unit cells and therefore the final opti-
mized solution takes into account the material efficiency globally on the whole struc-
ture. For cyclic periodic structures, the concept of sensitivity density has been pro-
posed to cope with the mesh-dependence problem due to unequally discretized domain. 
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Through a large number of numerical experiments, the influence of the periodic con-
straint on the topology optimization problems can be found and discussed: 
1. Increasing the unit cell number of a periodic structure will generally reduce the 
performance, specifically, increase the volume fraction in terms of volume minimi-
zation problem, increase the mean compliance in terms of stiffness optimization 
and decrease the natural frequency in terms of a frequency maximization problem. 
However with the unit cell number increasing, an upper or lower bound for the per-
formance can be found that the performance will converge to. The reasons behind 
are that the periodic constraint makes material distributed to undemanding area and 
leads inefficient material usage; and when the periodic constraint becomes heavy 
enough (e.g.. the unit cell number is large enough), material will be so evenly dis-
tributed that the structure layout is smooth enough to be comparable with isotropic 
solids, which is an extreme case indicating the performance bound. On the other 
hand, more unit cells will need finer finite element meshing and thus increase the 
computation cost. This conclusion may be used as a guide for choosing the number 
of unit cells. 
2. Increasing the unit cell number of a periodic structure will generally reduce the 
difference between solutions obtained from stiffness optimization and other opti-
mization problems that take the structural stiffness as a factor. For example, with 
the unit cell number being large enough, the stiffness design and the deflection de-
sign (with global maximum deflection as constraint) become almost identical, and 
the solution of a natural frequency optimization will present obvious similarity 
with a stiffness design that has similar static deformation. This phenomenon finds 
explanation that the periodic constraint will dominate the topology finding when it 
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is heavy enough. In cases with heavy periodic constraint, it may be recommended 
to set the structure stiffness as the objective instead of other stiffness-related per-
formances, taking the advantage of computation-economy of stiffness optimization. 
The BESO method for topology optimization of periodic structures has been devel-
oped into a practical computer tool and is capable of aiding engineers to find optimal 
layouts in the early step of design process. This computer tool will liberate the engi-
neers from the heavy work of conventional “trial-error-trial” loop. 
10.2 Achievements 
This PhD research project has made original contributions to the fields of optimization 
for topology and layout and made a solid research on topology optimization for peri-
odic structures in macro scale. As the outcome of this PhD research project, the fol-
lowing achievements are summarized: 
1. The BESO algorithm has been enhanced by combining the rigorous optimality cri-
terion and material interpolation schemes. This can be found in Chapter 3 for the 
summary of general BESO approach and the following Chapters 5, 6 and 8. 
2. Stiffness optimization for periodic structures is extended by incorporating the 
SIMP material model. This is found in Chapter 5. 
3. Displacement controlled optimal design problem has been formulated and applied 
to periodic structures. BESO approach for the practical problem of volume minimi-
zation has been proposed for periodic structures under the constraint for the maxi-
mum global absolute deflection. This is found in Chapter 6. 
4. The topology optimization with frequency constraints in a hard-kill manner (Zuo et 
al. 2009a; 2010) has been proposed. A multi-objective frequency-stiffness optimi-
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zation is formulated. Algorithms dealing with numerical instabilities in frequency 
optimization are proposed. Frequency optimization for periodic structures is solved 
in this heuristic but computation-efficient manner. This is presented in Chapter 7. 
5. A soft-kill formulation of frequency optimization (Huang et al. 2009) has been 
proposed with rigorous optimality criterion. A localized-modes-avoiding modified 
SIMP material model is proposed and element sensitivity accuracy is improved. 
Frequency optimization for periodic structures is equipped with this mathemati-
cally established alternative so that stable and convergent solutions are obtained. 
This is presented in Chapter 8. 
6. A new approach combining hard-kill BESO and genetic algorithms (Zuo et al. 
2009b) has been proposed. This approach is able to be applied to stiffness optimi-
zation for periodic structures. The semi-directional-semi-stochastic approach 
guides a new direction for further development of BESO. This approach is pre-
sented in Chapter 9. 
7. A systematic BESO approach for topology optimization of periodic structures has 
been summarized up and is able to deal with various optimization problems of 
stiffness constraint, deflection constraint and frequency constraint. The numerical 
algorithms have built up a practical tool in terms of friendly computer programs 
aiding engineering design process. This is found in Chapter 4 for general periodic 
design approach and Chapter 5 to 9 for specific design problems. 
8. A large number of 2D and 3D design problems have been studied on periodic 
structure design. The influence of periodic constraints on the structure performance 
is found for various optimization problems. The influence of periodic constraints 
on the selection of optimization objectives in practical structural design problems is 
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pointed out based on the consideration of final performance and computation cost. 
The findings are based on the numerical experiments of Chapter 5 to 9. 
10.3 Recommendations for further research 
Based on the current achieved outcomes, further research on the topic of topology op-
timization for periodic structures and related topics can be carried out to widen the 
current scope and refine the numerical algorithms. The following recommendations 
are made: 
1. Topology optimization problems for periodic structures considering non-linearity 
can be addressed. This includes maximization of critical loads, stiffness optimiza-
tion under buckling constraints, particularly for energy absorption and crashwor-
thiness under large and irreversible plastic deformation. 
2. A topology optimization method for periodic structures under multiple constraints 
including stress, displacement, frequency etc. can be established. 
3. A topology optimization method for periodic structures with multiple materials can 
be established. 
4. Topology optimization can be extended to semi-periodic structures, instead of 
purely periodic structures. Purely periodic distribution of material leads to ineffi-
cient material usage under many circumstances. Fine-tuning the periodic patterns 
and shifting more material to demanding areas in the structure could significantly 
improve the structure performance. 
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