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In this paper, the dynamics of organic Rankine cycles (ORCs) in waste heat utilizing
processes is investigated, and the physical model of a 100 kWwaste heat utilizing process
is established. In order to achieve both transient performance and steady-state energy
saving, a multivariable control strategy for the waste heat recovery system is proposed
by incorporating a linear quadratic regulator (LQR) with a PI controller. Simulations
demonstrate that the proposed strategy can obtain satisfactory performance.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
It is well known that organic Rankine cycle (ORC) can achieve better performance to recover low grade heat than
traditional steam power cycles [1,2], therefore, the investigated waste heat utilizing power plant operates on an organic
Rankine cycle in this paper. It mainly consists of a turbine expander, two heat exchangers (condenser and evaporator) and
a pump.
The ORC has been widely applied in converting low temperature heat into electric power [1,2]. The available low
temperature heat resources include geothermal energy, solar energy, biomass products, surface seawater, and waste heat
from various thermal processes.
Selection of organic working fluid [3,4], expander integrated into ORC systems [5,6], process integration of ORC [7],
performance analysis and optimization of ORC systems [8–15] have been active research subjects in recent years.
Some models of ORC systems have been established for analyzing thermo-economic performance [8–13]. Modeling of
key components in ORCs was investigated in [13,16]. In [17], discretized equations were used to model the evaporator in
terms of a single-phase heat exchanging process; simplified steady-statemodels of both condenser and expanderwere built,
and an overall efficiencymodel of the pumpwas also given using an empirical law. In [16], bothmoving boundary equations
and discretized equations were used to model the evaporator, simplified models of both pump and turbine were built using
technical data and a map. However, the control-oriented models of ORC systems call for further investigation.
Very few attempts have been made at studying control systems for ORC systems. In [16], the evaporating temperature
and the superheating were controlled bymanipulating expander speed and pump flow rate respectively. A PI controller was
used in each single closed loop. However, the control methodology and framework of ORCs remain rudimentary. Because
ORC systems are characterized by nonlinearity, uncertainty, multivariable coupling and load disturbance, this leads to more
stringent requirements on the control systems for the processes. More process knowledge and advanced control strategies
are needed to investigate in order to keep the processes operating well over a wide operating range.
This paper aims at proposing a control-orientedmodel for a 100 kWwaste heat utilizing process operating on an organic
Rankine cycle. An optimal multivariable control strategy is then presented based on the built model.
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Nomenclature
A Area (m2)
ρ Density (kg/m3)
m˙ Mass flow rate (kg/s)
h Specific enthalpy (J/kg)
P Pressure (Pa)
D Diameter (m)
α Heat transfer coefficient (W/(m °C))
T Temperature (°C)
v Velocity (m/s)
w Pump speed (r/min)
N Power (kW)
γ¯ Mean value of void fraction
Subscripts
a Gas
e Evaporator
c Condenser
g Saturated vapor
l Saturated liquid
r Organic working fluid
w Wall
i Inlet or inner
o Outlet or outer
p Pump
T Turbine
v Valve
int 1 The interface of node 1 and node 2
int 2 The interface of node 2 and node 3
1 Unsaturated liquid region
2 Liquid–vapor mixture region
3 Superheated vapor region
Fig. 1. Schematic diagram of a waste heat recovery power plant.
2. System description
The schematic diagram of the investigated 100 kW waste heat recovery power plant is shown in Fig. 1. The waste heat
coming from exhaust gas exchanges heat with the working fluid R245fa in the evaporator, in which R245fa is vaporized at
constant sub-critical pressure until it becomes superheated vapor. The superheated vapor of R245fa enters into the turbine
and expands, and accordingly electric power is generated. The working fluid is then condensed into liquid in an air-cooled
condenser. The liquid is pressurized by the pump and sent back to the evaporator.
3. Dynamic model of ORC system
In this section, the physical model of each component in the waste heat recovery power plant will be built.
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Fig. 2. A schematic of an evaporator model.
3.1. Evaporator and condenser
There are two heat exchangers in the ORC system. Theworking fluid enters the evaporator in the sub-cooled liquid phase
and exits as superheated vapor. In contrast, the working fluid enters the condenser in the superheated phase and exits as
liquid. Therefore, both the evaporator and condenser can be described by a moving boundary lumped parameter model.
The configuration of the evaporator considered here is of the cross-flow typewith exhaust gas as the secondary fluid. The
evaporator shown in Fig. 2 can usually be divided into three nodes: a sub-cooled liquid section, a saturated mixture section
and a superheated vapor section.
The following assumptions should be made in order to simplify the moving boundary model.
(1) The evaporator is a long, thin, horizontal tube.
(2) The working fluid is mixed adequately and the working fluid flowing through the evaporator tube can be modeled as a
one-dimensional fluid flow.
(3) The pressure drop along the evaporator tube, caused by momentum change in working fluid and viscous friction, is
negligible. Therefore, fluid pressure can be assumed uniform along the entire evaporator.
(4) Axial heat conduction in the working fluid as well as in the pipe wall is negligible.
Using the assumption of negligible pressure loss, the pressure is constant along the pipe, but is still time dependent. The
one-dimensional partial differential equations of each zone can be derived as follows:
Mass balance:
∂Aρ
∂t
+ ∂m˙
∂z
= 0. (1)
Energy balance:
∂(ρAh− AP)
∂t
+ ∂m˙h
∂z
= πDiαi (Tw − Tr) . (2)
Differential energy balance at the wall:
(CpρA)w
∂Tw
∂t
= πDiαi (Tr − Tw)+ πDoαo (Ta − Tw) . (3)
The boundary conditions of m˙i, hi and m˙o are considered for the governing partial differential equations of the evaporator
dynamics. Eqs. (1)–(3) are integrated along the axial coordinate for each of the regions to build themoving boundarymodel.
The working fluid in node 1 can be considered as incompressible liquid. Hence the mass balance equation for node 1 is
m˙i = m˙int 1. (4)
By integrating Eq. (2) from z = 0 to z = L1(t), the energy balance equation for node1 can be obtained
AL1

ρl
2
dhl
dP
− 1

dP
dt

+ hi − hl
2
Aρl
dL1
dt
= αi1πDiL1(Tw1 − Tr1)+ m˙i(hi − hl). (5)
The energy equation for the tube wall of node 1 is
(CpρA)w

dTw1
dt
+ Tw1 − Tw2
L1
dL1
dt

= αi1πDi(Tr1 − Tw1)+ αoπDo(Ta1 − Tw1). (6)
The heat transfer coefficient between the tubewall and exhaustαo is dependent on the velocity of the exhaust. By integrating
Eq. (1) from z = L1(t) to z = L2(t), the mass balance equation for node 2 can be expressed as
AL2
dρ2
dP
dP
dt
+ A(ρ2 − ρg)dL2dt + A(ρl − ρg)
dL1
dt
= m˙int 1 − m˙int 2 (7)
where ρ2 = ρl(1− γ¯ )+ ρg γ¯ is the average density of working fluid in node 2.
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The energy balance equation for node 2 can be represented by
AL2

(1− γ¯ )dρlhl
dP
+ γ¯ dρghg
dP
− 1

dP
dt
+ A(1− γ¯ )(ρlhl − ρghg)dL2dt + A(ρlhl − ρghg)
dL1
dt
= m˙int 1hl − m˙int 2hg + πDiαi2L2(Tw2 − Tr2). (8)
The energy equation for the tube wall of node 2, the two-phase section, is:
(CpρA)w
dTw2
dt
= αi2πDi(Tr2 − Tw2)+ αoπDo(Ta2 − Tw2). (9)
The mass balance equation of node 3 can be obtained by integrating Eq. (1) from z = L1(t)+ L2(t) to z = L:
AL3
dρ3
dP
dP
dt
+ A(ρg − ρ3)dL2dt + A(ρg − ρ3)
dL1
dt
= m˙int 2 − m˙o. (10)
The energy balance equation for node 3 can be formulated by
AL3

ρ3
2
dhg
dP
− 1

dP
dt
+ ρ3
2
dho
dt

= αi3πDiL3(Tw3 − Tr3)− 12

m˙o + m˙int 2 − Aρg dL1 + dL2dt

(ho − hg). (11)
The energy equation for the tube wall of node 3 is
(CpρA)w

dTw3
dt
+ Tw2 − Tw3
L3

dL1
dt
+ dL2
dt

= αi3πDi(Tr3 − Tw3)+ αoπDo(Ta3 − Tw3). (12)
m˙int 1 in Eqs. (7) and (8) can be replaced by m˙i according to Eq. (4). The state vector to characterize the dynamics of the
evaporator can be chosen as xe = [L1, L2, P, ho, Tw1, Tw2, Tw3]T . The input vector ue = [m˙i, hi, m˙o, ve]T . The state space
equation of the evaporator can be described by
x˙e = D−1e fe(xe, ue) (13)
where
fe =

αi1πDiL1 (Tw1 − Tr1)+ m˙i (hi − hl)
αi1πDi (Tr1 − Tw1)+ αoπDo (Ta1 − Tw1)
m˙ihl − m˙ihg + πDiαi2L2 (Tw2 − Tr2)
αi2πDi (Tr2 − Tw2)+ αoπDo (Ta2 − Tw2)
m˙i − m˙o
αi3πDiL3 (Tw3 − Tr3)+ m˙ohg − m˙oho
αi3πDi (Tr3 − Tw3)+ αoπDo (Ta3 − Tw3)
 , De =

d11 0 d13 0 0 0 0
d21 0 0 0 d25 0 0
d31 d32 d33 0 0 0 0
0 0 0 0 0 d46 0
d51 d52 d53 d54 0 0 0
d61 d62 d63 d64 0 0 0
d71 d72 0 0 0 0 d77
 .
The elements in matrix De are given in Appendix.
Similarly, the dynamics of the condenser can be written as
x˙c = D−1c fc(xc, uc) (14)
where the state vector is xc = [L1c, L2c, Pc, hoc, Tw1c, Tw2c, Tw3c ]T and the input vector uc = [m˙ic, hic, m˙oc, vc ]T . The elements
in matrix Dc are also given in Appendix.
fc =

m˙ichic − m˙ichgc + αi1cπDicL1c (Tw1c − Tr1c)
m˙ochgc − m˙ochlc + αi2cπDicL2c (Tw2c − Tr1c)
m˙ochlc − m˙ochoc + αi3cπDicL3c (Tw3c − Tr3c)
m˙ic − m˙oc
αi1cπDic (Tr1c − Tw1c)+ αocπDoc (Ta1c − Tw1c)
αi2cπDic (Tr2c − Tw2c)+ αocπDoc (Ta2c − Tw2c)
αi3cπDic (Tr3c − Tw3c)+ αocπDoc (Ta3c − Tw3c)
 , Dc =

d′11 0 d
′
13 0 0 0 0
d′21 d
′
22 d
′
23 0 0 0 0
d′31 d
′
32 d
′
33 d
′
34 0 0 0
d′41 d
′
42 d
′
43 0 0 0 0
d′51 0 0 0 d
′
55 0 0
0 0 0 0 0 d′66 0
d′71 d
′
72 0 0 0 0 d
′
77

.
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3.2. Valve and turbine
Under the normal operating condition, the dynamics of the throttle valve and the turbine is much faster than that of
evaporator, so the relationship between mass flow rate m˙v and the throttle valve position µ can be described by
m˙v = β × µ× Pe√
Teo
(15)
where β is a constant coefficient.
The relationship between inlet enthalpy and outlet enthalpy of the turbine is given by
hTo = hTos(pe, hTi, pc)− hTi
ηT
+ hTi (16)
where hTos is the enthalpy of the isentropic expansion process and ηT the turbine efficient coefficient given by the turbine
performance curves. The power output of the turbine expander can be obtained
N = m˙v(hTo − hTi). (17)
3.3. Pump
According to the performance curve provided by manufacturer, the mass flow rates corresponding to different rotation
speeds can be expressed by [18]
m˙p1
m˙p2
= wp1
wp2
. (18)
The outlet enthalpy of the pump can be described by
hpo = hpi + cp(ppo − ppi)
ηp
. (19)
where cp is the average specific volume and ηp the pump efficient coefficient.
3.4. ORC system
For simplicity, the linearized model of the ORC system can be utilized to investigate the dynamic behavior of an ORC
systemoperating at a nominal operating point. Hence, themodels of evaporator, throttle valve, turbine expander, condenser,
and pump can be simplified as follows
δx˙e = Aeδxe + Beδue (20)
δm˙v = k11δµ+ k12δpe + k13δpc (21)
δhTo = k21δpe + k22δpc + k23δhTi (22)
δx˙c = Acδxc + Bcδuc (23)
δm˙p = k31δwp (24)
δhpo = k41δpe + k42δpc + k43δhpi (25)
where Ae = ∂ fe(xe,ue)∂xe

xes,ues
, Be = ∂ fe(xe,ue)∂ue

xes,ues
, Ac = ∂ fc (xc ,uc )∂xc

xcs,ucs
and Bc = ∂ fc (xc ,uc )∂uc

xcs,ucs
. k11, k12, k13, k21, k22, k23, k31,
k41, k42 and k43 are corresponding coefficients after linearization.
These simplified equations can be described by
δx˙ = A˜δx+ B˜δu (26)
where the state vector is x = [xTe , xTc ]T . The input vector u =

µ,wp, ve, vc
T includes the throttle valve position µ, the
pump speedwp, the velocity of exhaust ve and the velocity of air vc .
Themodel (26) of the ORC system still can be simplified to the following lower order linearizedmodel using well-known
model reduction techniques [19]
x˙ = A¯x+ B¯u
y = C¯x+ D¯u (27)
where the output vector y = [N, Pe, Tsh, Tch]T of the ORC system consists of power output N , throttle pressure Pe,
superheated vapor temperature at the outlet of the evaporator Tsh and temperature at the outlet of the condenser Tch.
J. Zhang et al. / Computers and Mathematics with Applications 64 (2012) 908–921 913
Fig. 3. Diagram of the LQR with PI controller.
4. Control strategy
The main objective of the controller is to minimize the influence of interactions and disturbances so as to ensure high
load-following capability and disturbance rejection performance. In addition, both the superheated vapor temperature at
the outlet of the evaporator and the temperature at the outlet of the condenser should be regulated in order to improve the
efficiency of the ORC system and prevent damage to mechanical components [13].
Incorporating a linear quadratic regulator (LQR) with a PI controller, a multivariable control strategy shown as Fig. 3 is
presented for the ORC system.
The power plant (27) can be discretized as
x(k+ 1) = Ax(k)+ Bu(k)
y(k) = Cx(k)+ Du(k). (28)
Supposed that the desired ORC system operating at steady state is given by
x¯ = Adx¯+ Bdu¯
yd = Cdx¯+ Ddu¯ (29)
which can be rewritten as
Ad − I Bd
Cd Dd
 
x¯
u¯

=

0
yd

(30)
where x¯, yd and u¯ are steady state vector, set-points of controlled variables and nominal control input when the ORC system
operates at steady state.
Let

Ad − I Bd
Cd Dd
−1 = Ψ11 Ψ12
Ψ21 Ψ22

, this leads to
x¯
u¯

=

Ψ11 Ψ12
Ψ21 Ψ22
 
0
yd

. (31)
The following ‘‘quasi-integration’’ is utilized to eliminate the steady tracking errors in the closed loop control system
shown in Fig. 3.
ξ(k+ 1) = ξ(0)+
k
j=0
[y(j)− yd] = ξ(k)+ [y(k)− yd]. (32)
An augmented state equation can be formulated from Eqs. (28) and (32),
x(k+ 1)
ξ(k+ 1)

=

A 0
C I
 
x(k)
ξ(k)

+

B
D

u(k)−

0
I

yd. (33)
Define three perturbation variables as δx(k) = x(k) − x¯, δξ(k) = ξ(k) − ξ¯ and δu(k) = u(k) − u¯. The perturbation state
equation is described by
δx(k+ 1)
δξ(k+ 1)

=

A 0
C I
 
δx(k)
δξ(k)

+

B
D

δu(k). (34)
The optimal feedback gain matrix Kc can be calculated by minimizing the following cost function
J =
k=N
k=0

δx(k)
δξ(k)
δu(k)
T Q11 Q12 M1Q T12 Q22 M2
MT1 M
T
2 R
δx(k)δξ(k)
δu(k)

+

δx(k)
δξ(k)
T S11 S12
ST12 S22
 
δx(k)
δξ(k)

(35)
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where S =

S11 S12
ST12 S22

and Q =

Q11 Q12
Q T12 Q22

are symmetric non-negative definite matrices, R is a symmetric positive definite
matrix. The optimal gain matrix Kc can be obtained
Kc(k) = [R+ BTPc(k+ 1)B]−1 × [BTPc(k+ 1)A+MT (k)] (36)
where the gain matrix Pc(k) satisfies the following Riccati equation
Pc(k) = Q (k)+ ATPc(k+ 1)A− [ATPc(k+ 1)B+M(k)][R(k)+ BTPc(k+ 1)B]−1 × [BTPc(k+ 1)A+MT (k)]
Pc(N) = S. (37)
Therefore the optimal control strategy for the perturbation state equation can be formulated as
δu∗(k) = −Kc

δx(k)
δξ(k)

= − Kc1 Kc2 δx(k)δξ(k)

= −Kc1δx(k)− Kc2δξ(k). (38)
The optimal control strategy for the power plant (28) can be described by
u∗(k) = −Kc1x(k)− Kc2ξ(k)+

u¯+ Kc1x¯+ Kc2ξ¯

. (39)
In order to obtain the minimum cost function J in (35)
Jmin =

δx(0)
δξ(0)
T 
Pc11 Pc12
Pc21 Pc22
 
δx(0)
δξ(0)

(40)
δξ(0) can be solved by
∂ Jmin
∂ [δξ(0)]
= 0. (41)
It leads to
ξ¯ = −P−1c22PTc12Ψ12yd. (42)
Substituting (31) and (42) into (39), the optimal control law can be readily formulated to read
u∗(k) = −Kc1x(k)− Kc2ξ(k)+

Ψ22 +

Kc1 − Kc2P−1c22PTc12

Ψ12

yd(k). (43)
5. Simulation
A 100 kW waste heat utilizing power plant is used to testify the proposed controller. The nominal operating condition
is considered: N = 100 kW, Pe = 2 MPa, Tsh = 137.6 °C, Tch = 31.7 °C, µ = 88%, wp = 2850 r/min, ve = 4.06 m/s and
vc = 2.58 m/s.
5.1. Tracking ability simulation in nominal operating condition
In order to simulate the system tracking ability in nominal working condition, four step disturbances are imposed on the
corresponding set-points respectively.
Case 1: Tracking the set-points of N and Pe simulation
(a) At t = 10 s, the set-point of power output (load demand) is decreased from 100 to 95 kW at the rate of−2.5 kW/s.
(b) At t = 80 s, the set-point of throttle pressure is decreased by 1000 Pa at the rate of−500 Pa/s.
(c) At t = 130 s, the set-point of power output (load demand) is increased to 97 kW at the rate of 2.5 kW/s.
(d) At t = 190 s, the set-point of throttle pressure is increased by 500 Pa at the rate of 500 Pa/s.
The responses of output variables are shown in Figs. 4 and 5 respectively, while the manipulated variables are shown in
Figs. 6 and 7.
(a) When load demand varies, the power out follows the load demand quickly and accurately. The throttle pressure, the
superheated vapor temperature at the outlet of the evaporator and the temperature at the outlet of the condenser deviate
their set-point due to the influence of load demand disturbance, their maximum deviations are not more than 0.1 kPa,
0.3 °C, 0.5 °C, respectively, they all come back to their set-points swiftly again.
(b) When the set-point of throttle pressure varies, the pressure follows its set-point quickly and accurately. The power out,
the superheated vapor temperature at the outlet of the evaporator and the temperature at the outlet of the condenser
deviate their set-point due to the influence of pressure demand disturbance, their maximum deviations are not more
than 0.01 kW, 0.05 °C, 0.1 °C, respectively, and they come back to their set-point swiftly again.
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Fig. 4. Responses of N and Pe .
Fig. 5. Responses of Tsh and Tch .
Fig. 6. Responses of µ andw.
(c) In thewhole process, the changes of control signals (the valve position, the speed of the pump, the velocity of the exhaust
gas and the velocity of the cooling air) are reasonable.
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Fig. 7. Responses of ve and vc .
Fig. 8. Responses of N and Pe .
Case 2: Tracking the set-points of Tsh and Tch simulation
(a) At t = 10 s, the set-point of the superheated vapor temperature at outlet of evaporator Tsh is decreased from 137.6 to
135.6 °C at the rate of−1 °C/s.
(b) At t = 80 s, the set-point of the temperature at the outlet of the condenser Tch is decreased by 2 °C at the rate of−1 °C/s.
(c) At t = 150 s, the set-point of Tsh is increased from 135.6 to 136.6 °C at the rate of 1 °C/s.
(d) At t = 200 s, the set-point of Tch is increased by 1 °C at the rate of 1 °C/s.
The responses of output variables are shown in Figs. 8 and 9 respectively, while the manipulated variables are shown in
Figs. 10 and 11.
(a) When the set-point of the superheated vapor temperature at the outlet of the evaporator varies, the superheated vapor
temperature at the outlet of the evaporator follows the temperature demand quickly and accurately. The power output,
the throttle pressure and the temperature at the outlet of the condenser deviate their set-points due to the influence
of load demand disturbance, their maximum deviations are not more than 0.7 kW, 1 kPa, 0.5 °C, respectively, and they
come back to the set-point swiftly again.
(b) When the set-point of the temperature at the outlet of the condenser varies, the output temperature of the condenser
follows its set-point quickly and accurately. The power output, the throttle pressure and the superheated vapor
temperature at the outlet of the evaporator deviate their set-points due to the disturbance induced by this temperature
demand, their maximum deviations are not more than 0.8 kW, 1 kPa, 0.5 °C, respectively, and they all come back to the
set-point swiftly again.
(c) In the whole process, the changes of control signals are reasonable.
These responses clearly demonstrate that the output variables can track the demand swiftly and accurately while the
control variables can satisfy the requirements.
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Fig. 9. Responses of Tsh and Tch .
Fig. 10. Responses of µ andw.
5.2. Disturbance rejection simulation
Case 1: Disturbance from variation of µ.
The waste heat recovery process is working in a steady nominal operating condition, suppose a step decrease of 2% for
the throttle valve position lasts from t = 10 s to t = 50 s. The responses of controlled variables are shown in Figs. 12 and
13 respectively.
Figs. 12 and 13 show that this disturbance leads to the transient variations of each controlled variable. But the controlled
variables all come back to their initial values. When time is between 10 and 50 s, the maximum deviations of power output
N , throttle pressure Pe, superheated vapor temperature Tsh and the temperature of the working fluid at the outlet of the
condenser Tch are 0.2 kW, 0.5 kPa, 0.15 °C and 0.25 °C respectively. When the throttle valve position increases immediately
due to the imposed step disturbance at t = 50 s, the transient variation of each controlled variable occurs, consequently
the controlled variables all come back to their initial values. When time is between 50 and 100 s, the maximum deviations
of power output N , throttle pressure Pe, superheated vapor temperature Tsh and the temperature of the working fluid at the
outlet of the condenser Tch are 0.2 kW, 0.5 kPa, 0.15 °C and 0.25 °C respectively.
Case 2: Disturbance from variation of ve.
The waste heat recovery process is working in a steady nominal operating condition, suppose a step increase of 0.2 m/s
for the velocity of exhaust gas lasts from t = 10 s to t = 50 s.
Figs. 14 and 15 show this disturbance causes the transient variations of each controlled variable. But the controlled
variables all come back to their initial values. When time is between 10 and 50 s, the maximum deviations of power
output N , throttle pressure Pe, superheated vapor temperature at the outlet of the evaporator Tsh and the temperature of the
working fluid at the outlet of condenser Tch are 0.08 kW, 0.12 kPa, 0.03 °C and 0.03 °C respectively. When the velocity of
the exhaust decreases immediately at t = 50 s, the transient variations of each controlled variable occur, consequently the
controlled variables all come back to their initial values. When time is between 50 and 100 s, the maximum deviations of
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Fig. 11. Responses of ve and vc .
Fig. 12. Responses of N and Pe with disturbance.
Fig. 13. Responses of Tsh and Tch with disturbance.
power outputN , throttle pressure Pe, superheated vapor temperature at the outlet of the evaporator Tsh and the temperature
of the working fluid at the outlet of the condenser Tch are 0.08 kW, 0.12 kPa, 0.03 °C and 0.03 °C respectively.
J. Zhang et al. / Computers and Mathematics with Applications 64 (2012) 908–921 919
Fig. 14. Response of N and Pe with disturbance.
Fig. 15. Response of Tsh and Tch with disturbance.
6. Conclusions
In this paper, the control-oriented model of a 100 kW waste heat utilizing power plant is built, a multivariable control
strategy is presented for the waste heat recovery system by incorporating a linear quadratic regulator with a PI controller.
Simulations illustrate that the proposed strategy can obtain satisfactory performance.
The following conclusions can be drawn:
(a) The electric power output can follow the load demand quickly and accurately.
(b) The multivariable control system has low overshoot and good steady-state performance.
(c) The main operating parameters in the presence of disturbances can be kept within acceptable limits.
(d) The proposed multivariable control strategy can be easily implemented in other waste heat recovery power plants.
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Appendix
d11 = hi − hl2 Aρl
d13 = AL1

ρl
2
dhl
dP
− 1

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d21 =

cpρA

w
Tw1 − Tw2
L1
d25 =

cpρA

w
d31 = −Aρl

hg − hl

d32 = −A (1− γ¯ ) ρl

hg − hl

d33 = AL2

− (1− γ¯ ) dρl

hg − hl

dP
+ ρ2 dhgdP − 1

d46 =

cpρA

w
d51 = A (ρl − ρ3)
d52 = A (ρ2 − ρ3)
d53 = AL3 ∂ρ3
∂P
+ AL2 dρ2dP
d54 = AL3 ∂ρ3
∂ho
d61 = −12A

ho − hg

ρ3
d62 = −12A

ho − hg

ρ3
d63 = AL3

ρ3
2
dhg
dP
+ 1
2

ho − hg
 ∂ρ3
∂P
− 1

d64 = AL3

ρ3
2
+ 1
2

ho − hg
 ∂ρ3
∂ho

d71 =

cpρA

w
Tw2 − Tw3
L3
d72 =

cpρA

w
Tw2 − Tw3
L3
d77 =

cpρA

w
d′11 = 0.5Acρ1c

hic − hgc

d′13 = AcL1c

ρ1c
dhgc
dPc
+ 0.5 hic − hgc dρ1cdPc + dρ1cdh1c dhgcdPc

− 1

d′21 = Acρlc(hgc − hlc)
d′22 = Ac γ¯cρlc(hgc − hlc)
d′23 = AcL2c

− (1− γ¯c) dρlc(hgc − hlc)dPc + ρ2c
dhgc
dPc
− 1

d′31 = 0.5Acρlc (hlc − hoc)
d′32 = 0.5Acρlc (hlc − hoc)
d′33 = AcL3c

0.5ρlc
dhlc
dPc
− 1

d′34 = 0.5AcL3cρlc
d′41 = Ac (ρ1c − ρlc)
d′42 = Ac (ρ2c − ρlc)
d′43 = AcL1c

dρ1c
dPc
+ dρ1c
dh1c
dhgc
dPc

+ AcL2c dρ2cdPc
d′51 =

CpcρcAc

w
Tw1c − Tw2c
L1c
d′55 =

CpcρcAc

w
d′66 =

CpcρcAc

w
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d′71 =

CpcρcAc

w
Tw2c − Tw3c
L3c
d′72 =

CpcρcAc

w
Tw2c − Tw3c
L3c
d′77 =

CpcρcAc

w
.
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