Abstract-A widely held view in the nonlinear signal processing community is that the class of stack filters is robust. Although this is supported by extensive experimental evidence, no systematic theoretical justification exists, despite the availability of analytical tools for studying robustness of individual stack filters. In this paper, we focus on rank selection probabilities (RSPs) as measures of robustness as it is well known that other statistical characterizations of stack filters, such as output distributions, breakdown probabilities and output distributional influence functions can be represented in terms of RSPs. We show, in a very general sense, that the class of stack filters is highly robust. It is also shown that almost all stack filters have very similar output distributions for independent and identically distributed (i.i.d.) input signals and, thus, very similar statistical behavior.
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I. INTRODUCTION

S
TACK filters, which were first introduced by Wendt et al. [1] , have been used in many signal and image processing applications. Since then, a rich theory has developed around this class of filters, mainly directed toward deterministic and statistical analysis as well as optimization and design methodologies. Perhaps one of the reasons for the popularity of this filter class is its generality as it includes standard and weighted median filters, some morphological and soft morphological filters, weighted order statistic filters, and several other filter classes. Another reason is that stack filters perform well in many situations where linear filters fail, such as when impulsive noise is present and sharp edges need to be preserved. Good overviews can be found in [2] - [6] . The theory behind stack filters has also been applied outside the domain of filtering in such diverse areas as fuzzy theory [7] , [8] and multiscale analysis [9] .
While traditional stack filters can only synthesize lowpass type operations, a newly proposed class of more general and powerful stack filters based on so-called mirrored threshold decomposition is able to address problems that require bandpass or highpass operations [10] . This new, richer stack filter framework naturally leads to the definitions of weighted order statistic and weighted median filters that admit positive and negative weights. Consequently, this allows such filters to possess arbi- trary frequency-selective characteristics [11] . Traditional stack filters should, strictly speaking, be called stack smoothers as they are only empowered with lowpass behavior. However, we will not make this distinction in this paper since our results will be equally applicable to both filter types. A design method for stack filters based on minimization of the mean absolute error was demonstrated in [12] . After that, much research has been devoted to improving the performance in finding the optimal stack filter [13] - [17] .
Statistical properties of stack filters have been studied in terms of output distributions and moments [18] - [22] , rank selection probabilities [25] , breakdown probabilities [19] , [23] , and influence functions and their generalizations [24] . Stack filters can also be designed using statistical optimization methodologies. For example, using the output distribution formula, it is possible to optimize stack filters in the mean square sense [2] , [19] . In other words, the knowledge of the input distribution allows one to find a stack filter or a set of stack filters that minimize the output variance. Several statistical or estimation-based approaches to the design of optimal stack filters exist [26] , [27] .
Most papers dealing with stack filters do not fail to mention in their introductions that stack filters are robust operators in the presence of impulsive noise or outliers. Such statements inevitably refer to stack filters as a class. On the other hand, many powerful tools, such as rank selection probabilities [25] , breakdown probabilities [19] , and output distributional influence functions [24] , exist for the analysis of robustness of individual stack filters. Thus, there appears to be somewhat of a gap in the literature; despite overwhelming experimental evidence collected from a variety of optimization paradigms, the available theory and tools have not been systematically used to justify making any claims regarding the robustness properties of the entire class of stack filters as a whole. It is this question with which we are concerned in this paper.
Before we continue, we need to make the setting a bit more concrete. First, consider the simple real-valued projection operator , which is a stack filter. By most standards, this filter would not be considered robust since any impulse in the input would also appear in the output when the filter is used in a sliding window fashion. Thus, from the statement "the class of stack filters is robust," it makes little sense to infer that all stack filters are robust. To reconcile this, we will adopt the following natural definition. Let be the set of stack filters with inputs, and let be the set of stack filters possessing some property . Then, we will say that almost all stack filters possess property if (1) 1053-587X/02$17.00 © 2002 IEEE which will also be denoted as and where denotes the cardinality of a set. We will use this sort of reasoning in the rest of the paper when talking about robustness as a class property.
Second, it is important to mention that robustness is not a dichotomous notion. Rather, there is a degree to which a stack filter can be robust. Moreover, there are many different ways of measuring robustness. It is not our intention to give a comprehensive treatment of robust statistics, which is a mature field in its own right. Since we are concerned specifically with stack filters, we will mostly use the rank selection probabilities as a starting point. It is well known that many statistical properties, as well as measures of robustness such as output distributions, breakdown probabilities, and output distributional influence functions, can be expressed in terms of rank selection probabilities [19] , [24] , [25] .
We will show in this paper that almost all stack filters, in the sense of (1), are highly robust according to well-known measures, thus supporting the widespread opinion that the class of stack filters is robust. However, there is also, perhaps, a somewhat surprising additional fact. Informally speaking, we will show that almost all stack filters have very similar output distributions for independent and identically distributed (i.i.d.) input signals and, thus, very similar statistical behavior. This result may seem to be in dissonance with the fact that the number of stack filters , as a function of the window size , grows at an enormous rate [28] . For example, a simple lower bound, which was first shown by Ward [29] , is , and for , there are as many as 2 414 682 040 998 stack filters [30] . Consequently, one would expect, at least intuitively, that such a large collection of stack filters would exhibit rather diverse statistical behavior. We will show that for almost all stack filters, this is not the case.
The rest of the paper is organized as follows. Section II introduces the definitions and reviews the necessary background information needed for the main results. These, in turn, are presented in Section III. Finally, Section IV summarizes the results.
II. DEFINITIONS AND PRELIMINARIES
Let and be two different -element binary vectors. We say that precedes , which is denoted as , if for every , . If and , then and are said to be incomparable. Relative to the predicate , the set of all binary vectors of a given length is a partially ordered set. A Boolean function is called monotone if for any two vectors and such that , we have . A stack filter is, in fact, defined by a monotone (positive) Boolean function [1] . Although there are several equivalent definitions of stack filters, we use the following one.
Definition 1: Let be a real-valued vector of observations comprising the contents of the filter window. Then, a stack filter is defined as where , , , and not all are empty.
Consequently, the sets completely define the stack filter. Clearly, the max and min operations in the real-valued domain are generalizations of the disjunction and conjunction operations in the binary domain.
It is well known that by using a property called threshold decomposition [31] or the more powerful mirrored threshold decomposition [10] , all statistical and deterministic properties of stack smoothers and filters, respectively, can be obtained by considering only the binary domain and, hence, the monotone Boolean function defining the stack filter.
For example, consider the well-known running median originally introduced by Tukey [32, p. 210 . In fact, the minimal ones correspond directly to the terms in the minimal disjunctive normal form (DNF) representation of the monotone Boolean function and, consequently, to the sets that define the stack filter. In [33] , asymptotic formulae for the number of monotone Boolean functions of variables with a most probable number of minimal ones were derived. This confirmed the conjecture in [34] and [35] that the number of monotone Boolean functions relative to the number of minimal ones asymptotically follows a normal distribution with the assumption of all monotone Boolean functions being equiprobable.
A. Statistical Characterizations of Stack Filters
The statistical characterization of a stack filter can be captured by its so-called rank selection probabilities (RSPs), which are defined as follows. Suppose that the input vector consists of i.i.d. random variables, and let be the th-order statistic or, equivalently, the th smallest input value. Since, from Definition 1, it follows that the output of a stack filter is always equal to one of its inputs, the th-rank selection probability is defined as [25] The vector is called the rank selection probability vector. Efficient spectral algorithms exist for the computation of the selection probabilities of stack filters [37] .
The RSPs can give important information about the filter's robustness properties or, in other words, its sensitivity to outliers at the input. For example, if the median filter has window size , then , and for . Thus, any outlying observation will not appear at the output of this filter.
Given a monotone Boolean function of variables, let
It is well known [19] that (3) Suppose that the input variables of some stack filter defined by monotone Boolean function are i.i.d. random variables with distribution . Then, it is well known (see, e.g., [2] ) that the output of the stack filter has cumulative distribution function (4) Furthermore, it can be shown that the output distribution function can be expressed in terms of the RSPs as (5) where is the cumulative distribution function of the th-order statistic for i.i.d. inputs [2] .
The breakdown probability is defined to be the probability for an impulse to be an output when the probability of impulses at the input is given [38] . More formally, suppose that a signal sample is replaced by a negative impulse with probability by a positive impulse with probability and otherwise unaltered. Then, the breakdown probability of a stack filter with RSP vector is given by [19] (6)
Another recently introduced measure of robustness is the output distributional influence function (ODIF) [24] , which, unlike the classical influence function, is applicable to finite length filters. Let us denote by the output distribution of the stack filter when the inputs have common distribution . Further, denote by a distribution function having mean . Then, the ODIF is defined as [24] The ODIF measures the effect of the contaminated distribution on the stack filter output. The relationship between the RSPs and the ODIF is [24] (7)
From (5)- (7), it can be seen that the output distribution function, the breakdown probability, and the output distributional influence function can all be expressed in terms of the rank selection probabilities. Thus, as mentioned in the Introduction, we will concentrate our efforts on the latter.
B. Structure of Special Monotone Boolean Functions
We now briefly review some known results concerning the structure of so-called special monotone Boolean functions. These results will enable us to make statements about the robustness properties of the class of stack filters. Let denote the set of functions in possessing the following properties. If is even, then contains only functions such that all minimal ones of are situated in , , and , whereas function is equal to 1 on all vectors in . For odd , contains only functions such that all minimal ones of are situated in either , , and or , , and . In the first case, for all in , whereas in the second case, for all in . Then, as shown in [28] (8)
In [39] , asymptotic formulae for the number of special functions from were established. The set of these special functions is denoted by and, depending on whether is even or odd, is defined differently. Although we will omit the rather lengthy definitions of special functions, the result from [39] that will be important to us is that . In other words, almost all monotone Boolean functions are special. We will also need the following results.
Let us start with the case of even . Let
Let denote the set of functions such that has minimal ones in , maximal zeros in , and is equal to 1 on vertices in . In [39] , the following result was proved.
Theorem 2: Let be even (10) where are defined in (9) . Then, for any , , and such that , ,
For any odd , we use the parameters , which are given by (11) (12) and parameters , which are given by
Let denote the set of functions such that has minimal ones in , maximal zeros in , and is equal to 1 on vertices in . Similarly, let denote the set of functions such that has minimal ones in and maximal zeros in , and is equal to 1 on vertices in . Then, in [39] , the following two theorems were proved.
Theorem 3: Let be odd (15) where are defined in (11) and (12) . Then, for any , , and such that , ,
Theorem 4: Let be odd (16) where are defined in (13) and (14) . Then, for any , , and such that , ,
We are now ready to present our results concerning the robustness of the class of stack filters.
III. ROBUSTNESS OF THE CLASS OF STACK FILTERS
From the definition of the set and from the fact that almost all monotone Boolean functions belong to this set, we can immediately state a rather striking result about the robustness of almost all stack filters.
Theorem 5: As , almost all stack filters have their rank selection probability vectors of the form (17) if is even and either (18) or (19) if is odd.
Proof: In view of (8), let us limit our consideration only to functions in . First, we consider the case of even . All minimal ones are situated in , , and . This clearly implies that and, using (3) , that for and . Thus, only the four middle RSPs are nonzero. Now, consider the case of odd . There are two possibilities: Either all minimal ones are in , , and , or they are all in , , and . In the first case whereas in the second case Again, using (3), we see that in the first case, for and . In the second case, for and .
Theorem 5 shows that almost all stack filters discard all but the middle four order statistics. Thus, in the sense of (1), the class of stack filters is highly robust. Let us illustrate this phenomenon on a concrete example.
A. Example of Stack Filter Optimization
Although the main goal here is to characterize the class of stack filters as being robust in the sense of (1), it would be unfortunate if most practical stack filter design algorithms were to result in optimal filters whose rank selection probabilities do not satisfy (17)- (19) . In essence, if this were to be the case, it would imply that robustness is at odds with the design goals. Let us consider the typical problem of noise smoothing for which stack filters (smoothers) are often employed. As was shown in [19] , it is possible to optimize stack filters in the mean square sense, where the knowledge of the input distribution allows one to find a stack filter or a set of stack filters, all of which minimize the output variance. Such an optimization paradigm is advantageous for several reasons.
First, it is not necessary to perform a search over the set of stack filters, the cardinality of which grows very quickly [28] . Second, the optimization procedure does not suffer from high computational complexity since usually, a linear programming or quadratic programming problem needs to be solved in which the dimensionality of the search space is linearly related to the window width of the stack filter. Finally, various constraints can be easily incorporated into the optimization framework. For example, structural constraints, as well as statistical constraints such as unbiasedness (in the mean sense), can be easily included.
Briefly, mean square optimization of stack filters proceeds as follows. The variance of the output of the stack filter can be written as [2] (20)
where and the coefficients are given in (2) . Therefore, for a given noise distribution, the goal of optimization is to find parameters such that the objective function (20) is minimized. The optimal stack filter, which is specified by monotone Boolean function , is then constructed using the obtained parameters . As this procedure can lead to a whole class of stack filters all of which are optimal in the sense of (20) , one stack filter should be chosen from that class that is optimal under an additional criterion, such as detail preservation. Such a method was described in [27] and uses sample selection probabilities to ensure the best detail preservation.
Let us now consider an example where the input noise density is a mixture of two Gaussian densities and . That is This density is shown in Fig. 1 . Such models are often encountered when the noise originates from two separate sources. The second density , which has a nonzero mean and small variance, represents additive impulsive-type noise in addition to the usual additive zero-mean Gaussian noise modeled by the first density . For our example, let , and let the means and standard deviations of the two Gaussian densities be and . Suppose that we wish to design an optimal stack filter that would minimize the output variance (20) with the added constraint that the output of the filter must be zero-mean, that is Let us design a stack filter (smoother) with window width 9. In a general setting, the selection of the window width can be performed by using a procedure described in [36] . For our noise distribution, the optimal stack filter with window width , which minimizes the output variance and whose output is zero-mean, is given by the vector of parameters (21) Using the relationship in (3), the rank selection probability vector of this filter is It is clear that this vector satisfies (19) , as given in Theorem 5, implying that the optimal stack filter is very robust. It is also interesting to note that the filter is more biased toward the lower order statistics because of the asymmetrical noise distribution, as shown in Fig. 1 .
B. Detailed Analysis
Although Theorem 5 shows that the class of stack filters is highly robust, we may be left with several natural questions. The first question follows: Since the results in Theorem 5 are asymptotic, how far from reality are they for finite ? While detailed convergence analysis is outside the scope of this paper, we can give some indication. First, the asymptotic formulae for the number of monotone Boolean functions obtained in [28] are quite accurate even for small (e.g., ). Since these formulae are essentially derived by considering the size of the set , it is reasonable to conclude that the same speed of convergence will take place for the results in Theorem 5. Another indication of convergence can be obtained by performing a simple empirical verification as follows. Fix , and generate every stack filter with window size . For every such filter, compute its rank selection probability vector. Finally, compute the average of all such vectors. Fig. 2 shows the result of this procedure for . The number of stack filters is . The RSPs were computed using the spectral algorithms in [37] . As can be seen, the RSPs and are nearly zero, and the four middle RSPs are nonzero. Thus, the results in Theorem 5 are quite accurate even for as small as 6.
The second question we may have is the following: Theorem 5 tells us that for almost all stack filters only four RSPs are nonzero, but can we say something about what their actual values are likely to be? We answer this question in the following way.
Let us label the four nonzero rank selection probabilities by , , , and . For even , we have , , , and . For odd , as before, there are two separate cases: or If is even, then let denote the probability that a stack filter picked at random, assuming all stack filters are equally probable, has its four nonzero RSPs equal to , , , and . In other words, this probability tells us how likely a stack filter is to have some specific RSPs. We convince ourselves of the following assertion. and that is the number of vertices in on which is equal to 1. Setting , , and , where , and are taken from (9), we get Consequently Using these equalities, it can be seen that It is clear that in all cases, and , , , and have the form given in the statement of this theorem. Since , , and satisfy the conditions of Theorem 2, it is possible to use the asymptotic formula for from that theorem. Dividing this formula by the total number of stack filters with window size , that is, by
, we obtain the assertion of Theorem 6. Now, let us consider the case when is odd. Let be the probability that a stack filter picked at random has its four nonzero RSPs equal to Finally, let denote the probability that a stack filter picked at random has its four nonzero RSPs equal to
The following two assertions are true.
Theorem 7: Let be odd, and let be the four nonzero rank selection probabilities, where and in each case. Then, for any , , and such that , ,
Theorem 8: Let be odd, and let be the four nonzero rank selection probabilities, where and in each case. Then, for any , , and such that , ,
The proofs of Theorems 7 and 8 are similar, and therefore, we will only present the proof of Theorem 7.
Proof of Theorem 7: Recall from Theorem 3 that monotone Boolean function has minimal ones in and maximal zeros in and that is the number of vertices in on which is equal to 1. Setting , , and , where , , and are taken from (11) and (12), we get Consequently Using these equalities, it can be seen that It is clear that in all cases, , and , , , and have the form given in the statement of this theorem. Since , , and satisfy the conditions of Theorem 3, it is possible to use the asymptotic formula for from that theorem. Dividing this formula by the total number of stack filters with window size , that is, by
, we obtain the assertion of Theorem 7.
Theorems 6-8 not only give us the probability that a randomly chosen stack filter will have some given RSP but also provide us with their most probable values. For example, we see that for even , the RSP vectors are symmetric, as can also be seen in Fig. 2 . Moreover, and are very small as compared with and , which are close to 1/2.
Having obtained the above results for rank selection probabilities, it now becomes possible to make similar claims regarding output distributions, breakdown probabilities, as well as the output distributional influence functions, as they can all be expressed in terms of the RSPs. For instance, as , almost all stack filters have output distributions of the form if is even and either or if is odd, where we have used (5) . This shows that the output distribution function is a linear combination of only four distribution functions. Thus, by taking into consideration the form of the RSPs in Theorems 6-8, we can conclude that almost all stack filters behave, statistically, in a very restricted manner. For example, for even , the most probable output distribution is It is also straightforward to show that as , every stack filter in the class of almost all stack filters has an asymptotically normal output distribution. Similar results can be easily obtained for breakdown probabilities and for the output distributional influence functions.
IV. CONCLUDING REMARKS
The aim of this paper was to bridge the gap between the available tools developed for the analysis of robustness of individual stack filters and robustness as a class property. The results support the widely held view that the class of stack filters is indeed robust. The evidence is furnished by Theorem 5, which states that almost all stack filters discard all but the middle four order statistics. This implies that almost all stack filters are highly robust. Thus, this is, in fact, a statement about the class of stack filters in the sense of (1). Moreover, the results of Theorems 6-8 imply an even greater robustness since the first and the fourth nonzero rank selection probabilities are very small as compared with the second and third. In fact, almost all stack filters exhibit statistical behavior that is very close to that of the median filter. However, while the median filter completely ignores temporal information, stack filters do not and have powerful design methodologies, allowing the designer to incorporate various constraints on the statistical and temporal behavior of the optimal filter.
For example, in mean-square optimization of stack filters for noise smoothing, structural constraints can easily be incorporated. It is also straightforward to express robustness constraints using RSPs simply by requiring that a number of "noncentral" RSPs be equal to zero. The more such RSPs are set to zero, the more robust the optimal filter becomes. Needless to say, demanding robustness from an optimal filter should not come at a great expense of the design goals for which stack filters are to be employed. In other words, the tradeoff between robustness and the filter's ability to temporally perform in a desired way should be minimal. Theorems 5-8 tell us that this is indeed the case: Given rather strict robustness constraints, a rich variety and diversity of temporal behavior can still be achieved since almost all stack filters satisfy these constraints. Thus, the results in this paper should be seen in a positive light and in agreement with the large amount of experimental evidence amassed since the time stack filters were first introduced. Dr. Yli-Harja won a national award from the Finnish Association of Information Science for his doctoral thesis "Median filters, extensions, analysis, and design."
