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Abstract
We consider various effects of currents, long waves, wind, viscosity and nonlinearity
on the evolution of gravity-capillary waves.
In Part I we develop an analytical theory for the modulation and repeated reflec-
tion of a wave train by a non-uniform current. The reflection points can be closely
spaced. We further include slow time modulation for application to wave packets.
Viscous damping is introduced to improve the agreement with experiments.
In part II we consider resonant triads of gravity-capillary waves which are riding
on a much longer gravity wave. The long-wave phase is assumed to vary on the same
timescale as the slow modulation of the short waves. Viscous damping is weak and
is neglected. The resulting dynamics for the three short waves can be represented
by a conservative non-autonomous system of only two dimensions. We find that a
weak long wave can resonate the natural modulation oscillations of the triad enve-
lope, giving rise to various bifurcations in the Poincar6 map. Numerical integration
for a stronger long wave reveals that chaos can emerge from these bifurcations. The
bifurcation criterion of Chen & Saffman (1979) for collinear Wilton's ripples, is gen-
eralized to arbitrary non-collinear triads, and plays an important role as a criterion
for the onset of chaotic behavior.
In Part III, we account for the effects of wind and viscosity on the long-time
behavior of two second-order resonant gravity-capillary waves in a third-order model.
Wave-growth due to wind and viscous damping are balanced at the third order. For
weak winds, lower than a certain threshold wind speed, the waves are damped out
by viscosity. For slightly stronger winds, we find that a finely tuned gentle wind can
balance viscosity and give rise to stable steady progressive WVilton's ripples. For yet
stronger winds, our third-order model predicts that the waves will "blow up".
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General Introduction
Gravity-capillary water-surface waves, or ripples, are waves for which both gravity
and surface tension are important as restoring forces. Their wavelengths are typically
in the range from 2 mm to 2 dm, which includes the range directly responsible for
backscatter of electromagnetic microwaves in the X-band (centimeter range) and the
Ka-band (subcentimeter range). The short surface waves often carry information
about conditions over much larger scales on or near the water surface. The X and
Ka-bands can for example be used to obtain estimates of ocean-surface wind stress,
which are valuable for weather prediction. Since short ripples are strongly influenced
by capillarity and viscosity, their behavior hence depends indirectly on the water-
surface temperature. Short waves are also modulated by longer surface waves and
by subsurface currents and internal waves. It is for example possible to observe
variations in bottom topography from the modulation of short surface waves, which
is brought about indirectly through the variations in oceanic currents induced by
the variable bathymetry (Valenzuela, Chen, Garrett & Kaiser 1983). For a review
of remote sensing of the ocean surface, see e.g. Phillips (1988). Remote sensing of
ripples also has applications for the surveillance of surface and subsurface vessels.
To gain information about larger-scale phenomena on or near the ocean surface
from short-wave imagery, it is crucial to understand how larger scale ambient flows
like currents, long waves and wind can affect the evolution of the short waves. A
proper interpretation of such observations is further complicated by nonlinear wave
interactions among the short waves themselves. We shall here focus our attention
on three different situations in which ripples are affected by currents, long waves,
wind, viscosity and nonlinear interaction. Our research topics are all substantially
motivated by recent laboratory and field observations.
Wave-flume experiments on the propagation of short waves against a non-uniform
current flowing over sloping bathymetry were performed by Badulin, Pokazeyev &
Rozenberg (1983) and Pokazeyev & Rozenberg (1983). They showed that an incident
wave train can be drastically shortened, and may be reflected back and forth by the
horizontal current gradient induced by the flow over a submerged ridge. With the
horizontal current varying from 4 to 30 cm/s, and an incident wave train with central
frequency in the range 1.5-11 Hz, the waves could be shortened from 2 dm to 2 mm;
a factor of 100! The transmitted waves were strongly attenuated by viscosity, and
were completely eradicated without wave breaking.
Figure 1 is a reproduction from Badulin et al. (1983) showing the non-uniform
current flowing from right to left over the sloping bottom. A gravity-capillary wave
can be seen propagating from left to right, being shortened down to an extremely
short capillary wave which is damped out by viscosity.
A somewhat similar situation ill the ocean was described by Valenzuela et al.
(1983) whose work was mentioned above, and by Leykin (1987) who reported field
measurements on waves in a rip zone due to tidal flow over a submerged ridge. In
Leykin's experiment, wind-driven gravity waves propagated against the current flow-
ing over the ridge, and were shortened and reflected by the current gradient. This
resulted in a zone of choppy water on top of the ridge, but completely calin water on
12
Figure 1: Reproduction of figure 2 in Badulin et al. (1983) showing a side view of
a non-uniform current flowing from right to left over a sloping bottom. A gravity-
capillary wave is propagating from left to right, being shortened down to an extremely
short capillary wave which is damped out by viscosity.
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the upstream side.
In Part I, we consider the evolution of short waves on a stationary current which
varies in strength in the direction of flow. Motivated by the experiments showing
that gravity-capillary waves are capable of being reflected multiple times, we derive
a theory to explain the amplitude variations of the short waves in regions of multiple
reflections. The enhanced role of viscous dissipation in regions with reflection points
is clearly demonstrated.
In laboratory experiments, Choi (1977) detected a sudden period-doubling of
wind-generated ripples. Brief accounts of these experiments can also be found in
Ramamonjiarisoa, Baldy & Choi (1978) and Janssen (1986). A fully turbulent wind
with velocity 5 m/s was blown over an initially calm water surface. At 70 cm fetch
the first wavelets appeared with a narrow spectral peak at about 16.7 Hz. These
initial waves grew according to linear theory up to 100 cm fetch. Then the spec-
trum broadened up to 150 cm fetch. From 150 to 220 cm fetch there was a definite
down-shift in the spectral peak to half its initial value. Figure 2 is a reproduction
from Janssen (1986) (which was in turn reproduced from Choi (1977)) showing the
broadening and downshifting of the frequency spectrum for increasing fetch. This
down-shift has been attributed to second-harmonic resonance by Chen & Saffman
(1979) and Janssen (1986).
Field observations of three and four-wave resonant interactions on the sea surface
have been reported by Strizhkin & Raletnev (1986). They analyzed photographs taken
from a platform at 14 m height. Triad interaction was observed for winds ill the range
2.7-18 m/s. Four-wave interaction was also observed, but for a larger threshold wind
speed, typically greater than 4-6 m/s. They reported that the detection of resonant
triads was often made difficult by the presence of much longer gravity waves. When
the long gravity waves were taken into account, the discrepancies in the resonance
conditions for frequencies and wavenumbers were reportedly reduced. Unfortunately
they did not reproduce any of their photographs or present any further data suitable
for comparison with theory.
In Part II, we investigate how the periodic disturbance of a long gravity wave can
affect the behavior of a resonating triad of short gravity-capillary waves in a second-
order model. The long-wave phase is assumed to vary on the same timescale as the
slow nonlinear modulation of the short waves. It is assumed that the damping by
viscosity is weak, such that we may neglect viscous damping and forcing mechanisms
like wind, within a leading-order approximation. We find that a weak long wave
can resonate the natural modulation oscillations of the triad envelope, giving rise to
various bifurcations in the Poincare map. Numerical integration for a stronger long
wave reveals that chaos can emerge from these bifurcations. The bifurcation criterion
of Chen & Saffman (1979) for collinear Wilton's ripples, is generalized to arbitrary
three-dimensional triads, and is found to play an important role as a criterion for the
onset of chaotic behavior. Since the periodic disturbance of a triad can cause an oth-
erwise orderly behavior of waves to become chaotic, this may hence be a deterministic
path towards understanding the random appearance of the ocean surface.
In recent laboratory experiments by Klinke & Jihne (1992), optical measurements
with resolution down to 1/3 mm were taken to study wind-driven gravity-capillary
14
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Figure 2: Reproduction of figure 4 in Janssen (1986) (which was in turn reproduced
from Choi (1977)) showing the broadening and downshifting of the frequency spec-
trum for increasing fetch.
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waves. Measurements from three different wind-wave facilities were compared in order
to deduce laboratory-independent properties of wind-generated waves in the ocean.
They found significant energy levels of gravity-capillary waves in the centimeter and
subcentimeter range. They also found that the spectrum of wind-generated waves
can depend sensitively on the wind-wave experimental facility.
Jurman, Deutsch & McCready (1992) performed experiments on centimeter-range
wind-driven surface waves on a shallow and highly viscous fluid (10-100 times more
viscous than water. They adjusted the gas flow to be just sufficient to produce mea-
surable waves. They observed that a fundamental wave, corresponding to the highest
linear growth rate due to wind, could saturate at a small steepness, while energy was
transferred from the fundamental to its second-harmonic which was linearly damped.
In Part III, we account for the effects of wind and viscosity on the long-time
behavior of two second-order resonant gravity-capillary waves in a third-order model.
Due to the small viscosity of water, we balance wave-growth due to wind and viscous
damping at the third order such that the scaling amplitude of the waves can be
sufficiently large to be of practical significance. We find that there is a lower threshold
wind speed, roughly in agreement with the lower limit given by Strizhkin & Raletnev
(1986), above which the waves may be maintained by the wind. We further find
that there is a narrow range of wind speeds for which a gentle wind may give rise
to a stable steady progressive combination wave of a first and a second-harmonic
component. This steady-state wave is found to be rather similar to the classical steady
inviscid Wilton's ripples found by Wilton (1915) and Pierson & Fife (1961). For
stronger winds, our third-order model predicts "blow-up", i.e. the wave amplitudes
grow beyond the validity of our theory. We remark that the "blowing-up" behavior
of our model seems to coincide with the broadening of the spectrum that can be seen
in figure 2, while our model only accounts for a discrete spectrum.
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Part I: Double reflection of
gravity-capillary waves by a
non-uniform current - a
boundary-layer theory
Notations for Part I
A Leading-order complex amplitude of velocity potential.
Aj Higher-order complex amplitudes of velocity potential.
At Branches of amplitudes of velocity potential near turning point.
Ai(.) Airy function.
a Scale for wave amplitude.
B Leading-order complex amplitude of surface displacement.
Bj Higher-order complex amplitudes of surface displacement.
B ± Solution branches for amplitude near turning point.
B(n) Complex amplitude of surface displacement of wave n.
b(t2) Time-dependent boundary value of B at x2 = xref.
bo, b1 Time-dependent coefficients of the amplitude at turning point.
b+t Time-dependent boundary values of B= at x = i.
c Phase velocity.
c0, cl Coefficients of amplitude at triple-root turning point.
cg Intrinsic group velocity.
4Cs Solution branches for intrinsic group velocity at turning point.
cg Intrinsic group velocity vector.
c.c. Complex conjugate terms.
D Scale for current set-down.
E Wave energy.
e 2.71828182845...
f Function representing dispersion relation.
g Gravitational acceleration.
H Scale for water depth.
h Water depth.
h* Dimensional water depth.
h.o.t. Higher order terms.
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i S.
K Normalized wavenumber.
Ko Wavenumber at turning point.
K; Solution branches for wavenumber near turning point.
K( n) Normalized wavenumber of wave n.
k Wavenumber absolute magnitude.
k Central wavenumber of incident gravity wave.
k Wavenumber vector.
L Scale for horizontal variation of current.
O(-) Order of.
P(.) Pearcey function.
P0 Algebraically decaying part of Pearcey function.
P1 Exponentially decaying part of Pearcey function.
R(i) Remainder in expansion of wavenumber at turning point.
r Normalized coefficient for wave packet snapshots.
r* Dimensional coefficient for wave packet.
S Phase function.
T Surface tension between water and air.
T Normalized reference time for wave packet snapshots.
7T* Dimensional reference time for wave packet snapshots.
t Time coordinate.
t2 Slow timescale.
tref Reference time.
U Horizontal current velocity.
U* Dimensional horizontal current velocity.
U0 U at turning point.
U1 AU/ax2 at turning point.
UL Lower limiting current at reflection point.
Uv Upper limiting current at reflection point.
U Current velocity vector.
W Vertical current velocity.
W* Dimensional vertical current velocity.
X First complex argument of Pearcey function.
x Horizontal coordinate in the upstream direction.
xo Location of a turning point.
x2 Long horizontal coordinate for current.
Xref Reference horizontal position.
x* Dimensional horizontal coordinate.
xi Location of the detuned triple-root point.
x Local long horizontal coordinate at turning point.
5i: Unit vector in the horizontal upstream direction.
Y Second (or only) complex argument of Pearcey function.
z Vertical coordinate.
z1 Long vertical coordinate for current.
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z* Dimensional vertical coordinate.
z: Unit vector in the vertical direction.
a First coefficient for wavenumber at any turning point.
a2, a 3 Coefficients for wavenumber at triple-root turning point.
/ Coefficient in expansion for wavenumber at reflection point.
r Normalized parameter for surface tension.
ro The value of r for a triple-root turning point.
6 Detuning in frequency.
e Small ordering parameter.
C Current set-down.
Co Current set-down at turning point.
~1 Current set-down slope at turning point.
Dimensional current set-down.
r7 Wave surface displacement.
7* Dimensional wave surface displacement.
v Kinematic viscosity.
Scaled local horizontal variable at turning point.
7r 3.1415926535...
p Density of water.
a Intrinsic angular frequency.
a0 Intrinsic angular frequency at turning point.
C± Solution branches of intrinsic angular frequency at turning point.
r Scaled time at turning point.
X5 Wave velocity potential.
~b* Dimensional wave velocity potential.
X Parameter for viscous damping.
Vp Auxiliary variable for the integration of wave-action.
Q Normalized frequency of incident wave train.
w Absolute angular frequency.
Wo Frequency for triple-root turning point.
&D Central frequency of incident gravity wave.
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1.1 Introduction
I.1.1 Literature review
The kinematics of three-dimensional water surface gravity-capillary waves on a cur-
rent that is non-uniform in the direction of its velocity, was thoroughly investigated
by Basovich & Talanov (1977). The conditions for reflection of packets of waves by
the inhomogeneous current were determined. They predicted that a short gravity
wave with its wavenumber vector directly opposed to the current may be shortened
and reflected as a gravity-capillary wave, which may then be further shortened and
reflected a second time as a pure capillary wave. They further found that the qual-
itative behavior of the short waves changes depending on whether the frequency is
smaller or greater than a certain characteristic frequency. The double reflection in
two dimensions just described can only happen when the frequency is less than this
characteristic frequency.
Basovich & Bahanov (1984) further studied the kinematics of gravity-capillary
waves which may be refracted and trapped by the variable current field generated
by a large-amplitude internal wave. Examples of the rich variety of wave kinematics
possible for gravity waves generated at a point source ill regions of relatively simple
current gradients were given by Trulsen, Dysthe & Trulsen (1990).
On the experimental side, striking examples of wave shortening and double re-
flection of gravity-capillary waves on an inhomogeneous current were reported by
Pokazeyev & Rozenberg (1983) and Badulin, Pokazeyev & Rozenberg (1983). They
conducted experiments for short waves on a weak opposing current with speed be-
tween 4 and 30 cm/s over a sloping bottom. Wave-packets of three to ten oscillations
with central frequencies in the range of 1.5 to 11 Hz were sent toward the opposing
current. A drastic shortening of wavelength was found to take place, e.g. from 20 cm
down to 2 mm; a factor of 100! The transmitted waves were found to be strongly
attenuated. Badulin, Pokazeyev & Rozenberg (1983) specifically focused attention
on wave propagation involving reflection, which can happen when the frequency is
sufficiently low. They observed that the waves are reflected at two reflection points,
accompanied by a drastic reduction of wavelength and amplitude attenuation. Figure
1 shows a photograph of their experiment. In these experiments, the separation be-
tween the two reflection points is typically not much greater than a local wavelength.
Yermakov & Salashin (1984) conducted laboratory experiments on transforma-
tions of gravity-capillary surface waves on the variable current field of an internal
wave. Leykin (1987) described field measurements on waves in a rip zone due to tidal
flow over a submerged ridge. Wind driven gravity waves were observed propagating
against a current which was weak away from the submerged ridge (0.25 - 0.5 m/s)
and strong above the the ridge (2 m/s). The waves were shortened and reflected by
the current gradient, resulting in a zone of breaking waves and choppy water. Since
no waves could propagate past the ridge, the water was calm on the upstream side.
Lai, Long & Huang (1989) did experiments on gravity waves on non-uniform currents
and verified the kinematic dispersion relation, but did not investigate reflection of
waves.
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Modern theories on the dynamics of infinitesimal short gravity waves on longer
waves or slowly varying currents were begun by Longuet-Higgins & Stewart (1960),
who showed that the short waves become shorter and steeper near the crests and
longer and lower near the troughs of the long wave. They introduced the concept of
radiation stress for water waves. Longuet-Higgins & Stewart (1961) further discussed
the work done by the rate of strain of the ambient current against the radiation
stress of the short waves. Bretherton & Garrett (1968) derived the conservation of
wave-action for water-waves on a non-uniform current. Phillips (1981) anticipated
reflection of gravity-capillary waves by currents or long waves of finite amplitude.
Lavrenov (1987) investigated the evolution of a spectrum of gravity waves near a rip,
where an oceanic current flows over a submerged ridge. A Hamiltonian account of the
evolution of short gravity-capillary waves on two-dimensional long waves was given
by Henyey et al. (1988).
A review of the interactions between waves and currents was given by Peregrine
(1976).
Catastrophe theory provides a convenient framework to describe the behavior at
turning points where classical ray theory breaks down. Ordinary reflection points are
related to fold catastrophes, because the dispersion relation describes a surface that
has a fold at the reflection point. Theories to describe amplitudes of wave trains near
reflection points will naturally give rise to Airy functions. Somewhat less common is
the type of singularity that arises either in the limit when two reflection points come
close together, or near the cusp of a caustic. These singularities are related to cusp
catastrophes, due to the local geometry of the dispersion relation. Dynamical theories
for the amplitudes of wave trains will then naturally give rise to Pearcey functions,
named after Pearcey (1946) who discussed electromagnetic waves near the cusp of
a caustic. Stamnes (1986) gave a comprehensive discussion of the use of Pearcey
functions in optics. A rigorous discussion of the asymptotic behavior of Pearcey
functions was recently given by Paris (1991). For an introduction to catastrophe
theory, see for example Saunders (1980).
In this work the singularity described by a cusp catastrophe shall be called a triple-
root point since the dispersion relation will have a triple root for the wavenumber.
Likewise, we could have called an ordinary reflection point a double-root point, since
the dispersion relation will have a double root for the wavenumber.
An asymptotic linear theory uniformly valid near and away from an ordinary
reflection point has been given by Smith (1975) for pure gravity waves on a non-
uniform current. Smith (1976b) further developed the theory to describe pure gravity
waves near triple-root points on a non-uniform current. Thomson & West (1975) gave
a linear theory for modulation and reflection of gravity waves by surface currents
induced by an internal wave. They showed that the surface waves may be enhanced
or depleted in a periodic fashion by the long internal wave. Partial reflection of
gravity waves by a non-uniform opposing current was studied by Stiassnie & Dagan
(1979). They showed that waves may be partially reflected if the current velocity is
close to the critical velocity for which the reflection should have occurred according to
the classical theory. Shyu & Phillips (1990) reported a linear analysis of reflection of
waves by non-uniform currents or long waves, by extending the work of Smith (1975)
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to include capillary effects. They first reduced the free-surface boundary condition to
a third-order ordinary differential equation, which was factored and reduced further
to a second-order Airy equation near a reflection point. The effects of viscosity were
discussed in general terms.
Because wave heights tend to be amplified in the neighborhoods of turning points,
it has often been anticipated that nonlinear effects may be important, unless viscous
effects dominate. Holliday (1973) predicted that finite-amplitude gravity-capillary
waves may propagate beyond the reflection points predicted by linear theory, and not
be subject to blocking. However, Holliday's results were later contradicted by various
authors (Thomson & West 1975; Smith 1976a). Smith (1976a) discussed the local
nonlinear effects on steep gravity waves that are reflected by a non-uniform current,
by means of a nonlinear Schr6dinger equation. Peregrine & Smith (1979) investigated
nonlinear effects on waves near caustics in general, and also anticipated the nonlinear
effects near triple-root turning points. They conjectured that nonlinearity may be
of great importance near caustics of capillary waves, provided viscous effects do not
dominate.
1.1.2 Objectives of the present work
We get our motivation from the kinematic theory of Basovich & Talanov (1977)
and the experimental observation of Badulin, Pokazeyev & Rozenberg (1983) (see
figure 1). Our goal is to describe the evolution of a wave packet subject to double
reflection, including the situation directly relevant to their experiment where the two
reflection points are close together. We further want to assess the importance of
viscous damping. Our theory is linear and purely analytical.
The phenomenon of double reflection and reduction of wavelength is best seen
from the dispersion relation:
(w - k U)2 = gk + Tk3 2 (I.1.1)
P
Here a is the intrinsic frequency, w the absolute frequency, k the wavenumber vector,
k its absolute magnitude Iki, U the horizontal current velocity vector, g the gravita-
tional acceleration, T the surface tension between water and air, and p the density of
water. The intrinsic group velocity is c9 = Oa/dk, while the absolute group velocity
is aw/dk = cg - U. Restricting to the collinear case for simplicity, we shall recapit-
ulate some of the possible scenarios. Throughout the following we shall assume that
the current flows from right to left toward increasing depth, see figure 1-1. The flow
is subcritical, such that the velocity decreases as the depth increases. The following
cases can be distinguished.
Case 1. k = -kU, i.e. the wave crests propagate downstream and k U > 0.
Two branches exist for the square root in (I.1.1).
Case la. Positive branch:
a = - klUI = k (+ .12)
P
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Figure I-i: Geometry of the flow.
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Figure 1-2: Case la. Graphical solution of the dispersion relation and the resulting
wave.
The absolute group velocity vector w/lk will always point downstream. Hence a
long wave will have its energy swept downstream. As the current gets weaker, the
wavelength becomes shorter, and will approach the limiting wavelength corresponding
to no current. See figure I-2. There can be no reflection.
Case lb. Negative branch:
= w-kkUJ = - +-k3 (I1.3)
P
For a given frequency w there is a limiting current UL. For IUI > UL two waves
are possible for the same frequency. For UI < UL no waves can exist according to
(1.1.3). A gravity-capillary wave will first have its energy swept downstream, and
will be shortened. It will then be reflected as a capillary wave with its energy swept
upstream, and will be further shortened. This type of wave cannot exist on still water.
Case 2. k = k:, i.e. the wave crests propagate upstream and k U < 0. Only
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Figure I-3: Case lb.
the positive branch for the square root can be taken:
w + klUI = gk + k (I.1.4)
P
Referring to figure I-4 we define w0 to be the intersection of the frequency axis and
the tangent to the intrinsic frequency curve at the inflection point. There are two
subcases.
Case 2a. w > w0. For any UI there is one and only one solution as shown in
figure I-4. Because the absolute group velocity vector wl/Ok always points upstream,
a long wave with crests propagating upstream will have its energy swept upstream.
Since k increases with UI the wavelength is shortened as the crests advance into a
stronger opposing current.
Case 2b. w < w0. For UL < IU < U three waves are possible for the same
frequency as shown in figure I-5. A gravity wave originating downstream with crests
propagating upstream, will be reflected twice at two different reflection points where
IUI = Uu and IUI = UL. As the crests always propagate upstream, the wave energy
is first swept upstream, then downstream, and finally upstream. Throughout this
process the continuous shortening of the wavelength can be so drastic that fairly
long gravity waves can be transformed into a train of capillary waves which are then
damped without any breaking.
In the limiting case of w - w0, the two reflection points coalesce. Ve denote this
a triple-root turning point, as discussed earlier in the introduction.
In physical dimensions achievable in the laboratory, solution curves of the disper-
sion relation for various frequencies and a given non-uniform current, are illustrated
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Figure 1-4: Case 2a.
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Figure 1-5: Case 2b.
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Figure 1-6: Wavenumber (m- ') and wavelength (m) as a function of leftbound current
velocity (m/s) for selected frequencies; from left to right: 5, 4, 3 2, 1.75, 1.5, 1.25
and 1 Hz. The solid lines show gravity-capillary theory, the broken lines show gravity
theory without capillarity.
in figure 1-6.
Cases la and 2a can both be fully treated by classical ray-theory. Case lb can
be treated by the theory of Shyu & Phillips (1991)1. In principle their theory can
also be applied to the phenomenon of repeated reflections corresponding to case 2b,
provided the reflection points are sufficiently far apart.
We wish to give an alternate theory by a boundary-layer approach, for the double
reflection of a packet of gravity-capillary waves corresponding to case 2b for two well-
separated reflection points. Our main goal is however to extend the boundary-layer
approach to the case where the two reflection points are close together or coalesce
to a triple-root turning point. The boundary-layer solution for a triple-root point is
developed in section 1.6, and is matched to ray-theoretical solutions on each side of
the turning point. The case where the two reflection points do not exactly coalesce (a
detuned triple-root turning point), is much harder to treat as the mathematical comn-
'It is being applied by Yiqiang Zhang & O. M. Phillips (private communication 1991) to related
problems in gravity waves.
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plexity increases enormously. We limit our theoretical development to a derivation of
the boundary-layer solution in Appendix I.A. Here the geometry of a cusp-catastrophe
is invoked to help identify how the problem can be parameterized.
The results in this part, except for the detuned triple-root turning point, have
been published in Trulsen & Mei (1993).
1.2 Scaling assumptions
Dividing (I.1.1) by w, we get
gk Tk3 U1= -+-- (1.2.1)
where c = w/k is the phase velocity of the wave. In order to deal with a wide range
of wavelengths, we shall require a leading-order balance between all three physical
factors: gravity, capillarity and current. Mathematically this is done by formally
allowing that gk/w2, (T/p)k3/w 2 and U/c are all 0(1). Since U/c / v/D/c - V/iD,
where D denotes the scale for the current set-down, it follows that kD ,- 0(1).
In many practical situations, current variations are accompanied by variations in
depth. Let the depth and horizontal length scales be H and L, respectively, and
assume
1 L 1kH 0(1) and L k 0( ) (1.2.2)D
where e defined by
= (kL)- '/2 (I.2.3)
is a small parameter. Hence the waves are onl deep water, and variations in depth
have direct influence only on the current field.
Although the wavenumber varies widely, we shall choose a characteristic wavenum-
ber k corresponding to the central frequency & of the incident gravity wave, i.e.
k 2/g. By this choice the actual ratio between the wave and current length scales
is never larger than 1/kL = 2 .
Let the short wave amplitude be characterized by a. The steepness ka is assumed
to be so small that nonlinearity is unimportant over the propagation distance of
O(L). From existing theory of slowly varying waves, it is known that nonlinearity is
not important over the distance O(1/k(ka)), but will be important over O(l/k(ka)2 ).
Therefore we shall assume
ka - O0(e2). (1.2.4)
Under these assumptions, it is convenient to employ multiple-scale coordinates.
For the waves the dimensional coordinates are (x, z, t), while for the current they
are (x2 = e2x, zl = ez). Explicit expressions for an almost irrotational current over
known bathymetry can easily be derived. However, the theory for the short waves is
derived below by assuming that the current field is known a priori.
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1.3 Approximate equations for the short wave
With * designating physical variables, we let the velocity potential of the wave be X*
and the wave-induced free-surface displacement be ?7*. For the current the velocity
components are denoted by (U*, W*) while the free-surface set-down is (*. The total
velocity field is then
(U + -. )X + (* + a )
while the total displacement of the free surface is (* + n*. The water depth is h*.
Let w be the central frequency of the incident gravity wave from deep water, and
k = &2 /g. We introduce the following normalizations for the current field:
X2 = 2 kx*, z1 = Ekz*, h = Ekh*, (I.3.1)
= *, U = U* , W= - -W*. (I.3.2)
The following normalized variables are introduced for the short-wave field:
k*
= kx*, z = kz*, t = t*, K = -k- (1.3.3)
=7 *, = *0 (I.3.4)
Assuming irrotationality, the dimensionless Laplace equation governing the wave
field is
a2 + = for -- < < ( + e27/. (I.3.5)
Ox2 Oz2
The boundary condition on the bottom is
=-- at z=-- (1.3.6)
az =Ax Ox2 e
On the free surface z = ( + E2 , the kinematic condition of the total field reads
a + (U+ -) ( +a =w T+ a (1.3.7)
while the dynamic condition reads
2\ ( , 2 \ EW±E2 \I2 4 Ox2 2 212 t+ C + E2 + [(U + 20) w + IE2±0 = a + O /
(I.3.8)
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The following dimensionless quantity signifying surface tension has been introduced:
Tk3
r= Pc2 ' (I.3.9)
We now Taylor-expand the free-surface conditions about the current set-down
z = C. Note that the current-related quantities are evaluated at z = oE + 63q7, while
wave-related quantities are evaluated at z = + E27. Let the current be weakly
irrotational, such that
then
Ulzl =CC+f3 
~U < O(2),
= Ul.z=e + 3e au
Ulzi =fC + )Z1=,
= U1 EC + 0(E5).
(I.3.10)
+ 0(6)
(I.3.11)
From the kinematic surface condition and the mass conservation equation for the
current, we get
W zjl=F_+C3)' = [X1 + 37 lTV + (6)]
C~j i C
= EMUT 3 aU + 0(E6)]ZI (I.3.12)
The wave velocity potential becomes
Iz=(+f2 T± = [0 2 O0
+ z + 0(E4)] Z=(
(I.3.13)
Note that in the surface conditions, differentiation must be performed first, before
their values are evaluated on the surface. Thus, horizontal and time derivatives of X
must be taken before expansion about the current set-down.
After Taylor expansion, the kinematic free-surface condition becomes
r +Ua _ O 2 0( +e62 U _E2 ( C2a2 + (E4)
at ax az 2 a Tx 2 OX ax 0 z 2
Similarly, the dynamic free-surface condition is
at z = .
(1.3.14)
++U -rO a +2UaO OAt + x aX2 dOx2 z
a2o I 'IO
xto--Z 2 - ( I + ( 3 ) at z = . (1.3.15)
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In summary, the short wave satisfies (I.3.5) in the fluid, (I.3.6) on the bottom
and (I.3.14) and (I.3.15) on the curved surface z = ((x 2). In the sequel we shall
seek information regarding the evolution of a slowly varying wave train which is
proportional to expi(Kx - t)}. The terms linear in X or r7 will contain this harmonic
while the quadratic terms at O(E2 ) will give rise to zeroth and second harmonics.
Hence the quadratic terms do not affect the first harmonic at order (E2 ).
The linear wave solution is expected to attenuate exponentially in z, hence the
fluid domain is well approximated by -oo < z < and the bottom condition may be
replaced by
- 0O as z -+-oo. (I.3.16)Oz
1.4 Ray approximation for short waves away from
points of reflection
In this section we present a ray approximation for waves far away from the reflection
points. In principle, the results can be inferred from Shyu & Phillips (1990) and
Henyey et al. (1988). Since the horizontal variation of the current has been assumed
to have the characteristic scale O(e2x), it is natural to assume that the resulting
modulation of the waves will be on the scales x2 = e2 x and t2 = e2t. First we replace
all x and t by x2 and t2 so that
E42 0 +- =O for - oo < z < , I.4.1)
+z 2
= 0 for z -oo, (I.4.2)
2 + 2 U1 0 + E4 + 2 U h.o.t. at = (1.4.3)
9t2 OX 2 9Z OX 2 OX 2 OX 2
__ 2 E4F~~-L = h.o.t. at z =f2 aO + E2U - + 7 _ C4r 2 t -+ E2U • = h.o.t. at z = , (1.4.4)
Ot2 OX2 OXM 0X29Z
where h.o.t. represents higher-order terms.
We now assume WKB-expansions of the form
= (A + e2 A2 +...) exp(ie- 2S) + E2 (other harmonics) + c.c.,
r = (B + E2B 2 + .. .) exp(ie-2S) + e2 (other harmonics) + c.c., (I.4.5)
where c.c. denotes complex conjugate and
-a = K and = -1. (I.4.6)
OX2 Ot2
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At the lowest order 0(1), the problem is governed by
a K2A = 0 for -oo<z < , (I.4.7)
= 0 at z-+--oo, (I.4.8)
OA
-iB+iKUB-- = 0 at z=C, (I.4.9)
-iA+iKUA+B + rK2B = 0 at z=C. (I.4.10)
The last two conditions can be combined to
AA K(1-KU) 2 A 0, (I.4.11)
where
a -x/K + rK3 (I.4.12)
represents the intrinsic frequency of the wave.
We shall take the solution to be
A = -kBeK(z() where B = B(x 2, t2). (.4.13)K
It readily follows that K(x 2) is the solution of the dispersion relation
1-KU= VK+ 'K3 or rK 3 -U 2K2 +(2 U + 1)K-1 =0. (I.4.14a, b)
Equation (I.4.14b) is a cubic equation for K with real coefficients. For a fixed ,
K follows one of the curves in figure I-6, which is plotted in physical variables and
contrasted with a theory discounting surface tension. Assume that U(x 2) varies mono-
tonically in x2. There are in general three real or one real and two complex conjugate
solutions for the wavenumber, K ( ), K(2) and K 3). With reference to figure 1-7, we
divide the physical domain into five parts. In region I there is only one incident long
wave (K ( 1), B(')), while in region III there is only one outgoing short wave (K(3 ),
B(3)). In region II there can be three waves. The most general expression for the
wave surface displacement in region II is then
3
(xz, t2) = E {B(n)(x 2, t2 ) exp (iE- 2 J K(n) dx2) + O(62)} exp (-i-2t 2 ) + c.c.
(I.4.15)
Leaving the neighborhoods of the isolated turning points IV and V to the next section,
we first determine the amplitude B, the generic symbol for B( ) , B(2 ) and B(3 )
The second-order problem O(E2) is
a2 .2 2A2 
K2A 2 = -i -(KA) - iK- for - cc < z < , (1.4.16)
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Figure I-7: Sketch of the different regions of the wave development.
aA22 0 at z --- oo,7 (I.4.17)
OB
-iB2+ U-
OX2
+ iKUB2 -
OA 2
Oz
+iK A
OX2
OUB XB=Ox 2 at z = (, (I.4.18)
A--iA2 U-+iKUA 2 +B 2
t2 aX2
- ia (KB) - iK aB + rK 2B2 + Uax Oz
322 aa do°4d = 0 at z = . (I.4.19)
The last two equations can be combined by eliminating B 2, and the first-order result
can further be used to substitute for A. The resulting surface condition is
OB aX
Ox2 Ox2 B
(-B)
aUB
Ox 2
EK 0
+ -- (KB)
The problem for A2 is seen to be an inhomogeneous version of the homogeneous
problem for A. Therefore A2 must satisfy a condition of solvability, which follows
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K
OB
at2
A2
-_ KA2
Oz
OB
=2-
at2
KU 0
O' OX 2
rFK2 aB
aX2 '
(I.4.20)
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from Green's theorem,
J dz [A (2A2 -K2A 2) (8 2A- A 2 a2 -K2A)] =[A- A2 A2A C]L 9Z O9z -oo
After substituting (I.4.16)-(I.4.20) into this condition, we get the following condition
+ - + rK
B2} a+ i-B =.
05t2 KJ
(I.4.22)
Let us introduce the intrinsic group velocity
da a rK2
Cg -dK 2K a'
so that we get
xa t (C
ajX2 TK + U)B 2
(I.4.23)
(I.4.24)
This is the conservation law for wave action
(1.4.25)
where E = pa2 B 2 /2K is the total energy. This equation has been deduced in similar
contexts by Bretherton & Garrett (1968), Henyey et al.
(1990).
(1988) and Shyu & Phillips
As an application, we now seek a solution representing a wave packet. Recall that
cg, U, K and a are all independent of time. Upon multiplication of equation (1.4.24)
by c + U, and introduction of 2) = (cg + U)aB 2 /K, we write
o9 + (c9 + U),.&' = 0.
at2 (9X2
(I.4.26)
It follows that 2b is constant along the characteristic curve
(1.4.27)t2 - tref fC+
,ef Cg + U'
where xref and tref are some reference values for horizontal position and time. Hence
the solution for B becomes
B(x2 , t2) = b(t2 - Xf d )
-ef c+Ua(cg  U) (1.4.28)
where b(t2) is the time-dependent boundary value of B at x2 = xref,
B(Xref, t2) = b(t 2) A at 2 = Xref.T( C + U) (1.4.29)
33
for B,
(I.4.21)
cE(Cg + U) + a E = 0,
d-5x 2 2K2
Tt2d K 1=
Note that the solution breaks down at turning points where cg + U = 0. To further
examine its behavior near the turning points, we rewrite the above square root as
1 1/2 2K2 1/2
, , U2 K2 (1.4.30)
2K+ au + rK 2rK3 -U2K2 + 
Now the dispersion relation (I.4.14b) can be written in the form
r(K - K('))(K - K(2))(K - K(3)) = 0, (I.4.31)
where K(1 ) < K(2) < K(3 ) denote the three (real) roots. It is clear that 1/r =
K(1)K( 2)K(3) and U2 /F = K(1) + K(2) + K(3). Let us further assume, for illustration,
that the wavenumber under consideration is K = K(2), corresponding to B(2)(x2).
We then get from (1.4.30)
B(2)(X2) r(( 2 ) _ K())( K(2 ) (I.4.32)
It is clear that the ray-theoretical solution is valid as long as K(1) K(2) : K(3), and
breaks down at the points where the dispersion relation has a double root, K(1) = K(2)
or K (2 ) = K(3) , or a triple root, K') = K(2) _ K (3). The asymptotic behavior of the
amplitude near such points will depend on the multiplicity of the roots, as discussed
separately in subsequent sections.
1.5 Inner solution near a simple turning point
In this section we shall rederive the theory of Shyu & Phillips (1990) by matched
asymptotics for an isolated turning point and apply the results to the case with two
well separated turning points.
Let us consider the neighborhood of a simple turning point at x2 = x0 where there
is a double root for the wavenumber, K = IK0. Thus two solution branches B+ and
B-, with their respective wavenumbers K+ and K-, converge to Ko at the turning
point. In the following, we shall let indices - and + denote the longer and shorter
waves, respectively, such that K- < K+. With this general convention, the theory is
equally valid in both regions IV and V in figure 1-7.
Let us shift the origin by = x2 - x0, and expand the current field in local
expansions. We begin by noting that the current set-down can be expanded as
((x2) = o + (1 + O(:2), (I.5.1)
where (o _- and (1 - (/Ox2, both evaluated at 2 = xo. The surface horizontal
current can then be expanded as
U U52U(x2) = Uo + - +EZC~O -' O(), (1.5.2)012 t
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where the terms on the right-hand side are evaluated at z = e(o and x2 = x0 . Due
to the assumption that the current has weak vorticity
- S < '(f 2), (I.5.3)
2 z-~- ~ 2)
we have U/az = 0(e2 ). If we define U1 AU/ax 2 at x2 = x0, z = ebo, the
expansion for the surface horizontal current is
U(x 2) = Uo + :U1 + 0(i 2 , e3 X). (I.5.4)
Suppose that the wavenumber behaves as K = Ko + R(i) for small x, where
R(:) = o(1). Substituting these expansions into the dispersion relation (I.4.14b),
and expanding for small a, we get
R2(3rKo - U2) + R3r + 2U1Koou0 = O(iR), (I.5.5)
where a= Ko + rKoa, and use has been made of the fact that cg = do/dK = -U at
= 0. Clearly, the leading asymptotic behavior for small x is R -x l1/2. Consequently,
the wavenumber can be expanded in half powers of x,
K Ko + cal/2 + /Si, (I.5.6)
where
2UKoao 1/2 U,(5K02Uor - 2Kor - 2KoUo3 + U2)
a= 3rKo- 2) and = (3or - U2)2
(I.5.7)
Substitution of expansions (1.5.4) and (1.5.6) for U and K into (I.4.28) gives the
inner approximation of the outer (ray) solution near the turning point
B (, t2) = b(t2 - [ C + ) + 
b+(t2 - + c u) (2a0U + 0()) (I.5.8)
where b_ and b+ are the complex amplitudes of the incident and reflected waves,
respectively, on the incidence side of the reflection point, and x + are the starting
points for the time and phase integrals.
The evanescent modes on the opposite side of the reflection point are exponentially
attenuated in x, and need not be taken into account for the present purposes.
From the inhomogeneous Laplace equation at order (e 2 ), (1.4.16), the dominant
behavior at this order can be seen to be
A.2 IV B±2 ::~ (X,--5/4). (I.5.9)
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Therefore the surface displacement on the incidence side of the singularity can be
expanded as
(2, t2) = B- exp ie-2( K- d - t 2))
- 2aoU 1I Ixl- {b-(t 2
+ B+ exp (i-2 ( K+d
- C + c ) exp i -2( K- d + K0o
))+ 0(E)
- l. ))
+ b+(t2 - + C + + U) exp (ie-2(f K+di +
exp(-iE- 2 t 2)
Ko +3 a2ii)) 
(I.5.10)
Higher powers of £ from B ± will give contributions of O(51/4), while the (E 2 ) terms
will give contributions of O(e 2i- 5 /4 ). Hence this one-term asymptotic expansion for
the amplitude of the outer solution is valid for E2 < I 1.
We now examine the neighborhood of the singularity, which is the inner region.
Let us expand the velocity potential at the surface about the current set-down, which
is at the constant height 0,
1=( = [0 + X(19 a + o(i2)] (I.5.11)
Once again, horizontal derivatives of 4 must be taken before the expansion, which
should not be differentiated with respect to . The kinematic and dynamic surface
conditions (I.3.14) and (1.3.15) become
an + a + U _ _ 2 = 0(E2, 2),
-t Vox ox 0z oZ2
a0+ 024 + x0 0+ o a
t Z '] - a°xz ax
(I.5.13)
In the neighborhood of a simple turning point (the inner region), we expect the
spatial dependence of the amplitude to be governed by an Airy differential equation
of the form
4 2 B B = O.
a2 (I.5.14)
The boundary layer thickness must then be x = 0(E4 /3). The local characteristic
timescale for this inner region is the time for energy to pass through at the propagation
speed cg + U , ''1/2, is
t2 A" _O d O(( 2 / 3 )
C +U
(I.5.15)
If transients are important in this inner region, the space and time coordinates for
the inner problem must be renormalized by
and 7 = E-2/3 t2 (I.5.16)
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- t,
aX2]
~ = f-4/3i
which is adopted here for the sake of generality.
(1.3.8) can be rewritten as follows
0 42+ a2 0 for -oo < z < o, (I.5.17)
O=0 for z-+-oo,
Oz
(1.5.18)
+ 2WU1l a
09c
+ ( a2
+ 2U 1 + 71
_Z = h.o.t.
Oz z
9G 1aaz
4- -a F2 = 0h.o.t.
E 9~2
at z = Co.
Higher powers in C have been incorporated in h.o.t.
Let us assume a solution of the WKB-type
= (A + EA 1 + E A2 + .. .) exp{i(E- Ko( - )}
E3= ( B 1 + + .. ) exp{i(e- Ko( - e 3T)}
The lowest-order problem 0(1) is governed by
02A
Oz 2 Io2A = O for -Oc < z < (0,
O A
-+0 at z -- 00,
-iB + iKoUoB-- = at z = (0,Oz
- iA + iKoUoA + B+ rfKB = 0
We shall take as the solution
A = - K° BeK(z- o)
Ko
subject to the dispersion relation
- KoUo = K±o + rIo3
The problem at order O(E2/3 ) is
az2 1 -_2A 1 = -2i=oaAdZ5 K O a~ for - oo < z < (o,
37
E3 + SUO
'r 9C at z = 0, (I.5.19)
(I.5.20)
+ C.C.,
+ c.c.
(I.5.21)
(1.5.22)
(1.5.23)
(1.5.24)
at z = Co. (1.5.25)
with B = B((, r) (1.5.26)
(I.5.27)
(1.5.28)
The governing equations (I.3.5)-
aA 1A =0 at z-- -oo, (I.5.29)
Oz
- iB + UO - + iKoUoB - a =0 at z= 0, (1.5.30)
- iAl + U + iKoUoA + B1 - 2irK 0- + Ko2B1 = 0 at z = Co. (I.5.31)
The last two equations can be combined by eliminating B 1, and the lowest-order
result can further be used to substitute for A. The resulting surface condition is
aA-1 KoAD = _ OB. (I.5.32)
--' Ko 
In obtaining the last result, use has been made of the fact that at the reflection point,
cg+ UO = O.
The problem for Al is seen to be an inhomogeneous version of the homogeneous
problem for A. However, it is readily seen that the solvability condition is identically
satisfied. We must therefore go to the next order to find a governing equation for A.
Particular solutions for Al and B 1 can be found as
ao OBAl = - (Z - 0)eKo(z-o) (I.5.33)
and
1 Uo)BB1 =-i(- -) a (1.5.34)B1 a00f
The problem at order O(E4/3) is
a A2_ K2A2= - 2iIKo A for - oo < z < o, (I.5.35)2 V0_2 a
2 = 0 at z - oc, (1.5.36)Oz
Or 02A
a - iB2 + l + iKoUoB 2 + iKOU 1 B - a2 -(1a2A = at z = 0 , (I.5.37)
A OA U A 1 dAA iA2 - izaAz + UO-a + iKoUoA2 + iKoUo~ aA
02 B C B 1
+ iKoU1 A + B2 - r -2iro a-il + rFIoB2 = 0 at z = (0. (1.5.38)
The last two equations can be combined by eliminating B2, and the previous lower-
order results can further be used to substitute for Al, B1 and A. The resulting surface
condition is
OA2 - IoA2 = 20B - e [3K0 - U2] + 2iOUB. (1.5.39)
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Both the dispersion relation (I.5.27) and the identity c9 + U0 = 0 have been used.
The solvability condition for A2 requires that the right-hand side of (1.5.39) van-
ishes, hence B must satisfy the following Schr6dinger equation,
.0B 3PKo - Uo ~O2 BO-iB 3 o 0 + KoU1 fB = 0. (I.5.40)
Equation (I.5.40) applies to problems where transients are important in the boundary
layer.
For a slowly modulated incident wave packet, described near the end of section
1.4, the timescale of interest is t2 = 0(1) which is much longer than that of the
characteristic time of the inner region defined by (I.5.16b). It is seen that if the mod-
ulation timescale is t2 in (1.5.40), the inner region is approximately quasi-stationary.
Consequently, (I.5.40) reduces to the ordinary Airy differential equation
02B 2
-- + a2B = 0, (I.5.41)
where the coefficient a is defined by (1.5.7).
The wave amplitude near the reflection point is
B(~, t2) = b(t 2) Ai(-ai3). (1.5.42)
where bo(t2) remains to be found. As a2/3~ , oc, or far away from the reflection
point on the incidence side, the asymptotic behavior is
B bo(t2) s 2 nl- (ia I_ + 4- , (1.5.43)
and from (I.5.34),
B1 0(4). (I.5.44)
The corresponding asymptotic behavior of the surface displacement, here expressed
in terms of X, is
sin 2 -21aI ± exp (iE[ - t2)r71(, t2)" bo(t2)7r 2 a- -l (3e-2a2 + 4)exp (ie-2[Ko:x- t2])
(1.5.45)
This is the outer expansion of the inner solution.
Higher powers of x from B give contributions of (e7/3-7/4), while terms from
B1 give contributions of O(el/ 3 l/4). Therefore, this one-term asymptotic expansion
is valid in the region E4 /3 < Ij << 1.
Both asymptotic expansions (1.5.10) and (I.5.45) have a common region of validity,
e4 / 3 < [[ << 1. The relationship between the coefficients can now be found by
asymptotic matching. The time dependent coefficients of the ray solution, (1.5.10),
are most easily evaluated at the time when the ray reaches the reflection point. Hence
the time integrals in (I.5.10) are to be evaluated with the upper limit set to x = 0.
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This can be done because the errors introduced in the time and phase integrals are
smaller than the accuracy of the asymptotic result. The results of matching are then,
b+(t2 + c++U)=-ib-(t2- _ /)e[I- +d (I.5.46)
and
bo(t2) = b_(t 2 - + U ) - 1c I2 1ir exp (i -2 K- d - - 547)
Both the inner and outer solutions are therefore determined. The theory is equally
valid in either of regions IV and V in figure I-7, by a proper choice of solution branches
of the dispersion relation.
To summarize, the amplitude far from the reflection point is given by (1.5.10)
while the solution at the reflection point is given by (I.5.42). A solution uniformly
valid to the leading order with (e2/3) error can be obtained by adding the inner and
outer solutions and subtracting the common asymptotic part in (1.5.45).
Numerical examples are discussed in section 1.8.
We remark that the accuracy of the results in the inner regions can be improved by
including 62/3(Al, B1 ). We also notice that if corrections at order O(62/3) are included,
the inner region can not be approximated as stationary unless the modulation time
of the incoming wave packet is slower than t2. On the other hand, by keeping just the
leading order in the outer ray approximation, the error is O(e2) which is relatively
small.
1.6 Solution near a triple-root turning point
As shown in figure I-6, for a sufficiently low wave frequency, there are two simple
reflection points (double-roots of (I.4.14b)). For a sufficiently high frequency, there
are no reflection points. Therefore, a triple-root point exists for some intermediate
wave frequency, w0 , where the two reflection points coalesce. We now assume the
incident wave frequency to be precisely the critical frequency = 0.
From (I.4.14a,b), the following three conditions must be satisfied simultaneously
at the perfect triple-root point: The dispersion relation
r 0Ko 3 - UI o2 + (2UO + 1)Ko - 1 = 0, (I.6.1)
the condition for a reflection point da/dK = -U
3FoK 2 - 2U02 ho + 2Uo + 1 = 0, (1.6.2)
and the condition for a triple-root d2 ua/dK2 = 0
3F0tKO - 2 = 0. (I.6.3)
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We have denoted the critical solution at the triple-root point by subscript ( )o. The
solution to (I.6.1)-(I.6.3) is
Ko=3+24V, 0o=-5+ V, U 0=-2+ /3 and ao=l+V3. (I.6.4)9
Recall that the dimensionless quantities (in capital letters K, U, Fo) are related
to the dimensional quantities (in small letters k, uo, Wo) by 0o = Tw4/(pg 3 ), Ko =
gko/wo and U = wouo/g. For typical values g = 9.8 m/s2 and T/p = 7.3 x 10-5 m3 /s2,
the triple-root point occurs when the absolute frequency is 2.4 Hz, the wavelength is
4.4 cm and the current velocity is -18 cm/s.
Let us define the local, slow horizontal coordinate as x = 2 - xo, where x is
the location of the triple-root turning point. Let the current field be expanded as in
section I.5, = Co + (+ (2),I
U = U + U1 + O(i2,e 35). (165
To find the asymptotic behavior of the wavenumber, we substitute the surface
current expansion (1.6.5) and the following expansion for the wavenumber,
K = Ko + R(i, E), (I.6.6)
into the dispersion relation (I.4.14b). The resulting expressions can then be simplified
by using the exact solution (1.6.4).
The equation governing the leading behavior of the wavenumber is
R3 ro + 2U1K Ioaou = 0O(.R), (1.6.7)
which suggests an asymptotic expansion in powers of xl/3. We then assume
K + a + + 3 (I.6.8)
and determine
a = ( 02KUoU1 ) = [-(4770 + 2754/)U1] , (I.6.9)
-21 + 13/3 2 33- 19v/3 3
02 C3 = ( 3 (.610)18 18
This expansion is asymptotically valid for l] < 1.
Substitution of the expansions for U and K into the ray solution (1.4.28), gives
the behavior for small x, i.e. the inner expansion of the outer ray approximation
B () (, t2) = b(t 2 - d9 ) U( . c + U atcg + U)
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b (t2 J ) V{(7 + 4v)a-'lxi- + (5 sign(:) + 0(:) 
(I.6.11)
Similar to before, we let indices - and + denote the longer incident wave from x < 0
and the shorter transmitted wave to > 0, respectively. We also let ± be the
starting points for the time and phase integrals on either side.
From the inhomogeneous Laplace equation at order O(e2), (I.4.16), the dominant
x-behavior of B.+ near x = 0 is
A2 B O(- 4/3 ). (I.6.12)
Therefore, the surface displacement on either side of the singularity can be expanded
as
()(,t 2) = (B(+) 2B )+ ... ) exp {iE2 [ Kd - t2 + c.c.
+(t2 - + U) jv'(7 + 4)a- - 3 + 1 sign ()}
L Cg + U 12
exp {i - 2 [J Kd& + K0 + Ca - t2 + c.c. (I.6.13)
In this outer approximation, the singularity is more severe than for a simple reflection
point. Moreover, the second term of the expansion (1.6.13) is non-vanishing as - 0.
Therefore, a satisfactory theory for the triple-root turning point will require at least
a two-term expansion, so that the truncation error is asymptotically vanishing.
In this case of a perfect triple root, it can be shown that the tnwo-term inner
expansion of the outer ray approximation is valid for 3/2 < II <- 1. The one-term
expansion is valid for a much larger region 2 < fiI << 1.
We next proceed to find the inner solution in the neighborhood of the triple turning
point, x = 0. An envelope equation is anticipated of the form
66 903 + cxB 0, (I.6.14)
the corresponding boundary-layer thickness is x = 0(e3/2). Asymptotic evaluation of
the energy propagation speed for the ray solution now gives Cg + U s 2/ 3. Therefore,
a characteristic time for energy to propagate through the inner region is
t2 U (2). (I.6.15)
If transients are allowed in the inner region, the following boundary-layer coordinates
are appropriate
= -3/ 2x and = -1/2t2. (1.6.16)
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The governing equations (I.3.5)-(I.3.8) can be rewritten as follows
82 k
12 for - oo < z < o,
=0 for z--oo,
az
arO
+ E2UO a9n
C
IE 
+ ,l2U
1-r
+ E2%Ca2~
a
0
- e2(a20 = h.o.t.az2
024 1
+ 7 + E2Uo a
- ro02 = h.o.t.EP0z
02(
at z=Co0 .
The following WKB expansions are assumed:
= (A + e2A1 + EA + + A3 ...) exp{i(-2Ko - e2-T)} + c.c.
= (B + B +B 2+ B3+ ) exp{i(e-Io - E-2)} + c.c.} (1.6.21)
The problems at orders 0(1) and O(E'/2 ) are identical to the case of a simple reflection
point, and therefore the solutions (.5.26), (.5.33) and (.5.34) still hold.
The order O(e) problem is
02A
- KA 2 = -
a~2
-2iKo for -oo < z < (o,
at z -+ -oo,
dA2
=0
Oz
OBa
- iaoB2 + Uo-
- iaoA 2 + Uo- -
aA 2
Oz
at z = (o,
oB 1
- 2iFoKo + FKO2B2 = 0
(I.6.24)
at z = (. (I.6.25)
The last two equations can be combined to eliminate B2, and the lower-order results
can further be used to eliminate A, Al and B 1. After we make use of the exact values
of K, no, U0 and a0, we arrive at the following surface condition
-A_ KoA 2 = O. (1.6.26)
The solvability condition can again be shown to be identically satisfied. The particular
solution at this order can be summarized as
_ Co)2c 2 B eKo(z-(o)
- 4o) 02 (1.6.27)
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a ar
E &
(I.6.17)
(1.6.18)
at z=( 0, (I.6.19)
(I.6.20)
a2 A 2
Oz2
(1.6.22)
(I.6.23)
+ 920= 
19z2
+ B- ro02
-57e
A2 = "O (
2 ( += 2 B a o (I.6.28)
The problem at order O(e3 /2 ) is
02A3 Ka2A, a 2
z2 - KoA 3 =- 2 -2iKo c for -oo < z < (, (1.6.29)
=0 at z-+ -oo, (I.6.30)
az
B _ i9oB3 + BUo"2 + iKoUCB A3 (lA A = 0 at z = Co, (I.6.31)
- A _ iaoA3 + UoaA2 + B3 - ro0 - 2iroKo_2
+ roKo2B3 + iKoUpCA - iao(l a = 0 at z = co. (1.6.32)
If the last two equations are combined to eliminate B3, and the lower-order results
are used to eliminate A, Al, A 2, B1 and B 2, we get the surface condition
aA3 c9B ro &B
-3 - KoA3 = 2- + 2iKoUCB. (1.6.33)9z 7T Uo QC3
The solvability condition gives the following third-order partial differential equa-
tion governing the complex envelope B,
9B 0 3 B
+ i 7oUgB = 0. (I.6.34)
09 2au0 3
Employing the theory of averaged Lagrangian and including nonlinearities, Pere-
grine & Smith (1979) deduced formally a similar equation with a cubic nonlinearity.
However, they did not work out the coefficients explicitly, and hence did not examine
the physical implications in detail.
For a slowly modulated incident wave packet, described near the end of section
1.4, the timescale of interest is t2 = 0(1) which is much longer than that of the
characteristic time of the inner region defined by (I.6.16b). It is seen that if the
modulation timescale is t2 or slower in (I.6.34), the inner region is approximately
stationary. Consequently, the stationary limit of equation (I.6.34) reduces to the
following Pearcey differential equation for the amplitude B,
a3B 2iKoaoU B = 0. (1.6.35)
The solution of this equation is a special case of the Pearcey function. TWith reference
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to appendix I.B, the solution which is bounded as - :oo is
B(C, t2) = bo(t2 )P(Y), (1.6.36)
where P(Y) denotes the Pearcey function defined by (I.B.5) in the appendix. Here,
Y is the complex argument
Y = /a 4e- 8 (1.6.37)
and a is the coefficient in the wavenumber expansion (I.6.9). For the sake of conve-
nience, we give in appendix I.B approximations for large , which can be found in
Paris (1991).
The solutions for B1 and B2 are now given by
B1 = -i[I+ Uo ' B] + homogeneous solution
= ibo(t2 ) [K + 'C~esi (1 (.6.38)
and
B 2 (, t2 ) ,a(2 ) ( (1.6.39)
confer (1.5.34) and (I.6.28). To simplify the notation, we shall recombine the arbitrary
complex constants as follows,
I 1 U 3 wiQ _m
co = bo + 2b and c = -ibo + Ce 8, (1.6.40)
which must be determined by asymptotic matching. Afterward, the surface displace-
ment becomes
q(C, t2) = [B + E B, +B 2 + ...]eE "- ½ -it+ c.c.
,, [CO(t2 )P(Y) + E CI (t 2) (Y + O( )] ei -i + c.c. (1.6.41)
We now need the large-argument expansion (( - ±oo) of the inner surface
displacement approximation. With reference to appendix I.B, we note that for
l arg YI < 3r/8, the Pearcey function takes the form
P (Y) = P0 (Y) + P (Y), (1.6.42)
where Po is algebraically decaying in ( and P1 is exponentially decaying in C. Hence for
purposes of asymptotic matching, we need only consider Po, whose large C expansion
is
Po(Y) 'ea 8 exp (i3) {a-4 [- + O((-)}. (I.6.43)
Correspondingly, the asymptotic behavior for 71, here expressed in terms of the
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outer variable x, is
/(7, t2) [co(t2)V /ei&t2I)*3 + cl(t 2) / isign(x) + (E*)J
rie -3 _4
exp ji 2 (Koi + ax3)}. (1.6.44)
When this outer expansion of the inner solution is compared with the inner ex-
pansion of the outer solution (I.6.13), it is clear that both the amplitude and the
phase match to two significant terms.
From (I.6.43) we see that higher-order terms from B are O(5/2-5/3), higher-order
terms from B 1 are O(E5/2i-4/ 3 ), while terms from B2 are O(el/ 2 i/ 3 ). From this it
follows that the one-term asymptotic form is valid for E2 < < 1, and the two
term asymptotic form is valid for eO << W << 1.
The inner and outer solutions have all overlapping region of validity for their
respective asymptotic expansions. The matching region for a one-term match is
E2 < I < 1, and for a two-term match E5 < I < 1. Higher-order asymptotic
matching is seen to give a smaller matching region, as is usually expected.
Similarly to the case of a simple reflection-point, we fix the time-dependent coef-
ficients of the ray solution, (I.6.13), at the time when the ray reaches the triple-root
point. We can (do this because the relative error introduced is small, less than the
accuracy of the asymptotic match. Hence the time and phase integrals in equation
(1.6.13) are to be evaluated with the upper limit set to x = 0. Asymptotic matching
now gives co(t2 ), cl(t 2 ) and b+(t2 ) in terms of the incident wave b_(t2) as follows
~i + 12 V).) 3 2 0 Ili
co(t) = bo(t2 - x) p 4 e i - K d + - (6.45)
C9 _ U j j
c() = b(t2 L0 dc + 6\/V exp 0-2 Kd7i } (1.6.46)fi(t~)= b~( -jC  ) d2/ 5J3 - 2-
and
b+(t U ) = b_(t2 - )exp i - 2 K d . (I.6.47)C+ U _ % + U _
We note that both coefficients for the inner solution have the same order in E, this
indicates that the matching is consistent with respect to the ordering parameter.
In summary, the outer solutions in regions I and III, depicted in figure 1-7, are
still given by (I.6.13), and the inner solution which can now be thought of as covering
all of regions II, IV and V, is given by (1.6.41) where the coefficients are given by
(I.6.45)-(I.6.47).
Numerical results will be presented in section 1.8.
For a successful asymptotic matching, we need to consider a minimum of two
terms in the inner approximation (I.6.21). The relative difference between consecutive
terms in (I.6.21) is only O(&E). Therefore, the approximation that the inner region is
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stationary requires that the modulation time of the incoming wave packet is strictly
slower than t2. To reduce the truncation error at and near the triple-root turning
point, it would be desirable to include one more term, A2, B2 oc P"(Y). This is a
very lengthy task. On the other hand, keeping the leading-order term in the outer
approximation implies a much smaller error of (E2 ).
If the triple-root conditions are not exactly met, a theory that accounts for slight
detuning is needed. This theory is less attractive since the mathematical complexity
increases enormously. In Appendix I.A we present a derivation of the inner solution
only, which turns out to be given in terms of the general Pearcey function of two
parameters.
1.7 Remarks on existing experiments
Pokazeyev & Rozenberg (1983) performed experiments for wave packets on co-flowing
and counter-flowing currents over a sloping bottom in a wave tank. The wave packets
typically contained 3 to 10 oscillations with the central frequency 2-11 Hz. The
adverse current varied from 0.04 m/s at the deep end to 0.2 m/s at the shallow
end of a slope of length 0.8 m. From figure (5.c) in their paper, the current varied
linearly with distance along the tank. Most of the cases discussed in their paper are
for frequencies too high (greater than 2.4 Hz) for double reflection. Detailed time
series records were not reported; amplitude plots were presented as if the wave trains
were uniform. Only one case, with frequency 2 Hz, corresponds to double reflection.
However, for this frequency only one or two amplitude measurements were recorded
between the two reflection points, which are separated by 6 cm, as can be estimated
from figure 1-6. This lack of information precludes a meaningful comparison with our
theory.
In a subsequent paper, Badulin, Pokazeyev & Rozenberg (1983) performed wave
packet experiments for lower frequencies 1.5-3 Hz with a view to observing double
reflection. The current velocity varied over the range 0.04-0.25 m/s, but now over a
slope of length 1.6 m. Amplitude data were presented schematically as a continuous
function of the horizontal distance for one frequency only (2 Hz). According to their
description, the data were recorded for every 2.5 cm. For the given current gradient,
the distance between the reflection points is about 12 cm, which implies that there
were 4 or 5 measurements in this region. However, without the knowledge of the time
and positions of the measurements in the relatively narrow region where modulation
is strong, a comparison with our theory cannot be made.
The parameter E = (kL) - / 2 can be estimated for the two experiments as follows:
For the two slope lengths 0.8 in and 1.6 m, the current gradient can be estimated at
AU/Ox = 0.2 s- 1, 0.1 s- 1. Defining the long length scale of the current by
1 1 U
L Uave ax'
where Uave is the average current over the slope, we estimate L = 0.6 m and 1.2
m, respectively. It follows from (1.2.3) that for w/27r = 2 Hz, = 0.32 and 0.23,
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respectively.
Viscous damping is also important in these experiments. Pokazeyev & Rozenberg
(1983) measured the amplitude attenuation rates in still water and uniform currents,
and found the actual damping rate to be 2-3 times that of a semi-theoretical model
combining viscous dissipation in the interior of the fluid, boundary layer dissipation
and losses near the free surface which was assumed to behave as an inextensible film.
For pure gravity waves on a non-uniform current Lai, Long & Huang (1989) per-
formed similar experiments by focusing attention on the kinematics only. They con-
firmed the dispersion relation and the implied reflection, but no measurements on
amplitude modulation were reported.
Clearly, a meaningful comparison between experiments and theory awaits more
detailed measurements of amplitude and proper accounts of damping, detuning and
possibly nonlinearity.
1.8 Numerical results for wave packets
We now describe the time evolution of wave packets with two different central fre-
quencies, one lower than and one equal to the frequency for the perfect triple-root
turning point.
For w/27r = 1.9 Hz, far lower than the triple-root frequency (2.4 Hz), there are two
reflection points. The distance between them depends on the current gradient, which
is chosen to be a constant small enough so that the reflection points are sufficiently
far apart to be treated independently of each other.
In all the plots, the peak amplitude at the left edge of the figure is normalized to
unity. The locations of the turning points are indicated by vertical lines. In order to
suggest possible experiments, the abscissas are labelled by the position in meters.
1.8.1 Case 1: Large separation between reflection points.
Referring to figures I-8 and 1-9, which cover the entire horizontal extent of the sloping
bottom, the current velocity at the left edge is -0.19 m/s and at the right edge -0.22
m/s. We assume the current gradient to be constant DU/Ox = -0.0075 s - 1 over a
slope of 4 m length. The length L of normalization should be about L = 27 m,
calculated according to (I.7.1). This gives the dimensionless parameters = 0.050
and r = 0.0016. Recall that the dimensionless parameter was defined as the ratio
of the wavelength of a pure gravity wave of the given frequency on still water, to
the current length scale L. Since the wavelength in the zone of reflections is always
shorter than that; of the pure gravity wave, the local ratio between the short and long
scales is never larger than the one given above. The boundary condition at the left
edge of each snapshot is (in non-dimensional variables)
r/(t2) = exp{-r(t2 - T)2 - i-2(t 2 - T)}, (I.8.1)
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where r = 0.5. Starting with T = 0, the time interval between each snapshot is
AT = 1.2. Alternatively, in physical coordinates,
il(t*) = exp(-r*(t* - T*)2 - iw(t* - T*)}, (I.8.2)
where r* , 4.5 10-4 s-2 and T7-* increases in steps of about 40 s.
To estimate crudely the effect of viscous damping, we introduce in the ray solutions
the theoretical value accounting for internal dissipation only. Specifically, we use the
model of Shyu & Phillips (1991),
at + a ((c + U)) = -XK2E , (I.8.3)
where X = 4e-2w 3 /g2 is a dimensionless parameter. In the present case, this param-
eter is X = 0.028.
We first show the development without damping in figure 1-8. The drastic re-
duction of wavelength after the second reflection is evident. In figure I-9 damping is
introduced for the ray solutions away from the reflection points. Since the distance
between the reflection points is large, the short gravity wave reflected from the first
reflection point is completely damped out before it reaches the second reflection point.
Corresponding to figures I-8 and I-9, we plot in figure 1-10 the trajectory of the
envelope peak as a function of time, according to the characteristic curve for the
ray solution given by equation (I.4.27). We have labelled the abscissa in meters
in accordance with the other figures, while the ordinate shows the elapsed time in
seconds. It is evident that despite the reduction of wavelength the speed of the
envelope remains relatively unchanged.
If the characteristic time for viscous damping is calculated at the two reflection
points as r = 1/(vk 2 ), we find : 250 s at the (first) gravity reflection point and
-r 18 s at the (second) capillary reflection point. We now calculate the characteristic
time, according to the ray theory, for the center of the wave packet to propagate
through the inner regions. This is done by measuring on figure 1-10 the time it takes
to pass through the inner region corresponding to setting the inner variable J = 0(1).
Let Uo and ko be the local values for the current and wavenumber at the reflection
point. Then Lo = Uo/(&U/Ox) and e0 = 1/v/k 7 are the local values for the long
length scale and the ordering parameter. According to (I.5.16), the thickness of the
inner region should then be Ax = 1/(eO/3ko) = ko2/3 L/3. The characteristic times of
propagation through the inner regions should therefore be 55 s at the gravity reflection
point and 35 s at the capillary reflection point. Hence damping in the inner region
of the gravity reflection point should be negligible as assumed, but considerable at
the capillary reflection point. In this case, however, the capillary wave is completely
damped out before it even reaches the capillary reflection point, the error by not
accounting for dissipation in the second boundary layer is immaterial.
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Figure I-8: Well separated reflection points, frequency 1.9 Hz, current gradient
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1.8.2 Case 2: Moderate separation between two reflection
points.
In figures I-11-I-13 we keep the frequency 1.9 Hz and the horizontal length of the
slope at 4 m, but change the current velocity at the left edge to -0.13 m/s and at
the right edge to -0.26 m/s. The current gradient is now -0.033 s- l. This gives
the dimensionless parameters = 0.11 and r = 0.0016. The boundary condition
at the left edge of each snapshot is given by equations (1.8.1) and (1.8.2), where
r = 0.15. Starting with T = 0, the time interval between each consecutive snapshot
is AT = 1.6. In physical variables, r* 3.1 . 10 - 3 s - 2 and the time interval between
each snapshot is approximately 11 s.
Damping is added to the ray solutions in the same way as in case 1, which gives
the same damping parameter X- Because of the reduced separation, the wave packet
goes through the second reflection point before it is damped out, as is apparent from
figure 1-12.
We also trace the peak of the envelope as a function of time in figure 1-13. After the
first reflection, the envelope slows down considerably before being reflected the second
time. We note that the characteristic times for viscous damping at the two reflection
points are the same as in the previous case. However the times for propagation
through the reflection point boundary layers are now 20 s and 12 s, respectively. The
effect of damping is now negligible at the (first) gravity reflection point, while it is
significant but not of dominating importance at the capillary reflection point.
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Figure 1-13: The trajectory of the envelope peak for frequency 1.9 Hz and current
gradient -0.033 s-1.
1.8.3 Case 3: Coalescing reflection points (triple-root turn-
ing point).
In this example, a wave packet with the perfect triple-root turning point frequency
(about 2.35 Hz) is considered, as shown in figure 1-14, here without viscous damping.
We have used a linear current flowing from right to left, with the current velocity
at the left edge being -0.15 m/s and at the right edge -0.21 m/s. The horizontal
length across the figure is 3 m. The current gradient is -0.02 s- 1, and the long length
scale should be about L = 9 m. This gives the dimensionless parameters e = 0.071
and F = 0.0037. The boundary condition at the left edge for consecutive snapshots
is given by equations (I.8.1)-(I.8.2), where r = 0.08. It is important to notice that
since r <K 1, we are satisfying the condition that the modulation time of the incoming
wave packet is slower than t2, and therefore the quasi-stationary theory of section 1.6
is valid. Starting with T7-= -2.8, the time interval between consecutive snapshots is
AT = 1.4. In physical coordinates, this corresponds to r* - 4.4 10- 4 s - 2 and the
time between consecutive snapshots is approximately 19 s.
As in the case of double reflection, the long incident gravity wave and the short
transmitted capillary wave have speeds comparable to each other. However, it takes a
considerable time for the wave packet to go through the turning point. The trajectory
of the peak of the wave packet shown in figure I-16 shows that the wave packet comes
almost to a standstill near the turning point. In physical units, the time spent in the
inner region can be estimated at about 36 s, by using the inner scaling law (1.6.16)
as before.
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Figure 1-16: The trajectory of the envelope peak for the perfect triple-root turning
point with current gradient -0.02 s- .
The characteristic time for viscous damping at the triple-root point can be esti-
mated at about 48 s. In this case, viscous damping effects should be considerable in
the boundary layer. However the theory for damping is difficult here since the region
is small and the spatial variation of the wavelength is fast. With these reservations,
we present in figure I-15 the results with damping imposed only to waves away from
the turning point. Even with this partial account of dissipation, waves are effectively
annihilated near the triple-root point.
1.9 Conclusions
We have developed a linearized theory of waves propagating on an opposing current
of increasing strength. Attention is focused on the effect of capillarity which makes
it possible for repeated reflection. This process enhances the role of dissipation by
viscosity, which can damp out the waves completely without breaking. For a wave
train of a given frequency, an increase of the current gradient narrows the region
between the two reflection points. It is found that as the region gets narrower the
wave packet remains relatively longer within that region.
For comparison with future experiments, it may be desirable to include higher
order terms to allow moderate values of . In addition, nonlinear and viscous effects
deserve future attention. The role of nonlinearity may be treated by pursuing fur-
ther the physical implications of the cubic Schr6dinger equations derived in form by
Peregrine & Smith (1979). Since the zone of a simple reflection point or a triple-root
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turning point is a thin boundary layer where the wavelength varies relatively rapidly,
the treatment of viscosity is not trivial. In view of the present study, the effects of
viscosity may also be of overwhelming importance.
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I.A Solution near a detuned triple-root turning
point
When the conditions for the existence of a triple root for the wavenumber are not
exactly satisfied, a theory that accounts for slight detuning is called for. We limit
our discussion to a derivation of the inner solution, and show how the first and
second parameters of the Pearcey function naturally relate to detuning and horizontal
position, respectively.
It is most natural to fix the normalization frequency at the perfect triple-root
frequency & = wo. The normalized frequency Q = w/wo should therefore be close to
unity. The dispersion relation (I.4.14) now generalizes to
- KU = K + rK 3 or 0K3 - U2K2 + (2QU + 1)K - 2 = 0. (I.A.la, b)
Here
r0 = Tw4/(pg3 ) = -5 + 26 (I.A.2)
as in section 1.6, but U, Q and K are now free variables.
Let us introduce the function f(U, , K) to represent the left-hand side of (I.A.lb)
f(U, Q, K) = roK3 - U2K2 + (2QU + 1)K - 2. (I.A.3)
The dispersion relation can now be represented as the surface defined by
f (U, , K) = 0, (I.A.4)
and is sketched in figure -17. This sketch should be compared to figure I-6, which
is drawn in dimensional units. The surface is seen to describe a cusp catastrophe.
The singularity set of the surface, which is the locus of multiple-root points for the
wavenumber, is defined by the condition
= 0. (I.A.5)
aOK
On the singularity set, the total differential of f reduces to
df = dU + a- dQ. (I.A.6)
From these three relationships, we get
dU =LJ/ = K, (I.A.7)
which is a differential equation that describes the projection of the singularity set on
the UQ-plane. See figure 1-18. Corresponding to the two possible reflection points,
there are two curves emanating from the perfect triple-root point (U = U0, Q = 1),
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Figure 1-17: Sketch of the surface described by the dispersion relation.
and thus forming a cusp in the U-plane. At the cusp, both of these curves are
tangent to the straight line Q - 1 = Ko(U - Uo), along which it is most natural to
parameterize the detuning. The values of Uo and K are given in section 1.6.
We shall allow for a small detuning in frequency of the form
Q = 1 + eS, (I.A.8)
where e < 1 is the usual ordering parameter and a is a detuning parameter assumed
to be of order unity. The corresponding detuning for the current must then be
U = o+ (I.A.9)
The last condition
point x2 = x' (the
implies that the local expansions are to be carried out around the
"detuned triple-root point") where
EJU(x') = Uo +
Ko
at zl = e((x'). (I.A.10)
The boundary layer coordinates that were used in section I.6 may also be used
here,
and T = E-1/2t2,
where x = 2 - x'
(I.4.4) can now be
is a local horizontal coordinate. The governing
rewritten as follows
(I.A.11)
equations (I.4.1)-
e a0 + 2= 0 = for - < < o
' =0O for z- -oo,
9z
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(I.A.12)
(I.A.13)
= E-3/2i
a0.0 0.2 0.4 0.6 0.8 1.0
-U
Figure 1-18: Projection of the singularity set on the UP-plane (solid curves), and the
tangent line at the cusp (dashed).
a or - O O 6 Or .t c or7 2d0E2 a+ E26 + uaq 9 22 + U1 
-E2](, 1 1z 2 = h.o.t. at z = o, (I.A.14)
a + a23 , o - + + , I U + 2Uo o + d3 /+ o 
~
a a-Z OT az r 0ak
+ 2U a E a27 h.o.t. at z = o. (I.A.15)
Here, the three current field quantities
Ul - (x'), Co = C(x') and (1 = (I.A.16'))
have been evaluated at the detuned triple-root point.
The following WKB expansions are assumed, similar to section 1.6,
= (A + A + EA +A  A 3 + ... )exp{i(eC2Ko - e-27)} + c.c., (I.A.17)
r1 = (B + e2B1 + EB2 + E2B3 + .. .) exp{i(e-½Ko - 2r)} + c.c. (I.A.18)
The problems at orders 0(1) and (E1/ 2) are identical to both the case of a simple
reflection point and the case of a perfect triple-root point, and therefore the solutions
(I.5.26), (I.5.33) and (I.5.34) still hold.
At order O(e', the effects of the detuning should in principle show up for the first
time since it has been scaled at this order. However, these effects cancel exactly out
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at this order because the detuning has been parameterized along the line of symmetry
of the cusp, according to equations (I.A.8) and (I.A.9), and illustrated in figure 1-18.
The order O(e) problem is therefore identical to (I.6.22)-(I.6.25), and we use the
solutions (I.6.27) and (I.6.28).
The problem at order O(E3/ 2) is
02A3 2 2A, K--K = A 2 iK for -oo < z < (Coaz2 KoA3 a - a
A3= for z -- -oo (I.A.20)Oz
OB aB2 6 aB A3 02 A
-iaoB3 + Uoa + 0+ iKoUlB -- z =  at z = ( (I.A.21)
OA 6 A OA2 02BI 012
-- iaoA + K + FUo-5 + B3 - 0o 0 2iroKo 2
,A
+ roK2B3 + iKoUA - io( - = 0 at z = (o (I.A.22)
If the last two equations are combined to eliminate B 3, and the lower-order results
are used to eliminate A, Al, A2 , B1 and B2, we get the surface condition
0A 3 B 1o 03 B d OB93 - KIoA3 = 2 --- r + 2- + 2iKoU,B. (I.A.23)19z _57 c9 0 0F3 Ko 
The solvability condition gives the following third-order partial differential equa-
tion governing the complex envelope B,
013 - 1o a3 + 6 + iKoU1iB = 0. (I.A.24)OT 2ao u 0 3 Ko T
As before, if the characteristic time for the incident wave packet is t2 = O(1)
or longer, the inner region = 0(E3 /2 ) can be considered quasi-stationary. The
stationary limit of equation (I.A.24) reduces to the following Pearcey differential
equation for the amplitude B,
0aB 2ao0 B 2iKoaoUj0 -B- 2iKr0 (B = 0. (I.A.25)
0a1 roKo a~ Fo
The solution of this equation is the Pearcey function with two parameters. In Ap-
pendix I.B we summarize an integral form of the solution, appropriate for obtaining
asymptotic expansions for large and small . With reference to Appendix I.B, the
solution which is bounded as -4 +oo is
B((, t2 ) = bo(t2)P(X, Y). (I.A.26)
63
Here, X and Y are the complex arguments
X - -2e2 and Y = x/2a e- , (I.A.27)
and is the coefficient in the wavenumber expansion, corresponding to (I.6.9). It
is now evident that for this problem, the first parameter of the Pearcey function
measures detuning, while the second parameter measures the horizontal position.
I.B Solution of the Pearcey equation
Consider equations (1.6.35) and (I.A.25)
d3 B 2ao dB 2iKoooU -B = I.B.1)dF3 roK d F0o
subject to the boundary conditions that B is bounded as ± e oo. The independent
variable f is restricted to real values only.
Let us introduce the coefficient of the wavenumber expansion (I.6.9)
a = 2Ktot ,) (I.B.2)
and do the substitutions
x = r i2e4 and Y = x2a4 e-8 . (I.B.3)
Equation (I.B.1) then becomes
d 3 B 1 dB 1
- X _YB = 0. (I.B.4)
dY 3 2 dY 4
The solution of (I.B.4) is the Pearcey-function (after Pearcey (1945)) of the two
parameters X and Y
P(X, Y) = e-t4 xt2+iyt dt, (I.B.5)
which has been discussed by Stamnes (1986) and Paris (1991). The integral above
corresponds to Paris' equation (2.2) (scaled by a factor of exp(7ri/8)).
In the following, we limit the discussion to X = 0, which is appropriate for the
perfect triple-root turning point. We may then introduce the simplified notation
P(Y) P(0, Y). (I.B.6)
For ¢ > 0, we have argY = -r/8. From (2.11) in Paris (1991), we get
3ir
P(Y) Po + P for largY¥< (I.B.7)
8
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where Pm is the contribution from the saddle point at tm = 4-3 exp{ ( + arg Y) +
2rim 1
3 J'
For large Y, the general expression for Pm is (see Paris' equation (2.14))
P(Y) }
{ Y~ieiT 3,dm - 741y i+ + (Y-)}. (I.B.8)
apm() h 2exp4ex Y3e 3 3
4fi _ Aw __2wim (y2)
Y4-e2 - 36-e- 3+O(Y- ). (I.B.S)
Since is real, P represents an algebraically damped oscillation, while P is
exponentially damped. Hence for purposes of asymptotic matching, only PO is needed.
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Part II: Three resonating
gravity-capillary waves riding on
a long gravity wave
Notations for Part II
A
An
An
A'
_n
A,
a
a,a2
a
B
b
bl, b2
C1 , C2
c
C1, C2
Cg,il C9 ,2, Cg, 3
C.C.
E
ef
9
H
In
i
J
J(a, b, c, t)
J, J2
Jm
J(-I)
J(i), J(2)
Amplitude of short wave.
Section II.8 only: Coefficients of modulation equations.
Amplitudes of three short resonating waves.
Normalized amplitudes of three short waves.
Amplitudes of three detuned short waves.
Horizontal reference coordinate in X-direction.
Long horizontal reference coordinates.
Horizontal reference coordinate vector.
Amplitude of long wave.
Horizontal reference coordinate in Y-direction.
Long horizontal reference coordinates.
Coefficients of modulation equation.
Vertical reference coordinate.
Long vertical reference coordinates.
Group velocity vectors of the short waves.
Complex conjugate terms.
Energy of short waves.
2.71828182845...
Detuning in modulation frequency.
Acceleration due to gravity.
Hamiltonian.
Wave actions of the short waves.
v--.
WV\ave action of the shortest wave.
Jacobian.
Conserved combinations of wave actions of the short waves.
The minimum of J 1 and J2.
Jacobian due to long wave.
Jacobians due to short waves.
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j Dynamical variable measuring amplitude of shortest wave.
jc Value of j at a center.
j* Parameter for the difference in wave action between the
two longer resonating waves.
K Wavenumber of long wave.
K Wavenumber vector of long wave.
K(') Elliptic integral of the first kind.
k Wavenumber of short wave.
k, Wavenumbers of three short waves.
kn Wavenumber vectors of three short waves.
k' Detuned wavenumber vectors of three short waves.
ka,n, kb,n Wavenumber components of short waves.
k* Characteristic dimensional wavenumber.
M Horizontal momentum vector of short waves.
P Initial condition for pi.
p Pressure.
Pn, Pnm Amplitudes of free oscillation of j, order n, harmonic m.
Patm Atmospheric pressure.
qn, qnm Amplitudes of forced oscillation of j, order n, harmonic m.
r Parameter for the maximum amplitude of the shortest wave.
rn, rnm Amplitudes of free oscillation of p, order n, harmonic m.
Sn Bifurcation surfaces in parameter space.
S Simplifying notation, function of jc.
Sn, Snm Amplitudes of forced oscillation of 4', order n, harmonic m.
T Surface tension between water and air.
T Period of modulation oscillation.
t Time.
tl, t2 Slow timescales.
u Velocity component in X-direction.
unm Angle of incidence between k,, and k,,.
v Velocity component in Y-direction.
vl, v2, V3 Angles between the long wave and three short waves.
vn Angle of incidence for which ,, = 0.
v Total velocity vector.
w Velocity component in Z-direction.
X Horizontal Lagrangian position in long-wave direction.
X Horizontal Lagrangian position vector.
x Horizontal Lagrangian displacement component.
x-1 Horizontal displacement of long wave.
-_lo Horizontal slow drift of long wave.
xl, x2 Horizontal displacements of short wave.
x 10 , x20 Horizontal slow drift of short waves.
Y Horizontal Lagrangian position transverse to long-wave direction.
y Horizontal Lagrangian displacement component.
Y1, Y2 Horizontal displacements of short wave.
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Y0O, Y20 Horizontal slow drift of short waves.
Z Vertical Lagrangian position.
z Vertical Lagrangian displacement.
-1_ Vertical displacement of long wave.
Z-0o Vertical slow drift of long wave.
Z1, Z2 Vertical displacement of short wave.
Zl0 , Z20 Vertical slow drift of short waves.
a Combined nonlinear interaction coefficient.
a' Normalized combined nonlinear interaction coefficient.
an Nonlinear interaction coefficients.
/3 Total long-wave forcing.
f3n Long-wave/short-wave interaction coefficients.
Normalized long-wave/short-wave interaction coefficients.
-y T/p.
A Total detuning.
An Normalized detuning of the short waves.
Detuning vector of short-wave wavenumbers.
e Small ordering parameter for short-wave and long-wave slope.
Surface elevation.
,n, Phases of three short waves.
A Frequency of modulation oscillation at a center.
A Small ordering parameter for modulation resonance.
v Kinematic viscosity.
7r 3.1415926535...
p Density of water.
r Slow modulation timnescale.
XS Phase of long wave.
4p Total short-wave phase.
Oc Value of V' at a center.
fl Angular frequency of long wave.
Qx, Qy, Q Vorticity vector components.
w Angular frequency of short wave.
W1, W2 , W3 Angular frequencies of three short waves.
w* Characteristic dimensional angular frequency.
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II.1 Introduction
II.1.1 Literature review
The theoretical study of resonant interactions between gravity-capillary waves was
initiated by Harrison (1909) and Wilton (1915), who found that a progressive wave
can resonantly excite its nth harmonic through nonlinear interactions. When this
happens, the classical Stokes wave solution for a steady progressive wave train breaks
down. Wilton (1915) solved the steady progressive waves resulting from exact second-
harmonic resonance. The resulting waves are now known as steady Wilton's ripples.
Pierson & Fife (1961) considered the same problem, but allowed for slight detuning
from exact resonance.
Extending the seminal work by Phillips (1960), who showed that pure gravity
waves can resonate one another in quartets at the third order in wave steepness, Mc-
Goldrick (1965) showed that gravity-capillary waves can interact in triplets at the
second order. Wilton's ripples constitute the special case when two of the waves
are equal. McGoldrick (1965) derived the nonlinear evolution equations under the
assumption that the wave envelopes are uniform in space and subject to temporal
modulation only, and found the analytical solution for waves modulated in ampli-
tude, but not in phase. Simmons (1969) generalized the evolution equations to ac-
count for modulation of both amplitude and phase, in both time and space. Limiting
to time evolution only, Simmons solved the quadratic evolution equations for three
different waves in perfect resonance. McGoldrick (1970b) pointed out that the steady
solutions of Wilton (1915) are indeed limiting cases of the general triad interaction
theory, corresponding to special initial conditions. Case & Chiu (1977) considered
three-wave interaction where each wave consists of two components propagating in
opposite directions. They found no coupling at the second order between the op-
positely propagating waves. A general account of the Hamiltonian formulation of a
resonating triad, and of several resonating triads that have one wave in common, was
given by Meiss & Watson (1978).
Hasselmann (1967) derived a general criterion for the stability of a monochromatic
wave subject to infinitesimal perturbations in a resonating triad. It was shown that
a wave is stable to such perturbations if and only if it is one of the two longer waves
of the triad. Wilton's ripples constitute an exception to this rule.
Bifurcation of steady wave trains subject to harmonic resonance was studied by
Chen & Saffman (1979). They showed that steady Wilton's ripples are associated
with a period-doubling bifurcation, through which a pure steady second-harmonic
wave can become a steady combination wave of the first and second harmonics. It
was later shown independently by Reeder & Shinbrot (1981a) and Ma (1982) that
the same bifurcation can also occur for the special case of triad resonance in three
dimensions when the two longer waves have the same amplitude and the wavenumber
vectors form an isosceles triangle. A rigorous analysis of the bifurcations of Wilton's
ripples was given by Reeder & Shinbrot (1981b) and Jones & Toland (1986). Janssen
(1986) further discussed period doubling of weakly nonlinear gravity-capillary waves
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forced by wind.2
Jones (1992) derived cubic nonlinear equations to investigate the slow time and
space evolution of Wilton's ripples, which he only solved for certain special cases.
Christodoulides & Dias (1994) considered cubically nonlinear steady Wilton's ripples
on the interface between two fluids of different densities. They let each wave consist
of two components propagating in opposite directions, and found that the oppositely
propagating waves are coupled at the cubic nonlinear order. They also found that
new and interesting bifurcations arise when the density ratio is varied.
The simultaneous evolution in time and space of the conservative three-wave equa-
tions has been solved analytically, see Kaup (1981) and references cited therein.
On the experimental side, collinear Wilton's ripples were verified by McGoldrick
(1970a). Banerjee & Korpel (1982) studied triads where the wavenumber vectors
form an isosceles triangle. Recent experiments on more general configurations of
triads have been described in a series of papers by Henderson & Hammack (1987),
Perlin, Henderson & Hammack (1990) and Perlin & Hammack (1991), and surveyed
by Henderson & Hammack (1993). They showed how the stability criterion of Has-
selmann (1967) together with ubiquitous noise in their experiments are important in
the selection process that determines which discrete triads will eventually emerge.
Experiments on steep Wilton's ripples and higher-order harmonic resonances were
performed by Perlin & Ting (1992). They compared their measured wave profiles
with fully nonlinear theories and found good agreement. Strizhkin & Raletnev (1986)
observed resonant triads in the ocean when the wind speed was in the range from 2.7
to 18 m/s. They reported that the detection of the resonant triads was often made
difficult due to the presence of long gravity waves.
Modern theories on how short waves evolve on a long wave were begun by Longuet-
Higgins & Stewart (1960), who considered a linear short wave on top of a weakly
nonlinear long wave. They discussed how the former steepens near the crests, and
flattens near the troughs of the latter. Most of the existing works are concerned
with the linear evolution of a single train of gravity or gravity-capillary waves, over
a relatively short time or distance which is comparable with a long-wave period or
wavelength. Phillips (1981) studied the evolution of a short linear gravity-capillary
wave on a prescribed long wave, in an orthogonal coordinate system moving with the
long-wave surface. Longuet-Higgins (1987) considered the effects of a steep long wave,
which was calculated numerically, on a linear short gravity wave. The linear evolution
of gravity-capillary waves on steep gravity waves was considered by Grimshaw (1988)
by using non-orthogonal coordinates in an Eulerian formalism. Long-wave/short-
wave interaction treated by a Zhakharov spectral formulation was presented by Craik
(1988). A general Hamiltonian account of the linear evolution of short waves on a two
dimensional long wave was given by Henyey et al. (1988). Shyu & Phillips (1990)
investigated the possibility of blocking of short gravity and capillary waves by the
variable orbital velocity of a long wave. So far the short wave is linear.
Benney (1976) described a special case of long-wave/short-wave interaction in
which two short waves and one long wave resonate in a triad.
2 Non-conservative triad interaction is considered in Part III.
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The nonlinear evolution of a short gravity wave on a long gravity wave was in-
vestigated by Zhang & Melville (1990) by using an orthogonal coordinate system
defined by the long wave. Subsequently, Zhang & Melville (1992) used this theory
to investigate the evolution of a narrow-banded wave train on top of a long wave.
Naciri & Mei (1992) used a Lagrangian formulation through which a short gravity
wave is described relative to the long-wave particle displacement. They let the long
wave be a rotational Gerstner wave of finite slope. In these papers, it was found
that the long wave excites the short wave parametrically and enlarges the domain of
Benjamin-Feir instability in the parametric space. Naciri & Mei (1992) further found
that the post-instability evolution is chaotic, therefore suggesting that the irregular
appearance of the sea surface need not be solely due to the turbulent eddies in wind,
but is inherent in the deterministic nonlinear mechanics of the water surface.
Short waves riding on long waves can also be modulated indirectly by the long-
wave induced modulation of the wind, which will give rise to a periodic wind-forcing
of the short waves. This problem was recently discussed by Troitskaya (1994).
Woodruff & Messiter (1994) derived a theory for dispersive short capillary waves
riding on a long gravity wave of finite steepness. In a general discussion of a short
gravity wave riding on top of a long gravity wave (on page 163), they state the
following two facts: If dispersion due to gravitation and advection due to the long
wave balance at leading order, then the long-wave slope must be small. If on the other
hand the long wave has finite slope, then the short wave must be non-dispersive to
leading order because advection due to the long wave must dominate over dispersion
due to gravitation. However, Woodruff & Messiter then claim (on page 181) that
since Naciri & Mei (1992) describe a short gravity wave that is dispersive to leading
order while riding on a long wave of finite steepness, Naciri & Mei (1992) may not be
fully self-consistent.
The first two statements are both easily shown to be correct in a horizontally
inertial reference system, which is what Woodruff & Messiter (1994) used. However,
their claim that Naciri & Mei (1992) is not self-consistent reveals that they did not
fully take into account the Lagrangian formulation employed by Naciri & Mei (1992).
The Lagrangian formulation employed by Naciri & Mei (1992) causes the short
wave to be described in a horizontally accelerated reference system such that the
short wave does not appear to be advected by the long wave. Hence the short wave
may be dispersive to leading order in the Lagrangian frame, although it may at the
same time be non-dispersive to leading order when the results are translated to a
horizontally inertial frame. The Lagrangian dispersion relation (4.8) in Naciri & Mei
(1992),
2 = gk,
shows that the short wave is dispersive to leading order in the Lagrangian system.
Here a is the intrinsic frequency of the short wave, g is the acceleration due to gravity
and k is the wavenumber of the short wave. The corresponding dispersion relation in
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a horizontally stationary Eulerian frame is given in their equation (5.33),
C1 = l 1 rKB 1 + K2B2 -2KB + (1 + K2B2) cos +
fa e Q 1- KB cos (1-2KB cos X + K2 B2 )2
Here w is the absolute frequency of the short wave, e < 1 is a small ordering pa-
rameter, while the frequency, wavenumber, amplitude and phase of the long wave are
given by fQ, K, B and 0, respectively. The first and second terms on the right-hand
side of this equation represent dispersion and Doppler-shift, respectively. The fact
that the second term is a non-dispersive Doppler-shift, is easier to see from equation
(II.5.44) in Naciri's (1992) thesis,
1 1 + K2B2 -2KB + (1 + K2B2) cos +
c = a + -kfQB + 0E)
e 1 - KB cos X (1 - 2KB cos + K 2B 2)2
Clearly, the Doppler-shift dominates over dispersive effects by a factor e- l > 1,
and hence the short wave is indeed non-dispersive to leading order in the stationary
coordinate system. Hence Naciri & Mei (1992) remains self-consistent.
II.1.2 Objectives of the present work
In nature, gravity-capillary waves often appear in short-crested forIn. Our purpose
here is to study the evolution of three resonating gravity-capillary waves propagating
in different directions on a long gravity wave. This is important both for a fuller
understanding of the sea-surface dynamics and to facilitate interpretation of remote
sensing data.
For a meaningful theoretical analysis it is important to assess the role of viscous
damping. Let us first show that for a fresh and clean water surface without the effects
of aging or contamination, viscous damping occurs over a timescale much longer than
the time for quadratic interaction. At 20°C the following values for surface tension,
density, gravitational acceleration and viscosity can be taken:
T = 7.28x10-2N/m, p = 9.98x102 kg/m3, g = 9.80m/s2, v = 1.00x10-6m2/s.
We define the characteristic wavenumber and frequency by equating the gravity and
capillary terms in the dispersion relation, which corresponds to the minimum phase
velocity, i.e.
k* = 367 m- 1 w* = \2k* = 84.8s- . (II.1.1)
These correspond to wavelength 1.7 cm and frequency 13 Hz. For a clean water
surface, the ratio of a wave period to the damping time is
1
2v(k*)2 = 0.0032.
The ratio of a wave period to the timescale of resonant interaction is comparable
to the wave steepness. If we let the steepness be of the order = O(0.05)-0(0.1),
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then internal viscous damping is clearly unimportant for a time range compatible with
quadratic nonlinear interaction. However, it is equally clear that viscous effects cannot
be neglected for a cubically nonlinear theory. If on the other hand, contamination
is so strong that the surface behaves as an inextensible film, the non-dimensional
characteristic damping rate can be found to be
1 ki* /
-------- = 0.014.
w* 2 2
Viscosity would then be much more important in the study of the long-time behavior.
Based on these estimates, we shall here consider inviscid triad interaction up to
quadratic nonlinear order, with the effect of the long wave balanced at the second
order. In Part III, we consider second-harmonic resonance subject to viscous effects
and wind forcing at the third order, while also including cubic nonlinear interactions.
Assuming that the amplitude of the long wave is much greater than the typical
wavelength of the short waves, we employ in section II.2 the Lagrangian description
(as in Naciri & Mei (1992)) in order to simplify the consideration of the free surface.
Multiple-scales perturbation expansions are introduced in section 11.3. The long wave
is briefly summarized in section II.4. Equations are then deduced in section II.5
for the envelopes of the interacting short waves on top of a uniform long wave, in
the framework of potential theory. In section II.6 we limit our discussion to slow
time evolution only, but allow for detuning from exact resonance. To facilitate the
discussion of the influence of the long wave, we summarize the analytical solution for a
resonant triad without the long wave in section 11.7, allowing for imperfect resonance.
As a result, we generalize the bifurcation criterion of Chen & Saffinan (1979), Reeder
& Shinbrot (1981a) and Ma (1982) to arbitrary three-wave configurations. For a weak
long wave, approximate analysis is then pursued in section 1I.8 to reveal bifurcations
due to modulational resonance, by which the natural envelope oscillations of the
triad are resonated by the long wave. Confirmation of the analytical results by direct
numerical integration of the evolution equations, is also shown. Finally, in section
11.9 numerical results for a relatively strong long wave are presented. Details of the
approach to Hamiltonian chaos are shown.
This work is currently being published in Trulsen & Mei (1995). A similar dis-
cussion of modulational resonance as that presented in section 11.8, but applied to
resonance of surface waves in a current over a wavy bottom, has been published in
Sammarco, Mei & Trulsen (1994).
1.2 Governing Lagrangian equations
To analyze the short waves with wavelengths much shorter than the amplitude of
the long wave, one may use non-orthogonal curvilinear coordinates as in Grimshaw
(1988), orthogonal curvilinear coordinates defined by the long wave as in Zhang &
Melville (1990) or Lagrangian coordinates as in Naciri & Mei (1992). Here we adopt
the last approach and first summarize the Lagrangian equations governing irrotational
73
deep water waves on the surface of an inviscid, incompressible fluid.
Let the instantaneous horizontal and vertical position of a fluid particle, (X, Y, Z),
be parameterized by the reference coordinates (a, b, c) and time t. We sometimes use
the boldface vector notation X = (X, Y) and a = (a, b) to denote the horizontal
position and coordinates. The fluid velocity is expressed by
_ox a az
v = (U,v,w) = (O at'Y at') (II.2.1)
Continuity of an incompressible fluid requires that the following Jacobian is indepen-
dent of time:
O(X, Y, Z) = J(a, b, c). (II.2.2)
O(a, b, c)
The vorticity components are assumed to be zero,
u)w Dv Au aw av AuQx - = OX' z- (II.2.3a, b,c)
For deep water waves, irrotationality in the two horizontal directions implies irro-
tationality in the vertical direction. This follows from the vector identity V V x v = 0.
If Oix = Qy = 0, then Qz is independent of Z. Since the fluid velocity v vanishes
at great depth (Z -+ -oo), it follows that 2Qz vanishes identically everywhere. As a
result, (II.2.2) and (II.2.3a,b) are sufficient to determine the three unknowns X, Y, Z.
The two horizontal components of the vorticity vector can be expressed in La-
grangian form as
aa 2 Z ab 2Z ac 2Z Da 2Y ab d2Y dc 2 Y
DY Dat DY dbQt DY dcOt dZ Dadt DZ bct Z c (II.2.4)
Da d2X Ob 2X ac da2X a 02Z Ob 2Z dc 2Z
d Z Da-dt DZ bat X DZ Dct X Dadt Oc- Dbat i3 t .2.5)
The derivatives of a, b, c can be expressed in terms of derivatives of the particle posi-
tions, as summarized in Appendix II.A.
Conservation of momentum requires
92X lap a2Y 1 p a2Z 1dp
0t2 - pOX' at2 - pOY' at2 - paZ g, (II.2.6a, b c)
where p is the water pressure, p the water density and g the acceleration due to
gravity. By combining (II.2.6a,b,c), we get
DaX 2X doY 2Y dZ )2Z p 1Op
Oa at2 + a at 2 + 5t,2 + 9 =pa
and
DX D2X' DY D2 Y Z a 2z (1 2p)
Ob t 2 at Ot2 + - at 2 += '
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In the Lagrangian description, the kinematic condition for the free surface is simply
that the free surface is at c = 0. The vertical displacement of the free surface is given
by C = Z(a, b, O, t). The dynamic surface boundary condition is that the atmospheric
pressure Pam is constant, hence
a9 Patm
aa
aPatm
=0 at c=0.
ab
(II.2.9)
With surface tension, the water pressure at the free surface is
(II.2.10)P=Pat.m+ TVX. (-VX(, 1)
P = Pt1 + +IVX( 2
Here T the surface tension between water and air and VX = (/OX, O/OY). In the
following, we will set y = T/p. Using the definition of (, we may now write
( ?a OZ Ob OZ
_ = X (a + X aband similarlyfo  the other derivatives.X 
and similarly for the other derivatives.
at c = 0, (11.2.11)
Following Naciri & Mei (1992), it is convenient to introduce the Lagrangian dis-
placements (x, y, z) relative to the reference coordinates (a, b, c) as follows:
X = a + x(a, b, c, t), Y = b+y(a,b,c,t), Z = c+z(a, b, c, t).
The resulting governing equations for the Lagrangian displacements are summarized
in the following. For later analysis it is sufficient to display quadratic terms only. The
continuity condition requires that the following expression is independent of time:
ax Dy az ax ay
Ta Ob ac atb a
+ x dy
?a Ob
ax Oz
Oc da
_dy aZ
ac b
dx Oz
da dc
Oy az
db c
(11.2.13)
Irrotationality, x-component:
a2y (2Z ?x 2y
acat + bOt + c aOt
+ 2 y ay
abat c
ax 2y
aa cOt
Dy d32 y
Ob dcdt
Ox 02z
ab aaOt
Irrotationality, y-component:
a 2X
dcat
02z
0aot
dy 02z
db datOt
Oa ab2 z
da dbEdt
02x x
0at c
dy 02z
Oa bOt
02 z Oz
+ Obt c
aX 2 x
Oa cOt
02z2 z
adt ac
OZ 022
= 0
Ob OcOt
act y
acat ab
z 02 Z
+ _ =0
Oa OcOt
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(II.2.12)
(11.2.14)
a2ObOt 
bat c
(II.2.15)
Free surface condition, a-component:
02 x az ax 2x ya2y 9z aZ2 z &9 3 z a3z
at2 9a da dt2 da dt2 a yat2 z 2 3
0x Oz 9X 0z 02x 02z
aab2 aa aa3 aa aab Oaab
0y 03 z 02 xa 2 z 02 x &z+2- +3-- FOb Oadb2 aa2 aa2 b 2 aa2
+ 2 X Cz a3y z 3 yz + 2
aa aa3 oaab 2 9b aa3 db
a2y aaz iF3a29a9b t i
ax 03z
2- +2.
Ob &a2 Ob
a2 y 02 z=
aaab b2 )
92 y 2 z
9b2 aaab
y &3z
aa Oa2 b
(11.2.16)
Free surface condition, b-component:
a2 y az aOx a2 X Oy 2 y aZ a2 z+ 3z
2+ +b -b t2 b t2 2Ot2 g Ob at + Ob at 2 b t Oa2cb
&3X x z a2 z a2 x 02 z 02x2 z 92y 2+ a a +3 + 3 06 +3a b + 29baa 0b39a a 2 dadb ab 2 dab aaab &aib
2 x a3z 28y a3z + 2 2 X +2x a3z a3y az
+ab ab 2 a aa ab2 dab a2 a aa2ab a2ab b
a3y az a2 y a2 z a2ya 2 z , y a3 z )
+ b + a 2 b2 + 3 b-b+ 2- Ob3
+ b3 ab ia2 db2 al; db2 as db3 (II.2.17)
II.3 Ordering assumptions and multiple-scale ex-
pansions
We shall assume that the water depth is much greater than the length of the long
wave and that both short and long waves have small steepnesses. Let the physi-
cal wavenumber, frequency and amplitude of the short wave be denoted by k, w, A,
respectively, and the corresponding quantities for the long wave by K, Q, B. The
following ordering assumptions are assumed with a view to yielding simple and inter-
esting asymptotic results:
kA = O(6), KB = 0(6), K =(62)
k
where e << 1. The last two are dictated by the anticipated dispersion relations
n2 = gK and w2 = gk + k3 . (II.3.2a, b)
Under these scaling assumptions,
QB = 0(w/k) and kB = 0(1/e),
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- = 0(E)
W
(II.3.1)
(II.3.3)
meaning, respectively, that the orbital velocity of the long wave is comparable in
order of magnitude to the phase and group velocities of the short waves, and that the
short-wave wavelength is much smaller than the long-wave amplitude.
We shall assume that the long wave is unidirectional in the x-direction, while
the short waves propagate in different horizontal directions as long as they are in
resonance. As a consequence, the long wave will have only x and z components,
which are independent of the coordinate b.
We let the basic reference lengthscales and timescales be defined by k- 1 and w-1
of the short wave. In view of the scale contrast between short and long waves and
the anticipated growth due to resonance, we introduce a cascade of slow coordinates
(aj, b3, c;, tj) = 0j(a, b, c, t) for j = 1,2,3, ... (II.3.4)
From (II.3.1) the amplitudes of the short and long waves are 0(E/k) and O(1/ek)
respectively. To the leading order the particle displacement field can therefore be
decomposed into long-wave components x-1 and z-1 at O(e-1), and short-wave com-
ponents xl, Yl and zl at O(e). The lowest order at which the short waves can influence
the long wave is O(KB(kA) 2 ). On the other hand, triad resonance of short waves is
known to reach maturity at 0(kA) 2 over the timescale t = 0(1). Self-modulation of
the long wave will occur by nonlinear interaction at the third order over much longer
timescales and lengthscales described by a3, c3, t2 . The short waves will be modu-
lated by both nonlinear self-interaction and by the long wave. Since the short-wave
steepness is kA = O(e), self-interaction must be described by coordinates al, b, cl, tl .
Modulation of the short waves by the long wave will of course be over the scales of
the long wave.
We shall here only examine the effect of a long wave on the second-order inter-
actions of the short waves, over the timescale of triad resonance t. Hence the long
wave will not be affected by the short waves and can be described by a linearized
theory. Thus we expand the short-wave displacements to the second order, while we
only need the long-wave displacement to the leading order. The resulting expansions,
with both long and short-wave contributions, are
X = elx_ 1 + Ex1 + 2X2 l
y = Cy1 + 2Y2i (II.3.5)
Z -= E 1 z_ + EZ + 2Z2 J
The long-wave contributions at O(e - 1) depend on a2 , c2 , t. The short-wave contri-
butions at 0(e) and (e2 ) depend on a, b, a, b , c, cl, t, t.
In the following, it is convenient to decompose the Jacobian as
J = 1 + e(J(_-) + J(i)) + e2J(2) + ., (II.3.6)
where J(-l) is the leading-order contribution due to the long wave, J(1) is the leading-
order contribution due to the short waves, and J(2) is the second-order contribution
due to the short waves.
The first-order equations for the long wave are the following:
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Continuity:
1Ox-l az_1+- = J(-1) (II.3.7)0a2 + C2
Irrotationality, y-component:
a2x1 _ 0 2z. 1
aC2 _l _a 2Otl = 0. (II.3.8)
Free surface condition, a-component:
d 2 x _ 1 9zl 1
2 + g Oa = 0. (II.3.9)
Here J(-1) is of course independent of time.
The first and second-order equations for the short waves, corresponding to n = 1
and n = 2, respectively, are as follows:
Continuity:
+ _ + = E+. (II.3.10)Da ab ac
Irrotationality, x-component:
iacat abat - (11.3.11)
Irrotationality, y-component:
02x, 02z,
= 2 n. (II.3.12)OcOt Oat
Free surface condition, a-component:
92 03 Z nXan2,t2 + 2 3 )=L k (II.3.13)
Free surface condition, b-component:
a2 n 4. "b a"+ 3 ,.-t"+ 9 ly'- (ab b3 ) = _L' .(II.3.14)
The leading-order short-wave problem has El = J(1), which is independent of time.
Furthermore, l = 1 = hl = Z1 = 0. The lengthy right-hand-side expressions of
the second-order problem, £2, F2, g2, ?/2 and L2 are given in Appendix II.B.
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II.4 The long wave
The leading-order long-wave equations are satisfied by the basic linear wave solution
i
:-1 = x-10 + Bei(Ka2t)+Kc2 + C.CBe., (II.4.1)
2
Z-1 = Z-0lo + Bei(Ka2-ntl)+Kc2 + c.c., (II.4.2)
2
where B is the long-wave amplitude. The slow drift due to the long wave (x-lO, z-10)
is assumed to be independent of the fast scales of the long-wave phase, a2 and t.
Without loss of generality, we take the initial condition for the slow drift to be
x-1 0 = z- 10 = 0 at t = 0. Upon substitution of (II.4.1)-(II.4.2) into the continuity
condition (II.3.7), we extract the following equation for the slow drift from the zeroth
harmonic problem
DC9Z-102 J(-l) ~~(II.4.3)
= J(-1).
dC 2
Since the Jacobian is independent of time, and z_10 vanishes at initial time, it follows
that z-lo = 0 and J(_1) = 0. The horizontal component x- 10 remains undetermined,
but is not needed in the following analysis.
The contribution from the first harmonic of the surface condition (II.3.9) gives
the anticipated dispersion relation
Q2 = gK. (II.4.4)
II.5 Evolution equations for the short waves
Let us begin with three trains of short waves with amplitudes A,, for n = 1, 2, 3. The
leading-order sum of the short waves is given by
Xi = x10 + e k + + c.c., (II.5.1)
n'-271=1 tl
Y1 = Yio + i 3 k bn A lei"n+knc + c.c., (II.5.2)
Zl = Zo10 + A,,ei +k + c.c.. (II.5.3)
-n=l
The wavenumber vector of the nth wave is k,, = (ka,n, kb,,,) with k = Ikl, while the
phase is 9 = ka,,a + kb,nb - w,,t. Each amplitude A,,(al. b, cl, tl) depends on the
slow coordinates only. The slow drift due to the short waves (xlo, Ylo, z10 ) is assumed
to be independent of the fast scales of the short-wave phase, a, b and t.
Without loss of generality, we take the initial condition for the slow drift that
xlo = Yio = zlo = 0 at t = 0. Upon substitution of (II.5.1)-(II.5.3) into the leading-
order continuity condition (11.3.10), we extract the following equation for the slow
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_. k
Figure II-1: Geometry of a resonating triad. The angle v, is between the long wave
K and the short wave kn. The angle unm, is between the short waves kn and km.
The short wave k3 is always the shortest one.
drift from the zeroth harmonic problem
Z o ). (II.5.4)
Since the Jacobian is independent of time, and z10 vanishes at initial time, it follows
that zlo = 0 and J(I) = 0.
Upon substitution of (II.5.1)-(II.5.3) into the leading-order equations (II.3.10)-
(II.3.14), we get the dispersion relation for each short wave from the first-harmonic
problem
2 3
w,, = gk7 + yk. (II.5.5)
Note that a Doppler shift is not apparent in the Lagrangian dispersion relation. This is
because the Lagrangian coordinates for the short waves are referred to a fluid particle
which moves with the long wave. In Appendix II.C we show that by transformation to
a stationary Eulerian coordinate system, we can show that the Lagrangian dispersion
relation (II.5.5) implies the anticipated Doppler shift due to the long wave.
The evolution equations for three resonant short waves are found at the second
order. First, the following resonance conditions must be satisfied
k3 = kl + k2 03 = + 02, (II.5.6)
W3 = W + )2
where each individual wave satisfies the dispersion relation (II11.5.5).
Figure II-1 shows a typical geometry of a resonating triad, with wavenumber
vectors k, k 2 and k3. The angle between vectors kl and k 2 is denoted by u 12,
as indicated in the figure. This angle is always less than 90° (see the footnote in
McGoldrick (1965, p. 309)). We shall therefore denote k 3 the shortest wave, and kl
and k2 as the two longer waves.
The second-order solution is assumed to be of the form
x2 = x20- + - E (x21ne"- + X22ne2io) + c., (II.5.7)
1=1 
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Y2 = Y20 + (y2 ,nei + y22 ,nei)+ c.c., (II.5.8)
Z = Z20 + E (z21,ne + 22,ne2i) + c.. (.5.)
n=l
The zeroth harmonics (20, Y20, Z20) are corrections to the leading-order slow drift,
while (21,n, Y21,n, Z21,n) and (22,n, Y22,n, Z22,n) are the slowly varying amplitudes of the
first and second harmonics, each of which depends on the scales (al, bl , c, cl, tl). We
only need to consider the first-harmonic displacements. The problem then becomes
aZ21,n b = Enb, (an (11.5.10)
aY1n 21,n Y21, =
ac
aX1n _ ~knz~l  Z = Gn (II.5.12)
Z21,n - X21,n = Hn, Z21,n - Y21,n = I, at c = 0. (II.5.13)
By using MACSYMA, the lengthy expressions E, F, Gn, Hn and I, have been
obtained, but they are too long to be reproduced here. The above inhomogeneous
differential system possesses non-trivial homogeneous solutions, and must be sub-
jected to the following solvability condition for each n:
J ekn (k2En -k2, G -k 2,tFn) dc = k,2H + k2,,In,, for n =1, 2, 3. (11.5.14)
As results of solvability, the evolution equations for the envelopes of the three res-
onating short waves riding on the long wave are obtained:
+ cg,i Va, A + i31A] cos 0+ ialA;A 3 = 0, (II.5.15)
at,
-t + Cg,2 ValA 2 + i 2A2 coS + ia2A*A3 = 0, (11.5.16)at,
aA3
at3+ ,3 ValA 3 + i3A 3 cos + ia3A 1A 2 = 0. (11.5.17)
Here, c,,n is the group velocity
g + 3yk2 k,,
Cg,n = 2 " k' (II.5.18)
and Val = (ala/a l,0/bl) is a horizontal gradient operator. The coefficients for
nonlinear interaction between short waves are
wk,
a, = L, n= 1,2, 3, (1.5.19)(,.
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where
16klk2k3a - g(k3 - k2 - kl)(k3 - k2 + kl)(k3 + k2 - kl)(k3 + k2 + kl)+
(k +k 2 + k3)2 [k3 k - k) k - k - k) k3 - 1 -+ 2)
+ 4klk2k3 [k2(k2 + k3) + k2(kl + k3) + k32(kl + k2)]}. (II.5.20)
It can be shown that our nonlinear coefficients are equal to those of McGoldrick (1965)
(after correcting a typographical error), Simmons (1969) and Case & Chiu (1977), all
derived in the Eulerian frame. The fact that these coefficients are the same in both
the Lagrangian and Eulerian descriptions, implies that the second-order nonlinear
dynamics is not affected by the transformation of coordinates.
The long-wave phase is
= Ka2 - Qtl + arg B, (II.5.21)
and the long-wave/short-wave interaction coefficients are
2nw = {3tcos2 v7, 2w, 2 BI (11.5.22){3wB K-2c2k
= K nB2n (3'yk2 cos2 v- - sin2 v7,). (II.5.23)
Here, the angle between the long and the short wavenumber vectors K and k is
denoted by v, (see figure II-1).
The first term in (II.5.22) is due to the effectively horizontally accelerated coor-
dinate system inherent in the Lagrangian description of the short waves. This term
does not appear in a stationary Eulerian description, e.g. Grimshaw (1988). Except
for Naciri & Mei (1992), we are not aware that this kind of interaction term has
been considered in previous works on long-wave/short-wave interaction. We show in
Appendix II.D that this term does occur in a horizontally accelerated Eulerian coor-
dinate system such that the short waves appear to propagate in a stationary medium.
The presence of this interaction term canl therefore be considered complementary to
the fact that the Lagrangian dispersion relation for the short waves does not have a
Doppler shift.
The last term in (II.5.22) accounts for the vertical acceleration of the long-wave
surface, and gives a modification to the effective gravitational acceleration felt by the
short waves as they ride on top of the long wave. I some works on long-wave/short-
wave interaction, e.g. Grimshaw (1988), this modification is accounted for in the
dispersion relation for the short wave, and does not appear as part of the interaction
coefficient between the long and the short waves.
It is important to note that under the assumed scale ratios, the Lagrangian spatial
gradients involve only al, b, but not a2, b2 . Within the domain defined by O(wtl) = 1
and O(kal, kbl) = 1, the spatial dependence of the long wave is only of parametric
significance; only the time dependence matters. Thus the direct effect of the long
wave is that of a time periodic, but spatially uniform flow.
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Figure II-2: The long-wave/short-wave interaction coefficient /3/KB as a function of
the angle vn/r and the wavenumber kn/k*. The zero crossings are indicated by thick
contour lines.
Each of the coefficients ,in is strictly positive if the short and the long waves are
collinear, and strictly negative if they are orthogonal. A typical n vanishes for some
intermediate angle of incidence v independent of the long wave,
tan (.5.24)
However, all three waves in a resonating triad cannot satisfy (11.5.24) simultaneously,
since v depends on kn. Figure II-2 shows the variation of On as a function of the
short-wave wavenumber k and the angle vn, between the short wave and the long
wave. The zero crossings of fPn are plotted as thick contour curves on the surface.
We remark that in the absence of nonlinear interactions, our coefficients 3n can
only affect the phase and not the amplitude of a single linear short wave. In a
resonating triad, however, the phases of any two waves will affect the amplitude of
the third wave through the nonlinear interaction terms. Our long-wave/short-wave
interaction coefficients are therefore sufficient to describe both amplitude and phase
modulation of the waves in a triad.
We show in Appendix II.E that the density of energy and momentum of the short
waves are
E= w n A,, 2 and M=ZP knl An12, (11.5.25)
n=respectively. From the evolutio equations (515)-( ) it ca be shown that
respectively. From the evolution equations (II.5.15)-(II.5.17), it call be shown that
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the energy and momentum of the short waves are governed by the equations
2 _ Pf W,- (tat + C* -A 12 = , (II.5.26)
P E kn ( a 1tA2 = 0. (11.5.27)n-1 k + " ' a xC =9 ,n.
It follows that the change in total energy and momentum within some region is
only due to the flux through the boundary of that region. In particular, there is no
exchange of energy or momentum between the long and the short waves.
11.6 Dynamical system for time evolution
The system of partial differential equations (II.5.15)-(II.5.17) is difficult to analyze.
We shall restrict the analysis to the special case where the evolution is uniform in the
spatial modulation coordinates al. Since the particle displacement is dominated by
the long-wave motion, a = X - e-ix_l + O(e) is essentially the coordinate drifting
with fluid particles moved by the long wave. As far as the short-wave evolution is
concerned, all particles drift periodically at uniform velocity. Thus Val = 0 means
that in this accelerated coordinate system, the short waves are not modulated in
space.
However, to be general, we shall allow for a small detuning from resonance. De-
tuning can be considered as a special type of slow space modulation. Let (k,,, w,)
describe the short waves in perfect resonance,
ki + k2 - k3 = 0, w1 + w2 - WA = , w,, = (kn), (II.6.a, b, c)
while k' describes the detuned short-wave wavenumber vectors
k', = k,, + ,, (II.6.2)
Detuning can be expressed as envelope modulation by the following substitution:
A = A,,eiS a, n = 1, 2, 3. (II.6.3)
After this substitution, we drop the horizontal gradient operator Va, by assuming
that the short-wave field (A,,) is uniform with respect to the modulation reference
coordinates al = (al, b). For consistency, it is then necessary to assume that the
wavenumbers satisfy the resonance condition (II.6.1a) exactly, hence
61 + 62 - 63 = 0. (II.6.4)
In the following, it is convenient to employ the normalized variables
t = - = -(I Ka2- t + arg B), (11.6.5)
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A' = An 2a / kk 2k3TV w1 w 2w3 ' (II.6.6)
The evolution equations then become
OA
at
Aa2
Ot
A 3
ot
= 1 A' - i, A' cos t - i A,= 2 - i/A1 cost- iAA[i A'*A' - I 2I · - I'A'=1 / --- 1 A3 2 2s
(II.6.7)
(II.6.8)
(11.6.9)
We now introduce polar coordinates A' = VIeiOn where In > 0. Note that in
physical variables, In = L JAn 12 is proportional to the wave action of the nth short
wave (see Appendix II.E). After separating the real and imaginary parts, we get a
system of six real equations.
al= -[2 = _D 3 -= ar'Iu 2 3sin(O 1 +02 -3),
at at at
'1 ](1
at 0 J cos(O1 +02 - 3)- i, cos t-
\ 3'3 /\3(z;
K L¾
(II.6.10)
(II.6.11)
Jl = 11 + 13 and J2 = I2 +1 3
are constant in time. They are the sums of the wave actions of the shortest wave and
one of the longer waves.
The dimension of this dynamical system can be reduced from six to two by using
the conserved quantities J1 and J2 , and the fact that the phase angles appear in only
one combination. Let
2) = 01 + 02 - 03, /3= 3 - -, and J= I3,
(11.6.13)
where J is the normalized wave action of the shortest wave. The new equations for
J and V) are
aJ~= d\~is;--JT~~-ji~i~y~~ (11.6.14)= a 'VJ(J J)(J2 - J)sinV, .6.14)
abp 1 a,-3J2 + 2(J + J2)J - J1 J2
t = - 2 Jcos + cost. (II.6.15)
The phase angles 9l and 02 decouple and can be found after J and Ii are solved,
091
at
(11.6.16)2' J1 - J -J c os t - A'l,2 J, -i 1
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Note that
(11.6.12)
,fn O 
P'n
I C,n -06nA n 
2
Figure II-3: Intersection between two planes. Each axis represents the wave-action
of each short wave. The action conservation laws are indicated as planes. The ex-
change of action between the three resonating waves must happen along the line of
intersection. The asymmetry between the two planes is indicated in terms of j..
02 ' (J1 - co4002 2 a'> \/(JI 1J)cos -J)tcost - A2. (II.6.17)
Thus the original set of six real equations is reduced to a non-autonomous dynamical
system of second order for J and ).
If I, 12 and 13 are used to form a rectilinear coordinate system, the conserved
quantities J and J2 define two planes. The line of intersection between the two
planes defines the range of J. Since In, > 0, only the segment extending from J = 0
to J = min{J1 , J2 } is physically meaningful, as sketched in figure 1-3. All exchange
of action between the short waves is confined to this line segment. As a further
simplification, we define 0 < j < 1 by
J = Jnl,( - j) where Jm = minl J, J2}. (II.6.18)
Hence j = 1 corresponds to I3 = 0 and j = 0 corresponds to the maximum 13. Thus
(1 - j) is a measure of the action of the shortest wave.
Let us introduce the parameters
j, J- J2 > o, r = a'/J. (II.6.19)Jm
The normalized parameter j vanishes when the wave actions of the two longer waves
are equal, and hence is a measure of the asymmetry in action between the two longer
waves, see figure II-3. The parameter r is proportional to the maximum amplitude
attainable by the shortest wave.
In figure II-4 we show surface plots of the effective long-wave parameter , as
a function of the wavenumiber kl and the angle v for ul2 = 300, ul2 = 450 and
ul2 = 70° . In general, when the angle between the resonating waves u 12 is small, 
is insensitive to variations in the angle of incidence of the long wave vl. When the
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angle between the resonating waves is large, P varies significantly with the long-wave
angle of incidence. In particular, if ul2 > 44° (approximately), it is possible to have
/3 = 0 while the interaction coefficients ,1, P2, P3 are individually non-zero. The zero
crossings of are plotted as thick contour curves on the surface. When vanishes,
the influence of the long wave is not dynamically significant for the triad at this order,
and will only give a trivial phase shift.
In terms of j and 0b the dynamical system becomes
= r - cos + + cost = (11.6.21)2where H ist  tim -(1dependent Ha-j)j(jiltoi d f n d by 
where H is the time-dependent Hamiltonian defined by
H(j, V); t) = r/(1 - )j(j + j) cos 4' - (A + / cos t)j. (11.6.22)
In the special case of j, = 0, the equations reduce to a much simpler form
dtdi = -r 1 -j A s inl a, (11.6.23)dyJ 3j- 2
dVt = 2\ -cos + A + cost. (11.6.24)
This occurs when the two longer waves kl and k 2 have the same wave action. Then
J1 = J2 and j = 0. A special case is Wilton's ripples for which kl = k 2.
We remark that laboratory experiments in the literature fall into two categories.
They either consider collinear Wilton's ripples, e.g. McGoldrick (1970), Henderson &
Hammack (1987), or they correspond to the initial condition that only the shortest
wave has finite amplitude, while the two longer waves start out with infinitesimal
amplitudes, e.g. Banerjee & Korpel (1982), Hendersoin & Hammack (1987), Perlin et
al. (1990). Hence all of these experiments correspond to j, = 0.
1.7 Analytical solution without the long wave
In the absence of the long wave ( = 0), the temporal solution of the conservative
three-wave equations, with and without detuning, has been discussed before. Bifur-
cation properties of steady solutions for certain special triads have been discussed by
Chen & Saffman (1979) for collinear Wilton's ripples, and independently by Reeder &
Shinbrot (1981a) and Ma (1982) for three-dimensional triads where the wavenumber
vectors form an isosceles triangle.
In order to facilitate the subsequent analysis of the effect of the long wave, we
first summarize the known analytical solution, and illustrate properties of the phase
portrait and the bifurcations that may occur due to detuning. In particular we
point out that the bifurcation criterion found previously for certain special triad
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configurations, can be extended to any resonating triad as long as the wave actions
of the two longer waves are equal.
The variable p can be eliminated from the system (II.6.20)-(II.6.21) by using the
Hamiltonian (II.6.22). The resulting equation for j is
djt = +V/2( - j)j(j + j) -(H (+ j)2 = + rV(h2 - j)(- j - h), (11.7.1)
where ho, hi and h2 are the zeroes of the radicand. We let
ho < 0 < hi< j < h 2 < 1, (II.7.2)
such that hi and h2 are the lower and upper bounds for j.
If we take the initial condition j(O) = h2, the negative sign must be taken in
(II.7.1), and the solution is
j(t) = 112 - (112 - h) sn112(/h - , m). (II.7.3)
Here sn is a Jacobi elliptic function, and the parameter
m = 12 - h (II.7.4)
is defined according to Gradshteyn & Ryzhik (1980). The period T of modulational
oscillation is given by the complete elliptic integral of the first kind, K,
4
T = K(n). (11.7.5)
These results are well know, see e.g. Craik (1985).
The parameter m is in the range 0 < n < 1. In the limit m = 0, we have h = 112
and sn - sin. The solution reduces to a fixed point of (II.6.20)-(II.6.21) with ,B = 0,
j = jc = h1, ¥J = O E {0, r}. (II.7.6)
The value jc is the solution of
(3j2- 2j + 2jjc -j) cosc =- -/ (1 jc)ic(jc + j). (II.7.7)
Of particular interest is the special case when j = 0; the solution is then
6- 2( )2 2/()4 + 3()2 (.7.8)
9
see figure 11-5. In the absence of detuning (A = 0), the solution asymptotes to jc -
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Figure II-5: Bifurcation diagram for the location jc of centers when j = 0 and
-3 < A/r < 3. j = 0 is a fixed point for all A/r. The generalized bifurcation of
Chen & Saffman (1979) is seen at j = 0 and A/r = ±1. Solid line % = 0, dashed
line %P = 7r.
and is given by
1- j + V+ I 7 9jC = , (11.7.9)
3
which is shown in figure II-6. The figure indicates that in this case, the range of jc is
between and 22 3
By linearization of (II.6.20)-(II.6.21) about (jc, i4c), we get
d 0 ii (- j(jc)c(Jc+j*) ) -IC r COS 1/)c 3jc-l+j.+(A - c/t V) ? _ I ) = rcoS~c t *i Is J-(A 0 - c '
(11.7.10)
which shows that (jc, %PC) is a center. The frequency of oscillation around the center
is
= r 3j~ -1 + j*+(-) 2, (II.7.11)
in accordance with (11.7.5) with m = 0.
For further insight into the behavior in terms of the variables j and A', it is
convenient to regard these as coordinates on a sphere, with jr being the latitude
measured from the south pole, and I) the longitude. Thus j = 0 (only the shortest
wave is present) corresponds to the south pole and j = 1 (the shortest wave is absent)
the north pole. We perform local analyses at the poles to understand the behavior
there.
Near the south pole j = 0, i.e. when the shortest wave k 3 is much bigger than the
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Figure II-6: Diagram for the location j, of centers when A = 0 and 0 < j, < 5.
other two of the triad, let us introduce new coordinates
X = - COS ), y = jsinl (II.7.12)
in (II.6.20)-(II.6.21). When j > 0, we get to the zeroth order in x and y,
dx dy r~,
d= dY =_0, (11.7.13)dt dt - 2
Hence the south pole has a finite flow in the negative y-direction. For j = 0, the
above approximation is inadequate, and it is more convenient to return to the polar
representation. To the zeroth order in vj7, we have
d = °' dV = -r Cos3 i + A. (II.7.14)dt dt
The south pole is now a fixed point. When lA/rl > 1, it is a center. When IA/7'1 < 1,
it is a "saddle" point, with invariant stable and unstable directions along the two rays
(1b constant) determined by
cos3 p = A-. (11.7.15)
r
Hence the situation that only the shortest wave k3 is present, is an unstable equilib-
rium solution. Because there is only one stable and one unstable eigendirection, this
fixed point will be called a degenerate saddle.
By a similar analysis it can be shown that the north pole j = 1 (i.e. the shortest
wave is not present), is never a fixed point.
The stable and unstable eigendirections of the degenerate saddle are part of a
homoclinic trajectory. This occurs in the limit m = 1 in (II.7.4), and the solution
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reduces to
j = (1 (A)2) sech 2 rt cosi= A (1.7.16)(1 r'sc 2' ri -(1 - ()2)sech' 't2
This happens only when j = 0 and
A <1. (II.7.17)
Chen & Saffman (1979) discussed the bifurcations of steady solutions for collinear
Wilton's ripples. They gave the criterion that if the height (h) of a steady second-
harmonic wave (wavenumber 2k) exceeds
4 Tk 2 13k > - - (11.7.18)3k pg 2 '
then the second-harmonic wave can bifurcate into a steady sum of the first and
second-harmonic waves. To the leading order in detuning, their condition is a special
limit of the bifurcation condition (11.7.17) in the special case of Wilton's ripples. The
bifurcation can be seen ill figure 11-5 as the branching of the center curve (11.7.8)
away from j = 0. At the branch point, j = 0 changes from being a center to a saddle.
To see that (II.7.17) reduces to (II.7.18) for Wilton's ripples, we drop the ordering
parameter , and set
kl = k2 = k 3 = and 61 = 62 = 63 = k - k.2 -Vy 2
The following quantities can then be calculated
Cg,l = C,2 C,3 A = (k - kl), -= 3k' 7' 3 7 h I
4w,' 4w,' WI 2 W 1
Our condition (II.7.17) then becomes
4 yk 2 1 61 
3k g 2 2kl 
which is the same as (II.7.18) within the order of the detuning 0( 1i/kl) = 0(E).
Reeder & Shinbrot (1981a) and Ma (1982) generalized the analysis of Chen &
Saffman (1979) to three-dimensional triads for which the amplitudes of the two longer
waves are equal and the wavenumber vectors form an isosceles triangle. We have now
shown that this bifurcation can occur for any resonating triad, as long as j. = 0, i.e.
whenever the wave actions of the two longer waves are equal.
The existence of the degenerate saddle point, which is predicted by the bifurcation
condition, will be found to have an important consequence for the onset of chaotic
behavior in the presence of a long wave.
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The possible phase portraits are simply contours of constant Hamiltonian, and are
presented in figure 11-7. The two important parameters that determine the qualitative
phase space behavior are j. and LA/r. When j > 0, there are only two centers, at
V = 0 and 4) = 7r, and with 0 < jc < 1. When j = 0 there are two centers, and if
lA/r < 1 there is an additional degenerate saddle point. The homoclinic loop of the
saddle is highlighted as a thick curve in figure II-7.
In figure II-8 the frequency of the closed orbits, 2r/rT, is plotted as a function
of the value of j where the orbit crosses ib = 0 or ?b = 7r, for selected values of j.
and Air. The value along the abscissa (j) first increases from 0 to 1 corresponding
to ip = 0, and then decreases from 1 back to 0 corresponding to O = r. While
the homoclinic orbit is non-periodic with zero frequency, large values of j. causes all
orbits to have approximately the same frequency. This has an important physical
consequence in our later analysis of the effect of the long wave: When there is a
broad range of natural oscillation frequencies, the triad can be exited more easily by
the long wave. The broadest range of natural frequencies happens for j, = 0 and
moderate detuning.
II.8 Effects of a weak long wave
We shall now discuss the effect of the long wave on the triad. In this section we derive
approximate analytical results by assuming that the long-wave forcing coefficient is
sufficiently small that a perturbation approach can be employed. Numerical confir-
mation by integration of the original evolution equations will be presented afterward.
In the next section we consider a much stronger long-wave disturbance numerically.
Corresponding to the closed orbits, the typical behavior of triad resonance is the
periodic modulation of the envelopes, as found analytically in section 11.7. If the
period of the long wave is on the same timescale, the natural modulation oscillations
of the envelope may then be resonated. lWe denote this modulational esonance, to
distinguish it from the basic wave resonance between the three short waves.
A natural way to present the dynamics of the disturbed triad is to use the Poincar6
map, defined to be either the first, second or third return map, depending on the
situation that one wants to study3 . These maps are defined by sampling the state
of the triad periodically with a time interval equal to one, two or three periods of
the long-wave oscillation, respectively. For example, the Poincar6 first return map
corresponds to sampling at times t = 27rn for n = 1, 2, 3, ....
We first carry out a perturbation analysis for the case of no modulational reso-
nance, and then consider two cases of modulational resonances. Specifically, a small
parameter i < 1 will be used to characterize the envelope modulation, and will be
distinguished from e < 1 in the original perturbation analysis. We use the normalized
time coordinate t as defined by (II.6.5), to be the basic time for modulation of the
envelope. Within the basic time range of t = 0(1), we allow a cascade of slow times
It, P 2t, .... In this section, indices always refer to the order in terms of u.
3 These are the only three maps that we need to consider.
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Figure II-7: Phase portraits (j, 4) for the autonomous system. (a) j = 0, A/r = 0;
(b) j = 0, A/r = 0.5; (c) j = 0, A/r = 1.5; (d) j = 1, A/r = 1.5. The homoclinic
trajectory is drawn as a thick line in (a) and (b).
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Along the first axis, j first increases from 0 to 1 corresponding to ' =
decreases from 1 to 0 corresponding to ?/ = r. (a) A/r = 0, (b) A/r =
A/r = 1, (d) A/r = 1.5
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The starting equations are (II.6.20)-(II.6.21). It suffices to consider only pertur-
bations around the center at Vc = 0, see equation (II.7.9) and figure II-5. By the
symmetry of the governing equations, the solution near )c, = r can be obtained by
translating i -+ 7r - and changing the signs of and A. For simplicity, we consider
only A = 0, with extensions for A 0 being straightforward.
1.8.1 Non-resonant long wave
Let us assume that the long wave is weak such that / = iPl. We also assume a slow
modulational time r = p2t. Solutions will be sought in the perturbation expansions
j = ji + jl + t 2j2 + 33 + (11.8.1)4p = 'C± 1+, 2P1p 2+ 22 +/1 3 +*, (II.8.2)
where all j,, I/0, depend on the fast and the slow times.
We choose to express j in terms of jc:
3*j~ 2j,-3j2 ~~~~(II.8.3)2jc - I
In order to simplify the equations, we introduce the notation:
S-3 2 -3j + l (II.8.4)
At the leading order O(/p), we get
dji (jc )j tj ( , = 0, (II.8.5)dt
dO1rl S2 rdt (jti)J - /l 1 ii = 3 1cost. (11.8.6)
These are the equations for a linear oscillator with a natural frequency A given by
(II.7.11), but forced at the frequency 1. The first-order response must therefore be of
the form
j = pieiAt + qleit + c.c., (II.8.7)
A, = rleiAt + sleit + c.c., (11.8.8)
where c.c. denotes the complex conjugate. The complex amplitudes of the free oscil-
lation, pi and rl, are so far arbitrary functions of the slow time, while the amplitudes
of the forced oscillation, q and s, are constants. Their detailed forms are not of
particular interest, and are omitted here.
Due to nonlinear interactions and the long wave, the following harmonics will be
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forced at the higher orders of it:
O(A)
o(A2)
o( 3)
etc.
1
* 2A, A+1, A-1, 2, 0
: 3A, 2A+1, 2A-1, A+2, A-2, A, 3, 1
}
In this subsection we assume that all of the harmonics listed above,
are different from A, so that resonant forcing only occurs at O(Cp3).
allow pl to vary with r in order to avoid secular forcing at frequency
At the second order in , we have
except A itself,
We must now
A.
dt2
dt
dj2 (jc- 1)jcr
dt /2 1 i
S 2 7r
(jic- 1)jCijc 1j2
= 0,
3rV/jc - 12
2(jc - )jc j
The solution is of the form
j2 = P20 + P21ei t + p 22e2iAt + P23e'i(\+ )t + p24ei( -l)t + q22e2it + c.c.,
1P2 = r20 + r2ieitU + r 222e2iAt + r 23 ei ( \+i)t + 1'24ei(A-)t + 8 2 2e 2it + c.c.
The solutions of the coefficients
At the third order, we have
dj 3 (jc - 1)jcr
dt /j- v
diP3
dt
S 2r
+ (j,- )jc2 13
are omitted here for brevity.
2Sr 1c (j- )jcr 3
2(j¢ - 1)ic/2j 1 6Vj-
djl
dr
S2. . 2 2(jC -) cj- -3r 2J .- . dPl
(ic - W1)j 2 dT
(II.8.14)
S2r
2(jc - 1)3 ij /2 j 1
(11.8.15)
The natural oscillation frequency is now forced through the nonlinear terms on the
right-hand side. Solvability for P31 leads to the following condition for pi,
(II.8.16)
where
dt + iClP P1p1 2 + iC2p1 = 0,dr
15(2je - 1)2 A
4S4
2c - (3jc - 2)2(3j - 1)2A4 + S
4S6(A2 - 1)2(4A2 - 1)
(II.8.17)
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(II.8.9)
(11.8.10)
(I.8.11)
(11.8.12)
(11.8.13)
(234j6 - 702j- +963j- 756j' + 351j2 -2 + - j1 0)A2 l ..
8S 6 (A2 - 1)2(4A2 - 1) .
The evolution equation (11.8.16) is readily solved, subject to the initial condition
P1(0) = P,
pi = Pe-i(cllPl2+c2)r (1.8.19)
The expansion for j becomes
j = jc + 2p Re {p (2t)eiAt + qleit} + o( 2), (11.8.20)
with a similar expansion for b. Physically, the slow modulation due to (11.8.16) gives
a small correction to the natural oscillation frequency. The resulting modulation of
the wave amplitude is simply a superposition of discrete simple-harmonic oscillations.
The perturbation results have been confirmed with numerical integrations of the
full evolution equations. As an example, let us fix r = 0.7, j = 2., P = 0.1, A = 0,
and take the initial condition (j, Jb) = (0.6,0). Figure 11-9 shows the phase-plane
trajectory for a duration of 50. Superimposed as a thick curve is the Poincar6 first
return map, as described above. Figure II-10 shows 10. logl0 of the magnitude of the
Fourier transform of j(t). An FFT of size 8192 was used with a time step of 0.105.
The frequencies and amplitudes of the first and second harmonics, as predicted by
this perturbation theory, are indicated by asterisks. The markings are plotted with
the corrected frequency, which takes into account the slow modulation predicted by
(11.8.16). The approximate analysis gives an accurate prediction of the dominant
frequencies and their amplitudes. The approximate analysis works quite well even
when the amplitude Ij - jl is not small.
From the list in (11.8.9) it can be seen that modulational resonance may occur at
first order in i if A = 1, at second order if A is or 2, and at third order if A is 
or 3. In principle there may be modulational resonance for A equal to any rational
number for some order of it. In the next subsections, we consider in some detail these
modulational resonances.
11.8.2 First-order synchronous modulational resonance A =
1
For synchronous modulational resonance we set
A = 1 + f, (II.8.21)
where f denotes detuning of the natural frequency from the forcing frequency. We
choose to express r in terms of f and jc, see (II.7.11) and (11.8.4),
r = (1 + f)/- 1 (I1.8.22)
In order to balance slow growth and nonllinearity, let us assume a weak long wave,
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Figure II-9: Numerically computed trajectory (j, A) (thin line) for = 0.1, r = 0.7,
j* = 2 and A = 0. The system evolved from the initial condition (j, 4') = (0.6, 0)
until time t = 50. The Poincar6 map, sampling every long-wave period t = 2rn, is
indicated by the thick curve.
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Figure II-10: Fourier spectrum of j(t) for the trajectory shown ill figure 8. The
continuous curve is the FFT computed with 8192 samples and time step 0.105. The
asterisks are the analytically computed Fourier amplitudes according to our perturba-
tion analysis, with the frequencies adjusted to compensate for slow time modulation.
The natural modulation frequency is A and the forcing frequency due to the long wave
is unity (1). The expressions for the amplitudes are omitted in the text.
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small detuning and slow modulational time according to the following scales,
= 3P3, f = 2f2, = 2t. (II.8.23)
Perturbation expansions of the form (11.8.1) and (II1.8.2) with VPc = 0 are assumed,
where all jn and 4, depend on the fast and the slow time.
At the leading order, we get
djl _ (jc- 1)jc
dt S
dPl S
dt (j- )jc
= 0, (11.8.24)
O0. (11.8.25)
This is an oscillator with natural frequency 1. We therefore assume a response
jl = pieit + c.c., iS it¢ = is pi + c.c.Ue - I)iC (11.8.26)
The complex amplitude pi is a function of the slow time r.
At the second order, we have
dj 2 (jc - 1)ji
dt 2 S
d (jc - 1)j 2
- O,
3(2jc - 1) 2
2(jc - 1)jCs 1p
The second-order system is not forced at the natural frequency.
solution
2 = P2 + P21ei + P22e2it + c.c.,
02 = '20Lo '2eit + r22e2it + c.c.
We assume the
(11.8.29)
(11.8.30)
Again, the complex amplitudes are functions of r.
At the third order, we have
dj3 (jc - )ic
dt3 S
dt ( j - l)jcdt
= _(Ji 1)j, 3 +
-- 6 -
2(jc - C
-2(j, )jJ1fl
(jc - )jc
dj
d '
f2jl + 3 cost -(jc - )jc
3(2jc- 1) 
(j- 1)jcSjl2 (II.8.32)
-1 S j3
I - )j" I ,
The third order problem is forced at its natural frequency. Hence we impose a
solvability condition, to avoid secular growth of the first-harmnonic response. This
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(I1.8.27)
JII.8.28)
(II.8.31)
dr
leads to the following slow evolution equation for the complex amplitude pi,
+ iAlpll2pl - if2p - iA2 3 = 0,
where the real and non-negative coefficients Al and A 2 are
15(2jc - 1)2
4S4 A2 = (I - j)j4S
The complex evolution equation can be written as two coupled real
introducing pi = + iy,
d (x) Aly(x2+ 2) _ f2Y ) h/y 
dr y -Alx(x2 + y 2) + f 2x + A2 3 -dh/zx
equations, by
(11.8.35)
where h is the Hamiltonian
1 2
h(x,y) = -A1(x2 +y2)2 -f 2 (2 -2 ) _ A2P3X.
Hence the trajectories of (x, y) are easily plotted as the level curves of h.
From the leading-order solution (II.8.26), it is seen that the Poincar6
map of the original (j, )-system is
j(2r7) = jt + 2/1x,, + O(12),
ip(27rn) = ( - _) yn + 2)X
(j¢- WCj
(II.8.36)
first return
(11.8.37)
(11.8.38)
(11.8.39)( )_ ( )t
Y,, Y
Hence the invariant manifolds of the Poincar6 map of (j, !,) are qualitatively sim-
ilar to and approximated by the level curves of h(x, y) after an appropriate linear
transformation.
The bifurcation set of the system (II1.8.35), written compactly as
(11.8.40)
is the set of parameter values (j,, f, A) where the system changes its qualitative be-
havior. The bifurcation set is given as the solution of the three equations
F = 0, G = 0, (F,G)0.O(x, )
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(11.8.33)
(II.8.34)
where
(11.8.41)
,· =F(x, y j,,f, O), ~ =G(x, y ,, f, O),
The solution is readily found to be the union of the two surfaces
S 1 : f2 =27 A2 A 2 1/2 22'll/3 (II.8.42)
S2 : 3=0, f2 > (.8.42)
The two surfaces divide the parameter space into three regions, as shown in figure
II-11. In region I the map has one center. In regions II and III the map has two
centers and one saddle point, with two homoclinic manifolds connecting back to it.
In figure II-12 we show typical phase portraits in the (x, y)-plane for regions II and III
by plotting the level curves of h(x, y). These phase portraits are qualitatively similar
to the Poincare first return map of (j, ). The phase portraits in regions II and III
are mirror images of each other, corresponding to the symmetries of the Hamiltonian
h(x, y).
11.8.3 Second-order subharmonic modulational resonance
A= 1/2
We set
A = 1/2 + f, (II.8.43)
and assume the following scales,
p = t12/32, f = li2f2, r = p2t. (11.8.44)
The leading-order natural response is assumed to be
jl = Pleit c.c.,+ c c., , (11.8.45)
where the complex amplitude pl, is a function of the slow time .
Removal of secular growth at order O(pl3 ) gives
dpl i
d' +iAllpll 2p Pl, - if 2p, - iA2P/2p;, = 0, (11.8.46)
where the real and non-negative coefficients Al and A2 are
Al = 2 A (1- jc)jc(2jc 1)Al = 8S A = 4S3 (II.8.47)8S4 4S3
The complex evolution equation can be written as two coupled real equations
similar to (11.8.35) by introducing p1 , = x + iy. The Hamiltonian is now
1 12 2 2 2 1h(x, y) = A (x2 + y2)2 - f2(2 + y2) - A2 2(y2 - ) (11.8.48)4 2 2
The evolution equation (11.8.46) and the associated Hanfiltonian (11.8.48) are now
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Figure II-11: Bifurcation diagram for synchronous modulational resonance. The bi-
furcation surfaces are shown in the parameter space of f, jc and .
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Figure 11-12: Invariant manifolds of the Poincar6 map for synchronous modulational
resonance. Sketch of the level curves of the Hamiltonian h(x, y) indicating the quali-
tative behavior of the Poincar6 map in regions II and III.
qualitatively different from (II.8.33) and (11.8.36), respectively.
It is now convenient to use the Poincar second return map, by choosing the
sampling time equal to twice the period of the long wave, t = 47rn for n = 1, 2, 3,....
The Poincar6 second return map is now given by
j(47rn) = jc + 2x 2n, + O( 2), (11.8.49)
(47rn) = I - j_ )Y2 + Q( 2 ), (11.8.50)
where
( (X >(t = 4rnt)).( (11.8.51)
Y2n ) Y
The manifolds of the Poincar6 second return map for (j, 8) are thus approximated
by the level curves of h(x, y) after an appropriate linear transformation.
The bifurcation set is the union of the three surfaces
( SI f2=-A2121,
S2 : f2 =A2 P12 1, (11.8.52)
S3 : 2 = 0, f2 > 0
These three surfaces divide the parameter space into five regions, see figure 11-13. In
region I the map has one center. In regions II and III the map has two centers and
one saddle point, with two homoclinic manifolds connecting back to it. In regions
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IV and V the map has three centers and two saddle points, which are connected by
four heteroclinic manifolds. In figure II-14 we show typical phase portraits in the
(x, y)-plane for regions II, III, IV and V by plotting the level curves of h(x, y). These
phase portraits are qualitatively similar to the Poincar6 second return map for (j, a).
We notice that the bifurcation surfaces are symmetric with respect to changing the
sign of p2, while the phase portraits for positive and negative 82 can be obtained from
each other by a 90° rotation, according to the symmetries of the Hamiltonian h(x, y).
1.8.4 Second-order superharmonic modulational reso-
nance A = 2
We set
A = 2 + f, (II.8.53)
and assume the following scales in order to balance slow growth and nonlinearity at
order 3,
= 
3 /2p3/2, f = T2f2, r = ,u2t. (11.8.54)
The leading-order natural response is assumed to be
jl = pl2eit +c.c., 1 = p12it + c.c., (II.8.55)(j - )jC
where the complex amplitude P12 is a function of the slow time r.
Removal of secular growth at order O(p3 ) gives
dp_2 1_ (11.8.56)d 2 + iAlp 2 2p1 2 - if 2p1 2 - iA2 P3/2 = 0, (11.8.56)
with real and non-negative coefficients Al and A2
A1 - 15(2jc - 1)2 A_ - (Jc-1) 2 2(2jc - 1)Al 2S4 ' 6S4 (11.8.57)
The complex evolution equation can be written as two coupled real equations, by
introducing Pl2 = x + iy. The Hamiltonian is now
1 
h(x, y) = 4A1 (x 2+ 2- + y2 ) - A P2 /2x. (11.8.58)
When (II.8.56) is compared with (11.8.33), it is revealed that they describe qualita-
tively the same behavior, except that we now have the symmetry /33/2 - -3/2.
The bifurcation set is found to be the union of the two surfaces
S1 f2 = ( /3A-A)2 13/2  , (11.8.59)
S2: = 0, f > 0.
The two surfaces S1 and 5'2 divide the parameter space into tree regions, shown
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Figure II-13: Bifurcation diagram for subharmonic 1/2 modulational resonance.
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Figure II-14: Phase portraits for subharmonic 1/2 modulational resonance.
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in figure II-15. In region I the map has one center. In regions II and III, there are two
centers and one saddle point, which has two homoclinic manifolds connecting back to
it. Typical phase portraits in regions II and III are shown in figure II-16 by plotting
the level curves of h(x, y). These indicate the qualitative properties of the Poincar6
first return map.
II.8.5 Third-order subharmonic modulational resonance
A= 1/3
We set
A = 1/3 + f, (II.8.60)
and assume the following scales,
= mil, f = 2f2, r = 2t. (II.8.61)
Now the leading-order response is the superposition of the natural and forced fre-
quencies,
jl =p le3 +pile +., = rei + reit + c.c., (II.8.62)
where the complex amplitudes of the free oscillation pi l, r .L are functions of the
slow time r, and the complex amplitudes of the forced3oscillation pll and rll are
constants.
After removing secular growth at (3), we get
d' + iAllpl 1J2p -if 2pl1, - iA2 pl (p, )2 + iA3 P1pl, = 0, (II.8.63)d7 '33 3 33
where the real and non-negative coefficients Al, A2 and A3 are
Al 5(2jc - 1)2 A 9(1 - jc)jc(2jc - 1)2 (.864)
A1 - A2 = -1 (II.8.64)4S4 64S5
3(2268j6 - 6804j5 + 899 1j4 - 6642j3 + 2907j2 - 720jc + 80)
A3 =C c C L . (II.8.65)2560S6
The complex evolution equation can be written as two coupled real equations, by
introducing Pi, = x + iy, and the Hamiltonian
1 1 1h(x, y)= Al(x2 + y) + -(A 3312 - f 2)(x 2 + y2) + A2 1x(y2 - x2). (1I.8.66)4 2 3
It is now most natural to use the Poincar6 third return map, for which we sample
every third long wave period, t = 67rn, n = 1, 2, 3, .... The bifurcation set is found
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Figure II-15: Bifurcation diagram for superharmonic 2 modulational resonance.
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Figure II-16: Phase portraits for superharmonic 2 modulational resonance.
to be the union of three surfaces
S1 : f 2 = (A3 - 4AI1-
s2: f2 =A3/2,2 (11.8.67)
S3: P1=0, f2 > 0
The three surfaces divide the parameter space into five regions, shown in figure
11-17. Note that Si and S2 are so close together that they cannot be distinguished in
the figure, and thus regions II and III, which are between them, are very thin. It can
be shown numerically that
max 0.005952. (11.8.68)
1<j_<: 4AjA3
This thin transition region is unlikely to have any physical significance.
In region I the map has one center. In the thin regions II and III there are
four centers and three saddle points with three heteroclinic and three homoclinic
manifolds. In regions IV and V there are four centers and three saddle points which
are connected by six heteroclinic manifolds. The phase portraits in the (x, y)-plane
for regions II, III, IV and V are shown in figure II-18 by plotting the level curves of
h(x, y). These are qualitatively similar to the Poincar6 third return map. We notice
that by changing /1l - -1 and x - -x, the Hamiltonian is invariant. Hence phase
portraits for /1 > 0 and pi < 0 are mirror images of each other.
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Figure II-17: Bifurcation diagram for subharmonic 1/3 modulational resonance.
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Figure II-18: Phase portraits for subharmonic 1/3 modulational resonance.
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II.8.6 Third-order superharmonic modulational resonance
We set
A= 3 + f, (11.8.69)
and assume the following scales,
= IP1, f = 2f, = (11.8.70)
The leading-order natural response is assumed to be
jl = plleit + plse3it + c.c., 01 = rile it + rl3e3it + c.c., (II.8.71)
where the complex amplitudes of the free oscillation P13, r13 are functions of the slow
time r, and the complex amplitudes of the forced oscillation pll and rll are constants.
Removal of secular growth at O(L3 ) gives
dpl3 + iAl IP312P13 - if2 P13 + iA 2/pl 1 3 - iA 3/3 = 0, (11.8.72)
where the real coefficients Al, A2 and A3 are
45(2jc - 1)2A1 4S4 , (11.8.73)
A2 3(2052jo - 6156jc - 4671j4 + 19602ji3 - 15867j2 + 5040j¢ - 560)I
17920S6 (
A j )jc(1764j - 5 + 50733 - 13446ji -)j(7604j 2812j  j4  4959j2 + 2880j - 320)
81920S7
(11.8.75)
The complex evolution equation can be written as two coupled real equations, by
introducing P13 = x + iy. The Hainiltonian is now
h(x, y) = Al (x2 + y2)2 + (A 2 2_ - f2 )(x 2 + y2)_ A 3 1 3x. (11.8.76)4 2 
When (II.8.72) is compared with (II.8.33), it is revealed that they describe qualita-
tively the same behavior.
The bifurcation set is found to be the union of two surfaces
{ S1 f 2 {A 2 + ( lA (.8.77)
S2: P=0, f2 >0-
The two surfaces S1 and S2 divide the parameter space into three regions, shown
in figure II-19. In region I the map has one center. In regions II and III there are two
centers and one saddle point with two homoclinic manifolds. The phase portraits in
the (x, y)-plane for regions II and III are shown in figure II-20 by plotting the level
114
curves of h(x, y). These indicate the properties of the Poincare first return map.
11.8.7 Other resonances
We have so far only considered the case of zero detuning A = 0. When detuning is
present, the resulting modulational resonances and bifurcations can be anticipated
with the help of figures II-7 and II-8, which show phase portraits and modulational
oscillation frequencies for the autonomous system. In particular, figure II-21 shows a
numerically computed Poincare map for B = 0.1, r = 0.7, j. = 0 and A = 0.7. The
corresponding frequencies of closed orbits of the unforced system is shown in figure
II-8c. The unforced system has no saddle points or homoclinic loops. It has two
centers: the first at j = 0 with frequency 0 and the second at (j = , 'p = r) with
frequency A = 1.4V = 1.143, according to (II.7.8) and (II.7.11). Since the unforced
modulational oscillation frequency decreases monotonically from A = 1.143 to 0 from
the center at j = to j = 0, we expect the occurrence of modulational resonances
with frequencies 1, 1/2, 1/3 etc. at some intermediate locations when the forcing is
weak. In figure II-21 this can indeed be observed. The first center of the unforced
system can be traced at j = 0, while the second one is at t = r and j = 0.948.
Between these two centers (from north to south), we can see the resonant manifolds
for synchronous resonance (a), subharmonic 1/2 resonance (b) and subharmonic 1/3
resonance (c).
In principle, there may be modulational resonance whenever the ratio between
the natural modulational oscillation frequency and the forcing frequency is a rational
number. A few resonances obtained by numerical integration, are shown in figure II-
22, for parameter values = 0.1, r = 0.26, j = 0 and A = 0. The unforced system
now has a degenerate saddle point at j = 0 with a homoclinic trajectory at = 
There are two centers at j = 2 and = 0, r, with frequency A = 0.26, according to
(II.7.7) and (11.7.11). Since the unforced modulational oscillation frequency decreases
monotonically from A = 0.26 at the two centers to 0 at the homoclinic trajectory, we
expect the occurrence of various modulational resonances at some intermediate loca-
tions when the forcing is weak. In figure 1I-22, we show the characteristic manifolds
of four modulational resonances. Starting closest to the centers and going outward,
we see a subharmonic 1/4 resonance (a) inside a subharmonic 1/5 resonance (b) in-
side a subharmonic 1/6 resonance (c) inside a subharmonic 1/7 resonance (d). These
resonances are identified numerically as follows. We first locate any center or saddle
point of that resonance. Then we count how many iterations of the map are needed to
get back to the same point. In doing so, we trace all the other centers or saddle point
of the given resonant manifold as well. The plots showing the invariant manifolds of
the saddle points, have been generated by first finding the linear eigenspaces of each
saddle point, and then taking a few initial conditions along these eigenspaces and
iterate a few times forward and backward in time.
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Figure II-19: Bifurcation diagram for superharmonic 3 modulational resonance.
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Figure II-20: Phase portraits for superharmonic 3 modulational resonance.
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Figure II-21: Poincar6 map for / = 0.1, 7' = 0.7, j, = 0 and A = 0.7, showing the
characteristic manifolds of synchronous resonance (a), subharmnonic 1/2 resonance (b)
and subharmonic 1/3 resonance (c).
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Figure II-22: Poincar6 map for P = 0.1, r = 0.26, j, = 0 and A = 0, showing the
characteristic manifolds of subharmonic 1/4 resonance (a), subharmonic 1/5 reso-
nance (b). subharmonic 1/6 resonance (c) and subharmonic 1/7 resonance (d).
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1.9 Effects of a stronger long-wave disturbance
Guided by the insight gained by the approximate analysis for weak long-wave distur-
bances, we have performed extensive numerical integration of the evolution equations.
Because the reduced representation with j and it is singular at the poles of the sphere,
we integrate the full six-dimensional system (II.6.7)-(II.6.9), and then transform the
results to j and 0b for graphical presentation. Presented below are the Poincar6 (first
return) maps obtained by sampling the state of the triad every long-wave period
t = 27rn for n = 1, 2, 3,....
We found in section II.7 that whenever j, = 0 and lA/rl < 1, the unforced system
has a homoclinic trajectory connecting the degenerate saddle point at j = 0 to itself.
In Appendix II.F we perform a Melnikov analysis which shows that the homoclinic
loop will tangle and thus form a stochastic layer for any small disturbance by the
long wave. This is to be expected since our model does not include non-conservative
effects. Thus whenever the conditions j = 0 and A/r < 1 are satisfied, which is
our generalization of the bifurcation condition of Chen & Saffman (1979), there are
initial conditions that give rise to chaotic behavior for an arbitrarily small long-wave
disturbance.
In section 11.8 we found homoclinic and heteroclinic manifolds of the Poincar6
map, associated with modulational resonance. According to the analysis of that sec-
tion, these manifolds should not tangle for a sufficiently weak long-wave disturbance.
However, numerical computations show that these manifolds do tangle provided the
long-wave disturbance is sufficiently large. Chaotic behavior due to modulational
resonance tends therefore to occur at a higher threshold value of the long-wave dis-
turbance.
The Poincar6 maps in figures II-23-II-27 illustrate the behavior of the triad subject
to successively stronger disturbances by the long wave. NWNe fix j, = 0, = 0.55, A = 0
and let take the values 0.01, 0.1, 0.2, 1.2 and 2.0.
The weakest long-wave disturbance, = 0.01 (figure II-23) is within the validity
of the perturbation theory, although the detuning from mnodulational resonance is
rather large. We can see the characteristic heteroclinic manifolds of a subharmonic
1/2 resonance (a), corresponding to regions IV and V in figures II-13 and 11-14. On
the outside, we see the manifolds of a subharmonic 1/3 resonance (b), corresponding
to regions IV and V in figures II-17 and II-18. The disturbance by the long wave is
sufficiently small that the heteroclinic manifolds of the map do not tangle. The homo-
clinic trajectory of the autonomous system does tangle and gives rise to a stochastic
layer, in accordance with the Melnikov analysis in Appendix II.F.
When , = 0.1 (figure II-24), the stochastic layer of the homoclinic trajectory of the
autonomous system has grown in size to cover the area occupied by the subharmonic
1/3 resonant manifold. The subharmonic 1/2 resonant heteroclinic manifolds are
now tangling and forming their own stochastic layer, which is separate from the first
stochastic layer. The details of how the heteroclinic manifolds of the subharmonic
1/2 modulational resonances are tangling, are shown in figure 11-28.
When = 0.2 (figure 11-25), the subliarmonic 1/2 tangle has joined with the
tangle of the homoclinic trajectory of the autonomous system. Only small islands of
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Figure II-23: Poincar6 map for 7r = 0.55, j, = 0, A = 0, = 0.01. We see subhar-
monic 1/2 resonance (a) and subharmonic 1/3 resonance (b).
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Figure II-24: Poincare map for r = 0.55, j, = 0, A = 0, / = 0.1.
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Figure II-25: Poincar6 map for r = 0.55, j = 0, A = 0, = 0.2.
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Figure II-26: Poincar6 map for 7 = 0.55, j = 0, A = 0, = 1.2.
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Figure II-27: Poincar6 map for r = 0.55, j, = 0, A = 0, = 2.0.
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Figure II-28: P'oincar6 map for r = 0.55, j, = 0, A = 0, P = 0.1, showing the tangling
of the heteroclinic manifolds of the subharmonic modulational resonance 1/2.
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phase space remain, that are not covered by stochastic layers.
In general, as the long-wave disturbance increases, the stochastic layers will grow
in size, and will eventually cover the entire phase space. Numerical experience indi-
cates however that when the long-wave disturbance becomes much larger, the chaotic
behavior may recede by the shrinking and disappearance of the stochastic layers. This
is illustrated in figure II-26 for P = 1.2. Here we can see that the area of phase space
covered with stochastic layers has diminished.
In figure II-27, ]3 = 2.0 is sufficiently large that the dynamical behavior is non-
chaotic throughout phase space.
It is now clear that chaotic behavior tends to develop first near the homoclinic
trajectory of the autonomous system, if it exists. For an increasingly strong long
wave, chaos may develop near the manifolds of modulational resonances. The greatest
likelihood for modulational resonance to occur, is when there is a wide range of
natural modulational frequencies available. From figure 11-8, which shows the natural
modulational frequencies for the autonomous system, it is clear that a wide range is
available when j. is small and A/r is of unit magnitude or smaller. In physical terms,
this means that the wave actions of the two longer waves should be approximately
equal, and the mismatch in the resonance condition should be small. Then chaotic
behavior of a triad is easily excited by a passing long wave.
II.10 Conclusion
We have studied theoretically the effect of a uniform long wave on a resonant triad
of short gravity-capillary waves. To consider cases where the short-wave wavelengths
are much smaller than the long-wave amplitude, we employ a Lagrangian formulation
to simplify the description of the free surface. Without dissipation the equations gov-
erning the slow evolution of the wave envelope are derived for weakly nonlinear short
waves on a gentle long wave. To the order of approximation dominated by quadratic
interactions among the short waves, the long wave is shown to modify the evolution
equation through terms with time-periodic coefficients. The interaction coefficients
signifying the coupling between the short waves are found to be the same in both the
Lagrangian and the Eulerian formulations. Important features of the nonlinear dy-
namics can therefore be expected to remain the same in either formulation. Detailed
dynamics is then studied for the time evolution of short waves which are spatially
unmodulated in a coordinate system moving with the long-wave flow.
From the analytical solution without the long wave, bifurcations due to detuning
are examined. The bifurcation criterion of Chen & Saffman (1979) for collinear Wil-
ton's ripples is found to apply to triads with arbitrary wavenumber configurations
whenever the two longer waves have the same wave action.
The effect of the long wave is then studied analytically for a weak disturbance.
Modulational resonance of the short-wave envelope is studied when the long-wave
frequency is a rational multiple of the natural modulational frequency of the triad.
Several bifurcations of the Poincar6 map are found, and confirmed by direct numerical
integration.
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Finally, by increasing the amplitude of the long wave, Hamiltonian chaos is found
to begin in two different situations. The first one is due to the tangling of the
homoclinic trajectory that can exist for a triad that is not disturbed by the long
wave. This situation occurs for an arbitrarily small long-wave disturbance, whenever
the two longer gravity-capillary waves have nearly the same wave action. The second
one is due to the tangling of the homoclinic and heteroclinic manifolds of the Poincare
map associated with modulational resonance of the triad when it is disturbed by the
long wave. This occurs for a higher threshold value of the long wave disturbance.
Furthermore, we have given reasons for why modulational resonance is most likely to
occur when the two longer waves have nearly the same wave action.
We have hence found that when the two longer gravity-capillary waves have nearly
the same wave action, then chaos is likely to be excited by the long wave provided
the detuning from triad resonance is not large.
This work has been carried out under the assumption that the waves are not af-
fected by wind or viscosity within a second-order approximation. This assumption
was shown to hold true for a clean surface without the effects of aging or contamina-
tion. In nature, however, gravity-capillary waves are often generated and maintained
by wind. Not only will the wind force the short waves, but the wind itself can be
modulated by long waves such that the wind-forcing of the short waves is periodic as
well. We believe that the conservative second-order theory presented here can provide
valuable insight as a leading-order approximation to the more complete problem of
non-conservative evolution of resonating short waves on top of a long wave subject to
a weak wind that can balance viscous damping over a long time.
It would be an interesting topic for future research to see how the combined
modulational effects of wind and viscosity, including long-wave induced modulation
of wind stress, can affect the long-time evolution of a resonating triad. The predictions
of such an investigation should then be compared to the present inviscid second-order
theory. The theoretical treatment of the long-wave induced modulation of wind stress
could be pursued along the lines of the recent work by Troitskaya (1994). When these
effects have been included, it will also be easier to compare the theoretical predictions
to the actual behavior of waves in the ocean.
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II.A The derivatives of the reference positions
Let the Lagrangian particle positions be functions of the Lagrangian reference posi-
tions
X = X(a, b, c), Y = Y(a, b, c), Z = Z(a, b, c), (II.A.1)
and let these three equations be invertible
a = a(X, Y, Z), b = b(X, Y, Z), c = c(X, Y, Z).
Differentiation of (II.A.1) with respect to X gives
da aX Db DX Dc DX
1 = t +
aX a dX db X ac'
a aY ab Y ac aY
3X da ax Ob 'dX dc'
0 Da dZ db dZ dc aZ
aX a dX db dX dc'
When these equations are inverted, we get the derivatives with respect to X
da
dX
db
dc
J is the Jacobian
1 dY dZ DY dZ
J( ac b ab c ) '
1 Y Z Y dZ
=J b da ab )'
= (x, Y, Z)
D(a,b,c) '
Similarly, by differentiating (II.A.1) with respect to Y and Z, we obtain
Da 1 X aZ X' aZ
dY J d( c b b dc )
Ob 1 DX dZ aX aZ
aY J ac a aa Dc
dc 1 X Z DX aZ
DY J( Ob a ODa Db ,
Da 
DZ
ab 1 aD
aZ J dc
dc 1 DX
DZ J ab
DY DX Da'bDb db c )'
DY DX Y
Da Da c ) '
aY DX aY
d aa  b 
II.B Second-order short-wave perturbation equa-
tions
We here give the right-hand-side expressions of the second-order perturbation equa-
tions for the short waves (II.3.10)-(II.3.14). J(2) denotes the value of the Jacobian at
the second order due to the short waves, and is independent of time. These lengthy
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(II.A.2)
(II.A.3)
(II.A.4)
(II.A.5)
(II.A.6)
(II.A.7)
(II.A.8)
(II.A.9)
1 a
J 19C
expressions have been derived by the symbolic computation program MACSYMA.
£2 = J( 2) Oax'9.1
X aZ
Oc iOa
+ Ox, ay
ab aa
Oxl Oz
c2 a
Oyl Oz1 Ozl Ox1 Oz_1
Ob c ac Dc a2
Irrotationality, x-component:
Oxl 2 yl
F2 ac aOat + aC0c2
2 yl
aaat
+ 2 yl O9Y
abat c
Oxl yl axYl O yl
aa ab a2 aOb
dyl
aOb
Oyl aOz, xl azl 1 _l aOz
+c b aa c aa2 c
Oal az-l
Oa ac2
ayl aOz_
ab ac2
aOx1 2 yl
aa OcOt
02y1
acat
(II.B.1)
aOYl 2 yl
ab cat
02yl
aOctl
92 y1
aclOt
OX1 0 2Zl
O2 zl aOz
aObt dc
OlX1 2 z
da ObOt
Ozl 2z,
ab OcOt
OX_l 02z~ O2z~
+ - +Oa abat aObOt
ObOt dc 2
+
02 1
Ob, Ot
(II.B.2)
Irrotationality, y-component:
a 2 xl OXl
2 OaOt cdaat ac
Ox, 02Xl
da OcOt
OcOt
dcatI
0a2X
dcl Ot
Oa2Xl a-1
dcat a2 + aatOa~t
X- ,
ac2
+- a, +
db aOt
a2Zat
OaOtI + aat
02 z, aZ1 1 D 2Z1 02Z0l aZ-1 , 02 Z1 aZ-1
aaDt c da Odct aOct a2 aaDt dc2
Free surface condition at c = 0, a-component:
2l
'2 = -2 O ,
Oax 2 X
da t2
0a2Xl a-1
at2 aa2
aX 02X_ 1
Da atl
day 02yl
Oa at 2
Oz Oazl 02 zl
d al Da t2
Ozl a2 z,Z tq 2 _ +Y
aa at 
+ 2 a3Z
aaababl
2° y l
- 2 da
a3 xl aOz
Dab2 a
2 y
Ob
a23
aa2 ab
03 Z1
aaab 2
OX,
-2 da
a 3 xl 0aZ
da3 a
aX-1 3 z,
-2 
da2 a3
a2X 1 92 Z,
-2 b dadb dadb
03 Z1
Oaldb2
d 2y, 02 Z,
-2 b 
Oadb Ob2
0+ t Dcy
abat adc
2 xl yl
acdt b
+
DY1 d2 z
Oa ObOt
O2 I
at 2
(II.B.3)
OZ-1
Oa2
2 yl a2Z,
0b2 0 aOb
Odx
-2-
Ob
a3zl
aa2Ob
02yi
-3
a2
02 Z1
OaOb
02X 02Z 021 102 Z1 03 Z1
aa2 a2 - ab 2 a a 2 a,
03y1 Z,
da3 ab aaOb2
d3yl Dz,
daOb2 b
a3x
Oa3 (II.B.4)
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Free surface condition at c = O, b-component:
1XI (92XI a1I 2Xll ' 2Yi aY1 9 2yl Y1 zI az1 &2 ZI aZ1 2 z_1
z =- at at2 2 - t2 -t 2 _-Z b at Ob t~ atat, ab at2 abl ab at2 b t
( 3 X1 aZ 1 3 X1 axzi 2 Z &2X1 2 Z1 -3 2 x 1 2z 1
+ 7 a2ab Oa ab3 &a } aa' 1&b aa2lb 3 b2 aab
a2ayl d2 & &3 zd 1 -l aY1 3 zal 0 2 x9 0 2 z1 ax 1 &3 z1
-2 2 2 x-- 2 -2dadab aab Ob aab 2 da aab2 ab a2 da a2db
aX_1 a3Z1 _3_Z1 &3 yl azl &3 Y1 aZl 2 yl 92 Zl 92 yl 8 2 Z1
-2 + -3 -
aa2 a
2&b a2 adbl aa2&b b - b3 b a9a2 b2 ab2 b2
+3 -2- -a2yl 0- __az_l _+ Z_ 3 ay b1 &X z x OaZ_ X (II.B.5)aZ_
b2abl ab &b3 a2 ab aa2 ab3 aa2
II.C Phase relations in the Eulerian frame
In this appendix, we shall derive the phase relations of the short resonating waves in
the Eulerian description from the results in the Lagrangian description. Our argu-
ments are similar to Naciri & Mei (1992).
For a leading order theory, it suffices to consider a single short wave. The vertical
particle displacement is given by
= EZl + 2Z2 + =eAeS + O(2) + c.c. at c=O. (I=.C.1)
Here A is the real, slowly varying amplitude and S = kaa + kbb - wt is the real,
rapidly varying phase of the short wave. We can neglect the complex phase of A due
to dependence on slow variables.
We rewrite (II.2.12) and (11.3.5) to get
a = X- -x_- - x - ex - 2 -... , (II.C.2)
b = Y-Ey 1 _ 2Y - -- (II.C.3)
For simplicity, we assume that the long wave amplitude B is real. The expressions
for a and b can then be written
a = X - e-ix_l0 + E-lBeKC2 sin(Ka2 - Qt1) + ... , (II.C.4)
b = + .... (II.C.5)
The derivatives of the reference positions were found in appendix II.A, but for the
present purposes, we only need the leading order contributions. The derivatives at
the surface c = 0, become
aa a - = , (II.C.6)t= -B cos(Ka - Mt), ax= a = 0,
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Ob b _Ob
-7= 0, oxb = 0, oy= 1. (II.C.7)
Corrections at order 0(e) depend on the nonlinear interactions between the short
waves, and are not considered here.
The leading order Eulerian horizontal wavenumbers and frequency can now be
found by the chain rule
= = a +kbax=ka (II.C.8)
9S aa ObkE =- = ka + kb- = kb, (II.C.9)a ay ay
WE = -a = -ka a - kb + W = W + kaQB cos(KX2 - Qtl). (II.C.10)at at at
The Eulerian wavenumber is equal to the Lagrangian wavenumber at the leading
order, while the Eulerian frequency experiences a Doppler shift.
Recall that the short wave dispersion relation in the Lagrangian description has
the same form as in the Eulerian description, but without a Doppler shift,
W2 = gk + k3. (II.C.11)
We can now find the corresponding dispersion relation in the Eulerian description. It
has the anticipated Doppler shift,
[wE - kEQB cos(KX2 - Qtl)]2 = gk + (kE)3, (II.C.12)
The resonance conditions ill the Lagrangian description are
kl + k2 = k3, w1 + W2 = 3. (II.C.13)
It is seen that at the leading order, the resonance conditions in the Eulerian descrip-
tion are not affected by the Doppler shift.
k + k2 = k3, WIE W2 (II.C.14)
We conclude that the conditions for resonance in both frames are the same at the
leading order.
II.D Derivation of the long-wave/short-wave in-
teraction coefficient in Eulerian variables
The new terms in the system of evolution equations (II.5.15)-(II.5.17) are those rep-
resenting interactions between short and long waves. In order to gain physical insight
it is instructive to give an alternative derivation. Such an endeavor may also facilitate
future studies of the additional effects of wind.
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Because the interaction terms are linear in B and A,, it is sufficient to begin from
approximate Eulerian equations, linearized with respect to the long wave. It suffices
to consider one short wave train. The key to a successful derivation is a nonlinear
transformation into a moving coordinate system that follows the the long wave such
that the short waves appear to evolve in a stationary medium.
Let the long wave surface displacement and velocity potential be denoted by 
and A, and the short wave surface displacement and velocity potential be denoted by
r and X, respectively. If all quantities are scaled relative to the short wave length and
time, we get the exact Eulerian equations
a2 D a2 920 a2D a2 k
025X+ 2+ + 2 q = 0 for - oo < z < -1l + e, (II.D.1)
2 an ay 2 Z2 aZ2
+-1 + + a +e an a a + E + an
at, at dx2 dx2 ax2 Ax ax2 a ax ax ay ay
E &2 .a- =0 at z = e-4+ e, (II.D.2)
20' o0 1 / ,a (D i0 2 1 (90 2
+ at + 2- -g 2) 6 gc+gnit Ua K a±2 X)2 a y
- a' + = 0 at z = + r. (II.D.3)
aX2 ay2
The surface conditions are now Taylor-expanded around the long-wave surface,
z = e-l(. The linearized equations for the short waves then become
-2 + 20 + X = 0 for - oo < z < -, (II.D.4)
ax2 ay2 aZ2
a tax 2 x a x2 0 a az
+a + + a---a- - y (a 2 ) + 2 = 0 at = (. (II.D.6)
at tl Z2 +X2 TaX aY
These equations will now be subject to a set of moving coordinate transformations.
It is important to notice that the changes of coordinates that will be performed
subsequently, must be done after evaluation of derivatives at the surface. Hence
the surface conditions are not subject to new vertical derivatives. This is because
the moving coordinate transformation is independent of the vertical variation of the
velocity potentials.
Derivatives of the long-wave quantities are not subject to coordinate transforma-
tion, since they are supposed to be known at the surface a priori.
Let us introduce a notation for the long-wave surface velocity,
U(t1,x 2) = 9X, Wl(tl, z2) = a at Z2 = e((tl,x 2). (II.D.7)
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Notice that U and W have no z2 dependence since their values are needed only at
the surface. We first introduce a new vertical coordinate that follows the vertical
displacement of the surface,
= z - -(tl, x2). (II.D.8)
Then a horizontal transformation moving with the long wave is also introduced, such
that the short wave appears to propagate in a stationary medium. If the transforma-
tion is of the general form
= x - -f(t,x 2), (II.D.9)
then the advective derivative in the surface conditions becomes
at + Uz t -af + U - U a 9 (II.D.10)
For the long wave to appear stationary, we require
af afU - 2t - UfL = O. (I.D.11)
at1 ax2
In terms of the perturbation expansion
f = fo + efl + e2f2 +..., (II.D.12)
the solution at any order is
fo = J Udt, f - Uor af> 1. (II.D.13)o=U d', f = -UOx2
The desired horizontal transformation with 0(e) accuracy is then
x x - r1 Udt + U aU dt') dtil (II.D.14)
Under the two transformations (II.D.8) and (II.D.14), the derivatives are modified
to
aa u ) -a a (II D 15)
a 9 C-a aaaz a- e (| -aU dta (II.D.16)o _ aX2(t9u\ a au
a = _ a (II.D.17)
O-t =dz
The z derivative remains unchanged since U has been evaluated at the surface before
the coordinate transformation, ad has no vertical dependence.
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The transformed linear equations for the short wave are
-2E (jI 9U dt') 02a~cz r0 2 _ a2_- 2Ea 02E0 z Olx'
+ C o =-
at aX2 aX a2
(0i2
· V r a2
02 
'+ay)
dy2 022
= 0 at = 0,
dtU d 02 0+ 2Ey (ti
for - oo < < 0,
(II.D.18)
(II.D.19)
at =0.
(II.D.20)
After introducing the slow coordinates x1, Yl and t throughout, we assume a
WKB solution of the form
r = (A + cAl + *) exp {ie-1(kx' + kyyl - tl)},
q = ( + e +. -) exp ie-l(k.Tl + kyy - tl) },
(II.D.21)
(II.D.22)
with k= k + k.
The leading order 0(1) problem is
022
-iwA --
-iw + (g + yk2)A
which has the solution
subject to the dispersion relation
C
= 0 for -oo < < 0,
= 0 at = 0,
= 0 at
, = -ikAek"
a2 = gk + k3 .
z = 0,
In particular, the coordinate transformation has eliminated the Doppler shift in the
dispersion relation such that both the wavenumber and the frequency are constants.
The next order O(e) problem is
- 2iky 0
Y1
+ 2ikzk X •
aX2
OA
atl Od2
2k2 ti u
O 1X 2
for - oo < < 0,
at = 0,
(II.D.28)
(II.D.29)
131
(g OW
t + t + -
(II.D.23)
(II.D.24)
(II.D.25)
(II.D.26)
(II.D.27)
a22
02OR2
02
-iwAl- 10
99,~
-2ik, g
.a1- k21
at,
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The last two surface conditions can be combined to get a condition in terms of q1
only, and (II.D.26) can be used to eliminate 0,
0 - kl,0 T 2-at, k ax2
+ik W
U) at, A+2-5 i k~7-w a + k aA )Yay,
- 2iyk 2 (t au dt) A. (II.D.31)
The long wave occurs only in the order O(e) problem, hence it is sufficient to use the
linear solution
= B cos(Kx2 - Qtl), 4( = K B sin(Kx2 - Qltl)eKz2, (II.D.32)
subject to the dispersion relation
2 = gK. (II.D.33)
Since the second order problem is a inhomogeneous, the following solvability con-
dition must be imposed to avoid secular behavior,
J T J ( 'a2
- k2di) d = 
- k5i) Z= (II.D.34)
This gives the following evolution equation for A,
aA
at,
c k aA
+ \k i-'-I
Here c is the group velocity
k A )- + iA cos(Kx2 - QtI) = 0.
g + 3k 2
Cg = 2w
and p is the interaction coefficient between the short and the long waves
p = KB- (3yk 2 cos2 v - gsin 2 v),
2w
which is identical to (11.5.23).
(II.D.35)
(II.D.36)
(II.D.37)
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II.E Energy, momentum and action
We here derive the expressions for energy, momentum and wave-action for a linear
deep-water gravity-capillary wave. Suppose the linear wave is given by
1 17= 1Aei + c.c.,
U = owka AeiO+kc + c.c.2u - ~~~AeiG+kc ±c.c.,
2k
v = kbAi+k+ C.C.,
w = _ / Aei+kc + c.c.
(II.E.1)
(II.E.2)
(II.E.3)
(II.E.4)
were 0 = kaa + kbb - wt and
oscillation of the phase has
considered here.
The kinetic energy is
k = k2 + A k. We let an overline indicate that the rapid
been averaged out. Only quadratic nonlinear terms are
K=j| 1p(U2 + 2 W2) d = 2
The potential gravitational energy is
Pg = j pgcdc = pg[A2.
The potential surface energy is
PT = T 1 \a + a\1 - 1
aa ab = -TklAI
2
.
4
The total potential energy is then, by using the dispersion relation,
1 w 2
P = Pg + PT = P IA2,4ke
(II.E.7)
(II.E.8)
and the total energy is
(II.E.9)2= 
We notice that the equipartition theorem holds, i.e. the kinetic and potential energies
are equal.
The three components of the linear momentum are
Ma = Jpu dc 1 w= -pka-JA2 k
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(II.E.5)
(II.E.6)
(II.E.10)
Mb = pvdc = pkb - IA2, (II.E.11)
Mz = pw dc = 0. (II.E.12)
Finally, the wave-action is given by
E 1 w 1
- pJAjI (II.E.13)
II.F Melnikov analysis for the homoclinic trajec-
tory
When j, = 0 and in the absence of a long wave P = 0, the autonomous system
(section 11.7) has a homoclinic trajectory connecting the degenerate saddle point back
to itself. Because we consider a Hamiltonian system, and the perturbation due to the
long wave is conservative and time-dependent, we may expect that an arbitrarily weak
disturbance by the long wave will cause the homoclinic trajectory to tangle. This is
confirmed by the following Melnikov analysis for 11 << 1.
The perturbed system (II.6.23)-(II.6.24) can be written as
d ( ) = f(j,V) + tg(j,, t)
( 7'2Ji2 Cost+A (+II.F1)
where p << 1 is here defined to be the scale of the weak forcing by the long wave.
Without forcing, the homoclinic trajectory associated with the degenerate saddle
point at j = 0 is given by equation (II.7.16), which we rewrite as
j(t) = (1 - ()2)sech 2 r(t - to) (I F2)
7' 2
O(t) = cos- 1 (II.F.3)
r / - -( -)2) sechI2 (t-to)(1 r 2
for the initial condition j(to) = 1 - ()2,
The Melnikov function is defined by
Af(to) =| f(j(t - to), (t - to)) A g(j(t - to): t,(t - to), t) dt2-oo
r)) Cse (t - to) a _ r(t- to)
- -r3(1 -( ) f r sech2 tah 2 cost dt
A )2) o 2 27-2/3(1 - 2) sin t sech T tanh T sin - dT. (II.F.4)
r7~ J-~oo r
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By residue calculus, we can show that
w 2 7rW (II.F.5)J sech2 t tanh t sin(wt) dt = 2 csch 2 (IF.5)
The Melnikov function is then
4 _r/3(1 - ()2)3 sin t0M(to) = 2 (II.F.6)
r2 sihll _
Whenever the condition for the existence of the homoclinic trajectory is satisfied,
JA/rj < 1, the Melnikov function has simple zeroes regardless of , r and A. Hence
the homoclinic loop will always tangle for any small forcing /3.
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Part III: Time evolution of
Wilton's ripples forced by wind
and damped by viscosity
Notations for Part III
Complex amplitude of first-harmonic Wilton's ripple.
Complex amplitude of a single gravity-capillary wave.
Typical wave amplitude.
Coefficients due to wind-induced current at harmonic k.
Complex amplitude of second-harmonic Wilton's ripple.
Coefficient due to wind-induced current at harmonic k.
Coefficient due to wind-induced current.
Dimensional phase speed of first-harmonic Wilton's ripple.
Complex conjugate terms.
Coefficients for linear growth rate at harmonic k.
Real and imaginary parts of dk.
Energy of Wilton's ripples.
Second-order energy of Wilton's ripples.
2.71828182845...
Acceleration due to gravity.
Hamiltonian.
C-zf
Normalized wavenumber.
Detuned wavenurnbers for the first and second harmonic.
Wavenumber of gravity-capillary wave of smallest; phase velocity.
Dimensional wavenumber of first-harmonic Wiltonl's ripple.
Horizontal momentum of Wilton's ripples.
Normal stress.
Perturbation normal stress at order 71.
Perturbation normal stress at order n and harmonic k.
Real and imaginary parts of NT").
Order of.
Sections III.2 and 11.3: Dimensional water pressure.
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A
A
a
ak,O, ak,1
B
bk
C
C.C.
dk
dk,R, dk,l
E
Eo
e
9
H
i
k
ka, kb
k*
k
M,
N
N(n)
-(n)k
k,R' k,l
O(.)
p
Elsewhere: Normalized interior inviscid water pressure.
p' Sections III.2 and III.3: Dimensional air pressure.
Elsewhere: Normalized interior inviscid air pressure.
PBL Normalized boundary-layer water pressure.
PBL Normalized boundary-layer air pressure.
PT Normalized total wave-induced water pressure.
PT Normalized total wave-induced air pressure.
p(n) Total air pressure at order n.
1p(n) Total air pressure at order n and harmonic k.
T Tangential stress.
Tk Tangential stress at harmonic k.
t Time.
tl, t2 Slow modulation times.
U Absolute amplitude of first amplitude A.
Us Dimensional (II1.2 and 111.3) and normalized (elsewhere)
horizontal wind velocity ill water.
U's Dimensional (11I.2 and 111.3) and normalized (elsewhere)
horizontal wind velocity in air.
Ud Dimensional (II1.2 and I11.3) and normalized (elsewhere)
horizontal wind drift velocity at the water surface.
zu Dimensional horizontal water velocity (III.2 and 11.3),
normalized interior inviscid horizontal water velocity (elsewhere).
u' Sections 11.2 and II1.3: Dimensional horizontal air velocity.
Elsewhere: Normalized interior inviscid horizontal air velocity.
UBL Normalized horizontal boundary-layer water velocity.
UBL Normalized horizontal boundary-layer air velocity.
UT Normalized total wave-induced horizontal water velocity.
UT Normalized total wave-induced horizontal air velocity.
u* Friction velocity in water.
u/ Friction velocity in air.
U{LU Minimum uT above which both harmonics are linearly unstable.
U' TC Value of u' at a transcritical bifurcation.
UITP Value of u' at a regular turning point.
V Absolute amplitude of second amplitude B.
w Sections III.2 and 11.3: Dimensional vertical water velocity.
Elsewhere: Normalized interior inviscid vertical water velocity.
wI Sections 111.2 and 111.3: Dimensional vertical air velocity.
Elsewhere: Normalized interior inviscid vertical air velocity.
WBL Normalized horizontal boundary-layer water velocity.
WBL Normalized horizontal boundary-layer air velocity.
wT Normalized total wave-induced vertical water velocity.
~WT Normalized total wave-induced vertical air velocity.
X Transformed dynamical variable.
Xc Center of second-order system.
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XX2
Y
ye
z
Z,
Z
ZBL
ZBL
ZBL
aC, aC2, a3
al,o, aC2,0 C3, 0
a,i, a2,1, a3,1
P
r
6
6a, b
77n
rn,k
1, 02
A
V1
P
P'
a2
ar2
TS
XI,
On
ifn,k
/n)
V)BL
Horizontal position.
Long horizontal modulation scales.
Transformed dynamical variable.
Center of second-order system.
Transformed dynamical variable.
Center of second-order system.
Vertical position.
Vertical boundary-layer coordinate in water.
Vertical boundary-layer coordinate in air.
Vertical coordinate in water following the surface.
Coefficients of dynamical system.
Coefficients of dynamical system at second order.
Coefficients of dynamical system at third order.
Linear growth rate.
Surface tension between water and air.
Detuning.
Detuning of first and second harmonic.
Small ordering parameter indicating short-wave steepness.
Dimensional (sections III.2 and III.3) and normalized (elsewhere)
surface displacement.
Surface displacement at order n.
Surface displacement at order n, harmonic k.
Detuned phase.
Phases of first and second harmonic.
K/rm/n's universal constant.
Eigenvalue.
Viscous shear-layer thickness in air.
Kinematic viscosity of water.
Kinematic viscosity of air.
3.1415926535...
Density of water.
Density of air.
Dimensionless viscosity in water.
Dimensionless viscosity in air.
Shear stress on water surface.
Total phase.
Wind streaIn function in water.
Wind stream function in air.
Interior inviscid stream function in water.
Interior inviscid stream function in water at order n.
Interior inviscid stream function in water at order n, harmonic k.
Interior inviscid stream function in air.
Total stream function in air at order n and harmonic k.
Boundary-layer stream function in water.
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?iBL,k Boundary-layer stream function in water at harmonic k.
OPBL Boundary-layer stream function in air.
/OTI Total stream function in air.
1 (fn) Total stream functions in air at order n.
w Normalized angular frequency.
W* Dimensional frequency of gravity-capillary wave of smallest
phase velocity.
CDr Dimensional frequency of first-harmonic Wilton's ripple.
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III.1 Introduction
III1.1 Literature review
Interest in the nonlinear evolution of water-surface waves was spurred by the predic-
tion of Lighthill (1965) and subsequent measurements of Feir (1967), that uniform
Stokes waves are modulationally unstable. This particular form of modulational in-
stability is now known as Benjamin-Feir instability (Benjamin & Feir 1967).
The leading-order nonlinear modulation of gravity waves was found to be gov-
erned by a cubic Schr6dinger equation by Benney & Newell (1967), Zakharov (1968),
Hasimoto & Ono (1972) and Davey (1972). Lake, Yuen, Rungaldier & Ferguson
(1977) investigated both experimentally and numerically the long-time evolution of a
uniform gravity wave with sideband disturbances. Theoretically, they found that the
upper and lower sidebands initially grow at equal rates, at the expense of the carrier
frequency. Then follows a period of strong modulation of the wave, which is in turn
followed by a recurrence of the initial state of a uniform wave with small sideband
disturbances. In their experiments, however, they found that when an approximate
recurrence of the initial uniform wave train occurred, the frequency had sometimes
been lowered from the original carrier wave frequency to that of the most unstable
lower sideband. It can further be seen from their experimental records that the wave-
group envelopes can be asymmetric, suggesting uneven growth of the upper and lower
sidebands.
A fourth-order extension of the nonlinear Schr6dinger equation for gravity waves
was derived by Dysthe (1979). The fourth-order effect on the initial growth rates of
the unstable sidebands was found to cause the lower sideband to grow faster than the
upper sideband. Lo & Mei (1985) subsequently performed a numerical integration
for the long-time evolution of the fourth-order equations. The initial uneven growth
of the upper and lower sidebands was shown to give rise to asvmmetric wave-groups,
in good agreement with experimental data. However, the fourth-order equations still
predicted that the recurrence of the initial uniform wave train should occur without
a permanent down-shift in frequency.
Experiments indicate that the down-shift does not always happen, but only when
the initial steepness of the uniform wave train is sufficiently large. Melville (1982)
performed experiments suggesting that the initial steepness should be greater than
0.16. These experiments also suggested that whenever down-shift occurs, there is also
wave-breaking. Further experimental work by Melville (1983) showed that spatial
separation of the different frequency components occurs during the evolution of the
modulational instability. It so happens that the spatial localization of the upper
sideband corresponds to the steepest parts of the wave train, where the wave is most
likely to break. Following these ideas, Trulsen & Dysthe (1990) extended the work
of Lo & Mei (1985) by incorporating an empirical model for dissipation due to wave-
breaking into the fourth-order equations of Dysthe (1979), where waves are damped
when the steepness exceeds a critical value. A permanent down-shift was indeed
found to occur, lasting well beyond the characteristic time of recurrence.
Hara & Mei (1991) studied the long-time evolution of nonlinear gravity waves
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subject to forcing by a weak wind and viscous dissipation. The non-conservative
effects were balanced at the fourth order such that wind and viscous dissipation
balance approximatly over a long time. They showed that down-shift is possible
without wave-breaking. Poitevin & Kharif (1991) studied the nonlinear evolution
of a uniform wavetrain using a high-order spectral method, including the effects of
viscosity and capillarity. Their model also showed a lasting frequency down-shift.
Uchiyama & Kawahara (1994) gave further evidence that viscous damping can be
responsible for the down-shifting in a model that accounted for viscous boundary-
layer effects on the induced mean flow.
Experiments for stronger winds were performed by Bliven, Huang & Long (1986),
suggesting that for a sufficiently strong wind, modulational instability may be re-
duced or even suppressed. Extending their previous work, Trulsen & Dysthe (1992)
incorporated an empirical model for the growth-rate due to wind according to Plant
(1982), and verified that a stronger wind can indeed reduce or suppress modulational
instability.
The nonlinear modulation of gravity-capillary waves was found to obey a cubically
nonlinear Schr6dinger equation by Djordjevic & Redekopp (1977). They noted that
a gravity-capillary wave may resonate with its second harmonic, and in the case
of finite depth it may also resonate with its own induced long shallow-water wave.
Hogan (1985) extended the analysis to the fourth order in steepness, similar to Dysthe
(1979) for a pure gravity wave. Hara & Mei (1994) extended their previous work by
considering the long-time evolution of nonlinear gravity-capillary waves subject to
forcing by a weak wind and viscous dissipation. The non-conservative effects were
again balanced at the fourth order. They showed that down-shift is also possible
for gravity-capillary waves, but there may also be up-shift occurring for very short
waves.
The above theories for gravity-capillary waves are invalid when there is harmonic
resonance, through which two different harmonics of the carrier wave are both free
waves that interact nonlinearly. The theoretical study of resonant interactions be-
tween gravity-capillary waves was initiated by Harrison (1909) and Wilton (1915).
Wilton (1915) solved the steady progressive waves resulting from exact second har-
monic resonance. Wilton's solution was generalized to allow for detuning by Pierson
& Fife (1961). These waves are now known as steady Wilton's ripples. McGoldrick
(1965) and Simmons (1969) later showed that Wilton's ripples are just a special case
of general triad resonance.4 Indeed, McGoldrick (1970b) pointed out that the steady
solutions of Wilton (1915) correspond to special initial conditions for the general triad
resonance theory. Nayfeh (1973) considered inviscid conservative Wilton's ripples in
the presence of a uniform airflow above the water surface.
Jones (1992) derived cubically nonlinear evolution equations for Wilton's ripples
in order to investigate their slow time and space modulation. A stability analysis
was presented for uniform wave solutions. Christodoulides & Dias (1994) considered
cubically nonlinear steady Wilton's ripples on the interface between two fluids of
different densities. They let each wave consist of two components propagating in
4A more extensive review of general conservative triad resonance is given in part II.
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opposite directions, and found that the oppositely propagating waves are coupled at
the third nonlinear order. They also found that new and interesting bifurcations arise
when the density ratio is varied.
If resonant triads are driven by wind, then the interaction will occur in the wind-
induced shear-current in the water. Morland (1994) assumed that the shear-current
was of the same order of magnitude as the phase velocity of the waves, and solved
the Rayleigh equation for the wave disturbance in water. He also discussed the
modifications to the kinematic resonance conditions due to the wind-induced current.
Bifurcations of steady wave trains subject to harmonic resonance were studied by
Chen & Saffman (1979). They showed that steady Wilton's ripples are associated with
a period-doubling bifurcation, through which a pure steady second-harmonic wave
can become a steady combination wave of the first and second harmonics. Janssen
(1986) investigated the initial growth of Wilton's ripples subject to wind forcing and
viscous damping, and found that the wind can give rise to a sudden period doubling
of the waves, i.e. from the second to the first harmonic of a Wilton's ripple. This
numerical result is in qualitative agreement with experimental laboratory observations
of Choi (1977) and Ramamonjiarisoa, Baldy & Choi (1978) (see figure 2 in the General
Introduction). Janssen (1987) later generalized his analysis to a continuous spectrum
of waves subject to three-dimensional resonant triad interaction forced by wind. He
found that under certain conditions there may be a sudden migration of the peak of
the spectrum to lower wavenumbers. In both papers, Janssen (1986, 1987) employed
a wind forcing that is much stronger than the damping due to viscosity, and hence
the theory is only valid for a limited time until the wave amplitudes become too
large. He concluded that nonlinear second-harmonic or three-wave interaction may
be important during the generation of the initial wavelets by wind.
In general, non-conservative triad-interaction can be brought about in two ways;
either by linear damping or growth of individual waves, or by non-conservative qua-
dratic interaction. Viscous damping and linear wind forcing of water waves gives
rise to the first mechanism. The second mechanism can be brought about by triad-
interaction in shear flows, and, as we shall see in this study, by nonlinear uwind forcing
of waves.
Non-conservative long-time evolution of triad resonance in plasma physics was
investigated by Vyshkind & Rabinovich (1976). They used generic quadratically
nonlinear model equations for which linear non-conservative effects were balanced
at the quadratic order. It was shown that the dynamical behavior can be chaotic.
Wersinger, Finn & Ott (1980a, 1980b), reconsidered the same problem and found
that the system can exhibit a sequence of period doubling followed by apparently
chaotic behavior. Hughes & Proctor (1990) studied bifurcation and chaos in a model
for triad resonance where one wave is linearly unstable and the other two are more
heavily damped, while having energy-preserving quadratic interaction.
McDougall & Craik (1991) considered triad resonance with non-conservative qua-
dratic coupling, and found that the system can "blow up" after a finite time. They
hence suggested that cubically nonlinear terms may be necessary for a physically
consistent theory. Hughes & Proctor (1992) considered triad interaction with non-
conservative quadratic coupling, where two modes are damped and have identical
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properties, while the third mode is linearly unstable. They specifically focused their
attention on a parameter range that did not lead to unbounded solutions.
Bontozoglou & Hanratty (1990) explained the observation of Choi (1977) by a
Kelvin-Helmholtz instability mechanism. However, their theory seems to be most
appropriate for strong winds and highly viscous fluids. Jurman, Deutsch & McCready
(1992) presented theory and experiments on centimeter range wind-driven surface
waves on a shallow and highly viscous fluid (they used a glycerine-water solution with
viscosity 10-100 times greater than water). They adjusted the gas flow to be just
sufficient to produce measurable waves. They were able to observe that a fundamental
wave, corresponding to the highest linear growth rate due to wind, could saturate at
a small steepness, while energy was transferred from the fundamental to its second-
harmonic which was linearly damped.
Miles (1976) gave an analytical solution for secons-harmonic resonance with damp-
ing. Craik (1986) gave analytical solutions for certain special cases of non-conservative
triad interaction. Chow, Bers & Ram (1992) showed that non-conservative space-time
evolution of the equations for triad resonance may yield spatio-temporal chaos.
It is worthwhile noticing that theories on non-conservative triad interaction gen-
erally fall into two categories. In applications with relevance to plasma physics, the
high-frequency wave is often unstable while the low-frequency wave is damped, and
hence energy is transferred to the low-frequency wave by nonlinearity and then dis-
sipated. The resulting dynamical behavior often leads to chaos through a series of
period-doubling bifurcations. In applications with relevance to hydrodynamics, the
high-frequency wave is usually damped while the low-frequency wave is unstable, and
hence energy is transferred to the high-frequency wave by nonlinearity and then dis-
sipated. In such cases the second-order nonlinear theory often predicts "blow-up"
unless the forcing is very weak.
Field observations of three and four-wave resonant interactions on the sea surface
have been reported by Strizhkin & Raletnev (1986). They analyzed photographs taken
from a platform at 14 m height. Triad interaction was observed for winds i the range
2.7-18 m/s. Four-wave interaction was also observed, but for a larger threshold wind
speed, typically greater than 4-6 In/s. They reported that the detection of resonant
triads was often made difficult by the presence of much longer gravity waves. When
the long gravity waves were taken into account, the discrepancies in the resonance
conditions for frequencies and wavenumbers was reportedly reduced.
Wind can cause waves to grow either because of the part of the normal wind stress
in phase with the surface slope, or because of the part of the tangential wind stress
in phase with the surface elevation.
Modern theories for how wind can force waves, were begun by Phillips (1957) and
Miles (1957). The former proposed a wave generation mechanism whereby random
turbulent pressure fluctuations in the air would cause waves to grow. In this model,
there is no feedback from the waves to the disturbance in the air. This mechanism
is likely to be important only at the very initial stage of wave development, and has
been shown to be insignificant for wave growth. Miles (1957) proposed that gravity
waves may be forced by a shear instability mechanism, by which the waves excite
an instability in the air according to the inviscid Orr-Sonmmerfeld equation. The
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resulting inviscid normal pressure exerted from the air on the water will cause waves
to grow. The shear-profile in the air was governed by the universal logarithmic law
for turbulent flow over a plate, while any induced motion in water was neglected. The
rate of energy transfer to the waves was found to be proportional to the curvature of
the shear profile at the critical height where the wind velocity is equal to the phase
velocity of the wave.
Benjamin (1959) calculated the shear stresses on a wavy boundary due to shear
flow. Miles (1959a) reconsidered the growth of gravity waves by solving the problem
more accurately. By keeping the leading order viscous term in the Orr-Sommerfeld
equation, it was shown that viscous effects are not important for the growth of long
gravity waves. On the other hand, Miles (1959b) showed that a Kelvin-Helmholtz in-
stability mechanism is not important for the growth of water waves, since the required
wind speed would be unrealistically high due to the small viscosity of water.
Miles (1962) considered the growth of gravity-capillary waves and short gravity
waves by using a viscous Orr-Sommerfeld equation and a linear-logarithinic wind
profile. He found that for the growth of short waves, viscid stresses are much more
important than the inviscid normal stress associated with the curvature of the wind
profile (Miles 1957). Indeed for short waves the critical height is often within the
linear viscous sublayer of the wind profile, where the curvature vanishes.
Shemdin (1972) investigated experimentally and analytically the effect of wind-
generated surface drift on waves, and found that it can significantly modify the dis-
persion relation. Valenzuela (1976) considered the modifications to the wave growth
rates and phase speeds due to a coupled linear-logarithmic shear flow in air and water.
He suggested that when the flow in the water is vanishing, Miles (1962) underesti-
mated the growth rates for small wavenumbers and overestimated the growth rates
for large wavenumbers. The shear flow in the water was shown to be capable of caus-
ing a significant increase in the growth rate. Kawai (1979) presented both theory and
experiments on the initial growth rates of waves due to wind. It was demonstrated
that there exists waves with maximum growth rates, which are precisely the dominant
waves seen in experiments. These waves are short gravity-capillary waves. It was
also shown that the initial linear mechanism for growth is only valid for a short time,
after which the waves become decidedly nonlinear.
Gastel, Janssen & Komen (1985) reconsidered the wind-induced growth of gravity-
capillary waves. They solved the shear flow problem in water and the viscous part of
the shear flow problem in air analytically by asymptotic methods, while the inviscid
part of the shear flow problem in air was solved numerically. They found that the
growth rate is sensitive to the assumed wind profile in air, but is not sensitive to the
wind-induced current profile in water.
Short waves riding on long waves can also be modulated indirectly by the long-
wave induced modulation of the wind, which will give rise to a periodic wind-forcing
of the short waves. Troitskaya (1994) solved the modified Orr-Sommerfeld equation,
where the modulational effect of the long wave was accounted for by multiple-scales
perturbation.
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11III.1.2 Objectives of the present work
In nature, gravity-capillary waves often owe their existence to a gentle wind blowing
over water. It is our goal here to develop a model for the non-conservative long-time
evolution of Wilton's ripples, by incorporating a gentle wind and viscous dissipation
that are of comparable order of magnitude.
Previous studies on non-conservative second-order resonance (Vyshkind & Rabi-
novich 1976; Wersinger, Finn & Ott 1980a, 1980b; Craik 1986; Janssen 1986, 1987;
Hughes & Proctor 1990, 1992; McDougall & Craik 1991; Chow, Bers & Ram 1992;
Jurman, Deutsch & McCready 1992) have included the non-conservative effects at
the second order. We shall now explain why this may not be appropriate for the
long-time evolution of water waves, due to the small viscosity of water and our de-
sire to balance wave growth and damping. Hence the non-conservative effects should
instead be included at the third order.
Consider a fresh and clean water surface without the effects of aging or contam-
ination. Because the length-scales are small, it is reasonable to employ a laminar
viscosity. At 20°C the following values for surface tension, density, gravitational
acceleration and viscosity can be taken:
r = 7.28. 10- 2 N/m , p = 9.98. 102 kg/m 3, g = 9.80 m/s2, = 1.00. 10- 6m 2/s.
We define the characteristic wavenumber and frequency by equating the gravity and
capillary terms in the dispersion relation, corresponding to the minimum phase ve-
locity, i.e.
k*= = 367m -1, w*= 2k = 84.8s- . (III.1)
This corresponds to wavelength 1.7 cm, frequency 13 Hz and phase velocity 0.23 m/s.
For a clean water surface, the ratio of a wave period to the damping time is then
2v(k*) 2 = 0.0032.
The ratio of a wave period to the time for second-order resonant interaction is known
to be comparable to the wave steepness. If we let the steepness be in the range
e = O(0.03)-0(0.1), then internal viscous damping can be scaled at the third order.
The typical wave amplitude is then in the range from 80 pim to 0.3 mm. If viscous
effects were scaled at the second order, as in the references cited, then the steep-
ness must be roughly of the order e = O(0.0032), and the typical wave amplitude is
about 9 pm. Even though it has been reported that wave amplitudes can be mea-
sured with sensitivity down to 0.4 pIm (e.g. Liu, Paul & Gollub 1993), such a small
characteristic amplitude is probably not very interesting for practical applications of
gravity-capillary waves.
The scales for steepness and amplitude can be made larger by balancing wind
forcing and viscous damping at a higher nonlinear order. Hara & Mei (1994) consid-
ered a case where there is such a balance at the fourth order. Their characteristic
steepness is therefore implied to be of the order = 0(0.0032/3) = O(0.15). On
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the other hand, Janssen (1986) scaled both wind forcing and viscous damping at the
second order, but let growth due to wind dominate over viscous damping such that
the waves will grow until they eventually violate the weakly nonlinear theory.
If, on the other hand, the surface is contaminated and behaves as an inextensible
film, the non-dimensional characteristic damping rate can be found to be
I-- k* = 0.014.
w*2 2
Viscosity is then more important in the study of the long-time behavior, and the
non-conservative effects can be balanced at a lower order.
Based on these estimates, we shall assume that the surface is clean, and balance
the effects of viscous dissipation and wave-growth due to a gentle wind at the third
order in the evolution equations for Wilton's ripples5. It will be shown that for a
single monochromatic wave, the leading order nonlinear effects in air are of third
order and relatively insignificant. However for Wilton's ripples, nonlinear effects in
air are of second order, and are much more important.
Our model has only two independent parameters: (1) the strength of the wind,
given in terms of the friction velocity in air u', and (2) the detuning parameter 6
measuring imperfect second-harmonic resonance.
In section III.2 we first summarize the governing equations in Eulerian form for
small wave disturbances in the presence of a coupled air-water shear flow. In sec-
tion I.3 we discuss the normalization assumptions. In section 111.4, the equations
and boundary conditions for the wave disturbance in water and air are expanded in
multiple-scales perturbation expansions.
It is found useful for later reference to first derive the evolution equation for
a single gravity--capillary wave. This is done in section III.5. Then the coupled
evolution equations for second-harmonic resonance (Wilton's ripples) are derived in
section III.6. Our results are in correspondence with previous related works by Hara
& Mei (1994) and Jones (1992). We discover interaction terms which do not seem to
have been reported previously. At the end of section III.6 we summarize expressions
for the total energy and momentum of the two Wilton's ripples, and show how these
quantities evolve in time. The energy and momentum are derived from first principles
in Appendix III.A.
The perturbation problem for the wave disturbance in air is solved in section 111.7.
We compare our linear growth rates to those of Gastel, Janssen & Komnen (1985), and
find good agreement for the cases where our two theories apply.
In section 11.8, the dynamical system is reduced to three dimensions and trans-
formed into a convenient rectangular representation. The second-order behavior is
reviewed, and previous bifurcation results of Chen & Saffman (1979) are recovered.
The third-order behavior is investigated by first discussing the existence and stability
of fixed points, and then presenting numerical computations.
5Ideally, we would have liked to study non-conservative three-dimensional triad resonance, but it
proved to be too algebraically intractable to carry out to the third order.
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III.2 Governing equations and steady wind pro-
file
Let us summarize the full governing equations for a short-wave disturbance in water
and air, subject to viscous stress and a steady wind and induced shear current.
We use a two-dimensional Eulerian system with x and z denoting the horizontal
and vertical coordinates. The steady shear flow due to wind is denoted by US(z),
and has a component in the x-direction only. Those terms that only govern the
steady shear flow have been separated out and are not included here. The short-wave
disturbance has horizontal and vertical velocity components u and w, and pressure
component p. The resulting surface displacement is denoted by r7. The density is p,
the kinematic viscosity is v, and the surface tension between water and air is r. We
let all quantities in air have primes, while the corresponding quantities in water are
unprimed. In water, the governing equations for the wave disturbance are as follows:
Continuity:
Au Ow
= o. (.2.1)
ax az
Momentum conservation:
au aU Sau au aus 1 ap 02 2 \+u +U +w + w - -= -- +v +2 u, (II111.2.2)
aW aw sOW Ow 1aop / 02 02-+u-+-±us w  - v +- W. (III.2.3)At + u x x z p z zx2 + 
The air disturbance is described by similar equations with the corresponding quan-
tities distinguished by primed symbols:
Continuity:
+ -= 0. (111.2.4)
Ox Oz
Momentum conservation:
au' au' s u ' Au' es 1 p' / , \
+U + Uu' U'+ WI = -+ / = +(2 u', (111.2.5)
at d+ x ax 9z az P' ax p+ az2
Ow' ,Ow' sOw' ,w' 1 Op' / 02 2
ot +U +O oz p', o + + W (III.2.6)
At the water surface, the velocity is continuous,
u + Us = U + U+ , w = w' at z = 71. (III.2.7)
The kinematic surface condition is
at + x + USo = w at z = (111.2.8)
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The normal stress condition is, keeping only quadratically nonlinear terms for the
viscous stress and cubic terms for the surface tension,
9772+ v -2 au z + 9x 7 aUs a
az x
9w' ax
ax a/x
+2-zW
az
au'S arl
-2 a 
az a:
pr 271
p aX2
+ aw'
adz
(1- 3 (arL)2)
at z = .
(III.2.9)
The tangential stress condition with only quadratic terms is
au Ow aOUs w 1a ?
++ + +- +2 8z + x a zzax
u' U rl u' Ow' au's
-2 o + Z + + -ax 9X az d az at z = 71. (III.2.10)
We also require that the wave disturbance dies out at large depth and height,
u, w, p + 0
U , W', p' 0
as z - -oo,
as z - oo.
III.2.1 The steady wind profile
The friction velocities in air and water, u' and u, are related to the shear stress on
the undisturbed water surface rs through the defining relationships
Tu
p
and u' = , (111.2.13)
and hence we also have the relationship between the friction velocities
u* p
UI P
(III.2.14)
We employ the usual linear-logarithmic shear profile for the wind in the air and for
the induced shear current in the water (see e.g. Miles 1962; Valenzuela 1976; Kawai
1979; Gastel et al. 1985; Hara & Mei 1991, 1994). In air we have
U'S = Ud + U' 2 Z
Ud + 5u + ( - tanh )
Sillh C = 2K (z - 5 /),
1 U*
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_P+
P
[ u-2 U 
ax ax
P L
(11.2.11)
(III.2.12)
where
z < 
> S5 'U' 
(111.2.15)
(111.2.16)
P PI4 + gq + V, -2 Ou'
walz ax
and where Ud is the drift velocity at the water surface and X = 0.4 is the universal
Karman constant. The viscous sublayer height of the wind profile is 5v'/u',.
In water we have
U= Ud+U . (111.2.17)Ud + 5u + "-(a - tanh a > 5'
where
sinh a = 2 * (z - 5). (II1.2.18)
The viscous sublayer depth of the wind-induced current profile is 5v/u,.
The wind model requires that we know the relationship between the induced drift
velocity at the water surface, Ud, and the friction velocity in air, u'. We shall primarily
be interested in wind strengths corresponding to an air friction velocity in the range
up to 0.15 m/s. In this range, the drift velocity is nearly proportional to the friction
velocity. For example, Sheindin (1972) reported that the air friction velocity was
4.95% of the reference wind speed in his experiment. He further noted that several
investigators recorded surface drift velocities in the range 2.5-4.0% of the wind speed.
We shall adopt the empirical formula
Ud = 0.565 u' . (111.2.19)
In figure III-1, we compare our empirical formula (II.2.19) with the data used by
Gastel et al. (1985). Our linear formula agrees well with the data for weak winds.
In figure 111-2, we show the linear-logarithmlic steady wind profile for water and
air, according to (III.2.15)-(III.2.18). We show the profile for the air friction velocity
u' = 0.1 m/s. The viscous sublayer height and depth relative to the water surface,
are indicated with dashed lines.
111.3 Scaling assumptions
It is convenient to let length and time be normalized by the wavenumber and frequency
of the first harmonic of a train of Wilton's ripples, i.e.
k = ,/ w = -gk. (III.3.1)
To characterize the small wave steepness, we introduce the parameter = ka < 1,
where a is a typical wave amplitude,
7rl a. (II1.3.2)
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Figure III-1: Comparison of (III.2.19) (- - -) with data used by Gastel et al. (1985)
(*).
We assume that the interior inviscid field quantities of the wave-disturbance ill water
can be normalized by
u, w a, - ---- a. (III.3.3)
p k
The interior inviscid field quantities of the wave-disturbance in air can be normalized
by a similar scheme
I 2IW I a, - - W.u, w' , -P -k-a. (III.3.4)
p' k
The following physical quantities are normalized with a view to balancing viscous
damping and growth due to wind at the third order in wave steepness. The small
ratio between the densities is taken to be (E2 ) such that the stress exerted on the
water surface balances cubically nonlinear wave interactions in water,
pI
-v ,' 2. (III.3.5)
P
The necessary strength of the wind to exactly balance viscous damping can be inferred
from the results of Gastel et al. (1985). XWe shall limit our consideration to air friction
velocities below 0.16 m/s, with the most interesting dynamical behavior occurring for
air friction velocities around 0.1 in/s. It is then reasonable to assume that the wind
is of leading order importance in air, while the wind-induced shear current in water
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Figure 111-2: Linear-logarithimic wind profile in water and air for u'
viscous sublayer depth and height are indicated with dashed lines.
speed are normalized by the wavenumber k and phase speed of
Wilton's ripple.
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a first-harmonic
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a,C0
C
N
8
1
0
is O(e), see figure III-2. We set
US Ek, U's ,kI (III.3.6)
and let the surface drift velocity also be of O(e),
Ud '' e. (III.3.7)
The kinematic viscosity in water is normalized such that damping occurs at the third
order. We let the dimensionless viscosities be
2 2 2 VIk2
o2 = 'e 2, 2= - E. (III.3.8)
w w
Hence the ratios Us/UIs and r2/lo 2 are both of O(p/rp) = O(e), which is appro-
priate for the continuity of shear stress for turbulent eddy viscosity in air and water.
Just below the water surface, there is a viscous boundary layer which is essentially
governed by the following leading-order balance of terms in (III.2.2):
au 02u
au v1 V - (III.3.9)
at az 2'
Hence the viscous boundary layer in water is assumed to have thickness O(a) = (e).
The appropriate vertical boundary-layer coordinate is then
ZBL = -lz, (III.3.10)
and the appropriate velocity and pressure scales are
-2
UBL - a, WBL - Ie a, PBL 3 (III.3.11)
P k
Just above the water surface, there is a viscous boundary layer, which in the limit
of vanishing wind is essentially governed by the following leading-order balance of
terms in (III.2.5):
au' 1'2U I
au' P..la2u-. (111.3.12)
Hence the viscous boundary layer in air is assumed to have thickness O(a') = (e).
Higher up in the air, at the critical height where the wind speed is equal to the phase
velocity of the wave, there is a viscous shear layer. At the critical height, the first
two linear terms in (III.2.5) cancel out,
au U s Ou' 0au± US au 0, (111.3.13)Ot + Ox
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and the boundary layer is essentially governed by the leading-order balance of terms:
aU'S I 2u'
w' V ' (III.3.14)az Oz2 '
After invoking (III.2.4), the viscous shear layer at the critical height is assumed to
have thickness O(o'3) = 0().
Notice that the scaling assumption for the wind (III.3.6) guarantees that the
critical height is always above the water surface. For a sufficiently weak wind these
two viscous layers are well separated from each other. For a sufficiently strong wind
they overlap, and should be thought of as a single wall boundary layer. To get
an estimate of the importance of the partially overlapping viscous shear and wall
boundary layers in air, we assume for scaling purposes that an approximate viscous
vertical coordinate is
ZBL = l1Z (11I.3.15)
where the thickness is
EA < _i < E3. (III.3.16)
Approximate viscous scales are then given by
, ,
UBL Oa, WBL pa, PBL elt a. (III.3.17)
In figure 111-3, the solid curve indicates the critical height for Wilton's ripples,
where the wind velocity is equal to the phase velocity (recall that for Wilton's ripples,
the phase velocities of the first and the second harmonics are equal). The dotted curve
shows the viscous sublayer height of the wind profile, where it changes from linear
to logarithmic. The critical and sublayer heights that can be deduced from the data
used by Gastel et al. (1985) are indicated in the figure by asterisks and diamonds. We
also indicate the scaling thicknesses for the viscous wall boundary layer ( = e½) and
the viscous shear layer at the critical height (L = 0e), relative to the water surface at
height 0. We have chosen = 0.04, corresponding to the numerical example given in
the the following subsection.
Gastel et al. (1985) solved the wave-induced viscous wall boundary layer by an
asymptotic method based on two fundamental assumptions: (1) The wave-induced
viscous shear layer at the critical height overlaps the viscous wall boundary layer, and
(2) the wave-induced viscous shear layer is contained within the viscous sublayer of
the wind profile. They could then solve the viscous shear layer analytically by using
scales corresponding to Il = 3, and solve the inviscid interior flow separately by a
Rayleigh equation.
Figure III-3 demonstrates that for application to Wilton's ripples, their first as-
sumption is appropriate only for a sufficiently strong wind, i.e. for an air friction
velocity greater than 0.1 m/s, say. For weaker winds, the critical height is farther
away from the water surface, and the boundary layer structure is more complicated.
The figure also suggests that their second assumption may never be fully satisfied for
Wilton's ripples, and the viscous shear layer may be affected by the curved wind pro-
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Figure III-3: Critical height (-) for Wilton's ripples and viscous sublayer height ( )
for air friction velocities in the range 0-0.3 m/s. Heights that call be inferred from
the data used by Gastel et al. (1985) (* and o). Scaling heights (- - -) above z = 0
corresponding to 1 d for = 0.04.
correspouding to = E2 and = for = 0.04.
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file. Indeed, for sufficiently weak winds the critical height may be above the viscous
sublayer.
Our goal is to allow for grow due to wind that balances viscous damping over a
long time. The required air friction velocity will later be shown to be roughly in order
of magnitude 0.1 m/s. Based on the above discussion and figure III-3, it is difficult
to solve the viscous part of the wave disturbance in air separately by a perturbation
approach. We shall hence solve the total wave disturbance in air numerically by
lumping together the viscous and inviscid parts of the solution.
II1.3.1 Numerical example - laminar viscosities at 20°C
To have some quantitative idea about the implications of the scaling scheme, let us
take the following values for surface tension, gravitational acceleration, densities and
laminar viscosities at 200C:
r = 7.28 10- 2 N/m, g = 9.80 m/s 2, p = 9.98. 102 kg/m 3 , p' = 1.205 kg/m 3 ,
v = 1.004 10-6 m2 /s, v' = 1.50. 10- 5 m2/s.
The characteristic wavenumber and frequency are given in (111.3.1):
2ir
k = 259m-1 = 2r m = 61.7s - ' = 27r 9.8 Hz. (111.3.18)2.4 crn'
The non-dimensional viscosities and density ratio become
pt
a2 = 1.1 10 - 3, a 2 = 1.6 10- 2 , - = 1.2 .10 - 3 (III.3.19)
P
In accordance with the above non-dimensional numbers, the characteristic ordering
parameter e has the rough magnitude
e2 1.610- 4.0 , 2.0- 10- ', e- 3.4. 10- '. (III.3.20)
The implied physical magnitudes for the gravity-capillary wave amplitude and the
horizontal wind shear velocities are then
a - 0.15mm, U's 24cm/s, Us, Ud 1cm/s. (I.3.21)
The implied boundary-layer thickness in water is ek- 0.15 mm and the thickness
of the viscous shear layer in air (Lk-l) is in the range from 0.77 lm to 1.3 mm.
III.4 Multiple-scales perturbation expansions
The dimensional surface displacement r7 is now normalized by
2rl - kel. (III.4.1)
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The dimensional quantities in water are normalized and expanded into interior and
boundary-layer components by
u -eu = ( + E2uBL), (III.4.2)
k k
w - -EWT = (ew + eWBL), (11II.4.3)
kC k
P - - epT = -(Ep + 4pBL), (III.4.4)
P k k
where index T indicates total flow field and index BL indicates boundary-layer com-
ponents that depend on the vertical coordinate ZBL = e-1 z. The normalized inviscid
interior components are unprimed.
In air, the dimensional quantities are normalized by
u' - U = k(Eu' + EUL), (111.4.5)
wI -+$ EWT = (,EW' + qEWL), (111.4.6)
p 4 2 2
p ~ a-EpT = -k(p' + -4pL), (III.4.7)
where the boundary-layer components depend on the vertical coordinate ZBL = ,.-1 Z.
Since the wave disturbance in air will be obtained by solving the total flow field
numerically, the decomposition into interior and boundary-layer components is only
used to indicate the scaling magnitudes.
The wind velocities are normalized similarly:
Us - U, (III.4.8)
Udv ~ kt , (III..9)
U/S WUS. (111.4.10)
k
III.4.1 Water flow-field equations and boundary conditions
After we substitute the above expansions (III.4.1)-(III.4.10) into the governing equa-
tions for the water flow field, we can separate the interior and the boundary-layer
components. The resulting normalized equations for the water interior flow field are
au Ow
+ = 0, (III.4.11)
au au au au aU S Op / a2 2 oa ++wss + '~ + -b-T + _ -E2U + - =0, (111.4.12)
at ax ax ast axx Oz z 2 Z2)
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aw Ow
at + Uox + EUS Wax
In the water surface boundary layer, the governing equations are
W+ WBL
OZBL
OWBL
+ =BL 0,
aZBL
L _ 0 ' 2BL
L IZBL
_ a2 0 WBL O(E).
OzBL
The kinematic surface condition is
ao + + U 2- UBLa w - E2WBL = 0(f3)
Ot Ox Ox Ox
The normal stress condition is
2 1 2 77
-p+ 37- - - +3 3 ~x2 1 2 0722 +222 aW-E2N = (3)2 axJ Ox2 Oz at z = erj, (111.4.18)
where the normal stress (N) due to the wave disturbance in air is denoted by
e2 N = 2P {-PTP ri
2
+ §v+3 O(E)} at z = 7.
The tangential stress condition is
Ou OUBL
Oz OZBL
+ 
+ Tx- -LT = O(e)dz at z = E7,
where the tangential stress (T) due to the wave disturbance in air is denoted by
·-1 p'v' { (-O auep- T = e v -I- + ((1)} at z = 7.
The tangential stress gets its most significant contribution from the vertical derivative
of the boundary-layer component of the horizontal velocity in air,
POz
Ou' auL
Oz + z
Therefore the tangential stress is significant within the highest nonlinear order of our
approximation.
We note that due to our choice of normalization by k and c, the physical constants
g and r appear as the numbers and , respectively.
The pressure can now be eliminated between the two molnentum conservation
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Ow
+ eWz
Op
+~ +2W = . (III.4.13)
OUBL
Ox
OUBL
at
OUB.
OZBJ
aWBL
at
Ow
+ UBL x
ax
+OPBL
OZBL
(III.4.14)
(III.4.15)
(III.4.16)
at z = Er7. (III.4.17)
(111.4.19)
(111.4.20)
(III.4.21)
_ E2,2 9
equations in the water interior and boundary layer, respectively. We then introduce
the stream-functions,
.O9 BL
UBL= OZBL)dZBL
(O9BLWBL = -
OX:
The resulting equations for the stream functions are in the interior
a V2 _ea(E(s + ?, v2(Ts + ,))
O(x, z) _ 2U
2 V4 b = 0,
and in the surface boundary layer
O4 a2BL
aX OZ2L
.2 BL ().
Oz (
The kinematic surface condition becomes
Oq +4 +6 u+ 0) Dot +~+~ as+ + Ox = O(c3)19X at z = .
The normal stress condition becomes
+ (Xs +
Oz
O2g) ,
4 '1Ox>
+ aO (T + ')
ax -t-2
8z
+E2a& a2 ) 22
+6 
ax aX22 +1 _2 a' H
32 \axJ 83
- 2.2 0 31 3- 2 2 a 
Oz3 aXc2Z
E2ON = 0( 3)
Ox
at z = 7.
The tangential stress condition becomes
0a2 02' 
z &x2 - 6--T = O(C) at z = efi.
The water surface boundary-layer thickness is of the same order as the wave
amplitude. It is therefore natural to introduce a vertical boundary-layer coordinate
which follows the actual position of the free surface. Let us introduce the coordinate
ZBL = ZBL - r(t, X). (III.4.28)
Then the time and space derivatives will be transformed as follows:
a
at
a
Ox
OzBLaz B
at at OZBL
a _ a a
Ox Ox a;zBL'
a
OBL ' }
(I111.4.29)
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'a
cuz
O9b
W -OX us = az
Oz'
(III.4.22)
02 BL
OtOZBL
(III.4.23)
(III.4.24)
2 Or
+3 30x
a2 
(111.4.25)
Ia24
atax
02 ¥)BL
8Z2ZBL
+
(III.4.26)
(111.4.27)
'is+V)a2 ?
,2C
+ fav, a- l
ax dsaz 19X
The surface boundary-layer equation now becomes
02PBL _ (ar+ aP £2PBL 20'?BL (E,
ataZBL at aX azBL
(III.4.30)
In the free-surface boundary conditions, the inviscid interior variables are evaluated
at z = er while the viscid boundary-layer variables are evaluated at BL = 0. The
kinematic surface condition becomes
97+ + EUS/0 + 20VL = 0( 3)
adt tangential stress condition becomes
and the tangential stress condition becomes
at zBL= E,
;~BL -- O,
(111.4.31)
O 2 IPBL a2 2 -2
taZBL az2 X- /-1 T = O(E)
BE'L Oz2 2
at { ZBL= .
The normal stress condition does not change subject to the coordinate transformation
(III.4.28) since it does not involve any boundary-layer variables in water at the present
order of accuracy.
In the surface conditions we can now let the boundary-layer variables remain
evaluated at the true surface ZBL = 0, while the inviscid interior variables can be
Taylor-expanded around the equilibrium surface position z = 0. The kinematic sur-
face condition then becomes
at + + 
t ax Y V (9 dz axiz
+ 2 (aS r1 aBL a71 22 + 2 3 ) (e3)
Oz ax ax ±2X z±2 2 aX1zZ2
The normal stress condition becomes
2 p 2 ar 1 d03?7 o U s 02 asp aVU 02z _ 3 3 + U± _ - U 2 +
ataz 3ax 3aX3 ax az 'Xz OX aZ2 '
at z = O,
ZBL = 0.
(111.4.33)
a02 ap 03_
OxOzz + Otaz2
d0x a a qX u a Oz a a TX2 aX Z23 u apX a3 a 3
Ox+ Otrx 2 + 2 1 2 OxO2 Ox Oz3
+x x2 -z Oaxx(z2 a + 32X az xz x Z3x tawxz
a7? a3 2) a? \2 a3 ? 02 2 aN = 3 0,
+ " o ata~xaz - 2 dJzz O3 xx ax2 / +(- )
____ - IX ) + at
.4.34) = 
(I11.4.34)
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(111.4.32)
The tangential stress condition becomes
12 PBL +2. 2 a2 2p 0 = 4a = 0 (III.4.35)
BZBL z2 O2
In the boundary-layer equation (III.4.30) the inviscid interior variables must be
evaluated within the boundary layer z = e(7 + ZBL), and hence it becomes
(92IOBL _(97 02/' \1 2PBL 2 0"OBL
ata2BL (Oat Ox _O) a2L 2Z3BL = O(E). (III.4.36)
By using the kinematic surface condition (III.4.33), the boundary-layer equation sim-
plifies to
a2 0 BL_ = O(e). (111.4.37)
atOZBL OZB L
The decaying boundary condition at large depth is
, - 0 as z - -oo. (III.4.38)
We now expand the unknown water disturbance field variables in perturbation
expansions. The appropriate expansions are
7 = 71 + E2 + 2r327+..., (III.4.39)
= 1 + e- 2 + 3 ' 3 +..., (III.4.40)
where all the perturbed quantities depend on the fast coordinates (t, x) and the slow
modulation coordinates
(tj, xj) = 3i(t,x) for j = 1,2. (III.4.41)
These perturbation expansions have been carried out by the symbolic computation
system MACSYMA. The perturbation equations at each order are given later, when
their solutions are discussed.
111.4.2 Air flow-field equations and boundary conditions
After we substitute the expansions (III.4.1)-(III.4.10) into the governing equations
for the air flow field, we get the leading-order equations
OuT OwT-
- =- = , (III.4.42)
Ox Oz
Oaut + S at$O .Ou Ta ±p _y-20'2IV2UT = -- 1 -WT' -a + O(e), (III.4.43)
aOt 
+
' Ox +
-- _ +i OV 2 ,
,OW -+ USC9WT&x+ OPTz' _ l,-j,,2V2W1 (III.4.44)
at + z 'z - =
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In the linear part on the left-hand sides of (III.4.43) and (III.4.44), the viscous shear
derivatives contribute to leading order
a' a2 u' a2UBL 2uBL
1-AV = + L + o -L
and
-1v2 a 2 w' 0a2' 2WBL +-1 B2L
I"-'V2W =O - ' + JL z'WT 6X2 dZ2 da;2 az2BL
On the other hand, the leading-order nonlinearity on the right-hand side of (III.4.43)
contributes
E- 1 w T = EW + qC91 UBL a u' EWL BL,z EL' _ + eIWBL'~zz + BL0
at at ZBL aZ Z'BL
We have written out the scaling factor pi explicitly to indicate the importance of the
boundary layer.
For a single wave, the nonlinearity in (III.4.43) give rise to second and zeroth
harmonics at the leading nonlinear order, which will then in turn give feedback to the
first harmonic at the next higher order in nonlinearity. It can therefore be anticipated
that the resulting correction to the growth rate will be of order ((E 2A-1), which can
be neglected here. However, for Wilton's ripples, the first and the second harmonics
have equal magnitudes, and the above nonlinearity will give a correction to the growth
rate of relative order 0(e-1'), which is of the same order as the correction due to
the tangential stress, and is within the highest nonlinear order of our theory. From
the results of Hara & Mei (1994) (their figure 1) and later from our figure III-6 it
can be inferred that the tangential stress can contribute roughly 20-30% of the total
growth rate. We shall therefore compute the nonlinear correction to the growth rate
and assess its importance.
The no-slip surface boundary conditions are
u + Us = u + Us + O(e) at z = ETr, (I.4.45)
T = + ( 2 ) at z = e/. (III.4.46)
The boundary-layer components of the flow-field in water are too small to be ac-
counted for here. Note that we can Taylor-expand both the interior and the boundary-
layer components of the air variables around the equilibrium surface position because
the boundary-layer thickness in air is greater than the surface displacement. After
the boundary conditions are Taylor-expanded about the equilibrium surface position,
and the terms that only govern the shear current are eliminated, we get
OU'S
u = - U 7 -1 a--- + (E) at z = 0, (III.4.47)
WT = + O(e) at z = 0. (III.4.48)
The pressure is now eliminated between the two momentum conservation equa-
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tions (III.4.43) and (III.4.44). We then use the stream function introduced for the
interior flow field in water (III.4.22), and also introduce a stream-function in air,
uT = s' = - T (III.4.49)
It is implied that the interior and boundary-layer components are IT = ' + fbOBL.
The resulting equation for the stream function then becomes
aV2 + aav2T a _ -22V 4T = O-U a t T (
0 alrx &z2 X + 0().
(11.4.50)
The no-slip surface boundary conditions become
-a1 p o au's aOT
az - _  _ a2 + O(E) at z = 0, (1.4.51)aza az fita5 
T= a + O(e) at z = 0. (III.4.52)
We also require that the wave disturbance vanishes at great height,,
O/ - 0 as z - 00. (II1.4.53)
After the stream-function has been solved, the pressure can be found from the x-
component of the momentum equation
Op/ - 2 / _ U' Sa2 T+ au+S + aV-2,22a2
aT + _aa2,$, _-j- + fit a V + et,- _ + o (e).ax ataz Txz z x- +x(E).
(III.4.54)
In the equations for the wave disturbance in air (III.4.50)-(III.4.54) there are
several small parameters. The linear terms are multiplied by pI and elA- 2 which are
in the ranges < <  3 and e3 < fe/-2 < 1. The nonlinear terms are multiplied by
qr- l which is in the range < efL- < e½. Hence it is seen that the leading-order
contributions from all the linear terms are more significant than the leading-order
contributions from the nonlinear terms. It is then natural to solve the problem by a
perturbation method, in which we make use of the small parameter efi- 1 multiplying
the nonlinear terms. For simplicity, we let the entire linear expression on the left-hand
side of (III.4.50) be denoted by L(V2,T) and the nonlinear right-hand side be denoted
by NL()T,), such that
L(2T/) = Q,-L1NL(%). (111.4.55)
We then expand
- = (1) + ep-I'( 2)+ ... , (III.4.56)
p -= p() + -p(2) +..., (111.4.57)
N = N(O) + -'N(2) +..., (III.4.58)
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such that the full linear response is accounted for at the leading order and the qua-
dratic nonlinear correction is accounted for at the second order. We use upper indices
in parentheses to denote the order to avoid confusion with the scaling scheme of the
water-problem, which is in terms of a different ordering parameter. We also invoke
the expansions in water (III.4.39) and (III.4.40).
At the leading order we have the linear homogeneous equation
L(O ( '1)) = 0 (III.4.59)
which is forced by the boundary conditions
b8(1) al au's 0_(1) am,
-=A - a4i1 and A = at z = 0. (III.4.60)
at9 dz r9 ad -- x
At the second order O(e/ - ') the governing equation is forced by a nonlinear inhomo-
geneity
L(,- (2) ) = NL(V (' )) (III.4.61)
and subject to nonlinear forcing through the boundary conditions
a8( 2) a2 (') a0( 2 )
2 1 and = 0 at z = 0. (III.4.62)
III.5 Evolution equation for a single gravity-cap-
illary wave
Hara & Mei (1994) derived an evolution equation for a single gravity-capillary wave,
where the effects of wind forcing and viscous damping were scaled at the fourth
order. We find it useful to revisit this problem using our present scaling scheme,
in order to facilitate parts of our later discussion. Specifically, we want to obtain a
general expression for the linear growth rate due to wind and viscosity valid for any
wavenumber.
In this section we solve the problem for a single wave with arbitrary wavenumber
and frequency k and w (non-dimensional) with general slow space and time mod-
ulation. In section 111.6 we shall solve the problem for second-harionic resonance
(Wilton's ripples with k = 1 and k = 2) with general slow time modulation, but with
slow space modulation limited to a small detuning from second-order resonance.
III.5.1 First-order water interior problem
After the scales (111.4.41) and the perturbation expansions (111.4.39) and (III.4.40)
have been substituted into the governing equation (III.4.23) and the boundary con-
ditions (III.4.33) and (111.4.34), we can separate the perturbation problems at each
order of e.
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The leading order water interior problem is
a v 22 1 = 0,5t-
with surface boundary conditions at z = 0
a1 + = 0,
Ot dOx
These equations allow for basic solutions of the form
7r = A(tl,t 2, xl,x 2)ei(kx- wt) + c.c.,
1 = A(tl, t2 , 1, x2)ei(kwt)+kz + C.C.,
=,
(III.5.4)
(III.5.5)
subject to the dispersion relation
W2 k+ k3
3 3
(III.5.6)
We let the complex amplitude A depend on both the slow time and space modulation
coordinates t, t2, xl, x2, as indicated.
III.5.2 Second-order water interior problem
At the second order, 0(e), the water interior problem is governed by
VI 02 US
xaX az 2
- US 1 7V2v,1 +aV 3 ,1 _ O a;3
ax ax z3 aX3
_ 0371 0'1
OxOz 2 Z
(III.5.7)
with boundary conditions at z = 0
= - aOq1Us
Ox
O_ 1 a01
dx z
0,b1 021
x 1
7 7 OxOzOx~z
av, auS
ax Oz
02 s
- O 1 Us
aXzd
3 01 Oml O2t/
- at 2 az OtO
al, a2v)
1- 2 a0,
)x 3 0x
OxOz az
+ x2Ox
Due to quadratically nonlinear interaction, we assume a solution of the form
172 = 72,0 + 72, ke i(k z- t) + 7?2,2ke2i(kwt) ., (III.5.10)
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(111.5.1)
2 ax1
3 OxatOz
1 a3 1 = .
3 x
(III.5.2)
(III.5.3)
0a V22
at
+ a3 v0, a V -2 a3vl
ax +02aZ 1at ¾ ataaxI'
Ot2 Ox2
at ax
2 or
3 xOtOzataz
1 0372
3 Ox3
_ 71
atl, 
(III.5.8)
atl az
(I11.5.9)
2 = 1/ 2,0 + 22,kei(k - wt) + 2,2ke 2 i(k T-wt) + c.c. (III.5.11)
The governing equations at the second order give no zeroth-harmonic contribution,
and hence
and 2,0(tl, t 2 , x 1, x2 , z) (III.5.12)
remain undetermined. The first and second-harmonic problems have the general form
a1929nk _ 2kJ 2,nkzO19P2k n- n = E 2 nkek,d9Z2 (III.5.13)
with surface boundary conditions at z = 0
7
,nk - -2,nk = F2,nk,
W
1OV2,nk
Oz
k(n 2k 2 + 2) ^
3w
(III.5.14)
(III.5.15)
for n = 1 and n = 2.
The first-harmonic problem is defined by
E2,k
F2,k
G2,k
0A 02Us
-2iwa04 - zU2 (z)A,
-2wx-- 
= US(O)A- i A OA
w w t, kI x''
OUS (3k 2+ 2) OA
= ---~-(O)A-kUS(O)A-iOz'a't''~ 3w Ox1
(III.5.16)
.OA1--1
0t,
(111.5.17)
(111.5.18)
Because the second-order first-harmonic problem is forced by its own homogeneous
solution, it must be subjected to a solvability condition to avoid secular behavior.
This solvability condition follows conveniently from Green's formula
j° + z2 - 21 dz =0z2 -?tlw' a ]- C,1 90'-az .00F )Ii (II1.5.19)
where i1,1 is the homogeneous solution. The solvability condition yields the slow
evolution equation
3k 2 A2 + 2 k
6w xl + 2i k oo
OA
atI e
2kUS (J) dJ A = 0.
The particular solution is= (2ke- k f_° e2k U () d - US (z)e )kz A-i k2 -2 DA kz+ 6w- l e6kw ax,
k2 + 2 kz  3g 7/2kz,
+ 3w )2,ke ,
?iV2,k
(111.5.20)
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(III.5.21)
fhz,o (4 t X1 i X2)
where 42,k is so far undetermined. Hara & Mei (1994) set it equal to zero, while Jones
(1992) kept it as a parameter in his equations for Wilton's ripples. We shall keep it
as a parameter to facilitate comparison with both of the previous works.
The second-harmonic problem for 2,2 is defined by
E2,2k = 0, F2,2k = kA 2, G2,2k = -kwA 2 . (III.5.22)
The particular solution is
3k22w 3W2
'2,2k = 2(k _ Ae2 klA e ,2 = - A2I) (III.5.23)2(k2 - 1 )Ac 2(k2 - 1)
We notice that the solution for the second harmonic breaks down when k = 1,
corresponding to second-harmonic resonance (Wilton's ripples). The integral terms
give phase shifts corresponding to the Doppler shift induced by the shear current in
the water.
The slow evolution equation for A corresponds to the leading order of equation
(4.7) in Hara & Mei (1994). The integral term in our slow evolution equation corre-
sponds to their coefficient 00o, which is defined through their equations (A6), (A22)
and (A27). Their result agrees with our result provided either the sign is corrected on
the right-hand side of their (A22), or the sign is corrected in front of the right-most
term in their (A6). This correction in sign does not affect their resulting evolution
equation.
III.5.3 Surface boundary-layer correction in water
The boundary-layer correction is governed by (111.4.37) and the tangential stress
boundary condition (III.4.35). Their leading order contributions are
02¥'BL 2~?PBL
t BaL 2 3 = 0 (111.5.24)
and
O2'BL 02 p & -{ Z =02¥
a BL a &x2 aV + l-'lT at 0 (1III.5.25)
The interior component of the stream function is evaluated at z = 0.
The leading order boundary-layer problem is linear, and hence we assume a solu-
tion of the form
OPBL = BL,kce( ) + c.c. (III.5.26)
We also define a harmonic expansion for the tangential stress exerted due to the
wave-disturbance in the air
T = TkAe i(kx- u ) + c.c. (111.5.27)
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The boundary-layer correction is then governed by
PO2BL k* - _ L=_ 0, (111.5.28)
O9BL W aZL
with surface boundary condition
a2&BLk = (-lk - 2kw)A. (III.5.29)
9ZBL
The solution is
PBL,k = i 2(6/r-lTk - 2k)Ae- a '1e i' iBL (III.5.30)
w
III.5.4 Third-order water interior problem
At the third order, (E2 ), the water interior problem is governed by
a 2 3 = £3, (III.5.31)at
with boundary conditions at z = 0
a973 10~/3a+ = T3, (11I.5.32)Ot ax
923 2 a713 1 3 r13at+ - __ = 3. (II1.5.33)DtO 3 x 3 aX 3
The right-hand-side expressions £3, JF3 and g3 are lengthy functions of 4)i, 2, m1 and
r2, and are not given here.
We only need to consider the zeroth-harmonic quantities introduced for the second-
order problem and the first-harmonic solvability condition of the third-order problem.
Since the perturbation problems are always linear in the highest-order variables, it
suffices to consider only the first-harmonic contribution to the solution,
73 = 3,ke(k-wt) .. + C.C., (11I.5.34)
02*3 = 3,kei(k-wt + . + c.c. (111.5.35)
We also define the harmonic expansion of the normal stress exerted due to the wave-
disturbance in the air
N = Nkl)Aei(kx-wt) + c.c. (III.5.36)
The zeroth-harmonic problem at the third order gives the leading-order governing
equations for the zeroth-harmonic quantities introduced at the second order. The
second-order slow drift is governed by
03 2.0= 0, (II.5.37)
at, (Z2'
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with surface boundary conditions
a2,0 at, -2, IA2, (111.5.38)
da2 1 Otl =
a2 2,o 2a ,oa20 + = 0. (III.5.39)
at, z 3 xl
The second-order slow drift is forced through the surface conditions. From the gov-
erning equation we conclude that b2,0 is independent of z. It is indeed well known
(Djordjevic & Redekopp 1977; Hara & Mei 1994) that P2,0 depends on the much longer
vertical coordinate zl. It follows that the second-order zeroth-harmonic solution is
not needed here for our present purposes.
The problem for the first harmonic has the form
a2 ~3,k 2 kz
a z k2 3,k = E3,ke (III.5.40)
with surface boundary conditions
-3,k- k3,k = F3,k, (II1.5.41)
,k
&a2 -3,k = G3,k- (111.5.42)
The expressions for E3,k, F3,k and G3,k are long, and are not given here.
Since the first-harmonic problem is forced by its homogeneous solution, we must
impose a solvability condition to avoid secular behavior (see equation (III.5.19)).
After using the second-order solvability condition to eliminate derivatives with respect
to t, the third-order solvability condition requires
aA 3k2 + 20A OA .3k4+ 12k - 4 2A
+ 6w + bk + (dk + iak,l) A- 723- 02
k 3 (k4 + k2 + 16)A Ai 2 + /2,k 3k2 + 2 + 0 (III.5.43)
The coef12w(ficients2 - 1) ta 6w and k depend on the shear current ix the ater, d depends
The coefficients ak,o, akl and bk depend on the shear current in the water, dk depends
on viscous shear in water and the wave disturbance in air; they are all summarized
in the next subsection.
The third-order solvability condition breaks down for k = 1, corresponding to
second-order resonance (Wilton's ripples).
The third-order solvability condition for A corresponds to the O(e) contribution
to equation (4.7) in Hara & Mei (1994) provided we set 2,k = 0. However, they
did not have wind forcing or viscous damping occurring at this order, such that our
coefficient dk has no counterpart in their equation at this order. Our coefficient ak,
corresponds to their coefficient K + 20, while our coefficient bk corresponds to their
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rK10 . While we have given our coefficients explicitly as integrals of the shear current,
they gave their coefficients implicitly as solutions of auxiliary differential equations.
To obtain analytical solutions of these auxiliary differential equations is a lengthy
task.
111.5.5 Summary of the slow evolution equation for a single
wave
We can now combine the slow evolution equations from the second and third-order
problems to get a combined evolution equation valid over time and space tl, x 
O(E-1). This combined solvability condition is
3k2 + 2 aA
aA + 3k 26 + bk a + {Edk + i (ak, + ak,l)} A
3k4+ 12k2 - 4 02A k3(k4+ k2 + 16) AA2
72w 3 azX2 - 12w(k2 - 1)
f (0£1 ,k 3k 2 + 2 a2,k +i)ak,2k)
at, ' w ax I O= . (III1.5.44)
The coefficients that depend on the shear current in water are given by
ak,o
ak,I
= 2k2 e2kZU(z) dz,
J-oo 
= -| e2kz (US(Z))2 dz-2 4 (I2) 
bk = 4k2 1 zekUS(z) dz + 4k e2kU(z) dz.
The coefficient that accounts for viscous damping and linear normal and
stress from air on the water surface is
dk = 2k2a2 ik
2w
N(1) ka2rk2wk 2
(III.5.45)
(III.5.46)
(1II.5.47)
tangential
(111.5.48)
The complex coefficients N(1) and Tk, which depend on the wave-disturbance in air,
will be derived later in section 111.7.
The important result from this section is the fact that the linear growth rate (on
timescale t2) due to linear normal and tangential stress and viscosity, is given by the
expression
= Re {2k22 -N2w 2w Tk} (III.5.49)
This result will be used after the linear wave disturbance in air has been solved in
section III.7.
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111.6 Evolution equations for Wilton's ripples
The evolution equation for a single wave (III.5.44) has nonlinear interaction coeffi-
cients that become singular for k = 1. This is because the second harmonic k = 2 is
a free wave, and must be scaled at the leading order together with the first harmonic.
Coupled evolution equations for Wilton's ripples correct to third order were derived
by Jones (1992), but without accounting for non-conservative effects.
We here derive the coupled evolution equations for Wilton's ripples to the third
order, with the effects of wind forcing and viscous damping scaled at the third order.
We limit our consideration to general slow modulation in time only, but allow for a
special type of slow modulation in space corresponding to small detuning from exact
second-harmonic resonance.
III.6.1 First-order water interior problem
The first-order problem is identical to that given for the single wave, (III.5.1)-(III.5.3).
We assume that the leading-order solution is a superposition of a first and a
second-harmonic wave with wavenumbers k = 1 and k = 2. To account for a
small detuning from exact second-harmonic resonance, we suppose that the actual
wavenumbers of the two waves are
ka = 1 + 6a and kb = 2 + eSb (III.6.1)
Since we do not want any slow space modulation other than the cletuning, we must
then require that these wavenumbers satisfy the resonance condition exactly,
2ka = kb. (III.6.2)
and hence
6a b = 6. (III.6.3)
2
It is convenient to introduce a notation for the detuned phase
0 = x + 6x, - t. (III.6.4)
The leading-order solution for second-harmonic resonance with detuning is now taken
to be
7rl = A(tl,t 2)ei +B(tl,t 2)e2i ° + c.c., (III.6.5)
Pl = A(tl, t2)ei +z + B(tl, t2)e2 iO+2z + c.c. (III.6.6)
111.6.2 Second-order water-interior problem
The second-order problem is identical to that given for the single wave, (III.5.7)-
(III.5.9).
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Due to quadratically nonlinear interaction, we assume a solution of the form
r2 = 2,0 + 2,lei + i2 , 2e2 iG + , 3 e3 i + 2, 4 e4i + C.C.,
2 = 2,o + 0+ 2, 2ie + 22,1 eia + 2 ,2,2e e + C.C.
(111.6.7)
(III.6.8)
The governing equations at the second order give no zeroth-harmonic terms, and
hence
and 02,0 (tl, t2, z) (III.6.9)
remain undetermined. The problems for each of the nth harmonics have the general
form
°~2,- .2,n = Enen
OZ 2
(III.6.10)
with surface boundary conditions at z = 0
72,n - )2,n = F2,n,
&a12,n
1Z
n2 +2 
3 2,n = G2,n 
The first-harmonic problem is given by
- (26 a
2US 
-z2 (z)
= Us(O)A+ 6A+3A*B- iOA
1d
Us 5
-- (O)A + US(O)A + 6A-dz 3
The first-harmonic problem is forced by its homogeneous solution.
condition yields the slow evolution equation
The solvability
A + i6A + 2i
at1 6
The particular solution is
(2e-Z °| e2 Us() d -
+ j2 ,lez, 100 e2 US({) d A + iA*B = 0.US(z)ez + 6zez - 6eZ) i- 2A*BeZ6.6.1 (111.6.17)
where 272,1 is so far undetermined.
The second-harmonic problem is
= (86 z2 (USaZ2 (z)
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(III.6.11)
(111.6.12)
E2,1
F2,1
(111.6.13)
(111.6.14)
(111i.6.15)dAA*B - iat1&I,
(III.6.16)
(III.6.18)
,o0(tl, t2)
F2,2 = US(O)B + B +A2 _ (III.6.19)
aUS 14 2 B
G2,2 = - (O)B + 2Us(O)B + B - A2 1- (111.6.20)
Z ,3 at1
The second-harmonic problem is also forced by its homogeneous solution. The solv-
ability condition yields the slow evolution equation
a + -i6B + 8i oe 4 US(C) d B + -A 2 = 0. (III.6.21)
The particular solution is
,,2= (4e-2z ° e4 US(~) d - US(z)ez + 2ze2Z + 6e2) B - A2e
+ 2,2 e
2Z, (III.6.22)
where 2,2 is so far undetermined.
The third and fourth-harmonic problems are given by
E2,3 = 0, F2,3 = 3AB, G2,3 = -5AB, (III.6.23)
and
E2,4 = 0, F2,4 = 2B2, G2,4 = -4B 2 . (III.6.24)
Their solutions are
1)2,3 = -9ABe 3 z, fb2,3 = -6AB, (III.6.25)
¢2,4 = -4B2e4 z, 2,4 = -2B2 . (III.6.26)
In the two solvability conditions, we notice that the fractions and ill the slow
evolution equations are precisely the group velocities of the first and the second-
harmonic waves, respectively. The integral terms give phase shifts corresponding to
the Doppler shifts induced by the shear current in water.
III.6.3 Surface boundary-layer correction in water
The second-order problem is identical to that given for the single wave, (111.5.24) and
(111.5.25).
The leading order boundary-layer problem is linear, and hence we assume a solu-
tion of the form
BL = PBL,le + BL,2e + c.c. (111.6.27)
We also define a harmonic expansion for the tangential stress exerted by the air flow
field
T = TAe'i + T2Be2 i + c.c. (II.6.28)
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The first-harmonic boundary-layer correction is governed by
1a9BL,l _l 02&?BL,1 = 0, (III.6.29)
aZBL a
with surface boundary condition
a2BL, = (III.6.30)
and has the solution
BJL,1 = i' 2 (r' "t 1 - 2)Ae- - le- iZBL (III.6.31)
The second-harmonic boundary-layer correction is governed by
PBL,2 . 219OBL,2 2 BL = 0, (I.6.32)
O, BL ' 7 _
with surface boundary condition
2 BL,2 [ (e - 8)B, (III.6.33)
and has the solution
'BL,2 =i a2(ep- 2 - 8)Be-V-le-fZBL (III.6.34)2
111.6.4 Third-order water-interior problem
The third-order problem is identical to that given for the single wave, (III.5.31)-
(III.5.33).
We only need to consider the zeroth-llarinonic quantities introduced for the second-
order problem and the first and second-harmonic solvability conditions of the third-
order problem. Since the perturbation problems are always linear in the highest order
variables, it suffices to consider only the first and second harmonic contributions to
the solution,
713 = 73,1ei + 13,2e2i +... + .C. ., (III.6.35)
3 = 1)3,1ei + j3,2e2i° + ... + C.C. (III.6.36)
We also define the harmonic expansion of the normal stress exerted by the air flow
field
N = (All)A + N 2)A*B)ei° + (N.'2()B + A2)A2)e2 + c.c. (I.6.37)
Notice that n(') denotes linear normal stress from air, while A1(2) denotes nonlinear
normal stress due to quadratically nonlinear interactions in air.
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The zeroth-harmonic problem gives the leading-order governing equations for the
zeroth-harmonic quantities introduced at the second order. The slow drift is governed
by
03 2,0 = , (111.6.38)
atlaz2
with surface boundary conditions at z = 0
a2, = 0, (III.6.39)
Dt'
0at,4 z (III.6.40)atlaz
The second-order slow drift is not forced through the surface conditions, since we
have limited our theory to slow space modulation corresponding to a small detuning
from resonance. We may therefore for the present purposes simply set ')2,0 = 72,0 = 0.
The problem for the remaining nth harmonics all have the general form
a) 24n _ n2n3 = E3,,enz, (111.6.41)
with surface conditions at z = 0
I3,n - ¢)3,n = F3,n, (III.6.42)
0¢3,n _2 + 23 n + 3,n = G3, (III.6.43)
The expressions for E3 ,n, F3,n and G3,n are long, and are not given here.
The first and second-harmonic problems are forced by their homogeneous solu-
tions, and must be subjected to solvability conditions. After the second-order solv-
ability conditions have been used to get rid of derivatives with respect to t, the
third-order solvability conditions become
aA +dl+ i (al,+ 2 + b6)} A+i {10c + 136 - }A*B-iA41 2 2 1iAIBI2+ b
+ )21 +i (6 + a,0) Ir2, + iB7O2,1 + iA*7i2,2 = O (III.6.44)
and
aB I (, I : f, 23 62 9 5 1 ^ ) 41 2{d2 + i (a2,1 + 2 + 2b2 B+i -c+ - N(2) 2 iBIA2 -4iBIB2Ot2\ 36 +2 6 2J2 4
+ 7t22- +i 6 +a 2,0 2,2 + iAf12 ,1 = 0. (I.6.45)
The coefficients a,,l b,,, c depend on the shear current in the water, while the coeffi-
cients d, depend on viscous shear in water and the wave disturbance in air; they are
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all summarized in the next subsection.
III.6.5 Summary of the slow evolution equations for Wil-
ton's ripples
We can now combine the slow evolution equations from the second and third-order
problems to get combined evolution equations valid for time tl = 0(e-1). These
combined solvability conditions are
OA (jd1 ± (51a 1+ +ed i alo eal, 6 ebl + ) A
+i 1+~10E1c+ 'E -+eR() AB + AIA12 21 icAIB 26 272
+ e {-- + i (5 + al,o) 2,1 + iB/l2,1 + iA'* 2 ,2 }
a ( 7 23,Ej
+ d2 + i a2,0 + a2,1 3 + 2b 2 + -e6) B3 36
{ 1 9 5 1 _l(2)A2 4 124iB 2
+ e 1 + i + a2,0) -2,2 + iA242,1at+,±i3di 0t 3- LV I~ `~C1
= 0(III.6.46)
= 0. (III.6.47)
The coefficients that depend on the shear current in water are given by
al,o
a 2,0
a
a
= 2 je2zUs(z) dz,
= 8 e4ZUS(z) dz,
-o
1,1 -= e2Z (U(z)) 2 dz -2 ( e2ZU(z) dz) 2
2,1 = 4 e4Z (US(z)) 2 dz- 16 e4zUS(z) dz)
bl = 41 ze2zUs(z) dz+ 4 e2Us(z) dz,
-00 -00
b2 = 16 ze4ZU(z) dz + 8 e4 US(z) dz,
c = 2 j e4US(z)dz - e2zUS(z) dz.
-00 -00~~~o
(111.6.48)
(111.6.49)
(111.6.50)
(111.6.51)
(111.6.52)
(111.6.53)
(III.6.54)
In figure III-4 we show the coefficients that are linear functions of the shear current
(al,o, a 2,o, bl, b2, c), and in figure III-5 we show the coefficients that are quadratically
nonlinear in the shear current (a,,1, a2,1). Recall that the shear current was defined
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Figure III-4: Linear integral coefficients in water.
by equation (III.2.17). The air friction velocity is allowed to vary in the range 0-0.16
m/s.
The coefficients that account for viscous damping and linear normal and tangential
stress from air on the water surface, are
d = 2a2 -N, -T1) , (III.6.55)
2 2
2 = 82-N2 1) -a2. (III.6.56)
2 2
Recall that the coefficients .N(2) account for nonlinear normal stress from air on the
water surface. The complex coefficients N?7') and T, which depend on the wave-
disturbance in air, will be derived later in section III.7. Numerical computations of
these coefficients will be given in that section.
Jones (1992) derived an analogous system of two coupled cubically nonlinear
Schr6dinger equations for the case of no wind, shear current or viscosity, but in-
cluded general spatial modulation on scales xl and yl. To compare our slow evolution
equations with his/her corresponding equations (2.28)-(2.31), we first set
2,1=2.A*B + 6A+ A( 2), 2 3A2 - 6B + B(2), (111.6.57)6 2,2 4 6
where A (2) and B(2) are new and so far unspecified variables, and then perform obvious
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Figure III-5: Nonlinear integral coefficients in water.
changes in notation.
All of our coefficients that are not associated with wind, induced shear current or
viscosity, are in exact agreement with Jones (1992), except for the coefficient in the
first equation multiplying 6A*B. To resolve this problem, we rederived the evolution
equations of Jones (1992). On the left hand side of their equation (2.22), there should
be an extra term -4ika 2xa*. In their equation (2.23), the second last term on the
left side should not be there. In their equation (2.24), the second last term on the
left side should read -4ia2xa*. I their equation (2.25), the last term on the left side
should be -ka 2 xa*. And finally in their equations (2.30), the last term on the left
side should be -a2xa*. When these corrections have been accounted for, our results
agree with Jones (1992).
The coefficient c (III.6.54) for the quadratic terms does not appear to have been
derived in previous literature.
This model has only two independent parameters: (1) the strength of the wind,
given in terms of the friction velocity in air u', and (2) the detuning parameter 6.
In the following we set 2,1 = 2,2 = 0 without loss of generality, in order to simplify
the notation. We can do this because these quantities are simply the coefficients of
the homogeneous part of the solution of the second-order perturbation problem.
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III.6.6 Energy and momentum of Wilton's ripples
It is useful to derive expressions for the energy and momentum of the two inter-
acting Wilton's ripples, in order to see how the non-conservative effects affect these
quantities. A derivation is given in Appendix III.A. The total energy is
E = 2(IA12+ 21B12)
+e ((IA 2 + 41BI2) + 2(al,0lA2 + a2,0lB2) + Re(A2B*)) (III.6.58)
Upon taking the time derivative of the total energy, we find
aE DE
atl at2
= (-4(dl,RIA12 + 2d2,RIB12 ) + 2 Im {A2B* (N 2)* - 2N. 2)) }). (III.6.59)
The change in energy is due to viscous dissipation and work done by linear and
nonlinear stress on the surface. Although only the imaginary part of the linear normal
stress R11) is involved (through the real part of dk), we see that both the real and
imaginary parts of the nonlinear stress I(2) affect the total energy.
The total horizontal momentum due to the wave disturbance is
A = 2(A.412 + 2B 2) + ((51. + 14B1) + 2U(O)(A 2 + 2BI 2)
aUs
- a (0)(IAI2 + IB12) - 2(aloAI2 + a2,0lBI2)az
- Re(A2B*)) . (III.6.60)
Upon taking the time derivative of the momentum, we find
at1 at2
= (-4(d,RIA + 2d 2,RB + 2 Im {A2B* ( 1(2)* _ 2 2)) }
+ 2 In {A2B* (2a,0o - a 2,0 + 2 z (O) }) (III.6.61)
The change in momentum is due to viscosity in the water, linear and nonlinear stress
on the surface, as well as the induced shear current in water.
W'e notice that the momentum and the energy are identical to leading order.
111.7 The wave-disturbance in air
The leading-order linear perturbation problem in air is generic for simple-harmonic
waves. We first solve the linear problem using the formalism of section 111.5 for
the evolution of a single wave. The second-order nonlinear perturbation problem
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is specific to the case of Wilton's ripples, and does not appear to have been solved
previously. Hara & Mei (1994) reported that nonlinear self-interaction in the air was of
leading order importance in their model for a single wave. For our purposes, nonlinear
self-interaction occurs at the next higher nonlinear order, and is not important here.
III.7.1 First-order problem in air for a single wave
The wave-disturbance in water is given by the leading-order solution in section III.5,
equations (III.5.4) and (III.5.5),
r7l = Aei(kx-wt) + c.c.,
2P = WAei(kx-wt)+kz + c.c.
k
(111.7.1)
(11.7.2)
We may then assume the following expressions for the air disturbance field
(1) = k(') (z)Ae(kx-wt) + c.c.,
p(1) = :ll)(z)Aei(kx-wt) + c.c.,
N( 1) = NI/ )Aei(kx-t) + c.c.,
T = kAei(k- wt) + c.c.
(III.7.3)
(III.7.4)
(11.7.5)
(111.7.6)
The governing equation for (1) now becomes an Orr-Sommerfeld equation(2.k2) ~-k)
-[w kUs - ia'2 (0 2 k2)] (0k2 k2) +
with boundary conditions
(1) W
kf = and = waz
dOzu
02z
2 U'S (')k-Z2 ¢ =o
at z = O.
(111.7.7)
(111.7.8)
The pressure then becomes
41) U= auS() + (_) u's + ika'2 ) ' k/ z
The evolution of the wave (111.7.1) is governed by the cubic evolution equation
(III.5.44). In particular, recall that the linear growth rate for the amplitude on
timescale t2 is given by (111.5.49):
= Re {2 2 + ik C(,)
2w '
1( l ) -PA'' -P
{_P(1) +2
(III.7.10)
(111.7.11)and Tk = aZ2k )
pv z2
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ia'2 a3'0 )
k z3 (111.7.9)
were
+2w 'tk 
Numerical computations of growth-rates are shown later in this section.
I11.7.2 Second-order problem in air
The water-surface wave-disturbance for Wilton's ripples is given by the leading-order
solution in section III.6, equations (III.6.5) and (III.6.6). In terms of the phase
(III.6.4), = x + 6x1 - t, the leading order flow-field in water is
rl7 = Aeie + Be2ie + c.c., (III.7.12)
,1 = AeiG+z + Be2 i8+2z + c.c. (III.7.13)
The leading order 0(1) response in the air is
iD(1 ) = i(l)Aei O + r- () Be2 i + c.c., (III.7.14)
p(') = l5')Ae'i + (l)Be2i0 + c.c., (III.7.15)
N ( 1) = T(l)AeiO + IT2l)Be2io + c.c., (1II.7.16)
T = T1Ae'i + T2 Be2 i + c.c., (III.7.17)
where 'M), (l), N(J1) and Tk cal be obtained from the results of the previous subsec-
tion by setting k equal to either 1 or 2, respectively.
At the second order 0(e - 1) we need only account for the first and second har-
monics
(2) =- ~1/2)A*BeiO + .(42)A2e2iO + c.c., (III.7.18)
p(2) = I 2 )A*BeiS +if2i)A2e2iO + c.c., (III.7.19)
N(2) = (2)A*BeiS + r(2 )A2e2i + c.c. (1II.7.20)
The governing equations for (2) are the inhomogeneous Orr-Sominerfeld equations
[1 - S US a )] 2 ) (2) a2U' 2 )Oz-- 1)1 \ dz' 1)6 1(2) dt" V/'+ z
za6 +2i¢2 ' ) a (III.7.21)
and
O)2 " a (III.7.22)[2 2U's - (a 4)] (D2-4) 2) +2a 2 (2)2= i (111.7.22)
with boundary conditions
0(2) 2210) 2(1)*(2) = 0, z = - at z = 0 (111.7.23)
u/I 19Z 19Z2 z 2
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and
(2) = 0 a'2) _ a2 1 t z
The first and second harmonics of the pressure then become
=0.
2) OUIJ'/(2)( 1Sus ia2) a?(2) i,2 3 ) 921)*2 
p (2)= U (2)+ (1 - U' + 2ia'2 ) a+ 2) _ a'2 ap_ 1" (2
= Oz ) ond-orderz 2 IgOdraticzall3 +~v i ,2 C
The second-order quadratically nonlinear normal stresses are
+ 21) 
(111.7.25)
1~_ (.7.26)
'Z-
2) = _ 2N'k k for k = 1,2.
There is no significant quadratically nonlinear contribution to the tangential stress
within our level of approximation.
Numerical computations of growth-rates are given later in this section.
III.7.3 Numerical solution of the Orr-Sommerfeld equation
We use the relaxation method as described by Press et al. (1992), pp. 762-772.
The Orr-Sommerfeld equation is first written as a system of eight real and coupled
first-order equations by introducing the real variables Yk(T7 as follows:
a2(,~) ~ (-) i()k = Yk,1 + iYk,2 ,
az 2 =k,5 + iYk, 
_,_  c m) .(n)
a- Yk,3 + yk,4 
_Vk _ = (I ) . (im )
az -- = Yk,7 + lYk,8 
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(III.7.24)
(111.7.27)
The system then becomes
/
-l [(kU'S
-7 r. ur's
Yk,3
(m)
Yk,4
(m)
Yk,5
(m)
Yk,6
(m)
Yk,7
(m)
Yk,8
2k2y() -k4 Y(7)k Y ,5 k,l
-) (ik2n , (n2)-k + I F)]
-W(Yk,6 -Yk,. 2 )kZ 2 Yk,2 ]
2k2Y () -4 (M)2yk,6)- ) -k ,2+ )]
_ w,(k( - 2Y)) - kSM + Re F(m)]5~ ~~~ k--b OZ2 uk, 
(I
We let F(m ) denote
equation. Hence
the inhomogeneity on the right-hand side of the Orr-Sommerfeld
F(1) = 0 for k = 1,2,
and
F(2)= _i () a33)
OZ3
+ 2i(' ) a' )* F(2) = i(l ) a3'J1
2 = IO I aZ 3
The boundary conditions at the surface z = 0 for the leading-order problem are
(1) -Ykl - (1) = - aYk,2 -O, -- , aW ' Oz' (1) = O0Yk,4 (111.7.31)
while for the second-order problem, they are
(2) (2) = 0,Yk,1 - Yk,2
where
G1 = 0q2:
Oz
y(2) = ReGk,
(1) 02¢1 )*
2 2,'
t2 aZ,2 )Yk) = I Gk,G2 = - -'OZ2 '
At great height, we impose the boundary conditions
ak + k m ) = 0,
a2')
az 2
+ k°k
0% = 0,
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0
Oz
Ykl' I
(m)
Yk,2
(m)
Yk,3
Yk,4
(i)
Yk,5
(i)
Yk,6
Yk,7
Yk,8
/
[1.7.28)
(III.7.29)
(11.7.30)
(III.7.32)
(III.7.33)
(III.7.34)
(III.7.35)
(m) x
r
\ al Lk-V
1
in order to ensure that the solution decays exponentially and the viscous boundary-
layer component is absent high above the water surface. These conditions then be-
come
Y(M + k -(M)=0, Y(m) + ky(m) = 0, y(m + = 0 () + ky() = 0.
A,3~) + kj k = O, yc,4 T ~Yk,2 Yk,5 T "Yk,3 Yk,6 "'Yk,4
(111.7.36)
We use a fixed but non-uniform mesh that gives a finer resolution near the water
surface than high up in the air. We define the mesh by
0 for 1=1
zl = zl 1 + h for 2 < I < L* (III.7.37)
zl-li+(l-L*)h for L*<I<L
for some choice of h, L* and L. We have taken L = 1000, L* = 800 and L*h = 1.0.
111.7.4 Numerical values for linear and nonlinear growth-
rates
In figure 111-6 we compare our linear growth rates (III.7.10) to the asymptotic growth
rates inferred from Gastel et al. (1985). We also show the influence of the tangential
stress Tk on the total growth rate. It should be noted that we present the growth
rate of the amplitude, while they presented the growth rate of the energy, which is
twice the growth rate of the amplitude.
The tangential stress is seen to contribute to a larger growth rate for air fric-
tion velocities larger than 0.050 m/s, while it contributes to a larger damping rate
for smaller air friction velocities. Our numerical results agree rather well with the
asymptotic results of Gastel et al. (1985) for all but their weakest wind. This is
because the assumptions for their asymptotic analysis are violated for weak winds,
as discussed in section III.3.
In figure III-7 we show the real and imaginary parts of the linear coefficients
dl = dl,R+idl,I and d2 = d2 ,R+id2,i, (III.6.55) and (III.6.56), for air friction velocities
in the range 0-0.16 m/s. The linear growth rates for the first and second harmonics
of Wilton's ripples are of course given by the real parts of the coefficients, dl,R and
d2,R-
For the long-time evolution of Wilton's ripples, we are interested in situations
where damping and growth balance approximately over a long time. If nonlinear
growth can be neglected, we can anticipate from figure III-7 that the appropriate
range of air friction velocities is roughly 0.09-0.14 m/s.
In figure III-8 we show the real and imaginary parts of the nonlinear normal-stress
· h~F~:,T ~(2) ^(2) . ^ (2) ^ (2) ^ (2) _ .,(2)coefficients N2) = N + 1 and N2 = N + iN.,R equation (III.7.27), for air
friction velocities in the range 0-0.16 m/s.
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Figure III-6: Our linear growth rates with tangential stress (a) and without tangential
stress (c), asymptotic result of Gastel, Janssen & Komen (1985) (b). Air friction
velocity u': 0.248 m/s ( ..), 0.214 m/s (- - -), 0.170 In/s (- ... - .), 0.136 m/s (- . ),
0.050 m/s (- -- -), and no wind (solid line). The tangential stress contributes to
larger growth for u' > 0.050 rm/s, and stronger damping for u' < 0.050 rn/s.
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Figure 111-8: Nonlinear coefficients N), equation (111.7.27).
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III.8 Dynamical system for time-evolution
Recall that the original dynamical system for the complex coefficients A and B is
four-dimensional when it is written out in real form. Here A is the amplitude of the
first harmonic and B is the amplitude of the second harmonic of Wilton's ripples.
This system can be reduced to three dimensions due to the fact that the phase angles
appear in only one dynamically significant combination.
Let us rewrite the complex amplitudes into polar form
A = Ueio l, B = Vei°2, X = 201 - 02. (III.8.1)
Hence the absolute amplitudes of the first and second harmonics, U and V, are non-
negative, and X is the total phase angle. We also split the linear complex forcing
coefficients dk and the nonlinear normal stress Nk2) into real and imaginary parts
dk = dk,R + idk,I NkT 2 ) n(2) + ik 2) (III.8.2)
The reduced system in polar form is
dU 1 2) COS s
t = -Edl,RU - 2N,(2UV cos + UV sin , (III.8.3)
dt - cos s i n,
49
4 2 + TyE.2 (III.8.5)
The coefficients a, are given by
13 1 i · (Il .8.6)
c(1 = kl,o + E, - + -10c + (2) (111.8.6)
a2 = a2,0 + Ec2,l = + e 6 + 2C- 2(1II.8.7)
= 3,0 + La3,1
2
= -2alo + a20 + 63
+ e (-2ali + a2 + 2(-bi + b2)6 + 32 2d, + d2 . (111.88)
This representation is well defined for U > 0, V > 0 and is 27r-periodic in 0. The
representation is singular for U = 0 or V = 0.
Following Vyshkind & Rabinovich (1976), we next introduce the transformed vari-
ables
X = V cos 4, Y = V sill ¢, Z = U2. (III.8.9)
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Hence Z is non-negative and measures the square of the amplitude of the first har-
monic. The radial distance from the Z-axis, v/X 2 + y2, is a measure of the second-
harmonic amplitude. The dynamics is confined to the upper half of the XYZ-space.
The angular position in the XY-plane relative to the Z-axis gives the total phase
angle b.
The dynamical system now becomes
dX 1 (2)Z )y2 49
-ed2,RX - a2, - 2, -2aXY - 1,Y +4 YZ
-17(X 2 + y2)Y, (111.8.10)
dY 49
= 3X - Ed2,RY + a2Z + 2a1X2 + ENi(2)X - 4 XZdt1 1 4
+ 17eX(X 2 + Y2), (III.8.11)
dZ 2 )
= -2ed,RZ - EN(2) Z + 2lYZ. (III.8.12)
This representation is well defined for Z non-negative. For Z = 0 the representation
is still mathematically well defined, but the physical interpretation is that of a pure
second-harmonic wave, and hence the notion of a total phase angle becomes ill-
defined.
The energy (II.6.58) and horizontal momentum (III.6.60) are now expressed by
E = 4(X 2+y 2)+2Z+eX'Z+E ( 6 + 2a2,0) (X2+Y2)+e (3 5+ 2a,0) Z, (III.8.13)
and
= 4(X2 + 2) + 2Z- ,XZ + ( - 2a20 + 4 S() - U 2 + 2)
+ E (6 - 2a,0 + 2US(O) - () Z. (111.8.14)
The time evolution of the energy and momentum is governed by
-t, 8 + - - I + ) \ 1,R 2,R) YZ,
(III.8.15)
and dM- 8 (x + 2) 2dt = - 8Ed2,R(X2 + Y2) - 4Edl,RZ - (2:) + 4N(2)) XZdt, 1I 
+ e (2N -4r 2-4 - 8c + auS (0)) YZ. (III.8.16)
These time derivatives can be obtained either by differentiation of (111.8.13) and
187
(II1.8.14) and using the dynamical system for X, Y and Z, (II.8.10)-(III.8.12), or
they can be obtained by transforming the previous results (III.6.59) and (III.6.61)
into the reduced XYZ-notation. The same result is of course obtained either way.
The divergence of the flow-field of (III.8.10)-(III.8.12) in phase-space takes a par-
ticularly simple form,
aX + a-Y + aZ= -2E(d,R + d2,R). (II1.8.17)ax a z
Hence we have global conservation of volumes in phase-space when dl,R + d2,R = 0.
Note that only the linear non-conservative forcing coefficients are present in the ex-
pression for the divergence of the flow-field in phase-space. The physical interpretation
of volumes ill phase space is not readily obvious since X and Y are both proportional
to the amplitude of the second-harmnonic wave, while Z is proportional to the square
of the amplitude of the first-harmlonic wave.
III.8.1 Second-order behavior
It is instructive to first consider the second-order behavior in the XYZ-notation. To
this end, we set = 0 in equations (II.8.10)-(III.8.12). The dynamical system then
becomes
X = -a 3, 0 1Y + 2XY' (III.8.18)
' - 3,OXr+ -Z 2X2, (III.8.19)
2
Z = -2YZ. (III.8.20)
The second-order energy or momentum is conserved, and is given by
E0 = 4( X 2 + y2) + 2Z = constant, (III.8.21)
The constancy of energy confines the dynamical behavior to the portion of an upside-
down elliptic paraboloid that is above the XY-plane. For a given energy E 0, we must
require that
X2 + y2 < lE (III.8.22)
-4
in order to be within the domain of the elliptic paraboloid for non-inegative Z. Upon
eliminating Z, we get the Hamiltonian system
X, = - 3 ,OY + 2XY = aY (III111.8.23)
1 OH17 = aa,0 X  , (111.8.24)4 x
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with
H(X, Y) = c-23 o(X2 + y2) + X(X 2 + y2 - 1 (111.8.25)
The trajectories on the elliptic paraboloid can hence be obtained by computing the
level-curves of H.
We now look for fixed points of the second-order system. For Z = 0 initially, then
Z = 0 for all time. This implies that a pure second-harmonic wave is a steady-state
solution. For Z > 0 there are at most two fixed points (Xc, Yc, Zc) defined by
1
3X2 - a3,oX - E = 0, Y = 0, Z, = 4X2 - 2a3,oX,. (II.8.26a, b, c)4 I
At the fixed points, the linearized system for X and Y is
d X-0 a3,0+ 2X, ) -(z ) (111.8.27)
dt ( - a3,0 - 6XC 0 ) Y _ E (III.8.27)
This system has eigenvalues
A = i/(3,0 - 2XC)(a,0 - 6Xc) = ±i /, 0 - 4a3,oXc + Eo, (II1.8.28)
where we have made use of (III.8.26a). To see that the radicand is non-negative, we
may calculate its minimum value with respect to a3,0 while keeping X, constant as
a parameter. We then have 23,0 - 4Ck3 ,oXc + Eo > Eo - 4X2 which is non-negativ'
by the constraint (111.8.22). Ve have therefore established that the fixed points are
centers on the surface of the elliptic paraboloid.
The second-order conservative system has in fact a continuum of centers along the
parts of the parabola (III.8.26c) that is above the XY-plane. From (III.8.26c) and
(111.8.22) we see that the part of the parabola that emerges from the XY-plane at
Xc = 0, gives rise to fixed points at all energy levels E0. The part of the parabola that
emerges from the XY-plane at Xc, = a 3,0 gives rise to fixed points at energies Eo >
a3,o. Hence there are two centers when Eo > 3 and one center when Eo < a30 For
E = a, the steady state solution Z = 0 (the pure second-harmonic wave) bifurcates
into a new center with Z > 0, which represents a steady progressive combination
wave of the first and the second harmonics. This bifurcation was first discovered by
Chen & Saffman (1979), and has recently been discussed in a more general form for
arbitrary three-dimensional resonating triads of gravity-capillary waves by Trulsen &
Mei (1995)6.
In figure III-9 we show a bifurcation diagram indicating the regions of one and two
centers in the parameter plane (a 3,o, Eo). We also show some sample phase portraits
projected onto the XY-plane for energy Eo = 0.01. The phase portraits are confined
to the region X2 + y2 < Eo.
In figure III-10 we show three-dimensional trajectories of the second-order system
by solid curves for one specific energy level Eo = 0.01 and for u' = 0.1 m/s and 6 = 0.
fSee section 11.7.
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Figure III-9: Second-order behavior. Bifurcation diagram showing regions of one and
two centers in the parameter plane (as3,o, Eo). Sample phase portraits projected onto
the XY-plane for parameter values indicated by x.
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Figure III-10: Trajectories of second-order system for u' = 0.1 m/s, 6 = 0 (a3,0 =
0.0572) and E = 0.01 (-). The parabola of fixed points indicates the locations of
the centers (-- -).
This implies that a 3,0 = 0.0572 according to (II.8.8), and corresponds to one of the
phase portraits plotted in figure III-9. The parabola of fixed points is shown with a
dashed curve for Z > 0. The orbits are seen to be located on an elliptic paraboloid.
In figure III-11 we show the surface elevation rl = m1 (equation (I.6.5)) for one
wave period (0 < 0 < 27r) corresponding to the steady-state solutions at the two
centers. We have again set Eo = 0.01, u' = 0.1 m/s, 6 = 0 and hence a 3,0 = 0.0572.
We have arbitrarily set the phase angle 01 = 0; the exact choice is immaterial since
it only affects a trivial pltse shift and not the shape of the wave. Following the
terminology that is commonly used, we may call one of the profiles gravity-like, for
which most of the phase is spent below the equilibrium water level (due to its similarity
to a Stokes wave). We call the other profile capillary-like, for which most of the phase
is spent above the equilibrium level (see e.g. the exact solution for capillary waves by
Crapper 1957).
111.8.2 Third-order behavior
To investigate the full dynamical system (III.8.10)-(III.8.12), proper care must be
taken of the small ordering parameter e. We shall formally set e = 1 wherever it occurs
in the equations, while letting the dynamical variables themselves have magnitudes
indicative of their scales. Recall that the complex amplitudes A and B where assumed
to be of 0(e) magnitude. This implies that X, Y = O9(e) while Z = 09(E2 ). It also
follows that the energy E = (9(E2 ). In the following we therefore limit our numerical
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Figure III-11: Wave profiles for the steady-state solutions at the centers for u' = 0.1
m/s, = 0 ( 3,0 = 0.0572) and Eo = 0.01; gravity-like (-), capillary-like (...).
discussion to X, Y = O(0.1) and Z, E = 0(0.01).
111.8.3 Fixed points
We now discuss the fixed points of the full dynamical system (1II1.8.10)-(III.8.12).
First we note that if Z = 0 initially, then Z = 0 for all time. This implies that a pure
second-harmonic wave is a steady-state solution. In fact, the only fixed point in the
XY-plane is the origin
X = Y = Z = 0. (111.8.29)
This can be seen directly from the derivative of the energy (III.8.15), which requires
that X2 + y 2 = 0, and hence X = Y = 0 is then the only real solution.
The stability of the fixed point at the origin can easily be analyzed by considering
the linearized system
I x (2)d X -d2,R -a3 -2N2, I
t ( Y )= Ck3 -ed2,R a2 . (111.8.30)
Z 0 0 -2EdlR Z
It follows that the XY-plane is an eigenspace with two complex conjugate eigenvalues
A = -ed2,R ± ia3 . The motion in the XY-plane is hence spiraling either into or away
from the origin. There is also an eigenvector with eigenvalue A = -2Edl,R along the
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line defined by
= (2dlR - d2,R + 2i') X + O(2) Z = X + (2) (I.8.31)
C3 2a2 a 2
Hence the stability of the fixed point at the origin is independent of the detuning
parameter 6, but depends on the two linear wind-forcing parameters d,R and d2,R.
From figure III-7 we see that dl,R is zero for u. = u*'TC 0.090 m/s, while d2,R is zero
for u = U.LU :, 0.143 m/s. Hence for u. < u'Tc the origin is a stable fixed point
with inward spiraling motion in the XY-plane. It will later be seen that there is a
transcritical bifurcation at u' = u'Tc, by which a stable fixed point emerges for Z > 0
while the origin becomes unstable. For UI TC < u' < uLU the origin is unstable along
the eigendirection out from the XY-plane, but stable with inward spiraling motion
in the XY-plane. For u' > u'Lu both the first and the second-harmonic waves are
linearly unstable. The origin is then unstable in all directions, with outward spiraling
motion in the XY-plane.
Next we consider Z > 0. Then Z can be eliminated between the first two equa-
tions, (111.8.10) and (III.8.11), while Y can be eliminated by the third equation
(III.8.12). This yields a cubic equation for X,
EC3X 3 + C2X 2 + C1X + Co = 0, (111.8.32)
where
Co = -16dl,Raa2a3 + (e2 ), (111.8.33)
c= 8aa 3 (aN2 - 2 ) - 16( a2 (d2,R + 2dl,R) + O(E2), (111.8.34)
C2 = 16 (iN (2 - + 196ed 2,R + O(2), (111.8.35)
C= 2,I '-'1,(2) r(2) 2 + O(E2)C3 = 34 (aIN(2) - a 2N))(4a +(9(2)) (III.8.36)
Then Y is found from
(2)X + 2dR
Y Nl e 1 ,2 , (II1.8.37)
and Z is found from
4a3X - ed2,RY + 2CaLX2 1+ N(2)'Y + 17X(X2 + 2) (11.8.38)
49eX - 4 2
The cubic equation for X can give three real solutions or one real and two complex
conjugate solutions. For a solution to be feasible, it must be real and the resulting
value of Z must be non-negative. The magnitude of the solution (, Y, Z) must also be
within the theoretical bounds of our theory. Since the highest-degree term in (III.8.32)
is multiplied by the small parameter , there may be mathematical solutions that are
too large to be of any physical significance, and which violate the scaling assumptions.
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Recall the discussion in the previous subsection on the scaling magnitudes of X, Y,
Z and E.
It is in principle possible to solve (III.8.32) by perturbation. Two of the solutions
of (III.8.32) can be found by a regular perturbation expansion
X = X0+ EX, + (E2). (III-.8.39)
The leading-order problem is
c2X0 + cl X 0 + Co = 0, (II1.8.40)
while the contributions from (111.8.37) and (11.8.38) are
Y = 0(E), Z = 4XO - 2a 3,0XO + O(e). (111.8.41)
It is therefore evident that these fixed points are located approximately on the
parabola of centers found for the second-order conservative system, (III.8.26b,c).
The third solution of (III.8.32) can be found by the singular perturbation expan-
sion
X = e-lX_1_ + XO + o0(), (III.8.42)
which has the leading-order solution
X_ 1 = -. (11.8.43)
C3
However, this solution has a magnitude much bigger than we can allow in our theory,
and must therefore be rejected. In conclusion, the third-order non-conservative system
has between one and four fixed points. The feasible solutions are located near the
parabola of centers of the second-order conservative system.
In figures 111-12-II-16 we show numerically computed bifurcation diagrams where
the energy levels of the fixed points are shown as a function of the air friction veloc-
ity u' when the detuning parameter 6 takes the values -0.2, -0.1, 0, 0.1 and 0.2.
Because the mathematical solutions for the fixed points give widely varying mag-
nitudes of the energy, we show the bifurcation diagrams on both logarithmic and
linear scales. However one must keep in mind that we are primarily interested in
energies of order E = 0(E2 ). We indicate the stability of the fixed points by using
different linestyles depending on the number of stable eigenvalues, as explained in the
bifurcation diagrams.
For all values of the detuning 6, there is a stable non-trivial fixed point that
emerges at a transcritical bifurcation point u = u'TC. This stable fixed point vanishes
at a regular turning point at u = u'Tp. The value of 'TP depends on the detuning
parameter 6.
Our analysis suggests that there are three ranges of air friction velocities giving
rise to qualitatively different behavior. (1): For weak winds u < u'rTC the trivial fixed
point at the origin is stable, and is the only fixed point. Physically, this means that
viscous damping dominates over forcing by wind, and any wave disturbance will be
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Figure 111-12: Bifurcation diagram for 6 = -0.2.
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damped out. (2): For a gentle wind in the range U'TC < U' < UTP, there exists one
stable non-trivial fixed point while the origin is unstable. Physically, this means that
a gentle wind can exactly balance viscous damping and give rise to a stable steady
progressive wave. This wave is further discussed in the next subsection. (3): For
stronger winds u' > U.Tp there are no stable fixed points. Numerical experience for
these wind speeds suggests that the solution of the dynamical system always becomes
unbounded, and our theory becomes invalid after some time. Numerical computations
of trajectories in phase-space are presented later.
In figure III-17 we show the regions of qualitatively different behavior in the
parameter plane (6, u'). In the region where the system blows up (3), we can further
distinguish between the regions where volumes in phase-space contract (3a), volumes
in phase-space expand (3b and 3c), the first-harmonic wave has positive linear growth-
rate while the second-harmonic wave has negative linear growth-rate (3a and 3b), both
the first and the second-harmonic waves have positive linear growth-rates (3c). The
expansion-rate of volumes in phase-space is calculated according to (III.8.17).
III.8.4 The stable steady progressive Wilton's ripple
It is a rather narrow interval of air friction velocities U'TC < u < U TP that gives rise
to a stable non-trivial fixed point. The lower bound u'TC " 0.090 ml/s is independent
of the detuning, while the upper bound has a maximum of u'Tpm " 0.119 m/s for
6 : -0.108.
We recall that Wilton (1915) solved the steady progressive inviscid waves result-
ing from exact second-harmonic resonance, while Pierson & Fife (1961) generalized
Wilton's solutions by allowing for slight detuning from exact resonance. They how-
ever did not account for viscosity or wind, and hence their steady progressive waves
cannot really exist in nature.
Because the stable non-trivial fixed point in region (2) ill figure III-17 lies close to
the parabola of centers of the second-order system, it is approximately a special case
of the steady progressive waves found by Wilton (1915) and Pierson & Fife (1961).
We have therefore shown that a finely tuned gentle wind call balance viscosity and
give rise to stable steady progressive waves that are rather similar to the classical
inviscid steady progressive Wilton's ripples.
In figure III-18 we show the surface elevation 7 = ,r + erI2 (equations (111.6.5) and
(III.6.7)) for one wave period (0 < 0 < 27r) of the stable steady progressive wave. We
have fixed the air friction velocity u' = 0.095 ni/s and let the detuning 6 take the
values ±0.3, ±0.2, ±0.1, ±0.05 and 0. We have again arbitrarily set the phase angle
0 = 0, since this choice only affects a trivial phase shift and not the shape of the
wave. The amplitude is minimum for 6 _ -0.1. For more negative 6, the profile is
slightly gravity-like, while for positive 6, the profile is slightly capillary-like.
I11.8.5 Numerical results of phase trajectories
In the following we show trajectories (solid curves) illustrating solle typical types of
behavior of the third-order dynamical system. The second-order parabola of centers
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Figure III-17: Regions of qualitatively different behavior in the parameter plane
(6,u~). (1): The origin is a stable fixed point. (2): There exists a stable non-
trivial fixed point and the origin is unstable. (3): The system blows up. In the region
where the system blows up, we further distinguish between the regions where volumes
in phase-space contract (3a), volumes in phase-space expand (3b and 3c), the first-
harmonic wave has positive linear growth-rate and the second-harmonic wave has
negative linear growth-rate (3a and 3b), both the first and second-harmonic waves
have positive linear growth-rates (3c).
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Figure III-19: Two trajectories for u' = 0.08 m/s, 6 = 0. Stable fixed point at the
origin (0, 0, 0). Initial conditions (-0.05, 0, 0.015) and (0.05, 0, 0.015).
(III.8.26b,c) is always shown with a dashed curve.
In figure III-19 we show two trajectories for u' = 0.08 in/s and = 0 (region (1)
in figure III-17). The origin is the only stable fixed point. From the initial condi-
tion (-0.05, 0, 0.015) the trajectory spirals down along the branch of the parabola
(III.8.26b,c) with negative X, and approaches the origin. From the initial condition
(0.05, 0, 0.015) the trajectory first spirals down along the branch of the parabola
(III.8.26b,c) with positive X. As it approaches the XY-plane, it gets caught in the
inward spiraling motion toward the origin.
In figure III-20 we show two trajectories for u' = 0.1 m/s and 6 = 0 (region (2)
in figure III-17). There is a stable fixed point at (-0.0076, 0.00079, 0.00094). From
the initial condition (-0.05, 0, 0.015) the trajectory spirals down along the branch of
the parabola (III.8.26b,c) with negative X, and approaches the fixed point. From the
initial condition (0.05, 0, 0.015) the trajectory first spirals down along the branch of
the parabola (III.8.26b,c) with positive X. As it approaches the X'Y-plane, it gets
caught in the inward spiraling motion toward the origin, but is then ejected up toward
the fixed point.
In figure III-21 we show one trajectory for u' = 0.12 in/s and 6 = 0 (region
(3a) in figure III-17). The origin is a fixed point, and is stable in the XY-plane,
but is unstable up toward positive Z. From the initial condition (0.055, 0, 0.015)
the trajectory first spirals down along the branch of the parabola (III.8.26b,c) with
positive X. It then gets caught in the inward spiraling motion toward the origin, and
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Figure III-20: Two trajectories for u = 0.1 m/s, = 0. Stable fixed point at
(-0.0076, 0.00079, 0.00094). Initial conditions (-0.05, 0, 0.015) and (0.05, 0, 0.015).
is ejected up into a spiraling motion along the branch of the parabola (III.8.26b,c)
with negative X. The growth along this branch of the parabola is unbounded.
In figure III-22 we show one trajectory for u' = 0.15 m/s and 6 = 0 (region (3c) in
figure III-17). The origin is a fixed point, and is unstable in all directions. From the
initial condition (0.03, 0, 0.000001) the trajectory first spirals away from the origin
close to the XY-plane. It is then suddenly ejected away from the XY-plane, and
becomes unbounded in Z.
III.9 Remarks on existing experiments
Our theoretical predictions require air friction velocities in the range 0.09 to 0.12
m/s. The relationship between the air friction velocity u' and the reference wind
speed is not completely understood, and is complicated by the uncertainty about the
shape of the wind profile, the unknown relationship between surface drift velocity
and wind velocity, the arbitrariness in choosing a reference height. the fact that the
wind profile changes with time and fetch, and finally the possible influence of wave
disturbances on the water surface. Shemdin (1972) reported that the friction velocity
was 4.95% of the reference wind speed in his wind-wave facility. Janssen (1986) used
the corresponding percentages 4.0% and 4.28% for application to the experiment of
Choi (1977). Klinke & Jlihne (1992) reported that the air friction velocity was 4.90%
of the reference wind speed at one experimental facility. At a second facility, the
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Figure III-21: One trajectory for u = 0.12 m/s, = 0. One initial condition
(0.055,0,0.015)
friction velocity was a nonlinear function of the reference velocity, while at a third
facility the friction velocity could not be determined from the wind velocity since a
logarithmic profile was not established.
Based on the above discussion, we can anticipate that the reference wind speeds
for application to our theory must be in the range 1.8-3.0 m/s, which is within the
range of light breeze on the Beaufort scale.
Strizhkin & Raletnev (1986) observed resonating triads for reference wind speeds
from 2.7 m/s (light breeze) to 18 m/s (gale) from an observation platform 14 m above
the water surface. The lower threshold wind speed is clearly within our theoretical
limits, and should be close to the boundary between regions (2) and (3) of figure
III-17. We therefore have some quantitative agreement between their lower threshold
wind speed and our bifurcation wind speeds for the emergence of resonant waves.
To verify experimentally our predictions in region (2) of figure 111-17, it is nec-
essary to have narrow peaks in the wind-wave frequency and wavenumber spectra
for waves that can be in approximate second-order resonance. While comparison be-
tween several experiments (e.g. Klinke & Jiihne 1992) have shown that the occurrence
of discrete spectral peaks in general depends sensitively on the experimental facility
itself, the experiment of Choi (1977) described in Ramamonjiarisoa, Baldy & Choi
(1978) did indeed show peaks in the spectrum strongly suggesting second-harmonic
resonance.
In the experiment of Choi (1977) described in Ramamonjiarisoa, Baldy & Choi
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Figure 111-22: One trajectory for u = 0.15 m/s, = 0. One initial condition
(0.03,0, 0.000001).
(1978), a fully turbulent wind with velocity 5 m/s was blown over an initially calm
water surface. At 70 cm fetch the first wavelets appeared with a narrow spectral
peak at about 16.7 Hz. These initial waves grew according to linear theory up to
100 cm fetch. Then the spectrum broadened up to 150 cm fetch. From 150 to 220
cm fetch there was a definite down-shift in the spectral peak to half its initial value,
while the spectral distribution was rendered rather flat. See figure 2. Janssen (1986,
1987) explained this experiment with a second-order weakly nonlinear model in which
wind forcing was much stronger than viscous damping. He showed that starting from
an initial state of a second-harmonic wave disturbance, a first-harmonic wave can
suddenly appear and then grow.
The wind velocity in their experiment is stronger than what we have considered
here. The behavior shown in figure III-22 is however qualitatively similar to their
observations: At first there exists a second-harmonic wave (Z - 0). This wave
grows slowly due to wind, seen by the outward spiral in the XY-plane. Then a first-
harmonic wave suddenly appears (Z > 0), and grows rapidly beyond the limitations
of our weakly nonlinear theory.
Jurman, Deutsch & McCready (1992) performed experiments on centimleter-range
wind-driven surface waves on a shallow and highly viscous fluid (a glycerine-water
solution 10-100 times more viscid than water). They adjusted the gas flow to be
just sufficient to produce measurable waves. They observed that a fundamental wave,
corresponding to the highest linear growth rate due to wind, could saturate at a small
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steepness, while energy was transferred from the fundamental to its second-harmonic
which was linearly damped. Their experimental observation is qualitatively similar
to the behavior predicted in region (2) of figure III-17. However since their liquid had
large viscosity, the proper balance of wind and damping is at a lower order than in
our theory.
III.10 Conclusion
We have developed a model for second-harmonic resonance of gravity-capillary waves
(Wilton's ripples) where non-conservative effects due to viscosity and wind are bal-
anced at the third order in wave steepness. Due to the small viscosity of water, it is
necessary to balance these non-conservative effects at the third or higher nonlinear
order for the purpose of describing waves that are steep enough to have physical and
experimental significance.
This is the first model to incorporate nonlinear stress on the water surface due to
second-order nonlinear interaction in air. The second-order nonlinear surface stress is
found to be as important as the linear tangential stress on the surface. We explain why
nonlinear interaction in air is much more important for waves subject to second-order
resonance than for non-resonant monochromatic waves.
For weak winds, such that both the first and the second-harmonic waves are lin-
early damped, the only limiting state is the trivial state with waves being completely
damped out by viscosity.
For winds just stronger than the threshold value where the first-harmonic wave
becomes linearly growing while the second-harionic wave is linearly damped, there
exists a narrow range of air friction velocities giving rise to a stable steady-state
solution. Our model thus predicts that a finely tuned gentle wind can balance vis-
cous damping and give rise to a stable steady progressive second-harmonic resonant
wave. In fact, Wilton (1915) and Pierson & Fife (1961) showed the existence of two
types of steady progressive second-harmonic resonant waves with either gravity-like
or capillary-like profiles. They did however not account for non-conservative effects
and could therefore not discuss the stability of their solutions. We have shown that
the combination of a finely tuned wind and viscosity can in fact stabilize one of their
solutions at a certain energy level.
For winds stronger than the narrow range that gives rise to the stable steady
progressive waves, but not necessarily so strong that the second-harmonic wave has
a positive linear growth-rate, our model predicts that the wave amplitudes will grow
without bounds. "Blow-up" is known to occur for non-conservative second-order reso-
nant systems that have been truncated at the second nonlinear order (e.g. McDougall
& Craik 1991). However, it has been suggested that such singular behavior could be
arrested by including third-order nonlinear interactions. We show that "blow-up" can
also occur even when third-order nonlinear interactions are included, even though the
wind is sufficiently weak that the second-harmonic wave is linearly damped. From
numerical experience, we believe that the combined effect of third-order nonlinear
and non-conservative interactions is to inhibit the exchange of energy between the
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the first and the second-harmonic waves. Instead, the system will approach certain
asymptotic states for which the linearly unstable first-harmonic wave is preferred,
and hence the energy can grow outside the bounds of our theory. We thus predict
the same tendency as in the period doubling mechanism of Janssen (1986), that the
dynamical system will eventually give preference to the first-harmonic wave.
The most important prediction of this part is that a gentle wind can balance vis-
cosity and give rise to a stable steady progressive wave. We predict that this can
happen for a narrow range of wind speeds that is weaker than what has usually been
employed in previous experiments for wind-generation of water waves. It is there-
fore likely that new experiments are needed to verify this prediction. Experimental
verification further requires that second-harmonic resonant waves can be selectively
generated.
Three future theoretical extensions of this work seem natural. First, the analysis
should be generalized to three-dimensional second-harmonic resonant triads with both
space and time modulation. This generalization was initially attempted by us, but
was abandoned due to excessive algebraic complexity. Second, since field observations
of triad resonance (Strizhkiii & Raletnev 1986) are often complicated by the presence
of longer gravity waves, it seems appropriate to reconsider the problem of triad-
resonance on top of a long wave (Part II) subject to a gentle wind and viscosity.
This problem will then be further complicated by the fact that the wind itself is
modulated by the long wave (Troitskaya 1994). Third, our model breaks down after
some finite time in the cases when it predicts "blow-up" of wave amplitudes. We have
shown that third-order nonlinear interaction is not sufficient to arrest this "blowing-
up" behavior, contrary to previous beliefs (McDougall & Craik 1991). A theoretical
resolution of this problem is still wanting. Indeed, the experimental observations of
Choi (1977) and theoretical model of Janssen (1987) may suggest that the spectrum
transitions from discrete to broad-banded, and hence the assumption that we can
limit our consideration to only discrete harmonic waves may break down.
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III.A Energy and momentum of Wilton's ripples
We now derive expressions for the total energy and horizontal momentum of the two
interacting Wilton's ripples correct to the third order, and find how these quantities
evolve in time.
In dimensional variables, the wave kinetic energy is
Ek = 2 f Ppk 2{ (o )2 (a\)2y\.) kdz)
P= O f / )\2 f a'\
2 f .TX adr 
(aa 2
+ Z
} dz
+2aOs a}
J- z=O
+ 0(64 ), (III.A.1)
the wave gravitational potential energy is
E pg =
_oo(X
12 pg (III.A.2)
the wave surface potential energy is+ (62a ) - 1 = 2
2 (a)2 + O(9(4),
and the total horizontal momentum of the waves and current is
a -) dz
= p(2(O) + S(0)) + 2 p/ (aZ(0) + ais (0)
at "'
+ " 32 (O) + (III.A.4)az2 (a ) + o (,4).
In the non-dimensional normalized variables, making use of the perturbation re-
sults in section 111.6, the kinetic energy becomes
Ek = x I (az) + ) dz + r) dj1 )
IA12 + 21B12 + -(A6(I12 + 41B12) + 2(ai,olAIL + 2 ,o0lB2 )3
+ eRe(A2B*), (111.A.5)
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F_ 7P1 Dv)l/d
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2
while the total potential energy becomes
Ep = Eg + Er
1 __a7\
3 6 OTx
= IA1l + 21B12 + -ed(lAI2 + 41B12 ). (III.A.6)
Hence the total energy is
E = Ek+Ep
= 2(A12 + 2B 2) + E6(IAI2 + 4B 2e(a,o0IAI2 + a2,o0lB2)
+ e Re(A 2 B*). (III.A.7)
It is now seen that the equipartition theorem is violated at the second order due to
second-order nonlinear resonance and the influence of the induced shear current in
the water.
We do not take into account the component of the horizontal momentum that
is only due to the steady wind and shear flow. The non-dimensional normalized
horizontal momentum due to the wave disturbance becomes
Ma = (+ k az (0) + '9-' ()) + -z2 2 (0))
1
2(IA12 + 2lB12) + 1e6(5lAI2 + 141B12) + 2eUs()(A 2 + 21B )
dUS
- e a- (0)(IAI2 + IB 2) - 2(al,olAI 2 + a2,0 1B12 ) - e Re(A2BJTII.A.8)
We notice that the momentum and the energy are identical to leading order.
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