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Summary
Distributional inference: a loss function approach
Statistics is about discussing the unknown A e D of interest on the basis of avail-
able data x 
€ 
X. For example, A may be the true disease of a patient (p is the
class of all possible diseases), whereas c denotes the medical data available (1 is
the class of all a priori possible medical data). Another example is where we are
interested in predicting the harvest y based on current meteorological data u and
past experiences. In this thesis rve proceed from a statistical model: we assume
that (z,y) is the outcome of a random variable (X,Y) with its (unknown) proba-
bility distribution P beionging to an exactly specified set p - {P6 | e e O}.
We are mainly interested in situations where the data c are not completely conclu-
sive. Statistics is about describing the uncertainty about g. The form of such an
inference is crucial. Usual forms are point estimates provided with standard errors.
and confidence intervals. An intrinsic and useful form to describe our uncertaintv
is a probability distribution. That is the subject of this thesis: how should we
construct a probabii ity distribution that describes our knowledge about y based on
the data r.
A common way to construct such an inferential probability distribution is the Baye-
sian one: a prior distribution is assumed for the unknown parameter d. If the true
value of the parameter is itself the outcome of a random variable then this approach
is natural, at least if this prior distribution is known. Such a prior distribution can
also describe 'subjective'knowledge about the parameter. In that case the approach
is less appealing. The Bayesian distributional inference is obtained by considering
the joint distribution ol X,Y and d, and calculating the (marginal) conditional
distribution of Y given X = x. Other well-known ways to obtain distributional
inferences are Fisher's'fiducial inference'and 'structurai inference', introduced by
D.A.S. Fraser.
All these ways to construct distributional inferences have attractive properties. In
the past there have been many heated discussions about the subject, because the
underlying ideas of the respective theories have been applied too dogmaticaliy. As
a result, many statisticians have restricted themselves to the making of point esti-
mates and confidence intervals. The approach of this thesis is diferent. A method
is developed to compare ways of constructing distributional inferences. The method
is such that ifa prior distribution 'exists'the Bayesian solution is obtained. In situ-
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ations where the fiducial and/or structural distributional inferences have attractive
properties, they are also appealing in our theory. In other problems 'new' solutions
are proposed. Sometimes we restrict ourselves to comparing different approaches.
we do not pretend to have an optimai solution for all statistical problems.
The evaluation of a distributional inference is based on a loss function, a function
that assigns to every value of y and every distributional inference a real number
that is small ifthe distribution is concentrated around the true value and high oth-
erwise. An important property a loss function should have is that of 'properness'.
This property implies that if the true distribution of v is known, it is optimal to
provide this distribution. In Chapter 2 several classes of proper loss functions are
described.
Methods to construct distributional inferences can be compared on the basis of the
risk (=slpssted loss) functions of the corresponding procedures. Here a procedure
is a function that assigns a distributional inference to every possible outcome of
X. In general, comparing the risk functions of two procedures does not lead to a
unique choice. For some values of the parameter one procedure has a smaller risk
than the other, while this is the other way around for other values ofthe parameter.
Classically, two approaches exist to cope with the lack ofuniqueness. The first pos-
sibility is to evaluate the procedures on the basis of some characteristic of the risk
function, for example its maximum or the area under its graph. The second possi-
bility is to restrict to procedures that satisfy some appealing property, for example
equivariance or unbiasedness. Chapters 3 and 4 are about these two reductions.
Sometimes a uniformly optimal procedure exists in such a subclass of procedures.
often the subclass is too large and no optimal procedure exists. In some problems
'classical'procedures correspond to optimal procedures in such subclasses. In other
problems new optimal procedures are found. Sometimes the result depends on the
loss function considered and sometimes the results are valid for a large class of loss
functions.
If we restrict ourselves to a subclass of procedures and find an optimal procedure
it is possible that a procedure exists, outside the subclass, that is uniformly better.
The existence of such a dominating procedure outside the subclass is the subject
of Chapter 5. The results are similar to those in the theory of point estimation.
In Chapter 6, finally, examples and applications are given of the theory derived
in the earlier chapters. A medical problem is described in which a distributional
inference has to be made. The examples in Chapter 6 show that the discussion
about making distributional inferences has not been settled. Unique solutions will
only exist if one adopts some principle and methodological uncertainty about these
principles will always be with us.
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