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Abstract. In the present paper we consider the eÆcient treatment of free boundary
problems by shape optimization. We reformulate the free boundary problem as shape op-
timization problem. A second order shape calculus enables us to realize a Newton scheme
to solve this problem. In particular, all evaluations of the underlying state function are
required only on the boundary of the domain. We compute these data by boundary
integral equations which are numerically solved by a fast wavelet Galerkin scheme. Nu-
merical results prove that we succeeded in nding a fast and robust algorithm for solving
the considered class of problems. Furthermore, the stability of the solutions is inves-
tigated by treating the second order suÆcient optimality conditions of the underlying
shape problem.
1. Introduction
Let T  Rn denote a bounded domain with boundary @T =  . Inside the domain T we
assume the existence of a simply connected subdomain S  T with boundary @S = .
The resulting annular domain T nS is denoted by 
. The topological situation is visualized
in Figure 1.1.
Σ ΓΩ
Figure 1.1. The domain 
 and its boundaries   and .




 u = f in 
;
kruk = g on  ;
u = 0 on  ;
u = h on ;
where g; h > 0 and f  0 are suÆciently smooth functions such that u 2 C(
). We like
to stress that the Dirichlet data imply that u is positive in 
 and negative in Rn n T .




since u admits homogeneous Dirichlet data on  .
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We arrive at a free boundary problem if the boundary   is the unknown. In other words,
we seek a domain 
 with xed boundary  and unknown boundary   such that the
overdetermined boundary value problem (1.1) is solvable. For the existence of solutions
we refer the reader to e.g. [1, 24].
Shape optimization provides an eÆcient tool to solve such free boundary value problems,







with underlying state equation
(1.3)
 u = f in 
;
u = 0 on  ;
u = h on ;
the solution of the free boundary problem is equivalent to the shape optimization problem
(1.4) J(
)! min :














has to be valid for all suÆciently smooth perturbation elds V. Hence, via shape opti-




=  g on  
is induced. However, it is well known that a stationary domain 
? of the minimization
problem (1.2), (1.3) is a stable minimum if and only if the shape Hessian is H1=2( ?)-
coercive at this domain, see [13].
The problem under consideration can be viewed as the prototype of a free boundary
problem arising in many applications where we introduced the xed boundary  only
to ensure uniqueness of the solution. The growth of anodes in electrochemical processes
might be modeled like above with f  0 and g; h  1. In the two dimensional exterior
magnetic shaping of liquid metals the state equation is an exterior boundary value problem
and the uniqueness is ensured by a volume constraint of the domain 
 [7, 20, 32, 33]. The
maximization of the torsional stiness of a elastic cylindrical bar under simultaneous
constraints on its volume and bending rigidity ts also in the above general setup, see
[2, 18, 19] for the details. The detection of voids or inclusions in 2d or 3d electrical
impedance tomography is slightly dierent since the roles of  and   are interchanged
[22, 23, 34]. Moreover, this inverse problem is severely ill-posed, in contrary to the present
class of problems. We refer the reader to [3, 4, 5, 29] and the references therein for further
details. We emphasize that electromagnetic shaping and other important applications
in three dimensions are not included in our setup since the state equation (1.3) is in
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general a Neumann problem. Therefore, and also for sake of simplicity, we will restrict
ourselves in the present paper to two spatial dimensions. The application to the higher
dimensional case is straightforward, see also Remark 5.2. We like to stress that the present
method applies not only to the Laplacian, but also to dierential operators with known
fundamental solution, like the Stokes, Helmholtz or Lame operator.
Computing the shape Hessian of the cost functional (1.2) enables us to perform a Newton
scheme to solve the shape problem (1.4). In fact, as shown in [19], a Newton scheme is
much more accurate and eÆcient in comparison to rst order optimization methods since
a line-search becomes nearly obsolete. However, the state equation has to be solve very
often on dierent domain during the iteration process. Nevertheless, we will show that all
quantities, the cost functional as well as its gradient and Hessian require only boundary
data of the state function. Hence, introducing a suitable Newton potential to resolve the
inhomogenity, the state equation (1.3) can be solved eÆciently by a boundary element
method. We apply a wavelet Galerkin scheme which produces approximate solutions
within discretization error accuracy oered by the underlying Galerkin method at a com-
putational expense that stays proportional to the number of unknowns, [11, 25, 27, 35]. As
it is shown in [19, 20], this results in powerful second order shape optimization algorithms.
The paper is organized as follows. Section 2 is dedicated to the second order shape
calculus. In Section 3 we derive suÆcient conditions to verify stable minimizers. Then,
we overview in Section 4 how to derive rst and second order derivatives of the state
function by boundary integral equations. In Section 5 we introduce the discretization
of the boundary and the wavelet Galerkin scheme. In Section 6, we present numerical
results. Finally, in Section 7 we state concluding remarks.
2. Shape Calculus
First we introduce some notation. For a given domain D 2 Rn the space C2(D) consists
of all two times continuously dierentiable functions f : D ! Rm. A function f 2 C2(D)
belongs to C2;(D), if the (spatial) Hessian r2f is Holder continuous with coeÆcient
0 <   1. A domain D 2 R2 is of class C2; if for each x 2 @D a neighbourhood
U(x)  @
 and a dieomorphism  : [0; 1] ! U(x) exists such that  2 C2;([0; 1]), see
[41] for example.
Next, we adopt the shape calculus developed in [15, 16] to our model problem, see also
[14, 38] and the references therein for a general background on shape optimization. It
suÆces to consider S 2 C0;1 but due to a second order boundary perturbation calculus,
we have to assume T 2 C2; for some xed  2 (0; 1) in contrast to T 2 C2 for the rst
order calculus. Clearly, since the boundary  is xed, the domain 
 can be identied
with a function which describes the free boundary  . For sake of simplicity, we assume













where r 2 C2;per [0; 2] is a positive function such that dist(; ) > 0 and C2;per [0; 2] = fr 2




























We consider dr 2 C2;per[0; 2] as standard variation for perturbed domains 
" and bound-
aries  ", respectively, dened by r"() = r()+"dr(), where "() = r"()er() is always
a Jordan curve. Herein, er() = [cos; sin]
T denotes the unit vector in the outer radial
direction. The main advantage of this simple approach is a complete embedding of the
shape problem into a Banach space setting. That is, both the shapes and its increments,
can be viewed as elements of C2;per[0; 2].













It is a functional in H 1=2( ) living only on the free boundary  . The shape Hessian is a































Herein, the local shape derivative du = du[dr2] of the state function satises
(2.9)
du = 0 in 
;
du = 0 on ;
du =  dr2 her;ni @u@n on  :
Notice that @2u=@n2 := hr2u  n;ni and @2u=(@n@t) := hr2u  n; ti.
3. Stability of Minimizers
Let 




holds for all directions dr. Then, there holds the following Taylor expansion for all domains





?) = 0 +r2J(
?)[dr; dr]=2 + :




?)[dr; dr]  !(kdrkC2; )kdrk2H1=2([0;2]);
where 
t is given via rt = r
? + tdr, t 2 (0; 1), and !(t)! 0 if t! 0.
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The following lemma is concerned with the suÆcient optimality condition, cf. [13].
Lemma 3.1. The stationary domain 
? is a local minimum, if the shape Hessian is
H1=2( ?)-coercive, that is
(3.13) r2J(
?)[dr; dr]  ckdrk2
H1=2([0;2])
for some constant c > 0.
We emphasize that the radial function r? has to be in C2;per([0; 2]) to ensure the estimate
(3.11) and (3.12), while a minimizer is stable if the shape Hessian is H1=2( ?)-coercive.
For further considerations of this lack of regularity in shape optimization, called two-norm
discrepancy, we refer to [13, 17].
To investigate the coercivity condition (3.13) for the problem under consideration, we
simplify rst the shape Hessian at the stationary domain.
Lemma 3.2. We introduce the multiplication operator
(3.14) Mdr := dr  gr
?p
r?2 + r?02






with respect to the Dirichlet data Mdr and 0 on  ? and , respectively. With these
operators at hand, the Hessian at the stationary domain 
















where  denotes the curvature of  ?.
Proof. From @u=@n =  g we conclude
r2J(




















We denote dierentiation with respect to the arclength by @=@s. Then, the homogeneous


















































  f = g   f;
see [19] for the details. Observing that the surface measure is given by
p
r?2 + r?02, we
get the nal result.  
Lemma 3.3. The multiplication operatorM dened in (3.14) is a continuous and bijective
mapping from H1=2( ) to H1=2( ).
Proof. Abbreviating u := gr?=
p
r?2 + r?02 we may write Mdr = dr  u. Due to results of
Triebel [40] or Mazja and Shaposhnikova [31], the multiplication operatorM is continuous
from H1=2( ) to H1=2( ) provided that g 2 C0;( ) for some  > 1=2. In particular, u is
strictly positive which implies the bijectivity.  
Lemma 3.4. The Dirichlet-to-Neumann map (3.15) is H1=2( ?)-coercive.









with the fact that we have homogeneous Dirichlet-data on , we arrive at
kdu[dr]kH1(
?)=R kMdrkH1=2( ?)  kdrkH1=2( ?):
 
As an immediate consequence of these considerations, we are able to formulate the fol-
lowing corollary concerning the H1=2( ?)-coercivity.







g  0 on  ;
In particular, in the case g  const: and f  0, the shape Hessian is H1=2( ?)-coercive if
the boundary  ? is convex (seen from inside).
Remark 3.6. One the one hand, the present corollary gives only a suÆcient criterion
to check if a stationary domain provides a stable minimum. However, (3.17) denotes a
criterion which can be veried numerically. On the other hand, we see that a nontrivial
inhomogenity f with f j ? 6 0 implies more instability. Let us further remark, in the case
g  const:, the derived formula is completely analogous to the results of Dambrine [13] in
case of a volume constraint instead of prescribed Neumann data.
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4. Boundary Integral Formulation
At rst glance the evaluation of the cost functional (1.2) seems to require the explicit
knowledge of the state function u on the complete domain 
. But in this section we show
that thanks to a suitable a Newton potential the functional as well as its gradient and
Hessian can be derived from the boundary data of a harmonic function.
Employing a Newton potential Nf satisfying
(4.18)  Nf = f in 
;
the ansatz
(4.19) u = Nf + v
reduces the state equation (1.3) to a Dirichlet problem for the Laplacian
(4.20)
v = 0 in 
;
v =  Nf on  ;
v = h Nf on :

































































Hence, in order to compute the cost functional and its gradient (2.7) we require only
the normal derivative @u=@n. Hence, its knowledge is suÆcient to perform a rst order
optimization method. But the computation of the Hessian (2.8) requires also the second
order derivatives @2u=@n2 and @2u=(@n@t).









with the Newton potential Nf dened via (4.18) and v satisfying the boundary value
problem (4.20). We introduce the single layer operator V and the double layer operator
K dened by























where  denotes the characteristic function with respect to the boundary .
If we denote the function space of all squared integrable functions on @
 with respect
to the canonical inner product by L2(@
) and the associated Sobolev spaces by Hs(@
),
s 2 R, then, in this context, V : H 1=2(@
)! H1=2(@





) denes an operator of the order 0.












  f on  ;
that is @2u=@n2 can be derived directly from the rst order derivative @v=@n. Finally,









with the unknown function @2v=(@n@t). It is recommendable to choose again a boundary
integral formulation since we do not loose the regularity of @v=@n. In accordance with















denote the commutators of V and 1
2
+K. Then, dierentiation of (4.23) with respect to
























5.1. Finite Dimensional Representation of Boundaries. Since the innite dimen-
sional optimization problem cannot be solved directly, we replace it by a nite dimensional
problem. Based on the polar coordinate approach, we can express the smooth function
r 2 C2;per([0; 2]) by the Fourier series r() = a0 +
P
1
n=1 an cos n+ a n sin n. Hence, it
is reasonable to take the truncated Fourier series
(5.25) rN() = a0 +
NX
n=1
an cosn+ a n sinn:
as approximation of r. We mention that also other boundary representations like B-splines
can be considered as well. The advantages of our approach is an exponential convergence
rN ! r if the shape is analytical i.e., kr   rNkL1([0;2]) . qN for an appropriate q < 1.
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Since rN has the 2N + 1 degrees of freedom a N ; a1 N ; : : : ; aN , we arrive at a nite
dimensional optimization problem in the open set
AN := fa N ; a1 N ; : : : ; aN 2 R : rN() > 0;  2 [0; 2]g  R2N+1:
Then, via the identication rN , 
N , the nite dimensional approximation of prob-
lem (1.4) reads as J(
N ) ! min. The associated gradients rJ(
N) and Hessians
r2J(
N) have to be computed with respect to all directions dr; dr1; dr2 = cosN; cos(N 
1); : : : ; sin(N   1); sinN.
We shall employ a Newton scheme to solve the nonlinear equation rJ(
N) = 0, that is,




















Herein, the update has to be understood in terms of Fourier coeÆcients. Note that













5.2. The Newton Potential. The Newton potential Nf is supposed to be explicitly
known or computed with suÆciently high accuracy. Since we require this potential as
well as its gradient and Hessian, we cannot compute it just by globally continuous nite
elements. But since we can choose the computational domain b
 fairly simple, one can
use, for example, nite elements based on tensor products of higher order B-splines (in
[ R;R]2) or dual reciprocity methods.
5.3. The Wavelet Galerkin Scheme. Boundary element methods provide a common
tool for the solution of boundary integral equations. In general, cardinal B-splines are used
as ansatz functions in the Galerkin formulation. But discretizing the boundary integral
equations (4.23) and (4.24) with respect to such single-scale bases yields densely populated
system matrices. In combination with the ill-posedness of the single layer operator and
its commutator, this implies at least a quadratic complexity for their solution. The
crucial idea of the wavelet Galerkin scheme is a change of bases, i.e., applying appropriate
(biorthogonal) wavelet bases instead of the traditional single-scale bases. Then, the arising
system matrices become quasi-sparse and can be compressed without loss of accuracy,
cf. [26, 27, 35].
For a xed domain, we have to solve the boundary integral equations (4.23) and (4.24)
several times, namely,
 the Dirichlet-to-Neumann map (4.23) applies to the state function and the asso-
ciated 2N + 1 local shape derivatives, while
 (4.24) has to be evaluated one time for the state function.
Hence, an eÆcient realization discretizes both, the boundary integral operators on the
left and right hand side of the given boundary integral equations. This requires a mixed
formulation in order to achieve the optimal order of convergence. For the sake of simplicity
we consider in the present paper only the case of piecewise constant and linear functions.
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Exploiting polar coordinates, we introduce a parametrical representation of the boundary
  in accordance with






The boundary  is parametrized likewise via a function  : [0; 1]! .
For sake of simplicity in representation, we restrict ourselves now to the boundary  . The
discretization with respect to the boundary  is treated analogously. We subdivide the
boundary   into 2l panels l;k := 
 
2 l[k; k + 1)

, where k 2 4l := f0; 1; : : : ; 2l   1g.

























s  2 l(k   1); x = 
i
(s) 2 l;k 1;
2 l(k + 1)  s; x = i(s) 2 l;k;
0; elsewhere;
respectively (see also Figure 5.2). Note that we use a L2-normalization, i.e., k(d)
l;k
kL2( )  1
for d = 1; 2.





 : : : 


















l+1. For the matrix compression, these wavelet bases are required to provide









(x)d = 0; 0   < ed:
According to [26], it suÆces to consider piecewise constant wavelets with ed = 3 vanishing
moments and piecewise linear wavelets with ed = 2 vanishing moments. Such wavelets









l+1;2k+j via the mask coeÆcients
(a 2; a 1; : : : ; a3) = ( 1=8; 1=8; 1; 1; 1=8; 1=8); d = 1;
(a 1; a0; : : : ; a3) = ( 1=8; 1=4; 3=4; 1=4; 1=8); d = 2;

















, form uniformly stable bases in L2(@ ). In fact, this Riesz property implies the
existence of a corresponding dual multiresolution analysis. We refer to [6, 27, 35] for
details.







evL. Then, introducing the
system matrices
(5.27)
















;eVL :=  V; @@t	(1)L ;	(1)L L2(@
); eKL :=  12 +K; @@t	(2)L ;	(1)L L2(@
);
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Figure 5.2. Piecewise constant and linear scaling functions respective wavelets.
the data vectors uL := (g Nf ;	(2)L )L2(@
), euL := (@(g Nf)=@t;	(2)L )L2(@
), and the mass












while (4.24) corresponds to
VLevL = KLG 1L euL + eKLG 1L uL + eVLvL:
Consequently, we have to compute only four system matrices for each new domain, but









euL	(d)L denote the L2-othogonal projections onto V (2)L of the given
data g  Nf and @(g  Nf)=@t, respectively.
As mentioned above, the systemmatrices (5.27) are quasi-sparse. They can be compressed
without loss of accuracy to O(2L) nonvanishing matrix entries, see [26, 27, 35] for details.
Actually, in accordance with [25, 27, 35], the over-all complexity of compressing and
assembling the system matrices is still asymptotically linear. Moreover, based on the
well known norm equivalences of wavelet bases, diag(V 
L
) and diag(eV 
L
) provide simple
(diagonal) preconditioner for the given boundary integral equations [10, 12, 35]. We like
to stress that, besides the diÆculties of the net generation and the computation of second
order derivatives, modern nite element method have the complexity O(22L).
Theorem 5.1. Let the domain 
 be xed and suÆciently smooth. Then, the computa-
tional expense for solving (4.23) and (4.24) by the wavelet Galerkin scheme stays propor-
tional to the number of unknowns.
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Assuming further the directions dr; dr1; dr2 suÆciently smooth and xed, the discretization










)[dr1; dr2]j . h2L








Herein, hL = 2
 L
denotes the step width on the level L and J;rJ;J indicate the
approximate solutions of the cost functional, its gradient and its Hessian.
Proof. The rst statement is a consequence of [11, 26, 27]. The second statement has
been proven in [19].  
Remark 5.2. We mention that the proof of the order of convergence with respect to the
shape Hessian makes essential use of the fact that the Neumann data of the local shape
derivatives are computed with the same accuracy than all other data. Since we plug only
a piecewise constant approximation of the Neumann data of the state function into the
Dirichlet-to-Neumann map (4.23), it seems at rst glance that one order is lost. However,
exploiting a superconvergence result of [9] shows that this is not the case, see also [19] for
more details. Nevertheless, this result is valid only with respect to two space dimensions.
Therefore, in case of n = 3, we would realize in fact only an order of convergence O(hL).
Consequently, it is suÆcient to use dierentiation in order to compute @2u=(@n@t) from
the Neumann data @u=@n, which would require globally continuous ansatz functions also
for the discretization of the Neumann data. Using (globally continuous) piecewise linear
or bilinear ansatz functions for both, the Dirichlet and Neumann data, leads to the orders
of convergence O(h4
L
) for the shape functional and its gradient and O(h3
L
) for the Hessian,
provided that K is smoothing one order. But this is the case for the considered class of
domains.
6. Numerical Results
In our rst example we consider the following free boundary value problem u = 0 in 
,
u = 1 on , and u = 0, kruk = const: on  . It indicates Bernoulli's exterior free boundary
problem and models for example the growth of anodes in electrochemical processes. The
interior boundary  is given by the parametric representation







This boundary is indicated by the dashed line in Figure 6. We compute the solution with
respect to const: equal to all natural numbers in the interval [1; 10]. We like to stress that













Figure 6.3. Computed free boundaries for Example 1 (left) and Example 2 (right).
The numerical setting is as follows. We discretize the free boundary via 65 Fourier coeÆ-
cients (N = 32) and employ 1024 (L = 10) boundary elements on each boundary. We use
the circle with radius 0:6 as initial guess of the Newton scheme. The Newton scheme is
stopped if the norm of the actual gradient, measured with respect to H1=2( ), is less than
10 5. We mention that this accuracy corresponds to a reduction of a factor 10 7 relative
to the initial guess. The number of iterations and the computing times are tabulated in
Table 6.1. Note that we do not need a line search for the considered values of const:, i.e.,
the step width h(n) in (5.26) is chosen always equal to 1. The resulting free boundaries are
depicted in the left plot of Figure 6.3, where the outer boundary corresponds to const: = 1
and the inner one to const: = 10.
We also computed the minimumminx2 ?
N
(x), which indicates a stable minimizer if it is
positive. However, since the resulting boundary becomes more nonconvex if const: grows,
this minimum decreases and becomes negative. However, if we compute the eigenvalues
of the discrete Hessian, using H1=2( )-normalized Fourier series, we see that the minimal
eigenvalue min even increases when const: grows. This fact strongly indicates that the
computed free boundaries are stable minimizers. Additionally we tabulated in Table 6.1
also the maximal eigenvalue max.
In the second example we choose  u = const: in 
, u = 1 on , and u = 0, kruk = 2
on  . A suitable Newton potential is given by Nf =  const:(x2 + y2)=4. Likewise to the
rst example, we play with the inhomogenity const: as tabulated in Table 6.2. Moreover,
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const: min min max iterations cpu-time
1 0:69 6.6 25 9 92 secs.
2 0:30 24 1:2  102 7 73 secs.
3  0:47 49 3:2  102 7 79 secs.
4  1:40 75 6:4  102 6 70 secs.
5  2:34 98 1:1  103 7 89 secs.
6  3:19 1:2  102 1:7  103 6 80 secs.
7  3:90 1:3  102 2:5  103 8 100 secs.
8  4:59 1:4  102 3:5  103 7 92 secs.
9  5:21 1:4  102 4:7  103 7 90 secs.
10  5:52 1:5  102 6:1  103 8 102 secs.
Table 6.1. Numerical results for Example 1.
const: min  const:=2 min max iterations cpu-time
0 0:30 24 125 7 73 secs.
0.5 0:28 24 113 7 77 secs.
1.0 0:25 24 102 7 78 secs.
1.5 0:22 24 89 7 76 secs.
2.0 0:18 24 75 8 91 secs.
2.5 0:14 23 59 9 97 secs.
3.0 8:5  10 2 20 40 8 86 secs.
3.46 6:0  10 6 7 24 9 97 secs.
3.48  2:0  10 2 0.13 24 12 151 secs.
Table 6.2. Numerical results for Example 2.
we use the same setup as above. Note that also in the present case the shape functional
can be computed by a boundary integral. Observing 




























Since C(S) is constant for all admissible domains 
 we may discard its evaluation.
The number of iterations and the computing times are tabulated in Table 6.2. Likewise to
above the line search becomes never active. The resulting free boundaries are depicted in
the right plot of Figure 6.3, where the diameter of the free boundaries increases if constant
const: increases. One gures out of Table 6.2 that the minimumminx2 ?
N
(x)  const:=2
decreases if const: increases. This minimum is about zero if const: = 3:46. The largest
value for which the Newton scheme converges is const: = 3:48. We see that in this case
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the minimal eigenvalue of the discrete Hessian is nearly zero. All solutions except the last
one are stable minimizers according to Corollary 3.5.
7. Conclusion
In the present paper we proposed a Newton scheme for the eÆcient solution of free sta-
tionary boundary problems. Numerical results show that we realized in fact a fast and
robust solver for the considered class of problems. Additionally, we provided new results
concerning the stability of the minimizers.
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