CVPR formulation
The CVRP can be represented as a weighted directed graph (, ) GV A = where { } 012 n V = v , v , v ,..., v In this case, the objective is to minimize the total cost of routing and at the same time respect the following constraints: (1) Every client is visited exactly once by exactly one vehicle , (2) all the vehicles paths/routes start and end at the depot, (3) the total demand of clients of each path/route should not exceed the capacity of each vehicle. The number of vehicles is supposed to be illimited ; it is calculated during the construction of the routes of vehicles.
The figure 2.1 shows the graphic representation of a CVRP example. 
The function of the euclidean cost solution
The number of vehicles used by the solution X is defined by
A hybrid algorithm based on ant colony system and annealing for the capacited vehicle routing problem (CVRP)
Our algorithm is based on a hybrid ACS with an algorithm of Savings and a local search (2-opt). In the transition rule, we introduce the Savings heuristic that allows an enrichment of the search and to calculate the utility to combine 2 clients in the same route or to put them in two different paths/routes. The 2-opt is applied at each definition of the routes by the ants, juste before the global updating rule of pheromones. The simulated annealing intervenes in the phase relative to the updating of the pheromones where two rules are applied as in « the Ant Colony System » (ACO) introduced in [Dorigo & Gambardella 1997] . Before developing the different steps of the algorithm, we explain first the 2 heuristics 2-opt and Savings used in our approach.
The 2-OPT heuristic
The principle of the 2-OPT is to delete 2 arcs of the same route and to replace them by 2 other arcs in order to improve the cost of this route and to delete the road junctions. In the figure 3.1, the two scattered arcs are deleted in the left graph. They are replaced by the two arcs labeled (A and B) in the right graph in order to find a new route. The direction of some arcs in directed graphs, that are not concerned by a 2-OPT operation, can be modified during the construction of the new route.
The savings heuristic
This heuristic was proposed by [Clarke & Wright 1964] and improved by [Paessens 1988] . It is the basis of most of the commercial software used to solve the vehicle routing problems in the industrial applications. The algorithm ACS of [Dorigo & Gambardella 1997] , presented for the first time to solve the TSP, takes into consideration the pheromone and the heuristic of the nearest neighbor for the construction of the routes. Our approach ACS hybrid, presented here, takes into consideration the Savings heuristic as well for such construction.
Initially in the ACS hybrid, m ants are positioned on all the graph vertices and a quantity of initial pheromone is applied on the arcs. Each ant takes its departure from the depot to visit the clients. Each client is visited once and only once by an ant, however, the depot can be visited several times. If the load stored by the ant exceeds the vehicle constraint capacity, the ant must return to the depot. We then get a complete route for a vehicle. When an ant goes back to the depot, it starts from scratch again. It initializes another route to visit other new clients. This operation is repeated over and over again until all clients are visited. This means that a solution to the Capacitated Vehicle Routing Problem (CVRP) has been found. During the process of building a route, the ant modifies the quantity of pheromone on the chosen arc by applying a local updating rule. Once all the ants are done with the building of their routing, the quantity of pheromone on the arcs belonging to the best routing found is updated according to the global updating rule.
The rule used for the construction of the routes is described hereafter. An ant k , positionned on a vertice i , chooses the next vertice j to visit by applying the probabilistic rule (, ) k pijgiven in the equations (3.1) and (3.2). J is a random variable generated according to the function of distribution given by : α , β and λ are three parameters that determine the relative importance of the pheromone, the distance and Savings respectively.
Pheromones updating
The originality in our algorithm is to introduce the simulated annealing in the phase of the pheromones updating. While an ant is building its solution, the level of pheromone on each arc ) , ( j i visited is modified according to the following updating local rule :
where ρ is the parameter of evaporation (0 1)
Δ=is the quantity of initial pheromone.
Once each ant has defined its tours, a 2-opt local search is applied in order to improve the vehicles routes. This heuristic is applied at the end of each iteration and just before the global updating rule of the pheromones. In the algorithm ACS, the ant allowed to lay down a quantity of pheromones to guide the search is the one that has found the best solution. 
is the criteria of Metropolis used for the simulated annealing • T parameter that represents the temperature in the simulated annealing The integration of this choice criterion in the global updating rule permits to accept some solutions which are not inevitably better than the current solution, and hence to diversify the search. The overall updating rule is given in the equation (3.4) (1 )
Where ρ is the parameter of evaporation of the pheromone (0 1)
If the arc (, ) ijis used by an ant whose solution is accepted (meets the criteria defined above), the quantity of pheromone is then increased on this arc by ij
L is the length of tours found by this ant.
Experimentations and results
After the description of the ACS hybrid algorithm, we evaluate its performance by considering a set of instances relative to the CVRP problem. The algorithm is coded in java language and executed on a laptop PC, equipped with Windows XP system, a P4 processor at a 2.4 GHz speed, a RAM of 512 Mo. Our experimental study was about a set of instances Of different sizes. These instances are detailed in the Table 4 .1. They can be grouped in 3 categories according to their originators. instances (A, B et P) : [Augerat & al. 1995] , instances E : [Christofides & Eilon 1969] , instances C : [Christofides & al. 1979] .
For each instance, we give the number n of clients and the capacity Q of a vehicle.
The algorithm parameters adjustment
We initialize the algorithm parameters by the following values :
• The number of ants 10 m = initially placed at random on all the summits, 
Solution H ACS Solution best known deviation
Solution best known − = * From table 4.2, we note that the results found by our approach have a deviation average of (0.022%) in comparison with the best solutions known regarding all the tests. What explains this point is that the solutions found by our ACS hybrid are very close to the best solutions published so far. Moreover, our method allows even an improvement of certain solutions relative to some instances (B-n68-k9, B-n78-k10, B-n66-k9, A-n60-k9, P-n51-k10).
We also draw a comparison between our approach and that of [Bullnheimer & al. 1999 ] to evaluate the quality of our solution and the CPU time. The tests of comparison are done on the benchmarks of [Christofides & al. 1979] , and presented in the table 3.1 (C1, C2, C3, C4, C5, C11, C12). At the initialization of this approach, N ants are placed on the graph summits, N represents thus the number of clients. For each instance of the problem, the algorithm is executed 2 N * iterations.
The results of comparison are given in table 4.3. The first column of the table represents the name of the instances dealt with. The column "best publ." represents the best solution known in literature. The third column specifies the best solution found by AS of [Bullnheimer & al. 1999 [Bullnheimer & al. 1999] www.intechopen.com
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Through Table 4 .3, we deduct that the average deviation of our approach (0,51%), in comparison with the best solutions known, is smaller than the approach of [Bullnheimer & al. 1999] (1.61%). This proves that our approach gives better performanes. Moreover, the solutions are found in far less computing time than [Bullnheimer & al. 1999] . However, we are unable to make a direct comparison in terms of computing time because the approaches are tested on different machines. To sum up, our approach finds solutions of good qualities within reasonable computing time.
The CVRPTw (The Capacitated Vehicle Routing Problem With Time Windows )
The CVRPTV is one of the most studied variants of the vehicle routing problems. We can say that the CVRPTW is a generalization of the CVRP. In fact, in addition to the capacity constraints introduced in the CVRP, the vehicles must respect the constraints of time windows associated with each client.
The CVRPTV formulation
As the CVRP, the CVRPTW can be represented by a weighted directed graph l . We suppose that the vehicles fleet is homogenous and that the capacity of each vehicle is Q .
The objective function of the CVRPTW is to minimize the total cost of routing (the distance or the total time traveled) while respecting the constraints concerning the CVRP as well as those of time windows. The graphical representation is the same as the CVRP.
ACS improved for the CVRPTW
Our algorithm for the CVRPTW is an algorithm of hybrid optimization. It is based on ACS and local searches. In addition of the heuristic of Savings introduced for the CVRP, we use a new local search in order to take into account informations specific to the CVRPTW. We name this heuristic a wait heuristic that favors the clients choice whose wait time is smaller. It is calculated by the following formula : J is a random variable generated according to the following function of distribution
where • ij P is the probability to select the client j , Finally, an overall updating of the pheromone tracks -that consists in reinforcing the arcs related to the best solution found by one of the ants -is carried out by using the following formula:
(1 ) ( 1 ) 
Experimentation and results
Our algorithm has been tested on a classical set benchmark Solomon problems. Solomon has generated sets of VRPTW benchmark composed of six different problem types (C1, C2, R1, R2, RC1, and RC2) available from: http://w.cba.neu.edu/~msolomon/home.htm, each data set contains between eight to twelve 100-node problems. The names of the six problem types have the following meaning. Sets C have clustered customers whose time windows were generated based on a known solution. Problem sets R have customers location generated uniformly randomly over a square. Sets RC have a combination of randomly placed and clustered customers. Sets of type 1 have narrow time windows and small vehicle capacity. Sets of type 2 have large time windows and large vehicle capacity. Therefore, the solutions of type 2 problems have very few routes and significantly more customers per route. Table 6 .1 gives the computational results for the test problems obtained by our approach. The average deviation of our approach is 0,30% in comparison with the best solutions known. This deviation is very feeble because our algorithm finds in many cases the best value published. In addition, the solutions are found in a reasonable computing time. We believe that the modified ACS algorithm needs further refinements. In particular, the suitable values of algorithm parameters.
Conclusion
In this chapter, we have presented two new algorithms for the CVRP and the CVRPTW. The two algorithms are based on the hybrid ant colony with local searches. The experimental results we have displayed show the quality of solutions achieved by our approaches. The objective of this study is to show the efficiency of the ant colony algorithms for the vehicle routing problems. This study has shown that the combining of the ant colonies with specific informations to the problem under study enables the finding of competitive results. The experimental results we have displayed show the quality of solutions achieved by our approach. The objective of this study is to show the efficiency of the hybrid ant colony algorithms for the vehicle routing problems. This study has shown us that by combining the ant colonies with the simulated annealing, competitive results are found. 
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