Design and development of forensic techniques for synthetic image identification by Tokuda, Eric Keiji, 1984-
Instituto de Computac¸a˜o
Universidade Estadual de Campinas
Projeto e Desenvolvimento de Te´cnicas Forenses
para Identificac¸a˜o de Imagens Sinte´ticas
Este exemplar corresponde a` redac¸a˜o final da
Dissertac¸a˜o devidamente corrigida e defendida
por E´ric Keiji Tokuda e aprovada pela Banca
Examinadora.
Campinas, Julho de 2012.
Prof. Dr. He´lio Pedrini (Orientador)
Prof. Dr. Anderson de Rezende Rocha
(Co-orientador)
Dissertac¸a˜o apresentada ao Instituto de Com-
putac¸a˜o, unicamp, como requisito parcial para
a obtenc¸a˜o do t´ıtulo de Mestre em Cieˆncia da
Computac¸a˜o.
i
FICHA CATALOGRÁFICA ELABORADA POR
ANA REGINA MACHADO - CRB8/5467
BIBLIOTECA DO INSTITUTO DE MATEMÁTICA, ESTATÍSTICA E
COMPUTAÇÃO CIENTÍFICA - UNICAMP
  Tokuda, Eric Keiji, 1984-  
 T573p TokProjeto e desenvolvimento de técnicas forenses para
identificação de imagens sintéticas / Eric Keiji Tokuda. – Campinas,
SP : [s.n.], 2012.
 
   
  TokOrientador: Hélio Pedrini.
  TokCoorientador: Anderson de Rezende Rocha.
  TokDissertação (mestrado) – Universidade Estadual de Campinas,
Instituto de Computação.
 
    
  Tok1. Análise forense de imagem. 2. Computação forense. 3.
Fusão de classificadores. 4. Fusão de características. 5.
Aprendizado do computador. I. Pedrini, Hélio,1963-. II. Rocha,
Anderson de Rezende. III. Universidade Estadual de Campinas.
Instituto de Computação. IV. Título.
 
Informações para Biblioteca Digital
Título em inglês: Design and development of forensic techniques for synthetic
image identification
Palavras-chave em inglês:
Digital forense
Forensic computing
Classifier fusion
Feature fusion
Machine learning
Área de concentração: Ciência da Computação
Titulação: Mestre em Ciência da Computação
Banca examinadora:
Hélio Pedrini [Orientador]
Moacir Pereira Ponti Junior
Ricardo da Silva Torres
Data de defesa: 24-07-2012
Programa de Pós-Graduação: Ciência da Computação
Powered by TCPDF (www.tcpdf.org)
ii

Instituto de Computac¸a˜o
Universidade Estadual de Campinas
Projeto e Desenvolvimento de Te´cnicas Forenses
para Identificac¸a˜o de Imagens Sinte´ticas
E´ric Keiji Tokuda1
24 de Julho de 2012
Banca Examinadora:
• Prof. Dr. He´lio Pedrini (Orientador)
• Prof. Dr. Moacir Pereira Ponti Junior (ICMC/USP)
• Prof. Dr. Ricardo da Silva Torres (IC/UNICAMP)
1Suporte financeiro de: FAPESP (processo 10/13745-6) 2011–2012) e CNPq
iv
Resumo
O grande investimento de companhias de desenvolvimento de software para animac¸a˜o 3D
nos u´ltimos anos tem levado a a´rea de Computac¸a˜o Gra´fica a patamares nunca antes
atingidos. Frente a esta tecnologia, torna-se cada vez mais dif´ıcil a um usua´rio comum
distinguir fotografias reais de imagens produzidas em computador. Mais do que nunca,
a fotografia, como meio de informac¸a˜o segura, passa a ter sua idoneidade questionada.
A identificac¸a˜o de imagens geradas por computador tornou-se uma tarefa imprescind´ıvel.
Existem diversos me´todos de classificac¸a˜o de imagens fotogra´ficas e geradas por com-
putador na literatura. Todos trabalhos se concentram em identificar diferenc¸as entre
imagens fotogra´ficas e imagens geradas por computador. Contudo, no atual esta´gio da
Computac¸a˜o Gra´fica, na˜o ha´ uma caracterizac¸a˜o isolada que resolva o problema. Pro-
pomos uma ana´lise comparativa entre diferentes formas de combinac¸a˜o de descritores
para abordar este problema. Para tanto, criamos um ambiente de testes com diversidade
de conteu´do e de qualidade; implementamos treze me´todos representativos da literatura;
criamos e implementamos quatro abordagens de fusa˜o de dados; comparamos os resulta-
dos dos me´todos isolados com o resultado dos mesmos me´todos combinados. Realizamos
a implementac¸a˜o e ana´lise de um total de treze me´todos. O conjunto de dados para va-
lidac¸a˜o foi composto por aproximadamente 5.000 fotografias e 5.000 imagens geradas por
computador. Resultados isolados atingiram acura´cias de ate´ 93%. A combinac¸a˜o destes
mesmos me´todos atingiu uma precisa˜o de 97% (uma reduc¸a˜o de 57% no erro do melhor
me´todo de maneira isolada).
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Abstract
The development of powerful and low-cost hardware devices allied with great advances
on content editing and authoring tools have pushed the creation of computer generated
images (CGI) to a degree of unrivaled realism. Differentiating a photorealistic computer
generated image from a real photograph can be a difficult task to naked eyes. Digital fo-
rensics techniques can play a significant role in this task. Indeed, important research has
been made by our community in this regard. The current approaches focus on single image
features aiming at spotting out differences between real and computer generated images.
However, with the current technology advances, there is no universal image characteriza-
tion technique that completely solves this problem. In our work, we present a complete
study of several current CGI vs. Photograph approaches; create a big and heterogene-
ous dataset to be used as a training and validation database; implement representative
methods of the literature; and devise automatic ways to combine the best approaches.
We compare the implemented methods using the same validation environment. Appro-
ximately 5,000 photographs and 5,000 CGIs with large diversity of content and quality
were collected. A total of 13 methods were implemented. Results show that this set
of methods, in an integrated approach, can achieve up to 93% of accuracy. The same
methods, when combined through the proposed fusion schemes, can achieve an accuracy
rate of 97% (a reduction of 57% of the error over the best result alone).
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Cap´ıtulo 1
Introduc¸a˜o
A reduc¸a˜o dos custos dos equipamentos de aquisic¸a˜o de imagens digitais e o constante
avanc¸o da tecnologia impulsionaram a popularizac¸a˜o das fotografias digitais. Mesmo um
usua´rio de classe econoˆmica me´dia tem acesso a caˆmeras de alta definic¸a˜o, filmadoras e
scanners. Atualmente, ha´ grande quantidade de Imagens Fotogra´ficas Digitais (IFG) on-
line, de diversos conteu´dos, origens e n´ıveis de profissionalismo. O reposito´rio de imagens
Flickr 1, por exemplo, de acordo com o blog dos pro´prios autores, atingiu em 2011, a marca
de 6 bilho˜es de uploads de usua´rios desde sua criac¸a˜o.
Paralelamente, os constantes avanc¸os tecnolo´gicos de hardware e software gra´ficos
impulsionam a Computac¸a˜o Gra´fica. Empresas como a Nvidia produzem unidades de
processamento gra´fico (Graphics Processing Unit – GPU ) projetadas para lidar paralela-
mente com grande quantidade de tarefas. Estas empresas reportam 2 que seus produtos ja´
atingem mais de 500 bilho˜es de instruc¸o˜es lo´gicas de ponto flutuante por segundo (Float
Point Operations per Second – FLOP). Paralelamente, ferramentas de software gra´fico
como Maya3 e 3ds Max 4 esta˜o constantemente sendo melhoradas para acompanhar o alto
desempenho de hardware.
A a´rea de Computac¸a˜o Gra´fica tem uma diversidade de aplicac¸o˜es industriais e ci-
ent´ıficas, como a criac¸a˜o de animac¸o˜es gra´ficas cinematogra´ficas, modelagem assistida
por computador (Computer Aided Design – CAD), simulac¸a˜o de sistemas, reconstituic¸a˜o
de cenas criminais, entre outras. Os avanc¸os da a´rea permitiram o surgimento de modelos
anteriormente inconceb´ıveis, como o de representac¸o˜es de cenas reais com alto grau de
realismo (fotorrealismo).
Em meio a tanto avanc¸o na qualidade das imagens, identificar uma imagem fotorrea-
lista gerada por Computac¸a˜o Gra´fica (ICG) pode representar uma tarefa complexa a olho
1http://www.flickr.com (u´ltimo acesso em 23/07/2012)
2http://www.nvidia.com/object/why-choose-tesla.html (u´ltimo acesso em 23/07/2012)
3http://usa.autodesk.com/maya/ (u´ltimo acesso em 23/07/2012)
4http://usa.autodesk.com/3ds-max/ (u´ltimo acesso em 23/07/2012)
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2nu. Embora o sistema visual humano seja incompara´vel em aspectos como alta precisa˜o,
ra´pido entendimento da cena e reconhecimento de padro˜es em alto n´ıvel, ele e´ ineficiente
em tarefas como identificac¸a˜o de inconsisteˆncias de iluminac¸a˜o, de posic¸a˜o de observac¸a˜o
e de cores [25]. A Figura 1.1 apresenta uma amostra de imagens que pode apresentar
dificuldades ao usua´rio que tentar identificar se alguma delas e´ uma ICG.
(a) (b)
Figura 1.1: Exemplos de uma (a) imagem fotorrealista gerada por Computac¸a˜o Gra´fica
(ICG) e uma (b) imagem fotogra´fica (IFG).
No cena´rio jur´ıdico, uma imagem fotogra´fica pode ser considerada uma importante
evideˆncia criminal. Por exemplo, os Estados Unidos teˆm uma pol´ıtica rigorosa de com-
bate ao abuso infantil. Em 1996, foi estabelecida a emenda Child Pornography Prevenction
Act (CPPA) [23], a qual previa combater a pornografia infantil virtual. Esta emenda in-
criminava quaisquer informac¸o˜es multimı´dia que aparentassem ter conteu´do pornogra´fico
infantil. A medida incriminava, inclusive, ICGs. Seis anos depois, a corte norte-americana
reanalisou a emenda e a considerou como uma violac¸a˜o constitucional. A partir de enta˜o,
a criac¸a˜o e distribuic¸a˜o de imagens sinte´ticas com conteu´do pornogra´fico foi descrimina-
lizada. Atualmente, embora no Brasil na˜o hajam leis que rejam o assunto, nos Estados
Unidos, imagens associadas a abuso infantil sa˜o consideradas legalmente protegidas se for
provado o cara´ter sinte´tico da imagem. Este e´ um cena´rio forense em que e´ fundamental
distinguir de forma clara ICGs de IFGs.
A imagem tem importante papel como documento. Alterac¸o˜es da imagem que na˜o
afetam o entendimento da cena raramente constituem-se em uma adulterac¸a˜o criminosa,
como ocorre nos casos de alterac¸o˜es este´ticas de fotografias. Se descobertos, contudo,
podem levar a uma situac¸a˜o constrangedora pela fonte de dados, o que e´ frequente em
revistas de moda. Alterac¸o˜es de conteu´do teˆm, em grande parte das vezes, motivac¸a˜o
pol´ıtica, como foi o caso, em 2008, da imagem dos mı´sseis adulterada, a qual dava a ideia
de uma forte ofensiva iraniana [66]. Alterac¸o˜es em n´ıveis de bits tambe´m teˆm grande
interesse forense, pois se constituem como um simples e eficiente meio de transmissa˜o
de informac¸o˜es utilizado pela esteganografia. Diversos sa˜o os casos que utilizam uma
3adulterac¸a˜o maliciosa da imagem. A validac¸a˜o da autenticidade de imagens, portanto, e´
um importante desafio forense.
A Computac¸a˜o Forense pode ser definida como a utilizac¸a˜o de me´todos cient´ıficos para
preservac¸a˜o, colec¸a˜o, validac¸a˜o, identificac¸a˜o, ana´lise, interpretac¸a˜o e documentac¸a˜o de
evideˆncias digitais como suporte a processos criminais [54]. Numa abordagem minima-
lista, todo equipamento digital armazena informac¸o˜es digitais e, portanto, conte´m dados
que podem ser utilizados num processo criminal. Como estamos rodeados por aparatos
eletroˆnicos, e´ de se esperar que a a´rea de Computac¸a˜o Forense ganhe cada vez mais im-
portaˆncia. Desde sequeˆncias nume´ricas em memo´ria dinaˆmica ate´ discos r´ıgidos inteiros
sa˜o alvos desta sec¸a˜o criminal´ıstica.
Os desafios da computac¸a˜o forense tem tanto interesse governamental como interesse
comercial. Um exemplo de interesse comercial e´ a busca de servic¸os forenses para auditoria
interna, visando evitar um escaˆndalo gerado pelo vazamento de informac¸o˜es. Empresas
como a Computer Forensics Solutions5 oferecem servic¸os forenses e garantem sigilo. Outra
categoria de empresas, como a da EnCase6, oferece aplicativos de ana´lise de documentos
digitais.
Uma soluc¸a˜o ao problema de distinc¸a˜o entre IFG e ICG seria confiar a tarefa a um
perito no assunto. O profissional deveria ter uma visa˜o anal´ıtica e minuciosa sobre as
imagens. Esta soluc¸a˜o, contudo, ale´m de exigir a existeˆncia de pessoas com tais virtudes
visuais, teria o risco de julgamentos subjetivos (por exemplo, baseado no conteu´do da
imagem).
Se cada IFG tivesse um identificador na˜o burla´vel que identificasse sua origem, como
uma marca d’a´gua, enta˜o o problema estaria resolvido [35]. Pore´m, esta abordagem
exigiria que a marca d’a´gua fosse inserida em todas as IFGs existentes. Mesmo que todos
os equipamentos de aquisic¸a˜o de imagem digital, incluindo caˆmeras fotogra´ficas digitais,
caˆmeras de filmagem e telefones mo´veis passassem a ter este marcador, as imagens antigas
ainda na˜o o teriam. Portanto, abordagens na˜o-intrusivas, ou seja, que na˜o precisam alterar
o conjunto de dados alvo, constituem-se como as opc¸o˜es fact´ıveis para resolver o problema.
Pesquisadores abordaram de diversas formas o problema de IFG versus ICG. O sistema
visual humano e´ bastante complexo e utiliza diversos recursos visuais para classificar uma
cena. Utilizando-o como inspirac¸a˜o, podemos tentar identificar os trac¸os visuais que o
fazem distinguir uma IFG de uma ICG e utiliza´-los em nosso abordagem. Bordas, cores
e formas sa˜o alguns dos exemplos de caracter´ısticas visuais que podem ser utilizadas [59].
Para aumentar a acura´cia dos resultados obtidos a partir dos me´todos do Estado da Arte,
uma soluc¸a˜o seria propor uma abordagem que conseguisse extrair informac¸o˜es relevantes
para a classificac¸a˜o ainda na˜o exploradas por outros me´todos. Uma segunda soluc¸a˜o seria
5http://www.computerforensicssolutions.com/ (u´ltimo acesso em 23/07/2012)
6http://www.guidancesoftware.com/forensic.htm (u´ltimo acesso em 23/07/2012)
4combinar os me´todos existentes para criar um novo classificador.
Embora trabalhos anteriores reportem acura´cias de classificac¸a˜o superiores a 95% [17,
74], Gloe et al. [29] criaram cena´rios nos quais os desempenhos de determinados me´todos
foram significativamente inferiores a`s acura´cias reportadas. Neste contexto, em situac¸o˜es
reais de classificac¸a˜o de imagens geradas por computador, os me´todos existentes na˜o
apresentam os n´ıveis de acura´cia reportados. De acordo com os teoremas “Na˜o ha´ almoc¸o
gra´tis”, na˜o existe um u´nico classificador que seja o´timo em todos os cena´rios de classi-
ficac¸a˜o [76]. Para isso, dever´ıamos ter uma regra determin´ıstica para saber classificador e´
o ideal para cada natureza de dados. Esta natureza dos dados, contudo, e´ na maior parte
das vezes desconhecida.
A combinac¸a˜o de abordagens tem como um dos intuitos melhorar a acura´cia quando
comparada a cada abordagem isolada. Propomos a combinac¸a˜o de caracter´ısticas aplicado
ao cena´rio de identificac¸a˜o de ICG.
Deste modo, na tarefa de discernimento entre IFGs e ICGs, temos como contribuic¸o˜es
neste trabalho:
• criac¸a˜o de um cena´rio mais pro´ximo do real em termos de complexidade e diver-
sidade, pela composic¸a˜o de um banco de imagens heterogeˆneo e que inclua IFGs e
ICGs de alta complexidade. Utilizac¸a˜o deste cena´rio para uma ana´lise comparativa
entre todos os me´todos implementados;
• implementac¸a˜o de me´todos da literatura que tratam do mesmo problema, para ter-
mos um crite´rio de comparac¸a˜o com os me´todos criados;
• criac¸a˜o e implementac¸a˜o de novos me´todos, por meio da extensa˜o de descritores de
outras a´reas ao nosso escopo;
• proposic¸a˜o e implementac¸a˜o de formas de combinac¸a˜o de caracter´ısticas, com o
intuito de diminuir a dimensionalidade do espac¸o de caracter´ısticas e aumentar a
acura´cia do me´todos existentes.
O restante do texto e´ dividido da seguinte forma: no Cap´ıtulo 2, analisamos os me´todos
da literatura que abordam o problema de IFG versus ICG e, adicionalmente, expomos
descritores que podem ser utilizados na criac¸a˜o de novos me´todos; no Cap´ıtulo 3, apre-
sentamos nossas propostas e implementac¸o˜es de cada uma delas; na Cap´ıtulo 4, expomos
e analisamos os resultados de cada experimento realizado. Por fim, no u´ltimo cap´ıtulo,
apresentamos considerac¸o˜es finais sobre o trabalho, como um todo. Cada cap´ıtulo leva
em conta a divisa˜o por contribuic¸o˜es do trabalho supracitada.
Cap´ıtulo 2
Conceitos
Este cap´ıtulo apresenta alguns conceitos ba´sicos relacionados ao processo de formac¸a˜o de
imagens e descreve brevemente alguns tipos de classificadores e uma forma gra´fica para
avaliac¸a˜o de resultados de classificac¸a˜o.
2.1 Processo de Formac¸a˜o de Imagens
Conhecer os processos de formac¸a˜o de ICG e IFG e´ um ponto de partida para conseguirmos
distingui-las, pois nos possibilita identificar as diferenc¸as entre as classes que sa˜o devidas
a`s diferenc¸as entre os processos de criac¸a˜o. Identificar com precisa˜o o processo de formac¸a˜o
de uma imagem implica a classificac¸a˜o de uma imagem em IFG ou ICG. Esta sec¸a˜o divide-
se nas descric¸o˜es sucintas de ambos os processos de formac¸a˜o.
2.1.1 Formac¸a˜o de IFGs
Caˆmeras fotogra´ficas sa˜o responsa´veis pela representac¸a˜o da cena 3D por meio de uma
imagem. O processo de captura se inicia com o registro de uma amostra da luz incidente.
A luz emitida por uma fonte luminosa e´ refletida nos objetos da cena e incidida na caˆmera.
Ha´, adicionalmente, interac¸a˜o da luz entre as fontes luminosas, refrac¸a˜o na mudanc¸a de
meios e inter-reflexa˜o entre os objetos da cena [50].
Inicialmente, o cone de luz da cena atinge o sistema de lentes. O sistema de lentes
registra uma porc¸a˜o limitada do cone de luz da cena, devido a` sua limitac¸a˜o de campo
visual, insere distorc¸o˜es geome´tricas de acordo com as caracter´ısticas f´ısicas das lentes e
foca a luz nos fotossensores.
O sensores convertem a energia luminosa em n´ıveis de tensa˜o ele´trica. A representac¸a˜o
da luz por meio de bits adotada pelas caˆmeras esta´ associada a` fisiologia do olho humano:
um bom conjunto de cores prima´rias representa est´ımulos que maximizam a diferenc¸a
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entre as respostas dos cones da retina para diferentes comprimentos de onda de luz [34].
O sistema de cores mais utilizado e´ o composto por vermelho, verde e azul (RGB).
Uma aquisic¸a˜o precisa das cores de um pixel por caˆmeras com representac¸a˜o de cores
em RGB exigiria medir efetivamente as treˆs cores a partir do espectro da luz incidente.
No entanto, a maior parte destas caˆmeras emprega um mosaico de filtros espectrais (Color
Filter Arrays – CFA) para medir apenas uma faixa do espectro em cada pixel. Cada pixel
fica associado a apenas uma cor do sistema tricroma´tico.
Na etapa de demosaico, as duas cores restantes de cada pixel sa˜o estimadas. O conhe-
cimento da disposic¸a˜o dos filtros espectrais possibilita estimar as cores restantes. O CFA
mais comum entre as caˆmeras populares e´ o Bayer [3].
O software interno a` caˆmera ainda aplica operac¸o˜es sobre a imagem, incluindo: reduc¸a˜o
de ru´ıdo, correc¸a˜o gama, realce de caracter´ısticas da imagem, conversa˜o do espac¸o de cores
e compressa˜o.
A Figura 2.1 resume o processo de formac¸a˜o de uma IFG por uma caˆmera com CFA.
Figura 2.1: Diagrama ilustrativo do processo de formac¸a˜o de uma IFG por uma caˆmera
com CFA. (1) A luz passa atrave´s do sistema o´ptico da caˆmera e incide sobre os fotossenso-
res. (2) Cada sensor captura apenas uma das cores prima´rias. (3) Na etapa de demosaico,
as cores restantes sa˜o estimadas. (3) Operac¸o˜es posteriores de melhoria e compressa˜o da
imagem sa˜o aplicados sobre a imagem resultante.
A maior parte dos sensores e´ constru´ıda a partir de semicondutores metal-o´xido [50].
A utilizac¸a˜o deste material esta´ associada a tipos espec´ıficos de ru´ıdos [32]. O ru´ıdo de
uma caˆmera pode ser definido como qualquer variac¸a˜o randoˆmica no brilho ou na cor da
imagem causado por algum processo interno a` caˆmera. O ru´ıdo, portanto, pode ser de
va´rios tipos [59]:
• ru´ıdo de padra˜o fixo: heterogeneidade dos elementos dos sensores sob um mesmo
n´ıvel de iluminac¸a˜o;
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• ru´ıdo te´rmico: passagem de ele´trons sobre o sensor, mesmo na auseˆncia de ilu-
minac¸a˜o, causado pela alimentac¸a˜o ele´trica do conjunto de sensores;
• ru´ıdo de aquisic¸a˜o do fo´ton: o n´ıvel de luz coletado por um u´nico sensor na˜o e´
constante e se da´ por um processo aleato´rio de Poison.
2.1.2 Formac¸a˜o de ICGs
A s´ıntese de uma ICG envolve duas fases consecutivas: a fase de modelagem e a de
renderizac¸a˜o.
A modelagem e´ uma etapa assistida por ferramentas de criac¸a˜o. Nesta fase, o acesso
a`s ferramentas, a experieˆncia e o conhecimento do autor sobre elas sa˜o os principais
diferenciais na qualidade da imagem criada.
Ha´ uma grande quantidade de ferramentas dedicadas a` computac¸a˜o gra´fica, as quais
incluem as de uso geral ou de uso espec´ıfico. Dentre as de uso geral, esta˜o as populares
Maya1, Blender 2 e 3ds Max 3, com as quais e´ produzida a maior parte das ICG dispon´ıveis
publicamente. As ferramentas de software de uso espec´ıfico simplificam e minimizam o
trabalho em um determinado escopo: scanners 3D como o da Next Engine4 criam o
modelo 3D de um objeto a partir de uma simples varredura a laser e sa˜o frequentemente
usados em engenharia de produtos. Na modelagem da anatomia de um ser humano, a
Cyberware Body Scanner 5 reporta a capacidade de gerar o modelo de uma pessoa em
menos de 17 segundos, por meio de escaneamento a laser. Ferramentas como estas geram
modelos que podem ser exportados para ferramentas de edic¸a˜o, tais como aplicac¸a˜o e
refinamento de textura, de animac¸a˜o, entre outras.
O modelo previamente gerado e´ utilizado na fase de renderizac¸a˜o, quando e´ criada a
representac¸a˜o da cena por uma imagem. Nesta fase, o usua´rio escolhe o n´ıvel de deta-
lhamento a ser aplicado pelo computador, o qual pode variar drasticamente o tempo de
processamento.
Dentro da classe das imagens geradas por computador, ha´ diversos tipos de imagens:
• representac¸a˜o fict´ıcia da realidade (principalmente utilizada em animac¸o˜es gra´ficas
e em simulac¸a˜o de sistemas);
• imagens gra´ficas como mapas e diagramas, em que nos focamos em determinados
aspectos e abstra´ımos o restante;
1http://usa.autodesk.com/maya/ (u´ltimo acesso em 23/07/2012)
2http://www.blender.org/ (u´ltimo acesso em 23/07/2012)
3http://usa.autodesk.com/3ds-max/ (u´ltimo acesso em 23/07/2012)
4http://www.nextengine.com/ (u´ltimo acesso em 23/07/2012)
5http://www.cyberware.com/ (u´ltimo acesso em 23/07/2012)
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• representac¸a˜o fotorrealista, em que o principal objetivo da imagem e´ o de se apro-
ximar de uma imagem real.
Figura 2.2: Amostra de imagens geradas por computador: (a) uma imagem de desenho
animado, (b) um diagrama de classes e (c) uma imagem fotorrealista.
Neste trabalho, quando falamos em ICG, estamos nos referindo a`s imagens fotorrealis-
tas geradas por computac¸a˜o gra´fica. Me´todos que abordam o nosso problema de maneira
mais gene´rica, incluindo todas as classes acima, foram explorados por trabalhos como o
de Athitsos et al. [2, 13].
O n´ıvel de realismo de uma cena esta´ associado a va´rios aspectos visuais como textura,
sombreamento, reflectaˆncia e profundidade da cena. Alguns aspectos diminuem o cara´ter
fotorrealista da imagem:
• uma baixa resoluc¸a˜o das malhas poligonais deixa trac¸os vis´ıveis de poligonalidade;
• a iluminac¸a˜o de fontes pontuais e isotro´picas pode na˜o simular efeitos como trans-
bordamento de cores;
• modelos cla´ssicos de reflectaˆncia, como Phong [55], na˜o possibilitam efeitos como a
translucidez;
• me´todos de renderizac¸a˜o como o trac¸ado de raios, podem na˜o simular profundidade
de campo (depth of field).
O desenvolvimento de te´cnicas que simulam esses efeitos, em conjugac¸a˜o com o au-
mento de poder computacional, impulsionaram a a´rea de criac¸a˜o de imagens fotorrealistas.
A simulac¸a˜o do transporte da luz da cena, presente na etapa de renderizac¸a˜o, e´ um
processo de grande carga de processamento computacional. A simulac¸a˜o de efeitos como
inter-reflexa˜o entre os objetos e a utilizac¸a˜o de trac¸ado de raios a partir de mu´ltiplas fontes
aumentam ainda mais esta carga. Para amenizar este problema, abordagens de otimizac¸a˜o
de desempenho como renderizac¸a˜o independente nos treˆs canais de cores sa˜o normalmente
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aplicadas. Uma etapa adicional, posterior a` renderizac¸a˜o, e´ a simulac¸a˜o de operac¸o˜es
aplicadas por caˆmeras digitais. Equipamentos de alto desempenho sa˜o determinantes na
diminuic¸a˜o do tempo e na qualidade do produto final.
2.2 Classificadores
Uma ferramenta de reconhecimento de padro˜es, ou simplesmente classificador, tem como
objetivo estabelecer um crite´rio de classificac¸a˜o baseado num conjunto de dados de re-
fereˆncia. Diferentemente do casamento de padro˜es, o classificador na˜o busca identificar
igualdade e, sim, similaridade estat´ıstica entre os dados. Enquanto o olho humano e´ eficaz
em determinados aspectos [25], os classificadores teˆm paper importante na classificac¸a˜o
automa´tica de dados.
Basicamente, os classificadores podem ser divididos em dois tipos: supervisionados e
na˜o supervisionados. No caso em que a classificac¸a˜o e´ na˜o-supervisionada, o classificador
recebe o conjunto de dados e tenta identificar as similaridades presentes com o intuito
de formar grupos. O classificador teˆm pouca ou nenhuma informac¸a˜o a priori sobre
os dados. Abordagens conhecidas incluem k-me´dias, agrupamento hiera´rquico e mapas
auto-organizados. Um sistema de aprendizado supervisionado, por outro lado, age sob o
suporte de um ora´culo o qual identifica previamente os objetos. A escolha dos dados na
etapa de treinamento e´ fundamental para a criac¸a˜o de um classificador eficaz. A obtenc¸a˜o
de um conjunto de dados que se aproximem do real possibilita que o classificador possa
construir uma func¸a˜o discriminante que se adapte ao cena´rio real. Na literatura, ha´
uma se´rie de classificadores supervisionados, entre eles a Ma´quina de Vetores de Suporte
(Support Vector Machines – SVM ), a a´rvore de decisa˜o e o Bayes ingeˆnuo.
Dois me´todos de Reconhecimento de Padro˜es sa˜o largamente utilizados em trabalhos
na a´rea de identificac¸a˜o de ICGs: Ana´lise Discriminante Linear (Linear Discriminant
Analysis – LDA) [20] e SVM. A LDA cria uma superf´ıcie de classificac¸a˜o linear e sua
implementac¸a˜o e´ relativamente simples. O SVM utiliza superf´ıcies de classificac¸a˜o n-
dimensionais e sua implementac¸a˜o e´ mais complexa. O SVM e´ um me´todo de classificac¸a˜o
supervisionado que busca o hiperplano o´timo de separac¸a˜o entre duas classes. Elementos
que ficam na borda sa˜o chamadas de vetores de suporte e a regia˜o entre essas margens e´
o hiperplano o´timo [49]. Elementos no lado errado da margem sa˜o ponderados negativa-
mente para reduzir sua influeˆncia. Quando na˜o e´ poss´ıvel encontrar um hiperplano linear,
os dados sa˜o projetados de forma impl´ıcita em espac¸os de maiores dimenso˜es ate´ que os
elementos tornem-se linearmente separa´veis.
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2.3 Curvas ROC
As curvas ROC (Receiver Operation Characteristic) representam um modo gra´fico de
avaliac¸a˜o, organizac¸a˜o e selec¸a˜o de sistemas de diagno´stico e/ou predic¸a˜o e permitem o
ca´lculo de diversas medidas para avaliac¸a˜o. Gra´ficos ROC foram originalmente utilizados
em detecc¸a˜o de sinais para se avaliar a qualidade de transmissa˜o de um sinal em um canal
com ru´ıdo.
A ana´lise ROC foi introduzida em Aprendizagem de Ma´quina como uma ferramenta
u´til para a avaliac¸a˜o dos modelos de classificac¸a˜o [60], particularmente u´til em domı´nios
nos quais existe uma desproporc¸a˜o entre as classes ou quando se deve levar em consi-
derac¸a˜o diferentes custos/benef´ıcios para os diferentes erros/acertos de classificac¸a˜o [60].
Alguns autores da a´rea de identificac¸a˜o de imagens geradas por computador utilizam as
curvas ROC na etapa de validac¸a˜o dos me´todos propostos.
Cap´ıtulo 3
Trabalhos Relacionados
of de alta qualidade emergiram com a evoluc¸a˜o da Computac¸a˜o Gra´fica. Me´todos para
distinguir IFGs e ICGs sa˜o de meados de 2000 [51,51] e frequentemente sa˜o extenso˜es de
conceitos de a´reas correlatas [11,39,44,51].
A maior parte das propostas existentes para distinguir ICGs e IFGs e´ dividida em
duas etapas:
• identificac¸a˜o e extrac¸a˜o de caracter´ısticas que evidenciem as diferenc¸as entre as duas
classes;
• classificac¸a˜o das imagens baseada no conjunto de caracter´ısticas obtido.
Ale´m dos conceitos ja´ explorados no problema de identificac¸a˜o de IFG e ICG, ha´
ainda muitos descritores de a´reas correlatas que sa˜o promissores na aplicac¸a˜o em nosso
problema. Como buscamos uma gama variada de descritores neste trabalho, optamos por
prospectar descritores de diferentes a´reas de Processamento de Imagens.
A principal diferenc¸a entre os diversos me´todos da literatura consiste na escolha das
caracter´ısticas para descrever uma imagem (descritor). A efica´cia deste processo e´ funda-
mental para a boa acura´cia de um me´todo. Analisamos descritores ja´ existentes quanto a`
aplicabilidade e a efica´cia no problema de identificac¸a˜o de ICGs e IFGs. A´reas como Recu-
perac¸a˜o de Imagens por Conteu´do (Content-Based Image Retrieval – CBIR) apresentam
ampla pesquisa na a´rea de extrac¸a˜o de caracter´ısticas [38,67,71] e, portanto, apresentam
potenciais fontes para o nosso trabalho. A caracterizac¸a˜o de uma imagem pode se basear
em diversos crite´rios: em histogramas de cores [9], textura [21,22], forma [41], bordas [37],
malhas (patches) [37], superf´ıcie [72], entre outros.
Apresentamos, a seguir, a sec¸a˜o Me´todos do Estado da Arte, onde analisamos trabalhos
relevantes de distinc¸a˜o entre IFG e ICG. Na sec¸a˜o Me´todos de A´reas Relacionadas, expo-
mos conceitos ja´ explorados em outras a´reas e ainda na˜o aplicados no problema de IFG
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versus ICG. Por u´ltimo, na sec¸a˜o Combinac¸a˜o de me´todos, analisamos uma abordagem
existente de combinac¸a˜o de descritores.
3.1 Me´todos do Estado da Arte
Lyu e Farid (2005) [44]
Os autores propuseram a decomposic¸a˜o da imagem utilizando transformada wavelet. De
acordo com [6], os coeficientes wavelets de subbandas de imagens naturais apresentam
uma distribuic¸a˜o Laplaciana Generalizada, a qual e´ caracterizada por um grande pico
em zero e caudas longas e sime´tricas. Uma interpretac¸a˜o para esta distribuic¸a˜o em uma
imagem real pode ser entendida pela presenc¸a de grandes a´reas de regio˜es homogeˆneas
e transic¸o˜es abruptas (bordas). Estas informac¸o˜es sa˜o utilizadas para verificar se uma
imagem segue o padra˜o de uma IFG.
A decomposic¸a˜o segue o me´todo Filtros Espelho de Quadratura, de Vaidyanathan [73]
e propo˜e a decomposic¸a˜o em n escalas, treˆs orientac¸o˜es (vertical, horizontal e diagonal) e
treˆs cores (vermelho, verde e azul).
Para caracterizar a distribuic¸a˜o dos coeficientes, os autores obtiveram quatro es-
tat´ısticas de ordem para cada subbanda (me´dia, variaˆncia, obliquidade e curtose) da
imagem original. Ale´m das tradicionais me´dia e variaˆncia para caracterizac¸a˜o de uma
distribuic¸a˜o, a utilizac¸a˜o de curtose visa medir o quanto os valores dos picos diferem do
restante da distribuic¸a˜o. A obliquidade avalia a assimetria da distribuic¸a˜o de probabili-
dade.
Estas caracter´ısticas, no entanto, na˜o capturam adequadamente a correlac¸a˜o dos coe-
ficientes nas escalas, bandas de cor e orientac¸o˜es. A correlac¸a˜o dos coeficientes da imagem
atrave´s de va´rias escalas e orientac¸o˜es reflete caracter´ısticas de bordas, por exemplo. O
trabalho propo˜e a identificac¸a˜o desta correlac¸a˜o atrave´s de um preditor linear de erros, o
qual leva em conta os pixels adjacentes da mesma subbanda, subbandas de outras escalas
e de outras orientac¸o˜es. Cada coeficiente e´ associado a um erro, novamente caracterizado
pelas quatro estat´ısticas de ordem superior: me´dia, variaˆncia, curtose e obliquidade. A
dimensa˜o do vetor de caracter´ısticas e´ dado pelo produto do nu´mero de bandas de cor,
nu´mero de escalas, nu´mero de orientac¸o˜es e pelo nu´mero de estat´ısticas de ordem.
A partir deste modelo preditivo de coeficientes, os autores estimaram o coeficiente de
cada subbanda e os erros associados a cada coeficiente para cada canal de cor e obtiveram
um conjunto de 216 estat´ısticas. Para uma taxa de falsos negativos fixada em 1, 2%, os
resultados atingiram uma acura´cia de 54,6% e 66,8% com os classificadores LDA e SVM,
respectivamente.
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Chen et al. (2007) [11]
Chen et al. seguiram a linha da decomposic¸a˜o wavelet. O me´todo, diferentemente de [44],
na˜o calcula as quatro estat´ısticas da distribuic¸a˜o dos coeficientes wavelets e os erros as-
sociados a cada estimativa. Para caracterizar as distribuic¸o˜es, apenas os momentos es-
tat´ısticos das func¸o˜es caracter´ısticas de ambas distribuic¸o˜es sa˜o obtidos. Um total de 78
caracter´ısticas e´ extra´ıdo de cada componente de cor da imagem, resultando num vetor
de caracter´ısticas de 78×3 = 234 dimenso˜es. Uma das propostas do trabalho e´ investigar
a influeˆncia do sistema de cores da imagem na extrac¸a˜o de caracter´ısticas, em particular,
o espac¸o de cores HSV (Hue Saturation Value).
Os autores utilizaram um classificador SVM na validac¸a˜o dos me´todos e os dados
utilizados foram de fontes diversas. Para a ana´lise dos resultados, os autores constru´ıram
uma curva ROC. A acura´cia reportada e´ de 82,1% no espac¸o de cores HSV e de 76,9%
no espac¸o de cores RGB. A precisa˜o em HSV e´ de cinco pontos percentuais superior a`
precisa˜o em RGB. O resultado evidencia a importaˆncia da representac¸a˜o de cores para os
descritores.
Wang e Moulin (2006) [74]
Posteriormente, Wang e Moulin seguiram a mesma linha e propuseram um modelo baseado
nos histogramas dos coeficientes wavelets da imagem. Para melhorar o desempenho,
filtros passa-banda sa˜o aplicados ao histograma normalizado, de modo a caracterizar o
histograma com um menor nu´mero de informac¸o˜es. Para a validac¸a˜o do me´todo, os
autores utilizaram um classificador LDA e uma base de imagens pessoais. Por crite´rio de
comparac¸a˜o, Wang e Moulin testaram o mesmo conjunto de dados com o me´todo de [44].
O resultado atingido foi pro´ximo de 100% de acura´cia, para ambas as classes de imagens,
a uma taxa de falsos negativos de 0, 1%. Os resultados obtidos pelo me´todo de [44] sobre
a mesma base de imagens foram de mesma acura´cia para IFGs e acura´cia inferior para
ICGs. De acordo com a ana´lise de [50], o me´todo e´ mais preciso que a abordagem de [44]
e obteve uma significativa reduc¸a˜o no tempo computacional nos tempos reportados.
Ng et al. (2005) [51]
Ng et al. propuseram um modelo de imagem baseado em propriedades geome´tricas, o
qual leva em conta os processos f´ısicos de formac¸a˜o das IFGs e ICGs. O trabalho define
dois conceitos distintos e independentes para avaliac¸a˜o de seu me´todo: (1) autenticidade
do processo de aquisic¸a˜o; (2) autenticidade da cena. A autenticidade da aquisic¸a˜o visa
determinar se a imagem foi obtida por equipamento de aquisic¸a˜o digital ou foi gerada por
computador, independente do conteu´do da imagem. A autenticidade da cena, por sua
vez, busca a origem do conteu´do, independente da imagem final. O objetivo da definic¸a˜o
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destes conceitos e´ a categorizac¸a˜o de classes que na˜o se encaixam adequadamente na
divisa˜o tradicional IFG versus ICG. Por exemplo, uma dessas classes e´ a de IFG com
conteu´do fotorrealista, isto e´, uma fotografia de uma imagem gerada por computador
(recaptura), que pode ser isolada com as definic¸o˜es propostas pelos autores.
Baseando-se nessas diferenc¸as, o trabalho propoˆs a ana´lise da imagem em duas escalas
distintas. Na melhor escala, a geometria da cena pode ser descrita por uma dimensa˜o
fractal local e por retalhos (patches) locais. Na outra escala, a geometria e´ melhor des-
crita por uma linguagem de geometria diferencial. O gradiente de superf´ıcie, a segunda
forma fundamental e os vetores de fluxo Beltrami sa˜o calculados. Tais caracter´ısticas sa˜o
extra´ıdas pelo me´todo de Momento dos Corpos Rı´gidos, o qual caracteriza a distribuic¸a˜o
conjunta de va´rias dimenso˜es. Esta informac¸a˜o e´ utilizada por um classificador SVM na
etapa de treinamento. O me´todo foi validado levando-se em conta as definic¸o˜es propostas
de autenticidade.
O mesmo conjunto de dados foi utilizado para avaliar o me´todo de Lyu e Farid [44],
para validac¸a˜o e comparac¸a˜o com outros resultados. A me´dia das acura´cias foi de 83,5%,
superior a` me´dia dos resultados obtidos por [44] aplicado ao mesmo conjunto de dados
(80,3%). De acordo com os pro´prios autores, os resultados indicam que o me´todo e´ eficaz
na classificac¸a˜o de aquisic¸a˜o, embora na˜o seja na classificac¸a˜o de cena.
Rocha e Goldenstein (2008) [63]
Rocha e Goldenstein propuseram uma abordagem baseada nos bits menos significativos
(Least Significant Bits – LSB) de imagens. O bit menos significativo de um nu´mero, em
sua representac¸a˜o bina´ria, e´ o d´ıgito bina´rio da extrema direita. Os LSBs de uma imagem
sa˜o os LSBs dos pixels da imagem. Este conjunto constitui um canal de mensagens
popular na a´rea de esteganografia [66]. Os bits menos significativos podem guardar dados
que desejamos transmitir camufladamente. Em uma imagem de formato JPEG, trocar os
bits menos significativos pode mudar a intensidade de um pixel em no ma´ximo 1% [66].
Estat´ısticas sobre os LSBs de uma imagem podem ser utilizadas como descritores.
A principal hipo´tese do me´todo em [66] e´ a de que as duas classes de imagens, quando
“perturbadas” a partir de uma determinada forma de alterac¸a˜o dos bits menos significati-
vos (Progressive Randomization – PR), apresentam padro˜es de comportamento distintos.
Isto e´ suficiente para a distinc¸a˜o entre as classes de imagens. O me´todo cria, progressi-
vamente, n imagens a partir da imagem original, diferindo no grau de perturbac¸a˜o (taxa
de LSB a serem alterados). Um vetor de caracter´ısticas k-dimensional (no caso, 96-D) e´
formado e fornecido a um classificador SVM. Os resultados foram expressos em frequeˆncia
de acertos por categoria: 98,7% de acura´cia na identificac¸a˜o de IFG e 95,7% na de ICGs.
Os autores salientam que os resultados foram significativamente melhores que os de [44],
em particular, na identificac¸a˜o de imagens fotogra´ficas (32 pontos percentuais acima).
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Duas limitac¸o˜es do me´todo, de acordo com os autores, sa˜o a exigeˆncia de muitos exem-
plos de treinamento (∼40.000 imagens de exemplo) e a inefica´cia em casos de imagens de
recaptura (fotografias de imagens geradas por computador).
Dehnie et al. (2006) [15]
Dehnie et al. basearam-se na hipo´tese de que IFGs obtidas por um mesmo processo
de aquisic¸a˜o preservam trac¸os comuns [43]. Estes trac¸os residuais de equipamentos de
aquisic¸a˜o de imagem podem ser utilizados para distinguir uma IFG de uma ICG. Para
obter o ru´ıdo presente na imagem, aplica-se o filtro adaptativo local proposto por Lukas
et al. [43] e subtrai-se a imagem filtrada da imagem original. O filtro e´ derivado de um
modelo estat´ıstico que leva em conta a dependeˆncia entre coeficientes wavelets de pixels
adjacentes presente em imagens fotogra´ficas.
A me´dia dos ru´ıdos de todas as imagens de uma mesma classe da´ origem ao padra˜o de
ru´ıdos de refereˆncia daquela classe. A classificac¸a˜o e´ feita pelo valor da correlac¸a˜o entre a
imagem residual e o padra˜o de refereˆncia. Parte das imagens fotogra´ficas foi proveniente
de duas caˆmeras de modelos conhecidos e o restante, de modelos diversos. As ICGs foram
obtidas na Internet e foram divididas em dois grupos: o primeiro, de imagens geradas
por Maya e o segundo por 3ds Max. Os resultados indicam que as fotografias digitais
apresentam baixa correlac¸a˜o com os erros padro˜es de ambos os produtos de software. O
desempenho me´dio do me´todo foi de 72% [50].
Dirik et al. (2007) [17]
Dirik et al. propuseram um me´todo baseado no processo de interpolac¸a˜o de cores presente
em caˆmeras digitais. Embora processamentos posteriores sejam aplicados, a identificac¸a˜o
do algoritmo aplicado na etapa de demosaico ainda e´ poss´ıvel. Os autores propuseram
que, para classificar uma imagem como IFG, e´ suficiente identificar algum processo de
interpolac¸a˜o de cores.
O me´todo admite como hipo´tese que, se uma IFG interpolada por um filtro Bayer [3]
for reinterpolada pelo mesmo filtro, ela tera´ significativamente menos mudanc¸as do que se
fosse reinterpolada por um outro filtro. Ou seja, se uma das reinterpolac¸o˜es tiver um erro
quadra´tico me´dio discrepante do restante, a imagem e´ considerada ICG e, caso contra´rio,
ela pode ser caracterizada como uma IFG.
Dirik et al. exploraram, adicionalmente, a interfereˆncia da lente no processo de
aquisic¸a˜o de uma fotografia digital. A aberrac¸a˜o croma´tica esta´ associada a` diferenc¸a
entre os ı´ndices de refrac¸a˜o para os diferentes comprimentos de onda da luz incidente na
lente de aquisic¸a˜o. Ela causa um desalinhamento entre os canais de cores da imagem.
Quando ha´ alinhamento entre os canais de cores, existe dependeˆncia entre eles. Uma
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imagem com informac¸o˜es mu´tuas altas preserva um alinhamento entre os canais de cores
e, portanto, pode ser identificada como na˜o tendo trac¸os de aberrac¸a˜o croma´tica.
Um total de 1.200 × 3 = 3.600 imagens foi reunido. Metade do conjunto de dados
foi utilizada para treinamento por um classificador SVM e a outra metade foi usada
para testes. Os resultados informados teˆm acura´cias me´dias de 98,1%, 89,3% e 99,6%
utilizando caracter´ısticas de interpolac¸a˜o de cores, aberrac¸a˜o croma´tica e caracter´ısticas
wavelets, respectivamente. Fazendo a junc¸a˜o das caracter´ısticas de demosaico e wavelets,
o me´todo obteve uma acura´cia de 99,9%. Para testar a invariaˆncia das caracter´ısticas
de aberrac¸a˜o croma´tica de uma imagem perante compresso˜es JPEG, as imagens foram
comprimidas a taxas de fator de qualidade de 50% e 75%, resultando em 6.000 imagens.
O teste foi refeito utilizando evideˆncias de aberrac¸a˜o croma´tica e atingiu uma acura´cia de
90%. O resultado valida a hipo´tese de que as caracter´ısticas de aberrac¸a˜o croma´tica sa˜o
relevantes, mesmo para imagens com altas taxas de compressa˜o.
Gallagher e Chen (2008) [28]
Gallagher e Chen tambe´m utilizaram trac¸os de interpolac¸a˜o de cores Bayer para distin-
guir imagens fotogra´ficas digitais e imagens geradas por computador. O algoritmo na˜o
faz nenhuma hipo´tese sobre a identidade, ou ainda, sobre a linearidade do algoritmo de
demosaico, apenas basea-se na hipo´tese de que o conjunto dos pixels interpolados de uma
imagem apresenta variaˆncias distintas do conjunto de pixels originais.
Para verificar sua hipo´tese, o me´todo busca uma periodicidade nas variaˆncias das
diagonais da imagem. Inicialmente, um filtro passa-altas e´ aplicado a` imagem para realc¸ar
a periodicidade, quando presente. Espera-se que, no caso de uma amostra de pixels
que sofreram interpolac¸a˜o, as variaˆncias sejam perio´dicas entre diagonais diferentes e
constantes ao longo delas. Posteriormente, a variaˆncia de cada diagonal e´ estimada pelo
me´todo da Ma´xima Verosimilhanc¸a. Ao final, tem-se um vetor com o valor da variaˆncia
para cada diagonal, cujo sinal e´ analisado no domı´nio da frequeˆncia (transformada de
Fourier) quanto a` periodicidade das variaˆncias. Um valor de corte e´ estabelecido.
Um conjunto de 2.400 imagens foi utilizado, do qual 1.600 eram IFGs e 800 ICGs.
A abordagem conseguiu um resultado de 98,4% de acura´cia. Aplicando po´s-compressa˜o
JPEG, o me´todo apresentou um resultado de aproximadamente 82%. De acordo com os
autores, esperava-se que o me´todo necessitasse de imagens grandes para um maior espac¸o
amostral (maior nu´mero de diagonais), pore´m, mesmo com imagens pequenas, de 64× 64
pixels, o me´todo obteve uma acura´cia de 66%. A efica´cia do me´todo, contudo, restringe-se
a imagens obtidas diretamente de caˆmeras digitais, isto e´, que na˜o sofreram processamento
posteriores a` aquisic¸a˜o (como reescala), pois estas destruiriam as caracter´ısticas associadas
a` interpolac¸a˜o de cores.
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Li et al. (2010) [39]
Li et al. propuseram um me´todo que utiliza importantes ideias dos me´todos de [11] e
de [44]. Os autores optaram por trabalhar com o espac¸o de cores HSV. Em sua imple-
mentac¸a˜o, contudo, os autores na˜o utilizam a decomposic¸a˜o wavelet.
Cada imagem e´ convertida para o espac¸o de cores HSV por uma transformac¸a˜o linear
dada como
H =

60
(
G−B
δ
)
+ 0, se MAX = R e G ≥ B
60
(
G−B
δ
)
+ 360, se MAX = R e G < B
60
(
B−R
δ
)
+ 120, se MAX = G
60
(
R−G
δ
)
+ 240, se MAX = B
S =
{
δ
MAX
se MAX 6= 0
0, se MAX = 0
(3.1)
V = MAX
em que R, G e B sa˜o as intensidades de vermelho, verde e azul respectivamente e MIN =
min(R,G,B), MAX = max(R,G,B) e δ = (MAX −MIN).
Em seguida, os autores propo˜em a ana´lise da imagem em duas escalas: original e re-
duzida. Em cada uma das escalas, aplica-se uma aproximac¸a˜o para derivada de segunda
ordem. Esta diferenciac¸a˜o e´ obtida em quatro direc¸o˜es distintas. Estat´ısticas (variaˆncia
e curtose) sobre estes resultados sa˜o calculados. Embora esta diferenciac¸a˜o aproximada
avalie a correlac¸a˜o em uma dada direc¸a˜o, ela na˜o captura a diferenc¸a entre direc¸o˜es distin-
tas. Para tanto, eles utilizam um preditor linear, ana´logo ao proposto por [44]. A partir
de cada valor predito, o logaritmo do erro e´ calculado.
Os autores partem da hipo´tese que, se IFGs seguem o modelo linear proposto, a
distribuic¸a˜o destes erros serve como crite´rio de categorizac¸a˜o das imagens. As quatro
primeiras estat´ısticas de ordem sa˜o utilizadas para caracterizar esta distribuic¸a˜o. Para
cada escala, canal de cor RGB e orientac¸a˜o, duas estat´ısticas da matriz de diferenciac¸a˜o
e quatro estat´ısticas da distribuic¸a˜o de erros sa˜o obtidas. O me´todo fornece um total de
144 caracter´ısticas.
A Tabela 3.1 compara os me´todos expostos.
Publicac¸a˜o Metodologia Acura´cia Vantagens Desvantagens
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Lyu e Farid
(2005) [44]
Decomposic¸a˜o wa-
velet.
∼80,3% Implementac¸a˜o
publicamente
conhecida.
Caracter´ısticas ex-
tra´ıdas na˜o se baseam
em aspectos visu-
ais [51].
Ng et al.
(2005) [51]
Caracter´ısticas
geome´tricas.
∼83,5% Ana´lise estat´ıstica
detalhada.
Baixa efica´cia em dis-
tinguir imagens fotor-
realistas de paisagens;
Wang e
Moulin
(2006) [74]
Decomposic¸a˜o wa-
velet.
∼100,0% Reduc¸a˜o do
tempo computaci-
onal com relac¸a˜o
a [44].
Resultados disponibili-
zados apenas para uma
taxa de falsos positivos
em espec´ıfico.
Dehnie et
al.(2006)
[15]
Detecc¸a˜o do
padra˜o de ru´ıdo
da caˆmera.
∼72,0% Implementac¸a˜o
simples.
Validac¸a˜o do me´todo
com banco de dados pe-
queno e de pouca hete-
rogeneidade.
Chen et al.
(2007) [11]
Decomposic¸a˜o wa-
velet.
∼82,1% Conversa˜o entre
espac¸os de cores e´
simples.
Vetor de caracter´ısticas
redundante.
Dirik et al.
(2007) [17]
Detecc¸a˜o de
demosaico
e aberrac¸a˜o
croma´tica.
∼99,9% Invariaˆncia a` com-
pressa˜o JPEG.
Resultados obtidos
com um conjunto de
dados “simples”.
Gallagher
et al.
(2008) [28]
Detecc¸a˜o de de-
mosaico.
∼98,4% Tolera compressa˜o
JPEG.
Variante a` mudanc¸a de
escala.
Rocha e
Goldenstein
(2008)
[61,62,64]
Randomizac¸a˜o
Progressiva.
∼97,2% Metodologia
clara.
Exige grande quanti-
dade de dados na fase
de treinamento;
Sankar
et al.
(2009) [68]
Interpolac¸a˜o
de textura;
Combinac¸a˜o de
caracter´ısticas.
∼90,3% Identifica si-
mulac¸a˜o de uma
IFG em ICGs.
Precisa˜o reportada tem
ana´lise estat´ıstica na˜o
robusta.
Tabela 3.1: Comparativo entre os principais me´todos existentes na
literatura.
Todos os me´todos citados foram estudados na literatura de forma individual. Uma
comparac¸a˜o entre diversas abordagens de distinc¸a˜o entre IFG e ICG, no qual o ambiente
de execuc¸a˜o e os dados de treinamento/teste sa˜o os mesmos, e´ inexistente ate´ o momento.
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3.2 Me´todos de A´reas Relacionadas
Ha´ uma se´rie de trabalhos de a´reas correlatas ao problema de identificar IFGs e ICGs que
podem ser diretamente estendidos em nosso escopo. Neste sentido, analisamos trabalhos
que utilizamos como base para proposic¸a˜o de novos descritores aplicados ao problema de
IFG versus ICG.
Fractalidade [40]
Um conceito importante na a´rea de segmentac¸a˜o de imagens fotogra´ficas e´ a fractalidade,
proposto por Mandelbrot [48]. A partir da te´cnica de contagem de caixas [40], podemos
estimar a dimensa˜o fractal de uma imagem. Cobrimos um conjunto limitado E ∈ Rn
com caixas (quadrados) de lado ε e interiores disjuntos. Seja Nε(E) a quantidade destes
quadrados. Suponha que E conte´m um nu´mero infinito de pontos como em uma curva
ou uma superf´ıcie, e que Nε(E) tende a +∞ quando ε tende a 0. A dimensa˜o da caixa ∆
caracteriza a taxa deste crescimento. ∆ e´ o nu´mero real tal que
Nε(E) '
(
1
ε
)∆
(3.2)
assumindo que este nu´mero existe. Genericamente, para todo E limitado, temos
∆(E) = lim
ε→∞
sup
logNε(E)
| log ε| (3.3)
como limite superior e
∆(E) = lim
ε→∞
inf
logNε(E)
| log ε| (3.4)
como o limite inferior. Alguns autores definem que a dimensa˜o por contagem de caixas
so´ e´ definida quando os limites superior e inferior coincidem. A definic¸a˜o dos autores na˜o
exige a utilizac¸a˜o de caixas como elemento de medida. Uma definic¸a˜o alternativa utiliza
c´ırculos de raio , ao inve´s das caixas.
X-lets [7, 19, 47]
Na a´rea de Processamento de Imagens, ha´ uma se´rie de transformac¸o˜es aplica´veis sobre
um conjunto de dados. Transformadas bidimensionais podem ser analisadas sob diversos
aspectos:
• multirresoluc¸a˜o: decomposic¸a˜o em mu´ltiplas resoluc¸o˜es;
• localidade: localizac¸a˜o em espac¸o e frequeˆncia;
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• redundaˆncia: os coeficientes apresentam informac¸o˜es redundantes;
• direcionalidade: as direc¸o˜es vertical, horizontal e diagonal podem na˜o capturar de
forma eficaz os detalhes em todas direc¸o˜es da imagem;
• anisotropia: as janelas devem ter diferentes formatos para capturar todas as nuances
de uma imagem.
As transformadas wavelets sa˜o carentes das duas u´ltimas caracter´ısticas, as quais
tambe´m sa˜o responsa´veis pela distinc¸a˜o entre as transformadas curvelets e contourlets.
As transformadas curvelets [7] foram desenvolvidas inicialmente no domı´nio cont´ınuo.
Filtros multiescalas sa˜o aplicados, seguidos por transformadas ridgelets [18] em cada
subbanda. Pouco depois, uma adaptac¸a˜o foi proposta para o domı´nio discreto. Uma
nova implementac¸a˜o das curvelets foi posteriormente proposta pelos mesmos autores sem
utilizar as transformadas ridgelets. Logo apo´s a introduc¸a˜o das curvelets, alguns pes-
quisadores desenvolveram algoritmos nume´ricos para a sua implementac¸a˜o e relataram
uma se´rie de sucessos pra´ticos [7]. Essas implementac¸o˜es sa˜o baseadas na construc¸a˜o
original, a qual utiliza um passo de pre´-processamento envolvendo um particionamento
fase-espac¸o seguido por uma transformada ridgelet aplicada a blocos de dados no domı´nio
espac¸o/frequeˆncia.
Em [7], os autores redesenharam as curvelets de modo a tornar sua implementac¸a˜o
mais simples. Dois me´todos foram propostos: Transformada Ra´pida de Fourier na˜o igual-
mente espac¸ada e via Envolto´rio Fourier. Os me´todos diferem essencialmente pela escolha
da grade espacial utilizada em cada escala e aˆngulo. Ambas retornam uma tabela de co-
eficientes curvelets indexados por um paraˆmetro de escala, um paraˆmetro de orientac¸a˜o
e um paraˆmetro de localizac¸a˜o espacial. Para uma matriz de tamanhos n × n, ambas
implementac¸o˜es teˆm complexidade O(n2 log n). As transformadas sa˜o invert´ıveis, com
algoritmos de inversa˜o de semelhante complexidade.
As transformadas contourlets [19], assim como curvelets, sa˜o transformadas multir-
resoluc¸a˜o e direcionais. Diferentemente das curvelets, foram formuladas diretamente no
domı´nio discreto. A decomposic¸a˜o piramidal por banco de filtros e´ obtida pela combinac¸a˜o
da piraˆmide Laplaciana e um banco de filtros direcionais.
As transformadas shearlets sa˜o mais recentes [36] e sa˜o bastante similares em cons-
truc¸a˜o a`s curvelets. Sua base matema´tica e´ so´lida e, dada sua construc¸a˜o, tambe´m pos-
sibilita uma ana´lise multirresoluc¸a˜o.
A transformada shearlets cont´ınua utiliza uma dilatac¸a˜o com dois paraˆmetros. Esta
dilatac¸a˜o consiste no produto de uma matriz de escala parabo´lica por uma de cisalha-
mento. Os coeficientes shearlets, portanto, dependem do paraˆmetro de escala, a > 0, de
paraˆmetros de cisalhamento, s ∈ R, e de um paraˆmetro de translac¸a˜o t ∈ R2. Definimos
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os coeficientes shearlets por
Shf (a, s, t) = < f,Ψa,s,t > (3.5)
A transformada e´ definida por
Ψa,s,t(x) = a
−3/4Ψ((M−1a,s (x− t)), (3.6)
e Ma,s =
[
a −sa1/2
0 a1/2
]
(3.7)
A shearlet ma˜e Ψ e´ definida pelo produto tensorial
Ψ(ξ1, ξ2) = Ψ1(ξ1)Ψ2(ξ2/ξ1) (3.8)
em que Ψ1 e´ uma wavelet e Ψ2 e´ uma func¸a˜o suave e de suporte compacto. Para obter as
shearlets discretas, amostramos os paraˆmetros a, s e t
aj = 2
j (j ∈ Z), (3.9)
sj,k = ka
1/2
j = k2
j/2 (k ∈ Z) (3.10)
tj,k,m = Maj ,sj,k (m ∈ Z2) (3.11)
e escolhemos func¸o˜es Ψ1 e Ψ2 discretas.
Matriz de Coocorreˆncia [31]
A matriz de coocorreˆncia (Gray Level Coocurrence Matrix – GLCM ) [31] e´ um descritor de
textura amplamente utilizado na a´rea de Ana´lise de Imagens. Diferentemente das medidas
que sa˜o calculadas imediatamente a partir dos valores da imagem original (medidas de
primeira ordem), a GLCM considera a relac¸a˜o entre grupos de pixels.
Descritores baseados em matrizes de coocorreˆncia sa˜o obtidos em duas fases. Primei-
ramente, a matriz de coocorreˆncia propriamente dita e´ calculada. Definem-se inicialmente
operadores direcionais (vide Figura 3.1). Podem-se escolher operadores de modo que se-
jam na˜o-redundantes, isto e´, que a partir da matriz de ocorreˆncia de um operador na˜o seja
poss´ıvel obter os dados de outro operador. Os operadores definem como a imagem devera´
ser percorrida. Uma configurac¸a˜o “pixel central - pixel vizinho” define uma entrada da
matriz. O nu´mero de linhas e colunas da matriz e´ igual ao nu´mero de tons de cinza da
imagem.
Se cada pixel da imagem puder assumir n valores em cada canal de cor, enta˜o cada ma-
triz resultante tera´ tamanho n× n. Por exemplo, imagens que assumem valores discretos
de 1 a 256 esta˜o associadas a matrizes resultantes de tamanho de 256× 256 = 65.536.
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Figura 3.1: Treˆs poss´ıveis operadores direcionais da matriz de coocorreˆncia. Pixels central-
direita, central-diagonal e central-abaixo. Para cada pixel da imagem, computam-se os
valores dos pixels de acordo com estes operadores.
Na segunda etapa, as matrizes derivam estat´ısticas que sa˜o utilizadas como descri-
tores. Existem va´rias medidas que sa˜o utilizadas ao inve´s de utilizar a matriz inteira.
Haralick et al. [31] propuseram 14 medidas distintas. Clausi [12] analisou a correlac¸a˜o
entre texturas propostas por Haralick et al. e concluiu que algumas das propriedades sa˜o
correlacionadas. Ele concluiu ainda que, entre as medidas propostas, ha´ no ma´ximo cinco
independentes: contraste, dissimilaridade, momento da diferenc¸a inversa normalizada e
diferenc¸a inversa normalizada. Clausi verificou tambe´m que as caracter´ısticas mais efica-
zes em seus conjuntos de testes eram entropia, contraste e correlac¸a˜o e homogeneidade.
Histograma de Gradientes Orientados [14]
A te´cnica de Histograma de Gradientes Orientados (Histogram of Oriented Gradients –
HOG) conta as ocorreˆncias de gradientes orientados nas regio˜es de uma imagem [14]. HOG
difere das outras te´cnicas por ser calculado sobre uma malha de ce´lulas uniformemente
espac¸adas e utilizar normalizac¸a˜o sobre regio˜es com sobreposic¸a˜o.
Na aplicac¸a˜o do operador HOG, o primeiro passo e´ a correc¸a˜o gama. Aplica-se um
detector de gradientes e, para cada pixel da imagem, determina-se a direc¸a˜o do gradiente.
Para cada regia˜o de tamanho fixo da imagem (ce´lula), calcula-se a frequeˆncia intervalar
de ocorreˆncias de cada direc¸a˜o do gradiente e constro´i-se um histograma de orientac¸o˜es
de gradientes. As ce´lulas podem ter forma arbitra´ria. Os autores implementaram o
me´todo com ce´lulas em forma circular e retangular. Cada pixel da ce´lula tem sua direc¸a˜o
ponderada pela intensidade do gradiente. As ce´lulas sa˜o agrupadas em regio˜es maiores,
os blocos, etapa na qual os histogramas sa˜o concatenados e normalizados. O vetor de
caracter´ısticas resultante e´ a concatenac¸a˜o dos histogramas dos blocos.
Histograma de Coeficientes shearlets [70]
O histograma de coeficientes shearlets (Histogram of Shearlets Coeficients – HSC ) [70] e´
uma abordagem que tira proveito das virtudes de direcionalidade da transformada shear-
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lets para determinar a distribuic¸a˜o de bordas da imagem. O trabalho tem grande analogia
com o descritor HOG [14].
Primeiramente aplica-se uma decomposic¸a˜o multiescala em coeficientes shearlets, com
o intuito de capturar informac¸o˜es da imagem em diferentes orientac¸o˜es e escalas.
Em seguida, para cada escala, um histograma com o mesmo nu´mero de intervalos que
o nu´mero de orientac¸o˜es e´ computado. O valor referente a cada intervalo do histograma
e´ obtido a partir da soma dos valores absolutos dos coeficientes shearlets. Por fim, os
histogramas de todos n´ıveis sa˜o concatenados e normalizados.
De acordo com os autores, o descritor proposto apresenta melhores resultados que
HOG em, pelo menos, duas a´reas: classificac¸a˜o de texturas e identificac¸a˜o de faces.
Padro˜es Bina´rios Locais [52]
O sistema visual humano e´ capaz de interpretar cenas praticamente acroma´ticas, como
por exemplo, a baixos n´ıveis de iluminac¸a˜o. A cor atua apenas como uma sugesta˜o
para interpretac¸o˜es mais ricas. Mesmo quando a informac¸a˜o de cor e´ distorcida, por
exemplo, devido a` cegueira de cor, o sistema visual ainda funciona satisfatoriamente [24].
Intuitivamente, isso sugere que, pelo menos, para o nosso sistema visual, o contraste e
textura sa˜o fenoˆmenos distintos. No entanto, a utilizac¸a˜o conjunta de caracter´ısticas de
contraste e de textura e´ popular na Ana´lise de Imagens.
O operador de Padro˜es Bina´rios Locais (Local Binary Patterns – LBP) foi introduzido
como uma medida complementar ao contraste de uma imagem [52]. O valor e´ obtido pela
soma dos valores limiarizados pelo pixel central (Equac¸a˜o 3.13), ponderados pela sua
posic¸a˜o em relac¸a˜o ao pixel central (Equac¸a˜o 3.12). O algoritmo inicialmente proposto
trabalha com raio 1 e vizinhanc¸a 8-conexa. Veja a Figura 3.2.
Yi =
{
1, se Xi > X0
0, caso contra´rio
(3.12)
LBP (X0) = 1y1 + 2y2 + 4y3 + 16y4 + 128y5 + 64y6 + 32y7 + 8y8 (3.13)
A maior limitac¸a˜o a esta proposta de padro˜es bina´rios locais e´ o suporte a apenas a´reas
pequenas e fixas ao redor da imagem. Imagens capturadas numa vizinhanc¸a 8-conexa,
por exemplo, podem na˜o capturar detalhes estruturais de escalas maiores. Ale´m disso, o
operador na˜o e´ robusto a mudanc¸as sutis como mudanc¸as na direc¸a˜o da iluminac¸a˜o [52].
Posteriormente, os autores de [46] propuseram um operador de padro˜es bina´rios multi-
escala. Sua implementac¸a˜o e´ simples e consiste na aplicac¸a˜o do operador em mu´ltiplas
vizinhanc¸as.
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Figura 3.2: Ca´lculo do Padra˜o Bina´rio Local de um pixel X0 e uma vizinhanc¸a de raio
1. (1) Limiarizac¸a˜o dos vizinhos de acordo com o valor de X0 (Equac¸a˜o 3.12). (2) Soma
ponderada pelos pesos pre´-definidos (Equac¸a˜o 3.13).
Demosaico [58]
Popescu e Farid [58] propo˜em uma forma de detectar demosaico e de discernir diferentes
tipos de interpolac¸a˜o empregados por modelos diferentes de caˆmeras. Os autores utilizam
este me´todo para identificac¸a˜o de adulterac¸a˜o em uma imagem.
Suponha que uma imagem tenha sido interpolada por um determinado algoritmo de
interpolac¸a˜o. Os pixels de um mesmo canal de cor apresentara˜o um padra˜o de correlac¸a˜o
diferente naquela regia˜o adulterada. Desta forma, a amostragem por blocos pode ser
utilizada para identificar regio˜es que sofreram alterac¸o˜es.
Por simplicidade, os autores assumem que o algoritmo de interpolac¸a˜o, embora des-
conhecido, seja linear. Se o me´todo for capaz de descobrir qual tipo de correlac¸a˜o existe
entre os pixels, o que no me´todo significa determinar os paraˆmetros, enta˜o sera´ poss´ıvel
determinar quais pixels foram interpolados para obtenc¸a˜o de seus valores. Por outro
lado, se for poss´ıvel identificar quais sa˜o os pixels interpolados, pode-se determinar dire-
tamente os paraˆmetros de correlac¸a˜o entre eles. Como num caso real na˜o se tem acesso
a nenhum deles, o me´todo utiliza o algoritmo de Esperanc¸a/Maximizac¸a˜o (EM) iterativo
para estimar os paraˆmetros desconhecidos. O processo envolve duas etapas:
• etapa E: ca´lculo da probabilidade de que cada amostra pertenc¸a ao modelo;
• etapa M: estimativa de um modelo de interpolac¸a˜o.
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Valores iniciais sa˜o utilizados e as iterac¸o˜es sa˜o executadas ate´ que o crite´rio de esta-
bilidade seja atingido.
O me´todo apresentou resultados da ordem de 97% de acura´cia na identificac¸a˜o de
modelos de interpolac¸a˜o. A classificac¸a˜o foi feita por LDA. Cada rodada particionou o
conjunto em duas partes, sendo 90% para treinamento e 10% para testes.
3.3 Combinac¸a˜o de Me´todos
A combinac¸a˜o de abordagens tem como motivac¸a˜o melhorar algum aspecto, como desem-
penho ou acura´cia, quando comparado a` cada me´todo isolado. De acordo com o teorema
“There is no free lunch”, na˜o existe um u´nico classificador que seja o´timo em todos os
cena´rios de classificac¸a˜o [57,76]. Para isso, dever´ıamos ter uma regra determin´ıstica para
identificar o classificador ideal para natureza de dados.
A seguir, apresentamos abordagens de combinac¸a˜o [5] de caracter´ısticas e de classifi-
cadores.
Concatenac¸a˜o
A concatenac¸a˜o e´ um me´todo de fusa˜o de caracter´ısticas e consiste na junc¸a˜o das carac-
ter´ısticas de cada abordagem num u´nico conjunto de caracter´ısticas resultante.
Bagging [4]
O me´todo bagging cria, a partir de um conjunto de dados, um grupo de modelos de clas-
sificac¸a˜o a serem combinados. O me´todo se baseia na hipo´tese de que amostragens do
conjunto de treinamento possibilitam classificadores mais espec´ıficos. Os dados de trei-
namento sa˜o obtidos atrave´s da amostragem aleato´ria com reposic¸a˜o do conjunto de trei-
namento. As diversas classificac¸o˜es assim obtidas sa˜o reunidas atrave´s de algum crite´rio,
como a votac¸a˜o.
Adaboost [27]
O me´todo Adaboost e´ similar ao bagging, pois constro´i diversos modelos a partir de dife-
rentes conjuntos de treinamento. Pore´m, adaboost combina os classificadores atra´ves de
uma abordagem serial: ao fim de cada iterac¸a˜o, os padro˜es classificados incorretamente
recebem maior ponderac¸a˜o para iterac¸a˜o seguinte.
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Random Subspace Method [33]
O me´todo RSM (Random Subspace Method) cria aleatoriamente subespac¸os do conjunto de
caracter´ısticas original e constro´i um classificador para cada um destes cena´rios. Em cada
subamostragem, o algoritmo extrai um subconjunto do espac¸o de caracter´ısticas restantes
(amostragem sem reposic¸a˜o) de tamanho aleato´rio. Em cada etapa, um classificador e´
treinado. Evideˆncias experimentais indicam que RSM tem bons resultados com espac¸os
de caracter´ısticas redundantes e de de altas dimensionalidades.
Error-Correcting Output Coding [1]
O me´todo ECOC (Error-Correcting Output Coding) transforma o problema de classi-
ficac¸a˜o multiclasses em um conjunto de classificac¸o˜es bina´rias. O me´todo define uma
palavra (code word) por classe, onde o tamanho de cada palavra e´ dado pelo nu´mero de
classificadores. Com o modelo criado, ao receber um objeto a ser classificado, o me´todo
gera a palavra correspondente e calcula as distaˆncias a`s palavras de refereˆncia (classes).
A classe cuja palavra fosse mais pro´xima, sob algum crite´rio de distaˆncia, e´ considerada
a classe do objeto.
Behaviour Knowledge Space [1]
O me´todo BKS (Behaviour Knowledge Space) armazena as frequeˆncias para cada con-
figurac¸a˜o de votos numa tabela de refereˆncia. Ao receber um dado a ser classificado, o
algoritmo busca na tabela a configurac¸a˜o de classificac¸a˜o do dado e determina a classe com
maior frequeˆncia. De acordo com os autores, o me´todo garante erro mı´nimo no conjunto
de treinamento. Por outro lado, o algoritmo exige um grande conjunto de treinamento
para popular a tabela.
Stacked Combination [75]
A metaclassificac¸a˜o (Stacked Combination) utiliza as probabilidades das classificac¸o˜es
como dados de entrada do classificador resultante. Na fase de treinamento, o classifi-
cador recebe as probabilidades obtidas pelos classificadores obtidos a partir dos dados
de treinamento. Quando o me´todo recebe um novo objeto, cada um dos classificadores
fornece uma probabilidade, a qual representa um elemento do conjunto de caracter´ısticas.
A partir do conjunto de todas as probabilidades, o metaclassificador realiza sua decisa˜o.
Cap´ıtulo 4
Metodologia
A criac¸a˜o de um me´todo de classificac¸a˜o que utiliza reconhecimento de padro˜es normal-
mente apresenta duas fases: fase de extrac¸a˜o de caracter´ısticas e fase de treinamento do
classificador. A validac¸a˜o do me´todo envolve uma terceira etapa, ilustrada na Figura 4.1.
Um descritor representa cada imagem por um conjunto ordenado de caracter´ısticas. A
estrutura de arquivos utilizada e´ uma matriz de n×m dimenso˜es, em que n e´ o nu´mero de
imagens e m e´ o nu´mero de caracter´ısticas (veja Figura 4.2). Como todos os descritores
sa˜o aplicados sobre o mesmo conjunto de imagens (mesmo n), a dimensa˜o que difere um
me´todo de outro e´ o nu´mero de colunas. Considerando os descritores implementados neste
trabalho, a menor matriz resultante foi a obtida a partir da fractalidade, com m = 3 e a
maior foi a obtida a partir de coeficientes curvelets, com m = 2.328.
A utilizac¸a˜o de um grande nu´mero de paraˆmetros enfrenta a chamada maldic¸a˜o da
dimensionalidade [69], em que todos os dados parecem ser esparsos e o volume de dados
necessa´rio para uma ana´lise estatisticamente significativa cresce exponencialmente com
o nu´mero de dimenso˜es dos dados. Por outro lado, um nu´mero pequeno de paraˆmetros
pode resultar numa caracterizac¸a˜o preca´ria e ineficaz no contexto de distinc¸a˜o entre ICG
e IFG.
Utilizamos ferramentas de reconhecimento de padro˜es em nosso trabalho, em particu-
lar, o SVM. Temos conscieˆncia, no entanto, dos riscos associados a` utilizac¸a˜o de tais ferra-
mentas “caixa-preta” [65]. Para aumentar a robustez dos resultados, aplicamos validac¸o˜es
cruzadas em cada me´todo. Uma vez definido o conjunto de imagens a ser utilizado, par-
ticionamos nossos conjuntos de entrada em cinco partes. Todas as etapas de classificac¸a˜o
utilizaram as mesmas partic¸o˜es de imagens, pois deste modo eliminamos a possibilidade
de que a dificuldade de um dado conjunto de imagens possa ter favorecido algum me´todo.
Como t´ınhamos 4.850×2 = 9.700 dados de entrada, criamos cinco partic¸o˜es de tamanhos
iguais a 1.940. Na˜o garantimos que cada partic¸a˜o tivesse um mesmo nu´mero de ICG e de
IFG, uma vez que o processo de criac¸a˜o de partic¸o˜es foi aleato´rio.
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Figura 4.1: Fluxograma de extrac¸a˜o e avaliac¸a˜o de um me´todo com validac¸a˜o cruzada.
(1) O descritor representa as informac¸o˜es do conjunto de imagens. (2) Obtemos um
conjunto de caracter´ısticas, representado por uma matriz. (3) A matriz e´ particionada e
separada em dados de treinamento e teste. (4) O conjunto de treinamento e´ utilizado na
criac¸a˜o do modelo. (5) O conjunto de teste e´ utilizado na validac¸a˜o do modelo. No caso
de um me´todo de validac¸a˜o cruzada com k partic¸o˜es, repetimos k vezes as etapas 3, 4 e
5. (6) Por fim, obtemos a acura´cia me´dia do classificador.
Figura 4.2: Representac¸a˜o da matriz de caracter´ısticas. m representa o nu´mero de di-
menso˜es do descritor e n representa o tamanho do conjunto de imagens.
4.1. Escolha das Imagens 29
Em cada etapa da validac¸a˜o cruzada, quatro partic¸o˜es sa˜o utilizadas como treinamento
e a partic¸a˜o restante para teste. Cada conjunto treinamento-teste serve de entrada a um
classificador. Utilizamos SVM com nu´cleo radial.
Com o modelo criado, validamos os me´todos com o conjunto disjunto restante (1.940
imagens).
A normalizac¸a˜o dos dados e´ um passo fundamental ao se lidar com grande quantidade
de dados heterogeˆneos [69]. A escolha de qual estrate´gia de normalizac¸a˜o usar em me´todos
de fusa˜o pode ser um desafio quando na˜o se tem muita informac¸a˜o da distribuic¸a˜o dos
dados. Aplicamos a normalizac¸a˜o por z-score para todos os dados. Comparamos os resul-
tados do u´ltimo me´todo de combinac¸a˜o com a normalizac¸a˜o z-score e sem normalizac¸a˜o
alguma.
Ha´ grande divergeˆncia entre as formas de ana´lise dos resultados adotadas pelos traba-
lhos da a´rea. Assim como no trabalho de Ng et al. [51], propomos a avaliac¸a˜o dos me´todos
a partir de curvas ROC [26] ao inve´s da simples avaliac¸a˜o com tabelas de contingeˆncia
contendo as taxas de falsos positivos e falsos negativos.
A curva ROC apresenta informac¸o˜es visuais importantes ao se tentar determinar o
comportamento do classificador em cena´rios de borda. Na a´rea de identificac¸a˜o de IFGs e
ICGs, podemos necessitar de me´todos que sejam mais robustos em determinados cena´rios
(extremos das curvas ROC). Por exemplo, no caso de uma evideˆncia criminal, e´ mais grave
utilizar ICG se passando por IFG que utilizar IFG como se fossem ICG, por constituir
uma fraude. Por outro lado, no caso norte-americano de pornografia (Cap´ıtulo 1), e´ mais
importante a identificac¸a˜o de IFG se passando por ICG.
Implementamos e validamos um total de 17 abordagens (veja Tabela 4.1). O restante
desta sec¸a˜o explica como foram realizados: a aquisic¸a˜o das imagens (Sec¸a˜o 4.1), a im-
plementac¸a˜o de me´todos do estado da arte (Sec¸a˜o 4.2), a implementac¸a˜o dos me´todos
estendidos de a´reas correlatas (Sec¸a˜o 4.3) e a implementac¸a˜o das formas de combinac¸a˜o
de caracter´ısticas (Sec¸a˜o 4.4).
4.1 Escolha das Imagens
O projeto contempla uma etapa de coleta de imagens. Para uma maior robustez das
ana´lises estat´ısticas, buscamos criar um espac¸o amostral grande e heterogeˆneo, o que se
traduz por um grande nu´mero de imagens e diversidade de conteu´do.
Dentre as imagens fotogra´ficas, buscamos tanto cenas de ambientes internos como de
ambientes externos e de multiplicidade de equipamentos de origem. Dentre as geradas por
computador, buscamos imagens fotorrealistas, apenas. Adicionalmente, utilizamos ima-
gens de alto grau de realismo como as de desafios online1 para testar nossas abordagens.
1http://www.fakeorfoto.com/
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I´ndice Me´todo Base Caracter´ıstica
1 LI Derivadas de segunda ordem [39] Bordas/Textura
2 LSB Ru´ıdo da caˆmera [50] Aquisic¸a˜o
3 LYU Transformadas wavelets [44] Bordas/Textura
4 POP Preditor de interpolac¸a˜o [58] Aquisic¸a˜o
5 BOX Contagem de caixas [40] Auto-similaridade
6 CON Contourlets [19] Bordas/Textura
7 CUR Curvelets [8] Bordas/Textura
8 GLC Matriz de coocorreˆncia [31] Textura
9 HOG Histograma de gradientes orientados [14] Forma
10 HSC Histograma de coeficientes shearlets [70] Curvas
11 LBP Padro˜es bina´rios locais [52] Bordas/Textura
12 SHE Transformadas shearlets [36] Bordas/Textura
13 SOB Operador sobel [30] Bordas
14 FUS1 Concatenac¸a˜o Combinac¸a˜o
15 FUS2 Votac¸a˜o Simples Combinac¸a˜o
16 FUS3 Votac¸a˜o Ponderada Combinac¸a˜o
17 FUS4 Metaclassificac¸a˜o Combinac¸a˜o
Tabela 4.1: Conceitos utilizados pelos me´todos implementados. Na primeira coluna,
exibimos os ı´ndices. Na segunda, o identificador utilizado em nosso trabalho. Na terceira,
o principal conceito utilizado no me´todo com a respectiva refereˆncia. Na u´ltima coluna,
as caracter´ısticas associadas a cada me´todo.
4.2 Implementac¸a˜o dos Me´todos do Estado da Arte
Implementamos dois me´todos da literatura: LYU [44] e LI [39]. Ambos sa˜o descritos a
seguir.
LYU
O primeiro trabalho implementado foi o de Lyu e Farid [44]. A implementac¸a˜o foi basea-
da no artigo, o qual apresenta uma descric¸a˜o detalhada da implementac¸a˜o dos pro´prios
autores.
Na primeira abordagem, utilizamos a decomposic¸a˜o piramidal com uma escala a mais
(cinco escalas). Nossa hipo´tese era de que com as apenas quatro escalas do trabalho
original, o me´todo estaria ignorando caracter´ısticas relevantes. Numa segunda abordagem,
alteramos as estat´ısticas utilizadas em cada subbanda (estat´ısticas de ordem superior)
para as caracter´ısticas de Haralick et al. [31], pore´m, aplicadas sobre os coeficientes no
domı´nio da frequeˆncia.
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LI
O trabalho de Li et al. [39], assim como em [44], apresentou uma caracterizac¸a˜o da
implementac¸a˜o bastante detalhada, o que possibilitou implementar um algoritmo ideˆntico
ao publicado.
Aplicamos sobre a imagem de entrada a conversa˜o para o sistema de cores HSV e,
em seguida, calculamos as aproximac¸o˜es presentes em [39] para estimar as diferenc¸as de
segunda ordem. Calculamos a curtose e a obliquidade da distribuic¸a˜o destes valores. Em
seguida, reduzimos a escala da imagem em 50% e calculamos as diferenc¸as de segunda
ordem novamente. Calculamos uma predic¸a˜o linear dos coeficientes e seu erro associado,
assim como no trabalho anterior de Lyu e Farid [44]. Novamente extra´ımos a curtose e a
obliquidade dos coeficientes.
4.3 Implementac¸a˜o de Me´todos de A´reas Relaciona-
das
Propomos e implementamos onze me´todos a partir de a´reas correlatas a de identificac¸a˜o
de IFGs e ICGs: BOX, CUR, CON, SHE, HSC, GLCM, LBP, HOG, SOB, LSB e POP.
BOX
O me´todo utilizando a fractalidade de uma imagem baseou-se na te´cnica de Contagem
de Caixas [40]. O primeiro passo foi aplicar um detector de bordas limiarizado. Em
seguida, realizamos a contagem do nu´mero de caixas (N()) necessa´rio para cobrir todas
as bordas da imagem, para diferentes tamanhos de caixa . A partir dos pares de valores,
 e 1
N()
, ajustamos uma reta e computamos seu coeficiente angular. Para cada imagem,
obtivemos um vetor resultante de tamanho treˆs. O coeficiente angular obtido foi utilizado
como descritor da imagem como forma de estimar a fractalidade da imagem.
CUR
As transformadas curvelets, assim como as wavelets, teˆm sido empregadas em diversas
a´reas. Os pro´prios autores de [8] disponibilizaram uma implementac¸a˜o completa das
transformadas curvelets, a CurveLab2. Esta ferramenta serviu de base para um novo
descritor. Utilizamos a transformada curvelet baseada em transformada Fourier hetero-
geneamente espac¸ada da versa˜o 2.1.2 da ferramenta.
Inicialmente, utilizamos todos os coeficientes da transformada curvelet como entrada
do classificador. A decomposic¸a˜o curvelet, pela sua pro´pria caracter´ıstica de direciona-
2http://www.curvelet.org (u´ltimo acesso em 23/07/2012)
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lidade e localidade em espac¸o e frequeˆncia, apresenta um grande nu´mero de coeficientes
(2.270.020 em nossa implementac¸a˜o). Devido a` impossibilidade computacional em lidar
com tantos dados (nem mesmo com PCA), para cada subbanda de escala, orientac¸a˜o e
cor, computamos as quatro estat´ısticas de ordem superior. O nu´mero de caracter´ısticas
resultantes foi de 2.328 caracter´ısticas por imagem.
CON
As transformadas contourlets [19] tambe´m teˆm uma implementac¸a˜o dispon´ıvel na Inter-
net, a Contourlet Toolbox3. Utilizamos tal implementac¸a˜o como base em nossa abordagem.
Inicialmente, calculamos a decomposic¸a˜o Laplaciana padra˜o da imagem e, em seguida,
aplicamos uma decomposic¸a˜o por banco de filtros passa-altas direcionais a cada escala.
Podemos decompor cada escala em um nu´mero arbitra´rio de direc¸o˜es. Desta forma, dois
n´ıveis diferentes de quantizac¸a˜o sa˜o utilizados para subbandas, mais n´ıveis para escalas
de maiores detalhamentos e menos n´ıveis para as escalas restantes. A implementac¸a˜o tem
como paraˆmetros o filtro da decomposic¸a˜o piramidal, o filtro direcional e o nu´mero de
n´ıveis de decomposic¸a˜o direcional em cada n´ıvel da piraˆmide.
Utilizamos, em todos os casos, o filtro direcional pkva [56]. O filtro pkva e´ biortogonal e
tem forma quincunx [19]. A implementac¸a˜o da transformada contourlet utilizada otimiza
este filtro para obter respostas de frequeˆncia ideais.
A sa´ıda da implementac¸a˜o e´ uma matriz tridimensional, indexada por posic¸a˜o, escala
e direc¸a˜o. Em seguida, para cada subbanda de escala, orientac¸a˜o e cor, extra´ımos as
estat´ısticas de ordem para caracterizac¸a˜o da distribuic¸a˜o dos coeficientes. Variamos o
nu´mero de n´ıveis de decomposic¸a˜o, o filtro piramidal e o filtro direcional de modo a
identificar os paraˆmetros mais adequados.
SHE
Implementamos tambe´m um descritor baseado na transformada shearlet com aux´ılio da
ferramenta Shearlab4, versa˜o 1.1. Calculamos os coeficientes shearlets e, novamente, ao
inve´s de utilizar toda a matriz de coeficientes, utilizamos quatro estat´ısticas de ordem
superior para caracterizar a distribuic¸a˜o dos coeficientes.
Testamos o descritor com va´rios nu´cleos das transformadas shearlets :
• Daubechies8
• Daubechies16
3http://www.ifp.illinois.edu/∼minhdo/software/ (u´ltimo acesso em 23/07/2012)
4http://www.shearlab.org/index software.html
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• Symmlet4
• Symmlet8
HSC
Utilizamos o trabalho de [70] para implementar um descritor baseado na transformada
shearlet. O autor gentilmente cedeu o co´digo fonte5, o qual utilizamos como base para
extrac¸a˜o de caracter´ısticas.
Calculamos uma decomposic¸a˜o multiescala utilizando a transformada shearlets em 3
n´ıveis e 8 direc¸o˜es. Em seguida, calculamos o histograma dos coeficientes em cada escala
com 8 intervalos. Por fim, concatenamos e normalizamos estes histogramas.
Testamos o me´todo com alterac¸a˜o no nu´mero de aˆngulos e no tamanho do bloco
deslizante.
GLCM
O coˆmputo da matriz de coocorreˆncia [31] e´ custoso, pore´m, simples. Utilizamos a GLCM
para obter um descritor de textura. Estabelecemos direc¸o˜es e calculamos a quantidade
de determinadas configurac¸o˜es dois a dois. A matriz de ocorreˆncia resultante foi de
256×256 para cada canal de cor, pois utilizamos imagens de cores com sistemas de 8 bits.
Numa primeira abordagem, aplicamos o descritor em cada canal de cor e extra´ımos as
caracter´ısticas na˜o redundantes de Haralick et al. [31] (homogeneidade, energia, contraste
e correlac¸a˜o). Obtivemos um total de 12 valores para cada imagem. Numa segunda
abordagem, aplicamos a decomposic¸a˜o wavelet piramidal e, para cada subbanda de escala,
orientac¸a˜o e cor, calculamos a matriz de coocorreˆncia e calculamos as caracter´ısticas de
Haralick et al. Para cada imagem, obtivemos um total de 144 caracter´ısticas.
LBP
Utilizamos os padro˜es bina´rios locais como base para um outro descritor. Implementamos
LBP invariante a` rotac¸a˜o [53] para cada raio 1, 2 e 3 isoladamente.
O padra˜o bina´rio local de um pixel e´ obtido pela limiarizac¸a˜o dos valores dos pi-
xels vizinhos pelo valor do pixel central. Estes valores limiarizados sa˜o ponderados pela
ma´scara da Figura 3.2. Em seguida, calculamos os LBPs de toda a imagem e calculamos
a frequeˆncia intervalar. A partir do histograma destes valores, obtemos o descritor.
5http://homepages.dcc.ufmg.br/∼william/softwares.html
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HOG
O Histograma de Gradientes Orientados [42] foi outro descritor utilizado. Para cada regia˜o
de tamanho fixo da imagem (ce´lula), calculamos a frequeˆncia intervalar de ocorreˆncias
de cada direc¸a˜o do gradiente e constru´ımos um histograma de orientac¸o˜es de gradientes.
As ce´lulas utilizadas foram de tamanho 3 × 3, retangulares. A direc¸a˜o de cada pixel da
ce´lula foi ponderada pela intensidade do gradiente. As ce´lulas foram agrupadas em regio˜es
maiores, os blocos. Por fim, os histogramas dos blocos sa˜o concatenados e normalizados.
Utilizamos blocos de tamanho 3×3 e histogramas divididos em 9 intervalos. Obtivemos
um vetor de caracter´ısticas resultante de tamanho 81.
SOB
Propusemos uma implementac¸a˜o para detecc¸a˜o de bordas. Primeiramente, aplicamos
o operador Sobel [30] sem limiarizac¸a˜o. Escolhemos, dentre todos os ma´ximos locais
no mapa de intensidade, os 50 maiores em magnitude. Buscamos, dentre as centenas de
ma´ximos locais encontrados para cada imagem, o conjunto de bordas de maior intensidade.
Para cada um destes 50 pixels, fizemos um ajuste Gaussiano 2D centrado no ponto, num
bloco quadrado de tamanho l (paraˆmetro que variamos). Exclu´ımos as Gaussianas que
tiveram ajustes ruins e calculamos as variaˆncias σx e σy de cada Gaussiana. Calculamos
as variaˆncias me´dias (σx+σy
2
) com o intuito de eliminar a variac¸a˜o a` rotac¸a˜o. Obtivemos
um total de 50× = 150 valores como conjunto de caracter´ısticas.
LSB
Primeiramente, obtemos um mapa dos bits menos significativos da imagem, por meio da
divisa˜o do valor de cada pixel da imagem por 2. O conjunto de restos da divisa˜o repre-
sentam os bits menos significativos da imagem. Em seguida, calculamos as caracter´ısticas
de Haralick et al. [31] sobre estes coeficientes.
POP
O trabalho de Popescu e Farid [58] propo˜e uma forma de identificar o processo de demo-
saico. Ele foi utilizado como base para a implementac¸a˜o de um descritor do processo de
interpolac¸a˜o de cores.
Seja f(x, y) a intensidade do pixel na posic¸a˜o (x, y) em um determinado canal de cor
da imagem. O trabalho parte da hipo´tese que f(x, y) pertence a um destes dois modelos
de correlac¸a˜o: M1, se ele esta´ linearmente correlacionado aos seus vizinhos, ou M2, caso
contra´rio. Desta forma, se f(x, y) estiver linearmente correlacionado aos seus vizinhos,
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sendo α = {αu,v| −N ≤ u, v ≤ +N} o conjunto de paraˆmetros de M1, enta˜o
f(x, y) =
N∑
u,v=−N
(αu,vf(x+ u, y + v) + n(x, y))
r =
∣∣∣∣∣(f(x, y)−
∑N
u,n=−N αu,vf(x+ u, y + v))
2
2σ2
∣∣∣∣∣
Enta˜o na etapa de Esperanc¸a, calculamos
Pr(f(x, y) ∈M1|f(x, y)) = 1
σ
√
2pi
exp
(
−r
2(x, y)
2σ2
)
Seja ε(α) o erro tal que, na etapa de Maximizac¸a˜o, minimizamos seu erro quadra´tico
∂ε
∂αx,y
= 0 e obtemos
+N∑
u,v=−N
(∑
x,y
w(x, y)f(x+ s, y + t)f(x+ u, y + v)
)
=
∑
x,y
w(x, y)f(x+ s, y + t)f(x, y)
Pode-se observar que esses passos sa˜o iterativos e, na primeira iterac¸a˜o, α e´ inicializado
com o valor 0, 5. A etapa de Esperanc¸a e de Maximizac¸a˜o sa˜o repetidas ate´ que a diferenc¸a
entre os paraˆmetros α da iterac¸a˜o (i) e (i − 1) seja menor que 1. A partir do mapa de
probabilidades, extra´ımos as quatro estat´ısticas de ordem superior.
4.4 Implementac¸a˜o de Me´todos de Combinac¸a˜o
Com o conhecimento das peculiaridades dos diferentes descritores explorados, analisamos
a possibilidade de fusa˜o de descritores e de classificadores.
FUS1
A concatenac¸a˜o de caracter´ısticas foi nossa primeira abordagem para combinar os vetores
de caracter´ısticas. Trabalhos anteriores como [16] ja´ exploraram esta ide´ia, contudo,
nenhum deles combinou mais de treˆs me´todos distintos. Cada me´todo de extrac¸a˜o de
caracter´ısticas fornece, independentemente, um conjunto de caracter´ısticas, os quais sa˜o
reunidos num u´nico vetor de caracter´ısticas. O vetor resultante e´ o dado de entrada do
classificador (veja Figura 4.3).
Uma poss´ıvel vantagem da abordagem de concatenac¸a˜o e´ que na˜o “perdemos” nenhum
dos dados antes do julgamento final e todos os dados sa˜o fornecidos ao classificador. Uma
outra caracter´ıstica e´ que apenas uma etapa de reconhecimento de padro˜es e´ realizada.
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Como cada imagem e´ representada por um conjunto de caracter´ısticas, a matriz resul-
tante pode tornar-se grande (no nosso caso, 9.700 × 4.100). O classificador tem a tarefa
de encontrar uma superf´ıcie de separac¸a˜o num espac¸o n-dimensional, em que n e´ grande.
Neste caso, temos que lidar com a maldic¸a˜o da dimensionalidade. Ale´m disso, a mani-
pulac¸a˜o dinaˆmica deste volume de dados pode ser limitado pelo poder de processamento
de um computador. Embora os avanc¸os em hardware possibilitem realizar este processa-
mento, outras abordagens demandam menor poder computacional e atingem resultados
similares, como e´ o caso de FUS2, FUS3 e FUS4.
Figura 4.3: Fluxo do Me´todo da Concatenac¸a˜o. (1) Uma imagem e´ descrita por n diferen-
tes descritores. (2) Os n vetores de caracter´ısticas sa˜o extra´ıdos. (3) O vetor resultante e´
formado pela unia˜o de n vetores de caracter´ısticas. (4) O Conjunto de dados resultante
serve de entrada a um classificador final.
FUS2
O sistema de votac¸a˜o simples (sem ponderac¸a˜o) foi a implementac¸a˜o mais simples entre as
formas de combinac¸a˜o. Uma vez implementados os me´todos individualmente, realizamos
a classificac¸a˜o de cada um dos me´todos.
Uma imagem e´ classificada como IFG ou ICG por cada um dos n me´todos e cada
uma destas classificac¸o˜es e´ chamada de voto. A classe com maior nu´mero de votos e´
considerada a classe eleita do nosso classificador (veja Figura 4.4). No caso de empate,
consideramos erro, isto e´, o classificador na˜o conseguiu identificar corretamente a classe.
Sua implementac¸a˜o e´ simples e consiste numa contagem de votos de cada uma das classes.
Uma desvantagem e´ a de que um dado me´todo apenas elege uma classe, sem definir o
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n´ıvel de confianc¸a de sua resposta. Uma outra desvantagem e´ a de que me´todos com baixa
acura´cia possuem o mesmo poder de voto que um me´todo que produz o´timos resultados.
Figura 4.4: Fluxo do Me´todo de Votac¸a˜o Simples. (1) n descritores sa˜o aplicados sobre a
imagem. (2) Cada um dos classificadores elege uma classe (voto). (3) Soma dos valores
das classes (apurac¸a˜o de votos).
Seja voti(Im) o voto do classificador i sobre a imagem Im. Definimos
voti(Im) =
{
+1, se o voto for pela classe ICG
−1, se o voto for pela classe IFG (4.1)
Definimos a regra 4.2 do nosso classificador como
H =

CG, se
∑
voti(Im) > 0
PG, se
∑
voti(Im) < 0
Indefinido, caso contra´rio
(4.2)
FUS3
O sistema de votac¸a˜o ponderada utiliza como ponderac¸a˜o a acura´cia obtida na fase de
treinamento do classificador. Me´todos com maior acura´cia na fase de treinamento tera˜o
maior peso na apurac¸a˜o dos votos. Seja acc(i) a acura´cia me´dia de um me´todo i, e seja
A = 1, 2, . . . , n o conjunto dos ı´ndices dos me´todos utilizados. Enta˜o, o peso w de um
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me´todo i e´ dado por
w(i) =
acc(i)∑
j∈A acc(j)
(4.3)
Deve-se observar que, na fase de teste, ja´ teremos acc(i) de cada me´todo e, portanto,
w(i) podera´ ser computado.
Seja uma imagem Im a ser classificada e voti(Im) o voto do me´todo i. Utilizando
o me´todo de votac¸a˜o ponderada, realizamos a classificac¸a˜o por meio de cada me´todo i e
obtemos a votac¸a˜o ponderada wi×voti(Im). O resultado final e´ obtido da seguinte forma
H =

CG, se
∑
i∈A
(wi × voti(Im)) < 0
PG, se
∑
i∈A
(wi × voti(Im)) > 0
Indefinido, caso contra´rio
(4.4)
Figura 4.5: Fluxo do Me´todo de Votac¸a˜o Ponderada. (1) n descritores sa˜o aplicados sobre
a imagem. (2) Cada um dos n classificadores elege uma classe (voto) e cada classifica-
dor tem um peso wi obtido na fase de treinamento. (3) Soma dos valores das classes,
ponderada por wi.
O fluxo do Me´todo de Votac¸a˜o Ponderada, ilustrado na Figura 4.5, e´ muito similar ao
do Me´todo da Votac¸a˜o Simples. O que muda e´ a regra de decisa˜o (passo (3)), a qual e´
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dada pela Equac¸a˜o 4.4.
FUS4
A motivac¸a˜o para criac¸a˜o de um outro me´todo de votac¸a˜o e´ a de que cada me´todo pode
fornecer mais do que uma simples classificac¸a˜o bina´ria (voto). Ao inve´s de utilizar um
voto, utilizamos uma classificac¸a˜o com n´ıvel de confianc¸a, o que chamamos de opinia˜o.
No caso do SVM, por exemplo, ao inve´s de fornecer um valor discreto (−1 ou +1)
associado a uma das classes, retorne um valor cont´ınuo ({x|x ∈ R}). O SVM estabelece
um hiperplano de separac¸a˜o entre as classes e o valor retornado indica “a qual lado” do
hiperplano, o dado se encontra. A magnitude, por sua vez, indica o qua˜o “distante” do
hiperplano esta´ o dado. Esta informac¸a˜o e´ utilizada pelo classificador para definir a classe
de sa´ıda. A opinia˜o do classificador, portanto, tem importante semaˆntica:
• seu sinal indica qual das duas classes foi escolhida pelo classificador;
• sua magnitude indica qua˜o certo o classificador esta´ de que sua classificac¸a˜o e´
confia´vel.
Por exemplo, uma opinia˜o com valor −1, 34 significa que a resposta do classificador e´
IFG e que seu “grau de confianc¸a” e´ 1, 34.
Assim como no me´todo anterior, realizamos um processo de extrac¸a˜o de caracter´ısticas
e classificac¸a˜o para cada me´todo. Ajustamos cada um dos classificadores para retornar seu
grau de confianc¸a (opinia˜o). As opinio˜es sa˜o agrupadas num vetor de caracter´ısticas de
tamanho n, em que n e´ o nu´mero de me´todos utilizados. Este e´ o vetor de caracter´ısticas
utilizado por um u´ltimo classificador (veja Figura 4.6). Este u´ltimo classificador e´ do tipo
meta, pois utiliza dados das classificac¸o˜es para realizar a classificac¸a˜o final.
Assim como o me´todo previamente apresentado, ele pondera os me´todos de acordo
com sua acura´cia na fase de treinamento. Quem se encarrega da regra de decisa˜o final
e´ um classificador. Escolhemos SVM como nosso classificador final, embora qualquer
abordagem de aprendizado supervisionado pudesse ter sido utilizada. Nossa escolha foi
motivada pelo fato de SVM ser bem conhecido, ser mais robusto quanto a` dimensionali-
dade do espac¸o de entrada, usar minimizac¸a˜o de risco estrutural e permitir o teste ra´pido
(sublinear do tempo) de uma entrada.
Com o me´todo de Metaclassificac¸a˜o, esperamos um resultado melhor que o me´todo de
Votac¸a˜o Ponderada, pois a ponderac¸a˜o neste caso e´ feita utilizando um classificador.
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Figura 4.6: Fluxo do Me´todo de Metaclassificac¸a˜o. (1) n extrac¸o˜es independentes de
caracter´ısticas. (2) n classificac¸o˜es e obtenc¸a˜o de n n´ıveis de confianc¸a (opinio˜es). Vetor
resultante com tamanho n. (3) O vetor resultante e´ entrada de um u´ltimo classificador.
Cap´ıtulo 5
Experimentos e Validac¸a˜o
A validac¸a˜o dos experimentos pode ser dividida em quatro sec¸o˜es: Configurac¸a˜o do Sis-
tema, Coleta das Imagens, Validac¸a˜o dos Me´todos do Estado da Arte, Validac¸a˜o dos
Me´todos de A´reas Relacionadas e Validac¸a˜o dos Me´todos de Combinac¸a˜o. Na Sec¸a˜o Con-
figurac¸a˜o do Sistema, detalhamos o ambiente de desenvolvimento e de testes. Na Sec¸a˜o
de Coleta de Imagens, expomos como e´ o conjunto de dados a ser utilizado na validac¸a˜o.
Em Me´todos do Estado da Arte e em Me´todos de A´reas Relacionadas, apresentamos os
resultados dos me´todos da literatura e dos me´todos estendidos de a´reas correlatas, respec-
tivamente. Em Me´todos de Combinac¸a˜o, utilizamos os me´todos isolados com melhores
resultados obtidos e validamos abordagens de combinac¸a˜o. Por fim, na Sec¸a˜o Ana´lise
Comparativa, fazemos uma ana´lise comparativa das 17 abordagens implementadas.
5.1 Configurac¸a˜o do Sistema
A implementac¸a˜o dos descritores foi realizada em Matlab1 devido a` nossa familiaridade
com a linguagem; devido ao grande nu´mero de bibliotecas existentes na a´rea de reconheci-
mento de padro˜es e de visa˜o computacional 23; devido a` extensa documentac¸a˜o existente; e
devido a` popularidade do manuseio entre peritos criminais, aos quais a ferramenta podera´
ser u´til.
As classificac¸o˜es foram feitas em linguagem R4, devido a` grande quantidade de tra-
balhos ja´ desenvolvidos na a´rea de reconhecimento de padro˜es. A biblioteca e1071 e´
uma implementac¸a˜o da LIBSVM [10] e foi utilizada em conjunto com uma biblioteca de
reconhecimento de padro˜es (ipred) da linguagem R.
1http://www.mathworks.com/ (u´ltimo acesso em 23/07/2012)
2http://www.shearlab.org/index software.html (u´ltimo acesso em 23/07/2012)
3http://www.curvelet.org/software.html (u´ltimo acesso em 23/07/2012)
4http://www.r-project.org/ (u´ltimo acesso em 23/07/2012)
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Numa primeira abordagem, verificamos que os resultados foram drasticamente altera-
dos (diferenc¸a de ate´ 10 pontos percentuais) pela escolha de paraˆmetros. A escolha dos
paraˆmetros influencia na acura´cia da classificac¸a˜o. Por este motivo, utilizamos busca em
malha (grid search) sobre todas as classificac¸o˜es do trabalho.
A ma´quina utilizada para o processamento foi um Pentium Dual Core 2,7 GHz com 2
GBytes de RAM.
5.2 Coleta das Imagens
Todas imagens, tanto ICG quanto IFG, foram extra´ıdas da Internet. Uma etapa inicial
do trabalho foi prospectar websites que oferecessem o conteu´do que busca´vamos. Ha´
abundaˆncia de IFG na Internet, sejam de websites pessoais ou de bancos de imagens
pu´blicos. As ICGs existem em menor quantidade, o que se justifica pela maior dificuldade
de criac¸a˜o deste tipo de imagem. Para o nosso fim, a quantidade e´ ainda menor, pois
buscamos ICG fotorrealistas. Avaliamos dezenas de fontes e elegemos apenas uma parcela
para ser utilizada como nossa fonte de dados. I´cones gra´ficos foram exclu´ıdos. Das
mais de 7.000 imagens geradas em computador coletadas, utilizamos 4.850. Para manter
um mesmo nu´mero de imagens em ambas as classes, de um conjunto de 60.000 IFG,
escolhemos aleatoriamente 4.850 para comporem nosso conjunto de dados.
Todas imagens coletadas teˆm formato de compressa˜o JPEG e tamanho f´ısico entre 12
KBytes e 1,8 MBytes.
Caˆmeras atuais possibilitam a captura de imagens de dimenso˜es maiores que as obtidas
por caˆmeras antigas. A nossa abordagem para manter consistente a ana´lise dos dados foi
a de padronizar o tamanho das imagens de entradas, por meio de um corte quadrado da
imagem, de tamanho 512× 512 pixels.
As imagens fotorrealistas geradas por computador utilizados teˆm fonte em: 3dcommu-
nity5, 3dshop6, 3dtotal7, Artlantis8, Caligari9, CG Channel10, Creative Crash11, Exchange
5http://www.3d-community.com/ (u´ltimo acesso em 23/07/2012)
6http://www.3dshop.com/ (u´ltimo acesso em 23/07/2012)
7http://www.3dtotal.com/ (u´ltimo acesso em 23/07/2012)
8http://www.artlantis.com/ (u´ltimo acesso em 23/07/2012)
9http://www.caligari.com/ (u´ltimo acesso em 23/07/2012)
10http://www.cgchannel.com/ (u´ltimo acesso em 23/07/2012)
11http://www.creativecrash.com/ (u´ltimo acesso em 23/07/2012)
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3D12, IRTC 13, Maxon14, Mental Images15, NPower 16, Pandm Studio17, Spatarozliev 18,
Surreal Structures19, Xfrog20. As fotografias digitais foram extra´ıdas de FreePhoto21 e de
Pics n’ Trails22.
Diversas outras fontes de ICGs dispon´ıveis na rede, como Accurender 23, Design Com-
munity24, Virtual Museum25, Digital Art26, Pandromeda27, na˜o foram utilizadas dado que
suas imagens na˜o se enquadram como fotorrealistas.
Uma categorizac¸a˜o das imagens por autenticidade de conteu´do e aquisic¸a˜o, como foi
feita por [51] seria mais apropriada, pois poder´ıamos avaliar casos como o de recaptura
(fotografias de ICG). Contudo, para estabelecer um cena´rio de testes robusto, necessi-
tar´ıamos ter um nu´mero significativo de imagens de cada classe de conteu´do e aquisic¸a˜o
e, na pra´tica, e´ dif´ıcil preencher todas as categorias. Os temas mais frequentes das ima-
gens encontradas publicamente na Internet sa˜o personagens e arquitetura; categorias ICG
de paisagens que sa˜o pouco frequentes. Desta forma, optamos por manter nossas 9.700
imagens, com a categorizac¸a˜o tradicional IFG versus ICG.
5.3 Validac¸a˜o de Me´todos do Estado da Arte
Validamos duas abordagens nesta sec¸a˜o, LYU [44] e LI [39].
LYU
A implementac¸a˜o do me´todo de Lyu et al. [44] (implementac¸a˜o 1) foi ideˆntica a` reportada
no trabalho original: primeiramente, calculamos uma decomposic¸a˜o wavelet piramidal
em 4 escalas com os filtros utilizados pelos autores; a partir da transformada, obtivemos
as quatro estat´ısticas de ordem superior (me´dia, variaˆncia, curtose e obliquidade); em
seguida, calculamos um preditor de erros e extra´ımos novamente as quatro estat´ısticas
12http://www.exchange3d.com/ (u´ltimo acesso em 23/07/2012)
13http://www.irtc.org/ (u´ltimo acesso em 23/07/2012)
14http://www.maxon.net/ (u´ltimo acesso em 23/07/2012)
15http://www.mentalimages.com/ (u´ltimo acesso em 23/07/2012)
16http://www.npowersoftware.com/ (u´ltimo acesso em 23/07/2012)
17http://www.pandm-studio.com/ (u´ltimo acesso em 23/07/2012)
18http://spatarozliev.co.uk (u´ltimo acesso em 23/07/2012)
19http://surrealstructures.com/ (u´ltimo acesso em 23/07/2012)
20http://xfrog.com (u´ltimo acesso em 23/07/2012)
21http://www.pandm-studio.com/ (u´ltimo acesso em 23/07/2012)
22http://www.hal.t.u-tokyo.ac.jp/∼chamds/pics n trails/ (u´ltimo acesso em 23/07/2012)
23http://www.accurender.com/ (u´ltimo acesso em 02/09/2011)
24http://gallery.designcommunity.com/ (u´ltimo acesso em 02/09/2011)
25http://moca.virtual.museum/ (u´ltimo acesso em 02/09/2011)
26http://digitalart.org/ (u´ltimo acesso em 02/09/2011)
27http://www.pandromeda.com/ (u´ltimo acesso em 02/09/2011)
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sobre o “erro”. Obtivemos 72 caracter´ısticas para cada canal de cor. O resultado atingiu
um acerto me´dio de 92% (veja Tabela 5.1).
Realizamos alterac¸o˜es no me´todo original para verificar uma poss´ıvel melhoria apenas
com alterac¸a˜o de paraˆmetros. Numa primeira variac¸a˜o (implementac¸a˜o 2), utilizamos
uma decomposic¸a˜o piramidal em 5 escalas (ao inve´s de 4 escalas do me´todo original). O
resultado foi alterado em menos de um ponto percentual com relac¸a˜o ao resultado original.
Numa segunda alterac¸a˜o (implementac¸a˜o 3), ao inve´s de utilizar as quatros estat´ısticas
de ordem superior para cada escala de decomposic¸a˜o piramidal, utilizamos as carac-
ter´ısticas da matriz de coocorreˆncia como descritor final. Obtivemos, neste caso, um
vetor de caracter´ısticas de 144 dimenso˜es. O resultado foi de aproximadamente 88% de
acura´cia.
Coeficientes Nu´mero de Acura´cia Variaˆncia Acura´cia
Wavelets Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 216 94,2% 89,9% 2,40E-04 2,12E-04 92,0%
Implementac¸a˜o 2 240 93,8% 90,1% 5,21E-04 3,24E-04 91,9%
Implementac¸a˜o 3 144 91,2% 85,3% 5,10E-04 2,64E-04 88,2%
Tabela 5.1: Resultados do me´todo baseado em decomposic¸a˜o em coeficientes wavelets.
LI
O me´todo de Li et al. [39] obteve a maior acura´cia deste grupo. A classificac¸a˜o de ICG
apresentou acura´cia da ordem de 95% (veja Tabela 5.2).
Obtivemos um vetor de caracter´ısticas de tamanho 48 para cada canal de cor da
imagem, totalizando 144 caracter´ısticas.
Diferenciac¸a˜o de Nu´mero de Acura´cia Variaˆncia Acura´cia
segunda ordem Caracter´ısticas ICG IFG ICG IFG Me´dia
144 94,8% 91,1% 1,07E-04 5,84E-05 93,0%
Tabela 5.2: Resultados do me´todo baseado em diferenciac¸a˜o de segunda ordem.
5.4 Validac¸a˜o de Me´todos de A´reas Relacionadas
Implementamos onze me´todos: BOX, CON, CUR, GLCM, HOG, HSC, LBP, LSB, SHE,
SOB e POP [58].
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BOX
A te´cnica baseada em Contagem de Caixas na˜o obteve boa acura´cia (Tabela 5.3). O
resultado na˜o ficou longe do esperado, pois utilizamos apenas as dimenso˜es fractais (uma
dimensa˜o para cada canal de cor). Deste modo, o vetor de caracter´ısticas obtido teve
tamanho 3.
Embora a te´cnica tenha baixa acura´cia isoladamente, ela pode aumentar a acura´cia
se combinada a outros me´todos.
Contagem de Nu´mero de Acura´cia Variaˆncia Acura´cia
Caixas Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 3 54,1% 56,8% 8,98E-04 2,00E-03 55,4%
Tabela 5.3: Resultados do me´todo baseado em contagem de caixas.
CON
A implementac¸a˜o da transformada contourlet tem como paraˆmetros de programa o
nu´mero de n´ıveis na decomposic¸a˜o, o filtro da decomposic¸a˜o piramidal e o filtro dire-
cional.
Numa primeira implementac¸a˜o, utilizamos filtros pkva e n´ıveis de decomposic¸a˜o (0, 0,
0, 4, 5), ou seja, as treˆs piores escalas sem decomposic¸a˜o (0), a penu´ltima com 4 n´ıveis
e a u´ltima com 5 n´ıveis. Numa segunda implementac¸a˜o, alteramos apenas o n´ıvel de
decomposic¸a˜o da terceira escala, em que utilizamos 4 n´ıveis - (0, 0, 4, 4, 5). Utilizamos
este conjunto de paraˆmetros porque eram os utilizados em exemplos dos pro´prios autores
da toolbox.
Em ambos os casos, utilizamos o descritor da matriz de coocorreˆncia para extrac¸a˜o
de caracter´ısticas. Um total de 232 e 254 caracter´ısticas para a primeira abordagem e
segunda abordagem, respectivamente, foram obtidas para cada canal de cor (Tabela 5.4).
A primeira abordagem utilizou um nu´mero menor de caracter´ısticas e foi a que obteve
maior acura´cia (∼90%).
Contourlets
Nı´veis na Nu´mero de Acura´cia Variaˆncia Acura´cia
terceira escala Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 0 696 91,8% 88,7% 3,09E-04 2,97E-04 90,2%
Implementac¸a˜o 2 4 852 90,4% 88,5% 2,25E-04 6,89E-04 89,4%
Tabela 5.4: Resultados do me´todo baseado em transformadas contourlets.
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CUR
Embora na˜o tenhamos utilizado os coeficientes curvelets diretamente como descritor, rea-
lizamos a extrac¸a˜o integral dos coeficientes. Para imagens com 512×512 pixels, obtivemos
como sa´ıda matrizes tridimensionais de 556.032 coeficientes. Lidar com grande quanti-
dade de dados, particularmente em Matlab28, exige dedicac¸a˜o exclusiva do computador,
no caso de um ma´quina sem grandes recursos. O vetor de caracter´ısticas resultante, apo´s
extrac¸a˜o das caracter´ısticas de Haralick et al. [31] atinge o tamanho 2.328.
A classificac¸a˜o utilizando a implementac¸a˜o de curvelets obteve uma acura´cia me´dia
de aproximadamente 80% (veja Tabela 5.5). A maior desvantagem da abordagem e´ a
manipulac¸a˜o de um grande nu´mero de dados, o que e´ um gargalo de desempenho do
me´todo.
Curvelets
Nu´mero de Acura´cia Variaˆncia Acura´cia
Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 2.328 80,6% 80,5% 3,57E-04 1,52E-03 80,5%
Tabela 5.5: Resultados do me´todo baseado em curvelets.
GLCM
Uma abordagem para utilizac¸a˜o das caracter´ısticas de Haralick et al. [31] foi a aplicac¸a˜o
do me´todo sobre a imagem inteira (em outras implementac¸o˜es, utilizamos a matriz de co-
ocorreˆncia sobre porc¸o˜es da imagem ou ate´ sobre dados no domı´nio de frequeˆncia). Inici-
almente, computamos a matriz de coocorreˆncia e, em seguida, extra´ımos as caracter´ısticas
de Haralick et al. para cada canal de cor. Utilizamos um vetor de 12 dimenso˜es para
representar cada imagem. Comparando as dimenso˜es do me´todo com a sa´ıda da transfor-
mada contourlet (696), as quais sa˜o subo´timas [19], ja´ era esperado que o resultado fosse
inferior ao de outros me´todos, particularmente ao de contourlet (veja Tabela 5.6).
Matriz de Nu´mero de Acura´cia Variaˆncia Acura´cia
Coocorreˆncia Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 12 64,0% 63,0% 1,14E-03 8,88E-04 63,5%
Tabela 5.6: Resultados do me´todo baseado em matriz de coocorreˆncia.
28http://www.mathworks.com/
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HOG
Na implementac¸a˜o baseada nos histogramas de gradientes orientados, utilizamos 9 e 16
orientac¸o˜es. A partir da Tabela 5.7, verificamos uma acura´cia me´dia de 74% do me´todo
na melhor implementac¸a˜o.
HOG Nu´mero de Nu´mero de Acura´cia Variaˆncia Acura´cia
orientac¸o˜es Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 9 81 73,5% 70,0% 1,02E-03 5,33E-04 71,8%
Implementac¸a˜o 2 16 256 75,4% 72,5% 1,64E-04 8,77E-04 74,0%
Tabela 5.7: Resultados do me´todo baseado em Histograma de gradientes orientados.
HSC
Na abordagem baseada em HSC [70], ha´ uma se´rie de paraˆmetros. E´ poss´ıvel alterar o
tamanho do bloco, o deslocamento do bloco deslizante, o nu´mero de n´ıveis e o nu´mero de
aˆngulos. Testamos treˆs conjuntos de paraˆmetros baseados em nosso conjunto de dados.
Em todas as abordagens, utilizamos deslocamentos de 256 pixels e 8 n´ıveis. Numa primeira
abordagem, utilizamos blocos de tamanho 256 × 256 pixels e 8 aˆngulos; numa segunda
abordagem, mantivemos o tamanho 256×256 pixels e alteramos o nu´mero de aˆngulos para
16; finalmente, numa u´ltima abordagem, utilizamos 8 aˆngulos, pore´m utilizamos blocos
de tamanho 512 × 512 pixels. Na primeira e na segunda abordagem, obtivemos quatro
blocos justapostos, enquanto na u´ltima obtivemos apenas 1 bloco. O me´todo foi aplicado
independentemente para cada canal de cor.
Verificamos pela Tabela 5.8 que a variac¸a˜o dos paraˆmetros praticamente na˜o alterou
a acura´cia do me´todo. Obtivemos um acura´cia me´dia de 80%.
Histograma Paraˆmetros Nu´mero de Acura´cia Variaˆncia Acura´cia
shearlets N Nı´veis Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 256 8 96 81,8% 78,7% 2,24E-04 4,17E-04 80,2%
Implementac¸a˜o 2 256 16 192 83,0% 78,5% 5,09E-04 7,37E-04 80,8%
Implementac¸a˜o 3 512 8 24 81,5% 78,3% 7,97E-04 2,89E-04 79,9%
Tabela 5.8: Resultados do me´todo baseado em histograma de coeficientes shearlets. Em
cada um dos me´todos, decompomos as imagens em treˆs n´ıveis. Os coeficientes foram
obtidos para cada bloco, com centros do bloco deslocados em 256 pixels.
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LBP
No me´todo baseado em Padro˜es Bina´rios Locais, o principal paraˆmetro e´ a definic¸a˜o do
raio de vizinhanc¸a. Definimos treˆs raios de vizinhanc¸a para nosso me´todo, 1, 2 e 3, o que
resultou em 8, 16 e 24 vizinhos, respectivamente. A melhor acura´cia (∼87%) foi obtida
com o raio 2 (veja Tabela 5.9).
Padro˜es bina´rios Raio Nu´mero de Acura´cia Variaˆncia Acura´cia
Locais Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 1 30 88,5% 82,4% 1,01E-04 8,72E-04 85,5%
Implementac¸a˜o 2 2 54 90,4% 83,8% 5,64E-04 1,71E-04 87,1%
Implementac¸a˜o 3 3 78 89,4% 83,1% 8,94E-04 4,30E-04 86,3%
Tabela 5.9: Resultados do me´todo baseado em Padro˜es Bina´rios Locais.
LSB
Calculamos o canal de bits menos significativos para cada canal de cor da imagem, assim
como em [63]. A partir de cada mapa de bits menos significativos, extra´ımos a matriz de
coocorreˆncia e suas caracter´ısticas [31]. A extrac¸a˜o de caracter´ısticas e´ ra´pida e tem como
sa´ıda 4 caracter´ısticas para cada mapa de bits menos significativos. A acura´cia me´dia foi
de 66%, como verificado pela Tabela 5.10.
Bits menos Nu´mero de Acura´cia Variaˆncia Acura´cia
Significativos Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 12 67,2% 65,1% 5,79E-04 9,26E-04 66,2%
Tabela 5.10: Resultados do me´todo baseado em bits menos significativos.
SHE
Implementamos um me´todo baseado no trabalho de [45], utilizando diferentes filtros wa-
velets (como consta na Tabela 5.11). Utilizamos filtros Daubechies e Symmlets, com
diferentes tamanhos de suporte.
Apo´s a extrac¸a˜o dos coeficientes shearlets, para cada n´ıvel de cor, escala e direc¸a˜o,
utilizamos me´dia, variaˆncia, curtose e obliquidade dos coeficientes como descritores.
A acura´cia obtida por cada uma das implementac¸o˜es variou pouco e ficou em torno
de 71%.
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Shearlets
Tamanho Nu´mero de Acura´cia Variaˆncia Acura´cia
do suporte Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 8 656 74,8% 67,7% 6,75E-04 1,73E-04 71,3%
Implementac¸a˜o 2 16 656 74,8% 67,6% 1,57E-03 5,49E-04 71,2%
Implementac¸a˜o 3 4 656 75,2% 67,7% 1,24E-03 3,28E-04 71,5%
Implementac¸a˜o 4 8 656 74,7% 67,4% 7,05E-04 1,16E-03 71,0%
Tabela 5.11: Resultados do me´todo baseado em coeficientes shearlets. As duas primeiras
linhas foram feitas utilizando filtros Daubechies e a terceira e quarta foram feitas utilizando
filtros Symmlets.
SOB
O operador de Sobel e´ um eficiente detector de bordas. Em nossa implementac¸a˜o, utili-
zamos duas variac¸o˜es: Gaussiana em janela de lado 7 e Gaussiana em janela de lado 9.
Os resultados diferiram pouco e ficaram em torno de 55% (vide Tabela 5.12).
Bordas
Tamanho da Nu´mero de Acura´cia Variaˆncia Acura´cia
janela Caracter´ısticas ICG IFG ICG IFG Me´dia
Implementac¸a˜o 1 7 150 55,4% 55,2% 8,20E-04 1,20E-03 55,3%
Implementac¸a˜o 2 9 150 56,4% 56,1% 1,35E-03 7,50E-04 56,2%
Tabela 5.12: Resultados do me´todo baseado em detecc¸a˜o de bordas.
POP
Para tentar identificar trac¸os do processo de aquisic¸a˜o de uma IFG, utilizamos a te´cnica
de [58] como base. Como o me´todo tem como sa´ıda um grande conjunto de dados, utili-
zamos as 4 estat´ısticas de ordem superior para extrair informac¸o˜es. Nossa implementac¸a˜o
tem como sa´ıda um descritor de tamanho 4 para cada canal de cor. O me´todo atingiu
uma acura´cia me´dia de 57% (veja Tabela 5.13).
Processo de Nu´mero de Acura´cia Variaˆncia Acura´cia
Interpolac¸a˜o Caracter´ısticas ICG IFG ICG IFG Me´dia
12 57,0% 57,5% 3,15E-04 8,74E-04 57,3%
Tabela 5.13: Resultados do me´todo baseado em processo de interpolac¸a˜o.
ENT
Um outro descritor seria um me´todo que utilizasse entropia. Numa etapa de pre´-extrac¸a˜o
de caracter´ısticas, prospectamos a efica´cia da entropia como um descritor. Calculamos a
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entropia de todas as imagens e calculamos a entropia me´dia e a variaˆncia dos valores para
cada classe (IFG e ICG) e cada canal de cor (Tabela 5.14).
Canal Entropia Variaˆncia
de cor ICG IFG ICG IFG
Vermelho 7,1332 7,2690 0,4734 0,3041
Verde 6,9514 7,3222 0,6908 0,2711
Azul 7,3158 7,3678 0,2162 0,2622
Tabela 5.14: Resultados da tentativa de implementac¸a˜o de um me´todo em Entropia.
Vemos que, no canal verde, a entropia consegue apresentar uma boa distaˆncia entre as
classes, mas a variaˆncia alta impossibilita estabelecer uma superf´ıcie de separac¸a˜o. Con-
clu´ımos que a entropia, isoladamente, na˜o consegue distinguir as classes. Por este motivo,
na˜o inclu´ımos algum me´todo de entropia entre os nossos me´todos. Temos conscieˆncia,
contudo, da sua eventual efica´cia ao ser utilizada em conjunto com outro descritor, mas
deixamos isso como um trabalho futuro.
5.5 Validac¸a˜o dos Me´todos de Combinac¸a˜o
Uma vez implementadas diversas abordagens individuais para resoluc¸a˜o do nosso pro-
blema, implementamos diferentes me´todos de fusa˜o. Nossa hipo´tese e´ a de que resultados
individuais podem ser melhorados com a coaliza˜o de diferentes e complementares descri-
tores. Implementamos quatro formas de fusa˜o de descritores:
• Concatenac¸a˜o (FUS1): unia˜o dos vetores de caracter´ısticas;
• Votac¸a˜o Simples (FUS2): cada me´todo classifica independentemente e a classi-
ficac¸a˜o final e´ feita atrave´s da contagem de votos;
• Votac¸a˜o Ponderada (FUS3): cada me´todo realiza uma classificac¸a˜o isolada e a de-
cisa˜o final e´ feita de acordo com uma regra de decisa˜o;
• Metaclassificac¸a˜o (FUS4): ale´m de cada classificac¸a˜o, uma u´ltima classificac¸a˜o (n´ıvel
meta) e´ avaliada como regra de decisa˜o final.
FUS1
O me´todo de Concatenac¸a˜o atingiu uma precisa˜o de ∼93% (veja Tabela 5.15), muito
pro´xima a do melhor me´todo individual (LI). A maior desvantagem da utilizac¸a˜o do
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Me´todo de
Probabilidade
Nu´mero de Acura´cia Variaˆncia
Acura´cia me´dia
combinac¸a˜o caracter´ısticas ICG IFG ICG IFG
FUS1 na˜o 4.011 93,4% 92,2% 1,75E-01 0,17E-01 92,8%
FUS2 na˜o 13 93,4% 96,0% 2,22E-04 3,43E-04 94,7%
FUS3 sim 13 94,9% 96,5% 2,29E-04 5,42E-04 95,7%
FUS4 sim 13 96,6% 98,0% 7,70E-04 4,42E-04 97,3%
Tabela 5.15: Comparac¸a˜o entre os resultados dos me´todos de combinac¸a˜o. Cada uma das
abordagens de combinac¸a˜o utiliza os 13 descritores previamente implementados.
me´todo de Concatenac¸a˜o e´ a dificuldade encontrada pelo classificador em lidar com da-
dos de alta dimensionalidade. Tentamos aplicar PCA sobre o conjunto de dados para
evitar o consumo de memo´ria na etapa de classificac¸a˜o mas na˜o conseguimos realizar a
reduc¸a˜o devido a` incapacidade f´ısica de nossa ma´quina em realizar os ca´lculos matriciais
do me´todo.
FUS2
Diferentemente da Concatenac¸a˜o, no me´todo de Votac¸a˜o Simples cada me´todo realiza
um processo de classificac¸a˜o independente e, no final, ha´ apenas uma contagem de votos.
Num cena´rio em que ha´ um poder de processamento paralelo, os dois pontos percentuais
acima do me´todo de combinac¸a˜o justificam a utilizac¸a˜o desta abordagem em relac¸a˜o a`
anterior.
FUS3
O me´todo de Votac¸a˜o Ponderada apresentou um aumento de dois pontos percentuais
sobre o resultado da Votac¸a˜o Simples. Sua prefereˆncia sobre a Votac¸a˜o Simples so´ na˜o se
justifica se as classificac¸o˜es ja´ tivessem sido feitas e na˜o tive´ssemos acesso a` ponderac¸a˜o
de cada me´todo.
FUS4
O me´todo de Metaclassificac¸a˜o apresentou o melhor resultado das abordagens de com-
binac¸a˜o, uma precisa˜o me´dia de 97%, quatro pontos percentuais acima do melhor me´todo
individual. Em termos de complexidade de implementac¸a˜o, e´ muito pro´ximo do me´todo
de Votac¸a˜o Simples e de Votac¸a˜o Ponderada, sendo que a diferenc¸a e´ apenas uma meta-
classificac¸a˜o adicional num espac¸o de dimensa˜o 13-D.
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5.6 Ana´lise Comparativa
Normalizac¸a˜o e´ um passo fundamental ao se lidar com dados de alta dispersa˜o. Aplicamos
a normalizac¸a˜o por z-score para todos os dados. Comparamos os resultados do metaclas-
sificador com a normalizac¸a˜o z-score e sem normalizac¸a˜o alguma e verificamos que na˜o
ha´ diferenc¸a significativa entre a normalizac¸a˜o (96, 8%). Acreditamos que a raza˜o desta
inocuidade da normalizac¸a˜o (diferenc¸a de 0, 5%) deva-se ao conjunto de dados utilizado,
o qual sempre esteve num intervalo bem definido de valores (no caso do metaclassificador,
os valores esta˜o num intervalo menor que (-10, +10)).
Figura 5.1: Amostras de imagens corretamente identificadas por, pelo menos, 9 dos 13
me´todos individuais. Na primeira linha ICG e, na segunda, IFG.
Na˜o houve nenhuma imagem que tenha sido classificado incorretamente por todos os
me´todos isolados e que tenha sido corretamente classificada por algum me´todo de com-
binac¸a˜o. Os me´todos de combinac¸a˜o na˜o levam vantagem neste caso. Isto se justifica
pelo fato de os me´todos de combinac¸a˜o utilizarem unicamente os resultados dos me´todos
individuais utilizados na combinac¸a˜o como suas regras de decisa˜o e estarem de acordo
com o consenso dos me´todos. Os me´todos de combinac¸a˜o tampouco almejam alterar os
resultados de imagens que foram corretamente classificadas por cada me´todo individual-
mente.
Abordagens de combinac¸a˜o buscam identificar quais me´todos sa˜o mais eficazes em
determinados cena´rios. Assim, suponha os dados x, y e z, classificados pelos me´todos
A, B e C. Suponha que x foi corretamente classificada apenas pelo me´todo A, assim
como y por B e z por C (veja Figura 5.2). Me´todos de combinac¸a˜o buscam utilizar
as informac¸o˜es conjuntas de A, B e C para classificar corretamente tanto x, quanto y,
quanto z. No caso de uma imagem que todos classificadores isolados a classificassem
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incorretamente, provavelmente o me´todo combinado tambe´m erraria.
Na Figura 5.1 verificamos imagens classificadas corretamente pela maior parte dos
me´todos individuais e corretamente classificada pelo me´todo de Metaclassificac¸a˜o. Na Fi-
gura 5.3 verificamos imagens classificadas incorretamente por pelo menos 9 dos 13 me´todos
individuais e corretamente classificada pelo me´todo de Metaclassificac¸a˜o.
Figura 5.2: Diagrama de Venn dos acertos das imagens de um conjunto U por treˆs
me´todos: A, B e C. A regia˜o mais clara representa o acerto por so´ um me´todo, e as
regio˜es escuras representam o acerto por mais de um me´todo. Ha´ dados que na˜o foram
corretamente classificados por nenhum dos me´todos e esta˜o na regia˜o externa (U − (A ∪
B ∪ C)).
A Tabela 5.16 mostra todos me´todos implementados. Inserimos na tabela o melhor
resultado dentre as implementac¸o˜es de cada me´todo. Cada uma das linhas representa
um algoritmo e cada coluna representa uma descric¸a˜o do me´todo. Pela tabela, verifi-
camos que as acura´cias teˆm um intervalo grande de valores. A maior acura´cia entre os
me´todos individuais foi de 93, 0%, obtida pelo me´todo LI e os piores resultados foram
aproximadamente 55%, obtidos pelos me´todos BOX e SOB. A maior acura´cia entre os
me´todos de combinac¸a˜o foi de aproximadamente 97%. Quanto a` dimensa˜o do espac¸o de
caracter´ısticas, tambe´m ha´ grande diferenc¸a entre os me´todos: a menor foi de n = 3, de
BOX e a maior foi o de CUR, que utilizou 2.328 caracter´ısticas.
As curvas ROC foram constru´ıdas da seguinte forma: definimos uma malha de valores
entre o menor e o maior valores marginais. Cada ponto da malha foi utilizado como valor
de corte. Para cada ponto desta malha, portanto, consideramos todos valores acima dele
como a classe positiva e valores abaixo como a classe negativa.
A Figura 5.4 apresenta as curvas ROC de cada um dos me´todos individuais implemen-
tados. Ha´ grande divergeˆncia das curvas. Nos casos marginais, pro´ximos aos eixos, LI,
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Figura 5.3: Amostra de imagens erroneamente identificadas pela maior parte dos me´todos
individuais (pelo menos 9 dos 13 erraram) e corretamente classificada pelo me´todo de
Metaclassificac¸a˜o. Na primeira linha, ICG e na segunda, IFG.
I´ndice Me´todo n ICG IFG Acura´cia me´dia
1 BOX 3 54,1% 56,8% 55,4%
2 CON 696 91,8% 88,7% 90,2%
3 CUR 2,328 80,6% 80,5% 80,5%
4 GLC 12 64,0% 63,0% 63,5%
5 HOG 256 75,4% 72,0% 74,0%
6 HSC 96 81,8% 78,7% 80,2%
7 LBP 78 90,4% 83,8% 87,1%
8 LI 144 94,8% 91,1% 93,0%
9 LSB 12 67,2% 65,1% 66,2%
10 LYU 216 94,2% 89,9% 92,0%
11 POP 12 57,0% 57,5% 57,3%
12 SHE 60 74,8% 67,7% 71,3%
13 SOB 150 55,4% 55,2% 55,3%
14 FUS1 4.011 93,4% 92,2% 92,8%
15 FUS2 13 93,4% 96,0% 94,7%
16 FUS3 13 94,9% 96,5% 95,7%
17 FUS4 13 96,6% 98,0% 97,3%
Tabela 5.16: Comparac¸a˜o entre as abordagens implementadas para resoluc¸a˜o do problema
de identificac¸a˜o de IFG e ICG. Na primeira e na segunda colunas, apresentamos o ı´ndice
e o me´todo utilizado, respectivamente. Na terceira coluna, o nu´mero de dimenso˜es do
espac¸o de caracter´ısticas. Na quarta e na quinta colunas, as acura´cias em cada uma das
classes. Na u´ltima coluna, a acura´cia me´dia.
LYU e CON apresentam os melhores resultados. As curvas, em geral, esta˜o mais pro´ximas
ao eixo vertical, o que significa que os classificadores conseguem diminuir muito a taxa de
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falsos positivos sem, necessariamente, diminuir muito a taxa de verdadeiros positivos.
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Figura 5.4: Curvas ROC dos me´todos isolados implementados.
A Figura 5.5 apresenta a curva ROC do melhor resultado dentre todos implementados
em nosso trabalho. A a´rea sob a curva (AUC) e´ de 0,98.
Fake or Foto
O website Fake or Foto29 apresenta um desafio que consta, entre 12 imagens, em identificar
quais delas sa˜o IFG e ICG. Aplicamos cada um dos me´todos isolados sobre as imagens da
Tabela 5.6. O me´todo com o maior nu´mero de acertos foi o de LI, ou seja, 8 acertos em 12.
Os me´todos de Concatenac¸a˜o, Votac¸a˜o Simples, Votac¸a˜o Ponderada e Metaclassificac¸a˜o
atingiram 9, 8, 9 e 10, respectivamente. Os resultados mostram que, numa aplicac¸a˜o real,
me´todos de combinac¸a˜o de descritores podem melhorar a acura´cia da classificac¸a˜o final.
29http://area.autodesk.com/fakeorfoto (u´ltimo acesso em 23/07/2012)
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Figura 5.5: Curva ROC do Metaclassificador. AUC=0, 98.
Figura 5.6: Conjunto de imagens do website Fake of Foto. As imagens com bordas verdes
sa˜o IFG. As restantes sa˜o ICG.
Cap´ıtulo 6
Concluso˜es e Trabalhos Futuros
A tecnologia modificou significativamente a forma como capturamos, criamos e armaze-
namos imagens. Caˆmeras atuais permitem imagens ra´pidas (instantaˆneas), com o suporte
de ferramentas de aquisic¸a˜o e de tratamento de imagens inseridas no pro´prio dispositivo.
Alterar uma fotografia e distribu´ı-la tambe´m se tornou uma tarefa simples, grac¸as aos
poderosos editores de imagens e a` Internet.
Nesse contexto, a imagem se consolidou como um meio de comunicac¸a˜o acess´ıvel po-
pularmente. Paralelamente, os avanc¸os em Computac¸a˜o Gra´fica permitiram a criac¸a˜o de
imagens de n´ıveis de complexidade, antes nunca atingidos. Te´cnicas modernas e ma´quinas
mais potentes possibilitam a criac¸a˜o de cenas complexas, visualmente muito pro´ximas do
real. Imagens deste cunho podem confundir um usua´rio leigo. A conjugac¸a˜o do fato de
as IFGs terem seu papel como documento digital, acess´ıvel e confia´vel e do fato de ICGs
terem um n´ıvel de complexidade a ponto de confundir o visualizador pode gerar proble-
mas no aˆmbito criminal. A comprovac¸a˜o da autenticidade de uma imagem por um ju´ri
pode validar uma evideˆncia criminal a qual, por sua vez, pode incriminar/absolver um
indiv´ıduo.
A maior parte dos trabalhos existentes que buscam distinguir IFGs e ICGs na˜o realizam
uma comparac¸a˜o completa e robusta com me´todos anteriores. Os trabalhos geralmente
fazem comparac¸o˜es com outros me´todos a partir das acura´cias reportadas. Utilizar valores
reportados por outros me´todos leva a comparac¸o˜es inconsistentes. Os ambientes de testes
podem divergir como, por exemplo, quanto ao conjunto de dados de treinamento-teste.
Os me´todos assumem va´rias hipo´teses a tal ponto que, num cena´rio real, esperamos que
os resultados sejam significativamente piores [29]. Num contexto em que os objetos de
estudo sa˜o potenciais evideˆncias criminais, precisamos de me´todos robustos em todo tipo
de cena´rio.
Buscamos neste trabalho: criar um cena´rio de testes comum; implementar me´todos do
estado da arte; propor e implementar novos me´todos; realizar uma comparac¸a˜o consistente
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dos me´todos existentes; e discutir suas complementaridades quando utilizados em conjunto
em te´cnicas de fusa˜o de dados. Todos os nossos testes utilizaram o mesmo conjunto
de dados, treinamento/teste, bem com as mesmas condic¸o˜es de execuc¸a˜o. Os me´todos
implementados variaram quanto ao nu´mero de caracter´ısticas utilizadas (de 3 a 2.328) e
desempenho computacional. Dentre os me´todos avaliados, os me´todos dos trabalhos [39]
e [44] apresentaram os melhores resultados individualmente, aproximadamente 93% de
acura´cia.
Ha´ uma se´rie de abordagens para tratar o problema IFG versus ICG. Ate´ o momento,
contudo, houve pouco esforc¸o para combinar as te´cnicas ja´ existentes. Neste trabalho,
discutimos quatro me´todos de combinac¸a˜o de descritores. O me´todo da Concatenac¸a˜o
realiza uma fusa˜o simples das caracter´ısticas de cada me´todo isolado. O me´todo da
Votac¸a˜o Simples realiza a extrac¸a˜o e classificac¸a˜o individualmente por cada me´todo e a
classe mais escolhida e´ considerada a classificac¸a˜o final. O me´todo da Votac¸a˜o Ponderada
utiliza informac¸o˜es da fase de treinamento para ponderar a escolha final. O me´todo da
Metaclassificac¸a˜o utiliza as distaˆncias a`s margens do SVM como caracter´ısticas a serem
reunidas num vetor de caracter´ısticas resultante. O melhor resultado foi o do Metaclassi-
ficador, com (97% de acura´cia), com mais de quatro pontos percentuais sobre o resultado
do melhor me´todo isolado.
Para um cena´rio real de classificac¸a˜o, se o usua´rio ja´ tem seus descritores, enta˜o a
implementac¸a˜o de me´todos de combinac¸a˜o e´ simples. A utilizac¸a˜o conjunta de descritores
e´ geralmente feita por concatenac¸a˜o, pore´m, nossos resultados indicam que uma Votac¸a˜o
Simples dos me´todos pode obter resultados melhores.
Trabalhos futuros incluem a extensa˜o dos me´todos a regio˜es locais das imagens (por
blocos), aplicac¸a˜o de te´cnicas de normalizac¸a˜o mais sofisticadas como w-score [69] e a
inclusa˜o de outros, entre tantos, descritores dispon´ıveis. Uma outra abordagem seria,
ao inve´s de estudar recortes de imagens, estudar imagens redimensionadas, ja´ que esta
operac¸a˜o e´ muito frequente em imagens na Internet. Te´cnicas contraforenses tambe´m
sa˜o alvos de estudo, pois podemos utilizar descritores que sejam mais robustos a deter-
minados tipos de ataques. O caso de imagens obtidas por recaptura, como abordado
no trabalho [51], representa um problema de relevaˆncia que poderia ser explorado num
trabalho futuro e, neste caso, a separac¸a˜o dos conceitos conteu´do e cena [51] poderia ser
considerada.
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