Abstract. The impetus for this study is the work of Dumas and Rigal on the Jordanian deformation of the ring of coordinate functions on 2 × 2 matrices. We are also motivated by current interest in birational equivalence of noncommutative rings. Recognizing the construction of the Jordanian matrix algebra as a skew polynomial ring, we construct a family of algebras relative to differential operator rings over a polynomial ring in one variable which are birationally equivalent to the Weyl algebra over a polynomial ring in two variables.
Introduction
In the study of quantum groups, one wishes to understand algebras (or their representation theory) which arise through various constructions, be it from the Yang-Baxter equation, Hopf actions, or quantum enveloping algebras. Our goal is contribute to the understanding of algebras that lie slightly outside of the study of quantum groups. That is, to study those algebras which are similar to quantum groups in some sense. The classic example here is the Weyl algebra, or any of its quantum analogs. One could approach this problem by looking at PBW deformations of quantum groups, or by introducing parameters into one of the constructions listed above.
In this work, we will be primarily interested in the 2 × 2 quantum matrix algebras, with particular interest in the matrix algebra corresponding to the Jordan plane, denoted M J (2). We review relevant definitions in Section 2. Our goal is to put M J (2) inside a larger class of algebras which we call Generalized Jordanian Matrix Algebras (GJMAs). These are algebras birationally equivalent to M J (2) in the sense that they have the same quotient ring of fractions. They also maintain a specific involution which can be thought of as the transposition operator on 2 × 2 matrices. We construct a family of GJMAs as iterated skew polynomial rings.
Much like the universal enveloping algebra of sl 2 and its generalizations [17] , GJMAs are distinguished by a degree two central element, which can also be thought of as a generalization of the determinant in M J (2).
In Section 3, we review the definition of skew polynomial rings, with an emphasis on those of differential operator type. We introduce in Section 4 a class of algebras which we call involutive skew polynomial extensions (ISPE), which generalizes the base rings of GJMAs. These are two-step skew polynomial extensions with an automorphism fixing the base ring and interchanging the two new generators. It is shown that under certain conditions an ISPE over a ring R is birationally equivalent to the first Weyl algebra over R. The notion of an ISPE is specialized in Section 5 to those with base a polynomial ring in one variable.
We call these algebras pre-matrix algebras because they form the base ring of M J (2), as well as the quantum matrix algebras M q (2). We classify pre-matrix algebras except in cases where the base ring has a wild automorphism group (Propositions 5.1, 5.3, 5.6).
Section 6 focuses on a specific class of pre-matrix algebras corresponding to differential operator rings of the form k[c][a; δ 1 ]. This class includes the base ring of the Jordanian matrix algebra, and in general certain elements of this class serve as the base ring of GJMAs. These algebras are interesting in their own right from a representation theory point of view. In particular, pre-matrix algebras merge the limited class of 1-dimensional representations coming from differential operator rings over k [c] with the large class of n-dimensional representations corresponding to a polynomial ring in two variables.
Finally, in Section 7, we introduce and study GJMAs. If P is a pre-matrix algebra with respect to a differential operator ring discussed above and M = P [b; σ 3 , δ 3 ] such that, under some localization of M , δ 3 is an inner σ 3 -derivation and σ 3 an inner automorphism, then M is a birationally equivalent to M J (2) (Proposition 7.3). We construct a specific class of such algebras and prove that they are GJMAs (Proposition 7.5) containing a central element which can be thought of as an analog of the determinant. Like M J (2), these algebras are noetherian domains of GK and global dimension four (Proposition 7.7). The remainder of the work is devoted to a study of the prime ideals of such GJMAs.
Quantum Matrix Algebras
Throughout, k is an algebraically closed, characteristic zero field and all algebras are k-algebras. Isomorphisms should be read as 'isomorphisms as k-algebras'. All unadorned tensor products should be regarded as over k.
For q ∈ k, the quantum plane is the k-algebra M q (2) = k x 1 , x 2 | x 1 x 2 − qx 2 x 1 . Classically, the 2 × 2 quantum matrix algebra relative to q, sometimes denoted O q (M 2 (k)), is the unique k-algebra on generators x 11 , x 12 , x 21 , x 22 such that there exist homomorphisms
Making the identifications b = x 11 , c = x 22 , a = x 12 , d = x 21 , we get the relations
In this way, M q (2) may be regarded as a deformation of the coordinate ring of functions on 2 × 2 matrices.
For more details on this construction, the reader is encouraged to see [5] , [11] , and [15] .
There are two candidates for deforming the Jordan plane,
. The one presented in [15] is not a domain. We prefer the one presented in [6] which may be constructed as above by
, is the k-algebra on generators a, b, c, d subject to the following relations.
The algebra M J (2) is a domain and can be constructed as a skew polynomial ring. Dumas and Rigal studied the prime spectrum and automorphisms of this algebra in [7] , though the presentation they give is slightly different (but equivalent) to the one given here.
Remark 2.1. Letting u = d − a, we have the alternate presentation of M J (2).
. One should think of this operation as the transposition operator on 2 × 2 matrices. For either M q (2) or M J (2) the automorphism group G is the semidirect product H ⋊ {τ } for some subgroup H of G. In the case of M q (2), we have In Section 7 we construct a family of k-algebras on generators a, b, c, u with relations
where g ∈ k[c], h = cg ′ , and γ = h + u + 2a. We denote such an algebra by M f , where f = cg. Note that M c 2 gives the alternate presentation for M J (2) in Remark 2.1.
The centers of M q (2) and M J (2) are each generated by a single degree two element, known as the quantum determinant. In the case of M q (2), the quantum determinant is bc − qad, and for M J (2) the quantum
and z is the quantum determinant of M , then M/(z − 1) is a deformation of the coordinate ring of functions on SL 2 . In particular, M/(z − 1) is a noncommutative quadric [18] . We can similarly construct such factor rings when M is a GJMA as constructed above. In this way, we view M f /(z − 1) as a sort of nonhomogeneous noncommutative quadric.
Skew polynomial rings and Weyl algebras
Let R be a ring. The first Weyl algebra over R, denoted A 1 (R), is the overring of R with additional generators x and y which commute with R and satisfy xy = yx + 1.
Let σ be an automorphism of R and let δ be a σ-derivation, that is, δ : R → R is a k-linear map such that δ(rs) = σ(r)δ(s) + δ(r)s for all r, s ∈ R. The skew polynomial ring (or Ore extension) R[x; σ, δ] is defined via the commutation rule xr = σ(r)x + δ(r) for all r ∈ R. If δ = 0, then we omit it and write R[x; σ]. If σ is the identity, then we omit it and write R[x; δ]. A skew polynomial ring of this last form is called a differential operator ring over R.
A σ-derivation δ of R is said to be σ-inner if there exists θ ∈ R such that δ(r) = θr − σ(r)θ for all r ∈ R.
In this case, the skew polynomial ring R[x; σ, δ] is equivalent to R[x − θ; σ]. An automorphism σ of R is said to be inner if there exists a unit ϕ ∈ R such that ϕ −1 rϕ = σ(r) for all r ∈ R. In this case, the skew polynomial ring R[x; σ, δ] is equivalent to R[ϕx; ϕδ].
Let σ 1 be an automorphism of k[c] and
A is one of the following:
• Quantum Weyl algebra:
• Differential operator ring:
There is no overlap between the different classes except that the first Weyl algebra A 1 (k) over k is both a quantum Weyl algebra with q = 1, and a differential operator ring with f = 1. See [9] and [10] for further study on isomorphisms within each class.
Our work will focus heavily on the class of differential operator rings above. These algebras have been studied extensively by various authors. For a good overview, see [11] . We review some basic facts about these algebras here.
By [10, Theorem 1.1], R f is isomorphic to either A 1 (k), the universal enveloping algebra of the 2-dimensional solvable Lie algebra (R c ), the Jordan plane (R c 2 ), or the deformed Jordan plane (R c 2 −1 ).
For all f ∈ k[c], the differential operator ring R f is a noetherian domain of global and GK dimension two.
In characteristic zero, the center of
Denote by Frac(R) the clasical quotient ring of R. Two rings R and S are said to be birationally equivalent if Frac(R) ∼ = Frac(S). We will make use of additional properties for differential operator rings from [7, Proposition 1.8] and [3, Proposition 2.6]. We state these results below using our notation. (1) The differential operator ring R f is birationally equivalent to
(2) R f ∼ = R g if and only if there exists λ, α ∈ k × and β ∈ k such that f (c) = λg(αc + β).
determined by the assignments a → λa− g and c → αc+ β.
any automorphism of R f has the above form.
Involutive skew polynomial extensions
Definition 4.1. Let R be a ring. We say S = R[a;
It is well known that such an S is a noetherian domain if R is. We give several examples of ISPEs below.
is a polynomial extension and so σ 1 = id R and δ 1 = 0. Then S is generated by a and d subject to the single relation
Applying the involution τ gives
Hence q 2 = 1 and f is a constant polynomial. This implies that either
Let S be an ISPE of a ring R. The element u = d − a of S appears in [7] and is critical to the study of birational equivalence in ISPEs. Using the involution τ , one can show σ 1 (r) = σ 2 (r), δ 1 (r) = δ 2 (r), and hence ur = σ 1 (r)u for all r ∈ R. Proposition 4.3. Let S be a ISPE of a ring R. The element u = d − a is normal in S if and only if
Proof. We have already seen that ur = σ 1 (r)u for all r ∈ R. Moreover, the d-degree of δ 2 (a) − a 2 is zero in
In this case, we have an alternate presentation of S with relations ar = σ 1 (r)a + δ 1 (r) and ur = σ 1 (r)u for all r ∈ R, ua = σ 2 (a)u.
Proposition 4.4. Let S be an ISPE of R and suppose the following conditions hold:
• R is affine and commutative with generators r 1 , . . . , r n and σ 1 = id R .
• u is normal in S.
• r
• a r
Then S is birationally equivalent to A 1 (R).
Proof. Let Q = Frac(S) and let x, y, t i be the standard generators of A 1 (R). Let f = r −1 1 δ 1 (r 1 ). Because u commutes with R, the elements r −1 i u in Q generate an isomorphic copy of R. We associate these elements with the standard generators t i of R in A 1 (R). Hence, by abuse of notation, f may simultaneously be thought of as an element of R in the generators r i and in the t i . It now follows by the hypotheses that there are inverse homomorphisms Φ : Q → Frac(A 1 (R)) and Ψ : Frac(A 1 (R)) → Q given by 
S is a pre-matrix algebra. In particular, S is the base ring in the skew polynomial construction of M J (2).
By Proposition 6.11, S is birationally equivalent to
We will be particularly interested in pre-matrix algebras of the above form.
Classification of pre-matrix algebras
In this section we classify (almost all) pre-matrix algebras. Throughout, let
] be a pre-matrix algebra. The only case we cannot classify is when A ∼ = A 1 (k) because the automorphism group in this case is unknown.
Proposition 5.1. If P is a pre-matrix algebra with A = A q 1 (k) and q = 1, then q = −1 and P has relations
Proof. We have A = k a, c | ac − qca − 1 . Let σ = σ 2 and δ = δ 2 . The existence of the involution τ implies dc = qcd + 1. In particular, σ(c) = qc and δ(c) = 1. Because σ is an automorphism of A q 1 (k), then σ(a) = q −1 a [2, Proposition 1.5] giving the final relation
Applying τ to (1) gives ad = q −1 da + τ (δ(a)), or equivalently,
Combining (1) and (2) 
If q = −1, then we are left only to determine δ(a). The above computation shows that δ(a) is τ -invariant.
Thus, δ(a) ∈ k[c]. We need only show that any choice of polynomial in k[c] produces a valid σ-derivation.
Thus, δ is a σ-derivation if δ(a) commutes with c.
Remark 5.2. Set h = −2 in Proposition 5.1 and let I denote the ideal generated by c 2 , a 2 , and d 2 , which are all central elements of P in this case. The elements x 1 = a+ c+ I, x 2 = c+ d+ I, and
of the factor ring P/I satisfy the following:
It is easy to see that P/I is isomorphic to the Clifford algebra of a 3-dimensional regular quadratic space over k. (A good reference for Clifford algebras is [13] .)
We now proceed to the quantum plane case. Remark 5.5. Let p, q ∈ k and suppose S p and S q are algebras from the previous proposition with relations 11 ]. We will not study these algebras further and we turn to our primary interest of study.
Recall the algebra R f = k a, c | ac
To construct pre-matrix algebras in this case, we describe R f as an Ore extension,
where Proof. Applying τ to ac = ca + f gives dc = cd + f so σ 2 (c) = c and δ 2 (c) = f . We find σ 2 (a) = a − g by Proposition 3.1. We check the formula for δ 2 (a).
. A similar argument applies to δ 2 since δ 2 (c) = δ 1 (c) = f . This shows
. Applying δ 2 to both sides of ac = ca + f and reducing leads to the formula δ 2 (a)c = cδ 2 (a) + gf .
We have δ 2 (a) ∈ R f so δ 2 (a) = m j=0 h j a j for some h 0 , . . . , h m ∈ k[c]. We substitute this formula into
We have gf ∈ k[c] so gf = 
Our arguments have lead us to the relation da = (a − g)d + h 0 + ga. Applying τ and reducing gives h 0 = 0.
We are left with da = (a − g)d + ga and δ 2 (a) = ga, as desired.
Example 5.7. The base ring of the Jordanian matrix algebra M J (2) is the pre-matrix algebra P (c 2 , c).
Pre-matrix algebras on differential operator rings
In this section we consider the properties of the pre-matrix algebras on k[c] relative to the differential operator rings R f , including presentations, prime-spectrum, and birational equivalence.
Remark 6.
1. An easy check shows δ 2 (c) = ac − σ 2 (c)a and δ 2 (a) = a(a) − σ 2 (a)a in P (f, g). Thus, δ 2 is the inner σ 2 -derivation induced by a.
Remark 6.2. The presentation of M J (2) determined by setting u = d−a extends to alternative presentations of P (f, g) (see Remark 2.1). We have du = u(d + g), ac = ca + f , uc = cu, and au = ua + gu.
Presentation 2:
where D is the derivation f ∂ c + gu∂ u .
A (two-sided) ideal I of R f is prime if and only if
Thus, if I is a prime ideal of R f , then I is generated by an irreducible factor of f . Hence, since k is algebraically closed, I = (c − α) for some α ∈ k such that f (α) = 0.
Proposition 6.3. Choose f, g ∈ k[c] such that f / ∈ k and set P = P (f, g).
(1) The following elements of P are normal: f , u = d − a, and c − α for any α ∈ k such that f (α) = 0.
Moreover, the ideals generated by (i) u, (ii) c − α, and (iii) both u and c − α are prime in P .
(2) The algebra P is a noetherian domain with gldim P = GKdim P = 3.
Proof. Denote the ideals described in (i), (ii), and (iii) of (1) by I 1 , I 2 , and I 3 , respectively.
(1) Note that f is a product of its linear factors since k is algebraically closed. If α ∈ k such that f (α) = 0,
We showed u is normal in Remark 6.2. Then P/I 1 ∼ = R f and P/I 3 ∼ = k[a], so I 1 and I 3 are prime. Moreover,
where U (L) is the universal enveloping algebra of the two-dimensional solvable Lie algebra L. Hence I 2 is also prime.
(2) It follows easily that P is a noetherian domain from the skew polynomial ring construction. The ring k[c, u] has GK and global dimension two. Using Presentation 2, the result on GK dimension for P now follows by [16, Corollary 8.2.11] .
As in (1), let α ∈ k such that f (α) = 0 and set f 0 = (c − α) −1 f . Since f ∈ I 3 , the calculation below shows D(ur + (c − α)s) ∈ I 3 for r, s ∈ P .
Therefore, I 3 is a D-stable prime of height two in P and we may conclude P has global dimension three by [16, Theorem 7.10.3] .
We say f depends on g if there exists integers n, m 1 , . . . , m k (n = 0) such
. . , p k the irreducible factors of f and f i = p
Proposition 6.5. Let P = P (f, g) and let C be the Ore set generated by powers of the irreducible factors and only if no power of σ 2 is inner. Set σ = σ 2 and set f i = p
n is an inner automorphism of R for some integer n. Then there exists a unit η ∈ R such that
By Proposition 5.6, σ(a) = a − g and
The converse is similar. In case f does not depend on g, the finite-dimensional representation theory of P = P (f, g) is easy to describe in light of the previous corollary. In particular, for every α, β ∈ k with f (α) = 0, there exists a 1-dimensional (irreducible) P -module M = {m} such that u.m = 0, c.m = αm and a.m = βm. On the other hand, for every irreducible polynomial Ω ∈ k[a, u] of degree n, there exists an irreducible n-dimensional representation.
The base ring of the Jordanian matrix ring M J (2) is P (c 2 , c) and, in this case, f depends on g. More generally, if f = cg, then f depends on g since c is an irreducible factor of f and g = c −1 f . In this case the prime ideal spectrum must be more complicated since Q (as defined in Proposition 6.5) is not simple.
In the pre-matrix algebra P (cg, g), the element u − βc is normal for any β ∈ k. We wish to show that the remaining ideals are those of the form (u − βc).
is the Ore set generated by powers of the monic irreducible factors p 1 , . . . , p k of f .
(1) If Z(P) = k, then f does not depend on g.
(3) The center of P (f, g) is k.
Proof. As (1) follows from Proposition 6.5 and (3) follows immediately from (1) and (2), we need only prove (2) .
Putting these two equations together gives
To finish the proof of (2), we must show any central element of P is a linear combination of powers of v.
Given ω ∈ Z(P) we may write ω = r i a i with r i ∈ k[c, u]C −1 . Since ω is central, then
Hence, the a-degree of ω is zero. We assume ω / ∈ k and write
According to the above calculation, f (∂ c ω i ) + igω i = 0 for i = 0, . . . , m. We may use separation of variables to solve this differential equation. This gives
If λ i = 0, then the power i/n must be a nonnegative integer since ω i ∈ k[c]C −1 . This finishes the proof of (2) since
Remark 6.8. In the special case f = cg, we have v = c −1 u.
Up to isomorphism of P (f, g), we may choose f such that f (0) = 0. For the remainder of this section, we set g = c −1 f and let P = P (cg, g). This hypothesis implies that f depends on g. Hence,
Proposition 6.9. The height one primes of P are of the form (c−α) and (u−βc) for α, β ∈ k with f (α) = 0 and β arbitrary. Moreover, P/(c − α)P ∼ = k[a, u] and P/(u − βc)P ∼ = R f .
Proof. Since R is simple, then by [14, Corollary 2.3] the prime ideals of P are in 1-1 correspondence with
. Hence, the remaining prime ideals are generated in P by v − β and (v − β) ∩ P = (u − βc).
There is another way to view the above proposition. Note that P [g Proposition 6.10. For any α, λ, µ ∈ k × , η ∈ k, and h ∈ k[u, c] there is an automorphism π of P such that π(g) = λg determined by the assignments a → λa + h, c → εc, and u → µu + ηc.
Moreover, any automorphism of P has the above form.
Proof. Let π ∈ Aut(P ). By Proposition 6.9, π fixes the ideals (c − α) and (u − βc). Hence π(c) = εc + κ for some ε ∈ k × and κ ∈ k with f (−ε −1 κ) = 0. Similarly, π(u) = µu + ηc for some µ ∈ k × and η ∈ k. A degree counting argument now shows that π(a) = λa + h for some λ ∈ k × and h ∈ k[c, u]. To complete the proof we must show κ = 0, π(g) = λg, and π(f ) = ελf .
Applying π to au = ua + ug gives λµgu + ληf = µπ(g)u + ηπ(g)c. Equating coefficients of u gives λµgu = µπ(g)u and ληf = ηπ(g)c. Thus π(g) = λg. Applying π to ac = ca + f and reducing gives π(f ) = ελf . Combining this with f = cg and π(g) = λg gives κ = 0.
The following proposition is now a consequence of Proposition 4.4.
Proposition 6.11. The pre-matrix algebra P is birationally equivalent to A 1 (k[t]).
Generalized Jordanian Matrix Algebras
Definition 7.1. We say M = P (f, g)[b; σ 3 , δ 3 ] is a Generalized Jordanian Matrix Algebra (GJMA) if it is birationally equivalent to M J (2) and the involution τ extends to M with τ (b) = b.
is a GJMA if and only if it is birationally equivalent to A 1 (k[s, t]) and τ extends appropriately.
In this section, we construct a family of GJMAs and study their properties. We fix some notation throughout this section. Let f, g ∈ k[c] such that f depends on g and set P = P (f, g). Let v be the central element defined in Proposition 6.7. Let C be the Ore set generated by powers of irreducible factors of f and U the Ore set generated by C along with powers of u − βc for β ∈ k. Let P = P C −1 and P = P U −1 . To simplify notation, we write σ = σ 3 and δ = δ 3 . In order to construct GJMAs M = P [b; σ, δ] we consider restrictions on σ and δ. Let M = M C −1 and M = M U −1 . We rely on comparisons with M J (2) and key characteristics of P outlined in Section 6 to identify additional restrictions.
Proposition 7.3. If σ is an inner automorphism of P and δ is an inner σ-derivation,
is birationally equivalent to M J (2).
Proof. By the hypothesis, there exist ϕ ∈ C and θ ∈ P such that σ(r) = ϕ −1 rϕ and δ(r) = θr − σ(r)θ for all r ∈ P. In particular, the element
Proposition 6.7. Thus, it is clear {a, c, v, z} is a k-algebra generating set of M . Moreover, there are inverse
Thus, M is birationally equivalent to M J (2).
We now restrict to the case f = cg so that v = c −1 u. Let P = P (f, g) and choose p an irreducible factor of f . Then p determines an inner automorphism σ. In particular, p
and p −1 p ′ f ∈ P since p is a factor of f . Similarly, since u and c commute, σ(u) = p −1 up = u and σ(c) = p −1 cp = c. Choose θ ∈ P and let δ be the σ-derivation of P determined by θ. In particular, Example 7.4. Consider G = G(c, c, −(u/2 + a)) over the base pre-matrix algebra P (c, 1).
Thus, the relations for G may be given as those for P (c, 1) along with bc = cb − c, bu = ub − u, ba = (a + 1)b + (u + a).
The element z = 2(cb + ca) + uc is central in G.
It is an easy check that setting τ (b) = b extends to an involution of G and so G is a GJMA.
The next proposition gives sufficient conditions for τ tp extend to an involution of G(f, p, θ).
, f = cg, and let P = P (f, g). Choose p an irreducible factor of f and
and δ(x) ∈ P for x = a, u, c.
Proof. Assume τ (b) = b. We will show that τ is an involution of G.
Applying τ to the identity ba = σ(a)b + δ(a) and cancelling common terms gives δ(u) = τ (δ(a)) − δ(a).
By Proposition 6.7, v = c −1 u is central in P. Then zv = vz implies bv = vb so we have
This implies δ(u) = δ(c)v or, equivalently, cδ(u) = uδ(c) since bv = vb. Moreover, the hypotheses imply c is normal in the domain G, hence δ(c) = cγ for some γ ∈ P . Combining this with cδ(u) = uδ(c) gives
and we need this formula to agree with θc − cθ.
Recall δ(u) = τ (δ(a)) − δ(a) and δ(u) = uγ, hence γ = u −1 (τ (δ(a)) − δ(a)). In this way, γ ∈ P. Thus, for G to be a GJMA, we require γ ∈ P .
The computation for u is similar.
Proposition 7.6. The ring G f, g, g −1 a 2 + (u − g)a is a GJMA which we denote by G f . Moreover,
Proof. We have g −1 ag = a + h. Set γ = (h + u + 2a). By Proposition 7.5, it suffices to show the following, τ (δ(a)) − δ(a) = τ ((h − u)a)) − (h − u)a = (h + u)(u + a) − (h − u)a = (hu + ha + u 2 + ua) − (ha − ua) = hu + u 2 + 2ua = uγ = δ(u).
and cu −1 δ(u) = cγ = δ(c).
The relations for G f can be shown to be ac = ca + f, au = ua + ug, cu = uc, bc = cb + cγ, bu = ub + uγ, ba = (a + h)b + (h − u)a.
Explicitly, σ and δ are given by Proof. The height one prime ideals of P are principally generated by c − α and u − βc where α, β ∈ k with f (α) = 0 and β arbitrary (Proposition 6.9). Then P is simple by Lemma 6.9.
In G f , c − α (resp. u − βc) is a normal element if and only α = 0 (resp. β = 0). Hence, the height one prime ideals of G f that have nonzero intersection with P are (u) and (c). By Proposition 7.7, the center of
. Hence, the ideals of P which lie over 0 in P are of the form (z − ξ) for ξ ∈ k × [14, Corollary 2.3].
Remark 7.9. We think of S = G f /(z − 1) as an analog of SL J (2), the Jordanian deformation of SL(2).
Because (z − 1) is irreducible in G f , (z − 1) is a completely prime ideal. That is, S is an integral domain.
