In controlling distributed parameter systems it is often desirable to obtain low-order, finitedimensional controllers in order to minimize real-time computational requirements. Standard approaches to this problem employ model/controller reduction techniques in conjunction with LQG theory. In this paper we consider the finite-dimensional approximation of the infinite-dimensional Bernstein/Hyland optimal projection theory. Our approach yields fixed-finite-order controllers which are optimal with respect to high-order, approximating, finite-dimensional plant models. We illustrate the technique by computing a sequence of first-order controllers for one-dimensional, single-input/single-output, parabolic (heat/diffusion) and hereditary systems using spline-based, Ritz-Galerkin, finite element approximation. Our numerical studies indicate convergence of the feedback gains with less than 2% performance degradation over full-order LQG controllers for the parabolic system and 10% degradation for the hereditary system.
Introduction
Approximation methods for the optimal control of distributed parameter systems have been widely studied. In particular, the approach taken in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] involves approximating the original distributed parameter system by a sequence of finite-dimensional systems and then using finitedimensional control-design techniques to obtain a sequence of approximating, sub-optimal control laws, observers, or compensators. Furthermore, in these treatments it was demonstrated that if the open-loop system is approximated appropriately, then it is possible to guarantee convergence of the sequence of sub-optimal controllers, observers, or compensators, respectively, to the optimal controller, observer, or compensator for the original infinite-dimensional system. In addition, it can also be shown that when the approximating sub-optimal control laws or estimators are applied to the original system, near-optimal performance can frequently be obtained. These ideas were pursued in the context of both open-and closed-loop control, in both continuous and discrete-time, and for both full-state-feedback control and LQG (i.e., Kalman-filter-based) state estimation and compensation.
In practical situations, however, it is often of interest to obtain the simplest (i.e., the lowest order) controller which provides a given, desired feedback performance. This is usually achieved in one of two ways. Either the plant approximation order is reduced prior to controller design, or, alternatively, reduction techniques are applied to a given high-order control law. Unfortunately, the former approach may result in undesirable spillover effects while the latter may yield low-order controllers of low authority which perform unacceptably. In fact, with the second approach, this may occur even when a suitable controller is known to exist. For example, as is shown in [13] , controller reduction techniques may even destabilize the closed-loop system.
A third, more direct approach involves fixing the controller order a priori, and then optimizing a performance criterion over the class of fixed-order controllers. In a finite-dimensional setting, a set of necessary conditions in the form of four coupled matrix equations (as a direct extension of the pair of the separated Riccati equations of LQG theory) which characterize the optimal fixedorder compensator was derived in [14] . These four equations are coupled via an oblique projection (idempotent) matrix. In the full-order case, this projection becomes the identity thus effectively eliminating the additional two equations, and the necessary conditions reduce to the standard LQG Riccati equations.
The notion that this direct (i.e., fixed-finite-order) approach can be applied to distributed parameter systems was first suggested by Johnson in [15] and further developed in [16] and [17] .
To realize such an approach, however, would require a suitable generalization of the optimality conditions for the finite-dimensional fixed-order theory. This result was subsequently obtained in [18] where the matrix optimal projection equations obtained in [14] for finite-dimensional systems were extended to a set of four coupled operator Riccati and Lyapunov equations characterizing optimal fixed-finite-order controllers for infinite-dimensional systems.
In developing numerical schemes to actually compute fixed-finite-order compensators for infinite-dimensional systems, one might consider an approach wherein LQG reduction procedures are applied to a sequence of controllers obtained by using finite-dimensional full-order design techniques in conjunction with high-order finite-dimensional plant approximations. However, such an approach is unappealing for two reasons. First, since such methods are not predicated on the minimization of a performance index, prospects for convergence are slim. And, second, controllerreduction methods have not proven to be reliable in producing stabilizing compensators (see, for example, [13] ).
Hence, on the other hand, we develop an abstract approximation framework (and ultimately computational schemes) which combine the infinite-dimensional optimal projection theory of [18] with the approximation ideas developed in [9] [10] [11] [12] for infinite-dimensional LQG problems. More precisely, our approach involves constructing a sequence of approximating finite-dimensional subspaces of the original, underlying, infinite-dimensional Hilbert state space along with corresponding sequences of bounded linear operators which approximate the given input, output, and system operators. Then, by choosing bases for these approximating subspaces and applying the finitedimension8l optimal projection theory, a sequence of matrix equations characterizing a sequence of approximating optimal, fixed-finite-order compensators for the distributed system is obtained.
Finally, numerical techniques for solving the matrix optimal projection equations (for example, the homotopic continuation algorithm described in [19] and [20] ) can be used to compute the sequence of approximating gains.
Our primary aim in this paper is to describe the general approach we are proposing, to discuss its implementation, and to demonstrate its feasibility and practicality. We offer no convergence arguments here, but rather reserve them for a more theoretical paper to follow. Instead, we consider the application of our technique to two examples. One involves the control of a one-dimensional, single-input, single-output parabolic (heat/diffusion) system while the other involves a single-input single-output one-dimensional hereditary control system. These relatively simple examples have been used throughout the distributed parameter control literature to illustrate the application of new theories and techniques. A detailed discussion of the application of our ideas to more complex control systems, for instance, the vibration control of flexible structures, will also appear elsewhere.
We use spline-based Ritz-Galerkin finite element schemes to approximate the open-loop systems (one for which convergence can be demonstrated in the LQG case) and present and discuss some of the numerical results which we have obtained using our general approximation framework.
We now outline the remainder of the paper. In Section 2 we briefly review the infinitedimensional optimal projection theory from [18] , describe the approximation framework, and derive the corresponding equivalent matrix equations and feedback gains which characterize the approximating fixed-finite-order compensator. In Section 3 we consider the examples, construct the approximation schemes, and discuss our numerical findings. Section 4 contains a summary and some concluding remarks.
Optimal Projection Theory and Finite-Dimensional Approximation
We consider the following fixed-finite-order dynamic-compensation problem. Given the infinitedimensional control system
with measurements yet) = ex(t) + H 2 w(t), (2.2) where t E [0,00), design a finite-dimensional, ncth-order dynamic compensator ( [21] or [22] ),
that Hl E l(X, X), H2 E l(X, mt), Rl E leX) is (self-adjoint) nonnegative definite, and that R2
is an m X m (symmetric) positive-definite matrix. We define V l = HlHi and V 2 = H2H;, where ( )* denotes adjoint, and assume for convenience that HlH; = 0 and that V 2 is positive definite.
The compensator is assumed to be of fixed, finite order ne (i.e., xe(t) E m n .) and that Ae,Be,
and C e are matrices of appropriate dimension. For further details and discussion on the problem statement and the above assumptions, see [18] .
We summarize here the primary result from [18] characterizing optimal fixed-finite-order controllers. For convenience define E ~ BR2"l B· and E ~ C·V 2 -l C. Also let In. and Ix denote respectively the ne X ne identity matrix and the identity operator on X.
Theorem 2.1. Let ne be given and suppose there exists a controllable and observable nethorder dynamic compensator (Ae, Be, Ce) which minimizes J given by (2.5) and for which the closedloop semi group generated by is uniformly exponentially stable. Then there exist nonnegative-definite operators Q, P, Q, P on X such that Ae, Be, and C e are given by
7)
C e = -R;lB·PG., (2.8) where Q :
, and G, r E l (X, m n.), and such that the following conditions are satisfied:
QP=G·Mr, rG· = In., (2.10) for some ME m n • xn., where
(2.11) (2.12) (2.13) (2.14)
It is shown in [18] that the factorization (2.10) for the nonnegative-definite operators Q and P satisfying rank QP = nc always exists and is unique except for a change of basis in mno. It is also shown in [18] that r* : mno --t Dom (A *) so that the expression (2.6) is well defined.
Equations (2.11)-(2.14) are, in general, infinite-dimensional operator equations. To actually use them to compute the optimal fixed-order compensator, a finite-dimensional plant approximation is required. For each N = 1,2, ... , let X N denote a finite-dimensional subspace of X and let pN : 
and V 1 N = pNV 1 with the requirement that pN converge strongly to the identity Ix as N --t 00.
The operator AN is chosen so that it and its adjoint satisfy the hypotheses of the Trotter-Kato semigroup approximation theorem (i.e., stability and consistency, see, for example, [23] 
the matrix equivalents of the operator equations (2.11)-(2.14) become
16) 0= ([AN]_ [EN][pN]) [QNj + [QN](pN)-l([ANj_ [EN][pN])TpN + [QN][EN][QN] _ [rf][QN][EN][QN](pN)-l -[rf]TpN, (2.17) 0= (pN)-l([ANj_ [QN][EN]) TpN [pNj + [PN]([ANj_ [QN][E N ]) + [pN][EN][pN]_ (pN)-l[rf]TpN[pN][EN][pN][rfj. (2.18)
Therefore, if we define the kN X kN nonnegative-definite matrices
we can solve the matrix optimal projection equations given in [14] 
The vectors C e and be are referred to as the optimal LQG controller and observer functional gains respectively.
With regard to approximation for the full-order LQG problem, for each N = 1,2, ... we take ne = kN. Then it is not difficult to show that Returning to the fixed-finite-order case, we note that in general the approximating optimal projection equations may not possess a unique solution. However, in [19] it is shown for the finitedimensional case that it is possible to obtain an upper bound for the number of stabilizing solutions.
Using topological degree theory, the following result was obtained in [19] . 
solutions of (2.11)-(2.14), each of which is stabilizing. If, in addition, the plant (AN,BN,CN) is stabilizable by an neth-order controller, then there exists at least one stabilizing solution of (2.9)-(2.14) . [24] ). Finally, while it may be possible to stabilize a plant with nc < nUl this case lies outside the scope of the analysis given in [19] .
Examples and Numerical Results
We first consider the one-dimensional, single-input/ single-output, parabolic (heat/diffusion) control system with Dirichlet boundary conditions given by 1) , and define BE 'c(ml, X) and C E 'c(X, ml) by
), W2(t)) E i, and define HI E 'c(i, X) and H2 E 'c(i, ml)
by
It is well known (see, for example, [23] ) that A is closed, densely defined, and negative definite. then standard convergence estimates for interpolatory splines (see [25] ) can be used to show that limN-+oo pN </> = </> in L2(a, 1) for </> E L2(a, 1) .
There are two equivalent ways to obtain an operator representation for the usual Ritz-Galerkin Consequently, the system of equations (2.11)-(2.14) with the plants IIN admits a unique solution.
The optimal projection equations (2.11)-(2.14) were solved using the homotopic continuation algorithm described in [19] . It is shown in [19] that the operation count for the algorithm is In the fixed-order case with ne = 1, the compensator gains Ae, Be, and C e are all scalars. Also, for a first-order controller there are only two independent parameters, Ac and BcCc. In Table 3.1 below we give the values we obtained for A~ and B~ C~ for various values of N. Once again, it is clear that the gains are converging as N increases. In addition, in Table 3 .1 we provide the closed-loop costs JfQG and J1!o for the LQG and first-order controllers. These closed-loop costs were evaluated using a 64th-order modal approximation to the infinite-dimensional system. For all values of N the performance of the fixed-order compensator was within 2% of the corresponding LQG controller. Thus, for example, the replacement of a 32nd-order approximating optimal LQG controller by an approximating optimal first-order controller will yield considerable implementation simplification with only minor performance degradation. Note that for the example we consider here, it is possible to compute the open-loop cost for the infinite-dimensional system in closed form.
We have
Finally, for comparison purposes, we tried applying balancing techniques to the LQG controllers to reduce their order. However, with ne = 1, such controllers were found to be destabilizing. Based upon the results in [13] , this was not unexpected. We employ an approximation scheme recently proposed by Ito and Kappel in [26J. We briefly outline it herej a more detailed discussion can be found in [26] . 
Let pN: X -+ X n denote the orthogonal projection of X onto X N. For the LQG (full-order) problem, the optimal functional observer and feedback control gains be and C e are of the form be = (Po,Pt) and C e = (-rO,il) with Po,io E m\ and Pbil E L2(-P,0). We set ao = a1 = bo = Co = r1 = h1 = P = 1, r2 = .1, and h2 = V1 and computed approximating optimal LQG (i.e., nc = N + 1) and first-order (i.e., nc = 1) compensators for control gains are given in Table 3 .4 and Figure 3 .4. The first 23 open-loop poles of the system (see [27] ) are given in Table 3 .2. The approximating first-order compensator gains along with the corresponding and LQG closed-loop costs are given in Table 3 .5 below. These costs were computed using an evaluation model obtained by setting N = 64 .. Note that the performance of the firstorder controllers is within 10% of the performance of the LQG controllers. Once again it is clear that convergence is achieved. 
..... -10' . . , 0' -, .. 
Summary and Concluding Remarks
We have proposed an approximation technique for computing optimal fixed-order compensators for distributed parameter systems. Our approach involves using the optimal projection theory for infinite-dimensional systems (which characterizes the optimal fixed-order compensator) developed in [18] in conjunction with finite-dimensional approximation of the infinite-dimensional plant. We demonstrated the feasibility of our approach with two examples wherein we used spline-based RitzGalerkin finite element schemes to compute approximating optimal first-order controllers for onedimensional, singe-input/output, parabolic (heat/diffusion) and hereditary control systems. Our numerical studies indicate that convergence of the compensator gains is achieved and that using the first-order controller would lead to only minimal performance degradation over a standard LQG compensator while yielding significant implementation simplification.
At this point one is led naturally to ask the question of whether or not a satisfactory convergence theory could be developed. We are working on this at present and expect that such a theory would conform closely in form and spirit to the convergence results for LQG approximation found in [9] and [10] and outlined in Section 2 above. We also intend to consider our approximation ideas in the context of discrete-time or sampled-data systems, and for continuous-time systems involving unbounded input and/or output (for example, boundary control systems), and systems with control or measurement delays, see [11] , [12] ). Finally, we intend to investigate the application of our approximation framework to other infinite-dimensional control systems, in particular the vibration control of flexible structures (i.e., second-order systems such as wave, beam, or plate equations) .
