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Cavity optomechanics is a tool to study the interaction between light and micromechanical motion.
Here we observe near-quantum limited optomechanical physics in a truly macroscopic oscillator. As
the mechanical system, we use a mm-sized piezoelectric quartz disk oscillator. Its motion is coupled
to a charge qubit which translates the piezo-induced charge into an effective radiation-pressure
interaction between the disk and a microwave cavity. We measure the thermal motion of the lowest
mechanical shear mode at 7 MHz down to 35 mK, corresponding to roughly 102 quanta in a 20 mg
oscillator. The work opens up opportunities for macroscopic quantum experiments.
Small but nevertheless macroscopic systems have been
operated in the limit where they exhibit quantum me-
chanical behavior in some of their degrees of freedom.
One of the most successful systems have been the super-
conducting quantum bits (qubits) [1, 2], where the most
complicated man-made quantum states have been con-
structed [3, 4]. Observing mechanical oscillators at the
quantum limit of their motion, where the excess phonon
number nm approaches zero, was a long-standing goal.
The ground state was reached some years ago [5–7]. In
earlier experiments, nm < 10
2 was reached with nanos-
trings already a decade ago [8–10]. In the cavity op-
tomechanical scheme, where optical and mechanical res-
onances are coupled, micro mirrors up to 0.2 mg weight
[11–13], cantilevers [14–16] up to 0.5 mm long, or nitride
membranes [17] have been used. Ground-state cooling
[6], entanglement [18], and squeezed mechanical states
[19–21] have been reported in the realization involving
superconducting radio frequency cavities together with
drum oscillators. A major motivation is to study the
fundamentals of quantum mechanics.
Here we propose and demonstrate a new cavity op-
tomechanical scheme which involves a genuinely macro-
scopic mechanical oscillator near the quantum limit (see
Fig. 1). We use a 6 mm diameter, 20 mg quartz disk
oscillator, whose vibrations at the lowest shear mode fre-
quency ωm/2pi ' 7 MHz we observe at a temperature of
35 mK. The quartz disk is used both as the mechanical
oscillator, and as a substrate for fabricating the super-
conducting micro circuit. The latter includes a charge
qubit and a transmission line resonator, which together
form a single, effective cavity. The energy of the qubit
depends on the charge in its vicinity, and the frequency
of the effective cavity thus becomes charge-sensitive [22–
24]. Due to the piezoelectricity of the quartz oscillator,
the deformation corresponding to the mechanical vibra-
tions induces charge on the chip surface. Hence we ob-
tain a cavity optomechanical setup, where electromag-
netic fields and mechanical motion interact in a confined
volume [25], as illustrated in Fig. 1a. We repeat that the
underlying coupling mechanism is not the usual para-
metric coupling via a movable capacitance, but the qubit
converts a linear coupling into an effective parametric
coupling. A related theory proposal [26] was presented
recently.
Let us study a piezoelectric disk having thickness t,
shear mode stress coefficient es of the material, shear
modulus Ys, and relative permittivity r. One further
defines the dimensionless piezoelectric coupling coeffi-
cient K20 = e
2
s/(r0Ys). A shear deformation by a
characteristic distance x corresponds to a shear strain
λs = x/t, and generates a piezoelectric surface charge
density σq = λses. A piezoelectric oscillator is made
by metallizing both surfaces of the chip over an area
A. The geometric capacitance in the plate-capacitor ap-
proximation is then C0 = r0A/t. The oscillator can
be represented as an equivalent series LCR resonator
(Fig. 1c) with the effective parameters Cm = K
2
0C0,
Lm = [(2piωm)
2Cm]
−1 and Rm = (ωmCmQ)−1, with Q
the mechanical quality factor. The corresponding quan-
tized harmonic oscillator exhibits zero-point vibrations of
an amplitude xzp =
√
~/2Mωm, where M is the effective
mass. In case of our macroscopic oscillator, xzp is very
small, in the range of 10−18 m to 10−19 m.
We continue by discussing the interaction of the piezo
motion with the qubit. The charge qubit consists of
two small-area Josephson junctions defining an island.
The junctions are supposed to have equal Josephson
energies EJ . The junctions, island, and a capacitive
gate contribute to the sum capacitance CΣ of the qubit,
which provides the charging energy of a single electron
as EC = e
2/2CΣ. The charge qubit limit, EJ/EC . 1,
entails a strong dependence of the qubit energy on the
charge qg polarized on the qubit island. In the follow-
ing, we use a dimensionless charge ng = qg/2e in units
of the Cooper-pair charge 2e. Besides the gate charge,
the qubit energy can be controlled by a magnetic flux
Φ in the superconducting loop shown in Fig. 1b. The
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2FIG. 1. Device schematics. (a) Illustration of a quantum two-level system (qubit) mediating an optomechanical interaction
between a macroscopic quartz oscillator and an electromagnetic cavity. (b) Representation of the quartz disk oscillator, qubit,
and microwave resonator. The charge qubit is contained within the blue box. The circuit is fabricated directly on top of the
flat surface of a quartz disk with plano-convex profile, which traps the mechanical energy in the middle, thereby increasing
mechanical Q-values [27–30]. The lowest shear mode at 7 MHz couples to the microwave circuit. Blue denotes aluminum
metallization, and white is bare quartz. The bonding pads are labeled as: A is the input/output for the reflection measurement,
B is the gate bias, C is a test junction, D is the flux bias, E is the on-chip inductor L, F is the junctions and island region, and
H is used for actuating the quartz vibrations. (c) Equivalent electrical resonator of the piezoelectric quartz oscillator.
Hamiltonian of the qubit is Hq = Bx/2σx − Bz/2σz.
The effective magnetic fields are Bx = 2EJ cos(piΦ/Φ0),
Bz = 4EC(1−2ng), and σx and σz are the Pauli spin ma-
trices. Using the equivalent circuit in Fig. 1c, the qubit-
piezo interaction can be derived as Hqm = gmσz(b
† − b),
where b†, b are operators of the oscillator. The coupling
energy is gm =
2EC
e
√
Cm~ωm
2 .
In order to create the optomechanical interaction, we
include in the circuit design a transmission line res-
onator, which shunts the qubit, as presented in Fig. 1b.
We label the qubit-cavity coupling energy as gqc. The
radiation-pressure coupling can be derived by considering
the microwave cavity having the HamiltonianH = ωca
†a.
The cavity frequency ωc is Lamb shifted from the in-
trinsic value ωc0 as ωc ' ωc0 + g2qc/∆, where ∆ is
the detuning between qubit and cavity frequencies. In
the presence of the piezo coupling, and supposing the
qubit stays in the ground state, the detuning becomes
∆ ⇒ ∆ − gm(b† − b). The cavity Hamiltonian now as-
sumes the form H = g0a
†a(b† + b), where the (single
photon) radiation-pressure coupling is g0 = (gqc/∆)
2gm.
The analysis above holds only if ∆ gqc, so it is not im-
mediately clear how large a ratio g0/gm one can achieve.
With typical parameters [23, 24], gqc/ωc ≈ 0.1, thus
the qubit and cavity are close to the ultra-strong cou-
pling regime [31], and they had better be considered as a
single effective cavity. In order to make quantitative es-
timates of the radiation-pressure coupling, we treat the
effective cavity as a charge-tunable resonator. The radi-
ation pressure coupling is g0 ≡ ∂ωc∂x xzp = ∂ωc∂ng n0zp, where
we define the number of charges in the surface area un-
der the qubit island corresponding to zero-point motion,
n0zp =
∂ng
∂x xzp. In terms of the piezo-induced charge den-
sity σq, the number of charges in the surface area under
the qubit island with area Aqb is n
0
zp = σqAqb.
Next we will work out some numbers using the param-
eters of the experiment discussed below. We now sup-
pose the piezo charge density is uniformly spread across
the quartz disk surface, thus n0zp =
xzpesAqb
2et . Quartz
has the material parameters es ≈ 0.1 C m−2, K20 ≈ 0.01,
Ys ≈ 30 GPa and r ≈ 4.0. We use circular disks with
surface area A ≈ pi · (3 mm)2 and thickness t ≈ 400 µm.
Given a typical qubit island Aqb ≈ (10 µm)2, we obtain
n0zp ≈ 10−8, which is small compared to typical charge
sensitivities in microwave single-electron devices, in the
range of 10−6 to 10−4/
√
Hz. With a good choice of pa-
rameters of the qubit and the microwave cavity [24], the
modulation of cavity frequency as a function of charge
is of the order ∂ωc∂ng ≈ (2pi) · 50 MHz, and we estimate
g0 ≈ 2pi · 1 Hz. This is two orders of magnitude smaller
than what is obtained in typical aluminum drum res-
onators [6], and is mostly limited by the small island
Aqb/A 1.
Instead of enlarging the qubit island in order to in-
crease g0 ∝ n0zp = σqAqb, our primary strategy is to
focus most of the piezo charge nearby the island. This is
achieved through manipulation of the mechanical mode
shape, thereby locally increasing σq. We use Comsol Mul-
tiphysics simulations to find the charge density which
arises when the lowest flexural mode has a given energy.
The basic circuit layout used in earlier related work [24]
is shown in Fig. 1b, and the corresponding normalized
charge density at various levels of zoom in the top row
of Fig. 2b. As seen in Fig. 2b, the charge density is
approximately uniformly spread all over the chip. We
suppose this roughly corresponds to the uniform distri-
bution discussed above. For the final design shown in
Fig. 2a, we add grounded spikes which extend from the
ground planes surrounding the chip towards the qubit
3FIG. 2. Focusing of the piezo charge. (a) Circuit layout involving three grounded spikes (labeled G). Other labels are as in
Fig. 1b. Blue denotes aluminum metallization, and white is bare quartz. (b) Simulation of the piezoelectric surface charge
density induced by the lowest mechanical shear mode vibrations of the quartz disk. The top row shows the results for the
layout in Fig. 1b, while the bottom row displays the behavior of a charge focusing layout shown in (a). The values are scaled
by the maximum in the focusing layout. The qubit junctions are marked by arrows.
FIG. 3. Response of the charge-sensitive microwave cavity.
(a) Magnitude and (b) Phase of the microwave reflection. (c)
and (d) represent the frequency shift of the cavity resonance
due to magnetic flux Φ in the superconducting loop, and the
gate charge ng, respectively. The dots depict the data when
the device is biased with (c) ng ≈ 0.4 and (d) Φ/Φ0 ≈ 0.5.
The solid curves correspond to the theoretical model assum-
ing the parameters average EJ = 0.12 K, EJ/EC = 0.45,
junction resistance asymmetry d = 0.25, L = 2.94 nH, and
C = 325.5 fF.
island. The spikes strongly enhance the nearby electric
field and act as anchors, focusing most of the piezoelec-
tric strain / charge to the center of the disk (bottom row
of Fig. 2b). Comparing the realizations in the top and
bottom rows of Fig. 2b, the difference in the integrated
charge around the qubit island differs by two orders of
magnitude in favor of the charge focusing design, trans-
FIG. 4. Driven response of the quartz oscillator. The reflec-
tion S11 of a weak probe tone of a fixed frequency ∼ ωc, while
the mechanical vibrations are excited with a voltage of 1µV
at a varying frequency ωext.
lating into a dramatic increase in the radiation pressure
coupling. We hence expect g0/2pi ≈ 150 Hz, on par with
mesoscopic aluminum drum oscillators.
The measurements were carried out in a dilution re-
frigerator with a base temperature of 35 mK. The mi-
crowave tones are applied to the port A of Fig. 1, and
we record the scattered signal from the same port. The
cavity linewidth below 200 mK was κ/2pi ≈ 7 MHz. In
Fig. 3a and Fig. 3b we show examples of the cavity res-
onance absorption and phase shift. The cavity frequency
is sensitive both to flux and charge as seen in Fig. 3c
and Fig. 3d, respectively. The solid lines represent a
theoretical fit produced by numerical diagonalization of
the coupled qubit - resonator Hamiltonian, displaying an
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FIG. 5. Thermal motion near the quantum limit. (a) Spectral
density showing the motional sideband at different cryostat
temperatures. The circles are the experimental data, and
the solid lines represent the theoretical model. The pump
frequency was ωp ' ωc+ωm. The curves are shifted vertically
by 2 units for clarity. (b) Phonon number as a function of
the cryostat temperature. The dots depict the area below
Lorentzian fits to the data in (a), and the solid line represents
a linear fit crossing the origin.
excellent agreement.
We now turn the discussion on observing the quartz vi-
brations by cavity optomechanical means. We first stud-
ied the driven motion by exciting the quartz through the
actuation pad (labeled H in Fig. 1), and probed possi-
ble nonlinear changes under an intense driving. A piezo
charge which is a substantial fraction of one electron will
change the time averaged cavity response (see Fig. 3d),
causing a clear signature in the S11 response to a weak
probe tone. Figure 4 shows this type of the detection, re-
vealing the lowest shear mode resonance at the expected
frequency. From the simulations, we obtain an indepen-
dent estimate of the piezo charge under the experimental
driving conditions. The simulated value in the range of
∼ 0.1 e is in a reasonable agreement with the observation.
The benchmark of cavity optomechanics is the mea-
surement of the motional sidebands due to thermal vi-
brations. Here, a pump tone ωp is applied near the cavity
resonance frequency, and the motional sidebands appear
in the spectrum at the frequencies ωp ± ωm. The rel-
evant coupling figure of merit is the effective coupling
G = g0
√
nP , where nP is the photon number arising in
the cavity via pumping. Our cavities reach a maximum
nP ≈ 101 to 102 limited by the Josephson nonlinearity
[22, 24]. In Fig. 5a we show the results of such mea-
surement for different cryostat temperatures. The pump
power is optimized for maximizing the signal. At fixed
pumping conditions, the area under the power spectrum
is expected to be proportional to the mode temperature,
since the energy of a thermally actuated oscillator will
be ' kBT . Indeed, as seen in Fig. 5a, the peaks grow
when the temperature is increased. From fits to the the-
ory [32], we extracted mechanical Q-value of 6.4× 105,
g0 ≈ 180 Hz with a maximum nP ≈ 17, agreeing with the
simulated g0 for our charge focusing design. We follow
the usual practice and calibrate the equilibrium phonon
number nTm by relying on the expected linear tempera-
ture dependence nTm ≈ kBT/~ωm. Based on the data
and a linear fit shown in Fig. 5b, we conclude that the
shear mode thermalizes down to roughly ≈ 40 mK, which
corresponds to only nm ≈ 130 phonons in the mm-sized
vibrating disk.
Apart from observing the thermal vibrations, cav-
ity optomechanical techniques can allow for control-
ling them. The basic phenomenon is the optically in-
duced change in damping from the intrinsic value γ,
γopt = ±4G2/κ, leading either to sideband cooling or
lasing. The final phonon number under sideband cool-
ing is nm = n
T
mγ/(γ + γopt). In the present experiment,
cooling of only a few percent can be expected, which is
too small to be directly measurable.
In order to foresee an optimized device, we keep the
microwave circuit and qubit junctions unchanged. The
optimal island size is a balance between the piezo charge
sensed by the qubit, and increased qubit capacitance
which reduces the charge dispersion. Choosing a roughly
∼ (380 µm)2 sized island with proper charge focusing,
we simulate that the charge is further enhanced by 3 or-
ders of magnitude. The coupling is strongly enhanced
up to g0/2pi ∼ 8 kHz. With the current mechanical
Q, larger coupling will allow for sideband cooling down
to basically the ground state, nm ∼ 1 quanta. With
macroscopic quartz oscillators, high Q values > 108 have
been obtained [33, 34]. Such Q would allow us to cool
the improved device deep in the ground state. Besides
the effective cavity, the piezo motion interacts with the
qubit-like mode in the microwave circuit. In the limit
of high EJ/EC  1, the qubit-motion coupling energy
becomes g′m =
√
ωmω01
√
Cm
CΣ
, where ω01 is the qubit fre-
quency. With an island size of the order ∼ (1 mm)2,
without charge focusing, one obtains that C0 ≈ 100 fF,
Cm ≈ 1 fF, and g′m/2pi ≈ 5 MHz. This value is similar to
the coupling obtained with micron-sized oscillators, offer-
ing prospects to delicate quantum control via the qubit
[9, 35–38].
To conclude, we demonstrated cavity optomechanics
5on a truly macroscopic mechanical oscillator near the
quantum limit. Focusing of piezo charge allowed cou-
pling of the mechanical oscillations of a mm-sized quartz
disk, via a charge qubit, to a microwave cavity. Future
challenges include observing the back-action of the cav-
ity, or, in other words, back-action of a single Cooper pair
on a macroscopic moving object. We foresee that this is
feasible with realistic parameters, and we can reach the
quantum ground state in the near future.
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