ABSTRACT An automatic retinal vessel segmentation method is proposed for quick and accurate segmentation of eye vessels. Such a method would play a vital role in analyzing many eye diseases. A retinal fundus image contains varying low contrasts, which undermine the performance of the segmentation process. Independent component analysis (ICA) is largely used for noise removal and consists of two architectures, designated as ICA1 and ICA2. We have validated both ICA architectures on retinal color fundus images and selected the one that provides improved contrast values. For retinal fundus, ICA2 architecture performed better than ICA1 by virtue of being more effective in compensating the low contrast values. Experiments conducted here validated the improvements over previously reported state-of-the-art methods. The impact of proposed segmentation model was assessed on publicly available databases like DRIVE and STARE. In case of the DRIVE database, the sensitivity increased 3% by (from 72% to 75%) while maintaining a segmentation accuracy of around 96%.
I. INTRODUCTION
Diabetic retinopathy (DR), glaucoma and age-related macular degeneration are common eye diseases that affect a blood vessel in light-sensitive tissue called the retina. Among them, the progression of Diabetic retinopathy (DR) is the most lifethreatening as it results in definitive vision loss due to high sugar level and hypertension [1] , [2] in later stages. It has been estimated that approximately 20 to 25 million people worldwide are affected [3] , [4] . It is one of the leading cause of blindness and major vision loss in Australia, with approximately 1 in 7 Australians over 50 having some evidence of macular degeneration [4] . These diseases can lead to serious complications and even vision impairment or vision loss if it remains untreated [5] , [6] . Early and accessible detection of ophthalmological diseases is especially important to prevent eye diseases from getting severe. It has been reported that about 95% of blindness can be prevented through early detection, timely treatment, and appropriate follow-ups procedure. For this reason, retinal image analysis is one of the modern methods for diagnosis of those progressive diseases [5] .
Traditional ophthalmologists have used the fundscope for digital fundus photography, which is comprised of compound optical system [7] . A fundus camera uses lenses to magnify views of the inner part of the retina. This inner part contains the optical disc, macula, and posterior poles [8] . Fundus camera operates in two modes, namely the fundus fluorescein angiogram mode and digital color fundus image mode. Fundus fluorescein angiogram mode is based on injecting fluorescein into a patient's nerves. Where fluorescein is a liquid that provided better visibility under ultra-violet light. When the light travels through vessels, its paths are illuminated and thus making it easier to inspect the blood flow in the retinal vasculature and subsequently provides a high-contrast image. Later, the image is evaluated through manual segmentation of vessels by an expert ophthalmologist [9] , [10] . The method is time-consuming, making it difficult for a proper expert analysis to be quickly conducted, and can introduce significant delay. Digital color fundus image mode is based on automated segmentation and has the potential to reduce workload and increase the costeffectiveness of eye screening [11] . Accurate vessel segmentation is a challenging task for researchers. The most popular existing methods are explained in the (section II) of this article.
The aim of this study is to observe the effect of the proposed contrast-normalization method on the extraction of retinal blood vessels. The study of retinal fundus images is a challenging task as it suffers from low and varying contrast, uneven brightness, and above all the uneven intensity of vessels itself. This can be linked with the very process of the diffusion rate of fluorescein, while the short has been taken. The influence of varying low-contrast and noise can be mitigated by using a suitable contrast-enhancement method such as independent component analysis (ICA).
The issues of varying low contrast as well as uneven illumination are addressed by first enhancing contrast in RGB domain and then converting RGB to greyscale. The process is explained in detail in the section IV of this paper. In the proposed technique, the first step is to eliminate the background noise and uneven illumination by using morphological operations. The second step is to enhance the visibility of tiny vessels by suppressing noise. For this task, we adopted a well-known algorithm FAST ICA (FAST Independent Component Analysis) [12] . Recently, ICA is gaining popularity by proving its success in diverse areas like image segmentation, face recognition, digital image forgery detection and medical images. We used ICA to enhance the retinal blood vessels against their background by suppressing noise in three independent components (RGB) of the color fundus image. ICA has two architectures that are used in the signal processing applications, in this paper, the performance of both architectures is observed for contrast normalization. This helps to select the suitable ICA architecture for the retinal fundus image. This paper presents three main contributions explained in details as follow.
1) A retinal image is typically made of three different pigments due to melanin, hemoglobin and macular, resembling with the three color channels of the retinal image. ICA can be used to determine three color channels as three enhanced independent components channels with potentially noise free contents. 2) There are two ICA architectures (ICA1 and ICA2), and it is important to select the more suitable for retinal fundus images. We have applied both architectures in the context of extracting noise-free independent components. Based on a contrast comparison of both architectures, we found ICA2 performing better than ICA1. 3) To implement proposed image enhancement technique, we employed a three-step process based on ICA2. The first step is to solve the noise issue, and the second step is to use ICA2 to enhance visualization of retinal blood vessels while the third step is to convert color RGB independent components into a single grayscale image. After implementing contrast enhancement method, we study its impact on the segmentation of retinal blood vessels. For the post-processing stage, we used various proven enhancement schemes for vessels. More specifically, a multi-scale Laplacian-of-Gaussian detector, proposed by [13] , is used here to enhance blood vessels. Finally, a binary conversion based on a morphological flood-filled reconstruction method is employed for vessel segmentation.
The paper is organized as follows. Section II deals with related work. Section III explains the importance of ICA, its use and the effect of different types of ICA on retinal color fundus images. Section IV discusses the proposed methods. Section V discusses the post-processing steps. Section VI elaborates the composed algorithm of retinal vessel segmentation. Section VII discusses the databases and measuring parameters. Section VIII reports the experimental results. Finally, the conclusion and discussion are presented in Section IX.
II. RELATED WORKS
In retinal images, the distribution of blood vessels is multidirectional and therefore difficult to isolate visually. Numerous enhancement filters (i.e Kernels) have been implemented in the past to enhance the visibility of blood vessels to obtain accurate segmentation [14] , [15] . Recently, Lathen et al. [16] introduced the local-phase-based enhanced filter. It works as an intensity-based filter [14] to extract retinal blood vessels in the same vein.
Many other vessel-segmentation methods have been proposed in recent years [3] , [17] . These methods can be divided into two types: supervised and unsupervised segmentation methods [18] . Supervised segmentation methods use pre-labelled samples to train a classifier such as the k-nearest neighbours classifier [19] , support-vector machine (SVM) [20] , [21] , artificial neural networks (ANN) [22] , and Gaussian mixture models (GMM) [11] , [23] . Then the trained classifier is used to differentiate between the vessel and nonvessel pixels. Supervised methods require manually marked ground truth images in a database may need to extract the vessel and non-vessel pixels. On the contrary, unsupervised methods are based on imaging techniques to classify vessel and non-vessel pixels without training data or manually intervention. No requirement for training data makes the unsupervised method a more popular choice for vessel segmentation such as [15] , [18] , and [24] . Our proposed method in this paper comes under the unsupervised category.
There are different types of unsupervised segmentation methods, based on the thresholding technique [15] , a combination of morphological path opening followed by thresholding, fusion [25] and active contour methods [18] . Obtaining the optimal thresholding with the threshold methods is very difficult. The problem with an active contour model is to formulate and optimize it according to image properties. Due to the manual iteration need, this process is time-consuming and often reaches local optima rather than global one. In this paper, an image-enhancement method and a contrast-sensitive approach are proposed to get a bettersegmented image.
III. INDEPENDENT COMPONENT ANALYSIS
The independent component analysis (ICA) is a statistical computation method for linear transformation of signals and VOLUME 6, 2018 images that separate the statistically dependent mixture of signals or images into its components. Each component is statistically linearly independent of each other. The ICA can be elaborated in a better way from its mixed model as shown in Equation 1 .
Equation 1 represents the ICA statistical model representing independent components. It is considered that the mixture vector X and independent component vector S are random vectors with zero mean (centered) and unit variance. The vector A is known as matrix A of the independent component. Matrix A is an unknown square matrix. It is also assumed that the independent component vector S has a non-Gaussian distribution. In ICA statistical models, the independent components have a non-Gaussian distribution. The main advantage of the ICA model is its ability to detect instances of a non-Gaussianity. The whole analysis is based on the random vector X . The main objective is to estimate the unknown components A and S using X . If the estimation of unknown mixing matrix A is possible then it is easy to compute its inverse as W and obtain the independent component vector S, given by:
W can be estimated by using the FASTICA algorithm [12] which is based on initializing the random vectors. FASTICA is a well-known algorithm that is based on a fixed point algorithm giving one independent component. For multiple independent components, the FASTICA must run in the iteration n with components weight vectors w 1 , w 2 , w 3 . . . w n . There is typically high probability of correlation between each vector values of the distinct component. To avoid the different random vectors converging at the same maxima, it is important to de-correlate or orthogonalizes the outputs of weight vectors w T 1 X , w T 2 X , w T 3 X . . . . . . w T n X after each iteration. This orthogonalization can be done using the GramSchmidt-Orthogonalization method [26] . The ICA possesses two architectures for finding feature vectors. These two ICA architectures are used to determine the components of retinal images and observe the effectiveness of ICA on enhancing the contrast. These two ICA architectures (ICA1 and ICA2) are explained below in more detail as follows.
A. ICA ARCHITECTURE 1 (ICA1)
In ICA1, the image database is formatted as a matrix where each row represents an individual image. The ICA1 model is depicted in Fig. 1 . In the ICA1 model, images are considered as random variables and pixels are deemed to be trails (i.e random process). From Fig. 1 , a data matrix X (known as the mixture matrix) is the combination of n independent ICA components or images. W is known as the coefficient matrix, and it is calculated by using the FASTICA algorithm, where W should be a square pattern, and S is the source matrix of n independent basis images. 
2) WHITENING PROCESS
The next task entails whitening the centered data matrix by using the principal component analysis (PCA) technique. 
Where D is the diagonal matrix of the largest eigenvalues.
3) TRANSFORMATION PROCESS
After whitening, the data matrix y v is transformed as:
These three steps are very important for applying ICA, and they are referred to as the pre-processing steps of ICA. Once these steps are applied, ICA will be performed on the whitening data matrix H and achieve a matrix S I consisting of random independent row-wise images, that is S I = W I y.
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Where W I is known as the coefficient matrix of ICA. The row vector of S I corresponds to the base images of ICA1. The final independent images are achieved through the vertically centered data matrix projecting on the independent eigenvectors of base images as Z = y v S I T = y v y T W I . Z is an independent component of the image, and the number of independent images depends on the user's requirements. We apply this to each channel of a color retinal image so that we have three independent components in ICA1.
B. ICA ARCHITECTURE 2 (ICA2)
The data matrix X is organized in the column vector, which is considered to be an image. The input image data matrix X is transposed from the ICA1 since ICA2 is an inversion of ICA1, i.e. in ICA2 the pixels are variables and the images are trails. The ICA2 model is shown in Fig. 2 . 
Consider data matrix
The n training sample of length m of the data matrix is arranged column-wise. Similarly, ICA2 consists of two processing steps,namely centering and whitening. In the centering stage, mean vector µ II = 1 n n j=1 x j is subtracted from each column of the data matrix X . Mathematically, it is represented as (x j − µ II ) → x j → X h . X h is called as centered horizontal column of the data matrix. Subsequently, the mean vector is subtracted from each column according to the image resolution. Following the centering process, the X h becomes the zero mean image. The remaining stages in the ICA2 model resemble those of ICA1. The independent co-efficients are obtained in the form of column S II = W II H T . The output independent images are obtained through a horizontally centered data matrix projected onto this independent coefficient matrix as Z = S II X h .
IV. PROPOSED METHOD
The ICA-based proposed image enhancement model is shown in Fig. 3 . The image enhancement technique is based on three steps elaborated as follows.
A. NON-UNIFORM BACKGROUND REMOVAL
An acquired fundus color image contains three channels: red, green and blue. All three channel images show considerable variation in background pixels intensity due to uneven illumination. The morphological operations are used to correct non-uniform illumination for each color channel of the retinal fundus image. The background of each color channel is estimated by using mathematical morphology. The estimated background is subtracted from the original image. The morphological operation sequence is named as a top hat of the image. The main purpose of top hat operation is to remove high frequencies (considered to be the reflectance of the image) and retains low frequencies (deemed an illumination of the image). The black top hat closing(f (x, y) is used for clear background and the white top hat mean(closing(f (x, y) is utilized for the dark background. Since the background is clear in the retinal images, the corrected image g(x, y) is obtained using:
The structuring element chosen for the morphological closing operation is a disk with a radius of 11. The radius of the disk is selected to be slightly larger than the largest width of the vessels present in the database. The results of these steps are shown in Fig. 4 ) with percentage improving the uneven illumination. The process is adopted for all three channels independently so that the illumination issue is addressed.
To evaluate the performance of background correction, we adopted a procedure as follows. The corrected images are first adjusted same mean and standard deviation. The image is divided into 10 × 10. The uniformity matric is defined in terms of background standard deviation σ as.
Where N is represents the number of pixels and µ K is mean pixel value of Kth sub image,and µ 0 is
A lower background standard deviation σ is related to the more uniform backgroud image, and it is expected that a successful non-uniform background removed images should be related with the reduction in value of σ µ . We also measured the contrast of the retinal blood vessels of non-uniform background removal images by selecting 200 blood vessels and background intensity point. The pictorial illustration of computing contrast is shown in the Fig. 5 .
Statistically, the contrast of the retinal blood vessels surrounding in contradiction of their background of the retinal image is explained as an absolute mean intensity difference between the retinal blood vessels intensity values and their background intensity values, and it is represented as in Equation 7 .
In Equation 7, I bvi represents retinal blood vessels intensity values where as I bgi represents retinal background intensity values. n represents number of pixels selected for retinal blood vessels and their background, as it is suggested n = 200, and these intensities values are selected randomly.
B. CONTRAST ENHANCEMENT USING ICA
Independent component analysis (ICA) is modeled on the output of each color channel of the fundus image from the non-uniform background output image. It is important that the imaging and biological properties of the image are well understood before applying ICA for the purposes of enhancement. According to the retinas biological structure, it contains two main classes of eye structure, ocular media, and ocular fundus [27] . Cornea, lens and vitreous are the main components of the ocular media, placed between the viewer and the ocular fundus. Sclera, choroid, retina and retinal epithelium are the main elements of the ocular fundus. The retinal epithelium contains different pigments, and thus a more enhanced reflectance image can be achieved from these pigments [28] . The retinal pigments are macular, hemoglobin and melanin.
Retinal pigments give us a good idea of how to modeling the retinal fundus, according to the similar properties shared by the retinal pigment and color fundus images. These include, for example, a retinal image containing the distribution of melanin, hemoglobin and macular pigment (similar color retinal fundus images contained red, green and blue channels). These three retinal pigments are linearly independent, and similarly, retinal color channels are also linearly independent. The red channel contains most of the luminance information as well as a lot of noise; the green channel has the least noise, and the blue channel has shadows as well as noise. In this study, we focus on determining a suitable retinal pigment from the output image of each channel of the fundus image that contains well-contrasted blood vessels. To do this, ICA is applied to each non-uniform background output image to increase the contrast level of the tiny blood vessels against their background. We have applied two ICA architectures. The main objective is to observe which ICA architecture works better on the retinal images in terms of enhancing the contrast of retinal blood vessels. Fig. 6 shows the output images of ICA1 and ICA2 concerning each color channel of the retinal image. It is clearly observed that output images of ICA2 give a better 3528 VOLUME 6, 2018 contrast of vessels against their background than ICA1 images. We measured the contrast of each channel of ICA1 and ICA2. There is around 30% contrast improvement achieved in ICA2 than ICA1 in each channel. For more validation, we compare the histogram of each channel of retinal fundus image resulted from ICA1 and ICA2. It is clearly observed from Fig 7 that the histograms of RGB components of ICA2 gives better spread and represents many more levels of than ICA1 images histograms. The ICA2 is performing much better on retinal images, and it gives better vessels segmentation as explained in the post-processing section.
Based on the analysis between ICA1 and ICA2, ICA2 gives a much better-enhanced image. For further validation, we compared the ICA2 enhanced images with other contrast enhancement methods on retinal images. These methods are retinex image enhancement technique, image local enhancement, homomorphic filtering and global inter-image enhancement. Figure 8 shows the comparison of these enhancement method output image with our proposed ICA2 enhanced image. It is clearly observed that ICA2 gives the better visualisation of retinal vessels as compared to other enhancement methods. 
C. COLOR TO GREY SCALE USING PCA
After adjusting the contrast of the image, the next essential task is to combine three color channels (red, green and blue) into a single channel grey scale image. This is required to reduce the amount of data to be processed through the segmentation stages. Many researchers have selected the green channel as the best contrast image [29] - [31] . We prefer choosing all three channels with the help of the principal component analysis (PCA) to achieve the well enhanced single grey scale image. The color-to-grey conversion is used to combine all three color channels that are already treated with their respective non-uniform removal and contrast enhancement processes. The first stage of the color-to-grey conversion method is a formation of vector color images (I rgb ∈ R 3 ) by stacking the three color channels side-by-side. Then, a YCbCr image (I YCbCr ∈ R 3 ) is computed from its RGB version to separate the luminance and chrominance channels using conventional transfer function f () as defined in [32] . Next, the eigenvalues λ 1 ≥ λ 2 ≥ λ 3 ∈ R 1 and their corresponding eigenvectors v 1 ≥ v 2 ≥ v 3 ∈ R 2 are found by adopting the PCA method. The final grey image I gray is calculated by a weighted linear combination that considers three main factors. These specifically are the length, width, and orientation of two filters, where weights are calculated by the percentage of their eigenvalues. The final output is scaled to [0, 1] as shown in Fig 9. The histogram of I gray is shown in Fig 10(d) , which is more spread and represents many more levels of intensity when compared to that of the ICA image histogram as depicted in Fig 10(b) .
V. POST-PROCESSING
Segmentation of retinal blood vessels is performed by using two steps, proposed by [33] , with the proposed contrastnormalisation method being incorporated. These two steps are described in more detail as follows.
1) Coherence of Retinal Blood Vessels.
2) Binary Output (D) ). It The analysis makes clear that the PCA grey image histogram contains well spread intensity profile with better equalization than ICA green channel image and provide better contrast ratio numbers.
A. COHERENCE OF RETINAL BLOOD VESSELS
Although the proposed normalization improves the overall contrast of the retinal image, it is evident that discontinuities in the vessels exist and this problem needs to be addressed. For this reason, Second-order Multi-Scale Laplacian of Gaussian detector is used to fill the gaps of connecting vessels and provide the coherent region of vessels, as shown in Fig. 11 . Even after filling the gaps, large vessels are illuminated with good contrast as compared to tiny capillaries because small vessels/capillaries do not maintain the same level of coherence against their background. This makes the binarization of the vessels in their current form difficult. To tackle this problem, an anisotropic oriented diffusion filtering, suggested by [34] , is applied to boost the coherence of tiny vessels. The Second-order Multi-Scale Laplacian of Gaussian detector and an anisotropic oriented diffusion filtering technique are explained below.
1) SECOND-ORDER MULTI-SCALE LAPLACIAN OF GAUSSIAN DETECTOR
In retinal fundus images, vessels can be approximated with geometric shapes known as ridges. The simplest way to suppress noise and to detect ridge structure is to apply a second-order derivative oriented in a specific direction. The filter works on the three parameters, i.e. length σ u , width σ v and orientation. The length σ u is tied to be multiple of width σ v for maintaining the elongation. The width parameter σ v is chosen from the set {4, 5}, and the validation process to select the best scale normalization parameters is elaborated in the results section VIII-B. The maximum responses among length, width and orientation are selected. A generalized two-dimensional Gaussian function is used, given by:
It poses two independent parameters σ u and σ v . Now taking its second-derivative with respect to u only gives:
The discrete kernel is rotated in a specific orientation is u = x cos θ − y sin θ and v = x sin θ + y cos θ. The output response of the oriented kernel is normalized by multiplying it with a factor σ α u σ β v . Optimal values for α and β are calculated for ideal ridge patterns in [35] , and the values are α = 1.5, and β = 0.5. However, our focus here is to elevate the detector intensity of small-width vessels that have a lower contrast as well. To this end, α = 1 and β = 0.5 seem more appropriate choices for our database images. Using these factors for scalenormalization, the maximum for each pixel is determined, and this means probing all different length, width and orientation combinations. The output of this process is shown in Fig. 11   FIGURE 11 . Second-order multi-scale gaussian derivative detectors outputs: (a) Initial output with maximum value; and (b) Initial output after normalised factor.
2) ANISOTROPIC ORIENTED DIFFUSION FILTER
To remove the noise and improve the appearance of small vessels, the anisotropic diffusion scheme presented in [36] is applied. The diffusion process consists of the following steps: 1) Calculate second-moment matrix for each pixel.
2) Construct diffusion matrix for each pixel.
3) Calculate the change in intensity for each pixel as ∇ (D∇L). 4) Update image using difference equation as:
B. BINARY OUTPUT After conducting the diffusion binarization, some intensity differences still exist along with the length of the vessels. To achieve superior binary output, it is always better to implement the mix of some local strategies bounded by some global threshold to extract the small blood vessel vasculature of the retinal fundus image. For this purpose, a region growing tactic with tactically located seed points is usually adopted, where a global threshold is employed to stop the region of spread. For example, a region-growing method was used in [37] . Once the required vessel seed point from region growing method is achieved, as shown in Fig.13(a) , the proposed flood-filled tactics can be utilized to produce the estimated accurate binary image [38] . To acquire the proper vessel binary image, flood-filled tactics, usually called morphological image reconstruction [38] , can be used. It contains two types of input images: one is known as the marker, providing the seed points to be grown; and the second image is known as the mask image. The seed points from a marker image are dilated or spread out while being forced to fit in the mask image. This dilation process continues until the image values stop changing. In our research work, however, the marker image is the seed image and it is already available from the threshold of the isophote curvature output, as shown in Fig. 13(b) . Subsequently the primary task of our study is to have a suitable mask image. We adopted the morphological process to obtain such a binary image. The result of the morphological image reconstruction process is shown in Fig.14 . This process leads to an improved binary outcome without missing tiny vessels. 
VI. COMPOSED ALGORITHM
The procedure adopted for retinal vessels segmentation is outlined as follows:
The first stage handles the issue of uneven illumination. Morphological tactics are implemented to overcome uneven illumination from each channel of the retinal color fundus image. Stage 2: Proposed ICA enhancement is applied to each channel output of the previous image to obtain well-contrasted images.
Stage 3:
The third stage handles conversion of a color image into a grey image, while the PCA color-togrey conversion method is implemented for retinal images to achieve a well-contrasted grey image.
Stage 4:
This stage is concerned with boosting the vessels, which is based on the second-order detector scale normalization parameters named α and β. Stage 5: After scale normalization, the uneven intensity of vessels still exists along with some broken ridges. To tackle with this problem, anisotropic oriented diffusion filtering is used. Stage 6: The flood-filled morphological reconstruction method is used to obtain a well-segmented vessels image.
VII. DATABASE AND MEASURING PARAMETERS A. Databases
To validate our methodology, the two publicly accessible databases named Digital Retinal Images for Vessel Extraction (DRIVE) [19] and Structured Analysis of the Retina (STARE) [39] database are used. The DRIVE database contains 40 images of two pairs, testing and training images. These images have resolutions of 768 × 584 pixels and contain masks and manual ground truth images. The STARE database contains 20 images, of which 10 contain different abnormalities of eye diseases. It, therefore, provides us with a good chance to validate our algorithm on such challenging images. These images have a resolution of 605 × 700 pixels.
Their masks images, as well as ground truth images, are also available.
The advantage of using both databases is that they contain many segmentation images as ground truth and many researchers used these databases for validating the performance of a segmentation algorithm. It provides an opportunity to fairly compare the performance of proposed method with other existing methods.
B. MEASURING PARAMETERS
There are three commonly used parameters to evaluate the performance of retinal blood vessels segmentation methods [40] . These parameters are accuracy, sensitivity, and specificity. Specificity and sensitivity impart information regarding true and false vessels and non-vessels pixels detection, whereas accuracy gives information on the overall segmentation of vessels pixels. The main purpose of this work is to improve the detection of vessels and non-vessels pixels, which can be achieved by increasing the sensitivity of the method.
VIII. EXPERIMENTS AND RESULTS
This section is organized into five subsections. The first subsection explains the effect of the performance of segmentation methods with ICA and without ICA. The second subsection elaborates the effect of firstly, scale normalization parameters on the segmentation model; and secondly, suitable scale normalization parameters. The third subsection explains the effect of stopping time of anisotropic diffusion filters on the segmentation model. The performance of our proposed method on challenging retinal color fundus images is covered in the fourth subsection. The fifth and last subsection compared our method with other existing methods.
A. ANALYSIS ON THE EFFECT OF ICA
To test the effectiveness of the proposed method, the performance of segmentation model is accessed with and without ICA. The segmentation model with ICA is exactly the same 3532 VOLUME 6, 2018 as that explained in the composed algorithm section. The segmentation model without ICA means the same steps as used in the composed algorithm except ICA stage 3. It is observed that sensitivity of the proposed method is 0.752 and 0.786 on DRIVE and STARE databases respectively. Without ICA, it gives lower sensitivity on both databases, that is 0.629 and 0.619 on DRIVE and STARE respectively. Similarly, It is observed that accuracy of the proposed method is 0.953 and 0.967 on DRIVE and STARE databases respectively. Without ICA, it gives lower accuracy on both databases, that is 0.852 and 0.0.848 on DRIVE and STARE respectively. It confirms that ICA affects the segmentation model because proper enhancement of vessels in the initial stage helps postprocessing to generate better vessels extraction. We solved this issue by experimenting with the ICA architectures and selected the best one for retinal vessels extraction.
B. ANALYSIS ON THE EFFECT OF SCALE NORMALIZATION
Contrast normalization plays an important role in the vessel segmentation process. This is elaborated as the fourth stage of the proposed algorithm. Four fixed constant parameters (α and β) are part of the contrast normalization technique. It is very important to conduct an experiment to obtain the optimal parameters. For this reason, we have selected four cases, and their performances are recorded on the DRIVE and STARE databases. These four cases are 16 shows the performance measure of these four cases. It is clearly observed that in both databases sensitivity, accuracy, and specificity are affected by scale normalization factors (α, β). The accuracy increases when α value also FIGURE 16. Observation of tiny vessels with an effect of scale normalization proposed cases. Fig. (a) shows the curve of the sensitivity of DRIVE and STARE databases, Fig. (b) shows the curve of specificity of DRIVE and STARE databases, and Fig. (c) shows the curve of the accuracy of DRIVE and STARE databases.
increases but the sensitivity decreases beyond α = 1. The main theme of this research work is boosting the sensitivity of the vessels by improving the ability to detect tiny vessels. On the basis of such an experiment, case 2 gives the best performance in terms of sensitivity and accuracy. We considered the results derived from case 2 for our segmentation model.
C. ANALYSIS THE AFFECT OF STOPPING TIME OF ANISOTROPIC DIFFUSION FILTER
The stage 5 of our algorithm contains anisotropic diffusion that needs an appropriate diffusion time. In this particular section, the objective performance based on four different cases of stopping time: Case 1: t = 4; Case 2: t = 4.3; Case 3: t = 4.5 and Case 4: t = 4.7. Fig. 17 shows sensitivity, specificity and accuracy data of DRIVE and STARE database for these four cases of stopping time. It is observed that both sensitivity and accuracy are increasing for case 1, 2 and 3, but they drop in the case 4. The highest sensitivity, as well as accuracy, is obtained at t = 4.5. Experimentally, the t = 4.5 is adopted as optimal stopping time for proposed algorithm.
D. PERFORMANCE ON CHALLENGING IMAGES
We analyzed the performance of our method on noisy pathological images, and the vessels segmentation results for such images are shown in Fig. 18(d) and Fig. 18(h) . The performance of the proposed method is compared with two novel methods named Nuygen [29] and Hou [30] as shown in Fig. 18 . It can be clearly observed that the methods of Hou and Nuygen drop tiny vessels when compared to our proposed method.
E. OBSERVATION OF TINY VESSELS
While many segmentation methods have been proposed, there are two disadvantages observed in virtually all methods: firstly, missing the tiny vessels; and secondly, the FIGURE 18. Capabilities of the proposed segmentation model are tested on the challenging images. Consider Fig (a) and Fig (e) is manually segmented images. Fig (d) and Fig (h) show the output segmented images of our proposed method compared to the results of Nuygen (shown in Fig (b) and Fig (f) ) and Hou (shown in Fig (c) and Fig (g) ).
FIGURE 19
. Fig (e) shows the results of our proposed segmentation method, and is comparable to the output of Nguyen et al [29] (as shown in Fig (a) ), Hou [30] (as shown in Fig (b) ) and Zhao et al [40] (as shown in Fig (c) and Fig (d) ) along with gold standard image (as shown in Fig (h) ). sensitivity decreases. Both these limitations only can be solved by properly detecting tiny vessels which improves sensitivity. We compared the output of our method regarding the issues of tiny vessels with those applications used by Nguyen et al [29] , Hou [30] and Zhao et al [40] . Fig. 19 shows the output image of Nguyen (Fig 19(a) ), Hou (Fig 19(b) ), Zhao FR (Fig. 19(c) ) and the wavelet-based segmentation method (Fig 19(d) ). It can be clearly observed that the proposed method detects more tiny vessels compared to the methods of Nguyen, Hou, and Zhao. The output of our proposed method is, in fact, comparable to the gold standard image (Fig 19(f) ). It proves experimentally that our method successfully detects tiny and large vessels properly, it provides eye experts the opportunity for observing the progression of eye disease.
F. COMPARISON TO OTHER METHODS
To prove the capability of detection of retinal blood vessels, we compared our proposed retinal vessels segmentation methods with existing state-of-the-art methods. Two publicly available databases named DRIVE and STARE are used for evaluation purpose. Table 1 shows a comparison of the performance of our method with other existing methods. In comparison with supervised methods, our proposed gave a higher sensitivity of Se = 0.75 than other supervised methods, except Orlando and Blaschko [41] method that has slightly higher sensitivity than our method. Similarly, comparison of our proposed method with unsupervised methods also shows comparable performance with existing state-of-the-art methods.
The receiver operating characteristic curves (ROC) of our proposed method on the STARE and DRIVE databases are also computed and compared with the ROC of other methods. ROC curve gives information between false positive pixels and true positive pixels in the form of fractions according to change in threshold on the probability map. The ROC curve indicated good performance by observing the curve closer towards the left corner. We compared the ROC of our proposed method with seven methods [29] , [30] , [33] , [40] , [47] , [48] , [48] . We computed the ROC curve of these methods [33] , [47] , [48] to compare it with our proposed method. From ROC curves, it can observed that the curve of the proposed method is increasing at the true positive rate that indicates better performance of proposed method than all other seven existing methods.
IX. CONCLUSION
The automatic vessel imaging analysis tool has been demonstrated to be a reliable tool for accurate segmentation of retinal images. In this research effort, we have implemented and validated an image contrast enhancement technique based on ICA architecture 2 (ICA2). The aim was to address the problem of varying intra-image contrast and its adverse effect on correct image segmentation.
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