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In current virtual reality (VR) systems, making avatars expressive in non-
verbal behavior (body movement, hand gestures, facial expressions, and
eye gaze) is difficult due to complex sensory integration and data fusion
requirements. Hence, the social impacts of avatar expressiveness in terms
of non-verbal behavior have not yet been thoroughly investigated in shared
virtual environments.
I presented a novel expressive avatar system and conducted user studies
to evaluate the system. The goal of the expressive avatar system was to
develop it using off-the-shelf technology that provides an accurate, contactless,
and natural interaction experience. The system consists of three parts. A
customized multiple depth-camera system (MS Kinect v2) was developed for
full-body tracking regardless of the user’s orientation. A multiple short-range
depth-camera (Leap Motion) system was developed to provide a controller-
free experience for enlarged natural hand gesture interaction. An avatar
integration system was developed for avatar control and rendering with
customized facial expressions such as the mouth and eye movement. To
integrate these three systems I have designed a highly expressive avatar
control system framework that includes a novel adaptive weighting data
fusion method, an enlarged usable hands fusion method, and a robust avatar
control algorithm.
The system was evaluated in two user studies. The first user study ex-
plored the effects of a depth-sensor-based avatar system on social behavior
and performance in the single-user simulated communication scenario. The
second user study explored the impact of different levels of avatar expressive-
ness on collaboration behavior through a virtual charade game. My results
demonstrated that a highly expressive avatar control system increased virtual
body ownership and agency, improved user experience, and produced better
non-verbal performance in single-user simulated communication scenarios.
Furthermore, users felt a deeper sense of social presence and more attraction
when interacting with a user who was using a highly expressive avatar in
collaborative tasks.
In summary, this thesis provides novel technical contributions on how to
develop highly expressive avatar systems for communication and collabora-
tion in shared virtual environments and evidence of how highly expressive
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Virtual Reality (VR) is a computer technology that can provide people an
experience of a virtual world generated by a computer [121]. The Virtual
Environment (VE) can be effectively experienced and interacted with as if it
were real and responsive [58]. With the development of applicable technolo-
gies of computer vision, graphic computing, and wide-range tracking sensors,
researchers and developers can create a variety of application scenarios for
education, training, social interaction, and games [111]. Reconstructing and
replicating the real-world scene, objects, and detailed interaction through
sensory data, VR is capable of making users spend a long time immersing
themselves in the virtual environment. Researchers and developers strive to
provide a realistic experience for people with user-centred design. Current
VR applications not only focus on interacting with objects or the environ-
ment but also stress communicating and collaborating with other users in
the shared virtual environment (SVE) with different geographic locations. As
a medium, virtual representation is playing an essential role in connecting
the user and the virtual world. An avatar is a virtual character that repre-
sents the user in the virtual world. The avatar’s action can be controlled by
a human in real-time [90]. Existing technologies enable computer-generated
entities to mimic both the appearance and behaviors of humans [18, 30], and
the user can interact with the virtual world through the eyes of the virtual
character from the first person point of view. Avatar realism is often used
to measure the quality of the avatar, which can be divided into appearance
and behavior realism [119]. With the help of modeling software, the user can
2 Chapter 1. Introduction
get the cartoonish character or even a photo-realistic version using the 3D
reconstruction and capture technology. Most previous research focuses on the
effect of appearance or form realism that avatar can bring in the single user or
multiple user scenario. Due to the sensory technology, the avatar control sys-
tem (integration of non-verbal behavior) is limited in the current immersive
systems. For example, the user needs to wear a cumbersome and expensive
tracking suit for accurate full-body tracking. Additionally, they have to use
tracking gloves or controllers for hand gesture-based interaction. Few systems
can provide a natural and integral interaction solution in VR. Although we
still have demand to improve the appearance of realism [15], the impacts of
behavioral expressiveness have not yet been systematically investigated in
the virtual environment with fully embodied avatars for communication and
collaboration.
1.1 Motivation
Verbal and non-verbal behavior are two of the main components of com-
munication and are essential tools for mutual understanding [79]. Verbal
communication (VC) is a direct way to express thoughts and ideas to other
humans by using words. In contrast, non-verbal communication (NVC), such
as body language, could help reduce the risk of misunderstandings. NVC
can take many forms [45], such as body movements, body posture, hand
gestures, eye contact (eye gaze direction, eye blinking), tone, voice pitch, and
facial expressions. An embodied avatar is the medium that enables people to
interact and employ both VC and NVC in VE. With modern tracking technol-
ogy, the player generally implements NVC through a virtual character whose
behavior is captured by peripheral devices. The user can view the virtual
world through the avatar’s eyes, and the avatar movement reflects their body
movement [115]. The realism of avatars in terms of form and behavior is
important for communication and collaboration in VEs [127, 42]. Most previ-
ous work has been done on visual fidelity [71, 126], and avatar appearance
does influence interactions in all shared VEs [88, 108]. Several researchers
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shared the alternative viewpoint that behavioral fidelity is a higher priority.
Salinäs and Eva-Lotta [105] argued that realistic appearance is secondary to
support of body posture, gesture, and object manipulation in collaboration
tasks. Blascovich [13] and Swinth [124] also argued that photographic realism
is less important than behavioral realism. This leads to the question that
motivates this research:“How and to what extent does behavioral realism affect the
user in terms of presence, agency, body ownership illusion, performance, and social
presence in single-user or multi-user scenarios?”.
The quality of presented behavioral realism depends on the avatar system,
but early avatar control systems could not provide the complete embodied
experience. Tracking technology limitations such as tracking accuracy, track-
ing range, data fusion, avatar control algorithm, and avatar rendering can
cause missed information channels such as body movement, hand gesture,
and facial expressions. The current technology is not able to capture all the
non-verbal behavior from just a single peripheral input device. In order to
address the problem, a combination of heterogeneous tracking systems has
been suggested [99].
The body movement of the user is the primary source of data for the
avatar. To get a high quality embodied experience, a motion capture suit is
widely used in the avatar related research [65, 101, 117], which is expensive
and cumbersome. In contrast, consumer VR devices such as the Oculus Rift1
or HTC Vive2 with spatial controllers are alternative solutions for tracking
parts of the body. Most VR applications are based on this three-tracking-point
(one HMD plus two controllers) solution, which only supports ”floating“
avatars, such as Facebook spaces3, VR Chat4, and Mozilla Hubs5. Extra trackers
are required along with specific inverse kinematic software if the player
needs a full-body experience [21]. Compared to the HMD and controller
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provide more joint information. The combination of an RGB-D sensor and
VR device is another solution to support body tracking without wearing
tracking sensors [69]. Users can experience improved articulation control of
their avatar using these approaches.
This thesis will present a highly expressive avatar control system with
natural body movement and hand gesture tracking along with eye and mouth
movement. Studies were designed and implemented to investigate the effect
of this highly expressive avatar control system on user communication and
collaboration behavior subjectively, and objectively.
1.2 Research Questions
The research questions listed in the following part are based on the research
in the previous section.
• Q1: Avatar related research has been studied for decades. What can I
learn from the previous research?
– 1: What can be used to measure the effect of non-verbal behavior
that is presented from the avatar system on communication and
collaboration? What are the measurements that are used in the
previous research?
– 2: What technique or solutions could be used to present avatar
tracking? What are the pros and cons of the approaches? Where is
the room for improvement in terms of full body and hand move-
ment tracking?
• Q2: While ensuring accuracy, how can a full-body tracking system be
built without attaching tracking devices to the user that allows people
to freely control their avatars?
• Q3: To interact in the virtual environment, how to provide a controller-
free experience in VR to the player in terms of full-body tracking with
natural hand gesture interaction?
1.3. Findings and Contributions 5
• Q4: Compared to a controller-based avatar control system, how and to
what extent can the integration of multiple depth sensors of the avatar
control system can support communication?
• Q5: To provide smooth hands control in VR, how to enlarge the usable
hand tracking area only using depth sensors?
• Q6: How and to what extent does a high level of non-verbal expressive-
ness support collaboration in a SVE?
1.3 Findings and Contributions
The work presented in this thesis makes a contribution to building highly
expressive avatar control systems and explores the effects of multiple sensor-
based avatar control systems on supporting communication and collaboration
in VR. In particular, three important contributions and findings from the thesis
are:
(a) A highly expressive avatar control system was built, which can support
verbal and non-verbal behavior for communication and collaboration in single
or multi-user scenarios.
• A novel framework and algorithm was proposed to fuse the skeleton
data from multiple depth sensors and provide robust 3D skeleton data
for avatar rigs.
• A hand tracking sensor subsystem was integrated to support a fully
articulated avatar with natural hand gestures in VR.
• To enlarge the usable hand tracking area, A hand tracking system was
proposed using multiple hand tracking devices (Leap Motion), and
smooth the hand rig experience using a novel algorithm.
• The avatar system was improved in terms of eye and mouth move-
ment rendering and refined the avatar rig algorithm to apply the fused
skeleton and hand data to support communication and collaboration.
6 Chapter 1. Introduction
(b) The impact of the depth-sensor-based avatar system (full-body track-
ing with hand gestures) on communication behavior was investigated, and
compared against a controller-based avatar system (partial-body tracking
with limited hand gestures) in a single-user simulated interview applica-
tion. I found that the depth-sensor-based avatar control system increased
virtual body ownership and also improved the user experience. In addition,
users rated their non-verbal behavior performance higher in the full-body
depth-sensor-based avatar system.
(c) A shared virtual environment was implemented to investigate collabo-
ration behavior using asymmetric avatar control systems. The effects of avatar
expressiveness on co-presence, social presence, and interpersonal attraction
were explored through a virtual charades game. A significantly higher so-
cial presence and interpersonal attraction was found when the participants
interacted with users who were using the highly expressive avatar control
system.
1.4 The Structure of the Thesis
In this thesis, an avatar system and two user studies are presented to address
the questions in section 1.2 . The Human ethics committee of the University of
Canterbury approved all the user studies. The thesis is structured as follows:
Chapter 2 addresses Research Question 1 and its sub-questions. In this
chapter, the relevant research about the effect of avatar realism in avatar-
mediated communication and collaboration is discussed. Then, I briefly go
through a literature review about avatar related VR properties such as pres-
ence, sense of embodiment, and body ownership in the subsequent subsection.
In the later subsections, a literature review of avatar control systems in terms
of body and hand tracking, data fusion, and avatar rendering are provided.
The last part of the chapter covers the current technology that can be used for
the avatar system.
Chapter 3 addresses Research Question 2. Behavioral synchronization
means that the pose and body movement of the user needs to be tracked in
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real-time and then mapped to the virtual avatar. To answer question 2 and to
get a contactless body tracking experience, three Kinect v2 cameras were used
that capture the user and drive the avatar regardless of the user’s orientation.
System calibration and an adaptive data fusion method are described. Three
different approaches are compared to fuse the data from three Kinects and
compare against ground truth using an OptiTrack system. Two static poses
and four movements were captured to compare the errors of each joint using
the three fusion algorithms for the system evaluation. Results show that an
adaptive weighting adjustment fusion method for combining skeleton data
from the three Kinects according to the current facing direction performed
best according to joint error, and variation curves are smoother than the other
approaches.
Chapter 4 addresses Research Question 3. In chapter 3, the multiple
Kinects solution is developed and evaluated, but it is not applied in VR.
To answer question 3, a set-up using four Kinects was introduced for robust
and accurate full-body 3D skeleton tracking together with Leap Motion in-
tegration into a Vive system. It was suggested that a calibration method to
synchronize heterogeneous devices using a traditional checkerboard marker.
New camera weighting methods were proposed and compared with previous
approaches. The results showed that the improved adaptive weight calcula-
tion method proposed in this chapter could tackle several tracking issues. The
results of the rotation fusion tests show that the system has good accuracy
when compared to the Vive tracker. The Leap Motion data is integrated with
the fused skeleton system, supporting natural hand gestures in VR interaction
scenarios.
Chapter 5 addresses Research Question 4. Based on the system presented
in chapter 4, a virtual interview was designed and implemented in a single-
user simulated communication scenario to answer question 4. The participants
went through an interview, which had two sessions, an interview session,
and a route planning session with a sensor-based and controller-based avatar
control system. The participants were encouraged to perform non-verbal
behavior as well as a verbal cues to communicate with the virtual interviewer.
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Specifically, the interview process was recorded in VR, together with all the
verbal and non-verbal cues. Subjects then took a third-person view to evaluate
their previous performance. It was found that a significantly higher virtual
body ownership illusion and usability, as well as better non-verbal commu-
nication performance by participants in the depth-sensor-based experience
compared to the controller-based experience.
Chapter 6 addresses Research Question 5. Some limitations were found
after the user study described in chapter 5. The hand-tracking data sometimes
switched between the fused Kinect system and the Leap Motion, and there
was no finger data when the participants moved their hands outside the LMC
tracked area. These issues were due to the limited tracking area of a single
Leap Motion controller (LMC), and the user needed to put their hands in
front of the HMD to avoid tracking loss. To answer question 5, a multi-LMC
system was proposed. In this chapter, the configuration of the five-LMC
system used on an Oculus Rift S is described. Then, there is a discussion of
the shared-view calibration method for the system based on the Least-squares
fitting (LSF) algorithm. To avoid incorrect tracking data from a single LMC
interfering with the fusion result, a multi-LMC fusion algorithm based on
two-level data evaluation was proposed, which consists of a prediction-based
and a position-based evaluation method. Based on the evaluation result, the
data from multiple LMCs with a Kalman Filter sensor fusion was combined.
The experiment shows that the system can enlarge the hand tracking range to
202.16 degrees horizontally and 164.43 degrees vertically.
Chapter 7 addresses Research Question 6. In this chapter, a high level
of non-verbal expressiveness avatar control system was presented, which
combines with the work presented in chapters 5 and 6. The avatar control
algorithm was optimized to make the avatar rig more smooth. Additionally,
the eye and mouth movement rendering was improved, which is more realistic
compared to the rendering in chapter 5. To answer question 6, a shared virtual
environment using asymmetric avatar control systems was implemented.
The effects of different levels of expressiveness of avatars on copresence,
social presence, and interpersonal attraction were explored through a virtual
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charades game. The participants took turns as word givers, and word guessers
using the different avatar control systems, and they needed to collaborate to
complete four sessions within the given time. It was found that a significantly
higher social presence and interpersonal attraction when the participants
interacted with users who were using the highly expressive avatar control
system. Furthermore, participants had better task performance when they
embodied a highly expressive avatar.
Following the studies, chapter 8 covers the discussions and conclusions
arising from this thesis. Additionally, the future work that can be carried out





In the previous chapter, the motivations behind the research were introduced,
and the related research questions were also covered. This chapter introduces
the previous work about avatar-related communication and collaboration, VR
properties, avatars, and the tracking methods that researchers have investi-
gated.
2.1 Communication and collaboration behavior in
VR
Communication is a basic skill for everyone [20]. Verbal and non-verbal
behavior, which reflects social interaction, supports communication and col-
laboration. Non-verbal communication behavior is usually presented in a
mutual conversation through face-to-face, video conferencing [136], or em-
bodied avatar in VR [102, 29, 116, 32]. The VR system that supports social
interaction requires replicating the user’s appearance and behavior. Appear-
ance realism can have an impact on the sense of presence. Kwon et al. [70]
investigated the level of realism on anxiety in job interviews. They compared
cartoon realistic, photo-realistic, and real people for the interview. They found
that it provoked a greater sense of presence from a more graphic detailed
virtual human.
The avatar in a virtual environment can lead to virtual body ownership
illusion (VBOI). Induced VBOI can change the way users behave in the real
world. Kilteni et al. [65] compared two different avatar appearances (casual
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dark-skinned, formal light-skinned) in the virtual musical drumming applica-
tion. Both two avatar appearances induced strong VBOI, but the participants
have substantial behavioral and cognitive changes in a dark-skinned con-
dition. Both conditions were using the same motion-capture suit, and they
only focused on the avatar appearance. Few numbers of research focus on
behavioral realism, which leads me to think of the question "Do the different
levels of behavioral realism induce different VBOI or sense of agency?". "How
non-verbal behavior realism with the embodied avatar in VR changes the
user’s communication behavior in the real world?"
The non-verbal cues delivered by the virtual characters in the collaborative
virtual environment influence the efficiency of task performance [102], and
the user’s embodiment can lead to higher social presence ratings compared to
face-to-face interactions [116]. Heidicker et al. [52] compared three different
avatars (full-body avatar with idle animation, a full-body avatar with motion-
controlled, and floating avatar with only head and hands motion-controlled)
and solved a collaborative task in a user study. The results showed that
motion-controlled avatars with full representation of the avatar body lead
to an increased sense of presence. Motion-controlled avatars and avatars
that have only head and hands visible produced an increased feeling of co-
presence and behavioral interdependence. Other non-verbal behaviors such
as facial expression and eye-tracking also affect social interaction. Garau
et al. [41] explored the impact of avatar realism, either visual and behavior
realism, with gaze control on the quality of communication. A simplistic or
more realistic avatar were compared and gaze control was singled out. It
was found that independent of head-tracking inferred eye animations could
positively affect participants’ responses to an immersive interaction. However,
in the pre-condition, the avatar needs to be highly visually realistic, which
means the avatar needs to be at a certain level of visual realism when the
effect of non-verbal behavior is explored.
A mirror is usually used in the single-user scenario [65, 24, 75] to evaluate
the VBOI and communication behavior such as non-verbal cue. The user can
identify the consistency between their real sense and virtual representation
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with the help of a virtual mirror. Gonzalez et al. [46] changed the reflection of
the virtual mirror to make the participants experience synchronous or asyn-
chronous reflection from their body movement. It was found that participants
felt strong VBOI in a synchronous mirror reflection, which implied that the
real-time non-verbal behavior reflected on the virtual avatar is essential. The
avatar system needs accurate and robust tracking with low latency to make
the user feel strong VBOI from the first person point of view. For those collab-
orative virtual scenarios, the user’s social behavior and performance can be
judged by another person in the shared virtual environment.
A shared virtual environment (SVE) is important for communication and
collaboration between multiple users in different physical locations. Previous
research on SVEs can be found [120, 113, 7, 6] and more detail about inter-
action in SVEs can be found in [108]. The quality of the SVE can impact the
synchronous multi-user virtual experience if all the users do not perceive the
same state of the VE. Pan and Steed [93] developed an SVE to explore the
impact of self-avatars on trust and collaboration using virtual puzzles with
the HTC Vive and Unity UNET system, which is widely used for supporting
multi-user networking. Self-avatar, no avatar, and face-to-face conditions
were compared. However, the avatar was only a visual representation, and
the movement was from the controller, which was not reflected on the virtual
hands. Smith and Neff [116] implemented an SVE for negotiating an apart-
ment layout and placing model furniture on an apartment floor to explore the
communication behavior in embodied avatars. Participants could only use
limited hand gestures driven by the controllers for communication. Roth et
al. [99] proposed a software architecture using four data layers to augment
social interactions by integrating behavior tracking such as body, eye gaze,
and facial expressions into the SVE. This software architecture was able to
support social communication, but participants missed hand-gesture cues.
The research mentioned above either missed the natural hand gesture interac-
tion or used controllers to present limited gestures in the collaborative task,
which led me to think about the question “Does the level of expressiveness
of an avatar in terms of non-verbal behavior impact communication and
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collaboration behavior?”
2.2 VR properties
The avatar realism in terms of form and behavior have an effect on the user’s
sense of presence and embodiment in the single-user application. Also, avatar
realism can impact the co-presence, social presence, and mutual communica-
tion and collaboration behavior. In the following subsection, the VR properties
that were explored in the user studies are summarized.
2.2.1 Presence
Avatar realism can affect the presence that the user can feel in the virtual
environment. Therefore, what is presence? The concept of presence has many
definitions and meanings, which can be defined in a variety of ways [38,
137]. According to Heeter [51] and Steuer [121], presence is often defined
as the sensation of "being there" and it is an associated conscious state [114].
Nowak and Biocca [90] divided presence into three dimensions, including
telepresence, co-presence, and social presence. According to Schroeder [107],
presence can provide the feeling that the user is "there" inside the media
(telepresence) or with other entities (co-presence).
The term telepresence is used to describe a user who feels immersed in
the virtual environment represented by the medium [121]. Gerrig [44] and
Minsky [82] propose that telepresence is the sensation of being in a mediated
space which is different from the physical location of the body. The term
co-presence first comes from the work of Goffman, who explained that users
in the virtual world could perceive each other [31], which means co-presence
refers to a psychological connection to another person [89]. As for social
presence, it is the feeling of the user, which makes people feel connected with
others through the telecommunication system, according to Rice [97], Short et
al., [110] and Walther [135].
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2.2.2 Sense of embodiment
Embodiment is the sense of feeling when users use avatars in the virtual
environment and interact with virtual objects or characters. Kilteni et al. [66]
summarized the definition of embodiment in multidiscipline use and applica-
tions from five different perspectives, such as philosophy [12, 81], cognitive
neuroscience, psychology [8, 48], robotics [35, 134], and presence [9]. They
also put forward the three sub-components of the sense of embodiment to
measure it in an easy way, which is composed of the sense of self-location,
agency, and body ownership. The sense of self-location refers to the spatial
sensation inside a virtual body not in the virtual world, and the sense of
agency means the user can control the virtual body in the VE.
Virtual body ownership illusion
Body ownership can be referred to as the feeling of manipulation over the
virtual body in the VE world, which can be induced as shown through ex-
perimentation [11, 40, 129]. For example, with the discovery of the Rubber
Hand Illusion (RHI) [17], Botvinick and Cohen showed a rubber hand could
be incorporated into the body representation through the use of appropriate
synchronous multisensory stimulation, which can reveal information about
the perceptual process. A visible rubber hand and an occluded real hand
were stroked at the same time to induce the feeling of ownership. Virtual
body ownership illusion (VBOI) refers to a self-consciousness of one’s own
body [40, 63], which is a critical component to indicate the level of presence
and sense of embodiment [66]. Yee and Bailenson found a Proteus effect that
the virtual avatar’s appearance and behavioral characteristic influenced the
individual’s behavior changes, and it depends on VBOI [141]. To enhance
VBOI, Gonzalez-Franco et al. [46]. and Jung et al. [62, 61] studied the influence
of real-time behavior of the avatar using a virtual mirror that results in a
higher sense of body ownership. The visuomotor is a significant factor for
virtual body ownership [12, 62]. The freedom of agency that refers to the
sensation of controlling the virtual body has been considered as an essential
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factor for VBOI.
2.3 Avatar systems
Avatars are necessary to convey roles, behaviors, and location. The behavior
realism of embodied experience in VR usually requires a high-precision and
real-time avatar rendering system. This helps to elicit immersive feelings in
users of their bodies through controllable virtual avatars, including precise
body movement tracking for hands, fingers, eyes, and even facial expressions.
The following is a review of the previous work done on body and hand
tracking.
2.3.1 Fully articulated body and hand tracking
Full-body tracking in VR can provide immersive experiences, enabling users
to interact with the VE from the first-person point of view. In the following
section, the three main solutions for the full body and hand tracking are
summarized.
Wearable tracking Systems
Generally, in order to have a high-quality full-body tracking experience, the
user needs to wear a motion-capture suit, such as with the OptiTrack1 sys-
tem used in [65][117][101]. These systems can provide high accuracy and
low latency tracking, which is the primary solution for full-body tracking in
VR. However, these systems also suffer several problems, such as retroreflec-
tive optical markers being visually indistinguishable [53] and interference
from non-marker objects in the tracking area that can reflect infrared light.
Besides expensive motion-capture systems, full-body tracking can also be
implemented using consumer VR devices like HTC Vive with Vive trackers2.
Caserman et al. [21] built a full-body tracking system using an HTC Vive HMD
and Vive trackers attached to the wrists and ankles to drive an avatar model
1http://optitrack.com/
2https ://www.vive.com/us/vive-tracker/
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in VR. The position and orientation data from the HMD and the trackers are
processed before feeding into an inverse kinematics (IK) system. The trade-off
is between the tracking accuracy and the number of trackers. The tracking
accuracy can be improved by attaching more tracking markers, which would
make the user feel encumbered.
Full-body Tracking Using Depth Camera
Instead of using wearable devices for body tracking in VR, many researchers
use depth cameras to track the body, which provides a natural interaction
without wearing cumbersome devices. Sra and Schmandt [118] built a social
system for multiple users where the Kinect was used for body tracking and
the Oculus Rift3 for tracking head rotation. This is the same approach adopted
by Collingwoode-Williams et al. [24] and Czesak et al. [27]. However, the two
devices’ data are not in the same coordinate system, which could be an issue
for consistency. Fountain and Smith [36] proposed a real-time ambient fusion
method for a single Kinect and the HTC Vive. The calibration method in this
system combined the most accurate data for a given body part amongst all
systems, but still needed the data from controllers for error correction. The
solutions mentioned above all used a single Kinect for body tracking, which
restricts accurate movement capture of the user. A single Kinect cannot rec-
ognize which side of the body is facing the device, leading to the recognition
issues when the user turns around.
Full-body Tracking Using Multiple Depth Cameras
To address the single Kinect tracking issue, some researchers suggested using
multiple integrated Kinect devices. Müller et al. [86] placed six Kinect v2
sensors along a corridor with three Kinects on each side to assess gaits using
3D reconstructed models, and skeletons fused by the left- and right-side
devices. Kaenchan et al. [64] placed three Kinect v1 devices at different angles
and transformed the coordinate systems of two other Kinects into a reference
Kinect. This method can handle the problem of occlusion to some extent,
3https://www.oculus.com/rift/oui-csl-rift-games=star-trek
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but it does not consider the front side and back side recognition issues. Also,
they used averaging to fuse the data, which could be unreliable when camera
calibration errors are present. Kim et al. [68] built a 360-degree motion capture
system with six Kinect v1 devices around the user and chose the Kinect that
is in front of the user at every frame to fuse the skeletal data. In their later
work [69], they proposed a method to use the right-left shoulder line as a
pose vector to compare with the front vector for checking whether the user
is facing the Kinect or not. They only use data from the three Kinects in
front of the user, which is not strictly 360-degree motion capture, as they
discard data from the other three devices every frame. Morato et al. [128] set
up a four-Kinect system and fused data by inputting the mean of all Kinect
measurements into a particle filter algorithm, using the mean value of the four
Kinect measurements as the input is very sensitive to the user’s orientation. If
the user turns to a bad tracking direction, the data from the Kinect on the bad
side would be extremely unstable and negatively impact the fusion accuracy.
Body and Hand Tracking Using Depth Cameras
A classical approach to hand tracking includes wearing gloves [28] or wearable
cameras [67], but these are not natural to use for interaction. The Leap Motion
is able to provide articulated hands based on the calculated depth information,
and it also supports HMDs. Adam and Sreenath [26] fused the data from
a Kinect and a Leap Motion device for a VR game. However, they only
fused data pertaining to the palm’s open or closed state. Morgado et al. [84]
proposed a framework to make the Leap Motion and Kinect work in the same
system for separate gesture detection. Amir et al. [1] built a VR first-person
shooter game that also combined the Oculus Rift, Kinect, and Leap Motion.
The customized postures are set for different interactions. The user needs to
learn the mapping set to control the avatar, which is not the natural way to
interact with the virtual environment.
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2.3.2 Avatar control and rendering
An avatar is a virtual representation of a user and is driven by the user’s
movements in the virtual world [5]. An avatar system can provide an embod-
ied experience [112], that users can interact with the virtual world through the
avatar body from the first-person point of view through the virtual camera
located at the virtual avatar’s eye level. Early avatar control systems could not
provide a complete embodied experience due to limited tracking technology
(tracking area and accuracy), which led to reduced information channels such
as body movement, hand gestures, and facial expressions. Current technology
is still unable to capture and represent all non-verbal behavior from a single
peripheral input device. To address the problem, representing highly ex-
pressive avatars for non-verbal behavior, integrating multiple sensors shows
strong potential.
Body movement is the primary source of data for avatars. To get a high
quality embodied experience, motion-capture suits are widely used in avatar-
related research [65, 117, 101]. However, these are expensive and cumbersome,
although providing high accuracy and potentially large tracking areas. In
contrast, consumer VR devices such as the Oculus Rift or HTC Vive with
spatial controllers are alternative solutions for tracking parts of the body.
However, if more parts of the body want to be tracked, extra sensors are
required. For example, most VR applications are based on this three-tracking-
point (one HMD plus two controllers) solution, with only support “floating”
avatars, such as in Facebook spaces4, VR Chat5, and Mozilla Hubs6. Extra trackers
are required along with specific inverse kinematic software if the player needs
a full-body experience [21]. Compared to the HMD and trackers solution,
RGB-D camera-based body tracking is a contactless way that can provide more
joint information. Relevant research can be found in [69]. Users can experience
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Hand gestures are another essential data source, which can present impor-
tant non-verbal information. The VR controllers can trigger specific gestures
when certain buttons are pressed, but the remapping strategy is limited. To
compensate for these constraints, a hand tracker, such as the LMC, can provide
natural hand gestures without using any controller.
Other non-verbal cues for avatar control are eye gaze and facial expression.
Roth et al. [103] used an RGB-D sensor to track facial expressions, and eye
gaze then mapped the data on to an avatar. In later work [99], a system archi-
tecture was presented for the augmentation of social behaviors in multi-user
environments. The avatar framework can present the non-verbal behavior
such as facial expression and body posture, but it lacks hand gestures, which
is not suitable for the hand gesture-based communication and collaboration
task.
2.4 Tracking methods in VR
Positional tracking is an essential part of the VR experience to achieve im-
mersion and presence. Since the user should see the computer-generated
environment using an HMD, head-tracking should be supported to render the
scene according to the user’s head movement, and this gives the minimal VR
experience. For more advanced VR experiences, additional tracking devices
can help users to experience the realistic sensation between real-world and
virtual environments (VEs) by tracking gestures, facial expressions and other
movements of the user. In this section, the solution that can support natural
behavior of the user in VR is summarized.
2.4.1 Head tracking
In the early stage, many solutions were used for head tracking such as a
mechanical tracking system, an electromagnetic tracking system, an acoustic
tracking system, and an Inertial Measurement Units(IMU) system. Due to
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the accuracy and latency, the current VR system for head tracking generally
applies optical and computer vision technology.
Outside-in and Inside-out tracking
The mainstream VR hardware products such as Oculus Rift and PlayStation
VR pro7 use outside-in technology to track headset and accessories, which all
need external sensors as Figure 2.1. High accuracy and low time-latency are
the main advantages of these VR systems due to the external sensors, but this
also causes some problems. Occlusion is the main problem. Also, they do not
scale as well as inside-out, since each tracker element adds to the complexity
of finding the captured images. Another limitation is that the users are tracked
as long as they’re in the field of view. If they step outside of the tracking area,
it can be particularly problematic.
FIGURE 2.1: Outside-in tracking, a) Oculus Rift, b) PS VR
Inside-out tracking is usually applied to headsets like Hololens8 and Ocu-
lus Rift S9 as Figure 2.2. The built-in cameras are using markerless inside-out
tracking, which determines how its position is changing with the external
environment. Mobility is the main advantage of inside-out tracking when
compared to outside-in tracking. HTC Vive10 is using the external lighthouse
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FIGURE 2.2: Inside-out tracking, a) Hololens, b) Acer Mixed
Reality Headset
2.4.2 Body tracking
The embodied experience in VR could be improved by using real-time track-
ing data from the user. The motion capture system is used a lot for high
tracking accuracy. This system normally consists of a set of markers that can
reflect infrared light and cameras that can capture markers for calculating the
position of the target. As it uses optical tracking technology, a fast transmit
rate is the main advantage that minimizes the time latency issue. For example,
OptiTrack11 passive tracking (Figure2.3) uses reflective markers on the tracked
person or object and uses dedicated cameras.
FIGURE 2.3: OptiTrack passive tracking: a) Tracking suit with
reflective Markers, b) Cameras
Some other tracking systems use cameras to detect active LED makers on
the person, such as Impulse X2E12 motion capture system made by PhaseSpace
(Figure 2.4). Users can be captured in real-time once they wear the vest, gloves,
hat, guns with LED lights, and body movement can be recorded and analyzed
by the matched software. The optical tracking systems mentioned above also
have some disadvantages, such as occlusion issues. If the object obscures the
11https://optitrack.com/
12http://www.phasespace.com/impulse-motion-capture.html
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line of sight between a camera and markers, the tracking would be affected.
The latency could be another issue when the number of markers increased.
FIGURE 2.4: Impulse X2E motion capture system
As mentioned above, OptiTrack and PhaseSpace are motion capture sys-
tems, but the user needs to wear suits or markers, which is inconvenient.
Microsoft Kinect v213 can track the skeletons of multiple users using an RGB-
D camera as Figure 2.5. The sensor provides color information as well as
the estimated depth for each pixel. However, the user has to face the device,
because it cannot recognize which side of the user is facing the device.
FIGURE 2.5: RGB-D camera, a) Kinect V2 sensor, b) Skeleton
data
2.4.3 Hand tracking
Interacting with virtual objects is an essential component of VR experience.
A controller can be used to pick or throw, but it is not the best choice for
operations such as pinching and fingertip manipulation. Utilizing wearable
13https://developer.microsoft.com/en-us/windows/kinect
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gloves, we can get the movement of fingers and hands. For example, VMG
Lite Data Glove14 (Figure 2.6a) can provide five high accuracy joint angle
measures sensors, and transform finger and hand motion into real-time data.
CyberGlove II15 (Figure 2.6b) has 18-22 sensors inside each glove, three flexion
sensors per finger, four abduction sensors, a palm-arch sensor, and sensors
to measure wrist flexion and abduction. Each sensor is extremely thin and
flexible, being virtually undetectable in the lightweight elastic glove.
FIGURE 2.6: Hand tracking and gesture recognition, a) VMG
Lite Data Glove, b) CyberGlove II, c) Leap Motion, d) Virtual
hands rendered through Leap Motion sensor
Alternatives to the glove for hand gesture, computer vision-based de-
vices such as Leap Motion16 and DepthSense 52517 Camera manufactured by
softkinetic are depth cameras which can provide natural hand gesture and
fingertip operations (Figure 2.6c and 2.6d). Leap Motion is compatible with
most platforms and VR headsets, but it has a limited tracking range for the
hands.
2.4.4 Eye tracking
Eye movement is one of the most natural ways we interact with the world.
We normally need to gaze at the object before selecting it, which is common
in the real world but is difficult in VR. Eye-tracking devices such as Pupil
Lab18 and FOVE19 provide eye contact data and apply it to VR for multiple
users’ communication and object selection. The principle here is to detect
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and Oculus (Figure2.7a). FOVE is a VR headset with a built-in eye-tracking
module(Figure2.7b).
FIGURE 2.7: Eye tracking device for VR, a) Pupil Lab, b) FOVE
2.4.5 Facial expression tracking
Emotion is an expression of mental activity that can be detected by facial
expressions [32]. Social VR provides a platform for multiple players to com-
municate, where rich facial expressions of the avatar can enhance the presence
of the user as it reflects the player’s true feelings [91], which is essential,
especially in face to face scenarios. MASK20 is a facial expression tracking
device suite for mainstream VR headsets as it can be installed around the
foam contact point of the headset. It has eight electrodes to detect signal
waves produced by the facial muscle movement and convert the different
signal waves into relevant emotion, which is based on neuro-VR technology
(Figure 2.8a). BinaryVR21 is another real-time facial tracking device that can
attach to mainstream headsets. The camera can detect mouth movement and
map to the facial expression of the avatar (Figure 2.8b).
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2.5 Conclusion
In this chapter, the first thing that was covered was avatar realism’s impact
on communication and collaboration behavior. Then a brief discussion of VR
properties that may affect the user during the embodied VR experience. The
avatar system and control solutions in the previous work was summarized,
and the current technology that can be used to build the avatar system. From
the previous research, it is known that avatar realism in terms of non-verbal
behavior can impact the user’s presence, sense of body ownership, commu-
nication, and collaboration behavior. However, expressive avatar systems
(integrating non-verbal behavior, such as body movement, hand gesture, fa-
cial expressions, and eye gaze) are limited in current immersive systems due
to sensory technologies. In the next chapters, the highly expressive avatar con-
trol system in VR, and the effect on user’s communication and collaboration




An essential aspect of immersive social experiences in VR is the user’s rep-
resentation, or avatar. Full-body tracking data can be used as the primary
data source for an avatar control system. The Microsoft Kinect v2 sensor can
provide skeleton data of users in real-time. However, due to occlusion issues
and front/back ambiguity errors, one Kinect is not always reliable enough.
In this chapter, I present work to provide robust, real-time tracking using
multiple Kinect v2 cameras. An adaptive data fusion method is described
that constructs a high-quality 3D skeleton that can be used to drive the avatar
regardless of the user’s orientation. This work was presented as a paper [138]
in the 10th International Conference on Virtual Worlds and Games for Serious
Applications (VS Games 2018), which was held in Würzburg, Germany from
5th to 7th November 2018.
3.1 Introduction
Microsoft Kinect v21 can track the skeletons of multiple users using an RGB-
D camera. Zhang [144] explains that the segmentation process from depth
images uses per-pixel classification, and each pixel is evaluated separately to
go through the pipeline (Depth image->Inferred body parts->Hypothesized
joints->Tracked skeleton) to get skeleton data. Although Kinect v2 provides
improved accuracy, field of view, number of joints, and number of people
detected compared to Kinect v1, according to Samir et al. [106], the issue of
1https://developer.microsoft.com/en-us/windows/kinect/
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occlusion still exists. The state of a joint is inferred, not tracked, when it is
occluded, which can distort the skeleton. Also, the Kinect v2 is not able to
recognize which side of a person (front/back) is facing it, which decreases
the pose accuracy and motion accordingly as the person moves or turns. To
solve the problem, I investigated if a multiple Kinect solution can address this
issue by integrating the data from each Kinect to optimize the accuracy of the
overall skeleton and correctly detect the direction the user is facing.
In this chapter, the set up is described for a tracking system that adopts
a client-server approach, where each client is connected to one Kinect and
sends skeleton data (25 joints) through an Open Sound Control (OSC) mes-
sage to a server machine for fusion and smoothing. In the server machine,
UniOSC [130] plugin was used for Unity to handle OSC messages and created
a novel adaptive 3D skeleton data fusion algorithm to process data from each
client. This algorithm consists of real-time facing direction detection, left- and
right-side swapping (LRS) of joint info, adaptive weighting adjustment for
each camera, and weighted averaging for each joint from the three Kinects. A
double exponential smoothing filter was utilized to optimize skeleton data
before sending it to the server machine, in order to reduce jitter and provide
smoothing.
The remainder of this chapter is organized as follows. The system setup
and configuration, camera calibration, data fusion, and smoothing filters
are presented in Section 3.2. In Section 3.3, the design of the experiment is
described to evaluate the proposed algorithms by comparing the error of each
fused joint with ground truth data from an OptiTrack2 system. In Section 3.4,
results and discuss future work are summarized.
3.2 System
The system uses a client-server approach with three Kinect v2 devices directly
connected to three client PCs through USB 3.0 (Figure 3.1). The three client
machines retrieve skeleton data using the SDK and send it to the server PC
2https://optitrack.com
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through local Ethernet. All the skeletal data processing is done on the server
before streaming it to Unity for visualization. Three Kinects are placed around
a 2.4m-radius circle on the tripods, at the height of 1.7m, 120◦ from each other,
dividing the detection area into three regions. Since the user is standing on
a 20cm raised floor, the height of the tripods is 1.5m from the raised floor.
In order to evaluate my three-Kinect system, I installed six OptiTrack flex13
cameras on the frame of the cage 2m above the cage floor to capture ground
truth data.
FIGURE 3.1: Multiple Kinects setup
.
3.2.1 Calibration and Pre-processing
As the skeletal data from each Kinect uses a coordinate system relative to the
Kinect itself, we need to transform the three separate coordinate systems into a
reference world coordinate system (Equation 3.1). Generally, the cameras can
be calibrated based on computer vision algorithms by using a “chessboard”
pattern [142]. A chessboard is placed on the cage floor to be captured by
three Kinect cameras at the same time. In this case, the projection matrix from
each Kinect to the chessboard world coordinate could be calculated using the
OpenCV SolvePnP function [92]. This step can be done one time, and the
resulting matrices are loaded when the application starts. Then, all the three
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skeletal data sets are rendered in the same coordinate system and implement











Here, (Xk, Yk, Zk) is the coordinate of each Kinect, M is transform matrix,
which contains rotation matrix R and translation matrix T , (Xw, Yw, Zw) is the
related position in the world coordinate system. Furthermore, in order to
ensure the skeleton data of the Kinects is stable, double exponential smooth-
ing [60] is used recommend by Microsoft for jitter reduction and smoothing
before sending the data to the server machine.
As a control, the skeletal data from the OptiTrack also needs to be trans-
formed into the same world coordinate system. The OptiTrack has its calibra-
tion wand with three reflective markers in an L-shaped tool. When placed
on the flat surface of the cage, this calibration tool indicates the x-axis and
z-axis, and the y-axis is in the upward direction. This calibration method is
implemented by placing the three reflective markers on the corners of the
chessboard on the cage floor. In this case, the coordinate system of the Opti-
Track has been manually set to the same chessboard world coordinate system
as the Kinect cameras.
3.2.2 Facing Direction Calculation
As previously discussed, the Kinect cannot recognize the front and back sides
of the user, so it is necessary to estimate the facing direction for each frame
in order to fuse data correctly. A similar method is adopted as Kim et al. [68]
and Kwon [69]. The main difference is that joints from the right and left sides
of the whole body are used, instead of just the shoulders to make a body
vector (BV), and then use the cross product with the fused facing direction to
determine whether we are viewing the front or back from each Kinect. If the
right and left shoulder joint were only used as the BV, it would not be reliable,
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as one joint may occlude another one, e.g., when the user faces 90◦ from the
Kinect (see, for example, Figure 3.4a).
FIGURE 3.2: Joints and body pairs
When the session starts, the user stands in the cage center and faces in any
direction. I collect the three sets of skeleton data and the skeleton whose joint
states are all reported as "tracked" by the API will be used as the default data
source to calculate initial facing direction using the BV described above, and
Equation 3.2:
VinitialFD = VB × VUp (3.2)
where VB is one pair of the eight BVs shown as blue arrows in Figure 3.2, VUp
is the unit upward vector and VFD is the facing direction vector shown in
Figure 3.3.
The facing direction is then updated once per frame and compare it with
the BV from each Kinect using the cross product to check whether the data
is from the front or backside of the user, which is a crucial step for later LRS
processing. If the result is less than zero, then the data from this Kinect is the
backside of the user, or vice versa, as shown in Figure 3.3.
The rule for choosing a BV for each Kinect is according to the joint tracking
state reported by the SDK. For each joint, there are three values: tracked,
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FIGURE 3.3: Facing direction detection for LRS
estimated, and not tracked, and a different weighting to each state is assigned,







where i ∈ {1, 2, 3} is the ith Kinect and j ∈ {1, 2, ..., 24} is the jth joint. For
every frame, I calculate the product of eight pairs, for example λ8i ·λ4i , ..., λ19i ·λ15i
and choose the BV if the value equals 1.
3.2.3 Skeleton Data Fusion
Data fusion can be carried out once the facing direction is calculated and the
relationship with each Kinect. In this system, the LRS method is adopted
to process the skeleton data from the back of the user. When the user is
facing away from the Kinect, the device assumes the user is facing towards it,
as it cannot distinguish front and back. All postures and gestures would be
classified reversely, so the left side of the body would be incorrectly recognized
as the right, and vice versa. In this system, the joints are grouped as either
being on the left or right of the body (Figure 3.2). When the system determines
that the data from a Kinect is from the back of the user, the LRS function will
be called to swap the classification of each joint from left to right (and right to
left), then use a weighted average method to fuse the three skeletons. All the
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data calculation and manipulation are updated every frame. The weighted










, j ∈ {0, 1, ..., 24} (3.4)
where Pj is the fused position of the jth joint and P
j
i is the position of the j
th
joint from the ith Kinect. Please note that this method is called “Condition 2”
in the later evaluation section.
Condition 2 is considered the integration of the facing direction calculation,
LRS, and weighted averaging. Although it is sufficient for comparing with
just using one Kinect, it still does not consider the weighting of each Kinect.
When we stand in front of a Kinect within a certain angle, the data is much
more reliable and stable. Therefore, another method is adopted to fuse the
skeletons, which can automatically assign weights for the values from each
Kinect according to the current facing direction.
FIGURE 3.4: Angle calculation. a) Angle calculation and weight-
ing assignment, b) Kinect selection area for Condition 1
The circular area is divided into 360 degrees (Figure 3.4b), and calculate
the positions of each of the three Kinects in the world coordinate system using
a calibration step. The angle between the facing direction and each Kinect
direction is calculated according to Equation 3.5 every frame (Figure 3.4a),
and assign a weighting for joints from each Kinect automatically according to
Table 3.1.

















K are vectors for the user’s facing direction and the Kinect,
respectively.
TABLE 3.1: Weightings
Angle 0◦ ∼ 90◦ 90◦ ∼ 180◦ 180◦ ∼ 270◦ 270◦ ∼ 360◦
Weight range 90 ∼ 0 0 ∼ 90 90 ∼ 0 0 ∼ 90
When the angle increases by 1◦, the weighting for this Kinect decreases
by one from the last state. Therefore, the weight for each Kinect is changing
continuously and smoothly when the user moves around in this multiple-










, j ∈ {0, 1, ..., 24} (3.6)
where βi is the weighting for the ith Kinect. Please note that this method is
called “Condition 3” in the later evaluation section.
3.3 Evaluation
The skeleton data retrieved from this system will be used to drive the move-
ment of a virtual avatar. Hence, accuracy and error deviation is significant for
this system. Several poses and movements were captured and recorded for
multiple Kinects and OptiTrack system for evaluation (Figure 3.5).
3.3.1 Three-method Comparison
Kim et al. [68] and Kwon et al. [69] compared six Kinects to three Kinects.
When the number is three, they only use the Kinect which is in front of the
user. I call this ‘Condition 1” (Kim and Kwon’s method) and divide the Kinect
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FIGURE 3.5: Evaluation setup and fused skeleton in condition 3
data source selection area. The angle between the facing direction and the
Kinect direction is calculated every frame to choose the fused data from the
Kinect, as shown in Figure 3.4b. All three conditions can be summarized as
follows:
• Condition 1 (Kim and Kwon’s method): Calculate the angle between the
facing direction and each Kinect every frame, and choose one Kinect as
the data source.
• Condition 2: Calculate and update the facing direction compared to the
BV of each Kinect to recognize the front or backside of the user, applying
the LRS method to process the data when the user’s back is recognized
for the relevant Kinect. Use a weighted average fusion method for data
fusion.
• Condition 3 (My method): Similar to Condition 2, but calculate the angle
between the facing direction and each Kinect direction and automatically
assign weights for each Kinect according to this angle.
Two static poses, T-Pose and Squat, and four movements, Arm flapping,
Walking, Upper-body rotation, and Crouching were designed. For 360◦ evalua-
tion of the system, the experimental space was divided into eight regions with
45◦ for each region. Each static pose and movement was recorded through the
Kinects and OptiTrack at each of the eight angles. To evaluate the quality of
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tracking data, the Euclidean distance between Kinect joints and the relevant
OptiTrack markers was calculated. As Kinect hand gesture recognition is not
stable, 21 of the 25 joints (0-20) are selected from the Kinect (joint IDs are
shown in Figure 3.2).
Eight groups of data for each condition were collected with the OptiTack,
and averaged the data, which are presented in Table 3.2, with error curves in
Figure 3.6.
TABLE 3.2: Average error (cm)
Condition 1 Condition 2 Condition 3
T-pose 11.035 10.12 8.71
Squat 12.01 11.19 9.48
Arms Flapping 14.41 12.72 9.83
Walking 15.48 13.42 11.01
Upper-body rotation 15.42 13.80 11.97
Crouching 10.25 8.78 6.77
Repeated measures ANOVA test was used to compare three conditions
differences for two static poses and four movements. The statistic results
for T-pose (F (2, 42) = 4.57, p = 0.016), Squat (F (2, 42) = 4.58, p = 0.016),
Arms Flapping (F (2, 34) = 4.164, p = 0.024), Walking (F (2, 34) = 3.616, p =
0.038), Crouching (F (2, 34) = 5.793, p = 0.007) show that there are significant
difference between the three conditions. But the result for Upper-body rotation
(F (2, 34) = 3.214, p > 0.05) shows that there is no difference between three
conditions, which is because that the head joint selected for upper-body
rotation have similar error under three conditions during the movement.
From the first two rows of Table 3.2, it is clear that the average errors for
Condition 3 are lower than for Condition 1 and Condition 2, because Condi-
tion 3 integrates the angle calculation for Kinect weighting into Condition 2.
From Figure 3.6, we can see that the curve for Condition 3 is smoother than
for Condition 2 and Condition 1, which is due to continuous Kinect weighting
distribution.
From the pose graphs, it is evident that Condition 3 is significantly more
stable and smooth. The jitter and variation of Condition 1 are evident because
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FIGURE 3.6: Two static pose: T-pose and Squat
the data source changes abruptly when the user’s facing direction changes, so
the data is unstable, especially when the user is facing a boundary between
two Kinects. The average error of the joints of the wrist (6, 10), Hand (7, 11),
Foot (15, 19) are apparent, which is also because the data source is changing
rapidly, as data from this part of the body is quite different from different
Kinects. The results for joints in the shoulder (4, 8, 20) and Ankle (14, 18) are
much more stable in all three conditions, as these parts are in the middle of
the user, and two poses have little impact on them no matter which direction
the user is facing.
As these issues in static poses are apparent, movements comparison were
considered to evaluate the three conditions for the relevant joints. In the
movement evaluation, one specific joint was chosen for each motion, such
as the right wrist for Arm flapping, the right knee for Walking, the head for
Upper-body rotation, and the shoulder center for Crouching. The subject
stood in the center of the detection area and executed the relative movement
in the eight angles for the three conditions. The results are shown in Table 3.2,
and Figure 3.7 shows the average errors of the specific joints over a continuous
period.
As can be seen in the last four rows of Table 3.2, the average errors are
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FIGURE 3.7: Four movements: a) Arms flapping, b) Walking, c)
Upper body rotation, d) Crouching
similar to the static pose data, and in the variation graphs (Figure 3.7), the
curves for Condition 3 are smoother than the other two fusion methods. The
curve for Condition 1 in all four movements is the worst one, so it can be
concluded that choosing the main Kinect according to the angle is not reliable,
as the data source may suddenly jump to the next Kinect at the boundary
areas. The results from Condition 2 are acceptable, as this method includes
the front and backside recognition issue of Kinect, but without considering
the weighting issue for each Kinect. Condition 3 (my method) integrates
weighting assignment with data fusion methods from Condition 2, which are
very reliable for full-body tracking. From Table 3.2, we can see that average
errors for each joint in the three conditions are all around 10 cm; this is caused
by errors from the Kinect SDK for skeleton recognition and body thickness
caused by the marker location on the surface of the user.
3.4 Conclusion and future work
In this chapter, a multiple-Kinect system is setup for robust and high-quality
full-body 3D skeleton tracking. System evaluation was carried out by com-
paring the Euclidean distance errors between three Kinect methods and an
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OptiTrack system. The results show that the proposed method of adaptive
weighting adjustment for three Kinects according to the facing direction of
the user, and left- and right-swap (LRS) performed better than the other two
methods reported in the literature. In the next chapter, hand-posture capture
will be added to the system, further fusing the data with the current method
of multi-Kinect capture described here. The goal is to provide a robust capture






An increasing number of VR applications now use virtual avatars to represent
the user in VEs. To fully control these virtual avatars, movement-tracking
technology is required. In Chapter 3, a system was presented to provide con-
tactless body tracking, but the system had no integrated support for tracking
hand gestures. In this chapter, I investigate further based on the work in Chap-
ter 3 for accurate full-body movement to include hand and finger tracking.
This provides users with the possibility of using natural gestures to interact in
the VE. In particular, I improve on Chapter 3 in the following five aspects. I
have, (1) extended the calibration procedure to eliminate the tracking offsets
between the RGB and depth cameras, (2) optimized facing-direction detection
to improve the stability of data fusion, (3) implemented two new weighting
methods for the depth data fusion of multiple cameras, (4) added the ability
to fuse joint-rotation data, and (5) integrated a short-range depth camera
for finger tracking. The system was evaluated empirically and show that
the new methods improve the previous work in terms of tracking accuracy,
and notably reduce the coupled hand-lifting phenomenon. This work was
published as a full paper [140] in the Journal of Entertainment Computing
Volume 31, August 2019.
42 Chapter 4. Towards Greater Avatar Articulation in VR
4.1 Introduction
Applications like Facebook Spaces1 and VR Chat2 that represent users as avatars
are becoming more and more popular. However, they are often unable to
provide full-body avatars that are accurately controlled by users.
Normally, head-mounted display (HMD) devices and hand-held con-
trollers are mainly used for head and hand tracking. For avatar control,
the body motion still needs to be computed using Inverse Kinematics (IK),
such as the approach described by Aristidou et al. [3]. However, this approach
sometimes provides unrealistic results when the user assumes a complicated
posture or makes a complex gesture. If more accurate full-body tracking
is required, the user has to wear other tracking devices such as Vive track-
ers on the feet. Alternatively, the user can use expensive and cumbersome
marker-based tracking systems that require them to wear tracking suits, such
as OptiTrack motion capture system3. In terms of hand and finger tracking,
consumer devices like Oculus touch and the HTC Vive controller can be of
limited use due to the hand gesture and buttons mapping. Tracking gloves, on
the other hand, could be used, but are generally expensive and again require
that the user wear additional devices.
Consumer depth cameras are a cheap alternative to expensive and cumber-
some marker-based motion capture systems used for body posture or hand
gesture recognition. However, RGB-D cameras such as Kinect v2 have occlu-
sion issues, and front/back ambiguity errors. To solve these, a multi Kinect
v2 system was proposed in Chapter 3. The skeleton data, which comes from
three Kinects around the user, were fused with a weighted average method,
thereby allowing free movement of the user in the tracking area. Although the
Kinect-based body tracking performed well, hand tracking was not accurate
or stable due to few recognized finger joints . The Leap Motion device can
provide fully articulated finger tracking and recognize natural hand gestures





a fully controlled VR experience, a fused Kinect tracking system needs to be
integrated with a Leap Motion and VR system.
In this chapter, two improved methods based on weight factor are pro-
posed in Chapter 3 to refine the tracking quality. The remainder of this chapter
will cover the system set-up, camera calibration, and data fusion algorithms.
Then, two new camera-weighting methods will be compared with previous
ones and analyze the differences. A fused-skeleton system and Leap Motion
integration can be seen in section 4.4. Finally, in section 4.5, the results and
discuss future work are summarized.
4.2 System
In this section, an articulated full-body tracking system will be introduced,
including finger movements, for a VR user. For body tracking, four Kinect
v2s are used to enlarge the tracking area without directional hindrance. To
manage the sensor data from the multiple Kinects, a client-server model was
designed where the four client machines retrieve skeleton data using the
Kinect v2 SDK and send it to the server PC through local Ethernet. All the
necessary skeletal data processing is done on the server before streaming it to
Unity for visualization. The four Kinects were installed on tripods placed at
the corners of a square with 3.2m length and width (see Figure 4.1). Due to
the Infrared (IR) interference problem between HMD and Kinect, the Kinect’s
hight was adjusted from 1.7m to 1.2m to avoid the problematic situation
where the HMD faces a Kinect directly while the user looks around. The HTC
Vive Pro4 system was installed in the same tracking area with two lighthouses
placed by the side, and the Leap Motion was attached at the center of the
HMD for articulating finger movement.
4https://www.vive.com/nz/product/vive-pro/
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FIGURE 4.1: Multiple Kinects setup
.
4.2.1 Calibration
A calibration process has to be conducted to set up a common coordinate
system for fusing the data between the four Kinects and the Leap Motion. A
checkerboard was used as the world-coordinate origin for the Kinects. The
Leap Motion is attached in the center of the HMD, as recommended by the
official tutorial [72]. The local coordinates of each Kinect was converted to
world coordinates using the checkerboard as a first step, and the calculated
transformation matrix for the world to Vive system for the HMD. The coordi-
nate system transformation pipeline was conducted in the following order:
Kinect→ Checkerboard→ HTC Vive system→ HMD← Leap Motion.
Kinect to Checkerboard
Once a checkerboard in the center of the tracking area was placed, the projec-
tion matrix between each Kinect to the checkerboard was calculated for the
world coordinate origin using the OpenCV SolvePnP function [92] as shown
in Figure 4.2a.
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FIGURE 4.2: Calibration for Kinects and Vive system. a) Kinect
and checkerboard, b) Vive tracker and checkerboard
.
Checkerboard to Vive system
After the relationship between the local coordinate system of each Kinect
to the world coordinate system was required, a Vive tracker was used as a
link between the Kinects and the Vive system. The local Y-axis of the tracker
(as given by Unity) aligns with the index light direction. Since the Vive
tracker is located on a corner of the same checkerboard (see Figure 4.2b), the
checkerboard’s coordinate system was manually configured with the Vive
tracker’s local coordinate system (with 10mm offset in the Z-axis direction).
Camera Offset Correction
Since there is some physical distance between the built-in RGB and depth
cameras in Kinect, an additional calibration to avoid disparity error in the final
results needs to be conducted before calibrating other devices. Otherwise,
there is a clear and visible offset between the skeleton points (see Figure 4.3a).
This offset can impact the final tracking results, such as introducing a posi-
tional shift of the body when the user rotates. Kwon et al. [69] provided a
method to calibrate multiple Kinects with IR cameras, but it showed a lim-
itation when calibrating heterogeneous tracking systems like the Vive and
Kinect. To resolve the problem, the checkerboard-based calibration method
was kept for the different types of coordinate systems. Figure 4.3b shows the
results obtained after calibration.
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To eliminate possible effects from other offsets, an additional calibration
procedure was implemented. The participant was asked to stand in the center
of the tracking area while facing Kinect 1. Then calibration matrices for
Kinects 2, 3, and 4 based on Kinect 1 were calculated using three vertical joint
positions on the torso of the user. Afterward, the joints were well aligned (see
Figure 4.3b). Once the skeleton data was calibrated, the transformation matrix
between the fused skeleton and the Vive coordinate system was calculated
in the same way using the checkerboard to make the head transform from
multiple Kinects consistent with the HMD.
FIGURE 4.3: Additional calibration for the camera offset. a)
Before additional calibration, b) After additional calibration. No-
tice the large number of cubes visible at the top (where the head
would be) on the left, and the much smaller distance between
them on the right, after additional calibration.
To stabilize the skeleton data of each Kinect, double exponential smooth-
ing [60] was used recommended by Microsoft for jitter reduction and smooth-
ing before sending the data to the server machine.
4.2.2 Refining Facing Direction
A stable facing direction is necessary to be able to provide a correct perspective
for the user. 21 joint cubes were used to represent the user’s skeleton and
added a purple line that comes from the mid spine to indicate the facing
direction (see Figure 4.4a). In Chapter 3, the facing direction was calculated
when the tracking data needed to be processed every frame. The Left-Right
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Swap (LRS) method was used, where a weighting factor was applied to
each Kinect. The weighting factor calculation will be discussed later on data
fusion. However, in Chapter 3, the facing direction sometimes suddenly flip
in the opposite direction when the user rapidly rotated in the tracking area,
as shown in Figure 4.4b. This swapping could affect the data fusion, as it
determines when to invoke the LRS function, and controlling the avatar could
be a problem due to the torso direction being pointed opposite to the head
and limbs.
FIGURE 4.4: Two facing direction situations. a) Correct facing
direction, b) Reversed facing direction
To address this problem, the direction of the HMD was used as a reference.
As all the local coordinate systems from the heterogeneous devices (Kinect,
Leap Motion, Vive) are calibrated using the same world coordinate system,
the facing direction can be adjusted by combining the direction values from
the HMD and multiple Kinects.
4.2.3 Data Fusion
The camera weighting approach plays an important role in data fusion, as
it determines the data ratio that is coming from connected devices. The
previous camera weighting method in Chapter 3 was used for the data fusion.
However, It was found that jitter issues occasionally happened when the user
lifted an arm while turning around, especially when the user faced specific
directions. In order to identify the source of the jitter, several users were asked
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to stand in the central tracking area and spin around. The skeleton from a
third-person perspective was observed while the user saw if their action was
synchronized or not from the first-person perspective. The results showed
that the tracking quality was worse when the user was facing in a direction
half-way between two Kinects. According to the previous data fusion method,
the camera weighting for Kinect 1, 2, 3, and 4 was the same, although the
tracking state for each joint was different. This meant that any bad tracking
data would impact the overall fusion quality.
To explore the tracking quality from different angles, a test was imple-
mented comparing a Kinect with three Vive trackers placed on the left shoul-
der, elbow, and wrist, respectively. As the Vive trackers and the Kinect were
in the same coordinate system, the virtual representations of the Vive trackers
were positioned close to a relevant joint of the fused Kinect skeleton. Four
sets of data were collected when a user turned around in front of the Kinect
with four angles 0, 90, 180, and 270 degree. This corresponds to the front view,
the left (good side) view, the rear view, and the right (bad side) view of the
user, respectively, with respect to the position of the Kinect. The users were
asked to perform two movements, where the first movement involved the
user lifting their left arm so that it was straight and aimed to the front while
flapping vertically. The second movement involved the user lifting their left
arm so that it was straight and aimed to the left while flapping vertically. The
purpose was to observe the quality of the tracking state of different body parts
under different occlusion conditions. Euclidean distance was used to calculate
the difference between the relevant joints for data analysis of Vive trackers
and Kinect, as detailed in Figure 4.5.
The Euclidean error was negligible when the user faced the Kinect (the
front view) and was still small even when the user turned 90 degrees (the
"good" side view) shown in Figure 4.5a. The worst condition was at 270
degrees (the "bad" side view), which fully occluded the left arms. Here, the
Kinect could no longer recognize the front or backside of the user. Therefore,
when the user turned 180 degrees (back view), the quality of the tracking was
still good as the Kinect speculated the data was coming from the front side.
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FIGURE 4.5: Tracking error comparison from one Kinect and
Vive trackers. a) Arm lifted to the side, b) Arm lifted forward
The error in Figure 4.5b was different compared to Figure 4.5a, because the
elbow and wrist were occluded by the shoulder joint when the user’s back
faced towards the Kinect. These results demonstrate that the central issue is
occlusion, and any view where the tracking target, such as an arm, is occluded
will likely be problematic and lead to unreliable tracking data.
Therefore, camera weighting for each Kinect needed to be reconsidered,
especially when the user’s good side was facing the Kinect. It is not reasonable
to apply the same weighting to all the data from one Kinect as some body
parts may be occluded, while others remain visible.
Weighting Factors for Improving Data Fusion
Two options for camera weight calculations are proposed for the “bad” track-
ing direction: 1) calculate camera weight distribution based on the different
body parts, 2) reduce the weights from the back cameras to make the “good”
tracking device (the front view) have a greater contribution. Two methods are
presented below.
Method 1: Sub-region Weight Calculation (SWC)
The body of the user can be divided into three parts: left, right, and torso. The
weights are different for arms and legs when the user is moving around in the
tracking area, as shown in Figure 4.6.
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• Torso: The torso is the middle section of the user, which includes the
head, neck, the middle shoulder, the middle of the spine, and the spine
base joint. The weighting factors in this section are decided by the
previous method, which gives the highest weights to the front and back
Kinects, and the lowest weights to the side Kinects.
• Arms: Other body parts can occlude the arms while the user freely
moves around with a range of postures and gestures such as stretching,
flapping, and bending the arms. Therefore, different situations (arms
and legs occlusion situations as Figure 4.6) should be considered to
assign the weight factors to joints such as the shoulders, elbows, and
wrists.
• Legs: The weight calculations for the legs are done the same way as
the arms, but using the facing direction instead of the body vector (a
vector between two joints). The reason is that one leg is more likely to
be occluded by the hips and the other leg when tracking using Kinects
from the rear side. Therefore, it is reasonable to give higher weights to
the front-side Kinects than the rear Kinects. The weighting curve for the
arms and legs can be seen in Figure 4.8a
FIGURE 4.6: Method 1: Arm and leg weight calculations for each
Kinect (right arm facing Kinect 2). a) Arm weight calculation, b)
Leg weight calculation
Right arm was used as an example to test out the weight calculations. The
right side of the user in Figure 4.6a is facing Kinect 2 and the data coming
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from Kinect 4 should be allocated a lower weight for the right arm as the
left body part occludes the right part. The camera weight from Kinects 1,
2, and 3 for right arm fusion should be the main data source as it is clearly
visible from them. The weight calculation is defined by Equation (4.1), where
λ represents the angle between the body vector (right and left shoulder pair)
and the camera direction:
weighting =
 1, −110◦ ≤ λ ≤ 110◦e 100−|λ|40 , 110◦ ≤ |λ| ≤ 180◦ (4.1)
Method 2: Improved Adaptive Weight Calculation (Improved AWC)
This method improved the weighting for each Kinect when the user is facing
towards the established problematic direction, as shown in Figure 4.7a (half-
way between two Kinects). According to the method in Chapter 3 (Method 3
in this Chapter), the camera weights were the same when the user faced the
middle section, but the Kinects behind the user might not be in a good tracking
state for the arms and legs. The new method linearly changes the weighting
factors so that those from the backside tend to zero when the user turns 125
to 145 degrees. For example, the weighting for Kinect 3 and 4 decreases to 0
when the user is turned 35 to 55 degrees compared to Kinect 1, and the data
fusion will be dominated by Kinects 1 and 2, as illustrated in Figure 4.7b.
FIGURE 4.7: Method 2: Arm and leg weight calculations for
each Kinect. a) The “bad” tracking direction, b) Camera weight
calculation
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The weight calculations were defined by Equation 4.1 according to the
angle between the facing direction and the camera direction. The weight was





, 135◦ ≤ |λ| ≤ 180◦
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(4.2)
FIGURE 4.8: Weighting curve for each Kinect. a) Method 1:
Sub-region weight calculation, b) Method 2: Improved adaptive
weight calculation
Method 3: Adaptive weight calculation (AWC)
For the evaluation performed in section 4.3, the adaptive weight calculation
(AWC) from the previous work in Chapter 3 will be used as a reference. This
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Position Data Fusion The position fusion method was verified in Chapter 3,
which performed the best among three fusion algorithms. This method was










, j ∈ {0, 1, ..., 24} (4.4)




i are the position and
tracking state of the jth joint from the ith Kinect, and wi is the weight for the
ith Kinect.
Rotation Data Fusion
The rotation data from each Kinect represents how the joints of the user rotate
relative to the camera, which is important when controlling an avatar. In
general, there are two ways to implement avatar control. One is based on
positions to calculate the bone rotation between two joints. The other uses
the rotation data from the Kinect device. Therefore, the rotation data from
multiple Kinects still needs to be considered for avatar control. The fusion
procedure is as follows:
(1) Calculate weights for each quaternion from the relevant Kinect
w1 = λ1 · cw1, w2 = λ2 · cw2, w3 = λ3 · cw3, w4 = λ4 · cw4;
λi is the joint tracking state and cwi is camera weight from each Kinect.









if q1 · q2 < 0 (The rotation of q1 and q2 are opposite) then
q1 ← −q1;
q1−2 ← slerp(q2, q1, i1);
else
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q1−2 ← slerp(q2, q1, i1);
end if
if q1 · q3 < 0 then
q1−2 ← −q1−2;
q2−3 ← slerp(q1−2, q3, i2);
else
q2−3 ← slerp(q1−2, q3, i2);
end if
if q2−3 · q4 < 0 then
q2−3 ← −q2−3;
qfinal ← slerp(q2−3, q4, i3);
else
qfinal ← slerp(q2−3, q4, i3);
end if
qi is the quaternion from ith Kinect and qi−j is the quaternion from the ith Kinect to
the jth Kinect.
4.3 Evaluation
In this section, an evaluation of the tracking quality and the errors (measured
by the standard deviation) of the retrieved data from multiple tracking devices
for avatar skeleton rigging in VR are presented. The evaluation targets the
following three parts: facing-direction adjustment, camera-weighting method,
and rotation-fusion procedure.
4.3.1 Facing-direction Adjustment
To verify the success of the facing direction stabilization, the proposed method
was compared to the prior method in Chapter 3, where the participants were
asked to rotate rapidly. Participant’s facing direction were represented using
two vectors that come from the Kinect fused data (red) and from the HMD
(blue) (see Figure 4.9). The user stood in the tracking area, and the fused
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skeleton for the user was visualized in VR. The facing direction from the fused
system and the HMD were recorded when the user turned around until the
facing direction line changed to the reverse direction (see Figure 4.4b).
The trajectory of the two vectors was visualized using a polar diagram,
similar to a top-down view (Figure 4.9a). In the previous method, the two
vectors were almost overlaid before the value changed at the 10-second mark,
after which the signals no longer matched. The difference between these two
vectors was calculated and is presented in Figure 4.9b. The graph shows that
the difference curve (grey) stayed around 0 degrees before the 10-second mark.
The value then changed to 180 degrees after 10 seconds, which proves that
the facing direction swapped.
The HMD variation curve in Figure 4.9b was smoother than the data from
the Kinect, which means that more samples were taken at the same time by
the Vive system compared to the Kinect. Therefore, it is more reliable to adjust
the facing direction by using the HMD when the direction abruptly reverses.
FIGURE 4.9: Comparison between the two facing directions
during a fast rotation (using the previous method from [138].
a) The polar diagram of the facing direction, b) The difference
between the calculated facing direction and the HMD direction
In the second test, the updated method was used to calculate the facing
direction. The data acquired was recorded using the same method as with the
previous approach. In Figure 4.10a, the facing direction reversed twice during
the recording, and the value was corrected by the HMD direction immediately,
which can be seen from the trajectory. The timestamps in Figure 4.10b show
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the abrupt changes, and the difference between the two vectors is -90 to 90.
The user may have turned their head while rotating during the process, which
can cause the vector difference. Therefore, it is concluded that the new facing
direction calculations are significantly more stable than the previous approach.
FIGURE 4.10: Comparison between the two facing directions
during a fast rotation(using my proposed method). a) The polar
diagram of the facing direction, b) The difference between the
calculated facing direction and the HMD direction
4.3.2 Camera-weight Comparison
The forearm of a user may sometimes be incorrectly lifted when the user
lifts their other arm and faces in a specific direction with the current camera-
weighting method. To test how well the new camera-weighting methods can
solve these issues, the data was collected from eight angles using the three
camera-weighting distribution methods: (1) SWC, (2) Improved AWC, and (3)
AWC.
Two experimental comparisons were made: (1) lift the right arm and
measure the data from the left arm while stationary as in Figure 4.11, and
(2) lift the right arm and flap it vertically. Data were collected both from
three Vive trackers (used as a reference) placed on the left shoulder, the elbow,
and the wrist, along with the fused data from the three camera-weighting
methods.
4.3. Evaluation 57
FIGURE 4.11: Three skeletons with the three camera weighting
methods for an arm lift
In Figure 4.11, we can see three skeletons, one for each camera-weighting
method, where the colors represent BLUE for AWC, YELLOW for SWC and
RED for the Improved AWC. In the skeleton image in Figure 4.11, the left arm
of the user did not coincide with the green spheres which represent the data
from the Vive trackers placed on the left arm. From Figures 4.12a and 4.12b, it
can be seen in the Improved AWC case that the error between the left wrist
and the tracker was low in directions 1, 3, 5 and 7. This is because the user
was directly facing one of the Kinects. However, in directions 2, 4, 6, and 8,
as the user was facing half-way between two Kinects, the errors were much
higher.
AWC had, by far, the largest error in these problematic directions. This
supports the claim that, given the equal weighting applied to all Kinect data,
the poor data from one Kinect will negatively impact the data fusion result.
The SWC avoided the problem of using a single weighting factor for all data
from one Kinect by, for example, weighting higher the left body part data
coming from the Kinects on the left. This decreased the error when compared
to AWC, but it still was not sufficient. Looking at Figure 4.7a for instance,
when the user faced half-way between Kinects 1 and 2, the left arm fusion data
mainly came from Kinect 2 and 3, but Kinect 4 may mistakenly recognize the
lifted right arm as the left arm. It would then contribute a high weighting for
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FIGURE 4.12: Error comparison between Vive trackers and the
three camera weighting methods. a) The mean error between
the left wrist and the Vive tracker, b) The mean error between
the left arm and the Vive trackers
the left forearm, which was the reason why the virtual left arm was lifted when
the user lifted the right arm. The Improved AWC approach performed the best
with the lowest error, demonstrating that the special weighting considerations
were successful. The camera weights from the backside Kinects decreased
to 0 linearly when the user faced half-way between the two front Kinects.
Therefore, the risk of bad tracking from the backside Kinects was minimized.
FIGURE 4.13: The difference between the three weighting meth-
ods and the Vive tracker for the wrist for experiment 2
Figure 4.13 describes the difference between the wrist and the relevant Vive
tracker during continuous arm flapping when the user faced in a problematic
direction. The wrist performed the worst as shown in Figures 4.11 and 4.12.
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From the analysis above, it is concluded that the Improved AWC method
increased the data fusion quality, and should, therefore, be preferred.
4.3.3 Rotation-data Fusion
To test the accuracy of the rotation-data fusion, the Vive tracker was attached
on the left elbow of the user and tested the rotational difference between two
relevant joints. To make sure the comparison was between the same axis,
the user was asked to lift and stretch the arm to check the relevant pointing
direction. This shows that the Y-axis from the Kinect elbow and the Z-axis
from the Vive tracker are aligned with each other and point in the same
direction relative to the world coordinate system. The user was asked to
twist the arm, and two states (before and after the twist) were recorded in
Figure 4.14.
It can be seen from Figure 4.14a that the rotation data from the Kinect and
the Vive tracker are centered around 60 and 65 degrees, respectively. The
difference and mean can be seen in Figure 4.14b, which shows that the fused
rotation data had a difference of roughly 5 degrees on average.
FIGURE 4.14: A comparison between the fused Kinect joint and
the Vive tracker for rotation comparison. a) The rotation angle
between the two raw data streams, b) The rotation difference
and mean
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4.4 Leap Motion and Fused Kinect Integration
For providing an articulated tracking system including finger movement, a
Leap Motion hand tracker was attached to the front of the HMD. The data was
fused from multiple Kinects. Hand tracking from a Kinect is not sufficient, as
it jitters significantly, even when the user faces the camera. Though the thumb,
hand tip, and hand open state data can be retrieved from the Kinect, this is not
fine-grained enough to be applied to an avatar or used for interaction in VR.
Instead of using hand and wrist data from the Kinect, Leap Motion data can
be integrated with the fused skeleton to support rich hand gestures and finger
movement. The Leap Motion coordinate system was aligned with the Vive
coordinate system as described above. Once the Leap Motion was calibrated
with the HMD and multiple Kinects, all the data are fused and visualized in
Unity as shown in Figure 4.15a.
Although the hand tracking by Leap Motion is better than that from the
Kinect, the tracking range and angle are quite small (60cm above the controller,
by 60cm wide on each side, by 60cm deep5) due to hardware restrictions.
Therefore, the user must put their hands in front of the HMD to position
them in the tracking area. To make it work well in the fused system, the data
was automatically substituted within the fused skeleton system. The hand,
finger, and wrist data come from the Leap Motion when the hands are in its
tracking area. Otherwise, the data is used from the fused Kinects, as shown in
Figure 4.15b.
4.5 Conclusions and Future Work
In this chapter, a set-up using multiple Kinects is introduced for robust and
accurate full-body 3D skeleton tracking together with Leap Motion integration
into a Vive system for VR. A calibration method was suggested to synchronize
heterogeneous devices easily using a traditional checkerboard marker. New
camera weighting methods were proposed and compared with the previous
5http://blog.leapmotion.com/hardware-to-software-how-does-the-leap-motion-
controller-work/
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FIGURE 4.15: Integration of the fused Kinects and the Leap
Motion. a) Full body with hand tracking from the fused Kinects
and Leap Motion, b) Different data sources for left and right
hand tracking
approaches. The results showed that the improved AWC method proposed in
this chapter could tackle several tracking issues. The results of the rotation
fusion tests show that the system has good accuracy compared to the Vive
tracker. The Leap Motion data was integrated with the fused skeleton system,
supporting hand gestures in VR interaction scenarios. In the next chapter, I
will introduce the avatar control system and answer the question: How and to
what extent can the integration of multiple depth sensors of the avatar control




The Effect of Avatar Expressiveness
on Communication in VR
Fully-tracked avatars with rich hand gestures in VR are required for good com-
munication, especially in social scenarios. In this chapter, I focus on increasing
the behavioral fidelity of a participant’s virtual body representation. To inves-
tigate the impact of a full-body avatar control system with hand gestures, I
compared it against a controller-based avatar system (partial-body tracking
with limited hand gestures). A VR interview simulation was designed for a
single user to measure the effects on presence, virtual body ownership, work-
load, usability, and perceived self-performance. Specifically, the interview
process was recorded in VR, together with all the verbal and non-verbal cues.
Subjects then took a third-person view to evaluate their previous performance.
The results show that the full-articulated avatar control system increased
virtual body ownership and also improved the user experience. Besides, users
rated their non-verbal behavior performance higher in the full-body avatar
system. This work was presented as a full paper [139] in the 25th ACM Sym-
posium on Virtual Reality Software and Technology (VRST 2019), which was
held in Sydney, Australia, from November 12-15, 2019.
5.1 Introduction
At present, there are many different solutions for providing embodied virtual
experiences. The avatar control mode may impact the user’s performance,
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body ownership, or social behavior in multi-user social scenarios, which led
me to explore how different methods for controlling an embodied avatar to
support communication.
To understand whether different levels of articulation of a virtual avatar
impact communication behavior, the avatar control system described in Chap-
ter 4 was used to provide full-body and hand tracking. To minimize the
number of wearable devices while providing sufficient tracking quality, the
data was fused from multiple commercial tracking sensors from four opposite
directions around the user. the data was used to control a virtual avatar, re-
moving the need to wear any sensors. To explore the effects of different avatar
control strategies in terms of presence, virtual body ownership, workload,
usability, and communication performance in VR, a virtual interview experi-
ment was implemented between depth-sensor-based and a controller-based
avatar control approaches.
The the subjects used both systems in a mock interview process. To assess
and improve the self-evaluation experience, I went through a review session,
and the user could review their previous performance in VR from a third-
person point of view. The remainder of the chapter describes the approach in
detail.
5.2 Methods
An avatar control system was built based on the work in chapter 4. The
user can move freely with full-body (21 joints, including the torso, arms, and
legs) and hand gesture tracking (19 joints with pointing, grasp, and pinch).
A study was designed to evaluate the effects on communication behavior
between the two experimental conditions: (1) A motion-capture tracked avatar,
providing an embodied representation of the user with full-body and hand-
gesture tracking, and (2) Controller-based avatar control system, using the
tracked HMD and controllers to get an embodied representation with upper-
body tracking and a single pointing gesture. Both conditions included a
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shared workplace with a virtual interviewer. More details can be found in
Section 5.2.3.
FIGURE 5.1: Setup for the depth-sensor-based avatar control
system. Four Kinects tracked the user’s body and Leap Motion
tracked hands in real-time.
5.2.1 System Overview
Hardware Overview
The tracking system described in Chapter 4 was installed around a 3.2m
x 3.2m square tracking area. The Kinects were adjusted to 1.2m above the
floor to avoid infrared radiation interference between the Kinects and the
HMD. Each Kinect was driven by a client machine, which was an Intel NUC
(Intel Core i5-8259U at 2.3 GHz, 8GB RAM, and Iris* Plus Graphics 655). An
HTC Vive Pro with two second-generation Lighthouse sensors was driven
by a server machine, which was a Windows 10 desktop computer (Intel Core
i7-7700K at 4.2 GHz, 32GB RAM, and NVIDIA GeForce 1080Ti). A Leap
Motion sensor was attached to the front of the HMD with a USB cable to the
server. All four client machines and the server machine were connected to a
Gigabit Switch (NETGEAR GS110MX) through Ethernet cables for network
data transmission.
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Software Overview
Development Tools: The software was developed using the Unity game en-
gine version 2017.1.1f1 [125] with SteamVR for Unity [25], and Leap Motion
plugin for Unity (Core 4.4.0) [74]. The skeleton data from each Kinect was
wrapped as an Open Sound Control (OSC) message and transmitted through
the network. The UniOSC plugin [130] was used to handle the OSC messages
received on the server machine.
Virtual Avatar Representation: Since the sense of ownership can be induced
even using a body part that is not your own [17] and my goal is not related
to the personalized appearance of the avatar, three generic avatar models
were created using MakeHuman software [76] in this study. Two avatars were
designed for participants with standard body size, and different heights [22]
for female (1.65m) and male (1.77m) characters. As the user study is a mock
virtual interview, the virtual interviewer was customized with a similar ap-
pearance and body size as the lab lead. To avoid any expected confounds from
facial expressions since I used an interview scenario, plausible expressions
were developed, including mouth movement, eye movement, and blinking
for both conditions. Blender 2.79b [14] was used to add blend shapes on the
avatars and used the SALSA plugin for Unity [122] to customize three sets
of blend shapes to represent the open mouths as small, medium, or large in
shape, which were triggered by the loudness of the microphone input. The
eye-gaze direction was the same as the head orientation of the HMD, and the
virtual avatar performed random eye blinking. The skeleton was droven in
Unity using all these procedures, including the tracking system. The partic-
ipants had different heights and body sizes. An additional calibration step
was carried out to apply the predefined character to each participant. The par-
ticipants were asked to stand still and make a "T-pose" before the experiment.
Their height and arm lengths were measured and used to auto-scale the size
of the virtual character
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Bandwidth and latency
Four client machines continuously streamed the serialized body-frame data
to the server machine at a rate of 1.5Mbps over Ethernet. There were three
sources of system latency: (1) Data pre-processing on the client machine. It
took less than 1ms for the client machine to serialize the body-frame data into
an OSC message before sending it to the network once the Kinect detected the
user in the tracking area. (2) Data transmission in the network. It took less
than 1ms for message transmission. (3) OSC message handling and avatar
control rendering in the Unity game engine. The UniOSC plugin was used to
process the OSC messages received on the server machine and to deserialize
the data for the fusion. As this plugin relies on the game engine, it took up to
30ms from data receipt and fusion to avatar rendering. Therefore, the latency
of the system is less than 32ms in the worst case.
5.2.2 Participants
25 participants (13 male, 12 female) were recruited from University of Canter-
bury through advertisements posted on campus and University social media
platforms. They were aged 18-35 (M = 26.2, SD = 4.5). Participants were asked
about their familiarity with VR using a 5-point Likert scale, from 1 (never), 3 (a
few times a month), to 5 (daily use). The participants generally had moderate
experience for using VR (M = 2.56, SD = 1.19). The frequency of Social VR
platform use was never (72%), a few times a year (20%), a few times a week
(4%), and daily (4%). From the demographic information, most participants
had VR experience, but only 28% of subjects had tried social VR applications
before.
5.2.3 Study Design
A 1x2 within-subjects design was used with an interview scenario in a vir-
tual office. For each experiment condition, the participants experienced two
sessions: an interview session and a review session. In the interview session,
68 Chapter 5. The Effect of Avatar Expressiveness on Communication in VR
two specific tasks were provided. After the interview session with a virtual
interviewer, the participant watched their recorded interview from the third
person perspective for self-evaluation purposes in the second (review) session.
The condition order was randomized using Research Randomizer [131] to
avoid ordering effects.
Conditions
The Controller-based Avatar Control System (CB-ACS) - In this condition,
the virtual character was driven by tracking the HMD and two controllers.
The Final IK for Unity [98] plugin was used to calculate and estimate the
positions and rotations of the joints of the body, excluding the head, and left
and right hands. In this case, the virtual hands and arms moved when the
participant moved the controllers. The two legs of the virtual character moved
automatically when the translation of the HMD changed, and the step width
was adjustable. As there was no finger tracking in this condition, a pointing
gesture was made when the participant pulled the trigger button.
The Depth-sensor-based Avatar Control System (DSB-ACS) - In this con-
dition, the motion tracking data came from the Kinect+Leap Motion system
described above ( Chapter 4). All tracked joint data was fed into Unity for
avatar control. The Leap Motion has a limited field of view (60cm vertical x
60cm horizontal x 60cm deep) [23]. Therefore, the data for the elbows, wrists,
and hands switched to the Kinect sensors whenever the hands were outside
of the Leap Motion tracking area.
Two sessions in this experiment
First session: Be an interviewee - The effect of the avatar control approach
on the user’s behavior can depend upon the interview questions and tasks
that the participant needs to accomplish. All the interview questions and the
two tasks were carefully designed to make sure that the participant could
employ the body postures and hand gestures naturally and intuitively.
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Task 1: Answering interview questions The participant needed to answer
a set of interview questions from a virtual interviewer. The tested and used
interview questions by Villani et al. [132, 133] were adopted. For each condi-
tion, three questions were adopted from the question sets. The time for each
answer was two minutes. A “stop” animation and relevant audio were used to
remind the user to stop and answer the next question. Two interview question
sets were prepared, and one was chosen at random for a given participant:
• Set 1: What is your greatest weakness? Where do you see yourself in
five years? Tell me about a time when you used your skills of persuasion
to convince someone of your ideas.
• Set 2: How will your greatest strength help you perform? What are your
expectations and goals? Let us talk about your personality. What are
three adjectives that best describe you?
Task 2: Route-planning Task After the interview questions, the participant
was asked to complete a route-planning task by giving directions to the
interviewer while referring to a virtual map present in VR. The map was
shown on a “TV screen” placed on a nearby cabinet. The participant had to
take a few steps to get close to the TV screen. The height of the TV top to the
floor was around 1.7m. In the task, the participant had to describe a path from
a given starting point (red circle) to an endpoint (blue circle) as Figure 5.2.
I expected participants would use many social cues, such as finger or hand
gestures, and body postures to confirm things with the virtual interviewer.
The non-verbal behavior of participants, such as body movements, hand
gestures, mouth movements, and eye blinking data, was recorded at ten
frames per second. This parameter could be set at a higher level, but it
consumes CPU and RAM resources, which can slow the system when storing
frame data of the avatar animations. The verbal-behavior audio was recorded
at a 44.1kHz sample rate to guarantee high quality in the review session. All
the interview questions and instruction audio was recorded in advance, as
well as relevant animations by a native speaker. In the interview session,
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FIGURE 5.2: The maps in the route planning task
the participant faced the virtual interviewer, and related animations were
triggered manually by a researcher pressing specific keys on the keyboard.
The session for the whole process was recorded automatically in Unity. Then
the recorded timeline was used for playback in the review session.
Second session: Review interview from third-person perspective - In this
session, the participants watched their interview process through an HMD.
They could walk and turn around in this session to review the interview
from a third-person view. The whole procedure was replayed automatically
according to the recorded timeline. The participants were asked to focus
on the verbal and nonverbal behavior of themselves for the questionnaire
administered afterwards.
Hypotheses
I expected better avatar control and reduced encumbrance for holding the
controller from the system. Based on these expectation, and previous related
work in the field, several hypotheses were formulated.
• H1: Depth-sensor-based avatar control will provide participants with a
deeper sense of presence compared to controller-based avatar control.
• H2: Participants will feel lower mental workload when using depth-
sensor-based avatar control compared to controller-based avatar control.
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FIGURE 5.3: The virtual interview experiment in Controller-
based avatar control condition with first-person view (FPV),
third-person view (TPV), and real-world view (RWV): a) Task 1:
Answer the questions, b) Task 2: Route planning task
• H3: Using the depth-sensor-based avatar control system will result in
a higher sense of body ownership and agency compared to controller-
based avatar control.
• H4: Depth-sensor-based avatar control will provide participants with a
better user experience during virtual social communication compared
to controller-based avatar control.
• H5: Participants will have better self-rated performance in terms of
communication behavior by using depth-sensor-based avatar control
compared to controller-based avatar control.
• H6: Participants will prefer to use depth-sensor-based avatar control
over controller-based avatar control.
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FIGURE 5.4: The virtual interview experiment in Depth-sensor-
based avatar control condition with first-person view (FPV),
third-person view (TPV), and real-world view (RWV): a) Task 1:
Answer the questions, b) Task 2: Route planning task
5.2.4 Measures
Data were collected in two ways. Most subjective questionnaires were filled
out after the interview session, which used a first-person perspective. As the
participant could move around during the review session in the virtual envi-
ronment from a third-person point of view, the self-evaluation questionnaire
was filled out after the review session.
First-person Perspective
Dependent variables such as the sense of presence were assessed using the
Igroup Presence Questionnaire (IPQ) [109], and the sense of body ownership
and agency were measured using a questionnaire about avatar embodiment
[47]. As there is a route planning task, the workload was assessed using NASA
TLX [50]. The System Usability Scale (SUS) [19] was adapted to compare the
usability of the two avatar control methods.
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Third-person Perspective
To verify H5, participants answered the following custom questions and
scored themselves (0-100) in terms of verbal and non-verbal behavior after the
review session.
"Think about what you saw when you watched the replay of your interview."
• (1) How realistic was your non-verbal behavior: body posture and hand ges-
tures?
• (2) How realistic was your verbal behavior?
User Preference
Finally, a set of post-experiment questions were created for comparison be-
tween depth-sensor-based and controller-based avatar control methods in
terms of ease of use and preference.
5.2.5 Procedure
After the introduction of the experiment, the participant signed the consent
form and filled out the demographic survey on a laptop. The researcher ex-
plained how to use the devices involved in the study, helped the participant
put on the HMD, and asked them to familiarize themselves with the con-
trollers or hand tracking devices. The participants were asked to walk around
to practice how to control the virtual avatar in the two conditions. They
then spent one minute looking around the virtual environment to familiarize
themselves with the furniture and layout. This was done to reduce the risk of
distraction during the experimental tasks.
Participants were then positioned in the center of the tracking area and
asked to start Condition one, Session one from the first-person point of view.
The whole process was recorded and stored as animations. The audio from
the participant was also recorded from the built-in microphone of Vive Pro.
After the first session, the participant was asked to fill out several surveys
on the laptop. In the next session (Condition one, Session two), the virtual
camera in the scene changed to a position near the virtual interviewer. The
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animations and audio were loaded for replay, and the participant watched the
previous interview in VR from a third-person point of view. A self-evaluation
survey was filled out by the participant after the replay session. The process
was repeated for the second condition.
After the second condition, participants were given one additional survey
to gather information about their preference and ease of use of the avatar con-
trol schemes. The researcher then performed an experimental debrief with the
participant and encouraged them to write comments about the two systems,
discuss their survey answers, and talk about their general impressions of the
two conditions.
5.3 Results
In this section, the results of the effects of the depth-sensor-based and controller-
based avatar control approaches are provided. For the analysis, 25 participant
data sets were used. As I described in the user study section, the study was
implemented as a 1x2 within-subjects design. Paired samples t-test was used
to analyze subjective measures for presence, virtual body ownership illusion
(VBOI), agency, workload, usability, and self-evaluation. For significance
testing, a confidence value of α = 0.05 was used.
5.3.1 First-person Perspective
Presence and Workload
Presence was measured from the IPQ with four components: General Presence
(GP) (t(24) = 0.558, p = 0.582), Spatial Presence (SP) (t(24) = 1.785, p =
0.087), Involvement (INV) (t(24) = 1.894, p = 0.07), and Realism (REAL)
(t(24) = 1.272, p = 0.215), and the overall workload (t(24) = 1.361, p = 0.186)
was measured from NASA TLX. From the results presented in Table 5.1
and Figure 5.5a, 5.6a, we can see that there were no significant differences
(p>0.05) between the depth-sensor-based and controller-based avatar control
approaches.
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TABLE 5.1: Statistical results for Presence and Workload
Presence Workload
GP SP INV REAL
t-test p=0.582 p=0.087 p=0.070 p=0.215 p=0.186
CB-ACS (M,SD) (4.4, 0.9) (4.2, 1.0) (3.7, 1.1) (2.9, 1.0) (42.7, 13.5)
DSB-ACS (M,SD) (4.5, 1.1) (4.5, 0.7) (4.1, 1.0) (3.2, 0.7) (46.0, 12.7)
FIGURE 5.5: Presence, VBOI, and Agency
Virtual Body Ownership Illusion, Agency, and System Usability
The VBOI and sense of agency were measured from the avatar embodiment
questionnaire. As there was no mirror placed in the virtual environment, Q4
("I felt as if the virtual I saw when looking in the mirror was my own ")
and Q5 ("I felt as if the virtual I saw when looking at myself in the mirror
was another person") were removed. System usability was measured using
the SUS. From Table 5.2 and Figure 5.5b, it is clear that there was a signifi-
cant difference (p<0.05) between the depth-sensor-based and controller-based
avatar control approaches in terms of VBOI (t(24) = 3.385, p = 0.002), agency
(t(24) = 3.748, p = 0.0009), and usability (t(24) = 3.313, p = 0.0029).
TABLE 5.2: Statistical results for VBOI, Agency, Usability, and
Performance. Bold indicates statistical significance.
VBOI Agency Usability Performance
NVC VC
t-test p=0.002 p=0.0009 p=0.0029 p=0.008 p=0.37
CB-ACS (M,SD) (1.2, 4.0) (3.0, 3.2) (64.1, 16.2) (52.1, 23.7) (68.6, 23.6)
DSB-ACS (M,SD) (3.8, 2.1) (5.4, 1.6) (74.0, 10.6) (66.9, 14.5) (72, 18.6)
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FIGURE 5.6: Usability, Workload and performance
5.3.2 Third-person Perspective
Self-evaluation
From the results in Table 5.2 and Figure 5.6, we observe an interesting outcome.
There was a significant difference (p<0.05) between the two avatar control
approaches in the interview review session in terms of non-verbal behavior
(t(24) = 2.878, p = 0.008). This indicates that participants preferred realistic
body posture and hand gestures while talking in the communicative scenario
to improve their performance. However, there was no significant difference
(p>0.05) between these two conditions for verbal behavior (t(24) = 0.9, p =
0.37), because the method used to control mouth movements was the same in
both approaches.
5.3.3 User Preference
The subjective opinions about ease of use and system preference can be found
in Figure 5.7. The results show that 76% of participants thought it was easier
to use a depth-sensor-based avatar control approach. Furthermore, about 84%
of participants preferred to use depth-sensor-based avatar control.
Participants also gave some comments about the overall experience.
• "Depth-sensor-based avatar control is more realistic for mapping my hands in
the virtual environment"
• "I believe that the depth-sensor-based avatar control system is comparatively
much easier, which can give you much more freedom than the controller-based
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FIGURE 5.7: Usability, Workload and performance
system as you might have the feeling that you are possessing something in your
hands. The use of an object makes you feel that you are not truly connected to
the virtual world"
• "I feel completely immersed in the depth-sensor-based avatar control system"
• "The depth-sensor-based system shows hand movements and finger movements
more realistically and I could move my hands easier in the interview"
• "The posture looked more real in the depth-sensor-based system, and tracking
of arms was better too"
5.4 Discussion
In this experiment, hypotheses H1 and H2 were rejected as there were no
significant differences between the two avatar control systems on the sense
of presence and mental workload. The results were unexpected. I thought
participants might feel a greater presence using Depth-sensor based avatar
control system, as it provided a more natural way for interaction. I did, how-
ever, find support for hypotheses H3 and H4. The subjective questionnaire
responses showed a significant effect that the depth-sensor-based avatar con-
trol approach elicited a higher sense of virtual body ownership illusion and
agency, as well as better usability compared to the controller-based avatar
control system. In support of hypothesis H5, It was found that participants
indicated that they had better performance in the communication scenario
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using the depth-sensor-based avatar control system in terms of non-verbal
behavior cues, but not in terms of verbal performance between these two
systems. Moreover, when asked for a preference, most participants indicated
that they preferred the depth-sensor-based avatar control approach and that
it was easier to use.
Based on these results, I would suggest that VR developers should adopt
methods for full-body tracking that are as expressive as possible. Depth-
sensor-based hand tracking can provide an intuitive way to support gesture-
based interaction, and users do not always understand button or trigger
mappings. The animation recording and reply mode provided a way to make
self-evaluations from a third-person perspective; it is not only more flexible
compared to inviting another person into VR, but also provides an objective
way to review performance compared to facing a virtual mirror, especially for
training and single-user communication simulation systems.
5.4.1 Limitations
In this user study, I found some technical limitations. First, the hand-tracking
data sometimes switched between the fused Kinect system and the Leap Mo-
tion system, and there was no finger data when the participants moved their
hands outside the tracked area of the Leap Motion. Some participants noticed
a slight hand pose change between the tracking boundaries in the interview
review part. I believe that the subtle pose change did not have an impact
on the experiment since only three participants reported it. Second, the first
two participants reported body penetration effects while they reviewed their
virtual interviews. The arms slightly penetrated the body, which was because
the participants were nervous during the interview, and put their arms too
close to their bodies. This occlusion issue can cause bad recognition from
Kinect sensors. Therefore, participants were asked to be relaxed and to keep
some space between their arms and bodies. These two cases only happened
during the interview question part, and there was no such issue during the
route-planning task. I do not think there was any impact on the results since
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there were no similar problems reported by the rest of the participants. In
this user study, there may be confounding between tracking performance and
hands-free interaction. The system can provide realistic and natural hand
interaction. Maybe this advantage outperformed the controller-based avatar
control system because of the tracking performance. In a future user study, we
should consider changing the tracking performance and compare the different
levels of hands-free interaction.
5.5 Conclusions and Future Work
In this chapter, the effects of a depth-sensor-based avatar control approach on
presence, virtual body ownership, mental workload, usability, and communi-
cation behavior were investigated. An avatar control method was provided
that supports realistic behaviors based on data from multiple depth sensors
(multiple Kinects and a Leap Motion). The fully-tracked body and hand-
gesture avatar control system was compared to a controller-based IK system
as a baseline condition. I found significantly higher virtual body ownership
illusion and usability as well as better non-verbal communication perfor-
mance by participants in the depth-sensor-based experience compared to the
controller-based experience.
However, the limitation of a single Leap Motion was found in this system.
In order to address the problem, the development and impact of a multi-Leap-
Motion-Controller system will be introduced for providing an extensive and




Robust Hands Tracking with
Enlarged Tracking Area
The Leap Motion Controller (LMC) is a widely-used 3D user-interface device
for hand tracking applications, and is also widely used in VR applications.
A LMC was integrated in the body tracking system described in Chapters 4
and 5. However, the tracking area of a single LMC is not sufficient to cover
the complete range of hand motions, which can cause inconvenience and
unnatural behavior of bare-hand interaction in a collaborative virtual envi-
ronment. In this chapter, fusing the data from multiple LMCs is proposed
to enlarge the tracking area. The configuration of the five-LMC system used
on an Oculus Rift S was firstly described. Then, the shared-view calibration
method based on the Least-squares fitting algorithm was discussed. To avoid
incorrect tracking data from a single LMC interfering with the fusion result,
a multi-LMC fusion algorithm based on two-level data evaluation was pro-
posed, which consists of a prediction-based and a position-based evaluation
method. Based on the evaluation result, the data was combined from multiple
LMCs using a Kalman Filter sensor fusion approach. The system experiment
shows that my system can enlarge the hands tracking range to 202.16 degrees
horizontally and 164.43 degrees vertically. Then the system performance and
the tracking stability was discussed, even in the presence of outliers. The
contribution of this chapter is to provide a detailed guide for designing an
enlarged hand-tracking system using sensor fusion. This work was submitted
as a full paper in the IEEE Sensors Journal.
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6.1 Introduction
In Chapter 5, it was found that using a marker-less body tracking system
with hand gestures showed better usability than hand-held controllers, which
negatively interfered with natural body movements. Proposed solutions from
the research literature include the use of multiple depth cameras [138] for
more-accurate gross motor tracking, the use of short-range cameras such as the
LMC for fine motor tracking of the hands and fingers [96], and a combination
of both [140]. However, the narrow field of the tracking area was a problem,
since the LMC tracks hand movement only in the front area of the user’s head
according to the single LMC settings in VR mode. To perform interaction in
other areas, such as the lateral regions of the body, the user needs to rotate their
head to the interested area and look at the hands all the time, which causes
unnatural behavior and inconvenience in collaborative VEs. For example, if
two people shake hands in a virtual environment, they need to stare at their
hands to avoid having the LMC lose track of them, rather than looking at the
face of the other. To solve these issues, multiple LMCs solution was proposed
to extend the hand-tracking area.
The challenge of extending hand tracking by combining data from multiple
LMCs is how to eliminate erroneous tracking data. The tracking accuracy of
the LMC is easily affected by the ambiguity of depth data and perspective
distortion, which cause erroneous tracking results of the wrong hand and/or
inaccurate tracking (Figure 6.1). The LMC SDK has two modes of operation,
Desktop-optimised and HMD-optimised, and the errors often occur when the
tracking environment does not match one of these. However, the tracking
environment of any additional LMCs in the multi-LMC system poorly fits
either of these modes, which will generate incorrect tracking data. Therefore,
the data confidence of additional LMCs should be evaluated before any fusion
process. The confidence parameter provided by the LMC SDK only estimates
the confidence of the gesture recognition, and cannot be used to represent the
reliability of tracking data. To address the problem, Jin et al. [59] fused the
tracking data from two LMCs by evaluating the tracking status of every single
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finger, but their fusion algorithm could not deal with erroneous tracking data.
Hu et al. [55] used a Markov method to fuse the data from five LMCs, but they
did not present the details of their fusion algorithm. Besides, the tracking area
of LMCs in Jin and Hu’s system was fully overlapped with each other, which
did not enlarge the tracking area of the system. Feuchtner et al. [34] provided
a partial solution for tracking hand movement in the front and lower front
of the body from an HMD. However, the details of the calibration were not
presented, and they did not combine data from multiple LMCs. Instead, the
system switched between the two LMCs when the hand passed from one
device’s tracking area to another, keeping only one LMC active. Hence, it
would not be possible, for example, to track two hands in different tracking
areas at the same time. Thus, a data fusion algorithm that can simultaneously
track two hands in the enlarged tracking area is required.
FIGURE 6.1: Examples of erroneous tracking results. a) Wrong-
hand detection due to the ambiguity of depth data. The thumb
of the virtual hand is wrongly aligned with the pinky of the real
hand. b) Inaccurate tracking data due to high distortion at the
edge of the LMC’s tracking field leads to an offset between the
joints of the virtual hand and the real hand.
In this chapter, a comprehensive approach is presented by using multiple
LMCs to enlarge the hand-tracking area for VR applications. The setup of
a five-LMC system used with the Oculus Rift S, and an efficient calibration
method based on the Least-squares fitting (LSF) algorithm were described.
Then a multi-LMC data fusion algorithm was introduced that uses a two-
level method to evaluate the tracking performance of a single LMC and
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combines the data from multiple LMCs based on the evaluation results. The
contributions of this work are:
• An evaluation method of tracking data confidence based on the skeleton
data output by a single LMC.
• A multi-LMC data fusion algorithm that can enlarge the hand track-
ing area by 34% in the horizontal and 37% in the vertical area while
accurately tracking two hands in the enlarged tracking area.
• A prototype that provides a detailed reference for designing an enlarged
hand-tracking system using multi-sensor data fusion in VR.
The Oculus Quest1 has four ultra-wide cameras for large area hands track-
ing. But the software is the beta version, and the link mode is not available
since it was released. It would be better to compare our multi-LMC system
with the Quest for robust and detection range in the near future.
6.2 System
In this section, the hardware and software in this system is described. The
configuration and design of the multi-LMC mount with the design approaches
will be presented.
6.2.1 Hardware
Installing the additional LMCs on the static object around the users [59]
limits the interaction area and increases the calibration difficulty. Attaching
the LMCs on other parts of the body than the head also brings problems
of real-time calibration of the relative position between two LMCs on two
different body parts. Thus, I propose to integrate all LMCs on the HMD
helmet. Figure 6.2 shows the physical configuration. Five LMCs are used in
the system. The central LMC is attached in the middle of HMD for capturing
hand movement data in front of the user. The lateral LMCs at the four corners
1https://www.oculus.com/
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of the HMD provide supplementary tracking in the top-left, top-right, bottom-
left, and bottom-right areas. The lateral LMCs are positioned relative to the
observing coordinate system, whose origin is located at the center of the front
surface of the HMD with the x-axis facing left, the y-axis facing up, and the
z-axis facing forward. According to the maximum position that the human
hand can reach [78], the positioning parameters of the four lateral LMCs
are presented in Table 6.1. The parameters ensure that the tracking area is
large enough to cover the whole hand movement range, while keeping the
overlapping areas to be sufficient for calibration. The error caused by infrared
interference in the configuration is negligible [95].
FIGURE 6.2: Multi-LMC mount on the Oculus Rift S
Due to USB bandwidth limitations, it is not possible to simultaneously
connect five LMCs to a single computer. In the system, the front LMC is
connected to the main workstation (Intel Core i7-7700K at 4.2 GHz, 32GB RAM,
and NVIDIA GeForce 1080Ti), which also drives the Oculus Rift S and the VR
scene in Unity. Four Intel NUC computers (Intel Core i5-8259U at 2.3 GHz,
8GB RAM, and Iris Plus Graphics 655) are deployed for connecting the four
lateral LMCs. The data between the NUCs and the workstation is transmitted
based on the UDP protocol within a local area network through a gigabit
switch (NETGEAR GS110MX). The data-transmission latency between the
NUCs and the main workstation is less than 2ms. The bandwidth requirement
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is 2.4Mb/s for single-hand data and 14.4Mb/s at peak. The rendering rate of
the Unity scene is higher than 30Hz with the setup.
TABLE 6.1: Positions and Rotations of four side leap motion
LMC position Translation (mm) Rotation (degree)
x y z x y z
Top-left 80 50 -60 -35 35 -30
Top-right -80 50 -60 -35 -35 30
Bottom-left 80 -75 -80 30 35 30
Bottom-right -80 -75 -80 30 -35 -30
6.2.2 Software
The primary system is built using Unity version 2019.2.0f1 with the Leap Mo-
tion plugin (Core 4.4.0) [74]. The Point Cloud Library (PCL) [85] version 1.6.0
is used to perform ICP calculations during the calibration process. A hand-
tracking data collection and serialization application were built on the NUCs
based on the Leap Motion SDK (4.0.0) [94]. The data transmission between
the workstation and the NUCs is achieved using the Rug.OSC library [104].
6.3 Method
This section introduces the calibration method and the fusion method used in
my system. The data flow and process are shown in Figure 6.3.
6.3.1 Calibration
The built-in re-calibration function was used to calibrate the intrinsic param-
eters of the individual LMCs in my system. As for extrinsic calibration, an
efficient approach is proposed to calibrate the multi-LMC array with no de-
pendence on external devices. Because the overlapping tracking range of the
LMCs is sufficient for calibration, a shared-view method based on the LSF
algorithm was devised to calibrate multiple LMCs.
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FIGURE 6.3: Multi-LMC data flow chart
The front LMC was set as the reference camera. The input is the hand
trajectories of the specified hand-joint sampled by the reference LMC and the
lateral LMCs in the overlapping tracking area. During sampling, the user
needs to flatten their hands and move the hands randomly in the overlapping
tracking area (left hand in the overlapping area of central, top-left and bottom-
left LMCs, right hand in the overlapping area of central, top-right and bottom-
right LMCs). In order to eliminate the error caused by the sampling latency
between each LMC, the moving speed of hands should be slow (less than
10 millimeters per second according to my experience). Cr was used to
represent the trajectory from the reference LMC, and use Cs, s = 1, 2, 3, 4 to
represent the trajectories from the lateral LMCs. After sampling, two point sets
Pr = {pr|p(i)r ∈ Cr, i = 1 . . . n} and Ps = {ps|p(j)s ∈ Cs, s = 1 . . . 4, j = 1 . . . n}
are generated from Cr and Cs, respectively.
The next step is to calculate the calibration matrix using the LSF algorithm.
The theory of LSF is to find the optimal transformation (consisting of rotation
R and translation t), which minimizes the sum of the distance between the
coordinates of the matching pairs [143]. Rs and ts are used to represent the
transformation parameters of the s-th lateral camera. The objective function
of the LSF algorithm can be represented using Equation 6.1.




‖Rsxi + ts − yi‖2, xi ∈ Ps, yi ∈ Pr (6.1)
in which xi and yi are a pair of corresponding points between Ps and Pr.
Because my method samples the data from the reference camera and the cali-
brating camera simultaneously, the corresponding-point pair in my method is
given by Equation 6.2.




r ), i = 1 . . . n (6.2)





‖Rsp(i)s + ts − p(i)r ‖2 (6.3)
Equation 6.3 can be solved using the singular value decomposition (SVD)
method [4]. In my system, the software automatically ran the SVD solver
from the PCL library to calculate the calibration matrix after the sampling.
According to my pilot test, an experienced user can complete the entire cali-
bration process in 2 minutes. Once calibration is complete, there is no need to
recalibrate unless the LMCs are moved.
6.3.2 Multi-LMC Data Fusion
The main task of my fusion algorithm is to find the most reliable data set,
named candidate group gc, from the raw skeleton data provided by the LMC
SDK. Then, the algorithm combines the data based on the data confidence µ.
A vector µc = {µlc, µrc}T is introduced to ensure the chirality correctness (hand-
edness) of the fused hands. The value of µlc and µrc indicate the confidence of
the left or right chirality expressed by the group of data.
Algorithm Overview
An overview of the steps of my algorithm is shown below.
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• STEP 1: Data Clustering - This step firstly clusters the data from the raw
data set, which contains all the detected hand data from multiple LMCs,
into a group set G = {g1, . . . , gj} according to the palm center position.
The group gj = {h1, . . . , hk} is a collection of tracking data of hand h
from k LMCs. The Euclidean distance between the palm center of hk in
the group gj is within a threshold ε. The calibration error determines the
value of ε.
• STEP 2: Initialization - The validity of the predicted data hp made in
the last frame is checked. If hp is valid, the algorithm will go to STEP 4.
Otherwise, the algorithm will go to STEP 3.
• STEP 3: Position-based Evaluation - The data confidence µ of all de-
tected hand data is calculated based on the palm center position. Then,
the µc of each group in G is calculated using the evaluation result. After
that, the candidate groups are selected out by comparing µc among all
groups and sent to STEP 5 for data fusion.
• STEP 4: Prediction-based Evaluation - First, the groups closest to hp are
chosen as the candidate groups. Then, the µ of hands in the candidate
group is calculated based on the skeleton data difference between the
tracking data and the predicted data. Finally, the evaluation results are
verified using a chirality verification method. If the result is valid, the
algorithm will go to STEP 5. Otherwise, the algorithm will go to STEP
3.
• STEP 5: Data Fusion - The fused results are obtained by fusing the
hand data in the candidate groups according to the confidence µc. The
chirality of the fused results is decided according to the uc. The data of
the candidate group will be fused with hp using a Kalman filter if hp is
valid.
• STEP 6: Prediction - If the last frame data is valid, the hand motion of
the next frame will be predicted based on kinematic theory (described
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in detail below). Then, the fusion data of the current frame is stored for
the prediction process of the next frame.
More details of my algorithm are given in the following parts.
Position-based Evaluation
The theory of the position-based method is based on the inconsistency of LMC
tracking quality [49], which considers that the hand-tracking quality will be
good if the hand is close to the center of its observing LMC’s tracking range.





in which dc (mm) is the distance between the palm center of the detected
hand and the y-axis of the observing LMC’s coordinate system, and εa is an
empirical parameter which represents the range of good tracking quality. In
this chapter, εa was set to 250mm according to Joze’s work [49]. The µc of each





where µ(i)c is the chirality confidence of each hand in the group, acquired
from the estimation result of the LMC SDK. µ(i)c equals (1, 0)T if the hand is
estimated as a left hand or equals (0, 1)T if the hand is estimated as a right
hand. The group with the highest value of µlc is selected as the candidate
group for left-hand fusion. For µrc, the rule is the same for the right-hand
fusion.
It should be noted that the position-based evaluation method is a rule-
of-thumb method. The result of the confidence evaluation will be unreliable
sometimes. However, this method does not require the data of previous
frames. Thus, it is used to calculate the initial value for the prediction-based




The theory of the prediction-based method is based on the spatio-temporal
continuity of hand motion [2], which considers the data difference between
the current frame and the prediction from the last frame to be smaller for
the correct tracking data compared to poor tracking data. Because the four
metacarpal bones of the palm can be regarded as a rigid body, it is reasonable
to predict the motion of these bones using the palm center velocity. Thus, the
position of the PrevJoint and NextJoint of the four palm metacarpal bones are
chosen to calculate the data difference. The function of the prediction-based







in which εp is the indicator of 50% confidence and dm is the sum of the distance
of the metacarpal joint between the tracking data and the predicted data,










in which p(i)t and p
(i)
p are the position vector of the metacarpal joints of the
tracking data and the predicted data, respectively.
The data confidence indicator εp is related to the distribution of dm under
the normal and poor tracking conditions. To ensure a safe classification, I
choose the mid-value between the upper-bound and the lower-bound of
the 99.7% confidence interval of the normal and poor tracking distribution
respectively as εp.
A verification process was used to ensure the correctness of the evalu-
ation result because the prediction results are not reliable when the hand
moves quickly. In the process, the algorithm compares the µlc with µrc for each
candidate group and chooses the larger one as the chirality according to the
evaluation result. If the chirality of the evaluation result is coincident with the
prediction, the evaluation of this group is considered as reliable. Otherwise,
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the result will be discarded and use the position-based method to evaluate
the current frame.
Data Fusion
After acquiring the data confidence of each hand from the above evaluation
method, a weighted-sum method is used to obtain the fused result of the









Where hf and hi represent the skeleton joint pose of the fused hand and
original hand respectively, and ωi is the weighting value of hi. Because the
difference of the rotation data between the hand in gc is small after calibration,
a linear method was used to calculate quaternion interpolation approximately.
A Kalman filter was used to improve the fusion quality if the prediction
data is valid. Assuming that the tracking error of all hand joints follows the
same distribution, the update function of the Kalman filter [10] can be given
as:
h′f = hp +K(hf − hp) (6.10)





In the above equations, h′f is the final fusion result of the current frame, and
P ′ and P are the variance of the final fusion results and the prediction results,
respectively. K represents the Kalman gain. R represent the variance of the
fused tracking data of the current frame. Because the calibration accuracy
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in which Ri is the calibration error of each LMC.
Prediction
The prediction of the hand motion in the next frame is based on kinematic





in which pt and pt−1 are the palm center position of the current and previous
frames, respectively, and ∆t−1 represents the time interval between the current




f,t−1 + vt∆t (6.15)
in which, ∆t is the time interval between the current frame and the next frame.
6.4 Experiment
Two tests are presented in this section. In the first test, the system parameters
were tested, including calibration error, prediction error, tracking range, and
distribution of dm under normal and erroneous tracking conditions. Then, the
performance of the fusion algorithm was examined in the enlarged tracking
area.
6.4.1 System Parameter Test
The system was setup and calibrated each lateral LMC using the LSF-based
calibration method described above. The number of sampling points for
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calibration was set to 300, and the data of the palm center joint was sampled
to calculate the calibration matrix.
For measuring calibration error, the tester was asked to place the hands
statically in the center of the overlapping area with fingers opened. Then, the
data was sampled from the five LMCs.
For measuring prediction error, the center LMC was chosen as the testing
device. During the test, the tester was asked to randomly move his/her hand
in the tracking area of the center LMC, and recorded the tracking data of the
current frame and the prediction data calculated by Equation 6.15.
In the test of dm distribution, the center, bottom-left, and bottom-right
LMCs were used to sample data. Erroneous (poor) tracking conditions were
simulated by setting the tracking policy of the bottom-left LMC to desktop-
optimized mode. The policies of the center and bottom-right were set to
HMD-optimized mode to provide reference data and normal tracking data,
respectively. During the test, the tester was asked to move the left hand in the
left-side overlapping area and right hand in the right-side overlapping area
simultaneously. The data of the three LMCs were recorded at the same time.
In terms of data sampling, the measurement parameters of each test were
sampled 1000 times, and the position of the PrevJoint and the NextJoint of the
four palm metacarpal bones were recorded to calculate the dm. One tester was
invited to perform my experiment in slow, medium, and fast speed, and the
average was chosen as the test result.
After sampling, Equation 6.7 was used to calculate the error or difference of
each test. The calibrating error of each lateral LMC was obtained by calculating
the dm relative to the center LMC’s data. The prediction error is the dm between
the current tracking data and the prediction results. By using the bottom-left
and bottom-right LMC’s data to calculate dm with the center LMC’s data,
the dm distribution was accquired under erroneous and normal tracking
conditions. After the calculation, a statistical analysis of each test result was
performed.
Finally, the tracking range was tested by waving the hands 10 times hori-
zontally and vertically and recording the hand palm position while waving.
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The tracking range was obtained by calculating the maximum range that the
hand data could reach.
6.4.2 Performance Test
The primary goal of the Multi-LMC system is enlarging the usable hand track-
ing area while maintaining a smooth data transition when hands pass through
overlapping tracking areas and reducing the effect of erroneous tracking data.
Therefore, the performance test aims to compare the tracking range of my
system with a single LMC and test the system’s ability to dispose of outliers.
Besides, the small offsets between the real hands and the virtual hands in
virtual environments have little effect on users’ feeling of presence [83]. Thus,
I did not compare the system measurement with the ground truth. To test the
performance in the enlarged tracking area, a moving-box task was designed in
a virtual environment using Unity. The task structure is shown in Figure 6.4.
The user firstly fetched a box at the lower-left area of the body using his/her
left hand. Then, the user needed to move the box to pass through seven points
around his/her body in sequence. The path points were distributed relative to
the center LMC of the multi-LMC system. A virtual mirror was placed in front
of the user to provide a clear vision of the box moving. An interaction panel
was designed in the virtual scene to help the user perform the calibration and
data collection operations.
The system was set up according to the configuration in Figure 6.4, and
set the optimization policy of the five LMCs as HMD-Optimized. Before the
test, the user was asked to calibrate the system three times. The result with
the minimum calibration error was chosen to calibrate the system. When the
calibration was ready, the user activated the data collection function using the
UI panel, and a 10-second countdown was initiated to get the user in place.
Then, the user started to perform the task and was asked to keep looking
forward while the task is running. The trajectory of the user’s left and right
hands, as well as the confidence values of the five LMCs, were collected.
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FIGURE 6.4: The task setting in the performance experiment
When the task was completed, the user accessed the UI panel to stop the data
collection function.
According to the sketch of each LMC’s tracking range shown in Figure
6.4, the detected hand should pass through different types of tracking regions,
including standalone, double-overlapping, and triple-overlapping tracking.
The reason I chose the transporting box as the task is that the grabbing ges-
ture has the lowest tracking performance of the LMC. Thus, the task could
represent the worst tracking condition.
6.5 Results and Discussion
6.5.1 System Parameters
Table 6.2 shows the statistical results of calibration error, prediction error, and
the joint difference dm under normal and poor tracking conditions. Figure 6.5
illustrates the comparison of the mean and the standard variance of these
data. From the results, I found a clear difference between the mean value
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of dm under the two tracking conditions, which demonstrates the rationality
of using the joint position difference as the measurement of data confidence.
I found a discrepancy between the calibration error and dm in the normal
tracking condition. The discrepancy between the two data is caused by the
latency of data transmission between LMCs. The latency causes a slight offset
between the hand data from the lateral LMCs and the data from center LMC.
However, the offset caused by the system latency is trivial compared to the
error caused by poor tracking results. The prediction error comes from the
irregular hand movement; that is, the prediction error is large when the hands
are suddenly turned. Thus, the prediction result could be unreliable when the
hands were moving quickly.
Error/Difference Mean SD kurtosis skewness(mm) (mm)
Calibration 34.10 3.24 -0.95 0.15
Prediction 28.91 17.55 10.18 2.14
Normal tracking 83.17 29.86 3.13 1.41
Poor tracking 407.47 35.62 1.35 0.88
TABLE 6.2: Descriptive statistics of the error and difference
distribution in the system parameter experiment
FIGURE 6.5: Bar-chart of the descriptive statistics
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Based on the above results, the good system parameters can be determined.
The mean prediction error is used as the initial value of P in Equations 6.11
and 6.12, and the mean calibration error is assigned to R in Equations 6.12
and 6.13. The value of εp is set to 211.56mm according to the definition in
Equation 6.6.
Table 6.3 shows the comparison of the available tracking range between
my system and a single LMC in horizontal and vertical directions. The results
show that, compared to the official single LMC tracking range information, my
system enlarges the horizontal tracking range to 202.16 degrees, an increase
of 34%, and the vertical tracking range to 164.43 degrees, an increase of 37%.
Tracking Range Multi-LMC Single LMC(degrees) (degrees)
Horizontal
left edge -101.07 -75
right edge 101.09 75
Range 202.16 150
Vertical
upper edge 89.93 60
lower edge -74.50 -60
Range 164.43 120
TABLE 6.3: Comparison of tracking range between the multi-
LMC system and single LMC
6.5.2 Fusion Performance
Figure 6.6 shows the trajectories of the left and right fused hands in the
moving-box task. The purple and dark blue traces show that the left hand
first passed through Points 1 and 2 and reached Point 3, while the right hand
was waiting at Point 4. Then, the right hand moved to Point 3 to fetch the
box, and the left hand moved to Point 5, which is shown in the blue and light
blue traces. After that, as the light blue and green traces show, the right hand
passed through Points 4 and 5 and moved back to Point 4 after the box was
transferred to the left hand, while the left hand was waiting at the Point 5.
Finally, the yellow and orange traces show that the left hand passed through
Points 6 and 7 to finish the rest of the task. The red trace represents the path
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that left and right hand moved to the center to stop the data recording, the
bottom-left LMC wrongly recognized the left hand’s chirality at this time. The
trajectory continuity and the stable fusion results of hand chirality reveal that
my algorithm can accurately fuse the data from multiple LMCs.
FIGURE 6.6: Trajectory of fused hands in the performance exper-
iment. The trajectories of the left and right hands are continuous
in different tracking regions. a) Left hand trajectory, b) Right
hand trajectory
Figure 6.7 presents the confidence values of each LMC evaluated by the
prediction-based method and the position-based method. The figure clearly
shows the oscillation of confidence values when the hands cross the tracking
border between two neighboring LMCs. This might be the result of the LMC’s
unstable tracking for the suddenly emerging hands. Compared with the
position-based method, the confidence values evaluated by the prediction-
based method are more decentralized, which reveals that the prediction-
based method performs better at suppressing unreliable data. In contrast, the
result of the position-based method changes less dramatically than that of the
prediction-based method.
The confidence results coincide with the expectation of the experiment
task, except for a wrong tracking case marked in Figure 6.7(d). During the
period of the wrong tracking case (20.5s to 22s), the user moved their left and
right hands from the sides to the front in order to use the UI panel to stop
recording data. In the ideal condition, the LMCs on the left side would only
collect data from the left hand, while the LMCs on the right side would only
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FIGURE 6.7: Confidence evaluation results of the prediction-
based method and the position-based method in the accuracy
experiment. Each row of sub-figures represents the hand con-
fidence of the LMC at different positions. Each column repre-
sents the confidence of the left and right hands in each LMC.
The solid red line represents the confidence evaluated with the
prediction-based method, and the black dashed line represents
the confidence evaluated with the position-based method. The
rectangle in (d) marks a set of incorrect tracking data from the
bottom-left LMC, which wrongly recognized the left hand as the
right hand.
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sample the data of the right hand. Only the center LMC has the opportunity
to collect the data from both hands. However, the marked area in Figure
6.7(d) shows that the bottom-left collected the data from the right hand during
this period, which means the bottom-left LMC wrongly recognized the left
hand as the right hand and generated incorrect confidence values. Figure
6.8 shows the evaluation results of the prediction-based and position-based
methods in this period. From the figure, I found that the prediction-based
method performs better than the position-based method in terms of the ability
to recognize and suppress wrong tracking data. The average weighting of the
wrong tracking data (right-hand data from bottom-left LMC) in this period is
0.19 for the prediction-based method and 0.33 for the position-based method.
For the prediction-based method, the confidence values of the wrong tracking
data are lower than that of the correct tracking results, and the weighting
calculated using the prediction-based method is lower than the weighting
calculated using a position-based method. However, there was no significant
difference in the evaluation results made by the position-based method. This
is because the prediction-based method can sensitively identify the erroneous
tracking data according to statistical characteristics. However, the position-
based method empirically evaluates the confidence according to the hand
position, which assigns similar confidence values to the poor tracking data
when the hand is at an intermediate point between multiple LMCs.
As for robustness, the prediction-based method is revealed to have less
stability than the position-based method by showing more fluctuations in
the evaluation results and several instances of failed evaluation, such as the
missing value in the period from 16s to 20s in Figure 6.7(g). This is because
the prediction-based method relies on initial values, and may sometimes fail
to evaluate the confidence when the prediction process is unstable. Thus, the
prediction-based method needs the position-based method to provide the
initial value and works as an alternative method when errors occur.
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FIGURE 6.8: The confidence and weighting in the wrong track-
ing case. (a) is the hand confidence of top-left, bottom-left and
center LMC evaluated by the prediction-based method. (b) is the
hand confidence of the three LMCs evaluated by the position-
based method. (c) is the weighting of the wrong tracking data
calculated by Equation 6.9 using the evaluation results of the
position-based and prediction-based methods. LH and RH are
the acronyms of left hand and right hand, respectively.
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6.5.3 Limitations and Scalability
Current limitations of system accuracy mainly come from the measuring accu-
racy of a single LMC. I found that a hand-shifting phenomenon happens when
the user holds their hands forward and turns the head around. This leads to
uneven calibration error in the tracking field of my system, which weakens
my ability to estimate the measurement deviation accurately. The reason
comes from inconsistencies in the LMC tracking performance. Therefore, it is
necessary to calibrate the intrinsic parameters of each LMC.
The prediction error is another factor that affects the performance of my
system. Due to system latency and packet loss, the prediction results could
sometimes be unreliable, resulting in errors in the fusion results. Better net-
work connectivity (low latency) and some restrictions (constrains on predic-
tion results) would reduce the impact of unreliable prediction results.
In terms of scalability (i.e., adding more LMCs), the main limitation is
the high demand for data transmission bandwidth. In my observations, the
bandwidth needed for transmitting a single hand is 2.4Mb/s. A system
with five LMCs requires a bandwidth of 14.4Mb/s at peak, which is a heavy
network load. Also, since each LMC needs its supporting computer, the
number of LMCs is limited by the number of additional devices and cable
mobility.
6.6 Conclusions and Future Work
This chapter explored the feasibility of using multiple Leap Motion Controllers
(LMCs) to extend the usable tracking area for hand-based interactions in VR.
A five-LMC system was built and attached to an Oculus Rift S HMD.
An LSF-based calibration method was introduced. To eliminate the impact
of poor tracking data on fusion results, a multi-LMC fusion algorithm based on
a two-level evaluation method was proposed. This method is composed of a
prediction-based method and a position-based method. The prediction-based
method evaluates the data confidence of a single LMC based on the difference
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of joint positions between the current tracking data and the prediction from
the previous frame. The position-based method uses the relative position
between the hand and its observing LMC to evaluate the tracking quality.
The data from multiple LMCs are combined according to each LMC’s data
confidence, and the combined result is fused with prediction using a Kalman
filter.
Two tests were designed to assess system parameters and performance.
The results of the first experiment illustrate the rationality of using joint
differences to measure data confidence. With the setup of my system, the valid
tracking range of hand motion can be enlarged to 202.16 degrees horizontally
and 164.13 degrees vertically. The result of the second experiment shows that
my system can accurately fuse the hand data in the enlarged tracking area. The
prediction-based method can significantly eliminate the impact of erroneous
tracking data, but it needs initial values and is sometimes unstable. The
position-based method has an inferior evaluation accuracy, but is independent
of initial values and more stable than the prediction-based method. Thus, the
prediction-based method was set as the primary evaluation method and use
the position-based method to provide the initial values. When the prediction-
based method fails to do the evaluation, the position-based method is used as
an alternative method.
My contribution is an evaluation method for tracking data confidence of
a single LMC and a multi-LMC data fusion algorithm that can accurately
track two hands in an enlarged tracking area. Our work provides a detailed
reference for designing enlarged hand-tracking systems using multi-sensor
data fusion. It should be noticed that our work is independent of the sensor’s
built-in SDK. Thus, our algorithm can be ported to any other platform that
provides skeleton data. In the next chapter, I will combine the data from het-
erogeneous devices (i.e., the multi-LMC system and the multi-Kinect system)
to provide a full-body tracking system with a high level of expressiveness in
terms of non-verbal cues. Furthermore, I will present a study using the highly
expressive avatar control system in a collaborative virtual environment.
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Chapter 7
The Effects of a Highly Expressive
Avatar Control System on
Collaboration Behaviors
The accurate and rich representation of non-verbal behaviors, such as body
posture and hand gestures, is critical for the sense of agency and virtual body
ownership, and user experience in VR. The study in Chapter 5 demonstrated
the positive effects of greater avatar articulation control (using sensor tracking)
compared to semi-articulated avatar control (using a controller) for single-user
VR. In this chapter, I extend that work and assess the impact of asymmetry
in the control of articulation of avatars in multi-user VR. To investigate the
impact of different levels of avatar expressiveness on a non-verbal collabora-
tion task, a shared virtual environment with two avatar control systems was
implemented, and participants were asked to collaborate using asymmetric
control schemes. A charades game was designed to measure copresence,
social presence, and interpersonal attraction. The results indicate that partici-
pants interacting with highly-expressive avatars report deeper social presence
and attraction, and exhibit better task performance than those interacting with
partners represented using low-expressive avatars. This work was submit-
ted as a full paper to the ACM CHI Conference 2021 on Human Factors in
Computing Systems.
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7.1 Introduction
Current VR technology enables people to communicate and collaborate in
shared virtual environments (SVEs) from different geographic locations. The
quality and efficiency of communication and collaboration in VR depend
on several factors, such as virtual environment rendering [80, 43], avatar
representation [16], latency [37], and state synchronization [93]. Avatars play
an essential role in social VR, and avatar realism is one of the main factors that
affect the sense of presence, interpersonal interactions, and copresence [119,
62, 63, 61]. Avatar realism is often used to measure avatar quality, which
can be divided into appearance and behavioral realism. Most previous work
has been done on visual fidelity [71, 126], and avatar appearance influences
interaction in all SVEs [88, 108]. The virtual character represents the user
and presents all the verbal and non-verbal behavior from the user in the
real world. For communication, humans actively use both verbal and non-
verbal behavior for the best representation of their intentions. However,
people tend to communicate more through non-verbal behavior [77] during
social interaction compared to the verbal channel. Therefore, it is essential to
study the impact of non-verbal behavior on communication in VR. Previous
research studied some aspects of non-verbal behavior, such as eye gaze [42]
and facial expressions [127], which have proven to be important factors in
SVEs. Expressive avatar systems (integrating non-verbal behavior, such as
body movement, hand gestures, facial expressions, and eye gaze) are limited
in current immersive systems due to sensory technologies. Although there is
still more work to do on improving avatar appearance and realism [16], the
impacts of expressiveness of avatars in terms of non-verbal behavior has not
yet been systematically investigated in VEs with fully embodied avatars.
In this chapter, a collaborative VR system with asymmetric avatar control
approaches is presented, which can support different levels of avatar expres-
siveness in terms of non-verbal behavior. A charades game was implemented
in the SVE with different expressive avatar conditions to measure copresence,
social presence, and interpersonal attraction. “Charades is a game of pantomimes:
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you have to “act out” a phrase without speaking, while the other members of your
team try to guess what the phrase is. The objective is for your team to guess the
phrase as quickly as possible” [87]. The reason I chose this game is to encourage
the participants to perform non-verbal behavior to complete an engaging,
collaborative task. The avatar control systems was evaluated with a dyadic
user study, investigating performance in terms of accuracy and completion
time.
The remainder of this chapter is organized as follows: The system set-up
for the avatar control systems and system overview can be seen in Section 7.2.
In Section 7.3, the details of the experiment is described. Finally, the discus-
sions of the results, conclusions, and future work are presented.
7.2 Technical Setup
The experimental setup was implemented in a large room with two different
physical systems. Participants played the game in each system with asymmet-
ric avatar control connected through the local network. Both participants in
each dyad could move freely within a 2m circle, and the tracked movement
and gestures were reflected on both virtual characters in the SVE. The details
of the avatar system, network architecture, and software will be provided in
this section.
7.2.1 Asymmetric Avatar Control Systems
In this experiment, two avatar systems with different levels of expressiveness
was adopted.
Highly Expressive Avatar (HEA) Control System
The participants who used this avatar control system could control a highly-
expressive avatar representation with a contact-less tracking system.
• Body Tracking - The full-body movement came from the data integra-
tion of four Kinect v2 devices placed in the corners of the tracking
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FIGURE 7.1: Asymmetric Avatar Control Systems. a) Highly ex-
pressive avatar control system, b) Low expressive avatar control
system
area. This system was based on the work described in Chapters 4
and 5 with both body (21 joints including the torso, arms, and legs)
and hand-gesture tracking (19 joints with pointing, grasp, and pinch).
The avatar control algorithm was improved compared to Chapter 5
using a better avatar rig in the following aspects: (1) The joint rotations
from the Kinects were only used as a reference, and joint rotations was
re-calculated based on joint positions. (2) The skeletal tree and joint
hierarchy relationship were also considered to avoid unnatural joint
twists. (3) Each joint’s velocity and bone direction were also calculated
to make the avatar rig more smooth.
• Hand Tracking - the multi-LMC system was used as described in Chap-
ter 6 with five LMCs installed on a mounting frame (Figure 7.1a).
• Eye and Mouth Movement - Eye-gaze and mouth movement was added
to the system. The eye-gaze direction was the same as the HMD orienta-
tion, but jitter was added to simulate changes in the level of focus. The
eye-gaze direction randomly changed from one object to another within
a small area in the general facing direction. Also, the virtual avatar
performed random eye blinking. For the mouth, fifteen visemes [73]
were added to the virtual character as blend shapes. Each viseme de-
picted the mouth shape for a specific set of phonemes, which improved
mouth-movement rendering compared to the approach described in
7.2. Technical Setup 109
Chapter 5. The set of mouth shapes was driven by the Salsa LipSync
v2 [123] Unity plugin, which made the virtual mouth movement more
realistic.
Low Expressive Avatar (LEA) Control System
For the low expressive avatar system, participants needed to wear tracking
sensors to drive the rig of the virtual character. This was done by tracking the
HMD for the head, two controllers for the hands, and two extra Vive trackers
for the feet, respectively.
• Body Tracking - The Final IK [98] Unity plugin was used to calculate and
estimate the positions and rotations of other joints of the body, excluding
the head, hands, and feet.
• Hand Tracking - Virtual hand position and rotation data were mapped
with the two controllers. For better human-human communication
during the experiment, specific hand gestures were customized and
mapped to button presses on the controllers. Squeezing the trigger
button made a pointing gesture, squeezing the controller grip buttons
made a "V" sign, pushing on the touchpad made a fist gesture, and doing
nothing was an open hand gesture.
• Eye and Mouth Movement - Eye and mouth movements were similar
to chapter 5, where the eye-gaze direction followed the HMD facing
direction, along with random eye blinking. In contrast to the HEA, here
mouth movements were approximated using small, medium, and large
mouth openings, triggered by the loudness captured by the microphone
using the Salsa LipSync v1 [122] Unity plugin.
From the above description, the HEA control system is a contactless track-
ing medium, which can support natural social interaction, especially non-
verbal behavior. The LEA control system is the general solution that is easier
to setup for an avatar-based social VR application. The purpose of the user
study is to compare the two systems as a whole, so the impact of a single factor
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The HEA control system is a network solution, and the Kinect and LMC
sensors are working in a client-server mode. An Intel NUC (Intel Core i5-
8259U at 2.3 GHz, 8GB RAM, and Iris Plus Graphics 655) is used for the client
machines to drive the connected Kinect and LMC sensors. To avoid infrared
interference between the Kinects and VR devices, the inside-out tracking
of the Oculus Rift S [33] was used as the HMD, which was driven by the
server machine (Windows 10 desktop computer, Intel Core i7-7700K at 4.2
GHz,32GB RAM, and NVIDIA GeForce 1080Ti). The front LMC sensor was
set as the primary reference connected directly to the server machine. All four
client machines and the server machine were connected to a Gigabit Switch
(NETGEAR GS110MX) through Ethernet cables for network data transmission
(Figure 7.2a). The software was developed running on each NUC to serialize
body-frame and hand-frame data retrieved from the Kinect and Leap Motion
SDKs and wrapped them in Open Sound Control (OSC) messages transmitted
in this local network. A standard VR setup was configured for the LEA control
system (HTC Vive Pro HMD [54] with two handheld controllers). A Windows
10 desktop computer (Intel Core i7-8700 at 3.2 GHz,32GB RAM, and NVIDIA
GeForce 2080) drove the Vive with two second-generation Lighthouse stations.
The SVE was developed using the Unity game engine version 2019.2.0f1 [125]
with SteamVR for Unity [25], and Leap Motion plugin for Unity (Core 4.4.0) [74].
The generic virtual characters were created through Makehuman [76] with
customized mouth shapes from Blender 2.79b [14]. The Point Cloud Library
(PCL) [85] version 1.6.0 was used to perform LSF calculations during the
multiple-LMC calibration process. The Rug.OSC library [104] was used for
wrapping the transmitted frames as OSC messages and handling them in the
Unity.
7.2. Technical Setup 111
FIGURE 7.2: Multi-user VR system. a) System setup, b) Network
Networking and latency
Synchronous multi-user virtual experiences require low latency, stable con-
nections, and accurate status synchronization. Instead of using the general
server-client mode to synchronize the states for the pair of participants, a
peer-to-peer (P2P) network mode was set up to directly update the avatar
data and events in the SVE on both sides. Figure 7.2b shows the working
mechanism. The same virtual scene was set up on both peers with either HEA
or LEA configurations, and either peer could be launched first as the virtual
server machine waiting for the connection. The participants who played on
the Client A side (HEA control system) used the body and hand data from
the multiple Kinects and LMC sensors to update the local scene first. After
data fusion, Avatar A was rendered, and the system waited to transmit. Once
the Unity program launched on the Client B side (LEA control system), the
network connection was established. The data from the controllers and track-
ers drove Avatar B, which sent its data to Client A. The event listener was
running on both sides and prepared for commands.
Figure 7.2a shows that the four Kinects and four of the LMCs were directly
connected to the four NUCs, which continuously streamed the serialized
body-frame data to the server machine at a rate of 1.5Mbps. The bandwidth
requirements for each LMC was 2.4Mb/s for single-hand data and 14.4Mb/s
at peak over Ethernet. All the data transmitted within the Client A system or
between Client A and Client B used the UDP protocol. The OSC message han-
dling in the HEA control system was running in the background. I changed
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the message processing compared to the method in Chapter 5, so the latency
of the local avatar rendering in the HEA control system was less than 10ms.
The synchronized avatar data included transforms of each bone and mesh of
the head (reflecting the eye and mouth movement), which can increase the
latency up to 30ms. Therefore, the total latency of this multi-user VR system
is less than 40ms.
The audio communication was set up using discord [56]. For an immersive
sound experience, the participants wore Logitech G433 headphones on the
HEA control system side and Razer Nari ultimate headphones on the LEA
control system side.
7.3 Methods
A controlled laboratory experiment was conducted to investigate the impact
of avatar expressiveness on communication and collaboration.
7.3.1 Participants
20 dyads, 40 participants (25 male, 15 female) were recruited from the Uni-
versity of Canterbury through advertisements posted on campus, and on the
University social media platforms. Participants were aged 18-46 (M = 29.3,
SD = 6.7), and all were students or academic staff. Basic information was
collected such as level of English (13 Native speakers, 27 non-native speakers,
but all could speak English fluently) and dyad relationships (34 friends, 6
classmates or colleagues). Participants were asked about their familiarity with
VR using a 5-point Likert scale, from 1 (never), 3 (a few times a month), to
5 (daily use). The participants generally had moderate experience using VR
(M = 2.4, SD = 0.93). The frequency of social VR platform use was never
(62.5%), a few times a year (32.5%), and a few times a month (5%). From
the demographic information, most participants had VR experience, but only
37.5% of subjects had tried social VR applications before. As I used a charades
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game, all the participants were asked about their charades expertise, never
(37.5%), beginner (37.5%), intermediate (22.5%), and expert (2.5%).
7.3.2 Study Design
The present study adopted a within-subjects design with one independent
variable (expressiveness) with two levels: highly-expressive avatar (HEA)
and low-expressive avatar (LEA) as described previously. To evaluate the user
behavior and experience in different avatar control systems during mutual
communication and collaboration, a charades game playing scenario was set
up. The experiment had four game-play sessions per dyad. In each session,
the dyad used both sides and embodied the relevant avatar, either the word
performer or the guesser. The purpose was to make sure the dyad could try
both avatar systems and take turns in the different roles. The participants
were asked to rate their experience with the system after using one system in
both roles (word performer, guesser). Participants’ orders were randomized
using Research Randomizer [131].
The Scene and Charades Game
The SVE was a virtual living room, with the two virtual characters placed
facing each other as shown in Figure 7.3. The distance between the players
was around 2 meters. A virtual display was placed on a small table in front
and to the side of each avatar to show the words to mime, and the number of
words left. There was a countdown timer displayed on the wall once the game
started. In the physical world, an experimenter sat on the Client A side and
used a keyboard to control the whole process. After the pair of participants
put on the HMDs and were ready for the study, the experimenter pressed
a button to start the game, and the participants in the virtual world could
see a text message about the game start from a first-person perspective. The
experiment consisted of four sessions. For each session, a set of ten words
was selected from [57, 39] with different difficulty (six easy words and four
hard words). The sets were:
114 Chapter 7. The Effects of a Highly Expressive Avatar Control System onCollaboration Behaviors
• Set 1: pillow, tail, drum, mouth, finger, hungry, haircut, password, fast
food, traffic jam.
• Set 2: swimming, love, hugs, itchy, grab, basketball, glue gun, sushi,
cushion, police.
• Set 3: boxing, weightlifting, lobster, applaud, dancing, walking, lunch
box, painting, elevator, earthquake.
• Set 4: scissor, crouching, hammer, piano, guitar, robot, thief, assemble,
barber, pocket.
FIGURE 7.3: The charade game scene
Once the game started, the participant at Client A saw a word shown
on the virtual display, and he/she could only use non-verbal cues such as
body posture and hand gestures to describe the word. The other participant
could use verbal and non-verbal cues to guess or ask the performer for more.
They needed to collaborate to finish the ten words within five minutes. In the
second session, the participants stayed in their positions but switched roles.
The player at Client B mimed the next set of words for the player at Client A.
For the next two sessions, the participants swapped the avatar systems and
repeated the first two sessions with different word sets.
Figure 7.4 shows the four sessions, and the virtual view in each picture is
from the partner. During the game, the experimenter listened to the guesser,
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and if he/she said the correct word, the experimenter pressed the “Next”
button, and in the virtual world, the participants could jump to the next
word. If the participants thought the current word was too hard to perform
or his/her partner was taking too long to guess it, the guesser could ask the
experimenter to pass the word. The experimenter would then press the “Pass”
button to skip the word, and the system would record which word was passed
for later analysis.
Hypotheses
I expected that more-realistic avatar control would make participants perform
more naturally and feel more socially connected during the game. Based on
this expectation, and the previous related work in the field, several hypotheses
were formulated.
• H1: Participants will feel greater copresence interacting with the highly
expressive avatar in the collaborative environment.
• H2: Participants will feel greater social presence interacting with the
highly expressive avatar in the collaborative environment.
• H3: Participants will feel greater attraction interacting with the highly
expressive avatar in the collaborative environment.
• H4: Participants using the highly expressive avatar control system will
perform better on the communicative task than those who use a low
expressive avatar control system.
7.3.3 Measurements
Data were collected in two ways. Most subjective questionnaires were filled
out after every two sessions. The system automatically recorded the comple-
tion time and number of passed words.
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FIGURE 7.4: The experimental process. a) Session 1, word per-
former using HEA control, b) Session 2, word performer using
LEA control, c) Session 3, word performer using HEA control,
d) Session 4, word performer using LEA control
Copresence
Copresence is the feeling that the user is with other entities [107]. The copres-
ence in this user study was measured by two separate scales, their involvement
in the interaction (self-reported copresence) and perception of their partner’s
involvement in the interaction (perceived other’s copresence). The question-
naires for copresence were from Nowak et al. [90], which were also used in
the previous research from Roth et al. [102]. The self-reported copresence
scale included six items asking the participants to self-report their level of
involvement in the interaction. The perceived other’s presence scale included
twelve indicators for intimacy, involvement, and immediacy. Participants rate
their level of agreement with statements like, "I was interested in talking to
my interaction partner" and "The interaction partner communicated coldness
rather than warmth", on a 7-point Likert scale (1 = strongly agree, 7 = strongly
disagree). The reliability of the scales were tested using the data collected
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in the experiment, and found the copresence scales had good internal con-
sistency: self-reported presence (Cronbach’s α = 0.726), perceived other’s
presence (Cronbach’s α = 0.810).
Social presence
Social presence is the feeling of the user, which makes people feel connected
with others through the telecommunication system, according to Rice [97],
Short et al., [110] and Walther [135]. The questionnaire for social presence was
from Nowak et al. [90]. The scale consisted of six items, and participants used
a sliding scale (0-100) to answer questions like "To what extent did was this
like you were in the same room with your partner?". The reliability of the
scale was good (Cronbach’s α = 0.768).
Interpersonal attraction
The measure for liking and attraction was adapted from Oh et al. [91], which
consisted of six items. Sample items include “I would enjoy a casual conversa-
tion with my partner” and “I would get along well with my partner”. It was
using a 7-point Likert scale (1 = strongly disagree, 7 = strongly agree). The
reliability of the scale was good (Cronbach’s α = 0.921).
Finally, the participants were asked to fill out the post-questionnaire about
system preference and comments. Sample items include: "Which VR system
was most helpful when you were describing words to your partner?" and
"Which VR system do you prefer?"
7.3.4 Procedure
The participants were asked to fill out the demographic survey and consent
form before beginning the experiment. Then, the experimenter introduced the
rules and the whole process and explained how to use the devices involved
in this user study. Charades is a communicative and collaborative game that
requires players to use specific body postures or hand gestures. The rules
for describing the words, and the level of expertise, can vary from person
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to person, so both participants were required to discuss strategies before the
experiment began. Therefore, the researcher arranged a face-to-face discussion
before the game to reduce the risk of a bad game experience with different
opinions.
After the discussion, both participants were guided to their respective
avatar control systems. The experimenter helped them put on the HMD, gave
them the relevant devices, and let them get familiarized with the system. Once
the connection was established, the participants on both sides were asked to
practice communication only using non-verbal behavior. Then the Discord
program was launched for an audio communication test.
When they were ready for the game, the experimenter started the game
for the first two sessions. After that, the participants were required to fill out
questionnaires. The experimenter then cleaned all of the devices and changed
the configuration so that the participants could swap avatar control systems
for the remaining sessions. Finally, participants were given one additional
survey to gather information about their preference and ease of use of the
avatar control schemes. The researcher then performed an experimental
debrief with the participants, encouraged them to write comments about
the two systems, discuss their survey answers, and talk about their general
impressions of the two systems.
7.3.5 Statistical Analysis
For the analysis, the collected data sets of 40 participants (20 dyads) were
used. A paired-samples t-test was used to compare participants’ ratings of
copresence, social presence, and interpersonal attraction for the two sys-
tem. In Table 7.1, t-test values, means and standard deviations for the
questionnaires are presented. α = 0.05 was used as level for statistical sig-
nificance. Shapiro-Wilk test was implemented before the t-test to check if
the collected data is normally distributed and found that self-reported co-
presence (HEA(p = 0.203), LEA(p = 0.054)), perceived partner’s copres-
ence (HEA(p = 0.875), LEA(p = 0.069)), social presence (HEA(p = 0.064),
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LEA(p = 0.395)), interpersonal attraction (HEA(p = 0.432), LEA(p = 0.056))
did not significantly deviate from it. The Shapiro-Wilk test for users perfor-
mance data on completion time (Group A (p = 0.916), Group B (p = 0.119))
and Number of passed words (Group A (p = 0.977), Group B (p = 0.817)) was
also not significant.
7.4 Results
In this section, the summarized data and results of the statistical analyses is
provided. Table 7.1 and Table 7.2 as well as Figure 7.5 and Figure 7.6 provide
overview of the collected data. The questionnaires to measure the social
presence and interpersonal attraction were used from [90, 91] focus on the
experience by reviewing a partner’s performance. Hence the scores in the
table are based on the system that their counterpart used.
TABLE 7.1: Statistical results for copresence, social presence, and
interpersonal attraction




t-test p = 0.661 p = 0.819 p = 0.0008 p = 0.0007
HEA M (SD) 4.2 (0.60) 4.0 (0.47) 63.0 (18.87) 5.4 (1.23)
LEA M (SD) 4.2 (0.59) 4.0 (0.46) 72.8 (7.99) 6.1 (0.46)
7.4.1 Social presence
There was a significant difference (t(39) = 3.632, p < 0.001) on how partici-
pants rated social presence for the two systems. Participants interacting with
a HEA counterpart rated social presence significantly higher (M = 72.8, SD =
7.99) than when they interacted with a LEA counterpart (M = 63.0, SD =
18.87).
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FIGURE 7.5: Statistical results. a) Social presence, b) Interper-
sonal attraction, c) Copresence
7.4.2 Interpersonal attraction
Similarly, participants ratings showed that there was a significant difference
for interpersonal attraction (t(39) = 3.685, p < 0.001) again showing higher
results for participants interacting with a HEA counterpart (M = 6.1, SD =
0.46) compared to the LEA condition (M = 5.4, SD = 1.23).
7.4.3 Copresence
The collected data did not show any significant differences between the HEA
and LEA systems for copresence, neither the sub-component self-reported
copresence (t(39) = 0.442, p = 0.661) nor the perceived partner’s copresence
(t(39) = 0.231, p = 0.819).
TABLE 7.2: Summary of objective measurement results






1 and 3 M (SD) 290.3 (8.5) 1.8 (0.8) performer guesser
2 and 4 M (SD) 291.5 (7.4) 3.1 (1.4) guesser performer
7.4.4 Performance
The completion time and the number of passed words were recorded. For
each session, participants saw a timer of five minutes to finish displayed in
the virtual world, but they were allowed to continue if they did not manage to
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go through all ten words within that time. The collected data were splited into
two groups. Group A for conditions in which participants were using HEA as
the performer and partners using LEA as the word guesser and Group B in
which participants were using LEA as the performer and partners using HEA
as the word guesser. There was no significant difference between the amount
of time participants took to finish each session when the performer used either
HEA (M = 290.3, SD = 8.5) or LEA (M = 291.5, SD = 7.4) to describe the
words (t(39) = 0.698, p = 0.489). The results, however, show that there is a
significant difference (t(39) = 5.551, p < 0.001) between the two groups for the
number of passed words. When participants used the HEA control system to
describe the words, they passed fewer words (M = 1.8, SD = 0.8) compared
to performers using the LEA (M = 3.1, SD = 1.4).
7.4.5 Preference
The results show that 31 (77.5%) of participants thought it was easier to use
HEA as a word performer to describe words to their partner. Furthermore,
about 35 (87.5%) of participants preferred the HEA overall.
FIGURE 7.6: Preference
Participants also provided comments about the experiment and their em-
bodied avatar control experience during mutual collaboration. Many com-
ments reflect the importance of natural and accurate non-verbal behavior for
high-quality communication, which can let user immerse themselves in the
SVE and experience communication more like a face-to-face meeting.
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• "High quality of experience about the person-to-person meeting, easy to un-
derstand what my partner wants to show/say. To compare, the HEA control
system brings more real experience. it shows a clear movement of my partner’s
whole body."
• "In the LEA control system, I sometimes felt despair because I knew a simple
gesture that would have explained the word immediately, but I could not do it
and could not come up with something to replace or mimic it with the limited
capabilities.
• "I tried both systems, I prefer the HEA rather than LEA. The HEA control
system is like the real world much more than the LEA control system, more
activities, more details. It feels I have more communication between us. Besides,
when I used the controller, I only can use my arms, legs and two fingers.
• "I like the HEA control system because it is flexible. It was still quite different
from real-life face-to-face experience, but It acts as a benefit to me like I don’t
feel shy to perform something that I might not perform in real life.
7.5 Discussion
In this study, it was found that participants who interacted with people using
avatars that had highly expressiveness, non-verbal behavior felt greater social
presence, which supports hypothesis H2. Furthermore, the participants felt
more attracted when they communicated and collaborated with the users
who used the HEA control system, which supports hypothesis H3. Another
important aspect to note is that the majority of the participants preferred
the HEA control system and felt it was easier to use. As for hypothesis H4,
the statistical results partly support it. The average number of successfully
explained words for a user using HEA as a performer was 8.2 (82%), which is
higher than the condition when participants used the LEA control system as
a performer 6.9 (69%). However, there was no statistical difference between
completion times. This could partially because participants were presenting a
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timer of 5 minutes, which led to a ceiling effect that most participants took
close to 5 minutes. As other factors, such as the amount of skipped word,
can also impact the completion time for hypothesis H4. Hence, the number
of completed words can be be seen as the only suitable measure of users’
performance.
I noticed that the participants have different behavior during the experi-
ment. The participants who were using the HEA control system would like
to move more such as complicated body posture, and hand gestures. Most
of them feel confident as they can perform as they intend to do. On the con-
trary, the users who were using the LEA control system have less confidence
and move less. The tracking performance of the HEA system restricted the
performance of participants.
I did not find evidence to support hypothesis H1. The embodied experience
can provide a similar sense of presence when the participants use a simple
avatar control system, as was found in Chapter 5. Therefore, if the SVE system
is stable with low network latency, and the participants can both communicate
with each other based on their real behavior, it is not hard to understand that
there is no significant difference between the high and low expressive avatar
control system in the either self-reported and perceived copresence. However,
from the user comments and the pie chart in Figure 7.6, it can be concluded
that participants preferred using the HEA control system to communicate and
collaborate in VR because it was flexible and more natural.
7.5.1 Implications
The findings have practical implications for designers and developers of
shared virtual environments. A highly expressive avatar control system that
can support natural non-verbal behavior can lead to a more positive and
realistic experience between players. It is intuitive and straightforward to
express themselves with body posture or hand gestures when they communi-
cate and collaborate in the SVE. The positive effects on social presence and
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interpersonal attraction from the highly expressive avatar control system can
make virtual communication more like a face-to-face experience.
7.5.2 Limitations
Some limitations of the study need to be addressed. First, some participants
reported that the HMD was a little bit heavy for the HEA control system due
to the presence of five LMCs mounted on the HMD, along with the necessary
extension cables. Although I tried managed the cables by hanging them
from the ceiling, they still may have bothered participants during gameplay.
Second, some participant actions went beyond the hand tracking area, even
though the system greatly enlarges the area compared to normal tracking.
For example, sometimes they moved their hands over their heads. Also,
participants sometimes touched the mounting frame of the multi-LMC system
on the HMD, which in some cases resulted in the need to re-calibrate the
system to guarantee quality hand tracking. Therefore, the participants were
asked to avoid touching the sensors on the HMD and reduce arm movement
amplitude when they moved their hands over their heads. This could have
affected the participant’s perceptual and cognitive load. Third, in this study,
the participants were paired regardless of gender. The performance may be
different when females collaborate with males compared to other gender
combinations. The gender needs to be considered as a factor when I design
collaborative studies.
7.6 Conclusions and Future Work
A shared virtual environment was implemented using an asymmetric avatar
control system and investigated the impact of different levels of non-verbal ex-
pressiveness on communication and collaboration behavior through a virtual
charades game. I found a significantly higher social presence and interper-
sonal attraction when participants interacted with a user using the HEA
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control system. Participants prefer using the highly expressive avatar con-
trol system, which improves the task performance with a higher number of
successful explained words.
In future work, I plan to improve the multi-LMC system by replacing the
five extension cables with wireless transmitters and receivers. I also plan to
refine the calibration algorithm for the multi-LMC system to a self-adaptive
version, so the player does not need to re-calibrate the system if the frame
mount is moved. Furthermore, I consider to add tactile feedback into this





Conclusions and Future Work
This thesis has investigated the impact of avatar expressiveness, especially
non-verbal behavior, on single-user and multi-user VR experiences. To con-
duct this research, a highly expressive avatar control system was designed
and built with robust full body and hand gesture tracking, along with realistic
eye and facial movement rendering. Then two types of user studies were
designed and implemented. One was used to compare sensor-based and
controller-based avatar control systems in a single-user simulated communi-
cation application. The other one compared different levels of expressiveness
in avatars for collaborative applications using asymmetric avatar control
systems.
Relevant research about the effects of non-verbal behavior realism in
avatar-mediated communication and collaboration was reviewed in Chap-
ter 2. In the later subsections, avatar-related VR properties such as presence,
body ownership, and embodiment were provided. The next part of Chapter 2
was an evaluation of a literature review of avatar control systems in terms of
body and hand tracking, data fusion, and avatar rendering in the subsequent
subsection. The last part of the chapter covered the tracking systems and
methods.
In Chapter 3, a multi-Kinect system was designed to provide fully artic-
ulated body tracking regardless of the user’s orientation. The goal was to
present a system that can provide a contactless full-body tracking experience
with robust tracking. This laid the foundation for later avatar systems, as the
body tracking data is the primary data source.
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In Chapter 4, an improved avatar tracking system was presented based
on the work in Chapter 3. The number of Kinect sensors was increased to
four for the larger tracking area, and an additional calibration procedure
eliminated the offset error between depth and RGB cameras. The facing
direction calculation was improved for robust data fusion, and the proposed
adaptive weight calculation method improved data fusion accuracy. With the
integration of the Leap Motion controller, the avatar system presented in this
chapter provides a fully tracked body and hands experience in VR through a
first-person perspective.
In Chapter 5, a study was presented in VR where the effect of a depth-
sensor based avatar control system on user communication behavior was
investigated. In the study, the depth sensor-based avatar control system with
a controller-based avatar control system was compared through a virtual
interview. The participants went through two interview sessions using both
systems. The virtual interview process in VR was recorded, and the partici-
pants evaluated their performance through a third-person view. It was found
that significantly higher virtual body ownership illusion and usability, as
well as better non-verbal communication performance, by participants in the
depth-sensor-based experience compared to the controller-based experience.
In Chapter 6, a multi-LMC system was designed to enlarge the usable
hand tracking area for my avatar control system. A novel shared-view cali-
bration method was proposed based on the LSF algorithm and a multi-LMC
fusion algorithm based on two-level data evaluation (prediction-based and
position-based evaluation methods). The system experiment showed that the
system can enlarge the hand tracking range to 202.16 degrees horizontally
and 164.43degrees vertically.
In Chapter 7, the multi-LMC system was integrated with the avatar control
system from Chapter 5. This optimized the avatar control algorithm, and
improved the mouth and eye movement rendering. The effects of different
levels of avatar expressiveness were investigated on communication and col-
laboration behavior through a virtual charades game. The participants took
turns as word performers and word guessers using the different avatar control
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systems, and needed to collaborate to complete four sessions within the given
time. It was found that a significantly higher social presence and interpersonal
attraction was achieved when the participants interacted with the user who
was using the highly expressive avatar control system. Additionally, partici-
pants had better task performance when they embodied a highly expressive
avatar.
8.1 Contribution
The main contribution of this thesis is the development and evaluation of
a novel highly expressive avatar control system, specifically for support-
ing natural non-verbal behavior for communication and collaboration in a
shared virtual environment. Evidence was provided that natural and intu-
itive non-verbal behavior such as body posture, hand gestures, and even
facial expressions can augment social interaction in virtual environments. The
implications of this may benefit many domains in which embodied avatar
communication scenarios are used.
This thesis describes how to integrate off-the-shelf tracking technology
into an avatar system that provides natural and accurate full-body movement
and hand gesture tracking as well as realistic facial expressions. Specifically,
the user does not need to wear any tracking sensors. This is an under-explored
research domain, which makes this research a valuable contribution to this
space.
The expressive sensor-based avatar control system demonstrated that it
has improved usability, body ownership illusion, and sense of agency com-
pared to a controller-based avatar system. Furthermore, users also reported
a strong preference for the expressive avatar system that does not require
additional body-worn sensors. It was shown that the highly expressive avatar
can enhance the social presence and performance in a collaborative task. The
greater interpersonal attraction that the user can obtain when interacting with
a user using a highly expressive avatar control system makes mutual commu-
nication more like in a face-to-face scenario. In summary, the results suggest
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that social VR applications can benefit from the use of highly expressive
avatars that extend non-verbal communication possibilities.
8.2 Limitations
There were some limitations in the system designs and participant recruit-
ment.
Multi-Kinect calibration: In Chapter 3, multiple Kinects were calibrated
through the chessboard marker captured by the RGB camera, but the skeleton
data was from a depth camera, which included some offset error when cali-
brating the coordinate system from Kinect to the chessboard. Although the
error was eliminated through an additional calibration method in Chapter 4,
it would be better to calibrate directly through the depth camera.
Multi-LMC system: The HMD was a little bit heavy due to the presence
of five LMCs mounted on the HMD, along with the necessary extension
cables. Although efforts were made to manage the cables by hanging them
from the ceiling, they still may have bothered participants during gameplay.
Additionally, some participant actions went beyond the hand tracking area,
even though the system greatly enlarges the area compared to normal tracking.
For example, sometimes, users’ hands were moved of their heads. Also,
participants sometimes bumped into the mounting frame of the multi-LMC
system, and re-calibration was required for the system to guarantee quality
hand tracking. This could have affected the participant’s perceptual and
cognitive load.
Participants: All the studies were conducted at the University of Can-
terbury. Participants were recruited on campus, and some of the subjects
participated in more than one study. The participants were paired regardless
of gender in Chapter 7. The performance may be different when females
collaborate with males compared to other gender combinations. Thinking
about gender when designing a collaborative study is important.
Avatar control system: In Chapter 7, the movement of eye and mouth
rendering was more realistic compared to Chapter 5. However, data was not
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captured by external devices (e.g., a camera), which could more realistically
reflect real-time captured data.
8.3 Future Work
Lessons were learned from the avatar system and the implemented studies.
There are some directions for future work to continue the research undertaken
in this thesis.
The effects of emotional cues were not investigated, such as facial expres-
sions, which are part of avatar expressiveness, and how they affect real-time
collaboration. The work from Roth et al. [100, 99] showed that the captured
facial expression could support self-disclosure and augment social behav-
ior. Therefore, in the future, exploring the effects of emotion cues on the
communication and collaboration behavior in VEs would be beneficial.
Tactile feedback is another channel of avatar expressiveness. The con-
sistency of haptic sensations in the physical and virtual world can enhance
the presence and immersion in VEs. In the future, adding tactile feedback
into this multi-user VR system would help to explore the effects of capturing,
transmitting and displaying haptic cues on communication and collaboration
behavior.
In Chapters 3, 4, and 6, the avatar system was presented with improved
features and functionality. After optimizing and improving the avatar control
system, there were still limitations. In the future, upgrading the system in the
following aspects would be beneficial: 1) For the multi-LMC system, replace
the five extension cables with wireless transmitters and receivers, and refine
the calibration algorithm for a self-adaptive version. 2) Optimizing the hands’
frame transmission. 3) Integrating the facial expression tracking device and
haptic sensors to the avatar system.
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8.4 Conclusions
A highly expressive avatar control system was built that supports robust and
natural non-verbal behavior, which answered the research questions 2, 3 and 5.
Two user studies were designed and implemented to validate the system and
explored the system’s effect on communication and collaboration behavior in
the single user and multiple users applications for research questions 4 and 6.
The results showed that the system could support communication with better
usability, a great sense of body ownership, and agency. The users exhibited
better task performance in the SVE with the collaborative task using the
highly expressive avatar system. The users presented greater social presence
and interpersonal attraction when interacting with the users using a highly
expressive avatar control system. Hence, it can be concluded that virtual
reality avatar systems benefit from a higher level of non-verbal expressiveness,
which can be achieved without additional body-worn trackers.
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This section presents the ethic approvals and questionnaires used in the user
studies in Chapter 5 and Chapter 7.
All the data and documents of user studies during my PhD research are
here: https://drive.google.com/drive/folders/19DALfzPL4KA5h8Aor6EkFYE
1v0G30Iph?usp=sharing
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