An improved scheduling model for waterway projects is presented which can consider several complicating factors: (1) multiple project alternatives at each location, of which only one per location may be selected; (2) multiple budget sources or regional funding constraints and (3) constrained precedence relations among projects. A simulation-based optimization model is developed to solve the problem, which uses simulation to evaluate alternative project schedules. A genetic algorithm is developed in order to efficiently solve this large investment optimization problem, using some prescreening rules to reduce the number of simulated alternatives. The mutually exclusive alternatives at each location allow us jointly optimize the sizing and timing of improvements. The multiple budget constraints realistically reflect actual funding practices but considerably complicate the problem because project sequencing no longer uniquely determines the schedules and projects may now be funded concurrently. The numerical example shows how the additional factors considered here can be properly incorporated in the analysis and how the quality and reliability of results from such a relatively complex model can be verified.
Introduction
Scheduling waterway improvement projects is a complex combinatorial optimization problem with numerous local optima, which is difficult to solve with conventional optimization approaches. The objective function may minimize the system costs or maximize the net benefits over a multi-year period. There may be several constraints regarding budgets (possibly by region or type of expense), precedence, mutually exclusivity, minimum improvement steps, construction times, capacities, service quality, and geographic distributions. It is difficult to model the probabilistic features of a waterway system analytically. In addition, the solution space increases quickly with problem size, i.e., with the number of projects considered. Furthermore, in transportation networks, some capacity improvement projects may mostly shift elsewhere the bottlenecks and delays. Project benefits and/or costs may depend on which other projects are implemented, thus greatly complicating the solution of project scheduling problems.
The relevant literature includes various methods for evaluating schedules of interdependent projects, such as integer programming [1, 2] , dynamic programming [3] , queuing metamodels [4] , artificial neural networks [5] , equilibrium traffic assignment [6] , and microscopic simulation models [7] . Among those evaluation techniques, simulation models provide more precise estimation of system performance than other estimation models by considering detailed system characteristics and operations. Various optimization approaches have also been explored in previous studies, including swapping algorithms [8] , Lagrange relaxation [6] , simultaneous perturbation stochastic approximation (SPSA) [9] , and genetic algorithms (GA) [10, 11] . With metaheuristic approaches such as simulated annealing (SA) and GA, the optimization performance is based on specified search parameters, and is also affected by the stochastic aspects of the search. Therefore, a simulation-based optimization process inherits its stochastic nature from two stochastic processes.
None of the published studies found on the selection and scheduling of interdependent projects (including non-waterway applications) consider the following three complicating factors arising in realistic waterway planning problems: (1) multiple project alternatives at each location of which only one per location may be selected; (2) multiple budget sources or regional funding constraints and (3) constrained precedence relations among projects. The model presented in this paper aims to overcome these three important limitations.
At any specific lock site, several expansion alternatives with discretely specified capacities may be considered. Project multiplicity of two types should be considered: multiple alternatives might be selected to be implemented at different times over the analysis period [12] , or only one project among those alternatives can be selected. If at most one project is selected among the alternatives at each site, the problem becomes that of determining project sizes and local implementation times with independent construction costs. Based on political or geographical considerations, there may be precedence relations among projects [12] or locations with pre-specified requirements for scheduling some projects ahead of others. Since construction period overlaps may occur, the precedence relations considered restrict the order of project sequence as well as project implementation times. That is, they constrain the order in which projects are funded rather than finished. Additional budget constraints may be based on regional boundaries (e.g., states, basins, or divisions). With limited budgets, not all projects in one region can be fully funded during the analysis period. Thus, if multiple alternatives are considered at one lock location, the available regional budget might not suffice for all project combinations in that region.
Problem Formulation
For years, there has been considerable interest in integrating simulation into optimization [13, 14, 15] . With a number of controllable decision variables and an objective function to be maximized or minimized, the optimization model runs the simulation model to evaluate alternative solutions and eventually determines a combination of the decision variables that produces an optimal or near optimal solution. In order to consider the project interdependencies, a simulation model developed by Wang and Schonfeld [7, 11] is employed to evaluate the performance of interdependent improvement projects. This simulation model considers probabilistic aspects of waterway traffic, lockage times, travel times, demand variability to service levels, as well as and operational lock control alternatives such as different control strategies, chamber preference and chamber assignment for multiple-chamber locks. With growing interest in evolution algorithms, various network problems have recently been analyzed with genetic algorithms [16, 17] . Among network combinatorial optimization problems, scheduling problems have been promisingly solved with GA's [18, 19] . Wang and Schonfeld [17] also demonstrate a simulation-based GA approach in scheduling waterway interdependent projects. In this study, mutual exclusivity among projects as well as constraints on precedence and regional budgets are embedded in the proposed simulationbased optimization model. A prescreening technique is also provided to save the simulation/evaluation time during the search process.
Mutual Exclusivity
At any specific lock site, several improvement projects or expansion alternatives with discretely specified capacities may be considered. Those projects might be independent of each other, but might also be dependent with interrelated costs. With nonexclusive multiple projects, several alternatives could be selected for one site but implemented at different times over the planning period [12] . If there are mutually exclusive projects at the same location, i.e. if only one can be selected, we may consider the inclusion of sizing decisions in the project scheduling problem.
When combining the project sizing and scheduling problem, the solution space of fully permutated sequences is further enlarged through the inclusion of all project alternatives at each lock. In order to consider project multiplicity, the chromosome should be defined to include variables representing project ID (identification number) and project size. In this study we encode these two variables together by using the same path representation but applying project ID instead of lock ID in a sequence, as shown in Figure 2 . With the original representation, the proposed GA operators [17] could still be applied in the mutation and crossover processes to produce offspring. However, if we consider only one alternative for each location, the sequences with full lists of projects are not feasible solutions, in the sense that all alternatives will be implemented at different times (as shown in the middle part of Figure 2 ). Therefore, it is necessary to have a "refining" scheme embedded to create the feasible solutions for simulation evaluation. Instead of sequences with full lists of projects, a shorter sequence with only one project at each lock should be formed after the refining procedure, as shown in the lower part of Figure 2 .
The simplest way is to discard, for every location, all projects beyond the first one in the full-list sequence. As shown in Figure 3 , whenever a project alternative at one lock is selected, a refining technique will automatically discard the other project alternatives at the same lock. As noted, all the mutation and crossover operators are applied on the fulllist chromosomes, but not the refined chromosomes. Before starting any evaluation through simulation, the chromosome refining processes are performed on all offspring from any mutation or crossover operations.
Prescreening of Solutions
It is noted that the comparison of sequences is straightforward if there are no mutually exclusive projects within individual locks, since the full list of projects is the same as the full list of lock locations. However, with mutually exclusive projects, the comparison results could be different. Two types of sequences are created when considering mutually exclusive projects. Full sequences of project alternatives are generated from the offspring production process. Partial sequences with only one project per lock are refined for evaluation by simulation. To avoid duplication in the evaluation process, we should compare the refined partial sequences, rather than the full sequences. That is, as shown in Figure 4 , after the refining process (performed in the case of mutually exclusive projects), three different full sequences of project alternatives could become the same partial sequence with only one project per lock. Since the simulation model evaluates the refined sequence rather than the original sequence, the same fitness value is calculated for those three original sequences. Therefore, in order to efficiently reduce simulation time, it is preferable to record the "refined" partial sequences rather than the "original" full sequences in the solution list.
Precedence Relations
Based on technical, political or geographical considerations, some precedence relations among projects or locations may be imposed on the scheduling process. As in resource-constrained project scheduling problems (RCPS), it may be necessary or preferable to schedule some particular projects ahead of some others.
In order to determine the sequence of predecessor/successor projects, precedence constraints define precedence relations among various projects and are represented by an arrow between any two projects with precedence relations. If two projects i P and j P are related by a precedence constraint L is fully funded. With precedence constraints, some solutions (i.e., project sequences) will be infeasible and should be prescreened and discarded before being simulated. To impose the precedence constraints and preserve population diversity, infeasible solutions which violate any of the precedence relations should be very unlikely to be selected to reproduce offspring in the next generation. Thus, if a sequence violates the precedence constraints, instead of simulating it, we assign its fitness value a large number (i.e., 10 15 ), which represents the penalty in a minimization problem. In a maximization problem, a number close to 0 (i.e., 10 -15 ) is assigned as the fitness value for a sequence violating the precedence constraints. Let a binary variable i p denote the relevant precedence , the fitness value is the simulated total system cost.
Regional Budget Constraints
A large waterway system is typically operated by multiple geographic divisions which may have separate budgets. The formulation of regional budget constraints is similar to that in Figure 1 is the annual budget in region k. If regional budgets are independent, the budget constraint for the problem is easily divided into several regional budget constraints. That is, projects are funded one by one in each region and funds from one region cannot be used elsewhere. Therefore, projects from different regions may be funded at the same time. The overall implementation sequence then combines the implementation sequences of each region.
As shown in Figure 5 , a sequence containing only one project at each lock location is refined from the constraint of mutually exclusive projects. If there are different TRB 2012 Annual Meeting
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regions and each region has its own improvement projects and budget constraints, three regional implementation sequences are then generated with their own implementation schedules. With regional budget constraints, an overall implementation sequence to be evaluated by the simulation model is rearranged chronologically.
Model Test

Numerical Example
A simple test network shown in Figure 6 is used here to test the proposed simulation-based optimization model. There are 3 rivers, 5 ports, and 7 locks (4 singlechamber locks and 3 double-chamber locks). Locks are numbered with ID 0, 1, 2, 3, 4, 6, 7. Locks #5 and #8 are dummy locks. (Lock definitions are borrowed from [7] ) Not all locks require improvement projects, but all improvement projects are located at real locks. We assume here that a project is completed and starts affecting traffic operations as soon as its funding is fully spent. First, the current lock congestion level is determined from the baseline simulation run of current conditions without any improvement projects. Ranked from the highest V/C (volume capacity ratio) to lowest V/C, the intuitive project implementation sequence is 7160243.
Simulation inputs include network statistics (O/D trip generation rates, tow size distributions, chamber service time distributions and speed distributions), lock operation (FIFO control, towboats priority, lockage cuts, chamber assignment and chamber bias), demand variables (baseline O/D travel time, annual growth rates), and system variables (simulation period, warm-up period, number of replications) [11] .
The project-relevant inputs include budget rate, project IDs, locations, costs, capacity expansion ratios, regional budget, and precedence relations. The precedence constraints limit the sequence of locks receiving improvement projects. For example, the alternative projects at lock #6 should be funded before the alternative projects at locks #2 and #3. The regional budget constraints limit the project annual funds to $40 ×10 6 , $70 ×10 6 , $40 ×10 6 for regions 1, 2, and 3, respectively. For example, the alternative projects at locks #7, #2, and #6 are funded annually by the 2 nd regional budget, 70 ×10 6 , which is uniformly distributed throughout each year. The termination rule for GA search is set at 20 generations without further improvement. Mutation and crossover rates are 0.07 and 0.3, respectively. All the tests are run on a Pentium III processor with 3.6 GHz CPU and 1GB memory.
In this test, multiple projects are considered at some lock locations. However, at most one of the alternative projects for each location is selected in any implementation sequence. There are 18 projects: 4 alternatives at lock #7, 3 alternatives at lock #1, 2 alternatives at lock #6, 3 alternatives at lock #0, 2 alternatives at lock #2, 3 alternatives at lock #4, and one alternative at lock #3. With these mutual exclusivity constraints for projects at some locks, the solution space is 7! × (4 × 3 × 2 × 3 × 2 × 3 × 1) = 2,177,280. That is much less than 18! = 6,402,373,705,728,000. Additionally, with 2 precedence constraints, the solution space is further reduced to ( replications with different random number seeds are used to evaluate each candidate solution (i.e., generated project sequence and resulting schedule). The population size in this test is set at 20. A 4% interest rate is used to discount the present value of cost, and tow time is assumed to cost $450/tow-hour. In the evolution process, if the generated sequence violates any constraint, its fitness value is assigned a large cost and has nearly no chance of being selected for next generation. The search process is stopped here after 20 unchanged solutions. Since the proposed optimization search is probabilistic and requires random numbers in the evolution process, 20 GA search processes for the same problem but with different random seeds are presented in Table 1 . Based on 20 search processes, the results show that most searches (15 of 20 replications) converge to the same optimized solutions, with optimized total cost of $594,187,215. Searches #2 and #9 converge to even lower optimized solutions ($593,965,950). The best solution in 15 of the 20 searches has project sequence of 26816111318. On average, approximately 566 solutions are generated in each of the 20 search processes, of which 447 are new. (The other 119 are screened out if they exactly match previously generated solutions.) As the number of search generations increases, the discrepancy between the number of evaluated solutions and number of generated sequences also increases. Among the 447 new solutions 23 (=5%) are infeasible (i.e., they violate some constraints) and are screened out before being simulated. Thus, on average only 424 solutions are simulated for this problem before an optimized solution is identified and the search stops.
In this test example, approximately 43 seconds are required to evaluate one solution, which is averaged from 10 simulation replications. The prescreening process, however, takes less than 1 second to determine if the generated sequence has been evaluated. Therefore, it is worth prescreening any new solution against the recorded solutions whenever a sequence is generated to avoid the duplication of simulation. As can be seen in this example, approximately one fourth of generated sequences result in duplicate solutions. We thus save one fourth of simulation runs by avoiding duplicated evaluations. Table 2 shows the optimized solutions and four project implementation schedules for four of the searches which produce four different optimized solutions in 20 search replications. This indicates that the objective function for this combinatorial problem does have several local optima. As can be seen in the results, with independent regional budget constraints, more than one project during different regions may be funded at the same time (e.g., project #11 at lock #0 in region #1 and project #13 at lock #2 in region #2). The evolution of objective values from those searches is plotted in Error! Reference source not found.. The optimized solutions decrease relatively quickly in early generations and converge at the end of genetic search with the best solution in the previous generation always being saved in the current generation.
In this test example, the optimized solution (with an objective value of $594,187,215) located in most search processes (15 out of 20) is slightly inferior to the best one (with an objective value of $593,965,950) found in two other search processes. The discrepancy between these two final objective values is due to the sequence rather than choice of projects. That is, most local optimal solutions have the same projects (projects #2, #6, #8, #11, #13, #16, #18), but different implementation sequences (26816111318, or 86216111318). Increasing the mutation rate or the number of search generations might be helpful in finding the globally optimal solution.
Using Table 3 shows how the parameters specifying mutation rate or the number of search generations affect the optimization results. Scenarios with "-2", "-3" and "-4"are presented with different GA parameters, mutation rates (0.07 or 0.7) and termination conditions (20 or 50 unchanged solutions). Scenarios "-1" are taken from the original searches in Table 1 , with 0.07 for mutation rate and 20 unchanged solutions before stopping.
As can be seen, the scenarios with increasing mutation rate do increase the number of offspring, i.e., the number of generated sequences. Convergence in fewer generations is also shown in those scenarios. When increasing the search time, i.e., by allowing 50 rather than 20 generations without any improvement, more generations are required in the GA search but better solutions may be found. Changing either or both of those GA parameters does help in finding slightly lower optimized solutions in most cases (except for scenarios 3-2 and 3-4).
GA Solution Quality
In such a complex combinatorial problem with numerous local optima, it is difficult to find the exact globally optimal solution. No existing methods can guarantee finding that global optimum when the problem is realistically large. The solution space for this test case contains 7! × (4 × 3 × 2 × 3 × 2 × 3 × 1) = 2,177,280 candidate solutions. An experiment is designed to evaluate 25,000 randomly generated solutions to the problem (which cover approximately 1.15% of the solution space) with a sampling process. 12,454 out of our 25,000 randomly generated solutions are infeasible ones which violate precedence constraints. Among the 12,546 feasible solutions, the best fitness value in this sample is 593,965,950 (in present value $), while the worst is 769,730,300. The sample mean is 678,628,766 and the standard deviation is 31,650,572.
Since the sample is randomly generated, the fitted distribution should approximate the actual distribution of fitness values for all possible solutions in the search space. Excluding the infeasible solutions, the distribution for the remaining 12,546 sampled solutions is shown in Figure 7 . Based on the plotted histograms, the best distributions may be approximated as normal, but also as gamma or lognormal distributions with slightly skewed bell shapes which cover the domain from 0 to infinity. Figure 7 also shows how similar are the normal, gamma and lognormal distributions that best fit the 12,546 feasible solutions.
Given that similarity, we can choose to use the fitted normal distribution, with a mean of $678,629,000 and standard deviation of $31,650,600, to assess the goodness of solutions obtained by the genetic algorithm. Among the 25,000 randomly generated solutions, only one (.004%) has a fitness value of 593,965,950 and six (.024%) have a fitness value of 594,187,215. Those are the values found in search #2 and #15, respectively, off our twenty GA searches. These GA optimized solutions are located at the extreme low end of the distribution. Thus, very conservatively, we can estimate the probability of finding a solution better than 593,965,950 at .0035. In other words, the solution found by the GA dominates 99.65% of the solutions in this distribution. In practice, further investigation of the finite lower bounds of the distribution of random solutions may confirm that no solutions significantly better than 593,965,950 can be obtained for this problem. It should also be remembered that estimation errors in the input information regarding demand, project costs, lock reliability and tow characteristics, limit the usefulness of further searching for perfect mathematical solutions that are globally optimal but limited in accuracy by the input data.
Hence, the solutions optimized through GA searches, although not necessarily globally optimal, are still extremely good when compared with a large sample of random solutions and leave only a very small probability that significant improvements might still be found by letting the GA search further. That practically shows the reliability and validity of the proposed search algorithm. Besides, the above GA search, after evaluating 447 solutions, only expends 1.8% of the effort of evaluating 25,000 random solutions to locate a near-optimal solution. We expect that such relative advantage of genetic search would increase as the problem gets larger (i.e., as the number of project permutations considered increases).
Conclusions
An improved simulation-based optimization model is proposed for evaluating waterway systems and optimizing the selection and scheduling of interdependent projects. Unlike previous models, this one can consider (1) multiple mutually-exclusive projects at each lock site, which allow us to jointly optimize project sizing and timing decisions, (2) multiple budget sources and regional funding constraints, and (3) constrained precedence relations among projects. When considering mutually exclusive projects, the GA chromosome contains a full list of mutually exclusive projects. However, solutions with full lists of projects are not feasible when we allow at most one project per lock. Therefore, a refining technique is applied to create feasible solutions with lists of projects having at most one project per lock. Introducing project precedence relations does reduce the solution space of this problem. Given the penalty costs assigned to solutions which violate constraints, such infeasible solutions are almost never produced beyond the earliest generations. With regional budget constraints, projects in different regions are funded independently by their own regional budgets in different regions and it becomes possible to have projects funded concurrently.
Although the feasibility of combining simulation and optimization is demonstrated, the computation time is a crucial factor. To reduce running time in a simulation-based optimization model, any newly evaluated solution is recorded in a solution list. Whenever a new sequence is produced from mutation or crossover operations, a pre-screening process is first performed to check throughout the solution list. If that solution is also found in the list, its simulation is waived and its fitness value is directly assigned from the saved records. About one quarter of the evaluations can be omitted simply by avoiding duplicated simulation runs according to our test results. A validation process is also conducted to show the quality and reliability of the solutions optimized with the proposed GA algorithm. It demonstrates that the GA search can efficiently identify solutions that leave no room for significant improvements.
Since the optimization method can be fully separated from the simulation model, the development of these two processes can proceed concurrently. With parallel computing, the search time for the simulation-based GA can be greatly reduced by evaluating different solutions within each generation or multiple replications of those solutions on parallel processors. Future research may achieve further improvements in search efficiency through additional problem-specific genetic operators, better mutation/crossover rules, and migration of solutions between generations. More importantly, the basic approach developed here for evaluating, selecting and scheduling waterway projects is also applicable to the analysis of interdependent projects in other kinds of transportation networks as well as general investment planning and capital budgeting applications in many industries. Future research should extend it to such new applications.
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