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Wir stellen eine Methode vor, wie die Lichtausbreitung in Medien efﬁzient berech-
net werden kann. Hierzu setzen wir programmierbare Graﬁkprozessoren ein. Die
Simulation wird anhand experimenteller Messergebnisse an unterschiedlich streu-
enden Diffusoren validiert.
1 Einleitung
Die theoretische Beschreibung der Lichtausbrei-
tung durch streuende Medien ist für zahlreiche An-
wendungsgebiete von der Medizintechnik bis zur
Beleuchtungstechnik von großem Interesse. Ein
Ausgangspunkt hierfür ist die Mie-Theorie[1], die
die Wechselwirkung elektromagnetischer Wellen mit
sphärischen Streuzentren beschreibt. Der Durch-
messer der Streuzentren ist bei unseren Betrach-
tungen vergleichbar mit der Wellenlänge des einge-
strahlten Lichts. Es existieren verschiedene Algorith-
men, mit denen die Streuparameter und Streufunk-
tionen berechnet werden können. Wir präsentieren
eine Lösung, die mit einstellbarer Winkelabtastung
(0.0001◦ - 1◦) sowie einer beliebigen Eingangs-
feldverteilung (ideale Lasermoden, experimentelle
Messdaten, etc.) die Ausgangsverteilung eines frei
deﬁnierbaren Streukörpers berechnen kann. Eine
rein CPU (Central Processing Unit) basierte Lösung
ist selbst bei Multithreading Programmierung sehr
zeitaufwändig. Aus diesem Grund setzen wir pro-
grammierbare Graﬁkprozessoren (GPU = Graphics
Processing Unit) ein. Hierbei kann die Rechenzeit
bei exakter Rechnung gegenüber einer CPU signiﬁ-
kant verkürzt werden. Die Ergebnisse der Simulati-
on werden anschließend mit Resultaten geeigneter
Streulichtexperimente validiert.
2 Methodik
In der Simulation werden einzelne Photonen durch
ein speziﬁsches Medium propagiert. Als Parame-
ter können hierbei die Wellenlänge des Lichts, der
Durchmesser, die Konzentration im streuenden Me-
dium, der Brechungsindex der Streuzentren sowie
des Mediums gewählt werden. Zusätzlich kann eine
beliebige Freiform als Strahlproﬁl des einstrahlendes
Lichts gewählt werden.
Mit Hilfe der Mie-Theorie werden die Streufunk-
tionen der einfallenden elektromagnetischen Strah-
lung berechnet. Anhand der Partikelkonzentration
und des Wirkungsquerschnitts kann die mittlere freie
Weglänge eines Partikels im speziﬁschen Medium
bestimmt werden [2]. Abbildung 1 zeigt die der Si-
mulation zu Grunde liegende Streuverteilung, dar-
gestellt als logarithmischer Polar-Plot. Diese be-
rechnet sich aus den Parametern λ = 532nm,
Brechungsindex Medium = 1.000292 (Luft), Bre-
chungsindex Streuzentrum = 1.42 (Quarzglas), so-















Abbildung 1 Logarithmische Darstellung der Streuvertei-
lung einer ebenen Welle(unpolarisiert) an einem sphäri-
schen Partikel (n = 1) in Quarzglas.
Aus dieser Streuverteilung wird eine Wahrschein-
lichkeitsdichtefunktion berechnet und anschließend
auf die GPU übertragen. Diese ändert sich im Ver-
lauf der Simulation nicht. Im Folgenden wird durch
parallele Programmierung die GPU dazu verwen-
det, Photonen so lange durch das optische Element
zu propagieren, bis ein Abbruchkriterium erreicht ist.
Die Photonen werden anhand eines Intensitätspro-
ﬁls des Laserstrahls in das Medium injiziert. Es ist
möglich, jede beliebige Intensitätsverteilung inner-
halb der Softwareroutine zu verwenden. Sobald ein
Photon in das Streumedium eingetreten ist und ein
neuer Streuprozess stattgefunden hat, wird seine
Position in Kugelkoordinaten berechnet. Dabei ge-
ben Polar- und Azimuthwinkel die Flugrichtung an.
Die Strecke zwischen zwei Streuzentren wird an-
hand des Lambert-Beer-Gesetzes ermittelt. [3] Die-
ser Schritt wird solange wiederholt, bis das Abbruch-
kriterium erreicht ist. Dies ist erreicht, wenn ein Pho-
ton die Probe (in diesem Fall einen Zylinder) durch
den Deckel, den Mantel oder den Boden verlässt.
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Die Abbruchkriterien sind an die Probenergonomie
anpassbar. Diese wird in der Simulation abgebildet.
Die Probe hat einen Durchmesser von 15mm sowie
eine Höhe von 2mm. Hierbei handelt es sich um eine
Probe aus Silikatglas, in welcher Streuzentren aus
Luft eingeschlossen sind. Die restlichen Parameter
entsprechen den am Anfang des Absatzes beschrie-
benen Parametern.
3 Ergebnisse
Die Proben wurden mit Hilfe eines leistungsfähri-
gen Streulichtmessplatzes (Albatross TT [4]) ver-
messen. Hierbei wurde jeweils die Probe in Trans-
mission und Reﬂektion vermessen. Die Winkelauﬂö-
sung für Polar- und Azimuthwinkel wurde für Experi-
ment und Simulation auf 1◦ festgelegt. Die in Abbil-
dung 2 dargestellte Streucharakteristik (Transmissi-
on) deckt sich sehr gut mit den Simulationsergebnis-
sen. Die hohe Übereinstimmung auch bei weiteren
Experimenten von weniger streunden Proben veriﬁ-
zieren die Simulation.
Die GPU-Implementierung basiert auf NVIDIA Cu-
da. Hierzu wurde die mittlerweile in das SDK inte-
grierte Bibliothek Thrust verwendet. Als Hardware,
auf welcher die Simulation ausgeführt wird, wird ei-
ne GeForce TITAN eingesetzt. Diese zeichnet sich
durch 2688 Cuda Kerne sowie 6 GB Speicher aus.


















Abbildung 2 Vergleich zwischen Messexperiment und Si-
mulation. Verglichen wird das „Angular resolved scatte-
ring“ (ARS).
Die Thrust Library wurde verwendet, da die Erzeu-
gung von Zufallszahlen auf der GPU, welche einen
sehr hohen Einﬂuss auf die zeitliche Dauer und
Korrektheit der Simulation hat, hierdurch ermöglicht
wird. Zufallszahlen lassen sich, wie viele Beispie-
le aus der Fachliteratur zeigen, relativ leicht und
auch in großer Anzahl erzeugen. Da jedoch zur Aus-
führungszeit der Simulation nicht bekannt ist, wie
viele Streuvorgänge ein Photon durchlaufen wird,
ist es nicht möglich, zu bestimmen wie viele Zu-
fallszahlen man exakt für alle Photonen eines Si-
mulationslaufs benötigt. Somit müssen die Zufalls-
zahlen genau dann zur Verfügung stehen, wenn
ein Streuvorgang stattﬁndet. Dies ist im Falle einer
CPU-Ausführung unkritisch, arbeiten jedoch 2688
Rechnenkerne parallel, stellt dies eine nicht trivia-
le Herausforderung an den Programmierer dar.
Probenhöhe 0, 5mm 1mm 2mm
Probendurchmesser 15mm 15mm 15mm
CPU 11.015s 24.167s 50.975s
GPU 27, 45s 33, 38s 43, 85s
Faktor ∼ 401 ∼ 723 ∼ 1162
Tabelle 1 Vergleich Ausführungszeit
Die in Tabelle 1 beschriebenen Zeiten beziehen sich
auf die reine Simulationszeit der Photonen durch ein
Medium. Der massive Geschwindigkeitsvorteil der
GPU-basierten Simulationsroutine ist schon bei ver-
gleichsweise dünnen Proben deutlich und nimmt bei
Zunahme der Probendicke oder der Partikelkonzen-
tration weiter zu.
4 Diskussion und Ausblick
Wir konnten zeigen, dass die GPU Implementierung
für eine Probe mit 0.5mm Dicke um bis zu 1162
mal schneller ist als eine in Matlab implementierte,
parallele CPU Version.Durch die Unabhängigkeit der
Photonen voneinander ist die Propagation durch ein
streuendes Medium ideal parallelisierbar. Dies er-
möglicht eine parallele Ausführung der Berechnun-
gen in mehreren Threads, wobei hier die hohe An-
zahl der Rechenkerne moderner GPUs ausgenutzt
werden kann.
Allerdings gilt zu beachten, dass im vorliegenden
Beitrag eine reine GPU Implementierung mit dem
Computeralgebrasystem Matlab verglichen wurde.
Die GPU Implementierung ist in C++ mit CUDA Er-
weiterung implementiert, somit handelt es sich um
eine kompilative Sprache. Matlab ist eine interpreta-
tive Skriptsprache, welche deutlich langsamer in der
Ausführung ist.
Die GPU Implementierung der Simulationssoftwa-
re ermöglicht es nun auch, komplexere Systeme zu
modellieren und in kürzerer Zeit exakt zu simulieren.
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