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INTRODUCTION
In this paper, we study a numerical method to calculate the eigen-frequencies of the coupled vibration between an acoustic field and a structure. A typical example of the structure in the present study is a plate that forms a part of the boundary of the acoustic region. The application of this research is to reduce noise inside a car that is caused by an engine or other sound source. In particular, interior car noises such as a booming noise or a road noise are examples of structural-acoustic coupling phenomena.
The present study is motivated by the work in [1] , which developed a sensitivity analysis based on the eigenvalue calculation and applied the results to the design of motor vehicles with lower interior noise.
We formulate the coupled eigenvalue problem by FEM. This leads to a nonsymmetric eigenvalue problem, which can be transformed into a standard symmetric eigenvalue problem. The possibility of symmetrization is described in [2] for a discretized matrix eigenvalue problem in a somewhat different manner. In Nastran [3] and other software packages, MacNeal's method for symmetrization is used. However, MacNeal's symmetrization method is computationally expensive.
A finite element approximation of the coupled problem is then considered in an abstract way. The approximate eigenvalue problem is written by FEM. On the basis of this formulation, we apply certain regularity conditions for the corresponding inhomogeneous problem. In particular, we show an approaching phenomenon of two eigenvalues that can be calculated exactly by the perturbation method, but cannot be calculated exactly by normal finite element approximation.
For our perturbation method, a perturbation series is formulated from a nonsymmetric, coupled eigenvalue problem that decreases calculation time. For an implementation of the perturbation method, we compare the difference between the method implemented in Nastran's software and our method. We also show how to use the perturbation method by augmenting Nastran's software.
Our analysis is valid for cases with general shapes of the acoustic region and with various boundary conditions that provide realistic conditions for studying the reduction of noise inside a vehicle (see [1] , [6] , [8] ).
A FORMULATION OF THE STRUCTURAL-ACOUSTIC COUPLED VIBRATION PROBLEM
In the coupled vibration problem between an acoustic field and the vertical displacement of a structure, the acoustic field is described by the pressure field of the material which satisfies the usual second order wave equation and the vertical motion of the structure satisfies the elastic wave equation with fourth order differential operator as a forcing term. In this paper we consider the case where the structure consists of a rectangular plate and the acoustic field corresponds to some gasiform material such as air. Figure 2 .1 is a coupled sample inside of a car. A typical example of the structure in the present study is a plate that forms part of the boundary of the acoustic region. Figure 2 .2(a) is a 3D coupled model.
For this problem, the 3D coupled vibration system is given by the following system of partial differential equations:
where Ω 0 is a three-dimensional acoustic region, S 0 is a plate region, Γ 0 = ∂Ω 0 \ S 0 is a part of the boundary of the acoustic field, ∂S 0 is the boundary of the plate, P is the acoustic pressure in Ω 0 , U is the vertical plate displacement, ω is frequency, c is the sound velocity, ρ 0 is the air mass density, D is the flexural rigidity of plate, ρ 1 is the plate mass density, n is the outward normal vector on ∂Ω from Ω 0 , and σ is the outward normal vector on ∂S 0 from S 0 . We define a new perturbation method, by introducing a parameter ε, in order to obtain a perturbation series that expresses the eigenpairs for the coupled case in terms of the decoupled cases, i.e., (1) In the case of ε = 0, then the coupled problem can be separated into two uncoupled problems. The first uncoupled problem represents Acoustic Vibration:
(2)
The second uncoupled problem represents Plate Vibration: (3)
FEM THEORETICAL APPROACH FOR THE COUPLED EIGENVALUE PROBLEM 3.1. The Theoretical Formulation
For a rather general 3D bounded domain with suitable boundary, the coupled eigenvalue problem (see [6] ) is written in the following weak form: where
We use standard notation for Sobolev spaces and introduce the following function spaces:
We define a collection of bilinear forms on the function spaces V S and V P :
Then the weak formulation is rewritten as A finite element formulation follows from the above immediately. In practical computation, the matrix equations are written into 
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where K s and M s are the stiffness and mass matrices for the acoustic field, K p and M p are the stiffness and mass matrices for the plate, and T and T T are the coupling matrices. The precise definitions of K s , M s , K p , M p , T and T T are as follows: for u h ∈V ph and p h ∈V sh ,
Matrix Representation of the Approximate Eigenvalue Problem
The problem defined in eqn (5) is not a usual symmetric eigenvalue problem. However, we can transform it directly into a symmetric problem by Iron's idea as follows. Multiplying the second equation of eqn (4) by M p -1 , we obtain
We multiply eqn (6) by K p to obtain Now we multiply eqn (6) by T and add it to the first equation in eqn (5) . We finally have Clearly, the calculation cost increases when the original coupled problem is transformed into a symmetric problem, especially when M -1 is calculated. In
commercial software packages, e.g., Nastran and others, MacNeal's method is used for symmetrization. This method doubles the degrees of freedom in the matrix while avoiding calculating M -1 .
However, the perturbation method, which we will introduce in the next section, neither calculates the M -1 nor doubles the degrees of freedom in the matrix. It gets the original coupled (nonsymmetric) results from the uncoupled problem and acoustic field and plate eigenpair as a symmetric problem.
PERTURBATION ANALYSIS FOR THE COUPLED VIBRATION PROBLEM 4.1. Derivation of the Perturbation Series
We introduced a coupling parameter ε in eqn (1) . Consider the perturbed version of:
We define eigenpair and a collection of matrixes as follows:
Then the original eigenpair is changed into the eigenpair from the eigenvalue problem (7) Then when ε = 0 we obtain . We impose the following normalization condition for and :
where δ ij is the Kronecker delta function. This leads to the nonsymmetric formulation with reduced conditions (9) where the coefficients of the perturbation series and will now be derived. We will prove the convergence of the series eqn (9) in next section. Now we calculate the coefficients and Substituting eqns (9) into (7) and comparing the coefficients of , n = 1,2,… in the left-hand side with those in the right-hand side, we have
We compare the coefficient of each item then we obtain the following results:
where When the higher order remainder terms are small we have
The order estimate of the perturbation method for the case of as follows (see [6] , [7] ):
(10)
We will give an example to validate eqn (10) in Section 6. Remark 1: The calculation of the coefficients only requires the uncoupled eigenvalue, acoustic field and structure eigenvalue with a part of their eigenvectors which are the coupling matrices. The element number of the coupling matrices is far less than all of the element number of eigenvectors. Remark 2: The coefficients and vectors can be calculated independently of each other on a distributed memory computer. Either a tightly coupled cluster or a Grid computing environment can be used depending on quickly the results are needed. Remark 3:
exists, but the perturbation series in eqn (9) needs a positive convergence radius (see [7] ).
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APPLICATION TO NASTRAN
There are two points that need to be taken into account when using our method with Nastran software: (1) conditions to ensure K orthogonality for eigenvalues of the discrete matrix eigenvalue problem, and (2) how to minimize the number of eigenpairs necessary in order to improve the results. The most important point is the condition of complete orthonormality for the eigenvectors of the coupled and decoupled problem which are in eqn (8) for the discretized matrix eigenvalue problem. When these conditions are satisfied, the problem is K orthonormal. In Nastran's software, there is no orthonormality condition like eqn (8) , but there is an option called M orthonormality, i.e., there are two orthonormality conditions for the eigenvector: We calculate both and with Nastran's M orthonormality condition then use eqn (12) to calculate each coefficient of perturbation series. From the K orthonormality condition for , i.e.,
it follows that
The condition leads to lim
The condition leads to which is why we must use our own normalization condition in eqn (5) .
The second major point of this section is choosing a small number of eigenpairs to obtain better results from eqn (10), namely how to calculate the coefficient efficiently in By substitution we get (13)
From the orthonormality condition for we know
Hence if λ j is closer to λ i , the value of 1 / (λ i -λ j ) is bigger. So the reason for calculating λ i (2) (as well as λ i (4) ,...,λ i (2n) ,) is to choose the eigenvalue λ j group (numbers of used eigenpairs in eqn (13)), which is close to λ i . The example in next section will validate this point (see Table 6 .5). 
6. NUMERICAL EXPERIMENTS 6.1. Exact Solution 6.1.1. Coupled eigenvalue problem By using Fourier mode decomposition in the z direction, we reduce the problem to a 2D coupled eigenvalue problem (see Figure 2.2(b) ) from which we obtain the exact solution. Due to the symmetry of the domain Ω 0 in the z direction and the boundary conditions, we can apply Fourier mode decomposition to P and U in the z direction. When m represents the Fourier mode, we have
The problem defined is then transformed into the following problem for each m with p = p m and u = u m :
(14)
Now we are ready to transform the original 3D problem into the reduced form (see [1] , [6] ), which we will study in the remaining part of the paper. We define a new perturbation method, by introducing a parameter ε, in order to obtain a perturbation series that expresses the eigenpairs for the coupled case in terms of the decoupled cases, i.e., In the case of ε = 0, then the coupled problem can be separated into two uncoupled problems. The first uncoupled problem represents Acoustic Vibration:
(16)
The second uncoupled problem represents Plate Vibration:
Remark 4. The parameters c,ρ 0, D and may be replaced by which leads to the eigenvalue problem defined in eqn (15). Thus, we can change the coupling strength ε through the change of parameters.
The coupled eigenvalue problem in eqn (15) is transformed into an equation that includes the parameter ε as follows:
(18)
Eigenvalues for the acoustic vibration mode
In the case of the acoustic vibration mode in eqn (16) in a square 2-D reduced acoustic region, where the eigenvalue λ s satisfies the equation M s p = λ s K s p, p ≠ 0, we obtain the following series of eigenpairs {λ s j,k ,p j,k } j,k = 1,2,… for each Fourier mode number m in the z-direction: (4) and (5) are used solely to obtain the exact solution. They can be changed for other cases.
Sample Calculation for Coupled Eigenvalues by the Analytic Method
Now some eigenvalues are calculated by the Newton method being applied to the above equations for the case with the parameters, ε = 1, ρ 0 = 5, ρ 1 = 50, D = 2, m = 1, and c = 2.5 for n = 1,2,3, ..., 10.
These values are useful for the automotive application found in Figures 2.1 and 2. 2. The first type (Type 0) in (19) is an exceptional case and happens only if the relation is satisfied. The second type (Type 1) has only one eigenvalue for each n. The third type (Type 2) has the infinite number of eigenvalues for each n. Let us denote by the eigenvalue of Type 1 case. The first ten eigenvalues obtained for Type 1 are shown in Table 6 .1 Let us denote by the k-th eigenvalue of Type 2 case for each n. Then the first ten eigenvalues with n=1 are shown in Table 6 .2.
Results of the Perturbation Analysis
We make a comparison between the results, which are computed by using the analytical equations in the previous section and the results computed for the decoupled eigenpairs by using the perturbation series. Tables 6.3 and 6.4 contain the approximate eigenvalues that are calculated using two terms in the perturbation series: when i = 1 and i = 5, respectively. The coefficient is calculated by the method in Section 6.2. 
Truncation Error in the Second Order Coefficient
We start by calculating and . Then we calculate approximately using a finite number of eigenpairs in the summation of eqn (10) and use this approximation of to calculate an approximate . In Table 6 .5, numerical results for with various numbers of eigenpairs in the summation are compared with the exact eigenvalue .
The calculations of in Table 6 .3 and Table 6 .4 are performed with j = 10 in Table 5 , i.e., in the cases of j = 10 and 10000, we get a constant error in the limit with respect to the number of eigenpairs. Hence, we can see the validity of (10) for this example. Table 6 .5 also give us a important hint that is the calculating accuracy will not change after chosen enough numbers of eigenpairs (in above example, j = 10), i.e., if you need higher accuracy you must calculate higher term .
A Special Case
We observed a phenomenon of eigenvalues that cannot be described by the finite element method (FEM), but can be described by the perturbation method. We consider two eigenvalues: one from an plate vibration mode and the other from an acoustic vibration mode. In the case when two eigenvalues are very close, we calculate their coupled eigenvalues by moving the coupling parameter ε from 0 to 1. Then we found an approaching phenomenon of two eigenvalues between λ p 5 (ε) (in Table 6 .1) and (ε) ( in Table 6 .2) in our example
Application for a novel perturbation expansion method (see Figure 6 .1). In the beginning, the two eigenvalues behave nicely in such a way that the perturbation analysis is valid. When the parameter ε approaches to 0.5, the two eigenvalues become very close to each other but are not coincident. From the exact solution given in Table 6 .6, Table 6 .7, and Figure 6 .2, we know that the two eigenvalues are coincident. The perturbation method can calculate the two eigenvalues correctly because the perturbation method uses decoupled eigenpair only.
CONCLUSIONS AND FUTURE WORK
In this paper, we are continuing this research in three directions. We used a coupling strength parameter ε as a multiplier that was applied to the nondiagonal coupling terms of the coupled vibration problem between a structure and an acoustic field. We represented an eigenpair for the coupled system by a perturbation series with respect to ε that enabled us to express the eigenpair for the coupled case by those for the decoupled case. We proved that the series consists only of even order terms of ε. Using this perturbation series it is unnecessary to perform time consuming computations to get coupled eigenvalues. In fact, the new algorithm leads to an obvious implementation on distributed memory computers, either in a tightly coupled cluster or in a Grid computing environment. Hence, the present results obtained by the perturbation analysis results should have considerable engineering importance. Numerical experiments confirm the adequacy of this perturbation analysis.
We are trying to introduce this perturbation method as a new option into Nastran software. We expect to obtain a mathematically rigorous estimation of the magnitude of the convergence radius of the perturbation series. We need to consider how to modify the perturbation series in the case when the eigenvalue is not simple.
