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Abstract. The fastest Learning Automata (LA) algorithms currently available
come from the family of estimator algorithms. The Pursuit algorithm (PST), a
pioneering scheme in the estimator family, obtains its superior learning speed by
using Maximum Likelihood (ML) estimates to pursue the action currently per-
ceived as being optimal. Recently, a Bayesian LA (BLA) was introduced, and
empirical results that demonstrated its advantages over established top perform-
ers, including the PST scheme, were reported. The BLA scheme is inherently
Bayesian in nature, but it succeeds in avoiding the computational intractability
by merely relying on updating the hyper-parameters of sibling conjugate priors,
and on random sampling from the resulting posteriors.
In this paper, we integrate the foundational learning principles motivating
the design of the BLA, with the principles of the PST. By doing this, we have
succeeded in obtaining a completely novel, and rather pioneering, approach to
solving LA-like problems, namely, by designing the Bayesian Pursuit algorithm
(BPST). As in the BLA, the estimates are truly Bayesian (as opposed to ML) in
nature. However, the action selection probability vector of the PST is used for
its exploration purposes. Also, unlike the ML estimate, which is usually a single
value, the use of a posterior distribution permits us to choose any one of a spec-
trum of values in the posterior, as the appropriate estimate. Thus, in this paper,
we have chosen a 95% percentile value of the posterior (instead of the mean) to
pursue the most promising actions. Further, as advocated in [7], the pursuit has
been done using both the Linear Reward-Penalty and Reward-Inaction philoso-
phies, leading to the corresponding BPSTRP and BPSTRI schemes respectively.
It turns out that the BPST is superior to the PST, with the BPSTRI being even
more robust than the BPSTRP. Moreover, by controlling the learning speed of the
BPST, the BPST schemes perform either better or comparable to the BLA. We
thus believe that the BPST constitutes a new avenue of research, in which the
performance benefits of the PST and the BLA are mutually augmented, opening
up for improved performance in a number of applications, currently being tested.
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1 Introduction
A Learning Automaton (LA) is an adaptive decision-making unit, operating within a
random environment, and that learns the optimal action among a finite (or infinite) set
of actions offered by the environment. Each action, when performed or chosen, pro-
duces either a reward or a penalty, and the optimal action is defined as the action with
the highest probability of producing a reward. Of all the LA that have been proposed,
estimator algorithms are among the fastest ones. These were introduced by Thathachar
and Sastry [2] with the so-called Pursuit algorithm (PST), which utilizes Maximum
Likelihood (ML) reward probability estimates to pursue the action currently perceived
to be optimal. The latter method was later enhanced by the authors of [7], as we shall
explain presently. Recently, however, in [3], a novel sampling-based Bayesian scheme,
coined the Bayesian Learning Automata (BLA), was introduced. Being simultaneously
based on counting rewards/penalties and on random sampling from a pair of sibling
Beta distributions (akin to the Thompson Sampling [1] principle), the BLA offers signif-
icantly better performance than recent LA and related schemes, including the PST [3],
especially for bandit-like problems.
Research in the theory of LA has made significant advances in the last decades.
LA have, for instance, found novel applications in systems that possess incomplete
knowledge about the environment in which they operate. In the interest of brevity,
we list a few more-recent applications here. They are routing in wireless sensor net-
works [8], [9], [10], stochastic traffic engineering in multihop cognitive wireless mesh
networks [11], design of cognitive radio systems [12], and the near-optimal solution of
NP-hard problems like data fragment allocation in distributed database systems [13].
In this paper, we propose a new class of estimator algorithms, which we refer to
as the family of Bayesian Pursuit algorithms (BPSTs). Briefly stated, by augmenting
(or “piggy-backing”) the method of the BLA with the principles behind the PST, we
are able to outperform both schemes in extensive experiments1. This augmentation is
achieved as follows: First of all, as in the BLA, the estimates are truly Bayesian (as
opposed to ML) in nature. However, the action selection probability vector of the PST
is used for its exploration purposes. Additionally, as opposed to the ML estimate, which
is usually a single value - i.e., the one which maximizes the likelihood function - the use
of a posterior distribution permits us to choose any one of a spectrum of values in the
posterior, as the appropriate estimate. In the interest of being concrete, we have chosen a
95% percentile value of the posterior (instead of the mean) to pursue the most promising
actions. Finally, as advocated in [7], the pursuit can be done using both the Linear
Reward-Penalty and Reward-Inaction philosophies. This too has been accomplished
here, leading to the corresponding BPSTRP and BPSTRI schemes respectively. To the
best of our knowledge, all these contributions are novel to the field of LA, and we thus
believe that the BPST constitutes a new avenue of research, in which the performance
benefits of the PST and the BLA are mutually augmented. We also believe that the
theoretical contributions of this paper could lend itself to practical solutions improving
performance in a number of applications, some of which are currently being tested.
1 The theoretical results proving the formal properties of the family of BPSTs are currently being
compiled.
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The paper is organized as follows. In Section 3, we present the new branch of esti-
mator algorithms – the Bayesian Pursuit algorithms – including those incorporating the
two linear updating schemes, the BPSTRP and BPSTRI . Then, in Section 4, we provide
extensive experimental results demonstrating that the BPSTs are truly superior to the
PST – with the BPSTRI performing in an even more robust manner than the BPSTRP.
In comparison to the BLA, by appropriately choosing a learning speed parameter for
the BPST schemes, one can obtain comparable or even superior performances. Finally,
in Section 5, we report opportunities for further research, in addition to providing con-
cluding remarks.
2 The Pursuit Algorithm (PST) and Bayesian Learning Automata
A myriad of approaches have been proposed within the field of LA, and we refer the
reader to [5, 6] for an overview and comparison of schemes. However, in this work, we
will briefly review2 the LA upon which the Bayesian Pursuit scheme builds.
Linear Updating Schemes: The more notable and well-used traditional LA approaches
include the family of linear updating schemes, with the Linear Reward-Inaction (LR−I)
automaton being designed for stationary environments [5]. In short, the LR−I maintains
an action probability selection vector p¯ = [p1, p2], with p2 = 1− p1. The question of
which action is to be chosen is decided randomly by sampling from p¯. Initially, p¯ is
uniform. The following linear updating rules summarize how rewards and penalties
affect p¯ with p′1 and 1− p′1 being the resulting updated action selection probabilities:
p′1 = p1 + λ× (1− p1) if choosing Action 1 results in a reward
p′1 = (1−λ)× p1 if choosing Action 2 results in a reward
p′1 = p1 if choosing Action 1 or Action 2 results in a penalty.
In the above, the parameter λ (0 < λ < 1) governs the learning speed. As seen, after
action i has been chosen, the associated probability pi is increased using the linear
updating rule upon receiving a reward, with p j( j = i) being decreased correspondingly.
Note that p¯ is left unchanged upon a penalty.
Pursuit Schemes: A Pursuit scheme (PST) makes the updating of p¯ more goal-directed
in the sense that it maintains ML estimates ( ˆd1, ˆd2) of the reward probabilities (d1,d2)
associated with each action. Instead of using the rewards/penalties that are received to
update p¯ directly, they are rather used to update the ML estimates. The ML estimates,
in turn, are used to decide which action selection probability, pi, is to be increased.
In brief, a Pursuit scheme increases the action selection probability pi associated with
the currently-largest ML estimate ˆdi, instead of the action actually producing the re-
ward.Thus, unlike the LR−I , in which the reward from an inferior action can cause un-
suitable probability updates, in the Pursuit scheme, these rewards will not influence the
learning progress in the short term, except by modifying the estimate of the reward vec-
tor. This, of course, assumes that the ranking of the ML estimates are correct, which
2 Throughout this review, we only consider the 2-action LA. The r-action LA are found in [5,6].
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is what it will be if each action is chosen a “sufficiently large number of times”. Ac-
cordingly, a Pursuit scheme consistently outperforms the LR−I in terms of its rate of
convergence.
Bayesian Learning Automaton: The Bayesian Learning Automata (BLA) inherently
builds upon the Bayesian reasoning framework. A unique feature of the BLA is its
computational simplicity, achieved by relying implicitly on Bayesian reasoning prin-
ciples. In essence, at the heart of the BLA we find the Beta distribution, which is the
conjugate prior for the Bernoulli distribution. Its shape is determined by two positive
parameters, denoted by a and b, producing the following probability density function:
f (x;a,b) = x
a−1(1− x)b−1
∫ 1
0 u
a−1(1−u)b−1 du , x ∈ [0,1]. (1)
Essentially, the BLA uses the Beta distribution for two purposes. First of all, it is
used to provide a Bayesian estimate of the reward probabilities associated with each of
the available actions - the latter being valid by virtue of the conjugate prior nature of the
Binomial parameter. Secondly, a novel feature of the BLA is that it uses the Beta distri-
bution as the basis for an Order-of-Statistics-based randomized selection mechanism.
3 The Bayesian Pursuit Algorithm (BPST)
Bayesian reasoning is a probabilistic approach to inference which is of significant im-
portance in machine learning because it allows for the quantitative weighting of ev-
idence supporting alternative hypotheses, with the purpose of allowing optimal deci-
sions to be made. Furthermore, it provides a framework for analyzing learning algo-
rithms [14]. We present here a new branch of estimator algorithms that builds upon
the PST framework. However, rather than utilizing ML reward probability estimates,
optimistic Bayesian estimates are used to pursue the action currently perceived to be
optimal. We coin the algorithm as the Bayesian Pursuit algorithm (BPST).
As in the case of the BLA, the BPST estimates the reward probabilities of all the
actions based on the Beta distribution. These Bayesian estimates allow us to accurately
calculate an optimistic estimate of the reward probability, xi, that provides a 95% upper
bound for di, by means of the respective cumulative distribution F(xi;a,b) as below,
and the subsequent algorithm contains the essence of the BPST approach.
F(xi;a,b) =
∫ xi
0 v
a−1 (1− v)b−1 dv
∫ 1
0 u
a−1(1−u)b−1 du , xi ∈ [0,1]. (2)
Algorithm: BPSTRP
Parameters:
α: The action chosen by LA.
pi: The ith element of the action probability vector P.
λ: The learning parameter, where 0 < λ < 1.
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m: The index of the maximal component of the Bayesian estimate vector X .
em: The unit vector with ‘1’ in the mth coordinate.
ai,bi: The two positive parameters of the Beta distribution.
xi: The ith element of the Bayesian estimate vector X , given by the 95% upper bound
of the cumulative distribution function of the corresponding Beta distribution.
R: The response from the environment, where R = 0 (reward) or R = 1 (penalty).
Initialization:
1. pi(t) = 1/r, where r is the number of actions.
2. Set ai = bi = 1. Then repeat Step 1 and Step 2 in “Method” below a small number
of times (i.e., in this paper 10 ∗ r times) to get initial estimates for ai and bi.
Method:
For t:=1 to N Do
1. Pick α(t) randomly according to action probability vector P(t). Suppose α(t) = αi.
2. Based on the Bayesian nature of the conjugate distributions, update ai(t) and bi(t)
according to the response from the environment:
If R(t) = 0 Then ai(t) = ai(t −1)+ 1;bi(t) = bi(t−1);
Else ai(t) = ai(t −1);bi(t) = bi(t−1)+ 1;
3. Identify the upper 95% reward probability bound of xi(t) for each action i as:
∫ xi(t)
0 v
(ai−1)(1−v)(bi−1)dv
∫ 1
0 u
(ai−1)(1−u)(bi−1)du = 0.95
4. Update the action probability vector P(t):
P(t) = (1−λ)P(t−1)+ λem, with m = argmaxi[xi(t)];
End Algorithm: BPSTRP
Note that the above algorithm implements the Reward-Penalty strategy (BPSTRP), in
which both reward and penalty responses are processed. In an analogous manner, one
can design a BPST scheme based on the Reward-Inaction strategy, i.e., one in which
penalties are ignored (BPSTRI). Also observe that the BPST is quite similar to the PST
in the sense that both of them pursue the currently-perceived optimal action, and update
the action probability vector based on a linear updating rule. The difference is that
instead of using ML estimates for the reward probabilities, in the BPST, the estimation
is Bayesian, allowing the calculation of 95% upper bounds, {xi}.
It is crucial that the salient features of the BPST and the BLA are highlighted. The
reader should observe that they both rely on the Beta distribution for reward probability
estimation. However, the BLA does not perform any Bayesian computations explicitly.
Instead, when it comes to action selection and exploration, the BLA chooses an action
based on sampling directly from the Beta distributions, while the BPST samples the
action space based on the action probability vector. Also, by calculating the 95% upper
bound, xi, the BPST is able to decide which action is most promising to pursue.
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4 Empirical Results
In this section, we evaluate the computational efficiencies of both the BPSTRP and the
BPSTRI by comparing them with the PSTRI and the BLA. Although a more detailed
comparison against the family of PST schemes is also currently being compiled, we
report here, in all brevity, that both the BPSTRP and the BPSTRI are superior to the
other PST schemes reported in [7]. Further, although we have conducted numerous
experiments using various reward distributions, we report here, for the sake of brevity,
results for the experimental configurations listed in Table 1.
In the experiments considered, Configurations 1 and 4 form the simplest environ-
ments, possessing a low reward variance and a large difference between the reward
probabilities of the actions. This is because, by reducing the difference between the
actions, we increase the learning difficulty of the environment. Configurations 2 and 5
achieve this task. The challenge of Configurations 3 and 6 is their high variance com-
bined with the small difference between the actions.
For these configurations, an ensemble of 1,000 independent replications with differ-
ent random number streams was performed to minimize the variance of the reported
results. In each replication, 100,000 actions selection tasks were conducted in order to
examine both the short term and the limiting performance of the evaluated algorithms.
Since all the three schemes, the BPSTRP, BPSTRI , and the PSTRI depend on an exter-
nal learning parameter λ (the learning rate), we measured the performance using a wide
range of parameters: λ = 0.05, λ = 0.01 and λ = 0.005. We report the best-performing
learning rates.
Table 2 reports the average probability of selecting the optimal action after 10, 100,
1,000, 10,000 and 100,000 rounds of action selections, for each configuration. As seen,
in Configurations 1 and 2, all four schemes converge to the optimal action with high
accuracy, with the BLA being the fastest scheme and the BPSTRP being the second
fastest. The BPSTRI and PSTRI come third, providing almost identical performance.
In Configuration 3, the BPST schemes outperform PSTRI . The BLA learns faster
than the BPSTs at the beginning, but was caught up to and surpassed by the latter in the
final 10,000 to 100,000 rounds.
The BPST schemes are also superior to the PSTRI in Configuration 4. Indeed, the
BPST schemes also yield more accurate results than the BLA from the rounds whose
indices are from 1,000 to 100,000, although it learns slightly slower initially.
Table 1. Reward distributions used in 2-action and 10-action problems with Uniformly distributed
rewards
Config./Action 1 2 3 4 5 6 7 8 9 10
1 0.90 0.60 - - - - - - - -
2 0.90 0.80 - - - - - - - -
3 0.55 0.45 - - - - - - - -
4 0.90 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60
5 0.90 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80
6 0.55 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
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Table 2. Detailed overview of probability of choosing the optimal action after 10, 100, 1000, 10
000, and 100 000 rounds
Configuration Algorithm 10 100 1000 10000 100000
Con f .1 BPSTRI 0.05 0.5227 0.8101 0.9774 0.9977 0.9997
BPSTRP 0.05 0.5323 0.8280 0.9795 0.9979 0.9998
PSTRI 0.05 0.5232 0.8097 0.9774 0.9977 0.9998
BLA 0.6266 0.8839 0.9839 0.9980 0.9997
Con f .2 BPSTRI 0.01 0.5050 0.5986 0.9134 0.9909 0.9990
BPSTRP 0.01 0.5022 0.6080 0.9209 0.9916 0.9991
PSTRI 0.01 0.5036 0.5957 0.9138 0.9912 0.9991
BLA 0.5644 0.7458 0.9365 0.9902 0.9986
Con f .3 BPSTRI 0.01 0.5000 0.5437 0.8460 0.9831 0.9982
BPSTRP 0.01 0.5019 0.5753 0.8816 0.9865 0.9986
PSTRI 0.005 0.5015 0.5277 0.7810 0.9759 0.9976
BLA 0.5459 0.6766 0.8833 0.9799 0.9971
Con f .4 BPSTRI 0.05 0.1069 0.3800 0.8816 0.9870 0.9986
BPSTRP 0.05 0.1114 0.4118 0.8873 0.9876 0.9987
PSTRI 0.01 0.1012 0.1970 0.7957 0.9777 0.9978
BLA 0.1407 0.4187 0.8707 0.9826 0.9978
Con f .5 BPSTRI 0.005 0.1003 0.1182 0.4690 0.9289 0.9923
BPSTRP 0.005 0.1005 0.1246 0.4903 0.9326 0.9927
PSTRI 0.005 0.1001 0.1169 0.5123 0.9215 0.9748
BLA 0.1103 0.1870 0.5492 0.9163 0.9878
Con f .6 BPSTRI 0.005 0.1006 0.1088 0.2868 0.8634 0.9843
BPSTRP 0.005 0.1000 0.1154 0.3363 0.8816 0.9820
PSTRI 0.005 0.1000 0.1082 0.3236 0.8490 0.9334
BLA 0.1075 0.1493 0.3572 0.8347 0.9752
Configurations 5 and 6 are the two most challenging experimental set-ups, in which
the superiority of the BPST schemes over the PSTRI is more obvious than in previous
configurations. As compared with the BLA, the BPST schemes are not as fast as the
BLA at the beginning, but again outperforms the BLA from around the time index
10,000.
We now consider the so-called Regret of the algorithms. The Regret is the differ-
ence between the sum of rewards expected after N successive action choices, and what
would have been obtained by only choosing the optimal action. Assuming that a reward
amounts to the value (utility) of unity (i.e., 1), and that a penalty possesses the value 0,
the Regret can be defined as:
dopt ·N−
N
∑
i=1
di, (3)
where dopt is the reward probability of the optimal action and di, is the reward proba-
bility of the selected action i.
The Regret offers the advantage that it does not overly emphasize the importance
of choosing the best action. In fact, choosing one of the non-optimal actions will not
necessarily affect the overall amount of rewards obtained in a significant manner if,
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Fig. 1. The Regret of the various LA studied in different configurations
for instance, the reward probability of the non-optimal action is relatively close to the
optimal reward probability. The plots in Fig. 1 illustrate the accumulation of the Regret
of each algorithm with the number of rounds of selecting the various actions.
The left three plots in Fig. 1 display the Regret of the algorithms in 2-action experi-
mental configurations. In Configuration 1, the BLA is clearly better than the other three
schemes in the early phase of learning. However, by virtue of the simplicity of this con-
figuration, the Regrets of all the four schemes are on a low level. In Configurations 2
and 3, as the learning difficulty of the environment increases, the early-phase advan-
tages of the BLA over the other schemes get reduced. Furthermore, the BPST schemes
and the PSTRI later surpass the BLA with a “flatter” Regret. Among the three pursuit
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schemes, the advantages of the BPST schemes over the PSTRI become obvious as the
difficulty of the environment increases.
The three plots on the right in Fig. 1 display the Regret of the algorithms in the
10-action configurations. As seen, the BPST schemes outperform the PSTRI . When
compared to the BLA, even though it has a slightly higher Regret in the early phase, the
BPST schemes outperform the BLA with a much “flatter” Regret trend later.
It is worth mentioning that the BPSTRP performs consistently better than the BPSTRI
in all the configurations except in the most challenging configuration, i.e., Configura-
tion 6, as seen in both Table 2 and Fig. 1. A possible explanation of the latter obser-
vation is the fact that BPSTRP updates the action probabilities both upon reward and
penalty, which makes learning converge faster than the BPSTRI , which only updates
the action probabilities on being rewarded. Accordingly, when the learning difficulty of
Configuration 6 reduces the accuracy of the estimation of the reward probabilities, the
performance of the BPSTRP will be impacted more than BPSTRI .
From the above results we draw the following conclusions:
1. The BPST schemes are superior to the PSTRI , providing better performance in most
of the experimental configurations. This indicates that in the field of LA, Bayesian
estimates, in general, prove to yield better values than ML estimates.
2. Although the BPSTRP performs consistently better than BPSTRI in most of the ex-
perimental configurations, the BPSTRI , simultaneously, provides an almost-similar
performance. Furthermore, in the most challenging configurations, the BPSTRI has
a more robust performance than the BPSTRP, suggesting the former’s superiority.
3. By tuning the learning parameter λ, the BPST provides either better or comparable
performance compared to the BLA. On the other hand, in several cases, the BLA
initially yields a faster performance. This difference in behavior can be explained
by their respective distinct strategies for selecting actions. The BLA chooses actions
based on the magnitude of a random sample drawn from the posterior distribution
of the reward estimate, while the BPST chooses actions based on the maintained
action probability vector. In fact, with some deeper insight one can see that the
initial performance gap can be traced back to the initialization phase of the the
algorithms, where each action is chosen to provide initial reward estimates.
5 Conclusion and Further Work
In this paper we have presented the Bayesian Pursuit Algorithms (BPST), including the
BPSTRP and the BPSTRI . The BPST maintains an action probability vector that is used
for the selection of the actions. However, it utilizes Bayesian estimates for the reward
probabilities associated with each available action, and adopts a linear updating rule
for updating the action probability vector. Also, because we have used the posterior
distributions, we are able to utilize a 95% upper bound of the estimates (instead of the
mean) to pursue the most promising actions. Thus, to the best of our knowledge, the
BPST is the first LA built according to the PST strategy that also takes advantage of a
Bayesian estimation scheme. Our reported extensive experimental results demonstrate
the advantages of the BPST over the reported best PST scheme. The BPST also provides
either comparable or better performance than the BLA by choosing λ suitably.
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Based on these results, we thus believe that the BPST forms a new avenue of re-
search, in which the performance benefits of the PST and the BLA can be combined.
In our further work, we intend to investigate how our Bayesian Pursuit strategy can be
extended to the Discretized Pursuit family of schemes. Besides this, we are currently
working on the proofs of convergence of these LA, including the results for games of
BPSTs, involving multiple interacting BPSTs.
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