Abstract: Since sensor nodes usually have a large duty cycle interval to prolong network lifetime, duty-cycled wireless sensor networks (WSNs) can suffer from a long end-to-end (E2E) delay. Because delay-sensitive applications have a certain E2E delay requirement, a lot of studies have tried to tackle the long E2E delay problem. However, most existing studies focused on simply reducing the E2E delay rather than considering the delay bound requirement, which makes it hard to achieve balanced performance between E2E delay and energy efficiency. Although a few studies took into consideration both the delay bound requirement and energy consumption, they required specific node deployment or strict time synchronization between nodes in the network. In order to address the limitations of the existing studies, we propose a delay-constrained duty-cycle scheduling (DDS) algorithm. The objective of DDS is to achieve low energy consumption while satisfying the delay bound requirement in various node deployment scenarios depending on user demands. First, based on network topology information collected by the sink, one-hop delay distribution is derived as a function of the duty cycle interval. Then, the E2E delay distribution is estimated using the Lyapunov central limit theorem, which allows each node group to have a different delay distribution. Finally, the duty cycle interval is determined using the estimated E2E delay distribution such that energy consumption is minimized while meeting the delay bound requirement. Practical WSN deployment scenarios are considered to evaluate the proposed algorithm. The simulation results show that DDS can guarantee the given delay bound requirement and outperform existing algorithms in terms of energy efficiency.
Introduction
Wireless sensor networks (WSNs) are widely used in various fields for practical applications, such as environmental monitoring, vehicle tracking, surveillance, and healthcare [1] . In WSNs, a large number of sensor nodes are deployed in a region to collect information, e.g., tracking and identifying the location of miners and roof falls in underground mine environments, or detecting a vehicle accident using monitoring cameras in vehicles [2, 3] .
Since the primary power source of sensor nodes is a battery with limited capacity, reducing the power consumption to prolong network lifetime is a crucial challenge in WSNs. One of the most effective solutions for saving energy is the duty cycling mechanism [4, 5] in which a node's radio is switched on for an active period and off for the rest of the duty cycle interval. Because sensor nodes only occasionally transmit and receive data packets in practice, having the sensor's radio continuously turned on is not necessary.
Because sensor nodes consume low energy with a large duty cycle interval, a long network lifetime can be achieved by maximizing the duty cycle interval. However, a large duty cycle interval also leads to a long end-to-end (E2E) delay [6] , which is the latency from packet generation time at the source node to reception time at the sink. As the duty cycle interval increases, nodes wake up less frequently. Therefore, the transmitters' waiting time for potential forwarding candidates to wake up becomes longer, which results in a longer E2E delay.
From those two aspects of the duty cycling mechanism, consideration of a balanced performance between energy consumption and E2E delay is desired, since a lot of applications in WSNs require a certain E2E delay bound, as well as low energy consumption. For example, in a fire warning system, because a long E2E delay can have serious consequences, packets may be required to reach the sink within a given delay bound at a certain probability.
Although a lot of studies [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] attempted to address long E2E delays in WSNs, they focused on simply reducing E2E delays, instead of taking the delay bound requirement into account. As a result, it is hard for them to achieve a balanced performance between E2E delay and energy consumption. We also note that a few studies [20] [21] [22] considered both the delay bound requirement and energy consumption. However, those works required additional information or certain assumptions. For example, nodes have to synchronize wake-up schedules among other nodes in the network [20] [21] [22] .
In order to address the limitations of existing work, we propose a delay-constrained duty-cycle scheduling (DDS) algorithm with the objective of achieving low energy consumption while satisfying the delay bound requirements in duty-cycled WSNs. DDS does not require time or wake-up schedule synchronization. Moreover, no specific node deployment strategy is required, i.e., sensor nodes can be placed inside buildings or outdoors, following a deterministic or nondeterministic deployment layout depending on user application demands.
In the considered WSNs, data packets are required to reach the sink within a given time; i.e., the E2E delay of packets is bounded by an application-specific demand. For example, an application may require 95% of transmitted packets to arrive at the sink within 30 s [21, 23] . More formally, in this work, a deadline success ratio (DSR) is defined as the ratio between the number of packets delivered to the sink within the given delay bound and the total number of transmitted packets (e.g., the application may require a 95% DSR with a delay bound of 30 s).
Under DDS, after sensor nodes are deployed, they are assigned a group number based on the hop distance to the sink. To deliver data packets to the sink, sensor nodes in a group forward their packets to the first awake node from among potential forwarders that belong to a group closer to the sink. The sink collects the network parameters (e.g., the number of nodes in each group, the number of potential forwarders, and the data generation rate). Using the collected information, the one-hop delay distribution of each group is obtained as a function of the duty cycle interval, the delay bound, and the required DSR. Since our work considers custom node deployment, one-hop delay at nodes in different groups may have different distributions. So, we cannot apply the classical central limit theorem [24] to the network scenario under consideration. Note that the Lyapunov central limit theorem [24] is used to estimate the distribution of a sum of random variables which can be non-identically distributed. Therefore, the DDS scheme uses the Lyapunov theorem to determine the E2E delay distribution. Finally, the maximal duty cycle interval that satisfies the given delay bound requirement is determined by using the obtained E2E delay distribution.
We also note that the proposed algorithm can overcome the limitations of our previous work [25] , which assumed that nodes are randomly deployed following a uniform distribution in a circular area. By estimating the delay distribution based on the collected network topology information, the algorithm in this work is suitable for general cases where node deployment scenarios depend on various user demands. Moreover, existing studies [25, 26] had to assume that one-hop delays of different node groups are identically distributed in order to use the classical central limit theorem. In contrast, this work allows each node group to have a different delay distribution by proving the Lyapunov condition and using the Lyapunov central limit theorem [24] , which results in a higher performance in practical WSN scenarios.
In order to validate the performance of DDS, we compare DDS with four algorithms: the optimal anycast packet-forwarding (OAPF) [16] , the optimal geographical progress (OGP) [19] , and two extended deadline-aware scheduling and forwarding (DASF) [25] algorithms. The proposed algorithm was evaluated using performance metrics, including the achieved DSR, the total energy consumption by nodes in the network, and the average E2E delay. Simulation results show that DDS outperforms other existing algorithms in terms of the delay requirements (i.e., the given delay bound and DSR) and energy consumption. Although the average E2E delay under DDS is longer than that of OAPF and OGP, DDS satisfies the delay requirements (i.e., the required DSR) in various test scenarios (e.g., varied delay bounds, required DSR, and event rates), while OAPF and extended DASF could not satisfy the delay requirement in some cases. Moreover, DDS achieves better energy efficiency than OGP.
In summary, the main contributions of our work are listed as follows:
• This work proposes the delay-constrained duty-cycle scheduling (DDS) algorithm to achieve low energy consumption while satisfying the delay requirement in duty-cycled WSNs. Unlike several existing works [7] [8] [9] [10] [11] [12] [20] [21] [22] which needed strict time synchronization, DDS does not require time synchronization nor wake-up synchronization. Moreover, in contrast to some studies which assumed a specific node deployment [18, 19, 25] (i.e., uniformly random distribution), the proposed duty-cycle scheduling algorithm can be applied to WSNs with various node deployment scenarios.
•
We define the problem of maximizing the duty cycle interval subject to the delay requirement in duty-cycled WSNs. The sink first collects the network topology information, on the basis of which the one-hop delay distribution is computed. Then, the E2E delay distribution is estimated as a function of the duty cycle interval using the Lyapunov central limit theorem, which allows nodes in different groups to have different delay distributions. Finally, the maximal duty cycle interval is determined using the estimated E2E delay distribution to minimize consumed energy while satisfying the delay requirement. To the best of our knowledge, this work is the first attempt to estimate the E2E delay distribution using the collected network topology information and the Lyapunov central limit theorem so that it allows different one-hop delay distributions for groups.
The simulations were conducted to evaluate the proposed algorithm and compare with other related works. The evaluation results show that the proposed DDS scheme leads to better performance than existing algorithms with regard to the achieved DSR and energy consumption in a variety of network scenarios, including different delay bounds, required DSR, and event rates.
The rest of this paper is organized as follows. Section 2 introduces related work. Section 3 presents the network model and defines a maximization problem that aims to find the maximal duty cycle interval while satisfying the given delay bound requirement. Then, we describe the delay-constrained duty-cycle scheduling algorithm in detail in Section 4. Evaluation of the performance and a comparison with existing algorithms are shown in Section 5. Finally, this paper is concluded in Section 6.
Related Work
Duty cycling is an effective solution for reducing energy consumption in WSNs [11, [27] [28] [29] [30] [31] [32] [33] . However, since a long E2E delay can be a critical problem in duty-cycled WSNs, there have been a lot of studies that considered the E2E delay.
Several studies [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] focused on minimizing the expected E2E delay. For example, Nazir et al. [14] proposed a sleep/wake scheduling scheme to minimize the E2E delay by increasing the active periods of the nodes according to the traffic load. Nodes are assigned different sleep/wake schedules considering three cases. The first is based on the node's distance from the sink, the second is the topological importance of the node (e.g., a node that is the forwarder for many nodes has a longer active duration), and the third is the occurrence of events (e.g., when an event occurs near the nodes, their active period increases).
Kim et al. [16] proposed a sleep/wake scheduling policy that aims at minimizing the E2E delay and maximizing the lifetime of event-driven WSNs. In their study, nodes maintain a list of forwarding candidates, each of which is assigned a priority. When a node wants to transmit a packet, it checks the channel for a certain period of time to find forwarding nodes that wake up in that period. If there is only one forwarder awake, the transmitter transmits the packet to this node. In the case of multiple forwarders, the transmitter selects the forwarder that has the highest priority. The expected E2E delay at each node is calculated based on the awake probability, the forwarding candidates, and the priority of the forwarders. Then, OAPF is proposed to find an optimal forwarding policy that minimizes the expected E2E delay.
Wang et al. [19] proposed a geographic routing algorithm, called optimal geographical progress (OGP), in order to reduce the expected packet latency in duty-cycled WSNs. Each node maintains a set of possible forwarders that make geographical progress of at least a threshold and forwards the packets to the first wake-up node among candidate forwarders. Wang et al. showed that the threshold value has a great impact on the packet E2E delay, and a low latency can be obtained by using an appropriate threshold value.
Since those studies only considered the expected E2E delay, they could not guarantee or control the portion of the packets that arrive at the sink within the delay bound. Note that even when the expected E2E delay is shorter than the delay bound, a large portion of the packets might reach the sink after the delay bound due to the variance in E2E delay.
In contrast, our work estimates a probabilistic distribution of the E2E delay as a function of the duty cycle interval, the delay bound, and the required DSR. This enables the WSN to satisfy the delay bound constraint while lowering energy consumption by controlling the duty cycle interval.
It is worthwhile to note one study that considered E2E delay distribution [26] . However, its objective was only to estimate the E2E delay distribution using a given fixed routing path, rather than to control network parameters to improve network performance (e.g., satisfying the delay requirement or reducing energy consumption). In addition, it required random variables for one-hop delays to be identically distributed, which may not be practical in certain network scenarios.
A few studies [20] [21] [22] 25] considered the delay bound requirement in WSNs. For example, Yang and Augé-Blum [20] proposed a wake-up scheduling-based forwarding scheme to satisfy the delay bound while the network achieves a high packet delivery ratio. This scheme schedules the active and dormant states of each node based on the hop count and the expected delivery ratio to the sink. This study is different from ours in that it attempted to improve the packet delivery ratio rather than reducing energy consumption. In addition, this scheme requires time synchronization between neighboring nodes.
Fan et al. proposed the delay-bounded transmission power control (DTPC) algorithm, which aims at minimizing the energy consumption of sensors while meeting the delay constraint [21] . With a stronger transmission power, the E2E delay can be reduced, but energy consumption may increase. Therefore, under DTPC, nodes select an optimal power level for the considered objective. However, they require network-wide time synchronization and wake-up schedule synchronization between neighboring nodes.
Dao et al. [25] took into consideration both the delay bound requirement and energy consumption. In this scheme, the E2E delay distribution is estimated using the duty cycle interval and the number of potential forwarders of nodes. It was shown that the delay bound requirement can be satisfied with low energy consumption by adjusting the duty cycle interval. However, this work required specific node deployment, i.e., nodes should be randomly deployed following a uniform distribution in a circular area, where the sink is placed at the center. In addition, it was also assumed that one-hop delays are identically distributed. In contrast, our work does not require a specific node deployment strategy or identically distributed one-hop delays, which makes it much more practical in various sensing scenarios. Table 1 summarizes the differences between our proposed work and existing studies which aimed at improving packet latency. As can be seen in Table 1 , most existing studies focused on simply reducing the E2E delay, rather than considering the delay requirement [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . That means that the studies in [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] could not guarantee the latency bound for delay-constrained applications.
In addition, there are some studies which have attempted to address the delay constraint problem in duty-cycled WSNs [20] [21] [22] 25] . However, some algorithms [20] [21] [22] required strict time synchronization between nodes which could incur considerably high communication overhead for exchanging synchronization information in the network. Unlike the studies in [20] [21] [22] , our proposed DDS algorithm does not require nodes to synchronize their wake-up schedules, leading to low packet overhead.
Moreover, even though time synchronization between sensor nodes is not needed, the applicability of the algorithm in [25] is restricted by the assumption that nodes are randomly deployed with a uniform distribution. In many practical scenarios where sensor nodes are placed based on specific application demands, this assumption may not be satisfied. Therefore, we aim at designing a duty-cycle scheduling algorithm which can be applied to WSNs with a custom node deployment.
In summary, in order to address the limitations of the existing studies, the delay-constrained duty-cycle scheduling (DDS) algorithm is proposed. Our work focuses on developing a duty-cycle scheduling algorithm which reduces energy consumption in the network while meeting the delay requirement in duty-cycled WSNs. Moreover, there is no time synchronization procedure, and the DDS scheme can be used for various node deployment scenarios. 
Studies
Objective Time Synchronization Node Deployment Requirement [7] [8] [9] [10] [11] [12] to minimize expected E2E delay yes no [13] [14] [15] [16] [17] to minimize expected E2E delay no no [18, 19] to minimize expected E2E delay no uniformly random distribution [20] [21] [22] to satisfy the delay constraint yes no [25] to satisfy the delay constraint no uniformly random distribution DDS to satisfy the delay constraint no no
Network Model and Problem Definition
In this section, the network model and problem definition are described.
Network Model
This work considers a network of (N − 1) static sensor nodes and a sink node. Sensor nodes have the same transmission range, within which they can communicate with other nodes. The node deployment strategy can be varied based on specific user demands, i.e., sensors can be placed inside buildings or outdoors, following deterministic or nondeterministic node deployment layouts.
In order to reduce power consumption, the duty cycling mechanism is used. Nodes can turn off the radio and be dormant during the duty cycle interval except for the sink, which is always active. Nodes only transmit and receive data packets when they are in the active state. In addition, when a node in the sleep state detects an event, the node's radio is turned on to transmit packets. Let T denote the duty cycle interval, and let τ denote the active period of nodes in a duty cycle interval. For each duty cycle interval, sensor nodes independently select a random time to wake up.
Problem Definition
Satisfying delay requirements is one of the most critical concerns in delay-constrained applications in WSNs. For such applications, data packets must reach the sink within a given time. Otherwise, the information in the packets might be useless. Therefore, E2E delay, which is the latency of packets from the source node to the sink, should be bounded according to specific application demands. This work considers both the delay bound and the required DSR, e.g., an application requires 95% of the transmitted packets (the required DSR) to arrive at the sink within 30 s (the given delay bound) [21, 23] .
Let θ and γ denote a given delay bound and a required deadline success ratio of an application, respectively. Random variable d is defined as the packets' E2E delay, which is the sum of one-hop delays. In duty-cycled WSNs, as the duty cycle interval increases, energy consumption can be reduced. However, a large duty cycle interval leads to an increase in E2E delay. Therefore, the objective of the problem is to find the maximal duty cycle interval, T, subject to the constraint that the probability of d being smaller than θ should be greater than γ. The detailed algorithm for finding the maximal value of T is presented in Section 4.
A Delay-Constrained Duty-Cycle Scheduling Algorithm
In this section, a delay-constrained duty-cycle scheduling (DDS) algorithm is described. First, we present a group-based forwarding algorithm that consists of two phases. In the first phase, the sink collects network topology information. The second phase implements a scheduling algorithm for data transmission. For duty-cycle scheduling, using the information gathered during the first phase, the one-hop delay distribution of each group is formulated as a function of the duty cycle interval, the delay bound, and the required DSR. Then, the distribution of E2E delay, which is the sum of the one-hop delays of the groups, is estimated. Finally, the maximal duty cycle interval that satisfies the given delay bound requirement is determined by using the obtained E2E delay distribution.
Group-Based Forwarding Algorithm
The proposed scheme consists of two phases: the group determination phase and the data transmission phase. In the first phase, the group index of each node is assigned. Then, the sink collects the information necessary for duty cycle interval determination, such as the number of forwarding candidates and the number of nodes in each group. Nodes forward packets to the sink in the data transmission phase.
Group Determination Phase
This phase includes two subphases. The first one assigns the group index to the nodes, and the second one aggregates the network information at the sink.
First, the group index of the nodes is determined as follows. The group index of the sink is set to zero while sensor nodes initialize the infinite values for the group indices. Each node broadcasts a hello message (which contains the node's group index) periodically or when the group index of the node changes. When node A (except for the sink) receives a hello message from node B, the group index of node A is calculated as follows:
where GI A and GI B are the group indices of node A and node B, respectively. After updating their group index, nodes immediately broadcast the changed information to neighboring nodes. At the end of this subphase, nodes update the group index and maintain the forwarder's information, which will be sent to the sink in the second subphase.
Let j denote the group index of nodes, i.e., nodes in group j have a group index that equals j. Let N j and g denote the number of nodes in group j and the largest group index for nodes in the network, respectively. Thus, j = 0, 1, 2, . . . , g. Note that only the sink node is in group 0. Let n i j denote the ith node in group j, where i = 1, 2, . . . , N j . We define the potential forwarding candidates (PFCs) of node n i j as nodes that are in group (j − 1) within the transmission range of node n i j . Figure 1 shows a WSN that consists of a sink node and nine sensor nodes. By the first subphase, nodes know their group index, neighboring nodes, and potential forwarders. For example, node n 1 2 in group 2 has four neighboring nodes (i.e., n 1 3 , n 2 2 , n 2 1 , and n 1 1 ) and two PFCs (i.e., n 1 1 and n 2 1 ).
Figure 1.
Example of group determination phase and expected packets to be transmitted.
In the second subphase, the sink collects the information necessary for estimating the duty cycle interval. Instead of using a flooding protocol that causes redundant packets, a period-based scheme is used. First, this subphase duration is divided into q equal periods, which should be greater than or equal to the maximum group index (i.e., q ≥ g). We assume that the sink knows and broadcasts the q value throughout the network. In the first period, each node with a group index equal to q (i.e., j = q) forwards an information packet that contains the necessary information (i.e., the group index and the list of PFCs) to a next-hop node. The next-hop node is randomly selected from among the PFCs of the transmitter. Then, nodes in group (q − 1) that received information packets append their information to the received information packets. Thus, nodes in group (q − 1) have information packets that contain information from nodes in group q and (q − 1). With the same procedure, at the beginning of the second period, nodes in group (q − 1) forward their information packets to the next-hop nodes that are in group (q − 2). The second subphase finishes when the nodes in group 1 forward their information packets to the sink.
For instance, assume that q is set to 3 in the network deployment scenario shown in Figure 1 . At the beginning of the first period, nodes in group 3 forward their information packets to nodes in group 2. Then, each node in group 2 appends its information to the received information packets from nodes in group 3. These combined packets are relayed to nodes in group 1 at the beginning of the second period. Finally, the sink receives network information, including the number of groups in the network (i.e., g = 3), the number of nodes in the groups, and the PFCs of the nodes. The information from group 2 is shown in Table 2 . In this phase, data packets are transmitted to the sink. When an event is detected near a node, this node packs information into a data packet and transmits the packet to the first awake node among its PFCs.
Generally, sensor nodes wake up according to a Poisson process or when an event is detected. With Poisson wake-up scheduling, we divide the half-line [0, ∞) of the working timeline of nodes into subintervals of length T. Each node independently wakes up once at a random time during a duty cycle interval and broadcasts a beacon message to announce that it is available to relay packets. Thus, the wake-up rate for nodes is 1 T . The time that nodes wake up in a duty cycle interval follows a uniform distribution. The duty cycle interval T is divided into equal time slots, where is the number of subintervals, T . The wake-up time for each node in the l th duty cycle interval
. .) is calculated as follows:
where rand(0, − 1) returns a uniformly distributed random integer number in the range [0,
When detecting an event, a node becomes a transmitter and waits for beacon messages from its PFCs. Then, this transmitter relays data packets to the first awake node among its potential forwarders and waits for an acknowledge (ACK) message from the receiver. When the ACK is successfully received, the transmission ends. Otherwise, the transmitter backs off for a random period, and then retransmits the packet to the receiver. Packets are discarded when the number of retransmissions exceeds a given upper bound. Figure 2 shows an example of transmission between nodes A and B. Node B sends a beacon message after waking up and stays in the idle state, in which the node stays awake but does not transmit or receive packets. After receiving the beacon, node A checks whether or not node B is a PFC of node A. If so, node A forwards data packets to node B, which is the first awake node among node A's PFCs, and then waits for an ACK from node B. 
Estimation of One-Hop Delay Distribution
Since the E2E delay is the sum of the one-hop delays, estimating the one-hop delay distribution of each group is necessary to obtain the E2E delay distribution. The one-hop delay of packets depends on the active/dormant schedules of the transmitters' PFCs. With a larger number of PFCs, the one-hop delay can be shorter. In addition, nodes transmit not only their own packets but also packets received from other nodes. Thus, nodes may transmit a different number of packets from the others. Note that the one-hop delay experienced by a group also depends on the number of packets to be transmitted. For instance, assume that nodes A and B in group 3 have to transmit 10 packets to nodes in group 2, and the one-hop delays of nodes A and B are 1 s and 10 s, respectively. If the number of packets to be transmitted by nodes A and B are the same, the sum of one-hop delays for the 10 packets is 5 × 1 + 5 × 10 = 55 s, and the average is 5.5 s. On the other hand, if nodes A and B transmit nine packets and one packet, respectively, the sum of one-hop delays for the 10 packets is 9 × 1 + 1 × 10 = 19 s, and the average will be 1.9 s. Therefore, we consider both the number of PFCs and the number of packets to be transmitted in order to estimate the one-hop delay distributions of the groups.
To facilitate the discussion, suppose that every node generates only one data packet destined for the sink. Let expected packet(s) to be transmitted (EPT) denote the number of packets that a node has to forward to the sink. Let u i j and v i j denote the number of PFCs and the EPT of node n i j , respectively. As a result, the ith node in group j has to transmit v i j packets to the earliest awake node from among u i j potential forwarders. The EPT for node n i j depends on the number of node n i j 's PFCs, as follows:
where 1 is the number of packets generated at node n i j . The term
represents the number of packets received from other nodes. α k j is a coefficient with respect to node n k j . If node n i j is a PFC of node n k j+1 , α k j = 1; otherwise, α k j = 0. Let us define P(n i j ) as the probability that an arbitrary packet in group j is forwarded by node n i j . With a larger EPT for node n i j , the probability that this node transmits a packet is higher. Therefore, P(n i j ) depends on the EPT of the nodes, and can be expressed as follows:
As shown in Figure 1 , nodes n 1 2 , n 2 2 , and n 3 2 in group 2 have 1.5 EPT, 2.5 EPT, and 1.0 EPT to forward, respectively. Thus, the total number of packets to be transmitted by the nodes in group 2 are 1.5 + 2.5 + 1.0 = 5.0 packets. According to Equation (4), the probabilities that nodes n 1 2 , n 2 2 , and n 3 2 transmit packets is 1.5 5.0 = 0.3, 2.5 5.0 = 0.5, 1.0 5.0 = 0.2, respectively. Then, the one-hop delay distribution of each group is obtained based on the number of PFCs and the EPT. Let h j denote the random variable for the one-hop delay of group j, and let h j be a given value for random variable h j . Let P(h j ≤ h j |n i j ) denote the probability that the one-hop delay of an arbitrary packet to be transmitted by node n i j is not larger than h j . A random variable, w k j , is defined as the wake-up time for node n k j from among u i j PFCs of node n i j during a duty cycle interval where k = 1, 2, . . . , u i j . Let w k j denote a given value for random variable w k j . Since nodes wake up once, and they independently choose a random wake-up time in each duty cycle interval, the probability that node n k j wakes up before w k j is P(w k j ≤ w k j ) = w k j T where 0 ≤ w k j ≤ T. Furthermore, node n i j selects the first wake-up node from among u i j nodes. Therefore, the one-hop delay of a packet transmitted by node n i j is the earliest wake-up time of u i j nodes.
The probability P(h j > h j |n i j ), in which the one-hop delay of an arbitrary packet to be transmitted by node n i j is greater than h j , equals the probability that u i j forwarding candidates of node n i j wake up after h j , and it can be expressed as follows:
Therefore, the probability that the one-hop delay of an arbitrary packet to be forwarded by node n i j will not be greater than h j can be calculated as follows:
From Equations (4) and (6), the marginal probability mass function of the one-hop delay, F(h j ) of group j, can be calculated using the law of total probability as follows:
According to Equation (7), the probability density function f (h j ) is expressed as follows:
Mean µ j and variance σ 2 j of one-hop delay h j are calculated as follows:
We obtain ψ j and ω j using the information collected in the group determination phase, as follows:
Duty Cycle Interval Determination
When estimating the E2E delay distribution, previous researchers [25, 26] used the classical central limit theorem [24] to approximate the E2E delay distribution. To this end, they assumed that the random variables for the one-hop delay of different groups are identically distributed. As a result, the node deployments for the groups have to be the same, which may not be practical in many WSN deployment cases.
In order to address this limitation, we estimate the E2E delay distribution using the Lyapunov central limit theorem [24] , which does not require random variables for the one-hop delay of groups to be identically distributed. As a result, our work is more suitable for various node deployment scenarios, e.g., in buildings or outdoors, in deterministic or nondeterministic node deployment layouts.
In this section, we first use the Lyapunov central limit theorem to approximate the E2E delay distribution. Then, the duty cycle interval is inferred from the obtained E2E delay distribution.
Since the sink is always active, the one-hop delay of the first hop is zero. If packets that have the longest E2E delay satisfy the delay bound, all packets in the network can satisfy the delay bound. Therefore, we consider the packets' E2E delay, which is transmitted by nodes in group g and expressed as follows:
where h 2 , h 3 , · · · , h g are independently and non-identically distributed random variables. Note that the one-hop delay is less than the duty cycle interval |h k | ≤ T ∀k.
Each one-hop delay h j has the mean µ j and variance σ 2 j , which are determined by Equations (9) and (10), respectively. Let r j = h j − µ j . The mean and variance of a random variable r j are calculated as follows:
Let s g be calculated as follows:
The Lyapunov central limit theorem states that if {r 2 , r 3 , . . . r g } is a sequence of independent random variables that has a zero mean and a finite variance, and if the Lyapunov condition holds, the sum of r k s g converges to the standard normal distribution as g approaches infinity:
The Lyapunov condition for a sequence of {r 2 , r 3 , . . . , r g } is expressed as follows:
where E |r k | 2+δ is the (2 + δ) th moment of the random variable r k for some δ > 0. Therefore, we first prove that random variables {r 2 , r 3 , . . . , r g } satisfy the Lyapunov condition with the following lemma. Lemma 1. Let {r 2 , r 3 , . . . , r g } be independent random variables for which |r j | ≤ T with j = 2, 3, . . . , g and lim g→∞ T s g = 0. Then, {r 2 , r 3 , . . . , r g } satisfy the Lyapunov condition.
Proof. Since h j is the one-hop delay of group j, we have 0 ≤ h j ≤ T and 0 ≤ µ j ≤ T. In other words, h j − µ j ≤ T and h j − µ j ≥ −T. Thus, r j is bounded by T with 2 ≤ j ≤ g:
For δ = 1, the left side of the Lyapunov condition in Equation (17) can be expressed as follows:
By Equation (15),
We have:
According to Equations (20) and (21), the limit of the left side of the Lyapunov condition in Equation (17) becomes:
Therefore, the Lyapunov condition holds when δ = 1.
Since the statement in Lemma 1 is satisfied, Equation (16) holds. Let us define the random variable z that is a function of the required DSR γ as follows:
Thus, z → N (0, 1), in which z is derived from the standard normal table with a given required DSR γ, e.g., with γ = 95%, z = 1.65.
Replacing d by the delay bound θ, in order to satisfy the delay bound requirement with the given probability, the duty cycle interval is expressed as follows:
The maximum value of the duty cycle interval, T max , is obtained as follows:
where ψ k and ω k are calculated from Equation (11).
Performance Evaluation
This section presents the performance analysis of the proposed algorithm. First, the simulation configuration is described. Then, we compare DDS with OAPF [16] , OGP [19] , and two extended algorithms of DASF [25] .
Simulation Configuration
This work considers a WSN with node deployment following the Motescope testbed [34] called the Soda network. As seen in Figure 3 , 78 nodes were deployed in a 40 × 50 m area, where the dark star and the circles represent the sink and the sensor nodes, respectively. With this node deployment, the maximum group index in the Soda network is 6 (i.e., g = 6). The simulation setup is listed in Table 3 . Sensor nodes are equipped with a Preon32 wireless module [35] . The transmission range and bandwidth of the sensors are 10 m and 2 Mbps, respectively. The power consumption of the Preon32 in the sleep, receiving, and transmitting modes is 60 nW, 36.9 mW, and 72 mW, respectively. The initial energy of each node is set to 500 J, which is enough to ensure that no node consumes all energy before the simulation finishes. In the data transmission phase, an event randomly occurs at an arbitrary node. The number of events occurring in a given time follows the Poisson distribution with a mean of λ. For example, if the event rate is set to 0.5 packets/s, there is 0.5 event per 1 s on average, i.e., λ = 0.5. Then, this node packs information into a 46-byte data packet to transmit to the sink. During a duty cycle interval, nodes are awake for the active period τ = 0.4 s. We used the ns-2 network simulator [36] Table 3 .
Network performance was analyzed under the evaluation parameters shown in Table 4 . In order to evaluate the effects of each evaluation parameter on network performance, only the value of one selected parameter was varied, while the other parameters remained at default values. The default values for the delay bound, the required DSR, and the event rate were 30 s, 95%, and 0.5 packet/s, respectively. 
Compared Algorithms
In this subsection, we present algorithms with which the proposed DDS scheme is compared: the optimal anycast packet forwarding (OAPF) [16] , the optimal geographical progress (OGP) [19] , and two extended DASF [25] algorithms. The objective of OAPF and OGP is to minimize E2E delay with a given duty cycle interval while the DASF algorithm aims at satisfying the delay constraint in the duty-cycled WSNs.
OAPF
In OAPF, transmitters periodically broadcast a beacon signal and an ID message that carries sender information, and then they wait for an ACK from neighboring nodes. Let us define t B , t C , and t A as the period for sending the beacon, the ID, and the ACK, respectively. Transmitters repeat this beacon-ID-ACK procedure until they receive ACKs. After a node receives a beacon, it awakes to receive the ID message to check whether it is in the forwarding set of the transmitter. If the node (i.e., receiver) is on the list of forwarders, it responds with an ACK to the sender. If the transmitter receives multiple ACKs, it selects one node based on the priority of nodes. Then, it transmits data packets. Let t D denote the transmission time for data packets. After receiving the data packets, the receiver becomes a transmitter and follows the beacon-ID-ACK procedure to find the next-hop relay for the data packets.
In OAPF, when a node wakes up, it can be selected as a forwarder for several transmitters. Therefore, there are potential collisions when transmitters attempt to forward packets to this node. In addition, since OAPF aims to reduce E2E delay, the transmission times for data packets should not be large, and there is no packet recovery mechanism after packet collisions. We set time periods for beacon signaling, ID signaling, ACK wait time, and data transmission to 0.01 s, 0.01 s, 0.02 s, and 0.03 s, respectively.
The duty cycle interval calculated by DDS was applied to OAPF, since OAPF does not have a mechanism to determine the duty cycle interval. In addition, the wake-up rate of nodes in OAPF was set to the same as that of DDS, which is 1 T .
OGP
In order to reduce the expected packet latency in duty-cycled WSNs, Wang et al. [19] proposed a geographic routing algorithm, called optimal geographical progress (OGP). Each node maintains a set of possible forwarders that make geographical progress of more than a threshold and forwards the packets to the first wake-up node from among possible forwarding candidates. Wang et al. showed that the threshold value has a great impact on the packet E2E delay, and a low latency can be obtained by using an appropriate threshold value. Note that OGP does not have a mechanism to determine the duty cycle interval, so we used the duty cycle interval computed by the proposed DDS scheme for the OGP algorithm.
Two Extended DASF Algorithms
DASF cannot be directly applied to our problem, since nodes must be randomly deployed following a uniform distribution in a circular pattern under DASF. Therefore, we extended the idea of DASF to find the maximum duty cycle interval for the considered problem. In those algorithms, nodes randomly wake up once in a duty cycle interval, and transmitters select the first awake node among the PFCs for forwarding.
First, the one-hop delay distribution of each group is obtained, as discussed in Section 4.2. Then, one representative one-hop delay distribution is determined using the one-hop delay distributions of the groups, and it is assumed that all groups have the same distribution (i.e., the representative one-hop delay distribution) to make them independently and identically distributed. Now, the E2E delay is the sum of the representative distributions and is approximated using the classical central limit theorem.
We considered two variants to approximate the E2E delay distribution (specifically, to determine the representative one-hop distribution) as follows.
• Sum of representative one-hop delay using maximum mean (SROD-MM): For the representative distribution, we selected the one-hop delay distribution of a group that has the maximum mean value among the existing one-hop delay distributions. For example, with the Soda node deployment, the representative distribution chosen by SROD-MM is the one-hop delay distribution of group 4.
• Sum of representative one-hop delay estimated by weighted average (SROD-WA): Unlike SROD-MM, instead of selecting the representative distribution from existing distributions, this method estimates a new distribution that can represent all distributions of the groups. This new distribution is determined as the weighted sum of the one-hop delays using a mixture model [37] , in which weights are calculated according to the groups' EPT. Let v j denote the EPT of the nodes in group j. Thus, v j = ∑ N j k=1 v k j . Let M denote the representative distribution, expressed as follows:
where
The mean and variance of mixture distribution M are calculated as follows:
Evaluation Results
In this section, in order to evaluate the performance of DDS, the achieved DSR, total energy consumption in the network, and the average E2E delay were collected. We compared the proposed algorithm with OAPF, OGP, SROD-MM, and SROD-WA under the effects of the delay bound, the required DSR, and the event rate.
Effects of the Delay Bound
To investigate the effect of the delay bound on the network performance, the delay bound was varied from 10 s to 50 s. With a longer delay bound, the duty cycle interval increases, since the duty cycle interval is proportional to the delay bound, according to Equation (25) .
As seen in Figure 4a , DDS achieves the best performance in terms of the DSR. The results for the DSR indicate that the influence of the delay bound on the achieved DSR of DDS, SROD-MM, SROD-WA, and OGP is not enormous, in contrast to that of OAPF.
As the delay bound increases, the achieved DSR from DDS, SROD-MM, SROD-WA, and OGP has a similar trend, which is relatively flat with a small difference (i.e., from 1% to 2%). According to Equation (25) , when the delay bound changes, the DSR can remain unchanged by adjusting the duty cycle interval. Thus, DDS can consistently obtain a high DSR. In addition, OGP can achieve a relatively high DSR since a retransmission mechanism is implemented in this algorithm.
Meanwhile, the DSR under OAPF dramatically drops from 95.7% to 70.1%. This results from the fact that collisions reduce the packet delivery ratio, leading to a low DSR. With a longer duty cycle interval, when a node wakes up, it can be selected as a forwarder by more than one transmitter. Unfortunately, this node can only relay the packets of one node at that time, and the packets of other transmitters might be dropped because of collisions. In addition, under OAPF, transmitters forward data packets over a short period and do not retransmit when transmission fails. As a result, the packet delivery ratio decreases, which causes the low DSR.
Furthermore, DDS, SROD-MM, and OGP satisfy the required DSR, whereas OAPF does not with a delay bound greater than 10 s. Although SROD-WA uses the same approach as SROD-MM, the DSR under SROD-WA is low and does not satisfy the required DSR, because many collisions occur with the high duty cycle interval obtained by SROD-WA. In terms of energy consumption, as shown in Figure 4b , DDS achieves lower energy consumption than SROD-MM, SROD-WA, OAPF, and OGP when the delay bound is greater than 30 s. For instance, with a delay bound of 50 s, SROD-MM, OAPF, and OGP spend 6.0%, 108.1%, and 116.2% more energy than DDS, respectively.
Interestingly, the total energy consumption of the algorithms nonlinearly decreases as the delay bound increases. When the delay bound varies from 10 s to 20 s, the increase in the duty cycle interval leads to a sharp decrease in energy consumption because the total number of active periods for the nodes decreases. On the other hand, when the delay bound increases from 20 s to 50 s, with the larger duty cycle interval, nodes wake up less frequently. In this case, transmitters have to be active for a longer period to wait for their forwarding candidates, which leads to an increase in the total active periods of the transmitters. As a result, power consumption is relatively flat. Since the obtained duty cycle interval under DDS is the smallest, DDS achieves the best energy efficiency.
It should be noted that there is a big gap between the energy consumption of DDS and two counterpart algorithms: OGP and OAPF. That is because, under OAPF and OGP, nodes have to transmit data packets via more hops than under DDS. For example, the average hop count for packets under OAPF and OGP is around 4.2 and 4.5, respectively, whereas packets traverse to the sink in 3.3 hops under DDS. With a larger hop count, the number of intermediate nodes that have to forward data increases. Thus, energy consumption for the total active periods of the transmitters under OAPF and OGP is higher than that of DDS. Furthermore, transmitters under OAPF and OGP send more control packets than DDS. Therefore, OAPF and OGP consume more energy.
As shown in Figure 4c , the average E2E delay of the five schemes linearly increases and satisfies the given delay bound. As the duty cycle interval increases, the wake-up frequency of nodes is reduced. Transmitters have to wait longer for forwarding candidates to wake up. As a result, the one-hop delay, as well as the average E2E delay, increases. For instance, as the delay bound varies from 10 s to 50 s, the average E2E delay with DDS linearly rises from 2.6 s to 13.0 s, while the average E2E delay under OGP linearly increases from 1.2 s to 6.8 s, respectively.
DDS achieves a lower average E2E delay than SROD-MM and SROD-WA because the obtained duty cycle interval under DDS is lower than that under SROD-MM and SROD-MA. However, the average E2E delay from DDS is longer than that from OAPF and OGP. The reason is attributed to the fact that OAPF and OGP use a short period to transmit data packets, i.e., OAPF and OGP focus on the average E2E delay rather than considering the DSR and energy consumption.
Effects of the Deadline Success Ratio
In order to evaluate the effects of the required DSR on network performance, we varied the DSR from 80% to 97% while the other parameters were kept to default values. With a higher required DSR γ, z in Equation (25) increases, since it is extracted from the standard normal table with the given γ. As a result, the duty cycle interval decreases.
With regard to the achieved DSR, as is shown in Figure 5a , DDS obtains the best performance when the required DSR is greater than 90%. DDS, SROD-MM, and OGP satisfy the required DSR. On the other hand, SROD-WA does not satisfy a required DSR that is higher than 85%. Even at the lowest DSR (i.e., 80%), OAPF does not meet the requirement. For example, with a required DSR of 95%, the achieved DSRs under DDS, SROD-WA, OAPF, and OGP are 99.1%, 91.6%, 81.2%, and 98.6%, respectively.
It should be highlighted that the achieved DSR of the five schemes improves as the required DSR increases. However, OAPF obtains a low DSR due to the many collisions and the lack of a packet recovery mechanism. Although SROD-WA implements a packet recovery mechanism that is the same as that used by DDS, the achieved DSR under SROD-WA is still low because there are more collisions with a longer duty cycle interval. Meanwhile, since a retransmission mechanism is implemented in the OGP algorithm, the achieved DSR of OGP is relatively high.
As seen in Figure 5b , the energy consumption by DDS is approximated to two extended DASF algorithms and smaller than OAPF and OGP. For instance, when the required DSR is 95%, the total energy consumption under DDS, SROD-MM, and SROD-WA is around 760 J, while OAPF and OGP spend 101.2% and 109.7% more energy than DDS, respectively. Additionally, the total energy consumption by the schemes has a similar trend that is relatively flat as the required DSR increases (i.e., as the duty cycle interval decreases). This is because the decrement of the duty cycle interval has two opposing effects on energy consumption. First, with a shorter duty cycle interval, the energy consumed by the schemes increases because of the increase in the number of total awake periods for the nodes. Second, when the duty cycle interval decreases (i.e., the wake-up frequency for the nodes increases), the transmitters' waiting time for forwarding candidates is shorter. This leads to the decrease in energy consumption. As a result, the total energy consumption is relatively flat rather than notably increasing. In terms of average E2E delay, DDS outperforms SROD-MM and SROD-WA, as shown in Figure 5c . The average E2E delay of the five schemes linearly decreases as the required DSR increases from 80% to 97%. The duty cycle interval is reduced as the required DSR increases. With a lower duty cycle interval, nodes wake up more frequently, which leads to the decrease in E2E delay. For instance, as the required DSR varies from 80% to 97%, the average E2E delay under DDS decreases from 10.7 s to 7.2 s. With a required DSR of 90%, the average E2E delay from DDS is 8.8 s. This value is greater than 2.8 times the average E2E delay from OAPF and smaller than 18.1% of the average E2E delay from SROD-MM. The reason comes from the fact that OAPF and OGP aim to reduce the E2E delay by using a short period for transmitting data packets. On the other hand, the objective of DDS is to minimize energy consumption while satisfying the required DSR.
Effects of the Event Rate
The effects of the event rate on network performance are shown in Figure 6 . The event rate was varied from 0.1 packets/s to 2.0 packets/s. Note that the duty cycle interval is constant in this case. The results indicate that the event rate significantly affects the achieved DSR and total energy consumption, whereas the average E2E delay is not affected by the event rate. Figure 6a demonstrates the achieved DSR as the event rate increases from 0.1 packets/s to 2.0 packets/s. DDS still obtains the best performance and satisfies the required DSR. On the other hand, SROD-MM and OGP meet the requirement, while OAPF does not satisfy it with an event rate higher than 0.1 packets/s. In particular, SROD-WA cannot fulfill the required DSR, even at the lowest event rate (i.e., 0.1 packets/s).
In addition, the achieved DSR of the schemes tends to decrease as the event rate increases. For example, the achieved DSR under DDS goes from 99.4% to 98.6%. Similarly, OAPF achieves DSRs that decrease from 96.1% to 60.9% while the achieved DSRs of OGP decrease from 99.5% to 96.2%. This is because of a large number of collisions with the high network traffic.
In terms of power consumption, as observed in Figure 6b , DDS outperforms other schemes when the event rate is greater than 0.5 packets/s. For instance, with an event rate of 1.0 packets/s, the energy consumption of DDS, SROD-MM, OAPF, and OGP is 994.5 J, 1055.8 J, 1985.4 J, and 1970.2 J, respectively. In addition, the energy consumption of the schemes dramatically increases when the event rate rises because, with a larger number of generated packets, nodes have to be active longer to transmit packets. Recall that a longer active period leads to higher power consumption. In addition, OAPF and OGP consume more energy than DDS since the average hop count of packets under OAPF and OGP is larger than under DDS. Figure 6c shows the effect of the event rate on the average E2E delay. The trend for the average E2E delay of the five schemes is relatively consistent. Since the average E2E delay is calculated for packets that are successfully transmitted to the sink, and the duty cycle interval is constant, the average E2E delay does not significantly change. DDS achieves a lower average E2E delay than SROD-MM and SROD-WA, because the duty cycle interval obtained under DDS is smaller than that with SROD-MM and SROD-WA. Since the transmission period in OAPF is short, OAPF achieves a lower average E2E delay than DDS. However, OAPF consumes the most energy and does not satisfy the required DSR when the event rate is higher than 0.1 packets/s. (c) Average E2E delay Figure 6 . Effects of event rate on the achieved DSR, total energy consumption in the network, and average E2E delay with delay bound θ = 30 s and required DSR γ = 95%.
Conclusions
In order to achieve low energy consumption while satisfying the delay bound requirements in duty-cycled WSNs, this paper proposes a novel scheduling algorithm. Using the network topology information collected by the sink, the one-hop delay distribution was derived as a function of the duty cycle interval, delay bound, and deadline success ratio. Then, the E2E delay distribution was estimated using the obtained one-hop delay and the Lyapunov central limit theorem. The duty cycle interval was determined using the obtained E2E delay distribution, with an objective of minimizing energy consumption while satisfying the delay bound requirement.
Unlike existing studies, our algorithm does not require the one-hop delays of groups to be identically distributed, which makes the algorithm applicable to various practical node-deployment scenarios. In addition, our work does not require time synchronization between nodes. Simulation results demonstrate that the proposed algorithm can satisfy the given delay bound requirements and outperforms existing algorithms in terms of the achieved deadline success ratio, total energy consumption, and the average E2E delay. 
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