We consider the null controllability problem from the exterior for the one dimensional heat equation on the interval (0, 1) associated with the fractional Laplace operator (−∂ 2
Introduction and main results
In this paper we are concerned with the controllability from the exterior of the one dimensional heat equation associated with the fractional Laplace operator. More precisely, we consider the system      ∂ t u + (−∂ 2 x ) s u = 0 in (0, 1) × (0, T ), u = gχ O×(0, T ) in (R \ (0, 1)) × (0, T ), u(·, 0) = u 0 in (0, 1),
where u = u(x, t) is the state to be controlled, 0 < s < 1 is a real number, (−∂ 2 x ) s denotes the fractional Laplace operator (see (2. 2)) and g = g(x, t) is the exterior control function which is localized in a subset O of (R \ (0, 1)). We mention that it has been shown in [19] that boundary control (the case where the control g is localized in a subset of the boundary) does not make sense for the fractional Laplace operator. That is, for the fractional Laplacian, the classical boundary control problem must be replaced by an exterior control problem. That is, the control function must be localized outside the open set as it is formulated in (1.1).
We shall show that for every u 0 ∈ L 2 (0, 1) and g ∈ L 2 ((0, T ); H s (R \ (0, 1))), the system (1.1) has a unique weak solution u ∈ C([0, 1]; L 2 (0, 1)) (see Section 3) . In that case the set of reachable states is given by R(u 0 , T ) = u(·, T ) : g ∈ L 2 ((0, T ); H s (R \ (0, 1))) .
We shall say that the system (1.1) is null controllable at time T > 0 if 0 ∈ R(u 0 , T ). The system is said to be exact controllable at T > 0 if R(u 0 , T ) = L 2 (0, 1).
We mention that as in the classical local case (s = 1) discussed in [21, Chapter 2] , we have the following situation for the nonlocal case. Since the system is linear, without restriction one may assume that u 0 = 0. In that case, solutions of (1.1) (with u 0 = 0) are of class C ∞ far from (R \ (0, 1)) at time t = T . This shows that the elements of R(u 0 , T ) are C ∞ functions in (0, 1). Thus exact controllability may not hold. For this reason we shall study the null controllability of the system.
The following theorem is the main result of the paper.
Theorem 1.1. The following assertions hold.
(a) Let 1 2 < s < 1. Then the system (1.1) is null controllable at any time T > 0 and g ∈ D(O×(0, T )), where O ⊂ (R \ (0, 1)) is an arbitrary nonempty open set. (b) If 0 < s ≤ 1 2 , then the system (1.1) is not null controllable at time T > 0.
We mention that in the proof of Theorem 1.1, we shall heavily exploit the fact that the eigenvalues {λ n } n∈N of the realization of (−∂ 2
x ) s in L 2 (0, 1) with zero exterior Dirichlet condition (see Section 2) satisfy the following asymptotics (see e.g. [13] ):
Recall that by Theorem 1.1, the system (1.1) is not null controllable at time T > 0 if 0 < s ≤ 1 2 . It has been recently shown in [19] that the system is indeed approximately controllable at any time T > 0 and g ∈ D(O × (0, T )). The result obtained in [19] is more general since it included the N -dimensional case and the fractional diffusion equation, that is, the case where ∂ t u is replaced by the Caputo time fractional derivative of u, namely D α t u (0 < α ≤ 1). Of course the case α = 1 corresponds to (1.1). The null controllability from the interior (that is, the case where the control function is localized in a non-empty subset ω of (0, 1)) of the one-dimensional heat equation has been recently investigated in [2] where the authors have shown that the system is null controllable if and only if 1 2 < s < 1. They have also shown that the associated system is indeed approximately controllable if 0 < s ≤ 1 2 . The interior null controllability of the Schrödinger and wave equations have been studied in [1] . The approximate controllability from the exterior of the super-diffusive system (that is, the case where u tt is replaced by the Caputo time fractional derivative D α t , 1 < α < 2) has been very recently considered in [14] . The case of the (possible) strong damping nonlocal wave equation has been studied in [20] .
The study of nonlocal operators and nonlocal PDEs is nowadays a topic with interest to the mathematics and scientist communities due to the numerous applications that nonlocal PDEs provide. A motivation for this growing interest relies in the large number of possible applications in the modeling of several complex phenomena for which a local approach turns out to be inappropriate or limiting. Indeed, there is an ample spectrum of situations in which a nonlocal equation gives a significantly better description than a local PDE of the problem one wants to analyze. Among others, we mention applications in turbulence, anomalous transport and diffusion, elasticity, image processing, porous media flow, wave propagation in heterogeneous high contrast media. Also, it is well known that the fractional Laplacian is the generator of s-stable Lévy processes, and it is often used in stochastic models with applications, for instance, in mathematical finance. One of the main differences between nonlocal models and classical PDEs is that the fulfillment of a nonlocal equation at a point involves the values of the function far away from that point. We refer to [4, 5, 6] and their references for more applications and information on the topic.
The rest of the paper is structured as follows. In Section 2 we introduce the function spaces needed to study our problem and we give some intermediate known results that are needed in the proof of our main results. In Section 3 we show the well-posedness of the system (1.1) and its associated dual system and we give the explicit representation of the solutions in terms of series for both problems. Finally, in Section 4 we give the proof of our main result.
Preliminary results
In this section we give some notations and recall some known results as they are needed in the proof of our main results. We start with fractional order Sobolev spaces. Given 0 < s < 1, we let
and we endow it with the norm defined by
We set
We shall denote by H −s ((0, 1)) the dual of H s 0 ((0, 1)), that is, H −s ((0, 1)) = (H s 0 ((0, 1))) ⋆ and we shall let ·, · −s,s denote their duality pairing.
For more information on fractional order Sobolev spaces, we refer to [7, 18] and their references. Next, we give a rigorous definition of the fractional Laplace operator. Let
where C s is a normalization constant given by
The fractional Laplacian (−∂ 2 x ) s is defined by the following singular integral:
provided that the limit exists. We notice that L 1 s (R) is the right space for which v := (−∂ 2 x ) s ε u exists for every ε > 0, v being also continuous at the continuity points of u. For more details on the fractional Laplace operator we refer to [6, 7, 10, 18] and their references.
Next, we consider the realization of (−∂ 2 x ) s in L 2 (0, 1) with the condition u = 0 in R \ (0, 1). More precisely, we consider the closed and bilinear form
with the condition u = 0 in R \ (0, 1). It has been shown in [17] that (−∂ 2
x ) s D has a compact resolvent and its eigenvalues form a non-decreasing sequence of real numbers 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ n ≤ · · · satisfying lim n→∞ λ n = ∞. In addition, the eigenvalues are of finite multiplicity. Let (ϕ n ) n∈N be the orthonormal basis of eigenfunctions associated with the eigenvalues (λ n ) n∈N . Then ϕ n ∈ D((−∂ 2
x ) s D ) for every n ∈ N, (ϕ n ) n∈N is total in L 2 (0, 1) and satisfies
Next, for u ∈ H s (R) we introduce the nonlocal normal derivative N s given by
5)
where C s is the constant given in (2.1). We notice that since equality is to be understood a.e., then (2.5) is the same as for a.e. x ∈ R \ (0, 1). By [11, Lemma 3.2] , for every u ∈ H s (R), we have that N s u ∈ L 2 (R \ (0, 1)).
The following unique continuation property which shall play an important role in the proof of Theorem 1.1 has been recently obtained in [19, Theorem 3.10] . 
For more details on the Dirichlet problem associated with the fractional Laplace operator we refer the interested reader to [3, 12, 15, 16, 19] and their references.
We conclude this section with the following integration by parts formula.
Lemma 2.2. Let u ∈ H s 0 ((0, 1)) be such that (−∂ 2 x ) s ∈ L 2 (0, 1). Then for every v ∈ H s (R) the following identity
holds.
We refer to [8, Lemma 3.3 ] (see also [19, Proposition 3.7] or [20, Remark 3.6]) for the proof and for more details.
Well-posedness of the parabolic problem
This section is devoted to the well posedness and the explicit representation in terms of series for solutions to the system (1.1) and its associated dual system. The series representation of solutions shall play a crucial role in the proof of our main result.
Throughout the remainder of the article, (ϕ n ) n∈N denotes the orthonormal basis of eigenfunctions of the operator (−∂ 2
x ) s D associated with the eigenvalues (λ n ) n∈N . Furthermore, for a given u ∈ L 2 (0, 1) and n ∈ N, we shall let u n := (u, ϕ n ) L 2 (0,1) and for a given set E ⊆ R, we shall denote by (·, ·) L 2 (E) the scalar product in L 2 (E).
3.1.
Representation of solution to the system (1.1). We have the following existence and explicit representation of solutions in terms of series. Theorem 3.1. For every u 0 ∈ L 2 (0, 1) and g ∈ D((R \ (0, 1)) × (0, T )), the system (1.1) has a unique weak solution u ∈ C([0, T ]; L 2 (0, 1)) given by
(3.1)
Proof. Let g ∈ D((R \ (0, 1)) × (0, T )) and let v be the unique weak solution of the Dirichlet problem
It has been shown in [19] that the Dirichlet problem (3.2) has a unique weak solution v ∈ H s (R) and there is a constant C > 0 such that v H s (R) ≤ C g H s ((R\(0,1))) .
(3.3)
Since g depends on (x, t), then v also depends on (x, t). If in (3.2) one replaces g by ∂ m t g, m ∈ N 0 , then the associated unique solution is given by ∂ m t v for every m ∈ N 0 . From this, we can deduce that v ∈ C ∞ ([0, T ]; H s (R N )). Now let u be a solution of (1.1) and set w := u − v. Then a simple calculation gives
Since g ∈ D((R \ (0, 1)) × (0, T )), we have that v(·, 0) = 0 in Ω. We have shown that a solution u of (1.1) can be decomposed as u = v + w, where w solves the system
in Ω.
(3.4)
We notice that v t ∈ C ∞ ([0, T ]; H s (R)). The problem (3.4) can be rewritten as the following Cauchy problem
It follows from semigroup theory that the Cauchy problem (3.5) (hence, the system (3.4)) has a unique weak solution w ∈ C([0, T ], L 2 (Ω) ∩ C ∞ ((0, T ); L 2 (Ω)) given by
Integrating (3.6) by part, we obtain that
Using the integration by parts formula (2.6), we get that (v(·, τ ), λ n ϕ n ) L 2 ((0,1) = v(·, τ ), (−∂ 2 x ) s D ϕ n L 2 ((0,1) = − (g, N s ϕ n ) L 2 (R\(0,1)) .
Substituting this identity into (3.7) gives
and we have shown (3.1). It is straightforward to verify that the series in (3.1) converges in L 2 (0, 1) uniformly in [0, T ]. In addition, using (3.6) and (3.3), we get that there is a constant C > 0 such that for every t ∈ [0, T ],
≤C u 0 2 L 2 (0,1) + t 2 g t L ∞ ((0,T );L 2 (R\(0,1))) .
We have shown that u ∈ C([0, T ]; L 2 (0, 1)) and the proof is finished.
3.2.
Representation of solution to the dual system. Using the classical integration by parts formula, we have that the following backward system
in Ω, (3.8) can be view as the dual system associated with (1.1). We have the following existence result. In addition the following assertions hold.
(a) There is a constant C > 0 such that for all t ∈ [0, T ], ψ(·, t) L 2 (0,1) ≤ C ψ 0 L 2 (0,1) . (3.10) (b) For every t ∈ [0, T ) fixed, N s ψ(·, t) exists, belongs to L 2 (R \ (0, 1)) and is given by
Proof. Using the spectral theorem for selfadjoint operators with compact resolvent we are reduced to look for a solution ψ of the form
(ψ(·, t), ϕ n ) L 2 (0,1) ϕ n (x).
Replacing this expression in (3.8) and letting ψ n (t) := (ψ(·, t), ϕ n ) L 2 (0,1) , we get that ψ n (t) solve the following ODE −ψ ′ n (t) + λ n ψ n (t) = 0 and ψ n (T ) = ψ 0,n . It is straightforward to show that ψ is give by (3.9) . The estimate (3.10) and the identity (3.11) can be also easily justified.
Proof of the main result
In this section we give the proof of the main result of this work, namely Theorem 1.1. For this purpose, we need first to establish some auxiliaries results that will be used in the proof.
Lemma 4.1. The system (1.1) is null controllable in time T > 0 if and only if for each initial data u 0 ∈ L 2 (0, 1), there exists a control function g ∈ L 2 ((0, T ); H s (R \ (0, 1))) such that the solution ψ of the dual system (3.8) satisfies
for each ψ 0 ∈ L 2 (0, 1).
Proof. Let g ∈ L 2 (0, T ; H s (R \ (0, 1))). Multiplying (1.1) by the solution ψ of (3.8) and integrating by parts by using the integration by parts formula (2.6) we obtain that 0 = Now if (4.1) holds, it follows from (4.2) that 1 0 u(x, T )ψ(x, T ) dx = 0 for every ψ 0 ∈ L 2 (0, 1). Thus u(·, T ) = 0 in (0, 1) and the system (1.1) is null controllable.
Conversely, if the system (1.1) is null controllable, that is, u(·, T ) = 0 in (0, 1), then (4.1) follows from (4.2) and the proof is finished.
Finally, for the proof of Theorem 1.1 we also need the following fact. Proof. The proof is a consequence of the unique continuation property for the fractional Laplacian operator given in Lemma 2.1. Indeed, assume that for every η > 0 there exists O ⊂ R \ (0, 1) and k ∈ N such that
Since (4.4) is valid for every η > 0, we can deduce that N s ϕ k = 0 in O. The unique continuation property implies that ϕ k = 0 in R, which is a contradiction with the fact that {ϕ n } n∈N is a basis for L 2 (0, 1).
Proof of Theorem 1.1. Let u be the unique weak solution of (1.1) and ψ the unique weak solution of the dual problem (3.8) . Recall that by Lemma 4.1, the system (1.1) is null controllable if and only if the identity (4.1) holds. It is a well know result that (4.1) is equivalent to the following observability inequality for the dual system: there exists a constant C > 0 such that Therefore, letting a n := ψ 0,n N s ϕ n , we obtain By Lemma 4.2, the norm of N s ϕ n L 2 (O) is uniformly bounded from below by η > 0. Therefore we can deduce from the preceding estimate that there is a constant C 1 > 0 such that T 0 ∞ n=1 a n e −λn(T −t)
where in the last inequality we have used the estimate (3.10). Now we have to show that the inequality (4.9) holds. It is a well known result for parabolic equations (see e.g. [9] ), that an inequality of the type (4.9) holds if and only if the series ∞ n=1 1 λ n (4.10)
is convergent. As we have mentioned in the introduction, the eigenvalues of the operator (−∂ 2 x ) s D satisfy (1.2). The asymptotic behavior (1.2) implies that the series (4.10) converges if and only if s > 1 2 . The proof is finished.
