Abstract. The use of GAS in evolvable hardware is reviewed. A case is made for implementing as much of the GA in hardware as possible. The technical difficulties of using a standard GA with an FPGA are described. A new type of GA called a Ringed GA, which features only local interactions among individuals, is introduced. A new type of reconfigurable platform called the PIG is described. The use of the PIG to support local, parallel GA operations is explained. Experiments in evolving digital circuits using a ringed GA on the PIG are described. Conclusions and plans for future work are presented.
Introduction
The past few years have seen much progress in the application of genetic algorithms (GAS) [Koz92] to evolve digital circuits. There are many approaches to implementing such an algorithm. One is the all-software approach, with the evolved circuits being simulated in software, a5 in [Kit96] . Such an approach has the advantage of being able to run on an ordinary general purpose computer. However, since digital circuits generally operate in parallel, such serial simulations will be slower than the corresponding physical circuit would be, and a5 a result, each cycle of the GA can be prohibitively time consuming. A faster approach is to introduce a reconfigurable hardware device, such as an FPGA, and to cast each evolved circuit into hardware [Hem94] . This allows faster evaluation of an individual (digital circuit). Further speedups have been achieved by implementing other GA operations, such as mating, directly in hardware, leading to an all-hardware solution [Kaj98] .
While an all-hardware approach shows significant improvement over an all-software or hybrid one, these solutions still tend to be fundamentally serial. The evaluation stage of the GA still involves evaluating each individual one at a time, which takes more time as the population size increases. Likewise for mating, which usually occurs one pair at a time. Hence a standard GA does not scale very well, as its execution time increases at least linearly with the population size.
An all-hardware GA can be made faster by evaluating all individuals simultaneously. This requires that all individuals in the population must exist simultaneously in the hardware, and that circuits for evaluating them must also be distributed throughout that hardware. This of course requires a sufficiently large hardware platform, which means the underlying hardware should be highly scalable. Since selection and mating are to occur in parallel across the population, these operations must be distributed as well. Since their execution time is to be independent of the population size, they should be based only on local interactions. Finally, since the output of mating is the creation of new digital circuits, the ability to reconfigure the hardware must also be distributed throughout the hardware itself. In other words, the hardware must be self-reconjgurable.
The present work introduces software and hardware to satisfy these requirements, which can be summarized as follows:
1. The underlying hardware must be scalable, to support large population sizes. 2. All GA operations must be based on local interactions only, to avoid increasing complexity as the population size grows. 3. The underlying hardware must be selfreconfigurable, since the outcome of mating (which is performed by the hardware itself) is the creation of a new individual in that same hardware platform.
Sections 2 and 3 describe a new type of GA, called a Ringed G,4 (RGA), which satisfies requirement 2. Section 4 describes a new type of reconfigurable device, the Processing Integrated Grid or PIG (US Patent #5.,886,537), which satisfies requirements 1 and 3. Section 5 describes three experiments in evolving digitai circuits using an RGA on a PIG. Section 6 states some conclusions and directions for future work.
Evolving Digital Circuits: The Basic GA Characteristics
The circuits to be evolved by the RGA are implemented on a reconfigurable array of interconnected cells, with each cell's configuration specified by a 16-row 4-column truth table. More details about these cells and their interaction will be described in Section 4. For the purpose of explaining the GA itself, the important fact is that each cell's configuration can be completely specified with 64 bits, representing the output values of the cells' truth table. By adopting an ordering of the cells making up a circuit, we can represent an n-cell circuit as a (64*n)-bit stream. These bitstreams are the chromosomes of our circuits, and it is these bitstreams which we mate and evolve in the GA.
0-7803-5536-9/99l$10.00 01999 IEEEThere are several ways we can mate the bitstreams of two circuits. RANDOM mating picks out bits from each parent's chromosome, randomly selecting which parent each bit comes from. ROW mating selects entire rows from the truth table of each parent, thereby selecting bits in groups of four from one parent or the other. COLUMN mating is similar, but preserves columns of each parent's truth tables.
For the present work, ROW mating is the preferred style. This style reflects the notion that a circuit which works some of the time is actually operating correctly for certain input combinations, i.e., for certain rows of its truth tables.
For any mating style. we can introduce a bias to favor selection of bits from the parent with the higher fitness level. A mutation rate. which expresses the probability of a bit's value being toggled, can be set to help maintain diversity within the population. Further diversity is introduced through the generation of random members, which are created by generating random bitstreams. A bit probability can be set to control the likelihood of a bit's value being 1 or 0.
Scoring of a circuit's fitness is done differently depending on the circuit being evolved, but generally involves supplykg test patterns to the circuits being tested, and comparing their outputs to the desired outputs. For simple combinatorial circuits, this might involve running the circuit through all possible input combinations and counting the number of times it produces the correct output. For sequential circuits, the circuit can be clocked and its outputs checked at each time step. For complex circuits where such exhaustive testing is prohibitive, it may be possible to carefully choose specific subsets of inputs to test, as is the case for evolving minimal sorting networks [Koz98] . Since the resulting score depends on how many input combinations are used, the scores are normalized to range between 0 and 1000, inclusive, with higher scores representing better fitness.
I1 must be stressed that this system evolves the actual configuration strings for the underlying hardware, as opposed to only modifying the way a fixed hardware configuration behaves. This is subtly different from, for example, the Firefly system, which uses a fixed FPGA configuration to implement a cellular automata (CA) machine, and then evolves rule tables for the CA. In M. Sipper's terms, Firefly uses two types of genomes. The organism's genome defines a cell's rule table, while the species' genome defines the underlying FPGA's configuration [Sip97]. These two genomes are findamentally different in their meaning and use.
In contrast, in the present work, the genomes of an evolving circuit are exactly the same type as the genomes used to implement the GA. There is no inherent hierarchy between the circuits being evolved and the circuits running the evolutionary aigorithm. This suggests the possibility of a selfevolving system, in which the evolutionary algorithm itself undergoes modification. The time for evaluating all individuals grows linearly with the population size, while comparing scores across the population has an order greater than O(n). This is because individuals are usually compared to all other members of the population to pick out the most fit members. Mating also grows linearly with the size of the sub-population.
Variations on a standard GA have been proposed to reduce the computational complexity of this cycle. One variation is the Island model, where evolution occurs in a set of sub-populations, with gradual migration among the subpopulations [Tom96]. Another is the Grid model, where individuals are distributed throughout a regular grid, and mating only occurs among nearby individuals. This locality of interaction is attractive for parallel interaction, but may lead to the development of semi-isolated niches [Tom] .
The Ringed GA combines the best of both these models. Individuals are physically located throughout the space of the underlying hardware, and only physically-local interactions occur, but there is still a gradual migration of individuals throughout the population. Figure 1 shows the basic setup of a small universe consisting of five rings. Each individual, which is actually a multi-cell circuit, occupies a single square. The individuals are arranged in concentric rings, with direct interaction occurring only among immediately adjacent individuals. Each box represents a single individual, containing a multi-cell digital circuit. Each circuit is compared with its two neighbors on the same ring.
The RGA begins with the creation of an initial population of random members, one per box in figure 1 . This is done only once, as an initialization step at the start of the evolutionary process. Once this is completed, a series of evolutionary cycles are executed as follows:
The fitness of each member is computed. Note that this occurs in parallel among all individuals. The fitness of each individual is compare to the fitness of its two immediate neighbors on the same ring.
In figure 1 , the fitness of individual X would be compared to that of individuals Y and Z. This also occurs in parallel across the entire population. Each individual executes a mating step as follows: If one of an individual's neighbors is more fit than itself, the individual mates with the most fit neighbor, and is replaced by the child. 0 If, however, the individual is more fit than either neighbor, that individual remains unchanged. There is one exception to these mating rules. If an individual is more fit than both its neighbors, and sign;ficant(~~ more fit than the neighbor immediately counter-clockwise (meaning its fitness score is at least 100 points higher), it is copied verbatim to that less fit neighbor. This overrides any other mating operation for that less-fit neighbor. So if X's score was at least 100 points higher than Y's, Y would be replaced with an exact copy of X.
Again. all mating occurs simultaneously across the population.
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Steps 2 and 3, which collectively are called an intra-ring cycle. are repeated a fixed number of times. The basic idea is that adjacent individuals with similar fitness levels will generally mate, while extremely fit individuals will tend to propagate around the ring. For the present work, evolution stopped as soon as a perfect score was detected.
While these steps are executed sequentially, each step takes a fixed amount of time, since all operations across the population occur in parallel. Each individual is responsible for scoring itself, based on a set of globally-supplied input and output data. Fitness comparisons occur only among immediately adjacent neighbors, and are negotiated by those neighbors themselves. Mating takes one of the following forms:
Mate with clockwise neighbor, In any case, each individual handles its own mating, and ultimately reprograms itself to take the form of the resulting offspring. The interring propagation also occurs between adjacent individuals, and is again handled by the individuals themselves. Therefore, all GA operations can occur in parallel across the population. the entire PIG is simply a collection of configurable combi- therefore a cell's configuration can be represented by the 128 output bits of its truth table. Figure 4 shows a sample cell. configured to realize the logical functions DN=Ds, Dw=Dw and Ds-DN AND DE (all other outputs are 0). Table  1 shows the corresponding truth table for This interchangeability of code and data facilitates numerous dynamic operations. including the replication of cells, the dynamic construction of circuits, and the analysis of a cell's configuration. These capabilities lead to possibilities for such things as hardware libraries, virtual hardware, and fault-handling hardware. Note that each cell in the PIG is only connected to its four immediately adjacent neighbors. There is no direct connection from one cell to any non-adjacent ones. If you take two PIGS and attach them along an edge, you end up with a larger PIG, which fiinctions exactly like the originals. You simply need to connect the C and D lines of the border cells, along with a pair of control lines (which are distributed to all cells identically). There are no address space issues or other impediments to scalability. Note that this has important manufacturing implications.
Since we are trying to evolve relatively simple, conventional circuits, we will assume that the C inputs and outputs are always 0, and each cell of a circuit is a simple combinatorial device. In this case, we only need to consider 64 bits of the truth table, corresponding to the values of the four D outputs. This is why the chromosome of each cell in a circuit is represented with only 64 bits. However, by simply using a full 128 bits for each cell, we would be evolving circuits which are capable of reconfiguring other cells. This ability to evolve circuits which themselves can create or modifL other circuits reflects a fundamental property of the PIG. Such circuits can not be evolved, for example, on an FPGA, since the circuits which are configured inside the FPGA have no paths to the FPGA's configuration registers.
The individuals of the RGA are actually complex circuits, composed of multiple PIG cells. In general, there are two pieces to these individuals. There is the actual evolving circuit, which is what we usually talk about with respect to the RGA, and there is all the control circuitry needed to handle such things as mating, evaluation, etc. However, the entire individual is implemented on an array of identical PIG cells. No special hardware is used for any piece of the individual. The only difference from one piece to another is the configuration of the underlying cells. This is an important feature to keep in mind. Figure 6 shows the basic configuration of an individual. The figure only reflects an individual located along the top (North) of a ring, and not situated in a comer. For other individuals, the orientation of the I/O lines changes, but the internal circuitry is identical.
The Exploded Grid contains the actual circuit being evolved, along with additional circuitry which allows individual cell addressing. This grid is 9 times the size of the circuit it contains, e.g., a 4x4 circuit would have a 12x12 Exploded Grid. Recall that a cell is only directly connected to its four immediate neighbors. so in general, there is no way to access a non-adjacent cell. The additional circuitry within the Exploded Grid allows the circuit contained therein to function normally, but also allows direct access to each cell's configuration. The Row and Col inputs select a cell, current configuration data is read from the nOut line, and new configuration data is supplied via n,". The inputs to the circuit under test are available on the In lines of ihe Exploded Grid, and the circuit's outputs appear on the Out lines. Thus the circuit within the Exploded Grid can be configured, tested, and reconfigured as necessary Again, it is important to note that, as with all circuitry in figure 6 , the Exploded Grid is not composed of any special hardware. Its underlying hardware is identical to all other hardware in the PIG. It is composed of a set of PIG cells, identical to all other cells in the PIG, except for their configuration data. Any special hardware requirements are met through the appropriate configuration of PIG cells. This is one of the PIG'S most important features.
The remainder of the circuitry in figure 6 supports direct implementation of the RGA evolutionary cycle. The Row, Col, Cmd, Input and Des Out lines of all individuals are connected in parallel to a global controller. All other I/O lines are connected to adjacent individuals. The output of the evolving circuit is compared to the desired output, Des Out, and the Score Register is adjusted accordingly. This score is then compared to the scores of the individual's two neighbors, and a mating operation is chosen and recorded in the Mating Op Reg. This is then used to combine configuration information (truth tables) from the individual itself and its neighbors and produce configuration data for a child circuit, which is then loaded into the Exploded Grid. Interring propagation occurs similarly, with the n-Select Logic choosing configuration information from an inner ring where appropriate. Creation of a perfect individual is signaled by the Perf line, and that individual's configuration can be read from the nPed line. This is a classic space-time tradeoff. For the price of more complex circuitry, you can achieve more parallelism.
With certain reconfigurable devices, there is a natural flow of information from one side of the device to the other, and thus circuits having unstable feedback paths are avoided. On the PIG, there is no such natural flow direction. This leads to the possibility of instabilities in a random circuit. Even for a simple 2-cell circuit, 12.5% of the possible configurations are unstable. While circuits can easily be built to detect and eliminate these instabilities, an easier solution is to constrain the truth table of each cell. We adopt a convention that for each cell, only the DS and DE outputs may be non-zero. Thus, information tends to flow from the N W comer to the SE corner of a rectangular circuit.
A prototype of the PIG has been built on a small scale.
However, its practical use requires an extremely large number of cells, which current technology is unable to manufacture cost-effectively. Still, the simplicity of each cell and the regular interconnection scheme make the PIG an ideal candidate for exploiting emerging technologies such as nanotechnology [Dre86] , biological computing [Lip96], and bistable quantum dots [Len93] . For the present work, a PIG simulator was used for executing the individuals' circuits, while the GA operations themselves were implemented in C. It is hoped however that this work on the ringed GA, as well as work on other PIG applications, will provide incentive for the subsequent development of a large-scale physical PIG.
Experiments and Results
Experiments were performed to evolve three different digital circuits. In all cases, the experiment ended with the evolution of a circuit which performed the desired task perfectly. RGA parameters were chosen more or less at random (but within reason), and were kept constant across all three experiments. Specifically. when generating random individuals, a bit probability of 0.15 was used (meaning the probability o f a I was 0.15). In mating operations, the probability that a bit comes from the parent with the higher fitness value was set to 0.60. The mutation probability (for each bit generated in the child) was set to 0.0125. The universe consisted of 8 rings (225 individuals), and an intraring cycle length of 9 was used. There doesn't seem to be anything magic about these particular settings, and successful evolution was observed with many other settings as well. The first experiment was to evolve a four bit odd parity generator. Figure 7 shows the setup of the desired circuit. The goal was to evolve a circuit consisting of 16 PIG cells in a 4x4 grid, with four input bits. Bo-B3, and one output bit, B,,,, such that the number of ones among {BO,Bl,B2,B3,Bout} was odd. l h e test data consisted of all possible input combinations of four bits, tested in binary order. rhe fitness score was a simple count of the number of input combinations for which the correct parity was generated. Figure 8 shows the results of this experiment. As can be seen, a perfect circuit was evolved after 9 generations. 
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The second experiment was to evolve a 4-1 multiplexer. Figure 9 shows the setup of the desired circuit. The circuit accepts two select bits, SI and So, and four general inputs Xo-X3. The circuit should select one of the inputs based on So and S I , and send that input to the output. The test data consisted of all possible input combinations of six bits (two select inputs and four X inputs), tested in binary order. The fitness score was a simple count of the number of input combinations for which the correct output was generated. Figure 10 shows the results of this experiment. In this case, a perfect circuit was evolved in 342 generations. This is an impressively low number of generations, considering that the search space for this problem consists of (4 cells)x(4 cells)x(4 rows)x(2 columns) = 128 bits, or approximately 1 O' * possible circuit configurations, with the row constraint enabled (without the row constraint, this number jumps to 2 or approximately 1 030*)). Since most complex circuits are sequential in nature, the RGA was used to generate a sequential circuit. The third experiment was to evolve a three-bit counter. Since sequential circuits require memory and feedback paths, a generic template for an 8-state sequential machine was built, as shown in figure I 1. This circuit consists of three independently clocked D-type flip tlops. All flip flop outputs (qo-qd are sent to the left side of a blank 5x7 subcircuit, while all inputs to the flip flops (Do-D2 and CLKo-CLK2) are read from the bottom of that subcircuit. Additionally, the circuit accepts a single external clock signal, CLK,,. The subcircuit is a blank combinatorial circuit, which must be evolved to produce the correct sequential behavior of the entire circuit.
Conclusions and Future Work
A new type of genetic algorithm, the RGA, has been described and shown to be both feasible and successful in the evolution of both combinatorial and sequential digital circuits. The RGA is inherently parallel, leading to an 0(1) evolutionary cycle. This makes the RGA attractive for evolving large, complex circuits which may require a large population size. While it is not possible to implement a fully-parallel RGA on an FPGA, a new type of selfreconfigurable hardware device, the PIG, is well suited to im9lementing an RGA. Figure 1 I. Generic 8-state sequential machine, with blank 5x7 subgrid for evolving specific behavior. CLKin is the single input, Qo-Qz are the three outputs. While other all-hardware parallel GAS have been implemented [Hig94, Kaj981, these generally involve custom hardware specifically designed for implementing the GA. In contrast, the PIG'S hardware is in no way specialized to implementing any particular type of algorithm. It is a truly general-purpose self-reconfigurable hardware device. Its application to the RGA is a demonstration of its versatility and suitability to a wide range of parallel problems [Mac99] .
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Moreover, other general-purpose single chip solutions are still, architecturally, composed of two subsystems: a controller and a reconfigurable platform [Nag98]. On the PIG, identical hardware is used for both of these subsystems. In the RGA implementation, the devices which implement the evolving members are the same as the devices which implement the control circuits for executing the RGA. This can not be achieved with, say, and FPGA, since the inputs and outputs within the gate array can not directly read or write the chip's configuration registers. Furthermore, since the evolved circuits use the same hardware as that used to implement the RGA, these evolved circuits potentially have the ability to create and modify other circuits. This means the PIG can be used to study evolvable hardware where the target circuit is itself configuring other circuits within the PIG.
The uniformity of the PlG's hardware has numerous advantages, of which only a few have been exploited in the present work. Further advantages include fault tolerance, ease of manufacture, and adaptability to new technologies. Hopefully, the field of evolvable hardware will find more applications for the PIG, leading to further research on the PIG itself, and ultimately the realization of a large-scale PIG.
