Abstract-We show that fully connected two-hop wireless networks with K sources, K relays, and K destinations have K degrees of freedom both in the case of time-varying channel coefficients and constant channel coefficients (in which case the result holds for almost all values of constant channel coefficients). Our main contribution is a new achievability scheme which we call Aligned Network Diagonalization. This scheme allows the data streams transmitted by the sources to undergo a diagonal linear transformation from the sources to the destinations, thus being received free of interference by their intended destination. In addition, we extend our scheme to multihop networks with fully connected hops, and multihop networks with MIMO nodes, for which the degrees of freedom are also fully characterized.
I. INTRODUCTION
T HE conventional design of wireless networks is based on a centralized architecture where a base station, or an access point, directly exchanges data with the end users. Thus, communication is essentially restricted to the one-to-many (broadcast) and many-to-one (multiple-access) single-hop paradigms. However, as the number of users and the data demand increase, and we move quickly towards the future of wireless networks, multi-hop and multi-flow paradigms are expected to play a very important role by enabling a denser spatial reuse of the spectrum and adaptation to heterogeneous scenarios characterized by user-deployed and user-operated infrastructures.
A major challenge in multi-hop multi-flow wireless networks is that "interference management" and "relaying" are coupled with each other. In other words, wireless relay nodes must play a dual role: they serve as intermediate steps for multi-hop communication and as part of the mechanism that allows interference management schemes. Nonetheless, in the information theory literature, these two tasks have traditionally been addressed separately. The relaying problem is usually studied in the context of multi-hop single-flow wireless networks (or relay networks). For such networks, the capacity is shown in [2] to be within a constant gap of the cut-set bound, and several relaying strategies are known to achieve the capacity to within a constant gap (e.g., quantize-map-forward [2] , lattice quantization followed by map-and-forward [3] and compress-and-forward [4] ). On the other hand, the problem of interference management is mostly studied in the context of multi-flow single-hop wireless networks (or interference channels). While the exact capacity and even a constantgap capacity approximation for interference channels are still unknown (except in the two-user case [5] - [12] and some special K -user cases [12] - [14] ), the total degrees of freedom of such networks are known to be half of the cut-set bound and are achievable by interference alignment techniques [15] , [16] .
As we move to the multi-hop multi-flow paradigm, a natural question is whether a decoupled approach for relaying and interference management is optimal. To make this question clear, consider the K × K × K wireless network, shown in Fig. 1 . An approach that decouples relaying and interference management could consist of viewing the K × K × K wireless network as the concatenation of two K -user interference channels. Then, interference management techniques designed for the K -user interference channel can be individually applied to each hop, and the relaying is simply the decoding and re-encoding operations performed by the relays. Notice that, under such a decoupled approach, the performance of the overall communication scheme is essentially limited by the performance of the scheme applied to each hop, and two-hop communication systems are conceptually similar to single-hop communication systems. But could a "coupled" scheme take advantage of additional opportunities provided by the relays and attain significantly better performance? In other words, does multi-hopping provide us with additional flexibilities that make the design of communication schemes conceptually different?
In tackling this question, we focus on a high-SNR analysis, where our metric are the rates achieved asymptotically in the SNR, or the degrees of freedom. The reason for this choice 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. is two-fold. First, we notice that, already from the point of view of this coarse metric, there is a large gap between the rates achieved by state-of-the-art techniques and the known outer bounds. Thus, we cannot hope for tighter capacity characterizations without first obtaining a first-order approximation provided by a degrees-of-freedom analysis. Second, we point out that, unlike an exact capacity characterization, the degreesof-freedom characterization is usually oblivious to the specifics of noise distributions and channel gain values, and tends to be intrinsically related to structural properties of the network, such as the topology, the interference patterns, and the traffic demands. Hence, such a characterization often reveals conceptual insights about the fundamentals of communication in a given setting. In the context of the K × K × K wireless network, the conceptual question we ask in this paper is the following: can the relays provide new opportunities that allow multi-hop strategies to achieve more degrees of freedom than concatenated single-hop strategies? Or, in other words, are the relays "game-changers?" In order to compare the different existing schemes for the K × K × K wireless network, Fig. 2 depicts their degreesof-freedom performance. The decoupled approach that views the K × K × K wireless network as the concatenation of two K -user interference channels achieves K /2 degrees of freedom since K /2 degrees of freedom are achievable on a K -user interference channel, both when the channel gains are fixed and when they are time-varying [15] , [16] . Another similar decoupled approach consists of viewing each hop of the K × K × K wireless network as a K -user X-channel. This approach in fact achieves K 2 /(2K − 1) degrees of freedom [17] , which is slightly better than K /2. A strategy that couples relaying and interference management can be devised using the result from [18] that shows that, in an N ×K ×N wireless network, a linear scheme can neutralize the interference at all destinations as long as K ≥ N(N − 1) + 1. Thus, it is possible to achieve max{N : K ≥ N(N − 1) + 1} (roughly √ K ) degrees of freedom on the K × K × K wireless network, by using only a subset of N source-destination pairs. As depicted in Fig. 2 , this coupled scheme only outperforms the Interference Channel and X-Channel approaches for K = 3. Another coupled strategy was recently proposed for the case K = 2 in [19] . The proposed scheme, named Aligned Interference Neutralization, manages to achieve the cut-set bound of two degrees of freedom, and outperforms all decoupled approaches. However, in general, for K > 2, all known schemes fall short of the cut-set outer bound of K degrees of freedom. This makes the K × K × K wireless network a canonical example of a multi-unicast network where the gap between the state-of-the-art inner bounds and the outer bounds is very significant, and an important step in understanding how suboptimal decoupled approaches can be in general.
In this work, we introduce a new achievability scheme called Aligned Network Diagonalization (AND), which handles relaying and interference management in a coupled manner, and manages to close the gap between inner and outer bounds. In particular, we show that the K × K × K wireless network has K degrees of freedom for time-varying channels and constant channels, in which case the result holds for almost all channel gain values. This shows that the relays indeed provide an extra flexibility that "changes the game," and schemes designed for two-hop networks fundamentally need "something more" than schemes devised for single-hop networks.
Our proposed scheme takes two forms, depending on whether the channels are fixed or time-varying. In the case of time-varying channels, Aligned Network Diagonalization is in fact a linear scheme. By viewing multiple network uses as generating a single vector use of the network, we can interpret AND as a solution to a diagonalization problem: is it possible to choose linear transformations for the sources, relays and destinations such that the resulting end-to-end transformation is a diagonal transformation (with non-zero diagonal elements)? Our scheme shows that, with probability 1 over the channel gain realizations, this diagonalization can indeed be obtained. This way, interference-free channels are effectively created between each source and its corresponding destination, allowing each user to achieve arbitrarily close to one degree of freedom, i.e., each user can get "the entire cake." Similar to the aligned interference neutralization scheme in [19] , each source starts by encoding its message into several data streams, each one corresponding to a direction in a vector space. Each relay receives data streams along several directions, and performs carefully chosen linear operations in order to modify each of these directions. The new concept introduced by AND, which differentiates it from the scheme in [19] , is in the goal of the operations performed by the relays. The new directions are chosen so that it looks like the transfer matrix of the first hop is the inverse of the transfer matrix of the second hop. This way, by forwarding these effectively received signals, the end-to-end transformation is diagonalized.
In the case of fixed channels, however, using the network multiple times does not provide us with the diversity we need to perform the end-to-end diagonalization. Therefore, in order to achieve the same K degrees of freedom in this setting, each of the data streams is transmitted along distinct rational dimensions, using the real interference alignment framework from [16] . Then, similar ideas to those used in the time-varying case can be used in order to modify the rational dimensions at the relays so that the transfer matrix of the first hop looks like the inverse of the transfer matrix of the second hop. Once again the result is that the signals transmitted at the sources undergo a diagonal transformation until they reach the destinations.
Several interesting extensions of our main result are possible. In particular, for multi-hop layered networks with K source-destination pairs, if all hops are fully connected, the number of degrees of freedom is the minimum between K and the minimum number of relays in a single layer. The case of multiple-input multiple-output (MIMO) sources, relays and destinations is also addressed. Interestingly, our result implies that, from the point of view of degrees of freedom, the multiple antennas in a single MIMO relay can be equivalentely seen as separate relays, meaning that cooperation between relays in the same layer cannot increase the number of degrees of freedom.
Related Work:
Recently, a number of works have focused their attention to networks with 2 source-destination pairs (two-unicast networks). For instance, the work in [20] provides constant-gap approximations to the capacity of ZZ and ZS networks. In [21] , the focus are 2 × 2 × 2 wireless networks. The authors investigated how the common information between the two relays can be exploited in the second hop and proposed relaying strategies based on distributed MIMO broadcast techniques. In [19] , the authors also considered the 2 × 2 × 2 wireless network from a degrees-of-freedom perspective. By introducing a new scheme called aligned interference neutralization, which applies ideas from interference alignment to a multi-hop scenario, they showed that these networks have two degrees of freedom both in the case of time-varying channels and in the case of fixed channels. General layered networks with two sourcedestination pairs were later considered in [22] . In this work, two new notions were introduced. The first one is the idea of network condensation, by which a network with an arbitrary number of layers is reduced to a network with at most four layers with the same degrees of freedom. The second is a graph theoretic characterization of when the interference in a network is manageable, i.e., when all the interference can be simultaneously neutralized. This allowed the degrees of freedom of two-unicast layered networks with an arbitrary number of layers and arbitrary connectivity between adjacent layers to be completely characterized and shown to only attain the values 1, 3/2 and 2. In [23] , [24] , the authors revisited the 2 × 2 × 2 setting with constant channel gains but under the constraint that the relays have to perform linear operations. They showed that the optimal degrees of freedom in this case are 5/3 and can be achieved by a time-varying linear scheme.
When an arbitrary number of source-destination pairs K is considered, the results are scarcer. One effort along this direction is found in [25] , where the authors focus on twohop networks structured as K × K × K wireless networks where K is very large (and edge effects can be neglected) and investigate communication strategies based on rate-splitting and successive interference cancellation at each hop. In [26] , networks with K source-destination pairs and K hops with K nodes each were considered under the fast fading scenario. The authors show that, under some assumptions on the joint distribution of the channel gains, K degrees of freedom can be achieved. Fig. 1 . We will consider two distinct scenarios.
• Time-varying channels: We let the channel gain between source S i and relay V j at time t be h S i ,V j [t] ∈ R, and the channel gain between relay V i and destination
are mutually independent i.i.d random processes each obeying an absolutely continuous probability distribution with finite second moment.
• Constant channels: We assume that
In both cases we will assume that instantaneous channel state information is available at all nodes. To simplify our notation, we let 
The received signal at a relay V j and at a destination D j are respectively given by
where
The noise terms are also assumed to be independent from all transmit signals and noise terms at different nodes. Definition 1: A coding scheme C with block length n ∈ N and rate tuple R = (R 1 , . . . , R K ) ∈ R K for the K × K × K wireless network consists of:
. . , K , and for each time t = 0, 1, . . . , n − 1. For each message w i ∈ {1, . . . , 2 n R i } and channel state information H (n−1) ∈ R 2nK 2 , the codeword f
satisfying the average power constraint
The error probability of a coding scheme C (as defined in Definition 1), is given by
where we assume that each W i is chosen independently and uniformly at random from {1, . . . , 2 n R i }, that source
Definition 3: A rate tuple R is said to be achievable for the K × K × K wireless network if there exists a sequence of coding schemes C n with rate tuple R and blocklength n, for which P error (C n ) → 0, as n → ∞. The sequence of coding schemes C n , n = 1, 2, . . ., is then said to achieve rate tuple R.
Definition 4: The capacity region C(P) of a K × K × K wireless network is the closure of the set of achievable rate tuples, and the sum-capacity is defined as
Definition 5:
The degrees of freedom of a K × K × K wireless network are defined as
III. MAIN RESULTS
Our main result settles the question of the number of degrees of freedom of a K × K × K wireless network, in both the case of time-varying and constant channel coefficients.
Theorem 1: For a K × K × K wireless network with timevarying channels, d = K .
Theorem 2: For a K × K × K wireless network with constant channels, d = K for (Lebesgue) almost all values of the channel gains.
Since the cut-set outer bound trivially implies that, in both cases, d ≤ K , we only need to show that K degrees of freedom are achievable. The achievability scheme we propose for both the time-varying channel case and the constant channel case are based on interference alignment techniques. Similar to the approach taken in [19] , in the time-varying case our alignment is performed over time dimensions, while in the constant channel case, it is performed over rational dimensions. More precisely, when we have time-varying channels, the alignment is performed in the vector space created by multiple channel uses, using the framework introduced in [15] . In this case, our construction results in a linear scheme, i.e., where relaying functions are restricted to linear transformations. When the channels are constant, on the other hand, alignment over time dimensions is not feasible, and we instead use the real interference alignment framework introduced in [16] .
In both cases, each of the K sources will transmit L data streams, each one along a different transmit dimension (be it time or rational). These data streams are aligned at the relays, which allows each relay to decode approximately L linear combinations of the data streams which can then be re-modulated using new transmit directions. These new transmit directions are chosen so that all the interference is cancelled at each destination, and the L data streams from each source arrive at their intended destination along independent directions, which allows perfect decoding with high probability. Since these operations guarantee that, with small probability of error, the L K data streams chosen at all K sources are mapped to L K received directions at the destinations by a diagonal linear transformation, we call the scheme Aligned Network Diagonalization.
The result in Theorems 1 and 2 has important consequences. Consider a two-hop K -unicast wireless network where, instead of K relays, we have A relays; i.e., a K × A × K wireless network. It is easy to see that the cut-set bound states that no more than min(K , A) degrees of freedom can be achieved. Now, if A ≥ K , we can ignore A − K of the relays and use aligned network diagonalization to achieve K degrees of freedom. Similarly, if K > A, we ignore K − A sourcedestination pairs to achieve A degrees of freedom. A similar idea can be used in a K -unicast multihop wireless network with J layers and A j relays in the j th layer (
If we call such a network a K × A 2 ×· · ·× A J −1 × K wireless network, we have the following result.
Corollary 1: IV. ACHIEVABILITY SCHEME In this section we describe the Aligned Network Diagonalization scheme, which achieves K degrees of freedom on the K × K × K wireless network. First, in Section IV-A, we give a high-level overview and describe the intuition behind it. These ideas are then formalized in Section IV-B, where we focus on the time-varying case and describe in detail the operations performed by the sources, relays and destinations.
In the case of constant channel gains, a similar scheme based on asymptotic alignment can be proposed, with the main difference being that the alignment must be performed over rational dimensions, rather than over time. In the literature, there have been several examples of asymptotic alignment schemes that can be applied both over rational dimensions and over time (see, for instance, [15] , [16] , [19] ). Converting from one of these frameworks to the other is relatively straightforward and, hence, we present a summary of the main ideas of AND for constant channels in Section IV-C and defer a detailed discussion to Appendix B.
A. Scheme Overview and Intuition
In order to understand the main idea behind AND, we start by considering a different but related problem. Suppose we have a two-hop network with K sources, K destinations, and a single MIMO relay with K (full-duplex) antennas. Equivalently, this setup, illustrated in Fig. 3 , can be seen as our K × K × K wireless network where the K relay nodes are allowed to collaborate in the computation of their transmit signals. This new problem is clearly easier than our original problem, in the sense that any scheme for the K × K × K wireless network can be used to achieve the same rates on the network with a single MIMO relay node.
Achieving K degrees of freedom in the setting from 
Then, if we assume that the transfer matrices H S,V and H V ,D are invertible (which is the case with probability 1 under the distribution assumptions in Section II), the relay can build its transmit signal for time t + 1 through the linear transformation
be the vector of the received signals at the destinations, it is clear that
, where Z [t + 1] is the vector of effective noises at the destinations. Therefore, each destination receives its desired source signal plus a Gaussian noise term, meaning that the relay operations essentially diagonalized the end-toend transfer matrix of the network, since
where I is the identity matrix. It is easy to see that a slight modification of this scheme can guarantee that the power constraints are satisfied at the relays and can thus be used to show that K degrees of freedom are achievable in this setup.
When we move back to our original problem with K singleantenna relay nodes, we notice that the same scheme cannot be implemented because the relays are not allowed to cooperate in order to compute
. Therefore, a natural question is whether it is possible to apply the linear transformation H Therefore, in order to pursue our objective of diagonalizing the network with distributed relays, we must consider a more general question than the aforementioned one. In particular, we will reformulate the question of whether the network can be diagonalized by bringing in the channels' time variation, and by including linear transformations at each source and at each destination. Since our channels are time-varying, we notice that, if each hop of the network is used for d consecutive time steps, we can view both the transmit signals and the received signals of the network as length-d vectors. The transfer matrix of the first hop is now given by
where 
correspond to the linear transformations applied by the sources, relays and destinations. Notice that the identity matrix I is K d × K d , and the parameter d regulates how much information the sources are transmitting. Our goal is to solve the problem specified by (4) 
In this work, our main contribution is to show that the problem in (4), with probability 1 over the channel realizations, indeed admits a sequence of solutions parameterized by d, with the property that d /d → 1 as d → ∞. The scheme that provides this solution, which we call Aligned Network Diagonalization, can be roughly described as follows. The source matrices A S i , i = 1, . . . , K , are all chosen to be the same d × d matrix A S 0 , whose columns are all of the form for some nonnegative integers s i, j , 1 ≤ i, j ≤ K , where 1 is a column vector with all entries equal to 1. It is then not difficult to see that the result of
blocks whose columns are again of the form in (5). The key idea in the AND scheme is in the design of the relaying matrices A V i . Once again, we will choose a single matrix A V 0 and let (5) with the columñ
for diagonal matrices B i, j to be defined. The key observation is that the result of any vector T s 1,1 ,s 1,2 ,...,s K ,K , as given in (5), undergoing the transformation A V 0 is 
Finally, sinceÃ S can be seen to admit a block diagonal left inverse, we can set A D to be this matrix and obtain our desired end-to-end diagonalization. In the next section, we describe this scheme in more detail. In particular, several issues such as power constraints and invertibility of the matrices are properly addressed, and the fact that we can choose d and d sufficiently large such that d /d approaches 1 is proved.
The intuition behind AND can also be understood through the lenses of the asymptotic alignment schemes in [15] and [19] . The column vector in (5) corresponds to distinct signal directions used by the transmitters. These transmit directions are chosen so that each relay receives, along each direction, a superposition of K symbols from distinct transmitters. Similar to [15] , the specific superpositions of symbols received by the relays along each direction do not depend on the specific channel gain values, and they can be recovered by the relays with high probability. The relaying operation described in (6) can then be understood as taking each of these superpositions and transmitting it along a new direction, chosen according to the inverse of the second hop channel matrix. This essentially creates a mapping from the symbols transmitted at each direction at the relays to the symbols received at each direction at the destinations which is the inverse of the mapping over the first hop.
B. Aligned Network Diagonalization for the Case of Time-Varying Channels
In this section, we describe in detail the achievability scheme that achieves K degrees of freedom on the K × K × K wireless network when the channels are time-varying. We first describe the encoding at the sources, followed by the relaying operations and the decoding operations.
Encoding at the sources:
Each source S i starts by breaking its message W i into L submessages. Each of the submessages will be encoded in a separate data stream, using Gaussian random codebooks with codewords of length n and entries drawn as N (0, P). We let
and N = {0, . . . , N −1} K 2 , and we define the set of transmit directions for the sources at time t to be
for some arbitrary N. This selection of directions is similar in flavor to the directions chosen in the Interference Alignment scheme introduced in [15] . Notice that the number of transmit directions (which is also the number of data streams) is
To simplify the notation we will let s be a vector of indices (s 11 , s 12 , . . . , s K K ) and write T s .
Communication will take place over a block of nd time steps, where d (N + 1) K 2 . The (m + 1)th symbol of the codeword associated to the submessage of stream s ∈ N of source S i will be written as c i, s [m] , for 0 ≤ m ≤ n − 1. At time t = md + j for m ∈ {0, . . . , n −1} and j ∈ {0, . . . , d −1}, source S i will thus transmit
The constant γ is chosen so that the transmit power
does not exceed P. In (9), we used the fact that the c i, s were independently generated. Notice that γ does not depend on P or t and can be chosen strictly positive, since the fact that the channel gains are independent and have finite variances implies E T s [t] 2 < ∞ for all s.
Relaying operations:
The received signal at relay V j at time t = md + j can be written as
Even though writing the received signal as in (10) does not emphasize the alignment that occurs at the relays, it will still be a useful representation of the received signal. To capture the alignment, we consider rearranging the terms in the summation in (10) by viewing it as a polynomial on the variables h S i ,V j [t], for 1 ≤ i, j ≤ K , where the coefficients are given by sums of c i, s terms. It can then be seen that the actual set of received directions at each relay is a subset of T N+1 [t] , and the received signal at relay V j at time t can be alternatively written as
. . .
for m ∈ {0, . . . , n − 1}. p(x 1,1 , . . . , x 1,m ), p(x 2,1 , . . . , x 2,m ), . . . , p(x ,1 , . . . , x ,m ) is a non-identically zero polynomial on the variables x 1,1 , . . . , x 1,m , . . . , x ,1 , . . . , x , 
. . . 
In order to build the transmit signal for time t = (m + 1)d, . . . , (m + 2)d − 1, each relay will compute the determinant of
It is obvious that det H V ,D [t] is a non-identically zero polynomial on the variables h
for each time t, we can choose δ > 0 small enough so that
where is the same previously chosen parameter. 
Next, we letT
and, similar to (8), we can define the set of transmit directions for the relays to bẽ
Relay V j will encode theû j, s s by transmitting, at time
whereZ V j [t] is the effective noise term which results from the additive noise terms in the estimatesû j, s s. The constant γ is chosen so that the transmit power
does not exceed P. By expressing the inverse in (16) in terms of the cofactor matrix, we see that each b i j [t] can be written as a ratio between a polynomial on the variables
. . , K }, and | det T[m]| > δ guarantees that the variance ofZ V j [t]
is finite and independent of P. Thus, for P sufficiently large, γ can be chosen independent of P and t. We then have the following claim.
Claim 1:
The transmit signal of relay V j , given in (19) , can be re-written as
Proof: The main idea is to notice that, just as (11) can be written as (10), (19) can be re-written as (20) . This can be more easily understood if we think of the (noiseless version of the) received signal in (11) (20) .
Decoding at the destinations:
In order to compute the received signals at the destinations, we first notice that, from (20) , the vector of the K relay transmit signals at time
We can then write the vector of the K received signals at the destinations as ⎡ ⎢ ⎣
Thus, the received signal at destination D j at time
and we see that all the interference has been cancelled, and destination D j receives only the data streams originated at 
Notice that, in case |det T[m]| ≤ δ, these received signals will contain just noise, since the relays stayed silent in times 
where ε simbolizes an erasure. Since each of these three events occurs with probability at most , their union occurs with probability at most 3 . If none of these events occurs, destination D j will output the vector of estimates of the c j, s s
. . . [m] with probability 1−q and ε with probability q, where q ≤ 3 . Therefore, we essentially create N K 2 parallel AWGN channels with erasure probability at most 3 . The fact that the additive noises are correlated is irrelevant (in fact it can only improve the achievable rates), and it is clear that we can achieve 1 − 3 degrees of freedom in each of these effective channels. Since we need d time steps to transmit one symbol in each of these channels, we achieve a total of
degrees of freedom per user, for arbitrarily chosen N and . Thus, by choosing N large and > 0 small, each user can achieve arbitrarily close to one degree of freedom.
C. Aligned Network Diagonalization for Constant Channels
In the case of constant channel gains, the AND scheme presented in Section IV-B does not work. The lack of time diversity makes the entries in the vector T s [m] , given in (13), be all equal, and T[m] is not invertible (as its rank is one). Therefore, in order to achieve K degrees of freedom with constant channels, we must perform the alignment operations of AND not over time dimensions, but over rational dimensions, in the spirit of [16] . In this section, we present the main ideas to convert the scheme from Section IV-B to the constantchannel setting. A more detailed description and a performance analysis are deferred to Appendix B.
In the case of constant channel gains, once again each source S i starts by breaking its message W i into L = | N | submessages, and the transmit signals are of the form
where γ is chosen so that the power constraint is satisfied. The directions T s are again defined as in (7), but the code symbols c i, s [t] are now integer-valued. Similar to (11) , the received signal at relay V j will be given by
where each u j, s is a sum of c i, s s and thus also integer-valued. By following the rational dimensions framework of [16] , with high probability, relay V j can extract from this signal the integers u j, s , and transmit them along new directions, according to
where γ is chosen so that the transmit power constraint is satisfied, and the new transmit directionsT s are defined as in (17) . Next, by following steps as those in (21) and (22), the received signal at destination D j can be expressed as
and we again have each destination receiving the symbols from its corresponding source free of interference. Finally, the rational dimensions framework is used once again to show that each destination D j can in fact decode its desired symbols c j, s . A detailed description of this construction is found in Appendix B, as well as the technical steps required to show the decodability of the integers at the relays and destinations, and a performance analysis showing that this scheme can indeed achieve close to one degree of freedom per user.
V. TWO-HOP NETWORKS WITH MIMO NODES
In this section, we use the result from Theorem 1 in order to characterize the degrees of freedom of two-hop networks where we still have full connectivity at each hop, but each node (sources, relays and destinations) is allowed to have multiple antennas. In general, we want to focus on a K × A × K network, where each node u ∈ {S 1 , . . . ,
antennas. For simplicity of exposition, we will focus on the case of time-varying channels. However, it should be clear that the results in this section can also be obtained in the case of constant channels, by extending Theorem 2 instead.
It is obvious that, in this setting, for certain choices of the number of antennas at each node, it may not be optimal to assign the same number of degrees of freedom to each source-destination pair, as was the case when M u = 1 for all u. Therefore, in this section, instead of focusing on the sum degrees of freedom, we will instead consider the degrees-offreedom region.
Definition 6: The degrees-of-freedom region of a K × A×K wireless network is given by
While the formal definition is technical, the degrees-offreedom region can be intuitively understood as a high-SNR approximation to the capacity region, scaled down by 1 2 log P. The sum degrees of freedom d from Definition 5 is simply the point in D that maximizes the (unweighted) sum of its components. For two-hop networks with MIMO nodes we then have the following result.
Theorem 3: For a K × A × K wireless network with timevarying channels where each node u has M u antennas, the degrees-of-freedom region comprises all nonnegative K -tuples
is total number of antennas at the relays.
Once again, the converse part of this theorem is obtained from the cut-set bound in a straigthforward manner. Moreover, given Theorem 1, the achievability is also easily obtained. The most interesting aspect of this result is the fact that the cooperation that is allowed among the antennas due to the MIMO setting does not improve the degrees of freedom that can be achieved in the case that all the antennas are viewed as separate nodes. We point out that similar observations had already been made in the literature. In [2] , for instance, this observation was made in the context of relay networks and constant-gap capacity approximations. In [26] , this was also noted in a context similar to the one considered in this paper. More precisely, Theorem 1 of [26] characterized a set of achievable degrees-of-freedom tuples for layered networks with L hops, which, in the case where L equals the minimum number of nodes in a given layer, corresponds to the entire degrees-of-freedom region (see Corollary 1). Then, Theorem 2 in [26] establishes a similar result when nodes have multiple antennas, which also demonstrates that, from a degrees-offreedom point of view, multiple antennas in a single node can be equivalently seen as distinct nodes. Furthermore, Theorem 2 in [26] allows for general message sets, and the techniques used in its proof can similarly be applied to extend our result to that setting.
VI. CONCLUSION
In this work, we showed that K × K × K wireless networks have K degrees of freedom both in the case of time-varying channel coefficients and in the case of constant channel coefficients (in which case the result holds for almost all values of channel coefficients). This result is surprising due to the fact that, in a K × K × K wireless network, each destination is subject to interference originated at K − 1 sources. Thus, the total number of interference signals that need to be neutralized for K degrees of freedom to be achieved is O(K 2 ), while the number of variables under our control (i.e., the encoding rules at the sources and the relaying operations) is only O(K ). Moreover, this result answers in the affirmative the important conceptual question of whether schemes that couple interference management and relaying can outperform decoupled schemes significantly. We conclude that the relays indeed provide an additional flexibility in terms of interference management, which allows an end-toend interference management scheme to outperform hop-byhop interference management.
Our main result is proven through the introduction of a new coding strategy, which we call Aligned Network Diagonalization. In the case of time-varying channels in particular, the scheme can be seen as providing an affirmative answer to a linear diagonalization question: is it possible to apply linear transformations at the sources, relays and destinations, so that the overall linear tranformation of the network is diagonal? The main idea of the scheme lies in the operations performed by the relays. These operations can be understood as modifying the received signals at the relays so that it "looks like" the transfer matrix of the first hop is the inverse of the transfer matrix of the second hop. This way, we can effectively diagonalize the network, creating parallel interference-free channels from each source to its corresponding destination. These interference-free channels allow each source-destination pair to achieve arbitrarily close to one degree of freedom.
While our results imply the tightness of the cut-set bound, it is important to point out that this is likely to be the case only for degrees of freedom. For example, this occurs for the two-user interference channel, where the degrees-of-freedom cut-set bound of 1 is trivially tight, but, as shown in [5] , tighter outer bounds can be obtained through genie-aided arguments and by considering distinct interference regimes. Thus, one would expect that more sophisticated outer bounds can be developed for K × K × K wireless network as well. In this sense, a promising direction is to consider a deterministic model of the K × K × K wireless network. Deterministic models of wireless networks have been proven useful in the study of the capacity of both multi-hop single-flow networks [2] and single-hop multi-flow networks [7] , [10] . Not only do they usually provide new insights about the original stochastic problem, but they can in fact be shown, in several cases, to approximate well the capacity of their non-deterministic (usually AWGN) counterparts. A step towards studying K × K × K wireless networks under deterministic models was taken in [27] . By using the worst-case noise result from [28] , it was shown that the capacity region of an AWGN K × K × K wireless network is a subset of the capacity region of the same network under the truncated deterministic model [2] (where nodes are given slightly more power). This fact is particularly interesting because it allows us to look for outer bounds on the capacity region of the AWGN K × K × K wireless network by focusing on the truncated deterministic channel model, which is expected to reveal combinatorial structures of the problem that are not apparent in the AWGN setting.
Since the degrees-of-freedom characterization only provides a capacity approximation at high SNR, an important direction for future work is to understand the K × K × K wireless network at low and moderate SNRs. In particular, it is important to devise schemes whose achieved rates can be explicitly computed at any given SNR. Efforts along this direction are found in [23] and [24] , where a linear scheme for the 2 × 2 × 2 wireless network based on linear relaying operations is introduced, and in [29] and [30] , where a scheme based on AND and lattices is described also for the 2 × 2 × 2 wireless network. In both cases these coupled schemes outperform simple schemes (such as TDMA) at moderate and low SNRs.
Other directions for future work include studying the channel diversity required for our proposed scheme to be performed, and what can be done with limited channel diversity. In particular, we notice that the linear version of AND relies on the fast variation of the channel gains in the network and requires a large number of distinct channel realizations in order to achieve close to one degree of freedom per user. If we limit the available time (and space) diversity, as considered for instance in [31] , it is not clear if the same gains achieved by AND can be obtained. Of particular interest are the achievable degrees of freedom once we restrict ourselves to linear schemes, but assume a finite amount of channel diversity, or simply constant channels. This is done in [23] and [24] , for the case of 2 × 2 × 2 wireless networks. It is shown that, even if the channels are constant, linear schemes can still outperform simple decoupled schemes, and achieve 5/3 degrees of freedom. However, for any K > 2, this problem remains unsolved, and it is not even clear how the linearlyachievable degrees of freedom scale with K , or whether the gap between the linearly-achievable degrees of freedom and the cut-set bound of K is unbounded.
Another future direction would be to investigate the role of relays for interference management when the channel state information is obtained with some delay. Recently, in [32] and [33] , it has been shown that even under such constraint, the total DoF can scale with the number of users (assuming that the number of hops of communication via relays also scales with the number of users). However, there is still a large gap between the state-of-the-art inner bounds and outer bounds on the degrees of freedom of multi-hop multi-flow wireless networks with delayed knowledge of the channel states. Consider the vector p(x 1 , . . . , x m ) = [p 1 (x 1 , . . . ,  x m ), . . . , p (x 1 , . . . , x m )]  † , where each p i (x 1 , . . . , x m ) is a  distinct monomial on the variables x 1 , . . . , x m . The determinant of the × matrix p (x 1,1 , . . . , x 1,m ), p(x 2,1 , . . . , x 2,m ), . . . , p(x ,1 , . . . , x ,m ) is a non-identically zero polynomial on the variables x 1,1 , . . . , x 1,m , . . . , x ,1 
APPENDIX B AND FOR CONSTANT CHANNELS

A. Scheme Description
In this subsection, we describe in detail the operations of AND when the K × K × K wireless network has constant channels. As in Section IV-B, we describe the scheme by first considering the encoding at the sources, followed by the relaying operations and the decoding operations. Then, in the next subsection, we present a performance analysis of the scheme, where we formally prove that it achieves arbitrarily close to K degrees of freedom for almost all values of the channel gains.
Encoding at the sources:
Each source S i starts by breaking its message W i into L submessages. Each of the submessages will be encoded in a separate data stream, using a single codebook with codewords of length n, obtained by uniform i.i.d. sampling of the set
for a small > 0, and
The rate of this code, i.e., the number of codewords, will be determined later. Notice that d can be thought of as a parameter which sets the number of degrees of freedom given to each stream to be where
2(d+ ) , for a contant β to be determined. Since the maximum power of a transmit signal from S i can be loosely upper bounded by
for any value of γ and N, we can choose the constant β such that the maximum transmit power at the sources is no more than P.
Relaying operations:
Similar to (10) and (11), in the case of constant channels the received signals can be equivalently written as
Since in this case the code symbols c i, s (and consequently each u j, s ) are all integers, it makes sense to consider the (noiseless) received constellation at each relay, given by
Each relay V j will map its received signal Y V j [t] to the nearest point in V. This point can then be used to obtain the integers u j, s , for s ∈ N+1 , due to the following claim (which is later proven in the next subsection).
Claim 2:
There exists a one-to-one map between points v ∈ V and tuples of integers (u s : s ∈ N+1 ) with entries in
After decoding u j, s , for s ∈ N+1 , using this one-to-one map, relay V j will re-encode all these integers using new transmit directions, similar to those described in Section IV-B. More precisely, the transmit signal of relay V j at time t + 1 will be given by
2(d+ ) , and β is chosen so that the output power constraint is satisfied (similar to β). The new transmit directionsT s are defined exactly as before, according to (16) , (17) and (18) . Moreover, the natural equivalent of Claim 1 still holds in this case, and the transmit signals can be equivalently written as
Decoding at the destinations:
In order to compute the received signals at the destinations, similar to (21), we first express the transmit signals at time t in vector form, as ⎡ ⎢ ⎣
Notice that the main difference between (37) and (21) is the absence of the noise term, since a decoding operation is performed at the relays in the case of constant channel gains. Then, similar to (22), we can obtain ⎡ ⎢ ⎣
Thus, the received signal at destination D j at time t + 1 is simply given by
The points in the (noiseless) received constellation at each destination, given bỹ
can also be uniquely mapped into tuples of integers due to the following claim, also proved in the next subsection. Claim 3: There exists a one-to-one map between points v ∈Ṽ and tuples of integers (c s : s ∈ N ) with entries in U such that v = γ s∈ NT s c s . At each time t = 2, . . . , n, destination D i will first map its received signal to the nearest point inṼ and then use the one-to-one map between points inṼ and tuples (c s : s ∈ N ) with entries in U to obtain the L integers c i, s encoded by source S i at time t − 1. At time n − 1, destination D i has decoded L = | N | data streams of n integers each (in fact, n −1 integers, since the integers encoded by the source at time t = n − 1 do not arrive at the destination within the length-n block), and it applies an individual typicality-based decoder to each of these streams to decode the source message W i .
B. Performance Analysis
Next we show that AND for constant channels can in fact achieve K degrees of freedom. In order to do that, we first need to bound the error probability of the hard-decoding operations at the relays and destinations. In the process of doing that, we prove Claims 2 and 3.
Error probability of relaying operations:
To bound the error probability of the relaying operations, we need to find a lower bound on the minimum distance between two points in the received constellation V, described in (34). Since the directions T s , for s ∈ N+1 , are all distinct monomials of the channel gains of the first hop, they can be viewed as analytic functions of h S i ,V j , for 1 ≤ i, j ≤ K , that are linearly independent over the reals. Moreover, the distance between any two points in V has the form The fact that the minimum distance between any two points in V is strictly positive implies that there exists a one-to-one map between points v ∈ V and tuples of integers (u s : s ∈ N+1 ) with entries in Z ∩ −K P 1− 2(d+ ) , K P 1− 2(d+ ) , thus proving Claim 2. Therefore, after mapping its received signal to the nearest point in V, relay V j can in fact decode each u j, s , s ∈ N+1 , using this one-to-one map. This procedure will correctly decode each u j, s , provided that |Z V j [t]| < d min /2, implying that the probability of error for relay V j is at most
where δ is a positive contant that is independent of P.
Error probability of symbol decoding at the destinations:
Similar to what we did for the received signals at the relays, we would like to lower bound the minimum distance between two points in the destinations' (noiseless) received constellationṼ, given in (40). The following lemma, whose proof we present in Appendix C, allows us to use Theorem 5 from [16] as we did before.
Lemma 2:
The received directions at the destinations,T s , for s ∈ N , are analytic functions of h V i ,D j , 1 ≤ i, j ≤ K , that are linearly independent over the reals. Theorem 5 from [16] now implies that, for almost all values of the channel gains, the minimum distanced min between any two points inṼ can be lower-bounded as
for some constantκ (which is independent of P). Since d = | N+1 | > | N |, for P > 1, we havẽ
The fact that the minimum distance between any two points iñ V is strictly positive implies that there exists a one-to-one map between points v ∈Ṽ and tuples of integers (c s : s ∈ N ) with entries in Z ∩ −P After mapping its received signal to the nearest point inṼ, destination D j can in fact decode each c j, s , s ∈ N , using this one-to-one map. As in (42), the probability that D i incorrectly decodes these integers (provided that no relay made an error in the previous step) is at most
for some constantδ > 0.
Achievable rates:
To determine the rate of our original codebook, we first notice that each data stream between S i and D i effectively creates a discrete memoryless channel with input and output alphabets U and an error probability which can be upper bounded as
where δ = min(δ,δ). This allows us to lower bound the mutual information between the input U and the outputÛ of this channel, for a uniform distribution over the input alphabet. Using Fano's inequality, we have
I (U ;Û ) ≥ H (U ) − H (U |Û)
≥ log |U| − (1 + P e log |U|) = (1 − P e ) log |U| − 1
and we can achieve rate
over each data stream, by having our original codebook have 2 n R codewords. This means that each data stream can achieve
degrees of freedom. Since each source transmits L = | N | = N K 2 data streams, each source-destination pair achieves a total of
degrees of freedom, for any large N and any small > 0, implying that each source-destination pair can achieve arbitrarily close to one degree of freedom. We conclude that the aligned network diagonalization scheme can achieve arbitrarily close to K degrees of freedom for almost all values of the channel gains, which proves Theorem 2. 
