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The goal of this work is to assert the feasibility of the use of a ground-based network, consist-
ing of beacons, to aid in the provision of localization for mobile stations onMars. The dayside
ionosphere canbeutilized to refract and reflect radio signals to somereceiverbeyond thehori-
zon. The propagation of radio signals is studied with the use of a simulation, which makes use
of a ray-tracingmethod to track radio signals in the ionosphere.
Several scenarios are defined to classify the state of the ionosphere. A nominal scenario is
provided, with ionospheric properties prevalent at Mars. Furthermore, scenarios are defined
to include both aminimumandmaximumsolar activity, aswell as dust storms and SEP events.
The determination of the position of a mobile station can be done by exploiting the proper-
ties of the received signal. Three localization technologies are studied in detail in this work,
being the time of arrival ( TOA ), received signal strength ( RSS ) and angle of arrival ( AoA ). The
Cramer-Rao lower bound ( CRLB ) is used to determine the lower bound of the precision of a
position estimate, produced by any of these technologies. A comparison of the obtained pre-
cisions shows that it is possible to obtain a precision of less than 13m for any scenario when
using TOA technology, and 6m when using AoA technology. Furthermore, a coverage of at
least 92 % is achieved in all but the most extreme scenarios. The coverage increases with de-
creasing frequency. The best results are obtained with a frequency of 2.5MHz. Moreover, it
is shown that the best precision is obtained by placing beacons either in a rectangular or tri-
angular grid on Mars, with beacons spaced 10◦ apart. By doing so, a 4m precision can even
be obtained under the nominal scenario for a frequency of 2.5MHz and 4.5MHz with any
technology. Ultimately, a ground-based beacon system has proven to be a sound solution to
providing positioning estimates on theMartian surface.
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CHAPTER 1. INTRODUCTION
1 — Introduction
Mars, a seemingly barren planet, is replete with mysteries that have yet to be explored. In
the present day, ever moremissions are performed to study the red planet. However, these
missions are still subject to a plethora of limitations in various technological aspects. As
such, science is limited. In order to enhance support for exploration on Mars, the techno-
logical readiness level must be raised. Doing so not only broadens the scope of scientific
research but perhaps one day also enables amannedmission.
One of these limitations is found in the field of navigation. The autonomy of a rover is to
a significant extent determinedby its ability todetermine its position andnavigate to apoint
of interest. Currently rovers are not able to autonomously navigate on the red planet but
instead rely on directions from science teams on Earth to achieve their goal. The need for
improved positioning information in all these missions is imperative. Moreover, the opera-
tional range of a rover is greatly increased if an accurate position information is available.
This will increase the autonomy of a rover as it will be able to determine its path without
intervention from Earth.
1.1 Problem description
Mars, having neither significant magnetic poles nor a satellite-based positioning constella-
tion has limited possibilities for localization. Compasses do not work and a GPS fix is nat-
urally not available. Currently localization is done by maintaining and updating a map with
landmarks of the exploration area of a rover (Parker, 2013). The map is used for daily sci-
ence planning and the position of the rover is redetermined while it waits for new instruc-
tions. This method is time consuming and involves the interference of a science team on
Earth. Without this limitation the range of a rover will be greatly extended as the rover can
transverse large distances without the need to wait for instructions.
1.2 Thesis objective
The objective of this thesis is to explore a method of providing positioning information to
missions on the Martian surface. This method will be done using a beacon-based position-
ing network. The beacons use the ionosphere to reflect radio signals, so that beyond-the-
horizon reception of a beacon signal becomes possible.
The Martian horizon is very close by and hence a rover or human-controlled vehicle
would only be able to make line-of-sight contact with beacons closer than 3km. This would
greatly reduce the feasibility of ground-based beacons as one would need many to provide
adequate coverage. However, the reflective properties of the ionosphere can be exploited
to provide beyond-the-horizon reception of beacon signals. This method is already applied
in the aviation andmarine industry by the means of non-directional beacons ( NDB ). As such
prior knowledge on the technology is readily available. This proposal will adapt the existing
technology for theMartian environment so that positioning of rovers is also possible when
the beacons are beyond the visible horizon from the rovers’ point of view.
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Main objective
Explore a method of provi- 
ding a position estimate to 
missions on the Martian 
surface using beacons
Study  the effects of the 
ionosphere on electro- 
magnetic waves
Give a representation of 
the Martian environment
Estimate the precision of a 
positioning system using 
the ionosphere
Provide a mathematical 
model for the Martian 
environment
Create, verify and validate 
a simulation model for the 
ionosphere
Identify localization 
technologies for position 
estimation
Sub objective Approach
Ch. 3
Develop an estimation 
model using the simulation 
as input
Vary system parameters to 
find operational limits and 
optimal characteristics
Determine the performan- 
ce of the system
Provide a rationale Ch. 2
Compare the performance 
of the various localization 
technologies
Ch. 4
Ch. 5,6
Ch. 8
Ch. 9
Ch. 10
Determine a feasible 
antenna required for the 
system 
Explore applicable anten- 
na designs and determine 
performance
Ch. 7
Ch. 11
Figure 1.1: Report structure
1.3 Scope
The thesis covers three focus areas in order to complete the objective, which combined ex-
plore the feasibility of a beacon based localization network onMars. These three areas are:
• Study the effects of the ionosphere
• Estimate the precision of localization using the ionosphere
• Determine the requirements for transmitters and receivers used in the system
It is imperative to study each three of these focus areas so that the performance of the
system can be determined. The thesis will therefore conclude with a performance estima-
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tion following from the studies of the focus areas.
1.4 Report structure
The report is structured as represented in the roadmap in figure 1.1. In this roadmap, the
main objective is dissected into various sub-objectives or focus areas. First, the ionosphere
is researched, so that a tool can be developed which simulates the ionosphere. This tool
is subsequently validated and verified. Afterwards, the implications of antenna design are
studied. In the third focus area, an approach is developed to estimate the precision of a
positioning system which uses the ionosphere for radio propagation. Ultimately, the per-
formance of such a positioning system is tested under various ionospheric conditions and
system parameters, leading to the conclusion of this work.
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2 — ThesisMotivation
Present-day Mars missions have a limited scientific yield because the mission hardware is
only partially autonomous. Moreover, missions rely on external support when it comes to
exploring the Martian terrain. There is an increased need for more precise navigation and
position techniques, driven by the need formore sophisticated and biggermissions toMars,
eventually leading to human exploration. A viable approach to solve this issue is to study
how the same problems have been solved back on Earth. Navigation and position tech-
niques for marine and aviation applications on Earth have been meticulously studied for a
long time now. On the other hand, little has been studied on the same problem onMars.
This chapter provides the rationale as to what positioning system is most viable to use
in a Martian environment. It does so by first identifying the limitations experienced by
present-day Mars missions. Next, it explores the requirements that drive the need for po-
sitioning on Mars. Subsequently the related terrestrial position techniques and their ap-
plication on Earth are analyzed. Also, a brief overview of current proposals for positioning
systems on Mars is given. Finally, a conclusion is made as to which method best suits as a
positioning system on Mars, based on a comparison from the existing and proposed meth-
ods described in this chapter. It is found that a ground-based system of beacons using the
ionosphere lends the best perspective for providing a position estimate onMars.
2.1 Methods used on currentMarsmissions
Position estimation is a cumbersome process for current Mars missions. Due to the long
propagation delay between Earth andMars, teleoperation of rovers cannot be done in real-
time and thus becomes a challenge. Therefore, a certain level of autonomy is required.
Present-day missions rely on a combination of dead reckoning, inertial navigation and sup-
port from scientists on Earth in order to determine the position of a rover (Parker, 2013). In
the case of the rovers Spirit &Opportunity, aswell as Curiosity, a stereo image pair taken by
the onboard stereo camera can be used to determine the position of the rover with respect
to a 3D landscape and correct for the cumulation of localization errors caused by odometry
(Powell et al., 2006). However, this either requires extensive onboard processing or a sig-
nificant amount of bandwidth to upload the image pairs to Earth for further analysis. In the
latter case the rover stays idle and waits for new instructions while scientists on Earth use
the stereo image pairs to work out its position andmake a planning for the next Sol.
2.2 Drivers for positioningmethods
The exploration of Mars will see an influx of more sophisticated science missions than ever
before, driving the need for better navigation techniques. Whereas past and current mis-
sions rely on onboard systems and support from science teams back on Earth, future mis-
sions will require new levels of autonomy that cannot bemet with the current techniques.
To determinewhat levels of autonomy are required,missions can be classified according
to their positioning requirements. Mars missions can generally be divided into three types
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(Edwards et al., 2001):
• Remote sensing orbiters
• Scout class missions
• Large entry class systems
The subsequent section will assess the needs for each of these three classes. Table 2.1 con-
cludes with an overview of all needs categorized per class.
2.2.1 Remote sensing orbiters
Remote sensing orbiters are tasked with mapping the red planet. Their main technology
drivers lie in the provision of remote sensing systems and an adequate communication link
to relay the data (Edwards et al., 2001). Obviously, they do not need a position estimate, as
the orbit dictates the position. Nevertheless, remote sensing orbiters might play a support-
ing role for ground-based navigation systems. While orbiters do not require a position esti-
mate themselves, they can carry instrumentswhichguideother spacecraft as theyapproach
theplanet or navigate down to the surface. Ever since theMarsReconnaisanceorbiter, such
an instrument is provided on board orbiterswhich gathers doppler data used for navigation
of othermissions (Graf et al., 2005). This instrument can estimate the position of spacecraft
as they approach Mars and aerobrake in its atmosphere by measuring the doppler shift of
the approaching spacecraft. As a result, more precise data will be gathered of the orbit of
this spacecraft after aerobraking. In fact, this method also helps with determining more ac-
curately the final position of a lander as it is landing on the surface.
2.2.2 Scout class missions
Scout classmissions are small landers, probes, or aerobots, which aremainly constrained by
energy and communication budgets (Edwards et al., 2001). Small landers and probes don’t
require continuous localization but the availability of a positioning system eases the task of
locating them on the surface.
Another upcoming type of proposed scout class missions are aerobots. These bots have
been proposed to supplement human exploration so that a greater area for exploration can
be covered (Zubrin, 1992). Furthermore, aerobots would support novel rover missions by
exploring the terrain ahead of the rover such that more information about the terrain is
available beforehand. Such an exploration method is proposed for the upcomingMSL2020
mission (Volpe, 2014). The need for position information for aerobots is more evident. The
MSL2020 aerobot requires position information as it needs to know where the rover is.
Similar cases can be made for independent aerobots as they require realtime position in-
formation to navigate to a target of interest. Naturally, they cannot loiter for an entire Sol
waiting for navigation instructions from Earth.
2.2.3 Large entry class systems
Large entry class systems have the most profound need for position information. Various
mission types can be gathered this class, each with their own requirements.
First, large rovers such as Curiosity are bound by their limited sensors and processing
power. As such they need information from Earth in order to navigate through a terrain
(Parker, 2013). This means of navigation is slow, hence limiting the scientific yield which
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can be obtained from these missions. The provision of position information to these rovers
could greatly speed up their operations.
Second, a sample-and-return type mission is a type of mission which has been in the
planning stages for a long time. The goal of such a mission is to bring back regolith from
Mars. Various proposals have beenmade, most of which require a lander and a rover which
gathers regolith and brings them back to the lander. The lander contains an ascend stage
which will be launched back to Earth, its payload bays filled with regolith. This requires the
rover to be able to move back to the lander. Another type of proposal suggest providing a
lander with a drill (Karcz et al., 2012). Such a mission is stationary, but must land right on
top of scientifically interesting regolith. In this case, it is desirable for the lander to perform
a pinpoint landing.
Last, human exploration of Mars requires a whole new level of positioning and naviga-
tion capabilities. Humans travelling to Mars will set up an outpost and explore from there
using manned and unmanned rovers (Drake, 2009). The distance that manned rovers can
travel from the outpost is, among other things, limited by the ability to navigate back to
the outpost. In order to enhance this distance, it is imperative to provide accurate position
and navigationmethodswhichwill work under any circumstances, including nighttime con-
ditions and dust storms. Furthermore, the outpost approach will require pinpoint landing
such that landers with supplies or new crew can land precisely close to the existing outpost
in a safemanner.
Table 2.1: Positioning requirements for various mission types
Mission class Mission type Requirements
Remote sensing orbiters Any Provide support
Scout class missions Aerobots
Rover support
Position information
Large entry class systems Large rovers
Sample returnmission
Human exploration
Pinpoint landing
All-weather position information
2.3 Terrestrial systems
Terrestrial positioning systems can be dissected into three categories: radio systems, celes-
tial systems and mapping systems (Kayton and Fried, 1997). Radio systems, such as GPS
, provide positioning information through a constellation of ground-based or space-based
beacons. A receiver can deduce its position bymeasuring various signal parameters such as
time-of-flight, received signal strength or a doppler shift. Celestial systems determine their
position by studying the positions of known celestial objects relative to a planetary surface.
Star trackers are an example of such systems. Finally, mapping systems infer their position
based on images of known landmarks. These systems are used on current Mars missions,
and comewith several limitations as described in section 2.1.
In this section, the study of applicable terrestrial systems is limited to radio systems
only. The goal of this research is to overcome the limitations caused by mapping systems.
Furthermore, celestial systems have their main use in high-altitude or space-based applica-
tions. As a result, the focus is on radio systems. These systems can again be divided in three
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categories (Kayton and Fried, 1997):
• Point source systems
• Hyperbolic systems
• Space-based systems
All of these systems provide positioning information onEarth. This sectionwill compare the
benefits and drawbacks of each system if applied in the Martian environment. This way, a
decision can bemade as to which system is themost viable when used onMars.
2.3.1 Point source systems
Point source systems, such as non-directional beacons (NDBs), are beacons which provide
position information by broadcasting an omnidirectional signal (Kayton and Fried, 1997).
The signal relies on the surface conductivity and atmospheric refraction for its propagation.
Receivers can tune to the signal and determine their angle with respect to the beacon by
assessing the angle of incidence of the NDB signal upon the receiver.
Many NDBs are equipped with distance measurement equipment (DME). This allows
the receiver to determine both the relative distance and the angle with respect to the bea-
con. Combined, these parameters give a rough estimate of the position of the receiver.
When multiple NDBs are within reach of the receiver, triangulation can be performed to
yield a position estimate with a higher accuracy.
The application of a comparable system on Mars poses a few challenges. First, Mars
has a higher curvature than Earth due to its smaller radius, requiring radio signals to be
refracted more. However, the atmospheric refractivity is two orders of magnitude lower
than on Earth (Ho et al., 2002). The higher curvature also results in a shorter line-of-sight
distance. Second, ground conductivity plays an important role in the attenuation of radio
signals. On Earth, seawater provides the best propagation properties, having a conductivity
of 2S/m to 6S/m (Laby, 2015). Sand and desert are known to have low conductivities. A
low conductivity will cause a faster decay in the field strength of a radio signal (Millington,
1949). This in turn will incur a higher attenuation of that radio signal as the attenuation is
a function of the field strength (ITU-R P.368-7, 1992). Compared to the Terrestrial envi-
ronment, Martian soil is expected to be quite insulating, having an expected conductivity in
the order of 10−9S/m to 10−14S/m (Greeley and Haberle, 1991). Comparable results were
found by the TECP instrument on the Phoenix lander, which detected no conductivity at all
(Zent et al., 2010). As such, theMartian regolith is a bad propagator of groundwaves.
However, theMartian ionosphere is relatively stable during the daytime such that radio
signals are refracted back to the surface. Previous research has suggested that this refrac-
tivity can be used to provide beyond-the-horizon radio signal propagation (Fry and Yowell,
1994; Melnik and Parrot, 1999). Furthermore, the Martian ionosphere is significantly less
dense than Earths’ ionosphere (Ho et al., 2001). Therefore, radio signals are less attenu-
ated in the Martian ionosphere, as the attenuation is a function of the ionospheric density
(Nielsen et al., 2007).
2.3.2 Hyperbolic systems
Hyperbolic systems provide some added benefit in a Martian environment as opposed to
point source systems. They rely on timing or phase differences from multiple beacons to
determine a position along a hyperbolic line (Kayton and Fried, 1997). Just as with a point
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source system, one beacon in a hyperbolic system broadcasts a signal which is guided by
the atmosphere, ionosphere and surface. Two beacons can yield a position solution along a
hyperbolic line, three beacons providing a unique position fix. More than three beacons can
further increase the accuracy of the fix. Therefore, the challenges of point source systems
can be remedied, which would otherwise cause inaccuracies.
The challenge in hyperbolic systems lies in the trade-off between the accuracy and the
numberof beacons. Ahigher numberof beaconswill increase the accuracy as position infor-
mation from more beacons is available. However, this will also increase total mission cost
and complexity. As the position information is only available within reach of the beacons,
one would have to tailor such a system to the missions at hand. Furthermore, a challenge
arises with deploying the beacons themselves, as they need to be operational on the Mar-
tian surface. However, this challenge might already be resolved. The design studies of the
Mars-MetNet mission have demonstrated a simple method of deploying meterological sta-
tions on the Martian surface. In this mission, the stations are deployed using a novel ED&L
technology which enables a high payload mass and high mission robustness (Harri et al.,
2006).
2.3.3 Space-based systems
The application of a space-based system, such as a GPS constellation, poses a few chal-
lenges. First, GPS satellites require very precise knowledge of their orbits. The knowledge
of the satellite orbits around Mars might not be precise enough to achieve a reasonable
accuracy. Furthermore, such a system needs highly accurate clocks in order to provide an
accurate position estimate. Terrestrial GPS is based on time. Groundstations on Earth have
access to what is regarded as true time. GPS satellites are corrected daily by these ground-
stations to correct fordrifts in their timekeeping. Asa result, thegroundstationsensure that
the time is constantly synchronized accross the entire system. Naturally, onMars there are
no groundstations available to provide timekeeping service. Thiswill impact the accuracy of
a GPS constellation onMars, as the constellation will have to be self reliant in timekeeping.
2.4 Proposedmethods
A Mars Communication & Navigation (MC&N) constellation, proposed by Bell et al. (2000),
showed that it is possible to obtain position information with a sub-10m resolution from a
satellite constellation akin to the GPS constellation on Earth. This constellation would use
only 6 satellites and is able to operate with a bare minimum of 4 satellites, albeit at the cost
of degraded performance. A drawback of this system is that it would take on average 1.5hr
to obtain a sub-10m resolution. As the radio signals propagate theMartian ionosphere, they
become distorted and thus ionospheric effects must be included. A study byMendillo et al.
(2004) has shown that the total electron content has a severe impact on the accuracy of a
Martian GPS constellation. However, his impact can be mitigated by using dual-frequency
transmission in order to cope with the distortion of the radio signals. Another drawback
of the proposed constellation is that the time it takes to acquire a position fix with a cer-
tain accuracy depends on the latitude. Around the Martian equator, the lowest delays are
obtained. However, near the poles it will take significantly longer to obtain a fix.
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2.5 Selectedmethod
A comparison is made between the various systems in order to judgewhat kind of position-
ing system would most suit an application on Mars. This section takes into account the ex-
isting and proposed systems for terrestrial positioning andMars missions respectively and
compares their advantages and disadvantages. From the comparison an optimal system is
found, which will be studied inmore detail in the subsequent chapters of this report.
2.5.1 Performancemetrics
The benefit of a positioning system depends on a couple of performancemetrics. These are
in part comparable to the performance metrics of terrestrial systems as defined by Kayton
and Fried (1997), but some extra parameters need to be taken into account considering the
different environment of Mars. These extra parameters follow from the discussion in sec-
tion 2.2 where the drivers for the need of positioning information on Mars were pointed
out. This yields the following list of desired performancemetrics.
Accuracy The accuracy is definedby the offset between the actual and estimated position
and the time it takes to achieve this offset, measured as the root mean square RMS position
error. A positioning system needs to balance the achievable RMS error and the delay in the
acquisition of this error. Many internal and external parameters can influence the magni-
tude of the RMS error. First, the propagation effects through theMartian environment will
cause phase delays, attenuations and other malevolent effects. Second, the geometrical ar-
rangement of transmitters causes geometrical dilution of precision (GDOP) effects where the
accuracy differs in each dimension. Last, errors in the instrumentation itself can cause ad-
ditional errors in the position estimation.
The timedelayplays an crucial role inmissionbenefit on anumberof cases. First, thedis-
cussionof limitations of currentmissions in section2.1demonstrated theneed for timely in-
formationaswaiting forpositioningdata results in a lower scientificoutput. Second, human-
rated missions will be tasked with the ability of navigating humans on the red planet safely.
This means that a large time delay is not desired in the case of emergencies or other ac-
tions where time is of the essence. Third, pinpoint landing is a requirement as mentioned
in section 2.2. During the landing, phase instantaneous position information is required for
a spacecraft to perform any reasonably accurate landing. In this light, long time delays are
out of the question.
Coverage The coverage of a positioning system is defined by the area where the signal-
to-noise (S/N) ratio is above a minimum level which end users can acquire. The required
coverage depends on the locations of these users, Mars missions in the case of this study.
Missions are few and far apart, but not spread out over the planet. Hence, a positioning
system providing global coverage is not necessary. It is desirable to have a positioning sys-
temwhich can provide positioning information to those areas thatmatter, while not spilling
resources such as transmit power trying to achieve global coverage. However, positioning
systems should not be committed to only one single scientificmission. It is desirable to have
the ability to expand the positioning system once more missions require its services. The
advent of colonization will arguably require a positioning system which can provide global
coverage. However, this is considered a futuristic prospect.
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Availability Availability is defined as the probability that position information is available.
This depends on the uptime and thus the robustness of the system. Human rated missions
will require an availability high enough to enable the safe navigation of humans on the sur-
face. As such, it deems wise to meet the same requirements as posed upon terrestrial ap-
plications, which is an availability of 99.7% (Kayton and Fried, 1997). The uptime can be
negatively influenced if mission hardware breaks down. Therefore, it is desirable that the
mission hardware can be easily replaced or repaired if a failure occurs.
Ambiguity Ambiguity occurs when one set of positioning information yields more than
one possible position. When this occurs, a position cannot be uniquely identified. Hence,
the avoidance of ambiguities is a necessary condition.
Missioncomplexity In the caseofMars, deployingapositioning system inducesextra com-
plexity because the entire system needs to be transported to Mars. The extra complexity
will increase the total mission cost. Furthermore, an increase in mission complexity tends
to increase the total payloadmass, which requires larger launch vehicles, further increasing
mission cost and complexity. Hence, an optimal positioning system for application onMars
is simple and lightweight.
2.5.2 Trade-off
A simple comparison is made to compare two options of a positioning system which result
from the discussion in this chapter. The first system is a network of ground-based beacons
which provides positioning information similarly to a hyperbolic positioning system as was
described in sections 2.3.1 and 2.3.2. The second system is a space-based system derived
from the proposedmethod of aMC&Nby Bell et al. (2000) as discussed in section 2.3.3 and
2.4.
Assumptions Some assumptions have to bemade in order to qualitively trade-off the two
proposed systems. Therefore, it is assumed that the unit cost for ground-based beacons is
lower than that of the space-based satellites. Theviability in this assumption stems fromthe
fact thatmore support systemsare required for a satellite as opposed to abeacon. Satellites
require subsystems for station keeping and orbit maintenance, thermal control and protec-
tion against the harsh environment of space. Beacons have no need for station keeping and
orbitmaintenance. They solely require a subsystem to protect against theMartian environ-
ment,which is considerably less harsh than space itself. It is true that ground-basedbeacons
require anED&L subsystem in order for them todeploy on the surface, but space-based sys-
tems will require a form of aerobreaking or propulsive breaking as well in order to obtain a
stable orbit aroundMars.
Discussion The benefits of both ground-based and space-based systems become appar-
ent in different performancemetrics. Anoverviewhereof is given in table 2.2. A few specific
drawbacks arise from the comparison given in the table.
First, in terms of accuracy it is highly questionable to what extend a space-based posi-
tioning system is able to provide pinpoint landing opportunities, considering the nominal
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Table 2.2: A comparison of the benefits of two positioning systems onMars
Metric Ground-based Space-based
Accuracy + Accuracy can be increased by addingbeacons
- Accuracy severely influenced by iono-
spheric composition
- The achievable accuracy has yet to be
studied
- The Martian environment prevents the
use of groundwaves but allows iono-
spheric propagation
+ A sub-10m accuracy is achievable
- Accuracy severely influenced by iono-
spheric composition
- Long delay to acquire position informa-
tion with small constellation
- The time it takes to obtain a fix depends
on latitude.
Coverage + Coverage can be tailormade according tomission requirements
+ No energy, time or resources wasted on
providing coverage where there is no
need for it
+ Near-global coverage available
- It can take awhile for enough satellites to
be in range to provide position informa-
tion
Availability + Robustness can be increased by provid-ingmore beacons
+ Low beacon complexity will ensure that
severe increases in mission cost can be
mitigated
+ Robustness can be increased by provid-
ing backup satellites
- Increasing number of satellites will
severely increasemission cost
Ambiguity - Suffers from ambiguities if not enoughbeacons are in range
- Suffers from ambiguities if not enough
satellites are visible
Mission com-
plexity
+ The cost & complexity of individual bea-
cons is low
- Requires ED&L
- Requires precise knowledge of orbits
- High unit cost & complexity
time delay required to obtain a fix. The time delay can be decreased by increasing the num-
ber of satellites. However, increasing the number of satellites is an expensive endeavour as
they have a high unit cost.
Second, in terms of coverage, the availability of global coverage can be considered a dis-
advantage. Terrestrial users of positioning systems are evenly distributed over the globe,
and hence global coverage is a requirement. On Mars, such is not the case. Scientific mis-
sions are few and far apart, and global coverage provides little benefit and can mostly be
considered a waste of resources. A ground-based positioning system instead allows for a
tailormade coverage areawhich suits theneedsof themissions at hand. Nevertheless, while
this drawback is true for the current and near-future missions, in the long term Mars may
face large scale human colonization. At this point systems which can provide global cover-
age will become increasingly more desirable.
Conclusion Fromthediscussion it appears that space-based systemshavedrawbacks that
oppose the need for positioning information required by Mars missions. Space-based sys-
tems suffer from high time delays when a low number of satellites is used. Furthermore,
they provide global coverage instead of coverage that is tailormade to themissions at hand.
Hence, a ground-based system is preferred. Due to the advantages of global coverage from
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space-based systems, however, they will face increased applicability once the number of
missions toMars grows, for example in the case of colonization ofMars.
For the moment, however, a ground-based system can provide positioning information
at a lower mission cost and complexity than a space-based positioning system. However,
this statement depends on the assumption that a ground-based system can provide ade-
quate positioning information under all circumstances. This assumption must be validated
by testing to what extend positioning information can be provided.
The conclusion of this chapter therefore yields the following hypothesis, which will be
tested in the next chapters of this report.
Hypothesis A ground-based system can provide positioning information required by current
and futureMarsmissions at a competitive precision, availability and coverage compared to a space-
based positioning system.
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3 — TheMartian Environment
TheMartian environment is composedof various elementswhich influence thepropagation
of radio signals broadcasted from the surface. These elements can alter various aspects of
a signal, such as a reduction in signal strength, a change in signal polarization or a refrac-
tion in the direction the signal is travelling. A study on these effects is imperative for the
construction of a simulation on signal propagation.
The main environmental influences on signal propagation are the ionosphere, atmo-
sphere and topology. Each of these are studied separately in this chapter, starting with the
processes that occur in the ionosphere, descending through the atmosphere and concluding
with the topography and surface composition ofMars.
3.1 Ionosphere
The ionosphere around Mars influences radio signals due to its ionized nature. Compared
to the ionosphere on Earth, Mars does not have an intrinsic magnetic field shielding it from
the solar wind. As a result of the conductive nature of an ionosphere, the interplanetary
magnetic field generates a magnetic field around the planet forming a bow shock and di-
verting the solar wind (Kivelson and Russel, 1995, p.208). Mars receives a weaker solar
radiation than Earth, as is further away from the Sun. This is cause for lower electron densi-
ties accross the ionosphere. During the nightside there is no solar radiation at all, causing a
significant drop in electron number density which results in an electron density profile that
is distinctly different from the dayside ionospheric profiles. Typical profiles depicting the
difference between the day- and nightside ionosphere are depicted in figure 3.1.
The peak electron density and radio frequency influence the amount of attenuation of
radio signals propagating through the various layers of the ionosphere. A decrease in den-
sity will cause a decrease in attenuation. Hence, the most severe attenuation will be seen
during the dayside ionosphere as the peak electron density is at its highest during the day.
3.1.1 Composition
The ionosphere consists of four layers eachwithdifferent electrondensityprofiles andcom-
position. These layers are defined as follows (Withers, 2011):
• M2 layer, themain ionospheric layer, caused by solar irradiance
• M1 layer, a lesser layer, caused by X-rays
• Meteoric layer, caused by an influx of micrometeorites
• EP layer, a plasma generated by energetic particles
These layers and their impact on the propagation of radio signals are treated in this section.
M2 layer
The most important layer is the M2 layer, which has a peak electron density at 135km al-
titude. The dayside profile can be described by a Chapman profile (Withers, 2009). This
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(a) Dayside ionosphere (b) Nightside ionosphere
Figure 3.1: Typical electron density profiles for the dayside ionosphere (3.1a) and the nightside
ionosphere (3.1b)1. As can be seen from the figures the profile is completely different during the
night than during the day. This discrepancy is caused by the absence of solar radiation during
the night. In figure 3.1a the peaks for the M1 andM2 layer become apparent as well. The main
peak in the profile is due to the M2 layer, while a smaller layer is visible at an altitude slightly
above 100km. This smaller peak is from theM1 layer.
Chapman-like profile is clearly visible in figure 3.1a. Solar extreme ultraviolet is the main
cause for photoionization of theCO2 molecules in this layer. These molecules are the mostdominant molecules in the M2 layer. However, they have a short lifetime, as the CO2 ionsinteract with oxygen atoms to formO+2 ions which have a longer existence than the carbondioxide ions (Chen et al., 1978;Withers, 2011).
In theM2 layeronly the lower frequencies are significantly effectedbyattenuation(Withers,
2011). In general, attenuation is relatively insignificant and again dependent on the elec-
tron peak density. For frequencies below 6MHz, an attenuation in the order of 1dB can be
expected.
M1 layer
Slightly below the M2 layer at 110km is the M1 layer, which is highly variable in electron
density. It is created by the photoionization of solar X-rays and the production of photoelec-
trons, the latter of which causemore ionizations (Fox, 2004). The photoelectrons are highly
energetic and generally cause more ionizations of carbon dioxide molecules. The high vari-
ability in electron density can be explained by looking at the origin of solar X-rays. Their
intensity depends on the solar activity and thus it varies according to the 11-year solar cy-
cle. Furthermore, solar flares can increase the electron number density in theM1 layer by a
factor of two (Mendillo, 2006).
Meteoric layer
Another layer of meteoric origin persists at an altitude of around 80km (Molina-Cuberos
et al., 2003; Pesnell and Grebowsky, 2000). The presence of this layer was first discovered
by the Mars Express orbiter, and it is created by a continuous influx of micrometeoroids
coming from the asteroid belt. The ionization is mainly caused by Solar photoionization of
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metal atoms. This photoionization is the dominant driver for the ionization of themetal ions
coming frommicrometeoriodsbecause theMartian atmospherehas a lowabsorptancewith
respect to the solar ultraviolet radiation. Meteoric material is mainly composed of silicon,
magnesium and iron but only the latter two have a significant occurrence in the meteoric
layer. This is due to the fact that silicon reacts quickly with dioxide (Molina-Cuberos et al.,
2003).
Witasse et al. (2001) and Molina-Cuberos et al. (2003) demonstrated the impact of the
meteoric layer on the attenuation of HF radio signals which have frequencies ranging from
1 to 10MHz. Radio signals propagating through this layer may experience an attenuation
of 18dB at 9MHz and up to 360dB at 1.8MHz. These numbers are in the same order of
magnitude as presented by Withers (2011) confirming the severe attenuation. In all cases
the electron peak density impacts on the actual severity of the attenuation.
EP layer
The fourth andfinal layer, also referred to as the EP layer, is caused by the influx of energetic
particles producing a plasma in the lower ionosphere. The electron density peaks at an al-
titude of 35km and the actual density depends on the solar cycle (Molina-Cuberos, 2002).
This layer persists during the nightside ionosphere, because the particles which produce
the plasma originate from the cosmos and not just the Sun. According to Withers (2011),
the EP layer is the biggest contributor to attenuation for frequencies above 50MHz. For
low frequencies the attenuation is insignificant compared to that in other layers. For exam-
ple, an attenuation of 1dB occurs at only 4MHz. Here too the attenuation decreases with
increasing frequency such that signals with a frequency in the order of 100GHz will only
experience an attenuation in the order of 10−5dB (Withers, 2011).
3.1.2 Frequency limitations
The composition of the various layers limit the working frequencies of radio signals propa-
gating through them. Radio signals propagate through the ionospherewithout issue if their
frequency is much above the plasma frequency. This frequency determines the maximum
frequency for which a signal with a vertical incidence is reflected, and it depends on the
electron number density. Signals with frequencies below the plasma frequency do not pen-
etrate the ionosphere, but are reflected instead. This is beneficial for beyond-the-horizon
communication. Melnik and Parrot (1999) already suggested working HF frequencies for
communication betweenbases using the ionosphere. Working frequencies between 1MHz
and 4MHz are useful for such communication (Ho et al., 2002; Melnik and Parrot, 1999).
The actual frequency used depends on the time of day and the solar activity.
3.2 Atmosphere
The Martian atmosphere interferes with radio signals even though it is weak compared to
the Terrestrial atmosphere. Mars’ thin atmosphere is primarily composed of carbon dioxide
and the average pressure on the surface is only 6mbar (Shirley and Fairbridge, 1997), which
is generally around 1% of the pressure in the Earth atmosphere at sea level.
Mars only receives half as much sunlight as the Earth due to its large distance from the
Sun, resulting in a lower atmospheric temperature. The atmosphere is largely transparent
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Figure 3.2: Vertical profile of the martian atmosphere (Forget andMillour, 2014)
to solar radiation. Mars has a weak greenhouse effect, which does not help increasing the
average temperature. In fact, dust particles have amore significant impact on the tempera-
ture as they shield both solar radiation and thermal emissions from the surface (Shirley and
Fairbridge, 1997, p.432-436). The temperature profile varies between 150K in the lower
atmosphere to 215K on the surface, as can be seen in figure 3.2. The neutral scale height
is a function of temperature and can vary between 10km and 15km. As the altitude of the
electron peak density varies with scale height, a change in temperature will ultimately im-
pact the electron density profile as well.
3.2.1 Lower atmosphere
Radio propagation in the lower atmosphere is mainly governed by the effects of refraction
and, although radio signals are refracted, this effect occurs to a lesser extend than on Earth.
According to Ho et al. (2002), the refractive index of the atmosphere is in fact two orders
of magnitude smaller than on Earth, and as a result radio signals will be less affected by
atmospheric refraction. This is due to the low atmospheric pressure and the temperature.
The radio refractivity depends on the atmospheric pressure, temperature andwater vapour
pressure (ITU-RP.453-6, 1997). Both an increase in pressure andwater vapourwill increase
the index of refraction and thus rays will experience more severe bending. Temperature on
the other handwill decrease the index of refraction.
The effect of water vapour is more significant than previously thought. Early research
on the water vapour density concluded that it is almost non-existent, especially compared
to the levels on Earth (Shirley and Fairbridge, 1997). However, recent research by Malt-
agliati et al. (2011) has shown that thewater vapour levels are significantly higher than pre-
viously thought. In the upper troposphere, thewater vapour levels can reachmixing rations
of up to 20ppmv (parts permillion by volume), where the highest ratios are found in the north-
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ern polar region.
The index of refraction changes in the troposphere only and stays constant in themeso-
sphere. This profile is caused by the dependence of the index of refraction on the temper-
ature and pressure (ITU-R P.453-6, 1997). By very definition, the troposphere is that part
of the lower atmosphere where the temperature decreases. Figure 3.2 shows that this de-
crease occurs up to an altitude of about 40km, at which point the temperature is around
150K . Therefore, the index of refraction decreases with an increase in altitude, but stay
constant in themesosphere.
On Earth, signals can get trapped if their curvature follows the curvature of the planet.
This effect is called trapping, but will almost not occur on Mars because the refractive in-
dex is too low to cause any significant curvature. Ho et al. (2001) calculated that the angle
between a radio signal and the horizontal needs to be less than 0.3 deg for trapping to occur.
3.2.2 Seasons
The high eccentricity ofMars’ orbit affects the influx of solar radiation as its intensity grad-
ually decreases with increasing dinstance. This in turn impacts the difference between sea-
sons in thenorthernhemisphereand their southern counterparts (Morganet al., 2008;Nielsen
et al., 2007). The southern hemisphere generally experiences long winters while the north-
ern part experiences long summers. As a result the electron number density in the iono-
spheric layer will be lower during winters in the southern hemisphere. This decrease influ-
ences both the attenuation and usable frequency, as described in section 3.1.
Figure 3.3: The annual variation in pressure in the northern hemisphere asmeasured by the two
viking landers (Hess et al., 1980).
The seasonal variations globally impact the pressure and hence the nature of radio sig-
nal propagations. The seasonal pressure reachesaminimumduring the summer in thenorth-
ern hemisphere. These variationswere firstmeasured by the two viking landers (Hess et al.,
1980). A depiction of the variation can be seen in figure 3.3. Later observations done by
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the Mars Pathfinder confirmed these findings (Schofield, 1997). The Pathfinder mission
measured minima in pressure which occured 6 days later than the minima observed by the
Viking missions. The annual fluctuations in pressure affect the refractivity experienced by
radio signals, as described in section 3.2.1.
3.2.3 Dust storms
Dust storms occur frequently on the red planet but they only cause a minor attenuation
to radio signals. Dust storms have first been reported by the Viking missions (Shirley and
Fairbridge, 1997). Smaller dust storms occur more often, but a global dust storm occurred
twice during the Vikingmissions.
The temperatures in the lower atmosphere increase during a dust storm and hence the
density increases. Essentially, dust storms cause an expansion of the entire lower atmo-
sphere,whichalso impacts thealtitudeof thepeakelectrondensity as theprofiles are shifted
upwards as well (Bougher et al., 2001). The altitude of the peak electron density increases
by as much as 30km (Wang and Nielsen, 2003), which will severely impact the behavior of
the ionosphere on radio signals. Therefore, the upward shift of the ionosphere due to dust
stormsmust be taken into account when analyzing the propagation of these signals.
The attenuation due to a dust storm depends on the frequency and solar zenith angle of
a radio signal as well as thematerial properties of the particles in the dust storm (Smith and
Flock, 1986). Both an increase in frequency and solar zenith angle will increase the atten-
uation. Still, Smith and Flock (1986) showed that the attenuation is only 1.3dB even in the
worst case for a 32GHz radio signal tangential to theMartian surface. This implies that the
attenuation will be even less for lower frequencies and lower solar zenith angles. This is in
contrast with the suggestion made by Annis (1987) based on optical depth measurements.
Annis (1987) doubts the successful propagation of radio signals without going into detail.
The optical depth of dust, which is constantly present on the red planet, is a dimension-
lessmeasure for attenuation of a radio signal. Aerosols and dust have an optical depth of up
to 0.5 (Ho et al., 2002) and it varies with the season (Smith, 2009). The optical depth is at it
highest when Mars is closer to the Sun. Lower optical depths, in the order of 0 − 0.1 have
been detected during the northern winter, at which timeMars is at its apohelion. The opti-
cal depth increases severely during dust storms. The Viking landers measured maxima of 9
during and shortly after dust storms inwhich theywere encompassed (Annis, 1987; Pollack
et al., 1979).
3.2.4 Clouds and fog
Clouds are a common feature on Mars, even though the atmosphere is very dry compared
to Earth. They are composed of water ice and until recently it has been assumed that the
clouds contain little amount of water. A recent study by Maltagliati et al. (2011) however
has demonstrated that supersaturation of clouds in fact occurs more frequently and more
severely than on Earth. In a supersaturated state the water vapor is not in equilibrium and
will either precipitate or be lifted to higher altitudes. It is generally assumed that precipita-
tion onMars by water does not occur. The water vapor rising through the atmosphere will
be affectedbyphotodissociation, turning thewater into its constituentsHandO. These can
subsequently escape the planet, and as such influencing the rate at whichMars loses water.
The occurrence of clouds has aminor effect on radio signals, as the scattering caused by
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them causes some attenuation. Clouds aremore common in the north (Annis, 1987; Shirley
and Fairbridge, 1997). They are seasonally dependent, the most dense clouds occurring
during northern spring and summer. The severity of the attenuation correlates to the op-
tical depth. The optical depth is a measure of transmittance through a gas, which indicates
how much of a signal passing through that gas is absorbed. For clouds, the optical depth is
around 1.0 (Annis, 1987). Dense clouds have a slightly higher optical depth, thus causing
more attenuation. Similarly, the water ice optical depth depends on the season and can ob-
tain values up to 0.2 (Smith, 2009). Still, at frequencies of around 32GHz, the attenuation
caused is expected to be in the order of 0.01dB (Ho et al., 2002). The attenuation decreases
as the frequency decreases. Therefore, the effects of attenuation can be safely ignored for
the frequencies of interest.
3.3 Topography
Radio signals are affected by the presence of mountains and valleys, as well as the very re-
golith the planet is made of. Not only that, but local magnetic fields influence radio signals
as they propagate through the atmosphere and ionosphere.
3.3.1 Topology
The topology of the red planet can alter radio signals due to the shape of the terrain and the
composition of the terrain, causing multipath effects and diffraction. Multipath effects are
caused when radio signals are reflected or diffracted by surface features, thusly reaching
a receiver at a time delay with respect to an unobstructed signal. These effects can occur
practically anywhere on the planet. They are greatly amplified in regions with a strong di-
versity in topology. Themain example of such a region is the VallesMarineris region, which
consists of vast canyons with a depth up to 9km (Shirley and Fairbridge, 1997). Rovers lo-
cated inside a canyon or valley will face an obvious decrease in direct line-of-sight commu-
nication opportunities with beacons or satellites. Communication is nonetheless possible
as signals are diffracted at canyon edges, thereby covering areas in the canyons that are not
covered by direct line-of-sigth signals (Ho et al., 2002).
Data from the Mars Global Surveyor has shown that canyons and valleys are subject
to an increase in optical depth by as much as 0.5 depending on canyon depth (Ivanov and
Muhleman, 1998). This affects the reception of radio signals negatively and can even lead
to a complete loss of signal due to the local opaque atmosphere (Ivanov and Muhleman,
1998).
The roughness of the regolith in canyons will diminish the effects of multipath propaga-
tion (Ho et al., 2002). As such multipath effects will only play a significant role in regions
with a relatively low surface roughness. TheMartian poles, mostly covered in carbon diox-
ide (Shirley and Fairbridge, 1997), are an example of such a region. Some canyon features
are apparent in the poles, and here multipath effects will play a role too(Ho et al., 2002).
The advantage ofmultipath effects is that a receiverwill be able to receive radio signals that
would otherwise be obstructed by the terrain. However, signals are greatly attenuated.
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3.3.2 Crustal magnetic field
The main impact of a magnetic field on a radio signal is the faraday rotation caused by the
presence of a magnetic field (Safaeinili et al., 2003). Without its presence, the refractive
index in the ionosphere is changed isotropically. When amagnetic field is present however,
radio signals with different polarizations will be refracted differently, causing group delays.
.
Figure 3.4: The vertical intensity of local crustal fields. The map shows high intensities in the
southern hemisphere while the northern hemisphere is devoid of any significant magnetic field
(Acun˜a, 1999)
TheMartian magnetic field varies from the magnetic field on Earth in the sense that no
intrinsicmagneticfield is presentonMars. Instead, local crustalfields aredistributedmainly
over the southern hemisphere. Initial models suggested that Mars had the necessary con-
ditions to support an intrinsic magnetic field. The rotation rate of the planet is adequate for
the generation of a dipole moment, and the accretion of the planet supplied sufficient heat
aswell (Shirley and Fairbridge, 1997). Recent findings suggest that a series of giant asteroid
impacts in Mars’ early life were the cause of shutting down the electric dynamo that gen-
erates the magnetic field (Roberts et al., 2009). What is left of the magnetic field are local
crustal fields which consequently only locally influence the propagation of radio signals.
Data fromtheMarsGlobal Surveyorhas shown that especially the southernhemisphere
is covered in local crustal fields, as depicted in figure 3.4. The fields can sometimes have a
magnetic field intensity two orders of magnitude higher than the average intensity (Acun˜a
et al., 2001). This causes the localfields to function as a significant protective layer shielding
the atmosphere from eroding due to the solar wind. Therefore, these local fields are amain
contributor to radio signal refraction and group delays (Safaeinili et al., 2003).
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4 — EnvironmentalModel
A mathematical description of the Martian environment is necessary in order to simulate
the behavior of radio signals, propagating through it. Radio signals transport energy from
one point to another while being subject to losses caused by the environment in which they
are propagating. This study focuses on the propagation through both a neutral and a plasma
environment. The interaction of radio signalswith a neutral environment causes absorption
of energy and thus loss of signal strength. Moreover, the change in particle density causes
light to refract. Radio signals can be treated as light and will refract in a neutral environ-
ment. Comparable effects occur when the signal is suspended in a plasma. The interaction
with the plasma causes the signal to refract and absorb. In order to determine how much
absorption and refraction is caused, the composition of the plasma needs to be described.
This environment can be approximated by a mathematical model which consists of the
most important features that Mars has to offer. As was found in section 3.2, the refrac-
tion caused by the atmosphere is relatively insignificant. However, it will be included in the
model for completeness. Atmospheric absorption can be severe, especially if a dust storm is
present. The plasma environment is the most prominent contributor to refraction and ab-
sorption of radio signals. Starting fromMaxwells’ equations, their behavior can be studied
so that a quantitative approximation can be obtained in relation to the direction the signal
is propagating to and howmuch energy it is carrying.
This chapter provides a mathematical approximation for all features that somehow in-
fluence the propagation of radio signals. A qualitative discussion has already been given in
chapter 3. Here, the discussion is continued by describing the equations that construct the
environment. First, the basic properties of an ionosphere are given in section 4.1. Subse-
quently, radio signal geometry and absorption models are laid out in the remainder of this
chapter. Section 4.2 dealswith the geometric properties of a signal as it propagates through
the ionosphere. The geometric representation of a radio signal is referred to as a ray in the
remainder of thiswork. A ray is described as a vectorwith a certain frequency. Thedirection
of a ray itself is determined by the way in which it refracts and reflects, as described in sec-
tion 4.2.1. The iris effect (section 4.2.2) is a convenient metric to express the outer bounds
in which rays can propagate. Ultimately, section 4.3 expresses the absorption faced by the
signals. As will be seen, absorption levels are experienced differently in the ionosphere and
the atmosphere.
4.1 Composition
The ionosphere can be described and approximated by a couple of parameters. First, the
frequency at which the plasma oscillates, is a main influential factor for the determination
of both refraction and absorption. Hence, this frequency is described in section 4.1.1. Sub-
sequently, the modeling of the electron density is described in section 4.1.2. This naturally
leads to the question of finding the total electron content in a vertical profile, which is char-
acterized in section 4.1.3. In an ionizedmedium like the ionosphere, the collision frequency
between neutrals and electrons causes absorption. An analytical expression is derived in
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section 4.1.4 so that themagnitude of absorption can be calculated.
4.1.1 Plasma frequency
The plasma frequency is the natural frequency in an ionospheric plasma, independent of
the presence of a magnetic field. In the discussion in this research it is assumed the plasma
is a cold plasma, and as such the thermal motion is ignored. This leads to the definition of
the plasma frequency, ωp, which depends purely on the electron number density Ne, theelectron charge e and mass me and the permittivity of free space  (Kivelson and Russel,1995):
ω2p =
Nee
2
me
(4.1)
The unit of the plasma frequency in equation 4.1 is rads−1.
The plasma frequency is an important factor in determining radio signal dispersion and
refraction. As will demonstrated in a later section, the behavior of a radio signal in an un-
magnetized plasma depends on its relation to the plasma frequency. When the angular fre-
quency is above the plasma frequency, so ω > ωp, the signal is refracted. In the case of
ω < ωp, an imaginary refraction persists causing the radio signal to decay and cease prop-agation. An intermediate case exists where ω = ωp. If this situation is encountered duringradio signal propagation, the radio signal will reflect instead. As the plasma frequency in
a constant environment is essentially a function of the electron number density, it is this
value which ultimately dictates the behavior of a radio signal. Therefore, a formulation of
the electron number density is required.
4.1.2 Electron number density
Theelectronnumberdensity in an ionosphere canbemodeledusingChapman theory (Kivel-
sonandRussel, 1995). AChapmanmodel relates the ionproduction in the ionosphere to the
altitude. This process causes molecules to be disbanded into ions and electrons. Themodel
is a reasonable simplification under the following assumptions (Kelso, 1964; Kivelson and
Russel, 1995):
• The atmosphere consists of a single gas
• Neutral density decreases exponentially with increasing altitude
• Atmospheric absorption is proportional to the density
• The neutral scale heightHn is constantFromtheassumptions it logically follows that there is somemaximumproduction rate as the
production rate depends on both the neutral density and the solar radiation. The electron
numberdensity canbederived fromtheanalysis of the rateof ionproductionQwith respect
to the maximum production rate Qm. The Chapman production function states (Kivelsonand Russel, 1995):
Q = Qm exp
[
1 +
hm − h
Hn
− exp
(
hm − h
Hn
)]
(4.2)
WhereHn is the neutral scale height and hm the altitude at which themaximumproductionrate occurs. Equation 4.2 can be simplified by letting:
y =
h− hm
Hn
(4.3)
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So far, the effects of the SZA have been neglected. In fact, the production rate is related to
the SZA, denoted χ, of the production rate Qmo at the subsolar point. Recall that the theSZA is the central angle to the subsolar point. Introducing this angular dependency gives:
Qm = Qmo cos(χ) (4.4)
hm = hmo + log (sec(χ)) (4.5)
Q = Qmo exp [1− y − sec(χ) exp(−y)] (4.6)
The discussion so far focused on the total production rate. The normal continuity equation
for the electron density equals ∂Ne∂t = Q − L, where the loss rate L is assumed to be aproduct of the recombination coefficient α and the electron density (Kivelson and Russel,
1995, p.193):
L = αN2e (4.7)
In a steady state environment, the electron density adheres to the continuity equilibrium:
∂Ne
∂t
= Q− L = 0 (4.8)
Therefore, the electron density can be related to the production rate:
Ne =
√
Q/α (4.9)
Equation 4.2 can be rewritten for the electron density wit the use of equation 4.9:
Ne = Ne,mo exp
[
1
2
(1− y − sec(χ) exp(−y))
]
(4.10)
Equation 4.5 and 4.10 reveal that the peak electron density, and the altitude at which it
occurs, is ultimately a function of SZA .
It should be pointed out that the validity of a Chapman-like electron density profile only
holds during daytime, that is SZA< 70◦. During the nighttime, the electron density is signif-
icantly lower and does not follow a Chapman profile (Neˇmec et al., 2010). Instead, a profile
with constant electron density is better suited for an approximation of the electron density
in an ionospheric layer (Withers et al., 2012).
The Chapman function from equation 4.10 ignores temporal fluctuations in the iono-
sphere, reducing the electronnumberdensity tomerely a functionof altitude and SZA . This
is a valid simplification for this work, considering that thefluctuations in the ionosphere are
on a timescale several orders ofmagnitude larger than thepropagation timeof radio signals.
Hence, fluctuations are ignored. Radio signals, traversing at the speed of light, take 1ms to
propagate 300km. The propagation distances relevant in this study are in the order of hun-
dreds of kilometers. However, the timeframe in which electron densities in the ionosphere
fluctuate is in the order of seconds to minutes (Duru et al., 2008). As this timeframe is sev-
eral orders of magnitudes higher than the timescale relevant for this study, it is assumed
that the ionosphere stays constant during the propagation duration of a radio signal.
4.1.3 Total Electron Content
The total electron content, or TEC, describes the total number of electronswhich arewithin
a vertical column straight through the ionospheric layer. It is an importantmetric as it influ-
ences the severity of phase and frequency variations experienced by a radio signal. The TEC
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can be found by integrating equation 4.10:
TEC =
∫
Nedh (4.11)
The variations in solar intensity and SZAwill change the TEC , as the TEC is basically pro-
portional to the electron number density and the layer height. Hence, the phase and fre-
quency variations a radio signal encounters also varywith solar intensity and SZA, aswill be
seen in a later section.
4.1.4 Collision frequency
Collisions between electrons and neutral particles cause a decay on radio signals as they
propagate through an ionized medium (Davies, 1969). The quantitative measure which de-
scribes this effect is the electron-neutral collision frequency ν . The intensity of the collision
frequency is mainly defined by the composition of neutrals in an atmosphere. In the case
of Mars, the atmosphere consists largely of CO21. Assuming an atmosphere dominated by
CO2, Schunk and Nagy (2009) define the collision frequency νCO2 as a dependency of thenumber density nCO2, in el/cm−3, and the electron temperature Te, in Kelvin:
νCO2 = 3.68 · 10−8nCO2
(
1 + 4.1 · 10−11|4500− Te|2.93
)
[Hz] (4.12)
Equation 4.12 can only be solved if the electron temperature and the neutral number den-
sity are known. The neutral number density, indicated by nCO2,s, is the highest at the sur-face. It decreases exponentially with altitude h assuming a scale heightHn Kelso (1964):
nCO2 = nCO2,s · e
−h
Hn (4.13)
The electron temperature varies with Solar irradiance and increases with increasing alti-
tude (Withers et al., 2014). Simultaneously, research fromWithers et al. (2014) has shown
that the electron temperaturematches the neutral temperature at lower altitudes. Assum-
ing a constant neutral temperature of 180K , equation 4.12 reduces to:
νCO2 = 1.0436 · 10−7nCO2 (4.14)
= 1.0436 · 10−7nCO2,s · e
−h
Hn (4.15)
The assumption of a constant neutral temperature will ultimately impact the magnitude of
absorptionwhich is encountered by signals. Therefore, this assumptionwill be validated by
comparing the simulated absorption withmeasured absorption levels in chapter 6.
4.2 Geometry
The geometry of a radio signal defines what path it follows through a certain environment.
The equations required to determine this path are derived in section 4.2.1. Radio signals do
not necessarily always return to the planetary surface. One major effect that causes this is
shown in section 4.2.2.
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4.2.1 Refractive index
The dispersion of a radio signal in a plasma follows from the Appleton-Hartree Dispersion
Equation. This equation applies to radio signals propagating in a cold magnetized plasma. It
is a recommended standard formulation (Kelso, 1964; Kivelson and Russel, 1995) and will
therefore be used as the basis to derive equations for both the index of refraction and ab-
sorption. The full dispersion equation, defined in (Kivelson and Russel, 1995), has the fol-
lowing form:
n2c = 1−
X
(1− iZ)− Y 2⊥2(1−X−iZ) ±
√
Y 4⊥
4(1−X−iZ)2
(4.16)
Acoupleof substitute variablesX ,Y andZ areused inequation4.16 toenhance readability.
These are defined as follows:
X =
ω2p
ω2
(4.17)
Y =
Ωc
ω
(4.18)
Y‖ =
ω‖
ω
(4.19)
Y⊥ =
ω⊥
ω
(4.20)
Z =
ν
ω
(4.21)
In the above equationsΩc represents the angular gyrofrequency of a particle suspended ina magnetic field. Similarly, the angular frequencies for the parallel and perpendicular com-
ponents of the magnetic field, measured with respect to the direction of propagation, are
represented by equations 4.19 and 4.20 respectively.
The composition of Mars allows for a few simplifications in the Appleton-Hartree rela-
tionship. Mars has no intrinsic magnetic field and the local fields which do occur are two
to three orders of magnitude lower in field strength than the magnetic dipole of the Earth
(Acun˜a et al., 2001). Therefore, themagneticfieldeffectsonMars are ignoredandan isotropic
ionosphere assumed. As a result, it holds that {Y, Y‖, Y⊥} << {X,Z}. This reduces the com-plexity of equation 4.16 enormously:
n2c = 1−
X
1− iZ (4.22)
Continuing from the simplified Appleton-Hartree relationship, the complex index of refrac-
tion can be rewritten in terms of the real index of refraction and the index of absorption:
n2c = (µ− iξ)2 (4.23)
The real part,µ, in equation 4.23 represents the index of refraction and the imaginary part ξ
the index of absorption. Equations for the real and imaginary parts can be found by combin-
ing equations 4.22 and 4.23. Then, the result can be solved for the real and imaginary part
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separately:
µ2 − ξ2 = Re((µ− iξ)2) (4.24)
= 1−X (4.25)
2µξ = Im((µ− iξ)2) (4.26)
=
XZ
1 + Z2
(4.27)
The approximate form of the refractive index in a non-magnetic environment follows from
the combination of equations 4.25 and 4.17(Davies, 1969):
µ2 = 1− ω
2
p
ω2
(4.28)
Equation 4.28 demonstrates the conspicuous limitations of refraction in an unmagnetized
plasma. The refractive index becomes imaginary as soon as ωp > ω. At this point propaga-tion through the ionosphere is not possible and the radio signal ceases to exist. However, a
special case exists where ωp = ω. Radio signals are reflected when their frequencies equalthe plasma frequency, as was shown in section 4.1.1.
4.2.2 Iris effect
The iris effect dictateswhether a ray penetrates the ionosphere, or is refractedby it instead.
Whichever of the two occurs, depends on the angle of the ray with respect to the zenith.
Vertical rays, thusly launched in thedirectionof the zenith, penetrate the ionosphere if their
frequency is above the plasma frequency. An oblique ray with a small zenith angle might
still penetrate. A minimum zenith angle exists, for which rays no longer penetrate the iono-
sphere, but are refracted instead. It can therefore be used to validate the propagation of
simulated rays. The minimum zenith angle is referred to as the iris angle φc, and it is mea-sured with respect to the surface normal. The iris angle depends on both the signal and
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Figure 4.1: The iris angle as a function of the signal frequency.
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plasma frequencies (Kelso, 1964):
φc = sin
−1
√1− (fp
f
)2 (4.29)
Signals with an iris angle higher than the critical frequency are refracted by the ionosphere,
whereas signals with a lower angle disappear into outer space. Therefore, this effect is
called the iris effect: a hole, or iris, in the ionosphere exist above some signal origin, through
which rays pass into outer space.
The critical angle, defined in equation 4.29, describes the boundary between two types
of rays, those who are refracted and those who penetrate the ionosphere. Refracted rays
are those whose parallel component of the signal frequency is below the plasma frequency.
The impact of equation 4.29 has been plotted in figure 4.1. Obviously, the iris angle
φc depends on the relationship between the plasma frequency and the ray frequency. Theplasma frequency rises with the rise of the electron number density in the ionosphere. Ac-
cording to equation 4.29, this causes the iris angle to decrease. Thus, an increase of plasma
frequency yields a smaller iris angle for the same signal frequency. Conversely, an increase
in signal frequency causes an increase in iris angle. Signals with a higher frequency are sub-
ject to a larger iris in the ionosphere, for which they are not refracted. Note that the iris
effect only holds for signal frequencies above the plasma frequency, see also equation 4.29.
Signals with a frequency below the plasma frequency are always reflected.
4.3 Absorption
Radio signals are attenuated as they propagate through the atmosphere and ionosphere.
The attenuation consists of both absorption and scattering. Scattering is divided into inco-
herent scattering and coherent scattering. It is assumed that both types of scattering are
insignificant for this work, as that is the usual practice (Nielsen et al., 2007). Hence, in the
rest of this work, the term absorption is used. The absorption is caused by the collision be-
tween the signal and environmental particles. Upon collision, some of the energy of the
signal is transferred to neutral particles in the environment, and eventually lost as thermal
energy. The energy in the signal decreases until it eventually reaches zero, at which point
the signal ceases to propagate. Nevertheless, it is imperative to study the levels of absorp-
tion, faced by signals, in order to determine how far they can propagate. Apart from the
issue of propagation, the magnitude of absorption in itself contains valuable information.
The energywhich is ultimately received by an observer can provide ameasure of the length
of the path a radio signal has traveled. This information can be used to derive the distance
between the observer and a ground beacon.
This work uses the unit decibel to express magnitudes of absorption, and hence, a quick
overview of this unit is given. The absorption in decibels is measured as the ratio between
the transmittedpowerPt and the receivedpowerPr . This ratio ismeasuredona logarithmicscale, and it is expressed as follows:
N = 10 log10
(
Pr
Pt
)
(4.30)
In a line-of-sight ( LOS ) environment, the received power with respect to the transmitted
power decreases with distance. As will be seen in a later chapter in this work, the received
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power does not follow the same behavior in the ionosphere, as it is a typical non-line-of-
sight ( NLOS ) environment.
4.3.1 Ionosphere
The discussion on the refractive index in section 4.2.1 can be used to derive an expression
for the absorption of a radio signal in an unmagnetized, cold plasma. The Appleton-Hartree
relation yields a complex index of refraction which contains information about both the re-
fraction and the absorption of a radio signal. The relation between these values is denoted
in equation 4.23. The index of absorption, ξ, follows from the complex part of the complex
index of refraction. Solving equation 4.27 for ξ yields the following expression for the index
of absorption:
ξ =
1
2µ
XZ
1 + Z2
(4.31)
The absorption per unit length is a function of the index of absorption, the radio signal an-
gular frequency and the speed of light (Davies, 1969):
κ =
ω
c
ξ (4.32)
Combining equations 4.31 and 4.32 together with equations 4.17 to 4.21 yields a complete
numerical expression for the absorption per unit length:
κ =
ω
2cµ
XZ
1 + Z2
(4.33)
=
e2
2cµme
Neν
ω2 + ν2
(4.34)
≈ 4.61 · 10−5 Neν
ω2 + ν2
[dB/m] (4.35)
In equation 4.35, the electron number densityNe is expressed in el ·m−3, and the collisionfrequency and plasma frequency inHz and rad ·Hz, respectively.
There are a number of limit cases which can be distinguished from equation 4.34. These
cases give some insight in thebehaviorof theabsorption for various radio frequencies (Davies,
1969;Withers, 2011). First, there is the low-frequency limit, which occurswhen a radio sig-
nal propagates througha regionwhere the collision frequency is thedominating factor, such
that ω2 << ν2. In this case, equation 4.35 can be simplified to:
κ ≈ 4.61 · 10−5Ne
ν
(4.36)
The absorption increases with decreasing collision frequency. Considering that the colli-
sion frequency decreaseswith increasing altitude (see section 4.1.4), it can be deduced that
the absorption for the low-frequency limit will increase with an increase in altitude. This
behavior can be found in the lower region of the ionosphere, below the layer peak (Davies,
1969). Second, there is the high-frequency limit, which occurs in regions where the radio
frequency is significantly higher than the collision frequency, orω2 >> ν2. Hence, equation
4.35 reduces to:
κ ≈ 4.61 · 10−5Neν
ω2
(4.37)
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Equation 4.37 demonstrates that the absorption is inversely proportional to the radio fre-
quency in this case. The high-frequency limit occurs in the upper regions of the ionosphere,
above the layer peak, because the collision frequency decreases with increasing altitudes.
Last, there is the intermediate case, for which the radio frequency and collision frequency
are comparable. The edge cases show that the absorption increases in the lower regions,
and decreases in the upper regions of the ionosphere. Hence, a maximummust exist in be-
tween these edge cases. A derivation of equation 4.35 shows that themaximumabsorption
per unit length is obtainedwhen the angular radio frequency equals the collision frequency.
This is a situation which is preferably avoided.
The absorption per unit length can be numerically integrated to find the full absorp-
tion of a radio signal. The absorption per unit length, as obtained from equation 4.35, is
expressed in dB/m. The total absorption caused by one ionospheric layer is found from in-
tegration of the absorption over the path length s:
A =
∫ s
0
κds (4.38)
The total absorption in equation 4.38 naturally has the unit dB. Now, consider the path
length s tobeequal to thepathwhicha radio signal takes througha certain ionospheric layer
with fixed with and fixed ionospheric properties. The total absorption then simply amounts
to the superposition of the absorption encountered in a certain composition of ionospheric
layers. This approach allows for a fast numerical integration of the absorption, ultimately
yielding the total absorption which a radio signal experiences over its entire path through
the ionosphere. Such an approachwill be used in subsequent chapters as a numericalmodel
for the absorption in an ionospheric environment.
4.3.2 Atmosphere
The atmospheric absorption is mainly governed by the absorption caused by dust storms.
Chapter 3 already demonstrated that other effects cause absorptions insignificant enough
to be ignored, and therefore the discussion will focus on dust storms.
The absorption depends on the frequency of collision between the radio signal and dust
particles. Larger and more numerous particles cause more absorption. Furthermore, the
wavelength of the radio signal influences towhat extend it interacts with the dust particles.
Generally, a longer wavelength causes a decrease in absorption. The absorption per unit
length can thus be expressed as follows (Ho et al., 2002):
κd = cd
r¯dτ
λ
[
3′′
(′ + 2)2 + ′′2
]
(4.39)
= cd
cr¯dτ
f
[
3′′
(′ + 2)2 + ′′2
]
(4.40)
In equation 4.39, the size of the dust particles is denoted by r¯d, expressed as the mean par-ticle radius. The optical depth is a measure of transmittance through a layer of dust and in
here it is represented by τ . A higher optical depthmeans amore opaque dust layer and thus
more absorption by the particles. The expressions ′ and ′′ follow from the general expres-
sion of permittivitywhere  = ′+ i′′. Thus, ′ and ′′ represent the real and imaginary parts
of the permittivity respectively. The radio signal is expressed by its wavelength, λ, and im-
mediately replaced by its frequency in equation 4.40, where λ = f/c. Lastly cd represents aconstant, with cd = 54.62 · 10−3 (Ho et al., 2002).
A FEASIBILITY STUDYONGROUND-BASED LOCALIZATION FORMARS EXPLORATION 29
CHAPTER 4. ENVIRONMENTALMODEL
A distinct feature of equation 4.40 is its dependence on the material properties of the
dust. Hence, this equation can only be evaluated if the composition of the dust particles is
known.
Table 4.1: Properties of Martian dust particles for HF frequencies
Property Value Source
Mean particle radius r¯d = 10µm± 2.0 Ho et al. (2002)
Optical depth τ = 3.7 to 9 Pollack et al. (1979)
Permittivity ′ = 5.0± 0.1 Heggy et al. (2007)
Permittivity ′′ = 0.06± 5 · 10−3 Heggy et al. (2007)
Table 4.1 represents the properties of Martian dust particles for the frequencies of in-
terest. The permittivity varies with the frequency (Heggy et al., 2007) and is therefore dis-
played for HF frequencies. Using these properties, the expression of the absorption from
equation 4.40 can be greatly simplified:
κd =
451.42
f
(4.41)
It is obvious from equation 4.41 that, for a given dust storm environment, the absorption
per unit length purely depends on the radio signal frequency.
The total absorption through the atmosphere can be found by integrating for κd akinthe procedure leading to equation 4.38. By further taking into account the angle of the ray
incident to an atmospheric layer, denoted by θi, the following equation is obtained:
A =
∫ s
0
κds (4.42)
= 451.42
∫ hd
0
cos(θi)
ds
f
(4.43)
As the absorption from dust storms obviously only applies to the altitudes where the dust
storms are active, the integral in equation 4.43 has been set to cover the part of the path
traveled in the dust storm. Assuming the top altitude of dust storm activities is at hd, thepath a radio signal travels through the dust storm is equal to s = hd/cos(θi). This notationhas been reflected in equation 4.43.
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5 — Methodof Ionospheric Simulation
The influence of theMartian environment upon the propagation of radio signals can be de-
termined by a numerical simulation. Doing so allows gathering propagation data which can
be used to predict the precision that a ground-based beacon system can provide. In this
chapter, amethod is proposed to gather the data needed to obtain a quantitative prediction
on the precision and subsequently test the hypothesis. The method involves the develop-
ment of a simulation1 which determines the propagation of individual radio signals, or rays,
which interact with the environment. The interactionwith the environment causes the rays
to refract, reflect, attenuate and distort in other ways. Ultimately, these rays are picked
up by some mobile station and their properties are used to estimate a position. How well
a signal is received by a mobile station dictates how well this mobile station can estimate
its position. In other words, the precision of the position estimate results from the physical
properties of the received signal. This information in turn is valuable to the testing of the
hypothesis.
This chapter provides a numerical simulation tool to study radio signal propagation by
means of aMonte-Carlo ray-tracing simulation. The general method derives from the tech-
nique of ray-tracing as applied in the field of physics. Section 5.1 expresses the ray-tracing
approach in more detail. Mathematical models for the refraction and reflection of a ray are
presented in section 5.2. Thesemethods are used in the simulation to numerically approach
the effects of the Martian environment upon a ray. The chapter continues with describing
how a Monte-Carlo approach is used to model dispersion in the results, caused by iono-
spheric deviations, in section 5.3. Finally, an architectural overview of the software simula-
tion is given in section 5.4, which combines the technique of ray-tracingwith themathemat-
icalmodels of theMartianenvironment. Moreover, section5.4.6 treats howthe calculations
in the simulations are verified. A user and installation manual of the simulation are given in
appendix C.
5.1 Ray-tracing
Ray-tracing allows the projection of the path of a particle through a system consisting of
elements with various properties. Radio signals can be described as a ray and as such ray-
tracing can be used to trace the propagation of a radio signal to an environment.
In this section, the theory of ray-tracing a radio signal is described. Subsequently, an
algorithm with a ray-tracing implementation is shown which will serve as the base of the
numerical simulation. The section endswith a description on themethods of approximation
used by this ray-tracingmethod, such that a stepwise simulation is possible.
5.1.1 Technique
It is important to understand the concepts of ray-tracing first before this technique can be
applied to tracing the propagation of a radio signal. In the subsequent text, radio signals
are referred to as rays which propagate through a certain scene. The scene is a numerical
interpretation of theMartian environment in this case.
1The code for the simulation is available on Github (under an MIT license): http://github.
com/rvangijlswijk/ionospheric-ray-tracer
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Ray-tracing belongs to the domain of geometric optics and as such the rays adhere to
the rules of optics. These rules follow from Fermat’s principle (e.g. Mahajan 1998), and can
be consolidated as follows:
1. Rays in free space travel in a straight line
2. Rays do not interfere with each other
3. Rays are reflected and refracted by objects that lie in their path
4. Ray paths between a transmitter and a receiver are reciprocal
Rays are originated from a source and end at a sink. In this numerical simulation, the bea-
cons serve as a source by transmitting rays, and receiving antennas onmobile stations such
rovers act as a sink. The path a ray travels in a scene is depicted in figure 5.1. In this fig-
ure, multiple objects are placed which interact with the ray. Collisions between the ray and
objects are subject to Snell’s law, causing the ray to reflect or refract. Whether refraction
or reflection occurs depends on the index of refraction and the incident angle between the
ray and the normal to the surface of the object. The index of refraction is defined primarily
by the substance the ray is travelling through. Furthermore, the frequency of the ray influ-
ences the index of refraction. Rays with different frequencies will refract differently in the
same substance, a phenomenon called dispersion.
When a ray transitions to a substance with a lower index of refraction, an incident an-
gle, or critical refraction angle exists, below which no refraction occurs. This phenomenon is
referred to as total internal reflection and causes the ray to fully reflect.
5.1.2 Algorithm
A software algorithm to trace the rays from source to sink is implemented using aWhitted-
style ray-tracing algorithm as initially described by Whitted (1980). Rays are traced in a
recursive manner until some boundary condition is met. A boundary condition for the pur-
poseof this simulation canbe that the ray collidedwith the terrain or disappeared intoouter
space. A pseudocode implementation of this algorithm is given in codeblock 5.1.
reect
refract
refract
re ect
refract
re ect
source sink
N
N
N
Figure 5.1: A schematic representation of the propagation of a ray in a scene containingmultiple
objects that interact with the ray.
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1 void function trace(ray)
2 if ray is out of bounds
3 stop;
4 intersection = scene.intersect(ray);
5 if intersection is ionosphere
6 ionosphere.interact(ray);
7 trace(ray);
8 if intersection is atmosphere
9 atmosphere.interact(ray);
10 trace(ray);
11 if intersection is terrain
12 stop;
Codeblock 5.1: Implementation ofWhitted-style ray-tracing algorithm
The most important feature in aWhitted-style ray-tracing algorithm for this numerical
simulation is the recursive tracking of each ray. This allows for an implementation requiring
little code.
The interaction method shown in codeblock 5.1 determines how a specific scene object
interacts with the ray. In this method, the interactions between the ray and its environment
are numerically computed and applied onto the ray. Ultimately, the resultant ray is a sum of
all the interactions of the ray with the objects in the scene.
5.1.3 Lamination
The ionosphere can be divided into a finite number of intermediate layers, each with con-
stant physical properties. This process is referred to as lamination in the work of Kelso
(1964). The individual ionospheric layers are referred to as layers. In this method, the iono-
spheric properties of individual layers are computed independently, using a set of linear
equations. The total change of a ray is found by combining the interactions of all layers onto
the ray.
The lamination method consists of a couple of steps. First, ionospheric layers are gen-
erated, each with a fixed set of parameters. For a given altitude h, the electron number
density Ne, plasma frequency ωp and collision frequency ν can be calculated. Now, let thethickness of the layer be given, and all effects on radio signals follow from a set of linear
equations, previously defined in chapter 4. The lamination approach is used to model a
Chapman-profile, by giving individual layers a certain height and electron density. Figure
5.2b demonstrates this process.
The method of lamination is only an approximation of reality and therefore only holds
for a limited number of cases. The most obvious limitation is the number of layers that is
used to approximate the ionosphere. A low number of layers is computationally cheap, but
yields only a coarse approximation. The ionosphere can be better approximated by increas-
ing the number of layers, but this also increases the computational cost of simulating the
ionosphere. As a fixed number of computations have to be executed for each layer, the com-
putational cost increases linearly with the number of layers. Hence, an optimummust exist
for which the lamination method yields a reasonable approximation of reality while using
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(a) An idealized Chapman profile
layer 2
6
4
3
1
5
(b) A (simplified) laminated Chapman profile
Figure5.2: An idealizedChapmanprofile and a laminated approximation thereof. TheChapman
profile in figure 5.2b is generated using six layers each with a constant electron number density.
as few computations as possible. In the simulation, the precision of the approximation is
determined by the thickness of each layer. Each layer is given a specific vertical thickness,
which determines the vertical region for which the constant ionospheric properties of this
layer hold. The number of layers can thus be increased by decreasing the thickness of each
layer. Hence, the layer thickness is the prime factor in defining both the precision of the
approximation and the computational cost.
The optimal balance between the precision of approximation and computational cost
can be found by comparing the ionosphericmodel produced by the laminationmethodwith
real measurement data. This exercise can be done for various layer thickness, and the opti-
mum is subsequently foundat thehighest layer thicknesswhich still accurately corresponds
with real measurement data.
5.2 Optical effects
The dispersive nature of the ionosphere causes rays to refract and reflect. The refraction
and reflection of a ray depend on the refractive indices of the two layers in betweenwhich a
radio signal is transitioning. The values of these indices in turn depend on the properties of
the ionospheric layer and the ray frequency. This yields a refractive index µ1 and µ2 for thefirst and second layer respectively. For calculations in the subsequent discussion it does not
matterwhich of the two refractive indices is greater, what counts is that the first layer is the
layer fromwhich the rayoriginates, and the second layer is theonewhere the ray transitions
to.
Figure 5.3 defines the model of ray reflection and refraction in 2D space. The incoming
ray is denoted by ri and the reflected and refracted rays by rr and rt respectively. Impor-tant to this discussion is that these ray vectors are all normalized. The surface normal N
is always normal to the side of the surface facing the incoming ray. Based on this model the
values for the direction of the rr and rt vectors can be derived.The subsequent text treats the calculation of both vectors, as well as the critical angle
and the magnitude of the reflected ray with respect to the refracted ray. The latter can
be evaluated using Fresnel’s equations. As the entire simulation revolves around a certain
geometrical configuration, a definition of the coordinate system is given first. The section
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Figure 5.3: The refraction of a radio signal in an ionospheric layer in 2D space. The layer is
modelled in the coordinate system described in section 5.2.1. The layer has an oblique angle
w.r.t. the Sun vector. The SZA is indicated by χ, and the incident and refracted angles to the
normal are denoted as θi and θr respectively.
concludes with a numerical analysis of the refractive indices, required to calculate both the
direction of the refracted ray as well as themagnitude of both rays.
5.2.1 Coordinate system
A coordinate frame is selected for consistent calculations in the simulation, and such that
these calculations canbemadeconveniently. Thecoordinate framechosen is aMars-centered
ecliptic coordinate system, or MCECS. Its composition is depicted in figure 5.4. The main
features of this coordinate system are its orientation with respect to the Sun and the Mar-
tian orbit plane. The xy-plane is coplanar with the orbital plane, whereas the origin of the
coordinate frame is positioned in the center ofMars. The y-axis in this system is Sun-locked,
pointing towards the Sun, and referred to as the Solar vector. The z-axis is orthagonal with
respect to the orbital plane, pointing towards the ecliptic north pole. The x-axis completes
the reference frame.
The anglewhich amobile station has to the Solar vector is amain influence on the preci-
sionwhich can be obtained for position estimation. This angle is denoted as the Solar zenith
angle SZA, or χ, and it influences the electron densities, as was explained in section 4.1.2.
The electron densities in turn determine to what extend a radio signal is changed. Hence, it
is convenient to select a vector pointing towards the Sun as a primary axis in the coordinate
frame.
Furthermore, the position of a mobile station on the Martian surface can be described
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by its latitude β and longitude λwith respect to the primary axes. The primary direction at
0◦ latitude equals the direction of the Solar vector. These angles, placed in the coordinate
frame as described, subsequently provide a solid foundation to describe both the position
and the estimated position of anymobile station on theMartian surface.
North ecliptic pole
Sun vector
Figure 5.4: The Mars-centered ecliptic coordinate system used in the simulation. The y-axis
is Sun-locked while the z-axis points to the ecliptic north. The x-axis completes the reference
frame.
5.2.2 Reflection
The reflected ray is a function of the relationship between the incoming ray, the surface
normal and the reflection angle (Glassner, 1989; Riedl, 2009). The angle of the reflected ray
is equal in magnitude and opposite to the normal with respect to the incoming ray. Hence:
cos(θr) = ri ·N (5.1)
A well-known property of reflection on a surface is that the angle of refraction equals the
angle of incidence, or θi = θr . As the angles of incidence and reflection are equal, theparalleland perpendicular components of ri and rr with respect to the plane of incidence areequal in magnitude, but the perpendicular component of rr has an opposite sign. This isdenoted
rr = ri‖ − ri⊥ (5.2)
= (ri − (ri ·N)N)− (ri ·N)N (5.3)
= ri − 2(ri ·N)N (5.4)
= ri − 2 cos(θi)N (5.5)
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5.2.3 Refraction
Unlike reflection, ray refraction is governed by the refractive indices of the two materials
betweenwhich a ray is transferring. The angle of refraction is defined by Snell’s law:
sin(θt)
sin(θi)
=
µ1
µ2
(5.6)
sin(θt) =
µ1
µ2
sin(θi) (5.7)
Equation 5.1 is similar for the refractive case:
cos(θt) = rt ·N (5.8)
The refracted vector rt is then composed of:
rt = rt‖ + rt⊥ (5.9)
rt‖ =
µ1
µ2
| ri ‖ | (5.10)
=
µ1
µ2
(ri + cos(θi)N) (5.11)
rt⊥ = −
√
1− |rt‖|2N (5.12)
The parallel component in equation 5.12 can be replaced by making use of Snell’s law from
equation 5.7. Furthermore, taking the normalized parallel component as rt⊥ = sin(θt):
rt⊥ = −
√
1− sin2(θt)N (5.13)
= −
√
1−
(
µ1
µ2
)2
sin2(θi)N (5.14)
rt⊥ = −
√
1−
(
µ1
µ2
)2
(1− cos2(θi))N (5.15)
(5.16)
The solution for rt comes from combining equations 5.9, 5.10 and 5.12:
rt =
µ1
µ2
ri +
(µ1
µ2
)2
cos(θi)−
√
1−
(
µ1
µ2
)2
(1− cos(θi)2)
N (5.17)
5.2.4 Critical reflection angle
A noticeable limitation stems from Snell’s law for certain angles of refraction. For angles of
incidence where the sinus of the angle of refraction is greater than unity, Snell’s law cannot
be satisfied, as is evident fromequation5.7. This situation canoccurwhen a ray travels to an
ionospheric layer with a lower index of refraction. The effect is referred to as total internal
reflection. An angle exists beyond which this effect occurs. This angle is referred to as the
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critical reflection angle, and it is the angle at which sin(θt) = 1, or θt = 90◦. It can thus bederived from Snell’s law:
θcr = sin
−1
(
µ2
µ1
sin(θi)
)
(5.18)
= sin−1
(
µ2
µ1
)
(5.19)
Rays which intersect with an ionospheric layer greater than the critical reflection angle
given in equation 5.19will be reflected instead.
5.2.5 Fresnel equations
In any transition from one ionospheric layer to the next, only a fraction of the energy of a
ray is transmittedwhereas the rest is reflected. The Fresnel equations establish the ratio of
transmitted (T ) to reflected energy (R) on an interface with changing refractive index. The
ratio follows from the conservation of energy:
T = 1−R (5.20)
The Fresnel equations account for a polarized electromagnetic signal with parallel and
perpendicular components. For the reflectance, the fraction of these components in rela-
tion to the incoming energy are given as follows (Woan, 2000):
r‖ =
(
µ1cos(θi)− µ2cos(θt)
µ1cos(θi) + µ2cos(θt)
)2
(5.21)
r⊥ =
(
µ2cos(θi)− µ1cos(θt)
µ2cos(θi) + µ1cos(θt)
)2
(5.22)
In this simulation it is assumed that the rays are unpolarized, as the effects of taking into
account polarization are far too small to be significant. As a result, the reflectance fraction
is simply the average of its components:
R =
r‖ + r⊥
2
(5.23)
Equation 5.23 follows the limitations imposed by the effect of total internal reflection, see
section 5.2.4. The critical reflection angle denotes the incident angle abovewhich all energy
is reflected. In this case,R = 1 and consequently T = 0.
Equations 5.20 to 5.22 describe the ratios of reflected to transmitted energy. Figure 5.5
depicts the ratios for the twoendcaseswhere a ray transitions to amediumwith a lower and
a higher index of refraction respectively. The former occurs when when a ray is departing
from the peak density, whereas the latter occurs a ray is approaching the peak density of an
ionospheric layer.
The Fresnel equations help the simulator validate whether to reflect or transmit, or
both. For angles of incidence less than 75◦, generally transmittance can be assumed, as can
be seen in figure 5.5. Above these angles the situation changes. Clearly, rays propagating
almost straight upwill mostly be reflected.
Figure 5.5 gives rise to an effect which can be exploited. In both cases µ1 > µ2 and
µ2 > µ1, the reflectance is in some cases insignificant with respect to the transmittance.
A FEASIBILITY STUDYONGROUND-BASED LOCALIZATION FORMARS EXPLORATION 38
CHAPTER 5. METHODOF IONOSPHERIC SIMULATION
Therefore, in the simulation an assumption can be made that only transmittance occurs
without loss on precision. Such an assumption can be made when T >> R. As can be seen
from the figure, this only holds for incident angles generally below 75◦, in which cases the
reflection can be completely ignored.
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(a) µ1 > µ2.
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Figure 5.5: The governing behavior for the two cases where a ray transitions to an ionospheric
layer with a lower refractive index (figure 5.5a, µ1 > µ2) and a higher refractive index (figure5.5b, µ2 > µ1) respectively. In figure 5.5a, total internal reflection occurs beyond θi ≈ 82◦. Theangles are measured with respect to the normal of the ionosphere, according to figure 5.3.
5.3 Monte-Carlo approach
AMonte-Carlo method is applied to simulate the propagation of rays through the Martian
environment which is exposed to a large number of disturbances. A large number of rays
is initialized, each with a distinctive initial SZA and frequency. These rays are all fed to the
simulator and the results are aggregated toyield aGaussiandistribution for a certainoutput
parameter.
An example of thismethod is depicted in figure 5.6. In this figure a ray r is generated at a
transmitter and received at the receiver as r′. The output metric is the distance d. Rays are
generatedwith a certain launchelevationφand frequency f . Theseareeach subject to iono-
spheric fluctuations and geometrical path distortions. For example, the ionospheric com-
position can change in between the generation of any two rays. Furthermore, rays with a
different launch elevation can possibly have the same distance, depending on which launch
elevation is chosen. It is assumed that the dispersion of the resulting ray at the receiver r′ is
Gaussiandistributed, as the signals are subject to randomnoise. This is a typical assumption,
which follows from the central limit theorem (Grinstead and Snell, 2012). The central limit
theorem states, that a large number of mutually independent random variables are well-
approximated by a Gaussian function. The random noise can come from various sources.
The ionospheric electron density varies continuously varies a little, and thus induces some
random noise. Fluctuations in the collision frequency are another source of noise, as is the
electron peak altitude.
After the ray tracing simulation has finished, the results are aggregated, resulting in a
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Figure 5.6: Depiction of a Monte-Carlo approach to ionospheric raytracing. A ray r is launched
from a transmitter, placed at the subsolar point, with SZA χ0 and launch elevation φ. Multiplerays are dispersed on the surface according to a gaussian distributionwithmeanµ and standard
deviation σ at distance d from the origin.
Gaussian distribution of the estimated distance with a mean µ and standard deviation σ.
This information is used to compute amodel fit of the ray parameters over ametric of inter-
est, which can be the distance of the mobile station to the beacon, for example. The model
fit subsequently allows for derivation of the precision of position estimation, an invaluable
metric used for testing the hypothesis.
Theadvantageof aMonte-Carlo approach is that results canbegeneratedwith repeated
random sampling of rays. As the number of unknowns and disturbances are very high in a
ray propagationmodel, it is hard to approach the problemanalytically. TheMonte-Carlo ap-
proach, however, allows the addition of many independent random factors, yielding a set of
result samples without having to express an analytical model of the propagation path itself.
5.4 Simulation architecture
The task of the simulation is to trace rays through the Martian environment and calculate
the way they change. This feat is achieved by splitting up the software in a number of mod-
ules, each with a specific responsibility. The major modules are the application base frame-
work, the tracing module, the geometry module and the scene module. These are further
elaborated in this section. An overview of these modules and their relations is given in fig-
ure 5.7. The section concludes with some notes on loss of precision, an effect which can
greatly negatively influence the precision of the simulation results.
Figure 5.7 depicts the life of a ray as it is processed by the simulation. Rays are created
by the application framework, according to the input parameters provided by the operator.
Each ray starts at a certain position in the scene, and given apredefineddirection. The scene
module executes the trace method of all rays, to detect with what objects the rays inter-
sect and interact. Once a collision is detected, the ray is passed on to the geometrymodule,
which computes how the ray interacts with the object it collided into. The geometry mod-
ule does so by calling the interaction method of the relevant object type; an ionospheric
A FEASIBILITY STUDYONGROUND-BASED LOCALIZATION FORMARS EXPLORATION 40
CHAPTER 5. METHODOF IONOSPHERIC SIMULATION
layer for example. This may cause the ray direction to change due to refraction or reflec-
tion. Once interaction is done the ray executes its trace method again. This procedure is
continued until all rays have collided with the terrain or a receiving antenna, at which point
the simulation is halted.
G e o m e t r y
Ionosphere Atmosphere Terrain
Ray
trace()
Scene
intersect()
A p p l i c a t i o n
interact()
Figure 5.7: An overview of the software architecture.
5.4.1 Application framework
The application framework provides general support for running the simulation. As such, it
has several responsibilities. First, it creates a scenewhich contains all theenvironmental fea-
tures which are of relevance in the simulation. Examples of these features are ionospheric
and atmospheric layers, as well as the terrain. The composition of these environmental fea-
tures are based on a scenario. A scenario describes the composition of the environment. For
example, it allows setting the ionospheric peak density, the solar longitude, atmospheric
pressure and other properties of relevance. A SceneManager is used to keep track of all the
environmental features and their location.
Once the scene is populated, the framework creates a number of ray objectswith prede-
fined physical parameters. These are for example frequency, signal strength and direction.
The operator of the simulation can set the number of rays and their properties as he de-
sires. There are twoways of defining ray objects; a directmethod and a radiometricmethod.
The direct method involves defining independent ray objects with independent properties.
The radiometric method is geared towards simulation of antenna radiation patterns. In this
method, an antenna object is defined with certain physical properties. Furthermore, it is
given a certain radiation pattern. This radiation patter is then translated into a finite num-
ber of rays, each representing the radiated radio signal in a specific direction.
Once all the rays are created, they are each assigned to aworker. Theworkers take a ray
as an input and calculate its entire propagation from creation to collision with the surface.
This allows that the simulation can be run in a multi-threaded fashion, by having multiple
workers run in parallel.
5.4.2 Tracingmodule
The main responsibility of the tracing module is to perform the ray-tracing algorithm, de-
scribed in section5.1.2, for radio signals, each represented as a single ray object. Their phys-
ical properties are encapsulatedwithin the rays. Once a collisionwith an object in the scene
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is detected, the tracing module lets that object modify the physical properties of the ray.
This process continues until the ray either collides with the terrain or disappears in outer
space. At this point the tracing algorithm for this ray is stopped.
In order to detect with which object a ray collides, the tracing module works together
closely with the scene module. The tracing module informs the scene module that a ray is
traveling from a certain point in a certain direction. The scene module performs an inter-
section calculation onto all geometry objects in the scene. Next, the tracing module passes
the ray object to the interaction method of this geometry object to compute the effects it
has on the ray and update the ray accordingly.
5.4.3 Scenemodule
The scenemodule keeps track of all environmental features in the scene and computes col-
lisions between rays and geometry objects. For each ray, this module computes a list of
geometry objects that lie in its path and possibly collide with the ray. Subsequently the ge-
ometry object closest to the ray origin is selected and identified as the objectwithwhich the
ray collides. As soon as an object is identified, it is passed on to the tracingmodule such that
the interactionmethod can be performed.
5.4.4 Geometrymodule
The geometry module defines information for each type of environmental feature and how
these affect the physical properties of a ray. Each of these features is described by a geome-
try object. This object contains amodel of the feature, how it affects a ray and its position in
the scene space. The tracingmodule uses the geometry object to compute the effects it has
on a ray object.
A geometry object must be defined for every type of object in the scene. Predefined ex-
ample types are the atmosphere and the ionosphere. Each object type implements an inter-
action method, which receives a ray andmodifies it according to the responsibilities of that
object. For example, an ionospheric object attenuates and refracts the ray. The software
allows for expansion ofwhatever object typesmay be required in a scene; a newobject type
only needs to implement the interactionmethod.
5.4.5 Computational precision
The precision of the calculations made in the simulation is influenced by the way the indi-
vidual variables are stored. Variables are stored in datatypes, which each have a specific
precision. Using the wrong datatype can cause a loss of precision. This naturally results in
loss of precision in the simulated model. Therefore, workarounds need to be provided for
variables whichmay encounter a loss of precision under certain conditions or edge cases.
The aforementioned is a problem in particular for the refractive index, as its values ap-
proach zero in some circumstances. In this case, a very high precision is required, which
standard datatypes fail to provide. A failsafe workaround is to reduce the number of deci-
mals used to store the refractive index.
µ = N · 10−6 (5.24)
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The substitute refractive index described in equation 5.24 avoids the loss of precision by
breaking down the refractive index in separate parts and storing the fraction separately.
Note that this approach only holds for µ < 10−6.
5.4.6 Verification
The calculations in the simulation are verifiedwith the use of unittests2. Unittests are verifi-
cation tests, which test each calculationmethod in the simulation individually. For example,
one unittest can assert if the calculation of the plasma frequency in the simulation is done
correctly.
The development approach, used for the development of the simulation, is Test-driven
development. Without going too much into detail, this approach entails that the develop-
ment of calculation methods is based on developing verification tests for them. The pro-
cedure for developing a calculation method, is to first define the testing code. The testing
code defines what output should be received, given a certain input. This testing code then
calls the respective method and verifies if the output of the method matches the expected
output. Development of the calculation methods is generally done after defining the test-
ing code. This way, one ensures up-front that the calculations are understood and that the
method can be verified.
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6 — Ionospheric Simulation Results
A validation of the simulation is necessary to assure that the produced data corresponds
to existing research results. Once validated, the initial results from the simulator are used
to explore boundary cases and limitations of the ionosphere as a radio signal carrier. As it
turns out, a mobile station cannot always receive rays from beacons close by. Furthermore,
the operational frequency is expected to impact both the path and absorption of a ray as it
penetrates the ionosphere. These effects limit the operation of a positioning system.
In this chapter, the results obtained by the ionospheric simulation are discussed and val-
idated. These results strongly depend on the nature of the ionosphere itself. Therefore, in
section 6.1, several scenarios are definedwhich aim at expressing the nominal and extreme
conditions inwhichapositioning systemhas tooperate. A comparisonof the simulatedelec-
tron density andmeasured electron densities is performed in section 6.2. In section 6.3, the
propagation path of the rays themselves is discussed. Here, the limitations and drawbacks
of the operational frequency are explored. Finally, the absorptive levels, experienced by
rays, are studied in section 6.4. Comparisons are made with the absorption levels as calcu-
lated in relevant research to validate the simulation.
6.1 Scenarios
The state of the environment severely impacts the propagation behavior of rays in the iono-
sphere, and hence, simulation results must be determined for various environmental com-
positions. These compositions are defined in scenarios. Table 6.1 gives an overview of the
scenarios that have been defined, whereas this section discusses the necessity of each sce-
nario.
A qualitative discussion about theMartian environmentwas given in chapter 3. Therein
it was found that the following factors contribute significantly to the propagation of radio
signals, and thus to the precision of position estimation:
• Fluctuations in electron peak density and altitude
• The presence of dust storms
• The time of day, influencing ionospheric composition
• The occurrence of Solar flares
Fluctuations in electron peak density and altitude are caused by both seasonal varia-
tions (Morgan et al., 2008) and the 11-year Solar cycle (Mendillo et al., 2004). It is imper-
ative to study the operation of a positioning system both extreme cases of minimum and
maximum Solar interaction, and therefore scenarios have been created to reflect on these
extremes. Mars is at aphelion in its orbit during the Northern summer solstice, and at per-
ihelion during the Southern summer solstice (Morgan et al., 2008, fig. 7g). During a low
Solar activity, the peak density at perihelion is around 1.8 · 1011m−3, whereas at aphelion
the peak density is lower, withNe = 1.4 ·1011m−3 (Morgan et al., 2008). The opposite effectis seen for the electron peak altitude, which increases from h0 = 115km to h0 = 134kmat the transition from aphelion to perihelion (Morgan et al., 2008). The neutral scale height
stays nearly constant during the entire Martian year. At times of Solar maximum, the peak
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Table 6.1: Environmental parameters for all scenarios
Scenario Layer Electron number
density
Electron peak al-
titude
Reference
Ne hmax,0
Basic M2 2.5 · 1011m−3 125km Williams (2015)
Nominal M2 1.8 · 10
11m−3 130km Williams (2015)
Morgan et al. (2008)M1 9.0 · 1010m−3 110km
Max M2 2.6 · 10
11m−3 134km Mendillo et al. (2004)
Morgan et al. (2008)M1 1.0 · 1011m−3 110km
Min M2 1.4 · 10
11m−3 115km Mendillo et al. (2004)
Morgan et al. (2008)M1 9.0 · 1010m−3 100km
Dust storm M2 2.0 · 10
11m−3 137km Wang andNielsen (2003)M1 9 · 1010m−3 115km
SEP event M2 1.75 · 10
11m−3 135km Morgan et al. (2008)
Mendillo (2006)M1 1.2 · 1011m−3 105km
density at perihelion increases to values ofNe = 2.6 · 1011m−3 (Mendillo et al., 2004). Thecompositions under a Solar minimum and Solar maximum are indicated with the min and
max scenarios respectively.
Additionally, a nominal scenario has been defined to test the operation of a positioning
system under nominal conditions. These conditions are based on the research by Safaeinili
et al. (2007).
Dust storms have a profound effect on the composition of the ionosphere. Mainly, the
electronpeakaltitude increases inmagnitudeduringadust storm (WangandNielsen, 2003).
Data from a global dust storm in 1971-1972, recorded by Mariner 9, has shown that the
electron peak altitude at the climax of the dust storm was as high as 137km (Wang and
Nielsen, 2003) during that time of the Martian year. The electron peak density, however,
does not change much during a dust storm. The values chosen for this dust storm scenario
mimic the conditions of the ionosphere at the climax of the dust storm season reported by
Mariner 9.
SEP events occur infrequently, causing photoionization due to EUV radiation and x-ray
photons. The enhanced Solar flux during a SEP event mainly influences the the electron
peak density of theM1 and EP layer (Mendillo, 2006). As the x-ray photons are highly ener-
getic, they penetrate deep into the ionosphere, thereforemainly affecting the EP layer. The
M1 layer is mainly influenced by EUV radiation, causing increases by as much as 200% in
electron peak density (Mahajan et al., 2009). For the SEP event scenario, the data from the
effects of the Solar flare on 15 April, 2001 is used. In this event, values were reported for
theM1 layer corresponding to an electron peak density ofNe = 1.2 · 1010m−3 atχ = 0. TheM2 layer stayed constant at a peak density ofNe = 1.7 · 1011m−3.The nightside of the red planet receives little to no Solar radiation at all. It is generally
agreed that the nightside does not follow a Chapman profile, but is rather linear (Withers,
2011). Nevertheless, much is still unknown about the exact composition of the nightside.
Therefore, this work will not take the nightside into account. It is recommended for futher
work to expand the scenarios with a nightside scenario.
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6.2 Electron density profiles
Theelectrondensityprofiles generatedby the simulation coincidewithmeasurementdatasets
obtained fromMarsmissions1. A comparisonwith the electron density profiles obtained by
theMars Global Surveyor ( MGS ) mission is done to demonstrate the validity of the simula-
tion. The MGS dataset only contains data for very large SZA angles, due to the nature of
the radio occultation experiment that was used to obtain the data. Nevertheless, for these
high SZA angles, many profiles are available. Figure 6.1 gives an overview of the situations
for which the MGS dataset provides electron density profiles.
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(a) Availability of electron density profiles over the
course of theMartian year. The time is indicated by
the solar longitudeLs, the angle ofMars in its orbitaround the Sun.
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(b) A histogram of data availability as a function of
SZA . The angles are binned per degree. This his-
togram shows that the MGS dataset only has pro-
files available for SZA > 70◦ .
Figure 6.1: Availability and usability of theMGS dataset1.
A comparison with the MGS dataset and an electron density profile generated by the
simulation is shown in figure 6.2a for anSZA = 71◦. An ionospheric composition consisting
of an M1 and M2 layer is used to obtain the simulated profile. To obtain this profile, an
electron peak density ofNe,max = 1.7 · 1011m−3 is used for theM2 layer andNe,max = 6.0 ·
1010m−3 for theM1 layer. Simultaneously, theM2 andM1 layer are given an electron peak
altitude of hmax = 121km and hmax = 95km respectively. The secondary peak of the M1layer is visible below the main peak both in theMGS dataset and the simulated profile. The
simulated profile relates to the datasetwith amean standard deviation of σ¯ = 2.19·109m−3.
The highest discrepancy is found in the transition from the M1 to the M2 layer. At other
altitudes, the standard deviation is significantly lower.
Figure 6.2b sets out the electron peak density as a function of the SZA , as found at
the peak altitude. The density is expected to decrease with increasing SZA . This behavior
follows general Chapman theory, previously described in section 4.1.2, and is also apparent
from the MGS dataset shown in figure 6.2b. The simulated profile follows the curve of
the dataset for angles of SZA ≥ 70◦. As mentioned before, this is due to the availability
of the dataset. A mean standard deviation of σ¯ = 8.13 · 109m−3 has been found. Due to
the high resemblance between the simulated profile and the measurements obtained from
the dataset, it can be assumed that the simulated profile is realistic for lower Solar zenith
1Data obtained from the Mars Orbital Data Explorer at http://ode.rsl.wustl.edu/
mars/index.aspx
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(a) Electron peak density profile for SZA= 71◦.
σ¯ = 2.19 · 109m−3.
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(b) Electron density as a function of SZA .
σ¯ = 8.13 · 109m−3.
Figure 6.2: A comparison of an electron density profile obtained throughMGS data and the sim-
ulated profile. Gray dots indicate measurements from theMGS dataset2 whereas the black line
depicts the simulated profile. Error bars indicate the deviation of the profile from the dataset.
6.3 Geometry
Several effects impose limitations on the usability of ray propagation. Two significant ef-
fects are the iris effect and the skip distance, the formerofwhichhas been treated in section
4.2.2. It is imperative to under which boundary conditions a localization system can oper-
ate. The iris effect, discussed in section 6.3.1, limits the elevation angles of rays which are
successfully refracted to the surface. This results in a certain distance from a beaconwhere
no rays are received. This effect is called the skip distance (Kelso, 1964), and it is discussed
in section 6.3.2.
6.3.1 The iris effect
The simulated results for the iris effect follow the theoretical expectations, discussed in sec-
tion 4.2.2. The effect is tested in the simulation, the results of which are shown in figure 6.3.
This figure shows two ionospheric compositions; one containing both an M2 andM1 layer,
and one containing only themajorM2 layer. The plasma frequency for theM2 layer in both
cases is fp = 4.49MHz. Using a ray frequency of f = 5.0MHz, this results in a critical angleof φc = 26.4◦ according to equation 4.29. The simulation results demonstrate equivalentresults. Rays with a zenith angle of up to 25◦ penetrate through the ionosphere, whereas
rays with a zenith angle of> 25◦ are refracted and hit the surface.
It was expected that the iris effect might not hold for ionospheres consisting of multiple
layers, as each layer has a different plasma frequency at the layer maximum. However, it
has been found that the iris effect is a robust figure. The results shown in figure 6.3a show
that the iris effect still applies for a multi-layer composition. For both a single-layer and a
multi-layer ionosphere, the critical angle found equals φc = 26.4◦. The robustness follows
2Data obtained from the Mars Orbital Data Explorer at http://ode.rsl.wustl.edu/
mars/index.aspx
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(a) Nominal scenario with layers M2 andM1
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(b) Basic scenario with only theM2 layer
Figure 6.3: An illustration of the iris effect, with φc = 26.4◦. Plotted are 13 rays with a zenithangle from 15◦ to 75◦ in 5◦ intervals, originating fromabeacon at coordinates [0, 0]. The rays are
depicted by gray lines. For this plot, a ray frequency of f = 5MHz is used, with an ionospheric
composition consisting of the M1 and M2 layer under nominal conditions (see table 6.1). In
figure 6.3a, the ray with a zenith angle of 75◦ is seen trapped at the layer maximum. Note, that
the launch elevation and zenith angle are complementary.
from the fact that theM2 layer is really the dominating layer in theMartian ionosphere, and
other layers have little effect on the critical angle, causing insignificant deviations.
6.3.2 Skip distance
The skip distance is a measure of the minimum distance to a beacon in which the mobile
station cannot receive any signal from that beacon. This distance, indicated by ds, increaseswith frequency. The skip distance is an indirect result from the iris effect, described in sec-
tion 6.3.1, as some rays with a too steep launch elevation and a high frequency are not re-
flected by the ionosphere. This creates a circle around the beacon within which no rays can
be received by amobile station. The area within this circle is referred to as the skip zone.
The effects of the skip distance for a nominal scenario are illustrated in figure 6.4. The
results are generated for ray frequencies ranging from 3MHz to 8MHz. As can be seen,
the skip distance increases with launch elevation. Furthermore, an increase in frequency
causes an increase in skip distance. The gradient in figure 6.4a, which has darker tones
for higher frequencies, illustrates this effect. Also, higher frequencies only yield results for
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(a) A gradient of dots indicates the result of one
ray with a certain ray frequency. Brighter tones
indicate lower frequencies, darker tones indicate
higher frequencies. A curve is fitted to the lower
bound of the skip distance at 3.0MHz.
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(b) A model of the lower bounds and skip distances
for select frequencies. A curve is fitted for each of
these select frequencies, yielding a cutoff-launch
elevation whose surface distance equals the skip
distance.
Figure 6.4: Illustration of the skip distance, ds, for various frequencies as a function of launch el-evation. The results are gathered for a nominal scenario. The results are obtained for frequencies
from 3MHz to 8MHz, by using a second-order exponential curve fit, where ds = aφ2+bφ+c.The plasma frequency for this scenario is fp = 4.45MHz.
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Figure 6.5: Illustration of the skip distance as a function of MUF . The plasma frequency is
fp = 4.45MHz. The skip distance increases for frequencies which are higher than the layermaximum plasma frequency.
higher launch elevations, due to the aforementioned iris effect. For each ray frequency, a
lower bound exists below which no ray is reflected at any angle. This lower bound is indi-
cated in figure 6.4b for select frequencies. This figure demonstrates in more detail that an
increase in frequency will result in an increase of the lower bound.
Amaximum frequency exists for eachdistance, atwhich amobile station can still receive
a signal from a beacon. Above this frequency, no signal will be received. This frequency is
themaximumusable frequency, abbreviated MUF . Figure6.4bhelps todeterminewhatmax-
imum frequency can be used. The figure indicates, for several frequencies, the area within
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which a signal can be received. For example, a distance of ds = 200km can only be achievedwith frequencies of less than 4.5MHz. Thus, the maximum usable frequency is< 4.5MHz.
Clearly, the MUF is a convenient measure for selecting the operational frequency in a lo-
calization system.
Figure 6.5 illustrates the behavior caused by the MUF in more detail. Here, three
regions with different behavior can be distinguished. First, there is the region below the
plasma frequency. Rayswith a frequency below the plasma frequency are refracted regard-
less of their incident angle w.r.t. the ionosphere. A ray is refracted at the layer maximum
when its frequency equals the peak plasma frequency of the ionosphere. Hence, no skip
distance exists for rays with frequencies below the plasma frequency.
The second region ranges from the plasma frequency to a frequency of ≈ 6MHz. A
parabolic increase is seen in this region. The change in behavior occurs close to the max-
imum plasma frequency, which is 4.45MHz at the layer maximum of the M2 layer for the
nominal scenario. The skip distance is amost profound effect in this region. Positioning sys-
tems using system frequencies above the plasma frequency must thus take this effect into
account.
Rays with a frequency above 6MHz do not appear in figure 6.4b at all. Their disappear-
ance is caused by the fact that their frequency is too high to be refracted by the ionosphere.
At such high frequencies, the rays penetrate the ionosphere completely, disappearing into
outer space.
Ultimately, figure 6.4b demonstrates that a frequency region exists for which no skip
distance exists. This knowledge is invaluable, considering the skip distance is a negative
effect which should be reduced as much as possible. After all, mobile stations within the
skip distance of a beacon will not receive its signals. Therefore, care should be taken when
determining where to place beacons. Note that the results given in figure 6.4 and 6.5 apply
specifically to the nominal scenario. Naturally the composition of the ionosphere influences
the results. Therefore, different skip distances and maximum usable frequencies will be
obtained for different scenarios.
6.4 Absorption
Results from the simulation show dissimilar results for absorption levels of reflected rays
and non-refracted rays. The results for non-refracted rays have been verified with existing
research. The results for reflected rays indicate that themain influences are frequency and
surface distance.
6.4.1 Non-refracted rays
The absorption levels experienced by non-refracted rays are validated with previous re-
search for various situations. Both ionospheric features, like the electron number density
and scale height, and geometric features, like the Solar zenith angle, influence absorption
levels significantly. Specifically, the work of Nielsen et al. (2007) andWithers (2011) is used
for validation.
A ray experiences maximum absorption at the subsolar point in the ionosphere. For
larger Solar zenith angles, the absorption decreases. The theory on absorption, described
in section 4.3, showed the dependence of the absorption on the electron number density.
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Figure 6.6: The simulated absorption as a function of the SZA compared with the results from
Nielsen et al. (2007) for various frequencies. Black lines indicate simulated values, gray dots
indicate results obtained by Nielsen et al. (2007). The ray frequencies used range from 3MHz
to 4MHz with steps of 200kHz. The lowest absorption is obtainedwith a frequency of 4MHz.
The environmental properties areNe,max = 1.65 · 1011m−3 andHn = 9.5km using an iono-sphere with only aM2 layer. The launch elevation is 0◦.
This dependence enforces a relationship between the absorption and the Solar zenith an-
gle, as theelectronnumberdensity itself decreaseswith increasing SZA . Theseeffects have
been previously studied by Nielsen et al. (2007) and the results of his research are com-
pared with the simulation results in figure 6.6. Clearly, the simulation results align closely
with the results done byNielsen et al., and thus it can be safely assumed that the simulation
can accurately simulate the influence of the Solar zenith angle on the absorption. Figure 6.6
also demonstrates the impact of the ray frequency on absorption. An increase in frequency
causes a decrease in absorption, and thus higher frequencies are beneficial for mitigating
the absorption levels.
Whendissecting the ionosphere into its individual layers, it is found that each layer has a
different impact on absorption. Withers (2011) studied the impact of individual ionospheric
layers on absorption levels, as experienced by the MARSIS instrument on-board theMars
Express. His research found that the M2 layer causes the lowest absorption, followed by
the M1 and meteoric layer, which cause comparable absorption levels. However, the high-
est absorption is obtained by the EP layer, residing at an altitude of 35km. The absorption
measurements obtained from the simulation yield comparable results, as illustrated in fig-
ure 6.7. In this figure, absorption levels are simulated for various electron peak densities,
ranging from 1 · 107m−3 to 1 · 1012m−3 on a logarithmic scale. It is expected that an increase
in electron density causes an increase in absorption, and this is exactly what is seen in the
results in figure 6.7.
Table 6.2 gives an overview of the statistical differences between the results obtained
byWithers (2011) and those from the simulation. The differences between the twomodels
are clearly small for both the M2 and M1 layer. However, a significant discrepancy is seen
for the meteoric layer. This discrepancy can be explained by considering the different ap-
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Table 6.2: Statistical results of the differences in absorption levels between the model provided
byWithers (2011) and the simulation results. Deviations are given inm−3. The differences are
indicated by σ. A different scenario was used for each combination ofNe and ionospheric layer,to create the same conditions as in the research of Withers. In every case, only a single-layer
ionosphere was simulated.
Ne M2 layer M1 layer Meteoric layer EP layer
σ % σ % σ % σ %
107 7.00 · 10−4 3.63% 2.40 · 10−3 0.64% 2.23 · 10−2 5.95% 3.61 · 10−2 3.82%
108 2.20 · 10−3 0.76% 7.70 · 10−3 0.72% 7.04 · 10−2 5.94% 0.114 3.82%
109 6.90 · 10−3 0.74% 2.44 · 10−2 0.71% 0.223 5.94% 0.361 3.82%
1010 2.17 · 10−2 0.72% 7.72 · 10−2 0.71% 0.704 5.94% 1.14 3.82%
1011 2.38 · 10−2 0.72% 8.81 · 10−2 0.72% 0.687 5.80% 2.33 4.66%
1012 2.38 · 10−2 0.72% 8.85 · 10−2 0.72% 0.675 5.78% 5.91 5.48%
proach to calculating the collision frequency. The simulationmakes use of the approachfirst
described by Schunk andNagy (2009) (see section 4.1.4). On the contrary, the approach for
the collision frequency, adopted by Withers, uses a simplification by assuming a constant
surface temperature. Furthermore, he assumes an exponential decrease in collision fre-
quency with increasing altitude. This causes a difference in absorption results, especially
at lower altitudes. At these altitudes the collision frequency has a greater magnitude and
thus more severely impacts the resulting absorption calculation. The effects of these sim-
plifications are seen in the comparison of the EP layer as well. In this layer, the standard
deviation between the simulated andWithers’ results is even higher.
6.4.2 Reflected rays
Reflected rays encounter more absorption with increasing frequency and surface distance.
These findings are conflicting with the results found for non-reflected rays, but the theory
behind their dissimilar behavior holds a common ground.
Figure 6.8 shows the relationship in a frequency spectrum between the absorption and
the surface distance which a ray covers. Interestingly, the absorption increases with de-
creasing surface distance. Furthermore, the absorption is also seen to increase with in-
creasing frequency. The latter is visible in the figure for rays whose surface distance is
200km or larger. In the lower end of the frequency spectrum, the rays are bounded by the
plasma frequency. As was derived from equation 4.28 in section 4.2.1, rays cease to ex-
ist when the refractive index becomes imaginary. As a ray intersects the ionosphere at an
oblique angle, one cannot simply compare frequency of the ray. Instead, the component of
the wavelength parallel to the normal of the ionospheric surface is compared. This effect
causes the lower bound in figure 6.8. The upper bound is a direct consequence of the skip
distance. As the frequency increases, the skip distance increases. Thus, ray with a lower
surface distance are not reflected and instead penetrate the ionosphere.
The correlation between absorption and frequency stems from the penetrating nature
of radio signals. Rayswith a lowenough frequency are seen refracting off the ionosphere, as
is demonstratedearlier in thiswork. If onenowwere to increase the ray frequencybit bybit,
one would see that the signal penetrates the ionosphere deeper before being reflected. At
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(d) EP layer at 35km.
Figure 6.7: A comparison of simulated absorption levels and those obtained from Withers
(2011) for a wide range of frequencies. The results shown are for rays which penetrate the iono-
sphere. The absorptions for various electron peak densities obtained byWithers are displayed in
gray. The scale height used isHn = 7.6km, and the launch elevation is 0◦. The electron density,
Ne, is given inm−3.
somepoint, the signal has a high enough frequency to penetrate the entire ionospherewith-
out being reflected. Because the ray penetrates the ionosphere deeper, it encounters more
collisions, and thus it is more absorbed than a signal whichwas reflected at a lower altitude.
Hence, reflected rays experiencemore absorption when their frequency is increased.
The relationship between absorption and surface distance is a result from the geomet-
ric construct which causes the surface distance in the first place. As was established, the
surface distance of a signal follows from its initial launch elevation. The higher the launch
elevation, the larger the surface distance is which the radio signal covers. Recall figure 6.3,
which clearly shows this behavior. Aswith the frequency relation, a higher launch elevation
will cause the ray to penetrate the ionosphere more deeply before being refracted. As a
result, it is absorbedmore severely.
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Figure 6.8: In a frequency-absorption spectrum, the absorption is seen to be increasing for both
frequency and distance. Plotted are the total absorptions of rays as they hit the surface, grouped
by surface distance they traveled. The reflected rays are lower boundedby the plasma frequency
and upper bounded by the skip distance. The results are obtained with a simulation of the iono-
sphere under the nominal scenario.
6.5 Summary
The discussion in this chapter so far has shown that the choice of a frequency, which is ulti-
mately optimal for use in a localization system, depends on the skip distance and themagni-
tude of absorption experienced. From the results above, it is clear that higher frequencies
are not beneficial. For coverage purposes, one wants to decrease the frequency as much as
possible as the skip distance only occurs at frequencies above the plasma frequency. Simul-
taneously, higher frequencies yield higher absorption levels. This in turn means that there
is a higher probability that a mobile station cannot receive a signal from a certain beacon.
Overcoming higher absorption levels ultimately means bigger and heavier mission hard-
ware, something which is a severe drawback for hardware that is to be deployed on Mars.
In subsequent chapters, the impact of the skip distance and operational frequency will be
studied, so that an operational optimum can be found for a localization system onMars.
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7 — Antenna design
Position estimates can only be established when the mobile station is able to receive bea-
con signals. The ability to receive a signal depends on the received signal strength, a factor
largely influenced by the antenna that is used to both broadcast and receive a signal.
In this chapter, an ideal antenna model is proposed which is used in the subsequent re-
search. It is out of the scope of this research to treat the effects of antenna performance in
detail. Hence, no detailed trade-off between antennae models will be performed. Instead,
a simple ideal antenna will be selected, such that the implications and limitations of the use
of an antenna can be demonstrated.
Section 7.1 aims at identifying the formulas that are important to calculate the perfor-
mance of a given antenna. Subsequently, an antenna is selected for use in this research.
Afterwards, the signal strength between the beacon and the mobile station is studied. The
connection between a beacon andmobile station is referred to as a link. The link consists of
gains and losses in signal strength, which together make up the link budget. Ultimately, the
goal is tofind themaximumpath loss that still leads to a successful receptionof a signal at the
mobile station. Section 7.2 aims at finding this maximum path loss. The value found will be
used in the research as a lower bound to discard results of signals which do not achieve the
lower bound. Finally, a short summary of the findings on antenna design is given in section
7.3.
7.1 Antenna selection
Antennas radiate energy in certain directions. How this energy is radiated, depends on the
type of antenna that is used. This section first covers themain equations that govern the ra-
diation of energy, andwhich are relevant to this research, in subsection 7.1.1. Furthermore,
an antenna is selected for the use in this work in subsection 7.1.2
7.1.1 Theory
The performance of an antenna is measured by the amount of energy which it radiates, and
in what direction that energy is radiated. An antenna allows a signal to be amplified. This
amplification is referred to as antenna gain, and it differs on factors like antenna type, eleva-
tion (φ) and azimuth (α). The directivity dictates themaximum value of the radiated energy.
The gain can be calculated from the radiation pattern. The radiation pattern is a function
of the antenna type. For example, for an ideal dipole, the radiation pattern can be defined
as (Carr, 2001):
E(φ) = cos(φ) (7.1)
Then, it follows that the gain in any direction is a multiplication of the directivityD and the
radiation pattern (Carr, 2001):
G(α, φ) = D · E(φ) = D cos(φ) (7.2)
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Note, that the gain calculated in equation 7.2 depends only on the elevation φ. So, it is said
the the gain for this antenna is isotropic in the azimuthal plane. In other words, energy is
radiated equally for all azimuths.
Another interesting figure of merit is the half-power beamwidth, abbreviated HPBW .
This parameter indicates at what angle the radiated energy is half the strength of themaxi-
mum radiated energy. This is an important parameter for this research, as it allows to deter-
mine in what directions the energy of an antenna is radiated. Onewants to have the energy
radiated in asmany directions as possible, as the signals then ultimately cover a larger area.
In order to find the HPBW , first consider that this is the bandwidth forwhich holds that the
power equals half themaximum radiated power. The power is proportional toE2. Hence:
E =
√
Phalf =
√
0.5 (7.3)
The HPBW can then be found by inserting equation 7.3 into equation 7.1 and solving for φ.
For the example antenna given in equation 7.1, this yields a HPBW of 45◦.
7.1.2 Selection
An ideal short dipole antenna is selected for signal transmission at the beacons. Because an
ideal transmitter is assumed, inefficiencies can be ignored. Short dipoles are a subclass of
the dipole antenna, for which it holds that l << λs. This implies that the length of the an-tenna, l, is significantly shorter than thewavelength of the signal to be transmitted (λs). Theuse of a normal dipole antenna is disadvantageous, because the length of a dipole antenna is
typically equal to the wavelength or half of the wavelength of the signal. Consider that the
signals, relevant in this study, have frequencies in the HF range, so 1MHz to 10MHz. As
such, thewavelength varies from 30m to 300m. It is considered impractical to place beacons
onMars which has an antenna long enough to transmit HF wavelengths.
The short dipole antenna has a radiation pattern which is favorable for the use of the
proposed beacon network. This antenna radiates isotropically in the azimuthal plane. This
implies that energy is radiated with the same intensity for all azimuths (Balanis, 1996, p.
143). The radiation pattern in the elevation plane is described as follows (Balanis, 1996):
E(φ) = cos2 (φ) (7.4)
The gain then follows from rewriting equation 7.2 and combining with equation 7.4:
G = D cos2 (φ) (7.5)
The directivity for a short dipole antenna is 1.5 (Carr, 2001). An inspection of equation 7.5
shows that the radiated energy is at a maximum at an elevation of 0◦. No energy is radiated
at an elevation of 90◦. For example, at an elevation of 60◦, the gain is 0.375 or−4.36dBi.
The radiation pattern in the elevation plane is depicted in figure 7.1. From the figure it
can be seen that the antenna radiatesmuch of its power for awide range of elevations. This
is favorable, as the signals will be reflected by the ionosphere, and as such a large area will
be covered by the signal from one beacon. Furthermore, little energy is radiated at high el-
evations. Again, this is favorable. Recall from section 4.2.2 that signals, transmitted with an
elevation above the critical elevation will not be reflected by the ionosphere. Instead, they
disappear into outer space. Hence, one wants to avoid wasting energy on signals transmit-
ted in those directions. In conclusion, the short dipole is considered to be a suiting antenna
for a first-order estimation of the performance of a ground-based beacon network.
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Figure 7.1: Radiation pattern for a short dipole antenna as a function of elevation. The radials
indicate the gain in dB, compared to an isotropic antenna (Balanis, 1996).
7.2 Link budget
A link budget is calculated to determine the maximum acceptable path loss for a successful
connection between a beacon and a mobile station. In order to establish how much path
loss is acceptable, a couple of design questionsmust be answered:
• Howmuch datamust the link be able to transfer?
• What transfer reliability is required?
• What system hardware is available?
These questions need to be answered first, before a link budget can be established. As soon
as the system hardware and the link requirements are determined, the calculation of the
link budget follows naturally.
7.2.1 Communication basics
The amount of data, which can be transferred through a link, is determined by the data rate
and the channel bandwidth. The data rate, abbreviated DR , states the number of bits which
are transferred per second. The bandwidth, measured in Hz, is simply the difference be-
tween the upper and lower limit of the operating frequency in the link. There is a limit on
the maximum error-free data rate, given a certain bandwidth. This limit, the Shannon limit,
states that the maximum data rate which can be transmitted, given a certain bandwidthB,
is (Larson andWertz, 1999):
DRmax = B log2 (1 + SNR) (7.6)
The SNR represents the signal-to-noise ratio. Evaluating equation 7.6 for a given data rate
and bandwidth yields the lower bound on the SNR . When a SNR below this lower bound
is used, no error free transmission is possible.
The data rate and bandwidth are also related through the modulation method. Modu-
lation dictates how digital information is encoded into an analog signal. Several methods
are available, like frequency modulation, amplitude modulation or phase shift keying. The lat-
ter encodes information by modifying the phase of an analog signal. A receiver then has to
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measure the phase of the received signal, in order to extract the information of the signal
(Larson and Wertz, 1999). Each modulation technique has its advantages and disadvan-
tages, but such discussion is out of the scope of this work. Typically, the bandwidth is once
or twice the data rate, depending on the modulation technique chosen (Zyren and Petrick,
1998, Table 1).
7.2.2 Link design
Because this work does not focus onmission hardware design, the required hardware is es-
tablished based on some assumptions. First, it is assumed that the localization system is not
needed for communication. Because of this assumption, only a low data rate is required. A
suggestion is to have the beacons encode the local ionospheric conditions into the signal.
This information can purposely be used by a mobile station to enhance a position estimate.
As such, a small data rate would be required to provide for this option. Hence, it is assumed
that a data rate of 5kbps is sufficient. Furthermore, a BPSK (binary phase shift keying) mod-
ulation technique is chosen. According to (Zyren and Petrick, 1998, Table 1), the typical
bandwidth is twice the bit rate for this technique. Thus, the bandwidth for the selected fre-
quency is 10kHz.
Another design parameter that must be selected is the bit error rate, abbreviated BER .
This parameter determines the transmission reliability of information through the link. The
BER indicates theprobability that abit is lost during transmission (LarsonandWertz, 1999).
So, for a BER of 10−3, one in a thousand bits are lost during transmission. A BER of 10−7 is
selected for the purpose of this work, as it a typical rate in many applications.
The last design parameter to select is the transmit power. The Mars Science Labora-
tory uses a UHF antenna with a transmit power of 9W (Makovsky et al., 2009). It seems
therefore not unreasonable to select a comparable value. Hence, a transmit power of 10W
is selected. It is assumed that this value is entirely within the technological limitations of
present-day hardware, which is deployed onMars. Furthermore it is assumed that a beacon
can be designed, containing a power system adequate to provide a transmit power of 10W
continuously.
Now, all the hardware and link design values have been selected. The next step is to
calculate the gains and losses, by using these design values, so that ultimately the path loss
margin can be retrieved.
7.2.3 Link calculation
The ultimate question of finding the path loss can be answered by calculating the link bud-
get. The surplus in energy, which remains after adding all gains and subtracting all losses, is
the amount of energy which can be used to overcome the path loss.
One primary element that has not yet been considered is the noise power,N . This mea-
sure indicates the lowest possible noise level for a certain communication system. Thenoise
power depends on Boltzman’s constant k, the system temperature Tsys and the bandwidth
B, and is calculated as follows(Larson andWertz, 1999):
N = kTsysB (7.7)
For a typical application, a system temperature of 290K can be assumed. Evaluating equa-
tion 7.7 in units of decibels then yields a noise power ofN = 163.98dB for a bandwidth of
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10kHz. This is, however, the theoretical noise power for an ideal receiver. Typically, a re-
ceiver adds some noise due to imperfections in the hardware used. The receiver noise can
be up to 15dB when cheap hardware is used. As such, it is assumed that the total receiver
noise amounts to 10dB.
Another factor, which should be taken into account, is the SNR . The SNR is a function
of the received energy-per-bit to noise density, Eb/N0, the bandwidth, and the data rate(Larson andWertz, 1999; Zyren and Petrick, 1998):
SNR = (Eb/N0)
DR
B
(7.8)
The factor Eb/N0 in itself is a function of modulation technique used and the BER . With-out going too much into detail, it follows from Larson and Wertz (1999) that this factor is
Eb/N0 = 11.5dB for a BER of 10−7. The evaluation of equation 7.8 then yields a SNR of
7.06 dB. This value is cross-checked with equation 7.6 to see if the required data rate can
be achieved. An evaluation of equation 7.6 shows that the maximum data rate isDRmax =
30.1kbps. The selected data rate is well within the limits.
Now, consider the values that are relevant in the link budget. For the transmitter, they
are the transmit power, PTX and transmitter gainGTX . Then, for the receiver they are thereceiver gain GRX , receiver losses LRX and receiver sensitivity PRX . It is assumed thatthe receiver has a passive antenna. Lastly, the noise floor is indicated byNF , and the fade
margin byM . The general formula for the link budget, written as a function of the path loss
LP is then (Larson andWertz, 1999):
LP = PTX +GTX − LTX + PRX +GRX − LRX +N − SNR−M (7.9)
Table 7.1: Link budget for a short dipole antenna
Parameter Unit Value Totals
Transmit power W 10.0
Data rate,DR bps 5000
bandwidth,B Hz 1 · 104
BER − 10−7
Transmitter power,PTX dBw 10.0
Transmitter gain,GTX dBi 1.76
Transmitter losses,LTX dB −1.00
Total dB 10.76
Receiver sensitivity,PRX dBw 10.0
Receiver gain,GRX dBi 1.76
Receiver losses,LRX dB −10.00
Total dB 1.76
Noise power,N dB 163.98
SNR dB −7.06
Fademargin,M dB −30.0
Total dB 126.92
Path lossmargin@ φ = 0◦ dB 139.44
Path lossmargin@ φ = 75◦ (hypothetical) dB 119.64
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Note that the units in equation 7.9 are all in decibels, as this allows for an easy budget-like
addition and subtractionof values. Converting the transmit power todecibels yields a trans-
mit power of 10 · log10(PTX) = 10dBw.The budget is shown in table 7.1. It is found by evaluating equation 7.9, that amaximum
path loss of 139.44 is acceptable. Note that this is the path loss for an elevation of 0◦. The
path loss decreases with an increasing elevation angle, according to equation 7.5. Hence,
the elevation angle at both the beacon and the mobile station should be taken into account
in order to determine whether a link between a beacon and a mobile station can be estab-
lished. To give an indication: in a hypothetical case where the elevation is 75◦ at both the
beacon and the mobile station, the respective gains reduce to GTX = GRX = −9.9dBi.As a result, the path loss margin decreases severely. This effect is to be taken into account
when determiningwhether a specific signal can be successfully received at amobile station.
The discussion so far has focused on the link budget performancewith the use of a short
dipole antenna. The question is, if the maximum path loss can be increased. It is expected
that the selection of an alternative antenna can yield better performance by providing a
higher gain. This increases the maximum path loss. Ultimately, the coverage of a beacon is
increased, as a higher path loss can be tolerated. As a result, a mobile station can success-
fully receivea signal fromaspecificbeaconat ahighernumberof locations, hence increasing
the coverage. Therefore, it is suggested for futurework to research the optimal antenna for
a ground-based beacon system.
7.3 Summary
It has been shown that a maximum path loss of 139.44dB can be tolerated when beacons
are equipped with a short dipole antenna. This path loss is maximum at an elevation angle
of 0◦ and decreaseswith increasing elevation. At an elevation of 75◦, themaximumpath loss
reduces to 119.64dB. A suggestion for future research is to optimize the antenna design,
such, that a higher maximum path loss can be provided. This ultimately leads to a better
position estimate, as the coverage of beacons increases.
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8 — Localization Technologies
Several technologies are available for localization based on a received radio signal, each ex-
ploiting a different parameter of the incoming radio signal. The most common parameters
studied for localization are the amplitude, angle and timing of the signal as it reaches some
receiver. However, each technology bears certain advantages and disadvantages. Hence,
the question is, which technology yields themost accurate position estimate.
This chapter strives to give a qualitative discussion on the advantages and disadvan-
tages of each technology. First, however, in section 8.1 an introduction in the principles of
localization is given. Subsequently the various technologies relevant for this research are
described. The following four technologies are studied:
• RSS : Received signal strength
• TOA : Time of arrival
• TDOA : Time difference of arrival
• AoA : Angle of arrival
These technologies are described in section 8.2. As the ionosphere is used for radio wave
propagation, the beacon system inherently operates in a non-line-of-sight ( NLOS ) environ-
ment. Therefore each section concludeswith adiscussionon the NLOS effects on theusage
of its respective technology. Finally a notion is given in section 8.3 on the GDOP , a metric
used to identify the quality of the geometrical arrangement of the beacons, irrespective of
the technology that they use.
8.1 Principles of localization
Localization in a ground-basedbeaconnetwork is donebyestimating geometric parameters
betweenbeacons ( BC ) and amobile station (MS ). Geometric parameters of interest can be
distance or angle, which themobile station derives from the received radio signal by reading
out the signal parameters. An analytical model is applied to relate the distance between a
beacon and amobile station to these signal parameters. Themeasurements of radio signals
from several beacons must be combined so that triangulation can be performed, leading to
a position estimate. The dimensionality of the position determines the minimum number
of beacons needed. At least three beacons are required to provide a solution in 2D-space,
and four to determine a solution in 3D-space. The solution itself spans an area wherein
the mobile station is positioned. The geometric parameter measured is either the distance
from beacon n, dˆn, or the angle to a beacon, αˆn. When the position is determined using dis-tance measurements, the possible positions of a mobile station form a circle around a bea-
con. Hence, if three beacons are available, a unique position will exist in 2D-space where
the three circles intersect. This position can be estimated by the product of measured dis-
tances of the individual beacons. The solution for such a position estimate is presented in
figure 8.1.
Thedistancesbetweenabeaconandamobile station in a ground-basedbeaconnetwork
are in the order of hundreds of kilometers, and therefore it cannot be assumed that the bea-
cons and themobile station lie on a flat plane. Thus, the positions are expressed in spherical
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Figure 8.1: An illustration showing how a mobile station receives a 2D position estimate from
three beacons. Estimated distances between beacons and a mobile station are indicated by dˆn.In the figure, the beacons are labelledB, and the mobile stationM .
coordinates to account for the curvature of the planet. The distance between a mobile sta-
tion and a beacon is expressed using the latitudes, β and longitudes, λ, of the beacon and
mobile station. Refer to figure 5.4 for a definition of the coordinate system, in which these
coordinates are defined. The separation between those two is expressed as a central angle
δφ, derived from the spherical law of cosines (Woan, 2000, eq.2.257):
δφ = cos−1 (sin(βBC) sin(βMS) + cos(βBC) cos(βMS) cos (|λBC − λMS |)) (8.1)
d = δφRM (8.2)
Combining theangular separation fromequation8.1with theplanetary radiusofMars yields
the orthodromic distance between any two points on a sphere, as expressed in equation 8.2.
In this discussion, it is assumed that Mars is a perfectly spherical planet. This simplification
can be made as the flattening of Mars is 0.589% of the major planetary radius1. Although
Mars is more oblate than Earth1, the flattening is still insignificant enough to be ignored for
a first-order calculation of the performance metric. It is assumed that the inclusion of this
parameter will not impact the comparison of the performance metrics for various environ-
ments and technologies, and therefore it is ignored.
Furthermore, the Northern hemisphere of the red planet is relatively smooth, contain-
ing mostly only slight terrain variations (Barlow, 2008). Thus, an assumption of a spherical
planet is realistic for these smooth regions. However, the southern hemisphere is heav-
ily cratered and therefore the terrain is rougher. Another example is the Tharsis region, a
mountainous area. For these regions, one can not simply assume a flat surface. Radio sig-
nals in these regionswill propagate longer or shorter, depending on the shape of the terrain.
However, the impact of fluctuations in the terrain on localization estimation is a complex
task in itself, and thus left for future research.
8.2 Technologies
Each localization technology has certain advantages and disadvantages. This section treats
every technology separately, demonstrating their main benefits and obstacles. As localiza-
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tion is inherently done in an NLOS environment, the discussion focuses on the drawbacks
caused by NLOS localization.
8.2.1 Received Signal Strength
Localization with received signal strength ( RSS ) is based on the dependence of the ampli-
tude on the orthodromic distance between a mobile station and a beacon. Assuming this
relationship is known, the distance between the two can be estimated by studying the am-
plitude, or signal strength, which themobile stationmeasures.
Pr
d
(a) RSS in a LOS environment
Pr
d
(b) RSS in a NLOS environment
Figure 8.2: RSS as a function of distance. In a LOS environment, the received power Pr de-creases logarithmically as the distance increases. In a NLOS ionospheric environment however,
the relationship between received power and distance is parabolic (Kayton and Fried, 1997,
fig.4.3).
The amplitude-distance relationship differs depending on the environment. Two com-
mon cases are depicted in figure 8.2. Interestingly, the received signal strength in a NLOS
ionospheric environment is void at first, after which it increases. Only for increasingly large
distances the signal strength decreases again. This behavior is caused by two effects: the
skip distance and the ionospheric absorption. Consider that the distance a radio signal trav-
els through the ionosphere depends on its initial launch elevation, as was shown in section
6.3. Radio signals with a very high launch elevation disappear into space as the Martian
ionosphere cannot reflect them. A high launch elevation corresponds with a short distance
between beacon and mobile station, and thus radio signals coming from a close by beacon
cannot be received by a mobile station. This effect, the skip distance, explains the void in
signal strength that appears in figure 8.2b.
Radio signals are absorbed and refracted by the ionosphere. Signals with a higher ini-
tial launch elevation penetrate more deeply into the ionosphere before they are reflected
and therefore experiencemore severe absorption. Aswas previouslymentioned, the ortho-
dromic distance is inversely proportional to the initial launch elevation. At short distances,
the signal strength is severely decreased. A decrease in launch elevation will increase the
orthodromic distance and decrease the encountered absorption as the signal is reflected at
a lower altitude. Thus, the signal strength increaseswith distance. Only at very large ortho-
dromic distances, the path length starts playing amore significant role, resulting in decrease
in received signal strength. This behavior is evident from figure 8.2b as well.
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Figure 8.3: A schematic representation of multipath effects in an ionospheric NLOS environ-
ment. Rays with different launch elevation φ0 are refracted differently. The altitude of the layermaximum is indicated by hmax. Some cases exist for which the orthodromic distance d of tworays with different launch elevation is identical.
8.2.2 Time of Arrival
Time-of-Arrival ( TOA ) technologies rely on the one-way time delay a signal experiences
while traveling from beacon to mobile station. The delay time τ is an obvious product from
the path length p and the speed of light c, where τ = p/c. In NLOS environments like the
ionosphere, it is hard to determine the path length, as the signals travel an indirect path via
the ionosphere to the mobile station. Therefore, a linear relationship between the ortho-
dromic distance, speed of light and time delay does not exist.
The time delay itself is derived from the difference of time at which the signal is broad-
casted and at which it is received. This requires that the clocks in both the beacon and the
mobile station are synchronized. This is not normally the case. Various effects can cause
clocks to drift and desynchronize (Gentile et al., 2013). The effects of time synchronization
are out of the scope of this research and therefore, it is assumed that all clocks are synchro-
nized.
Multipath effects are profound in an ionospheric NLOS environment. Rays traveling
from the same origin to the same destination may arrive at different time intervals. Such a
case occurs when the rays are broadcasted with distinctly different launch elevations such
that they are independently refracted by the ionosphere. They travel different paths but
still arrive at the same location. In the situation, depicted in figure 8.3, two rays cover the
same orthodromic distance but with different launch elevation and path length. The ray
which is refracted close to the layer maximum is called the Pedersen ray, or high ray. When
rays are refracted this close to themaximum, they travel long distances parallel to themax-
imum, thus greatly increasing the orthodromic distance. The normal ray has a lower launch
elevation and is thus refracted differently. Ultimately, both rays reach the surface at the
same distance, causing multipath effects. The Pedersen ray experiences significantly more
absorption than the normal ray. Hence, itwill showup as a secondary peakwith lower signal
strength on a time-versus- RSS diagram (Davies, 1969).
The severity of the multipath effects depends on the difference in time delay between
individual rays. If the time difference is smaller than the time resolution of the system, the
rays cannot be uniquely identified, and their amplitudeswill be superimposed on each other
(Gentile et al., 2013). However, the path differences in ionospheric propagation are in the
order of tens of kilometers, causing a delay which is in the order of microseconds. These
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delays are significant enough for modern electronics to detect and filter them.
8.2.3 TimeDifference of Arrival
Localization using time difference of arrival ( TDOA ) compares the differences in delay
times from signals received from multiple beacons. The difference in the delay is used to
determine the orthodromic distance between themobile station and a set of beacons. A po-
sition can be estimated by obtaining multiple measurements from different beacons. Each
of thesemeasurements yields a round-trip delaywhich corresponds to a solution for the po-
sition on a hyperboloid (Gentile et al., 2013). Combining the hyperboloids leads to a unique
position estimation, assuming that there are sufficient measurements available. A position
estimation in a 2D environment using three beacons is depicted in figure 8.4.
Twodevices are required toestablish a communication linkwhich canbeused for TDOA
localization: an initiator and a responder. The mobile station performs the role of initiator
by transmitting a signal requesting for position information. This signal is picked up by a
beaconwhich respondswith a second signal after a short processing delay. If more beacons
are available, they will all respond at different time delays depending on their distancewith
respect to themobile station.
M
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Figure 8.4: An illustration of a position estimate using a TDOA approach. The solutions of a
position estimate are on a hyperboloid (Gentile et al., 2013).
The advantage of a TDOA over a TOA approach is that no synchronization of clocks
is required. The total round-trip delay is directly measured at the mobile station. However,
there is a delay involved when returning the transmitted signal. The electronics of the bea-
con acting as a responder require some processing time, naturally causing a response delay.
Themagnitude of this delay is required in order to determine the propagation delay. There-
fore, information about the processing delay should be ultimately known to the initiator, a
feat which can be achieved by encoding this information into the response signal.
The TDOA technology experiences the same problem as the TOA technology. As the
rays travel forth and back to the initiator, however, the path they travel and thus the delay
time is essentially doubled, disregarding the delay caused by the processing time. This is
due to the laws of optics imposing reciprocity of the ray (see section 5.1.1). Thus, both the
ray path and time delay will be equal in either direction.
8.2.4 Angle of Arrival
Angle-of-arrival ( AoA ) localization is performed by having the mobile station detect the
elevation and azimuth angles of incoming rays. Three angles are required to uniquely es-
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timate the position of a mobile station on a spherical surface. Figure 8.5 illustrates how a
position is estimated on a flat world using two elevation angles. The same approach is used
for a position estimate on a sphere, like Mars, but with the addition of a third beacon. The
angles can be detected by making use of a multi-antenna array such as a phased array an-
tenna. The precision bywhich the angles aremeasured depends on the number of elements
in the array. Thus, it is evident that an array with a large number of elements is required for
precise angle detection.
The elevation and azimuth of the incoming ray are estimated by measuring the phase
differences between individual elements of the array. The ray geometry is such that, assum-
ing a flat planet, the elevation angle received at the mobile station is equal to the launch
elevation (Kelso, 1964, p.206). This assumption holds when extended to a spherical planet,
when the spherical angle between a beacon and a mobile station is included. As a result,
the only unknown parameter is the azimuth angle. The assumption does not hold when the
altitude of themobile station and a beacon differs significantly, such as in mountainous ter-
rain. However, the northern hemisphere of Mars is known to be relatively flat such that a
spherical planet can be assumed in this case. Ignoring the altitude of a mobile station, the
measurement of elevation angles from three beacons is sufficient to determine the position
of that mobile station on a spherical planet. Hence, in this work, the AoA approach mea-
sures the elevation angles of incoming signals.
M
B B
Figure8.5: An illustration of AoA localization using twobeacons, located at estimated azimuths
αˆ1 and αˆ2 w.r.t. the mobile station respectively. Solutions for the position of the mobile stationw.r.t each beacon lie on a line.
An advantage over all other methods is that AoA systems do not require any form of
clock synchronization at all, as the estimates are purely based on incoming angle. The main
disadvantage of AoA -based technologies is thatmultipath effects heavily degrade the per-
formance of these systems. In mountainous terrain it is not inherently clear from which
direction the original ray is coming, as rays can be reflected on oblique surfaces. Therefore,
it is advisable to combine AoA technologies with others such as RSS or TOA .
8.3 Dilution of precision
The geometric dilution of precision ( GDOP ) is a metric which rates the quality of the geo-
metric arrangement of the beacons in a positioning system, and is subsequently used as a
performance metric for a position estimate. The GDOP combines the ranging errors in
both position ( PDOP ) and time ( TDOP ). The PDOP measure relates the arrangement of
the beacons in a system to the accuracy of the position estimate in each dimension (Kayton
and Fried, 1997). The best results are obtained if the beacons are separated with a wide
angular separation, as seen from the mobile station. When the beacons are placed roughly
in the same direction, as seen from themobile station, the accuracy of the position estimate
is degraded. This effect is depicted in figure 8.6.
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The PDOP metric is derived from the variances of the position estimate in each di-
mension. Assuming the variance of the distance measurement itself, σ2d , is equal for eachmeasurement, the PDOP is defined by Kayton and Fried (1997) as:
PDOP =
√
σ2x + σ
2
y + σ
2
z
σ2d
(8.3)
In a 2D-space, the metric can also be expressed by ignoring the variance in the z-direction.
This yields the HDOP , the horizontal dilution of precision:
HDOP =
√
σ2x + σ
2
y
σ2d
(8.4)
Themeasure for the GDOP itself is found by combining the PDOP and TDOP :
GDOP = PDOP + TDOP (8.5)
An estimate is considered of high quality when the value generated from equation 8.5 is
around unity. Estimates with GDOP< 1 are considered to be excellent, while values in the
range of 1− 3 are considered good. Values from 3− 6 yield an acceptable position estimate,
and any estimate with a GDOP higher than 6 is considered to be unacceptable (Bossler
and Campbell, 2010; Kayton and Fried, 1997). Ultimately, the lower the GDOP , the better.
(a) An arrangement which yields a precise po-
sition estimate as the solution area is small.
This is therefore an efficient arrangement of
beacons, although not unique.
B B
(b) An arrangement which yields an inaccurate position
estimate as the solution area in one direction is large.
Figure 8.6: The GDOP is illustrated with two different arrangements. Solid circles indicate
the solutions of the position estimate of amobile station with respect to one beacon, while error
bounds are indicated by dotted circles. Possible positions of the MS are depicted by a gray area.
Note that in figure 8.6a, two areas exist. Hence, a third beacon is required to estimate a unique
position.
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In the scope of this research the GDOP metric is therefore used to indicate the quality
of the obtained position estimates. By using the value of the GDOP found for a specific
position estimate, one can determine if that estimate should be discarded, if the GDOP is
too low. When this happens, no position estimate is available at this position. Hence there is
no coverage at this position. This approachultimately allows to determine atwhich positions
amobile station has coverage, andwhere not.
8.4 Summary
Each of the four technologies, treated in this chapter, brings different advantages and dis-
advantages. First, the RSS approach is subject to absorption in an NLOS environment.
It was shown that the absorption increases with distance, and maxes out at some distance
away from a beacon. The TOA approach suffers from synchronization issues between in-
dividual beacons. This issue is solved by the TDOA approach. In this approach, a mobile
station sends a signal first to all beacons, uponwhich they respond. The AoA approach can
yield a position estimate with one beacon less than the other approaches. However, moun-
tainous terrain can degrade the position estimate. All approaches are effected by the NLOS
environment of the ionosphere.
The GDOP is a powerful metric to determine the quality of a position estimate. This
metric can be used to determine when a position estimate should be discarded. Ultimately,
the GDOP can be used to determine the coverage. A localization system provides no cov-
erage at a certain position when the estimate at this position is discarded.
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9 — EstimationModel
The precision value can be used to determine and compare the performance of the localiza-
tion technologies, hence proving to be an extremely usefulmetric. It is thismetric that gives
insight in the precision that a localization system can provide under given circumstances.
Ultimately, the establishment of a quantitative performance metric is the basis for a feasi-
bility study and allows for the hypothesis to be asserted. The performance metric follows
from the evaluation of the Crame´r-Rao Lower Bound (Kay, 1993), abbreviated CRLB , a pow-
erful measure to indicate the minimum variance of any unbiased estimator. The derivation
of this measure eventually leads to a numerical value of the performance metric, given a
certain ionospheric environment.
This work aims to determine the precision which a positioning system can provide. The
precision indicates the spreadof apositionestimateat one standarddeviation. On theother
hand, the accuracy dictates the deviation from the mean. The lower bound provided by the
CRLB is infinitely accurate by its very nature, as it is the lower bound for an unbiased es-
timate. Thus, the goal is to express the performance of a positioning system in terms of
precision, measured inmeters.
This chapter focuses on deriving the expression for the performance metric for various
positioning systems. Each of these positioning systems uses one specific localization tech-
nology. First, an overview is given of the assumptions that have been made so far. This is
done in section 9.1. Next, a method is described to filter incoming signals so that accurate
measurements can be obtained, in section 9.2. Finally, section 9.3 treats a general approach
to the derivation of the performance metric. In this section, the general form of the CRLB
for any localization technique is derived. Ultimately, this general form leads to the charac-
teristic error. The characteristic error is the parameter which quantifies the performance of
a position estimate. In this case, that is the precision of a position estimate.
9.1 Basic assumptions
Several assumptions have been made to achieve the results presented in this and subse-
quent chapters. This section gives a recap of the assumptionsmade so far, plus an argumen-
tation about their validity.
The ionosphere is modeled as a Chapman-profile. The electron number density in the
ionosphere follows a Chapman profile, a simplification which in itself makes a couple of as-
sumptions. First, the atmosphere is assumed to consist of a single gas. Second, the neutral
density decays exponentially with increasing altitude. The Chapman profile is described in
more detail in section 4.1.2.
Ionosphericfluctuations are negligible. TheChapman-profile defines an electron density
profile which is purely dependent on altitude and SZA . Temporal fluctuations are ignored,
because their timescales are several orders of magnitude larger than the timescales rele-
vant for radio waves. This assumption, too, is elaborated in section 4.1.2.
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Mars does not have a strongmagnetic field. In this work, it is assumed that the influence
ofMars’ magnetic field is insignificant. For further reference, see section 4.2.1.
Mars is a simplified to a sphere. It is assumed that Mars is a perfectly spherical planet, in
order to simplify calculationswith respect to the performancemetric. The oblateness of the
planet is relatively small. Furthermore, theNorthern hemisphere consistsmainly of smooth
terrain. Section 8.1 treats this assumption inmore detail.
Effects of beacon location can be simplified. For beacons placed close to the Subsolar
point, the Solar zenith angle has a negligible impact on the calculations. At the Subsolar
point, the Solar zenith angle is null by definition. For small SZA angles, a simplification can
be made by using a small-angle-approximation, which states that cos(α) ≈ 1 for α < 5◦.
Without loss of generality, this simplification can be applied on Chapman theory, which fre-
quently uses sec(χ) to indicate the effects of the Solar zenith angle on the electron number
density (see section4.1.2). Thus, the simplification sec(α) ≈ 1 is used. Placing abeaconclose
to the Subsolar point makes that the radio signals, originating from that beacon, follow an
equivalent behavior to radio signals originating from the Subsolar point itself. Therefore, it
is assumed that the location of the beacon with respect to the Subsolar point is irrelevant,
as long as the central angle between the two is less than 5◦. Beaconswho are placed further
awaywill need to take this effect into account, however.
9.2 Signal filtering
Radio signals are inherently diffuse when they are received, and signal filtering is required
to filter out noise. The diffusion is caused by multipath effects in the ionosphere, who con-
stitute to varying propagation times and distortion in other signal parameters. Recall from
section 8.2.2 that rays are refracted differently depending on their initial launch elevation.
As was seen in figure 8.3, a distinction can bemade between normal rays and Pedersen rays,
which take a longer path. Amobile station at any location onMarswill thus receivemultiple
signals from the same beacon at different delay times. This is depicted in figure 9.1, and it
affects the way in which the mobile station interprets the combined signal. Consider that
each raywill have a different propagation time, signal strength, and angle of arrival. If a mo-
bile station would use all the signals, received over a long time, for position estimation, the
result would be very imprecise as there is a lot of inconsistency in the received signal prop-
erties. Hence, a method of filtering is applied to enhance the position estimate by reducing
the inconsistence caused by the various rays.
The proposition is that a position estimate can be extracted from only the first signal
from each beacon. Hereby it is assumed that beacons broadcast signals in a discontinuous
fashion, so that an initial signal exists in the first place. Furthermore, it is assumed that the
signals which arrive first must have taken the shortest path, as the distance traveled is lin-
early related to the speed of light. Therefore, they are the signals which have been least
affected by multipath effects. The goal is to filter out all the other signals at the mobile sta-
tion, so that the filtered signal only contains the rays which took the shortest path to the
mobile station. This is done by windowing the received signal in the time domain. Many
windowing methods are available. In this work, a Dirichlet window (also called a rectangu-
lar window) is selected to filter out the unwanted rays. It is defined as follows (Woan, 2000,
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Figure 9.1: An example of an inverted power profile as received by a mobile station. Individual
signals are indicated by circles. The clusters they form, indicated by arrows, are a result from
the multipath effects. The first cluster which is received, relates to the reception of normal rays.
Subsequent clusters relate to Pedersen rays.
p. 50):
w(τ) =
{
τ0 < τ < τ0 + ∆t 1
otherwise 0
(9.1)
In equation 9.1, the propagation time of the initial signal is denoted by τ0. The length ofthe observation interval is ∆t. The window function is denoted by w(τ). Essentially, this
window filters out all the rays which arrive outside the observation interval at the mobile
station. Note that the Dirichlet window, although straightforward, has several downsides
compared tootherwindowingmethods (Harris, 1978). However, the applicationof a proper
signal filter is outside of the scope of this work. Hence, an ideal Dirichlet window without
side effects is assumed.
To summarize, an ideal Dirichlet window provides an easy method of countering the
multipath effectswhich are inherent in an ionospheric environment. The results on position
estimation which are presented in this work are all filtered using an ideal Dirichlet window.
9.3 Estimating a position using the CRLB
Theprecisionof thepositionestimationof amobile stationdependson its ability tomeasure
and interpret radio signals incoming from the beacons. Several aspects of the incoming sig-
nal can be exploited. However, the measurements unavoidably contain some noise, which
causes that the position estimate is not infinitely precise. The precision of a position esti-
mate, subject to noise, can be evaluatedwith the CRLB . The CRLB states that the variance
of some unbiased estimator is at least as high as the inverse of the Fisher information (Kay,
1993;Qi andKobayashi, 2002). In this case, the parameter to be estimated is the position of
amobile station, measured in latitude and longitude. The CRLB gives a lower bound on the
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covariance of a position estimate which can be obtained. Thus, for an unbiased estimator,
no lower covariance is possible than the covariance described by the CRLB .
In a spherical world, the parameters to be estimated are the latitudinal and longitudinal
coordinates. Together, these make up the parameter vector. Hence the parameter vector
is defined as θ = [β, λ]T . The true position of the mobile station, relative to a beacon, is
defined as θ = [β, λ]T . The estimated position is expressed as θˆ = [βˆ, λˆ]T . A mobile station
estimates its distance dˆ to any one beacon by measuring some parameter of the signal. In
this chapter, that measurement parameter is denoted as τ . The measurement parameter
can come from any one of the technologies, described in the previous chapter. For example,
in an TOA-approach, the time ismeasured. An RSS -approachmeasures the signal strength,
whereas the AoA -approachmeasures the angle of arrival.
It is assumed that all measurements performed by the mobile station are independent
and identically distributed. Furthermore, it is assumed that all noise is Gaussian distributed
with zeromean. Then, themeasured parameter is equal to a function of the parameter vec-
tor f(θ), embedded in zero-mean Gaussian noisew:
τ = f(θ) +w (9.2)
The function of the parameter vector, f(θ), relates the estimated position of themobile sta-
tion to themeasurement parameter. The output of this function is the timeof arrival, τ . This
can be clarified by an example. In a TOA -approach, the estimated time of arrival increases
with distance from a beacon. This relationship can be modeled. The observed time of ar-
rival, in this case τ , is the addition of the estimated time of arrival, f(θ), with someGaussian
noise. The likelihood that the parameter vectorθ takes some value, is described in the prob-
ability density function ( PDF ):
P (τ |θ) = 1√
2piσ2
exp
[ −1
2σ2
(τ − f(θ))2
]
(9.3)
The subsequent approach, as stated byKay (1993), showshow toobtain the CRLB from
the measurement parameter. The CRLB itself equals the inverse of the expectation of the
measurementparameter. Theexpectationofτ canbe foundbyderivationof the conditional
PDF from equation 9.3 with respect to themeasurement parameter:
E(θ) = E
[
∂2lnP (τ |θ)
∂2θ
]
(9.4)
The CRLB can be found from 9.4. The unbiased estimator in this case is θˆ, so that:
var(θˆ) ≥ 1
−E
[
∂2lnP (τ |θ)
∂2θ
] (9.5)
Equation 9.5 shows the CRLB , which states that the minimum variance is either equal or
higher than the inverse of the Fisher information. This equation may be rewritten in terms
of the Fisher information matrix, which in itself is defined by:
I(θ) = −E
[
∂2lnP (τ |θ)
∂2θ
]
(9.6)
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This turns the expression for theminimumvariance of an unbiased estimator fromequation
9.5 into:
var(θˆ) ≥ 1
I(θ)
(9.7)
Concluding, equation 9.7 expresses the lower bound of the precision on the position esti-
mate.
The measurements in the measurement vector τ differ for each beacon whose signal is
measured. The derivation of the CRLB can be extended to make use of multiple measure-
ments. These measurements are defined for each beacon independently in a measurement
vector τ , representing the propagation time:
τ =

τ1
τ2...
τn
 (9.8)
Next, the Fisher information matrix is required to ultimately compute the CRLB . In this
case, it can be obtained by deriving themeasurement vector fromequation 9.8with respect
to each element in the parameter vector θ . Essentially, themeasured propagation time for
each beacon is derivatedwith respect to the latitude and longitude. This is achieved using a
Jacobian J :
J =
∂τ
∂θ
=

∂τ1
∂β
∂τ1
∂λ
∂τ2
∂β
∂τ2
∂λ... ...
∂τn
∂β
∂τn
∂λ
 (9.9)
Then, the Fisher informationmatrix I(θ) can bewritten as:
I(θ) = JMPJ
T (9.10)
The measure of precisionMP in equation 9.10 is the inverse of the covariance matrix∑,spanned for the number of beacons in the system:
MP =
∑−1
= diag(σ−21 , σ
−2
2 , . . . , σ
−2
n ). (9.11)
The use of the standard deviations in equation 9.11 requires some clarification. The stan-
dard deviations of the measurement parameters τn from the parameter vector τ are in-dicated with σn. A mobile system measures some signal parameter τ , and relates it to thedistance to a beacon with an analytical model fit, as will be described in detail in chapter
10. The measurement unavoidably contains noise, hence yielding a standard deviation in
the analytical model. The standard deviations indicate dispersion caused by noise from the
ionosphere. The dispersion in themodel fit is the source of the standard deviations in equa-
tion 9.11. The simulation uses aMonte-Carlo approach tomodel the disturbances from the
ionosphere, as described in section 5.3. The standard deviations in equation 9.11 are inde-
pendent as they relate to different beacons. Another way to visualize this, is to consider
figure 8.6. The distance between the dotted lines (bound of the uncertainty) and the solid
lines (distance) indicates the standard deviation of the uncertainty.
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The CRLB itself is defined as the inverse of the Fisher informationmatrix:
CRLB = I(θ)−1 (9.12)
Combining equations 9.10 to 9.12 yields the CRLB expressed in terms of a set of nonlinear
equations, which can be found by computing the Jacobian given in equation 9.9. The CRLB
takes the form of a square matrix with its dimensions set to the number of parameters in
this matrix.
CRLB =
(
JMPJ
T
)−1 (9.13)
In this case, the CRLB takes the shape of a 2x2matrix. The variances of the longitude and
latitude can be found on the diagonals, soCRLB1,1 andCRLB2,2 respectively. In a geomet-rical sense, these elements define the semi-major and semi-minor axis of an error ellipsoid.
The off-diagonal elements,CRLB1,2 andCRLB2,1 subsequently determine the rotation ofthe ellipse.
Ultimately, the parameter of interest for determining the performance of a positioning
system is the precision, pˆ. This is the characteristic errorwhich is derived from the diagonals
of the CRLBmatrix.
pˆ =
√
var(βˆ) + var(λˆ) (9.14)
The precision given in equation 9.14 is a measure of performance for the system. The re-
sulting quantity is measured in radians, as the measurements relate to angular separations
between mobile station and beacon. In order to obtain a meaningful measure of precision,
the characteristic error canbe translated tounits ofmeters by simplymultiplyingwithMars’
equatorial radiusRM :
pˆ = RM
√
var(βˆ) + var(λˆ) [m] (9.15)
The result in equation9.15 gives theprecision, inmeters, for one specific positionof themo-
bile station with respect to a set of beacons. However, this position might change, yielding
different values for the precision. It is therefore of interest to explore the lower bound on
the precision for all possible positions of the mobile station with respect a set of beacons.
This requires the computation of the aforementionedmethod for all possible positions, and
will be left for the next chapter.
9.4 Summary
In this chapter, an estimation model is provided which determines the precision of a posi-
tioning systemusing the CRLB . The CRLB is the smallest covariancewhich is attainable by
any uunbiased estimator that uses this model. Some assumptions and simplifications have
been made. First and foremost, Mars is assumed to be a spherical planet, an assumption
which aids and simplifies the calculation of the CRLB . Estimation models which include
terrain variations have been left for further work. Furthermore, a simplified ideal filter is
used to filter signals as they arrive at themobile station. This method allows to increase the
precision even further, by decreasing noise caused bymultipath effects.
The computation of the CRLB aids in translating the distancemeasurements to a lower
bound on the precision. Such can be achieved using equations 9.8 to 9.15. To explore the
variations in precision for all positions of a mobile station, the position space must be ex-
plored, as will be done in the next chapter.
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10 — Comparison of Technologies
The performance metric, found in the previous chapter, is a valuable indication to compare
different localization technologies, as the performance of the localization system depends
on the technology used. Comparing the performances of the previously selected localiza-
tion technologies gives insight in which technology performs best under a given circum-
stance.
This chapter focuses on establishing a method of comparison of the performance met-
ric for the nominal scenario. See chapter 6 for a definition of this scenario. The procedure
described in chapter 9 is performed for each localization technology in order to obtain its
respective performance under certain nominal conditions. First, an analytical expression,
based on the ray-tracing simulation, is derived for the parameterwhichwill bemeasured by
amobile station. The analytical expression relates the orthodromic distance to the parame-
ter which is measured. It aids in computing the performancemetric for various positions of
themobile station. This is done by scanning the entire space of possible positions of themo-
bile station with respect to a certain set of beacons. The performance metric is computed
for each position, the result of which is shown in a heatmap. This heatmap demonstrates
the precision of the position estimate which amobile station can receive at any location.
The performance is expressed as themean estimated precision, denoted as µpˆ with a unitin meters. The mean precision is determined by taking the mean of all precisions, found in
the heatmap, inside the area bounded by the beacons. The beacons are points of a square
with sides of 10◦ in latitude and longitude. The space inside the square defines the area.
Inside this area, the precision is measured for each position of the mobile station. Position
estimates outside the square are ignored. The latter is done under the assumption that a
mobile station always stays inside the area bounded by the beacons. The effect of this as-
sumption ismerely that a localization systemmust be set up such that thebeacons surround
the area for which one wants to provide positioning information. The performance of the
area inside the square is averaged, yielding µpˆ.In the subsequent comparison, a beacon system consisting of four beacons is chosen. A
minimumof threebeacons is required touniquely estimateaposition, aswas shown in chap-
ter 8. A fourth beacon is added to ensure that there are always three beacons in range. A
subsequent chapter will deal with beaconswhich are out of range or otherwise unavailable.
The only limitation, which is taken into account for this comparison, is the skip distance. For
frequencies above the plasma frequency, signals of nearby beacons cannot be received if
the orthodromic distance to them is lower than the skip distance. Section 6.3.2 explains this
effect in more detail.
The performance is evaluated separately in sections 10.1 to 10.3 for the TOA , RSS and
AoA approaches, respectively. A discussion and comparison is presented in section 10.4.
10.1 Time of Arrival
The system performance in a system using TOA is determined by finding the CRLB of the
precision using measurements obtained from data of the ray-tracing simulation. In a TOA
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Figure 10.1: A least-squares polynomial fit of the propagation time as a function of the ortho-
dromic distance for various frequencies. Solid black lines indicate the least-squares fit, whereas
dashed black lines indicate the 95% confidence level of the fit. Light gray circles indicate ignored
data. The fit is based on the dark gray points. The outlier rejection is done using the window fit
described in section 9.2. The mean standard deviation, σ¯, increases with frequency1.
approach, the distance between a beacon and a mobile station follows from the time the
rays take to propagate from one to the other. As is described in chapter 8, localization is
done in a NLOS environment and as a result the distance is not simply dependent on the
propagation time and speed of light.
To find the CRLB for a TOA system, one wants to measure the propagation time τ and
relate it to the distance between beacon andmobile station. Therefore, in this case, propa-
gation time is the measurement parameter. The relationship can be found using simulation
data, as depicted in figure 10.1. In this figure, grey data points indicate at what delay and
distance from the origin a ray collided with the surface. At this point, it is imagined that the
ray is received by amobile station. Therefore, the data points indicate propagation times of
rays received by a mobile station at a certain distance away from a beacon. Herein, a dis-
tinction has been made between data which is discarded (light gray in the figure), and data
which has been preserved for model fitting (dark gray). The distinction is performed using
the approach previously described in section 9.2. An analytical expression for the relation-
ship can be found by fitting the data to a polynomial using a least-squares fit. It is found that
a cubic polynomial closely represents the relationship between the orthodromic distance
dn, defined in equation 8.2, and propagation time τ :
τ = ad3n + bd
2
n + cdn + g [ms] (10.1)
In equation 10.1, the constants a, b, c and g vary for the frequency used and the composi-
tion of the environment. Therefore, equation 10.1 needs to be re-evaluated for different
frequencies and scenarios, leading to different performance metrics. Figure 10.1 demon-
strates the least-squares fit obtained for ray frequencies of 2.5MHz and 4.5MHz. Table
10.1 gives an overview of the constants obtained to create the fits for several frequencies.
Furthermore, the standarddeviationof the least-squaresfit,whichvarieswith frequency
too, is derived from the confidence level of the fit. The fits made in figure 10.1 use a con-
1The standard deviation is different for each beacon. Nevertheless, it is found that this differ-
ence is less than 1%. Hence, themean standard deviation is used as a simplification. 76
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Table 10.1: Model fit parameters for various frequencies where TOA is used. The polynomial fit
has the shape τ = ad3n + bd2n + cdn + g. The data is obtained using the nominal scenario.
f 2.5MHz 3.5MHz 4.5MHz 5.5MHz
a [ms km−3] −3.405 · 10−12 −4.339 · 10−12 1.55 · 10−12 −2.299 · 10−11
b [ms km−2] 5.626 · 10−9 6.424 · 10−9 2.92 · 10−9 2.83 · 10−8
c [ms km−1] 3.482 · 10−7 4.28 · 10−8 −2.97 · 10−7 −8.71 · 10−6
g [ms] 6.85 · 10−4 7.60 · 10−4 8.63 · 10−4 2.00 · 10−3
1σ 2.12 · 10−2ms 2.43 · 10−2ms 3.80 · 10−2ms 1.73 · 10−2ms
Skip distance 0km 0km 127.1km 271.9km
fidence level of 95%, indicated by dashed lines. The standard deviation for any given fre-
quency can subsequently be derived from these confidence levels.
A lack of data points for lower distances in figure 10.1 demonstrates that the minimum
distance for which measurements are available increases with frequency. This is the effect
of the skip distance, which was previously discussed in section 6.3.2. The skip distance for
f = 2.5MHz, shown in figure 10.1a, is non-existent, whereas the skip distance for f =
4.5MHz (figure 10.1b) equals 127.1km. These results agree with the results found for the
MUF in section 6.3.2.
The distance is represented as an orthodromic distance, which has been defined before
in equation 8.2 and can be combined with equation 10.1 to yield the full expression for the
measurement vector. The analytical expression in equation 10.1 only describes the propa-
gation timebetween themobile stationandone specificbeacon. Inorder toget a full expres-
sion of the measurement vector, all beacons in the system need to be taken into account.
Assuming n beacons available, this leads to the following expression:
τ =

ad31 + bd
2
1 + cd1 + g
ad32 + bd
2
2 + cd2 + g...
ad3n + bd
2
n + cdn + g
 (10.2)
The next step leading to the CRLB for a TOA approach is to derive the Jacobian of the
measurement vector, previously defined in equation 9.9. It is not of interest to describe the
complete computation of all the partial derivatives here. A general derivation for both δτδβ
and ∂τ∂λ can be found in appendix A.1. The resulting partial derivative with respect to thelatitude for a certain beacon n is found in equation A.8:
∂τ
∂β
=
(
3ad2n + 2bdn + c
) RM√
1− x2
· (cos(βBC) sin(βMS) cos(∆λ) + sin(βBC) cos(βMS)) (10.3)
Similarly, for the longitude, found in equation A.13:
∂τ
∂λ
=
(
3ad2n + 2bdn + c
) RM√
1− x2 cos(βBC) cos(βMS) sin(∆λ) (10.4)
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The measure of precision, defined in equation 9.11, consists of the standard deviations of
the analytical fit. These are given in table 10.1. It is found that the standard deviations are
equal within 1%. Themeasure of precision for various frequencies subsequently yields:
MP (f = 2.5MHz) = diag(2.22 · 109, 2.22 · 109, 2.22 · 109, 2.22 · 109) s−2 (10.5)
MP (f = 3.5MHz) = diag(1.69 · 109, 1.69 · 109, 1.69 · 109, 1.69 · 109) s−2 (10.6)
MP (f = 4.5MHz) = diag(6.94 · 108, 6.94 · 108, 6.94 · 108, 6.94 · 108) s−2 (10.7)
MP (f = 5.5MHz) = diag(3.35 · 109, 3.35 · 109, 3.35 · 109, 3.35 · 109) s−2 (10.8)
A solution for the precision can be found with the use of equation 10.3 and 10.4, and the
ionospheric composition from the nominal scenario, defined in section 6.1. Inserting equa-
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(a) f = 2.5MHz. µpˆ = 3.1m
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(c) f = 4.5MHz. µpˆ = 5.4m
Longitude [deg]
La
tit
ud
e 
[de
g]
 
 
−8 −6 −4 −2 0 2 4 6 8
−8
−6
−4
−2
0
2
4
6
8
Pr
ec
is
io
n 
[m
]
0
5
10
15
20
25
30
(d) f = 5.5MHz. µpˆ = 16.0m
Figure 10.2: The obtained performance for a TOA -based positioning system for four frequen-
cies: fig. 10.2a 2.5MHz, 10.2b 3.5MHz, 10.2c 4.5MHz, 10.2d 5.5MHz. The setup of the
positioning system is such that four beacons are placed in the corners at latitudes β = ±5.0◦
and λ = ±5.0◦, indicated by triangles in the figures. The subsolar point is at (0,0). Performance
is evaluated by a search over all possible locations of the mobile station, yielding the heatmaps
above. Note that the scale of the colors is defined differently for each subfigure.
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tions 10.3 and 10.4 into equation 9.9 yields a solution for the Jacobian, which in turn can
be used to compute the Fisher information matrix and subsequently the CRLB , ultimately
leading to the estimated precision. To obtain a quantitative result, the values for the least-
squares fit from table 10.1 are used. The result of this endeavor is a heatmap showing the
performance of an ideal TOA -based positioning system under pre-specified conditions,
shown in figure 10.2.
The performance is evaluated for the nominal scenario, c.f. table 6.1, and for four inde-
pendent system frequencies. A comparison of figures 10.2a to 10.2d show that for all cases,
the best performance is obtained centrally between the beacons. However, in the analysis,
the beacons are placed in a perfect grid. In reality this might prove to be impossible due to
terrain constraints, negatively influencing the obtained performance. Furthermore it has
been assumed that positioning is done on a spherical planet. Hence, fluctuations in the ter-
rain are not taken into account. The resulting performance is thus only an ideal case.
The initial results from figure 10.2 in an ideal setup also demonstrate that in all cases,
a system with a lower system frequency yields better performance results. This can be ex-
plained by considering the increase in standard deviationwith higher frequencies, as shown
in table 10.1. Furthermore, the skip distance has a profound effect on the performance. At
areas around the beacons, a jump in performance can be seen. This is caused by a loss of
signal from the nearby beacon, degrading the availability to only three beacons, causing a
performance degradation.
10.2 Angle of Arrival
A receiver using an AoA -based approach determines its position by interpreting the inci-
dent elevation angle of signals from different beacons. In order to resolve a position esti-
mate in 2D-space, only two signals from two independent beacons are required. However,
an obvious complication is the nature of the NLOS ionospheric environment in which the
system has to operate. Signals are refracted differently depending on their launch eleva-
tion and initial location, causing diffusion and distortion in the angle of arrival. This section
treats a similar approach to obtaining the CRLB as was done wit a TOA -based approach.
However, this time the angle of arrival is used.
In order to find the CRLB for an AoA -based approach, it is necessary to measure the
angle of arrival of a signal froma certain beacon, and relate it to the distance to that beacon.
As such, themeasurement parameter is the angle of arrival, denoted γa. The simulation hasbeen used to find the relationship between this angle and the distance, as is shown in figure
10.3. The sameoutlier rejectionmethod is usedaswith the TOA method. Datapointswhich
are rejected are depicted light-gray in the figure, whereas data points which are accepted
are dark gray. Note that the same dataset is used as for the TOA approach. As a result, the
same skip distances are found for the AoA approach, which is evident from the figure.
In order to find a relation between the orthodromic distance and the angle of arrival, an
analytical expression is fitted to the data. The best fit turns out to be exponential, yielding
the following relationship:
γa = a exp(bd) + c exp(gd) (10.9)
The constants a, b, c and g depend on the current state of the environment aswell as the ray
frequency and launch azimuth. The distance to a beacon is indicated by d. The results in
figure 10.3 are specifically obtained for a ray frequency of 2.5MHz and 4.5MHz, in figures
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Figure 10.3: A least-squares exponential fit of the angle of arrival as a function of the ortho-
dromic distance for four frequencies. Solid black lines indicate the fit and its 95% confidence
levels (dashed). Points which were used for the fit are depicted in dark gray whereas points
which were discarded are depicted in light gray. In both cases, a beacon position of (0◦, 0◦) in
lat/lon coordinates has been used, with an azimuth of 0◦.
Table 10.2: Model fit parameters for various frequencies where AoA is used. The exponential
fit has the shape γa = a exp(bd) + c exp(gd). The data is obtained using the nominal scenario.
f 2.5MHz 3.5MHz 4.5MHz 5.5MHz
a [rad] 1.594 1.617 1.227 7.09
b [km−1] −3.558 · 10−3 −3.241 · 10−3 −5.803 · 10−3 −1.68 · 10−2
c [rad] 5.993 · 10−3 1.180 · 10−5 0.772 1.642
g [km−1] 4.751 · 10−3 1.528 · 10−2 −1.912 · 10−3 −2.893 · 10−3
1σ 8.20 · 10−3rad 1.46 · 10−2rad 1.23 · 10−2rad 2.44 · 10−2rad
10.3a and 10.3b respectively. Table 10.2 gives an overview of the expression constants for
various frequencies.
The next step is to construct and derive themeasurementmatrix for the angle of arrival.
This matrix is constructed for the number of beacons n:
γa =

a exp(bd1) + c exp(gd1)
a exp(bd2) + c exp(gd2)...
a exp(bdn) + c exp(gdn)
 (10.10)
The Jacobian of the measurement matrix, defined in equation 10.10, is obtained by first
combining it with the expression for the orthodromic distance, previously defined in equa-
tion 8.2. Subsequently, the matrix can be derived with respect to both the longitude and
latitude. The details of this derivation can be found in appendix A.3, equations A.23 and
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A.25:
∂γa
∂β
=
[
ab expbdn +cg expgdn
] −RM√
1− x2
· (cos(βBC) sin(βMS) cos(∆λ) + sin(βMS) cos(βBC)) (10.11)
∂γa
∂λ
=
[
ab expbdn +cg expgdn
] RM√
1− x2
cos(βBC) cos(βMS) sin(∆λ) (10.12)
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(a) f = 2.5MHz. µpˆ = 5.29m
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(b) f = 3.5MHz. µpˆ = 3.62m
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(c) f = 4.5MHz. µpˆ = 9.36m
Longitude [deg]
La
tit
ud
e 
[de
g]
 
 
−8 −6 −4 −2 0 2 4 6 8
−8
−6
−4
−2
0
2
4
6
8
Pr
ec
is
io
n 
[m
]
0
10
20
30
40
50
(d) f = 5.5MHz. µpˆ = 29.13m
Figure 10.4: The estimated performance for an AoA -based beacon system. The performance
map is obtained with four beacons, positioned at latitudes and longitudes ±5◦. The subsolar
point is at (0◦,0◦). Note that the scale of the colors is defined differently for each subfigure.
An unambiguous result from the figures is that the performance decreases with increasing fre-
quency.
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Themeasure of precision MP is again found to consist of standard deviations are equal, asit was found that they are equal within 1 %. Thus, the MP for the AoA -approach equalsfor the simulated frequencies:
MP (f = 2.5MHz) = diag(1.49 · 104, 1.49 · 104, 1.49 · 104, 1.49 · 104) rad−2(10.13)
MP (f = 3.5MHz) = diag(4.69 · 103, 4.69 · 103, 4.69 · 103, 4.69 · 103) rad−2(10.14)
MP (f = 4.5MHz) = diag(6.61 · 103, 6.61 · 103, 6.61 · 103, 6.61 · 103) rad−2(10.15)
MP (f = 5.5MHz) = diag(1.68 · 103, 1.68 · 103, 1.68 · 103, 1.68 · 103) rad−2(10.16)
Likewith the TOA -approach, the derivations for the latitude and longitude, obtained in
equations 10.11 and 10.12 respectively, are used to compute the CRLB . The computations
use the values for the model constants, found in table 10.2. The performance of an AoA
-based system is then calculated for various locations of themobile stations and for various
frequencies. This leads to the heatmap shown in figure 10.4. In this figure, the performance
is shown for a nominal scenario. It is evident from the individualmaps that the performance
degrades as the system frequency increases. The skip zone is indistinguishable by the cir-
cular areas around the beacons on themap. In these areas, the performance takes a sudden
drop, caused by the loss of signal from the nearby beacon. This loss of signal is a direct result
of the skip distance. As the frequency increases, the skip distance increases, an effectwhich
is reflected as well by the increase of the circular areas around the beacons. The mean pre-
cision increases particularly fast for system frequencies above the plasma frequency, which
is 4.45MHz in this case.
10.3 Received Signal Strength
In a RSS -basedapproach, the signal strength ismeasuredand related to thedistance through
some predefinedmodel fit. The signal strength in an NLOS environment does not decrease
with distance linearly. Instead, it peaks at a certain distance from a beacon. Clearly, the re-
ceived signal strength, denoted by Pr , is the measurement parameter in this approach. Inthis section, themodel fit is obtained by the use of simulation data. Subsequently, the preci-
sion is calculated as has been done in sections 10.1 and 10.2.
A result of the simulated signal strength as a function of the distance is shown in figure
10.5. In here, the skip distance is evident from the lack of signal strength at shorter dis-
tances. Furthermore, the signal strength peaks at a certain distance away from the beacon.
This is in linewith the theory fromsection 8.2.1, where the effects of an NLOS environment
on the signal strength have been described.
Ananalytical expression canbederived fromthemeasurements infigure10.5. A second-
order Gaussion fit of themeasurements is expressed as follows:
Pr = a1 exp
(
−
(
dn + b1
c1
)2)
+ a2 exp
(
−
(
dn + b2
c2
)2)
(10.17)
The six constants in equation10.17varywith frequencyand ionospheric composition. Hence,
evaluation for variations in these external variables is essential. Table 10.3 expresses the
constants found for variations in system frequency. In this table, the standard deviation of
the absorption is also given for each system frequency. It is expected that the precision of
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Figure 10.5: A least-squares fit of the received signal strength, expressed as absorption, as a
function of the orthodromic distance for various frequencies. Solid black lines indicate the fit
and its 95% confidence levels (dashed). Points which were used for the fit are depicted in dark
gray, whereas points which were discarded are depicted in light gray. In both cases, a beacon
position of (0◦, 0◦) in lat/lon coordinates has been used, with an azimuth of 0◦.
the whole system will decrease with increasing frequency, as the standard deviation of the
absorption rises with increasing frequency.
The measurement matrix for n beacons is obtained from the definition of the second-
order gaussian fit, stated in equation 10.17:
Pr =

a1 exp
(
−
(
d1+b1
c1
)2)
+ a2 exp
(
−
(
d1+b2
c2
)2)
a1 exp
(
−
(
d2+b1
c1
)2)
+ a2 exp
(
−
(
d2+b2
c2
)2)
...
a1 exp
(
−
(
dn+b1
c1
)2)
+ a2 exp
(
−
(
dn+b2
c2
)2)

(10.18)
The derivation of equation 10.18 yields the Jacobian for the RSS method:
δPr
δβ
=
[
(dn − b1)a1
c1
exp
(
−
(
dn − b1
c1
)2)
+
(dn − b2)a2
c2
exp
(
−
(
dn − b2
c2
)2)]
· 2RM√
1− x2 [cos(βBC) sin(βMS) cos(∆λ) + sin(βBC) cos(βMS)] (10.19)
δPr
δλ
=
[
(dn − b1)a1
c1
exp
(
−
(
dn − b1
c1
)2)
+
(dn − b2)a2
c2
exp
(
−
(
dn − b2
c2
)2)]
· 2RM cos(∆λ− 1)√
1− x2 [cos(βBC) cos(βMS) sin(∆λ)] (10.20)
For the RSS method, it has again been found that the standard deviations are equal within
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1%. Themeasure of precision yields:
MP (f = 2.5MHz) = diag(1.386
−2, 1.386−2, 1.386−2, 1.386−2) dB−2 (10.21)
MP (f = 3.5MHz) = diag(0.613
−2, 0.613−2, 0.613−2, 0.613−2) dB−2 (10.22)
MP (f = 4.5MHz) = diag(1.195
−2, 1.195−2, 1.195−2, 1.195−2) dB−2 (10.23)
MP (f = 5.5MHz) = diag(3.063
−2, 3.063−2, 3.063−2, 3.063−2) dB−2 (10.24)
The full derivations of equations 10.19 and 10.20 can be found in appendix A.2. The
derivations obtained in equations 10.19 are used to compute the CRLB for the RSS -
method. The results are shown in the heatmaps in figure 10.6 for various frequencies. Note
that the precision does not decrease linearly with increasing frequency. The best precision
is obtained for a frequencyof 3.5MHz. Interestingly, the RSS -basedapproachoutperforms
all other approaches in terms mean precision. The RSS -based approach with system fre-
quency of 3.5MHz shows the best performance of all technologies treated so far. There
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Figure 10.6: The estimated performance for a RSS -based beacon system. The performance
map is obtained with four beacons, positioned at latitudes and longitudes ±5◦. The subsolar
point is at (0◦,0◦). Note that the scale of the colors is defined differently for each subfigure.
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Table 10.3: Model fit parameters for various frequencies where RSS is used. The model fit is
defined in equation 10.17. The data is obtained using the nominal scenario.
f 2.5MHz 3.5MHz 4.5MHz 5.5MHz
a1 [dB] −76.83 −104.1 −132.9 −11.37
b1 [m] 47.49 65.14 28.98 264.4
c1 [m
−1] 132.8 156.5 294.1 43.11
a2 [dB] −42.16 32.52 −8.36 −68.77
b2 [m] 118.1 211.1 500.5 225.0
c2 [m
−1] 348.3 337.9 96.11 242.5
1σ 1.386dB 0.6130dB 1.195dB 3.063dB
is a significant discrepancy in performance for system frequencies above the plasma fre-
quency (4.45MHz), compared to those below. This discrepancy is most evident from the
RSS -based approach, but the data for the other approaches suggest a similar discrepancy.
Note the difference inmean precision for various frequencies in figure 10.2 and 10.4.
10.4 Summary
The results from the previous sections have shown that the best results are obtained by us-
ing a RSS -based approach. Both the AoA -based and TOA -based approach yield compara-
ble results. Nevertheless, the performance of all approaches is comparable. Furthermore,
a higher ray frequency is harmful for all technologies. It is evident that an increase in fre-
quency causes a decrease in precision, nomatter which technology is selected. Specifically,
a significant degrade in performance is seen for system frequencies above the plasma fre-
quency. Therefore, a sound conclusion is to assure that the used frequency stays below the
plasma frequency.
So far, a comparison has only beenmade under a nominal scenario and ideal conditions.
The question is how the precision responds with a varying environment. The next chapter
therefore focuses on exploring the performancewith different scenario’s and different bea-
con placements.
A FEASIBILITY STUDYONGROUND-BASED LOCALIZATION FORMARS EXPLORATION 85
CHAPTER 11. PERFORMANCE ENVELOPE
11 — Performance Envelope
The overall performance of each technology is determined by studying their respective per-
formance envelope. So far the performance of various technologies has been evaluated
for nominal ionospheric conditions. The performance envelope is defined as a set of limits
within which some localization technology can provide a position estimate.
Several factors generally limit a ground-based localization system like the one in this
work. First, there is the ionosphere, which continuously changes. Second, the frequency
affects the propagation of signals, causing variations in performance. Third, in some cases,
the reception of beacon signals will be tooweak to determine a position at all. These events
will limit the area in which a position estimate can be obtained, and thus ultimately the cov-
erage that a localization system provides. Last, there is the issue of beacon placement. It
is expected that adding more beacons to the system will increase performance by enhanc-
ing the coverage and precision. Adding more beacons might mitigate the impact of the skip
distance on the precision, which was previously discovered in chapter 10.
In this chapter, the system parameters are varied to find operational limits and optimal
characteristics. Previously, scenarios have been definedwhich classify the state of the iono-
sphere. Section 11.1 demonstrates the impact of the variations in the ionosphere under
these scenarios. Next, frequency effects are explored in section 11.2. The technical limita-
tions, imposed by the antennae used, are explored in section 11.3. Section 11.4 examines
the effects and optimal coverage of the locations of individual beacons. Finally, section 11.5
gives an overview of the results found in this chapter.
11.1 Ionospheric effects
Different performance results are obtainedwith different ionospheric compositions. Recall
that the ionospheric compositions have been previously defined in scenarios in section 6.1,
specifically in table 6.1. This section analyses the performance results for various scenarios
by comparing the mean precision that can be obtained in each scenario. The following five
scenarios are evaluated:
• Nominal: the nominal scenario
• Max: maximum Solar interaction
• Min: minimum Solar interaction
• Duststorm: an ionosphere during a dust storm
• SEP: an ionosphere during a SEP event
The results for each scenario are shown in figure 11.1. The figure demonstrates that the
best performances can be obtained with both the TOA and AoA -approach. Using these
approaches, a sub-10 meter resolution is achieved in practically all circumstances. The re-
sults for the RSS -approach are not so unambiguous. Formost scenarios, the RSS -approach
yields performance comparable to the other approaches. However, dissimilar results are
obtained for themin and SEP scenarios. Conclusively, the RSS approach deems to be not re-
liable under all circumstances. The TOA and AoA approaches are stable, yielding aposition
estimate under any scenario. According to figure 11.1, the TOA approach achieves a preci-
A FEASIBILITY STUDYONGROUND-BASED LOCALIZATION FORMARS EXPLORATION 86
CHAPTER 11. PERFORMANCE ENVELOPE
Nominal Max Min Duststorm SEP
0
20
40
60
M
ea
n 
pr
ec
isi
on
 µ
p 
[m
]
 
 
TOA
RSS
AoA
Figure 11.1: A comparison of the obtained performance using a TOA , RSS or AoA approach
for all scenarios. The operating frequency is 2.5MHz. The measures of precision MP , used toobtain these results, are found in appendix B.
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(a) Performance of the TOA approach
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(b) Performance of the AoA approach
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(c) Performance of the RSS approach
Figure 11.2: An overview of the performance at operating frequencies from 2.5MHz to
5.5MHz, with steps of 1MHz. Some results are missing as the system was unable to yield
any position estimate under those conditions. The measures of precision MP , used to obtainthese results, are found in appendix B.
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sion of less than 13m under any scenario, when a frequency of 2.5MHz is used. Specifically,
the TOA-approachattains aprecisionof less than 8m for thenominal scenario. For the same
frequency, the AoA -approach achieves a precision less than 6m, and the RSS -approach a
precision less than 58m for any scenario. Clearly, the AoA -approach outperforms the oth-
ers in terms ofminimumobtainable precision for the aforementioned frequency. A study on
frequency variations can determine if this conclusion holds for all operational frequencies.
11.2 Frequency effects
It is found that the operating frequency heavily impacts the performance of a positioning
system. The performance has been evaluated for various operating frequencies. This is
done for all approaches, and for all scenarios.
The performances as a function of frequency are depicted in figure 11.2. The results are
consistent with the conclusion obtained in section 11.1. The best performance is obtained
by using either the TOA approach, shown in figure 11.2a, or the AoA -approach, shown in
figure11.2b. Although the AoA approachobtains themost consistent results for all scenar-
ios at a frequency of 2.5MHz, this approach showsmorefluctuations at higher frequencies.
The results are more inconsistent at higher frequencies. Especially, the performance under
the SEP scenario is poor, as it quickly degrades with increasing frequencies.
The performance is worse across the board when the RSS approach is used. Still, the
best performance for this method is obtained at an operating frequency of 2.5MHz. This
outcome is consistent with that of the performance under the TOA approach. The largest
discrepancies in performance for different scenarios are seen for frequencies of 4.5MHz
and 5.5MHz. For lower frequencies, the discrepancies are smaller, a result which is consis-
tent with that for the TOA approach.
The frequency analysis shows that a lower frequency is beneficial in terms of perfor-
mance, stability and consistency. The best performance overall is obtained with the AoA
-approach under a frequency of 2.5MHz, yielding an upper bound on the precision of 6m.
Thismetric entails that, for any scenario, theprecisionwill always less than theupperbound.
Anoverviewof theupperboundsof all combinations of frequency and technology is given in
table 11.1. Although the AoA -approach may yield the best upper bound, it is evident from
table 11.1 that the TOA -approachs has a more favorable upper bound for higher frequen-
cies. The upper bound never raises above 26m. Therefore, it is said that the TOA approach
is themost stable. The RSS -approach underperforms significantly.
Table 11.1: A comparison of the upper bound on the precision for a given frequency and tech-
nology. The upper bound on the precision is the precision with which an estimate can be ob-
tained for any scenario. The same results are also evident from figure 11.2.
Frequency TOA AoA RSS
2.5MHz 13m 6m 58m
3.5MHz 8m 73m 47m1
4.5MHz 9m 55m 138m1
5.5MHz 26m2 38m2 95m1
1No position estimation was possible for the SEP andmin scenario.
2No position estimation was possible for the SEP scenario. 88
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Figure 11.3: An overview of the blackout factor, expressed in percentages, of all localization
technologies for operating frequencies from 2.5MHz to 5.5MHz, with steps of 1MHz. Under
some circumstances, practically no blackout is experienced. The measures of precision MP ,used to obtain these results, are found in appendix B.
11.3 Antenna effects
Signals with too little signal strength can not be properly received by amobile station, caus-
ing a loss of signal and degrading the precision of a performance estimate. In chapter 7, it
was determined that a maximum absorption of 119.64dB is tolerable, regardless of eleva-
tion angle. The absorption is calculated in equation 4.38 for the entire path of the ray, and
then compared to this lower bound. Any signal below this lower bound is lost and cannot be
used for position estimation.
The blackout factor, Bf , represents the percentage of signals which arrive at a mobile
station, but with a signal strength below the lower bound. The blackout factor for one sig-
nal from one beacon is binary; a signal is either received successfully or it is not. In a situa-
tion where n beacons are available, the number of beacons from which a signal is received
successfully is indicated by ns. Thus, when four beacons are present, the blackout factor is
1 − ns/n = {0, 0.25, 0.5, 0.75, 1}. Note that blackout is the opposite of coverage. In an areawhere a blackout persists, no coverage can be provided.
The blackout factor in itself varies with frequency and distance. Themean blackout fac-
tor expresses the average factor of blackout, experienced by amobile station, over a certain
area between a set of beacons. It is ameasurewhich indicates how severe the performance
estimate is degraded due to a lack of a successfully received signal. The mean blackout sig-
nal is expressed as follows:
µBf =
1
N2
N∑
β=1
N∑
λ=1
1− ns,β,λ
nβ,λ
(11.1)
In equation 11.1, the area, in which amobile system operates, is spanned by a certain range
in longitude λ and latitude β, evaluated inN steps.
The mean blackout factor depends on the chosen scenario and frequency. Figure 11.3
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gives an overview of the blackout factor for various scenarios and frequencies. The results
indicate that blackout is not a significant issue for the nominal,max and duststorm scenario.
Higher percentages are encounteredwith themin and SEP scenarios. The blackout factor is
seen steadily rising with frequency. This behavior equals the results found in section 6.4.2,
where it was shown that an increase in frequency causes an increase in absorption. This, in
turn, causesmore blackout.
It is evident from figure 11.3, that the lowest blackout factors are obtained at a fre-
quency of 2.5MHz. The blackout factor escalates with rising frequency. Hence, from the
point of successful signal reception, it is concluded that a lower frequency is beneficial. All
in all, the coverage provided by the system is high, as the blackout factors for the nominal
andmax scenarios is below 8%, as is evident from figure 11.3. Hence, the coverage is above
92 % for these scenarios. In the case of a min scenario, the blackout is 13 % for an oper-
ating frequency of 2.5MHz, and it steadily rises for higher frequencies. The SEP scenario
shows similar results. Curiously there is no blackout experienced at all for the duststorm
scenario. One possible explanation for this could be the fact that the ionospheric peak den-
sity is lifted during a dust storm. Radio signals are refractedmore before reaching the peak,
hence experiencing a lower total absorption.
11.4 Location effects
The location affects the performance in two ways. First, a signal can be lost due to absorp-
tion if a beacon is placed too far away. Second, the geometric dilution of precision may be
too high, whichmakes that a position estimatemust be discarded.
11.4.1 Beacon placement
The placement of the beacons influence the quality of signals received at the mobile sta-
tion, and consequently, the obtained performance for a position estimate. Several factors
limit an optional placement of the beacons. First, the skip distance limits reception close to
a beacon, aswas proven in section6.3.2. Second, themodels obtained in chapter 10 are only
valid in the range forwhich amodelfit could bemade from the simulation data. This range is
lower bounded by the skip distance, and upper bounded by somemaximumdistance c.f. fig-
ure 6.8. Third, the limits on the signal strength dictate when a signal is lost due to low signal
strength. Section 6.4.2 proved that the absorption increases with distance. Hence, an up-
per boundexists, definedby themaximumallowedabsorption. All these bounds themselves
depend on many factors, like the ionospheric composition and the operational frequency
which is used.
Furthermore, the previous sections have shown that the performance can be poor for
certain scenarios or localization technologies. This leads to the question if beacons can be
placed such, that the performance is enhanced under all scenarios. To examine this, several
beacon arrangements are defined. An arrangement contains information about the location
of beacons. So, each arrangement contains a certain number of beacons, placed at specific
locations. It is expected that the arrangementswithmorebeacons yield abetter position es-
timate, as there are simply more beacons to provide positioning information. The following
arrangements are defined:
• RECT-S: 4 beacons, placed in a square with sides of 5◦
• RECT-L: 4 beacons, placed in a large square with sides of 10◦
A FEASIBILITY STUDYONGROUND-BASED LOCALIZATION FORMARS EXPLORATION 90
CHAPTER 11. PERFORMANCE ENVELOPE
• GRID-S: 12 beacons, placed in a rectangular grid. Beacons are spaced by 10◦
• TRIA-S: 14 beacons, placed in amesh of equilateral triangles with sides of 5◦
• TRIA-L: 14 beacons, placed in amesh of equilateral triangles with sides of 10◦
A graphical representation of the five beacon arrangements is given in figure 11.4. The
RECT-L arrangement is considered the standard; it has been used in this research so far.
A comparisonof performance fordifferentbeaconarrangements is shown infigure11.5.
In the figure, only the performance for the nominal scenario (fig. 11.5a) and themin scenario
(fig. 11.5b) is shown. It is clear that the beacon arrangements with more beacons yield a
better performance. These are the GRID-S, TRIA-S and TRIA-L arrangements. The beacons
in the TRIA-S arrangement, however, are packed closely together. As can be seen from fig-
ure 11.5, this only increases the performance marginally. In other words, the GRID-S and
TRIA-L arrangement cover a lot more surface for a comparable performance to the TRIA-S
arrangement. This is considered a downside for the TRIA-S arrangement, as a closely packed
arrangement needs a lot more beacons to cover a certain area. When more beacons are
needed, the mission cost rises. The mission complexity rises, too, as more beacons need
RECT-S RECT-L GRID-S TRIA-S TRIA-L
Figure 11.4: An illustration of the five beacon arrangements. Each triangle represents one bea-
con.
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Figure 11.5: An overview of the performance using a selection of different beacon arrange-
ments. The operating frequencies are 2.5MHz and 4.5MHz. The performance for the nominal
scenario is shown in figure 11.5a, while figure 11.5b shows the performance under a minimal
scenario. Themeasures of precision MP , used to obtain these results, are found in appendix B.
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to be deployed. Therefore, the GRID-S and TRIA-L arrangements are superior to the TRIA-S
arrangement.
The lowest geometric errors are obtained by using a TRIA-S beacon arrangement. The
GRID-S and TRIA-L arrangements, compared in the figure, yield similar results. The TRIA-S
arrangement provides a precision of at least 2m for the nominal scenario, and 10m for the
min scenario, as is evident from figure 11.5. The TRIA-L arrangement, on the other hand,
provides a precision below 4m and below 20m, respectively, which is about twice as high
as the TRIA-S arrangement. This precision can be obtained for both an operating frequency
of 2.5MHz and 4.5MHz. Discarding the RSS -approach, a precision below 10m is even
possible. In themin scenario, both these arrangements and theGRID-S arrangement provide
a sub-10-meter precision for all technologies, except the RSS -approach at an operating
frequency of 4.5MHz.
Considering that themission cost and complexity is toohigh for theTRIA-S arrangement,
it can be concluded that a precision of less than 4m and 10m are possible in the nominal and
min scenario, respectively. Note that for the nominal scenario, this arrangement attains a
precision twice as low for the TOA -approach.
The malfunction of beacons has so far not been considered. It is likely that a beacon
will malfunction at some point in time. Hence, beacons should be placed such, that there
are always three beacons within range of the mobile station. As was seen in section 8.1,
three beacons are minimally required, and a fourth one is redundant. It is assumed that all
arrangements contain a sufficient number of beacons to provide some level of redundancy.
However, it is recommended to study the effects of beaconmalfunction inmore detail.
11.4.2 Dilution of precision
The geometric performance of a localization system is related to the geometry of the bea-
cons in that system. To quantify the coverage, the GDOP is calculated for each technol-
ogy, frequency and scenario. The GDOP has previously been explored in section 8.3. The
GDOP value is a dimensionless variable, indicating the geometric error causedby theplace-
ment of the beacons in a system. It was found in section 8.3 that values around 1 indicate a
low error, whereas GDOP values above 6 are generally discarded.
The GDOP has been evaluated for the nominal and min scenario in figure 11.6. Re-
sults for different frequencies and technologies have been grouped together per beacon
arrangement. The standard deviations in the results are caused by this grouping. It was
expected that the GDOP metric would be equal for any frequency or technology, as it is
purely a geometric measure. However, it has been shown in section 11.3, that beacons are
sometimes unavailable due to a weak signal strength. This poses an interesting problem, as
the number of remaining beacons are reduced. Ultimately, a reduction in beacons increases
the geometric error, and this is what causes the deviations in figure 11.6. Nevertheless, the
deviations in GDOP are quite small compared to the results obtained for the beacon ar-
rangements.
In all cases, however, the GDOP metrics show a good quality of the estimates. Refer to
section 8.3 for a description of the numerical values. It remains to be seen what the impact
is of mountainous terrain which can severely degrade the GDOP metric. This is left for
future work.
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Figure 11.6: A comparison of GDOP results for the nominal and min scenario. Error bars
indicate the standard deviation of the GDOP caused by distinct frequencies and localization
technologies.
11.5 Summary
Several limitations persist on the use of a ground-based localization network onMars.
First, ionospheric effects cause that some localization technologies cannot always be
used. It is shown that the TOA and AoA-approachesare stableunder any scenario,whereas
the RSS -approach is not.
Second, the performance degrades unambiguously under an increase in frequency. The
best results are obtained when lower frequencies are used. From the frequency analysis it
is further apparent that the TOA -approach can yield a more stable performance than the
AoA approach. Again, the performance using a RSS -approach is significantly worse than
the other two.
Third, the antennas which are used limit the reception of signals, as some signals are
too weak to be received. A blackout factor is used to measure the occurrences of loss of
signal. Generally, an increase in frequency induces a higher fraction atwhich signals are lost.
Furthermore, the SEP andmin ionospheric scenarios are especially susceptible to blackout.
Last, the locations atwhich the beacons are placed have a profound effect on the perfor-
mance of a localization system. The most optimal arrangements are the GRID-S and TRIA-L
arrangements, where beacons are placed in a rectangular and triangular grid, respectively,
andwith distances of 10◦ between the beacons.
The results indicate that a precision of less than 4m can be obtained with the use of any
technology in the nominal scenario with a TRIA-S arrangement, for frequencies of 2.5MHz
and 4.5MHz,Moreover, a precisionof less than 10m for these frequencies is achieved,when
the beacons are arranged in either an GRID-S or TRIA-L arrangement. using either an TOA
or AoA approach. The TRIA-S arrangement is discarded, as it is found to be suboptimal from
amission cost & complexity perspective.
The limitations have shown that some approaches to a localization system onMars are
to be avoided, in order to guarantee a stable systemwith a good performance. Ultimately, a
localization systemusing a TOA -approachwith frequencies of 2.5or 3.5MHz, and abeacon
arrangementwith either rectangular or triagonally placed beacons, spaced 10◦ apart, yields
the best andmost stable performance.
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12 — Conclusion&Recommendations
In this chapter, the conclusions to this work are presented in section 12.1. as this is a feasi-
bility study, this research only explores the possibilities. Many possibilities, extensions and
side-effects have not yet been accurately studied. Recommendations to themost important
improvements are given in section12.2.
12.1 Conclusion
The goal of thiswork is to assert the feasibility of the use of a ground-based system, consist-
ing of beacons, to aid in the provision of localization formobile stations onMars. It is shown
that ground-based systemshave inherent advantages to space-based systems. Accordingly,
the hypothesis of this work is stated as follows:
A ground-based system can provide positioning information required by current and future Mars
missions at a competitive precision, availability and coverage compared to a space-based position-
ing system.
A ground-based positioning system uses the ionosphere to refract radio signals. The Mar-
tian environment has been studied to determine how it inflicts with radio signals. During
the dayside, a relatively stable ionosphere is found. The dayside ionosphere allows for radio
signals to be refracted if their frequency is above the plasma frequency of an ionospheric
layer, or reflected if their frequency is below the plasma frequency. This changes during the
nightside, however, which is found to be very weak. The atmosphere of Mars is relatively
faint, and hardly affects radio signals. Therefore, radio signals experience the most severe
absorption in the ionosphere.
Mars does not have a strong global intrinsic magnetic field, but the ionosphere is sur-
rounded by an induced magnetic field, caused by the Solar wind. Furthermore, the surface
contains local crustal anomalies. However, due to the relatively low field strength, it has
been assumed that the impact of themagnetic field on radio signals is insignificant.
A simulation tool is developed1 to study the propagation of radio signals, which tracks
the paths of radio signals through a simulatedMartian environment. This simulation uses a
Chapman-profile to model the ionosphere, which is laminated to numerically approximate
the composition of an ionosphere. A ray-tracing method is used to track the signals. This
method recursively traces radio signals, or rays, and changes their direction of propagation
by having them interactwith the environment. The result is a datasetwhich is used for anal-
ysis of positioning systems.
Several scenarios are defined to classify the state of the ionosphere. These scenarios are
used in the simulation to obtain results for various extremes of ionospheric composition. A
nominal scenario defines the ionospheric composition in its nominal state, having a peak
electron density of 1.8 · 1011m−3 in theM2 layer. Themin andmax scenarios define an iono-
sphere at the point of minimum and maximum solar interaction, respectively, with a peak
electron density in the M2 layer ranging from 1.4 · 1011m−3 to 2.6 · 1011m−3. Furthermore,
1The code for the simulation is available on Github (under an MIT license): http://github.
com/rvangijlswijk/ionospheric-ray-tracer
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a dust storm and SEP scenario are defined to account for dust storms and Solar energetic
particle events. During a dust storm, the electron peak altitude rises to 137km. The main
impact of a SEP event is the rise of the peak electron density in theM1 layer, which rises to
1.2 · 1011m−3.
A comparison of the simulated dataset with existing measurements has shown that the
simulation is able to model theMartian ionosphere with a high precision. Moreover, the iris
effect emerges from the simulation results. This effect states that radio signals with an ele-
vation angle above a critical angle are not reflected nor refracted. An increase in frequency
causes an increase in the critical angle. The result set also indicates the existence of the skip
distance above the plasma frequency, rising with increasing signal frequency.
Thedeterminationof theposition of amobile station canbedonebyexploiting theprop-
erties of the received signal. Three localization technologies are studied in detail in this
work, being the time of arrival ( TOA ), received signal strength ( RSS ) and angle of arrival ( AoA
). TheCramer-Rao lower bound ( CRLB ) is used to determine the lower boundof the precision
of a position estimate, produced by any of these technologies. The CRLB yields a perfor-
mance metric for any given technology, provided a model to describe the measurements.
This performance metric is expressed as the precision of a positioning system, measured in
meters. In order to quantify the precision, a model of the relationship between the mea-
sured properties of the received signal and the position of themobile station is to be deter-
mined. The simulation is used for this purpose. An analytical model is crafted from the sim-
ulation results for each of the three localization technologies. Subsequently, the precision
of the position estimate of a mobile station is computed for various locations of the mobile
station with respect to some beacons. A comparison of the mean precision for various fre-
quencies shows that the the use of both the TOA and AoA technologies yields the best
performance. Furthermore, an increase in frequency is found to be harmful to the obtained
performance.
A comparison of the performance of all technologies in various scenarios shows that
again, both the TOA and AoA -approach yield the most stable performance. Using these
technologies, a precision of less than 6m for the AoA -approach, and a precision of less than
13m for the TOA -approach is obtained in any scenario. Furthermore, a coverage of at least
92 % is provided in all but the most extreme scenarios. Only in the min and SEP scenarios,
a lower coverage is experienced. Here it is seen as well, that the coverage increases with
decreasing frequency. The best results are always obtainedwith a frequency of 2.5MHz.
The impact of the placement of beacons has been studied to determine the most opti-
mal arrangement. It is shown that the best performance in the analyzed cases is obtained
by placing beacons either in a rectangular or triangular grid on Mars, with beacons spaced
10◦ apart. By doing so, a precision of less than 4m can even be obtained under the nominal
scenario for a frequency of 2.5MHz and 4.5MHz with any technology.
In conclusion, a ground-based beacon system is a competitive alternative to a space-
based system. In the thesis motivation, it was shown current proposals for space-based
systems indicate a precision of less than 10m. The same precision can be achieved with a
ground-based system, for a coverage of 92 %, at a lower mission cost & complexity than a
space-based system.
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12.2 Recommendations
This research has been done given an idealized situation. Several recommendations for fur-
ther work aremade to assert the feasibility of a ground-based beacon system in awider set
of conditions.
It has been assumed thatMars is a perfectly spherical planet, where variations in terrain
havebeen ignored. Mountainous terrain, valleys and craters allwill have a significant impact
on the reception of radio signals. These features cause multipath issues and block radio
signals, hence impacting the ability of amobile station to estimate its position. Furtherwork
should indicate to what extend the terrain influences a position estimate
The impact of the magnetic field on the propagation of radio signals has been ignored.
However, it is shown that strong crustal magnetic fields exist, especially in the southern
hemisphere. These magnetic fields affect the refraction and group delays of radio signals.
Further investigations should be made to determine their ultimate impact on the precision
of a position estimate.
The nightside ionosphere of Mars has not been treated in this work. As was shown, the
nightside is far more feeble than the dayside ionosphere. Nevertheless, radio signals can
still be reflected and refracted, albeit at a significantly lower frequency than for the dayside.
This ultimately impacts the design of the beacons, considering larger antennae are required
to support a lower frequency.
It is expected thatmoreperformance improvements canbeobtainedbycombining some
of the localization technologies. It is not unreasonable to assume that a beacon is able to de-
tect more than one property of an incoming radio signal, thus supporting the ability to use
more than one property to estimate a position. It is expected that this will further enhance
the performance, as well as provide a more stable position estimate. In fact, the combina-
tion of localization technologiesmight solve the aforementioned non-ideal situationswhich
have not been treated in this work.
The beacons have been assumed infallible. In reality, such is not the case. Therefore, it is
recommended to study towhat extend a performance estimate degradeswhenoneormore
beacons degrade.
Then, the antenna design can be optimized to allow for a higher maximum path loss. In
this work, only a simple short dipole is assumed. By equipping the beacons withmore novel
technologies, themaximum allowable path loss might be raised.
Finally, the TDOA technology has been mentioned, but not analyzed in detail. It is ex-
pected that this technology is able to mitigate some of the problems of a TOA -approach,
like the issue of time synchronization between beacons.
Conclusively, the outlook for a ground-based beacon system is promising. Further re-
search will have to show in more detail the performance of such a system under various
extreme cases. Nevertheless, the approach proposed in this research is a worthy alterna-
tive to a space-based system, by providing position estimates with the use of ground-based
beacons.
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APPENDIX A. DERIVATIONOF THE JACOBIAN
A — Derivation of the Jacobian
A crucial step in the determination of the accuracy of a localization system is to derivate
the formula for the measurement matrix. Both the beacon and the mobile station have a
certain position βBC , λBC and βMS , λMS respectively (see figure 5.4). In order to obtain theJacobian of the measurement matrix, it needs to be derived with respect to the parameter
vector θ . Herein, the following values are relevant:
• Orthodromic distance to a beacon n: dn
• Parameter vector: θ = [β λ]
• Longitudinal separationbetweenbeaconandmobile station:∆λ = |λBC−λMS | (referto figure 5.2.1)
A.1 Derivation for the TOA approach
The measured value for a TOA approach is the propagation time, τ . The Jacobian of this
value follows from the derivation of the propagation time from the parameter vector. The
derivation startswith the relationshipbetweenpropagation timeandorthodromicdistance.
It has been found that this relationship is a second-order polynomial, with constants a, b and
c:
τn = ad
3
n + bd
2
n + cdn + d (A.1)
It is known that the orthodromic distance depends on the angular separation and planetary
radius by dn = δφ ·RM . Furthermore, the angular separation is defined as:
δφ = cos−1 (sin(βB) sin(βM ) + cos(βB) cos(βM ) cos(∆λ)) (A.2)
Combining equations A.1 and A.2 yields:
τn = a
(
RM cos
−1(x)
)3
+ b
(
RM cos
−1(x)
)2
+ cRM cos
−1(x) + d (A.3)
x = sin(βB) sin(βM ) + cos(βB) cos(βM ) cos(∆λ) (A.4)
A.1.1 Derivationwith respect to the latitude
Thederivationof τnwith respect to the latitude,∂τ/∂β, startswithequationA.1. Thederiva-tion is donewith integration by parts:
∂τ
∂β
=
(
3ad2n + 2bdn + c
) ∂dn
∂β
(A.5)
∂dn
∂β
=
∂
∂β
RM cos
−1(x) =
−RM√
1− x2
∂x
∂β
(A.6)
∂x
∂β
=
∂
∂β
(cos(βBC) cos(βMS) cos(∆λ) + sin(βBC) sin(βMS))
= (cos(βBC) sin(βMS) cos(∆λ) + sin(βMS) cos(βBC)) (A.7)
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Inserting the partial derivatives from equations A.6 and A.7 into equation A.5 yields:
∂τ
∂β
=
(
3ad2n + 2bdn + c
) −RM√
1− x2
· (cos(βBC) sin(βMS) cos(∆λ) + sin(βMS) cos(βBC)) (A.8)
A.1.2 Derivationwith respect to the longitude
Thederivationof τnwith respect to the longitude,∂τ/∂λ, is largely comparable to thederiva-tionwith respect to the latitude. However, due to the compositionof theangular separation,
the derivation itself is less complex. Note, that the sign changes, depending on the values in-
side∆λ.
Let:
∂τ
∂λ
=
(
3ad2n + 2bdn + c
) ∂dn
∂λ
(A.9)
Then:
∂dn
∂λ
=
∂
∂λ
RM cos
−1(x) =
−RM√
1− x2
∂x
∂λ
(A.10)
∂x
∂λ
=
∂
∂λ
(cos(βBC) cos(βMS) cos(∆λ) + sin(βBC) sin(βMS))
= − cos(βBC) cos(βMS) sin(∆λ) (A.11)
(A.12)
Again, inserting equations A.10 and A.11 into A.9 yields:
∂τ
∂λ
=
(
3ad2n + 2bdn + c
) RM√
1− x2 cos(βBC) cos(βMS) sin(∆λ) (A.13)
Equation A.13 changes sign when λBC < λMS due to the derivation of∆λ. Then:
∂τ
∂λ
= − (3ad2n + 2bdn + c) RM√
1− x2 cos(βBC) cos(βMS) sin(∆λ) (A.14)
A.2 Derivation for the RSS approach
For the RSS approach, the signal strength Pr is measured. As with the TOA approach, theJacobian is found by derivating Pr with respect to the parameter vector. The relationshipbetween themeasurement value and the distance is a second-order exponential function:
Pr = a1 exp
(
−
(
dn + b1
c1
)2)
+ a2 exp
(
−
(
dn + b2
c2
)2)
(A.15)
A.2.1 Derivationwith respect to the latitude
Thederivationwith respect to the latitude is foundbyderivatingequationA.15with respect
to β:
∂PR
∂β
=
2a1
c21
(dn − b1) exp
(
−
(
dn + b1
c1
)2) ∂dn
∂β
(A.16)
+
2a2
c22
(dn − b2) exp
(
−
(
dn + b2
c2
)2) ∂dn
∂β
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The partial derivation of dn w.r.t. β is taken from equation A.6. Inserting this equation intoequation A.16 gives:
∂PR
∂β
=
[
2a1
c21
(dn − b1) exp
(
−
(
dn + b1
c1
)2)
+
2a2
c22
(dn − b2) exp
(
−
(
dn + b2
c2
)2)]
· −RM√
1− x2 (cos(βBC) sin(βMS) cos(∆λ) + sin(βMS) cos(βBC)) (A.17)
A.2.2 Derivationwith respect to the longitude
The derivation of the received signal strength w.r.t. the longitude follows the same process
as the derivation w.r.t. the latitude. Except, in this case, equation A.16 is rewritten as:
∂PR
∂λ
=
2a1
c21
(dn − b1) exp
(
−
(
dn + b1
c1
)2) ∂dn
∂λ
(A.18)
+
2a2
c22
(dn − b2) exp
(
−
(
dn + b2
c2
)2) ∂dn
∂λ
Inserting equation A.10 into equation A.18 and rewriting gives:
∂PR
∂λ
=
[
2a1
c21
(dn − b1) exp
(
−
(
dn + b1
c1
)2)
+
2a2
c22
(dn − b2) exp
(
−
(
dn + b2
c2
)2)]
· RM√
1− x2 cos(βBC) cos(βMS) sin(∆λ) (A.19)
Equation A.19 changes sign for λBC < λMS :
∂PR
∂λ
= −
[
2a1
c21
(dn − b1) exp
(
−
(
dn + b1
c1
)2)
+
2a2
c22
(dn − b2) exp
(
−
(
dn + b2
c2
)2)]
· RM√
1− x2 cos(βBC) cos(βMS) sin(∆λ) (A.20)
A.3 Derivation for the AoA approach
The derivation for the AoA approach follows the same procedure as the procedure for the
other twomethods described above. It is found that themodel fit for an AoA approach has
the following definition:
γa = a exp(bd) + c exp(gd) (A.21)
A.3.1 Derivationwith respect to the latitude
The derivation of equation A.21with respect to the latitude yields:
∂γ
∂β
=
[
ab expbdn +cg expgdn
] ∂dn
∂β
(A.22)
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Using the same procedure as before, equation A.22 is combined with equation A.6, which
produces:
∂γ
∂β
=
[
ab expbdn +cg expgdn
] −RM√
1− x2
· (cos(βBC) sin(βMS) cos(∆λ) + sin(βMS) cos(βBC)) (A.23)
A.3.2 Derivationwith respect to the longitude
The derivation with respect to the longitude follows again from equation A.21:
∂γ
∂λ
=
[
ab expbdn +cg expgdn
] ∂dn
∂λ
(A.24)
Combining equations A.24 and A.10 yields:
∂γ
∂λ
=
[
ab expbdn +cg expgdn
] RM√
1− x2
cos(βBC) cos(βMS) sin(∆λ) (A.25)
For the case where λBC < λMS :
∂γ
∂λ
= −
[
ab expbdn +cg expgdn
] RM√
1− x2
cos(βBC) cos(βMS) sin(∆λ) (A.26)
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B — Measure of Precision values
Table B.1: Values of the measure of precision MP , as found by the simulation. All values for alltechnologies and frequencies, for the nominal,max andmin scenario are listed.
Scenario Approach Frequency MP
Nominal ToA
2.5MHz MP = diag(2.22 · 109, 2.22 · 109, 2.22 · 109, 2.22 · 109)
3.5MHz MP = diag(1.69 · 109, 1.69 · 109, 1.69 · 109, 1.69 · 109)
4.5MHz MP = diag(6.94 · 108, 6.94 · 108, 6.94 · 108, 6.94 · 108)
5.5MHz MP = diag(3.35 · 109, 3.35 · 109, 3.35 · 109, 3.35 · 109)
Nominal AoA
2.5MHz MP = diag(1.49 · 104, 1.49 · 104, 1.49 · 103, 1.49 · 103)
3.5MHz MP = diag(4.68 · 104, 4.68 · 104, 4.68 · 103, 4.68 · 103)
4.5MHz MP = diag(6.57 · 104, 6.57 · 104, 6.57 · 103, 6.57 · 103)
5.5MHz MP = diag(1.68 · 104, 1.68 · 104, 1.68 · 103, 1.68 · 103)
Nominal RSS
2.5MHz MP = diag(0.52, 0.52, 0.52, 0.52)
3.5MHz MP = diag(2.66, 2.66, 2.66, 2.66)
4.5MHz MP = diag(0.70, 0.70, 0.70, 0.70)
5.5MHz MP = diag(0.11, 0.11, 0.11, 0.11)
Max ToA
2.5MHz MP = diag(2.41 · 109, 2.41 · 109, 2.41 · 109, 2.41 · 109)
3.5MHz MP = diag(1.10 · 109, 1.10 · 109, 1.10 · 109, 1.10 · 109)
4.5MHz MP = diag(2.14 · 109, 2.14 · 109, 2.14 · 109, 2.14 · 109)
5.5MHz MP = diag(1.65 · 109, 1.65 · 109, 1.65 · 109, 1.65 · 109)
Max AoA
2.5MHz MP = diag(1.78 · 104, 1.78 · 104, 1.78 · 104, 1.78 · 104)
3.5MHz MP = diag(7.81 · 102, 7.81 · 102, 7.81 · 102, 7.81 · 102)
4.5MHz MP = diag(3.72 · 103, 3.72 · 103, 3.72 · 103, 3.72 · 103)
5.5MHz MP = diag(9.59 · 102, 9.59 · 102, 9.59 · 102, 9.59 · 102)
Max RSS
2.5MHz MP = diag(9.25 · 10−1, 9.25 · 10−1, 9.25 · 10−1, 9.25 · 10−1)
3.5MHz MP = diag(1.62 · 10−1, 1.62 · 10−1, 1.62 · 10−1, 1.62 · 10−1)
4.5MHz MP = diag(1.90 · 10−1, 1.90 · 10−1, 1.90 · 10−1, 1.90 · 10−1)
5.5MHz MP = diag(2.32 · 10−1, 2.32 · 10−1, 2.32 · 10−1, 2.32 · 10−1)
Min ToA
2.5MHz MP = diag(3.83 · 109, 3.83 · 109, 3.83 · 109, 3.83 · 109)
3.5MHz MP = diag(2.35 · 109, 2.35 · 109, 2.35 · 109, 2.35 · 109)
4.5MHz MP = diag(1.90 · 109, 1.90 · 109, 1.90 · 109, 1.90 · 109)
5.5MHz MP = diag(1.62 · 1010, 1.62 · 1010, 1.62 · 1010, 1.62 · 1010)
Min AoA
2.5MHz MP = diag(2.28 · 104, 2.28 · 104, 2.28 · 104, 2.28 · 104)
3.5MHz MP = diag(8.25 · 104, 8.25 · 104, 8.25 · 104, 8.25 · 104)
4.5MHz MP = diag(3.31 · 104, 3.31 · 104, 3.31 · 104, 3.31 · 104)
5.5MHz MP = diag(1.10 · 104, 1.10 · 104, 1.10 · 104, 1.10 · 104)
Min RSS
2.5MHz MP = diag(1.77 · 10−1, 1.77 · 10−1, 1.77 · 10−1, 1.77 · 10−1)
3.5MHz MP = diag(2.86 · 10−1, 2.86 · 10−1, 2.86 · 10−1, 2.86 · 10−1)
4.5MHz MP = diag(0.10 · 10−1, 0.10 · 10−1, 0.10 · 10−1, 0.10 · 10−1)
5.5MHz MP = diag(0.69 · 10−1, 0.69 · 10−1, 0.69 · 10−1, 0.69 · 10−1)
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Table B.2: Values of the measure of precision MP , as found by the simulation. All values for alltechnologies and frequencies, for the dust storm and sep are listed.
Scenario Approach Frequency MP
Duststorm ToA
2.5MHz MP = diag(1.96 · 109, 1.96 · 109, 1.96 · 109, 1.96 · 109)
3.5MHz MP = diag(1.16 · 109, 1.16 · 109, 1.16 · 109, 1.16 · 109)
4.5MHz MP = diag(0.85 · 109, 0.85 · 109, 0.85 · 109, 0.85 · 109)
5.5MHz MP = diag(7.23 · 109, 7.23 · 109, 7.23 · 109, 7.23 · 109)
Duststorm AoA
2.5MHz MP = diag(1.58 · 104, 1.58 · 104, 1.58 · 104, 1.58 · 104)
3.5MHz MP = diag(1.45 · 104, 1.45 · 104, 1.45 · 104, 1.45 · 104)
4.5MHz MP = diag(2.11 · 104, 2.11 · 104, 2.11 · 104, 2.11 · 104)
5.5MHz MP = diag(0.72 · 104, 0.72 · 104, 0.72 · 104, 0.72 · 104)
Duststorm RSS
2.5MHz MP = diag(2.80, 2.80, 2.80, 2.80)
3.5MHz MP = diag(7.94, 7.94, 7.94, 7.94)
4.5MHz MP = diag(11.1, 11.1, 11.1, 11.1)
5.5MHz MP = diag(2.74, 2.74, 2.74, 2.74)
SEP ToA
2.5MHz MP = diag(2.83 · 109, 2.83 · 109, 2.83 · 109)
3.5MHz MP = diag(0.49 · 109, 0.49 · 109, 0.49 · 109)
4.5MHz MP = diag(0.53 · 109, 0.53 · 109, 0.53 · 109)
SEP AoA
2.5MHz MP = diag(2.16 · 104, 2.16 · 104, 2.16 · 104)
3.5MHz MP = diag(2.29 · 102, 2.29 · 102, 2.29 · 102)
4.5MHz MP = diag(2.47 · 102, 2.47 · 102, 2.47 · 102)
SEP RSS
2.5MHz MP = diag(3.51 · 10−1, 3.51 · 10−1, 3.51 · 10−1)
3.5MHz MP = diag(4.96 · 10−4, 4.96 · 10−4, 4.96 · 10−4)
4.5MHz MP = diag(6.77 · 10−4, 6.77 · 10−4, 6.77 · 10−4)
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C — Manual of the Simulation
C.1 Installation
This section treats how to prepare your system so that the simulation can be installed and
executed. Note that all steps are necessary, even if you downloaded the binary. The simula-
tion tool makes use of external libraries, which need to be available on your system in order
for the simulation to work. At the time of writing, only Linux is supported.
The source code of the simulation is available as a GitHub repository, under the MIT
license. The code can be found on:
http://github.com/rvangijlswijk/ionospheric-ray-tracer
C.1.1 Prerequisites
This project makes use of the following packages:
• GTest: http://code.google.com/p/googletest/
• Boost libraries: http://www.boost.org/
• scons: http://www.scons.org/
• jsoncpp: https://github.com/open-source-parsers/jsoncpp
GTest is included in the source, but it is required to have both the boost and scons json li-
braries installed locally.
C.1.2 Installation on Linux
The following section treats how to prepare your system for this package if you want to
compile it from source. This procedure is tested on systems running Ubuntu 14.04 and
Ubuntu 14.10.
Step 1 Install git:
sudo apt-get install git
Step 2 Ensure that the required build packages and libraries are installed. The minimum
required gcc is gcc 4.9.
sudo add-apt-repository ppa:ubuntu-toolchain-r/test
sudo apt-get update
sudo apt-get upgrade
sudo apt-get install build-essential g++ gcc python-dev
autotools-dev libicu-dev build-essential libbz2-dev
libstdc++
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Step 3 Install the boost libraries. Theminimum required version is libboost-1.55.
sudo aptitude install libboost-all-dev
Step 4 The next step is to download and compile the json library, jsoncpp. This library re-
quires the software configuration tool scons, so that needs to be installed as well. Note that
the version number of gcc might vary on your system. In the example below, gcc-4.9.2 is
used:
sudo apt-get install scons
git clone https://github.com/open-source-parsers/jsoncpp.git
cd jsoncpp
scons platform=linux-gcc
sudo cp libs/linux-gcc-4.9.2/libjson_linux-gcc-4.9.2_libmt.so
/usr/lib
Step 5 The final step is to download the simulator itself. The release versions of the simu-
lator are hosted on the following webpage:
http://github.com/rvangijlswijk/ionospheric-ray-tracer/releases
One should download the file irt.zip in order to obtain the executable. This zipfile con-
tains the executable, and a set of configuration files, which are required to configure the
simulation. The zipfile must be unzipped to some folder on your system. Within this folder,
the simulator can be executed.
C.2 Usage
The simulation can be configured in two ways. First, runtime options allow to set certain
parameters at the command line. Second, configuration files store the configuration of both
the scenario used and the application settings.
This section assumes that you are running a linuxmachine. The commandswill notwork
onWindows.
C.2.1 Quickstart
The simulation can be executedwith the following command:
./irt config/scenario_nominal.json
Note that this command should be executed in the folder where the binary is downloaded.
The command runs the simulation for the nominal scenario. The last parameter always in-
dicates the configuration file for the planetary environment which should be used. In this
example, the environment for the nominal scenario is used. Furthermore, the simulation
assumes that a file exists at the relative path config/config.json. This file is automatically
loaded.
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The results of the simulation are stored in a csv data file, which can be easily loaded by
Matlab or some csv reader. The default location of the data file is Debug/data.dat. Ensure
that theDebug folder exists before running the simulator.
C.2.2 Runtime options
Several options can be passed to the simulation to alter application settings. The options
can be provided in the command line as follows:
./irt [-opts] scenarioConfig
The options are supplied as thefirst arguments. The scenario configurationfile is always the
last argument. This configuration file is also obligatory. Table C.1 lists the options that can
be supplied.
Table C.1: List of command-line options
Option Explanation
-c | --config [path] Provide a custom application configuration file, located at path
-i | --iterations [num] The number, num of consecutive times every ray should be simulated.
This is used for theMonte-Carlo approach. An increase in iterations will
increase the number of measurements.
-h | --help Print a help text
-o | --output [path] Store the output at the location indicated by path. It is advised to have
path endwith .dat, i.e. /path/to/data.dat
-p | --parallelism The number of threads to use for the simulation
-v | --verbose Verbose, display log output
-vv Very verbose, display both log output and debug output
For example, to run the simulator on four threads, write the output tomydata.dat anduse
the configuration for themax scenario, onemust use the following command:
./irt -o mydata.dat -p 4 config/scenario_max.json
C.2.3 Configuration files
The configuration of the simulation and the scenarios are stored in an application and sce-
nario configurationfile, respectively. The releasedownload includes a folder, containingone
application configuration file and scenario configuration files for several scenarios. These
configurations are defined in json format. Some of the application configuration parameters
can be overriddenwith the use of runtime options.
An example configuration file is given in codeblock C.1. The parameters that define the
planet, its atmosphere and its ionosphere are dictated in this configuration. Parameters are
defined in key-value pairs. The key dictates the name of the parameter, i.e. “radius”. The
value can be given as number, scientific notation, array or text string. The simulation as-
sumes a certain format for each value, and therefore the format as shown in the example
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must be used. For example, the “radius” parameter uses an integer number value. The “sur-
faceNCO2” parameter uses scientific notation. Note that the latter value is stated in brack-
ets. It is assumed that all parameter names, given in the example, are self-explanatory.
Amultilayer ionosphere is definedbyaddinganextrablockwithparameters to the “layer
parameter”, which itself is an array. ExampleC.1 contains an ionospherewith two layers: the
M2 and M1 layer. Further information about the json format is found at http://json.
org/.
{
"name": "Mars",
"radius": 3390000,
"surfaceNCO2": "2.8e17",
"surfaceTemperature": 200,
"atmosphere": {
"start": 1000,
"end": 40000,
},
"ionosphere": {
"start": 70000,
"step": 125,
"end": 250000,
"layers": [{
"name" : "M2 Layer",
"peakProductionAltitude": 130000,
"electronPeakDensity": "1.8e11",
"neutralScaleHeight": 11000,
"type": "chapman"
},{
"name" : "M1 Layer",
"peakProductionAltitude": 110000,
"electronPeakDensity": "9.0e10",
"neutralScaleHeight": 7600,
"type": "chapman"
}]
}
}
Codeblock C.1: An example of a scenario configuration file
C.2.4 Executing from source
The simulation can be executed from source. The main application file is located under
src/core/main.cpp, as seen from the root of the source code directory structure. The
main.cpp file is a bootstrapper for the application file in Application.cpp. This boot-
strapper is configured in both debug and releasemode. In debug mode, all the unittests are
run. The simulation itself is run in releasemode.
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