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I. INTRODUCTION Differential Evolution (DE), proposed by Storn and
Price [1] , is a simple yet powerful algorithm for global optimization over continuous spaces, which use the greedy criterion to make decision. Recently, the DE algorithm has become quite popular in the machine intelligence and cybernetics. It has been successfully been applied to diverse fields of science and engineering, such as mechanical engineering design [2] , signal processing [3] and pattern recognition [4] . It has been proved to perform better than the Genetic Algorithm (GA) or the Particle Swarm Optimization (PSO) by numerical benchmarks experiments [5] . On the other hand, the DE structure has some limitations in the search logic, since it contains too narrow a set of exploration moves [6] .There are many modifications to the original algorithm. Fan and Lampinen(2002) [7] proposed a trigonometric DE (TDE). In the TDE, a new mutation called trigonometric mutation replaced the traditional mutation with certain probability. The trigonometric mutation has the role of promoting the generation of the offspring along optimal directions. In this sense this special mutation can be considered as a speical local refining operation. Noman and Iba (2008) [8] proposed a memtic approach to accelerate the speed of DE. The main idea is that a proper balance of the exploration abilities of DE and the exploitation abilities of a local search can enhance the performance of DE.
Although DE has been successful in numerical optimization, only a few works concern its usage for discrete optimization problems [9] . However, a remarkably wide variety of problems can be represented by discrete optimization models in effect. For instance, many applications in Operational Research such as goods distribution, production scheduling, and machine sequencing are encountered. In most of them, integer programming problems are met [10] . And recent years, the neural networks with integer weights have been promising since this kind of neural networks is better suited for hardware implementation.
The Integer Programming problem can be presented as
where Z is the set of integers, and S is a not necessarily bounded set.
Evolutionary algorithms applied on real search space can be used on such problems and determine the optimum solution by rounding off the real optimum values to Corresponding author: Changshou Deng (csdeng@jju.edu.cn) the nearest integer. However, the rounding might result in a value of the objective function that is far removed from the optimum [12] .
Despite the simplicity and successful application in many engineering fields and many improvements, its application on the solution of integer optimization problems with integer decision variables is still unusual. One of the possible reasons for this lack is that DE cannot keep the closure when the original DE operators are used in integer domain directly, for the operators designed in the original DE are designed only for continuous domain. A new structure-encoding DE was proposed in this paper to apply the DE algorithm in handling integer programming problem while keeping the simplicity and high efficiency in original DE algorithm.
The rest of the paper is organized as follows. Section II gives a brief introduction of original DE. SEDE with the capability to solving the integer programming problems is given in section III. Several benchmarks of integer programming problems are used to evaluate this structure-encoding DE in section IV. Section V concludes this paper.
II. DIFFERENTIAL EVOLUTION ALGORITHM
Like other Evolutionary Algorithms (EAS), DE is a population-based stochastic optimizer that starts to explore the search space by sampling at multiple, randomly chosen initial points.
It is a kind of float point encoding evolutionary optimization algorithm. AT present, there have been several variants of DE [1] . One of the most promising schemes, DE/rand/1/bin (DE/best/1/bin) scheme of Storn & Price, is presented in great detail. The pseudo code of DE is given as follows.
Initial Population Generation REPEAT Mutation Operator Crossover Operator Selection Operator UNTIL (termination criteria are met)
A. Generation of Initial Population
The DE Algorithm starts with the initializing target population
with the population size m and the dimension n , which is generated by the following way.
x denotes the upper constraints, and l j x denotes the lower constraints.
B. Mutation Operator
For the scheme DE/rand/1/bin, each target vector
, a mutant vector is produced by formula (3a). 
where best x is the best solution in the current generation.
C. Crossover Operator
DE employs the crossover operator to add the diversity of the population. The approach is given below. 
where
is crossover constant and
is the randomly selected index. In other words, the trial individual is made up with some of some components of the mutant individual, or at least one of the parameters randomly selected, and some of other parameters of the target individual.
D. Selection Operator
To decide whether the trial individual
should be a member of the next generation, it is compared to the corresponding ) (t x i . The selection is based on the survival of the fitness among the trial individual and the corresponding one such that:
III. STRUCTURE-ENCODING DE
The mutation operator by formula (3a) and formula (3b) show that the original DE cannot keep the closure when it is directly applied in solving integer programming problems. For the mutation operator in DE is designed only for the problems in the continuous domain. In order to overcome this shortcoming of the DE, a structure code was proposed. Each decision variable has two field, one is float-encoding which is confined in a narrow interval [0, 1] . The other field is integerencoding which is used to represent the decision variable. A new DE using structure code is called structureencoding DE. The SEDE is described as fellows. 
A. Boundary constraints handling operator
In SEDE, even the results of mutation and crossover operator on the float field may violate the boundary constraints. That is to say the result may falls outside the range ] 1 , 0 [ after being mutated. How to keep the results of mutation and crossover closure should be considered. A new boundary constraint handling operator was defined to replace mutation result which violates the boundary constraints. The boundary constraints handling operator can be defined as (6) . (6) where ) 1 , 0 ( rand is a new one randomly generated by the SEDE.
B. Code mapping operator
A new mapping operator was defined to connect the float field and the integer field. Firstly, the range
was partitioned into n equal sub ranges, such as
. Then a one to one mapping can be constructed between the sub ranges and the integers. Hence, it is very easy to determine the only integer number by the inverse image x which is in the range ]
. The code mapping operator can be defined as a mapping function f , which can be defined as (7) .
The Matlab source code of the code mapping operator for the following function F1 with initial interval [ ] 100 , 100 − is presented in Fig. 1 .
C. Structure-encoding population
In the SEDE, each individual includes two equal vectors. The first vector is a float-pointed vector X , the other one is a integer vector I . The sub vector X is the vector used in original DE, and the sub integer vector I is the image of the vector X mapped by Code mapping operator. The Structure-encoding of each individual can be denoted by formula (8) .
where 
D. Alternative Mutation
In order to make good use of the exploration advantage of scheme DE/rand/1/bin, and the exploitation advantage of the scheme DE/best/1/bin. A new mutation mechanism called alternative mutation is adopted in the SEDE.
Given probability λ , the alternative mutation is as formula (9)
where λ is controlled by formula (10). where iter is the current generation, and max iter is the maximum iterations predefined. The probabilities for the two mutation mechanism vary with generation are given in Fig. 2 . It is very easy to understand that the probability for DE/rand/bin/1 decreases when the generation grows. And the probability for the mechanism DE/best/bin/1 increases when the generation grows. In this way, at the beginning of the evolution, exploration the space has the higher probability. At the last stage of evolution, exploitation the space has the higher probability. With this new mutation scheme, the performance of the SEDE was improved by the new scheme of balancing the exploration and exploitation.
E. Steps of SEDE
The flowchart of the SEDE is illustrated as Fig. 3 .
F. Convergence analysis of SEDE
In this section, a new way proposed in [12] was used to analyze the convergence of the proposed SEDE.
be the best fitness value within the population at step , 0 ≥ G When the random G F variable contains the value of the global optimum, * f , it is confirmed that one individual in the population representing the global solution of the minimization problem. Ideally, this condition should be met after a finite number of iterations with probability one regardless the initialization population of the SEDE. Property 1. In the SEDE, it is well known that the best solutions found in the current generation will be carried over to the next generation. This property ensures that the optimum will be located in finite time and never be lost once it is found. Thus, the property above shows that the random sequence ) 0 , ( ≥ G F G converges to the optimum, * f . 
These individuals are then used to generate the candidate individual by the alternative mutation operator, which can be abstracted as following.
Secondly, crossover with the base individuals, a trial individual is produced by the following process
Finally, the selection operator will determine which ones will remain as the new parents in the next generation. The selection operator is also abstracted as
In a word, a single generation of the structure encoding DE can be presented as follows.
After the abstract description of the SEDE, some assumptions about the above operators are defined. Assumption 1. Each individual may be chosen to be a parent individual and can be changed to an arbitrary other individual by a finite number of successive alternative mutation, i.e., for each X x ∈ there exists a finite path such that
Assumption 2. Each candidate individual is changed by the crossover operator with the minimum probability 0
Assumption 3. Each trial individual competes for the next generation with a minimum probability 0.5.
Theorem 1. If the Assumption 1-3 are valid, then the SEDE visits the global optimum after a finite number of generations with probability one regardless of the initialization.
Proof. Let random variable { }
denote the first hitting time of the global solution. An evolutionary algorithm is said to visit the global optimum in finite time with probability one if
be the set of globally optimal solutions. According to Assumption 1, there exists a finite path from an arbitrary * X x ∉ to some * * X x ∈ that can be traversed by successive alternative mutation. Let Lx be the length of the path between * X x ∉ and the set * * X x ∈ . Considered an arbitrary individual x of some population is chosen as the parent individual. Assumption 1 ensures that this parent passes the alternative mutation process with every change with probability one. The probability that the candidate individual transits to the next point of the path towards * * X x ∈ by crossover is ensured to be at least 0 cr p by assumption2.
With Assumption 3, the offspring will remain in the next generation with probability 0.5. Thus, the probability that parent * X x ∉ transits to a parent representing the next point on the path to * 
Thus, a global optimum will be found for the first time after a finite number of iterations with probability one.
IV. EXPERIMENTS
In this section, results regarding the performance of the SEDE on the class of problems known as integer programming are reported. Seven integer programming problems used in literature [11] which was used to verify the performance of PSO were selected to investigate the performance of the SEDE method. And the comparison between the performances of the SEDE with that of PSO is also reported.
A. Test Problems
The test problems are defined immediately below: Test Problem 1 (Rudolph,1994) [13] ,
where D is the corresponding dimension. The olution (Rudolph,1994) [13] , 
with solution For the test functions 7 3 F F − , the population size was fixed. The population size, the maximum number of iterations for each of these test functions are exhibited in Table III .
C. Experimental Results
For each dimension and for each function, 100 experiments were performed for the test functions 1 F and 2 F . The success rate, the mean number of structureencoding iterations as well as the mean number of Tables VI-VIII. It can be easily seen from table IV and table V that the SEDE can reach the optimum every time in 100 independent runs for the different dimensions. It takes only nearly one fifth in number of function evaluation compared with the PSO. For the function 1 F with dimension 30 and the function 2 F with dimension 30, the success rate of the SEDE is higher than that of the PSO. For both 1 F and 2 F with dimension 5, the convergence speed of the SEDE is almost as ten times as that of the PSO. ), the success rate of the SEDE is higher than that of the PSO. For the other functions, the SEDE and the PSO have the same success rate. However, the SEDE has higher speed to reach the optimum for all the functions concerned.
In a word, the experimental results indicate the proposed SEDE is an efficient method and should be considered as a good alternative to handle Integer Programming problems. The behavior of the SEDE seems to be robust even for high dimensional cases, exhibiting very high success rates of even with modest population size.
V． CONCLUSION
DE is a recently developed evolutionary algorithm that has empirically proven to be very robust for global optimization over continuous spaces. A novel SEDE was proposed to enable DE to operate within integer spaces. And an alternative mutation operator was used to balance the exploration and exploitation ability of the SEDE. The SEDE was proven to reach the global optimum with probability one.
The experiments results on several benchmark integer programming problems show that the performance of the SEDE was very favorable. It is robust and has fast convergence speed. Compared with PSO, it is nearly five times faster than that of PSO in terms of Mean of function evaluation for most of the cases.
The main benefit is that the SEDE can operate in the integer spaces while keeping the advantage of the traditional DE. The method proposed in this paper can also be applied to other float-encoding EA for the Integer Programming problems. 
