LCLs or locally checkable labelling problems (e.g. maximal independent set, maximal matching, and vertex colouring) in the LOCAL model of computation are very well-understood in cycles (toroidal 1-dimensional grids): every problem has a complexity of O (1), Θ(log * n), or Θ(n), and the design of optimal algorithms can be fully automated.
INTRODUCTION 1.Problem setting: LCL problems on grids
Grids. In this work, we study distributed algorithms in a setting where the underlying input graph is a grid. Specifically, we consider the complexity of locally checkable labelling problems, or LCL problems, in the standard LOCAL model of distributed complexity, and consider graphs that are toroidal two-dimensional n × n grids with a consistent orientation (see Figure 1 ). We focus on the twodimensional case for concreteness, but most of our results generalise to d-dimensional grids of arbitrary dimensions.
Grids occupy a middle ground between the well-understood directed n-cycles [10, 32] , where all solvable LCL problems are known to have deterministic time complexity either O (1), Θ(log * n) or Θ(n), and the more complicated setting of general n-vertex graphs, where intermediate problems with time complexities such as Θ(log n) are known to exist, even for bounded-degree graphs. Grid-like systems with local dynamics also occur frequently in the study of real-world phenomena. However, grids have so far not been systematically studied from a distributed computing perspective.
LOCAL model and LCL problems. In the LOCAL model of distributed computing, nodes are labelled with unique numerical identifiers with O (log n) bits. A time-t algorithm in this model is simply a mapping from radius-t neighbourhoods to local outputs; equivalently, it can be interpreted as a message-passing algorithm in which the nodes exchange messages for t synchronous rounds and then announce their local outputs.
LCL problems are graph problems for which the feasibility of a solution can be verified by checking the solution for each O (1)radius neighbourhood; if all local neighbourhoods look valid, the solution is also globally valid. Examples of such problems include vertex colouring, edge colouring, maximal independent sets, and maximal matchings. We refer to Section 3 for precise definitions.
Example: colouring the grid. To illustrate the type of questions we are interested in this work, consider k-colouring on n × n grids. For k = 2, the problem is inherently global with complexity Θ(n), while colouring any graph of maximum degree ∆ = 4 with ∆+1 = 5 colours can be done in O (log * n) rounds. But what about k = 3 and k = 4? In particular, does either of these have an intermediate (polylogarithmic) complexity, as is known to happen with ∆-colouring on general bounded-degree graphs [10, 34] ? We will see that neither 3-colouring nor 4-colouring is intermediate on grids: 3-colouring requires Θ(n) rounds, while 4-colouring can be solved in O (log * n) rounds.
Results: classification and synthesis
Classification. Our first contribution is a complete complexity classification for LCL problems on grids in the case of deterministic algorithms. That is, we show that any LCL problem on n × n grids has one of the following time complexities, similarly to the case of cycles:
(a) O (1) ("trivial" problem) (b) Θ(log * n) ("local" problem) (c) Θ(n) ("global" problem) In particular, there are no problems of an intermediate complexity, such as Θ(log n).
The separation between O (1) and Ω(log * n) follows from the work of Naor and Stockmeyer [32] (see Appendix A of Chang and Pettie [11] ), and obviously all problems can be solved in O (n) rounds on n × n grids (assuming they can be solved at all). The interesting part is the separation between (b) and (c); here we extend the recent speed-up lemma of Chang et al. [10] to grids.
Undecidability of classification. It is known that the classification for LCL problems on cycles is decidable, that is, there is an algorithm that decides to which complexity class a given LCL problem belongs (see Section 4) . We show that two-dimensional grids are fundamentally different from cycles in this regard: even if we have the promise that a given LCL problem has complexity of either Θ(log * n) or Θ(n), distinguishing between these cases is undecidable.
Algorithm synthesis for Θ(log * n) problems. The undecidability result would seem to suggest that automating the design of distributed algorithms on n ×n grids is essentially impossible. Surprisingly, this is not the case: we develop a synthesis algorithm that, given a specification of an LCL problem P with complexity O (log * n), produces an asymptotically optimal algorithm for P on grids. The caveat is that if the input problem P is a global problem with complexity Θ(n), this algorithm cannot detect it and will never stop.
From a theory perspective, this means that for each LCL problem P we will only need 1 bit of advice-whether P is O (log * n) or Θ(n)-and then we can find an optimal algorithm for solving P: for O (log * n) problems, we apply the synthesis algorithm, and for Θ(n) problems, brute force is optimal. From a practical perspective, we can use the synthesis algorithm as a one-sided oracle for understanding the complexity of LCL problems on grids: if the synthesis produces an output, we have an optimal algorithm, and if it does not, we can conjecture that the problem in question might be inherently global.
Normal form for Θ(log * n) problems. The algorithm synthesis is based on a result showing that every LCL problem P with complexity Θ(log * n) on n × n grids has an algorithm of a specific normal form; see Figure 2 . That is, there is an algorithm A for P that has the form A = A ′ • S k for some constant k, where • S k is a problem-independent algorithm that finds a maximal independent set I k in the kth power of the n × n grid (we call these nodes "anchors"), and • A ′ is a problem-dependent algorithm with running time O (k ) that takes as an input only the set of anchors I k and the global orientation of the grid.
Note that here only the part of finding the set of anchors takes Θ(log * n) time, and all of the remaining parts can be done in O (1) time. In particular, the only problem-dependent part besides the constant k is the finite function defining the algorithm A ′ ; thus, the algorithm synthesis becomes a matter of searching through the finite-size space of possible functions.
Results: upper and lower bounds for concrete LCL problems
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The results on colourings can be generalised to d-dimensional grids. A 4-colouring can be found in time Θ(log * n) for any d ≥ 2, while 3-colouring is global. In the case of edge colouring, we show that a (2d + 1)-colouring can be found in time Θ(log * n) for any d ≥ 1, while 2d-colouring is global. Both of the upper bounds hold even without any orientation or dimensional information, while both of the lower bounds hold even with full information. We remark that the techniques used in the vertex colouring results have been discovered before in the context of finitary colourings of grids [25] ; see Section 2 for more details.
RELATED WORK
LCL problems on cycles. As we noted before, two-dimensional grids can be seen as a generalisation of the widely studied setting of cycles; indeed, LCL problems were first studied on cycles in the distributed setting. Cole and Vishkin [14] showed that cycles can be 3-coloured in time O (log * n), and Linial [30] showed that this is asymptotically optimal. This implies, via simple reductions, that many classical LCL problems, such as maximal independent set and maximal matching, also have a complexity of Θ(log * n) on cycles.
LCL problems on graphs of bounded maximum degree. Naor and Stockmeyer [32] showed that there exists a non-trivial LCL problem that can be solved in constant time: weak 2-colouring on graphs of odd degree. Many LCL problems are known to either have complexity Θ(log * n) [3, 5, 18, 33] or be global on graphs of bounded maximum degree. Until recently, no problems of an intermediate complexity were known. While Kuhn et al. [28] gave a lower bound of min{log ∆/ log log ∆, log n/ log log n} for, among others, maximal independent set, this proof does not give an infinite family of graphs with a fixed maximum degree ∆. Brandt et al. [8] showed that sinkless orientation and ∆-colouring have randomised complexity Ω(log log n), and Chang et al. [10] proved that this implies a deterministic lower bound of Ω(log n). These lower bounds provide the first examples of LCL problems with provably intermediate time complexity. Ghaffari and Su [22] proved a matching upper bound for sinkless orientation; no tight bounds are known for ∆-colouring, but there is a polylogarithmic upper bound due to Panconesi and Srinivasan [34] .
Complexity theory of LCL problems. LCL problems were formally introduced by Naor and Stockmeyer [32] . They showed that if there exists a constant-time algorithm for solving an LCL problem P, then there exists an order-invariant constant-time algorithm for P, such that the algorithm only uses the relative order of unique identifiers given to the nodes. Their argument works for any time t = o(log * n): a time-t distributed algorithm implies a constant-time order-invariant algorithm; hence there are no LCL problems with complexities strictly between ω (1) and o(log * n).
Recently Chang et al. [10] showed that there are further gaps in the time complexities of LCL problems. They gave a speed-up lemma for simulating any deterministic o(log n)-time algorithm in time O (log * n) by computing new small and locally unique identifiers for the input graph. This implies that there are no LCL problems with deterministic complexity ω (log * n) and o(log n). They also show that the deterministic complexity of an LCL on instances of size n is at most the randomised complexity on instances of size 2 n 2 . This implies a similar gap for randomised complexities between ω (log * n) and o(log log n).
LCL problems in restricted graph families. It appears that the complexity of LCL problems specifically on grids has not been studied beyond the case of cycles. LCL problems have been, however, studied on other restricted graph classes, such as graphs of bounded independence [4, 21, 27, 40] , bounded growth [39] and bounded diversity [6] .
Existence of algorithms and algorithm synthesis. The notion of automatic synthesis of algorithms has been around for a long time; for example, already in the 1950s Church proposed the idea of synthesising circuits [12, 43] . Since then synthesis of distributed and parallel protocols has become a well-established research area in the formal methods community [1, 7, 13, 17, 29, 31, 37] . However, synthesis has received considerably less attention in the distributed computing community, even though they have been used to discover e.g. novel synchronisation algorithms [2, 7, 15] and local graph algorithms [24, 38] .
The synthesis of optimal distributed algorithms in general is often computationally hard and even undecidable. In the context of the LOCAL model and LCL problems, Naor and Stockmeyer [32] show that simply deciding whether a given problem can be solved in constant time is undecidable; hence we cannot expect to completely automate the synthesis of asymptotically optimal distributed algorithms for LCL problems in general graphs. This result holds even if we study non-toroidal two-dimensional grids, but it does not hold in toroidal grids. In essence, in toroidal grids only trivial problems are solvable in constant time, and as we will see, the interesting case is the time complexity of O (log * n).
Other grid-like models. While grids have not been studied from a distributed computing perspective, grid-like models with local dynamics have appeared in many different contexts:
• Cellular automata [20, 44, 47] have been studied both as a primitive computational model, and as a model for various complex systems and emergent phenomena, e.g. in ecology, sociology and physics [19, 26, 41] . • Various tiling models [23] have connections to computability questions, such as the abstract Wang tilings [45] and the variants of the abstract Tile Assembly Model (aTAM) [16, 35, 46, 48] for DNA self-assembly.
However, the prior work of this flavour is usually interested in understanding the dynamics of a specific fixed process, or what kind of global behaviours can arise from fixed number of local states-in particular, whether the system is computationally universal. Our distributed complexity perspective to grid-like systems seems mostly novel, and we expect it to have implications in other fields. Applying an existing result of distributed computing to tiling models has been previously demonstrated by Sterling [42] , who makes use of a weak-colouring lower bound by Naor and Stockmeyer [32] .
Finitary colourings of grids. Subsequently to the initial publication of this work, we have learned that the techniques in the k-colouring upper and lower bounds are essentially rediscoveries of prior work of Holroyd et al. [25] in the context of finitary colourings of grids. Very roughly speaking, this line of work concerns colouring the infinite d-dimensional grid Z d using a specific type of random processes (factors) with an independent and identically distributed random variable for each node; more generally, one can consider shifts of finite type, which correspond to LCL problems. In particular, Holroyd et al. [25] study the coding radius of factors, which is analogous to the running time of a distributed algorithm, and prove a separation between 3-colouring and 4-colouring. However, despite the fact that techniques seem to translate between finitary colourings and distributed complexity, it remains unclear how to directly translate results from one setting to the other in a black-box manner; for instance, can we derive the lower bound for 3-colouring from the results of Holroyd et al. [25] , and does our complexity classification imply answers to the open questions they pose?
PRELIMINARIES
LOCAL model. In the LOCAL model of distributed computing [30, 36] , we have a computer network that is represented as a graph G = (V , E); each node is a computer and each edge is a bidirectional communication link. The computers collaborate in order to solve a graph problem related to the structure of the graph G; note that here the same graph is both the topology of the computer network and the input graph.
Each node v ∈ V is labelled with a unique identifier from the set {1, 2, . . . , poly(|V |)}. Each node has to produce its own part of the output: for example, if we are solving a graph colouring problem, each node has to output its own colour, and if our task is to find a maximal independent set I , each node has to output a binary label that indicates whether it is in set I . This can be extended in a straightforward manner to edge labellings.
All nodes run the same deterministic algorithm. Computation proceeds in synchronous rounds. In each round, all nodes in parallel send messages (of an arbitrary size) to their neighbours, then the messages are propagated along the edges to the recipients, then all nodes in parallel receive messages from each of their neighbours, and finally all nodes update their local state. The running time of an algorithm is the number of communication rounds until all nodes have stopped and announced their local outputs.
Note that in a time-t algorithm, each node can gather its radius-t neighbourhood and choose its local output based on this information. In essence, a time-t algorithm in the LOCAL model is simply a mapping from radius-t neighbourhoods to local outputs. Note that the neighbourhood contains not only the topology of the network but also the unique identifiers.
LCL problems. In distributed algorithms, the class of LCL problems [32] plays a role somewhat analogous to the class NP in centralised computing. Informally, problems in the class LCL are precisely those problems that can be solved in constant time with a nondeterministic algorithm in the LOCAL model: in LCL problems all nodes can nondeterministically guess the solution and then verify it by checking that the solution looks consistent in all local neighbourhoods. The key question is which of the LCL problems can be solved efficiently (e.g., in constant or near-constant time) with deterministic algorithms. (Cf.: which problems in NP are also in P.)
More precisely, let P be a graph problem that associates with each unlabelled input graph G = (V , E) a set of feasible node labellings P (G); here each f ∈ P (G) is a mapping f : V → X for some set of output labels X . We say that P is an LCL problem if Radius-1 LCL problems. Above, parameter r is called the checkability radius or simply radius of problem P. In bounded-degree graphs we can always define another LCL problem P ′ with radius r ′ = 1 that is equivalent to P in the following sense: P ′ can be solved in time t in the LOCAL model if and only if P can be solved in time t ± O (1). In essence, the output labels in P ′ are radius-r neighbourhoods in P; given an algorithm for P we can spend additional r rounds to solve P ′ , and given an algorithm for P ′ , we can also directly solve P. Therefore we will often tacitly assume r = 1, with the understanding that this will only influence additive constants in the running time.
Grid graphs. Unless otherwise stated, we will study graphs that are 2-dimensional toroidal n ×n square grids.
We will use the shorthand u = (x u , y u ) for the coordinates of each node u ∈ V n . The nodes do not have access to these coordinates. Two nodes u and v are connected by an edge if and only if |x u − x v | + |y u −y v | = 1, where all coordinates are modulo n. All edges are oriented in a consistent manner towards the larger coordinate, and labelled so that each node knows which edge points "north" (increasing y coordinate), "east" (increasing x coordinate), "south", and "west". By definition the grid wraps around in both dimensions, forming a torus. We will use the shorthands V = V (G) and E = E (G) for the node and edge sets, respectively, of G. We will assume that all nodes are given the value of n as input.
On unsolvable problems. Many LCL problems are unsolvable for some values of n. For example, there does not exist a 2-colouring if n is odd, and many problems are ill-defined for e.g. n = 1. Throughout this text we will usually assume that n is sufficiently large so that the problem that we consider is meaningful. Problems for which there are infinitely many values of n for which a solution does not exist (e.g. 2-colouring) are regarded as global problems. Indeed, often the fact that solutions do not exist at all for some values of n is a simple way of proving a lower bound of Ω(n), and such a bound holds even if we had a promise that n is chosen so that a solution exists.
Notation. From now on, we write G (k ) for the kth power of a graph G. That is, V (G (k ) ) = V (G) and
We denote the set {0, 1, . . . , k − 1} by [k].
WARM-UP: DIRECTED CYCLES
As a gentle introduction to our research questions, we will first have a look at LCL problems in directed cycles (i.e., 1-dimensional grids). This case is completely understood by prior work, but we will present it from a new perspective: in the 1-dimensional case, any LCL problem P can be conveniently represented as a directed graph H . By studying elementary properties of graph H , we can directly deduce the computational complexity of problem P, and derive an asymptotically optimal algorithm for solving P-everything is decidable and algorithm synthesis is computationally tractable (see Figure 3 ).
We construct an output neighbourhood graph H = (V , E) as follows. Problem P can be interpreted as a set of feasible radius-r local neighbourhoods u 1 u 2 . . . u 2r +1 ∈ P. For every such neighbourhood, we will have an edge (u 1 u 2 . . . u 2r , u 2 u 3 . . . u 2r +1 ) ∈ E in graph H . For example, in the 3-colouring problem, the sequence "132" is a feasible neighbourhood, and hence we will have an edge (13, 32) in the graph; here e.g. "13" corresponds to a node with output 3 that has a predecessor with output 1 (see Figure 3 ). The key observation is that walks in graph H correspond to feasible output labellings in problem P.
Now we say that a node u ∈ V is flexible if there exists an integer k such that for all k ′ ≥ k, there exists a walk in G of length k ′ that starts and ends at u. We call the smallest such k the flexibility of u. It is clear that u is flexible if and only if there are circuits C, C ′ containing u whose respective lengths are coprime. Proof. The case of O (1) time is straightforward. Recall the result of Naor and Stockmeyer [32] that shows that unique identifiers do not help with o(log * n)-time algorithms; hence we have only trivial problems for which a constant labelling is a feasible.
Also the case of Θ(n) time is straightforward. There are only constantly many neighbourhoods, and hence some neighbourhood u ∈ V has to be used Ω(n) times in the output. However, u is not flexible, and hence the spacing between u-neighbourhoods requires global coordination. (For example, in 2-colouring the distance between any two occurrences of neighbourhood "12" has to be a multiple of 2.) It remains to be shown that if u is a flexible node with some minimum flexibility k, we can solve P in time O (log * n). Let G be a cycle graph and let G (k ) be the kth power of G. We can find a maximal independent set I in G (k ) in time O (log * n). Let v be a node in I , and let v ′ be the next node in I by the ordering of the nodes of G. Let the distance from v to v ′ in G be i; we have k + 1 ≤ i ≤ 2k + 1.
We label v and v ′ using the neighbourhood u, and fill in the gap between v and v ′ by following some circuit C i of length i from u back to u in H . □ It would be tempting to try to generalise this result to the setting of 2-dimensional grids. Unfortunately, this is not possible; as we will see in Section 6, there does not exist an algorithm for finding the time complexity of a given LCL problem in 2-dimensional grids. Nevertheless, we can still prove that any LCL problem has a complexity of O (1), Θ(log * n), or Θ(n) also in 2-dimensional grids. We will next prove the key ingredient: any o(n)-time algorithm can be turned into an O (log * n)-time algorithm that has a convenient structure.
SPEED-UP AND NORMAL FORM
In this section, we give the speed-up result underlying both the complexity classification of LCL problems and the synthesis. The following result is essentially a refined version of the speed-up lemma of Chang et al. [10] for two-dimensional oriented grids; the proof immediately yields the normal form algorithm for any LCL problem as discussed in Section 1. otherwise: Θ(n) Figure 3 : LCL problems for cycles can be represented as directed graphs. Here we have four LCL problems with radius r = 1; each node corresponds to a sequence of 2r = 2 output labels, and each edge corresponds to a sequence of 2r + 1 = 3 output labels. We can read the time complexity of the LCL problem directly from the properties of the graph. For example, in the maximal independent set problem, state 00 is flexible, as we can find walks from 00 back to itself of lengths 3 and 5, and hence also of any length larger than 7.
Theorem 5.1. Given any LCL P with an algorithm A that solves P in time T (n) = o(n), there exists an algorithm B that solves P and has running time O (log * n).
Proof. Recall that w.l.o.g., we can assume that problem P has checkability radius r = 1. Algorithm B solves problem P in an n × n grid G as follows:
(1) Pick the smallest even k ≥ 4 such that T (k ) < k/4 − 4. Such a k exists by assumption, and it is a constant that only depends on T . 
, where a(v) is the anchor of v's tile. The local coordinates will be interpreted as locally unique identifiers.
There are no repeating identifiers within distance k/2 of any node: If two nodes u and v have the same coordinate, they are in different Voronoi tiles. Since the anchors are at distance at least k/2, and u and v are by assumption in the same relative positions with respect of their anchors, also u and v are at distance at least k/2.
Each Voronoi tile T (v) holds nodes at distance at most k/2 + 1, since any node at distance k/2 + 2 from v must have another anchor within distance k/2. We can calculate that the size of each tile is at most |T (v)| ≤ k 2 ; hence we only need k 2 distinct locally unique identifiers.
Next we simulate A on G, with a bit of cheating: we tell A that we are actually solving P for an instance of size k × k; for each local neighbourhood of G, we feed it locally unique identifiers from [k 2 ]. Now A has a running time T (k ) < k/4, and hence it does not ever see repeating identifiers; it has to solve problem P correctly in each local neighbourhood as this might be a legitimate instance of size k × k. More precisely, if the local outputs of A violated the constraints of the LCL problem P for some local neighbourhoods, we could also construct a genuine instance H of size k × k with globally unique identifiers, and A would fail to solve P in H . Hence the local outputs of A have to constitute a globally feasible solution for P also in G. □
UNDECIDABILITY OF CLASSIFICATION
In this section we show that in general deciding whether the running time of a given LCL problem is Θ(log * n) or Θ(n) is undecidable. We achieve this by defining, for each Turing machine M, an LCL problem L M such that L M can be solved in time Θ(log * n) if and only if M halts, and in time Θ(n) otherwise.
Theorem 6.1. The problem of deciding whether a given LCL can be solved in time Θ(log * n) or Θ(n) on grids is undecidable.
It is good to compare this with the result of Naor and Stockmeyer [32] . They study grids with boundaries (non-toroidal grids; there are nodes of degrees 3 and 2). In such grids, deciding if an LCL can be solved in time O (1) is already undecidable. In essence, for any Turing machine M we can construct an LCL that specifies that in the lower-left corner of the grid we have to write out the complete execution history of M, and everything else can be padding. Now if and only if M halts in some finite time t, then LCL can be solved in time O (t ) = O (1), as it suffices to check if we are within distance Θ(t ) from the corner and otherwise we can just output padding.
In our case of toroidal grids, this no longer holds. It is trivial to decide if a given LCL can be solved in O (1) time; only trivial problems in which a constant output is a feasible solution admit an O (1)-time solution in toroidal grids. For example, the problem constructed by Naor and Stockmeyer [32] is now trivial, as there are no corners, and we can always output padding.
We develop a different LCL problem L M that forces any efficient algorithm to create corners. The problem is defined so that the grid can be partitioned in "tiles" of arbitrary dimensions, but there are additional requirements:
(1) inside each tile we have to solve an inherently global problem, and Session 3 PODC'17, July 25-27, 2017, Washington, DC, USA (2) in the "corner" of each tile we must output the complete execution table of M. Now property (1) prevents efficient algorithms from producing an output that says that the entire grid consists of one tile. But as soon as the algorithm creates some tile boundaries, property (2) kicks in and makes sure that we can have finite tiles if and only if M halts in finite time. Additional care is needed to make sure that the problem is solvable but global if M does not halt, as we will discuss next.
LCL problem L M in detail. For each Turing machine M, we define L M as the disjoint union of two locally checkable labellings P 1 and P 2 ; to solve L M , one has to solve either P 1 or P 2 . The problem P 1 is defined to be 3-colouring in order to make sure that L M can always be solved in time O (n), independent of M. On the other hand, 3colouring requires time Ω(n). The problem P 2 is a problem that involves labelling the grid with the execution table of M, started on an empty tape. This problem is formulated so that it can be solved in time O (log * n) if and only if M halts on the empty tape.
Each node is labelled with the Turing machine M and a type: each node is either an anchor or belongs either into one of the four quadrants NW, NE, SE, and SW, or one of the four borders N, S, E, and W. We overload the notation and define incidence operators as follows. For an arbitrary node v = (x, y), define
We will use the types of the nodes to refer to the corresponding incidence operators. The idea of the type labels is that they can be followed to find an anchor. Let Q (u) ∈ {NE, SE, SW, NW, N, E, S, W, A}, denote the type of a node, and x (u) ∈ {0, 1} a colouring. Define the diagonal neighbour diag(u) of node u as the node reached by taking a step in direction Q (u). For example, if Q (u) = NW, then diag(u) = NW(u). For completeness, define the diagonal of an anchor is the node itself.
We have the following local rules.
(1) If Q (u) = NE, then Q (diag(u)) ∈ {NE, N, E, A}.
(2) If Q (u) = SE, then Q (diag(u)) ∈ {SE, S, E, A}.
(3) If Q (u) = SW, then Q (diag(u)) ∈ {SW, S, W, A}.
(4) If Q (u) = NW, then Q (diag(u)) ∈ {NW, N, W, A}. On the borders, we must have that Q (diag(u)) = Q (u), or that Q (diag(u)) = A. In addition, we require that the borders are surrounded with different labels. In particular we must have that (1) If Q (u) = N, then Q (W(u)) = NE and Q (E(u)) = NW.
(2) If Q (u) = S, then Q (W(u)) = SE and Q (E(u)) = SW. In addition, the diagonals must be 2-coloured, that is, we require that if Q (u) = Q (diag(u)), then x (u) x (diag(u)). This condition ensures that any fast solution cannot have large (e.g. linear-sized) contiguous fragments of nodes with the same type, and that anchor nodes must appear in the solution. Finally, we require that starting from each anchor, the grid is labelled with the encoding of the execution table of M when started on an empty tape. This encoding is detailed in the following paragraph.
Encoding the execution table of a Turing machine M. Consider an anchor node v. We will translate the coordinate system of G so that v = (0, 0). On the first row each cell is empty and the anchor v holds the machine head. Every 2 × 2 subgrid of E (M ) must be consistent with the transition rules of M. On the last row one of the nodes holds the machine head in a halting state. Each node may hold the encoding of at most one machine. Only nodes with labels Q ∈ {S, W, SW} may be labelled with an encoding of the Turing machine.
Note that since the labels contain no references to s or the position of any node on E (M ), the encoding can be done using a constant number of labels.
Local checkability of the encoding. Since the nodes can detect if both P 1 and P 2 are used, we can look at the two cases separately. Clearly a 2-colouring is locally checkable. Now assume that the labelling P 2 is used.
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PODC'17, July [25] [26] [27] 2017 , Washington, DC, USA The local rules related to the labelling ℓ are clearly locally checkable. The nodes can check that they agree on the identity of the Turing machine M. The Turing machine encoding is also locally checkable: every anchor and the nodes on the W border can check that the tape is initially empty. Between the rows, nodes can check that the encoding respects the transition rules of M. On the top and the right border of the tape nodes can check that the final state is a stopping state and that the encoding is complete.
Assume that M halts in s steps. L M can be solved in time O (log * n) as follows.
(1) If G has size n < 2(s + 1), solve P 1 by brute force.
(2) Else, find a maximal independent set I in G (4(s+1) ) . This is the set of anchors. 
Similarly, the borders are labelled as follows.
From each anchor, start a labelling with the execution table of M as described above. The distance of at least 4(s + 1) between anchors guarantees that each Voronoi tile can fit the execution table encoding inside it.
Everything is constant time, except finding the maximal independent set, which can be done in time O (log * n).
Solving L M requires time Ω(n) if M does not halt. Now assume that M does not halt on the empty tape. Solving P 1 naturally requires Ω(n) time. There are two possibilities for the labelling P 2 : either the labelling contains an anchor, or not.
First, assume that the labelling contains an anchor v = (x, y). This means that around the anchor, the grid must be labelled with the execution table of M, starting with an empty tape. The nodes (x, y + j), with j > 0, must be labelled with S and the contents of the first cell of M's tape before time steps j. The nodes (x + i, y), with i > 0, must be labelled with W and the initial, empty contents of M's tape. Since M does not halt on the empty tape, either some node detects and illegal transition in the encoding of the execution table, or the table wraps around the grid. Then there must be a node labelled with N or NW, and contents of M's tape, a contradiction to the correctness of the output. Now assume that there are no anchors. If there are no borders, then all nodes must be labelled with the same quadrant Q ∈ {NW, NE, SE, SW}, as otherwise there would a node with the wrong type of diagonal neighbour. Then we can find diagonals of length Ω(n) that must be 2-coloured, requiring time Ω(n). Now assume that there exists a node labelled with a border. Since there are no anchors, this node must have a diagonal labelled with the same border, until the border wraps around. The border has length Ω(n) and must again be 2-coloured, leading to a running time of Ω(n).
Solving L M requires time Ω(log * n) if M halts. Finally, we note that solving L M requires time Ω(log * n), as it requires breaking symmetry between nodes.
We have shown that L M has an O (log * n) time algorithm if and only if M halts on an empty tape. This is known to be an undecidable problem, and therefore the problem of deciding whether an O (log * n) time algorithm exists is in general also undecidable.
SYNTHESIS
At first, the undecidability result of Section 6 seems to suggest that there is little hope in automating algorithm design for LCL problems in grids. Indeed, given an LCL problem P, we cannot even tell if it can be solved in O (log * n) time or if it is inherently global.
However, in a sense this is the only obstacle for automatic synthesis of optimal algorithms! Let us assume that we are given 1 bit of advice indicating whether P is local (solvable in time O (log * n)) or global. We will now argue that this information is enough to automatically synthesise an asymptotically optimal algorithm for P.
If P is global, then there is a trivial brute-force algorithm of time O (n) that merely gathers the entire output at a single node and solves the problem globally.
If P is local, we can first check whether it is trivial. If there is a constant label that can be used to fill the entire grid, then (and only then) the problem is solvable in time O (1).
The remaining case is a local problem that cannot be solved in time O (1). Now Theorem 5.1 and the classical result of Naor and Stockmeyer [32] imply that the only possibility is the complexity of Θ(log * n). Moreover, the proof of Theorem 5.1 suggests a convenient normal form: problem P can be solved with an algorithm of the form A ′ • S k for some constant k, where • S k finds a set of anchors I that forms a maximal independent set in G (k ) , • A ′ is an algorithm with running time bounded by O (k ) that takes as an input only the set of anchors I and the global orientation of the grid.
In the proof of Theorem 5.1, algorithm A ′ first constructs Voronoi tiles, then assigns locally unique identifiers, and then simulates some O (k )-time algorithm A. But we do not need to worry about such details here; we can see this entire process as a black box A ′ that simply takes the placement of anchors in the radius-O (k ) neighbourhood as input, and using only this information produces the final local output. In particular, A ′ does not depend on the assignment of unique identifiers or on the value of n. It follows that A ′ is a finite function, mapping radius-O (k ) neighbourhoods in a {0, 1}-labelled grid to local outputs. There are only finitely many ways to assign {0, 1} labels in a constant-sized fragment of the grid, and hence A ′ can be conveniently represented as a finite lookup table.
The only missing piece is finding the value of k, and to do that, we can simply start with k = 1 and increment it until synthesis Session 3 PODC'17, July 25-27, 2017, Washington, DC, USA succeeds. (Note that if we were dealing with a global problem instead of a local problem this loop will never terminate.)
For each value of k, we proceed as follows. We pick sufficiently large values r 1 , r 2 = Θ(k ). Then we enumerate all possible ways in which the anchors may appear within a r 1 ×r 2 fragment of the grid; these are called tiles. We describe in the full version of the paper [9] a practical algorithm for such an enumeration. For example, for k = 1 we have the following 3 × 2 tiles; if we consider a maximal independent set in the grid, and pick a 3 × 2 window, we will see one of these configurations: We will then construct a neighbourhood graph H = (V H , E H ), in which each node u ∈ V H corresponds to a r 1 ×r 2 tile, and each edge corresponds to a tile of dimensions (r 1 + 1) × r 2 or r 1 × (r 2 + 1). For example, there is a 3 × 3 tile 000 010 100 and hence in the neighbourhood graph of 3 × 2 tiles there is a directed horizontal edge 00 01 10 , 00 10 00
. Similarly, we can identify directed vertical edges. Now A ′ is simply a mapping from V H to local outputs; A ′ (u) is what we output for a node whose local neighbourhood with respect to I is equal to u. Furthermore, the constraints of the LCL problem P (once sufficiently normalised) can be encoded as constraints related to horizontal and vertical edges. For example, in the 4-colouring problem, the constraint is simply that adjacent tiles have different labels.
Hence the task of synthesising algorithm A ′ reduces to a combinatorial constraint satisfaction problem in which our task is to find a labelling of the nodes of graph H that satisfies all constraints on the edges of the graph; if such an assignment does not exist, we simply repeat the process with a larger value of k and larger tile dimensions.
We have successfully used this approach with many concrete LCL problems discussed in this work, and it works well in practice. As a concrete nontrivial example, consider the problem of 4-colouring 2-dimensional grids. Here it can be shown that no solution exists for k = 1 or k = 2, but synthesis succeeds with k = 3 for e.g. 7 × 5 tiles. While a priori it might seem that the number of tiles is impractical for such parameter values (2 7·5 candidate tiles?), the key observation is that 1's are fairly sparse in any maximal independent set of G (k ) , and it turns out that we only need to consider 2079 tiles. Finding a proper 4-colouring of the neighbourhood graph can be done with modern SAT solvers in a matter of seconds.
UPPER AND LOWER BOUNDS FOR CONCRETE LCL PROBLEMS
We refer to the full version of the paper [9] for a complete characterisation of the complexity of vertex colouring and edge colouring in d-dimensional grids, and for a complete characterisation of bounded-indegree orientation problems on 2-dimensional grids.
DISCUSSION AND OPEN QUESTIONS
Randomised complexity. Chang et al. [10] showed that the randomised complexity of any LCL on instances of size n is at least its deterministic complexity on instances of size log n. This, combined with our Theorem 5.1, implies that there are no LCL problems with randomised complexity between ω (log * n) and o( log n) on the grid. Whether problems with randomised complexity O ( log n) exist is left as an open question.
High-dimensional grids. As mentioned in the beginning of the introduction, we can also consider the setting of d-dimensional (hypertoroidal oriented) grids with n d nodes. The complexity results extend to this setting: the classification theorem and the undecidability of classification hold for d-dimensional grids, and as noted before, the vertex and edge colouring results generalise. The techniques used in the synthesis algorithm also generalise to ddimensional grids. However, we have not yet implemented the synthesis beyond d = 2, and we expect that the increased size of the search space may make the synthesis less feasible.
Bounded growth graphs. The proof of Theorem 5.1 intrinsically exploits the fact that the size of a neighbourhood N r (v) grows quadratically in r , and thus any algorithm with running time T (n) = o(n) cannot see all n 2 nodes of the graph for large n. We show that this is not a phenomenon restricted to grids: for any class of graphs with limited neighbourhood growth rate, we get a large complexity gap. See the full version of the paper [9] for the precise statement and the proof.
Sublinear problems on general graphs. Finally, we use techniques inspired by grid graphs to expand our understanding of the complexity landscape of LCL problems on general bounded-degree graphs. Recall that in general we know that the lower end of the complexity landscape is sparse: for deterministic algorithms, there is nothing between the classes O (1), Θ(log * n), and Θ(log n). There are also obviously problems of complexity Θ(n), but the gap between Θ(log n) and Θ(n) is largely unexplored. In the full version of the paper [9] we show how to engineer an LCL problem with a complexity of precisely Θ( √ n) in general bounded-degree graphs; subsequently, Chang and Pettie [11] have given a more general result showing that problems of complexity Θ(n 1/k ) exists for any integer k ≥ 2 even when restricted to bounded-degree trees.
