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Abstract 
Currently, USB is a heavily used standard for connecting external peripherals to PCs. 
Despite its popularity and merits, most USB devices are wired, that is without the 
convenience of wireless devices. One idea is to replace the USB cable with a pair of 
adapters and a wireless channel such that wired devices can instantly become wireless 
devices without any modification to the devices themselves. 
To implement this idea, we must choose a wireless technology. Since 802.11 is well 
developed, well implemented and well accepted, if we can make use of it, much effort 
can be saved. The main focus of this thesis is whether 802.11a can be used to provide 
the wireless link between USB-enabled device and the USB interface on the 
computer. 
In this thesis, we analyze the conflicts between 802.11 and USB, and how adapters 
should be designed such that these conflicts can be resolved. The study consists of 
three parts : (a) bulk transfer, (b) interrupt transfer and (c) system architecture issues. 
Bulk transfer is for applications that do not have time constraint on data transmission. 
Examples are printer, digital camera and MP3 player. Interrupt transfer is for USB 
devices that will request attention from the host and have time constraint on data 
transmission. Examples are mice and keyboards. System architecture issues bring out 
solutions for problems of following areas, they are (a) how to connect a host with 
several devices, (b) security, (c) cost and (d) power supply. 
After analyzing the potential conflicts between 802.11 and USB, and how to design 
the adapter, we validate and evaluate our solutions by modeling and simulations. We 
demonstrate that the adapter can allow both bulk transfer and interrupt transfer 
simultaneously; can cost-effectively connect one host with several devices; and solve 
the problem for security. Therefore, we conclude that it is possible to replace the USB 


























Currently, USB is a widely used standard for connecting external peripherals to PCs. 
There are a number of reasons for its popularity, as listed below. 
Most devices are supported 
One of the major reasons for USB's popularity is that nearly all peripherals are 
supported by it. Frequently used applications include mouse, keyboard, scranner, 
printer, portable harddisk, digital camera, MPS player, modem, CD-ROM drive 
and writing pad for Chinese character recognition. 
Bandwidth allocation and sharing 
The USB 1.1 standard provides 12Mb/s of bandwidth for peripherals to 
communicate with the computer. This bandwidth is shared between all connected 
devices. That means all devices can communicate on the same bus at the same 
time, given that bandwidth is enough. Carefully designed USB devices releases 
unused bandwidth which is then dynamically allocated again. The bandwidth is 
intelligently used. 
Hot swapping 
One of the greatest conveniences of USB is that it allows hot swapping. USB 
devices can be attached or detached from the bus at any time, without restarting 
the computer or taking any other actions to inform the computer that a device is 
attached or detached. 
Automatic configuration 
Once a device is attached, the USB host controller will load in the corresponding 
driver and allocate bandwidth for that device, no manual configuration is needed. 
Low cost 
With all the above benefits, the cost of USB devices is still kept at a low level 
which attracts a large number of users. 
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Despite these advantages, all USB peripherals are wired devices, which means they 
are not as convenient to use as the wireless devices. To provide this convenience, one 
idea is to replace the USB cable with a pair of wireless adapters, as shown in figure 
1-1. These adapters will extract whatever packets from the cable and communicate 
with each other through a wireless channel. Contributions of this idea are listed below. 
• While the service provided by a cable is maintained, the inconvenience of cables 
is eliminated. 
• The convenience of automatic configuration is retained. That means no extra 
management, such as installing drivers or else, is necessary. 
參 It saves the development cost to adapt individual USB peripheral. Currently, 
there are wireless mouse and keyboard, however the development is device 
specific, that means the same technology cannot be applied to other wired 
devices to form wireless devices like a wireless printer or a wireless CD-ROM 
drive. In contrast, replacing the cable with a pair of adapters, different wired 
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The USB cable is replaced by a pair of wireless adapters. 
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1.1 Differentiation from existing products 
Currently, there are many USB wireless devices on the market. However, they are 
different from what is being proposed here. An example of these products is shown in 
figure 1-2. In figure 1-2, the USB wireless device is gray in color. In this example, a 
chip implementing 802.11 is connected to a PC such that the PC can become a WLAN 
client. However, these products are for data transmission between computers only. In 
contrast, our suggestion is to turn peripherals into wireless peripherals by replacing 
the USB cable with a pair of wireless adapters, as shown in figure 1-1. The difference 
is that our suggestion is for connecting peripherals to a computer wirelessly while 
existing products are for connecting computers to the Internet or other computers 
wirelessly. 
Our idea is similar to efforts in the consumer electronics area，where it is envisioned 
that digital entertainment systems (Hi Fi, speakers, TV and etc.) and home computers 
can be connected without using wires. Specifically, Intel published a white paper 
responding this vision. The vision of Intel's product is to connect consumer electronic 
devices, mobile devices and personal computing devices wirelessly as the ownership 
of these devices booms. This vision aims to enhance high-speed WPAN applications. 
A summary of the white paper is included in appendix A. 
1.2 Problems 
One question with the above idea is what protocol should be used for the wireless 
medium. As we all know, 802.11 is well developed, well implemented and well 
accepted. If we can make use of it in this context, much effort can be saved. Therefore, 
the compatibility between 802.11a and USB is studied. 
The major contribution of this thesis is to analyze the engineering difficulties in 
layering USB over 802.11, and how adapters should be designed such that these 







































































































From section 2, the bulk transfer mechanism of USB is studied. Bulk transfer is for 
applications that do not have any time constraint on data transmission. Examples are 
printer, digital camera and MP3 player. The engineering problems include low 
performance and useless packets if each USB packet is transmitted by one 802.11 
packet. Another problem is poor flow control and error control of packets in the 
wireless medium. These problems are solved by the adapter which packs a number of 
USB packets into one 802.11 packet, filters out useless USB packets and implements 
a new protocol to apply flow control and error control on packets in the wireless 
medium. 
In section 3, the interrupt transfer mechanism of USB is studied. Interrupt transfer is 
for USB devices that will request attention from the host. Examples are mouse and 
keyboard. These USB devices have one common property; they are intolerant of late 
arrival of data. This property can be understood by looking at real applications. For 
example, late arrival of data means the movement of a mouse may not display on the 
screen on time. In other words, we have real time constraint on data transmission. The 
problem is solved by the adapter which implements a new protocol on data 
transmission in the wireless medium. 
In section 4, the situation of connecting multiple devices to a host is studied. When 
there are several devices and each USB cable is replaced by a pair of adapters, several 
pairs of adapters are needed. As a result, several independent wireless channels are 
needed, and control for these independent wireless channels is needed. These are the 
problems, and the solution is to replace independent wireless channels by establishing 
a network between adapters. 
In section 4, security is also studied since the physical security provided by the USB 
cable no longer exists. This problem is solved by burning secret keys into adapters 
during manufacture. In the same section, the cost of turning the suggestion into a real 




While the design of the adapter is studied in the following sections, it is necessary to 
state that our study is confined to one wireless network only. That means the effect of 
interference from other wireless networks is not under the scope of our study. 
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2 Study of bulk transfer 
For USB, one type of transfer is bulk transfer; it is for applications that do not have 
any time constraint on data transmission. Examples are printer, digital camera and 
MP3 player. This section studies how to maintain the bulk transfer and the 
corresponding design of the adapter. 
In this section, four solutions will be studied. They are namely wired, simple wireless, 
packed wireless and controllable packed wireless. The wired solution is the existing 
USB solution that uses wire to transmit data. The simple wireless solution is the 
simplest solution that allows USB devices to go without wires. The packed wireless 
solution is a wireless solution that solves many problems of the simple wireless 
solution. The controllable packed wireless solution is the same as the packed wireless 
solution, but it is with flow control and error control added. 
2.1 Simple wireless solution 
Since data exchange in a USB network still relies on packets. The simplest solution is 
to transmit each USB packet with an 802.11 packet. In other words, whenever a 
packet is extracted from the cable, it is sent to another adapter and passed to the cable 
on the other side. A graphical depiction for emulating a USB bulk transfer is shown in 
figure 2-1. 
2.2 Problems of the simple wireless solution 
After comparing the USB protocol with the 802.11 protocol*, several problems have 
been found, as described in the next few subsections. 
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Figure 2-1 from ACK of USB. 
A graphical description showing how the simple wireless solution is applied on a USB 
bulk transfer [ Reference of used notations is in appendix E ] 
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2.2.1 Low performance due to header overhead 
The payload of a USB data packet is 64 bytes. It is much smaller than the maximum 
payload of an 802.11 packet, which is 2312 bytes. If one USB packet is the entire 
payload of an 802.11 packet, then the packet header of the 802.11 packet leads to high 
overhead. In particular, each 802.11 packet must start with a preamble transmitted at a 
very low speed such that it can be compatible with previous versions. When the 
payload of an 802.11 packet is small, the preamble is a significant overhead. The low 
performance, which is caused by the overhead, can be solved by increasing the 
utilization, and details are described in section 2.3.2. 
2.2.2 Low performance due to unnecessary packets 
USB is based on a transaction model. That means each data packet must come along 
with a token packet and a handshake packet. However, these packets are repeatedly 
sent without considering whether it is necessary. As shown in figure 2-1 token packets 
and ACK packets are sent repeatedly. 
2.2.3 Model derivation 
In this section, a model will be derived for the wired situation theoretically. Then, 
another model will be derived for the simple wireless solution theoretically. 
Wired USB Transaction 
In wired USB, USB is based on a transaction model. That means the transaction 
repeats itself. Therefore, analyzing one transaction would be enough for us to build a 
model to study the performance. 
For a transaction, it starts with a token packet, then a data packet and a handshake 
packet follows. The throughput is calculated as follows. 
Let T, D and A be the sizes of the token packet, the data packet and the handshake 
packet respectively. 
Let P L U S B be the size of the payload in the data packet. Since there are CRC and 
packet ID in the data packet, the overall size of a data packet D is larger than P L U S B -
Let SusB be the physical speed of USB. 
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Let P be the total processing time used by the host and the client. Since either the host 
or the client takes time to generate a response for a received packet, this kind of time 
is counted as processing time. 
Time used to transmit the token packet 
= T / SusB 
Time used to transmit the data packet 
= D / SusB 
Time used to transmit the handshake packet 
= A / S U S B 
Since the communication is over a link rather than over several hops on the Internet, 
the propagation delay is negligible. Then, total time incurred by a transaction 




= r^usB (2) 
( T + D + A ) + p u 
Q 
�USB 
To simplify the derived throughput for comparison in section 2.5, three symbols are 
defined and the throughput is rewritten as follows. 
L e t X = ( T + D + A ) + p 
c �S B 
L e t Y = P H Y + T M A C 
L e t Z = T + nxPLusB 
Q �802.1I 
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Then, the throughput 
PI 
Simple wireless USB Transaction over 802.11 
For a simplistic solution, since each USB packet is transmitted by one 802.11 packet, 
and data exchange of USB is transaction based. Therefore, analyzing one transaction 
would be enough for us to build a model to study the performance. 
Before analyzing the transaction, we have to derive an equation for calculating the 
average time used to transmit a raw data block with 802.11. The calculation here is 
done with the assumption that there is no contention from other stations. According to 
the specification of 802.11，(note: for the framing details of 802.11, please refer to 
Appendix C ) before a station can transmit data, it first picks a random number 
between 0 and ( WScw -1 ) for the number of mini-time slots to wait for attempting to 
transmit, where WScw is the window size of the content window. Since each number is 
equally likely to be picked, the average picked value is ( WScw - 1 ) / 2. The average 
time used to transmit a block of raw data is calculated as follows. 
Let DIFS be the duration of DIPS 
Let Tsiot be the duration of the mini-time slot. 
Let HpHY be the size of physical header of an 802.11 packet. 
Let SpHvbe the speed used to transmit the 802.11 physical header. 
Let H M A C be the size of MAC header of an 802 .11 packet. 
Let PL802.li be the size of the payload of an 802.11 packet. 
Let S802.11 be the speed of 802.11. 
Let SIFS the duration ofSIFS 
Let H A C K be the size of the 802.11 acknowledgement. 
Let S A C K be the speed used to transmit the 802.11 acknowledgement. 
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Average time used for the contention window = Tsiot x ( WScw — 1 ) / 2 
Time used for transmitting the 802.11 data frame : 
Time used to transmit the physical header = H P H Y / S P H Y 
Time used by the data frame = ( H M A C + PL802.11 ) / S802.11 
Time used for transmitting the 802.11 acknowledgement frame : 
Time used to transmit the physical header = Hphy / Sphy 
Time used by the acknowledgement frame = H A C K / SACK 
Average total time used to transmit a block of raw data with 802.11 
= D I P S + TSIOT X ( W S C W - 1 ) / 2 + H P H Y 丨 SPHY + ( H M A C + P L G O Z I I ) / S802.11 + S I F S + 
H P H Y 丨 S P H Y + H A C K / SACK � 
For simplification, (3) is rewritten as 
DIPS + (WScw — 1 ) / 2 + PHY + MAC + PAYLOAD + SIFS + ACK (4) 
In equation (4)，( WScw - 1 ) / 2 represents the number of mini-time slot. Symbol PHY 
represents the time used for transmitting the header of the physical layer. Symbol 
MAC represents the time used for transmitting the MAC header. Symbol PAYLOAD 
represents the time used for transmitting the payload. Symbol ACK represents the 
time used for transmitting the MAC layer acknowledgement of 802.11. 
Since equation (4) is still too long for reading in later context. The symbol T M A C IS 
created as below. 
Let T M A C = DIPS + ( W S C W - 1 ) / 2 + MAC + SIFS + ACK (5) 
Then, equation (4) is rewritten as 
PHY + T M A C + PAYLOAD (6) 
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Assuming that there is no packet loss and no interference from other 802.11 stations, 
by using equation (6)，the throughput is calculated as follows. 
Time used to transmit the token packet 
= P H Y + TMAC + T / S802.11 
Time used to transmit the data packet 
= PHY + TMAC + D/S802.n 
Time used to transmit the handshake packet 
= PHY + TMAC+A/S802.11 
Total time incurred by a transaction 
= ( T + D+A)/S802.11 + 3 (PHY + Tmac ) + P 
The throughput 
PT 
— nUSB (7) 
(丁二 D + A ) + 3 ( p h Y + Tmac) + P 
^802.11 
To simplify the derived throughput for comparison in section 2.5, the throughput is 
rewritten by symbols (X, Y and Z ) defined before. 
The throughput 
_ PLUSB 




2.2.4 Performance study 
With the model built in the last section, performance of the wired situation and the 
simple wireless solution will be evaluated in this section. 
For wired USB, the throughput is found to be 1.086MB/s if equation (2) is substituted 
with values listed in table 2-1. The value of P comes from a real experiment, which 
we monitored the USB protocol and made measurement. Details of the experiment are 
included in appendix D. 
The physical speed of wired USB is 1.5MB/s. There are two reasons for the 
throughput to be smaller than 1.5MB/s. Firstly, there is overhead like token and 
handshake packet, and the header of the data packet. Secondly, the processing of the 
host and the client uses up some time. It means that a portion of time is not used for 
data transmission. 
For the simple wireless solution, the throughput is found to be 0.033MB/s if equation 
(7) is substituted with values listed in table 2-1. In table 2-1，the value of symbol PHY 
is calculated from equation (3)，equation (4) and values listed in table 2-2, the value of 
symbol T M A C is calculated from equation (3)，equation (5) and values listed IN table 
2-2. In comparison to the wired case, the contrast in throughput has proved the low 
performance caused by the problems of the simple wireless solution, which have been 
discussed in section 2.2.1 and 2.2.2 already. For improving the performance, a packed 
wireless solution is suggested in the next section. 
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Symbol Value 
T 3 bytes 
D 67 bytes 
A 1 byte 
P L U S B 6 4 bytes 
SusB 12Mb/s  
P 11.598 us 
PHY 384 us 
T M A C 250.5 us  
Table 2-1 
The values of various symbols. 
DIPS 34 us 
Tslot ^  
WScw ^  
HpHY 24 bytes 
SpHY 1 Mb/s 
H M A C 3 4 bytes 
S802.11 54 Mb/s 
SIFS 16 us 
H A C K 14 bytes 
S A C K 2 M b / s  
Table 2-2 
The values of various symbols those are used to calculate the values of PHY and 
T M A C -
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2.3 Packed wireless solution 
In section 2.2, we have identified the problems of the simple wireless solution. In this 
section, these problems will be solved, and further improvement will be made in 
section 2.4. 
In section 2.2, identified problems are low performance due to header overhead and 
unnecessary packets. To solve these problems, a packed wireless solution is suggested. 
In simple words, the packed wireless solution packs 35 USB data packets into one 
802.11 packet, and unnecessary packets are skipped. In the following subsections, an 
example of the packed wireless solution is first described, and then further 
explanation on how the mentioned problems are solved follows. 
2.3.1 Example 
An example is shown in figure 2-2 ( note : explanation of notations used in figures is 
in the next paragraph ), the host is connected to adapter A, which emulates the client, 
and the client is connected to adapter B，which emulates the host. At the beginning, a 
token packet is sent by the host as usual, adapter A then replies with a negative 
acknowledgement claiming that the client is not ready, and the host will retry later. 
After that, adapter A informs adapter B to retrieve data from the client by sending a 
token packet. When adapter B receives the token packet from the peer, it emulates the 
requests and responses of the host in order to retrieve data from the client. In order to 
fully utilize the payload of an 802.11 packet, the emulation of requests is repeated 
until a certain amount of data is retrieved. After that, 35 USB data packets are sent by 
one 802.11 packet to adapter A. Then, adapter A will emulate the client and send data 
to the host. 
Explanation of notations used in figures 
There are three types of packets in total. They are explained one by one as below. 
The first type of packets is for the adapter to communicate with either the host or the 
client. They are marked by labels. For example, the label "ACK" is used to refer to an 
acknowledgement packet of USB. They are generated according to what is defined in 
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i by adapter A j generated by adapter B 
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A flow showing how adapters function [ Reference of used notations is in appendix E ] 
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the specification of USB. 
The second type of packets is for the adapter A to communicate with adapter B. Their 
labels are bold and underlined. For example, the label "ACK" is used to refer to an 
acknowledgement packet. Basically, they are encapsulated in 802.11 packets. They 
are generated according to the protocol of the corresponding proposed solution. 
Since 802.11 packets are used for adapters to communicate with each other, each 
802.11 packet must be followed by an acknowledgement. This acknowledgement 
belongs to the MAC layer of 802.11. This kind of packets is not marked by any label 
for simplifying the figure. Instead, they are all dotted arrows with a big dot at the end 
of the arrow. The arrow below is an example. 
• • 
The notations explained here will be used consistently in later context of this thesis. 
2.3.2 Solved problems 
In section 2.2，two problems are identified; they are low performance due to header 
overhead and unnecessary packets. For solving the first problem, as described in the 
example, 35 USB data packets are sent by one 802.11 packet. Through this 
arrangement, the utilization is increased, and the number of 802.11 packets used for 
transmitting the same amount of USB data is decreased. In other words, the overhead 
caused by the packet header and the preamble is much reduced. This is how the 
problem of low performance due to header overhead is solved. 
To solve the second problem, as described in the example, the host is connected to 
adapter A, which emulates the client, and the client is connected to adapter B, which 
emulates the host. With such an arrangement, adapters filter out unnecessary packets 
like token packets and ACK packets. Then, token packets and ACK packets will not 
be sent repeatedly, this is how the problem of low performance due to unnecessary 
packets is solved. 
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2.3.3 Model derivation 
In this section, a model will be derived for the packed wireless solution theoretically. 
Assuming that there is no packet loss and no interference from other 802.11 stations, 
the throughput is calculated as follows. Reference of the calculation is shown in figure 
2-3. 
Let n be the number of USB data packets that are packed into one 802.11 packet. 
(a) Time used for transmitting the token packet by 802.11 
= P H Y + T M A C + T / S 8 0 2 . 1 1 
(b) Time used for retrieving data from the client, through n USB transactions 
= [ b y ( l ) ] 
^USB 
(c) Time used for transmitting ( n x P L U S B ) bytes of data by 802.11 
= P H Y + 丁 MAC + ( n x P L U S B ) / S802.11 
(d) Time used for returning data back to the host, through n USB transactions 
= [ b y ( l ) ] 
^USB 
Total time incurred 
U^SB >802.11 
The throughput 
= N X PLusb � 




To simplify the derived throughput for comparison in section 2.5, the throughput is 
rewritten by using symbols (X, Y and Z ) defined in section 2.2.3. 
The throughput 
_ PL USB  
-i2nX +2Y + Z ) 
n 
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A diagram showing the calculation of the corresponding parts 
[Reference of used notations is in appendix E ] 
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2.3.4 Performance study 
In this section, the performance of the packed wireless solution is studied. Similar to 
section 2.2.4, the throughput is found to be 0.325 MB/s if equation (8) is substituted 
with values listed in table 2-3. In comparison to the simple wireless solution, the 
performance has improved by ten times. With the upgraded performance, the benefit 
of the packed wireless solution becomes obvious. 
Symbol Value 
T 3 bytes 
D 67 bytes 
A 1 byte 
P L U S B 64 bytes 
SusB 12 Mb/s 
P 11.598 us 
PHY 384 us 
T M A C 250.5 us 
n 35 
Table 2-3 
The values of various symbols. 
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2.3.4 Performance study on the effect of the value of n 
In this section, we will study how the performance is affected by the value of n. Since 
the payload of an 802.11 packet has a maximum bound, the maximum value of n is 35. 
In other words, 35 USB packets at most can be packed into one 802.11 packet. 
For studying how the performance is affected by the value of n, equation (8) is 
substituted with values listed in table 2-4. Then, the throughput of corresponding 
value of n is found, and it is listed in table 2-5. From the result, it is found that the 
growth of throughput is not very great when the value of n is larger than 17. However, 
the growth percentage still keeps at a reasonable level when the value of n is larger 
than 17. Therefore, it is reasonable to choose 35 as the value of n for maximizing the 
throughput. 
Symbol Value 
T 3 bytes 
D 67 bytes 
A 1 byte 
P L U S B 64 bytes 
SusB 12 Mb/s 
P 11.598 us 
PHY 384 us 
T M A C 250.5 us 
Table 2-4 
The values of various symbols. 
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n MB/s Growth Growth % 
� 0 . 3 2 5 1 0.0017 0.525 
34 0.3234 0.0019 0.59 
^ 0 . 3 2 1 5 0 ^ 9 0.594 
32 0.3196 0002~~0.629 
31 0.3176 0.0022 0.697 
30 0.3154 0.0022 0.702 
29 0.3132 0.0024 0.772 
28 0.3108 0.0025 0.81 “ 
27 0.3083 0 0 0 ^ 0 . 8 8 3 
f 0.3056 a O Q ^ Q . 9 2 4 
25 0.3028 0 0 0 3 1 
24 0.2998 0 0 0 ^ 1 . 0 7 8 
『 0 . 2 9 6 6 0 0 0 ^ 1 . 1 5 9 
22 0.2932 0 0 0 ^ 1 . 2 7 8 
21 0.2895 0.0039 1.365 
20 0.2856 0.0042—1.492 
19 0.2814 0.0045 1.625 
18 0.2769 0.0049 1.801 
17 0.272 0.0053 1.987 
16 0.2667 0.0058 2.223 
15 0.2609 0.0063 2.474 
14 0.2546 0.0068—2.744 
13 0.2478 0.0076 3.164 
12 0.2402 0.0084 3.623 
11 0.2318 0.0093 4.179 
1 ^ 0 . 2 2 2 5 0.0104—4.903 
9 _ 0 . 2 1 2 1 a o r i 8 ~ 5 . 8 9 1 
8 _ 0 . 2 0 0 3 0.0133 7.112 
7 _ 0 . 1 8 7 0 0 1 5 7 ~ 8.847 
6 _ 0 . 1 7 1 8 0.0175 11.34 
5 _ 0 . 1 5 4 3 0.0205 15.32 
4 _ 0 . 1 3 3 8 0.0243 22.19 Table 2-5 
？ _ 0.1095 0.0291 36.19 it shows how the throughput (MB/s) 
？ 0.0804 0.0357 79.86 grows as the value of n increases 
1 |0.0447 
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2.4 Controllable packed wireless solution 
For the solution used in section 2.3，the protocol for flow control and error control on 
the wireless medium is still based on the USB protocol. In other words, there is much 
room for improvement. For example, a sliding window can be added to increase the 
throughput. Details of the improvement are explained in this section. 
2.4.1 Problem 
As shown in figure 2-4 (it is the same as figure 2-2，but only packets in the wireless 
medium are shown), for error and flow control, token and handshake packets occupy 
the wireless medium frequently. As mentioned in section 2.2.1, with low utilization 
and the preamble, the overall performance is deteriorated by these token and 
handshake packets. 
2.4.2 Analysis 
In order to solve the above problems, we have to define a new protocol for Logical 
Link Control (LLC) at the Data Link Layer, which is other than 802.2. Before 
defining the new protocol, we first analyze what challenges the new protocol has to 
handle [8,9]. The duties of the new protocol are listed below. 
• To prevent buffer overflow at the adapter. 
• To guarantee that each packet is received, and it is received for only one time. 
• To guarantee that all packets are received in the right order. 
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This diagram is same as figure 2-2, but only packets in the wireless medium are 
shown. [ Reference of used notations is in appendix E ] 
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2.4.3 Solution 
For increasing the throughput, we propose to use a sliding window. To guarantee that 
all packets are received for one time and in the right order, sequence number is added 
to each data packet. To guarantee that all packets are received, acknowledgement is 
sent from the receiver after receiving the corresponding data. 
An example is given in figure 2-5. At the beginning, adapter A sends a token to inform 
adapter B to retrieve and send back data. After that, adapter B will send back 8 data 
packets and wait for an acknowledgement. In our scheme, adapter B will send at most 
8 data packets without acknowledgement. Since the bandwidth for wireless medium is 
very limited, acknowledgement will not be sent for each received packet. Instead, it is 
only sent after 8 packets are received or timeout is exceeded. In figure 2-5, in the first 
session, all 8 packets are without error, so a positive acknowledgement is sent back 
from the receiver. The positive acknowledgement indicates that all packets are 
received correctly and next session can start. In the second session, the first packet is 
with error, then a negative rather than a positive acknowledgment is sent. The 
negative acknowledgement informs adapter B to re-transmit the lost packet. When the 
first packets are received without error, a positive acknowledgement will be sent back 
from the receiver. Then, the next session starts. 
For the throughput, since the sender is allowed to send the second packet without 
receiving the acknowledgement of the first packet, it is not necessary to stop and wait 
for the acknowledgement for each packet. By saving the time for waiting, the 
throughput is then increased. Actually, the effect of the sliding window is well proven 
in past literatures [10] for studying network performance. Therefore, we do not 
provide a proof here. 
In the newly proposed protocol for LLC, the size of the sliding window is fixed at 
eight, which is a relatively small value. It is because we have to prevent the receiver 
(adapter) from waiting too long for putting data back to the upper layer in case the 
first data packet is with error. The delay of the worst case is calculated in section 
2.4.6. 
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(continue in 
the next page) 
Figure 2-5 
Example of the our solution (first session) 
[The second session is on the next page ] 
[Reference of used notations is in appendix E ] 
30 
A B 
DataO ^   
• 
^ “ “ ‘ Datal is with error 
• and the MAC layer 
gives up recovering 
Data?   
Datal ^ NACK( loss = Datal ) 
(retransmission) • 
^ ACK 
DataO of the 
next session 
Figure 2-5 
Example of the our solution (second session) 





~ I 5 bits I 0 0 
Data packet ！ 
0 I 5 bits 3 bits丨 | | 0 0 0 0 0 0 0 
Handshake packet ! 
0 I 5 bits I 0 I 8 bits — 
Figure 2-6 
Headers of various packets 
As shown in figure 2-6, headers of various packets are shown. As shown in figure 2-5, 
if we ignore the token packet, we will find that it is a simplex transmission with 
acknowledgement. In other words, data is transmitted in one direction, and what is 
transmitted in the opposite direction is acknowledgement only. Therefore, the first bit 
of the header is used to distinguish the token packet. Token packet is marked by a bit 
one at the first bit. Since the MAC layer has handled the address, there is no address 
field in the header. Instead, we have to distinguish which endpoint* the packet 
belongs to, so the following five bits are used to specify the endpoint. For the token 
packet, the last two bits are reserved. 
* The definition of endpoint is for parallel processing, further details are presented in 
appendix B.2.1. 
For the data packet, the function of the first six bits is the same, and the following 3 
bits are for the sequence number. The following 7 bits are reserved. 
For the handshake packet, the function of the first six bits is the same, and the 
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following one bit is to inform the sender whether to stop or go. It is because the 
receiver will want the sender to stop sending any more data when its own buffer is full. 
The next bit is reserved. The following 8 bits are used as an acknowledgement to 
mark which data packet is received and which data packet needs re-transmission. 
2.4.4 Model derivation 
In this section, a model will be derived for the controllable packed wireless solution 
theoretically. Assuming that there is no packet loss and no interference from other 
802.11 stations, the throughput of one session is calculated as follows. Reference of 
the calculation is shown in figure 2-7. 
Let W be the window size of the sliding window. 
Let HAdapter bc the size of the header for adapters to communicate. 
(a) Time used for transmitting the token packet by 802.11 
= PHY + TMAC + T/S802.11 
(b) Time used for retrieving data from the client, through nx W USB transactions 
= n x W [ ( T + D + A ) + p ] _ ) ] 
^USB 
(c) Time used for transmitting the last ( n x P L U S B ) bytes of data by 802.11 
= P H Y + T M A C + ( HAd叩ter + N X P L U S B )/S802. 11 
(d) Time used for returning the last ( N x P L U S B ) bytes of data to the host 
^USB 
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A diagram showing the calculation of the corresponding parts 
[Reference of used notations is in appendix E ] 
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Total time incurred 
= n ( W + 1 ) [ ” + A_1 + p] + T + H — + n x P L u s B + 聊 丫 + 
U^SB 8^02.11 
The throughput is therefore equal to 
n X PLusb x W � 
n(W + 1)[ ( T + D + A)— + p] + T + + n x P L 脳 + ^^^^^ + 丁 隱 ) … 
U^SB 8^02.11 
To simplify the derived throughput for later comparison, the throughput is rewritten 
by using symbols ( X，Y and Z ) defined in section 2.2.3. 
The throughput 
PI 
_ riusB  
丄 [ n ( W + 1)X +2Y + Z + 
2.4.5 Performance study 
In this section, the performance of the controllable packed wireless solution is studied. 
Similar to section 2.2.4, the throughput is found to be 0.84 MB/s if equation (9) is 
substituted with values listed in table 2-6. In comparison to the simple wireless olution, the performance has improved by 25 times. With the upgraded performance,the benefit of the controllabl  packed wireless solution bec mes obvious. 
35 
Symbol Value 
T 3 bytes 
D 67 bytes 
A 1 byte 
P L U S B 64 bytes 
SusB 12 Mb/s 
P 11.598 us 
PHY 384 us 
T M A C 250.5 us 
n 35 
HAdapter 2 bytCS 
W 8 
Table 2-6 
The values of various symbols. 
2.4.6 Performance study on the effect of the sliding window size 
In the previous case, the MAC of 802.11 recovers all packet loss at the MAC layer. 
Now, we try to study the situation, which the MAC of 802.11 fails to recover packet 
loss and the loss is reported to the adapter. In other words, error control of the newly 
proposed protocol for LLC is studied. 
Since we are going to study the worst case, we assume that the first data packet of a 
session is reported with error, then the maximum delay in returning data back to the 
host is calculated. Assuming that there is no interference from other 802.11 stations, 
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Figure 2-8 
A diagram showing the calculation of the corresponding parts 
[Reference of used notations is in appendix E ] 
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(a) Time used for retrieving data from the client, through n x ( W - 1 ) USB 
transactions = n ( W - l ) [ ( T + D + A ) + ? ] [ by (1)] 
U^SB 
(b) Time used for transmitting the last ( n x P L U S B ) bytes of data by 802.11 
= P H Y + T m a C + ( HAdapter + n X P L y S B ) ! S802 . l l 
(c) Time used for transmitting the NACK 
= P H Y + T M A C + HADAPTER 丨 S802.LL 
Maximum delay in returning data back to the host 
= n ( W - 1)[(T + D + A ) + p] + 2 H - p t e r + n x PLUSB + ^^pny + T ^ . J 
SuSB 8^02.11 
If we substitute the values as listed in table 2-7, maximum delay in returning data 
back to the host 
=2063 W - 2 0 0 
~ 2 W ( ms in unit) 
In other words, the maximum delay in returning data back to the host would be 
approximately two times of the window size of the sliding window, and the unit is in 
ms. For example, if the window size of the sliding window is 8, then the maximum 
delay in returning data back to the host would be approximately 16ms. 
With such an analysis, we can understand the drawback of increasing the size of the 
sliding window, though the throughput increases with the size of the sliding window. 
In other words, it is a tradeoff between the throughput and the maximum delay in 
returning data back to the host when there is a packet loss reported to the adapter. 
For choosing a suitable value for W, table 2-8 shows how the throughput grows as the 
value of W increases. From the table, we can see that once the value of W is equal or 
more than 10’ the actual growth in throughput is no longer obvious as the value of W 
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increases. Therefore, by considering the drawback of increasing the window size, 
proper value for W would be 7, 8 or 9. 
Symbol Value 
T 3 bytes 
D 67 bytes 
A 1 byte 
PLusb 64 bytes 
SusB 12Mb/s 
P 11.598 us 
PHY 384 us 
T M A C 250.5 us 
n 35 
HAdapter 2 bytes 
Table 2-7 
The values of various symbols. 
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W MB/s Actual growth 
20 0.9929 0.0045 
19 0.9884 0.005 
18 0.9834 0.0055 
17 0.9779 0.0061 
16 0.9718 0.0068 
15 0.965 0.0077 
14 0.9573 0.0088 
13 0.9485 0.01 
12 0.9385 0.0115 
11 0.927 0.0135 
10 0.9135 0.0159 
9 0.8976 0.0192 
8 0 . 8 7 8 4 0 . 0 2 3 4 
7 0.855 0.0294 
6 0.8256 0.038 
5 0.7876 0.0508 
4 0.7368 0.0715 
3 0.6653 0.1081 
2 0.5572 0.1826 
1 0.3746 
Table 2-8 
It shows how the throughput (MB/s) grows as the value of W increases 
40 
2.5 Summary of performance study 
After studying four cases, four models are built. They are wired solution, simple 
wireless solution, packed wireless solution and controllable packed wireless solution. 
They are summarized and studied here. 
2.5.1 Comparison of the throughput between four cases 
The throughput of various cases has been derived in previous sections. They are 
expressed by using symbols ( X, Y and Z ) defined in section 2.2.3 and listed below. 
Then, they are compared one by one. 
For the wired case, the throughput 
_ P L U S B  「 
For the simple wireless solution, the throughput 
PT 
_ F LUSB 
X ^ + 3 Y Q 
^802.1 1 
For the packed wireless solution, the throughput 
P I 
_ ^^ USB  
- ( 2 n X +2Y + Z ) 
n 
For the controllable packed wireless solution, the throughput 
_ P L U S B  




Comparison between the wired solution and the controllable packed wireless 
solution 
Since the throughput of the controllable packed wireless solution can be rewritten as 
PI 
riuSB  
X + { — + — [ 2Y + Z + I L ^ ] } 
W nwL S 細 
X 1 H 
While the term — + ——[2Y + Z + 一 ] jg positive, the denominator of the 
W nwL 
wired case is smaller than that of the controllable packed wireless solution. Therefore, 
the throughput of the wired case is better than that of the controllable packed wireless 
solution. 
Comparison between the controllable packed wireless solution and the packed 
wireless solution 
Since the throughput of the controllable packed wireless solution can be rewritten as 
PL 
- { 2 n X + — + — + [ H 一 _(w_i)nX] } 
n W W W S 議 
H 
While W is larger than one, and the term 一 ��. (W-l)nX is negative, the 
W ^ 8 0 2 . 1 1 
denominator of the controllable packed wireless solution is smaller than that of the 
packed wireless solution. Therefore, the throughput of the controllable packed 
wireless solution is better than that of the packed wireless solution. 
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Comparison between the packed wireless solution and the simple wireless 
solution 
Since the throughput of the packed wireless solution can be rewritten as 
P L 
^^USB  
3Y +[2X + - - ( 3 - - ) Y ] 
n n 
Z 
While the value of X and — are tens of micro-second, the value of Y is hundreds of 
n 
micro-second, and n is larger than one (note : values of all symbols are listed in 
Z 2 
Appendix F), so the term 2X4- — - ( 3 - —) Y is negative. Since the denominator of 
n n 
the packed wireless solution is smaller than that of the simple wireless solution, the 
throughput of the packed wireless solution is better than that of the simple wireless 
solution. 
Summary of Comparisons 
With the above comparisons, if we arrange the throughput of various cases in a 
descending order, the sequence is wired solution, controllable packed wireless 
solution, packed wireless solution and simple wireless solution. 
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2.5.2 Study of how the throughput varies with the processing time 
In this section, we will study how the throughput varies with the processing time. 
/ f j ^ ^ ^ I y t x 
Firstly, we substitute X = + P back to the four equations listed in 
^USB 
section 2.5.1. Since we are studying how the throughput varies with the processing 
time, all variables, except P, should be constant. These variables are substituted with 
values listed in table 2-9’ and the throughput is expressed in terms of P, the processing 
time. Then, all four cases are listed in the table 2-10. A graph showing how the 
throughput varies with the value of P is shown in figure 2-9. 
From the graph, we can find two observations. The first observation is that the 
throughput drops as the value of P increases. As the processing time used increases, 
the total time used will also be increased, it is reasonable to see that the throughput 
will drop as the value of P increases. The second observation is that the throughput of 
the controllable packed wireless solution comes closer to the throughput of wired 
USB as the value of P increases. As the processing time used increases, the overhead 
caused by the wireless transmission becomes less significant. As a result, the second 
observation is reasonable. 
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Symbol Values 
T 3 bytes 
D 67 bytes 
A 1 byte 
P L U S B 6 4 bytes 
SusB 12 Mb/s 
S802.li 54 Mb/s 
n 35 
W 8 
Y 634.5 us 
Z 332 us 
HAdapter 2 bytCS 
Table 2-9 
The values of various symbols. 
Case Throughput ( MB/s ) 
Wired USB 64 / (47.333us + P) 
Simple wireless solution 64 / ( 2296.3us + P) 
Packed wireless solution 64 / ( 139.6us + 2P) 
Controllable packed wireless solution 64 / ( 56.2us + 1.125P) 
Table 2-10 
Throughput of all four cases in terms of P ( the processing time of the host and the 
client) 
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Figure 2-9 
A graph showing how the throughput (MB/s) varies with the value of P ( from lus to 
lOOus) 
The cyan line (the highest one) is for the wired USB 
The blue line (the lowest one) is for the simple wireless solution 
The green line (the second lowest one) is for the packed wireless solution 




Based on the model described in appendix D, we have built two components for 
simulation using NS* [6’ 7]. One is for simulating the host, another is for simulating 
the client. Moreover, we have built a component for simulating the adapter. In figure 
2-10，all components are shown. At the bottom of the figure, 802.11 is the built-in 
component of NS. The adapters use the service provided by 802.11. The host and the 
client use the service provided by adapters. 
* NS stands for network simulator. It is an event driven simulator used to simulate 
network activities. The reason of choosing NS for simulation is that it has many 
built components like TCP, UDP and 802.11. 802.11 is one of the component we 
used in our simulation. 
Host ( Built by us ) Client ( Built by us ) 
Adapter ( Built by us ) Adapter ( Built by us ) 
802.11 ( Built-in component) 
Figure 2-10 
Components used in the simulation. 
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For carrying out the simulation, values of various parameters are substituted as listed 
in table 2-11. 
Symbol Values 
T 3 bytes 
D 67 bytes 
A 1 byte 
P L U S B 64 bytes 
SusB 12 Mb/s 
P 11.598 us 
DIPS 34 us 
Tsiot 9 us 
WScw 32 
HpHY 24 bytes 
SpHY 1 Mb/s 
H M A C 34 bytes 
S802.li 54 Mb/s 
SIFS 16 us 
H A C K Mbytes 
S A C K 2 M b / s 
PHY 384 us 
T M A C 250.5 us 
n 35 
W 8 
HAdapter 2 bytCS 
Table 2-11 
The values of various symbols. 
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2.6.1 Measuring the packet loss rate and the throughput 
In this study, wired USB is not included. USB network is not a kind of computer 
network, there is no contention and collision, and the MAC is a centralized 
mechanism implemented in the USB host controller. In other words, the distance 
would not affect the throughput, and the packet loss rate is likely to be zero. Therefore, 
it is not suitable to include wired USB in this study. 
With the components, we have simulated three wireless cases with distance varying 
from 2m to 10m. In this simulation, we simulated a jpg file being transferred from the 
client to the host. The size of the file was set to 500k bytes. Meanwhile, the packet 
loss rate and the time used, in turn the throughput, were recorded. 
For measuring packet losses, the built-in 802.11 component of NS was modified such 
that packet loss at the MAC layer could be recorded. Moreover, packet loss at the 
MAC layer does not mean that it is a packet loss for the upper layer since 802.11 will 
retransmit the packet if there is any error. Therefore, the result of packet loss is 
retransmission at the MAC layer, and the upper layer may not notice it. 
The result is summarized in the table 2-12. As explained before, packet losses and 
retransmission at the MAC layer does not mean that it must be reported to the upper 
layer, and the result shows that no packet loss is reported to the upper layer when the 
distance is within 10m. 
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Dist. PLR T1 T2 T3 
^ 0.22% 0.027 0.305 0.813 
^ 0.22% 0.027 0.305 0.813 
4m 0.26% 0.027 0.305 0.813 
^ 0.48% 0.027 0.304 0.81 
to 0.93% 0.027 0.302 0.806 
7m 1.87% 0.027 0.299 0.797 
^ 4.23% 0.026 0.294 0.775 
^ 6.05% 0.025 0.289 0.759 
10m 8.41% 0.024 0.285 0.738 
Table 2-12 
A table showing the packet loss rate and throughput (MB/s) while the distance 
increases from 2m to 10m, where PLR = Packet loss rate, T1 = Throughput for simple 
wireless solution, T2 = Throughput for packed wireless solution, and T3 = 
Throughput for packed wireless solution with flow control 
2.6.2 Studying the throughput against the distance 
111 figure 2 - 1 1 , it is a graph showing how the throughput varies with the distance. 
From the graph, we can find two observations. The first observation is that the 
throughput of various cases matches roughly with what we calculated before when the 
distance is within 4m. It is because the packet loss rate is still a very low value when 
the distance is within 4m. From table 2-12, we can find that the throughput of 
controllable packed wireless solution, packed wireless solution and simple wireless 
solution are around 0.813, 0.305 and 0.027 respectively. Based on calculation of 
previous sections, the throughput of controllable packed wireless solution, packed 
wireless solution and simple wireless solution are 0.84，0.325 and 0.33 respectively 
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Figure 2-11 
A graph showing how the throughput (MB/s) varies with the distance ( from 2m to 
1 0 m ) 
The blue line (the lowest one) is for the simple wireless solution 
The green line (the middle one) is for the packed wireless solution 
The red line (the highest one) is for the packed wireless solution with flow control 
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The second observation is that the throughput starts to drop as the distance increases, 
and the drop in the throughput of the controllable packed wireless solution is 
relatively larger. As the distance increases, the packet loss rate is no longer negligible, 
it is reasonable to see that the throughput starts to drop as the distance increases. For 
the relatively larger drop in throughput of the controllable packed wireless solution, it 
is still reasonable and explained as follows. 
Let S be the size of the file, which is a constant 
Let T be the time needed if there is no error 
Let t be the extra time required to recover packet losses. Here, we assume that the 
value of t increases with the distance. It is because the packet loss rate increases with 
the distance, and the extra time caused by losses increases with the packet loss rate. 
Throughput 
_ Size of the file 
Total time used 
= 





For the controllable packed wireless solution, if there is no error, it takes less time. In 
other words, the value of T is smaller than other two cases. Therefore, the value of — 
is larger than other two cases, but it is still a constant. Since the value of T is smaller 
than other two cases, and the value of t increases with the distance, the growth rate of 
(1 + ) is larger when the distance increases. 
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With the above analysis, we have two facts of the controllable packed wireless 
solution. The first fact is that the value of — is larger than other two cases. Another 
is that the growth rate of (1 + is larger than other two cases as the distance 
increases. Therefore, it is reasonable to see that the actual drop in throughput of the 
controllable packed wireless solution is larger when the packet loss rate increases with 
distance. 
2.6.3 Studying the throughput against the packet loss rate 
In figure 2-12, it is a graph showing how the throughput varies with the packet error 
rate. From the graph, we can observation that the drop in throughput of the 
controllable packed wireless solution is relatively larger as the packet error rate 
increases. 
This observation can be explained by the logic of the second observation of figure 
2-11. If we assume that the value of t ( the amount of extra time required to recover 
packet losses ) will increase with the packet loss rate, with the explanation of the 
second observation of figure 2-11，it is reasonable to see that the drop in throughput of 
the controllable packed wireless solution is relatively larger as the packet error rate 
increases. 
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Figure 2-12 
A graph showing how the throughput (MB/s) varies with the packet error rate ( from 
0.2% to 10%) 
The blue line (the lowest one) is for the simple wireless solution 
The green line (the middle one) is for the packed wireless solution 
The red line (the highest one) is for the packed wireless solution with flow control 
2.7 Conclusion 
As we can see in figure 2-9，the throughput of the controllable packed wireless 
solution is very closed to that of the wired case. Therefore, we conclude that bulk 
transfer can be maintained if the USB cable is replaced by a pair of wireless adapters. 
‘ - . 
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3 Study of interrupt transfer 
For USB, another type of transfer is interrupt transfer; it is for USB devices that will 
request attention from the host. Examples are mouse and keyboard. This section 
studies how to maintain the interrupt transfer and the corresponding design of the 
adapter. 
In this section, we will first discuss the difficulty in maintaining the service of 
interrupt transfer, and a suggested solution follows. Then, we will define how to 
decide whether the suggested solution is acceptable. After that, another problem will 
be located, and the suggested solution will be refined. Finally, the refined solution will 
be studied theoretically. 
3.1 Problem 
Interrupt transfer is for USB devices that will request attention from the host. Users of 
interrupt transfer always have time constraints on transmitting data to the host. For 
examples, for mice and keyboards, data must arrive at the host within certain time 
constraints. Otherwise, typed character and movement of a mouse will not display on 
the screen on time. 
Interrupt transfer basically uses the same transaction-based model as bulk transfer. 
The transaction is initiated by the host through a token packet, then a data packet is 
replied from the client, and a handshake packet follows. 
In comparison to bulk transfer, the data of interrupt transfer must arrive at the host 
with certain time constraints. Due to the time constraints, we do not have time to pack 
several USB data packets into one 802.11 packet. In other words, solution for bulk 
transfer is not applicable in this case, and we have no alternatives but transmit each 
USB packet by one 802.11 packet. 
As mentioned in section 2.2.1，each 802.11 packet must start with a preamble, which 
is transmitted at a very low speed. The preamble introduces much delay into the 
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transaction. However, USB transaction has a timeout. It means that the host will only 
wait 1.33us for the reply from the client after sending the token packet. Therefore, the 
delay introduced by 802.11 may not be tolerated by transaction-based model of USB. 
A simple calculation shows that it takes 635us to transmit one bytes with 802.11a. 
Therefore, USB transaction's timeout is the problem. 
3.2 Solution 
Originally, the purpose of an interrupt transfer is to allow devices to interrupt the host 
when it wants to get attention from the host. For example, a keyboard has to interrupt 
the host for displaying a typed character, otherwise the typed character will not be 
displayed on time. Despite the fact that it is called interrupt transfer, for wired USB, it 
is practically implemented by polling. That means requests of the client are checked 
by the token packets initiated by the host. 
In order to solve the problem, the transmission of data, in the wireless medium, is 
initiated by the adapter on the client side. In other words, in the wireless medium, the 
implementation is through real interrupt rather than polling. Details are explained in 
the coming subsection. 
3.2.1 Remote polling 
The practical steps are described in figure 3-1. As usual, the host is connected to 
adapter A, which emulates the client, and the client is connected to adapter B, which 
emulates the host. In order to maintain the interrupt transfer, adapter B emulates the 
host and polls the client periodically. Once data is available, adapter B will send it to 
adapter A, and acknowledgement follows. In this way, adapter A will send the data to 
the host immediately when the host polls the corresponding client, then the timeout 
problem can be solved. In summary, for maintaining the interrupt transfer without 
exceeding the timeout, the communication between the host and adapter A is still 
through polling while this polling is maintained by interrupts in the wireless medium 
between adapter A and adapter B. Since adapter B keeps on polling the client on 
behalf of the host, this solution is called remote polling. 
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Figure 3-1 
Practical steps for implementing interrupt transfer. 
[Reference of used notations is in appendix E ] 
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3.3 Feasibility of the solution 
A solution is suggested in section 3.2，but it does not mean that our solution is feasible 
since we have not defined how to decide whether the solution is feasible. Roughly 
speaking, it takes 0.7ms for transmitting a block of data from the client to the host, but 
we do not know whether a delay of 0.7ms is acceptable for a mouse or a keyboard. 
Therefore, we have to define a maximum allowed delay (MAD). If the delay is larger 
than the MAD, then we will conclude that our solution is unacceptable. Otherwise, we 
will conclude that our solution is acceptable. 
One method to define the MAD is to use the inter-request interval. In other words, the 
minimum inter-request interval is the MAD. The logic of such a definition is that the 
delay of the first request should not be longer than the interval between the generation 
of the first and the next request. In a real application, the first typed character should 
have displayed before the second character is typed. 
After defining the MAD, we have to determine the inter-request interval or the request 
generation frequency in other words. To determine such a value, we assume that these 
devices will not generate more than ten requests in one second. That means we will 
not type more than ten characters with a keyboard in one second, and a mouse will not 
send out more than ten coordinate changes in one second. 
Strictly speaking, the assumption above is loose. To be more conservative, we assume 
that the client generates 25 requests in one second. In other words, the MAD is 
smaller and our study can be more convincing. 
With the assumption that the client generates 25 requests in one second, we will 
conclude that our solution is feasible if the data can arrive at the host within 40ms, the 
minimum inter-request interval. Otherwise, the case is shown in figure 3-2，the delay 
is much longer than 40ms. It implies that when the second data block is generated, the 
first data block has not yet arrived to the host. In a real application, that means the 
first typed character have not displayed when the second the character is typed. 
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It shows the case when the delay is too long. 
[Reference of used notations is in appendix E ] 
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3.4 The problem of Distributed Coordination Function collision 
In the last section, we have defined how to decide whether the suggested solution is 
feasible. In this section, the problem of Distributed Coordination Function (DCF) 
collision will be studied such that we can understand why the suggested solution is 
not feasible. 
With the suggested solution, if there is an active bulk transfer, the bulk transfer and 
the interrupt transfer will have a contention. Under the scheme of DCF, one result of 
the contention is a DCF collision ( note : framing details of 802.11 is included in 
appendix C ). DCF collision means that both the bulk transfer and the interrupt 
transfer transmit at the same time. In other words, neither the bulk transfer nor the 
interrupt transfer can transmit data successfully, but the channel is occupied. The 
worst case is that this kind of collision can repeat endlessly. Therefore, it is impossible 
to put a bound on the delay in transmitting a request from the client to the host. In 
other words, we cannot guarantee that the delay is less than the MAD. 
3.5 Collision avoidance 
To avoid DCF collision, the suggested solution is refined in this section. To avoid 
DCF collision, the first five numbers of the contention window will be reserved for 
the interrupt transfer. In other words, the maximum picked number of interrupt 
transfer would be four. For bulk transfer, if the picked or residual number is smaller 
than five at the beginning of the contention window, then five will be added to the 
picked number. Here, we assume that we can get access to the picked number. 
With such an arrangement, the maximum number of DCF collision can be reduced to 
one. In other words, the service of bulk transfer stands back for a reasonable degree 
such that interrupt transfers can be guaranteed. Since bulk transfer has no time 
constraint on data transmission, giving up the first five number of the contention 
window would not make bulk transfer extinct. 
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3.6 Model derivation 
In this section, models will be built. Then, performance study follows. 
3.6.1 Wired case 
In the wired case, the host polls the client with a frequency of lOOOHz. The maximum 
delay in transmitting a request from the client to the host is calculated as follows. 
Let DIT be the data packet size of interrupt transfer. 
Time used to transmit the token packet 
= T / SusB 
Time used to transmit the data packet 
=D|丁 / SusB 
Maximum delay due to polling from the host 
= Y ( a symbolic representation ) 




。 U S B 




T 3 bytes 
Dit 10 bytes 
SusB 12 Mb/s 
W 1 ms 
Table 3-1 
The values of various symbols. 
3.6.2 Wireless solution ( remote polling) 
In the wireless case, we will study two cases. The first case is without contention. The 
second case is with contention, and there is one collision. Here, we assume that 
adapter B polls the client in a non-stop manner, therefore the delay due to polling of 
adapter B is negligible. 
Without contention 
Let MAXrr be the maximum number picked by an interrupt transfer. 
Let TMACmax = DIPS + MAXrr + MAC + SIFS + ACK 
Maximum time used to transmit the data packet of interrupt transfer with 802.11 
=PHY + TMACmax + DiT 丨 S802.ll 
Then, maximum delay for the first case 
= ^ + P H Y + TMACmax+ D , t / S 8 0 2 . 1 1 ( 1 0 ) 
= 1 .Sms (with values listed in table 3-2) 
62 
With contention 
For calculating the maximum delay, we assume that there is one collision. The 
duration of the DCF collision is equal to the maximum time used to transmit a bulk 
transfer. It is equal to 
P H Y + TMACmax + n X P L y S B 丨 S802 . l l 
Therefore, the maximum delay 
=Duration of the DCF collision + (10) 
= [ P H Y + TMACmax + H X P L y S B 丨 SgOZ.ll ] + [ ^ + P H Y + T m A C 醒 + ^ I T 丨 S802. l l ] 
= W + 2 ( P H Y + T M A C m a x ) + ( D , T + n X P L U S B ) / S S O Z . I I 
With the values listed in table 3-2，the maximum delay is found to be less than 2.4ms. 
In other words, the maximum delay is smaller than the MAD, which is 40ms. 
Therefore, our solution can be concluded to be feasible. 
Symbol Values 
W 1 ms 
PHY 384 us 
TMACmax 1 4 2 . 5 US 
Dit 10 bytes 
n 35 
P L U S B 64 bytes 
S802.li 54 Mb/s 
Table 3-2 
The values of various symbols. 
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3.7 Maximum allowed request generation frequency 
In this section, the situation of more than one interrupt transfer and the situation of 
more than one bulk transfer will be studied. Then, the study of maximum allowed 
request generation frequency follows. 
3.7.1 More than one interrupt transfer 
There may be concern that there is more than one interrupt transfer. Actually, it is 
reasonable to assume that we have at most four interrupt transfers at the same time, 
and each is generating requests at frequency 25Hz. For example, we may connect a 
mouse as well as a keyboard to the host. 
For resolving the above problem, we can assign a different number to each of these 
four devices during the initial phase. If a request is generated from a particular device, 
then it will use the assigned number to replace the picked number. If this device loses 
in any competition, it will reset the residual number back to the assigned number, then 
endless repeated collision can be avoided. Endless repeated collision can be avoided 
since we have set up a priority queue for all interrupt transfers by the mentioned 
arrangement. Moreover, since we have assumed that the maximum request generation 
frequency is 25Hz. In other words, at least 37.6ms ( 37.6 = 40 — 2.4 ) is left for other 
interrupt transfers before another request is generated by the same device. If there are 
really four active interrupt transfers, the delay suffered by the one with lowest priority 
will be at most 9.6ms ( 2.4 x 4 )• 
3.7.2 More than one bulk transfer 
There may be concern that there is not just one bulk transfer, but two or more bulk 
transfers going along with the interrupt transfer. Practically speaking, the chance for 
two devices (bulk transfer) to access the channel at the same time is extremely low 
despite the fact that it is very common for us to connect several devices to a PC at the 
same time. Due to this reasonable assumption, we believe that the performance of our 
solution is still acceptable. 
Actually, even if two bulk transfers are active at the same time and the performance of 
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the interrupt transfer is affected seriously, there is still an alternative. The alternative 
is to configure the adapter (at the host side) such that it will depress one bulk transfer 
once it detects two active bulk transfers. The depressed bulk transfer will be 
re-activated by the adapter when the other has finished. Then, the problem caused by 
two active bulk transfers can be solved. 
3.7.3 Maximum allowed request generation frequency 
As calculated in section 3.7.1’ the maximum delay is 9.6ms. It is much smaller than 
40ms, the MAD, we can conclude that our solution is feasible. By reverse logic, 
assuming that the maximum delay is 10ms, then the maximum allowed request 
generation frequency would be lOOHz ( 1 / 10ms ). It means that the request 
generation frequency cannot be larger than lOOHz, otherwise the suggested solution 
will not be able to support it. 
3.8 Conclusion 
As calculated in section 3.6，the maximum delay in transmitting the request of a 
device to the host is less than the maximum allowed delay, we conclude that interrupt 
transfer can be maintained by our solution, if the USB cable is replaced by a pair of 
wireless adapters. 
65 
4 System architecture issues 
In this section, a host connected with several devices, security, cost and power will be 
studied one by one. However, this section only provides macro ideas for solving 
problems in these areas. It would be a guide for further work. 
4.1 USB network 
As mentioned in section one, our main idea is to replace the USB cable with a pair of 
wireless adapters. With this logic, when there are more than one device, say three 
devices, we have to employ three pairs of adapters. It is shown in figure 4-1. However, 
two problems are found in this implementation. 
4.1.1 Problems 
There are two problems, and they are listed below. 
• Each pair of adapters establishes a wireless channel. With three wireless channels, 
which are independent with each other, algorithm has to be worked out to control 
them and let them coexist. 
• If N devices are connected to the computer, 2N 802.11 chips in total are needed. 
4.1.2 Solution 
After studying the MAC of USB, written in appendix B.1.7, it is found that, at any 
moment, the whole USB network is occupied by one device only. In other words, only 
one out of three wireless channels will be active at any moment. Therefore, at the host 
side, one adapter rather than three adapters is needed. It is shown in figure 4-2. 
Actually, even more than one channel are active at the same time, one adapter is still 
enough. The reason behind is that the MAC of wireless medium can be different from 
the MAC between the adapter and the host. This difference is allowed since the 
wireless medium is for adapters to communicate between each other, it can use its 
own MAC on condition that adapters can maintain the MAC of USB when they 
communicate with the host or client. 
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Figure 4-1 
When there are three devices, three pairs of adapters are needed 
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Figure 4-2 
Three adapters are replaced by one adapter 
68 
With such an arrangement, all three adapters on the client side communicate with the 
same adapter on the host side. In other words, these three channels are no longer 
independent, but all adapters are in the same network. 
4.1.3 Conclusion 
For a host connected with several devices, the solution is to replace N independent 
wireless channels by establishing a network between adapters. With such a solution, 
no extra algorithm is needed to control several independent wireless channels, and the 
number of chips is reduced from 2N to N+1. Therefore, we trust that our solution is 
feasible and cost effective. 
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4.2 Security 
Security is always a problem of wireless networks. However, this problem need not be 
studied vigorously for emulating a cable. It is because adapters always come in pairs, 
while a cable is now being emulated. In other words, none will buy only one end, but 
not both ends of the proposed product, a cable in equivalent. 
4.2,1 Suggested solution 
With the observation that users must buy adapters in pairs, one of the solutions for 
security is to bum in a secret key into each pair of adapters during manufacture. Then, 
all data passing through that "emulated wire" will be encrypted and decrypted by that 
key. 
An example is shown in figure 4-3. In the figure, Host 1，Client 1 and Client 2 belong 
to the same network, so these adapters are burnt with the same key, that is key A. In 
the same figure, Host 2 and Client 3 belong to another network, so these adapters are 
burnt with the same key, which is key B. With this configuration, Host 1, Client 1 and 
Client 2 will encrypt all data with key A, then the data cannot be decrypted by Host 2 
or Client 3 since they only have key B rather than key A. Similarly, this situation also 
applies for the network to which Host 2 and Client 3 belong. Since the chance for 
guessing the key or two networks using the same key is extremely low, the security is 
provided. 
For the product distribution, there are two solutions. The first solution is that the 
product will come in a package like "one adapter for host, four adapters for client" or 
‘‘one adapter for host, eight adapters for client". It is like a USB hub, it is a package 
for several devices to connect to one host. As it is possible for any part of the package 
malfunctions, providing warranty is a must. It is similar to other wireless products like 
wireless mouse and keyboard, warranty must be provided since its price is several 
times of wired products. Otherwise, none is willing to pay for the high price of 
wireless products, which eliminate the inconvenience of cable. 
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For the product distribution, the second solution is to let the end users to reconfigure 
the secret key by themselves. This solution would provide much convenient to the end 
user. However, it is assumed that the end user is with certain knowledge of technical 
security issue. 
There may be concern about the manufacture difficulties in coordinating between 
manufacturers on how to distribute the keys. Actually, it would not be a problem. 
Firstly, since the size of the secret key is already a large number to prevent easy guess 
by brute force. Secondly, in practical application, the MAC address of network 
interface card ( NIC or so-called “LAN card" ) also runs in the same mechanism. In 
other words, it is possible for us to follow the address distribution mechanism of NIC. 
Therefore, there should not be any manufacture difficulty. 
4.2.2 Conclusion 
By the suggested solution, complicated configuration and authentication used by other 
networks for security can be saved while everything is implemented on the chip. This 
is the significance of the suggested solution. 
4.3 Cost 
While the cost is always taken into consideration when a new technology is developed, 
the cost of replacing the cable by wireless signal is studied. 
After long-term development and the introduction of mass production, the cost of 
chips implementing 802.11 has dropped from the high level. Therefore, the cost of 
adapters will not be very high while the cost mainly comes from the chip processing 
wireless signal. Therefore, we trust that 802.11 would be a competent candidate for 
the replacement of USB cable with a pair of wireless adapters. 
There may be concern that the cost is still several times higher than that of a cable. 
Actually, it is a balance between convenience and the cost while the adapters have 
provided much convenience by removing a batch of USB cables from a PC or a 
notebook. 
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4.4 Power supply 
Another important issue is the power supply of the adapters. Since the adapter is an 
electronic device, it needs power supply for generating wireless signal. This issue can 
be studied in two sides, one is the adapter on the host side, another is the adapter on 
the client side. 
Originally, there is power supply from the host for the USB devices. That is why some 
devices like mouse, keyboard and flash memory do not need external power supply. 
In other words, the adapter on the host side can get power supply from the host. 
For the adapter on the client side, there are two solutions. The first solution is to 
propose a new standard such that power can be supplied from the device to the 
adapter. This is feasible since many USB devices have their own power supply. 
Printers, external harddisk, scanner and MP3 player are good examples, which have 
their own power supply. With their own power supply, these devices can then supply 
power for the adapter. 
The second solution is to embed rechargeable battery into the adapter. This solution is 
especially important for devices that do not " have their own power supply. It seems 
that it is a kind of trouble to use battery, as it is very easy to run out of power. 
However, one of the most popular WPAN applications, the Bluetooth handset also 
works in the same way, and the application of rechargeable battery does not drive 
people away from the product. In contrast, the popularity of Bluetooth handset gives 
an obvious proof that rechargeable battery is a feasible and well accepted solution. 
Actually, the recharging process can be done through the port of the host. As we can 
see, there are many products like USB fan, USB lamp and etc. in the market. These 
products draw power directly from the host, so it would be a good option for 
recharging the adapter. 
For power issues, the 802.11 work group is still working for a solution to further 




As there are many contributions to replace the USB cable with a pair of wireless 
adapters, we have to consider what protocol should be used for the wireless medium. 
Since 802.11 is well developed, well implemented and well accepted, if we can make 
use of it, much effort can be saved, the main focus of this thesis is the compatibility 
between 802.11a and USB. 
With the main focus defined, the major study of this thesis is to analyze the 
engineering difficulties in layering USB over 802.11，and how adapters should be 
designed such that these difficulties can be resolved. The study is in three ways. It 
includes the study of bulk transfer, interrupt transfer and system architecture issues. 
These three ways are concluded as follows. 
For bulk transfer, with the controllable packed wireless solution, the throughput is 
very closed to that of the wired case. Therefore, we conclude that bulk transfer can be 
maintained if the USB cable is replaced by a pair of wireless adapters. 
For interrupt transfer, the maximum delay in transmitting the request of a device to 
the host is less than the maximum allowed delay. Therefore, we conclude that 
interrupt transfer can be maintained by our solution 
For system architecture issues, it considers four problems, they are how to connect a 
host with several devices, security, cost and power supply. These items are concluded 
as follows. For a host connected with several devices, with the solution to replace the 
N independent wireless channels by establishing a network between adapters, no extra 
algorithm is needed to control several independent wireless channels, and the number 
of chips is reduced from 2N to N+1. Therefore, we trust that our solution is feasible 
and cost effective. 
For security, by burning secret keys into adapters during manufacture, complicated 
configuration and authentication used by other networks for security can be saved 
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while everything is implemented on the chip. This is the significance of our solution. 
For cost, the cost of chips implementing 802.11 has dropped from the high level after 
long-term development and the introduction of mass production. Therefore, we trust 
that 802.11 would be a competent candidate for the replacement of USB cable with a 
pair of wireless adapters. 
Since the adapter can maintain both bulk transfer and interrupt transfer, give a feasible 
and cost effective solution to connect one host with several devices and solve the 
problem for security, we conclude that it is possible to replace the USB cable with a 
pair of wireless adapters while the adapter can make 802.11a compatible with USB. 
. • - -
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Appendix A 
Wireless USB (WUSB) 
In February, 2004, a technical whitepaper is written by Rafael Kolic, a technology 
marketing manager of Intel's Corporate Technology Group. This paper introduces 
Wireless USB (WUSB) which is a new specification to unwire USB devices. This 
paper is studied and a summary is included in this section. 
A.l Ultra wideband (UWB) 
Before WUSB is introduced, ultra wideband (UWB), which supports the success of 
WUSB, is introduced in this section. 
A.1.1 Demand 
While the number of consumer electronic devices, mobile devices and personal 
computing devices (these devices fall into tHree overlapping categories, as shown in 
figure A-1) is increasing, users start to request these devices to communicate with 
each other. It results in a call for a common wireless technology and radio that allows 
these devices to easily interoperate and delivers high throughput to accommodate 
multiple, high speed applications. In other words, the final goal is to develop a 
technology to provide high-speed, low-cost and low-power WPANs. 
A.1.2 Technology 
A traditional UWB transmitter works by sending billions of pulses across a very wide 
spectrum of frequencies several GHz in bandwidth. 
Modem UWB systems use other modulation techniques, such as OFDM, to occupy 
these extremely wide bandwidths. Moreover, the use of multiple bands in combination 
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Figure A-1 
Devices are categorized between three groups, namely consumer electronic, mobile 
and personal computing 
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UWB's combination of broader spectrum and lower power improves speed and 
reduces interference with other wireless spectra. In the United States, the Federal 
Communications Commission (FCC) has mandated that UWB radio transmissions 
can legally operate in the range from 3.1 GHz up to 10.6 GHz, at a limited transmit 
power of -41dBm/MHz. Consequently, UWB provides dramatic channel capacity at 
short range that limits interference. 
With the UWB radio acting as a common UWB radio platform, the technology stack 
is shown in figure A-2. At the physical and MAC layers, MultiBand OFDM Alliance 
(MBOA) is now working to set standards for both the PHY And MAC layers. With 
such an alliance, QoS needs will be addressed, and interoperability will be ensured 
between UWB radios, regardless of the manufacturer. Above the MAC layer, 
WiMedia Alliance, another industry organization is developing a convergence layer 
such that UWB MAC can interface with standard protocols like WUSB, Bluetooth 
and IEEE 1394. 
A.1.3 WPAN applications 
UWB technology enables a wide variety of WPAN applications. Examples include: 
參 Replacing IEEE 1394 cables between portable multimedia CE devices, such as 
camcorders, digital cameras, and portable MP3 players, with wireless 
connectivity. 
• Enabling high-speed wireless universal serial bus (WUSB) connectivity for PCs 
and PC peripherals, including printers, scanners, and external storage devices. 
• Replacing cables in next-generation Bluetooth Technology devices, such as 3G 
cell phones, as well as IP/UPnP-based connectivity for the next generation of 
IP-based PC/CE/mobile devices. 
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A.2 WUSB 
Actually, WUSB is the first application of UWB. Details of WUSB are explained in 
this section. 
A.2.1 Topology 
The fundamental relationship in WUSB is a hub and spoke topology, as shown in 
figure A-3. In this topology, the host initiates all the data traffic among the devices 
connected to it, and allot time slots and data bandwidth to each device connected. 
These relationships are referred to as clusters. The main difference here from wired 
USB is that there are no hubs in the connection topology. This topology will also 
support multiple clusters in the same area. The number of clusters to be supported is 
yet to be decided. 
A.2.2 Design consideration 
WUSB has to be backwards compatible with wired USB, provide a bridge to wired 
USB devices and preserve the low-cost, easy-to-use mode. 
A.2.3 Performance 
The initial target bandwidth of WUSB is 480 Mbps, which is comparable to the 
current wired USB 2.0 standard. With 480 Mbps being the initial target, WUSB 
specifications will allow the next generation to exceed 1 Gbps. The range will be less 
than 10 meters while it is an application ofWPAN. 
A.2.4 Dual-role devices 
A new class of devices, called WUSB dual-role devices are introduced. These devices 
will offer both limited host and device capabilities. With these devices, many usage 
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Appendix B 
Introduction of USB 
USB [ 1 -4] is a standard for connecting external peripherals to a computer. As shown 
in figure B-1, it is a simple example of using USB to connect peripherals to a PC. In 
this example, a USB hub is first connected to the PC through a USB cable. The 
purpose of the hub is to allow more than one peripheral to connect to one USB port. 
As shown, a printer and a harddisk are connected to the hub in order to communicate 
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Figure B-1 
A simple example of using USB to connect peripherals to a PC 
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B.l Basics of USB 
This section explains basic items of USB. 
B.1.1 Host 
A PC with a USB host controller and a root hub is called a host. Basically, a host 
controller is a chip implementing the USB standard on the host's side. The host 
controller has two major functions. The first is to provide a standard interface to the 
OS such that the OS will only deal with one interface no matter what devices it is 
communicating with; a figure is shown in figure B-2. The second is to manage the bus. 
It includes time scheduling and managing communications with connected devices. 
Basically, a root hub is a hub, but as it is at the root level of a hierarchical structure, 
which is formed when hubs are repeatedly connected to hubs, shown in figure B-3, it 
is called a root hub. 
B.1.2 Client 
Peripherals implementing the USB standard can be called as a client. It can be a hub 
or an I/O device. 
B.l.3 Bus topology 
The physical connection of USB is a tiered star topology, and an example is shown in 
figure B-3. The center of each star must be a hub. The ending of each star must be a 
client, which is either a peripheral or a hub. All connected devices share the same data 
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Figure B-3 
The tiered star topology employed by USB 
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B.1.4 Address 
In order to distinguish all connected devices, each device has a unique address. This 
address is dynamically assigned by the host during the configuration phase after the 
attachment. As the address is specified by 7 bits, one host controller can only 
communicate with at most 127 clients, while address 0 is reserved to newly attached 
device, which has not been configured. After the configuration, the newly attached 
device will be assigned an address other than 0. Then, address 0 will be released for 
other later attached devices. If more than one device is attached to the network, the 
hub (or the root hub) will enable only one device, and that device will use address 0 
for configuration. After that, the hub will repeat the process, by enabling another 
device, until all devices are configured. Since a hub is also a connected device, and 
the host controller will sometimes communicate with the hub, each hub is also 
dynamically assigned an address. 
B.1.5 Port 
Generally, a port is an addressable location that allows attachment of a device. 
However, USB port is a little bit different. It is because only one device can 
communicate with the host at any moment,-it differs from general ports that work 
independently from each other. 
B.1.6 Hub 
A hub is a self-powered device allowing more than one device to connect to one port 
by expanding one port into several ports. As shown in figure B-4, a hub is basically a 
repeater, it simply repeats signals received from the port of the upper tier and 
broadcast it to all ports, which are for other devices to connect. Reversely, when 
signal is received from devices of the lower tier, it will repeat the signal and send it to 
the port of the upper tier. 
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I I ^ Port of the upper tier 
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Figure B-4 
A USB hub 
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B.1.7 MAC 
USB adopts broadcast mode for communication. When the host sends a signal to a 
client, it encapsulates the corresponding address into the signal and sends it into the 
bus. After that, the host will not send any signal until timeout or a reply is received. 
As a result, the whole network is reserved since all communications must be initiated 
by the host. 
When a hub receives the signal, the hub will repeat and send it to the lower tier. When 
an I/O device receives this signal, it will check the address. If the address is same as 
its dynamically assigned address, it will compile a reply and send it into the network, 
otherwise the I/O device will discard the signal. When a hub receives the reply, the 
hub will repeat it and send it to the port of the upper tier. This process is repeated until 
the reply reaches the host. Since the host will not initiate any communications before 
timeout or receiving a reply, other clients will not interrupt the reply. 
B.1.8 Attachment of devices 
When a device is attached to an USB network, it must be attached to a hub (either a 
hub or a root hub). However, the device will not be configured once after attachment. 
Instead, the attachment is stored by the hub. The reason is that, according to the MAC 
protocol of USB, no client can interrupt the others. In the USB standard, polling 
rather than interrupt is used, that means the host will probe each connected device 
periodically. Therefore, the hub will only report the attachment when it is probed, and 
the host will schedule a configuration after receiving the report. 
B.1.9 Speed 
Currently, USB 1.1 has a data rate of 12Mb/s on the physical layer. 
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B.2 Data flow 
This section explains all items related to the data flow of USB. 
B.2.1 Endpoints 
An electronic chip always has many pins. It is because many functions have to be 
carried out at the same time, different functions are carried out by different pins, e.g. 
there are data pin, interrupt pin and etc. This is the origin of endpoints. Since USB is a 
serial bus, but sometimes it has to perform like a parallel bus, endpoint is defined. 
Each USB client has 30 endpoints in total. It is just like 30 pins of an electronic chip, 
each endpoint is assigned a particular duty. 
Basically, an endpoint is a block of memory. When data is read from the client, data is 
first filled into an endpoint, and then sent into the bus. When data is written to the 
client, data is first copied from the bus to the endpoint, and then passed to the device 
for processing. With the definition of endpoints, data can be read from and write to a 
client without waiting other tasks to finish first, though USB is not a parallel bus. 
B.2.2 Packet 
Packet is a unit of data sent by either a host or a client. In USB, packets are well 
defined, and they are divided into three categories, those are token packet, data packet 
and handshake packet. Despite three categories, the packet type of each packet is 
identified by a packet identifier (PID) field; various packet types are grouped and 
summarized in the following table 
Token packets Data packets Handshake packets 
IN DATAO ACK 
OUT DATAl NACK 
PID SETUP STALL 
SOF "No Reply" 
Before each packet type is studied, two scenarios will illustrate much of them. As 
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shown in figure B-5, it is a transaction for a host to get data from a client. The host 
will first send an IN packet to the client (The PID field is gray in color). After 
receiving an IN packet, if data is ready, the client will send the requested data in the 
payload of a DATAO packet. After receiving the data, if there is no error, the host will 
send an ACK packet to acknowledge the data. 
As shown in figure B-6, it is a transaction for a host to send data to a client. The host 
first sends an OUT packet to the client. Immediately after that, the host will send a 
DATAO packet to the client. In this example, since the client is not ready, a NACK 
packet is replied to inform the host, and the host will retry later. 
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As the basic data flow is explained, each packet type is explained in details as 
follows. 
Token packets (IN, OUT) 
Whenever a host is going to initiate data transmission, it will inform the client by 
sending a token packet. If the host is going to get data from the client, it will send an 
IN packet. If the host is going to send data to the client, it will send an OUT packet. 
The direction is defined from the host's point of view. "IN" means data flows into the 
host and "OUT" means data flows out of the host. 
The consequence of an IN packet must be a packet from the client. It can be a data 
packet or a handshake packet. If data is ready at the client side, data packet is 
transmitted, otherwise handshake packet is transmitted. The consequence of an OUT 
packet must be a data packet send from the host. 
Data packets (DATAQ and PATAU . _ 
Data packet is always a consequence of a token packet. Following an IN packet, it can 
transmit a block of data from the client to the host. Following an OUT packet, it can 
also transmit a block of data from the host to the client. 
There are two PIDs, DATAO and DATAl, and the usage is the same. The purpose of 
defining two PIDs is for error checking by sending DATAO and DATAl in turn. It is 
because if one data packet is missed, two consecutive packets with the same PID will 
be received. 
The consequence of a data packet must be a handshake packet. 
Handshake packets 
Handshake packet can be a consequence of a token packet or a data packet. It all 
depends on the meaning of respective packet type. 
ACK packet is an acknowledgement sent by a receiver for acknowledging the correct 
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reception of data. It must be a consequence of a data packet. 
NACK packet is sent when the client is not ready to receive or send data as a 
consequence of receiving a data packet or an IN packet respectively. The host never 
send a NACK packet. The consequence of a NACK packet is a re-transmission, and 
the host will initiate it later. 
STALL packet is similar to a NACK packet, but it is sent only when the client is with 
an exceptional error. The consequence of a STALL packet is .a re-transmission. If a 
finite number of re-transmit fails, the error will be reported to the user. 
Since there is a timeout for getting response from a client, no reply is also a 
handshake packet. It is similar to a STALL packet, but it is sent only when the CRC 
fails. 
B.2.3 Transaction 
In a computer network, packet is the basic unit. However, in USB, a transaction is the 
basic unit, which is atomic and packets are only components of a transaction. 
Basically, a transaction is a sequence of packets exchanging between the host and the 
client. A transaction must start with a token packet and end with a handshake packet. 
A transaction can have at most one data packet. If the client is not ready to send the 
data, data packet will not appear in a transaction. At top of figure B-7, there are five 
transactions. At the bottom of figure B-7, packets within each transaction do not 
interleave with packets of other transactions. One more point to notice is that the 
shown five transactions can be for different devices. Even they are for the same 
device, it can be for different endpoints. 
For data transmission, there are two types of transaction, they are an IN transaction 
and an OUT transaction. They are identified by the token packet's PID, what shown in 






























































































































Actually, the token packet identifies much information of a transaction. As shown in 
figure B-5, except PID, the token packet also has other fields like address, endpoint 
and CRC5 (CRC with 5 bits). The address field specifies which client this transaction 
is for. The endpoint field specifies which endpoint this transaction is for. As a 
transaction is atomic, this information is assumed and not included in other packets of 
the same transaction. . 
The third type of transaction is a setup transaction; it is identified by a SETUP token 
packet. The purpose of a setup transaction is for system control only, and it is used by 
control transfer only among four defined transfers that are introduced in the next 
section. 
B.2.4 Transfer 
Except packets and transactions, the USB standard has defined transfers. Transfer also 
refers to data transmission, but it is defined from an application's point of view. Four 
transfers are defined, and the respective purposes are listed in the following table. 
Control transfer Interrupt transfer Isochronous transfer Bulk transfer  
Purpose It is for system use It is for the host to It is for real time data It is for data 
only. Data can also be probe clients in order transmission, data transmission, all data 
transmitted in this way, to let the client get accuracy is not are accurate, but no 
but this is not the main service when the client concerned, but data guarantee on the data 
purpose of this transfer, has demand. Data can rate is guaranteed. rate. 
also be transmitted in 
this way, but this is not 
the main purpose of 
this transfer.  
Application System control Mouse Web camera Printer 
example 
Basically, a transfer is a sequence of transactions. In USB, transactions are atomic, but 
transfers are not, therefore transactions of a transfer can interleave with transactions 
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of other transfers. As shown in figure B-7, the second and the fifth transactions (gray 
in color) belong to the same transfer, while others belong to other transfers. 
Control transfer is identified by the first transaction that must be a setup transaction. 
Other three transfers are not identified by their transactions. Actually, what these three 
transfers use are IN and OUT transactions only. That means they are very similar in 
the context. These three transfers are identified by the time scheduled by the host 
controller. They are identified in this way because these three transfers are defined for 
different applications that demand different quality of service. 
Based on the demand of various quality of service, the host controller will perform 
bus scheduling such that bandwidth is allocated according to the demand. A table 
summarizing the bandwidth allocation among various transfers is shown below. 
Transfer Bandwidth Maximum packet size (bytes) 
Control Minimum 10% is reserved for it 64 
Interrupt Middle priority 64 
Isochronous Middle priority 1023 
Bulk Lowest priority 64 
Except bandwidth allocation, maximum packet size is defined for each transfer, and it 
is listed in the table. 
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Appendix E 
Framing details of 802.11 
In this section, the framing details of 802.11 are presented [5]. In 802.11, MAC is 
provided by carrier sense multiple access (CSMA). The difference from Ethernet is 
that it uses collision avoidance (CSMA/CA) rather than collision detection 
(CSMA/CD). CSMA/CA can be provided by two candidates, they are Distributed 
coordination function (DCF) and Point coordination function (PCF). PCF requires a 
centralized system; therefore it is not applicable to our situation. 
C.l Distributed coordination function (DCF) 
DCF is a method for CSMA/CA. As shown in figure C-1, at the most beginning (the 
most left hand side), the channel is in busy period. That means it is reserved for other 
stations to transmit data. After the busy period, the channel is free for stations to 
transmit data. In order to let stations to occupy the channel fairly, a contention 
window follows the busy period. -
Contention window is a period for stations to compete for occupying the channel. 
With such a period, once a station wins the competition, the channel is reserved for 
this winner. The channel is then busy again. Losers of the competition have to wait for 
the next contention window. Details of the contention window are presented in 
appendix C.l.5. 
^ Busy period ^ 
DIFS 
^ ^ SIFS 
• 
ACT … DATA ACT 




Timing diagram of DCF 
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C.1.1 Interframe spacing 
As named, interframe space (IFS) is the space between frames. In 802.11, four kinds 
of IFS are defined. There are two related to our topic. They are DCF IFS (DIPS) and 
short IFS (SIFS). DIPS and SIFS are 34us and 16us in length respectively. The length 
represents the priority for medium access. The shortest space means the priority is 
highest. For example, the ACK has the highest priority to occupy the channel since it 
only has to wait for SIFS before it is transmitted. 
C.1.2 Data frame _ 
In 802.11, the payload of a data frame can vary from 0 to 2312 bytes. Other parts of 
the data frame are 34 bytes in total. It includes frame control, duration, address and 
CRC. In 802.11a, it is transmitted at 54Mb/s. 
C.1.3 Acknowledgement 
The acknowledgement for the data frame consists of 14 bytes. It includes frame 
control, duration, address and CRC. In 802.11a, it is transmitted at 2Mb/s. 
C.1.4 Physical Layer Convergence Protocol (PLCP) 
In 802.11, each frame, no matter data or acknowledgement, must starts with a PLCP. 
PLCP belongs to the physical layer of 802.11. It includes a preamble and a header, 
which are 24 bytes in total. They are transmitted at IMb/s. 
C.1.5 Contention window 
Contention window is a period for stations to compete for occupying the channel. The 
window is divided into slots. If there is no collision, then the number of slots is 32. 
Under the competition rule, if station A is going to transmit data, it has to pick up a 
number, say N, between 0 and 31’ and then wait for N slots before it can occupy the 
channel. The chance of picking any one number is equal. Duration of each slot is 9us. 
If another station, station B, picks a smaller number, station A will lose in this 
competition. Then, station A has to wait for station B to finish data transmission first. 
In other words, it waits for the next contention window. 
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C.1.6 DCF collision 
With the contention window explained in the last subsection, if station A and station B 
picks the same number, then a DCF collision occurs. It means that both stations 
transmit at the same time. However, none can transmit successfully, but the channel is 
occupied. The duration of the DCF collision is the same as the transmission time of 
station A or station B, longer one will be the duration of the DCF collision. After the 
collision, station A and station B has to pick another number respectively, but the 
window size is increased from 32 to 64. 
- - V •‘ 
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Appendix D 
A case study of a USB device 
In order to understand the real behavior of USB devices and build models for 
simulation, we have carried out a real experiment to monitor the USB protocol. In this 
section, the procedures and results of the experiment are presented first. After that, a 
model is built for simulation. — 
D.l Procedures of the experiment 
Originally, the storage device was connected to the PC directly, as shown in figure 
D-1. In our experiment, both the PC and the storage device were connected to a USB 
analyzer, as shown in figure D-2. As a result, whatever transmitted packets would be 
monitored. Since there was a limit on the storage size of the analyzer, we could 
analyze at most 6400 bytes of USB data packets. 
For tracking what was being transmitted, a text file with tags was generated and read 
from the storage device. With the tags, we could locate what was being transmitted 
and took data for our experiment. 
D.2 Result 
After finishing the above procedures, it is found that it takes 5.893 ms to transmit 
6400 bytes, that is 8.688Mb/s or 72.4% of 12Mb/s. 
Based on the monitored data, a model was formulated to explain the interaction 
between the host and the client for simulation. Details are described in section D.3. 




Figure D-1 - , 
The case of connecting a storage device with a PC through a USB cable. 
PC  
USB analyzer 
Storage device  
Figure D-2 
In the case of our experiment, a USB analyzer is added between the PC and the 




The model that we are going to build is for an IN transaction*. An IN transaction is 
shown in figure D-3. The transaction starts with a token packet sent by the host. After 
receiving the last bit of the token packet (dotted arrow in the figure), the client takes 
X seconds to prepare the required data. After receiving the last bit of the data packet, 
the host takes Y seconds to prepare the handshake packet and further Z seconds to 
start the following transaction. The values of X, Y and Z of our model can be 
determined from the monitored data, which is presented in section D.4. 
* In USB, there are IN transaction and OUT transaction. IN transaction means that the 
transaction transfers data into the host. OUT transaction means that the transaction 
transfers data out of the host. For further details about transactions, please refer to 
appendix B. 
D.4 Analysis of monitored data 
Since the values of X’ Y and Z vary between different transactions; we can only 
analyze the data monitored from the experiment and calculate average values for them. 
These values are listed below. • -
Average values of X, Y and Z 
X = 0.95 us 
Y = 0.5067 us 
Z = 5.8562 us 
As defined in the USB specification, a SOF packet will be sent from the host for 
every 1ms. It becomes part of the processing time. After analyzing the monitored data, 
the average duration of the SOF packet is found to be 4.952us for each transaction. 
Therefore the processing time P of this specific device is calculated as follows. 
Processing time, P 
= X + Y + ( Z - 1 x 8 / 12) + 4.952 “ 
= 1 1 . 5 9 8 U S 
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Figure 3-3 
Model of the host and the client 
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Appendix E 
Reference of notations used in figures 
There are three types of packets in total. They are explained one by one as below. 
The first type of packets is for the adapter to communicate with either the host or the 
client. They are marked by labels. For example, the label "ACK" is used to refer to an 
acknowledgement packet of USB. They are generated according to what is defined in 
the specification of USB. 
The second type of packets is for the adapter A to communicate with adapter B. Their 
labels are bold and underlined. For example, the label “ACK’’ is used to refer to an 
acknowledgement packet. Basically, they are encapsulated in 802.11 packets. They 
are generated according to the protocol of the corresponding proposed solution. 
Since 802.11 packets are used for adapters to communicate with each other, each 
802.11 packet must be followed by an acknowledgement. This acknowledgement 
belongs to the MAC layer of 802.11. This kind of packets is not marked by any label 
for simplifying the figure. Instead, they are all dotted arrows with a big dot at the end 
of the arrow. Figure E-1 is an example. 
• 
Figure E-1 
An example of a MAC layer acknowledgement. 
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Appendix F 
Values of all symbols 
Symbol Value  
T 3 bytes  
D 67 bytes  
A 1 byte  
PLusb 64 bytes  
^ 12Mb/s  
P 11.598 us  
DIFS 34 us  
Tsiot 9 u s  
W S c w  
Hphy 24 bytes  
SpHY 1 Mb/s  
H M A C 34 bytes  
S802.il 54 Mb/s  
SIFS 16 us ‘ 
H A C K 1 4 bytes  
S A C K 2 M b / s  
ACK 56 us  
M A C 5 . 0 4 U S  
PHY 384 us 
T M A C 250.5 us  
n 35 ( determined in section 2.3.4 ) 
W 8 ( determined in section 2.4.6 ) 
HAdapter 2 bytCS  
X 58.9 us 
Y 634.5 us 
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/ , 
z 332 us  
^ ^  
Dit 10 bytes  
M A X I T 4 
TMACmax 1 4 2 . 5 US  
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