The community detection problem in networks consists of determining a clustering of ''related'' vertices in a graph or network. Nowadays, studies involving this problem are primarily composed of modularity maximization based heuristics. In this paper, the author proposes a spectral heuristic based on a measure known as clustering coefficient to detect communities in networks. This measure favors clusterings with a strong neighborhood structure inside clusters, apparently, overcoming the scale deficiency of the modularity maximization problem. The computational experiments indicate a very successful performance by the proposed heuristic in comparison with other community detection heuristics in the literature.
cluster than expected. For this reason, new studies and alternatives for the community detection problem in networks are desirable and relevant for this research topic.
A measure specially designed to assess the clustering tendency of the vertices in a graph is known as clustering coefficient. It was originally proposed by [35] for unweighted graphs in order to verify whether a given vertex in a graph had high cluster tendency in comparison with its neighboring vertices. This measure is often applied to graphs whose experiments require the analysis of their vertices' main characteristics. For this purpose, the clustering coefficient has been widely used, particularly, for making inferences about the clustering tendency of the vertices from some complex networks. In this paper, the clustering coefficient will be used as the basis to derive a novel evaluation measure for graph clustering partitions. Based on this new measure, a spectral heuristic for finding clusterings by maximizing the measure, here named SPECtral Clustering Coefficient (SPEC 3 ), is proposed here. This paper is organized as follows. Section 2 presents a brief literature review on the topic of community detection in networks with problems related to the adopted point of view. Section 3 presents a concise description of the clustering coefficient measures found in the literature. Section 4 introduces the proposal of the assessment measure for communities in networks based on the clustering coefficient measure. Section 5 describes the proposed spectral heuristic for finding partitions with the maximum clustering coefficient. Section 6 presents the computational experiments which compare the proposed spectral heuristic with other heuristics in literature. To sum up, Section 7 concludes the paper with some final remarks.
Related work
Before presenting the studies related to the performed investigation found in the literature, some graph notations that will be used throughout the paper are presented. Let G = (V , E) be a graph with n vertices, represented by the set V = {1, 2, . . . , n} and m edges, represented by tuples (i, j) ∈ E where i, j ∈ V . Let G be an undirected graph and consider a complete set as a pairwise adjacent vertex set. A clique is defined as an inclusion-wise maximal complete set [6] . Furthermore, a maximal clique is defined as a clique that cannot be enlarged by including one more adjacent vertex, which implies that it is not a subgraph of a larger clique.
Graphs are combinatorial structures that may represent a wide number of real systems [15] . Regarding these systems, Watts and Strogatz [35] started to investigate the topology of these graphs, sometimes called complex networks, in order to extract useful information from them. In this sense, the community detection problem appears as an appealing issue since finding clusters of nodes that are highly related may provide interesting properties with respect to the ''particles'' of the systems. Additionally, it provides an easier view of the network, since studying individual vertices (microscopic structures) may not be as informative as analyzing a group of individuals (mesoscopic structure).
The community detection problem has been the focus of a large amount of research in the last decade due to advances on this topic by [14] . In their study, a measure called modularity was derived in order to evaluate the quality of the communities (partitions or clusterings) found through graph clustering algorithms. Given a partition with κ groups C = {C 1 , C 2 , . . . , C κ }, its modularity can be defined as:
where a(i, j) indicates the number of edges between vertices i and j and d(i) refers to the degree of vertex i.
It can be noticed that
 , for each C ∈ C, represents the difference between the number of edges inside cluster C and the expected number of edges inside this cluster in a random graph with the same degree sequence as G (null model). Another formulation for the modularity measure can be found in [22] . In order to find communities in networks, integer programs that aim at finding the partitions with the maximum modularity have been successfully used [8, 1, 7] . Since the decision version of the modularity maximization problem is NPcomplete [7] and graph clustering instances are usually large, exact algorithms have not been thoroughly explored for this problem. As a result, an overwhelming amount of research towards heuristics can be observed for this study topic, like, for example, spectral clustering algorithms [23] . Spectral clustering algorithms are attractive solution methods due to their speed and good quality of the results they produce [23] .
Although very effective for finding clusterings, one may find some drawbacks regarding the modularity maximization based algorithms. One of the most serious drawbacks is possibly the fact that clusters smaller than a scale are not identified by these algorithms. In this line of study, [13] performed a detailed investigation after which they concluded that some modules, which clearly represent clusters, could not be identified by modularity based frameworks. A standard example which precisely presents this fact is a graph with κ cliques, where each one is connected to two other cliques by a bridge. In this case, one would have a ring graph, as exemplified in Fig. 1 , where it is possible to observe a 30-clique ring graph with five vertices each.
Considering a ring with κ cliques, [13] derived that the partition with the maximum modularity must have no more than √ m clusters. For a ring graph like the one previously mentioned, one may observe that the number of edges inside each cluster would be dependent on the number of vertices in each cluster, n c . In this case, the number of edges inside each cluster would be no more than 18 clusters. Moreover, Fortunato and Barthélemy [13] prove that the number of vertices inside clusters does not affect the modularity of a partition, only its number of edges.
Other proposals for community detection in networks can be found in [30, 26, 22] . The spinglass algorithm is based on a definition of community by studying the ground state spin configuration. For such, the community structure of a network is represented by the minimum energy spin glass configuration. The edge betweenness community is based on an edge centrality evaluation considering the number of paths an edge belongs to. If the centrality of an edge is low, it means that it belongs to the frontier of a cluster. In this case, the edge must be eliminated. The algorithm stops when no edge remains in the graph, creating a dendrogram. The reported partition is the one with the maximum modularity (internal criterion of the algorithm). LP is a strategy based on the consistency of the labels of a vertex's neighbors. For this, the node's label is decided according to the labels of the majority of its neighbors. At each step, the label propagation is performed and the best local solution is found. LE is a modularity maximization based algorithm [24] just as the multi-level heuristic [4] , here named Blondel. The former is based on the leading eigenvector of a modularity matrix, whereas the latter consists in a strategy which repeatedly contracts the graph to find a partition which is refined by local search.
Many of these heuristics are guided by the modularity function. Regardless of this, modularity maximization based algorithms are still the first choice of most researchers due to the quality of clusterings they provide. Nonetheless, when dealing with small sized cluster graphs, these algorithms appear to provide clusterings of questionable quality. For this reason, in this paper, a new measure is proposed to address the community detection problem in order to provide new insights on this problem, primarily for small sized cluster graphs. This approach is presented in detail next.
Clustering coefficient
It is possible to find some measures for analyzing the topological structure of a graph that inherently presents a clustering tendency in the literature, especially in the complex network research area [21] . A complex network is a large graph that represents a real system, for example, a social network, and consequently presents a strong clustering tendency [5] . Particularly, some vertices have a higher clustering tendency than others. This is especially the case of vertices found in a more ''central'' region of the cluster, unlike vertices located at the ''frontiers'' of clusters. A measure capable of capturing vertex locations is the clustering coefficient [35] .
According to [3] , the clustering coefficient assesses the cohesiveness of a given vertex i and its neighbors (local cohesiveness) by estimating the interaction between its neighbors. In the literature, one can find two variations of the clustering coefficient: the local and the global one. The global clustering coefficient of a graph analyses the ratio between the number of three vertex cycles (triangles) and the number of triples. 1 This definition only works for undirected and unweighted graphs. Generalizations on other types of graphs can be encountered in the literature, and, as the author will not address this type of clustering coefficient, such graphs will not be analyzed in detail here.
The second type of clustering coefficient, the local clustering coefficient, here named CC, is the approach used in this paper. It was proposed by [35] and is based on the connectivity of the neighbors of a vertex i of a graph. In this case, for a given vertex i ∈ V of a graph G, the measure assesses the ratio between the number of edges connecting pairs of vertices adjacent to the vertex i (e i ) and the total number of possible connections among the neighbors of i. As the number of possible connections among i's neighbors is equal to the number of edges of a clique with d(i) vertices:
, the CC can be 1 A triple is a connected three vertex subgraph, i.e., three vertices of a graph that are connected by two or three edges [25] . formulated as in Eq. (2):
The value 2e i may be calculated through the adjacency function either with the term
where N (i) is the set of vertices adjacent to vertex i. As in both cases an edge is counted twice, Eq. (2) can be rewritten as:
In Conventionally, when it is necessary to calculate the CC of a graph, the average CC of all vertices is considered. This average provides the expression of the statistical level of cohesiveness of the vertices of a graph. Therefore, the CC of an unweighted graph can be calculated as:
In the next section, the author proposes an adaptation of the CC in order to assess the partitions based on Eq. (3). In order to identify partitions using this modified version of the clustering coefficient, the author develops a heuristic that aims at finding clusterings that maximize the proposed measure.
Clustering coefficient for assessment of communities of a graph
Let C be a clustering of a graph G. In order to facilitate the understanding of the proposed measure, the edges that connect vertices from different clusters according to C will be eliminated. In consonance with the purpose, the value of the clustering coefficient of C is the same as the clustering coefficient calculated using Eq. (4). Therefore, the clustering coefficient of a vertex from clustering C can be estimated using Eq. (5).
where C (i) indicates the cluster to which vertex i belongs and |C(i) ∩ N (i)| expresses the number of vertices adjacent to i inside cluster C (i). Therefore, according to the proposed measure, for each vertex i, it is possible to evaluate its clustering coefficient.
Regarding the evaluation of clustering quality, one may consider the average clustering coefficient among all the vertices of a graph. Consequently, the measure to evaluate the quality of a clustering C is:
This proposal has some interesting properties as, e.g., the clustering defined by C = {C 1 , C 2 , . . . , C κ }, where C i is a maximal clique, has the maximum clustering coefficient based value, i.e., H(C) is 1. This statement can be easily checked and its proof is provided in the Appendix.
In particular, for the ring graph for which [13] pointed out as being a type of graph for which modularity maximization algorithm fails, the clustering coefficient based measure is reliable.
One may notice that if C were not necessarily maximal cliques and just cliques, the claim would also be valid. For this reason, in order to have the most reliable clustering coefficient, it is always necessary to consider the maximal clique, i.e., the minimum κ among all clique clusterings.
It is worth mentioning that, according to this measure, groups of vertices without cycles are not considered as clusters. As a matter of fact, one must expect a set of vertices without interaction among its neighbors to be the frontier or border of a cluster. Moreover, the strength of a cluster in terms of its edges is dependent on the common neighbors that end-vertices have inside the cluster. Thus, each time the end-vertices of an edge share a neighbor, this vertex is counted by multiplying it by the inverse of the expected maximum number of edges between neighbors for each common neighbor (depending on its intra-cluster degree).
Note that the clustering coefficient of partitions with singletons 2 or clusters with only a pair of connected vertices cannot be determined because of the denominator d
the measure will make sense and will indicate no clustering tendency (the numerator will be null).
With the purpose of finding good quality partitions regarding the proposed measure, an integer program that aims at finding partitions with the maximum measure was investigated. Nevertheless, as far as the author knows, it does not fall under the category of any special case of non-linear problems which could be solved by efficient methods for large instances. For this reason, a spectral heuristic was proposed to find maximum clustering coefficient clusterings. In the next section, the solution method developed for heuristically finding clustering coefficient-based partitions is detailed.
Spectral heuristic
Due to the large number of variables of an integer program that aims at finding partitions with the maximum clustering coefficient, it would not be interesting for the proposed heuristic in this paper to be too sophisticated. The reason being that the computational time for large instances would be long. Thus, a spectral clustering heuristic is proposed here, since this type of solution method is known for being fast, elegant and stable [20] . Moreover, this type of solution method has long been used to heuristically solve graph partitioning problems and has presented outstanding results [2] . Methods for community detection problems can also be found in the literature [23] .
The heuristic presented is based on the leading eigenvector of the clustering coefficient matrix for each vertex in a graph. It is based on Newman's idea who proposed a spectral heuristic for the modularity maximization problem [23] . The proposed solution method is detailed next.
Let G be a graph and Cc (i) be the clustering coefficient matrix with regard to a given vertex i: Cc
n×n , considering the element of its j-th row and k-th column indicated by cc
jk , it can be calculated in the following way:
.
Consider z
k as a variable that receives value 1 if vertex k belongs to the same cluster as vertex i, i.e., C (i), and −1, otherwise. Let y ijk be a variable that receives value 1 if vertices i, j and k are in the same cluster, and 0, otherwise. Then, one may define y ijk through the following expression:
Therefore, for each cluster C (i), its clustering coefficient is given by:
where z (i) is the n-dimensional vector where its j-th element is z It can be noticed that the largest eigenvalue, i.e. the leading eigenvalue, has a positive contribution on the value of cc (i) .
Therefore, the proposed heuristic will make use of the leading eigenvector to construct the solutions. There are many spectral algorithms that approximate solutions based on the leading eigenvector, considering that position i of this vector corresponds to vertex i. In most of them, the negative elements of the vector are placed in a same cluster C 1 , whereas non-negative components compose the cluster C 2 . According to the developed relaxation, if each of the leading eigenvectors of Cc (1) For each vertex i ∈ V , follow the steps below:
• Determine the clustering coefficient matrix Cc (i) by using Eq. (7).
• Choose the eigenvector associated with the largest eigenvector of Cc (i) , v, the leading eigenvector, and set it in the i-th column of matrix L.
(2) As L is not symmetric, do the following: create a matrix W ∈ ℜ n×n whose element from the i-th row and j-th column is w ij and calculate it using the following expression w ij = (l ij + l ji )/2.
(3) Construct a weighted graph G L with n vertices, whose edge weights are dictated by matrix W and the adjacency relationship is principled by the following assertion over matrix W :
(4) Find the final partition by applying a simple graph clustering algorithm to graph G L , since this graph will be without noise and, consequently, considerably modular.
To simplify, instead of L, the symmetric matrix W is considered, where w ij is given by the mean of l ij and l ji . This symmetrization takes into account the relation of j regarding the neighborhood of i and of i regarding the neighborhood of j. If both are positive, these values tend to keep high enough to maintain a strong relation between these two vertices. Otherwise, it may not be clear if i and j should belong to the same cluster, and the value is proportionally counted. In the last step of the spectral heuristic, the author used the label propagation strategy by [28] , which works very well for modular graphs. Other strategies were tested, and it was possible to conclude that, the label propagation strategy presented the best performance among all tested algorithms.
The last step of the proposed heuristics can be justified in the same way that Von Luxburg [34] justifies the common application of the k-means algorithm to cluster the eigenvector's matrices in the main spectral clustering algorithms. Although there is nothing principled about using this generic algorithm to cluster the eigenvector's matrix that corresponds to the solution of a given spectral relaxation, it has been empirically observed that this step of the algorithm must be straightforward since such a matrix is characterized for better expressing the modules contained in the data after noise is removed. In the ideal case of completely unrelated κ cliques, we may find a permutation matrix Π in such a way that the eigenvector's matrix ΠL is composed by κ block-diagonal matrices. For example, consider the graph presented in Fig. 3 .
Observe that the graph in Fig. 3 has 10 vertices and is characterized by two cliques of five vertices each. The matrix of the leading eigenvectors of each clustering coefficient matrix Cc (i) with 1 ≤ i ≤ n is given by the following matrix: 
In this matrix, one can observe a two-block diagonal matrix which represents the two modules of the graph in Fig. 3 . Any consistent automatic graph clustering algorithm can identify the clusters using a graph constructed from such a matrix. Fig. 3 . In this graph, connections between the two connected components from the previous graph were added in order to produce a graph with a two-module structure that is not so clear. Now, considering a slightly different version of the graph from the one in the example, Fig. 4 shows a two-module connected graph. This graph's leading eigenvectors' matrix is the same as the unconnected graph's, i.e., the previously presented matrix U. It can be observed that despite the addition of more connections between the two clusters, the leading eigenvector's matrix U remains the same and keeps a near block-diagonal structure. This is the main characteristic of the eigenvectors' matrices of spectral clustering algorithms. Small perturbations on the graph, which do not affect the graph's cluster structure, are better observed in the eigenvectors' matrices that translate the cluster structure of the graph.
The complexity of SPEC 3 is highly dependent on the complexity of the algorithm used for finding the largest eigenvector of n matrices, since a non-expensive heuristic is used for finding the final clustering. 4 As the calculations of the different eigenvectors belong to independent processes, it is possible to make use of parallel processing to improve the time spent to perform these operations.
Computational experiments
This section presents the results of the computational experiments performed with the proposed spectral heuristic. The tests are divided into two experiments: the first uses benchmark graphs for which a more abstract analysis will be performed, and the second uses unweighted modular graphs generated according to the software described in [19] . In both experiments, attesting the quality of the proposed heuristic was a difficult task, since no heuristic has been reported for this particular problem. Therefore, just the quality of the clusterings, i.e., their coherence with respect to the intuitive notion of clusters will be analyzed. Consequently, the aim of this verification is to evaluate the quality of the results of the proposed heuristics.
Furthermore, the author carried out experiments to attest the performance of the proposed algorithm, named SPEC 3 . These experiments involved the comparison of results obtained by the proposed algorithm with results from some well known community detection algorithms in the literature: spinglass [29, 30] , edge betweenness community [14] , label propagation (LP) [28] , leading eigenvector (LE) [24] and a multi-level algorithm from [4] . A brief description of each of these algorithms is given next. The used code for all these algorithms was from the igraph package version 0.5.4 under R-project version 2.15.1 [11] .
For assessing the quality of the solutions found by these heuristics, a measure called normalized mutual information (NMI) [12] will be used as the main criterion. In order to understand how this measure works, define a label vector as a n-dimensional vector that represents a given partition and whose i-th position indicates the cluster to which the i-th vertex of a graph G belongs. Consider also π (1) and π (2) to be a pair of partitions represented as two label vectors, x and y and k π (1) and k π (2) , respectively, the number of clusters of π (1) and π (2) . The NMI is a variation of the mutual information measure [31, 10, 32] and is based on the estimation of the mutual dependence of two random variables. The NMI can be calculated by using the following equation:
where X and Y are random variables described by π (1) and π (2) , respectively; Fig. 5 . The afootball network [14] . According to the SPEC 3 heuristic, its vertex labels correspond to the community each vertex belongs to.
Other versions of NMI can be found, such as the one in [33] , which has the following equation:
Nevertheless, according to [32] , the normalization of Eq. (11) (based on the arithmetic mean of the entropy) is more suitable for graphs with balanced clusters. For this reason, in this paper, Eq. (9) is used in the computational experiments, because of the diversified characteristics of the employed networks.
Experiment I
The graphs used in this experiment are benchmark instances and most are the result of information modeling present in social networks. A framework from the igraph package for the R-project [16] , adapted from Michael Schmuhl's algorithm 5 for optimizing graph layouts, was used in order to display the plots. This software for plotting graphs makes use of basic physics electricity concepts to determine the optimal graph layout.
The first graph to be analyzed was compiled by [14] and referred to a network of American College football games during a season in year 2000. This graph will be called afootball. According to the authors, the teams, represented by the vertices of the graph, may be divided into 12 well balanced conferences. An edge between a pair of vertices exists if these teams played repeatedly during the season. Furthermore, there is the information that teams of the same conference had more games with each other than with teams from different conferences. As a result, the graph presents a high clustering tendency, where each cluster is formed by teams from the same conference. This clustering, where the vertices of the same conference are assembled in a cluster (π (2) ), was considered for comparison in this experiment. A graphical representation of this network is presented in Fig. 5 , where the vertices of the network are labeled according to the clustering produced by SPEC 3 . The NMI value between the clustering produced by SPEC 3 applied to the afootball graph and the clustering π (2) was found to be 0.879. On the other hand, the highest NMI among the clusterings generated by the algorithms used for comparison and π (2) was 0.909, from spinglass. This indicates that SPEC 3 found a slightly less accurate clustering regarding the clusters formed in the network represented by the conferences in comparison with the best result from the heuristics from literature used in this experiment. Additionally, the value of the function H over the clustering from SPEC 3 was 0.951. Another network used in this experiment was the well known Zachary karate club [36] , which represents the social network inside a karate club. In this place, there were two factions: one led by the president of the club and the other by the instructor of the karate lessons. These factions disagreed on the issue of raising the prices of the karate lessons and, once the instructor got fired, the members of his faction joined him into a new organization, resulting in the split of the club. According to [36] , by analyzing the social network of the former club, whose members were connected by a relation of friendship and ideological clusters, it was possible to predict what the split of the club would be like. The partition represented by the fission of the karate club, π (2) , was analyzed in order to compare the results of the clustering algorithms.
In regard to the clustering resulted from applying the SPEC 3 to this graph, the NMI value compared with π (2) was 0.633.
Considering the best NMI between the results found by the heuristics from literature used in this experiment and the target 5 The original version of the algorithm can be found on the site http://www.schmuhl.org/graphopt/. π (2) , LP achieved the value 0.577. Therefore, in this case study, the proposed heuristic performed better than the other algorithms in this analysis. A graphical representation of the karate club network is presented in Fig. 6 and its vertices are labeled according to the clustering produced by SPEC 3 . It is possible to observe that there is a vertex labeled 2 which is connected to only one vertex from group 1. This happens because the H function concerns the connectivity of the neighbors of a vertex. Therefore, as this solution would have the same H function value as if that vertex was also labeled 1, a correction procedure in this algorithm may be applied to assign a vertex with degree one to the group its only adjacent vertex belongs to. In this way, the partition would have the same value and would be more reliable.
Experiment II
As a further experiment, the author compares the results of the proposed heuristic, SPEC 3 , with spinglass, edge betweenness, LP, LE and Blondel using artificial graphs. These graphs were generated in the same way as in [18] . [19] generalized a well accepted class of graphs for community detection, known as the Girvan and Newman benchmark (GN) [14] , which is based on the planted ℓ-partition model [9] . In this model, a partition with a determined number of groups is ''planted'' in a graph. The vertices inside the groups have a probability p in of being connected to each other and a probability p out of being connected to vertices from different groups. If p in ≥ p out the graphs have well defined clusters. Otherwise, they are random graphs. In the GN benchmark, the structure of the graphs is characterized for containing 128 vertices (with an expected degree of 16) equally divided into four groups. The LFR benchmark, which is a generalization of the GN benchmark, introduces power law distributions to the degree and the community sizes. According to [18] , this additional ingredient makes it more difficult for the algorithms to detect the communities, and thus is more reliable for experimental purposes.
In order to build the LFR benchmark graphs, the tool available in the authors' website was used. In this tool, a parameter called mixing parameter assumed a range of different values. To understand this parameter, consider the external degree of a vertex as the number of edges connecting this vertex to its neighbors from different communities. The mixing parameter of a vertex is the ratio between its external and its total degree [18] . Therefore, when generating a benchmark graph, its mixing parameter (which will have the same value for every vertex of this graph) will dictate the clustering tendency of a network.
The values assumed for the mixing parameter to generate the graphs for this experiment were the values in the set µ t = {0.1, 0.2, . . . , 0.8}. In order to have a larger variety, for each value of µ t , 10 realizations were performed. Each realization had the following parameters:
• average degree of each vertex: 20;
• maximum degree of each vertex: 50;
• exponent of the degree distribution: −2;
• exponent of the community size distribution: −1;
• number of vertices: 1000. In order to compare the results from the different algorithms, the NMI values were plotted versus the parameter µ t . For the SPEC 3 heuristic, the mean NMI among 10 realizations was considered. The larger the NMI, the better the quality of the partition found by the algorithms. Next, the results of this experiment are presented. 
Results from Experiment II
It is important to stress that the main focus of this paper was to present a solution method that had a good response for small sized clusters. The reason is that most community detection algorithms do not seem to have very accurate solutions for this type of network. Nevertheless, in this experiment, the author used both small and large sized clusters aiming at a better evaluation of the proposed heuristic.
According to the results presented in Fig. 7(a) , the small sized clusters SPEC 3 performed consistently better in comparison with the results from the other algorithms, except for two sets of graphs from the experiment. In these cases, the results from SPEC 3 had a mean NMI worse than the mean NMI from spinglass, although the results were better than those from the other algorithms. Concerning the results for large sized clusters, it can be observed that although SPEC 3 did not exceed the results of all tested community detection algorithms, its results were satisfactory.
Final remarks
The community detection problem has been gaining more attention over the past decade due to a new study on this topic by [24] . In this study, the authors propose a measure, known as modularity, to evaluate the quality of graph partitions, now also used to detect communities in networks. Since then, many heuristics for the modularity maximization problem have been developed in order to find better solutions.
Despite the good quality of the partitions found through the modularity maximization problem, a few drawbacks have stimulated the search for new alternatives to approach the community detection problem. The class of graphs for which these techniques perform worse is that with more than √ m clusters, where m is the number of edges of a graph. This means that these algorithms may fail for clusterings with small-sized clusters in relation to the whole graph.
Bearing this in mind, in this paper the author developed a new spectral clustering algorithm to approach the community detection problem in networks which consists of analyzing the neighborhood structure of the clusters. This heuristic was investigated over a maximization problem based on an adapted version of the clustering coefficient measure, also proposed in this paper. Additionally, the author proves that the optimal solution of the proposed problem provides the expected solution for a certain case study which is not appropriately solved by the modularity maximization problem due to its resolution limit. In the computational experiments, the proposal showed a very good performance in comparison with other well known community detection algorithms from literature, by using different graph configurations.
Proof. Consider G be a graph with κ maximal cliques where every vertex belongs to a clique. The clustering defined as C = C 1 , C 2 , . . . , C κ , where C i is a maximal clique, has the following clustering coefficient based value:
. Bearing in mind that each cluster C l has n C l vertices, for C l to be a clique, each one of its vertices must be connected to n C l −1 vertices inside C l , i.e.,  j∈C l ∩N (i) a(i, j) = n C l − 1. Moreover, for each j ∈ C l ∩ N (i), one has that  k∈C l ∩N (i) a(j, k) = n C l − 2, as the edge with vertex i is not considered only the edges with vertices in the neighborhood of i intra-cluster. This implies that:
(n C l − 2)(n C l − 1) .
Therefore, as the cardinality of the set C l ∩ N (i) − {i} is n C l − 1, one has that H(C) = 1.
