 1  3 
We searched for anoles on tree trunks, branches, rocks, ground and other perches. We 1 4 2 captured lizards by hand or noose and kept them in individual bags to transport them to the 1 4 3 laboratory where we determined sex, measured snout to vent length (SVL), mass, and sampled 1 4 4 blood using toe clipping (Schall, Pearson & Perkins, 2000) . Toe clipping also ensures that 1 4 5 individuals are not sampled more than once in a season. Captured lizards were released in the 1 4 6 same areas where they were collected within 24 hours after capture. We made blood smears for 1 4 7 each individual and kept dried blood samples in filter papers for future molecular analyses. We 1 4 8 8 fixed the smears using methanol (100%) and stained the slides using Giemsa stain at pH 7.5 for 1 4 9 50 minutes following the protocol by Schall, Pearson & Perkins (2000) . To determine if a lizard 1 5 0 was infected we diagnosed each sample by scanning stained blood smears at 1000x. We spent 6-1 5 1 10 minutes examining the slides (Schall, Pearson & Perkins, 2000) . Infection status was 1 5 2 determined by examination of stained thin blood smears, and parasite species identified based on 1 5 3 morphological traits and cell class infected (Telford, 2016) . We compiled temperature and rainfall data from El Verde weather station records and 1 5 6 estimated daily mean minimum, maximum, and variance of registered temperatures and rainfall 1 5 7 30 and 120 days prior to the sampling month (Schall, Pearson & Perkins, 2000) . Hurricane 1 5 8 events occurred in September 1995 (two), July 1996, and September 1998. We did not included 1 5 9
hurricanes per se in the analysis, but high rainfall marked those periods in the precipitation data. To estimate host body condition, we measured the snout-vent length (SVL) using a ruler and 1 6 1 mass of each lizard using 20 and 30 g Pesolas scales. We followed Chamblerin (1890) approach of comparing multiple working hypotheses for each 1 6 4 one of our four research questions. This approach contrasts with the more common Popperian 1 6 5 approach where a single alternative hypothesis is compared against a null one. The key 1 6 6 difference between the two approaches is that the multiple working hypotheses framework 1 6 7 allows for the possibility that more than one hypotheses may be simultaneously true (Elliot & 1 6 8 Brook, 2007; Betini, Avgar, & Fryxell, 2017) . Here we operationalize this approach developing 1 6 9 a list of a priori hypotheses for each of the questions, which are represented by a model. We Criterion adjusted for small sample sizes (AICc). The most parsimonious model has lowest 1 7 2 AICc score. In the case of multiple models having similar low AICc scores, we use AIC weights 1 7 3 to assess the relative contribution of each hypothesis to explain the observed relationship. We To determine if the individual probability of infection was stable through the 26-year 1 7 7 study period, we compared eight binomial models. These models (with exception of the null found strong evidence showing that the probability of infection was higher in the summer than in 1 8 0 the winter season. They also found that bigger males had a higher probability of infection than 1 8 1 smaller males or females. We compared models predicting the probability of infection as a the variables explains the observed temporal variability in probability of infection (Table S1 ). If 1 8 7 there was significant temporal variation in the dynamics, the most parsimonious model (lowest We followed a similar model selection approach to test which environmental variables 1 9 0 (i.e. rainfall and/or temperature) better predict the proportion of infected individuals through 1 9 1 time. We compared 35 models that included various combinations of mean rainfall 30 days and 1 9 2 120 days before the field sampling (Schall, Pearson & Perkins, 2000) . These also included 1 9 3 1 0 models with the variance of rainfall or temperature 30 or 120 days before the field sampling 1 9 4 (Vasseur et al., 2014). To allow for a possible non-linear effect we also fitted individual and 1 9 5 additive models with a second-degree polynomial. Last, we fitted a null (intercept only) model 1 9 6 to describe the case where none of the tested variables better explains the observed patterns in 1 9 7 prevalence (Table S3 ). To assess the relationship between environmental factors, infection status and body 1 9 9 condition we estimated body condition using the residual index R i (Cox & Calsbeek, 2015) . We 2 0 0 calculated this index using the residuals of the linear regression of log10 mass on log10 SVL. Lizards with positive residuals are heavier than average (better body condition), while lizards 2 0 2 with negative residuals are skinnier relative to their SVL than average (Schall & Pearson, 2000) .
We made a separate analysis for each sex, including data from the years for which body mass 2 0 4 and SVL data were available (1996, 1997, 1998, 2015, and 2016) . Previous studies show that A. Hertz et al., 1993) and cumulative rain (Schall & Pearson, 2000) . Therefore, we compared 14 2 0 7 models that predicted variability in body condition as a function of maximum temperature 30 2 0 8 days of the census, cumulative rain six months before the survey, infection state and their 2 0 9 additive combinations. To account for potential non-linear effects, we also compared models that 2 1 0 incorporated a second-degree polynomial effect of temperature and rainfall. We also compared a To assess changes in composition of the three Plasmodium species through time we entire study period ( Figure 5 , Table S10 ). This model predicted no differences in the partial 2 7 5 relationship between SVL and probability of infection by the different Plasmodium parasites 2 7 6 ( Figure S3 ). Whereas the model predicts little differences between sexes in the probability of 2 7 7 getting infected by P. azurophilum, or P. floridense, the probability of getting infected by P. leucocytica was greater in females ( Figure S4 ). We assembled a long-term data set spanning 26 years to explore the dynamics of three malaria that may well result in a decrease the prevalence of all three parasites, contrary to common 2 9 3 intuition. Similarly, this long-term analysis showed that host body condition maximized at better body condition in the partial relationship with temperature. During the study period, P. azurophillum was consistently the most common parasite, but P. floridense declined slowly. Overall, these patterns were not apparent during the early years of the study (Schall, Pearson & 2 9 8 Perkins, 2000); thus, a longer-term approach (> 10 yrs) was needed to reveal the true response of 2 9 9 the parasite dynamics to environmental changes and its consequences. The delayed link between rainfall and temperature with parasite prevalence (120 days) infect Culex mosquitoes in Florida (Klein et al., 1987) and is the most common mosquito genus during the first 10 years of the study period. Hurricanes caused severe physical damage to the 3 1 0 forest including massive defoliation (Reagan & Waide, 1996; Schall, Pearson & Perkins, 2000) . drought was of sufficient duration and strength to shift the system to a new dynamic state. Substantial theory and empirical evidence support the conclusion that natural ecological systems can experience such alternative stable states (Reagan, 1991; Petraitis, 2013) . What caused the differences in parasite prevalence for the summer vs. winter seasons?
Rainfall is greater in the summer, which increases potential habitats for vector breeding, increasing the ratio of vectors to hosts. Also, summer is the mating season for A. gundlachi 3 1 8 when lizards are more active and defending territories (Gorman & Licht, 1974; Reagan, 1992) . If the vectors are daytime active, the lizards could be more exposed to vector bites. Alternatively, the lower prevalence in winter may be only apparent, if the parasite reduces 3 2 1 reproduction in the lizard blood when vector activity ceases. There is no evidence that lizards 3 2 2 can clear an infection. Also, using a PCR-based method to detect very low-parasitemia 3 2 3 infections showed cryptic infections were more common in the winter season (unpublished). Our study adds to the growing evidence that the relationship between malaria is particularly important in ectothermic hosts such as anoles. It can also affect vector abundances, 3 3 0 biting rates, the probability of infection from host to vector and from vector to host, vector death 3 3 1 rates, incubation periods, and recovery rates (Smith et al., 2012) . Adding to this complexity is the prevalence, the type of ground cover (grass, rocks, and leaf litter) affected the probability of suggestions that rising temperatures alone will increase the prevalence of malaria parasites 3 3 8 ignore the more complex story. Webster, 1976). We found both females and males had an optimal body condition at ~27 °C, and rainfall likely reflects the balance between levels of rainfall that promote abundance of food 3 4 7 resources and higher rainfall levels that result from hurricane disturbance. The highest recorded decrease in body condition with increasing cumulative rainfall may be the result of physiological 3 5 0 stress due to hurricane disturbance. Influence of climate on malaria transmission depends on daily temperature variation. 
