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CONNECTORS
SHIN-ICHIRO SEKI
Abstract. Recently, the author and Yamamoto invented a new proof of the duality
for multiple zeta values. The technique is applicable in other series identities. In this
article, we exhibit such proofs for some series identities.
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1. Dynamic (or algorithmic) proofs
For a given series identity, the strategy to prove it in this article is as follows:
(i) Define the connected sum with the connector or the connecting relation.
(ii) Check its transport relations.
(iii) Transport indices, algorithmically.
(iv) Check the boundary conditions.
Only these!
Proofs of (ii) and (iv) are relatively easier than the proof of the original identity itself.
We can often prove them by using partial fraction decompositions or telescoping sums
and we leave the proofs to the reader. The hardest part in each dynamic proof is how
to find a suitable connected sum.
Note that values of connected sums may diverge, however we use only convergent
values when we apply them.
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2. Notation
N denotes a positive integer. p denotes a prime number. For a positive integer a, we
set
Ja := Z≥0 × · · · × Z≥0︸ ︷︷ ︸
a
, Ia := Z≥1 × · · · × Z≥1︸ ︷︷ ︸
a
,
I ′a := {(k1, . . . , ka) ∈ Ia : ka ≥ 2}.
Further, J0 = I0 = I
′
0 := {∅} and
I :=
∞⊔
a=1
Ia, I
′ :=
∞⊔
a=1
I ′a, I0 :=
∞⊔
a=0
Ia, I
′
0 :=
∞⊔
a=0
I ′a.
Let a be a positive integer and k = (k1, . . . , ka) ∈ Ia. The weight of k is defined
as wt(k) := k1 + · · · + ka. The reverse index of k is defined as k = (ka, . . . , k1). For
0 ≤ i ≤ a, k(i) := (k1, . . . , ki), k
(i) := (ki+1, . . . , ka) (k(0) = k
(a) = ∅). Further, we
define the arrow-notation as
k→ := (k1, . . . , ka, 1), ←k := (1, k1, . . . , ka),
k↑ := (k1, . . . , ka−1, ka + 1), ↑k := (k1 + 1, k2, . . . , ka),
k↓ := (k1, . . . , ka−1, ka − 1), ↓k := (k1 − 1, k2, . . . , ka).
{↑}j denotes ↑ · · · ↑︸ ︷︷ ︸
j
and {↓}j denotes ↓ · · · ↓︸ ︷︷ ︸
j
. By convention, we use wt(∅) = 0, ∅ = ∅,
∅→ = ←∅ = (1), and ∅↑ = ↑∅ = ∅↓ = ↓∅ = ∅.
For k = (k1, . . . , ka) ∈ Ia, l = (l1, . . . , lb) ∈ Ib (a, b ≥ 0), (k, l) denotes the concatena-
tion index (k1, . . . , ka, l1, . . . , lb).
In definitions of connected sums and (1), we use abbreviated notation n,m, r ∈ I0
as
n = (n1, . . . , na), m = (m1, . . . , mb), r = (r1, . . . , rc),
even if there appear extra variables n0, mb+1 and so on.
For k = (k1, . . . , ka) ∈ Ja and n = (n1, . . . , na) ∈ Ia, n
k :=
∏a
i=1 n
ki
i (n
k := 1 when
a = 0).
For k ∈ Ia, we define ζN(k) and ζ
⋆
N(k) as
ζN(k) :=
∑
0=n0<n1<···<na≤N
1
nk
, ζ⋆N(k) :=
∑
0=n0<n1≤···≤na≤N
1
nk
. (1)
For k ∈ I ′0, ζ(k) := lim
N→∞
ζN(k) < +∞. For a connected sum ZN , Z∞ means lim
N→∞
ZN .
We omit to define some standard notions including the shuffle product x, the har-
monic product ∗, the dual index k†, and the Hoffman dual index k∨. Rather, we can
define these notions by the following transport relations and algorithms.
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3. Shuffle product formula
Proposition 3.1 ([HO, Theorem 4.1]). For k, l ∈ I ′0, we have
ζ(k)ζ(l) =
∑
ahζ(h), (2)
where h ∈ I ′0 runs over indices appearing in k x l =
∑
ahh.
Proposition 3.2 ([KZ], [On, Corollary 4.1]). For k, l ∈ I0, we have
(−1)wt(l)ζp−1(k, l) ≡
∑
ahζp−1(h) (mod p), (3)
where h ∈ I0 runs over indices appearing in k x l =
∑
ahh.
3.1. Connected sum. For k ∈ Ia, l ∈ Ib,h ∈ Ic (a, b ∈ Z≥0, c ∈ Z≥1), the connected
sum ZxN (k; l;h) is defined by
ZxN (k; l;h) :=
∑
0=n0<n1<···<na
0=m0<m1<···<mb
na+mb=r1<r2<···<rc≤N
1
n(k↓)m(l↓)r(↓h)
.
The connecting relation is na +mb = r1. By definition, there is a symmetry
ZxN (k; l;h) = Z
x
N (l;k;h). (4)
This connected sum is essentially defined in the right-hand side of [KMT, (18)].
3.2. Transport relations. For k, l ∈ I0,h ∈ I, we have
ZxN (k↑; l↑;h) = Z
x
N (k; l↑; ↑h) + Z
x
N (k↑; l; ↑h) (k, l 6= ∅), (5)
ZxN (k→; l; ↑h) = Z
x
N (k↑; l;←h). (6)
3.3. Algorithm. For each ZxN (k; l;h), we set rules as follows:
(i) If k and l ∈ I ′, then use the transport relation (5).
(ii) If l ∈ I0 \ I
′, then use the symmetry (4).
(iii) If k ∈ I \ I ′, then use the transport relation (6).
(iv) If k = ∅, then stop.
Start from ZxN (k↑; l↑; (1)) (k, l ∈ I0) and transport indices according to the above
rules until the algorithm stops for all connected sums. Then, we have an identity which
has the following form (h,h′ ∈ I0):
ZxN (k↑; l↑; (1)) =
∑
ZxN (∅;h↑;←h
′). (7)
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3.4. Boundary conditions. For k, l ∈ I ′0, we have
Zx∞(k↑; l↑; (1)) = ζ(k)ζ(l) (8)
and
ZxN (∅;h↑;←h
′) = ζN(h,h
′).
By these boundary conditions, we see that the case N →∞ of the identity (7) is nothing
but the shuffle product formula (2).
When k, l ∈ I0, by using the following congruence instead of using the boundary
condition (8), we can also prove the shuffle relation for finite multiple zeta values (3):
Zxp−1(k↑; l↑; (1)) ≡ (−1)
wt(l)ζp−1(k, l) (mod p).
3.5. Example. By applying the algorithm in 3.3 to ZxN ((1, 2); (2); (1)), we have
ZxN ((1, 2); (2); (1))
(i)
= ZxN ((1, 1); (2); (2)) + Z
x
N ((1, 2); (1); (2)),
ZxN ((1, 1); (2); (2))
(iii)
= ZxN ((2); (2); (1, 1))
(i)
= ZxN ((1); (2); (2, 1)) + Z
x
N ((2); (1); (2, 1)),
ZxN ((2); (1); (2, 1))
(ii)
= ZxN ((1); (2); (2, 1))
(iii)
= ZxN (∅; (2); (1, 1, 1)),
ZxN ((1, 2); (1); (2))
(ii)
= ZxN ((1); (1, 2); (2))
(iii)
= ZxN (∅; (1, 2); (1, 1)).
Thus,
ZxN ((1, 1)↑; (1)↑; (1)) = 2Z
x
N (∅; (1)↑;←(1, 1)) + Z
x
N (∅; (1, 1)↑;←(1))
and this corresponds to
(1, 1)x (1) = 2((1), (1, 1)) + ((1, 1), (1)) = 3(1, 1, 1).
4. Harmonic product formula
Proposition 4.1 ([H2, Theorem 3.2]). For k, l ∈ I0, we have
ζN(k)ζN(l) =
∑
bhζN(h), (9)
where h ∈ I0 runs over indices appearing in k ∗ l =
∑
bhh.
4.1. Connected sum. For k ∈ Ia, l ∈ Ib,h ∈ Ic (a, b ∈ Z≥1, c ∈ Z≥0), the connected
sum Z∗N(k; l;h) is defined by
Z∗N(k; l;h) :=
∑
1=r0≤r1<···<rc
rc=n1<···<na≤N
rc=m1<···<mb≤N
1
n(↓k)m(↓l)rh
.
The connecting relation is n1 = m1 = rc. By definition, there is a symmetry
Z∗N(k; l;h) = Z
∗
N(l;k;h). (10)
The definition of this connected sum is essentially due to Hirose.
4.2. Transport relations. For k, l ∈ I,h ∈ I0, we have
Z∗N(←k;←l;h) = Z
∗
N(k;←l;h→) + Z
∗
N(←k; l;h→) + Z
∗
N(k; l;h→↑), (11)
Z∗N(↑k; l;h) = Z
∗
N(k; l;h↑). (12)
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4.3. Algorithm. For each Z∗N(k; l;h), we set rules as follows:
(i) If k and l ∈ I \ (I ′ ∪ {(1)}), then use the transport relation (11).
(ii) If l ∈ I ′ ∪ {(1)}, then use the symmetry (10).
(iii) If k ∈ I ′, then use the transport relation (12).
(iv) If k = (1), then stop.
Start from Z∗N(←k;←l;∅) (k, l ∈ I0) and transport indices according to the above
rules until the algorithm stops for all connected sums. Then, we have an identity which
has the following form (h,h′ ∈ I0, h ∈ Z≥0):
Z∗N(←k;←l;∅) =
∑
Z∗N((1); {↑}h←h;h
′). (13)
4.4. Boundary conditions. For k, l,h,h′ ∈ I0, h ∈ Z≥0, we have
Z∗N(←k;←l;∅) = ζN(k)ζN(l)
and
Z∗N((1); {↑}h←h;h
′) = ζN(h
′
{↑}h ,h).
By these boundary conditions, we see that the identity (13) is nothing but the harmonic
product formula (9).
4.5. Example. By applying the algorithm in 4.3 to Z∗N((1, 1); (1, 2);∅), we have
Z∗N((1, 1); (1, 2);∅)
(i)
= Z∗N((1); (1, 2); (1)) + Z
∗
N((1, 1); (2); (1)) + Z
∗
N((1); (2); (2)),
Z∗N((1, 1); (2); (1))
(ii)
= Z∗N((2); (1, 1); (1))
(iii)
= Z∗N((1); (1, 1); (2)).
Thus,
Z∗N(←(1);←(2);∅) = Z
∗
N((1);←(2); (1)) + Z
∗
N((1);←(1); (2)) + Z
∗
N((1); ↑←∅; (2))
and this corresponds to
(1) ∗ (2) = (1, 2) + (2, 1) + (3).
By applying the algorithm in 4.3 to Z∗N((1, 1, 1); (1, 1);∅), we have
Z∗N ((1, 1, 1); (1, 1);∅)
(i)
= Z∗N((1, 1); (1, 1); (1)) + Z
∗
N((1, 1, 1); (1); (1)) + Z
∗
N((1, 1); (1); (2)),
Z∗N((1, 1); (1, 1); (1))
(i)
= Z∗N((1); (1, 1); (1, 1)) + Z
∗
N((1, 1); (1); (1, 1)) + Z
∗
N((1); (1); (1, 2)),
Z∗N((1, 1); (1); (1, 1))
(ii)
= Z∗N((1); (1, 1); (1, 1)),
Z∗N((1, 1, 1); (1); (1))
(ii)
= Z∗N((1); (1, 1, 1); (1)),
Z∗N((1, 1); (1); (2))
(ii)
= Z∗N((1); (1, 1); (2)).
Thus,
Z∗N (←(1, 1);←(1);∅) = 2Z
∗
N((1);←(1); (1, 1)) + Z
∗
N((1);←∅; (1, 2)) + Z
∗
N((1);←(1, 1); (1))
+ Z∗N((1);←(1); (2))
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and this corresponds to
(1, 1) ∗ (1) = 2((1, 1), (1)) + (1, 2) + ((1), (1, 1)) + (2, 1) = 3(1, 1, 1) + (1, 2) + (2, 1).
5. Duality
Let n,m be non-negative integers. For k ∈ I ′a, we define the multiple zeta value with
double tails ζn,m(k) by
ζn,m(k) :=
∑
n=n0<n1<···<na
1
nk
·
1(
na+m
m
) .
Proposition 5.1 ([A]). For any k ∈ I ′,
ζn,m(k) = ζm,n(k
†). (14)
The case n = m = 0 is the usual duality relation for multiple zeta values.
5.1. Connected sum. For k, l ∈ I0, the connected sum Z
D
n,m(k; l) ([SY1]) is defined
by
ZDn,m(k; l) :=
∑
n=n0<n1<···<na
m=m0<m1<···<mb
1
nk
· CD(na, mb) ·
1
ml
.
Here, the connector is
CD(na, mb) :=
na! ·mb!
(na +mb)!
. (15)
By definition, there is a symmetry
ZDn,m(k; l) = Z
D
m,n(l;k). (16)
5.2. Transport relations. For k, l ∈ I0, we have
ZDn,m(k↑; l) = Z
D
n,m(k; l→) (k 6= ∅), (17)
ZDn,m(k→; l) = Z
D
n,m(k; l↑) (l 6= ∅). (18)
5.3. Algorithm. For each ZDn,m(k; l), we set rules as follows:
(i) If k ∈ I ′, then use the transport relation (17).
(ii) If k ∈ I \ I ′, then use the transport relation (18).
(iii) If k = ∅, then stop.
Start from ZDn,m(k;∅) (k ∈ I
′) and transport indices from left to right according to
the above rules until the algorithm stops. Then, we have
ZDn,m(k;∅) = Z
D
n,m(∅;k
†). (19)
5.4. Boundary conditions. For k ∈ I ′,
ZDn,m(k;∅) = ζn,m(k)
holds by definition. Therefore, by the symmetry (16), we see that the identity (19) is
nothing but the duality (14).
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5.5. Example. By applying the algorithm in 5.3 to ZDn,m((3, 2);∅), we have
ZDn,m((3, 2);∅) = Z
D
n,m(∅→↑↑→↑;∅)
(i)
= ZDn,m(∅→↑↑→;∅→) = Z
D
n,m((3, 1); (1))
(ii)
= ZDn,m(∅→↑↑;∅→↑) = Z
D
n,m((3); (2))
(i)
= ZDn,m(∅→↑;∅→↑→) = Z
D
n,m((2); (2, 1))
(i)
= ZDn,m(∅→;∅→↑→→) = Z
D
n,m((1); (2, 1, 1))
(ii)
= ZDn,m(∅;∅→↑→→↑) = Z
D
n,m(∅; (2, 1, 2))
and this proves
ζn,m(3, 2) = ζm,n(2, 1, 2).
6. Hoffman’s identity
Proposition 6.1 ([H3, Theorem 4.2]). For k ∈ Ia (a ≥ 1),
H⋆N(k) :=
∑
1≤n1≤···≤na≤N
(−1)na−1
nk
(
N
na
)
= ζ⋆N(k
∨). (20)
6.1. Connected sum. For k ∈ I and l ∈ I0, the connected sum Z
HD
N (k; l) ([SY2]) is
defined by
ZHDN (k; l) :=
∑
1≤n1≤···≤na≤m1≤···≤mb≤mb+1=N
1
n(k↓)
· CHD(na, m1) ·
1
ml
.
Here, the connector is
CHD(na, m1) := (−1)
na−1
(
m1
na
)
and the connecting relation is na ≤ m1.
6.2. Transport relations. For k ∈ I and l ∈ I0, we have
ZHDN (k↑; l) = Z
HD
N (k;←l), (21)
ZHDN (k→; l) = Z
HD
N (k; ↑l) (l 6= ∅). (22)
6.3. Algorithm. For each ZHDN (k; l), we set rules as follows:
(i) If k ∈ I ′, then use the transport relation (21).
(ii) If k ∈ I \ I ′ and k 6= (1), then use the transport relation (22).
(iii) If k = (1), then stop.
Start from ZHDN (k↑;∅) (k ∈ I) and transport indices from left to right according to
the above rules until the algorithm stops. Then, we have
ZHDN (k↑;∅) = Z
HD
N ((1);k
∨). (23)
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6.4. Boundary conditions. For k ∈ I, we have
ZHDN (k↑;∅) = H
⋆
N(k)
and
ZHDN ((1);k) = ζ
⋆
N(k).
Therefore, we see that the identity (23) is nothing but Hoffman’s identity (20).
6.5. Example. By applying the algorithm in 6.3 to ZHDN ((3, 3);∅), we have
ZHDN ((3, 2)↑;∅) = Z
HD
N ((1)↑↑→↑↑;∅)
(i)
= ZHDN ((1)↑↑→↑;←∅) = Z
HD
N ((3, 2); (1))
(i)
= ZHDN ((1)↑↑→;←←∅) = Z
HD
N ((3, 1); (1, 1))
(ii)
= ZHDN ((1)↑↑; ↑←←∅) = Z
HD
N ((3); (2, 1))
(i)
= ZHDN ((1)↑;←↑←←∅) = Z
HD
N ((2); (1, 2, 1))
(i)
= ZHDN ((1);←←↑←←∅) = Z
HD
N ((1); (1, 1, 2, 1))
and this proves
H⋆N(3, 2) = ζ
⋆
N(1, 1, 2, 1).
7. Cyclic sum formula
Proposition 7.1 ([HO, Theorem 2.3]). For a cyclic equivalent class α of an element of
I ′, we have ∑
k∈α
ζ(k↑) =
∑
k∈α
ka−2∑
j=0
ζ({↑}j←k{↓}j ), (24)
where k = (k1, . . . , ka).
Proposition 7.2 ([KO]). For a cyclic equivalent class α of an element of I, we have
∑
k∈α
(
ζp−1(k↑) + ζp−1(↑k
σ) + ζp−1(←k
σ)
)
≡
∑
k∈α
ka−2∑
j=0
ζp−1({↑}j←k{↓}j ) (mod p), (25)
where k = (k1, . . . , ka) and k
σ = (ka, k1, . . . , ka−1).
7.1. Connected sum. For k ∈ I, the connected sum ZON(k) is defined by
ZON(k) :=
∑
0<n1<···<na≤N
1
n(↓k)
· CO(n1, na).
Here, the connector discovered by Ohno is
CO(n1, na) :=
1
na − n1
.
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7.2. Transport relations. For k ∈ I, we have
ZON(k↑) = Z
O
N(↑k)− ζN(k↑), (26)
ZO∞(k→) = Z
O
∞(←k) + ζ(k↑), (27)
ZOp−1(k→) ≡ Z
O
p−1(←k) + ζp−1(k↑) + ζp−1(↑k) + ζp−1(←k) (mod p). (28)
7.3. Algorithm. For each ZO∞(k) with k 6= (1), we set rules as follows:
(i) If k ∈ I ′, then use the case N →∞ of the transport relation (26).
(ii) If k ∈ I \ I ′, then use the transport relation (27).
Start from ZO∞(←k) (k ∈ I
′) and use transport relations according to the above rules
until the first value ZO∞(←k) appears again. Then, we have
ZO∞(←k) = Z
O
∞(←k) + (L.H.S of (24) for the class [k])
− (R.H.S of (24) for the class [k]).
7.4. Boundary conditions. We need the fact that the connected sum ZO∞(k) for an
index k one of whose component is greater than 1 converges instead of boundary con-
ditions (see [HO, Theorem 3.1]).
For k ∈ I, we can also prove the cyclic sum formula for finite multiple zeta values
(25) by using the transport relation (28) instead of using the transport relation (27) in
the above algorithm.
7.5. Example. For k = (k1, . . . , ka) ∈ Ia (a ≥ 1), we set
S(k) :=
ka−2∑
j=0
ζ({↑}j←k{↓}j ).
Here, S(k) = 0 when ka = 1. By applying the algorithm in 7.3 to Z
O
∞(1, 2, 1, 3), we have
ZO∞(←(2, 1, 3))
(i)
= ZO∞(↑←(2, 1, 3)↓)− ζ(←(2, 1, 3))
(i)
= ZO∞(↑↑←(2, 1, 3)↓↓)− ζ (↑←(2, 1, 3)↓)− ζ(←(2, 1, 3))
(ii)
= ZO∞(←(3, 2, 1)) + ζ((3, 2, 1)↑)− S(2, 1, 3)
(ii)
= ZO∞(←(1, 3, 2)) + ζ((1, 3, 2)↑) + ζ((3, 2, 1)↑)− S(2, 1, 3)
(i)
= ZO∞(↑←(1, 3, 2)↓)− ζ(←(1, 3, 2)) + ζ((1, 3, 2)↑) + ζ((3, 2, 1)↑)− S(2, 1, 3)
(ii)
= ZO∞(←(2, 1, 3)) + ζ((2, 1, 3)↑)− S(1, 3, 2) + ζ((1, 3, 2)↑) + ζ((3, 2, 1)↑)− S(2, 1, 3).
This proves
ζ((2, 1, 3)↑) + ζ((1, 3, 2)↑) + ζ((3, 2, 1)↑) = S(2, 1, 3) + S(1, 3, 2) + S(3, 2, 1),
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that is,
ζ(2, 1, 4) + ζ(1, 3, 3) + ζ(3, 2, 2) = ζ(1, 2, 1, 3) + ζ(2, 2, 1, 2) + ζ(1, 1, 3, 2).
8. Hoffman’s relation
Proposition 8.1 ([H1, Theorem 5.1]). For k = (k1, . . . , ka) ∈ I
′
a (a ≥ 1),
a−1∑
i=0
ζ(k(i), ↑k
(i)) =
a∑
i=1
ki−1∑
j=1
ζ((k(i)){↓}j , {↑}j←k
(i)). (29)
8.1. Connected sum. For k ∈ Ia, l ∈ Ib (a, b ≥ 1), the connected sum Z
H(k; l) is
defined by
ZH(k; l) :=
∑
0<n1<···<na<m1<···<mb
1
n(k↓)
· CH(na, m1) ·
1
ml
.
Here, the connector is
CH(na, m1) :=
1
m1 − na
and the connecting relation is na < m1.
8.2. Transport relations. For k ∈ I, l ∈ I ′ ∪ {(1)}, we have
ZH(k↑; l) = Z
H(k; ↑l) + ζ(k, ↑l), (30)
ZH(k→; l) = Z
H(k;←l) + ζ(k,←l) (l 6= (1)). (31)
8.3. Algorithm. For each ZH(k; l), we set rules as follows:
(i) If k ∈ I ′, then use the transport relation (30).
(ii) If k ∈ I \ I ′ and k 6= (1), then use the transport relation (31).
(iii) If k = (1), then stop.
Start from ZH(k; (1)) (k ∈ I ′) and transport indices from left to right according to
the above rules until the algorithm stops. Then, we have
ZH(k; (1)) = ZH((1);k) +
a∑
i=1
ki−1∑
j=1
ζ((k(i)){↓}j , {↑}j←k
(i)) +
a−1∑
i=1
ζ(k(i),←k
(i)). (32)
8.4. Boundary conditions. For k ∈ I ′, we have
ZH(k; (1)) =
a−1∑
i=0
ζ(k(i), ↑k
(i)) +
a−1∑
i=0
ζ(k(i),←k
(i))
and
ZH((1);k) = ζ(←k).
Therefore, we see that the identity (32) is nothing but Hoffman’s relation (29).
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8.5. Example. For k = (k1, . . . , ka) ∈ I
′
a (a ≥ 1) and 1 ≤ i ≤ a, we set
Hi(k) :=
ki−1∑
j=1
ζ((k(i)){↓}j , {↑}j←k
(i)).
Here, Hi(k) = 0 when ki = 1. By applying the algorithm in 8.3 to Z
H((2, 1, 3); (1)), we
have
ZH((2, 1, 3); (1))
(i)
= ZH((2, 1, 3)↓; ↑←∅) + ζ((2, 1, 3)↓, ↑←∅)
(i)
= ZH((2, 1, 3)↓↓; ↑↑←∅) + ζ((2, 1, 3)↓↓, ↑↑←∅) + ζ((2, 1, 3)↓, ↑←∅)
(ii)
= ZH((2, 1);←(3)) + ζ((2, 1),←(3)) +H3(2, 1, 3)
(ii)
= ZH((2);←(1, 3)) + ζ((2),←(1, 3)) + ζ((2, 1),←(3)) +H3(2, 1, 3)
(i)
= ZH((2)↓; ↑←(1, 3)) + ζ((2)↓, ↑←(1, 3)) + ζ((2),←(1, 3)) + ζ((2, 1),←(3)) +H3(2, 1, 3)
= ZH((1); (2, 1, 3)) +H1(2, 1, 3) + ζ((2),←(1, 3)) + ζ((2, 1),←(3)) +H3(2, 1, 3).
On the other hand, the boundary conditions are
ZH((2, 1, 3); (1)) = ζ(↑(2, 1, 3)) + ζ((2), ↑(1, 3)) + ζ((2, 1), ↑(3))
+ ζ(←(2, 1, 3)) + ζ((2),←(1, 3)) + ζ((2, 1),←(3))
and ZH((1); (2, 1, 3)) = ζ(←(2, 1, 3)). Therefore, we have
ζ(↑(2, 1, 3)) + ζ((2), ↑(1, 3)) + ζ((2, 1), ↑(3)) = H1(2, 1, 3) +H2(2, 1, 3) +H3(2, 1, 3),
that is,
ζ(3, 1, 3) + ζ(2, 2, 3) + ζ(2, 1, 4) = ζ(1, 2, 1, 3) + ζ(2, 1, 2, 2) + ζ(2, 1, 1, 3).
9. Some remarks
It is known that there exist various generalizations of each connected sum. For ex-
ample, ∑
0=n0<n1<···<na
0=m0<m1<···<mb
na+mb=r1<r2<···<rc≤N
xn11 x
n2−n1
2 · · ·x
na−na−1
a · y
m1
1 y
m2−m1
2 · · · y
mb−mb−1
b · z
r2−r1
2 · · · z
rc−rc−1
c
n(k↓)m(l↓)r(↓h)
and ∑
1=r0≤r1<···<rc
rc=n1<···<na≤N
rc=m1<···<mb≤N
xn22 · · ·x
na
a · y
m2
2 · · · y
mb
b · z
r1
1 · · · z
rc
c
n(↓k)m(↓l)rh
give the shuffle product formula and the harmonic product formula for multiple poly-
logarithms, respectively. Here, x1, . . . , xa, y1, . . . , yb, z1, . . . , zc are suitable complex vari-
ables.
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We can also obtain a simple proof of the Ohno relation proved by Ohno in [Oh] by
generalizing the connector (15) as
[na; x][mb; x]
[na +mb; x]
(
|x| < 1, [n; x] :=
n∏
i=1
(i− x)
)
.
Furthermore, we can get a simple proof of the q-Ohno relation proved by Bradley in [B]
by generalizing the above connector as
[na; x]q[mb; x]q
[na +mb; x]q
(
0 < q < 1, [n; x]q :=
n∏
i=1
([i]q − q
ix), [i]q =
1− qi
1− q
)
.
See [SY1] for details.
We can also prove other series identities by using this dynamic proof method: the
cyclic sum formula for (finite) multiple zeta-star values (same as §7), Leshchiner’s iden-
tity which is a generalization of the Ape´ry–Markov identity (Ono–Seki; unpublished),
Zhao’s binomial identity [Z, Theorem 1.4] which implies the two-one formlua (Ya-
mamoto; unpublished), the duality for MZVs of level 2 (Ono–Seki, Yamamoto; both
unpublished), and the double Ohno relation (Hirose–Sato–Seki; [HSS]), and so on.
Let’s find new connectors!
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