In recent years, many alternative models have been proposed to address some of the shortcomings of the hidden Markov model, currently the most popular approach to speech recognition. In particular, a variety of models that could be broadly classi ed as segment models have been described for representing a variable-length sequence of observation vectors in speech recognition applications. Since there are many aspects in common between these approaches, including the general recognition and training problems, it is useful to consider them in a uni ed framework. Thus, the goal of this paper will be to describe a general stochastic model that encompasses most of the models proposed in the literature, pointing out similarities of the models in terms of correlation and parameter tying assumptions, and drawing analogies between segment models and hidden Markov models. In addition, we summarize experimental results assessing di erent modeling assumptions, and point out remaining open questions.
Introduction
To date, the most successful speech recognition systems have been based on the hidden Markov model (HMM) 1, 2] , and the use of HMMs for acoustic modeling dominates the continuous speech recognition eld. Although HMMs will continue to play a role in most recognition systems for a long time to come, many alternative models have been proposed in recent years to address some of the shortcomings of HMMs. These new higher-order models tend to require more computation than HMMs, but with the increase in computational power and the broad use of progressive search techniques, they are viable and of interest for current systems. Unfortunately, the research on new models has tended to proceed in isolated pockets, and the proliferation of terms used to describe di erent modeling assumptions has made it di cult to appreciate the common themes across the various proposed methods. The goal of this paper is thus to bring together a variety of work under a common framework, in order to make it easier for di erent researchers to bene t from the successes of others in developing robust parameter estimation techniques and making appropriate assumptions about variable dependence and parameter tying. In particular, the paper will describe a general stochastic model for representing a variable length sequence of observations, show how many of the di erent proposed models correspond to di erent distribution assumptions under this framework, draw analogies between assumptions in the general model and di erent HMMs, and raise several questions that are unresolved by current studies.
Broadly speaking, there are three HMM limitations that various models have tried to address: weak duration modeling, the assumption of conditional independence of observations given the state sequence, and the restrictions on feature extraction imposed by frame-based observations. The limitation that the HMM state duration model is implicitly given by a geometric distribution has been addressed by introducing models with explicit state duration distributions 3, 4] . Relaxation of the assumption of conditional independence of observations, widely recognized to be practically useful but unrealistic, has been the subject of several studies. A simple mechanism for capturing time dependence is to augment the observation space with feature derivatives. In addition, several variations of HMMs have been proposed to explicitly model correlation, including conditionally Gaussian HMMs 5, 6, 7] and \segmental" HMMs 8, 9] . Finally, the goal of using segmental rather than frame-based features, probably the initial motivating factor for development of \segmental" acoustic models, led to the work of Bush and Kopec 10] and Zue and colleagues 11, 12] . However, the stochastic modeling problem becomes more di cult when segmental or xed-length features are used, requiring heuristic weightings and/or the use of posterior distributions. Excluding the posterior distribution models, we shall show that many of the proposed models are special cases of a more general segment model (SM) 1 , and that by looking at the problem more generally it is easier to interpret and pose research questions about the di erent modeling assumptions.
The remainder of the paper is organized as follows. In Section 2, we address the problem of modeling frame-based features, introducing the segment model as a generalization of an HMM. We describe stochastic segment models in general terms, giving recognition and training algorithms and showing di erences with respect to the standard HMM algorithms for these problems. Next, in Section 3, we discuss speci c distribution assumptions that can be made to model the dynamics of feature vectors, show that many of the di erent models can be seen as special cases of a dynamical system model, and show how they relate to HMMs. After treating frame-based features, in Section 4 we move to the problem of modeling xed-length segmental features, and discuss issues in the use of posterior distributions for segment modeling. Finally, Section 5 concludes with a discussion of open questions in segmental acoustic modeling.
Segmental and Hidden Markov Models
The general problem of recognizing a word sequence, or equivalently a phone sequence constrained to pronunciations in a lexicon, is typically framed from a statistical perspective, where the goal is to nd the sequence of labels a N 1 = fa 1 ; : : :; a N g (e.g. phones) that is most likely given the sequence 1 We have avoided the term \stochastic segment model" (SSM), used in much of our own work, to make clear that the term SM includes the work of others, though the modi er \stochastic" would still apply. Note that a 2 A need not be a phone label, it could be a \triphone" (or other phone unit conditioned on the surrounding phonetic context), a sub-phonetic unit or an automatically learned unit that can provide a mapping to a word sequence. Using class conditional distributions 2 , as in the equation above, we need a language model p(a N 1 ) and an acoustic model p(y T 1 ja N 1 ). Here we focus on options for the acoustic model p(y T 1 ja N 1 ).
In hidden Markov modeling, the fundamental observation distribution model is at the frame level: b s (y) = p(yjs) for s 2 S, where S is the set of HMM discrete states and a phone is typically represented by a sequence of states. In segment modeling, the fundamental distribution model b a;l (y l 1 ) = p(y l 1 ja; l) represents a segment y l 1 = y 1 ; : : :; y l ] where l is a random variable, and a 2 A where A is the set of segment labels. (We assume without loss of generality that the segment starts at frame one.) Figure 1 illustrates this di erence between the HMM and the SM from the perspective of generative models. In acoustic modeling, a \segment" might correspond to a phone-sized unit, but segment models have also been used to represent sub-phone units 13, 14, 15] , diphones 16], and syllables 17]. We therefore use the term \segment" here in a more general sense than the typical linguistic association of \segment" with phonetic units. The unit size does not a ect the probabilistic formalism, though it does have an impact on the computational costs of the model because of the greater length variability that must be accounted for in longer units. In both HMMs and SMs, the discrete \state" sequence, s T 1 and (a; l) N 1 respectively, is typically modeled as a Markov chain.
With an HMM, there are several options for modeling the distribution p(yjs), including discrete distributions, full or diagonal covariance Gaussian densities, Gaussian mixtures, and Laplacian
2
The terminology \class conditional distribution" refers to the probability of observations given a class label, e.g. p(yja), while \posterior distribution" refers to the probability of a class label given an observation, e.g. p(ajy).
distributions, all of which have been used in speech recognition. Similarly, there are many possible distribution assumptions with segment models, in fact many more options because of the large number of degrees of freedom in the model. However, in both cases, there are general recognition and training algorithms that can be described for all distribution assumptions. In this section, we describe the model at this general level, in particular for the case of class-conditional distributions.
General Modeling Framework
A general segment model provides a joint model for a random-length sequence of observations y l 1 = y 1 ; : : :; y l ], generated by unit a according to the density p(y 1 ; : : :; y l ; lja) = p(y 1 ; : : :; y l jl; a)p(lja) = b a;l (y l
Letting L be the set of possible observation lengths (in frames), a segment model for label a 2 A is characterized by 1) a duration distribution p(lja) that gives the likelihood of segment length l 2 L and thereby the likelihood of a particular segmentation of an utterance, and 2) a family of output densities fb a;l (y l 1 ); l 2 Lg that describes observation sequences of di erent lengths. In addition, a
Markov assumption for sequences of a i is made either implicitly or explicitly by embedding phone segments in a word pronunciation network or other probabilistic nite-state network. Before elaborating on this abstract de nition, let us consider two simple extensions of HMMs that t this model. The simplest distribution assumption for a segment model uses a single output distribution and assumes that successive observed frames are independent and identically distributed within given segment boundaries. In this case, the probability of the segment given label a and length l is the product of the probability of each observation y i :
p(y i ja); and the segment model reduces to a one-state HMM with an explicit duration model p(lja) as opposed to the typical implicit geometric HMM duration model. This simple segment model is also known as a hidden \semi-Markov" model 3], as well as a continuously-variable duration HMM 4, 18] , and a segment model 19] . By introducing an explicit state duration distribution, these models have the added complexity of hypothesizing segmentations in recognition and training. If we can accept this additional cost, then it is natural to move beyond the simple single-region segment model to more complex segment models, since the bene t of an explicit length distribution is small relative to the gains possible with less restrictive observation distribution assumptions.
To make the model slightly more complex, we can use multiple distribution regions, r = 1; : : :; R, but still assume that observations are conditionally independent given the segment length, as in e.g. 20, 21] . In this case, the probability of a segment given label a and duration l becomes:
p(y i ja; r i ); (1) where the speci c distribution used for vector y i corresponds to region r i . If the sequence of regions is constrained by some length-dependent mapping, this particular segment model can be thought of as a hidden Markov model with a complex topology (parallel paths for di erent lengths) and state parameter tying speci ed by the mapping to the distribution regions.
The segment model can be further generalized in a variety of ways. Here we give the framework to represent a broad class of segment models, leaving more speci c examples for Section 3. The segment duration distribution fp(lja); l 2 Lg can be either parametric or non-parametric.
Parametric models investigated have included the Poisson distribution 3], the Gamma distribution 4], a speaking-rate-normalized Gamma distribution 22], and context-dependent clustered Gamma models 23]. Much of the work at Boston University (e.g. 21]) has used a non-parametric model, i.e. smoothed relative frequencies. For phone-sized units, any reasonable assumption works well empirically, probably because the contribution of the duration model is small relative to the segment observation probability which is in a much higher dimensional space. The family of output densities fb a;l (y l 1 ); l 2 Lg represents l-length trajectories in vector space (y i 2 < d ) with a series of distributions that can be thought of as dividing the segment into R regions in time. Observations may be correlated within and across regions, but distribution parameters are time-invariant within a region. In this sense, a segment distribution region is similar to an HMM state. A collection of distribution mappings (or, time-warping transformations) fT l (i); i = 1; : : :; l; l 2 Lg associate each frame y i in the variable length observation y l 1 with one of the R model regions. Together the mapping and the region-dependent distributions provide a means of specifying b a;l (y l 1 ) for a large range of l with a small number of parameters.
The mapping T l is a key component needed to specify the distribution family. T l can be deterministic or dynamic. Two variations of the deterministic mapping are possible, either a) to a xed number of distributions using a table look-up or b) to a continuum of models determined by sampling a segment trajectory, as shown in Figure 2 . Trajectory sampling is more appealing for units that have smooth trajectories, because the assumption of piecewise constant (e.g. locally stationary) regions is not required. On the other hand, the constraint of a xed number of distributions allows for automatic mapping estimation, as discussed later. A dynamic mapping, as used in 16], is implemented using dynamic programming to nd the maximum likelihood mapping to a xed number of regions. If the distribution family is given by Equation 1 , then a segment model with an unconstrained dynamic mapping is equivalent to an HMM network (e.g. 24]), except for the explicit duration distribution. Deterministic mappings have the advantage of reduced computation relative to dynamic programming, and for phone-sized units and smaller, they work quite well in practice. In addition, there is experimental evidence for systematic intra-segmental timing patterns in speech 25] , that supports the use of a deterministic mapping. To further explain the segment model and to illustrate the relationship between segment models and hidden Markov models, consider the problem of computing the probability of a phone sequence in continuous speech. A phone can be represented by a sequence of HMM states or by a segment model. In a hidden Markov model, the T-length observation sequence y T 
and t(i) is the ending time of the ith segment and l i = t(i) ? t(i ? 1) is the segment length.
The assumptions required to get Equations 4 and 5 are the same as those used in Equations 2 and 3, respectively, with the de nition of state expanded to include the label-duration pair. 3 In the segment model, feature variability is represented by a more general probability distribution conditioned on the segment label, and time variability is represented in the segment duration probabilities and the length-dependent mapping that speci es the distribution sequence within a segment. The same comparison can be made for continuous word recognition, where a word is represented by a network of sub-word units. In this case, the HMM state sequence again serves as an intermediary between observations and words, since the HMM states map uniquely to a word sequence. For the SM, the segmentation and segment labels form the intermediate stage between words and observations. In training and recognition problems, where the HMM state sequence or the SM segmentation is hidden, the impact of the di erence in modeling assumptions is a larger state space for the SM, as we will see in the remainder of this section.
Recognition Algorithms
The recognition algorithm for the segment model is similar to that used for hidden Markov models, using dynamic programming to nd the most likely \state" sequence (i.e. Viterbi decoding). In this section, we provide details about this algorithm together with some techniques for reducing computation that serve to counter the high cost of search with segment models.
Viterbi Decoding
The standard recognition solution for HMMs with a large state space (e.g. large vocabulary continuous speech recognition) involves nding the most likely state sequencê
via Viterbi decoding (dynamic programming), and then mapping the state sequence to the appropriate word sequenceŵ K key di erence between the SM and HMM search algorithms is the explicit evaluation of di erent segmentations, which adds an extra dimension to the dynamic programming search as described below. (The algorithm described here is similar to that described in 26], except that it includes the duration distribution, the Markov label assumption and pruning notation, and does not include the heuristic length penalty introduced to handle xed-length features.)
De ne A t to be the set of segment models that are active at time t, which is determined by the word grammar, phoneme pronunciation networks and optional search pruning. De ne (t; j) to be the set of allowable segment boundaries for a segment with label j ending at time t, which is determined by the utterance length and constraints on allowable phone duration time. Finally, de ne t (i) to be the log probability of the most likely segmentation/label sequence ending with segment label i for observations y t 1 = fy 1 ; : : :; y t g t (i) = max n;l n ;a n?1 log p(y t 1 ; l n 1 ; a n?1 1 ; a n = i):
t (i) contains the traceback information, which is the duration/label pair that led to t (i): the segment label a n?1 for the best preceding state and the segment length corresponding to a n = i (or equivalentally, as in the equations here, the ending time of a n?1 ). Note that we have indexed the recognized segment labelsâ t by their ending time, since the total number of recognized segments is not known until traceback is nished, unless this information is also stored in the traceback array.
Ignoring the e ect of pruning, which can be implemented for both HMMs and SMs, the state space for the segment model is determined by the product of the model set size jAj and the number of allowable segment duration start times, roughly the maximum allowable segment duration L max (e.g. L max = 60 for read speech and a 10ms frame rate). The comparable state space for HMMs is jQj, which is typically only 3-5 times jAj. On top of this di erence is the possibly higher cost of SM probability evaluations if one of the models from Section 3 is used. As a consequence, several SM cost reduction techniques have been considered. For the case where the segment model uses an assumption of conditional independence, it is possible to use distribution score caching with the SM to eliminate redundant Gaussian computations. The resulting SM will then have computational requirements comparable to the analogous HMM, plus an additional (non-trivial) cost associated with the overhead of tracking segment structure. Segment-level score caching is also very useful, especially for more general distribution assumptions and word recognition applications. A second approach to reducing computation is segment \pruning", or eliminating unlikely phone candidates based on partial segment likelihoods. In one experiment, where candidates are pruned according to a threshold based on the contributions to the likelihood of successive frames, a 75% reduction in computation was obtained with no loss in recognition accuracy 27].
Reduced Search Spaces
Although it is useful to reduce the cost of segment evaluations, it is perhaps more important to reduce the number of segment evaluations by reducing the search space. There are two basic strategies for shrinking the search space: 1) reducing the set of segmentations considered, and 2) SM rescoring in a multi-pass search framework.
For an utterance of length T, there are approximately 2 T segmentations that must be considered in an optimal search. Reducing the size of this set can signi cantly reduce segment modeling search costs. Initial work in this area 11] involved using hierarchical clustering of frames using a similarity measure which resulted in a dendrogram representation of a set of possible segmentations. This reduced set of segmentations is then searched with a dynamic programming algorithm where the dendrogram e ectively speci es the segmentation constraints f (t; i)g. A di erent strategy is the local search algorithm proposed in 27]. The local search algorithm starts with an initial segmentation and iteratively adjusts segmentation times and segment labels so as to most improve overall likelihood at each step. Possible adjustments { e.g. splits, merges and combination splitmerge moves { de ne the local neighborhood searched, so the possible segmentation set is reduced but determined dynamically as part of recognition. The computational cost of the local search algorithm must be determined empirically, but estimates based on experiments on the TIMIT corpus 27] suggest that computation does not scale with model complexity and thus reduction can be substantial for high-order models. Eliminating segmentations from the search space may introduce errors early in the search process if the ultimate goal is word recognition (or some other higher level unit), so alternative approaches have also been investigated. In particular, one can use an HMM (i.e. a simpler model) to provide a set of sentence hypotheses that are subsequently rescored by a segment model. The sentence hypotheses can be described as an N-best list or a word lattice. In either case, the recognition algorithm is the same as that given in Section 2.2.1, but the set of segment labels to evaluate at any given time A t is reduced. Rescoring time can be further reduced (by a factor of 30 without loss in performance) if the HMM segmentation times are available, in which case f (t; i)g is given by a window of times around the corresponding HMM segmentation time for phone i starting within some window of t. Together, rescoring and segmentation time constraints make large vocabulary recognition with segment models feasible, but computation can be further reduced via rescoring a lattice with time constraints rather than the equivalent N-best list 28] (by a factor of 3-10, depending on the size of the N-best list).
Of course, the HMM pruning of the search space also introduces errors, and it is an empirical question as to which approach is more e ective. In our experience, rescoring an HMM-pruned search space has been more e ective for word recognition, in terms of accuracy and computation reduction, than reducing the segmentation space and only using the segment model.
An additional advantage of the rescoring framework is that it provides a simple mechanism for combining knowledge sources. In N-best rescoring 29, 30, 31] , each knowledge source separately scores each hypothesis, the scores are linearly combined, and the hypotheses are reranked based on the combined score. The weights used in the score combination can be estimated automatically to minimize optimization criteria such as the word error rate in the top ranking sentence or the generalized mean of the rank of the correct answer. Estimation of the weights is an unconstrained multi-dimensional minimization problem, which can be solved using Powell's method, as in 29], or a grid-based search that chooses among di erent local optima 32]. Examples of scores that can be combined include HMM and SM acoustic log probabilities, language model log probabilities, prosody-parse scores (see 33]), and phone, word and silence counts (for automatic estimation of insertion penalties). For Markov knowledge sources, e.g. HMM, SM and trigram language model scores, it is straightforward to estimate weights in an N-best rescoring framework and then use these weights in a dynamic programming search of a word lattice 28]. If such knowledge sources are combined with long-distance knowledge sources, then the dynamic programming search is not an option and either N-best rescoring or a lattice local search 28] can be used.
Parameter Estimation Algorithms
The hidden state component that is common in all the acoustic models presented in Section 2.1 complicates their parameter estimation algorithms, requiring some form of iterative algorithm for maximum likelihood (ML) estimation. In this section we will rst present generalizations of the two most common iterative schemes used in speech recognition, which are applicable for either segmental or hidden Markov models. One estimates the conditional probability distribution of the hidden state sequence and is an instance of the expectation-maximization (EM) algorithm 34]. The other nds the most likely hidden state sequence at each iteration and is sometimes called \Viterbi training", where the segmental k-means algorithm in the HMM case 35] is an example.
Once a solution to the hidden-state problem is provided, the second step of the iterative algorithm { which is estimation of the parameters associated with the state transitions and \output" distributions (either segmental or frame-based) { is typically straightforward, with the exception of some complex models of segmental dynamics. We discuss the problem of estimating the distribution mapping in the latter part of this section, further discuss parameter estimation issues in Section 3 where we introduce more speci c distribution assumptions, and reserve the detailed parameter update equations for Appendix B.
Discrete State Estimation: the Generalized Forward-Backward Algorithm
The EM algorithm was applied to HMMs by Baum and colleagues 36] and is now a standard estimation tool in speech recognition. For many of the new variations of HMMs that have been proposed, extensions of the Baum-Welch algorithm have been derived, including continuously variable duration HMMs 4], segmental HMMs 37], conditionally Gaussian HMMs 5, 6, 7] and more general models with conditional independence assumptions that can be represented on a chordal graph 38]. Here we give a solution for a more general notion of a discrete hidden state that handles all of these models, using what we shall refer to as the generalized forward-backward algorithm in the expectation (E) step as an extension of the so-called HMM forward-backward algorithm to compute the posterior probability of a state given the observed data. 39] . Although this has been debated recently, in practice the MLSS procedure provides satisfactory estimates when good initial estimates (e.g. from HMMs) and enough training data are used. In particular, it provides a practical alternative for SM training, for which the generalized forward-backward algorithm can be very costly. Starting from a good initial segmentation (e.g. from an HMM), segment model training requires only a few iterations of MLSS training.
Robust Parameter Estimation
The main di culty in modeling context for segment recognition is that the SM has a large number of free parameters, which requires a signi cant amount of training. In representing context, the number of models increases and therefore the e ective amount of training per model is reduced. In addition, the interesting SM distribution assumptions are often not amenable to simple smoothing techniques, such as co-occurrence smoothing used in discrete distribution HMMs 40] , or variance clipping 41] and Bayesian smoothing 42] used in continuous distribution HMMs. An alternative solution is parameter tying, i.e. assuming that some model parameters are shared across models and/or regions. Parameters can be tied based on heuristic rules using knowledge of the application, as in 43, 44] , or can be determined automatically through distribution clustering.
Parameter tying via distribution clustering has been used successfully in both segment modeling 21, 45] and extensively in hidden Markov modeling (e.g. 46, 47, 48, 49] ). A general approach, used in many recognition systems, is divisive clustering to maximize the likelihood of the training data represented by the clustered models (or alternatively to minimize entropy). The algorithm uses a greedy search to successively add models through binary splits of subsets of the data, i.e. decision tree design 50] where the objective function is maximum likelihood of the data assuming a parametric representation. Each possible split is evaluated in terms of the likelihood ratio of one vs. two distributions for representing the data at that node of the tree. Distribution clustering works well with the MLSS training algorithm described above in the parameter re-estimation step of the algorithm, or as an intermediate step which uses MLSS segmentation information to design model topology but is followed by EM iterations 48, 51] .
In 45], a divisive clustering algorithm is described with node evaluation functions for di erent cases of parameter tying with Gaussian distributions, which is useful at the region level when observations are assumed to be conditionally independent. In principle, the algorithm can be extended to any distribution assumption which assumes conditional independence across but not necessarily within regions, but the node evaluation functions may become costly for more complex distribution assumptions. As a consequence, some combination of heuristics, clustering and experimentation will probably be needed to solve the parameter tying problem for segment models.
Distribution Mapping Estimation
If T l (i) is a deterministic function that provides the distribution regions for the l-long observation (typically frames, i 2 f1; : : :; lg), then it must be de ned somehow. The mapping can be chosen heuristically for both the xed region and trajectory sampling approaches, or automatically for the xed region approach where T l (j) 2 f1; : : :; Rg. Several heuristic algorithms have been used successfully, including linear time warping for phones (e.g. 20, 26] ), linear sampling of the cepstral vector trajectory for phones 26] , and functions of consonant-vowel structure for syllables 44]. However, there is evidence that intra-phone timing, though systematic, is non-linear 25], so better performance may be obtained by deriving the mapping automatically. Here, two approaches are outlined, which could in principle be combined: divisive distribution clustering in the temporal domain and trajectory estimation, both based on a maximum likelihood criterion.
The rst approach is based on ML distribution clustering techniques 45] . In this case, we start with one region per segment, and successively split distributions to add regions in the segment model where they most increase the overall training likelihood using decision tree design techniques, with questions like \is i=l < ?" or \is l < ?" (where is some threshold learned in tree design). The resulting mapping is model-independent with a constant number of regions per model, if clustering is based on the statistics of all models. Alternatively, clustering can be phone-dependent, in which case di erent phones can be assigned di erent numbers of regions. This temporal clustering algorithm can be combined with distribution clustering to de ne parameter sharing over di erent triphones in the re-estimation step of the MLSS training algorithm, resulting in an overall algorithm very similar to successive state splitting 51].
The second approach assumes a known number of regions for each model, and again can be 
where Y a i is the ith observed segment with length l and label a, and y a i;j is the jth feature vector in segment Y a i . Equation 13 can be maximized using dynamic programming (see 52] and Appendix A), assuming that the mapping is constrained to be monotonic in model indices, i.e. T l (j) T l (j + 1), and successive frames are either conditionally independent or Markov given length l. This warping estimate could be used to re ne that obtained from the divisive clustering algorithm, which is greedy and therefore sub-optimal, or simply iteratively with the model parameter re-estimation embedded in step (2) of the MLSS algorithm. A disadvantage of this algorithm is that heuristics must be used for nding the mapping for infrequently observed lengths l.
Models of Feature Dynamics
In that an HMM is a special case of a segment model, the segment model is capable of achieving at least the same level of performance as an HMM, and experiments have shown that performance is similar for equivalent distribution assumptions and numbers of free parameters 53]. However, the segment model allows for more general families of distributions than with an HMM, particularly distributions that implicitly or explicitly model feature dynamics. Of course, there are many possible distribution assumptions that can represent feature dynamics, each with advantages and disadvantages that must be weighed experimentally. In this section, we outline several di erent alternatives, including constrained mean, Gauss-Markov and more general linear models, which can be viewed together as a family of models, as well as segmental mixture models. For each case, we describe analogous HMM assumptions. Some insights into experimental trade-o s are provided, but the space of parameterizations has not been explored enough to draw strong conclusions about the relative advantages of the di erent assumptions.
Constrained Mean Trajectory
The simplest distribution assumption is given by Equation 1 , where a segment model is characterized by distribution regions, and frame-based observations are assumed to be conditionally independent given the region sequence (or the state sequence, for an HMM). Unlike an HMM, the region sequence within a segment can be constrained by a deterministic distribution mapping T l , hence the term \constrained mean". Two issues determine the particular type of constrainedmean trajectory model: whether the distribution mapping T l is a trajectory sampling function or an indexing function to a xed set of regions, and whether the mean trajectory is parametric or non-parametric 4 . By parametric, we mean that parameters specifying a constant, linear or higher order polynomial trajectory are estimated, and distributions for speci c regions are determined by points along the trajectory. Non-parametric trajectory models, on the other hand, have distribution parameters that are separately estimated for each model region. While both parametric and non-parametric models can use either type of deterministic distribution mapping, it is most common for the parametric trajectory to be used with trajectory sampling and the non-parametric trajectory to be used with the xed set of region-dependent models.
The rst frame-based segment models introduced were non-parametric, i.e. 26] for xed-length observations and 20] for variable-length observations. Further work at Boston University continued in this vein, exploring di erent frame-level distribution and parameter tying assumptions, e.g. 43, 55, 45] . Because time correlation can be captured implicitly through the use of derivative features and because robust parameter estimation is easier at the frame level, this model has been di cult to improve upon in terms of performance. Since the distributions across a segment are not constrained in parameter estimation, this is the least explicit model of feature dynamics.
Parametric segment models were introduced separately by Gish and Ng 56] (as a segment model) and Deng et al. 15] (as a non-stationary HMM). 5 In both cases, the mean trajectory is parameterized by a polynomial in D-dimensional vector space, and frame-level observations are assumed to be conditionally independent given the segment length. Speci cally, the sequence of 4 The parametric vs. non-parametric terminology is borrowed from Goldenthal and Glass 54], though we classify their model with those described in Section 4 that use xed-length features. (In non-parametric trajectory modeling, we nd that covariance determinants vary as a function of the region in a phone, i.e. there is more variation at the beginning and end of a phone than in the middle.) The results of both sets of researchers for constant, linear or quadratic mean functions and context-independent phone modeling suggest that there is little to be gained by going beyond linear models, with the possible exception of modeling diphthongs.
The parametric and non-parametric approaches each have their respective advantages, and parameter estimation equations for both are given in Appendix B. The parametric approach is well-motivated by the smooth trajectories in many speech units. However, for units that do not vary smoothly in time, e.g. stop consonants, it would be better to use a non-parametric model or to use a parametric model with smaller units. The non-parametric approach has computational (and/or storage) advantages, since distribution means can be stored in a small table and score caching can be used for reducing computation. Parametric models have potentially fewer parameters than non-parametric models, but non-parametric models may be better suited to parameter tying (which seems to be most successful at the sub-segment level) and distribution mapping estimation. Clearly, further research is needed to assess the relative bene ts.
Conditionally Gaussian Models
After the assumption of conditional independence of observations, the next simplest assumption one can make is the Markov assumption. For Gaussian distributions, this corresponds to a GaussMarkov assumption within and optionally across regions in the segment model. Researchers have long observed that the HMM assumption of conditional independence is not valid and investigated alternative assumptions. Early work with Markov assumptions, referred to here as conditionally Gaussian HMMs 6 , was due to Wellekens 5] , who described extensions to the Viterbi and Baum- 6 We have explicitly used the term \conditionally Gaussian HMM" to distinguish between these models and autoregressive (or hidden lter) HMMs 58, 59 ]. The autoregressive model represents conditional dependence within a xed-dimensional vector of waveform samples e ectively using scalar linear prediction. The conditionally Gaussian HMM represents conditional dependence across vectors in a variable-length sequence, e ectively using vector linear Welch algorithms for this case, and Brown 6] For HMMs, further work with explicit time correlation modeling has generated more encouraging results. Woodland 62] achieves improved performance by using higher order vector predictors and discriminant output distributions. Takahashi et al. 63 ] also obtained good results by conditioning on a quantized version of the previous observation, modeling conditional dependence in a mixture framework. Segment modeling research, on the other hand, took a di erent approach to solving this problem by adding an observation noise term, as described in the next section.
Training the Gauss-Markov parameters for the segment model is analogous to the HMM solution. For segment modeling, however, it is more convenient to use MLSS training to associate observations to model regions than to deal with the added complexity of the hidden segmentation, so the MLSS update equations are given in Appendix B. In addition, for segment modeling, there is the question of whether correlation is represented between observations or between some sequence of regions in a hidden trajectory, as illustrated by time warping vs. time sampling respectively in Figure 3 , where time sampling requires a more complex parameter estimation process.
Dynamical System Model
A stochastic, linear dynamical system (DS) is in general described by the equations x t+1 = F t x t + w t (14) prediction. The two classes of models are similar, except for the xed-vs. variable-length sequence distinction. In addition, we are not covering discrete observation Markov assumptions, as explored in 60]. y t = H t x t + v t (15) where x t is an unobserved state vector, y t is the observed feature vector, and w t and v t are uncorrelated Gaussian vector processes with mean and autocovariance functions ( W (t); C W (t; u) = Q W (t) t;u ) and ( V (t); C V (t; u) = Q V (t) t;u ), where tu is the Kronecker delta. The initial state x 0 is also Gaussian, with mean and covariance ( 0 ; 0 ). The dynamical system model is widely used for estimation and control problems with non-stationary signals, but was introduced as a speech recognition model by Digalakis et al. 13, 64] . In order to use this in a segmental modeling framework, a parameter set = fH; V ; Q W ; H; V ; Q V ; 0 ; 0 g is de ned for each region of each segment model. In other words, we assume that the system parameters are locally time-invariant within a region, and the probability of the segment is the product of the region probabilities. The probability of a sequence of observations within a region r is computed using the innovation sequence fe t g given by the forward Kalman recursions p(y i ; : : :; y j jr) = Q j t=i p(e t jr); where p(e t jr) is Gaussian with zero mean and covariance et , and e t and et are found using the same equations given in Appendix B as part of parameter estimation. Within a region, the DS model can viewed as a continuous-state HMM, since the hidden trajectory vectors x t are continuous valued. Taken as a whole, the DS segment model combines both a continuous unobserved state x t with a discrete state that is the index to the model region given by T l .
One view of the hidden trajectory is as a ltered series of targets ( W ), and in this sense the DS model is similar to that proposed by Bakis 65] with the exception that his approach uses minimum error rather than maximum likelihood for training and recognition. From another perspective, the stochastic process generated by this model can be thought of as a scaled, noisy observation (speci ed by the observation equation (15)) of a Gauss-Markov process (described by the state equation (14)).
Thus, it includes the Gauss-Markov process as a special case (H = I; v t = 0; y t = x t ). Many of the other modeling assumptions described here can also be viewed as special cases of the DS model (see Figure 4 ). For example, if the unobserved state x t is taken to be zero, then the terms v t provide the distributions for the regions (y t = v t ), and the DS model corresponds to the constrained-mean trajectory assumption. In Section 3.5, we shall describe additional special cases.
Training is equivalent to maximum likelihood identi cation of a stochastic dynamical system. The classical method to obtain maximum likelihood estimates requires the integration of adjoint equations, which can become too involved under certain distribution assumptions and for the large number of models typically used in speech. Alternatively, the EM algorithm provides a simpler solution, viewing the state variables x t as a hidden continuous state 64]. Since the noise process is assumed to be Gaussian, the EM algorithm simply involves iteratively computing the expected rst and second order su cient statistics of the state and observation vectors given the current parameter estimates. The computation of these su cient statistics can be done recursively using the xed-interval smoothing form of the Kalman lter, together with some additional recursions for the computation of the cross-covariance. (For the case where the correlation is de ned locally in trajectory sampling, the trajectory invariance assumption in 64], the recursions take the form of a xed interval smoother with blackouts.) The new estimates for the system parameters can then be obtained from these statistics as simple multivariate regression coe cients. Further details are provided in Appendix B. Note that this iterative algorithm is embedded in the parameter re-estimation step of the general iterative MLSS training algorithm.
Because there are so many options for the structure of this model, parameter tying becomes very important, but also more di cult. So far, most parameter tying has been based on experimentation and heuristic assumptions using knowledge of the units being modeled. In 64], it was assumed that H = I; W = 0 and Q V was tied over all regions and all phones (arguing that \observation noise" was independent of phone label). This structure was compared experimentally to other variations that included the non-parametric constrained mean and Gauss-Markov assumptions in contextindependent phone classi cation experiments, and the DS model with the time warping correlation assumption gave the best results. (Presumably, the bene t of the DS model would be greater for the context-dependent modeling case because of the reduced variance of the initial state. In addition, other results 66] suggest that segmental models are better suited to representing detailed contexts.) In contrast, Bakis 65 ] chose parameters equivalent to making H model-dependent, V = 0, tying F over all phones (arguing that F represented rate of movement of the articulators and was therefore phone-independent), and letting W represent hidden targets. Ross and Ostendorf 67] de ned parameter tying for intonation modeling based on linguistic studies of di erent factors a ecting intonation. Clearly, there are many untested options within this framework, and further experimental work is needed for assessing broad topology assumptions as well as parameter tying.
Non-linear Models
The dynamical system model described in the previous section, can be further generalized by allowing for non-linear models, as proposed in 68]. Other possibilities include predictive neural network models, e.g. 69, 70, 71, 72] , generalized to the segment framework. Of course, the use of nonlinear models introduces an additional computational burden, particularly in automatic training. For cepstral features in speech recognition applications, the use of non-linear models is probably not justi ed. In our own studies 13], we compared the performance of linear vs. non-linear regression in explaining the variance of a particular observation within a segment, where the nonlinear regression is based on the alternating conditional expectation (ACE) algorithm 73]. In addition to validating the widely held belief that observations within the same segment are highly correlated, the results showed that the percentage of the variance explained by the linear regression method was in most cases very close to that by the ACE method. Thus, linear models (i.e. Gaussian assumptions) are probably adequate for modeling intrasegmental dependencies, at least for cepstral parameters and phone or sub-phone units. The linear regression was not as good for predictions across phones, so non-linear models may be useful for diphone units and/or other features sets.
Segment-level Mixtures
Since mixture distributions have been used so successfully in hidden Markov models (e.g. 74]), a natural extension of any of the models described so far is to segmental mixtures. The direct analogy to HMM general Gaussian mixtures (often called continuous density HMMs) is a discrete mixture, or nite collection, of segmental distributions with the mixture mode specifying which of the mixture components generated the segment observations. Alternatively, one can envision a continuous mixture mode by de ning a prior on a parametric trajectory. Both cases are discussed below, together with their relation to the dynamical system model. In either case, the correlation among the sequence of random variables in a segment is represented through the mixture mode. If the advantage of frame-level mixture distributions stems from systematic variation in speech, then segmental mixtures may be able to represent the systematic component by introducing a constraint that keeps the mixture mode constant across the segment. In contrast, the frame-level mixture model allows mixture modes to change randomly at each time step. Of course, if the advantage of frame-level mixtures is simply that Gaussian models do not t the data well, then frame-based mixtures will be a more e cient representation than segmental mixtures. This question must be answered empirically and remains open at this point, though our intuition and preliminary experiments favor the systematic variation interpretation.
Discrete Mixture Modes
In the constrained mean SM formulation described earlier, the assumption is made that each model has a single time-frequency trajectory, corresponding to the single sequence of observation densities of the model's regions. However, if the unit we are representing exhibits more than one distinct trajectory, such a model may be inaccurate. The discrete-mode segmental mixture model attempts to address this de ciency by generalizing the trajectory modeling capability of the basic SM to permit a collection of trajectories per segment. Non-parametric trajectory segmental mixtures were introduced in 55, 75] , and parametric trajectory mixtures were described in 56]. (A segmentlevel mixture model is also proposed in 76], but in this case xed-length segment observations are used, as in 26], and the model does not strictly follow the framework described below.)
In a discrete-mode segmental mixture, the overall distribution for a segment is a mixture of a nite set of SM distributions, where the mixture weights correspond to the probability of observing a particular trajectory in a segment. Thus, for a segment y l 1 , the general mixture probability of y l 1 given unit a and length l is:
p(c j ja) p(y l 1 jc j ; a; l): (16) For each of the N C mixture components, c j , p(y l 1 jc j ; a; l) gives the probability of the complete segment conditioned on that component, and the probability p(c j ja) is the mixture weight. Assuming that each p(y l 1 jc j ; a; l) is given by the constrained-mean model in Section 3.1, which may be either parametric or non-parametric, the probability of a length l segment becomes
p(y i jc j ; a; T l (i)); (17) where T l (i) is the mapping of frame i of l to a distribution region, as before. (In principle, the segmental mixture model can be used with any of the above distribution assumptions, but the number of parameters increases substantially.)
The discrete segmental mixture model can be viewed as a special case of the dynamical system model when the component distributions p(yj ) are Gaussian: concatenate the frame-level components of each mixture mode to form a high-dimensional state vector x t , constrain the matrices Q V , Q W , H and F to be block diagonal, and let the mixture weights scale the blocks of H. This interpretation allows for more general trajectory models in the component mixtures, but the segmental mixture re-estimation formulae are much easier to understand without the DS framework.
One problem with segmental mixture models is the greater number of free parameters, which can lead to over-training and di culties in estimating robust context-dependent models, as described below. The number of free parameters can be reduced, if necessary, by using parametric constrained mean trajectories as in 56], and/or by using mixtures at the subsegment level as in the microsegment mixtures explored in 13, 14] .
If training limitations are not a big problem, the segmental mixture model can be generalized to include frame-level mixtures as well. In this case, Equation (17) (18) where the inner summation is the frame-level mixture with N D Gaussian components p(y i jd k ; c j ; r; a) for each region r (r i = T l (i)), and p(d k jc j ; r; a) is the frame-level mixture weight. This model allows both the single constrained-mean and previous segmental mixture models as special cases, by setting either N C = 1 or N D = 1, respectively, and therefore the parameter estimation equations given in Appendix B correspond to this general case.
The full set of parameters to be estimated in training include: segment-and region-level mixture weights, p(c j ja) and p(d k jc j ; r; a), respectively, and the means and covariances, jkr and jkr , of the Gaussians in the di erent mixture modes and regions. As for the dynamical system model, the iterative EM algorithm is required to estimate these parameters since the mixture mode is hidden. In this case, the E-step requires computation of the posterior probabilities of each mixture component at each observation time (simpli ed somewhat by using the segment label and region sequence from the MLSS algorithm), and the M-step uses these probabilities to weight the observations in updating the parameters. These steps are repeated until adequate convergence is observed, typically a few iterations. The EM algorithm for estimating frame-level mixture distributions is sensitive to issues of initialization and unbounded likelihoods, and the problems for segmental mixtures can be more severe because of the higher dimensional space. As a consequence, techniques like variance clipping are important for obtaining good results. Experiments with segmental mixtures of non-parametric constrained trajectory models 75] give very good performance for context-independent phone modeling on the Resource Management task, outperforming single constrained-mean and frame-level mixture models. For the context-dependent modeling case, however, more training data and/or further work on parameter tying is needed before this approach outperforms the frame-level mixture model.
Continuous Mixture Modes
An alternative approach to modeling multiple trajectories per segment is to represent a continuum of possibilities by putting a prior on some parameter of the trajectory, which is simplest to implement in the parametric constrained-mean trajectory model. The simplest such model assumes conditionally independent frame-level observations given a constant mean throughout the segment y t N( ; ), where the mean is modeled by a Gaussian prior N( 0 ; 0 ). This model was proposed by Russell 8] and Gales and Young 37, 9] as a \segmental HMM", and by Ostendorf and Digalakis 77, 13] as a \target state SM". The constant Gaussian mean model is again a special case of the dynamical system model, where the state is model by x 0 only, i.e. F = I, V = 0, w k = 0 and Q V = . In addition, it can be viewed as a sophisticated version of variable frame rate analysis, as shown in 8], where segmentation is incorporated into the variable frame analysis and the segment mean is used rather than the rst observed value. Viewing this model as a continuous mixture of trajectories, rather than as a constant hidden state, allows for a more general interpretation with parametric trajectories, and Holmes and Russell 78] have developed a simple representation for putting priors on linear (or potentially higher-order) trajectories. The three di erent views of the constant, random mean model resulted in three approaches for computing the probability of a segment. Russell 8] proposed an approximation of the segment probability based on the most likely trajectory given y l 1 , while Gales and Under the dynamical system interpretation, the exact solution can be obtained recursively by taking the product of the innovation probabilities as in Section 3.3, which can save computation because it allows for segment pruning. However, the recursive solution is only e cient when the terms K i and e i are pre-stored for all lengths, which is only practical for short segments.
Initial experimental results by all sites on context-independent modeling were discouraging, perhaps because of the constant mean and covariance assumptions. However, more recent work in context-dependent phone modeling has led to improved performance over frame-based models for sub-phone units 66], and the use of higher order trajectories could lead to further improvements.
Segmental Features and Posterior Distributions
As mentioned earlier, one of the initial motivations for considering segmental models is the potential for incorporating segmental features. In this section, we return to the problem of representing segmental features and show that it is problematic for stochastic modeling in general. Since the most promising approach to incorporating segmental features in a valid statistical model is through posterior distributions, we then highlight some modeling issues critical to this approach. to indicate a modeling assumption.) Early stochastic segment modeling work 26] used segmental features in that a segment was represented with a xed-length sampled version of the observation sequence. Unfortunately, the xed-length feature mapping changes the segment probability distribution, so that the dimensionality of the probability space of the whole sequence is proportional to the number of hypothesized segments and thus fewer segments are favored because of the smaller number of probability terms. The dimensionality problem can be addressed heuristically with a length-dependent weighting factor, as in 26], but it re ects a more general problem of conditioning on di erent events for di erent segmentations as illustrated next with the posterior distribution equations. Moreover, for context-dependent models and the non-parametric constrained-mean distribution, Kimball 75] nds that the xed-length feature assumption hurts performance, even with with the appropriate heuristic length weighting factor. The dimensionality di erence is not so obviously a problem with posterior distribution models. Looking at the problem of phone classi cation, it seems reasonable to assume that there is a piecewise constant mapping from the space of segment observations to phone likelihoods, as in p(ajY ) p(ajf(Y; l)): (19) For the problem of phone recognition, however, segment boundaries are not known a priori, and this modeling assumption requires feature processing to depend on the segmentation. 75] suggest that further work is needed. In addition, an appropriate choice of the segmentation probability model might address the conditioning event mismatch problem for segmental features, so that p(ajz)p(zjy) is compared to p(a 0 jw)p(wjy) and the recognition problem is a joint maximization over labels and features.
Context-dependent modeling is di cult for several reasons. Context modeling in general requires methods for robust estimation to handle the practical problem of a large number of free parameters, an issue explored for in 88, 89] for posterior distributions. However, the bigger problem relates to conditional independence assumptions, which are theoretically inconsistent in some This was shown experimentally in 75] and can be seen intuitively by considering an analogous problem for HMMs: the likelihood of an HMM state given the whole observation sequence is not well predicted by the likelihood given a single frame. This is not to say, however, that either posterior distribution modeling or the use of segmental features has been completely unsuccessful. Despite theoretical problems, xed-length and segmental features have been used with practical success in a variety of systems. They facilitate the use of segmental neural networks 90, 86, 88] , and allow for joint correlation modeling of the entire segment 91, 57, 76] . The question raised here is whether these results might be even more successful in a slightly revised framework. Since the area of posterior distribution modeling has received less attention than models based on conditional distributions of observations given phonetic units, many of the questions of interest are not yet fully answered and problems raised here will undoubtedly be addressed with further work.
Discussion
In summary, segment models can be thought of as simply a higher dimensional version of a hidden Markov model, where Markov states generate random sequences rather than a single random vector observation. The basic segment model includes an explicit segment-level duration distribution and a model for representing a family of length-dependent joint distributions which are speci ed via region-dependent distributions and a mapping to those regions. Since segment models are a generalization of HMMs, the standard HMM training and recognition algorithms can be easily extended to handle segment models but with a higher computational cost due to the expanded state space.
The advantage of segment models is that there are many possible modeling alternatives for representing a family of distributions, which allows for explicit trajectory and/or correlation modeling. Several distribution assumptions that have been proposed in the literature have been described here. Looking at the group of options as a whole, the key aspects to the modeling assumptions include: 1) whether the trajectory model is hidden (as for the dynamical system and various segmental mixture models) vs. observed (as for the constrained-mean trajectory and Gauss-Markov models); 2) whether correlation is modeled explicitly through Gauss-Markov assumptions or a mixture mode, vs. implicitly through the distribution mapping constraints; and 3) whether the trajectory (hidden or not) is represented parametrically or non-parametrically. In addition, the use of a deterministic mapping to distribution regions raises questions about what is the best model of intra-segmental timing.
Di erent aspects of these modeling assumptions have been explored in isolated experiments, but much more work is needed to assess the relative bene ts of the di erent modeling assumptions as a whole. In particular, because of the large number of free parameters possible with many of the more general distribution assumptions described here, it is important to assess the trade-o s of parametric vs. non-parametric approaches and hidden vs. observable trajectories, and to determine when particular model parameters are useful and/or general to all models. Of course, the answer to these questions will depend on the particular feature vectors used and the units represented, which raises further questions about what problems segmental models are best suited for.
In addition to better understanding the behavior of the di erent segmental models through empirical studies, further algorithmic and theoretical development is needed on several fronts. For example, distribution clustering has proved to be very useful for hidden Markov models, and it can be successfully applied to segment models for clustering region-dependent distributions. However, because sub-phonetic distribution clustering has been more successful for HMMs than phone-level clustering, new approaches to clustering may be needed for robust estimation of context-dependent parametric trajectory models and segmental mixture models. Another related area needing further work is adaptation. Both speaker and incremental adaptation have proved to be powerful tools for improving HMM performance, but there are so many more parameters in a segment model than in an HMM that it is di cult to make substantial changes in the distribution parameters with a small amount of data without new adaptation techniques. Finally, the use of posterior distributions in segment modeling is still in early stages and much can be done to advance these models.
Much of the theoretical framework of the segment model can also be applied to several problems outside of acoustic modeling for speech recognition. For example, phrase-structured language modeling 92, 93, 94] can be formulated as a variable-length state (segment) process, where a \segment" corresponds to a phrase and the \observations" are words. In this case, the observation distribution assumptions would need to re ect the discrete nature of word-based observations. SMs can also be used in synthesis applications, as in 67], where the trajectory modeling and structural constraints make the DS model more useful than HMMs. Finally, the theory of segment models can also be applied to time series recognition problems in other elds. 3. Find the most likely region for T l (l) and trace back to nd the T l for remaining j:
T l (j ? 1) = (j; T l (j) ); for j = l; : : :; 2 
B Parameter Estimates for Di erent Distribution Assumptions
In this appendix, we provide the re-estimation formulae for the di erent distribution assumptions described in Section 3, speci cally for step (2) of the MLSS training algorithm. The analogous solutions using the general forward-backward algorithm are simple extensions that use sums of all observations weighted by the likelihood of being in a region (or in a region and the corresponding mixture component, for the mixture distribution case). The full derivations of the results are omitted due to space limitations, but references are included in each case.
In all cases, we simplify the notation by using the index r to indicate segment model region and model label combined (or an index to a shared distribution). Accordingly, we assume that training 
where^ j is the j-th column ofBZ l i which is the estimated mean for sample j in an l i length segment. (There is no dependence on region r in this case.)
Dynamical system and Gauss-Markov models. Using the EM algorithm for estimating the parameters of the dynamical system model, as proposed in 64], involves computing the conditional expectations of the su cient statistics for the hidden state during the E-step, using these to reestimate the parameters during the M-step, and iterating until convergence. In this discussion, we assume t is such that y t 2 Y a (r) and jY a (r)j = N. At each iteration p, assuming that the observations y t are complete, the E-step involves computation of the expected rst and second order statistics given the observation set Y a (r) and current model parameters r (p) = fH r ; V r ; Q V r ; F r ; Wr To simplify notation in further discussion, we drop the r from (p), Y a and the speci c parameters, but the r dependence continues to hold in all cases. These statistics are calculated using the standard forward recursions for a Kalman lter 95] followed by a backward pass, as shown below. Both forward and backward equations are augmented with cross-covariance recursions to get second order statistics. The forward and backward passes are analogous to the HMM forward-backward (27) The M-step requires estimation of mixture weights and component means and covariances based on the \counts" from the E-step. The update formulae for the mixture weights are: The complete derivation of these equations is given in 75]. Although no tying is assumed here, in practice, there may be situations where parameter tying is advantageous. In this case, the equations above change only slightly, essentially summing together counts of tied parameters. This solution can also be revised to accommodate mixtures of parametric trajectories by eliminating the frame-level mixture terms and replacing the mean and covariance estimates with a weighted variation of Equations 22 and 23.
Continuous-mode segmental mixture. For assumption of a constant hidden mean with a Gaussian prior, three views of the model led to three proposed parameter estimation algorithms. but no simple solution for the covariance terms. They address this problem by using the approximation that l i j 0 j j j, to get parameters estimates in one step, avoiding the use of embedded iterations in the maximization step. Russell 8] gives the same solution for the mean and deals with the problem of the covariance estimates by using covariance values from a previous iteration in the update equations, giving another approximate one-step solution. Digalakis and Ostendorf 77, 13] treat the segment means as hidden variables and use the EM algorithm to get a maximum likelihood solution, but embedded iteration is required. The EM solution is based on the dynamical system model, but the recursive E-Step equations are not needed here since there is only a single The embedded estimation solution should give better results for the MLSS training approach, but the one-step solutions are better suited to training with the generalized forward-backward algorithm.
