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Motivation
The promotion of physically active lifestyles is essential for the prevention and treatment of a wide variety of chronic diseases with large prevalence and impact on public health: obesity [1] , type 2 diabetes [2] , cardiovascular [3] and respiratory diseases [4] , hypertension, cancer [5] and depression, among others. Hence, a reliable automated detection and quantification of physical activity (PA) -along with its evolution over time-can empower lifestyle interventions on populations by facilitating: a) the logging of exercise data and its subsequent analysis, b) the monitoring of patients' degree of adherence and compliance with prescribed PA plans, and/or c) the provision of individually tailored, data-driven feedback to patients and caregivers.
In the particular application scenario of type 1 diabetes, distinguishing not only PA intensity but also its predominant exercise modality, may be of major interest since different PA modalities induce remarkably distinct acute responses in glycaemia [6] . As a consequence, the adjustment of therapeutic strategies for insulin infusion can be enhanced by the provision of objective, quantitative information about PA intensity and modality [7] [8].
Gold standard techniques to measure PA (i.e. doubly labelled water 2 H 2 18 O and indirect calorimetry, via the analysis of pulmonary gas exchanges), despite their high reliability and validity, are only appropriate in laboratory scenarios. Practical issues include among others: cost inefficiency, obstructiveness of the equipment -calorimeters, in particular-and lack of temporal resolution, in the case of doubly labelled water [9] . In field use, accelerometers and heart rate (HR) monitors are reasonable, practical alternatives; each technique with its respective strengths and limitations. Accelerometers record displacements in one or multiple axes with notable sensitivity, although their resulting overall recognition accuracy depends substantially on whether the particular activity under monitoring involves or not movement of the body part to which the accelerometer is attached [10] . On the other hand, HR monitors track a physiological response to exercise which exhibits a fairly close relationship with oxygen consumption rates and energy expenditures (EE); this relation being approximately linear at moderate intensity ranges: around 110-150 beats/min [10] . Nevertheless, the cardiovascular response to high-volume resistance training differs notably from such behavior [11] . Other interand intra-subject factors may play a role on HR responses: e.g. age, sex, degree of fitness, stress or medication, among others. In this regard, a number of researchers from the field of sports sciences advocate for the fusion of accelerometry and HR measurements, as complementary sources of information describing both mechanical and physiological aspects of PA patterns [10] [12] [13] [14] .
Related works
Machine learning (ML) techniques have been extensively and successfully applied in literature to for the recognition of specific activities and/or body postures. The vast majority of works following this approach selected a closed, fixed set of target activity options (commonly: lie, sit, stand, walk, run and/or bicycle) and discerned among them based on accelerometry measurements only. Closely related, ML-oriented research topics include accelerometry-enabled gait analysis [15] [16] and fall detection [17] ; where the targeted population is mainly elderly subjects who, given their frailty status, may not benefit from PA monitoring under more general scenarios. A From an algorithmic point of view, a wide variety of ML classification algorithms schemes have been explored, including: k-nearest neighbors, Naïve Bayes (NB) classifiers and C4.5 decision trees [18] [15] , logistic regression [17] [19] , Multi-Layer Perceptron (MLP) neural networks [16] [24] adapted their activity-specific recognition schemes to serve as an activity-independent PA classifier.
Objectives
In this work we propose and compare a series of combinations of ML algorithms explicitly designed to recognize PA patterns along time, identifying not only their intensity level, but also their predominant exercise modality (: an aspect which, to the best of our knowledge, has not yet been addressed in literature). To do so, multi-modal data from accelerometry and HR will be simultaneously merged.
Materials

Equipment
ActiTrainer (ActiGraph, USA) accelerometry devices were selected used here for data collection. Figure 1 (panel A), with a median time of 10.40 h per participant. Of note, the subject with identification #A7 contributed with merely 18 min; whereas on the contrary, subject #A5 (a moderately active, 26-year-old male) was very enthusiastic and participative in the data collection procedure, contributing with a total of 81.87 h. In contrast, Exp. B in the controlled laboratory environment was markedly more homogeneous with respect to the exercise activities covered. Differences in the volumes of data for each subject had two sources:
i) The number of sessions in which each volunteer participated, which depended on his/her availability for the experiment: five overweight individuals (IDs #B4 to #B7 and #B9) completed all three circuit versions, on different days and random order; whereas one healthy subject (#B1) exercised for two sessions, and the remaining three participants (two healthy males #B2, #B3, plus one overweight female #B8) completed one circuit; randomly assigned in all cases. Overall, a total of 20 sessions were registered.
ii) The pre-and post-exercise resting time that was recorded in addition to the 64-min circuit protocol. In addition, 17.00 h ofFor the specific case of vigorous PAexercise data (Table 1, lower part) incorporated further information about the main exercise modality involved: either sustained aerobic, mixed or resistance activity, a further distinction was considered in terms of PA modality, again with three possible classes: aerobic, mixed or anaerobic. This approach was conceived to allow us to ascertain which metabolic pathway (aerobic vs. anaerobic) is predominant at each moment in vigorous PA, or whenever both mechanisms had notablecomparable contributions (mixed class). The rationale for this discernment resides in the fact that the proportions of each pathway's contribution, -along with PA intensity-, play an important role on the actual physiological and metabolic responses to exercise, for example in patients with type 1 diabetes [6] . In the context of Exp. A, which was taking into account that it was carried out under unsupervised, free-living conditions; for the purpose of studying the predominant PA modality, here we decided to include only prototypical situations: (in this specific case:here merely endurance running and bicycle; both allocated into aerobic modality data). These data recordings accounted for a total of 6.80 hours spread in 5 sequences, all performed by the same volunteer (ID #A5). Conversely, the laboratory setup of Exp. B allowed for a more precise reference concerning PA modality, therefore being this information therefore available for all 10.20 h of vigorous PA (20 sessions, 9 participants). Of these Exp. 2 data, 3.45 h corresponded to mixed PA modality; whereas the remaining 6.75 h were predominantly anaerobic. It may be worth mentioning that, in the context of sports science,Of note, considerable research in sports sciences is currently focused on weight loss training programs combiningwhich combine aerobic and strength (i.e. anaerobic) exercise, e.g. [47] . On the other hand, aerobic activity is fairly more common in self-selected leisure sport.
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Methods
In this work we investigate a pipeline of ML algorithms which, in broad terms, correspond to the steps outlined by review [ [42] ; and ii) a final Hidden Markov Model (HMM), functioning as an extra temporal filter module which exploits time redundancies in the series of data.
Signal processing and feature definition
Biaxial accelerometry, step counts and HR data were simultaneously recorded and processed. Signals were first divided into non-overlapping window segments with duration 2 min (N=12 epochs at 10 s each). In this regard, several alternative window lengths were tested in a preliminary stage, where these 2 min were found to provide a satisfactory trade-off between: a) capturing information-rich patterns in the signals, task for which longer analysis segments would be desirable; and b) sufficient temporal resolution (i.e. low time granularity), which implied short windows. In addition, activity counts in the main and secondary axes a 1 , a 2 were combined to form an extra magnitude, called here 'pseudonorm' counts a pn , and defined as ܽ = ඥܽ ଵ ଶ + ܽ ଶ ଶ . For every window and each signal (namely: accelerations a 1 , a 2 , a pn ; ActiTrainer's step counts st, and hr i.e. Polar's HR measurements), time-domain statistical descriptors were computed. These features included:
• Mean and standard deviation, • Mean versus median difference (given that median is less sensitive to eventual outliers),
• Maximum value and total range, • Signal variability within a window, computed as the accumulation of absolute differences between a sample x(t i ) of signal x at time t i and its previous value:
• A coefficient of dispersion with respect to the median value x med within the window (x med ≠0):
We observed that features computed from acceleration counts (i.e. those derived from signal a 1 , a 2 and a pn ; but neither from st nor hr) yielded values which spanned across several orders of magnitude. This issue could pose a challenge for the subsequent ML schemes, especially those with learning based on distances. 
The sign considerations were necessary to accommodate negative feature values, which given their definition (and taking into account that a 1 , a 2 are by definition non-negative integers), could only arise in features based on mean-vs-median differences.
Additional ad hoc features were also used, namely:
• Three paired products between mean 'pseudonorm' counts a pn (log-transformed), mean HR and mean number of steps; along with the combined triple product of these magnitudes In total, 42 time-domain features were computed.
Dimensionality reduction
This work explores various techniques to retain as much information as possible from the original high-dimensional feature space, while reducing the number of variables and hence, the complexity of the automated learning task. In this manner, unnecessary redundancy (as well as, to some extent, also noise) is cancelled out from the dataset. Prior to the dimensionality reduction stage itself, and given that our features were clearly not commensurate, the feature space was standardized: subtracting sample mean in each dimension and normalizing by its standard deviation. This also prevented relevant information contained in lowscaled features from being shaded by variables with high variance.
Reduction by projection
New features were generated through linear combinations of the original ones: i) Principal Component Analysis (PCA) projects data onto a feature subspace preserving as much randomness as possible from the original high-dimensional dataset. Given that our variables were continuous instead of categorical, for the discrete version of mRMR we binned each variable into eight intervals, symmetrically distributed around the sample mean and with widths equal to one half of the sample standard deviation. In the standardized feature space, this definition of binning intervals was equivalent to the following ranges:
The PCA projection was capable of covering >90% of total variance (exactly 91.43%) with a subspace built on only 8 eigenvectors; whereas the LDA projection generated two discriminants: i.e. C-1, with C=3 being the number of PA classes under consideration here. For the two mRMR filter-based feature selection procedures, for the sake of comparability with respect to PCA, the target number of features was set fixed to 8. In particular, the subsets selected by both the continuous and categorical/discrete versions of mRMR coincided moderately, with 5 out of 8 features in common: two features based solely on HR information (mean and maximum HR), one in relation to the pedometer functionality (mean step count), another feature related to the histogram of counts and the combined product of mean HR and mean 'pseudonorm' counts a pn (logtransformed).
Data clustering
We explored four unsupervised clustering techniques to automatically discover relevant underlying patterns in the multi-modal signals. Data were grouped into clusters which, in principle, lack intuitive interpretation solely by themselves; but constituted the input for the subsequent temporal HMM filtering stage. ii) Gaussian Mixture Models (GMM), which approximate the probability density function of data as a mixture -i.e. weighted linear combination-of multidimensional Gaussian distributions whose parameters (means, covariance matrices and weights) were estimated via an ExpectationMaximization algorithm. Each cluster corresponded to a Gaussian component.
iii) Agglomerative hierarchical clustering, with Euclidean distance criterion and Ward's linkage. These particular distance and linkage functions were chosen during a preliminary tuning stage as the options providing highest performance. iv) Self-Organizing Maps (SOM), subsequently followed by an agglomerative hierarchical clustering on the SOM neurons; instead of on the whole point cloud (as it was done in the previous scheme), with a dramatic decrease in terms of computational load. The topology of the SOM neural network (hexagonal grid), the number of neurons (20×20 here), and the linkage criterion for hierarchical clustering (average) were also tuned preliminarily.
4.4.3.4.
Temporal filtering use a HMM to exploit the strong time interdependency between neighbor windows which exists in our scenario, gaining benefit of this temporal redundancy for the sake of robustness in classification. Indeed, PA intensity and modality during ambulatory exertions did not often tend to change in a quickly fluctuating manner; on the contrary, variations were most often gradual, with long-term trends maintained stable for periods that in general, broadly exceeded the duration of our 2 min analysis window. Using HMM terminology, for our purpose we assumed the observable Markovian process to correspond to cluster assignments; whereas the hidden process of interest would be the PA classes which most likely generated the observed sequence of cluster assignments. Therefore, once the HMM had been trained (i.e. its emission and transition matrices estimated), the reconstruction of the most likely temporal succession of hidden states -PA classes-was achieved by applying Viterbi's algorithm , an issue which is critical in our dataset due to the marked imbalance of samples representing each PA class (Table 1) . Instead, we defined a custom compound performance score averaging: a) classification accuracy, and b) f-Measures for each class under consideration.
where C represents the total number of classes, and f-Measure is a performance metric commonly used in information retrieval, defined as the harmonic mean between precision (i.e. positive predictive value) and recall (i.e. sensitivity):
For reliability in the assessments of performance, a stratified 10-fold cross-validation (CV) was carried out for the task of PA intensity classification; repeating the whole process n=30 times in order to ascertain its variability. When allocating data across CV folds, stratification was not done on a sample basis, because that procedure would have dismissed any information about temporal trends underlying in consecutive windows. Instead, we implemented a block-based or sequencebased stratified CV (SBSCV): each sequence -i.e. each block of data recorded during the same PA session-was randomly assigned to a certain fold. Subsequently, folds were checked to verify if: a) the relative occurrence of the C classes in each fold did not notably deviate from the overall class priors (Table 1) ; and if b) the total number of data samples were similar for all folds. In the event that any of these two conditions was violated, the randomization was repeated until both conditions were satisfied. For the study of performances in the classification of PA modality, we conduced 5-fold SBSCV instead of 10-fold, due to the restrained number of PA sequences available concerning modality.
Parameter tuning
For each of the learning algorithms in section 4.3, an optimal number of clusters needed to be established before the training phase could take place. For this tuning procedure, the space of possible parameter values was explored using a grid search strategy, with nested 10×10-fold SBSCV conducted on the PA intensity data, aiming to maximize the target custom score. 
5.1.4.1.
Model selection Table 2 summarizes the outcome performance metrics for PA intensity classification during the 10-fold SBSCV model selection procedure, as obtained by all of the combinations between dimensionality reduction schemes and clustering algorithm. The highest performance was achieved by the LDA+SOM+HMM scheme, with a score of 84.67±0.57% and an accuracy of 89.09±0.42% (mean±SD); followed by LDA+k-means+HMM and LDA+hierarchical clustering+HMM, with slightly lower -although virtually identical-average scores. For a definitive model selection, these three options were trained for the recognition of PA modality during vigorous exercise, yielding respective scores of 77.94±5.93%, 82.61±7.16% and 80.08±4.90%. Consequently, we selected the scheme comprising LDA+k-means+HMM, whose detailed SBSCV performance in both PA intensity and modality classification is shown in Table 3 . 
Final performance evaluation
For a definitive assessment of the classification performance achievable by the selected LDA+k-means+HMM scheme, we carried out a leave-one-subjectindividual-out CV (LOSOCVLOIOCV), in which data sequences belonging to all individuals except one were employed in successive turns to train the algorithm, whereas the remaining data from the unseen subject served for evaluation purposes.
For the PA intensity classification task (Table 4) , a total score of 84.65% was obtained, with accuracy 88.86% and respective f-Measures 95.59%, 72.28% and 81.86%. Of note, when subject #A5 (who contributed with 45.83% of the total volume of data) was left aside from the training set and used for testing, the system reached outstanding recognition: score 96.69%. However, we could not perform LOSOCVLOIOCV for PA modality recognition, since only this individual supplied data regarding the sustained aerobic modality. Figure 2 depicts several example sequences resulting from the LOSOCVLOIOCV classification of PA intensities, plotted versus ground truth. In general, mismatches tended to appear in either two situations: i) around transitions in the ground truth (e.g. at approximately 1½, 2½, 3, 6, 14 or 17 h in panel A; or at around 3½, 12 or 17 h in panel B); or ii) where ground truth fluctuated rapidly in the short-term (panels C, D). These latter fluctuations had their origin in the specific exercise scheduling for Exp. B (PRONAF Study protocol); where three vigorous bouts of 7¾ min duration were alternated with 5 min 'active recovery' periods. However, long-term discrepancies rarely occurred, as errors tended to be brief in duration.
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Comparison with other methods
Standard approaches in the application domain
The most widespread technique to identify PA intensity levels is by means of 'cutpoints' (i.e. thresholds), applied on the activity counts recorded for the main axis a1. Both methodologies presented an important portion of errors when facing vigorous resistance exercise from Exp. B which, being static with respect to waist movements (i.e. the location where the accelerometry sensor was placed), were classified as low intensity.
ML baseline comparison
None of the two techniques introduced and evaluated in the previous section were designed to incorporate HR-related information, an issue which may explain -at least partially-their poor overall performance; and in particular, their failure to detect resistance exercise. In order to compare our main results with schemes capable of using the merge of data from accelerometry and HR, we implemented two basic ML classifiers, specifically: CART decision trees and NBs. These algorithms were applied on a two-dimensional feature space combining: a) the total activity counts in the main axis a 1 , accumulated over the 2 min window periods, and b) the average HR. Whereas these two ML methods incorporating HR improved notably the recognition of vigorous resistance patterns from Exp. B with respect to the 'cutpoints'-based industry standard approaches, their overall performance scores were yet markedly inferior to our core proposal.
Discussion
In this work we proposed, evaluated and compared a series of combinations of ML algorithms applied to the activity-independent classification of PA intensities, as well as of exercise modality for vigorous periods. These systems worked on data fusing biaxial accelerometry and HR measurements, in order to combine simultaneously motion and physiological aspects of PA, and to overcome the limitations of each measurement technique when used by separate. The vast majority of ML-based PA classifiers in literature addressed activity-specific recognition problems, having proved their capability to discern with notable accuracy from a closed set of activity options, generally performed in controlled laboratory environments. However, the range of activities embraced by those activity-specific approaches (typically lie, sit, stand, walk, run and/or bicycle) may in practice be excessively limited as to apply these methodologies in the monitoring of free-living ambulatory scenarios, where considerably more heterogeneous PA and non-PA patterns occur. In this regard, our dataset encompassed an appreciable variety of situations, including daily life activities and the use of means of transportation -allowing the system to learn eventual artefacts caused by them-, as well as assorted PAs (e.g.: dancing, karate, soccer or resistance/weight training) which correspond to real-life situations seldom covered by other works. To address this heterogeneity, an activity-independent classification was adopted, discerning PA intensity levels. Furthermore, this work constitutes, -to our knowledge-, the first attempt to identify PA modality, an aspect which may be of interest in various applications, e.g. for the management of type 1 diabetes.
The aggregation of accelerometry measurements -reflecting displacement-and HR -as a physiologically sound marker, in close relation to PA-induced load on the cardiovascular systemconstitutes a powerful strategy for which sports scientists have been advocating [10] [13] [14] . However, this approach has not gained extensive benefit from the application of ML techniques, since research efforts have been mainly focused on mining exclusively accelerometry data for activity-specific discernments. There exist notorious constraints when using 'counts' as source of accelerometry information. First, given that the procedure to generate counts consists in integrating the raw signal along the duration of the epoch, details about waveforms get unavoidably discarded as a consequence of the integration operation. Besides, it is well established that manufacturer-specific design choices for internal pre-processing stages (e.g. signal amplification gains) impede the direct quantitative comparison of 'counts' outcomes across brands; and hinder the overall interpretability of counts from both physical and physiological perspectives [40] . Nevertheless, counts remain to be the most accepted form of output measurement in PA-specific accelerometry devices. On the other hand, general-purpose accelerometers (which could eventually enable us to bypass the limitations associated to counts) lack large field validation studies supporting their use for PA monitoring, regrettably.
We collected a total of 178.63 h of multi-modal data (5359 windows, each with duration 2 min) divided in 92 sequences/sessions from a diverse population formed by 16 subjects (9 males and 7 females, age range 20-49), healthy and overweight individuals with different lifestyles. . The collection of data resulted notably imbalanced in terms of the number of instances available that corresponded to each class, in particular for the case of PA intensity discernments (moderate and vigorous levels), although not so critically for PA modality. For this reason, we actively enforced stratification during the CV training and evaluation procedures, thus allowing the ML system to learn always from a subset of data in which the proportion of classes is maintained stable across folds, and equivalent to the class priors. Besides, imbalance also lead us to propose a custom score metric which rewards explicitly achievements in underrepresented classes via the summation of fMeasures in these classes, and not only accounting for total accuracy. Furthermore, this custom target score drove all of the parameter tuning and model selection processes, hence proactively promoting a specific focus on recognizing minority classes. In this sense, we consider extraordinarily meritorious for the LDA+k-means+HMM learning scheme to achieve f-Measure outcomes of 71.90% and 82.01% (SBSCV) and 72.28% and 81.86% (LOIOCV) for moderate and vigorous exercises, especially taking into account that these classes respectively represent only 18.96% and 15.49% of the total volume of the PA intensity data available. Likewise, we acknowledge that data imbalance poses a considerable challenge for the ML learning schemes; whereas at the same time, we believe that the current distribution of data instances per class reflects in a fairly realistic manner what would be to expect in field-use scenarios. Indeed, wearing the sensors in a constant pervasive manner ('quantified-self' paradigm) is very likely to produce situations in which data for low PA intensity are markedly predominant in terms of volume. In fact, it is Exp. A -where users recorded self-selected daily activities freely-which shows the most pronounced imbalance among classes (Table 1) .
Regarding the definition of these classes, sports medicine's guidelines for exercise prescription tend to distinguish PA intensity in either five [64] or three stratification levels [45], with both options enjoying wide acceptance in the field. For practical reasons, here we opted for the 3-level convention (i.e. <3, 3-6, >6 MET), instead of for the 5-level system (<2, 2-3, 3-6, 6-8.8, >8.8 . Whereas the latter option would allow for a more detailed discernment of PA intensity ranges, it would also imply a notorious non-linear increase in terms of the mathematical complexity of the ML-based pattern learning problem; as well as extra class imbalance. Taking these issues into account, it could be argued whether the potential reward for having information about the two extra ranges (2-3 and 6-8.8 MET) may or may not be worth in practice.
Our PA intensity and modality classifier employed HR measurements directly, i.e. without individual compensations which accounted for subject-specific maximal and/or resting heart rate values (HR max , HR rest ). Data in this regard were not collected during the experiment. In fact, this was a design choice aimed at easing the future deployment of the system in practice. In this sense, removing the burden of having to conduce individualized procedures to determine HR max , HR rest with sufficient accuracy, reliability and repeatability (hence getting rid of physiologically normal intra-individual variations) may constitute a remarkable advantage for the monitoring of large-scale populations [9] . Not in vain, the classical rule-of-thumb estimation HR max =220-age is widely known to produce considerable errors on an individual basis [12] , and reliable determinations of HR max demand maximal stress exercise tests. Whereas accurate determinations of HR max , HR rest are an obligatory requirement in certain scenarios (such as for the calibration of accurate HR-based EE estimations [65] ), we did not consider them indispensable in the particular scenario of PA intensity and modality stratification tackled here. Nevertheless, methods exist in literature to normalize HR measurements in an individualized manner; thus reducing inter-personal differences in terms of HR values, and the effect of those differences in the outcome of PA classifiers [66] .
Despite Given the complexity of the ML pipeline and the fairly limited number of participants available for this work, overfitting to data might have been a serious issue threatening the generalization capabilities of our algorithm. With this consideration in mind, during the model proposal stage we took preventive measures against overfitting via the use of nested 10×10-fold CV procedures to tune parameters. In this manner, the optimal number of clusters was chosen as the option which yielded maximal target performance score when evaluated on a separate subfold in the nesting. Furthermore, to reveal the final potential impact of overfitting in the overall system, we conducted a subsequent LOIOCV analysis. LOIOCV allowed us to assess the recognition performance attained by the ML scheme when tested on an individual whose data were not supplied at all during the training stage, repeating both training and test procedures with each of the participants left aside for evaluation one time, in turns. results Results concerning for PA intensity classification performance as obtained via the LOSOCVLOIOCV procedure were virtually identical (performance score 84.65%) to those from the SBSCV, used during model selection (score 84.57±0.54%). In addition, the partial LOSOCVLOIOCV results test outcomes when leaving aside subject #A5 (who contributed with as many as 81.87 hours of worth data) out of the training set were highly satisfactory, with a performance score of 96.69%; even though his data were kept out of the training set. Besides, Figure 2 depicts four examples of sequences recognized satisfactorily in a LOIOCV manner. ConsequentlyIn summary, these two aspects concordant behaviors indicate point towards good generalization capabilities by our algorithm, hence indicating that severe overfitting to the available data is unlikely to have occurred. Nonetheless, this aspect should be confirmed in future validation experiments with larger populations. Hence, overfitting to the available data is unlikely to have occurred.
Besides, our PA intensity and modality classifier employed HR measurements without the need for subject-specific HR compensations. This point may constitute a remarkable advantage for the monitoring of large populations, removing the burden of conducing individualized calibration procedures [9] . In quantitative terms, their performance is higher than the obtained here; however, authors worked on a more homogeneous set of activities (all in laboratory), and employed three accelerometers instead of one. Nonetheless, their study highlights the relevance of applying ML techniques to detect PA patterns when combining accelerometry and HR. Furthermore, given that most of the classification errors tended to appear around transients in ground truth, instead of as long-term mismatches (Figure 2 ), the overall impact and potential loss of quality caused by these transient errors should in practice be limited in realistic ambulatory applications. In this regard, the HMM was capable of successfully exploiting temporal redundancy in the data, when long-term trends were maintained stable. However, it had moderate difficulties to match quick fluctuations in the ground truth from the short-interval training protocol from Exp. B, as those transients were up to some extent 'ignored' by the classifier due to the low-pass filtering effect originated in the HMM-based recognition of state transitions. This is in fact the consequence of an intrinsic and unavoidable trade-off between responsiveness to quick changes, on the one side; and ability to benefit from the information contained in long-term trends, on the other. The ML system learnt to favor mainly the latter, as they are more common in the dataset and tended to further improve classification score outcomes. Anyhow, it is can be reasonably expected that those quick oscillations would be rather infrequent in practical free-living scenarios and lifestyle monitoring, where interval training is rare, and self-selected and self-paced exercise is mainly stable. Besides, the physiological and metabolic adaptations of the body to rapid transients in PA regimes are also slower than those fluctuating changes themselves. This relates to the fact that the organism is effectively responding with certain delay and low-pass response. For example, HR -which constitutes a direct input for our algorithm-returns to basal values at only moderate paces: up to 42 beats/min decays immediately 2 min after exercise termination [64] , alongside exponentially slower approaches to basal HR [68] . Moreover, excess post-exercise oxygen consumptions (EPOC) have an important contribution to the total PA-induced energy balance: EPOC may account for up to 6-15% of EE in the exercise session [69] . At the view of these considerations, we do not perceive transient mismatches by the automated PA classifier as a major threat against its applicability in practise. Another noteworthy practical consideration refers to the relatively high complexity of the pipeline of ML schemes proposed here. In this regard we may note that almost all of the computationally expensive procedures need to be carried out solely during the training stage -when the algorithms learn-; but not in the deployment of the system when applied for recognition purposes, i.e. once an optimal ML model is already selected and trained. Heavy computations (for example: eigenvalue analyses for LDA characterization, the iterative determination of k-means cluster centroids, or the estimation of HMM emission and transition matrices; among others) must be performed for the training of the ML system; although these calculations can be carried out at once, e.g. in a powerful desktop computer. Oppositely, the finally deployed PA classifier does not need to repeat them during the ultimate recognition phase, i.e. its normal use in applied practice. Indeed, once the ML scheme has already been trained, computations are not particularly demanding: applying LDA consists in a projection onto a vector subspace (i.e. a matrix multiplication), whereas k-means reduces to selecting the minimum scalar value among a set of k distances to the corresponding cluster centroids. The only component that might imply certain computational complexity is HMM decoding for temporal filtering, but straightforward efficient implementations exist [60] . Therefore, we would not consider that algorithmic complexity of the ML pipeline or its computational demands -once the system has already been fully trained-should hinder the deployment of the PA classifier in practice. This statement should also hold true even for the case of portable devices with constrained computational power -e.g. a smartphone, with which preliminary pilot tests have already been carried out successfully in our lab-.
Finally, future work should include conducing further validation studies with larger sets of PA data collected from wider populations. This would allow to better characterize the recognition capabilities of our ML solution, to validate the reproducibility of its achievements in terms of performance; as well as to corroborate its hypothesized superiority with respect to other simpler approaches, namely 'counts'-based thresholds or MLP neural networks alone.
Conclusions
This work achieved a robust automatic recognition of PA intensity and exercise modality in an activity-independent manner, by the application of a pipeline of ML techniques to time series of multi-source data incorporating both mechanical (through accelerometry) and physiological (via HR) aspects of exercise. The automated pattern identification modules and the HMM temporal filtering allowed to gain benefit from the exploitation of time redundancies; reaching classification rates which markedly outperformed standard 'cutpoints'-based approaches, as well as satisfactory generalization capabilities. --------------------------------- Table 4 . LOSOCVLOIOCV confusion matrix for PA intensity classification, as attained by the LDA+k-means+HMM combination of algorithms. Each data item corresponds to a 2-min window. 
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