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Abstract
We continue to explore the conjectural expressions of the Gromov-Witten potentials for
a class of elliptically and K3 fibered Calabi-Yau 3-folds in the limit where the base P1 of
the K3 fibration becomes infinitely large. At least in this limit we argue that the string
partition function (= the exponential generating function of the Gromov-Witten potentials)
can be expressed as an infinite product in which the Ka¨hler moduli and the string coupling
are treated somewhat on an equal footing. Technically speaking, we use the exponential
lifting of a weight zero Jacobi form to reach the infinite product as in the celebrated work
of Borcherds. However, the relevant Jacobi form is associated with a lattice of Lorentzian
signature. A major part of this work is devoted to an attempt to interpret the infinite product
or more precisely the Jacobi form in terms of the bound states of D2- and D0-branes using a
vortex description and its suitable generalization.
1 Introduction
The Gromov-Witten invariants and their potentials have been vigorously investigated in recent
years mainly due to their mathematical soundness. See [6–8, 69, 73] for their fundamental prop-
erties. However the Gromov-Witten potentials emerge somewhat indirectly in the conventional
physical approaches. Indeed, for Calabi-Yau 3-folds, it is believed [10] that they should appear in
the “topological limits” of the naturally defined closed topological A string amplitudes the explicit
evaluations of which are prohibitively difficult in general.
In the tests of heterotic/type IIA string duality conjectures, it was desirable to develop the one-
loop calculation scheme on the heterotic string side to extract the objects which might correspond
to the Gromov-Witten potentials on the type IIA string side. In the pioneering work of Harvey
and Moore [49] this task was taken up and certain integrals involving indefinite theta functions
were explicitly evaluated on the heterotic string side extending the calculation in [25]. In the
course of the calculations they curiously pointed out the relevance of Borcherds’ work [12] on
holomorphic infinite products. The Harvey-Moore method has revealed the presence of a new
interesting subject on the theta correspondence and has an advantage when discussing automorphic
properties. However several steps were necessary [49] in order to extract the candidate of the genus
zero Gromov-Witten potential from the evaluated integral. Recently, the method was extended [78]
to cover the Gromov-Witten potentials in higher genera for a particular model using the result
of [13] which was itself the extension of the calculations in [49]. In this case also it was necessary to
take the limit of a relatively complicated expression to obtain the candidates of the Gromov-Witten
potentials.
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Another approach to investigate some features of the Gromov-Witten potentials of Calabi-Yau
3-folds has been advocated by Gopakumar and Vafa [43] using an M -theory interpretation and
there have been some related works [53, 67].
If the Gromov-Witten potentials are of our sole concern, are there any possibilities in which we
might directly reach their expressions in all genera? The previous work [65] as well as the present
one attempt, albeit in a conjectural and limited sense, to answer this question in the affirmative
for a class of elliptically and K3 fibered Calabi-Yau 3-folds in the limit where the base P1 of the
K3 fibration becomes infinitely large. In [65] we tried to interpret the genus g Gromov-Witten
potential in terms of the lifting of a Jacobi form of weight 2g − 2 so that it can be expressed in
terms of the “polylogarithm” Li3−2g(ξ). There the cases of genus zero and one were discussed in
detail while the higher genus cases were briefly speculated upon in the concluding section. The
present work further pursues this line of interpretation. Our basic strategy is simple: rather than
dealing with the Gromov-Witten potentials individually we consider the string partition function
Z = exp
( ∞∑
g=0
x2g−2Fg
)
, (1.1)
where Fg is the genus g Gromov-Witten potential of the fibered Calabi-Yau 3-fold Y and x is
the string coupling parameter. We argue that, in the pertinent limit, Z can be constructed by
the exponential lifting [12] of a weight zero Jacobi form associated with a lattice of Lorentzian
signature. Indeed this construction solves the problem at one blow : Fg can be expressed as the
lifting of a weight 2g − 2 (quasi) Jacobi form, thus making the statement in [65] precise.
More intriguingly and perhaps more significantly, the construction indicates that Z can be put
(at least in the limit we consider) into an infinite product which resembles the Weyl-Kac-Borcherds
denominator. As in [12] the most subtle point in this story is to determine the “Weyl vector”
which, we find, should be interpreted as the constant map contributions of the genus zero and one
Gromov-Witten potentials. However we have already discussed this technically involved problem
in [65] via a felicitous use of elliptic polylogarithms [9]. In fact, one of the motivations for [65]
and the present work was a desire to better understand the relation between the Gromov-Witten
potentials of the fibered Calabi-Yau 3-folds and the original lifting approach of Borcherds [12].
In our construction and the resulting infinite product representation, it turns out to be natural
to view Z as a function (or possibly a section of the appropriate vacuum line bundle) on the
“extended moduli space” whose tangent space is some domain of H2(Y,C) ⊕ H0(Y,C). The
extended moduli space unifies the complexified Ka¨hler moduli and the string coupling constant
and it is natural from the philosophy of “brane democracy”. It is also an appropriate setting
for the homological mirror conjecture [68]. Thus we should like to have an interpretation of our
proposal in terms of the bound states of D2-branes and D0-branes. (In type IIA string theory on
Calabi-Yau 3-folds, D6-, D4-branes are electro-magnetic duals of D0-, D2-branes.) In this paper
we will make some preliminary (and admittedly modest) efforts toward justification of such an
interpretation. In particular, we argue that the bound states of a single D2-brane and D0-branes
are described by abelian vortices and their suitable generalizations. We use this interpretation
to understand some of the key expressions. In fact, we are able to give a relatively detailed and
precise description when the D2-D0 bound system is in a fixed K3 surface. In such a case, we
also point out that the bound state problem of a D2 brane and D0-branes is closely related to
vertex operators and their two-point correlation functions.
Presumably the benefit of the lifting procedure employed in this work resides in the very
possibility that we may link together, in a rather explicit way, the string perturbative theory
of the Gromov-Witten invariants (which is certainly not brane-democratic but relatively well-
understood) and the inherently non-perturbative viewpoint of D2-D0-branes about which we
have yet to learn more.
The organization of this paper is as follows. In §2, we review the fundamental properties of
the Gromov-Witten potentials for Calabi-Yau 3-folds. In §3 we first recall the general definitions
and properties of Jacobi forms as well as those of the Hecke operators. Then we consider the
lifting procedure for a class of weight zero Jacobi forms associated with certain Lorentzian lattices
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and discuss its relation to infinite products. In §4 we give the main conjecture about the string
partition functions of the fibered Calabi-Yau 3-folds. In §5 we attempt to interpret the proposed
expression of the string partition function in terms of the bound states of D0- and D2-branes. As
mentioned above, we devote most of this section to the case where the bound system of a single
D2-brane and collections of D0-branes is in a K3 surface. Technically the results in [108] turn
out to be useful. In §6 we discuss the relevance of vertex operators and their two-point functions
to the D2-D0 bound state problem. As a simple application of our proposal, we study in §7
the behavior of the string partition function near the conifold point and relate it to the SU(∞)
Chern-Simons theory on S3 thus reproducing the earlier obtained results [41–43,58,94,104]. In §8
we raise some directions for further investigations. Several definitions of the functions used in this
work and their necessary properties are summarized in Appendix A while Appendix B discusses a
conjectural formula of the elliptic genera of the higher order Kummer varieties introduced in [4].
While pursuing the subject of this paper, a paper [62] appeared in which the authors discuss
some relevance of the relative Hilbert schemes in conjunction with the proposal of [43]. In our
approach the relative Hilbert schemes appear naturally in the D2-D0-brane bound state interpre-
tation.
Part of this work was presented at the 1998 Kinosaki Symposium on Algebraic Geometry and
thenceforth repeated on several occasions. We are grateful to Max-Planck-Institut fu¨r Mathematik
in Bonn for hospitality. T.K thanks the organizers of the workshop of Activity “Automorphic
Products” during which he benefited from conversations with R. Borcherds, R. Dijkgraaf, V.A.
Gritsenko, L. Go¨ttsche, S. Kondo, V.V. Nikulin, K. Saito and K. Yoshikawa. We also thank M.-H.
Saito for discussions.
Notation.
e[x] = exp(2π
√−1x).
Z+: the set of positive integers.
Z−: the set of negative integers.
N: the set of non-negative integers.
Hg: the Siegel upper space of degree g.
2 The Gromov-Witten potentials of Calabi-Yau 3-folds
The Gromov-Witten invariants have been extensively studied in recent years. For the fundamental
properties established so far we refer to [6–8,69,73]. In this section we review the relevant materials
in the cases of Calabi-Yau 3-folds for later convenience.
2.1 The Gromov-Witten invariants
Let Y be a smooth Calabi-Yau 3-fold, i.e. a smooth 3-dimensional projective variety over C
with c1(Y ) = 0 and h
1,0(Y ) = h2,0(Y ) = 0 where hp,q(Y ) = dimHq(Y,ΩpY ). Hence Pic(Y )
∼=
H2(Y,Z) and χ(Y ) = 2(h1,1(Y ) − h1,2(Y )). We assume that H2(Y,Z) is torsion-free. Suppose
that ω1, . . . , ωl generate H
2(Y,Z) where l = h1,1(Y ). Let D1, . . . , Dl be divisors such that ωi =
c1(OY (Di)) for i = 1, . . . , l. Let ιi : Di →֒ Y be the inclusions. Then ωi ∩ [Y ] = (ιi)∗[Di] where
[#] stands for the fundamental homology class of #. We assume that D1, . . . , Dl are nef so that
ωi ∩ ι∗[C] ≥ 0, (i = 1, . . . , l) for any algebraic curve C ⊂ Y with the inclusion ι : C →֒ Y .
Let Mg,n(Y, β) be the moduli stack of stable maps where g, n ≥ 0 and β ∈ H2(Y,Z). An
element of Mg,n(Y, β) is represented by (Σg, p1, . . . , pn, ϕ). Here Σg is a connected curve of
arithmetic genus g = dimH1(Σg,OΣg ) whose only possible singularities are ordinary double points
while p1, . . . , pn are distinct nonsingular points on Σg. The last entry is a morphism ϕ : Σg → Y
such that {µ ∈ AutΣg | ϕ ◦ µ = ϕ, µ(pi) = pi} is finite and ϕ∗[Σg] = β.
Let
π : Cg,n(Y, β)→Mg,n(Y, β) , (2.1)
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be the universal curve over Mg,n(Y, β). We have Cg,n(Y, β) =Mg,n+1(Y, β). Set
f : Cg,n(Y, β) −→ Y
(Σg, p1, . . . , pn+1, ϕ) 7−→ ϕ(pn+1) . (2.2)
The virtual dimension of Mg,n(Y, β) is often smaller than the actual dimension of Mg,n(Y, β).
The virtual fundamental class [Mg,n(Y, β)]vir can be constructed so that its dimension coincides
with the virtual dimension of Mg,n(Y, β) [6–8, 73]. This construction uses the obstruction sheaf
R1π∗f∗TY , where TY is the tangent sheaf of Y , and is given by
[Mg,n(Y, β)]vir = e(R1π∗f∗TY ) ∩ [Mg,n(Y, β)] , (2.3)
if R1π∗f∗TY is locally-free. Here e( ) represents the Euler class. Intuitively, e(R1π∗f∗TY ) repre-
sents the contribution from the anti-ghost zero modes.
For a Calabi-Yau 3-fold Y , the virtual dimension of Mg,n(Y, β) is equal to n. Using the
evaluation maps
evi : Mg,n(Y, β) −→ Y
(Σg, p1, . . . , pn, ϕ) 7−→ ϕ(pi) , (2.4)
the Gromov-Witten invariants are introduced by
〈ωi1 · · ·ωin〉g,β = (ev∗1(ωi1) ∪ · · · ∪ ev∗n(ωin)) ∩ [Mg,n(Y, β)]vir . (2.5)
We extend the Gromov-Witten invariants by C-linearity:
〈ti1ωi1 · · · tinωin〉g,β = ti1 · · · tin〈ωi1 · · ·ωin〉g,β , (2.6)
for ti1 , . . . , tin ∈ C.
2.2 The Gromov-Witten potentials and their known general properties
If we write ω =
∑
i tiωi ∈ KC ⊂ H2(Y,C) where KC is the complexified Ka¨hler cone, the Gromov-
Witten invariants can be compactly organized into the Gromov-Witten potentials:
Fg =
∑
β∈H2(Y,Z)
〈eω〉g,β , (2.7)
since
Fg =
∑
β
∑
n≥0
1
n!
〈ωn〉g,β =
∑
β
∑
n≥0
∑
i1,... ,in
ti1 · · · tin
n!
〈ωi1 · · ·ωin〉g,β . (2.8)
By the fundamental property of topological sigma models or the Divisor Axiom [69], it follows
that
〈ωn〉g,β = (ω ∩ β)n〈1〉g,β , (2.9)
for β 6= 0. Hence we have
Fg = 〈eω〉g,0 +
∑
β 6=0
〈1〉g,βeω∩β . (2.10)
Let C0 ⊂ Y be a rigid smooth rational curve C0 ⊂ Y with normal bundle N = OC0(−1) ⊕
OC0(−1). Fix a positive integer h. Let p : Cg,0(C0, h[C0]) → Mg,0(C0, h[C0]) be the universal
curve and µ : Cg,0(C0, h[C0]) → C0 the universal evaluation map. It was conjectured in [44] and
proved1 in [31] that the multiple covering effect of C0 can be summarized by
e(R1p∗µ∗N) ∩ [Mg,0(C0, h[C0])]vir = mg h2g−3 , (2.11)
1See also [2, 10, 76].
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where mg are the rational numbers defined through
(y−1/2 − y1/2)−2 = −
∞∑
g=0
x2g−2mg , y = exp(
√−1x) . (2.12)
Explicitly we have m0 = 1, m1 =
1
12 and in general
mg =
(−1)g−1(2g − 1)B2g
(2g)!
. (2.13)
For g > 1, it follows that
mg =
(−1)g−1χg,0
(2g − 3)! , (2.14)
where we use the formula of the orbifold Euler characteristic of the moduli space of genus g(> 1)
curves with n punctures [48]:
χg,n = (−1)n
(
2g − 3 + n
n
)
B2g
2g(2g − 2) . (2.15)
Therefore the multiple coverings of rational curves should contribute to the second term on
the right hand side of (2.10) in the form∑
β′ 6=0
∑
h>0
〈1〉0,β′mgh2g−3eω∩(hβ′) =
∑
β′ 6=0
〈1〉0,β′mg Li3−2g(eω∩β′) , (2.16)
where the “polylogarithm” function Li3−2g(ξ) is defined in Appendix A.
The evaluation of the constant map contribution 〈eω〉g,0 has been explicitly performed in the
literature [10, 37, 70]. We briefly recall this. By the isomorphism
Mg,n(Y, 0) ∼=Mg,n × Y , (2.17)
we have π = π˜ × id with the universal curve π˜ : Cg,n → Mg,n. Set E = π˜∗ωCg,n/Mg,n where
ωCg,n/Mg,n is the relative dualizing sheaf [88]. Thus E
∗ = R1π˜∗OCg,n by duality and it follows
that R1π∗f∗TY ∼= E∗ ⊠ TY . Consequently, we have
[Mg,n(Y, 0)]vir = cg dim(Y )(E∗ ⊠ TY ) ∩ [Mg,n(Y, 0)] , (2.18)
where we used rk(E) = g. Then the evaluation of 〈eω〉g,0 reduces to the Hodge integrals, i.e. the
integrals over Mg,n of cup products of the Chern classes λi := ci(E).
Set S := Nl r {0}. We regard S as a poset by the partial ordering: d′ ≤ d (d, d′ ∈ S) iff d′i | di
(∀i). Let us introduce new variables q1 = et1 , . . . , ql = etl . If d = (d1, . . . , dl) ∈ S we write qd for
qd11 · · · qdll . We also introduce
κijk = Di ·Dj ·Dk = (ωi ∪ ωj ∪ ωk) ∩ [Y ] ,
ρi = c2(Y ) ·Di = c2(Y ) ∩ (ιi)∗[Di] = (c2(Y ) ∪ ωi) ∩ [Y ] .
(2.19)
Then combining the above results the Gromov-Witten potentials were found to have the following
expressions:
F0 =
1
3!
∑
i,j,k
κijktitjtk − χ(Y )
2
ζ(3) +
∑
d∈S
N0(d)m0 Li3(q
d) , (2.20)
F1 = −λ1 ∩ [M1,1] ·
∑
i
ρiti +
∑
d∈S
[
N0(d)m1 +
∑
d′∈S
d′≤d
N1(d
′)
]
Li1(q
d) , (2.21)
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and
Fg = (−1)gλ3g−1 ∩ [Mg,0] ·
χ(Y )
2
+
∑
d∈S
N0(d)mg Li3−2g(qd) + · · · , (2.22)
for g > 1. The coefficients N0(d) and N1(d) count the primitive numbers of rational and elliptic
curves.
Remark 2.23. In F0 we have inserted the term −χ(Y )2 ζ(3) by hand. This term seems to lack a
satisfactory explanation in the pure context of the Gromov-Witten theory but, as well-known, its
existence has been supported from other approaches. Since Li3(ξ) and Li1(ξ) are multi-valued
functions with non-trivial monodromy groups (see Appendix A and [65] for a summary) we ne-
glected the terms that can be cancelled by monodromy transformations in the expressions of F0
and F1. Recall that ζ(3) is irrational so that −χ(Y )2 ζ(3) cannot be cancelled by a monodromy
transformation.
A basic result due to Mumford [88] is:
λ1 ∩ [M1,1] = 1
24
. (2.24)
Another important result is:
λ3g−1 ∩ [Mg,0] = (−1)g−1mg ζ(3 − 2g) , (g > 1) . (2.25)
This equation (rewritten in an equivalent form) was conjectured in [30] and recently proved in [31].
See also [78] [43] for physical justification.
Thus we have seen that Fg contains the constant term proportional to ζ(3− 2g) and is related
to the function Li3−2g(ξ). (For F1 we have not considered the term proportional to ζ(1) since
ζ(1) is divergent. However, as we will see later, its formal presence may be preferred from some
aesthetic viewpoint.) In the following we will see that these features of Fg are indeed realized in
our conjectural expressions.
3 Jacobi forms and their liftings
The purpose of this section is to collect together some fundamental materials of Jacobi forms
whose properties are indispensable for our construction. In the simplest case a systematic study
of Jacobi forms was initiated in [27]. A straightforward extension of [27] leads to the idea of
Jacobi forms associated with positive definite lattices. However, for our present purpose, it is
necessary to consider Jacobi forms associated with lattices of Lorentzian signature. We note that
such possibilities have already been considered in [40] in the context of the Donaldson invariants
for 4-manifolds with b+2 = 1.
3.1 Jacobi forms
Let (Π, 〈 , 〉) be an even integral lattice, i.e. a free Z-module Π of finite rank endowed with a
symmetric non-degenerate bilinear form 〈 , 〉 : Π × Π → Z satisfying 〈λ,λ〉 ∈ 2Z for all λ ∈ Π.
Note that we allow Π to be indefinite. As is customary, we write Π instead of (Π, 〈 , 〉) when the
bilinear form is known from the context. We also write Π(r) for (Π, r〈 , 〉) where r ∈ Q. The
bilinear form 〈 , 〉 determines the canonical embedding Π ⊂ Π∗ = HomZ(Π,Z). By extending 〈 , 〉
via Q-linearity we can regard Π∗ as a rational lattice. We also identify ΠC with Π∗C by extending
〈 , 〉 via C-linearity. Given a nonzero rational number r, let 〈r〉 denote the rank 1 lattice (Ze, 〈 , 〉)
with the generator e satisfying 〈e, e〉 = r.
We assume that Π∗ is such that any element of it is either positive, zero or negative.
Definition 3.1. A triplet (ℓ, n,γ) ∈ Z × Z × Π∗ is said to be positive if either of the following
three cases holds:
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(i) ℓ > 0, (ii) ℓ = 0 , n > 0, (iii) ℓ = n = 0 , γ > 0.
We write (ℓ, n,γ) > 0 if (ℓ, n,γ) is positive.
Definition 3.2. A Jacobi form of weight k ∈ Z associated with Π = (Π, 〈 , 〉) is a meromorphic
function Φk : H1 ×ΠC → C satisfying
1. For any
(
a b
c d
) ∈ SL2(Z),
Φk
(
aτ + b
cτ + d
,
z
cτ + d
)
= (cτ + d)ke
[
c〈z, z〉
2(cτ + d)
]
Φk(τ, z) . (3.3)
2. For any λ,µ ∈ Π,
Φk(τ, z + λτ + µ) = e
[
−
(〈λ,λ〉
2
τ + 〈λ, z〉
)]
Φk(τ, z) . (3.4)
3. Φk can be Fourier-expanded in some appropriate region of H1 ×ΠC as
Φk(τ, z) =
∑
n≥−n0
γ∈Π∗
D(n,γ) qnζγ , (3.5)
where n0 is some non-negative integer and we have introduced the notation q = e[τ ] and
ζ
γ = e[〈γ, z〉].
Remark 3.6. Since Φk(τ,−z) = (−1)kΦk(τ, z), we have D(n,−γ) = (−1)kD(n,γ).
Definition 3.7. Suppose that (Π, 〈 , 〉) is positive definite. Then Φk in Definition 3.2 is said to
be nearly holomorphic if n0 > 0 while it is said to be weak if n0 = 0.
Let g be a simple Lie algebra of rank s with a fixed Cartan subalgebra h and W (g) the Weyl
group of g. We identify h with h∗ using the Killing form ( , ). We extend ( , ) by C-linearity. We
normalize the highest root θ as (θ, θ) = 2. Let Q∨ = (Q∨, ( , )) be the coroot lattice of g. Then
Q∨ is a positive definite even integral lattice of rank s and P = (Q∨)∗ is the weight lattice of g.
With this data we used in [65] the notion of Weyl-invariant Jacobi forms following [100]:
Definition 3.8. A Weyl-invariant Jacobi form φk,m of weight k and index m is a Jacobi form of
weight k associated with the lattice Q∨(m) in the sense of Definition 3.2 such that it is invariant
under the action of W (g) on Q∨(m)C.
We note that a weak Jacobi form of even weight in the sense of [27] is a weak Weyl-invariant
Jacobi form of A1.
Let
E2k(τ) = 1− 4k
B2k
∞∑
n=1
σ2k−1(n)qn, (k ≥ 1) , (3.9)
denote the normalized Eisenstein series of weight 2k where σk(n) =
∑
d|n
dk.
Definition 3.10. A meromorphic function on H1 ×ΠC is called a quasi Jacobi form of weight k
associated with Π if it is expressed for some integer k0 as
∑k
k′=k0 pk−k′(E2, E4, E6)Φk′ where Φk′
is a Jacobi form of weight k′ associated with Π and pk−k′ (E2, E4, E6) ∈ C[E2, E4, E6] is a quasi
modular form [61] of weight k − k′.
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3.2 Hecke operators and liftings
In this section we assume that Φk is a quasi Jacobi form of weight k associated with an even
integral lattice Π having Fourier expansion (3.5).
Definition 3.11. For ℓ = 1, 2, . . . the action of the Hecke operator Vℓ on Φk is defined, as in [27],
by
Φk|Vℓ(τ, z) := ℓk−1
∑
ad=ℓ
a>0
d−1∑
b=0
d−kΦk
(
aτ + b
d
, az
)
. (3.12)
The following relation has already been used in [65]:
Lemma 3.13.
∞∑
ℓ=1
pℓΦk|Vℓ(τ, z) =
∑
ℓ,n,γ
ℓ>0
D(ℓn,γ) Li1−k(pℓqnζγ) . (3.14)
Proof. From the definition (3.12) the left hand side is equal to
∞∑
ℓ=1
pℓℓk−1
∑
ad=ℓ
a>0
d−1∑
b=0
d−k
∑
n,γ
D(n,γ)e [bn/d] qna/d(ζγ)a . (3.15)
By performing the sum over b we obtain
∞∑
ℓ=1
pℓℓk−1
∑
ad=ℓ
a>0
d−k+1
∑
n,γ
D(nd,γ)qna(ζγ)a
=
∞∑
d=1
∑
n,γ
D(nd,γ)
∞∑
a=1
ak−1(pdqnζγ)a .
(3.16)
However, the last expression is equal to the right hand side of (3.14).
This lemma urges us to introduce:
Definition 3.17. The action of the Hecke operator V0 on Φk is defined by
Φk|V0(τ, z) :=
D(0,0)
2
ζ(1 − k) +
∑
(0,n,γ)>0
D(0,γ) Li1−k(qnζ
γ) . (3.18)
Combining (3.14) and (3.18) we find that
Lemma 3.19.
∞∑
ℓ=0
pℓΦk|Vℓ(τ, z) =
D(0,0)
2
ζ(1− k) +
∑
(ℓ,n,γ)>0
D(ℓn,γ) Li1−k(pℓqnζγ) . (3.20)
Remark 3.21. Since ζ(1) diverges, the definition (3.18) and hence (3.19) are meaningless for k = 0
as they stand. Nevertheless the case k = 0 is the most important one in the next subsection. To
treat this case adequately one would have to make an analytical continuation in k and regularize the
divergence properly. However, in the following we will adopt a simple-minded approach keeping
ζ(1) as the divergent sum
∑
h>0
1
h in the intermediate process of calculations and discard the
diverging ζ(1) in the end. Hopefully this will make the manipulations below transparent although
they are admittedly formal.
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3.3 Lorentzian lattices and Jacobi forms of weight zero
So far we have been quite general. In the following we will choose a specific Lorentzian lattice Π
and an associated Jacobi form Φ0 of weight zero.
Fix a simple Lie algebra g of rank s (with the convention mentioned before) and an associated
nearly holomorphic Weyl-invariant Jacobi form of weight −2 and index m denoted henceforth as
φ−2,m. We will focus on the even Lorentzian lattice of signature (s, 1):
Π = Q∨(m)⊕ 〈−2〉 . (3.22)
The reason why we select this lattice will become clear in the next section. We parametrize the
elements of ΠC as
ΠC ∋ z = z ⊕ ν e , (3.23)
where z ∈ Q∨(m)C and ν ∈ C with e being the generator of 〈−2〉.
Since we have Π∗ = P ( 1m )⊕ 〈− 12 〉, we write
Π∗ ∋ γ = γ ⊕ j e∗ , (3.24)
where γ ∈ P ( 1m ) and j ∈ Z with e∗ being the generator of 〈− 12 〉. Then we say γ > 0 if either of
the following possibilities holds
(i) γ > 0, (ii) γ = 0 and j > 0.
We write (ℓ, n, γ, j) > 0 when (ℓ, n,γ) > 0. We also write (ℓ, n, γ) > 0 when (ℓ, n, γ, j) > 0 but
the restriction on j is removed.
Consider
E(τ, ν) := −√−1 ϑ1(τ, ν)
η(τ)3
, (τ, ν) ∈ H1 × C , (3.25)
where
ϑ1(τ, ν) =
√−1(y−1/2 − y1/2)q1/8
∞∏
n=1
(1− qn)(1 − qny)(1− qny−1) , (3.26)
is the odd Jacobi theta function and
η(τ) = q
1
24
∞∏
n=1
(1− qn) , (3.27)
is the Dedekind η function. Obviously,
E(τ, ν) = (y−1/2 − y1/2)
∞∏
n=1
(1− qny)(1− qny−1)
(1− qn)2 . (3.28)
Moreover, this can be expressed in terms of the Eisenstein series:
E(τ, ν) = −√−1x exp
( ∞∑
k=1
(−1)kB2k
2k(2k)!
x2kE2k(τ)
)
, (3.29)
where
y = e[ν] and x = 2πν . (3.30)
The function E(τ, ν) is essentially the prime form on the elliptic curve with modulus τ . It is easy
to see that E(τ, ν)2 is a weak Jacobi form of weight −2 and index 1 in the sense of [27] and it
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actually coincides with φ˜−2,1(τ, ν) in [27], which is one of the two generators of the ring of weak
Jacobi forms with even weights.
We then define
Φ0(τ, z) = Φ0(τ, z, ν) :=
φ−2,m(τ, z)
E(τ, ν)2
, (3.31)
which is apparently a Jacobi form of weight zero associated with Π. Since we have
1
E(τ, ν)2
=
1
(y−1/2 − y1/2)2
∞∏
n=1
(1− qn)4
(1− qny)2(1 − qny−1)2
= − 1
x2
exp
( ∞∑
k=1
(−1)k−1B2k
k(2k)!
x2kE2k(τ)
)
,
(3.32)
we can asymptotically expand Φ0(τ, z, ν) as
Φ0(τ, z, ν) = −
∞∑
g=0
x2g−2ϕ2g−2,m(τ, z) , (3.33)
where ϕ2g−2,m is a quasi Jacobi form obtained from φ−2,m by multiplying a weight 2g quasi
modular form, i.e. an element of weight 2g in Q[E2, E4, E6]. Apparently we have
ϕ−2,m(τ, z) = φ−2,m(τ, z) . (3.34)
We expand ϕ2g−2,m as
ϕ2g−2,m(τ, z) =
∑
n,γ
cg(n, γ)q
nζγ , (3.35)
where ζγ = e[(γ, z)]. Then we have the symmetry property cg(n, γ) = cg(n,−γ).
The expression (y−1/2 − y1/2)−2 appearing in (3.32) has subtle features and will play an im-
portant role later in this paper. It has expansions
(y−1/2 − y1/2)−2 =
∞∑
j=1
jy±j , (|y| ≶ 1) , (3.36)
exhibiting a wall-crossing behavior. On the other hand, precisely on the wall, we have
(y−1/2 − y1/2)−2 = 1
2
∑
j∈Z
|j| yj , (|y| = 1, y 6= 1) . (3.37)
In the rest of this section and the next section we will tacitly assume that we are precisely on
the wall, hence the expansion (3.37). We may thus regard the expression (y−1/2 − y1/2)−2 as an
element of 12 Z[[y, y
−1]] by interpreting it as a formal distribution [60]. The reason for assuming
(3.37) is that the Fourier expansion
Φ0(τ, z, ν) =
∑
n,γ,j
D(n, γ, j)qnζγyj , (3.38)
has the manifest symmetry properties
D(n, γ, j) = D(n,−γ, j) = D(n, γ,−j) . (3.39)
Note that we must have c0(n, γ) ∈ 2Z if we demand D(n, γ, j) ∈ Z.
However, when we attempt an interpretation in terms of D2-D0 bound states in §5 we shall
be mostly off the wall using the expansion (3.36).
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Lemma 3.40.
∑
j
D(n, γ, j)yj = −
∞∑
g=0
x2g−2cg(n, γ) . (3.41)
Proof. This is a direct consequence of (3.33).
Now we would like to consider the actions of the Hecke operators on Φ0 and ϕ2g−2,m and
compare the results. For simplicity we will use the same notation Vℓ (ℓ = 0, 1, 2, . . . ) for both Φ0
and ϕ2g−2,m. For ϕ2g−2,m, the Hecke operator V0 is defined by using the expansion (3.35). Since
we are dealing with (quasi) Jacobi forms of weight zero we should emphasize again what we have
cautioned in Remark 3.21.
The following identity is crucial for our purpose:
Lemma 3.42.
Φ0|Vℓ(τ, z, ν) = −
∞∑
g=0
x2g−2ϕ2g−2,m|Vℓ(τ, z) , (ℓ = 0, 1, 2, . . . ) . (3.43)
Proof. If ℓ > 0, we find that
Φ0|Vℓ(τ, z, ν) = ℓ−1
∑
ad=ℓ
a>0
d−1∑
b=0
Φ0
(
aτ + b
d
, az, aν
)
= ℓ−1
∑
ad=ℓ
a>0
d−1∑
b=0
(
−
∞∑
g=0
(ax)2g−2ϕ2g−2,m
(
aτ + b
d
, az
))
= −
∞∑
g=0
x2g−2ℓ2g−3
∑
ad=ℓ
a>0
d−1∑
b=0
d−(2g−2)ϕ2g−2,m
(
aτ + b
d
, az
)
= −
∞∑
g=0
x2g−2ϕ2g−2,m|Vℓ(τ, z) .
(3.44)
As for the case ℓ = 0, we have
Φ0|V0(τ, z, ν) =
1
2
D(0, 0, 0)ζ(1) +
∑
(0,n,γ,j)>0
D(0, γ, j) Li1(q
nζγyj)
=
1
2
D(0, 0, 0)ζ(1) +
∑
(0,n,γ,j)>0
D(0, γ, j)
∑
h>0
(qnζγyj)h
h
=
1
2
∑
h>0
1
h
∑
j
D(0, 0, j)yjh
+
∑
h>0
∑
(0,n,γ)>0
(qnζγ)h
h
∑
j
D(0, γ, j)yjh
(3.45)
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where we used ζ(1) =
∑
h>0
1
h . Thus Lemma 3.40 shows that
Φ0|V0(τ, z, ν) = −
1
2
∑
h>0
1
h
∞∑
g=0
(hx)2g−2cg(0, 0)
−
∑
h>0
∑
(0,n,γ)>0
(qnζγ)h
h
∞∑
g=0
(hx)2g−2cg(0, γ)
= −
∞∑
g=0
x2g−2

cg(0, 0)
2
ζ(3− 2g) +
∑
(0,n,γ)>0
cg(0, γ) Li3−2g(qnζγ)


= −
∞∑
g=0
x2g−2ϕ2g−2,m|V0(τ, z) .
(3.46)
This completes the proof of (3.43).
Now we set
Fg :=
∞∑
ℓ=0
pℓϕ2g−2,m|Vℓ(τ, z) , (3.47)
as in [65]. We will see in the next section that Fg is an important piece of the Gromov-Witten
potential Fg for certain elliptically and K3 fibered Calabi-Yau 3-folds.
Remark 3.48. Note however that even for g ≥ 2, Fg is not exactly an automorphic form on the type
IV domain but what might be called a quasi automorphic form since we are using a quasi Jacobi
form ϕ2g−2,m for the lifting. The situation is reminiscent of that in [23] where the enumerative
problem associated with the Riemann-Hurwitz theory for elliptic curves was discussed and the
connection to quasi modular forms [61] were explained. At hindsight the encounter with quasi
automorphic forms is inevitable and should be interpreted as the remnant of the holomorphic
anomaly studied in [10]. It also partially explains why some extra work is needed when one uses
the Harvey-Moore method [49] to extract the Gromov-Witten potentials: in the Harvey-Moore
method the automorphic properties are always preserved while what we are after are not precisely
automorphic forms. Although not simply related to the Gromov-Witten potentials, still it might
be possible to preserve the automorphic property by replacing ϕ2g−2,m by a genuine Jacobi form
φ2g−2,m as expected in [65]. At least this was already done in the genus one case.
Lemma 3.19 then tells us that
Proposition 3.49.
Fg = cg(0, 0)
2
ζ(3 − 2g) +
∑
(ℓ,n,γ)>0
cg(ℓn, γ) Li3−2g(pℓqnζγ) . (3.50)
The following infinite product is an essential ingredient when we discuss the string partition
function in the next section:
Proposition 3.51.
exp
( ∞∑
g=0
x2g−2Fg
)
= e−
D(0,0,0)
2 ζ(1)
∏
(ℓ,n,γ,j)>0
(1− pℓqnζγyj)D(ℓn,γ,j) . (3.52)
Proof. We see that
exp
( ∞∑
g=0
x2g−2Fg
)
= exp
(
−
∞∑
ℓ=0
pℓΦ0|Vℓ(τ, z, ν)
)
, (3.53)
by Lemma 3.42. Then (3.52) follows from Lemma 3.19.
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4 String partition function
By utilizing the results obtained in the above we formulate in this section the conjectures on the
Gromov-Witten potentials and the string partition function for Calabi-Yau 3-folds endowed with
specific fibration structures.
4.1 Fibered Calabi-Yau 3-folds
Let Y denote a Calabi-Yau 3-fold as in §2. In this section we use the notations introduced there.
We now list up what we will assume on Y . First, we assume that there exist a K3 fibration
π1 : Y → W1 as well as an elliptic fibration π2 : Y → W2. The two fibrations are assumed to be
compatible. This implies that a generic fiber of π1 is an elliptic K3 surface. We mostly assume
that π2 : Y → W2 has a section. Next we assume that all the singular fibers of π1 : Y → W1
are irreducible. Then W1 ∼= P1 and W2 ∼= Fa (a = 0, 1, . . . , 12) where Fa = PP1(OP1 ⊕ OP1(a))
is a Hirzebruch surface. See for instance, [54]. (In general, the allowed possibilities of the base
of an elliptic Calabi-Yau 3-fold with a section are del Pezzo, Enriques, Hirzebruch or blown-up
Hirzebruch surfaces [83].)
Furthermore the Picard lattice of a generic fiber of π1 : Y → W1, which is necessarily an
elliptic K3, is assumed to coincide with H ⊕ Q∨(−m) where H is the hyperbolic plane, i.e. the
even unimodular indefinite lattice of rank 2 with intersection matrix ( 0 11 0 ), m is some positive
integer and Q∨ is the coroot lattice of some simple Lie algebra g of rank s = l− 3.
With these assumptions we express the complexified Ka¨hler parameters as in [65]:
t1 = log u− log q − a
2
(log p− log q) ,
t2 = log p− log q,
t3 = log q − (γ0, log ζ) ,
ti+3 = (Λi, log ζ) , (i = 1, . . . , s) ,
(4.1)
where Λi (i = 1, . . . , s) are the fundamental weights of g and γ0 is some positive weight. This
parametrization is such that ω1 is the pullback via π1 of the fundamental cohomology class of W1.
We have
ρ1 = 24 , ρ2 = 24 + 12a , ρ3 = 92 . (4.2)
The parametrization (4.1) should allow us to fix a particular “fundamental chamber” in which
we work in the following.
4.2 The main conjectures
As in [65] we assume that there exists a nearly holomorphic Jacobi form of weight −2 and index
m associated with Y in the form
φ−2,m(τ, z) =
Ψ10,m(τ, z)
η(τ)24
, (4.3)
where Ψ10,m(τ, z) is a weak Weyl-invariant (with respect to g) Jacobi form of weight 10 and index
m satisfying Ψ10,m(τ, 0) = −2E4(τ)E6(τ). Sadly, we are aware of neither a general algorithm to
determine the precise form of Ψ10,m(τ, z) from the geometric information of Y nor whether there
are additional conditions on Y for φ−2,m to exist. However at least we must have
c0(−1, γ) = 0 , for γ 6= 0 , c0(−1, 0) = −2 , c0(0, 0) = −χ(Y ) , (4.4)
for the following conjectures to make sense. We substitute (4.3) in the definition (3.31) of Φ0. We
assume that the coefficients D(n, γ, j) are integers so that c0(n, γ) are even integers.
Now we can state our conjectures on the Gromov-Witten potentials:
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Conjecture 4.5. The Gromov-Witten potentials behave as
F0 = F
(0)
0 + F0 +O(q1) ,
F1 = F
(0)
1 + F1 +O(q1) ,
Fg = Fg +O(q1) , for g > 1 ,
(4.6)
where Fg are given by (3.50) and
F
(0)
0 =
1
3!
∑
i,j,k
κijktitjtk ,
F
(0)
1 = −λ1 ∩ [M1,1] ·
∑
i
ρiti = − 1
24
∑
i
ρiti .
(4.7)
In the fundamental chamber, we gave in [65] conjectural formulas of F
(0)
0 and F
(0)
1 expressed in
terms of the data of φ−2,m. This was achieved by employing the elliptic polylogarithm of Beilinson
and Levin [9] which is the holomorphic version of that of Zagier [110]. The result reads as follows:
Conjecture 4.8. In the fundamental chamber we have
F
(0)
0 = log u
{
log p log q − m
2
(log ζ, log ζ)
}
+
(
m
2
− I2
24s
)
log p · (log ζ, log ζ)
+
1
3
(log q)3 − I2
24s
log q · (log ζ, log ζ) + 1
12
∑
γ>0
c0(0, γ)(γ, log ζ)
3 ,
(4.9)
and2
F
(0)
1 = −
1
24
(24 logu+ 24 log p+ 44 log q) +
1
24
∑
γ>0
c0(0, γ)(γ, log ζ) , (4.10)
where log ζ = 2π
√−1z and I2 =
∑
γ>0
c0(0, γ)(γ, γ).
As shown in [65] these formulas are such that if we replace Lir (r = 1, 3) by Lir (r = 1, 3), we
have (at least to the first order in q1)
Fg(u, p, q, ζ) = Fg(u
′, q, p, ζ) , (4.11)
for all g ≥ 0, where
log u′ = log u− (log p− log q) . (4.12)
For the definition of Lir see Appendix A.
Since we have
cg(−1, 0) = mg c0(−1, 0) , (4.13)
and
cg(0, 0) = mg c0(0, 0) , (g 6= 1) , c1(0, 0) = m1 c0(0, 0)− 2c0(−1, 0) , (4.14)
it is easy to check that the conjectured expressions of Fg are consistent with the general results
reviewed in §2.
For concrete examples of Y and some corroboration of Conjectures 4.5 and 4.8 for g = 0, 1,
see [65] and references therein.
If we translate these conjectures on the Gromov-Witten potentials into the language of the
string partition function using Proposition 3.51, we reach the main conjecture of this paper:
2The normalization of F1 differs from that in [65] by m1 =
1
12
.
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Conjecture 4.15. The string partition function behaves as
Z = exp
(
x−2F (0)0 + F
(0)
1
) ∏
(ℓ,n,γ,j)>0
(1− pℓqnζγyj)D(ℓn,γ,j) +O(q1)

 , (4.16)
where we neglected ζ(1) appearing in (3.52).
Eq.(4.16) bears strong resemblance to Borcherds’ infinite product formulas [12]3. This should
be so since we have employed more or less the same kind of lifting procedure. However, the
important difference lies in that we used the lifting of a weight zero Jacobi form associated with a
Lorentzian lattice. This has entailed a more complicated expression of the “Weyl vector” x−2F (0)0 +
F
(0)
1 which exhibits chamber dependence as in the case of the ordinary Weyl vector. It should
be noted that since F
(0)
0 and F
(0)
1 are respectively homogeneously cubic and linear in ti, the
homogeneous degree of x−2F (0)0 +F
(0)
1 as a function of x and ti is one, lending further support to
the interpretation of x−2F (0)0 + F
(0)
1 as the “Weyl vector”.
5 An interpretation in terms of D2–D0 bound states
In eq.(4.16) we observe that the complexified Ka¨hler moduli and the string coupling x are unified
in a rather nice way. In fact, the geometrical origin of the Lorentzian lattice Π we have used may
be attributed to the following relation:
H2(Y,Z)⊕H0(Y,Z) ⊃ H ⊕Q∨(−m)⊕ 〈2〉 = H ⊕Π(−1) , (5.1)
where we identified H0(Y,Z) with the lattice 〈2〉. The (analytically continued) string coupling x
parametrizes H0(Y,C) just as the complexified Ka¨hler moduli parametrize (a cone of) H2(Y,C).
Thus it seems natural to view the string partition function as a function (or a section of the appro-
priate vacuum line bundle) over the extended moduli space whose tangent space is some domain
of H2(Y,C)⊕H0(Y,C). This fact immediately suggests that there should be an interpretation of
the infinite product (4.16) in terms of the bound states of D2- and D0-branes. In the following
we wish to develop some arguments supporting this picture.
Remark 5.2. As mentioned in Introduction, D6- and D4-branes are duals of D0- and D2-branes.
Thus the above extended moduli space is a half of the usual extended moduli space [103] whose
tangent space is contained in ⊕3i=0H2i(Y,C).
In the conjectured expression (4.16) all the information is encoded in the Jacobi form Φ0 or
its Fourier coefficients D(n, γ, j). Our basic expectation in the following is that Φ0 should be
interpreted as the function counting the bound states of a single D2-brane and D0-branes moving
inside the fibers of the K3 fibration.
5.1 Preliminaries
5.1.1 Notations
For a smooth complex projective variety V , we define the Hodge polynomial by
χt,t˜(V ) :=
dim(V )∑
p,q=0
(−1)p+qhp,q(V )tpt˜q , (5.3)
where hp,q(V ) = dimHq(V,ΩpV ). We also introduce
χt(V ) := χt,1(V ) , (5.4)
3 When making this analogy, it should be born in mind that there is a conventional ambiguity: we could replace
Z by Z−1 in the definition of the string partition function.
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which is essentially the Hirzebruch χy genus of V . Note that the Euler characteristic of V is given
by χ(V ) = χ1(V ).
The rth symmetric group Sr naturally acts on V
r = V × · · ·×V (r times) as permutations on
r letters. The quotient is the rth symmetric product V (r) := V r/Sr. In general V
(r) has orbifold
singularities when dim(V ) > 1 while it is smooth when dim(V ) = 1. We set V (0) = {pt}.
Let V be an even dimensional Calabi-Yau manifold. Then the elliptic genus EV (τ, ν) is a weak
Jacobi form of weight 0 and index dim(V )/2 [66] with the expansion
EV (τ, ν) = y− dim(V )/2χy(V ) +O(q) . (5.5)
We have the duality relation χy−1(V ) = y
− dim(V )χy(V ).
Let V be a complex algebraic variety of dimension n and E a coherent sheaf on V . We denote
by Supp(E) the support of E. The dimension of E, denoted as dim(E), is defined to be that of
Supp(E) and E is called of pure dimension m if dim(F ) = m for all nontrivial coherent subsheaves
F ⊂ E.
In the following, by Hk(V,A) we always mean the k
th Borel-Moore homology group [16] with
coefficients in a commutative ring A. The fundamental homology class of V , which is an element
of H2n(V,Z), is denoted by [V ]. If V is smooth, the operation ∩[V ] gives the Poincare´ duality
isomorphism: Hk(V,Z) ∼= H2n−k(V,Z). If V is smooth and compact, the Borel-Moore homology
coincides with the ordinary one.
If W ⊂ V is a closed subvariety with the inclusion ι :W →֒ V , we frequently write [W ] instead
of ι∗[W ].
In this section we usually denote by X a projective K3 surface.
5.1.2 D-brane charges
We recall some generalities on D-brane charges. It has been argued [50] that D-brane charges
in X are associated with Mukai vectors. The Mukai lattice of X is the total integer cohomology
group
H2∗(X,Z) = H0(X,Z)⊕H2(X,Z)⊕H4(X,Z) , (5.6)
endowed with the symmetric bilinear form
〈v, v′〉X = c1 · c′1 − ab′ − a′b , (5.7)
for any v = (a, c1, b) ∈ H2∗(X,Z) and v′ = (a′, c′1, b′) ∈ H2∗(X,Z). Here the notation v = (a, c1, b)
means v = a⊕ c1⊕ b with a ∈ H0(X,Z), c1 ∈ H2(X,Z) and b ∈ H4(X,Z). We have H2∗(X,Z) ∼=
E8(−1)⊕2 ⊕H⊕4 where E8 is the positive definite even unimodular lattice of rank 8.
The Grothendieck groupK0(X) is defined to be the quotient of the free abelian group generated
by all the coherent sheaves (up to isomorphisms) on X by the subgroup generated by the elements
F − E −G for each short exact sequence
0→ E → F → G→ 0 (5.8)
of coherent sheaves on X . In what follows, we shall use the same notation E for both a coherent
sheaf on X and its image in K0(X).
Let v : K0(X)→ ⊕iH2i(X,Q) be the module homomorphism defined by Mukai vectors [85–87],
namely E 7→ v(E) := ch(E)√td(X). Explicitly we have
v(E) =
(
rk(E), c1(E), rk(E) ̺+
1
2
c1(E)
2 − c2(E)
)
, (5.9)
where ̺ ∈ H4(X,Z) is the fundamental cohomology class of X so that ̺∩ [X ] = 1. Thus actually
we have v(K0(X)) ⊂ H2∗(X,Z) since H2(X,Z) is even. This definition is such that
χ(E,F ) :=
2∑
i=0
(−1)i dimExti(E,F ) = −〈v(E), v(F )〉X , (5.10)
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by the Hirzebruch-Riemann-Roch theorem.
The Mukai lattice has several distinguished isometries. For instance, for an invertible sheaf L
on X , the map
v(E) 7→ ch(L)v(E)
= v(E) +
(
0, rk(E) c1(L) , c1(E) ∪ c1(L) + rk(E)
2
c1(L)
2
)
,
(5.11)
gives an isometry of H2∗(X,Z).
Let Q : K0(X)→ ⊕iH2i(X,Q) be defined by
E 7→ Q(E) :=v(E) ∩ [X ]
= (rk(E) [X ], c1(E) ∩ [X ], χ(X,E)− rk(E) ) .
(5.12)
We call Q(E) the D-brane charge of E with its component in H2i representing the D2i-brane
charge. Since Q is a module homomorphism, it follows that
Q(F ) = Q(E) +Q(G) , (5.13)
for each exact sequence (5.8) of coherent sheaves on X . This may be interpreted as the charge
conservation law when making the D-brane state associated with F out of those associated with
E and G.
Let C be a curve on X and let ι : C →֒ X be the inclusion. If E is a coherent sheaf on C, the
direct image ι∗E is a torsion sheaf on X obtained by “extending by zero”. Suppose that we have
the exact sequence (5.8) now for coherent sheaves on C. Since ι∗ is an exact functor, we have
Q(ι∗F ) = Q(ι∗E) +Q(ι∗G) . (5.14)
This may also be regarded as the charge conservation law for D-brane states without D4-branes.
Similar formula holds for a 0-dimensional subscheme instead of C.
The above consideration can be extended almost verbatim to a smooth Calabi-Yau manifold
Y of any dimension. We define Q : K0(Y ) → ⊕iH2i(Y,Q) by E 7→ Q(E) := v(E) ∩ [Y ] where
v(E) = ch(E)
√
td(Y ).
Remark 5.15. In the above, we have defined Q on the Grothendieck group K0(Y ). However, in
more general contexts like homological mirror conjecture [68] or Fourier-Mukai transforms, the
domain of Q must be (naturally) extended from K0(Y ) to the bounded derived category D
b(Y )
of coherent sheaves on Y .
Let V be a smooth variety of dimension n and W an m-dimensional irreducible and reduced
subvariety of V with the inclusion map ι : W →֒ V . Then by using a resolution of singularities
π : W˜ → W and the Grothendieck-Riemann-Roch theorem for singular varieties [34], one can
show [20, §5.8–5.9] that
Lemma 5.16.
chk(ι∗OW ) ∩ [V ] = 0 , for k < n−m,
chn−m(ι∗OW ) ∩ [V ] = [W ] .
(5.17)
Suppose that a coherent sheaf E on V is of pure dimension m. Let Supp(E) = ∪iSi be the
support of E, where Si are irreducible and reduced. We shall define the multiplicity of E along
Si. Let OV,Si be the stalk of OV at Si and EV,Si the stalk of E at Si. Let ISi,Si be the stalk of the
ideal sheaf of Si. Then (OV,Si , ISi,Si) is a local ring with the residue field OV,Si/ISi,Si ∼= K(Si),
where K(Si) is the function field of Si. Since (ISi,Si)
kEV,Si = 0 for some k, there is a filtration
0 ⊂ F 1i ⊂ F 2i ⊂ · · · ⊂ F sii = EV,Si (5.18)
such that F ji /F
j−1
i
∼= K(Si). We define the multiplicity of E along Si by multSi(E) := si. Namely,
multSi(E) is the length of EV,Si as an OV,Si-module.
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Lemma 5.19.
chk(E) ∩ [V ] = 0 , for k < n−m,
chn−m(E) ∩ [V ] =
∑
i
multSi(E)[Si] .
(5.20)
Proof. See [20, §5.8– 5.9].
Proposition 5.21. Suppose that Y is a (smooth) Calabi-Yau manifold.
(i) Let ι : Z →֒ Y be a 0-dimensional subscheme of length d. Then,
Q(ι∗OZ) = (0, . . . , 0, d) . (5.22)
(ii) Let E be a coherent sheaf of pure dimension 1 on Y . If Supp(E) = ∪iCi with Ci being
irreducible and reduced, then
Q(E) = (0, . . . , 0,
∑
i
multCi(E)[Ci], χ(Y,E)) . (5.23)
Proof. (i) is an easy consequence of Lemma 5.19 while (ii) follows from Lemma 5.19, c1(Y ) = 0
and Riemann-Roch.
Corollary 5.24. Let ι : C →֒ Y be an irreducible and reduced curve on Y and F a torsion-free
sheaf on C. Then,
Q(ι∗F ) = (0, . . . , 0, rk(F )[C], χ(C,F )) . (5.25)
Proof. Recall that
χ(C,F ) = χ(Y, ι∗F ) , (5.26)
since Hi(C,F ) ∼= Hi(Y, ι∗F ) for the inclusion ι.
Remark 5.27. If C is smooth, Corollary 5.24 can also be seen (as done in [50] for the case n = 2)
by directly using the Grothendieck-Riemann-Roch theorem for nonsingular varieties:
ch(ι!F ) td(Y ) = ι∗(ch(F ) td(C)) , (5.28)
where ι!F :=
∑
i(−1)iRiι∗F = ι∗F since Riι∗F vanishes for i > 0.
Remark 5.29. We define the degree of F by
deg(F ) := χ(C,F ) − rk(F )χ(C,OC) . (5.30)
Then, we have
χ(C,F ) = deg(F ) + rk(F )(1 − pa(C)) , (5.31)
where pa(C) is the arithmetic genus of C. If F is locally-free, deg(F ) reduces to the ordinary
degree of F with (5.31) being the Riemann-Roch theorem for a singular curve.
Example 5.32. Let Z ⊂ X be a 0-dimensional subscheme of length d and let ι : Z →֒ X be the
inclusion. If we denote the ideal sheaf of Z by IZ we have an exact sequence,
0→ IZ → OX → OX/IZ = ι∗OZ → 0 . (5.33)
Since Q(ι∗OZ) = (0, 0, d) and Q(OX) = ([X ], 0, 1) we obtain
Q(IZ) = ([X ], 0, 1− d) . (5.34)
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5.1.3 Hilbert polynomials
Let HX be an ample invertible sheaf on X . The Hilbert polynomial PE/X(n) ∈ Q[n] of a coherent
sheaf E on X is defined by
PE/X(n) := χ(X,E ⊗H⊗nX ) =
rk(E) deg(X)
2
n2 + deg(E)n+ χ(X,E) , (5.35)
where deg(E) := (c1(E) ∪ c1(HX)) ∩ [X ] and deg(X) := deg(HX). Since [E] 7→ PE/X(n) is a
module homomorphism, we obtain
PF/X(n) = PE/X(n) + PG/X(n) , (5.36)
for each exact sequence (5.8) of coherent sheaves on X .
Let C be a projective irreducible curve polarized by an ample invertible sheaf HC on C. Let
F be a coherent sheaf on C. The Hilbert polynomial of F is similarly given by
PF/C(n) := χ(C,F ⊗H⊗nC ) = rk(F ) deg(C)n+ χ(C,F ) , (5.37)
where deg(C) := deg(HC). Suppose that we have an inclusion ι : C →֒ X . Since ι∗HX is also
ample, one may choose HC = ι
∗HX . Then it follows that
PF/C(n) = Pι∗F/X(n) . (5.38)
This can also be directly checked by using (5.26) and
deg(ι∗F ) = rk(F ) (c1(OX(C)) ∪ c1(HX)) ∩ [X ]
= rk(F ) c1(HX) ∩ ι∗[C] = rk(F ) deg(HC) .
(5.39)
Comparing (5.35) and (5.37) with the expressions of D-brane charges one finds that the coeffi-
cients of Hilbert polynomials are, in a sense, scalar projections of D-brane charges. In particular,
if D4-brane charges vanish, D0-brane charges coincide with the constant terms of Hilbert polyno-
mials. This fact may be a useful observation later in this section.
5.1.4 Some moduli spaces
Let E be a coherent sheaf on X . Fix an ample invertible sheaf HX on X and expand PE/X(n) in
the form PE/X(n) =
∑dim(E)
i=0 αi(E)n
i/i!. A coherent sheaf E on X is called semi-stable (stable)
if it is pure and satisfies
PE′/X(n)
αdim(E′)(E′)
≤ PE/X(n)
αdim(E)(E)
(
PE′/X(n)
αdim(E′)(E′)
<
PE/X(n)
αdim(E)(E)
)
, (n≫ 0) , (5.40)
for any proper subsheaf E′ ⊂ E. There is another notion of stability due to Mumford:
1. The case where rk(E) > 0: A coherent sheaf E is slope semi-stable (stable) if it is torsion-free
and satisfies
deg(E′)
rk(E′)
≤ deg(E)
rk(E)
(
deg(E′)
rk(E′)
<
deg(E)
rk(E)
)
, (5.41)
for any subsheaf E′ of 0 < rk(E′) < rk(E).
2. The case where rk(E) = 0: A coherent sheaf E is slope semi-stable (stable) if it is of pure
dimension 1 and
χ(X,E′)
deg(E′)
≤ χ(X,E)
deg(E)
(
χ(X,E′)
deg(E′)
<
χ(X,E)
deg(E)
)
, (5.42)
for any subsheaf E′ of 0 < deg(E′) < deg(E).
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By (5.35) and (5.37), we have the following relations:
slope stable⇒ stable⇒ semi-stable⇒ slope semi-stable. (5.43)
Let MHX (v) be the moduli space of semi-stable (with respect to HX) sheaves on X with
D-brane charge v ∩ [X ]. Let MsHX (v) ⊂ MHX (v) be the subset parametrizing stable sheaves.
If MsHX (v) is not empty, it is smooth of dimension 〈v, v〉X + 2. If v is primitive and HX is a
general point of the ample cone of X ,MHX (v) =MsHX (v) andMHX (v) is irreducible symplectic
(hence hyperka¨hler). Since the choice of HX is not so important, we usually denote MHX (v) by
M(v). In the following, we deal with the cases where M(v) =Ms(v). If v ∩ [X ] is expressed as
(r[X ], [C], a), we frequently use the notation M(r, C, a) for M(v). When the isomorphism class
[E] of a coherent sheaf E belongs to M(v), we simply write E ∈ M(v) instead of [E] ∈ M(v).
For more details on M(v) see the original works [85–87] or an exposition [56], and for recent
developments on M(v) see [91, 92, 108, 109].
Let V be a projective scheme polarized by an ample invertible sheaf HV . Fix a coherent sheaf
F on V . Informally speaking, the Grothendieck Quot-scheme Quot
P (n)
F/V parametrizes quotient
sheaves of F having a common Hilbert polynomial P (n) or equivalently exact sequences 0→ E →
F → G → 0 such that PG/V (n) = P (n). If V is an S-scheme we can similarly consider relative
Quot-schemes Quot
P (n)
F/V/S . See [47, 56] for more details.
Example 5.44. A fundamental case is the Hilbert scheme X [d] := HilbdX = Quot
d
OX/X of 0-
dimensional subschemes of length d in X . In this case relevant short exact sequences are in
the form (5.33) and X [d] is an irreducible symplectic manifold of dimension 2d. If C ⊂ X is an
irreducible curve we have
X [d] ∼=M(1, 0, 1− d) ∼=M(1, C, pa(C)− d) , (5.45)
where the first isomorphism is obtained by sending a 0-dimensional subscheme Z ⊂ X to its ideal
sheaf IZ (cf. (5.34)) while the second one reflects the isometry (5.11) and is obtained by sending
a 0-dimensional subscheme Z to IZ(C) := IZ ⊗OX(C).
5.2 D0-branes bound to a rigid smooth D2-brane in a Calabi-Yau man-
ifold
We begin by considering a single D2-brane wrapping around a fixed closed (nonsingular) Riemann
surface Ch of genus h so that the world-volume of the D2-brane is Ch ×R with the time running
in the direction of R. Let us imagine that this D2-brane is bound to collections of D0-branes.
Taking into account the fact that D0-branes are the pure magnetic sources as seen from the D2
brane, we may regard D0-branes as vortices. To concretely realize vortices one may consider, as
the effective world-volume theory of the combined system, N = 2 abelian Higgs model [26] or
more generally N = 2 abelian Born-Infeld type theory [21] on Ch × R . The precise form of the
effective theory does not matter since the BPS conditions are universal [21] and are given by the
so-called (abelian) vortex equations on Ch. Thus the moduli space of the relative configuration of
D0-branes with respect to the fixed D2 brane should coincide with the moduli space of vortices.
The mathematics of the vortex equations on closed Riemann surfaces has been much investi-
gated in the literature [14,15]4. We now review this subject rather in detail since it is conceptually
important in what follows.
Suppose that a hermitian C∞ line bundle (i.e. U(1)-bundle) L → Ch is given. Let A be the
space of unitary connections on L and Ω the space of C∞ sections of L. Our convention is such
that
√−1A is a real-valued 1-form on Ch if A ∈ A. The curvature two-form is given by FA = dA
and the covariant derivative DA = d+A can be decomposed as DA = ∂A + ∂¯A where ∂A and ∂¯A
are respectively the (1, 0) and (0, 1) part of DA. Since ∂¯A determines a holomorphic structure on
L, we can view A as the space of holomorphic structures on L.
4The vortex equations have also appeared as the BRST fixed configurations in Witten’s analysis of two dimen-
sional linear sigma models [105].
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Let ω denote the Ka¨hler form on Ch. Then the vortex equations are the equations for (A, φ) ∈
A× Ω given by:
∂¯Aφ = 0 ,
ΛωFA −
√−1(|φ|2 − c2) = 0 , (5.46)
where Λω is the adjoint of ∧ω and c is a real constant. The first equation of (5.46) means that
the section φ is holomorphic with respect to the holomorphic structure determined by ∂¯A. Thus,
in order to have a solution for φ we must have d := deg(L) ≥ 0. The integration of the second
equation of (5.46) gives the stability condition
d <
c2
2π
Area(Ch) , (5.47)
which is necessary for the existence of solutions. The sufficiency was also shown in [14].
The space A × Ω is equipped with a natural Ka¨hler, hence symplectic structure. The action
of the U(1) gauge group G on A × Ω is symplectic and has a moment map given by µ(A, φ) =
ΛωFA −
√−1|φ|2. Let S = {(A, φ) ∈ A × Ω | φ 6≡ 0 and ∂¯Aφ = 0} be the set of solutions to the
first equation of the vortex equations. Then the moduli space of vortices is given by the symplectic
quotient {
µ−1
(−√−1c2) ∩ S} /G . (5.48)
The complex gauge group GC acts on A×Ω leaving S invariant. We can identify the complex
quotient
S/GC , (5.49)
with the set of effective divisors of degree d on Ch, hence with the d
th symmetric product C
(d)
h
which is a smooth d dimensional Ka¨hler manifold. This is so since every nonzero holomorphic
section of an invertible sheaf determines an effective divisor and vice versa up to scalars. Indeed,
there is a natural morphism (the Abel-Jacobi map)
A
d : C
(d)
h → PicdCh , (5.50)
taking an effective divisor D of degree d to the invertible sheaf OCh(D) such that every fiber
(A d)−1(OCh(D)) is a projective space PH0(Ch,OCh(D)) ∼= |D|. In other words,
C
(d)
h
∼= {(L,U) | L ∈ PicdCh , U ⊂ H0(Ch, L), dimU = 1} . (5.51)
Let K be a canonical divisor of Ch. If d > 2h − 2, the morphism A d makes C(d)h a projective
bundle over PicdCh since
Ext1(OCh(−D),OCh) ∼= H1(Ch,OCh(D)) ∼= H0(Ch,OCh(K −D))∗ = 0 , (5.52)
so that we have dimH0(Ch,OCh(D)) = d + 1 − h by the Riemann-Roch theorem. This can
be rephrased in the following way. Let P be the Poincare´ line bundle over PicdCh ×Ch with
P|{L}×Ch ∼= L for every L ∈ PicdCh and let ν : PicdCh ×Ch → PicdCh be the projection. Then, if
d > 2h− 2, ν∗P is a vector bundle of rank d+ 1− h and we have C(d)h ∼= P(ν∗P).
If d ≥ 0 and the stability condition is satisfied, the two quotients (5.48) and (5.49) are iso-
morphic. This is a story familiar in the context of the Kobayashi-Hitchin correspondence [74].
Therefore, the moduli space of vortices can be identified with the symmetric product C
(d)
h with d
being the number of vortices.
The cohomology of C
(d)
h was studied by Macdonald [75]. In particular we have
∞∑
d=0
χt,t˜(C
(d)
h )y
d =
(1− ty)h(1− t˜y)h
(1− y)(1− tt˜y) , (|y| < 1 , |tt˜y| < 1) . (5.53)
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This immediately leads to
∞∑
d=0
χt(C
(d)
h )y
d = (1 − ty)h−1(1 − y)h−1 , (|y| < 1 , |ty| < 1) , (5.54)
and
∞∑
d=0
χ(C
(d)
h )y
d = (1− y)2h−2 , (|y| < 1) . (5.55)
Thus we find that χ(C
(d)
0 ) = d+1, which is consistent with the isomorphism C
(d)
0
∼= Pd. For h ≥ 1
it follows that
χ(C
(d)
h ) =
{
(−1)d(2h−2d ) if d ≤ 2h− 2,
0 if d > 2h− 2. (5.56)
The vanishing of χ(C
(d)
h ) for d > 2h − 2 can also be seen as follows. As mentioned C(d)h is
a projective bundle over PicdCh . Since Pic
d
Ch
is homeomorphic to T 2h, we see that χ(C
(d)
h ) =
χ(Pd−h)χ(T 2h) = 0.
Now going back to our problem, we suppose that the smooth Riemann surface Ch can be
embedded in X (or more generally a smooth Calabi-Yau manifold Y ). In view of Corollary 5.24,
Remark 5.29 and (5.55), the appropriate state counting function of the bound system of aD2-brane
wrapping once around Ch and D0-branes sticked to Ch may be given by
∞∑
d=0
χ(C
(d)
h )y
d+1−h = (y−1/2 − y1/2)2h−2 , (|y| < 1) . (5.57)
This expression obviously enjoys the symmetry property under the exchange y ↔ y−1. This is
gratifying since the variable y will be identified with the one in the previous sections and in that
case the symmetry is required from the fact we are considering a closed string theory.
Remark 5.58. The shift of D0-brane charge can formally be incorporated by considering the line
bundle L˜ = L⊗OCh(K)−1/2 instead of L since deg(L˜) = χ(Ch, L). This twisting of the line bundle
is very much reminiscent of that in the theory of the Seiberg-Witten monopole equations for 4-
manifolds [106]. This should not be too much surprising since it is known that the vortex equations
and the monopole equations are closely related [36]. The vortex equations can be considered as
the dimensional reduction of the monopole equations. Indeed, the expression (y−1/2 − y1/2)2h−2
is also equal to the Donaldson or Seiberg-Witten series of Ch × T 2 [82] with the symmetry under
the exchange y ↔ y−1 being the charge conjugation symmetry of the monopole equations. For
h ≥ 1, this was shown also in [11]. There is subtlety when h = 0 since b+2 (C0 × T 2) = 1 and there
is a wall-crossing phenomena (cf. (3.36)). In this case a path integral justification requires the
evaluation of the u-plane integral [81] which has been done in [79].
Remark 5.59. Given a real 3-dimensional manifold M we associate the variables yi to the genera-
tors of the free part of H1(M,Z). Then the Reidemeister torsion
5 τ(M ; yi) of M is closely related
to the Alexander polynomial [97]: If b1(M) > 1, τ(M ; yi) coincides with the Alexander polynomial
∆M (yi) ∈ Z[yi, y−1i ] which can be made symmetric under the exchange yi ↔ y−1i . If, on the other
hand, b1(M) = 1 and ∂M = ∅, we have
τ(M ; y) =
∆M (y)
(y−1/2 − y1/2)2 , ∆M (y) ∈ Z[y, y
−1] , (5.60)
where ∆M (y) is the Alexander polynomial symmetric under the exchange y ↔ y−1. In particular,
we have
τ(Ch × S1; y) = (y−1/2 − y1/2)2h−2 , (5.61)
5The Reidemeister torsion is essentially equal to the Ray-Singer torsion [18, 84, 95].
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where y is associated with [S1]. See for instance, [18, 84]. According to Meng and Taubes [80],
τ(M ; yi) coincides with the Seiberg-Witten series of M defined through the 3-dimensional version
of the Seiberg-Witten monopole equations. See also a recent work [79] for the connection between
the Donaldson-Witten partition function and the Reidemeister torsion. See also [33] for a relation
between the Seiberg-Witten series of 4-manifolds and knot theory. It is rather curious to note
that, in the following, we will encounter expressions quite similar to (5.60).
Remark 5.62. Another reason for the significance of (y−1/2 − y1/2)2h−2 is the following. Let Ch
be a rigid [93] smooth curve of genus h in a Calabi-Yau 3-fold Y where “rigid” means that the
normal bundle N = NCh/Y satisfies H
0(Ch, N) = 0. Let p : Cg,0(Ch, [Ch]) → Mg,0(Ch, [Ch]) be
the universal curve and µ : Cg,0(Ch, [Ch])→ Ch the universal evaluation map. Then it was proved
in [93] that
(y−1/2 − y1/2)2h−2 = (−1)h−1
∞∑
g=h
x2g−2mg→h , (5.63)
where y = exp(
√−1x) and
mg→h := e(R1p∗µ∗N) ∩ [Mg,0(Ch, [Ch])]vir . (5.64)
Note that mg in §2 is equal to mg→0 and mh→h = 1. Eq.(5.63) is important in the sense that it
plays a key role in relating the D2-D0 state counting and the Gromov-Witten invariants.
5.3 A D2-brane moving in K3
As a warm-up for the next subsection we briefly recall the situation where a single D2-brane (not
bound to any D0-branes) moves in X . This case was first studied in [107].
Let C be an irreducible and reduced curve (which is not necessarily smooth) in X . One can
consider the (component of) generalized Picard scheme PicdC parametrizing invertible sheaves of
degree d on C up to isomorphisms. Although PicdC is not complete in general, one can consider its
compactification PicdC as the set of isomorphism classes of rank-1 torsion-free sheaves of degree d
on C where the degree of a rank-1 torsion-free sheaf L is defined by χ(C,L)−χ(C,OC). Tensoring
with an invertible sheaf of degree k gives an isomorphism : PicdC
∼−→ Picd+kC .
Let Ch ⊂ X be a connected nonsingular curve of genus h. Then the complete linear system |Ch|
is the set of all effective divisors linearly equivalent to Ch and |Ch| ∼= Ph. The latter statement can
be seen as follows. First we have H2(X,OX(Ch)) ∼= H0(X,OX(−Ch))∗ = 0 by vanishing theorem.
The exact sequence 0 → OX → OX(Ch) → ωCh → 0, where ωCh := OCh(Ch) is a canonical
sheaf on Ch, leads, by using H
1(X,OX) = 0, to an exact sequence 0 → H1(X,OX(Ch)) →
H1(Ch, ωCh) → H2(X,OX) → 0. Since the map H1(Ch, ωCh) → H2(X,OX) is surjective and
both spaces are 1-dimensional, the kernel H1(X,OX(Ch)) must vanishes. Then, applying the
Riemann-Roch theorem, we obtain the desired result.
Setting Sh := |Ch|, let Ch ⊂ Sh × X be the universal curve. For the flat family Ch/Sh we
assume that all the fibers of the structure morphism p : Ch → Sh are irreducible and reduced
curves (of arithmetic genus h).
A Sh-flat OCh module F is called a relative rank-1 torsion-free (resp. invertible) sheaf of degree
d on Ch/Sh if at each point s ∈ Sh the fiber Fs is a rank-1 torsion-free (resp. invertible) sheaf of
degree d on the fiber (Ch)s.
Denote by j : J¯ dh → Sh the relative compactified Picard scheme PicdCh/Sh → Sh of degree d
which is the set of isomorphism classes of relative rank-1 torsion-free sheaves of degree d on Ch/Sh.
As before, tensoring with a relative invertible sheaf of degree k provides an isomorphism
σk : J¯ dh ∼−→ J¯ d+kh . (5.65)
Since the fibers of p are Gorenstein, the relative dualizing sheaf ωCh/Sh is a relative invertible sheaf
of degree 2h− 2 on Ch/Sh. Thus we can use this for the construction of σ2h−2.
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Also the map F 7→ F ∗ = HomO(Ch)s (F,O(Ch)s), s ∈ Sh, F ∈ (J¯ dh )s determines an isomorphism
ǫ : J¯ dh ∼−→ J¯−dh , (5.66)
Especially, if we set ǫω := σ2h−2 ◦ ǫ, we obtain
ǫω : J¯ dh ∼−→ J¯ 2h−2−dh . (5.67)
This map is obtained by F 7→ F ⋆ := HomO(Ch)s (F, (ωCh/Sh)s) = F ∗ ⊗ (ωCh/Sh)s. We note that
deg(F ∗) = − deg(F ) and χ((Ch)s, F ⋆) = −χ((Ch)s, F ).
It is known [85–87] that J¯ dh is an irreducible symplectic manifold of dimension 2h and
J¯ dh ∼=M(0, Ch, d+ 1− h) . (5.68)
Yau and Zaslow [107] proposed that the state counting function of a single D2-brane moving
in X is given by
∞∑
h=0
χ
(J¯ 0h ) qh−1 = 1η(τ)24 . (5.69)
This proposal and its implication for the enumeration of nodal rational curves in X were further
studied in [5, 32].
5.4 D0-branes bound to a D2-brane moving in K3
In order to extend the results in §5.2 and describe the bound states of D0-branes and a D2-brane
moving in the K3 surface X , there are two basically different but equivalent points of view. As we
saw in §5.2, the moduli spaces of vortices are isomorphic to the symmetric products of (smooth)
curves. Going to the relative situation, we are led to consider relative Hilbert schemes of points
on curves. This gives the first approach. On the other hand, we also observed that the moduli
spaces of vortices are those of pairs consisting of line bundles on curves and their sections. This
latter viewpoint can be generalized and we are led to consider the so-called coherent systems [72].
5.4.1 Relative Hilbert schemes
We start with the first viewpoint. We assume the same setting as in §5.3. In particular all the
fibers of p : Ch → Sh are irreducible and reduced.
Let X be polarized by an ample invertible sheaf HX . Each fiber (Ch)s is polarized by (ιs)∗HX
where ιs : (Ch)s →֒ X is the inclusion.
Now fix a relative rank-1 torsion-free sheaf F of degree k on Ch/Sh. Since F is Sh-flat and Sh
is connected, the Hilbert polynomial of a fiber,
PFs/(Ch)s(n) = deg((Ch)s)n+ χ((Ch)s,Fs) = deg((Ch)s)n+ k + 1− h , (5.70)
is constant as a function of s ∈ Sh. Fix a positive integer d. Then the relative Quot-scheme
q : QuotdF/Ch/Sh → Sh parametrizes
0 −→ E −→ Fs −→ G −→ 0 , (s ∈ Sh) , (5.71)
where E and G are coherent sheaves on (Ch)s satisfying PG/(Ch)s(n) = d. Let E be the universal
subsheaf and G the universal quotient sheaf corresponding respectively to E and G in (5.71):
0 −→ E −→ (q × idX)∗F −→ G −→ 0. (5.72)
For simplicity, we set q#F := (q × idX)∗F . Notice that
PEu/(Ch)q(u) (n) = deg((Ch)q(u))n+ k − d+ 1− h , u ∈ QuotdF/Ch/Sh . (5.73)
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As for the D-brane charges, we see that
Q((ιq(u))∗Eu) = (0, [Ch], k − d+ 1− h) ,
Q((ιq(u))∗q#Fu) = (0, [Ch], k + 1− h) ,
Q((ιq(u))∗Gu) = (0, 0, d) ,
(5.74)
where u ∈ QuotdF/Ch/Sh . Note that the D-brane charges (5.74) are constant as functions of
u ∈ QuotdF/Ch/Sh . This is intuitively plausible since “charges” must be conserved for a continuous
family of curves.
An important case is F = OCh . By a slight abuse of notation, we denote by C[d]h the relative
Hilbert scheme HilbdCh/Sh = Quot
d
OCh/Ch/Sh parametrizing Sh-flat subschemes of Ch relatively of
dimension 0 and length d. Obviously in this case we have Q((ιq(u))∗Eu) = (0, [Ch],−d + 1 − h).
As we will see later, C[d]h is projective and smooth of dimension d+ h.
One can construct the (degree d component of) Abel-Jacobi map [1] which is the forgetful
morphism
A
d
F : Quot
d
F/Ch/Sh −→ J¯ k−dh , (5.75)
obtained by sending u ∈ QuotdF/Ch/Sh to the isomorphism class of Eu. (cf. (5.68) and (5.74).) The
fiber of A dF at t ∈ J¯ k−dh is isomorphic to PHom(Ch)j(t)(I,Fj(t)) where I is a rank-1 torsion-free
O(Ch)j(t) -module representing t. The map A dF is smooth over t if Ext1(Ch)j(t) (I,Fj(t)) = 0. See [1]
for more details.
By tensoring with a relative invertible sheaf L of degree ℓ we obtain a commutative diagram [1]:
QuotdF/Ch/Sh
∼
⊗L
//
A
d
F

QuotdF⊗L/Ch/Sh
A
d
F⊗L

J¯ k−dh
∼
σℓ
// J¯ ℓ+k−dh
(5.76)
Since ωCh/Sh =: ω is a relative invertible sheaf of degree 2h − 2 (indeed it is isomorphic to
OCh(Ch)), we may take L = ω in (5.76). Thus we obtain a commutative diagram
C[d]h
∼
⊗ω
//
A
d
O

%%L
LL
LL
LL
LL
L
Quotdω/Ch/Sh
A
d
ω

wwnn
nn
nn
nn
nn
n
J¯ dh
J¯−dh
∼
ǫ
99rrrrrrrrr ∼
σ2h−2
// J¯ 2h−2−dh
∼
ǫω
hhPPPPPPPPPPP
(5.77)
where O := OCh . The down diagonal arrows may be viewed as extensions of (5.50). In particular
the south-east arrow C[d]h → J¯ dh is obtained by sending u ∈ C[d]h to (the isomorphism class of) E∗u
where E is the universal subsheaf of O. We note that Q((ιq(u))∗E∗u) = (0, [Ch], d+ 1− h).
When F = ω, the smoothness condition of A dω over t ∈ J¯ 2h−2−dh becomes
Ext1(Ch)j(t)(I, ωj(t))
∼= H0((Ch)j(t), I)∗ = 0 . (5.78)
Since deg(I) = 2h− 2− d, we see that if d > 2h− 2, A dω is smooth over every point of J¯ 2h−2−dh .
Since Hom(Ch)j(t) (I, ωj(t)) ∼= H1((Ch)j(t), I)∗ and χ((Ch)j(t), I) = h − 1 − d, the fibers of A dω for
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d > 2h − 2 are isomorphic to PHom(Ch)j(t)(I, ωj(t)) ∼= Pd−h. Precisely the same result holds for
A dO since we have the commutative diagram (5.77). We refer again to [1] for more details.
It is natural to set C[0]h := Sh ∼= Ph. We also have an isomorphism C[1]h ∼= Ch.
With these preliminaries, we may regard C[d]h as the moduli space of the D2-D0 bound states
in X . In order to count the D2-D0 bound states, we are naturally led to consider a combination
∞∑
h=0
∞∑
d=0
χ(C[d]h ) qh−1yd+1−h , (5.79)
where we stress that the exponent of y measures the D0-brane charge. In the rest of this sub-
subsection, we assume for every h ≥ 0 that Ch satisfies the condition (⋆1) to be explained in
§5.4.2. Then we have
Theorem 5.80. For 0 < |q| < |y| < 1,
∞∑
h=0
∞∑
d=0
χ(C[d]h ) qh−1yd+1−h =
1
χ10,1(τ, ν)
, (5.81)
where
χ10,1(τ, ν) = η(τ)
24E(τ, ν)2
= (y−1/2 − y1/2)2 q
∞∏
n=1
(1− qn)20(1− qny)2(1 − qny−1)2 .
(5.82)
This result may be viewed as an amalgamation of (5.57) and (5.69). The proof of this theorem
is given later when we reformulate the problem in terms of coherent systems.
By putting w = q/y we can cast Theorem 5.80 in a more symmetric form:
Corollary 5.83. For 0 < |w| < 1, 0 < |y| < 1,
∞∑
h=0
∞∑
d=0
χ(C[d]h )whyd
=
∞∏
n=1
1
(1− (wy)n)20(1− (wy)n−1w)2(1− (wy)n−1y)2 .
(5.84)
Since the right hand side is symmetric under the exchange of w and y we readily obtain
Corollary 5.85. (degree-genus duality)
χ(C[d]h ) = χ(C[h]d ) . (5.86)
We note that χ10,1(τ, ν) is the (unique up to a multiplicative constant) cusp Jacobi form of
weight 10 and index 1 and can alternatively be expressed in terms of the Eisenstein(-Jacobi)
series [27]:
χ10,1(τ, ν) =
E6(τ)E4,1(τ, ν)− E4(τ)E6,1(τ, ν)
144
. (5.87)
In fact χ10,1(τ, ν) is the first Fourier-Jacobi coefficient of the Igusa cusp form of weight 10:
χ10(Ω) =
∞∑
n=1
qnχ10,n(τ
′, ν) , (5.88)
where Ω = ( τ νν τ ′ ) ∈ H2. The infinite product representation (5.82) has a beautiful extension to
χ10(Ω) as found by Gritsenko and Nikulin [45]. They applied the exponential lifting procedure by
Borcherds to a particular weak Jacobi form of weight 0 and index 1 which, as we have observed
in [63], happens to be the elliptic genus of K3 surfaces. For a partial review on the relations
between χ10(Ω) and K3 surfaces, see [64].
Now we quote the following result from [19, 28, 39],
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Lemma 5.89. For |q| < min(1, |y|, |y|−1),
1
χ10,1(τ, ν)
=
∞∑
h=0
qh−1
y−hχy(X [h])
(y−1/2 − y1/2)2 . (5.90)
Remark 5.91. This is not precisely in the form presented in [19, 28, 39] but is trivially related to
it.
One may interpret this result in an alternative way since the inverse of χ10(Ω) has also a very
nice expansion. Indeed, the result of [24] can be rephrased as
1
χ10(Ω)
=
∞∑
h=0
qh−1
Eorb
X(h)
(τ ′, ν)
χ10,1(τ ′, ν)
, (5.92)
where Eorb
X(h)
(τ, ν) is the orbifold elliptic genus of X(h). Comparing the limits Im τ ′ →∞ on both
sides of (5.92) one finds that
1
χ10,1(τ, ν)
=
∞∑
h=0
qh−1
y−hχorby (X
(h))
(y−1/2 − y1/2)2 , (5.93)
where Eorb
X(h)
(τ, ν) = y−hχorby (X
(h)) +O(q). It thus follows that
Lemma 5.94.
χorby (X
(h)) = χy(X
[h]) = χy(J¯ dh ) . (5.95)
The second equality will be proved in Theorem 5.151.
Remark 5.96. Naturally we are led to the conjecture:
EorbX(h)(τ, ν) = EX[h](τ, ν) = EJ¯ dh (τ, ν) . (5.97)
Unfortunately this does not follow simply from Lemma 5.94.
Hence, as a corollary to Theorem 5.80, we find that
Corollary 5.98. For any nonnegative integer h and |y| < 1,
∞∑
d=0
χ(C[d]h ) yd+1−h =
y−hχy(J¯ dh )
(y−1/2 − y1/2)2
= (h+ 1)(y−1/2 − y1/2)2h−2 + · · ·
+ χ(J¯ dh )(y−1/2 − y1/2)−2 ,
(5.99)
where the last expression represents the expansion in (y−1/2 − y1/2)2k−2 for k = h, h− 1, . . . , 1, 0.
This should be considered as a generalization of (5.57) and it immediately implies
Corollary 5.100. For d > 2h− 2,
χ(C[d]h ) = (d+ 1− h)χ(J¯ dh ) . (5.101)
Proof. If d > 2h− 2 the only relevant part for the calculation of χ(C[d]h ) is the term
χ(J¯ dh )(y−1/2 − y1/2)−2
in (5.99). Then use the series expansion (3.36) for |y| < 1.
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This result is consistent with the earlier mentioned condition for the smoothness of the Abel-
Jacobi map A dO since χ(P
d−h) = d+ 1− h. Also comparing the coefficients of y1−h in (5.99) one
finds that χ(C[0]h ) = h+ 1, which is consistent with C[0]h ∼= Ph.
Remark 5.102. As remarked before, the expression
y−hχy(J¯ dh )
(y−1/2 − y1/2)2 =
y−hχy(X [h])
(y−1/2 − y1/2)2 , (5.103)
is reminiscent of (5.60) with the numerators playing the role of the symmetrized Alexander poly-
nomial. We are not sure whether this is merely a coincidence or suggests the existence of certain
theories on X × T 2 or X × S1 which give rise to the relative versions of the Seiberg-Witten
invariants.
5.4.2 Coherent systems
Now we turn to the second viewpoint of D2-D0 bound system on X . In the following we simplify
notations by using 〈 , 〉 for 〈 , 〉X .
Suppose that we are given a coherent sheaf E on X and a vector subspace U of H0(X,E) ∼=
Hom(OX , E). The pair (E,U) is called a coherent system [72]. A coherent system (E,U) is
called of dimension m if dim(E) = m. One may equivalently define a coherent system as a sheaf
homomorphism f : U ⊗OX → E, where U is a finite dimensional vector space and E is a coherent
sheaf, with the property that H0(f) : U →֒ H0(X,E) is injective. Throughout this sub-subsection,
we assume that M(v) consists of slope stable sheaves.
Remark 5.104. Assume that v ∩ [X ] = (r[X ], [C], a) with a primitive [C]. Then M(v) consists of
slope stable sheaves E for a general HX if (i) r > 0, (ii) r = 0 and a 6= 0, or (iii) r = 0 and |C|
consists of irreducible and reduced members.
Let6
Systn(v) := {(E,U) | E ∈ M(v), U ⊂ H0(X,E), dimU = n} (5.105)
denote the coarse moduli space of coherent systems constructed by Le Potier [72]. Thus Systn(v)
is a projective scheme.
Definition 5.106. We set
M(v)i := {E ∈ M(v) | dimH0(X,E) = i},
Systn(v)i := p
−1
v (M(v)i),
(5.107)
where pv : Syst
n(v)→M(v) is the natural projection.
Let Ch be an effective divisor on X satisfying C
2
h = 2h − 2. We consider the following two
conditions on Ch:
(⋆1) There is an ample line bundle H such that
Ch ·H = min{L ·H | L ∈ Pic(X), L ·H > 0}. (5.108)
(⋆2) Every member of |Ch| is irreducible and reduced.
Remark 5.109. Obviously, the condition (⋆1) implies the condition (⋆2).
6As remarked before, we use the same notations for isomorphism classes and their representatives.
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Remark 5.110. If Pic(X) = ZCh with h > 1, then Ch satisfies (⋆1). In the moduli space of
polarized K3 surfaces of degree 2h − 2, the locus of (X,Ch) with rk(Pic(X)) > 1 is countable
union of hypersurfaces. Hence for a general point (X,Ch), Pic(X) = ZCh. If π : X → P1 is an
elliptic K3 surface with a section such that Pic(X) = Zσ ⊕ Z f , where σ is a section of π and f
a fiber of π, then Ch = f satisfies (⋆1) with h = 1 and Ch = σ satisfies (⋆1) with h = 0. Indeed,
σ + 3f is ample and f · (σ + 3f) = σ · (σ + 3f) = 1.
Remark 5.111. Under (⋆2), |Ch| always contains a smooth curve [35, p.133–p.135].
Remark 5.112. Whenever we assume the condition (⋆1), we use H in (5.108) for the polarization
of X .
Let Gr(k, l) denote the Grassmannian parametrizing l-dimensional vector subspaces of Ck. The
following is a consequence of [108, Lem. 2.1, Lem. 2.4]:
Lemma 5.113. Assume that Ch satisfies (⋆1) and n ≤ r. Define v, w ∈ H2∗(X,Z) by v ∩ [X ] =
(r[X ], [Ch], a) and w ∩ [X ] = ((r − n)[X ], [Ch], a− n). Any element f : U ⊗OX → E of Systn(v)
is an injection and coker f is a (slope) stable sheaf. Hence we have a morphism
qv : Syst
n(v) −→ M(w)
(f : U ⊗OX →֒ E) 7−→ coker f .
(5.114)
Moreover, by setting m = n− (r + a), we obtain the following diagram:
Systn(v)ipv
ttiii
iii
qv
**VV
VV
V
M(v)i M(w)i−n
(5.115)
where pv is an e´tale locally trivial Gr(i, n)-bundle and qv is an e´tale locally trivial Gr(m + i, n)-
bundle.
More precisely, we proved Lemma 2.1 in [108] under the assumption Pic(X) = ZCh. Since the
same proof as there works under the assumption (⋆1), we obtain the diagram (5.115).
The following is well-known.
Lemma 5.116. Let E be a torsion-free sheaf or a coherent sheaf of pure dimension 1 on X. Let
φ : V0 → E be a surjective homomorphism from a locally-free sheaf V0. Then kerφ is a locally-free
sheaf or kerφ = 0.
Indeed for a torsion-free or a pure dimension 1 sheaf E, depthOX,xEx ≥ 1 for all point x ∈
X , where OX,x and Ex are the stalks of OX and E at x respectively (cf. [56, 1.1]). Since
X is smooth of dimension 2, the homological dimension hdOX,x(Ex) of Ex satisfies an equality
hdOX,x(Ex) + depthOX,xEx = 2. Hence hdOX,x(Ex) ≤ 1, which implies our claim.
The next Lemma is an extension of [108, Lem 5.2].
Lemma 5.117. Under the condition (⋆1), Systn(v) is a smooth scheme of dimension 〈v, v〉+2−
n(n+ 〈v1, v〉), where v1 ∩ [X ] = ([X ], 0, 1), namely v1 = v(OX).
Proof. Let Λ = (E,U) be a point of Systn(v). By He [51], the Zariski tangent space of Systn(v)
at Λ is given by Ext1(Λ,Λ), the obstruction of infinitesimal liftings belong to the kernel of the
composition of homomorphisms
τ : Ext2(Λ,Λ)→ Ext2(E,E) tr→ H2(X,OX) , (5.118)
and
Ext2(Λ,Λ) ∼= Ext2(U ⊗OX → E,E), (5.119)
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where Ext∗(U ⊗ OX → E, ∗) is the hypercohomology associated to the complex U ⊗ OX → E.
Moreover there is an exact sequence
0 // Ext0(Λ,Λ) // Hom(E,E) // Hom(U ⊗OX , E)/V
// Ext1(Λ,Λ) // Ext1(E,E) // Ext1(U ⊗OX , E)
// Ext2(Λ,Λ) // Ext2(E,E) // Ext2(U ⊗OX , E) = 0
(5.120)
where V := im(Hom(U ⊗ OX , U ⊗ OX) → Hom(U ⊗ OX , E)). Then the Serre dual of τ is the
composition of homomorphisms
H0(X,OX)→ Hom(E,E) →֒ Hom(E,U ⊗OX → E) . (5.121)
So we shall prove that Hom(E,U ⊗OX → E) ∼= C. Let
0 −→ OX ⊗ Ext1(E,OX)∗ −→ G −→ E −→ 0 (5.122)
be the universal extension, i.e. the extension class corresponds to the identity element in
End(Ext1(E,OX)) ∼= Ext1(E,OX ⊗ Ext1(E,OX)∗) . (5.123)
We set i := dimExt1(E,OX). Since dimHom(E,U ⊗OX → E) ≥ 1 by (5.121), it is sufficient to
prove that
(1) Hom(E,U ⊗OX → E) −→ Hom(G,U ⊗OX → E) is injective,
(2) Hom(G,U ⊗OX → E) ∼= C.
• Proof of (1): Since there is an exact sequence
Ext−1(O⊕iX , U ⊗OX → E) −→ Hom(E,U ⊗OX → E) −→ Hom(G,U ⊗OX → E), (5.124)
it is sufficient to prove that Ext−1(O⊕iX , U ⊗OX → E) = 0. We note that
Ext−1(O⊕iX , U ⊗OX → E) = ker(Hom(O⊕iX , U ⊗OX)→ Hom(O⊕iX , E)). (5.125)
Since U is a subspace of Hom(OX , E), Ext−1(O⊕iX , U ⊗OX → E) = 0. Hence (1) holds.
• Proof of (2): It follows from [108, Thm. 2.5] that G ∈M(v+ iv1)−〈v1,v+iv1〉, i.e. H1(X,G) = 0.
Hence Ext1(G,OX) = 0 by Serre duality. By the stability of G, we also have Hom(G,OX) = 0.
By the exact sequence
Hom(G,U ⊗OX) −→ Hom(G,E) −→ Hom(G,U ⊗OX → E) −→ Ext1(G,U ⊗OX), (5.126)
Hom(G,E) ∼= Hom(G,U ⊗OX → E). Since Hom(G,E) fits in an exact sequence
Hom(G,O⊕iX ) −→ Hom(G,G) −→ Hom(G,E) −→ Ext1(G,O⊕iX ), (5.127)
and Hom(G,G) ∼= C, we have Hom(G,E) ∼= C. Thus (2) holds.
The proposition below was first shown by Markman [77, Thm. 39].
Proposition 5.128. Assume that Ch satisfies the condition (⋆1). For n ≥ r, we have an isomor-
phism
δ : Systn(r, Ch, a)
∼−→ Systn(n− r, Ch, n− a). (5.129)
If n = 1 and r = 0, then the same assertion holds under the condition (⋆2).
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Proof. For a coherent system f : U ⊗OX → E belonging to Systn(r, Ch, a), our assumptions and
[108, Lem. 2.1] imply that
(i) f is surjective in codimension 1 (and hence dim coker f = 0) and ker f is a (slope) stable
sheaf, or
(ii) f is injective and coker f is a (slope) stable sheaf
according as (i) n > r or (ii) n = r. For the second case, f is also generically surjective. There is
an exact sequence
0 // HomOX (U ⊗OX → E,OX) // HomOX (E,OX) // HomOX (U ⊗OX ,OX)
g
// Ext1OX (U ⊗OX → E,OX) // Ext1OX (E,OX) // Ext1OX (U ⊗OX ,OX)
// Ext2OX (U ⊗OX → E,OX) // Ext2OX (E,OX) // Ext2OX (U ⊗OX ,OX)
Since f is generically surjective, HomOX (E,OX)→ HomOX (U ⊗OX ,OX) is injective. Hence we
obtain HomOX (U ⊗ OX → E,OX) = 0. Since E is torsion-free or of pure dimension 1, Lemma
5.116 implies that Ext2OX (E,OX) = 0. Since U ⊗OX is a free module, ExtkOX (U ⊗OX ,OX) = 0
for all k > 0. Thus we obtain Ext2OX (U ⊗OX → E,OX) = 0. We set D(E) := Ext1OX (U ⊗OX →
E,OX). We shall prove that D(E) is a (slope) stable sheaf of v(D(E))∩[X ] = ((n−r)[X ], [Ch], n−
a). We first compute v(D(E)): In the Grothendieck group K0(X), we have∑
i
(−1)iExtiOX (U ⊗OX → E,OX)
=
∑
i
(−1)iExtiOX (E,OX)−
∑
i
(−1)iExtiOX (U ⊗OX ,OX).
(5.130)
For (a, c1, b) ∈ H2∗(X,Z), we set (a, c1, b)∗ := (a,−c1, b). Then we get
v(
∑
i
(−1)iExtiOX (E,OX)) = v(E)∗
v(
∑
i
(−1)iExtiOX (U ⊗OX ,OX)) = v(U ⊗OX)∗.
(5.131)
Hence we see that v(D(E)) ∩ [X ] = ((n− r)[X ], [Ch], n− a). We next show that D(E) is (slope)
stable: By using the diagram
ker f //

U ⊗OX

// im f

0 // E // E
we have an exact sequence
0 // Ext1OX (coker f,OX) // D(E) // HomOX (ker f,OX)
// Ext2OX (coker f,OX) // 0
Hence D(E) is torsion-free or of pure dimension 1 according as n > r or n = r. If n > r, then ker f
is a (slope) stable vector bundle. Hence (ker f)∗ is also stable, which implies that D(E) is also
(slope) stable. Thus g : U∗ ⊗OX → D(E) is an element of Systn(n− r, Ch, n− a). If n = r, then
ker f = 0, and hence D(E) ∼= Ext1OX (coker f,OX). Since Supp(coker f) is irreducible and reduced,
D(E) is a stable sheaf. Therefore g : U∗ ⊗ OX → D(E) also belongs to Systn(n − r, Ch, n − a).
Hence we obtain a map
δ : Systn(r, Ch, a) −→ Systn(n− r, Ch, n− a). (5.132)
We shall prove that this map is holomorphic. For this purpose, we consider a family f :
U ⊠ OX → E of coherent systems parametrized by a scheme S such that E is flat over S and
U is a vector bundle of rank n on S. Let λ : W0 → E be a surjective homomorphism from a
locally-free sheaf W0 to E . We set W1 := ker(W0 ⊕ U ⊠OX → E). Since Es, s ∈ S is torsion-free
or a coherent sheaf of pure dimension 1, Lemma 5.116 implies that W1 is a locally-free sheaf. We
consider a homomorphism ψ : W1 ⊕ U ⊠OX → W0 ⊕ U ⊠OX sending (x, y) ∈ W1 ⊕ U ⊠OX to
−x+ y ∈ W0 ⊕ U ⊠OX , where we regard W1 and U ⊠OX as subsheaves of W0 ⊕ U ⊠OX . Then
we obtain a morphism of complex which is quasi-isomorphic:
W1 ⊕ U ⊠OX

ψ
// W0 ⊕ U ⊠OX
(λ,f)

U ⊠OX f // E
Since the construction of ψ is compatible with base change and ψs, s ∈ S is generically surjective,
ψ∗s is injective, where ψ
∗ : (W0 ⊕ U ⊠ OX)∗ → (W1 ⊕ U ⊠ OX)∗ is the dual of ψ. Hence
cokerψ∗ = Ext1OS×X (U ⊠ OX → E ,OS×X) is flat over S and (cokerψ∗)s ∼= Ext1OX (Us ⊗ OX →
Es,OX). Let g : U∗ ⊠ OX → cokerψ∗ be the homomorphism induced by the natural inclusion
i : U∗ ⊠ OX →֒ W∗1 ⊕ U∗ ⊠ OX . Then g : U∗ ⊠ OX → cokerψ∗ is a family of coherent systems.
Therefore δ is a holomorphic map. In the same way, we can construct a holomorphic map δ′ :
Systn(n−r, Ch, n−a)→ Systn(r, Ch, a). Then δ′ is the inverse of δ. Indeed, by using the diagram
U∗ ⊠OX _
i

U∗ ⊠OX
g

0 // W∗0 ⊕ U∗ ⊠OX
ψ∗
// W∗1 ⊕ U∗ ⊠OX // cokerψ∗ // 0
we obtain the following diagram
U ⊠OX _
(0,id)

U ⊠OX
δ′(g)

0 // W1 ⊕ U ⊠OX
(−ψ,i∗)
// (W0 ⊕ U ⊠OX)⊕ U ⊠OX // coker(−ψ, i∗) // 0
Then we can easily show that δ′(g) : U ⊠OX → coker(−ψ, i∗) is identified with f : U ⊠OX → E .
Thus δ′ ◦ δ = id. δ ◦ δ′ = id also follows from the same argument.
Corollary 5.133. By the above isomorphism, we have the following diagram:
Systn(v)r+a+i ∼= Systn(w)n+i
pv
ssffff
fff
fff
ff pw
++XXX
XXX
XXX
XXX
M(v)r+a+i M(w)n+i
(5.134)
where v ∩ [X ] = (r[X ], [Ch], a) and w ∩ [X ] = ((n− r)[X ], [Ch], n− a).
Proof. Let U ⊗ OX → E be an element of Systn(v)r+a+i. Since ExtkOX (U ⊗ OX → E,OX) = 0
for k 6= 1, we obtain
Extk+1(U ⊗OX → E,OX) ∼= Hk(X, Ext1OX (U ⊗OX → E,OX)). (5.135)
Since Ext1OX (U ⊗ OX → E,OX) is a stable sheaf of positive degree, Serre duality and (5.135)
imply that
Ext3(U ⊗OX → E,OX) = H2(X, Ext1OX (U ⊗OX → E,OX)) = 0. (5.136)
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By using the canonical exact sequence
0 = Ext1(U ⊗OX ,OX) −→ Ext2(U ⊗OX → E,OX)
−→ Ext2(E,OX) −→ Ext2(U ⊗OX ,OX)→ 0,
(5.137)
we see that
dimH1(X, Ext1OX (U ⊗OX → E,OX)) = dimExt2(U ⊗OX → E,OX)
= dimExt2(E,OX)− n
= dimH0(X,E)− n = r + a+ i− n.
(5.138)
Remark 5.139. We can easily generalize Lemma 5.117, Proposition 5.128 and Corollary 5.133 to
N(mv1, v) in [108].
We now explain the equivalence between relative Hilbert schemes of points on curves and
coherent systems under the condition (⋆2). First we remark that
Lemma 5.140. Under the condition (⋆2),
Syst1(0, Ch, d+ 1− h) ∼= SystCh/Sh(1, J¯ dh ) , (5.141)
where
SystCh/Sh(1, J¯ dh ) := {OC → L | C ∈ Sh = |Ch|, L ∈ Pic
d
C} , (5.142)
is the relative moduli space of coherent systems on p : Ch → Sh.
Proof. Let L ⊠ OX → E be a family of coherent systems parametrized by a scheme S such that
Es ∈ M(0, Ch, d+1−h) for all s ∈ S, where L is a line bundle on S. Replacing E by (L⊠OX)∗⊗E ,
we may assume that L = OS . We consider a locally-free resolution (Lemma 5.116)
0 −→ V1 φ−→ V0 −→ E −→ 0. (5.143)
Then detφ : detV1 → detV0 is injective and it defines an effective Cartier divisor Div(E) on
S × X . Div(E) is called the scheme-theoretic support of E and E is an ODiv(E)-module. Thus
we can regard E as a sheaf on Div(E) and we get a homomorphism ψ : ODiv(E) → E . Since the
construction of Div(E) is compatible with the base change, Div(E) is flat over S and ψs 6= 0 for
all s ∈ S. Thus we get a morphism α : Syst1(0, Ch, d + 1 − h) → SystCh/Sh(1, J¯ dh ). Conversely,
for a flat family of Cartier divisors D ⊂ S × X and a family of coherent systems ψ : OD → E ,
OS×X → OD → E gives a family of coherent systems on S × X , where we regard E as a sheaf
on S × X . Hence we have a morphism β : SystCh/Sh(1, J¯ dh ) → Syst1(0, Ch, d + 1 − h). Clearly
β ◦ α = id. Since every member C ∈ |Ch| is irreducible and reduced, set-theoretically α ◦ β = id.
In particular, Syst1(0, Ch, d+ 1 − h) is isomorphic to the reduced subscheme SystCh/Sh(1, J¯ dh )red
of SystCh/Sh(1, J¯ dh ). Therefore it is sufficient to prove that β induces an injective homomorphism
βx : Tx(SystCh/Sh(1, J¯ dh )) −→ Tβ(x)(Syst1(0, Ch, d+ 1− h)) (5.144)
of Zariski tangent spaces for all x ∈ SystCh/Sh(1, J¯ dh ). Let ψ : OC → E be a coherent system
corresponding to a point x ∈ SystCh/Sh(1, J¯ dh ). Assume that βx(ξ) = 0 for a tangent vector
ξ ∈ Tx(SystCh/Sh(1, J¯ dh )). Let Ψ : OD → E be a family of coherent systems corresponding to ξ,
where D ⊂ S × X is a flat family of Cartier divisors over S := Spec(C[t]/(t2)). We claim that
Div(E) = D. Then α(β(Ψ)) = Ψ, which implies that ξ = 0.
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• Proof of the claim: Our assumption implies that E ∼= OS ⊠ E. In particular, Div(E) = S ×
Div(E) = S ×C. Since E is generated by one element on S × (X r Sing(C)), by the construction
of Div(E), we get
Div(E)|S×(XrSing(C)) = D|S×(XrSing(C)). (5.145)
Since first order deformations of Div(E) = C are classified by H0(C,OC(C)) and the map
H0(C,OC(C))→ H0(C r Sing(C),OC(C)) is injective, it follows from (5.145) that Div(E) = D.
This completes the proof of (5.141).
Remark 5.146. See Lemma 5.175 below.
Let OX → L be an element of Syst1(0, Ch, a) and set C := Supp(L). We have an exact
sequence
0 −→ OX −→ Ext1OX (OX → L,OX) −→ Ext1OX (L,OX) −→ 0, (5.147)
since HomOX (L,OX) = 0. Hence we obtain the following commutative diagram under the condi-
tion (⋆2):
C[d]h = HilbdCh/Sh
A
d
O

Syst1(0, Ch, d+ 1− h)ǫ˜
∼oo
pv

∼
δ
// Syst1(1, Ch,−d+ h)
qw

M(0, Ch,−d+ 1− h) M(0, Ch, d+ 1− h)∼ǫoo ζ
∼ //M(0, Ch,−d+ h− 1)
(5.148)
where v ∩ [X ] = (0, [Ch], d+ 1− h), w ∩ [X ] = ([X ], [Ch],−d+ h), and ζ and ǫ˜ are isomorphisms
defined by
ζ : L 7−→ Ext1OX (L,OX),
ǫ˜ : (OC → L|C) 7−→ (HomOC (L|C ,OC) ⊂ OC). (5.149)
For L ∈M(0, Ch, d+ 1− h), Ext1OX (L,OX) is also supported on C and we have
Ext1OX (L,OX)|C ∼= HomOC (L|C ,OC)⊗ ωC . (5.150)
Hence we may identify ζ with ǫω in (5.67). The diagram (5.148) then implies that we can also
adopt Syst1(0, Ch, d+ 1− h) as the pertinent moduli space of D2-D0 bound states.
The following was first proved by Huybrechts [55] based on the description of moduli spaces
in [91]. We can find a more direct proof in [108].
Theorem 5.151. If Ch is ample or satisfies the condition (⋆1), then M(r, Ch, a) is deformation
equivalent to X [h−ra]. In particular, χt,t˜(M(r, Ch, a)) = χt,t˜(X [h−ra]). Moreover, if r > 0 and
ξ ∈ Pic(X) is primitive, then the same assertions hold for M(r, ξ, a).
Proof. That the assertions hold is guaranteed by [108, Thm. 0.2] unless r = 0 and Ch is not
ample. Hence we may assume that r = 0 and Ch satisfies (⋆1). The following argument is very
similar to the last part of the proof of [108, Thm. 3.6]. Let H be an ample line bundle in (5.108).
Replacing E ∈ M(0, Ch, a) by E ⊗H⊗n ∈ M(0, Ch, a+ n deg(Ch)), n≫ 0, we may assume that
the evaluation map φ : H0(X,E)⊗OX → E is surjective for all E ∈ M(0, Ch, a). By [108, Lem.
2.1], kerφ is a stable sheaf. Then the correspondence
R : M(0, Ch, a) −→ M(a,−Ch, 0)
E 7−→ kerφ (5.152)
gives an immersion. Since M(a,−Ch, 0) is irreducible (indeed deformation equivalent to X [h]), R
is an isomorphism. Therefore M(0, Ch, a) is also deformation equivalent to X [h].
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Remark 5.153. The isomorphism R is called the reflection by v(OX) (cf. [86,108]). Indeed v(OX)
is a (−2)-vector and v(R(E)) = dimH0(X,E)v(OX) − v(E) = −(〈v(OX), v(E)〉v(OX ) + v(E)).
Hence −R(E) is the reflection of v(E) by v(OX). Since a (−2) reflection is an important piece of
the isometry group of the Mukai lattice, it is important to analyze its geometric realization.
Let us set
(ξ)∞ :=
∞∏
n=0
(1 − ξqn) , and Θ(ξ) := (ξ)∞(q/ξ)∞(q)∞ . (5.154)
For each n ∈ Z we define sign(n) by
sign(n) =
{
+1 if n ≥ 0,
−1 if n < 0. (5.155)
Then, the following is well-known:
Lemma 5.156. For 0 < |q| < |ξ1| < 1 and 0 < |q| < |ξ2| < 1,
(q)3∞Θ(ξ1ξ2)
Θ(ξ1)Θ(ξ2)
=
∑
sign(i)=sign(j)
sign(i)qijξi1ξ
j
2 . (5.157)
Proof. See [52, 99, 111].
Now we are in a position to state the main assertion:
Theorem 5.158. Assume that Ch satisfies (⋆1) for all h ≥ 0. Then, for 0 < |q| < |y| < 1,
∞∑
h=0
∞∑
d=0
χt,t˜(Syst
1(0, Ch, d+ 1− h))(tt˜)1−hqh−1yd+1−h
=
−1
q(y)∞(q/y)∞((tt˜y)−1)∞(tt˜yq)∞(tt˜−1q)∞(q)18∞(t−1t˜q)∞
.
(5.159)
In particular, by setting t = t˜ = 1, we obtain
∞∑
h=0
∞∑
d=0
χ(Syst1(0, Ch, d+ 1− h))qh−1yd+1−h = 1
χ10,1(τ, ν)
. (5.160)
Moreover, if Ch is ample and satisfies (⋆2), then χt,t˜(Syst
1(0, Ch, d + 1 − h)) is meaningful and
can be obtained from (5.159) as if Ch satisfied (⋆1).
For the proof of this theorem, we need the notion of virtual Hodge polynomials. For a scheme
V over C, cohomology with compact support H∗c (V,Q) has a natural mixed Hodge structure [22].
Let ep,q(V ) :=
∑
k(−1)khp,q(Hkc (V )) be the virtual Hodge numbers and e(V ) :=
∑
p,q e
p,q(V )tpt˜q
the virtual Hodge polynomial of V . The following properties are useful for the computation of
e(V ). (For more details on virtual Hodge polynomials, see [19, 0.1].)
Lemma 5.161.
(a) Suppose that V has a decomposition V = ∪ki=1Vi into mutually disjoint locally closed subsets.
Then
e(V ) =
k∑
i=1
e(Vi).
(b) If V is a smooth projective variety, then e(V ) = χt,t˜(V ).
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For each integer n, we set
[n] :=
(tt˜)n − 1
tt˜− 1 . (5.162)
Then,
Lemma 5.163. Let π : V → W be an e´tale locally trivial Pn-bundle over W . Assume that V is
projective over W . Then
e(V ) = [n+ 1]e(W ). (5.164)
Proof. We may assume that W is smooth by applying Lemma 5.161 (a) successively. Since π
is a projective morphism, the Leray spectral sequence for π degenerates. Moreover we obtain
R2π∗Q ∼= Q, and hence R2iπ∗Q ∼= Q for 1 ≤ i ≤ n. Since H∗c (V,Q) is the Poincare´ dual of
H∗(V,Q), we obtain our claim.
Proof of Theorem 5.158: By Lemma 5.117, Syst1(0, Ch, d+1− h) is smooth. Hence it is sufficient
to compute the virtual Hodge polynomial e(Syst1(0, Ch, d+ 1− h)).
We start with the computation of e(Syst1(r, Ch, a)), r+ a ≥ 0. Under the condition r+ a ≥ 0,
(5.115) gives the following diagram:
Syst1(r + 1, Ch, a+ 1)r+a+1+i
p1
rrffff
fff
fff
fff
ff
p2
++WW
WWW
WWW
WWW
WW
M(r + 1, Ch, a+ 1)r+a+1+i M(r, Ch, a)r+a+i
where p1 is an e´tale locally trivial P
r+a+i-bundle and p2 is an e´tale locally trivial P
i−1-bundle. By
Lemma 5.163, we have a relation∑
i≥0
[i]e(M(r, Ch, a)r+a+i) =
∑
i≥0
[r + a+ 2 + i]e(M(r + 1, Ch, a+ 1)r+a+2+i)
= [r + a+ 2]e(M(r + 1, Ch, a+ 1))
+ (tt˜)r+a+2
∑
i≥0
[i]e(M(r + 1, Ch, a+ 1)r+a+2+i).
(5.165)
Applying this successively, we see that∑
i≥0
[i]e(M(r, Ch, a)r+a+i)
= [r + a+ 2]e(M(r + 1, Ch, a+ 1)) + (tt˜)r+a+2
∑
i≥0
[i]e(M(r + 1, Ch, a+ 1)r+a+2+i)
= · · ·
= [r + a+ 2]e(M(r + 1, Ch, a+ 1)) + (tt˜)r+a+2[r + a+ 4]e(M(r + 2, Ch, a+ 2))
+ · · ·+ (tt˜)
∑k−1
j=1 (r+a+2j)[r + a+ 2k]e(M(r + k, Ch, a+ k)) + · · · .
(5.166)
Since
e(Syst1(r, Ch, a)) =
∑
i≥0
[r + a+ i]e(M(r, Ch, a)r+a+i) (5.167)
and
∑k−1
j=0 (r + a+ 2j) = (r + a+ k − 1)k, we obtain that
e(Syst1(r, Ch, a)) = [r + a]e(M(r, Ch, a)) + (tt˜)r+a
∑
i≥0
[i]e(M(r, Ch, a)r+a+i)
=
∑
k≥0
(tt˜)(r+a+k−1)k[r + a+ 2k]e(M(r + k, Ch, a+ k)).
(5.168)
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Now using (5.168) with r = 0, we find that∑
h≥0
∑
a≥0
e(Syst1(0, Ch, a))y
a(tt˜)1−hqh−1
=
∑
h≥0
∑
a≥0
∑
k≥0
(tt˜)(a+k−1)k[a+ 2k]e(M(k, Ch, a+ k))ya(tt˜)1−hqh−1
=
∑
h≥0
∑
j≥i
∑
i≥0
(tt˜)(j−1)i[i+ j]e(M(i, Ch, j))yj−i(tt˜)1−hqh−1
=
∑
h≥0
∑
j≥i
∑
i≥0
(tt˜)(j−1)i[i+ j]e(X [(C
2
h)/2−ij+1])yj−i(tt˜)1−hqh−1
=
tt˜
q

∑
j≥i
∑
i≥0
(tt˜)−i[i + j]yj−iqij

(∑
n
e(X [n])(tt˜)−nqn
)
,
(5.169)
where we applied Theorem 5.151 to e(M(i, Ch, j)).
For Syst1(0, Ch,−a), a > 0, we use Corollary 5.133 to find a relation∑
i≥1
[i]e(M(0, Ch,−a)i) =
∑
i≥1
[a+ 1 + i]e(M(1, Ch, 1 + a)a+i+1). (5.170)
By using (5.165) successively and performing a similar calculation as above, we see that∑
h≥0
∑
a>0
e(Syst1(0, Ch,−a))y−a(tt˜)1−hqh−1
=
∑
h≥0
∑
a>0
∑
i≥0
[i]e(M(0, Ch,−a)i)y−a(tt˜)1−hqh−1
=
∑
h≥0
∑
a>0
∑
k≥1
(tt˜)(a+k−1)k−a[a+ 2k]e(M(k, Ch, a+ k))y−a(tt˜)1−hqh−1
=
∑
h≥0
∑
i>j
∑
j≥1
(tt˜)(i−1)j−(i−j) [i+ j]e(M(j, Ch, i))yj−i(tt˜)1−hqh−1
=
∑
h≥0
∑
i>j
∑
j≥1
(tt˜)(j−1)i[i+ j]e(X [(C
2
h)/2−ij+1])yj−i(tt˜)1−hqh−1
=
tt˜
q

∑
i>j
∑
j≥1
(tt˜)−i[i+ j]yj−iqij

(∑
n
e(X [n])(tt˜)−nqn
)
.
(5.171)
Combining the above results we obtain that∑
h≥0
∑
a
e(Syst1(0, Ch, a))y
a(tt˜)1−hqh−1
=
tt˜
q

 ∑
i≥0,j>0
(tt˜)−i[i+ j]yj−iqij


(∑
n
e(X [n])(tt˜)−nqn
)
=
tt˜
q(tt˜− 1)

 ∑
i≥0,j>0
((tt˜y)jy−i − (tt˜y)−iyj)qij

(∑
n
e(X [n])(tt˜)−nqn
)
=
−1
q(1 − (tt˜)−1)
(q)3∞Θ((tt˜)
−1)
Θ(y)Θ((tt˜y)−1)
(∑
n
e(X [n])(tt˜)−nqn
)
,
(5.172)
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where we used Lemma 5.156 in the last step. Since
(q)3∞Θ((tt˜)
−1)
Θ(y)Θ((tt˜y)−1)
=
(q)2∞((tt˜)
−1)∞(tt˜q)∞
(y)∞(q/y)∞((tt˜y)−1)∞(tt˜yq)∞
=
(1− (tt˜)−1)(q)2∞((tt˜)−1q)∞(tt˜q)∞
(y)∞(q/y)∞((tt˜y)−1)∞(tt˜yq)∞
(5.173)
and
∞∑
n=0
e(X [n])(tt˜)−nqn =
1
((tt˜)−1q)∞(tt˜−1q)∞(q)20∞(t−1t˜q)∞(tt˜q)∞
(5.174)
by [19,39], we reach the desired result. The last assertion of the theorem follows from the following
two lemmas. (cf. Remark 5.110.)
Lemma 5.175. Under the condition (⋆2), Syst1(0, Ch, a) is smooth of dimension 2h+ a− 1.
Proof. By Proposition 5.128, Syst1(0, Ch, a) is isomorphic to Syst
1(1, Ch, 1 − a). Hence we shall
prove that Syst1(1, Ch, 1−a) is smooth. Let f : OX → IZ(C) be an element of Syst1(1, Ch, 1−a).
Then condition (⋆2) implies that f is injective and L := coker f is a rank-1 torsion-free sheaf
when restricted to its support C. In order to prove the smoothness of Syst1(1, Ch, 1 − a) at
f : OX → IZ(C), it is sufficient to prove that Hom(IZ(C), L) ∼= C. Since IZ(C)|C/(torsion) ∼= L|C
and L is simple, we obtain our claim.
Lemma 5.176. Let (Xi, Hi), i = 1, 2 be polarized K3 surfaces such that
(i) H21 = H
2
2 .
(ii) Every member of |Hi| is irreducible and reduced.
Then Syst1(0, H1, a) is deformation equivalent to Syst
1(0, H2, a).
Proof. It is sufficient to prove the deformation equivalence of Syst1(1, Hi, 1 − a) (i = 1, 2). By
the connectedness of the moduli space of polarized K3 surfaces, there is a family of polarized
K3 surfaces π : (X ,H) → S such that S is irreducible and there are two points s1, s2 ∈ S
which satisfy (Xsi ,Hsi) = (Xi, Hi). Then there is a family of moduli spaces of coherent systems
φ : Syst1(1,H, 1− a)→ S such that Syst1(1,H, 1− a)s = Syst1(1,Hs, 1− a) and φ is a projective
morphism. Assume that every member of |Hs| is irreducible and reduced for a point s ∈ S. Let
OXs → IZ(Hs) be a point of Syst1(1,Hs, 1 − a). By the proof of Lemma 5.175, τ : Ext2(OXs →
IZ(Hs), IZ(Hs)) → Ext2(IZ(Hs), IZ(Hs)) → H2(Xs,OXs) is injective. By a standard argument,
the obstruction of infinitesimal lifting lives in Ext2(OXs → IZ(Hs), IZ(Hs)). Let c1(H) ∈ Rπ2∗Z
be the relative cohomology class of H. Since Picc1(H)X/S → S is smooth (indeed isomorphic), the
injectivity of τ implies that infinitesimal deformations of OXs → IZ(Hs) are unobstructed. Hence
φ is a smooth morphism at s. In particular, W := {s ∈ S | φ is not smooth at s} is a proper
closed subset of S. Since s1, s2 ∈ S rW and φ|φ−1(SrW ) is smooth, we obtain our claim.
5.5 D0-branes bound to a D2-brane moving in the fibers of the K3
fibration
In the above we have been studying the case where the D2-D0 bound system is moving in a fixed
K3 surface X . Similarly, we should like to investigate the case where the bound system of a single
D2-brane and collections of D0-branes is moving in the fibers of the K3-fibration π1 : Y → W1
described in §4. This is not an easy task in general since the details depend on the choice of
Y and we do not have good control of the relevant moduli spaces as in the single K3 case. So,
unfortunately, there is very little we can say at the moment. However, one easily sees that
Φ0(τ, z, ν) =
Ψ10,m(τ, z)
χ10,1(τ, ν)
. (5.177)
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Actually it was this observation that motivated us to consider the meaning of 1/χ10,1(τ, ν) leading
to the results in §5.4.
Remark 5.178. Let Ys be a generic (smooth) fiber of π1 : Y → W1. By our assumption, Ys is an
elliptic K3 surface with a section. Since in general Ys does not satisfy the conditions in §5.4, we
will need a slight perturbation of the complex structure of Ys in order to apply the results in §5.4.
The argument given in §5.4 naturally suggests that Φ0(τ, z, ν) counts the pertinent D2-D0
bound states in the K3 fibers. An appropriate mathematical setting for justification of this would
probably be again coherent systems of dimension 1 in Y and their moduli spaces.
We should also remark on the following point. While we have assumed |y| < 1 so far in this
section, we previously assumed that |y| = 1 (y 6= 1) when we Fourier-expand Φ0(τ, z, ν) in order
to obtain the infinite product formula of the string partition function. This was to realize the
manifest symmetry D(n, γ, j) = D(n, γ,−j) and may be regarded as the conjugation symmetry
of D0-brane charge. Thus we may suppose that the Fourier coefficients D(n, γ, j) count (with
the conjugation symmetry of D0-brane charge imposed) the bound states of D0-branes and a
D2-brane moving in the fibers of π1 : Y → W1 where the D0-brane charge is j and the D2-brane
charge specifies (n, γ).
The cases of several coincident D2-branes bound to collections of D0-branes are presumably
taken care of by the actions of Hecke operators Vℓ on Φ0.
6 Vertex operators and D2–D0 bound states
In the previous section we encountered the expression
1
χ10,1(τ, ν)
=
1
η(τ)24E(τ, ν)2
, (6.1)
as the enumeration function of the D2-D0 bound states in a K3 surface X . However, as every
string theorist would readily realize, the right hand side coincides with the (unnormalized) one-loop
tachyon two-point function of bosonic open string. This fact immediately leads to an anticipation
that the D2-D0 bound states are related to the theory of vertex operators. In the present section
we will explore this possibility although our understanding of the relation remains admittedly
superficial.
Motivated by the observation in [98], Nakajima [89, 90] and independently Grojnowski [46]
showed that there exists a geometrical realization of the Heisenberg algebra on ⊕nH∗(X [n]). See
also related works [3,71]. It would be most desirable to have similar realizations and interpretations
for what we will see below.
Almost all the technical aspects given below have been known since the era of dual resonance
model [57] which was a precursor of string theory.
6.1 Heisenberg algebra and the Fock space representation
Let (Λ, 〈 , 〉) be an integral lattice of rank ℓ and set V = ΛC. We extend 〈 , 〉 by C-linearity. For
each n ∈ Z let V(n) be a copy of V and set
h =
⊕
n6=0
V(n)⊕ Cκ , h˜ =
⊕
n∈Z
V(n)⊕ Cκ , (6.2)
where Cκ is a 1-dimensional vector space spanned by κ. For a ∈ V , let a(n) denote the corre-
sponding element in V(n). The commutation relations
[a(m), b(n)] = m〈a, b〉δm,−n κ , [a(m), κ] = 0 , (6.3)
make h and h˜ infinite dimensional Lie algebras with h being a Heisenberg algebra.
39
Setting h± =
⊕
n>0 V(±n), we obtain the triangular decompositions:
h = h+ ⊕ Cκ⊕ h− , h˜ = h+ ⊕ Cκ⊕ V(0)⊕ h− . (6.4)
Let S(h−) be the symmetric algebra of h−. This is isomorphic to the ℓ-fold tensor product
of the polynomial ring C[x1, x2, . . . ] in infinitely many commuting variables x1, x2, . . . . The Fock
space S(h−) is graded by assigning the elements of V(−n) the degree n and it becomes an h-
module in the following way. First, a(n) (n ∈ Z−) acts on S(h−) by the left multiplication. For
each n ∈ Z+ let ∂a(n) : h− → C be a linear function determined by b(−k) 7→ n〈a, b〉δn,k for all
b ∈ V and k ∈ Z+. We can uniquely extend ∂a(n) to a derivation on S(h−) for which we keep
the same notation. The action of a(n) (n ∈ Z+) on S(h−) is given by identifying a(n) with ∂a(n).
Finally κ acts as the identity.
Let C[Λ] be the group algebra with linear basis {eα | α ∈ Λ} and multiplication eαeβ = eα+β .
The total Fock space F is defined as
F = S(h−)⊗ C[Λ]
= ∐
α∈Λ
Fα
(6.5)
with Fα = S(h−)⊗ eα. Then F becomes an h˜-module by letting
a(n)(u⊗ eα) = (a(n)u)⊗ eα , (n 6= 0) ,
κ(u⊗ eα) = u⊗ eα , (6.6)
and
a(0)(u⊗ eα) = 〈a, α〉u ⊗ eα . (6.7)
Remark 6.8. It is customary to introduce the twisted group algebra C{Λ} instead of the group
algebra C[Λ] in the standard theory of vertex operators associated with lattices. However, for the
purpose of the present section the ordinary group algebra C[Λ] suffices.
The conjugate linear involution ∗ on h and h˜ is defined through
a(n)∗ = a¯(−n) , κ∗ = κ , (6.9)
where ¯ stands for the complex conjugation.
Then one can introduce a contravariant hermitian bilinear form 〈 | 〉 on F by demanding
〈Au | v〉 = 〈u | A∗v〉 , for all A ∈ h˜ and for all u, v ∈ F
〈1⊗ eα | 1⊗ eβ〉 = δα,β , for all α, β ∈ Λ.
(6.10)
In particular we set 1 = 1⊗ e0. Some useful identities can be easily obtained:
〈a(−n) | b(−n)〉 = n〈a¯, b〉 (6.11)
ea(n)eb(−n) = en〈a¯,b〉eb(−n)ea(n) (6.12)
〈ea(−n) | eb(−n)〉 = en〈a¯,b〉 (6.13)
ea(n)eb(−n)1 = en〈a¯,b〉eb(−n)1 (6.14)
6.2 The Virasoro algebra
Let {ei} be a basis of V and let {ei} be the dual basis with respect to 〈 , 〉 so that 〈ei, ej〉 = δi,j .
We assume that e¯i = ei and e¯
i = ei. Then we have
ℓ∑
i=1
〈a, ei〉〈ei, b〉 = 〈a, b〉 , for all a, b ∈ V . (6.15)
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The Virasoro operators are defined for each n ∈ Z by
L(n) =
1
2
ℓ∑
i=1
∑
m∈Z
: ei(n−m)ei(m) : , (6.16)
where
: a(n)b(m) :=
{
a(n)b(m) if n ≤ m,
b(m)a(n) if n > m .
(6.17)
They satisfy the commutation relations of the Virasoro algebra with the central charge ℓ:
[L(m), L(n)] = (m− n)L(m+ n) + ℓ
12
(m3 −m) δm,−n κ . (6.18)
Using (6.15) it is easy to see that
L(0)(1⊗ eα) = ‖α‖
2
2
(1⊗ eα) , (6.19)
where ‖α‖2 = 〈α, α〉. It is also not difficult show that
[L(m), a(n)] = −ma(m+ n) , (6.20)
from which we obtain a useful identity
qL(0)ea(−n)q−L(0) = eq
na(−n) . (6.21)
6.3 Vertex operators
We set
X±(a, y) :=
∞∑
n=1
y∓n
∓n a(±n) , (6.22)
P±(a, y) := y
d
dy
X±(a, y) =
∞∑
n=1
y∓na(±n) . (6.23)
For |w1| > |w2| we obtain commutation relations:
[X+(a, w1), X−(b, w2)] = 〈a, b〉 log(1− y) , (6.24)
[P+(a, w1), P−(b, w2)] =
〈a, b〉
(y−1/2 − y1/2)2 , (6.25)
where y = w2/w1.
The vertex operator is defined for each α ∈ Λ by
V (α, y) = y
‖α‖2
2 eX−(α,y)eαyα(0)eX+(α,y) , (6.26)
where eα(u⊗ eβ) = u⊗ eαeβ and yα(0)(u⊗ eβ) = y〈α,β〉u⊗ eβ.
It follows from (6.24) that for |w1| > |w2|,
V (α,w1)V (β,w2) = w
‖α‖2
2
1 w
‖β‖2
2
2 (w1 − w2)〈α,β〉
× eX−(α,w1)+X−(β,w2)eα+βwα(0)1 wβ(0)2 eX+(α,w1)+X+(β,w2) .
(6.27)
Using (6.21) we find that
qL(0)V (α, y)q−L(0) = V (α, qy) . (6.28)
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6.4 Two-point correlation functions and D2-D0 bound states
As in §5 let X be a projective K3 surface and for each h ≥ 0 let Ch be a smooth curve of genus
h on X satisfying (⋆1) in §5.4.2. Then we make an identification
Λ = H2∗(X,Z)(−1) ∼= E⊕28 ⊕H(−1)⊕4 , 〈 , 〉 = −〈 , 〉X . (6.29)
(We will try to be general in the following so that most of the results are applicable to surfaces
with vanishing odd cohomologies.)
The connection between the symmetric products of a smooth curve on a surface and vertex
operators has been pointed out by Grojnowski [46] and further discussed by Nakajima [90]. Indeed
it immediately follows from (6.27) that
〈1 | V (−α, 1)V (α, y)1〉 = 1
(y−1/2 − y1/2)‖α‖2 , (|y| < 1) . (6.30)
Consider the expansion
eX−(α,y) =
∞∑
d=0
α(d)yd , (6.31)
where
α(d) = sd(α(−1), α(−2), . . . , α(−d)) , (6.32)
with sd(x1, . . . , xd) being the Schur polynomial of degree d. Then
〈1 | V (−α, 1)V (α, y)1〉 = y ‖α‖
2
2 〈1 | eX+(−α,1)eX−(α,y) 1〉
=
∞∑
m,d=0
〈1 | (α(m))∗α(d)1〉yd+ ‖α‖
2
2
=
∞∑
d=0
〈α(d)1 | α(d)1〉yd+‖α‖
2
2 .
(6.33)
Take α = c1(OX(Ch)). Since ‖α‖2 = −Ch · Ch = 2− 2h it follows from (5.57) and (6.30) that
χ(C
(d)
h ) = 〈α(d)1 | α(d)1〉 . (6.34)
(cf. [46] and Exercise 9.18 in [90].) What we will discuss below is a more complicated relation
between the relative Hilbert schemes C[d]h and vertex operators.
Set ξ′ =
∑ℓ
i=1 ξ
(i)ei for any ξ =
∑ℓ
i=1 ξ
(i)ei ∈ V . Let L : V → V be a linear map and let µ(L)
be the ℓ by ℓ matrix whose (i, j)-th entry is 〈ei,Lej〉. Suppose that µ(L) is diagonalizable and the
real parts of its eigenvalues are positive. Then the Gaussian integral leads to
Lemma 6.35. ∫
dξ¯dξ e−〈ξ¯
′,Lξ〉+〈a,ξ〉+〈b,ξ¯′〉 =
1
detµ(L)
e〈a,L
−1b〉 , (6.36)
where dξ¯dξ =
∏ℓ
i=1 dξ¯
(i)dξ(i)/(2π)ℓ.
The trace of an operator O on F0 can be conveniently expressed in terms of the coherent
states [57]:
TrF0 O =
∞∏
n=1
∫
dξ¯′ndξn e
−〈ξ¯′n,ξn〉〈e 1√n ξ′n(−n)1 | O e 1√n ξn(−n)1〉 . (6.37)
It follows from this representation that
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Proposition 6.38. For 0 < |q| < |y| < 1, we have
TrF0 V (−α, 1)V (α, y)qL(0)−
ℓ
24 =
1
η(τ)ℓE(τ, ν)‖α‖2
. (6.39)
Proof. Using (6.21) the left hand side can be rewritten as
q−
ℓ
24
∞∏
n=1
∫
dξ¯′ndξn e
−〈ξ¯′n,ξn〉〈e 1√n ξ′n(−n)1 | V (−α, 1)V (α, y) e q
n
√
n
ξn(−n)1〉 . (6.40)
Then the integrand of each factor becomes
exp[−〈ξ¯′n, ξn〉]
(y−1/2 − y1/2)‖α‖2 〈e
1√
n
ξ′n(−n)1 | e 1−y
n
√
n
〈α,ξ¯′n〉e
(1−y−n)qn√
n
〈α,ξn〉e
qn√
n
ξn(−n)1〉
=
1
(y−1/2 − y1/2)‖α‖2 exp
[−(1− qn)〈ξ¯′n, ξn〉+ (1−y−n)qn√n 〈α, ξn〉+ 1−yn√n 〈α, ξ¯′n〉] ,
(6.41)
where we used (6.27). By performing the integrals using Lemma 6.35 we thus obtain
1
η(τ)ℓ(y−1/2 − y1/2)‖α‖2 exp
[
‖α‖2
∞∑
n=1
(2− yn − y−n)qn
n(1 − qn)
]
, (6.42)
which can be cast in the desired form thanks to the identity
∞∏
n=1
1
1− tqn−1 = exp
[ ∞∑
n=1
tn
n(1− qn)
]
. (6.43)
Suppose that we are in the situation (6.29). We set α = c1(OX(C0)) so that ‖α‖2 = −C20 = 2.
Since ℓ = 24, we see that the right hand side of (6.39) reduces to 1/χ10,1(τ, ν).
Let N be defined by
L(0) =
1
2
ℓ∑
i=1
ei(0)ei(0) +N . (6.44)
Consider the spectral decomposition N =∑∞d=0 dPd where Pd is the projection operator onto the
eigensubspace with eigenvalue d of F0 with the obvious properties: P
2
d = Pd, PdPs = 0 if d 6= s,
and
∑∞
d=0 Pd = id. Then we find that
Lemma 6.45. For 0 < |q| < |y| < 1,
TrF0 V (−α, 1)V (α, y)qL(0)−
ℓ
24
=
∞∑
h=0
∞∑
d=0
qh−
ℓ
24 yd+
‖α‖2
2 −h TrF0 V (−α, 1)Pd V (α, 1)Ph .
(6.46)
Proof. Using (6.28) we see that the left hand side is equal to
TrF0 V (−α, 1)yL(0)V (α, 1)y−L(0)qL(0)−
ℓ
24
= TrF0 V (−α, 1)yL(0)
∞∑
d=0
Pd V (α, 1)y
−L(0)qL(0)−
ℓ
24
∞∑
h=0
Ph
=
∞∑
h=0
∞∑
d=0
TrF0 V (−α, 1)y
‖α‖2
2 +d PdV (α, 1)y
−hqh−
ℓ
24 Ph .
(6.47)
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An immediate consequence of Lemma 6.45 is the following claim equivalent to Theorem 5.80:
Proposition 6.48. With the identification (6.29) and α = c1(OX(C0)), there exists a relation
χ(C[d]h ) = TrF0 V (−α, 1)Pd V (α, 1)Ph , (6.49)
for each pair (h, d) of nonnegative integers.
Remark 6.50. With this expression at hand the degree-genus duality (5.86) follows immediately
from the cyclic symmetry of the trace and the fact that the right hand side of (6.49) is invariant
under the exchange α↔ −α.
6.5 Two-point correlation functions and elliptic genus
We wish to take this opportunity to make the observation in [64] more explicit. This subsection
is not logically related to the main theme of this paper and may be skipped.
Let us recall the definition of the Weierstraß σ function:
σ(τ, ν) = −2π√−1ν
∏
ω∈Z+Zτ
ω 6=0
(
1− ν
ω
)
exp
[
ν
ω
+
1
2
( ν
ω
)2]
. (6.51)
As is well-known this is related to the Weierstraß ℘-function
℘(τ, ν) :=
1
(2π
√−1)2


1
ν2
+
∑
ω∈Z+Zτ
ω 6=0
(
1
(ν − ω)2 −
1
ω2
)
 , (6.52)
by the relation
℘(τ, ν) = −(y ∂
∂y
)2 log σ(τ, ν) . (6.53)
The σ function is related to the prime form by7
σ(τ, ν) = exp
(
x2E2(τ)/24
)
E(τ, ν)
= −√−1x exp
( ∞∑
k=2
(−1)kB2k
2k(2k)!
x2kE2k(τ)
)
.
(6.54)
In analogy to ℘(τ, ν) let us introduce
Γ(τ, ν) := −(y ∂
∂y
)2 logE(τ, ν) . (6.55)
Then apparently we have a relation:
℘(τ, ν) = Γ(τ, ν) +
1
12
E2(τ) . (6.56)
Note that while ℘(τ, ν) is a (meromorphic) Jacobi form of weight 2 and index 1, Γ(τ, ν) is not.
Explicitly one finds that
Γ(τ, ν) =
1
(y−1/2 − y1/2)2 − y
∂
∂y
∞∑
n=1
( −yqn
1− yqn +
y−1qn
1− y−1qn
)
=
1
(y−1/2 − y1/2)2 + y
∂
∂y
∞∑
n=1
∞∑
k=1
(yk − y−k)qnk
=
1
(y−1/2 − y1/2)2 +
∞∑
n=1
n(yn + y−n)qn
1− qn .
(6.57)
7In the traditional theory of elliptic functions, E2 is usually denoted as η1 up to a scalar multiplication.
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For any b ∈ V and β ∈ Λ such that 〈b, β〉 = 0, define
Ut(β, b, y) = V (β, y)e
tP−(b,y)etP+(b,y) , (6.58)
where t is a formal variable. Observe that
d
dt
Ut(β, b, y)|t=0 = P (b, y)V (β, y) =:W (β, b, y) , (6.59)
where P (b, y) := P+(b, y) + P−(b, y).
Proposition 6.60. Suppose that a, b ∈ V and β ∈ Λ satisfy 〈a, β〉 = 〈b, β〉 = 0. Then, for
0 < |q| < |y| < 1, we obtain that
TrF0Ut(−β, a, 1)Us(β, b, y)qL(0)−
ℓ
24 =
1
η(τ)ℓE(τ, ν)‖β‖2
× exp
(
ts〈a, b〉Γ(τ, ν) + 1
24
(t2‖a‖2 + s2‖b‖2)(1− E2(τ))
)
.
(6.61)
Proof. The calculation is similar to that in the proof of Proposition 6.38. The left hand side is
equal to
q−
ℓ
24
∞∏
n=1
∫
dξ¯′ndξn
1
(y−1/2 − y1/2)‖β‖2 exp
[
ts〈a, b〉
(y−1/2 − y1/2)2
]
× exp[−(1− qn)〈ξ¯′n, ξn〉+ qn〈 (1−y−n)√n β +√n(ta+ sy−nb), ξn〉
+〈1−yn√
n
β +
√
n(ta+ synb), ξ¯′n〉
]
.
(6.62)
By performing the Gaussian integrals we obtain that
1
η(τ)ℓE(τ, ν)‖β‖2
exp
[
ts〈a, b〉
(
1
(y−1/2 − y1/2)2 +
∞∑
n=1
n(yn + y−n)qn
1− qn
)
+ (t2‖a‖2 + s2‖b‖2)
∞∑
n=1
nqn
1− qn
]
.
(6.63)
This readily leads to the desired result.
Suppose again that X is a K3 surface but set Λ = H2∗(X,Z)(−1) ⊕ H(−1) so that ℓ = 26.
Assume that H(−1) is generated by α and β where ‖α‖2 = 2, ‖β‖2 = 0 and 〈α, β〉 = −1. Let
{fi} be a basis of H2∗(X,Z)(−1) and let {f i} be the dual basis. Then (6.59) and Proposition 6.60
show that
η(τ)2
∑24
i=1TrF0 W (−β, f i, 1)W (β, fi, y)qL(0)−26/24
η(τ)2 TrF0 V (−α, 1)V (α, y))qL(0)−26/24
= 24Γ(τ, ν)E(τ, ν)2 . (6.64)
The left hand side is the ratio of two-point functions of vector particles and tachyons if we make
an analogy with bosonic open string. (The expression η(τ)2 stems from the ghost sector.) If we
replace Γ(τ, ν) by the Jacobi form ℘(τ, ν) one obtains the elliptic genus of X in the form presented
in [64]:
EX(τ, ν) = 24℘(τ, ν)E(τ, ν)2 . (6.65)
Remark 6.66. If X is an elliptic K3 surface with a section σ and a fiber f , we may instead set
α = c1(OX(σ)) and β = c1(OX(f)). Then {fi} must be a basis of (Zα + Zβ)⊥.
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7 A conifold and Chern-Simons theory
As a simple application of the infinite product representation of the string partition function,
we now reproduce some earlier obtained results on the relation between topological type IIA
string near a conifold point and the SU(∞) Chern-Simons theory on a 3-dimensional sphere
S3 [41–43,58, 94, 104].
Let us set ξ = q2 = pq
−1. Then it is expected that the limit log ξ → 0 corresponds to the point
where a conifold singularity arises. We first set z = 0, then in the neighborhood of this limit there
is a factor
∞∏
j=−∞
(1− ξyj) |j|2 = exp
( ∞∑
g=0
x2g−2mg Li3−2g(ξ)
)
, (7.1)
raised to the power of c0(−1, 0) = −2 in the infinite product (4.16). Here we used (4.13). Intu-
itively this factor corresponds to the bound states of a D2-brane and D0-branes (with the charge
conjugation symmetry imposed) where the D2-brane wraps once around the shrinking P1 with
log ξ being its complexified Ka¨hler parameter.
According to the fundamental work [101], up to the framing ambiguity the partition function
of the Chern-Simons theory on S3 with gauge group G and a positive integer coupling k is equal to
SkΛ0,kΛ0 where SkΛ0,kΛ0 is one of the entries of the transformation matrix of the level k Weyl-Kac
characters of the affine Lie algebra of G under the modular transformation τ → − 1τ . We recall
that SkΛ0,kΛ0 is expressed by the classical Weyl denominator of G [59]. In the case of G = SU(N),
the partition function ZW (S
3;N, k) can be explicitly written down [17] as
ZW (S
3;N, k) =
(
N
N ′N−1
)− 12 N−1∏
j=1
(
2 sin
πj
N ′
)N−j
, (7.2)
where N ′ = k +N . It is well-known that there exists level-rank duality:
√
NZW (S
3;N, k) =
√
kZW (S
3; k,N) , (7.3)
from which it follows that
ZW (S
3;N, k) =
√
N ′
N
N ′−
N′
4 e [ρN ′,N ]
N ′−N−1∏
j=1
(
1− e
[
N+j
N ′
]) j
2
N−1∏
j=1
(
1− e
[
N−j
N ′
]) j
2
, (7.4)
where we have set
ρN ′,N =
{
− 1
12
(N/N ′)3 +
1
8
(N/N ′)2 − 1
48
}
N ′2
+
{
−1
8
(N/N ′) +
1
16
}
N ′ +
1
12
(N/N ′)− 1
24
.
(7.5)
We make the identification: ξ = e[N/N ′] and y = e[1/N ′]. This is a familiar choice of variables
when we relate the HOMFLY polynomial of knot theory to the SU(N) Chern-Simons theory. Then
we discern the infinite product (7.1) when N ′ >> N >> 1. Note however that since the Chern-
Simons theory is an open string theory, the symmetry under y ↔ y−1, which is peculiar to a closed
string theory, is violated in the whole expression (7.4).
Using the formulas in Appendix A, we have8
m0 Li3(ξ) = − (log ξ)
2
2
log(log ξ) + ζ(3)− (log ξ)
3
12
+
∞∑
k=2
ζ(3− 2k)
(2k)!
(log ξ)2k , (7.6)
m1 Li1(ξ) = − 1
12
log(log ξ)− 1
24
log ξ +
∞∑
k=1
ζ(1− 2k)
12(2k)!
(log ξ)2k , (7.7)
8For simplicity, we use Lir instead of Lir when r > 0.
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and for g ≥ 2
mg Li3−2g(ξ) =
mg(2g − 3)!
(log ξ)2g−2
+
∞∑
k=0
mgζ(3 − 2g − 2k)
(2k)!
(log ξ)2k
=
(−1)g−1χg,0
(log ξ)2g−2
+
∞∑
k=0
(−1)k2ζ(2g − 2 + 2k)
(2π)2g−2+2k
χg,2k (log ξ)
2k .
(7.8)
These directly reproduce the behaviors of the Gromov-Witten potentials in the vicinity of a conifold
which were discussed in [41, 58, 94] and especially in [42, 43].
8 Discussions
In this paper we have argued that the string partition functions of certain elliptically and K3
fibered Calabi-Yau 3-folds in a particular limit should have the infinite product representation
(4.16). We have used the lifting procedure of Jacobi forms in an essential way. It was rather ironic
and somewhat against the initial impression that purely from the viewpoint of lifting, the amount
of difficulty in computing the Gromov-Witten potential decreases as the genus g increases; in fact
there is no contribution to the “Weyl vector” when g > 1.
Although we cannot be too optimistic since the lifting procedure of Jacobi forms should be
useful only for the fibered Calabi-Yau 3-folds, it is hard to resist the temptation to make a bolder
conjecture: For a general Calabi-Yau 3-fold the string partition function may be expressed in a
form that schematically looks like:
Z = exp
(
x−2F (0)0 + F
(0)
1
) ∏
({ni},j)>0
(
1−
l∏
i=1
qnii y
j
)D({ni},j)
. (8.1)
The major portion of this paper has been devoted to an interpretation by D2-D0 bound states.
It is obvious that one of challenging but interesting directions for further research is to place the
study of D2-D0 bound states on a mathematically rigorous footing for general Calabi-Yau 3-folds
and ask if the Gromov-Witten theory can be totally reformulated in that picture. This, if achieved,
may shed some light on the (homological) mirror conjecture. We have suggested in this work that
an appropriate language toward this goal may be that of coherent systems of dimension 1. Given
our success in the K3 case, this approach should merit a close scrutiny.
Also it would be most desirable to find out, if any, an organizing theory whose partition
function is directly given by (4.16) or (8.1). The theory will presumably have some flavor of Chern-
Simons theory. Since the infinite product representations (4.16) or (8.1) have strong resemblance
to the Weyl-Kac-Borcherds denominator, it seems natural to expect the existence of some nice
algebra of D0-, D2-branes. It should be emphasized that, while the Borcherds denominators are
generally expected to be related to enumeration problems of curves or D2-branes on surfaces, in
the situation of this paper where fibered Calabi-Yau 3-folds are relevant, the analogy to the Weyl-
Kac-Borcherds denominator was most evident only after we incorporate D0-branes in addition to
D2-branes. In this analogy, the Euler characteristics of the moduli spaces of coherent systems
must in an appropriate sense be interpreted as “root multiplicities”. Some aspects of the algebra
of D-branes were studied in [50]. Identifying the algebra should help in knowing the (necessarily
infinite-dimensional) gauge symmetry of the organizing theory.
Another remaining issue, which we were unable to address in this work, is to investigate the
automorphic properties of the infinite product which we used for the string partition function.
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Appendix A
We define the Bernoulli numbers Bn (n = 0, 1, 2, . . . ) by
t
et − 1 =
∞∑
n=0
Bn
tn
n!
. (A.1)
Hence we have
B0 = 1, B1 = −1
2
, B2 =
1
6
, B4 = − 1
30
, . . . (A.2)
and B2k+1 = 0 (k ≥ 1). The values of the Riemann zeta function at integers can sometimes be
expressed in terms of the Bernoulli numbers:
ζ(2k) =
(2π)2k
2(2k)!
|B2k|, (k ≥ 0) , (A.3)
ζ(1 − 2k) = −B2k
2k
, (k ≥ 1) . (A.4)
The series
Ω(ξ, s) =
∞∑
n=1
ξn
ns
, (Re s > 1 , |ξ| < 1) , (A.5)
and its analytic continuation frequently appeared in the past. See for instance [96] [29]. When
s = r ∈ Z we will set
Lir(ξ) = Ω(ξ, r) . (A.6)
As the notation suggests, Lir(ξ) is the usual polylogarithm when r > 0. On the other hand, if
r ≤ 0, Lir(ξ) is a rational function. The following differential-difference equation is well-known:
ξ
∂
∂ξ
Lir(ξ) = Lir−1(ξ) . (A.7)
For instance, we have
Li1(ξ) = − log(1− ξ) , (A.8)
Li0(ξ) =
ξ
1− ξ , (A.9)
Li−1(ξ) =
ξ
(1− ξ)2 . (A.10)
If r > 0, the polylogarithm Lir(ξ) can be analytically continued to a multi-valued holomorphic
function on P1 r {0, 1,∞}. As in [9, 65] we introduce Lir(ξ) as Lir(ξ) modulo any Q-linear
combinations of Sr−1(ξ), Sr−2(ξ), . . . , S0(ξ) where Sr−j(ξ) :=
(2π
√−1)j
(r−j)! (log ξ)
r−j , (1 ≤ j ≤ r).
This is to kill off the monodromy of Lir(ξ) and attain the effective single-valuedness.
When r is a positive integer, we have the expansion [96] [29]
Lir(ξ) =
(log ξ)r−1
(r − 1)! [ψ(r) − ψ(1)− log(− log ξ)] +
∞∑′
j=0
ζ(r − j)
j!
(log ξ)j , (A.11)
where ′ stands for the omission of the case j = r−1 and ψ(t) = ddt log Γ(t). Note that ψ(r)−ψ(1) =∑r−1
k=1
1
k when r is an integer greater than 1. This expansion can be simplified for Lir(ξ) as
Lir(ξ) = − (log ξ)
r−1
(r − 1)! log(log ξ) +
∞∑′′
j=0
ζ(r − j)
j!
(log ξ)j , (A.12)
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where ′′ stands for the omissions of the case j = r − 1 as well as the cases where the summand
can be expressed as Q-linear combinations of Sr−1(ξ), Sr−2(ξ), . . . , S0(ξ).
If instead r is 0 or a negative integer, we have [96] [29]
Lir(ξ) =
|r|!
(− log ξ)|r|+1 −
∞∑
j=0
B|r|+j+1
(|r| + j + 1)j! (log ξ)
j . (A.13)
We note that the expansion (2.12) can be obtained from this by setting r = −1.
Appendix B
Let A be an abelian surface over C. Set A[ℓ] := HilbℓA. Let κℓ : A
[ℓ] → A be the morphism obtained
by composing the Hilbert-Chow morphism πℓ : A
[ℓ] → A(ℓ) and the sum map σℓ : A(ℓ) → A.
Beauville [4] showed that A〈ℓ−1〉 := κ−1ℓ (0) is an irreducible symplectic manifold of dimension
2ℓ− 2. In particular A〈1〉 is the Kummer surface.
Let φ˜−2,1(τ, ν) be the weak Jacobi form of weight −2 and index 1 introduced in [27]. We have
a relation φ˜−2,1(τ, ν) = E(τ, ν)2.
Conjecture B.1. The elliptic genus of A〈ℓ−1〉 is given by
EA〈ℓ−1〉(τ, ν) = ℓ4
φ˜−2,1|Vℓ(τ, ν)
φ˜−2,1(τ, ν)
. (B.2)
Some evidence for this conjecture is as follows. First, the elliptic genus EA〈ℓ−1〉(τ, ν) must be
a weak Jacobi form of weight 0 and index ℓ − 1 since c1(A〈ℓ−1〉) = 0 [66]. It is easy to see that
the right hand side of (B.2) has this property. Next, one can check the conjecture at the level of
χy genus: Suppose that the conjecture holds. Then by noting φ˜−2,1(τ, ν) = (1 − y)2/y + . . . , we
must have
χy(A
〈ℓ−1〉) = yℓ−1ℓ4
φ˜−2,1|Vℓ(τ, ν)
φ˜−2,1(τ, ν)
∣∣∣∣∣
q0
=
yℓ−1
φ˜−2,1(τ, ν)
ℓ
∑
ad=ℓ
a>0
d2
d−1∑
b=0
φ˜−2,1
(
aτ + b
d
, aν
) ∣∣∣
q0
= yℓ−1ℓ
∑
d|ℓ
d3
(1− yℓ/d)2/yℓ/d
(1 − y)2/y
= ℓ
∑
d|ℓ
d3(1 + y + · · ·+ yℓ/d−1)2yℓ−ℓ/d .
(B.3)
However, the last expression has already appeared in [38, 39].
Remark B.4. The Hilbert schemes X [d] of a projective K3 surface X and the higher order Kum-
mer varieties A〈ℓ−1〉 are two fundamental series of irreducible symplectic manifolds [4]. If the
conjectures are true, the elliptic genera of X [d] and A〈ℓ−1〉 can be expressed respectively in terms
of φ˜0,1(τ, ν) and φ˜−2,1(τ, ν) by using the Hecke operators. Here φ˜0,1(τ, ν) and φ˜−2,1(τ, ν) are
known [27] to be the generators of the ring of weak Jacobi forms of even weight, thus they are
equally fundamental in the theory of Jacobi forms.
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