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We show how nitrogen vacancy (NV) centers can be used to determine the amplitude, phase and
frequency of unknown weak monochromatic and multichromatic oscillating magnetic fields using only
the periodic dynamical decoupling (PDD) and Carr-Purcell-Meiboom-Gill (CPMG) sequences. The
effect of decoherence on the measurement of the magnetic field parameters is explicitly analyzed, and
we take into account the fact that different pulse sequences suppress decoherence to different extents.
Since the sensitivity increases with increasing sensing time while it decreases due to decoherence,
we use the Fisher information matrix in order to optimize the number of pulses that should be used.
PACS numbers: 03.67.-a, 06.20.-f, 07.55.Ge, 85.75.Ss
I. INTRODUCTION
Measuring weak magnetic fields is an important prob-
lem with many applications in various fields such as data
storage, biomedical sciences and material science [1]. For
this task, nitrogen vacancy (NV) defect centers [2, 3]
have attracted considerable attention because they offer
high magnetic field sensitivity due to their long coherence
times, bio-compatibility and wide temperature range op-
eration [4–20].
The basic idea behind the use of NV centers in mag-
netometry is very simple [21–23]. Under suitable condi-
tions, a NV center forms an effective two-level system.
In the presence of a magnetic field, the energy difference
between the two levels changes due to the Zeeman ef-
fect. If the NV center is prepared in a superposition of
its two energy eigenstates, a phase, which is dependent
on the magnetic field, develops between the energy lev-
els. This phase difference can be converted into a pop-
ulation difference, which can be subsequently read out
optically. Unfortunately, using NV centers in the man-
ner just described is generally not possible. As a result
of the interaction of the NV center with its surrounding
environment, the superposition state undergoes decoher-
ence, and the phase difference is lost too quickly. The
coherence time of the NV center can be enhanced, how-
ever, by using dynamical decoupling techniques [24–27],
whereby a sequence of rapid control pulses are applied to
the NV center [28–34]. These control pulses effectively
remove the effect of the environment on the NV center.
Unfortunately, they also remove the effect of a constant
(or slowly varying) magnetic field. However, for rapidly
oscillating fields the situation is different [4]. If no con-
trol pulses are applied, the total phase averages out to
zero since the magnetic field is oscillating - each time that
the magnetic field reverses direction, in the Bloch sphere
picture, the state of the NV center starts to rotate in the
opposite direction. The action of each control pulse is
∗ adamzaman@gmail.com
also to reverse the direction of the rotating NV center
state. The net result is that for an oscillating magnetic
field and with control pulses applied, the phase differ-
ence accumulates. The important point is that now the
effect of the environment is much smaller, thus leading
to considerably longer coherence times, thereby enabling
the use of NV centers for magnetometry.
To date, the focus has largely been on measuring os-
cillating fields of fixed frequency and known phase. High
sensitivities can be achieved if the control pulses are
tuned to the frequency of the magnetic field. However,
it should be noted that we do not necessarily know both
the amplitude and the phase of the magnetic field. In
fact, we need not even know the frequency, and indeed,
the magnetic field can have a complicated temporal pro-
file. As such, recently a scheme to construct the profile of
arbitrary time-varying magnetic fields has been proposed
[18, 19]. Essentially, the idea is to apply many different
control pulse sequences, associated with the Walsh func-
tions [35], with a fixed final acquisition time. The infor-
mation obtained from each of these sequences is then used
to reconstruct the magnetic field with excellent accuracy.
On the other hand, the drawback is that a large number
of different pulse sequences need to be utilized. Certainly,
if the magnetic field is completely unknown, then a large
number of different pulse sequences are required. How-
ever, if, for instance, we already have some information
about the magnetic field, can we make do with very few
pulse sequences? Reducing the resources required in the
determination of the magnetic field is an important prob-
lem [36]. Consequently, in this paper, our objective is to
measure oscillating fields of unknown amplitude, phase
and frequency using only the bang-bang (BB) or periodic
dynamical decoupling (PDD) sequence [24] and the Carr-
Purcell-Meiboom-Gill (CPMG) sequence [37, 38]. Our
contributions are the following. First, we derive expres-
sions for the phase difference between the energy levels
of a NV center due to a monochromatic magnetic field
of arbitrary phase with the control pulses not necessar-
ily tuned with the frequency of the magnetic field. Pre-
viously obtained expressions are valid for either control
pulses tuned with the magnetic field and arbitrary phase
2or for pulses detuned from the magnetic field but zero
phase for the magnetic field [4, 10, 14]. We then show
how using only these two pulse sequences, the amplitude,
phase and frequency of the field can be determined. Since
our results are valid for arbitrary pulse intervals, they can
be easily generalized to multichromatic fields. In partic-
ular, it is shown that 2M measurements, where M is the
number of frequency components in the field, are enough
to determine the multichromatic magnetic field if the fre-
quencies of the different components are known. We also
show how to determine the frequencies in this case. By
calculating the Fisher information, we show how the pre-
cision of the parameter estimates can be improved by in-
creasing the number the pulses. However, all NV centers
interact with their surrounding environment, and con-
sequently decoherence affects our results. By computing
the Fisher information matrix in the presence of decoher-
ence using realistic parameters from recent experiments
[31, 39], we are able to determine the optimal number of
pulses that need to be applied for which the effects of in-
creased sensing time and the degradation due to decoher-
ence are balanced in order to obtain the best parameter
estimates.
This paper is organized as follows. In Sec. II, we ex-
plain briefly how NV centers can be used as probes for
detecting weak magnetic fields, and we describe the con-
sequences of applying two different pulse sequences to the
NV center. Next, in Sec. III, we outline how the ampli-
tude, phase and frequency of a monochromatic magnetic
field could then be determined. In Sec. IV, we generalize
our results to multichromatic magnetic fields. The effects
of decoherence on our proposed schemes is then analyzed
in Sec. IV. We conclude in Sec. V.
II. THE SETUP
The negatively charged NV center consists of a vacancy
defect and an adjacent substitutional nitrogen atom [3].
The ground state of the NV center is a spin triplet, with
the mS = ±1 levels degenerate and the energy difference
between the mS = 0 and mS = ±1 levels is equal to 2.87
GHz. A static magnetic field along the quantization axis
of the NV center can be applied to lift the degeneracy
between the mS = ±1 levels. We can then apply pulses
which are in resonance between either the mS = 0 and
mS = 1 sublevels or the mS = 0 and mS = −1 sublevels,
thereby forming an effective two-level system (TLS). The
interaction of this TLS with the magnetic field Bz(t) that
we want to measure can be described in terms of the
angular momentum operator Sz by the Hamiltonian
H(t) = 2piγBz(t)Sz, (1)
and γ = 28Hz/nT for the NV center. We consider the
two relevant states to be |0〉 and |1〉 such that σz |0〉 = |0〉
and σz |1〉 = − |1〉, where σz is the standard Pauli matrix.
As explained in the introduction, the idea is to prepare a
superposition of states |0〉 and |1〉, evolve this state under
the Hamiltonian (1) so that a relative phase develops,
and then to finally apply another pulse to convert this
phase difference into an easily readable population dif-
ference. Essentially, this is Ramsey interferometry with
the added caveat that, due to the oscillatory nature of
the magnetic field and the interaction with the environ-
ment, it is essential to apply control pulses at intermedi-
ate times as well. We now discuss the application of the
pi pulses more quantitatively. In particular, two different
timing sequences shall be considered.
A. Using N PDD pulses
The PDD or BB sequence corresponds to applying
[R(pi)U(τ)R(pi)U(τ)]N/2 . This notation means that we
evolve our state under the action of U(τ), which is the
unitary time evolution operator corresponding to the
Hamiltonian (1), for a time τ , apply a pi pulse (corre-
sponding to the unitary operator e−ipiσx/2), evolve again
for time τ , apply another pi pulse, and then repeat this
whole cycle N/2 times. Accordingly, we have N pulses
in total.
To begin, we apply a pi/2 pulse (described by the ro-
tation operator e−ipiσy/4) to the state |0〉. This prepares
the coherent superposition
|ψi〉 = 1√
2
(|0〉+ |1〉) .
Now the unitary time-evolution operator corresponding
to Eq. (1) for time evolution from time t1 to time t2 can
be written as
U0(t2, t1) = exp
[
−i
∫ t2
t1
H(t′)dt′
]
= e−iΦ[t2,t1]Sz , (2)
with
Φ[t2, t1] =
∫ t2
t1
2piγBz(t
′)dt′
= −γb
f
[cos(2pift2 + φ)− cos(2pift1 + φ)] , (3)
where we have assumed that Bz(t) is a simple monochro-
matic oscillating field, namely Bz(t) = b sin(2pift + φ).
At this point, it is generally assumed that τ → 1/2f
(see, for instance, Ref. [14]). In other words, the pulses
are tuned to the frequency of the magnetic field. This
can be motivated from the fact that for φ = 0, the pi
pulses are applied ‘in step’ with changes in the magnetic
field direction, leading to an accumulation of phase dif-
ference. Here, we will not be restricting ourselves to only
τ → 1/2f . Rather, we will show how investigating other
values of τ along with an arbitrary phase can help us not
only in determining the frequency, but is also essential to
accurately estimate multichromatic fields.
3To determine the phase difference for general values of
τ , we first evolve the TLS for time τ . Using Eq. (2), we
find that the state |ψi〉 becomes (global phase factors,
which do not have any physical consequence, are always
discarded for simplicity)
1√
2
(
|0〉+ eiΦ[τ,0] |1〉
)
.
Applying the pi pulse has the effect of interchanging |0〉
and |1〉. Evolving for another time period τ , we find that
the quantum state is now
1√
2
(
|1〉+ e−iΦ[2τ,τ ]eiΦ[τ,0] |0〉
)
.
After applying another pi pulse to obtain
1√
2
(
|0〉+ e−iΦ(2τ,τ)eiΦ(τ,0) |1〉
)
,
the first cycle is complete. It is then evident that the
phase difference between states |0〉 and |1〉 is
θ1 = Φ[τ, 0]− Φ[2τ, τ ].
Carrying on in the same way, we find that the phase
difference after two cycles (or four pulses) is
θ2 = Φ[τ, 0]− Φ[2τ, τ ] + Φ[3τ, 2τ ]− Φ[4τ, 3τ ].
The pattern should now be clear. We can then immedi-
ately generalize to N pulses,
θN/2 =Φ[τ, 0]− Φ[2τ, τ ] + . . .+Φ[(N − 1)τ, (N − 2)τ ]−
Φ[Nτ, (N − 1)τ ].
Using Eq. (3), this can be written as
θN/2 =
γb
f
[cos(2piNfτ + φ) + cosφ] +
2γb
f
N−1∑
k=1
(−1)k cos(2pikfτ + φ).
We now use the identity (see the Appendix)
N−1∑
k=1
(−1)k cos(2pikfτ + φ) =
− 1
2
sec(pifτ) [cos(pifτ + φ) + cos(2piNfτ − pifτ + φ)]
(4)
to obtain, after further simplification [40],
θBB ≡ θN/2 =
γb
f
tan(pifτ) [sinφ− sin(2piNfτ + φ)] .
(5)
It should be noted that we do not consider the final time
T = Nτ to be fixed. In this regard, our methods are
different from Refs. [18, 19], and more in the spirit of
Refs. [10, 31]. We emphasize again that we have not
assumed τ = 1/2f , and the phase φ is arbitrary as well.
In order to read out this phase difference, we note that
the quantum state at the end of N/2 cycles is∣∣ψN/2〉 = 1√
2
(|0〉+ eiθBB |1〉) .
We then apply a pi/2 pulse, given by e−i
pi
2
σx , and mea-
sure the observable σz , with eigenvalues ±1. For the
probability of obtaining eigenvalue n, we can write
p(n|θBB) = 1
2
[1 + n sin θBB] , (6)
and we find that
〈ψN/2|eipiσx/4σze−ipiσx/4|ψN/2〉 =
〈
ψN/2|σy |ψN/2
〉
= sin(θBB), (7)
which is approximately equal to θBB for weak magnetic
fields. This means that there could be an ambigu-
ity about the magnetic field as the phase difference is
bounded [14, 20].
From the probabilities given by Eq. (6), we can esti-
mate b, φ and f since information about these parame-
ters is encoded in θBB. How well we can estimate these
parameters, however, is given by the Fisher information
matrix [41]. Defining y to be the vector of parameters to
be estimated and l(y) = ln p(n|y), the Fisher information
matrix is defined as
I(y) = −E
[
∂2l(y)
∂y2
]
, (8)
where E denotes taking the average with respect to
p(n|y). The Fisher information matrix is useful because
it sets bounds on the precision with which the various pa-
rameters can be estimated - the greater the Fisher infor-
mation, the more precise are our estimates. In particular,
the Cramer-Rao bound tells us that for any unbiased es-
timate of y, cov(y) ≥ I−1(y). Using the form of p(n|y)
given in Eq. (6), we find that
[IBB(y)]mn =
∂θBB
∂ym
∂θBB
∂yn
. (9)
Note that we have explicitly considered a particular mea-
surement, which is actually the measurement performed
in experiments, in order to compute the Fisher informa-
tion. An important question is: can we do any better
by performing a different quantum measurement? To
show that the answer is no, we compute the quantum
Fisher information matrix, which is the Fisher informa-
tion optimized over all the possible POVMs that can be
performed. The quantum Fisher information matrix is
given by [42–44]
[I(y)]mn = Tr[∂ymρyLyj ], (10)
4where ρy =
∑
k ρk |ψk〉 〈ψk| is the quantum state from
which we are estimating the parameters y, and
Lym = 2
∑
k,l
〈ψk|∂ymρy|ψl〉
ρk + ρl
|ψk〉 〈ψl| (11)
for ρk + ρl 6= 0. For our quantum state, we find that
∂ymρy =
1
2
(
0 −i∂θBB∂ym e−iθBB
i∂θBB∂ym e
iθBB 0
)
.
Diagonalizing ρy, we find two eigenvalues ρ1 = 0
and ρ2 = 1 corresponding to the eigenvectors |ψ1〉 =
1/
√
2[1 − eiθBB ]T and |ψ2〉 = 1/
√
2[e−iθBB 1]T . This
leads to
〈ψ1|∂ymρy|ψ2〉 = −
i
2
e−iθBB
∂θBB
∂ym
.
The quantum Fisher information matrix is then found to
be
[I(y)]mn = 2[〈ψ1|∂ynρy|ψ2〉 〈ψ2|∂ymρy|ψ1〉
+ 〈ψ2|∂ynρy|ψ1〉 〈ψ1|∂ymρy|ψ2〉]
=
∂θBB
∂ym
∂θBB
∂yn
, (12)
which is thus the same as the Fisher information matrix
we calculated using the explicit measurement scheme de-
scribed before.
The Fisher information matrix is now explicitly calcu-
lated, but the detailed form for general τ is rather compli-
cated. However, once we set τ to be close to 1/2f in the
general expressions, great simplifications occur. Suppose
that we are estimating both b and φ for a monochromatic
magnetic field. We write the matrix as(
IBBbb I
BB
bφ
IBBφb I
BB
φφ
)
.
Since the matrix is symmetric, we only note that
IBBbb =
4N2γ2
f2
cos2 φ,
IBBφφ =
4N2γ2b2
f2
sin2 φ,
IBBbφ = −
2N2γ2b
f2
sin(2φ). (13)
Suppose that we only want to estimate a single parameter
yj . Then we have, using the Cramer-Rao bound for any
unbiased estimator of yj ,
Var(yj) ≥ 1
Ijj
. (14)
For example, if we are estimating only the amplitude,
then
Var(b) ≥ f
2
4N2γ2 cos2 φ
.
It is important to realize that if both b and φ are un-
known, then these parameters cannot be estimated using
the BB sequence alone. This is reflected in the fact that
for this case, the Fisher information matrix becomes sin-
gular. Also, we have currently not taken decoherence
into account. As will see in Sec. V, decoherence comes
into play for large N . We then need to optimize the
number of pulses that we are applying in order to maxi-
mize the Fisher information, and thus to obtain the best
estimates.
B. Using N CPMG pulses
The CPMG sequence, given by
[U(τ/2)R(pi)U(τ)R(pi)U(τ/2)]N/2, looks quite simi-
lar to the previous BB sequence. They differ due to
only two segments at the beginning and the end of the
sequences. Yet this seemingly small difference leads to
very different results for the phase difference, and for
the suppression of decoherence. We now find that after
one cycle,
θ1 = Φ[τ/2, 0]− Φ[3τ/2, τ/2] + Φ[2τ, 3τ/2].
Going to N/2 cycles,
θN/2 = Φ[τ/2, 0]− Φ[3τ/2, τ/2] + Φ[2τ, 3τ/2] + . . .+
Φ[(N − 3/2)τ, (N − 2)τ ] + Φ[Nτ, (N − 1/2)τ ]−
Φ[(N − 1/2)τ, (N − 3/2)τ ].
Using Eq. (3), this can be written as
θN/2 =−
γb
f
[cos(2piNfτ + φ)− cosφ] −
2γb
f
N−1∑
k=0
(−1)k cos[pi(2k + 1)fτ + φ].
We now use the identity
N−1∑
k=0
(−1)k cos[(2k + 1)pifτ + φ] = 1
2
sec(pifτ)×
[cosφ− cos(2piNfτ + φ)] , (15)
to obtain, after further simplification,
θCP ≡ θN/2 =
γb
f
[sec(pifτ) − 1] ×
[cos(2piNfτ + φ)− cosφ] . (16)
Once again, we can compute the Fisher information ma-
trix for τ close to 1/2f . We now have
ICPbb =
4N2γ2
f2
sin2 φ,
ICPφφ =
4N2γ2b2
f2
cos2 φ,
ICPbφ =
2N2γ2b
f2
sin(2φ). (17)
5As before, using the CPMG sequence allows us to esti-
mate only one of the parameters with finite Cramer-Rao
lower bound.
III. DETERMINING THE AMPLITUDE, PHASE
AND FREQUENCY OF THE FIELD
A. Frequency known
Let us start by assuming that we have some idea what
the frequency of the field f is. We will show later how
the frequency can be determined. What we want to
show here is that our expressions reduce to the well-
known results for τ → 1/2f , following which the phase
and the amplitude of the monochromatic field can be
determined [14]. It is straightforward to show that for
τ = 12f (1 + ∆), in the limit ∆ → 0, θBB = 2Nγbf cosφ
and θCP =
2Nγb
f sinφ, which gives
tanφ =
θCP(τ → 1/2f)
θBB(τ → 1/2f) . (18)
Defining θBB,CP =
√
θ2BB + θ
2
CP, we have that
b =
θBB,CPf
2Nγ
. (19)
To quantify how well we can estimate the parameters
specifying the AC field, we can compute the total Fisher
information matrix which uses the results from both the
BB and CPMG sequences. This is obtained from
IBB,CP = IBB + ICP, (20)
leading to
IBB,CPbb =
4N2γ2
f2
,
IBB,CPφφ =
4N2γ2b2
f2
,
IBB,CPbφ = 0. (21)
This matrix is non-singular, meaning that we can esti-
mate both b and φ with finite precision. Furthermore,
IBB,CPbb and I
BB,CP
φφ both do not depend on φ. Using the
Cramer-Rao bound, we find that for any unbiased esti-
mators,
Var(b) ≥ f
2
4N2γ2
,
Var(φ) ≥ f
2
4N2γ2b2
. (22)
B. Frequency unknown
If the frequency is not known, we first need to find
some way of estimating the frequency. One possible way
1.0 2.0 3.0 Τ HΜsL
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-0.1
ΘBB
FIG. 1. Plot of θBB against τ . We use f = 0.75MHz, b =
0.1µT , and choose φ = pi/3. We have applied N = 20 pulses
in this case according to the bang-bang pulse scheme, with
the pulse interval given by τ .
1.0 2.0 3.0 Τ HΜsL
0.1
-0.1
ΘCP
FIG. 2. Plot of θCP against τ . The parameters used are the
same as Fig. 1. The first peak is located at τ ≈ 0.676 µs, while
the second peak is located at τ ≈ 2.008 µs. The difference in
peaks is not exactly equal to 1/f = 1.333µs.
is to note that, for fixed N , θBB is a periodic function of τ
with period 1/f . Near τ = 1/2f , θBB has a peak; it then
follows that θBB also has a peak near 3/2f . By measuring
the distance between two peaks, it is then possible to
find the frequency, and to then find out the phase and
amplitude as explained above. This method assumes that
we are able to increase the total sensing time T = Nτ
such that the coherence has not become negligible at time
T .
We illustrate this method in Fig. 1. Choosing φ = pi/3,
we investigate the behaviour of θBB as a function of τ .
We find two peaks at approximately τ = 0.65µs and at
τ = 1.98µs, which are near τ = 1/2f = 0.67µs and
τ = 3/2f = 2µs respectively. However, the distance
between the peaks is 1/f = 1.33µs, as expected. On
the other hand, θCP does not share this periodic feature
[see Fig. 2]. Nevertheless, the first peak is still located
near 1/2f . The precision of the estimate of frequency
calculated in this manner can be found from calculating
IBBff for τ → 1/2f and τ → 3/2f , leading to
Iff =
N2γ2b2
f4
×
(10N2pi2 sin2 φ+ 8Npi sin 2φ+ 4 cos2 φ). (23)
Once again, increasing N increases the Fisher informa-
tion, thereby leading to a more precise estimate of f .
Alternatively, since both θBB and θCP display a peak
near 1/2f , we can also obtain a good estimate of the
frequency by finding out the behaviour of θBB,CP ≡
60.0 1.0 2.0 3.0 Τ HΜsL
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FIG. 3. Plot of θBB,CP against τ . We have f = 0.75MHz,
b = 0.1µT and choose φ = pi/3. We have applied N = 20
pulses.
√
θ2BB + θ
2
CP. This function shows a peak near 1/2f re-
gardless of phase. Moreover, the position of this peak be-
comes closer and closer to 1/2f as N is increased. More
specifically, it can be shown by setting τ = 12f (1 + ∆),
that for large N the peak is located approximately at
∆ ≈ 6 sin
2 φ
pi(N2 − 6N sin 2φ+ 3 cos 2φ− 1) . (24)
Obviously, as N increases, ∆ becomes smaller and
smaller, which means that the position of the peak almost
coincides with τ = 1/2f . Again, once the frequency is
known, the phase and the amplitude can be figured out.
In Fig. 3, we have plotted θBB,CP as a function of τ .
for N = 20. The actual frequency of the AC field is
f = 750 kHz. The location of the peak is approximately
at τ = 0.6697µs. This gives us f ≈ 747 kHz, which is
an error of approximately 0.4%. Increasing N further
improves the measurement of f . However, N should not
be increased so much that Nτ exceeds the coherence time
of the NV center. Also, we now find that the Fisher
information is
Iff =
(
Nγb
f2
)2
×
[pi2(N2 +N sin 2φ+ sin2 φ) + 4pi sin2 φ+ 4].
IV. BEYOND MONOCHROMATIC AC FIELDS
We now consider magnetic fields of the form
Bz(t) =
M∑
m=1
bm sin(2pifmt+ φm).
It should be noted that due to the different frequency
components of the magnetic field, we can in general ap-
ply control pulses that are tuned with only one of the fre-
quencies. Consequently, we must explicitly consider the
contribution of the magnetic field that is detuned with
respect to pulse sequence. Since our previous expressions
were derived for arbitrary τ and φ, we can easily gener-
alize Eq. (3) to obtain
Φ(t2, t1) =
−
∑
m
γbm
fm
[cos(2pifmt2 + φm)− cos(2φfmt1 + φm)].
(25)
Consequently,
θBB =∑
m
γbm
fm
tan(pifmτ)[sin φm − sin(2piNfmτ + φm)], (26)
and
θCP =∑
m
γbm
fm
[sec(pifmτ) − 1][cos(2piNfmτ + φm)− cosφm].
(27)
To find φm and bm is more complicated now. We look at
what happens to θBB and θCP as these functions approach
any one of τl = 1/2fl to obtain
θBB(τ → 1/2fl) = 2Nγbl
fl
cosφl +
∑
m 6=l
γbm
fm
×
tan(pifm/2fl)[sinφm − sin(piNfm/fl + φm)], (28)
θCP(τ → 1/2fl) = 2Nγbl
fl
sinφl +
∑
m 6=l
γbm
fm
×
[sec(pifm/2fl)− 1][cos(piNfm/fl + φm)− cosφm]. (29)
Now define the variables x1 = b1 cosφ1, x2 = b2 cosφ2,
and so on, and y1 = b1 sinφ1, y2 = b2 sinφ2, etc. Then
the above system of equations becomes a system of lin-
ear equations in these new variables. Once we find these
new variables, we can find out the values of the dif-
ferent bm and φm via, for example, b1 =
√
x21 + y
2
1 .
Let us illustrate this for a bichromatic magnetic field,
namely Bz(t) = b1 sin(2pif1t + φ1) + b2 sin(2pif2t +
φ2). Defining θ = [θBB(τ → 1/2f1), θBB(τ →
1/2f2), θCP(τ → 1/2f1), θCP(τ → 1/2f2)]T and x =
[b1 cosφ1, b2 cosφ2, b1 sinφ1, b2 sinφ2]
T , we find that x =
A−1θ, where the matrix A is given by
A11 =
2Nγ
f1
,
A12 = − γ
f2
tan
(
pif2
2f1
)
sin
(
piNf2
f1
)
,
A13 = 0,
A14 =
γ
f2
tan
(
pif2
2f1
)[
1− cos
(
piNf2
f1
)]
,
A21 = − γ
f1
tan
(
pif1
2f2
)
sin
(
piNf1
f2
)
,
A22 =
2Nγ
f2
,
A23 =
γ
f1
tan
(
pif1
2f2
)[
1− cos
(
piNf1
f2
)]
,
70.0 0.5 1.0 Τ HΜsL
0.1
0.2
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FIG. 4. Plot of θBB,CP against τ for a bichromatic magnetic
field. We have used f1 = 1MHz, f2 = 1.75MHz, φ1 = pi/3,
φ2 = pi/5, b1 = 0.125 µT, and b2 = 0.15µT. We have applied
N = 30 pulses.
A24 = 0,
A31 = 0,
A32 =
γ
f2
[
sec
(
pif2
2f1
)
− 1
] [
cos
(
piNf2
f1
)
− 1
]
,
A33 =
2Nγ
f1
,
A34 = − γ
f2
[
sec
(
pif2
2f1
)
− 1
]
sin
(
piNf2
f1
)
,
A41 =
γ
f1
[
sec
(
pif1
2f2
)
− 1
] [
cos
(
piNf1
f2
)
− 1
]
,
A42 = 0,
A43 = − γ
f1
[
sec
(
pif1
2f2
)
− 1
]
sin
(
piNf1
f2
)
,
A44 =
2Nγ
f2
. (30)
The off-diagonals of the matrix A are the contributions
of the component of magnetic field that is not tuned with
the control pulses.
Now suppose that the frequencies f1 and f2 are un-
known. This time θBB no longer exhibits a simple peri-
odic behaviour. Instead, we see from Eqs. (26) and (27)
that θBB and θCP should exhibit multiple peaks near
each each τl → 1/2fl. Therefore, if we plot θBB,CP, we
can figure out the frequencies by using the positions of
the peaks, and the accuracy of our results increases as
N increases. Fig. 4 illustrates how this can be done for
a bichromatic field. We find three peaks, which are at
approximately τ = 0.2901µs, τ = 0.5016µs and τ =
0.8612µs. The first two peaks can be used to calculate
the frequencies of bichromatic field as f1 ≈ 1.724MHz
and f2 ≈ 0.997MHz. Note that the third peak (the one
near τ = 0.86µs) is redundant. This is because, based
on our previous considerations, we expect another peak
after the first peak with an interval of 1/f1 = 0.58µs.
This is precisely the third peak.
V. EFFECT OF DECOHERENCE
As we have shown, the application of the control pulses
leads to a build-up of the phase difference, from which
we can then deduce the magnetic field. However, until
now, we have ignored the effect of the environment on the
NV center. The control pulses also serve as dynamical
decoupling pulses, and effectively isolate the NV center
from its environment. The decoupling performance of
two different pulse sequences in general is not the same.
This difference needs to be taken into account if we want
to determine the magnetic field accurately.
Let us now examine the effect of the environment on
the NV center closely, following the treatment given in
Refs. [31, 39]. The decohering spin bath for the NV center
is mainly formed by the surrounding nitrogen defects (P1
centers), which are dipolarly coupled to the NV center.
This spin bath leads to predominantly pure dephasing,
the reason being the large difference between the energies
of the NV center and the P1 center. It is difficult to cal-
culate the dynamics of the NV center due to the fact that
we have to take into account the complicated dynamics
of the P1 centers, which are also dipolarly coupled to
each other. In order to make the problem tractable, a
common approximation is to treat the effect of the deco-
hering bath via a classical noise field since the P1 centers
are affected negligibly by the NV center. Furthermore,
since many P1 centers cause the decoherence of the NV
center, the noise field is Gaussian. All in all, we suppose
that the NV center experiences a classical Gaussian noise
field Bd(t) with zero mean and correlation function
〈Bd(0)Bd(t)〉 = λ2e−|t|/τc , (31)
where τc is the correlation time and λ describes the cou-
pling between the NV center and the P1 centers.
What is the effect of this noise field? If no pulses are
applied, then the transverse spin components decay as
S(T ) =
〈
exp
(
−i
∫ T
0
Bd(t) dt
)〉
.
This leads to an exponential decay for large correlation
time and weak coupling. The situation changes once con-
trol pulses are applied. We now have
S(T ) =
〈
exp
(
−i
∫ T
0
ξ(t)Bd(t) dt
)〉
,
where ξ(t), which can assume the values +1 or −1, takes
into account the effect of the pulses by switching sign
whenever a pulse is applied. It can then be shown that
S(T ) = exp
[−λ2W (T )] , (32)
where W (T ) =
∫ T
0 e
−Rsp(s) ds, with R = 1/τc, and
p(s) =
∫ T−s
0 ξ(t)ξ(t+s) dt depends on the pulse sequence
applied. Using this formalism,W (T ) can be evaluated for
8different pulse sequences. For the BB sequence, we can
write
WBB(T ) = ΓN (Q
BB
11 +Q
BB
12 )− PNQBB12 , (33)
with
PN =
1− e−Nδ
1− e−2δ ,
ΓN =
0.5N − (0.5N + 1)e−2δ + e−(N+2)δ
(1− e−2δ)2 ,
QBB11 =
1
R2
[
2δ − 3 + 4e−δ − e−2δ] ,
QBB12 =
1
R2
[−1 + 4e−δ − (2δ + 3)e−2δ] ,
and δ = Rτ . The form of WCP(T ) is similar, with the
same PN and ΓN , but we now have
QCP11 =
1
R2
[
2δ − 5 + 4(e− δ2 + e−δ − e− 3δ2 ) + e−2δ
]
,
QCP12 =
1
R2
[
1− 4(e− δ2 − e−δ − e− 3δ2 )− (2δ + 5)e−2δ
]
.
With decoherence taken into account, we examine how
the previous formalism changes. Equation (6) gets mod-
ified to
p(n|θBB) = 1
2
[1 + n sin(θBB)e
−λ2WBB ], (34)
and an analogous formula exists for the CPMG se-
quence. Measuring the observable σz , we now obtain
〈σz〉 = sin(θBB)e−λ2WBB ≈ θBBe−λ2WBB for weak mag-
netic fields. Thus, we have to estimate the magnetic fields
using not θBB, but rather θ˜BB ≡ sin(θBB)e−λ2WBB ≈
θBBe
−λ2WBB . We can then write
θ˜BB =
γb
f
tan(pifτ)×
[sinφ− sin(2piNfτ + φ)]e−λ2WBB , (35)
θ˜CP =
γb
f
[sec(pifτ)− 1]×
[cos(2piNfτ + φ)− cosφ]e−λ2WCP . (36)
It then follows that
θ˜BB(τ → 1/2f) = 2Nγb
f
cosφ e−λ
2WBB(τ→1/2f), (37)
θ˜CP(τ → 1/2f) = 2Nγb
f
sinφ e−λ
2WCP(τ→1/2f), (38)
leading to
tanφ =
θ˜CPe
λ2WCP
θ˜BBeλ
2WBB
, (39)
b =
f
2Nγ
√
[θ˜CPeλ
2WCP ]2 + [θ˜BBeλ
2WBB ]2, (40)
3.0 Τ
0.05
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-0.1
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FIG. 5. Plot of IBBbb against τ . We have used f = 0.75MHz,
φ = pi/5, b = 0.1µT, τc = 25µs, λ = 0.36µs
−1 and N = 20.
For the inset, the same parameters are used except that now
λ = 3.6µs−1. For λ = 3.6µs−1 and τc = 25µs, the dephasing
time (without pulses) is T2 ≈ 2.8µs [10, 31], while with λ =
0.36µs−1 and τc = 25µs, we have T2 ≈ 13.2µs. Even longer
dephasing times have been obtained experimentally [23].
where θ˜BB, θ˜CP, WBB and WCP are calculated for τ →
1/2f . Thus our previous results on finding the amplitude
and phase should be adjusted by taking into account de-
coherence effects, which can be done since the values of
τc and λ can be obtained experimentally [31].
The adjustment for multichromatic fields is carried out
in a similar manner. Equations (28) and (29) are modi-
fied to
θ˜BB(τ → 1/2fl) = e−λ
2WBB
{
2Nγbl
fl
cosφl +
∑
m 6=l
γbm
fm
×
tan(pifm/2fl)[sinφm − sin(piNfm/fl + φm)]
}
, (41)
θ˜CP(τ → 1/2fl) = e−λ
2WCP
{
2Nγbl
fl
sinφl +
∑
m 6=l
γbm
fm
×
[sec(pifm/2fl)− 1][cos(piNfm/fl + φm)− cosφm]
}
,
(42)
where WBB and WCP are evaluated at the corresponding
τ → 1/2fl. The matrix A gets modified accordingly.
What about figuring out the frequency? We have
checked numerically that for relatively weak decoherence
(that is, for NV centers with relatively long dephasing
times), our previously proposed methods work. For ex-
ample, in Fig. 5, the first peak is located at τ ≈ 0.6567µs,
while the second peak is at τ ≈ 1.9900µs, which gives us
750 kHz as an extremely accurate estimate of the fre-
quency. On the other hand, for shorter dephasing time
[see inset of Fig. 5], the first proposed method to find the
frequency for a monochromatic field, namely finding the
interval between two peaks for θBB, fails - decoherence
causes the second peak to be negligible. However, the sec-
ond method still allows us to obtain reasonable estimates
of the frequency for both weak and strong decoherence as
illustrated in Fig. 6. For weak decoherence [see the main
figure], the first peak is located at τ ≈ 0.6687µs leading
9to a frequency estimate of f ≈ 748 kHz. For stronger
decoherence [see inset], we obtain the frequency as 735
kHz. Of course, even better estimates can be obtained if
τc and λ are known.
A. Fisher information analysis with decoherence
We now investigate the Fisher information matrix in
the presence of decoherence. Due to decoherence, the
Fisher information matrix elements do not keep on in-
creasing as N is increased. Rather, there is now a com-
petition between the effects of decoherence and the in-
creased sensing time. This can be shown by deriving the
Fisher information matrix using Eq. (34). Carrying out
the calculations as before, we find that
[IBB(y)]mn =
∂θBB
∂ym
∂θBB
∂yn
e−2λ
2WBB . (43)
The same result is obtained for the quantum Fisher infor-
mation. Thus there is an exponential suppression factor
that makes the Fisher information negligible for large N .
This should be compared with the case without decoher-
ence, where the Fisher information keeps on increasing
as N is increased.
Suppose now that we only estimating the magnetic
field amplitude b for a monochromatic magnetic field us-
ing the BB sequence (we are assuming that the phase
and the frequency are known). The number of pulses
N that should be applied is then chosen such that the
Fisher information IBBbb is maximized. We know that, for
τ → 1/2f ,
IBBbb =
4N2γ2
f2
cos2 φ e−2λ
2WBB .
Behavior of IBBbb as N changes is illustrated in Fig. 7.
We see that as N initially increases, the Fisher informa-
tion increases due to the increase in sensing time. How-
ever, after a certain number of pulses, NBB0 , it starts to
2.0 Τ
0.1
ΘBB,CP
0.0 1.0 2.0 Τ HΜsL
0.1
ΘBB,CP
FIG. 6. Plot of IBB,CPbb against τ . The parameters used are
the same as Fig. 5. In particular, for the main figure λ =
0.36µs−1, while for the inset λ = 3.6µs−1.
0 20 40 60 80 100 120 N
0.5
1.0
1.5
2.0
Ibb
FIG. 7. Plot of IBBbb (dashed, red), I
CP
bb (dot-dashed, or-
ange) and IBB,CPbb (solid, blue) against N . We have used
f = 0.75MHz, φ = pi/5, b = 0.1µT, λ = 3.6µs−1 and
τc = 25µs.
0 300N
50
IffBB
50 100 150 200 250 300N
500
1000
1500
2000
Iff
FIG. 8. Plot of IBBff (dashed, red), I
CP
ff (dot-dashed, orange)
and IBB,CPff (solid, blue) against N . The inset shows the de-
tailed behaviour of IBBff . The parameters used are the same
as Fig. 7.
decrease due to decoherence effects kicking in. To derive
an expression for NBB0 , we use the fact that
∂PN
∂N
=
δ
1− e−2δ e
−Nδ,
∂ΓN
∂N
=
0.5− 0.5e−2δ − δe−2δe−Nδ
(1− e−2δ)2 ,
and that δ ≪ 1 experimentally to find that NBB0 can be
found by numerically solving the equation
96τcf
3 −NBB0 λ2(1 + 3e−N
BB
0
/2fτc) = 0. (44)
This leads to NBB0 = 36 for the parameters used in Fig. 7.
In a similar manner, the optimal number of pulses to
be used if the CP scheme is used is found to be
NCP0 =
96τcf
3
λ2
, (45)
which gives NCP0 = 78 for the parameters used in Fig. 7.
Note thatNCP0 > N
BB
0 because the CPMG scheme is able
to suppress decoherence more effectively. Thus, the opti-
mal number of pulses to be used if both pulse sequences
are used to deduce the amplitude of the magnetic field
b is somewhere in between NBB0 and N
CP
0 (see the solid,
10
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FIG. 9. Plot of D against N . Here we have used f =
0.75MHz, φ = pi/3, b = 1.0µT, λ = 3.6µs−1 and τc = 25µs.
blue line in Fig. 7 - the optimal value when both the BB
and CPMG sequences are used is NBB,CP0 = 74). The
analysis for Iφφ is exactly analogous. For Iff , on the
other hand, taking τ to be close to 1/2f , we find that
an increase in sensing time is now more beneficial. Thus,
as shown in Fig. 8, the number of pulses that should be
used is greater than before. In particular, we find that
now NBB0 = 148 and N
CP
0 = 156. Furthermore, once
again we see that the better performance of the CPMG
sequence in suppressing decoherence leads to much higher
values of the Fisher information.
Until now, we have been optimizing N so as to increase
the precision of estimating a single parameter. However,
as we have shown, we can estimate b and φ if we use both
BB and CPMG sequences. It is important to note that
now IBB,CPbφ 6= 0 due to the different performance of the
two pulse sequences in suppressing decoherence. What is
the bestN to use in this case? This question is more com-
plicated to answer because the Fisher information is no
longer a simple scalar. In such a case, the usual approach
is to minimize some real-valued function of the Fisher in-
formation matrix. For example, one option, known as D-
optimality, is to maximize the determinant of the Fisher
information matrix [45]. Doing so minimizes the vol-
ume of the uncertainty ellipsoid described by the inverse
of the Fisher information matrix. An example is shown
in Fig. 9, where we have plotted D ≡ det(IBB,CP) as a
function of N . We see that according to this criterion,
we should use approximately N = 60 in order to obtain
the best estimates of the parameters b and φ.
B. Fisher information for multichromatic fields
We now extend the analysis of the Fisher information
matrix to multichromatic fields. As we have shown, if the
M frequency components are known, then the field can
be estimated using the M values θ˜BB(τ → 1/2fi) and
the M values θ˜CP(τ → 1/2fi). Suppose that we want to
estimate b1, . . . , bM and φ1, . . . , φM . In order to obtain
the best estimates of the these parameters, we once again
need to calculate the Fisher information matrix, which is
now of dimension 2M×2M . The total Fisher information
matrix can be calculated by first calculating the Fisher
information for each pulse sequence, and then adding up
these 2M matrices. Each of these individual matrices
can be calculated using the fact that
∂θBB
∂bk
(τ → 1/2fl) = 2Nγ
fk
cosφkδkl+
(1− δkl) γ
fk
tan
(
pifk
2fl
)[
sinφk − sin
(
piNfk
fl
+ φk
)]
,
∂θBB
∂φk
(τ → 1/2fl) = −2Nγbk
fk
sinφkδkl+
(1− δkl)γbk
fk
tan
(
pifk
2fl
)[
cosφk − cos
(
piNfk
fl
+ φk
)]
,
∂θCP
∂bk
(τ → 1/2fl) = 2Nγ
fk
sinφkδkl + (1− δkl)×
γ
fk
[
sec
(
pifk
2fl
)
− 1
] [
cos
(
piNfk
fl
+ φk
)
− cosφk
]
,
∂θCP
∂φk
(τ → 1/2fl) = 2Nγbk
fk
cosφkδkl + (1 − δkl)×
γbk
fk
[
sec
(
pifk
2fl
)
− 1
] [
sinφk − sin
(
piNfk
fl
+ φk
)]
,
and thereafter taking decoherence into account [see
Eq. 43]. Once again, the components of the magnetic
field that are not tuned with the control pulses play a
prominent role. The inverse of the total Fisher informa-
tion matrix then gives us bounds on the variances of the
parameters that are being estimated, which we then op-
timize with respect to the number of pulses that need to
be applied. We carried out this process for a bichromatic
field, once again using D-optimality, and the results are
illustrated in Fig. 10. We see that N = 96 is the best
choice for estimating the parameters b1, b2, φ1 and φ2.
Finally, before concluding, it should be noted that
pulse errors can become important when the number of
pulses becomes large. In this case, it is better to change
the pulse sequences that we are applying from single-axis
control to two-axis control [31]. What this means is that
instead of implementing pi pulses as only e−ipiσx/2, we
use alternately use e−ipiσx/2 and e−ipiσy/2. Such two-axis
control is known to appreciably reduce pulse errors.
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FIG. 10. Plot of D against N . The parameters used are
λ = 3.6µs−1, τc = 25µs, f1 = 0.75MHz, f2 = 1MHz, b1 =
1.0µT, b2 = 1.5µT, φ1 = pi/5 and φ2 = pi/3.
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VI. CONCLUSION
In this paper, we have proposed experimentally im-
plementable methods employing simple pulse sequences
applied to NV centers in order to determine the ampli-
tude, phase and frequency of unknown weak magnetic
fields. We started by deriving expressions for the phase
difference developed by a NV center in the presence of
a monochromatic field with pulses applied according to
the BB scheme and the CPMG scheme. In particular, our
expressions are valid for arbitrary pulse spacing and mag-
netic field phase. We then showed how these expressions
could be used to determine the amplitude, phase and fre-
quency of monochromatic magnetic fields. Since our ex-
pressions take into account the possibility that the pulses
applied are not tuned to the frequency of the magnetic
field, they were generalized in a straightforward man-
ner for multichromatic magnetic fields. We then showed
that for multichromatic magnetic fields withM frequency
components, 2M measurements can be used to determine
the magnetic field if the frequencies are known. We also
discussed how to determine the frequency of the fields
with excellent accuracy.
Throughout, we also calculated the Fisher information
matrix to show how the sensitivity of the estimation of
the parameters improved as the number of pulses applied
increased (or, in other words, the total sensing time in-
creased). However, in reality, the NV center is interact-
ing with its surrounding environment of nitrogen defects
and carbon nuclei. This interaction leads to decoherence,
which means that the superposition state of the NV cen-
ter is eventually lost. By treating the environment as a
classical noise field, we showed how decoherence implies
that the sensitivity does not keep on increasing as the
number of pulses increases. Rather, one needs to obtain
the optimal number of pulses that should be applied such
that the effect of increased sensing time and the influence
of decoherence are balanced. By using parameters from
recent experiments, we calculated the optimal number of
pulses that should be used for the estimation of various
parameters. We also generalized these results to multi-
chromatic fields, and discussed how the optimization can
be carried out in this case, with an explicit example give
for a bichromatic magnetic field. It is hoped that these
results are useful in the determination of weak magnetic
fields, and in particular weak multichromatic magnetic
fields, with fewer resources required.
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Appendix A: Proof of Eq. (4)
We want to show that
S =
N−1∑
k=1
(−1)k cos(2pikfτ + φ) = −1
2
sec(pifτ)×
[cos(pifτ + φ) + cos(2piNfτ − pifτ + φ)].
We start by noting that
S = −
N/2−1∑
k=0
cos[2pifτ(2k + 1) + φ] +
N/2−2∑
k=0
cos[2pifτ(2k + 2) + φ].
Now let S′ =
∑N/2−1
k=0 cos[2pifτ(2k+1)+φ]. Then, using
Lagrange’s trigonometric identities,
S′ =
sin(piNfτ)
sin(2pifτ)
cos(piNfτ + φ).
Similarly,
N/2−2∑
k=0
cos[2pifτ(2k + 2) + φ] =
sin(Npifτ − 2pifτ)
sin(2pifτ)
cos(Npifτ + φ),
from which it then follows that
S =
cos(Npifτ + φ)
sin(2pifτ)
[sin(Npifτ − 2pifτ)− sin(Npifτ)]
= − sec(pifτ) cos(Npifτ − pifτ) cos(Npifτ + φ).
Thus,
S =− 1
2
sec(pifτ)×
[cos(pifτ + φ) + cos(2piNfτ − pifτ + φ)].
The proof of Eq. (15) is very similar.
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