Ryabinkin, Kohut, and Staroverov (RKS) [Phys. Rev. Lett. 115, 083001 (2015)] devised an iterative method for reducing many-electron wave functions to Kohn-Sham exchange-correlation potentials, vXC(r). For a given type of wave function, the RKS method is exact (Kohn-Sham-compliant) in the basis-set limit; in a finite basis set, it produces an approximation to the corresponding basisset-limit vXC(r). The original RKS procedure works very well for large basis sets but sometimes fails for commonly used (small and medium) sets. We derive a modification of the method's working equation that makes the RKS procedure robust for all Gaussian basis sets and increases the accuracy of the resulting exchange-correlation potentials with respect to the basis-set limit.
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I. INTRODUCTION
Recently, the present authors and their co-workers [1] [2] [3] [4] [5] developed a method for constructing Kohn-Sham (KS) exchange-correlation potentials, v XC (r), from electronic wave functions for nondegenerate ground states that are pure-state v-representable. 6, 7 In this method, v XC (r) is generated by iterating an analytic expression that relates this potential to the interacting two-electron reduced density matrix (2-RDM) of the system. Refs. 1 and 2 describe two implementations of our technique based on slightly different but equivalent expressions for v XC (r), Ref. 3 presents a general approach for deriving such expressions, whereas Refs. 4 and 5 elaborate on the implications. Since the two published variants 1,2 of our method are interchangeable, we will refer to them collectively as the Ryabinkin-Kohut-Staroverov (RKS) procedure, after the authors of Ref. 1 . In the special case of HartreeFock (HF) wave functions, the RKS procedure reduces to the method of Refs. 8 and 9.
The RKS method is not a KS inversion technique, that is, it does not focus on finding the KS potential that reproduces a given ab initio electron density ρ WF (r). The KS inversion problem is ill-conditioned 10 and its solution is not unique when the KS equations are solved in a finite one-electron basis set. [11] [12] [13] [14] The objective of the RKS method is to approximate the basis-set-limit v XC (r) of the system when both wave-function and KS calculations are done using a finite basis set. RKS potentials are obtained from the 2-RDM via an analytic expression for v XC (r) that is exact in a complete (infinite) basis set but not in a finite one. As a consequence, they are unambiguous and uniform, but the density ρ KS (r) generated by an RKS potential is exactly equal to ρ WF (r) only in the basis-set limit. This is to be contrasted with KS inversion techniques, [15] [16] [17] [18] [19] [20] [21] [22] [23] where the requirement that ρ KS (r) match ρ WF (r) in any basis set can result in potentials that oscillate, diverge, and look nothing like the v XC (r) of the basis-set limit ρ WF (r) for the same system. 19, 24 Thus, KS inversion and RKS methods pose different questions and give different answers in finite basis sets.
In our experience, the RKS procedure works best for large uncontracted basis sets such as the universal Gaussian basis set (UGBS). 25 For general-purpose basis sets such as cc-pVXZ, 26 cc-pCVXZ, 27 and 6-311G*, it often works well, but sometimes produces deformed potentials or even fails to converge (see examples below). Here we propose a modification to the RKS method that eliminates all such problems, increases the uniformity of potentials obtained in various Gaussian basis sets, and substantially improves the accuracy of potentials generated in small basis sets with respect to the basis-set limit.
II. RKS METHOD AND ITS MODIFICATION
The exact expression for v XC that lies at the heart of the RKS method was obtained 1,2 by combining two local energy balance equations derived within the KS and ab initio wave-function formalisms for a given Nelectron system. These two equations contain the molecular electrostatic potential but differ in all other terms. The fact that both equations describe the same system is expressed by the condition
When one local energy balance equation is subtracted from the other, the electrostatic potential drops out and we obtain the following intermediate result:
where each quantity is a function of r. Here
is the potential of the exchange-correlation hole charge 28 derived from the interacting 2-RDM,
is the average local KS orbital energy, in which φ i are the spatial parts of KS spin-orbitals, ǫ i are their eigenvalues, and
The next quantity, defined bȳ
is the ab initio average local electron energy, 29, 30 in which f j are the eigenfunctions of the generalized Fock operator, λ j are their eigenvalues, and ρ WF is the ab initio electron density. The summation in Eq. (6) extends over all eigenfunctions f j whose number is equal to the number of one-electron basis-set functions. We choose to write the ab initio electron density as
where χ j are the natural orbitals and n j are their occupation numbers. The remaining quantities are
the Laplacian form of the interacting (ab initio) kineticenergy density expressed through natural orbitals, and
the Laplacian form of the noninteracting (KS) kineticenergy density. Note that Eq. (2) is one of an entire class of exact expressions for v XC .
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For reasons discussed below, the RKS procedure uses not Eq. 
where τ denotes the respective positive-definite form of the kinetic-energy density. 
where
and
Equation (11) Equations (2) and (11) are both exact (KS-compliant) only when all their right-hand-side ingredients are obtained in a complete basis set. This is because the two local energy balance equations leading to Eq. (2) were derived by analytically inverting the KS and generalized Fock eigenvalue problems, 1,2 and analytic inversion of operator eigenvalue problems amounts to employing a complete basis set. Refs. 19, 24, and 34 demonstrate the dramatic effect of basis-set incompleteness on the inverted KS equation, whereas Refs. 5 and 30 illustrate it for the generalized Fock eigenvalue problem.
In a finite basis set, Eqs. (2) and (11) are not even equivalent because Eq. (1), which links them, does not hold from the start of iterations. Previously we found that iterations of Eq. (2) hardly ever converge, whereas iterations of Eq. (11) converge for many, but not all, standard Gaussian basis sets. We now argue that Eq. (11) works better than Eq. (2) because in Eq. (11) the difference
KS is set to its basisset-limit value of zero even when ρ KS = ρ WF , so the resulting finite-basis-set v XC can get closer to the basisset-limit potential. Motivated by this idea, we propose the following improvement upon Eq. (11).
Let us assume for simplicity that all φ i are real. Using the Lagrange identity 35 we write
Recognizing that 
KS is the von Weizsäcker noninteracting kinetic-energy density and
is a quantity which we call the Pauli kinetic-energy density (the name is motivated by Ref. 37) . Similarly, assuming real natural orbitals and applying the Lagrange identity to the product 2ρ WF τ WF we obtain
Next we substitute Eqs. (15) and (17) 
which is the main result of this work. Just like Eqs. (2) and (11), Eq. (19) is KS-compliant only in the basisset-limit. In a finite basis set, it should give a better approximation to the basis-set-limit v XC than Eq. (11) because it sets the quantity τ
KS to its basis-set-limit value of zero even when ρ KS = ρ WF . We will refer to the variant of our method using Eq. (19) as the modified RKS (mRKS) procedure.
The mRKS procedure is exactly the same as the original RKS method 1,2,4 except that the former uses Eq. (19) in place of Eq. (11). Therefore, we will not describe the mRKS algorithm in detail here but only emphasize the following important points. The equality ρ KS = ρ WF plays a key role in the derivation of Eqs. (11) and (19), but it is not imposed when these equations are solved by iteration. Thus, there is no such thing as a "target density" in the RKS and mRKS methods, and the extent to which ρ KS deviates from ρ WF at convergence is controlled implicitly through the choice of one-electron basis set. For internal consistency, the RKS and mRKS procedures use the same one-electron basis set to generate the ab initio wave function and to solve the KS equations in the iterative part of the algorithm. The Hartree (Coulomb) contribution to the KS Hamiltonian matrix is always computed using ρ KS (not ρ WF ); we do it analytically in terms of Gaussian basis functions. Matrix elements of v XC are evaluated using saturated Gauss-LegendreLebedev numerical integration grids. We consider v XC converged when the difference between two consecutive KS density matrices drops below 10 −10 in the root-meansquare sense. Both the original and modified RKS procedures require direct inversion of the iterative subspace 38 to converge the potential in self-consistent-field (SCF) iterations; the mRKS procedure typically takes one or two dozen iterations, RKS up to a few dozen. The converged v XC is independent of the initial guess; KS orbitals and orbital energies from any standard density-functional approximation are adequate as a starting point for systems with a single-reference character. For this work, we reimplemented the RKS and mRKS methods by modifying the SCF and multiconfigurational SCF links of a more recent version of the gaussian 09 program.
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III. COMPARISON OF THE ORIGINAL AND MODIFIED RKS METHODS
To demonstrate the practical advantages of Eq. (19) over Eq. (11) we compared exchange-correlated potentials generated by the mRKS and RKS methods from various atomic and molecular ab initio wave functions. The wave functions were of three types: HF, complete active space SCF (CASSCF), and full configuration interaction (FCI). Wave functions of each type were obtained using a series of standard Gaussian one-electron basis sets varying between minimal (STO-3G) and very large (UGBS). All basis sets were taken from the Basis Set Exchange Database.
40,41
For each wave function, we report three relevant properties: the total interacting kinetic energy
the ab initio exchange-correlation energy
and the first ionization energy extracted from the wave function by the extended Koopmans theorem 1,2 This is done by shifting the potential vertically so that ǫ HOMO = −I EKT .
After reducing each ab initio wave function to a selfconsistent v XC (r), we evaluated the following properties: the total noninteracting kinetic energy
the KS exchange-correlation energy
and the integral
whose purpose will be explained shortly. The integrals in Eqs. (20), (21) , and (22) were computed analytically, whereas W was evaluated numerically. Strictly speaking, the quality of mRKS potentials should be judged by their proximity to the basis-set-limit v XC , but since exact exchange-correlation potentials are rarely available, we suggest to use weaker but feasible tests for basis-set completeness. The first test is the integrated density error
where ρ KS (r) is evaluated at convergence. For a given type of wave function, ∆ ρ is uniquely determined by the basis set used in the mRKS procedure. The premise of the test is that ∆ ρ tends to zero as the basis set approaches completeness, so the magnitude of ∆ ρ gives some indication of how close the mRKS potential is to its basis-set limit. We emphasize that ∆ ρ values have entirely different meanings in KS inversion and RKS-type methods. For instance, ∆ ρ ≈ 0.05 a.u. in a KS inversion procedure indicates that v XC is not converged, whereas in the mRKS procedure it signals that the corresponding converged v XC is not yet close to the basis-set-limit potential (because an insufficiently large basis set was used).
The second test is based on the fact that, for a given density functional E XC [ρ] and a density ρ(r), the corresponding functional derivative v XC (r) = δE XC [ρ]/δρ(r) satisfies the virial relation
where W is given by Eq. (25) . The magnitude of the deviation
from zero may be taken as a measure of deviation of a trial potential from δE XC [ρ]/δρ(r). As a quality control test, |∆E vir | is more discriminating than ∆ ρ : even visually imperceptible defects of v XC (r) can result in large ∆E vir values, as we showed previously for approximate exchange-only potentials. 8, 9, 49, 50 Note that in Refs. 8 and 9 we studied KS potentials extracted from HF wave functions as approximations to exact-exchange potentials, for which T c = 0, so we defined ∆E vir = W − E HF X and evaluated E HF X using the KS (not HF) orbitals. This is why the HF/UGBS values of ∆E vir in this work are different from those reported in Refs. 8 and 9. Table I summarizes results of RKS and mRKS calculations for HF, CASSCF, and FCI wave functions of a few atoms. The two methods produce potentials with very similar T s values, small ∆E vir , and ∆ ρ ∼ 10 −3 a.u. when a large basis set (e.g., UGBS) is used. This is in accord with our argument that the RKS and mRKS procedures would be equivalent in the basis-set limit. A separate grid-based implementation 51 of the mRKS procedure for the HF wave function of Be gives ∆E vir = 6.4 × 10 −12 E h and ∆ ρ = 2.4 × 10 −12 a.u., which explicitly shows that the method is KS-compliant in the basis-set limit.
For small and medium basis sets, however, the original RKS method has inconsistent performance. For instance, in the case of (8, 8 )CASSCF/cc-pVXZ wave functions of Table I for the accompanying numerical data. Table I for the accompanying numerical data.
the Ne atom, the RKS procedure fails to converge for the cc-pVTZ and cc-pV5Z basis sets, and even though it converges for the other cc-pVXZ basis sets, the results show no clear trend with respect to basis set variations. By contrast, mRKS potentials obtained from the same wave functions produce consistent T s values, and |∆E vir | generally decreases with increasing basis-set size. Similar observations apply to potentials generated for other atoms. In the case of HF/cc-pCVXZ wave functions of the Ar atom, RKS potentials for basis sets smaller than cc-pCV5Z are too high or too low near the nucleus (Fig. 2) and have virial energy discrepancies of up to 6 E h (Table I) . At the same time, plots of mRKS potentials of the HF/cc-pCVXZ series are barely distinguish- able (Fig. 2) . Overall, the mRKS method performs extremely well for basis sets of any size, whereas the RKS procedure is reliable only for large basis sets. Figures 1 and 2 highlight a common feature of all RKS and mRKS potentials: they are smooth and have no spurious oscillations that plague optimized effective potential methods 11, [54] [55] [56] [57] and KS inversion techniques that fit potentials to Gaussian-basis-set densities. 19, 24, 34, 58, 59 This is because Eqs. (11) and (19) 
. In such cases, the mRKS potential is visually closer to the basis-set limit, which suggests that the virial energy discrepancy test is more sensitive than the density error test. Detailed analysis of discrepancies between ρ KS (r) and ρ WF (r) for the potentials shown in Figs. 1 and 2 furnishes another demonstration that, for large basis sets, the RKS and mRKS procedures are practically equivalent and produce nearly KS-compliant potentials (Figs. 3 and 4) . For small and medium basis sets, mRKS densities have much smaller deviations from ρ WF (r) near atomic nuclei than do RKS densities.
RKS and mRKS calculations for HF wave functions of certain systems exhibit a curious basis-set effect: the use of a minimal basis sets results in ∆ ρ = 0 (Table I , HF/STO-3G for Be and Ar). This occurs when there are no virtual HF orbitals or when no virtual orbital has the symmetry of any occupied orbital; then the (m)RKS procedure yields occupied KS orbitals that are unitarily transformed occupied HF orbitals, which implies ρ KS = ρ HF . However, in such cases ∆E vir = 0, meaning that Table II for the accompanying numerical data.
the (m)RKS potential is not truly KS-compliant. The mRKS method also works well for molecules. To demonstrate this, we generated exchange-correlation potentials from HF and full-valence CASSCF wave functions of the HCN molecule using various standard Gaussian basis sets. Here the original RKS method again failed to converge for some basis sets, whereas the mRKS procedure converged without difficulty in all cases (Table II). As in the examples involving atoms, the converged RKS and mRKS potentials for HCN are similar and become practically identical for large basis sets such as cc-pCV5Z. Moreover, mRKS potentials for HCN obtained with increasingly large basis sets of the cc-pCVXZ (X = D, T, Q, 5) series are virtually indistinguishable by eye (Fig. 5) , which shows that it is not necessary to use large basis sets in the mRKS method to obtain eminently reasonable potentials.
An example of an mRKS exchange-correlation potential for a polyatomic molecule (tetrafluoroethylene) is shown in Fig. 6 . RKS-type potentials generated from HF wave functions are known to be excellent approximations to exchange-only optimized effective potentials.
8,9
The message of this figure is that molecular exchangecorrelation potentials of high quality can be effortlessly generated by the mRKS method.
IV. CONCLUSION
We have derived Eq. (19) and showed that it works considerably better than its predecessor, Eq. (11), for the purpose of generating exchange-correlation potentials from ab initio wave functions in Gaussian basis sets. Equation (11) is in turn more useful than Eq. (2).
The transition from Eq. (2) to Eq. (11) and then to Eq. (19) is based on the relations for each of the interacting and noninteracting systems. For ρ KS = ρ WF , these relations imply that
Equation (29) is always true, whereas Eq. (30) holds only when ρ KS = ρ WF , which in our method happens at convergence in a complete (infinite) basis set and for minimal-basis-set HF wave functions of certain systems. This means that RKS-type iterations by Eqs. (2), (11) , and (19) are generally not equivalent and should result in different potentials.
In calculations using standard Gaussian basis sets, Eq. (2) almost never converges, Eq. (11) converges for some but not all basis sets, while Eq. (19) always converges in our experience, at least for systems with a single-reference character. The RKS and mRKS methods are essentially equivalent in a nearly complete basis set, but the mRKS method is much more accurate and robust in commonly used basis sets, making it possible to routinely generate exchange-correlation potentials for atoms and molecules at any level of ab initio theory. Therefore, we recommend the mRKS procedure as a permanent replacement for the original RKS method.
The extensive numerical evidence presented in this work shows that mRKS potentials generated using incomplete (finite) basis sets are excellent approximations to the basis-set-limit v XC for a particular type of wave function (HF, CASSCF, FCI, etc.) The mRKS technique can also be used for construction of exchange-correlation potentials of adiabatic time-dependent density-functional theory. [60] [61] [62] Extensions of the mRKS method to spinpolarized post-HF wave functions and to systems that are not pure-state v-representable remain the subject of future work.
