We derive a damped wave-type limit for the Landau-Lifshitz-Gilbert equation in thin films starting from the full micromagnetic model. The result, previously encountered in [7] in the context of reduced models for domain wall motion, applies in situations with topological singularities near the boundary. We also establish further regularity properties of limiting magnetization fields and a power law for the total effective energy.
Introduction
We consider the time evolution of direction fields m = m(t) : B → S 2 ⊂ R 3 representing the magnetization distribution on a ferromagnetic body B ⊂ R 3 , governed by the Landau-Lifshitz-Gilbert equation m t + m × (γ H − α m t ) = 0, (1.1) see [11] . H = H eff is the effective field that is given by the negative functional gradient of the underlying interaction energy E = E(m). We write H = −∇E.
The parameter γ > 0 is the absolute value of the gyromagnetic ratio that carries the dimension of frequency and incorporates a time scale. The Gilbert damping factor α > 0 is dimensionless. The associated dynamical system is dissipative and prescribes locally a damped precession of the magnetization vector about the effective field with typical relaxation time 1/(αγ). Equation (1.1) is, after rescaling time by a factor of 1 + α 2 , a variant of the original Landau-Lifshitz equation found in [16, 17] 
In a basic micromagnetic model for an isotropic ferromagnetic material, see [16, 13, 6 ], the energy E(m) = E(m, B) consist in exchange energy (with exchange constant A) and stray-field energy E(m, B) = A 2 B |∇m| 2 dx + 1 2 R 3 |∇U| 2 dx.
The gradient field −∇U is the associated stray-field that is related to m via the magnetostatic Maxwell equation
where χ B is the indicator function for B. Existence and local well-posedness results for (1.2) were obtained in [21, 1, 3, 18] . Ingredients to the stray-field from boundary divergence (or in more physical terms from surface charge) indicate the large impact of B on this nonlocal interaction term. Among the most important sample geometries is the thin film geometry
where Ω ⊂ R 2 and h 1.
It is well-known that the leading order energy effect of stray-field interaction in thin films is a quadratic shape anisotropy that favors in-plane magnetization. From a variational view point this leads, in the context of soft thin-films, to a hard constraint reduced theories in terms or planar magnetization fields [5, 6, 15] . Dynamically, however, the variational in-plane constraint is geometrically incompatible with gyrotropic precession. More precisely, the leading order stray-field contribution is a forcing term that points towards the film plane and competes with gyrotropic forces that push the magnetization vector out of plane. In this paper we focus on a dynamic regime where this competition is singular.
Mathematical setting and results
Formally the effective field is given by H = −∇E(m) where the gradient is taken with respect to the standard L 2 inner product for vector fields on Ω(h), that is
We are mainly interested in situations where the renormalized energy
is bounded or at most logarithmically divergent. A particular feature of this energy regime is that the stray-field induced anisotropy asymptotically leads 2 to a hard in-plane constraint for the magnetization field. The renormalized Landau-Lifshitz-Gilbert equation reads:
The renormalized effective field can also be identified with a functional gradi-
which is the negative gradient of the renormalized energy with respect to the averaged L 2 inner product, that is formally given by representing
Due to possible energy divergence as h → 0, the limiting object might only formally be an energy gradient. A crucial analytical assumption throughout this paper is that the energy is exchange dominated that is lim h→0 A(h)/h = ε where ε > 0 is small but finite. This assumption features a rather microscopic view point like in case of domain wall models or particles of rather small lateral size. Interesting thin film features usually revealed in the limit ε → 0 when stray-field interaction dominates. A dynamic theory in such a limit is mathematically more subtle and a challenge for future work. Here we always assume h ε and ε is fixed.
There are two dynamic regimes that have been considered in previous work:
(G) γ ∼ 1/h and α ∼ 1 (long time scale and fixed damping)
In the first dynamic regime (G) the gyromagnetic term m t simply drops out, and the corresponding effective limit is of gradient flow type. Starting from (1.2) this has first been observed by Garcia-Cervera & E in [8] . For an informal discussion, let us assume that
in a suitable sense so that one can pass to the limit in the vector products. If we put for simplicity γ = 1/h then the third component of the Landau-LifshitzGilbert equation reads
where ∧ denotes the outer product in 2D. As a space-time distribution, the last term vanishes in the limit as h → 0. Rescaling time by (1 + α 2 ) one obtains the result in the form presented in [8, 14] :
Observe that if H can be identified with a negative energy gradient then the latter dynamical system is a gradient flow on the space of in-plane direction fields. A rigorous result for a full 3D model has been obtained in [19] .
The second dynamic regime (W) has been considered in [7] in case of a reduced model for Néel walls describing an (almost) in-plane rotation of magnetization vectors. It is shown in [7] that the effective evolution equation for the transition angle θ is a damped wave equation
where ν > 0 is an effective damping constant and E = E (θ) is the reduced Néel wall energy. The main simplification is that the magnetization field is assumed to have no variations in the vertical direction, which amounts to an significant mathematical simplification of stray-field energies. The result obtained, however, is the main motivation for the present paper that treats the full 3D problem in a more general framework.
The common feature of regime (G) and (W) is uniform averaged energy dissipation along smooth trajectories:
As it turns out, among all such dynamic regimes, (W) is special since stray-field anisotropy and gyrotropic forcing are in balance. Accordingly, we suppose that for ν and ε positive
that is we require uniform dissipation and exchange domination. Under suitable compactness conditions our main result (Theorem 1) is the following:
• If √ h γ(h) → 1, then the effective limit is a damped wave map.
As a byproduct we identify the overdamped and static regimes (Theorem 2)
• If √ h γ(h) → ∞, the effective limit is a gradient flow.
• If √ h γ(h) → 0, no dynamic solution is possible in the limit.
Here we focus on the critical dynamic regime leading to wave-type dynamics. For an informal discussion the singular part of the renormalized effective field (shape anisotropy term) competes with gyrotropic forcing and turns into a kinetic term, whereas the finite part is controlled by Gilbert damping. The limiting magnetization field m is planar with values in the unit circle. The effective energy
that might, due to topological singularities, only exist up to a renormalization, serves as a potential for the limiting effective field. The effective evolution equation formally reads:
This is a damped geometric wave equation with the unit circle as target manifold. Initial data for the Cauchy problem can be identified as a weak limit
which is weakly attained as t → 0, see Proposition 3. In order to account for topological singularities that may form near the boundary, we formulate the general result in the distributional sense. If on the other hand, the geometry of the base domain Ω admits finite energy magnetization, limiting magnetization fields admit an inequality for the total energy
for approximate initial values m h 0 and for almost every time T > 0.
Stray-field interaction and shape anisotropy
The evolution law given by Landau-Lifshitz-Gilbert equations is a quasi-static one. Indeed, only the magnetostatic (or stray-field) equations are included in the effective field. A coupling with the full Maxwell system yields a more complex system that in particular contains non-local (in time) damping terms due to eddy currents that are not necessarily captured by Gilbert damping. Then the quasi-static Landau-Lifshitz-Gilbert model can be obtained as a certain time average, see [2] . To investigate stray-field interaction on thin magnetic bodies in our simpler setting it is enough to consider static magnetization fields
and stray-field potentials that are the unique solutions
In weak form this equation reads
The effect of stray-field interaction in thin films has been investigated in great detail but mainly from a variational view point, see [6, 15] . Here we rather need a PDE view point in order to investigate the corresponding energetic force that enter the effective field.
Vertical components
In identifying asymptotic limits in the intermediate asymptotic regime, the crucial quantities are the blown up vertical magnetization and stray-field components
The following estimate is well-known [19] and implies an L 2 estimate for v h :
There is a universal constant c > 0 so that
Thus with u h = U/h
The following distributional estimate identifies weak limits of v h and w h :
There is a universal constant c > 0 so that for ϕ ∈ C ∞ 0 (Ω) and h ∈ (0, 1)
Proof. Given ϕ ∈ C ∞ 0 (Ω) we construct an extension to R 3 as follows:
where
Using that |ψ h | ≤ h the term involving ∇U can be estimated by
where the constant c only depends on the particular choice of ρ. Since ρ = 1 on (0, 1) the term involving m is bounded by
and the claim follows.
Corollary 1.
Let u h = U/h and v h and w h be defined as in (2.1). Then
for a universal constant c = c(Ω) that only depends on the size of the domain.
Reduced stray-field interaction
If the leading order stray-field contribution is leading to an in-plane constraint, the residual stray-field energy results from magnetic charge density that are concentrated in the plane.
Lemma 3.
Let u h = U h /h and suppose that for some sequence h = h k → 0:
Then u is a weak solution of
Proof. Let us drop the index h. We have
where I(h) is an error term to be estimated. Clearly,
Moreover, according to Lemma 4,
It can be show that the asymptotic form of stray-field interaction automatically leads to tangential boundary conditions if ∇u ∈ L 2 (R 2 ). For unit vector field this necessarily amounts to topological singularities in the interior as well as on the boundary. We will account for possible boundary singularities in our dynamic convergence result. Stronger dynamic results can be obtained in the absence of topological obstructions as for instance in the case of periodicity:
Remark 1 (Periodic base domains). The same arguments apply for instance in case that Ω = T 2 is the flat torus or Ω = (−w, w) × S 1 is periodic in the second direction.
In the first case the stray-field equation reads
and analog in the second case. The results (Lemmata 1, 2, and 3) carry over.
We have used the following simple calculus lemma that proves helpful when distributing mean values among factors within a product:
Proof. The LHS can be written as
which is bounded by
and the claim follows by Cauchy-Schwarz and Jensen's inequality.
Finally we consider the time evolution of stray-fields induced by magnetization fields m h = m h (t) and deduce uniform H 1 regularity in space time.
Then then u h t ∈ L 2 (R 3 × (0, ∞)) exists with uniform bounds independent of h.
is compactly supported in time. On the level of time derivative we have ∆ϕ t = ψ t . Since ψ t = ψ t (t) ∈ L 6/5 (R 3 ) for every t > 0 it follows from the Hardy-Littlewood-Sobolev inequality that ϕ t = ϕ t (t) is an admissible test function, that is ϕ t ∈Ḣ 1 (R 3 ) for every time. Moreover, by standard regularity in R 3
For fixed t > 0 we estimate
and by Sobolev embedding
which for bounded Ω is by bounded by ψ 2 L 2 . Integrating in time we obtain by Cauchy-Schwarz
and the proof follows by a duality and density argument.
3 Dynamic thin-film limits 3.1 Wave-type limit in the critical regime γ ∼ 1/
√ h
In this section we state the convergence result for the wave-type limit under certain compactness assumption that will be discussed separately. We suppose that Ω(h) = Ω × (0, h) where Ω ⊂ R 2 is a bounded (Lipschitz) domain. After rescaling space we can assume that |Ω| = 1. Let
be a family of global weak solutions of the Landau-Lifshitz-Gilbert equation
subject to homogeneous Neumann boundary conditions
The dynamic parameters α = α(h) and γ = γ(h) are supposed to be functions of h. The interaction energy E(m) = E(m, Ω(h)) is given by
where the exchange constant A = A(h) is also a function of h. The magnetostatic potential U ∈Ḣ 1 (R 3 ) is a solution of Maxwell's equation
A map (3.1) is a global weak solution of (3.2) subject to homogeneous Neumann boundary conditions if for any finite T > 0 and for any admissible test
where for almost any t ∈ (0, T) the magnetostatic potential U = U(t) ∈ H 1 (R 3 ) is determined by the potential equation (3.3) for m = m(t). Sufficiently regular weak solutions satisfy the (renormalized) energy inequality (|Ω| = 1)
is the renormalized energy. In situations where no topological singularities are to be expected (e.g. if Ω = T 2 is the flat torus) and initial energies E h (m h (0)) are uniformly bounded in h requisite compactness properties can be drawn from this inequality. In order to accommodate more general situations with possible energy divergence near the boundary we rather impose the following a priori bounds on m h = (m h , m h 3 ) and associated renormalized magnetostatic potentials u h = U h /h:
where ∇ = (∇ ,
). Then we have the following convergence result: Theorem 1. Suppose that there are positive constants ν and ε such that as h → 0
while assumptions (3.4) -(3.8) hold true and that for some sequence h = h k → 0:
Here, ∆ = ∇ · ∇ is the planar Laplace operator. T m S 1 is the tangent line to the unit circle S 1 at m. The wedge symbol denotes the two-dimensional outer product
From (3.5) and (3.8) we immediately deduce that for a subsequence averages
It also follows from (3.7) and (3.8), and Lemma 5 that for a further subsequence renormalized po-
is understood in the sense of traces. More precisely, by the embedding
which is valid for p ≤ 4, the space-time distribution
In view of Lemma 3 it follows immediately that for almost every t > 0 the potential u = u(t) is the uniqueḢ 1 (R 3 ) solution of the reduced potential equation
Proof of Theorem 1
For simplicity of notation we only consider the most simple set of parameters:
Fixing some finite T > 0 the weak formulation (3.4) reads
where u = U/h. This corresponds to the renormalized Landau-Lifshitz-Gilbert equation
with homogeneous Neumann boundary conditions, where
Inspecting the space-time bounds of m h and u h we deduce that
Moreover, by virtue of Rellich's lemma we can assume for any 1 < p < ∞ that
We first show that the limit m is almost everywhere a unit vector field. Indeed, there is a universal c > 0 so that for any ϕ ∈ C ∞ 0 (Ω × (0, T)) with |ϕ| ≤ 1
where we have used Lemma 1 and Lemma 4. Since in view of (3.13) we have pointwise convergence of − h 0 m h almost everywhere the assertion follows.
Derivation of the limit equation
The important quantities that serve to identify the limiting equation are the distributions
Identification of distributional limits of v h in Proposition 1 and of its time derivative in Proposition 2 yields the convergence result. The weak continuity result in the last assertion of the theorem is proven in Proposition 3.
Proposition 1. Under the assumptions of the theorem and if
Proof. In view of Lemma 1 and Corollary 1 we have for some c < ∞
By uniqueness of distributional limits, it is enough to show that for any suitable subsequence
For X ∈ R 3 we denote
We investigate (3.11) by using the admissible test function
One easily verifies the following vector identity for |m| = 1 and
where π m is the projection onto the tangent space T m S 2 above m, that we shall apply it to the vector field
Using that m h t and ∇m h are tangent vector fields we obtain from (3.16)
is function with uniform distributional bounds. Indeed, by Young's inequality
for almost every x and t, and by Jensen's inequality
According to Lemma 4 and the energy bound
Since m h ∈ H 1 (Ω(h) × (0, T)), averaging and taking distributional time derivatives commute. By (3.12) and (3.13) we can pass to the limit on the RHS, and equating with (3.17) the claim follows.
Proposition 2.
Under the assumptions of the theorem and if (v h ) is convergent:
Recall that m ∧ ∇ u is understood in the sense of distributions on Ω × (0, T) as 0, T) ). Proof. Similar arguments have been used in the proof of Theorem 2 in [19] . Space-time regularity for the potential from Lemma 5 provides some simplification. Using the admissible test-function Φ =ê 3 ϕ where ϕ ∈ C ∞ 0 (Ω × (0, T)) is arbitrary and the vector identity
we obtain from (3.11)
We consider the limit of the RHS. As in the proof of the last proposition
as h → 0 and similarly
In stray-field term we integrate by parts
and distribute the average among both factors. We write this as
According to Lemma 4 the remainder term I(h) is bounded by
for some universal constant C > 0 that only depends on ϕ. Recall that for a subsequence − h 0 m h dx 3 converges weakly in
Thus the assertion follows from the fact that
Indeed, by (3.12) and the local compactness of the trace operator from the space
Since by Lemma 5 and Sobolev embedding
is Hölder continuous (with Hölder exponent 1/2) uniformly in h we deduce
and the claim follows immediately.
converges uniformly on compact subsets, and
Proof. Similar arguments have been used in [10] . From the regularity assumption we know that v h , ϕ ∈ C 0 ([0, ∞)) for any ϕ ∈ L 2 (Ω) and uniformly bounded as h → 0. For more regular ϕ, however, we can derive a uniform Hölder bound that is independent of h. For this purpose we consider test functions φ(x, t) = ϕ(x) θ(t), where ϕ ∈ C ∞ 0 (Ω) is supported in Ω ⊂⊂ Ω, and Lipschitz continuous θ vanishing at 0 and with support of size ≤ 1 and |θ(t)| ≤ 1 for any t ≥ 0. Letting Φ =ê 3 φ and proceeding as in the proof of Proposition 2 and integrating by parts we find
(3.18) We deduce that for some universal constant C > 0 that only depends on 
Hence k h ϕ is equicontinuous and pre-compact on compacts. Since v h converges to v 0 , the only possible limit function coincides with v 0 , ϕ , that is the uniform limit of k h ϕ . Since v h (t) is bounded in L 2 (Ω) uniformly in h and t, we infer by a density argument that v 0 , ϕ is continuous for arbitrary ϕ ∈ L 2 (Ω).
Gradient flow and static limits
Theorem 2. Suppose that there are positive constants ν and α so that as h → 0
and that for some sequence h = h k → 0 the convergence assumptions on m h and u h from Theorem 1 hold true. Then m = (m, 0) :
Remark 2. The first assertion of the Theorem has been proven by R. Moser in [19] Theorem 2 in the case γ = 1/h.
Proof. For simplicity we assume that ν = 1 and A = h. With β(h) = √ h γ(h) the weak form of the renormalized LLG reads 
Finite energy solutions and energy inequality
We establish a power law for the total energy (including kinetic energy) in case of wave-type dynamics with uniform global energy bounds. where u = U/h, and U is the associated magnetostatic potential solving Proof. We choose a suitable sequence h = h k → 0 so that
