ABSTRACT A control Lyapunov function (CLF)-based optimal control method is proposed to solve an affine nonlinear system with input limitation for the wheeled robot. Motivated by Lyapunov stability theory, viability theory, and exact linearization and sliding mode control, the construction of the CLF uses the information of the multi-order derivatives of the system outputs. The result shows the stability depends on the controller coefficients and the input limitation. Thus, the sufficient conditions are given and proved for stable controller design. The proposed control method provides a new robust regulation map to an affine nonlinear system for high-dimensional trajectory tracking. A simulation of multi-agent wheeled robot formation is designed to illustrate the application of the proposed controller. Meanwhile, the validation and feasibility of the controller are also verified by the simulation.
I. INTRODUCTION
Affine nonlinear is a common character in mobile robot systems, such as differential wheeled mobile robots. Due to the facility of system control, linearization is the most common preprocess before manipulating these systems. There are two methods for linearization: approximate linearization and exact linearization. The former method replaces the original nonlinear equation into a linear equation, which is derived from the first-order derivative of the original equation at a given operating point. This method can be generalized to a large number of nonlinear systems, as long as the system function has the first-order derivative at the operating point. However, the approximation error will decay the performance of the controller. Furthermore, due to the interference caused by approximation, the output of the system is also unstable. To this end, Chen and Narendra [1] used a set of linear functions to fit a nonlinear system and significantly reduce the approximate error. Compared with approximate method, exact linearization aims to find a coordinate transformation of the control input via the Lie derivative [2] of the system output [3] . This method can transfer the original nonlinear system into a new linear system without any errors.
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Besides linearization, for some special cascade nonlinear systems, the back-stepping control schemes have been studied in the nonlinear control system design for flexibility. Reference [4] - [7] introduced a sliding mode observer to estimate disturbances of each order of the back-stepping controller, and achieved stable controller for these nonlinear systems. But the condition of this method is rigorous, it is difficult to apply such a method to the affine nonlinear system. Besides, it is challenging to develop an effective and robust control scheme for MIMO (multiple-input multipleoutput) nonlinear systems with input limitation and unknown external disturbance. Want H et al employ Adaptive Neural Output-Feedback Control to deal these problems with unknown external disturbance [8] . The neural networks are also applied for system control in [9] . Control Lyapunov Function (CLF) method can also provide an effective solution for this problem. The early CLF approach can be tracked back to Schweppe [10] . This method can modify a control problem into an optimization problem by searching a set of inputs to minimize the cost function. In some situations, controller can supply a ''larger'' input than requirement, to maintain the energy function decline. The margin between input supply and its requirement can VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ maintain the robustness for the controller, which allows the controller to resist disturbances from unknown environments and system parameters. Quadratic form cost function used in control solutions for a linear system can be tracked back to Gutman and Hagander [11] . After that, some researches focus on constructing a proper Lyapunov functions as a constraint into an optimization problem. Besides quadratic form cost functions, polyhedral cost functions are emerged in [12] , [13] . Moreover, polynomial homogeneous cost function is introduced by Chesi et al. [14] , which is more precise than the original ones. Some literatures introduced rational cost function, such as − [15, 16] , for optimal control problems. But these cost functions are difficult to construct. In contrast, CLF cost function are more flexible and stable than other cost functions. A fractional programming cost function and its solution strategy is proposed to construct a robust CLF [17] . If one cost function is not enough for system applications, the control-sharing and merging problem needs to be addressed [18] . In addition, a CLF for hybrid systems, which contains both continuous and discrete parts, was introduced by Cairano [19] . Compared with output feedback control [20] , [21] , CLF method can stabilize the system output more quickly. CLFs are also applied in some practical systems, such as multi-agent formation control [22] . The main problem of CLF controller is to ensure the close loop stability, which means the errors between expected states and the system's real states will finally converge to zero. For CLF control, the controller could generate a control signal to make the Lyapunov function decrease at each time instance. The set composed by all the system states, which meets this condition, is called the domain of attraction (DOA). In the viewpoint of viability theory, this DOA is also equivalent to the capture basin. Viability theory was first introduced by Aubin [23] , which provides an alternative approach to system evolution and system control. One of the main results of viability theory is that it gives a powerful judgment tool to design a controller for attraction problem, even the constructed ''energy function'' is non-positive. Many conclusions of viability theory are based on set value analysis, which is difficult to contribute a specific numerical algorithm. To overcome this shortcoming, our previous work [24] proposes a viability judgment tool for the affine nonlinear system via judging feasible solutions for a set of linear inequations. We use some methods of viability theory in the paper to solve the stability problem. The stability can also be analyzed in the sense of semi-globally uniformly ultimately bounded in mean square [25] , which can give a strong stability condition.
The idea for the current study is based on the exact linearization method and sliding mode control [26] , [27] as well as some techniques in viability theory. If the nonlinear system outputs contain multi-order derivatives, our CLF method in this study can provide a uniform framework for this type systems. The CLF cost function is composed by the outputs of the system and the derivatives of the system sates. We then extend our work to affine nonlinear system, because it suites the application of the wheeled robot. Compared with existing CLF methods, our cost function for optimization control problem is the constructed CLF itself. In contrast, traditional CLF method inclines to build a CLF function in constrain part of the optimization problem. Therefore, with a linear control input constraint, this study can transform a control problem into a linear programming problem, instead of a common quadratic or other nonlinear functions. This will benefit online application, because our optimization problem can be easily solved in real time. Moreover, the solution for the optimization problem will choose the steepest descent value for the constructed CLF cost function. The feasible system control input set can also minimize the effects of unknown disturbances and the perturbation of system parameters, which means a robust performance for the designed controller.
The contribution of this work is we design a new control method for affine nonlinear systems as an optimization problem by treating the CLF function as the cost function rather than constraints. We then analyze the stability of our controller, and give the stable conditions of the controller. Thus, we solve the problem of close loop stability, which is the great challenge of CLF controllers.
The notations of the paper is listed as Table 1 .
II. SYSTEM DESCRIPTION AND PRELIMINARIES
Consider the affine nonlinear system with input limitation as follows:ẋ
where x ∈ X is the system states, the valid states set is X ⊂ R n x , y ∈ R n y represents system output, u ∈ U is the system control input, the valid input set U ⊂ R n u is convex, c(u) describes the boundary function of set U from R n u to R n c ,
, and h(x) are Lipschitz functions from R n x to R n x , R n x ×n u , and R n y , respectively, 0 n c ×1 means a n c × 1 zero vector with n c elements, and n x , n y , n u , n c ∈ N. The follows is a brief review on exact linearization. Using the Lie derivative, the derivatives of output y can be expressed as:
where
Assumption 1: There is a positive integer n d where system
Under Assumption 1, the n d -order of the output in (1) is:
Assumption 1 is a little different from the definition of relative degree. Since the conditions of relative degree are the key points of this study, we introduce the concept of relative degree here. The definition of relative degree is as follows:
Definition 1: There is a positive integer n d , and system (1) is said to have relative degree
Therefore, if system (1) has the relative degree n d , the dimensions of system input and out should be equal, that means n y = n u , because only a square matrix can be an invertible matrix.
III. DESIGN FOR THE CLF CONTROLLER
The construction of the CLF cost function for optimization problem is the vital step for controller design. Traditional CLF methods are designed as a positive-definite function of system states. Then, CLF function is used as the constraints of the optimization problem to maintain the stability. Furthermore, based on CLF constraint, a proper cost function is vital for the system performance. In contrast, we construct our optimization problem by a derived CLF cost function composed of semi-positive definite functions of the system output, which will guarantee the system stability and enhance the performance simultaneously. The only constraint of our optimal control problem is the limitation of the input, i.e. c(u) ≤ 0 n c ×1 for describing the set U.
A. COST FUNCTION AND PROGRAMMING CONTROLLER
Our cost function is a quadratic form composed of the sum of each order derivatives of system output, which is:
i ∈ R is the jth order derivative of system output y i , and y (j) ri is the bounded reference (or expectation) value of y
ri , when y i and y ri are the system outputs and its reference values. k ij R is the constant coefficient that needs to be designed. In the geometric view, the cost function describes a hyper-spherical surface of s i (t), where s i (t) is defined as:
i , e i y ri − y i
The controller in this study is the solution of a design optimization problem, which will find control input u in set U to decay the cost function at the fastest speed. So the designed optimization problem is:
If c(u) is a set of linear functions, such as a control saturation constraint, with affine nonlinear properties, the problem (8) can be changed into a linear programming problem, see the next sections for more detail.
B. CONSTANT COEFFICIENT DESIGN AND SYSTEM STABILITY
Theorem 1: For system (1), if there exists u ∈ U , which makes the derivative of cost function (6) satisfy dJ dt < 0 at any state, where J = 0. The cost function J will converge to zero in a finite time.
Proof: By using (7), function (6) can be rewritten as:
because J (t) is a positive definite function. Then we can obtain:
If not, we assume ε > 0, and:
Additionally, because for any J = 0 and dJ /dt < 0, we define:
Then γ < 0 and:
If t → ∞, we have:
So, the inequation (14) conflicts. Therefore, Claim 1 holds and lim t→∞ J (t) = 0. The convergent time of J (t) is denoted as t cvg . Using (13), we can obtain the value range of t cvg :
Therefore, if t ≥ t cvg , J (t) will converge to zero. Theorem 1 holds.
QED.
When system (1) meets the conditions of Theorem 1, it will be forced to keep in the linear hyper-planes:
Theorem 2: Every e i , i = 1, 2, . . . , n y will be exponentially converge to zero, when J (t) = 0 with designed k ij in (6). For designed parameters k ij , all real parts of the solutions λ are negative for the following equation:
Proof: J (t) is a positive definite and J (t) = 0, with the definition in (7):
Considering (18) as a dynamical system, a state equation can be obtained:ẋ
) are expressed as:
The eigenvalues of matrixÃ are the solution of the following equation:
Multiply k in d on both sides of (21):
Therefore, if all the eigenvalues λ have a negative real part and the state equation (19) is exponentially stable, then every e i (t) is exponentially converge to zero. The conclusion holds.
Theorem 2 is similar to the equivalent control analysis of sliding control [26] . Theorem 1 and 2 support a design method for k ij in (6) to keep the system stable, because dJ /dt < 0 always exists. The next section will discuss the relationship between the input constraint set U and the existence of dJ /dt < 0.
C. CONDITION OF INPUT LIMITATION FOR SYSTEM STABILITY
In order to analyze the relationship between input limitation and system stability, several matrixes and vectors need to be firstly defined to change (6) into the matrix form:
and
where K i is a n d × 1 vector, Y ri and Y i are 1 × n d vectors, K is a n d · n y ×n y matrix, Y r and Y are 1× n d · n y vectors, and diag(·) represents the diagonal matrix. We use (23) and (24) to substitute (6) , and the cost function (6) turns into:
The derivate of (25) is:
At each time instance, both the system states and the parameters have been determined. The input u is the only independent variable in (26) . Therefore, the control input u needs to be separated from (26), and we define:
r is a 1 × n y vector,K is a (n d − 1) · n y × n y matrix, and K u is a n y × n y matrix. Then, substitute (27) and (28) into (26):
The following theorem defines the sufficient condition foṙ J < 0 based on set value analysis of viability theory. Theorem 3: If system (1) at assumption 1 is controlled by (8) , one sufficient condition to keep (1) asymptotic stable is:
There is δm > 0 to make J =0 ⊆ u , where:
where sgn(·) is the sign function for each element in matrix. Then, we substitute (31) into (29):
The elements of 1 × n y vector (Y r − Y ) · K are denoted as:
Then, expression (32) turns into:
Considering Theorem 1, Theorem 2, and (34), Theorem 3 holds.
QED. Inference 1:
If the system (1) parameter n meets Definition 1, the sufficient conditions to keep (1) asymptotic stable change into:
There is δm > 0 to make sta ⊆ U, where:
is an invertible matrix, and set (30) can change into (35) . Then, Inference 1 holds using Theorem 3.
Theorem 3 and Inference 1 illustrate the conditions of the stability of system (1) controlled by algorithm (8) based on viability theory. The J =0 , u , and sta are a type of set-value map representing the method in [23] . In addition, in each time instance, all the variables except u have been determined. Therefore, algorithm (8) can be simplified as following linear programming form (29):
IV. CLF CONTROLLER FOR FORMATION CONTROL OF MULTI-AGENT WHEELED ROBOTS SYSTEM
In this part, we verified our controller (36) in a multi-agent system to give a formation control for wheeled robots based on a leader-follower framework. This control contains two main parts. The first part is estimating the leader system states. The second part is tracking the reference states, which have been calculated in the first step, by using the proposed CLF controller. The leader system states can be obtained from an estimator, which can merge the distributed states of the robots to consensus, see [28] and our previous work [29] . The estimator is based on the observer technology, In [30] , [31] , an observer-based control framework is proposed for nonlinear systems. The observer can estimate key states for feedback control. We assume that the estimate states of the lead robot are available to all of the other follower robots. This tacking problem is a discretized control. In [32] - [34] , fuzzy adaptive control methods to deal with the difficulty of nonlinear discretized uncertain systems is proposed. The unknown nonlinearities are approximated by the fuzzy logic systems. We can use the approximate states for our tracking control. The robot model schematic diagram is shown in Figure 1 . The dynamic model of the wheeled robot system is an affine nonlinear system: where x and y are the robot position coordinates in a twodimensional reference frame. φ represents the robot heading angle, which is between the robot symmetry axis and the x-axis of the reference frame. v is the robot velocity. ω is the angular velocity. u1 and u2 represent control inputs, which are the two motor voltages of the left and right wheels, respectively. We denote the inputs and the states with u = u 1 u 2
respectively. The other system parameters are defined as:
where R is the winding resistance of the motor, c m is the motor torque constant, c d is the damping ratio, which can be obtained from the equation c d = c m · c e R, p g is the reduction gear radio, m is the robot mass, I is the rotational inertia relative to the robot vertical axis, 2w is the wheel tread, and b is the wheel radius. Because the robot model has the non-holonomic constraint, i.e.ẋ · sin φ −ẏ · cos φ = 0, there is no relative degree for this system. One approach for dealing with non-holonomic constraint is to modify the output of system (37) to satisfy Definition 1 by changing the output of the system from the robot center coordinate to the robot handle coordinate. This transformation can eliminate the effect of the original nonholonomic constraint. The relationship between outputs and system states in the robot handle coordinate is then defined as follows:
where h is the distance between handle points and the center of the robot, see Figure 1 . Calculate the derivative of the output x h y h T with respect to (39):
The second order derivative of output is: respectively. Moreover, the cost function of variable i = 1 means the variable belongs to the leader agent, which is known to all the other follower agents.
The formation control means the follower agents will keep a fixed relative distance from the leader agent. The fixed distances of the followers are denoted as x offi y offi T . Considering (37), the position offset relationship and its derivative between the body frame and ground frame is:
Therefore, the reference states of each follower agent are:
Finally, formula (41) shows that (39) has a relative degree of 2. Then, the CLF cost function is designed as:
The control optimization problem for the single agent is:
Our simulation experiment contains five robots, and robot 1 is the leader. Figures 5 and 6 are the errors between the reference velocity and the robot real velocity on the x-and y-axes. For velocity, the convergence speed is fast at the beginning of the process, because our CLF optimal controller can provide high efficiency signals to enhance the speed tracking performance. 
V. CONCLUSION
In this paper, we proposed a new robot tracking optimal controller based on CLF cost function. The feasibility and stability of the proposed CLF method are discussed. Our method is an optimization problem, which contains an improved quadratic form cost function with input limitations. One advantages of this method is only a simple linear programming can solve this optimization problem numerically.
Compared with traditional CLF method, our method use the technology of viability, such as the set value analysis method, to guarantee the stability with the limitation of the input. The result shows, for an affine nonlinear system with relative order, the stability only depends on its designed parameters. However, the input limitations will affect the system response performance. Because the designed parameters are determined by valid set of system control input. If an affine nonlinear system does not have the relative order, some singular points in the state space need to be considered. For Non-affine Nonlinear systems, we can add a fuzzy controller with Lapunov function to solve tracking problem [35] .
The simulation shows that our method can be used in the multi agent tracking system, which is key technology in multi-missile control in military or intelligent transportation system, because these applications need high performance of the collective control. Our methods can formulate a rapid solving optimal controller with optimized error convergence. In addition, the robustness of our method is also guaranteed in practical system with unknown system parameters or perturbed parameters.
This study proposed an optimized control method based on CLF cost function to solve the affine nonlinear system with control input limitation. The CLF cost function is composed by the quadratic form of multi-order derivatives of the system outputs. In addition, the conditions of system stability have been discussed. The simulation shows that if a system has relative degree and its control inputs limitation is loose, the system has the ability to be asymptotically stable. However, the existence of relative degree for a system is a special condition for a nonlinear system. Therefore, further study will focus on general nonlinear systems.
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