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RESUMO
A minimizac¸a˜o da corrente de leakage e´ um passo essencial do projeto de
circuitos digitais, uma vez que nas tecnologias CMOS recentes a poteˆncia
de leakage tornou-se compara´vel a` poteˆncia dinaˆmica. Gate sizing e´ uma
te´cnica amplamente utilizada para minimizac¸a˜o da poteˆncia de leakage de-
vido a` sua efica´cia e ao baixo impacto que ele causa no fluxo standard cell.
Em tal fluxo, o problema de sizing corresponde a selecionar, para cada porta
do circuito, uma combinac¸a˜o de largura de porta e tensa˜o de threshold dis-
ponı´vel na biblioteca de ce´lulas, de modo a satisfazer as restric¸o˜es de pro-
jeto. A natureza discreta do problema, a qual o torna NP-difı´cil, e o grande
nu´mero de portas nos circuitos contemporaˆneos teˆm motivado a busca por
heurı´sticas eficientes, que sejam capazes de resolveˆ-lo em tempo de execuc¸a˜o
aceita´vel. Este trabalho apresenta treˆs contribuic¸o˜es principais ao estado da
arte. A primeira e´ uma formulac¸a˜o aperfeic¸oada para o problema de sizing
discreto baseada em Relaxac¸a˜o Lagrangeana (LR), a qual considera valores
ma´ximos de slew de entrada e de capacitaˆncia de saı´da das portas, impostas
pelas bibliotecas standard cell. A segunda e´ uma heurı´stica topolo´gica gulosa
para resolver a formulac¸a˜o LR proposta utilizando informac¸o˜es locais para
guiar as deciso˜es do algoritmo. A terceira contribuic¸a˜o reside em uma te´cnica
hı´brida de treˆs passos para superar algumas das limitac¸o˜es da heurı´stica to-
polo´gica gulosa. Tal te´cnica hı´brida inicia resolvendo a formulac¸a˜o LR as-
sumindo um atraso crı´tico ligeiramente maior do que o atraso crı´tico-alvo e
em seguida, aplica uma heurı´stica ra´pida de recuperac¸a˜o de atraso para que
o atraso crı´tico-alvo original seja satisfeito. Como terceiro passo, e´ usada
uma heurı´stica de recuperac¸a˜o de poteˆncia para reduzir ainda mais a poteˆncia
de leakage explorando o espac¸o para otimizac¸a˜o deixado pelos dois passos
anteriores. Os experimentos pra´ticos foram gerados utilizando-se a infra-
estrutura da Competic¸a˜o de Sizing Discreto do ISPD2012, a qual proveˆ uma
base comum para comparac¸o˜es justas com os trabalhos correlatos mais recen-
tes. Os resultados experimentais para a formulac¸a˜o LR usando a heurı´stica
topolo´gica gulosa foram comparados com os resultados obtidos pelas treˆs
equipes melhor classificadas na Competic¸a˜o do ISPD 2012, os quais repre-
sentavam o estado da arte no momento em que tais experimentos foram rea-
lizados. A poteˆncia de leakage obtida e´, em me´dia, 18,9%, 16,7% e 43,8%
menor do que aquelas obtidas pelas treˆs melhores equipes da Competic¸a˜o do
ISPD2012, respectivamente, ao passo que o tempo de execuc¸a˜o total e´ 38,
31 e 39 vezes menor. Com relac¸a˜o a` te´cnica hı´brida, a poteˆncia de leakage
obtida e´, em me´dia, 8,15% menor do que aquela relatada pelo trabalho que
representa o estado da arte na ocasia˜o em que estes experimentos foram rea-
lizados, sendo o tempo total de execuc¸a˜o uma ordem de magnitude menor. E´
Importante ressaltar que o trabalho estado da arte referido ja´ havia superado
as treˆs melhores equipes da Competic¸a˜o do ISPD2012.
Palavras-chave: Automac¸a˜o de projeto eletroˆnico (EDA). Fluxo de projeto
standard cell. Minimizac¸a˜o da poteˆncia de leakage. Sizing discreto de portas.
Relaxac¸a˜o Lagrangeana.
ABSTRACT
Leakage current minimization is an essential step in the design of digital
circuits, as leakage power became comparable to dynamic power in recent
CMOS technologies. Gate sizing is a widely used technique to minimize le-
akage due to its effectiveness and its low impact on the standard cell flow.
In such flow, the sizing problem corresponds to selecting, for each gate in
the circuit, a combination of gate width and threshold voltage available in the
cell library in such a way the design constraints are met. The discrete nature
of the problem, which makes it NP-hard, and the large number of gates in
contemporary circuits motivate the search for efficient heuristics able to solve
it within acceptable runtimes. This work presents three main contributions
to the state-of-the-art. The first one is an improved Lagrangian Relaxation
(LR) formulation for the discrete gate sizing problem that accounts for the
maximum gate input slew and maximum gate output capacitance constraints
imposed by standard cell libraries. The second one is a topological greedy
heuristic for solving the proposed LR formulation relying on local informa-
tion to guide the algorithm’s decisions. The third contribution relies on a
three-step hybrid technique to overcome some limitations of the topological
greedy heuristic. Such hybrid technique begins by solving the LR formulation
by slightly loosening the delay constraint and then applies a fast delay reco-
very heuristic to meet the original delay constraint. As a third step, a leakage
power recovery heuristic is used to further reduce leakage power by explo-
ring the room for optimization left by the two previous steps. The practical
experiments relied on the up-to-date ISPD 2012 Discrete Gate Sizing Con-
test infrastructure, which provided a common basis for fair comparisons with
most recent related works. The experimental results for the LR formulation
using the topological greedy heuristic were compared to those from the top
three teams of the ISPD 2012 Contest, which represented the state-of-the-art
at the time such experiments were conducted. The obtained leakage power is,
on average, 18.9%, 16.7% and 43.8% smaller than those obtained by the top
three teams of the ISPD 2012 Contest, respectively, while the total runtime
is 38, 31 and 39 times shorter. Concerning the hybrid technique, the obtai-
ned leakage power is, on average, 8.15% smaller than that reported by the
state-of-the-art work at that time, being the total execution time one order of
magnitude faster. It is important to highlight that the referred state-of-the-art
work had already surpassed the top three teams of the ISPD 2012 Contest.
Keywords: Electronic Design Automation (EDA). Standard cell design flow.
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1 INTRODUC¸A˜O
Este capı´tulo visa apresentar o problema de sizing discreto, objeto
desta disssertac¸a˜o, destacando sua relevaˆncia para o contexto do projeto de
circuitos digitais contemporaˆneos. Inicialmente, sa˜o apresentadas a motivac¸a˜o
e uma breve contextualizac¸a˜o do tema proposto. Em seguida, o fluxo de pro-
jeto de circuitos digitais contemporaˆneos e´ apresentado, apontando-se onde
se encaixa o problema-alvo dessa dissertac¸a˜o. Apo´s, o problema de sizing
e´ formalmente definido e os principais desafios sa˜o destacados. Finalmente,
sa˜o apresentados a justificativa do tema, o escopo da dissertac¸a˜o, a infraestru-
tura experimental, as principais contribuic¸o˜es cientı´ficas e a organizac¸a˜o do
texto.
1.1 MOTIVAC¸A˜O
A evoluc¸a˜o da tecnologia CMOS (Complementary Metal-Oxide Se-
miconductor), com a consequente reduc¸a˜o das dimenso˜es dos componentes,
possibilitou a integrac¸a˜o de bilho˜es de transistores em um u´nico chip. Tal ca-
pacidade de integrac¸a˜o foi vital para viabilizar o desenvolvimento dos dispo-
sitivos mo´veis pessoais (PMDs - Personal Mobile Devices) contemporaˆneos,
tais como smartphones, tablets, consoles de jogos etc, os quais oferecem um
nu´mero impressionante de funcionalidades. Devido ao fato de serem alimen-
tados por bateria e, ao mesmo tempo, terem que executar aplicac¸o˜es compu-
tacionalmente intensivas (e.g., codificac¸a˜o e decodificac¸a˜o de fotos e vı´deos),
os PMDs precisam aliar alto desempenho a baixo consumo de energia e ainda
oferecer ao usua´rio servic¸os de qualidade. Ademais, o consumo de energia
se tornou uma me´trica importante em microprocessadores de propo´sito geral,
servidores e supercomputadores, conforme ressaltado por Ozdal, Burns e Hu
(2011).
Desde o inı´cio da de´cada de 1990 o consumo de energia em circuitos
integrados CMOS tem sido objeto de intensa investigac¸a˜o1. Contudo, para os
nodos tecnolo´gicos anteriores a 90 nm, a componente esta´tica da poteˆncia era
negligencia´vel perante a componente dinaˆmica. Foi a partir das tecnologias
nanome´tricas (90 nm e mais recentes), caracterizadas por baixas tenso˜es de
alimentac¸a˜o (Vdd) e de threshold, e pelo uso de o´xido de gate extremamente
fino, que a componente esta´tica passou a ser importante. Por isso, no projeto
de circuitos CMOS com tecnologias nanome´tricas ambas componentes da
poteˆncia devem ser minimizadas. No caso especı´fico dos chips que equipam
1Um dos primeiros trabalhos de destaque foi o de Chandrakasan, Sheng e Brodersen (1992).
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os PMDs, tal provideˆncia e´ essencial para prolongar a vida u´til da bateria.
A dissipac¸a˜o de poteˆncia esta´tica esta´ associada a`s chamadas corren-
tes de leakage (fuga) do transistor MOS. A Figura 1, apresentada por Rabaey
(2009), identifica as principais correntes de leakage na estrutrura de um tran-
sistor MOS em tecnologia nanome´trica, quais sejam:
• Sub-threshold leakage: corrente de fuga entre source e drain quando
o transistor MOS esta´ operando abaixo de sua tensa˜o de threshold (ou
seja, o transistor na˜o esta´ completamente desligado). Esta regia˜o de
operac¸a˜o recebe o nome de inversa˜o fraca (weak inversion).
• Gate leakage: corrente de fuga que flui do gate para o substrato do
transistor atrave´s do o´xido devido aos efeitos de tunelamento.
• Junction leakage: corrente de fuga que flui do source para o substrato
e do drain para o substrato devido a`s junc¸o˜es pn reversamente polari-
zadas.
Figura 1: Principais componentes de corrente de leakage em um transistor
MOS em tecnologia nanome´trica. Adaptado de Rabaey (2009).
De acordo com Rabaey (2009), as duas primeiras componentes exce-
dem a terceira (junction leakage) em 3 a 5 ordens de magnitude e por isso,
sa˜o bem mais importantes.
Com relac¸a˜o a` contribuic¸a˜o da poteˆncia esta´tica ao longo da evoluc¸a˜o
da tecnologia CMOS, as primeiras projec¸o˜es eram bastante alarmantes e aca-
baram induzindo a indu´stria e a academia a buscar te´cnicas para reduzir
as correntes de leakage e, consequentemente, diminuir o consumo esta´tico
dos circuitos. A Figura 2 apresenta um gra´fico contendo projec¸o˜es para as
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poteˆncias dinaˆmica e esta´tica em um chip, publicado no trabalho de Kim et
al. (2003). Tais projec¸o˜es foram baseadas em dados de 2002, normalizados
em relac¸a˜o aos dados do ITRS (International Technology Roadmap for Semi-
conductors) de 2001 (conforme apresentado em Assoc. (2002)). Ale´m disso,
a curva de poteˆncia dinaˆmica assumiu a Lei de Moore2 para estimar o au-
mento do nu´mero de transistores por chip.
Figura 2: Projec¸o˜es para as poteˆncias dinaˆmica e esta´tica em um chip, ba-
seadas no ITRS (International Technology Roadmap for Semiconductors),
atualizac¸a˜o de 2002. Fonte: Kim et al. (2003).
Tambe´m no ano de 2003, as projec¸o˜es para a poteˆncia por porta lo´gica
indicavam um decre´scimo da componente dinaˆmica (em raza˜o do scaling
das dimenso˜es dos transistores) e um incremento significativo da componente
esta´tica (decorrente do agravamento dos mecanismos de leakage), conforme
ilustrado no gra´fico da Figura 3, publicado por Sakurai (2003).
E´ interessante observar que, na˜o obstante a diminuic¸a˜o da poteˆncia
dinaˆmica por porta, a poteˆncia dinaˆmica do chip segue aumentando em con-
sequeˆncia do acre´scimo de transistores por chip, ainda que te´cnicas de pro-
jeto de baixa poteˆncia venham sendo aplicadas. Por um lado, a componente
2Em 1965 Gordon Moore publicou um artigo no qual especulava que o nu´mero de transistores
em um circuito integrado dobraria a cada dois anos (MOORE, 1965).
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Figura 3: Projec¸o˜es para as poteˆncias dinaˆmica e esta´tica em uma porta. Nesta
figura Vdd e´ a tensa˜o de alimentac¸a˜o e Vth e´ a tensa˜o de threshold. Fonte:
(SAKURAI, 2003).
esta´tica na˜o aumentou tanto a ponto de ultrapassar a componente dinaˆmica.
Segundo Weste e Harris (2010), em 2010 a poteˆncia esta´tica podia corres-
ponder a` terc¸a parte da poteˆncia total do chip, o que na˜o deixa de ser uma
parcela significativa. Esta diferenc¸a entre a projec¸a˜o de 2003 e a realidade
deveu-se a`s alterac¸o˜es das te´cnicas de fabricac¸a˜o e de projeto dos circuitos.
Por exemplo, a introduc¸a˜o da te´cnica de fabricac¸a˜o de transistores com gate
meta´lico e isolante com alta constante diele´trica (high-k), a partir de 2007,
proporcionou uma reduc¸a˜o dra´stica na componente de gate leakage3, con-
forme previsto no gra´fico da Figura 2. Por outro lado, as sucessivas reduc¸o˜es
das tenso˜es de alimentac¸a˜o e de threshold promovidas para viabilizar as tec-
nologias nanome´tricas mais recentes causaram o aumento da componente de
sub-threshold leakage previsto no gra´fico da Figura 2, transformando-a na
principal componente da poteˆncia esta´tica.
A Equac¸a˜o 1.1, obtida de Keating et al. (2007), apresenta uma boa a-
proximac¸a˜o da corrente de sub-threshold em um transistor MOS. Note que a
corrente de sub-threshold tem dependeˆncia linear com a largura (W ) do tran-
sistor (e consequentemente da porta) e dependeˆncia exponencial em relac¸a˜o
a` tensa˜o de threshold do transistor, representada na Equac¸a˜o 1.1 por Vth.
3De acordo com Rabaey (2009), fabricantes como a IBM e Intel adotaram o uso de dio´xido
de hafnium (HfO2) como material diele´trico a partir dos processos CMOS de 45nm (AUTH et
al., 2008) e 32nm (NATARAJAN et al., 2008).
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Dentre as te´cnicas de projeto empregadas para reduzir a corrente de
sub-threshold leakage nos circuitos digitais contemporaˆneos destacam-se o
uso de diferentes tenso˜es de alimentac¸a˜o (Multi-Vdd), power gating, gate si-
zing (dimensionamento de portas) e o uso de diferentes tenso˜es de threshold
(Multi-Vt ) (KEATING et al., 2007). Por serem minimamente intrusivas (pois
implicam em um menor impacto no fluxo de projeto de circuitos digitais)
as duas u´ltimas sa˜o amplamente usadas e, por essa raza˜o, sa˜o objeto de es-
tudo do presente trabalho. Dimensionamento de portas (ou transistores) im-
plica no uso de portas (ou transistores) com diferentes larguras de canal em
um mesmo circuito, resultando em um impacto linear na corrente de sub-
threshold. Multi-Vt , por sua vez, baseia-se na uso de portas (ou transistores)
com diferentes tenso˜es de threshold, o que causa impacto exponencial na cor-
rente de leakage de sub-threshold.
Dada a importaˆncia de se minimizar a poteˆncia esta´tica, principal-
mente em dispositivos mo´veis, cuja principal componente esta´ associada a`
sub-threshold leakage, este trabalho tem como foco a minimizac¸a˜o de lea-
kage4 em circuitos digitais.
1.2 FLUXO DE PROJETO DE CIRCUITOS DIGITAIS
O grande nu´mero de portas lo´gicas nos circuitos digitais contemporaˆ-
neos exige a adoc¸a˜o de um fluxo de projeto com ferramentas de automac¸a˜o de
projeto eletroˆnico (EDA - Electronic Design Automation). A grande maioria
dos projetos digitais usa o estilo semi-custom5, o qual se baseia em biblioteca
standard cell. Uma biblioteca standard cell reu´ne os leiautes pre´-projetados
de portas lo´gicas, flip-flops, latches e eventualmente, outros elementos mais
complexos (e.g., multiplexador 2-1, full-adder etc), referidos por ce´lulas.
Uma biblioteca standard cell tambe´m conte´m diversas informac¸o˜es referen-
tes a cada ce´lula como informac¸o˜es geome´tricas (e.g., leiaute, dimenso˜es),
de atraso, de poteˆncia, bem como outras caracterı´sticas ele´tricas importantes
para garantir o sucesso da sı´ntese do circuito. Desta forma, o uso de biblio-
4Deste ponto em diante, o termo leakage sera´ utilizado para fazer refereˆncia ao somato´rio das
treˆs componentes de leakage.
5O estilo de projeto full-custom, por outro lado, e´ usado principalmente no projeto de micro-
processadores e FPGAs, uma vez que o alto custo destes projetos pode ser amortizado com um
grande volume de produc¸a˜o (KAHNG et al., 2011).
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teca standard cell visa reduzir o esforc¸o de projeto e o tempo para o mercado
(time-to-market)6 e, consequentemente, o prec¸o final do produto (KAHNG et
al., 2011).
O fluxo de projeto de um circuito integrado digital e´ composto por di-
versas etapas, partindo da especificac¸a˜o e descric¸a˜o em alto-nı´vel de abstrac¸a˜o
ate´ chegar a uma descric¸a˜o que permita a implementac¸a˜o fı´sica (etapas de
baixo-nı´vel). As etapas de alto-nı´vel sa˜o responsa´veis principalmente pela
especificac¸a˜o das func¸o˜es e requisitos do sistema (e.g., poteˆncia, desempe-
nho, a´rea, entre outros), definic¸a˜o da arquitetura ba´sica do sistema (e.g., tama-
nho das memo´rias, definic¸a˜o dos blocos de propriedade intelectual (IP), etc).
Em seguida, os diferentes mo´dulos do sistema sa˜o descritos em nı´vel de trans-
fereˆncia de registradores (RTL) atrave´s do uso de linguagens de descric¸a˜o de
hardware (HDL) apropriadas, tais como Verilog e VHDL.
A Figura 4 apresenta as etapas que caracterizam o fluxo de projeto
baseado em standard cell, iniciando pela sı´ntese lo´gica e passando pelas eta-
pas relacionadas a` chamada sı´ntese fı´sica. A seguir, sa˜o descritas as ac¸o˜es
realizadas em cada uma das etapas:
• Sı´ntese Lo´gica (Logic Synthesis): Etapa responsa´vel pela conversa˜o
da descric¸a˜o RTL para um conjunto de portas lo´gicas e elementos se-
quenciais e mapeamento deste conjunto para as ce´lulas disponı´veis na
biblioteca standard cell;
• Planejamento Topolo´gico (Floorplanning): Determina o formato (lei-
aute) dos blocos do chip a partir das ce´lulas instanciadas na etapa ante-
rior, baseando-se nas informac¸o˜es da biblioteca standard cell. Tambe´m
sa˜o determinadas as dimenso˜es do chip, localizac¸a˜o das portas de en-
trada e saı´da etc;
• Posicionamento (Placement): Define a localizac¸a˜o espacial dos leiau-
tes das ce´lulas que foram escolhidos na etapa anterior;
• Sı´ntese da A´rvore de Relo´gio (Clock Tree Synthesis): Cria a a´rvore de
distribuic¸a˜o do sinal de relo´gio para os elementos sequenciais do pro-
jeto, visando atender alguns requisitos, como, por exemplo, minimizar
o skew7;
• Roteamento (Routing): Responsa´vel por criar as conexo˜es entre as
ce´lulas instanciadas no projetos, utilizando diferentes camadas de metal
e vias. O objetivo e´ satisfazer as restric¸o˜es de timing do projeto e, ao
mesmo tempo, minimizar o comprimento me´dio das conexo˜es;
6Corresponde ao tempo entre a concepc¸a˜o e a comercializac¸a˜o do produto.
7Diferenc¸a do tempo de chegada do sinal de relo´gio entre os elementos sequenciais.
35
• Sign-off: Esta etapa tem como principal objetivo a verificac¸a˜o das
regras de desenho e da funcionalidade. Ela tambe´m confere se as
restric¸o˜es de ma´ximo slew, ma´xima capacitaˆncia e ma´ximo fanout im-
postas pela biblioteca standard cell esta˜o dentro dos limites especifica-
dos8.
Figura 4: Fluxo simplificado de projeto de circuitos digitais baseado em stan-
dard cell. Adaptado de: (LEE; GUPTA, 2012).
Diversas te´cnicas de otimizac¸a˜o sa˜o utilizadas durante o fluxo de pro-
jeto para diferentes objetivos, tais como minimizar skew do sinal de relo´gio,
minimizar a´rea, minimizar atraso, minimizar poteˆncia, dentre outros. Pore´m,
dentre todas as te´cnicas, gate sizing esta´ entre as mais utilizadas, pois ale´m
de ser extremamente efetiva, causa um impacto muito pequeno no fluxo de
projeto (LEE; GUPTA, 2012). Assim, gate sizing e´ usada em diversas etapas
do fluxo para corrigir problemas de setup e hold de elementos sequenciais,
reduzir atrasos (para satisfazer a restric¸o˜es de timing), dentre outros. Recen-
temente, gate sizing passou a ser amplamente utilizada para buscar um melhor
compromisso (tradeoff ) entre leakage e atraso do circuito (ABRISHAMI et
al., 2011).
8O nome da subetapa responsa´vel por essas confereˆncias e´ ERC - Electrical Rule Checking
(KAHNG et al., 2011).
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1.3 O PROBLEMA DE SIZING DISCRETO
Gate sizing, ou somente sizing, e´ uma te´cnica amplamente usada na
otimizac¸a˜o de circuitos digitais, conforme ja´ descrito na sec¸a˜o anterior. O
problema (ou te´cnica) de sizing consiste na escolha dos paraˆmetros das portas
lo´gicas, tais como largura (w) e tensa˜o de threshold (u), visando otimizar
desempenho, poteˆncia ou a´rea do circuito, e ao mesmo tempo respeitar as
restric¸o˜es especificadas no projeto9 (GUPTA et al., 2010) (KAHNG; KANG,
2012).
O problema de sizing de circutos digitais pode ser sub-dividido em
sizing contı´nuo e sizing discreto. O primeiro caso considera que a largura
e a tensa˜o de threshold das portas sa˜o contı´nuas e portanto, podem assumir
quaisquer valores dentro de um intervalo va´lido. O segundo, por outro lado,
considera que a largura e a tensa˜o de threshold das portas so´ podem assumir
valores pertencentes a um conjunto pre´-determinado, no caso, uma biblioteca
de ce´lulas10.
Devido a` sua importaˆncia como te´cnica de otimizac¸a˜o no fluxo de pro-
jeto de circuitos digitais, o problema de sizing e´ um to´pico extensivamente
pesquisado desde meados da de´cada de 1980 e uma grande variedade de
te´cnicas pode ser encontrada na literatura. A grande maioria destas te´cnicas
utiliza sizing contı´nuo (e.g., Fishburn e Dunlop (1985) Chen, Chu e Wong
(1999)), que na˜o se correlaciona adequadamente com o fluxo de projeto ba-
seado em standard cell, conforme sera´ detalhado mais adiante.
De acordo com o que foi frisado na Sec¸a˜o 1.1, a minimizac¸a˜o de lea-
kage e´ essencial tanto no projeto de PMDs, quanto no projeto de microproces-
sadores de propo´sito geral. Para tais projetos, o problema de sizing tem dois
objetivos conflitantes: minimizar o leakage e, ao mesmo tempo, reduzir o
atraso para garantir que o desempenho do circuito satisfac¸a a`s especificac¸o˜es.
O problema de sizing contı´nuo para ajustar a largura das portas do
circuito visando minimizar o consumo de leakage pode ser formalmente defi-
nido pelo conjunto de Equac¸o˜es 1.2 a 1.4 (MAHESHWARI; SAPATNEKAR,
1998). O objetivo do problema consiste em encontrar a largura das portas
do circuito (~w) para minimizar o consumo total de leakage (Equac¸a˜o 1.2) e
9A escolha dos paraˆmetros pode ocorrer em diversas granularidades como, por exemplo, no
nı´vel de transistor, modificando a largura de cada transistor independentemente dos demais, ou
no nı´vel de porta lo´gica, na qual todos os transistores da porta sa˜o modificados simultaneamente.
Isto vale tambe´m para atribuic¸a˜o da tensa˜o de threshold. Em projetos baseados em bibliotecas
standard cell, a granularidade e´ definida no nı´vel de porta e somente as opc¸o˜es disponı´veis na
biblioteca podem ser utilizadas.
10Alguns trabalhos encontrados na literatura denominam este problema como selec¸a˜o da opc¸a˜o
de implementac¸a˜o das portas (gate implementation selection) (LI et al., 2012) (HUANG; HU;
SHI, 2011).
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garantir que o atraso ma´ximo do circuito na˜o seja maior que o perı´odo de
relo´gio especificado (Equac¸a˜o 1.3). Ale´m disso, a restric¸a˜o representada pela
Equac¸a˜o 1.4 especifica a largura mı´nima e a largura ma´xima de uma porta
permitida pela tecnologia utilizada. Note que leakage e atraso sa˜o objetivos
conflitantes, ou seja, a reduc¸a˜o da largura de uma porta resulta em menor le-
akage mas em contrapartida, acarreta em aumento do atraso da porta, o que
pode tornar o circuito mais lento.
Minimize : Power(~w) (1.2)
Sujeito a : Delay(~w)≤ Ao (1.3)
Wmin ≤ wgate ≤Wmax,∀gate ∈Circuit (1.4)
Por um lado, a abordagem contı´nua do problema de sizing permite o
uso de te´cnicas consolidadas, nas quais a soluc¸a˜o o´tima do problema pode
ser encontrada11. Por outro lado, o projeto de circuitos digitais modernos e´
baseado em bibliotecas standard cell, as quais sa˜o compostas por um nu´mero
limitado de opc¸o˜es de implementac¸a˜o por porta. Poucos trabalhos de sizing
encontrados na literatura resolvem o problema diretamente no domı´nio dis-
creto (e.g., Coudert (1997), Li et al. (2012), Ozdal, Burns e Hu (2012)), o
qual e´ provado ser NP-difı´cil12 (LI, 1994) e, desse modo, e´ necessa´rio o uso
de heurı´sticas eficientes para encontrar soluc¸o˜es de qualidade dentro de um
tempo de execuc¸a˜o via´vel. A formulac¸a˜o matema´tica do problema de sizing
discreto para minimizar leakage e´ apresentada nas Equac¸o˜es 1.5 a 1.7. Note
que o paraˆmetro de configurac¸a˜o (largura wgate) de cada porta e´ limitado a`s
opc¸o˜es discretas Wgate, onde cada porta possui um conjunto de opc¸o˜es de
implementac¸a˜o disponı´vel na biblioteca13.
11Abordagens contı´nuas permitem o uso de modelos convexos de atraso, os quais tem como
vantagem permitir que se averigue a qualidade da soluc¸a˜o, ja´ que possuem a propriedade de que
todo mı´nimo local da func¸a˜o e´ tambe´m um mı´nimo global. Em outras palavras, e´ possı´vel saber
qua˜o longe do mı´nimo global do problema se esta´ e obter um certificado de qualidade da soluc¸a˜o
encontrada (BOYD; VANDENBERGHE, 2004).
12Refere-se a` classe de problemas cuja soluc¸a˜o o´tima na˜o pode ser encontrada em tempo po-
linomial em relac¸a˜o ao tamanho da entrada do problema. Ou seja, problemas cuja complexidade
de tempo na˜o pode ser definida por O(nk), onde n e´ o tamanho da entrada do problema e k uma
constante (CORMEN et al., 2009).
13No caso da inclusa˜o da possibilidade da escolha da tensa˜o de threshold de cada porta, deve-
se incluir a restric¸a˜o ugate ∈Ugate, a qual define que a porta so´ pode assumir uma das tenso˜es de
threshold disponı´veis na biblioteca.
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Minimize : Power(~w) (1.5)
Sujeito a : Delay(~w)≤ Ao (1.6)
wgate ∈Wgate,∀gate ∈Circuit (1.7)
Ademais, o problema de sizing discreto apresenta diversos desafios
quando aplicado ao projeto de circuitos industriais contemporaˆneos. Segundo
Ozdal et al. (2012), os principais desafios sa˜o:
• Paraˆmetros discretos: Como o projeto de circuitos digitais contem-
poraˆneos segue a metodologia de projeto standard cell, o uso de te´cnicas
de sizing que assumem os paraˆmetros contı´nuos requer o mapeamento
das soluc¸o˜es encontradas para as disponı´veis na biblioteca de ce´lulas,
o que pode levar a soluc¸o˜es subo´timas;
• Modelos de atraso das portas: O grande nu´mero de paraˆmetros de
uma porta e uso de te´cnicas de leiaute especı´ficas, como transistor fol-
ding (CHINNERY; KEUTZER, 2005), resulta em modelos de atraso
complexos. Como consequeˆncia, nem mesmo modelos de atraso con-
vexos sa˜o suficientemente precisos, visto que o atraso de uma porta na˜o
e´ func¸a˜o convexa14 de sua largura, tampouco da tensa˜o de threshold;
• Restric¸o˜es temporais complexas: Circuitos modernos apresentam va´-
rios domı´nios de relo´gio, falsos caminhos, etc. Ale´m disso, o atraso
das interconexo˜es e´ cada vez mais significativo em nodos tecnolo´gicos
nanome´tricos e portanto, o uso de modelos simplificados (e.g., Elmore
(ELMORE, 1948)) na˜o proveˆ a precisa˜o requerida pelos projetos con-
temporaˆneos;
• Efeitos do slew: O atraso das portas em uma biblioteca de ce´lulas e´
func¸a˜o da capacitaˆncia de saı´da e do slew de entrada da porta. Portanto,
e´ essencial considerar o slew durante o processo de otimizac¸a˜o. Ale´m
disso, ha´ restric¸o˜es de ma´ximo slew que devem ser consideradas;
• Escalabilidade das te´cnicas de otimizac¸a˜o: Alguns blocos dentro de
um circuito digital podem ter centenas de milhares (ou alguns milho˜es)
de portas e portanto, as te´cnicas de sizing devem ser escala´veis para
lidar com circuitos da ordem de milho˜es de portas.
14Uma func¸a˜o convexa possui a propriedade de que todo mı´nimo local da func¸a˜o e´ tambe´m
um mı´nimo global (BOYD; VANDENBERGHE, 2004).
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1.4 JUSTIFICATIVA
Conforme mencionado na sec¸a˜o anterior, o problema de sizing dis-
creto e´ NP-difı´cil (LI, 1994). Por este motivo, as pesquisas neste tema teˆm
se concentrado na busca por heurı´sticas eficientes. Recentemente, o inte-
resse por sizing discreto intensificou-se tanto por parte da academia quanto
da indu´stria, na medida em que ele emergiu como uma opc¸a˜o efetiva para
reduc¸a˜o de leakage em circuitos nanome´tricos projetados com o fluxo stan-
dard cell. Prova deste interesse e´ o grande nu´mero de artigos cientı´ficos so-
bre o tema que tem sido publicados recentemente nos anais de confereˆncias
importantes na a´rea de EDA, tais como ICCAD15 (IEEE/ACM International
Conference on Computer-Aided Design), DAC (ACM/EDAC/IEEE Design
Automation Conference), DATE (Design, Automation & Test in Europe),
ISLPED (International Symposium on Low Power Electronics and Design),
ISPD (ACM/SIGDA International Symposium on Physical Design), com au-
toria de membros da academia e da indu´stria.
Um dos problemas enfrentados pelos pesquisadores reside na auseˆncia
de uma infraestrutura comum que permita comparar justamente um conjunto
de soluc¸o˜es para um determinado problema. Para o problema em questa˜o,
tal infraestrutura deve ser composta por um conjunto de benchmarks e uma
biblioteca standard cell realistas que capturem os principais detalhes do pro-
blema. Neste sentido, o trabalho proposto por Gupta et al. (2010) tenta resol-
ver tal problema, ao propor um me´todo para a criac¸a˜o de uma infraestrutura de
benchmarks que permita encontrar a soluc¸a˜o o´tima de cada circuito. Infeliz-
mente, este trabalho apresenta duas limitac¸o˜es se´rias, quais sejam, o nu´mero
reduzido de portas dos circuitos (em me´dia 10K), e o modelo de atraso sim-
plificado, o qual na˜o considera slew. Por outro lado, a falta de uma soluc¸a˜o
definitiva para o problema de sizing discreto e a auseˆncia de uma infraestru-
tura de comparac¸a˜o adequada motivou os pesquisadores da Intel a organiza-
rem a Competic¸a˜o de Sizing Discreto (OZDAL et al., 2012), realizada na mais
recente edic¸a˜o do ISPD, em 2012. Tal infraestrutura permite comparar dife-
rentes te´cnicas de sizing discreto sob uma infraestrutura realista que captura
a maior parte dos desafios listados na sec¸a˜o anterior.
Como em outras competic¸o˜es (e.g., Competic¸a˜o de roteamento reali-
zada pelo ISPD nos anos de 2007 e 2008), a disponibilidade de benchmarks
realistas proporciona a oportunidade de confrontar diferentes te´cnicas sob
uma mesma infraestrutura. Desde a Competic¸a˜o de Sizing Discreto do ISPD
2012 (marc¸o 2012), a qual proporcionou os resultados das equipes partici-
15No ICCAD do ano de 2011, o artigo de sizing discreto de pesquisadores da Intel (OZDAL;
BURNS; HU, 2011) ganhou o preˆmio de melhor artigo da confereˆncia.
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pantes, novos trabalhos foram publicados (e.g., Hu et al. (2012), Li et al.
(2012), Livramento et al. (2013)), os quais fizeram uso da infraestrutura dis-
ponibilizada. Tais trabalhos ampliaram o conhecimento sobre como enfrentar
o problema de forma mais eficiente, e por isso obtiveram valores de leakage e
tempos de execuc¸a˜o ainda menores do que aqueles apresentados pelos com-
petidores.
Por outro lado, apesar de tal evoluc¸a˜o, ainda na˜o ha´ um consenso sobre
qual te´cnica de sizing discreto e´ a melhor, visto que nenhuma das te´cnicas
apresentadas ate´ o momento mostrou-se predominante. Por este motivo, a
pesquisa nesse tema continua intensa. O mesmo grupo de pesquisadores da
Intel esta´ organizando uma segunda edic¸a˜o da Competic¸a˜o de sizing discreto,
associada ao ISPD do corrente ano (2013).
1.5 ESCOPO DESTA DISSERTAC¸A˜O
Uma vez que o projeto de circuitos digitais segue o fluxo standard
cell, e´ essencial que as te´cnicas de sizing trabalhem no domı´nio discreto, ao
inve´s de considerar larguras e/ou tenso˜es de threshold dentro de um intervalo
contı´nuo. Ademais, as te´cnicas que abordam o problema no domı´nio contı´nuo
fazem uso de modelos de atraso simplificados, os quais na˜o modelam com
precisa˜o o atraso das portas das bibliotecas standard cell (OZDAL; BURNS;
HU, 2012). O escopo deste trabalho e´ bastante semelhante ao definido na
infraestrutura da Competic¸a˜o de Sizing Discreto do ISPD 2012 (OZDAL et
al., 2012), visto que os principais desafios de sizing no fluxo de projeto stan-
dard cell sa˜o capturados, permitindo a comparac¸a˜o direta e justa de diferentes
te´cnicas.
Este trabalho aborda o problema de sizing diretamente no domı´nio dis-
creto, objetivando minimizar a poteˆncia de leakage, enquanto considerando
restric¸o˜es de timing definidas por um atraso crı´tico-alvo. Tal minimizac¸a˜o
e´ feita escolhendo, para cada porta lo´gica combinacional do circuito, uma
opc¸a˜o de implementac¸a˜o (combinando uma opc¸a˜o de largura e uma opc¸a˜o de
tensa˜o de threshold) disponı´vel em bibliotecas standard cell. Os modelos de
atraso e slew aqui utilizados esta˜o capturados diretamente pelas tabelas asso-
ciadas a` biblioteca de ce´lulas16, os quais sa˜o funca˜o da capacitaˆncia de saı´da
e do slew de entrada da porta. Neste trabalho sa˜o consideradas as restric¸o˜es
de ma´xima capacitaˆncia de saı´da das portas e ma´ximo slew na entrada das
portas, ambas comumente definidas nas bibliotecas standard cell contem-
poraˆneas. As interconexo˜es do circuito sa˜o modeladas como capacitaˆncias
16Mais detalhes sobre as tabelas de atraso das bibliotecas de ce´lulas sa˜o apresentados na Sec¸a˜o
2.3.
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concentradas (lumped) sem resisteˆncia, ou seja, sem atraso.
Por questo˜es de infraestrutura, na˜o faz parte do escopo dessa dissertac¸a˜o
a escolha da largura e da tensa˜o de threshold de elementos sequenciais, como
flip-flops e registradores, visto que no fluxo de projeto digital esta escolha
se restringe aos elementos combinacionais17 (SAPATNEKAR, 2004). Tam-
pouco se considera tempo de setup e hold desses elementos.
1.6 INFRAESTRUTURA EXPERIMENTAL PARA ESTE TRABALHO
O presente trabalho faz uso da infraestrutura disponibilizada pela Com-
petic¸a˜o de Sizing Discreto do ISPD 2012, a qual e´ composta por:
• Um conjunto de 7 circuitos, cujos tamanhos variam de 25K a 959K por-
tas, cada circuito sujeito a duas restric¸o˜es diferentes de atraso crı´tico-
alvo, indentificadas como slow e fast;
• Uma biblioteca standard cell realista, composta por 11 portas combi-
nacionais de func¸o˜es lo´gicas diferentes e 1 flip-flop;
• Ferramenta de ana´lise de timing esta´tica Synopsys PrimeTime R©
(SYNOPSYS, 2012)18;
• Um conjunto de scripts para validar os resultados finais de timing, slew
e capacitaˆncia, os quais invocam a ferramenta Synopsys PrimeTime R©.
Estes scripts calculam o total de violac¸o˜es de ma´ximo slew na entrada
das portas e de ma´xima capacitaˆncia de saı´da das portas, ale´m do con-
sumo total de leakage do circuito.
Os circuitos sa˜o derivados dos benchmarks do IWLS 2005 (SYNTHE-
SIS, 2012) e cada circuito inclui uma descric¸a˜o na linguagem Verilog, um
arquivo no formato IEEE SPEF (Standard Parasitic Exchange Format) des-
crevendo as capacitaˆncias parasitas das interconexo˜es, ale´m das restric¸o˜es de
timing no formato SDC (Synopsys Design Constraints).
A biblioteca de ce´lulas e´ definida conforme o padra˜o industrial Liberty
(LIBERTY, 2012), no qual cada porta possui tabelas (lookup tables) contendo
informac¸o˜es de atraso, tempo de transic¸a˜o do sinal (slew) de saı´da, ma´xima
capacitaˆncia de saı´da e poteˆncia de leakage. Cada uma das 11 portas combi-
nacionais da biblioteca possui 3 opc¸o˜es de tensa˜o de threshold e 10 opc¸o˜es de
17Diversas te´cnicas podem ser utilizadas simultaneamente com a te´cnica de sizing para
otimizac¸a˜o dos elementos sequenciais, tais como retiming (MAHESHWARI; SAPATNEKAR,
1998) e otimizac¸a˜o de skew (CHUANG; SAPATNEKAR; HAJJ, 1993) (ROY et al., 2008a).
18Acesso (restrito), mediante assinatura de termo de compromisso (NDA - Non-Disclosure
Agreement).
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largura, totalizando 30 opc¸o˜es de implementac¸a˜o para cada porta combinaci-
onal. Ja´ o flip-flop possui apenas uma opc¸a˜o de implementac¸a˜o. Ale´m disso,
a biblioteca tambe´m inclui um limite global (restric¸a˜o) de ma´ximo slew nas
entradas/saı´das das portas e do circuito.
Foram assumidas algumas simplificac¸o˜es no problema, como modelo
de capacitaˆncia concentrada e atraso nulo para as interconexo˜es. Tambe´m os
tempos de setup e hold dos registradores foram desconsiderados.
As comparac¸o˜es entre as diferentes te´cnicas sa˜o feitas usando os re-
sultados de leakage sem violac¸o˜es. As violac¸o˜es consideradas sa˜o:
• Ocorreˆncia de slack negativo (i.e., atraso crı´tico menor ou igual ao
atraso crı´tico-alvo);
• Ocorreˆncia de slews acima do limite especificado pela biblioteca (no
caso da biblioteca da Competic¸a˜o, o valor e´ 300ps);
• Ocorreˆncia de uma ou mais portas apresentando capacitaˆncia de saı´da
maior do que aquela especificada na biblioteca.
As violac¸o˜es de timing na Competic¸a˜o do ISPD 2012 sa˜o calculadas
atrave´s do somato´rio dos slacks negativos nas saı´das prima´rias do circuito, de-
finido como TNS (Total Negative Slack). As demais violac¸o˜es sa˜o calculadas
atrave´s do somato´rio da quantidade que ultrapassa os limites especificados na
biblioteca standard cell.
Para ca´lculo das informac¸o˜es de timing do circuito durante a execuc¸a˜o
das te´cnicas de otimizac¸a˜o propostas nesse trabalho, foi implementada uma
ferramenta de ana´lise de timing esta´tica em conformidade com bibliotecas
standard cell realistas, a qual foi validada frente a` ferramenta industrial Sy-
nopsys PrimeTime R©(SYNOPSYS, 2012). Esta ferramenta foi utilizada para
ca´lculo das informac¸o˜es de timing durante a execuc¸a˜o dos algoritmos presen-
tes nesta dissertac¸a˜o, enquanto a ferramenta Synopsys PrimeTime R©(SYNOPSYS,
2012) foi utilizada somente com propo´sito de validac¸a˜o dos resultados, con-
forme definido na Competic¸a˜o do ISPD 2012. Os resultados experimen-
tais apresentados nessa dissertac¸a˜o, nos Capı´tulos 5 e 6, foram executados
em uma ma´quina com 2 CPUs Intel R©Xeon R©E5620 @ 2.4GHz com 12GB
RAM.
Com o intuito de facilitar a compreensa˜o dos experimentos realizados
nesse trabalho, a Tabela 1 resume a infraestutura dos experimentos apresen-
tados nos Capı´tulos 5 e 6.
43
Tabela 1: Resumo da infraestrutura utilizada nos Capı´tulos 5 e 6.
Resumo da Infraestrutura Capı´tulo 5 Capı´tulo 6
Biblioteca da Competic¸a˜o ISPD 2012 X X
Benchmarks da Competic¸a˜o ISPD 2012 X X
Synopsys PrimeTime R© X X
Scripts da Competic¸a˜o ISPD 2012 X X
1.7 PRINCIPAIS CONTRIBUIC¸O˜ES
O presente trabalho apresenta como principais contribuic¸o˜es cientı´fi-
cas:
• Uma nova formulac¸a˜o do problema de sizing discreto utilizando a te´c-
nica de Relaxac¸a˜o Lagrangeana (LR - Lagrangian Relaxation). As no-
vidades da formulac¸a˜o LR proposta residem na incorporac¸a˜o das restri-
c¸o˜es de ma´xima capacitaˆncia e ma´ximo slew — impostas pelas biblio-
tecas standard cell — na func¸a˜o objetivo (em adic¸a˜o a`s restric¸o˜es de ti-
ming usualmente relaxadas). O trabalho associado a esta contribuic¸a˜o,
incluindo os resultados obtidos, foi apresentado oralmente e publicado
nos anais da IEEE International Conference on Electronics, Circuits
and Systems — ICECS 2012 (LIVRAMENTO et al., 2012b);
• Uma heurı´stica gulosa para resolver a formulac¸a˜o LR proposta (con-
forme item anterior), a qual baseia-se em informac¸o˜es locais para guiar
as deciso˜es. Um artigo relatando esta heurı´stica e os resultados alcan-
c¸ados foi apresentado oralmente e publicado nos anais da confereˆncia
Design, Automation & Test in Europe — DATE 2013 (LIVRAMENTO
et al., 2013);
• Uma te´cnica hı´brida para sizing discreto que tem por objetivo contor-
nar as limitac¸o˜es resultantes do uso exclusivo de LR. Um artigo para
perio´dico com esta contribuic¸a˜o e com os resultados obtidos esta´ em
fase de preparac¸a˜o.
As contribuic¸o˜es especı´ficas referentes a cada um dos artigos sa˜o apre-
sentadas nos Capı´tulos 4, 5 e 6, respectivamente.
1.8 ORGANIZAC¸A˜O DESSA DISSERTAC¸A˜O
Esta dissertac¸a˜o esta´ organizada da seguinte forma.
O Capı´tulo 2 apresenta os conceitos fundamentais necessa´rios para o
entendimento desta dissertac¸a˜o, tornando-a auto-contida.
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No Capı´tulo 3 sa˜o apresentadas as diferentes te´cnicas para resolver o
problema de sizing em circuitos digitais, com especial atenc¸a˜o a`quelas mais
recentes que abordam o problema diretamente no dominı´nio discreto (sizing
discreto).
Ja´ o Capı´tulo 4 detalha o trabalho Livramento et al. (2012b), apre-
sentando a formulac¸a˜o proposta para o problema-alvo, a qual e´ baseada em
Relaxac¸a˜o Lagrangeana.
O Capı´tulo 5 descreve o trabalho Livramento et al. (2013), o qual
propo˜e uma heurı´stica gulosa baseada em Relaxac¸a˜o Lagrangeana para re-
solver o problema-alvo e apresenta resultados experimentais.
No Capı´tulo 6 e´ apresentada uma te´cnica hı´brida para resolver o pro-
blema-alvo, bem como os resultados experimentais obtidos. Tal te´cnica hı´-
brida sera´ descrita em artigo para perio´dico, em preparac¸a˜o.
Finalmente, as concluso˜es e perspectivas de trabalhos futuros sa˜o apre-
sentados no Capı´tulo 7.
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2 CONCEITOS FUNDAMENTAIS
Este capı´tulo apresenta a terminologia associada a` estrutura e a`s ca-
racterı´sticas temporais dos circuitos digitais, ale´m de uma breve introduc¸a˜o a`
Relaxac¸a˜o Lagrangeana, conceitos necessa´rios para a compreensa˜o das te´c-
nicas de minimizac¸a˜o de leakage descritas nos Capı´tulos 4, 5 e 6.
2.1 MODELAGEM DA ESTRUTURA DOS CIRCUITOS DIGITAIS
Atualmente, a metodologia de projeto digital predominante baseia-se
no modelo de circuitos sequenciais sı´ncronos (RABAEY; CHANDRAKA-
SAN; NIKOLIC, 2003), nos quais o sincronismo e´ proporcionado por um si-
nal cı´clico e mono´tono denominado relo´gio (clock). Os circuitos sequenciais
sı´ncronos sa˜o compostos por portas lo´gicas, elementos de armazenamento, os
quais podem ser flip-flops ou latches, e conexo˜es (fios). O modelo mais sim-
ples utiliza somente um sinal de relo´gio para sincronizar todos os elementos
de armazenamento, ao passo que modelos mais sofisticados utilizam dois ou
mais sinais divididos em diferentes regio˜es do circuito. Neste u´ltimo caso, e´
possı´vel dividir o circuito em partes que operem em frequeˆncias de relo´gio
diferentes visando reduzir o consumo de energia.
Os elementos sequenciais criam barreiras temporais, uma vez que cap-
turam os sinais que esta˜o em suas entradas de dados no momento em que sa˜o
ativados pelo sinal de relo´gio. Assim, em um circuito sequencial e´ possı´vel
identificar blocos puramente combinacionais (i.e., compostos apenas por por-
tas lo´gicas e conexo˜es, e sem realimentac¸o˜es), mediante a identificac¸a˜o dos
elementos de armazenamento de entrada e dos elementos de armazenamento
de saı´da. Em outras palavras, um circuito sequencial sı´ncrono pode ser visto
como um conjunto de blocos combinacionais interligados por elementos de
armazenamento. Tal estrutura proveˆ uma decomposic¸a˜o natural do circuito,
a qual e´ explorada para viabilizar a manipulac¸a˜o de projetos com grande
nu´mero de componentes. Ale´m disso, a decomposic¸a˜o em blocos combina-
cionais permite a aplicac¸a˜o de te´cnicas de otimizac¸a˜o voltadas para circuitos
combinacionais. Um exemplo seria a aplicac¸a˜o da te´cnica de sizing em cada
bloco combinacional, conforme adotado pela maioria das te´cnicas encontra-
das na literatura.
A Figura 5 mostra uma porc¸a˜o de um circuito sequencial, onde e´ pos-
sı´vel identificar um bloco combinacional e os respectivos flip-flops de entrada
e de saı´da. Para tornar o exemplo suficientemente gene´rico, nem todas as
entradas deste bloco combinacional proveˆm de flip-flops, da mesma forma
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Figura 5: Exemplo de circuito combinacional.
que nem todas suas saı´das alimentam flip-flops.
No contexto de te´cnicas de sizing e portanto, tambe´m no contexto da
presente dissertac¸a˜o, os seguintes conceitos associados aos blocos combina-
cionais sa˜o essenciais:
• Entradas prima´rias, representado por PI, e´ o conjunto dos sinais que
alimentam um bloco combinacional. Para o bloco combinacional da
Figura 5, PI = {Q1,Q2,Q3,a};
• Saı´das prima´rias, representado por PO, e´ o conjunto dos sinais ge-
rados por um bloco combinacional. Para o bloco combinacional da
Figura 5, PO = {s,D4};
• Fanin de uma porta vi, representado por f anin(vi), e´ o conjunto das
portas e/ou entrada prima´rias que esta˜o diretamente conectadas a`s en-
tradas de vi. Por exemplo, no bloco combinacional da Figura 5, fanin(v1)
= {Q1,Q2};
• Fanout de uma porta vi, representado por f anout(vi), e´ o conjunto das
portas e/ou saı´das prima´rias que esta˜o diretamente conectadas a` saı´da
de vi. Por exemplo, no bloco combinacional da Figura 5, fanout(v1) =
{v2,v4,v6}.
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• Entradas de uma porta vi, representado por input(vi), corresponde ao
seu conjunto de pinos de entrada. Por exemplo, no bloco combinacio-
nal da Figura 5, a porta v1 tem 2 pinos de entrada, ao passo que v2 tem
1 pino de entrada.
• Cone lo´gico de uma porta vi e´ o conjunto de portas que podem ser
influenciadas pelo sinal gerado na saı´da de vi. Isto inclui as portas que
sa˜o fanout de vi, as portas que sa˜o fanout destas u´ltimas e assim por
diante, ate´ que as saı´das prima´rias sejam atingidas. Ale´m disso, as
portas que sa˜o fanin de vi tambe´m sa˜o influenciadas no caso da troca
da opc¸a˜o de implementac¸a˜o de vi por uma opc¸a˜o de largura diferente.
Isto ocorre devido a` variac¸a˜o da capacitaˆncia de saı´da das portas fanin
de vi.
As ferramentas de EDA costumam modelar cada bloco combinaci-
onal como um grafo acı´clico direcionado (Directed Acyclic Graph - DAG)
G(V,E), onde V e´ o conjunto de nodos e E e´ o conjunto de arestas. Cada vi ∈
V representa ou uma porta (vi ∈ X), ou uma entrada prima´ria (vi ∈ PI) ou uma
saı´da prima´ria (vi ∈ PO), e desta forma, V = X ∪PI ∪PO. Adicionalmente,
e j,i ∈ E representa uma conexa˜o (fio) entre v j e vi. A Figura 6 mostra o DAG
para o bloco combinacional da Figura 5. Observe que no DAG constuma-se
incluir um nodo fonte (S - Source) e um nodo terminal (T - Terminal) para fa-
cilitar o processamento. As saı´das do S esta˜o conectadas a`s entradas prima´rias
enquanto as entradas do T esta˜o conectadas a`s saı´das prima´rias (KAHNG et
al., 2011).
Figura 6: Grafo Acı´clico Direcionado (DAG) do circuito combinacional apre-
sentado na Figura 5.
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2.2 CARACTERI´STICAS DAS PORTAS E DOS FLIP-FLOPS
A fim de garantir o desempenho requerido para o projeto, tanto a
sı´ntese quanto a otimizac¸a˜o precisam levar em conta as caracterı´sticas tempo-
rais do circuito. Estas, por sua vez, sa˜o derivadas das caracterı´sticas temporais
e funcionais dos componentes ba´sicos, tais como portas lo´gicas, elementos de
armazenamento e conexo˜es. Uma vez que o fluxo de sı´ntese industrial esta´
baseado no uso de standard cells, algumas das caracterı´sticas explicadas a
seguir esta˜o relacionadas com informac¸o˜es que constam nas bibliotecas stan-
dard cell. No que se refere a`s portas lo´gicas, as seguintes caracterı´sticas sa˜o
relevantes:
• Atraso de descida da porta vi com relac¸a˜o a` sua entrada j, representado
por d fj→i, e´ o tempo transcorrido entre o sinal na entrada j de vi atingir
50% de sua excursa˜o total ate´ o sinal na saı´da de vi atingir 50% de sua
excursa˜o total, sendo que este u´ltimo realiza uma transic¸a˜o de descida.
Uma vez que os sinais internos aos circuitos digitais possuem um com-
portamento analo´gico, e´ necessa´rio adotar-se alguma refereˆncia para a
medida de atrasos. A refereˆncia de 50% da excursa˜o total e´ um padra˜o
amplamente adotado na indu´stria (BHASKER; CHADHA, 2009).
• Atraso de subida da porta vi com relac¸a˜o a` sua entrada j, representado
por drj→i, e´ o tempo transcorrido entre o sinal na entrada j de vi atingir
50% de sua excursa˜o total ate´ o sinal na saı´da de vi atingir 50% de sua
excursa˜o, sendo que este u´ltimo realiza uma transic¸a˜o de subida.
• Slew de descida da porta vi em func¸a˜o da entrada j, representado por
slew fj→i, e´ o tempo transcorrido para que o sinal na saı´da de vi rea-
lize uma transic¸a˜o de descida, medido entre uma tensa˜o de refereˆncia1
inicial (nı´vel lo´gico 1) e uma tensa˜o de refereˆncia final (nı´vel lo´gico 0).
• Slew de subida da porta vi em func¸a˜o da entrada j, representado por
slewrj→i, e´ o tempo transcorrido para que o sinal na saı´da de vi realize
uma transic¸a˜o de subida, medido entre uma tensa˜o de refereˆncia inicial
(nı´vel lo´gico 0) e uma tensa˜o de refereˆncia final (nı´vel lo´gico 1).
• Propagac¸a˜o do slew define o me´todo utilizado para escolher qual dos
slews de descida slew fj→i (ou subida slew
r
j→i) sera´ propagado para a
saı´da de vi. Como uma porta lo´gica apresenta diferentes valores de
1Atualmente, diferentes tenso˜es de refereˆncia inicial e final sa˜o utilizadas pelas bibliotecas,
dependendo da tecnologia utilizada. Alguns exemplos de tenso˜es de refereˆncia inicial e final sa˜o:
0.9Vdd e 0.1Vdd , 0.8Vdd e 0.2Vdd ou 0.7Vdd e 0.3Vdd (BHASKER; CHADHA, 2009).
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slew para cada combinac¸a˜o j→ i, diferentes me´todos sa˜o utilizados. O
me´todo mais utilizado por ferramentas industriais de ana´lise de timing,
por ser pessimista, propaga o pior dos slews de entrada de descida (su-
bida) para a saı´da da porta, sendo tambe´m o me´todo adotado nessa
dissertac¸a˜o. Aplicado este me´todo, o slew de descida (subida) na saı´da





• Positive Unateness: diz-se que uma porta vi e´ positive unate quando
uma transic¸a˜o de subida (descida) em uma de suas entradas resulta em
uma transic¸a˜o de subida (descida) em sua saı´da. As portas AND e OR
sa˜o exemplos de portas positive unate.
• Negative Unateness: diz-se que uma porta vi e´ negative unate quando
uma transic¸a˜o de subida (descida) em uma de suas entradas resulta em
uma transic¸a˜o de descida (subida) em sua saı´da. As portas CMOS
esta´ticas complementares sa˜o exemplos de portas negative unate. E´
interessante notar que as portas XOR na˜o sa˜o negative unate tampouco
positive unate, sendo denominadas non-unate.
Visto que a biblioteca standard cell adotada nos experimentos desse
trabalho possui apenas portas CMOS esta´ticas complementares, ou seja por-
tas negative unate (com execec¸a˜o do flip-flop), por questa˜o de dida´tica, os
algoritmos e fo´rmulas apresentados nessa dissertac¸a˜o assumem apenas portas
negative unate.
A Figura 7 apresenta as caracterı´sticas temporais de um inversor para
ilustrar os conceitos apresentados anteriormente. E´ importante observar que,
de uma maneira mais gene´rica, o conceito de slew esta´ associado ao tempo
de transic¸a˜o de qualquer sinal do circuito, inclusive dos sinais nas entradas e
saı´das dos elementos de armazenamento e nas entradas e saı´das prima´rias do
bloco combinacional. Tambe´m vale a pena observar que quando duas portas
esta˜o conectadas (por exemplo, saı´da de v j conectada a uma das entradas de
vi), se as interconexo˜es do circuito sa˜o modeladas com resisteˆncia zero (sem
atraso), o slew de entrada de vi corresponde ao slew de saı´da de v j. Este e´ o
caso assumido na infraestrutura da Competic¸a˜o do ISPD 2012, usada nesse
trabalho. Os conceitos referentes a`s caracterı´sicas temporais dos elementos
sequenciais, como tempo de setup e tempo de hold, na˜o sera˜o apresentados
visto que na infraestrutura utilizada eles sa˜o desconsiderados e, portanto, na˜o
fazem parte do escopo dessa dissertac¸a˜o.
As ferramentas comerciais de ana´lise de timing esta´tica, cujo funcio-
namento sera´ abordado na Sec¸a˜o 2.4, adotam o conceito de arcos de tempo2
2E´ interessante notar que o conceito de arcos de tempo, quando aplicado a`s portas, equivale
ao chamado atraso pino-a-pino (pin-to-pin delay (GUNTZEL, 2000).
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Figura 7: Caracterı´sticas temporais de uma porta, ilustradas pelo comporta-
mento de um inversor. A parte superior ilustra a definic¸a˜o de atraso de descida
e subida. Ja´ a parte inferior apresenta uma ilustrac¸a˜o do slew de descida e su-
bida, respectivamente.
(timing arcs) (BHASKER; CHADHA, 2009). Um arco de tempo serve para
relacionar o atraso de propagac¸a˜o de um sinal entre dois pontos adjacentes
do circuito (LEE; GUPTA, 2012). Assim, pode-se associar um arco de tempo
para cada rede ou para cada fio do circuito (conexa˜o entre o ponto de origem
e um destino), conforme for o modelo de atraso de conexo˜es adotado. Uma
porta lo´gica vi (e.g., NAND, NOR) possui um par de arcos de tempo (subida e
descida) entre cada entrada j e a saı´da da porta. Ja´ para um flip-flop, associa-
se um arco entre a sua entrada de dados e a saı´da. Como consequeˆncia pra´tica,
o atraso de um caminho qualquer em um circuito digital ou em um de seus
blocos combinacionais pode ser calculado como a soma dos arcos de tempo
associados aos elementos atravessados pelo referido caminho.
Para as portas lo´gicas, os arcos de tempo tambe´m sa˜o usados para
associar o atraso da porta com o tipo de transic¸a˜o de entrada e o consequente
tipo de transic¸a˜o na saı´da (segundo a propriedade unateness da porta). A
Figura 8 ilustra tal associac¸a˜o, sem contudo identificar o valor do atraso.
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(b) Positive unate arc
0





Figura 8: Associac¸a˜o entre timing arc e propriedade unateness. Adaptado de
Bhasker e Chadha (2009).
2.3 MODELOS DE ATRASO E BIBLIOTECA STANDARD CELL
As te´cnicas de otimizac¸a˜o de poteˆncia esta´tica propostas neste traba-
lho esta˜o voltadas ao fluxo de projeto standard cell. No fluxo standard cell,
as informac¸o˜es de atraso, slew e poteˆncia das ce´lulas (instaˆncia de uma porta
lo´gica) da biblioteca sa˜o disponibilizadas em um arquivo no formato Liberty
(LIBERTY, 2012). Ate´ o inı´cio dos anos 2000 o modelo de atraso de ce´lula
utilizado pelo fluxo standard cell era o chamado modelo linear, cuja forma ge-
ral e´ mostrada na Equac¸a˜o 2.1 para uma porta negative unate. Nesta equac¸a˜o,
slewrj e´ o slew de subida na entrada j da ce´lula, enquanto capi e´ a carga
capacitiva na sua saı´da. Os demais valores, D0, D1 e D2, sa˜o constantes
determinadas a partir de simulac¸o˜es no nı´vel ele´trico.
d fj→i = D0+D1× slewrj +D2× capi (2.1)
O modelo linear na˜o e´ suficientemente preciso para os intervalos de va-
lores de slew de entrada e de cargas capacitivas de saı´da que comumente ocor-
rem em nodos tecnolo´gicos nanome´tricos (BHASKER; CHADHA, 2009).
Por esta raza˜o, as bibliotecas standard cell contemporaˆneas utilizam o modelo
de atraso na˜o-linear (NLDM - Non-Linear Delay Model), o qual armazena as
informac¸o˜es de atraso e slew de cada opc¸a˜o de implementac¸a˜o (ce´lula) de
cada func¸a˜o lo´gica em tabelas bi-dimensionais. Para cada entrada de toda
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ce´lula e para cada sentido de transic¸a˜o (subida e descida) existe uma tabela
que descreve seu atraso e outra que descreve seu slew de saı´da. Cada ta-
bela e´ indexada por meio de dois paraˆmetros independentes: capacitaˆncia de
saı´da e slew de entrada. O nu´mero de combinac¸o˜es de capacitaˆncia de saı´da e
slew de entrada em cada tabela varia de acordo com a biblioteca. No caso da
biblioteca da Competic¸a˜o do ISPD 2012, cada tabela possui sete ı´ndices de
capacitaˆncia (os quais indexam as linhas) e oito ı´ndices de slew de entrada (os
quais indexam as colunas). A Figura 9 mostra valores de atraso de descida
para uma das entradas de uma ce´lula NAND de duas entradas pertencente a`
biblioteca da Competic¸a˜o do ISPD 2012. Note que ha´ 56 valores de atraso
que correspondem a` combinac¸a˜o de 7 valores de capacitaˆncia de saı´da e 8
valores de slew de entrada. Por exemplo, para uma capacitaˆncia de saı´da de
0,5fF e um slew de entrada de 30ps, o atraso de descida desta porta NAND
e´ de 44,46ps. A tabela de atrasos (completa) para esta porta ainda conte´m
56 valores de atraso de subida com relac¸a˜o a` mesma entrada, bem como 112
valores de atraso para a outra entrada (56 de descida e 56 de subida).
Figura 9: Tabela retirada da biblioteca da Competic¸a˜o do ISPD 2012 (ISPD,
2012). Esta tabela conte´m as informac¸o˜es de atraso de descida de uma das
entradas de uma porta NAND como func¸a˜o da capacitaˆncia de saı´da e do slew
de entrada.
Note que o nu´mero de combinac¸o˜es de capacitaˆncia de saı´da e slew
de entrada para as quais uma ce´lula e´ caracterizada (por simulac¸a˜o em nı´vel
ele´trico) e´ limitado e portanto, interpolac¸a˜o bi-dimensional e´ utilizada para
estimar o valor do atraso (ou slew) para uma combinac¸a˜o na˜o disponı´vel
(BHASKER; CHADHA, 2009). Suponha que se necessite estimar o atraso
de descida d fj→i de uma ce´lula para uma combinac¸a˜o (capi, slew
r
j) na˜o dis-
ponı´vel na tabela. O primeiro passo e´ identificar os dois ı´ndices de capa-
citaˆncia de saı´da mais pro´ximos de capi e os dois ı´ndices de slew de entrada
mais pro´ximos de slewrj. Suponha que os ı´ndices mais pro´ximos de capi se-
jam cap0 e cap1, ao passo que os ı´ndices mais pro´ximos de slewrj sejam slew0
53
e slew1. Suponha tambe´m que as informac¸o˜es de atraso da tabela em relac¸a˜o
a cada uma das combinac¸o˜es dos ı´ndices sejam d00, d01, d10 e d11. Portanto,
o valor de d fj→i sera´ estimado por (ISPD, 2012):
d fj→i = (1−Y0)(1−X0)d00 +Y0(1−X0)d01 +(1−Y0)X0d10 +Y0X0d11
(2.2)
onde
X0 = (capi− cap0)/(cap1− cap0) (2.3)
Y0 = (slewrj− slew0)/(slew1− slew0) (2.4)
Nas bibliotecas standard cell contemporaˆneas, o NLDM tambe´m e´
usado para modelar a parcela de curto-circuito da poteˆncia dinaˆmica de uma
ce´lula em func¸a˜o da capacitaˆncia de saı´da e do slew de entrada. Semelhan-
temente ao caso do atraso, para cada entrada de toda ce´lula e para cada sen-
tido de transic¸a˜o (subida e descida) existe uma tabela que descreve o slew
de saı´da e uma tabela que descreve a poteˆncia dinaˆmica em func¸a˜o destes
dois paraˆmetros. Ja´ a poteˆncia de leakage e´ modelada por uma tabela que
conte´m o consumo para cada uma das combinac¸o˜es de entrada da porta3,
ale´m de um valor padra˜o que geralmente corresponde ao valor me´dio de todas
as combinac¸o˜es de leakage. No caso da biblioteca da Competic¸a˜o do ISPD
2012, na˜o ha´ informac¸o˜es de poteˆncia dinaˆmica porque o objetivo e´ exclusi-
vamente otimizar a poteˆncia de leakage. Ale´m disso, considera-se apenas o
valor me´dio de poteˆncia de leakage por porta (confome ilustrado na Figura
9). E´ importante ressaltar que para utilizar a poteˆncia de leakage referente a
cada combinac¸a˜o de entrada seria necessa´rio um arquivo contendo a atividade
de chaveamento do circuito. Tal atividade de chaveamento somente pode ser
obtida por meio de simulac¸a˜o e nem sempre esta´ disponı´vel, conforme ob-
servado por Ozdal, Burns e Hu (2012). Por esse motivo, na infraestrutura da
Competic¸a˜o do ISPD 2012 utiliza-se somente a poteˆncia de leakage me´dia.
Ale´m das informac¸o˜es de atraso e poteˆncia, o arquivo no formato Li-
berty tambe´m traz, em seu cabec¸alho, as informac¸o˜es sobre as unidades utili-
zadas para medida de atrasos e slews, tensa˜o, corrente, poteˆncia e capacitaˆncia
(tipicamente, ps, V , mA, µW , f F) etc, bem como as definic¸o˜es do threshold
lo´gico e os limites inferior e superior para medida de slew. No cabec¸alho
3Para uma porta NAND de duas entradas, por exemplo, ha´ um valor de leakage para cada
uma das combinac¸o˜es: 00, 01, 10, 11. A poteˆncia de leakage e´ modelado dessa forma ja´ que a
corrente de sub-threshold tem forte dependeˆncia nos valores de entrada devido ao stacking effect
(RABAEY, 2009).
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geral da biblioteca tambe´m ha´ um limite que define o ma´ximo slew permi-
tido na entrada de cada porta (e pino) do circuito (no caso da biblioteca da
Competic¸a˜o do ISPD 2012 o valor e´ 300ps). As bibliotecas standard cell
tambe´m apresentam no cabec¸alho de cada ce´lula a capacitaˆncia ma´xima de
saı´da, conforme observado na Figura 9 (coluna Max Capacitance).
2.4 ANA´LISE DE TIMING ESTA´TICA
A verificac¸a˜o dos requisitos temporais dos circuitos digitais pode ser
levada a cabo por meio de simulac¸a˜o ou por meio de ana´lise de timing esta´tica
(GUNTZEL, 2000) (SAPATNEKAR, 2004) (BHASKER; CHADHA, 2009).
O primeiro me´todo baseia-se em exercitar um modelo do circuito utili-
zando estı´mulos de entrada definidos pelo projetista/verificador. Desta forma,
a precisa˜o dos resultados e o tempo de execuc¸a˜o sa˜o diretamente proporcio-
nais a` precisa˜o do modelo e ao nu´mero de estı´mulos utilizados. Como o
nu´mero de estı´mulos de entrada cresce exponencialmente com o aumento do
nu´mero de entradas, este me´todo justifica-se apenas para a verificac¸a˜o final
(sign-off ) de porc¸o˜es pequenas do circuito (GUNTZEL, 2000).
O segundo me´todo, Ana´lise de Timing Esta´tica (STA) (Static Timing
Analysis - STA), calcula os tempos ma´ximos para a propagac¸a˜o dos sinais ao
longo do bloco combinacional visitando o seu DAG em ordem topolo´gica4,
enquanto assumindo condic¸o˜es de propagac¸a˜o pessimistas 5 (SAPATNEKAR,
2004) (BHASKER; CHADHA, 2009) (KAHNG et al., 2011). Por ser inde-
pendente dos estı´mulos de entrada e por utilizar modelos de propagac¸a˜o de
atraso simplificados, este me´todo tende a ser ordens de grandeza mais ra´pido
do que a simulac¸a˜o, sendo por este motivo utilizado por diversos me´todos
de otimizac¸a˜o, incluindo as te´cnicas de sizing. E´ importante ressaltar que a
grande maioria das te´cnicas de sizing encontradas na literatura invocam di-
versas vezes a rotina de STA para verificar o timing do circuito. Portanto, e´
importante que a ana´lise de timing seja ra´pida e precisa.
Uma vez que o DAG deve ser percorrido em ordem topolo´gica sempre
que uma rodada de STA e´ realizada, e´ vantajoso criar uma lista com a ordem
topolo´gica dos nodos em uma etapa de pre´-processamento. Tal processa-
mento esta´ detalhado no Algoritmo 1. Apo´s receber como entrada o DAG
de um circuito, este algoritmo faz uma busca em largura6 a partir do nodo
4Corresponde ao ordenamento em que qualquer nodo vi e´ processado somente apo´s todos os
seus nodos fanins (v j) terem sido processados (KAHNG et al., 2011).
5Tal STA e´ referida por ana´lise de atraso ma´ximo ou de pior caso, e visa certificar-se que os
requisitos de atraso ma´ximo nas saı´das prima´rias na˜o sa˜o violados.
6Uma busca em largura a partir de um nodo vi visita todos os seus nodos adjacentes. No caso
de STA, um nodo vk e´ considerado adjacente a vi se vk ∈ fanout(vi) (CORMEN et al., 2009).
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2 topo sort← /0;
3 ENQUEUE(fifo, S);
4 while fifo 6= /0 do
5 vi← DEQUEUE(fifo);
6 ENQUEUE(topo sort, vi);
7 for ∀vk ∈ f anout(vi) do
8 increment num of visited inputs(vk);





fonte (S) utilizando uma estrutura auxiliar do tipo fila (first-in-first-out - fifo)
para armazenar os nodos a serem visitados. Quando um nodo vi e´ retirado da
fifo, ele e´ inserido na lista topo sort, a qual armazena os nodos em ordem to-
polo´gica. Em seguida, cada um de seus fanouts (vk) e´ visitado. Ao visitar um
nodo vk, o algoritmo testa se todos os nodos que sa˜o fanin deste tambe´m ja´
foram visitados. Em caso afirmativo, vk e´ inserindo na fifo. O procedimento e´
repetido enquanto a fifo na˜o estiver vazia. O resultado final do processamento
e´ a criac¸a˜o da lista topo sort, a qual conte´m um ordenamento topolo´gico para
o DAG do circuito. Levando-se em conta que as operac¸o˜es de ENQUEUE e
DEQUEUE possuem complexidade constante O(1), o tempo necessa´rio para
criar a lista de ordem topolo´gica e´ O(|E|) (CORMEN et al., 2009).
O Algoritmo 2 (Static Timing Analysis) realiza os ca´lculos das carac-
terı´sticas temporais de um circuito no contexto de STA. Desprezando-se os
atrasos das conexo˜es, as caracterı´sticas mais relevantes de um circuito sa˜o:
• Tempo de chegada de descida (fall arrival time) da porta vi, definido
por a fi , e´ o instante de tempo mais tarde no qual o sinal de descida na
saı´da de vi estabiliza;
• Tempo de chegada de subida (rise arrival time) da porta vi, definido
por ari , e´ o instante de tempo mais tarde no qual o sinal de subida na
saı´da de vi estabiliza;
• Tempo requerido de descida (fall required time) da porta vi, definido
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por r fi , e´ o instante de tempo ma´ximo no qual o sinal de descida na saı´da
de vi deve estabilizar, dado o atraso crı´tico-alvo (target delay) (Ao)
do circuito. O atraso crı´tico-alvo e´ determinado a partir da frequeˆncia
ma´xima do sinal de relo´gio (ou menor perı´odo de relo´gio), conforme
as especificac¸o˜es do projeto;
• Tempo requerido de subida (rise required time) da porta vi, definido
por rri , e´ o instante de tempo ma´ximo no qual o sinal de subida na saı´da
de vi deve estabilizar, dado o atraso crı´tico-alvo do circuito;
• slack de descida na saı´da da porta vi, definido por s fi , e´ a diferenc¸a
entre o tempo requerido de descida e o tempo de chegada de descida na
saı´da de vi;
• slack de subida na saı´da da porta vi, definido por sri , e´ a diferenc¸a entre
o tempo requerido de subida e o tempo de chegada de subida na saı´da
de vi.
Se o slack for positivo, ele indica a quantidade de tempo disponı´vel
que pode ser explorado para otimizac¸a˜o (LEE; GUPTA, 2012). Se ele for
negativo, indica que ha´ uma violac¸a˜o de timing naquele ponto.
E´ importante ressaltar que os valores de atraso pino-a-pino (e.g., d fj→i,




j→i) das portas utilizados no Al-
goritmo 2 sa˜o capturados diretamente da biblioteca standard cell, na qual as
tabelas sa˜o mapeadas pelo slew de entrada e capacitaˆncia de saı´da das portas,
conforme detalhado na Sec¸a˜o 2.3.
Na linha 1 do Algoritmo 2, o Algoritmo 1 e´ invocado para criar a lista
com a ordem topolo´gica para o DAG do circuito. No trecho compreendido
entre as linhas 2 e 16, o DAG e´ percorrido em ordem topolo´gica direta para
o ca´lculo dos tempos de chegada e dos slews. E´ importante observar que
um nodo vi e´ visitado somente apo´s todos os seus fanins serem visitados, ou
seja, apo´s o ca´lculo das informac¸o˜es de tempo chegada e slew em cada uma
de suas entradas. Os tempos de chegada a fi e a
r
i nas entradas prima´rias sa˜o
computados como o maior dentre os atrasos d fj→i e d
r
j→i, respectivamente7.
Para as demais portas do circuito (ou saı´das prima´rias) o tempo de chegada
de descida a fi sera´ calculado como: maxj∈input(vi)
(arj + d
f
j→i), onde a j e´ o tempo
de chegada de um fanin de vi (igual ao tempo de chegada na entrada j de vi
quando os atrasos das conexo˜es sa˜o desprezados) e d fj→i e´ o atraso de descida
7Essa definic¸a˜o e´ va´lida quando os tempos de chegada em cada um dos pinos de entrada das
entradas prima´rias do circuito sa˜o 0, como e´ o caso da infraestrutura da Competic¸a˜o do ISPD
2012. Caso contra´rio, o ca´lculo dos tempos de chegada nas entradas prima´rias e´ feito da mesma
forma que nas demais portas.
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Algoritmo 2: STATIC TIMING ANALYSIS
Input : G(V,E), L, Ao
Output: Timing information ∀vi ∈V
1 topo sort← TOPOLOGICAL SORT(DAG);







5 for ∀ j ∈ input(vi) do
6 if vi ∈ PI then
7 a fi ←max(a fi ,d fj→i);
8 ari ←max(ari ,drj→i);
9 else
10 a fi ←max(a fi ,arj +d fj→i);
11 ari ←max(ari ,a fj +drj→i);
12 end
13 slew fi ←max(slew fi ,slew fj→i);
14 slewri ←max(slewri ,slewrj→i);
15 end
16 end
17 for ∀vi ∈ topo sort in reverse order do
18 if vi ∈ PO then




21 r fi ,r
r
i ← ∞;
22 for ∀vk ∈ f anout(vi) do
23 r fi ←min(r fi ,r fk −d fi→k);
24 rri ←min(rri ,rrk−dri→k);
25 end
26 end
27 s fi ← r fi −a fi ;
28 sri ← rri −ari ;
29 end
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de vi em relac¸a˜o a` sua entrada j. O ca´lculo do tempo de chegada de subida
ari e´ realizado de maneira similar, como pode ser observado no Algoritmo 2.
O slew de descida na saı´da de vi (linha 13) e´ determinado como o ma´ximo
dentre os slews de descida de vi, ao passo que o slew de subida (linha 14)
recebe o ma´ximo dentre os slews de subida da porta.
No trecho compreendido entre as linhas 17 e 29, o DAG e´ percor-
rido em ordem topolo´gica reversa para o ca´lculo dos tempos requeridos e dos
slacks. Para cada nodo visitado, se vi for uma saı´da prima´ria, tanto o tempo re-
querido de descida (r fi ), quanto o de subida (r
r
i ) recebera˜o o atraso crı´tico-alvo
(Ao) especificado. Caso contra´rio, o algoritmo percorre todos os nodos vk que
sa˜o fanouts de vi para calcular os tempos requeridos de descida e subida. Para
o ca´lculo de r fi , o tempo requerido e´ definido como: minvk∈ f anout(vi)
(r fk − d fi→k),
onde rrk e´ o tempo requerido de subida de um fanout de vi (igual ao tempo
requerido na saı´da de vi quando os atrasos das conexo˜es sa˜o desprezados) e
d fi→k e´ o atraso de descida de vk em relac¸a˜o a` sua entrada i. O tempo reque-
rido de subida (rri ) e´ calculado da mesma forma, invertendo-se as transic¸o˜es
de subida e descida. Apo´s o ca´lculo dos tempos requeridos de vi (e ja´ tendo
sido calculados os tempos de chegada de todos os nodos do DAG pelas li-
nhas 2 a 16), os slacks (s fi e s
r
i ) sa˜o calculas nas linha 27 e 28. A ana´lise de
timing esta´tica em um DAG e´ computada em tempo O(|V |+ |E|). Por apre-
sentar uma complexidade linear, a STA e´ uma te´cnica escala´vel e aplica´vel
em circuitos com centenas de milho˜es de portas (KAHNG et al., 2011).
Dependendo da te´cnica de sizing utilizada, pode na˜o ser necessa´rio
fazer a ana´lise de timing completa do circuito entre duas (ou um grupo de)
iterac¸o˜es, bastando apenas verificar a porc¸a˜o de circuito que foi influenci-
ada pela troca da opc¸a˜o de implementac¸a˜o de uma porta. Isto pode ser feito
invocando-se o algoritmo de STA a partir de um nodo qualquer vi que corres-
ponde a` origem do cone lo´gico associado ao sub-circuito que foi alterado. Tal
procedimento, convencionalmente denominado de Ana´lise de Timing Incre-
mental (ITA - Incremental Timing Analysis) (JU; SALEH, 1991) (SAPATNE-
KAR, 2004) resulta em aprecia´vel reduc¸a˜o do esforc¸o computacional e por
consequeˆncia, do tempo de execuc¸a˜o. A ana´lise de timing incremental pode-
ria ser realizada pelo Algoritmo 2 se este receber como paraˆmetro de entrada
um nodo vi, ao inve´s de partir do nodo fonte S.
2.5 RELAXAC¸A˜O LAGRANGEANA
Esta sec¸a˜o apresenta os conceitos ba´sicos de Relaxac¸a˜o Lagrangeana,
necessa´rios para o entendimento dessa dissertac¸a˜o. Relaxac¸a˜o Lagrangeana
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(LR - Lagrangian Relaxation) e´ uma te´cnica amplamente usada em diver-
sos problemas de otimizac¸a˜o com restric¸o˜es, como e´ o caso do problema de
sizing (discreto ou contı´nuo). LR tem como vantagens a flexibilidade e es-
calabilidade, o que permite aplica´-la em problemas de grande porte, sendo
eles lineares, convexos, na˜o-lineares, combinato´rios, etc8. A ideia ba´sica de
LR reside em transformar um problema com restric¸o˜es difı´ceis de manipular
em um problema mais simples de ser resolvido. Isto e´ feito removendo-se as
restric¸o˜es difı´ceis do problema e incorporando-as na func¸a˜o objetivo do novo
problema9. Cada uma das restric¸o˜es incorporadas na func¸a˜o objetivo e´ acom-
panhada por um termo de penalidade, chamado Multiplicador de Lagrange




































Figura 10: (a) Apresenta uma instaˆncia do problema do caminho mı´nimo
com restric¸a˜o, no qual cada aresta e ∈ E possui um par de valores associados
(ce, te), onde ce e te representam o custo e tempo necessa´rio para percorrer
a aresta e, respectivamente. (b) Exemplo do problema do caminho mı´nimo
apo´s a aplicac¸a˜o de Relaxac¸a˜o Lagrangeana assumindo um λ = 2. Note que
o custo de cada aresta na˜o e´ mais o par (ce, te), mas sim o valor ce + λ te.
Adaptado de (AHUJA; MAGNANTI; ORLIN, 1993).
Os principais conceitos de Relaxac¸a˜o Lagrangeana sera˜o explicados
8Para maiores detalhes sobre problemas lineares e na˜o-lineares, consulte Bazaraa, Sherali e
Shetty (2006). Para uma bibliografia mais extensa sobre problemas convexos, consulte Boyd
e Vandenberghe (2004). Uma boa refereˆncia para problemas combinato´rios e´ encontrada em
Kreher e Stinson (1999).
9Na˜o existe uma regra para escolher quais restric¸o˜es devem ou na˜o ser removidas e incor-
poradas na func¸a˜o objetivo e, portanto, ela se da´ de maneira empı´rica (FISHBURN; DUNLOP,
1985). Maiores detalhes sobre quais restric¸o˜es podem ser removidas sa˜o apresentadas no exem-
plo a seguir.
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por meio de sua aplicac¸a˜o ao problema do caminho mı´nimo com restric¸a˜o
(constrained shortest path) devido a` sua semelhanc¸a com o problema de si-
zing. Vale a pena observar que o problema do caminho mı´nimo com restric¸a˜o
e´ um problema NP-difı´cil (AHUJA; MAGNANTI; ORLIN, 1993). Considere
um grafo direcionado D(V,E) com um nodo fonte S e um nodo terminal T .
Cada aresta e ∈ E representa um caminho e possui dois valores associados:
o custo para percorrer esta aresta, representado por ce, e o tempo necessa´rio
para percorreˆ-la, representado por te. A Figura 10 (a) ilustra essa definic¸a˜o.
O problema de caminho mı´nimo com restric¸a˜o consiste em encontrar o cami-
nho entre S e T com menor custo, tal que o tempo necessa´rio para percorreˆ-lo
na˜o seja maior que um limite de tempo b especificado. A formalizac¸a˜o do
problema como problema linear inteiro e´ apresentada nas Equac¸o˜es 2.5 a 2.8,
assim-chamado problema primal (PP - Primal Problem). A Equac¸a˜o 2.5 de-
fine como objetivo a minimizac¸a˜o do custo do caminho entre S e T , ao passo
que a Equac¸a˜o 2.6 formaliza a restric¸a˜o para garantir que haja um caminho
entre S e T . Ja´ a Equac¸a˜o 2.7 define a restric¸a˜o que o tempo total do cami-
nho entre S e T na˜o deve ser maior que um limite b, enquanto a Equac¸a˜o 2.8









 −1 if vi = S+1 if vi = T0 otherwise (2.6)
∑
e∈E
texe ≤ b (2.7)
xe ∈ {0,1},∀e ∈ E (2.8)
Suponha que as restric¸o˜es possam ser divididas em dois conjuntos. A
restric¸a˜o definida na Equac¸a˜o 2.7 e´ difı´cil de manipular durante a resoluc¸a˜o
do problema e sua remoc¸a˜o do PP torna-o mais fa´cil de resolver, enquanto
as demais restric¸o˜es sa˜o facilmente manipula´veis. Observe que ao remover
a restric¸a˜o definida na Equac¸a˜o 2.7, o problema do caminho mı´nimo com
restric¸a˜o recai no problema cla´ssico do caminho mı´nimo (shortest path). A
ideia ba´sica consiste em remover a restric¸a˜o definida na Equac¸a˜o 2.7 e in-
corpora´-la na nova func¸a˜o objetivo do problema, associando-a ao termo de
penalidade Multiplicador de Lagrange (λ ), dando origem a` Func¸a˜o Lagran-
geana (LF - Lagrangian Function), definida na Equac¸a˜o 2.9.
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O problema e´ enta˜o dividido em duas etapas, as quais podem ser re-
solvidas de forma iterativa:
1. Subproblema Lagrangeano Relaxado (LRS - Lagrangian Relaxation
Subproblem) formalizado nas Equac¸o˜es 2.10 a 2.12, tem por objetivo
minimizar a LF definida anteriormente. Observe que, por recair no
problema cla´ssico do caminho mı´nimo, a soluc¸a˜o o´tima do LRS pode
ser encontrada em tempo polinomial utilizando algoritmos consolida-
dos na literatura como, por exemplo, Dijkstra ou Bellman-Ford (COR-
MEN et al., 2009). A Figura 10 (b) ilustra os novos custos das arestas
apo´s a incorporac¸a˜o da restric¸a˜o de tempo ma´ximo na func¸a˜o obje-
tivo. E´ importante frisar que o termo de penalidade (λ ) assume um
valor fixo (na˜o negativo) durante a resoluc¸a˜o do LRS. Uma proprie-
dade importante do LRS e´ que a sua soluc¸a˜o o´tima z(λ ) para qualquer
λ ≥ 0 induz a um limite inferior z(λ )≤ z∗, onde z∗ e´ o valor da soluc¸a˜o
o´tima do PP (BOYD; VANDENBERGHE, 2004). E´ trivial verificar tal
propriedade, uma vez que qualquer soluc¸a˜o factı´vel do PP define um
caminho entre S e T , tal que ∑
e∈E
texe ≤ b. Dessa forma, como qual-
quer soluc¸a˜o factı´vel do PP e´ tambe´m uma soluc¸a˜o factı´vel do LRS e
o LM assume somente valores na˜o negativos (λ ≥ 0), verifica-se que
∑
e∈E
cexe +λ ( ∑
e∈E
texe− b) ≤ ∑
e∈E
cexe e, como consequeˆncia, z(λ ) ≤ z∗
(BOYD; VANDENBERGHE, 2004).
Minimize : Lλ (x) (2.10)





 −1 if vi = S+1 if vi = T0 otherwise(2.11)
xe ∈ {0,1},∀e ∈ E (2.12)
2. Uma vez que z(λ ) e´ um limite inferior para z∗, deseja-se maximiza´-lo a
fim de se obter um limite inferior mais apertado para z∗, o que origina o
assim-chamado Problema Lagrangeano Dual (LDP - Lagrangian Dual
Problem), formalizado nas Equac¸o˜es 2.13 e 2.14. O objetivo do LDP
e´ maximizar a soluc¸a˜o o´tima encontrada no LRS (z(λ )), atualizando
os LMs (λ ) relativos a` restric¸a˜o removida do PP. Um algoritmo bas-
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tante usado para resolver o LDP e´ o me´todo do subgradiente (FISHER,
1985). A ideia principal desse me´todo consiste em atualizar os Multi-
plicadores de Lagrange com base no subgradiente (nome dado ao termo
∑
e∈E
texe− b) que indica a direc¸a˜o na qual os LMs devem ser aumenta-
dos ou diminuı´dos, de acordo com a violac¸a˜o ou na˜o do valor ma´ximo
determinado por b. Considere que o algoritmo esta´ em uma iterac¸a˜o k.
Enta˜o, os LMs referentes a` iterac¸a˜o k + 1 sa˜o atualizados da seguinte
forma: λk+1 = max{0,λk +ρk( ∑
e∈E
texe− b)}, onde ρk, definido como
tamanho do passo (step size), deve ser um valor na˜o negativo (normal-
mente definido empiricamente)10.
Maximize : z(λ ) (2.13)
λ ≥ 0 (2.14)
Sob uma condic¸a˜o especı´fica, conhecida como dualidade forte11, o
valor o´timo do LDP e´ tambe´m o valor o´timo do PP (i.e., z(λ ) = z∗), o que
significa que o gap de otimalidade e´ zero. Considerando-se o problema de si-
zing, objeto de pesquisa nesta dissertac¸a˜o, nem o problema de sizing contı´nuo,
tampouco o discreto satisfazem tais condic¸o˜es que garantem que o gap de oti-
malidade seja zero. Para a resoluc¸a˜o do problema de sizing contı´nuo baseado
em LR, a ideia e´ resolver o LRS→ LDP iterativamente ate´ que o gap seja me-
nor que um valor pre´-determinado (i.e., z∗− z(λ )≤ ε). Isto e´ possı´vel pois o
LRS em sizing contı´nuo pode ser resolvido de maneira o´tima, como a soluc¸a˜o
proposta por Chen, Chu e Wong (1999). Ja´ no caso de sizing discreto, apesar
de o LRS ser mais simples de resolver que o PP, o LRS ainda assim e´ um
problema NP-difı´cil e, portanto, na˜o se pode obter o valor o´timo em tempo
polinomial. Como consequeˆncia, as te´cnicas de sizing discreto normalmente
executam o lac¸o LRS→ LDP um nu´mero fixo de iterac¸o˜es, como e´ o caso de
Huang, Hu e Shi (2011), Ozdal, Burns e Hu (2012) e Li et al. (2012). Maiores
detalhes da aplicac¸a˜o de Relaxac¸a˜o Lagrangeana no problema de sizing sa˜o
apresentados no Capı´tulo 4.
10O me´todo do subgradiente sempre converge para o valor o´timo caso a sequeˆncia de passos
ρk satisfac¸a as seguintes condic¸o˜es: limk→∞ ρk = 0 e ∑∞k=1 ρk = ∞ (FISHER, 1985).
11Dualidade forte e´ normalmente verificada em problemas cujo objetivo e restric¸o˜es sa˜o
func¸o˜es convexas. Entretanto, existe uma se´rie de condic¸o˜es as quais garantem que a dualidade
forte e´ verificada (i.e., z(λ ) = z∗), conhecidas como condic¸o˜es de Slater (BOYD; VANDEN-
BERGHE, 2004).
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3 REVISA˜O DOS TRABALHOS CORRELATOS
Este capı´tulo apresenta uma visa˜o geral dos principais trabalhos de
sizing encontrados na literatura, os quais sa˜o classificados em duas diferen-
tes abordagens: contı´nuas e discretas. As te´cnicas pertencentes a`s abordagens
contı´nuas sera˜o apresentadas genericamente, por questa˜o de contextualizac¸a˜o,
uma vez que o escopo desse trabalho se restringe ao fluxo standard cell. Ja´
as abordagens discretas sera˜o apresentadas detalhadamente, dando eˆnfase aos
trabalhos publicados mais recentemente. Para cada uma das te´cnicas descri-
tas e´ feita uma ana´lise das suas principais limitac¸o˜es. Por fim, este capı´tulo
apresenta uma visa˜o geral do estado da arte em sizing discreto. E´ importante
ressaltar que as te´cnicas aqui apresentadas incluem selec¸a˜o da largura e da
tensa˜o de threshold de portas (ou transistores), aplicadas de forma conjunta
ou independente. Te´cnicas que incluem selec¸a˜o de tensa˜o de alimentac¸a˜o
na˜o pertencem ao escopo deste trabalho e, portanto, na˜o sera˜o consideradas
correlatas.
3.1 ABORDAGENS CONTI´NUAS
As te´cnicas pertencentes a essa classe de abordagens consideram que
as portas lo´gicas (ou transistores) podem assumir qualquer largura ou tensa˜o
de threshold dentro de um intervalo contı´nuo restrito (wmin ≤ w ≤ wmax;
umin ≤ u≤ umax). A principal vantagem dessa abordagem e´ a possibilidade do
uso de modelos convexos de atraso, o que permite obter garantias de otimali-
dade, ou seja, determinar a diferenc¸a entre a soluc¸a˜o encontrada e o mı´nimo
global do problema (BOYD; VANDENBERGHE, 2004). Tal abordagem re-
quer o uso do fluxo de projetos full custom, ou de gerac¸a˜o automa´tica de
leiaute (LAZZARI, 2003), uma vez que as portas do circuito devem ser gera-
das partindo dos valores determinados na etapa de otimizac¸a˜o. Ja´ para aplicar
as abordagens contı´nuas ao fluxo semi-custom, e´ necessa´rio o mapeamento
das soluc¸o˜es obtidas para uma das opc¸o˜es (ce´lulas) disponı´veis na biblioteca
standard cell.
Dentre os trabalhos encontrados na literatura de sizing contı´nuo, TI-
LOS (TImed LOgic Synthesizer) (FISHBURN; DUNLOP, 1985) e´ o mais po-
pular. De acordo com Chinnery e Keutzer (2005), as ferramentas industriais
ainda usam te´cnicas de sizing fortemente baseadas no TILOS. A principal
contribuic¸a˜o de Fishburn e Dunlop (1985) foi observar que o atraso do cir-
cuito modelado como rede RC (Resistor-Capacitor) e´ um posinoˆmio1 e, por-
1Um posinoˆmio e´ uma func¸a˜o na qual os coeficientes sa˜o nu´meros reais positivos e os ex-
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tanto, pode ser transformado em uma func¸a˜o convexa por meio de mudanc¸a
de varia´veis, a qual tem a propriedade de que qualquer mı´nimo da func¸a˜o e´
um mı´nimo global (BOYD; VANDENBERGHE, 2004). Tal modelo convexo
permitiria o uso de resolvedores geome´tricos (MOSEK, 2013), que por sua
vez conseguem encontrar a soluc¸a˜o o´tima do problema. Entretanto, a baixa
escalabilidade de tais resolvedores na˜o permitiria a resoluc¸a˜o de instaˆncias de
problemas da ordem de centenas de milhares de portas, conforme observado
por Chinnery e Keutzer (2005). Devido a`s limitac¸o˜es de escalabilidade dos
resolvedores geome´tricos, os autores de TILOS propuseram uma heurı´stica
gulosa baseada na func¸a˜o de sensibilidade (SF - Sensitivity Function) apre-
sentada na Equac¸a˜o 3.12. Esta heurı´stica gulosa visita as portas (ou transisto-
res) do circuito e as classifica por meio da SF. A partir de tal classificac¸a˜o e´
possı´vel definir qual porta (ou transistor) sera´ trocada em cada iterac¸a˜o. Note
que a SF apresentada expressa a variac¸a˜o de atraso pela variac¸a˜o de poteˆncia
resultantes da troca da opc¸a˜o de implementac¸a˜o vki por uma nova opc¸a˜o v
l
i .
Diversas te´cnicas encontradas na literatura baseiam-se no uso de func¸o˜es de
sensibilidade para guiar a otimizac¸a˜o, como, por exemplo, Dharchoudhury
et al. (1997), Sirichotiyakul et al. (1999), Nguyen et al. (2003) e Srivastava,







Ale´m das te´cnicas baseadas em func¸o˜es de sensibilidade, uma grande
variedade de te´cnicas pode ser encontrada na literatura de sizing contı´nuo. Di-
versas te´cnicas utilizaram programac¸a˜o linear (BERKELAAR; JESS, 1990)
(SRIVASTAVA, 2003) (NGUYEN et al., 2003) (JEONG; KAHNG; YAO,
2009). A principal limitac¸a˜o de tais te´cnicas reside na linearizac¸a˜o dos mo-
delos de atraso. A aplicac¸a˜o de Relaxac¸a˜o Lagrangeana (LR) no problema
de sizing contı´nuo foi proposta por Chen, Chu e Wong (1999), cuja prin-
cipal contribuic¸a˜o foi a simplificac¸a˜o do Subproblema Lagrangeano Rela-
xado com o objetivo de remover da func¸a˜o objetivo os tempos de chegada
(para maiores detalhes consulte a Sec¸a˜o 4.1). Posteriormente, diversos ou-
tros trabalhos utilizaram LR (CHEN; CHU; WONG, 1999) (TENNAKOON;
SECHEN, 2002) (HSINWEI; WANG; CHEN, 2005) (TENNAKOON; SE-










i , onde c j ∈ R+ e αi j ∈ R (BOYD;
VANDENBERGHE, 2004).
2A func¸a˜o de sensibilidade proposta em TILOS era atraso vs. a´rea. Entretanto, como esta
dissertac¸a˜o tem como objetivo minimizac¸a˜o de poteˆncia, a func¸a˜o de sensibilidade aqui apresen-
tada e´ atraso vs. poteˆncia.
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CHEN, 2008) (WANG; DAS; ZHOU, 2009) assumindo a simplificac¸a˜o pro-
posta por Chen, Chu e Wong (1999). O uso de te´cnicas de otimizac¸a˜o con-
vexas foi adotado por diversos trabalhos, os quais propuseram modelos con-
vexos de atraso, como e´ o caso de Kasamsetty, Ketkar e Sapatnekar (2000),
Roy et al. (2007) e Joshi e Boyd (2008).
Tambe´m incluem-se nas abordagens contı´nuas: 1) As te´cnicas que as-
sumem a otimizac¸a˜o no domı´nio contı´nuo e, a partir do resultado contı´nuo,
fazem uso de heurı´sticas ou de me´todos de arredondamento para obter a res-
pectiva soluc¸a˜o discreta disponı´vel na biblioteca de ce´lulas (CHUANG; SA-
PATNEKAR; HAJJ, 1995) (SIRICHOTIYAKUL et al., 1999) (S.SHAH et al.,
2005) (REN; DUTT, 2008) (ROY et al., 2008b). 2) As te´cnicas que utilizam
me´todos contı´nuos para reduzir o espac¸o de busca (obter soluc¸a˜o inicial) e,
em seguida, limitar o espac¸o de busca das soluc¸o˜es discretas a`s opc¸o˜es que
esta˜o mais pro´ximas das soluc¸o˜es contı´nuas encontradas (HU; KETKARY;
HU, 2009) (RAHMAN; TENNAKOON; SECHEN, 2011).
A principal limitac¸a˜o das abordagens contı´nuas e´ a necessidade de ma-
peamento das soluc¸o˜es encontradas (e.g. larguras das portas) para as opc¸o˜es
disponı´veis na biblioteca standard cell, resultando na degradac¸a˜o da soluc¸a˜o
obtida (OZDAL; BURNS; HU, 2012). Ale´m disso, a maioria das te´cnicas
utiliza modelos simplificados de atraso e, de acordo com Chinnery e Keut-
zer (2005), nem mesmo modelos de atraso convexos ou posinomiais possuem
precisa˜o suficiente para modelar o atraso das portas contidos nas bibliotecas
standard cell contemporaˆneas. Em relac¸a˜o a`s te´cnicas que propo˜em o uso de
heurı´sticas para mapeamento das soluc¸o˜es, a principal desvantagem reside no
fato de que as opc¸o˜es de implementac¸a˜o (e.g., diferentes larguras) das por-
tas em uma biblioteca standard cell na˜o esta˜o uniformemente distribuı´das —
ao contra´rio, esta˜o geometricamente distribuı´das3 (BEEFTINK et al., 1998).
Lee e Gupta (2012) ressaltam que mesmo as te´cnicas que sa˜o guiadas pelas
soluc¸o˜es contı´nuas sofrem dos mesmos problemas que as abordagens discre-
tas, visto que o espac¸o de soluc¸o˜es ainda assim e´ muito grande e nem sempre
a soluc¸a˜o o´tima esta´ dentro do espac¸o reduzido, devido a` natureza combi-
nato´ria do problema de sizing discreto.
3.2 ABORDAGENS DISCRETAS
Nesta sec¸a˜o sa˜o apresentados os principais detalhes e contribuic¸o˜es
das te´cnicas que abordam o problema de sizing diretamente no domı´nio dis-
3O uso de opc¸o˜es geometricamente distribuidas e´ necessa´rio, visto que uma distribuic¸a˜o uni-
forme resultaria em um nu´mero muito grande de portas em uma biblioteca, o que na˜o e´ deseja´vel
(BEEFTINK et al., 1998).
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creto, considerando somente as opc¸o˜es de implementac¸a˜o disponı´veis na bi-
blioteca de ce´lulas (e.g., largura e tensa˜o de threshold). O problema de sizing
discreto e´ um problema de otimizac¸a˜o combinato´ria o qual foi provado ser
NP-difı´cil (LI, 1994). Em func¸a˜o da limitac¸a˜o de espac¸o, sera˜o detalhados
somente os trabalhos mais recentes encontrados na literatura, ale´m dos traba-
lhos que tem importaˆncia histo´rica devido ao grande nu´mero de citac¸o˜es.
3.2.1 Coudert (1997)
Coudert (1997) propoˆs uma te´cnica de sizing visando contornar a prin-
cipal limitac¸a˜o das heurı´sticas gulosas aplicadas ao problema de sizing dis-
creto: a grande possibilidade de ficarem presas em mı´nimos locais. Ale´m
disso, o autor ressaltou a limitac¸a˜o dos trabalhos que utilizam modelos de
atraso lineares ou posinomiais, argumentando que estes podem apresentar er-
ros de ate´ 20% quando comparados com os modelos de atraso usados em bi-
bliotecas standard cell. O autor afirmou que o esforc¸o computacional para se
reavaliar o timing do circuito em te´cnicas que trocam uma porta por iterac¸a˜o
e´ alto, ja´ que e´ necessa´rio atualizar as portas pertencentes ao cone lo´gico da
porta trocada atrave´s de uma ana´lise de timing incremental. Para contornar
esse problema, foram propostas duas heurı´sticas visando reduzir o overhead
computacional da ana´lise de timing incremental . A primeira avalia somente
o subcircuito em volta da porta trocada, composto por um (ou dois) nı´veis
de fanin e fanout, em vez de avaliar todas as portas afetadas pela troca. Ja´
a segunda heurı´stica, atualiza o nodo somente apo´s um de seus vizinhos ter
sido redimensionado tambe´m, conseguindo-se assim um bom compromisso
entre precisa˜o de timing e tempo de execuc¸a˜o.
Para reduc¸a˜o de poteˆncia sujeita a restric¸o˜es de atraso, Coudert (1997)
apresentou uma heurı´stica gulosa baseada em treˆs artifı´cios para evitar mı´-
nimos locais. 1) Perturbac¸a˜o da soluc¸a˜o por meio de varia´veis aleto´rias. 2)
Relaxac¸a˜o das restric¸o˜es do problema. 3) Mu´ltiplas trocas simultaˆneas. Inici-
almente a heurı´stica minimiza o atraso crı´tico do circuito (maximiza o slack).
Em seguida, ela minimiza a poteˆncia do circuito observando as restric¸o˜es de
atraso. O autor afirma que minimizando o atraso crı´tico e ficando “longe”
da regia˜o infactı´vel (i.e., atraso crı´tico muito menor que o atraso crı´tico-alvo)
diminuem-se as chances da etapa de reduc¸a˜o de poteˆncia ficar presa em um
mı´nimo local. A Equac¸a˜o 3.2 apresenta a func¸a˜o custo usada na etapa de
reduc¸a˜o de poteˆncia para calcular o impacto da troca da opc¸a˜o de uma porta
na poteˆncia total do circuito. Note que as trocas que resultam em slack nega-
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tivo sa˜o penalizadas com custo infinito.
Pcir =
{
+∞ if slack < 0
P otherwise (3.2)
Ja´ as Equac¸o˜es 3.3 e 3.4 apresentam a func¸a˜o de relaxac¸a˜o usada para
avaliar a relac¸a˜o de reduc¸a˜o de poteˆncia por aumento de atraso resultante
da troca da opc¸a˜o de uma determinada porta vi. Nessas equac¸o˜es, ε e α
sa˜o valores pre´-computados de acordo com as caracterı´sticas do circuito, ao
passo que si corresponde ao slack da porta i antes da troca, e ∆si corresponde
a` variac¸a˜o de slack resultante da troca da opc¸a˜o da porta i. A func¸a˜o Φ, por
sua vez, define uma relac¸a˜o custo/benefı´cio da variac¸a˜o de poteˆncia e do slack
do circuito resultantes da troca da opc¸a˜o de uma porta.
Como resultado da aplicac¸a˜o das func¸o˜es de relaxac¸a˜o apresentadas
anteriormente e da perturbac¸a˜o do espac¸o de soluc¸o˜es, a heurı´stica proposta
por Coudert (1997) tem menores chances de ficar presa em mı´nimos locais.
De qualquer forma, na˜o ha´ garantias de otimalidade, visto que o problema de
sizing discreto e´ NP-difı´cil.
Relaxi =
{
ε if ∆pi > 0 or (si +∆si < 0)








A principal limitac¸a˜o da te´cnica proposta por Coudert (1997) e´ o alto
esforc¸o computacional, o que torna proibitiva a sua aplicac¸a˜o em circuitos da
ordem de centenas de milhares de portas.
3.2.2 Chinnery e Keutzer (2005)
Chinnery e Keutzer (2005) propuseram uma extensa˜o a` te´cnica de
Nguyen et al. (2003), apresentando melhorias no modelo de atraso, as quais
consideram mu´ltiplos arcos de tempo em uma porta, transic¸o˜es de subida/des-
cida e slew. Os valores de atraso e poteˆncia foram capturados diretamente de
uma biblioteca standard cell. Os autores propuseram uma formulac¸a˜o de si-
zing discreto baseada em Programac¸a˜o Linear (LP - Linear Programming),
cuja esseˆncia e´ capturada entre as Equac¸o˜es 3.5 e 3.11. Primeiramente, para
cada porta do circuito, a formulac¸a˜o LP encontra a opc¸a˜o de implementac¸a˜o
com o menor valor para a func¸a˜o de sensibilidade da Equac¸a˜o 3.12, com res-
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peito a` sua opc¸a˜o atual. Em seguida, ela determina, por meio da varia´vel γi,
se a porta representada por vi deve ou na˜o ser trocada por sua opc¸a˜o de me-
nor sensibilidade. Note que a Equac¸a˜o 3.10 permite que a varia´vel γ assuma
qualquer valor real entre 0 e 1, visto que o uso de varia´veis bina´rias tornaria
o tempo de execuc¸a˜o proibitivo. Com isso, os autores estabeleceram um li-
miar de 0,99 que define se uma porta deve ou na˜o ser trocada por sua opc¸a˜o
alternativa. As Equac¸o˜es 3.6 e 3.7 definem as restric¸o˜es de atraso crı´tico-alvo
do circuito4. Os termos ∆d fj→i e ∆d
r
j→i das Equac¸o˜es 3.8 e 3.9 representam a




Sujeito a : a fi ≤ Ao,∀vi ∈ PO (3.6)












≤ ari ,∀ j ∈ input(vi),∀vi ∈ (X ∪PI) (3.9)
0≤ γi ≤ 1,∀vi ∈ X (3.10)







O fluxo de minimizac¸a˜o de poteˆncia proposto Chinnery e Keutzer
(2005) pode ser dividido em cinco etapas, as quais sa˜o executadas iterativa-
mente. 1) Minimiza-se o atraso do circuito a fim de se maximizar o slack. 2)
Encontra-se a opc¸a˜o de implementac¸a˜o de cada porta que apresenta a menor
sensibilidade em relac¸a˜o a` opc¸a˜o atual. 3) Formula-se o LP com as opc¸o˜es
definidas na etapa anterior para escolher quais portas sera˜o trocadas atrave´s
das varia´veis γ . 4) Nessa etapa, as portas cujo γ seja maior que 0.99 sa˜o tro-
cadas por sua opc¸a˜o candidata. 5) Verifica-se o timing do circuito atrave´s de
uma STA. Caso na˜o haja violac¸a˜o, volta-se novamente para o passo 2. Caso
contra´rio, os autores utilizam uma formulac¸a˜o LP alternativa para reestabele-
cer o atraso crı´tico-alvo do circuito e, enta˜o, voltar ao passo 2 novamente. O
4Tal formulac¸a˜o das restric¸o˜es de atraso crı´tico-alvo sera´ explicada em detalhes na Sec¸a˜o 4.1.
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lac¸o entre os passos 2 e 5 e´ repetido ate´ que a reduc¸a˜o de poteˆncia entre duas
iterac¸o˜es consecutivas seja menor que um valor pre´-determinado.
A principal limitac¸a˜o dessa te´cnica e´ a utilizac¸a˜o de uma varia´vel
contı´nua (γ) para definir se uma porta e´ trocada ou na˜o, a qual pode resultar
em soluc¸o˜es subo´timas ou infactı´veis (OZDAL; BURNS; HU, 2011). Outra
limitac¸a˜o reside no fato de que o modelo LP na˜o considera a influeˆncia do
atraso nas portas vizinhas.
3.2.3 Liu e Hu (2010)
Liu e Hu (2010) formularam o problema de sizing utilizando Rela-
xac¸a˜o Lagrangeana para minimizar a poteˆncia sujeito a restric¸o˜es de atraso.
Para a resoluc¸a˜o do Subproblema Lagrangeano Relaxado (LRS), os autores
propuseram uma heurı´stica baseada em Programac¸a˜o Dinaˆmica (DP - Dyna-
mic Programming) 5 ao passo que o Problema Lagrangeano Dual foi resol-
vido atrave´s do tradicional me´todo do subgradiente (o mesmo utilizado por







λ j→id j→i) (3.13)
A modelagem LR utilizada pelos autores assumiu a mesma simplifica-
c¸a˜o proposta por Chen, Chu e Wong (1999), cuja func¸a˜o objetivo consiste em
minimizar o somato´rio das poteˆncias das portas do circuito e o somato´rio dos
atrasos das portas do circuito, conforme a Equac¸a˜o 3.13. Estes u´ltimos sa˜o
acompanhados do termo de penalidade, Multiplicador de Lagrange (λ ). A
aplicac¸a˜o de DP ao problema de sizing tem por objetivo resolver o problema
em etapas, onde cada etapa consiste na escolha da opc¸a˜o de uma porta do
circuito. A Equac¸a˜o 3.14 apresenta a func¸a˜o utilizada para o ca´lculo do custo,
ordem topolo´gica reversa, de cada opc¸a˜o m de cada porta vi.




( f (vhk)+λi→kdi→k)+ p
m
i )) (3.14)
Uma vez calculados os custos das portas, o grafo do circuito e´ percor-
5Programac¸a˜o Dinaˆmica e´ uma te´cnica de otimizac¸a˜o normalmente aplicada a problemas cuja
soluc¸a˜o o´tima pode ser construı´da atrave´s da resoluc¸a˜o de problemas menores, normalmente de
maneira recursiva. Uma propriedade importante de DP e´ que ela permite construir a soluc¸a˜o
o´tima do problema original a partir da resoluc¸a˜o o´tima dos problemas menores (CORMEN et al.,
2009).
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rido em ordem topolo´gica direta para a escolha da opc¸a˜o de implementac¸a˜o
de cada porta que resulte no menor custo. A Equac¸a˜o 3.15 define a func¸a˜o
utilizada para a escolha da opc¸a˜o de porta do circuito.
solution(vi) = min
m∈options(vi)
( f (vmi )+ ∑
v j∈input(vi)
(λ j→id j→i + p j)) (3.15)
Uma das limitac¸o˜es dessa te´cnica adve´m da utilizac¸a˜o de modelos de
atraso simplificados, os quais na˜o sa˜o precisos o suficiente para representar
o atraso em bibliotecas standard cell contemporaˆneas. Outra limitac¸a˜o re-
side no ca´lulo impreciso dos atrasos das portas cujo fanout e´ maior que um,
resultando assim em soluc¸o˜es subo´timas.
3.2.4 Huang, Hu e Shi (2011)
Huang, Hu e Shi (2011) concentraram-se na resoluc¸a˜o do Problema
Lagrangeano Dual (LDP). Os autores afirmam que a natureza discreta do
problema de sizing torna o Problema Dual na˜o-convexo, ao contra´rio das
abordagens contı´nuas, onde o LDP e´ convexo e permite o uso eficiente do
me´todo do subgradiente. Para contornar tal limitac¸a˜o, os autores propuseram
um me´todo heurı´sitico chamado “projection-based descent” para atualizar os
Multiplicadores de Lagrange relativos a`s restric¸o˜es de timing do circuito. A
Equac¸a˜o 3.16 define a variac¸a˜o dos LMs de saı´da de cada porta do circuito
(µi) a cada iterac¸a˜o. Tal atualizac¸a˜o leva em conta a reduc¸a˜o de tempo de
chegada (ai) necessa´ria para que a porta atinja o tempo requerido (ri)6. No
caso de slack positivo (ri > ai), a ideia e´ aumentar o tempo de chegada para
possibilitar reduc¸o˜es de poteˆncia. A func¸a˜o eta linha (η ′) retorna a direc¸a˜o
(slope) na qual o Multiplicador de Lagrange deve ser atualizado para aumen-
tar ou diminuir o tempo de chegada. Em outras palavras, essa func¸a˜o modela
a interac¸a˜o entre o LM e tempo de chegada de uma porta baseado no seu





A principal limitac¸a˜o dessa te´cnica reside na utilizac¸a˜o de um modelo
6Como os autores na˜o consideram transic¸o˜es de subida e descida, ai refere-se ao maior tempo
de chegada entre subida e descida, enquanto ri representa o maior tempo requerido entre subida
e descida.
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de atraso simplificado que na˜o considera mu´ltiplos arcos de tempo por porta,
tampouco transic¸o˜es de subida e descida. Outro ponto a se questionar e´ a falta
de uma avaliac¸a˜o experimental mais extensa que permita concluir se a te´cnica
e´ realmente efetiva em circuitos realistas.
3.2.5 Ozdal, Burns e Hu (2012)
Ozdal, Burns e Hu (2012) (extensa˜o do artigo apresentado no ICCAD
2011 (OZDAL; BURNS; HU, 2011)) apresentaram uma formulac¸a˜o baseada
em Relaxac¸a˜o Lagrangeana cujo objetivo foi obter o melhor compromisso
entre atraso crı´tico do circuito e poteˆncia de leakage. Uma das contribuic¸o˜es
apresentadas pelos autores foi uma formulac¸a˜o LR que separa a ana´lise de
timing esta´tica da rotina de otimizac¸a˜o. Segundo os autores, a formulac¸a˜o LR
usada por outros trabalhos (e.g., Chen, Chu e Wong (1999) Liu e Hu (2010)
Huang, Hu e Shi (2011)), a qual incorpora a STA diretamente na formulac¸a˜o
do problema, na˜o e´ apropriada para circuitos industriais modernos pois es-
tes apresentam restric¸o˜es temporais complexas tais como va´rios domı´nios de
relo´gio, falsos caminhos, dentre outras. Segundo os autores, para tal tarefa
o uso de ferramentas industriais de STA seria mais eficiente. Os autores ob-
servaram que a atualizac¸a˜o dos Multiplicadores de Lagrange de cada uma
das portas do circuito e´ feita com base na diferenc¸a entre os caminhos da
porta (no caso de uma transic¸a˜o de descida, arj + d
f
j→i− a fi ). Entretanto, os
valores de tempo de chegada das portas normalmente na˜o sa˜o reportados pe-
las ferramenta industriais de STA e tal atualizac¸a˜o na˜o e´ possı´vel. Por outro
lado, essas ferramentas reportam os slacks das portas. Dessa forma, cada
um dos tempos de chegada pode ser substituı´do pela diferenc¸a entre o slack
na saı´da da porta e o slack na entrada (no caso de uma transic¸a˜o de descida,
−srj +s fi ). O conjunto de Equac¸o˜es 3.17 a 3.20 apresenta essa definic¸a˜o passo
a passo. Como resultado, e´ possı´vel atualizar os Multiplicadores de Lagrange
utilizando os slacks (conforme Equac¸a˜o 3.20) calculados por uma ferramenta
industrial de STA, visto que eles sa˜o mais precisos do que os calculados por
ferramentas de STA na˜o-industriais.
Como segunda contribuic¸a˜o, Ozdal, Burns e Hu (2012) propuseram
um modelo de grafo para capturar precisamente a formulac¸a˜o LR. Tal modelo
leva em conta que o atraso de uma porta em uma biblioteca standard cell
contemporaˆnea na˜o e´ func¸a˜o linear7 em relac¸a˜o a` sua capacitaˆncia de saı´da,
ao contra´rio de outros trabalhos (LIU; HU, 2010).
7Uma func¸a˜o e´ dita linear se f(x + y) = f(x) + f(y) (BOYD; VANDENBERGHE, 2004). O
atraso de uma porta na˜o e´ func¸a˜o linear de sua capacitaˆncia de saı´da, i.e., d ji(x+ y) 6= d ji(x)+
d ji(y).
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A terceira contribuic¸a˜o apresentada pelos autores e´ uma heurı´stica ba-
seada em Programac¸a˜o dinaˆmica (DP) para resolver a formulac¸a˜o LR cap-
turada no modelo de grafo mencionado acima. Para resolver o problema de
reconvergeˆncias em um DAG durante o processo de DP, os autores propuse-
ram uma heurı´stica de cortes de a´rvores no grafo. A ideia ba´sica consiste em
percorrer o circuito em ordem topolo´gica direta e, quando visitar um nodo
com fanout maior que um, escolhe-se o fanout mais crı´tico para continuar
a a´rvore crı´tica. Tal escolha e´ feita comparando-se os LMs. Apo´s dividir o
circuito em a´rvores, a heurı´stica DP e´ aplicada ao grafo do circuito para uma
opc¸a˜o de implementac¸a˜o para cada porta do circuito.
Definic¸a˜o de slack :
s fj = r
f
j −a fj ; srj = rrj−arj
s fi = r
f
i −a fi ; sri = rri −ari (3.17)
Diferenc¸a entre slack na saı´da e slack na entrada :
− s fj + sri =−(r fj −a fj )+(rri −ari )
− srj + s fi =−(rrj−arj)+(r fi −a fi ) (3.18)
Tempo requerido na entrada reescrito :
− s fj + sri =−(rri −drj→i−a fj )+(rri −ari )
− srj + s fi =−(r fi −d fj→i−arj)+(r fi −a fi ) (3.19)
Representac¸a˜o do tempo de chegada como diferenc¸a de slacks :
− s fj + sri = a fj +drj→i−ari
− srj + s fi = arj +d fj→i−a fi (3.20)
A primeira contribuic¸a˜o do trabalho, que tem por objetivo a utilizac¸a˜o
dos slacks para atualizar os LMS e´ puramente teo´rica, visto que as ferra-
mentas industriais de STA reportam os tempos de chegada das portas — ao
contra´rio do que foi afirmado pelos autores. A heurı´stica baseada em DP tem
duas principais limitac¸o˜es: a primeira e´ o longo tempo de execuc¸a˜o, uma vez
que todas as opc¸o˜es de implementac¸a˜o de cada porta do circuito e de suas vi-
zinhas sa˜o avaliadas a cada iterac¸a˜o, o que pode tornar o tempo de execuc¸a˜o
proibitivo para circuitos muito grandes. A segunda limitac¸a˜o e´ consequeˆncia
da heurı´stica usada para o corte de a´rvores no grafo, a qual e´ fonte de suboti-
malidade. Ademais, as restric¸o˜es de ma´ximo slew na entrada de uma porta e
ma´xima capacitaˆncia de saı´da de uma porta definidas nas bibliotecas standard
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cell contemporaˆneas na˜o sa˜o consideradas durante o processo de otimizac¸a˜o.
3.2.6 Rahman, Tennakoon e Sechen (2012)
Rahman, Tennakoon e Sechen (2012) propuseram uma heurı´stica se-
lecionar a tensa˜o de threshold de cada porta buscando minimizar a poteˆncia
de leakage do circuito. Para tal, os autores assumem uma soluc¸a˜o inicial com
slacks positivos. A heurı´stica e´ baseada na func¸a˜o de sensibilidade apresen-
tada na Equac¸a˜o 3.21. Tal func¸a˜o tem por objetivo capturar a variac¸a˜o do
slack positivo do circuito dividida pela reduca˜o de leakage, ambas resultantes
da troca de uma opc¸a˜o de implementac¸a˜o vki por uma nova opc¸a˜o v
l
i — no
caso, a troca da tensa˜o de threshold da porta pela opc¸a˜o imediatamente supe-
rior, caso exista. A partir de tal func¸a˜o as sensibilidades de todas as portas
do circuito sa˜o calculadas. Em seguida, as portas sa˜o avaliadas uma a uma,
em ordem na˜o-decrescente de sensibilidade, sendo que somente as trocas que







Com o objetivo de investigar os menores valores de leakage possı´veis
para um determinado circuito, os autores utilizaram um algoritmo iterativo no
qual a heurı´stica mencionada no para´grafo anterior assume um atraso crı´tico-
alvo ligeiramente incrementado a cada iterac¸a˜o (∆ unidades de tempo). Com
isso, esperava-se uma maior reduc¸a˜o de leakage por parte da heurı´stica pro-
posta pelos autores visto que resultaria em uma maior quantidade de slacks
positivos no circuito, os quais seriam utilizados para reduzir leakage. Como
passo subsequente deste algoritmo, a te´cnica de Rahman, Tennakoon e Se-
chen (2011) foi utilizada para reestabelecer o atraso crı´tico-alvo original do
circuito. Obviamente, a` medida que o incremento do atraso crı´tico-alvo do
circuito e´ muito grande, o custo de leakage para recuperac¸a˜o do atraso crı´tico-
alvo original e´ maior do que o ganho proveniente da heurı´stica de reduc¸a˜o de
poteˆncia.
A principal limitac¸a˜o dessa te´cnica reside na necessidade de iniciar o
processo de otimizac¸a˜o apenas com slacks positivos, necessitando assim de
uma soluc¸a˜o inicial obtida a partir de outra te´cnica. Ale´m disso, as restric¸o˜es
de ma´ximo slew e ma´xima capacitaˆncia na˜o sa˜o consideradas pelos autores
durante as trocas de tensa˜o de threshold.
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3.2.7 Hu et al. (2012)
Hu et al. (2012) propuseram o uso de meta-heurı´sticas para resolver o
problema de selec¸a˜o da largura e da tensa˜o de threshold das portas do circuito
visando minimizac¸a˜o de leakage. A te´cnica proposta foi validada experimen-
talmente usando a infraestrutura da Competic¸a˜o do ISPD de 2012 (OZDAL et
al., 2012). A ideia consiste basicamente em invocar diversas heurı´sticas gulo-
sas de forma paralela, cada uma com um paraˆmetro aleato´rio diferente, guar-
dando um pequeno conjunto com as melhores soluc¸o˜es encontradas (me´todo
go-with-the-winners GWTW (ALDOUS; VAZIRANI, 1994)). O me´todo pro-
posto e´ dividido em duas partes:
1. A primeira etapa8 tem por objetivo reduzir o atraso crı´tico do circuito
de maneira iterativa ate´ que o atraso crı´tico-alvo do circuito seja sa-
tisfeito e, ao mesmo tempo, respeitar as restric¸o˜es de ma´xima capa-
citaˆncia e ma´ximo slew. Nesta etapa, a sensibilidade de cada opc¸a˜o
para cada porta do circuito e´ calculada usando a Equac¸a˜o 3.22 (nesta
equac¸a˜o, α define a importaˆncia da poteˆncia de leakage) para enta˜o
gerar uma lista de sensibilidade. Obviamente, para estimar a variac¸a˜o
da quantidade total de slack negativo (TNS - Total Negative Slack) no
circuito e´ necessa´ria uma ana´lise de timing incremental, o que pode
resultar em esforc¸o computacional proibitivo. Para contornar esse pro-
blema, os autores propuseram estimar a variac¸a˜o de TNS (resultante
da troca da opc¸a˜o vki pela opc¸a˜o v
l
i) de acordo com a Equac¸a˜o 3.23.
Nesta equac¸a˜o, Ni define um conjunto contendo vi e as portas que tem
um fanin em comum com vi, ao passo que ∆dkj define a variac¸a˜o de
atraso em uma porta v j decorrente da nova opc¸a˜o de vli , NPaths j de-
fine o nu´mero de caminhos com slack negativo que passam pela porta
v j. As sensibilidades sa˜o ordenadas em ordem na˜o-crescente e um fa-
tor γ e´ usado para determinar a quantidade ma´xima de trocas antes de
uma nova STA completa, ja´ que o erro acumulado depois de um certo
nu´mero de trocas pode ser muito grande. E´ importante ressaltar que
as varia´veis γ e α foram obtidas de maneira empı´rica e diferentes va-
lores foram usados para cada circuito. Ao final de cada iterac¸a˜o, uma
heurı´stica e´ usada para consertar as violac¸o˜es de ma´xima capacitaˆncia
remanescentes. Os autores observaram que ao resolver as violac¸o˜es de
capacitaˆncia, os slews de saı´da das portas ficam dentro do limite espe-
cificado pela biblioteca.
8Esta etapa parte de uma soluc¸a˜o inicial com todas as portas do circuito na menor















2. A partir da soluc¸a˜o anterior, a segunda etapa tem por objetivo reduzir
a poteˆncia do circuito, aceitando apenas trocas que na˜o violem nem
as restric¸o˜es de atraso, tampouco as restric¸o˜es de ma´xima capacitaˆncia
e ma´ximo slew. Esta etapa faz o uso de uma heurı´stica baseada em
cinco func¸o˜es de sensibilidade diferentes. Tais sensibilidades sa˜o uti-
lizadas para criar uma lista de opc¸o˜es a serem trocadas, de maneira
similar a Rahman, Tennakoon e Sechen (2012). As Equac¸o˜es 3.24 a
3.28 apresentam as func¸o˜es de sensibilidade onde ∆d e si definem, res-
pectivamente, a variac¸a˜o de atraso de uma porta e a variac¸a˜o de slack na
saı´da dessa porta, ambas resultantes da troca de vki por v
l
i , ao passo que
#paths define a quantidade de caminhos que passam pela porta. Os au-
tores ressaltaram que nenhuma das cinco func¸o˜es de sensibilidade ob-
teve superioridade absoluta nos circuitos da Competic¸a˜o do ISPD 2012.
Por isso, a heurı´stica proposta foi invocada diversas vezes (de maneira





























Uma das limitac¸o˜es reside no ca´lculo aproximado do total de slacks
negativos (TNS) utilizado na primeira etapa. Tal ca´lculo considera o im-
pacto de uma troca somente nas portas fanin da porta trocada, enquanto as
fanouts sa˜o desconsideradas. Outra limitac¸a˜o e´ o alto esforc¸o computacional
necessa´rio para otimizar circuitos da ordem de centenas de milhares de por-
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tas. Isso e´ consequeˆncia do uso u´nico e exclusivo de te´cnicas baseadas em
func¸o˜es de sensibilidade, as quais requerem o ca´lculo das sensibilidades de
todas as opc¸o˜es de implementac¸a˜o de todas as portas do circuito, mesmo que
o impacto do atraso e slew seja limitado aos fanins da porta trocada.
3.2.8 Li et al. (2012)
Li et al. (2012) propuseram o uso de uma te´cnica hı´brida para o pro-
blema de sizing discreto que, assim como a te´cnica de Hu et al. (2012),
tambe´m foi validada usando a infraestrutura da Competic¸a˜o do ISPD de 2012.
Tal te´cnica e´ dividida em treˆs etapas:
1. Os autores afirmaram que o uso de LR para otimizar simultaneamente
atraso e poteˆncia na˜o e´ eficiente para sizing discreto. Por esse motivo,
eles propuseram uma heurı´stica baseada em formulac¸a˜o LR para mini-
mizar o atraso crı´tico do circuito sem considerar leakage.
2. Esta etapa baseia-se em uma modelagem do problema de sizing utili-
zando fluxo em redes para reduc¸a˜o de poteˆncia, sujeita a`s restric¸o˜es
de atraso do circuito, partindo da configurac¸a˜o de mı´nimo atraso. A
abordagem de fluxo em redes utilizada se difere das demais pois adici-
ona nodos e arestas extras para representar os mu´ltiplos arcos de tempo
das portas. Para cada porta, a sua opc¸a˜o de implementac¸a˜o candidata e´
definida utilizando uma func¸a˜o de sensibilidade leakage versus atraso
(similar a` Equac¸a˜o 3.24). Assim como no trabalho de Chinnery e Keut-
zer (2005), a opc¸a˜o candidata e´ a que apresentar a menor sensibilidade.
3. Esta parte tem por objetivo utilizar os slacks residuais resultantes da
etapa anterior para reduc¸a˜o de poteˆncia de leakage sem violar o atraso
crı´tico-alvo. Para isso utiliza uma heurı´stica gulosa baseada na func¸a˜o
de sensibilidade leakage versus atraso da etapa anterior. Visto que para
calcular a sensibilidade de cada opc¸a˜o de implementac¸a˜o de cada porta
do circuito seria necessa´ria uma ana´lise de timing incremental, o que
pode tornar o tempo proibitivo, os autores propuseram uma abordagem
conservativa e ra´pida para o ca´lculo das sensibilidades. Esse ca´lculo
baseia-se apenas em informac¸o˜es locais da porta (e de seus fanins ime-
diatos) para avaliar se a troca de uma porta por sua opc¸a˜o candidata
viola ou na˜o as restric¸o˜es de timing.
A principal limitac¸a˜o reside na necessidade de arredondamento das
soluc¸o˜es encontradas na etapa de fluxo em redes. Assim como no trabalho de
Chinnery e Keutzer (2005), arredondamento pode degradar a qualidade das
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soluc¸o˜es, ou ate´ mesmo gerar soluc¸o˜es infactı´veis que violam as restric¸o˜es de
timing.
3.2.9 O Estado da arte em Sizing Discreto
Ale´m das te´cnicas de sizing discreto apresentadas anteriormente, e´
importante destacar algumas das te´cnicas utilizadas pelas equipes melhores
colocadas na Competic¸a˜o do ISPD 20129. Ha´ uma grande variedade de
te´cnicas, incluindo meta-heurı´sticas, me´todos hı´bridos e Relaxac¸a˜o Lagran-
geana. Mais especificamente, sabe-se que a te´cnica utilizada pela primeira
colocada (NTUgs) foi baseada na formulac¸a˜o e nas heurı´stica propostas por
Ozdal, Burns e Hu (2011), enquanto a segunda colocada (UFRGS-Brazil)
utilizou meta-heurı´sticas, mais especificamente Simulated Annealing.
Analisando os principais trabalhos de sizing encontrados na literatura,
e´ possı´vel observar que Relaxac¸a˜o Lagrangeana e´ uma te´cnica bastante usada
tanto nas abordagens contı´nuas, quanto nas discretas. Sua principal vanta-
gem e´ permitir otimizar, simultaneamente, diversos objetivos conflitantes e,
ao mesmo tempo, ser escala´vel para circuitos com centenas de milhares de
portas, como e´ o caso de Li et al. (2012) e Ozdal, Burns e Hu (2012).
Vale a pena observar tambe´m a tendeˆncia do uso de te´cnicas hı´bridas
no problema de sizing discreto, em especial nos trabalhos publicados mais
recentemente (HU et al., 2012) (LI et al., 2012). A principal vantagem de
utilizar diferentes te´cnicas e´ que cada uma tem uma caracterı´stica especı´fica
e pode contornar as limitac¸o˜es das outras.
Desde a Competic¸a˜o do ISPD 2012, a qual proporcionou os primei-
ros resultados considerando a infraestrutura disponibilizada na Competic¸a˜o,
novos trabalhos foram publicados utilizando essa infraestrutura e obtiveram
melhores resultados de poteˆncia de leakage e tempo de execuc¸a˜o que os ob-
tidos pelas equipes melhores colocadas. Entretanto, na˜o se observou um pre-
domı´nio total de nenhum dos trabalhos mais recentes em todos os circuitos da
Competic¸a˜o. Ale´m disso, Hu et al. (2012) apresentaram um estudo mostrando
que os resultados de leakage por eles obtidos, apesar de serem os melhores ate´
enta˜o, ainda assim poderiam ser melhorados, em especial nos circuitos com
restric¸a˜o de atraso crı´tico-alvo mais apertada (fast). A Tabela 2 apresenta um
resumo das principais caracterı´sticas dos trabalhos de sizing discreto descritos
na Sec¸a˜o 3.2, das ferramentas de sizing das treˆs equipes melhores colocadas
na Competic¸a˜o do ISPD 2012 e das duas te´cnicas propostas nessa dissertac¸a˜o,
as quais sa˜o detalhadas nos Capı´tulos 5 e 6, respectivamente.
9As te´cnicas utilizadas pelas equipes participantes na˜o foram divulgadas oficialmente. Entre-


















































































































































































































































































































































































































































































































































































































































































































































































































































































































Apesar dos diversos trabalhos publicados recentemente no escopo de
sizing discreto para minimizac¸a˜o de leakage, ate´ a Competic¸a˜o do ISPD 2012
na˜o havia uma infraestrutura que permitisse uma comparac¸a˜o justa e direta
entre as diferentes te´cnicas. Por este motivo, normalmente comparava-se ape-
nas com as ferramentas industriais, as quais esta˜o muito aque´m das te´cnicas
mais recentemente publicadas. Os experimentos reportados nos Capı´tulos 5
e 6 utilizaram a infraestrutura completa da Competic¸a˜o, incluindo todos os
circuitos. Os resultados obtidos no Capı´tulo 5 foram comparados com os ob-
tidos pelas treˆs equipes melhores colocadas na Competic¸a˜o, visto que elas
representavam o estado da arte naquele momento. No Capı´tulo 6, ale´m dos
melhores resultados da Competic¸a˜o, incluiram-se na comparac¸a˜o os resulta-
dos de Li et al. (2012) e Hu et al. (2012), os quais apresentavam grandes me-
lhorias, tanto em termos de leakage quanto em termos de tempo de execuc¸a˜o,
em relac¸a˜o aos melhores resultados da Competic¸a˜o, e por isso representavam
ate´ enta˜o um novo estado da arte. Em relac¸a˜o aos dois u´ltimos trabalhos, Hu
et al. (2012) apresentaram os melhores resultados de leakage ao passo que Li
et al. (2012) proporcionaram os menores tempos de execuc¸a˜o. Apo´s os re-
sultados obtidos pelos dois u´ltimos trabalhos de sizing discreto, surgem duas
questo˜es:
• Ainda e´ possı´vel obter reduc¸o˜es de leakage significativas?
• E´ possı´vel construir uma te´cnica que obtenha os baixos valores de
poteˆncia de leakage obtidos por Hu et al. (2012) e o desempenho apre-
sentado por Li et al. (2012), ou em outras palavras, um melhor com-
promisso entre reduc¸a˜o de leakage e tempo de execuc¸a˜o?
Este trabalho apresenta novas te´cnicas e me´todos que ajudam a com-
preender e contribuir em ambos os aspectos mencionados acima.
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4 SIZING DISCRETO BASEADO EM RELAXAC¸A˜O
LAGRANGEANA
Chen, Chu e Wong (1999) foram pioneiros na utilizac¸a˜o de Relaxac¸a˜o
Lagrangeana (LR) para modelar o problema de sizing. Sua principal contri-
buic¸a˜o residiu na simplificac¸a˜o do problema aplicando as condic¸o˜es Karush-
Kuhn-Tucker (KKT), conforme sera´ explicado na Sec¸a˜o 4.2. Posteriormente,
diversos outros trabalhos de sizing utilizaram tal simplificac¸a˜o (LIU; HU,
2010) (HUANG; HU; SHI, 2011) (OZDAL; BURNS; HU, 2012) (LI et al.,
2012). Este capı´tulo apresenta uma formulac¸a˜o LR para o problema de sizing
discreto, a qual tambe´m utiliza as condic¸o˜es KKT para simplificar o Sub-
problema Lagrangeano Relaxado (LRS), conforme proposto por Chen, Chu
e Wong (1999). A principal contribuic¸a˜o cientı´fica ao estado da arte e´ uma
nova formulac¸a˜o LR, a qual incorpora na func¸a˜o objetivo as restric¸o˜es de
ma´xima capacitaˆncia e ma´ximo slew impostas pelas biblioteca standard cell,
em adic¸a˜o a`s restric¸o˜es de timing. Tal contribuic¸a˜o esta´ relatada em artigo
publicado nos anais da ICECS 2012 (LIVRAMENTO et al., 2012b).
4.1 FORMULAC¸A˜O DO PROBLEMA DE SIZING DISCRETO
O problema de sizing discreto pode ser definido da seguinte forma:
para um dado circuito, ∀vi ∈ X encontre uma opc¸a˜o de implementac¸a˜o dis-
ponı´vel na biblioteca (no caso deste trabalho, uma combinac¸a˜o de largura
w e tensa˜o de threshold u) de tal forma que a poteˆncia de leakage total do
circuito seja minimizada, enquanto as restric¸o˜es de timing sa˜o satisfeitas. O
conjunto de Equac¸o˜es 4.1 a 4.7 formalizam matematicamente o problema-
alvo. A func¸a˜o objetivo do problema, definida na Equac¸a˜o 4.1, corresponde
ao somato´rio do leakage (pi) das portas do circuito, cada porta acompanhada
de um fator de importaˆncia α . Este fator tem por objetivo definir o peso da
poteˆncia perante a`s restric¸o˜es de atraso do problema (Equac¸o˜es 4.2 a 4.5).
Vale ressaltar que todas as portas do circuito possuem o mesmo valor de im-
portaˆncia de poteˆncia, ou seja, α e´ um valor global. As Equac¸o˜es 4.6 e 4.7
restringem a largura wi e tensa˜o de threshold ui a`s opc¸o˜es disponı´veis na bi-
blioteca standard cell, respectivamente. Note que os conjuntos Wi e Ui sa˜o
particulares de cada porta lo´gica.
As restric¸o˜es de atraso crı´tico-alvo do circuito (A0) sa˜o expressas entre
as Equac¸o˜es 4.2 e 4.5. Particularmente, as Equac¸o˜es 4.2 e 4.3 definem que os
tempos de chegada (de descida e de subida) nas saı´das prima´rias na˜o podem
ser maiores do que o atraso crı´tico-alvo do circuito (A0). Ja´ as Equac¸o˜es 4.4 e
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4.5 particionam os tempos de chegada ao longo do circuito, ou seja, relaciona
o tempo de chegada na saı´da de cada porta lo´gica vi com os tempos de che-
gada em suas entradas e com os seus atrasos. Em outras palavras, o tempo de
chegada de descida na saı´da de vi (a
f
i ) recebe o ma´ximo dentre os tempos de





que o tempo de chegada de subida de vi (ari ) recebe o ma´ximo dentre os tem-





particionamento da restric¸a˜o de atraso crı´tico-alvo entre as saı´das prima´rias e
as portas do circuito garante que todo e qualquer caminho do circuito tambe´m
ira´ satisfazer a tal restric¸a˜o, sem que para isso seja necessa´rio definir ex-
plicitamente tal restric¸a˜o para cada caminho do circuito. Assim, enquanto
uma enumerac¸a˜o de todos os caminhos do circuito geraria um nu´mero ex-
ponencial de restric¸o˜es temporais, tal particionamento gera um nu´mero de
restric¸o˜es temporais que e´ polinomial com relac¸a˜o ao nu´mero de portas do
circuito (CHEN; CHU; WONG, 1999) (CHINNERY; KEUTZER, 2005) (LI
et al., 2012), sendo por este motivo utilizado na maioria dos trabalhos de




Sujeito a : a fi ≤ Ao,∀vi ∈ PO (4.2)
: ari ≤ Ao,∀vi ∈ PO (4.3)
arj +d
f
j→i ≤ a fi , ∀ j ∈ input(vi), ∀vi ∈ (X ∪PI) (4.4)
a fj +d
r
j→i ≤ ari , ∀ j ∈ input(vi), ∀vi ∈ (X ∪PI) (4.5)
wi ∈Wi, ∀vi ∈ X (4.6)
ui ∈Ui, ∀vi ∈ X (4.7)
Conforme mencionado no Capı´tulo 1, as bibliotecas standard cell con-
temporaˆneas impo˜em restric¸o˜es ele´tricas que devem ser satisfeitas para que o
circuito fabricado tenha chances aceita´veis de sucesso. As restric¸o˜es ele´tricas
sa˜o avaliadas durante a etapa de ERC e incluem: corretude dos sinais de
alimentac¸a˜o do circuito, fanout ma´ximo de uma porta, ma´ximo slew na en-
trada/saı´da das portas e ma´xima capacitaˆncia de saı´da de uma porta (KAHNG
et al., 2011). Dentre tais restric¸o˜es, as duas u´ltimas devem ser consideradas
durante a etapa de sizing para que sejam mantidas sob controle. Observando a
1As equac¸o˜es apresentadas neste Capı´tulo consideram que as portas sa˜o negative unate, con-
forme observado no Capı´tulo 2.
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importaˆncia de tais restric¸o˜es, a infraestrutura da Competic¸a˜o de Sizing Dis-
creto do ISPD 2012 (OZDAL et al., 2012) tambe´m as considera. As restric¸o˜es
de ma´ximo slew e ma´xima capacitaˆncia definidas pela biblioteca de ce´lulas
sa˜o formalizadas nas Equac¸o˜es 4.8, 4.9 e 4.10. As duas primeiras definem
um limite u´nico de slew de descida e de subida na saı´da de cada porta do
circuito, incluindo as entradas e saı´das prima´rias. Ja´ a terceira restringe a
ma´xima capacitaˆncia que conectada a` saı´da de cada porta do circuito, ou a`s
entradas prima´rias. Esta restric¸a˜o e´ particular da opc¸a˜o de implementac¸a˜o de
cada porta (no caso, a largura wi e a tensa˜o de threshold ui).
slew fi ≤ max slew,∀vi ∈ (X ∪PI) (4.8)
slewri ≤ max slew,∀vi ∈ (X ∪PI) (4.9)
capi ≤ max capi,∀vi ∈ (X ∪PI) (4.10)
O problema de sizing discreto para selec¸a˜o simultaˆnea da largura e da
tensa˜o de threshold das portas para minimizar leakage satisfazendo a restric¸a˜o
de atraso crı´tico-alvo, slew e capacitaˆncia (Equac¸o˜es 4.1 a 4.10), conforme
definido na Competic¸a˜o do ISPD 2012, tem como entradas:
• Nestlist em nı´vel de portas lo´gicas e seu respectivo grafo;
• Descric¸a˜o da biblioteca standard cell (em formato Liberty) contendo
as opc¸o˜es de implementac¸a˜o de cada porta, bem como tabelas com
informac¸o˜es de atraso, slew, leakage e restric¸o˜es de slew e capacitaˆncia;
• Arquivo contendo as restric¸o˜es de timing do circuito no formato SDC
(Synopsys Design Constraints);
• Arquivo contendo as informac¸o˜es de capacitaˆncia das interconexo˜es do
circuito no formato SPEF (Standard Parasitic Exchange Format).
A soluc¸a˜o sera´ constituı´da pela definic¸a˜o da largura da tensa˜o de th-
reshold de cada porta, objetivando:
• Minimizar o consumo de leakage do circuito;
• Garantir que as restric¸o˜es de atraso crı´tico, slew e capacitaˆncia sejam
satisfeitas.
Note que o problema de sizing (discreto ou contı´nuo) para minimizac¸a˜o
de leakage sujeito a restric¸o˜es de atraso e´ um problema com dois objetivos
distintos e conflitantes. Por um lado, a poteˆncia deve ser minimizada, ou seja,
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as portas dos circuito devem ser trocadas por portas de maior tensa˜o de th-
reshold (ou de menor largura) o que as torna mais lentas. Por outro lado, o
atraso crı´tico do circuito na˜o deve ser maior do que o atraso crı´tico-alvo es-
pecificado no projeto e, como consequeˆncia, uma parte das portas do circuito
(basicamente as pertencentes aos caminhos crı´ticos) deve ter menor atraso (o
que resulta em maior poteˆncia). Tal problema pode ser resolvido de diversas
formas, das quais vale a pena destacar duas formas amplamente referenciadas
na literatura:
1. Primeiramente, minimiza-se o atraso do circuito (normalmente, sem
considerar a poteˆncia) com o objetivo de maximizar o slack positivo
do circuito e, como consequeˆncia, satisfazer o atraso crı´tico-alvo. Em
seguida, utiliza-se uma te´cnica para minimizar a poteˆncia do circuito,
utilizando os slacks positivos da etapa anterior, sem violar as restric¸o˜es
de timing. A principal limitac¸a˜o de se resolver o problema dessa forma
e´ a grande possibilidade da etapa de reduc¸a˜o de poteˆncia cair rapida-
mente em um mı´nimo local e na˜o utilizar de maneira eficiente os slacks
do circuito. Alguns trabalhos que utilizam esta estrate´gia sa˜o: Coudert
(1997), Rahman, Tennakoon e Sechen (2012), Li et al. (2012) e Hu et
al. (2012).
2. Aplica-se Relaxac¸a˜o Lagrangeana, removendo as restric¸o˜es de timing
(Equac¸o˜es 4.2 a 4.4) e incorporando-as na func¸a˜o objetivo. Com isso,
se resolve um novo problema cuja func¸a˜o objetivo captura simultanea-
mente a poteˆncia (leakage) e o atraso das portas do circuito2. Visto que
LR e´ uma te´cnica escala´vel e flexı´vel, conforme explicado na Sec¸a˜o
2.5, este trabalho propo˜e uma formulac¸a˜o alternativa LR para o pro-
blema de sizing discreto, conforme descrito na pro´xima sec¸a˜o.
4.2 SIZING DISCRETO BASEADO EM RELAXAC¸A˜O LAGRANGEANA
Relaxac¸a˜o Lagrangeana (LR) e´ uma te´cnica bastante utilizada no con-
texto de sizing. A maioria dos trabalhos encontrados na literatura utilizam LR
para sizing contı´nuo baseado em modelos de atraso posinomiais, e.g., Chen,
Chu e Wong (1999), Tennakoon e Sechen (2002), Wang, Das e Zhou (2009).
Tais modelos, sob uma transformac¸a˜o de varia´veis, tornam o problema con-
vexo (BOYD; VANDENBERGHE, 2004). Por outro lado, o problema de si-
zing no fluxo standard cell e´ inerentemente discreto e provado ser NP-Difı´cil
2Vale a pena ressaltar a similaridade com o problema do caminho mı´nimo apresentado na
Sec¸a˜o 2.5.
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(LI, 1994). Alguns trabalhos publicados recentemente aplicam LR direta-
mente no domı´nio discreto, e.g., Liu e Hu (2010), Huang, Hu e Shi (2011),
Ozdal, Burns e Hu (2012), Li et al. (2012).
Chen, Chu e Wong (1999) foram os primeiros a aplicar LR no pro-
blema de sizing removendo as restric¸o˜es de timing do circuito e adicionando-
as a` func¸a˜o objetivo. Seguindo a mesma ideia, a Func¸a˜o Lagrangeana (LF)
associada ao PP formalizado entre as Equac¸o˜es 4.1 a 4.5 e´ definida conforme
a Equac¸a˜o 4.11. Note que ha´ um Multiplicador de Lagrange (λ ) associado a
cada restric¸a˜o de tempo de chegada, seja ele de descida ou subida. Observe
tambe´m que as restric¸o˜es que limitam wi e ui das portas somente a`s opc¸o˜es
disponı´veis na biblioteca na˜o sa˜o incorporadas na nova func¸a˜o objetivo, visto
que elas podem ser manipuladas mais facilmente restringindo-se o domı´nio
do problema aos valores discretos3. Por questa˜o de clareza, a LF e´ definida
em func¸a˜o de vetores que representam o conjunto das larguras ~w, tenso˜es de
threshold ~u e tempos de chegada (descida e subida)~a de cada uma das portas
do circuito, conforme Equac¸a˜o 4.11.
Lλ (~w,~u,~a) : ∑
vi∈X



























Como uma das contribuic¸o˜es deste trabalho, incorporam-se as restri-
c¸o˜es de ma´xima capacitaˆncia e ma´ximo slew impostas pelas bibliotecas stan-
dard cell (Equac¸o˜es 4.8 a 4.10) na func¸a˜o objetivo, originando a formulac¸a˜o
da Equac¸a˜o 4.12. Observe que cada uma das restric¸o˜es de slew de descida e
subida esta´ multiplicada por um LM γ fi e γ
r
i , respectivamente, enquanto cada
uma das restric¸o˜es de capacitaˆncia esta´ multiplicada pelo LM βi. Apesar do
trabalho proposto por Jiang, Chang e Jou (2000) ter relaxado restric¸o˜es adici-
onais a`s de timing, como por exemplo crosstalk, este e´ o primeiro trabalho a
propor a relaxac¸a˜o das restric¸o˜es de ma´xima capacitaˆncia e ma´ximo slew no
contexto de sizing baseado em Relaxac¸a˜o Lagrangeana.
3No caso de sizing contı´nuo, o domı´nio pode se restringir aos intervalos wmin ≤ wi ≤ wmax
e umin ≤ ui ≤ umax (CHEN; CHU; WONG, 1999).
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Lλ ,γ,β (~w,~u,~a) : ∑
vi∈X








































A partir da relaxac¸a˜o das restric¸o˜es de timing, slew e capacitaˆncia, e
incorporac¸a˜o na Func¸a˜o Lagrangeana (Lλ ,γ,β ), originam-se dois problemas:
1. O Subproblema Lagrangeano Relaxado (LRS), formalizado na Equac¸a˜o
4.13 e rotulado por LRS1, o qual deve atribuir uma largura e uma tensa˜o
de threshold a cada porta do circuito objetivando minimizar a LF da E-
quac¸a˜o 4.12. Tambe´m faz parte do LRS1 a atribuic¸a˜o dos tempos de
chegada ao longo do circuito de forma a distribuir os slacks da melhor
maneira possı´vel. E´ importante ressaltar que os valores dos Multipli-
cadores de Lagrange esta˜o fixos durante a resoluc¸a˜o do LRS1. Para
resolver o LRS diretamente no domı´nio discreto, o qual e´ um problema
NP-difı´cil, diversas te´cnicas foram utilizadas, tais como Programac¸a˜o
Dinaˆmica (LIU; HU, 2010), (OZDAL; BURNS; HU, 2012), heurı´sticas
gulosas (HUANG; HU; SHI, 2011), dentre outras.
LRS1 − Minimize : Lλ ,γ,β (~w,~u,~a)
Su jeito a : wi ∈Wi,∀vi ∈ X
ui ∈Ui,∀vi ∈ X (4.13)
2. O Problema Lagrangeano Dual (LDP), formalizado na Equac¸a˜o 4.14,
tem por objetivo a atualizac¸a˜o dos LMs λ , γ e β , visando maximizar
a soluc¸a˜o encontrada pelo LRS1, rotulada por Q(~λ ,~γ,~β ). Observe que
no caso do LDP, tanto a largura quanto a tensa˜o de threshold das por-
tas sa˜o fixas. Para resolver o LDP no contexto de sizing, o me´todo
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do subgradiente e´ normalmente utilizado para atualizar os LMs refe-
rentes a`s restric¸o˜es de timing (CHEN; CHU; WONG, 1999). Neste
me´todo o subgradiente da transic¸a˜o de descida nas saı´das prima´rias e´
a fi −Ao, ao passo que o subgradiente de descida das demais portas e´
arj +d
f
j→i−a fi . Para se obter os subgradientes de subida, deve-se inver-
ter as transic¸o˜es4.
LDP − Maximize : Q(~λ ,~γ,~β )
Su jeito a : λ ≥ 0, γ ≥ 0, β ≥ 0 (4.14)
Para remover os tempos de chegada do LRS1 (Equac¸a˜o 4.13), e, por
consequeˆncia simplifica´-lo, no presente trabalho aplicam-se as condic¸o˜es de
otimalidade de Karush-Kuhn-Tucker (KKT) nas restric¸o˜es de timing, con-
forme proposto por Chen, Chu e Wong (1999). As condic¸o˜es de otimalidade
KKT foram aplicadas pela primeira vez no problema de sizing por Chen, Chu
e Wong (1999). Posteriormente, uma se´rie de outros trabalhos tambe´m uti-
lizaram tal simplificac¸a˜o, tanto no domı´nio contı´nuo (TENNAKOON; SE-
CHEN, 2002) (TENNAKOON; SECHEN, 2008), quanto no domı´nio dis-
creto (LIU; HU, 2010) (OZDAL; BURNS; HU, 2012) (LI et al., 2012). As







= 0,∀vi ∈ (X ∪PI). A
aplicac¸a˜o das condic¸o˜es de otimalidade implica que os Multiplicadores de
Lagrange (λ ) associados a cada uma das restric¸o˜es de tempo de chegada de-
vem satisfazer as condic¸o˜es de fluxo formalizadas nas Equac¸o˜es 4.15 e 4.16,
a qual considera apenas portas negative unate. As condic¸o˜es de fluxo definem
que, para cada porta do circuito, o somato´rio de seus LMs de descida (subida)




λ fj→i = ∑
vk∈ f anout(vi)
λ ri→k, ∀vi ∈ (X ∪PI) (4.15)
∑
j∈input(vi)
λ rj→i = ∑
vk∈ f anout(vi)
λ fi→k, ∀vi ∈ (X ∪PI) (4.16)
4Observando as limitac¸o˜es do me´todo do subgradiente quando aplicado ao problema de si-
zing, alguns trabalhos propuseram o uso de me´todos alternativos para atualizar os LMs no con-
texto contı´nuo (TENNAKOON; SECHEN, 2002) e no contexto discreto (HUANG; HU; SHI,
2011).
88
Para melhor entender a aplicac¸a˜o das condic¸o˜es KKT ao LRS1, pri-
meiramente sera´ apresentada a Equac¸a˜o 4.17 na qual as restric¸o˜es de tempo
de chegada definidas na Equac¸a˜o 4.12 foram reorganizadas. Aplicando-se as
condic¸o˜es de otimalidade KKT no LRS1, conforme proposto em Chen, Chu e
Wong (1999), os tempos de chegada sa˜o eliminados da Func¸a˜o Lagrangeana
Lλ ,γ,β (~w,~u,~a) da Equac¸a˜o 4.17. Ale´m disso, e´ possı´vel eliminar os termos
∑
vi∈PO
λ fpoAo e ∑
vi∈PO
λ rpoAo da LF reescrita na Equac¸a˜o 4.17 uma vez que eles
sa˜o fixos, e por este motivo, na˜o sa˜o alterados durante o processo de resoluc¸a˜o
do LRS. Como resultado, a nova LF Lλ ,γ,β (~w,~u) na˜o depende mais dos tem-
pos de chegada, conforme formalizado na Equac¸a˜o 4.18. Agora, considere
que Ωλ = {~λ tal que λ ≥ 0 e~λ satisfac¸a as condic¸o˜es de otimalidade KKT}.
Enta˜o, para qualquer~λ ∈ Ωλ , resolver o LRS1 (Equac¸a˜o 4.13) e´ equivalente
a resolver o LRS2, formalizado na Equac¸a˜o 4.19. Note que o LRS2 tem por
objetivo selecionar a largura w e a tensa˜o de threshold das portas do circuito
de forma a minimizar a Func¸a˜o Lagrangeana simplificada.




















































































LRS2 − Minimize : Lλ ,γ,β (~w,~u)
Su jeito a : wi ∈Wi and ui ∈Ui,∀vi ∈V (4.19)
O Algoritmo 3 apresenta a sequeˆncia de passos utilizados em diver-
sos trabalhos na literatura para resolver o problema de sizing baseado em
Relaxac¸a˜o Lagrangeana (CHEN; CHU; WONG, 1999) (TENNAKOON; SE-
CHEN, 2002) (HUANG; HU; SHI, 2011) (OZDAL; BURNS; HU, 2012) (LI
et al., 2012) (LIVRAMENTO et al., 2012b) (LIVRAMENTO et al., 2013).
Observe que o Algoritmo 3 recebe como entradas um DAG do circuito (G(V,E)),
uma biblioteca standard cell (L) e um atraso crı´tico-alvo (Ao) e entrega como
saı´da este mesmo grafo onde a opc¸a˜o de implementac¸a˜o de cada porta esta´
definida. Na linha 2 os LMs relacionados a`s restric¸o˜es de timing sa˜o iniciali-
zados com um vetor que satisfac¸a a`s condic¸o˜es KKT5. Apo´s a inicializac¸a˜o,
o LRS2 (linha 4) e o LDP (linha 6) sa˜o resolvidos iterativamente ate´ que um
nu´mero ma´ximo de iterac¸o˜es pre´-definido seja atingido. Ale´m disso, ha´ um
passo de atualizac¸a˜o das informac¸o˜es de timing por meio de uma ferramenta
de STA (linha 5) e um passo para distribuir os LMs (linha 7) apo´s o LDP.
Por fim, as opc¸o˜es de implementac¸a˜o do circuito com menor poteˆncia
de leakage e sem violac¸o˜es sobre todas as iterac¸o˜es sa˜o assumidas como fi-
nais. O pro´ximo capı´tulo propo˜e uma nova heurı´stica para resolver o LRS2.
Ale´m disso, sa˜o apresentados os algoritmos para resolver o LDP e para dis-
tribuir os LMs relacionados a`s restric¸o˜es de timing.
5No caso do presente trabalho, os Multiplicadores de Lagrange relacionados a`s restric¸o˜es de
capacitaˆncia e slew tambe´m devem ser inicializados.
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Algoritmo 3: DISCRETE SIZING BASED ON LR
Input : G(V,E), L, Ao
Output: w and u option ∀vi ∈ X
1 iteration← 0;
2 ~λ ← initial positive vector satisfying KKT conditions (Equations
4.15 and 4.16);
3 while iteration < itmax do
4 solve LRS2 to find ~w e~u;
5 update circuit timing information;
6 solve LDP to update Lagrange Multipliers;




5 HEURI´STICA GULOSA BASEADA EM RELAXAC¸A˜O
LAGRANGEANA PARA O PROBLEMA DE SIZING
DISCRETO
Este capı´tulo apresenta uma nova te´cnica para resolver o problema de
sizing discreto baseado em Relaxac¸a˜o Lagrangeana. As principais contribui-
c¸o˜es cientı´ficas ao estado da arte, relatadas em artigo publicado nos anais da
DATE 2013 (LIVRAMENTO et al., 2013), sa˜o:
1. Uma heurı´stica gulosa ra´pida para resolver a formulac¸a˜o LRS2, pro-
posta na Sec¸a˜o 4.2, a qual se baseia apenas em informac¸o˜es locais para
guiar as deciso˜es do algoritmo. Tais deciso˜es locais sa˜o possı´veis visto
que o atraso de uma porta e´ func¸a˜o de sua opc¸a˜o de implementac¸a˜o
e da opc¸a˜o de suas portas vizinhas (slew de entrada e capacitaˆncia de
saı´da) e as informac¸o˜es globais de atraso do circuito, representadas pe-
los tempos de chegada, foram eliminadas do LRS2 apo´s a aplicac¸a˜o
das condic¸o˜es de otimalidade KKT. Tambe´m se propo˜e uma heurı´stica
complementar baseada em Relaxac¸a˜o Lagrangeana para remover as vi-
olac¸o˜es de ma´xima capacitaˆncia e de ma´ximo slew remanescentes da
heurı´stica gulosa;
2. Uma te´cnica de sizing discreto que combina o uso do me´todo do sub-
gradiente modificado proposto por Tennakoon e Sechen (2002), com o
escalonamento do fator de importaˆncia da poteˆncia proposto por Ten-
nakoon e Sechen (2008);
3. Validac¸a˜o experimental rigorosa utilizando a infraestrutura da Compe-
tic¸a˜o de Sizing Discreto do ISPD 2012, a qual demonstrou que a te´cnica
proposta nesse capı´tulo proporciona valores de leakage significativa-
mente inferiores aos obtidos pelos treˆs primeiros colocados da referida
Competic¸a˜o de Sizing, com tempos de execuc¸a˜o que sa˜o pelo menos 30
vezes inferiores.
5.1 A HEURI´STICA PROPOSTA
Como pode ser observado na formulac¸a˜o do LRS2 (Equac¸a˜o 4.19), a
informac¸a˜o de atraso global do circuito (tempos de chegada) foi eliminada do
problema como resultado da aplicac¸a˜o das condic¸o˜es de otimalidade KKT.
Portanto, a func¸a˜o objetivo, reproduzida novamente na Equac¸a˜o 5.1, deve
minimizar o somato´rio dos atrasos, o somato´rio das poteˆncias de leakage e
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somato´rio das violac¸o˜es sobre todas as portas do circuito. A poteˆncia de
leakage de uma porta depende somente de sua opc¸a˜o de implementac¸a˜o. Por
outro lado, os atrasos das portas do circuito na˜o sa˜o independentes entre si,
visto que o atraso de uma porta e´ afetado pela opc¸a˜o de implementac¸a˜o de
suas vizinhas devido a` influeˆncia no slew de entrada e na capacitaˆncia de
saı´da. As violac¸o˜es de ma´xima capacitaˆncia e ma´ximo slew dependem da
opc¸a˜o de implementac¸a˜o da pro´pria porta, sendo que a primeira e´ afetada
tambe´m pelas opc¸o˜es de suas fanouts imediatas, ao passo que a segunda e´
influenciada tambe´m pelas fanins e fanouts imediatas.






























Alguns trabalhos recentes de sizing (OZDAL; BURNS; HU, 2012)
(LIU; HU, 2010) utilizaram programac¸a˜o dinaˆmica com o objetivo de con-
siderar essa dependeˆncia entre os atrasos das portas. Entretanto, estes mes-
mos trabalhos gastam um alto esforc¸o computacional tentando levar essas
dependeˆncias globais em conta, esquecendo-se do fato de que a parte mais
significativa dessas dependeˆncias e´ local, uma vez que uma porta afeta princi-
palmente o atraso de seus fanins e fanouts imediatos (OZDAL; BURNS; HU,
2012) (LI et al., 2012) (LIVRAMENTO et al., 2012a). O fato de um circuito
digital possuir diversas reconvergeˆncias conduz a` necessidade de adaptac¸o˜es
na heurı´stica de programac¸a˜o dinaˆmica, — como a decomposic¸a˜o do cir-
cuito em a´rvore, proposta por Ozdal, Burns e Hu (2012) — o que resulta em
soluc¸o˜es subo´timas. Os experimentos realizados no presente trabalho mos-
tram que uma selec¸a˜o local, a qual leva em conta somente o impacto nas por-
tas fanins e fanouts imediatas, e´ ra´pida e eficiente para resolver a formulac¸a˜o
LRS2 — ao contra´rio da heurı´stica baseada em programac¸a˜o dinaˆmica que e´
muito custosa. Obviamente, a escolha da opc¸a˜o de implementac¸a˜o de porta










































Figura 11: Exemplo de circuito para facilitar o entendimento da heurı´stica
proposta.
minho ao qual a porta pertence, cuja informac¸a˜o esta´ representada pelos Mul-
tiplicadores de Lagrange (λ ).
Partindo de uma soluc¸a˜o na qual a cada porta do circuito ja´ esta´ assi-
nalada uma opc¸a˜o de implementac¸a˜o dentre as disponı´veis na biblioteca stan-
dard cell utilizada (referenciada por opc¸a˜o atual), a ideia ba´sica da heurı´stica
aqui proposta reside em percorrer o circuito em ordem topolo´gica e, para cada
porta, escolher, dentre as opc¸o˜es de implementac¸a˜o alternativas, aquela opc¸a˜o
que resultar em menor custo. O custo de uma opc¸a˜o alternativa, por sua vez, e´
avaliado com base no impacto da nova carga capacitiva nos fanins imediatos
da porta e no impacto da variac¸a˜o do slew de saı´da em seus fanouts imedia-
tos. Apesar de Chen, Chu e Wong (1999) ja´ terem proposto uma heurı´stica
gulosa para o problema de sizing baseado em Relaxac¸a˜o Lagrangeana, ela foi
desenvolvida para sizing contı´nuo onde a largura de cada porta era escolhida
considerando todas as outras portas fixas, ou seja, mesma largura da iterac¸a˜o
anterior. Diferentemente, a heurı´stica gulosa proposta no presente trabalho
opera em ordem topolo´gica, escolhendo a opc¸a˜o de implementac¸a˜o (wi, ui)
de uma porta somente quando a opc¸a˜o de cada uma de suas predecessoras ja´
tiver sido escolhida. Ale´m disso, a heurı´stica proposta tambe´m considera o
impacto da troca da opc¸a˜o de uma porta nos atrasos das portas que sa˜o fa-
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nin e fanout imediatos a` porta trocada. Esta u´ltima caracterı´stica e´ extrema
importaˆncia, ja´ que a opc¸a˜o de implementac¸a˜o da porta pode degradar con-
sideravelmente o atraso de suas portas vizinhas. A estrate´gia de considerar
apenas os fanins e fanouts imediatos da porta trocada, adotada na heurı´stica
proposta, adve´m do fato de que o maior impacto da troca de opc¸a˜o de uma
porta ocorre justamente em seus fanins e fanouts imediatos, ao passo que o
impacto nas demais portas do cone lo´gico relacionado (como G3 e G5, que
sa˜o fanouts dos fanins, e possı´veis fanouts dos fanouts) e´ muito menor, como
ja´ observado nos trabalhos de Coudert (1997) Ozdal, Burns e Hu (2012), Li
et al. (2012) e Livramento et al. (2012a).
Para ilustrar o ideia da heurı´stica proposta, suponha que se deseja ava-
liar o custo decorrente de se trocar a opc¸a˜o atual da porta G4 da Figura 11
por alguma das opc¸o˜es de implementac¸a˜o alternativas disponı´veis. Para isso,
as avaliac¸o˜es descritas a seguir sera˜o feitas para cada uma das opc¸o˜es alter-
nativas a` opc¸a˜o atual de G4. Primeiramente, sa˜o estimados os impactos da
variac¸a˜o da capacitaˆncia de entrada de G4 nos atrasos e nos slews de G1 e de
G2 caso a opc¸a˜o atual de G4 fosse trocada pela opc¸a˜o alternativa em questa˜o.
Tambe´m sa˜o avaliadas as possı´veis violac¸o˜es de slew e de capacitaˆncia em
G1 e em G2 que ocorreriam. Em seguida, sa˜o estimados os novos atrasos e
poteˆncias de leakage de G4 e sa˜o avaliadas possı´veis violac¸o˜es em G4. Por
u´ltimo, sa˜o avaliados os impactos da variac¸a˜o do slew de saı´da de G4 nos atra-
sos d62 de G6 e d71 de G7. Finalmente, a nova opc¸a˜o de implementac¸a˜o para
G4 sera´ aquela que obtiver o menor custo dentre as opc¸o˜es avaliadas, podendo
inclusive ser a pro´pria opc¸a˜o atual (ou seja, a troca na˜o ocorre). Vale lembrar
que cada um dos atrasos e´ multiplicado por seu respectivo Multiplicador de
Lagrange, conforme Equac¸a˜o 5.1.
A heurı´stica gulosa topolo´gica proposta e´ detalhada no Algoritmo 4
e recebe como entrada o DAG do circuito, a biblioteca standard cell, o ve-
tor de LMs de timing, o vetor de LMs de capacitaˆncia e a importaˆncia da
poteˆncia. Observe que o impacto no atraso e nas vioac¸o˜es das portas fanins
a` porta trocada e´ avaliado entre as linhas 3 e 8. Ja´ o impacto na poteˆncia,
atraso e possı´veis violac¸o˜es da porta em questa˜o e´ estimado nas linhas 9 e
10, ao passo que o impacto nos fanouts e´ estimado entre as linha 11 e 13.
Uma caracterı´stica importante do Algoritmo 4 reside no fato de que even-
tuais violac¸o˜es de ma´xima capacitaˆncia na porta trocada ou em alguma de
suas portas fanin sa˜o consideradas (nas linhas 10 e 7, respectivamente). Nos
experimentos realizados neste trabalho (Sec¸a˜o 5.3) observou-se que na˜o e´ ne-
cessa´rio incluir-se o custo das violac¸o˜es de slew no custo total da opc¸a˜o de
implementac¸a˜o de uma porta. Ao contra´rio, considerando-se no custo apenas
as violac¸o˜es de ma´xima capacitaˆncia e´ suficiente para controlar as violac¸o˜es
de slew e capacitaˆncia, conforme ja´ havia sido constatado por Hu et al. (2012).
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Apo´s a escolha da largura e tensa˜o de threshold de todas as portas do circuito,
as violac¸o˜es remanescentes de capacitaˆncia (ou slew) sa˜o reduzidas (ou eli-
minadas) pela heurı´stica complementar proposta, invocada na linha 22.
Algoritmo 4: SOLVE LRS
Input : G(V,E), L,~λ , ~β , α
Output: w and u option ∀vi ∈ X
1 for ∀vi ∈ X in topological order do
2 bestCost← ∞;
3 for ∀wi ∈Wi and ui ∈Ui do
4 for ∀v j ∈ f anin(vi) do




(d fg→ j ∗λ fg→ j) + ∑
g∈input(v j)
(drg→ j ∗λ rg→ j) ;
7 cost← cost +β j ∗ (cap j−max cap j);
8 end
9 cost← cost +α pi + ∑
j∈input(vi)




10 cost← cost +βi ∗ (capi−max capi);
11 for ∀vk ∈ f anout(vi) do
12 cost← cost +(d fi→k ∗λ fi→k) +(dri→k ∗λ ri→k);
13 end






20 implement vi by bestw and bestu;
21 end
22 Call FIX VIOLATIONS(V , L, α);
O Algoritmo 5 apresenta a heurı´stica complementar baseada em Rela-
xac¸a˜o Lagrangeana para remover as violac¸o˜es de capacitaˆncia (e consequen-
temente, de slew). Ele percorre o grafo do circuito em ordem topolo´gica
reversa, buscando aumentar a largura das portas que violam as restric¸o˜es
de ma´xima capacitaˆncia. A prioridade e´ dada a`s larguras que resolvam as
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Algoritmo 5: FIX VIOLATIONS
Input : G(V,E), L,~λ , ~β , α
Output: w option ∀vi ∈ X
1 for ∀vi ∈ X in reverse topological order do
2 if capi > max capi then
3 bestCost← ∞;
4 for ∀wi ∈Wi do
5 cost←
α pi + ∑
j∈input(vi)
(d fj→i ∗λ fj→i)+ ∑
j∈input(vi)
(drj→i ∗λ rj→i);
6 cost← cost +βi ∗ (capi−max capi);
7 if capi ≤ max capi w.r.t current wi then
8 if cost < bestCost then
9 bestCost = cost;




14 implement vi by bestw;
15 end
16 end
violac¸o˜es com o menor custo. Ao considerar no custo de uma porta os seus
atrasos e sua poteˆncia de leakage, e´ possı´vel remover as violac¸o˜es e, ao
mesmo tempo, na˜o comprometer a qualidade da soluc¸a˜o obtida pelo Algo-
ritmo 4. Isto ocorre porque a escolha da opc¸a˜o de implementac¸a˜o leva em
considerac¸a˜o as informac¸o˜es de timing, representadas pelos LMs λ , e o fator
de importaˆncia da poteˆncia α . A inclusa˜o de possı´veis violac¸o˜es de ma´xima
capacitaˆncia no custo (linha 6) tem por objetivo considerar casos em que a
violac¸a˜o na˜o possa ser completamente removida na iterac¸a˜o atual.
5.2 TE´CNICA DE SIZING DISCRETO UTILIZANDO A HEURI´STICA PRO-
POSTA
O procedimento de alto-nı´vel da te´cnica proposta e´ apresentado no Al-
goritmo 6 (similar ao Algoritmo 3), cujo lac¸o principal, entre as linhas 5 e 12,
e´ executado um nu´mero fixo de iterac¸o˜es (itmax). Partindo de uma soluc¸a˜o
inicial com todas as portas na menor configurac¸a˜o de leakage (i.e., menor
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Algoritmo 6: DISCRETE GATE SIZING
Input : G(V,E), L, α , Ao
Output: Optimized G(V,E)
1 iteration← 0;
2 assign all vi ∈ X to w and u with minimum leakage power;
3 ~λ ← initial positive vector satisfying KKT conditions;
4 ~β ← initial positive vector;
5 while iteration < itmax do
6 STATIC TIMING ANALYSIS(G, L, Ao);
7 α ← α ∗ Aomax(ai) ,∀vi ∈ PO;
8 SOLVE LRS(G, L,~λ , ~β , α);
9 SOLVE LDP(G, L,~λ , ~β );
10 DISTRIBUTE TIMING LMs(G,~λ );
11 iteration++;
12 end
w e maior u), o lac¸o principal invoca a ferramenta de STA para atualizar os
tempos de chegada no circuito. Em seguida, atualiza o fator de importaˆncia
da poteˆncia de acordo com o caminho crı´tico do circuito e resolve o LRS2
utilizando o Algoritmo 4, a fim de definir a largura e a tensa˜o de threshold de
cada porta. Em seguida, os Multiplicadores de Lagrange sa˜o atualizados bus-
cando de refletir o impacto das novas opc¸o˜es de implementac¸a˜o nas restric¸o˜es
do problema, conforme detalhado no Algoritmo 7. Ao contra´rio do me´todo
do subgradiente tradicional1 para atualizar os LMs de timing, o qual se baseia
em um valor u´nico de passo ρk para todas as portas do circuito, o me´todo
proposto por Tennakoon e Sechen (2002) e´ sensı´vel a`s informac¸o˜es locais de
atraso do circuito, conforme pode ser observado na Equac¸a˜o 5.2. Para atuali-
zar os LMs relacionados a`s restric¸o˜es de ma´xima capacitaˆncia (Algoritmo 7,
linha 8), utilizou-se um passo θk em func¸a˜o da ma´xima capacitaˆncia definida
pela opc¸a˜o de implementac¸a˜o de vi, conforme a Equac¸a˜o 5.3. Note que os
LMs relacionados a`s restric¸o˜es de ma´ximo slew (γ) na˜o sa˜o atualizados no
LDP, visto que na˜o sa˜o incorporados no custo da troca da opc¸a˜o da porta,
conforme ja´ mencionado na sec¸a˜o anterior.
1Utilizado por Chen, Chu e Wong (1999), Ozdal, Burns e Hu (2012), dentre outros.
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Algoritmo 7: SOLVE LDP
Input : G(V,E), L,~λ , ~β
Output: updated~λ , updated ~β
1 for ∀vi ∈V do
2 if vi ∈ PO then

































,∀vi ∈ (X ∪PI) (5.3)
A distribuic¸a˜o dos LMs (λ ) para satisfazer as condic¸o˜es de KKT (Al-
goritmo 8) e´ feita de forma similar ao trabalho de Tennakoon e Sechen (2002).
Tal distribuic¸a˜o percorre o grafo do circuito em ordem topolo´gica reversa, vi-
sitando cada vi para distribuir a soma dos LMs de saı´da proporcionalmente
para os LMs das entradas. Com isso, os λ s das saı´das prima´rias correlatam
com a restric¸a˜o de atraso crı´tico-alvo (Ao), ao passo que os λ s nas demais
portas representam suas criticalidades relativas, sendo por isso usados para
definir a distribuic¸a˜o dos LMs das saı´das prima´rias ao longo dos caminhos do
circuito, buscando satisfazer as condic¸o˜es KKT.
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Algoritmo 8: DISTRIBUTE TIMING LMs
Input : G(V,E),~λ
Output: updated~λ
1 for ∀vi ∈V do
2 µrj→i← ∑
v j∈ f anin(vi)
λ rj→i;
3 µ fj→i← ∑





5 µ fi→k← ∑
vk∈ f anout(vi)
λ fi→k;












Os Algoritmos 6, 4, 5, 7 e 8 apresentados no presente capı´tulo fo-
ram implementados na linguagem C++ e compilados usando a versa˜o 4.4.5
do gcc. Para computar as informac¸o˜es de timing do circuito (Algoritmo 6,
linha 6), foi utilizada a ferramenta de STA dedicada mencionada na Sec¸a˜o
1.6 (Infraestrutura Experimental), a qual esta´ em conformidade com biblio-
tecas standard cell realistas. Para a gerac¸a˜o dos resultados, foi utilizada a
infraestrutura experimental, tambe´m descrita na Sec¸a˜o 1.6.
A Tabela 3 apresenta o nu´mero de portas e o atraso crı´tico-alvo Ao (em
ps) de cada um dos circuitos da Competic¸a˜o de Sizing Discreto do ISPD2012.
Ela tambe´m apresenta, para cada um dos circuitos, o valor de leakage (em
W), o slack do caminho crı´tico (em ps e em porcentagem de Ao) e o tempo
de execuc¸a˜o (em horas) resultantes da aplicac¸a˜o da te´cnica proposta apo´s 60
iterac¸o˜es2 do Algoritmo 6. Note que o slacks remanescentes apo´s a aplicac¸a˜o
da te´cnica proposta em cada circuito indicam que ainda ha´ espac¸o de otimiza-
2Partindo do nu´mero de iterac¸o˜es proposto por Ozdal, Burns e Hu (2012) (30), neste trabalho
testaram-se diversas possibilidades, sendo 60 iterac¸o˜es aquela que levou ao melhor compromisso
entre tempo de execuc¸a˜o e reduc¸a˜o de poteˆncia.
100
Tabela 3: Caracterı´sticas dos circuitos da Competic¸a˜o do ISPD 2012 e resultados da te´cnica
proposta.
Caract. dos Circuitos Resultados da Te´cnica Proposta
Circuitos
Nu´mero Atraso Poteˆncia Slack do Tempo de
de Crı´tico-Alvo de Leakage Caminho Crı´t. Execuc¸a˜o
Portas Ao [ps] [W] [ps] (% of Ao) [h]
DMA slow 25K 900 0.165 7.91 (0.88) 0.02
DMA fast 25K 770 0.380 11.23 (1.46) 0.02
pci bridge32 slow 33K 720 0.124 3.03 (0.42) 0.03
pci bridge32 fast 33K 660 0.225 2.5 (0.38) 0.03
des perf slow 111K 900 0.807 6.96 (0.77) 0.10
des perf fast 111K 735 1.970 1.24 (0.17) 0.10
vga lcd slow 165K 700 0.359 14.9 (2.13) 0.13
vga lcd fast 165K 610 0.534 1.85 (0.30) 0.13
b19 slow 219K 2500 0.607 16.25 (0.65) 0.26
b19 fast 219K 2100 0.973 5.95 (0.28) 0.26
leon3mp slow 649K 1800 1.363 8.91 (0.50) 0.58
leon3mp fast 649K 1500 1.757 1.67 (0.11) 0.6
netcard slow 959K 1900 1.763 14.69 (0.77) 0.85
netcard fast 959K 1200 1.909 11.73 (0.98) 0.85
c¸a˜o. E´ importante ressaltar que todos os resultados foram obtidos mediante a
execuc¸a˜o dos scripts de validac¸a˜o fornecidos pela Competic¸a˜o do ISPD 2012.
A Tabela 4, por sua vez, apresenta a comparac¸a˜o dos resultados de
leakage da te´cnica proposta com aqueles obtidos pelas treˆs equipes melhores
classificadas na Competic¸a˜o do ISPD 2012 (1o NTUgs, 2o UFRGS-Brazil e
3o PowerValve)3. Conforme mencionado na Sec¸a˜o 3.2.9, estas equipes utili-
zam te´cnicas de sizing do estado da arte, distintas entre si. A mesma tabela
tambe´m mostra o menor valor de leakage obtido para cada circuito (rotulado
por “Menor“), considerando todas as equipes participantes da Competic¸a˜o do
ISPD 2012.
Considerando os resultados individuais de leakage, a te´cnica proposta
supera as treˆs melhores equipes da Competic¸a˜o do ISPD 2012 para todos
os circuitos com mais de 100K portas, com excec¸a˜o do circuito des perf -
slow. Ao contra´rio das equipes NTUgs e UFRGS-Brazil, a te´cnica proposta
na˜o violou nenhuma restric¸a˜o (nem de timing, tampouco de ma´ximo slew e
ma´xima capacitaˆncia). A me´dia dos resultados de leakage obtidos por cada
te´cnica e´ apresentada na u´ltima linha da Tabela 4. Quando comparada com
os resultados obtidos pelas treˆs melhores equipes da Competic¸a˜o do ISPD
2012, a te´cnica proposta obteve valores de leakage que sa˜o, em me´dia,18.9%,
16.7% e 43.8% menores, respectivamente.
3E´ importante observar que a configurac¸a˜o da ma´quina utilizada na Competic¸a˜o do ISPD2012
(2 CPUs Intel R©Xeon R©E5675 @ 3.06GHz com 96GB RAM (OZDAL et al., 2012)) e´ ligeira-
mente superior a`quela utilizada nos experimentos aqui reportados, a qual esta´ descrita na Sec¸a˜o
1.6.
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Tabela 4: Comparac¸a˜o de poteˆncia de Leakage com as treˆs melhores equipes da Competic¸a˜o do
ISPD 2012 (resultados das equipes disponibilizados em domı´nio pu´blico por ISPD (2012)). “X”
corresponde aos resultados com violac¸o˜es. a Menor valor de leakage obtido em cada circuito,
considerando-se todas as equipes competidoras. b Me´dia calculada ignorando-se resultados com
violac¸o˜es.
Resultados de Poteˆncia de Leakage ([W])
Circuitos NTUgs UFRGS-Brazil PowerValve Menora Te´cnicaProposta
DMA slow 0.205 0.158 0.147 0.147 0.165
DMA fast 0.511 0.323 0.312 0.312 0.380
pci bridge32 slow 0.203 0.115 0.116 0.115 0.124
pci bridge32 fast 0.512 0.168 0.226 0.168 0.225
des perf slow 0.674 0.884 0.697 0.674 0.807
des perf fast 2.390 3.520 2.320 2.320 1.970
vga lcd slow 0.415 0.378 0.391 0.378 0.359
vga lcd fast 0.758 0.580 0.773 0.580 0.534
b19 slow 0.627 0.614 0.736 0.614 0.607
b19 fast 2.710 X 4.490 1.040 0.973
leon3mp slow 1.420 1.790 2.960 1.420 1.363
leon3mp fast X X 4.940 2.020 1.757
netcard slow 1.770 1.970 1.940 1.770 1.763
netcard fast 2.010 2.300 2.970 2.010 1.909
Me´dia de leakageb 1.140 1.109 1.644 0.969 0.924
As Figuras 12 e 13 mostram a evoluc¸a˜o do processo de otimizac¸a˜o
do circuito leon3mp fast com a te´cnica proposta em dois cena´rios distintos,
respectivamente: com e sem o escalonamento do fator de importaˆncia da
poteˆncia α (Algoritmo 6, linha 7). Em ambas figuras, TNS (Total Negative
Slack) corresponde ao somato´rio dos slacks negativos nas saı´das prima´rias do
circuito e serve como medida objetiva das violac¸o˜es de timing. Comparando-
se as Figuras 12 e 13 e´ possı´vel verificar o impacto do escalonamento de
α para o circuito em questa˜o (leon3mp fast), cuja otimizac¸a˜o resultou na
violac¸a˜o de timing para as duas melhores equipes da Competic¸a˜o do ISPD
2012. Por um lado, quando α e´ escalonado, a importaˆncia da poteˆncia e´ rapi-
damente reduzida nas iterac¸o˜es iniciais, permitindo assim que as violac¸o˜es de
timing sejam resolvidas. Nas demais iterac¸o˜es, as violac¸o˜es de timing esta˜o
sob controle e a importaˆncia da poteˆncia e´ aumentada lentamente para di-
minuir a poteˆncia que foi “trocada” por atraso para resolver as violac¸o˜es de
timing nas iterac¸o˜es iniciais.
Por outro lado, quando α na˜o e´ escalonado, alguns caminhos do cir-
cuito continuam a violar as restric¸o˜es de timing, apesar do aumento de seus
LMs (λ ), como pode ser observado na Figura 13, entre as iterac¸o˜es 13 e 21.
Uma vez que o passo de atualizac¸a˜o dos LMs (Equac¸a˜o 5.2) e´ reduzido a cada











































Figura 12: Evoluc¸a˜o da otimizac¸a˜o do circuito leon3mp fast (649K portas)
utilizando o escalonamento do fator de importaˆncia da poteˆncia α .
mais, mesmo que os LMs (λ ) das portas com pequenas violac¸o˜es de timing
sejam aumentados, o alto valor de α na˜o permite que tais portas sejam troca-
das por outras mais ra´pidas. A ana´lise realizada neste para´grafo e no anterior
mostra que o escalonamento de α e´ essencial para que a te´cnica proposta con-
siga eliminar as violac¸o˜es de timing. Semelhante tendeˆncia pode ser esperada
para outras te´cnicas de sizing discreto baseadas em Relaxac¸a˜o Lagrangiana
(e.g., Tennakoon e Sechen (2008) e Rahman, Tennakoon e Sechen (2011)).
Outra caracterı´stica importante da te´cnica proposta e´ a incorporac¸a˜o
das restric¸o˜es de ma´xima capacitaˆncia na func¸a˜o objetivo. A Figura 14 apre-
senta a soma de violac¸o˜es de capacitaˆncia e slew4 no circuito leon3mp fast
em treˆs cena´rios diferentes: 1) as restric¸o˜es de ma´xima capacitaˆncia na˜o
sa˜o incorporadas na func¸a˜o objetivo e portanto, na˜o sa˜o consideradas (Al-
goritmo 4, linhas 7 e 10). 2) as restric¸o˜es de ma´xima capacitaˆncia sa˜o incor-
poradas na func¸a˜o objetivo, mas a heurı´stica complementar para eliminac¸a˜o
das violac¸o˜es resultantes na˜o e´ aplicada (i.e., o Algoritmo 5 na˜o e´ invo-
cado). 3) as restric¸o˜es de ma´xima capacitaˆncia sa˜o incorporadas na func¸a˜o
objetivo e as violac¸o˜es sa˜o eliminadas pela heurı´stica complementar, o que
4Embora as grandezas envolvidas sejam distintas, o uso de um u´nico valor e´ pragma´tico











































Figura 13: Evoluc¸a˜o da otimizac¸a˜o do circuito leon3mp fast (649K portas)
sem utilizar o escalonamento do fator de importaˆncia da poteˆncia α .
corresponde a` heurı´stica proposta. O comportamento exibido mostra que
tanto a incorporac¸a˜o das restric¸o˜es de ma´xima capacitaˆncia quanto o uso
da heurı´stica complementar sa˜o essenciais para a convergeˆncia do processo.
Ale´m disso, foi constatada, atrave´s de experimentos, a importaˆncia de se res-
peitar as restric¸o˜es de ma´xima capacitaˆncia e ma´ximo slew impostas pela
biblioteca standard cell utilizada, pois assim evita-se que algumas portas do
circuito fiquem com sobrecarga de capacitaˆncia de saı´da, o que poderia au-
mentar significativamente o atraso de alguns caminhos do circuito, dificul-
tando a convergeˆncia da te´cnica de otimizac¸a˜o.
O pequeno tempo de execuc¸a˜o apresentado pela te´cnica proposta per-
mite-lhe otimizar circuitos com ate´ 959K portas em apenas 51 minutos5. A
Tabela 5 apresenta a comparac¸a˜o no quesito tempo de execuc¸a˜o da te´cnica
proposta com as treˆs melhores equipes da Competic¸a˜o do ISPD 2012. A
coluna “Menor“ apresenta o tempo de execuc¸a˜o referente a` equipe que obteve
o menor valor de leakage para um dado circuito. Comparando-se o tempo de
execuc¸a˜o com as treˆs melhores equipes, a te´cnica proposta e´, em me´dia, 38,
31 e 39 vezes mais ra´pida, respectivamente. A complexidade de pior caso de
uma iterac¸a˜o da heurı´stica gulosa topolo´gica proposta (Algoritmo 4) e´ linear






















Violations not relaxed but ﬁxedViolations relaxed but not ﬁxedViolations relaxed and ﬁxed
Figura 14: Efeito do controle das violac¸o˜es de ma´xima capacitaˆncia e
ma´ximo slew na otimizac¸a˜o do circuito leon3mp fast (649K portas).
em relac¸a˜o ao nu´mero de portas do circuito (O(n)). Por outro lado, a taxa
de crescimento do tempo de execuc¸a˜o da te´cnica de sizing discreto completa
(Algoritmo 6) pode variar com o nu´mero de iterac¸o˜es utilizadas. A Figura
15 apresenta o comportamento do tempo de execuc¸a˜o da te´cnica proposta
considerando um nu´mero fixo de 60 iterac¸o˜es para cada um dos circuitos
da Competic¸a˜o do ISPD 2012. A regressa˜o linear dos dados obtidos revela
uma taxa de crescimento do tempo de execuc¸a˜o da ordem O(n1.0254), a qual
se aproxima bastante da complexidade linear teo´rica da heuristica proposta,
permitindo vislumbrar a otimizac¸a˜o de circuitos com ate´ 10M de portas em
menos de 10 horas.
5.4 CONCLUSO˜ES
Baseado na observac¸a˜o de que a formulac¸a˜o do problema de sizing
usando relaxac¸a˜o Lagrangeana elimina as restric¸o˜es de tempo de chegada
do problema mediante a aplicac¸a˜o das condic¸o˜es de otimalidade KKT, este
capı´tulo propoˆs uma heurı´stica gulosa topolo´gica para resolver o Subpro-
blema Lagrangeano Relaxado. A te´cnica proposta se baseia em informac¸o˜es
locais para guiar as deciso˜es do algoritmo, valendo-se do fato de que a cri-
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Figura 15: Comportamento do tempo de execuc¸a˜o da te´cnica proposta, cal-
culado empiricamente (considerando 60 iterac¸o˜es).
ticalidade dos caminhos do circuito ja´ esta´ embutida nos Multiplicadores de
Lagrange. Esta abordagem e´ oposta a`s abordagens de programac¸a˜o dinaˆmi-
ca, cujos tempos de execuc¸a˜o podem ser proibitivos em circuitos muito gran-
des. Observou-se, por meio de experimentos, que o controle das violac¸o˜es
de ma´xima capacitaˆncia ale´m de ajudar a diminuir as violac¸o˜es de slew,
tambe´m contribui para reduzir as violac¸o˜es de timing do circuito. Foi mos-
trado tambe´m que o escalonamento do fator de importaˆncia da poteˆncia du-
rante o processo de otimizac¸a˜o e´ essencial para a eliminac¸a˜o das violac¸o˜es de
timing e, portanto, para a convergeˆncia da te´cnica. Quando comparada com
te´cnicas estado da arte, a te´cnica proposta obteve reduc¸o˜es me´dias de leakage
de 18.9%, 16.7% e 43.8%, com tempos de execuc¸a˜o 38, 31 e 39 vezes me-
nores, respectivamente. Os resultados de tempos de execuc¸a˜o mostram que
a te´cnica proposta e´ capaz de otimizar circuitos com centenas de milhares de
portas em apenas uma hora.
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Tabela 5: Comparac¸a˜o do tempo de execuc¸a˜o com as treˆs melhores equipes da Competic¸a˜o de
sizing do ISPD 2012 (resultados das equipes disponibilizados em domı´nio pu´blico por ISPD
(2012)). “X” corresponde aos resultados com violac¸o˜es. Menora corresponde ao menor valor
de leakage obtido em cada circuito considerando-se todos os competidores. b Me´dia calculada
ignorando-se resultados com violac¸o˜es.
Tempo de execuc¸a˜o [horas]
Circuitos NTUgs UFRGS-Brazil PowerValve Menora Te´cnicaProposta
DMA slow 2.16 0.33 1.2 1.2 0.02
DMA fast 1.72 0.54 1.52 1.52 0.02
pci bridge32 slow 2.26 0.27 0.35 0.27 0.03
pci bridge32 fast 1.79 0.35 0.91 0.35 0.03
des perf slow 7.00 7.25 722 7.00 0.1
des perf fast 7.00 7.53 7.22 7.22 0.1
vga lcd slow 9.00 3.7 8.12 3.7 0.13
vga lcd fast 9.00 5.36 8.12 5.36 0.13
b19 slow 11.00 8.29 9.93 8.29 0.26
b19 fast 11.00 X 9.93 0.17 0.26
leon3mp slow 20.00 22.54 20.76 20.00 0.58
leon3mp fast X X 20.76 1.30 0.60
netcard slow 29.00 18.89 28.89 29.00 0.85
netcard fast 29.00 31.36 28.89 29.00 0.85
Me´dia do tempo de execuc¸a˜ob 10.764 8.868 11.027 8.170 0.283
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6 TE´CNICA HI´BRIDA PARA O PROBLEMA DE SIZING
DISCRETO
Este Capı´tulo apresenta uma te´cnica hı´brida para resolver o problema
de sizing discreto, a qual e´ composta por 3 etapas. A primeira etapa corres-
ponde a` aplicac¸a˜o da te´cnica de sizing discreto baseada em Relaxac¸a˜o La-
grangeana apresentada no Capı´tulo 5, pore´m, assumindo um valor de atraso
crı´tico-alvo ligeiramente maior (entre 4% e 5%) do que o atraso crı´tico-
alvo original. A segunda etapa consiste na aplicac¸a˜o de uma heurı´stica de
recuperac¸a˜o de atraso, a qual reduz o atraso crı´tico do circuito ate´ que este
satisfac¸a a restric¸a˜o de atraso crı´tico-alvo original. Por fim, na terceira etapa
e´ utilizada uma heurı´stica de recuperac¸a˜o de poteˆncia de leakage, a qual
busca tirar proveito dos slacks remanescentes no circuito. Assim sendo, este
capı´tulo traz treˆs contribuic¸o˜es cientı´ficas ao estado da arte, as quais sera˜o re-
latadas em artigo cientı´fico a ser submetido em perio´dico internacional. Estas
contribuic¸o˜es sa˜o:
1. Uma heurı´stica de recuperac¸a˜o de atraso, usada na segunda etapa da
te´cnica hı´brida apresentada deste capı´tulo, a qual tem como objetivo fa-
zer com que a restric¸a˜o de atraso crı´tico-alvo seja satisfeita. Para tanto,
esta heurı´stica e´ capaz de resolver as pequenas violac¸o˜es de atraso re-
sultantes da primeira etapa do me´todo, compensando assim as suboti-
matidades do me´todo LR. A grande eficieˆncia desta heurı´stica adve´m
do fato de que o atraso crı´tico de um circuito e´ determinado por algu-
mas portas, as quais fazem parte dos caminhos crı´ticos. Desta forma,
sa˜o poucas as portas que precisam ser trocadas, o que resulta em pe-
queno tempo de execuc¸a˜o e baixo impacto na poteˆncia de leakage;
2. Uma heurı´stica ra´pida de recuperac¸a˜o de poteˆncia, usada na terceira
etapa da te´cnica hı´brida objeto deste capı´tulo. Esta heurı´stica seleci-
ona portas que apresentam slack (de saı´da) positivo, e tenta trocar a
opc¸a˜o de implementac¸a˜o destas portas por opc¸o˜es de menor leakage,
sem afetar o atraso crı´tico do circuito. Tal procedimento e´ ra´pido e
bastante eficaz;
3. Uma ana´lise compreensı´vel dos resultados das treˆs etapas da te´cnica
hı´brida proposta, baseada em gra´ficos de atraso versus poteˆncia de le-
akage, com o atraso crı´tico-alvo variando em um intervalo que inclui
ambas opc¸o˜es slow e fast definidas na infraestrutura da Competic¸a˜o
do ISPD 2012. Tal ana´lise permitiu observar que os efeitos sa˜o pre-
visı´veis e na˜o particulares a um dado ponto do espac¸o de soluc¸o˜es,
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assegurando sua generalidade em termos de aplicabilidade em diferen-
tes atrasos crı´ticos-alvo. Foi baseado nesta ana´lise que se chegou aos
elementos-chave da te´cnica hı´brida proposta neste capı´tulo, quais se-
jam, uma etapa de otimizac¸a˜o global baseada em Relaxac¸a˜o Lagrange-
ana, uma segunda etapa de reduc¸a˜o de atraso do circuito e uma terceira
de reduc¸a˜o de poteˆncia. Quando comparada com a te´cnica estado da
arte1 usando a infrastrutura da Competic¸a˜o do ISPD 2012, a te´cnica
hı´brida proposta obteve reduc¸o˜es me´dias de leakage de 8.15% com
tempos de execuc¸a˜o 11 vezes menores.
6.1 AVALIANDO O ESPAC¸O DE OTIMIZAC¸A˜O DA TE´CNICA BASE-
ADA EM RELAXAC¸A˜O LAGRANGEANA
O problema de sizing discreto para minimizar leakage pode ser for-
mulado eficientemente usando Relaxac¸a˜o Lagrangeana (LR), conforme visto
no Capı´tulo 4. A Func¸a˜o Lagrangeana com as restric¸o˜es de ma´ximo slew
e ma´xima capacitaˆncia relaxadas apo´s a aplicac¸a˜o das condic¸o˜es KKT esta´
reproduzida novamente como Equac¸a˜o 6.1.






























Com o objetivo de avaliar a capacidade de se utilizar uma te´cnica base-
ada em LR com diferentes valores de atraso crı´tico-alvo e, ao mesmo tempo,
verificar sua capacidade de explorar o compromisso entre atraso e poteˆncia de
leakage para diversos circuitos, executou-se a te´cnica de sizing proposta no
1No momento da realizac¸a˜o dos experimentos, a te´cnica de Hu et al. (2012) apresentava os

























Figura 16: Explorando o espac¸o de otimizac¸a˜o da heurı´stica gulosa baseada
em LR em treˆs circuitos da Competic¸a˜o do ISPD 2012.
Capı´tulo 5 com o atraso crı´tico-alvo variando em um intervalo significativo.
A Figura 16 apresenta as curvas obtidas para treˆs circuitos pertencentes ao
conjunto de benchmarks da Competic¸a˜o do ISPD 2012. Observe que, apesar
das curvas apresentadas na Figura 16 na˜o conterem todos os pontos possı´veis
de atraso-poteˆncia, elas apresentam uma parte significativa deste espac¸o (in-
cluindo as restric¸o˜es slow e fast definidas na Competic¸a˜o do ISPD 2012) e
desta forma, caracterizam os resultados do me´todo em particular para estes
circuitos. E´ possivel observar que um me´todo baseado em LR troca suave-
mente atraso por leakage a` medida que o valor do atraso crı´tico-alvo e´ aumen-
tado. Ou seja, nas regio˜es mais a` direita das curvas as reduc¸o˜es de leakage
sa˜o pequenas pois ja´ esta˜o bem pro´ximas do mı´nimo valor de leakage para
cada circuito. Ja´ nas regio˜es mais a` esquerda, uma pequena reduc¸a˜o de atraso
resulta em um grande aumento de leakage.
Duas perguntas sucedem as caracterizac¸o˜es do espac¸o de otimizac¸a˜o
dos treˆs circuitos apresentadas na Figura 16. Sa˜o elas:
• E´ possı´vel obter valores de leakage abaixo das curvas plotadas?
• Caso a resposta a` pergunta anterior seja afirmativa, como seria possı´vel
atingir-se tais pontos?
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As Sec¸o˜es 6.2 e 6.3 apresentam ana´lises que ajudam a responder tais
questo˜es, conduzindo a` concepc¸a˜o da te´cnica hı´brida citada no inı´cio deste
capı´tulo.
6.2 HEURI´STICAS RA´PIDAS PARA RECUPERAC¸A˜O DE ATRASO E POTEˆNCIA
Ao longo da otimizac¸a˜o, uma formulac¸a˜o relaxada (como e´ o caso da
formulac¸a˜o baseada em LR do Capı´tulo 4) precisa “apertar” progressivamente
as restric¸o˜es por meio dos Multiplicadores de Lagrange, os quais sa˜o atuali-
zados pelo Problema Lagrangeano Dual. Este processo e´ reconhecidamente
difı´cil de ajustar (HUANG; HU; SHI, 2011). Caso seja dada muita liberdade
para reduzir poteˆncia, as chances de ocorrer violac¸o˜es de timing sa˜o maio-
res. Por outro lado, caso seja dada maior eˆnfase para satisfazer os atrasos, a
poteˆncia resultante sera´, inevitavelmente, maior. Esta sec¸a˜o apresenta o al-
goritmo de recuperac¸a˜o de atraso e o algoritmo de recuperac¸a˜o de poteˆncia,
mencionados na introduc¸a˜o deste capı´tulo.
6.2.1 Heurı´stica para Recuperac¸a˜o de Atraso
Para compensar os compromissos da otimizac¸a˜o global, propo˜e-se ini-
cialmente uma heurı´stica de recuperac¸a˜o de atraso capaz de resolver pequenas
violac¸o˜es de atraso, preservando a reduc¸a˜o de poteˆncia de leakage previa-
mente obtida.
Algoritmo 9: DELAY RECOVERY
Input : G(V,E), L, Ao
Output: G(V,E) Optimized for timing
1 while (iterations < 1% number of gates) &&
2 (circuit has timing violations) do
3 vbest ← COMPUTE SENSITIVITY();
4 if vbest 6= 0 then
5 swap vbest to its next lower Vt ;
6 INCREMENTAL TIMING ANALYSIS(G, L, Ao, vbest );
7 else





Algoritmo 10: COMPUTE SENSITIVITY
Input : G(V,E), L, Ao
Output: vbest
1 sensitivity← ∞;
2 for ∀vi ∈ critical path do
3 if vi is not lowest Vt then
4 swap vi to its next lower Vt ;
5 INCREMENTAL TIMING ANALYSIS(G, L, Ao, vi);
6 if !(slew or capacitance violations) then
7 if −∆T NS∆leakage > sensitivity then
8 sensitivity← −∆T NS∆leakage ;
9 vbest ← vi;
10 end
11 end
12 restore vi to its previous Vt ;
13 end
14 end
15 if sensitivity = ∞ then
16 return 0 ;
17 else
18 return gate vbest with highest sensitivity;
19 end
Os Algoritmos 9 e 10 descrevem a heurı´stica de recuperac¸a˜o de atraso
proposta, a qual baseia-se em uma func¸a˜o de sensibilidade similar a de Hu et
al. (2012). Assim como na te´cnica TILOS (FISHBURN; DUNLOP, 1985),
somente as portas pertencentes ao caminho crı´tico do circuito sa˜o visitadas,
o que contribui para um pequeno tempo de execuc¸a˜o. Quando uma porta do
caminho crı´tico atual e´ visitada, ela e´ trocada pela opc¸a˜o de tensa˜o de th-
reshold (Vt ) imediatamente inferior e sua sensibilidade e´ calculada, conforme
detalhado no Algoritmo 10. A sensibilidade e´ calculada como a reduc¸a˜o da
quantidade total de slack negativo nas saı´das prima´rias do circuito, dividida
pelo incremento de poteˆncia de leakage, ambos resultantes da mudanc¸a de
Vt . As informac¸o˜es de timing do circuito sa˜o atualizadas por um passo de
Ana´lise de Timing Incremental (ITA), no qual somente os tempos de chegada
pertencentes ao cone lo´gico da porta trocada e os slacks das saı´das prima´rias
sa˜o calculados, ao passo que os tempos requeridos na˜o sa˜o atualizados, o que
implica em uma reduc¸a˜o significativa do tempo de execuc¸a˜o. A partir dos
resultados experimentais foi possı´vel concluir que limitar o total de trocas a
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1% do nu´mero de portas do circuito consiste em uma boa estrate´gia, pois li-
mita o aumento de leakage no circuito, ale´m de manter o tempo de execuc¸a˜o
pequeno. Mas obviamente, o algoritmo pode parar antes, ta˜o cedo o atraso
crı´tico-alvo seja atingido. Por outro lado, se o nu´mero de trocas exceder o
limite permitido ou se todas as portas do caminho crı´tico atual ja´ correspon-
derem a`s respectivas opc¸o˜es de menor Vt , o algoritmo fracassa em recuperar
o atraso crı´tico-alvo.
O gra´fico da Figura 17 mostra a curva de atraso versus poteˆncia de
leakage resultante da otimizac¸a˜o do circuito DMA somente com a te´cnica
baseada em LR do Capı´tulo 5 (curva mais acima). Ele tambe´m mostra os
resultados de se aplicar a heurı´stica de recuperac¸a˜o de atraso (Algoritmo 9)
para diversos valores de atraso crı´tico-alvo, o que resulta na curva mais abaixo
na Figura 17. Para a interpretac¸a˜o destes resultados, considere que o atraso
crı´tico-alvo escolhido para o DMA seja aproximadamente 905 ps. Ha´ duas
maneiras para atingir-se tal atraso crı´tico. A primeira e´ executando somente a
te´cnica baseada em formulac¸a˜o LR apresentada no Capı´tulo 5 para um atraso
crı´tico-alvo de 905 ps, o que resulta em um ponto sobre a curva mais acima
cuja abscissa e´ 905 ps. A segunda opc¸a˜o consiste em executar a te´cnica do
Capı´tulo 5 para um atraso crı´tico-alvo um pouco maior (digamos, aproxima-
damente 951 ps), e depois recuperar o atraso crı´tico-alvo original executanto
o Algoritmo 9 para 905 ps, resultando em um ponto na curva inferior cuja
abscissa e´ 905 ps. Observe que a segunda opc¸a˜o e´ mais vantajosa, uma vez
que a poteˆncia de leakage resultante e´ mais baixa do que na primeira opc¸a˜o.
Apesar desta reduc¸a˜o parecer pequena na Figura 17, a poteˆncia de leakage
obtida pela segunda maneira e´ aproximadamente 24% menor quando compa-
rada a` minimizac¸a˜o resultante da primeira (usando somente LR).
6.2.2 Heurı´stica para Recuperac¸a˜o de Poteˆncia
Conforme ja´ mencionado no inı´cio deste capı´tulo, apo´s a execuc¸a˜o da
te´cnica baseada em formulac¸a˜o LR existem slacks remanescentes nos cami-
nhos na˜o-crı´ticos do circuito. Tais slacks podem ser explorados para obter-
se reduc¸o˜es adicionais de poteˆncia de leakage, sem comprometer o atraso
crı´tico-alvo. E´ difı´cil eliminar tais slacks em um u´nico passo de otimizac¸a˜o
(somente LR, por exemplo), uma vez que isso aumentaria a probabilidade de
ocorrer violac¸o˜es de timing. Pore´m, existe aı´ uma oportunidade para se reali-
zar um passo de otimizac¸a˜o local, tal como ocorre em diversas etapas do fluxo
de EDA. Para tal otimizac¸a˜o local, desenvolveu-se uma heurı´stica especı´fica,
a qual e´ expicada a seguir.
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Figura 17: Avaliando o impacto da heurı´stica de recuperac¸a˜o de atraso apo´s
a otimizac¸a˜o baseada em LR para o circuito DMA da Competic¸a˜o do ISPD
2012.
plorando os slacks deixados pelas duas etapas anteriores. Reduzir poteˆncia
usando-se listas de sensibilidade resultaria em tempos de execuc¸a˜o proibiti-
vamente longos para circutos com muitas portas, visto que para reduc¸a˜o de
poteˆncia normalmente se calcula a sensibilidade de todas as portas do cir-
cuito (HU et al., 2012). Isto ocorre porque cada ca´lculo de sensibilidade
requer atualizac¸a˜o de informac¸o˜es de timing, conforme mencionado por Hu
et al. (2012). Na abordagem proposta, as portas sa˜o visitadas em ordem to-
polo´gica, e cada porta e´ trocada pela sua opc¸a˜o com valor de Vt imediata-
mente superior, caso tal troca na˜o resulte em violac¸o˜es. Conforme observado
por Rahman, Tennakoon e Sechen (2012), trocar para a opc¸a˜o com valor de
Vt imediatamente superior, ao inve´s de trocar para a opc¸a˜o de maior Vt (no
caso de haver mais de duas opc¸o˜es de Vt ), ajuda a distribuir os slacks de
maneira mais homogeˆnea ao longo do circuito, possivelmente resultando em
maior reduc¸a˜o de poteˆncia de leakage no final do processo de otimizac¸a˜o.
Caso uma porta ja´ esteja em seu maior Vt , a heurı´stica troca para uma opc¸a˜o
com largura imediatamente menor se esta troca na˜o resultar em violac¸o˜es.
Foi observado nos experimentos que um nu´mero pequeno de iterac¸o˜es (3, por
exemplo) e´ suficiente para obter-se uma reduc¸a˜o significativa de poteˆncia de
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Algoritmo 11: POWER RECOVERY
Input : G(V,E), L, Ao
Output: G(V,E) optimized for leakage power
1 while iterations < itmax do
2 for ∀vi ∈V in topological order do
3 if vi is not lowest leakage option then
4 if vi is not highest Vt then
5 swap vi to its next higher Vt ;
6 else
7 swap vi to its next lower size w;
8 end
9 INCREMENTAL TIMING ANALYSIS(G, L, Ao, vi);
10 if has violations then






6.3 A TE´CNICA HI´BRIDA PROPOSTA
A fim de entender como a te´cnica baseada em LR do Capı´tulo 5 e as
heurı´sticas apresentadas na Sec¸a˜o 6.2 podem ser usadas conjuntamente para
criar-se uma te´cnica hı´brida para sizing discreto, trac¸ou-se um novo gra´fico
com treˆs curvas de atraso versus poteˆncia de leakage: as duas curvas do
gra´fico da Figura 17 mais a curva resultante da otimizac¸a˜o do circuito DMA
com a heurı´stica de recuperac¸a˜o de poteˆncia. Para gerar esta u´ltima curva,
a heurı´stica de recuperac¸a˜o de poteˆncia recebeu como entrada descric¸o˜es do
circuito DMA ja´ otimizado pelas duas etapas anteriores (heurı´stica LR e a
heurı´stica de recuperac¸a˜o de atraso), cada descric¸a˜o assumindo um valor dis-
tinto para atraso crı´tico-alvo. A Figura 18 mostra a regia˜o central das treˆs cur-
vas mencionadas. Comportamentos similares ao visto nestas curvas tambe´m
foram observados para outros circuitos da Competic¸a˜o do ISPD 2012. Nesta
figura, cada par de setas (uma horizontal e uma vertical) mostra como a
aplicac¸a˜o da heurı´stica de recuperac¸a˜o de atraso seguida pela aplicac¸a˜o da
























Figura 18: Avaliando o impacto das heurı´sticas de recuperac¸a˜o de atraso
e poteˆncia apo´s a otimizac¸a˜o baseada em LR para o circuito DMA da
Competic¸a˜o do ISPD 2012.
poteˆncia que e´ inferior a`quele que pode ser atingido aplicando-se somente
uma te´cnica baseada LR. Desta forma, caso se deseje atingir um determinado
atraso crı´tico-alvo (digamos, 900 ps para o circuito em questa˜o) com valor
de poteˆncia de leakage menor do que aquele proporcionado pela formulac¸a˜o
LR sozinha, pode-se executar um passo inicial com a formulac¸a˜o LR assu-
mindo um atraso crı´tico-alvo ”afrouxado”(por exemplo, 951 ps, conforme
visto na Figura 18). Em seguida, aplica-se a heurı´tica de recuperac¸a˜o de
atraso para atingir o atraso crı´tico-alvo original (905 ps) e finalmente executa-
se a heurı´tisca de recuperac¸a˜o de poteˆncia. Apo´s realizar um nu´mero signi-
ficativo de experimentos, concluiu-se que a adic¸a˜o de aproximadamente 5%
ao atraso crı´tico-alvo original cria um maior espac¸o de otimizac¸a˜o para a
heurı´stica gulosa baseada em LR, permitindo assim obter-se um valor de le-
akage menor. Esse pequeno incremento do atraso crı´tico-alvo permite que a
heurı´stica de recuperac¸a˜o de atraso reestabelec¸a o atraso crı´tico-alvo original
mediante a troca de uma pequena frac¸a˜o das portas do circuito, com um au-
mento de leakage muito pequeno. Considerando os experimentos e a ana´lise
mencionados nesta sec¸a˜o e na anterior, projetou-se uma nova te´cnica hı´brida
para resolver o problema de Sizing discreto baseada na seguinte sequeˆncia de
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etapas:
1. Otimizac¸a˜o com a heurı´stica topolo´gica gulosa baseada em LR (apre-
sentada no Capı´tulo 5), assumindo atraso crı´tico-alvo aumentado em
5% em relac¸a˜o ao original;
2. Recuperac¸a˜o de atraso;
3. Recuperac¸a˜o de poteˆncia de leakage.
6.4 RESULTADOS EXPERIMENTAIS
Os Algoritmos 9, 10 e 11 foram implementados na linguagem C++
e compilados usando a versa˜o 4.4.5 do gcc, a fim de compor um proto´tipo
para executar a te´cnica hı´brida proposta neste capı´tulo. Para computar as
informac¸o˜es de timing do circuito necessa´rias (linha 6 do Algoritmo 9, linha
5 do Algoritmo 10 e linha 9 do Algoritmo 11), foi utilizada a ferramenta de
STA dedicada mencionada na Sec¸a˜o 1.6 (Infraestrutura Experimental), devi-
damente configurada para realizar ana´lise de timing incremental (ITA). Para
a gerac¸a˜o dos resultados foi utilizada a infraestrutura experimental, tambe´m
descrita na sec¸a˜o 1.6.
Os resultados gerados para a te´cnica hı´brida proposta foram compara-
dos com aqueles reportados pelos trabalhos de Hu et al. (2012) e de Li et al.
(2012), os quais tambe´m utilizaram a infraestrutura da Competic¸a˜o do ISPD
20122. Os resultados de poteˆncia de leakage obtidos pelo primeiro destes dois
trabalhos o credenciavam como estado da arte naquele momento (em termos
de reduc¸a˜o de leakage), ao passo que o trunfo do segundo trabalho residia nos
excelentes tempos de execuc¸a˜o alcanc¸ados.
Os gra´ficos das Figuras 19 e 20 mostram as reduc¸o˜es de poteˆncia de
leakage, normalizadas com relac¸a˜o aos melhores resultados da Competic¸a˜o
do ISPD 2012, obtidas pela te´cnica hı´brida proposta e pelos dois trabalhos
correlatos (Hu et al. (2012) e Li et al. (2012)) para os circuitos fast e slow,
respectivamente. Na˜o obstante as te´cnicas usadas nos dois trabalhos corre-
latos tenham proporcionado boas reduc¸o˜es de poteˆncia de leakage, nenhuma
delas exibe superioridade absoluta. Por outro lado, a te´cnica hı´brida proposta
no presente capı´tulo proporcionou reduc¸a˜o de poteˆncia de leakage para to-
dos os circuitos (e ambas restric¸o˜es de atraso crı´tico-alvo, fast e slow), sendo
tal reduc¸a˜o maior do que aquelas alcanc¸adas por ambos trabalhos correlatos.
2E´ importante observar que a configurac¸a˜o da ma´quina utilizada nos experimentos relatados
neste capı´tulo e´ ligeiramente inferior a`s configurac¸o˜es das ma´quinas usadas pelos trabalhos de
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Figura 19: Comparac¸o˜es das reduc¸o˜es de leakage normalizadas com relac¸a˜o
aos melhores resultados obtidos na Competic¸a˜o do ISPD 2012 para cada um
dos circuitos fast.
Quando comparadas com os melhores resultados da Competic¸a˜o do ISPD
2012, as reduc¸o˜es me´dias de poteˆncia de leakage obtidas pela te´cnica hı´brida
proposta, pela te´cnica de Hu et al. (2012) e pela te´cnica de Li et al. (2012)
foram 16,53%, 8,99% e 6,15%, respectivamente.
Hu et al. (2012) apresentaram uma ana´lise sobre o espac¸o de otimiza-
c¸a˜o disponı´vel nos circuitos da Competic¸a˜o do ISPD 2012 apo´s a aplicac¸a˜o
da te´cnica de sizing discreto por eles desenvolvida. Tal ana´lise concluiu que
os resultados de poteˆncia de leakage obtidos por sua te´cnica sa˜o entre 1,002
vezes e 2,29 vezes maiores do que os valores mı´nimos estimados para os cir-
cuitos slow. Para os circuitos fast, os resultados sa˜o entre 1,06 vezes e 6,88
vezes maiores do que os valores mı´nimos estimados. Isto justifica o fato das
reduc¸o˜es de poteˆncia de leakage obtidas pela te´cnica hı´brida apresentada no
presente trabalho serem maiores para os circuitos fast do que para os circuitos
slow. Assim, as reduc¸o˜es me´dias de poteˆncia de leakage obtidas pela te´cnica
hı´brida, por Hu et al. (2012) e por Li et al. (2012) para os circuitos fast sa˜o
de 24,0%, 13,47% e 11,86%, respectivamente, quando comparados com os
melhores resultados da Competic¸a˜o do ISPD 2012. As reduc¸o˜es obtidas pela
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Figura 20: Comparac¸o˜es das reduc¸o˜es de leakage normalizadas com relac¸a˜o
aos melhores resultados obtidos na Competic¸a˜o do ISPD 2012 para cada um
dos circuitos slow.
aquelas obtidas pelos dois trabalhos correlatos para os circuitos fast. E´ im-
portante observar que o resultado de leakage obtido pela te´cnica de Hu et al.
(2012) para o circuito pci bridge32 fast e´ 8,93% maior do que o melhor resul-
tado da Competic¸a˜o do ISPD 2012 para este circuito. Tambe´m vale observar
que o resultado de leakage de Li et al. (2012) para o circuito netcard fast e´
8,46% maior do que o melhor resultado da Competic¸a˜o do ISPD 2012 para
este circuito. Considerando os circuitos slow, as reduc¸o˜es me´dias de leakage
obtidas pela te´cnica hı´brida, por Hu et al. (2012) e por Li et al. (2012) sa˜o
9.6%, 4.5% and 0.44%, respectivamente, com relac¸a˜o aos melhores resulta-
dos da Competic¸a˜o do ISPD 2012. Novamente, a te´cnica hı´brida proposta
possibilitou reduc¸o˜es de leakage para todos os circuitos slow, ao passo que
a te´cnica de Li et al. (2012) resultou em aumentos de leakage de 4,08% e
0,56% para os circuitos DMA slow e netcard slow, respectivamente.
A Tabela 6 apresenta os resultados de poteˆncia de leakage obtidos
pela te´cnica hı´brida proposta, bem como uma comparac¸a˜o, circuito a cir-
cuito, entre esta e as te´cnicas dos dois trabalhos correlatos. A partir desta
tabela observa-se que a te´cnica proposta obteve reduc¸o˜es me´dias de leakage
de 8,15% e 11.09%, quando comparada com Hu et al. (2012) e com Li et
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Tabela 6: Comparac¸a˜o de poteˆncia de Leakage da te´cnica hı´brida com as
te´cnicas estado da arte no momento que os experimentos foram realizados.
(*) Resultados do circuito des perf fast foram obtidos por meio do “afrouxa-
mento” de 4% do atraso crı´tico-alvo.
Poteˆncia de Leakage (W) Reduc¸a˜o (%)
Benchmarks Hu Li Te´cnica Te´cnica Proposta Te´cnica Proposta(HU et al., 2012) (LI et al., 2012) Proposta vs. (HU et al., 2012) vs. (LI et al., 2012)
DMA fast 0.299 0.281 0.245 18.06 12.81
pci bridge32 fast 0.183 0.167 0.140 22.95 15.57
des perf fast* 1.842 1.930 1.487 19.22 22.90
vga lcd fast 0.471 0.460 0.415 11.89 9.78
b19 fast 0.771 0.784 0.737 4.41 5.99
leon3mp fast 1.487 1.640 1.441 3.03 12.07
netcard fast 1.861 2.180 1.841 1.07 15.55
DMA slow 0.145 0.153 0.134 7.59 12.42
pci bridge32 slow 0.111 0.111 0.097 11.71 11.71
des perf slow 0.614 0.671 0.588 4.23 12.37
vga lcd slow 0.351 0.375 0.329 6.27 12.27
b19 slow 0.583 0.604 0.567 2.57 5.96
leon3mp slow 1.341 1.400 1.330 0.75 4.93
netcard slow 1.770 1.780 1.763 0.34 0.90
average (slow) 0.70 0.73 0.69 4.78 8.65
average (fast) 0.99 1.06 0.90 11.52 13.53
average 0.84 0.90 0.79 8.15 11.09
al. (2012), respectivamente. Considerando-se os circuitos fast, as reduc¸o˜es
me´dias foram de 11,52% e 13,53%, respectivamente, ao passo que as reduc¸o˜es
me´dias para os circuitos slow foram de 4,78% and 8,65%, respectivamente.
A Tabela 7 mostra que ale´m de ser mais eficiente em termos de reduc¸a˜o
de leakage quando comparada com Hu et al. (2012), a te´cnica hı´brida pro-
posta ainda apresenta tempo de execuc¸a˜o total 11x menor. Tal desempenho
pode ser explicado pelo fato de que a te´cnica proposta realiza mu´ltiplas tro-
cas de opc¸a˜o de implementac¸a˜o (de portas) por iterac¸a˜o (na primeira etapa,
quando realiza otimizac¸a˜o baseada em LR), enquanto a te´cnica de Hu et al.
(2012) realiza somente uma troca por iterac¸a˜o. A Tabela 7 mostra tambe´m
que a te´cnica proposta e´ 1,47x mais lenta do que a te´cnica de Li et al. (2012).
Sendo esta uma diferenc¸a de tempo de execuc¸a˜o pequena, e´ possı´vel especu-
lar-se que ela poderia ser reduzida (ou mesmo eliminada) caso seja utilizada
uma ma´quina com configurac¸a˜o superior para executar a te´cnica proposta.
6.5 CONCLUSO˜ES
Este capı´tulo apresentou uma ana´lise detalhada a respeito da maneira
como a te´cnica de sizing discreto baseada em LR explora o espac¸o de o-
timizac¸a˜o, considerando circuitos com caracterı´sticas distintas. Tal ana´lise
levou a` conclusa˜o que o “afrouxamento” da restric¸a˜o de atraso crı´tico-alvo
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Tabela 7: Comparac¸a˜o do tempo de execuc¸a˜o da te´cnica hı´brida com as
te´cnicas estado da arte no momento que os experimentos foram realizados.
Tempo de Execuc¸a˜o (minutos)
Benchmarks # of Hu Li Te´cnicaGates (HU et al., 2012) (LI et al., 2012) Proposta
DMA fast 25K 13.9 0.6 2.13
pci bridge32 fast 33K 13.0 1.2 1.87
des perf fast 111K 82.7 6.6 10.02
vga lcd fast 165K 45.6 10.2 16.4
b19 fast 219K 206.5 12.0 22.15
leon3mp fast 649K 1274.0 43.8 56.68
netcard fast 959K 1096.9 88.8 94.9
DMA slow 25K 9.9 0.6 1.97
pci bridge32 slow 33K 10.2 1.2 1.88
des perf slow 111K 70.1 6.0 9.55
vga lcd slow 165K 87.5 7.8 11.2
b19 slow 219K 213.9 10.2 20.93
leon3mp slow 649K 1274.0 43.8 56.68
netcard slow 959K 299.9 48.0 75.9
Total (hours) 79.1 4.86 7.14
permite um maior aproveitamento do espac¸o de otimizac¸a˜o pela te´cnica ba-
seada em LR. Para restabelecer o atraso crı´tico-alvo original, foi proposta
uma heurı´stica de recuperac¸a˜o de atraso a qual troca apenas algumas portas
dos caminhos crı´ticos do circuito. Os slacks do circuito remanescentes das
duas etapas anteriores foram trocados por reduc¸a˜o de poteˆncia de leakage
com a te´cnica de recuperac¸a˜o de poteˆncia. Considerando apenas a reduc¸a˜o
de leakage (e, portanto, ignorando o tempo de execuc¸a˜o) e considerando a
infraestrutura da Competic¸a˜o do ISPD 2012, te´cnica hı´brida proposta obteve
superioridade absoluta sobre todos os me´todos de sizing discreto disponı´veis
ate´ enta˜o. Em relac¸a˜o aos circuitos que ainda apresentavam um grande espac¸o
de otimizac¸a˜o (circuitos fast), a te´cnica proposta possibilitou reduc¸o˜es de le-
akage me´dias de 11,52% em relac¸a˜o a` enta˜o te´cnica do estado da arte (HU et
al., 2012), sendo ainda uma ordem de magnitude mais ra´pida.
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7 CONCLUSO˜ES E TRABALHOS FUTUROS
7.1 CONCLUSO˜ES
Devido a` sua efica´cia na otimizac¸a˜o de diferentes objetivos em circui-
tos projetados com o fluxo standard cell, tais como atraso, poteˆncia e a´rea,
gate sizing e´ uma te´cnica que continua sendo intensamente investigada pela
academia e pela indu´stria de EDA, conforme demonstram os inu´meros tra-
balhos publicados recentemente. A natureza discreta do problema, o grande
nu´mero de componentes dos circuitos digitais contemporaˆneos e a comple-
xidade do modelo de atraso usado nas bibliotecas standard cell tornaram o
problema de sizing extremamente desafiador, sendo que ate´ enta˜o na˜o havia
uma te´cnica com superioridade absoluta em termos de reduc¸a˜o de leakage.
Prova disso foi a realizac¸a˜o das Competic¸o˜es de sizing discreto do ISPD 2012
e do ISPD 2013, organizadas por pesquisadores ligados a` indu´stria.
Relaxac¸a˜o Lagrangeana (LR) tem sido adotada por diversos trabalhos
de sizing contı´nuo e de sizing discreto devido a` sua capacidade de lidar simul-
taneamente com objetivos conflitantes entre si, tais como atraso e poteˆncia de
leakage, ainda apresentando boa capacidade de escalabilidade. Apesar de di-
versas te´cnicas de sizing baseadas em LR ja´ terem sido propostas, poucas as-
sumem o problema diretamente no domı´nio discreto e nenhuma considera em
sua formulac¸a˜o as restric¸o˜es de ma´xima capacitaˆncia de saı´da e ma´ximo slew
de entrada das portas conforme definido nas bibliotecas standard cell contem-
poraˆneas. Com isso, o presente trabalho propoˆs uma formulac¸a˜o do problema
de sizing discreto baseado em LR, a qual relaxa tais restric¸o˜es impostas pelas
bibliotecas, incorporando-as na func¸a˜o objetivo. A formulac¸a˜o foi enta˜o sim-
plificada atrave´s da aplicac¸a˜o das condic¸o˜es de otimalidade KKT propostas
em Chen, Chu e Wong (1999) visando remover os tempos de chegada.
As te´cnicas baseadas em programac¸a˜o dinaˆmica para resolver o Sub-
problema Lagrangeano Relaxado tem como principal limitac¸a˜o o alto esforc¸o
computacional, o que pode resultar em tempos de execuc¸a˜o proibitivos para
circuitos da ordem de milho˜es de portas. Para contornar tal limitac¸a˜o, uma
heurı´stica gulosa topolo´gica foi proposta neste trabalho. Esta heurı´stica baseia-
se na formulac¸a˜o LR proposta no Capı´tulo 4 do presente trabalho e utiliza
informac¸o˜es locais para guiar a otimizac¸a˜o. Isso e´ possı´vel porque as infor-
mac¸o˜es globais de timing do circuito ja´ esta˜o representadas pelos Multipli-
cadores de Lagrange. Para validar a heurı´stica proposta, foram realizados
experimentos utilizando a infraestrutura da Competic¸a˜o de Sizing Discreto
do ISPD 2012. Os resultados experimentais mostraram reduc¸o˜es me´dias de
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leakage de 18,9%, 16,7% e 43,8% em relac¸a˜o a`s treˆs melhores equipes da
Competic¸a˜o, as quais representavam o estado da arte naquele momento. Ale´m
disso, a heurı´stica proposta obteve tempos de execuc¸a˜o 38, 31 e 39 vezes me-
nores, respectivamente.
Conforme constatado por diversos trabalhos, a principal dificuldade
da aplicac¸a˜o de LR no problema de sizing discreto para otimizar poteˆncia sob
restric¸o˜es de atraso reside no ajuste dos diversos paraˆmetros, tais como os
Multiplicadores de Lagrange e o fator de importaˆncia da poteˆncia, os quais
podem apresentar comportamentos distintos em func¸a˜o das caracterı´sticas
particulares de cada circuito. Entretanto, um ajuste fino para cada circuito
seria invia´vel pois exigiria um alto esforc¸o computacional. Ao inve´s disso,
a te´cnica hı´brida desenvolvida neste trabalho compensa tal dificuldade no
ajuste dos paraˆmetros dando um maior espac¸o de otimizac¸a˜o para a te´cnica
LR, o que foi obtido “afrouxando-se“ o atraso crı´tico-alvo. A aplicac¸a˜o da
heurı´tica de recuperac¸a˜o de atraso e, em seguida, da heurı´stica de recuperac¸a˜o
de poteˆncia permitiu satisfazer o atraso crı´tico-alvo original e ainda atingir
um valor de poteˆncia de leakage inferior a`quele que seria possı´vel obter-
se somente com a aplicac¸a˜o da te´cnica LR. Considerando os dois trabalhos
enta˜o estado da arte que tambe´m utilizaram a infraestrutura da Competic¸a˜o
do ISPD 2012, Hu et al. (2012) haviam obtido os menores valores de poteˆncia
de leakage, ao passo que Li et al. (2012) haviam atingido os menores tempo
de execuc¸a˜o. A te´cnica hı´brida proposta, quando comparada com Hu et al.
(2012), apresentou menores valores de poteˆncia de leakage para todos os cir-
cuitos considerados, com reduc¸a˜o me´dia de 8.15%. No que se refere ao tempo
de execuc¸a˜o, a te´cnica proposta foi uma ordem de magnitude mais ra´pida que
a te´cnica de Hu et al. (2012). Comparada com o te´cnica de Li et al. (2012),
cuja principal caracterı´stica e´ o baixo tempo de execuc¸a˜o, a te´cnica proposta
foi 1.47 vezes mais lenta, o que foi compensado pela significativa reduc¸a˜o de
poteˆncia de leakage. As reduc¸o˜es de leakage proporcionadas pela te´cnica pro-
posta estabelecem um novo estado da arte, ale´m de aumentarem os indı´cios de
que a combinac¸a˜o de diferentes te´cnicas e´ essencial para resolver o problema
de sizing discreto de maneira eficiente, visto que uma te´cnica pode compensar
a limitac¸a˜o da outra.
7.2 TRABALHOS FUTUROS
Uma das possibilidades de trabalho futuro reside na investigac¸a˜o deta-
lhada dos paraˆmetros usados na heurı´stica gulosa baseada em LR, tais como
os Multiplicadores de Lagrange e o fator de importaˆncia de poteˆncia, a fim de
entender por que a te´cnica baseada em LR aplicada de maneira independente
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na˜o consegue chegar a` mesma soluc¸a˜o encontrada pela te´cnica hı´brida pro-
posta. De fato, esse ajuste dos paraˆmetros na˜o e´ uma tarefa trivial, conforme
ressaltado em diversos trabalhos como Tennakoon e Sechen (2008), Huang,
Hu e Shi (2011), Ozdal, Burns e Hu (2012) e Li et al. (2012). Outra possibili-
dade de investigac¸a˜o futura seria a resoluc¸a˜o do Problema Lagrangeano Dual
visto que o me´todo do subgradiente apresenta diversas desvantagens quando
aplicado ao sizing discreto. Apesar de Huang, Hu e Shi (2011) terem pro-
posto um me´todo alternativo para resolver o LDP aplicado ao problema de
sizing discreto, diversos detalhes pra´ticos foram desconsiderados, tais como
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