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1. INTRODUCCION 
EI control estadistico de calidad en la industria es actualmente la piedra angular en que esta 
apoyada toda la tecnologia modema. Es un hecho ya comprobado que en un mercado cada vez 
mas exigente el uso de las herramientas estadisticas ya sea en el control de procesos 0 de 
productos repercute significativamente en lavida futura de una empresa. A nivel mundial se ha 
emprendido una amplia campana de difusi6n y actualizaci6n del tema con la implantaci6n en 
algunos proyectos, de un sistema de caUdad acorde con las funciones y estructura organizacional 
de la entidad. 
En Colombia el Instituto Colombiano de Normas Tecnicas, ICONTEC, ha preparado y 
acondicionado la serie ISO-9000 con el fin de iniciar este proceso a nivel nacional. Sin embargo, 
hay conciencia que en este sentido el camino que hay por recorrer es extenso y dificil. 
La ensenanza, la capacitaci6n y el entrenamiento en los institutos tecnicos, escuelas y 
universidades e incluso el auto aprendizaje. no puede pasar p~r alto el control de calidad, maxime 
con las potentes herramienlas con que cuenta hoy en dia la ciencia como 10 es la computadora 
personal. 
EI control esladistico de calidad en la industria es aclualmente la piedra angular en que esta 
apoyada toda la tecnologia modema. Es un hecho ya comprobado que en un mercado cada vez 
mas exigenle el uso de las herramienlas estadisticas ya sea en el control de procesos 0 de 
produclos repercute significativamente en la vida futura de una empresa. A nivel mundial se ha 
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emprendido una amplia campana de difusion y actualizacion del tema con la implantacion, en 
algunos proyectos, de un sistema de calidad acorde con las funciones y estructura organizacional 
de la entidad. 
EI objetivo principal de este libro es presentarle al lector de una manera practica la fonna como se 
pueden analizar estadisticamente una serie de resultados de ensayos para'tomar decisiones 
" 
acordes con las 'caracteristicas variables del evento analizado. Es por esto que en el primer 
capitulo se esboza en forma simple la utilizacion de la estadistica basica, que es el primer paso de 
analisis de datos observados. Posterionnente, se sitlia al lector en las distribuciones de 
frecuencia, con el fin de conocer el comportamiento de la variable y as! aplicar eficientemente las 
f6nnulas del Capitulo 4 en donde se estudian los intervalos de confianza de la variable. A 
continuacion, el lector podra utilizar altemativamente en el anali~i.s el Capitulo 5 6 6 seglin las 
necesidades del estudio. 
EI autor es consciente de la gran cantidad de calculos y graficas que se deben realizar en estos 
analisis, sin embargo, existen en el mercado programas de computador agUes y potentes que 
ayudaran al investigador a dedicar mas tiempo al analisis de la infonnaci6n que se esta 
procesando que al calculo matematico. EI autor ha trabajado con paquetes tales como: 
STATPACK, STATGRAPHICS, QPRO, y algunas otras herramientas como el LOTUS y el EXCEL. 
Finalmente, el lector encontrara en estas paginas una herramienta simple y potente con la que 
podra resolver muchos problemas que en la pn3ctica son a veces imposibles de descifrar. Las 
formulas utilizadas, los conceptos emitidos y los resultados experimentales son tomados 
directamente de la literatura tecnica, y es por esto que deja constancia que el trabajo es mas de 
recopilaci6n y analisis de 10 qu~ otros investigadores han realizado. 
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2. ESTAOisTICA SASICA 
La estadistica matematica es una rama recientemente impulsada en el campo de las matematicas 
aplicadas. Los estadisticos clasificaban al principio sus resultados bajo la forma de tablas 0 
graficos (censos de poblacion, tablas de nacimiento, defunciones, etc.). La estadistica solo ha 
podido iniciarse apoyandose en el calculo de probabilidades desarrollado por Bemoulli, Bayes, 
Laplace, Gauss. Sin embargo, el verdadero punto de arranque de los trabajos sobre estadisticas 
matematicas se remontan al principio del siglo XX con Pearson, Snedecor, Fischer, Student. Los 
ingleses comprendieron rapidamente el interes de estos metodos y los utilizaron ampliamente en 
el terreno industrial y militar, fundamentalmente durante la segunda guerra mundial. Se han 
conseguido grandes progresos con los trabajos de Cramer, Kendall, Wilks, Yates ... 
EI metodo estadistico en un instrumento indispensable para todo buen experimentador, el cual 
debe aprovechar e interpretar por Sl mismo los resultados obtenidos. Permite preparar con 
anticipacion un programa minimo de ensayos: es economico. Los resultados obtenidos pueden 
ser utilizados completamente: es eficaz. 
EI lector debe quedar advertido de que las interpretaciones de resultados estadisticos pueden 
presentar algunos peligros. AI respecto Macaulay ha escrito que "las cifras dicen siempre 10 que el 
hombre habil quiere que digan". 
La estadistica se divide bBsicamente en dos grandes ramas que son complementarias y, que a su 
vez, ayudan a la interpretacion correcta de los hechos 0 fenomenos observados; se tiene por 10 
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tanto, la estadistiea deseripUva y la estadistica de infereneia. Respeeto a la primera se tiene el 
estudio grafieo de los datos, visualizando en forma efieiente el eomportamiento de las variables. 
En el easo de la estadistica de infereneia, se estudian mediante f6rmulas matematieas el valor de 
las estadfsticas principales. Es a estas dos ramas a que nos vamos a referir en las pr6ximas 
paginas. 
2.1. DEFINICIONES 
2.1.1. Estadistica 
Es la eiencia que tiene por objeto la busqueda, el analisis, y la interpretacon de los conjuntos de 
observaciones relativos a un mismo fenomeno y susceptibles de ser caracterizados por un 
numero. 
2.1.2. Poblaci6n 

Conjunto ficticio de resultados que se obtienen repitiendo indefinidamente una observaeion. 

2.1.3. Muestra 
Es un conjunto redueido, tornado al azar, de una poblaei6n. Tambil~n se Ie llama subpoblacion 0 
conjunto. 
2.1.4. Serie Estadistica 

Serie de valores numericos que se van a someter a un analisis e interpretaci6n estadistica. 
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2.1.5. Frecuencia Absoluta 
Numero de apariciones de un mismo valor en una serie estadistica (0 repetici6n). 
2.1.6. Frecuencia Relativa 
Relaci6n de la frecuencia absoluta al numero total de los valores de la serie. 
2.1.7. Clase 
Son los intervalos iguales obtenidos matematicamente 0 arbitrariamente en que se pueden 
agrupar los valores de una serie estadistica. 
2.1.8. Intervalo de Clase 
Es la diferencia entre el valor superior y el valor inferior de una clase. 
2.2. PRESENTACI6N DE DATOS 
En cualquier situaci6n de ingenieria el primer paso a seguir es el de la investigaci6n de los datos 
disponibles para as! apreciar la naturaleza y el grado de incertidumbre de los valores observados. 
Es obvio que al observar los resultados en un listado de numeros sin organizar no se capta con 
facilidad las tendencias; existen, por 10 tanto, varios metodos de organizaci6n, representaci6n y 
reducci6n de datos que facilitan la evaluaci6n e interpretaci6n de los mismos. 
Esta primera parte del libro estudia la aplicaci6n de los metodos estadisticos para resolver el 
problema de: a) Condensar la informaci6n contenida en un juego de n observaciones; y b) 
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Presentar solo la informacion esencial de una forma concisa pero de tacil interpretacion en lugar 
de presentar un conjunto desorganizado de datos. 
EI enfoque se da particularmente a la interpretacion de las caracteristicas medibles de materiales 
o productos manufacturados (en formacion cuantitativa). Tales caracteristicas se denominan 
"caracteristicas de calidad". 
2.2.1. Tipos de Datos Considerados 
Se estudiara el tratamiento de un juego de n observaciones de una variable simple. La Figura 2.1 
ilustra dos tipos de datos. 
Primer tipo: En este caso se tiene una serie de n observaciones que representan una medida 
simple de la misma caracteristica de calidad de n cosas similares. 
Segundo tipo: En este tipo, una serie de n observaciones que representan n medidas de la misma 
caracteristica de calidad de una cosa. 
Primer Tipo Segundo Tipo 
n cosas Una observaci6n 
por cada cosa 
n cosas n observaciones 
en cada cosa 
D 
D 
D 
X, 
X2 
X3 
D 
I 
D 
I 
Xn Xn 
Figura 2.1. Tipos de datos observados 
Los datos del primer tipo son frecuentemente recopilados con el fin de completar la informacion 
relativa a la distribucion de la calidad misma del material, con la posibilidad de utilizarlos con otros 
7 
propositos, tales como el establecimiento de una caUdad estandar 0 la verificaci6n del 
cumplimiento de una calidad estandar especificada. Por ejemplo. los resultados de resistencia a la 
compresion simple de 100 ladrillos de una misma fabrica local. 
Los datos del segundo tipo son comunmente agrupados con el fin de complementar la informacion 
que tiene que ver con los errores de una medida en particular para un metodo de ensayo. Por 
ejemplo, 50 medidas micrometricas del espesor de un bloque de cemento. 
Por 10 general. en materiales se trabaja con los datos del primer tipo. 
2.2.2. Representaciones Graficas. Histogramas 
Es un medio simple de representar graficamente una serie de valores conteniendo un gran numero 
de repeticiones. La metodologia a seguir es simple y sencilia: 
Primero: Cuente el numero de datos del muestreo (n). 
Segundo: Determine el rango de los datos (R). Este se calcula por la diferencia del mayor valor 
menos el menor. 
Tercero: Determinacion del numero de intervalos de clase; por 10 general. desde un punto de vista 
practico este no debe ser menor de 6 ni mayor de 15. Existen fOrmulas matematicas para su 
calculo como la recomendada por Sturges, asi; si el numero de datos es n, el numero de intervalos 
entre el mayor y el menor sera: 
K = 1 + 3.3 Log n (2.1) 
Donde el logaritmo se calcula en base 10. Adicionalmente, existen tablas empiricas como la 
siguiente para determinar el numero de intervalos: 
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Numero de Datos Numero de Intervalos 
< 50 6-8 
50 - 100 9 - 11 
100 - 250 8·13 
>250 10 - 15 
Cuarto: Determinar el ancho de celda, ¢, utilizando una f6rmula simple: 
Rango R 
¢ =---. =---- (2.2) 
K K 
Genera/mente se debe redondear ¢ para trabajar en forma c6moda y practica. 
Quinto: Fijar los limites de clase. Estos valores salen automaticamente y dependen de las 
caracterfsticas de precisi6n de las medidas. 
Sexto: Construcci6n de la distribuci6n de frecuencia. 
Septima: Construcci6n del histograma respectivo. 
Ejemplo 1: Los siguientes son los resultados de las medidas de absorcion de agua en la muestra 
de ladrillos proveniente de una fabrica local, valores en %. 
8.5 9.1 8.4 8.6 B.6 
9.1 9.3 9.0 9.2 B.8 
8.3 8.6 8.5 B.6 9.7 
8.7 9.7 B.9 9.2 8.8 
8.7 8.7 9.2 8.6 8.3 
9.0 8.7 8.7 8.9 9.4 
8.5 8.8 8.9 8.2 9.0 
8.8 8.7 9.0 9.0 8.5 
9.3 8.6 8.7 8.7 9.1 
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9.1 	 9.2 8.8 8.5 8.3 
8.5 9.1 	 9.0 8.8 9.1 
9.3 8.8 	 8.5 8.7 9.6 
8.4 8.8 	 8.4 8.6 9.0 
8.3 8.6 	 8.7 9.0 8.7 
8.5 8.7 	 8.7 8.8 8.8 
8.9 	 8.8 8.5 8.4 8.0 
8.3 9.2 	 8.2 8.9 8.7 
8.9 8.8 	 9.3 8.5 8.9 
9.7 8.9 	 9.7 8.3 9.3 
8.9 8.3 	 9.2 8.4 9.1 
8.6 8.9 9.1 	 8.8 8.8 
8.8 9.1 	 8.9 8.7 8.8 
8.9 9.0 	 8.6 8.7 8.4 
8.6 9.0 	 8.8 8.9 9.1 
9.4 9.0 	 9.2 9.1 8.8 
~~ Soluci6n: 
1- n =125 

2- R = 9,7 - 8,0 = 1,7 

3- K = 1 = 3,3 Log 125 = 8 

1.7 
4-	 ¢ = ------ =0.21 Sea ¢ = 0.20 
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5- Se fijan de tal forma que se consideren todos los datos.­
6- Distribuci6n de frecuencias 
Clase * Limite de Clase Marca de Clase Frecuencia 
1 	 8.00 - 8.19 8.1 
2 8.20 - 8.39 8.3 	 9 
3 8.40 - 8.59 8.5 	 16 
4 8.60 - 8.79 8.7 	 27 
5 8.80 - 8.99 8.9 	 31 
10 
6 9.00 - 9.19 9.1 23 
7 9.20 - 9.39 9.3 12 
8 9.40 - 9.59 9.5 2 
9 9.60 - 9.79 9.7 4 
* Se altera el numero de intervalos pero esto no es problema, ya que se esta trabajando en el 
rango practico (6.15). 
7- Histograma 
35 
30 
25 
Frecuencia 20 
Absoluta 15 
10 
:k::L~Gl~~L--L~L--k==C=~ 
0.1 0.3 8.5 0.7 8.9 9.1 9.3 9.5 9.7 
Medida 

Figura 2.2 Histograma de Frecuencias. Ejemplo 2.1 

2.2.2.1. Forma de Histogramas 
Cuando se grafican datos y se construyen los respectivos histogramas se observara que toman 
varias formas especiales, las cuales se identificaran en la figura 2.3. 
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a) Normal b) Binomial Sesgo­ b) Binomial Sesgo + 
d) Exponencial (Poisson) 
Descendente Forma "L" 
e) Exponencial Ascendente 
Forma "J" 
f) Crecimiento Normal 
h) Bimodal 
Figura 2.3 Tipos de Histogramas 
i) Multimodal g) Forma de U (Parabo/ica) 
2.2.3. Representaciones Numericas 
Una serie estadistica puede resumirse en dos caracteristicas que se definen como medida de 
tendencia central (media aritmetica, mediana y moda), y medidas de dispersi6n (desviaci6n tipica 
12 
o estandar, varianza y coeficiente de variacion). Adicionalmente, se acostumbra calcular otra 
caracteristica de una serie y es la medida de asimetria. 
2.2.3.1. Medidas de Tendencia Central 
Esta serie de estadisticos, como su nombre 10 indica, representa a una serie de valores con un 
solo valor que se localiza al centro de su distribucion. Par ejemplo, sean X1, M, X3 ..... Xn los 
datos de una serie numerica de observaciones y se desea encontrar la lectura que mejor los 
represente, ya sea Media, Mediana, Moda, Media Geometrica, Media Armonica y Raiz Media 
Cuadratica. 
Media Aritmetica 0 Promedio: Denominada como x se define como la relacion entre la suma de 
los valores observados y el numero de datos que hay en la serie 0 conjunto. 
n 
- 1 ~ 
X = n- L.- Xi 
i=1 (2.3) 
Esta formula se aplica a series de datos no agrupados, ya que para datos agrupados la media se 
calcula en forma diferente, asi: 
n 
f.Lm i I 
i=1x= 
n 
L fj 
i=1 (2.4) 
En donde 	 m;: Son los puntos medios de cada grupo 0 intervalo de clase y 
fi: La frecuencia absoluta del intervalo j 
13 
Ejemplo 2: Para los datos del Ejemplo 1, calcular la media aritmetica de los datos sin agrupar, Y la 
de los datos agrupados en intervalos de clase. 
Soluci6n: a) Datos sin agrupar. 
125LXi 
1103i=1 x= =---= 8.82 
125 125 
b) Datos agrupados segun Tabla del ejemplo 1, numeral 6. 

125 

Lmfr 
1108.3i=1 x= = = 8.87 
125 125 
Como conclusion se indica que la diferencia entre las dos medias aritmeticas se debe a que en la 
media para los datos agrupados se supone que el valor medio del intervalo de clase representa 
adecuadamente el valor del intervalo. Esta suposicion es valida cuando la frecuencia es alta. Por 
10 general, los resultados obtenidos son muy similares y la media para datos agrupados representa 
un buen indice del valor real del estadistico. 
Mediana (Me): Se define como el valor central de un numero impar de observaciones, 0 la media 
de los dos valores centrales en el caso de un numero par de observaciones, siempre y cuando los 
datos esten organizados en forma ascendente 0 descendente, Esta medida representa, en forma 
mas acertada que la media, et estadistico central en distribuciones asimetricas. 
En et Ejemplo 1 la mediana de los 125 datos (numero impar) y de 8.8 (resultado que se obtiene 
despues de organizar los datos en orden creciente 0 decreciente). 
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Si los valores estlm agrupados en clases, la mediana se obtiene por interpolaci6n aplicando la 
siguiente f6rmula : 
Me = L1 + {[N/2-(Lf)1] 1 fmediana} • ¢ (2.5) 
En donde: L1: Limite inferior 
N: Numero total de datos 
¢: Longitud del intervalo de clase 
fmediana: Frecuencia de la clase mediana 
(Lf)1: Sumatoria de la frecuencia de todas las clases menores que la clase 
mediana. 
Del Ejempl0 1 se tiene: 
Me = 8.8 + {(125/2 - 53) 131) . 0.20 = 8.86 
En una serie estadistica, cuando la media aritmetica y la mediana concuerdan la distribuci6n es 
completamente simetrica. 
Moda (Mo): EI modo 0 moda se define como el valor que mas se presenta u ocurre en una serie 
estadistica de datos. 
En el Ejemplo 1, que se viene analizando, la moda es 8.8 que se repite 18 veces; se pueden 
observar varias conclusiones del anaJisis de estas tres estadisticas. La primera es que cuando 
coinciden la moda, la mediana y el promedio, la distribuci6n es simetrica (figura 2.4.a). Cuando la 
moda es menor que la mediana y esta a su vez menos que la media, se tiene una asimetrica a la 
derecha (figura 2.4.b) y finalmente, cuando la moda es mayor que la mediana y esta a su vez 
mayor que la media, se tiene una distribucion asimetrica a la izquierda (figura 2.4.c). 
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"'0 "'It~ Io\t i. i t'lo 

a) Media =Mediana =Moda b) Media> Mediana > Moda c) Moda > Mediana > Media 

Figura 2.4 Analisis Comparativo de La Media, La Mediana y La Moda Me 
dia Geometriea: Es la medida de tendencia central que sirve para identificar series de datos que 
no varian en forma aritmetica, sino geometrieamente. y se caleula saeando la raiz enesima del 
produeto de todas las observaeiones. Se expresa mediante \a f6rmula: 
G =(X1 . X2 . Xa ........ Xn)lIn (2.6) 

Tomando logaritmos a ambos lados de Is eeuaei6n se obtiene una forma rapida y seneilla de 
evaluar la media geometriea. 
Log G =(Log X1 + Log X2 + Log Xa + ........... + Log Xn) I n (2.7) 
Del Ejemplo 1. la media geometriea de los datos es G =8.82 
La media geometriea es mas importante en problemas de eeonomia y comereio y pocas veees se 
utiliza en ingenieria. 
Media Arm6niea; (H): Se define como la relaei6n entre el numero de observaeiones y la suma de 
los inversos de los datos observados. Su utilizaei6n esta Iimitada s610 a datos que estan en 
funei6n del tiempo. Su f6rmula es: 
n n 
H= =---­(1/X1 + 1/X2 + 1/X3 + .......... + 1/Xn) n
2:= (1/Xi) 
i=1 (2.8) 
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Ejemplo 3: Entre las ciudades M y B hay 30 Km de distancia; si de M a B se va a una velocidad 
de 30 Km/h y se regresa de BaM a una velocidad de 60 Km/h Cuel es la velocidad constante 
para ir y venir en el mismo Hempo original? 
Soluci6n: La media arm6nica es la medida de esta velocidad: 
H =2/(1/30 + 1/60) = 2/(3/60) = 120/3 = 40 Km/h 
EI recorrido se debe hacer a un promedio de 40 Km/h. Esta medida tambh~n es de poca utilizaci6n 
en problemas de ingenierfa. 
Raiz Media Cuadrittica (R.M.C.): Se define como la rafz cuadrada de la suma de los cuadrados 
de las observaciones dividido entre el numero de elias. Se utiliza preferiblemente en funciones 
peri6dicas 0 simetricas. Su f6rmula es: 
_VX1' + X2'+ X3' + .......... +"Xn' 

R.M.C. - n 
(2.9) 
o en forma abreviada: 
n 
Xi2 ~ 
i = 1R.M.C.= 
n 
(2.9.a) 
Ejemplo 4: Determinar 1a R.M.C. de una funci6n senoidal con amplitud igual a 1. 
I 
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R.M.C, = 0.7071 
+1 
o 
Por 10 tanto, se tiene: 
R.M.C. =[{02 + 12 + 02 + {-1)2)/4J112 =(214)112 =0.7071 
Este resultado indica el valor efectivo de la onda y es similar al dato Jeido en un voltimetro 
. 
anal6gico 0 digital. 
En resumen, se han descrito y aplicado 6 medidas de tendencia central, de las cuales s610 una es 
de amplia utilizaci6n en analisis de datos de materiales, y es la media aritmetica, 0 promedio; las 
otras medidas son complementarias y su valor practico es importante en otras actividades 0 
campos de investigaci6n. 
2.2.3.2. Medidas de Dispersion 
Las medidas de tendencia central vistas en el numeral anterior, tienen poco 0 ningun valor si no se 
acompanan de una medida de la variabilidad de los datos observados. Las medidas de dispersi6n 
son aquellas que sirven para identificar que tan alejadas 0 cercanas estan las lecturas 0 datos de 
una muestra, conjunto 0 poblaci6n respecto a un valor central. Las mas representativas son: la 
amplitud 0 rango, la desviaci6n media, la desviaci6n estandar, la varianza y el coeficiente de 
variaci6n. A continuaci6n se estudiaran cada una de estas medidas. 
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Amplitud 0 Rango (R): Es la medida mas sencilla de dispersion, y se define como la diferencia 
entre los valores maximo y minimo de una sene estadistica de datos. Esta medida fue la mas 
usada en los informes de ingenierfa debido a su facilidad de calculo sin embargo, poco a poco, ha 
sido reemplazada 0 complementada por otras medidas mas significativas, ya que la amplitud 
acentua solo los valores extremos, los cuales a menudo estan influenciados por errores 
experimentales, y para por alto la mayor parte de los datos experimentales entre estos extremos. 
La amplitud esta afectada por el tamano del muestreo, tema que se explica en los modelos 
prababillsticos de valores extremos y que estan fuera del alcance de este libra. La formula del 
estadistico es: 
R = Xmaximo - Xminlmo (2.10) 
Del ejemplo 1 tornado como referencia se tiene: 
R=9.7-8.0=1.7 
Desviaci6n Media; (D.M.): Se define como la media de las desviaciones a partir del pramedio. 
Matematicamente, se expresa como la suma de las desviaciones respecto al promedio dividido 
por el numero de datos. Su formula es: 
Ln (Xi--X) 
i =1D.M. = -"--"--------­
n (2.11) . 
Este estadfstico se utiliza en pocas ocasiones en ingenieria por 10 que su utilizacion esta limitada a 
pocos ceros practicos. 
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En el Ejemplo 1 se tiene una D.M. = 0.007 indicandonos que en promedio los datos se alejan de la 
media en 0.007, que comparando magnitudes se lIega a la conclusion de que los valores estan 
muy cercanos a la media. 
Desviacion Tipica 0 Estandar (0.5.): Tambil3n denominada con la letra 0' y S, es la medida de 
dispersi6n mas usada en los problemas de ingenieria de materiales. La desviaci6n estandar, 0', de 
un conjunto de n datos. X1, X2......Xn es la rafz cuadrada del promedio de los cuadrados de las 
desviaciones de los datos respecto al promedio. Su f6rmula es: 
n 
2:= (Xi - i)2 
CJ =J(X1 - x)' + (X2 - x)' + (X3 - x)' ;. .......... + (X" - x)' 
 i = 1
= 
n . n (2.12) 
Algunas veees se acostumbra utilizar en lugar de n en el denominador de la eeuaei6n (2.12) el 
valor de (n-1), prineipalmente cuando se tienen muestreos de pOcoS datos (es deeir, menores de 
30), ya que a medida que aumenta la poblaei6n las dos desviaeiones tienden a ser iguales. La 
formula 2.12 queda entonces asi: 
n 
2:= (Xi - i)2 
con n < 30i = 15= 
n -1 (2.12.a) 
En el Ejemplo 1, como se tienen mas 'de 30 datos ==> 0' = 0.335 Y S = 0.338 euya difereneia es 
baja dada la cantidad de datos (n=125 y n=124). 
Las f6rmulas 2.12 se apnean para datos no agrupados. En easo eontrario se debe utilizar la 
siguiente expresi6n: 
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n 
L fi {mi _i)2 

i =1 con n >= 30 

o· = 
n 	 (2.13) 
n 
L fi (mi _X)2 
i =1 con n <:: 30 
S"'= 
n -1 (2.13.a) 
En donde: 	 fi: Es la frecuencia de la clase i 
mi: Es el punto medio del intervalo i 
N: Es el numero total de frecuencias =I fi 
K: Es el numero de intervalos de clase 
EI cero de la desviaci6n tipica en el control de calidad de materiales es obligatorio e 
imprescindible. ya que entra no solo como resultado de analisis del'fen6meno observado. sino que 
ademas es dato fundamental en el estudio probabilistico de la variable. al calcular los intervalos de 
confiabilidad y prediccion respectivas. 
Varianza (02 0 S2): Se define como el cuadrado de la desviaci6n estandar. Este valor se utiliza 
basicamente en el analisis de varianza para el diseno de experimentos. y es de poco valor en 
control de calidad de materiales. Su formula es: 
n 
L (Xi _X)2 
i= 
0 2 =--=---=---- con n >= 30 
n (2.14) 
n 
L {Xi _X)2 
i = 1S2 =--=---=---- con n <:: 30 
n -1 (2.14.a) 
En el Ejemplo 1 se obtiene una & = 0.112 
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Coeficiente de Variaci6n (V): Se define como la relaci6n de la desviaci6n estandar al promedio, 
expresado en porcentaje. Su f6nnula es: 
V =a/x .100 n >= 30 (2.15) 
V = SIx. 100 n < 30 (2.15.a) 
EI coeficiente de variaci6n indica, en forma aproximada, como es la distribuci6n de frecuencias de 
los datos observado', Si V es alta (mayor al 25%) los datos estan muy alejados del promedio, 0 el 
control de calidad de la variable medida es pobre. Si V es bajo (menor al 5%) los datos se 
acercan mucho al promedio y el control de caUdad es excelente. Sin embargo, muchas 
especificaciones de materiales no utilizan actualmente el coeficiente de variaci6n para analizar los 
resultados de un control de calidad, ya que este parametro esta muy infiuenciado por la media de 
la muestra. En el caso del honnig6n, se da un ejemplo tipico; a medida que crece la resistencia 
promedio del material, manteniendo una misma dispersi6n disminuye el coeficiente de variaci6n, 
10 que nos lIeva a la conclusi6n err6nea de que los hormigones de alta resistencia son de mejor 
calidad que los otros hormigones. Ejemplo similar con el acero, las maderas y los prefabricados. 
En el Ejemplo 1 se obtiene un V=3.80% indicandonos un control de caUdad excelente en los datos 
analizados. 
2.2.3.3. Medidas de Asimetria 
Estas medidas indican la forma que toma la distribuci6n de frecuencias de los datos observados, 
son basicamente el coeficiente de asimetria g1 (Skewness) y el coeficiente de apuntamiento g2 
(Kurtosis). 
Coeficiente de Asimetria (g1) (Skwness): Tambien conocido como coeficiente de sesgo, se 
define como el tercer momento promedio respecto de la media. Este valor nos proporciona una 
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medida del grado de asimetria de los datos respecto de la media y se calcula por medio de la 
f6rmula: 
(2.16) 
EI valor de g1 es positivo cuanda el histograma tienecala mas larga a la derecha. Si par el 
contrario tiene cola mas larga a la izquierda g1 es negativo. Si existe simetria la medida de 
asimetria es cero, pero si g1 es cera, el histagrama na necesariamente es simetrico. 
91> 0 ley Nannal 91 <: 0 
Figura 2.5 Interpretacion Grafica del Coeficiente de Sesgo g1 
Coeficiente de Apuntamiento (92) (Kurtosis): Este coeficiente esta relacionado con la forma 
puntiaguda 0 achatada del histograma. y se define como el cuarto momento respecto a la media, 
la f6rmula es: 
(2.17) 
Este coeficiente es igual a .3.0 para una distribuci6n normal. Si (g2-3.0) es positiva, la distribuci6n 
a el histograma de los datos es puntiagudo; si (g2-3.0) es negativo, el histograma es achatado. 
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(g2 - 3.0) > 0 (g2 - 3,0) = 0 (g2 - 3.0) < 0 
Figura 2.6 Interpretacion Grafica del Coeficiente de Apuntamiento g2 
Tabla 1. Resumen de las Medidas Estadisticas Basicas para el Analisis de Datos u 
Observaciones 
A) Medidas de Tendencia Central 
-Media aritmetica =x . = (1/n) (}.: Xi) 
,:;;, Mediana = Me 
Moda = Mo 
" 
Media geometrica =G = (X1 . X2 : X3 .......... Xn)1ln 
Media arm6nica =H = n/(}.: 11Xi) 
Raiz media cuadratica = R.M.C. = [(}.: Xi2)/npl2 
B) Medidas de Dispersi6n 
Rango =R = Xmaximo - Xmlnimo 
Desviacion media = D.M = [L(Xi - x)]/n 
Desviacion estandar =0 = {[L(Xi - x):!]/n}112 
Varianza =& = [L(Xi • x):!]/n 
Coeficiente de variaci6n =V = (o/x) . 100 
C) Medidas de Asimetria 
Coeficiente de sesgo =g1 = (1/n) (}.: (Xi - X)3) (1/03) 
Coeficiente de apuntamiento = g2 =(1/n) (}.: (Xi • X)4) (1/if) 
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2.2.4. Calculo de Errores 
Toda lectura 0 dato va acompaiiada de errores. por 10 que es necesario conocer el orden de error 
que se liene, tanto individualmente como en una distribuci6n y comparar el valor leido contra el 
valor real 0 verdadero. Se define 4 tipos de errores en los calculos de datos estadisticos: Sea x 
media de valores observados. y la media de los valores reales 0 patrones, n=numero de 
observaciones. Se tiene entonces: 
Error de la Media = EM = I i -yI (2.18) 
Error Absoluto de la Media = !:AM =(II Xi - Yi D/n (2.19) 
Error Cuadratico Medio = ECM = [I(Xi - Yi)2]/n (2.20) 
Error de la Raiz Media Cuadratica = ERMC ={[I(Xi - Yi)2]/n}112 (2.21) 
Ejemplo 4: Los siguientes son los resultados de resistencia a la compresi6n de una clase de 
~ hormig6n realizados como control de recepcion en una obra local. Los resultados representan el 
promedio de 2 ensayos evaluados a 28 dras segun las normas correspondientes. 
1 - 375 19 - 385 37 - 386 55 - 375 73 - 400 91 - 308 
2 - 370 20 - 363 38 - 380 56 - 322 74 - 320 92·370 
3·356 21 - 390 39 - 333 57 - 378 75 - 347 93 - 314 
4 - 414 22 - 365 40 - 344 58 - 375 76 - 320 94 - 381 
5·353 23·331 41 ·378 59 - 369 77 - 330 95 - 311 
6 - 370 24 - 359 42 - 321 60·387 78 - 407 96 - 336 
7·406 25 - 380 43 - 359 61 - 392 79·406 97·353 
8 - 392 26 - 334 44·332 62·370 80·355 98·369 
9·406 27 - 331 45·387 63·376 81 ·297 99 - 376 
10·364 28·316 46·359 64·387 82·308 100 - 392 
11 - 325 29·380 47·325 65 - 409 83 - 333 101-364 
12·384 30·312 48·339 66·325 84 - 378 102 - 392 
13·348 31 ·296 49 - 351 67 - 414 85 - 328 103 - 392 
.~ 
@ 
:"4 
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14 - 339 32 - 392 50 - 378 68 - 414 86 - 350 104-392 
15 - 387 33 - 394 51 - 330 69 - 400 87 - 358 105 - 378 
16 - 382 34 - 353 52 - 344 70 - 376 88 - 320 106 - 394 
17 - 379 35 - 364 53 - 319 71 - 370 89 - 325 107 - 364 
18 - 350 36 - 364 54 - 334 72 - 364 90 - 320 
Analizar graficamente y numericamente los datos observados segun 10 que se estudi6 en este 
Capitulo. 
Soluci6n: EI n(imero de datos disponibles es de n=107. EI valor maximo de la variable analizada 
es Xmax=414Kgf/cm2 y el Xmin=296Kgf/cm2• 
EI rango: R=414 - 296 = 118Kgf/cm2• 
Aplicando la ecuaci6n 2.1, el n(imero de intervalos de clase es: 
K = 1 + 3.3 Log (107) =-7.7:: 8.0' 
Se tomaran 8 intervalos de clase. Por tanto, ¢=118/8=14.75:: 15 * 
Clase Limites de la Variable Punto Medio Frecuencia Frecuencia Frecuencia Frecuencia 
Min Max Absoluta Relativa Absoluta Relativa 
Acumulada Acumulada 
0 295 0 0.0000 0 0.0000 
1 295 310 302.5 4 0.0374 4 0.0374 
2 310 325 317.5 15 0.1402 19 0.1776 
3 325 340 332.5 13 0.1215 32 0.2991 
4 340 355 347.5 11 0.1028 43 0.4019 
5 355 370 362.5 20 0.1869 63 0.5888 
6 370 385 377.5 19 0.1776 82 0.7664 
7 385 400 392.5 17 0.1589 99 0.9252 
8 400 415 407.5 8 0.0748 107 1.0000 
415 Superior 0 0.0000 107 1.0000 
* Para no variar el numero de intervalos, variemos el rango en 8x15=120, modificando el Xmax=415 
y el Xmin=295. 
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A continuaci6n se dibuja el histograma de frecuencia. Figura 2.7. observando los siguientes 

aspectos: 

1) La distribuci6n no es simetrica y se asemeja mas a un histograma bimodal. 

2) Hay tendencia a presentar cola al lado izquierdo del histograma. 10 que nos indica previa mente 

que su coeficiente de sesgo es negativo. 
3) La forma del histograma es achatada por 10 que el coeficiente de apuntamiento es menor que 
3.0. 
20 
18 
16 
14 
Frecuencia ~~ 
Absoluta 8 
6 
2 
4+----1 
o~--~-+------~-----+------~----~------~----~----~ 
302.5 317.5 332.5 347.5 362.5', 377.5 392.5 407.5 
Medidas 
Figura 2.7 Histograma del Ejemplo 4 
Veamos ahora los resultados del calculo numerico: 
A) Medidas de Tendencia Central 
Media Aritmetica = 360.74 Kgf/cm2 
Mediana = 364 Kgf/cm2 
Moda = 392 Kgf/cm2 
. 

Se concluye que: Moda=392 > Mediana=364 > Media=361. por 10 que se tiene una distribuci6n en 
cola a la izquierda. Ver Figura 2.4. 
I­
I 
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Las otras medidas de tendencia central (media geometrica. media arm6nica y raiz media 
cuadratica) nos son importantes en est os analisis de materiales. 
b) Medidas de Dispersi6n: 
Rango =414-296=118 Kgf/cm2 
Desviacion Media = 0.0283 
DesviaCi6n Estandar = 29.68 Kgf/cm2 
Varianza = 881.1 
Coeficiente de Variacion =8.23% 
Desde el punto de vista practico las medidas de dispersi6n mas importantes son la desviaci6n 
estandar y el coeficiente de variaci6n. Segun los resultados anteriores la serie estadistica, que 
tiene un promedio de 361 Kgflcm2, se desvia a ambos lados del promedio concentrando 
aproximadamente el 68.1% de los valores entre 331 y 391Kgf/cm2 (suponiendo distribucion 
simetrica y acampanada, aproximaci6n que en la mayoria de los calculos de materiales es valida). 
EI coeficiente de variaci6n obtenido refleja un control bueno en la variabilidad de los resultados, 
sin embargo, esto no significa que el material cumpla las especificaciones de un codigo de 
construcci6n, tema que se debe explicar en otro Capitulo. 
c) Medidas de Asimetria: 
Coeficiente de Sesgo = -0.22 ==> Cola a la izquierda del histograma 
Coeficiente de Apuntamiento =20.5 < 3.0 ==> Histograma aplanado 
Las medidas de asimetria confirman por 10 tanto 10 mostrado en la FIgura 2.7. 
.~ 
~ 
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Ejemplo 5: Durante el control de recepci6n de acero corrugado grado 60 para una obra en 
construcci6n, se obtuvieron los siguientes resultados de la resistencia a la tracci6n en f1uencia del 
material, fy. Analizar con los parametros estadisticos basicos el comportamiento grafico y 
numenco de los datos observados. Los ensayos siguen las nonnas ICONTEC no. 2. 
1 - 4076 Kgf/cm 2 11 - 4468 Kgf/cm2 21 - 4470 Kgf/cm2 
2 - 4165 Kgf/cm 2 12 - 4743 Kgf/cm2 22 - 4230 Kgf/cm2 
3 - 3737 Kgf/cm2 ' 13 - 4829 Kgf/cm2 23 - 4900 Kgf/cm2 
4 - 3873 Kgf/cm2 14 - 5000 Kgf/cm2 
5 - 3964 Kgf/cm 2 15 - 4264 Kgflcm2 24 - 4784 Kgf/cm2 
6 - 4242 Kgf/cm2 16 - 4483 Kgf/cm2 25 - 4857 Kgf/cm2 
7 - 4271 Kgf/cm2 17 - 4698 Kgf/cm2 26 - 4833 Kgf/cm2 
8 - 4566 Kgf/cm 2 18 - 4945 Kgf/cm2, 27 - 4276 Kgf/cm 2 
9 - 4625 Kgf/cm 2 19 - 4918 Kgf/cm 2 28 - 4443 Kgf/cm2 
10 - 4514 Kgf/cm 2 20 - 4720 Kgf/cm2 29 -'4576 Kgf/cm2 
30 - 4590 Kgf/cm 2 31 - 4880 Kgf/cm2 32 - 4720 Kgf/cm2 
33 - 5060 Kgf/cm2 34 - 5230 Kgf/cm2 35 - 5050 Kgf/cm2 
Soluci6n: EI numero de datos disponibles es n=36 ==> 
a) Analisis grafico de los datos observados. 
Numero de Intervalos = 1 + 3.3 Log (36) = 6.13 == 6 
Xmax = 5230 Xmin = 3737 ==> R = 1493 
¢ = 1493/6 = 248.83 
Redondeando a 250, se tiene: Rango = 250 x 6 = 1500 ==> Xmax = 3730 Y X min = 5230 
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Clase 
1 
2 
3 
4 
5 
6 
9 
II 
7 
6 
Frecuencia 5 
Absoluta 4 
3 
2 
1 
0 
limites de la Variable Punto Medio Frecuencia 
Min Max Absoluta 
Inferior a 3730 0 
3730 3980 3855 3 
3980 4230 4105 3 
4230 4480 4355 8 
4480 4730 4605 9 
4730 4980 44855 9 
4980 5230 5105 4 
Superior a 5230 0 
Frecuencia Frecuencla 
Relativa Absoluta 
Acumulada 
0.0000 0 
0.0833 3 
0.0833 6 
0.2222 14 
0.2500 23 
0.2500 32 
0.1111 36 
0.0000 36 
Frecuencia 
Relativa 
Acumulada 
0 
0.0833 
0.1667 
0.3889 
0.6389 
0.8889 
1.0000 
1.0000 
3855 4105 4355 4605 4855 5105 
Medidas 
del analisis del histograma se concluye: 
1. 	 La distribuci6n no es simetrica y presenta sesgo a la izquierda bien pronunciado. 
2. 	 La forma del histograma es achatada con tendencia a presentar un coeficiente de apuntamiento 
menor que 3.0. 
3. 	 Hay mayor tendencia a presentar altos valores de la variable ya que la mayor parte de los 
datos se acumulan a la derecha del histograma. 
b) Analisis numerico de los datos observados. 
Media Aritmetica = 4565 Kgf/cm2 

Mediana = 4583 Kgf/cm2 
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Moda = 4720 Kgf/cm2 
Se concluye que la moda > mediana > Media ==> histograma en cola a la izquierda. 
Desviaci6n Estandar = 357 Kgf/cm2 
Varianza = 127241 
Coeficiente de Variacion = 7.8% 
Coeficiente de Asimetrfa = -0.36 < 0 ===> Curva con cola a la izquierda. 
Coeficiente de Apuntamiento = 2.37 < 3.0 ===> Curva aplanada. 
Los resultados numericos indican efectivamente un comportamiento aritmetico de los datos, pero a 
su vez un buen comportamiento estadfstico ya que la relaci6n desviacion tfpica-promedio indica 
un valor bajo para la variable estudiada. Por 10 general, en productos manufacturados en plantas 
industriales la desviaci6n estandar es baja y por ende el coeficiente de variaci6n es menor que 
10%. 
Ejemplo 6: En una planta productora de estructuras en madera se lIev6 a cabo un plan de ensayo 
y muestreo del material abarco utilizado como elemento portante estructural. Los ensayos se 
realizan sobre modelos reducidos, Iibres de defecto, utilizando la prueba de flexion estatica segun 
norma ICONTEC 663. Los resultados indican el modelo de rotura del material. 
1 - 632 Kgf/cm2 5 • 780 Kgf/cm2 9 - 750 Kgf/cm2 13 - 854 Kgf/cm 2 
2 - 706 Kgf/cm2 6 - 751 Kgflcm2 10 - 691 Kgf/cm2 14 - 780 Kgf/cm2 
3 - 662 Kgf/cm2 7 - 721 Kgf/cm2 11 - 654 Kgflcm2 15 - 825 Kgf/cm2 
4 - 677 Kgf/cm2 8 - 899 Kgf/cm2 12 - 697 Kgf/cm2 16 - 773 Kgf/cm2 
17 - 705 Kgf/cm2 23 - 828 Kgf/cm2 29 - 862 Kgflcm2 35 - 690 Kgf/cm2 
18 - 758 Kgf/cm2 24·811 Kgf/cm2 30 - 733 Kgf/cm2 36 - 695 Kgf/cm2 
19 - 832 Kgf/cm2 25 - 793 Kgf/cm2 31 - 717 Kgf/cm2 37 - 734 Kgf/cm2 
20 • 803 Kgf/cm2 26 - 877 Kgf/cm2 32 - 748 Kgf/cm2 38 - 739 Kgf/cm2 
21 - 774 Kgf/cm2 27 - 929 Kgf/cm2 33 - 884 Kgf/cm2 39 - 788 Kgf/cm2 
31 
22 - 782 Kgf/cm2 28 - 773 Kgf/cm2 34 - 754 Kgf/cm2 40 - 803 Kgf/cm2 
Soluci6n: EI numero de datos disponibles es n=36 ==> 
a) Analisis grafico de los datos observados. 
Numero de Intervafos = 1 + 3.3 Log (40) = 6.3 == 6 

Xmax = 929 Kgf/cm2 Xmin = 632 Kgf/cm2 ==> R = 297 Kgf/cm2 
¢ =297/6 = 49.5 
Redondeando a 50, se tiene: Rango =300 Kgf/cm2 
Para la elaboraci6n del histograma Xmin = 630 Y Xmax = 930 

Clase limites de la Variable 
Min Max 
Inferior a 630 

~ 1 630 680 

2 680 730 

3 730 780
~ 
4 780 830 

5 830 880 

6 880 930 

Superior a 930 

14 

12 

10 

8
Frecuencia 
Absoluta 6 

4 

2 

0 

Punto Medio Frecuencia Frecuencia Frecuencia Frecuencia 

Absoluta Relativa Absoluta Relatlva 

Acumulada Acumulada 

a 0.0000 a 0.0000 

655 4 0.1000 4 0.1000 

705 8 0.200'0 12 0.3000 

755 13 ·0.3250 25 0.6250 

805 8 0.2000 33 0.8250 

855 4 0.1000 37 0.9250 

905 3 0.0750 40 1.0000 

0 0.0000 40 1.0000 

655 705 755 805 855 905 

Medidas 
Del analisis del histograma se concluye: 
1. EI grafico presenta un histograma aritmetico contendencia de sesgo 0 cola a la derecha. 
32 
2. Adicionalmente, 	es de forma puntiaguda con mayor tendencia a concentrar los datos al 
promedio. 
c) Analisis numerico de los datos: 
Media Aritmetica =766.60 Kgf/cm2 
Mediana = 765.50 Kgf/cm2 
Moda = 780.00 Kgf/cm2 
Los resultados revelan en forma aproximada que la media = mediana, pero la moda es un poco 
mayor. Se concluye por este analisis de los valores centrales que se puede asumir grBfica 
simetrica para los calculos. 
Desviaci6n Estandar = 70.16 

Varianza =4922 

Coeficiente de Variaci6n = 9.15% 

Coeficiente de Asimetria = 0.28 < 0 ==> Histograma con sesgo a la derecha. 

Coeficiente de Apuntamiento = 2.44 < 3.0 ==> histograma aplanado. 
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3. DISTRIBUCIONES DE FRECUENCIA 
3.1. GENERALIDADES 
Las distribuciones de frecuencia 0 tambh~n Uamados modelos probabilisticos de variables 
aleatorias, son las herramientas mas usadas por la ingenieria cuando se quiere representar un 
fenomeno fisico mediante un modelo matematico simple. La investigacion y experimentacion en 
el area. han concluido que solo los valares numericos de un modelo difieren de aplicacion a 
aplicacion y. por 10 tanto, las variables aleatorias de interes tienen distribuciones que pueden 
derivarse y estudiarse independientemente de la aplicacion especifica. Estas distribuciones son 
tan comunes que en la practica se les ha dado nombres especiales y se han tabulado y 
programado para facilitar su uso. 
Estas distribuciones se han adoptado a muchos fen6menos por facilidad de calculo. a pesar de 
que los datos observados sugieran que esta no es la mas adecuada. De por si es conveniente 
disponer de una funci6n matematica simple para describir una variable, y este es uno de los 
objetivos basicos del presente texto. Las distribuciones que mas adelante se estudiaran en este 
capitulo son los que el ingeniero frecuentemente usa en la practica, su utilizacion ha sido tan 
difundida y aplicada que como se dijo anteriormente. estan tabuladas y programadas en la 
< literatura te6rica. Con base en 10 anterior. la selecci6n de una distribucion u otra se basa en la 
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comparacion del histograma de datos (visto en el capitulo anterior) con funci6n de la distribuci6n 
de frecuencia 0 F.D.P (Funcion de Densidad de Probabilidades) de la variable. 
Las distribuciones de frecuencia generalmente expresan Ja probabilidad en funci6n del area bajo la 
curva con respecto a un eje horizontal X. Las mas usuales en el campo del control de calidad de 
los materiales son: la ley Normal 0 de Gauss-Laplace, la ley t-Student 0 de Gosset y la ley Log­
Normal. En los temas siguientes se estudiaran en forma aplicada estas distribuciones de 
frecuencia. 
3.2. DEFINICIONES 
Es importante recordar las siguientes defiruciones antes de iniciar el estudio del capitulo. 
3.2.1. Probabilidad 
Se define como la razon del numero de eventos favorables al numero de eventos posibles, 
suponiendo que todos los casos estan en numero finito y son igualmente posibles. Por ejemplo, la 
probabilidad de extraer una bola blanca de una urna donde hay 20 bolas de corores diferentes, de 
las cuales 5 son blancas, sera de 5/20. De esta forma se ha materializado en un numero exacto la 
probabilidad de un evento. Esta definicion no es aplicable si el numero de eventos es infinito, para 
este caso no se define la probabilidad como la razoh de dos grupos 0 conjuntos, de los cuales el 
primero representa la medida del conjunto favorable al hecho cuya probabilidad se intenta 
calcular, y el segundo la medida del conjunto total de probabilidades. 
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3.2.2. Variable Aleatoria 
Una cantidad X, es lIamada variable aleatoria si puede tomar un cierto numero de valores 
(pudiendo estar comprendidos entre ciertos Hmites) a los cuales corresponde una cierta 
probabilidad. EI conjunto de los valores tornados y de sus probabilidades constituye la ley de 
probabilidad de X. La variable aleatoria puede tener un campo de variaci6n continua 0 
discontinua. 
3.3. REPRESENTACION DE UNA DISTRIBUCION DE FRECUENCIAS 
Con el fin de poder interpretar los resultados de un muestreo, es necesario referirse a una ley de 
estadistica conocida. Es posible pasar qe la frecuencia experimental a la frecuencia te6rica 0 
probabilidad; veamos el siguiente ejemplo: Sea una urna que contenga una cantidad N de bolas de 
diferentes colores, y sea P la probabilidad desconocida de sacar una bola blanca. Bernoulli ha 
demostrado que P pod ria ser apreciado a partir de una muestra de N1 bolas sacadas al azar de 
una urna. Si esta muestra contiene S1 bolas blancas, la frecuencia relativa de esta sera 
X=(S1/N1). Se demuestra que cuando N1 tiende a N, la frecuencia relativa tiende a P. lIevando 
sobre un grafico los valores tornados para X en las absisas y los % de las frecuencias en escalera. 
Si los valores de X son continuos y las ordenadas estan agrupadas segun las probabilidades 
correspondientes, se obtiene la curva de distribuci6n de X. Ella da la probabilidad elemental 
f(x).dx para que X este comprendida entre x y (x+dx). La curva integral que se deduce se llama 
curva de repartici6n de X. 
Es tal que a un valor de X corresponde en ordenadas F(x). Se tiene por tanto: 
F(x) = Probabi/idad de tener X < x en donde 
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x = Variable Aleatoria 

x = Cierto valor dado 

F(x) es igual al area situada entre el eje de las abscisas y la curva de distribuci6n de X, y 
comprendida entre -00 y x. 
F(x) se denomina funci6n de densidad de probabilidades 0 funci6n de repartici6n. Esta 
comprendida entre 0 y 1. La ftgura 3.1 esquematiza estas nociones. 
3.4. LEY DE LAPLACE-GAUSS. DISTRIBUCION NORMAL 
3.4.1. Conceptos Generales 
A principios del Siglo XIX, K.F. Gauss y P.S. Laplace, iniciaron Ja aplicaci6n de la curva de errores 
o distribuci6n normal, tam bien denominada Campana de Gauss, indicando la forma que 
adoptaban los procesos naturales. Posteriormente, surgi6 la idea de que casi todos los fen6menos 
biol6gicos, alturas, pesos, inteligencia y otros pueden describirse por medio de curvas de esta 
forma. 
f(xl 
Probabilidades 
x 
0.8 
0.6 . 
0.4/21
--'----70~~------~. x 
a) Diagrama de Frecuencias b) Cueva de Distribuci6n de x c) Cueva de Reparticion de)( 
Figura 3.1. Significado de la Curva de Probabilidades 
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La funci6n normal es la distribuci6n de frecuencias mas usada en estadistica. La aparici6n fisica 
es la de una curva simetrica en forma de campana que se extiende aSint6ticamente hacia et 
infinito en ambas direcciones, positiva y negativa. 
3.4.2. Definicion 
Se demuestra que una variable aleatoria X que sigue la ley de Laplace-Gauss, en una dimensi6n 
(ya que existe la ley multivariable normal) tiene una funci6n de densidad de probabilidades iguat a: 
f(x) =1/(0'.(2n:)112) exp [-(Xi - xf/(20'2)] (3.1 ) 
En donde 0': Desviaci6n tipica de los datos 
Xi: Valor del dato i 
x: Promedio de los datos 
Efectuando un cambio de variable, para centrar la funci6n se tiene con: z = (Xi - x)/O' 
f(z) = 1/(2n:)112 exp (-z2/2) (3.2) 
que se conoce como distribuci6n normal estandar y es tabulada en la mayo ria de los libros de 
estadistica. 
La forma de curva viene dada por Ja Figura 3.2. Es una curva continua, simetrica; su maximo 
corresponde a la media aritmetica y te6ricamente se extiende hacia et infinito en los dos sentidos. 
EI punto de inflexion tiene por absisa la desviaci6n estandar. EI area comprendida entre la curva y 
dos IIneas verticales que pasen por dos puntos del eje de las absisas de la proporci6n del numero 
total de observaciones comprendidas entre estes dos puntos. 
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ry =f(Z) 
I j, I 
I O.O~401 I 
,.............. 1·.·.·.·.·.·.·.·.·.·.·.·.·.·.1'.:·.·.·:.·.·.~·;~9.~~:.·.·.·.·.·.·.·.·r.·.·.·.·.·.·.·.·.·.·.·J:.............j 
------~I.----~i-~---+}----~---+I~----~dur--~I~?~~~-- Z 
3~ I 1 J . 
II • I I,'". Area = 68.2% 'It.1 !I ~ '1!1 
Area =95.4% ~ I ~ 
I I 
I 
Area =99.7% >l 
EI 68% de las observaciones se situan en menDs de una d~sviaci6n estandar, a uno y a otro lado 
de la media; el 95% se situan a menDs de dos desviaciones estandar y el 99.7%a menDs de tres 
desviaciones. Des esta forma casi la totalidad de las observaciones se situan en un intervalo de 
-30' Y 30'. 
La curva esta enteramente determinada por el conocimiento de los dos para metros siguientes ya 
estudiados: 
x = Media Aritmetica 
a = Desviaci6n Estandar 
Muchos resultados de ensayos mecanicos siguen leyes similares a la distribuci6n normal; pero no 
debe admitirse a priori que todas las distribuciones encontradas son Gaussianas. Existen varios 
metodos en la literatura tecnica que permiten evaluar 0 verificar si la,distribuci6n es normal; 
: . 
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veamos uno de estos metodos conocido como la prueba?<: de Pearson. EI metodo consiste en 
evaluar el coeficiente-X: dado por la f6rmula: 
k 

~ (Ni - N.pi)2 

2 i=1
X =------­
N.pi (3.3) 
en donde: 
Ni = Frecuencia observada sobre la variable 
Pi = Probabilidad te6rica correspondiente ala ecuaci6n (3.1) 6 (3.2.) 
N = Numero total de observaciones 
Existen cuadros preparados por Pearson que dan los valores te6ricos de'X: con diferentes rangos 
de probabilidad. En la Tabla 3.1 se dan para una probabilidad de 0.05. 
Finalmente, si el Ie calculado es superior al ~ de la tabla, la hip6tesis de distribuci6n Gaussiana 
es err6nea. 
Tabla 3.1. Valores del coeficiente chi-cuadrado ~ para diferentes probabilidades 
5 
10 
15 
20 
25 
30 
40 

u 
a 
0.995 0.99 0.975 0.95 0.05 0.025 0.01 0.005 
1 0.04393 0.03157 0.03982 0.02393 3.841 5.024 6.635 7.879 
2 0.0100 0.0201 0.0506 0.103 5.991 7.378 9.210 10.597 
3 0.0717 0.115 0.216 0.352 7.815 9.348 11.345 12.838 
4 0.207 0.297 0.484 0.711 9.488 11.143 13.277 14.860 
0.412 0.554 0.831 1.145 11.070 12.832 15.086 16.750 
6 0.676 0.872 1.237 1.635 12.592 14.449 16.812 18.548 
7 0.989 1.239 1.690 2.167 14.067 16.013 18.475 20.278 
8 1.344 1.646 2.180 2.733 15.507 17.535 20.090 21.955 
9 1.735 2.088 2.700 3.325 16.919 19.023 21.666 23.589 
2.156 2.558 3.247 3.940 18.307 20.483 23.209 25.188 
11 2.603 3.053 3.816 4.575 19.675 21.920 24.725 26.757 
12 3.074 3.571 4.404 5.226 21.026 23.337 26.217 28.300 
13 3.565 4.107 5.009 . 5.892 22.362 24.736 
.. 
27.688 29.819 
14 4.075 4.660 5.629 6.571 23.685 26.119 29.141 31.319 
4.601 5.229 6.262 7.261 24.996 27.488 30.578 32.801 
16 5.142 5.812 6.908· 7.962 26.296 28.845 32.000 34.267 
17 5.697 6.408 7.564 8.672 27.587 30.191 33.409 35.718 
18 6.265 7.015 8.231 9.390 28.869 31.526 34.805 37.156 
19 6.844 7.633 8.907 10.117 30.144 32.852 36.191 38.582 
7.434 8.260 9.591 10.851 31.410 34.170 37.566 39.997 
21 8.034 8.897 10.283 11.591 32.671 35.479 38.932 41.401 
22 8.643 9.542 10.982 12.338 33.924 36.781 40.289 42.796 
23 9.260 10.196 11.689 13.091 35.172 38.076 41.638 44.181 
24 9.886 10.856 12.401 13.848 36.415 39.364 42.980 45.558 
10.520 11.524 13.120 14.611 37.652 40.646 44.314 46.928 
26 11.160 12.198 13.844 15.379 38.885 41.923 45.642 48.290 
27 11.808 12.879 14.573 16.151 40.113 43.194 46.963 49.645 
28 12.461 13.565 15.308 16.928 41.337 44.461 48.278 50.993 
29 13.121 14.256 16.047 17.708 42.557 45.722 49.588 52.336 
13.787 14.953 16.791 18.493 43.773 46.979 50.892 53.672 
~ 
~ 
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Ejemplo 3.1.: Evaluar si el muestreo del Ejemplo 4 es Gaussiano 0 no utilizando el coeficiente X2 
de Pearson. 
Soluci6n: Tomando los datos de la tabla de frecuencias del ejemplo se tiene: 
Valor Central frecuencia Z= f(z)= N.Pi= 
de Cada Clase (f) I (Xi - x) Ila PI fxNxElS X:li 
302.5 4 1.95 0.060 3.19 0.207 
317.5 15 1.45 0.139 7.46 7.622 
332.5 13 0.95 0.254 13.59 0.026 
347.5 11 0.45 0.360 12.29 3.561 
362.5 20 0.05 0.398 21.32 0.081 
377.5 19 0.55 0.343 18.35 0.023 
392.5 17 1.05 0.230 12.30 1.797 
407.5 8 1.55 . 0.120 .. 6.42 0.388 
107 X2= 13.705 
EI intervalo de clase £=15, N=107, x=361, a=30 
EI numero de grados de libertad a tomar sera igual al numero de intervalos de clase menos 3 ya 
que se conoce N, x, y a ==> de la Tabla 3.1 se obtiene un valor de X2; para 8-3=5 grados de 
libertad, de 11.07 el cual es inferior al obtenido de 13.71. Se concluye que la distribuci6n no 
puede considerarse Gaussiana. 
AI realizar los Ejemplos 5 y 6, se concluye que ambas distribuciones se pueden asumir como 
Gaussianas ya que el coeficiente X2 es menor que el observado en la Tabla 3.1. 
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3.4.3. Aplicaciones en Control de Calidad 
En la literatura la distribuci6n normal esta extensamente tabulada. Este trabajo se simplifica si se 
tabula la distribuci6n normal estandar. Para determinar, por ejemplo, la probabilidad de que una 
variable aleatoria normal se encuentre en un intervalo a, b, se requiere evaJuar la integral de Fx(x) 
sobre el intervalo especificado. 
Por ejemplo, cual es la probabilidad de que la resistencia de un acero de refuerzo en f1uencia de 
menor que 4200 Kgf/cm2; si los resultados de laboratorio indican una media de 4565Kgf/cm2 y una 
desviaci6n estandar de 357 Kgf/cm2 ? Veamos como queda la funci6n: 
f4200 Fx(x) = 1/(357 • (27tr"1. ore exp [-1/2 (x - 4565)/357]2 dx 
Evaluemos z =(4200 - 4565)/357 =-1.022 
===> Fx(x) =Fz{-1.022) 
1.022 
z2f2 du===> Fx(x) =1/{27tfl2 , e-f-ore 
EI valor negativo indica que esta al lado izquierdo de la campana. De la Tabla 3.2 se encuentra: 
Fx(x) =0.1539 
Es decir, existe un 15.39% de probabilidades de esperar resultados de resistencia menores de 
4200 Kgf/cm2. 
En el caso del Ejemplo 4, cual seria la probabilidad de que la resistencia del hormig6n a 
compresi6n fuere menor a 315 Kgf/cm2 ? 
Z = (315 - 361)/30 =-1.533 ===> Fx(x) =0.063 
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La probabilidad seria del 6.3%, alta segun los c6digos de construcci6n. 
Tabla 3.2. Areas Bajo la Curva Nonnal 
z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 
-3.4 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0002 
-3.3 0.0005 0.0005 0.0005 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 0.0003 
-3.2 0.0007 0.0007 0.0006 0.0006 0.0006' 0.0006 0.0006 0.0005 0.0005 0.0005 
-3.1 0.0010 0.0009 0.0009 0.0009 0.0008 0.0008 o.oboe 0.0008 0.0007 0.0007 
-3.0 0.0013 0.0013 0.0013 0.0012 0.0012 0.0011 0.0011 0.0011 0.0010 0.0010 
-2.9 0.0019 0.0018 0.0017 0.0017 0.0016 0.0016 0.0015 0.0015 0.0014 0.0014 
-2.8 0.0026 0.0025 0.0024 0.0023 0.0023 0.0022 0.0021 0.0021 0.0020 0.0019 
-2.7 0.0035 0.0034 0.0033 0.0032 0.0031 0.0030 0.0029 0.0028 0.0027 0.0026 
-2.6 0.0047 0.0045 0.0044 0.0043 0.0041 0.0040 0.0039 0.0038 0.0037 0.0036 
-2.5 0.0062 0.0060 0.0059 0.0057 0.0055 0.0054 0.0052 0.0051 0.0049 0.0048 
-2.4 0.0082 0.0080 0.0078 0.0075 0.0073 0.0071 0.0069 0.0068 0.0066 0.0064 
-2.3 0.0107 0.0104 0.0102 0.0099 0.0096 0.0094 0.0091 0.0089 0.0067 0.0084 
-2.2 0.0139 0.0136 0.032 0.0129 0.0125 0.0122 0.0119 0.0116 0.0113 0.0110 
-2.1 0.0179 0.0174 0.0170 0.0166 0.0162 0.0158 0.0154 0.0150 0.0146 0.0143 
-2.0 0.0228 0.0222 0.0217 0.0212 0.0207 0.0202 0.0197 0.0192 0.0188 0.0183 
-1.9 0.0287 0,0281 0.0274 0.0268 0.0262 0,0256 0.0250 0.0244 0.0239 0.0233 
-1.8 0.0359 0.0352 0.0344 0.0336 0.0329 0.0322 0.0314 0.0307 0.0301 0.0294 
-1.7 0.0446 0.0436 0.0427 0.0418 0.0409 0.0401 0.0392 0.0384 0.0375 0.0367 
-1.6 0.0548 0.0537 0.0526 0.0516 0.0505 0.0495 0.0485 0.0475 0.0465 0.0455 
-1.5 0.0668 0.0655 0.0643 0.0630 0.0618 0.0606 0.0594 0.0582 0,0571 0.0559 
-1.4 0.0808 0.0793 0.0778 0.0764 0.0749 0.0735 0.0722 0.0708 0.0694 0.0681 
-1.3 0.0968 0.0951 0.0934 0.0918 0.0901 0.0885 0.0869 0.0853 0.0838 0.0823 
-1.2 0.1151 0.1131 0.1112 0.1093 0.1075 0.1056 0.1038 0.1020 0.1003 0.1985 
-1.1 0.1357 0.1335 0.1314 0.1292 0.1271 0.1251 0.1230 0.1210 0.1190 0.1170 
-1.0 0.1587 0,1562 0.1539 0.1515 0.1492 0.1469 0.1446 0.1423 0.1401 0.1319 
-0.9 0.1841 0.1814 0.1788 0.1762 0.1736 0.1711 0.1685 0.1660 0.1635 0.1611 
-0.8 0.2119 0.2090 0.2061 0.2033 0.2005 0.1977 0.1949 0.1922 0.1894 0.1867 
-0.7 0.2420 0.2389 0.2358 0.2327 0.2296 0.2266 0.2236 0.2206 0.2177 0.2142 
-0.6 0.2743 0.2709 0.2676 0.2643 0.2611 0.2576 0.2546 0.2514 0.2483 0.2451 
-0.5 0.3085 0.3050 0.3015 0.2981 0.2946 0.2912 0.2877 0.2843 0.2810 0.2776 
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z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 
-0.4 0.3446 0.3409 0.3372 0.3336 0.3300 0.3264 0.3228 0.3192 0.3156 0.3121 
-0.3 0.3821 . 0.3783 0.3745 0.3707 0.3669 0.3632 0.3594 0.3557 0.3520 0.3483 
-0.2 0.4207 0.4168 0.4129 0.4090 0.4052 0.4013 0.3974 0.3936 0.3897 0.3859 
-0.1 0.4602 0.4562 0.4522 0.4483 0.4443 0.4404 0.4364 0.4325 0.4286 0.4247 
-0.0 0.5000 0.4960 0.4920 0.4880 0.4840 0.4801 0.4761 0.4721 0.4681 0.4641 
0.0 0.5000 0.5040 0.5080 0.5120 0.5160 0.5199 0.5339 0.5279 0.5319 0.5359 
0.1 0.5398 0.5438 0.5478 0.5517 0.5557 0.5596 0.5636 0.5675 0.5714 0.5753 
0.2 0.5793 0.5832 0.5871 0.5910 0.5948 0.5987 0.6026 0.6064 0.6103 0.6141 
0.3 0.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.6406 0.6443 0.6480 0.6517 
0.4 0.6554 0.6591 0.6628 0.6664 0.6700 0.6736 0.6n2 0.6808 0.6844 0.6879 
0.5 0.6915 0.6950 0.6985 0.7019 0.7054 0.7088 0.7123 0.7157 0.7190 0.7224 
0.6 0.7257 0.7291 0.7324 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549 
0.7 0.7580 0.7611 0.7642 0.7673 0.n04 0.n34 O.n64 0.n94 0.7823 0.7852 
0.8 0.7881 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133 
0.9 0.8159 0.8186 0.8212 0.8238 0.8264 0.8289 0.8315 0.8340 0.8365 0.8389 
1.0 0.8413 0.8438 0.8461 0.6485 0.8508 0.8531 0.8554 0.85n 0.8599 0.8621 
1.1 0.8643 0.8665 0.8686 0.8708 0.8729 0.8749 0.8nO 0.8790 0.8810 0.8830 
1.2 0.8849 0.8869 0.8888 0.8907 0.8925 0.8944 0.8962 0.8980 0.8997 0.9015 
1.3 0.9032 0.9049 0.9066 0.9082 0.9099 0.9115 0.9131 0.9147 0.9162 0.9177 
1.4 0.9192 0.9207 0.9222 0.9236 0.9251 0.9265 0.9278 0.9292 0.9306 0.9319 
1.5 0.9332 0.9345 0.9357 0.9370 0.9382' 0.9394 0.9406 0.9418 0.9429 0.9441 
1.6 0.9452 0.9463 0.9474 0.9484 0.9495 0.9505 0.9515 0.9525 0.9535 0.9545 
1.7 0.9554 0.9564 0.9573 0.9582 0.9591 0.9599 0.9608 0.9616 0.9625 0.9633 
1.8 0.9641 0.9649 0.9656 0.9664 0.9671 0.9678 0.9686 0.9693 0.9699 0.9706 
1.9 0.9713 0.9719 0.9726 0.9732 0.9738 0.9744 0.9750 0.9756 0.9761 0.9767 
2.0 0.9n2 0.9n8 0.9783 0.9788 0.9793 0.9798 0.9803 0.9808 0.9812 0.9817 
2.1 0.9821 0.9826 0.9830 0.9834 0.9838 0.9842 0.9846 0.9850 0.9854 0.9857 
2.2 0.9861 0.9864 0.9868 0.9871 0.9875 0.9874 0.9881 0.9884 0.9887 0.9890 
2.3 0.9893 0.9896 0.9898 0.9901 0.9904 0.9906 0.9909 0.9911 0.9913 0.9916 
2.4 0.9918 0.9920 0.9922 0.9925 0.9927 0.9929 0.9931 0.9932 0.9934 0.9936 
2.5 0.9938 0.9940 0.9941 0.9943 0.9945 0.9946 0.9948 0.9949 0.9951 0.9952 
2.6 0.9953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961 0.9962 0.9963 0.9964 
2.7 0.9965 0.9966 0.9967 0.9968 0.9969 0.9970 0.9971 0.9972 0.9973 0.9974 
2.8 0.9974 0.9975 0.9975 0.9977 0.99n 0.9978 0.9979 0.9979 0.9980 0.9981 
2.9 0.9981 0.9982 0.9982 0.9983 0.9964 0.9984 0.9985 0.9985 0.9986 0.9986 
3.0 0.9987 0.9987 0.9987 0.9988 0.9988 0.9989 0.9989 0.9989 0.9990 0.9990 
3.1 0.9990 0.9991 0.9991 0.9991 0.9992 0.9992 0.9992 0.9992 0.9993 0.9993 
3.2 0.9993 0.9993 0.9994 0.9994 0.9994 0.9994 0.9994 0.9995 0.9995 0.9995 
3.3 0.9995 0.9995 0.9995 0.9996 0.9996 0.9996 0.9996 0.9696 0.9996 0.9997 
3.4 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9998 
En el caso del Ejemplo 6, culll es la probabilidad de que el modelo de rotura de la madera sea 
menor de 650 Kgf/cm2? 
650 -767 

z = ----------------- = -1.67 ===> Fx(x) =0.0475 

70 
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La probabilidad serla del 4.75%, que significa desde el punto de vista practico para el material, un 
cumplimiento satisfactorio de la resistencia, caracteristica exigida en los c6digos de construcci6n. 
En otras palabras, la madera evaluada garantiza con mas del 95% de probabiJidades un modelo 
de rotura de 650 Kgf/cm2. 
3.4.4. Consideraciones Finales Acerca de la Distribuci6n Normal 
Puede afirmarse, sin temer a equivocarse, que la distribuci6n normal es el modelo mas simple 
usada en la teo ria de probabilidades aplicada. Una de las razones de peso para tal afirmaci6n, es 
la facilidad de operarla, sus numerosas tablas y propiedades, bien conocidas, aun hay poca 0 
ninguna justificaci6n fisica. A menudo se usa simple mente porque un histograma observado tiene 
mas 0 menos forma de campana y es aproximadamente simetrico. En este caso la raz6n es 
" 
simple comodidad matematica, con una curva continua de fscil definici6n que reemplaza los datos 
empiricos. Aun con pocos 0 ningun dato, la distribuci6n normal se adopta muchas veces como 
modelo razonable. Ellnstituto Americano del Hormig6n (A.C.I.) basa sus especificaciones para la 
resistencia del hormigon en la distribucion normal porque parece ajustarse bien a los numerosos 
datos observados en la practica. Sin embargo, el autor ha encontrado varios obstaculos en la 
aplicaci6n de esta distribuci6n al caso del hormig6n, ya que en al poca experiencia que tiene y en 
la que ha podido consultar de otros investigadores locales, la funci6n no es simetrica y tiende a 
simular mas un fen6meno tipo lognormal 0 Weibull. La oficina de vias publicas de los Estados 
Unidos, en el desarrollo inicial de tecnicas estadisticas de control de calidad para construcci6n de 
carreteras, ha adoptado el supuesto de normalidad para las propiedades de los materiales de 
construcci6n, muchas veces cuando no se dispone de informaci6n. Tales usos de la distribuci6n 
normal sirven como prop6sito valido de calculo y operaci6n, pero el ingeniero debers estar 
prevenido para criticas conclusiones muy refinadas 0 exactitudes de orden elevado procedentes 
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de tales hip6tesis. En particular, resultados alta mente dependientes de las probabilidades en las 
coles, en 0 fuera de la regi6n donde se han observado pocos datos, seran sospechosos a menDs 
que exista una raz6n ffsica valedera para esperar que el modelo se aplique. En conclusi6n, el 
ingeniero nunca debe olvidar el intervalo de validez ni la precisi6n con que se puede usar 
significativamente. 
3.5. DISTRIBUCION t-STUDENT 
En el anD 1908 W.S Gosset public6 un articulo en el cual deriv6 la ecuaci6n de la distribuci6n de 
probabilidades de T. En esa epoca, Gosset trabajaba en una cervecerra iriandesa cuya direcci6n 
rechaz6 totalmente el trabajo de investigaci6n. A pesar de estas circunstancias, Gosset public6 su 
trabajo secretamente con el nombre d~ "Studen.t". En consecuencia, la distribuci6n T es 
usualmente denominada t-Student 0 simplemente distribuci6n T. 
Esta distribuci6n cae dentro de la teoria de las pequenas muestras, debido a que cuando n es 
menor de 30 las distribuciones no siguen una forma de curva normal, expliquemos asto mas 
detalladamente: 
En muchos casos se desea conocer la varianza de una poblaci6n, para 10 cual se extrae un 
conjunto de muestras aleatorias. Si el numero de muestras n es mayor 0 igual a 30 un buen 
estimativo de la varianza de la poblaci6n (cr) es calcular la varianza de las muestras (S2). Si la 
muestra es pequena (n < 30), los valores de S2. Si la muestra es pequena (n<30), los valores de 
S2 variaran considerablemente de muestra a muestra y la distribuci6n de valores se aleja cada vez 
mas de ser una distribuci6n normal. 
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3.5.1. Definicion 
Si x y S2 son la media y la varianza, respectivamente, de un muestreo aleatorio de tamaiio n. 
tom ado de una poblacion normal que tiene como media fil) y varianza (02) desconocidas, se tiene 
por 10 tanto: 
x -J1 
t=--- (3.4) 
t es un valor de la variable aleatoria T con V =n-1 grados de libertad. 
La formula matematica que sigue la distribucion t. 0 funcian de densidad de probabilidades para 
V>2 es: (Figura 3.3) 
1 r ( (V + 1)/2) 
fT(t) =--,-­ ------- •(1 + t2N)-(V+1112 (3.5) 
(Vnrl2 r (V/2) 
En donde el operador [ es la funci6n Gamma definida asi: 
Si 01 + 1) es par ==> n01+1)/2) = (01+1)/2 - 1)! 
Si 01 + 1) es impar ==> n01+1)/2) = (01+1)/2 - 1).(01+1)/2 - 2)x..........x(n)112 

Ejemplo: Si V = 2 ==> (nV)112 = 2.51 
01 + 1) ==> impar [ (3/2) = (3/2 - 1).(n)112 = 0.886 
y [(3/2)=(1-1)1=0! 
Es decir si V = 2 ==> fT(t) no existe 
Si V = 3 ==> nV = 3.07 
01 + 1) = 4 ==> par :. f(4/2)= (4/2-1)1=1!=1 
y f{3/2) = (3/2 - 1).(n)lf2 = 0.886 
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fT(t) = 0.368 (1 + F/2)·312 
EI valor de 1/(1tV)112.r«V + 1)/2)/(rV/2) en algunos libros de estadistica se encuentra tabulado y 
se denomina C. 
3.5.2. Propiedades de la Distribuci6n t 
Las propiedades ·0 caracteristicas de la distribuci6n t se pueden resumir asi: 
- Es una distribuci6n exacta. 
- EI valor oscila entre -00 < t < 00. 
- Es una distribuci6n unimodal ysimetrica respecto al o. 
- Es una distribuci6n mas afectada que la normal (Figura 3.3) Esto significa que el area 
en los extremos (colas) es mayor en la t que en la normal. 
- Cuando el tamaiio de la muestra aumenta se aproxima a una distribuci6n normal. 
- La posibilidad es el area bajo la curva representada por la Ecuaci6n 3.5. 
, ~">'~o 
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Figura 3.3. Gnlfico Distribuci6n t 
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3.5.3. Usos de la Distribuci6n t 
Aprovechando la ventaja de que la Ecuacl6n 3.5 se encuentra integrada y tabulada 0 programada 
para diferentes grados de libertad. V. el problema esta practicamente resuelto. Se ha definido 
previamente que la probabilidad de que una muestra aleatoria de un valor de t entre 11 y 12 es Igual 
al area bajo la curva de la dlstribucl6n t entre los dos valores especificados. Existen tablas para la 
comodidad de ccilcUlo que dan los valores de t para cada area especificada y dlferentes grados de 
libertad, (Tabla 3.3). 
A dlferencia de la tabla de la dlstribuci6n normal donde se halla la probabilldad a partir de z, en 
esta tabla se halla el valor de t a partir del numero de grados de libertad y la probabilidad 
requerida en el analisls. Por ejemplo, el valor de t para una muestra de n = 11. es decir, con V=10 
'. 
grados de libertad. y con una probabilidad de 0.95, sera de 2.228. Como la distribucl6n es 
slmetrica alrededor de 0 el valor de t podra ser tamblen -2.228. 
Ejemplo 3.2.: Un fabricante de bloques de hormig6n para mamposterfa, declara que su producto 
tiene una resistencia promedio de 80 Kgf/cm2 • Para corroborar este promedio decidi6 ensayar 25 
unidades mensualmente. SI se especlfica una probabilidad del 90% de cumplir la afirmaci6n. que 
conclusl6n pod ria hacerse 51 el promedio de la muestra mensual es de x = 83 Kgf/cm2 con una 
desvlaci6n de S =6.4 Kgf/cm2? Se supone que la distribucl6n de asimetria del bloque es 
aproximadamente normal. 
SoJucion: De la Tabla 3.3 se encuentra to.05 = 1.711 para 24 grados de libertad. 
EI fabricante estara satisfecho slla muestra de los 25 bloques da una t entre -1.711 y 1.711. 
Si J.I = 80 Kgf/cm2 ==> 
t =(83 - 80)/(6.4/251~ = 2.343 
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Este valor es inferior a11.711, por 10 que la probabilidad de obtener un valor de t, con V =24, igual 
o mayor que 2.343 sera aproximadamente (de la Tabla 3.3) de 0.015 es decir, del 97%. EI 
producto del fabricante, por 10 tanto, garantiza una resistencia promedio en un 90% de 
probabilidades de 
~ = 83 - 1.711 • 6.4/25112 = 80.8 Kgf/cm2> 80 Kgf/cm2 
En este ejemplo se ve que el fabricante emplee satisfactoriamente las normas especificadas 
internamente para su producci6n. 
Tabla 3.3. Valores de la Distribucion t 
V 
a. 
0.10 0.05 0.025 0.01 0.005 
1 3.078 6.314 12.706 31.821 63.657 
2 1.886 2.920 4.303 6.965 9.925 
3 1.638 2.353 3.182 4.541 5.841 
4 1.533 2.132 2.776 3.747 4.604 
5 1.476 2.015 2.571 3.365 4.032 
6 1.440 1.943 2.447 3.143 3.707 
7 1.415 1.895 2.365 2.998 3.499 
8 1.397 1.860 2.306 2.896 3.355 
9 1.383 1.833 2.262 2.821 3.250 
10 1.372 .1.812 2.228 2.764 3.169 
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V 
ex. 
0.10 0.05 0.025 0.01 0.005 
11 1.363 1.796 2.201 2.718 3.106 
12 1.356 1.982 2.179 2.681 3.055 
13 1.350 1.771 2.160 2.650 3.012 
14 1.345 1.761 2.145 2.624 2.977 
15 1.341 1.753 2.131 2.602 2.947 
16 1.337 1.746 2.120 2.583 2.921 
17 1.333 1.740 2.110 2.567 2.898 
18 1.330 1.734 2.101 2.552 2.878 
19 1.328 1.729 2.093 2.539 2.861 
20 1.325 1.725 2.086 2.528 2.845 
21 1.323 1.721 2.080 2.518 2.831 
22 1.321 1.717 2.074 2.508 2.819 
23 1.319 1.714 2.069 2.500 2.807 
24 1.318 1.711 2.064 2.492 2.797 
25 1.316 1.708 2.060 2.485 2.787 
26 1.315 1.706 2.056 2.479 2.779 
27 1.314 1.703 2.052 2.473 2.771 
28 1.313 1.701 2.048 2.467 2.763 
29 1.311 1.699 2.045 2.462 2.756 
inf. 1.282 1.645 1.960 '. 2.326 2.576 
#de Porcentaje de Resultados dentro de los Limites x ± t5 
muestras 50 I 60 I 70 I 80 I 90 I 95 I 98 I 99 
menos 1 Probabilidad de Caer por debajo del Limite Inferior 
V 2.5 in 10 I 2 in 10 11.5 in 10 I 1 in 10 1 1 in 20 I 1 in 40 11 in 100 11 in 200 
1 1.000 1.376 1.963 3.078 6.314 12.706 31.821 63.657 
2 0.816 1.061 1.386 1.886 2.920 4.303 6.965 9.925 
3 0.765 0.978 1.250 1.638 2.353 3.182 4.541 5.841 
4 0.741 0.941 1.190 1.533 2.132 2.776 3.747 4.004 
5 0.727 0.920 1.156 1.476 20.15 2.571 3.365 4.032 
6 0.718 0.906 1.134 1.440 1.943 2.447 3.143 3.707 
7 0.711 0.896 1.119 1.415 1.895 2.365 2.998 3.449 
8 0.706 0.889 1.108 1.397 1.800 2.306 2.896 3.355 
9 0.703 0.883 1.100 1.383 1.833 2.262 2.821 3.250 
10 0.700 0.879 1.093 1.372 1.812 2.228 2.764 3.169 
15 0.691 0.866 1.074 1.341 1.753 2.131 2.602 2.947 
20 0.687 0.860 1.064 1.325 1.725 2.086 2.528 2.845 
25 0.684 0.856 1.058 1.316 1.708 2.060 2.485 2.787 
30 0.683 0.854 1.055 1.310 1.697 2.042 2.457 2.750 
ill 0.674 0.842 1.036 1.282 1.645 1.960 2.326 2.576 
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3.S. 	 DISTRIBUCION LOG-NORMAL 0 LOGARiTMICO NORMAL DE UNA 
VARIABL E ALEATORIA. 
Esta distribuci6n surgi6 como resultado del analisis del mecanisme de rotura de materiales ya sea 
por metodos mecanicos, trituraci6n 0 por metodos naturales, transporte fluvial. En ambos casos, 
el tamano final de la particula es el resultado de las miles colisiones con otras particulas que se 
mueven a diferentes velocidades. Cada choque reduce la particula en una proporci6n a/eatoria de 
su tamano Yn de una particula seleceionada aleatoriamente despues de la n-esima colisi6n, es el 
producto de Yn-1 (su tamano anterior a la eolisi6n) por Wn (el factor de reducci6n aleatoria). 
Si aplicamos este razonamiento a las eolisiones anteriores. se liene: 
Yn =yn-1 . Wn =Yn-2.Wn-1.Wn =...... =YO.W1.W2.....Wn (3.6) 
Analogamente, el mecanisme de faUga en materiales se ha descrito de la siguiente manera. EI 
dano interno Yn, despues de n cielos de carga es: 
Yn = 9(Yn-1).Wn 	 (3.7) 
En esta otra expresi6n, Wn es el estado de resistencia intern a que resulta de la aplicaci6n de la n­
esima carga, sujeta a variaci6n debido a las diferencias internas en los materiales a nivel 
microsc6pieo (el autor ha trabajado con el estudio de la micro estructura de los conglomerantes 
hidraulicos, encontrando una alta aproximaci6n estadistica del modelo lognormal para describir el 
comportamiento real de estos materiales bajo carga). Si como una primera aproximaci6n se toma 
g(Yn-1) =Cn-1.Yn-1. 
Se deduce que Yn = Yo W1 W2 ... Wn; eeuaci6n similar a la (3.6). 
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En todos estos casos la variable Y se expresa como el producto de un gran numero de variables, 
cada una de las cuales es dificil de estudiar y describir en sl misma. Si se toman logaritmos a 
ambos lados de la Ecuaci6n 3.6, se encuentra: 
Ln Y =Ln Yo + Ln W1 + Ln W2 +.....+ LnWn (3.8) 
Como los Wi son variables aleatorias, las funciones Ln Wi tambil~n 10 seran. Se demuestra en 
estadrstica basica (por el teorema del limite central, que el lector debe conocer previamente). que 
la suma de estas variables tendra distribuci6n aproximadamente normal. En este caso es de 
esperar que Ln Y tenga distribuci6n normal. Sea X =Ln Y, nuestro problema es, sabiendo que X 
se distribuye normalmente, determinar la distribuci6n de Y, 0 de una variable aleatoria Y, cuyo 
logaritmo se distribuye normalmente. 
3.6.1. Definicion 
Se dice que una variable aleatoria tiene una distribuci6n lognormal si su logaritmo se distribuye 
normalmente. Su funci6n de densidad de probabilidad es: 
fy(y) = 1/(By(21t)112) • exp [-(Ln y - o.)2/(2B2)] (3.9) 
En donde Y es la variable; Ln y es el logaritmo natural de y (Ln y =2.303 logx); a. y p son 
parametros definidos como, a. es el promedio de Ln y, y pes la desviaci6n estandar de Ln y. 
La media y la desviaci6n estandar de los valores de la variable y, para esta funcion son: 

Ym =exp (a. + B212) (3.10) 

S ={exp (20. + B2) [exp (B2) _1]}112 (3.11) 

Resolviendo estas formulas en a. y r:!. se obtiene: 
ex =Ln (Ym I (1 + \12)112) (3.12) 
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B=(Ln (1 + V2W12 (3.13) 
En donde V = coeficiente de variaci6n (F6rmula 2.15) 
Las f6rmulas 3.12 y 3.13 permitEm calcular los parametros 0: y B de la distribuci6n lognormal para 
una poblaci6n con media Ym y desviaci6n es1andar S . 
.	La moda esta Jocalizada en y = exp (0: - B2), 0 expresada en terminos de la media y el coeficiente 
de variaci6n Y = Ym (1 + V2)'312, 10 cual muestra que la moda esta siempre localizada a la izquierda 
del valor medio y que ambos valores tienden a coincidir cuando el coeficiente de variaci6n, V, es 
bajo. 
La curva tiene dos puntos,de inflexi6n localizados en: Ln y = 0: - (3/2) B2 ± (B4/4 + B2)112 
La Figura 3.4 nos muestra el patron asumido por la distribuci6n lognormal para igual valor de la 
media Ym y 3 diferentes desviaciones estandar (Ym = 10; S1 = 1.5; S2 = 3.0; S3 = 6.0). 
Distribucion Lognormal 
Curva ym S V 0: ~ 
A 
B 
C 
10 
10 
10 
1.5 
3.0 
6.0 
15% 
30% 
60% 
4.59 
4.56 
4.45 
0.15 
0.29 
0.55 
f(y) 
0.2 
0.1 
y 
Figura 3.4. Distribucion de Probabilidades de la Funci6n Lognormal 
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Las curvas son siempre asimetricas, aumentado la simetria a medida que aumentan los 
coeficientes de variaci6n, V. Comparando las figuras de la distribuci6n normal y lognormal, se 
puede apreciar como a medida que V disminuye, la curva lognormal se aproxima mas a la normal. 
Otro aspecto importante de esta distribuci6n es que f(y) se aproxima a cero cuando y tiende a cero 
y a +00. Esto significa que la curva tiene un borde al lado izquierdo que indica que la probabilidad 
de ocurrencia de· valores negativos es nula. Este hecho es muy importante para la ingenieria ya 
que representa, precisamente, el fen6meno del ensayo mecanico de los materiales. 
Varios investigadores han confirmado la hip6tesis anterior, por ejemplo ROsh, ha establecido que 
cuando el range de resultados de ensayo este entre 0 y +00 ellos se distribuyen lognormalmente; 
tam bien indic6 que en muchos casos los resultados pueden representarse satisfactoriamente por 
la distribuci6n normal particularmente si V < 30%. 
La principal objeci6n que podria indicarse de la distribuci6n lognormal es su mayor complejidad 
com parada con la distribuci6n normal, pero como se indicara en los pr6ximos ejemplos, esta 
complejidad es s610 aparente ya que la funci6n se puede aplicar facilmente a los casos practicos. 
3.6.2. Usos y Aplicaciones 
La distribuci6n de probabilidades lognormal tiene una larga historia en la ingenieria civil. 
Rapidamente fue adaptada en el estudio de datos hidrol6gicos y de ruptura por fatiga del material. 
Es de sospechar que sus primeras aplicaciones se debian a la presencia de datos asimetricos por 
10 que se obtenia un mejor ajuste usando la distribuci6n lognormal. 
Esta cualidad de asimetria, nada extraiia en muchas clases de datos, sumada al hecho de que la 
distribuci6n evita la probabilidad diferente de cero de valores negativos asociados con el modelo 
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normal, se han combinado para hacer que esta distribuci6n sea de uso corriente en la practica de 
ingenieria. Por ejemplo, en estudios hidrol6gicos se utiliza para modelos, el comportamiento de 
caudales diarios en rios, inundaciones de descarga maxima, precipitaciones anuales, mensuales y 
diarias. Otros autores la han utilizado para distribuir las magnitudes de los sismos y finalmente la 
aplicaci6n mas interesante en nuestro caso es que la distribuci6n describe la resistencia de 
volumenes elem~ntales de materiales plasticos, la resistencia de barras corrugadas de acero, etc. 
Los siguientes ejemplos son tom ados como referencia practica de la gran cantidad de aplicaciones 
de la distribuci6n lognormal en el control de calidad de los materiales de construcci6n. 
Ejemplo 3.3: Durante la construcci6n de una fundaci6n masiva en hormig6n simple se lIeva a 
cabo un programa de muestreo de cilindros testigos de 15 cm de diametro por 30 cm de altura. La 
caUdad del concreto exigida fue de 30 Kgf/cm2 y el constructor ~tiliz6 una mezcla en volumen 
suelto 1 :5:5 de cemento, arena y grava. Se tomaron 86 muestras del material. 
En la Figura 3.5 se dibuja el histograma de los resultados junto con la gratica de la distribuci6n 
normal y lognormal. Como se puede apreciar de la Figura 3.5 la curva normal se desvia 
apreciablemente del histograma asimetrico de los datos. La prueba de normalidad, estudiada 
anteriormente, indica que con un 95% de significancia la distribuci6n no se puede considerar como 
normal. A primera vista se nota como la distribuci6n lognormal se ajusta mejor a los resultados y 
la poblaci6n se puede considerar 100% como lognormalmente distribuida. 
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Figura 3.5. Histograma y Distribucion de Frecuencias Ejemplo 3.3 
Ejemplo 3.4: Un programa experimental .diseiiadopara evaluar la calidad de la soldadura en el 
acero corrugado, fue diseliado utilizando barras de 40 ,mm de diametro, con una muestra 
constituida por 16 pro betas. EI parametro de calidad en este caso fue el % de alargamiento del 
material en rotura. La Figura 3.6 muestra el histograma de los valores observados y las curvas 
normal y lognormal dibujadas sobre el histograma. En este caso nuevamente la distribucion 
lognormal se ajusta mejor a los datos evaluados. 
ACERO CORRUGADO PARA REFUERZO DE CONCRETO 
Identificacion de Fcibrica 
Tipo 
AR -12 - 14 
(ASTM A-706) 
__ 
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Figura 3.S. Histograma y Distribuci6n de Frecuencias Ejemplo 3.4 
AI tratar de explicar el fen6meno observ~do, se encuentra que los datos se encuentran con una 
fuerte asimetria y un alto coeficiente de variacion. Como puede verse en la figura, la distribuci6n 
normal no se ajusta a los resultados y entra a la zona negativa del histograma con alto grado de 
probabilidades, 10 que en primera instancia es erroneo de acuerdo a la medida evaluada. Es facil 
concluir, por 10 tanto, que la distribucion normal no interpreta correctamente el fen6meno 
analizado y nueva mente la curva lognormal responde razonablemente a la interpretaci6n mas 
exacta posible. 
Ejemplo 3.5: En un programa experimental realizado para estudiar un tipo de arena normalizada 
para ensayos de resistencia del cementa sobre morteros estandar, se realizaron 25 pruebas del 
material a 28 dias, obteniendo los siguientes resultados: 
1 ·152.2 6 - 164.7 11 - 165 21 -167.4 
2 - 202.4 7-190.8 12 - 167.3 17 - 180.3 22-182.1 
3 - 195.3 8 - 202.9 13-206.8 18 -162.7 23 - 199.1 
4 - 181.6 9-162.1 14 - 235.1 19 -193.3 24 -181.3 
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5 - 275.5 10- 275.5 15 -138.4 20 - 282.8 25 -179.0 
Analizar el comportameinto estadistico de la variable. 
Soluci6n: La estadistica basica nos da los siguientes resultados: 
x- = 196.8 
S= 42.9 
V= 21.8 
Me= 182.0 
Mo= 275.5 
91= 1.03 
;) 92 = 2.87 
Segun los resultados obtenidos la distribuci6n la media es > mediana, pero la moda se aleja 
demasiado de los 2 valore anteriores, indicandono datos asimetricos con tendencia al sesgo a la 
derecha. Como 91 > 0 ==> asimetria con cola a la derecha Y 92 < 3.0 distribuci6n aplanada. 
Analisis grafico: Para el dibujo del histograma ==> 
Xmax = 293.3 
Xmin = 138.4 
R = 154.9 
Numero de intervalos = 1.1 + 3.3 log 25 =5.71 :; 6 
Clase Limites de la Variable Punto Frecuencia Frecuencia f(x) * f(x) * 
Min Max Medio Absoluta Relativa Normal Lognormal 
Inferior 138.4 1 0.04 
1 138.4 164.2 151.3 4 0.16 0.14 0.17 
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2 164.2 190.0 177.1 9 0.36 0.20 0.24 
3 190.0 215.9 202.9 6 0.24 0.23 0.22 
4 215.9 241.7 228.8 1 0.04 0.18 0.15 
5 241.7 267.5 254.6 0 0.00 0.10 0.08 
6 267.5 293.3 280.4 4 0.16 0.04 0.04 
293.3 Superior 0 0.00 
* Las funciones obtenidas matematicamente se multiplican por el intervalo de clase (Ie) para 
obtener valores com parables a la frecuencia relativa del histograma. 
Nota: EI proceso de calculo se omite ya que este facllmente se puede obtener con una calculadora 
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Resistencia Mortero (Kgf/cm2) 
Analizando la grMica se puede apreciar en forma definida, como el modelo lognormal interpreta 
mejor la variable estudiada y se ajusta mas acertadamente al histograma de los datos. 
3.7. OTRAS DISTRIBUCIONES USADAS EN MANEJO DE DATOS 
Existen otras leyes 0 modelos de variables aleatorias que se han usado frecuentemente en 
ingenieria, pero dadas las caracteristicas del texto y la poca aplicabilidad que tienen en el control 
estadistico de materiales. no se adjuntan en este capitulo. Estas distribuciones se han utilizado en 
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campos cientificos tales como estudios hidrol6gicos, slsmicos, de transito, rotura de materiales, 
etc. Entre estas leyes vale la pena mencionar: la distribuci6n gamma, la beta, la chi-cuadrada, la 
bin6mica,Ia de pOisson,la F, etc. 
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4. 	 INTERVALOS DE CONFIANZA Y VALORES CARACTERisTICOS DE UNA 
VARIABLE ALEATORIA 
4.1. 	GENERALIDADES 
Los intervalos de confianza son herramientas de gran ayuda para el ingeniero cuando se quiere 
expresar rangos de variacion probabilfstica en .las mediciones observadas. * EI intervalo de 
confianza da una estimacion de intervalo ~e un par~metro, frente a la estimaci6n puntual que se 
ha considerado en los capitulos anteriores. Cuando la distribuci6n cuyo parametro se estima se va 
a incorporar a un modelo probabilistico todavia mas am plio, el ingeniero rara vez debe darse el 
lujo de obtener algo mas que una estimacion puntual, es decir, un simple numero, para representar 
el parametro. Se debe destacar que el valor de un parametro no se conoce con precision, y la 
estimacion del intervalo ayuda a cuantificar la magnitud de esa incertidumbre. 
Por otro lado, uno de los mas significativos avances en el analisis de resultados experimentales 
fue la introduccion de los "valores caracteristicos", que definen la calidad de los materiales. 
Se ha definido el valor caracteristico de la propiedad de un material como aquel valor bajo el cual 
un porcentaje "p" de la poblacion de todas las medidas posibles de la propiedad bajo amllisis esta 
por debajo de eJ. Usualmente, el porcentaje "p" esta fijado en las especificaciones de los 
materiales de construcci6n y su valor, por 10 general, es menor 0 igual al 5%. 
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4.2. INTERVALO DE CONFIANZA DE LA MEDIA 
La media aritmetica x debe ir acompafiada de un numero que permita conocer la dispersi6n y el 
grade de confianza que convienen conceder al resultado hallado. En este caso los Ifmites de 
confianza vienen dados por la expresi6n: 
i±e (4.1) 
En donde E se define como la precisi6n de la medida 0 el error absoluto probable maximo de los 
datos. Este se da ast: 
e = S/(N)112 • tN.1 (4.2) 
.. EI uso de esta tecnica fue propuesta por el profesor J. Neyman en su libro "Outline of a Theory of 
Statistical Estimation Based on the Classical Theory of Probability":' 
Los valores de than sido tabutados en el capitulo anterior (Tabla 3.3). Se observa que cuando el 
numero de grados de libertad aumenta, el valor de t se aproxima a los valores de Z (distribucion 
normal, Tabla 3.2), y la ecuacion toma la siguiente forma: 
E =0'/(N)112 . Z (4.3) 
En este caso, como en el de la distribuci6n t, se define el intervalo de confianza 
matematicamente, asi: 
P [ a ~ (x-jl)/(cr(1/n)112) ~ b] = Fx(b) - Fx(a) (4.4) 
En donde: x= Media muestral (n > 30) 
~ = Media de la poblaci6n desconocida 
cr = Desviacion estandar de la muestra (se toma ==> S con n > 30) 
De la expresi6n anterior se tiene: 
P [i - (cr.ZaIJ(n)1!2) ~ jl ~ x+ (cr.z.d(n)112)] =1 - a (4.5) 
~ 
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En donde los Ifmites a y b generalmente se toman simetricos y representan el valor de la 
distribucion normal estandar, y (1-a) es la diferencia de probabilidades. 
1-~ 
o 
Distribuci6n de 
Frecuencia Normal 
Figura 4.1. Intervalo de Confianza de la Media 
z 
Ejemplo 4.1.: En una planta de cementos han registrado los siguientes resultados del contenido 
de CaO en el crudo. 
1 - 62.9 6 - 64.7 11 - 63.4 16 - 63.4 21 - 62.8 
2 - 64.1 7 - 63.1 12 - 63.8 17 - 63.1 22 - 62.9 
3 - 63.9 8 - 63.3 13-63.4 18-63.2 23 - 62.5 
4 - 63.8 9 - 63.6 14 - 63.2 19 - 63.0 
5 - 64.0 10 - 64.6 15 - 63.5 20 - 63.3 
Determinar el intervalo de confianza de la media, con un 95% de confiabilidad. 
Soluci6n: De la aplicacion directa de las formulas del Capitulo 1 se tiene: 
x = 63.46 S =0.55 N = 23 
La precision: e = 0.55 . t2J(23)1f2= 0.55 x2.074/(23)1f2 == 0.24 
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EI valor de t22 se lee de la Tabla 3.3 para un 95% de probabilidades (es decir, 2.5% a cada lado de 
la campana t). 
Los Ifmites de confianza son 63.64 ± 0.24. Esto significa que hay 95% de posibilidades contra 100 
de que la media 63.46 este entre 63.22 y 63.70. 
Ejemplo 4.2: La media y la desviacion estandar de 36 ensayos de humedad de absorci6n de agua 
en un agregado fino (arena aluvial) para hormig6n, fue de 2.6 y 0.3 respectivamente. Encontrar 
los intervalos de confianza de la media para el 95 y el 99% de confiabilidad. 
So!uci6n; EI valor estimado para f-l es x = 2.6, como la muestra es mayor que 30 se puede asumir 
cr = S = 0.3. EI valor de Z se toma de la Tabla 3.2 ==> 
Para el 95% de confianza ==> Z(0.025) = 1.96 (en la tabla se busca como 0.975) 
10 cual se reduce a: 
2.50 < f-l < 2.70 
Para el 99% de confianza ==> Z(0.005) = 2.575 
2.47 < f-l < 2.73 
Se nota como a mayor coeficiente de confianza es mayor el intervalo de f-l. 
EI intervalo de confianza (1 - a)100% nos da un estimativo preciso del punto estimado. Si J..l es el 
valor central de un intervalo, xes el estimativo sin error de J..l. Muchas veces, x no es similar a J..l y 
se tiene un error en la estimacion. La magnitud de este error es la diferencia en valor absoluto de 
J..l y x y se puede asumir con el (1 - a)100% de confiablidad que esta diferencia sera menor que 
ZaJ2. cr/(N)1/2. 
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Un problema muchas veces presentado en la practica eSt dado el error en la determinaci6n de 11. 
lIamado E. J,l desea conocer el tamaiio de un muestreo para garantizar que el error obtenido sea 
menor que el especificado con un (1 - a)100% de confianza. 
Como E = J,l-X 
de la ecuacion Zal2 = X - J,l/(o/(N)I~ 11 despeja a N ==> 
N = (ZaJ2.o/E)2 (4.6) 
Estrictamente hablando, la Formula 8.2 es aplicable si se conoce la desviacion estandar de la 
poblacion de la cual nosotros seleccionamos la muestra. A falta de esta informacion. si el tamaiio 
de la muestra es n ;:: 30 se puede asumir esta desviacion como valor aproximado y calcular el 
numero de observaciones que se requieren para el grado de precision buscado. 
Ejemplo 4.3: Que poblaci6n se requiere en el Ejemplo 4.2,si se desea con un 95% de confianza 
que el estimador de 11 sea menor que 0.05? 
Soluci6n: La desviacion estandar de la muestra es S = 0.3 Y se puede asumir como la de la 
poblacion ==> 
N = «1.96) x 0.3/0.05)2 = 138.3 
En conclusion. el muestreo aleatorio para un 95% de confiabilidad debe tener 138 muestras, si se 
quiere garantizar un error S 0.05. 
4.3•. FACTO RES QUE INFLUYEN EN LOS INTERVALOS DE CONFIANZA 
Por 10 general el ingeniero prefiere presentar en sus resultados interval os de poca amplitud es 
decir. estimaciones bien definidas de /1. Pero debe hacerse claridad de que la amplitud del 
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intervalo depende bilsicamente de 3 factores: o. (X y n. Cuanto mayor es la desviaci6n tipica de X. 
mas amplios seran estos intervalos, y los intervalos seran mas estrechos si (1 • (X) puede ser 
pequeno. EI valor de (1 • (X) se puede interpretar como la proporci6n de que muchos intervalos 
(1 • (X) 1 00% de confianza que incluyan la media. Ala larga (X (100%) no incluira a la media. La 
selecci6n del valor de (X la hace el ingeniero y depende, en principio, de la importancia que tenga 
cometer el error de establecer que un intervalo observado incluye a 11, cuando en efecto no es asi. 
En la practica se usan intervalos de 90, 95 Y 99% de confianza. Disminuir (X exige aumentar la 
amplitud del intervalo es decir, hacer menos preciso el enunciado acerca del valor de 11: 
Es de gran importancia observar que el intervalo de confianza dado (1 • (X), el intervalo se puede 
hacer tan corto como el ingeniero desee, a expensas de mas muestreos. Por otra parte, si et 
tamano de la muestra se ha fijado ( y'(X predeterminado), el ingeniero debe adaptarse' a la 
amplitud del intervalo asociada a esta cantidad de informaci6n. S610 con una muestra 
suficientemente grande se tienen enunciados precisos de alta confianza. 
4.4. 	 COMENTARIOS FINALES ACERCA DE LOS INTERVALOS DE 
CONFIANZA 
Por las razones vistas en las secciones precedentes, el ingeniero que ha calculado los limites de 
confianza no diria "Ia probabilidad de que 11 esta entre x± 0 Zan/(N)1f2 es (1 • (X)" sino mas bien 
que "los limites de (1 • (X)100% de confianza para 11 son x± 0 Zan/(N)1f2". Superficialmente, la 
distinci6n puede solo parecer semantica, pero es de importancia fundamental en la teo ria de las 
probabilidades. Sin embargo, el lector oira frecuentemente enunciados como el primero, por 
ingenieros que usan los metodos estadisticos en sus analisis y conclusiones. Tales enunciados 
"probabilisticos" siguen siendo la forma mas natural de describir la situaci6n y de expresar la 
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incertidumbre que acompaiia el valor de un parametro. Por 10 general se aceptan en la tecnica sin 
ningun temor de equivocaci6n. 
EI uso de Ifmites de confianza es 10 mas apropiado al informar datos. Suministra un metodo 
conveniente y conciso de informaci6n. entendido por gran numero de lectores y que favorece la 
comunicaci6n de medidas de incertidumbre as! como tam bien las "mejores" estimaciones de 
para metros. A pesar de la naturaleza algo arbitraria de los niveles de confianza usados 
convencionalmente. y a pesar de las dificultades de principio en cuanto a su interpretacion. los 
limites de confianza siguen siendo. pues, convenciones uUles en el manejo y analisis de resultados 
de ensayo de materiales de construcci6n. 
4.5. 	 VALOR CARACTERisTICO DE UNA VARIABLE NORMALMENTE 
DISTRIBUIDA 
De las propiedades de la distribuci6n normal y teniendo en cuenta la definicion de valor 
caracteristico, dada en el numeral 4.1 de este capitulo. nosotros podemos encontrar de las Tablas 
3.2 y 3.3 que: 
Xk"=x-1.655=x(1-1.65V) (4.7) 
En donde V es el coeficiente de variaci6n definido en el Capitulo 1. 
La Ecuaci6n 4.7 se puede expresar en forma adimensional as!: 
Xk" Ii =1 • 1.65 V (4.8) 
En donde. la relaci6n (Xl<n/X) es una funci6n lineal decreciente de V. 
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4.6. 	 VALOR CARACTERisTICO DE UNA VARIABLE LOGNORMALMENTE 
DISTRIBUIDA 
La funci6n de densidad de probabilidades lognormal esta dada por la expresi6n (3.9). Ahora la 
probabilidad de ocurrencia de un valor de X menor que X = a es: 
P(X < a) =I1/(Bx.(21trl2) exp [-(Ln x - a)2!(2B2)] dx (4.9) 
Si P = 0.05 ==> a es el valor caracteristico Xk, por tanto: 
0.05 =I1/(Bx.(21tr12) exp [-(Ln X - a)2/(2B2)] dx 	 (4.10) 
haciendo cambio de variables Z =Ln x, dz = dxlx ==> 
0.05 =I1/(B.(21t)112) exp [-(Z - a)2/(2B2)]' dz 	 (4.11 ) 
La funci6n dentro del integral es la distribuci6n normal est~ndar, con los parametros a y B de la 
distribuci6n lognormal ==> 
Zk =a - 1.65 B 
y Ln Xk =a - 1.65 B 
Xk =exp [a -1.65 B] (4.12) 
Cuando la muestra es pequena se usa el valor de t usado para la distribuci6n student. 
Expresando la Ecuaci6n 4,12 con los valores a y B y en funci6n del coeficiente de variaci6n, se 
tiene: 
I. 
(4.13) 
En fonna adimensional ==> 
(4.14) 
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En donde en forma similar a la Ecuaci6n 4.8 la relaci6n (XkU1/x) es funci6n s610 del coeficiente de 
variaci6n V. 
Ejemplo 4.4: Determinar los valores caracteristicos del Ejemplo 3.3 del capitulo anterior, tanto con 
la distribuci6n normal como lognormal, y calcular el error probable al usar la distribuci6n normal 
como indicador de la distribuci6n normal ==> 
XkN =x(1 - 1.65 x V) =62 (1 - 1.65 x 0.44) 
Esto significa que el valor caracteristico obtenido usando las f6rmulas de la distribuci6n normal es 
aproximadamente un 60% del valor exigido en los pianos (30 Kgf/cm2). Usando la distribuci6n 
lognormal ==> 
XkLn = exp [ex - 1.65 I?] 
En donde: 
ex = Ln [62/(1 + 0.442)112] = Ln [56.75] = 4.04 
I? = (Ln (1 + 0.442»112 = 0.42 
XkLn==> = exp [4.04 - 1.65 x 0.42] =28.4 Kgf/cm2 
A primera vista se nota que la distribuci6n lognormal, se ajusta mejor a los resultados que la 
normal, mas aun la prueba de normalidad X2 es consistente de que la muestra esta 
lognormalmente distribuida. 
EI valor de XkU1 = 28.4 Kgf/cm2 es mucho mas confiable para evaluar la resistencia de este 
hormig6n, y error cometido usando la distribuci6n normal se puede cuantificar como: 
[(28.4-17.0)/28.4] x 100 =40%. 
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Ejemplo 4.5: Determinar los valores caracteristicos del Ejemplo 3.4 del capitulo anterior, usando 

distribuci6n normal y lognormal. 

Soluci6n: Usando la hipotesis de distribuci6n normal ==> XkN = 4.9 (1 -1.65 x 0.78) = -1.41% 

En este caso se "ega a un resultado absurdo, ya que representan un acortamiento en un ensayo a 

tracci6n. 

Xk
Usando la hipotesis lognormal ==> 

ex. =Ln [4.9/(1 + 0.782)112] =1.35 

B = (Ln (1 + 0.782)'12 = 0.69 

ln 
=exp [1.35 - 1.65 x 0.69] =1.23% 

Nuevamente la distribuci6n lognormal lIega a resultados mas representativos de la medida que se 

esta analizando. 

En la practica se ha lIegado a conclusiones similares a las obtenidas en los ejemplos anteriores 

que indican: 1) Los valores caracteristicos dados por la distribuci6n lognormal son precisos, tanto 

para altos y bajos coeficientes de variaci6n y 2) Estos valores no tienen dificultad de calculo ya 

que las f6rmulas se pueden programar facilmente. 

De 10 observado en este capitulo se puede extractar como enseiianza y aplicaci6n para nuestras 

regulaciones en control de calidad de materiales 10 siguiente: 

- Mantener la hip6tesis de normalidad, pero limitar su validez a valores del coeficiente de 
variaci6n V ~ 25%,0 cuando la prueba'X: indique que la serie de datos es normal. 
- Adoptar en todos los casos la hip6tesis mas real de distribuci6n lognormal y calcular los valores 
caracterfsticos a traves del metodo aquf expuesto. 
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Finalmente, hay argumentos en favor de la distribuci6n normal para el calculo de los valores 
caracteristicos de una distribuci6n como el de que siempre da resultados mas conservadores que 
los de la lognormal, penaJizando en esta forma a los contratistas, quienes elaboran un producto 
con un bajo control (mayor V). 
De otra parte, muchos investigadores consideran que los metodos usados en la tecnica para la 
evaluaci6n de la caJidad de los materiales deben ser los mas precisos posibles. Esto eSt 
especialmente importante, si se tiene en cuenta que la tendencia actual es aplicar criterios 
probabilisticos de falla al diseiio estructural, ya que debemos estar en capacidad de definir 
estadisticamente tanto las cargas aplicadas en las estructuras como la caUdad de los materiales 
(resistencia), y calcular can el mas alto grado de precisi6n la posible probabilidad de falla de la 
estructura. 
Es importante aclarar que si la raz6n de usar la distribuci6n normal es para castigar los metodos 
de evaluaci6n de calidad de los materiales. 
Es interesante anotar un comentario de Henry Poincare relativo a la distribuci6n normal (ley de 
Gauss~Lap'ace): "Tout Ie monde y croit cepedant, me disait on Jour M. Lippmann, car les 
esperimentateurs s'imaginent que c'est un theoreme de mathematiques, et les mathematiciens que 
c'est un fait experimental". 
o 
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5. 	 REGRESIONES Y CORRELACIONES ESTADisTICAS DE DATOS 
OBSERVADOS 
5.1. GENERALIDADES 
Una de las tecnicas mas usadas p~r la ingenieria para buscar la relaci6n y la bondad de ajuste de 
dos 0 mas variables aleatorias ligadas de un modo casual es el analisis de regresi6n. En este 
capitulo se estudiaran los casos mas frecuentes en el control de calidad de materiales, con el fin 
de adquirir unas ideas basicas sobre el tema. 
La tecnica y la investigaci6n tratan de descubrir relaciones entre variables 0 conjunto de variables, 
con el fin de hacer conjeturas sobre las relaciones de causa a efecto que puedan existir entre 
ellos. Con el fin de realizar conclusiones objetivas en las investigaciones el ingeniero recolecta 
datos experimentales y trata de analizarlos y buscar relaciones empiricas para ello . 
. 
Muchos de los problemas en calidad de materiales de construcci6n tienen que ver con 
predicciones, por los modelos de ajuste que se estudiaran en este capitulo son los que, a juicio del 
autor, se han utilizado mas en el analisis de la informaci6n procedente de ensayos tecnicos y son: 
EI modelo lineal simple (f(x) =A + B X), el modelo exponencial (f(x) =A + B Ln X), el modelo 
exponencial (f(x) =A eBX, el modelo ponencial (f(x) =A XB), el modelo logaritmico (f(x) =A + B LnX). 
EI modelo lineal multiple (f(x) =B + B1 X1 + B2 X2 + ..... + Bn Xn), modelo polimonial de dos 
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variables (f(x) =A1 + A2 X + A3 )(2 + A4 Y + As Y'- + A6 XV + A7 )(2Y + AsXY'- + A9 )(2 Y'-), el modelo 
polimonial simple (f(x) =C + A1 X + A2 )(2 + ... + An xn). 
5.2. ANALISIS DE REGRESION 
Trata de establecer modelos mate maticos razonables para las relaciones entre las variables bajo 
estudio. Permite ademas conocer en cierta forma la mejor relaci6n funcional entre las variables. 
En general, las relaciones funcionales se expresan matematicamente por: 
TJ =f (Xi ••••• Xj/aj .... aq) (5.1.) 
En donde: 
TJ = Es la variable dependiente 
Xi= Es la i·esima variable independiente 
8j = En el j·esimo parametro en la funci6n 
$ = Representa la forma supuesta de la funci6n 
Existen dos metodos para seleccionar la relaci6n funcional particular como representativa de la 
poblaci6n bajo estudio. EI primer metodo consiste en una determinaci6n analitica del fen6meno 
observado (soluci6n matematica); el segundo es mediante un examen visual del grafico de 
dispersi6n (0 nube de puntos) de los datos obtenidos. EI primer metodo es el mas utilizado por su 
eficiencia de manejo usando hoy en dfa las computadoras personales (PC), el segundo requiere de 
gran destreza y habilidad en la aplicaci6n correcta del modelo al fen6meno observado. 
o 
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Una vez definido el Upo de funcion matematica que mejor se ajusta 0 representa el concepto de 
relacion exacta que existe entre las variables, se pasa a elegir un miembro particular de esta 
familia de funciones, para estimar los parametros de la relacion. 
La determinacion de los parametros, 10 mismo que la especificacion de una funci6n particular, se 
conoce comunmente como ajuste de curvas. Veamos a continuaci6n el metodo mas utilizado en 
la practica profesional. 
5.2.1. Metoda de los minimos Cuadrados 
En este metodo se considera una cierta caracteristica (ll) que esta relacionada 0 depende de otras 
caracteristicas (XI •.. Xp) de acuerdo con la relacion enunciada en (5.1). 
EI problema consiste en determinar tanto la forma de la funci6n (G», como los valores de los 

parametros, aunque se puede controlar, los valores de X. EI valor observado de la variable 

dependiente Y, no sera igual al valor esperado ll, esto es: Y = II + e, donde e representa el error 

. cometido en el momenta de observar 11. Se puede suponer que e es una variable aleatoria con 

mediacero y varianza (cre)2, por 10 cual se debe conformar con estimar los parametros 

desconocidos, a saber: Sj Y (cre)2. 
Los valores de Sj (j = 1 .•• q) se determinan a partir de la soluci6n de las n siguientes diferencias: 

... ,. 

Y1 - S (Xl1 .... Xp1/S1 .... Sq) =. Y1 - Y1 

Y2 - S (X12 .... Xp2l81 .... 8q) =Y2 - Y2 
Yn - S (Xln ...• Xpnl81 .... 8q) =Yn - Yn 
'" Los valores de Sj se determinan minimizando la suma de los cuadrados de las desviaciones 
mostradas en las ecuaciones anteriores, es decir. 
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n 
S = ~ (Yi-YW 
i=1 (5.2) 
derivando S con respecto a cada uno de los parametros estimados e igualando a cero ==> 
oS 

----- = 0 

.... 

08j 

EI resultado es un sistema de ecuaciones para 8j, el cual deberesolverse. A continuaci6n se vera 
como es el caso en cad a tipo de regresion. 
5.2.2. Regresion Lineal Simple . 
Con esta expresion se ajusta una linea recta a un conjunto de datos visualizados en un grafico de 
dispersion. Figura 5.1. 
x 
Figura 5.1. Regresi6n Lineal 
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La expresi6n matematica es de la forma: 
Y=A+8X (5.3) 
En donde las constantes A y B se obtienen aplicando el principio antes estudiado de los minimos 
cuadrados, dando como resultado: 
N N 
N LX LYL X Y - _----'i==1-'----""i.:=.1__ 
i=1 n8 =......;;.....:;.....------~---
N N 
L X2 -(L x)yn 
i=1 i=1 (5.4) 
y A =1/n x (LY - 8 LX) 	 (5.5) 
En donde: 	 A= Es el intercepto de la linea de regresi6n con el eje de las Y 
B= Es la pendiente de la linea de regresi6n 
n = Es el numero de pares de puntos 
Una vez determinada la ecuaci6n. esta se puede utilizar para haliar los valores de Y conocidos los 
valores de X. Estos valores de Y representan los promedios de distribuciones imaginarias para 
cada valor de X, Figura 5.6. 
~ 
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x1 x2 x3 x 
y3 
Figura 5.2. lIustracion de la Linea de Regresion 
5.2.3. Regresiones no Lineales 
Cuando el modelo lineal es inadecuado para expresar la relacion funcional entre las variables en 
estudio, se debe investigar un modelo matematico diferente allineal, que describa de una manera 
mas racional las observaciones experimentales. Las regresiones mas usadas es este sentido se 
analizaran en los proximos numerales. 
5.2.3.1. Modelo Exponencial 
Este modelo se ajusta a observaciones cuyo diagrama de dispersion es similar al observado en la 
Figura 5.3. Matematicamente la funcion que se ajusta es de la forma: 
Y =A x exp (BX) (5.6) 
En donde A y B son las constantes obtenidas por mfnimos cuadrados y tienen la siguiente 
representaci6n: 
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N 1 N 
2=: Xi. Ln Yi --N- 2=: Xi. Ln Yi 
i=1 i=1B=-------------------------­N N 
2=: XF - _1_ (2=: Xi)2 
i=1 N i=1 (5.7) 
A = exp [1/N • (LLnYi - LBXi)] (5.8) 
Figura 5.3. Modelo Exponencial de los Datos Observados 
5.2.3.2. Modelo Logaritmico 
En este modelo los datos se ajustan al grafico de dispersion de la Figura 5.4. La funcion 
matematica que describe el fenomeno observado es: 
Y= A + B. Ln X (5.9) 
Donde el valor de los parametros A y B son: 
· , 
I· 
I 
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N 1 N 
~ Yi. LnXi - N LnXi ~ Yi 
i=1 i=1B=----------------------------­N N 
~ (Ln Xi)2 __1_ ~ (Ln Xi)2 

i=1 N i=1 (5.10) 

A =1/N (LYi - B LLnxi) (5.11 ) 
Este modelo representa muy bien algunos resultados de propiedades mecanicas del hormigon y 
por ejemplo es el utilizado en el tema de Madurez de Material. 
L ____------------.v x. 
Figura 5.4. Grilfico de Dispersion del Modelo Logaritmico 
5.2.3.3. Modelo Potencial 
En este modelo los datos observados se ajustan al grMico de dispersion de la Figura 5.5. La 
formula matematica es: 
Y=AXB (5.12) 
81 
En donde: 
N 1 N N 

L LnXi LnYi N L LnXi L LnYi 

i=1 i=1 i=1
B=-------------------------------­N N 
L (Ln Xi? ~ ( L Ln Xi)2 

i=1 N i=1 
 (5.13) 
A = exp [1/N l:LnYi - l:LnXi] (5.14) 
Este modelo tambiE~n se canace en la literatura como regresi6n geometrica, par 10 que en muchos 
textos de estadistica se hace referencia a este ultimo nombre. EI autor, a su propio juicio, 
considera mas conveniente lIamar el modelo potencial. 
\ 
'--?> 
>---------------------------_.._..__._-".--0 
x 
Figura 5.5. Diagrama de Dispersi6n del Modelo Potencial 
Hasta este punto se han estudiado los modelos de regresion simple, a continuacion se analizaran 
otros tipos de regresi6n muy utilizadas en el analisis de datos. 
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5.2.3.4. Modelo Lineal Multiple 
Si la variable dependiente Y, depende linealmente de varios factores, se utiliza una formula que 
incluya a todos ellos para hallar Y. Si los K factores son indicados con un subindice en la variable 
de pendiente X: X1, Xl, X3 ... XK. 
La elevacion que matematicamente modela el fenomeno es: 
Y = A + B1X1 + B2X2 + .......... + BnXn (5.15) 
En donde Xj son todas las variables que afectan a Y y Bj son los coeficientes de regresion parcial 
obtenido por solucion de un conjunto de ecuaciones simultaneas, deducci6n que se encuentra en 
la mayoria de textos de estadistica, por 10 que no'se anexara aqui. 
Este modelo es muy utilizado en el diseno .de mezcla de hormigon y en el diseiio de estructuras de 
hormig6n armado, principal mente en el calculo de las propiedades del material (fluencia, 
retraccion, elasticidad, etc.). 
5.2.3.5. Modelo Polinomial de orden N 
Con este modelo se ajustan los valores obtenidos a un polinomio de orden N (2, 3, 4, N). cuya 
formulacion matematica es: 
(5.16)y = C + A1X + A2X2 + A3X3+ .......... + Anxn 

Donde: 	 Y = Variable dependiente 
C = Constante 
Ai = Coeficientes de la variable estudiada. (Xi) 
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En forma similar al modelo anterior. las expresiones para el calculo de los coeficientes Ai no se 
anexaran aqui, y e[ lector podra consultarlas en la bibliografia que existe sobre el tema. 
5.2.4. Regresi6n Polinomial de dos Variables 
En este modelo se ajusta una ecuaci6n matematica de la forma dada en la Ecuaci6n (5.17) a un 
conjunto de puntos observados experimentalmente. 
0= A1 + A2X + A3X~ + A4Y + A5~ + AsXY + A7~Y + A8~ + A9X2~ (5.17) 
En donde: D= Variable dependiente 
x, Y= Variables independientes 
Ai = Coeficientes de las variables independientes 
.. 
Para todas las regresiones vistas, existen programas de computador (tambitm para calculadoras 
programables en BASIC). donde se pueden consultar y utilizar en forma eficiente y practica. AI 
final del capitulo se anexaran estos programas dada la importancia y utilizaci6n del tema en 
trabajos de ingenieria de materiales. 
5.3. ANAuSIS DE CORRELACION 
Mediante esta tecnica se estudia que tan ajustada es la relaci6n obtenida en el numeral anterior 
con los datos observados. La medida de correlaci6n usual es conocida como coeficiente de 
correlaci6n,r, fa Figura 5.6 ilustra graficamente los diferentes valores de r. Debido a la . 
naturaleza del concepto de correlaci6n, es claro que esta estrechamente refacionado con ef de 
regresi6n. En efecto, para una ecuaci6n de regresi6n dada, parece razonable esperar que un 
coeficiente estadistico indique que tan bien se ajustan los datos a la regresi6n, 0 10 que es fo 
~ 
(J 
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mismo que tan cenidos quedan los puntos observados a la curva de regresi6n. EI coeficiente de 
correlacion se limita a valores entre -1 y1. como se ilustra en la Figura 5.6. Un valor 1 = 0 
significa que no hay relaci6n entre X y Y para el modelo observado, en caso contrario 1 t 0 existe 
alguna relaci6n segun el modelo observado entre las variables, aumentando la relaci6n 0 medida 
que 1 tiende a 1 6 -1. 
G 
0 <!) i!l0 
0 (!)0 
<:) 00 
~ ~ d<!J 0 (f)(Va (!)Ql 
G 
r=O r=O.6 
I 
0 
r=O.8 r=1.0 
Figura 5.6. Ejemplos de Correlaci6n entre Variables 
EI valor limite 1 = 1 indica una relaci6n perfecta entre X, Y (ver Tabla 5.1) 
5.3.1. Correlaci6n Lineal 
En este caso 1 se define como: 
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N N 
N 2:x 2:y 
2: XY - i=j i=j 
i=1 N 
r= 
N N 

N 2: Xi) 2 N 
 ( 2: Y2)2
i-1(2: X2 - )<2=Y2- i-j ) 

i=1 N i=1 N 
 (5.18) 
5.3.2. Correlaci6n Exponencial 
N N 
N 2: Xi 2: Ln Yi 
2: Xi Ln Yi - i-1 ;-1 

i=1 N 
r=------~------------~--------------
(5.19) 
5.3.3. Correlaci6n Logaritmica 
N N N 
(2:(Ln Xi) Yi - (1/N) (2:(Ln Xi) 2:Yi) 
~1 ~1 ~1 r=~~========================~N N N N 
~Ln Xi)2 - (1/N)@Ln Xi)Y ~Yi2 - (1/N)~(Yi)2 
(5.20) 
5.3.4. Correlaci6n Potencial 
N N N 
(2:(Ln Xi) (LnYi) - (11N) (~Ln Xi) 2: LnYi) 
i=1 i=1 i=1 r=~~========~====~========~=======N N N N 
(~Ln Xi)2 - (1/N) (2:(Ln Xi)Y )(~Ln Yi)2 - (1/N) ~Ln Yi)Y) 
i=1 i=1 i=1 i=1 (5.21) 
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Tabla 5.1. 
Rangos Estadisticos para el Coeficiente de Correlacion 
Rango 
Y::;: 0.30 
0.30 < Y ::;: 0.40 
0.40 < Y ::;: 0.50 
0.50 < Y ::;: 0.70 
0.70 < Y::;: 0.90 
0.90 < Y::;: 1.00 
Caracteristica 
No hay correlaci6n 
Correlaci6n muy debil 
Correlaci6n debil 
Correlaci6n media 
Correlaci6n buena 
Correlaci6n alta 
I 
\ 
! vI 
I 
1 • 
(:j
1 
Ejemplo 5.1: En un estudio experimental de las propiedades del hormig6n se anafizaron las 
siguientes variables, resistencia a compresi6n, numero de rebote, diametro de huella cicleometrica 
y longitud expuesta; con el fin de buscar relaciones entre las variables. Analizar los datos y buscar 
las mejores relaciones estadisticas entre ellos. 
n fi L.E NR DH 
(mm) (mm) 
140 6.0 22.0 6.8 
2 150 13.6 26.0 6.2 
3 170 21.8 28.0 6.1 
4 251 19.9 25.5 6.0 
5 310 27.1 29.0 5.8 
6 311 30.7 31.5 5.5 
7 324 29.5 33.0 5.2 
8 190 20.0 28.0 5.8 
9 228 25.5 28.5 5.7 
10 273 22.3 32.0 5.5 
11 287 29.2 33.0 5.5 
12 379 29.4 33.0 5.2 
13 422 30.6 35.0 5.3 
14 422 32.9 40.0 4.8 
n fi L.E NR DH 
(mm) (mm) 
15 250 25.5 30.0 5.6 
16 254 24.8 31.0 5.7 
17 296 27.4 34.0 5.3 
18 359 29.6 35.5 5.4 
19 375 26.8 36.5 4.9 
20 390 29.3 36.0 5.0 
21 438 30.3 42.0 4.6 
22 253 25.6 31.0 5.6 
23 307 27.5 31.5 5.5 
24 354 26:8 35.5 5.5 
25 377 29.1 34.0 5.2 
26 425 31.8 38.5 5.0 
27 428 31.0 42.0 4.9 
Nota: Este programa experimental es parte de un trabajo dirigido asesorado por el autor y 
representado en la bibliografia del presente texto. 
Soluci6n: Las relaciones a estudiar son: 1) fc vs L.t 2) fc vs N R Y 3) fc vs D H, utilizando los 
modelos antes vistas. 
Caso 1: Relacion fc vs Lt 
La mejor estimacion es el modelo lineal 
fc =12.64 L.t - 20.98 
Coeficiente de correlaci6n r =0.845 
Caso 2: Relacion fc vs 1\1 R 
La mejor estimacion es 
fc =16.61 N R - 232.04 
}' =0.911 
Caso 3: Relaci6n fc vs D H 
La mejor relaci6n es 
fc = 1252.77 - 172.27 D H 
r = 0.904 
No de anexan los calculos ya que se pueden obtener directamente de los programas de 
computador. 
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