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Abstract
In this paper we prove in a constructing way that exceptional Charlier,
Meixner, Hermite and Laguerre polynomials satisfy higher order recur-
rence relations. Our conjecture is that the recurrence relations provided
in this paper have minimal order.
1 Introduction
Exceptional and exceptional discrete orthogonal polynomials pn, n ∈ X  N,
are complete orthogonal polynomial systems with respect to a positive measure
which in addition are eigenfunctions of a second order differential or difference
operator, respectively. They extend the classical families of Hermite, Laguerre
and Jacobi, and the classical discrete families of Charlier, Meixner, Krawtchouk
and Hahn. The last few years have seen a great deal of activity in the area of
exceptional and exceptional discrete orthogonal polynomials (see, for instance,
[5, 8, 9, 15], [16] (where the adjective exceptional for this topic was introduced),
[17, 18, 19, 20, 21, 26, 29, 30, 32, 36, 37, 39] and the references therein). One
can also add to the list exceptional discrete polynomials on nonuniform lattices
and exceptional q-orthogonal polynomials related to second order q-difference
operators ([30, 31, 33, 34, 35]).
The most apparent difference between classical or classical discrete orthogonal
polynomials and their exceptional counterparts is that the exceptional families
have gaps in their degrees, in the sense that not all degrees are present in the
∗Partially supported by MTM2012-36732-C03-03 (Ministerio de Economı´a y Competitivi-
dad), FQM-262, FQM-4643, FQM-7276 (Junta de Andaluc´ıa) and Feder Funds (European
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sequence of polynomials (as it happens with the classical families) although
they form a complete orthonormal set of the underlying L2 space defined by the
orthogonalizing positive measure. This means in particular that they are not
covered by the hypotheses of Bochner’s and Lancaster’s classification theorems
(see [2] or [24]) for classical and classical discrete orthogonal polynomials, respec-
tively. Exceptional orthogonal polynomials have been applied to shape-invariant
potentials [36], supersymmetric transformations [17], to discrete quantum me-
chanics [30], mass-dependent potentials [26], and to quasi-exact solvability [39].
Favard’s Theorem establishes that a sequence of polynomials (pn)n∈N, pn
of degree n, is orthogonal (with non null norm) with respect to a measure
supported in the real line if and only if it satisfies a three term recurrence
relation of the form (p−1 = 0)
xpn(x) = anpn+1(x) + bnpn(x) + cnpn−1(x), n ≥ 0,
where (an)n∈N, (bn)n∈N and (cn)n∈N are sequences of real numbers with an−1cn 6=
0, n ≥ 1. If, in addition, an−1cn > 0, n ≥ 1, then the polynomials (pn)n∈N are
orthogonal with respect to a positive measure with infinitely many points in its
support, and conversely.
The gaps in their degrees imply that exceptional orthogonal polynomials do
not satisfy three term recurrence relations as the usual orthogonal polynomials
do. However, as we point out in [8], these families of exceptional polynomials
satisfy higher order recurrence relations of the form
(1.1) λ(x)pn(x) =
r∑
j=−r
an,jpn+j , n ≥ n0,
where λ is a polynomial of degree r, (an,j)n, j = −r, · · · , r, are sequences of
numbers independent of x (called recurrence coefficients), with an,r 6= 0, for
n big enough and n0 is certain nonnegative integer. We say that this high
order recurrence relation has order 2r+1. Some examples of these higher order
recurrence relations already appeared in [37]. For other kind of higher order
recurrence relations with recurrence coefficients depending on x satisfied by
exceptional polynomials see [28] and [19]. We say that a recurrence relation T
of the form (1.1) is of minimal order if any other recurrence relation T˜ of the
form (1.1) satisfied by the polynomials (pn)n has order bigger that or equal to
T .
The purpose of this paper is to prove that exceptional Charlier, Meixner, Her-
mite and Laguerre polynomials always satisfy higher order recurrence relations
of the form (1.1). We also provide a method to explicitly find the recurrence
coefficients. We conjecture that our method provides the minimal order recur-
rence relation. For example the recurrence relations considered in [37] for some
instances of exceptional Laguerre polynomials have order 4ℓ+1, where ℓ is cer-
tain nonnegative integer, while the ones we provide in this paper for the same
exceptional polynomials have order 2ℓ+ 3.
In [8] and [9], we have constructed exceptional Charlier and Meixner polyno-
mials from Krall discrete polynomials by using the concept of dual families of
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polynomials (see [25]).
Definition 1.1. Given two sets of nonnegative integers U, V ⊂ N, we say that
the two sequences of polynomials (pu)u∈U , (qv)v∈V are dual if there exist a
couple of sequences of numbers (ξu)u∈U , (ζv)v∈V such that
(1.2) ξupu(v) = ζvqv(u), u ∈ U, v ∈ V.
It turns out that duality interchanges exceptional discrete orthogonal polyno-
mials with the so-called Krall discrete orthogonal polynomials. A Krall discrete
orthogonal family is a sequence of polynomials (qn)n∈N, qn of degree n, orthogo-
nal with respect to a positive measure which, in addition, are also eigenfunctions
of a higher order difference operator. A huge amount of families of Krall discrete
orthogonal polynomials have been recently introduced by the author by mean
of certain Christoffel transform of the classical discrete measures of Charlier,
Meixner, Krawtchouk and Hahn (see [6, 7, 10, 12]). A Christoffel transform is
a transformation which consists in multiplying a measure µ by a polynomial r.
It has a long tradition in the context of orthogonal polynomials: it goes back a
century and a half ago when E.B. Christoffel (see [4] and also [38]) studied it
for the particular case r(x) = x.
Our procedure to construct the higher order recurrence relations for the ex-
ceptional discrete polynomials consists in applying duality to the higher order
difference operator with respect to which the associated Krall discrete polyno-
mials are eigenfunctions. This will be done in Sections 2 and 4 for exceptional
Charlier and Meixner polynomials, respectively.
One can obtain exceptional Hermite and Laguerre polynomials by taking lim-
its in some of the parameters of the exceptional Charlier and Meixner polyno-
mials, respectively. This can be done in the same way as one goes from Charlier
and Meixner polynomials to Hermite and Laguerre polynomials, respectively,
in the Askey tableau. By taking limit in the higher order recurrences relation
for the exceptional Charlier and Meixner polynomials, one can also find higher
order recurrence relations for exceptional Hermite and Laguerre polynomials.
This will be done in Sections 3 and 5, respectively.
Recurrence relation for exceptional Hahn and Jacobi polynomials will be pro-
vided in the forthcoming [11].
2 Exceptional Charlier polynomials
We start with some basic definitions and facts about Charlier polynomials.
For a 6= 0, we write (can)n for the sequence of Charlier polynomials (the next
formulas can be found in [3], pp. 170-1; see also [23], pp., 247-9 or [27], ch. 2)
defined by
(2.1) can(x) =
1
n!
n∑
j=0
(−a)n−j
(
n
j
)(
x
j
)
j!.
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For n < 0, we write can = 0. The Charlier polynomials are orthogonal with
respect to the measure
(2.2) ρa =
∞∑
x=0
ax
x!
δx, a 6= 0,
which is positive only when a > 0.
They are eigenfunctions of the following second-order difference operator
(2.3) Da = −xs−1 + (x+ a)s0 − as1, Da(can) = ncan, n ≥ 0,
where sj(f) = f(x+ j).
From now on, F will denote a finite set of positive integers. We will write
F = {f1, · · · , fk}, with fi < fi+1. Hence k is the number of elements of F and
fk is the maximum element of F .
We associate to F the nonnegative integers uF and wF and the infinite set of
nonnegative integers σF defined by
uF =
∑
f∈F
f −
(
k + 1
2
)
,(2.4)
wF =
∑
f∈F
f −
(
k
2
)
+ 1,(2.5)
σF = {uF , uF + 1, uF + 2, · · · } \ {uF + f, f ∈ F}.(2.6)
The infinite set σF will be the set of indices for the exceptional Charlier or
Hermite polynomials associated to F .
Along this paper, we use the following notation: given a finite set of positive
integers F = {f1, . . . , fk}, the expression
(2.7)
[
zf,1 zf,2 · · · zf,k
]
f ∈ F
inside of a matrix or a determinant will mean the submatrix defined by

zf1,1 zf1,2 · · · zf1,k
...
...
. . .
...
zfk,1 zfk,2 · · · zfk,k

 .
We are now ready to introduce exceptional Charlier polynomials (see [8]).
Definition 2.1. For a given real number a 6= 0 and a finite set F of positive
integers, we define the polynomials ca;Fn , n ≥ 0, as
(2.8) ca;Fn (x) =
∣∣∣∣∣∣∣
can−uF (x) c
a
n−uF (x+ 1) · · · can−uF (x+ k)[
caf (x) c
a
f (x+ 1) · · · caf (x+ k)
]
f ∈ F
∣∣∣∣∣∣∣
,
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where the number uF is defined by (2.4) (the determinant (2.8) should be un-
derstood as explained above: see (2.7)).
We have that for n ∈ σF (see (2.6)), ca;Fn is a polynomial of degree n. But for
n 6∈ σF the determinant (2.8) vanishes and then ca;Fn = 0 (if n < uF , the first
row is zero, and for n ≥ uF and n 6∈ σF , there are two equal rows).
In [8], we proved that these polynomials are always eigenfunctions of a second
order difference operator with rational coefficients. Under the assumption a > 0
and the admissibility condition
(2.9)
∏
f∈F
(x− f) ≥ 0, x ∈ N,
the polynomials (ca;Fn )n∈σF are orthogonal (and complete) with respect to a
positive measure (see Theorems 4.4 and 4.5 in [8]). We call these polynomi-
als exceptional Charlier polynomials. Since we want to work with orthogonal
polynomials with respect to positive measures we will assume that a > 0 and
that the admissibility condition (2.9) holds, although these assumptions are not
needed for the implementation of our method to find higher order recurrence
relations for the polynomials (2.8).
Related to the exceptional Charlier polynomials is the Casoratian determinant
defined by
(2.10) ΩaF (x) = det(c
a
f (x− j + 1))ki,j=1.
ΩaF is a polynomial of degree wF − 1 (see (2.5) for the definition of the number
wF ), which enjoys the following nice symmetry
ΩaF (x) = (−1)uF+kΩ−aI(F )(−x),
where I is the involution defined in the set Υ formed by all finite sets of positive
integers by
I(F ) = {1, 2, · · · , fk} \ {fk − f, f ∈ F},(2.11)
(see [8], (3.28)).
Up to an additive constant, we define the polynomial λaF of degree wF by
solving the first order difference equation
(2.12) λaF (x) − λaF (x− 1) = ΩaF (x).
As we will see below, the higher order recurrence relation for the exceptional
Charlier polynomials is constructed from this polynomial λaF .
Consider now the measure
(2.13) ρFa =
∞∑
x=uF
∏
f∈F
(x− f − uF ) a
x−uF
(x− uF )!δx.
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For a > 0 and under the assumption (2.9), this measure is positive. Notice that
the measure ρFa is supported in the infinite set of nonnegative integers σF (2.6).
The measure ρFa has associated a sequence of orthogonal polynomials q
a;F
n ,
n ≥ 0, which can be constructed using the Christoffel-Szego¨ determinantal
formula ([38], Th. 2.5)
(2.14) qa;Fn (x) =
∣∣∣∣∣∣∣
can(x− uF ) can+1(x− uF ) · · · can+k(x − uF )[
can(f) c
a
n+1(f) · · · can+k(f)
]
f ∈ F
∣∣∣∣∣∣∣∏
f∈F (x− f − uF )
.
In [12], Th. 1.1, it is proved that the polynomials qa;Fn (x+uF ), n ≥ 0, are eigen-
functions of a higher order difference operator. This operator can be explicitly
constructed by means of the formula
(2.15) DF = λ
a
F (Da) +
∑
g∈I(F )
Mg(Da) ◦ ∇ ◦ c−ag (−Da − 1)
where I is the involution (2.11), ∇ is the first order operator ∇f(x) = f(x) −
f(x − 1), Da is the Charlier second order difference operator (2.3), λaF is the
polynomial (2.12) and Mh, h = 1, · · · ,m, are certain polynomials which can be
explicitly constructed (see [12], Section 5). The associated eigenvalues are given
by the polynomial λaF , so that DF (q
a;F
n ) = λ
a
F (n)q
a;F
n .
In [12], Theorem 1.1, it is also proved that DF is a difference operator of order
2wF + 1, which can be written in terms of the shift operators sj in the form
(2.16) DF =
wF∑
j=−wF
hj(x)sj ,
where hj , j = −wF , · · · , wF , are certain polynomials.
It turns out that the exceptional Charlier polynomials ca;Fn , n ∈ σF , are
strongly related by duality with the polynomials qa;Fn , n ≥ 0.
Lemma 2.2 (Lemma 3.2 of [8]). If u is a nonnegative integer and v ∈ σF , then
(2.17) qa;Fu (v) = ξuζvc
a;F
v (u),
where
(2.18) ξu =
(−a)(k+1)u∏k
i=0(u + i)!
, ζv =
(−a)−v(v − uF )!
∏
f∈F f !∏
f∈F (v − f − uF )
.
We are now ready to establish the main result of this section.
Corollary 2.3. The exceptional Charlier polynomials defined by (2.8) satisfy a
2wF + 1 order recurrence relation of the form
(2.19)
wF∑
j=−wF
Aa;Fj (n)c
a;F
n+j(x) = λ
a
F (x)c
a;F
n (x), n ≥ 0,
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where the number wF and the polynomial λ
a
F are defined by (2.5) and (2.12),
respectively. For j = −wF , · · · , wF , Aa;Fj (n) is a rational function in n which
does not depend on x (and whose denominator does not vanish for n ∈ N).
Proof. The starting point is the eigenvalue equation for the difference operator
DF and the polynomials (q
a;F
m )m∈N
(2.20)
wF∑
j=−wF
hj(n)q
a;F
m (n+ j) = λ
a
F (m)q
a;F
m (n).
When n+ j ∈ σF , j = −wF , · · · , wF , using the duality (2.17) we get
(2.21)
wF∑
j=−wF
hj(n)ξmζn+jc
a;F
n+j(m) = λ
a
F (m)ξmζnc
a;F
n (m).
Since ξm 6= 0 and ζn 6= 0, n ∈ σF , we deduce (2.19) where
(2.22) Aa;Fj (n) =
hj(n)ζn+j
ζn
.
When n 6∈ σF , we have from the definition 2.8 that ca;Fn = 0 and hence the right
hand side of (2.19) vanishes. We now see that the left hand side of (2.19) also
vanishes. Indeed, if n+ j 6∈ σF , again by the definition (2.8) we have ca;Fn+j = 0.
If n + j ∈ σF , then by definition of ζn (see (2.18)) we have that ζn+j/ζn = 0
and then Aa;Fn+j = 0 (see (2.22)). In any case all the addends in the left hand
side of (2.19) vanish.
The case when n ∈ σF and n + j 6∈ σF for some j, j = −wF , · · · , wF , is the
more difficult one. The proof can be sketched as follows. Since the orthogonal
polynomials with respect to the positive measure ρFa are eigenfunctions of the
higher order difference operator DF , we can conclude that DF is symmetric
with respect to ρFa (i.e., for all polynomials p, q,
∞∑
x=uF
(DF p)(x)q(x)ρ
F
a (x) =
∞∑
x=uF
p(x)(DF q)(x)ρ
F
a (x)).
It can be proved that the symmetry of a difference operator with respect to
a discrete weight is characterized by certain difference equations and a set of
boundary conditions (see Theorem 3.2 of [6]). Since the support of ρFa is σF ,
for the difference operator DF with coefficients hj , j = −wF , · · · , wF , these
boundary conditions are (see [6], (3.2) and (3.4))
hj(x − j) = 0 for x ∈ (j + σF ) \ σF and j = 1, · · · , wF ,
h−j(x) = 0 for x ∈ σF \ (j + σF ) and j = 1, · · · , wF .
Taking into account the definition of σF , it is not difficult to see that this
boundary conditions implies that for n ∈ σF and n + j 6∈ σF then hj(n) = 0.
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Since hj(n) is a polynomial in n, we get from the definitions of A
a;F
j (2.22)
and ζn (2.18) that A
a;F
j is a rational function in n whose denominator does not
vanish for n ∈ N. Moreover, when n ∈ σF and n+ j 6∈ σF we deduce
hj(n)q
a;F
m (n+ j) =
hj(n)ζn+jc
a;F
n+j(m)
ζn
because hj(n) = 0 and c
a;F
n+j = 0 as well. Hence, we can also apply duality in
(2.20) to get (2.21) and proceed as before.
Our conjecture is that the higher order recurrence relation in Corollary 2.3 has
minimal order. In other words, the minimal order for the recurrence relations
of the form (1.1) satisfied by the exceptional Charlier polynomials is 2wF + 1.
The expression (2.15) for the higher order difference operator DF makes diffi-
cult to find explicitly the coefficients of its expansion (2.16) in terms of the shift
operators sn, n ∈ Z. These coefficients are needed to find explicit expressions
for the recurrence coefficients (Aj)
r
j=−r in (2.19). We have not been able to find
explicit formulas for them in terms of arbitraries a and F , but the expression
(2.15) allow as to find such explicit formulas for small values of wF . Here it is
an example.
Consider F = {1, 2}. We have wF = 3 and then according to the Corollary
2.3, the exceptional Charlier polynomials (ca;Fn )n satisfy a seven order recurrence
relation. Using (2.15), we can compute explicitly the seven order difference
operator with respect to which the polynomials (qa;Fn )n are eigenfunctions and
the corresponding eigenvalues. In doing that we get
wF∑
j=−wF
hj(x)q
a;F
n (x+ j) = λ
a
F (n)q
a;F
n (x),
where
hj(x) =


−x(x − 4)(x− 5)/6, if j = −3,
x(x − 3)(x− 4)/2, if j = −2,
−x(x − 3)(x+ a− 2)/2, if j = −1,
(1/3− 2a)x+ (a− 1/2)x2 + x3/6, if j = 0,
−ax(x − 1 + a)/2, if j = 1,
a2x/2, if j = 2,
−a3/6, if j = 3,
and λaF (n) =
n3
6
+
(1 − a)n2
2
+
(2− 3a+ 3a2)n
6
− a
3
6
.
Using (2.18) and (2.22), we can explicitly find the coefficients Aa;Fj , j =
8
−3, · · · , 3, in Corollary 2.3:
(2.23) Aa;Fj (n) =


a3/6, if j = −3,
a2(n/2− 1), if j = −2,
(n− 1)(a2 + (n− 2)a)/2, if j = −1,
n3/6 + n2(a− 1/2) + n(1/3− 2a), if j = 0,
(n+ 1)(n− 2)(a+ n− 1)/2, if j = 1,
(n− 1)(n2 − 4)/2, if j = 2,
(n+ 3)(n− 1)(n− 2)/6, if j = 3,
and, again, λaF (x) =
x3
6
+
(1− a)x2
2
+
(2− 3a+ 3a2)x
6
− a
3
6
.
In this case, we have checked by using Maple that seven is the minimal order
for a higher order recurrence relation for this family of exceptional Charlier
polynomials (only linear equations are needed).
For every polynomial λ such that λ(x)−λ(x−1) is divisible by ΩaF , Theorem
3.2 in [12] provides a higher order difference operator with respect to which the
polynomials qa;Fn , n ∈ N, are eigenfunctions with eigenvalues given by λ(n).
Again this difference operator is explicitly constructed. For the example we
are considering (F = {1, 2}), we can then find other higher order recurrence
relations for the exceptional Charlier polynomials which are not produced by
iterating that with coefficients (2.23). For instance, consider the polynomial
λ˜aF (x) =
x4
8
+
(
5
12
− a
2
)
x3 +
(
3a2
4
− a+ 3
8
)
x2
+
(
−a
3
2
+
3a2
4
− a
2
+
1
12
)
x+
a4
8
− a
3
6
,
which satisfies that
λ˜aF (x) − λ˜aF (x− 1) = ca1(x)ΩaF (x),
where ca1(x) = x− a is the Charlier polynomial of degree 1.
Proceeding as before, we find a nine order recurrence relation for this family
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of exceptional Charlier polynomials of the form (1.1) where
(2.24)
aj(n) =


a4/8, if j = −4,
a3(3n− 8)/6, if j = −3,
a2(n− 2)(3n+ 2a− 7))/4, if j = −2,
a(n− 1)(n2 + 3an− 4n− 7a+ 4)/2, if j = −1,
n4/8 + (3a/2− 7/12)n3 + (3a2/4− 11a/2 + 7/8)n2
+(−7a2/4 + 5a− 5/12)n, if j = 0,
(3an− 4a+ n2 − 2n+ 1)(n+ 1)(n− 2)/2, if j = 1,
(n− 1)(n2 − 4)(2a+ 3n− 1)/4, if j = 2,
(n+ 3)(n− 1)(n− 2)(1 + 3n)/6, if j = 3,
(n+ 4)(n2 − 1)(n− 2)/8, if j = 4,
and λ(x) = λ˜aF (x).
3 Exceptional Hermite polynomials
We write (Hn)n for the sequence of Hermite polynomials (the next formulas can
be found in [3], Ch. V; see also [23], pp, 250-3) defined by
(3.1) Hn(x) = n!
[n/2]∑
j=0
(−1)j(2x)n−2j
j!(n− 2j)! .
The Hermite polynomials are orthogonal with respect to the weight function
e−x
2
, x ∈ R.
One can obtain Hermite polynomials from Charlier polynomials using the
limit
(3.2) lim
a→∞
(
2
a
)n/2
can(
√
2ax+ a) =
1
n!
Hn(x),
see [23], p. 249.
Exceptional Hermite polynomials can be defined by means of the Wronskian
(3.3) HFn (x) =
∣∣∣∣∣∣∣
Hn−uF (x) H
′
n−uF (x) · · · H
(k)
n−uF (x)[
Hf (x) H
′
f (x) · · · H(k)f (x)
]
f ∈ F
∣∣∣∣∣∣∣
.
As before, we have that for n ∈ σF (see (2.6)), HFn is a polynomial of degree n.
But for n 6∈ σF the determinant (3.3) vanishes and then HFn = 0.
If we write
(3.4) ΩF (x) = det(H
(j−1)
fi
(x))ki,j=1,
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the admissibility condition (2.9) is equivalent to the fact that the polynomial
ΩF (x) does not vanish in the real line (see [1], [22] or [8]). Then, the polynomials
HFn are orthogonal with respect to the positive weight
ωF (x) =
e−x
2
Ω2F (x)
, x ∈ R,
and they are called exceptional Hermite polynomials (see [8] and [19]).
Exceptional Hermite polynomials can be obtained from exceptional Charlier
polynomials by using the basic limit (3.2) (see [8]). More precisely
(3.5) lim
a→+∞
(
2
a
)n/2
ca;Fn (
√
2ax+ a) =
1
(n− uF )!νF H
F
n (x)
uniformly in compact sets, where νF = 2(
k+1
2 )
∏
f∈F f !
Up to an additive constant, we define the polynomial λF of degree wF as the
solution of the first order differential equation
(3.6) λ′F =
2k+1
νF
ΩF ,
where ΩF is the Wronskian (3.4). We are now ready to establish the main result
of this section.
Corollary 3.1. The exceptional Hermite polynomials defined by (3.3) satisfy a
2wF + 1 order recurrence relation of the form
(3.7)
wF∑
j=−wF
AFj (n)H
F
n+j(x) = λF (x)H
F
n (x), n ≥ 0,
where the number wF and the polynomial λF are defined by (2.5) and (3.6),
respectively. For j = −wF , · · · , wF , AFj (n) is a rational function in n which
does not depend on x and whose denominator does not vanish for n ∈ N.
Proof. The proof follows just by taking limit in Corollary 2.3 as in [8], Sections
5 and 6. In particular, one gets
lim
a→+∞
(
2
a
)(uF+k+1)/2
λaF (
√
2ax+ a) = λF (x)
where λF is defined by (3.6).
As for exceptional Charlier polynomials, our conjecture is that the minimal
order for the recurrence relations of the form (1.1) satisfied by the exceptional
Hermite polynomials is 2wF +1 and it corresponds with the recurrence relation
given in the previous corollary.
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For F = {1, 2}, taking limit in (2.23) and (2.24), we get explicit expressions
for the recurrence coefficients of a seven and a nine term recurrence relation for
the exceptional Hermite polynomials (HFn )n. More precisely, the exceptional
Hermite polynomials (HFn )n satisfy the seven order recurrence relation (3.7)
where wF = 3,
AFj (n) =


4n(n− 1)(n− 2)/3, if j = −3,
2n(n− 1), if j = −1,
n− 2, if j = 1,
(n−1)(n−2)
6(n+1)(n+2) , if j = 3,
0, if j = −2, 0, 2,
and λF (x) = 4x
3/3 + 2x.
They also satisfy the nine order recurrence relation (1.1) where r = 4,
aj(n) =


2n(n− 1)(n− 2)(n− 3), if j = −4,
4n(n− 1)(n− 2), if j = −2,
n(3n− 7), if j = 0,
(n−1)(n−2)
n+1 , if j = 2,
(n−1)(n−2)
8(n+2)(n+3) , if j = 4,
0, if j = −3,−1, 1, 3,
and λ(x) = 2x4 + 2x2 − 1/2.
4 Exceptional Meixner polynomials
We start with some basic definitions and facts about Meixner polynomials.
For a 6= 0, 1 we write (ma,cn )n for the sequence of Meixner polynomials defined
by
(4.1) ma,cn (x) =
an
(1 − a)n
n∑
j=0
a−j
(
x
j
)(−x− c
n− j
)
(we have taken a slightly different normalization from the one used in [3], pp.
175-7, from where the next formulas can be easily derived; see also [23], pp,
234-7 or [27], ch. 2). Meixner polynomials are eigenfunctions of the following
second order difference operator
(4.2)
Da,c =
xs−1 − [(1 + a)x+ ac]s0 + a(x+ c)s1
a− 1 , Da,c(m
a,c
n ) = nm
a,c
n , n ≥ 0,
where sl denotes the shift operator sl(f) = f(x + l). For a 6= 0, 1 and c 6=
0,−1,−2, . . ., they are always orthogonal with respect to a moment functional
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ρa,c. For 0 < |a| < 1 and c 6= 0,−1,−2, . . ., we have
ρa,c =
∞∑
x=0
axΓ(x+ c)
x!
δx.
The moment functional ρa,c can be represented by a positive measure only when
0 < a < 1 and c > 0.
From now on, F = (F1, F2) will denote a pair of finite sets of positive integers.
We denote by kj the number of elements of Fj , j = 1, 2, and k = k1 + k2 is the
number of elements of F . One of the components of F , but not both, can be
the empty set.
We associate to F the nonnegative integers uF and wF and the infinite set of
nonnegative integers σF defined by
uF =
∑
f∈F1
f +
∑
f∈F2
f −
(
k1 + 1
2
)
−
(
k2
2
)
,(4.3)
wF =
∑
f∈F1
f +
∑
f∈F2
f −
(
k1
2
)
−
(
k2
2
)
+ 1,(4.4)
σF = {uF , uF + 1, uF + 2, · · · } \ {uF + f, f ∈ F1}.(4.5)
The infinite set σF will be the set of indices for the exceptional Meixner or
Laguerre polynomials associated to F .
We are now ready to introduce exceptional Meixner polynomials (see [9]).
Definition 4.1. Let F = (F1, F2) be a pair of finite sets of positive integers. For
real numbers a, c, with a 6= 0, 1 and c 6= 0,−1,−2, . . ., we define the polynomials
ma,c;Fn , n ≥ 0, as
(4.6) ma,c;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
ma,cn−uF (x) m
a,c
n−uF (x+ 1) · · · ma,cn−uF (x+ k)[
ma,cf (x) m
a,c
f (x+ 1) · · · ma,cf (x+ k)
]
f ∈ F1[
m
1/a,c
f (x) m
1/a,c
f (x + 1)/a · · · m1/a,cf (x+ k)/ak
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
where the number uF is defined by (4.3).
The determinant (4.6) should be understood as explained in (2.7).
As before, we have that for n ∈ σF (see (4.5)), ma,c;Fn is a polynomial of
degree n. But for n 6∈ σF the determinant (4.6) vanishes and then ma,c;Fn = 0.
In [9], we proved that these polynomials are always eigenfunctions of a second
order difference operator with rational coefficients. Under the assumption 0 <
a < 1, c 6= 0,−1,−2, · · · and the admissibility condition
(4.7)
∏
f∈F1
(x− f)∏f∈F2(x + c+ f)
(x+ c)cˆ
≥ 0, x ≥ 0,
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where cˆ = max{−[c], 0} and [c] denotes the value of the floor function at c (i.e.
[c] = max{s ∈ Z : s ≤ c}), the polynomials (ma,c;Fn )n∈σF are orthogonal (and
complete ) with respect to a positive measure (see Theorems 4.3 and 4.4 in [9]).
We call these polynomials exceptional Meixner polynomials. Since we want
to work with orthogonal polynomials with respect to positive measure we will
assume that 0 < a < 1, c 6= 0,−1,−2, · · · and that the admissibility condition
(4.7) holds, although these assumptions are not need for the implementation of
our method to find higher order recurrence relations for the polynomials (4.6).
Related to the exceptional Meixner polynomials is the Casoratian type deter-
minant defined by
(4.8)
Ωa,c
F
(x) =
∣∣∣∣∣∣∣∣∣
[
ma,cf (x) m
a,c
f (x+ 1) · · · ma,cf (x+ k − 1)
]
f ∈ F1[
m
1/a,c
f (x) m
1/a,c
f (x + 1)/a · · · m1/a,cf (x+ k − 1)/ak−1
]
f ∈ F2
∣∣∣∣∣∣∣∣∣
.
Ωa,c
F
is a polynomial of degree wF − 1 (see (4.4) for the definition of wF ). In [9],
it has been conjectured that this determinant enjoys the symmetry
(4.9) Ωa,c
F
(x) = (−1)uF+k1 ua(F)
ua(G) Ω
a,−c−MF1−MF2
G
(−x),
where ua(F) = a(
k2
2 )−k2(k−1)(1 − a)k1k2 .
Up to an additive constant, we define the polynomial λa,c
F
of degree wF as
the solution of the first order difference equation
(4.10) λa,c
F
(x) − λa,c
F
(x− 1) = Ωa,−c−maxF1−maxF2
G
(−x),
where G = (I(F1), I(F2)), and I is the involution defined by (2.11). As we
will see below, the higher order recurrence relation for the exceptional Meixner
polynomials is constructed from this polynomial λa,c
F
.
Consider now the measure
(4.11) ρFa,c =
∞∑
x=uF
∏
f∈F1
(x−f−uF)
∏
f∈F2
(x+c+f−uF)a
x−uFΓ(x+ c− uF)
(x− uF)! δx.
For 0 < a < 1 and c 6= 0,−1,−2, · · · and under the assumption (4.7), this
measure is positive. Notice that this measure is supported in the infinite set of
nonnegative integers σF (4.5).
The measure ρFa,c has associated a sequence of orthogonal polynomials q
a,c;F
n ,
n ≥ 0, which can be constructed using the Christoffel-Szego¨ determinantal
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formula
(4.12) qa,c;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
ma,cn (x− uF) ma,cn+1(x− uF) · · · ma,cn+k(x− uF)[
ma,cn (f) m
a,c
n+1(f) · · · ma,cn+k(f)
]
f ∈ F1[
m
1/a,c
n (f) −m1/a,cn+1 (f) · · · (−1)km1/a,cn+k (f)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
(−1)nk2∏f∈F1(x− f − uF)∏f∈F2(x+ c+ f − uF) .
In [12], Theorem 6.2, it is proved that the polynomials qa,c;Fn (x + uF), n ≥ 0,
are eigenfunctions of a higher order difference operator. This operator can be
explicitly constructed by means of the formula
DF = λ
a,c
F (Da,c) +
∑
g∈I(F1)
M1g (Da,c)
1− a ◦ ∇ ◦m
a,−c−max I(F1)−max I(F2)
g (−Da,c − 1)
(4.13)
+
∑
g∈I(F2)
aM2g (Da,c)
1− a ◦∆ ◦m
1/a,−c−max I(F1)−max I(F2)
g (−Da,c − 1)
where Da,c is the Meixner second order difference operator (4.2), λ
a,c
F
is the
polynomial (4.10) and M ig, g ∈ I(Fi), i = 1, 2, are certain polynomials with
can be explicitly constructed (see [9], Section 6). The associated eigenvalues are
given by the polynomial λa,c
F
, so that DF (q
a,c;F
n ) = λ
a,c
F
(n)qa,c;Fn .
In [12], Theorem 6.2, it is also proved that DF is a difference operator of
order 2wF + 1, which can be written in terms of the shift operators sj in the
form
(4.14) DF =
wF∑
j=−wF
hj(x)sj ,
where hj , j = −wF , · · · , wF , are certain polynomials.
It turns out that the exceptional Meixner polynomials ma,c;Fn , n ∈ σF , are
strongly related by duality with the polynomials qa,c;Fn , n ≥ 0.
Lemma 4.2 (Lemma 3.2 of [9]). If u is a nonnegative integer and v ∈ σF , then
(4.15) qFu (v) = κξuζvm
F
v (u),
where
κ =
(−1)
∑
f∈F2
fak2(k1+1)+
∑
f∈F2
f ∏
f∈F1
f !
∏
f∈F2
f !
(a− 1)k2(k1+1)∏f∈F1(1 + c)f−1∏f∈F2(1 + c)f−1 ,
ξu =
a(k1+1)u
∏k
i=0(1 + c)u+i−1
(a− 1)(k+1)u∏ki=0(u+ i)! ,
ζv =
(a− 1)v(v − uF)!
av(1 + c)v−uF−1
∏
f∈F1
(v − f − uF )
∏
f∈F2
(v + c+ f − uF) .(4.16)
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We are now ready to establish the main result of this section.
Corollary 4.3. The exceptional Meixner polynomials defined by (4.6) satisfy a
2wF + 1 order recurrence relation of the form
(4.17)
wF∑
j=−wF
Aa,c;Fj (n)m
a,c;F
n+j (x) = λ
a,c
F
(x)ma,c;Fn (x), n ≥ 0,
where the number wF and the polynomial λ
a,c
F
are defined by (4.4) and (4.10),
respectively. For j = −wF , · · · , wF , Aa,c;Fj (n) is a rational function in n which
does not depend on x and whose denominator does not vanish in n ∈ N.
Proof. The proof is similar to that of Corollary 2.3 and it is omitted. We only
point out that the relationship between the coefficients Aa,c;Fj (4.17) and hj
(4.14) is given by
(4.18) Aa,c;Fj (n) =
hj(n)ζn+j
ζn
,
where ζn is defined by (4.16)
Our conjecture is that the minimal order for the higher order recurrence
relations of the form (1.1) satisfied by the exceptional Meixner polynomials is
2wF + 1.
Here it is a trio of examples.
Consider F1 = {1, 2}, F2 = ∅ and F = (F1, F2). We have wF = 3 and then
according to the Corollary 4.3, the exceptional Meixner polynomials (ma,c;Fn )n
satisfy a seven order recurrence relation. Using (4.13), we can compute explic-
itly the seven order difference operator with respect to which the polynomials
(qa,c;Fn )n are eigenfunctions and the corresponding eigenvalues. Applying then
(4.16) and (4.18) we can explicitly find the coefficients Aa,c;Fj , j = −3, · · · , 3:
(4.19) Aa,c;Fj (n) =


a3(n+c−3)(n+c−2)(n+c−1)
6(a−1)6 , if j = −3,
−a2(a+1)(n+c−2)(n+c−1)(n−2)2(a−1)5 , if j = −2,
a(n+c−1)(n−1)((n−2)(a2+3a+1)+ac)
2(a−1)4 , if j = −1,
− (a+1)[(a2+8a+1)n(n−1)(n−2)/6+acn(n−2)](a−1)3
−a3c(c+1)(c+2)
6(a−1)3 , if j = 0,
(n+1)(n−2)((n−1)(a2+3a+1)+ac)
(a−1)2 , if j = 1,
− (a+1)(n−1)(n2−4)2(a−1) , if j = 2,
(n+3)(n−1)(n−2)
6 , if j = 3
and λa,c
F
(x) =
x3
6
+
(a+ ac− 1)x2
2(a− 1) +
(3ac(2a+ ac− 1) + 2(a− 1)2)x
6(a− 1)2 .
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In this case, we have checked by using Maple that seven is the minimal order
for a higher order recurrence relation for this family of exceptional Meixner
polynomials (only linear equations are needed).
The admissibility condition (4.7) for this example reduces to c ∈ (−2,−1) ∪
(0,+∞), but the recurrence formula also holds for a 6= 0, 1 and c 6= 0,−1,−2, · · · .
Consider F1 = ∅, F2 = {1}. We have wF = 2 and then according to the
Corollary 4.3, the exceptional Meixner polynomials (ma,c;Fn )n satisfy a five order
recurrence relation. Proceeding as before, we get:
(4.20) Aa,c;Fj (n) =


−a2(n+c−3)(n+c)2(a−1)4 , if j = −2,
a(a+1)(n+c−2)(n+c))
(a−1)3 , if j = −1,
− (a2/2+2a+1/2)n(n−1)−c(a2+3a+1)n(a−1)2
− c(c(a2+2a)−a2−2a−2)2(a−1)2 , if j = 0,
(a+1)n(n+c)
a−1 , if j = 1,
−n(n+1)2 , if j = 2
and λaF (x) = −
x(x(a− 1) + a− 2c− 1)
2(a− 1) .
In this case, we have checked by using Maple that five is the minimal order
for a higher order recurrence relation for this family of exceptional Meixner
polynomials (only linear equations are needed).
Consider F1 = {1}, F2 = {1}. We have wF = 3 and then according to the
Corollary 4.3, the exceptional Meixner polynomials (ma,c;Fn )n satisfy a seven
order recurrence relation. Using (2.16), we can compute explicitly the seven
order difference operator with respect to which the polynomials (qa,c;Fn )n are
eigenfunctions and the corresponding eigenvalues. Applying then Corollary (4.3)
and (4.18) we can explicitly find the coefficients Aa,c;Fj , j = −3, · · · , 3:
(4.21)
Aa,c;Fj (n) =


−a2(n+c−4)(n+c−2)(n+c)3(a−1)5 , if j = −3,
a(a+1)(n+c−3)(n+c)(2n+c−4)
2(a−1)4 , if j = −2,
− (a2+3a+1)(n+c−2)(n+c)(n−2)(a−1)3 , if j = −1,
(a+1)n[(a2+8a+1)(2n2+3(c−2)n+4)−3c(3a2+(−2c+20)a+3)]
6a(a−1)2
− c(a3(c+4)(c−1)+3a2(c+8)(c−1)+6a(c−7)−6)6a(a−1)2 , if j = 0,
− (a2+3a+1)(n+c)(n−2)na(a−1) , if j = 1,
(a+1)(n−2)(n+1)(2n+c)
2a , if j = 2,
− (a−1)n(n2−4)3a , if j = 3
and λaF (x) = −
(a− 1)x3
3a
− (2a+ ac− 2− c)x
2
2a
− (−6c
2a+ 3(a2 − 6a+ 1)c+ 4(a− 1)2)x
6a(a− 1) .
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5 Exceptional Laguerre polynomials
For α ∈ R, we write (Lαn)n for the sequence of Laguerre polynomials
(5.1) Lαn(x) =
n∑
j=0
(−x)j
j!
(
n+ α
n− j
)
(that and the next formulas can be found in [14], vol. II, pp. 188–192; see also
[23], pp, 241-244).
For α 6= −1,−2, . . ., they are orthogonal with respect to a measure µα =
µα(x)dx. This measure is positive only when α > −1 and then
µα(x) = x
αe−x, x > 0.
One can obtain Laguerre polynomials from Meixner polynomials using the limit
(5.2) lim
a→1
(a− 1)nma,cn
(
x
1− a
)
= Lc−1n (x)
see [23], p. 243.
Exceptional Laguerre polynomials can be defined by means of the Wronskian
type determinant
(5.3) Lα;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
Lαn−uF (x) (L
α
n−uF )
′(x) · · · (Lαn−uF )(k)(x)[
Lαf (x) (L
α
f )
′(x) · · · (Lαf )(k)(x)
]
f ∈ F1[
Lαf (−x) Lα+1f (−x) · · · Lα+kf (−x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
.
As before, we have that for n ∈ σF (see (4.5)), Lα;Fn is a polynomial of degree
n. But for n 6∈ σF the determinant (4.6) vanishes and then Lα;Fn = 0.
If we write
(5.4) Ωαα;F(x) =
∣∣∣∣∣∣∣∣∣
[
Lαf (x) (L
α
f )
′(x) · · · (Lαf )(k−1)(x)
]
f ∈ F1[
Lαf (−x) Lα+1f (−x) · · · Lα+k−1f (−x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣
,
the admissibility condition (4.7) is equivalent to the fact that the polynomial
Ωα;F does not vanish in [0,+∞) (see [9] and [13]). Then, the polynomials Lα;Fn
are orthogonal with respect to the positive weight
ωα;F(x) =
xα+ke−x
(Ωα
F
(x))2
, x > 0,
and they are called exceptional Laguerre polynomials (see [9]).
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Exceptional Laguerre polynomials can be obtained from exceptional Meixner
polynomials by using the basic limit (5.2). More precisely
(5.5) lim
a→1
(a− 1)n−(k1+1)k2ma,c;Fn
(
x
1− a
)
= (−1)(k+12 )+
∑
f∈F2
fLα;Fn (x)
uniformly in compact sets.
Up to an additive constant, we define the polynomial λα;F of degree wF as
the solution of the first order differential equation
(5.6) λ′α;F (x) = Ω
−α−maxF1−maxF2−2
G
(−x),
where G = (I(F1), I(F2)), I is the involution defined by (2.11) and ΩαF is the
Wronskian type determinant (5.4). We are now ready to establish the main
result of this section (the proof is omitted because is similar to that of 3.1).
Corollary 5.1. The exceptional Laguerre polynomials defined by (5.3) satisfy
a 2wF + 1 order recurrence relation of the form
(5.7)
wF∑
j=−wF
Aα;Fj (n)L
α;F
n+j(x) = λα;F (x)L
α;F
n (x),
where the number wF and the polynomial λα;F are defined by (4.4) and (5.6),
respectively. For j = −wF , · · · , wF , Aα;Fj (n) is a rational function in n which
does not depend on x and whose denominator does not vanish for n ∈ N.
As for the other families of exceptional polynomials considered in this paper,
our conjecture is that the minimal order for the higher order recurrence relations
of the form (1.1) satisfied by the exceptional Laguerre polynomials is 2wF + 1.
For F1 = ∅ and F2 = {ℓ}, our family Lα;Fn coincides, up to renormalization,
with the so-called type I exceptional Laguerre polynomials. In [37], the authors
prove that type I exceptional Laguerre polynomials satisfy a 4ℓ + 1 order re-
currence relation of the form (1.1) (an explicit expression for this recurrence
relation is not provided in [37]). Since for this particular pair F = (F1, F2),
wF = ℓ+ 1, we have that our corollary gives a 2ℓ+ 3 order recurrence relation
for this family.
For F = (F1, F2), with F1 = {1, 2}, F2 = ∅, taking limit in (4.19), we get
explicit expressions for the recurrence coefficients of a seven term recurrence
relation for the exceptional Laguerre polynomials (Lα;Fn )n. More precisely, the
exceptional Laguerre polynomials (Lα;Fn )n satisfy the seven order recurrence
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relation (5.7) where wF = 3,
Aα;Fj (n) =


−(n+ α)(n+ α− 1)(n+ α− 2)/6, if j = −3,
(n+ α)(n + α− 1)(n− 2), if j = −2,
−n+ α)(5n+ α− 9)(n− 1)/2, if j = −1,
10n3/3− (8 − 2α)n2 − (4α− 8/3)n
+α3/6 + α2 + 11α/6 + 1, if j = 0,
−(5n+ α− 4)(n+ 1)(n− 2)/2, if j = 1,
(n− 1)(n2 − 4), if j = 2,
−(n+ 3)(n− 1)(n− 2)/6, if j = 3
and λαF (x) = x(x
2 − 3x(a+ 1) + 3(a+ 1)(a+ 2))/6.
For F = (F1, F2), with F1 = ∅, F2 = {1}, taking limit in (4.20) , we find that
the exceptional Laguerre polynomials (Lα;Fn )n satisfy the five order recurrence
relation (5.7) where wF = 2,
Aα;Fj (n) =


−(n+ α+ 1)(n+ α− 2)/2, if j = −2,
2(n+ α+ 1)(n+ α− 1), if j = −1,
−3n2 − (2 + 5α)n− 3α2/2− α/2 + 1, if j = 0,
2n(n+ α+ 1), if j = 1,
−n(n+ 1)/2, if j = 2,
and λαF (x) = −x(x+ 2α+ 2)/2.
For F = (F1, F2), with F1 = {1}, F2 = {1}, taking limit in (4.21) , we
find that the exceptional Laguerre polynomials (Lα;Fn )n satisfy the seven order
recurrence relation (5.7) where wF = 3,
Aα;Fj (n) =


−(n+ α− 3)(n+ α− 1)(n+ α+ 1)/3, if j = −3,
(n+ α− 2)(n+ α+ 1)(2n+ α− 3), if j = −2,
−5(n+ α− 1)(n+ α+ 1)(n− 2), if j = −1,
−(2n+ α− 1)(−10n2 − 10(α− 1)n+ 2α2 + 23α+ 21)/3, if j = 0,
−5(n+ α+ 1)(n− 2)n, if j = 1,
(n− 2)(n+ 1)(2n+ α+ 1), if j = 2,
−n(n2 − 4)/3, if j = 3
and λaF (x) = x(x
2 − 3(a+ 3)(a+ 1))/3.
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