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Abstract 
vVe study the dynamics of pattern formation in a competitive nonlinear prolifera-
tion system composed of three agents; autocatalytically increasing consumer (or cell, 
X), its inhibitor (I), and resources (or nutrition, N) to support the proliferation of 
the consumers. Under a condition that the diffusion constants of X and I are fixed so 
as to favor for the standard Turing pattern to appear, we scan the diffusion constant 
of the resource ( D N), and observe interesting pattern..-;. Furthermore, we investigate 
the effect of concentration fluctuation of agents for observed patterns by changing 
the total amount of agents. vVe also show interesting pattern transient dynamics to 
the asyn1ptotic patterns quantitatively. 
I. INTRODUCTION 
Fluctuations (Noises) inevitably arise in any phenomenon in our real world, though we 
often neglect them based on mathematical idealization. In this case, fluctuations are the 
most asymptotic behavior. The importance of fluctations are well-known in a wide range 
of fields nowadays [1--4]. For instance, fluctuations can make an order structure, such as 
stochastic resonance [5]. In recent years, the effect of concentration fluctuation of protein 
molecules has also been pointed out in biochemical reaction networks [6~9]. 
The Turing (diffusive) instability is one of the best studied notions in pattern formation 
[10]. It sets forth the basic mechanism of how a spatially uniform distribution of an agent is 
destabilized to a symmetry broken (localized) pattern by the faster diffusion of its inhibiting 
counterpart. This fundamental theory explains many of the pattern formation phenomena 
in nature [11, 12]. Led by its great success, more sophisticated models have also been 
proposed and surveyed for more complicated pattern formations such as spatiotemporal 
wave propagation in excitable medias [13, 14]. 
In this paper, we consider a dynamical system consisting of three components; auto-
catalytically increasing consumer (X), its inhibitor (J), and resources (N) to support the 
proliferation of X. This system is considered to be an extended model of the stanard Tur-
ing model. The dynamics is realized with a cellular automaton (CA) [15]. By setting the 
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diffusion constants of X and I (denoted as Dx and D1, respectively) as D1 » Dx so that 
the standard static Turing pattern can be realized, we scan the diffusion constant of N 
(DN) as a parameter to control the dynamics, with an expectation that competing dynam-
ics among them should give birth to interesting patters in a simple system. In addition to 
DN, the initial amount of the X and N is found to be a good parameter that characterizes 
transitions among the patterns. This parameter corresponds to the degree of fluctuation in 
the system. We also show the pattern transition by changing this parameter. 
The paper is organized as follows. In Sec. II, we first introduce our model of a compct-
iti ve nonlinear proliferation system, and then briefly describe some methodological details 
of the CA. Further details are followed by the Appendix. In Sec. III, we present pattern 
formation observed in our model. We also show pattern transition phenomena by changing 
the total number of particles initially prepared. 'Ve conclude this paper with some remarks 
in Sec. IV. 
II. MODEL AND METHOD 
A. Model 
With the cellular automaton (CA) and the method of reaction-diffusion equations, we 
studied before a very basic pattern formation of an agent X by autocatalytic proliferation 
along with natural death [16], which is X + N -+ 2X and X -+ P1 . The component X 
proliferates by reacting with nutrition N, and naturally dies (or transforms to an inactive 
body P1) by the depletion of N (starvation). It turned out that this Rimplest dynamical 
system can generate various growth patterns a.s in bacterial colonies. 
We here extend the above dynamical system by adding an inhibitor (repressor) I. An 
inhibitor directly suppresses the proliferation of X by killing X. This process is similar to 
apoptosis. We construct. this dynamical system as 
X +N-+ 2X, 
X-+ P1 +I. 
X +I-+ 2N, 
l-+ N, 
(la) 
(lb) 
(le) 
(ld) 
A cell (X) takes an amount of nutrition (N), which is prepared with an initial distribution, 
and proliferates into two pieces by division [Eq. (la)]. When X dies for starvation [Eq. 
(lb)], it emits an inhibiting (poisoning) agent I, which can reduces X to an amount of N 
[Eq. (le)]. The inhibitor I itself is to be eventually reduced to N by aging [Eq. (ld)]. 
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Our studied model is a little larger than the activator-inhibitor (AI) model [17] (or 
resource-consumer (RC) model) is well known to exhibit stationary Turing patterns with 
spatially periodic structures [10-12]. And also, this model can be considered as a combi-
nation of AI and RC models by regarding (activator, inhibitor) = (X, I) and (consumer, 
resource):::= (X, N). Thus, our model is expected to generate typical Turing patterns in the 
conditions D1 » Dx and DN » Dx. Incidentally, a couple of studies have been published, 
which use three component reaction-diffusion equations consisting of one activator and two 
inhibitors [18-20]. 
B. Cellular Automaton 
vVe study this dynamical system by means of CA, which is essentially the same as those 
we have developed and applied in the previous papers [16, 21]. The methodological details 
are referred to that paper and ref. [22], and we here outline only the part particularly 
relevant to the present work. 
The CA dynamics applied to the present scheme, Eqs. (la)-(ld) consists of three CA's 
(fields), namely X, N, and J. Each CA field represents the spatiotemporal distribution 
of the number of particles of each component. The diffusion on each CA is allowed to be 
evolved in time independently from other CA's, whereas the reactions are treated as inter-
actions between the particles on different CA's. The ratio of time steps of these automata 
should be determined so as to represent the physical constants predetermined such as those 
for the reaction rates and diffusions. Especially, the diffusion constant D; of the component 
i is represented as D; = (1- pi)r;/ 4, where p; is a probability for a particle of the component 
i to stay at the same node and r, is the ratio of the unit time for the reaction process to 
the diffusion process of a component i. Each CA field realizes cellular dynamics on two 
dimensional triangular lattice coordinates. 
III. RESULTS 
We here show some results with changing two system parameters, the diffusion con-
stant of the nutrition DN and the total amount of all components S0 . Since there are so 
many independent parameters to control the system dynamics, we set these parameters to 
generate the simplest Turing pattern, which is realized under the condition of D1 » Dx. 
Then, by changing the diffusion constant of nutrition (resource) D N with respect to the 
fixed values of D1 (= 6.00) and Dx(= 0.06). In addition to this parameter DN, we scan 
the parameter Xo -~ No+ Io (= S0 ) keeping the ratio No/ Xo to 3 and 10 =c 0, where X 0 , 
Na, and 10 are the initial concentrations of X, N, and J. Sa is a conserved quantity in this 
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system and moreover turns out to be a good parameter to investigate the mechanism of the 
present pattern formations, because S0 is expected to be another order parameter to control 
stochastic fluctuation: When S0 is small, the stochastic fluctuation and also the effect of 
discreteness in the treatment of CA should be relatively magnified. This is imply because 
the amplitude of stochastic fluctuation is proportional to VSo and its relative intensity is 
proportional to VSo/ S0 = 1/ VSo. In this paper, we mainly focus on the pattern transition 
with only changing So. 
A. Typical patterns for different D N and So 
Figure 1 shows phase diagram in the DwSo plane. As an initial condition of the CA 
dynamics, X and N are uniformly distributed in t he CA field with no I being prepared. 
The periodic boundary condition has been imposed. The system parameters we set for this 
system are summarized in Table I. 
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FIG. 1: Phase diagram in the DwSo plane. Each snapshot shows the typical distribution of X 
generating from a set of parameters (DN , S0 ). • and • denote transit ion points S1 and S2 for 
different D N, re pectively. 
When N diffuses faster than X (DN > Dx) and So is large (upper-right part of Fig. 
1) , typical Turing patterns appear. The e localized patterns are tationary only with t iny 
stochastic fluctuations. The results are not surprising, because the diffusion constants 
satisfy the conditions D 1 » D x and D N > D x. 
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TABLE I: Sy tern parameters 
x;l 5 N;) 15 Io o r 1 b) 0.25 r 2 b) 0.20 r3 b) 0.75 r4 b) 0.35 
Px 0.75 PN * PI 0.20 rx 1 TN ** Tf 30 
a) The ratio of X 0 to No is fixed. The absolute value are varied for different cases. 
b) r 1 , r 2 , r 3 , and r4 : Reaction probability in Eqs. (l a), (lb), (le), and (Id), respectively. 
*: PN = 0.33, 0.33, and 0.95 for D N = 5.00, 0.17, and 0.01, respectively. 
**: TN= 30, 1, and 1 D N = 5.00, 0.17, and 0.01, respectively. 
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FIG. 2: Time evolution of the distribution of X in a given area. (DN = 0.01 , So = 1000) 
On the other hand, when N diffuses slower than X (D x > D N) and S0 is sufficiently 
large (upper-left part of Fig. 1), we can observe traveling wave patterns (Fig. 2) . At first , 
t he tripe patterns of X emerge (t = 150). The stripe regions gradually split into several 
domains (t = 500), and then they begin to move in various directions (t = 1000). These 
moving domains expand and break up repeatedly (t = 2000). Once a spiral core is formed 
by chance, traveling waves are generated from the spiral core and take the other moving 
domains into them as though the small pieces were washed out (t = 5000), and at last the 
spiral wave pattern is evolved to the global scale (t = 10000). T hus, a clear self-organization 
of randomly moving domains has manifested itself in this process. Similar self-organization 
of actin networks from static spots to moving spots to waves has been observed in certain 
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single-celled organisms [23]. 
And also, two different kind of pattern transition have been ob erved by decreasing th 
values of S0 from large one (bottom part of Fig. 1). As S0 decreases, the boundaries of 
the stationary (or traveling) localized patterns become rough (fluctuating patterns) and 
finally no clear localized domain is formed (Fig. 3). These transition phenomena gradually 
proceed, thus in fact, there is no apparent transition points. Ievertheless, we have esti-
mated these transition point , S1 and S2 (Fig. 1), quantitatively by measuring the patial 
fluctuation. The details about the estimation are d cribed later. 
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FIG. 3: Magnified nap hot of the distribution of X for selected So at t = 2000 in DN = 0.17. 
B. Pattern transit ion for different So 
To clarify the pattern transition depending on S0 , we next investigate S0 dependence 
of the patterns quantitatively. Figure 3 shows snapshots at t = 2000 of the spatial distri-
bution of X for the selected values of S0 . And also, to quantify differences between th e 
patterns, we therefore survey the normalized time correlation of the spatial patterns of X , 
Cx(s)/Cx(O) (Fig. 4 (a)), and the power spectra of the spatial distribution of X (Fig. 4 
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(b)). The time correlation function Cx(s) is defined as Cx(s) = {5X (z, t + s) 5X (z, t))z,t 
with the number fluctuation of X measured as 5X (z, t) = X (z, t) - X (t), where X(t) = 
(X (z, t)} z is the spatially average number of X. { · · ·) z,t denotes averaging over space z and 
time t. 
FIG. 4: (a) Time correlations, and (b) Power spectra of the spatial distribution of X for the above 
So in DN = 0.17. 
In cases of smaller So (So= 10), X particles do not make clear localized aggregations and 
the distribution of X looks :fluctuating to some extent. Consequently, the time correlations 
for the small S0 decay rapidly and the spatial power spectra show broader peaks. On 
the other hand, the system of So = 100 creates a very clear stationary localized pattern, 
and concomitantly the correlation decays slowly and the power spectrum shows a narrower 
peak. The system of S0 = 40 shows a transient state between the very weak and strong 
aggregating patterns. We have thus observed that as S0 is set smaller, the boundaries of the 
stationary localized patterns become rough and :finally no clear localized domain is formed. 
C. Fluctuation-induced pattern transition 
We finally quantify the difference of patterns generated from different 80 . We thus 
introduce the normalized spatial fluctuation vx(t) = u(t)/ X(t), where a(t)2 = {oX (z, t) 2)z-
Figure 5 shows the time evolution of vx(t) for the various S0 in DN = 0.17. The plots of 
vx(t) in each So reach constant values quickly. It indicates that the patterns have a certain 
intensity of the spatial fluctuation even though some patterns look like nonstationary ones. 
These values depend on both S0 and DN, and thus we measure V:x-, which is the time 
average of vx(t) after reaching a constant value. 
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FIG. 5: Time evolution of vx(t) for various So in DN = 0.17. 
Figure 6 shows Vx as a function of S0 in D N = 5.00 and D N = 0.17, and two plots 
in the panel show a similar behavior as S0 increase . When So is small, Vx decreases as 
S0 increase, because the relative intensity of the fluctuation ("" 1/ ~) decreases. After 
the decline in smaller So , Vx increases with increase in So. It indicates the beginning 
of ordering process. And eventually, Vx approaches a constant value because almost the 
same tationary localized patterns appear in large S0 . From the above observation, two 
transition points S1 and S2 in S0-coordinate, which makes the minimum of Vx and locates 
the smallest value of S0 in the flat plateau of Vx , respectively, are critical. They are roughly 
(S1 , S2) = (6, 12) in D N = 5.00, and (S1 , S2) = (12, 80) in D N = 0.17. 
With these critical values, we can summarize the pattern formation and their transitions. 
There are three regions where the different kinds of patterns appear with the change of 
S0 . (i) When S0 i maller than S1 , no clear localized pattern appears becau e of too 
much fluctuation. (ii) When So is in between S1 and S2, the fluctuating localized patterns 
appear as a result of depression of the fluctuation and forming the boundary of localized 
domains. (iii) When S0 is larger than S2 , the stationary localized patterns appear because 
the fluctuation is sufficiently small. Since the stochastic fluctuation is induced by the 
discreteness of the number of particles, we may call this patt rn transition Fluctuation-
induced pattern transition, which turns out to be well characterized in term of Vx. 
In addi tion, as D N decreases, these pattern transition phenomena are observed in the 
larger So region (Fig. 1). This is because localized domains keep their shapes with the help 
of ufficient supply of N from their neighboring regions. Slow N diffusion causes slow rate 
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FIG. 6: Vx as a funct ion of So in D N = 5.00 and D N = 0. 17. Two transition points S1 and S2 in 
both cases are.indicat ed by arrows. · 
of the supply of N, and the magnitude of the stochastic fluctuation increases as the supply 
rate gets slower. Consequent ly, t he larger S0 is required to generate clear localized patterns 
as D N decreases. 
IV. CONCLU DING REMAR KS 
In summary, we have studied pattern formation in a competitive nonlinear proliferation 
system that contains t he autocatalytic proliferation of consumer (cell, X), resource (nutri-
tion , N ) to be fed , and inhibitor (I) t hat reduces X in a manner of apoptosis. By smoothly 
changing t he total amount of X and N prepared init ially (So = X 0 + N0 ), t he above basic 
patterns can make transit ion from one to another. It turns out that with increasing So, 
t he fluctuation of the individual patterns tends to be suppressed . Seemingly, the higher S0 
makes the boundary of t he patterns harder. On the other hand, a small magnitude of S0 in-
t roduces a large relative-fluctuation of the order 1/ VSa, and t hereby causing an instability 
in t he patterns. Thus S0 is found to be an essential parameter to control the pattern forma-
tion. Incidentally, Hildebrand et al. reported the traveling nanoscale structure in surface 
chemical reactions studied with a couple of model equations [24]. Our suggested pattern 
transit ion is expected to be observed in experiments of submicrometer or nanometer scales. 
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Appendix A: Algorithm for reaction processes 
We here introduce three characteristic features of the CA rules that are difficult for the 
ordinary rate equation method to describe. 
1. There arc two elementary reaction processes consuming X in the present system; 
proliferation Eq. (la) and inhibition Eq. (le). There is no a priori reason to de-
termine the order of choosing the elementary processes. So, one of these reactions is 
stochastically selected depending on the number of particles related to them (Nor I) 
at the same node. Then, we determine whether selected reaction actually takes place 
or not, with a predetermined reaction probability. 
2. Consider the decomposition reaction of X as in Eq. (lb). Basically, its rate should 
depend only on the number of X at each node. However, since X can be involved in 
the other reactions Eqs. (la) and (le) at the same time, the decomposition reaction 
cannot be treated independently as though no other reactions existed. Thus, the 
decomposition reaction of X effectively depends on the local circumstances. Similarly, 
the decomprn;ition of I also effectively depends on the local circumstances. 
3. We make a rule that in proliferation reaction, one of newly born X'.s should be recoiled 
and thereby pushed out from the node at which they were born with a probability .s 
predetermined. This effect is described as follows. When X splits into two particles 
by the proliferation reaction, one of them is stochastically forced to push-out to a 
neighboring node. 
In this appendix, we describe the CA rules in a great detail. In what follows, Xf 
denotes the number of X particles at a node z before a reaction, DX~ (DX:_) indicate 
the increment (decrement) of the number of X particles at the node z during the reaction, 
whereas XJ denotes the number of X particles at the node z after the reaction, satisfying 
X.[ = Xf + 6.Xf. - 6.X~_. For the other components, the similar notations are used. 
1. Treatment of Push-out effect 
When a single X particle splits into two, one of them can be st.ocha..o;;tically pushed-out 
to a neighboring node or remains at the original point. We here define s as a probability for 
the X particle to stay at the original node (0 ::.:; s ::.:; 1). And, since the particle is pushed 
out to isotropic directions, the probability to be pushed out to one of the nearest neighbor 
nodes is 16s. In this paper, we set s = 0.99 throughout. A random number R in [O, 1) is 
used to determine a node to which one of two split X particles should move. We denote 
these nodes as S. 
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2. CA rules 
1. Perform the following steps form step 2 to step 5 for all the nodes. 
2. Calculate the probability p~ to choose the reaction process (prolifera.tion (la) or in-
hibition (le)) depending on the local state (Nf and rt) at a node z, p~ = N:v_f.w 
' ' 
3. Repeat the next sub-steps Xi times at the node z. 
(a) Generate a random number R in [O, 1). 
(b) If R < p~, perform the next sub-steps. 
i. Go to the procedure A. And if the procedure A returns "True", then go 
back to step 3. 
ii. Go to the procedure C. And if the procedure C returns "True", then go back 
to step 3. 
iii. Go to the procedure B. Then, go back to step 3. 
( c) If R -2: p~. perform the next sub-steps. 
i. Go to the procedure C. And if the procedure C returns "True", then go back 
to step 3. 
I!. Go to the procedure A. And if the procedure A returns "True", then go 
back to step 3. 
iii. Go to the procedure B. Then, go back to step 3. 
4. Repeat the procedure D (It - /:::,..J':_) times at the node z. 
5. Go back to step 2. 
6. After the above procedures are completed, calculate Xj, NJ, IJ for all nodes. 
Reaction procedures 
A: X + N --t 2X (Eq. (la)). 
1. If N/ - !:::,..N~ i= 0, then perform the next steps (2) and (3). Otherwise, return 
"False" (Eq. (la) does not occur) and go back to the calling step without change. 
2. Generate a random number R in [O, 1). 
3. If R < r 1 , then add unity to /:::,..X~ and !:::,..N:, rnf<pectively, and then return 
"True" (Eq. (la) occurs) and go back to the calling step. Otherwise, return 
"False" and go back to the calling step without change. 
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B: X -t P1 +I (Eq. (lb)). 
1. Generate a random number R in [O, 1). 
2. If R < r 2 • then add unity to ~X.". and ~/~,respectively (Eq. (lb) occurs). 
3. Go back to the calling step. 
C: X +I -t 2N (Eq. (le)). 
l. If It - ~I~ # 0, then perform the next steps (2) and (3). Otherwise, return 
''False" (Eq. (le) does not occur) and go back to the calling step without change. 
2. Generate a random number R in [O, 1). 
3. If R < r3 , then add unity to ~X.". and~/':._, respectively, and add 2 to ~N";_, and 
then return "True'' (Eq. (le) occurs) and go back to the calling step. Otherwise, 
return "False" and go back to the calling step without change. 
D: I-+ N (Eq. (ld)). 
l. Generate a random number R in [O, 1). 
2. If R < r 1 , then add unity to~!.". and ~IV~, respectively (Eq. (ld) occurs). 
3. Go back to the calling step. 
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