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Introduction
”The important thing in science is not so much to obtain new facts as to
discover new ways of thinking about them.”
William Henry Bragg (1862-1942)
Modélisation multi-physique et multi-échelle
La compréhension et la maîtrise de la nature des divers phénomènes physiques et sys-tèmes complexes requièrent la reproduction de leurs architectures avec des modèles
mathématiques que l’on implémente dans des codes de calcul. La prise de conscience de
cette démarche est depuis quelques années en pleine évolution aussi bien dans le monde
scientiﬁque, que dans le monde industriel, mais reste tout de même assez limitée dans
quelques secteurs industriels, notamment dans les secteurs du transport et de l’énergie...
Malgré l’avancée importante, voire impressionnante, des outils numériques et de la puis-
sance des processeurs informatiques, la reproduction des architectures complexes représente
un challenge pour les industriels. Ce challenge consiste à traduire de multiples phénomènes
physiques élémentaires en algorithmes numériques décrivant divers systèmes tout en opti-
misant le coût de calcul. Cette traduction, appelée « modélisation multi-physique », doit
non seulement décrire la réalité, mais aussi la prévoir à court, moyen et long terme pour
que l’ingénieur ou le chercheur puisse maîtriser tel ou tel système.
La description et la prévision de la réalité d’un système complexe par la modélisation
multi-physique représentent le passage du monde virtuel vers le monde réel. Ce passage ne
peut être réalisé que si certaines exigences sont satisfaites :
– les algorithmes numériques sont robustes,
– les codes de calcul sont validés par des essais expérimentaux,
– la transition d’échelles est maîtrisée.
Ce dernier point est la principale caractéristique de la modélisation multi-physique, et plus
particulièrement dans le domaine de la mécanique des matériaux et des structures. Couplé
à la modélisation multi-physique, il constitue une thématique de recherche en plein essor
appelée «modélisation multi-physique et multi-échelle » dont la ﬁnalité est bien déﬁnie dans
son principe. En eﬀet, ce couplage est la forme la plus complète d’une modélisation d’un
enchaînement de divers phénomènes physiques, et ce, à des échelles distinctes dépendantes
les unes des autres.
Introduction
Le comportement des matériaux hétérogènes est un domaine d’étude où la maîtrise des
méthodes de transition d’échelles s’avère essentielle à cause de la nécessité de prendre en
compte tous les mécanismes physiques élémentaires. À l’heure actuelle, la complexité des
systèmes microstructuraux et des mécanismes associés fait que les modèles de comporte-
ment ont été développés sur chacune des échelles impliquées (Figure 1). Malgré le fait que
les propriétés physiques et mécaniques des matériaux soient liées, entre autres, à leurs struc-
tures et liaisons atomiques, il n’est cependant pas possible pour le moment de modéliser un
processus de mise en forme ou un comportement d’une structure en conditions de service
à partir d’un modèle de dynamique moléculaire. En eﬀet, utilisant même un calcul mas-
sivement parallèle, les modèles moléculaires permettent de traiter uniquement un volume
d’environ de 10−3µm3 dans le cas des métaux cubiques [22]. Pour étudier le comporte-
ment phénoménologique à partir des mécanismes physiques élémentaires, la modélisation
multi-physique et multi-échelle s’appuie sur les méthodes de transitions d’échelles, égale-
ment connues sous le nom de « techniques d’homogénéisation ». Plus concrètement, ces
techniques consistent à utiliser des paramètres représentatifs des relations des mécanismes
physiques d’une échelle inférieure sans marquer de discontinuités, il devient alors possible de
déduire le comportement phénoménologique d’une structure. Une conséquence immédiate
de ces techniques d’homogénéisation, lorsque celles-ci utilisent des méthodes assez particu-
lières, est le surcout du calcul, ce qui justiﬁe le fait que la modélisation multi-physique et
multi-échelle soit très peu utilisée en industrie malgré son intérêt technique et scientiﬁque.
Figure 1 – Représentation schématique des possibilités de modéliser le comportement méca-
nique d’un volume de matière de taille donnée pendant un temps physique (dans le cas des
modélisations dynamiques). Les frontières tracées en traits pleins représentent les limites de
validité des modèles. Les pointillés montrent les limites actuelles imposées par la puissance
des calculateurs [1]
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La modélisation multi-physique et multi-échelle n’est rendue possible que par la conjonc-
tion de deux aspects fondamentaux : celui de la connaissance des mécanismes physiques
élémentaires et celui des méthodes de calcul numérique par la puissance des processeurs et
de la capacité de résolution numérique. C’est l’approche numérique actuelle la plus complète
pour étudier le comportement mécanique d’une structure tout en s’appuyant sur des phé-
nomènes physiques élémentaires. Avec une volonté de mieux appréhender le comportement
des matériaux et d’accroître le caractère prédictif des modèles mathématiques, ce travail
de thèse contribue au développement des approches multi-physiques et multi-échelles.
Progrès des techniques expérimentales
Si la modélisation numérique s’articule autour d’approches théoriques ayant pour ﬁ-
nalité de réduire le coût des essais expérimentaux, ces derniers constituant une démarche
indispensable de validation de la pertinence des modèles et des algorithmes mathématiques
employés. Dans le domaine de la mécanique des matériaux et des structures hétérogènes, la
complexité des systèmes microstructuraux fait que les approches multi-physiques et multi-
échelles requièrent des techniques expérimentales de plus en plus sophistiquées. Celles-ci
permettent d’accéder aux mécanismes physiques élémentaires du matériau et de caractéri-
ser le comportement mécanique à diﬀérentes échelles de la structure.
Outre le développement des modèles numériques, l’avènement de la puissance des ordi-
nateurs a fortement contribué dans le déploiement de ces techniques expérimentales. Parmi
ces techniques, on retrouve celles qui ont séduit la communauté des métallurgistes 1 telles
que la microscopie électronique à balayage (MEB) ou la diﬀraction d’électrons rétrodiﬀusés
(EBSD) 2. Du fait de l’architecture complexe des microstructures des matériaux métalliques,
cette dernière technique, dans sa version entièrement informatisée, est devenue aujourd’hui
un outil indispensable pour les ingénieurs et chercheurs en métallurgie. Elle permet d’ac-
céder à des caractéristiques microstructurales notamment la texture locale du matériau
métallique permettant ainsi de mieux appréhender certains mécanismes physiques élémen-
taires liés à la recristallisation, aux transformations de phases, à la restauration... ou encore
au comportement mécanique.
D’autres techniques expérimentales sophistiquées ont vu leur succès auprès de la com-
munauté des mécaniciens des solides. Dans le cas présent, on fait essentiellement référence
à la corrélation d’images. Ayant fait sa première apparition dans les années 1980, cette
technique a été initialement dédiée aux mesures de champs de déplacements et de défor-
mations au sein des milieux solides supposés homogènes sous sollicitations complexes. Les
champs mécaniques hétérogènes induits ont été longtemps associés au type de chargement.
Ce n’est qu’avec l’apport de la puissance des ordinateurs et des nouvelles générations de
caméras numériques au début du xxie siècle que les ingénieurs et chercheurs en mécanique
des solides ont commencé à articuler ces champs hétérogènes à l’architecture interne des
matériaux métalliques. Du fait de la croissance continue de sa résolution spatiale et de sa
1. Ce travail de thèse est consacré à l’étude de l’acier AISI H11, on fait donc abstraction des autres
classes de matériaux et des techniques expérimentales associées
2. Il est à noter que la technique de l’EBSD est couplée à celle du MEB.
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précision, la corrélation d’images constitue aujourd’hui un outil d’étude de comportement
mécanique indispensable pour la communauté des mécaniciens des solides.
La conjonction de ces deux types de techniques expérimentales complétée par une ap-
proche numérique de type multi-physique et multi-échelle a donné naissance à une nou-
velle discipline scientiﬁque, celle de la mécanique des matériaux « hétérogènes ». Celle-ci,
pré-introduite précédemment, se traduit par la corrélation du comportement mécanique à
l’architecture interne des matériaux et des mécanismes physiques élémentaires associés. Elle
a permis de réconcilier deux communautés qui se sont longtemps ignorées et de construire
une passerelle de compétences entre métallurgistes et mécaniciens des solides. Le travail
de cette thèse s’inscrit dans le cadre de cette discipline. Une dialectique de type approche
numérique et expérimentale est menée pour répondre à la problématique scientiﬁque et
industrielle de ce travail.
Contexte scientiﬁque et industriel
L’approche scientiﬁque introduite ci-dessus s’attache à un contexte industriel dans lequel
les challenges économiques et écologiques sont liés à la recherche et l’innovation dans le
domaine de la mécanique des matériaux.
Contexte industriel et enjeux économiques
Avec un chiﬀre d’aﬀaire annuel et un excédent commercial respectivement de près de
5,8 et de 0,6 milliards d’euros [23], l’industrie de la forge et de la fonderie s’aﬃche comme
étant l’un des piliers de l’économie française. Elle se place en amont de l’ensemble des
secteurs industriels civils et militaires. Dans le secteur du transport, l’industrie automobile
constitue la plus importante part du marché des produits d’alliages ferreux et non ferreux
en Europe devançant celles de l’aéronautique et du ferroviaire, mais également celles des
autres secteurs notamment le bâtiment et travaux publics.
En 2011, la France a produit près de 2047 milliers de tonnes métriques de pièces moulées
[23]. Elle se place ainsi comme étant respectivement le 9e et 11e producteur mondial de
métaux ferreux et non ferreux. La production mondiale de ces deux types de métaux est
estimée à près de 98500 milliers de tonnes métriques dont environ 40% est assurée par la
Chine en cette même année [23].
Face à une telle concurrence, l’industrie de la forge et de la fonderie n’a guère d’autres
choix que de miser sur la recherche et le développement (R&D) dans sa feuille de route
stratégique. Les enjeux socio-économiques sont majeurs et imposent la réduction des coûts
de production et le déploiement de modes opératoires conformes à la politique de dévelop-
pement durable. Dans leur stratégie d’innovation, les départements de la R&D concentrent
constamment dans leurs lignes de mire les performances des outillages de mise en forme
aﬁn de conserver un avantage concurrentiel tant en productivité qu’en qualité. La tenue
en service des outillages porte en eﬀet un intérêt technico-économique fondamental pour
l’industrie de la forge et de la fonderie. À l’heure actuelle, la durée moyenne d’utilisation
des outillages de mise en forme se situe pour les opérations de forgeage entre 10000 et 40000
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pièces mécaniques [24]. Ces performances conduisent à des coûts d’outillages pouvant re-
présenter 5 à 15% du coût de la pièce produite 3 [24], mais les incertitudes sur le caractère
imprévisible de ces chiﬀres sont toujours à signaler...
Intérêt et contexte technico-scientiﬁque
Problématique des performances mécaniques des outillages
L’articulation des coûts des outillages de mise en forme autour de leur cycle de vie
n’est pas à démontrer. Cependant, la durée d’utilisation est très souvent mal maîtrisée
et loin d’être en accord avec les prévisions. Les risques d’arrêts prématurés des chaînes de
production sont donc inévitables en cas de dégradation précipitée de ces pièces. Ce caractère
diﬀus des performances est directement lié à la conception, à la réalisation mais également
aux modes opératoires des outillages. Lors de la mise en service de ces pièces, les outillages
de mise en forme à chaud subissent en eﬀet des sollicitations thermo-mécaniques sévères et
complexes engendrant ainsi des endommagements dans la partie active. Selon des études
antérieures [3], ces endommagements peuvent être regroupés en quatre catégories distinctes
allant de l’usure à la déformation plastique (Figure 2).
Figure 2 – Modes de dégradation des outillages de mise en forme d’après [2]
L’usure. L’usure est sans doute la cause majeure de la réforme des outillages de mise en
forme (Figure 2). Elle se manifeste dans l’ensemble des modes opératoires de forgeage à
chaud, mais plus particulièrement lorsque la cadence de la production des pièces forgées est
importante comme dans le secteur de l’automobile. Ce mode d’endommagement se traduit
par la perte de matière en surface selon diﬀérents mécanismes.
L’usure abrasive. Ce mécanisme est très sensible à la géométrie de l’outillage. Il
est généralement situé dans des zones de fort glissement avec des vitesses d’écoulement
de matières allant jusqu’à 2 et 3 m.s−1 telles que les rayons des matrices. L’enlèvement
3. Ces estimations prennent en compte l’amortissement des coûts de fabrication des outillages
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de matière dans ces zones peut atteindre 2 mm en profondeur, ce qui est assimilé au
micro-usinage. L’usure abrasive est conditionnée par la dureté et la raideur de la structure,
elle est fréquemment associée à d’autres modes d’endommagement notamment à la fatigue
thermique.
L’usure par écaillage. L’usure par écaillage se manifeste essentiellement lors des
sollicitations cycliques de choc, de roulement ou de glissement en régime lubriﬁé. Ce mé-
canisme se traduit par des piqûres issues de l’émission de particules en surface et par des
cavités en profondeur après faïençage de la partie active.
L’usure adhésive. Ce mécanisme s’illustre essentiellement par des phénomènes d’oxy-
dation et de réactivité en surface. Des adhérences locales entre les parties actives oxydées
de la pièce forgée et de l’outillage en résultent.
La fatigue thermique. Les ﬂuctuations brutales des sollicitations d’origine thermique
génèrent une succession de contraintes de type traction et compression engendrant la for-
mation d’un réseau de ﬁssures en structure mosaïque ou de faïençage. Ces réseaux sont le
plus souvent localisés dans des parties planes en contact avec la pièce forgée. Les fortes
sollicitations thermiques font en eﬀet que l’expansion des couches superﬁcielles de la partie
active soient contrariées par le cœur de l’outillage. De par ces conditions, les contraintes
sont propices à se concentrer en surface.
Les principaux paramètres du procédé répondant à l’endommagement par la fatigue
thermique sont :
– la température maximale atteinte par l’outillage,
– le temps de contact entre pièce produite et l’outillage,
– la vitesse de refroidissement,
– le mode de lubriﬁcation ou de poteyage.
La fatigue mécanique. La fatigue mécanique résulte des ﬂuctuations des contraintes, de
type traction et compression, et de leurs répartitions dans la partie active. Elle se présente le
plus souvent sous forme de rupture brutale. L’un des aspects symptomatiques de la fatigue
mécanique est la rupture en fond de gravure qui est liée à une concentration de contrainte
conséquente en surface.
La déformation plastique. Les sollicitations thermo-mécaniques sévères et complexes
font que les concentrations de contraintes dans certaines zones de la partie active vont
au-delà du seuil d’élasticité. Ce mode d’endommagement intervient fréquemment lors des
opérations de forge de précision, notamment dans le secteur de l’aéronautique lorsque la
cadence de production n’est pas très élevée. Les temps de forgeage sont, dans ce type d’opé-
rations, assez longs et entraînent des déformations non-linéaires essentiellement en surface.
Cette plasticité concerne généralement une épaisseur de quelques dizaines de microns et
s’accompagne d’évolutions microstructurales. La synergie des précédents modes d’endom-
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magement avec la déformation plastique est également envisageable dans certains types
d’opérations.
Dans l’ensemble des modes d’endommagement présentés ci-dessus, la surface s’illustre
comme étant la zone privilégiée des sollicitations thermo-mécaniques dans la partie active.
L’articulation de la durée de vie des outillages de mise en forme au comportement et à
l’état de surface ne fait pas de doute. Cependant, il est inhérent de noter que, lors de
la réalisation de l’outillage, les couches superﬁcielles présentent un aspect similaire aux
conséquences de l’endommagement par la déformation plastique. Cette opération entraîne
en eﬀet des évolutions de l’architecture microstructurale dans lesquelles certains paramètres
sont aﬀectés, notamment la morphologie, la texture et l’écrouissage des cristaux constitutifs,
mais encore le proﬁl de surface. Il suﬃt d’un examen micrographique pour se rendre compte
de cet écoulement plastique, ce dernier se met clairement en évidence par une texture globale
apparente (Figure 3).
Figure 3 – Écoulement plastique en surface d’un outillage en acier AISI H11 observé au
MEB [3]
Cette variabilité des paramètres microstructuraux est à l’origine des eﬀets néfastes sur
la performance des outillages de mise en forme. De ce fait, des solutions, de type traitement
de surface, sont souvent envisagées à l’échelle industrielle aﬁn d’améliorer le cycle de vie de
ces pièces. Ces recours, bien qu’ils soient eﬃcaces, présentent l’inconvénient d’augmenter le
coût et le délai de réalisation de l’outillage. L’optimisation de ce procédé se présente comme
une stratégie alternative à ce type de recours. Cependant, la compréhension et la maîtrise
du comportement mécanique en surface est une nécessité pour la mise au point de cette
solution.
Dans un contexte scientiﬁque, ce travail de thèse s’inscrit dans une stratégie d’optimi-
sation de type multi-échelle pour la compréhension du comportement mécanique en surface
des outillages de mise en forme réalisés en acier AISI H11. Il s’intéresse, plus particu-
lièrement, à l’impact de l’état de surface sur le comportement non-linéaire hétérogène et
anisotrope dans les couches superﬁcielles de ces pièces avec une dialectique numérique com-
plétée par une approche expérimentale. Il faut également mentionner que la modélisation
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multi-échelle appliquée à ce contexte industriel n’est pas si aisée...
Optimisation multi-échelle : un challenge scientiﬁque
Malgré les développements théoriques majeurs sur le comportement non-linéaire des
matériaux métalliques, la prédiction quantitative du comportement mécanique hétérogène
et anisotrope d’un alliage tel que l’acier AISI H11 comporte de nombreux obstacles. Outre
le coût des calculs numériques, celles-ci sont essentiellement liées à la nature complexe
de l’architecture microstructurale de cet acier, mais également aux mécanismes physiques
élémentaires à l’origine de l’écoulement plastique. La modélisation multi-échelle doit en ef-
fet prendre en compte ces éléments aﬁn de prédire simultanément, au mieux, les champs
mécaniques locaux hétérogènes et anisotropes, et le comportement phénoménologique ho-
mogénéisé en surface. Sur ce principe, il en résulte une littérature en pleine croissance sur
les modèles multi-échelles et les algorithmes numériques associés qui traitent des problèmes
complexes liés au comportement non-linéaire des matériaux métalliques. L’orientation nu-
mérique de cette thèse est fondée sur un état de l’art de ces modèles et algorithmes de
résolution.
Dans ce même contexte, il a été constaté que diverses formulations peuvent éventuel-
lement être employées dans la modélisation multi-échelle. Ces formulations dépendent le
plus souvent du procédé de mise en forme et des conditions de service de l’outillage. Ce-
pendant le choix de celles-ci est rarement justiﬁé. Il est évident que l’emploi de la théorie
des transformations ﬁnies dans la modélisation multi-échelle conduit à des contraintes sup-
plémentaires au niveau de l’algorithme numérique, voire à des coûts de calculs plus élevés.
L’autre conséquence est sans doute les champs mécaniques locaux prédits par de telles
formulations. La question de la formulation du modèle porte un intérêt pour ce travail
dans lequel une approche comparative entre la théorie des transformations ﬁnies utilisant
la notion de dérivée objective et une certaine hypothèse des petites perturbations (HPP)
est menée.
En ce qui concerne le contexte expérimental, les diﬃcultés de l’approche multi-échelle
sont également liées à la nature complexe de l’architecture microstructurale martensitique
de l’acier AISI H11, mise évidence dans ce travail. La reproduction à l’échelle du laboratoire
de surfaces similaires à celles obtenues lors de la mise en œuvre des outillages de mise en
forme nécessite des moyens appropriés. Par ailleurs, l’investigation des champs mécaniques
locaux en surface n’est toutefois pas aisée. Outre la mise en place d’une procédure expéri-
mentale, une corrélation entre les résultats obtenus et certains paramètres microstructuraux
est en eﬀet délicate mais parfois nécessaire.
Organisation du manuscrit
Ce manuscrit s’articule autour de cinq chapitres avec deux parties distinctes réparties
de la manière qui suit.
Première partie. La première partie s’intéresse à l’approche expérimentale menée dans
ce travail et comporte deux chapitres. Le premier est, tout d’abord, le lieu d’une étude
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bibliographique des structures martensitiques. Il s’attache par la suite à une caractérisation
expérimentale de la structure interne de l’acier AISI H11, notamment par le biais d’analyses
micrographiques et EBSD. Des essais cycliques à température ambiante, y sont également
menés. Le premier chapitre se destine, en outre, à la génération de surfaces équivalentes à
celles issues des opérations de mise en œuvre des outillages, et ce, à l’échelle du laboratoire.
Une caractérisation expérimentale de celles-ci est menée dans un dernier point. Elle concerne
surtout des analyses EBSD, au MEB, des essais de nanoindentation, mais également des
mesures du proﬁl de surface par altimétrie.
Le second chapitre de ce manuscrit s’intéresse essentiellement à une investigation ex-
périmentale des champs mécaniques locaux en surface de l’acier AISI H11. À l’issue d’une
présentation de la technique de corrélation d’images numériques (DIC), des essais méca-
niques monotones quasi-statiques et cycliques in-situ sont mis en œuvre. Une telle approche
permet ainsi de mener une investigation du comportement de l’acier AISI H11 à diverses
échelles. Par ailleurs, le second chapitre se consacre, dans un dernier temps, à la notion de
volume élémentaire représentatif (VER). Une identiﬁcation de celui-ci est eﬀectuée par le
biais d’une approche expérimentale, i.e. via des essais mécaniques in-situ.
Deuxième partie. Le traitement numérique du comportement non linéaire en surface de
l’acier AISI H11 fait l’objet de cette seconde partie. Celle-ci est divisée en trois chapitres.
Le troisième chapitre s’articule autour d’un état de l’art des approches multi-physiques et
multi-échelles. Il présente, plus particulièrement, une revue des équations constitutives à
l’échelle locale, et ce, en eﬀectuant une disjonction des modèles phénoménologiques de ceux
qui s’attachent à la densité des dislocations. Ce même chapitre se consacre, en outre, aux
techniques de transition d’échelles, à savoir une revue de modèles en champs moyens mais
également en champs complets. Par ailleurs, la notion de modèles à gradient permettant
une prise en compte des longueurs internes est brièvement présentée dans un dernier temps.
Le quatrième chapitre est le lieu d’une investigation numérique des champs mécaniques
locaux en surface de l’acier AISI H11 sous sollicitations monotones quasi-statiques et cy-
cliques. Pour ce faire, l’intérêt est essentiellement porté au modèle de Méric-Cailletaud
[20, 21] et à une formulation modiﬁée de celui-ci dans le cadre de l’hypothèse des petites
perturbations (HPP). Ces modèles sont implantés dans le code de calcul par éléments ﬁ-
nis (EF) Abaqus/Standard par le biais d’une routine utilisateur UMAT écrite en Fortran.
L’algorithme d’intégration numérique utilise un schéma semi-implicite avec deux méthodes
de résolution, i.e. une méthode de résolution directe et une procédure itérative. La valida-
tion de celui-ci est eﬀectuée par confrontation des résultats obtenus avec ceux donnés par
l’algorithme de la librairie Z-MAT du code Z-Set/Zébulon. Par ailleurs, les paramètres du
matériau pour le modèle de Méric-Cailletaud [20,21] sont identiﬁés par le biais de techniques
de transition d’échelles en champs moyens, et ce, en utilisant des données de comportement
mécanique à l’échelle globale, i.e. macro. Le traitement numérique s’attache, en outre, à
une génération de microstructures virtuelles représentatives de l’architecture complexe des
structures martensitiques. Celle-ci est eﬀectuée par une tesselation adaptée de Voronoï, et
ce, en tenant compte des relations particulières d’orientations cristallographiques entre les
grains austénitiques parents et les lattes de martensite à l’issue du traitement thermique ap-
proprié. L’investigation numérique est menée a postériori et s’articule autour des eﬀets d’un
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certain nombre de paramètres issus de la caractérisation expérimentale sur le comportement
local en surface de l’acier AISI H11. Ceux-ci concernent essentiellement la morphologie des
lattes de martensite, les orientations cristallographiques, l’écrouissage interne et enﬁn le
proﬁl de surface.
L’extension de cette investigation vers les transformations ﬁnies fait l’objet du cinquième
chapitre. La formulation du modèle est réalisée dans le cadre d’une description spatiale,
et ce, en faisant appel à la notion de dérivée objective. Dans ce contexte, l’intérêt est
essentiellement porté à la dérivée objective de Truesdell, ou éventuellement celle d’Oldroyd,
mais également à celle de Jaumann-Zaremba. Du fait de son équivalence au formalisme
lagrangien, la formulation de Truesdell du modèle de Méric-Cailletaud [20, 21] est utilisée
pour le traitement numérique des champs mécaniques locaux en surface de l’acier AISI
H11. Une confrontation des résultats obtenus avec de l’hypothèse des petites perturbations
est traitée. Celle-ci est menée dans le cadre des sollicitations monotones quasi-statiques en
considérant l’ensemble des paramètres expérimentaux évoqués ci-dessus.
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Première partie
Approche expérimentale

Chapitre 1
Matériau et surface
”L’idée, trempée dans le vers, prend soudain quelque chose de plus incisif et
de plus éclatant. C’est le fer qui devient acier.”
Victor Hugo (1802-1885) dans Cromwell (1827), Préface
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Après quelques rappels sur les aciers à outils, ce premier chapitre se consacre à la ca-ractérisation microstructurale des couches superﬁcielles de l’acier AISI H11. Dans un
premier temps, les caractéristiques de cette nuance sont présentées avec un focus sur les
aspects fondamentaux des structures martensitiques. Ceci permet d’introduire l’étude ex-
périmentale de caractérisation du système microstructural du matériau et de décrypter son
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comportement mécanique cyclique et quasi-statique. On s’intéresse par la suite à la géné-
ration de surfaces similaires à celles issues de l’opération de mise en œuvre des outillages à
l’échelle du laboratoire. Celles-ci sont réalisées par le biais d’un mode opératoire que l’on
expose dans un second temps. Une caractérisation expérimentale assez complète de l’état
des surfaces résultantes est enﬁn eﬀectuée à l’aide de techniques adéquates.
1.1 Les aciers à outils : rappels
Un acier à outils se déﬁnit comme étant un acier spécial permettant d’eﬀectuer des opé-
rations de transformation de matériaux, de manutention et de mesure de pièces à façonner.
Selon la norme NF EN ISO 4957 1, les nuances des aciers à outils sont réparties en quatre
catégories suivant leur utilisation 2.
Les aciers à outils non alliés pour travail à froid. Ces aciers sont uniquement à base
de fer et de carbone. La teneur respective des diﬀérents éléments d’alliage reste inférieure à
une limite spéciﬁque conformément à la norme NF EN 10020. Ils constituent des outillages
de mise en forme dont la température en service se situe couramment entre 150 et 200˚ C.
Le niveau des sollicitations mécaniques y est également assez faible. Parmi ces outillages,
on retrouve les lames de découpe, tarauds, limes, burins, alésoirs, forets, martellerie... Ils
sont caractérisés par une haute résistance à l’usure et une dureté assez élevée. Cependant,
ils présentent une faible capacité de trempe et une médiocre résistance aux chocs et aux
revenus.
Les aciers à outils alliés pour travail à froid. Ils sont également destinés aux ou-
tillages de mise en forme dont la température en service n’excède pas les 200˚ C. Toutefois,
leurs propriétés résultent d’une teneur d’au moins d’un des éléments d’alliage supérieure à
la limite spéciﬁque imposée par la norme NF EN 10020. A titre d’exemple, une teneur en
chrome élevée engendre des carbures durs qui améliorent la résistance à l’usure. Outre cette
propriété, ces aciers sont bien souvent assez ductiles et résistants à la pression. Cependant,
il est préférable qu’ils aient le moins de variations dimensionnelles possibles comme suite
au traitement thermique approprié.
Les aciers à outils alliés pour travail à chaud. L’apport de certains éléments d’al-
liage, notamment le nickel, le molybdène ou encore le cobalt fait que ces aciers peuvent être
utiliser dans une gamme de températures bien supérieure à 200˚ C. Ils présentent en eﬀet une
haute ténacité et une haute résistance à la chaleur et à l’usure, aux variations thermiques,
ainsi qu’une haute résistance au revenu. Les applications concernées sont essentiellement la
forge, le laminage à chaud mais aussi les cisailles à chaud.
1. Cette norme vient remplacer la norme NF A 35590 de 1992 qui déﬁnit les nuances en fonction de leur
composition chimique
2. Une autre classiﬁcation est possible. La norme NF EN 10027-2 déﬁnit les nuances d’aciers à outils
suivant une désignation numérique.
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Les aciers rapides. Les aciers rapides constituent essentiellement les outils dont les
applications nécessitent une importante vitesse de coupe telles que le fraisage, d’où leur
appellation « HSS » (High Speed Steel). Leur capacité d’atteindre des vitesses de coupe
pouvant être jusqu’à dix fois plus importantes que celles des aciers non alliés est due à
la forte présence d’éléments d’alliage carburigènes tels que le vanadium, le tungstène et
molybdène. Ces composants chimiques sont le plus souvent élaborés par la métallurgie des
poudres et permettent d’obtenir des performances supérieures pour les outils de coupe.
Les aciers rapides présentent en eﬀet une très haute résistance à la chaleur, à l’usure, une
remarquable stabilité au revenu ainsi qu’une haute dureté, et ce à une température de près
de 600˚ C.
Lors du développement d’une nuance d’acier à outils pour une utilisation suivant un cahier
des charges donné, les exigences en terme de qualité s’appuient sur un certain nombre de
critères articulées autour des propriétés d’emploi notamment :
– la ténacité, soit la résistance à l’amorçage et à la propagation des ﬁssures,
– la dureté, i.e la résistance du matériau à la déformation et aux chocs mécaniques,
– la résistance à la fatigue thermique qui correspond à la résistance à la ﬁssuration sous
l’eﬀet de la succession des cycles de chauﬀages et refroidissements,
– la tenue à la corrosion,
– la résistance à l’usure caractérisée par la faculté de la surface de l’outil à retarder
l’endommagement le plus longtemps possible.
Outre ces propriétés d’usage, l’acier à outils doit également présenter un ensemble de
caractéristiques liées aux conditions du procédé de réalisation, notamment à l’élaboration,
au traitement thermique, au traitement de surface, à la rectiﬁcation...,ou encore à la for-
mation d’une texture microstructurale superﬁcielle. Il doit en eﬀet présenter entre autres
une bonne trempabilité, un volume exempt de criques et de tapures, et peu de variations
dimensionnelles après traitement thermique.
1.2 L’acier AISI H11 : une structure martensitique
L’acier AISI H11 appartient à la troisième catégorie des aciers à outils du fait de la
présence du chrome, du molybdène et du vanadium en tant qu’éléments d’alliage. Il est
utilisé dans l’élaboration des moules d’injection sous pression d’alliages légers, les lames
de cisaille, les poinçons, les outillages d’extrusions... ou encore les matrices de forges [25].
Malgré une utilisation de plus en plus rare dans le secteur de l’aéronautique, l’acier AISI
H11 s’illustre comme étant un matériau indispensable pour la réalisation de quasiment
l’ensemble des structures métalliques dédiées à ce secteur.
En France, il a été surtout produit par la société Aubert & Duval avec une désignation
commerciale « SMV3 ». Le Tableau 1.1 présente quelques exemples d’équivalences interna-
tionales de désignation selon les standards en vigueur.
Les diverses applications de l’acier AISI H11, notamment la forge à chaud, font que
cette nuance présente certaines propriétés d’usage à savoir :
– une bonne résistance à la fatigue et aux chocs thermo-mécaniques ainsi qu’à l’usure,
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Tableau 1.1 – Exemples d’équivalences internationales de normalisation de l’acier AISI H11
Allemagne Etats-Unis France Grande-Bretagne Russie
DIN 17350 ASTM A681 NF A35-590 BS 4659 GOST 5950
X38CrMoV5-1 H11 X38CrMoV5 BH11 4Ch5MFS
– une dureté assez élevée, fréquemment au-delà de 40 HRC,
– une haute résistance à l’adoucissement permettant une employabilité à des tempéra-
tures situées entre 600 et 650˚ C,
– une bonne tenue à l’oxydation.
Celles-ci résultent surtout d’une combinaison précise de certains composants chimiques mais
également d’un traitement thermique adéquat. Ces aspects sont traités dans ce qui suit.
1.2.1 Composition chimique
Outre des éléments carburigènes, i.e le molybdène et le vanadium, d’autres éléments
d’alliage contribuent aux propriétés physico-chimiques et mécaniques de l’acier AISI H11.
Le carbone, élément clé dans l’ensemble des aciers à outils, ne représente qu’une teneur
en masse de 0,40 % (Tableau 1.2). Cependant, sa présence témoigne de la dureté assez
considérable et de la bonne stabilité de l’acier à haute température [26]. Avec certains
composants chimiques, il permet la précipitation de diﬀérents types de carbures [27]. Les
atomes de carbone situés dans les sites interstitiels du réseau cristallin [28] sont également
à l’origine du durcissement par solution solide [29].
Tableau 1.2 – Composition chimique de l’acier AISI H11 (en pourcentage massique)
C Cr Mn V Ni Mo Si Fe
0,40 5,05 0,49 0,47 0,20 1,25 0,92 Bal.
Si l’acier AISI H11 ne fait pas partie de la famille des aciers inoxydables, sa teneur
en chrome à 5% lui confère une résistance à l’oxydation en conditions de service, bien su-
périeure aux aciers faiblement alliés [30, 31]. Du fait de sa nature alphagène, le chrome
favorise l’augmentation de la capacité du matériau à la trempe. Sa seconde nature carbu-
rigène possède une tendance à former des carbures de type M2C3, M7C3 et M23C6 [26, 27].
Ces derniers assurent la bonne résistance de l’acier à l’abrasion [32, 33] et participent à
l’inhibition des grossissements des grains lors de la phase d’austénisation du traitement
thermique. Ils contribuent également au retardement de la déconsolidation lors du revenu.
D’une manière analogue, le vanadium permet la formation de carbures de type MC et
M4C3 [27] et l’inhibition des grossissements des grains lors du traitement thermique de
l’acier. Le caractère durcissant des carbures MC contribue à l’obtention d’une dureté élevée
du matériau à haute température et lui confère une remarquable résistance à l’usure [33].
Cependant, le vanadium, même à faible teneur, présente certains eﬀets néfastes sur les
propriétés d’usage. Il a en eﬀet tendance à diminuer la tenue à l’oxydation de l’acier à l’air
et à des températures élevées, mais celle-ci est plus ou moins compensée par la présence
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du chrome. À noter également que la teneur en vanadium est liée à celle en carbone. Elle
est le plus souvent limitée par des problèmes de trempabilité et de meulabilité après les
opérations de trempe et revenu du traitement thermique [31].
En tant qu’élément carburigène, le molybdène favorise la création de carbures de type
M2C et M6C permettant d’atteindre un niveau de dureté assez considérable ce qui contribue
fortement à la résistance à l’usure [26,27,32,33]. Il procure aussi à l’acier un eﬀet retardateur
à l’adoucissement et s’oppose aux grossissements des grains lors de la phase d’austénisation
du traitement thermique. Le molybdène présente des propriétés d’usage équivalentes au
tungstène, mais son utilisation est essentiellement due à des raisons économiques [31].
Par ailleurs, le silicium permet de réduire et de diminuer respectivement la ségrégation
et la stabilité des carbures de type M2C [27, 34]. Ces derniers sont présents à l’état brut
de coulée et subsistent après transformation à chaud entraînant une fragilisation du ma-
tériau. La teneur en silicium compense cette fragilisation et augmente la limite élastique.
Il contribue également à la bonne tenue à l’oxydation à haute température et augmente
la capacité de trempe [31]. Une diminution de la teneur en silicium permet une meilleure
tenue en service de l’acier AISI H11 [34].
1.2.2 Traitements thermiques
Les traitements thermiques consistent en un ensemble d’opérations dans lesquelles le
matériau est soumis en totalité ou partiellement à des cycles thermiques. Ces opérations
permettent d’eﬀectuer des transformations de la structure interne de l’acier et donc de lui
conférer des propriétés d’usage répondant à un cahier des charges donné. Malgré les évo-
lutions technologiques des traitements thermiques des aciers dans les dernières décennies,
la connaissance des diverses opérations aussi bien sur le plan théorique que technique est
essentielle pour une meilleure optimisation des propriétés d’emploi. Cette maîtrise de l’exé-
cution du traitement thermique permet également de contourner certains incidents de mise
en œuvre, notamment la surchauﬀe ou encore la rupture du matériau...
1.2.2.1 Opérations d’un traitement usuel
Le traitement thermique usuel de l’acier AISI H11 comprend trois opérations essentielles,
à savoir le recuit, la trempe et le revenu [35].
Le recuit. Comme suite aux sévères sollicitations thermo-mécaniques de la fabrication de
l’acier précédents le traitement thermique, le recuit consiste en la transformation de l’acier
à un état dit « quasi-stable ». Celui-ci est constitué d’un mélange de ferrite et de carbures
dont les proportions et les répartitions dépendent de l’histoire thermomécanique antérieure
du matériau. Sur le plan mécanique, l’acier présente des niveaux de contraintes résiduelles
très atténuées [36]. On distingue alors deux types d’opération de recuit dans le traitement
thermique de l’acier AISI H11.
Le recuit de détente. Le recuit de détente a surtout pour idée d’atténuer le niveau
des contraintes résiduelles dues aux sollicitations thermo-mécaniques antérieures. Il permet
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d’atteindre un niveau d’adoucissement tel que les opérations de mise en forme ultérieures
soient plus aisées. Son mode opératoire consiste en un maintien de quelques heures à une
température de l’ordre de 750˚ C, soit inférieure à AC1 3, suivi d’un refroidissement contrôlé
avec une vitesse de l’ordre de 20˚ C.h−1 aﬁn de ne pas générer de nouvelles contraintes.
Ce recuit est surtout utile pour les outils de géométrie complexe, il favorise également
l’atténuation des niveaux de déformations lors de l’opération de trempe ultérieure [35].
Le recuit d’homogénéisation. Si le recuit de détente consiste en l’atténuation des
contraintes résiduelles, le recuit d’homogénéisation s’attache à une diminution des hétéro-
généités dans le matériau. Il lui confère ainsi une structure interne plus uniforme constituée
de ferrite et de carbures primaires [36]. Le cycle thermique associé comprend également un
maintien de quelques heures à une température inférieure à AC1 suivi le plus souvent d’un
refroidissement à l’air.
La trempe. L’opération de trempe a essentiellement pour idée le durcissement de l’acier.
Il consiste en deux phases distinctes dont les paramètres permettent de contrôler la dureté
et la stabilité de l’état structural du matériau 4, à savoir l’austénisation et le refroidissement.
L’austénisation. Lors de la phase d’austénisation, la montée en température va bien
au-delà de AC1, soit près de 1000˚ C, en raison de la délicatesse de la mise en solution
des carbures de type M3C, M7C et M23C6 présentés dans §1.2.1. Le temps de maintien
est le plus souvent de quelques heures aﬁn de permettre l’obtention d’une austénite assez
homogène. Cependant, un compromis concernant cette durée doit être exposé. Le temps de
maintien doit en eﬀet être suﬃsamment court pour éviter d’éventuels risques d’importantes
décarburations et croissances des grains austénitiques [37,38], mais également suﬃsamment
long aﬁn d’atteindre un certain équilibre thermodynamique.
Le refroidissement. Le milieu de refroidissement est un élément prépondérant pour
l’opération de trempe. Son eﬃcacité est liée à un ensemble de paramètres notamment la
capacité caloriﬁque, la capacité thermique ou encore la viscosité. Cet ensemble permet de
contrôler les échanges thermiques entre la surface du matériau et le milieu de trempe. La
nature et la composition de la structure interne de l’acier dépendent en eﬀet de la vitesse
de refroidissement. Ayant également pour objet l’obtention d’une structure martensitique
quasi-homogène, l’opération de trempe nécessite des vitesses d’échanges thermiques assez
élevées. Pourtant, lors du refroidissement, les risques d’importants gradients thermiques
locaux peuvent avoir pour répercussions des champs de déformations et de contraintes
assez conséquents, voire la rupture de l’outillage. La trempe à l’air représente ainsi le mode
de refroidissement le moins sévère pour l’acier AISI H11, mais surtout le mieux approprié
pour des géométries assez complexes.
3. Température à laquelle l’austénite commence à se former.
4. Les dimensions de l’outillage sont également des paramètres à prendre en compte lors de la trempe.
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Si l’opération de trempe s’attache, en outre au durcissement du matériau, à l’homogé-
néisation martensitique de la structure interne de l’acier, des proportions non négligeables
d’austénite résiduelle subsistent d’une manière imbriquée à la structure martensitique. La
présence de ces proportions présente généralement des eﬀets assez néfastes au niveau des
propriétés d’emploi de l’acier AISI H11. L’austénite résiduelle a pour conséquences la di-
minution de la dureté ou la transformation en martensite secondaire par écrouissage pro-
voquant ainsi des champs de déformations locaux assez importants [37, 38]. La quantité
de l’austénite résiduelle est fortement liée à l’abaissement de Mf 5 et dépend de trois pa-
ramètres essentiels, à savoir la composition chimique, la température d’austénisation et la
vitesse de refroidissement.
Figure 1.1 – Diagramme TRC (transformations en refroidissement continu) de l’acier AISI
H11 (données Aubert & Duval)
Les valeurs assez élevées de la dureté aﬃchées par l’acier AISI H11 comme suite à
l’opération de trempe s’expliquent par des phénomènes physiques élémentaires au niveau
de la structure interne du matériau. Ces phénomènes sont essentiellement liés à la forte
densité de dislocations générées lors de la transformation martensitique, mais également à
la présence de carbures non remis en solution [39].
5. Température à laquelle la transformation de l’austénite en martensite s’achève.
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Le revenu. Le revenu ne présente a priori aucune diﬃculté particulière pourvu que les
paramètres de cette opération, notamment la température et le temps de maintien, soient
bien contrôlés. L’opération de revenu comporte l’idée d’éliminer l’austénite résiduelle et
de conférer à l’acier la dureté ﬁnale et les propriétés mécaniques optimisées suivant le
cahier des charges donné. Pour ce faire, un double revenu est nécessaire pour les aciers
de type AISI H11. Le premier revenu est eﬀectué à des températures de l’ordre 550˚ C et
concerne l’homogénéisation de la structure par la transformation de l’austénite résiduelle
en martensite secondaire. Il s’accompagne également d’un premier adoucissement de la
martensite issue de la trempe. Le second revenu permet d’adoucir la martensite secondaire
et d’obtenir la dureté ﬁnale de l’acier. La température du second revenu dépend de la
valeur de dureté ﬁxée par le cahier des charges (Figure 1.2), elle se situe le plus souvent
aux alentours de 600˚ C.
Figure 1.2 – Évolution de la dureté ﬁnale de l’acier AISI H11 en fonction de la température
du second revenu (données Aubert & Duval)
Dans cet ordre, les risques liés à la transformation de l’austénite résiduelle en un mélange
de ferrite et de carbures sont fortement atténués [35]. Cette transformation est très aisée si
le premier revenu est eﬀectué à une température de 600˚ C. Par ailleurs, la réalisation du
second revenu sur une structure contenant de la martensite secondaire confère à l’acier des
propriétés mécaniques mieux optimisées que s’il était eﬀectué sur une structure contenant
des agrégats de ferrite et de carbures.
Les phénomènes physiques élémentaires articulés autour des mécanismes de transfor-
mation de l’austénite résiduelle et de production de la martensite secondaire sont très com-
plexes. Le ﬂou qui réside sur ces phénomènes est lié à la complexité de la microstructure des
aciers tels que l’AISI H11, mais également à la multitude de mécanismes physiques qui in-
terviennent lors de l’opération de revenu. Sans rentrer dans les détails, le lecteur est invité
à consulter la référence [35] dans laquelle l’auteur propose une séquence de mécanismes
associés à la transformation de l’austénite résiduelle et à la production de la martensite
secondaire.
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1.2.2.2 Application à une nuance « SMV3 » à 47 HRC
Le présent travail s’intéresse à la nuance « SMV3 » à 47HRC. Un barreau cylindrique de
diamètre 80mm et de hauteur 250mm a fait l’objet d’un traitement thermique approprié en
vue de l’obtention de propriétés d’usage optimisées (cf. §1.1). Les opérations de traitement
thermiques sont résumées dans le Tableau 1.3. Celles-ci ont été réalisées dans un milieu
inerte chez la société Bodycote aﬁn d’éviter surtout les risques liés à l’oxydation. À noter
également que l’environnement inerte permet de réduire les déformations internes lors des
transformations de phase.
Tableau 1.3 – Traitement thermique eﬀectué pour l’acier AISI H11 47 HRC
Austénisation Trempe 1er revenu 2nd revenu
1000˚ C/1h gaz/1h 550˚ C/2h 605˚ C/2h
1.2.3 Microstructure
À l’issue du traitement thermique, l’acier AISI H11 présente une structure martensitique
homogénéisée avec une architecture relativement complexe. Dans ce qui suit, l’intérêt est
porté, dans un premier temps, aux aspects théoriques de cette microstructure avec un
état de l’art qui traite les principales caractéristiques des structures martensitiques. La
caractérisation expérimentale menée dans ce travail est présentée dans un second temps.
1.2.3.1 Microstructure martensitique : aspects théoriques
Transformation displacive non diﬀusionnelle. La transformation martensitique se
distingue des transformations diﬀusionnelles qui s’établissent par des mécanismes de germi-
nation et nucléation d’une phase donnée [40–42]. Lors de l’opération de trempe, les vitesses
d’échanges thermiques assez élevées provoquent un abaissement de la température qui cor-
respond au début de la transformation martensitique Ms (Figure 1.1). Cette diminution de
Ms induit une forte atténuation du caractère diﬀusionnel des atomes de carbone ainsi qu’une
augmentation du potentiel chimique de la transformation associée à la diﬀérence entre les
énergies libres des structures austénitique et martensitique. Le processus de transformation
s’eﬀectue en eﬀet suivant un mouvement coopératif de l’ensemble des atomes constitutif.
Ces derniers vont occuper de nouvelles positions grâce aux déplacements préalables des
atomes voisins sur des distances inférieures à leur distance interatomique.
Le processus displacif de la transformation martensitique dans les aciers de type AISI
H11 permet, à partir d’une phase austénitique ayant une structure de type cubique à faces
centrées (CFC), la formation d’une structure quadratique centrée d’une manière analogue
aux déformations plastiques 6. Contrairement aux transformations diﬀusionnelles, ce phéno-
mène ne requiert aucune activation thermique. Il se produit le plus souvent d’une manière
instantanée, avec des vitesses de l’ordre de celle du son dans le fer, dans des zones dites de
6. Cette transformation est essentiellement caractéristique des aciers de type FeC. À noter que la nature
de la structure cristalline de la martensite dépend du type d’alliage traité.
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« transformation » situées au niveau des joints de grains austénitiques (Figure 1.3) [4,40,41].
Les liaisons atomiques dans ces zones sont ainsi modiﬁées et réformées 7 ce qui engendre
l’allongement des réseaux cristallins selon certaines directions [41].
Par ailleurs, le rapport des paramètres de maille de la structure quadratique centrée de
la phase martensitique sont associés au taux de carbone dans l’acier. Lorsque la teneur en
celui-ci est assez faible, telle que dans l’acier AISI H11, la structure de la martensite peut
être considérée comme étant cubique centrée (CC) [43].
Figure 1.3 – Processus de transformation martensitique de par les joints de grains austéni-
tiques [4]
Aspects morphologiques. Les mécanismes assez complexes de la transformation dis-
placive font que la martensite α′ de structure CC, ou éventuellement quadratique centrée,
ait diﬀérentes morphologies. Des études antérieures montrent que selon la teneur en carbone
et la température Ms, l’acier présente le plus souvent les morphologies qui suivent [5, 6] :
– un aspect sous forme lenticulaire marquée (Figure 1.4a) qui apparaît pour les aciers
fortement alliés ayant une teneur en carbone relativement importante et une tempé-
rature de début de formation de la martensite Ms élevée,
– une morphologie de plaquette (Figure 1.4b) caractéristique des aciers ayant également
une importante teneur en carbone, une température Ms un peu plus élevée que l’aspect
lenticulaire mais de faible proportion en éléments d’alliages,
– un aspect morphologique sous forme de lattes empilées en paquets (Figure 1.4c) pour
les aciers alliés et ayant une faible teneur en carbone, soit inférieure à 0,4%.
À noter également que d’autres aspect morphologiques peuvent apparaître à l’issue de
la transformation martensitique. Quand la température Ms prend des valeurs extrêmement
faibles, la martensite prend occasionnellement la forme de micro-plaquettes avec une forte
densité de macles. Des morphologies ayant de formes de « papillons », correspondant à des
7. Ce phénomène est équivalent aux conséquences des mouvements des dislocations en déformations
plastiques.
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(a) Morphologie en lentilles (b) Morphologie en plaquettes (c) Morphologie en lattes
Figure 1.4 – Principaux aspects morphologiques des aciers martensitiques [5]
plaquettes maclées formant des « zigzags », peuvent également se révéler dans des aciers
ayant des teneurs assez importantes en carbone et des températures Ms modérées.
Outre la température Ms, il est évident que la teneur en carbone s’illustre comme
étant un paramètre essentiel dans l’aspect morphologique de la martensite. Par ailleurs,
des études de métallurgistes ont été menées sur ce sujet sur des alliages de types Fe-Cr-C
et Fe-Ni-C [8,44,45]. En modiﬁant les paramètres de l’opération de trempe, i.e de la phase
d’austénisation du traitement thermique, il est assez aisé d’obtenir une variabilité de la
teneur en carbone dans l’acier. Les examens micrographiques révèlent que la distinction des
paquets dans lesquels les lattes sont empilées est de plus en plus délicate avec l’augmentation
de la teneur en carbone. Les dimensions des lattes deviennent également de plus en plus
faibles avec une tendance d’une métamorphose en une morphologie lenticulaire pour des
teneurs massiques en carbone de l’ordre de 0,8% (Figure 1.5).
Figure 1.5 – Évolution de l’aspect morphologique de la structure martensitique en fonction
de la teneur (massique) en carbone d’après [6]
Aspects structuraux. Comme évoqué précédemment, le processus de transformation
martensitique s’établit suivant des mécanismes displacifs similaires aux déformations plas-
tiques, mais plus typiquement aux déformations par cisaillement. Ces mécanismes obligent
alors une certaine cohérence entre les réseaux des structures austénitique et martensitique.
Les aspects structuraux de la martensite induits, à savoir les caractéristiques des défauts
engendrées, les plans d’habitat et les relations d’orientations, sont à l’image des aspects mor-
phologiques. Ils dépendent en eﬀet de la composition chimique de l’acier et des paramètres
des opérations du traitement thermique.
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Caractéristiques des défauts structuraux. La martensite en plaquettes se dif-
férencie, en outre de son aspect morphologique, de la martensite ayant une morpholo-
gie en lattes par le type de défaut structural interne dans les réseaux. Des études anté-
rieures montrent que le maclage est une caractéristique structurale de la martensite en
plaquettes [5]. Néanmoins, ce type de défaut n’est guère mis en évidence dans la martensite
en lattes. Cette dernière est en eﬀet caractérisée par un enchevêtrement concentré de dis-
locations. La densité de celles-ci est associée à la dureté du matériau issu de l’opération de
revenu, tel qu’exposé dans les travaux de Mebarki et al. [46] concernant l’acier AISI H11.
Si l’approche menée par Mebarki et al. reste qualitative en raison de la complexité
de la structure interne de l’acier en question, d’autres auteurs ont pu établir une dialec-
tique quantitative des dislocations sur des aciers assez similaires. Sandvik et Wayman [47]
montrent que les dislocations qui concernent les martensites en lattes sont le plus souvent
les dislocations vis avec quatre vecteurs de Burgers possibles, de type a
2
〈111〉α′ . Leur étude
quantitative révèle une prépondérance de la densité des dislocations ayant des vecteurs de
Burgers selon a
2
[1 1 − 1]α′ . Par ailleurs, les examens menés sur les interfaces entre les struc-
tures martensitiques et austénitiques ont permis de mettre en évidence des groupements de
dislocations parallèles ayant des vecteurs de Burgers a
2
[1 − 1 1]α′ || a2 [0 − 1 1]γ.
Plans d’habitat. D’un point de vue macroscopique, le plan d’habitat, également
connu sous l’appellation de plan d’accolement, correspond à l’interface des structures mar-
tensitiques et austénitiques. Il s’agit d’un plan invariant par le processus de transformation
martensitique (Figure 1.6). Lors de la déformation par cisaillement, l’orientation du plan
d’habitat est conservée et les positions relatives des atomes constitutifs sont inchangées [42].
Certes, les caractéristiques du plan d’habitat dépendent des mécanismes du processus de
transformation, mais plus typiquement de la capacité des structures austénitiques et mar-
tensitiques à accommoder des déformations par cisaillement. Ceci se traduit également par
la dépendance de la nature du plan d’habitat de l’ampleur de l’énergie élastique à l’interface
des deux structures.
Figure 1.6 – Schématisation de la transformation displacive d’une structure austénitique
via une déformation d constituée d’un cisaillement et d’une translation (liée à l’allongement
de la structure martensitique) d’après [7]
D’une manière analogue aux aspects morphologiques de la martensite, la composition
chimique et les paramètres des opérations de traitement thermique présentent des impacts
sur la nature et l’orientation du plan d’habitat. Ces impacts peuvent être mis en évidence par
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le biais de méthodes assez pointues qui utilisent la microscopie électronique en transmission
(MET), notamment la méthode d’inclinaison des lames minces ou la méthode d’analyse de
traces (Figure 1.7). Les études menées sur ce sujet présentent une multitude de possibilités
d’identiﬁcation de l’orientation du plan d’accolement selon la morphologie de la structure
martensitique [8, 42,44,45] :
– Pour les martensites ayant une morphologie lenticulaire, l’orientation du plan est
généralement selon {2 5 9}γ.
– Dans le cas des martensites en plaquettes, l’orientation du plan d’habitat est le plus
souvent proche de {2 2 5}γ, {2 5 9}γ, ou encore {3 10 15}γ pour les aciers ayant une
faible température Ms.
– En ce qui concerne les martensites ayant une morphologie en lattes, une importante
dispersion des orientations des plans d’habitat est constaté dans la littérature. Les
plans d’accolement mis en évidence sont bien souvent orientés selon {1 1 1}γ, {1 1 2}γ,
{3 3 5}γ, {2 2 3}γ, ou encore {5 5 7}γ (Figure 1.7).
Figure 1.7 – Identiﬁcation des orientations des plans d’habitat et des variants martensitiques
par la méthode d’analyses de traces au MET [8]
Relations d’orientations. Le caractère displacif du processus de transformation im-
plique également des relations d’orientations bien déﬁnies entre les structures austénitiques
et martensitiques, et ce, quel que soit l’aspect morphologique de ces dernières [5, 42]. La
cohérence d’orientations entre les deux structures a été initialement associée au mécanisme
de Bain [9]. Ce dernier a en eﬀet proposé un modèle de mécanisme de transformation en
se fondant sur les paramètres des mailles des structures austénitiques et martensitiques.
Celui-ci consiste en une contraction selon la direction [0 0 1]γ d’une maille quadratique cen-
trée commune à deux mailles adjacentes de la structure austénitique suivi d’une dilatation
homogène suivant [0 1 0]γ et [1 0 0]γ. Le modèle de transformation de Bain se traduit ainsi
par un tenseur de déformation sphérique.
Cependant, comme évoqué ci-dessus, les plans d’habitats sont toujours présents et mis
en évidence par des reliefs de surface lors des transformations martensitiques. Or, le modèle
de mécanisme de Bain n’illustre pas de plan invariant. Pour satisfaire une telle condition,
le tenseur de déformation associé doit comporter une composante principale nulle tout en
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ayant les autres de signe contraire [48]. Ceci n’est guère aisé en raison de la cohérence à
respecter des relations interfaciales issues du processus de transformation. La considération
de déformations supplémentaires, notamment le glissement, s’avère ainsi nécessaire pour
retrouver un plan d’accolement.
Figure 1.8 – Schématisation du mécanisme de transformation de Bain d’après [9]
La cohérence interfaciale entre les structures martensitiques et austénitiques fait qu’une
conﬁguration fréquente des orientations cristallographiques se joint aux plans les plus denses
et des directions compactes parallèles. Sur ce principe, des relations d’orientations ont
été par la suite proposées, à savoir Kurdjumov-Sachs (KS) [49], Nishiyama-Wassermann
(NW) [50] et Greninger-Troiano (GT) [51]. Celles-ci ont été toutes instaurées sur la base
du parallélisme entre les plans {1 1 1}γ et {1 1 0}α′ . Les directions compactes associées
s’attachent à ces plans et sont désorientées à quelques degrés près (Tableau 1.4).
Tableau 1.4 – Correspondance de quelques relations d’orientations
Kurdjumov-Sachs (KS) Nishiyama-Wassermann (NW) Greninger-Troiano (GT)
{1 1 1}γ || {1 1 0}α′ {1 1 1}γ || {1 1 0}α′ {1 1 1}γ || {1 1 0}α′
〈1 − 1 0〉γ || 〈1 1 − 1〉α′ 〈1 − 1 0〉γ à 5,26˚ 〈1 1 − 1〉α′ 〈1 − 1 0〉γ à 2,5˚ 〈1 1 − 1〉α′
〈1 − 2 1〉γ à 5,26˚ 〈1 0 − 1〉α′ 〈1 − 2 1〉γ || 〈1 0 − 1〉α′ 〈1 − 2 1〉γ à 2,5˚ 〈1 0 − 1〉α′
D’une manière plus concrète, la relation KS est déﬁnie par le parallélisme possible entre
les trois directions compactes de la structure austénitique 〈1 1 0〉γ et les deux directions de
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la structure martensitique 〈1 1 1〉α′ . En tenant compte des quatre plans denses équivalents,
cette déﬁnition lui attribue la possibilité de 24 relations d’orientations. Dans la relation NW,
seule la direction de la structure martensitique 〈1 1 2〉α′ peut être parallèle à la direction
〈1 1 0〉γ. La relation NW est donc caractérisé par uniquement 12 relations d’orientations.
Dans le cas de la relation GT, on retrouve également 24 relations d’orientations issues des
six possibilités de parallélisme entre les directions 〈123〉γ et 〈133〉α′ . Le Tableau 1.5 présente
les principales données caractéristiques de quelques relations d’orientation usuelles.
Tableau 1.5 – Données caractéristiques des relations d’orientations usuelles
Relation d’orientation Parallélisme
Nombre de
variants
Désorientation
minimale
Bain [9]
{1 0 0}γ || {1 0 0}α′
〈1 0 0〉γ || 〈1 1 0〉α′ 3 45˚ /〈1 1 0〉
Kurdjumov-Sachs [49]
{1 1 1}γ || {1 1 0}α′
〈1 1 0〉γ || 〈1 1 1〉α′ 24 42, 85˚ /〈0, 968 0, 178 0, 178〉
Nishiyama-Wassermann [50]
{1 1 1}γ || {1 1 0}α′
〈1 1 2〉γ || 〈1 1 0〉α′ 12 45, 98˚ /〈0, 976 0, 083 0, 201〉
Greninger-Troiano [51]
{1 1 1}γ || {1 1 0}α′
〈1 2 3〉γ || 〈1 3 3〉α′ 24 44, 23˚ /〈0, 973 0, 189 0, 133〉
Pitsch [52]
{1 0 0}γ || {1 1 0}α′
〈1 1 0〉γ || 〈1 1 1〉α′ 12 45, 98˚ /〈0, 08 0, 20 0, 98〉
À l’image des aspects traités précédemment, la composition chimique, les paramètres
des opérations du traitement thermique mais également la texture cristallographique initiale
de la structure austénitique, conditionnent généralement le type de relation d’orientation
dans la martensite. La détermination du type de relations reste une opération relativement
délicate. Elle s’eﬀectue par le biais de techniques similaires à celles de l’identiﬁcation des
plans d’habitat, à savoir la méthode d’analyse de traces au MET (Figure 1.7) ou encore le
dépouillement des cartographies d’EBSD [53–55].
Bien que certains auteurs approuvent la prépondérance de la relation d’orientation KS
dans les structures martensitiques ayant une morphologie en lattes [8, 44], d’autres dé-
montrent que les relations de type NW ou GT sont celles qui prédominent dans les aciers
à faibles teneurs en carbone [56]. Par ailleurs, selon certaines études antérieures, l’unicité
des relations d’orientations n’est pas assurée au sein du même matériau [53, 55]. On parle
alors de modes mixtes. Ces derniers sont essentiellement liés à l’état et aux évolutions du
système microstructural au cours du processus de transformation martensitique. Plus ty-
piquement, la multitude des relations d’orientation s’attache aux dilatations diﬀérentielles
qui se produisent lors du traitement thermique, mais également aux contraintes résiduelles
locales.
Il est évident qu’une importante dispersion des relations d’orientation est constatée dans
les structures martensitiques. Cependant, certains auteurs, notamment Réglé et al. [57],
persistent sur l’unicité des relations suivies lors des processus de transformation. Dans leur
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étude, les diverses relations d’orientations, mises en évidence par analyse EBSD, sont asso-
ciées aux désorientations initiales au sein d’un même grain austénitique. Cette constatation
consolide l’idée de la complexité d’identiﬁcation du type de relation préférentielle et de
l’orientation de la structure austénitique. Toutefois, les relations d’orientation usuelles de
type KS, NW ou GT sont relativement proches. Les modes mixtes sont le plus souvent
situés dans un espace borné respectivement par les relations KS et NW.
1.2.3.2 Caractérisation expérimentale
Comme suite aux opérations de traitement thermique réalisées et présentées dans §1.2.2.2
(Tableau 1.3), l’acier AISI H11 présente une microstructure martensitique. Des analyses au
MEB et EBSD sont eﬀectuées au niveau des surfaces de plaques extraites par électroéro-
sion du barreau cylindrique traité 8 (cf. §1.2.2.2). La première permet une approche plus ou
moins qualitative, tandis que la seconde est mise à proﬁt pour une caractérisation explicite
et quantiﬁée de la structure interne du matériau.
Analyses au MEB. À l’issue d’un polissage classique, une attaque chimique au nital 3%
permet de révéler la structure martensitique de l’acier AISI H11. Les observations actuelles
ont été eﬀectuées dans un MEB-FEG 9 Nova NanoSEM 450. Ces analyses mettent en évi-
dence un aspect morphologique en lattes assez hétérogènes dont la taille, à première vue,
est inférieure à 2 µm (Figure 1.9). Cependant, la révélation des carbures et des dislocations
avec des analyses au MEB reste une opération très délicate. Pour ce faire, l’usage du MET
associé à des méthodes de préparation, à savoir la méthode des répliques [27] ou celle des
lames minces, permet d’eﬀectuer des analyses à des échelles encore plus ﬁnes.
Figure 1.9 – Structure martensitique en lattes et mise en évidence des anciens joints de
grains austénitiques de l’acier AISI H11 au MEB
8. Ces plaques sont dimensionnées en vue d’une génération de surfaces similaires à celles issues de la
mise en œuvre des outillages de mise en forme (cf. §1.3).
9. Canon à émission de champs (« Field Emission Gun »).
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Outre l’aspect morphologique de la martensite, les observations au MEB menées dans
le présent travail ont permis la mise en évidence des anciens joints de grains austénitiques
selon leurs reliefs (Figure 1.9). Cette mise en évidence, qui n’est toutefois pas aisée, amène
à une estimation de la taille des anciens grains austénitiques qui est de l’ordre de 30 µm
pour l’acier AISI H11 concerné. Par ailleurs, une analyse plus approfondie à l’échelle de ces
anciens grains révèle une distinction de paquets dans lesquels les lattes de martensite sont
empilées d’une manière quasi-parallèle (Figure 1.10). Ces observations semblent être bien
cohérentes avec les études antérieures menées sur ce sujet (cf. §1.2.3.1).
Figure 1.10 – Structure d’un ancien grain austénitique de l’acier AISI H11 observée au MEB
Analyses EBSD. L’EBSD est une technique permettant de cartographier une surface
d’analyse d’un matériau métallique donné et de quantiﬁer un certain nombre de caracté-
ristiques de sa structure interne au travers des orientations cristallographiques des cristaux
constitutifs 10. Les présentes analyses ont été réalisées au Centre National d’Études Spatiales
(CNES) sur le site de Toulouse, dans un MEB-FEG Zeiss Ultra 55.
Dans le contexte actuel, une zone située au niveau de l’épaisseur d’une plaque en acier
AISI H11 est analysée par la technique EBSD. Le champs spatial de celle-ci a pour dimen-
sions 300 × 150 µm2. La préparation de la surface d’analyses a été réalisée par une série de
polissages mécaniques jusqu’à une ﬁnition à base de silice colloïdale suivie d’un polissage
vibratoire atténuant l’écrouissage résiduel. Cette méthode de préparation suppose ainsi une
non perturbation de l’incidence du faisceau d’électrons, soit un balayage de la surface selon
une incrémentation stable. À noter que la résolution du faisceau d’électrons balayant la
surface concernée est de 150 nm. De par cette approche, les mesures réalisées ont permis la
génération d’un ensemble de données caractéristiques de la cartographie en question. Ces
10. les diverses déﬁnitions des orientations et désorientations cristallographiques sont respectivement
présentés dans l’Annexe B.
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données sont répertoriées dans des ﬁchiers de format « .ctf » et traitées avec la toolbox
Mtex, développée à l’Université de Freiburg (Allemagne), dans Matlab [58].
Qualité des mesures. La cartographie de la zone analysée comprend près de 1,9
Mpixels, à savoir que chaque pixel déﬁnit une mesure EBSD. Cependant, certaines me-
sures présentent des indexations de Kikuchi erronées ou isolées. Celles-ci se situent le plus
souvent au niveau des joints de grains, mais également aux points triples ce qui met en
cause les superpositions des clichés. La première étape consiste alors en la correction de la
cartographie EBSD par élimination de l’ensemble des pixels isolés ou mal indexés. Pour ce
faire, des extrapolations des valeurs moyennes des indexations moyennes des pixels les plus
proches sont réalisées au niveau des pixels considérés. La répartition spatiale des pixels mal
indexés ou isolés est donnée en Figure 1.11. À noter que la zone analysée présente un taux
de mauvaise indexation de 5,02%.
Figure 1.11 – Répartition spatiale des pixels mal indexés ou isolés dans la zone d’analyses
La qualité des mesures s’évalue également par l’intensité, le contraste ou encore la net-
teté des bandes de Kikuchi. Ces paramètres sont fortement liés à la précision des analyses
EBSD dans la mesure où ils reﬂètent la nature et l’état de la structure interne du maté-
riau concerné. Ils permettent alors de donner des informations complémentaires concernant
l’état de la structure interne quand seule l’indexation automatique ne suﬃt pas. À l’image
de la mauvaise indexation, les joints de grains et les points triples présentent des sites
privilégiés pour la perturbation de ces paramètres en raison des fortes densités de disloca-
tions. Par ailleurs, des études antérieures utilisent ces paramètres pour évaluer le niveau des
déformations locales et identiﬁer la nature des phases présentes [59, 60]. Dans le contexte
actuel, la quasi-homogénéité de la répartition spatiale de la netteté des bandes de Kikuchi
illustre, à titre d’exemple, la pertinence de la qualité des mesures et consolide bien la nature
martensitique monophasée de la structure analysée.
La désorientation locale constitue un autre paramètre reﬂétant la qualité des mesures
EBSD. Celle-ci consiste à évaluer la variabilité des orientations cristallographiques locales
au sein d’un grain donné. Le calcul de la désorientation locale s’eﬀectue pour chaque pixel
en considérant l’ensemble des pixels voisins du premier ordre. À noter que ce calcul prend en
compte une certaine tolérance, le plus souvent aux alentours de 5˚ , aﬁn de ne pas incorporer
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les joints de grains dans le champ des désorientations locales. Outre la pertinence des
mesures, ce paramètre permet également d’évaluer l’état de la structure interne du matériau,
plus typiquement, l’état des déformations et contraintes locales. Plus la désorientation locale
est élevée, plus le « grain » est contraint et aﬃche des déformations résiduelles. La qualité
des mesures associées a donc tendance à être plus médiocre. Dans les présentes analyses, à
l’image de la cartographie de netteté, la répartition spatiale des désorientations locales est
quasiment homogène avec des valeurs plus ou moins inférieures à l’unité. Les valeurs élevées
des désorientations sont essentiellement localisées aux joints des lattes de martensite. Ces
analyses reﬂètent alors un état non contraint de l’acier.
Figure 1.12 – Répartition spatiale de la netteté des bandes de Kikuchi dans la zone d’ana-
lyses
Figure 1.13 – Répartition spatiale des désorientations locales dans la zone d’analyses
Granulométrie. Comme évoqué précédemment, les mesures EBSD permettent des
analyses quantitatives quant à la morphologie et la répartition des lattes martensitiques
au sein de la zone concernée. Les mesures eﬀectuées ont en eﬀet permis un comptage de
6056 lattes de martensite. Par ailleurs, selon les analyses statistiques menées, les lattes
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possèdent une taille de 2,02 ± 1,90 µm (Figure 1.14b) et un facteur de forme de 2,77 ±
0,56 (Figure 1.14a). À savoir que le facteur de forme correspond au ratio de la plus grande
longueur sur le petit axe de l’ellipse équivalente à la latte martensitique. Un facteur proche
de l’unité reﬂète des lattes « équiaxes », tandis que l’aspect morphologique allongé des
lattes est traduit par des valeurs plus importantes du facteur de forme. Dans les analyses
actuelles, le faible allongement est généralement associé à des lattes de faible taille dont
l’orientation est orthogonale à la surface ou la détection présente éventuellement un bruit
de fond numérique.
(a) Taille de lattes de martensite (b) Facteurs de forme
Figure 1.14 – Analyses statistiques des données de la granulométrie de l’acier AISI H11
Texture cristallographique. Dans l’état actuel, les analyses EBSD ne mettent en
évidence aucune texture globale anisotrope apparente. Cet aspect justiﬁe le caractère macro-
scopique isotrope de la texture de l’acier préalable aux opérations de traitement thermique.
La Figure 1.15 présente les répartitions spatiales des orientations cristallographiques selon
les trois axes principaux de la plaque en acier AISI H11. Les spectres associés, sous forme
de ﬁgure de pôle inverse, comportent les diﬀérentes orientations des lattes pour mettre en
évidence le caractère isotrope global du matériau.
De par ces analyses, il est assez aisé d’extraire les diﬀérentes orientations cristallogra-
phiques sous la forme d’angles d’Euler ou encore des indices de Miller. Il est également
possible d’identiﬁer par le biais de ces données les relations d’orientations entre la struc-
ture austénitique et celle de la martensite (Tableau 1.5), ainsi les anciens joints de grains
austénitiques. Pour ce faire, les approches nécessaires sont relativement complexes et coû-
teuses malgré les diverses études menées sur ce sujet [6, 8, 53–55,61]. Celles-ci utilisent des
traitements spéciﬁques de ces données et consistent à établir des relations d’équivalence
entre les désorientations locales des pixels indexés et les valeurs de désorientations théo-
riques des variants des relations d’orientations usuelles (Tableau 1.5). Ces approches ont
été surtout développées dans le cadre de la théorie phénoménologique de la transformation
martensitique, en vue d’une meilleure appréhension des mécanismes associés [42]. Dans le
présent travail, ce type de traitement de données n’a pas été mis en place en raison de son
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coût et du fait que les bornes des modes mixtes sont désorientées uniquement de près de 5˚
(Tableau 1.4). Cependant, de par les cartographies des orientations cristallographiques, il
est possible d’établir une première estimation des anciens paquets dans lesquels les lattes
martensitiques sont empilées. Cette estimation est faite sur la base de l’aspect morpholo-
gique des lattes de martensite qui sont regroupées d’une manière quasi-parallèle (Figure
1.15).
(a) Orientations et ﬁgure de pôle inverse selon l’axe X
(b) Orientations et ﬁgure de pôle inverse selon l’axe Y
(c) Orientations et ﬁgure de pôle inverse selon l’axe Z
Figure 1.15 – Répartitions spatiales des orientations selon les directions principales du
repère de la plaque et ﬁgures de pôles inverses associées
1.2.4 Comportement mécanique
En raison des enjeux économiques qui s’articulent autours de la durée de vie des ou-
tillages de mise en forme, l’intérêt porté au comportement mécanique de l’acier AISI H11
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s’est bien illustré au cours de ces dernières années. Les études menées sur ce sujet se dis-
tinguent essentiellement par le type d’approche utilisé, à savoir :
– une approche globale du comportement en vue du développement de modèles pure-
ment phénoménologiques [10,62],
– une approche locale caractérisant les mécanismes physiques élémentaires associés au
comportement sans pour autant les incorporer dans les modèles prédictifs [38, 46].
Ce paragraphe comporte, dans un premier temps, l’idée de la mise en place d’un état
de l’art sur le comportement phénoménologique quasi-statique et cyclique de l’acier AISI
H11. L’accent est essentiellement mis sur le comportement à température ambiante qui fait
l’objet du présent travail. Des essais cycliques complémentaires nécessaires à l’identiﬁcation
du modèle multi-échelle sont eﬀectués dans un second temps. La dernière partie de ce
paragraphe s’attache aux mécanismes physiques élémentaires associés au comportement
qui sont à incorporer dans les approches multi-échelles.
1.2.4.1 État de l’art
Comportement monotone. À température ambiante, l’acier AISI H11 présente un
comportement quasi-statique global de type élasto-plastique. La Figure 1.16 et le Tableau
1.6 présentent respectivement la courbe et les paramètres de l’essai de traction uniaxiale
mené par Barrau [3].
Figure 1.16 – Courbe de traction quasi-statique uniaxiale de l’acier AISI H11 à température
ambiante d’après [3]
Selon ces données, l’acier AISI H11 présente un léger écrouissage (durcissement) dès la
limite de la surface de charge. Une forte ductilité est par la suite explicitement mise en
évidence, et ce, jusqu’à la rupture du matériau. Le niveau de contrainte y est quasiment
constant. À noter que l’acier présente un léger adoucissement mécanique à partir d’un taux
de déformation aux alentours de 8%. Cet adoucissement peut en eﬀet être associé à une
certaine variation de la section de la zone utile ou éventuellement à de l’endommagement
ductile. Dans son étude, Barrau [3] fait ressortir une ampliﬁcation de ce phénomène à des
hautes températures (de l’ordre de 500 et 600˚ C). Dans ces mêmes conditions, l’auteur
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Tableau 1.6 – Données caractéristiques du comportement quasi-statique uniaxial de l’acier
AISI H11 à température ambiante
E (GPa) Re0,2 (MPa) Rm (MPa) A (%)
208,0 1270,0 1560,0 9,8
constate une forte baisse de la limite d’élasticité Re0,2 et du module d’Young E, mais une
augmentation conséquente du comportement ductile.
Par ailleurs, il est inhérent de mentionner que la procédure de l’essai mécanique présenté
ci-dessus comporte deux types de pilotage. Dans un premier temps, une vitesse de contrainte
de 6 MPa.s−1 est imposée, et ce, jusqu’à un taux de déformation de 1,5%. La suite de
l’essai est pilotée en déplacement, plus typiquement avec une vitesse de 4,5 mm.s−1. Ce
découplage de la procédure d’essai est en eﬀet à l’origine du saut constaté à l’issue de la
transition élasto-plastique du comportement mécanique (Figure 1.16).
Comportement cyclique. Le comportement cyclique de l’acier AISI H11 se distingue
du comportement monotone par un mécanisme caractéristique de la quasi-totalité des aciers
martensitiques, celui-ci étant la déconsolidation cyclique. L’étude menée par Velay [10] sur
le comportement en fatigue de l’acier AISI H11 a pu aisément mettre en évidence cet
aspect par le biais d’une campagne d’essais cycliques. L’essai, présenté dans la Figure 1.17,
est réalisé à une amplitude de déformation totale imposée de 1,6%, et fait explicitement
ressortir deux phases de déconsolidation distinctes. Une déconsolidation quasi-instantanée
qui a lieu lors des premiers cycles de sollicitation et une déconsolidation moins conséquente
dont l’évolution est continue et linéaire jusqu’à la rupture du matériau. À noter que la
seconde phase de ce mécanisme est d’autant plus prononcée que la température d’essai est
importante.
(a) Courbe σ - ε (b) Courbe ∆σ/2 - Nombre de cycles
Figure 1.17 – Comportement cyclique de l’acier AISI H11 à température ambiante (∆ε =
1, 6%) et mise en évidence de la déconsolidation cyclique d’après [10]
Dans son étude, Velay [10] témoigne en outre de l’absence totale d’eﬀets visqueux sur
le comportement phénoménologique cylique à température ambiante. Cette constatation a
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été mise en évidence par des essais cycliques à diverses vitesses de sollicitations (Figure
1.18a) mais également par des cycles de fatigue relaxation réalisés avec diﬀérents temps de
maintien en traction (Figure 1.18b). La dépendance du comportement cyclique à l’échelle
macroscopique se révèle essentiellement à des températures de sollicitations assez élevées.
(a) Essais à diﬀérentes vitesses de sollicitations (b) Essais de fatigue − relaxation
Figure 1.18 – Mise en évidence du caractère indépendant du temps du comportement cy-
clique phénoménologique de l’acier AISI H11 à température ambiante d’après [10]
Par ailleurs, le type de sollicitations a une inﬂuence apparente sur le comportement
cyclique de l’acier AISI H11. Lors d’un chargement imposé en contrainte non symétrique,
la réponse de l’acier révèle un certain eﬀet de rochet. Celui-ci consiste en une augmentation
progressive du taux de déformation, qui toutefois peut se stabiliser par accommodation
en quelques cycles (Figure 1.19). La vitesse de cette accommodation dépend surtout de la
température à laquelle le matériau est sollicité.
Figure 1.19 – Illustration de l’eﬀet de rochet lors des sollicitations à contraintes imposées
sur l’acier AISI H11 à température ambiante d’après [10]
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1.2.4.2 Essais cycliques complémentaires
En vue d’une approche qui consiste à instaurer une base de donnée relativement com-
plète sur le comportement mécanique de l’acier AISI H11 à température ambiante, des
essais cycliques complémentaires sont menés dans le présent travail. Les procédures et les
données expérimentales sont traitées dans ce qui suit.
Procédures expérimentales. L’ensemble des essais cycliques sont réalisés sur une ma-
chine électrohydraulique de type Schenck Hydroplus série 56 ayant une capacité de charge
de 250 kN . Le système de mesure est constitué d’un extensomètre longitudinal ayant une
base de 10 mm pour la déformation et d’un pont de mesure incorporé dans la machine et
permettant l’obtention d’une tension proportionnelle à la déformation. La valeur instanta-
née de cette déformation est comparée au sein d’un régulateur à la valeur de consigne que
délivre le générateur de fonctions. L’écart entre ces deux valeurs est ampliﬁé et un second
signal est envoyé aﬁn de minimiser la marge de diﬀérence entre la valeur instantanée et celle
de la consigne. Par ailleurs, une erreur de mesure de ±4% a été précédemment constatée
dans une plage de déformation totale comprise entre ±0,3% et ±1%. L’ensemble mécanique
est reliée à un ordinateur permettant l’enregistrement des conﬁgurations des consignes de
pilotage, mais également d’acquisition et le stockage de l’essai en cours. Les consignes sont
transmises par l’intermédiaire du générateur de fonctions engendrant ainsi l’action des mors
hydrauliques. Dans le présent contexte, les signaux du générateur de fonctions sont triangu-
laires et la fréquence utilisée est de 1 Hz. Les données dont la fréquence d’acquisition peut
être programmée manuellement dans les consignes de conﬁgurations d’essai sont stockeés
par le logiciel propriétaire Vistest.
Dans les conditions expérimentales actuelles, des éprouvettes cylindriques sont utilisées.
Celles-ci sont dimensionnées de manière à ce que le facteur théorique de concentration de
contrainteKt soit considéré comme étant le paramètre prépondérant aﬁn d’éviter les risques
liés au ﬂambement et à la rupture aux congés de raccordement [63]. À noter également qu’un
polissage à pâte diamantée est réalisé sur ces éprouvettes en vue d’une optimisation de l’état
de surface.
Le programme expérimental destinée au comportement cyclique de l’acier AISI H11 à
température ambiante comporte deux types d’essais opérés à amplitude de déformation
totale imposée. Le premier type d’essai (essais 1 et 2) consiste à déﬁnir une amplitude de
déformation ﬁxe avec un rapport de charge R = −1, et ce, jusqu’à la ruine du matériau.
Quant au second type (essai 3), celui-ci est de type traction - traction avec un rapport de
charge R nul. Le Tableau 1.7 présente un récapitulatif des essais cycliques menés.
Tableau 1.7 – Amplitudes de déformation des diﬀérents essais cycliques
N˚ d’essai Essai 1 Essai 2 Essai 3
∆ε 1,8% 2,2% 1,5%
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Traitement et analyse des données. Pour chaque essai présenté ci-dessus, les consignes
d’acquisition des données expérimentales sont programmées de manière à enregistrer les 25
premiers cycles, puis avec une fréquence d’un enregistrement tous les cinq cycles. Le traite-
ment de ces données qui consistent en temps, déplacement, force, déformation et contrainte
permettent l’extraction de certains paramètres caractéristiques des boucles d’hystérésis du
comportement en fatigue, notamment :
– l’amplitude de déformation totale (∆ε),
– l’amplitude de déformation plastique pour un cycle donnée (∆εp),
– l’amplitude de contrainte pour un cycle donnée (∆σ),
– la déformation plastique cumulée (p),
– l’intensité de déconsolidation cyclique (δσ).
De par ce traitement de données, les courbes σ − ε et ∆σ/2− Nombre de cycles, ou éven-
tuellement σ − εp et ∆σ/2− p, peuvent être tracées.
L’ensemble des essais menés mettent en évidence le caractère de déconsolidation cyclique
à température ambiante de l’acier AISI H11. L’intensité de déconsolidation cyclique du pre-
mier essai réalisé à une amplitude de déformation totale de 1,8% n’a cependant pas pu être
évalué correctement, comme dans la quasi-totalité des essais. L’amplitude de déformation
prescrite n’a pu être atteinte qu’au 20e cycle dans cet essai 11. Les données antérieures ne
sont alors pas prises en compte et le premier cycle de la Figure 1.20 correspond en eﬀet à
la 20e boucle d’hystérésis.
(a) Courbe σ − ε (b) Courbe ∆σ/2− Nombre de cycles
Figure 1.20 – Essai cyclique à amplitude de déformation totale imposée de 1,8%
À l’image de l’essai prescrit à une amplitude de déformation totale de 1,6% par Ve-
lay [10], le présent essai met en évidence les deux phases de déconsolidation continue et
instantanée 12, mais fait ressortir en outre une dernière phase qui correspond à une chute de
la contrainte caractéristique de la rupture du matériau. Le cycle stabilisé est déﬁni dans ce
11. Les premiers cycles peuvent être prise en compte. Cependant, en vue de simpliﬁer l’exploitation des
essais et la procédure d’identiﬁcation menée dans le chapitre 4, seules les boucles d’hystérésis ayant des
amplitudes de déformation prescrites atteintes sont considérés.
12. La mise en évidence de la déconsolidation instantanée est fortement atténuée en raison de la non prise
en compte des données des 20 premières boucles d’hystérésis.
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contexte comme étant la dernière boucle d’hystérésis avant la chute brutale de la contrainte.
Par ailleurs, il est clair que la déconsolidation est apparente uniquement dans le sens de la
traction. Le niveau de contrainte en compression est quasiment constant tout au long de
l’essai. Ceci a pour conséquences des erreurs de surestimation de l’amplitude de contrainte
et des complications au niveau de l’identiﬁcation du modèle multi-échelle. À noter que cette
constatation est essentiellement due au banc d’essai utilisé qui présente probablement des
problèmes de symétrie. Néanmoins, selon les données récoltées, on peut noter un niveau de
contrainte plus conséquent et une durée d’essai moins importante que celui qui a été réalisé
à une amplitude de déformation totale de 1,6%. L’intensité de déconsolidation ne peut être
comparée en raison du fait que les deux essais n’ont pas été eﬀectués dans les mêmes condi-
tions et du manque de données. Cependant, on constate une intensité de déconsolidation
continue légèrement plus importante pour ce premier essai.
Pour les mêmes raisons liées aux conditions expérimentales, la prise en compte de l’ac-
quisition des données n’est eﬀectuée qu’après le 10e cycle pour le second essai à amplitude
de déformation totale de 2,2%. Contrairement aux données précédentes, la déconsolidation
instantanée se fait nettement mieux sentir malgré quelques éléments manquants (Figure
1.21b). L’intensité de la déconsolidation continue, tout comme la réponse en contrainte de
l’acier, est plus conséquente que dans l’essai précédent. De même, la durée de l’essai est bien
inférieure, ce qui est assez cohérent, vu l’amplitude de déformation imposée. Par ailleurs,
malgré les problèmes de symétrie persistants, la déconsolidation s’illustre un peu mieux
dans les deux sens des sollicitations que précédemment (Figure 1.21a).
(a) Courbe σ − ε (b) Courbe ∆σ/2− Nombre de cycles
Figure 1.21 – Essai cyclique à amplitude de déformation totale imposée de 2,2%
Le dernier essai du premier type a été réalisé avec un rapport de charge nul (∆ε =
0, 0− 1, 5%) en raison du niveau de déformation prescrit dans le sens de la traction. Cette
approche a été eﬀectuée en vue d’éviter le ﬂambage de l’éprouvette et ainsi une interrup-
tion prématurée de l’essai. En dépit d’une amplitude de déformation totale inférieure à
l’essai réalisé par Velay, la durée du présent essai est moins importante que celui-ci. Cette
constatation est en eﬀet articulée au rapport de charge qui fait que, dans le cas actuel, la
plasticité cumulée est plus conséquente dès les premiers cycles. À noter également que la
durée de cet essai reste tout de même inférieure à celle des essais présentés ci-dessus. Par
39
Chapitre 1. Matériau et surface
ailleurs, la déconsolidation instantanée n’est pas constatée ici malgré une prise en compte
des données acquises dès lors du 20e cycle. Seule une déconsolidation continue et linéaire
est apparente sur la quasi-totalité de l’essai, précédant la chute soudaine de la contrainte
(Figure 1.22b). Une très faible consolidation est même constatée lors des premières boucles
d’hystérésis (Figure 1.22b), mais qui pourrait être une conséquence des problèmes de symé-
trie rencontrés fréquemment. Ces derniers sont désormais nettement mis en évidence dans
cet essai. Le minimum de la contrainte dans les boucles d’hystérésis a en eﬀet tendance à
diminuer au lieu d’augmenter,d’où une certaine translation de ces boucles (Figure 1.22a).
(a) Courbe σ − ε (b) Courbe ∆σ/2− Nombre de cycles
Figure 1.22 – Essai cyclique à amplitude de déformation totale imposée de 1,5%
Le Tableau 1.8 résume quelques données caractéristiques des essais cycliques présentés.
Tableau 1.8 – Paramètres caractéristiques des essais de premier type
N˚ d’essai εmin (%) εmax (%) δσ (MPa) Cycles à rupture
Essai 1 −0,9 +0,9 73 407
Essai 2 −1,1 +1,1 95 284
Essai 3 0,0 +1,5 47 698
1.2.4.3 Mécanismes physiques élémentaires
Si le comportement non linéaire de l’acier AISI H11 est dépendant des conditions de
sollicitations d’un point de vue macroscopique, des mécanismes physiques élémentaires à
des échelles locales sont également à l’origine des réponses mécaniques du matériau.
Certes, d’une manière commune à la quasi-totalité des structures métalliques, le com-
portement non linéaire s’intéresse aux mouvements des dislocations selon des systèmes de
glissement donnés déﬁnis par un ensemble de plans et directions compactes du réseau cris-
tallin. Comme évoqué dans §1.2.3.1, le mouvement des dislocations vis a lieu par glissement
dévié selon les directions 〈1 1 1〉, ce qui est caractéristique des structures CC. Quant à la
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nature des plans de glissement, une importante dispersion de leur identiﬁcation est consta-
tée dans la littérature. Le premier mécanisme pionnier du mouvement des dislocations dans
les structures CC est certainement celui qualiﬁé de « pencil glide » proposée par Taylor
et Elam [64]. Celui-ci suggère que seule la direction 〈1 1 1〉 est l’élément déterminant du
mécanisme et s’établit selon un plan fortement contraint, mais pas nécessairement cristal-
lographique ou compact. De leur côté, Gough [65] et Barret et al. [66] déﬁnissent les plans
compacts de type {1 1 0}, {1 1 2} ou encore {1 2 3} comme étant les plans privilégiés du
mouvement des dislocations. Dans leur approche, le mécanisme proposé par ces auteurs est
qualiﬁé de « easy glide », dans lequel le mouvement de dislocations s’opère selon unique-
ment la loi de Schmid [67] (cf. chapitre 3). Cependant, des études plus récentes font valoir
le fait que l’aspect « easy glide » dans les structures CC s’articule autour de l’orientation du
cristal constitutif [68]. Le mécanisme « pencil glide » est bien présent mais s’opère surtout
sur des plans compacts.
De par ce mouvement des dislocations, des mécanismes de multiplications et d’annihi-
lation de ce type de défaut peuvent s’établir. Contrairement au contexte du chargement
quasi-statique, la déconsolidation cyclique résulte d’une diminution de la densité des dislo-
cations. Des études antérieures de caractérisation au MET ont en eﬀet mis en évidence cet
aspect sur les aciers martensitiques et notamment l’acier AISI H11. Outre l’annihilation
qui s’opère selon le signe des dislocations, des cellules de faible densité de dislocations se
génèrent et enclenchent un mouvement plus libre de ces défauts [38,46,69,70]. À noter que
ces mécanismes physiques élémentaires sont également à l’origine de l’eﬀet Bauschinger lors
des essais cycliques sur l’acier AISI H11.
À une échelle équivalente, les diﬀérents carbures présents dans la structure interne de
l’acier ont tendance à coalescer lors des sollicitations cycliques. De par ces coalescences qui
s’accentuent à haute température, des obstacles se forment et le mouvement des dislocations
est perturbé [46]. L’accommodation qui en résulte apporte une forte contribution à la
diminution de la densité de dislocations, d’où la déconsolidation cyclique de l’acier. Par
ailleurs, les études menées sur la durée de vie des aciers martensitiques font ressortir le fait
que les carbures coalescés présentent des sites privilégiés d’initiation de ﬁssures [71].
D’autres études sur la déconsolidation cyclique et l’eﬀet Bauschinger des aciers marten-
sitiques font valoir que ces aspects sont les conséquences de la coalescence des lattes et des
« paquets » lors des sollicitations cycliques [72–74]. Bien que ces études aient été menées
à hautes températures, les auteurs associent ce mécanisme à ceux de la coalescence des
carbures et de l’accommodation des dislocations. Cependant, cette coalescence des lattes
et des « paquets » est également inﬂuencée par la stéréologie de la structure interne et les
orientations des cristaux constitutifs.
1.3 Surface
Dans le langage usuel, la surface d’un corps matériel est un ensemble de points présen-
tant un domaine spatial frontalier avec le milieu environnant. Celui-ci est caractérisé par des
discontinuités de nature physico-chimique ou mécanique par rapport au milieu considéré.
En d’autres termes, l’approche simpliﬁée de la surface consiste en la partie « visible » et
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« extérieure » du corps matériel. Cependant, en science des matériaux, la notion de surface
présente une déﬁnition plus générale. Celle-ci constitue désormais une certaine épaisseur
comprise généralement entre 10−2 et 10−6 mm et est caractérisée par un gradient de pro-
priétés physico-chimiques et mécaniques. Suivant cette approche, Beilby [75] introduit dans
son étude une description qualitative de la surface permettant de distinguer certaines zones
du gradient de propriétés. L’auteur fait ressortir que les premières couches sont surtout
constituées de ﬁlms de contamination et d’oxydation à hauteur de quelques microns. En se
rapprochant du cœur du matériau, celles-ci s’attachent à des couches superﬁcielles présen-
tant un certain écrouissage mécanique.
Comme évoqué précédemment, la surface est la zone privilégiée des sollicitations thermo-
mécaniques lors des opérations de forge. Les modes d’endommagement présentés en intro-
duction de ce manuscrit dépendent du type de sollicitations et de l’état de la structure
interne du matériau en surface. On rappelle également que la réalisation des outillages
de mise en forme induit des évolutions de l’architecture microstructurale. Les caractéris-
tiques et défauts résultant de la mise en œuvre des outillages sont souvent données à des
échelles distinctes (Figure 1.23) et ont des eﬀets néfastes sur les performances mécaniques du
matériau. L’échelle de ces caractéristiques microstructurales revêt alors d’une importance
conséquente pour l’optimisation des performances mécaniques des outillages.
Figure 1.23 – Échelles des défauts microstructuraux engendrés par l’opération de réalisation
des outillages d’après [11]
En vue d’appréhender le comportement non linéaire en service de l’acier AISI H11, ce
paragraphe se consacre à la présentation d’un mode opératoire permettant la reproduction
à l’échelle du laboratoire d’une surface similaire à celle issue du procédé de réalisation des
outillages. Il s’agit de couches superﬁcielles à caractère macroscopique anisotrope tel que
présenté en introduction de ce manuscrit. Le système microstructural induit est ensuite
caractérisé par les techniques appropriées.
1.3.1 Procédé expérimental
1.3.1.1 Banc d’essais
La reproduction de surfaces similaires à celles obtenues par la mise en œuvre des ou-
tillages a été réalisée à l’Institut Universitaire de Technologie (IUT) de Figeac. Le banc
d’essai mis à proﬁt [76] est semblable à celui utilisé pour les essais cycliques présentés dans
§1.2.4.2. Plus concrètement, le banc consiste en une machine d’essais mécanique hydraulique
de type MTS ayant une capacité de charge de 120 kN (Figure 1.24). Des organes de frot-
tement sont placés latéralement sur la machine via des accessoires de jonctions structurées
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en poutres et rattachées à des colonnes. Ces composants sont agencés de pions cylindriques
de prises latérales d’appuis antagonistes contre la plaque. Ces pions sont conçus en carbure
et ont pour dimensions un diamètre de 10 mm et une hauteur de 250 mm. Les accessoires
de jonctions sont équipés de moyens de déplacement des organes de frottement entre une
position dégagée et une position de travail. Ces derniers composants sont par ailleurs reliés
à des cellules de charge de 25 kN permettant la mesure des eﬀorts de contact. À noter
également que l’ensemble de ces composants est relié à un ordinateur permettant la pro-
grammation des conﬁgurations des consignes d’essais et l’acquisition des diverses données.
La transmission des consignes est réalisée via un générateur de fonctions engendrant l’action
des mors hydrauliques et le travail des organes de frottement.
Figure 1.24 – Banc d’essais polyvalent de préparation de surface
1.3.1.2 Conditions de chargement
Dans le contexte actuel, il est évident qu’une approche par fatigue de contact à tempé-
rature ambiante n’est guère adaptée pour générer des surfaces semblables à l’opération de
réalisation des outillages, et ce, en raison de la dureté de 47 HRC de l’acier AISI H11. Le
mode opératoire comporte alors l’idée de procéder à des chargements cycliques relativement
élevés mais limités en nombre en vue d’un écoulement inélastique des couches superﬁcielles
du matériau. En tenant compte des contraintes géométriques et des capacités de charge
du banc d’essai ci-dessus et par l’intermédiaire d’un pré-dimensionnement numérique, il a
été convenu de traiter six plaques équiréparties de dimensions respectives de 270 × 20 × 1
mm3 (premier type) et de 270 × 20 × 0,5 mm3 (second type). Le mode opératoire consiste
alors à imposer des eﬀorts d’appui antagonistes latéraux contre la plaque et d’appliquer
une translation verticale par déplacement des mors mobiles reliés au socle de la machine.
À la ﬁn de l’intervalle de translation, qui est de 60 mm, les organes agencés des pions sont
relâchés à une distance dégagée et la plaque est ramenée à sa position initiale également par
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déplacement des mors mobiles. Par ailleurs, il est inhérent de mentionner qu’à l’exception
d’un cas test, ces consignes sont réalisées en une vingtaine de cycles pour l’ensemble des
plaques. Les valeurs des forces sur les appuis antagonistes des pions sont respectivement
aux alentours de 10 kN pour le premier type de plaque et de 5 kN pour le second type.
(a) Schématisation (b) Courbes F , d − temps
Figure 1.25 – Conditions de chargement des essais de préparation de surface
Tableau 1.9 – Paramètres caractéristiques des essais de premier type
N˚ de plaque Plaque 1 Plaque 2 Plaque 3 Plaque 1 Plaque 2 Plaque 3
Type de plaque 1 mm 1 mm 1 mm 0,5 mm 0,5 mm 0,5 mm
Cycles 69 22 22 10 10 10
Eﬀort d’étirement
maximal (kN)
4,9 8,1 9,8 3,8 2,2 3,4
1.3.1.3 Traitement de données
Pour l’ensemble des essais, les données acquises sont les eﬀorts respectifs d’appuis la-
téraux des pions cylindriques et de l’étirement vertical de la plaque dans le sens du socle,
ainsi que les déplacements respectifs latéraux des organes de frottement et vertical des mors
mobiles. Dans le présent contexte, l’intérêt est essentiellement porté à l’eﬀort d’étirement
vertical de la plaque, étant donné que c’est l’unique paramètre non enregistré dans les
consignes d’essais. Le traitement de données révèle en eﬀet une augmentation conséquente
de l’eﬀort d’étirement vertical au fur et à mesure des cycles d’appuis sur la quasi-totalité
des plaques. Cette constatation justiﬁe non seulement l’atteinte du seuil d’écoulement in-
élastique mais surtout un écrouissage en surface de l’acier AISI H11.
Par ailleurs, l’évolution de l’eﬀort vertical au cours de l’essai fait ressortir certaines
chutes qui sont sans doute articulées aux conditions tribologiques, soit à de l’endommage-
ment en plus de l’écoulement inélastique. Il a été constaté que la fréquence de ces chutes est
relativement en concordance avec l’intensité de l’eﬀort vertical. À noter que cette dernière
s’attache aux eﬀorts d’appuis et aux conditions tribologiques. Le Tableau 1.9 récapitule les
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données des essais de reproduction de surface semblable à la réalisation des outillages de
mise en forme.
Figure 1.26 – Évolution « cyclique » de l’eﬀort d’étirement de la plaque 3 de premier type
1.3.2 Caractérisation de l’état de surface
Il est évident que le procédé de préparation des surfaces a entraîné certaines modiﬁ-
cations au sein de l’architecture interne des couches superﬁcielles de l’acier AISI H11. De
par l’analyse des données, notamment de l’eﬀort d’étirement vertical, de premières déduc-
tions quant à l’état de la structure interne ont été établies. Celles-ci sont toutefois faites en
s’appuyant sur le comportement phénoménologique du matériau. Une caractérisation micro-
structurale est alors menée sur les plaques en acier AISI H11 par des techniques adéquates
en vue d’une analyse locale de l’état de surface.
Analyses au MEB. Les observations menées au MEB-FEG Nova NanoSEM 450 mettent
en évidence les modiﬁcations structurales induites par le procédé de préparation de surface.
Sur l’ensemble des plaques, de fortes déformations non linéaires sur les lattes ainsi que les
anciens joints de grains austénitiques des premières couches superﬁcielles sont constatées. Il
est évident qu’une anisotropie marquée s’est constituée en surface avec une morphologie de
la quasi-totalité des lattes martensitiques orientée selon le sens de sollicitation des organes
de frottement. Par ailleurs, l’épaisseur des couches superﬁcielles concernées suit l’évolution
de l’eﬀort d’étirement maximal (Tableau 1.9) qui est également un indicateur sur le taux
d’écrouissage en surface. Ces constatations concernent surtout les plaques de premier type
(1 mm) où diﬀérents eﬀorts d’étirement ont été enregistrés. En dépit d’un nombre assez
considérable de cycles, la plaque 1 n’aﬃche que près de 5 µm d’épaisseur aﬀectée, et ce,
en raison du faible eﬀort d’appui imposé. Ceci prouve également que l’approche fatigue
de contact n’est pas adaptée à la reproduction des surfaces similaires à celles issues de la
réalisation des outillages.
Concernant les plaques 2 et 3 de premier type, celles-ci présentent respectivement 20 et
65 µm d’épaisseur de couches superﬁcielles aﬀectées. L’intensité d’écoulement de matière en
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surface de la plaque 3 est quasiment similaire au procédé de mise en forme à haute tempé-
rature. Cette approche s’avère donc concluante. Il est également intéressant de mentionner
qu’un endommagement superﬁciel est constaté dans certaines zones, surtout pour la plaque
3 (Figure 1.27c), en raison de l’intensité conséquente de l’eﬀort d’appui. En ce qui concerne
les plaques de second type (0,5 mm), l’écoulement non linéaire présente uniquement une
épaisseur de 5 µm à l’image de la plaque 1 de premier type. De ce fait, la caractérisation de
l’état de surface est menée avec une attention particulière sur les plaques de premier type
et surtout la plaque 3.
(a) Plaque 1 (b) Plaque 2 (c) Plaque 3
Figure 1.27 – Morphologie des couches superﬁcielles à l’issue du traitement des plaques de
premier type (1 mm)
Nanoindentation. La nanoindentation est une technique permettant essentiellement la
caractérisation de ﬁlms minces pour la détermination de certaines propriétés mécaniques,
notamment le module d’Young, la dureté ou encore la sensibilité du matériau à la vitesse
de chargement. La présente caractérisation s’intéresse uniquement à la plaque 3 de premier
type (1 mm) et est menée sur un nanoindenteur de type CSM NHTX couplé à un micro-
scope à force atomique (AFM). Les consignes de commande sont transmises par le biais
d’une cellule composée d’une bobine de force piézo-électrique. Le transfert de l’objectif aux
coordonnées de la pointe du nanoindenteur se fait au moyen d’un moteur électrique couplé
à une vis guide. La pointe, dont la mise au point est contrôlée par un système d’interféromé-
trie laser, est de type Berkovich (Figure 1.28a) en diamant. À l’issue du contact qui s’établit
avec une vitesse d’approche de 2500 nm.min−1, un chargement est imposé, et ce, jusqu’à
une profondeur seuil de 1 µm (Figure 1.28b). Ce chargement est eﬀectué à une vitesse de
800 mN.min−1. Lors de l’atteinte de la profondeur seuil, l’eﬀort de contact est maintenu
pendant 10 s précédant un relâchement également à une vitesse de 800 mN.min−1 (Figure
1.28b). Plus concrètement, la présente caractérisation de nanoindentation concerne une pro-
fondeur de 60 µm en vue d’une détermination des propriétés mécaniques dans les couches
superﬁcielles. Les données récupérées considèrent trois paramètres, à savoir le temps, le
déplacement de l’indenteur (équivalent à la profondeur) et l’eﬀort d’appui F . Outre les
conditions de chargement, la courbe eﬀort F − déplacement de la Figure 1.28b illustre
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une courbe typique d’un essai de nanoindentation de laquelle les diﬀérents propriétés mé-
caniques, notamment les modules d’Young d’indentation Λit, réduit Λr et complexe Λ∗ ou
encore les dureté de Vickers Hv, d’indentation Hit et de Martens HM sont déduites selon
l’approche analytique d’Oliver et Pharr [77].
(a) Indents de type Berkovich (b) Courbe F − profondeur
Figure 1.28 – Essais de nanoindentation
La caractérisation menée par nanoindentation témoigne des premières constatations
concernant l’écrouissage en surface donné par l’ampliﬁcation cyclique de l’eﬀort d’étirement.
Il apparaît qu’une certaine évolution de la dureté du matériau dans les couches superﬁcielles
est mise en évidence. Celle-ci a en eﬀet tendance à augmenter de près de 38% lorsque la
pointe de l’indenteur se rapproche de la surface de l’acier AISI H11 (Figure 1.29a). À
noter que la dureté de Vickers Hv à « cœur » du matériau est de 573 Hv. Cette évolution
s’accompagne également d’une dispersion plus importante de la dureté en surface qu’à
cœur (Figure 1.29a). Ces constatations peuvent s’expliquer par une hétérogénéité de la
répartition des dislocations ou des carbures, voire un endommagement local, malgré une
certaine homogénéité apparente de la structure interne en limite de surface.
(a) Duretés (b) Modules d’Young
Figure 1.29 – Évolution des paramètres de l’acier AISI H11 dans les couches superﬁcielles
de la plaque 3 de premier type (1 mm)
Par ailleurs, cette même dispersion est également constatée pour l’évolution du module
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d’Young. Cependant, ce paramètre a tendance à diminuer de près de 11% en limite de
surface. À cœur, le module d’Young de l’acier AISI H11 (ou d’indentation) mesuré par
nanoindentation est de 205 GPa. Cette diminution peut en eﬀet être associée à de l’endom-
magement en surface, ou éventuellement au caractère fortement anisotrope de la structure
interne dans les couches superﬁcielles extrêmes. ll est également intéressant de noter que
la taille de la pointe d’indent est bien supérieure à celle de la latte de martensite. Lors de
la mise en contact, l’eﬀort d’appui est appliqué sur un agrégat de lattes, ce qui explique la
faible dispersion des propriétés mécaniques à cœur de l’acier. De par la présente caractéri-
sation, la mise en évidence d’un lien direct entre la dureté et le module d’Young, ainsi que
le caractère anisotrope local d’une latte donnée ne sont guère aisés.
Proﬁl de surface. Le proﬁl de surface est certainement considéré comme étant un pa-
ramètre prépondérant dans la prédiction de la durée de vie des composants mécaniques. À
l’issue du procédé expérimental du §1.3.1, une caractérisation par l’altimètre Altisurf 520
est menée sur la quasi-totalité des plaques en vue de déterminer la topologie des surfaces
générées. Ces mesures sont réalisées sans contact par le biais d’une sonde confocale chroma-
tique de dynamique 350 µm associée à un micropalpeur inductif en carbone tungstène. Le
déplacement multiaxial de la sonde optique est motorisé à courant continu et eﬀectue des
mesures à codeur de 2 µm selon les axes X et Y . Les caractérisations menées par altimétrie
s’intéressent à des zones de dimensions 6000 × 2000 µm2.
Vu le procédé de préparation, la topologie de l’ensemble des surfaces générées présente
des reliefs similaires de type « ondulés » à l’image de l’étude menée par Le Pécheur [78].
Des ondulations quasi-périodiques sont en eﬀet constatées selon l’axe transverse Y , dans
lesquelles les extrémas longent l’axe X (Figure 1.30).
Figure 1.30 – Proﬁl de surface à l’issue du traitement des plaques
Par ailleurs, si les épaisseurs des couches superﬁcielles aﬀectées s’attachent aux eﬀorts
d’étirement (Figure 1.27), les caractéristiques du proﬁl de surface sont quasi-identiques pour
l’ensemble des plaques, et ce, que ce soit sur les essais de premier ou de second type. La
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variation des eﬀorts d’étirement n’a guère aﬀecté les proﬁls des surfaces des zones analysées
par altimétrie. Le Tableau 1.10 présente les caractéristiques moyennes liées au caractère
rugueux des surfaces de l’ensemble des plaques, à savoir la rugosité totale Rt, la profondeur
moyenne Rm, l’amplitude moyenne Ra et l’écart type des hauteurs Rq.
Tableau 1.10 – Caractéristiques moyennes des proﬁls des surfaces de l’ensemble des plaques
Rt (µm) Rm (µm) Ra (µm) Rq (µm)
76,49±4,62 30,09±3,74 12,54±1,27 14,06±1,53
Analyses EBSD. Les analyses EBSD sont menées sur la plaque 3 de premier type. On
rappelle que celle-ci présente une épaisseur moyenne des couches superﬁcielles aﬀectées par
le procédé de traitement des plaques de près de 65 µm. La zone d’analyses a pour dimensions
de 370 × 270 µm2 et est située près de ces couches superﬁcielles. Celle-ci est balayée avec
une résolution de 300 nm. On note également que l’intérêt est porté à l’ensemble des
paramètres traités lors des précédentes analyses (cf. §1.2.3.2), notamment la qualité des
mesures, la granulométrie mais encore la texture cristallographique.
Qualité des mesures. Comme évoqué précédemment, la qualité des mesures s’illustre
comme étant un bon indicateur quant à l’état d’écrouissage au sein de la structure interne
du matériau. Dans les présentes analyses, la zone d’intérêt comprend près de 1,1 Mpixels
donc chaque pixel est associé à une mesure EBSD. Cependant, près de 21% de ces mesures
présentent une très mauvaise indexation voire une indexation inexistante. La Figure 1.31
illustre la répartition spatiale de la netteté des bandes de Kikuchi à l’issue de l’élimination
des pixels non indexés.
Figure 1.31 – Répartition spatiale de la netteté des bandes de Kikuchi dans la zone d’analyse
globale
De par ces analyses, il est évident que la qualité des mesures est bien médiocre au
niveau des couches superﬁcielles aﬀectées consolidant l’état fortement écroui de celles-ci.
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On peut également constater qu’outre l’absence des pixels non indexés au niveau des joints
de lattes et des rayures liées au polissage, les couches superﬁcielles proches du bord ne
peuvent être détectées (Figure 1.31). De ce fait, une analyse quantitative en cette zone est
quasi-impossible. Néanmoins, un début de gradient de texture morphologique est bel et
bien mis en évidence et s’attache bien à une dégradation de la qualité des mesures EBSD.
Granulométrie. Les présentes analyses EBSD font ressortir un ensemble de 15384
lattes martensitiques dans la zone d’intérêt. Le ratio du nombre des lattes martensitiques
par rapport à la superﬁcie de la zone d’analyse est un peu supérieur à celui des mesures
précédentes (cf. §1.2.3.2). Ceci est assimilé à la qualité médiocre des mesures au niveau des
couches superﬁcielles. Le cumul des pixels non indexés associé à des valeurs assez consé-
quente de désorientation liée à l’écrouissage de la structure interne s’articule autour d’une
augmentation ﬁctive du nombre des cristaux. Par ailleurs, selon les analyses statistiques
menées, la taille moyenne des lattes martensitiques est de 2,71 ± 1,47 (Figure 1.32a) et le
facteur de forme moyen est de 1,88 ± 1,53 µm (Figure 1.32b).
(a) Facteurs de forme (b) Taille de lattes de martensite
Figure 1.32 – Analyses statistiques des données de la granulométrie globale en surface de
l’acier AISI H11
Il est clair que la taille moyenne des lattes martensitiques et le facteur de forme moyen
de celles-ci est quasiment équivalent aux analyses précédentes (cf. §1.2.3.2). Cet aspect est
essentiellement dû au fait que la superﬁcie de la zone non aﬀectée (cœur du matériau)
est assez conséquente. Par ailleurs, en raison de la qualité médiocre des mesures EBSD au
niveau des couches superﬁcielles, les valeurs des facteurs de forme n’ont guère tendance à
augmenter contrairement à ce qui est prévu. Elles sont mêmes bien plus faibles qu’à cœur
de l’acier. Cette constatation permet de consolider l’augmentation ﬁctive du nombre des
lattes martensitiques dans les couches superﬁcielles.
Texture cristallographique. Compte tenu des dimensions de la zone d’analyses, i.e.
de 370 × 270 µm2, les mesures EBSD ne mettent en évidence aucun caractère anisotrope
des orientations cristallographiques. Cet aspect est également consolidé par qualité des
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mesures au niveau des couches superﬁcielles même si celles-ci sont diﬃciles à exploiter.
Par conséquent les ﬁgures de pôles inverses de la répartition spatiales des orientations
cristallographiques illustrent une texture globale isotrope, à l’image des premières analyses
(Figure 1.15).
En vue de mettre en évidence l’eﬀet du procédé de traitement des plaques sur les orienta-
tions cristallographiques en surface, les analyses actuelles s’attachent à une zone contenant
exclusivement les couches superﬁcielles aﬀectées. Celle-ci a pour dimensions 15 × 65 µm2
(Figure 1.33) et comprend 845 lattes martensitiques. On rappelle toutefois que l’analyse de
granulométrie n’est guère pertinente et le nombre de lattes inclut une hausse ﬁctive bien
conséquente.
(a) Orientations et ﬁgure de
pôle inverse selon l’axe X
(b) Orientations et ﬁgure de
pôle inverse selon l’axe Y
(c) Orientations et ﬁgure de
pôle inverse selon l’axe Z
Figure 1.33 – Répartitions spatiales des orientations dans les couches superﬁcielles selon les
directions principales du repère de la plaque et ﬁgures de pôles inverses associées
À l’issue du procédé du procédé de traitement des plaques, un caractère anisotrope de la
texture cristallographique est assez apparent 13. Les présentes analyses mettent en évidence
que les plans {1 1 1} ont tendance à s’orienter selon l’axe de sollicitation, i.e. X (Figure
1.33). Cette constatation est également valable pour les plans {100} mais selon une moindre
fréquence.
En résumé...
Bien que l’acier AISI H11 présente une structure interne monophasée de type CC, il
constitue bel et bien une architecture assez complexe. L’étude de caractérisation met en
évidence une stéréologie interne constituée de lattes martensitiques regroupées en paquets
avec des relations d’orientations bien spéciﬁques. À l’image des aciers martensitiques, l’acier
AISI H11 se caractérise par une déconsolidation cyclique à température ambiante. Les
mécanismes physiques élémentaires qui s’articulent autour du comportement mécanique
13. En raison de la qualité médiocre des mesures, les orientations cristallographiques tracées sur les
ﬁgures de pôles inverses sont associées aux pixels des mesures EBSD et non pas aux lattes martensitiques
tel que cela a été eﬀectués dans la Figure 1.15. Une telle approche permet la mise en évidence du caractère
anisotrope de la texture cristallographique.
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découlent directement du traitement thermique et sont également assez complexes à quan-
tiﬁer. Cependant, il est clair que ces phénomènes sont situés à diverses échelles du matériau,
à savoir le mouvement des dislocations, la coalescence des carbures voire des lattes et des
paquets, mais également à l’orientation des cristaux constitutifs et leurs interactions, d’où
le leitmotiv de l’approche multi-échelle de ce travail.
Par ailleurs, aﬁn de mieux d’appréhender le comportement non linéaire en service de
l’acier AISI H11, des surfaces caractéristiques du procédé de mise en œuvre des outillages
sont générées à l’échelle du laboratoire. La caractérisation de ces surfaces montrent des évo-
lutions microstructurales qui sont à prendre en compte. Celles-ci consistent essentiellement
en l’apparition d’un caractère anisotrope morphologique et cristallographique, en une gé-
nération d’un proﬁl de surface de type « ondulé », mais aussi en une variation de quelques
propriétés mécaniques, à savoir l’augmentation de la dureté et la diminution du module
d’Young. L’ensemble de ces paramètres sont à prendre en compte dans la modélisation
multi-échelle.
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Chapitre 2
Comportement mécanique en
surface : investigation expérimentale
”Logic is not a body of doctrine, but a mirror-image of the world. Logic is
transcendental.”
Ludwig Wittgenstein (1889-1951)
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Aﬁn de mieux appréhender le comportement mécanique en surface de l’acier AISI H11,des essais mécaniques in-situ, dans lesquels les champs complets de déformations
locaux sont mesurés par le biais de la technique de corrélation d’images numériques, sont
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menés dans le présent chapitre. La première partie est consacrée à un état de l’art sur les
méthodes et les travaux d’investigations expérimentales sur le comportement hétérogène
des matériaux métalliques. Cela permet de justiﬁer l’approche retenue. Celle-ci qui n’est
qu’autre que la technique de corrélation d’images numériques et fait l’objet de la seconde
partie. La troisième partie s’attache au comportement local en surface de l’acier AISI H11,
et ce, par la mise en place d’essais mécaniques in-situ et par l’analyse des résultats à
diﬀérentes échelles. Enﬁn, la dernière partie se destine à l’identiﬁcation expérimentale d’un
volume élémentaire représentatif (VER).
2.1 État de l’art
En raison de leurs structures internes complexes et hétérogènes, l’appréhension du com-
portement non linéaire des matériaux métalliques, à l’image de l’acier AISI H11, requiert
une analyse approfondie des mécanismes élémentaires à une échelle locale. Dans ce qui suit,
deux types d’approches expérimentales sont présentés pour l’étude in-situ du comportement
hétérogène et anisotrope des structures métalliques, permettant ainsi des analyses multi-
échelles. Le premier, étant basé sur des approches à champs moyens, utilise des analyses
statistiques, tandis que le second consiste en des approches à champs complets.
2.1.1 Approches à champs moyens
Les approches à champs moyens utilisent essentiellement des techniques de mesures
diﬀractives, à savoir la diﬀractométrie des neutrons ou encore celle des rayons X synchro-
tron [79–81]. Par le biais de ces techniques, il est assez aisé de réaliser des mesures des
champs mécaniques moyens à une échelle locale in-situ d’un essai mécanique tandis que
le comportement à l’échelle globale est donné par des méthodes plus ou moins classiques
notamment l’extensomètre. Les champs mécaniques locaux moyens s’attachent aux pics
de diﬀractions des rayons incidents sur des plans cristallographiques donnés. Les pics de
diﬀraction permettent en eﬀet de fournir des informations exhaustives concernant l’état
microstructural des cristaux constitutifs 1 dans la zone d’analyses. À titre d’exemples, l’in-
tensité et l’aspect, notamment l’asymétrie, des pics de diﬀraction traduisent respectivement
des données liées aux orientations des cristaux et aux contraintes résiduelles. Le tenseur de
déformations élastiques est articulé autour des positions de ces pics. Le changement de leurs
positions en cours d’essai est en eﬀet proportionnel à la déviation des vecteurs normaux à
des plans donnés, ce qui permet l’identiﬁcation d’une composante moyenne du tenseur des
déformations élastiques des réseaux des cristaux concernés par leur orientation. Par ailleurs,
la largeur du pic est associée à la distance entre deux plans donnés du réseau et procure
des informations quant aux hétérogénéités locales aﬀectant le tenseur des déformations.
Ces techniques, bien qu’elles soient destinées à des études statistiques des champs
moyens locaux accommodés par des contraintes à une échelle globale, permettent des ana-
lyses sur des zones de dimensions assez importantes. Celles-ci peuvent en eﬀet contenir
entre 105 et 106 cristaux [82]. Par ailleurs, ces analyses sont le plus souvent menées sur
1. Les cristaux qui contribuent à l’apparition des pics de diﬀraction satisfaisant la loi de Bragg.
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des volumes permettant ainsi une quantiﬁcation du comportement en masse du matériau
concerné. Les champs mécaniques moyens mesurés dans ce volume peuvent être, à titre
d’exemple, présentés sous forme de ﬁgures de pôle sphériques d’une composante donnée du
tenseur des déformations pour un ensemble de cristaux ayant des orientations particulières
par rapport à la direction de chargement (Figure 2.1).
Figure 2.1 – Figures de pôle de déformation de diﬀérentes orientations de cristaux de cuivre
à un état de chargement donné acquises par diﬀraction des rayons X synchrotron d’après [12]
Les techniques diﬀractives ont été récemment utilisées pour des études de comporte-
ment quasi-statique hétérogène des structures métalliques, soit de la distribution statistique
des champs de déformation en traction uniaxiale [12, 82–86], en ﬂexion [82] ou encore en
chargement biaxial [87]. Certains auteurs ont également utilisé ces techniques pour des ap-
plications cycliques [88], notamment pour des analyses de la distribution des déformations
résiduelles [89, 90]. Les techniques diﬀractives sont intéressantes à mettre en œuvre pour
des matériaux multiphasés puisqu’elles se distinguent aisément la distribution du com-
portement des diﬀérentes phases présentes dans les structures internes [91]. Par ailleurs,
l’intérêt de ces techniques concernent aussi certaines applications liées au comportement
thermique [92] mais aussi à l’identiﬁcation des propriétés mécaniques locales des structures
métalliques [93] et des mécanismes physiques élémentaires associés [94–96].
2.1.2 Approches à champs complets
Si les techniques diﬀractives consistent en des analyses statistiques sur une zone de
dimensions assez considérables, les approches à champs complets permettent la prise en
compte de certaines caractéristiques de la stéréologie des matériaux métalliques, à savoir
la morphologie des cristaux constitutifs. Les approches à champs complets utilisent le plus
souvent des techniques de très hautes résolutions permettant des mesures à des échelles
intragranulaires et prenant en compte certaines hétérogénéités microstructurales. La tech-
nique de corrélation d’images numérique (DIC 2) est en l’occurrence la méthode la plus
adéquate pour des mesures de champs mécaniques complets à de telles échelles. Celle-ci
considère la comparaison d’une paire d’images prises à des états de chargement distincts.
Le champ de déplacement induit entre ces conﬁgurations du matériau est évalué via le
mouvement d’un certain nombre de repères locaux. Malgré les avancées techniques de cette
méthode permettant des mesures de champs en tridimensionnel, il est inhérent de noter qu’à
2. « Digital Images Correlation ».
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de telles échelles, seuls les composantes planes du tenseur de déformations sont concernées
hormis une utilisation de la stéréoscopie. Le marquage des repères qu’utilise la technique de
corrélation d’images numériques peut être réalisé selon deux approches distinctes, à savoir
le marquage synthétique et celui lié aux artefacts stéréologiques.
Marquage synthétique. Les méthodes de marquage synthétique utilisent des motifs
artiﬁciels que l’on dépose sur la surface du matériau à analyser. Ces motifs sont souvent
répartis d’une manière régulière, voire périodique, et constituent des repères locaux permet-
tant les mesures des champs de déplacement et de déformation. Pour ce faire, les marques
doivent en eﬀet présenter une intensité de contraste adéquate et lisible au système d’ob-
servation utilisé. Selon le contexte d’étude, diverses techniques de marquage sont mises en
œuvre pour générer ce contraste nécessaire, à savoir les techniques de peinture, celles de
gravage chimique ou mécanique mais également celles de dépôts métalliques. Cette dernière
est couramment utilisée dans l’analyse des champs mécaniques des structures métalliques
à une échelle locale. Dans ce contexte, les techniques de dépôts métalliques s’attachent sur-
tout à la microlithographie. Celle-ci consiste plus typiquement en des dépôts de microgrilles
ayant des motifs périodiques en lignes, voire en points. Elles sont le plus souvent en or, en
platine, en argent ou éventuellement en nickel. Le choix du matériau est conditionnée à
l’intensité du contraste détecté vis-à-vis de la structure métallique étudiée mais aussi à la
température des essais. À noter que diﬀérents procédés permettent le dépôt de ce type de
repère artiﬁciel [97–101].
Les applications des méthodes de marquage synthétique à des échelles locales consistent
essentiellement en la corrélation des champs mécaniques hétérogènes à la stéréologie du
matériau en question. Le type de sollicitation concerne le plus souvent des chargements
uniaxiaux en raison de la complexité de tels essais in-situ. À titre d’exemple, Padilla et
al. [102] ont étudié le comportement hétérogène local d’un alliage de zirconium corrélé à
la texture cristallographique en traction uniaxiale. Le marquage de la zone d’analyse est
réalisé par un dépôt de particules de silicone ayant une taille de l’ordre du micron. Dans ce
même contexte, Héripré et al. [103] ont opté pour une microgrille en or ayant des motifs en
lignes en vue d’une identiﬁcation d’un modèle multi-échelle. L’approche numérique associée
consiste à utiliser un maillage régulier dans lequel les éléments ﬁnis sont superposés à la
microgrille concernée. Cette même technique a été également exploitée pour l’étude des
champs hétérogènes sous sollicitations cycliques [100]. Par ailleurs, d’autres auteurs ont
couplé les méthodes de marquage synthétique à la thermographie infrarouge en vue d’une
corrélation des champs de déformation locaux avec la dissipation de chaleur [104].
Marquage lié aux artefacts stéréologiques. À l’inverse du marquage synthétique,
le marquage lié aux artefacts stéréologiques utilise des repères aléatoires que l’on appelle
mouchetis. Ces motifs s’attachent à des artefacts stéréologiques présentant une intensité de
contraste détectable par le système d’observation. Les repères sont souvent liés à l’échelle
d’étude et peuvent être constitués, à titre d’exemples, de joints de grains, de particules non
dissoutes en solution, ou éventuellement certains défauts microstructuraux... Cependant, en
dépit des hautes résolutions des systèmes d’observations actuels, ces artefacts ne présentent
pas toujours un contraste lisible. Un complément en marquage artiﬁciel, notamment par
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des techniques de peinture, peut s’avérer essentiel dans certains cas. Les repères artiﬁciels
générés ne présentent pas de motifs réguliers et viennent en complément des artefacts
stéréologiques [105].
Les applications données par ce type de marquage sont bien plus larges que celles qui
s’appuient sur le marquage artiﬁciel. Bien qu’elles s’intéressent aux mécanismes de loca-
lisation des champs de déformation [106–109], leur intérêt s’étend aux aspects liés aux
transformations ﬁnies [110]. Contrairement au présent type de marquage, le marquage ar-
tiﬁciel par dépôts de grilles n’est guère adapté pour ce type de chargement en raison des
risques liés à la rupture aux décohésions avec le matériau support. De ce fait, le marquage
lié aux artefacts stéréologiques est également utilisé dans des applications de fatigue et
de propagation de ﬁssures corrélés, bien évidemment, aux caractéristiques microstructu-
rales [111, 112]. Il permet en outre des mesures de champs à des échelles locales sur des
géométries plus ou moins complexes [113]. Par ailleurs, certains auteurs ont adopté ce type
de marquage pour des couplages thermomécaniques [114–116].
2.1.3 Approche retenue
En dépit du fait que les techniques diﬀractives consistent en des analyses statistiques, les
approches à champs moyens permettent d’établir des informations bien plus importantes
quant à l’état structural du matériau en question. Certes, la technique de corrélations
d’images numériques permet une localisation spatiale des mesures de champs, mais unique-
ment ceux de déplacement, tandis que les techniques diﬀractives se destinent à procurer
des informations concernant l’état des contraintes internes, à la nature et à la rotation des
réseaux cristallins des cristaux constitutifs... Sur ce principe, certains auteurs se sont inté-
ressés à un couplage entre ces deux approches [117]. Cependant, les techniques diﬀractives,
notamment la diﬀraction des neutrons, sont coûteuses. De plus, elles s’appliquent souvent
à des matériaux ayant une taille de grains assez conséquente. Par ailleurs, le couplage entre
la technique de corrélation d’images numériques (DIC) avec l’EBSD est également à consi-
dérer. Il est bien moins complexe que le précédent [107, 108, 118–120]. Cependant, cette
approche est souvent appliquée à des matériaux fortement ductiles soumis à des transfor-
mations ﬁnies.
Compte tenu du contexte actuel, les techniques diﬀractives ne sont guère adaptées et
seule la technique de corrélation d’images numériques est utilisée. On rappelle que l’intérêt
est essentiellement porté à l’hétérogénéité des champs mécaniques locaux en surface. À
noter qu’une caractérisation complète en amont des essais à venir du matériau (en surface)
a été eﬀectuée au chapitre 1. En raison des paramètres microstucturaux de l’acier AISI
H11 associées au système d’observation utilisé, le marquage lié aux artefacts stéréologiques
complété par une attaque chimique au nital est adopté.
2.2 Technique de corrélation d’images numériques
Comme évoqué précédemment, la technique de corrélation d’images numériques est
fondée sur la comparaison de deux images à des états de chargement distincts. La première
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s’attache à une conﬁguration « de référence » du matériau, tandis que la seconde est dite
conﬁguration « déformée » (Figure 2.2). Plus concrètement, la corrélation est menée sur un
domaine déﬁni par les valeurs des niveaux de gris de chaque pixel constitutif de la zone de
corrélation. La recherche d’un domaine semblable à l’état de référence dans la conﬁguration
déformée est réalisée par biais d’algorithmes numériques qui s’appuient sur un coeﬃcient
de corrélation donné. Celui-ci permet en eﬀet une optimisation quantitative du niveau de
ressemblance du domaine de corrélation dans les deux conﬁgurations.
La présente partie se destine à certains éléments détaillés de la technique de corrélation
d’images numériques utilisée dans ce chapitre.
Figure 2.2 – Principe de la technique de corrélation d’images d’après [13]
2.2.1 Coeﬃcients de corrélation
Il est évident que la corrélation d’images numériques s’appuie sur les valeurs des niveaux
de gris des pixels constitutifs, d’où l’intérêt de mise en œuvre de techniques de marquage
permettant la génération d’un contraste bien détectable au système d’acquisition d’images.
L’utilisation de la technique de corrélation d’images suppose que les niveaux de gris sont
bien conservés et que le domaine concerné est bien identiﬁable dans l’ensemble des conﬁgu-
rations. Par le biais d’une optimisation d’un coeﬃcient de corrélation, il est alors possible
d’identiﬁer ce domaine d’analyses dans la conﬁguration déformée. La littérature distingue
essentiellement deux types de coeﬃcients, à savoir ceux qui sont fondés sur les moindres
carrés et ceux qui utilisent un produit scalaire. Le logiciel 7D, développé à l’université de
Haute-Savoie et utilisé dans le présent travail, intègre ce dernier type de coeﬃcients ayant
la forme généralisée 3 :
C1 =
∑
i∈D
f (xi) .g (Φ (xi)) (2.1)
xi et Φ(xi) étant respectivement les coordonnées des pixels dans le domaine de corrélation
D des conﬁgurations de référence et déformée. Les niveaux de gris dans ces conﬁgurations
sont respectivement donnés par les fonctions f et g. Dans cette expression, l’optimisation
du domaine de corrélation D dans la conﬁguration déformée s’illustre par le maximum
du coeﬃcient C1, i.e. une quasi-colinéarité des vecteurs traduit par les fonctions f et g.
3. L’ensemble des coeﬃcients de corrélations sont présentés en données discrètes.
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L’optimisation du domaine de corrélation D peut également être établie en minimisant une
formule modiﬁée et normalisée du coeﬃcient C1. La valeur de ce coeﬃcient est alors située
entre 0 et 1 :
C2 = 1−
∑
i∈D f (xi) .g (Φ (xi))√∑
i∈D (f (xi))
2∑
i∈D (g (Φ (xi)))
2
(2.2)
Comme évoqué ci-dessus, la technique de corrélation d’images numériques suppose une
conservation des niveaux de gris entre les diverses conﬁgurations. Cependant, pour des rai-
sons inhérentes aux conditions expérimentales voire au système d’acquisition d’images, des
ﬂuctuations de brillance et d’intensité de contraste associées à un bruit de fond peuvent en
eﬀet avoir lieu en cours d’essai et perturber ainsi l’optimisation du domaine de corrélation.
Cela engendre alors une mauvaise représentation des mécanismes physiques locaux ainsi
qu’une perte d’information dans le domaine de corrélation D. De ce fait, il est nécessaire
d’eﬀectuer des vériﬁcations sur les histogrammes des niveaux de gris pour chaque image
acquise en cours d’essai (cf. §2.3.2). Or, ces opérations ne sont guère suﬃsantes pour une
conservation « parfaite » de ces valeurs. Aﬁn d’améliorer les caractéristiques des images nu-
mériques acquises, les valeurs des niveaux de gris peuvent être approchées selon la fonction
aﬃne :
g′ (Φ (xi)) = a.g (Φ (xi)) + b+ c (2.3)
où a est la variation d’intensité du contraste et b celle de la brillance. c représente le bruit
de fond numérique. En vue d’assurer une insensibilité par rapport à la variation de ces
paramètres, il est inhérent d’opter pour un coeﬃcient de corrélation dit « calculé sur les
ﬂuctuations », qui devient indépendant de g′ [121]. Les problèmes de ﬂuctuation peuvent
être résolus par l’introduction la fonction aﬃne g′ dans l’expression 5.1 et en retranchant à
chaque valeur de niveau de gris la moyenne sur le domaine de corrélation D. L’expression
du coeﬃcient de corrélation calculé sur les ﬂuctuations est alors donnée par :
C3 = 1−
∑
i∈D
(
f (xi)− f¯D
)
. (g (Φ (xi))− g¯D)√∑
i∈D
(
f (xi)− f¯D
)2∑
i∈D (g (Φ (xi))− g¯D)2
(2.4)
où f¯D et g¯D sont les moyennes des niveaux de gris respectivement dans les états de référence
et déformée :
f¯D =
1
N
∑
i∈D
f (xi) (2.5)
g¯D =
1
N
∑
i∈D
f (Φ (xi)) (2.6)
N étant le nombre de pixels dans le domaine de corrélation (1 6 i 6 N). La relation 2.4
met en évidence une indépendance du coeﬃcient de corrélation calculé sur les ﬂuctuations
C3 des paramètres liés aux perturbations des images numériques. Son optimum est compris
entre 0, i.e. une parfaite corrélation, et 2, i.e. une inversion totale du contraste.
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2.2.2 Transformation matérielle
L’optimisation du coeﬃcient de corrélation revient à déterminer la fonction Φ qui n’est
autre que la transformation mécanique apparente ou matérielle. Cette transformation relie
en eﬀet les coordonnées des pixels de la conﬁguration de référence à celles des pixels de la
conﬁguration déformée. Cela suppose a priori une forme connue de cette fonction. Cepen-
dant, dans un contexte mettant en jeu des mécanismes physiques élémentaires complexes,
l’expression de la forme de la transformation matérielle Φ n’est guère évidente. Celle-ci est
le plus souvent donnée par une approximation locale.
En notant x0 les coordonnées du centre du domaine de corrélation D dans la conﬁgura-
tion de référence, un développement de Taylor au voisinage de ce point permet l’obtention
d’une expression généralisée de la transformation matérielle Φ qui suit :
Φ (x) = Φ (x0) +
dΦ (x0)
dx
. (x− x0) +
1
2
d2Φ (x0)
d2x
. (x− x0)2 + ... (2.7)
où dΦ(x0)
dx
n’est qu’autre que le gradient de transformation F
∼
4. Selon l’ordre auquel l’expres-
sion 2.7 est tronquée, diverses approximations Φ0 de la transformation matérielle Φ sur le
domaine de corrélation D peuvent être obtenues et donc diﬀérentes variantes de la méthode
de corrélation. A titre d’exemple, la troncature à l’ordre 0 traduit une simple translation
dans laquelle seules deux composantes u et v sont à optimiser :
Φ0 (x) = x+ T (u, v) (2.8)
T étant le vecteur de déplacement du centre du domaine de corrélation entre les conﬁ-
gurations. de référence et déformée. Dans un contexte où l’approximation est eﬀectuée à
l’ordre 1, l’optimisation est menée sur six paramètres, i.e. les quatre composantes planes
du gradient de transformation et celles de la translation. Cette variante conduit ainsi à
l’expression approchée de la transformation matérielle qui suit :
Φ0 (x) = Φ (x0) + F∼ . (x− x0) = x+ T (u, v) +
(
F
∼
− I
∼
)
. (x− x0) (2.9)
Par ailleurs, dans le cas où les composantes des déformations pures du gradient de transfor-
mation F
∼
sont négligées, l’optimisation est menée uniquement sur 3 paramètres, à savoir les
composantes de la translation et l’angle de rotation. L’approximation de la transformation
matérielle se simpliﬁe alors en :
Φ0 (x) = Φ (x0) +R∼ . (x− x0) = x+ T (u, v) +
(
R
∼
− I
∼
)
. (x− x0) (2.10)
R
∼
étant le tenseur de rotation propre issu de la décomposition polaire du gradient de
transformation F
∼
.
Il est également intéressant de noter que la transformation matérielle Φ peut être ap-
prochée en eﬀectuant des éventuelles troncatures à des ordres supérieurs du développement
4. Une présentation détaillée de la théorie des transformations ﬁnies est donnée dans le chapitre 5.
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de Taylor (équation 5.7). Cependant, pour des raisons liées aux coûts d’optimisation et
aux mécanismes physiques élémentaires, les mesures de champs de déplacement et de dé-
formation consistent le plus souvent en des approximations d’ordre 0 et 1. Ces dernières
permettent en eﬀet de prendre en compte uniquement des paramètres pertinents pour des
applications liées à la mécanique des matériaux hétérogènes, et ce, à des échelles locales.
Dans un tel contexte, une approche de premier ordre peut être bien optimisée tant en pré-
cision qu’en temps de calcul, outre le fait qu’elle permet des mesures des gradients locaux
liés aux mécanismes physiques élémentaires. Ceci est d’autant plus approprié que l’on se
contente de l’hypothèse des petites perturbations (HPP) [100,121,122].
2.2.3 Interpolation subpixel
Le caractère discret des images numériques ne permet pas une représentation propre de
la fonction de la transformation matérielle Φ. En vue d’une estimation des champs de dé-
placement en subpixels, des interpolations de ces informations entre les valeurs connues des
pixels sont requises. Pour ce faire, deux stratégies d’interpolation peuvent être envisagées.
La première approche consiste en une interpolation polynômiale, usuellement biparabo-
lique, du coeﬃcient de corrélation au voisinage de la translation entière optimale au pixel
près. Cette interpolation utilise les valeurs du pixel optimum et celles des huit premiers voi-
sins. Cependant, des ﬂuctuations brutales interviennent fréquemment dans cette approche
mettant en cause la précision de l’optimisation du coeﬃcient de corrélation [14]. L’interpo-
lation biparabolique n’est guère suﬃsante pour une représentation réaliste de cette fonction,
et plus typiquement dans le cadre de l’hypothèse des petites perturbations.
La seconde stratégie concerne l’interpolation des niveaux de gris dans la conﬁguration
déformée [14]. Dans cette approche les fonctions d’interpolation sont le plus souvent des
polynômes bilinéaires et bicubiques 5. La forme bilinéaire, la plus simple, nécessite l’évalua-
tion de quatre paramètres à partir des niveaux de gris des quatre pixels les plus proches,
i.e. distants de dx et dy selon les principaux axes du plan de l’image (Figure 2.3).
Figure 2.3 – Interpolation bilinéaire des niveaux de gris de par les pixels les plus proches
Plus concrètement, la fonction d’interpolation dans l’état déformé est donnée par :
gkl(x, y) = a+ b dx+ c dy + d dx dy (2.11)
5. Il est également possible d’eﬀectuer des interpolations à des ordres supérieurs.
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(k, l) ∈ [i, i + 1]× [j, j + 1] étant respectivement les numéros des lignes et des colonnes de
l’image numérique. Les paramètres du polynôme d’interpolation s’attachent aux niveaux
de gris des pixels voisins de la manière suivante :
a = g(i, j) (2.12)
b = g(i+ 1, j)− g(i, j) (2.13)
c = g(i, j + 1)− g(i, j) (2.14)
d = g(i+ 1, j + 1)− g(i, j + 1)− g(i+ 1, j) + g(i, j) (2.15)
À l’inverse de l’interpolation polynômiale bilinéaire, son homologue bicubique présente
une forme plus complexe et requiert des ressources informatiques bien plus conséquentes.
Celui-ci nécessite en eﬀet l’évaluation de seize coeﬃcients. Ces derniers sont respectivement
attachés aux niveaux de gris des pixels les plus proches, à l’image de l’interpolation bili-
néaire, aux gradients de ces intensités selon les axes x et y, mais également aux second
gradients selon un couplage de ces axes. Par ailleurs, dans un contexte similaire à celui des
champs mécaniques locaux hétérogènes, l’information récoltée via une telle interpolation
n’est guère plus signiﬁcative par rapport à une interpolation bilinéaire (Figure 2.4).
(a) Au pixel près (b) Bilinéaire (c) Bicubique
Figure 2.4 – Méthodes d’interpolation (a) interpolation du coeﬃcient de corrélation (b) et
(c) interpolation des niveaux de gris [14]
2.2.4 Mise en œuvre numérique
En vue d’apparier les repères locaux dans la conﬁguration déformée, une utilisation
d’algorithmes numériques permettant une optimisation du coeﬃcient de corrélation est re-
quise. Selon le contexte étudié, deux types de procédures de calcul peuvent être menés, à
savoir une optimisation dans l’espace des réels et l’utilisation de la transformée de Fourier
rapide (FFT) [14]. Indépendamment de l’espace d’intégration, ces procédures sont le plus
souvent réalisées en deux étapes distinctes. La première consiste en des calculs au pixel
près permettant une localisation de l’optimum global de la zone de corrélation, et ce, par
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une exploration complète des paramètres de la transformation au sein d’un domaine dis-
cret. Quant à la seconde phase de calcul, celle-ci eﬀectue une optimisation subpixel, i.e.
une optimisation des paramètres de par les solutions obtenues précédemment (conditions
initiales). À noter que dans le contexte de l’hypothèse des petites perturbations (HPP) dans
lequel le mouvement est supposé connu a priori, le calcul au pixel près est toutefois omis.
L’optimisation subpixel peut également être menée selon deux approches distinctes,
bien évidemment indépendamment de l’espace d’intégration [14]. La première idée consiste
à eﬀectuer une optimisation globale de l’ensemble des paramètres de la transformation à
l’aide d’un algorithme de type minimisation de premier gradient, couramment utilisé pour
les interpolations bilinéaires, ou encore d’une méthode de type Levenberg-Marquardt...La
seconde stratégie utilise un processus itératif dans lequel les paramètres de la transformation
sont optimisés d’une manière récurrente de par les points les plus proches. Bien que cette
approche soit plus stable et plus simple à mettre en œuvre, la méthode itérative est certes
moins locale et surtout moins eﬃcace lors d’une perturbation des niveaux de gris, i.e. une
forte discontinuité du coeﬃcient de corrélation entre les pixels voisins. De ce fait, la première
approche est bien souvent privilégiée.
En pratique, la mise en œuvre numérique consiste dans un premier temps en la sélection
du domaine à corréler. Dans le logiciel 7D utilisé dans ce travail, les points où la corrélation
est eﬀectuée peuvent être repérés aux intersections d’une grille virtuelle que l’on trace sur
l’image (cf. §2.4). Cette grille étant le plus souvent rectangulaire, le pré-traitement consiste
simplement en la déﬁnition de sa taille, de celle des éléments constitutifs (« imagettes »),
mais également de leur décalage. L’optimisation numérique est menée par la suite en eﬀec-
tuant des recherches des points homologues en partant d’une estimation du premier point
que l’on déﬁnit dans la conﬁguration déformée. Cependant, l’optimisation numérique peut
parfois aboutir à des mesures peu pertinentes en raison des faibles diﬀérences entre di-
verses intersections des éléments constitutifs. Le contournement de ce problème peut être
réalisé en prenant des domaines de corrélation centrées sur les points concernés encadrant
la déformation locale, i.e. le centre des « imagettes ».
2.2.5 Calcul des déformations
Il est évident que lors des procédures d’optimisation numérique, la technique de cor-
rélation d’images permet exclusivement des mesures de champs de déplacement. Le calcul
des champs des déformations est réalisé en post-traitement en utilisant les paramètres de
la transformation. Pour ce faire, diverses méthodes peuvent être envisagées [14].
Fonctions de forme des éléments ﬁnis. Cette méthode utilise des éléments linéaires
ou éventuellement quadratiques dont le maillage s’appuie sur les coordonnées de chaque
intersection de grille dans les diverses conﬁgurations. Les nœuds ainsi générés et associées
aux valeurs du déplacement permettent de calculer les composantes du tenseur de défor-
mation aux points de Gauss selon un formalisme donnée (transformations ﬁnies, HPP...).
Les valeurs locales sont données par une fonction d’interpolation.
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Dérivation de polynômes d’interpolation. La dérivation des fonctions d’interpolation
présentées précédemment permet l’obtention du tenseur de déformation en passant par les
valeurs de déplacements d’un certain nombre de points de mesure. Cependant, les mesures
établies manquent de pertinence lors d’une dérivation avec lissage.
Intégrale de contour. Cette méthode se distingue par l’utilisation d’un schéma de dé-
rivation discret utilisant les déplacements de chaque intersection de grille. Les composantes
de déformation en un point donné sont obtenues par la moyenne du gradient de transforma-
tion F
∼
dans un domaine délimité par les intersections de grilles voisines dans les diﬀérentes
conﬁgurations, plus typiquement, par le biais d’une intégrale de contour :
F
∼
≈
〈
F
∼
〉
D(x,y)
=
1
D(x, y)
∫
D(x,y)
F
∼
(u, v) du dv (2.16)
Il est évident que plus le domaine d’intégration est conséquent plus la précision est impor-
tante, mais plus la résolution est médiocre. L’ordre de grandeur des incertitudes du gradient
de transformation ∆Fij dans le cas unidimensionnel est donnée par :
∆Fij ≈ 2∆ui√
N.Lj
(2.17)
∆ui étant l’incertitude sur le déplacement, Lj la taille du domaine de corrélation et N le
nombre de mesures de déplacement indépendantes utilisées.
La méthode de l’intégrale au contour est bien adaptée pour des mesures aisées des com-
posantes planes du tenseur de déformation dans le cadre de l’hypothèse des petites per-
turbations (HPP), mais également en transformations ﬁnies lors d’une utilisation d’une
approximation matérielle de premier ordre. À noter que l’intérêt est essentiellement porté à
ces composantes dans le contexte actuel. Les composantes hors plan qui peuvent ainsi être
associées à la prise en compte de l’évolution du proﬁl de surface peuvent être négligées. La
forme du tenseur de déformation ε
∼
dans le cadre de l’hypothèse des petites perturbations
(HPP) est donnée par :
ε
∼
=
1
2
(
F
∼
+ F
∼
T
)
− I
∼
=

ε11 ε12 0ε21 ε22 0
0 0 ?

 (2.18)
où le symbole (.)T déﬁnit la transposée d’un tenseur donné. Dans le contexte de la théorie
des transformations ﬁnies, les composantes planes sont celles du tenseur de déformation de
Green-Lagrange E
∼
, i.e. :
E
∼
=
1
2
(
F
∼
T . F
∼
− I
∼
)
=

E11 E12 0E21 E22 0
0 0 ?

 (2.19)
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2.3 Essais mécaniques in-situ
La technique de corrélation d’images numériques (DIC) constitue une approche promet-
teuse pour une investigation des champs de déformations hétérogènes à une échelle locale
d’un matériau tel que l’acier AISI H11. Dans ce qui suit, le dispositif et les procédures ex-
périmentaux mis en œuvre permettant une caractérisation multi-échelle du comportement
mécanique de ce matériau sont présentés.
2.3.1 Dispositif expérimental
Les présents essais mécaniques in-situ sont menés sur une machine de traction électro-
mécanique de type Instron ayant une capacité de charge de 100 kN . Le montage réalisé
consiste en un support sur lequel est placé un microscope optique de type Keyence. Ce der-
nier utilise un objectif avec un grossissement allant jusqu’à × 1000. Il permet l’acquisition
d’images numériques de dimensions 1600× 1200 pixels2 en vue d’une analyse pertinente des
champs locaux. Le système d’observation possède une capacité d’eﬀectuer des translations
selon trois dégrés de liberté. Celui-ci oﬀre donc une grande souplesse dans le positionne-
ment de l’objectif du microscope vis-à-vis de la surface de l’éprouvette. La zone d’intérêt
peut alors être déﬁnie avec précision et des réglages correctifs peuvent éventuellement être
eﬀectués en vue d’une amélioration de l’acquisition des images (Figure 3.5a).
(a) Vue d’ensemble (b) Partie utile
Figure 2.5 – Dispositif expérimental des essais mécaniques in-situ
Par ailleurs, un extensomètre d’une base de 12,5 mm est placé sur la partie utile de
l’éprouvette. Celui-ci permet une mesure globale de la déformation de l’acier AISI H11 au
cours de l’essai (Figure 3.5b) qui est reliée aux champs mécaniques locaux. Les éprouvettes 6
utilisées dans ce travail sont prélevées dans des plaques ayant subi le procédé de génération
de surfaces similaires à celles issues de l’opération de réalisation des outillages décrit dans
6. Pour rappel, deux type d’éprouvettes sont utilisés, à savoir de premier type ayant une épaisseur de 1
mm et de second type d’épaisseur 0,5 mm.
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§1.3.1. Les dimensions de celles-ci sont adaptées de manière à pouvoir réaliser des analyses
in-situ (Figure 2.6). On rappelle également qu’un intérêt particulier est porté au comporte-
ment des couches superﬁcielles de l’acier AISI H11, ce qui impose d’autres contraintes quant
aux dimensions de l’éprouvette. Pour ce faire, cette dernière est par ailleurs montée dans le
sens transverse permettant ainsi des observations au niveau de son épaisseur (Figure 3.5b)
où les mesures in situ ont tendance à être assez proches du bord. À noter que les tranches
des éprouvettes ont été préalablement polies à la pâte diamantée au moyen de broches cy-
lindriques. Cette préparation est assez délicate à mettre en œuvre en raison de la géométrie
des éprouvettes, mais surtout du fait que la zone d’intérêt qui se situe essentiellement au
niveau du bord (cf. §2.4.2).
Figure 2.6 – Dimensions des éprouvettes de premier type (1 mm) et position de la zone
d’analyses in-situ
2.3.2 Procédure expérimentale
Les essais mécaniques in-situ sont pilotés manuellement en imposant des cycles de dé-
placement ce qui permet une mise en œuvre des mesures de champs in-situ plus aisée. Il est
alors possible d’eﬀectuer d’éventuels réglages ou vériﬁcations liés à l’acquisition d’images
en cours d’essai, ce qu’une consigne automatique n’aurait pas permis.
La procédure expérimentale consiste dans un premier temps à eﬀectuer une attaque
chimique au nital permettant une génération d’un mouchetis « naturel », i.e. un marquage
lié aux artefacts stéréologiques. Une zone d’intérêt, qui est de forme rectangulaire, est par
la suite repérée à l’aide d’un trusquin. Celle-ci a le plus souvent pour dimensions une
zone de 500 × 500 µm2. Dès lors que l’éprouvette est ﬁxée dans les mors mécaniques, une
optimisation de la qualité d’acquisition des images numériques est eﬀectuée. Celle-ci est
relative à la netteté, au contraste... mais surtout à la distribution des niveaux de gris (Figure
2.7). Cette optimisation est essentiellement réalisée lors de l’acquisition de la première image
d’un essai donné. Seules certaines vériﬁcations sont menées pour les images acquises par la
suite en vue de garantir une conservation quasi-optimale de la qualité et des niveaux de gris
des images numériques à corréler. À noter également qu’un autre type de correction peut
être envisagé en cours d’essai. Celui-ci consiste en des translations du système d’observation
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aﬁn de bien conserver le centre du domaine de corrélation dans l’image au cours de la
déformation. Cependant, étant donné que les essais actuels sont réalisés dans le domaine
des petites perturbations (HPP), cette dernière correction ne s’avère pas nécessaire.
Figure 2.7 – Exemple de distribution des niveaux de gris
Comme évoqué ci-dessus, le pilotage des essais est réalisé manuellement. Par le biais du
système de mesure de déformation, les données liées au comportement global sont enregis-
trées d’une manière incrémentale. À chaque incrément, une acquisition d’image est réalisée,
permettant une corrélation des champs mécaniques locaux à un état de chargement global
donné. Dans le présent travail, deux types de chargements uniaxiaux sont considérés, quasi-
statique et cyclique. Le chargement quasi-statique est imposé aux éprouvettes de premier
type, i.e. ayant une épaisseur de 1 mm, tandis que le chargement cyclique est appliqué aux
éprouvettes de second type, i.e. ayant une épaisseur de 0,5 mm.
Si le chargement quasi-statique ne pose a priori aucun problème particulier, certaines
précautions sont à mettre en place pour le chargement cyclique. Les géométries plates sont
de faibles épaisseurs et peuvent être sujettes à un ﬂambement dès lors que le rapport de
charge est négatif voire nul. De ce fait, seul un rapport de charge positif est considéré et
divers chargements de type traction-traction sont appliqués à l’ensemble des éprouvettes
de second type. La procédure utilisée consiste alors à imposer un déplacement manuel de
la traverse de la machine tout en contrôlant l’eﬀort global induit. Dans le contexte actuel,
neuf cycles équirépartis en trois blocs diﬀérents sont appliqués pour chaque éprouvette en
acier AISI H11 de second type (Tableau 2.1).
Tableau 2.1 – Répartition des diﬀérents blocs pour le chargement cyclique
N˚ d’éprouvette Bloc 1 Bloc 2 Bloc 3
Éprouvette 1 105−1050 MPa 105−1050 MPa 105−1050 MPa
Éprouvette 2 105−1050 MPa 115−1150 MPa 125−1250 MPa
Éprouvette 3 105−1050 MPa 125−1250 MPa 105−1050 MPa
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2.4 Analyse du comportement mécanique
À l’issue des essais mécaniques in-situ, l’ensemble des données sont traitées en vue d’une
analyse du comportement multi-échelle de l’acier AISI H11. Comme évoqué précédemment,
le comportement est acquis d’une part de manière globale par le biais d’un extensomètre
et d’une cellule de force permettant l’obtention des courbes contrainte-déformation macro-
scopiques. D’autre part, la technique de corrélation d’images numériques est utilisée pour
les analyses des champs mécaniques locaux. On note aussi que celle-ci utilise une grille
virtuelle dont les éléments constitutifs ont pour taille 10 pixels et décalés également de 10
pixels. L’approximation de la transformation matérielle est du premier ordre et la fonction
d’interpolation des niveaux de gris est de forme bilinéaire. En outre, le schéma d’intégra-
tion pour le calcul des déformations, i.e. l’intégrale de contour, est d’ordre 1 [122]. De telles
conﬁgurations permettent l’obtention d’une résolution de 0,01 pixels pour le champs de
déplacement et de 0.1% pour celui des déformations dans le cas de l’hypothèse des petites
perturbations.
2.4.1 Cas du chargement monotone
Échelle globale. À une échelle globale, le comportement quasi-statique monotone des
éprouvettes en acier AISI H11 ayant une surface traitée (cf. §1.3) illustre des allongements
à la rupture A de l’ordre de 3% (Figure 2.8a 7). Cette faible valeur est due à des états de
surfaces semblables à ceux issus de l’opération de réalisation des outillages, plus typique-
ment, aux caractéristiques liées au comportement macroscopique, notamment le proﬁl de
surface mais également à l’endommagement présent dans cette zone.
(a) Courbes de traction (b) Endommagement en surface
Figure 2.8 – Comportement monotone global des éprouvettes en AISI H11 ayant des surfaces
« usinées »
Outre la rupture prématurée, l’ensemble de ces éprouvettes présente un état d’écrouis-
sage plus important que celui d’un acier AISI H11 « sain » (Figure 1.16). Dans les présents
7. La numérotation des éprouvettes correspond à celle des plaques utilisées pour le procédé de génération
de surfaces similaires à celles issues de l’opération de réalisation des outillages dans §1.3.1.
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essais, les valeurs atteintes par la contrainte sont en eﬀet plus conséquentes dans la par-
tie non linéaire du comportement. Par ailleurs, ayant une surface fortement sollicitée, i.e.
65 µm de couches superﬁcielles concernées (cf. §1.3.2), l’éprouvette 3 illustre un module
d’Young Λ moins important que ceux des éprouvettes 1 et 2 mais également que celui du
matériau sain. Ceci met évidence le fait que la préparation de surface a bel et bien engen-
dré de l’endommagement (Figure 2.8b) mais également des contraintes planes résiduelles
aﬀectant le comportement global de l’acier AISI H11.
Le comportement global peut également se déduire via un autre moyen de mesure. Étant
donné que la zone d’intérêt a pour dimensions 500 × 500 µm2, la zone de corrélation, i.e.
taille de la grille virtuelle, peut être considérée représentative 8 du comportement global
de l’acier AISI H11. Pour consolider cette hypothèse, on rappelle que les analyses EBSD
eﬀectuées dans §1.2.3.2 illustrent 6056 lattes pour une zone de dimensions 300 × 150 µm2.
De ce fait, la technique de corrélation d’images numériques, destinée à une investigation des
champs mécaniques locaux, est également utilisée pour déduire le comportement macrosco-
pique de l’acier AISI H11. La méthode consiste à eﬀectuer la moyenne des déformations de
l’ensemble des pixels, i.e. des éléments constitutifs de la grille virtuelle, pour tous les états
de chargement. Cette approche est menée en vue d’une validation globale de la pertinence
des mesures réalisées par la technique de corrélation (Figure 2.9). Dans ce qui suit, seules
les mesures des éprouvettes 2 et 3 sont présentées, et ce, en raison des diﬃcultés liées à la
distinction des couches superﬁcielles aﬀectées lors du traitement de l’état de surface. Les
tailles des zones de corrélation sont respectivement de 450 × 350 µm2 et de 450 × 300 µm2
pour les éprouvettes 2 et 3 (Figures 2.10, 2.11, 2.12 et 2.13).
(a) Éprouvette 2 (b) Éprouvette 3
Figure 2.9 – Confrontation des mesures de la déformation uniaxiale globale issues de la
corrélation d’images à celles issues de l’extensomètre
Échelle locale. D’un point de vue local, les essais in-situ permettent la mise en évidence
d’un comportement mécanique bien hétérogène. Les présentes analyses illustrent des sché-
8. Cette approche introduit la notion de volume élémentaire représentative (VER) qui est abordée dans
§2.5.
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mas de localisation assez complexes à des échelles distinctes au sein de la structure interne
de l’acier AISI H11. Ces dernières concernent essentiellement le réseau des bandes de locali-
sation traversant les cristaux constitutifs, mais également les fortes localisations des champs
de déformation autour des artefacts stéréologiques, à savoir les joints de anciens joints de
grains austénitiques ou encore les joints de lattes martensitiques.
En vue d’une corrélation de ces schémas de localisation au chargement global, les champs
des composantes planes du tenseur de déformations sont tracés pour divers états de sollici-
tation selon la direction 11 (Figures 2.10, 2.11, 2.12 et 2.13). Lors de la réponse linéaire du
comportement global de l’acier AISI H11, les analyses in-situ illustrent bel et bien une dis-
persion de l’ensemble des composantes planes (Figures 2.10 et 2.12). Cet aspect est en eﬀet
lié à la stéréologie du matériau, mais également à une orientation des lattes martensitiques.
Ces hétérogénéités structurales sont également à l’origine de quelques états de compres-
sion ressortis dans certains endroits de la zone d’analyse, et ce, en dépit d’une sollicitation
globale en traction. Par ailleurs, les présentes analyses permettent la mise en évidence de
phénomènes liés à la micro-plasticité. Plus concrètement, malgré une réponse macrosco-
pique linéaire, certaines régions présentent des valeurs de déformation uniaxiale au-delà de
celle associée à la limite d’élasticité Re0,2 (Figures 2.10d et 2.12d) illustrant une localisation
du comportement non linéaire. À noter que lors de la réponse linéaire du comportement
global de l’acier AISI H11, cette dernière localisation est en phase d’initiation au niveau
des joints de lattes de martensite et des joints triples (Figures 2.10g et 2.12g).
La transition élasto-plastique se consolide par une intensiﬁcation du schéma de locali-
sation (Figures 2.10e, 2.10h, 2.12e et 2.12h). Celui-ci en eﬀet tendance présenter des va-
leurs bien plus conséquentes que lors de l’état de chargement précédent. Malgré une valeur
moyenne globale quasi-nulle de la composante non diagonale du tenseur de déformation,
cette intensiﬁcation du schéma localisation se distingue également sur la cartographie des
champs de cisaillement (Figures 2.10k et 2.12k). Par ailleurs, à l’image du premier char-
gement certaines localisations autour des artefacts stéréologiques, notamment les anciens
joints austénitiques sont bien présents. La résolution des images numériques étant de près
de 2 Mpixels, associée à des éléments constitutifs de 10 pixels, n’est cependant pas adé-
quate pour une analyse à une échelle intragranulaire, mais permet un gain de précision dans
les mesures. En tenant compte du grossissement de l’objectif du microscope utilisé, la taille
des éléments constitutifs est proche de 3 µm.
Lors de la réponse globale non linéaire de l’acier AISI H11, les analyses in-situ font
ressortir une forte localisation des composantes planes du tenseur de déformation autours
des artefacts stéréologiques (Figures 2.10f, 2.10i, 2.10l, 2.12f, 2.12i et 2.12l). En dépit des
« faibles » résolutions des images numériques, il est bien aisé d’identiﬁer une concentration
des champs des déformations autours des anciens joints austénitiques contrairement à ceux
des lattes martensitiques. À une telle échelle, les présentes analyses permettent uniquement
la mise en évidence des petites bandes fortement resserrés et déformées à l’intérieur des an-
ciens grains austénitiques. À noter également, que certaines localisations aux points triples
associés aux anciens joints de grains austénitiques sont assez bien distinguées.
En raison des corrections liées à la translation du système d’acquisition d’images en
cours des essais, il est intéressant de tracer les composantes du tenseur des déformations
principales (Figures 2.11 et 2.13). Cette approche permet en eﬀet de consolider les car-
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tographies des mesures des champs locaux. On rappelle que le tenseur des déformations
principales est indépendant du repère global. En outre, les expressions des ces composantes
(a) État de chargement 1 (b) État de chargement 2 (c) État de chargement 3
(d) ε11 à l’état 1 (e) ε11 à l’état 2 (f) ε11 à l’état 3
(g) ε22 à l’état 1 (h) ε22 à l’état 2 (i) ε22 à l’état 3
(j) ε12 à l’état 1 (k) ε12 à l’état 2 (l) ε12 à l’état 3
Figure 2.10 – Évolution des champs locaux des diﬀérentes composantes planes du tenseur
de déformation selon l’état de chargement global pour l’éprouvette 2
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sont données par :
εI =
1
2
(
ε11 + ε22 +
√
(ε11 − ε22)2 + 4 ε212
)
(2.20)
εII =
1
2
(
ε11 + ε22 −
√
(ε11 − ε22)2 + 4 ε212
)
(2.21)
Les cartographies des composantes du tenseur des déformations principales sont plus ou
moins proches de celles des composantes diagonales ε11 et ε22 avec quasiment la même
évolution du schéma de localisation. On note également les valeurs positives et à dominante
négatives respectives de εI et εII .
Par ailleurs, les présentes analyses illustrent un schéma de localisation assez complexe
au niveau des couches superﬁcielles. Cependant, une concentration des champs de déforma-
(a) État de chargement 1 (b) État de chargement 2 (c) État de chargement 3
(d) εI à l’état 1 (e) εI à l’état 2 (f) εI à l’état 3
(g) εII à l’état 1 (h) εII à l’état 2 (i) εII à l’état 3
Figure 2.11 – Évolution des champs locaux des diﬀérentes composantes du tenseur des
déformations principales selon l’état de chargement global pour l’éprouvette 2
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tion autour des anciens joints de grains austénitiques est assez bien marquée consolidant
l’eﬀet de l’anisotropie morphologique. Les composantes du tenseur de déformation ont en
eﬀet tendance à dévier selon la forme des lattes martensitiques, et seul un amorçage d’un
caractère homogène est à peine constaté (Figure 2.14a), et ce, en raison des diﬃcultés dans
(a) État de chargement 1 (b) État de chargement 2 (c) État de chargement 3
(d) ε11 à l’état 1 (e) ε11 à l’état 2 (f) ε11 à l’état 3
(g) ε22 à l’état 1 (h) ε22 à l’état 2 (i) ε22 à l’état 3
(j) ε12 à l’état 1 (k) ε12 à l’état 2 (l) ε12 à l’état 3
Figure 2.12 – Évolution des champs locaux des diﬀérentes composantes planes du tenseur
de déformation selon l’état de chargement global pour l’éprouvette 3
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l’application de la technique de corrélation d’images dans les couches superﬁcielles.
Plus concrètement, les couches superﬁcielles présentent une distribution des niveaux
de gris inadéquate pour la technique de corrélation d’images numériques. Par ailleurs, le
marquage lié aux artefacts stéréologiques ne peut être distingué d’une manière aisée et
le niveau de netteté en cette zone est bien médiocre. De ce fait, la ﬁabilité des mesures
des champs locaux est diﬃcile à garantir. La complexité d’utilisation de cette technique
s’attache essentiellement au mode de préparation des éprouvettes en acier AISI H11. Lors
du polissage des épaisseurs de celles-ci, un proﬁl de surface ondulé est généré au niveau
des couches superﬁcielles engendrant ainsi une zone d’analyses non plane, mais surtout une
perte d’informations. Cet aspect est en eﬀet bien prouvée par la qualité assez médiocre de
la corrélation au niveau de ces couches superﬁcielles. Ce caractère médiocre de la qualité de
corrélation se traduit par d’éventuels confusions d’intersections des éléments constitutifs de
la grille virtuelle, divergences de l’algorithme d’optimisation des points homologues, mais
(a) État de chargement 1 (b) État de chargement 2 (c) État de chargement 3
(d) εI à l’état 1 (e) εI à l’état 2 (f) εI à l’état 3
(g) εII à l’état 1 (h) εII à l’état 2 (i) εII à l’état 3
Figure 2.13 – Évolution des champs locaux des diﬀérentes composantes du tenseur des
déformations principales selon l’état de chargement global pour l’éprouvette 3
74
2.4. Analyse du comportement mécanique
également par des coeﬃcients de corrélation relativement élevés.
Il aurait été intéressant de corréler les champs locaux de déformation aux orientations
cristallographiques des cristaux constitutifs via l’EBSD. Cependant, faute de moyens, la
présente corrélation est uniquement eﬀectuée aux artefacts stéréologiques. Par ailleurs, de
par le tenseur des déformations principales, l’orientation φ du repère de ces composantes
principales par rapport à celui des coordonnées du système global peut être déduit en
chaque élément constitutif de la grille virtuelle par le biais de la relation qui suit :
φ = arctan

 2 ε12
ε11 − ε22 +
√
(ε11 − ε22)2 + 4 ε212

 (2.22)
Les couches superﬁcielles illustrent une orientation du repère principal plus ou moins im-
portante selon la morphologie des lattes martensitiques (Figure 2.14b). Des perturbations
peuvent également apparaître en raison des défauts de surface. À cœur du matériau, si
l’orientation φ est particulièrement donnée selon l’axe de sollicitation, certaines perturba-
tions sont présentes et sont liées aux artefacts stéréologiques.
(a) Localisation de εI (b) Distribution de φ
Figure 2.14 – (a) Localisation de la composante εI et (b) orientation φ du tenseur des
déformations par rapport au repère global dans les couches superﬁcielles
2.4.2 Cas du chargement cyclique
À l’inverse du chargement monotone, la fréquence d’acquisition des données globales est
bien moins élevée dans les essais cycliques. Seules cinq acquisitions par cycle sont eﬀectuées
pour la prise des images numériques permettant d’associer les champs locaux à un état de
comportement global donné. Par ailleurs, on rappelle que les présents essais sont réalisés
sur les éprouvettes de second type, i.e. ayant une épaisseur de 0,5 mm. Ces dernières ne
présentent qu’une épaisseur aﬀectée de l’ordre de 5 µm (cf. §1.3.2). De ce fait, et en raison
du mode de polissage des éprouvettes, l’utilisation de la technique de corrélation dans
les couches superﬁcielles ne peut être envisagée. Les présentes analyses sont alors menées
uniquement à cœur. Les Figures 2.15, 2.16 et 2.17 qui suivent illustrent respectivement les
champs locaux de la composante εI du tenseur des déformations principales à des états de
chargement donnés pour les trois types de sollicitation présentés au Tableau 2.1. On note
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également que les tailles des zones de corrélation 9 sont respectivement de 400 × 300 µm2,
100 × 150 µm2 et 350 × 300 µm2 pour les éprouvettes 1, 2 et 3.
(a) Bloc 1 (cycle 2) (b) Bloc 2 (cycle 5) (c) Bloc 3 (cycle 8)
(d) εI à l’état 1 du cycle 2 (e) εI à l’état 1 du cycle 5 (f) εI à l’état 1 du cycle 8
(g) εI à l’état 2 du cycle 2 (h) εI à l’état 2 du cycle 5 (i) εI à l’état 2 du cycle 8
(j) εI à l’état 3 du cycle 2 (k) εI à l’état 3 du cycle 5 (l) εI à l’état 3 du cycle 8
Figure 2.15 – Évolution cyclique des champs locaux de composante εI du tenseur des
déformations principales selon l’état de chargement global pour l’éprouvette 1
À l’image du chargement quasi-statique, des phénomènes liés à la micro-plasticité sont
bien mis en évidence dès les premiers cycles appliqués à la première éprouvette, et ce malgré
9. Les tailles des zones de corrélation sont optimisées selon la qualité des images acquises. L’intérêt est
porté à la localisation des champs et non pas à une confrontation aux mesures globales.
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une contrainte en-dessous de la limite d’élasticité conventionnelle Re0,2. Par ailleurs, si le
schéma de localisation est quasiment identique en fonction des cycles appliqués, ce premier
essai fait ressortir des déformations résiduelles qui sont bien apparentes pour les contraintes
minimales (Figures 2.15d, 2.15e et 2.15f). Ce schéma de localisation a tendance à persister et
les déformations présentent des intensités à peine plus prononcées pour des cycles avancés en
ces niveaux de contraintes. D’une manière analogue, ces constatations s’attachent également
aux schémas de concentration des contraintes moyennes (Figures 2.15g, 2.15h et 2.15i) et
(a) Bloc 1 (cycle 2) (b) Bloc 2 (cycle 5) (c) Bloc 3 (cycle 8)
(d) εI à l’état 1 du cycle 2 (e) εI à l’état 1 du cycle 5 (f) εI à l’état 1 du cycle 8
(g) εI à l’état 2 du cycle 2 (h) εI à l’état 2 du cycle 5 (i) εI à l’état 2 du cycle 8
(j) εI à l’état 3 du cycle 2 (k) εI à l’état 3 du cycle 5 (l) εI à l’état 3 du cycle 8
Figure 2.16 – Évolution cyclique des champs locaux de composante εI du tenseur des
déformations principales selon l’état de chargement global pour l’éprouvette 2
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maximales (Figures 2.15j, 2.15k et 2.15l). Cependant, les concentrations des champs de la
composante εI à ces niveaux de contrainte sont bien plus intenses que les précédents. Les
régions concernées ont également une tendance assez faible à s’intensiﬁer, qui peut être
(a) Bloc 1 (cycle 2) (b) Bloc 2 (cycle 5) (c) Bloc 3 (cycle 8)
(d) εI à l’état 1 du cycle 2 (e) εI à l’état 1 du cycle 5 (f) εI à l’état 1 du cycle 8
(g) εI à l’état 2 du cycle 2 (h) εI à l’état 2 du cycle 5 (i) εI à l’état 2 du cycle 8
(j) εI à l’état 3 du cycle 2 (k) εI à l’état 3 du cycle 5 (l) εI à l’état 3 du cycle 8
Figure 2.17 – Évolution cyclique des champs locaux de composante εI du tenseur des
déformations principales selon l’état de chargement global pour l’éprouvette 3
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assimilée aux mécanismes d’écrouissage.
Le second type de chargement appliqué à l’éprouvette 2 se distingue par une meilleure
mise en évidence des déformations résiduelles au sein de la structure interne de l’acier
AISI H11 (Figure 2.16). Les augmentations successives de la charge dans les blocs 2 et
3 entraînent une intensiﬁcation des schémas de localisation de la composante εI tant en
contrainte maximale (Figures 2.15k et 2.15l) qu’en contrainte minimale (Figures 2.15h
et 2.15i). Les bandes de ±45˚ sont en eﬀet bien plus apparentes dans le dernier blocs
permettant une consolidation de l’impact de l’augmentation de la contrainte appliquée.
Cependant, en raison de la résolution médiocre des images numériques acquises, la mise en
évidence d’une localisation autours des artefacts stéréologiques n’est pas aisée.
Aﬁn d’analyser l’impact de la charge appliquée sur le schéma de localisation, le dernier
type de chargement consiste uniquement en l’augmentation de la contrainte maximale du
bloc 2 (Tableau 2.1). De ce fait, les présentes analyses mettent en évidence un schéma de lo-
calisation bien intense tant en contrainte maximale qu’en contrainte minimale pour le bloc 2
(Figure 2.17). Lors les derniers cycles, ce schéma de localisation des déformations résiduelles
est bien plus persistant et intense qu’aux premiers cycles lors de la contrainte minimale et
intermédiaire (Figures 2.17f et 2.17i). Cependant, à contrainte maximale, le schéma de lo-
calisation à peine plus intense que les premiers cycles (Figure 2.17l). Par ailleurs, on note
également une distinction assez aisée d’une localisation autours des artefacts stéréologiques
à l’inverse de l’analyse précédente permettant un gain d’information.
2.5 Notion de volume élémentaire représentatif
Comme évoquée dans le paragraphe précédent, les essais mécaniques in-situ permettent
une analyse multi-échelle du comportement de l’acier AISI H11. Cependant, la mise en
œuvre d’une telle approche nécessite également l’identiﬁcation d’un volume élémentaire
représentatif (VER). Dans ce qui suit, à l’issue d’une déﬁnition de cette notion, on se
propose une identiﬁcation d’un VER de l’acier AISI H11 par une approche expérimentale.
2.5.1 Déﬁnition
Si l’on considère un domaine D d’un matériau hétérogène tel que l’acier AISI H11,
ce milieu présente une structure interne qui lui est propre et dépendante de son histoire
thermomécanique. La caractérisation de celle-ci s’articule bien souvent autour d’une masse
d’informations qui pourrait être abondante ou éventuellement insuﬃsante dans son inté-
gralité pour le comportement global du matériau. Dans ce contexte, la notion de volume
élémentaire représentatif (VER) se déﬁnit comme étant un domaine du matériau dont la
taille L est :
– plus importante que la taille caractéristique d des hétérogénéités et permettant de
contenir un nombre et une distribution suﬃsants de celles-ci pour une représentation
statistique de la structure interne du matériau.
– plus petit que la taille caractéristique D d’une structure mécanique globale pour
pouvoir être remplacé par un milieu homogène équivalent (MHE) lors d’un calcul de
structure.
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i.e. d≪ L≪ D. À savoir que si d
D
→ 0, le matériau est considéré comme étant homogène et
le comportement global est celui de l’hétérogénéité en question. Par ailleurs, il est important
de noter que le comportement global donné par le VER est indépendant des conditions aux
limites [123].
Dans le cadre d’une approche issue de la mécanique des milieux continus, les hétéro-
généités s’attachent le plus souvent aux cristaux constitutifs d’un agrégat polycristallin.
Selon les tailles caractéristiques respectives des constituants et de l’agrégat, le milieu poly-
cristallin considéré s’articule autour d’un VER. La procédure d’identiﬁcation de celui-ci est
bien souvent menée par le bais d’une approche statistique. À savoir que diverses méthodes
peuvent être considérées selon le type d’information à traiter, i.e. :
– des données liées à la stéréologie, notamment les caractéristiques liées à la morphologie
et les orientations cristallographiques des cristaux constitutifs [100,123], ou encore des
fonctions de caractérisation d’ordre supérieur [124],
– des données liées aux propriétés et caractéristiques mécaniques, à savoir le tenseur
d’élasticité ou celui des contraintes... [15, 125,126].
2.5.2 Identiﬁcation expérimentale
Si l’identiﬁcation d’un VER par le biais d’une approche statistique est assez intéres-
sante, celle-ci est toutefois coûteuse et requiert un nombre important de réalisations surtout
lorsque l’on opte pour la méthode des éléments ﬁnis (EF) [100]. Dans ce travail, la procé-
dure d’identiﬁcation est menée via une approche expérimentale, notamment par le biais de
la technique de corrélation d’images numériques (DIC). Cette approche déjà utilisée par
Moulart et al. [127] semble être bien pertinente pour le contexte actuel. A contrario des
méthodes statistiques, l’approche expérimentale permet une prise en compte d’un ensemble
de constituants hétérogènes bien plus considérable, et ce, à des échelles distinctes. Ces hé-
térogénéités correspondent le plus souvent à des défauts de type carbure ou en des zones
à fortes densités de dislocations mais sont également liées à la stéréologie, notamment la
morphologie et les orientations cristallographiques des cristaux constitutifs.
Pour ce faire, un essai mécanique in-situ de traction uniaxiale est menée sur une éprou-
vette de premier type, i.e. d’épaisseur 1mm non frottée. Ceci implique qu’en théorie l’éprou-
vette ne présente aucun signe d’endommagement. À savoir que dans le cadre de cet essai,
l’allongement à la rupture A enregistré est de 8,5%. La procédure d’identiﬁcation d’un VER
de l’acier AISI H11 s’attache à déterminer les dimensions de la zone de corrélation d’images
numériques minimale permettant de reproduire les données du comportement global ac-
quises par le biais de l’extensomètre. Dans ce contexte, 5 zones de corrélation situées au
cœur du matériau sont considérées (Figure 2.18a). Celles-ci sont issues du même domaine
de corrélation et ont respectivement pour dimensions 400 × 400 µm2 (Z1), 300 × 300 µm2
(Z2), 200 × 200 µm2 (Z3), 150 × 150 µm2 (Z4) et 100 × 100 µm2 (Z5) (Figure 2.18a).
De par la présente procédure, on constate qu’en dépit de quelques bruits numériques
l’ensemble des zones de corrélations reproduit plus ou moins correctement le comportement
linéaire de l’acier AISI H11 (Figure 2.18b). Ceci implique que la zone Z5 ayant les dimensions
plus faibles peut très bien être suﬃsante si l’on s’attache uniquement à ce comportement.
Cette constatation est également cohérente avec les essais de nanoindentation menés dans
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§1.3.2. On rappelle toutefois qu’à une profondeur donnée, ces essais n’illustrent guère une
dispersion signiﬁcative du module d’Young Λ. On peut ainsi supposer que la taille du VER
permettant la description du comportement linéaire peut très bien être inférieure à celle de
la zone de corrélation Z5.
(a) Zones de corrélation (b) Confrontation (DIC) − extensomètre
Figure 2.18 – Identiﬁcation d’un VER de l’acier AISI H11 par la méthode de corrélation
d’images numériques (DIC)
Cependant, cet aspect ne concerne pas le comportement non linéaire de l’acier AISI
H11. Si les zones de corrélation Z1, Z2 et Z3 voire éventuellement Z4 permettent une
reproduction d’un tel comportement, ceci n’est guère le cas pour la zone Z5 (Figure 2.18b).
Plus concrètement, les zones Z1, Z2 et Z3 présentent des allongements à la rupture A
légèrement supérieures à ceux qui sont mesurés par l’extensomètre, i.e. une diﬀérence de
l’ordre de 3% que l’on peut attribuer aux incertitudes de mesures. La zone Z4 aﬃche un
allongement à la rupture A de 7,7%, i.e. une diﬀérence de 9,41%. Quant à la zone de
corrélation Z5, celle-ci présente une valeur de 6.72%, i.e. une variation de 20,09%. De par
ces diverses confrontations, il est évident que la zone Z5 ne peut être représentative du
comportement non linéaire de l’acier AISI H11. Ka zone Z4 peut être acceptable, mais il
clair qu’une analyse statistique complémentaire est requise. On peut ainsi conclure que la
taille du VER est située aux alentours de celle la zone Z4. Dans le contexte actuel, les
dimensions de la zone Z4 sont prises par hypothèse comme étant celles de la taille d’un
VER de l’acier AISI H11.
En résumé...
À l’issue des présentes investigations expérimentales, il est bien évident que le compor-
tement de l’acier AISI H11 s’attache à l’état et à l’architecture complexe de la structure
interne de celui-ci. À l’échelle globale, le comportement mécanique est lié à l’état micro-
structural du matériau engendré par le procédé de génération de surfaces similaires à celui
issu de l’opération de mise en œuvre des outillages (cf. §1.3.1). Dans un tel contexte, il s’est
avéré que l’acier AISI H11 présente un état bien écroui au niveau des couches superﬁcielles
associé à un proﬁl de surface ondulée (cf. §1.3.2) et à la présence de contraintes résiduelles,
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mais aussi à de l’endommagement. De ce fait, les essais monotones réalisés ont mis en évi-
dence une baisse du module d’Young Λ et de l’allongement à la rupture A mais également
une augmentation assez signiﬁcative de la contrainte lors de l’écoulement non linéaire.
Par ailleurs, par le biais d’analyses in-situ par corrélation d’images numériques (DIC),
il a été constaté que le champ mécanique local est bien hétérogène et s’attache à la stéréo-
logie complexe de l’acier AISI H11. Les présentes analyses ont mis en évidence diﬀérents
schémas de localisation selon diverses échelles, et ce, que ce soit en chargement monotone
ou en chargement cyclique. Les schémas de localisation en question concernent essentielle-
ment les réseaux de bandes de localisation, caractéristiques du comportement non linéaire,
mais également ceux qui s’attachent aux artefacts stéréologiques, notamment les anciens
joints de grains austénitiques voire les divers défauts locaux. De ce fait, compte tenu du
caractère anisotrope des cristaux constitutifs en surface, le champ mécanique local suit iné-
luctablement la morphologie de ces derniers donnant lieu à un gradient de comportement
local. On note en outre que les mécanismes liés à la micro-plasticité ont également été mis
en évidence. Ils consistent en des localisations bien accentuées du champs de déformation
excédant même la limité d’élasticité lors de la sollicitation linéaire globale. Les sollicitations
cycliques ont bien mis en évidence ce phénomène lors de la décharge permettant ainsi une
analyse des déformations résiduelles locales.
Dans le cadre d’une investigation multi-échelle du comportement de l’acier AISI H11,
une identiﬁcation d’un volume élémentaire représentatif (VER) est bien requise. Dans le
contexte actuel, cette identiﬁcation est menée par le biais d’une approche expérimentale
basée sur des essais mécaniques et d’une analyse in-situ par corrélation d’images numériques
(DIC). Celle-ci a permis d’eﬀectuer une approximation pertinente de la taille du VER qui,
par hypothèse, est considérée comme étant égale à 150 × 150 µm2.
Les investigations expérimentales in-situ menées dans ce chapitre ont bien mis en évi-
dence le caractère hétérogène et anisotrope des champs mécaniques locaux. Cependant,
certains aspects demeurent non considérés dans la présente approche. Dans ce contexte, on
note essentiellement le lien entre l’écrouissage interne et les orientations cristallographiques
avec les champs mécaniques locaux. Il faut noter également que les essais mécaniques in-situ
réalisés permettent uniquement l’acquisition des champs de déplacement. Les informations
liées entre autres aux champs locaux de contraintes ne sont pas disponibles. Pour ce faire, un
traitement numérique via une modélisation multi-échelle constituerait donc une approche
complémentaire en vue d’une estimation de ces champs...
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Chapitre 3
Approches multi-échelles
”Les ascensionnistes, se faisant la courte échelle, gravirent sur un espace de
cent pieds un talus très raide, et atteignirent un étage supérieur.”
Jules Verne (1828-1905) dans l’île mystérieuse (1875)
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Les structures internes des matériaux métalliques, notamment l’acier AISI H11, sont parnature hétérogènes et anisotropes justiﬁant l’analyse de leurs comportements tant à
une échelle locale qu’à une échelle globale. Dans un contexte de simulation et de modéli-
sation numérique des procédés de mise en forme et de comportement en service de telles
structures, il est bien nécessaire de s’orienter vers les approches multi-physiques et multi-
échelles aﬁn de prendre en compte les eﬀets locaux et les mécanismes physiques élémentaires
en lien avec le comportement non linéaire de l’acier AISI H11.
Le présent chapitre s’attache à une revue de modèles répondant à ces critères. La pre-
mière partie se destine à une discussion de quelques modèles dits «macroscopiques » permet-
tant une description du caractère anisotrope à une échelle globale et mettant en évidence
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l’intérêt des approches multi-échelles. Celle-ci est suivie d’une revue d’équations consti-
tutives à une échelle locale en vue d’une description accrue des phénomènes physiques
élémentaires. La troisième partie s’attelle aux techniques de transition d’échelle, à savoir
les approches à champs moyens et celles à champs complets. Enﬁn, les modèles dits « à
gradients », associés à la prise en compte des longueurs internes, sont brièvement présentés
dans la dernière partie.
3.1 Approches phénoménologiques
Bien que le caractère anisotrope et hétérogène des structures métalliques découle direc-
tement de phénomènes physiques élémentaires situées à une échelle locale, la quantiﬁcation
et la modélisation de leur comportement non linéaire furent historiquement menées par
le biais d’approches phénoménologiques, i.e. à une échelle globale. Ces dernières utilisent
des critères « anisotropes » permettant une déﬁnition mathématique des surfaces de charge
ou des potentiels d’écoulement. Les critères d’écoulement anisotropes consistent bien sou-
vent en des extensions de ceux initialement destinés aux structures isotropes, à savoir les
critères de Tresca [128], de von Mises [129], de Hencky [130], de Drucker [131], ou encore
de Huber [132]. Cependant, en dépit d’une approche phénoménologique, de telles modèles
permettent éventuellement des considérations implicites des phénomènes physiques élémen-
taires associés au caractère anisotrope, notamment la texture cristallographique globale.
Dans un tel contexte, la prise en compte du caractère anisotrope dans les critères d’écou-
lement non linéaire requiert, outre les composantes du tenseur des contraintes, une intro-
duction de paramètres caractéristiques du matériau considéré. C’est sur cette base que l’un
des modèles pionniers destinés aux structures anisotropes, à savoir le modèle de Hill de
1948 [133], a été développé. Celui-ci a été ultérieurement étendu par une incorporation
de paramètres supplémentaires en vue d’une prise en compte accrue du caractère aniso-
trope [134–137].
Si les modèles de type Hill [133–137] dérivent du critère de von Mises, les approches
dites de Barlat-Karaﬁllis-Banabic sont développés autour de la fonction d’écoulement de
Hershey 1. Le critère de Barlat [139] YLD87 fut le premier modèle issu d’une telle exten-
sion. À l’instar du modèle de type Hill, celui-ci a également été étendu par la suite via
une introduction de paramètres caractéristiques supplémentaires [140–143]. Les modèles de
Karaﬁllis-Boyce [144] et de Banabic-Balan-Comsa (BBC) [145–147] se distinguent surtout
par le nombre de paramètres considérés et concernent d’autres types de sollicitations.
L’ensemble des approches macroscopiques anisotropes s’attachent à un usage et une mise
en œuvre. Les bibliothèques des codes de calcul par éléments ﬁnis (EF) commerciaux in-
tègrent bon nombre de ces modèles. Ces derniers sont relativement peu coûteux en terme de
temps de calcul et de capacité de stockage. Ils présentent bien souvent peu de paramètres
à optimiser. Cependant, la prédiction de l’écoulement non linéaire n’est guère précise et
des anomalies liées au caractère anisotrope des structures métalliques sont fréquemment
présentes [148]. Cet aspect est essentiellement dû au fait que les approches phénoménolo-
1. Le critère de Hershey [138] consiste en la conjonction de deux fonctions de charge permettant de
déﬁnir deux bornes de la surface d’écoulement : la borne inférieure, i.e. Tresca, et la borne supérieure.
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giques dépendent constamment du mode et du domaine des sollicitations mécaniques. Par
ailleurs, en dépit d’éventuelles considérations de la texture cristallographique globale, la
quasi-totalité des paramètres de ces approches ne présentent aucunement de sens physique
et leur optimisation peut également ne pas être évidente.
Dans le contexte actuel, le principal inconvénient des approches phénoménologiques
réside sur la non considération des mécanismes physiques élémentaires induits par l’écoule-
ment non linéaire anisotrope. Les modèles macroscopiques ont tendance à utiliser la notion
de variables internes associées à l’état du matériau lors d’une sollicitation donnée. Ce-
pendant, cette notion permet uniquement une description globale de l’état interne de la
structure. Les hétérogénéités, notamment celles qui s’attachent à la texture cristallogra-
phique locale et à la stéréologie du matériau, ne sont guère prises en compte et ne peuvent
être modélisés par de telles approches phénoménologiques.
3.2 Équations constitutives à une échelle locale
En dépit d’un surcoût élevé, il est certain qu’une incorporation explicite de la texture
cristallographique associée à une migration des équations constitutives à une échelle locale
a pour conséquence une mise en évidence mais surtout une compréhension des phénomènes
locaux liés au comportement anisotrope et hétérogène (cf. §1.2.4.3). Grâce à ces équations,
la prédiction du comportement non linéaire anisotrope s’eﬀectue alors à une échelle locale
(via les variables σ
∼
, ε
∼
), mais également à une échelle globale (les variables Σ
∼
, E
∼
) par le
bais de techniques de transitions d’échelles ou d’homogénéisation (Figure 3.1).
Figure 3.1 – Schématisation du principe des approches multi-échelles d’après [15]
Comme évoqué dans l’introduction de ce manuscrit, cette approche représente le fonde-
ment de la modélisation multi-échelle dont l’intérêt ne cesse de s’accroître. Dans le contexte
actuel, les équations constitutives à l’échelle locale s’appuient essentiellement sur le méca-
nisme de mouvement ou de glissement des dislocations 2 au sein des cristaux constitutifs,
2. Les autres mécanismes élémentaires, notamment le maclage, ne sont pas considérés dans le contexte
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d’où leur appellation courante « modèles de plasticité cristalline ». Le comportement non
linéaire s’attache à l’activation d’un certain nombre de systèmes de glissement selon la
structure du matériau concerné. Pour rappel, les systèmes de glissement sont le plus souvent
déﬁnis respectivement par les plans et les directions les plus compacts du réseau cristallin.
Leur orientation est donnée, selon le système de coordonnées de référence, par le biais d’un
tenseur d’orientation déﬁni comme étant le produit tensoriel ls ⊗ ns, où ns est la normale
au plan de glissement s et ls est la direction de glissement, i.e. équivalent au vecteur de
Burgers bs.
Loi de Schmid. L’activation d’un système de glissement s est le plus souvent donnée
par loi de Schmid dite généralisée établie en 1935 [149]. Pour ce faire, on déﬁnit la cission
résolue τ s comme étant la projection du tenseur des contraintes de Cauchy σ
∼
sur ce système
par le biais du tenseur d’orientation correspondant 3 :
τ s = ns . σ
∼
. ls (3.1)
À noter que cette déﬁnition de la cission résolue τ s (3.1) peut aisément être démontrée
via un formalisme thermodynamique de la loi de comportement non linéaire (cf. §4.1.1 et
§5.2.1). La loi de Schmid généralisée [16] consiste alors à postuler l’existence d’une cission
critique τ sc pour laquelle le système de glissement est considéré comme étant activé, i.e. :
γ˙s > 0, pour τ s = τ sc (3.2)
où γ˙s est la vitesse de cisaillement du système s. Le critère de Schmid (3.2) se traduit
par une surface d’écoulement non linéaire de type polyèdre convexe de dimensions 5 dans
l’espace des contraintes déviatoriques. Chaque hyperplan de ce polyèdre illustre l’activation
d’un système de glissement donné.
La loi de Schmid s’illustre également par le fait que les vecteurs des directions des
vitesses d’écoulement sont normales à la surface de charge, à l’image des lois de compor-
tement macroscopiques présentées précédemment. Cependant, certaines études remettent
en question la règle de normalité des directions des vitesses d’écoulement non linéaire pour
certains matériaux métalliques, surtout dans les cas où les équations constitutives sont
écrites à une échelle locale [150–156]. Cette violation de la règle de normalité, nommée eﬀet
de non-Schmid s’explique essentiellement par des hétérogénéités liées à la structure interne
du matériau concernée [154]. Ostoja-Starzewski [157] a en eﬀet étudié la déviation de la
direction de la vitesse d’écoulement non linéaire en fonction de la taille des hétérogénéités
locales au sein d’un matériau composite à matrice métalliques permettant une éventuelle
identiﬁcation d’un volume élémentaire représentatif (VER). Les mécanismes physiques élé-
mentaires associés à la violation de la règle de normalité sont mis en évidence, à titre
d’exemples, dans les structures de type CC dans les études de Vitek et al. [158] et Gröger
et al. [159] par le biais de modèles de dynamique moléculaire. Dans un tel contexte, l’usage
actuel. Ces phénomènes ne sont pas mis en évidence expérimentalement.
3. La présente déﬁnition est donnée dans le cadre de l’hypothèse des petites perturbations (HPP). Son
extension aux transformations ﬁnies est présentée dans le chapitre 5.
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d’une approche non linéaire non associée s’avère parfois plus adéquate. Plus typiquement,
outre la cission résolue τ s, d’autres contraintes ont tendance à intervenir pour l’activation
du mouvement des dislocations. Ces phénomènes élémentaires sont pris en compte via une
extension de la loi de Schmid, notamment celle proposée par Qin et Bassani [150] où la
nouvelle cission résolue τ sd est donnée par :
τ sd = τ
s + σ
∼
:
(∑
q
asq . n
s
q ⊗ lsq
)
(3.3)
n
¯
s
q
et l
¯
s
q
étant respectivement des vecteurs d’orientation permettant de dévier l’écoulement
non linéaire associés aux fonctions constitutives scalaires asq. Cependant, dans le contexte
actuel, aucune mise en évidence de l’eﬀet non-Schmid n’a été eﬀectuée sur l’acier AISI H11.
Par ailleurs, les études menées sur ce sujet sont encore restreintes à quelques matériaux.
De ce fait, la violation de loi de Schmid est négligée dans le présent travail.
La nature polyédrale de la surface d’écoulement [16] présente certaines ambiguïtés quant
à la résolution du problème non linéaire, i.e. à la détermination des directions des vitesses
d’écoulement et des systèmes de glissement activés. La résolution d’un problème dans un
contexte où les contraintes appliquées ou les déformations imposés sont données, l’identiﬁ-
cation des directions des vitesses d’écoulements et des systèmes de glissement n’est guère
évidente. Plus concrètement, les directions des vitesses d’écoulements situés aux sommets
de la surface de charge, i.e. l’intersection d’hyperplans de l’espace des contraintes, sont dé-
limitées par un cône et correspondent à de multiples activations de systèmes de glissement
(Figure 3.2).
Figure 3.2 – Illustration d’une intersection d’hyperplans dans l’espace des contraintes via
une projection 2D de la surface d’écoulement et mise en évidence des écoulements multiples
d’après [16]
L’identiﬁcation des systèmes de glissement activés et des directions des vitesses d’écou-
lement non linéaire se confronte alors, le plus souvent, à un système d’équations redondant
ou linéairement dépendantes, plus concrètement au problème de l’unicité de la solution (cf.
§3.2.1 et §4.2.1) Par conséquent, deux types d’approches peuvent être envisagés, à savoir
les approches indépendantes du temps et celles dépendantes du temps.
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3.2.1 Approches indépendantes du temps
L’une des premières théories pionnières des approches indépendantes du temps est celle
de Taylor établie en 1938 [160]. Celle-ci est développée en utilisant une approche énergé-
tique, i.e. le principe du travail minimum. Dans cette approche, Taylor [160] tente de lever
l’indétermination des systèmes de glissement activées en s’appuyant sur le fait que l’écoule-
ment non linéaire s’eﬀectue sur une combinaison de cinq systèmes minimisant la puissance
dissipée interne P :
P =
N∑
s=1
τ sc |γ˙s| = min (3.4)
où N est le nombre de systèmes de glissement ayant le potentiel d’être activés et γ˙s, le
vecteur des vitesses de cisaillement d’un plan donné s, est l’inconnue du problème. La ré-
solution de celui-ci est eﬀectuée par le biais de méthodes algébriques, notamment celles
développées par Van Houtte [161]. Cependant, l’auteur révèle une persistance de ces indé-
terminations surtout dans le contexte où l’ensemble des systèmes de glissement possède la
même cission critique τ sc . Les diverses solutions ainsi trouvées amènent à un même minimum
de la puissance dissipée P , mais également à des contraintes appliquées équivalentes.
De même, Bishop et Hill [162] proposent une formulation alternative fondée également
sur une approche énergétique. Cependant, à l’inverse de l’approche de Taylor [160], cette
formulation consiste en la construction d’une surface de charge par le biais de la loi de
Schmid généralisée et en l’application du principe du travail maximum en vue d’identiﬁer
les composantes du tenseur des contraintes déviatoriques σ
∼
′ :
(
σ
∼
′ − σ
∼
∗
)
: ε
∼
≥ 0 (3.5)
σ
∼
∗ étant un des possibles tenseurs contraintes permettant l’écoulement d’au moins cinq
systèmes de glissement. Les composantes solutions du problème sont le plus souvent proches
des intersections des hyperplans, ou sommets du polyèdre de charge, associées à un certain
nombre d’activation de système de glissement. Toutefois, il a été démontré que l’approche
de Taylor [160] et celle de Bishop et Hill [162] sont bien équivalents en terme de solutions
mais aussi en terme d’ambiguïtés [163, 164]. À noter que cette dernière équivalence est à
l’origine de l’appellation de la théorie de Taylor-Bishop-Hill (TBH).
Il est évident que les approches indépendantes du temps requièrent des traitements nu-
mériques robustes pour remédier au problème d’unicité des solutions articulées autours de
l’identiﬁcation des systèmes activés [165]. Dans un tel contexte, Anand et Kothari [166]
utilisent une approche itérative où la résolution du système d’équations redondant est réa-
lisée par le biais d’une inversion de la matrice jacobienne des critères d’écoulements activés
(3.2) via une factorisation de type décomposition en valeurs singulières. Ce dernier schéma
de résolution est assez proche de celui d’une optimisation de type des moindres carrées.
Par ailleurs, l’approche de Schröder et Miehe [167] consiste également en l’inversion de la
matrice jacobienne des critères d’écoulements activés mais dans un espace réduit. Cette
opération est eﬀectuée via une factorisation standard de type LU et une élimination des co-
lonnes de la matrice jacobienne locale ayant des diagonales nulles. L’algorithme développé
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par ces auteurs s’appuie sur la condition de consistance de Kuhn-Tucker :
λs > 0, f s < 0, λs f s = 0 (3.6)
où λs est le multiplicateur plastique associé à la vitesse de cisaillement γ˙s et f s la fonction
de charge du système s. En outre, McGinty et McDowell [17] utilisent un schéma de ré-
solution itératif de type semi-implicite, dit séquentiel (« sequential shooting algorithm »).
L’algorithme consiste, pour un pas temporel donné, en une subincrémentation du tenseur
des contraintes selon l’identiﬁcation des systèmes de glissement activés menée « par ré-
currence » (Figure 3.3). Cette subincrémentation est par ailleurs eﬀectuée via le schéma de
résolution des problèmes non linéaires de type prédiction élastique - correction plastique dé-
veloppé par Simo et Hughes [168] (cf. §4.2.2 et §5.3.2). Le calcul des vitesses de cisaillement
de plans des systèmes activés est réalisé par un système d’équations algébriques similaire à
celui d’Anand et Kothari [166] mais en une version plus simpliﬁée. Bien que l’approche de
McGinty et McDowell [17] semble être numériquement assez robuste, celle-ci présente en
eﬀet quelques ambiguïtés, notamment lors de l’utilisation de la théorie des transformations
ﬁnies, plus précisément lors de la procédure d’identiﬁcation des systèmes de glissement
activés où la rotation n’est pas prise en compte.
Figure 3.3 – Illustration du schéma de résolution itératif séquentiel (« sequential shooting
algorithm ») d’après [17]
3.2.2 Approches dépendantes du temps
Les approches dépendantes du temps suggèrent que le mouvement des dislocations pré-
sentent plus ou moins un caractère visqueux. Celles-ci s’illustrent par ailleurs comme étant
une alternative à celles indépendantes du temps [169, 170]. Si l’intérêt de l’utilisation des
approches dépendantes du temps est porté sur les phénomènes de localisation au sein des
matériaux sensibles à la vitesse de sollicitation, celles-ci permettent également le contour-
nement des ambiguïtés d’identiﬁcation des systèmes de glissement activés présentées ci-
dessus. Les approches dépendantes du temps consistent en un traitement d’un système
d’équations (non linéaires) non redondant contournant alors les singularités liés aux solu-
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tions multiples 4. Cet aspect est nettement mis en évidence dans l’allure de la surface de
charge (Figure 3.2) où les éventuelles ambiguïtés liés aux intersections des hyperplans sont
éliminés via un lissage « arrondi ».
Les approches dépendantes du temps consistent essentiellement en des modèles visco-
plastiques d’évolution de la vitesse de cisaillement γ˙s comme des fonctions puissance ou
hyperbolique de la cission résolue τs. Dans ce contexte, l’un des modèles pionniers est celui
proposé par Hutchinson en 1977 [171] :
γ˙s = γ˙0
∣∣∣∣∣ τsτ sc
∣∣∣∣∣
n
sign (τs) (3.7)
où γ˙0 est une vitesse de cisaillement de référence et n est un paramètre de viscosité. Ce
modèle suppose que l’ensemble des systèmes de glissement sont activés, i.e. une absence
totale d’une fonction d’écoulement non linéaire 5. À noter qu’à température ambiante, le
paramètre n tend le plus souvent vers l’inﬁni, ce qui revient à traiter un problème assez
équivalent à un modèle indépendant du temps. Dans un tel contexte, le modèle viscoplas-
tique est considéré comme étant une limite d’une approche indépendante du temps où la
prédiction du comportement local est quasi-identique. Cependant, selon la valeur du para-
mètre n, la convergence du schéma numérique n’est guère évidente et son coût peut en eﬀet
être bien plus conséquent qu’un traitement via une approche indépendante du temps.
3.2.3 Quelques modèles de comportement locaux
Dans le contexte actuel, les approches dépendantes du temps sont bien privilégiées.
Outre le fait qu’elles contournent les singularités des approches dépendantes du temps,
celles-ci permettent la prise en compte de phénomènes associés à des phénomènes physiques
élémentaires, à savoir l’eﬀet Bauschinger ou encore la relaxation locale... Ces phénomènes
sont le plus souvent négligés dans les approches indépendantes du temps pour des raisons liés
au traitement numérique de celles-ci [17,166,167]. Par ailleurs, certaines études illustrent le
fait que les approches dépendantes du temps permettent la mise en évidence des schémas de
localisation des champs mécaniques d’une manière bien plus aisée et à moindre coût [172].
Le présent paragraphe se consacre à une revue simpliﬁée de quelques modèles de com-
portement locaux, traitant uniquement les formulations permettant d’eﬀectuer des calculs
in ﬁne de structures. Ces modèles se distinguent en deux types d’équations constitutives,
à savoir les modèles quasi-physiques et les modèles phénoménologiques. L’approche quasi-
physique présente des équations constitutives explicitement fondées sur des mécanismes
physiques élémentaires. Celle-ci admet comme variable interne prépondérante la densité de
dislocations. Cependant, les équations constitutives de type phénoménologique sont essen-
tiellement fondées sur une approche thermodynamique des milieux continus. À noter que
l’ensemble de ces modèles est le plus souvent écrit dans un formalisme tensoriel tridimen-
sionnel.
4. Bon nombre d’études s’attachent aux algorithmes de résolution numérique des approches dépendantes
du temps. Une revue rapide de celles-ci est traitée dans §4.2.1.
5. D’autres modèles peuvent considérer une surface de charge (cf. §3.2.3).
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3.2.3.1 Modèles à base de densité de dislocations
Les modèles à base de densité de dislocations ou quasi-physiques sont essentiellement
issus de la dynamique des dislocations, mais également de la théorie de l’activation ther-
mique de celles-ci, i.e. les mécanismes physiques élémentaires. L’archétype de la plupart de
ces approches considère la loi d’Orowan permettant de relier la vitesse de cisaillement d’un
système donné γ˙s à la densité des dislocations mobiles ρsm :
γ˙s = ρsm b v¯ (3.8)
b étant la norme du vecteur de Burgers et v¯ la vitesse moyenne de toutes les dislocations
mobiles du système s.
Modèle de Kocks-Mecking. Par le biais d’une approche thermique de l’activation du
mouvement des dislocations, le modèle de Kocks-Mecking [173,174] suppose dans un premier
temps que l’expression de la vitesse de cisaillement γ˙s est de type d’Arrhénius :
γ˙s = γ˙0 exp
(−∆G
k T
)
(3.9)
∆G, k et T étant respectivement l’enthalpie libre d’activation, la constante de Boltzmann
et la température. Cependant, les auteurs lui préfèrent la relation de type puissance (3.7).
Le modèle de Kocks-Mecking [173,174] considère uniquement un écrouissage isotrope donné
par l’évolution de la cission critique τ sc en fonction de la densité de dislocations :
τ sc = αµ b
√
ρ (3.10)
où α est un paramètre du matériau de l’ordre de 0,3, µ le module de cisaillement transverse
(module de Coulomb) et ρ la densité de dislocations totale. L’évolution temporelle de la
densité de dislocations ρ˙ est fonction de la vitesse de cisaillement γ˙s :
ρ˙s = γ˙s (K1
√
ρ−K2 ρ) (3.11)
où K1 et K2 sont des paramètres du matériau représentant respectivement le stockage et le
recouvrement dynamique de dislocations. Le terme K1
√
ρ décrit la production de disloca-
tions, tandis que le terme K2 ρ est associé aux mécanismes d’annihilations. Par conséquent,
la relation (3.11) traduit un durcissement lié aux interactions entre dislocations mais aussi
une diminution du taux d’écrouissage selon la déformation.
Les équations constitutives de Kocks-Mecking [173, 174] sont étendues par Dunlop et
al. [175] en vue d’une prise en compte de certains mécanismes physiques élémentaires, no-
tamment au sein d’un alliage de zirconium. Ces mécanismes consistent surtout en l’eﬀet
Bauschinger, mais également en des phénomènes de Peierls-Nabarro. Pour ce faire, Dun-
lop et al. [175] introduisent une variable d’écrouissage cinématique liée aux sollicitations
cycliques dans la relation de vitesse de cisaillement γ˙s de la manière qui suit :
γ˙s = γ˙0
∣∣∣∣∣τs − χ
s
τ sc
∣∣∣∣∣
n
sign (τs) (3.12)
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χs étant la variable d’écrouissage cinématique du système de glissement s. Celle-ci est
donnée par la relation non linéaire :
χ˙s = K −
(
Q+
L
γ˙s
)
χs (3.13)
où K, Q et L sont des paramètres du matériau. La prise en compte des mécanismes de
Peierls-Nabarro est réalisée par le biais d’une contrainte dite de « friction » τ sf incorporée
dans la relation d’écrouissage isotrope :
τ sc = τ
s
f + αµ b
√
ρ (3.14)
L’évolution temporelle de densité de dislocations dans l’extension de Dunlop et al. [175] est
fournie par la relation :
ρ˙s = (ρs)
3
2 v¯ (3.15)
Modèle de Tabourot et al.. Si le modèle de Kocks-Mecking [173, 174] postule une
expression de type puissance (3.7) de la vitesse de cisaillement γ˙s, Tabourot et al. [176]
développent une approche mathématique qui consiste en une combinaison d’une relation
de la vitesse d’une dislocation au sein d’un système donnée s et de la loi d’Orowan (3.8).
L’expression de la vitesse de cisaillement γ˙s alors établie est :
γ˙s = ρsm b
2 νD exp
(−∆G
k T
) ∣∣∣∣∣ τsτ sc
∣∣∣∣∣
τ
s
c ∆V
∗
k T
sign (τs) (3.16)
νD et ∆V ∗ étant respectivement la fréquence de Debye et le volume d’activation. Il est
évident que la relation (3.16) est équivalente à celle (3.7). Pour ce faire, il convient simple-
ment d’admettre les égalités suivantes :
γ˙0 = ρsm b
2 νD exp
(−∆G
k T
)
(3.17)
n =
τ sc ∆V
∗
k T
(3.18)
Par ailleurs, la loi d’écrouissage isotrope du modèle de Tabourot et al. [176] consiste en
une généralisation de celle du modèle de Kocks-Mecking [173, 174] (3.10) par le biais des
approches de Franciosi [177]. La cission critique τ sc est alors donnée selon les densités de
dislocations de l’ensemble des systèmes de glissement mais également selon une matrice
d’interaction d
∼
:
τ sc = αµ b
√√√√ N∑
r=1
dsr ρr (3.19)
où N est le nombre de systèmes de glissement potentiellement activés. Plus concrètement, la
matrice d’interaction dsr permet une prise en compte de l’eﬀet de la densité de dislocations
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de chaque système r sur la cission critique τ sc du système s. L’évolution temporelle de la
densité de dislocations totale d’un système s est à l’image de celle du modèle de Kocks-
Mecking [173, 174] (3.11), i.e. fonction de la vitesse de cisaillement mais surtout provient
du bilan d’un terme de production et d’un terme d’annihilation :
ρ˙s =
1
b


√∑N
r=1 d
sr ρr
K
− 2 yc ρs

 |γ˙s| (3.20)
où yc est la distance moyenne entre les dislocations et K un paramètre matériau. D’une
manière similaire à la relation (3.11), l’expression (3.20) implique que la densité de dislo-
cations a tendance à saturer selon les densités stockées au cours des sollicitations sur tous
les systèmes de glissement. On note également que l’équation (3.20) implique une relation
d’évolution temporelle de l’écrouissage isotrope τ˙ sc selon les vitesses de cisaillement γ˙
s via
une matrice d’écrouissage ou d’interaction h
∼
. Pour ce faire, il convient de dériver la relation
(3.19) et d’y introduire l’expression (3.20) :
τ˙ sc =
N∑
r=1
hsr γ˙r (3.21)
À l’instar des équations constitutives de Kocks-Mecking [173, 174], une extension du
modèle de Tabourot et al. [176] est également proposée en vue d’une prise en compte des
sollicitations plus complexes, notamment les chargements cycliques. Pour ce faire, il convient
d’introduire des variables internes associés à des mécanismes physiques élémentaires bien
spéciﬁques, à savoir l’eﬀet Bauschinger. Les équations constitutives de la version modiﬁée
du modèle de Tabourot et al. sont écrites par Le Pécheur [78] et utilisées par Li et al. [178] en
vue d’étudier le comportement cyclique local de l’acier 304L. Dans ce contexte, la relation de
vitesse de cisaillement γ˙s considère un écrouissage cinématique χs d’une manière équivalente
à l’expression utilisée par Dunlop et al. [175] (3.12). La variable d’écrouissage cinématique χs
est donnée par l’équation non linéaire de type Frederick-Armstrong [179] et Chaboche [180]
destiné le plus souvent aux modèles de comportement global :
χ˙s = C γ˙s −D |γ˙s| χs (3.22)
où C et D sont deux paramètres associées à la capacité et à la vitesse d’écrouissage cinéma-
tique. À noter également que les expressions d’évolution de l’écrouissage isotrope et celle de
la densité de dislocations sont identiques à celles du modèle de Tabourot et al. [176] initial.
Modèle de Cuitiño-Ortiz. À la diﬀérence des équations constitutives précédentes, le
modèle de Cuitiño-Ortiz [181] introduit une surface d’écoulement non linéaire, i.e. seul un
certain nombre de systèmes de glissement potentiels peuvent être activé. Ce modèle propose
alors une version assez distincte de celle donnée par Hutchinson [171] (3.7) de la relation
de la vitesse de cisaillement γ˙s :
γ˙s = γ˙0
〈∣∣∣∣∣ τsτ sc
∣∣∣∣∣
n
− 1
〉
sign (τs) (3.23)
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où l’opérateur 〈.〉 représente la fonction de Macaulay. Par ailleurs, si le fondement de l’écou-
lement non linéaire est basé la loi d’Orowan (3.8), celui-ci s’appuie sur des fonctions de
distribution des dislocations. Dans ce contexte, l’expression de la variable d’écrouissage
isotrope est proche de celle du modèle de Tabourot et al. [176] (3.19) et son évolution tem-
porelle est équivalente à la relation (3.19). Les coeﬃcients hsp prennent des formes plus ou
moins complexes selon l’historique de la déformation :
hsr =
(
τ sc
2ns
)
dsr
(
L0
b
)(
1− ρ
s κ
L0
)
(3.24)
où ns est la densité des obstacles engendrés par les dislocations de forêts. Par ailleurs,
l’évolution de la densité de dislocation ρ˙s dans le modèle de Cuitiño-Ortiz [181] est donnée
par la relation proposée par Essmann et Rapp [182] :
ρ˙s =
(
L0
b
) (
1− ρ
s κ
L0
)
|γ˙s| (3.25)
L0 étant le libre parcours moyen et κ le rayon moyen des segments d’annihilation. À noter
que l’expression (3.25) fait intervenir la notion de densité de dislocations à saturation
ρsat = L0
κ
qui établit un équilibre entre la production et l’annihilation des dislocations.
Modèle de Fournier et al.. L’intérêt du modèle de Fournier et al. [183] porte essen-
tiellement sur son application au comportement cyclique d’un acier martensitique dont la
structure interne est proche de celle de l’acier AISI H11. Le fondement de ces équations
constitutives utilise les mécanismes de l’angle de déviation minimum « low angle bounda-
ries » (LAB) proposés par Sauzay et al. [184]. Par ailleurs, le modèle permet une distinction
entre les dislocations vis et coin respectivement associées aux vitesses de cisaillement γ˙sv et
γ˙sc . Celles-ci sont données par des relations de type sinus hyperbolique et font intervenir
des surfaces d’écoulement :
γ˙sv = ρ
s
mvH0 exp
(−∆G
k T
)
sinh
〈−∆V ∗ f s
k T
〉
(3.26)
γ˙sc =
(
N∑
r=1
ρrmc
)
H0 exp
(−∆G
k T
)
sinh
〈−∆V ∗ f s
k T
〉
(3.27)
H0 étant un paramètre fonction de la norme du vecteur de Burgers b. ρsmv et ρ
s
mc sont
respectivement les densités de dislocations mobiles vis et coin. A contrario des approches
précédentes, le modèle de Fournier et al. [183] est de type additif, i.e. la fonction d’écoule-
ment non linéaire f s est donnée par :
f s = |τs − χs| − τ sc − τ s0 (3.28)
où τ s0 est une cission critique de référence. L’expression de l’écrouissage isotrope est équiva-
lente à celle du modèle de Tabourot [176] (3.19). Cependant, les relations d’évolutions tem-
porelles des diverses densités de dislocations présentent des formes plus ou moins complexes
en dépit du fait qu’elles sont fondées sur un équilibre entre les mécanismes de production et
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d’annihilation. Dans le modèle de Fournier et al. [183], elles dépendent d’un certain nombre
de variables, notamment, la taille de grain ds 6 :
ρ˙smv =
γ˙sv
b
(
r0v
L0
− yv ρsmv − ξ
yv
b
θsv
ds
)
(3.29)
ρ˙smc =
γ˙sc
b
r0c
L0
− yc ρsmc −
yc
b2
(
b
N∑
r=1
ρpmc − ξ
N∑
r=1
θrc
dr
γ˙rc
)
(3.30)
où yv et yc sont respectivement les distances moyennes entre les dislocations vis et coin, r0v et
r0c des coeﬃcients associés à la production de dislocations. On note que ξ est un paramètre
situé entre 0 et 1. θsv et θ
s
c sont les désorientations associées aux dislocations respectives vis
et coins et sont fonctions des vitesses de cisaillement. Par ailleurs, le modèle de Fournier et
al. [183] utilise une variable d’écrouissage cinématique de type Frederick-Armstrong [179]
et Chaboche [180] :
χ˙s = C
(
sign (τ s − χs)− χ
s
χsmax
)
|γ˙sv + γ˙sc | (3.31)
χsmax est l’écrouissage cinématique à saturation et est donné selon la taille et la désorienta-
tion des blocs de lattes martensitiques (cf. §1.2.3.1).
Discussion des modèles à base de densité de dislocations. Comme évoqué pré-
cédemment, l’ensemble des modèles à base de densités de dislocations sont fondés sur des
phénomènes physiques locaux qui ne sont guère évidents à considérer. Un certain nombre
d’hypothèses est toujours nécessaire pour la pertinence de la prédiction du comportement
non linéaire. De ce fait, les études de développement des approches à base de densités de
dislocations sont bien conséquentes [185–187]... avec une tendance actuelle de la prise en
compte des longueurs internes (cf. §3.4).
Par ailleurs, les modèles à base de densité de dislocations présentent le plus souvent un
nombre de paramètres assez conséquent dont l’identiﬁcation n’est pas évidente. La procé-
dure d’identiﬁcation se veut toujours pertinente en attribuant un sens physique à chaque
paramètre. Pour ce faire, celle-ci utilise des modèles à une échelle inférieure, notamment
des modèles de dynamique de dislocations pour valider sa pertinence [1]. Cependant, cette
voie est assez complexe pour certains matériaux, tel que l’acier AISI H11 dont les caracté-
risations expérimentales à une échelle locale ne sont pas aisées.
3.2.3.2 Modèles phénoménologiques
Outre les équations à base de densité de dislocations, des approches phénoménologiques
peuvent également être utilisées pour prédire le comportement non linéaire local anisotrope
des structures métalliques. Si le fondement des équations constitutives phénoménologiques
est le plus souvent basé sur un formalisme thermodynamique des milieux continus, celles-
ci sont quasi-équivalentes aux modèles issues de la métallurgie physique. Ces modèles ont
6. L’incorporation de la taille de grain comme variables a inciter bon nombre d’études à développer des
modèles dits de longueurs internes ou à gradients (cf. §3.4).
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tendance à s’appuyer sur les mécanismes élémentaires des systèmes de glissement comme
étant un archétype de l’écoulement non linéaire. Le présent paragraphe se destine à une
présentation de quelques modèles phénoménologiques développés dans un formalisme tri-
dimensionnel.
Modèle de Peirce-Asaro-Needleman (PAN). Le modèle de Peirce-Asaro-Needleman
(PAN) [188–191] s’illustre certainement comme étant l’un des pionniers des approches phé-
noménologiques locales. La relation de la vitesse de cisaillement est celle de Hutchinson [171]
(3.7), i.e. de type multiplicative ne prenant pas en compte une surface de charge. Ce mo-
dèle considère uniquement un écrouissage isotrope dont l’évolution temporelle est à l’image
de quasiment l’ensemble des équations constitutives locales donné par la relation (3.21).
Cependant, le modèle PAN [188–191] permet une distinction entre les mécanismes d’auto-
écrouissage et d’écrouissage latent via la matrice d’interaction h
∼
:
h
∼
= hsr = h(υ) [q + (1− q) δsr] (3.32)
où δsp est le symbole de Kronecker et υ représente le glissement cumulé de l’ensemble des
systèmes de glissement (3.49). q est un paramètre caractéristique de cette distinction le
plus souvent compris entre 1 et 1,4. À noter que dès lors que q est égal à l’unité, seul
l’écrouissage isotrope de Taylor [160] est considéré. Dans le présent contexte, l’expression
des coeﬃcients d’interaction est donnée par :
h(υ) = h0 sech
2
(
h0 υ
τ ssat − τ sc
)
(3.33)
υ =
∑
s
∫ t
0
|γ˙s| dt (3.34)
sech(x) = cosh−1(x) (3.35)
h0 étant le module d’écrouissage de référence. Il est par ailleurs intéressant de noter que
d’autres expressions simpliﬁés des coeﬃcients d’interactions sont couramment notamment
la modélisation des procédés de mise en forme [192].
Modèle de Bassani-Wu. Bien que le modèle de Bassani-Wu [193, 194] utilise une ap-
proche viscoplastique équivalente à celle du modèle PAN [188–191] (3.7) et eﬀectue une
distinction entre les mécanismes d’auto-écrouissage et d’écrouissage latent, celui-ci opte
pour une forme plus ou moins complexe des coeﬃcients de la matrice d’interaction h
∼
(3.32)
articulée autours des diﬀérentes étapes d’écrouissage :
h(υ) =
[
(h0 − hI) sech2
(
(h0 − hI) υs
τ sI − τ sc
)
+ hI
] 1 +∑
s 6=r
dsr tanh
(
υs
υ0
) (3.36)
où τ sI et hI sont respectivement la cission critique et le module d’écrouissage associés à la
première étape d’écoulement, i.e. « easy glide ». υs et υ0 représentent respectivement les
glissements cumulés et de référence du système s, associé à une valeur critique d’écrouissage
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liée à l’interaction entre les divers systèmes concernés. Par ailleurs, le modèle de Bassani-
Wu [193, 194] se distingue de l’approche PAN [188–191] par de faibles valeurs de q, i.e. les
mécanismes d’auto-écrouissage sont plus conséquents que ceux de l’écrouissage latent.
Modèle de Méric-Cailletaud. Les équations constitutives de Méric-Cailletaud [20,21]
sont initialement développées pour des applications aéronautiques, plus typiquement pour
les superalliages de type AM1 utilisées dans les aubes de turbines. À la diﬀérence des mo-
dèles précédents qui se destinent essentiellement aux sollicitations quasi-statiques mono-
tones, l’approche de Méric-Cailletaud [20,21] permet une prise en compte des sollicitations
complexes notamment les chargements cycliques. La vitesse de cisaillement γ˙s utilisée est
donnée sous la forme d’une fonction puissance de la cission résolue τs, i.e. de type Norton.
Elle considère une fonction d’écoulement non linéaire de type additive équivalente à celle
utilisée dans le modèle de Fournier et al. [183] (3.28) :
γ˙s = υ˙s sign (τs − χs) (3.37)
υ˙s =
〈 |τs − χs| − rs − τ s0
K
〉n
(3.38)
où K est un paramètre du matériau et rs la variable d’écrouissage isotrope. L’évolution
temporelle de rs est donnée selon une variable ρs thermodynamique associée à l’écrouissage
isotrope de la manière qui suit :
rs = bQ
∑
r
hsr ρr (3.39)
ρ˙s = (1− b ρs) υ˙s (3.40)
où Q et b sont des paramètres du matériau liés respectivement à la capacité et la vitesse
d’écrouissage isotrope. Il est par ailleurs intéressant de noter qu’à partir des relations (3.39)
et (3.55), la variable d’écrouissage isotrope rs peut se réécrire sous forme intégrée indépen-
damment de la variable associée ρs :
rs = Q
∑
r
hsr (1− exp (−b υr)) (3.41)
Le présent modèle considère également une variable d’écrouissage cinématique χs qui est
de type Frederick-Armstrong [179] et Chaboche [180], i.e. équivalente à celle utilisée dans
le modèle de Tabourot et al. modiﬁé [78] (3.22). Cette dernière relation peut être étendue
pour prendre en compte des mécanismes liés à des phénomènes de ﬂuage et de restauration :
χ˙s = C γ˙s −D υ˙s χs −
(∣∣∣∣χsM
∣∣∣∣
)m
sign (χs) (3.42)
où M et m sont des paramètres matériau liés à des phénomènes de restauration statique.
Le paramètre m peut être fonction du glissement cumulé υs d’un système donné.
Il est par ailleurs utile de mentionner qu’une modiﬁcation récente du modèle de Méric-
Cailletaud est proposé par Fournier Dit Chabert et al. [195], où une fonction de type sinus
99
Chapitre 3. Approches multi-échelles
hyperbolique est introduite dans la relation de vitesse de cisaillement γ˙s initiale (3.37), i.e. :
γ˙s = sinh
[〈 |τs − χs| − rs − τ s0
K
〉n]
sign (τs − χs) (3.43)
Une telle modiﬁcation permet d’établir un seuil de la contrainte visqueuse à des vitesses de
sollicitations très élevées, et à haute température.
Modèle de Xu-Jiang. Si le modèle de Xu-Jiang [196] utilise une fonction d’écoulement
proche de celle de Méric-Cailletaud [20, 21] (3.37), celle-ci se restreint essentiellement à
l’écrouissage cinématique en raison de son application exclusive aux sollicitations cycliques :
f = |τs − χs| − τ s0 (3.44)
La variable d’écrouissage cinématique est de type Frederick-Armstrong [179] et Chaboche
[180]. Cependant, elle utilise une approche de multi-mécanismes et considère en outre les
interactions entre les diﬀérents systèmes de glissement :
χs =
N∑
i=1
χsi (3.45)
χ˙si = Ci k
s
i
∑
r
hsr γ˙s − Ci χsi
∑
r
υ˙r (3.46)
N étant le nombre de mécanismes pris en compte. Le premier terme de la relation (3.61)
est similaire à une évolution temporelle d’un écrouissage isotrope évoqué dans les modèles
précédents (3.21). Dans le présent contexte, la matrice d’interaction h
∼
s’inspire du modèle
de Bassani-Wu [193,194], i.e. :
h
∼
= hsr = qsr

1 +∑
r 6=s
dsr tanh
(
υs
υ0
) (3.47)
Par ailleurs, la variable ksi utilisée dans la relation (3.61) est associée à l’eﬀet de mémoire.
Son incorporation est eﬀectuée via une déﬁnition d’une surface de mémoire convexe de type
Lemaitre-Chaboche [197] équivalente à celle utilisée pour l’écoulement non linéaire. Par le
biais d’une approche thermodynamique, Xu et Jiang [196] déﬁnissent son expression selon :
k˙i = b (Qi − ki)
∣∣∣∣∣1− kiQi
∣∣∣∣∣
m√
ε˙
∼
p : ε˙
∼
p (3.48)
où ε˙
∼
p est le tenseur des vitesses de déformations plastiques. b, Qi et m étant des paramètres
du matériau liés à l’eﬀet de mémoire, qui peuvent être identiﬁés via des essais de traction
quasi-statiques.
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Modèle de Cazacu-Ionescu. L’approche de Cazacu-Ionescu [198, 199] se distingue de
l’ensemble des équations constitutives précédentes par une relation de la vitesse de cisaille-
ment γ˙s de type Peryzna :
γ˙s =
1
ηs
〈|τs| − rs − τ s0 〉 sign (τs) (3.49)
où ηs est le paramètre de viscosité. La relation (3.49) peut être perçue comme étant une
généralisation d’une loi de type Norton. Par ailleurs, la relation de vitesse de cisaillement
de Hutchinson [171] (3.7) est aisément déduite de celle-ci pour ηs donné :
ηs =
τ s0
γ˙s0
∣∣∣∣∣ γ˙
s
γ˙s0
∣∣∣∣∣
1
n−1
(3.50)
La relation (3.49) peut se transformer en une loi de type Prandtl-Eyring dès lors que ηs a
pour expression :
ηs = A
argsinh (|γ˙s| /γ˙s0)
|γ˙s| (3.51)
où A est une constante. L’usage d’une loi d’écoulement non linéaire de type Peryzna est dû
au fait que, selon Cazacu et Ionescu [198,199], les relations de type Norton surestiment les
valeurs de vitesse de cisaillement dès lors que la valeur de la cission résolue τ s est supérieure
à la cission critique τ sc . Par ailleurs, pour des valeurs proches de celles-ci, i.e. un rapport
dans la limite de l’unité, la relation de type Norton illustre de fortes variations des modules
associés ce qui requiert des traitements numériques particuliers (cf. §4.2.1).
Discussion des modèles phénoménologiques. Si les approches phénoménologiques
sont issues de formalismes thermodynamiques des processus irréversibles, celles-ci s’appa-
rentent plus ou moins aux modèles à base de densité de dislocations. Cette quasi-équivalence
est due au fait que les modèles phénoménologiques considèrent le mouvement de disloca-
tion comme étant le mécanisme physique élémentaire de la non linéarité du comportement
des structures métalliques. Cependant, les présentes approches sont mieux adaptés pour les
sollicitations complexes, notamment le modèle de Bassani-Wu [193, 194] qui considère les
diﬀérents stades de déformation non linéaire ou encore celui de Xu-Jiang [196] qui intègre
l’eﬀet de mémoire... Il est évident que les études de développement des modèles phénomé-
nologiques s’orientent vers les mécanismes locaux et pour des sollicitations de plus en plus
complexes. Le présent paragraphe s’est contenté de quelques exemples marquants d’équa-
tions phénoménologiques. À noter que la liste n’est pas encore exhaustive, on peut faire
notamment référence au modèle de McDowell [154, 155] qui se destine au comportement
cyclique des alliages de titane ou encore celui de Khotari-Anand [200] qui intègre les eﬀets
thermiques, voire également d’autres modèles, notamment dans les références [201–206]...
Par ailleurs, si les approches phénoménologiques présentent un nombre de paramètres
équivalent à celui des modèles à base de densité de dislocations, leur identiﬁcation est désor-
mais bien plus aisée. À l’inverse des modèles quasi-physiques, le processus d’identiﬁcation
ne font pas appel à des modèles à une échelle inférieure, i.e. dynamique des dislocations.
Celui-ci peut en eﬀet se contenter des réponses globales du matériau et s’appuyer sur les
techniques de transitions d’échelles.
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3.3 Techniques de transition d’échelles
Les approches multi-échelles sont fondées, comme évoqué précédemment, sur des tech-
niques de transitions d’échelles. En considérant un élément de base du matériau étudié,
soumis à des sollicitations globales, les techniques de transition d’échelles consistent, dans
un premier temps, en la localisation ou la concentration des champs de chargements induits
(Figure 3.1). De par cette incursion à une échelle de comportement local, les champs mé-
caniques résultants permettent l’obtention des champs globaux par le biais de techniques
d’homogénéisation (Figure 3.1). De ce fait, il est évident que la démarche multi-échelle
repose sur deux types de relations [15,125,126,207] :
– Les relations d’homogénéisation permettant l’obtention des champs mécaniques glo-
baux « eﬀectifs » ou « moyens ».
– Les relations de localisation ou de concentration permettant une incursion plus ou
moins complexe des champs globaux à ceux des hétérogénéités locales.
La présente partie se destine à une revue des techniques de transitions d’échelles. À l’issue
de quelques déﬁnitions intuitives de l’homogénéisation et de la localisation (ou concentra-
tion) des champs mécaniques, des approches dites respectivement à champs moyens et à
champs complets sont traitées d’une manière quasi-explicite en vue d’ébaucher les méthodes
utilisées dans ce travail. On note également que les formulations des techniques de transi-
tion d’échelles traitées s’attachent essentiellement aux matériaux ayant un comportement
non linéaire dans le cadre de l’hypothèse des petites perturbations (HPP).
3.3.1 Quelques déﬁnitions intuitives
Homogénéisation. L’opération d’homogénéisation s’articule autour de la mise en place
d’un milieu dit homogène équivalent (MHE) sur une structure entièrement hétérogène.
Pour ce faire, il est le plus souvent nécessaire d’eﬀectuer l’hypothèse d’ergodicité qui se
vériﬁe lors d’un chargement uniforme sur un VER [207]. Dans un tel contexte, les moyennes
spatiales des champs de déformations cinématiquement admissible (CA) ε
∼
∗ et de contrainte
statistiquement admissible (SA) σ
∼
∗ dans un volume Ω sont respectivement données par des
intégrales de surface :
〈
ε
∼
∗
〉
=
1
Ω
∫
Ω
ε
∼
∗ dΩ =
1
Ω
∫
∂Ω
sym (u⊗ n) dS (3.52)〈
σ
∼
∗
〉
=
1
Ω
∫
Ω
σ
∼
∗ dΩ =
1
Ω
∫
∂Ω
sym
((
σ
∼
∗ . n
)
⊗ x
)
dS (3.53)
où n est la normale sortante en un point courant de ∂Ω, x et S sont respectivement les
coordonnées et les surfaces des hétérogénéités locales et u est le champ de déplacement.
Par ailleurs, un problème aux limites quelconque ayant des sollicitations homogènes au
bord, i.e. de type déformation, contrainte ou encore de périodicité [207], induit un équilibre
du bilan énergétique. Cet aspect se traduit par le fait que les champs σ
∼
∗ et ε
∼
∗ vériﬁent
respectivement les conditions de contraintes homogènes au contour et de déformation au
contour, voire également les conditions de périodicité. Dans un tel contexte, l’équilibre
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énergétique traduit le lemme de Hill-Mandel :〈
ε
∼
∗ : σ
∼
∗
〉
=
〈
ε
∼
∗
〉
:
〈
σ
∼
∗
〉
(3.54)
En tenant compte de l’unicité de la solution du problème aux limites ayant de sollicitations
homogènes aux bords, l’application du lemme de Hill-Mandel mène à :〈
ε
∼
: σ
∼
〉
=
〈
ε
∼
〉
:
〈
σ
∼
〉
(3.55)
De par l’égalité (3.55), les champs mécaniques globaux, E
∼
etΣ
∼
peuvent être données selon :
E
∼
=
〈
ε
∼
〉
(3.56)
Σ
∼
=
〈
σ
∼
〉
(3.57)
Localisation ou concentration. Si la transition des champs à une échelle globale ne
présente aucune diﬃculté particulière, l’opération inverse de localisation ou de concentration
n’est guère aisée. La complexité de cette opération est due au fait que l’accès à l’information
locale dépend fortement de la loi de comportement à l’échelle concernée. Dans un contexte
où le comportement local du matériau est considéré comme linéaire, les localisations des
champs mécaniques, associées à un problème aux limites ayant des sollicitations homogènes
aux bords, peuvent être données par :
ε
∼
(x) = A
≈
(x) : E
∼
(3.58)
σ
∼
(x) = B
≈
(x) : Σ
∼
(3.59)
où A
≈
et B
≈
sont des tenseurs d’ordre 4 dits de localisation. On note que de par les relations
(3.58) et (3.74), les moyennes des tenseurs A
≈
et B
≈
sont égales au tenseur identité I
≈
. Leur
identiﬁcation, ainsi que celle des tenseurs de modulesΛ
≈
eff et de complaisances Υ
≈
eff eﬀectifs
d’élasticité à l’échelle globale peut être eﬀectuée par le biais de formulations dites « ad-hoc »,
variationnelles ou encore d’autres approches en champs moyens [15,125,126,207].
3.3.2 Approches en champs moyens
Via un raisonnement équivalent à l’approche expérimentale (cf. §2.1.1), les méthodes en
champs moyens permettent la prédiction du comportement mécanique des structures hété-
rogènes et anisotrope d’une manière statistique. Ces méthodes ne permettent aucunement
l’accès aux détails de la localisation spatiale des hétérogénéités des champs mécaniques.
Dans ce contexte, les constituants ayant quasiment le même comportement mécanique sont
déﬁnis comme étant une phase. À noter que la distribution des phases constitutives est réa-
lisée, bien évidemment, d’une manière statistique. Les avantages des approches en champs
moyens consistent essentiellement en la prise en compte uniquement des informations mesu-
rables sur la microstructure en vue d’une estimation du comportement global eﬀectif. Leur
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traitement numérique est le plus souvent peu coûteux permettant leur éventuelle utilisation
d’une manière inverse pour identiﬁer les paramètres de la loi de comportement locale. Dans
ce qui suit, les techniques de transitions d’échelle dans le cadre d’un comportement linéaire
sont brièvement présentés au préalable d’une extension vers le comportement non linéaire.
3.3.2.1 Modèles d’homogénéisation en linéaire
Bornes de Voigt et de Reuss. Les modèles de Voigt [208] et de Reuss [209] constituent
les premiers modèles de transition d’échelle pour les matériaux ayant un comportement
linéaire. Ces modèles considèrent respectivement l’hypothèse de l’uniformité des champs
de déformation et de contrainte au sein du matériau concerné. De ce fait, ces approches
permettent d’établir respectivement des bornes supérieures et inférieures du comportement
linéaire baptisés bornes de Voigt [208] et de Reuss [209].
Schémas auto-cohérents. Perçues comme étant des techniques d’homogénéisation plus
pertinentes, les approches auto-cohérentes reposent essentiellement sur le problème d’Eshelby
[210] en élasticité linéaire. Celui-ci suppose qu’une phase ϕ peut être donnée comme une
inclusion ellipsoïdale immergée dans une matrice représentant le milieu environnant, ce
dernier étant un milieu homogène virtuel soumis à des conditions aux limites homogènes
à l’inﬁni. Par déﬁnition, une phase ϕ est donnée par un ensemble de cristaux constitutifs
ayant des orientations cristallographiques assez proches.
Les premiers schémas auto-cohérents sont développés par Hershey [138] et Kröner [211].
Dans ce contexte, le matériau est constitué d’un ensembleN de phases de fraction volumique
fϕ et la matrice environnante est représentée par le milieu homogène équivalent (MHE) dont
les caractéristiques mécaniques sont les inconnues du problèmes. On note également que
l’interaction inclusion-matrice est supposée parfaite.
Les schémas auto-cohérents reviennent à traiter N problèmes d’Eshelby (Figure 3.4).
L’état de contrainte moyenne d’une inclusion hétérogène est donné par :
σ
∼
ϕ = Σ
∼
+Λ
≈
eff :
(
I
≈
− S
≈
−1
)
:
(
ε
∼
ϕ −E
∼
)
(3.60)
où S
≈
est le tenseur d’Eshelbly et E
∼
la déformation de la matrice à l’inﬁni donnée par :
E
∼
=
〈
ε
∼
〉
=
∑
ϕ
fϕ ε
∼
ϕ (3.61)
où ε
∼
ϕ est la déformation de l’inclusion. En introduisant un module d’élasticité d’un milieu
de référence [211] et tenant compte de la linéarité du comportement local, la relation de
localisation s’écrit :
ε
∼
=
(
I
≈
+ S
≈
: Λ
≈
eff : δλ
≈
)−1
: E
∼
(3.62)
où δλ
≈
est issue de la décomposition du module d’élasticité du milieu de référence. Le pre-
mier terme du membre à droite de la relation (3.62) est équivalent au tenseur de localisation
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A
∼
dont la moyenne est égale au tenseur d’identité I
≈
. Compte tenu de la linéarité du com-
portement global, le module d’élasticité eﬀectif est donné selon :
Λ
≈
eff =
〈
λ
≈
:
(
I
≈
+ S
≈
: Λ
≈
eff : δλ
≈
)−1〉
(3.63)
λ
≈
étant le module d’élasticité local d’une inclusion.
Figure 3.4 – Schématisation du principe du modèle auto-cohérent.
3.3.2.2 Modèles d’homogénéisation en non linéaire
Comme suite à un bref exposé de quelques modèles d’homogénéisation en élasticité li-
néaire, le présent paragraphe s’attache à des extensions de ces approches aux matériaux
ayant un comportement non linéaire. Le traitement de ces extensions représentent un do-
maine de recherche en plein essor et la validité de celles-ci n’est guère évidente. Un grand
nombre de modèles d’homogénéisation est développé dans le cadre d’extensions des ap-
proches en élasticité linéaire. Dans ce qui suit, on se consacre à une présentation de ces
modèles en s’attachant essentiellement aux formulations permettant in ﬁne des calculs de
structures. On renvoie le lecteur aux références citées pour les développements complets.
Modèle de Lin-Taylor et modèle statique. Dans une première approche, Taylor [160]
postule l’uniformité des champs de déformation plastique ε
∼
p de chaque phase ϕ. Celle-ci
est égale au tenseur de déformation à l’échelle globale E
∼
. Cette approche, équivalente à
la borne de Voigt [208] en élasticité linéaire, est étendue par Lin [212] en vue d’une prise
en compte des champs de déformations élastiques. De par cette extension le tenseur des
contraintes localisées est donné par :
σ
∼
ϕ = Σ
∼
+ 2µ
(
E
∼
ϕ, p − ε
∼
p
)
(3.64)
où µ est le module de cisaillement. En raison d’une surestimation de la prédiction du
comportement non linéaire, bon nombre de versions dérivées de l’approche de Lin-Taylor
[212] ont été proposées par la suite. Celles-ci s’attachent essentiellement à une « relaxation »
de certaines composantes du tenseur de déformation. Dans un tel contexte, on peut citer
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entre autres les modèles « Relaxed Constraints », les modèles « LAMEL » et « ALAMEL »
ou encore l’approche « Constrained Hybrid » [161,213–216].
Si le modèle de Lin-Taylor [212] postule l’uniformité des champs de déformation, le
modèle statique est une approche duale proposée dans un premier temps par Sachs [217]
et est généralisée ultérieurement par Batdorf et Budiansky [218]. À noter que le modèle
statique est équivalent à la borne de Reuss [209] en élasticité linéaire.
Modèle de Kröner. Le modèle de Kröner [219] s’illustre comme étant une première
extension du schéma auto-cohérent au comportement non linéaire. Pour rappel, celui-ci
consiste en la résolution d’un problème auxiliaire qui assimile chaque phase ϕ à une inclusion
ellipsoïdale immergée dans une matrice, dont les propriétés sont celles d’un milieu homogène
équivalent (MHE). Dans le contexte du schéma de Kröner [219], un comportement non
linéaire de type élastoplastique est attribué au milieu homogène équivalent (MHE). Le
champ de déformation plastique au sein de la matrice est celui qui est donné à l’échelle
globale E
∼
p, i.e. moyenne des déformations plastiques à l’échelle des inclusions ε
∼
ϕ, p. De ce
fait, le tenseur des contraintes localisées dans le modèle de Kröner [219] est donné via les
méthodes d’Eshelby [210], ainsi selon la diﬀérence entre les tenseurs E
∼
p et ε
∼
ϕ, p, i.e. source
de contraintes internes :
σ
∼
ϕ = Σ
∼
+Λ
≈
:
(
I
≈
− S
≈
)
:
(
E
∼
p − ε
∼
ϕ, p
)
(3.65)
Il est évident que la relation (3.65) fait intervenir une accommodation élastique LK car
donnée par le terme Λ
≈
:
(
I
≈
− S
≈
)
. Dès lors qu’une inclusion sphérique est considérée, la
relation (3.65) se ramène à :
σ
∼
ϕ = Σ
∼
+ 2µ (1− β) :
(
E
∼
p − ε
∼
ϕ, p
)
(3.66)
β =
2 (4− 5 ν)
15 (1− ν) (3.67)
β étant un paramètre d’élasticité fonction du coeﬃcient de Poisson ν de la matrice. Cepen-
dant, pour un coeﬃcient de Poisson ν = 0, 3 ; la relation (3.66) devient quasi-équivalente
à la loi de localisation du modèle de Lin-Taylor [212] (3.64). Plus concrètement, celle-ci ne
diﬀère que d’un terme (1− β), i.e. d’une valeur de 0,5. Les interactions locales inclusions-
matrice sont, à l’image du modèle de Lin-Taylor [212], bien surestimés et conduisent à une
prédiction du comportement global trop raide. Par ailleurs, le manque de rigueur du mo-
dèle de Kröner [219] est dû au fait que la déformation plastique st considérée comme étant
libre au sens d’Eshelby [210], son évolution n’est donc pas liée aux incréments du tenseur de
contrainte. De ce fait, le modèle de Kröner [219] se traduit en un problème équivalent à celui
d’un comportement élastique de la matrice en dépit d’une attribution d’une déformation
non linéaire.
Modèle incrémental de Hill. Comme suite au modèle de Kröner [219], Hill [220] pro-
pose une formulation alternative permettant une extension du schéma auto-cohérent au
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comportement non linéaire. Le fondement du modèle de Hill [220] consiste en l’aﬀectation
d’un comportement non linéaire de type élastoplastique d’une manière concrète au milieu
homogène équivalent (MHE). Le traitement du modèle de Hill [220] est mené d’une manière
incrémentale, i.e. une linéarisation de la loi de comportement à l’échelle locale et à l’échelle
globale exprimée en vitesse selon :
σ˙
∼
= Λ
≈
: ε˙
∼
(3.68)
Σ˙
∼
= Λ
≈
eff : E˙
∼
(3.69)
Λ
≈
et Λ
≈
eff étant les modules instantanés tangents de type non linéaires respectivement
associés à l’échelle locale et et l’échelle globale. La loi de localisation de Hill [220] du
tenseur des contraintes au sein d’une phase ϕ prend une forme quasi-équivalente à celle
de Kröner [219] (3.65). Dans le présent contexte, la vitesse de contrainte moyenne au sein
d’une inclusion σ˙
∼
ϕ a pour expression :
σ˙
∼
ϕ = Σ˙
∼
+L
≈
H :
(
E˙
∼
− ε˙
∼
ϕ
)
(3.70)
L
≈
H = Λ
≈
eff :
(
S
≈
−1 − I
≈
)
(3.71)
où L
≈
H est un tenseur d’accommodation élastoplastique. En adoptant les méthodes de calcul
d’Eshelby [210], il s’ensuit par homogénéisation que le module tangent eﬀectif Λ
≈
eff est
donné par :
Λ
≈
eff =
〈
Λ
≈
:
(
Λ
≈
+L
≈
H
)−1
:
(
Λ
≈
eff +L
≈
H
)〉
(3.72)
Il est clair que le modèle « incrémental » de Hill [220] permet une meilleure prise en
compte de l’accommodation plastique que le modèle de Kröner [219]. La prédiction du com-
portement à l’échelle globale est bien réaliste. Or, le traitement numérique du modèle de
Hill est assez complexe. Celui-ci consiste en la résolution « d’équation intégrale » outre l’es-
timation du tenseur d’accommodation L
≈
H et du module tangent eﬀectif Λ
≈
eff . Cependant,
on peut noter qu’en dépit de la complexité de la mise en œuvre numérique, le modèle de
Hill [220] est assez intéressant du fait qu’il s’attache à linéariser d’une manière incrémentale
un problème d’homogénéisation en non linéaire.
Extension de Hutchinson. Le modèle de Hutchinson [221] consiste en une extension
de l’approche incrémentale élastoplastique de Hill [220] à un comportement viscoplastique.
Dans ce contexte, la linéarisation de loi de comportement locale utilise des modules de
complaisances tangents Υ
≈
tg, ϕ permettant une déﬁnition d’un milieu dit homogène de com-
paraison linéarisé. La loi de comportement locale linéarisée est donnée par :
ε˙
∼
= Υ
≈
tg, ϕ : σ˙
∼
(3.73)
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La réponse globale du matériau est caractérisée par un module de complaisances tangent
Υ
≈
tg. Par ailleurs, Hutchinson [221] propose une formulation alternative à la relation in-
crémentale (3.73). Celle-ci est donnée sous forme intégrée et s’attache au cas particulier
dans lequel l’ensemble des phases ϕ est caractérisé par le même coeﬃcient de viscosité n
correspondant à loi d’écoulement non linéaire locale (3.7). Cette formulation alternative
utilise des modules de complaisances sécants Υ
≈
sct, ϕ au lieu du module tangent Υ
≈
tg, ϕ. La
loi de comportement locale ainsi linéarisée a pour relation :
ε˙
∼
= Υ
≈
sct, ϕ : σ˙
∼
(3.74)
De par son aspect non incrémental, la formulation (3.74) permet une détermination assez
aisée des réponses mécaniques instantanées. Cependant, Hutchinson [221] met en évidence
l’équivalence du comportement mécanique non linéaire prédit par les formulations incré-
mentales et tangentes. Par ailleurs, la réponse mécanique à l’échelle globale n’est guère
réaliste et est quasiment proche du modèle de Lin-Taylor (3.64).
Modèle sécant de Berveiller-Zaoui. La formulation sécante de Berveiller-Zaoui [222]
découle d’une formulation intégrée du modèle incrémental de Hill [220]. Il est valide pour
les matériaux globalement isotropes, pour des sollicitations quasi-statiques monotones et
radiales. Si l’on considère une inclusion sphérique immergée dans une matrice caractérisée
par un module tangent non linéaire, la loi de localisation du tenseur des contraintes du
modèle de Berveiller-Zaoui [222] est donnée par :
σ
∼
ϕ = Σ
∼
+ 2µα (1− β) :
(
E
∼
p − ε
∼
ϕ, p
)
(3.75)
1
α
= 1 +
3
2
µ
Epéq
Σéq
(3.76)
Il est évident que la relation (3.75) s’apparente à la loi de localisation du modèle de Krö-
ner (3.66). On rappelle que β est un paramètre fonction du coeﬃcient de Poisson ν de la
matrice. Cependant, la présente relation de concentration du tenseur des contraintes (3.75)
fait intervenir une variable scalaire α qui traduit l’accommodation non linéaire. Son expres-
sion est donnée en fonction des tenseurs équivalents au sens de von Mises des tenseurs de
déformation et de contrainte à l’échelle globale, notés respectivement Epéq et Σéq (3.91).
En dépit de sa restriction aux sollicitations de chargement simple, le modèle de Berveiller-
Zaoui [222] a le mérite de combiner une loi de localisation de type Kröner (3.66) et d’une
accommodation non linéaire. Cette accommodation permet une prise en compte des méca-
nismes élémentaires, notamment ceux d’écrouissage, via la variable α. Celle-ci est égale à
l’unité dans le cadre de l’élasticité linéaire et a tendance à diminuer lors de l’écoulement
non linéaire. On note également que cette tendance a pour conséquence une diminution des
niveaux des contraintes internes, permettant ainsi une prédiction assez réaliste du compor-
tement global.
Modèle en β de Cailletaud-Pilvin. Si l’extension de Berveiller-Zaoui [222] permet une
prise en compte de la non linéarité du comportement de la matrice via l’introduction d’une
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variable scalaire α (3.91) dans la relation de localisation de Kröner (3.65), le modèle dit de
« la règle en β » de Cailletaud-Pilvin [223, 224] écrit la loi de concentration à l’aide d’une
variable tensorielle phénoménologique β
∼
permettant une considération de l’accommodation
non linéaire. La variable d’accommodation non linéaire β
∼
permet une réduction des sources
de contraintes internes, i.e. interphases. À l’inverse du modèle de Berveiller-Zaoui [222],
celle-ci est introduite de manière à conserver le terme d’accommodation linéaire de Kröner
[219] LK . Plus concrètement, au lieu de multiplier ce dernier par un terme non linéaire,
la présente loi de localisation substitue le tenseur de déformation non linéaire ε
∼
ϕ, p dans
la relation de Kröner (3.65) par la variable β
∼
. Si l’on considère une inclusion sphérique
immergée dans une matrice ayant un comportement non linéaire, la loi de concentration du
tenseur de contrainte est donnée par :
σ
∼
ϕ = Σ
∼
+ 2µ (1− β) :
(
B
∼
− β
∼
ϕ
)
(3.77)
B
∼
=
〈
β
∼
ϕ
〉
=
∑
ϕ
fϕ β
∼
ϕ (3.78)
β étant le même paramètre élastique utilisé dans le modèle de Kröner (3.65) et B
∼
le tenseur
d’accommodation à l’échelle globale. Par ailleurs, la variable d’accommodation non linéaire
β
∼
peut évoluer selon un certain nombre de relations, le plus souvent de type Frederick-
Armstrong [179] et Chaboche [180] :
β˙
∼
ϕ
= ε˙
∼
p, ϕ −D
(
β
∼
ϕ − δ ε
∼
p, ϕ
)
ε˙p, ϕéq (3.79)
ε
∼
p, ϕ
éq
étant la déformation non linéaire au sens de von Mises d’une ϕ donnée. D et δ sont
deux paramètres du matériau. À noter que dès lors le paramètre δ est égal à l’unité, ou
éventuellement D est nul, le modèle en β [223,224] est équivalent à celui de Kröner [219] et
considère uniquement une accommodation élastique. Par ailleurs, une valeur nulle du pa-
ramètre δ permet une évolution non linéaire de la variable d’accommodation β
∼
. La relation
(3.79) permet également d’introduire des eﬀets supplémentaires liés à des phénomènes de
ﬂuage et de restauration globale [207], i.e. :
β˙
∼
ϕ
= ε˙
∼
p, ϕ −D εp, ϕéq β
∼
ϕ −
(
βϕéq
M
)m β
∼
ϕ
βϕéq
(3.80)
où M et m sont des paramètres du matériau liés à la restauration dynamique globale de
celui-ci. β
∼ éq
est la variable d’accommodation non linéaire au sens de von Mises de β
∼
.
En outre, de récentes généralisations et extensions du modèle en β ont été récemment
proposées, notamment dans les références [225, 226]. Une des extensions intéressantes se
destine aux matériaux à solidiﬁcation dirigée proposée initialement par Saï et al. [227]
et par Martin et al. [228]. La version modiﬁée du modèle consiste en l’utilisation d’un
variable tensorielle D au lieu d’un scalaire dans la relation (3.79) en vue d’une prise en
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compte de l’orientation géométrique anisotrope des grains, considérés comme des inclusions
cylindriques. À noter que dans ce cas, l’évolution de la variable β
∼
est donnée selon le tenseur
de déformations totales ε
∼
et non plus selon le tenseur de déformations non linéaires ε
∼
p.
En dépit de son aspect phénoménologique, le modèle en β permet une prédiction bien
réaliste du comportement non linéaire global, tant en sollicitations monotones que com-
plexes, i.e. cycliques. Il est évident que le modèle en β est bien intéressant du point de vue
de l’étendue de son applicabilité. Cependant, celui-ci nécessite une identiﬁcation de para-
mètres supplémentaires, notamment D ou éventuellement δ, M et m, en vue d’un recalage
du comportement global. Dans ce contexte, la procédure d’identiﬁcation peut être menée
en comparant celle-ci à d’autres techniques de transitions d’échelles.
Modèle tangent de Molinari et al.. Le modèle de Molinari et al. [229] est, à l’instar du
modèle de Berveiller-Zaoui [222], issu d’une extension de l’approche de Hill [220], i.e. une
forme intégrée non incrémentale de celle-ci. Cependant, la linéarisation du problème non
linéaire tant à l’échelle globale qu’à une échelle locale est eﬀectuée d’une manière équivalente
à la première extension de Hutchinson, i.e. par le biais d’un module tangent Λ
≈
tg. Dans ce
contexte, la transition d’échelle s’appuie sur les relations d’homogénéisation en thermo-
élasticité impliquant une prise compte des contraintes résiduelles [207]. Les relations des
lois de comportement linéarisées respectivement à une échelle locale et à l’échelle globale
sont données selon :
σ
∼
= Λ
≈
tg, ϕ : ε
∼
+ σ
∼
r (3.81)
Σ
∼
= Λ
≈
tg : E
∼
+Σ
∼
r (3.82)
où σ
∼
r et Σ
∼
r sont les tenseurs de contraintes respectivement à l’échelle locale à l’échelle
globale. Si le modèle tangent de Molinari et al. [229] est introduit pour des structures
isotropes, Lebensohn et Tomé [230] l’étendent aux matériaux globalement anisotropes. Par
ailleurs, une extension de ce modèle aux transformations ﬁnies a été ultérieurement mise
en œuvre par Molinari et al. [231].
Cependant, la compatibilité des formulations tangentes aux échelles locales (3.81) et
globales (3.97) est bien souvent remise en question [232]. Le modèle tangent nécessite de
se donner au préalable la forme du module global. Cet aspect limite ainsi son utilisation
aux lois en puissance ayant le même coeﬃcient de viscosité n à l’échelle locale. Par ailleurs,
la prédiction du comportement non linéaire global via la formulation tangente est le plus
souvent bien souple et a tendance à converger vers la borne de Reuss [230].
Modèle aﬃne de Masson et al.. Si le domaine d’application du modèle de Molinari
et al. [229] est assez restrictif, la formulation aﬃne de Masson et al. [232] vient étendre
celui-ci en utilisant également une linéarisation tangente à l’échelle locale, mais surtout en
s’appuyant sur la notion du milieu hétérogène linéaire de comparaison introduite par Ponte
Castañeda [233]. Cette dernière permet une utilisation des relations d’homogénéisation
courantes en thermo-élasticité en vue d’une caractérisation du comportement du matériau
à l’échelle globale. Si le comportement global linéarisé présente une relation équivalente à
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celle donnée par Molinari et al. [229] (3.97), celui-ci n’a aucune raison d’être tangent au
comportement non linéaire à cette échelle, ce qui vaut au modèle de Masson et al. [232] le
caractère d’aﬃne. Dans ce contexte, la relation de comportement global est donnée par :
Σ
∼
= Λ
≈
aff : E
∼
+Σ
∼
r (3.83)
où Λ
≈
aff est le module aﬃne global. À l’inverse du modèle de Molinari et al. [229], la for-
mulation aﬃne permet une bien meilleure prise en compte des hétérogénéités locales. Le
comportement des diverses phases locales ne se restreint pas à des lois en puissance ayant
le même coeﬃcient de viscosité n. Il est également intéréssant de noter que des extensions
du modèle aﬃne de Masson et al. [232] permettent une prise en compte des hétérogénéi-
tés intragranulaires sont proposées [234, 235]. Par ailleurs, bon nombre d’études récentes
utilisent la formulation aﬃne de Masson et al. [232] notamment dans la modélisation des
procédés de mise en forme [236].
Formulations variationnelles de Talbot-Willis et de Ponte Castañeda. Les ap-
proches respectives de Talbot-Willis [237] et Ponte Castañeda [233] constituent une exten-
sion du principe variationnel de Hashin-Shtrikman [238] au comportement non linéaire. Les
présentes formulations variationnelles s’attachent à une estimation de nouvelles bornes plus
restrictives que celles données par le modèle de Lin-Taylor [212] ou éventuellement par le
modèle statique [218]. Pour ce faire, Talbot et Willis [237] suivis de Ponte Castañeda [233]
utilisent une approche thermodynamique permettant une caractérisation du comportement
local des phases par le biais d’un potentiel énergétique convexe, le plus souvent de type qua-
dratique. Si la formulation de Talbot-Willis [237] fait appel à un milieu linéaire homogène,
celle de Ponte Castañeda introduit la notion de milieu linéaire hétérogène de comparaison
tenant compte d’informations microstructurales bien plus conséquentes. À savoir que l’es-
timation de nouvelles bornes supérieures se fait par minimisation de la diﬀérence entre un
potentiel eﬀectif associé au milieu hétérogène non linéaire et celui du milieu de comparaison.
Le statut de borne supérieure de la formulation variationnelle de Ponte Castañeda [233]
permet de mener une confrontation entre les diverses extensions du schéma auto-cohérent
au comportement non linéaire. Il est évident que, dans le cadre de l’élasticité linéaire,
l’ensemble des modèles auto-cohérents sont bien équivalents. Cependant, dès lors qu’une
non linéarité est introduite, la prédiction du comportement eﬀectif varie en raison des
divers traitements de la localisation. Par ailleurs, selon les études menées par Gilormini
et Bornert [126, 239, 240], certaines extensions auto-cohérentes peuvent ne pas respecter
cette nouvelle borne et sont donc à proscrire. Plus concrètement, la violation de la borne
variationnelle s’attache essentiellement à la non linéarité locale et au contraste entre phases.
À savoir que cet aspect intervient dans l’ensemble des méthodes de linéarisation, notamment
les formulations incrémentales, sécantes, tangentes ou encore aﬃnes.
Modèle de second ordre de Ponte Castañeda. La quasi-totalité des modèles pré-
sentés ci-dessus présentent une estimation des modules de linéarisation via les moyennes
des champs locaux de déformation par phase, i.e. via un calcul de premier ordre. La pré-
sente formulation de Ponte Castañeda [241] permet l’extension de celle-ci en vue d’une
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prise en compte accrue des hétérogénéités intraphases. Cet aspect vaut au modèle de Ponte
Castañeda [241] l ?appellation de procédure de second ordre. Cette procédure utilise un
potentiel thermo-élastique de référence, i.e. la notion d’un milieu hétérogène linéaire de
comparaison. Ce dernier est donné selon les contraintes et les déformations locales qui ne
sont pas nécessairement homogènes. Dans ce contexte, l’estimation du module est eﬀectué
par le biais de la minimisation de la densité énergétique eﬀective du matériau homogénéisé
obtenu via les potentiels locaux non linéaires. Par ailleurs, contrairement aux formulations
variationnelles présentées ci-dessus, le modèle de second ordre ne se destine pas à l’obten-
tion de nouvelles bornes, mais permet le plus souvent une orientation du choix de méthode
de linéarisation à utiliser.
Du fait d’une prise en compte d’informations microstructurales assez conséquentes, le
traitement numérique de la procédure de second ordre de Ponte Castañeda [241] n’est
guère aisée. Ceci est mis en évidence dans l’optimisation de la densité d’énergie globale.
Dans une première approche, l’utilisation d’un module tangent, désigné sous le terme de
second ordre tangent, peut ne pas respecter la borne variationnelle [242]. Bien que cette
méthode permette le plus souvent une prédiction correcte du comportement non linéaire
global, la violation de la borne variationnelle est fréquemment constatée lorsque le matériau
présente des phénomènes de percolation, i.e. d’importantes ﬂuctuations des champs locaux
en intraphases [242]. Cette première formulation de second ordre ne permet pas une prise en
compte de ces phénomènes locaux. De ce fait, celle-ci est reformulée de manière à intégrer
les phénomènes de ﬂuctuations pour ne pas violer la borne variationnelle [243,244].
Il est évident que le modèle de second ordre de Ponte Castañeda [241] permet une prise
en compte accrue d’informations microstructurales, notamment celles qui sont liées aux
hétérogénéités intraphases. De ce fait, la prédiction du comportement non linéaire global
est le plus souvent assez correcte, mais surtout plus souple que celle des modèles de premier
ordre présentés précédemment. Toutefois, le traitement numérique du modèle de Ponte
Castañeda [241] est complexe, et le choix de la méthode de linéarisation au comportement
local n’est guère évident [15].
Discussion des modèles en champs moyens. Il est évident que bon nombre de mé-
thodes de linéarisation peuvent être employées dans le cadre des extensions du schéma
auto-cohérent au comportement non linéaire. Si le traitement numérique des schémas de
second ordre est le plus souvent assez complexe [15], les formulations de premier ordre consi-
dèrent des modules de linéarisation homogènes par phase constitutive. La microstructure
du matériau linéarisé est prise identique à celle du matériau non linéaire de base. De ce fait,
les formulations de premier ordre peuvent très bien être adaptées au contexte du travail
actuel. Celles-ci peuvent être utilisées dans la procédure d’identiﬁcation des paramètres des
équations constitutives à une échelle locale.
Cependant, il certain que la réponse du matériau global eﬀectif dépend du modèle
d’homogénéisation, ou plus concrètement de la méthode de linéarisation utilisée. On rappelle
également certaines études antérieures menées notamment par Gilormini et Bornert [126,
239,240] mettent en évidence que selon la nature du matériau et du contraste local, certaines
approches auto-cohérentes peuvent en eﬀet violer les bornes variationnelles (Figure 3.5).
Par conséquent, le choix du modèle de transition d’échelle en champs moyens doit tenir
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compte de la répartition statistique disponible au sein du matériau et de la pertinence des
interactions vis-à-vis des phénomènes physiques élémentaires.
(a) Confrontation des modèles sécant, intermé-
diaire et tangent à complaisances anisotropes
(AS, AI, AT) et isotropes (IS, II, IT) avec la
borne variationnelle supérieure (Sup.) de Ponte
Castañeda et avec la borne inférieure de Reuss
[240]
(b) Évolution de la contrainte d’écoulement non li-
néaire normalisée d’un matériau de type CFC iso-
trope selon sa sensibilité à la vitesse. Estimations
auto-cohérentes utilisant diﬀérentes formulations :
second ordre (SOE), aﬃne (AFF), incrémentale
(INC), tangent (TAN) et variationnelle (VAR SC).
Les bornes de Hashin-Shtrikman (HS), de Voigt
(UB) et de Reuss (LB) sont également tracées [126]
Figure 3.5 – Confrontation de diverses approches auto-cohérentes.
3.3.3 Approches en champs complets
À l’inverse des modèles en champs moyens, les techniques de transitions d’échelles en
champs complets requièrent une caractérisation complète de la stéréologie de la structure in-
terne du matériau considéré. Ces approches permettent une localisation spatiale des champs
mécaniques en tout point du matériau [18, 154, 155, 207, 245–247]. Il est évident que les
informations sur les mécanismes physiques élémentaires, notamment les phénomènes d’in-
teraction locales, sont bien plus conséquents que ceux donnés via les modèles en champs
moyens. Par conséquent, la prédiction du comportement non linéaire est bien plus perti-
nente. Cependant, il est clair que le coût des techniques de transitions d’échelles en champs
complets est bien plus élevé que celui des techniques en champs moyens [245].
En dépit du surcoût des présentes techniques, l’avènement de la puissance des ordi-
nateurs, mais également le développement des techniques de calculs parallèles, ont bien
contribué au déploiement de ces approches. Dans ce contexte, la méthode des éléments ﬁnis
(EF) est inéluctablement une technique de transition d’échelle bien adéquate. Son utilisa-
tion dans le cadre de la modélisation multi-échelle des matériaux hétérogènes ne requiert
aucune loi de localisation ou de concentration des tenseurs mécaniques globaux. Par ailleurs,
l’équilibre et la compatibilité entre cristaux constitutifs sont bien respectés au sens faible
des éléments ﬁnis [245].
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Dans le contexte de la modélisation multi-échelle des matériaux hétérogènes, la méthode
des éléments ﬁnis (EF) est fondée sur le même concept que la résolution d’un problème aux
limites macroscopique classique, i.e. calcul de structures mais associé à un savoir-faire en
science des matériaux. Celle-ci est le plus souvent couplée à un modèle de structure interne
(agrégat de cristaux constitutifs) virtuel [207, 245–247], voire issue d’une caractérisation
expérimentale [154,155], représentative d’un VER du matériau. Les équations constitutives
à l’échelle locale sont écrites en chaque point d’intégration (de Gauss) des éléments ﬁnis
discrétisant le VER. À noter que les propriétés locales, notamment les orientations cris-
tallographiques ou encore le tenseur d’élasticité, sont bien évidemment associées à chaque
constituant, plus précisément aux éléments ﬁnis de chaque constituant (Figure 3.6).
Figure 3.6 – Transition d’échelle via la méthode des éléments ﬁnis (EF) d’après [18]
Dans cette approche, le traitement numérique des structures hétérogènes permet un ac-
cès aisé aux mécanismes physiques élémentaires locaux. Plus concrètement, la méthode des
éléments ﬁnis (EF) permet, à titre d’exemple, une compréhension des mécanismes locaux
de déformation [154, 155], mais également de l’endommagement [18, 248]. Comme illustré
dans la première partie de ce manuscrit, ces mécanismes sont bien à l’œuvre au sein des
matériaux hétérogènes tels que l’acier AISI H11, notamment au niveau de l’incompatibi-
lité entre cristaux voisins où les champs mécaniques locaux atteignent le plus souvent des
valeurs bien conséquentes (cf. §2.4). En outre, la présente technique de transition d’échelle
permet également une estimation des propriétés globales eﬀectives du matériau homogé-
néisé à l’image des méthodes en champs moyens [207, 245, 246]. La prédiction des champs
globaux eﬀectifs via les méthodes en champs complets peut s’avérer bien plus pertinente
que celle en champs moyens, essentiellement dès lors que l’intérêt est porté aux sollicitations
complexes [100].
Par ailleurs, il est intéressant de noter que bon nombre d’études utilisent la méthode
des éléments ﬁnis (EF) dans le cadre de la modélisation multi-échelle des matériaux hé-
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térogènes. À titre d’exemples, Héripré et al. [103] et Gérard et al. [249] utilisent cette
méthode en vue de confronter une modélisation multi-échelle à des mesures de champs
par corrélation d’images, et ce, respectivement dans le cadre de sollicitations monotones
et cycliques. Une confrontation du comportement eﬀectif global aux résultats obtenus via
les approches en champs moyens a également fait l’objet d’une étude assez récente menée
par Gérard [100]. La présente approche a été utilisé par Guilhem [250] pour étudier l’eﬀet
des orientations cristallographiques sur les champs mécaniques locaux et l’apparition des
bandes de glissement persistantes en surface de l’acier AISI 316L pour des sollicitations
cycliques. L’auteur s’intéresse aussi à l’impact de la rugosité de surface sur les mécanismes
élémentaires locaux. Contrairement à l’approche de Guilhem [250], Rossiter et al. [251]
mènent une étude numérique aﬁn d’établir un lien entre les orientations cristallographiques
des cristaux constitutifs en surface et le proﬁl de rugosité engendrée lors de la sollicitation
du matériau. Par ailleurs, l’eﬀet d’interaction entre les cristaux en surface et en sous-surface
sur les champs mécaniques locaux a été étudié par Zeghadi [252]. La méthode des éléments
ﬁnis (EF) a également été utilisé dans le cadre de sollicitations thermomécaniques en vue
d’une confrontation aux mesures de champs locaux thermiques et mécaniques réalisées res-
pectivement par infrarouge et corrélations d’images [104].
Cette méthode semble donc adaptée aux diverses applications présentées ci-dessus. Ce-
pendant, le coût de résolution d’un problème aux limites d’un matériau hétérogène est
assez élevé, et ce, malgré l’avènement des techniques de parallélisation [253]. De ce fait,
des études récentes s’attachent au développement de la méthode de transformée de Fou-
rier rapide (FFT) appliquée au contexte de la modélisation multi-échelle des matériaux
hétérogènes en vue d’une investigation des champs complets des mécanismes physiques
élémentaires [254–256]. Cette méthode présente de meilleures performances en terme de
temps de calcul par rapport à la méthode des éléments ﬁnis (EF). Elle est a priori réservée
à l’étude des structures périodiques [254–256]. De ce fait, étant donné que le contexte du
travail actuel s’attache au comportement en surface, la méthode de transformée de Fourier
rapide (FFT) ne peut être envisagée.
3.3.4 Couplage de techniques de transition d’échelle
Dans un contexte où l’intérêt est porté au comportement global anisotrope d’une struc-
ture entière avec prise en compte des mécanismes physiques élémentaires, il convient d’ef-
fectuer un couplage de technique de transition d’échelle. Cette stratégie est bien souvent
employée lors de la simulation ou modélisation numérique des procédés de mise en forme (la-
minage, forgeage...) [236,257]ou d’impact [258], i.e. utilisant la théorie des transformations
ﬁnies, où l’on s’attache, non pas à la localisation des mécanismes physiques élémentaires,
mais essentiellement au caractère anisotrope et à l’évolution et à la génération de la texture
cristallographique globale. Dans cette optique, la validation de telles approches est com-
munément eﬀectués par la biais de confrontations à l’évolution de ﬁgures de pôles ﬁnales
mesurées par diﬀraction des rayons X, mais également via une dialectique calcul et essais
mécaniques [259].
Bon de nombre de couplages de techniques de transition peuvent être envisagés. Dans
le cas des applications telles que les procédés de mise en forme, la méthode des éléments
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ﬁnis (EF) est couramment employée à l’échelle structurale [236,257,259]. À chaque point de
Gauss d’un élément discrétisant la structure métallique est aﬀecté un agrégat de cristaux
constitutifs (Figure 3.7). Les tenseurs mécaniques en ces points d’intégration sont calculés
selon une technique d’homogénéisation donnée. Celle-ci est le plus souvent menée en champs
moyens, notamment avec des modèles de type Lin-Taylor [257,259], ou encore des extensions
sophistiquées du schéma auto-cohérent en non linéaire [259].
Figure 3.7 – Couplage de la méthode des éléments ﬁnis (EF) à une technique de transition
d’échelle d’après [18]
Si les modèles en champs moyens ne permettent pas une prise en compte de la stéréologie
de la structure interne du matériau, une approche en champs complets peut éventuellement
être utilisé aux points de Gauss. Il est possible d’aﬀecter un maillage « élémentaire » en
chaque point d’intégration et d’eﬀectuer une seconde homogénéisation par éléments ﬁnis
(EF) [260–263]. Cette approche est connue sous l’appellation de la méthode EF2. Dans
ce contexte, l’étude menée par Han [263] conﬁrme qu’au contraire de la méthode EF2,
une homogénéisation de type Lin-Taylor [212] a tendance à se rapprocher de la borne de
Voigt [208] même dans une stratégie de couplage.
En terme de temps de calcul, il est évident que le coût du couplage de techniques de
transition d’échelle est bien élevé. Celui-ci dépend essentiellement du nombre de cristaux
constitutifs par point de Gauss qui est souvent de l’ordre de de quelques centaines .À
noter également que d’autres paramètres sont liés au temps de calcul, comme le nombre
d’éléments ﬁnis, la méthode d’homogénéisation, la loi de comportement locale ou encore
le type de chargement... Peu d’études se sont penchées sur le temps de calcul pour des
problèmes de couplage. Dans ce contexte, on peut citer l’investigation menée par Mellbin
et al. [264] qui illustre la proportionnalité du temps de calcul par rapport au nombre de
cristaux constitutifs aﬀectés dans le cadre d’une transition d’échelle eﬀectuée par un modèle
de type Lin-Taylor [212]. Par ailleurs, cette étude [264] s’attache également à la comparaison
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du temps de calcul selon l’algorithme de résolution numérique de la loi de comportement à
l’échelle locale.
Malgré l’intérêt porté par le couplage de techniques de transition d’échelles, celui-ci
n’est guère nécessaire dans le présent travail. On rappelle que le contexte s’attache à la
localisation des champs mécaniques en surface de l’acier AISI H11. Par conséquent, à l’ex-
ception de la méthode EF2, les couplages utilisant un modèle en champs moyen ne peuvent
répondre à la problématique actuelle. Cependant, en raison du coût élevé et la mise en
œuvre numérique assez complexe de la méthode EF2 , il est judicieux d’opter pour une
approche plus aisée pour la résolution du problème aux limites.
3.4 Modèles à gradients
Il est bien évident que les approches multi-physiques et multi-échelles se destinent à
une prise compte des mécanismes élémentaires. Cependant, certains phénomènes physiques
articulés autour du comportement non linéaire ne sont pas pris en compte dans quasiment
l’ensemble des équations constitutives, phénoménologiques ou à base de densité de dislo-
cations (cf. §3.2). Il s’agit de mécanismes de gradient de la déformation non linéaire, liés
surtout aux longueurs internes, i.e. taille des cristaux constitutifs [247]. Selon la loi de
Hall-Petch, un lien entre les longueurs internes et le comportement d’une structure mé-
tallique est bien mis en évidence. Celui-ci se traduit par un durcissement structural assez
conséquent pour des cristaux constitutifs de faible taille, ce qui vaut à cet aspect l’eﬀet de
taille ou de longueurs internes. De ce fait, bon nombre de phénomènes élémentaires liés au
gradient de la déformation non linéaire, i.e. l’eﬀet de longueurs internes, peuvent aﬀecter
le comportement non linéaire global [247]. À titre d’exemple, l’eﬀet de longueurs internes
s’attache bien souvent aux mécanismes de micro-rotation du réseau cristallin, à l’origine
de la génération des sous-joints de grains mais à certaines mécanismes de l’écrouissage iso-
trope. On note également que cet eﬀet est bien présent dans la mécanique de la rupture des
structures métalliques [265]. Selon Jones et Ashby [40], les phénomènes physiques élémen-
taires liés aux mécanismes de gradient du champ de déformation non linéaire s’attachent
essentiellement à un type de dislocations dites « géométriquement nécessaires » ou encore
« d’accommodation géométrique » opérant le plus souvent au niveau des joints de grains.
Si le fondement des équations constitutives dans §3.2 s’appuie essentiellement sur le
mécanisme de mouvement ou de glissement des dislocations, celles-ci ne considèrent guère
les dislocations d’accommodation géométrique [265]. Il s’agit de défauts relatifs à des dis-
locations statistiquement distribuées issues du processus d’accumulation d’interaction des
dislocations lors de la déformation non linéaire. Celles-ci sont associées à un champs de dé-
formation localement homogène et ne s’attachent aucunement aux mécanismes élémentaires
tels que la micro-rotation du réseau. Par conséquent, le développement mathématique de
ces modèles est eﬀectué dans le milieu continu de Cauchy. Dans le contexte des modèles à
gradients, i.e. prise en compte des longueurs internes, une extension voire une généralisation
du milieu de Cauchy est nécessaire. On parle alors de milieux continus généralisés dans ce
dernier cas [247].
L’extension du milieu continu de premier ordre, i.e de Cauchy, consiste en une simple
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intégration de variables internes supplémentaires destinées à prendre en compte de l’eﬀet
de longueurs internes. Cette approche est utilisée dans un certain nombre de modèles, no-
tamment dans celui de Fournier et al. [183] où une variable liée à la taille des blocs de lattes
martensitiques est intégrée dans l’écrouissage cinématique. Par ailleurs, cette approche peut
également être adoptée dans les modèles à base de densité de dislocations, où l’on peut citer
le modèle ECP qui consiste en une extension du modèle de Tabourot et al. [176] en intégrant
une variable de taille de grain dans l’écrouissage isotrope. À noter également que d’autres
concepts peuvent être adoptés dans le cadre de l’extension du milieu de Cauchy, à savoir en
intégrant explicitement une variable liée à densité de dislocations d’accommodation géomé-
trique. Cette démarche est utilisée dans un certain nombre de modèles, notamment dans
les références. Cependant, lors de l’utilisation de méthode des éléments ﬁnis (EF), ces mo-
dèles reviennent à traiter le milieu de Cauchy de base en raison d’une absence de degrés
de liberté supplémentaires liés à l’accommodation géométrique des dislocations. De par ces
limitations, la généralisation du milieu continu de Cauchy est souvent privilégiée [247].
La théorie des milieux continus généralisés consistent le plus souvent en l’apport de
degrés de liberté supplémentaires indépendants par rapport de ceux du milieu de Cauchy
[247]. Dans cette approche, les modèles à gradients se distinguent essentiellement en :
– milieux d’ordre supérieurs, notamment le milieu micromorphe.
– milieux de degrés supérieurs, à savoir les milieux de Cosserat et de second gradient.
– milieux à gradients de variables internes.
Les modèles de la théorie des milieux continus généralisés ne sont pas traités dans le pré-
sent travail. Le lecteur intéressé peut se référer aux études de Forest [247] pour une revue
théorique détaillée de ces modèles et du développement de la théorie des milieux continus
généralisés. À noter que les degrés de liberté rajoutés dans cette théorie s’attachent es-
sentiellement à la micro-rotation ou encore au gradient de la déformation non linéaire du
réseau cristallin permettant une prise en compte des eﬀets de longueurs internes et ainsi de
l’accommodation géométrique des dislocations [247]. De par la théorie des milieux continus
généralisés, les eﬀets d’échelles sont bien considérés. Les modèles à gradients se destinent
essentiellement aux phénomènes de localisation que les modèles du milieu de Cauchy ne
prévoient pas correctement [183]. Par ailleurs, selon Besson et al. [207], leur utilisation est
bien pertinente dans le cadre de la théorie des transformations ﬁnies et surtout pour les
structures à « gros » grains. Les modèles à gradients présentent toujours un domaine de
recherche bien ouvert.
Dans le contexte de ce travail, étant donné à la taille assez faible des lattes marten-
sitiques, l’accommodation géométrique des dislocations, i.e. l’eﬀet des longueurs internes,
est négligée. En outre, l’investigation expérimentale menée au préalable n’a pas permis
de mettre en évidence de telles phénomènes. Par conséquent, le traitement numérique est
eﬀectué dans le cadre du milieu de Cauchy.
En résumé...
Le présent chapitre s’est consacré à une revue de modèles traitant le comportement ani-
sotrope et hétérogène des structures métalliques. Dans le contexte actuel, il est évident que
les approches phénoménologiques globales, notamment les modèles de type Hill [133–137]
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ou de Barlat-Karaﬁllis-Banabic [139–147] ne sont guère adéquats. Ces approches ne per-
mettent pas une prise en compte du caractère hétérogène et anisotrope local et présentent
bien souvent des anomalies quant à la prédiction du comportement non linéaire global. Le
schéma permettant de contourner l’ensemble de ces anomalies consiste en une approche
multi-physique et multi-échelle en vue d’une considération des mécanismes physiques élé-
mentaires, i.e. mouvement des dislocations. Dans une telle approche, les équations consti-
tutives sont écrites à une échelle locale, tandis que le comportement non linéaire global est
déduit par le biais d’une technique de transition d’échelle.
Les équations constitutives à l’échelle locale se distinguent en celles qui sont fondées
à partir des approches phénoménologiques et en celles qui s’appuient explicitement sur la
densité de dislocations. Ces dernières, dites encore quasi-physiques, s’attachent à une prise
en compte explicite des phénomènes physiques élémentaires, leurs valant une procédure
d’identiﬁcation des paramètres assez complexe à l’inverse des approches phénoménologiques.
De même, les techniques de transition d’échelle peuvent également se distinguer en des
approches en champs moyens et celles en champs complets. Si les approches en champs
moyens se contentent uniquement de quelques informations nécessaires sur la structure
interne du matériau, celles-ci peuvent être utilisées dans les procédures d’identiﬁcation des
paramètres du modèle multi-échelle. Cependant, bon nombre de modèles d’homogénéisation
en champs moyens sont développés et diﬀèrent selon les techniques de linéarisation du
comportement à l’échelle locale et globale. Les approches pouvant être utiles dans le présent
contexte doivent tenir compte de certains aspects, à savoir le type de sollicitations.
La prise en compte de stéréologie de la structure interne du matériau et des hétérogénéi-
tés locales est bien évidente dans les modèles en champs complets. Dans de telles approches,
la transformée de Fourier rapide (FFT) ne peut répondre au présent contexte. Celle-ci s’at-
tache à des milieux et conditions aux limites périodiques. De ce fait, seul la méthode des
éléments ﬁnis (EF) peut être envisagée en dépit de son coût. À noter également, qu’aucun
couplage de techniques de transitions d’échelle n’est nécessaire dans le présent contexte.
Par ailleurs, bien que la tendance actuelle s’attache à une prise en compte de l’eﬀet des
longueurs internes traduit par les dislocations d’accommodation géométriques, celui-ci est
par hypothèse négligé dans le présent contexte . À rappeler également que les modèles à
gradients s’articulent le plus souvent autour de l’utilisation de la théorie des transformations
ﬁnies.
Dans le contexte actuel, l’intérêt est essentiellement porté aux équations constitutives
de Méric-Cailletaud [20, 21] à une échelle locale. Celles-ci s’apparentent bien aux modèles
macroscopiques utilisés antérieurement par Velay [10], notamment les modèles 2M1C et
de l’Onera [207]. Le modèle de Méric-Cailletaud [20, 21] se destine en outre aux sollicita-
tions complexes, i.e. quasi-statiques et cycliques. La procédure d’identiﬁcation peut éven-
tuellement être menée par le biais de techniques de champs moyens à partir de données
macroscopiques. Cependant, en vue d’une investigation des champs mécaniques locaux, les
approches en champs complets, notamment la méthode des éléments ﬁnies (EF), sont bien
privilégiées.
119
Chapitre 3. Approches multi-échelles
120
Chapitre 4
Modélisation numérique des champs
mécaniques locaux en surface
” Présentée sous forme mathématique, l’erreur acquiert un grand prestige.
Le sceptique le plus endurci attribue volontiers aux équations de mystérieuses
vertus.”
Gustave Le Bon (1841-1931)
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En dépit de l’avènement de moyens expérimentaux bien avancés, la modélisation numé-rique constitue inéluctablement une voie complémentaire voire alternative à l’approche
expérimentale permettant une quantiﬁcation de certains mécanismes « non mesurables »
par de tels moyens. Le présent chapitre se destine à une investigation numérique des champs
mécaniques locaux en surface de l’acier AISI H11 via une modélisation multi-échelle dans
le cadre de l’hypothèse des petites perturbations. Dans un premier point, le formalisme
thermodynamique des modèles de comportement utilisés est présenté. La seconde partie
s’attache au schéma d’intégration numérique de ces modèles et à sa validité. Celle-ci est
suivie par l’identiﬁcation des paramètres du matériau. La quatrième partie se consacre à la
mise en place des calculs par éléments ﬁnis (EF), plus typiquement à la génération de mi-
crostructures virtuelles, des orientations cristallographiques, mais également à la procédure
de maillage et la parallélisation des calculs. Enﬁn, dans un dernier point, les impacts d’un
certain nombre de paramètres, à savoir la morphologie, les orientations cristallographiques
des lattes, l’écrouissage ou encore le proﬁl de surface, sur les champs mécaniques locaux en
surface sont traités, et ce, lors de sollicitations quasi-statiques monotones et cycliques.
4.1 Modèles de comportement : approche thermody-
namique
Dans le cadre d’un traitement numérique multi-échelle, il a été constaté au chapitre 3
que les équations constitutives locales à base de densité de dislocations requièrent une prise
en compte explicite des phénomènes physiques élémentaires, leur valant une procédure
d’identiﬁcation des paramètres assez complexe. L’intérêt est alors porté aux approches
phénoménologiques permettant également de rendre compte des mécanismes élémentaires
articulés autour des mouvements de dislocations. À rappeler qu’à l’inverse des approches
quasi-physiques, les modèles phénoménologiques résultent bien souvent de la théorie de la
thermodynamique des processus irréversibles. Dans le présent contexte, on s’attache au
formalisme thermodynamique du modèle dépendant du temps de Méric-Cailletaud [20, 21]
et d’une version modiﬁée de celui-ci explicitant la signiﬁcation physique de l’ensemble des
variables thermodynamiques considérées.
Même si les équations constitutives de Méric-Cailletaud [20, 21] constituent un modèle
de comportement local, les variables d’état interne, ou encore les équations de potentiels
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thermodynamiques peuvent être écrites à diverses échelles. Cet aspect requiert une déﬁni-
tion bien précise des échelles à considérer, qui est longuement restée assez « ﬂoue » jusqu’à
présent. Partant du principe que de telles équations régissent les mécanismes articulés au-
tour du mouvement de dislocations, il semble cohérent de déﬁnir l’échelle d’un système de
glissement donnée s comme étant une échelle micro. En se basant sur le lemme de Hill-
Mandel, le comportement global d’un matériau homogénéisé ne peut être obtenu qu’à une
échelle macro. De ce fait, il convient d’attribuer cette déﬁnition à l’échelle du volume élé-
mentaire représentative (VER). Enﬁn, une échelle intermédiaire méso est souvent attribuée
à un cristal ou à un groupement d’un certain nombre de cristaux constitutifs proches. Dans
le contexte actuel, on déﬁnit l’échelle d’une latte martensitique donnée comme étant une
échelle méso 1. Pour conclure, trois échelles micro−méso−macro distinctes sont considé-
rées pour la modélisation multi-échelle (Figure 5.1), liées par des techniques de transitions
d’échelle.
Figure 4.1 – Déﬁnition des diverses échelles concernées dans le traitement numérique
Dans ce qui suit, comme suite à quelques aspects fondamentaux pré-requis pour la mé-
canique des milieux continus, on se destine au formalisme thermodynamique multi-échelle
dans le cadre d’une homogénéisation en champs complets (cf. §3.3.3) des équations consti-
tutives du modèle de Méric-Cailletaud [20,21] et de sa version modiﬁée.
4.1.1 Quelques aspects fondamentaux
La présente discussion de la mécanique des milieux continus de Cauchy suit inélucta-
blement bon nombre d’ouvrages détaillant la théorie de la thermodynamique des processus
1. Aucune déﬁnition n’est attribuée aux échelles des paquets de lattes martensitiques et des anciens
grains austénitiques. Celles-ci se situent entre les échelles méso et macro.
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irréversibles, à savoir Germain [266], Truesdell [267], Nguyen, Lemaitre et Chaboche [197]
ou encore Gurtin et al. [268]. Les études se destinent essentiellement au comportement non
linéaire globale à l’échelle macro. Dans le contexte actuel, le formalisme thermodynamique
à l’échelle macro intègre les variables d’état interne locales à l’échelle méso et peut éven-
tuellement permettre une prise en compte de celles à l’échelle micro. On rappelle, en outre,
que l’on se restreint à l’hypothèse des petites perturbations (HPP), i.e. une décomposition
additive du tenseur de déformation totale :
ε
∼
= ε
∼
él + ε
∼
in (4.1)
où ε
∼
él et ε
∼
in sont respectivement les tenseurs de déformation linéaire et non linéaire.
Principe des puissances virtuelles. Si l’on considère un domaine D d’un solide de
référence Ω de vecteur unitaire normal n à la surface S = ∂D, la puissance virtuelle des
eﬀorts extérieurs Pext appliqués à ce domaine résulte d’un terme volumique et d’un terme
surfacique :
Pext =
∫
D
f . v′ dΩ +
∫
∂D
F . v′ dS (4.2)
f et F étant respectivement les eﬀorts extérieurs de volume et de surface. v′ représente
le champs de vitesses virtuelles arbitraires continûment dérivables dans le domaine D. Par
ailleurs, la puissance virtuelle dissipée des eﬀorts intérieurs Pint est donnée selon :
Pint = −
∫
D
σ
∼
: ε˙
∼
′ dΩ (4.3)
où ε˙
∼
′ est le champs de vitesses virtuelles de déformations. En appliquant le théorème de
Green-Ostrogradski, la relation (5.3) peut se transformer en :
Pint =
∫
D
(
divσ
∼
)
. v′ dΩ−
∫
∂D
(
σ
∼
. n
)
: v′ dS (4.4)
Le principe des puissance virtuelles postule que dans un référentiel donné, la puissance
virtuelle de l’ensemble des eﬀorts extérieurs et intérieurs appliqués est nulle à chaque instant,
et ce, pour tout mouvement virtuel considéré. De par ce postulat, les relations (4.1), (4.2)
et (4.3) donnent l’égalité qui suit :
∫
D
(
divσ
∼
+ f
)
. v
∼
′ dΩ−
∫
∂D
(
σ
∼
. n− F
)
. v
∼
′ dS = 0 (4.5)
À savoir que l’égalité (4.5) traduit l’équilibre mécanique local dans le solide de référence Ω,
i.e. :
divσ
∼
+ f = 0 (4.6)
σ
∼
. n = F (4.7)
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Il est évident que le principe des puissances virtuelles ci-dessus est analogue à une
formulation à une échelle macro. Cependant, dans le présent contexte, il également possible
d’apporter une contribution des eﬀorts à l’échelle micro dans la déﬁnition de la puissance
virtuelle des eﬀorts intérieurs Pint [268,269]. Si l’on suppose qu’on se place dans le contexte
d’une élasticité méso linéaire, la puissance virtuelle Pint est donnée selon :
Pint = −
∫
D

σ∼ : ε˙∼e′ +
Ni∑
s=1
πs γ˙s
′

 dΩ (4.8)
où Ni est le nombre de système de glissement potentiellement activés et ε˙
∼
e′ le champs
virtuel de déformation linéaire . πs représente l’eﬀort à l’échelle micro associée à la vitesse
de cisaillement virtuelle d’un système s donnée γ˙s
′
. Considérant que la puissance des eﬀorts
extérieurs Pext est inexistante et que le champs de déformation virtuelle totale ε˙
∼
′ est nul,
l’application du principe des puissances virtuelles conduit à l’annulation de celle des eﬀorts
intérieures Pint (4.8). Par ailleurs, de par les équations de la cinématique des systèmes de
glissement permettant d’écrire (cf. §4.1.2.2) :
ε˙
∼
e′ = −
Ni∑
s=1
γ˙s
′
sym (ls ⊗ ns) (4.9)
il est en eﬀet possible de donner une déﬁnition consistante de la cission résolue τ s déjà
présentée dans §3.2, i.e. :
τ s = ns . σ
∼
. ls = σ
∼
: sym (ls ⊗ ns) (4.10)
Plus typiquement, l’introduction des relations (4.9) et (4.10) dans (4.8) permet d’établir
l’égalité qui suit :
τ s = πs (4.11)
De par la relation (4.11), il est évident que déﬁnition de la cission résolue est bien consolidée.
Celle-ci qui n’est qu’autre que l’eﬀort à l’échelle micro associé à la vitesse de cisaillement
d’un système de glissement s donné. Dans ce qui suit, compte tenu du nombre de variables
internes dans les modèles de comportement, la contribution de l’eﬀortmicro dans le principe
des puissances virtuelles n’est pas considérée. Cependant, il est inhérent de noter qu’on
postule bien la déﬁnition de la cission résolue τ s donnée selon (4.10).
Premier et second principe de la thermodynamique des milieux continus de
Cauchy. Outre la conservation de masse 2 et les équations d’équilibre, la troisième loi de
la mécanique des milieux continus concerne la conservation de l’énergie. Celle-ci postule que
la variation temporelle de l’énergie interne E˙ et celle de l’énergie cinétique (non considérée
2. Ce point n’est pas présenté ici et est considéré comme étant pré-requis à l’image des aspects fonda-
mentaux traités dans ce paragraphe.
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ici) dans le domaine D est donnée par la somme de la puissance des eﬀorts extérieurs Pext
et la quantité de chaleur instantanée reçue Q˙ :
E˙ =
∫
D
̺ e˙ dΩ = Pext + Q˙ (4.12)
̺ étant la masse volumique du matériau et e l’énergie interne locale. À savoir que l’ex-
pression du taux de chaleur reçue Q˙ comporte deux termes associés respectivement aux
chaleurs surfacique et volumique :
Q˙ =
∫
D
r dΩ−
∫
∂D
q : n dS =
∫
D
(
r − div q
)
dΩ (4.13)
r et q étant respectivement la source de chaleur volumique et le vecteur de transfert de
chaleur. En tenant compte du principe des puissances virtuelles, la variation temporelle de
l’énergie interne E˙ (4.12) peut se transformer en une somme du taux de chaleur reçue et
celui de l’énergie spéciﬁque aux forces intérieures, i.e. :
E˙ =
∫
D
̺ e˙ dΩ =
∫
D
(
σ
∼
: ε˙
∼
+ r − div q
)
dΩ (4.14)
Le second principe de la thermodynamique des milieux continus de Cauchy postule que
la variation temporelle de l’entropie interne S˙ dans le domaine D à une température T
donnée représente une borne supérieure de la chaleur instantanée reçue Q˙ :
S˙ =
∫
D
̺ s˙ dΩ ≥ Q˙
T
(4.15)
À savoir qu’en utilisant le théorème de divergence de Green-Ostrogradski, la relation (4.15)
se transforme en : ∫
D
(
̺ s˙− r
T
+ div
(
q
T
))
dΩ ≥ 0 (4.16)
Considérant l’énergie libre d’Helmholtz ψ = e − T s, la combinaison du premier (4.14) et
du second principe (4.16) de la thermodynamique des milieux continus permet l’inégalité
locale de Clausius-Duhem :
σ
∼
: ε˙
∼
− ̺
(
ψ˙ + sT˙
)
− 1
T
q .∇ (T ) ≥ 0 (4.17)
Méthode de l’état local du processus irréversible de la thermodynamique des
milieux continus. La méthode de l’état local postule que la réponse du milieu continu,
à un instant t donné, s’attache à un ensemble de paires de variables thermodynamiques
correspondant aux éléments de matière du domaine D. À savoir que chaque paire de ces
variables est déﬁnie par un couple de variables d’état interne et force associée duale. De ce
fait, l’ensemble des fonctions d’état, notamment l’énergie libre d’Helmholtz ou tout autre
potentiel thermodynamique, sont des fonctions convexes de ces variables internes. Si l’on
considère que l’énergie libre d’Helmholtz ψ est fonction de la déformation linéaire ε
∼
él, des
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variables d’état ςI caractérisant le système du milieu continu et la température T , l’évolution
temporelle dans l’espace des déformations 3 de celle-ci est donnée selon :
ψ˙ =
∂ψ
∂ε
∼
él
: ε˙
∼
él +
∂ψ
∂ςI
ς˙I +
∂ψ
∂T
T˙ (4.18)
Tenant compte du caractère additif du tenseur de déformation ε
∼
(4.1), l’intégration de la
relation (4.18) dans (4.17) permet d’écrire l’inégalité de Clausius-Duhem selon :
σ
∼
− ̺ ∂ψ
∂ε
∼

 : ε˙
∼
él − ̺
(
∂ψ
∂T
+ s
)
T˙ + σ
∼
: ε
∼
in − ̺ ∂ψ
∂ςI
ς˙I − 1
T
q .∇ (T ) ≥ 0 (4.19)
Pour une compatibilité du processus thermodynamique avec les lois d’équilibre de la méca-
nique des milieux continus, les coeﬃcients associés aux dérivées temporelles ε˙
∼
él et T˙ doivent
être nuls, i.e. :
σ
∼
= ̺
∂ψ
∂ε
∼
(4.20)
s = −∂ψ
∂T
(4.21)
La relation (4.19) permet en outre l’introduction de variables forces AI duales aux variables
d’état interne ςI et homogènes à une contrainte. Celles-ci sont données selon :
AI = ̺
∂ψ
∂ςI
(4.22)
Par ailleurs, dès lors qu’un élément de matière du domaine D se retrouve en dehors du do-
maine de réversibilité linéaire, l’inégalité résiduelle de Clausius-Duhem donne la puissance
dissipée transformée en chaleur Θ. À savoir que celle-ci est toujours déﬁnie positive et s’ar-
ticule bien souvent autour d’une origine mécanique intrinsèque et d’une source thermique :
Θ = σ
∼
: ε˙
∼
in − AI ς˙I︸ ︷︷ ︸
Dissipation intrinsèque
− 1
T
q .∇ (T )︸ ︷︷ ︸
Dissipation thermique
≥ 0 (4.23)
Il est bien évident que l’approche thermodynamique des processus irréversibles est assez
intéressante par son caractère inverse, elle permet d’associer un certain nombre de méca-
nismes physiques élémentaires aux phénomènes de dissipation. En pratique, ces mécanismes
élémentaires sont à incorporer dans le formalisme thermodynamique via des variables d’état
interne ςI . Les équations d’évolution du modèle sont données par les potentiels d’énergie
libre, i.e. d’Helmholtz, et éventuellement ceux des phénomènes de dissipation. L’incorpora-
tion de ces variables d’état interne associées aux mécanismes élémentaires considérés dans
les diverses équations traités précédemment permet la déﬁnition d’un cadre thermodyna-
mique admissible du modèle.
3. Si l’on considère l’espace des contraintes, le formalisme thermodynamique est donnée selon l’énergie
libre de Gibbs déduite de celle d’Helmholtz par la transformation de Legendre-Fenchel.
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4.1.2 Formalisme thermodynamique des équations constitutives
À l’issue de ces quelques aspects fondamentaux, le présent paragraphe est consacré au
formalisme thermodynamique multi-échelle du modèle de Méric-Cailletaud [20, 21] suivie
d’une formulation modiﬁée. L’incorporation des variables d’état interne est eﬀectuée aux
échelles appropriées micro−méso−macro dans les potentiels énergie libre d’Helmholtz, de
dissipation et éventuellement dans les fonctions d’écoulement non linéaire. On rappelle que
ces modèles s’inscrivent dans le cadre des approches dépendantes du temps (cf. §3.2.2), en
vue d’un contournement des artefacts numériques. Les évolutions temporelles des diverses
variables d’état interne sont issues des relations de potentiels thermodynamiques. Les mé-
canismes élémentaires considérés s’attachent essentiellement aux phénomènes d’écrouissage
isotrope, i.e. évolution de la densité de dislocations, mais également à l’eﬀet de Bauschinger,
conséquence de l’interaction avec les carbures (cf. §1.2.4.3).
4.1.2.1 Potentiels énergie libre d’Helmholtz et lois d’état
Si l’on considère l’échelle macro, l’énergie libre d’Helmholtz peut être prise comme un
potentiel donné selon la somme des énergies libres à l’échelle méso, i.e. :
̺ ψˆ
(〈
ε
∼
él
〉
Ω
, ςI
)
= ̺ ψˆél
(〈
ε
∼
él
〉
Ω
)
+ ̺ ψˆin (ςI) (4.24)
=
N∑
i=1
{
̺ ψˆiél
(
ε
∼
él
)
+ ̺ ψˆiin (ρ
s, αs)
}
(4.25)
N étant le nombre de lattes martensitiques dans le volume Ω. Compte tenu des mécanismes
physiques élémentaires pris en compte, les variables ςI comportent celles de l’écrouissage
isotrope ρs et cinématique αs. Un indice s leur est aﬀecté pour noter que celles-ci sont écrites
à l’échelle micro, i.e. au niveau du système de glissement considéré.
〈
ε
∼
él
〉
Ω
est la moyenne
des tenseurs de déformation élastique ε
∼
él dans le volume Ω. Par ailleurs, on rappelle que
l’acier AISI H11 est de structure cubique centrée CC. Le tenseur d’élasticité Λ
≈
d’une telle
structure est alors donné selon :
Λ
≈
= Λijkl =


Λ1111 Λ1122 Λ1122 0 0 0
Λ1122 Λ1111 Λ1122 0 0 0
Λ1122 Λ1122 Λ1111 0 0 0
0 0 0 Λ1212 0 0
0 0 0 0 Λ1212 0
0 0 0 0 0 Λ1212


(4.26)
Le caractère anisotrope du tenseur d’élasticité Λ
≈
est mis en évidence par une valeur bien
plus importante que l’unité du paramètre a qui est donnée par :
a =
2Λ1212
Λ1111 − Λ1122 (4.27)
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Dans le contexte actuel, l’hypothèse du comportement linéaire isotrope est considérée, i.e.
une valeur de a égale à l’unité. Celle-ci est justiﬁée par l’incapacité des essais de nanoin-
dentation menés dans §1.3.2 à mettre en évidence le caractère anisotrope du comportement
linéaire local. De par cette hypothèse, le tenseur d’élasticité (4.26) peut être réduit à un
scalaire, plus typiquement au module d’Young à l’échelle macro Λ. Par ailleurs, la relation
(4.24) peut être réécrite de la manière qui suit :
̺ ψˆ
(〈
ε
∼
él
〉
Ω
, ρs, αs
)
= ̺ ψˆél
(
ε
∼
él
)
+
Ni∑
i=1
̺ ψˆiin (ρ
s, αs) (4.28)
Les potentiels énergie libre d’Helmholtz ψiin associés au comportement non linéaire, écrits
à l’échelle méso dans la relation (4.28), incluent les mécanismes d’écrouissage isotrope et
cinématique à l’échelle micro selon :
ψˆiin (ρ
s, αs) =
1
2
C
Ns∑
s=1
(αs)2 +
1
2
bQ
Ns∑
s=1
Ns∑
r=1
hsr ρr ρs (4.29)
C et Q étant des paramètres du matériau associés respectivement aux capacités d’écrouis-
sage cinématique et isotrope. À rappeler également que b caractérise la vitesse d’écrouis-
sage isotrope et N est le nombre de systèmes de glissement potentiellement activés. Dans
le contexte actuel, il a été décidé considérer deux familles de systèmes associés aux méca-
nismes « easy glide » et « pencil glide » (cf. §1.2.4.3), i.e. {1 1 0} 〈1 1 1〉 et {1 1 2} 〈1 1 1〉.
La matrice d’interaction [h] est donc de dimensions 24×24 contenant huit coeﬃcients hi
répartis symétriquement selon [177,252,270] :
[h] =


A1 B1 C1 G1 H1 I1 D2 E2 C2 J2 K2 L2 D3 B3 F3 M3 N3 O3 A4 E4 F4 P4 Q4 R4
A1 h8 h2 h2 h3 h3 h3 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5
B1 h2 h8 h2 h3 h3 h3 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5
C1 h2 h2 h8 h3 h3 h3 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5
G1 h3 h3 h3 h1 h6 h6 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7
H1 h3 h3 h3 h6 h1 h6 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7
I1 h3 h3 h3 h6 h6 h1 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7
D2 h4 h4 h4 h5 h5 h5 h8 h2 h2 h3 h3 h3 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5
E2 h4 h4 h4 h5 h5 h5 h2 h8 h2 h3 h3 h3 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5
C2 h4 h4 h4 h5 h5 h5 h2 h2 h8 h3 h3 h3 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5
J2 h5 h5 h5 h7 h7 h7 h3 h3 h3 h1 h6 h6 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7
K2 h5 h5 h5 h7 h7 h7 h3 h3 h3 h6 h1 h6 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7
L2 h5 h5 h5 h7 h7 h7 h3 h3 h3 h6 h6 h1 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7
D3 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h8 h2 h2 h3 h3 h3 h4 h4 h4 h5 h5 h5
B3 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h2 h8 h2 h3 h3 h3 h4 h4 h4 h5 h5 h5
F3 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h2 h2 h8 h3 h3 h3 h4 h4 h4 h5 h5 h5
M3 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h3 h3 h3 h1 h6 h6 h5 h5 h5 h7 h7 h7
N3 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h3 h3 h3 h6 h1 h6 h5 h5 h5 h7 h7 h7
O3 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h3 h3 h3 h6 h6 h1 h5 h5 h5 h7 h7 h7
A4 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h8 h2 h2 h3 h3 h3
E4 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h2 h8 h2 h3 h3 h3
F4 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h4 h4 h4 h5 h5 h5 h2 h2 h8 h3 h3 h3
P4 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h3 h3 h3 h1 h6 h6
Q4 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h3 h3 h3 h6 h1 h6
R4 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h5 h5 h5 h7 h7 h7 h3 h3 h3 h6 h6 h1


(4.30)
où l’ensemble des systèmes de glissement des familles {1 1 0} 〈1 1 1〉 et {1 1 2} 〈1 1 1〉 sont
donnés via les notations de Schmid-Boas dans la relation (4.30). Le Tableau 4.1 présente
l’équivalence des notations de Schmid-Boas et celles de Miller des systèmes considérés.
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Tableau 4.1 – Équivalence des notations de Schmid-Boas et celles de Miller
Schmid-Boas A1 B1 C1 G1 H1 I1 D2 E2 C2 J2 K2 L2
Plan ls (11¯0) (101¯) (011¯) (112¯) (12¯1) (2¯11) (110) (101) (011¯) (11¯2) (121¯) (211)
Direction ns [111] [111] [111] [111] [111] [111] [1¯11] [1¯11] [1¯11] [1¯11] [1¯11] [1¯11]
Schmid-Boas D3 B3 F3 M3 N3 O3 A4 E4 F4 P4 Q4 R4
Plan ls (110) (101¯) (011) (11¯2¯) (112) (2¯1¯1) (11¯0) (101) (011) (1¯1¯2¯) (1¯21) (21¯1)
Direction ns [11¯1] [11¯1] [11¯1] [11¯1] [11¯1] [11¯1] [111¯] [111¯] [111¯] [111¯] [111¯] [111¯]
De par les relations des potentiels énergie libre d’Helmholtz (4.28) et (4.29), il est assez
aisé de dériver les expressions des variables forces thermodynamiques associées. Compte
tenu de l’hypothèse du caractère isotrope du comportement linéaire, l’expression du tenseur
de contrainte de Cauchy à l’échelle macro Σ
∼
est donnée selon :
Σ
∼
=
〈
σ
∼
〉
Ω
=
̺ ∂ψˆél
(〈
ε
∼
él
〉
Ω
)
∂
〈
ε
∼
él
〉
Ω
= Λ
≈
:
〈
ε
∼
él
〉
Ω
(4.31)
D’une manière analogue, les variables forces thermodynamiques associées aux mécanismes
d’écrouissage rs isotrope et cinématique χs à l’échelle micro ont pour expressions :
rs = ̺
∂ψˆiin (ρ
s, αs)
∂ρs
= bQ
Ns∑
r=1
hsr ρr (4.32)
χs = ̺
∂ψˆiin (ρ
s, αs)
∂αs
= C αs (4.33)
Les relations (4.32) et (4.33) mettent en évidence que la matrice d’interaction h
∼
possède
uniquement un impact sur l’écrouissage isotrope. Les mécanismes d’écrouissage cinéma-
tique considérés sont en eﬀet localisés à l’échelle du système de glissement (coalescence des
carbures) et ne sont guère aﬀectés par l’interaction des divers systèmes.
4.1.2.2 Potentiels des dissipations et équations d’évolution
En vue d’obtenir la loi d’écoulement non linéaire du modèle de Méric-Cailletaud [20,21],
il convient de poser un potentiel viscoplastique Ω de type de Norton à l’échelleméso comme
étant une somme de l’ensemble des potentiels Ωs à l’échelle micro :
Ω =
Ns∑
s=1
Ωs =
Ns∑
s=1
K
n+ 1
〈
f s
K
〉n+1
(4.34)
où K et n sont des paramètres de viscosité. f s est la fonction de charge du système de
glissement s. Dans le cas du modèle de Méric-Cailletaud [20,21], celle-ci est donnée selon :
f s = |τ s − χs| − rs − τ s0 (4.35)
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Par ailleurs, en vue de compléter le modèle, on admet également le potentiel d’écoule-
ment non linéaire qui suit :
F s = f s + b ρs rs + dαs χs (4.36)
d étant un paramètre associé à la vitesse d’écrouissage cinématique. De par les relations
(4.34) et (4.35), les équations d’évolution des variables d’état internes articulés autour des
mécanismes élémentaires à l’échelle micro peuvent être déduites assez aisément. À noter
que la non linéarité d’évolution des variables liés aux phénomènes d’écrouissage ρ˙s et α˙s
fait appel à la théorie de la plasticité non associée 4. De ce fait, les équations d’évolution
des variables d’état internes du modèle de Méric-Cailletaud sont données selon :
γ˙s = λ˙s
∂F s
∂τ s
=
〈
f s
K
〉n
(τ s − χs) = υ˙s sign (τ s − χs) (4.37)
ρ˙s = −λ˙s ∂F
s
∂rs
= (1− b ρs) υ˙s (4.38)
α˙s = −λ˙s ∂F
s
∂χs
= (sign (τ s − χs)− dαs) υ˙s (4.39)
où λ˙s est déﬁnie comme étant un « multiplicateur viscoplastique » et peut être dérivée d’un
potentiel viscoplastique Ωs à l’échelle micro, i.e. :
λ˙s =
∂Ωs
∂f s
(4.40)
De même, tenant compte de la déﬁnition de la cission résolue τ s (4.10), le taux d’évolution
de la déformation non linéaire à l’échelle méso est donnée par :
ε˙
∼
in =
Ni∑
s=1
λ˙s
∂f s
σ
∼
=
Ns∑
s=1
γ˙s sym (ls ⊗ ns) (4.41)
Compte tenu du fait qu’aucune sollicitation thermique n’est considérée, la puissance
dissipé Θ (4.23) est réduite aux termes de la dissipation mécanique intrinsèque. De par les
équations d’évolutions des variables d’état internes et variables (4.37), (4.38) et (4.39) et
celles des forces thermodynamiques associées (4.10), (4.32) et (4.33), la dissipation intrin-
sèque peut être réécrite :
Θ = σ
∼
: ε˙
∼
in −
Ns∑
s=1
χs α˙s −
Ns∑
s=1
rs ρ˙s (4.42)
=
Ns∑
s=1
(τ s γ˙s − χs (sign (τ s − χs)− dαs) υ˙s − rs (1− b ρs) υ˙s) (4.43)
=
Ns∑
s=1
(
f s + τ s0 +
d
C
(χs)2 + b rs ρs
)
υ˙s (4.44)
4. Dans le présent contexte, l’usage de la théorie des matériaux standards généralisés peut éventuellement
être envisagé. Pour ce faire, il convient d’utiliser le potentiel d’écoulement non linéaire F s (4.36) au lieu de
la surface de charge fs dans l’expression de Ωs (4.34).
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Selon Besson et al., la relation (4.44) met en évidence certains phénomènes physiques élé-
mentaires associés à chaque terme constitutif du membre à droite. Ces derniers termes
s’articulent respectivement autour de la dissipation visqueuse, des mécanismes de frotte-
ment, mais également autour des phénomènes de non-linéarité de l’écrouissage cinématique
et isotrope.
Si le modèle de Méric-Cailletaud [20, 21] est fondé sur une approche additive de la
loi d’écoulement non linéaire (4.35) et (4.36), la version modiﬁée propose une approche
multiplicative de celle-ci en l’absence totale d’une surface de charge. Pour ce faire, il convient
de postuler la loi d’écoulement non linéaire de type de Hutchinson [171] évoquée dans §3.2.2
en tant que multiplicateur viscoplastique, i.e. :
λ˙s =
∣∣∣∣∣τ
s − χs
τ s0 + rs
∣∣∣∣∣
n
= υ˙s (4.45)
La fonction de charge f s qui sert de paramètre dans le potentiel d’écoulement non linéaire F s
est adaptée en vue d’une prise en compte du caractère multiplicatif de la version modiﬁée,
i.e. :
f s = sign
(
τ s − χs
τ s0 + rs
)
(τ s − χs)− rs − τ s0 (4.46)
L’absence de la surface d’écoulement non linéaire est traduite par l’élimination de la fonction
de Macaulay. Ceci implique que l’on suppose que l’ensemble des systèmes de glissement
sont initialement activés. Le Tableau 4.2 récapitule l’ensemble des équations constitutives
de base du modèle de Méric-Cailletaud [20,21] et de sa version modiﬁée.
Tableau 4.2 – Récapitulatif des équations constitutives du modèle de Méric-Cailletaud
[20,21] et de sa version modiﬁée
Modèle de Méric-Cailletaud Modèle de Méric-Cailletaud modiﬁé
γ˙s = υ˙s sign (τ s − χs) γ˙s = υ˙s sign
(
τ s − χs
τ s0 + rs
)
υ˙s =
〈 |τ s − χs| − rs − τ s0
K
〉n
υ˙s =
∣∣∣∣τ s − χsτ s0 + rs
∣∣∣∣n
τ s = ns .σ
∼
. ls τ s = ns .σ
∼
. ls
rs = bQ
∑Ns
r=1 h
sr ρr rs = bQ
∑Ns
r=1 h
sr ρr
χs = C αs χs = C αs
ρ˙s = (1− b ρs) υ˙s ρ˙s = (1− b ρs) υ˙s
α˙s = γ˙s − dαs υ˙s α˙s = γ˙s − dαs υ˙s
Θ = σ
∼
: ε˙
∼
in −∑Nss=1 χs α˙s −∑Nss=1 rs ρ˙s Θ = σ
∼
: ε˙
∼
in −∑Nss=1 χs α˙s −∑Nss=1 rs ρ˙s
Il est en outre intéressant de rappeler que la variable d’écrouissage isotrope , rs peut
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être réécrite sous forme intégrée de par la combinaison des relations (4.32) et (4.38), i.e. :
rs = Q
Ns∑
r=1
hsr (1− exp (−b υr)) (4.47)
υs =
∫ t
0
υ˙s dt (4.48)
L’usage d’une telle forme intégrée peut être lié à sa résolution numérique assez aisée. Ce-
pendant, du fait qu’elle soit indépendante de la variable d’état interne ρs, le calcul de la
dissipation intrinsèque et de la contribution des mécanismes élémentaires associés ne peut
être eﬀectué d’une manière directe et des approximations sont alors à mettre en place. Ce
point est traité dans ce qui suit.
4.2 Intégration numérique des modèles
La présente partie est dédiée au traitement numérique des équations constitutives formu-
lées ci-dessus (Tableau 4.2). À l’issue de quelques aspects généraux où l’on traite une revue
rapide des schémas d’intégration numérique 5, on s’attache à décrire l’algorithme d’intégra-
tion de ces équations dans un formalisme tensoriel tridimensionnel. Cette analyse permet le
développement de ces modèles dans une routine utilisateur UMAT au sein du code de calcul
par éléments ﬁnis (EF) Abaqus/Standard en considérant l’hypothèse des petites perturba-
tions (HPP). La validation de l’algorithme numérique est eﬀectuée par une confrontation
des résultats obtenus avec ceux fournis par la librairie Z-MAT du code Z-Set/Zébulon pour
des cas de simulations similaires.
4.2.1 Quelques aspects généraux : revue des schémas d’intégra-
tion numérique
Si l’usage du modèle de Méric-Cailletaud [20, 21] permet le contournement des ambi-
guïtés numériques liées aux approches indépendantes du temps (cf. §3.2.2), celui-ci peut
également être articulé autour de certains artefacts numériques lorsque l’on s’intéresse au
comportement non linéaire à température ambiante. Plus typiquement, si l’on traite un
modèle multi-échelle élasto-viscoplastique comme étant une limite d’une approche indépen-
dante du temps, le schéma numérique est le plus souvent mal conditionné et le processus
de recherche des solutions les plus pertinents est très instable. De ce fait, une tendance
actuelle accrue s’attache à la réduction du coût de résolution des modèles multi-échelles
mais surtout à rendre robuste les algorithmes de traitement numérique.
Un schéma d’intégration numérique d’un modèle multi-échelle se destine essentiellement
au calcul des variables d’intégration ϑint, auxiliaires 6 ϑaux et duales ζduales liées à celles
d’état internes ζprimaires, dites également primaires, à l’instant t considéré (Figure 4.2). À
noter que dans un contexte où l’on utilise la méthode des éléments ﬁnis (EF) basé sur le
5. La présente revue des schémas d’intégration numérique traite essentiellement les modèles formulées
dans le cadre de la théorie des transformations ﬁnies.
6. Les variables auxiliaires ϑaux sont l’ensemble des variables traitées en post-traitement.
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champs de déplacement 7, la variable duale consiste le plus souvent à considérer le tenseur
de contrainte de Cauchy σ
∼
associé au tenseur de déformation donné ε
∼
. Par ailleurs, dès
lors un schéma implicite du code de calcul par éléments ﬁnis est utilisé pour la résolution
des équations d’équilibre mécanique global, le calcul de la matrice jacobienne J est alors
nécessaire (Figure 4.2a) contrairement à un schéma explicite (Figure 4.2b). Celle-ci est
donnée selon :
J = ∂∆ζ
dual
∂∆ζprimaire
(4.49)
(a) Résolution implicite par EF (b) Résolution explicite par EF
Figure 4.2 – Schématisation des données d’entrée et de sortie d’un algorithme d’intégration
d’un modèle multi-échelle selon le type du solveur du code de calcul par éléments ﬁnis (EF)
Il est assez évident que bon nombre de variables d’état interne, ou éventuellement duales
peuvent être utilisées en tant que variables d’intégration ϑint. Dans le contexte de la mo-
délisation multi-échelle, certains algorithmes utilisent le tenseur des contraintes de Cauchy
σ
∼
[274–276], voire éventuellement le tenseur des contraintes de Kirchhoﬀ τ
∼
[257, 259, 277]
ou le tenseur des secondes contraintes de Piola-Kirchhoﬀ T
∼
[201], comme principal inconnu.
D’autres schémas de résolution numérique, notamment celui de Sarma et Zacharia [278],
utilisent le tenseur de gradient de transformation linéaire 8 F
∼
e, mais également le tenseur
de gradient de transformation plastique F
∼
p, notamment dans l’algorithme proposé par Ma-
niatty et al. [279,280], comme variable d’intégration. En outre, certains algorithmes optent
essentiellement pour les vitesses de cisaillement des systèmes de glissement γ˙s comme in-
connues [21,181].
Si l’ensemble de ces algorithmes s’appuient sur des méthodes itératives de type Newton-
Raphson, l’usage de variables d’intégrations ϑint autres que les vitesses de cisaillement se
justiﬁe le plus souvent par les dimensions de la matrice jacobienne à inverser. À noter
que celle-ci a pour dimensions 9×9 lorsqu’un tenseur de gradient de transformation F
∼
e,
ou éventuellement F
∼
p est utilisé, et 6×6 pour tout type de tenseur de contrainte. Dans le
contexte où la vitesse de cisaillement γ˙s est utilisée, les dimensions de la matrice jacobienne
7. On renvoie le lecteur intéressé par la résolution de problèmes aux limites non linéaires par la méthode
des éléments ﬁnis aux références [271–273].
8. Les notions de gradient des transformations élastique et plastique sont traités dans le §5.1.
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sont alors bien plus importantes et peuvent être bien au-delà de 48×48, si l’on considère des
mécanismes élémentaires tel que le maclage pour certaines structures. Cependant, en dépit
des dimensions réduites de la matrice jacobienne, la convergence du schéma numérique
n’est guère évidente en raison de non linéarités conséquentes des équations constitutives,
et plus typiquement des équations d’écoulement non linéaire viscoplastique 9 (4.37). Plus
concrètement, de telles équations sont sensibles aux valeurs des contraintes calculées ou des
tenseurs de gradient de transformation : de faibles perturbations de ces valeurs entraînent le
plus souvent des variations conséquentes des vitesses de cisaillement γ˙s. Par conséquent, en
vue de consolider la pertinence des solutions recherchées, l’usage de variables d’intégrations
ϑint autres que les vitesses de cisaillement γ˙s oblige alors à eﬀectuer une seconde procédure
itérative de type Newton-Raphson. La seconde résolution numérique s’attache bien souvent
à des variables internes aux équations d’écoulement non linéaire, notamment les vitesses de
cisaillement γ˙s ou éventuellement les variables d’écrouissage isotrope rs. Il est donc assez
évident qu’outre la complexité de leur mise en œuvre, le coût de telles approches est bien
conséquent.
À l’inverse de ces dernières approches, l’intégration des équations constitutives par le
biais des vitesses de cisaillement γ˙s en tant que variables d’intégration ϑint n’a guère besoin
d’une seconde procédure itérative. Cependant, en raison des non linéarités bien conséquentes
des relations (4.37), (4.38) et (4.39), l’assurance de la convergence du schéma numérique est
assez délicate. Pour ce faire, certaines modiﬁcations, notamment celles proposées par Méric
et Cailletaud [20, 21] ou encore Cuitiño et Ortiz [181], peuvent être menées sur le système
d’équations à résoudre (cf. §4.2.2). Un autre algorithme, développé par Li et al. [281],
consiste à coupler la procédure itérative de Newton-Raphson à une méthode d’homotopie
ce qui permet bien souvent d’assurer la convergence du schéma en terme des variables
d’intégration ϑint.
Par ailleurs, il également bien pertinent d’opter pour un schéma de résolution expli-
cite des équations constitutives. Dans un tel contexte, l’intégration numérique peut être
eﬀectuée selon le schéma de Runge-Kutta, telle que dans l’étude de Zikry [282] ou celle
de Raphanel et al. [283]. Kuchnicki et al. [284, 285] utilisent la méthode d’Euler explicite
pour la résolution des équations constitutives de Cuitiño-Ortiz [181]. En outre, Peirce et
al. [190,191] développent une méthode de résolution directe dite « rate tangent modulus »
(cf. §4.2.2) également utilisée dans certains algorithmes assez récents [286,287].
Si les schémas de résolution explicites requièrent une discrétisation temporelle bien im-
portante, leur performance en terme de temps de calcul peut être bien supérieure à celle
des schémas de résolution implicite [288]. Cependant, il est évident que la pertinence des
solutions des équations constitutives est bien souvent remise en question du fait que leur
admissibilité n’est guère vériﬁée. Cet aspect est encore bien consolidé dès lors un solveur
explicite du code de calcul par éléments ﬁnis (EF) est utilisé, et ce, en dépit de leur per-
formance vis-à-vis des solveurs implicites [264]. Un compromis peut alors être envisagé en
optant pour une approche semi-implicite. Celle-ci consiste à utiliser un schéma d’intégra-
tion numérique implicite couplé à un solveur explicite ou éventuellement l’inverse. Dans ce
contexte, le tenseur des contraintes de Cauchy σ
∼
est optimisé via la procédure itérative
9. On note que quasiment l’ensemble des algorithmes cités dans ce paragraphe utilisent les équations
d’écoulement non linéaire de type de Hutchinson [171].
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du schéma de résolution implicite du code de calcul de manière à assurer la convergence
des solutions des équations d’équilibres mécaniques. A contrario, le traitement numérique
explicite des équations constitutives s’attache uniquement à mettre à jour les variables d’in-
tégrations ϑint sans pour autant vériﬁer l’admissibilité des solutions. En dépit des erreurs
pouvant être engendrées, la pertinence d’une telle approche est souvent consolidée par une
discrétisation temporelle plus ou moins importante, et ce qui, comme évoquée précédem-
ment, ne remet pas en question les performances en terme de temps de calcul.
4.2.2 Algorithme d’intégration numérique
Dans le contexte actuel, l’intérêt se porte sur une approche semi-implicite pour le trai-
tement numérique du modèle de Méric-Cailletaud [20, 21] et de sa version modiﬁée. Les
équations constitutives sont écrites en Fortran dans une routine UMAT du code de calcul
Abaqus/Standard utilisant un schéma de résolution implicite par éléments ﬁnis (EF). L’in-
térêt d’une telle approche est justiﬁé par la dialectique coût−pertinence de l’intégration
numérique du modèle outre l’aisance de son extension aux transformations ﬁnies (cf. §5.3).
L’algorithme d’intégration des équations, présenté ici, utilise un schéma de résolution di-
recte de Peirce et al. [190,191] « rate tangent modulus » mais aussi une procédure itérative
de type Newton-Raphson. On note également que cet algorithme se destine bien aux deux
types de modèles de comportement.
Méthode « rate tangent modulus ». Compte tenu du comportement non linéaire de
l’acier AISI H11, le traitement numérique revient à utiliser un schéma de type prédiction
élastique - correction plastique de Simo et Hughes [168] où le tenseur des contraintes de
Cauchy σ
∼
est donné à l’échelle méso selon :
σ
∼
= Λ
≈
:
(
ε
∼
− ε
∼
in
)
(4.50)
Si l’on considère la dérivée temporelle de la relation (4.50) et tenant compte de l’expression
du tenseur ε
∼
in (4.41), le problème constitutif (4.50) peut se réécrire selon :
σ˙
∼
= Λ
≈
:
(
ε˙
∼
−
Ns∑
s=1
γ˙s sym (ls ⊗ ns)
)
(4.51)
On rappelle que les vitesses de cisaillement γ˙s sont les variables d’intégration, i.e. les prin-
cipales inconnues à chaque point de Gauss. La loi d’écoulement non linéaire utilisée est
donnée par les variables d’état internes respectivement aux instants t et t + ∆t de la ma-
nière suivante :
γ˙st = ˆ˙γ
s (τ st , r
s
t , χ
s
t , ) (4.52)
γ˙st+∆t = ˆ˙γ
s
(
τ st+∆t, r
s
t+∆t, χ
s
t+∆t,
)
(4.53)
= ˆ˙γs (τ st +∆τ
s, rst +∆r
s, χst +∆χ
s, ) (4.54)
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∆τ s, ∆rs et ∆χs étant respectivement les incréments des cissions résolues, des variables
d’écrouissage isotrope, et celles d’écrouissage cinématique. Un développement de Taylor du
premier ordre par rapport à ces variables permet de formuler les vitesses de cisaillement
γ˙st+∆t selon :
γ˙st+∆t = γ˙
s
t +
∂γ˙s
∂τ s
∣∣∣∣∣
t
∆τ s +
∂γ˙s
∂rs
∣∣∣∣∣
t
∆rs +
∂γ˙s
∂χs
∣∣∣∣∣
t
∆χs (4.55)
Par ailleurs, une intégration numérique basée sur la méthode-θ de trapèze généralisée
est considérée :
1
∆t
(
γst+∆t − γst
)
=
∆γs
∆t
= (1− θ) γ˙st + θ γ˙st+∆t (4.56)
Les valeurs θ = 0 et θ = 1 correspondent respectivement aux schémas d’Euler explicite
et d’Euler implicite, l’incorporation de la relation (4.55) dans (4.56) permet d’écrire les
incréments des vitesses de cisaillement ∆γ
s
∆t
selon :
∆γs
∆t
= γ˙st + θ
∂γ˙s
∂τ s
∣∣∣∣∣
t
∆τ s + θ
∂γ˙s
∂rs
∣∣∣∣∣
t
∆rs + θ
∂γ˙s
∂χs
∣∣∣∣∣
t
∆χs (4.57)
Il reste maintenant à incorporer les relations des incréments des cissions résolues ∆τ s, des
variables d’écrouissage isotrope ∆rs et cinématique ∆χs.
Tenant compte de l’hypothèse des petites perturbations (HPP), la dérivée temporelle
de la déﬁnition des cissions résolues τ s (4.10) est donnée par :
τ˙ s = n˙s . σ
∼
. ls + ns . σ˙
∼
. ls + ns . σ
∼
. l˙s = ns . σ˙
∼
. ls (4.58)
Par le biais de l’incorporation de la relation du problème constitutif (4.51) dans (4.58), la
dérivée temporelle des cissions résolues τ˙ s (4.58) devient :
τ˙ s =
(
ns .Λ
≈
. ls
)
:
(
ε˙
∼
−
Ns∑
r=1
γ˙r sym (lr ⊗ nr)
)
(4.59)
=
[
Λ
≈
: sym (ls ⊗ ns)
]
:
[
ε˙
∼
−
Ns∑
r=1
γ˙r sym (lr ⊗ nr)
]
(4.60)
Considérant les expressions des variables d’écrouissage isotrope rs (4.32) et celles des évo-
lutions temporelles des variables d’état internes associés respectives ρ˙s, les dérivées tempo-
relles r˙s sont données selon :
r˙s = bQ
Ns∑
r=1
hsr ρ˙r (4.61)
= bQ
Ns∑
r=1
hsr (1− b ρr) γ˙r sign (ξr) (4.62)
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De même, les dérivées temporelles de variables d’écrouissage cinématiques χ˙s ont pour
expression :
χ˙s = C α˙s (4.63)
= C γ˙s − C dαs γ˙s sign (ξs) (4.64)
À noter que ξs dépend du modèle à intégrer :
ξs =


(τ s − χs) , pour le modèle de Méric-Cailletaud(
τ s − χs
τ s0 + rs
)
, pour la version modiﬁée
(4.65)
Compte tenu que les incréments des variables concernées par l’intégration numérique sont
déﬁnis de la manière qui suit :
∆ϑint = ϑ˙int∆t, ∆ϑaux = ϑ˙aux∆t (4.66)
∆ζprimaires = ζ˙primaires∆t, ∆ζduales = ζ˙duales∆t (4.67)
les incréments des cissions résolues ∆τ s, des variables d’écrouissage isotrope ∆rs et ciné-
matique ∆χs sont données selon :
∆τ s =
[
Λ
≈
: sym (ls ⊗ ns)
]
:
[
∆ε
∼
−
Ns∑
r=1
∆γr sym (lr ⊗ nr)
]
(4.68)
∆rs = bQ
Ns∑
r=1
hsr (1− b ρr) ∆γr sign (ξr) (4.69)
∆χs = C∆γs − C dαs∆γs sign (ξs) (4.70)
L’incorporation des relations (4.68), (4.69) et (4.70) dans celle des incréments des vitesses
de cisaillements ∆γ
s
∆t
(4.57) permet de réécrire celle-ci de la manière qui suit :
∆γs
∆t
= γ˙st + θ
∂γ˙s
∂τ s
∣∣∣∣∣
t
[
Λ
≈
: sym (ls ⊗ ns)
]
:
[
∆ε
∼
−
Ns∑
r=1
∆γr sym (lr ⊗ nr)
]
+ θ
[
∂γ˙s
∂rs
∣∣∣∣∣
t
bQ
Ns∑
r=1
hsr (1− b ρrt ) ∆γr sign (ξr)
]
+ θ
[
∂γ˙s
∂χs
∣∣∣∣∣
t
C∆γs − C dαst ∆γs sign (ξs)
]
(4.71)
La factorisation de la relation (4.71) mène à un système d’équations linéarisés ayant comme
inconnues les incréments des glissements des systèmes r ∆γr, i.e. :
A
∼
.∆γ = b (4.72)
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où l’on pose :
A
∼
= Asr = δsr +∆t θ
∂γ˙s
∂τ s
∣∣∣∣∣
t
[
Λ
≈
: sym (ls ⊗ ns)
]
: sym (lr ⊗ nr)
−∆t θ ∂γ˙
s
∂rs
∣∣∣∣∣
t
bQhsr (1− b ρr) sign (ξs)
−∆t θ ∂γ˙
s
∂χs
∣∣∣∣∣
t
[δsr C − δsr C dαs sign (ξs)]
(4.73)
∆γ = ∆γr (4.74)
b = bs = ∆t γ˙s +∆t θ
∂γ˙s
∂τ s
∣∣∣∣∣
t
[
Λ
≈
: sym (ls ⊗ ns)
]
: ∆ε
∼
(4.75)
δsr étant le symbole de Kronecker. En vue de résoudre le système (4.72), il convient, en
outre, d’incorporer les expressions de ∂γ˙
s
∂τs
∣∣∣
t
, ∂γ˙
s
∂rs
∣∣∣
t
et ∂γ˙
s
∂χs
∣∣∣
t
dans la relation (4.73). Celles-ci
dépendent du modèle utilisé. Dans le contexte des équations de Méric-Cailletaud [20, 21],
ces dérivées sont données selon :
∂γ˙s
∂τ s
∣∣∣∣∣
t
=
n
Kn
(|ξs| − rs − τ s0 )n−1 (4.76)
∂γ˙s
∂rs
∣∣∣∣∣
t
= − n
Kn
(|ξs| − rs − τ s0 )n−1 sign (ξs) (4.77)
∂γ˙s
∂χs
∣∣∣∣∣
t
= − n
Kn
(|ξs| − rs − τ s0 )n−1 (4.78)
Pour la version modiﬁée du modèle, ces dérivées deviennent :
∂γ˙s
∂τ s
∣∣∣∣∣
t
=
n γ˙s
(τ s − χs) (4.79)
∂γ˙s
∂rs
∣∣∣∣∣
t
= − n γ˙
s
(τ s0 + rs)
(4.80)
∂γ˙s
∂χs
∣∣∣∣∣
t
= − n γ˙
s
(τ s0 + rs)
(4.81)
De par l’incorporation de l’ensemble de ces relations associés au modèle de Méric-
Cailletaud [20, 21], ou celles de sa version modiﬁée, les incréments de glissements des sys-
tèmes r ∆γr peuvent aisément être déterminés via l’inversion de la matrice A
∼
:
∆γ = A
∼
−1 . b (4.82)
Les vitesses de cisaillement des systèmes de glissement γ˙s sont directement déduites via les
solutions ∆γs trouvées :
γ˙s =
∆γs
∆t
(4.83)
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Procédure itérative de Newton-Raphson. Si la méthode « rate tangent modulus »
consiste en une résolution directe, celle-ci ne peut assurer l’admissibilité des solutions trou-
vées dès lors la discrétisation temporelle n’est guère importante. De ce fait, une procédure
itérative de type Newton-Raphson vient en complément de la méthode précédentes et utilise
les solutions ∆γs trouvées en tant qu’une première approximation des valeurs permettant
une éventuelle convergence du schéma numérique locale. Dans ce contexte, on s’intéresse
également à une intégration numérique basée sur la méthode-θ du trapèze généralisée (4.56).
Le système d’équations de base à résoudre est présenté selon la forme qui suit :
∆γs −∆t γ˙st −∆t θ
(
γ˙st+∆t − γ˙st
)
= o+ (4.84)
o+ étant la tolérance dont la norme ‖o+‖ ≃ 0. Cependant, comme évoqué dans §4.2.1, le
fait de traiter le modèle de Méric-Cailletaud [20,21], ou éventuellement la version modiﬁée
de celui-ci, comme étant une limite d’une approche indépendante du temps engendre de
mauvais conditionnements du système d’équations (4.84) à résoudre.
En vue de contourner de telles artefacts numériques, Méric et Cailletaud [20, 21] ou
encore Cuitiño et Ortiz [181] proposent de modiﬁer la forme du système (4.84) à résoudre.
Dans le contexte du modèle de Méric-Cailletaud [21], si l’on considère que l’intégration
numérique utilise le schéma d’Euler implicite (θ = 1), le système (4.84) à résoudre devient :
K
∣∣∣∣∣∆γ
s
∆t
∣∣∣∣∣
1
n
− (|ξs +∆ξs| − rs −∆rs − τ s0 ) = o+ (4.85)
Il est évident qu’une telle modiﬁcation ne peut être utilisée en dehors du schéma d’Euler
implicite. Pour avoir des valeurs de θ autres que l’unité, il convient d’opter pour la méthode-
θ du point milieu généralisée (cf. Annexe C). Si le traitement numérique du système (4.85)
permet le plus souvent une convergence du schéma, une telle forme de système ne peut
améliorer le conditionnement de celui-ci dans le contexte où la version modiﬁée est utilisée,
et ce, en raison de l’absence d’une surface de charge [289]. Par ailleurs, Musienko [248]
évoque que certaines erreurs de signe peuvent éventuellement apparaître lors de la résolution
du système (4.85). Le contournement de ces quelques ambiguïtés est eﬀectué par le biais
de corrections sur ce dernier système, i.e. :
K

(∆γs
∆t
+ 1
) 1
n
− 1

− (|ξs +∆ξs| − rs −∆rs − τ s0 ) = o+ (4.86)
Dans le contexte actuel, la procédure de Newton-Raphson est menée sur le système
d’équations (4.84). Cependant, du fait que la convergence du schéma n’est guère assurée,
la résolution du système est eﬀectuée avec un nombre d’itérations bien limité, à savoir trois
itérations. À noter également que l’intégration numérique est associée à une discrétisation
temporelle assez importante pour assurer la convergence du schéma. Comme évoqué ci-
dessus, la procédure actuelle consiste à prendre comme solution initiale celle qui est issue
de la méthode « rate tangent modulus ». À l’issue du nombre d’itérations imposé, la solution
initiale peut être conservée dans la mesure où la convergence de la procédure de Newton-
Raphson n’est guère atteinte (Tableau 5.1).
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Par ailleurs, en vue de tenter d’assurer, voire éventuellement d’accélérer la convergence
du schéma de Newton-Raphson, une correction mineure telle que proposée par Anand [166],
est apportée sur l’incrémentation des solutions ∆γs recherchées :
∆γs,(i+1) = ∆γs,(i) + ǫ δ∆γs,(i) (4.87)
i étant l’incrément et ǫ le coeﬃcient de correction fonction de i
(
ǫ = 1 + 0,25
i
)
. On rappelle
en outre qu’à un incrément i donné, δ∆γs,(i) sont solutions de l’équation qui suit :
J
∼
(i) . δ∆γ(i) = −R(i) (4.88)
R étant les résidus et J
∼
la matrice jacobienne. Cette dernière dépend du modèle à intégrer
et est donnée selon :
J
∼
= Jsr = −δsr −∆t θ ∂γ˙
s
∂τ s
∣∣∣∣∣
t+∆t
[
Λ
≈
: sym (ls ⊗ ns)
]
: sym [lr ⊗ nr]
−∆t θ ∂γ˙
s
∂rs
∣∣∣∣∣
t+∆t
bQhsr (1− b ρr) sign (ξs)
−∆t θ ∂γ˙
s
∂χs
∣∣∣∣∣
t+∆t
[δsr C − δsr C dαs sign (ξs)]
(4.89)
Calcul de la Jacobienne. Comme évoqué précédemment, l’intégration numérique des
équations constitutives est menée dans le code Abaqus/Standard basé sur une résolution
implicite des équations d’équilibre mécanique. En vue d’optimiser le tenseur de déformation
totale ε
∼t+∆t
, il est nécessaire de calculer la matrice jacobienne J (4.49). Dans le contexte
actuel, celle-ci est déduite directement via l’équation du problème (4.51), i.e. :
J =
∂∆σ
∼
∂∆ε
∼
=
∂
[
Λ
≈
:
(
∆ε
∼
−∑Nss=1 ∆γs sym (ls ⊗ ns)
)]
∂∆ε
∼
(4.90)
= Λ
≈
−Λ
≈
:

Ns∑
s=1
∂∆γs
∂∆ε
∼
⊗ sym (ls ⊗ ns)

 (4.91)
À savoir que l’expression de ∆γ
s
∆ε
∼
peut être aisément obtenue en dérivant le système d’équa-
tions résolu via la méthode « rate tangent modulus » (4.72), i.e. :
∂∆γr
∂∆ε
∼
= A
∼
−1.
[
∆t θ
∂γ˙s
∂τ s
∣∣∣∣∣
t
Λ
≈
: sym (ls ⊗ ns)
]
(4.92)
Ce qui donne :
J = Λ
≈
−
Ns∑
r=1
Ns∑
s=1
Ars,−1∆t θ
∂γ˙r
∂τ r
∣∣∣∣∣
t
[
Λ
≈
: sym (lr ⊗ nr)
]
⊗
[
Λ
≈
: sym (ls ⊗ ns)
]
(4.93)
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En dépit d’une discrétisation temporelle plus ou moins importante, le présent algorithme
se destine bien à conserver l’ensemble des variables d’état internes primaires ζprimaires et
duales ζduales. Plus typiquement, nul besoin d’utiliser une forme intégrée de l’écrouissage
isotrope rs (4.47). Pour rappel, celle-ci est indépendante de la variable d’état interne ρs.
À savoir que dans le traitement numérique eﬀectué par Méric et Cailletaud [21], les deux
derniers termes de la relation (4.42) sont souvent assimilés à
∫ t
0
∑Ns
s=1 |γ˙s| dt [170]. Or, dans
le contexte actuel, le calcul de la dissipation intrinsèque Θ est menée d’une manière assez
aisée via la relation (4.42). Celle-ci est traitée en tant que variable auxiliaire ϑaux à l’image
d’un certain nombre d’autres variables (cf. §4.5). Par ailleurs, en vue d’optimiser l’erreur
d’intégration numérique, une valeur de θ = 0, 5 est bien souvent recommandée malgré une
convergence probablement plus lente qu’une intégration basée sur le schéma d’Euler impli-
cite (θ = 1) [290]. De ce fait, l’ensemble des calculs menés dans le présent travail utilisent
la valeur θ = 0, 5 pour la résolution directe « rate tangent modulus » mais également pour
la procédure itérative de Newton-Raphson. Le Tableau 5.1 présente un récapitulatif de
l’algorithme d’intégration numérique utilisé.
Tableau 4.3 – Récapitulatif du schéma d’intégration numérique dans le cadre de l’hypothèse
des petites perturbations (HPP)
1. Étant donné : ε
∼
t
, ε
∼
t+∆t
, ϑintt , ζ
duales
t , ϑ
aux
t .
2. Calcul des cissions résolues τ st et des vitesses de cisaillement γ˙
s
t .
3. Assemblage de la matrice A
∼
et du vecteur b.
4. Résolution du système (4.82)
(
calcul des valeurs∆γs,(i=0)
)
.
5. Calcul des variables d’état internes
(
α
s,(i)
t+∆t, ρ
s,(i)
t+∆t
)
et des variables duales
(
τ
s,(i)
t+∆t, r
s,(i)
t+∆t, χ
s,(i)
t+∆t
)
.
6. Calcul des vitesses de cisaillement γ˙s,(i)t+∆t via les variables de l’étape 5.
7. Résolution du système (4.84).
If
∣∣R(i)∣∣ ≤ ‖o+‖ Then ∆γs = ∆γs,(i), γ˙st+∆t = γ˙s,(i)t+∆t, αst+∆t = αs,(i)t+∆t, ρst+∆t = ρs,(i)t+∆t
τ st+∆t = τ
s,(i)
t+∆t, r
s
t+∆t = r
s,(i)
t+∆t et χ
s
t+∆t = χ
s,(i)
t+∆t & Go To étape 8.
Else If i ≥ 3 Then ∆γs = ∆γs,(i=0), γ˙st+∆t = γ˙s,(i=0)t+∆t , αst+∆t = αs,(i=0)t+∆t , ρst+∆t = ρs,(i=0)t+∆t
τ st+∆t = τ
s,(i=0)
t+∆t , r
s
t+∆t = r
s,(i=0)
t+∆t et χ
s
t+∆t = χ
s,(i=0)
t+∆t & Go To étape 8.
Else Résolution du système (4.88).
Incrémentation des solutions ∆γs,(i) via (4.87) & Go To étape 5.
8. Calcul du tenseur de contrainte σ
∼
t+∆t
(4.51) et les variables auxiliaires ϑauxt+∆t.
9. Calcul de la matrice jacobienne J (4.93).
4.2.3 Validation de l’algorithme d’intégration numérique
À l’issue de l’intégration des équations constitutives, une validation du schéma numé-
rique est eﬀectuée. Celle-ci est réalisée par le biais d’une confrontation de l’algorithme
décrit ci-dessus (Tableau 5.1) avec celui disponible dans la librairie Z-MAT du code Z-
Set/Zébulon 10 en faisant l’hypothèse des petites perturbations (HPP). Ce dernier utilise
10. Les présents calculs sont menés avec le code Abaqus en utilisant Z-MAT en tant que routine utilisateur.
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également une intégration implicite mais basée sur la méthode-θ du point milieu générali-
sée 11.
Dans le contexte actuel, la confrontation est menée sur un monocristal, dit « de réfé-
rence », dont l’orientation est donnée par les relations de parallélisme [100] ‖X, [010]‖Y
et [001]‖Z, i.e. des angles d’Euler selon la déﬁnition de Bunge (ϕ1, φ, ϕ2) = (0, 90, 0). Le
monocristal considéré est un cylindre de diamètre de 10 mm et de hauteur de 20 mm,
soumis à une sollicitation uniaxiale monotone. Les conditions aux limites consistent en un
encastrement de la face Z0 et en une déformation imposée ε33 = 4% de la face Z1. Un
ensemble de 406 éléments cubiques de premier ordre et d’intégration complète (C3D8 dans
Abaqus) sont utilisés pour un maillage régulier de la géométrie. Par ailleurs, les paramètres
du matériau utilisés sont ceux de l’acier 316L identiﬁés par Guilhem [250], à l’exception de
la matrice d’interaction h
∼
qui est donnée selon (4.30) pour une structure CC et est prise
égale à l’unité (Tableau 4.4).
Tableau 4.4 – Paramètres du matériau utilisés pour la validation de l’algorithme d’intégra-
tion numérique
Λ1111 (MPa) Λ1122 (MPa) Λ1212 (MPa) n K (MPa.s−n)
197000 125000 122000 11 12
τ s0 (MPa) Q (MPa) b C (MPa) d
40 10 3 40000 1500
La présente confrontation d’un certain nombre de variables illustrée dans ce paragraphe
(Figures 4.3, 4.4, 4.5 et 4.6) permet de valider le schéma d’intégration numérique actuel (Ta-
bleau 5.1). En eﬀet, les résultats obtenus sont bien identiques à ceux fournis par l’algorithme
utilisé par Méric et Cailletaud [21] pour les mêmes types de sollicitations et paramètres du
matériau.
(a) UMAT (b) Z-MAT
Figure 4.3 – Confrontation des champs de la composante de contrainte σ11
11. L’algorithme d’intégration numérique de la librairie Z-MAT est présenté dans l’Annexe C.
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(a) UMAT (b) Z-MAT
Figure 4.4 – Confrontation des champs de la composante de déformation ε33
(a) UMAT (b) Z-MAT
Figure 4.5 – Confrontation des champs de cisaillement du système de glissement G1
(a) Courbe σ33 − ε33 (b) Courbe σéq − ε33
Figure 4.6 – Confrontation des évolutions des contraintes selon la déformation ε33
4.3 Identiﬁcation des paramètres du matériau
Étant donné que l’actuel algorithme d’intégration numérique est validé par confrontation
à celui implanté dans la librairie Z-MAT, il est bien pertinent d’utiliser celle-ci associée au
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module Z-OPT du code Z-Set/Zébulon pour l’identiﬁcation des paramètres du matériau.
L’utilisation du code de calcul Z-Set/Zébulon est justiﬁée par le contenu bien conséquent
de la librairie Z-MAT en terme de modèles de transition d’échelle. Dans ce qui suit, à
l’issue d’un rappel de la base de donnée expérimentale, cette partie s’attache à décrire la
méthodologie et les résultats d’identiﬁcation des paramètres du matériau. Par ailleurs, la
version modiﬁée du modèle multi-échelle n’étant pas implémentée dans la librairie Z-MAT,
la présente procédure d’identiﬁcation est menée uniquement sur les équations constitutives
de Méric-Cailletaud [20,21].
4.3.1 Base de données expérimentales
Si les essais mécaniques quasi-statiques et cycliques in-situ par corrélations d’images
menés dans §2.3 mettent en évidence le caractère hétérogène des champs mécaniques locaux
en surface, ceux-ci ne peuvent guère être utilisés pour l’identiﬁcation des paramètres du
matériau. Pour rappel, les lacunes de tels essais proviennent essentiellement du fait que
ces derniers ne sont pas corrélés à des mesures EBSD. En outre, l’usage de la base de
données des essais in-situ requiert la génération d’une microstructure réelle, ce qui n’est
pas une opération aisée. Une telle approche signiﬁe également que l’identiﬁcation doit être
nécessairement menée en champs complets. Or, une optimisation via les modèles en champs
complets est trop coûteuse en terme de temps de calcul, mais requiert surtout une résolution
des images numériques bien plus importante que celles acquises lors des essais mécaniques
menés dans §2.3.
Dans le contexte actuel, la base de données expérimentales considère des essais méca-
niques monotones quasi-statiques et cycliques uniaxiaux à température ambiante à l’échelle
macro. Ces derniers ayant déjà été présentés dans §1.2.4.1 et §1.2.4.2), le Tableau 4.5 ré-
capitule l’ensemble des essais mécaniques utilisés dans la procédure d’identiﬁcation.
Tableau 4.5 – Base de données expérimentales
Essai 1 Essai 2 Essai 3 Essai 4 Essai 5
monotone cyclique cyclique cyclique cyclique
ε ≃ 8% ε = ±0, 8% ε = ±0, 9% ε = ±1, 1% ε = 0, 0− 1, 5%
4.3.2 Procédure d’identiﬁcation
Compte tenu du coût exhaustif d’une identiﬁcation des paramètres du matériau par
la méthode des éléments ﬁnis (EF), la présente procédure s’appuie essentiellement sur des
approches en champs moyens. À l’issue de l’exposé des équations de transition d’échelle
mené dans §3.3.2.2, il est évident que bon nombre modèles de comportement non linéaire
en champs moyens ne sont guère adéquats pour des sollicitations complexes, notamment
cycliques. Ce constat présente néanmoins quelques exceptions, tels que le modèle en β de
Cailletaud-Pilvin [223] (cf. §3.3.2.2). Celui-ci est bien souvent utilisé en tant que modèle
de transition d’échelle en vue d’identiﬁer les paramètres des équations constitutives locales.
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Cependant, comme évoqué précédemment, il requiert l’identiﬁcation de paramètres outre
ceux des équations constitutives, i.e. liés à la transition d’échelle. De ce fait, une validation
des paramètres du matériau optimisés est bien souvent requise.
Une telle validation peut éventuellement être menée par le biais de la méthode des
éléments ﬁnis (EF). Une approche plus aisée consiste à opter pour un autre modèle de
transition d’échelle en champs moyens. Dans le contexte actuel, la validation des para-
mètres du matériau est réalisée par le biais du modèle sécant de Berveiller-Zaoui [222] (cf.
§3.3.2.2). Celui-ci ne requiert aucune identiﬁcation de paramètre lié à la transition d’échelle.
Cependant, ce modèle se destine uniquement aux sollicitations monotones. Le Tableau 4.6
résume les équations de transition d’échelle en champs moyens utilisées. À noter que dans
le cas du modèle en en β, le paramètre δ est considéré comme étant nul, et ce, en raison
des non linéarités conséquentes induites par les écrouissages isotrope et cinématique. De
ce fait, les paramètres de transition d’échelle se réduisent à D, déﬁnissant les interactions
entre inclusions ϕ au sein de la matrice.
Tableau 4.6 – Modèles de transition d’échelle utilisés dans la procédure de l’identiﬁcation
Modèle en β de Cailletaud-Pilvin [223] Modèle de Berveiller-Zaoui [222]
σ
∼
ϕ = Σ
∼
+ 2µ (1− β) :
[(∑
ϕ fϕ β
∼
ϕ
)
− β
∼
ϕ
]
σ
∼
ϕ = Σ
∼
+ 2µα (1− β) :
(
E
∼
p − ε
∼
ϕ, p
)
β =
2 (4− 5 ν)
15 (1− ν) β =
2 (4− 5 ν)
15 (1− ν)
β˙
∼
ϕ
= ε˙
∼
p, ϕ −Dεp, ϕéq β
∼
ϕ 1
α
= 1 +
3
2
µ
E
p
éq
Σéq
Si l’on considère les équations constitutives de Méric-Cailletaud [20,21], les paramètres
du matériau à identiﬁer sont les paramètres :
– d’élasticité : Λ
≈
ou éventuellement Λ,
– de viscosité : n et K,
– d’écrouissage isotrope : τ s0 , Q, b et les coeﬃcients de la matrice d’interaction h∼ (4.30),
– et d’écrouissage cinématique C et d.
Comme évoqué dans la formulation thermodynamique du modèle (cf. §4.1.2), le comporte-
ment linéaire de l’acier AISI H11 est supposé être isotrope. De ce fait, le tenseur d’élasticité
Λ
≈
est équivalent au module d’Young à l’échelle macro 12, i.e. Λ = 208 GPa. Par ailleurs,
compte tenu du fait que l’acier AISI H11 ne présente aucune sensibilité à la vitesse de
sollicitation à température ambiante (cf. §1.2.4.1), les paramètres de viscosité sont données
de manière à traiter le modèle comme étant une limite d’une approche indépendante du
temps, i.e. n = 15 et K = 4 MPa.s−n (cf. §4.3.3).
Avec ces hypothèses, la procédure d’identiﬁcation s’attache uniquement aux paramètres
des écrouissages isotrope et cinématique, outre le paramètre de transition d’échelle D. Si
l’optimisation des paramètres, tels que la cission critique τ s0 , d’écrouissage isotrope Q, b ou
12. Une écriture tensorielle selon la relation (5.31) par les coeﬃcients de Lamé est également possible (cf.
Tableau 4.7).
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encore d’écrouissage cinématique C et d, s’eﬀectue d’une manière plus ou moins « stan-
dard », celles des coeﬃcients de la matrice d’interaction n’est guère aisée. Dans le contexte
actuel, on s’appuie essentiellement sur les hypothèses de Hoc et Forest [270]. Plus concrète-
ment, on suppose que le potentiel d’interaction de deux systèmes identiques ou colinéaires
de la famille {1 1 0} 〈1 1 1〉 est plus important que celui de deux systèmes colinéaires mais
n’appartenant pas à la même famille. Le potentiel de ce type d’interaction est considéré
légèrement plus important que celui d’une interaction entre deux systèmes non colinéaires
n’appartenant pas à la même famille, qui lui même est supérieure à une collision de deux
systèmes non colinéaires de la famille {1 1 0} 〈1 1 1〉. Quant aux interactions de systèmes
au sein de la famille {1 1 2} 〈1 1 1〉, celles-ci possèdent toutes des potentiels d’interaction
inférieurs à ceux cités précédemment. Ces mécanismes ont tendance à se manifester plus fa-
cilement sur les systèmes colinéaires. Ces considérations physiques élémentaires permettent
de contraindre les valeurs des coeﬃcients de la matrice d’interaction [h], i.e. :
h8 ≤ h2 ≤ h3 ≤ h5 ≤ h4 ≤ h1 ≤ h6 ≤ h7 (4.94)
La Figure 4.7 présente la procédure d’identiﬁcation menée avec l’algorithme d’optimi-
sation de Levenberg-Marquardt.
Figure 4.7 – Procédure d’identiﬁcation des paramètres du matériau
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4.3.3 Résultats de l’identiﬁcation
Les paramètres de l’acier AISI H11 identiﬁés par la procédure décrite précédemment sont
donnés dans le Tableau 4.7. À noter que la valeur négative de Q traduit l’adoucissement
cyclique caractéristique de l’acier AISI H11.
Tableau 4.7 – Paramètres de l’acier AISI H11 issus de la procédure d’identiﬁcation
Élasticité Viscosité Écrouissage isotrope
Λ (MPa) υ n K (MPa.s−n) τ s0 (MPa) Q (MPa) b
208000 0,3 15 4 372 -10 1,05
Écrouissage cinématique Transition d’échelle Matrice d’interaction
C (MPa) d D µ (MPa) ν h1 h2 h3 h4 h5 h6 h7 h8
495000 1700 15 85000 0,3 1,1 0,7 0,9 1,0 0,9 1,2 1,3 0,7
Les diverses boucles d’hystérésis à demi-durée de vie sont présentés Figure 4.8. Il est
clair que l’optimisation des paramètres de l’acier AISI H11 permet une bonne prédiction
du comportement cyclique du matériau.
(a) Essai 2 (∆ε = ±0, 8%) (b) Essai 3 (∆ε = ±0, 9%)
(c) Essai 4 (∆ε = ±1, 1%) (d) Essai 5 (∆ε = 0, 0− 1, 5%)
Figure 4.8 – Confrontation modèle/essais boucles d’hystérésis de demi durée de vie
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Ces paramètres sont également valables pour le comportement monotone quasi-statique
(Figure 4.9a). Comme attendu, la Figure 4.9b permet de mettre en évidence que le com-
portement à l’échelle macro prédit par le modèle multi-échelle ne présente pas d’aspect
visqueux, i.e. le comportement prédit demeure indépendant de la vitesse de sollicitation.
(a) Essai 1 monotone (b) Simulation de la réponse du matériau
pour diﬀérentes vitesses de sollicitation
Figure 4.9 – Confrontation modèle/essai de traction monotone (essai 1) et mise en évidence
du caractère indépendant du temps du comportement prédit à l’échelle macro
4.4 Pré-traitement des calculs par éléments ﬁnis
En vue de mener une investigation numérique des champs mécaniques locaux en surface
de l’acier AISI H11, la présente partie se destine au pré-traitement des calculs en champs
complets. Dans un premier point, celle-ci illustre la génération de microstructures virtuelles
représentatives de l’acier AISI H11. Le second paragraphe se consacre aux orientations
cristallographiques caractéristiques des structures martensitiques (cf. §1.2.3.1). Celui-ci est
suivi par la procédure de maillage des microstructures virtuelles, mais également à la déﬁni-
tion des chargements, i.e. conditions aux limites. Enﬁn, le dernier point s’attache essentiel-
lement à la parallélisation des calculs par éléments ﬁnis (EF) et à la méthode de résolution
utilisée.
4.4.1 Génération de microstructure virtuelle
Le comportement mécanique hétérogène est lié à la stéréologie de la structure interne
de l’acier AISI H11 (cf. §2.4), il est donc nécessaire de générer une microstructure réaliste,
i.e. représentative voire statistiquement équivalente du matériau en question, en vue d’une
investigation pertinente des champs locaux. Pour ce faire, diverses approches peuvent être
considérés, à savoir celles qui utilisent des caractérisations expérimentales et celles qui
s’appuient sur des fondements probabilistes numériques.
La caractérisation expérimentale des structures métalliques, telle que l’acier AISI H11,
permet l’obtention d’informations fondamentales quant à la stéréologie de la structure in-
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terne considérée. En vue d’une reconstruction de microstructures « réelles » d’un maté-
riau donnée, une telle approche peut éventuellement considérer la technique de tomogra-
phie [291]. Cependant, celle-ci se destinent essentiellement aux matériaux à forts contraste,
notamment les structures poreuses. En vue d’une reconstruction de microstructures réelles
de matériaux métalliques, certaines études s’attachent à l’utilisation de la microscopie op-
tique (MO) [292], voire la microscopie électronique à balayage (MEB) [293, 294], bien sou-
vent couplée à des mesures EBSD. Or, de telles techniques se limitent à une caractérisation
bidimensionnelle de la structure interne. Pour une reconstruction de celle-ci dans un cadre
tridimensionnel, certaines études utilisent une extension virtuelle basée sur des approches
probabilistes numériques et ne considèrent aucune information quant à la stéréologie de
la structure interne dans le volume [295–297]. D’autres optent pour des approches expé-
rimentales. Dans ce dernier contexte, les techniques les plus fréquentes consistent en des
polissages mécaniques successifs des couches superﬁcielles du matériau considéré [78, 298],
ou éventuellement en la technique de la sonde ionique focalisée (FIB) [299–303], couplés
à des mesures EBSD. Cependant, ces techniques sont entièrement destructives et ne per-
mettent guère de mener des essais mécaniques a postériori de la caractérisation eﬀectuée.
Des études assez récentes ont permis une reconstruction de microstructures réelles de struc-
tures métalliques dans un cadre tridimensionnel en utilisant des techniques expérimentales
non destructives. Celles-ci consistent essentiellement en la microtomographie à haute éner-
gie [81]. Or, en dépit de son caractère non destructif, cette technique ne peut eﬀectuer une
caractérisation au delà de quelques microns de couches superﬁcielles, outre le fait qu’elle
nécessite des sources de synchrotron à très forte intensité qui sont diﬃcilement accessibles.
Si les approches fondées sur la caractérisation expérimentale du matériau requièrent
des techniques assez complexes, les modèles numériques permettent le plus souvent une
génération de microstructures virtuelles assez réalistes d’une manière bien plus aisée. Les
algorithmes associés sont plus ou moins proches de ceux utilisés dans les approches fondées
sur la caractérisation expérimentales lors de la reconstruction des structures internes, hormis
le fait que quasiment « aucune » information microstructurale issue de ces techniques n’est
considérée 13. En dépit de cet aspect, la génération de microstructures virtuelles par le biais
d’approches probabilistes numériques tient compte des caractéristiques prépondérantes de
la stéréologie de la structure interne, notamment la topologie, la morphologie et les orien-
tations cristallographiques du matériau considéré. Pour ce faire, deux techniques peuvent
être envisagées, notamment la méthode des ellipses et la tesselation ou décomposition de
Voronoï, ou éventuellement un couplage de celles-ci [304].
À l’inverse de la méthode des ellipses qui est bien souvent privilégiée en tant qu’algo-
rithme de reconstitution de microstructures réelles [294,295,300,301,303,305], la tesselation
de Voronoï, que l’on considère dans le contexte actuel, constitue une méthode numérique
bien plus aisée et se destine essentiellement aux structures internes virtuelles. Cette méthode
est considérée dans bon nombre d’études, notamment dans celle de Barbe et al. [306, 307],
Guilhem et al. [308] ou encore Gérard [100] dans le cadre d’investigations numériques des
champs mécaniques complets au sein d’agrégats polycristallins.
Si l’on considère un domaine D de l’espace tridimensionnel euclidien et un ensemble
13. Certaines informations telles que les orientations cristallographiques sont considérées dans le présent
travail (cf. §4.5.1.2 et §4.5.2.2).
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de points P = {xk ∈ D : k = 1, ..., n}, la tesselation de Voronoï est déﬁnie comme étant
l’union de n polyèdres convexes (cellules de Voronoï) Vk donnés selon :
Vk =
{
y ∈ D :
∥∥∥y − xk∥∥∥ < ∥∥∥y − xj∥∥∥ ∀ k 6= j} (4.95)
La tesselation de Voronoï est quasiment analogue à un processus de solidiﬁcation dans
les structures métalliques. Les points de l’ensemble P , i.e. centres des cellules, sont égale-
ment représentatifs de sites de nucléation ou de germination ﬁxes dans l’espace domaine
D considéré. Le processus de solidiﬁcation est alors mené d’une manière isotrope en terme
de vitesse et de direction de germination ou de nucléation. Celui-ci a tendance à s’arrêter
lors d’un croisement de l’ensemble des joints de grains dans le domaine D. La topologie
de la structure interne virtuelle est donc déﬁnie par la position des centres des cellules de
Voronoï données selon (5.94).
Par ailleurs, certaines études assez récentes s’intéressent aux algorithmes de tesselation
de Voronoï dans le cadre de reconstitution de structures internes bien équivalentes à celles
des matériaux métalliques. Dans ce contexte, Fritzen et al. [309] se consacrent au dévelop-
pement de structures périodiques. Zhang et al. [310] se destinent à générer des structures
internes virtuelles en contrôlant un paramètre de régularité de la tesselation de Voronoï.
Benedetti et Aliabadi [311] utilisent celle-ci pour une formulation dite « intégrale » du com-
portement intragranulaire. Quey et al. [312] se consacrent aux structures ayant un nombre
conséquent de cristaux constitutifs.
Dans le contexte actuel, les structures périodiques ou éventuellement semi-périodiques
ne peuvent être considérées du fait que l’intérêt est porté à la morphologie des lattes et
au comportement mécanique en surface. En outre, les cellules de Voronoï se destinent bien
souvent à des matériaux ayant des grains équiaxes. À noter que peu d’études se consacrent à
la génération de microstructures martensitiques ou équivalentes par le biais de la tesselation
de Voronoï. Pour ce faire, Osipov et al. [313] utilisent une double tesselation de Voronoï de
manière à positionner les centres des cellules sur les anciens joints de grains austénitiques
également conservés. Par ailleurs, Hatem et Zikry [314, 315] s’attachent à un algorithme
basé sur la norme L∞.
La présente génération de microstructure virtuelle de l’acier AISI H11 utilise égale-
ment une tesselation de Voronoï de norme L1 à deux niveaux réalisée avec le package
Neper [312] (Figure 4.10). Tenant compte des aspects microstucturaux relatifs à l’acier
AISI H11, la première étape permet la génération d’une tesselation de Voronoï un agrégat
de 173 cristaux constitutifs représentatifs de sites potentiels de paquets de lattes martensi-
tiques (Figure 4.10a). Dzns cet agrégat, des droites de directions aléatoires passant par les
premiers centres de cellules de Voronoï sont générés. Une seconde tesselation est menée a
posteriori via des points positionnés de manière équidistantes sur ces droites. Un ensemble
de six points est considéré pour chaque droite générée en vue d’une prise en compte des
relations d’orientations cristallographiques (cf. §4.4.2), et ce, à l’exception d’une droite qui
en contient que deux permettant l’obtention de 1034 cellules de Voronoï (Figure 4.10b).
Une telle approche permet l’obtention d’une microstructure virtuelle assez équivalente à
une structure interne martensitique en terme de morphologie des cristaux constitutifs. Les
lattes martensitiques données par les cellules de Voronoï issues de la tesselation du second
niveau sont regroupés par paquet d’une manière quasi-parallèle et orientées selon des di-
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rections aléatoires 14 (cf. §1.2.3). À savoir que les anciens grains austénitiques sont donnés
par le biais d’un regroupement d’un ensemble de quatre paquets de lattes les plus proches,
i.e. 44 grains considérés dont un contenant uniquement deux lattes martensitiques. Dans la
procédure actuelle, celles-ci ne sont guère convexes. Par ailleurs, on note que les dimensions
de microstructure virtuelle sont de 150× 50× 150 µm, ce qui est équivalent à la taille du
VER identiﬁée dans §2.5.
(a) Tesselation de premier niveau (b) Tesselation de second niveau
Figure 4.10 – Génération de microstructures virtuelles par tesselation de Voronoï
Dans cette approche, les lattes martensitiques possèdent une taille moyenne de 8,43
µm (Figure 4.11), i.e. près de trois fois supérieure à la taille mesurée lors de la carac-
térisation expérimentale (cf. §1.2.3.2). À savoir que cet écart est essentiellement dû à la
sous-estimation du nombre de lattes martensitiques et éventuellement de paquets au sein
d’un grain austénitique dont la taille est aux alentours de 30 µm.
Figure 4.11 – Répartition de la taille des lattes martensitiques
14. Ces directions dépendent des relations d’orientations (cf. §1.2.3.1) ce qui n’est pas pris en compte
dans la présente microstructure virtuelle.
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4.4.2 Génération des orientations cristallographiques
Le processus de la transformation martensitique induit toujours certaines relations
d’orientation entre la structure martensitique et celle de l’austénite (cf. §1.2.3.1). Dans le
contexte actuel, la structure de l’acier AISI H11 est équivalente à celles des aciers marten-
sitiques à faible teneurs en carbone étudiés par Morito et al. [8,44]en terme de composition
chimique mais également en terme de stéréologie (cf. §1.2.3.1) De par ce constat, la relation
d’orientations de Kurdjumov-Sachs (KS) [49] est par hypothèse considérée. On rappelle
que celle-ci est déﬁnie par 24 variants permettant de constituer des bases de rotation se-
lon les relations de parallélisme 15 {1 1 1}γ||{1 1 0}α′ et 〈1 1 0〉γ||〈1 1 1〉α′ (Figure 4.12a). Si
l’on considère des orientations aléatoires des anciens grains austénitiques (Figure 4.12b),
la génération des orientations des lattes martensitiques 16 est réalisée d’une manière assez
limpide, plus concrètement par le biais d’une rotation de celles de la structure austénitique
autour des variants de la relation KS (Figure 4.12c).
(a) Relation d’orienta-
tions KS
(b) Orientations de la
structure austénitique
(c) Orientations de la
structure martensitique
Figure 4.12 – Figures de pôle (100) de la relation d’orientations KS, des orientations de la
structure austénitique et celle de la martensite.
4.4.3 Procédure de maillage
La procédure de maillage des cellules de Voronoï constitue une opération assez délicate,
et ce, en raison de la topologie complexe de celles-ci. Si une technique de maillage multi-
phasé, ne tenant pas compte du caractère complexe de la topologie, peut éventuellement
être envisagée, celle-ci ne permet guère d’étudier d’une manière concrète l’incompatibilité
des champs mécanique locaux entre les lattes martensitiques. Dans le contexte actuel, la
procédure de maillage est menée selon l’approche proposée par Quey et al. [312] dans Neper
en vue d’obtenir une discrétisation spatiale de « haute qualité » tenant compte des joints
de lattes martensitiques.
Pour ce faire, la procédure de maillage requiert des modiﬁcations de la topologie de
la microstructure virtuelle. Celles-ci s’attachent plus précisément à éliminer les arêtes des
15. Les orientations des 24 variants de la relation KS sont données dans l’Annexe B.
16. On note que les orientations des lattes martensitiques sont données par les angles d’Euler selon la
déﬁnition de Bunge [16].
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polyèdres de Voronoï ayant une longueur inférieure à un certain seuil lc donné par :
lc = 0, 5 rc (Vk)
1
3 (4.96)
où Vk est le volume de la cellule k et rc un paramètre permettant de déﬁnir la taille des
éléments ﬁnis (rc = 1, 15 dans ce contexte). L’élimination des arêtes induit également
celle de bon nombre de sommets et de faces de cellules de Voronoï. Une telle opération
implique des interpolations des arêtes concernés par l’élimination eﬀectuée permettant la
reconstruction de la microstructure virtuelle en question (Figure 4.13).
(a) Avant l’élimination et l’interpo-
lation des arêtes
(b) Après l’élimination et l’interpo-
lation des arêtes
Figure 4.13 – Modiﬁcations de la topologie des cellules de Voronoï. Ces dernières sont
colorées selon les orientations cristallographiques générées
La discrétisation spatiale est menée de manière à positionner les divers nœuds des élé-
ments ﬁnis sur l’ensemble des sommets, arêtes, faces, ou encore au sein de l’espace volumique
des cellules de Voronoï de la microstructure modiﬁée. À noter que les éléments ﬁnis utilisés
sont des éléments tétraédriques de second ordre et d’intégration complète (C3D10 dans
Abaqus). Ces deniers sont adaptés à une technique de maillage libre (4.14).
Figure 4.14 – Discrétisation spatiale de la microstructure virtuelle
En l’état actuel, le paramètre rc donné dans la relation (5.95) fournit une densité de
84177 éléments, i.e. près 82 par cellule (Figure 4.15a). Une telle densité est bien souvent
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assez adéquate pour une analyse multi-échelle [312]. Par ailleurs, la Figure 4.15b illustre
la qualité du maillage donnée selon le rapport d’aspect. Par déﬁnition, le rapport d’aspect
est le rapport entre la plus longue arête et la plus courte hauteur, le tout rapporté à un
tétraèdre parfait un rapport d’aspect égal à l’unité. Autrement dit, plus ce paramètre tend
vers zéro, plus la qualité de l’élément concerné est médiocre. À l’issue de la procédure de
maillage, 502 éléments présentent quelques distorsions, i.e. près de 0,59% de l’ensemble des
éléments, ce qui n’a quasiment aucune inﬂuence sur les calculs numériques.
(a) Répartition du nombre d’éléments ﬁnis
par cellule de Voronoï
(b) Répartition du rapport d’aspect des élé-
ments ﬁnis
Figure 4.15 – Illustration de la répartition du nombre d’éléments ﬁnis par cellule de Voronoï
et de la qualité du maillage
4.4.4 Déﬁnition des chargements
Dans le contexte où l’on s’attache au comportement non linéaire en surface de l’acier
AISI H11, les conditions aux limites sont établies de manière à considérer une surface libre
(Figure 4.16).
(a) Chargement monotone (b) Chargement cyclique (9 cycles)
Figure 4.16 – Conditions aux limites
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Les conditions aux limites expérimentales, i.e. issues des essais mécaniques par le bais
de la technique de corrélation d’images (DIC), ne peuvent être considérées. Ceci est es-
sentiellement dû au fait que l’investigation numérique est menée sur une microstructure
virtuelle. Par ailleurs, on note que les conditions de chargement cyclique (Figure 4.16b)
sont à peu près équivalentes à celles du premier essai (éprouvette 1) mené dans §2.4.2, i.e.
de type traction-traction avec un rapport de charge de 10%. Elles sont restreintes à 9 cycles
en raison du coût important des calculs par éléments ﬁnis (EF).
4.4.5 Parallélisation des calculs
De par la procédure de discrétisation spatiale de la microstructure virtuelle (cf. §4.4.3), il
est bien évident qu’un tel maillage comporte un nombre conséquent de degrés de liberté. En
l’état actuel, le calcul numérique s’attache à traiter un système d’environs 361095 équations
en chaque incrément de temps. La résolution d’un tel système requiert ainsi des capacités
de mémoire vive et de stockage assez importantes. Par ailleurs, l’intégration numérique des
équations constitutives (cf. §4.2.2) est bien coûteuse en terme de temps de calcul, et ce, en
raison du caractère fortement non linéaire de celles-ci.
La parallélisation des calculs par éléments ﬁnis (EF) est une technique assez récente
et quasi-indispensable pour passer outre de telles restrictions. Dans le contexte actuel, le
code Abaqus permet d’eﬀectuer des calculs parallèles selon la méthode FETI (« Finite
Element Tearing and Interconnecting ») [253]. Celle-ci consiste à décomposer le maillage
en sous-domaines dont les intersections sont données uniquement par des interfaces d’élé-
ments. Chaque sous-domaine s’attache à un processeur donné où la résolution des équations
d’équilibre mécanique globales est eﬀectuée d’une manière itérative dans l’espace de Krylov.
Cette méthode est bien adaptée pour les calculs parallèles et consomme beaucoup moins
de mémoire vive que la méthode de résolution directe de type LU. La méthode FETI se
destine à optimiser les déplacements et forces duales aux niveaux des interfaces des sous-
domaines en vue d’obtenir des champs mécaniques plus ou moins continue au sein de la
microstructure virtuelle.
Par ailleurs, la décomposition de la microstructure virtuelle peut être menée selon bon
nombre de techniques. Dans le contexte actuel, cette opération est eﬀectuée de manière
quasi-automatique permettant d’obtenir des sous-domaines assez équilibrés en terme du
nombre de degrés de liberté. Au total, 8 processeurs cadencés à 2,8 Ghz et 30 Go de mé-
moire vive par noœud sont utilisés pour chaque calcul par éléments ﬁnis (EF). L’ensemble
des calculs est mené à l’aide du supercalculateur de type clusters Eos à l’Institut de Ma-
thématiques de Toulouse (IMT).
4.5 Investigation des champs mécaniques locaux
Comme évoqué précédemment, la modélisation numérique multi-échelle vient en com-
plément de l’investigation expérimentale menée au chapitre 2. Dans le contexte actuel, elle
se destine à une analyse d’un certain nombre de variables non quantiﬁées lors des essais
mécaniques in-situ avec la corrélation d’images numériques (DIC) (cf §2.4). Celles-ci s’arti-
culent autour du caractère hétérogène et anisotrope du comportement local de l’acier AISI
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H11 et concernent, outre les composantes des tenseurs de contraintes σ
∼
et de déformations
ε
∼
, essentiellement :
– la contrainte équivalente au sens de von Mises σéq,
– la déformation inélastique au sens de von Mises εinéq ,
– le nombre de systèmes de glissement activés Ns,
– la somme des glissements cumulés dans le temps
∫ t
0
∑Ns
s=1 |γ˙s| dt,
– la dissipation intrinsèque cumulée dans le temps Θ, i.e. l’intégrale dans le temps de
la relation (4.42),
– le facteur de Taylor-Quinney ι donnée par le rapport de l’intégrale dans le temps de
la dissipation intrinsèque Θ sur la puissance des eﬀorts internes articulés autour du
comportement non linéaire, i.e.
∫ t
0 σ∼ : ε˙∼
p dt.
Dans ce qui suit, l’investigation numérique est menée dans le cadre de sollicitations
monotones et cycliques dont les conditions aux limites sont données dans §4.4.4.
4.5.1 Cas du chargement monotone
Dans le cadre de sollicitations quasi-statiques, la présente investigation numérique s’in-
téresse à l’ensemble des paramètres issus de la caractérisation expérimentale réalisée dans
§1.3.2, et ce, essentiellement par le biais du modèle de Méric-Cailletaud [20, 21]. Celles-ci
concerne la morphologie des lattes en surface, la texture cristallographique, l’écrouissage
interne mais encore le proﬁl de surface. Leur introduction dans la modélisation numérique
est eﬀectuée successivement et présentée dans ce qui suit. Dans un dernier point, un intérêt
est accordé à la forme du modèle multi-échelle où l’on traite une confrontation entre le mo-
dèle de Méric-Cailletaud [20,21] et sa version modiﬁée (cf. Tableau 4.2). On note toutefois
que l’analyse actuelle s’attache à diverses échelles, i.e. l’échelle intragranulaire, des lattes
de martensite, des paquets, des anciens grains austénitiques mais également du VER.
4.5.1.1 Eﬀet de la morphologie des lattes en surface
Le traitement de l’eﬀet de la morphologie des lattes de martensite en surface suggère
une génération d’une seconde microstructure virtuelle. Celle-ci a pour idée d’engendrer un
caractère anisotrope de la morphologie des lattes martensitiques dans les couches superﬁ-
cielles à l’instar de celles générées par le procédé expérimental du traitement des plaques en
acier AISI H11 (cf. §1.3.2). Pour ce faire, il convient de reprendre la microstructure générée
dans §4.4.1 (Figure 4.17a) et d’eﬀectuer une translation des centres des cellules de Voronoï
dans les couches superﬁcielles supérieures, i.e. proches de la surface libre dans la direction
de sollicitation (Figure 4.17b). Dans le cadre de la procédure actuelle, une profondeur de
75 µm est concernée, i.e. la moitié de la hauteur du VER. La translation des centres des
cellules de Voronoï suit une évolution non linéaire avec la profondeur étudiée. Ainsi, plus les
cellules sont proches de la surface plus elles sont translatées, et ce, en vue d’assimiler les ob-
servations expérimentales menées dans §1.3.2. Cette procédure de translation des polyèdres
de Voronoï déplace un certain de nombre de cellules en dehors du domaine déﬁnissant le
VER, i.e. engendrant des coordonnées selon la direction X supérieures à 150 µm. Celles-ci
sont alors réinjectées sur le côté opposé du VER. Par conséquent, les lattes de martensites
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dans les couches superﬁcielles extrêmes ne sont pas nécessairement regroupés en paquets
(Figure 4.17b).
La procédure de maillage est identique à celle présentée dans §4.4.3. La nouvelle micro-
structure virtuelle comporte une densité de 86679 éléments dont l’indice de qualité, i.e. le
rapport d’aspect est quasiment similaire à la Figure 4.15b. À noter que seul 587 éléments
illustrent quelques distorsions, i.e. 0,68% de l’ensemble des éléments.
(a) Morphologie isotrope (b) Morphologie anisotrope
Figure 4.17 – Génération d’une microstructure virtuelle ayant une morphologie anisotrope
des lattes martensitiques en surface
Analyse du comportement mécanique à diverses échelles. À l’échelle macro du
VER, les réponses mécaniques des deux microstructures virtuelles données par la compo-
sante uniaxiale de la contrainte σ11 selon ε11 sont quasiment identiques (Figure 4.18). Elles
reﬂètent bien la réponse du comportement macroscopique fournie par la mesure d’eﬀort et
de déformation par un extensomètre (cf. §1.2.4.1). On note également que les déformations
globales sont de l’ordre de 8%, ce qui permet de consolider la taille du VER (cf. §2.5.2).
Figure 4.18 – Courbes de comportement monotone uniaxiale à l’échelle macro du VER
selon la morphologie des couches superﬁcielles
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Si le comportement global provient d’une homogénéisation des composantes de la struc-
ture interne de l’acier AISI H11, une analyse locale permet en revanche de mettre en
évidence l’eﬀet de la morphologie des lattes de martensite en surface. Les Figures 4.19 et
4.20 illustrent les courbes de comportement uniaxiale monotone de l’acier AISI H11 aux
échelles des anciens grains austénitiques, des paquets, mais encore des lattes de martensite
respectives des microstructures virtuelles ayant une morphologie isotrope et anisotrope.
(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de martensite
Figure 4.19 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant une morphologie isotrope en surface
(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de martensite
Figure 4.20 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant une morphologie anisotrope en surface
Il est clair qu’à de telles échelles, le caractère hétérogène du comportement local de
l’acier AISI H11 est bien mis en évidence. Dans une première approche, on constate que
cette hétérogénéité a tendance à s’accentuer à des échelles assez ﬁnes, notamment celles
des lattes martensitiques (Figures 4.19c et 4.20c). Les déformations uniaxiales ε11 peuvent
atteindre des valeurs assez conséquentes, i.e. aux alentours de 1000% de la déformation à
l’échelle macro du VER pour certaines lattes. Cette constatation est bien cohérente avec les
essais mécaniques in-situ réalisés dans §2.4.1. Par ailleurs, les résultats numériques illustrent
également une importante dispersion des contraintes uniaxiales locales σ11, notamment à
l’échelle des lattes martensitiques (Figures 4.19c et 4.20c). À ce niveau, les contraintes
uniaxiales σ11 atteignent des valeurs proches de 200% mais aussi de 60% de la contrainte à
l’échelle macro du VER. Cependant, il intéressant de noter que l’évolution des contraintes
à une échelle locale ne suit pas nécessairement celles des déformations. Si l’écoulement
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non linéaire d’une latte martensitique donne naissance à une contrainte de près de 1000
MPa, la déformation associée n’est pas nécessairement plus conséquente que celle d’une
latte dont la contrainte d’écoulement est de l’ordre de 2000 MPa. Cet aspect s’explique
essentiellement par le nombre de systèmes de glissement activés Ns et des glissements
cumulés
∫ t
0
∑Ns
s=1 |γ˙s| dt selon l’orientation cristallographique et géométrique de la latte en
question.
L’apport d’une morphologie anisotrope a pour conséquence une perturbation du com-
portement mécanique local. Si cette perturbation n’est guère mise en évidence à l’échelle
macro (Figure 4.18), elle est bien ressortie aux diverses échelles locales (Figures 4.19 et
4.20), surtout celle des lattes de martensites (Figures 4.19c et 4.20c). La microstructure
virtuelle ayant une morphologie anisotrope en surface aﬃche des valeurs de déformations
locales maximales ε11 inférieures à celles de la microstructure virtuelle ayant une morpho-
logie superﬁcielle isotrope à l’échelle des lattes et des paquets (Figures 4.19b et 4.20b).
Cet aspect a tendance à s’inverser à l’échelle des grains austénitiques parents (Figures
4.19a et 4.20a). Dans ce même contexte, la morphologie anisotrope induit dans certaines
lattes martensitiques et paquets des déformations ε11 plus conséquentes que celles observées
pour la morphologie isotrope. On note toutefois que ces aspects concernent également les
contraintes locales σ11. Ces constatations sont surtout liées à des eﬀets géométriques et d’in-
teraction. Plus concrètement, l’apport d’une morphologie anisotrope modiﬁe l’orientation
géométrique des joints de lattes par rapport à la direction de sollicitation mais également
par rapport aux cristaux constitutifs voisins.
Par ailleurs, un autre phénomène ressort lors de l’investigation expérimentale concerne
la micro-plasticité. Pour rappel, la micro-plasticité se traduit par un écoulement non linéaire
local présent avant celui qui est observé à l’échelle macro. En vue de mettre en évidence cet
aspect, il convient de tracer l’évolution de la dissipation intrinsèque Θ ou éventuellement
du facteur de Taylor-Quinney ι à l’échelle des lattes de martensite selon la déformation
uniaxiale ε11 à l’échelle macro du VER (Figure 4.21).
(a) Dissipation intrinsèque Θ (b) Facteur de Taylor-Quinney ι
Figure 4.21 – Évolution de la dissipation intrinsèque Θ et du facteur de Taylor-Quinney ι
à l’échelle des lattes martensitiques selon la déformation uniaxiale à l’échelle macro.
Il apparaît clairement que bon nombre de lattes martensitiques présentent des dissipa-
tions intrinsèque Θ bien avant l’écoulement non linéaire à l’échelle macro (Figure 4.21).
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Cet aspect est bien cohérent avec l’investigation expérimentale menée dans §2.4.1 où l’on
constate que les déformations locales peuvent dépasser le seuil d’élasticité dans la partie
linéaire du chargement. À noter que le phénomène de micro-plasticité est présent quelques
soit la morphologie utilisée.
Analyse des distributions des variables. D’un point de vue statistique, les distribu-
tions de l’ensemble des variables considérées à l’issue du chargement n’illustrent guère de
diﬀérences signiﬁcatives entre les deux types de morphologies (Figure 4.22 et Tableau 4.8).
Si les distributions des contraintes équivalentes au sens de von Mises σéq et du nombre de
systèmes activés Ns sont quasiment identiques entre les deux microstructures virtuelles, de
faibles variations sont constatées sur les variables rattachées à la vitesse de cisaillement γ˙s.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.22 – Distributions statistiques des variables considérées à l’issue du chargement
Tableau 4.8 – Moyennes des variables étudiées à l’issue du chargement
Variable σéq (MPa) Ns Θ (MPa) ι εinéq (%)
∫ t
0
∑Ns
s=1 |γ˙s| dt
Morphologie isotrope 1859,00 11,00 100,04 0,96 0,07 0,15
Morphologie anisotrope 1858,30 11,00 118,33 0,97 0,07 0,14
En vue d’une meilleure investigation de l’eﬀet de la morphologie des lattes superﬁcielles
dans les microstructures virtuelles, il est bien plus pertinent de mener une analyse sur les
distributions spatiales des variables étudiées. Pour ce faire, celles-ci sont données à l’échelle
des lattes de martensite selon leur profondeur (Figure 4.23).
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(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.23 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du chargement
Dans un tel contexte, l’eﬀet d’interaction évoqué précédemment est bien apparent. Plus
concrètement, les deux types de morphologie illustrent quelques dispersions de l’ensemble
des variables pour une même profondeur. Cet aspect est également observé dans la partie
inférieure des microstructures virtuelles (Figure 4.17). Pourtant, celle-ci ne subit aucune
modiﬁcation morphologique. Un eﬀet d’interaction des couches superﬁcielles sur la partie
inférieure des microstructures virtuelles semble donc bien exister.
À l’issue de la transformation morphologique, une latte martensitique quelconque, ayant
une orientation cristallographique et à une profondeur donnée, peut se voir subir une
contrainte de von Mises modiﬁée. Bien que cette modiﬁcation ne soit pas conséquente,
elle impacte l’écoulement non linéaire via une activation potentielle d’un certain nombre de
systèmes de glissement Ns, mais de glissements cumulées
∫ t
0
∑Ns
s=1 |γ˙s| dt qui sont liés à la
déformation inélastique au sens de von Mises εinéq et à l’état structural interne de l’acier AISI
H11. De ce fait la distribution spatiale de la dissipation intrinsèque Θ et celle du facteur
de Taylor-Quinney ι sont également perturbés. Outre les phénomènes d’interaction, ces as-
pects s’attachent également à l’orientation des joints de lattes par rapport à la direction de
sollicitation mais aussi à la distance des lattes martensitiques de la surface sollicitée.
Analyse des cartographies des isovaleurs. L’analyse des cartographies des isovaleurs
a surtout pour objectif une investigation des schémas de localisation mis en évidence dans
§2.4.1, ou plus précisément, une analyse de l’impact de la morphologie des lattes de marten-
site superﬁcielles sur ces schémas. Cependant, l’intérêt est porté aux variables non traités
dans l’approche expérimentale, à savoir la contrainte de von Mises σéq, le nombre de système
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de glissement activés Ns et la dissipation intrinsèque Θ (Figures 4.24 et 4.25).
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
Figure 4.24 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant une morphologie isotrope en surface à l’issue du chargement
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
Figure 4.25 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant une morphologie anisotrope en surface à l’issue du chargement
À l’inverse des distributions spatiales des variables étudiées, la mise en évidence de l’ef-
fet d’interaction n’est guère aisée. Quelle que soit la variable considérée, les cartographies
des isovaleurs présentent quasiment les mêmes champs pour la moitié inférieure des deux
microstructures virtuelles. Cependant, la translation des champs de l’ensemble des variables
considérées selon la morphologie anisotrope des lattes de martensite dans les couches super-
ﬁcielles ne fait aucun doute. Ceci est bien cohérent avec l’investigation expérimentale menée
dans §2.4.1 où l’on constate un tel phénomène au niveau des couches superﬁcielles pour
le champs de de déformation. Il est clair que les zones à forte localisation ou inversement
ont tendance à translater vers la surface de sollicitation (Figure 4.25). Celles-ci s’adaptent
à la morphologie anisotrope des couches superﬁcielles et suivent également les lattes de
martensite placées dans le côté opposé de la surface de sollicitation.
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Les cartographies des isovaleurs de la contrainte équivalente de von Mises σéq (Figures
4.24a et 4.25a), montrent une concentration de celle-ci autour des joints de lattes mar-
tensitiques, voire des paquets ou encore des anciens grains austénitiques. Le fait qu’une
localisation marquée apparaisse entre deux lattes de martensite au sein d’un même pa-
quet est due à leurs orientations cristallographiques (cf. §4.5.1.2), i.e. à une désorientation
conséquente entre celles-ci. Cet aspect est également valable aux schémas de concentration
aux joints des paquets et des anciens grains austénitiques. Autrement dit, les orientations
cristallographiques, ou encore les désorientations cristallographiques, constituent bien un
paramètre prépondérant dans les zones de concentration des contraintes équivalentes au
sens de von Mises σéq. L’ajout d’une morphologie anisotrope des lattes martensitique en
surface ne fait que translater de telles zones.
Le nombre des systèmes de glissement activés Ns (Figures 4.24b et 4.25b) ne présentent
guère de localisations marquées au niveau des joints des cristaux constitutifs. Au sein des
lattes de martensite, celui-ci est quasiment homogène et s’attache essentiellement à leurs
orientations cristallographiques. Il est également intéressant de noter que les lattes mar-
tensitiques présentant peu de systèmes de glissement activés illustrent le plus souvent une
faible contrainte équivalente de von Mises σéq.
Par ailleurs, la localisation de la dissipation intrinsèque Θ au niveau des joints des lattes
de martensite n’est guère marquée (Figures 4.24c et 4.25c). Cependant, on peut constater
des réseaux de bandes de localisation (cf. §2.4.1) étant donné que le calcul de la dissipation
intrinsèque Θ fait intervenir la déformation inélastique équivalente de von Mises εinéq . À
noter également que, d’un point de vue global, celle-ci s’attache aux zones de concentration
bien conséquentes des contraintes de von Mises σéq.
En outre, une ondulation du proﬁl de la surface libre est mise en évidence à l’issue
du chargement (Figures 4.24 et 4.25), i.e. l’eﬀet de surface. À savoir que l’apport d’une
morphologie anisotrope impacte bel et bien le proﬁl de surface engendré.
4.5.1.2 Eﬀet de la texture cristallographique en surface
L’investigation de l’eﬀet de la texture cristallographique des couches superﬁcielles re-
quiert le traitement d’un certain nombre de groupements d’orientations (Figure 4.26a).
(a) Texture T1 (b) Texture T2 (c) Texture Texp (d) Partie inférieure
Figure 4.26 – Figures de pôles inverses selon la direction de sollicitation des diverses textures
traitées
Dans le contexte actuel, outre les orientations cristallographiques utilisées dans §4.5.1.1
(Figure 4.26a) que l’on nomme « T1 », deux autres groupements d’orientations cristallogra-
phiques sont considérés. Si le premier (« T2 ») (Figure 4.26b) s’attache à des orientations
virtuelles, i.e. à l’instar de Texture T1 utilisant les relations d’orientations de type KS
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(cf. §4.4.2), le second groupement (« Texp ») (Figure 4.26c) utilise les orientations cris-
tallographiques issues des analyses EBSD 17 menées dans §1.3.2. À savoir que la prise en
compte de l’ensemble des groupements s’attachent uniquement aux couches superﬁcielles
supérieures des microstructures virtuelles (Figure 4.17). La partie inférieure conserve les
mêmes orientations cristallographiques que dans §4.5.1.1 (Figure 4.26d). Par ailleurs, la
présente investigation traite uniquement la microstructure virtuelle ayant une morphologie
anisotrope en surface (Figure 4.17b).
Analyse du comportement mécanique à diverses échelles. Le comportement mé-
canique à l’échelle macro de la microstructure virtuelle est quasiment identique pour l’en-
semble des groupements d’orientations cristallographiques (Figure 4.27). Celui-ci est bien
cohérent avec le comportement macroscopique acquis par un extensomètre (cf.§1.2.4.1).
Cependant, il apparaît que le groupement « Texp » issu de la caractérisation expérimentale
présente à l’issue du chargement une déformation globale légèrement supérieure à celles des
orientations « T1 » et « T2 ». Ceci peut éventuellement être lié à la tendance à un caractère
anisotrope plus marqué des orientations cristallographique en surface.
Figure 4.27 – Courbes de comportement monotone uniaxiale à l’échelle macro du VER
selon la texture cristallographique des couches superﬁcielles
Par ailleurs, le caractère hétérogène du comportement local est bien présent 18 (Figures
4.28 et 4.29). Il est clair que les orientations cristallographiques des couches superﬁcielles
ont tendance à perturber celui-ci, et ce, essentiellement à l’échelle des lattes de martensite
(Figures 4.28c et 4.29c). En eﬀet, la modiﬁcation des orientations cristallographiques des
couches superﬁcielles peut induire un changement dans le comportement mécanique local
des lattes martensitiques concernées. Ceci peut éventuellement avoir pour conséquence un
eﬀet d’interaction, notamment avec la partie inférieure de la microstructure virtuelle, à
l’image de l’impact de la morphologie des couches superﬁcielles (cf. §4.5.1.1). Ces aspects
sont communs à l’ensemble des groupements d’orientations « T1 », « T2 » et « Texp ».
En dépit du caractère assez anisotrope des orientations « Texp », le niveau d’hétérogé-
néités du comportement local dans l’ensemble du domaine de la microstructure virtuelle
17. Pour rappel, ces analyses sont eﬀectuées à postériori du procédé de traitement des plaques (cf. §1.3.1).
18. Les courbes de comportement locales associées à la texture « T1 » sont traitées dans §4.5.1.1 (Figure
4.20).
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(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de martensite
Figure 4.28 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant la texture « T2 » des couches superﬁcielles
(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de martensite
Figure 4.29 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant la texture « Texp » des couches superﬁcielles
reste proche de celui des textures « T1 » et « T2 » (Figures 4.28 et 4.29). En vue de mettre
en évidence la particularité du comportement local liée à de telles orientations, il convient
de représenter celui-ci uniquement pour les couches superﬁcielles (Figure 4.30).
(a) Texture T1 (b) Texture T2 (c) Texture Texp
Figure 4.30 – Courbes de comportement monotone uniaxiale des couches superﬁcielles à
l’échelle des lattes martensitiques pour diverses orientations cristallographiques
De par une telle approche, il est clair que le niveau relatif de l’hétérogénéité du com-
portement local du groupement des orientations « Texp » demeure assez équivalent à celui
des textures « T1 » et « T2 ». Cependant, la déformation non linéaire cumulée donnée par
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les orientations « Texp » est bien plus conséquente que celles des groupements « T1 » et
« T2 ». Cet aspect est en eﬀet lié au fait que bon nombre de lattes de martensite possèdent
des plans (1 1 1) dans la direction de sollicitation. De ce fait, les systèmes de glissement
liés aux plans (1 1 0) se retrouvent favorablement orientés pour un cumul d’écoulement non
linéaire, i.e. à 45˚ de la direction de sollicitation pour un mécanisme « easy glide ».
Analyse des distributions des variables. À l’exception des contrainte équivalentes
de von Mises σéq (Figure 4.31a), les distributions statistiques des variables étudiées illus-
trent une certaine diﬀérence entre le groupement d’orientations « Texp » d’une part et ceux
« T1 » et « T2 » d’autre part (Figure 4.31). En dépit d’un écoulement non linéaire plus
conséquent des couches superﬁcielles pour les orientations « Texp » (Figure 4.30), celles-ci
s’attachent à un nombre de systèmes de glissements activés global Ns moindre que « T1 »
et « T2 » (Figure 4.31b). Par conséquent, les distributions des autres variables, à savoir
la dissipation intrinsèque Θ, le facteur de Taylor-Quinney ι et la déformation inélastique
équivalente suivent plus ou moins la même tendance que les glissements cumulés εinéq . Ces
constatations permettent de conclure qu’un écoulement non linéaire assez important n’est
pas nécessairement lié au nombre de systèmes de glissement activés Ns. À savoir que dans
le contexte des orientations « Texp », bon nombre de plans (1 1 1) sont orientés selon la di-
rection de sollicitation. De ce fait, le glissement selon cette direction des systèmes concernés
rencontrent peu d’obstacles, d’où la diﬀérence des glissements cumulés.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.31 – Distributions statistiques des variables considérées à l’issue du chargement
Les distributions spatiales n’illustrent guère de variation signiﬁcative de l’ensemble des
variables étudiées entre les couches superﬁcielles et la partie inférieure de la microstructure
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virtuelle (Figure 4.32). Seules quelques augmentations assez faibles des variables rattachées
à la vitesse de cisaillement γ˙s sont à peine constatées pour le groupement d’orientations
« Texp ». Cet aspect conﬁrme que le caractère hétérogène du comportement local demeure
bien présent pour ces orientations. Par ailleurs, il est clair que l’apport de nouvelles orienta-
tions cristallographiques dans les couches superﬁcielles ampliﬁe l’eﬀet d’interaction vis-à-vis
d’une variation morphologique. L’ensemble des variables présentent une dispersion bien plus
importante dans la partie inférieure de la microstructure virtuelle que celle constatée dans
§4.5.1.1 (Figure 4.23). De ce fait, il est limpide de conclure que les orientations cristallo-
graphiques sont un paramètre de premier ordre par rapport à la morphologie des cristaux
constitutifs inﬂuençant le comportement local.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.32 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du chargement
Analyse des cartographies des isovaleurs. Les cartographies des isovaleurs des tex-
tures « T2 » et « Texp » (Figures 4.33 et 4.34) s’apparentent à celle de « T1 » établie dans
§4.5.1.1 (Figure 4.25). Les champs mécaniques locaux dans la partie inférieure des micro-
structures virtuelles sont quasiment identiques et la mise en évidence de leur perturbation
via la présente analyse n’est guère aisée. Cependant, les couches superﬁcielles illustrent
clairement une variation du comportement mécanique local. Il évident que les zones de
concentration des contraintes équivalentes de von Mises σéq, i.e. les joints de lattes de mar-
tensite, dépendent des orientations cristallographiques de celles-ci. Par ailleurs, en dépit
d’un caractère anisotrope assez marqué du groupement d’orientations « Texp », une ho-
mogénéisation du comportement local dans les couches superﬁcielles n’est guère constatée
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(Figure 4.34). Une dispersion de désorientations entre les lattes de martensite en surface
demeure toujours présente, d’où l’hétérogénéité des champs mécaniques.
Les cartographies des dissipations intrinsèques Θ présentent des schémas de localisation
représentatives de l’écoulement non linéaire à l’échellemacro. On rappelle que ce phénomène
est bien mis en évidence dans l’investigation expérimentale (cf. §2.4.1). À noter également
que les zones à fortes localisation suivent quasiment les mêmes tendances que celles des
contraintes équivalentes de von Mises σéq.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
Figure 4.33 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle avec une texture T2 des couches superﬁcielles à l’issue du chargement
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
Figure 4.34 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle avec une texture Texp des couches superﬁcielles à l’issue du chargement
L’analyse des cartographies des isovaleurs permet également une quantiﬁcation des pro-
ﬁls de surfaces libres à l’issue du chargement (Figure 4.35). Si l’apport d’une morphologie
anisotrope des lattes de martensite en surface se contente d’une translation des ondula-
tions du proﬁl de surface (cf. §4.5.1.1), la modiﬁcation des orientations cristallographiques
s’attache à de fortes perturbations de ces reliefs. Plus typiquement, des zones ayant des co-
ordonnées positives selon la direction Z normale à la surface libre peuvent éventuellement
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se voir attribuer des valeurs négatives et vice versa (Figure 4.35).
(a) Texture T1 (b) Texture T2 (c) Texture Texp
Figure 4.35 – Cartographies des isovaleurs des déformation ε33 selon les orientations cris-
tallographiques des couches superﬁcielles à l’issue du chargement
Il est certain que le comportement local de l’acier AISI H11 est assez complexe, et plus
particulièrement au niveau de la surface libre. Celui-ci est inﬂuencé par les phénomènes
locaux évoqués précédemment, à savoir les eﬀets d’interaction et de surface. Pour mettre
en évidence de tels eﬀets, il convient de s’intéresser à un groupe de lattes de martensite
situé au niveau de la surface libre, i.e. de la zone encadrée de la Figure 4.35b.
Si les orientations des lattes martensitiques issue de la texture « Texp » s’attachent à
un nombre réduit d’activation de systèmes de glissement Ns (Figure 4.36d), les lattes ayant
des orientations du groupement « T1 » aﬃche des valeurs de Ns bien plus conséquentes (Fi-
gure 4.36b). Pourtant, l’ensemble des orientations cristallographiques sont plus ou moins
proches (Figure 4.36a). Les valeurs de Ns données par les lattes martensitiques de la texture
« T1 » sont quasiment équivalentes à celles de la texture « T2 » (Figure 4.36c). À savoir
que les orientations de ces dernières permettent une activation assez aisée de bon nombre
de systèmes de glissement, i.e. des directions entre 〈1 1 1〉 et 〈1 0 0〉 parallèles à l’axe de
sollicitation. Le fait que les lattes martensitiques du groupement « T1 » aﬃchent des va-
leurs conséquentes de Ns est essentiellement due à la complexité des mécanismes internes,
notamment une multiaxialité locale du chargement mais également une surface libre.
(a) Orientations cristalloga-
phiques
(b) Texture T1 (c) Texture T2 (d) Texture Texp
Figure 4.36 – Nombre de systèmes activés Ns selon les orientations cristallographiques des
couches superﬁcielles pour une sélection de lattes martensitiques situées au niveau de la
surface libre
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4.5.1.3 Eﬀet de l’écrouissage en surface
La prise en compte de l’écrouissage des couches superﬁcielles induit par le procédé
de traitement des plaques en acier AISI H11 (cf. §1.3.2) s’attache, par hypothèse, à un
gradient des cissions critiques τ s0 de l’ensemble des systèmes de glissement s 4.37. Celui-
ci est introduit par le biais d’une fonction de type puissance des coordonnées des points
de Gauss selon la direction Z normale à la surface libre. À savoir que l’attribution des
nouvelles valeurs des cissions critiques τ s0 est eﬀectuée indépendamment des orientations ou
des positions globales des lattes de martensite dans les couches superﬁcielles. Autrement
dit, le gradient des cissions critiques τ s0 est également présent à l’échelle intragranulaire, i.e.
au sein même des lattes martensitiques.
En outre, il est également important de noter que les valeurs des cissions critiques sont
assez largement ampliﬁées, i.e. près de 300% au niveau de la surface libre. Le proﬁl de
leur évolution ne suit pas exactement la même tendance que celui de la dureté acquise
par nanoindentation (Figure 1.29a). Ces aspects sont considérés en vue d’une meilleure
appréhension de l’eﬀet de l’écrouissage en surface.
(a) Cartographie des isovaleurs (b) Proﬁl d’évolution
Figure 4.37 – Introduction d’un gradient de cissions critiques τ s0 dans les couches superﬁ-
cielles de la microstructure virtuelle ayant une morphologie anisotrope
La présente investigation s’attache à la microstructure virtuelle ayant une morphologie
anisotrope des couches superﬁcielles (Figure 4.17b). Les orientations cristallographiques
considérées de celles-ci sont données par le groupement « Texp » (Figure 4.26c).
Analyse du comportement mécanique à diverses échelles. L’apport d’un écrouis-
sage des couches superﬁcielles augmente d’une manière signiﬁcative le niveau de contrainte
lors de l’écoulement non linéaire à l’échelle macro (Figure 4.38). Cet aspect, bien qu’il
soit observé dans l’investigation expérimentale (cf. §2.4.1), est bien plus prononcé dans le
présent contexte en raison de l’ampliﬁcation volontaire des cissions critiques τ s0 dans les
couches superﬁcielles.
Par ailleurs, du fait qu’un tel apport s’articule autour de l’activation de bon nombre
de systèmes de glissement, la déformation uniaxiale linéaire à l’échelle macro εe11, i.e. liée
à l’écoulement non linéaire, est bien aﬀectée par l’écrouissage des couches superﬁcielles.
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Cependant, cette constatation n’est guère valable pour la déformation totale globale ε11
qui demeure légèrement supérieure à 8%.
Figure 4.38 – Courbes de comportement monotone uniaxiale à l’échelle macro du VER
selon l’écrouissage des couches superﬁcielles
À l’échelle locale, notamment à celles des lattes de martensites (Figure 4.39c), le niveau
d’hétérogénéité du comportement obtenu pour la surface écrouie est bien accru comparé à la
microstructure virtuelle de surface non écrouie (Figure 4.29c). Les niveaux des contraintes
locales ont tendance à augmenter du fait que le comportement local demeure linéaire plus
longtemps pour la microstructure virtuelle ayant une surface écrouie. Par ailleurs, à l’échelle
des anciens grains austénitiques (Figure 4.39a) et celle des paquets (Figure 4.39b), il ap-
paraît assez clairement une distinction des comportement des couches superﬁcielles et ceux
de la partie inférieure de la microstructure virtuelle. Ces aspects sont essentiellement liés à
l’homogénéisation locale.
(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de martensite
Figure 4.39 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant des couches superﬁcielles écrouies
Analyse des distributions des variables. La perturbation du comportement global
de l’acier AISI H11 est bien mise en évidence par le biais des distributions statistiques des
contraintes équivalentes de von Mises σéq (Figure 4.40a) et du nombre de systèmes de glis-
sement activés Ns (Figure 4.40c). L’introduction d’une surface écrouie a pour conséquence
une augmentation de la valeur moyenne de σéq et une diminution de celle de Ns. Cependant,
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les distributions des variables rattachées à la vitesse de cisaillement γ˙s sont relativement très
peu perturbées (Figure 4.40). Cet aspect s’explique par le fait que les systèmes favorable-
ment orientés en surface ont tendance à cumuler des glissements bien plus conséquents dans
les couches superﬁcielles écrouies, et ce, en raison de la forte concentration des contraintes
équivalentes dans cette zone.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.40 – Distributions statistiques des variables considérées à l’issue du chargement
Les distributions spatiales des variables étudiées conﬁrment bien les constatations évo-
quées ci-dessus. Il est en eﬀet assez clair que l’intensité des contraintes équivalentes au sens
de von Mises σéq a bien tendance à prendre de l’ampleur au niveau des couches superﬁcielles
(Figure 4.41a). Les distributions spatiales permettent également de mettre en évidence une
diminution du nombre de systèmes de glissement activés Ns dans les couches superﬁcielles
(Figure 4.41b). Cependant, en dépit de sa présence, une distinction de l’eﬀet d’interaction
pour σéq et Ns dans la partie inférieure de la microstructure virtuelle n’est guère aisée. À
savoir que cet eﬀet est bel et bien apparent dans l’ensemble des variables rattachées à la
vitesse de cisaillement γ˙s (Figure 4.41). Or, leur évolution dans les couches superﬁcielles est
quasiment identiques pour les microstructures virtuelles de surfaces écrouie et non écrouie.
Analyse des cartographies des isovaleurs. À l’inverse des distributions spatiales des
contraintes équivalentes de von Mises σéq et du nombre de systèmes de glissement activés
Ns, les cartographies des isovaleurs de ces variables (Figures 4.42a et 4.42b) permettent
bien une mise en évidence de l’eﬀet d’interaction apporté par l’écrouissage des couches
superﬁcielles sur la partie inférieure de la microstructure virtuelle. Dans ces mêmes car-
tographies, on constate également une forte concentration des contraintes équivalentes σéq
dans les couches superﬁcielles de manière à illustrer un champs quasiment homogène dans
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(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.41 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du chargement
cette zone. De ce fait, la localisation des contraintes équivalentes dans les joints de lattes
de martensite n’est plus évidente. Cette concentration s’accompagne en outre d’une dimi-
nution de Ns, et ce, essentiellement au niveau de la surface libre où l’on trouve des valeurs
proches de zéro. Cependant, comme évoqué précédemment, ces aspects n’aﬀectent pas né-
cessairement le champ de dissipation intrinsèque (Figure 4.42c) qui reste quasiment proche
à la microstructure virtuelle de surface non écrouie (Figure 4.35c).
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
Figure 4.42 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant des couches superﬁcielles écrouies à l’issue du chargement
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Par ailleurs, on note que l’apport d’un écrouissage n’a pas énormément aﬀecté le proﬁl
de surface engendré par rapport à la microstructure virtuelle non écrouie (Figure 4.43).
(a) Surface non écrouie (b) Surface écrouie
Figure 4.43 – Cartographies des isovaleurs des déformation ε33 selon l’écrouissage des
couches superﬁcielles à l’issue du chargement
4.5.1.4 Eﬀet du proﬁl de surface
Le proﬁl de surface constitue le dernier paramètre à considérer dans le traitement nu-
mérique actuel. On rappelle qu’à l’issue du procédé de traitement de plaques en acier AISI
H11, la surface présente des reliefs ondulés (cf §1.3.2). La prise en compte de ceux-ci est ef-
fectué par une méthode des translations des nœuds, i.e. a posteriori du maillage des cellules
de Voronoï de la microstructure virtuelle [250]. La méthode considère une extrapolation des
coordonnées des nœuds des couches superﬁcielles selon l’axe Z vers les points de mesures des
reliefs acquis par altimétrie (cf. §1.3.2) (Figure 4.44a). Par ailleurs, en vue d’une meilleure
appréhension de l’eﬀet de proﬁl de surface, une zone assez étendue selon la direction de
sollicitation X et transverses Y est mise à échelle. Cette technique permet ainsi l’obtention
diverses types d’ondulation, i.e. des ondulations ﬁnes selon la direction transverse Y et des
ondulations grossières selon X (Figure 4.44b).
(a) Microstructure virtuelle (b) Proﬁl de surface expérimental
Figure 4.44 – Introduction d’une ondulation de surface de la microstructure virtuelle
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On note toutefois que les paramètres Wt et Wm des ondulations de surface utilisés sont
bien réduits en comparaison des mesures expérimentales réalisées dans §1.3.2 (Figure 4.44b).
Ils ont respectivement pour valeurs 7,35 µm et 3,92 µm. Cette réduction est eﬀectuée aﬁn
d’adapter les reliefs au maillage de la microstructure virtuelle 19 dont les couches superﬁ-
cielles sont écrouies (Figure 4.37). À l’issue de l’incorporation de ce proﬁl, la discrétisation
spatiale présente une qualité de maillage proche des microstructures virtuelles de surfaces
planes (Figure 4.15b), le taux de distorsion des éléments ﬁnis étant de l’ordre de 0,72%.
Analyse du comportement mécanique à diverses échelles. L’apport d’une surface
ondulée à tendance à diminuer la limite d’élasticité mais aussi la déformation totale à
l’échelle macro (Figure 4.45). Ces aspects sont éventuellement liés aux interactions locales
et l’eﬀet de surface accrus par les reliefs de celle-ci.
Figure 4.45 – Courbes de comportement monotone uniaxiale à l’échelle macro du VER
selon le proﬁl de surface
Les eﬀets d’interactions sont bien mis en évidence dans le contexte actuel (Figure 4.46).
En dépit de son caractère hétérogène, le comportement local se distinguent de celui de la
microstructure ayant une surface plane (Figure 4.39). Cependant, la distinction du com-
portement des couches superﬁcielle n’est guère évidente.
(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de marten-
site
Figure 4.46 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant un proﬁl de surface ondulé
19. Pour rappel, celle-ci présente une morphologie anisotrope des lattes de martensite dans les couches
superﬁcielles (Figure 4.17b) et utilise les orientations cristallographiques « Texp » (Figure 4.26c).
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Analyse des distributions des variables. Les distributions statistiques illustrent quelques
perturbations des répartitions des contraintes équivalentes au sens de von Mises σéq (Fi-
gure 4.47a) et du nombre de système de glissement activés Ns (Figure 4.47b). Il est clair
que dans l’ensemble de la microstructure virtuelle, l’apport d’une ondulation de surface
s’attache à une diminution de Ns. Certaines zones n’activent guère de systèmes de glisse-
ment. Cet aspect est peu constaté pour la microstructure virtuelle ayant une surface plane.
Contrairement aux analyses menées dans §4.5.1.3, la diminution du nombre de systèmes
de glissement Ns s’accompagne d’une baisse des valeurs de σéq. De ce fait, il évident que
la limite d’élasticité à l’échelle macro a également tendance à diminuer (Figure 4.45). Cet
aspect est consolidé si l’on considère que, d’un point de vue statistique, l’ensemble des va-
riables rattaché à la vitesse de cisaillement γ˙s est peu aﬀecté 20 (Figure 4.47), notamment
la déformation inélastique équivalente au sens de von Mises (Figure 4.47e).
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.47 – Distributions statistiques des variables considérées à l’issue du chargement
Les distributions spatiales des variables étudiées permettent une mise en évidence des
eﬀets d’interaction locaux et de surface (Figure 4.47). À l’instar des analyses menées dans
§4.5.1.3, la translation entre la partie inférieure et les premières couches superﬁcielles s’ac-
compagnent respectivement d’une augmentation des contraintes équivalentes de von Mises
σéq (Figure 4.47a) et du nombre de système de glissement activés Ns (Figure 4.47b), et ce,
en raison de l’écrouissage introduit. Cependant, des augmentations par rapport à la micro-
structure virtuelle de surface plane de ces variables sont constatées pour des profondeurs
de quelques microns au préalable d’une tendance vers des valeurs nulles dès lors que la
20. À l’exception des glissements cumulés
∫ t
0
∑Ns
s=1 |γ˙s| dt (Figure 4.47f) où l’on observe une présence
plus médiocre de faibles valeurs pour la microstructure virtuelle ayant un proﬁl de surface ondulé.
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profondeur est négative. À noter que ces constatations sont également valables pour l’en-
semble des variables rattachées à la vitesse de cisaillement γ˙s (Figure 4.47). On peut ainsi
considérer que les lattes de martensite situé au niveau des sommets des reliefs de la surface
libre obéissent à un comportement linéaire. Ceci a pour conséquence une forte localisation
de l’ensemble des variables étudiées dans les creux de ces reliefs, d’où l’augmentation de
celles-ci pour des profondeurs de quelquesmicrons, i.e. l’eﬀet d’interaction. Celui-ci est bien
présent dans la partie inférieure de la microstructure virtuelle d’une manière assez consé-
quente, notamment dans les distributions spatiales de σéq (Figure 4.47a) où l’on constate
une baisse quasiment systématique de celles-ci.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.48 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du chargement
Analyse des cartographies des isovaleurs. Les cartographies des isovaleurs des di-
verses variables étudiées (Figure 4.49) consolident les analyses ci-dessus. Il apparaît clai-
rement que les sommets des reliefs de la surface libre s’attachent à des concentrations des
contraintes équivalentes de von Mises σéq bien médiocres (Figure 4.49a). Pour rappel, cette
zone de la surface libre présente une forte concentration des contraintes équivalentes σéq
dans la microstructure virtuelle ayant une surface plane (Figure 4.42a). Pourtant, les lattes
de martensite dans cette zone utilisent les mêmes orientations cristallographiques. En outre,
à l’issue du chargement il n’existe quasiment aucun système de glissement activé dans cette
même zone (Figure 4.49b). Il est évident que celle-ci est régit par un comportement linéaire
étant donné qu’elle ne dissipe guère de puissance intrinsèque Θ (Figure 4.49c).
Par ailleurs, une augmentation signiﬁcative des concentration des contraintes équiva-
lentes de von Mises σéq (Figure 4.49a) est observée pour les creux des ondulations de la
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surface libre en comparaison de celles obtenues pour la microstructure virtuelle ayant une
surface plane (Figure 4.42a). Ceci a pour conséquence une accentuation des incompatibilités
entre les lattes voisines, et ce, par de fortes localisations de déformation non linéaire locale,
i.e. dissipation intrinsèque Θ (Figure 4.49c). Ces localisations pourraient être à l’origine
de modes d’endommagement tels que la génération de cavités locales. Ainsi, l’amorçage de
l’endommagement pourrait provenir des couches superﬁcielles et non pas de la surface libre.
À la lumière de ces constatations, il est pertinent de conclure que le proﬁl de surface
vient perturber l’eﬀet des orientations cristallographiques. Il existe donc un conﬂit entre
ces deux paramètres.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
Figure 4.49 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant un proﬁl de surface ondulé à l’issue du chargement
Le conﬂit entre les deux paramètres est illustré par la cartographie des déformations
normales à la surface libre ε33 (Figure 4.50). On peut eﬀectivement constater que des zones
dans les creux des ondulations peuvent être soit en traction soit en compression selon les
orientations cristallographiques locales.
(a) Surface plane (b) Surface ondulée
Figure 4.50 – Cartographies des isovaleurs des déformation ε33 selon le proﬁl de surface à
l’issue du chargement
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4.5.1.5 Eﬀet de la forme des équations constitutives
Le présent paragraphe se destine à une confrontation qualitative entre le modèle de
Méric-Cailletaud [20, 21] et sa version modiﬁée (cf. §4.1). Si les paramètres du modèle de
Méric-Cailletaud [20, 21] sont identiﬁés par le bais de techniques de transition d’échelle en
champs moyens (cf. §4.3), la procédure d’identiﬁcation n’a pas été menée pour sa version
modiﬁée. Par conséquent, l’utilisation des mêmes paramètres du matériau amène donc à
un décalage de la réponse mécanique de celui-ci même à l’échelle macro (Figure 4.51).
Figure 4.51 – Courbes de comportement monotone uniaxiale à l’échelle macro du VER
selon le modèle multi-échelle utilisé pour les mêmes paramètres du matériau
Le décalage constaté est de l’ordre de la cission critique τ s0 , i.e. près de 370MPa. À savoir
que cette constatation est bien cohérente étant donné que la résolue τ s peut éventuellement
être donnée respectivement dans le cas du modèle de Méric-Cailletaud [20,21] et sa version
modiﬁée selon :
τ s = K (γ˙s)
1
n + τ s0 + r
s + χs (4.97)
τ s = (τ s0 + r
s) (γ˙s)
1
n + χs (4.98)
Compte tenu du fait que les premiers termes des membres à droite sont quasiment nuls, le
décalage entre les deux modèles est bien de τ s0 + r
s. Cela n’implique pas pour autant que le
problème peut être résolu en multipliant par deux les cissions critiques τ s0 dans le modèle
modiﬁé. Une telle démarche n’aboutirait guère à une réponse globale correcte. De plus,
la cission critique est un paramètre qui est le plus souvent déterminé expérimentalement.
Autrement, sa modiﬁcation n’aurait aucunement de sens physique.
Cependant, si la réponse du matériau en terme de contrainte est bien distincte entre
les deux modèles, une confrontation peut être menée pour l’écoulement non linéaire. Les
distributions statistiques des variables liées à la vitesse de cisaillement γ˙s, à savoir les glis-
sements cumulés (Figure 4.52a) ou encore le Facteur de Taylor-Quinney ι (Figure 4.52b)
illustrent une même tendance de répartition statistique. Les diﬀérences constatées peuvent
être liées à la réponse globale en terme de contrainte mais également à l’absence d’une sur-
face d’écoulement non linéaire pour le modèle modiﬁé. Pour évaluer le nombre de systèmes
de glissement activés Ns dans le cas du modèle modiﬁé, il convient de poser une déﬁnition
empirique qui consiste à admettre que l’activation d’un système considéré est donnée pour
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un glissement cumulé supérieur à 10−5. De ce fait, il est clair que les valeurs de Ns sont bien
plus conséquentes pour la version modiﬁée du modèle de Méric-Cailletaud (Figure 4.52c).
(a) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
(b) Facteur de Taylor-Quinney ι (c) Nombre de systèmes de glisse-
ments activés Ns
Figure 4.52 – Distributions statistiques des variables considérées à l’issue du chargement
Une analyse plus pertinente consiste à une confrontation des glissements cumulés moyens
de chaque système de glissement (Figure 4.53). Il est clair que par le biais d’une telle
approche, l’écoulement non linéaire à l’échelle du système de glissement est quasiment
identique entre les deux modèles multi-échelles.
Figure 4.53 – Glissement cumulé moyen pour chaque système de glissement selon le modèle
multi-échelle
En dépit d’une procédure d’identiﬁcation requise, il est évident qu’à l’issue de cette
confrontation, l’absence de surface de charge n’entraîne guère de changement signiﬁcatif
dans la réponse du modèle multi-échelle. Le modèle de type multiplicatif, i.e. la version mo-
diﬁée de Méric-Cailletaud, pourrait fournir une bonne prédiction du comportement élasto-
viscoplastique multi-échelle. Cependant, comme évoqué dans §4.2.2, ce modèle présente
quelques inconvénients quant à la procédure itérative de Newton-Raphson qu’il convien-
drait d’améliorer. Étant donné que la procédure d’identiﬁcation n’a pas été eﬀectuée pour
la version modiﬁé du modèle de Méric-Cailletaud, la suite de l’investigation numérique du
comportement mécanique en surface de l’acier AISI H11 est menée avec la version initiale
du modèle de Méric-Cailletaud [20,21].
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4.5.2 Cas du chargement cyclique
L’investigation des champs mécaniques locaux est uniquement menée à l’issue du 9e
cycle. Cette approche s’attache à l’analyse des champs résiduels après décharge. De ce fait,
seules les distributions statistiques et spatiales d’un certain nombre de variables et les car-
tographies des isovaleurs sont traitées. Les courbes de comportement à diverses échelles ne
sont pas considérées. On note également que l’ensemble des paramètres traité suit inéluc-
tablement celui du cas chargement monotone quasi-statique (cf. §4.5.1).
4.5.2.1 Eﬀet de la morphologie des lattes en surface
Analyse des distributions des variables. À l’issue du 9e cycle de chargement, i.e. à
une déformation globale imposée de 0,085%, il apparaît qu’à l’échelle locale, des contraintes
résiduelles conséquentes persistent au sein la structure interne de l’acier AISI H11. Les dis-
tributions statistiques des contraintes équivalente de von Mises σéq (Figure 4.54a) illustrent
que celles-ci peuvent éventuellement atteindre des valeurs bien au-delà de 1000 MPa. Par
ailleurs, on constate également que les déformations non linéaires locales εinéq peuvent aﬃcher
des valeurs proches de 2,5% (Figure 4.54e) .
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.54 – Distributions statistiques des variables considérées à l’issue du 9e cycle
D’un point de vue global, la morphologie anisotrope des lattes de martensite en surface
ne perturbe pas de manière signiﬁcative les distributions statistiques de l’ensemble des
variables étudiées (Figure 4.55). Les quelques diﬀérences constatées sont essentiellement
liées à la variation des orientations des joints de lattes mais également à l’eﬀet d’interaction
apporté par la morphologie anisotrope des couches superﬁcielles (cf. §4.5.1.1). Il est clair
que pour les distributions spatiales des variables considérées (Figure 4.55), l’écart entre
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les valeurs obtenues est plutôt situé dans les couches superﬁcielles, notamment pour les
contraintes équivalentes σéq (Figure 4.55a) ou la dissipation intrinsèque Θ (Figure 4.55c).
La morphologie anisotrope a tendance à diminuer le niveau des contraintes et déformations
résiduelles à l’issue du chargement.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.55 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du 9e cycle
Par ailleurs, à l’inverse du cas de chargement monotone (cf. §4.5.1.1), un facteur de
Taylor-Quinney ι égal à l’unité (Figure 4.55d) est obtenu pour la quasi-totalité des lattes
martensitiques. Ainsi, dans le cas du chargement cyclique, la puissance des eﬀorts internes
articulée autour du comportement non linéaire des lattes de martensite concernées est
entièrement dissipée. Cela implique également que plus le chargement global imposé est
important plus la structure interne de l’acier AISI H11 a tendance à dissiper de l’énergie
cinématique.
Analyse des cartographies des isovaleurs. L’analyse précédente des contraintes et
déformations non linéaires résiduelles est consolidée par les diverses cartographies des
isovaleurs (Figures 4.56 et 4.57). Il apparaît qu’à l’image du chargement monotone, les
contraintes équivalentes de von Mises σéq sont bien concentrées dans les joints de lattes
de martensite. Celles-ci ont tendance à se translater selon le direction de sollicitation pour
le cas de la microstructure virtuelle ayant une morphologie anisotrope des couches super-
ﬁcielles. Cet aspect est reste valable pour les nombres de systèmes de glissement activés
Ns et la déformation inélastique équivalente εéq. Pour cette dernière variable, on constate
que l’intensité des réseaux de bandes de localisation est moins évident que dans le cas du
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chargement monotone. À noter qu’une telle intensité a été bien mise en évidence lors de
l’investigation expérimentale (cf. §2.4.2).
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Déformation inélastique au
sens de von Mises εéq
Figure 4.56 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant une morphologie isotrope en surface à l’issue du 9e cycle
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Déformation inélastique au
sens de von Mises εéq
Figure 4.57 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant une morphologie anisotrope en surface à l’issue du 9e cycle
4.5.2.2 Eﬀet de la texture cristallographique en surface
Analyse des distributions des variables. L’analyse des distributions statistique des
variables étudiées (Figure 4.58) illustrent l’inﬂuence de l’attribution de diverses orientations
cristallographiques aux lattes martensitiques des couches superﬁcielles (Figure 4.26). Il
s’agit des orientations déﬁnies précédemment (Figure 4.26) pour des textures dénommées
« T1 », « T2 » et « Texp ». Il apparaît que la texture cristallographique n’apporte que de
légères perturbations au comportement local de l’acier AISI H11, mais qui semblent plus
signiﬁcatives que celles engendrées par la morphologie anisotrope. Dans le contexte actuel,
Il est clair que le groupement d’orientations « Texp », i.e. à caractère anisotrope, illustre des
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valeurs des variables considérées à peine plus médiocre que les groupements « T1 » et « T2 ».
Cet aspect vient du fait que les orientations cristallographiques du groupement « Texp »
s’articulent autour d’activation d’un nombre limité de systèmes de glissement (cf. §4.5.2.2).
Par conséquent, compte tenu du niveau de sollicitation imposé, le niveau des contraintes et
déformations locales est moins important que les orientations « T1 » et « T2 ».
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.58 – Distributions statistiques des variables considérées à l’issue du 9e cycle
Par ailleurs, l’eﬀet des orientations cristallographiques des lattes de martensite en surface
est essentiellement localisé au niveau des couches superﬁcielles (Figure 4.59). Cet eﬀet
reste toutefois relativement faible dans la partie inférieure de la microstructure virtuelle
en comparaison au chargement quasi-statique monotone. À noter également, qu’en dépit
de ces perturbations, le facteur de Taylor-Quinney ι demeure très proche de l’unité pour
l’ensemble des groupements d’orientations cristallographiques (Figure 4.59d).
Analyse des cartographies des isovaleurs. Les cartographies des isovaleurs des champs
mécaniques locaux données par le groupement d’orientations « Texp » (Figure 4.60) ne four-
nit pas de diﬀérences signiﬁcatives par rapport à celles de « T1 » (Figure 4.57). On constate
eﬀectivement qu’à l’image du groupement « T1 », le champ du nombre de systèmes de glis-
sement activés Ns (Figure 4.60b) est bien plus homogène au sein des lattes de martensite
que dans le cas du chargement quasi-statique monotone (Figure 4.34b). Par ailleurs, les
déformations inélastiques au sens de von Mises locales εinéq (Figure 4.60c) présentent des
réseaux de bandes localisation assez faibles en intensité, et ce, à l’instar des résultats issus
de l’investigation expérimentale menée dans §2.4.2. La localisation des déformations rési-
duelles au niveau des joints de lattes est également présente et s’attache le plus souvent à
celles des contraintes équivalentes de von Mises (Figure 4.60a).
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(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.59 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du 9e cycle
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Déformation inélastique au
sens de von Mises εéq
Figure 4.60 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle avec une texture Texp des couches superﬁcielles à l’issue du 9e cycle
4.5.2.3 Eﬀet de l’écrouissage en surface
Dans le contexte actuel, on rappelle que la notion d’écrouissage en surface est introduite
par le biais d’un gradient des cissions critiques τ s0 (cf. §4.5.1.3). Par conséquent, l’ensemble
des variables liées aux contraintes et déformations résiduelles s’attachent uniquement au
chargement cyclique. Autrement, la présente investigation suggère que le matériau dans son
état actuel ne présente pas de contraintes ou déformations résiduelles.
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Analyse des distributions des variables. L’introduction d’un gradient de cissions
critiques τ s0 dans les couches superﬁcielles a pour conséquence une diminution globale de
l’ensemble des valeurs des variables étudiées (Figure 4.61). Il est évident que l’écoulement
non linéaire n’a pas eu lieu dans bon nombre de lattes de martensite comparé à la mi-
crostructure virtuelle ayant une surface non écrouie. Certaines zones de la microstructure
virtuelle ayant une surface écrouie n’activent que peu de systèmes de glissement (Figure
4.61b) et ne dissipent aucunement de puissance intrinsèque Θ (Figure 4.61c).
Par ailleurs, les distributions statistiques du facteur de Taylor-Quinney ι sont très diﬀé-
rents pour les deux types de surfaces considérés (Figure 4.61d). Plus concrètement, pour la
surface écrouie, très peu de zones présentent un facteur de Taylor-Quinney ι égal à l’unité.
Dès lors qu’un écoulement non linéaire a lieu, celui est le plus souvent inférieur à l’unité. Cet
aspect est bien à l’opposé des constatations eﬀectuées dans §4.5.2.1. Ce phénomène peut
être expliqué par l’évolution du facteur de Taylor-Quinney ι donnée par la Figure 4.21b.
Celle-ci illustre clairement que le facteur de Taylor-Quinney ι présente un pic maximal lors
de la transition élasto-plastique au préalable d’une diminution rapide suivie d’une évolution
vers asymptotique unitaire.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.61 – Distributions statistiques des variables considérées à l’issue du 9e cycle
Les distributions spatiales des variables étudiées (Figure 4.62) montrent qu’à l’image
de l’eﬀet des textures cristallographiques (cf. §4.5.2.2), l’eﬀet d’interaction dans la partie
inférieure de la microstructure n’est pas conséquent. Celui-ci est essentiellement localisé
dans les couches superﬁcielles. Par ailleurs, à l’inverse du cas du chargement monotone
quasi-statique (cf. §4.5.1.3), l’apport d’une surface écrouie s’attache à de faibles contraintes
équivalentes au sens de von Mises σéq (Figure 4.62a). Il est évident que bon nombre lattes
de martensite dans les couches superﬁcielles subissent un comportement linéaire. Par consé-
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quent, peu de systèmes de glissement sont activés (Figure 4.62b) et les déformations non
linéaire résiduelles ne sont guère conséquentes (Figure 4.62e). À noter que les lattes de mar-
tensites concernées par un écoulement non linéaire dissipent peu de puissance intrinsèque
Θ (Figure 4.62c).
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.62 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du 9e cycle
Analyse des cartographies des isovaleurs. Les cartographies des isovaleurs des con-
traintes équivalentes de von Mises σéq, du nombre de systèmes de glissement activés Ns et de
la déformation inélastique équivalente εéq (Figure 4.63) complètent les analyses précédentes.
Les champs de contraintes σéq sont quasiment nuls dans certaines zones des couches super-
ﬁcielles (Figure 4.63a). Le nombre de systèmes de glissement activés Ns (Figure 4.63b), est
assez homogènes en surface et présente des valeurs bien médiocres. Quant aux déformations
inélastiques équivalentes εéq (Figure 4.63c), outre quelques localisations aux joints de lattes
martensitiques, celle-ci n’illustrent guère de réseaux de bandes localisation dans les couches
superﬁcielles.
4.5.2.4 Eﬀet du proﬁl de surface
Analyse des distributions des variables. L’apport d’un proﬁl de surface ondulée (Fi-
gure 4.44) a tendance a diminuer les champs de contraintes et déformations non linéaires
résiduels au sein de la microstructure virtuelle (Figure 4.64). Les répartitions du nombre
de systèmes de glissement activés Ns (Figure 4.64b) et le facteur de Taylor-Quinney ι (Fi-
gure 4.64d) sont quasiment identiques à ceux de la microstructure virtuelle ayant une sur-
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(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Déformation inélastique au
sens de von Mises εéq
Figure 4.63 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant des couches superﬁcielles écrouies à l’issue du 9e cycle
face plane, certaines zones peuvent éventuellement faire apparaître des localisations consé-
quentes du champs de déformation non linéaire résiduel.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.64 – Distributions statistiques des variables considérées à l’issue du 9e cycle
Par ailleurs, les distributions spatiales de l’ensemble des variables étudiées (Figure 4.65)
mettent en évidence les eﬀets d’interaction et de surface apportés par les ondulations de
la surface libre, et ce, également dans la partie inférieure de la microstructure virtuelle.
À l’image du chargement monotone quasi-statique (cf §4.5.1.4), l’ensemble des variables
étudiées présentent de légères augmentations pour des profondeurs de quelques microns et
tendent à s’annuler au niveau des sommets des reliefs de la surface libre.
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(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 4.65 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du 9e cycle
Analyse des cartographiques des isovaleurs. De par les cartographies des isovaleurs
des variables considérés (Figure 4.66), les constatations ci-dessus sont bien consolidés.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Déformation inélastique au
sens de von Mises εéq
Figure 4.66 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant un proﬁl de surface ondulé à l’issue du 9e cycle
La Figure 4.66a montre clairement que les sommets des reliefs de la surface libre ne
présentent guère de contrainte résiduelles signiﬁcatives. Il s’agit essentiellement d’un com-
portement linéaire. Très peu de systèmes de glissement sont donc activés dans ces zones
(Figure 4.66b) et les déformations inélastiques équivalentes sont quasiment nulles (Figure
4.66c). Cependant, si dans l’ensemble de la microstructure virtuelle, les réseaux de bandes
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de localisation sont de faibles intensités à l’instar des cas précédents (cf. §4.5.2.1, §4.5.2.2 et
§4.5.2.3), une ampliﬁcation de la localisation des déformations non linéaires résiduelles est
bien constatée au niveau de certains creux des ondulations de la surface libre. Cet aspect
conforte ainsi l’idée d’un conﬂit entre l’eﬀet du proﬁl géométrique de la surface avec celui
des orientations cristallographiques.
En résumé...
Une approche multi-échelle mettant en œuvre les équations constitutives de type phéno-
ménologique de Méric-Cailletaud [20,21] a été utilisée dans le cadre d’une étude numérique
du comportement mécanique en surface de l’acier AISI H11. À l’issue des formulations ther-
modynamiques de ces équations, celles-ci sont implantées dans le code de calcul par éléments
ﬁnis (EF) Abaqus/Standard dans le cadre de l’hypothèse des petites perturbations (HPP).
L’algorithme d’intégration numérique est basé sur une approche semi-implicite. Le traite-
ment numérique des équations constitutives locales s’appuie sur la méthode-θ du trapèze
généralisée. Celle-ci utilise une méthode de résolution directe, i.e. « rate tangent modulus »
initialement développée par Peirce et al. [190, 191], au préalable d’une procédure itéra-
tive de type Newton-Raphson. Le schéma d’intégration numérique du modèle est validé
via une confrontation à l’algorithme disponible dans la librairie ZMAT du code de calcul
Z-Set/Zébulon.
L’identiﬁcation des paramètres de l’acier AISI H11 a été menée par le biais de techniques
de transition d’échelle en champs moyens, notamment le modèle de Berveiller-Zaoui [222] et
celui en β de Cailletaud-Pilvin [223]. La procédure actuelle a utilisé directement les réponses
quasi-statiques et cycliques de l’acier AISI H11 à l’échelle macro, et ce, en accordant un
sens physique concret à la matrice d’interaction [h].
En vue d’une investigation numérique des champs mécanique locaux complets en sur-
face de l’acier AISI H11, deux microstructures virtuelles sont générées par tesselations de
Voronoï. On note que les centres des cellules de Voronoï ont été placés de manière assez
particulière aﬁn de considérer la morphologie des lattes de martensite. Cette procédure tient
également compte des paquets et des anciens grains austénitiques, et ce, par l’emplacement
des centres des cellules, mais surtout par les orientations cristallographiques considérées
par les relations d’orientations de Kurdjumov-Sachs (KS).
Dans le cadre du traitement numérique mené dans ce chapitre, quatre paramètres pré-
pondérants issus de la caractérisation expérimentale sont traités pour des types de charge-
ments monotones quasi-statiques mais également cycliques de type traction-traction. Ces
paramètres sont liés à l’état de surface généré par le procédé de mise en œuvre des ou-
tillages. Il s’agit de la morphologie des lattes de martensite, de la texture cristallographique,
de l’écrouissage des couches superﬁcielles et du proﬁl de la surface. Ces analyses ont permis
de mettre en évidence :
– le caractère hétérogène du comportement local qui tend à s’ampliﬁer à l’échelle des
lattes de martensite et à s’homogénéiser à l’échelle des anciens grains austénitiques.
Le comportement à l’échelle macro est donné à l’aide d’une homogénéisation du
comportement local.
– Les reliefs au niveau de la surface libre sont souvent induits par le chargement quel
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que le soit le paramètre traité.
– La morphologie anisotrope des couches superﬁcielles a tendance à translater les champs
mécaniques locaux selon la direction de sollicitation pour les deux types de charge-
ment. Elle induit également un eﬀet d’interaction local dû à l’orientation des joints
de lattes martensitiques par rapport à la direction de sollicitation.
– La texture cristallographique met en évidence certaines perturbations des champs
locaux. La texture anisotrope induit un nombre de systèmes de glissement moins im-
portant que les groupements d’orientations « isotropes » mais présente un écoulement
non linéaire plus conséquent.
– L’écrouissage en surface provoque une « linéarisation » du comportement local dans les
couches superﬁcielles. Il s’accompagne également d’une ampliﬁcation de la localisation
des champs mécaniques.
– La prise en compte d’une surface ondulée est à l’origine d’un conﬂit avec la texture
cristallographique. Cependant, il apparaît le plus souvent que les sommets des reliefs
de la surface libre obéissent à un comportement élastique, tandis que les creux sont
sources de fortes localisations de déformations non linéaires.
Il est évident que le comportement local en surface est assez complexe. Une approche
numérique multi-échelle est donc bien adéquate pour une appréhension de certains méca-
nismes élémentaires liés à un tel comportement.
Enﬁn, on rappelle que l’investigation numérique menée dans le présent chapitre s’est
uniquement intéressé à l’hypothèse des petites perturbations. Or, il est clair que des ni-
veaux de déformation de l’ordre de 8% à l’échelle globale peuvent engendrer des niveaux
de déformation bien plus importants à l’échelle locale pouvant atteindre 80%. De ce fait,
il semble approprié de compléter l’analyse précédente en incorporant pour la théorie des
transformations ﬁnies où les rotations des réseaux cristallins sont prises en compte.
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Chapitre 5
Extension vers les transformations
ﬁnies : formulations et applications
”Il n’y a point d’art mécanique si petit et si méprisable qui ne puisse fournir
quelques observations ou considérations remarquables.”
Gottfried Wilhelm Leibniz (1646-1716)
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Certaines considérations cinématiques, comme la rotation des cristaux constitutifs peu-vent impacter le comportement local en surface de l’acier AISI H11. Si celle-ci n’est
guère considérée dans ce qui précède, le présent chapitre se consacre à l’extension des mo-
dèles multi-échelles dans le cadre de la théorie des transformations ﬁnies. Dans ce contexte,
l’intérêt est porté à deux types de formulations basées sur la notion de dérivés objectives, no-
tamment celle de Truesdell et celle de Jaumann-Zaremba. La première partie de ce chapitre
rappelle les bases de la cinématique des transformations ﬁnies traitant la notion de décom-
position multiplicative du gradient de transformation. La seconde et la troisièmes partie
consistent respectivement à adapter le formalisme thermodynamique et le schéma d”inté-
gration numérique des modèles multi-échelles au contexte de la théorie des transformations
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ﬁnies. Enﬁn, le dernier point se consacre à une investigation numérique du comportement
en surface de l’acier AISI H11 en réalisant une approche analogue au chapitre 4. Aﬁn de
limiter les cas d’études, cette investigation s’attache essentiellement à la formulation de
Truesdell et se restreint aux sollicitations monotones quasi-statiques.
5.1 Cinématique des transformations ﬁnies
A contrario de l’hypothèse des petites perturbations (HPP) qui suppose une décompo-
sition additive du tenseur des déformations, la théorie des transformations ﬁnies comprend
bon nombre de méthodes basé sur des décompositions multiplicatives [316]. Dans le contexte
actuel, on s’attache surtout à décrire la cinématique de transformations ﬁnies permettant
de déduire d’une manière assez aisée celle des petites perturbations (HPP).
La cinématique des transformations ﬁnies décrit le processus de déformation d’un cristal
constitutif formé d’un ensemble de points matérielles, et ce, d’une conﬁguration de référence
C0 ⊂ R3 vers une conﬁguration courante ou actuelle Cc ⊂ R3 par le biais d’une combinaison
d’eﬀorts extérieures (Figure 5.1). Pour cela, on considère les coordonnées d’un point matériel
quelconque données par le vecteur x par rapport à une origine dans la conﬁguration de
référence C0. Celui-ci est distant d’une particule voisine de dx. Le processus de déformation
consiste à générer l’image de ces points matériels y+ dy dans la conﬁguration courante Cc
par le biais de la relation :
y + dy = x+ dx+ u (x+ dx) (5.1)
où u est le vecteur de déplacement. En s’appuyant sur la déﬁnition de ce dernier, la relation
(5.1) permet de donner l’expression des coordonnées du point matériel considéré dans la
conﬁguration courante Cc selon :
y = x+ u (x+ dx)− u (dx) (5.2)
Compte tenu que l’on s’attache aux milieux continus de Cauchy, le terme u (x+ dx) est
reformulé selon un développement de Taylor de premier ordre, i.e. :
u (x+ dx) = u (x) +∇u (x) . dx+ o (‖dx‖) (5.3)
Les relations (5.2) et (5.3) permettent la déﬁnition du tenseur de gradient de transformation
F
∼
, où seul le premier gradient de déplacement est pris en compte, selon :
F
∼
= ∇
∼
y =
∂y
∂x
=
(
I
∼
+
∂u
∂x
)
(5.4)
I
∼
étant le tenseur d’identité de second ordre. On note également que le tenseur de second
ordre donné par le terme ∂u
∂x
représente celui de distorsion géométrique.
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Dans le contexte des milieux continus de Cauchy 1, bon nombre de décompositions
peuvent être utilisées pour le tenseur gradient de transformation F
∼
, par exemple la dé-
composition polaire donnée selon le tenseur orthogonal de rotation R
∼
:
F
∼
= R
∼
.U
∼
= V
∼
.R
∼
(5.5)
U
∼
et V
∼
étant respectivement les tenseurs de second ordre symétriques et positifs de défor-
mations pures droit et gauche reliés par le tenseur de rotation R
∼
selon :
V
∼
= R
∼
.U
∼
.R
∼
T (5.6)
La décomposition spectrale des tenseurs U
∼
et V
∼
permet de déﬁnir par le biais de leurs
valeurs propres les trièdres dits respectivement de Lagrange et d’Euler.
Si l’on considère le caractère non linéaire, i.e. élasto-viscoplastique du matériau solide,
il est possible d’eﬀectuer une décomposition dite multiplicative [317], ou de Kröner [318],
permettant de tenir compte d’une manière explicite des aspects linéaires et non linéaires
du processus de déformation. Une telle décomposition permet d’associer le comportement
élasto-viscoplastique à la structure interne à l’échelle micro du matériau concerné, à savoir
le réseau cristallin. Outre la rotation et la déformation pure du réseau cristallin, cette
approche permet de prendre en compte les mécanismes élémentaires liés à la cinématique
des transformations ﬁnies, notamment le mouvement des dislocations, ce qui lui vaut des
considérations bien plus conséquentes de la structure interne par rapport à l’hypothèse des
petites perturbations (HPP). Dans le contexte de la décomposition multiplicative (Figure
5.1), le tenseur de gradient de déformation F
∼
est donné par :
F
∼
= F
∼
e . F
∼
p (5.7)
où F
∼
e et F
∼
p sont respectivement les tenseurs de gradient de transformation linéaire et non
linéaire. La partie linéaire F
∼
e du tenseur de gradient de déformation traduit le comporte-
ment réversible du matériau, elle inclut également la rotation rigide du réseau cristallin.
Par ailleurs, la partie non linéaire F
∼
p considère le cisaillement des plans cristallins selon le
mouvement des dislocations.
La décomposition multiplicative du tenseur de gradient de transformation permet en
outre de déﬁnir une conﬁguration intermédiaire Ci considérée comme étant relâchée de toute
sollicitation extérieure 2 (Figure 5.1). Celle-ci peut être aisément obtenue par le biais de la
partie F
∼
p depuis la conﬁguration initiale C0, ou éventuellement via l’inverse de la partie
linéaire F
∼
e−1 depuis la conﬁguration courante Cc. Compte tenu du fait que le tenseur
1. Ceci est également valable pour la théorie des milieux continus généralisés.
2. Le fait que la conﬁguration intermédiaire Ci est donnée par un processus de déformation irréversible,
les états thermodynamiques des conﬁguration intermédiaire Ci et initiale C0 sont identiques. Le caractère
irréversible de la déformation engendre une dissipation intrinsèque transformée en chaleur qui suppose
qu’aucune sollicitation extérieure n’est nécessaire pour le maintien de la conﬁguration intermédiaire Ci à
l’inverse de la conﬁguration courante Cc .
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F
∼
p ne considère aucune rotation, l’orientation du cristal constitutif dans la conﬁguration
intermédiaire Ci reste inchangée par rapport à celle de la conﬁguration initiale C0, i.e.
pour un système de glissement s donné, (lsi ,n
s
i ) ‖ (ls0,ns0). Par ailleurs, dans le cadre de la
théorie des transformations ﬁnies, le processus de transformation non linéaire n’engendre
aucune variation volumique à l’image de l’hypothèse des petites perturbations (HPP), et
ce, à l’inverse de la transformation linéaire. Si l’on pose J le déterminant du tenseur de
gradient de transformation F
∼
, celui-ci est donnée par la formule de Nanson selon :
J =
̺0
̺c
= det F
∼
= det F
∼
e > 0 (5.8)
det F
∼
p = 1 (5.9)
où ̺c et ̺0 sont respectivement les densités du matériau dans les conﬁgurations courante Cc
et initiale C0. On note toutefois qu’un couplage de la décomposition multiplicative et polaire
peut éventuellement être utilisé pour générer d’autres conﬁgurations intermédiaires que celle
présentée ci-dessus [257, 259, 277]. En outre, certaines études proposent des extensions de
la décomposition multiplicative pour incorporer des conﬁgurations intermédiaires associées
à des phénomènes physiques élémentaires donnés, comme les mécanismes de gradients de
déformation [319] (cf. §3.4) et les phénomènes de transformation de phase (TRIP 3) [320],
ou encore aux sollicitations thermiques [276].
Figure 5.1 – Décomposition multiplicative du tenseur de gradient de transformation
Les tenseurs gradient de transformation linéaire F
∼
e et non linéaire F
∼
p peuvent être
formulés selon des relations équivalentes à (5.2), i.e. une somme du tenseur d’identité I
∼
et
celui d’une distorsion géométrique. Compte tenu que les mécanismes physiques élémentaires
correspondant au comportement non linéaire consistent essentiellement en les mouvements
3. « Transformation Induced Plasticity ».
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de dislocations, le tenseur de gradient de transformation non linéaire F
∼
p est donné selon :
F
∼
p = I
∼
+
Ns∑
s=1
γs lsi ⊗ nsi (5.10)
Le mise en place des équations de la cinématique des transformations ﬁnies requiert les
expressions liées à l’évolution temporelle du tenseur F
∼
. Pour ce faire, on considère y˙, la
vitesse d’un point matériel donné dans la conﬁguration courante Cc. Le gradient de celle-ci
par rapport aux coordonnées du point matériel concerné est déﬁni par :
L
∼
= ∇y˙ . F
∼
−1 = F˙
∼
. F
∼
−1 (5.11)
D’une manière équivalente, les évolutions temporelles des parties linéaire F
∼
e et non linéaire
F
∼
p du tenseur de gradient de transformation sont données selon :
L
∼
e = F˙
∼
e
. F
∼
e−1 (5.12)
L
∼
p = F˙
∼
p
. F
∼
p−1 (5.13)
Celles-ci sont reliées au tenseur L
∼
(5.7) de la manière qui suit :
L
∼
= F˙
∼
e
. F
∼
e−1 + F
∼
e .
(
F˙
∼
p
. F
∼
p−1
)
. F
∼
e−1 = L
∼
e + F
∼
e . L
∼
p . F
∼
e−1 = L
∼
e + l
∼
p (5.14)
L’évolution temporelle de la partie linéaire L
∼
e du tenseur de gradient de transformation
est donnée dans la conﬁguration courante Cc, tandis que celle de la partie non linéaire
L
∼
p est écrite dans la conﬁguration intermédiaire Ci. Pour formuler le tenseur L
∼
p dans la
conﬁguration courante Cc, i.e. l
∼
p, il convient de multiplier celui-ci par F
∼
e à gauche et
F
∼
e−1 à droite dans la relation (5.10). En outre, si l’on tient compte de l’expression du
tenseur F
∼
p donné par la relation (5.6), l’évolution temporelle L
∼
du tenseur de gradient de
transformation devient :
L
∼
= L
∼
e + F
∼
e .
(
Ns∑
s=1
γ˙s lsi ⊗ nsi
)
. F
∼
e−1 = L
∼
e +
Ns∑
s=1
γ˙s lsc ⊗ nsc (5.15)
où nsc et l
s
c représentent respectivement la normale au plan de glissement et la direction
de glissement d’un système s donné dans la conﬁguration courante Cc. Par ailleurs, la
décomposition du tenseur L
∼
en parties symétrique et antisymétrique permet les déﬁnitions
respectives de la vitesse de déformation pure totale D
∼
et celle de la rotation W
∼
dans la
conﬁguration courante Cc, i.e. :
L
∼
= sym
(
L
∼
)
+ asym
(
L
∼
)
=D
∼
+W
∼
(5.16)
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Cette décomposition s’applique également aux parties linéaire L
∼
e et non linéaire l
∼
p de
l’évolution temporelle du tenseur de gradient de transformation (5.8) et (5.11) de la manière
qui suit :
L
∼
e = sym
(
L
∼
e
)
+ asym
(
L
∼
e
)
=D
∼
e +W
∼
e (5.17)
l
∼
p = sym
(
l
∼
p
)
+ asym
(
l
∼
p
)
=D
∼
p +W
∼
p (5.18)
tel que :
D
∼
=D
∼
e +D
∼
p (5.19)
W
∼
=W
∼
e +W
∼
p (5.20)
5.2 Thermodynamique des équations constitutives en
transformations ﬁnies
Les bases des équations de la cinématique posées, on s’intéresse désormais à l’exten-
sion de la théorie de la thermodynamique des processus irréversibles, présentée dans §4.1,
aux transformations ﬁnies. Les aspects fondamentaux de la thermodynamique et le forma-
lisme associé de l’hypothèse des petites perturbations (HPP) sont repris en utilisant des
formulations eulériennes et lagrangiennes.
5.2.1 Revue des aspects fondamentaux en transformations ﬁnies
Principe des puissances virtuelles. Comme évoqué dans §4.1.1, le principe des puis-
sances virtuelles postule que pour tout mouvement virtuel considéré, la puissance virtuelle
des eﬀorts extérieures est égale à celle des eﬀorts intérieures appliqués. Dans le cadre de la
théorie des transformations ﬁnies, ce postulat constitue également celui du principe d’ob-
jectivité. Plus concrètement, la puissance virtuelle des eﬀorts intérieures Pint d’un domaine
D dans un solide Ω quelconque est inéluctablement invariante, et ce, quelque soit l’espace
euclidien .
Si l’on considère une description spatiale, i.e. équivalent à un formalisme eulérien, le
principe des puissances virtuelles, attaché à la conﬁguration courante Cc, s’apparente à
celui donné dans le cadre de l’hypothèse des petites perturbations (HPP). À savoir que la
puissance virtuelle des eﬀorts intérieurs Pint utilise le tenseur des contraintes de Cauchy σ
∼
.
Cependant, en vue de conserver l’objectivité de celle-ci, il est commode d’utiliser le tenseur
de vitesse de déformation pure totale D
∼
au lieu de L
∼
, et ce, pour son caractère invariant.
De par cette approche, le principe des puissances virtuelles dans le contexte eulérien est
donné selon :
−
∫
D
σ
∼
: D
∼
dΩ +
∫
D
f .V ′ dΩ +
∫
∂D
F .V ′ dS = 0 (5.21)
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f et F étant respectivement les eﬀorts extérieurs de volume et de surface appliqués au do-
maine D du solide Ω dans la conﬁguration courante Cc. V ′ représente le champs de vitesses
virtuelles arbitraires continûment dérivables dans le domaine D. L’utilisation du théorème
de divergence de Green-Ostrogradski permet l’écriture des équations d’équilibre local qui
sont équivalentes à celles données dans le cadre de l’hypothèse des petites perturbations
(HPP), i.e. :
divσ
∼
+ f = 0 (5.22)
σ
∼
. n = F (5.23)
Compte tenu du fait que la conﬁguration courante Cc ne cesse d’évoluer au cours du
processus de transformation, il est bien fréquent d’opter pour une description matérielle,
i.e. un formalisme lagrangien. Cette dernière consiste à écrire l’ensemble des équations
constitutives et d’équilibre dans une conﬁguration ﬁxe telle la conﬁguration intermédiaire
Ci (qui est ﬁxe en terme de rotation), ou encore la conﬁguration initiale C0. Pour ce faire,
il convient, dans un premier temps, de transformer l’ensemble des charges extérieures de
volume f et de surface F dans la conﬁguration initiale. Cette opération est eﬀectuée d’une
manière assez aisée par un simple changement de repère. Si l’on considère l’eﬀort de volume
f
0
dans la conﬁguration initiale C0, celui-ci est donné selon :
f
0
= J f (5.24)
D’une manière équivalente, cette même transformation permet d’écrire l’eﬀort de surface
F 0 dans la conﬁguration initiale C0 selon :
F 0 = J ‖F∼ p .N‖F (5.25)
où N est le vecteur unitaire normal à la surface S0 dans la conﬁguration C0. Par ailleurs,
la transformation du tenseur de contrainte de Cauchy σ
∼
dans la conﬁguration initiale C0
permet de déﬁnir le premier tenseur de contrainte de Piola-Kirchhoﬀ P
∼
[316] selon :
P
∼
= J σ
∼
. F
∼
−T = τ
∼
. F
∼
−T (5.26)
où l’on introduit également le tenseur de contrainte de Kirchhoﬀ τ
∼
[316]. Tenant compte
de la conservation de la densité massique de la puissance virtuelle des eﬀorts intérieurs,
celle-ci est donnée selon la conﬁguration considérée, i.e. :
1
̺c
σ
∼
: D
∼
=
1
̺0
P
∼
: F˙
∼
(5.27)
De par ces considérations, le principe des puissances virtuelles dans le cadre d’une descrip-
tion matérielle est donnée selon :
−
∫
D0
P
∼
: F˙
∼
dΩ0 +
∫
D0
f
0
. V ′ dΩ0 +
∫
∂D0
F 0 . V
′ dS0 = 0 (5.28)
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Le théorème de divergence de Green-Ostrogradski permet d’écrire les équations d’équilibre
local de la manière qui suit :
DivP
∼
+ f
0
= 0 (5.29)
P
∼
.N = F 0 (5.30)
À noter que, dans le cadre d’un formalisme lagrangien, une autre forme du principe
des puissances virtuelles est bien souvent utilisée. Celle-ci s’appuie sur le second tenseur de
contrainte de Piola-Kirchhoﬀ S
∼
[316] déﬁni selon :
S
∼
= J F
∼
−1 . σ
∼
. F
∼
−T = F
∼
−1 . τ
∼
. F
∼
−T (5.31)
Une telle transformation induit également une déﬁnition d’un tenseur de déformation as-
socié, celui de Green-Lagrange E
∼
, permettant une conservation de la densité massique de
la puissance virtuelle des eﬀorts intérieurs, i.e. :
1
̺c
σ
∼
: D
∼
=
1
̺0
P
∼
: F˙
∼
=
1
̺0
S
∼
: E˙
∼
(5.32)
où le tenseur E
∼
est donné par :
E
∼
=
1
2
(
C
∼
− I
∼
)
=
1
2
(
F
∼
T F
∼
− I
∼
)
(5.33)
C
∼
étant le tenseur de Green-Lagrange à droite. Par conséquent, le principe des puissances
virtuelles dans le cadre d’une description matérielle peut également s’écrire selon :
−
∫
D0
S
∼
: E˙
∼
dΩ0 +
∫
D0
f
0
. V ′ dΩ +
∫
∂D0
F 0 . V
′ dS0 = 0 (5.34)
Par ailleurs, si l’on considère l’approche proposée par Gurtin et al. [268,269] qui admet
une contribution des eﬀorts à l’échelle micro dans la puissance des eﬀorts intérieurs Pint (cf.
§4.1.1), celle-ci se reformule dans le contexte d’une description matérielle, plus concrètement
dans la conﬁguration intermédiaire Ci et d’un comportement élastique selon :
Pint = −
∫
D0
{
P e
∼
: F˙
∼
e′
+
Ns∑
s=1
πs γ˙s
′
}
dΩ0 (5.35)
où P e
∼
est le premier tenseur de Piola-Kirchhoﬀ dans la conﬁguration intermédiaire Ci :
P e
∼
= J . σ
∼
. F
∼
e−T = τ
∼
. F
∼
e−T (5.36)
En admettant que les vitesses de déplacement des points matériels y˙ du domaine D0 sont
nulles, la puissance des eﬀorts extérieurs Pext devient inexistante. De par la relation d’évo-
lution temporelle du gradient de transformation L
∼
, et en tenant compte de l’expression du
second tenseur de contrainte de Piola-Kirchhoﬀ :
Se
∼
= J . F
∼
e−1 . σ
∼
. F
∼
e−T = F
∼
e−1 . τ
∼
. F
∼
e−T (5.37)
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Une déﬁnition 4 consistante de la cission résolue τ s dans le cadre de la théorie des transfor-
mations ﬁnies peut être donnée par :
τ s = nsi .F∼
eT . F
∼
e .S
∼
e . lsi = n
s
i .M
e
∼
. lsi (5.38)
où l’on introduit le tenseur de contrainte de Mandel M
∼
e [322]. Si la relation (5.38) est
donnée dans le cadre d’un formalisme lagrangien, son expression dans le contexte d’une
description spatiale peut être aisément déduite par le biais de transformation des vecteurs
nsi et l
s
i dans la conﬁguration courante Cc, i.e. :
τ s = nsc . P∼ . F∼
eT . lsc = J n
s
c . σ∼ . l
s
c = n
s
c . τ∼ . l
s
c (5.39)
D’une manière équivalente à l’hypothèse des petites perturbations (HPP) (cf. §4.1.1), il
est évident que la présente déﬁnition de la cission résolue s’attache bien à l’eﬀort à l’échelle
micro π associé à la vitesse de cisaillement d’un système de glissement s donné. Dans ce qui
suit, en vue de tenir compte des variables d’état internes liées aux écrouissages isotropes
et cinématiques, la contribution de l’eﬀort π n’est guère considérée. Cependant, on postule
bien la déﬁnition de la cission résolue donnée par les relations (5.38) et (5.39).
Premier et second principe de la thermodynamique des milieux continus de
Cauchy. Dans le contexte d’un formalisme eulérien, le premier principe de la thermody-
namique des milieux continus de Cauchy est bien analogue à celui considéré par l’hypothèse
des petites perturbations (HPP) (cf. §4.1.1). L’évolution temporelle de l’énergie interne E˙
dans le domaine D de la conﬁguration courante Cc est donnée selon :
E˙ =
∫
D
̺c e˙ dΩ =
∫
D
(
σ
∼
: D
∼
+ r − div q
)
dΩ (5.40)
On rappelle toutefois qu’en vue de respecter le principe d’objectivité, le tenseur de vitesse
de déformation pure totale D
∼
est utilisé au lieu de L
∼
. La formulation du premier principe
de la thermodynamique des milieux continus dans le cadre d’une description matérielle
s’appuie sur la conservation de la densité massique de la puissance des eﬀorts intérieurs
(5.32), mais requiert en outre l’introduction d’un vecteur ﬂux de chaleur lagrangien q
0
,
i.e. :
q
0
= J F
∼
−1 . q (5.41)
L’évolution temporelle de l’énergie interne E˙ dans le contexte d’un formalisme lagrangien
peut éventuellement s’écrire selon :
E˙ =
∫
D0
̺0 e˙ dΩ0 =
∫
D0
(
P
∼
: F˙
∼
+ ̺0 r − div q
0
)
dΩ0 (5.42)
=
∫
D0
(
S
∼
: E˙
∼
+ ̺0 r − div q
0
)
dΩ0 (5.43)
4. On note que d’autres déﬁnitions de la cission résolue sont proposés notamment dans [321].
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Le second principe de la thermodynamique des milieux continus de Cauchy dans le cadre
d’une description spatiale est également équivalent à l’hypothèse des petites perturbations
(HPP) (cf. §4.1.1), i.e. : ∫
D
(
̺c s˙− ̺c r
T
+ div
(
q
T
))
dΩ ≥ 0 (5.44)
La formulation lagrangienne associée est donnée selon :∫
D0
(
̺0 s˙− ̺0 r
T
+ div
(q
0
T
))
dΩ0 ≥ 0 (5.45)
La combinaison des premier et second principes de la thermodynamique et l’introduction
de l’énergie libre d’Helmholtz ψ = e−T s permettent d’écrire l’inégalité de Clausius-Duhem.
Dans le contexte d’une description spatiale, la formulation locale de celle-ci est obtenue par
la combinaison des relations (5.40) et (5.44), i.e. :
σ
∼
: D
∼
− ̺c
(
ψ˙ + sT˙
)
− 1
T
q .∇ (T ) ≥ 0 (5.46)
Si l’on considère une description matérielle, l’inégalité locale de Clausius-Duhem peut éven-
tuellement être donnée par les relations (5.42) et (5.45) ou encore (5.41) et (5.45) :
P
∼
: F˙
∼
− ̺0
(
ψ˙ + sT˙
)
− 1
T
q
0
.∇ (T ) ≥ 0 (5.47)
S
∼
: E˙
∼
− ̺0
(
ψ˙ + sT˙
)
− 1
T
q
0
.∇ (T ) ≥ 0 (5.48)
Méthode de l’état local du processus irréversible de la thermodynamique des
milieux continus. Comme évoqué dans §4.1.1, la méthode de l’état local postule que
la réponse de chaque particule du milieu continu s’attache à un ensemble de paires de
variables thermodynamiques. À noter que celles-ci sont déﬁnies par un couple de variables
d’état internes et forces associées duales. Si l’on considère que l’énergie libre d’Helmholtz
ψ est fonction de la déformation linéaire, de variables caractérisant l’état de la structure
interne ςI et de la température T (cf. §4.1.1), l’inégalité de Clausius-Duhem dans le cadre
d’une description spatiale est donnée selon :
σ
∼
− ̺c ∂ψ
∂ε
∼

 : D
∼
e − ̺c
(
∂ψ
∂T
+ s
)
T˙ + σ
∼
: D
∼
p − ̺c ∂ψ
∂ςI
ς˙I − 1
T
q .∇ (T ) ≥ 0 (5.49)
où ε
∼
est le tenseur de déformation associé au tenseur de contrainte de Cauchy σ
∼
dans la
description spatiale. La compatibilité du processus irréversible avec les lois d’équilibre de
la mécanique des milieux continus implique une dualité des variables d’état internes et les
variables forces thermodynamiques associées. La puissance dissipée Θ peut aisément être
déduite de l’inégalité de Clausius-Duhem et comporte une dissipation intrinsèque et une
dissipation thermique (cf. §4.1.1) :
Θ = σ
∼
: D
∼
p − AI ς˙I − 1
T
q .∇ (T ) ≥ 0 (5.50)
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Dans le contexte d’une description matérielle, l’inégalité de Clausius-Duhem est bien
souvent ramenée en conﬁguration intermédiaire Ci. Pour ce faire, la conservation de la
densité massique de la puissance des eﬀorts intérieurs permet d’écrire :
1
̺c
σ
∼
: D
∼
=
1
̺0
(
S
∼
e : E˙
∼
e
+
(
F
∼
eT . F
∼
e . S
∼
e
)
:
(
F˙
∼
p
. F
∼
p−1
))
(5.51)
L’introduction de la relation (5.51) dans (5.46) permet l’obtention d’une approche lagran-
gienne de l’inégalité de Clausius-Duhem :
̺c

S∼ e
̺0
− ∂ψ
∂E
∼
e

 : E˙
∼
e
+ ̺c

F
∼
eT . F
∼
e .
S
∼
e
̺0

 : (F˙
∼
p
. F
∼
p−1
)
−̺c
(
∂ψ
∂T
+ s
)
T˙ − ̺c ∂ψ
∂ςI
ς˙I − 1
T
q
0
.∇ (T ) ≥ 0
(5.52)
À noter que la procédure de Coleman et Noll [323] induit une dualité de variables d’état
internes et de variables forces thermodynamiques associées. Par ailleurs, dans le contexte
actuel, la puissance dissipée Θ est donnée selon le tenseur de contrainte de Mandel M
∼
e :
Θ =
1
̺0
M
∼
e : L
∼
p − AI ς˙I − 1
T
q
0
.∇ (T ) ≥ 0 (5.53)
5.2.2 Formalisme thermodynamique en transformations ﬁnies
Le formalisme thermodynamique du modèle de Méric-Cailletaud [20,21] et de sa version
modiﬁée est inéluctablement équivalent à celui de l’hypothèse des petites perturbations
(HPP) (cf. §4.1.2). Le potentiel d’état donnée par l’énergie libre d’Helmholtz ψ peut être
écrit à l’échelle macro comme étant une somme des énergies libres à l’échelle méso (4.24)
et (4.25). Cependant, la particularité d’un tel formalisme thermodynamique dans le cadre
de la théorie des transformations ﬁnies s’attache à l’utilisation des couples de variables
d’état internes et de variables forces thermodynamiques associées selon la procédure de
Coleman et Noll [323]. Si l’on considère une approche lagrangienne, i.e. dans la conﬁguration
intermédiaire Ci, l’énergie libre d’Helmholtz lié au comportement linéaire est bien souvent
donné selon le tenseur de déformation élastique de Green-Lagrange E
∼
e. À noter que ce
dernier représente la variable d’état interne associée à la variable force thermodynamique
du second tenseur de contrainte de Piola-Kirchhoﬀ S
∼
e, i.e. :
ψˆie
(
E
∼
e
)
=
1
2
E
∼
e : Λ
≈
: E
∼
e (5.54)
S
∼
e =
̺0 ∂ψˆ
i
e
(
E
∼
e
)
∂E
∼
e = Λ
≈
:E
∼
e (5.55)
On rappelle que l’hypothèse du caractère isotrope du tenseur d’élasticité Λ
≈
permet de
formuler aisément l’énergie libre d’Helmholtz (5.54) à l’échelle macro (cf. §4.1.2).
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Par ailleurs, les lois d’états liés aux mécanismes élémentaires internes, à savoir l’écrouis-
sage isotrope ou cinématique, sont également analogues à celles données dans le cadre de
l’hypothèse des petites perturbations (HPP) (4.32) et (4.33), voire identique dans le cadre
d’une description spatiale. Si l’on considère un formalisme lagrangien, celles-ci sont données
dans la conﬁgurations intermédiaire Ci, i.e. :
rs =
̺0 ∂ψˆ
i
in (ρ
s, αs)
∂ρs
= bQ
Ns∑
r=1
hsr ρr (5.56)
χs =
̺0 ∂ψˆ
i
in (ρ
s, αs)
∂αs
= C αs (5.57)
Les constatations ci-dessus s’appliquent également aux potentiels de dissipation et aux
équations d’évolution des variables d’états internes. Pour celles qui concernent les méca-
nismes élémentaires, notamment les vitesses de cisaillement γ˙s ou encore les variables d’états
ρ˙s et α˙s respectivement liées à l’écrouissage isotrope et cinématique, il convient de formuler
un potentiel d’écoulement non linéaire F s (4.36) et de déduire les équations d’évolution
(4.37), (4.38) et (4,39) par le biais de la théorie de plasticité associée (cf. §4.1.2.1).
En vue de compléter les équations d’évolution par la théorie de plasticité associée, il
est bien nécessaire de formuler un potentiel viscoplastique Ω (4.34), mais également une
fonction de charge f s (4.35) permettant l’obtention d’un « multiplicateur viscoplastique »
λ˙s (4.40). Il est alors aisé de retrouver les équations d’évolution temporelle de la partie non
linéaire du gradient de transformation dans le contexte d’une formulation lagrangienne L
∼
p,
i.e. conﬁguration courante Ci, mais également eulérienne l
∼
p, i.e. conﬁguration courante Cc :
L
∼
p =
Ns∑
s=1
λ˙s
∂f s
∂M
∼
e =
Ns∑
s=1
γ˙s lsi ⊗ nsi (5.58)
l
∼
p =
Ns∑
s=1
λ˙s
∂f s
∂σ
∼
=
Ns∑
s=1
γ˙s lsc ⊗ nsc (5.59)
Tenant compte des équations d’évolution, la dissipation intrinsèque considérée dans le
contexte actuel est respectivement donnée selon la description matérielle et spatiale par :
Θ =
1
̺0
M
∼
e :L
∼
p −
Ns∑
s=1
χs α˙s −
Ns∑
s=1
rs ρ˙s (5.60)
Θ = σ
∼
:D
∼
p −
Ns∑
s=1
χs α˙s −
Ns∑
s=1
rs ρ˙s (5.61)
On renvoie le lecteur au Tableau 4.2 pour un récapitulatif des équations constitutives du
modèle de Méric-Cailletaud [20,21] et de sa version modiﬁée avec pour seules diﬀérences la
déﬁnition de la cission résolue τ s donnée par les relations (5.38) et (5.38) et de la dissipation
intrinsèque Θ (5.60) et (5.61).
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5.3 Intégration numérique des modèles multi-échelles
Il est bien évident que les formulations thermodynamiques des équations constitutives
du modèle de Méric-Cailletaud [20, 21] et de sa version modiﬁée peuvent être données se-
lon un formalisme lagrangien mais également eulérien. Dans la présente partie, l’intérêt
est porté à l’intégration numérique de ces équations, mais essentiellement dans le contexte
d’une description spatiale. En eﬀet, si l’approche lagrangienne présente l’avantage de fournir
l’ensemble des variables internes sous une forme plus simples dans la conﬁguration inter-
médiaire Ci [207], la description spatiale permet d’utiliser ces critères selon le tenseur de
contrainte de Cauchy σ
∼
. Par ailleurs, l’approche eulérienne fournit bien souvent des vecteurs
de charge interne f et des modules tangents J plus creux que ceux utilisés dans l’approche
lagrangienne [290]. Néanmoins, l’utilisation d’une description spatiale n’est guère aisée et
requiert l’utilisation de la notion de dérivée objective, présentée dans ce qui suit, en vue
de respecter le principe d’objectivité. Le schéma d’intégration numérique est basé sur la
méthode du « rate tangent modulus » utilisé dans le cadre de l’hypothèse des petites per-
turbations (HPP) (cf. §4.2.2) suivie d’une procédure itérative de type Newton-Raphson.
Celui-ci est présenté dans le second paragraphe de cette partie.
5.3.1 Description spatiale : notion de dérivée objective
Dans un formalisme lagrangien, les lois de comportement prennent bien souvent des
formes assez simples, et ce, du fait que la conﬁguration intermédiaire Ci n’est guère concer-
née par les rotations induites par les sollicitations extérieures. Si l’on considère un comporte-
ment linéaire de type loi de Hooke 5, celui-ci est donnée dans la conﬁguration intermédiaire
Ci par le second tenseur de Piola-Kirchhoﬀ S
∼
et le tenseur de déformation linéaire de
Green-Lagrange E
∼
e via :
S
∼
e = Λ
≈ i
: E
∼
e (5.62)
où Λ
≈ i
est le tenseur d’élasticité dans la conﬁguration intermédiaire Ci. Dans le cadre d’un
traitement numérique par la méthode des éléments ﬁnis (EF), la résolution de la relation
(5.62) concerne essentiellement la dérivée temporelle de celle-ci, i.e. :
S˙
∼
e
= Λ
≈ i
: E˙
∼
e
(5.63)
La description spatiale de ce modèle s’attache à formuler la relation (5.62) selon le
tenseur de contrainte de Cauchy σ
∼
ou éventuellement celui de Kirchhoﬀ τ
∼
associé au tenseur
D
∼
e dans la conﬁguration courante Cc. Pour ce faire, il convient dans un premier temps
d’exprimer respectivement les dérivés temporelles du second tenseur de contrainte de Piola-
Kirchhoﬀ S˙
∼
et celui de la déformation de Green-Lagrange E˙
∼
e
selon le tenseur de contrainte
5. Dans le contexte actuel, i.e. la théorie des transformations ﬁnies, ce modèle est dit de Saint-Venant-
Kirchhoﬀ.
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de Kirchhoﬀ et D
∼
e. Tenant compte compte des relations (5.37) et (5.33), celles-ci sont
données selon :
S˙
∼
e
= F
∼
e−1 . τ˙
∼
. F
∼
e−T − F
∼
e−1 . F˙
∼
e
. F
∼
e−1 . τ
∼
. F
∼
e−T − F
∼
e−1 . τ
∼
. F
∼
e−T . F˙
∼
eT
. F
∼
e−T (5.64)
E˙
∼
e
= F
∼
eT .D
∼
e . F
∼
e (5.65)
Par le biais d’une transformation dans la conﬁguration courante Cc, la relation (5.64) permet
d’exprimer la dérivé particulaire Lv
(
τ
∼
)
de Lie du tenseur de contrainte de Kirchhoﬀ τ
∼
,
qui correspond bien à la dérivée objective d’Oldroyd de celui-ci τ˚
∼
Od donnée par [316] :
τ˚
∼
Od = τ˙
∼
−L
∼
e . τ
∼
− τ
∼
. L
∼
eT (5.66)
De par ces considérations, la loi de comportement linéaire (5.63) donnée dans le cadre d’une
description spatiale devient :
τ˚
∼
Od =
[(
F
∼
e ⊗ F
∼
e
)
: Λ
≈ i
:
(
F
∼
eT ⊗ F
∼
eT
)]
: D
∼
e (5.67)
D’une manière équivalente, si l’on considère le tenseur de contrainte de Cauchy σ
∼
, cette
même démarche conduit à la dérivée objective de Truesdell de celui-ci σ˚
∼
Tr [316] déﬁnie
selon :
σ˚
∼
Tr = σ˙
∼
−L
∼
e . σ
∼
− σ
∼
. L
∼
eT + σ
∼
trace
(
D
∼
e
)
= σ˚
∼
Od + σ
∼
trace
(
D
∼
e
)
(5.68)
Le modèle de comportement de Hooke (5.63) se reformule de la manière qui suit :
σ˚
∼
Tr =
[
J−1
(
F
∼
e ⊗ F
∼
e
)
: Λ
≈ i
:
(
F
∼
eT ⊗ F
∼
eT
)]
: D
∼
e = Λ
≈ c
: D
∼
e (5.69)
où Λ
≈ c
est le tenseur d’élasticité dans la conﬁguration courante Cc et est considéré dans le
contexte actuel comme étant égal à Λ
≈
.
Par ailleurs, il est également intéressant de noter que d’autres dérivées objectives cou-
rantes, notamment celle de Jaumann-Zaremba du tenseur de contrainte de Kirchhoﬀ τ˚
∼
Jm
[316], sont assez souvent utilisées dans la modélisation multi-échelle bien que celle-ci pré-
sente quelques ambiguïtés quant à la prédiction du comportement non linéaire [290]. Par
déﬁnition, la dérivée de Jaumann-Zaremba peut être perçue comme étant une simpliﬁcation
de celle d’Oldroyd du tenseur de contrainte de Kirchhoﬀ τ˚
∼
Od, et ce, en négligeant les termes
liés à la déformation pure D
∼
e de la relation (5.19), i.e. :
τ˚
∼
Jm = τ˙
∼
−W
∼
e . τ
∼
+ τ
∼
.W
∼
e (5.70)
ce qui permet de réécrire le modèle de comportement de Hooke (5.63) de la manière qui
suit :
τ˚
∼
Jm =
[(
F
∼
e ⊗ F
∼
e
)
: Λ
≈ i
:
(
F
∼
eT ⊗ F
∼
eT
)]
: D
∼
e (5.71)
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Si l’on considère le tenseur de contrainte de Cauchy σ
∼
, la loi de Hooke (5.63) est donnée
selon :
σ˚
∼
Jm + σ
∼
trace
(
D
∼
e
)
= Λ
≈ c
: D
∼
e (5.72)
De par ces considérations, il est évident qu’un modèle de comportement « simple »,
notamment de type de Hooke présente un aspect déjà complexe à traiter en comparaison
de celui déﬁni dans le cadre de l’hypothèse de petites perturbations (HPP). Comme évoqué
précédemment, l’usage des dérivées objectives s’attache essentiellement au respect du prin-
cipe d’objectivité. Dans le cadre de la théorie des transformations ﬁnies des milieux continus
de Cauchy, une inﬁnité de dérivés objectives peuvent éventuellement être développée. Dans
le contexte actuel, l’intérêt se porte sur celle qui ne présente aucune ambiguïté vis-à-vis
d’une formulation lagrangienne, i.e. la dérivée de Truesdell, mais également à celle qui est
historiquement courante, à savoir la dérivée de Jaumann-Zaremba.
5.3.2 Algorithme d’intégration numérique
L’algorithme d’intégration numérique consiste en une extension de celui utilisé dans
le cadre de l’hypothèse des petites perturbations (HPP) à la théorie des transformations
ﬁnies. Pour rappel, celui-ci s’attache à un schéma d’intégration semi-implicite. La résolution
des équations constitutives de Méric-Cailletaud [20, 21] et de sa version modiﬁée utilise
une approche directe par la méthode « rate tangent modulus » de Peirce et al. [190, 191]
suivie d’une procédure itérative de type Newton-Raphson. Ces équations sont écrites en
Fortran dans une routine UMAT du code de calcul Abaqus/Standard articulées autour
d’une résolution implicite par la méthode des éléments ﬁnis (EF). Si l’intérêt d’un tel
solveur est essentiellement dû à la dialectique coût-pertinence de l’intégration numérique
(cf. §4.2.1), celui-ci permet également une extension aisée aux transformations ﬁnies, et ce,
par l’usage d’une dérivée objective adéquate que l’on illustre dans ce paragraphe. Dans ce
qui suit, l’extension de l’algorithme d’intégration numérique dans §4.2.2 est menée dans le
cadre d’une description spatiale en utilisant les deux dérivées objectives présentées ci-dessus,
à savoir celle de Truesdell du tenseur de contrainte de Cauchy σ˚
∼
Tr (5.68) (équivalente à celle
d’Oldroyd du tenseur de contrainte de Kirchhoﬀ τ˚
∼
Od (5.66)) et celle de Jaumann-Zaremba
du tenseur de contrainte de Kirchhoﬀ τ˚
∼
Jm (5.70).
Problèmes constitutives. Dans le cadre de la théorie des transformations ﬁnies, le
schéma de type prédiction élastique - correction plastique de Simo et Hughes [168] permet
la résolution des problèmes qui suivent, selon que l’on considère la dérivée objective de
Truesdell ou celle de Jaumann-Zaremba :
σ˚
∼
Tr = Λ
≈
:
[
D
∼
−
Ns∑
s=1
γ˙s sym (ls ⊗ ns)
]
(5.73)
σ˚
∼
Jm + σ
∼
trace
(
D
∼
)
= Λ
≈
:
[
D
∼
−
Ns∑
s=1
γ˙s sym (ls ⊗ ns)
]
(5.74)
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Par ailleurs, il est inhérent de considérer en outre la dérivée objective du tenseur de
contrainte de Cauchy σ
∼
utilisée par le code de calcul par éléments ﬁnis (EF). La version
explicite du solveur, i.e. Abaqus/explicit, utilise à la dérivée objective de Green-Naghdi
σ˚
∼
GN
Abq
donnée par :
σ˚
∼
GN
Abq
= σ˙
∼
−Ω
∼
. σ
∼
+ σ
∼
.Ω
∼
(5.75)
tel que Ω
∼
= R˙
∼
.R
∼
T , où R˙
∼
est le tenseur de rotation issue de la décomposition polaire
(5.5). Cependant, l’incorporation de la dérivée de Green-Naghdi dans l’algorithme de réso-
lution (5.73) et (5.74) n’est guère aisée et requiert des hypothèses de calcul plus ou moins
fortes. Néanmoins, pour des applications liées aux procédés de mise en forme, les études de
Belytschko et al. [273] montrent que l’utilisation de la dérivée objective de Green-Naghdi
est assez pertinente étant donné que les déformations élastiques sont bien négligeables par
rapport aux processus non linéaires. Dans le contexte actuel, l’intérêt se porte au solveur
implicite Abaqus/Standard du fait qu’il utilise la dérivée objective de Jaumann-Zaremba
du tenseur de contrainte de Cauchy σ˚
∼
Jm
Abq
. Celle-ci est donnée par :
σ˚
∼
Jm
Abq
= σ˙
∼
−W
∼
. σ
∼
+ σ
∼
.W
∼
(5.76)
En vue d’incorporer la dérivée objective de Jaumann-Zaremba σ˚
∼
Jm
Abq
(5.76) dans les
problèmes constitutives (5.73) et (5.74), il convient dans un premier temps de soustraire les
expressions des dérivées objectives respectives de Truesdell σ˚
∼
Tr et de Jaumann-Zaremba 6
σ˚
∼
Jm par la relation (5.76), i.e. :
σ˚
∼
Tr − σ˚
∼
Jm
Abq
= −D
∼
e . σ
∼
− σ
∼
.D
∼
e + σ
∼
trace
(
D
∼
)
+Ξ
∼
(5.77)
σ˚
∼
Jm + σ
∼
trace
(
D
∼
)
− σ˚
∼
Jm
Abq
= σ
∼
trace
(
D
∼
)
+Ξ
∼
(5.78)
où l’on pose :
Ξ
∼
=W
∼
p . σ
∼
− σ
∼
.W
∼
p =
Ns∑
s=1
γ˙s
[
asym (ls ⊗ ns) .σ
∼
− σ
∼
. asym (ls ⊗ ns)
]
(5.79)
Les problèmes (5.73) et (5.74) sont ainsi reformulés en incorporant les expressions des
dérivées objectives respectives d’Oldroyd τ˚
∼
Od et de Jaumann-Zaremba σ˚
∼
Jm données par
celles-ci dans (5.77) et (5.78), i.e. :
σ˚
∼
Jm
Abq
= Λ
≈
:
[
D
∼
+Λ
≈
−1 : Z
∼
]
−
Ns∑
s=1
γ˙s
[
Λ
≈
: sym (ls ⊗ ns) +Π
∼
+O
∼
]
(5.80)
σ˚
∼
Jm
Abq
= Λ
≈
:
[
D
∼
−Λ
≈
−1 : σ
∼
trace
(
D
∼
)]
−
Ns∑
s=1
γ˙s
[
Λ
≈
: sym (ls ⊗ ns) +O
∼
]
(5.81)
6. Les dérivées objectives de Truesdell et de Jaumann-Zaremba sont celles utilisées dans les problèmes
constitutives (5.73) et (5.74) et peuvent donc être attribuées à un comportement « linéaire ».
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tels que :
Z
∼
=D
∼
. σ
∼
+ σ
∼
.D
∼
− σ
∼
trace
(
D
∼
)
(5.82)
Π
∼
= σ
∼
. sym (ls ⊗ ns) + sym (ls ⊗ ns) .σ
∼
(5.83)
O
∼
= asym (ls ⊗ ns) .σ
∼
− σ
∼
. asym (ls ⊗ ns) (5.84)
Les équations (5.80) et (5.81) représentent les problèmes auxquels s’attache le schéma de
type prédiction élastique - correction plastique de Simo et Hughes [168]. Les principales
inconnues sont, à l’image de l’hypothèse des petites perturbations (HPP), les vitesses de
cisaillement γ˙s des systèmes de glissement.
Méthode « rate tangent modulus ». Considérant une intégration numérique basée sur
la θ-méthode de trapèze généralisée (4.56), la méthode « rate tangent modulus » revient à
traiter les incréments des vitesses de cisaillement ∆γ
s
∆t
selon (cf. §4.2.2) :
∆γs
∆t
= γ˙st + θ
∂γ˙s
∂τ s
∣∣∣∣∣
t
∆τ s + θ
∂γ˙s
∂rs
∣∣∣∣∣
t
∆rs + θ
∂γ˙s
∂χs
∣∣∣∣∣
t
∆χs (5.85)
où le paramètre θ est pris égal à 0,5 en vue de minimiser les erreurs d’intégration (cf.
§4.2.2). À noter que les relations des incréments des variables d’écrouissage isotrope ∆rs
et cinématique ∆χs sont bien identiques à celles utilisées dans le cadre de l’hypothèse des
petites perturbations (HPP), i.e. (4.69) et (4.70), alors que celle de la cission résolue ∆τ s
requiert une extension vers les transformations ﬁnies.
Pour ce faire, il convient de développer la dérivée temporelle de la cission résolue τ s
déﬁnie par la relation (5.39). Compte tenu du fait que les évolutions temporelles du vecteur
normal au plan de glissement n˙s et celui de direction de glissement l˙s sont données par :
n˙s = L
∼
e . ns (5.86)
l˙s = −ls . L
∼
e (5.87)
l’évolution temporelle de la cission résolue τ˙ s peut être donnée dans un premier temps de
la manière qui suit :
τ˙ s = J ns .
[
σ˙
∼
+ σ
∼
trace
(
D
∼
)
−L
∼
e . sigma
∼
+ σ
∼
. L
∼
e
]
. ls (5.88)
Selon que l’on considère la dérivée objective de Truesdell ou celle de Jaumann-Zaremba, la
relation (5.88) devient :
τ˙ s = J ns .
[
σ˚
∼
Tr + 2 σ
∼
.D
∼
e
]
. ls (5.89)
τ˙ s = J ns .
[
σ˚
∼
Jm + σ
∼
trace
(
D
∼
)
−D
∼
e . σ
∼
+ σ
∼
.D
∼
e
]
. ls (5.90)
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Les évolutions temporelles de la cission résolue τ˙ s basée sur la dérivée objective de Truesdell
(5.89) ou celle de Jaumann-Zaremba (5.90) peuvent être formulées aisément par le biais de
quelques manipulations mathématiques selon :
τ˙ s = J
[
Λ
≈
: sym (ls ⊗ ns) +G
∼
]
:
[
D
∼
−
Nr∑
r=1
γ˙r sym (lr ⊗ nr)
]
(5.91)
tel que :
G
∼
=


2 σ
∼
. sym (ls ⊗ ns) , pour la dérivée objective de Truesdell
O
∼
, pour la dérivée objective de Jaumann-Zaremba
(5.92)
La méthode « rate tangent modulus » se destine par la suite à incorporer les relations
(4.69), (4.70) ainsi que la forme discrétisée de (5.91) dans (5.85) en vue d’obtenir un système
linéarisé ayant comme inconnues les incréments des glissements des systèmes r, ∆γr, i.e. :
A
∼
.∆γ = b (5.93)
tels que :
A
∼
= Asr = δsr +∆t θ
∂γ˙s
∂τ s
∣∣∣∣∣
t
det
(
F
∼
) [
Λ
≈
: sym (ls ⊗ ns) +G
∼
]
: sym (lr ⊗ nr)
−∆t θ ∂γ˙
s
∂rs
∣∣∣∣∣
t
bQhsr (1− b ρr) sign (ξs)
−∆t θ ∂γ˙
s
∂χs
∣∣∣∣∣
t
[δsr C − δsr C dαs sign (ξs)]
(5.94)
∆γ = ∆γr (5.95)
b = bs = ∆t γ˙s +∆t θ
∂γ˙s
∂τ s
∣∣∣∣∣
t
det
(
F
∼
) [
Λ
≈
: sym (ls ⊗ ns) +G
∼
]
: D
∼
∆t (5.96)
Les expressions de ∂γ˙
s
∂τs
∣∣∣
t
, ∂γ˙
s
∂rs
∣∣∣
t
et ∂γ˙
s
∂χs
∣∣∣
t
sont bien identiques à celles dans le cadre de l’hy-
pothèse des petites perturbations et dépendent du modèle utilisé (cf. §4.2.2). De par la
résolution du système (5.93), les vitesses de cisaillement des systèmes de glissement γ˙s sont
déduites selon :
γ˙s =
∆γs
∆t
(5.97)
Procédure itérative de Newton-Raphson. La procédure itérative de Newton-Raph-
son suit inéluctablement celle déjà mise en place dans le cadre l’hypothèse des petites
perturbations (HPP) (cf.§4.2.2), i.e. aucune modiﬁcation n’est requise pour la théorie des
transformations ﬁnies.
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Calcul de la Jacobienne. Le calcul de la matrice Jacobienne J est eﬀectuée de la même
manière que dans le cadre l’hypothèse des petites perturbations (HPP), i.e. :
J =
∂∆σ
∼
Jm
Abq
∂∆D
∼
(5.98)
Cependant, il est évident que celle-ci dépend de la dérivée objective utilisée. Si l’on considère
la dérivée objective de Truesdell σ˚
∼
Tr, la matrice jacobienne J peut être donnée selon :
J = Λ
≈
+ σ
∼
⊗ I
∼
+I
∼
⊗σ
∼
− σ
∼
⊗ I
∼
−
Ns∑
r=1
Ns∑
s=1
Ars,−1∆t θ
∂γ˙r
∂τ r
∣∣∣∣∣
t[
Λ
≈
: sym (lr ⊗ nr) +G
∼
]
⊗
[
Λ
≈
: sym (ls ⊗ ns) +G
∼
] (5.99)
Par ailleurs, dans le contexte de la dérivée objective de Jaumann-Zaremba σ˚
∼
Jm, la matrice
jacobienne J devient :
J = Λ
≈
− σ
∼
⊗ I
∼
−
Ns∑
r=1
Ns∑
s=1
Ars,−1∆t θ
∂γ˙r
∂τ r
∣∣∣∣∣
t
[
Λ
≈
: sym (lr ⊗ nr) +G
∼
]
⊗
[
Λ
≈
: sym (ls ⊗ ns) +G
∼
] (5.100)
À noter que les relations (5.99) et (5.100) de la matrice jacobienne J ne considèrent guère
les dérivées des incréments des vecteurs ls et ns par rapport à ceux du tenseur D
∼
. Ces
relations constituent en eﬀet des approximations des matrices jacobiennes « exactes » dans
le cadre de la théorie des transformations ﬁnies.
Si dans le cadre de l’hypothèse des petites perturbations (HPP), le présent algorithme se
destine à intégrer un certain nombre de variables, notamment celles liées à la dissipation
intrinsèque Θ, en tant que variables auxiliaires ϑaux, la théorie des transformations ﬁnies
requiert en outre un intérêt à l’évolution des rotations des réseaux cristallins. Celles-ci
peuvent être traduites par les relations (5.86) et (5.87) permettant d’incrémenter les vecteurs
normaux aux plans des systèmes de glissement ns et ceux des directions de glissement ls.
L’évolution des rotations des réseaux cristallins sont données par les incréments des angles
d’Euler (ϕ1, φ, ϕ2) selon les formules de Bunge [16] :
ϕ˙1 =
sin (ϕ2)
sin (φ)
W e23 +
cos (ϕ2)
sin (φ)
W e31 (5.101)
φ˙ = cos (ϕ2) W e23 − sin (ϕ2) W e31 (5.102)
ϕ˙2 = −cos (φ) sin (ϕ2)sin (φ) W
e
23 −
cos (φ) cos (ϕ2)
sin (φ)
W e31 +W
e
12 (5.103)
oùW eij sont les composantes de la partie linéaire du tenseur vitesse de rotationW∼ du cristal
constitutif en question, i.e. :
W
∼
e =W
∼
−
Ns∑
s=1
γ˙s asym (ls ⊗ ns) (5.104)
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À noter que l’on fait appel à l’algorithme de Hughes et Winget [324] qui utilise la relation :
∆R
∼
=
(
I
∼
− 1
2
∆W
∼
)−1
.
(
I
∼
+
1
2
∆W
∼
)
(5.105)
Le Tableau 5.1 présente un récapitulatif de l’algorithme d’intégration numérique utilisé.
Tableau 5.1 – Récapitulatif du schéma d’intégration numérique dans le cadre de la théorie
des transformations ﬁnies.
1. Étant donné : F
∼
t
, F
∼
t+∆t
, ϑintt , ζ
duales
t , ϑ
aux
t .
2. Calcul des cissions résolues τ st et des vitesses de cisaillement γ˙
s
t .
3. Assemblage de la matrice A
∼
et du vecteur b.
4. Résolution du système (5.93)
(
calcul des valeurs∆γs,(i=0)
)
.
5. Calcul des variables d’état internes
(
α
s,(i)
t+∆t, ρ
s,(i)
t+∆t
)
et des variables duales
(
τ
s,(i)
t+∆t, r
s,(i)
t+∆t, χ
s,(i)
t+∆t
)
.
6. Calcul des vitesses de cisaillement γ˙s,(i)t+∆t via les variables de l’étape 5.
7. Résolution du système (4.84).
If
∣∣R(i)∣∣ ≤ ‖o+‖ Then ∆γs = ∆γs,(i), γ˙st+∆t = γ˙s,(i)t+∆t, αst+∆t = αs,(i)t+∆t, ρst+∆t = ρs,(i)t+∆t
τ st+∆t = τ
s,(i)
t+∆t, r
s
t+∆t = r
s,(i)
t+∆t et χ
s
t+∆t = χ
s,(i)
t+∆t & Go To étape 8.
Else If i ≥ 3 Then ∆γs = ∆γs,(i=0), γ˙st+∆t = γ˙s,(i=0)t+∆t , αst+∆t = αs,(i=0)t+∆t , ρst+∆t = ρs,(i=0)t+∆t
τ st+∆t = τ
s,(i=0)
t+∆t , r
s
t+∆t = r
s,(i=0)
t+∆t et χ
s
t+∆t = χ
s,(i=0)
t+∆t & Go To étape 8.
Else Résolution du système (5.86).
Incrémentation des solutions ∆γs,(i) via (5.85) & Go To étape 5.
8. Calcul du tenseur de contrainte σ
∼
t+∆t
(5.80) et (5.81) et les variables auxiliaires ϑauxt+∆t à savoir les
nouvelles orientations cristallographiques.
9. Calcul de la matrice jacobienne J (5.91).
5.4 Investigation des champs mécaniques locaux
Comme évoqué précédemment, l’investigation numérique actuelle est restreinte aux sol-
licitations monotones quasi-statiques dont les conditions aux limites sont données dans
§4.4.4. En outre, seul le modèle multi-échelle de Méric-Cailletaud [20, 21] utilisant la déri-
vée objective de Truesdell est considéré. La présente investigation numérique considère à
l’ensemble des variables traitées dans §4.5 selon les paramètres issus de la caractérisation
expérimentale (cf. §4.5.1). Par ailleurs, des confrontations entre la théorie des transforma-
tions ﬁnies et l’hypothèse des petites perturbations sont également traitées dans ce qui
suit.
5.4.1 Eﬀet de la morphologie des lattes en surface
Analyse du comportement à diverses échelles. À l’échelle macro du VER, la mor-
phologie anisotrope des lattes de martensite en surface n’a guère d’inﬂuence sur le compor-
tement global de l’acier AISI H11, et ce, quelle que soit la formulation du modèle utilisée
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(Figure 5.2). Cependant, il est évident que l’usage de la théorie des transformations ﬁnies
engendre une augmentation de la contrainte uniaxiale σ11 lors de l’écoulement non linéaire.
Cet aspect est cohérent avec des études antérieures qui illustrent que les non linéarités
géométriques sont bien souvent sources d’une surévaluation de la contrainte [248].
Figure 5.2 – Courbes de comportement monotone uniaxiale à l’échelle macro du VER selon
la morphologie des couches superﬁcielles et la formulation du modèle multi-échelle
Si l’eﬀet de la morphologie anisotrope n’est guère constaté à l’échelle macro, celui-ci
apparaît évident à l’échelle locale (Figures 5.3 et 5.4). En eﬀet, le comportement local est
perturbé par l’apport d’une telle morphologie, et ce, essentiellement à l’échelle des lattes
martensitiques (Figure 5.4c). Cet aspect est éventuellement lié à l’eﬀet d’interaction. À l’ins-
tar de l’hypothèse des petites perturbations (HPP) (cf. §4.5.1.1), le niveau d’hétérogénéité
du comportement local a bien tendance à augmenter à l’échelle des lattes martensitiques
(Figures 5.3c et 5.4c) et à s’homogénéiser à l’échelle des anciens grains austénitiques (Fi-
gures 5.3a et 5.4a).
(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de martensite
Figure 5.3 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant une morphologie isotrope en surface
Par ailleurs, l’utilisation de la théorie des transformations ﬁnies met en évidence des
variations conséquentes du comportement à l’échelle locale, notamment à celle des lattes
de martensite (Figure 5.5). Bien que cet aspect ne soit pas si évident à l’échelle macro
(Figure 5.2), des variations de l’ordre de 25% peuvent avoir lieu pour les contraintes σ11
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(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de martensite
Figure 5.4 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant une morphologie anisotrope en surface
locales (Figure 5.5a). Tandis que les variations des déformations 7 peuvent même atteindre
200% (Figure 5.5b). Ceci peut être lié aux non linéarités géométriques et aux rotations des
réseaux cristallins donnant ainsi une réponse locale de chaque latte de martensite diﬀérente
dans le cadre de la théorie des transformations ﬁnies. En outre, on peut également constater
que l’apport d’une morphologie anisotrope impacte les variations des réponses mécaniques
locales. Une telle morphologie peut aﬀecter les orientations des joints de lattes de marten-
site par rapport à la direction de sollicitation, modiﬁer les rotations et par conséquent le
comportement local des lattes martensitiques.
(a) Contrainte σ11 (b) Déformation ln (V11)
Figure 5.5 – Variations des contraintes et des déformations logarithmiques uniaxiales par
rapport à l’hypothèse des petites perturbations (HPP) à l’échelle des lattes de martensite
Analyse des distributions des variables. D’une manière globale la morphologie ani-
sotrope n’induit pas de perturbations signiﬁcatives sur les distributions statistiques de l’en-
semble des variables étudiées (Figure 5.6). Par conséquent, l’eﬀet d’interaction ne peut pas
être mise en évidence par une telle approche. Cependant, si l’on se réfère aux distributions
7. En vue d’une confrontation concrète entre les deux formulations, les déformations issues de l’hypothèse
des petites perturbations (HPP) sont converties en déformations logarithmiques ln (V ).
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statistiques dans le cas de l’hypothèse des petites perturbations (HPP) (Figure 4.22), on
s’aperçoit que la théorie des transformations ﬁnies fournit des contraintes équivalentes au
sens de von Mises σéq à peine plus conséquentes et un nombre de systèmes de glissement
activés Ns légèrement inférieur. Ceci est lié aux rotations induites par la présente formu-
lation. Par ailleurs, on constate également que les déformations plastiques équivalentes 8
maximales εinéq (Figure 5.6e) sont également inférieures à celles qui sont données dans le
cadre de l’hypothèse des petites perturbations (HPP). De ce fait, on peut éventuellement
prévoir des schémas de localisation moins intenses.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 5.6 – Distributions statistiques des variables considérées à l’issue du chargement
Les distributions spatiales des variables considérées (Figure 5.7) conﬁrment, dans un
premier temps, les constatations ci-dessus. Les valeurs maximales de l’ensemble des va-
riables étudiées sont bel et bien inférieures à celles calculées dans le cas de l’hypothèse des
petites perturbations (HPP) (Figure 4.23). La prise en compte des rotations des réseaux
cristallins induit une évolution de la structure interne du matériau et ainsi de son com-
portement local. Par ailleurs, à l’image de l’hypothèse des petites perturbations (HPP),
l’eﬀet d’interaction reste bien présent. L’apport d’une morphologie anisotrope des lattes de
martensite en surface implique une perturbation des champs mécaniques locaux. Cepen-
dant, bien que cet eﬀet soit constaté dans la partie inférieure des microstructures virtuelles,
celui-ci est bien plus conséquent dans les couches superﬁcielles que dans le cadre de l’hypo-
8. Dans le contexte actuel, on conserve la même notation de la déformation inélastique équivalente au
sens de von Mises que dans le cadre de l’hypothèse des petites perturbations (HPP), i.e. εinéq . Celle-ci utilise
la même déﬁnition que dans §4.5. Autrement dit, dans le cadre de la théorie des transformations ﬁnies, cela
correspond à
√
2
3
∫ t
0
D
∼
p dt :
∫ t
0
D
∼
p dt.
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thèse des petites perturbations. Ceci consolide l’impact des non linéarités géométriques de
la théorie des transformations ﬁnies.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 5.7 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du chargement
Analyse des cartographies des isovaleurs. À l’image de l’hypothèse des petites per-
turbations (HPP) (cf. §4.5.1.1), les cartographies des variables considérées (Figures 5.8 et
5.9) illustrent une translation des champs mécaniques locaux dans la direction de sollicita-
tion. Cependant, cet aspect est bien moins évident dans le contexte actuel. Comme évoqué
ci-dessus, l’évolution microstructurale qui inclut les rotations des réseaux cristallins fait que
le comportement des lattes de martensite dans les couches superﬁcielles est bien plus af-
fecté par la morphologie anisotrope de celles-ci que dans le cadre de l’hypothèse des petites
perturbations (HPP).
En outre, si les champs d’activation des systèmes de glissements Ns données par les deux
formulations sont assez proches, les cartographies des dissipations intrinsèques Θ (Figures
5.8c et 5.9c) montrent respectivement que les schémas de localisations présents autours
des joints de lattes de martensite sont moins intenses que dans le cadre de l’hypothèse des
petites perturbations (HPP). Cependant, les réseaux de bandes de localisation sont bien
évidents dans le contexte actuel.
La théorie des transformations ﬁnies permet de contourner des « singularités »des champs
mécaniques locaux liés à des localisations provoquées par les artefacts stéréologiques (no-
tamment les joints de lattes martensitiques). Celle-ci provoque cependant l’intensiﬁcation
des schémas de localisation. Ce phénomène essentiellement dû au fait que la théorie des
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transformations ﬁnies adapte le comportement local selon la morphologie des lattes de
martensite en surface.
(a) Contrainte équivalente au
sens de von Mises σéq
(b) Nombre de systèmes de glis-
sements activés Ns
(c) Dissipation intrinsèque Θ
Figure 5.8 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant une morphologie isotrope en surface à l’issue du chargement
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
Figure 5.9 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant une morphologie anisotrope en surface à l’issue du chargement
5.4.2 Eﬀet de la texture cristallographique en surface
Analyse du comportement à diverses échelles. La dépendance du comportement
mécanique à l’échelle macro des orientations cristallographiques des lattes de martensite en
surface n’est guère évidente (Figure 5.10). À une telle échelle, l’ensemble des groupements
d’orientations considérées illustrent des comportements quasiment identiques. Pour rappel,
cet aspect est constaté lors de l’investigation expérimentale (cf. §1.2.4.1), mais également
dans le cadre de l’hypothèse de petites perturbations (HPP) (cf. §4.5.1.2). On note toute-
fois qu’à l’image de cette dernière conﬁguration, les orientations « Texp » présentent une
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déformation globale à peine supérieure à celles de « T1 » et « T2 ».
Figure 5.10 – Courbes de comportement monotone uniaxiale à l’échelle macro du VER
selon la texture cristallographique des couches superﬁcielles
De même, cette constatation est bien consolidée à l’échelle locale (Figures 5.12 et 5.12),
et ce, essentiellement à celle des lattes de martensite (Figure 5.11c). Ceci est eﬀectivement
lié à une anisotropie assez marquée des orientations des couches superﬁcielles (cf. §4.5.1.2).
(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de martensite
Figure 5.11 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant la texture « T2 » des couches superﬁcielles
(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de martensite
Figure 5.12 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant la texture « Texp » des couches superﬁcielles
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Par ailleurs, il est intéressant de noter que les variations du comportement local par
rapport à l’hypothèse des petites perturbations (HPP) sont assez conséquentes, et ce, pour
l’ensemble des groupements d’orientations considérés (Figure 5.13).
(a) Contrainte σ11 (b) Déformation ln (V11)
Figure 5.13 – Variations des contraintes et des déformations logarithmiques uniaxiales par
rapport à l’hypothèse des petites perturbations (HPP) à l’échelle des lattes de martensite
Aﬁn de mettre en évidence l’eﬀet de la texture cristallographique en surface sur de telles
variations, il convient de tracer celles-ci selon la profondeur des lattes martensitiques au
sein de la microstructure virtuelle (Figure 5.14).
(a) Contrainte σ11 (b) Déformation ln (V11)
Figure 5.14 – Variations des contraintes et des déformations logarithmiques uniaxiales par
rapport à l’hypothèse des petites perturbations (HPP) selon la profondeur à l’échelle des
lattes de martensite
Cette approche montre que les variations des contraintes σ11 locales n’illustrent aucune
évolution selon la profondeur pour l’ensemble des textures cristallographiques considérées
(Figure 5.14a). Cependant, si des variations de déformations moindres dans les couches
superﬁcielles sont constatées pour les orientations « Texp » vis-à-vis de « T1 » et « T2 »,
celles-ci ont tendance à être bien plus conséquentes dans la partie inférieure de la micro-
structure virtuelle (Figure 5.14). Ceci peut éventuellement être lié au fait que les couches
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superﬁcielles peuvent se déformer d’une manière assez aisée dans le cadre de l’hypothèse
des petites perturbations (HPP) pour les orientations « Texp » (cf. §4.5.1.2). Dans ce der-
nier contexte, les fortes interactions avec la partie inférieure de la microstructure virtuelle
s’attachent ainsi à une augmentation des variations du comportement local dans celle-ci.
En outre, on peut également constater que les groupement d’orientations « T2 » présentent
une augmentation des variations des déformation locales dans les couches superﬁcielles (Fi-
gure 5.14b). Cet eﬀet est bien cohérent étant donnée que la microstructure virtuelle ayant
la texture « T2 » en surface aﬃche une déformation globale à l’échelle macro moindre que
« T1 » et « Texp ». Dans un tel contexte, l’utilisation de la théorie des transformations
ﬁnies a pour conséquence une « relaxation » plus importante des déformations locales.
Analyse des distributions des variables. De manière globale, les distributions statis-
tiques ne présentent guère de diﬀérences signiﬁcatives entre les diverses orientations cris-
tallographiques considérées (Figure 5.15). Cependant, il intéressant de noter que le nombre
de système de glissement activés Ns est quasiment équivalent pour l’ensemble des tex-
tures cristallographiques (Figure 5.15b). Ainsi, la prise en compte des rotations cristallins
dans la théorie des transformations ﬁnies engendre une augmentation de Ns dans le cas du
groupement d’orientations « Texp » en comparaison des résultats fournies dans le cadre de
l’hypothèse des petites perturbations (HPP).
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 5.15 – Distributions statistiques des variables considérées à l’issue du chargement
À l’instar de l’hypothèse des petites perturbations (HPP) (cf. §4.5.1.2), l’eﬀet d’inter-
action est bien mis en évidence par les distributions spatiales des variables étudiées, et
ce, également dans la partie inférieure de la microstructure virtuelle (Figure 5.16). Les va-
riables rattachées à la vitesse de cisaillement γ˙s sont à peine plus considérables pour les
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orientations « Texp » bien que cette diﬀérence ait tendance à diminuer dans le contexte
actuel du fait de la prise en compte des rotations des réseaux cristallins.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 5.16 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du chargement
Analyse des cartographies des isovaleurs. Les cartographies des isovaleurs des va-
riables considérés (Figure 5.17), l’apport d’une texture plus ou moins anisotrope en surface
fournit des champs mécaniques locaux hétérogènes. Cependant, il est évident que ces der-
niers sont bien perturbés en comparaison de la texture « T1 » (Figure 5.9).
Par ailleurs, si la cartographie des isovaleurs des contraintes équivalentes de von Mises
σéq (Figure 5.17a) présentent des localisations autour des joints de lattes de martensite,
celles-ci sont moins intenses que dans le cas de l’hypothèse des petites perturbations (HPP)
(cf. §4.5.1.2). Cet aspect est également valable pour la dissipation intrinsèque Θ (Figure
5.17c) qui, en outre, met en évidence une augmentation de l’intensité des réseaux de bandes
de localisation. De plus, de par la présente analyse, il apparaît que le nombre de systèmes
de glissement activés Ns (Figure 5.17b) est plus conséquent dans le contexte actuel, ce qui
consolide les constatations ci-dessus.
5.4.3 Eﬀet de l’écrouissage en surface
Analyse du comportement à diverses échelles. L’investigation de l’eﬀet de l’écrouis-
sage en surface ne traite pas les courbes de comportement à diverses échelles. Lors du calcul
par éléments ﬁnis (EF), les données ont été acquises uniquement à l’issue du chargement.
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(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
Figure 5.17 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle avec une texture Texp des couches superﬁcielles à l’issue du chargement
De ce fait, seuls les variations des contraintes et déformations uniaxiales par rapport à
l’hypothèse des petites perturbations sont traitées (Figure 5.18).
(a) Contrainte σ11 (b) Déformation ln (V11)
Figure 5.18 – Variations des contraintes et des déformations logarithmiques uniaxiales par
rapport à l’hypothèse des petites perturbations (HPP) selon la profondeur à l’échelle des
lattes de martensite pour la microstructure virtuelle de surface écrouie
Cette approche montre que les variations des contraintes σ11 sont quasiment identiques
entre les couches superﬁcielles et la partie inférieure de la microstructure virtuelle (Figure
5.18a). Cependant, les variations des déformations locales (Figure 5.18b) ont bien tendance
à augmenter dans la partie inférieure de la microstructure virtuelle. Ceci vient du fait que
l’introduction d’un gradient de cissions critiques τ s0 dans les couches superﬁcielles engendre
des niveaux de déformations locales relativement faibles. Autrement, les variations induites
par la théorie des transformations ﬁnies s’attachent, outre aux rotations des réseaux cris-
tallins, à l’eﬀet d’interaction entre les couches superﬁcielles et la partie inférieure de la
microstructure virtuelle.
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Analyse des distributions des variables. Les distributions statistiques données par la
Figure 5.19 montrent que l’ensemble des variables rattachées à la vitesse de cisaillement γ˙s
ne présentent pas de diﬀérences signiﬁcatives entre la microstructure virtuelle de surface non
écrouie et celle ayant une surface écrouie. Cependant, il évident que l’apport d’un gradient
de cissions critiques τ s0 entraîne une augmentation des contraintes équivalentes au sens de
von Mises σéq (Figure 5.19a), mais également une diminution du nombre de systèmes de
glissement activés Ns (Figure 5.19b). Ces constatations sont équivalentes à celles obtenues
dans le cadre de l’hypothèse des petites perturbations (HPP) (cf. §4.5.1.3).
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 5.19 – Distributions statistiques des variables considérées à l’issue du chargement
Les distributions spatiales des variables étudiées (Figure 5.20) conﬁrment bien les consta-
tations ci-dessus. Par ailleurs, l’introduction d’un gradient de cissions critiques τ s0 n’entraîne
pas de variation des variables rattachées à la vitesse de cisaillement γ˙s mais une augmen-
tation conséquente des contraintes locales. Ainsi, si l’apport d’un écrouissage superﬁciel
s’accompagne d’une diminution de Ns, les systèmes de glissements activés aﬃchent des va-
leurs de cisaillement bien plus conséquentes que dans le cas de la microstructure virtuelle
de surface non écrouie. De ce fait, l’ensemble des variations des variables rattachées à la
vitesse de cisaillement γ˙s n’illustrent guère de variations signiﬁcatives.
Analyse des cartographies des isovaleurs. À l’instar de l’hypothèse des petites per-
turbations (HPP) (cf. §4.5.1.3), la cartographie des isovaleurs de contraintes équivalentes
de von Mises σéq (Figure 5.21a) illustre une concentration globale dans les couches superﬁ-
cielles. Comme évoqué ci-dessus, cet aspect s’accompagne d’une diminution de Ns (Figure
5.21b), tandis que le champs de dissipation intrinsèque Θ (Figure 5.21c) est peu perturbé
dans cette zone. Cependant, il est clair que l’utilisation de la théorie des transformations
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(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 5.20 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du chargement
ﬁnies a pour conséquence une atténuation des schémas de localisations autour des joints
de lattes de martensite. On peut également constater que la prise en compte des rotations
des réseaux cristallins n’entraîne qu’une légère augmentation du nombre de systèmes de
glissement activés Ns pour les lattes de martensite par rapport au cadre de l’hypothèse des
petites perturbations (HPP).
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
Figure 5.21 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant des couches superﬁcielles écrouies à l’issue du chargement
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5.4.4 Eﬀet du proﬁl de surface
Analyse du comportement à diverses échelles. Étant donné que les diverses courbes
de comportement n’ont pas été acquises dans §5.4.3, la présente analyse est menée essen-
tiellement par rapport à l’hypothèse des petites perturbations (HPP) (cf. §4.5.1.4).
Dans le contexte actuel, bien que le niveau de contrainte à l’échelle macro soit bien plus
conséquent que pour une microstructure virtuelle non écrouie (Figure 5.2), l’écart entre
les formulations considérées demeure quasiment identique (Figure 5.22). La théorie des
transformations ﬁnies conduit à un niveau de contrainte légèrement supérieur en raison des
non linéarités géométriques.
Figure 5.22 – Courbes de comportement monotone uniaxiale à l’échellemacro du VER selon
la formulation du modèle multi-échelle pour la microstructure virtuelle ayant un proﬁl de
surface ondulé
À l’échelle locale, le niveau d’hétérogénéité du comportement mécanique est assez proche
de celui de l’hypothèse des petites perturbations (HPP) (cf. §4.5.1.4). Néanmoins, il est clair
que des perturbations de celui-ci sont bien présentes, et ce, pour l’ensemble des échelles
considérées (Figure 5.23).
(a) Échelle des anciens grains aus-
ténitiques
(b) Échelle des paquets (c) Échelle des lattes de marten-
site
Figure 5.23 – Courbes de comportement monotone uniaxiale à diverses échelles pour la
microstructure virtuelle ayant un proﬁl de surface ondulé
Aﬁn de mettre en évidence l’impact du proﬁl de surface sur de telles perturbations issues
des formulations du modèle multi-échelle, il convient de tracer les variations des contraintes
et déformations logarithmiques uniaxiales selon la profondeur des lattes de martensite (Fi-
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gure 5.24). De par cette approche, il apparaît que dans la partie inférieure de la microstruc-
ture virtuelle, les variations des déformations sont bien conséquentes (Figure 5.24b), ce qui
est essentiellement lié à l’apport d’un écrouissage en surface (cf. §5.4.3). Cependant, si l’en-
semble des variations tend à diminuer pour des profondeurs de quelques microns, celles-ci
présentent un saut bien marqué pour des coordonnées selon la direction Z positives, i.e. des
« profondeurs négatives ». Il est clair que, de par ces constatations, la prise en compte des
rotations des réseaux cristallins engendre une sollicitation des couches superﬁcielles ayant
subi peu de chargement dans le cadre de l’hypothèse des petites perturbations (HPP).
(a) Contrainte σ11 (b) Déformation ln (V11)
Figure 5.24 – Variations des contraintes et des déformations logarithmiques uniaxiales par
rapport à l’hypothèse des petites perturbations (HPP) selon la profondeur à l’échelle des
lattes de martensite pour la microstructure virtuelle ayant un proﬁl de surface ondulé
Analyse des distributions des variables. L’apport d’un proﬁl de surface ondulé per-
turbe les distributions des contraintes équivalentes σéq (Figure 5.25a) et de Ns (Figure
5.25b). De manière globale, celles-ci présentent des diminutions assez faibles vis-à-vis à la
microstructure virtuelle de surface plane. Il est clair qu’à l’image de l’hypothèse des petites
perturbations (HPP) (cf. §4.5.1.4), certaines zones en surface obéissent à un comporte-
ment linéaire. Par ailleurs, on note également que les variables rattachées à la vitesse de
cisaillement γ˙s ne présentent guère de variations signiﬁcatives (Figure 5.25).
Les distributions spatiales des variables considérées (Figure 5.26) montrent clairement
qu’il n’ya as d’écoulement non linéaire dans les lattes de martensite situées dans les som-
mets des reliefs de la surface libre. Les contraintes équivalentes au sens de von Mises σéq
(Figure 5.26a) ont bien tendance à s’annuler en ces zones, et ce, a posteriori d’une nette
augmentation dans les couches superﬁcielles liée au gradient de cissions critiques τ s0 . Ce-
pendant, bien que le nombre de systèmes de glissement Ns (Figure 5.26b) tende à s’annuler
pour des profondeurs de quelques microns, les variables rattachées à la vitesse de cisaille-
ment γ˙s (Figure 5.26) présentent des valeurs assez conséquentes pour certaines lattes de
martensite en comparaison des résultats obtenus dans le cadre de l’hypothèse des petites
perturbations (HPP) (cf. §4.5.1.4). Les distributions spatiales actuelles conﬁrment bien les
constatations précédentes concernant le fait que la théorie des transformations ﬁnies conduit
à une sollicitation accrue de certaines lattes martensitiques dans cette zone.
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(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 5.25 – Distributions statistiques des variables considérées à l’issue du chargement
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
(d) Facteur de Taylor-Quinney ι (e) Déformation inélastique au
sens de von Mises εinéq
(f) Glissements cumulés des sys-
tèmes
∫ t
0
∑Ns
s=1 |γ˙s| dt
Figure 5.26 – Distributions spatiales selon la profondeur des diverses variables étudiées à
l’issue du chargement
Analyse des cartographies des isovaleurs. Les cartographies des diverses variables
considérées (Figure 5.27) mettent bien en évidence que l’utilisation de la théorie des trans-
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formations ﬁnies a pour conséquence une perturbation des champs mécaniques locaux en
surface. À l’inverse de l’hypothèse des petites perturbations (HPP) (cf. §4.5.1.4), certains
sommets du relief de la surface libre se retrouvent ainsi sollicités. Cet aspect vient du fait
que la prise en compte des rotations des réseaux cristallins produisent une diminution de
l’intensité des localisations autour des joints de lattes de martensite. Les champs méca-
niques locaux ont ainsi tendance à être propagés davantage, ce qui fait que l’eﬀet de surface
est atténué.
(a) Contrainte équivalente au sens
de von Mises σéq
(b) Nombre de systèmes de glisse-
ments activés Ns
(c) Dissipation intrinsèque Θ
Figure 5.27 – Cartographies des isovaleurs des variables étudiées au sein de la microstructure
virtuelle ayant un proﬁl de surface ondulé à l’issue du chargement
En résumé...
L’extension des modèles multi-échelles de Méric-Cailletud [20, 21] et de sa version mo-
diﬁée vers les transformations ﬁnies est eﬀectuée dans le cadre d’une description spatiale
basée sur la notion de dérivée objective du tenseur des contraintes considéré. Si la dérivée
objective de Jaumann-Zaremba est obtenue directement de celle de Truesdell, ou éventuel-
lement d’Oldroyd, en négligeant les termes liés aux déformations pures, cette dernière est
bien équivalente au formalisme Lagrangien des transformations ﬁnies. Par conséquent, asso-
ciée au modèle de Méric-Cailletaud, celle-ci a été privilégiée pour l’investigation numérique
des champs mécaniques locaux en surface de l’acier AISI H11.
Dans ce contexte, les eﬀets des divers paramètres considérés sont globalement identiques
à ceux de l’hypothèse des petites perturbations (HPP). Cependant, la présente investigation
numérique a permis de mettre en évidence que l’utilisation de la théorie des transformations
ﬁnies a pour eﬀet de relâcher les champs mécaniques locaux. Les schémas de localisation
autour des joints de lattes martensitiques sont bien souvent plus atténués que dans le cadre
de l’hypothèse des petites perturbations (HPP). De plus, la présente formulation renforce
la compétition entre l’eﬀet de surface et les orientations cristallographiques, et ce, en raison
de la prise en compte des rotations des réseaux cristallins.
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”Galilée a été le premier scientiﬁque moderne, qui réalisa l’importance de
l’observation ; et Einstein était le plus grand, mais ce qui est rassurant, c’est
qu’il a eu quand même un certain nombre de "d’angles morts" (blind spots),
comme la mécanique quantique et l’eﬀondrement gravitationnel.”
Stephen Hawking
Conclusions générales
L’industrie de la forge et de la fonderie se confronte aujourd’hui à de fortes concurrencesen matière de performances des outillages de mise en forme. Dans un tel contexte
concurrentiel où les enjeux socio-économiques sont majeurs, les acteurs de cette industrie
ont bien pris conscience de l’intérêt fondamental de la recherche et de l’innovation. Celui-ci
s’attache à un challenge technico-économique mais aussi à une politique de développement
durable, et ce, par le biais d’une optimisation des performances des outillages de mise en
forme.
Le travail mené dans cette thèse s’inscrit dans cette stratégie d’innovation. Il contri-
bue à l’optimisation des performances mécaniques des outillages en acier AISI H11 via
une approche multi-échelles. Il s’attache, en outre, à une dialectique de type investigation
expérimentale fortement complétée par un traitement numérique.
Investigation expérimentale
L’investigation expérimentale comporte trois points fondamentaux, à savoir la géné-
ration et la caractérisation de surfaces caractéristiques du procédé de mise en œuvre des
outillages de mise en forme d’une part, l’investigation des champs mécaniques locaux d’autre
part et l’identiﬁcation d’un volume élémentaire représentatif (VER).
Surface : génération et caractérisation. En vue d’une appréhension du comportement
en service des outillages de mise en forme en acier AISI H11, des surfaces équivalentes à celles
issues du procédé de mise en œuvre de ces pièces mécaniques sont dans un premier temps
générées par le biais d’un procédé expérimental à l’échelle du laboratoire. Les examens
micrographiques menées au MEB présentent bien une morphologie des lattes martensitiques
à caractère anisotrope dans les couches superﬁcielles. Cet aspect est équivalent à des études
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antérieures, notamment celle de Barrau [3]. Cependant, le procédé utilisé dans le présent
travail oﬀre la possibilité de générer des surfaces avec un gradient de la structure interne
dans les couches superﬁcielles.
Le caractère anisotrope est également présent dans les orientations cristallographiques.
Mis en évidence par le biais d’analyses EBSD, celui-ci se caractérise surtout par des orienta-
tions préférentielles des plans {111} et, éventuellement, {100} (à moindre fréquence) selon
l’axe de sollicitation. Les essais de nanoindentation ont permis de constater une augmen-
tation de la dureté dans les couches superﬁcielles, i.e. de l’écrouissage interne. Par ailleurs,
un proﬁl de surface de type ondulé, conséquence du procédé de génération de surface, a été
mis en évidence par des mesures d’altimétrie.
Investigation des champs mécaniques locaux. Si les essais mécaniques in-situ me-
nées dans ce travail ont permis de mettre en évidence quelques mécanismes à l’échelle glo-
bale, ceux-ci ont également permis une appréhension de certains phénomènes élémentaires
liés aux schémas de localisation des champs de déformation à l’échelle locale. Les essais
mécaniques in-situ ont été eﬀectués avec la technique de corrélation d’images numériques
(DIC) dans le cadre de deux types de chargements uniaxiaux, i.e.monotones quasi-statiques
et cycliques. Ils ont fait apparaître des schémas de localisation assez complexes, et ce, à di-
verses échelles. Ces schémas consistent essentiellement en réseaux de bandes de localisation
de ±45˚ mais aussi ceux qui s’articulent autour des anciens joints de grains austénitiques,
voire éventuellement les joints de lattes de martensite. Au niveau des couches superﬁcielles,
les champs de déformation ont tendance à se localiser dans les anciens joints de grains
austénitiques déformés selon la direction de sollicitation. Cependant, aucune homogénéi-
sation marquée de ces champs n’est constatée dans les couches superﬁcielles extrêmes. Il
faut toutefois noter que la résolution des images numériques reste assez médiocre dans ces
zones.
Par ailleurs, certains phénomènes tels que la micro-plasticité ont été bien mis en évi-
dence, et ce, que ce soit pour les chargements monotones quasi-statiques ou cycliques de type
traction-traction. L’eﬀet du niveau de sollicitation a également fait l’objet d’une investiga-
tion. Si les schémas de localisation des champs de déformations résiduelles aux sommets des
boucles d’hystérésis sont quasiment identiques à ceux du chargement monotone, l’intensité
de ces schémas s’attache au niveau de sollicitation. Ces derniers ont tendance à augmenter
selon le niveau de sollicitation et seules les schémas de localisation de déformations non
linéaires persistent à l’issue d’une baisse du chargement imposé.
Identiﬁcation d’un volume élémentaire représentatif (VER). Outre l’investiga-
tion des champs de déformation locaux, les essais mécaniques in-situ ont été utilisés pour
identiﬁer un volume élémentaire représentatif (VER) de l’acier AISI H11. L’approche ex-
périmentale menée consiste à optimiser au mieux la zone de corrélation permettant une
reproduction du comportement global caractérisé par des mesures données par l’exten-
somètre. Bien que des essais supplémentaires soient à envisager voire à valider par des
approches statistiques, la présente démarche a permis de fournir une approximation per-
tinente de la taille du VER. Celle-ci est évaluée par une zone de 150 × 150 µm2 dans le
cadre du comportement non linéaire.
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Traitement numérique
À l’issue d’une revue assez extensive sur les approches multi-échelles, l’intérêt s’est
essentiellement porté aux équations constitutives phénoménologiques du modèle de Méric-
Cailletaud [20,21]. Celles-ci ont été développées dans le code calcul par éléments ﬁnis (EF)
Abaqus/Standard en vue d’une investigation des champs mécaniques locaux complets dans
le cadre de l’hypothèse des petites perturbations (HPP) mais également dans le contexte
des transformations ﬁnies.
Pré-traitement de l’investigation numérique. Les équations constitutives du modèle
de Méric-Cailletaud [20, 21] ont été implantées dans le code calcul par éléments ﬁnis (EF)
Abaqus/Standard en s’appuyant sur un schéma d’intégration numérique semi-implicite. À
l’échelle locale, la résolution de celles-ci utilise la méthode-θ de trapèze généralisée. Elle a
été menée par une méthode de résolution directe dite « rate tangent modulus » [190, 191]
au préalable d’une procédure itérative de type Newton-Raphson, tandis que la résolution
des équations d’équilibre global est eﬀectuée par une approche implicite. La validation de
cet algorithme a été réalisée par confrontation des résultats obtenus avec ceux données
par l’algorithme de la librairie Z-MAT du code Z-Set/Zébulon. Par la même occasion, une
formulation modiﬁée, i.e. multiplicative, du modèle de Méric-Cailletaud a été également
introduite et utilise le même algorithme d’intégration numérique. La particularité de cette
version est qu’elle ne considère pas de surface d’écoulement.
La procédure d’identiﬁcation des paramètres de l’acier AISI H11 a été menée uniquement
pour le modèle de Méric-Cailletaud [20, 21] à partir de données à l’échelle macro. Celle-
ci a été eﬀectuée par le biais de modèles de transition d’échelles en champs moyens, à
savoir le modèle en β de Cailletaud-Pilvin [223] et le modèle de Berveiller-Zaoui [222]. La
procédure d’identiﬁcation s’est également eﬀorcée d’attribuer un sens physique à l’ensemble
des paramètres considérés, et plus particulièrement à la matrice d’interaction [h].
Le traitement numérique des champs mécaniques locaux complets en surface requiert
en outre une génération de microstructures virtuelles. Cette opération a été eﬀectuée par
tesselation de Voronoï adaptée à la stéréologie des structures martensitiques. Elle tient
compte des relations d’orientations de type KS entre les grains austénitiques parents et
les lattes de martensite, mais aussi de la morphologie de ces dernières dans les couches
superﬁcielles.
Investigation numérique dans le cadre de l’hypothèse des petites perturbations
(HPP). Dans une première approche, le modèle de Méric-Cailletaud [20,21] a été formulé
dans le cadre de l’hypothèse des petites perturbations (HPP). Les sollicitations traitées
concernent, un chargement monotone quasi-statique et un chargement cyclique de type
traction-traction. Cette investigation numérique, qui vient en complément de l’approche
expérimentale pour une appréhension des phénomènes élémentaires de champs mécaniques
locaux, s’est articulée autour de paramètres stéréologiques issus de la caractérisation ex-
périmentale. Ces paramètres considèrent la morphologie des lattes de martensite dans les
couches superﬁcielles, les orientations cristallographiques, l’écrouissage interne mais aussi
le proﬁl de surface. Les analyses des résultats numériques ont été eﬀectués par le traitement
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des courbes de comportement à diverses échelles 9, des distributions statistiques et spatiales
d’une certain nombre de variables étudiés, mais encore des cartographies des isovaleurs.
Toutes ces analyses permettent une meilleure appréhension du comportement local en
surface de l’acier AISI H11. Celles-ci s’intéressent essentiellement aux eﬀets des paramètres
stéréologiques considérés. La simulation numérique du caractère hétérogène et anisotrope
du comportement local a été ainsi eﬀectuée et mise en évidence les divers schémas de lo-
calisation de déformation observées lors de l’investigation expérimentale. Dans le cadre du
traitement numérique, ces schémas ont été complétés par ceux d’autres variables, entre
autres la contrainte équivalente au sens de von Mises σéq et le nombre de systèmes de
glissement activé Ns, ce qui permet une compréhension des phénomènes élémentaires liés
à la localisation. Il a été en outre constaté que des reliefs de la surface libre sont engen-
drés en raison de l’hétérogénéité des champs mécaniques locaux, et ce, pour tout type de
chargement.
L’ensemble des aspects est bien perturbé selon le paramètre stéréologique considéré.
Des eﬀets de surface libre et d’interaction ont été souvent présents par l’apport de ces
paramètres, notamment entre lattes de martensite voisines, voire éventuellement entre les
couches superﬁcielles et la partie inférieure de la microstructure virtuelle. Dans ce même
contexte, il a été également constaté que des compétitions entre certains paramètres sté-
réologiques a souvent lieu dans la réponse mécanique de l’acier à l’échelle locale, et ce, que
ce soit pour le chargement monotone quasi-statique ou cyclique.
Extension vers les transformations ﬁnies. L’investigation numérique ci-dessus a été
étendue, dans une seconde approche, aux transformations ﬁnies. La formulation des équa-
tions constitutives de Méric-Cailletaud [20, 21] et de sa version modiﬁée a été eﬀectuée
dans le cadre d’une description spatiale. Dans ce contexte, l’intérêt s’est porté aux déri-
vée objectives de Jaumann-Zaremba et celle de Truesdell (ou éventuellement d’Oldroyd).
Du fait de son équivalence à une description matérielle, la formalisation de Truesdell a
été utilisée pour l’investigation numérique des champs mécaniques locaux. De par cette
approche, bon nombre de constatations qualitatives similaires au cadre de l’hypothèse des
petites perturbations (HPP) a été mise en évidence. Cependant, en dépit de ces similarités,
la confrontation quantitative entre les deux approches a permis de constater que la prise en
compte des rotations entraîne à des phénomènes de « relaxation » des champs mécaniques
locaux, et plus particulièrement dans les couches superﬁcielles.
Perspectives
La prise en compte accrue des phénomènes physiques élémentaires dans le domaine de
la mécanique des matériaux hétérogènes est, depuis quelques années, en pleine évolution.
Compte tenu de l’avènement d’outils numériques et de techniques expérimentales assez
avancés, certaines perspectives peuvent se dégager dans le domaine de la mécanique des
matériaux hétérogènes, et plus particulièrement dans le cadre de la continuité de ce travail.
9. À ’exception du chargement cyclique.
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Approches expérimentales multi-échelles
Les approches expérimentales ont souvent été le pilier de l’investigation du comporte-
ment hétérogène des structures métalliques et phénomènes physiques élémentaires associées.
L’avènement de la puissance des ordinateurs a consolidé cette idée par le déploiement de
nouvelles techniques, comme l’EBSD. Cependant, celle-ci n’a guère été entièrement exploi-
tée dans le cadre de ce travail, notamment en raison de la l’architecture complexe de la
microstructure de l’acier AISI H11, mais surtout en raison des contraintes géométriques
liées aux essais mécaniques in-situ. Il est évident qu’une démarche plus appropriée pour
l’analyse des champs mécaniques locaux dans l’acier AISI H11 consisterait à mener de tels
essais in-situ sous MEB. Il serait ainsi plus pertinent d’associer les champs de déformation
aux orientations cristallographiques individuelles des lattes de martensite.
Si les essais mécaniques in-situ avec la corrélation d’images numériques (DIC), voire
éventuellement l’EBSD, celles-ci se destinent surtout à des mesures surfaciques. Les ap-
proches volumiques sont essentiellement restreintes au champs moyens pour le moment.
L’extension de celles-ci aux champs complets n’est guère évidente mais leur développement
pourrait donner de bons espoirs...
Modélisation multi-physique et multi-échelles
Dans le contexte de la modélisation multi-échelles, il est évident qu’une prédiction perti-
nente des champs mécaniques locaux requiert une reconstruction de microstructures réelles.
Si diverses techniques mathématiques permettent d’eﬀectuer une telle opération, celle-ci n’a
pas été considérée dans ce travail, et ce, en raison de l’architecture complexe des structures
martensitiques. À noter que la reconstruction de microstructures réelles s’est souvent li-
mitée à des structures internes plus ou moins « simples ». En vue d’une dialectique bien
concrète entre les approches expérimentales et le traitement numériques, il est nécessaire
d’investir dans une telle stratégie dans le cadre des structures martensitiques.
Par ailleurs, comme évoqué ci-dessus, la prise en compte des phénomènes physiques
élémentaires est en pleine évolution depuis quelques temps. Cet aspect consiste en leur
incorporation dans les modèles mathématiques décrivant les systèmes complexes. Si dans
le cadre de ce travail, seul l’écoulement non linéaire donné par l’activation d’un certain
nombre de systèmes de glissements est considéré, d’autres phénomènes élémentaires peuvent
éventuellement être pris en compte, notamment :
– le maclage,
– les transformations de phase,
– les longueurs internes,
– le transfert thermique,
– l’endommagement...
Bien que la liste soit encore exhaustive, les développements eﬀectués dans ce travail
s’orientent surtout vers une incorporation du transfert thermique. Pour rappel, l’algorithme
utilisé a permis le calcul de la dissipation intrinsèque. De par une telle variable, il est
bien aisé d’avoir une estimation de la variation de température au sein de la structure
interne. L’extension du modèle de Méric-Cailletaud [20,21] ou éventuellement de sa version
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modiﬁée aux sollicitations anisothermes peut être eﬀectué en incorporant, par exemple, la
température en tant que paramètre dans les coeﬃcients liés à la viscosité.
En outre, diverses approches pour incorporer l’endommagement dans les approches
multi-échelles peuvent être considérées. Dans un tel contexte, on pourrait eﬀectivement s’ap-
puyer sur le modèle « DOS » (« Damage Opening Sliding ») développé par Musienko [248]
ou éventuellement le modèle de Boudifa-Saanouni-Chaboche « BSC » [325]. Quel que soit
le mode d’endommagement considéré, il convient d’y mettre un obstacle à l’échelle locale...
ou pas... pour un autre challenge...
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Annexe A
Notations
Cette annexe détaille l’ensemble des notations tensorielles, paramètres et variables uti-lisées dans ce manuscrit. On note toutefois que si certaines notations ne ﬁgurent pas
dans ce qui suit, celle-ci sont alors présentées dans le corps du texte.
A.1 Notation tensorielles
x Tenseur d’ordre 0 (scalaire)
x Tenseur d’ordre 1 (vecteur)
X
∼
Tenseur d’ordre 2 (matrice)
X
≈
Tenseur d’ordre 4
A.2 Opérations tensorielles
Opérations de type produits contractés et en croix
x = a . b x = ai bi
x = A
∼
. b xi = aij bj
X
∼
= A
∼
.B
∼
Xij = Aik Bkj
x = A
∼
: B
∼
x = Aij Bij
X
∼
= A
≈
: B
∼
Xij = AijklBkl
x = A
≈
:: B
≈
x = AijklBijkl
X
∼
= a ⊗ b Xij = ai bj
X
≈
= A
∼
⊗ B
∼
Xijkl = Aij Bkl
X
≈
= A
∼
⊗B
≈
Xijkl = Aik Bjl
X
≈
= A
∼
⊗¯B
∼
Xijkl = AilBkj
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Quelques fonctions usuelles
X
∼
T Transposé de X
∼
trace
(
X
∼
)
Trace de X
∼
sym
(
X
∼
)
Partie symétrique de X
∼
asym
(
X
∼
)
Partie antisymétrique de X
∼
det
(
X
∼
)
Déterminant de X
∼
A.3 Variables et paramètres
AI Variables forces thermodynamiques duales à ςI
b Paramètre lié à la capacité d’écrouissage isotrope
C Paramètre lié à la vitesse d’écrouissage cinématique
C0 Conﬁguration initiale
Cc Conﬁguration courante
Ci Conﬁguration intermédiaire
C
∼
Tenseur de Green-Lagrange droit
d Paramètre lié à la capacité d’écrouissage cinématique
D
∼
Tenseur de vitesse de déformation pure
D
∼
e Partie linéaire du tenseur de vitesse de déformation pure
D
∼
p Partie non linéaire du tenseur de vitesse de déformation pure
e Énergie locale spéciﬁque aux eﬀorts intérieurs
E Énergie spéciﬁque aux eﬀorts intérieurs dans le domaine considéré
E
∼
Tenseur de déformation pure de déformation de Green-Lagrange
E
∼
e Partie linéaire du tenseur de déformation pure de déformation de
Green-Lagrange
f s Fonction d’écoulement du système s
F s Potentiel de dissipation du système s
f Eﬀorts extérieurs de volume
f
0
Eﬀorts extérieurs de volume (description matérielle)
f
ϕ fraction volumique des phases ϕ
F Eﬀorts extérieurs de surface
F 0 Eﬀorts extérieurs de surface (description matérielle)
lsc Vecteur de direction de glissement du système s dans la conﬁguration Cc
F
∼
Tenseur gradient de transformation
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F
∼
e Partie linéaire du tenseur gradient de transformation
F
∼
p Partie non linéaire du tenseur gradient de transformation
h
∼
Matrice d’interaction
I
∼
, I
≈
Tenseurs identité
J Variation volumique entre la conﬁguration C0 et la conﬁguration Cc
J Matrice jacobienne
K Paramètre de viscosité
lsc Vecteur de direction de glissement du système s dans la conﬁguration Cc
lsi Vecteur de direction de glissement du système s dans la conﬁguration Ci
l
∼
p Tenseur de vitesse de transformation non linéaire dans la conﬁguration Cc
L
∼
Tenseur de vitesse de transformation dans la conﬁguration Cc
L
∼
e Tenseur de vitesse de transformation linéaire dans la conﬁguration Cc
L
∼
p Tenseur de vitesse de transformation non linéaire dans la conﬁguration Ci
L
∼
e Tenseur de vitesse de transformation linéaire dans la conﬁguration Cc
L
∼
p Tenseur de vitesse de transformation non linéaire dans la conﬁguration Ci
M
∼
e Tenseur de contrainte de Mandel
n Paramètre de viscosité
Ns Nombre de systèmes de glissement activés
n Vecteur normal au de domaine considéré
nsc Vecteur normal au de glissement du système s dans la conﬁguration Cc
nsi Vecteur normal au de glissement du système s dans la conﬁguration Ci
N Vecteur normal au de domaine considéré (description matérielle)
Pext Puissance des eﬀorts extérieurs
Pint Puissance des eﬀorts intérieurs
P
∼
Premier tenseur de contrainte de Piola-Kirchhoﬀ dans la conﬁguration C0
P
∼
e Premier tenseur de contrainte de Piola-Kirchhoﬀ dans la conﬁguration Ci
Q Paramètre lié à la vitesse d’écrouissage isotrope
q Vecteur ﬂux de chaleur
q
0
Vecteur ﬂux de chaleur (description matérielle)
Q Chaleur reçue par le domaine considéré
r Source de chaleur
rs variable d’écrouissage isotrope du système s
R
∼
Tenseur de rotation issu de la décomposition polaire
S Entropie interne dans le domaine considéré
S
∼
Second tenseur de contrainte de Piola-Kirchhoﬀ dans la conﬁguration C0
S
∼
e Second tenseur de contrainte de Piola-Kirchhoﬀ dans la conﬁguration Ci
T Température
u Vecteur déplacement
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U
∼
Tenseur de déformation pure droit U
∼
=
√
F
∼
. F
∼
T
V
∼
Tenseur de déformation pure gauche V
∼
=
√
F
∼
T . F
∼
W
∼
Tenseur de vitesse rotation
W
∼
e Partie linéaire du tenseur de vitesse de rotation
W
∼
p Partie non linéaire du tenseur de vitesse de rotation
x Coordonnées d’un point matériel dans la conﬁguration C0
y Coordonnées d’un point matériel dans la conﬁguration Cc
αs Variable d’état interne associée à l’écrouissage cinématique
β Paramètre élastique pour les techniques de transitions d’échelles
β
∼
ϕ
Paramètre d’accommodation non linéaire
γs Cisaillement du système s
εinéq Déformation non linéaire équivalente au sens de Von Mises (HPP)
ε
∼
Tenseur de déformation (HPP)
ε
∼
e Partie linéaire du tenseur de déformation ε
∼
ε
∼
in Partie non linéaire du tenseur de déformation ε
∼
ζ Variables thermodynamiques d’état internes et forces duales
θ Paramètre d’intégration numérique
ϑ Variables d’intégration et auxiliaires
ι Facteur de Taylor-Quinney
ζ Variables thermodynamiques d’état internes et forces duales
λ Multiplicateur viscoplastique
ρs Variables d’état interne associé à l’écrouissage isotrope
̺0 Masse volumique dans la conﬁguration C0
̺c Masse volumique dans la conﬁguration Cc
σéq Contrainte équivalente au sens de Von Mises
σ
∼
Tenseur de contrainte de Cauchy
ςI Variables d’état interne associées aux forces AI
τ s Cission résolue
τ sc Cission critique
τ
∼
Tenseur de contrainte de Kirchhoﬀ
υs Glissement cumulé du système s
χs Variable d’écrouissage cinématique du système s
ψ Énergie libre d’Helmholtz
Θ Dissipation intrinsèque
Λ
≈
Tenseur d’élasticité
Υ
≈
Tenseur de complaisance
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Annexe B
Orientations et désorientations
cristallographiques
Les diverses déﬁnitions des orientations et désorientations cristallographiques sont rap-pelées dans cette annexe. Quelques éléments concernant les représentations des ﬁgures
de pôles directes et inverses sont également traités. La relation d’orientation KS entre les
divers variants des lattes de martensite et un grain austénitique parent est présentée dans
un dernier point.
B.1 Orientations cristallographiques
Par déﬁnition, l’orientation cristallographique d’un cristal constitutif consiste en une
rotation G d’un repère de référence Rs à l’échelle de l’échantillon ou du laboratoire à un
repère local Rc rattaché au cristal constitutif considéré, i.e. :
Rc = G Rs (B.1)
À noter que les repères Rs et Rc sont le plus souvent orthonormés et rattachés aux directions
principales, i.e. les directions de laminage DL, transverse DT et normal DN pour Rs, et les
directions [1 0 0], [0 1 0] et [0 0 1] pour Rc.
La rotation G peut être paramétré au moyen de diverses approches que l’on traite
brièvement ici. Ces approches sont plus ou moins équivalentes et souvent interchangeables
par le biais de formules de transformations appropriées.
Matrice de rotation
L’orientation G peut être donnée par une matrice de rotation G
∼
. Celle-ci représente
l’inverse d’une matrice de passage du repère Rs au repère Rc et est orthonormal, i.e. :
G
∼
−1 = G
∼
T (B.2)
La matrice de rotation G
∼
contient neuf composantes. Ses lignes contiennent les coordonnées
des vecteurs liés au repère Rc et ses colonnes s’attachent aux vecteurs liés au repère Rs.
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Indices de Miller
Les indices de Miller sont communément utilisés pour décrire certaines orientations
particulières, notamment les composantes de texture. Leur notation est donné par les indices
entiers pour déﬁnir un système de glissement, i.e. (h k l) [u v w]. Dans ce cas, la matrice de
rotation G
∼
peut être aisément donnée selon :
G
∼
=


u√
u2 + v2 + w2
(k w − l v)√
(u2 + v2 + w2)
(√
h2 + k2 + l2
) h√
h2 + k2 + l2
v√
u2 + v2 + w2
(l u− hw)√
(u2 + v2 + w2)
(√
h2 + k2 + l2
) k√
h2 + k2 + l2
w√
u2 + v2 + w2
(h v − k u)√
(u2 + v2 + w2)
(√
h2 + k2 + l2
) l√
h2 + k2 + l2


(B.3)
Cependant, l’extraction des indices de Miller d’une matrice de rotation n’est guère
évidente. Cette opération mène le plus souvent à diverses possibilités d’indices de Miller
(h k l) [u v w].
Angles d’Euler
Les angles d’Euler permettent de déﬁnir une orientation cristallographique selon trois
paramètres indépendants, plus particulièrement par trois rotations successives autour de
diﬀérents axes donnés à priori. Si une telle approche provient du théorème des rotations
d’Euler, bon nombre de conventions peuvent éventuellement être envisagées pour déﬁnir
une orientation donnée. En science des matériaux, la convention de Bunge [16] constitue
l’approche la plus commune. Celle-ci est donnée selon les angles (ϕ1, φ, ϕ2) déﬁnies respec-
tivement dans les intervalles [0, 2π[, [0, π] et [0, 2π[. La séquence d’axes utilisée est donnée
selon la combinaison Z − Y − Z.
Si l’on considère (Xs Ys Zs) et (Xc Yc Zc) respectivement les systèmes d’axes associés au
repères Rs et Rc, les rotations successives sont données selon (Figure B.1) :
– une première rotation d’angle ϕ1 autour de Zs de manière à ce que X ′s soit normal au
plan contenant Zs et Zc,
– une seconde rotation d’angle φ autour de X ′s de manière à ce que l’axe Z
′′
s coïncide
avec Zc,
– une troisième rotation d’angle ϕ2 autour de Z ′′s de manière à ce que le repère Rs
coïncide avec Rc.
De par les angles d’Euler (ϕ1, φ, ϕ2), la matrice de rotation G
∼
est donnée par :
G
∼
=


c1 c2 − s1 cp s2 s1 c2 + c1 cp s2 sp s2
−c1 c2 − s1 cp s2 c1 cp c2 − s1 s2 sp c2
s1 sp −c1 sp cp

 (B.4)
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Figure B.1 – Déﬁnition des angles d’Euler (ϕ1, φ, ϕ2) selon la convention de Bunge [19]
tels que : 

c1 = cos (ϕ1) s1 = sin (ϕ1)
cp = cos (φ) sp = sin (φ)
c2 = cos (ϕ2) s2 = sin (ϕ2)
(B.5)
Par ailleurs, l’extraction des angles d’Euler d’une matrice de rotation est eﬀectuée de la
manière qui suit :
ϕ1 = tan−1
(
−G31 G32
s2p
)
φ = arccos (cp)
ϕ2 = tan−1
(
−G13 G23
s2p
) (B.6)
À noter que si cp = 1, i.e. φ = 0, alors :
ϕ1 =
tan−1
(
G12
G11
)
2
φ = arccos (cp)
ϕ2 = −ϕ1
(B.7)
Axe / angle de rotation
L’orientation d’un cristal constitutif peut également être donnée par un axe / angle de
rotation (r, θ) tel que θ est déﬁni dans [0, π]. Dans ce contexte, la matrice de rotation G
∼
est déﬁnie selon :
G
∼
=

 r1 r1 (1− c) + c r1 r2 (1− c) + r3 s r1 r3 (1− c)− r2 sr2 r1 (1− c)− r3 s r2 r2 (1− c) + c r2 r3 (1− c) + r1 s
r3 r1 (1− c) + r2 s r3 r2 (1− c)− r1 s r3 r3 (1− c) + c

 (B.8)
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ri étant les composantes du vecteur r. On note :
{
c = cos (θ)
s = sin (θ)
(B.9)
De par la matrice de rotation G
∼
, la détermination des composantes du vecteur r et de
l’angle de rotation θ est eﬀectuée de la manière qui suit :
θ = arccos
[
(G11 + G22 + G11 − 1)
2
]
r1 =
(G23 − G32)
2 sin θ
r2 =
(G31 − G13)
2 sin θ
r3 =
(G12 − G21)
2 sin θ
(B.10)
À noter que si θ = π, donc :
r1 =
√
(G11 + 1)
2
r2 =
√
(G22 + 1)
2
r3 =
√
(G33 + 1)
2
(B.11)
Dans le cas où θ = π, les composantes du vecteur r deviennent :
r1 = 1
r2 = 0
r3 = 0
(B.12)
Quaternions
Les quaternions consistent en une extension des nombres complexes. Ils constituent
un outil mathématique pour la déﬁnition des orientations et les rotations dans un espace
tridimensionnel. En science des matériaux, les quaternions sont le plus souvent utilisé pour
décrire les orientations cristallographiques en raison de leur manipulation algébrique assez
aisée.
Un quaternion q est constitué d’un quadruplet de nombres réels. Le premier étant un
scalaire, les trois suivants constituent les composantes d’un vecteur q. Un quaternion est
le plus souvent unitaire. Dans un tel contexte, il peut être donné selon les composantes du
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vecteur r et l’angle θ, i.e. :
q0 = cos
(
θ
2
)
q1 = r1 sin
(
θ
2
)
q2 = r2 sin
(
θ
2
)
q3 = r3 sin
(
θ
2
)
(B.13)
B.2 Désorientations cristallographiques
Si l’on considère deux orientations GA et GB associées à deux cristaux constitutifs dis-
tincts A et B, la désorientation GA/B entre celles-ci consiste en une rotation qui fait passer
l’orientation de référence GA à GB. Dans le cas où l’orientation GB est considérée comme
étant une orientation de référence, la désorientation entre GA et GB est alors GB/A. Les
tenseurs de désorientations G
∼ A/B
et G
∼ B/A
sont respectivement donnés selon :
G
∼ A/B
= G
∼ B
.G
∼
−1
A
G
∼ B/A
= G
∼ A
.G
∼
−1
B
(B.14)
La matrice de désorientation donnée peut être également exprimé selon l’approche axe
/ angle de rotation permettant le plus souvent meilleur appréhension de la désorientation :
θ = arccos


trace
(
G
∼ A/B
)
− 1
2


r1 = GA/B 23 − GA/B 32
r2 = GA/B 31 − GA/B 13
r3 = GA/B 12 − GA/B 21
(B.15)
Cependant, compte tenu des symétries cristallines, bon nombre de désorientations peu-
vent être engendrées en remplaçant une orientation GA, ou éventuellement GB, par une
orientation équivalente d’un point de vue cristallographique. De ce fait, la prise en compte
des symétrie cristallines est bien nécessaire pour calculer l’angle de désorientation minimum
donné par GA/B ou GB/A. À savoir que dans le cas des structure cubiques centrées CC ou
cubiques à faces centrés CFC, il existe 24 opérations de symétrie associées :
– à l’identité,
– aux neuf rotations de 90˚ autour des axes de famille 〈1 0 0〉, i.e. [1 0 0], [0 1 0] et [0 0 1],
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– aux six rotations de 180˚ autour des axes de famille 〈1 1 0〉, i.e. [1 1 0], [1 0 1], [0 1 1],[
1¯ 0 1
]
,
[
1 0 1¯
]
et
[
0 1¯ 1
]
– aux huit rotations de 120˚ autour des axes de famille 〈1 1 1〉, i.e. [1 1 1],
[
1¯ 1 1
]
,
[
1 1¯ 1
]
et
[
1 1 1¯
]
.
Le lecteur intéressé peut se référer aux références [16,19] pour le calcul de l’angle de déso-
rientation minimum en tenant des diverses opérations de symétrie.
B.3 Représentation graphique des orientations cris-
tallographiques
La visualisation des orientations et textures cristallographiques peut considérer cer-
taines approches qui s’appuient essentiellement sur la projection stéréographique. Celle-ci
permet d’illustrer une représentation plane d’une orientation donnée dans un espace tridi-
mensionnel. Dans un tel contexte, on distingue les ﬁgures de pôles directes et ﬁgures de
pôles inverses.
Figures de pôles directes
La ﬁgure de pôles directe 1 consiste en une projection stéréographique plane de certains
pôles, par exemple {1 0 0} des cristaux constitutifs en question. Si l’on considère une sphère
rattachée au repère Rs ayant un rayon égal à l’unité, la représentation du pôle (1 0 0) est
donné par la projection p sur le plan équatorial de l’intersection P entre la direction 〈1 0 0〉
et la sphère (Figure B.2).
Figure B.2 – Déﬁnition d’une orientation par une ﬁgure de pôles : principe de construc-
tion d’une ﬁgure de pôles {1 0 0} : (gauche) Intersection du pôle avec la sphère. (milieu)
Projection stéréographique sur le plan équatorial. (droite) Figure de pôles {1 0 0} [19]
1. dite le plus souvent ﬁgure de pôle.
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La position de P peut être donnée par des coordonnées sphériques (α, β). α est l’angle
polaire de [OP ] par rapport à l’axe Zs, tel que α ∈
[
0,
π
2
]
, et β est l’angle d’azimut de [OP ]
dans le plan de normale Zs depuis l’axe Xs, avec β ∈ [0, π[.
Figures de pôles inverses
À contrario des ﬁgures de pôles directes, les ﬁgures de pôles inverses s’attachent à repré-
senter certaines directions du repère Rs dans celui du cristal constitutif Rc. Autrement dit,
cette approche consiste en une projection stéréographique d’une certaine direction propre
à l’échantillon, notamment la direction de sollicitation, sur le plan équatorial déﬁni par les
axes [1 0 0] et [0 1 0] du cristal constitutif considéré.
Compte tenu des symétries des structures cristallines, il convient de procéder à une
division de la ﬁgure de pôles inverse en un certain nombre de région équivalentes appelées
triangles standards. La Figure B.3 illustre la déﬁnition d’une ﬁgure de pôles inverse et du
triangle standard.
Figure B.3 – Déﬁnition d’une orientation par une ﬁgure de pôles inverse : (gauche) plan
équatorial complet. Les lignes pointillées délimitent les parties équivalentes dans le cas d’un
cristal de symétrie cubique. Les lignes épaisses délimitent la partie suﬃsante, i.e. (droite)
le triangle standard [19]
B.4 Relation d’orientations KS
Par hypothèse, la génération des microstructures virtuelles (cf.§4.4.1 et §4.4.2) est eﬀec-
tuée de manière à ce que chaque grain austénitique parent comporte uniquement 24 lattes
martensitiques et quatre paquets, i.e. six lattes de martensite par paquet. Dans le cadre
de la relation KS, un paquet est déﬁni par une relation de parallélisme entre deux plans
cristallographiques donnés de la phase α′ des lattes martensitiques et de la phase γ du
grain austénitique parent considéré. Quant aux orientations des divers variants, celles-ci
265
Annexe B. Orientations et désorientations cristallographiques
sont données par une relation de parallélisme entre deux directions cristallographiques des
phases en question (Tableau B.1).
Tableau B.1 – Orientations des divers variants au sein d’un grain austénitique parent selon
la relation d’orientations KS
Paquet Parallélisme Variant Parallélisme
1 (1 1 1)γ || (0 1 1)α′ 1 [1¯ 0 1]γ || [1¯ 1¯ 1]α′
2 [1¯ 0 1]γ || [1¯ 1 1¯]α′
3 [0 1¯ 1]γ || [1¯ 1¯ 1]α′
4 [0 1¯ 1]γ || [1¯ 1 1¯]α′
5 [1 1¯ 0]γ || [1¯ 1¯ 1]α′
6 [1 1¯ 0]γ || [1¯ 1 1¯]α′
2 (1 1¯ 1)γ || (0 1 1)α′ 7 [1 0 1¯]γ || [1¯ 1¯ 1]α′
8 [1 0 1¯]γ || [1¯ 1 1¯]α′
9 [1¯ 1¯ 0]γ || [1¯ 1¯ 1]α′
10 [1¯ 1¯ 0]γ || [1¯ 1 1¯]α′
11 [0 1 1]γ || [1¯ 1¯ 1]α′
12 [0 1 1]γ || [1¯ 1 1¯]α′
3 (1¯ 1 1)γ || (0 1 1)α′ 13 [0 1¯ 1]γ || [1¯ 1¯ 1]α′
14 [0 1¯ 1]γ || [1¯ 1 1¯]α′
15 [1¯ 0 1¯]γ || [1¯ 1¯ 1]α′
16 [1¯ 0 1¯]γ || [1¯ 1 1¯]α′
17 [1 1 0]γ || [1¯ 1¯ 1]α′
18 [1 1 0]γ || [1¯ 1 1¯]α′
4 (1 1 1¯)γ || (0 1 1)α′ 19 [1¯ 1 0]γ || [1¯ 1¯ 1]α′
20 [1¯ 1 0]γ || [1¯ 1 1¯]α′
21 [0 1¯ 1¯]γ || [1¯ 1¯ 1]α′
22 [0 1¯ 1¯]γ || [1¯ 1 1¯]α′
23 [1 0 1]γ || [1¯ 1¯ 1]α′
24 [1 0 1]γ || [1¯ 1 1¯]α′
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Annexe C
Intégration numérique du modèle de
Méric-Cailletaud dans la librairie
Z-MAT
Qulques éléments du schéma d’intégration numérique du modèle de Méric-Cailletaud[20,21] dans la librairie Z-MAT sont présentés dans cette annexe. Celui-ci s’attache à
la méthode-θ du point milieu généralisé que l’on rappelle dans un premier temps. Dans un
second point, l’algorithme d’intégration numérique est brièvement présenté dans le cadre de
l’hypothèse des petites perturbations (HPP), et ce, en illustrant les principales diﬀérences
par rapport à l’approche utilisée dans ce travail.
C.1 Méthode-θ d’intégration numérique
La méthode-θ d’intégration numérique se distingue en deux approches [207], à savoir la
méthode-θ de point milieu généralisée et la méthode-θ de trapèze généralisé [168]. Si l’on
considère une variable ϑint, la forme discrétisée de celle-ci peut être donnée respectivement
par la méthode-θ de point milieu généralisée ou la méthode-θ de trapèze généralisé selon :
∆ϑint = ∆t ϑ˙t+θ∆tint
∆ϑint = ∆t
[
(1− θ) ϑ˙tint + θ ϑ˙t+∆tint
] (C.1)
Ces deux approches constituent des schémas d’intégration implicite. À noter que pour
θ = 0, on retrouve le schéma explicite d’Euler. Bien que certaines études s’intéressent à la
stabilité et performance numérique de ces méthodes, l’erreur de troncature et la dialectique
coût−pertinence du calcul sont souvent optimisées pour θ = 0, 5 [290].
La diﬀérence entre ces deux méthodes peut être interprétée géométrique. Si l’on consi-
dère l’algorithme basé sur le schéma de type prédiction élastique - correction plastique de
Simo et Hughes [168], la correction non linéaire est eﬀectuée selon une direction parallèle
à la normale à la surface de charge à l’instant t + θ∆t pour la méthode-θ de point milieu
généralisée (Figure C.1a). Dans le cas de la méthode-θ de trapèze généralisé, cette correc-
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tion est eﬀectuée selon une combinaison linéaire des normales aux surface de charge aux
instants t et t+∆t (Figure C.1b).
(a) Méthode-θ du point milieu généralisé (b) Méthode-θ de trapèze généralisé
Figure C.1 – Représentation graphique des méthodes-θ du point milieu généralisé et de
trapèze généralisé
C.2 Éléments d’intégration numérique du modèle dans
la librairie Z-MAT
À la diﬀérence de l’approche utilisée dans ce travail, l’algorithme d’intégration nu-
mérique du modèle de Méric-Cailletaud dans la librairie Z-MAT s’articule autour de la
méthode-θ de point milieu généralisé. Le schéma de type prédiction élastique - prédiction
plastique de Simo et Hughes [168] s’applique au même problème constitutif que celui utilisé
dans §4.2.2, i.e. :
σ˙
∼
= Λ
≈
:
(
ε˙
∼
−
Ns∑
s=1
γ˙s sym (ls ⊗ ns)
)
(C.2)
où les vitesses de cisaillement γ˙s représentent également les variables d’intégration. Celles-ci
sont obtenues par le biais d’une procédure itérative de type Newton-Raphson (cf. §4.2.2)
qui consiste à résoudre le système qui suit :
K
∣∣∣∣∣∆γ
s
∆t
∣∣∣∣∣
1
n
−
(∣∣∣τ s, t+θ∆t − χs, t+θ∆t∣∣∣− rs, t+θ∆t − τ s0) = o+ (C.3)
À l’inverse de la méthode-θ de trapèze généralisé, il est clair que le système d’équations
(C.3) peut être résolu pour des valeurs de θ diﬀérentes de l’unité. Celui-ci étant de dimension
inférieure au système d’équation traité dans §4.2.2, il requiert une opération supplémentaire
qui consiste à trier les systèmes de glissement activés Ns. Par ailleurs, les variables forces
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thermodynamiques sont données selon :
τ s, t+θ∆t = τ s, t + θ∆τ s (C.4)
χs, t+θ∆t = χs, t + θ∆χs (C.5)
rs, t+θ∆t = Q
Ns∑
r=1
hsr
[
1− exp
(
−b
(
υr t + θ∆υr
))]
(C.6)
On peut remarquer que la variable d’écrouissage isotrope à l’instant t + θ∆t rs, t+θ∆t ne
dépend pas la variable d’état associée ρs.
Concernant l’expression de la matrice jacobienne J , celle-ci présente une forme équi-
valente à celle obtenue dans §4.2.2. Cependant, son obtention n’est guère aisée. on fait
alors abstraction de détailler son calcul. Le lecteur intéressé peut se référer à l’étude de
Musienko [248] qui illustre son calcul dans la libraire Z-MAT.
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Multi-scale modelling of the nonlinear and
heterogeneous behaviour of AISI H11 steel surface
Abstract
AISI H11 martensitic tool steels are critical mechanical components that behaviour during
service is drastically linked to their internal structures and their possible evolution. Their ma-
nufacture processes are often at the origin of microstructural changes at the surface, namely the
morphology of martensitic laths, the crystallographic orientations, the internal hardening state
and the surface proﬁle These aspects can potentially alter the mechanical performance of AISI
H11 martensitic steel. In order to get better insight into and optimize its mechanical behaviour, a
multi-scale approach involving an experimental investigation and a numerical treatment is taken
in this work.
The experimental investigation focuses to reproduce, at the laboratory scale, equivalent sur-
faces to those resulting from tool steels manufacture processes. Speciﬁc characterization tech-
niques, namely SEM, EBSD, nanoindentation and altimetry enable to highlight a stereology gra-
dient of the material in surface and sub-surface. The induced local heterogeneities consist in
morphology of martensitic laths and crystallographic orientations, internal hardening state and
surface proﬁle. In-situ mechanical tests with digital image correlation technique (DIC) are carried
out for monotonous quasi-static and tension-tension cyclic loads. An investigation of the local
mechanical ﬁelds at the surface is thus performed and allows to analyze the localizations schemes
of nonlinear strains which are related to stereological artifacts.
The numerical treatment is focused on a multi-scale modelling, and more particularly on
ﬁnite element calculations on virtual microstructures which are generated by Voronoi tesselations.
The latters are carried out such that to reproduce martensitic structures and consider a speciﬁc
orietentation relationship between martensitic laths and parent austenitic grains (i.e. Kurdjumov-
Sachs) after the heat treatment. The constitutive equations of the (elasto-viscoplastic) crystal
plasticity of Méric-Cailletaud are implemented in the ﬁnite element code Abaqus in the context
of the small strain assumption and the ﬁnite strain theory. The formulation of the model in
the context of ﬁnite strain theory is is given a spatial description where the notion of objective
derivative, namely the so called one of Oldroyd or Truesdell, is used in such a way that such
formulation is equivalent to a Lagrangian description.
The numerical treatment has allowed to qualitatively reproduce the localization patterns at
the surface which have been highlighted in the experimental investigation. The inﬂuence of the
diﬀerent stereological parameters mentioned above on the local mechanical ﬁelds was analyzed.
By this approach, it was possible to highlight some elementary mechanisms including interaction
and surface eﬀects. Finally, it was found that the inclusion of lattice rotations via the theory of
ﬁnite strain allows to release certain areas of mechanical ﬁelds localization that are related to
stereological artifacts.
Keywords : Multi-scale modelling, Finite element method (FEM), Crystal plasticity, Finite
strain theory, Martensitic steel, Digital image correlation (DIC).
Modélisation multi-échelle du comportement non
linéaire et hétérogène en surface de l’acier AISI H11
Résumé
Les outillages de mise en forme en acier martensitique de type AISI H11 sont des pièces cri-
tiques dont le comportement en service est étroitement lié à leurs structures internes et à leur
évolution. Les conditions des sollicitations lors de la mise en œuvre du procédé est souvent à l’ori-
gine de modiﬁcations microstructurales en surface, à savoir la morphologie des lattes de martensite,
les orientations cristallographiques, l’état d’écrouissage interne ou encore le proﬁl de surface. Ces
aspects peuvent éventuellement altérer les performances mécaniques de l’acier AISI H11. Aﬁn
d’appréhender et d’optimiser le comportement mécanique de celui-ci, une approche multi-échelle
est mise en œuvre dans ce travail. Celle-ci s’articule autour d’une investigation expérimentale et
d’un traitement numérique.
L’étude expérimentale s’attache à reproduire, à l’échelle du laboratoire, des surfaces équiva-
lentes à celles issues lors des procédés de mise en œuvre des outillages. Des techniques de caractéri-
sation spéciﬁques, à savoir le MEB, l’EBSD, la nanoindentation ou encore l’altimétrie permettent
de mettre en évidence un gradient de la stéréologie du matériau en surface et sous-surface. Les
hétérogénéités locales induites concernent la morphologie des lattes de martensite, les orientations
cristallographiques, l’état d’écrouissage interne mais également le proﬁl de surface. Des essais mé-
caniques in-situ associés à la technique de corrélation d’images numériques sont réalisés pour des
chargements monotones quasi-statiques et cycliques de type traction-traction. Une investigation
des champs mécaniques locaux en surface est ainsi eﬀectuée, elle permet d’analyser les schémas
de localisations des déformations non linéaires liés aux artéfacts stéréologiques.
Le traitement numérique s’intéresse à une modélisation multi-échelle, et plus particulièrement
à des calculs par la méthode des éléments ﬁnis sur des microstructures virtuelles générées par tes-
selations de Voronoï. Celles-ci sont eﬀectuées de manière à reproduire les structures martensitiques
et considèrent des relations d’orientations spéciﬁques (Kurdjumov-Sachs) à l’issue du traitement
thermique entre les lattes de martensite et le grain austénitique parent. Les équations constitutives
du modèle de plasticité cristalline (élasto-viscoplastique) de Méric-Cailletaud sont implantées dans
le code de calcul par éléments ﬁnis Abaqus dans le cadre de l’hypothèse des petites perturbations
(HPP) et de la théorie des transformations ﬁnies. La formulation du modèle dans le contexte de
la théorie des transformations ﬁnies est eﬀectuée dans le cadre d’une description spatiale où la
notion de dérivée objective est considérée. Celle-ci consiste en celle d’Oldroyd ou de Truesdell de
manière à ce qu’une telle formulation soit équivalente à une description lagrangienne.
Le traitement numérique a permis de reproduire de manière qualitative les schémas de loca-
lisation en surface mise en évidence lors de l’investigation expérimentale. L’inﬂuence des divers
paramètres stéréologiques, évoqués ci-dessus, sur les champs mécaniques locaux a été analysée.
De par cette approche, il a été possible de mettre en évidence certains mécanismes élémentaires,
notamment les eﬀets d’interaction et de surface. Enﬁn, il a été constaté que la prise en compte
des rotations des réseaux cristallins par la théorie des transformations ﬁnies permet de relâcher
certaines zones de localisation des champs mécaniques autour d’artéfacts stéréologiques.
Mots-clés : Modélisation multi-échelle, Méthode des éléments ﬁnis (MEF), Plasticité cris-
talline, Théorie des transformations ﬁnies, Acier martensitique, Corrélation d’images numériques.
