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THE SLOPE CONJECTURE FOR 3-STRING MONTESINOS
KNOTS
XUDONG LENG∗, ZHIQING YANG†, AND XINMIN LIU‡
Abstract. The (Strong) Slope Conjecture relates the degree of the col-
ored Jones polynomial of a knot to certain essential surfaces in the knot
complement. We verify the Slope Conjecture and the Strong Slope Con-
jecture for 3-string Montesinos knots satisfying certain conditions.
1. Introduction
The colored Jones polynomial is a generalization of the Jones polyno-
mial, a celebrated knot invariant originally discovered by V. Jones via von
Neumann algebras [1]. To find an intrinsic interpretation of the Jones poly-
nomial, E. Witten introduced the Chern-Simons quantum field theory [2]
which led to invariants of 3-manifolds as well as the colored Jones polyno-
mial. Then N. Reshetikhin and V. Turaev constructed a mathematically rig-
orous mechanism by quantum groups [3] to produce these invariants. Later,
G. Masbaum and P. Vogel defined the colored Jones polynomial through
skein theory [5] using the Tiemperley-Lieb algebra.
Compared with the Jones polynomial, the colored Jones polynomial re-
veals much stronger connections between quantum algebra and 3-dimensional
topology, for example, the Volume Conjecture, which relates the asymptotic
behavior of the colored Jones polynomial of a knot to the hyperbolic vol-
ume of its complement. Another connection proposed by S. Garoufalidis [6]
named Slope Conjecture, predicts that the growth of maximal degree of the
colored Jones polynomial of a knot determines some boundary slopes of
the knot complement (see Conjecture 2.2(a)). As far as the authors know,
the Slope Conjecture has been proved for knots with up to 10 crossings [6],
adequate knots [10], 2-fusion knots [9], some pretzel knots [4] and a family
of Montesinos knots [23]. In [18], K. Motegi and T. Takata verify the con-
jecture for graph knots and prove that it is closed under taking connected
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sums. In [11], E. Kalfagianni and A. T. Tran prove the conjecture is closed
under taking the (p, q)-cable with certain conditions on the colored Jones
polynomial, and they formulate the Strong Slope Conjecture (see Conjec-
ture 2.2(b)).
In this article we verify the Slope Conjecture and the Strong Slope Con-
jecture for 3-string Montesinos knots M([r0, · · · , rm], [s0, · · · , sp], [t0, · · · , tq])
(see Figure 1) with m, p, q ≥ 1 and certain conditions attached (See condi-
tions C(1) and C(2) in Section 2), where
[r0, · · · , rm] = 1
r0 − 1r1− 1···− 1rm
,
and [s0, · · · , sp] and [t0, · · · , tq] are defined similarly. Note that our conven-
tions for Montesinos knots coincide with those of [22].
This article is a succeeding work of [4] and [23] (however, the results of
this article is not strictly the generalization of that of [4] or [23] because we
can not loosen the restriction m, p, q ≥ 1 in Lemma 3.4), and the goal of
these articles is to provide more data and evidences to the (Strong) Slope
Conjecture for Montesinos knots. The reason to choose the family of Mon-
tesinos knots is that as a generalization of 2-bridge knots, it is large and
representative, and meanwhile well parameterized. Moreover, C. R. S. Lee
and R. van der Veen’s method [4] to deal with the colored Jones polynomial
and its degree and Hatcher and Oertel’s algorithm [15] to determine the in-
compressible surfaces of Montesinos knots pave the way for the proof. The
strategy of the proof is straight-forward: we first find out the maximal de-
gree of the colored Jones polynomial and then choose the essential surface
which matches the degree by the boundary slope and the Euler characteris-
tic provided by the Hatcher-Oertel algorithm.
As we will see, for 3-string Montesinos knots M([r0, · · · , rm], [s0, · · · , sp],
[t0, · · · , tq]), the increasing of m, p, q does not cause much complexity, and
like the cases in [4] and [23], r0, s0 and s0, particularly the discriminant ∆
(see Theorem 2.4 and its proof in Section 3) still dominate the maximal de-
gree of the colored Jones polynomial (Theorem 2.4) as well as the selection
of the essential surface (Theorem 2.5). More specifically, when ∆ < 0, the
degree of colored Jones polynomial is matched by a typical type I essential
surface; when ∆ ≥ 0, it is matched by a type II essential surface, but this
type II surface generally (when at least one of m,p and q is greater than 1)
does not correspond to a Seifert surface while it does in [4] and [23].
2. The Slope Conjectures
Let K denote a knot in S 3 and N(K) denote its tubular neighbourhood.
A surface S properly embedded in the knot exterior E(K) = S 3 − N(K) is
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called essential if it is incompressible, ∂-incompressible, and non ∂-parallel.
A fraction pq ∈ Q
⋃{∞} is a boundary slope of K if pm + ql represents the
homology class of ∂S in the torus ∂N(K), where m and l are the canoni-
cal meridian and longitude basis of H1(∂N(K)). The number of sheets of
S , denoted by ]S , is the minimal number of intersections of ∂S and the
meridional circle of ∂N(K).
For the colored Jones polynomial, we follow the convention of [4], which
denotes the unnormalized n-colored Jones polynomial by JK(n; v). See Sec-
tion 3 for details. Its value on the trivial knot is defined to be [n] = v
2n−v−2n
v2−v−2 ,
where v = A−1, and A is the variable of the Kauffman bracket. The maximal
degree of JK(n) is denoted by d+JK(n).
A significant result made by S. Garoufalidis and T. Q. T. Le shows that
the colored Jones polynomial is q-holonomic [7]. Furthermore, the degree
of the colored Jones polynomial is a quadratic quasi-polynomial [8], which
can be stated as follow.
Theorem 2.1. [8] For any knot K, there exist an integer pK ∈ N and
quadratic polynomials QK,1 . . .QK,pK ∈ Q[x] such that d+JK(n) = QK, j(n) if
n = j (mod pK) for sufficiently large n.
Then the Slope Conjecture and the Strong Slope Conjecture can be for-
mulated as follows:
Conjecture 2.2. In the context of the above theorem, set QK, j = a jx2 +
2b jx +c j, then for each j there exists an essential surface S j ⊂ S 3−K, such
that:
a.(Slope Conjecture [6]) a j is a boundary slope of S j,
b.(Strong Slope Conjecture [11]) b j =
χ(S j)
]S j
, where χ(S j) is the Euler
characteristic of S j.
A Montesinos knot is a knot formed by putting rational tangles together
in a circle (see Figure 1). We denote the Montesinos knot obtained from ra-
tional tangles R1, R2, . . . RN by M(R1,R2, ...,RN). For properties about Mon-
tesinos knots, the reader can refer to [14]. It is known that all Montesinos
knots are semi-adequate [19], and the Slope Conjecture has been verified
for adequate knots [10]. So we focus on a family of A-adequate and non-B
adequate knots M([r0, · · · , rm], [s0, · · · , sp], [t0, · · · , tq]) with conditions on
{ri}, {s j} and {tk} as follows.
C(1): For M to be knots rather than links, according to [15](Pg.456), let
rm, sp and tk be odd integers and all the rest be even integers such that
[r0, · · · , rm],[s0, · · · , sp] and [t0, · · · , tq] are all of the type oddodd .
C(2): For M to be A-adequate, let s0, t0 be positive integers and all the rest
be negative integers.
Note that each of the above conditions is sufficient but unnecessary.
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Figure 1. The Montesinos Knot M([r0, · · · , rm], [s0, · · · , sp], [t0, · · · , tq])
Our main theorem is stated as follow.
Theorem 2.3. The Slope Conjecture and the Strong Slope Conjecture are
true for the Montesinos knots M([r0, · · · , rm], [s0, · · · , sp], [t0, · · · , tq]) with
{ri}, {s j} and {tk} satisfying conditions C(1) and C(2).
This theorem will be proved directly from the following two theorems.
The first is about the degree of the colored Jones polynomial and the second
is about the essential surface.
Theorem 2.4. Let K = M([r0, · · · , rm], [s0, · · · , sp], [t0, · · · , tq]) satisfying
conditions C(1), C(2), set A = − r0+s0+22 , B = −(r0 + 2),C = − r0+t0+22 ,∆ =
4AC − B2.
(1) If ∆ < 0, then pK = s0+t02 , and
d+JK(n) = QK,l
= [
2t20
s0 + t0
− 2(r0 + t0 + 2) + 6 − 2(m + p + q) − 2(
m∑
even
ri +
p∑
even
s j +
q∑
even
tk)]n2
+ 2[r0 + 2(m + p + q) +
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk]n
− s0 + t0
2
α2l − (s + t)αl − 2(m + p + q) − 2 − 2(
m∑
odd
ri +
p∑
odd
s j +
q∑
odd
tk).
where αl is defined as follows. Let 0 ≤ l < s0+t02 such that n = l mod s0+t02 ,
and set vl to be the odd number nearest to
2t0
s0+t0
l, then we set αl = − 2t0s0+t0 l +
vl − 1. Note pK = s0+t02 is a period of d+JK(n) but may not be the least
one. And
∑m
even (
∑m
odd) means the summation is over all positive even (odd)
numbers not greater than m, and
∑p
even (
∑p
odd) and
∑q
even (
∑q
odd) are defined
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similarly.
(2) If ∆ ≥ 0, then pK = 1 and
d+JK(n) =[6 − 2(m + p + q) − 2(
m∑
even
ri +
p∑
even
s j +
q∑
even
tk)]n2
+ 2[2(m + p + q) − 4 + (
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk)]n
+ 2 − 2(m + p + q) − 2(
m∑
odd
ri +
p∑
odd
s j +
q∑
odd
tk).
Theorem 2.5. Under the same assumptions as Theorem 2.4,
(1) When ∆ < 0, there exists an essential surface S 1 with boundary slope
bs(S 1) =
2t20
s0 + t0
−2(r0 + t0 +2)+6−2(m+ p+q)−2(
m∑
even
ri +
p∑
even
s j +
q∑
even
tk),
and
χ(S 1)
]S 1
= r0 + 2(m + p + q) +
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk.
(2) When ∆ ≥ 0, there exists an essential surface S 2 with boundary slope
bs(S 2) = 6 − 2(m + p + q) − 2(
m∑
even
ri +
p∑
even
s j +
q∑
even
tk),
and
χ(S 2)
]S 2
= 2(m + p + q) − 4 + (
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk).
Note that in Theorem 2.4 the coefficient of the linear term of d+JK(n) is
always negative. This actually verifies another conjecture from [11] for this
family of Montesinos knots, which can be stated as follow.
Conjecture 2.6. (Conjecture 5.1, [11]) In the context of Theorem 2.1 and
Conjecture 2.2, for any nontrivial knot in S 3, we have b j ≤ 0.
Theorem 2.7. Conjecture 2.6 is true for the Montesinos knots M([r0, · · · , rm],
[s0, · · · , sp], [t0, · · · , tq]) satisfying the Condition (1) and (2).
3. The Colored Jones Polynomial and Its Maximal Degree
To compute the colored Jones polynomial of Montesinos knots, Lee and
van der Veen introduce the notion of knotted trivalent graphs (KTG) in [4]
(see also [12, 13]). It is a natural generalization of knots and links and
makes the skein theory [5] more convenient for Montesinos knots.
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Figure 2. Operations on KTG: framing change F and unzip
U applied to an edge e, triangle move Aω applied to a vertex
ω.
Definition 3.1. [4]
(1) A framed graph is a one dimensional simplicial complex Γ together
with an embedding Γ→ Σ of Γ into a surface with boundary Σ as a spine.
(2) A coloring of Γ is a map σ : E(Γ) → N, where E(Γ) is the set of
edges of Γ.
(3) A knotted trivalent graph (KTG) is a trivalent framed graph embed-
ded as a surface into R3, considered up to isotopy.
The advantage of KTGs over knots or links is that they support powerful
operations. In this article we will need the following three types of opera-
tions, the framing change Fe±, the unzip U
e, and the triangle move Aω, as
illustrated in Figure 2.
The important thing is that these three types of operations are sufficient
to produce any KTG from the θ graph (see the far left in Figure 3).
Theorem 3.2. [12, 13] Any KTG can be generated from the θ graph by
repeatedly applying the operations F±, U and A defined above.
By the above theorem, one can define the colored Jones polynomial of
any KTG once he or she fixes the value of any colored θ graph and describes
how it varies under the the above operations.
Definition 3.3. [4] The colored Jones polynomial of a KTG Γ with coloring
σ, denoted by 〈Γ, σ〉, is defined by the equations as follows.
〈Θ; a, b, c〉 = O a+b+c2
[
a+b+c
2−a+b+c
2
a−b+c
2
a+b−c
2
]
,
〈Fe±(Γ), σ〉 = f (σ(e))±1〈Γ, σ〉,
〈Ue(Γ), σ〉 = 〈Γ, σ〉
∑
σ(e)
Oσ(e)
〈θ;σ(e), σ(b), σ(d)〉 ,
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〈Aω(Γ), σ〉 = 〈Γ, σ〉∆(a, b, c, α, β, γ).
Particularly, a knot K is a 0-frame KTG without vertices, and the colored
Jones polynomial of K is defined to be JK(n + 1) = (−1)n〈K, n〉, where n is
the color of the single edge of K, and (−1)n is to normalize the unknot as
JO(n) = [n].
In above formulas, the quantum integer
[k] =
v2k − v−2k
v2 − v−2 , and [k]! = [k][k − 1] . . . [1].
The symmetric multinomial coefficient is defined as:[
a1 + a2 + . . . ar
a1, a2, . . . , ar
]
=
[a1 + a2 + ... + ar]!
[a1]! . . . [ar]!
.
The value of the k-colored unknot is defined as:
Ok = (−1)k[k + 1] = 〈O, k〉.
The the framing change f is defined as:
f (a) = (
√−1)−av− 12 a(a+2).
The summation in the equation of unzip is over all admissible colorings of
the edge e that has been unzipped. ∆ is the quotient of the 6 j-symbol and
the θ, and
∆(a, b, c, α, β, γ) = Σ
(−1)z
(−1) a+b+c2
[
z + 1
a+b+c
2 + 1
] [ −a+b+c
2
z − a+β+γ2
] [ a−b+c
2
z − α+b+γ2
] [ a+b−c
2
z − α+β+c2
]
.
The range of the summation in above formula is indicated by the binomials.
Note that this ∆ is not the one in Theorem 2.4.
The above definition agrees with the integer normalization in [20], where
F. Costantino shows that 〈Γ, σ〉 is a Laurent polynomial in v independent of
the choice of operations to produce the KTG.
As illustrated in Figure 3, we obtain the colored Jones polynomial of
the knot K = M([r0, · · · , rm], [s0, · · · , sp], [t0, · · · , tq]) as follows. Starting
from a θ graph , we first apply two A moves, then (m + p + q) A moves
on the three vertices of the lower triangle of the second graph, then one
F move on each of the edges labelled by ai, b j and ck, then unzip these
twisted edges. The edges without labelling are actually colored by n. Note
that an unzip applied to a twisted edge produces two twisted bands, each of
which has the same twist number of the unzipped edge. Finally, to get the
0-frame colored Jones polynomial we need to cancel the framing produced
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by the operations and the writhe of the knot, which are denoted by F(K)
and writhe(K) respectively and computed as follows.
F(K) =
m∑
i=0
ri +
p∑
j=0
s j +
q∑
k=0
tk
,
writhe(K) =
m∑
i=0
(−1)i+1ri +
p∑
j=0
(−1) j+1s j +
q∑
k=0
(−1)k+1tk.
so the result should be multiplied by
f (n)−2F(K)−2writhe(K) = f (n)−4(
∑m
odd ri+
∑p
odd s j+
∑q
odd tk).
Figure 3. The operations to produce the knot K from a θ graph.
Lemma 3.4. The colored Jones polynomial of the Montesinos knot K =
M([r0, · · · , rm], [s0, · · · , sp], [t0, · · · , tq]) is
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JK(n + 1) =
(−1)n f (n)−4(∑odd ri+∑odd s j+∑odd tk)+ ∑
(ai,b j,ck)∈Dn
〈θ;a0,b0,c0〉∆2(a0,b0,c0,n,n,n)
m−1∏
i=0
∆(ai,n,n,ai+1,n,n)
p−1∏
j=0
∆(b j,n,n,b j+1,n,n)
q−1∏
k=0
∆(ck,n,n,ck+1,n,n)
m∏
i=0
f ri(ai)
p∏
j=0
f s j(b j)
q∏
k=0
f tk(ck)
m∏
i=0
Oai〈θ;ai,n,n〉−1
p∏
j=0
Ob j〈θ;b j,n,n〉−1
q∏
k=0
Ock〈θ;ck,n,n〉−1,
where the domain Dn is defined such that ai,b j,ck are all even with 0 ≤
ai, b j, ck ≤ 2n, and a0,b0,c0 satisfy the triangle inequality.
To find out the maximal degree of the colored Jones polynomial, we need
to analyze the the factors of the summands. The following lemma and is
from [4].
Lemma 3.5. [4]
d+ f (a) = −a(a + 2)2 ,
d+Oa = 2a,
d+〈θ; a, b, c〉 = a(1 − a) + b(1 − b) + c(1 − c) + (a + b + c)
2
2
,
d+∆(a, b, c, α, β, γ) = g(m + 1,
a + b + c
2
+ 1) + g(
−a + b + c
2
,m − a + β + γ
2
)
+ g(
a − b + c
2
,m − α + b + γ
2
) + g(
a + b − c
2
,m − α + β + c
2
),
where g(n, k) = 2k(n−k) and 2m = a+b+c+α+β+γ−max(a+α, b+β, c+γ).
Now we can apply Lemma 3.4 and 3.5 to prove Theorem 2.4.
Proof of Theorem 2.4. Note that the maximal degree of JK(n + 1) satisfies
the inequality below.
d+JK(n + 1) ≤ max(ai,b j,ck ,)∈DnΦ(a0, · · · , am, b0, · · · , bp, c0, · · · , cq),
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where
Φ(a0, · · · , am, b0, · · · , bp, c0, · · · , cq)
= − 4(
m∑
odd
ri +
p∑
odd
s j +
q∑
odd
tk)d+ f (n) + d+〈θ; a0, b0, c0〉 + 2d+∆(a0, b0, c0, n, n, n)
+
m−1∑
i=0
d+∆(ai, n, n, ai+1, n, n) +
p−1∑
j=0
d+∆(b j, n, n, b j+1, n, n)
+
q−1∑
k=0
d+∆(ck, n, n, ck+1, n, n) +
m∑
i=0
rid+ f (ai) +
p∑
j=0
s jd+ f (b j) +
q∑
k=0
tkd+ f (ck)
+
m∑
i=0
d+Oai +
p∑
j=0
d+Ob j +
q∑
k=0
d+Ock −
m∑
i=0
d+〈θ; ai, n, n〉 −
p∑
j=0
d+〈θ; b j, n, n〉
−
q∑
k=0
d+〈θ; ck, n, n〉.
Φ(a0, · · · , am, b0, · · · , bp, c0, · · · , cq) is the highest degree of each term of
the summation in Lemma 3.4. The equality holds when Φ has only one
maximum or when it has multiple maxima and the coefficients of the maxi-
mal degree terms do not cancel out.
Generally, finding max(ai,b j,ck ,)∈DnΦ(a0, · · · , am, b0, · · · , bp, c0, · · · , cq) is a
problem of quadratic integer programming, which is quite a involved topic [9].
In this case however, it can be solved by observing its monotonicity.
From Lemma 3.5, we have
d+∆(a, b, c, n, n, n) =

−12a2 − a + (a + b + c + 2)n − bc if a ≥ b, c;
−12b2 − b + (a + b + c + 2)n − ac if b ≥ a, c;
−12c2 − c + (a + b + c + 2)n − ab if c ≥ a, b,
and
d+∆(a, n, n, b, n, n) =
−a
2
2 −a−b2−ab+2an+ 4bn +2n−2n2 if a+b ≥ 2n;
−12b2 + b + 2nb if a + b ≤ 2n.
.
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When m ≥ 2, for 1 ≤ i ≤ m − 1 we have,
∂aiΦ(a0, · · · , am, b0, · · · , bp, c0, · · · , cq)
=ai−ri(ai+1)+1−2n +∂aid+∆(ai−1,n,n, ai,n,n)+ ∂aid+∆(ai,n,n,ai+1,n,n)
=

−(ri + 2)ai −ri −ai−1 − ai+1 + 4n if ai−1+ai ≥ 2n and ai+ai+1 ≥ 2n;
−(ri + 1)ai − ai−1 − ri + 2n +1 if ai−1+ai ≥ 2n and ai+ai+1 ≤ 2n;
−(ri + 1)ai − ri + 2n − ai+1 + 1 if ai−1+ai ≤ 2n and ai+ai+1 ≥ 2n;
−ri(ai + 1) + 2 if ai−1+ai ≤ 2n and ai+ai+1 ≤ 2n.
For i = m (m ≥ 2), we have
∂amΦ(a0, · · · , am, b0, · · · , bp, c0, · · · , cq)
=am − rm(am + 1) + 1 − 2n + ∂amd+∆(am−1, n, n, am, n, n)
=
−(rm + 1)am − am−1 − rm + 2n + 1 if am−1 + am ≥ 2n;−rm(am + 1) + 2 if am−1 + am ≤ 2n.
Since ri ≤ −2 (1 ≤ i ≤ m), from the two equations above it is easy to verify
that we have ∂aiΦ > 0 in all cases.
When m = 1, by a similar calculation we have ∂a1Φ > 0. So we can
conclude that ∂aiΦ(a0, · · · , am, b0, · · · , bp, c0, · · · , cq) > 0 with m ≥ 1 and
1 ≤ i ≤ m. Similarly, we have ∂b jΦ > 0, ∂ckΦ > 0 with p, q ≥ 1 and
1 ≤ j ≤ p, 1 ≤ k ≤ q. So Φ(a0, · · · , am, b0, · · · , bp, c0, · · · , cq) achieves
its maxima only when ai = 2n, b j = 2n and ck = 2n, where m, p, q ≥ 1,
1 ≤ i ≤ m, 1 ≤ j ≤ p and 1 ≤ k ≤ q. Further, we have
∂a0Φ(a0, b0, c0, 2n, · · · , 2n)
=b0+c0+2−2n−(r0+1)a0+2∂a0d+∆(a0,b0,c0,n,n,n) + ∂a0d+∆(a0,n,n,2n,n,n)
=

−(r0 + 2)(a0 + 1) − a0 + b0 + c0 + 1 if a0 ≥ b0, c0;
−(r0 + 1)(a0 + 1) + b0 − c0 + 2 if b0 ≥ a0, c0;
−(r0 + 1)(a0 + 1) + c0 − b0 + 2 if c0 ≥ a0, b0.
Since r0 ≤ −2, we always have ∂a0Φ(a0, b0, c0, 2n, · · · , 2n) > 0. See Fig-
ure 4. The domain of the real function Φ(a0, b0, c0, 2n, · · · , 2n) is the hex-
ahedron AB′CD′C′. Note that for any (b′0, c
′
0) (b
′
0 and c
′
0 are even integers
and 0 ≤ b′0, c′0 ≤ 2n), there exists an even integer a′0 (0 ≤ a′0 ≤ 2n) such that
(a′0, b
′
0, c
′
0) is in the triangle region AB
′C or B′CC′. So Φ(a0, b0, c0, 2n, · · · , 2n)
must achieve its maxima in the triangle region AB′C or B′CC′. Note that in
the tetrahedron AB′CC′ we have
∂b0Φ(a0, b0, c0, 2n, · · · , 2n) = a0 − b0 − c0 + 1 − s0 − s0b0 < 0.
So any maximum of Φ(a0, b0, c0, 2n, · · · , 2n) must occur in the triangle
region AB′C with a0 = b0 + c0. Now we focus on the following 2-variable
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Figure 4. The feasible region of real Φ(a0,b0,c0,2n,· · · ,2n)
is the hexahedron AB′CD′C′ in the cube ABCD − A′B′C′D′
with edge length 2n.
function R(b0, c0) restricted in the triangle domain Tn = {(b0, c0) | b0, c0 ≥
0, b0 + c0 ≤ 2n}.
R(b0, c0) = Φ(b0 + c0, b0, c0, 2n, · · · , 2n)
= − r0 + s0 + 2
2
b20 − (r0 + 2)b0c0 −
r0 + t0 + 2
2
c20 − (r0 + s0)b0 − (r0 + t0)c0
+ [6 − 2(m + p + q)]n2 + 4n − 2n(n + 1)(
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk)
+ 2n(n + 2)(
m∑
odd
ri +
p∑
odd
s j +
q∑
odd
tk).
(3.1)
To analyse R(b0, c0), we set A = − r0+s0+22 , B = −(r0 + 2), C = − r0+t0+22 and
∆ = 4AC − B2.
Although Theorem 2.4 (also Theorem 2.5) is divided into two cases by
the range of ∆, it is more natural to divide Theorem 2.4 by the range of A
and C in its proof. In fact, if A = − r0+s0+22 ≥ 0, then
∆ = 4AC − B2 = (s0 + t0)(r0 + 2) + s0t0 ≤ −s0(s0 + t0) + s0t0 = −s20 < 0
Similarly, when C ≥ 0 we have ∆ < 0. So
∆ < 0⇐⇒ A or C ≥ 0, or A and C < 0 with ∆ < 0.
In the right side of “⇐⇒”, the first condition corresponds to the part (1) of
this proof, and the second corresponds to (2)a.
(1) When A ≥ 0 or C ≥ 0, we have
∂b0R = −(r0 + s0 + 2)b0 − (r0 + 2)c0 − (r0 + s0) > 0
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or
∂c0R = −(r0 + t0 + 2)b0 − (r0 + 2)c0 − (r0 + t0) > 0
respectively.
Then the maxima must be on the line b0 + c0 = 2n. Set Q(b) = R(b0, 2n−
b0), we have
Q(b0) = R(b0, 2n − b0)
= − s0 + t0
2
b20 + [2t0n − s0 + t0]b0 − 2(r0 + t0 + 2)n2 − 2(r0 + t0)n
+ [6 − 2(m + p + q)]n2 + 4n − 2n(n + 1)(
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk)
+ 2n(n + 2)(
m∑
odd
ri +
p∑
odd
s j +
q∑
odd
tk).
Q(b0) is a quadratic function in b0 with negative leading coefficient, and
its real maximum is at bˆ0 = 2t0n−s0+t0s0+t0 , bˆ0 ∈ (0, 2n) for n sufficiently large.
Since we need the formula for d+JK(n) rather than d+JK(n+1), we set n+1 =
N, and let N = h( s0+t02 )+l, where 0 ≤ l < s0+t02 , then bˆ0 = t0h−1+ 2t0ls0+t0 . Let b¯0
be the even number nearest to bˆ0, then we have b¯0 = t0h− 1 + vl, where vl is
the odd number nearest to 2t0s0+t0 l (vl is just the source of the periodicity in the
case (1) of Theorem 2.4), so b¯0 = 2t0s0+t0 N− 2t0s0+t0 l+vl−1. Set b¯0 = 2t0s0+t0 N +αl,
where αl = − 2t0s0+t0 l + vl − 1.Then we have
max(ai,b j,ck)∈DnΦ(ai, b j, ck) = Q(b¯0)
=[
2t20
s0 + t0
− 2(r0 + t0 + 2) + 6 − 2(m + p + q) − 2(
m∑
even
ri +
p∑
even
s j
q∑
even
tk)]N2
+ 2[r0 + 2(m + p + q) +
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk]N
− s0 + t0
2
α2l − (s + t)αl − 2(m + p + q) − 2 − 2(
m∑
odd
ri +
p∑
odd
s j
q∑
odd
tk).
When bˆ0 is not odd, the maximum is unique. Otherwise, Φ has exactly
2 maxima, we need to consider the possibility that the coefficients of the
2 maximal-degree terms may cancel out. From Lemma 3.4 and Definition
3.3, and the fact that we take ai = b j = ck = 2n when i, j, k ≥ 1, it is
easy to see that for the leading coefficient of each term of the summation,
without counting the factors independent of a0, b0, c0, the f ’s contribute
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(−1) 12 (a0r0+b0 s0+c0t0), the ∆’s contribute (−1)− 12 (a0+b0+c0), the O’s and the θ’s
contribute none, and altogether it is
C = (−1) 12 [(r0−1)a0+(s0−1)b0+(t0−1)c0].
Furthermore, since any maximum of Q(b0) must occur on a0 = b0 +c0 = 2n,
we have
C˜(b0) =
1
2
[(r0 − 1)a0 + (s0 − 1)b0 + (t0 − 1)c0]
=
1
2
[2n(r0 − 1) + (s0 − 1)b0 + (t0 − 1)(2n − b0)].
If there are two maxima Q(b0) and Q(b0 + 2), we must have
C˜(b0) − C˜(b0 + 2) = t0 − s0.
Since s0 and t0 are even, t0 − s0 must be even and the coefficients of the two
maximal terms will not cancel out. So we have d+JK(n) = Q(b¯0).
(2) When A < 0 and C < 0, for any fixed c˜0, by equation 3.1, R(b0, c˜0) is
a quadratic function in b0 with negative leading coefficient, whose axis of
symmetry (in the plane c0 = c˜0 of the b0c0R-coordinates) intersects the line
∂b0R = 0 and is perpendicular to the b0c0-plane.
If r0 < −2 (the case when r0 = −2 will be analysed at the end of this
proof), we consider the real value of R(b0, c0) on the line ∂b0R = 0:
(3.2){
R(b0, c0) = − r0+s0+22 b20 −(r0+2)b0c0 − r0+t0+22 c20−(r0+s0)b0−(r0+t0)c0+const
∂b0R = −(r0 + s0 + 2)b0 − (r0 + 2)c0 − (r0 + s0) = 0.
Then we have
R |∂b0 R=0= R(b0,−
r0 + s0 + 2
r0 + 2
b0 − r0 + s0r0 + 2 )
=[−r0+ s0+2
2(r0+2)2
∆]b20+
r0+s0+2
(r0+2)2
[(r0+2)(r0+t0)−(r0+t0+2)(r0+s0)]b0 + const.
(3.3)
If we imagine R(b0, c0) as the surface of a mountain, then R |∂b0 R=0 is just
the ridge of it.
If ∆ , 0, R |∂b0 R=0 is a quadratic function in b whose axis of symmetry is
perpendicular to the b0c0-plane at the point P with coordinates
(b0 |P, c0 |P) = ( (r0+2)(r0+t0)−(r0+t0 + 2)(r0+s0)
∆
,
(r0+2)(r0+s0)−(r0+s0+2)(r0+t0)
∆
).
(P is actually the intersection of ∂b0R = 0 and ∂c0R = 0).
(a) If A and C < 0,∆ < 0, by Equation 3.3, R |∂b0 R=0 is a quadratic function
in b0 with positive leading coefficient. And we have b0 |P≥ 0, c0 |P≥ 0. See
Figure 5(a). The arrows indicate the increasing direction of R(b0, c0). For
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Figure 5. R(b0, c0) is restricted to the triangle domain Tn:
(0, 0)-(0, 2n)-(2n, 0), and the arrows indicate its increasing
direction; ` denotes the line ∂b0R = 0.
sufficiently large n, any maximum must be on the segment [Q, (0, 2n)] in
the line b0 + c0 = 2n, then the argument will be the same as that of case (1).
(b) If A,C < 0, and ∆ > 0, R |∂b0 R=0 is a quadratic function in b0 with
negative leading coefficient. And we have b0 |P≤ 0, c0 |P≤ 0. See Figure
5(b). Any maximum must occur on OR. Since
R(0, c0) = −r0 + t0 + 22 c
2
0 − (r0 + t0)c0 + const
and C = − r0+t0+22 < 0, it is easy to verify that R(0, c0) decreases in [0,+∞).
And the maximum is unique and must occur at O = (0, 0), so
d+JK(n + 1) = R(0, 0)
= [6 − 2(m + p + q)]n2 + 4n − 2n(n + 1)(
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk)
+ 2n(n + 2)(
m∑
odd
ri +
p∑
odd
s j +
q∑
odd
tk).
Let N = n + 1, we have
d+JK(N) =[6 − 2(m + p + q) − 2(
m∑
even
ri +
p∑
even
s j +
q∑
even
tk)]N2
+ 2[2(m + p + q) − 4 + (
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk)]N
+ 2 − 2(m + p + q) − 2(
m∑
odd
ri +
p∑
odd
s j +
q∑
odd
tk).
(c) If A,C < 0 ,∆ = 0, and (r0+s0)2+(r0+t0)2 , 0, R |∂b0 R=0 is a decreasing
linear function in b0. See Figure 5(c). Any maximum must occur on OS.
Since R(0, c0) decreases in [0,+∞), the maximum is unique and must be on
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O = (0, 0). So in this case we still have
d+JK(n) = R(0, 0).
(d) If A,C < 0, ∆ = 0, and (r0 + s0)2 + (r0 + t0)2 = 0, then we immediately
have r0 = −4, s0 = 4, t0 = 4, R(b0, c0) = −(b0 − c0)2 + const, the maxima are
R(0, 0) = R(2, 2) = . . . = R(k, k), where k = n when n is even, k = n−1 when
n is odd. See Figure 5(d). By a similar argument with the end of (1), we
can conclude that there are no cancellations between the the highest-degree
coefficients, so
d+JK(n) = R(0, 0).
If r0 = −2 (then we must have A < 0 and C < 0 and ∆ > 0, see also
Remark 4.4), Equation 3.2 is converted to{
R(b0, c0) = −12 s0b20 − 12 t0c20 − (s0 − 2)b0 − (t0 − 2)c0 + const
∂b0R = −s0b0 − (s0 − 2) = 0.
Since ∂b0R(b0, c0) = 0 ⇒ b0 = 2−s0s0 and b0 ≤ 0 when s0 ≥ 2, R(b0, c0) must
achieve any of its maximum in c0-axis. And R(0, c0) = −12 t0c20 − (t0 − 2)c0 +
const decreases in [0,+∞). So the unique maximum must be on O = (0, 0),
and
d+JK(n) = R(0, 0).

4. Boundary Slope and Euler Characteristic
The Hatcher-Oertel edgepath system is actually based on the work of [16].
Like many other topics in geometric topology, the main ideal of the algo-
rithm is to treat the object of study combinatorially. In this mechanism,
properly embedded surfaces in a Montesinos knot complement are formed
by saddles, and the edgepath system describes how these saddles are com-
bined. For details please refer to [15, 17]. Briefly speaking, the candidate
surfaces, which are the surfaces listed out to include all the essential sur-
faces with non-empty and non-meridional boundary, are associated to ad-
missible edgepath systems in a 1-dimensional diagram D in the uv-plane
(see Figure 6(b)). The vertices ofD correspond to projective curve systems
[a, b, c] on the 4-punctured sphere carried by the train track in Figure 6(a)
via u = ba+b , v =
c
a+b .
Specifically, the vertices ofD are:
(1) the vertices corresponding to the arcs with slope pq denoted by 〈 pq 〉,
with the projective curve systems [1, q−1, p], and the uv-coordinates ( q−1q , pq ),
(2) the vertices corresponding to the circles with slope pq denoted by 〈 pq 〉◦,
with the projective curve systems [0, p, q] and the uv-coordinates (1, pq ),
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Figure 6. (a)The train track in a 4-punctured sphere. (b)The
diagramD in the uv-plane.
(3) the vertices corresponding to the arcs with slope ∞ denoted by 〈∞〉,
with the uv-coordinates (−1, 0).
The edges ofD are:
(1) the non-horizontal edges connecting the vertex pq to the vertex
r
s with
| ps − qr |= 1, denoted by 〈 rs〉—〈 pq 〉,
(2) the horizontal edges connecting 〈 pq 〉◦ to 〈 pq 〉, denoted by 〈 pq 〉—〈 pq 〉◦,
(3) the vertical edges connecting 〈z〉 to 〈z ± 1〉 , denoted by 〈z ± 1〉—〈z〉,
here z ∈ Z,
(4) the infinity edges connecting 〈z〉 to 〈∞〉 denoted by 〈∞〉—〈z〉,
(5) the constant edges which are points on the horizontal edge 〈 pq 〉—〈 pq 〉◦
with the form km〈 pq 〉 + m−km 〈 pq 〉◦,
(6) the partial edges which are parts of non-horizontal edges 〈 rs〉—〈 pq 〉
with the form km〈 rs〉 + m−km 〈 pq 〉—〈 pq 〉.
An edgepath denoted by Γ inD is a piecewise linear path beginning and
ending at rational points of D. A admissible edgepath system denoted by
Γ = (γ1, γ2, . . . , γn) is an n-tuple of edgepaths with the following properties.
(E1) The starting point of γi is on the horizontal edge 〈 piqi 〉—〈
pi
qi
〉◦, and if it
is not the vertex 〈 piqi 〉, γi is constant.
(E2) γi is minimal, that is, it never stops or retraces itself, nor does it ever
go along two sides of the same triangle ofD in succession.
(E3) The ending points of γi’s are rational points ofDwith their u-coordinates
equal and v-coordinates adding up to zero.
(E4) γi proceeds monotonically from right to left, “monotonically” in the
weak sense that motion along vertical edges is permitted.
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A admissible edgepath system and the corresponding candidate surfaces
are called type I, type II or type III, if the u-coordinate of the ending points
of the admissible edgepath system is positive, zero or negative respectively.
In [15], a series of candidate surfaces are associated to each admissible
edgepath system, then every essential surface in knot complement with non-
empty boundary of finite slope is isotopic to one of the candidate surfaces.
However, not all of these candidate surfaces are essential, to rule out the
inessential surfaces, Hatcher and Oertel developed the notion of r-value
in [15].
Definition 4.1. The r-value of an edge 〈 ts〉—〈 pq 〉 is defined to be q− s, where
0 < s < q. Particularly, when the edge is vertical its r-value is 0. The r-
value of an edgepath is defined to be the r-value of its final edge.
By Corollary 2.4 through Proposition 2.10 of [15], a series of criteria for
incompressibility are established. Here we just extract the part useful for us
from Corollary 2.4, Proposition 2.7 and Proposition 2.8(a) of [15].
Theorem 4.2. [15] For a 3-string Montesinos knot, a candidate surface
associated to the edgepath system {γi} is incompressible if it satisfies one of
the conditions below:
(1) If {γi} contains no vertical edges, the cycle of r-values of {γi} is not the
type (1, 1, r3) or (1, 2, r3);
(2) If the cycle of r-values is the type of (1, 2, r3), the final edges of each
edgepath must be all increasing or decreasing;
(3) If {γi} contains some vertical edges, the cycle of r-values is not the type
(0, 2, 1) or (0, 2, 0).
The boundary slope of an essential surface S is computed by τ(S )−τ(S 0),
where τ(S ) is the total number of twist (or twist for short) of S , and S 0 is
a Seifert surface in the list of candidate surfaces. For a candidate surface S
associated to a admissible edgepath system Γ, we have [17]
(4.1) τ(S ) =
∑
γi∈Γnon−const
∑
ei, j∈γi
−2σ(ei, j)|ei, j|.
In above formula, |e| is the length of an edge e, which is defined to be 0, 1, or
k
m for a constant edge, a complete edge or a partial edge
k
m〈 rs〉+ m−km 〈 pq 〉—〈 pq 〉,
respectively. And σ(e) is the sign of a non-constant edge e, which is defined
to be +1 or −1 according to whether the edge is increasing or decreasing
(from right to left in uv-plane) respectively for a non-∞ edge; for an ∞
edge the sign is defined to be 0.
For the Euler characteristic of a candidate surface S , we use the formulas
(3.4) and (3.5) of [17] to compute the ratio −χ(S )
]S .
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Lemma 4.3. [17] Let S be a candidate surface associated to a admissible
edgepath system Γ = (γ1, · · · , γN).
(1) If S is type I, denote the u-coordinate of its ending points by u0, then
−χ(S )
]S
=
∑
γi∈Γnon−const
|γi| + Nconst − N + (N − 2 −
∑
γi∈Γconst
1
qi
)
1
1 − u0 .
Here Γnon−const (Γconst) denotes the set consist of non-constant (constant)
edges, |γi| denotes the length of the edgepath γi, Nconst denotes the num-
ber of constant edges in Γ.
(2) If S is type II, then
−χ(S )
]S
=
N∑
i=1
(| γi,>0 |)+ | Γ(+0) | −2.
Here γi,>0 denotes the part of γ with positive u-coordinate, and Γ(+0) de-
notes the sum of the v-coordinates of γi’s when they first reach the v-axis.
Now we are ready to prove Theorem 2.5.
Proof Theorem 2.5. First we note that for [r0, · · · , rm] satisfying the con-
dition C(2), in the diagram D, 〈[r0, . . . , rm]〉 is connected to 〈[r0, . . . , rm−1]〉
by an increasing edge and is connected to 〈[r0, . . . , rm + 1]〉 by a decreasing
edge from right to left. This is easy to proof by induction and similar facts
exist for [s0, · · · , sp] and [t0, · · · , tq].
By the method of [15] (Pg.461), since the condition C(1) in Section 2 im-
plies that the three tangles of the knot M([r0, · · · , rm], [s0, · · · , sp], [t0, · · · , tq])
are all of the form oddodd , we directly find the edgepath system of a Seifert sur-
face S 0 as follows. For simplicity, we just use [r0, . . . , rm] to denote the
vertices instead of 〈[r0, . . . , rm]〉. The edgepaths go from right to left in the
same row and the far left vertex of a row is connected to the far right vetex
of the row next below. The arrow ↼ / ↽ indicates the edge is increasing/
decreasing from right to left.
δ1 : ↼ [r0, r1, . . . , rm−1,−1] ↽ [r0, r1, . . . , rm−1,−2] ↽ · · ·↽ [r0, r1, . . . , rm−1, rm]
↼ [r0, r1, . . . , rm−3,−1] ↽ [r0, r1, . . . , rm−3,−2] ↽ · · ·↽ [r0, r1, . . . , rm−3, rm−2]
· · · · · ·
↼ [r0, r1, r2,−1] ↽ [r0, r1, r2,−2] · · ·↽ [r0, r1, r2, r3]
〈0〉↼ [r0,−1] ↽ [r0,−2], . . . ,↽ [r0, r1].
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δ2 : ↼ [s0, s1, . . . , sp−1,−1] ↽ [s0, s1, . . . , sp−1,−2] ↽ · · ·↽ [s0, s1, . . . , sp−1, sp]
↼ [s0, s1, . . . , sp−3,−1] ↽ [s0, s1, . . . , sp−3,−2] ↽ · · ·↽ [s0, s1, . . . , sp−3, sp−2]
· · · · · ·
↼ [s0, s1, s2,−1] ↽ [s0, s1, s2,−2] · · ·↽ [s0, s1, s2, s3]
〈0〉↽ [s0,−1] ↽ [s0,−2], . . . ,↽ [s0, s1].
δ3 : ↼ [t0, t1, . . . , tq−1, tq]
↼ [t0, t1, . . . , tq−3,−1] ↽ [t0, t1, . . . , tq−3,−2] ↽ · · ·↽ [t0, t1, . . . , tq−3, tq−2]
· · · · · ·
↼ [t0, t1, t2,−1] ↽ [t0, t1, t2,−2] · · ·↽ [t0, t1, t2, t3]
〈0〉↽ [t0,−1] ↽ [t0,−2], . . . ,↽ [t0, t1].
Note that the edgepaths of the Seifert surface should avoid the vertices with
even denominators, in this case we let m and p be odd and q be even, but
the parity of them won’t affect our expressions of further results.
The cycle of r-value of above edgepath system is (−r0 − 2, s0, t0). Note
that s0, t0 ≥ 2, r0 ≤ −2. Any candidate surface associated to the above
edgepath system is essential by Theorem 4.2(1) when r0 , −2 or by Theo-
rem 4.2(3) when r0 = −2.
Remark 4.4. If r0 = −2, then [r0,−1] = −1 and there is a vertical edge
〈0〉↼ 〈−1〉 in the above edgepath δ1 and in the edgepath β1 presented in
the second part of this proof. Note that when r0 = −2, we must have A =
−12 s0 < 0, C = −12 t0 < 0 and ∆ = 14 s0t0 > 0. So this situation can only
happen in Case (2) of the Theorem 2.5 and won’t affect the expressions of
our results.
By formula 4.1, the twist of S 0 is
τ(S 0) = 2[(−rm − 1) + (−1) + (−rm−2 − 1) + (−1) + · · · + (−r1 − 1) − 1]
+ 2[(−sp − 1) + (−1) + (−sp−2 − 1) + (−1) + · · · + (−s1 − 1) + 1]
+ 2[(−1) + (−tq−1 − 1) + (−1) + · · · + (−t1 − 1) + 1]
= 2 − 2(m + p + q) − 2(
m∑
odd
ri +
p∑
odd
s j +
q∑
odd
tk).
(1) When ∆ < 0, we claim that there exists an admissible edgepath sys-
tem having ending points with u-coordinate u0 = s0t0s0t0+s0+t0 in uv-plane.
In fact, u0 is just the solution of the equation v1(u) + v2(u) + v3(u) = 0,
where the linear functions v = v1(u), v = v2(u) and v = v3(u) are deter-
mined by the lines through the edges [〈−1〉–〈− 12〉–, ..., –〈 1r0+1〉], 〈0〉—〈 1s0+1〉
and〈0〉—〈 1t0+1〉, respectively. Denote by u[r0+1], u[s0+1] and u[t0+1] the u-
coordinates of 〈 1r0+1〉, 〈 1s0+1〉 and 〈 1t0+1〉 respectively. With direct calculations
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we have
u0 − u[r0+1] =
−∆
(r0 + 1)(s0t0 + s0 + t0)
< 0,
u0 − u[s0+1] =
−s20
(s0 + 1)(s0t0 + s0 + t0)
< 0,
u0 − u[t0+1] =
−t20
(t0 + 1)(s0t0 + s0 + t0)
< 0,
so uo must be on the left of u[r0+1], u[s0+1] and u[t0+1]. Suppose the edgepath
of the [r0,r1, . . . , rm−1,rm]-tangle ends on the edge 〈 1r0+k+1〉—〈 1r0+k 〉, where
0 ≤ k ≤ −r0 − 2, then u0 must be the u-coordinate of ending points of the
admissible edgepath system Γ below:
γ1 :↽ [r0, r1, . . . , rm−1,−1]↽ [r0, r1, . . . , rm−1,−2]↽ · · ·↽ [r0,r1, . . . , rm−1,rm]
↽ [r0,r1,. . . ,rm−2,−1]↽ [r0, r1,. . . ,rm−2,−2]↽ · · ·↽ [r0,r1,. . . ,rm−2,rm−1+2]
· · · · · ·
↽ [r0,−1] ↽ [r0,−2], . . . ,↽ [r0, r1 + 2]
(
−s0t0
s0+t0
−1−r0−k)[r0+k+1]+( s0t0s0+t0 +2+r0+k)[r0+k]↼ [r0+k]· · ·↽ [r0+2].
γ2 :↽ [s0,s1,. . . ,sp−1,−1]↽ [s0,s1,. . ., sp−1,−2]↽ · · ·↽ [s0, s1, . . . , sp−1, sp]
↽ [s0, s1,. . .,sp−2,−1]↽ [s0,s1,. . .,sp−2,−2]↽ · · ·↽ [s0, s1,. . ., sp−2, sp−1+ 2]
· · · · · ·
s0
s0 + t0
〈0〉 + t0
s0 + t0
[s0,−1] ↽ [s0,−1] ↽ [s0,−2], . . . ,↽ [s0, s1 + 2].
γ3 :↽ [t0,t1,. . . ,tq−1,−1]↽ [t0,t1,. . ., tq−1,−2]↽ · · ·↽ [t0, t1, . . . , tq−1, tq]
↽ [t0, t1,. . .,tq−2,−1]↽ [t0,t1,. . .,tq−2,−2]↽ · · ·↽ [t0, t1,. . ., sq−2, tq−1+ 2]
· · · · · ·
t0
s0 + t0
〈0〉 + s0
s0 + t0
[t0,−1] ↽ [t0,−1] ↽ [t0,−2], . . . ,↽ [t0, t1 + 2].
The length of the partial edges are calculated via u0 by formula (3.1) from [17].
The cycle of r-value of above edgepath system is (1, s0, t0). Any candi-
date surface associated to this edgepath system is essential by Theorem 4.2(1)
or (2).
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By formula (4.1), the twist of an essential surface S 1 associated to the
above edgepath system is
τ(S 1) =
∑
γi∈Γnon−const
∑
ei, j∈γi
−2σ(ei, j)|ei, j|
= 2[(−rm − 1) + (−rm−1 − 2) + · · · + (−r1 − 2)]
+
2s0
s0 + t0
+ 2(k − 1) + 2( −s0t0
s0 + t0
− 1 − r0 − k)
+ 2[(−sp − 1) + (−sp−1 − 2) + · · · + (−s1 − 2)] + 2 s0s0 + t0
+ 2[(−tq − 1) + (−tq−1 − 2) + · · · + (−t1 − 2)] + 2 t0s0 + t0
=
2t20
s0 + t0
−2(r0 + t0 +2) +8 −4(m + p + q) −2(
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk).
So the boundary slope of S 1 is
bs(S 1) = τ(S 1) − τ(S 0)
=
2t20
s0 + t0
−2(r0 +t0 +2) + 6 −2(m + p + q) −2(
m∑
even
ri+
p∑
even
s j+
q∑
even
tk).
By Lemma 4.3 (1), we have
− χ(S 1)
]S 1
=
∑
γi∈Γnon−const
|γi| + Nconst − N + (N − 2 −
∑
γi∈Γconst
1
qi
)
1
1 − u0
= (−rm − 1) + (−rm−1 − 2) + · · · + (−r1 − 2) + (k − 1) + ( −s0t0s0 + t0 − r0 − k − 1)
+ (−sp − 1) + (−sp−1 − 2) + · · · + (−s1 − 2) + s0s0 + t0
+ (−tq − 1) + (−tq−1 − 2) + · · · + (−t1 − 2) + t0s0 + t0 − 3 +
s0t0 + s0 + t0
s0 + t0
= −r0 − 2(m + p + q) − (
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk).
So far we have proved the case (1) of Theorem 2.5.
(2) When A and C < 0 and ∆ ≥ 0, we choose the following admissible
edgepath system.
β1 :↽ [r0, r1, . . . , rm−1,−1]↽ [r0, r1, . . . , rm−1,−2]↽ · · ·↽ [r0,r1, . . . , rm−1,rm]
↽ [r0,r1,. . . ,rm−2,−1]↽ [r0, r1,. . . ,rm−2,−2]↽ · · ·↽ [r0, r1,. . . , rm−2,rm−1+2]
· · · · · ·
〈0〉↼ [r0,−1] ↽ [r0,−2], . . . ,↽ [r0, r1 + 2].
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β2 :↽ [s0,s1,. . . ,sp−1,−1]↽ [s0,s1,. . ., sp−1,−2]↽ · · ·↽ [s0, s1, . . . , sp−1, sp]
↽ [s0, s1,. . .,sp−2,−1]↽ [s0,s1,. . .,sp−2,−2]↽ · · ·↽ [s0, s1,. . ., sp−2, sp−1+ 2]
· · · · · ·
〈0〉↽ [s0,−1] ↽ [s0,−2], . . . ,↽ [s0, s1 + 2].
β3 :↽ [t0,t1,. . . ,tq−1,−1]↽ [t0,t1,. . ., tq−1,−2]↽ · · ·↽ [t0, t1, . . . , tq−1, tq]
↽ [t0, t1,. . .,tq−2,−1]↽ [t0,t1,. . .,tq−2,−2]↽ · · ·↽ [t0, t1,. . ., sq−2, tq−1+ 2]
· · · · · ·
〈0〉↽ [t0,−1] ↽ [t0,−2], . . . ,↽ [t0, t1 + 2].
The cycle of r-value of above edgepath system is (−r0 − 2, s0, t0). Any
candidate surface associated to this edgepath system is essential by Theo-
rem 4.2(1) or (3).
The twist of an essential surface S 2 associated to the above edgepath
system is
τ(S 2) =2[(−rm − 1) + (−rm−1 − 2) + · · · + (−r1 − 2)] − 1
+ 2[(−sp − 1) + (−sp−1 − 2) + · · · + (−s1 − 2)] + 1
+ 2[(−tq − 1) + (−tq−1 − 2) + · · · + (−t1 − 2)] + 1
= 8 −4(m + p + q) −2(
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk).
The boundary slope of S 2 is
bs(S 2) = τ(S 2) − τ(S 0) = 6 − 2(m + p + q) − 2(
m∑
even
ri +
p∑
even
s j +
q∑
even
tk).
By lemma 4.3 (2), we have
−χ(S 2)
]S 2
= (−rm − 1) + (−rm−1 − 2) + · · · + (−r1 − 2) + 1
+ (−sp − 1) + (−sp−1 − 2) + · · · + (−s1 − 2) + 1
+ (−tq − 1) + (−tq−1 − 2) + · · · + (−t1 − 2) + 1 − 2
= 4 − 2(m + p + q) − (
m∑
i=1
ri +
p∑
j=1
s j +
q∑
k=1
tk).

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