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Abstract
Nielsen (2009) shows that vector autoregression is inconsistent when there are com-
mon explosive roots with geometric multiplicity greater than unity. This paper dis-
cusses that result, provides a co-explosive system extension and an illustrative exam-
ple that helps to explain the finding, gives a consistent instrumental variable proce-
dure, and reports some simulations. Some exact limit distribution theory is derived
and a new reverse martingale central limit theorem is proved.
Keywords: Co-explosive behavior, Common roots, Endogeneity, Forward instrumen-
tation, Geometric multiplicity, Reverse martingale.
JEL classification: C22
1. Background and Motivation
Nielsen (2009, [NN]) considers a vector autoregression with common explosive roots
and shows that least squares regression (and Gaussian maximum likelihood) is incon-
sistent. This result is intriguing because the model is correctly specified in terms of
its lag and error structure and falls within a framework where OLS is well known to
be generally consistent with good asymptotic properties. The model is unremarkable
except for the occurrence of common explosive roots with geometric multiplicity ex-
ceeding unity. Importantly, Nielsen’s result provides a new context where maximum
likelihood is inconsistent.
The present work explores the result by considering an example that helps to
explain the inconsistency in terms of the endogeneity that is induced by co-explosive
behavior. To establish the limit theory here, a new reverse martingale central limit
theorem is proved that is of some independent interest. While least squares regression
is inconsistent, simple instrumental variable (IV) estimation with contemporaneous or
future values of the variables as instruments is shown to be consistent and to provide
a basis for econometric testing. The OLS regression inconsistency phenomenon can
also occur in triangular systems, such as those studied in Phillips and Magdalinos
(2008, [PM]), and a similar IV remedy may be implemented in that context.
The inconsistency of OLS regression is to a random limit involving a matrix quo-
tient of random variables. The exact marginal limit distributions are obtained for
the case where the VAR innovations are Gaussian. The limit random variables are
bounded and the distributions have asymptotes at the boundaries. Simulations reveal
a corresponding bimodality in the finite sample distributions.
2. Main Results
2.1. A Prototypical Model
For simplicity of exposition of the main ideas, we consider the bivariate VAR(1) model
 = −1 +   = 1   (1)
with  = 2   1 0 = 0 and uncorrelated innovations  with  () = 0 for all
 and
sup
≥0
 kk2 ∞ for some   1. (2)
Note that no martingale diﬀerence structure has been imposed on the innovations at
this point. Martingale theory is not necessary for establishing the inconsistency of the
OLS estimator in (1) and will only be used for the derivation of the limit distribution
of an IV correction in Section 2.3.
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The bivariate system in (1) can be written in component form as
∙ 1
2
¸
=
∙  0
0 
¸ ∙ 1−1
2−1
¸
+
∙ 1
2
¸
 (3)
with the same explosive autoregressive coeﬃcient   1 so the algebraic and geomet-
ric multiplicity of this system is two. The results below extend in a straightforward
way to more complex multivariate VAR systems with common explosive roots.
As pointed out by Anderson (1959) and discussed in PM and NN, equality of the
autoregressive coeﬃcients in (3) induces co-explosive behavior in the series 1 and
2 that results to a singular limit for the sample moment matrix:
−2
X
=1
−10−1 → 12 − 1 () ()
0 (4)
where
 () =
∞X
=1
− (5)
To treat the limiting singularity that is induced by this co-explosive behavior, we
perform a coordinate rotation as developed in PM. Here it is convenient to use the
(sample size dependent) orthogonal transformation
 =  0 (6)
where
 = 1kk
∙ 1 −2
2 1
¸
=
1
kk
£R
2
¤  (7)
in which the orthogonal matrix
R
2
=
∙
0 −1
1 0
¸
rotates vectors in the plane by an angle 2 radians in the positive direction. In
view of (6), the transformed variate  forms an array, but for notational simplicity
the additional subscript is not employed. The large sample behaviour of the ran-
dom rotation matrix in (7) is characterised by the following lemma, proved in the
Appendix.
Lemma 1. Let  be a zero mean uncorrelated sequence with sup≥0 kk2 ∞.
Then − →  () and
 → 1k ()k
£ () R
2
 ()¤ as →∞ (8)
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The transformed regressor variate in (6) may analysed by combining the identity
−1 = −(−+1) −
X
=
−(−+1) (9)
and the orthogonality condition
¡R
2
¢0  = 0:
−1 =  0−1 = 1kk
∙ 0−1¡R
2
¢0 −1
¸
=
1
kk
∙ 0−1
− ¡R
2
¢0 
¸
=:
∙ 1−1
2−1
¸
 (10)
conformably partitioned with , where
 =
X
=
−(−+1) (11)
is a (forward filtered) linear process with 1 summable coeﬃcients and finite 2 mo-
ments.
The transformed variate −1 has an explosive component (1−1) and a non-
explosive component (2−1). However, unlike similar transformations in models with
trend induced degeneracies (such as models with some deterministic trends and some
stochastic trends - see Park and Phillips, 1988, 1989), the non-explosive component
2−1 involves linear combinations that are data dependent and random, even asymp-
totically, as is apparent by the limit of R
2
 kk in (8). It follows from the form of
 () =P∞=1 − that the random linear combination present in 2−1 introduces
an endogeneity into the regressor that leads to the inconsistency of least squares. In
particular, the component − of  () is correlated with the regression error  as
is the component  of the transformed regressor 2−1
Intriguingly, under a martingale diﬀerence assumption on the innovation sequence
, the regressor −1 in the original system (1) satisfies  (|−1) = 0 , thereby
fulfilling one of the usual conditions for consistent least squares estimation. However,
the limiting singularity in the sample moment matrix involves the data dependent
vector  () and induces an endogeneity in the (transformed) system which takes
into account the co-explosive behavior present in  Given the form of 2−1 and
(11), it is apparent that dynamic timing plays a role in the resulting endogeneity
 ¡|¢ 6= 0 since  itself depends on 
As we shall see, this type of endogeneity can arise even in the triangular (co-
explosive) system considered in PM. Like most forms of endogeneity, it can be dealt
with by suitable instrumentation as discussed in Section 2.3.
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2.2. Least Squares Limit Theory
Co-explosive behavior induces a singularity of the form (4) in the limiting sample
moment matrix. The degeneracy occurs along the direction vector [−2 ()  1 ()] 
The inverse sample moment matrix sustains a similar singularity, which can be conve-
niently expressed in terms of the transformed system. More generally, the following
lemma describes the asymptotic behavior of the inverse of sample moment matri-
ces involving the transformed variates −1 and + for some fixed value of  ≥ 0 .
The lemma is useful in developing a limit theory for least squares and instrumental
variable estimates.
Lemma 2. Let  be a zero mean uncorrelated sequence satisfying (2) and  (0) =Σ for all . If the sequence  := 0 satisfies  () =  () () for all 6= , then the following hold as →∞ for any fixed  ≥ 0:
(i) −1P=1 0 →1 Σ.
(ii) −1P=1  0+ →1 − (2 − 1)−1Σ.
(iii)
¡
1

P
=1 −10+
¢−1 → diagÃ0½−−12−1 ()0R02 ΣR2 ()k()k2 ¾−1
!

Remark The second order uncorrelatedness condition of Lemma 2 is satisfied when
the sequence  has constant conditional variance with respect to the past or the
future. Letting
F =  ( −1 ) and F  =  ( +1 ) (12)
 () =  () () for all  6=  is satisfied if
F−1 (0) = Σ or F+1 (0) = Σ  for all 
In view of the forward filtered nature of  sample covariances of this process
and , such asP=1 +10 have a type of reverse martingale structure, which can
be exploited to develop a limit theory. The next result gives a new reverse martingale
central limit theorem that is useful for such sample covariances One application of
this result is to the CLT stated in equation (26) of PM (2008)1.
1The argument given in the proof of equation (26) of PM (2008) is incorrect because the sum
is not a martingale. However, upon reversion, as shown here in the proof of Lemma 3, a MG CLT
applies and the stated result holds by Lemma 2.
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Lemma 3. Given the filtration F and the reverse filtration F  defined in (12), let
 satisfy (2) and one of the following conditions:
(i) F+1 () = 0 and F+1 (0) = Σ  for all ,
(ii) F−1 () = 0 and F−1 (0) = Σ  for all .
Then, for any fixed  ≥ 0, we have as →∞
1√
X
=1
¡++1 ⊗ ¢⇒  µ0 12 − 1Σ ⊗Σ
¶
 (13)
Define  0 = [1  ] and  0−1 = [0  −1]  and the least squares regression
matrix ˆ =  0−1 ¡ 0−1−1¢−1  The following result characterizes the limit of ˆ
Theorem 1. Under the conditions of Lemma 2, the OLS estimator in (1) has the
following limit as →∞ :
ˆ − →  − 
2 − 1

ΣR
2
 () ()0R0
2
 ()0R0
2
ΣR
2
 ()
= −
2 − 1

Σ
∙ 2 ()2 −1 ()2 ()
−1 ()2 () 1 ()2
¸
212 ()2 − 2121 ()2 () + 221 ()2
 (14)
Remarks
1. All elements of the regression matrix ˆ converge to random variates that
depend on  () = (1 () 2 ())0 the error covariance matrix Σ and the
common explosive coeﬃcient  The limit distribution (14) is singular and is
of rank unity, corresponding to  ()  Defining  = Σ12 R
2
 () and  =
 (0)−12  the limit (14) may be written more simply as
−
2 − 1
 Σ
12 0Σ−12
in terms of the vector  which is distributed on the unit sphere.
2. Figs. 1 and 2 show the results of simulations of the fitted regression coeﬃcients
in the least squares regression
1 = ˆ1−1 + ˆ2−1 + ˆ1 (15)
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for various values of  (= 200 400 800) against the limit distribution (14) when
the data are generated according to (1) with  = 104 and
 ∼   (0 2) 
The finite sample and limit distributions are bimodal in both cases, although
the limit distributions have asymptotes at the boundary as shown in Theorem
2 and the following remark. The distribution of ˆ appears symmetric about the
origin. The finite sample distribution of ˆ−  is asymmetric, shows downward
bias, and the convergence to the limit distribution appears to be slower. Similar
findings were obtained for covariance structures with 12 =  (12) 6= 0
3. The limit random variables corresponding to ˆ and ˆ in (15) are given in (14).
When Σ = 22 these limits become
ˆ−  →  − 
2 − 1

2 ()2
2 ()2 +1 ()2  (16)
ˆ −  →  
2 − 1

1 ()2 ()
2 ()2 +1 ()2 
and since  () = 
³
0 (2 − 1)−1 2
´
 we have
ˆ− → −
2 − 1

21
21 + 21  ˆ −  →
2 − 1

12
21 + 21 
where  = (1 2)0 =  (0 2)  The exact marginal densities are given in the
following result.
Theorem 2. If  ∼   (0 22) then the marginal densities of the limit distri-
butions of ˆ−  and ˆ −  are:
ˆ () = 1 {(−) ( + )}12
 for  ∈ (− 0) (17)
ˆ () = 2 ©2 − 42ª12  for ||  2 (18)
where  = (2 − 1) 
Remarks
1. The supports of the limit distributions (17) and (18) are finite and are deter-
mined by  As  → 1  → 0 and the supports shrink to the origin, which
corresponds to the (well known) consistent estimation of  and  when  = 1
6
Fig. 1: Density of ˆ−  from  = 80 000 replications in fitted model
1 = ˆ1−1 + ˆ2−1 + ˆ1 with  = 104 and 12 = 0
Fig. 2: Density of ˆ from  = 80 000 replications in fitted model
1 = ˆ1−1 + ˆ2−1 + ˆ1 with  = 104 and 12 = 0
2. Figs. 3 and 4 show the limit densities ˆ () and ˆ () for  = 104 and  =
0078 This density ˆ () is that of a (translated) arc sine law. Each of the
densities has asymptotes at the limits of the domain of definition. Importantly,
the support of ˆ () is negative, whereas the support of ˆ () is symmetric
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about the origin. The implied downward bias in the limit distribution of ˆ is
explained by the presence of the co-explosive time series 2−1 in the regression
(15). The regressor 2−1 is asymptotically collinear to 1−1 when   1.
The explosive signal is then shared between these two regressors, reducing the
impact of the own lagged dependent variable 1−1 and, in this case, producing
an inconsistency and resulting in the downward bias for ˆ in the limit that is
apparent in (16) and Fig. 1. As discussed earlier, the inconsistency arises from
the endogeneity induced by the co-movement of the regressors and the random
nature of the directional vector  () of the co-movement which depends on
the regression error 
-0.07 -0.06 -0.05 -0.04 -0.03 -0.02 -0.01 0.00
0
2
4
6
8
10
Y
density
Fig. 3: Limit density ˆ () = 14{(−)(+)}12 of ˆ−  for  = 104
-0.04 -0.03 -0.02 -0.01 0.00 0.01 0.02 0.03 0.04
4
6
8
Y
density
Fig. 4: Limit density ˆ () = 12 1{2−42}12 of ˆ −  for  = 104
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2.3. Consistent Estimation by Instrumental Variables
As indicated above, dynamic timing plays a role in the inconsistency of least squares
regression because of the dependence of the forward filtered process  and hence
the (transformed) regressor 2−1 on the contemporaneous error  This dependence
can be avoided by the use of a suitable instrumental variable. In particular, future
values of the system variables remove this dependency and we may use + for any
integer  ≥ 0 as an instrument for −1 The corresponding IV estimators of  have
the simple form
ˆ =
−X
=1
0+
Ã−X
=1
−10+
!−1
  ∈ {0 1 2 } .
The estimator ˆ is consistent and has the following limit distribution.
Theorem 3.
(i) Under the assumptions of Lemma 3,
√vec
³
ˆ −
´
⇒ −+1 ¡2 − 1¢ R2 () ()0R02 ⊗ 2 ()0R0
2
ΣR
2
 ()  (19)
as  → ∞, for each fixed  ≥ 0, where  is a 
³
0 (2 − 1)−1Σ ⊗ Σ
´
random vector uncorrelated with  ().
(ii) If, in addition,  is an independent sequence,  and  () are independent
random vectors and
√vec
³
ˆ −
´
⇒ +1p2 − 1 Ã0 R2 () ()0R02 ⊗Σ ()0R0
2
ΣR
2
 ()
!

(20)
Remarks
1. The limit theory (19) relies on the central limit theorem for sample covariance
matrices given by (13) and shows that the IV estimator ˆ is √-consistent.
However, as  () is not necessarily Gaussian, lack of correlation between the
Gaussian random vector  and () does not guarantee independence. In other
words, a (reverse) martingale diﬀerence assumption on the innovations  is not
suﬃcient for asymptotic mixed normality of the IV estimator ˆ. In general,
the limit random vector in (19) will only have a mixed normal distribution if
independence is imposed on the sequence .
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2. Observe that the limit distribution of
√
³
ˆ −
´
is degenerate in the direc-
tion () in view of the singularity of the limit randommatrixR
2
 () ()0R0
2

In particular, as shown in the proof of Theorem 3 we have the representation
√
³
ˆ −
´
=
1√
P−
=1  0++1
³R
2

kk
´³R
2

kk
´0
³R
2

kk
´0
1

P−
=1  0++1
³R
2

kk
´ +µ 1√
¶

so that
√
³
ˆ −
´
 kk =  (1) 
3. When the sequence  is independent, the mixed normal limit (20) facilitates
inference, which may be conducted in the usual manner in view of the following
arguments. First, from Lemma 1 and Lemma 2(iii) we obtainÃ
1

X
=1
−10+
!−1
= 
Ã
1

X
=1
−10+
!−1
 0
→  +1 ¡2 − 1¢ R2 () ()0R2 ()0R0
2
ΣR
2
 () 
Next, define the residual moment matrix Σˆ = −1P=1 ˆˆ0 where the
residuals are constructed using the IV estimator: ˆ = − ˆ−1 As shown
in the Appendix,
Σˆ → Σ (21)
and thenÃ
1

X
=1
−10+
!−1
⊗ Σˆ → +1 ¡2 − 1¢Ã R2 () ()0R2 ()0R0
2
ΣR
2
 ()
!
⊗Σ
giving a consistent estimator of the covariance matrix in (20). Thus, inference
about  may be conducted using the standard formula for the variance matrix
of ˆ that is ¡P=1 −10+¢−1 ⊗ Σˆ
4. The variance of the limit distribution (20) increases with  and is minimized for
 = 0 This is explained by the fact that the instrument + is most eﬀective
for −1 when  = 0 and the relevance of the instrument deteriorates as 
increases.
3. Co-explosive Cointegrated Systems
PM (2008) studied a triangular system with possibly co-explosive regressors. A sim-
pler version of this system, which will be suﬃcient to demonstrate our findings, is
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given by
 =  +  (22)
 =   = −1 +  (23)
 =
∙  0
0 
¸
   1 (24)
where  is an  × 2 matrix of cointegrating coeﬃcients,  is a bivariate vector of
co-explosive autoregressions initialized at 0 = 0 and  = (0 0)0 is a sequence of
independent, identically distributed (0Σ) random vectors with absolutely continuous
density, where
Σ =
∙ Σ 0
0 Σ
¸
(25)
is a positive definite matrix partitioned conformably with . The regressor  is
therefore uncorrelated with the system shocks 
PM noted that asymptotic behavior of the least squares estimator
ˆ =
Ã X
=1
0
!Ã X
=1
0
!−1
depends on the relationship between the regressors in (23), i.e. on the precise form
of the autoregressive matrix . When  has the form (24), so the regressors are
co-explosive, ˆ is consistent for  but has a degenerate mixed normal limiting
distribution with convergence rate 12. In particular, Theorem 2.3 of PM shows
that r 
2 − 1
³
ˆ −
´
⇒ 
³
0 ⊥ ( 0⊥Σ⊥)−1 0⊥ ⊗ Σ
´
= 
Ã
0 R

2
 () ()0R0
2
 ()0R0
2
ΣR
2
 () ⊗ Σ
!
(26)
where ⊥ = R
2
 ()  k ()k in the notation of the limiting rotation matrix (8)
given earlier. In proving (26), PM assumed that Σ has the block diagonal structure
(25), so that  is uncorrelated with  However, as shown in the Appendix, (26)
continues to hold when the covariance structure is given by
Σ =
∙ Σ Σ
Σ Σ
¸
 with Σ 6= 0 (27)
From this result, it would seem that co-explosive behavior in the regressors does
not cause an inconsistency, contrary to the VAR regression result (14) in Theorem 3.
However, suppose that  = −1 in (23), so that there is a simple time lag in the long
run structural relation. Such a lag has no eﬀect on conventional cointegration limit
theory. However, as we now demonstrate, in the context of co-explosive time series,
the impact of dynamic timing is considerable. Let the corresponding least squares
estimator of  when  = −1 be ˜ = ¡P=1 0−1¢ ¡P=1 −10−1¢−1 
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Theorem 4. In the model (22)-(24) with  = −1 and Σ is given by (27)
˜ −→ − 
2 − 1
 ()0R0
2
ΣR
2
 ()ΣR2 () ()
0R0
2
as →∞
Evidently, when there are co-explosive regressors, the critical factor in determining
consistency of least squares regression is the dynamic timing of the regression system
rather than independence (exogeneity) of the regressor in the system. As in the case
of vector autoregression, consistency in estimation can be accomplished by using 
as an instrument for −1 in the regression. This finding shows that weak exogeneity
in regression with explosive regressors can depend subtly on dynamic timing and
in a manner quite diﬀerent from stationary systems. Under the condition ( ) ∼
 (0Σ)  convention would dictate that −1 is weakly exogenous for  in the system
 = −1 +  but jointly dependent and correlated with  in the system  =
+  Curiously, however, in the presence of co-explosive regressors, least squares
is consistent in the system  = + but inconsistent in the system  = −1+
The explanation is the same as that for a VAR regression. In particular, the limiting
singularity in the sample moment matrix that is caused by co-explosive behavior
induces an endogeneity in the regressor −1 As before, dynamic timing plays a role
in the resulting endogeneity because upon transformation to resolve the eﬀects of
co-explosive behavior, the stationary component of the transformed regressor, which
is forward looking and depends on  is correlated with  when Σ 6= 0
4. Conclusions
Besides the intriguing nature of the inconsistency in co-explosive VARs and structural
systems, the limit distributions of the least squares estimates have some interesting
features. The supports of the limit distributions are bounded and the densities have
asymptotes at the boundary. In the VAR case, the limit distribution of the centred
(own) autoregressive estimator ˆ −  is an arc sine law and its support is on the
negative part of the real line. The finite sample distributions are bimodal with modes
that are close to the boundary asymptotes in the limit distributions. When the
explosive parameter → 1 the support of the limit distribution shrinks to the origin
and the least squares estimates are again consistent.
5. Proofs
We employ the notation  4  if  ≤  for some generic constant  whose value
may change according to location.
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Proof of Lemma 1. For part (i) we obtain
 °°− − ()°°2 = 
°°°°°X −
°°°°°
2
≤ sup
≥1
 kk2
X

−2 ¹ −2
so
P
≥1 k− − ()k2  ∞. By the Chebyshev inequality, this implies that− →  () as →∞ completely, and hence almost surely. The reader is referred
to Stout (1974) for the details of this standard argument.
Proof of Lemma 2. Choose a sequence ()∈N such that  →∞ and √→ 0
as →∞. By assumption, the sequence  = 1 {kk ≤ }where  =vec( −Σ),
is uncorrelated since, for any  6= ,
 ( 0 ) = vec
£ ( 0)−Σ2¤ = vec £ () ()−Σ2¤ = 0
Therefore,

°°°°°1
X
=1

°°°°°
2
=
1
2
X
=1
 kk2 ≤ 
2
 → 0
Also, uniform integrability (U.I.) of the sequence kk (equivalently U.I. of kk2,
guaranteed by (2)) implies that

°°°°°1
X
=1
1 {kk  }
°°°°° ≤ max1≤≤ k1 {kk  }k→ 0
Part (i) of the lemma follows since −1P=1  = −1P=1 1 {kk  }+−1P=1 .
In view of part (i), the approximation

°°°°°1
X
=1
 0+ − −2
−1X
=
−2
Ã
1

X
=1
0
!°°°°°→ 0 (28)
for any fixed  ≥ 0 is suﬃcient for part (ii). By (11) we can write
1

X
=1
 0+ = 
−2

X
=1
( X
=+
−−−20 +
Ã+−1X
=
−(−)
!Ã X
=+
−(−)0
!)

(29)
The second product of sums in (29) is uncorrelated in  so°°°°°1
X
=1
Ã+−1X
=
−(−)
!Ã X
=+
−(−)0
!°°°°°
2
=  ¡−12¢ 
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Also, °°°°°1
X
=1
X
=+
−−−20 − 1
X
=1
X
=+
−2(−)0
°°°°°
1
=  ¡−12¢ (30)
because when    the remainder can be written as
1

X
=1
X
=+
X
=+1
−−−20 = 1
−1X
=
−2
−X
=1
+
Ã−X
=1
−+
!0
and the Cauchy Schwarz inequality yields
1

−1X
=
−2
°°°°°
Ã−X
=1
−+
!
⊗
−X
=1
+
°°°°° ¹ 1
−1X
=
−2
⎧
⎨
⎩
°°°°°
−X
=1
+
°°°°°
2
⎫
⎬
⎭
12
=
1

−1X
=
−2 ©(− ) k+k2ª12
=  ¡−12¢ 
By (30) and (29) we obtain

°°°°°1
X
=1
 0+ − −2 1
X
=1
−X
=
−2+0+
°°°°°→ 0 (31)
Changing the order of summation in the double summand in (31),
1

X
=1
−X
=
−2+0+ = 1
−1X
=
−2
−X
=1
+0+
=
1

−1X
=
−2
Ã X
=1
0 −
X
=1
0
!

Since
°°°−1P−1= −2P=1 0°°°1 ≤ −1P∞=1 −2, (28) follows from (31).
For part (iii), using (10) to expand 1−1 and 2−1, it is easy to establish the
following rates of convergence for the elements of the matrix
P
=1 −10+ for each
fixed  ≥ 0: X
=1
1−11+ =  ¡2¢ (32)
max
( X
=1
1−12+
X
=1
2−11+
)
=  ()  (33)
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The asymptotic orders in (32) and (33) have been derived in PM for a more compli-
cated generating mechanism for . For the remaining element, using (10) and part
(ii), we obtain as →∞
1

X
=1
2−12+ =
µR
2

kk
¶0
1

X
=1
 0++1
µR
2

kk
¶
→ 
−−1
2 − 1
µ
R
2
 ()
k ()k
¶0
Σ
µ
R
2
 ()
k ()k
¶
 (34)
Hence, the asymptotic behaviour of the determinant of the matrix
P
=1 −10+ is
given by
 =
Ã X
=1
1−11+
!Ã X
=1
2−12+
!
−
Ã X
=1
2−11+
!Ã X
=1
1−12+
!
=
Ã X
=1
1−11+
!Ã X
=1
2−12+
!©
1 + ¡−1¢ª  (35)
Applying (35) to the inverse of the signal matrix and using (32), (33) and (34) we
obtainÃ
1

X
=1
−10+
!−1
=
1
−1
∙ P
=1 2−12+ −
P
=1 1−12+−P=1 2−11+ P=1 1−11+
¸
=
∙  (P=1 1−11+)−1 − (−2P=1 1−12+)
− (−2P=1 2−11+)  (P=1 2−12+)−1
¸
where the last equality holds up to 1 + (−1). Thus,Ã
1

X
=1
−10+
!−1
=
©
1 + ¡−1¢ª ∙  (−2)  (−) (−) (−1P=1 2−12+)−1
¸
(36)
and the result now follows from (34).
Proof of Lemma 3. We first give the proof under condition (i) of the lemma. For
each fixed  ≥ 0, let
 =
X
=
  = 1√++1 ⊗ 
and F  be the reverse filtration defined in (12). Then ( F  1 ≤  ≤ ) is a reverse
martingale array that can be reversed into a martingale array ( G  1 ≤  ≤ )
by letting
 = − and G = F− 
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since G =  (−  −+1 ) is now a (forward) filtration with respect to  and
−++1 is G−1-measurable for all  ≥ 0. The identities
−1X
=0
∆ =
−1X
=0
− =
X
=1
 = 1 (37)
then imply that the limit distribution of 1 can be derived by a standard martingale
CLT on
P−1
=0∆ , e.g. Corollary 3.1 of Hall and Heyde (1980). The conditional
variance of  is given by
−1X
=0
G−1
¡−0−¢ = 1
−1X
=0
−++1 0−++1 ⊗F−+1
¡−0−¢
=
1

X
=1
++1 0++1 ⊗Σ
→ 12 − 1Σ ⊗Σ
by Lemma 2 (ii) since  is fixed. To establish the Lindeberg condition note that,
by the Minkowski inequality, sup≥0 kk2  ∞ for the same   1 for which (2)
applies. This implies that
©kk2   ≥ 0ª is a uniformly integrable (U.I.) sequence.
Letting  = −  in the index of summation, the Lindeberg condition then takes the
form
X
=1
G−−1
³°°°°2 1©°°°°  ª´
≤ 1
X
=1
°°++1°°2 1n°°++1°°  14√oF+1 ¡kk2¢
+
1

X
=1
°°++1°°2F+1 ³kk2 1nkk  14√o´ 
Since F+1 ¡kk2¢ is constant in , the first term on the right converges to 0 in 1 by
U.I. of the sequence
©kk2   ≥ 0ª. Using the identity 1 = 1©°°++1°°  15ª+
1
©°°++1°° ≤ 15ª the second term is bounded by
1

X
=1
°°++1°°2 1©°°++1°°  15ªF+1 ¡kk2¢
+
25

X
=1
F+1
³
kk2 1
n
kk  14
√
o´

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As before, the first term on the right converges to 0 in 1. For the second term, the
Holder and the Chebyshev inequalities yield°°°°°25
X
=1
F+1
³
kk2 1
n
kk  14
√
o´°°°°°1 =
25

X
=1

³
kk2 1
n
kk  14
√
o´
≤ 
25

X
=1
 kk2  kk
2
12 = 
µ
1
110
¶

Under condition (ii) of the lemma,  is a martingale diﬀerence sequence and the
above argument does not apply in general. However, 1 can be approximated by a
martingale array as follows:
1 = 
√
X
=1
X
=++1
−(−) ( ⊗ ) = 
√
X
=+2
−−1X
=1
−(−) ( ⊗ )
=
√
X
=+2
−1X
=+1
− ( ⊗ −)
=  1√
X
=+2
Ã
 ⊗
∞X
=+1
−−
!
+ ¡−12¢  (38)
Clearly  = −12 ⊗P∞=+1 −− is an F martingale diﬀerence array with
X
=+2
F−1
¡0¢ = Σ ⊗ 1
X
=+2
∞X
=+1
−−−0−
= Σ ⊗
∞X
=+1
−2
Ã
1

X
=+2
−0−
!
+  (1)
=
−2
2 − 1Σ ⊗ Σ +  (1) (39)
by Lemma 2(i). Combining (38) with (39) yields the required asymptotic variance.
The Lindeberg condition can be established by an identical argument to part (i).
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Proof of Theorem 1. Using the representation  = 1kk
£R
2
¤ and (36)
with  = 0 we obtain
ˆ − =
X
=1
0−1
Ã X
=1
−10−1
!−1
=
1

X
=1
0−1
Ã
1

X
=1
−10−1
!−1
 0
=
⎡
⎣
Ã
− 1
X
=1
1−1
!

Ã
−1
X
=1
22−1
!−1
1

X
=1
2−1
⎤
⎦ 0
=
⎡
⎣
µ
1

¶

Ã
−1
X
=1
22−1
!−1
1

X
=1
2−1
⎤
⎦ 0
=
Ã
−1
X
=1
22−1
!−1Ã
1

X
=1
2−1
!
0
kkR
0
2
+  (1) (40)
since −−1P=1 1−1 =  ¡−−1P=1 0−1¢ and
sup

°°°°°−
X
=1
0−1
°°°°°2 ∞
Using (10) and (11) we can write
1

X
=1
2−1 = −1
X
=1
 0R2

kk
= −
Ã
−1 1
X
=1
0 + 1
X
=1

X
=+1
−(−+1)0
!
R
2

kk
→  − −1ΣR
2

kk +  (1) (41)
by Lemma 1, since uncorrelatedness of the sequence  yields

°°°°°1
X
=1
"Ã X
=+1
−(−+1)
!
⊗ 
#°°°°°
2
=
1
2
X
=1

°°°°°
X
=+1
−(−+1)
°°°°°
2
 kk2
= 
µ
1

¶

Combining (40) and (41) we obtain
ˆ − = −−1
"µR
2
 ()
k ()k
¶0 Σ
2 − 1
R
2
 ()
k ()k
#−1
ΣR

2
 ()
k ()k
µR
2
 ()
k ()k
¶0
+  (1)
= −
2 − 1

ΣR
2
 () ()0R0
2
 ()0R0
2
ΣR
2
 ()
by Lemma 1 and Lemma 2(ii).
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Proof of Theorem 2. For the limit density of ˆ define  = − 2121+21 with  =2−1
  and observe that  = −21 where
 =
∙ 1
2
¸
:=
∙ 12
¸ ¡21 + 22¢−12 (42)
is uniformly distributed on the sphere 0 = 1 (cf. Phillips, 1984). Using the repre-
sentation (1 2) = (cos − sin )  we have  = − cos2  and so
 = 2 cos  sin  = 2
µ−

¶12½
1− −
¾12
= 2 (− )12 ( +  )12 
A full range of values of 21 is accommodated by restricting the domain of  to the
subinterval [0 2]  Over this domain  is uniformly distributed with density 2  We
deduce that
 () = 2
¯¯¯¯ 

¯¯¯¯
=
1

1
(−)12 ( + )12
 for  ∈ (− 0) 
This density is that of an arc sine law and is shown in Fig. 1 for  = 104 and
 = 0078
Next, for the limit density of ˆ define  =  1221+21  Using (42) we have
 = 12 = − cos  sin  = − sin (2) 2
so that the Jacobian is
 =  cos (2) = 
½
1− 42
2
¾12
=
©2 − 42ª12 
Again we can restrict the domain of  to the subinterval [0 2] with density 2 , as
the Jacobian involves only 2 = 22122 and is therefore invariant to the sign of 12
It follows that the density of  is
 () = 2
¯¯¯¯ 

¯¯¯¯
=
2

1©2 − 42ª12  for  ∈
³
−
2
 
2
´

as stated.
Proof of Theorem 3. For any fixed  ≥ 0 orthogonality of the matrix  and
(36) yield, up to 1 + (−1),
ˆ − = 1
−X
=1
0+
Ã
1

−X
=1
−10+
!−1
 0
=
1

−X
=1
 [1+ 2+]
∙  (−2)  (−)
 (−) (−1P=1 2−12+)−1
¸
 0
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By computing the second moment of
P
=1  0++1 and of
X
=1
0+ = 
( X
=1

−1X
=1
−0 +
X
=1
0 +
X
=1

+X
=+1
−0
)
we obtain that
P
=1 2+ = 
¡12¢ and P=1 1+ =  (), which imply
that
ˆ − = 1
"
 ¡−¢ 12 P−=1 2+−1P−=1 2−12+ + (1) 12
#
 0 (43)
where 12 = (1 1)0. Hence, since =  (1) by Lemma 1, the IV estimator becomes
√
³
ˆ −
´
=
1√
−X
=1
2+
Ã
−1
−X
=1
2−12+
!−1 0
kkR
0
2
+
µ
1√
¶
=
1√
P−
=1  0++1
³R
2

kk
´³R
2

kk
´0
³R
2

kk
´0
1

P−
=1  0++1
³R
2

kk
´ +µ 1√
¶
= −+1 ¡2 − 1¢ 1√P=1  0++1
³R
2

kk
´³R
2

kk
´0
³R
2

kk
´0Σ ³R2 kk ´ (44)
+ (1)
by Lemma 2(ii). Define a sequence ()∈N by  = bc for some  ∈ (0 1) and let
 =
X
=1
− and +1 = 1√
−X
=+1
¡++1 ⊗ ¢  (45)
Then, since
P
≥1 k− −k2 ¹
P
≥1 bc  ∞ and ++1 ⊗  is an
uncorrelated sequence with bounded second moment
− − → 0
°°°°° 1√
−X
=1
¡++1 ⊗ ¢− ++1
°°°°°
2
2
= 
µ
1
1−
¶
 (46)
Therefore, Lemma 1 and Lemma 3 imply that  →  () and ++1 ⇒ 
where  is a 
³
0 (2 − 1)−1Σ ⊗ Σ
´
random vector. Moreover, in view of (45) and
uncorrelatedness of the sequence (),  () and  are uncorrelated random vectors.
20
Using (46), (44) yields
√vec
³
ˆ −
´
= −+1 ¡2 − 1¢
³R
2

kk
´³R
2

kk
´0 ⊗ 2³R
2

kk
´0Σ ³R2 kk ´ ++1 +  (1)
⇒ −+1 ¡2 − 1¢ R2 () ()0R02 ⊗ 2 ()0R0
2
ΣR
2
 ()  (47)
where, under the assumptions of Lemma 3,  is a 
³
0 (2 − 1)−1Σ ⊗Σ
´
random
vector uncorrelated with  ()  If, in addition, () is an independent sequence, 
is and  () are independent random vectors and the limit in (47) has the mixed
normal distribution given in (20).
Proof of (21). Using the identity ˆ = −
³
ˆ −
´
−1 for the residuals, the
estimator of Σ can be written as:
1

X
=1
ˆˆ0 = 1
X
=1
0 − 1
X
=1
0−1
³
ˆ −
´0 − 1 ³ˆ −´
X
=1
−10
+
1

³
ˆ −
´ X
=1
−10−1
³
ˆ −
´0  (48)
The consistency result in (21) will follow from Lemma 2(i) and
1

X
=1
ˆˆ0 = 1
X
=1
0 +
¡−12¢  (49)
To show (49), using the orthogonality of  and (43) we obtain³
ˆ −
´ X
=1
−10 =
³
ˆ −
´

X
=1
−10
=
1

"
 ¡−¢ 12P−=1 2+ + (12)−1P−=1 2−12+
#∙ P
=1 1−10P
=1 2−10
¸
=  (1) 2 + 1
³P−
=1 2+
´
(
P
=1 2−10)
−1P−=1 2−12+
=  ¡12¢ 2 (50)
since
P
=1 1−10 =  () by PM,
P
=1 2−10 =  () by (41) and
P−
=1 2+ = ¡12¢ by Lemma 3. This shows that the second and third terms of (48) have order
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 ¡−12¢. For the last term of (48), the identity
X
=1
−10−1 = 12 − 1
(
0 − 
X
=1
−10 − 
X
=1
0−1 −
X
=1
0
)

the fact that ˆ − =  ¡−12¢ and (50) imply that³
ˆ −
´ X
=1
−10−1
³
ˆ −
´0
=
1
2 − 1
³
ˆ −
´
0 0
³
ˆ −
´0
+ (2) 
Since  = (kk  0)0 =  (), (43) yields³
ˆ −
´
 = 1
¡−¢ kk 12 =  (1) 12
This shows that the last term of (48) has order  (−1) and establishes (49).
Proof of (26) when Σ 6= 0 . Letting  = ( 0)0, F =  ( −1 ) and
F  =  ( +1 ) and replacing  by  in the assumptions of Lemma 3, we can
show that
1√
X
=1
¡+1 ⊗ ¢⇒  µ0 12 − 1Σ ⊗ Σ
¶
(51)
where Σ and Σ are defined in (27). The proof of (51) is identical to the proof of
Lemma 3. Using (36) and proceeding as in the proof of Theorem 3, we obtain
√
³
ˆ −
´
=
Ã
1

X
=1
22
!−1Ã
1√
X
=1
2
!
0
kkR
0
2
+  (1)
= −
Ã
1√
X
=1
 0+1
! R
2
0R0
2
0R0
2
1

P
=1 +1 0+1R2 
= − ¡2 − 1¢Ã 1√
X
=+1
 0+1
! R
2
 0R02
 0R02ΣR2
+  (1)
where  = bc for some   0 as in the proof of Theorem 3. The proof then follows
by (51) and asymptotic mixed normality is ensured by the independence assumption
on the sequence .
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Proof of Theorem 4. Proceeding as in the proof of Theorem 3,
˜ − = 1
X
=1
0−1
Ã
1

X
=1
−10−1
!−1
=
Ã
−1
X
=1
22−1
!−1Ã
1

X
=1
2−1
!
0
kkR
0
2
+  (1)
= − [ +  (1)] ¡2 − 1¢Ã1
X
=1
 0
! R
2
 () ()0R0
2
 ()0R0
2
ΣR
2
 () (52)
by Lemma 2(ii). Using the identity  = −1
¡ + +1¢ we obtain
1

X
=1
 0 = −1 1
X
=1
0 + −1 1
X
=1
 0+1 → Σ (53)
since −1P=1  0+1 → 0 in 2. and the result follows by combining (52) and (53).
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