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GENERALIZED INFORMATION STRUCTURES AND THEIR
COHOMOLOGY
JUAN PABLO VIGNEAUX
Abstract. D. Bennequin and P. Baudot introduced a cohomological con-
struction adapted to information theory, called information cohomology, that
characterizes Shannon entropy through a cocycle condition. This text devel-
ops the relation between information cohomology and topos theory. We also
introduce several new constructions and results. First, we define generalized
information structures, as categories of finite random variables related by a
notion of extension or refinement; classical and quantum probability spaces
appear as models (representations) for these general structures. Generalized
information structures form a category with finite products and coproducts.
We prove that information cohomology is invariant under isomorphisms of gen-
eralized structures. Secondly, we prove that the relatively-free bar construction
gives a projective object for the computation of cohomology. Thirdly, we pro-
vide detailed computations of H1 for classical probabilities and describe the
degenerate cases. We establish the homological nature of Tsallis entropy, in-
troducing new modules for the coefficients. Finally, we re-interpret Shannon’s
axioms for a ’measure of choice’ in the context of this theory.
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1. Introduction
In his seminal paper on the mathematical foundations of communication, Claude
Shannon [18] defined the information content of a random variable X : (Ω,F) →
EX , taking values in a finite set EX , by the formula
(1.1) S1[X](P ) := −
∑
x∈EX
P (X = x) logP (X = x),
where P denotes a probability measure on Ω. The function S1 is called Shannon
entropy, Gibbs entropy or simply entropy. It measures the uncertainty of a mea-
surement: S1[X] is a concave function that attains its maximal value when the
probability is uniformly distributed on all possible outputs of X, and that vanishes
whenever the probability is completely concentrated on a particular output. The
function S1[X] only depends on the restriction of P to the events {X = x}; this is
locality in our probabilistic context.
In the presence of a second variable Y : (Ω,F)→ EY , such that |EY | <∞, one
can establish the identity
(1.2) S1[X,Y ] = S1[X] + S1[Y |X],
where S1[X,Y ] is the entropy of the joint variable (X,Y ), and S1[Y |X] is the
conditional entropy, defined as
(1.3) S1[Y |X] :=
∑
x∈EX
P (X = x)S1[Y ](P |X=x).
There is an strong resemblance between (1.2) and a cocycle condition in group
cohomology; this becomes more evident if we rewrite it as
(1.4) 0 = X.S1[Y ]− S1[XY ] + S1[X]
where XY stands for the joint variable, and X.S1(Y ) indicates conditioning seen
as an action of variables on functions.
Information theory and statistical mechanics make use of several generalizations
of entropy. For example, in 1967 Jan Havrda and Frantiˇsek Charva´t [11] introduced
the structural α-entropy: for α > 0, α 6= 1, it is given by the formula
(1.5) Sα[X](P ) = cα
( ∑
x∈EX
P (x)α − 1
)
,
where cα is some constant, positive if 0 < α < 1 and negative otherwise. Typical
choices satisfy
lim
α→1
(1− α)cα = 1;
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in this case, Sα[X] → S1[X] when α → 1 (cf. [2]). In this work, we shall take
cα =
1
1−α following [21]. The use of α-entropies in statistical mechanics has been
popularized by Constantino Tsallis, and the most common name for Sα is Tsallis
α-entropy.
Other notions of entropy have been introduced in information theory and sta-
tistical mechanics. An important example is the so-called generalized entropy of
degree α, also known as Tsallis α-entropy; it is defined for each α 6= 1 by
(1.6) Sα[X](P ) := cα
(
n∑
k=1
P (X = xk)
α − 1
)
,
where cα is some constant that depends on α, usually chosen in such a way that
Sα[X]→ S1[X] when α→ 1 [2]. This entropy also satisfies the relation (1.4), for a
modified action of the variables.
Baudot and Bennequin [1] formalized the cohomological nature of information,
already suggested by (1.4). The purpose of their work is to present a ‘theory
of shape’ related to information theory. This is done recurring to topos theory,
developed by Grothendieck, Verdier, Artin and their collaborators as a tool for
algebraic geometry. The theory provides a setting to apply in the future other
geometrical or topological methods. The following paragraphs summarize the main
constructions.
Each variable X define a partition of Ω by sets {X = xi} := {ω ∈ Ω |X(ω) =
xi }. In this sense, X allows certain discrimination between elementary outputs
ω ∈ Ω. We consider as equivalent two variables associated to the same partition,
and we use both terms as equivalent. Some variables give partitions that are a
refinement of another. Finite partitions of Ω form a category O(Ω), where an
arrow pi : X → Y means that X refines Y ; in fact, pi can be implemented as a
surjection, in such a way that each set y ∈ Y is the union of sets in pi−1(y) ⊂ X.
The joint of two variables (X,Y ) : Ω → EX × EY , ω 7→ (X(ω), Y (ω)) gives a new
partition finer than those of X or Y . In fact, XY := (X,Y ) correspond to the
categorical product of X and Y in O(Ω).
An information structure S is, by definition, a full subcategory of O(Ω) that is
supposed to have between its objects the trivial partition 1 := {Ω} and the product
Y Z for each couple of variables Y and Z that are refined by a third variable X.
These categories play a fundamental role in the geometrical constructions that
follow. The definition implies that each set SX of variables refined by X is a
monoid. Let AX be the algebra generated by SX over R; since SY ↪→ SX for
X → Y , the functor X 7→AX is a contra-variant functor. Such functors are known
as presheaves in the geometric literature.
Probabilities come as a functor Q : S → Sets that associates to each partition
X a simplicial subcomplex QX of the simplex
(1.7) ∆(X) =
{
p : X → [0, 1] ∣∣ ∑
x∈X
p(x) = 1
}
.
To each arrow of refinement pi : X → Y , there corresponds an operation called
marginalization, pi∗ : QX → QY , given by
(1.8) ∀y ∈ Y, pi∗p(y) =
∑
x∈pi−1(y)
p(x).
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We denote by F (QX) the vector space of measurable functions on QX . It accepts
an action of AX , parameterized by α ≥ 0: for a variable Y in SX , with values in
EY , and f ∈ F (QX), the new function Y.f is given by
(1.9) (Y.f)(P ) =
∑
y∈EY
P (Y = y)αf(P |Y=y).
This means that F (QX) is a AX -module, denoted Fα(QX). In fact, under the
terminology introduced in the next paragraph, Fα(Q) : X 7→ Fα(QX) is a presheaf
of A-modules.
Grothendieck [9] defined abelian categories and derived functors as a general
ground for homological algebra. Essentially, an abelian category has an appropriate
notion of kernel and cokernel, and it allows the introduction of homological algebra
mimicking the case of modules. A presheaf of A-modules is a functor F from Sop
to the category of abelian groups, such that each F (X) has the structure of an
AX -module, functorially in X. These presheaves and the natural transformations
between them form an abelian category, that we denote Mod(A). Moreover, in this
abelian category it is possible to define right derived functors for Hom(−, A) (where
A is a fixed sheaf of A-modules); this derived functors are called Extn(−, A) and
they are cohomological functors: for an exact sequence 0→ X ′ → X → X ′′ → 0 of
sheaves, they induce a long exact sequence
(1.10)
0→ Hom(X ′, A)→ Hom(X,A)→ Hom(X ′′, A)→ Ext1(X ′, A)→ Ext1(X,A)→ ...
as in the basic cases of singular or cellular cohomology.
Given an information structure S, the associated ‘information topos’ is the cat-
egory of presheaves on the ringed site (S,A). We are particularly interested in
the abelian category of A-modules, since information functions appear there as
generators of cohomology classes, as we describe now. In Section 3.2, information
cohomology with coefficients in F is defined as
(1.11) Hn(S, F ) := Extn(RS, F ),
where RS is the sheaf that associates to every X ∈ Ob(S) the set R with trivial
AX action (i.e. for all Y ∈ SX and all r ∈ R, Y.r = r). Using the bar resolution
construction (see Section 3.3), this is reduced to compute the cohomology of a
differential complex {Cn(F ), δ}n≥0. When F = Fα(Q), each element f ∈ Cn
corresponds to a collection of measurable functions
(1.12) { fX [X1|...|Xn] : QX → R |X ∈ Ob(S) and {X1, ..., Xn} ⊂ SX };
these functions are subject to a condition called joint locality:
(1.13) fX [X1|...|Xn](PX) = fX1···Xn [X1|...|Xn]((X1 · · ·Xn)∗PX).
where (X1 · · ·Xn)∗PX denotes the marginalization corresponding to the arrow X →
X1 · · ·Xn. The map δ is given by
(1.14) δf [X1|...|Xn+1] = X1.f [X2|...|Xn+1] +
n∑
k=1
(−1)kf [X1|...|XkXk+1|...|Xn]
+ (−1)n+1f [X1|...|Xn]
and it is known as Hochschild coboundary.
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All the structures that we have described are already present in [1] (for α = 1),
where it is claimed that, under some connectivity hypotheses, H1(S, F1(Q)) is one
dimensional and generated by Shannon/Gibbs entropy. The first goal of our work
is to fill some gaps in the proof of this statement; generalizing the conditioning
action, with the introduction of α > 0, we are also able to find Tsallis entropy in
cohomology.
We review the standard construction of the relative bar resolution and prove
(Proposition 3.5) that, in fact, it gives a projective resolution in Mod(A); this de-
pends on the conditional existence of products in the definition of an information
structure. Therefore, the cohomology of {Cn(F ), δ}n≥0 coincides with Ext•(RS, F ).
Proposition 4.10 establishes the minimal hypothesis under which the cocycle equa-
tions have a unique solution. We also make explicit the notion of connectivity
introduced in [1, p. 3273], defining an appropriate notion of non-degenerate prod-
uct between two variables (see Section 4.5).
In general, H1(S, Fα(Q)) depends on the minimal objects of S: those partitions
not refined by others. If each of these partitions can be written as non-degenerate
products, then Proposition 4.13 establishes that
H1(S, F1(Q)) =
∏
c∈pi0(S∗)
R · S(c)1(1.15)
H1(S, Fα(Q)) =
 ∏
c∈pi0(S∗)
R · S(c)α
 /R · Sα (when α 6= 1)(1.16)
where c represents a connected component of S∗ —the category S without its
terminal object— and
(1.17) S(c)α [X] =
{
Sα[X] if X ∈ Ob(c)
0 if X /∈ Ob(c)
On the other hand, if some of the minimal objects of S is irreducible (it cannot be
written as a non-trivial product), the group H1(S, Fα(Q)) has infinite dimension;
Proposition 4.15 makes this precise.
All the constructions (and consequently all the proofs) are local, in the sense
that, over each partition X in Ob(S), we just consider laws on the quotient Ω/X
and functions of them. This suggest that Ω is not essential and we could replace
a concrete information structure S ↪→ O(Ω) by an abstract information struc-
ture: a category whose objects are finite sets (that represent possible outputs of
a variable, or the quotients Ω/X) and whose morphisms are surjections (supposed
non-injective), as a natural analog to refinements. For example, this point of view
is adopted by Gromov at the beginning of [8], where the probability space is seen
as an emergent object. We pursue this idea in Section 2.2, laying the appropriate
axiomatization for such abstract information structures in Definition 2.6; the ax-
ioms recover the multiplicative structure of partitions, absent in [8]. An abstract
structure can have different concrete incarnations as partitions of some set Ω, that
we call ‘model’. Information cohomology just depends on the abstract structure
(see Corollary 4.4). In the category of abstract information structures, finite prod-
ucts and coproducts exists, and their have models whenever their factors have too,
as shown in Proposition 2.15.
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In Section 5.1, we make some remarks about Shannon’s axiomatic characteriza-
tion of entropy. In fact, (1.4) interpreted as a general expression for the third axiom
proposed by Shannon (recurrence formula), along with the supposed measurability
of information, turn out to be sufficient to characterize entropy. We do not need
additional symmetry hypotheses or recurrence properties. The definition of infor-
mation cohomology gives an interpretation of entropy in the context of extensions
of algebras.
In [23], we have shown that the multiplicative relations between the multinomial
coefficients, considered asymptotically, imply that S1 is a 1-cocycle, which gives
a combinatorial interpretation for the cocycle condition. Even if the argument is
simple and based on the insights of type theory, we are not aware of other text
where this link is made explicit. These results also make sense for α = 2, if the
usual multinomials are replaced by their q-deformation.
Finally, Section 6 extend the notion of model to the quantum setting, and ex-
plains how the general constructions of Sections 2 and 3 are compatible with the
computations in [1], where it is proved that Von Neumann’s entropy
(1.18) S(ρ) = Tr (−ρ log2 ρ) .
is a 0-cocycle, whose coboundary is Shannon’s entropy.
2. Information structures
2.1. Random variables and probabilities. Let Ω be a set representing the col-
lection of all possible ‘elementary outcomes’ of a given experience. For us, a random
variable is a function on Ω taking values in a measurable space (EX ,EX); in ap-
plications, this is usually (Rn,B(Rn)) or a finite set E with the σ-algebra P(E).1
Random variables are also called observables, and they represent things that we
can measure. Throughout this work, we suppose that each random variable takes
a finite number of different values, EX = {x1, ..., xn}; to emphasize this we talk
sometimes about finite random variables. Accordingly, we set (EX ,P(EX)) as
codomain of X, and we drop P(EX) from the notation. The collection of sub-
sets {ω ∈ Ω |X(ω) = x } ⊂ Ω, for x ∈ EX , form a partition of the space Ω.2
Conversely, to any finite partition {Ω1, ...,Ωn} of Ω, one can associate a random
variable
∑n
i=1 aiχΩi , where χΩi denotes the indicator function and the numbers
{a1, ..., an} ⊂ R (or any ring) are all different. Two such random variables can
differ in the values they take, but both are equally good to “discriminate” between
elementary outcomes. Two random variables will be equivalent for us if they de-
fine the same partition of Ω; random variable and partition will be interchangeable
terms.
1It is common to fix a σ-algebra F over Ω and define a random variable as a function X :
(Ω,F) → (EX , E) that is F/E-measurable, i.e. for all S ∈ E, X−1(S) ∈ F. Here, we take a
different point of view: an arbitrary function X to a measurable space defines a σ-algebra σ(X)
on Ω.
2In the sequel, {ω ∈ Ω |X(ω) = x } is simply written {X = x}.
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Every finite random variable X defines an algebra of sets over Ω,3 whose atoms
are the elements of the finite partition defined by X. This is usually called the
algebra induced by X, we shall denote it σ(X). When σ(Y ) ⊂ σ(X), we say that
σ(Y ) is coarser than σ(X), or even that Y is coarser than X; alternatively, σ(X)
is finer than σ(Y ) or refines σ(Y ).
We define now a category O(Ω) of finite observables, whose objects are all the
finite partitions of Ω. There is an arrow between two objects X and Y , given
by a surjection pi : X → Y , each time that Y is a refinement of X (this means,
σ(Y ) ⊂ σ(X)); each subset B ∈ Y equals ∪A∈pi−1(B)A. In this case, X discriminates
better between elementary outcomes. The category O(Ω) has a terminal element:
the trivial partition 1 := {Ω}. When Ω is finite, it also has an initial element: the
partition by points, that we denote by 0. The categorical product X × Y of two
partitions X and Y is the coarsest partition that refines both.
Given two random variables X : Ω → (EX ,EX) and Y : Ω → (EY ,EY ), we can
form the joint variable (X,Y ) : Ω→ (EX × EY ,EX ⊗ EY ). The algebra
(2.1) EX ⊗ EY := σ({A×B |A ∈ EX and B ∈ EY }),
is called the product (σ-)algebra (cf. [4]). The partition generated by (X,Y )
is X × Y . For convenience, we set XY := (X,Y ) = X × Y . This product is
commutative and associative. Moreover, every element X is idempotent (XX = X)
and satisfies 0X = 0, 1X = X.
Definition 2.1. A (concrete) classical information structure S is a full
subcategory of O(Ω) that satisfies the following properties:
(1) The partition 1 is in Ob(S).
(2) for every X,Y, Z in Ob(S), if X → Y and X → Z, then Y Z belongs to S.4
A big family of examples can be obtained as follows: let Ω be a set and Σ =
{Si : Ω → Ei | 1 ≤ i ≤ n } an arbitrary collection of finite variables. Any subset
I := {i1, ..., ik} of [n] = {1, ..., n} defines a new partition by means of the product
already described, SI := Si1 · · ·Sik ; by convention, S∅ := 1. Let W (Σ) be the
full subcategory O(Ω) with objects {SI | I ⊂ [n]}. Since W (Σ) contains all the
products by construction, it is an information structure. Algebraically, W (Σ) has
the structure of a commutative idempotent monoid, with identity 1.
Suppose now that Ω =
∏
i∈[n]Ei, where |Ei| ≥ 2 for all i, and Si : Ω→ Ei is the
i-th canonical projection (i = 1, ..., n). Under these assumptions, SI 6= SJ , as par-
titions, whenever I 6= J , and SI → SJ implies that J ⊂ I.5 In consequence, there
is an injection ι : ∆([n])→ Ob(W (Σ)), I 7→ SI , where ∆([n]) denotes the abstract
simplex of dimension n− 1 (see Appendix A). Let K be a simplicial subcomplex of
3An algebra of sets F over a set Ω is a collection of subsets of Ω such that:
(1) ∅ and Ω are in F;
(2) F is closed complementation: if A ∈ F, then Ac := Ω \A ∈ F;
(3) F is closed under finite unions: given any A,B ∈ F, one has A ∪B ∈ F.
When the algebra is finite, its elements are all the possible unions of its minimal sets —in the
sense of inclusion—, called atoms; the atoms are said to generate the algebra.
4It would be simpler to take S cartesian. But we already know that, in quantum mechanics,
some measurements are incompatible. We would like to describe the classical and quantum cases
with the same axioms; in the classical case, this just adds flexibility.
5Proof: for any I ⊂ [n],
σ(SI) = {S−1I (A) | A ∈
⊗
i∈I
Ei}
8 JUAN PABLO VIGNEAUX
S1
S2
S3
S1S3
S2S3S1S2
S1S2S3
Figure 1. Identification of ∆([3]) as the non-trivial part of
W (S1, S2, S3). We have depicted also the barycentric subdivision,
that has one point for each variable.
∆([n]); by ι, it determines a full subcategory of W (Σ), to which we adjoin S∅ as a
terminal object, constructing this way a new category S(K), that is an information
structure too. In fact, diagram
SJ ← SI → SL,
means that J and L are faces of I (for this, we need |Ei| ≥ 2; see Remark 2.3
bellow); therefore, J ∪ L is also a face of I, that belongs to K by the simplicial
condition; I ∪ J ∈ K implies that SI∪J = SISJ ∈ Ob(S(K)).
Example 2.2. Take Ω = {0, 1}3, and consider the projections Si : Ω→ {0, 1} such
that (x1, x2, x3) 7→ xi, for i ∈ {1, 2, 3}. Taking all the possible joint variables, we
obtain the monoid depicted in Figure 2.1. However, if we forbid the maximal face
S1S2S3, we obtain a new information structure, which is not a monoid. This could
be linked to physical constraints related to measurements.
Remark 2.3. Bennequin and Baudot [1] define the structures S(K) for any collec-
tion of finite variables Σ := {Si : Ω → Ei | 1 ≤ i ≤ n }. However, these structures
do not satisfy in general the axiom (2) above: for instance, let Ω be {0, 1}2; Xi,
the projection on the i-th component (i = 1, 2), and X3 = {{(0, 0)}, {(0, 0)}c}.
Define K as the simplicial subcomplex of ∆([3]) with maximal faces {{1, 2}, {3}}.
The product X1X2 is the atomic partition, that refines all the others, while some
products (like X1X3) are not in S(K).
A probability law on (Ω,F), F finite, is a function P : F→ [0, 1] such that:
(1) P (Ω) = 1.
(2) Given a collection of disjoint sets {A1, ..., An} ⊂ F,
(2.2) P
(
n⋃
i1
Ai
)
=
n∑
i=1
P (Ai).
and every set S−1I (A) has the form
∏
i∈[n] Fi with Fi = Ei whenever i 6∈ I. If J 6⊂ I, say j∗ ∈ J \I,
then in general Sj∗(S−1J (A)), with A ∈
⊗
j∈J Ei, will differ from Ei, proving that S
−1
J (A) is not
in σ(SI).
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This property is called additivity.
We denote by ∆(F) the set of all possible laws on (Ω,F). Suppose F has N
atoms, say {a1, ..., aN}; then, probability laws in (Ω,F) can be identified with
functions p defined on the atoms, such that
∑N
i=1 p(ai) = 1. In this sense, ∆(F)
is a simplex embedded in RN ; as such, can be considered a measurable space in
itself (this is important in Section 4.1). For convenience, we identify each vertex δi
of ∆(F) with the corresponding atom ai, such that δi(ai) = 1. The measure δi is
called the Dirac (δ-)measure on ai. More generally, we shall consider a simplicial
subcomplex of ∆(F), denoted by QF.
Classically, the law of a random variable X : (Ω,F,P) → (EX ,E) is the image
measure X[P] = P ◦ X−1 : E → 1. For a law is completely determined by the
restriction of P to σ(X), the set ∆(σ(X)) contains all possible laws for X. Given
pi : X → Y inO(Ω), define the application pi∗ : ∆(σ(X))→ ∆(σ(Y )) that associates
to any law P on (Ω, σ(X)) a new law pi∗P on (Ω, σ(Y )) given by
(2.3) pi∗P (BY ) = P (BY ), for all BY ∈ σ(Y ) ⊂ σ(X).
This is called marginalization by Y . We write Y∗ instead of pi∗ when pi is clear
from the context. Explicitely, for each y ∈ Y ,
(2.4) pi∗P (y) =
∑
x∈pi−1(y)
P (x).
Proposition 2.4. Let X,Y be variables on Ω, pi : X → Y . If QX is a simplicial
subcomplex of ∆(σ(X)), then pi∗QX is a simplicial subcomplex of ∆(σ(Y )).
Proof. Remark that pi∗ sends the convex combination P =
∑
x∈EX λ(x)δx to the
convex combination pi∗P =
∑
y∈Y
(∑
x∈pi−1(y) λ(x)
)
δy. Let σ be a simplex of QX ,
with vertices {δx1 , ..., δxn}. Each xi refines the corresponding atom pi(xi) ∈ Y ;
clearly, pi∗(δxi) = δpi(xi). Let {y1, ..., ym} be the set of images of {x1, ..., xk} under
pi. The map pi∗ sends convex combinations of {δx1 , ..., δxn} to convex combinations
of {δy1 , ..., δyk}, and hence the simplex σ = [δx1 , ..., δxn ] to the simplex [δy1 , ..., δyk ].
Given a face ρ with vertices V ⊂ {δy1 , ..., δyk}, there is a corresponding face σ′ of
σ with vertices pi−1(V ) ∩ {δx1 , ..., δxn}, that is necessarily in QX by the definition
of simplicial complex, and pi∗(σ′) = ρ, showing that ρ is in pi∗QX . 
Given an information structure S, a probability functor Q : S → Sets is a
rule that assigns to each variable X ∈ Ob(S) a simplicial subcomplex of ∆(σ(X)),
denoted simply QX , and to each arrow of refinement pi : X → Y , the simplicial
mapping Q(pi) : QX → QY given by the marginalization P 7→ pi∗P .
Proposition 2.4 shows that we can obtain examples in a standard way: given a
measurable space (Ω,F) with F finite, and a family of measurable functions on it
(forming an information structure), fix initially a subcomplex QF of ∆(F) and, for
each variable X, define QX := X∗QF ⊂ ∆(σ(X)).
Another fundamental operation is conditioning. Let X : (Ω,F) → EX be a
random variable, P a law of ∆(F) and P (X = x) 6= 0 for certain x ∈ EX . Then,
it is possible to define a new probability law P |X=x on (Ω,F), called conditional
law and given by
(2.5) P |X=x(B) ≡ P (B|X = x) := P (B ∩ {X = x})
P (X = x)
.
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Proposition 2.5. With the previous notation, if P belongs to a simplicial subcom-
plex Q of ∆(F) and P (X = x) > 0, the law P |X=x also belongs to Q.
Proof. Suppose that the minimal face σ that contains P has vertices V = {δa1 , ..., δak}
(maybe just one): this means that P (a) > 0 for all a ∈ V and P (a′) = 0 for all
other atom a′. The set V ′ := {a atom of F | P (a ∩ {X = x}) > 0} is contained in
V , because P (a∩{X = x}) ≤ P (a). The minimal face that contains P |X=x is that
of vertices V ′, which is a face of σ, and therefore contained in Q. 
A probability family Q and a information structure S are mutually adapted,
if the conditioning of any law in Q by an element of S belongs to Q. In particular,
simplicial families are adapted: if X is any variable coarser than Y and QY is
simplicial complex, Proposition 2.5 (applied to F = σ(Y ) and Q = QY ) implies
that P |X=x belongs to QY (when it is well defined).
2.2. Category of information structures. To some extent, the determination
of a probability space Ω on which random variables can be defined seems arbitrary.
For example, suppose that we want to study the tossing of a die. As we know
in advance that there are six possible outcomes, it seems natural to choose Ω =
{1, 2, 3, 4, 5, 6}. However, we could equally well define Ω = [1, 7) with the algebra of
sets generated by {[j, j + 1) : j = 1, ..., 6} and associate each interval [j, j + 1) with
the result “observe j dots”. This example is discussed by Doob [5], who adds: “[The
natural objection that the model is] needlessly complicated, is easily refuted. In
fact, ’needlessly complicated’ models cannot be excluded, even in practical studies.
How a model is setup depends on what parameters are taken as basic. [...] If,
however, the die is thought as a cube to be tossed into the air and let fall, the
position of the cube in the space is determined by six parameters, and the most
natural Ω might well be considered to be the twelve dimensional space of initial
positions and velocities.”
In practice, random variables (also called “observables”) correspond to measure-
ments. Empiricism postulates that knowledge is given by all the possible physical
measurements. What we know are possible outcomes of experiments —already con-
strained by the limitations of our experimental devices— and possible probabilities
of each outcome. A particular law can be interpreted as the current state of knowl-
edge (bayesianism), but this state is susceptible to vary within a given set defined
by physical and logical constraints. Given a family of commuting observables, we
can pick a measurable set Ω as a model that allow us to treat observables as con-
crete measurable functions on Ω.6 The existence of such a space can be linked to
the common belief in reality, a unified underlying structure that accounts for all our
observations. However, the probabilistic properties of the observables should not
depend on the particular model that has been chosen. As Terence Tao [20] says:
“sample [probability] spaces (and their attendant structures) will be used to model
probabilistic concepts, rather than to actually be the concepts themselves.” 7
6When observables do not commute, this is not possible. In this case, the underlying space H
is defined as a Hilbert space and observable values appear as the spectrum of hermitian operators
on H.
7Terence Tao defines an extension of a probability space (Ω,B, P ) by (Ω′,B′, P ′) as a sur-
jective map pi : Ω′ → Ω which is measurable and probability preserving (P ′(pi−1(E)) = P (E) for
every E ∈ B). Then he proposes the following principle: probability theory studies concepts and
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Doob’s example can be rephrased as follows: there is a variable X taking six
possible values { , , , , , }, and this variable can be implemented as a cat-
egory of partitions for multiple sets Ω. In any case, the corresponding concrete
information structure will give the surjection of partitions
(2.6) { , , , , , } → {∗}.
More generally, given two finite observables X and Y , a surjection pi : EX → EY
between their possible outcomes says that the event of observing y ∈ EY (usually
denoted {Y = y}) is compatible with the events {X = x} for x ∈ pi−1(y), and only
with them. In other words, {Y = y} if and only if ∨x∈pi−1(y){X = x}.8
As Gromov in [8], we want to approach measurements from a categorical point of
view and consider the underlying space Ω as an emerging object. While he simply
considers surjections between finite sets, we are forced to introduced axiomatically
the additional structure concerning products. These generalized structures have
several advantages: on one hand, they provide common basis for classical and
quantum information; on the other, they form a category with well defined products
and coproducts (see Proposition 2.8).
Definition 2.6. A (generalized) information structure is a couple (S, E), where
S (‘the variables’) is a small category and E : S → Sets (‘the values’) is a functor,
such that
(1) S has a terminal object, denoted 1;
(2) S is a partially ordered set (poset); 9
(3) The nerve of S has finite dimension; 10
(4) for objects X,Y, Z ∈ Ob(S), if Z → X and Z → Y , then the categorical
product X ∧ Y exists;
(5) E(1) ∼= {∗};
(6) for every arrow pi : X → Y such that X 6= Y , the map pi∗ := E(pi) :
E(X)→ E(Y ) is a strict surjection (|E(X)| > |E(Y )|);
(7) for every diagram X X ∧ Y Ypi σ in S, there is an injection
E(X∧Y ) ↪→ E(X)×E(Y ), z 7→ (x(z), y(z)), such that, for all z ∈ E(X∧Y ),
pi−1∗ (x(z)) ∩ σ−1∗ (y(z)) = {z};11
(8) for all X ∈ Ob(S) and for all x ∈ E(X), there exists an element s(x) ∈
limE such that piE(X)(s(x)) = x.
To make sense of the last axiom, recall that
(2.7) limS := Hom[S,Sets](∗, E),
performs operations which are invariant under extension of the underlying sample space. The ar-
rows of information categories correspond to an enlarged notion of extension, where probabilities
are allowed to vary.
8If A and B are events, A∨B means “the event that A holds or B holds”. We prefer to avoid
set-theoretic notation. See Tao [20].
9If A and B are different objects, Hom(A,B) has at most one element; if A 6= B and A→ B,
then B 6→ A.
10In this work, we are interested in the information theory of finite random variables and finite
dimensional quantum systems.
11Equivalently, for every (x, y) ∈ E(X)× E(Y ), |pi−1∗ (x) ∩ σ−1∗ (y)| ≤ 1.
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where [S,Sets] is the category of functors from S to sets and ∗ is the functor that
associates to each object a one-point set. It is well known that
(2.8)
limS ∼=
 (sZ)Z∈Ob(S) ∈ ∏
Z∈Ob(S)
E(Z)
∣∣E(piY X)(sX) = sY for all piY X : X → Y
 .
The requirements imposed on (sZ)Z∈Ob(S) in Equation (2.8) are referred hereafter
as ‘compatibility conditions’. We denote the restriction of each projection piE(X) :∏
Z∈Ob(S)E(Z) → E(X) to limE by the same symbol. We interpret the limit as
all possible combinations of compatible measurements. Therefore, the last axiom
asks for certain minimality of the model: just consider the values that are actually
part of a family of compatible measurements.
All concrete classical information structures S, as defined in Section 2.1, are
examples of generalized information structures (forget the inclusion in O(Ω), and
take the identity functor for E). In the general case, we still call X ∈ Ob(S) a
partition (also: variable, observable) and the elements in E(X) —sometimes written
EX to simplify the notation— are interpreted as the elements of this partition
(or the possible values of the variable). In general, we can transfer to general
information structures all the notations and notions from the previous sections.
For example, the set-notation {X = x} simply means “the element x contained in
E(X)” and {X = x, Y = y} should be interpreted as the element z of E(X ∧ Y )
mapped to x by E(X ∧ Y ) → E(X) and to y by E(X ∧ Y ) → E(Y ) (if such z
does not exist, write {X = x, Y = y} = ∅); the uniqueness of z is guaranteed by
axiom (7). As before, we write XY := X ∧ Y and refer to this as the product of
observables.
The definition of W (Σ) introduced in Section 2.1 is more natural in this context.
Let I be a finite set, and ∆(I) be the category of subsets of I, with arrows I →
J whenever J ⊂ I. Set S = ∆(I). Let E({i}) ≡ Ei be arbitrary sets such
that |Ei| ≥ 2, and associate to I =
∧
i∈I{i} the product
∏
i∈I Ei; the surjections
E(pi) : E(I) → E(J), for pi : I → J are the canonical projectors. There is no
need to consider all the abstract simplicial complex ∆(I), S could be a simplicial
subcomplex K of ∆(I); we obtain this way the corresponding structure S(K).
Let us introduce the functor ∆ : S → Sets, that associates to each X ∈ Ob(S)
the set
(2.9) ∆(X) := { p : EX → [0, 1] |
∑
x∈EX
p(x) = 1 },
of probability laws for X, and to each arrow pi : X → Y the natural collapsing map
(2.10) ∀P ∈ QX , ∀y ∈ EY ∆(pi)(P )(y) =
∑
x∈pi−1∗ (y)
P (x).
More generally, a probability functor Q on an information structure (S, E) is a
functor Q : S → Sets such that, for every X ∈ Ob(S), the set QX is a subcomplex
of ∆(X) and each arrow pi : X → Y is sent to Q(pi) = ∆(pi)|QX , written simply pi∗
or even Y∗ to simplify the notation.
We adopt the probabilistic notation, in the following sense: if X,Y ∈ Ob(S),
piY X : X → Y in S, PX ∈ QX , and for y ∈ E(y), the notation PX(Y = y) means
P (piY X
−1
∗ (y)) = piY X∗P (y); similarly, if Y X Z
piYX piZX is a diagram in S,
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the notation PX(Y = y, Z = z) ≡ PX({Y = y} ∩ {Z = z}) means PX(piY X−1∗ (y) ∩
piZX
−1
∗ (z)), which equals PX(〈piY X , piZX〉−1∗ (w(y, z))) for the unique w(y, z) sent to
(y, z) by the injection in Definition 2.6-(7). Conditioning is carried out as before.
We say that the functor Q is adapted if it is stable by conditioning.
Even if the axiom (4) in the previous definition is the obvious analogue of the
conditional existence of products imposed in Section 2.1, only (7) allows us to
recover the good properties of the product of partitions. See the proof of Proposition
4.1.
Information structures form a category.
Definition 2.7. Given two structures (S, E), (S′, E′), a morphism φ = (φ0, φ#) :
(S, E) → (S′, E′) between them is a functor φ0 : S → S′ and a natural transfor-
mation φ# : E ⇒ E′ ◦ φ0, such that
(1) φ0(1) = 1;
(2) if X ∧ Y exists, then φ0(X ∧ Y ) = φ0(X) ∧ φ0(Y );
(3) for each X ∈ Ob(S), the component φ#X : E(X) → E(φ0(X)) is a surjec-
tion.
Given φ : (S, E)→ (S′, E′) and ψ : (S′, E′)→ (S′′, E′′), their composition ψ ◦ φ is
defined as (ψ0 ◦ φ0, ψ# ◦ φ# : E ⇒ E′′ ◦ ψ0 ◦ φ0) (it is easy to verify that ψ ◦ φ is
also a morphism). If there is no risk of ambiguity, we write φ instead of φ0.
We denote by InfoStr the category of information structures and its morphisms
in the sense just defined.
Note that, if X ∧ Y exists, then φ0(X ∧ Y )→ φ0(X) and φ0(X ∧ Y )→ φ0(X),
and thus the product φ0(X) ∧ φ0(Y ) exists too, in virtue of Definition 2.6-(4).
The definition of products and coproducts of information structures is one of
the main motivations for the generalized setting. It allows a natural formulation of
Proposition 4.13.
Proposition 2.8. The category InfoStr has finite products and coproducts.
Proof. Products: Given information structures (S1, E1) and (S2, E2), we define a
new category S whose objects all the couples 〈X1, X2〉 with Xi ∈ Ob(Si) (i = 1, 2);
we include an arrow 〈pi1, pi2〉 : 〈X1, X2〉 → 〈Y1, Y2〉 whenever pii : Xi → Yi in
Si (i = 1, 2). Introduce also a functor E : S → Sets, such that E(〈X1, X2〉) =
E1(X1) × E2(X2), and E(〈pi1, pi2〉) = E1(pi1) × E2(pi2). The couple (S, E) is an
information structure:
• S is a small category, with terminal object 〈1S1 ,1S2〉;
• if the dimension of Nerve(Si) is Ni (i = 1, 2), the dimension of Nerve(S) is
NiNj ;
• S is a poset: for 〈X1, X2〉 6= 〈Y1, Y2〉,
Hom(〈X1, X2〉, 〈Y1, Y2〉) 6= ∅ ⇔ X1 → Y1 and X2 → Y2
⇔ Y1 6→ X1 or Y2 6→ X2
The last equivalence, because both arrows cannot be identities. Therefore,
Hom(〈Y1, Y2〉, 〈X1, X2〉) = ∅;
• Given 〈X1, X2〉, 〈Y1, Y2〉 and 〈Z1, Z2〉 such that 〈X1, X2〉 → 〈Y1, Y2〉 and
〈X1, X2〉 → 〈Z1, Z2〉, then Yi Xi Zi
piYi piZi in Si (i = 1, 2). By
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the conditional existence of products in Si, Yi ∧ Zi exists (i = 1, 2) and
evidently 〈Y1 ∧ Z1, Y2 ∧ Z2〉 is the infimum of 〈Y1, Y2〉 and 〈Z1, Z2〉 in S,
〈Y1, Y2〉 ∧ 〈Z1, Z2〉 = 〈Y1 ∧ Z1, Y2 ∧ Z2〉.
• E(〈1S1 ,1S2〉) = {(∗, ∗)};
• The argument above gives the following diagram in S:
〈Y1, Y2〉 〈Y1 ∧ Z1, Y2 ∧ Z2〉 〈Z1, Z2〉,
〈piY1 ,piY2 〉 〈piZ1 ,piZ2 〉
where Yi Yi ∧ Zi Zi
piYi piZi is the diagram of the product in Si (i =
1, 2). Given (y1, y2) ∈ E(〈Y1, Y2〉) and (z1, z2) ∈ E(〈Z1, Z2〉),
〈piY1 , piY2〉−1∗ (y1, y2) ∩ 〈piZ1 , piZ2〉−1∗ (z1, z2)
=
{
piY1
−1
∗ (y1)× piY2−1∗ (y2)
} ∩ {piZ1−1∗ (z1)× piZ2−1∗ (z2)}
=
{
piY1
−1
∗ (y1) ∩ piZ1−1∗ (z1)
}× {piY2−1∗ (y2) ∩ piZ2−1∗ (z2)} .
Thus |〈piY1 , piY2〉−1∗ (y1, y2) ∩ 〈piZ1 , piZ2〉−1∗ (z1, z2))| ≤ 1, which allows us to
build the desired injection.
• Consider a point (x1, x2) ∈ E(〈X1, X2〉). There exist sections si(xi) =
(siZ(xi))Z∈Ob(Si) ∈ limEi ⊂
∏
Z∈Ob(Si)E(Z), such piEi(Xi)(s(xi)) = xi (for
i = 1, 2). Note that the vector s(x1, x2) := (s
1
Z1
(x1), s
2
Z2
(x2))〈Z1,Z2〉∈Ob(S) ∈∏
〈Z1,Z2〉∈Ob(S)E(〈Z1, Z2〉) satisfies all the compatibility conditions and is
therefore in limS. By definition, piE(〈X1,X2〉)(s(x1, x2)) = (x1, x2).
For each i ∈ {1, 2}, we define functors piSi : (S, E) → (Si, Ei) such that piSi0
maps each 〈X1, X2〉 to Xi, and each morphism 〈f1, f2〉 to fi. At the level of E,
let pi#Si : E1(X1) × E2(X2) → Ei(Xi) be the canonical projection. The reader can
verify that these formulae define morphisms of information structures. We claim
that S, with the projections
(S1, E1) (S, E) (S2, E2),
piS1 piS2
is the product of (S1, E1) and (S2, E2) in InfStr, written (S1, E1)×(S2, E2), unique
up to unique isomorphism. In fact, given (S1, E1) (R,F ) (S2, E2),
f1 f2
define a morphism 〈f1, f2〉 : (R, F )→ (S, E), such that
〈f1, f2〉0 :R → S
R 7→ 〈f1(R), f2(R)〉
where R is an object or a morphism; given an variable X ∈ R, the surjection φ#X :
F (X)→ E(〈f1(X), f2(X)〉) = E1(f1(X))×E2(f2(X)) is the product f1#X × f2#X of
the surjections fi
#
X : F (X)→ Ei(fi(X)). Evidently, piSi ◦ 〈f1, f2〉 = fi for i = 1, 2.
Coproducts: Given information structures S1 and S2, define a category S
such that Ob(S) = Ob(S1) unionsq Ob(S2)/1S1 ∼ 1S2 and A → B in S if and only if
A → B in S1 or in S2 (this means: put both posets side by side and identify the
terminal objects). Define a functor E : S → Sets such that E(X) = Ei(X) if
X ∈ Ob(Si). The pair (S, E) is an information structure: axioms (2), (4) and (7)
in Definition 2.6 are verified locally in S1 or S2; if the dimension of Nerve(Si) is
bounded by Ni (i = 1, 2), the dimension of Nerve(S) is bounded by max{N1, N2}.
We just give some hints to prove (8): given X ∈ S1, x ∈ E(X), there exists
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s1(x) = (sZ(x))Z∈Ob(S1) ∈ limE1 satisfying piE(X)(s1(x)) = x, and similarly for E2;
we can build a new vector (sZ(x))Z∈Ob(S) ∈ Ob(S1) unionsq Ob(S2) such that sZ = siZ
if Z ∈ Ob(Si); luckily, for 1 there is no choice. Injections ιi : Si → S are defined
in the obvious way: ιi(A) = A for A ∈ Ob(Si) or A ∈ Hom(Si); the corresponding
maps ιi
#
X are identities. If (S1, E1) (R, F ) (S2, E2)
f1 f2
, define
〈f1, f2〉0 :S → R
A 7→
{
f1(A) if A ∈ Ob(S1) or A ∈ Hom(S1)
f2(A) otherwise
.
and, if X ∈ Ob(Si), set 〈f1, f2〉#X = fi#X . By construction, 〈f1, f2〉 ◦ ιi = fi. There-
fore, S is the coproduct of (S1, E1) and (S2, E2) in InfStr, denoted (S1, E1)
∐
(S2, E2),
which is unique up to unique isomorphism. 
Example 2.9.
1
0
×
1
0
=
(1,1)
(1,0) (0,1)
(0,0)
and
1
0
∐ 1
0
=
1
0 0
Let Qi be a probability functor on (Si, Ei) (i = 1, 2). We define:
(1) Q1 × Q2 : S1 × S2 → Sets as a functor that associates to each object
〈X1, X2〉 ∈ Ob(S1 × S2) the set of laws:
(2.11)
Q1×Q2(〈X1, X2〉) := {P : E1(X1)×E(X2)→ [0, 1] | ∃P1 ∈ Q1(X1),∃P2 ∈ Q2(X2)
such that P (x1, x2) = P1(x1)P2(x2) }.
If two couples (P1, P2), and (P
′
1, P
′
2) correspond to the same law P : E1(X1)×
E(X2)→ [0, 1], we can marginalize one of the components under the arrow
pi1 : X1 → 1S1 to conclude that P2 = P ′2; analogously, P1 = P ′1. Therefore,
what we call Q1 × Q2(〈X1, X2〉) is in bijection with the usual product of
sets Q1(X1)×Q2(X2); we write P = (P1, P2).
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For each morphism 〈X1, X2〉 〈pi1,pi2〉→ 〈Y1, Y2〉 the induced map Q1 ×
Q2(〈X1, X2〉) Q(〈pi1,pi2〉)→ Q1 × Q2(〈Y1, Y2〉) (see Equation (2.10)) is com-
patible with marginalizations: for every (y1, y2) ∈ E(〈Y1, Y2〉),
[Q(〈pi1, pi2〉)(P1, P2)](y1, y2) (def)=
∑
(x1,x2)∈〈pi1,pi2〉−1∗ (y1,y2)
(P1, P2)(x1, x2)
=
∑
x1∈pi1−1∗ (y1)
P1(x1)
∑
x2∈pi2−1∗ (y2)
P2(x2)
= [Q(pi)(P1)](x1)[Q(pi2)(P2)](x2).
We summarize this with the formula
(2.12) Q(〈pi1, pi2〉)(P1, P2) = (Q(pi1)(P1), Q(pi2)(P2)).
(2) Q1
∐
Q2 : S1
∐
S2 → Sets, a functor that coincides with Q1 on the S1 and
with Q2 on S2.
Example 2.10. Let X : Ω→ EX be a finite random variable; it defines a concrete
structure S given by X → 1. Let QX be collection of probability laws on X. The
product S×n := S× ...×S (n times) represents n independent trials, not necessarily
identically distributed. In fact, an element P ∈ Q×nX is a probability law P : EnX →
[0, 1] which can be factored as P1P2 · · ·Pn, where each Pi ∈ QX .
2.3. Classical models. In this section, we formalize the relation between infor-
mation structures and usual probability spaces.
Definition 2.11. A classical model of an information structure (S, E) is a couple
(Ω, ρ), where Ω is a set and ρ : S → O(Ω) is a functor, such that:
(1) ρ is injective on objects;
(2) For each X ∈ Ob(S), there is a bijection of sets E(X) ' ρ(X);
(3) If X ∧ Y exists, ρ(X ∧ Y ) = ρ(X)ρ(Y ).
If (Ω, ρ) is a classical model of S, each observable X in S can be associated
(not uniquely) to a function X˜ on Ω, in such a way that ρ(X) is the partition
induced by X˜. Under this representation as functions, all observables commute. It
is also possible to introduce quantum models, which respect the non-commutativity
of quantum observables; see Section 6. All the cohomological computations in this
paper (Section 4) are restricted to the case of classical probabilities, but the general
constructions in Section 3 only depend on the abstract structure and are equally
valid in the quantum setting.
A concrete information structure, as defined in Section 2.1, can be seen as a
classical model of an underlying generalized information structure. We now show
that, in certain cases, limE provides a model for a structure (S, E). In general, if
we begin with a concrete structure S ⊂ O(Ω) and forget Ω to obtain a generalized
structure (S, E = id), the set limE is different from Ω. See Example 2.13.
Given a structure (S,E), define ρ˜ : S → limE as follows: associate toX ∈ Ob(S)
the collection ρ˜(X) := {pi−1E(X)(x)}x∈E(X), which is a partition of limE in virtue
of (8) in Definition 2.6. Given piY X : X → Y , there is a corresponding arrow
ρ˜(X)→ ρ˜(Y ) in O(Ω), which is equivalent to ρ˜(Y ) ⊂ ρ˜(X). The existence of such
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arrow is ensured by the equality
(2.13) pi−1E(Y )(y) =
⋃
x∈E(piYX)−1(y)
pi−1E(X)(x).
It is proved as follows: if x ∈ E(piY X)−1(y) and s ∈ pi−1E(X)(x), then piE(Y )(s) =
E(piY X)(piE(X)(s)) = E(piY X)(x) = y, which means ∪x∈E(piYX)−1(y)pi−1E(X)(x) ⊂
pi−1E(Y )(y); to prove the other inclusion, take s = (sZ)Z∈Ob(S) ∈ pi−1E(Y )(y) and note
that sX must satisfy —by definition— the compatibility condition E(piY X)(sX) =
sY = y, thus sX ∈ E(piY X)−1(y) and s itself belong to ∪x∈E(piYX)−1(y)pi−1E(X)(x).
Proposition 2.12. Let (S, E) be an information structure.
(1) The couple (limE, ρ˜) is a classical model of (S, E) if, and only if, for every
couple of variables X,Y such that X ∧ Y does not exist, ρ˜(X) 6= ρ˜(Y ).
(2) If (S, E) has a model (Ω, ρ), then (limE, ρ˜) is also a model (maybe the
same).
Proof. (1) The “only if” part is immediate. We simply prove sufficiency.
Many properties of models are always verified by (limE, ρ˜). The axiom
(8) in Definition 2.6 implies that each pi−1E(X)(x) 6= ∅; we obtain in this way
the desired bijection E(X) ' ρ(X). To prove property (3) in Definition
6.1, take a diagram X ← X ∧ Y → Y , and an arbitrary partition W of
limE that refines ρ˜(X) and ρ˜(Y ). We have to show that W also refines
ρ˜(X ∧ Y ). If W refines ρ˜(X), each w ∈ W (w is a subset of limE) is
mapped to certain xw by piE(X); analogously, piE(Y )(w) = {yw}. This
means that piE(X∧Y )(w) = {zw}, where zw is the only point of E(X ∧ Y )
that satisfies E(piX(X∧Y ))(zw) = xw, E(piX(X∧Y ))(zw) = yw, which means
that w ⊂ pi−1E(X∧Y )(zw). Thus, W refines ρ˜(X ∧ Y ).
To prove the property 1 in Definition 6.1, consider to variables X,Y such
that X 6= Y . If their infimum exists, X ← X ∧ Y → Y in S, then ρ˜(X) 6=
ρ˜(Y ); we prove it by contradiction. Each point in E(X ∧ Y ) is indexed by
a couple (x, y) ∈ E(X)×E(Y ); a point w ∈ E(piX∧Y )−1(x, y) ⊂ limE goes
to x under piE(X) and to y under piE(Y ). If ρ˜(Y ) = ρ˜(Y ), there is a bijection
y : E(X) → E(Y ), x 7→ y(x) in such a way that pi−1E(X)(x) = pi−1E(Y )(y(x)).
Therefore, the points of X ∧ Y would be indexed by (x, y(x)), with x ∈ X,
in contradiction with piX(X∧Y ) being a strict surjection. If moreover we
suppose that for each couple of variables such that X ∧ Y does not exist
ρ˜(X) 6= ρ˜(Y ), then ρ˜ is injective on objects.
(2) Here, we denote {X = x} the image of x ∈ E(X) under the bijection
E(X)
∼→ ρ(X) given by property (2) in Definition 6.1. Each element ω ∈ Ω
defines a section s(ω) = (s(ω)X)X∈Ob(S) ∈ limE, such that s(ω)X = x
iff ω ∈ {X = x}. It is clear that several ω could give the same section.
Suppose now that ρ˜(X) = ρ˜(Y ). If ω ∈ {X = x} ⊂ Ω, then s(ω) ∈
pi−1E(X)(x) = pi
−1
E(Y )(y(x)). We conclude that ω ∈ {Y = y(x)}, and therefore
ρ(X) and ρ(Y ) are the same partition, only with different labels. For ρ is
injective on objects, X = Y . Use the first part to conclude.

Example 2.13. Let Ω = {1, 2, 3, 4}. Define the partitions Xi = {{i},Ω \ {i}},
for i = 1, ..., 4, and S as let S be the concrete information structure that includes
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only the partitions X1, X2, X3, X1X2, and X2X3. The corresponding general
information structure has as variables the free category S generated by the graph
1
X1 X2 X3
X1X2 X2X3
and the corresponding functor E can be represented by the diagram
{x{1,2,3,4}}
{x{1}, x{2,3,4}} {x{2}, x{1,3,4}} {x{3}, x{1,2,4}}
{x{1}, x{2}, x{3,4}} {x{2}, x{3}, x{1,4}}
Each arrow corresponds to a surjection of finite sets, that sends xI to xJ when
I ⊂ J . These are just the surjections of partitions in the original S. In this case,
limE ⊂ {∗}×E(X1)×E(X2)×E(X3)×E(X1X2)×E(X2X3) corresponds to the
set
limE = {(x{1,2,3,4}, x{1}, x{1,3,4}, x{3}, x{1}, x{3}), (x{1,2,3,4}, x{1}, x{1,3,4}, x{1,2,4}, x{1}, x{1,4}),
(x{1,2,3,4}, x{2,3,4}, x{2}, x{1,2,4}, x{2}, x{2}), (x{1,2,3,4}, x{2,3,4}, x{1,3,4}, x{3}, x{3,4}, x{3}),
(x{1,2,3,4}, x{2,3,4}, x{1,3,4}, x{1,2,4}, x{3,4}, x{1,4})}.
The difference between Ω and limE is explained by the presence of
(x{1,2,3,4}, x{1}, x{1,3,4}, x{3}, x{1}, x{3});
this measurement (where X1 = x{1}, X3 = x{3}) is impossible in the concrete
structure S ⊂ O(Ω), but the observables in (S, E) cannot distinguish between the
points 1 and 3, a sort of non-separability. In fact, if we also include X1X3 at the
beginning, we obtain Ω ∼= limE.
Example 2.14. Consider the information structure given by
{∗}
{x{00,01}, x{10,11}} {x{00,10}, x{01,11}}
{x{00}, x{10}, x{1,0}, x{1,1}} {x{00}, x{10}, x{1,0}, x{1,1}}
where we suppose again that xI 7→ xJ when I ⊂ J . Such structure cannot be modeled
by its inverse limit, since the two minimal variables induce the same partition.
The inverse limit construction associates the sample space { , , , , , }
to the information category represented in (2.6). This is the model of minimal
cardinality. In the presence of other observables (corresponding to position and
momentum, for example) and non-trivial relations between them (given by arrows
in our categorical approach), we would obtain something rather different.
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Finally, we study the category of information structures.
Let Ω1 and Ω2 be sets. Given collections A = {Ai}i of subsets of Ω1 and
B = {Bj}j of subsets of Ω2, denote by A × B the collection {Ai × Bj |Ai ∈
A and Bj ∈ B } of subsets of Ω1 × Ω2. If A and B are partitions, then A × B is
a partition too.
Let (Ωi, ρi) be a model of (Si, Ei), for i = 1, 2. Associate to each variable
〈X1, X2〉 ∈ Ob(S1 × S2) the partition of Ω1 × Ω2 given by
(2.14) ρ×(〈X1, X2〉) = ρ1(X1)× ρ2(X2).
Analogously, for each X 6= 1 in Ob(S1
∐
S2), let us define the partition of Ω1 ×Ω2
given by
(2.15) ρ∐(X) =
{
ρ1(X)× {Ω2} if X ∈ Ob(S1)
{Ω1} × ρ2(X) if X ∈ Ob(S2)
.
By convention, ρ∐(1) = {Ω1 × Ω2}.
Proposition 2.15. Let (Ωi, ρi) be a classical model of (Si, Ei), for i = 1, 2. Then
(1) (Ω1 × Ω2, ρ×) is a classical model of (S1, E1)× (S2, E2);
(2) (Ω1 × Ω2, ρ∐) is a classical model of (S1, E1)∐(S2, E2).
It depends on the following lemma.
Lemma 2.16. (1) If A = {Ai}i and A′ = {A′j}j are finite partitions of a set
Ω, then σ(A,A′) = σ({Ai ∩ A′j}i,j), and {Ai ∩ A′j}i,j are the atoms of
σ(A,A′).
(2) If A = {Ai}i, A′ = {A′j}j are two finite partitions of Ω1 and B = {Bl}l,
B′ = {Bm}m two finite partitions of Ω2, then (A ×B)(A′ ×B′) = AA′ ×
BB′, where juxtaposition of partitions denotes their product in O(Ω), as
introduced in Section 2.1.
Proof. (1) On one hand, note that each set Ai ∩ A′j is contained in σ(A,A′),
therefore σ({Ai∩A′j}i,j) ⊂ σ(A,A′). On the other, each generator Ai ∈A
of σ(A,A′) can be written as
Ai = Ai ∩ Ω = Ai ∩
⋃
j
A′j
 = ⋃
j
(Ai ∩A′j),
and similarly for the generators A′j ∈ A′, which implies that σ(A,A′) ⊂
σ({Ai ∩A′j}i,j). The reader can verify that {Ai ∩A′j}i,j are atoms.
(2) The previous result can be read as AA′ = {Ai∩A′j}i,j . The set-theoretical
identity
(2.16) (Ai ×Bl) ∩ (A′j ×B′m) = (Ai ∩A′j)× (Bl ∩B′m),
implies that the atoms of (A × B)(A′ × B′) and AA′ × BB′ coincide.

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Proof of Proposition 2.15. Most verifications are trivial and left to the reader. To
prove that ρ×(〈X1, X2〉 ∧ 〈Y1, Y2〉) = ρ×(〈X1, X2〉)ρ×(〈Y1, Y2〉), note that
ρ×(〈X1, X2〉 ∧ 〈Y1, Y2〉) = ρ×(〈X1 ∧ Y1, X2 ∧ Y2〉)
= ρ1(X1 ∧ Y1)× ρ2(X2 ∧ Y2)
= ρ1(X1)ρ1(Y1)× ρ2(X2)ρ2(Y2)
= (ρ1(X1)× ρ2(X2))(ρ1(Y1)× ρ2(Y2))
= ρ×(〈X1, X2〉)ρ×(〈Y1, Y2〉)
The first equality comes from the construction of S1 × S2; the second, from the
definition of ρ×; the third, from the fact that ρ1 and ρ2 are models; the fourth
equality is just a consequence of Lemma 2.16, and the fifth is just a rewriting of
the previous one. 
The partitions of Ω1×Ω2 in the image of ρ∐ are also in the image of ρ×. This is
consistent with the existence of a morphism of structures φ : (S1, E1)
∐
(S2, E2)→
(S1, E1)× (S2, E2), with φ0 given at the level of objects by the injection
(2.17) X 7→

1S1×S2 if X = 1S1
∐
S2
〈X,1S2〉 if X ∈ Ob(S1)
〈1S1 , X〉 if X ∈ Ob(S2)
,
and the corresponding components φ#X being the obvious bijections: E1(X) →
E1(X)× {∗} when X ∈ Ob(S1) or E2(X)→ {∗} × E2(X) when X ∈ Ob(S2). The
model (Ω1×Ω2, ρ×) on (S1, E1)×(S2, E2) restricts then to a model (Ω1×Ω2, ρ×◦φ0)
on (S1, E1)
∐
(S2, E2), that coincides with (Ω1×Ω2, ρ∐). This is clearly a particular
example of a more general procedure to restrict models, valid for any morphism
of structures φ = (φ0, φ
#) such that φ0 is injective on objects and each φ
#
X is a
bijection; therefore, it makes sense to call these morphims embeddings.
3. Topoi and information cohomology
In this section, we suppose that the reader is familiar with abelian categories
and derived functors. We use the definitions and notations of [24, Ch. 1 & 2].
3.1. Sheaves of modules. We summarize here the principal facts about sheaves
of modules, a particular abelian category used throughout this work.
Let C be a category. A presheaf of sets is any contra-variant functor F from C
to Sets, the category of sets. A morphism of presheaves φ : F → G is a natural
transformation of functors. Presheaves of sets and their morphisms form a new
category, denoted by PSh(C). By definition, we say the φ is injective (resp. sur-
jective) if for every X ∈ Ob(C), the map φ(X) : F (X) → G(X) is injective (resp.
surjective).
Proposition 3.1. The injective morphisms defined above are exactly the monomor-
phisms of PSh(C). The surjective morphisms are exactly the epimorphisms of
PSh(C).
It is possible to define a topology on a category, obtaining a site. Presheaves that
are ‘well-behaved’ for this topology are called sheaves. Moreover, every category
admits a trivial topology, such that every presheaf is a sheaf [7, Ch. 0]. If C is a
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site, we can consider the full subcategory of PSh(C), whose objects are the sheaves;
this category is denoted by Sh(C).
Abelian presheaves are presheaves that take values in abelian groups. They
form an abelian category (for a proof, see [15, Ch. 9, Prop. 3.1]). A morphism
of abelian presheaves φ : F → G is a natural transformation between F and G
that induces a homomorphism of abelian groups φ(X) : F (X) → G(X) on every
X ∈ Ob(C). Given a morphism φ : F → G, the kernel of φ is the abelian presheaf
X 7→ ker{φ : F (X)→G(X)} and its cokernel is X 7→ coker{φ : F (X)→G(X)}.
One has coim = im, because it holds over each X ∈ Ob(C). Moreover, a sequence
of presheaves F1 → F2 → F3 is exact if F1(X) → F2(X) → F3(X) is exact as a
sequence of groups over every X ∈ Ob(C). Given a site C, the category of abelian
sheaves (denoted by Ab(C)) is the full subcategory of PAb(C) of those abelian
presheaves whose underlying presheaves of sets are sheaves.
If C is a site and O is a sheaf of rings on C, the couple (C, O) is called a ringed
site and O, the structure ring. The couple (Sh(C), O) is called a ringed topos.
There exist appropriate notions of morphisms between ringed sites or ringed topos,
cf. [19, Modules on sites, Secs. 6, 7].
Given a ringed site (C, O), a sheaf of O-modules is given by an abelian sheaf
F together with a map of presheaves of sets O × F → F , such that for every
X ∈ Ob(C), the map O(X)× F (X) → F (X) defined a structure of O(X)-module
on the abelian group F (X). A morphism φ : F → G between sheaves of O-modules
is a morphism of abelian presheaves φ : F → G such that
O × F F
O ×G G
1×φ φ
The set of O-module morphisms from F to G is denoted by HomO(F,G). Sheaves
of O-modules and its morphisms form the category Mod(O). We quote a important
result in the context of our work.
Proposition 3.2. Let (Sh(C), O) be a ringed topos. The category Mod(O) is
abelian. Moreover, it has enough injective objects.
Proof. For the first assertion, see [19, Ch. 18, Lem. 4.1]. For the second, [19,
Ch. 19, Lem. 5.1]. 
This result is due to Grothendieck [9]. Gabriel proves in [6] that there is a
minimal injective object containing a given object, called its injective envelope.
Finally, given a (trivial) ringed site (C, O) and E in PSh(C), it is possible
to define a presheaf of O-modules —denoted by O[E]— that associates to each
X ∈ Ob(C) the free O(X)-module on generators E(X). There is an adjunction
(3.1) MorMod(O)(O[E], F ) ∼= MorPSh(C)(E,F ).
Here,  denotes the forgetful functor and will be omitted in the sequel.
3.2. Information cohomology. Let S be the poset of variables of an information
structure (S, E). We view it as a site with the trivial topology, such that every
presheaf is a sheaf. For each X ∈ Ob(S), set SX := {Y ∈ Ob(S) | X → Y }, with
the monoid structure given by the product of observables in S: (Z, Y ) 7→ ZY =
Z∧Y . Let AX := R[SX ] be the corresponding monoid algebra. The contra-variant
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functor X 7→ AX is a sheaf of rings; we denote it by A. The couple (S,A) is a
ringed site.
For a fixed object A of Mod(A), the covariant functor Hom(A,−) is always
additive and left exact. As Mod(A) has enough injective objects, it is possible
to define the right derived functors associated to any left exact additive covariant
functor. In the case of Hom(A,−), the associated right derived functors are called
Extn(A,−), for n ≥ 0.
Let RS(X) be the AX -module defined by the trivial action of AX on the abelian
group (R,+) (for s ∈ SX and r ∈ R, take s · r = r). The presheaf that associates to
each X ∈ Ob(S) the module RS(X), and to each arrow the identity map is denoted
RS.
Definition 3.3. The information cohomology associated to the structure S,
with coefficients in M ∈Mod(A) is
(3.2) H•(S,M) := Ext•(RS,M).
The definition of information cohomology is formally analogous to that of group
cohomology. In this case, one begins with a multiplicative group G and constructs
the free abelian group Z[G], whose elements are finite sums
∑
mgg, with g ∈ G
and mg ∈ Z. The product of G induces a product between two such elements,
and makes Z[G] a ring, called the integral group ring of G. The category of Z[G]-
modules is abelian and has enough injective objects. The cohomology groups of G
with coefficients in a Z[G]-module A are defined by
(3.3) Hn(G,A) = Extn(Z, A),
where Z is the trivial module. When G is the Galois group of a field extension,
this construction is called Galois cohomology; this tool has been successfully used
in class field theory.
Finally, we make some observations concerning the computation of cohomology.
Let C be an abelian category with enough injectives, just like Mod(A), and suppose
that we are interested in computing the groups {Extn(A,B)}n≥0 for certain fixed
objects A and B. In addition, we assume that A has a projective resolution 0 ←
A← P0 ← P1 ← .... Then, Theorem 4.6.10 in [16] implies that, for all n ≥ 0,
(3.4) (Rn HomC(A,−))(B) ' (Rn HomC(−, B))(A).
We denote (Rn HomC(−, B))(A) by Extn(A,B). They are given by the formulas:
Ext0(A,B) = ker(Hom(P0, B)→ Hom(P1, B)),(3.5)
Exti(A,B) =
ker(Hom(Pi, B)→ Hom(Pi+1, B))
im(Hom(Pi−1, B)→ Hom(Pi, B)) , for i ≥ 1.(3.6)
3.3. Non-homogeneous bar resolution. In this section, we introduce a projec-
tive resolution of the sheaf of A-modules RS: a long right exact sequence
(3.7) 0 RS B0 B1 B2 ... ∂1 ∂2 ∂3
that will allow us to compute the information cohomology.
Remember that AX is the algebra over R generated by the monoid SX . Let
Bn(X) be the freeAX module generated by the symbols [X1|...|Xn], where {X1, ..., Xn} ⊂
SX . Remark that B0(X) is the free module on one generator [ ], in consequence
isomorphic to AX .
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We introduce now AX -module morphisms X : B0(X) → RS(X), from B0(X)
to the trivial AX -module RS(X), given by the equation ([ ]) = 1, and boundary
morphisms ∂ : Bn(X)→ Bn−1(X), given by
(3.8)
∂([X1|...|Xn]) = X1[X2|...|Xn]+
n−1∑
k=1
(−1)k[X1|...|XkXk+1|...|Xn]+(−1)n[X1|...|Xn−1].
These morphisms are natural in X.
Proposition 3.4. The complex (3.7) is a resolution of the sheaf RS.
Proof. This corresponds to the example developed at the end of Section B, for the
case R = A and S = R (the constant sheaf). Taking C = RS, the construction
simplifies, because C(X) is generated by 1 as an AX -module (and also as a vector
space over R). Therefore, B0C is generated over AX by the symbol [1], written
simply as []. In general, BnC(X) is generated over AX by the symbols [X1|...|Xn|1],
or simply [X1|...|Xn] if we omit the 1. 
Thus far we have a resolution with relatively free objects, that in general need
not be projective. However, the special properties of S allow us to improve the
result.
Proposition 3.5. For each n ≥ 0, the sheaf Bn is a projective object in Mod(A).
Proof. Let F be the presheaf of sets defined by F (X) = { [X1|...|Xn] |Xi ∈ SX },
for X ∈ Ob(S). Following the notations of Section 3.1, Bn = A[F ].
Consider an epimorphism σ : M  N and a morphism  : A[F ] → N , both in
Mod(A). By the adjunction,
(3.9) MorMod(A)(A[F ], G) ∼= MorPSh(S)(F,G),
 determines a unique morphism ˜ : F → N in PSh(S). We want to find a lift of ˜,
this is, a morphism ˜′ : F →M such that ˜ = σ˜′. This lift extends to a morphism
of A-modules that solves our problem.
To define ˜′, one has to determine the image of every symbol [X1|...|Xn] (with
{X1, ..., Xn} ⊂ S), each time it appears in a set F (X). Note that
[X1|...|Xn] ∈ F (X)⇔ (∀i)(X → Xi)⇔ X → X1 · · ·Xn =: ΠXi
The last equivalence is true due to the definition of S. Therefore, the symbol
[X1|...|Xn] just appears in the sets F (X) where X → ΠXi; we will denote the full
subcategory of S determined by these objects X by S/ΠXi. This category S/ΠXi
has a terminal object, ΠXi itself.
This means that, to solve the lift problem, it is enough to pickm ∈ σ−1ΠXi(˜([X1|...|Xn])),
and define ˜′ΠXi([X1|...|Xn]) := m. This choice gives, by funtoriality, a well defined
value ˜X([X1|...|Xn]) = M(pi)(m) over each X such that pi : X → ΠXi in S. 
The existence of this projective resolution just depends on the definition of an
abstract information structure (Definition 2.6). It appears in the computation of
classical and quantum information cohomology: the difference between this cases
lies in the coefficients.
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4. Information cohomology for classical probabilities
4.1. Functional module. Let (S, E) be an information structure, andQ an adapted
probability functor. Information theory uses some functions defined on each set QX
to measure the amount of information associated to the variable X. For example,
given a variable X and a probability P ∈ QX , the Shannon-Gibbs entropy
(4.1) S1[X](P ) := −
∑
x∈EX
P (x) logP (x)
was proposed by Shannon [18] as a measure of the uncertainty associated to the
random variable. This uncertainty is the information ‘produced’ in the process of
communication of a message with the same a priori probability distribution than
X. Other example is given by the structural α-entropy, defined as
(4.2) Sα[X](P ) =
1
1− α
( ∑
x∈EX
P (x)α − 1
)
,
for α > 0, α 6= 1.
In view of these considerations, let us introduce, for each X ∈ Ob(S), the real
vector space F (QX) of measurable functions on QX ; we call it functional space.
For each arrow pi : X → Y in S, there is a morphism pi∗ : F (QY )→ F (QX) defined
by
pi∗f(PX) = f(pi∗PX).
Therefore, F is a contra-variant functor from S to the category of real vector spaces.
Whenever Q is adapted to S, the functional space F (QX) admits an action of
the monoid SX (parameterized by α > 0): for Y ∈ Ob(SX), and f ∈ F (QX), the
new function Y.f is given by
(4.3) (Y.f)(PX) =
∑
y∈EY
PX(Y = yi)
αf(PX |Y=yi).
By convention, a summand is simply 0 if PX(Y = yi) = 0. Remark that PX(Y =
yi) = Y∗PX(Y = yi): these coefficients just depend on the “localization” of PX on
Y . By Proposition 4.1, there is a morphism of monoids SX → End(F (QX)), given
by Equation (4.3), that extends by linearity to a morphism of rings
(4.4) Λα(X) : AX → End(F (QX))
This means that, for each α > 0, F (QX) has the structure of a AX -module, denoted
Fα(QX).
12
Proposition 4.1. Given any X ∈ Ob(S), observables Y and Z in SX , and f ∈
F (QX):
(ZY ).f = Z.(Y.f).
Proof. The universal property of products gives the commutative diagram:
X
Y Y ∧ Z Z
ρY ρZ
〈ρY ,ρZ〉
piY piZ
12As AX is a R-algebra, it comes with an inclusion fX : R → AX , r 7→ r1S . The composite
Λα(X) ◦ fX gives an action of R over F (QX), that coincides with the usual multiplication of
functions by scalars, since 1S acts trivially.
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For P ∈ QX ,
Z.(Y.f)(P ) =
∑
z∈EZ
P (Z = z)α
∑
y∈EY
(P |Z=z(Y = y))αf((P |Z=z)|Y=y)
=
∑
z∈EZ
∑
y∈EY
P ({Y = y} ∩ {Z = z})αf((P |Z=z)|Y=y)
The equality P (Z = z)P |Z=z(Y = y) = P ({Y = y} ∩ {Z = z}) simply corresponds
to the definition of conditional probabilities. By the convention 0 log 0 = 0, the non-
trivial terms are such that P ({Y = y} ∩ {Z = z}) 6= 0, and in particular P (Y = y)
and P (Z = z) are different from zero; in this case, the equality (P |Z=z)|Y=y(A) =
P |Z=z(A∩{Y=y})
P |Z=z(Y=y) =
P (A∩{Y=y}∩{Z=z})
P ({Y=y}∩{Z=z}) = P |Z=z,X=x(A) holds for every A ⊂ X. By
(7), the non-empty sets {Y = y} ∩ {Z = z} = ρY −1∗ (y) ∩ ρZ−1∗ (z) ⊂ EX are the
preimage by 〈ρY , ρZ〉∗ of a unique element w(y, z) ∈ E(Y ∧Z); moreover, for every
element w ∈ E(Y ∧ Z) we find such set. Remark that P ({Y = y} ∩ {Z = z}) =
P (ρY
−1
∗ (y) ∩ ρZ−1∗ (z)) = P (〈ρY , ρZ〉−1∗ w(y, z)). Therefore,
Z.(Y.f)(P ) =
∑
w(y,z)∈EY∧Z
P ({Y = x} ∩ {Z = z})αf(P |Z=z,X=x) = (ZY ).f(P ).

This action is compatible with the morphisms between functional modules. Hence,
the sheaf Fα(Q) belongs to Mod(A), and can be used as coefficients in information
cohomology.
Proposition 4.2. Given piY X : X → Y and piZY : Y → Z, the action of Z makes
the following diagram commute
F (QY ) F (QY )
F (QX) F (QX)
pi∗YX
Z
pi∗YX
Z
The proof is straightforward and left to the reader.
4.2. Description of cocycles. We have shown the existence of a projective reso-
lution of RS in Mod(A),
0← RS ← B0 ← B1 ← B2 ← ...
Recall the functional module introduced in Section 4.1. We can compute then the
information cohomology H•(RS, Fα(Q)) as Extn(RS, Fα(Q)), defined in formulas
(3.5) and (3.6). This means that:
H0(RS, Fα(Q)) = ker{δ : HomA(B0, Fα(Q))→ HomA(B1, Fα(Q))},
(4.5)
Hi(RS, Fα(Q)) =
ker{δ : HomA(Bi, Fα(Q))→ HomA(Bi+1, Fα(Q))}
im{δ : HomA(Bi−1, Fα(Q))→ HomA(Bi, Fα(Q))} , for i ≥ 1.
(4.6)
In consequence, we shall study the differential complex {Cn(S, Fα(Q)), δ}, where
Cn(S, Fα(Q)) := HomA(Bn(RS), Fα(Q))}n≥0 and δ is given by (4.7). A morphism
f in Cn(S, Fα(Q)) is called n-cochain (of type α) in this context. Following the
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description in Section 3.1, a n-cochain f consist of a collection of morphism fX ∈
HomAX (Bn(X), Fα(QX)) that satisfy the following conditions:
(1) f is a natural transformation: given X → Y , the diagram
Bn(Y ) Fα(QY )
Bn(X) Fα(QX)
fY
fX
commutes. This means that f is a functor of (pre)sheaves.
(2) f is compatible with the action of A: given X → Y , the diagram
AX ×Bn(X) Bn(X)
AX × Fα(QX) Fα(QX)
1×fX fX
commutes. This means that fX is equivariant, fX(Y [Z]) = Y.fX [Z].
Since Bn(X) is a free module, fX is simply determined by the values on the gen-
erators [X1|...|Xn]. Just to simplify notation, we shall write fX([X1|...|Xn]) as
fX [X1|...|Xn]. Note that fX [X1|...|Xn] is itself a function on QX .
The coboundary of f ∈ Cn(Fα(Q)) is the (n + 1)-cochain δf = f∂ : Bn+1 →
Fα(Q). More explicitly,
(4.7) δf [X1|...|Xn+1] = X1.f [X2|...|Xn+1] +
n∑
k=1
(−1)kf [X1|...|XkXk+1|...|Xn]
+ (−1)n+1f [X1|...|Xn]
If f ∈ Cn(S, Fα(Q)) and δf = 0, we call f an n-cocycle; the submodule of
all n-cocycles is denoted by Zn(S, Fα(Q)). The image under δ of C
n−1 forms
another submodule of Cn(S, Fα(Q)), denoted δC
n−1(S, Fα(Q)); its elements are
called n-coboundaries. By definition, δC−1(S, Fα(Q)) = 〈0〉, the trivial mod-
ule. It is easy to verify that δ2 = 0. With this notation, Hn(S, Fα(Q)) =
Zn(S, Fα(Q))/δC
n−1(S, Fα(Q)), for every n ≥ 0.
Requirement (1) is equivalent to the following condition, called joint locality:
given an arrow piY X : X → Y in S and a set of observables {X1, ..., Xn} in SY , a
morphism f ∈ HomA(Bn(RS), Fα(Q)) must satisfy
(4.8) fX [X1|...|Xn](PX) = fY [X1|...|Xn](Y∗PX).
Recall that Y∗ = Q(piY X). Since (X1 · · ·Xn) is the coarsest variable Y such that
{X1, ..., Xn} in SY , joint locality implies that, for any X such that [X1|...|Xn] ∈
Bn(X),
(4.9) fX [X1|...|Xn](PX) = fX1···Xn [X1|...|Xn]((X1 · · ·Xn)∗PX).
Obviously, this equation also implies joint locality (since (X1 · · ·Xn)∗Y∗PX =
(X1 · · ·Xn)∗PX for any sequence X → Y → X1 · · ·Xn) and therefore constitute an
equivalent characterization.
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4.3. Functoriality. Let φ : (S, E)→ (S′, E′) be a morphism of information struc-
tures; let Q be a probability functor on S and Q′, a probability functor on S′. Given
a X ∈ Ob(S) and a law P ∈ QX , define a law mX(P ) on E′φ(X) by the equation
(4.10) ∀x′ ∈ Eφ(X), (mX(P ))(x′) =
∑
x∈φ#X
−1
(x′)
P (x).
We suppose that, for all X ∈ Ob(S) and all P ∈ QX , the law mX(P ) belongs to
Q′φ(X). Then m• : Q→ Q′ ◦ φ is a natural transformation. In fact, for every arrow
pi : X → Y and y′ ∈ Eφ(Y ),
(Q′(pi)(mX(P )))(y′) =
∑
x′∈E′(φ(pi))−1(y′)
(mX(P ))(x
′)
=
∑
x′∈E′(φ(pi))−1(y′)
∑
x∈φ#X
−1
(x′)
P (x)
=
∑
x∈(E(φ(pi))◦φ#X)−1(y′)
P (x)
=
∑
x∈(φ#Y ◦E(pi))−1(y′)
P (x)
=
∑
y∈φ#Y
−1
(y′)
∑
x∈E(pi)−1(y)
P (x)
= mY (Q(pi)(P ))
The forth equality comes from the naturality of φ#• , as stated in Definition 2.7.
We construct now a functor between cohomology groups.
Proposition 4.3. Let φ : (S, E) → (S′, E′) be a morphism of information struc-
tures; let Q (resp. Q′) be an adapted probability functor on S (resp. S′). Suppose
that
(1) for all X ∈ Ob(S), the map φ#X is a bijection, and
(2) for all X ∈ Ob(S) and all P ∈ QX , the law mX(P ) belongs to Q′φ(X).
Then, there exist a cochain map
(4.11) φ∗• : (C
•(Fα(Q′), δ)→ (C•(Fα(Q), δ),
given by the formula
(4.12) (φ∗nf)Y [X1|...|Xn](P ) := fφ(Y )[φ(X1)|...|φ(Xn)](mY (P )).
The chain map induces a morphism of graded vector spaces in cohomology
(4.13) φ∗• : H
•(S′, Fα(Q′))→ H•(S, Fα(Q)).
Proof. First, we prove that φ∗f is jointly local. For f is jointly local,
fφ(Y )[φ(X1)|...|φ(Xn)](mY (P ))
only depends on
(φ(X1) · · ·φ(Xn))∗mY (P ) = (φ(X1 · · ·Xn))∗mY (P ).
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Let pi : Y → X1 · · ·Xn be the corresponding refinement. Since m• is a natural
transformation, mX1···Xn ◦Q(pi) = Q′(φ(pi)) ◦mY ; this means that
(4.14) (φ(X1 · · ·Xn))∗mY (P ) = mX1···Xn(Q(pi)(P )) = mX1···Xn((X1 · · ·Xn)∗P ).
We conclude that φ∗f depends only on (X1 · · ·Xn)∗P and its therefore a cocycle.
We show now that φ∗ commutes with δ. For simplicity, we write the formulas
for n = 2; the argument works in general. Note that
(φ∗(δf))Y [X1|X2] = δfφ(Y )[φ(X1)|φ(X2)]
(4.15)
= φ(X1).fφ(Y )[φ(X2)]− fφ(Y )[φ(X1)φ(X2)] + fφ(Y )[φ(X1)].(4.16)
By definition, fφ(Y )[φ(X1)] = φ
∗fY [X1] and similarly fφ(Y )[φ(X1)φ(X2)] = φ∗fY [X1X2],
since φ(X1)φ(X2) = φ(X1X2). The remaining term gives:
(4.17) (φ(X1).fφ(Y ))[φ(X2)](mY (P )) =∑
x′1∈E′(φ(X1))
{(φ(pi1)∗ ◦mY )(P )}(x′1)fφ(Y )[φ(X2)]((mY (P ))|φ(X1)=x′1),
where pi1 : Y → X1. We write φ(pi1)∗ instead of Q′(φ(pi1)) and pi1∗ instead of
Q(pi1). Set x1 = φ
#
X1
−1
(x′1). The naturality of m• implies that
(4.18)
{(φ(pi1)∗ ◦mY )(P )}(x′1) = {(mX1 ◦ pi∗)(P )}(x′1) =
∑
x∈φ#X1
−1
(x′1)
pi∗P (x) = pi∗P (x1).
Finally, for every y′ ∈ φ(Y ),
(mY (P ))|φ(X1)=x′1(y′) =
mY (P )({y′} ∩ {φ(X1) = x′1})
mY (P )(φ(X1) = x′1)
=
∑
z∈φ#Y
−1
({y′})∩φ#Y
−1
({φ(X1)=x′1})
P (z)∑
z∈φ#Y
−1
({φ(X1)=x′1})
P (z)
=
∑
z∈φ#Y
−1
({y′}) P ({z} ∩ {X1 = x1})
P (X = x1)
= mY (P |X=x1).
The first equality comes from the definition of conditioning and the second from
that of mY . The third is a consequence of
φ#Y
−1
({φ(X1) = x′1}) = { z ∈ Y |φ(pi) ◦ φ#Y (z) = x′1 }
= { z ∈ Y |φ#X1 ◦ pi(z) = x′1 } = { z ∈ Y |pi(z) = x1 }.
that depends on φ#X1 being a bijection. Therefore,
(4.19)
fφ(Y )[φ(X2)]((mY (P ))|φ(X1)=x′1) = fφ(Y )[φ(X2)](mY (P |X=x1)) = (φ∗f)Y [X2](P |X1=x1),
hence (φ(X1).fφ(Y ))[φ(X2)](mY (P )) = (X1.φ
∗fY )(P ). In consequence, δ commutes
with φ∗, as we wanted to prove. 
Corollary 4.4. If φ : S → S′ is an isomorphism of information structures,
and Q′(φ(X)) = mX(QX) for every X ∈ Ob(S), then φ∗ : H•(S′, Fα(Q′)) →
H•(S, Fα(Q)) is an isomorphism too.
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Proof. Let ψ : S′ → S be the inverse of φ. It is easy to deduce that φ0 and
ψ0 are bijective on objects. Moreover, for every X ∈ Ob(S), we have ψ#φ(X) ◦
φ#X = idX , and similarly for φ(X); this implies that φ
#
X and ψ
#
φ(X) are bijections.
Proposition 4.3 ensures the existence of φ∗ : H•(S′, Fα(Q′)) → H•(S, Fα(Q)) and
ψ∗ : H•(S, Fα(Q)) → H•(S′, Fα(Q′)); and ψ∗ ◦ φ∗ = id, φ∗ ◦ ψ∗ = id by formula
(4.12). 
We also recover from Proposition 4.3 two functorial properties for concrete in-
formation structures stated in [1].
Proposition 4.5. Consider concrete information structures S, S′ associated to a
measurable spaces (Ω,B) and (Ω′,B′), respectively. Let Q (resp. Q′) be a probability
functor defined on S (resp. S′). Let σ : (Ω,B)→ (Ω′,B′) be a surjective measurable
function, such that
(1) for all X ∈ Ob(S), there exists φ(X) ∈ Ob(S′) such that σ descends to a
bijection σX : Ω/X
∼→ Ω′/φ(X);13
(2) for every X ∈ Ob(S) and P ∈ QX , the marginalization σX∗P is in Q′φ(X);
Then, there exists a natural morphism of graded vector spaces
(4.20) σ∗ : H•(S′, Fα(Q′))→ H•(S, Fα(Q)),
defined at the level of cochains by
(4.21) (σ∗f)Y [X1|...|Xn](P ) = fφ(Y )[φ(X1)|...|φ(Xn)](φ∗P ),
where Xj = X
′
j ◦ φ, for each index i.
Proof. The correspondence X 7→ φ(X) defines a functor from φ0 : S → S′; in
fact, if pi : X → Y , there is a corresponding surjection pi∗ : Ω/X → Ω/Y and
σY ◦ pi∗ ◦ σ−1X : Ω′/φ(X) → Ω′/φ(Y ) is also a surjection, that gives a morphism
φ(X)→ φ(Y ) in S′. We take as φ#X : X → φ(X) the bijection of partitions induced
by σX (recall that, for concrete structures, the functor of values is the identity). The
condition (2) implies that m• : Q→ Q′ ◦φ is a natural transformation. Proposition
4.3 entails the existence of φ∗ =: σ∗. 
Proposition 4.6. Consider concrete information structures S, S′ associated to a
measurable spaces (Ω,B) and (Ω′,B′), respectively. Let Q (resp. Q′) be a probability
functor defined on S (resp. S′). Let η : (Ω,B)→ (Ω′,B′) be a measurable function,
such that
(1) for all X ′ ∈ Ob(S′), there exists φ(X ′) ∈ Ob(S) such that η descends to a
bijection ηX : Ω/φ(X
′)→ Ω/X ′;
(2) for all X ′ ∈ Ob(S′) and P ′ ∈ Q′X′ , there exists P ∈ Qφ(X′) with P ′ = ηX∗P .
Then, there exists a natural morphism of graded vector spaces
(4.22) η∗ : Hm(S, Fα(Q))→ Hm(S′, Fα(Q′)),
defined at the level of cochains by
(4.23) (σ∗f)Y [X ′1|...|X ′n](P ′) = fφ(Y )[φ(X ′1)|...|φ(X ′n)](P ),
where P ′ = ηY ∗P .
13Every partition X defines an equivalence relation and Ω/X denotes the corresponding
quotient.
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Proof. The correspondence X ′ 7→ φ(X ′) defines a functor φ0 : S′ → S (see the
proof of Proposition 4.5). We take as φ#X : X
′ → φ(X ′) the bijection induced by
η−1X . Assumption (2) implies that m• : Q
′ → Q ◦ φ is a natural transformation and
we can use Proposition 4.3 to conclude. 
4.4. Determination of H0. Each 0-cochain f [ ] ≡ f corresponds to a collection
of functions fX(PX) ∈ Fα(QX), for each X ∈ Ob(S), that satisfy fY (Y∗PX) =
fX(PX) for any arrow X → Y in S. As we assume that 1 ∈ Ob(S), this means
that f is constant. Given an arrowX → Y , and a 0-cochain f such that fX(P ) = K,
(δf)X [Y ](P ) = Y.fX(P )− fX(P ) =
∑
y∈EY
P (Y = y)αf(P |Y=y)− f(P )
= K
 ∑
y∈EY
P (Y = y)α − 1
 = 0.
This means that Z0(S, F1(Q)) = C
0(S, F1(Q)) ∼= R and Z0(S, Fα(Q)) = 〈0〉 when
α 6= 1 (as long as some QY contains a non-atomic probability). Equivalently,
H0(S, F1(Q)) ∼= R, and H0(S, Fα(Q)) ∼= 〈0〉 when α 6= 1.
4.5. Local structure of 1-cocycles. Now we turn to C1(S, Fα(Q)). The 1-
cochains are families {fX [Y ] | X ∈ Ob(S)} such that for all Z → X → Y , the
equality fX [Y ](X∗PZ) = fZ [Y ](PZ) holds. This means that it is sufficient to
know fY [Y ](Y∗P ) to recover fX [Y ](P ), for any X → Y ; in this sense, we usu-
ally omit the subindex and just write f [Y ]. The computation above implies that
δC0(S, F1(Q)) = 〈0〉. On the other hand, δC0(S, Fα(Q)) ∼= R, and correspond to
multiples of the section of Fα(Q) given by X 7→ Sα[X]; we write
(4.24) δC0(S, Fα(Q)) ∼= R · Sα.
By equation (4.7) and commutativity of the product, every 1-cycle (δf = 0)
must satisfy the following symmetric relation:
(4.25) f [XY ] = f [Y ] + Y.f [X] = f [X] +X.f [Y ].
The following proposition reflects that certain events do not give information.
Proposition 4.7. Let f be a 1-cocycle. Then
(1) f [1] ≡ 0
(2) For any X ∈ Ob(S), any x ∈ EX , one has
f [X](δx) = 0.
Proof. Statement (1) is a particular case of (2); we prove the later. From
f [XX] = f [X] +X.f [X], we conclude that
X.f [X] =
∑
x∈EX
P (X = x)αf [X](P |X=x) = 0.
For P = δx, one obtains f [X](δx) = 0.

Example 4.8. We compute now H1(S, Fα(∆)), taking S equal to 0 → 1, and
E(0) = {a, b}. Proposition Proposition 4.7 implies that f [0](1, 0) = f [0](0, 1) = 0,
as a consequence of f [0] = f [0] + 0.f [0]. All the other relations derived from the
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cocycle condition (4.25) become tautological. Therefore, 1-cocycles are in corre-
spondence with measurable functions f on arguments (pa, pb) such that f(1, 0) =
f(0, 1) = 0. We conclude that H1(S, Fα(Q)) has infinite dimension. For a more
general statement, see Proposition 4.15.
The functions Sα[X] introduced in (4.1) and (4.2) are local, since they only
depend on X∗P . The following proposition establishes that they correspond to a
1-cocycles.
Proposition 4.9. Let (S, E) be an information structure,Q an adapted probability
functor, X an element of Ob(S), and Y, Z ∈ Ob(S) two variables refined by X.
Then, for all α > 0, the section Sα of Fα(Q) satisfy the relation
(4.26) (Sα)X [Y Z] = (Sα)X [Y ] + Y.(Sα)X [Z].
This means that Sα belongs to Z
1(S, Fα(Q)).
Proof. Let P be a probability in QX . We further simplify the notation, writing
P (y) instead of P (Y = y), and P (z|y) in place of P (Z = z|Y = y). We label the
points in E(Y Z) by their image under the injection ι : E(Y Z) → E(Y ) × E(Z),
writing w(y, z) ∈ E(Y Z).
(1) Case α = 1: by definition
−S1[Y Z](P ) =
∑
w(y,z)∈E(Y Z)
P (y, z) logP (y, z)
and in fact we can extend this to a sum over the whole set E(X)× E(Y ),
since P (y, z) = 0 whenever (y, z) /∈ im ι. We rewrite the previous expression
using the conditional probabilities
−S1[Y Z](P ) =
∑
z∈EZ
∑
y∈EY
P (z|y)P (y)(logP (y) + logP (z|y))
=
∑
y∈EY
P (y) logP (y)
∑
z∈EZ
P (z|y) +
∑
y∈EY
P (y)
∑
z∈EZ
P (z|y) logP (z|y).
This gives the result, because
∑
z∈EZ P (z|y) = 1, and
∑
z∈EZ P (z|y) logP (z|y) =
S1[Z](P |Y=y). Cf. [13].
(2) Case α 6= 1: The result is a consequence of δ2 = 0, but can be proved by a
direct computation.
(1− α)(S[Y ] +X.S[Y ]) =
 ∑
y∈EY
P (y)α − 1
+ ∑
y∈EY
P (y)α
(∑
z∈EZ
P (z|y)α − 1
)
=
∑
y∈Y
∑
z∈Z
P (z|y)αP (y)α − 1
= (1− α)S[XY ].
The last equality comes from P (z|y)P (y) = P (z, y), and the fact that we
can restrict the sum to E(Y Z), neglecting terms that vanish.

We shall see that any non-trivial 1-cocycle of type α is locally a multiple of Sα; we
still have to formalize this notion of locality. Proposition 4.10 present the solution
to a functional equation that comes from the cocycle condition. Then, Proposition
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4.12 determine the local form of a cocycle. Finally, Proposition 4.13 determine H1
under appropriate non-degeneracy hypotheses on the information structure S and
the probability functor Q.
For convenience, we introduce the notation
s1(p) := −p log p− (1− p) log(1− p);(4.27)
sα(p) :=
1
1− α (p
α + (1− p)α − 1) (for α 6= 1),(4.28)
both defined for p ∈ [0, 1].
Proposition 4.10. Let f1, f2 : ∆
2 → R be two unknown measurable functions
satisfying
(1) fi(0, 1) = fi(1, 0) = 0 for i = 1, 2.
(2) for all (p0, p1, p2) ∈ ∆2,
(1− p2)αf1
(
p0
1− p2 ,
p1
1− p2
)
− f1(1− p1, p1)
(4.29)
= (1− p1)αf2
(
p0
1− p1 ,
p2
1− p1
)
− f2(1− p2, p2).
Then, f1 = f2 and there exists λ ∈ R such that f1(p) = λsα(p).
Proof. The restriction p0 = 0 (with p1 = x, p2 = 1 − x) implies f2(x, 1 − x) =
f1(1− x, x). We eliminate f2 in (4.29) and set u(x) := f1(x, 1− x). When p1 = x,
p2 = y and p0 = 1− x− y, we obtain the functional equation
(4.30) u(1− x) + (1− x)αu
(
y
1− x
)
= u(y) + (1− y)αu
(
1− x− y
1− y
)
.
This functional equation is related to the so-called “fundamental equation of in-
formation theory”, which first appeared in the work of Tverberg [22]. In [12],
Kannappan and Ng show that every measurable solution of (4.30) with α = 1 has
the form u(x) = λs1(x), with λ ∈ R. Analogously, we show in Appendix C that
the general solution in the case α 6= 1 is u(x) = λsα(x), with λ ∈ R. 
Example 4.11. Let S be the poset represented by
Ω
X1 X2
X1X2
and E be the functor defined at the level of objects by E(X1) = {x{1}, x{0,2}},
E(X2) = {x{2}, x{0,1}}, and E(X1X2) = {x{1}, x{2}, x{3}}; for each arrow pi :
X → Y , the map pi∗ : E(X) → E(Y ) sends xI → xJ iff I ⊂ J . The couple (S, E)
is an information structure (in fact, it comes from a concrete one). Consider
f ∈ Z1(Fα(∆)): the cocyle condition means that, as functions on ∆(X1X2),
f [X1X2] = X1.f [X2] + f [X1],(4.31)
f [X1X2] = X2.f [X1] + f [X2].(4.32)
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Write f [X1] = f1 and f [X2] = f2. Clearly, the determination of f1 and f2 such
that X1.f2 + f1 = X2.f1 + f2 fix f completely. In terms of a probability (p0, p1, p2)
in ∆(X1X2) this equation is exactly (4.29). We conclude that every cocycle is a
multiple of the corresponding α-entropy: there exists a unique constant λ ∈ R such
that, for every variable Z ∈ Ob(S) and every probability law P ∈ ∆(X1X2),
f [Z](P ) = λSα[Z](P ).
This establishes that Z1(S, Fα(∆)) ∼= R. Together with the coboundary computa-
tions at the beginning of this section, this implies that H1(S, F1(∆)) ∼= R, and
H1(S, Fα(∆)) ∼= 〈0〉. The hypotheses are minimal: on one hand, if we remove
X1 or X2, Proposition 4.15 shows that dimH
1 = ∞; on the other, if QX1X2 does
not contain the interior of ∆2, the cocycle equations accept an infinite number of
solutions, because (4.29) is absent.
We would like to extend this result to a general information structure (S, E),
with a sufficiently good functor Q. The strategy is to reduce the problem locally to
Proposition 4.10, as we did in the previous example. However, the general situation
is more involved and it is convenient to introduce some new terminology.
Given two partitions X and Y , such that |EX | = k and |EY | = l, we can always
number the parts of X and Y , and represent the product XY as a rectangular
array AXY = (aij)1≤i≤k,1≤j≤l, where the component aij is the element {X =
xi, Y = yj} ∈ E(XY ) or the symbol ∅ if such element does not exist. We define an
elementary block as a submatrix of AXY , of dimension 2× 2, such that three of
its components (write b1, b2 and b3) satisfy:
(4.33) { (P (b1), P (b2), P (b3)) |P ∈ QXY } ∼= ∆2.
We call the product XY non-degenerate if, for some order of the parts of X and
Y , there exist elementary blocks B1, ..., Bn such that
(1) a11 ∈ B1 and akl ∈ Bn,
(2) two consecutive blocks Bi, Bi+1 have exactly two elements in common.
Note that the product of a variable X with itself is always degenerate, because it
only accepts non-trivial probabilities on the diagonal of AX2 .
Proposition 4.12. Let (S, E) be an information structure, Q an adapted proba-
bility functor, and X, Y two different variables in Ob(S) such that XY ∈ Ob(S).
Let f be a 1-cocycle of type α, i.e. an element of Z1(S, Fα(Q)). If XY is non-
degenerate, there exists λ ∈ R such that
f [X] = λSα[X], f [Y ] = λSα[Y ], f [XY ] = λSα[XY ].
Proof. As f is a 1-cocycle, it satisfies the two equations derived from (4.7)
Y.f [X] = f [XY ]− f [Y ],(4.34)
X.f [Y ] = f [XY ]− f [X].(4.35)
and therefore the symmetric equation
(4.36) X.f [Y ]− f [Y ] = Y.f [X]− f [X].
We write
f [X]
(
s t u . . .
p q r . . .
)
if P (s) = p, P (t) = q, P (u) = r, etc. and the probabilities of the unwritten parts
are zero.
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Fix an order (x1, ..., xk) and (y1, ..., yl) that satisfy the definition of non-degenerate
product. The proof goes by recursion on the elementary blocks B1, ..., Bn. Let[
ar,c ar,c+1
ar+1,c ar+1,c+1
]
be the current block Bi. Let Pµ be a probability given by pr,c+1 = µr, pr+1,c =
µr+1, pr+2,c = µr+2, ..., pk,c = µk, and zero otherwise. Here we have assumed
that ar,c+1 and ar+1,c are between the bi of (4.33). For this law, knowledge of
X implies knowledge of Y with certainty, therefore X.f [Y ](Pµ) = 0; by equation
(4.35), f [XY ](Pµ) = f [X](Pµ). Equation (4.34) reads
(1−µr)αf [X]
(
xr+1 . . . xk
µr+1/(1− µr) . . . µk/(1− µr)
)
= f [X]
(
xr . . . xk
µr . . . µk
)
−f [Y ]
(
yc yc+1
1− µr µr
)
.
Moreover, if µr+1 = 1− µr and µr+2 = . . . = µk = 0 (here we use again (4.33)),
f [X]
(
xr xr+1
µr 1− µr
)
= f [Y ]
(
yc yc+1
1− µr µr
)
.
We obtain the recurrence formula:
(4.37)
f [X]
(
xr . . . xk
µr . . . µk
)
= (1−µr)αf [X]
(
xr+1 . . . xk
µr+1/(1− µr) . . . µk/(1− µr)
)
+f [X]
(
xr xr+1
µr 1− µr
)
.
If the law Pµ does not belong to QXY , we could attain the same conclusion working
with the family of laws laws Pµ′ given by pr,c = µ
′
r, pi,c+1 = µ
′
i for i ≥ r + 1 and
zero otherwise, and such that (µ′r, µ
′
r+1) can take any value in ∆
1. Either Pµ or
Pµ′ are in QXY by the definition of non-degenerate product.
Analogously:
(4.38)
f [Y ]
(
yc . . . yl
νc . . . νl
)
= (1−νc)αf [Y ]
(
yc+1 . . . yl
νc+1/(1− νc) . . . νl/(1− νc)
)
+f [Y ]
(
yc yc+1
νc 1− νc
)
.
We proceed to the determination of
φr(z) := f [X]
(
xr xr+1
z 1− z
)
and ψc(z) := f [Y ]
(
yc yc+1
z 1− z
)
, for z ∈ [0, 1].
Let b1, b2, b3 be the three components of Bi given by the hypothesis (4.33). Take
(µ0, µX , µY ) ∈ ∆2 arbitrary. Set P (bi) := µY , where bi is the component that
differ from the others on the column-coordinate. Similarly, set P (bj) := µX , where
bj is the component that differ from the others on the row-coordinate. With this
assignment, the equation (4.36) gives:
(1− µX)αf [Y ]
(
yq yq+1
σ(µC/(1− µX)) σ(µY /(1− µX))
)
− f [Y ]
(
yq yq+1
σ(1− µY ) σ(µY )
)
= (1− µY )αf [X]
(
xp xp+1
τ(µC/(1− µY )) τ(µY /(1− µY ))
)
− f [X]
(
xp xp+1
τ(1− µX) τ(µX)
)
,
where σ, τ are the identity or the permutation of both non-trivial arguments. IN
any case, this leads to the functional equation in Proposition 4.10, which imply
that φr(z) = ψc(z) = λsα(z) for certain λ ∈ R.
In the next step, for Bi+1, one finds the functions φr and ψc+1, or the functions
φr+1 and φc, since two consecutive blocks Bi, Bi+1 have exactly two elements in
common. This ensures that the constant λ that appears in each step is the same.
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As the number of blocks is finite, the process stops and we finally obtain
(4.39) f [X](µ1, . . . , µk) = λ
k−1∑
i=0
1− i∑
j=1
µj
α sα
 µi+1(
1−∑ij=1 µj)
 .
Set Ti := 1−
∑i
j=1 µj . When α = 1,
k−1∑
i=0
(1− Ti)s1
(
µi+1
(1− Ti)
)(4.40)
=
k−1∑
i=0
[−µi+1 logµi+1 + µi+1 log(1− Ti)− (1− Ti+1) log(1− Ti+1) + (1− Ti+1) log(1− Ti)]
(4.41)
=
k∑
i=1
µi log µi +
k−1∑
i=0
[(1− Ti) log(1− Ti)− (1− Ti+1) log(1− Ti+1)]
(4.42)
=
k∑
i=1
µi log µi + (1− T0) log(1− T0)− (1− Tk) log(1− Tk)
(4.43)
=
k∑
i=1
µi log µi,
(4.44)
because 1− Tk = 0 and 1− T0 = 1. When α 6= 1,
k−1∑
i=0
(1− Ti)α sα
(
µi+1
(1− Ti)
)
=
k−1∑
i=0
[
µαi+1 + (1− Ti+1)α − (1− Ti)α
]
(4.45)
=
k∑
i=1
µαi + (1− Tk)α − (1− T0)α(4.46)
=
k∑
i=1
µαi − 1.(4.47)
Therefore, for any α > 0, we have f [X] = λSα[X]. Analogously, f [Y ] = λSα[Y ].

4.6. Determination of H1. In this section, we shall specify conditions on (S, E,Q)
that allows us to determine H1(S, Fα(Q)).
We call a variable Z reducible if there exist X,Y ∈ Ob(S) \ {1, Z} such that
Z = XY , and irreducible otherwise.
We denote by min(S) the set of minimal objects in S: these are the Y ∈ Ob(S)
such that @X ∈ Ob(S) with X → Y .
Every information category S can be seen as an abstract complex K(S) (compare
with Section 2.1, specially Figure 2.1), whose vertices are the irreducible variables
(except 1), the 1-cells are products between two irreducible variables (when they
exist), the 2-cells products between three irreducible variables (when they exist),
etc. (caveat: the same variable could correspond to several faces, whose dimensions
are not necessarily equal). The minimal objects min(S) correspond to the maximal
36 JUAN PABLO VIGNEAUX
faces of this simplicial complex. All minimal objects are reducible if and only if all
the maximal faces of K(S) have dimension ≥ 1.
Proposition 4.13. Let (S, E) be an information structure, and Q an adapted
probability functor. Denote by S∗ the full subcategory of S generated by Ob(S)\{1}.
Suppose that every minimal object can be factored as a non-degenerate product.
Then,
(4.48) H1(S, F1(Q)) =
∏
c∈pi0(S∗)
R · S(c)1
and, when α 6= 1,
(4.49) H1(S, Fα(Q)) =
 ∏
c∈pi0(S∗)
R · S(c)α
 /R · Sα
In the formulae above, c represents a connected component of S∗, and
S(c)α [X] =
{
Sα[X] if X ∈ Ob(c)
0 if X /∈ Ob(c)
Proof. Let f be an element of Z1(S, Fα(Q)). If every M ∈ min(S) can be factorized
as a non-degenerate product, Proposition 4.12 implies that f [M ] = λMSα[M ],
where λM is a constant that depends a priori on M . If Z ∈ SM ,
(4.50) f [Z] = f [M ]− Z.f [M ] = λMSα[M ]− Z.(λMSα[M ]) = λMSα[Z].
If Z is refined by two variables M,N ∈ min(S), we can apply the previous formula
twice to conclude that f [Z] = λMSα[Z] = λNSα[Z], and therefore λM = λN .
Let M,N be two elements of min(S). If they belong to the same connected
component of S∗, there is a zig-zag diagram in S∗ of the form
M → X1 ←M1 → X2 ←M2 → · · · ←Mk → Xk+1 ← N
for certain k ∈ N, where Mi ∈ min(S) for all i. Geometrically, each minimal
object represents a maximal face of K(S), and each Xi is a variable that lies in the
intersection of two maximal faces. The repeated application of the argument in the
previous paragraph implies that λM = λM1 = · · ·λN .
On the other hand, if c and c′ are different components of S∗, there is no cocycle
equation that relates f [X] and f [Y ], for any variables X ∈ c and Y ∈ c′. In fact,
such a cocycle equation only is possible if there is a third non-trivial variable Z
such that X,Y ∈ SZ , and therefore [X], [Y ] appear as generators of B1(Z); but
this would mean that X ← Z → Y in S∗.
The previous argument proves that Z1(S, Fα(Q)) ∼=
∏
c∈pi0(S∗) R · S
(c)
1 , and we
saw in Section 4.5 that δC0(S, F1(Q)) ∼= 〈0〉 and δC0(S, Fα(Q)) ∼= R · Sα. 
The result accepts a geometrical interpretation: dimH1(S, F1(Q)) equals the
number of connected components of K(S).
As a byproduct of the previous proof, we also obtain the following proposition.
Proposition 4.14. Let {(Si, Ei, Qi)}i∈I be a collection of triples that satisfy sep-
arately the hypotheses stated in Proposition 4.13. Then,
Z1
(∐
i∈I
S, F (
∐
i∈I
Q)
)
∼=
∏
i∈I
Z1(Si, F (Qi)).
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Proof. The category (
∐n
i=1 S)
∗ is the disjoint union of the categories S∗i , for i ∈
I. 
The cases uncovered by Proposition 4.13 can be classified in two families:
(1) There is an irreducible minimal object;
(2) All minimal objects are reducible, but some of them cannot be written as
non-degenerate products.
In the latter case, all kinds of behaviours are possible, as the examples at the end
this section show.
In the Example 4.8, we proved that H1(S, Fα(Q)) has infinite dimension when
S ∼= O({0, 1}); in this case, there is only one non-trivial variable and it is obviously
irreducible. Now we proceed to the generalization of this result.
Proposition 4.15. Let (S, E) be an information structure and Q an adapted prob-
ability functor. Let M ∈ min(S) be an irreducible minimal object, X1, ..., Xn all
the variables coarser than M and suppose that
M → X1 → ...→ Xn → 1,
in S. Moreover, suppose that there exists k ∈ {1, ..., n} such that, for some x ∈
E(Xk), the set Q
x
M := {P |Xk=x |P ∈ QM } contains at least one non-atomic law.14
Then, dimH1(S, Fα(Q)) =∞.
Proof. Let k˜ be the smallest k that satisfies the stated hypothesis. Set f [Xi] = 0
for i = k˜, ..., n. We shall show that f [M ] can be chosen arbitrarily.
The cocycle equations are
0 = Xi.f [M ]− f [XiM ] + f [Xi], i = 1, ..., n.
For i < k˜, the term Xi.f [M ] = 0 since all conditioned laws P |Xi=x give δ-laws.
This implies that f [Xi] = f [M ]. For i = k˜, we obtain f [M ] = Xk˜.f [M ]. Given this
one, the others equations become redundant since
Xj .f [M ] = Xj .(Xk˜.f [M ]) = (XjXk˜).f [M ] = Xk˜.f [M ], for j > k˜
Let P ∈ QM and P˜ = (Xk˜)∗P ∈ QXk˜ . The equation f [M ] = Xk˜.f [M ] reads
f [M ](P ) =
∑
x∈Xk˜
P˜ (x)f [M ](P |Xk˜=x).
If P |Xk˜=x = δm for some m ∈M (atomic law), then f [M ](P |Xk˜=x) = 0; otherwise,
no condition determines f [M ](P |Xk˜=x). This means that, for each set QxM that
contains non-atomic laws, we can introduce an arbitrary function. 
We illustrate the proof with an example. Consider Ω = {0, 1, 2} and the concrete
structure S given by
M = {{0}, {1}, {2}} → X1 = {{0, 1}, {2}} → 1Ω
In this case, there is an infinite family of cocycles given by f [X1] ≡ 0, f [1] ≡ 0 and
f [M ](p0, p1, p2) = (p0+p1)f [M ]
(
p0
p0 + p1
,
p1
p0 + p1
, 0
)
= (p0+p1)g
(
p0
p0 + p1
,
p1
p0 + p1
)
,
where g is an arbitrary function of two variables satisfying g(1, 0) = g(0, 1) = 0.
14The law P ∈ QM is atomic if P = δm for some m ∈M .
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To close this section, we make some remarks about case of reducible minimal
objects that cannot be written as non-degenerate products. If the product is degen-
erate, multiple constants can appear or the dimension of H1(S, Fα(Q)) can explode
to infinity, as the following examples show.
Example 4.16. Consider the information structure (S, E) given by the poset S
represented by
1
X Y
XY
and the assignment E(X) = {x1, x2, x3, x4}, E(Y ) = {y1, y2, y3, y4}, and E(XY ) =
E(X)× E(Y ); the surjections are the terminal maps and the canonical projectors.
Let
QXY = {P ∈∆(XY ) |P (xi, yj) = 0 if (i, j) ∈ ({x1, x2} × {y1, y2})c }
∪ {P ∈ ∆(XY ) |P (xi, yj) = 0 if (i, j) ∈ ({x3, x4} × {y3, y4})c }.(4.51)
Therefore, we just need to determine
f [X]
(
x1 x2
p 1− p
)
, f [X]
(
x3 x4
p 1− p
)
,
f [Y ]
(
y1 y2
p 1− p
)
and f [Y ]
(
y3 y4
p 1− p
)
,
(4.52)
for arbitrary p ∈ [0, 1]. Proposition 4.10 allows us to conclude that
(4.53) f [X]
(
x1 x2
p 1− p
)
= λ1sα(p), f [Y ]
(
y1 y2
p 1− p
)
= λ1sα(p).
We can use this proposition a second time to show that
(4.54) f [X]
(
x3 x4
p 1− p
)
= λ2sα(p), f [Y ]
(
y3 y4
p 1− p
)
= λ2sα(p).
However, from Equations (4.34) and (4.35) is impossible to find a relation between
λ1 and λ2 when P ∈ QXY . We conclude that Z1(Fα(Q)) ∼= R2.
Example 4.17. Let (S, E) be the information structure defined in the previous
example and
QXY = {P ∈∆(XY ) |P (xi, yj) = 0 if (i, j) ∈ ({x1, x2} × {y1, y2})c }
∪ {P ∈ ∆(XY ) |P (x3, y3) + P (x4, y4) = 1 }.(4.55)
As before, we can conclude that
(4.56) f [X]
(
x1 x2
p 1− p
)
= λ1sα(p), f [Y ]
(
y1 y2
p 1− p
)
= λ1sα(p).
Equations (4.34) and (4.35) imply that
(4.57)
f [XY ]
(
(x3, y3) (x4, y4)
p 1− p
)
= f [X]
(
x3 y3
p 1− p
)
= f [Y ]
(
y3 y4
p 1− p
)
.
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Figure 2. Decomposition of a choice from three possibilities. Fig-
ure 6 in [18].
and these are the only relations between these functions. Therefore, we can introduce
an arbitrary function g(p, 1− p) that satisfy g(0, 1) = g(1, 0) = 0. This means that
dimZ1(Fα(Q)) =∞.
5. Remarks on the notion of entropy
5.1. Shannon’s axiomatization. In his seminal paper [18], Shannon proposed an
axiomatic characterization for a ‘measure of choice’. 15
Suppose we have a set of possible events whose probabilities of
occurrence are p1, p2, · · · , pn. These probabilities are known but
that is all we know concerning which event will occur. Can we find
a measure of how much “choice” is involved in the selection of the
event or of how uncertain we are of the outcome?
If there is such measure, say H(p1, p2, · · · , pn), it is reasonable
to require of it the following properties: [...]
3. If a choice be broken down into two successive choices, the
original H should be the weighted sum of the individual values
of H. The meaning of this is illustrated in Fig. 6 [see Figure 2].
At the left we have three possibilities each with probabilities
2
3 ,
1
3 . The final results have the same probabilities as before.
We require, in this special case, that
H(
1
2
,
1
3
,
1
6
) = H(
1
2
,
1
2
) +
1
2
H(
2
3
,
1
3
)
The coefficient 12 is because this second choice only occurs half
the time.
In the general case, we interpret the third axiom of Shannon as follows: given a
partition of the space by a finite variable XY (‘a set of possible events’, ‘a choice
be broken down into two successive choices’) and a probability P in ∆(XY ), the
identity
(5.1) H[XY ](P ) = H[Y ](Y∗P ) +
∑
yi
P (Y = yi)H[X](X∗(P |Y=yi))
15Shannon included two other axioms: the continuity of H and a monotonicity property. Since
then, these axioms have been weakened several times; in this text, they are implied by his axiom
3.
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is satisfied. For example, if Ω = [0, 1], Y = χ[0,1/2], and X = χ[0,1/6], we can read
the left tree in Figure 2 as the three possible results of a variable XY , and the right
tree as the iterated choices given by Y and X. The variable Y is interpreted as a
particular ‘grouping’ of the possible results of XY , as usually said in the literature.
5.2. Functorial extensions of algebras. The cocycle equation (5.1) has a mean-
ing in the context of extensions of algebras. We introduce first some general def-
initions and results from [24]; what is said there for algebras remains valid with
presheaves of algebras.
Let Λ be a presheaf of R-algebras on S. An extension of Λ is an epimorphism
σ : Γ→ Λ. The extension is called singular (or square zero) if ker(σX)2 = 0 for all
X ∈ Ob(S) (in this case, ker(σX) can be regarded as a ΛX -bimodule). It is called
cleft if there exists a morphism φ : Λ → Γ, φX morphism of algebras, such that
σ ◦φ = 1Λ. Given a Λ-bimodule M , a singular extension of Λ by M is a short exact
sequence
(5.2) 0 M Γ Λ 0
ξ σ
where ξ is a morphism of Γ-bimodules (M is Γ-bimodule by γ.m = σ(γ).m, etc.).
Two extensions are called congruent if there is an algebra morphism γ : Γ → Γ′
making
Γ
0 M Λ 0
Γ′
σ
γ
ξ
ξ′ σ′
commute.
A particular singular cleft extension of Λ by M is given by the semidirect
sum, defined to be the presheaf of vector spaces M ⊕ Λ with product defined by
(m1, λ1) • (m2, λ2) = (m1λ2 + λ1m2, λ1λ2); with ξ(m) = (m, 0) and σ(m,λ) = λ.
The following Proposition is a well known result.
Proposition 5.1. Any singular cleft extension is congruent to M o Λ.
In our case, Λ = A and M = Fα(Q), turned into a presheaf of A−A-bimodules
with trivial right action: this means that each variable acts as the identity endo-
morphism. If Γ is a singular cleft extension of A by Fα(Q), it is isomorphic to
Fα oA. What are the possible morphisms φ : A → Fα oA that implement this
splitting? Set φ(X) = (d[X], X); since φX is a morphism of algebras,
(d[Y ], Y ) • (d[X], X) = (d[Y X], Y X)⇔ (d[Y ] + Y.d[X], Y X) = (d[Y X], Y X).
Thus d must be a 1-cocycle (also called derivation in this context). In this chapter,
we have proved that in general there is no choice, one must take the entropy.
Therefore, we can say that the entropy is the unique derivation that transforms
a multiplicative operation on partitions into an additive operation on functions,
introducing an appropriate ‘twist’.
Note that the definition of Fα(Q) guarantees that d[X](P ) depends only on X∗P .
This turns out to be the appropriate notion of locality and justifies the introduction
of presheaves.
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The extensions that are singular and R-split (instead of cleft) are classified by
H2(S, Fα(Q)): the morphism φX : AX → ΓX gives a natural vector space decom-
position ΓX ' AX ⊕ FX , with product given by (X, f) • (Y, g) = (XY, f + X.g +
a(X,Y )). The function a : A ⊗R A → R is called the factor set of the extension
and the associativity of the product in Γ entails that a is a 2-cocycle.
6. Quantum probability and quantum models
Let E be a finite dimensional Hilbert space: a complex vector space with a pos-
itive definite hermitian form 〈·, ·〉. In the quantum setting, random variables are
generalized by endomorphisms of E (operators). An operator H is called hermitian
if for all u, v ∈ E, one has 〈u,Hv〉 = 〈Hu, v〉; if H is represented as a matrix MH ,
this means M∗H = MH . Real valued observables correspond to hermitian operators,
for the following reason: in quantum mechanics, the measurable quantities are as-
sumed to be the eigenvalues of the operators, and every hermitian operator has real
eigenvalues. Generally, in physics the term observable means hermitian operator,
and we follow in this work the same convention.
A fundamental result of linear algebra, the Spectral Theorem [10, Sec. 79], says
that each hermitian operator Z can be decomposed as weighted sum of positive
hermitian projectors
Z =
K∑
j=1
zjEj
where z1, ..., zK are the (pairwise distinct) real eigenvalues of Z. Each Ej is the
projector on the eigenspace spanned by the eigenvectors of zj ; the dimension of this
subspace equals the multiplicity of zj as eigenvalue. As hermitian projectors, they
satisfy the equation E2j = Ej and E
∗
j = Ej . They are also mutually orthogonal
(EjEk = 0 for integers j, k), and their sum equals the identity,
∑
1≤j≤K Ej = IdE .
This decomposition of Z is not necessarily compatible with the preferred basis of
E (that diagonalizes the hermitian product).
In analogy to the classical case, we consider as equivalent two hermitian operators
that define the same direct sum decomposition {Ej}j of E by means of the Spectral
Theorem, ignoring the particular eigenvalues. For us, observable and direct sum de-
composition (sometimes just ‘decomposition’, for brevity) are then interchangeable
terms. In what follows, we denote by EA both the subspace of E and the orthogonal
projector on it. A decomposition {Eα}α∈A is said to refine {E′β}β∈B if each E′β
can be expressed as sum of subspaces {Eα}α∈Aβ , for certain Aβ ⊆ A. In that case
we say also that {Eα}α∈A divides {E′β}β∈B , and we write {Eα}α∈A → {E′β}β∈B .
With this arrows, direct sums decompositions form a category called DSD(E).
Definition 6.1. A quantum model of an information structure S is a couple
(E, ρ), where E is a finite dimensional Hilbert space and ρ : S → DSD(E) is a
functor, such that:
(1) ρ is injective on objects;
(2) For each X ∈ Ob(S), there is a bijection of sets X ' ρ(X);
(3) If X ∧ Y exists, ρ(X ∧ Y ) = ρ(X)× ρ(Y ).
A quantum model gives rise to a quantum information structure as defined in [1].
As the projective resolution found in 3.3 just depends on the underlying abstract
structure, it can also be used to compute quantum information cohomology. The
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quantum part comes from the coefficients: the model is used to define a sheaf of
density matrices and then the corresponding functional module.
Appendix A. Abstract simplicial complexes
In this section, we recall the main definitions concerning abstract (or combina-
torial) simplicial complexes, for the convenience of the reader. Most of them are
taken verbatim from [14].
We define an (abstract) simplicial complex as a collection K of non-empty
finite subsets of a finite set S, subject to the condition: if s ∈ K, then every non-
empty subset of s is in K. A subcomplex K′ of K is collection of subsets of S
contained in K that also satisfies the condition above.
The finite sets that make up K are called abstract simplices. Given an abstract
simplex s ∈ K, its elements are called vertexes and its non-empty subsets are called
faces. We say that K is a finite complex when K is a finite set, and locally finite if
every vertex belong to a finite number of simplices. The dimension of an abstract
simplex s ∈ K is |s| − 1. When the dimensions of the simplices of K are bounded
above, the complex is finite dimensional and its dimension is the smallest upper
bound.
The d-skeleton of K is the subcomplex of K consisting of all the simplices that
have dimension at most d.
The vertex set of a complex K is
(A.1) K0 =
⋃
s∈K
s.
A simplicial map f : K → L is given by a vertex map f0 : K0 → L0 which
must satisfy the property that f(s) := {f0(v1), ..., f0(vk)} ∈ L whenever s =
{v1, ..., vk} ∈ K.
Example A.1. The abstract simplex ∆([n]) is the simplicial complex P([n]): its
0-dimensional simplices are the singletons, the 1-dimensional simplices are the sets
of cardinality two, etc.
Appendix B. Relative homological algebra
B.1. General results. In this section, we summarize some results from [15, Ch. IX].
The purpose is to find the analogous of a free resolution of modules, but in the gen-
eral context of abelian categories. Capital Latin letters A,B,C... denote objects
and Greek letters α, β... morphisms.
A relative abelian category is a pair of abelian categories A and M and a
convariant functor  : A → M which is additive, exact and faithful (we write
(X) = X, for objects and morphisms). Additivity implies that (A ⊕ B) =
A ⊕ B; by exactness,  carries exact sequences into exact sequences; as  is
faithful, α = 0 implies α = 0, therefore A = 0 entail A = 0.
Example B.1. The simple example to have in mind are R-modules and S-modules,
when S is a subring of R with the same unity (write ι : S → R for the injection).
In this case, every R-module A can be seen as an S-module ιA by restriction of
scalars: denote by A¯ the underlying abelian group and by Λ : R → End(A¯) the
action of R over A¯, then define the action Λ′ : S → End(A¯) as the ring morphism
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that makes the following diagram commute:
S R
End(A¯) End(A¯)
ι
Λ′ Λ
1
Every R-module morphism α : A→ B is also a S-module morphism ια : ιA→ ιB.
Therefore, A := ιA and α := ια is a functor from the category A of left R-
modules to the category M of left S-modules; it “forgets” or “neglects” part of the
structure. This functor is exact, additive and faithful.
A short exact sequence χ‖σ in A is relatively split (-split) if χ‖σ splits in
M, this means that σ has a right inverse k or, equivalently, χ has a left inverse
t. We obtain a direct sum diagram in M,
(B.1) A B C.
χ
t σ
k
This class of short exact sequences is also called -allowable, or simply allowable
(see [15, Ch. IX, Sec. 4]). A monomorphism χ is called allowable if χ‖σ is -
split for some σ; this is the case if and only if χ‖(cokerχ) is -split. Dually,
an epimorphism is called allowable if (kerσ)‖σ is -split. Therefore, the class of
allowable short exact sequences is determined by the allowable monomorphisms or
the allowable epimorphisms.
The following conditions on a morphism α are equivalent:
(1) imα is an allowable monomorphism and coimα is an allowable epimor-
phism;
(2) kerα is an allowable monomorphism and cokerα is an allowable epimor-
phism;
A morphism is called allowable when it satisfies any of these conditions (see [15,
p. 264]).
An relative projective object P is any object of A such that, for every
allowable epimorphism σ : B → C, each morphism  : P → C of A can be factored
through σ as  = σ′ for some ′ : P → A.
In order to construct enough relative projectives, we consider the following defi-
nition. A resolvent pair is a relative abelian category  : A →M together with
a covariant functor F : M → A left adjoint to . This means that there exist a
isomorphism ϕ,
(B.2) ϕ : HomA(FM,A)
∼−→ HomM(M,A),
natural in both arguments. We can think of  as a forgetful functor, and F as the
corresponding “free” functor.
Proposition B.2. Let  : A → M be a relative abelian category. The following
conditions are equivalent:
(1) there exists a covariant functor F : M →A left adjoint to ;
(2) there exist a covariant functor F : M → A, and a natural transformation
e : 1M → F (where 1M is the identity functor), such that every u : M →
A in M has a factorization u = αeM , with α : F (M)→ A unique.
Proof. Suppose (1); taking A = FM in (B.2), define eM as ϕ(1FM ). Now, for
arbitrary A ∈ Ob(A), take α := ϕ−1(u); the naturality of ϕ implies u = αeM .
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The implication (2)⇒ (1) follows immediately taking ϕ−1(u) := α. More details
can be found in [15, p. 266]. 
Example B.3 (continuation of B.1). Take F (M) = R ⊗S M and eM = 1 ⊗
m ∈ F (M). Given a map of S-modules u : M → A , define α : FM → A by
α(1⊗m) = u(m).
The following proposition exploits the properties of the allowable morphisms that
we are studying (-split), and give us “free” objects, as suggested by the notation
above.
A complex  : X → A over A (inA) is a sequence ofA-objects andA-morphisms
...Xn → Xn−1 → ... → X1 → X0 −→ A → 0, such that the composite of any two
succesive morphisms is zero. This complex is called:
(1) a resolution of C, if the sequence is exact;
(2) relatively free if each Xn has the form F (Mn) for certain Mn in M (we
write en for eMn : Mn → Xn);
(3) allowable if all its morphisms are allowable.
Each object C of A has a canonical relatively free resolution. Writing F˜C for
FC, and F˜n for its n-fold iteration, construct the objects
(B.3) Bn(C) = F˜
n+1C, n ∈ N.
Define M-morphisms s• between the corresponding objects
(B.4) C B0(C) B1(C) B2(C) . . .
s−1 s0 s1 s2
as s−1 := e(C) and sn := e(Bn(C)) (here e is the natural transformation in
Proposition B.2).
Proposition B.4. [15, p. 268] There are unique A-morphisms
 : B0(C)→ C, ∂n+1 : Bn+1(C)→ Bn(C) for n ∈ N,
which make B(C) := {Bn(C)}n a relatively free allowable resolution of C with s as
contracting homotopy in M. This resolution, with its contracting homotopy, is a
covariant functor of C.
Proof. We simply quote here the construction of  and ∂n. They form the following
schematic diagram (solid arrows belong to A, and dashed arrows belong to M):
(B.5) 0 C B0(C) B1(C) B2(C) . . .
s−1

s0
∂1
s1
∂2
s2
∂
By Proposition B.2, 1C factors through a unique  : B0 → C; the formula
1C = eC shows that  is allowable (note that  is an epimorphism). Boundary
operators are defined by recursion so that s will be a contracting homotopy. Given
, the morphism 1B0 − s−1 factors uniquely as ∂1s0, for some ∂1 : B1 → B0.
Similarly, 1Bn − sn−1∂n : Bn → Bn determines ∂n+1 given ∂n, as the unique
A-morphism such that ∂n+1sn = 1Bn − sn−1∂n.
(B.6)
Bn+1 Bn
Bn
∂1
sn
1Bn

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The resolution B(C) is called the (unnormalized) bar resolution. A relative
Ext bifunctor may be defined by
(B.7) Extn(C,A) := H
n(HomA(B(C), A)).
A “relative” version of the comparison theorem (see [15, Ch. IX, Th. 6.2]) shows
that one can use any other allowable and relatively projective resolution  : X → C
to compute Extn as
(B.8) Extn(C,A) ∼= Hn(HomA(X,A)).
Note that HomA(X,A) stands for all the A-morphisms, not just the allowable ones.
It is clear that Ext0(C,A) ∼= Ext0(C,A), but in general the groups Extn(C,A)
depend on .
B.2. Example: Presheaves of modules. We develop now the particular case
relevant to our theory. Let S be a category equipped with the trivial topology, such
that every presheaf is a sheaf. Consider two sheaves of rings R,S : Sop → Rings,
such that SX is a subring of RX with the same unity, for every X ∈ Ob(S). Take
A = Mod(R), the category of (pre)sheaves of R-modules, and M = Mod(S), the
category of (pre)sheaves of S-modules. A relative abelian category is obtained when
 : A →M is the forgetful functor over each X, as defined in Example B.1. The
functor F : M →A sends a sheaf P to the new sheaf X 7→ RX⊗SX PX ,16 and each
morphism of S-sheaves (in short, S-morphism) f : M → N to the R-morphism
defined by
Ff(X)(1⊗m) = 1⊗ f(m), for X ∈ S.
The natural transformation e mentioned in Proposition B.2 corresponds to a col-
lection of S-morphisms eP : P → F (P ), one for each presheaf P of S-modules;
given X in S, we define eP (X)(m) = 1⊗m. 17
Fix now a sheaf C in Mod(R). We denote by X a generic element in Ob(S).
Then, B0C(X) := FC(X) = RX ⊗SX (C(X)); this RX -module is formed by
finite RX -linear combinations of tensors 1 ⊗ c, with c ∈ C. Generally, an element
of BnC(X) = RX ⊗ Bn−1C(X), for n ≥ 1, is a finite RX -linear combination of
tensors 1⊗ r1 ⊗ r2 ⊗ ...⊗ rn ⊗ c. The ring RX acts on BnC(X) by multiplication
on the first factor of the tensor product; to highlight this fact, people usually write
r[r1|r2|...|rn|c] instead of r⊗ r1⊗ r2⊗ ...⊗ rn⊗ c. This notation explains the name
“bar resolution” adopted above. The definition of e implies that
(B.9) sX−1 : C(X)→ B0C(X), c 7→ 1⊗ c = [c],
and
(B.10)
sXn : BnC(X)→ Bn+1C(X), r[r1|r2|...|rn|c] 7→ [r|r1|r2|...|rn|c] for n ∈ N.
These equalities determine s•, since these functions are SX -linear.
16This is a left R-module with action defined by r(r′ ⊗ p) = (rr′) ⊗ g. For iterated tensor
products, this definition is not canonical; for example, when considering RX ⊗ RX ⊗ PX , the
element (sr)⊗ r′ ⊗ g does not equal r⊗ (sr′)⊗ g (for s ∈ S), unless S is in the center of R. As in
this work we only use commutative rings and algebras, these differences do not pose any problem.
17Of course, one has to prove that e is in fact a natural transformation and satisfies the
properties required by Proposition B.2. This proof is rather trivial but complicated to write, and
we omit it.
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Now  is the unique R-morphism such that 1C = eC ; this is clearly the case if
X([c]) = c. Similarly, ∂1 is the unique R-morphism from B1C to B0C that satisfies
(B.11) ∂1e0 ≡ ∂1s0 = 1− sX−1
Since B1C(X) is generated as a RX -module by the elements [r|c], and sX0 (r[c]) =
[r|c], the equation (B.11) defines ∂1 completely. Just remark that (r[c]) = r([c]) =
r(1⊗ c) = rc and s1(rc) = [rc]. We conclude that
(B.12) ∂1([r|c]) = r[c]− [rc].
It can be proved by recursion that (cf. [15, p. 281])
(B.13)
∂[r1|...|rn|c] = r1[r2|...|rn|c]+
n−1∑
k=1
(−1)k[r1|...|rkrk+1|...|rn|c]+(−1)n[r1|...|rn−1|rnc].
In virtue of Proposition B.4, we obtain in this way a free allowable resolution of C.
Appendix C. Modular group and generalized information functions
Fix α > 0. We are interested in the measurable solutions of
(C.1) u(1− x) + (1− x)αu
(
y
1− x
)
= u(y) + (1− y)αu
(
1− x− y
1− y
)
.
for all x, y ∈ [0, 1) such that x + y ∈ [0, 1], subject to the boundary condition
u(0) = u(1) = 0.
In this section, we show that the only measurable solutions to (C.1) are multiples
of the corresponding entropy sα. This rests on two preliminary results.
Proposition C.1 (Regularity). Any measurable solution of (C.1) is infinitely dif-
ferentiable on (0, 1).
Proposition C.2 (Symmetry). Any solution of (C.1) satisfies u(x) = u(1−x) for
all x ∈ Q ∩ [0, 1].
The first is proved analytically, by means of standard techniques in the field
of functional equations, and the second by a geometrical argument, relating the
equation to the action of the modular group on the projective line.
The Propositions above imply that any measurable solution of (C.1) must satisfy
u(x) = u(1− x) for all x ∈ [0, 1] and therefore
(C.2) u(x) + (1− x)αu
(
y
1− x
)
= u(y) + (1− y)αu
(
x
1− y
)
,
with u(1) = u(0) = 0. By continuity, u attains a finite value on 12 , say K. For
α = 1, Kannappan and Ng [12] showed that u(x) = Ks1(x). For α 6= 1, Daro´czy
[3] proved that18
(C.3) u(x) =
K
21−α − 1(p
α + (1− p)α − 1).
18In fact, he does the case K = 1, but the argument works in general.
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Proof of Lemma C.1. Lemma 3 in [12] implies that u is locally bounded on (0, 1)
and hence locally integrable. Their proof is for α = 1, but the argument applies to
the general case with almost no modification, just replacing
|u(y)| =
∣∣∣∣u(1− x) + (1− x)u( y1− x
)
− (1− y)u
(
1− x− y
1− y
)∣∣∣∣ ≤ 3N,
where x, y are such that u(1− x) ≤ N , u
(
y
1−x
)
≤ N and u
(
1−x−y
1−y
)
≤ N , by
|u(y)| =
∣∣∣∣u(1− x) + (1− x)αu( y1− x
)
− (1− y)αu
(
1− x− y
1− y
)∣∣∣∣ ≤ 3N,
that is evidently valid too.
To prove the differentiability, we also follow the method of [12]. Let’s fix an
arbitrary y0 ∈ (0, 1); then, it is possible to chose s, t ∈ (0, 1), s < t, such that
1− y − s
1− y ,
1− y − t
1− y ∈ (0, 1),
for all y in certain neighborhood of y0. We integrate (C.1) with respect to x,
between s and t, to obtain
(C.4) (s− t)u(y) =
∫ 1−s
1−t
u(x)x. + y
1+α
∫ y
1−t
y
1−s
u(z)
z3
z. + (1− y)1+α
∫ 1−y−t
1−y
1−y−s
1−y
u(z)z..
The continuity of the RHS of (C.4) as a function of y at y0, implies that u is
continuous at y0 and therefore on (0, 1). The continuity of u in the RHS of (C.4)
implies that u is differentiable at y0. An iterated application of this argument shows
that u is infinitely differentiable on (0, 1). 
Proof of Lemma C.2. We take 1− x = 1− y = z ∈ [ 12 , 1] in (C.1), to obtain
u(z)− u(1− z) = zα [u(2− z−1)− u(z−1 − 1)] .
If we define h(z) := u(z)− u(1− z), the previous equation reads
(C.5) ∀z ∈
[
1
2
, 1
]
, h(z) = zαh(2− z−1),
and, by definition,
(C.6) ∀z ∈ [0, 1] , h(z) = h(1− z).
The boundary conditions imply that h(0) = h(1) = 0. From (C.5), we deduce that
h(1/2) = h(0)/2α = 0. Using (C.6) in the RHS of (C.5), we obtain
(C.7) ∀x ∈
[
1
2
, 1
]
, h(x) = −xαh(x−1 − 1).
In principle h is just defined on [0, 1], but we extend it imposing the periodicity:
(C.8) ∀x ∈]−∞,∞[, h(x+ 1) = h(x)
We establish now several results about this extended function.
Lemma C.3.
∀x ∈ R, h(x) = −h(1− x).
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Proof. We write x = [x] + {x}, where {x} := x− [x]. Then,
h(x)
(C.8)
= h({x}) (C.6)= −h(1− x) (C.8)= −h(1− {x} − [x]) = −h(1− x).

Lemma C.4.
(C.9) ∀x ∈ [1, 2], h(x) = xαh(2− x−1).
Proof. For h is periodic, (C.9) is equivalent to ∀x ∈ [1, 2], h(x−1) = xαh(1−x−1),
and the change of variables u = x− 1 gives
(C.10) ∀u ∈ [0, 1], h(u) = (u+ 1)αh
(
u
u+ 1
)
.
Note that 1− uu+1 = 1u+1 ∈ [1, 2]. Therefore,
h
(
u
u+ 1
)
(Lemma C.3)
= −h
(
1
u+ 1
)
(C.7)
=
(
1
u+ 1
)α
h(u).
This establishes (C.10). 
Lemma C.5.
(C.11) ∀x ∈ [2,∞[, h(x) = xαh(2− x−1).
Proof. If x ∈ [2,∞[, then 1− 1x ∈
[
1
2 , 1
]
and we can apply equation (C.5) to obtain
(C.12)
h
(
1− 1
x
)
(C.5)
= =
(
1− 1
x
)α
h
(
2−
(
1− 1
x
)−1)
=
(
x− 1
x
)α
h
(
1− 1
x− 1
)
.
We prove (C.11) by recurrence. The case x ∈ [1, 2] corresponds to Lemma C.4.
Suppose it is valid on [n− 1, n]. For x ∈ [n, n+ 1], with n ≥ 2, we have:
h(x)
(C.8)
= h(x−1) (rec.)= (x−1)αh(2−(x−1)−1) (C.8)= (x−1)αh(2−(x−1)−1) (C.12)= xαh(2−x−1).

Lemma C.6.
(C.13) ∀x ∈
[
0,
1
2
]
, h(x) = −xαh(x−1 − 1).
Proof. The previous Lemma and periodicity imply that h(x − 1) = xαh(1 − x−1)
for all x ≥ 2, i.e.
(C.14) ∀u ≥ 1, h(u) = (u+ 1)αh
(
1− 1
u+ 1
)
.
Then, for u ≥ 1:
(C.15) h
(
1
u+ 1
)
(C.3)
= −h
(
1− 1
u+ 1
)
(C.14)
= −
(
1
u+ 1
)α
h(u).
We set y = (u+ 1)−1 ∈ (0, 12]. Equation (C.15) reads
(C.16) ∀y ∈
(
0,
1
2
]
, h(y) = −yαh(y−1 − 1).
Since h(0) = 0, the Lemma is proved. 
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Lemma C.7.
(C.17) ∀x ∈
[
0,
1
2
]
, h(x) = xαh(2− x−1).
Proof. By Lemma C.3, h
(
2− x−1) = −h(x−1 − 1). This and (C.13) give:
h(x) = −xαh
(
1
x
− 1
)
= xαh
(
2− 1
x
)
.

Lemma C.8.
∀x ∈]−∞, 0], h(x) = −xαh(2− x−1).
Proof. On one hand, periodicity implies that h(x) = h(x + 1)
(C.3)
= −h(1 − (x +
1)) = −h(−x). On the other, for x ≤ 0, Lemmas C.4 and C.5 above imply that
h(−x) = (−x)αh(2− (−x)−1) = |x|αh(2− (−x)−1). Therefore,
(C.18)
h(x) = −h(−x) = −|x|αh
(
2 +
1
x
)
(C.3)
= |x|αh
(
1−
(
2 +
1
x
))
(C.8)
= |x|αh
(
2− 1
x
)

All these results can be summarized as follows:
Proposition C.9. The function h, extended periodically to R, satisfies the equa-
tions
∀x ∈ R, h(x) = |x|αh
(
2x− 1
x
)
,(C.19)
∀x ∈ R, h(x) = −|x|αh
(
1− x
x
)
.(C.20)
The second equation is implied by (C.6).
The group G = SL2(Z)/{±I} is called the modular group; it is the image of
SL2(Z) in PGL2(R). We keep using the matrix notation for the images in this
quotient. We make G act on P 1(R) as follows: an element g =
(
a b
c d
)
∈ G acting
on [x : y] ∈ P 1(R) (homogeneous coordinates) gives
g[x : y] = [ax+ by : cx+ dy].
Let S and T be the elements of G defined by the matrices
(C.21) S =
(
0 −1
1 0
)
and T =
(
1 1
0 1
)
.
The group G is generated by S and T [17, Ch. VII, Th. 2]; in fact, one can prove
that 〈S, T ;S2, (ST )3〉 is a presentation of G.
The transformations x 7→ 2x−1x and x 7→ 1−xx in Equations (C.19) and (C.20)
are homographies of the real projective line P 1(R), that we denote respectively α
and β. They correspond to elements
(C.22) A =
(
2 −1
1 0
)
, B =
(−1 1
1 0
)
.
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in G, that satisfy
(C.23) B2 =
(
2 −1
−1 1
)
, BA−1 =
(−1 1
0 1
)
.
This last matrix corresponds to x 7→ 1− x.
Lemma C.10. The matrices A and B2 generate G.
Proof. Let
P = S−1T−1 =
(
0 1
−1 1
)
.
One has
(C.24) PAP−1 =
(
1 −1
0 1
)
,
and
(C.25) PB2P−1 =
(
3 −1
1 0
)
.
Therefore, PAP−1 = T−1 and S = T−3PB−2P−1. Inverting these relations, we
obtain
(C.26) T = PA−1P−1; S = PA3B−2P−1.
Let X be an arbitrary element of G. Since Y = PXP−1 ∈ G and G is generated
by S and T , the element Y is a word in S and T . In consequence, X is a word in
P−1SP and P−1TP , which in turn are words A and B2. The Lemma is proved.
One can find explicit formulas for S and T in terms of A and B2. Since P =
S−1T−1, we deduce that PSP−1 = S−1T−1STS and PTP−1 = S−1T−1TTS =
S−1TS. Hence, in virtue of (C.26),
S = P−1S−1T−1STSP
= (P−1S−1P )(P−1T−1P )(P−1SP )(P−1TP )(P−1SP )
= B2AB−2A2B−2
and
T = P−1S−1TSP
= (P−1S−1P )(P−1TP )(P−1SP )
= B2A−1B−2.

To finish our proof of Proposition C.2, we remark that the orbit of 0 by the
action of G on P 1(R) is Q ∪ {∞}, where Q ∪ {∞} has been identified with {[p :
q] ∈ P 1(R) | p, q ∈ Z} ⊂ P 1(R). This is a consequence of Bezout’s identity: for
every point [p : q] ∈ P 1(R) representing a reduced fraction pq 6= 0 (p, q ∈ Z \ {0}
and coprime), there are two integers x, y such that xq − yp = 1. Therefore
g′ =
(
x p
y q
)
is an element of G and g′[0 : 1] = [p : q]. The case q = 0 is covered by(
0 1
−1 0
)
[0 : 1] = [1 : 0].
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The extended equations (C.19) and (C.20) are such that h(x) = 0 implies
h(αx) = 0, h(βx) = 0, h(α−1x) = 0 and h(β−1x) = 0. Since the orbit in R of
0 by the group of homographies generated by A and B2 (i.e. G itself) contains
the whole set of rational numbers Q and h(0) = 0, we conclude that h = 0 on
[0, 1] ∩Q. 
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