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Die vorliegende Arbeit behandelt die Konstruktion und eﬃziente Implementie-
rung von Kryptosystemen auf Basis imagina¨rquadratischer Nichtmaximalordnun-
gen.
Wa¨hrend die bisher bekannten Kryptosysteme in der Klassengruppe ima-
gina¨rquadratischer Ordnungen [BW88], verglichen mit vielen popula¨ren Verfah-
ren, ein ho¨heres Maß an Sicherheit versprechen, so fanden sie in der Praxis bislang
kaum Beachtung, da die beno¨tigte Arithmetik nur vergleichsweise ineﬃziente Im-
plementierungen erlaubt.
Deshalb wurde in [HJPT98] vorgeschlagen, anstatt der bislang verwendetenMa-
ximalordnungen nunmehr imagina¨rquadratische Nichtmaximalordnungen zur Kon-
struktion von Verschlu¨sselungssystemen mit eﬃzienterer Entschlu¨sselung zu ver-
wenden. Neben der etwa fu¨nﬀach beschleunigten Entschlu¨sselung fu¨hrte dieser Vor-
schlag insbesondere zur Entwicklung einer vo¨llig neuartigen Klasse von Kryptosy-
stemen – den Verfahren auf Basis imagina¨rquadratischer Nichtmaximalordnungen.
So fu¨hrte eine weitere Variation des Systemaufbaus zur Entwicklung der NICE-
Kryptosysteme [PT00, HM00b], die bei Verwendung der hier vorgestellten Algo-
rithmen [Hu¨h00, Hu¨h01] eine sehr eﬃziente Signaturerzeugung und Entschlu¨sse-
lung erlauben. Entgegen aller popula¨rer Verschlu¨sselungsverfahren, beno¨tigt NI-
CE zur Entschlu¨sselung nur quadratische Laufzeit. Die Signaturerzeugung bei den
NICE-Schnorr- und NICE-Guillou-Quisquater-Signaturverfahren in Ker(φ−1Cl ) ist
bei vermutlich gleicher Sicherheit etwa doppelt so schnell wie bei entsprechenden
Analogen zu [Sch90, GQ90] in (Z/dp2Z)∗.
Schließlich kann die in dieser Arbeit vorgestellte Verallgemeinerung der – in
[HT99] fu¨r einen Spezialfall vorgeschlagenen – Reduktion des DL-Problemes von
der Klassengruppe der Nichtmaximalordnung auf die kleinere Klassengruppe der
Maximalordnung und einigen endlichen Ko¨rpern zur Konstruktion eines nicht-
interaktiven ElGamal-Verschlu¨sselungsverfahren [HJW01] verwendet werden. Der
Vorteil dieses Verfahrens ist, dass gewisse Sicherheitsprobleme der bekannten Ver-
fahren vermieden werden ko¨nnen und die Arbeitslast fu¨r die zentrale Schlu¨sseler-
zeugungsinstanz vergleichsweise gering ist.
Neben der Diskussion dieser Kryptosysteme samt zugeho¨rigen Sicherheitsaspek-
ten, entha¨lt diese Arbeit die zur eﬃzienten Implementierung beno¨tigten Algorith-
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Einleitung
Die durch Diﬃe und Hellman [DH76] eingefu¨hrte Public-Key-Kryptographie
geho¨rt heute zweifelsohne zu den Schlu¨sseltechnologien, die fu¨r die sichere Kommu-
nikation und fu¨r die vertrauenswu¨rdige Abwicklung elektronischer Gescha¨ftspro-
zesse in oﬀenen Netzen unverzichtbar sind. Neben der Eﬃzienz ist vor allem die
Sicherheit das entscheidende Kriterium bei der Auswahl kryptographischer Ver-
fahren.
Unglu¨cklicherweise beruht die Sicherheit aller popula¨ren Public-Key-Verfahren
auf unbewiesenen Vermutungen, wie beispielsweise der unterstellten Schwierigkeit
des Faktorisierungsproblemes oder des Problemes Diskrete Logarithmen, z.B. in
der multiplikativen Gruppe endlicher Ko¨rper oder Punktegruppen Elliptischer Kur-
ven u¨ber denselben, zu berechnen. Solange niemand garantieren kann, dass diese
popula¨ren Probleme auch in Zukunft schwer zu lo¨sen, und damit fu¨r den kryp-
tographischen Einsatz geeignet, sein werden, ist es – gerade im Hinblick auf den
sta¨ndig wachsenden gescha¨ftsma¨ßigen Einsatz – zwingend notwendig, alternative
Public-Key-Primitive und Strukturen zu untersuchen, die auch dann noch Sicher-
heit bieten, falls sich eine popula¨re Klasse von Kryptosystemen als unsicher er-
weist. Idealerweise stu¨nde eine Hierarchie schwieriger kryptographischer Probleme
in Verbindung mit ﬂexiblen Public-Key-Infrastrukturen zur Verfu¨gung, so dass ein
kryptographisches Problem, das sich durch algorithmische Entdeckungen als leicht
lo¨sbar erweist, ohne spu¨rbaren Aufwand durch ein schwierigeres Problem ersetzt
werden ko¨nnte.
Mit dieser Motivation schlugen Buchmann und Williams Ende der 80er Jahre
vor, DL-artige Kryptosysteme auf Basis quadratischer Ordnungen O∆ zu konstru-
ieren. In [BW88] verwendeten sie die Klassengruppe Cl(∆), ∆ < 0, einer ima-
gina¨rquadratischen Ordnung zur Konstruktion eines Diﬃe-Hellman-Analoges. Die
Attraktivita¨t dieses Ansatzes ist darin begru¨ndet, dass dieses DL-Problem in Cl(∆),
∆ < 0, wie in [Sch82] gezeigt, mindestens so schwer und im Hinblick auf heute
bekannte Algorithmen vermutlich echt schwieriger ist, wie das Faktorisieren der
Diskriminante ∆. Leider hat dieser vermeintliche Sicherheitsgewinn seinen Preis;
die DL-basierten Kryptosysteme in der Klassengruppe Cl(∆) sind – verglichen mit
popula¨ren Verfahren in F∗q oder Elliptischen Kurven u¨ber Fq – relativ ineﬃzient.
Das Ziel dieser Arbeit ist es, Mo¨glichkeiten zur Steigerung der Eﬃzienz des durch
Buchmann und Williams vorgeschlagenen Kryptosystemes [BW88] zu untersuchen
und neue, eﬃziente und gleichsam sichere, Kryptosysteme auf Basis imagina¨rqua-
dratischer Ordnungen zu konstruieren.
Vor diesem Hintergrund wurde in [HJPT98] eine ElGamal-Verschlu¨sselungs-
variante auf Basis imagina¨rquadratischer Nichtmaximalordnungen vorgeschlagen,
bei der die Entschlu¨sselung in der geheimgehaltenen Maximalordnung – und so-
mit deutlich schneller – durchgefu¨hrt werden kann. Ru¨ckblickend bedeutete diese
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scheinbar geringe Variation jedoch mehr als die oﬀensichtliche Beschleunigung der
Entschlu¨sselung beim bekannten Verfahren [BW88]. Wie die darauf aufbauenden
Arbeiten [PT98, PT00, HMT98, Hu¨h00, HPT99, HT99, HM00b, Hu¨h01,
BPT99, HJW01, BST02] belegen, fu¨hrte die Verwendung von Nichtmaximal-
ordnungen vielmehr zu einer neuartigen Klasse von Public-Key-Kryptosystemen.
Es wird sich zeigen, dass die Entschlu¨sselung bzw. Signaturerzeugung bei diesen
Verfahren der NICE1-Familie [PT00, HM00b] viel eﬃzienter durchgefu¨hrt wer-
den kann, als bei vielen popula¨ren Public-Key- Kryptosystemen.
Neben der ausfu¨hrlichen Diskussion von Algorithmen fu¨r imagina¨rquadratische
Nichtmaximalordnungen wird die Vorstellung der darauf aufbauenden Kryptosy-
steme den zweiten Schwerpunkt dieser Arbeit ausmachen.
Im Gegensatz zum reellquadratischen Fall [BW90] , besitzt jede A¨quivalenzklas-
se in der Klassengruppe Cl(∆), ∆ < 0, mit dem eﬃzient berechenbaren, reduzierten
Ideal, einen eindeutigen Vertreter. Deshalb wurde in [BW88] naheliegenderwei-
se vorgeschlagen, DL-basierte Kryptosysteme in der endlichen, abelschen Gruppe
Cl(∆) zu konstruieren. Wa¨hrend die Gruppenoperation in Cl(∆), wie in [BB99]
gezeigt, genau wie die modulare Multiplikation, quadratische Laufzeit besitzt, so
unterscheiden sich die impliziten Konstanten in der O()-Notation dennoch betra¨cht-
lich. Experimente belegen, dass die Gruppenoperation, und damit ein Kryptosy-
stem, in Cl(∆) etwa fu¨nfzehn mal langsamer ist, als das vergleichbare Verfahren in
F∗p.
Deshalb wurde in [HJPT98] vorgeschlagen, anstatt einer Fundamentaldiskrimi-
nante ∆ eine Nichtfundamentaldiskriminante ∆p2 zur Konstruktion eines ElGamal-
artigen Verschlu¨sselungsverfahren zu verwenden. Hierbei ist der Fu¨hrer p der Nicht-
maximalordnung O∆p2 ein Teil des geheimen Schlu¨ssels und die Entschlu¨sselung
kann, anstatt in der o¨ﬀentlichen Klassengruppe Cl(∆p2), in der geheimen Klassen-
gruppe Cl(∆) der Maximalordnung O∆ durchgefu¨hrt werden, was zu einer etwa
fu¨nﬀach beschleunigten Entschlu¨sselung fu¨hrt.
Als weitere, wiederum scheinbar geringfu¨gige, aber sehr eﬀektive, Variation die-
ses Verfahrens wurde sodann von Paulus und Takagi [PT98, PT00, HPT99]
vorgeschlagen, anstatt eines zufa¨lligen Elementes g ∈ Cl(∆p2), zur Maskierung der
Nachricht im ElGamal-Verfahren mit gr, ein Element g ∈ Ker(φ−1Cl ) zu verwen-
den, wobei φ−1Cl der surjektive Homomorphismus zwischen Cl(∆p
2) und Cl(∆) ist.
Der Eﬀekt dieses Ansatzes ist, dass zur Entschlu¨sselung u¨berhaupt keine Exponen-
tiation mehr no¨tig ist; die Maske gr in einem Schlu¨sseltext c = grm verschwindet
allein durch Berechnung von φ−1Cl (c). Die Entschlu¨sselung in diesem NICE-Verfahren
beno¨tigt deshalb nur quadratische Laufzeit, was diesem Verfahren eine einzigartige
Stellung zu bescheren scheint.
Dieses NICE-Verfahren machte deutlich, dass der geschickte Einsatz der Grup-
pe Ker(φ−1Cl ) ⊆ Cl(∆f2) zur Konstruktion sehr eﬃzienter Kryptosysteme eingesetzt
werden kann. Deshalb war es naheliegend, sich na¨her mit den Eigenschaften von Ele-
menten in Ker(φ−1Cl ) und mo¨glichen kryptographischen Konsequenzen zu bescha¨fti-
gen. In [Hu¨h00] wurde gezeigt, dass fu¨r Elemente g ∈ Ker(φ−1Cl ) ⊆ Cl(∆f2), ne-
ben der u¨blichen Standarddarstellung, eine Erzeugerdarstellung γ = x + yω ∈
(O∆/fO∆)∗, so dass ϕ(γ) ∼ g, existiert und die relativ ineﬃziente Ideal-Arithmetik
1NICE ist der, von Sachar Paulus vorgeschlagene, Name des Verschlu¨sselungsverfahrens
[PT98] und steht fu¨r ”New Ideal Coset Encryption”
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in Ker(φ−1Cl ) durch einen surjektiven Homomorphismus
ψKer(φ−1Cl )
: (O∆/fO∆)∗ −→ Ker(φ−1Cl )
auf die eﬃzientere Arithmetik in (O∆/fO∆)∗, d.h. auf wenige modulare Operatio-
nen modulo dem Fu¨hrer f , zuru¨ckgefu¨hrt werden kann.
Da nun eine relativ eﬃziente Arithmetik fu¨r die Gruppe Ker(φ−1Cl ) zur Verfg¨ung
stand, und bei primem Fu¨hrer p die Ordnung
∣∣Ker(φ−1Cl )∣∣ = p−(∆/p) dieser Gruppe
bekannt ist, war man versucht ein DSA-Analog in der Klassengruppe Cl(∆p2) =
Ker(φ−1Cl ) einer vollsta¨ndigen Nichtmaximalordnung, mit h(∆) = 1, zu konstruieren.
Allerdings wurde in [HT99] gezeigt, dass neben dem surjektiven Homomorphismus
ψKer(φ−1Cl )
noch ein Isomorphismus
















existiert. Durch Komposition von ψ−1
F






















⎭ −→ Ker(φ−1Cl ).
Deshalb kann die Arithmetik, und damit natu¨rlich auch das Problem des Dis-
kreten Logarithmus, in Ker(φ−1Cl ) auf F
∗
pk , k ∈ {1, 2}, zuru¨ckgefu¨hrt werden. Somit
bra¨chte die Verwendung von Cl(∆p2) = Ker(φ−1Cl ) in diesem Fall, entgegen der
urspru¨nglichen Vermutung, keinen Sicherheitsgewinn gegenu¨ber DL-basierten Ver-
fahren in multiplikativen Gruppen endlicher Ko¨rper.
Auf der anderen Seite impliziert das Resultat aus [HT99], falls (∆/p) = 1,
dass – bei Kenntnis des Fu¨hrers p – fu¨r eine Exponentiation in Ker(φ−1Cl ) ledig-
lich zwei Exponentiationen modulo p notwendig sind. Deshalb wurde in [HM00b]
vorgeschlagen, ein NICE-Schnorr-Signaturverfahren in der Klassengruppe Cl(∆p2),
|∆| ≈ p, einer gewo¨hnlichen Nichtmaximalordnung zu konstruieren. Somit fu¨hren
a¨hnliche Gedankenga¨nge, die zum ”Brechen“ des DSA-Analoges in der vollsta¨ndi-gen Nichtmaximalordnung fu¨hrten, zur Konstruktion eines NICE-Schnorr-Analoges
mit bemerkenswerten Eigenschaften.
Die – im Hinblick auf die Ausgangssituation – u¨berraschend eﬃziente Signatur-
erzeugung beim NICE-Schnorr-Analog, la¨sst sich abermals signiﬁkant verbessern.
In [Hu¨h01] wurde fu¨r den Fall (∆/p) = 1 gezeigt, dass nicht nur ein surjektiver
Homomorphismus ψp2 : F∗p ⊗ F∗p → Ker(φ−1Cl ) existiert, sondern, was sich wegen
|Ker(φ−1Cl )| = p − 1 vermuten la¨sst, sogar ein Isomorphismus ψ : F∗p ∼→ Ker(φ−1Cl ).
Deshalb wird zur Erzeugung einer NICE-Schnorr-Signatur lediglich eine modulare
Exponentiation beno¨tigt, was (wegen p ≈ |∆| ≈ p′1/3) weniger als ein Viertel der
Zeit einer Signaturerzeugung im Originalverfahren [Sch90] in F∗p′ beansprucht. Wie
in Abschnitt 3.3.1.3 erla¨utert, wa¨ren bei einem Schnorr-Analog in (Z/dp2Z)∗ zwei
Exponentiationen no¨tig.
4 EINLEITUNG
In a¨hnlicher Weise kann das in [Ham02, Kapitel 4.1.3] vorgeschlagene Analog
des Guillou-Quisquater-Signaturverfahrens [GQ90] in der Gruppe Ker(φ−1Cl ) betrie-
ben werden. Auch hier ist die Signaturerzeugung etwa doppelt so schnell wie beim
analogen Verfahren in der Gruppe (Z/dp2Z)∗.
Die in [HT99] fu¨r den sehr speziellen Fall einer vollsta¨ndigen Nichtmaximal-
ordnung mit primem Fu¨hrer p behandelte Reduktion des DL-Problemes, wurde
in [HJW01] auf den allgemeinen Fall der Klassengruppe Cl(∆f2) einer beliebi-
gen Nichtmaximalordnung O∆f2 u¨bertragen. Dort wurde gezeigt, dass sich das
DL-Problem in Cl(∆f2) eﬃzient auf das DL-Problem in Cl(∆) und einigen end-
lichen Ko¨rpern zuru¨ckfu¨hren la¨sst. Da sich diese Teilprobleme viel leichter lo¨sen
lassen, kann somit auch ein vergleichsweise praktikables, identita¨tsbasiertes, nicht-
interaktives Public-Key-Verfahren im Stile von [MY91] konstruiert werden.
Ein a¨hnliches Vorgehen, wie bei der Reduktion des DL-Problemes, kann auch
dazu verwendet werden, um das Problem der Quadratwurzelberechnung in Cl(∆f2)
auf entsprechende Probleme in Cl(∆) und endlichen Ko¨rpern zu reduzieren. Dies
kann wiederum zur eﬃzienteren Implementierung des in [HMT98] vorgeschlagenen
Rabin-Analoges eingesetzt werden.
Nach Bereitstellung der in dieser Arbeit beno¨tigten Deﬁnitionen und einer kurzen
Zusammenfassung der wichtigsten Eigenschaften imagina¨rquadratischer Ordnungen
in Kapitel 1, gliedert sich diese Arbeit in zwei wesentliche Teile.
In Kapitel 2 werden Algorithmen fu¨r imagina¨rquadratische Nichtmaximalord-
nungen entwickelt, die in Kapitel 3 zur Konstruktion und eﬃzienten Implementie-
rung entsprechender Kryptosysteme eingesetzt werden.
Kapitel 2 gliedert sich folgendermaßen: In Abschnitt 2.1 geben wir konstrukti-
ve Versionen der wohlbekannten Abbildungen zwischen Idealen und Idealklassen
der Nichtmaximalordnung und der Maximalordnung an. Abschnitt 2.2 ist der Ent-
wicklung einer eﬃzienten Arithmetik fu¨r Ker(φ−1Cl ) gewidmet. Wie bereits ange-
deutet, erfolgte diese Entwicklung in drei Schritten. In Abschnitt 2.2.1 wird mit-
tels ψKer(φ−1
Cl
) die Arithmetik in Ker(φ
−1
Cl ) auf Berechnungen in (O∆/fO∆)∗, fu¨r
beliebige Fu¨hrer f , zuru¨ckgefu¨hrt. In Abschnitt 2.2.2 verwenden wir den Chinesi-
schen Restsatz in (O∆/pO∆)∗ zu einer weiteren Beschleunigung; durch den Homo-
morphismus ψp2 wird die Arithmetik in Ker(φ−1Cl ) auf Berechnungen in F
∗
p2 , falls
(∆/p) = −1, bzw. F∗p ⊗ F∗p, falls (∆/p) = 1, zuru¨ckgefu¨hrt. In Abschnitt 2.2.3 be-
weisen wir schließlich Satz 2.2.11, wonach der Isomorphismus ψ : F∗p
∼→ Ker(φ−1Cl ),
sowie sein Inverses ψ−1, eﬃzient berechnet werden kann. Wir beschließen diesen
Teil der Arbeit in Abschnitt 2.2.4 mit der Pra¨sentation von Laufzeiten einer ersten
Implementierung. In Abschnitt 2.3 zeigen wir, wie DL- und Wurzelprobleme in
Cl(∆f2) bei Kenntnis des Fu¨hrers f auf analoge Probleme in Cl(∆) und Ker(φ−1Cl )
zuru¨ckgefu¨hrt werden ko¨nnen. Nach einer generischen Darstellung der Problem-
reduktionen fu¨r beliebige endliche, abelsche Gruppen G,H mit einem surjektiven
Homomorphismus Φ : G → H in Abschnitt 2.3.1, werden die Ergebnisse in Ab-
schnitt 2.3.2 auf unseren konkreten Fall φ−1Cl : Cl(∆f
2) → Cl(∆) angewandt.
In Kapitel 3 werden die zuvor eingefu¨hrten Algorithmen zur Konstruktion von
teilweise sehr eﬃzienten Kryptosystemen auf Basis imagina¨rquadratischer Nicht-
maximalordnungen angewandt. Nach einigen u¨bergreifenden Betrachtungen in Ab-
schnitt 3.1, gehen wir in Abschnitt 3.2 auf das ElGamal-Verschlu¨sselungsverfah-
ren aus [HJPT98] und in Abschnitt 3.3 auf NICE-artige Signaturverfahren ein,
die in der Gruppe Ker(φ−1Cl ) ⊂ Cl(∆p2) operieren und deshalb eine sehr eﬃziente
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Signaturerzeugung erlauben. Neben dem NICE-Schnorr-Verfahren aus [HM00b]
wird auch eine eﬃziente Variante des Guillou-Quisquater-Signaturverfahrens aus
[Ham02, Kapitel 4.1.3] vorgestellt.
Wir beschließen diese Arbeit, indem wir die hier vorgestellten Ho¨hepunkte, sowie




In diesem Kapitel tragen wir die im weiteren Verlauf der Arbeit beno¨tigten
mathematischen Grundlagen zusammen.
In Abschnitt 1.1 werden verschiedene Notationen fu¨r die Beschreibung der Kom-
plexita¨t von Algorithmen eingefu¨hrt.
In Abschnitt 1.2 ﬁndet man die grundlegenden Deﬁnitionen und Eigenschaften
imagina¨rquadratischer Ordnungen.
Abschnitt 1.3 widmet sich schließlich der – fu¨r diese Arbeit sehr wichtigen – Be-
ziehung zwischen imagina¨rquadratischen Maximal- und Nichtmaximalordnungen.
1.1. Komplexita¨t von Algorithmen
Fu¨r die Beschreibung der (asymptotischen) Komplexita¨t der in dieser Arbeit
vorgestellten, bzw. referenzierten, Algorithmen verwenden wir die gebra¨uchlichen
O()-, o()- und Ln [u, v]-Notationen.
Wir beginnen mit der Deﬁnition der O()-Notation fu¨r mehrere Eingangsgro¨ßen.
Sei k ∈ Z>0, X,Y ⊂ Zk>0 und seien f : X → R, g : Y → R Funktionen. Wir
schreiben f = O(g) genau dann, wenn B,C ∈ R>0 existieren, so dass fu¨r alle
(n1, · · · , nk) ∈ Zk>0 mit ni > B, 1 ≤ i ≤ k, (n1, · · · , nk) ∈ X ∩ Y und
(1.1.1) f(n1, · · · , nk) ≤ Cg(n1, · · · , nk).
Neben der O()-Notation wird – insbesondere zur Beschreibung der Komplexita¨t
subexponentieller Algorithmen – die im Folgenden eingefu¨hrte Ln [u, v]-Notation,
meist in Verbindung mit der o()-Notation, verwendet.
Sei x ∈ R>0 und f, g : R>0 → R>0 beliebige Funktionen. Ist lim
x→∞
f(x)
g(x) = 0, so
schreiben wir f(x) = o(g(x)). Somit ist f(x) eine Funktion, die strikt langsamer
wa¨chst als g(x).
Sei n ∈ R>e, v ∈ R>0 und 0 ≤ u ≤ 1. Dann deﬁnieren wir
(1.1.2) Ln [u, v] = ev(log x)
u(log log x)1−u .
Die Komplexita¨t subexponentieller Algorithmen wird u¨blicherweise durch obere
Schranken der Form Ln [u, v + o(1)] abgescha¨tzt.
Um den in der Praxis beno¨tigten Berechnungsaufwand in grober Art und Weise
abscha¨tzen zu ko¨nnen, vernachla¨ssigt man meist – wie z.B. in [Odl95, LV01,
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1.2. Grundlagen imagina¨rquadratischer Ordnungen
In diesem Abschnitt wollen wir die beno¨tigten Grundlagen imagina¨rquadrati-
scher Ko¨rper und Ordnungen zusammentragen. Fu¨r eine systematische Behand-
lung der Materie und Beweise der wohlbekannten Eigenschaften imagina¨rqua-
dratischer Ordnungen verweisen wir auf Standard-Referenzen, wie beispielsweise
[BS66, Bue89, Coh95, Cox89, Hua82, Zag81].
Definition 1.2.1. Ist ∆ ∈ Z,∆ ≡ 0, 1 (mod 4), und kein Quadrat, so nennt
man ∆ eine (quadratische) Diskriminante. Ist ∆ außerdem – abgesehen von einem
mo¨glichen Faktor 4 – quadratfrei, so nennt man ∆ eine Fundamentaldiskriminante.
Definition 1.2.2. Die quadratische Ordnung der Diskriminante ∆ ist als das
Z-Modul














2 , falls ∆ ≡ 1 (mod 4),
so ist O∆ = Z + ωZ und jede Zahl α ∈ O∆ erlaubt die eindeutige Darstellung
α = x + yω, wobei x, y ∈ Z.
Ist ∆ < 0, so nennt man O∆ eine imagina¨rquadratische Ordnung. Man nennt
O∆ Maximalordnung, wenn O∆ nicht in einer gro¨ßeren quadratischen Ordnung
enthalten ist. Jede Ordnung O la¨sst sich eindeutig als
(1.2.2) O = Z+ fO∆,
darstellen, wobei f ∈ Z≥1 und O∆ die Maximalordnung ist. Hierbei nennt man f
den Fu¨hrer von O. Falls f > 1, nennt man O eine Nichtmaximalordnung. Nichtma-
ximalordnungen bezeichnen wir in dieser Arbeit mit O∆f2 . Es ist leicht zu sehen,
dass O∆ genau dann eine Maximalordnung ist, wenn ∆ eine Fundamentaldiskri-
minante ist. Fu¨r eine ausfu¨hrlichere Diskussion der Beziehung einer imagina¨rqua-
dratischen Nichtmaximalordnung mit ihrer Maximalordnung verweisen wir auf Ab-
schnitt 1.3.
Definition 1.2.3. Sei ∆ eine Fundamentaldiskriminante. Dann ist der quadra-







Die Maximalordnung O∆ ist der Ring der ganzen Zahlen in Q(
√
∆).







mit x, y, z ∈ Z angeben. Fordert man weiterhin ggT(x, y, z) = 1 und z > 0, so wird
diese Darstellung eindeutig. Ist z = 2, so ist α ∈ O∆.






und die Norm von α durch




Fu¨r α, β ∈ Q(√∆) gilt
(1.2.6) N(α)N(β) = N(αβ).
Eine Zahl µ ∈ O∆ nennt man Einheit, wenn ein µ′ ∈ O∆ existiert, so dass
µµ′ = 1. Ist µ eine Einheit, dann folgt aus (1.2.6), dass N(µ) = ±1.








2 , falls ∆ = −3,±1,±i, falls ∆ = −4,
±1, falls ∆ < −4.
Ein vom Nullideal verschiedenesO∆-Ideal a la¨sst sich in der Standarddarstellung










wobei a, b, z ∈ Z, a, z > 0, c = (b2−∆)/(4a) ∈ Z, ggT(a, b, c) = 1, darstellen. Hierbei
ist b modulo 2a eindeutig bestimmt. Ist außerdem ∆ < 0 und
(1.2.9) −a < b ≤ a,
so nennt man a normal und die Darstellung (1.2.8) ist eindeutig. Wird im Folgen-
den von einem O∆-Ideal in Standarddarstellung gesprochen, so meinen wir (1.2.8),
wobei zusa¨tzlich (1.2.9) gilt.
Die Norm N (a) eines Ideales a ist deﬁniert als die Ordnung des Ringes O∆/a.
Fu¨r Ideale in Standarddarstellung ist N (a) = z2a.
Fu¨r Primideale p vonO∆ la¨sst sich zeigen, dass p∩Z = pZ, wobei p eine rationale
Primzahl ist. Deshalb ist in der Standarddarstellung (1.2.8) eines Primideales p
entweder z = p prim und a = 1, oder z = 1 und a = p prim. In beiden Fa¨llen sagen
wir, dass p u¨ber p liegt.
Nun charakterisieren wir alle Primideale p von O∆. Dafu¨r beno¨tigen wir das
Kronecker-Symbol.
Definition 1.2.4. Sei p prim und ∆ ≡ 0, 1 (mod 4) eine Diskriminante. Dann







0 falls p |∆,
1 falls p  |∆ und b2 ≡ ∆ (mod 4p) lo¨sbar ist,
−1 falls p  |∆ und b2 ≡ ∆ (mod 4p) nicht lo¨sbar ist.






p  |∆ gleich dem Jacobi-Symbol ist. Aus a¨sthetischen Gru¨nden schreiben wir gele-






bestimmt das Zerlegungsverhalten des Ideales pO∆:












































= −1, so ist pO∆ ein Primideal und man nennt die Primzahl p tra¨ge.
Eine Teilmenge a ⊂ Q(√∆) nennt man gebrochenes Ideal, wenn ein d ∈ Z>0
existiert, so dass da ein O∆-Ideal ist.
Sei m, a, b wie oben und d ∈ Z>0, q = m/d ∈ Q. Dann ist









die Standarddarstellung eines gebrochenen Ideales. Hier deﬁniert man N (a) =
1
N(d)N (da) = z2a/d2 = q2a.
Definition 1.2.5. Ist q = 1, so nennt man das Ideal a primitiv. Ein primitives
Ideal einer imagina¨rquadratischen Ordnung nennt man reduziert, wenn
(1.2.11) |b| ≤ a ≤ c und b ≥ 0 falls a = c.
Das Produktideal ab zweier Ideale a, b ist deﬁniert als das kleinste Ideal, das alle
Produkte ab, wobei a ∈ a, b ∈ b, entha¨lt. Es gilt N (ab) = N (a)N (b).
Ein Ideal a nennt man invertierbar, wenn ein Ideal a−1 existiert, so dass aa−1 =











Die Menge der invertierbaren Ideale bezeichnen wir mit I∆. I∆ bildet bezu¨glich
der Idealmultiplikation eine unendliche, abelsche Gruppe mit neutralem Element
O∆.
Sei γ ∈ Q(√∆)∗. Dann nennt man das Ideal a = γO∆ Hauptideal und γ den
Erzeuger von a. Es gilt N (a) = |N(γ)|.
Die Menge der invertierbaren Hauptideale bezeichnen wir mit P∆. P∆ bildet eine
Untergruppe von I∆.
Definition 1.2.6. Zwei gebrochene Ideale a, b nennt man a¨quivalent, falls ein
γ ∈ Q(√∆)∗ existiert, so dass a = γb.
Definition 1.2.7. Die Klassengruppe Cl(∆) ist deﬁniert als die Faktorgruppe
Cl(∆) = I∆/P∆. Die Ordnung der Klassengruppe Cl(∆) nennt man die Klassenzahl
h(∆).
Cl(∆) ist eine endliche abelsche Gruppe.
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1.3. Die Beziehung zwischen Maximal- und Nichtmaximalordnungen
In diesem Abschnitt wollen wir einige spa¨ter beno¨tigte Begriﬀe und Resultate
u¨ber die Beziehung zwischen einer Maximalordnung O∆ und Nichtmaximalord-
nungen O∆f2 mit Fu¨hrer f zusammentragen. Fu¨r eine ausfu¨hrlichere Darstellung
verweisen wir auf [Cox89, §7].
Ist O∆ die Maximalordnung, dann la¨sst sich – wie in Abschnitt 1.2 erwa¨hnt –
jede Ordnung im imagina¨rquadratischen Zahlko¨rper Q(
√
∆) eindeutig als
(1.3.1) O = Z+ fO∆,
mit einer ganzen Zahl f ≥ 1 darstellen. Ist der Fu¨hrer f > 1, so ist O eine Nicht-
maximalordnung, die wir mit O∆f2 bezeichnen.
Ist die Klassengruppe Cl(∆) einer Maximalordnung trivial, also h(∆) = 1, so
wird O∆f2 eine vollsta¨ndige Nichtmaximalordnung genannt.
Wir nennen ein O∆f2-Ideal a genau dann teilerfremd, oder prim, zum Fu¨hrer
f , wenn ggT(N (a), f) = 1. Alle solchen Ideale sind invertierbar und besitzen eine
eindeutige Primidealzerlegung. Sei I∆f2 die Gruppe der O∆f2-Ideale und I∆f2(f)
die Menge der zum Fu¨hrer teilerfremden O∆f2-Ideale. So ist I∆f2(f) eine Unter-
gruppe von I∆f2 . In I∆f2(f) gibt es eine weitere Untergruppe - die Untergruppe
der zum Fu¨hrer teilerfremden Hauptideale, die wir mit P∆f2(f) bezeichnen wollen.





Beweis. Siehe [Cox89, Proposition 7.19, Seite 143].
Das folgende Resultat setzt Ideale in Maximal- und Nichtmaximalordnungen
miteinander in Beziehung und ist fu¨r alles Folgende von zentraler Bedeutung.
Proposition 1.3.2. Sei O∆ eine Maximalordnung und O∆f2 eine zugeho¨rige
Nichtmaximalordnung mit Fu¨hrer f .
1. Sei A ein zum Fu¨hrer f teilerfremdes O∆-Ideal. Dann ist a = A ∩ O∆f2 ein
O∆f2-Ideal und es gilt N (A) = N (a).
2. Sei a ein zum Fu¨hrer f teilerfremdes O∆f2-Ideal. Dann ist A = aO∆ ein
O∆-Ideal und es gilt N (a) = N (A).
3. Die Abbildung ϕ : A → A ∩ O∆f2 induziert einen Isomorphismus
I∆(f) ∼→I∆f2(f). Die inverse Abbildung ist ϕ−1 : a → aO∆.
Beweis. Siehe [Cox89, Proposition 7.20, Seite 144].
Außerdem ist die Voraussetzung fu¨r die Anwendbarkeit von ϕ, dass ein Ideal
teilerfremd zum Fu¨hrer sein muss – im Bezug auf A¨quivalenzklassen – kein unu¨ber-
windbares Hinderniss.
Proposition 1.3.3. Sei O∆ eine beliebige imagina¨rquadratische Maximal- oder
Nichtmaximalordnung und f eine beliebige ganze Zahl. Dann entha¨lt jede A¨quiva-
lenzklasse in Cl(∆) ein O∆-Ideal, das zu f teilerfremd ist.
Beweis. Siehe [Cox89, Corollary 7.17, Seite 142].
Um die in Kapitel 3 ausfu¨hrlich diskutierten Kryptosysteme auf Basis
imagina¨rquadratischer Nichtmaximalordnungen auch eﬃzient implementieren zu
ko¨nnen, werden wir in Abschnitt 2.1 konstruktive Beweise von Proposition 1.3.2
und Proposition 1.3.3 – in Form von Algorithmen – angeben.
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Bemerkung 1.3.4. Es sei darauf hingewiesen, dass der Isomorphismus ϕ zwi-
schen den Ideal-Gruppen I∆(f) und I∆f2(f) deﬁniert ist – nicht zwischen den
Klassengruppen Cl(∆) und Cl(∆f2). Fu¨r a¨quivalente Ideale A,B ∈ I∆(f) ist nicht
notwendigerweise auch deren Bild ϕ(A), ϕ(B) in der Nichtmaximalordnung a¨qui-
valent.
Auf der anderen Seite bleibt die A¨quivalenz bei Anwendung von ϕ−1 gewahrt
und es gilt:
Proposition 1.3.5. Der Isomorphismus ϕ−1 induziert einen surjektiven Homo-
morphismus φ−1Cl : Cl(∆f
2) → Cl(∆), wobei a → ρ(ϕ−1(a)).
Beweis. Das ist Teil der – in [Neu92, Satz 12.9, S. 82] bewiesenen – kurzen
exakten Sequenz
Cl(∆f2) −→ Cl(∆) −→ 1.
Hierbei bezeichnet ρ() den ”Reduktionsoperator“, der aus einem beliebigen Idealden eindeutigen, reduzierten Vertreter der Klassengruppe errechnet.
Obwohl φ−1Cl , wie in Bemerkung 1.3.4 angedeutet, im Allgemeinen nicht injektiv
– also kein Isomorphismus – ist, so existiert – wie von Takagi beobachtet – eine
bijektive Korrespondenz der reduzierten Ideale in den jeweiligen Idealklassen, sofern
man sich auf Ideale mit kleiner Norm beschra¨nkt.
Proposition 1.3.6. Sei A ein reduziertes, zum Fu¨hrer f teilerfremdes, O∆-
Ideal. Dann ist ϕ(A) ein reduziertes O∆f2-Ideal.
Beweis. Falls f = 1, so ist dies trivial. Sei nun also f ≥ 2.
Da A reduziert ist, folgt aus [Coh95, Lemma 5.3.4(1), Seite 227], dass N (A) ≤√|∆|/3. Durch Proposition 1.3.2 ist a = ϕ(A), wobei N (a) = N (A) ≤ √|∆|/3 <√|∆f2|/4. Deshalb ist a nach [Coh95, Lemma 5.3.4(2)] reduziert.
Proposition 1.3.7. Sei a ein reduziertes, zum Fu¨hrer f teilerfremdes, O∆f2-
Ideal mit N (a) <√|∆|/4. Dann ist A = ϕ−1(a) ein reduziertes O∆-Ideal.
Beweis. Nach Proposition 1.3.2 ist N (A) = N (a) < √|∆|/4. Deshalb ist A,
nach [Coh95, Lemma 5.3.4(2)], reduziert.
Die Menge der Idealklassen in Cl(∆p2), fu¨r die die Norm des reduzierten Ver-
treters a die Ungleichung N (a) < √|∆|/4 erfu¨llt, bezeichnen wir mit SI(∆p2).
Ist a ∈ SI(∆p2), dann gilt insbesondere
(1.3.2) ϕ(φ−1Cl (a)) = a.
Im Folgenden wollen wir uns den Kern der in Proposition 1.3.5 deﬁnierten Ab-
bildung φ−1Cl , also die Beziehung zwischen einer Klasse in Cl(∆) und den |Ker(φ−1Cl )|
vielen dazugeho¨rigen Klassen in Cl(∆f2), etwas genauer ansehen.
Ker(φ−1Cl ) wird eine zentrale Rolle fu¨r die Kryptosysteme der NICE-Familie spie-
len. Hierbei wird na¨mlich im Wesentlichen die Gruppe F∗p bei den klassischen El-
Gamal Signatur- und Verschlu¨sselungsverfahren durch Ker(φ−1Cl ) ersetzt, was eine
sehr eﬃziente Entschlu¨sselung und Signaturerzeugung ermo¨glicht.
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wobei P∆,Z(f) die Untergruppe von I∆(f) bezeichnet, die durch Hauptideale αO∆
mit α ≡ a (mod fO∆), a ∈ Z, ggT(a, f) = 1, erzeugt wird.
Beweis. Siehe [Cox89, Proposition 7.22, Seite 145].
Mit dieser Interpretation von Cl(∆f2) ist es nun einfach, zu entscheiden welche
Hauptideale in O∆ nach Abbildung mit ϕ wiederum Hauptideale in der Nichtma-
ximalordnung O∆f2 sind.
Das folgende Kriterium folgt sofort aus Proposition 1.3.8:
Korollar 1.3.9. Sei α ∈ O∆ mit ggT(N(α), f) = 1. Dann ist ϕ (αO∆) ∼ O∆f2
genau dann, wenn
α ≡ a (mod fO∆),
wobei a ∈ Z und ggT(a, f) = 1
Somit ist es mo¨glich, die A¨quivalenzrelation in der Klassengruppe Cl(∆f2) al-
lein durch Betrachten von Elementen der Maximalordnung zu ”modellieren“. Dieser
Umstand wird Ringa¨quivalenz genannt, und ist bei der in Abschnitt 2.2 vorge-
stellten Arithmetik fu¨r Ker(φ−1Cl ) – und den daraus resultierenden Reduktionen in
Abschnitt 2.3 – von zentraler Bedeutung.
Schließlich wollen wir die exakte Beziehung zwischen den Klassenzahlen h(∆)
und h(∆f2) angeben:
Satz 1.3.10. Sei O∆f2 eine Ordnung mit Fu¨hrer f im imagina¨rquadratischen
Ko¨rper Q(
√
∆) mit Maximalordnung O∆. Dann ist
h(∆f2) =
h(∆)f






















In diesem Kapitel bezeichnet ∆ < 0 eine feste Fundamentaldiskriminante, O∆
eine imagina¨rquadratische Maximalordnung und f ∈ Z>1 den Fu¨hrer der Nichtma-
ximalordnung O∆f2 .
Im Folgenden werden Algorithmen fu¨r imagina¨rquadratische Nichtmaximalord-
nungen diskutiert, die wir fu¨r die Konstruktion und eﬃziente Implementierung der
in Kapitel 3 vorgestellten Kryptosysteme anwenden wollen.
In Abschnitt 2.1 ﬁndet man eine konstruktive Version des wohlbekannten Iso-
morphismus ϕ zwischen O∆- und O∆f2-Idealen, die teilerfremd zum Fu¨hrer f
sind. Dieser Isomorphismus induziert einen surjektiven Homomorphismus φ−1Cl :
Cl(∆f2) → Cl(∆), dessen Kern fu¨r die Konstruktion der NICE-Kryptosysteme von
großer Bedeutung ist, da er F∗p in klassischen DL-Protokollen ersetzt. In Abschnitt
2.2 diskutieren wir eine neuartige und sehr eﬃziente Arithmetik fu¨r Elemente in
Ker(φ−1Cl ), die den in Abschnitt 3.3 vorgestellten Signatursystemen zugute kommt.
In Abschnitt 2.3.1 wollen wir zeigen, wie die Berechnung Diskreter Logarithmen
und Quadratwurzeln in Cl(∆f2) auf analoge, aber eﬃzienter lo¨sbare, Probleme
in Cl(∆) und Ker(φ−1Cl ) zuru¨ckgefu¨hrt werden kann, wobei sich die Probleme in
Ker(φ−1Cl ) wiederum auf analoge Probleme in endlichen Ko¨rpern zuru¨ckfu¨hren las-
sen. Die Reduktion des DL-Problemes wird in Abschnitt 3.2.4 ausgenutzt, um ein
vergleichsweise praktikables, nicht-interaktives Public-Key-Kryptosystem zu kon-
struieren. Die Reduktion des Quadratwurzel-Problemes kann zur eﬃzienten Imple-
mentierung des in [HMT98] vorgestellten Rabin-Verfahrens eingesetzt werden.
2.1. Abbildungen zwischen Maximal- und Nichtmaximalordnung
In diesem Abschnitt wollen wir Algorithmen fu¨r einige Abbildungen zwischen
Maximal- und Nichtmaximalordnungen diskutieren.
Wir beginnen mit dem, in Proposition 1.3.2 – fu¨r zum Fu¨hrer teilerfremde Ideale
– angegebenen, Isomorphismus ϕ.
Aus Proposition 1.3.3 wissen wir, dass man in jeder vorgegebenen Idealklasse
ein Ideal ﬁnden kann, welches teilerfremd zum Fu¨hrer ist. Im Folgenden wollen
wir in Proposition 2.1.2 einen konstruktiven Beweis fu¨r diese Aussage liefern und
schließlich mit FindIdealPrimeTo einen Algorithmus fu¨r dieses Problem angeben.
Wir wollen uns auf den Fall eines primen Fu¨hrers p beschra¨nken und verweisen
fu¨r den – etwas weniger eﬃzienten – allgemeinen Fall auf [Mey97, Lemma 6.42, S.
136] und [Lag80, S. 172 ﬀ].
Zum Beweis von Proposition 2.1.2 beno¨tigen wir ein einfaches Hilfsresultat:
Lemma 2.1.1. Sei a = Z+ b+
√
∆
2a Z ein gebrochenes Ideal, c = (b
2−∆)/(4a) und
b = Z+ −b+
√
∆
















































Proposition 2.1.2. Sei a ein primitives O∆-Ideal und p eine Primzahl. Dann
kann mit O(log(max{a, |∆|})2) Bitoperationen ein primitives O∆-Ideal A ∼ a be-
rechnet werden, so dass p  | N (A).
Beweis. Sei a = (a, b) die Standarddarstellung von a. Wir nehmen an, dass p |a,
da andernfalls a bereits die gewu¨nschte Eigenschaft aufweisen wu¨rde.








Hierfu¨r zeigen wir zuerst, dass zumindest eine der drei Zahlen a, c, a + b + c
teilerfremd zu p ist. Nach der Deﬁnition der Standarddarstellung eines Ideals a =
(a, b) in (1.2.8) gilt ggT(a, b, c) = 1. Angenommen p | a und p | c. Dann wu¨rde p | (a+
b + c) auch p | b implizieren. Das wa¨re ein Widerspruch zu ggT(a, b, c) = 1. Somit
ist zumindest eine der Zahlen a, c, a + b + c teilerfremd zu p.
Es bleibt schließlich zu zeigen, dass A1 und A2 primitive Ideale in der A¨quiva-
lenzklasse von a sind.
Sei θ = b+
√
∆
2a . Dann folgt sofort aus Lemma 2.1.1, dass a =
aθ
c A1. Außerdem ist
a = a (Z+ θZ)
= a (Z+ (θ + 1)Z)
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womit die A¨quivalenz gezeigt ist. Nun muss noch gezeigt werden, dass fu¨r die
Koeﬃzienten A,B,C = (B2−∆)/4A auch ggT(A,B,C) = 1 gilt, damit es sich bei
A = (A,B) um die Standarddarstellung eines primitiven Ideales handelt.
A1 = (c,−b) ist oﬀenichtlich ein Ideal in Standarddarstellung, da ggT(c,−b, a) =
1. Nun betrachten wir A2. Da C = ((−b − 2a)2 −∆)/(4(a + b + c)) = a, zeigt ein
analoges Argument wie oben, dass ggT(a + b + c,−b− 2a, a) = 1.
Die aufwendigsten Operationen sind die Berechnung von c = (b2 − ∆)/4a und
die Versuchsdivisionen mit a und ggf. c. Da c = O(max{a, |∆|}), beno¨tigt die
Berechnung von c, wie auch die Versuchsdivision mit a und mo¨glicherweise auch c,
O(log(max{a, |∆|})2) Bitoperationen .
Der folgende Algorithmus berechnet bei Eingabe eines Ideals a und einer Prim-
zahl p ein zu a a¨quivalentes Ideal, das teilerfremd zu p ist.
Algorithmus 1 FindIdealPrimeTo
Eingabe: Ein primitives O∆-Ideal a = (a, b) und eine Primzahl p.
Ausgabe: Ein primitives O∆-Ideal A = (A,B) ∼ a, so dass p  | N (A).
if p | a then
c ← (b2 −∆)/4a
if p | c then {Berechne A2}
A ← a + b + c








Es sei angemerkt, dass der Algorithmus fu¨r Ideale in Maximal- und
Nichtmaximal-Ordnungen gleichermaßen eingesetzt werden kann.
Nun wollen wir Algorithmen fu¨r die Berechnung des Isomorphismus ϕ :
I∆(f)∼→I∆f2(f) aus Proposition 1.3.2 und dessen Umkehrung ϕ−1 angeben. Die
beiden folgenden Algorithmen sind fu¨r beliebige Fu¨hrer f gu¨ltig.
Algorithmus 2 GoToNonMaxOrder
Eingabe: Ein primitives O∆-Ideal A = (A,B) und den Fu¨hrer f .
Ausgabe: Ein primitives O∆f2-Ideal a = ϕ(B) = (B) ∩ O∆f2 = (a, b), wobei
B ∼ A und ggT(N (B), f) = 1.
(a, b) ← FindIdealPrimeTo(A, f)
b ← bf (mod 2a)
return(a, b)
Beweis der Korrektheit. Nach der Ausfu¨hrung von FindIdealPrimeTo haben
wir ggT(a, f) = 1 und du¨rfen ϕ aus Proposition 1.3.2 berechnen.N (B) = N (a) = a
folgt aus Proposition 1.3.2(1). Die Berechnung von b folgt nun aus (1.3.1) und der
Eindeutigkeit von b (mod 2a).
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Proposition 2.1.3. GoToNonMaxOrder beno¨tigt O(log(max{A, |∆|})2) Bitope-
rationen.
Beweis. Das folgt sofort aus Proposition 2.1.2.
Der umgekehrte Schritt von der Nichtmaximal-Ordnung zuru¨ck zur Maximal-
ordnung ist ebenso einfach.
Algorithmus 3 GoToMaxOrder
Eingabe: Ein primitives O∆f2-Ideal a = (a, b) und den Fu¨hrer f .
Ausgabe: Ein primitives O∆-Ideal A = ϕ−1(b) = (b)O∆ = (A,B), wobei b ∼ a
und ggT(N (b), f) = 1.
(A,B) ←FindIdealPrimeTo(a, f)
Lo¨se 1 = µf + λA, wobei µ, λ ∈ Z
B ← Bµ + A∆λ mod 2A
return(A,B)
Beweis der Korrektheit. Nach Anwendung von FindIdealPrimeTo haben wir
ggT(A, f) = 1 und du¨rfen deshalb ϕ−1 aus Proposition 1.3.2 anwenden. Nach Pro-
position 1.3.2(2) haben wir N (b) = N (A) = A. Nun ist also noch die Berechnung
von B zu betrachten. Wir berechnen µ, so dass µ ≡ f−1 (mod A). Diese Inver-
sion ist immer mo¨glich, da ggT(A, f) = 1. Die Form von B ergibt sich nun aus
dem Standard Algorithmus fu¨r die Ideal-Multplikation (siehe z.B. [Coh95, Lemma
5.4.5]).
Sofern der Fu¨hrer bekannt ist, kann man also zur Maximalordnung wechseln, wo
sich Berechnungen aufgrund kleinerer Koeﬃzienten eﬃzienter durchfu¨hren lassen.
Dieser Gedankengang war die urspru¨ngliche Motivation fu¨r die Verwendung von
Nichtmaximalordnungen, wie erstmals in [HJPT98] vorgeschlagen.
Proposition 2.1.4. GoToMaxOrder beno¨tigt O(log(max{a, |∆|f2})2) Bitopera-
tionen.
Beweis. Das folgt aus Proposition 2.1.2 und [BS96, Corollary 4.3.3], wonach
die ggT-Berechnung auch quadratische Laufzeit hat.
Fu¨r den in der Praxis relevanten Fall eines primen Fu¨hrers, kann bei reduzierten
Idealen – wie von Takagi vorgeschlagen – auf den Aufruf von FindIdealPrimeTo
verzichtet werden, sofern der Fu¨hrer ausreichend groß ist.
Lemma 2.1.5. Sei p prim, so dass
√|∆| < p. Dann ist jedes reduzierte Ideal in
Cl(∆p2) und Cl(∆) teilerfremd zu p.
Beweis. Da
√|∆| < p sieht man sofort, dass alle reduzierten Ideale in Cl(∆)
teilerfremd zu p sind. Es bleibt nun, die Behauptung fu¨r reduzierte Ideale in Cl(∆p2)
zu zeigen.
Sei a = (a, b) ein reduziertes Ideal in Cl(∆p2) und c = (b2−∆p2)/4a. ggT(a, p) >
1 bedeutet p |a, da p prim ist. Aus b2 − 4ac = ∆p2 sehen wir, dass p | b. Nach
[Coh95, Lemma 5.3.4] wissen wir, dass a <
√|∆|p2/3 = p√|∆|/3, was wiederum
p2  |a impliziert, da wir nach Voraussetzung √|∆|/3 < √|∆| < p haben. Da p | b
und 4ac = b2 − ∆p2, sehen wir, dass p | c. Dies wiederum ist ein Widerspruch zu
ggT(a, b, c) = 1.
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Somit erha¨lt man fu¨r den in der Praxis meist angewandten Fall eine etwas
scha¨rfere Laufzeit-Schranke.
Proposition 2.1.6. Sei p prim, so dass
√|∆| < p. Sei A ein reduziertes O∆-
Ideal und a ein reduziertes O∆p2-Ideal. Dann beno¨tigen GoToNonMaxOrder(A, p)
und GoToMaxOrder(a, p) jeweils O(log(p)2) Bitoperationen.
Schließlich wollen wir einen einfachen Algorithmus fu¨r den durch ϕ induzierten
surjektiven Homomorphismus φ−1Cl : Cl(∆f
2) → Cl(∆) angeben. Hierbei stu¨tzen
wir uns auf eine Reduktionsroutine Reduce, die bei Eingabe eines O∆-Ideales
a = (a, b) in Standarddarstellung den reduzierten Vertreter der A¨quivalenzklas-
se von a berechnet. Wie in [BB99] gezeigt, beno¨tigt Reduce O(log(max{a, |∆|})2)
Bitoperationen.
Weitere Varianten von Reduce wurden beispielsweise in [Ham02, Kapitel 7.1.2],
[Jac99, Section 2.1] und [Coh95, Section 5.4.2] diskutiert.
Algorithmus 4 GoToMaxCl
Eingabe: Ein reduziertes O∆f2-Ideal a und den Fu¨hrer f .
Ausgabe: Ein reduziertes O∆-Ideal A = φ−1Cl (a).
A′ ← GoToMaxOrder(a, f)
A← Reduce(A′)
return(A)
Da der Algorithmus Reduce nach [BB99] quadratische Laufzeit hat, erha¨lt man
sofort die folgende Aussage:
Proposition 2.1.7. Sei p prim, so dass
√|∆| < p und a ein reduziertes O∆p2-
Ideal. Dann beno¨tigt GoToMaxCl(a, p) O(log(p)2) Bitoperationen.
2.2. Eﬃziente Arithmetik in der Gruppe Ker(φ−1Cl )
In diesem Abschnitt werden wir eine neuartige und sehr eﬃziente – in den
Arbeiten [Hu¨h00, HT99, HM00b, Hu¨h01] entwickelte – Arithmetik fu¨r die
Idealklassen-Gruppe Ker(φ−1Cl ) ⊆ Cl(∆f2) vorstellen.
Der Ausgangspunkt [Hu¨h00] fu¨r die Entwicklung dieser Arithmetik ist der
eﬃzient berechenbare, surjektive Homomorphismus ψKer(φ−1Cl ) : (O∆/fO∆)
∗ →
Ker(φ−1Cl ), wodurch die Gruppenoperation in Ker(φ
−1
Cl ) auf die eﬃzientere Grup-
penoperation in (O∆/fO∆)∗, d.h. auf wenige modulare Operationen, reduziert
werden kann. Wie in [HT99, HM00b] gezeigt wurde, impliziert der Chinesi-
sche Restsatz in (O∆/pO∆)∗, fu¨r prime Fu¨hrer p, den eﬃzient berechenbaren,
surjektiven Homomorphismus ψp2 : F∗p2 → Ker(φ−1Cl ), falls (∆/p) = −1, bzw.
ψp2 : F∗p ⊗ F∗p → Ker(φ−1Cl ), falls (∆/p) = 1. Der letztere Fall bedeutet, dass die Si-
gnaturerzeugung beim – in Abschnitt 3.3.1 diskutierten – NICE-Schnorr-Verfahren
[HM00b] im Wesentlichen durch zwei modulare Exponentiationen durchgefu¨hrt
werden kann. In [Hu¨h01] wurde schließlich gezeigt, dass in diesem Fall sogar ein
eﬃzient berechenbarer Isomorphismus ψ : F∗p
∼→ Ker(φ−1Cl ) existiert, wonach zur
Signaturerzeugung lediglich eine Modulo-Exponentiation no¨tig ist.
Neben dieser kryptographischen Anwendung zur eﬃzienten Signaturerzeugung in
[HM00b], fu¨hrt die in diesem Zusammenhang eingefu¨hrte Ideal-Darstellung (2.2.1)
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zur – in Abschnitt 2.3 na¨her diskutierten – Reduktion des DL- bzw. Quadratwurzel-
problemes in Cl(∆f2) auf Cl(∆) und wenige endliche Ko¨rper. Die Reduktion des
DL-Problemes werden wir in Abschnitt 3.2.4 zur Konstruktion von identita¨tsba-
sierten ElGamal-Varianten verwenden. Die Reduktion des Quadratwurzelproblemes
kann zur eﬃzienten Implementierung des Rabin-Analoges aus [HMT98] angewandt
werden.
Wir werden die Vorstellung der Arithmetik in drei Teile gliedern: In Abschnitt
2.2.1 werden wir zeigen, dass die Arithmetik in Ker(φ−1Cl ) eﬃzient auf die Arithmetik
in (O∆/fO∆)∗ reduziert werden kann. In Abschnitt 2.2.2 verwenden wir den Chine-
sischen Restsatz in (O∆/fO∆)∗ zur abermaligen Eﬃzienzsteigerung. In Abschnitt
2.2.3 werden wir schließlich zeigen, dass fu¨r (∆/p) = 1 ein eﬃzient berechenbarer
Isomorphismus Ker(φ−1Cl )
∼= F∗p existiert.
2.2.1. Reduktion der Arithmetik von Ker(φ−1Cl ) auf (O∆/fO∆)∗
In diesem Abschnitt wollen wir zeigen, dass sich die Arithmetik in Ker(φ−1Cl ) auf
Gruppenoperationen in (O∆/fO∆)∗ zuru¨ckfu¨hren la¨sst.
Die initiale Beobachtung ist, dass – wie man sofort aus der Deﬁnition von
φ−1Cl in Proposition 1.3.5 sieht – jedes ganze Ideal a ∈ Ker(φ−1Cl ) ⊆ Cl(∆f2) mit
ggT(N (a), f) = 1 in folgender Erzeugerdarstellung angegeben werden kann:
(2.2.1) a = ϕ(αO∆),
wobei α = x + yω ∈ O∆, x, y ∈ Z und ω wie in (1.2.1).
Da ϕ ein Isomorphismus ist, ist somit auch sofort die Multiplikation von Idealen
a = ϕ(αO∆), b = ϕ(βO∆) ∈ Ker(φ−1Cl ) in dieser Darstellung als ab = ϕ(αβO∆)
erkla¨rt.
Bemerkung 2.2.1. Es sollte angemerkt werden, dass die Multiplikation von
Zahlen aus O∆ in aller Regel eﬃzienter ist, als die Multiplikation von O∆-Idealen,
da nicht der relativ ineﬃziente Erweiterte Euklidische Algorithmus angewandt wer-
den muss.
Da alle in Kapitel 3 diskutierten Kryptosysteme in der Klassengruppe operie-
ren, wollen wir im Folgenden die Reduktion und A¨quivalenz von Idealen in obiger
Erzeugerdarstellung etwas na¨her betrachten.
Proposition 2.2.2. Sei α, β ∈ O∆, wobei ggT(N(α), f) = ggT(N(β), f) = 1
und α ≡ β (mod fO∆). Dann ist ϕ(αO∆) ∼ ϕ(βO∆) in Cl(∆f2).
Beweis. Sei α, β ∈ O∆ mit ggT(N(α), f) = ggT(N(β), f) = 1. Dann bedeutet
α ≡ β (mod fO∆) nichts anderes als α = β + fγ, wobei γ ∈ O∆. Daraus folgt
(2.2.2) α = βδ, wobei δ = 1 + fγ/β ∈ Q(
√
∆).
Sei β das Konjugierte und N(β) = ββ die Norm von β. Dann ist
δN(β) = (1 + fγ/β)N(β)
= N(β) + fγβ
und man sieht sofort, dass δN(β) ∈ O∆ und δN(β) ≡ N(β) (mod fO∆). Außerdem
erhalten wir aus (2.2.2)
αN(β) = βδN(β) = β(N(β) + fγβ).
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Da N(β) ∈ Z und nach Voraussetzung ggT(N(β), f) = 1, erhalten wir unter Ver-
wendung von Korollar 1.3.9
ϕ(αO∆) ∼ ϕ(αN(β)O∆) = ϕ(βδN(β)O∆) ∼ ϕ(βO∆)
Dies fu¨hrt zu folgender Repra¨sentation von Idealklassen in Ker(φ−1Cl ):
Definition 2.2.3. Sei a = ϕ(α) ∈ Ker(φ−1Cl ), wobei α = x + yω ∈ (O∆/fO∆)∗.
Dann nennen wir das Paar (x, y) eine Erzeugerdarstellung fu¨r die Idealklasse von
a.
Bemerkung 2.2.4. 1. Da nach Proposition 1.3.3 in jeder Klasse ein zum
Fu¨hrer teilerfremdes (ganzes) Ideal gefunden werden kann, existiert fu¨r je-
de Idealklasse in Ker(φ−1Cl ) (mindestens) eine solche Erzeugerdarstellung.
2. Es bleibt die Frage nach der Eindeutigkeit dieser Erzeugerdarstellung. Be-
trachtet man umgekehrt die A¨quivalenenz ϕ(αO∆) ∼ ϕ(βO∆), so wird aus
Korollar 1.3.9 deutlich, dass dies nicht α ≡ β (mod fO∆) impliziert, son-
dern lediglich α ≡ kβ (mod fO∆) fu¨r ein k ∈ Z mit ggT(k, f) = 1. Des-
halb ist die Erzeugerdarstellung einer Klasse aus Ker(φ−1Cl ) durch ein Element
α = x + yω ∈ (O∆/fO∆)∗ nicht eindeutig. Im Hinblick auf unsere spa¨tere
Anwendung fu¨r die eﬃziente Signaturerzeugung ist das jedoch kein Problem.
Außerdem werden wir genau diese Mehrdeutigkeit in Abschnitt 2.2.3 ”aus-
nutzen“, um zu zeigen, wie der Isomorphismus Ker(φ−1Cl )
∼= F∗p, fu¨r (∆/p) = 1
eﬃzient berechnet werden kann.
Nun wollen wir das zentrale Resultat dieses Abschnittes formulieren, das es er-
laubt die Arithmetik in Ker(φ−1Cl ) auf die eﬃzientere Arithmetik in (O∆/fO∆)∗
zuru¨ckzufu¨hren.
Satz 2.2.5. Die Abbildung ψKer(φ−1
Cl
) : (O∆/fO∆)∗ → Ker(φ−1Cl ), α → ϕ(αO∆)
ist ein surjektiver Homomorphismus.
Beweis. Aus Proposition 2.2.2 und der Darstellung (2.2.1) folgt, dass ψKer(φ−1Cl )
ein wohldeﬁnierter Homomorphismus ist und es bleibt zu zeigen, dass es sich um
einen surjektiven handelt. Wir nehmen an, dass ψKer(φ−1Cl ) nicht surjektiv ist. Das
heisst es existiert eine durch ein reduziertes Ideal a ∈ Ker(φ−1Cl ) repra¨sentierte
Idealklasse, die kein Urbild α ∈ (O∆/fO∆)∗ unter ψKer(φ−1Cl ) besitzt. Fu¨r dieses a ∈
Ker(φ−1Cl ) existiert also kein α ∈ O∆, so dass ggT(N(α), f) = 1 und ϕ(αO∆) ∼ a.
Das ist ein Widerspruch zur Existenz eines zum vorgegebenen Fu¨hrer teilerfremden
Ideales in einer gegebenen Idealklasse (Proposition 1.3.3).
Die Richtigkeit des folgenden Algorithmus fu¨r die Gruppenoperation in
(O∆/fO∆)∗ la¨sst sich durch einfaches Nachrechnen u¨berpru¨fen.
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Algorithmus 5 Mult-mod-f
Eingabe: Zwei Elemente αi = xi + yiω ∈ (O∆/fO∆)∗ fu¨r i ∈ {1, 2} und den
Fu¨hrer f .
Ausgabe: Das Produkt β = x + yω = α1α2 ∈ (O∆/fO∆)∗.
if ∆ ≡ 0 (mod 4) then
x ≡ x1x2 + y1y2 ∆4 (mod f)
y ≡ x1y2 + x2y1 (mod f)
else {∆ ≡ 1 (mod 4)}
x ≡ x1x2 + y1y2 ∆−14 (mod f)
y ≡ x1y2 + x2y1 + y1y2 (mod f)
end if
return(x, y)
Auch die asymptotische Laufzeit dieser Gruppenoperation ist sofort ersichtlich:
Proposition 2.2.6. Mult-mod-f beno¨tigt O(log(f)2) Bitoperationen.
In analoger Weise ko¨nnte auch eine geringfu¨gig eﬃzientere Routine zur Quadrie-
rung von Elementen in (O∆/fO∆)∗ angegeben werden. Da hier aber keine signiﬁ-
kanten Laufzeitverbesserungen zu erwarten sind und insbesondere die asymptoti-
sche Laufzeit identisch ist, wollen wir auf die explizite Darstellung verzichten und
die Routine Mult-mod-f auch zum Quadrieren verwenden.
Da Ideale u¨blicherweise in der Standarddarstellung (1.2.10) angegeben werden
und in dieser Arbeit aber auch die Erzeugerdarstellung (2.2.1) beno¨tigt wird, wollen
wir nun noch Konvertierungsroutinen zwischen den beiden Darstellungen angeben.
Hierfu¨r stu¨tzen wir uns auf einen Reduktionsalgorithmus ReduceWithGen, der
bei Eingabe eines O∆-Ideales a = (a, b) in Standarddarstellung zusa¨tzlich zum







Ein solcher Algorithmus, der sich aus der in [BB99] analysierten Reduk-
tionsroutine oder [Jac99, Algorithm 2.6] ableiten la¨sst, ﬁndet sich beispiels-
weise in der LiDIA-Bibliothek [LiD]. Nach [BB99] beno¨tigt ReduceWithGen
O(log(max{a, |∆|})2) Bitoperationen.
Proposition 2.2.7. Mit Gen2Std und Std2Gen existieren Algorithmen, die es in
O(log(|∆|f2)2) Bitoperationen erlauben, zwischen einer Erzeugerdarstellung (2.2.1)
und der Standarddarstellung (1.2.10) einer Idealklasse a ∈ Ker(φ−1Cl ) zu wechseln.
Beweis. Wir beginnen mit Algorithmus Gen2Std, der aus einer Erzeugerdar-
stellung die Standarddarstellung berechnet.
Sei (x, y) die gegebene Erzeugerdarstellung der Idealklasse von a = ϕ(αO∆),
wobei α = x + yω ∈ (O∆/fO∆)∗.








= αO∆ in der Maximalordnung O∆.




2 , d =
ggT(y′, (x′ + y′∆)/2) = λy′ + µ(x′ + y′∆)/2, mit λ, µ ∈ Z, und schließlich
A = |x′2 −∆y′2|/(4d2) und B = (λx′ + µ(x′ + y′)∆/2)/d (mod 2A) berechnen.
Es bleibt noch die Berechnung von ϕ(A′) und die Reduktion des Ergebnisses.
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Da α ∈ (O∆/fO∆)∗, ist |N(α)| = N (αO∆) = Ad2 teilerfremd zu f . Da
ggT(Ad2, f) = 1 insbesondere auch ggT(d, f) = 1 impliziert, ist wegen Korol-
lar 1.3.9 ϕ(αO∆) = ϕ(A′) ∼ ϕ(A), wobei A = AZ + B+
√
∆
2 Z. Deshalb kann
a′ = ϕ(A) ∼ ϕ(A′) mit GotoNonMaxOrder berechnet und schließlich mit Reduce
zu a reduziert werden.
Da A = O(|∆|f2), beno¨tigt die Berechnung der Standarddarstellung des Haupt-
ideales O(log(|∆|f2)2) Bitoperationen. Da max{A, |∆|} = O(|∆|f2), gilt diese
Laufzeitschranke, nach Proposition 2.1.3, auch fu¨r GotoNonMaxOrder und nach
[BB99] schließlich auch fu¨r Reduce. Dies zeigt, dass Gen2Std fu¨r die Berechnung
der Standarddarstellung (1.2.10) bei einer gegebenen Erzeugerdarstellung (2.2.1)
O(log(|∆|f2)2) Bitoperationen beno¨tigt.
Nun betrachten wir den umgekehrten Weg, bei dem der Algorithmus Std2Gen die
Standarddarstellung (a, b) der Idealklasse von a ∈ Ker(φ−1Cl ) als Eingabe erha¨lt
und daraus eine Erzeugerdarstellung (x, y), mit α = x + yω ∈ (O∆/fO∆)∗ und
ϕ(α) ∼ a, berechnet.
Zu Beginn wird mittels der in GoToMaxOrder aufgerufenen Routine FindIdeal-
PrimeTo (Algorithmus 1) ein zu a a¨quivalentes Ideal a′ mit ggT(N (a′), f) = 1 er-
mittelt. Somit kann die Standarddarstellung des Hauptideales A = αO∆ = ϕ−1(a′)





in Standarddarstellung (1.2.3). Schließlich bringen wir α in die gewu¨nschte Form
α = x+ yω und du¨rfen x und y, nach Proposition 2.2.2, modulo f reduzieren ohne
die A¨quivalenzklasse von a zu verlassen.
Schließlich mu¨ssen wir auch hier die Laufzeit von Std2Gen betrachten. Da a
reduziert – und deshalb N (a) < |∆|f2 – ist, beno¨tigt der Aufruf von GoToMaxOrder
nach Proposition 2.1.4 O(log(|∆|f2)2) Bitoperationen.
Es gilt N (A) = N (a′) = O(|∆|f2|). Deshalb beno¨tigt ReduceWithGen nach
[BB99], wie natu¨rlich auch die abschließende Berechnung von α (mod fO∆),
O(log(|∆|f2)2) Bitoperationen.
Algorithmus 6 Gen2Std
Eingabe: Eine Erzeugerdarstellung (x, y) einer Klasse a ∼ ϕ(x+ yω) ∈ Ker(φ−1Cl ),
x + yω ∈ (O∆/fO∆)∗ und den Fu¨hrer f .









if ∆ ≡ 1 (mod 4) then
x ← x + y
end if
Berechne d ← ggT(y, (x + y∆)/2) = λy + µ(x + y∆)/2, wobei λ, µ ∈ Z
A ← |x2 −∆y2|/(4d2)
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Algorithmus 7 Std2Gen




2 Z ∈ Ker(φ−1Cl ) und den Fu¨hrer f .
Ausgabe: Eine Erzeugerdarstellung (x, y) der Klasse a ∼ ϕ(x + yω) ∈ Ker(φ−1Cl ),
wobei x + yω ∈ (O∆/fO∆)∗.
A← GoToMaxOrder(a, f)
(g, (x′, y′, z′)) ←ReduceWithGen(A)
if g = O∆ then
return(”Fehler! a ∈ Ker(φ−1Cl )!”)
end if
if ∆ ≡ 0 (mod 4) then
x ← x′/2 (mod f)
y ← y′/2 (mod f)
else
x ← (x′ − y′)/2 (mod f)
y ← y′ (mod f)
end if
return(x, y)
Mit den nun bereitgestellten Mitteln ist es leicht, eine – in Abschnitt 3.3 fu¨r die
Signaturerzeugung eingesetzte – Exponentiationsroutine fu¨r Elemente aus Ker(φ−1Cl )
anzugeben. Die nachfolgende Routine verwendet die klassische ”Square & Multiply“
Strategie, die durch ein beliebiges Exponentiationsverfahren fu¨r abelsche Gruppen
ersetzt werden ko¨nnte.
Sei n ∈ Z>0 und l = log2(n). Dann bezeichnet (nl, · · · , n0) die Bina¨rentwick-
lung von n =
∑l
i=0 ni2
i, wobei ni ∈ {0, 1} fu¨r 0 ≤ i ≤ l.
Algorithmus 8 GenExp
Eingabe: Eine Erzeugerdarstellung (x, y) der Klasse a ∼ ϕ(x + yω) ∈ Ker(φ−1Cl ),
wobei x + yω ∈ (O∆/fO∆)∗, sowie den Fu¨hrer f und den Exponenten n =
(nl, · · · , n0) ∈ Z>0.
Ausgabe: Die Standarddarstellung (a, b) des reduzierten Vertreters der Klasse von
an ∈ Ker(φ−1Cl ).
(xh, yh) ← (x, y)
for i = l − 1 downto 0 do
(x, y) ←Mult-mod-f((x, y), (x, y), f) {Square}
if ni = 1 then
(x, y) ←Mult-mod-f((x, y), (xh, yh), f) {Multiply}
end if
end for
(a, b) ← Gen2Std((x, y), f)
return(a, b)
Die Korrektheit dieser Exponentiationsroutine ist sofort ersichtlich.
Proposition 2.2.8. Der Algorithmus GenExp beno¨tigt O(log(n) log(f)2 +
log(|∆|f2)2) Bitoperationen.
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Beweis. Die Laufzeit ergibt sich aus Proposition 2.2.6 und Proposition 2.2.7.
2.2.2. Weitere Eﬃzienzsteigerung durch den Chinesischen Restsatz in
(O∆/fO∆)∗
Im letzten Abschnitt (siehe Theorem 2.2.5) zeigten wir, dass sich die Arithmetik
in der Idealklassengruppe Ker(φ−1Cl ) auf die eﬃzientere Arithmetik in (O∆/fO∆)∗
zuru¨ckfu¨hren la¨sst. In diesem Abschnitt wollen wir zeigen, dass die Verwendung
des Chinesischen Restsatzes fu¨r (O∆/fO∆)∗, verglichen mit der naiven Arithme-
tik (Mult-mod-f als Gruppenoperation), eine weitere Eﬃzienzsteigerung ermo¨glicht.






= 1, wiederum auf die noch etwas eﬃzientere Arithmetik in F∗p reduzieren.
Somit kann eine Exponentiation in Ker(φ−1Cl ) im Wesentlichen durch zwei Exponen-












i die Primidealzerlegung des Hauptideals fO∆. Dann besagt der Chinesi-
















wobei l ≥ k und Gleichheit genau dann vorliegt, falls alle Primzahlen pi tra¨ge
sind.
Nach (2.2.3) kann man sich also bei der Untersuchung von (O∆/fO∆)∗ auf
Fu¨hrer beschra¨nken, die die Potenz einer Primzahl p sind. Im Hinblick auf die
spa¨tere kryptographische Anwendung in Abschnitt 3.3, werden wir im Folgenden
nur den Fall betrachten, in dem der Fu¨hrer eine Primzahl p ist.
Lemma 2.2.9. Sei O∆ die Maximalordnung und p prim. Dann gibt es einen Iso-
morphismus
(O∆/pO∆) ∼= Fp[X ]
/
(f(X)),
wobei (f(X)) das von f(X) ∈ Fp[X ] erzeugte Ideal und
(2.2.5) f(X) =
{
X2 − ∆4 , falls ∆ ≡ 0 (mod 4),
X2 −X + 1−∆4 , falls ∆ ≡ 1 (mod 4),
ist.
Beweis. Sei ρ ∈ Fp eine Nullstelle von f(X) ∈ Fp[X ], wobei f(X) wie in (2.2.5).
Dann besitzt ein Element α ∈ Fp[X ]/(f(X)) eine Darstellung α = x + yρ, wobei
x, y ∈ Fp. Auf der anderen Seite besitzt ein Element β ∈ O∆/pO∆ eine Darstellung
β = x¯ + y¯ω, wobei ω wie in (1.2.1) und x¯, y¯ ∈ Fp. Setzen wir x ≡ x¯ (mod p) und
y ≡ y¯ (mod p), so erhalten wir sofort die gewu¨nschte bijektive Korrespondenz.
Nun muss noch gezeigt werden, dass es sich bei der Abbildung ψFp[X] :
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Sei βi = xi + yiω ∈ O∆/pO∆ fu¨r i ∈ {1, 2}. Dann ist
ψFp[X](β1β2) = ψFp[X]((x1 + y1ω)(x2 + y2ω))
= ψFp[X]
(
x1x2 + (x1y2 + y1x2)ω + y1y2ω2
)
= x1x2 + (x1y2 + y1x2)ρ + y1y2ρ2






2 = ∆4 = ρ








2, falls ∆ ≡ 1 (mod 4).
Dass die inverse Abbildung ψ−1
Fp[X]
auch ein Homomorphismus ist, kann analog
gezeigt werden, indem man ω durch ρ ersetzt.
Durch dieses Resultat la¨sst sich die Arithmetik in (O∆/pO∆)∗ auf die Arithmetik
in endlichen Ko¨rpern zuru¨ckfu¨hren, wo bereits vielerorts eﬃziente Implementierun-
gen vorhanden sind.
Satz 2.2.10. Es existiert ein Isomorphismus





















Falls (∆/p) = 1 und die beiden Nullstellen ρ, ρ¯ ∈ Fp von f(X) ∈ Fp[X ] wie in
(2.2.5) gegeben sind, kann der Isomorphismus ψF, sowie sein Inverses ψ−1F , mit
O((log p)2) Bitoperationen berechnet werden.
Beweis. Aus Lemma 2.2.9 wissen wir, dass die Abbildung O∆/pO∆ ∼→
Fp[X ] / (f(X)), x + yω → x + yρ, wobei f(X) ∈ Fp[X ], wie in (2.2.5), ein Iso-
morphismus ist.







In diesem Fall la¨sst sich zeigen, dass das Polynom f(X) in Fp[X ] irreduzibel















In diesem Fall ist das Polynomial f(X) nicht irreduzibel, sondern erlaubt
die Zerlegung f(X) = (X − ρ)(X − ρ¯) ∈ Fp[X ], wobei ρ, ρ¯ ∈ Fp die beiden
Nullstellen von f(X) sind; da (∆/p) = 1 ist ρ = ρ¯.
Falls ∆ ≡ 0 (mod 4) und D = ∆/4, ist also ρ ∈ Fp, so dass ρ2 ≡ D (mod p)
und ρ¯ ≡ −ρ (mod p). Im anderen Fall ist ∆ ≡ 1 (mod 4) und ρ = (1 + b)/2,
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)∗ ∼= (Fp[X ]/(X − ρ))∗⊗(Fp[X ]/(X − ρ¯))∗ ∼= F∗p⊗F∗p.
Sei a + bω ∈ (O∆/pO∆)∗, dann ist dieser Isomorphismus ψF :
(O∆/pO∆)∗ → F∗p ⊗ F∗p konkret durch x1 = ψ1(α) = a + bρ ∈ F∗p und
x2 = ψ2(α) = a + bρ¯ ∈ F∗p gegeben.
Die inverse Abbildung ψ−1
F
wird durch Lo¨sen eines kleinen linearen Glei-
chungssystems berechnet. Man erha¨lt also a, b ∈ F∗p durch Berechnung von
b = x2−x1ρ¯−ρ und a = x1 − bρ. Sind ρ, ρ¯, wie angenommen, bereits bekannt, so
ist leicht einzusehen, dass die Berechnung von ψF und ψ−1F mit O(log(p)
2)







Auch in diesem Fall ist das Polynomial f(X) nicht irreduzibel, sondern hat









(X − ρ)2) ∼= Z/p2Z.
Die Behauptung folgt, wenn wir jeweils die multiplikativen Gruppen der Ringe
betrachten.
Da wir uns spa¨ter auf den fu¨r die Praxis relevanten Fall (∆/p) = 1 fokussie-
ren wollen, stellen wir noch eine einfache Routine bereit, die in diesem Fall die
Nullstellen von f(X) berechnet. Hierfu¨r stu¨tzen wir uns auf eine Routine SqrtFp,
die bei Eingabe von a ∈ F∗p eine Quadratwurzel s ∈ F∗p, so dass s2 ≡ a (mod p),
bzw. s ≡ 0, zuru¨ckliefert, falls keine Quadratwurzel von a ∈ F∗p existiert. Algorith-
men zur Implementierung von SqrtFp ﬁnden sich beispielsweise in [BS96, Section
7]. Im folgenden Algorithmus ist die Existenz der Quadratwurzeln u¨brigens durch
(∆/p) = 1 gesichert.
Algorithmus 9 GetRoots






Ausgabe: Die Nullstellen ρ, ρ¯ ∈ F∗p von f(X) wie in (2.2.5).
if ∆ ≡ 0 (mod 4) then
D ← ∆/4
ρ ← SqrtFp(D, p)
ρ¯ ← −ρ (mod p)
else
b ← SqrtFp(∆, p)
ρ ← (1 + b)/2 (mod p)
ρ¯ ← (1− b)/2 (mod p)
end if
return(ρ, ρ¯)
Durch Komposition des Isomorphismus’



























aus Satz 2.2.10 mit dem surjektiven Homomorphismus
ψKer(φ−1Cl )
: (O∆/pO∆)∗ −→ Ker(φ−1Cl )
aus Satz 2.2.5, erhalten wir den surjektiven Homomorphismus

























Fu¨r die Konstruktion der folgenden Exponentiationsroutine, deren Korrektheit
sofort aus (2.2.6) folgt, beschra¨nken wir uns nun auf den fu¨r die Praxis interessante-
sten Fall (∆/p) = 1 und setzen die Existenz einer eﬃzienten Exponentiationsroutine
in F∗p voraus.
Algorithmus 10 GenExpCRT
Eingabe: Eine Erzeugerdarstellung (x, y) der Klasse a ∼ ϕ(x + yω) ∈ Ker(φ−1Cl ),





= 1, die Nullstellen
ρ, ρ¯ ∈ F∗p von f(X) wie in (2.2.5) und den Exponenten n ∈ Z>0.
Ausgabe: Die Standarddarstellung (a, b) des reduzierten Vertreters der Klasse von
an = aZ+ b+
√
∆p2
2 Z ∈ Ker(φ−1Cl ).
{Exponentiation in F∗p ⊗ F∗p}
x1 ← (x + ρy)n (mod p)
x2 ← (x + ρ¯y)n (mod p)
{Berechne ψp2(x1, x2)}
r ← (ρ¯− ρ)−1 (mod p)
y ← (x2 − x1)r (mod p)
x ← x1 − yρ (mod p)
(a, b) ← Gen2Std((x, y), p)
return(a, b)
Es sei angemerkt, dass die Berechnung von r = (ρ¯−ρ)−1 (mod p) in einer Voraus-
berechnungsphase gemacht werden kann, da sie unabha¨ngig vom zu exponentieren-
den Ideal ist. Weiterhin ist leicht ersichtlich, dass – wie bei der naiven Methode Gen-
Exp – auch hier die asymptotische Laufzeit gleich O(log(n) log(p)2+log(|∆|p2)2) ist.
Ist außerdem p >
√|∆|, n, so hat der Algorithmus eine Laufzeit von O(log(p)3) Bit-
operationen. Allerdings dokumentieren die Laufzeitmessungen in Abschnitt 2.2.4,
dass sich die impliziten Konstanten signiﬁkant unterscheiden.
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2.2.3. Der Isomorphismus Ker(φ−1Cl )
∼= F∗p fu¨r (∆/p) = 1
In diesem Abschnitt wollen wir zeigen, dass fu¨r eine Exponentiation in Ker(φ−1Cl ),
falls (∆/p) = 1, lediglich eine modulare Exponentiation ausreichend ist.
Um diese – fu¨r die praktische Anwendung des NICE-Schnorr-Verfahrens sehr
wichtige – Behauptung zu begru¨nden, wollen wir den folgenden Satz beweisen:
Satz 2.2.11. Sei O∆ eine imagina¨rquadratische Maximalordnung der Diskrimi-
nante ∆ < −4, p prim, (∆/p) = 1, φ−1Cl : Cl(∆p2) → Cl(∆) wie in Proposition
1.3.5 und die beiden Nullstellen ρ, ρ¯ ∈ F∗p des Polynomes f(X), wie in (2.2.5)
gegeben. Dann kann der Isomorphismus
ψ : F∗p
∼−→ Ker(φ−1Cl ),






= 1. Dann ist – nach Satz 2.2.10 – (O∆/pO∆)∗ ∼= F∗p⊗F∗p und
der Isomorphismus Ker(φ−1Cl )
∼= F∗p folgt aus der exakten Sequenz [Cox89, (7.27),
Seite 147]
1 −→ F∗p −→ (O∆/pO∆)∗ ∼= F∗p ⊗ F∗p −→ Ker(φ−1Cl ) −→ 1.
Es bleibt eine konstruktive Version dieses Isomorphismus anzugeben und die
beno¨tigte Laufzeit zu betrachten.
Sei (x, y) eine Erzeugerdarstellung der Idealklasse von a ∼ ϕ(α) ∈ Ker(φ−1Cl ),
wobei α = x+ yω ∈ (O∆/pO∆)∗, und ρ, ρ¯ die Nullstellen von f(X), wie in (2.2.5).
Dann wird α = x + yω ∈ (O∆/pO∆)∗ durch den – in Satz 2.2.10 angegebenen –
Isomorphismus ψF : (O∆/pO∆)∗ → F∗p⊗F∗p auf (x1, x2) ∈ F∗p⊗F∗p abgebildet, wobei
x1 = x + yρ und x2 = x + yρ¯.
Sei s ∈ F∗p, so dass s(x + yρ¯) ≡ 1 (mod p). Aus Korollar 1.3.9 (siehe auch
Bemerkung 2.2.4 (2.)) folgt, dass ϕ(α) ∼ ϕ(s · α) und deshalb (sx, sy) eine weitere
Erzeugerdarstellung der Klasse von a ∼ ϕ(α) ∼ ϕ(s · α) ist. Die Abbildung ψF
bildet nun s · α auf das Paar (s(x + yρ), 1) ab und induziert so den gewu¨nschten
Isomorphismus ψ−1 : Ker(φ−1Cl )
∼→ F∗p ⊗ 1 ∼= F∗p,



























 x + ρy
x + ρ¯y
.(2.2.7)
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Die inverse Abbildung ψ : F∗p
∼→ Ker(φ−1Cl ) ist, wie aus dem Beweis von Satz































∼ ϕ (xρ¯− ρ + (1− x)ω)(2.2.8)
gegeben.
Sind, wie angenommen, die beiden – wegen (∆/p) = 1 voneinander verschiedenen
– Nullstellen ρ, ρ¯ ∈ F∗p von f(X), wie in (2.2.5), bekannt, so kann der Isomorphismus
ψ und sein Inverses in O(log(p)2) Bitoperationen berechnet werden.
Der folgende Algorithmus berechnet ψ−1 : Ker(φ−1Cl )
∼→ F∗p, wie in (2.2.7) be-
schrieben.
Algorithmus 11 Ker2Fp
Eingabe: Eine Erzeugerdarstellung (x, y) der Klasse g ∼ ϕ(x + yω) ∈ Ker(φ−1Cl ),





= 1 und ∆ < −4, sowie
die Nullstellen ρ, ρ¯ ∈ F∗p von f(X) wie in (2.2.5).
Ausgabe: Das Element g = ψ−1(g) ∈ F∗p.
g ← (x + ρy)(x + ρ¯y)−1 (mod p)
return(g)
Die umgekehrte Abbildung verwendet (2.2.8), um ψ : F∗p
∼→ Ker(φ−1Cl ) zu berech-
nen.
Algorithmus 12 Fp2Ker





= 1 und die Nullstellen
ρ, ρ¯ ∈ F∗p von f(X) wie in (2.2.5).
Ausgabe: Eine Erzeugerdarstellung (x, y) der Klasse g ∼ ϕ(x + yω) ∈ Ker(φ−1Cl ),
wobei x + yω ∈ (O∆/pO∆)∗.
x ← gρ¯− ρ (mod p)
y ← 1− g (mod p)
return(x, y)
Mit diesen beiden Routinen fu¨r die Berechnung von ψ und ψ−1 ist es nun
problemlos mo¨glich, eine noch eﬃzientere Exponentiationsroutine fu¨r Elemente in
Ker(φ−1Cl ) anzugeben.




Eingabe: Eine Erzeugerdarstellung (x, y) der Klasse g ∼ ϕ(x + yω) ∈ Ker(φ−1Cl ),





= 1, die Nullstellen
ρ, ρ¯ ∈ F∗p von f(X) wie in (2.2.5) und den Exponenten n ∈ Z>0.
Ausgabe: Die Standarddarstellung (a, b) des reduzierten Vertreters der Klasse von
gn = aZ+ b+
√
∆p2
2 Z ∈ Ker(φ−1Cl ).
g ←Ker2Fp((x, y), p, ρ, ρ¯)
g ← gn (mod p)
(x, y) ←Fp2Ker(g, p, ρ, ρ¯)
(a, b) ← Gen2Std((x, y), p)
return(a, b)
Auch hier ist die asymptotische Laufzeit – wie bei den beiden vorher vorgestellten
Exponentiationsroutinen GenExp und GenExpCRT auch – gleich O(log(n) log(p)2 +
log(|∆|p2)2), bzw. O(log(p)3) Bitoperationen, falls p >√|∆|, n.
Allerdings werden wir auch hier sehen, dass sich die praktischen Laufzeiten si-
gniﬁkant unterscheiden.
2.2.4. Laufzeiten verschiedener Arithmetiken fu¨r Ker(φ−1Cl )
In diesem Abschnitt stellen wir die praktischen Aspekte der oben entwickelten
Arithmetiken fu¨r Ker(φ−1Cl ) gegenu¨ber, indem wir die Laufzeiten einer ersten Im-
plementierung pra¨sentieren.
Die Laufzeiten sind in Mikrosekunden angegeben. Es wurde ein Pentium 133
MHz und die LiDIA - Bibliothek [LiD] verwendet. Außerdem sei angemerkt, dass
∆p2 mit |∆| ≈ p gewa¨hlt wurde, die jeweiligen Exponentiationen mit einer ein-
fachen Square & Multiply Variante und zufa¨llig gewa¨hlten 160 Bit Exponenten
realisiert wurden und keine der Implementierungen ausgiebig optimiert ist. Das ist
kein Problem, da wir eher am Vergleich der Verfahren, als an den absoluten Zeiten
interessiert sind.
Arithmetik Ideal GenExp GenExpCRT GenExpISO modular
Bitla¨nge von ∆p2 ∆p2 ∆p2 ∆p2 p
600 3182 159 83 42 188
800 4978 234 123 60 302
1000 7349 340 183 93 447
1200 9984 465 249 123 644
1600 15751 748 409 206 1063
2000 22868 1018 563 280 1454
Tabelle 1. Laufzeiten fu¨r die Exponentiation in Ker(φ−1Cl )
Die Laufzeiten in Tabelle 1 dokumentieren die eindrucksvolle Verbesserung. Man
sieht, dass die Exponentiation mit GenExp etwa zwanzig mal so schnell ist, wie eine
Exponentiation mit gewo¨hnlicher Ideal-Arithmetik. Ist (∆/p) = 1, so kann durch
30 2. ALGORITHMEN FU¨R IMAGINA¨RQUADRATISCHE NICHTMAXIMALORDNUNGEN
den Einsatz von GenExpCRT (Algorithmus 10), wie in [HM00b] vorgeschlagen,
bzw. GenExpISO (Algorithmus 13), wie in [Hu¨h01] vorgeschlagen, die Exponentia-
tion nochmal um den Faktor zwei, bzw. vier, beschleunigt werden.
Unterstellt man, dass die Berechnung diskreter Logarithmen in einer entspre-
chend gewa¨hlten Untergruppe von Ker(φ−1Cl ) genauso schwierig ist, wie die Berech-
nung diskreter Logarithmen in einer Untergruppe von (Z/nZ)∗, sofern |∆|p2 ≈ n,
dann ist die Signaturerzeugung beim in Abschnitt 3.3.1 ausfu¨hrlich erla¨uterten
NICE-Schnorr-Verfahren bei vermutlich gleicher Sicherheit schließlich mehr als vier
mal so schnell, wie im Originalverfahren [Sch90] mit n = p′ prim oder – wie in
Abschnitt 3.3.1.3 erla¨utert – immer noch etwa doppelt so schnell wie bei einem
Schnorr-Analog in (Z/dp2Z)∗.
2.3. Reduktion von Problemen in Cl(∆f2) auf Probleme in Cl(∆) und
Ker(φ−1Cl )
In diesem Abschnitt wollen wir zeigen, wie die Kenntnis des Fu¨hrers f zur Re-
duktion schwieriger Probleme in der Klassengruppe Cl(∆f2) auf analoge Probleme
in Cl(∆) und Ker(φ−1Cl ) genutzt werden kann. Insbesondere werden wir zeigen, wie
die Berechnung Diskreter Logarithmen und Wurzeln in Cl(∆f2) auf entsprechende
Probleme in Cl(∆) und Ker(φ−1Cl ) reduziert werden kann.
Betrachtet man den fu¨r die kryptographische Praxis interessantesten Fall eines
primen Fu¨hrers mit (∆/p) = 1, so ko¨nnen diese Probleme in Ker(φ−1Cl ), mittels des
in Abschnitt 2.2.3 vorgestellten Isomorphismus, in F∗p gelo¨st werden. Die verblei-
benden Probleme in Cl(∆) und F∗p lassen sich bei geschickter Parameterwahl sehr
viel leichter lo¨sen, als das urspru¨ngliche Problem in Cl(∆p2).
Dieser Umstand la¨ßt sich zur Konstruktion und eﬃzienten Implementierung
kryptographischer Verfahren nutzen, wobei der Fu¨hrer p geheimgehalten wird und
als Falltu¨rinformation dient.
Zum Einen kann die Reduktion des DL-Problemes – wie in [HJW01] vorge-
schlagen und in Abschnitt 3.2.4 na¨her erla¨utert – zur Konstruktion eines prakti-
kablen, nicht-interaktiven, identita¨tsbasierten Public-Key Kryptosystemes im Stil
von [MY91] genutzt werden.
Auf der anderen Seite kann durch die Reduktion des Quadratwurzel-Problemes
bei der Implementierung des – in [HMT98] vorgeschlagenen Rabin-Verfahrens in
Cl(∆p2) auf den ineﬃzienten Gaußschen Algorithmus (siehe [Gau01, Art. 286, S.
328] und [Mey97, Sch99, Sha71]) verzichtet werden.
Dieser Abschnitt gliedert sich in zwei Teile. In Abschnitt 2.3.1 betrachten wir die
Problemreduktionen fu¨r beliebige endliche, abelsche Gruppen. In Abschnitt 2.3.2
wenden wir die generischen Ergebnisse auf den hier beno¨tigten Fall der Klassen-
gruppe Cl(∆p2) an.
2.3.1. Generische Problemreduktionen
In diesem Abschnitt betrachten wir die Reduktion des DL- und Wurzel-
Problemes fu¨r beliebige endliche, abelsche Gruppen.
Im Folgenden seien G,H endliche, abelsche Gruppen und Φ : G → H ein Homo-
morphismus.
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2.3.1.1. Reduktion des DL-Problemes
In diesem Abschnitt wollen wir zeigen, wie sich das DL-Problem in der Gruppe
G auf analoge Probleme in H und Ker(Φ) zuru¨ckfu¨hren la¨sst.
Sei G eine endliche, abelsche Gruppe und g, a ∈ G. Dann ist das Problem des
Diskreten Logarithmus (DL-Problem) die Ermittlung des kleinsten positiven x ∈ Z,
so dass a = gx, bzw. die Entscheidung dass kein solches x existiert.
Wir beweisen den folgenden Satz:
Satz 2.3.1. Seien G,H endliche, abelsche Gruppen und Φ : G → H ein Homo-
morphismus. Dann kann das DL-Problem in G durch zwei Anwendungen von Φ,
O(log (|H |)) Gruppenoperationen in G und O(log (|G|)2) Bitoperationen auf zwei
DL-Berechnungen in H und eine DL-Berechnung in Ker(Φ) reduziert werden.
Beweis. Sei G,H,Φ wie oben und g, a ∈ G. Dann ist das DL-Problem die
Bestimmung des kleinsten positiven x ∈ Z, so dass a = gx.
Um dieses Problem auf analoge Probleme in H und Ker(Φ) zu reduzieren, geht
man folgendermaßen vor:
Man berechnet g = Φ(g) und a = Φ(a) und den Diskreten Logarithmus in H als
das kleinste positive x′ ∈ Z, so dass gx′ = a. Existiert kein solches x′, so kann – da
Φ ein Homomorphismus ist – auch x nicht existieren.
Sei
(2.3.1) a = gx
′
h.
Dann sieht man weiterhin, dass der Diskrete Logarithmus x genau dann existiert,
wenn h = ag−x
′ ∈ 〈g〉 ∩Ker(Φ).
Wir bestimmen einen Erzeuger der zyklischen Gruppe 〈g〉∩Ker(Φ) als die kleinste
Potenz gu fu¨r die gu ∈ Ker(Φ). Da Φ ein Homomorphismus ist, ist u die Ordnung
des Elementes g ∈ H . Diese la¨sst sich durch eine weitere DL-Berechnung in H
bestimmen. Sei u′ ∈ Z die kleinste positive Zahl, so dass gu′ = g−1. Dann ist
u = u′ + 1 die gesuchte Ordnung des Elementes g ∈ H .
Schließlich berechnen wir den Diskreten Logarithmus v von h zur Basis gu in der
Gruppe Ker(Φ), so dass
(2.3.2) h = guv.
Aus (2.3.1) und (2.3.2) erhalten wir schließlich x = uv + x′. Da u, v, x′ jeweils
die kleinsten positiven Lo¨sungen der jeweiligen DL-Probleme sind, ist auch x die
kleinste positive Lo¨sung fu¨r das urspru¨ngliche DL-Problem.
Um den Aufwand fu¨r diese Reduktion abzuscha¨tzen, sind neben der zweimaligen
Anwendung von Φ die Gruppenoperationen in G zur Berechnung von h = ag−x
′
und gu sowie die Berechnung von x = uv + x′ zu beru¨cksichtigen.
Da x′, u = O(|H |), beno¨tigt man fu¨r die Berechnung von h = ag−x′ und gu
O(log(|H |)) Gruppenoperationen in G. Außerdem ist x = O(|G|) und man beno¨tigt
O(log (|G|)2) Bitoperationen zur Berechnung von x = uv + x′. Daraus folgt die
Aussage.
Wir nehmen an, dass folgende Algorithmen zur Verfu¨gung stehen:
• ComputePhi(g)
erha¨lt ein Element g ∈ G als Eingabe und liefert das Element g = Φ(g) ∈ H
zuru¨ck,
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• DLPinH(g, a)
erha¨lt zwei Elemente g, a ∈ H als Eingabe und liefert das kleinste positive
x ∈ Z, so dass a = gx, bzw. x = −1 zuru¨ck, falls kein solches x existiert, und
• DLPinKer(g, a)
erha¨lt zwei Elemente g, a ∈ Ker(Φ) als Eingabe und liefert das kleinste positive
x ∈ Z, so dass a = gx, bzw. x = −1 zuru¨ck, falls kein solches x existiert.
Dann kann das DL-Problem in der Gruppe G durch folgenden Algorithmus gelo¨st
werden.
Algorithmus 14 ReduceDLP
Eingabe: Zwei Elemente g, a ∈ G.
Ausgabe: Das kleinste positive x ∈ Z, so dass a = gx, bzw. x = −1, falls kein
solches x existiert.




if x′ = −1 then
return(−1)
end if
{Bestimme u, so dass 〈gu〉 = 〈g〉 ∩Ker(Φ)}
u′ ←DLPinH(g, g−1)
u ← u′ + 1
{Berechne DL in Ker(Φ)}
v ←DLPinKer(gu, ag−x′)
if v = −1 then
return(−1)
end if
{Setze Teilergebnisse zu DL in G zusammen}
x ← uv + x′
return(x)
2.3.1.2. Reduktion des Wurzel-Problemes
In diesem Abschnitt wollen wir zeigen, wie sich das e-te Wurzel-Problem in der
Gruppe G auf analoge Probleme in H und Ker(Φ) zuru¨ckfu¨hren la¨sst.
Sei G eine endliche, abelsche Gruppe, g ∈ G und e ∈ Z, e ≥ 2. Dann ist das (e-te)
Wurzel-Problem die Ermittlung eines r ∈ G, so dass re = g, bzw. die Entscheidung
dass kein solches r existiert. Ist e = 2, so sprechen wir vom Quadratwurzel-Problem.
Die hier vorgestellte Reduktion ist insbesondere dann vorteilhaft, wenn die Be-
rechnung e-ter Wurzeln nicht einfach durch Exponentiation mit d, so dass ed ≡ 1
(mod |G|), durchgefu¨hrt werden kann, weil |G| nicht bekannt oder nicht teilerfremd
zu e ist.
Fu¨r die folgende Reduktion des Wurzel-Problemes gehen wir im Vergleich zur
oben dargestellten Reduktion des DL-Problemes von einer geringfu¨gig vera¨nderten
Situation aus. Wir fordern hier, dass der Homomorphismus Φ : G → H surjektiv
ist und sich eﬃzient Urbilder von Φ berechnen lassen.
Wir beweisen den folgenden Satz:
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Satz 2.3.2. Seien G,H endliche, abelsche Gruppen, Φ : G → H ein surjektiver
Homomorphismus und e ∈ Z, e ≥ 2. Dann kann das e-te Wurzel-Problem in G
durch eine Anwendung von Φ, die Berechnung eines Urbildes von Φ und O(log(e))
Gruppenoperationen in G jeweils auf die Berechnung einer e-ten Wurzel in H und
Ker(Φ) reduziert werden.
Beweis. Sei G,H,Φ, e wie oben und g ∈ G. Dann ist das e-te Wurzel-Problem
die Bestimmung eines r ∈ G, so dass re = g, oder die Entscheidung, dass kein
solches r existiert.
Um dieses Problem auf analoge Probleme in H und Ker(Φ) zu reduzieren, geht
man folgendermaßen vor:
Man berechnet g = Φ(g) und eine e-te Wurzel s ∈ H , so dass se = g. Existiert
kein solches s, so kann – da Φ ein Homomorphismus ist – auch r nicht existieren.
Sei s, so dass s = Φ(s) dann ist
(2.3.3) g = seh,
wobei h = gs−e ∈ Ker(Φ). Aus (2.3.3) ist zu sehen, dass g genau dann eine e-te
Potenz ist, wenn h eine ist.
Nun bestimmen wir schließlich ein t, so dass te = h. Somit folgt aus (2.3.3), dass
g = sete und r = st eine e-te Wurzel aus g ist.
Der Aufwand fu¨r diese Reduktion ist sofort ersichtlich.
Wir nehmen an, dass folgende Algorithmen zur Verfu¨gung stehen:
• ComputePhi(g)
erha¨lt ein Element g ∈ G als Eingabe und liefert das Element g = Φ(g) ∈ H
zuru¨ck,
• InvertPhi(g)
erha¨lt ein Element g ∈ H als Eingabe und liefert ein Element g ∈ G, so dass
g = Φ(g), zuru¨ck,
• ROOTinH(g, e)
erha¨lt ein Element g ∈ H und ein e ∈ Z (e ≥ 2) als Eingabe und liefert ein
r ∈ H , so dass re = g, bzw. x = −1 zuru¨ck, falls kein solches r existiert und
• ROOTinKer(g)
erha¨lt ein Element g ∈ Ker(Φ) und ein e ∈ Z (e ≥ 2) als Eingabe und liefert
ein r ∈ Ker(Φ), so dass re = g, bzw. x = −1 zuru¨ck, falls kein solches r
existiert.
Dann kann die Berechnung e-ter Wurzeln in G mit folgendem Algorithmus durch-
gefu¨hrt werden.
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Algorithmus 15 ReduceROOT
Eingabe: Ein Element g ∈ G und e ∈ Z (e ≥ 2).
Ausgabe: Ein Element r ∈ G, so dass re = g, bzw. −1, falls kein solches r existiert.
g ←ComputePhi(g)
s ←ROOTinH(g, e)











2.3.2. Anwendung auf den Fall φ−1Cl : Cl(∆f
2) → Cl(∆)
In diesem Abschnitt wollen wir die im vorherigen Abschnitt fu¨r beliebige endli-
che, abelsche Gruppen dargestellten Reduktionen auf Klassengruppen imagina¨rqua-
dratischer Nichtmaximalordnungen anwenden.
Hierzu werden wir zuna¨chst, in Abschnitt 2.3.2.1, die abstrakten Objekte und
Methoden aus Abschnitt 2.3.1 konkretisieren und danach, in Abschnitt 2.3.2.2,
Laufzeitschranken fu¨r unseren Anwendungsfall entwickeln.
2.3.2.1. Instanziierung der abstrakten Objekte und Methoden
In diesem Abschnitt wollen wir den abstrakten Objekten aus Abschnitt 2.3.1
konkrete Strukturen zuweisen und na¨her auf die verwendeten Methoden eingehen.
In unserem Fall ist
• G = Cl(∆f2) die Klassengruppe einer imagina¨rquadratischen Nichtmaximal-
ordnung und
• H = Cl(∆) die Klassengruppe der zugeho¨rigen Maximalordnung.
Im Folgenden sollen die in Abschnitt 2.3.1 verwendeten Algorithmen etwas na¨her
betrachtet werden.
Zur Reduktion der Probleme von Cl(∆f2) auf Cl(∆) und Ker(φ−1Cl ) werden die
folgenden Algorithmen beno¨tigt:
• ComputePhi(g)
berechnet den surjektiven Homomorphismus φ−1Cl : Cl(∆f
2) → Cl(∆) aus
Proposition 1.3.5. Bei bekanntem Fu¨hrer f kann dies mit GoToMaxCl (Algo-
rithmus 4) durchgefu¨hrt werden.
• InvertPhi(g)
berechnet ein Urbild unter φ−1Cl . Dies kann mit GoToNonMaxOrder (Algorith-
mus 2) durchgefu¨hrt werden.
Im Folgenden wird na¨her auf Algorithmen zur Lo¨sung der verbleibenden Probleme
in Cl(∆) und Ker(φ−1Cl ) eingegangen.
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Algorithmen zur Berechnung Diskreter Logarithmen und Wurzeln in
Ker(φ−1Cl )
In diesem Abschnitt wollen wir Algorithmen zur Lo¨sung des DL- und Wurzel-
Problemes in Ker(φ−1Cl ) na¨her betrachten. Hier wird zuna¨chst skizziert, wie
die in Abschnitt 2.2 entwickelten Ergebnisse zur Reduktion der Probleme von
Ker(φ−1Cl ) auf analoge Probleme in arithmetisch besser handhabbaren Strukturen,
wie (O∆/fO∆)∗ bzw. F∗p, verwendet werden ko¨nnen. Fu¨r letzteren Fall existieren
schließlich wohlbekannte Algorithmen zur Lo¨sung des DL- und Wurzel-Problemes.
Reduktion der Probleme von Ker(φ−1Cl ) auf (O∆/fO∆)∗ bzw. F∗p
Wie in Abschnitt 2.2 ausfu¨hrlich erla¨utert, existieren verschiedene Ansa¨tze die
Arithmetik in Ker(φ−1Cl ) eﬃzient zu implementieren.
So kann die Arithmetik in Ker(φ−1Cl ) im allgemeinen Fall durch den surjektiven
Homomorphismus ψKer(φ−1Cl ) : (O∆/fO∆)
∗ → Ker(φ−1Cl ) aus Satz 2.2.5 auf Berech-
nungen in (O∆/fO∆)∗ zuru¨ckgefu¨hrt werden.
Ist die Faktorisierung des Fu¨hrers f bekannt, so kann – wie in Abschnitt 2.2.2
na¨her erla¨utert – der Chinesische Restsatz zur Reduktion der Arithmetik von
(O∆/fO∆)∗ auf (O∆/peO∆)∗, wobei pe | f , verwendet werden. Die Berechnung Dis-
kreter Logarithmen und Wurzeln in (O∆/peO∆)∗ kann unter Verwendung der in
[PH78] und [MvOV97, Algorithm 3.63, Seite 108], bzw. [Mey97], erla¨uterten
Strategien auf analoge Probleme in (O∆/pO∆)∗ zuru¨ckgefu¨hrt werden.


















Beschra¨nkt man sich auf den fu¨r die kryptographische Praxis relevanten Fall,





= 1, so ist nach Satz 2.2.11 Ker(φ−1Cl )
∼= F∗p und das




Um den Isomorphismus ψ−1 : Ker(φ−1Cl )
∼−→ F∗p aus Satz 2.2.11 berechnen zu
ko¨nnen, mu¨ssen die beiden Nullstellen ρ, ρ¯ ∈ F∗p des Polynomes f(X) aus (2.2.5)
bekannt sein. Die Berechnung dieser Nullstellen kann mit der Routine GetRoots
(Algorithmus 9) erfolgen, die ihrerseits eine Routine SqrtFp zur Berechnung von
Quadratwurzeln in F∗p verwendet.
Algorithmen fu¨r DL- und Wurzel-Problem in F∗p
Zur Lo¨sung der verbleibenden DL- und Wurzelprobleme stehen wohlbekannte
Algorithmen zur Verfu¨gung auf die hier nicht weiter eingegangen werden soll.
Na¨here Informationen zur Berechnung Diskreter Logarithmen in F∗p ﬁnden sich
z.B. in [Web96, Web98, JL03].
Fu¨r Algorithmen zur Berechnung von Wurzeln in F∗p verweisen wir auf [BS96,
Section 7].
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Algorithmen zur Berechnung Diskreter Logarithmen und Wurzeln in
Cl(∆)
Auch hier stehen wohlbekannte Algorithmen zur Berechnung Diskreter Logarith-
men und (Quadrat-) Wurzeln zur Verfu¨gung.
Na¨here Informationen zur Berechnung Diskreter Logarithmen in Cl(∆) ﬁnden
sich in [Jac99, Vol00].
Die Berechnung e-ter Wurzeln in einer endlichen, abelschen Gruppe G kann,
sofern die Gruppenordnung |G| bekannt und teilerfremd zu e ist, bekanntlich durch
eine Exponentiation mit d, so dass ed ≡ 1 (mod |G|), durchgefu¨hrt werden.
Somit mu¨sste zur Berechnung e-ter Wurzeln in Cl(∆) die Klassenzahl h(∆)
bekannt und teilerfremd zu e sein. Ist dies nicht gegeben, so ist lediglich fu¨r den
Spezialfall e = 2 ein (relativ ineﬃzienter) Algorithmus – der Gaußsche Algorithmus
[Gau01, Art. 286, S. 328] – bekannt. Wa¨hlt man ∆ = −p, p ≡ 3 (mod 4) prim
und berechnet die Klassenzahl h(∆), z.B. mit dem subexponentiellen Algorithmus
[Jac99], dann kann auch die Berechnung von Quadratwurzeln durch eine einfache
Exponentiation erreicht werden.
Proposition 2.3.3. Sei q ≡ 3 (mod 4) prim, ∆ = −q und h(∆) bekannt. Dann
ist die Quadratwurzel aus einer beliebigen Klasse a ∈ Cl(∆) durch s ∼ a(h(∆)+1)/2
gegeben.
Beweis. Sei ∆ = −q, q prim. Dann ist h(∆), gema¨ß der z.B. in [Zag81, Kapitel
12] behandelten Geschlechtertheorie, ungerade. Somit ist jedes Element in Cl(∆)
ein Quadrat. Betrachtet man den Exponenten (h(∆) + 1)/2 · 2 ≡ 1 mod h(∆), so
folgt sofort die Aussage.
2.3.2.2. Laufzeitschranken fu¨r Problemreduktionen
In diesem Abschnitt wollen wir die generischen Ergebnisse aus Abschnitt 2.3.1
verwenden, um Laufzeitschranken fu¨r die Problemreduktionen im vorliegenden Fall
φ−1Cl : Cl(∆p
2) → Cl(∆) zu entwickeln.
Laufzeitschranke fu¨r die Reduktion des DL-Problemes
Wir beginnen mit der Laufzeitschranke fu¨r die Reduktion des DL-Problemes.
Proposition 2.3.4. Sei ∆ < −4 und p > √|∆| eine Primzahl mit (∆/p) =
1. Ist der Fu¨hrer p gegeben, so kann das DL-Problem in Cl(∆p2) auf zwei DL-
Berechnungen in Cl(∆) und eine DL-Berechnung in F∗p reduziert werden. Diese




(|∆|p2)2 log(√|∆| log(√|∆|)) + log(p)3)
Bitoperationen.
Beweis. Da der Fu¨hrer p bekannt ist, kann φ−1Cl nach Proposition 2.1.7 in
O(log(p)2) Bitoperationen berechnet werden.
Nach Satz 2.3.1 kann das DL-Problem in Cl(∆p2) durch O(log(h(∆))) Grup-
penoperationen in Cl(∆p2) und O(log(h(∆p2))2) Bitoperationen auf zwei DL-
Berechnungen in Cl(∆) und eine DL-Berechnung in Ker(φ−1Cl ) reduziert werden.
Sei D eine beliebige Diskriminante. Dann ist nach [Nar74, Seite 389] h(D) =
O
(√|D| log(√|D|)).
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Außerdem werden fu¨r eine Gruppenoperation in Cl(∆p2) nach [BB99]






Um den Isomorphismus ψ−1 : Ker(φ−1Cl )
∼−→ F∗p aus Satz 2.2.11 in O(log(p)2)
Bitoperationen berechnen zu ko¨nnen, mu¨ssen die beiden Nullstellen ρ, ρ¯ ∈ F∗p des
Polynomes f(X) aus (2.2.5) bekannt sein. Die Berechnung dieser Nullstellen hat
nach [BS96, Theorem 7.2.3] eine erwartete Laufzeit von O(log(p)3) Bitoperationen.




(|∆|p2)3) Bitoperationen, was in der Gro¨ßenordnung einer Exponentiati-
on in Cl(∆p2) liegt, und im Vergleich zur Laufzeit der verbleibenden DL-Probleme
in Cl(∆) [Jac99] und F∗p [Web96, Web98, JL03] vernachla¨ssigbar ist.
Laufzeitschranke fu¨r die Reduktion des Wurzel-Problemes
Die Laufzeit fu¨r die Reduktion des e-ten Wurzel-Problemes von Cl(∆p2) auf das
Wurzel-Problem in Cl(∆) la¨sst sich folgendermaßen abscha¨tzen:
Proposition 2.3.5. Sei ∆ < −4 und p > √|∆| eine Primzahl mit (∆/p) = 1.
Ist der Fu¨hrer p gegeben, so kann das e-te Wurzel-Problem in Cl(∆p2) auf die
Berechnung einer e-ten Wurzel in Cl(∆) und die Berechnung einer e-ten Wurzel





Bitoperationen fu¨r diese Reduktion erwartet werden kann.
Beweis. Da der Fu¨hrer p bekannt ist, kann φ−1Cl (mit GoToMaxCl, nach Proposi-
tion 2.1.7) und auch ein Urbild unter φ−1Cl (mit GoToNonMaxOrder, nach Proposition
2.1.6) in O(log(p)2) Bitoperationen berechnet werden.
Nach Satz 2.3.2 kann das e-te Wurzel-Problem in Cl(∆p2) mit O(log(e)) Grup-
penoperationen in Cl(∆p2), die nach [BB99] jeweils O(log(|∆|p2)2) Bitoperationen
beno¨tigen, auf je eine Wurzelberechnung in Cl(∆) und Ker(φ−1Cl ) reduziert werden.
Die Wurzelberechnung in Ker(φ−1Cl ) wird mittels des Isomorphismus ψ
−1 :
Ker(φ−1Cl )
∼−→ F∗p auf eine Wurzelberechnung in F∗p zuru¨ckgefu¨hrt.
Die Berechnung von ψ−1 beno¨tigt nach Satz 2.2.11 O(log(p)2) Bitoperationen,
sofern die Nullstellen ρ, ρ¯ zur Verfu¨gung stehen. Die Berechnung der Nullstellen
selbst geschieht durch die Berechnung einer Quadratwurzel in F∗p. Dies hat nach
[BS96, Theorem 7.2.3] eine erwartete Laufzeit von O(log(p)3) Bitoperationen.
Fu¨r den allgemeinen Fall der Berechnung e-ter Wurzeln in F∗p verweisen wir auf
[BS96, Chapter 7] und stellen lediglich den fu¨r die Implementierung des Rabin-
Verfahrens aus [HMT98] beno¨tigten Fall e = 2 explizit heraus:
Korollar 2.3.6. Sei ∆ < −4 und p > √|∆| eine Primzahl mit (∆/p) = 1.
Ist der Fu¨hrer p gegeben, so kann das Quadratwurzel-Problem in Cl(∆p2) auf die
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Bitoperationen fu¨r diese Reduktion erwartet werden kann.
Wird eine Diskriminante ∆ = −q, q ≡ 3 (mod 4) prim verwendet und ist die
Klassenzahl h(∆) bekannt, so kann die Berechnung der Quadratwurzel in Cl(∆)
durch eine Exponentiation in Cl(∆) durchgefu¨hrt werden. Ist außerdem p ≡ 3
(mod 4) so kann nach [BS96, Corollary 7.1.2] auch die Berechnung der Quadrat-
wurzel in F∗p durch eine Exponentiation in F
∗
p mit dem Exponenten (p+1)/4 durch-
gefu¨hrt werden. Das folgende Korollar folgt sofort aus Proposition 2.3.3 und Ko-
rollar 2.3.6.
Korollar 2.3.7. Sei ∆ = −q, q ≡ 3 (mod 4) eine Primzahl und p >√|∆| eine





= 1. Ist der Fu¨hrer p und die Klassenzahl
h(∆) gegeben, so kann das Quadratwurzel-Problem in Cl(∆p2) mit
O
(
log (|∆|)2 log (h(∆)) + log (|∆|p2)2 + log(p)3)
Bitoperationen gelo¨st werden.
Da in diesem Fall die Quadratwurzelberechnung in Cl(∆p2) durch gewo¨hnliche
Exponentiationen in Cl(∆) und F∗p erreicht werden kann, ist diese Konstellation fu¨r
die kryptographische Praxis besonders attraktiv.
2.3.2.3. Beispielhafte Problemreduktionen in Cl(∆p2), ∆p2 = −1019 · 232
In diesem Abschnitt wollen wir die oben eingefu¨hrten Problemreduktionen am
Beispiel der Klassengruppe Cl(∆p2) mit ∆p2 = −1019 ·232 = −539051 veranschau-
lichen. Beide Klassengruppen Cl(∆p2) und Cl(∆) sind zyklisch, wobei h(∆) = 13







= 13 · (23− 1) = 286.
Reduktion des DL-Problemes
In diesem Abschnitt wollen wir ReduceDLP (Algorithmus 14) zur Lo¨sung eines
DL-Problemes in Cl(∆p2) mit ∆p2 = −1019 · 232 verwenden.
Sei g = 15Z + −7+
√−539051
2 Z = (15,−7) und a = 11Z + 9+
√−539051
2 Z = (11, 9)
gegeben. Dann ist das DL-Problem das Ermitteln des kleinsten positiven x ∈ Z, so
dass gx ∼ a, bzw. die Entscheidung, dass kein solches x existiert.
Hierfu¨r verwenden wir ReduceDLP (Algorithmus 14) und berechnen zuerst G =
φ−1Cl (g) und A = φ
−1
Cl (a), und lo¨sen das DL-Problem G
x1 ∼ A in der Klassengruppe
Cl(∆) der Maximalordnung O∆. Wir erhalten G = 15Z + 1+
√−1019
2 Z = (15, 1),
A = 11Z+ 9+
√−1019
2 Z = (11, 9) und schließlich x1 = 9. In der Praxis verwendet man
das Analog [Jac99, Jac00] des Quadratischen Siebes fu¨r diese DL-Berechnung.
Durch eine weitere DL-Berechnung erhalten wir u = 13 als die Ordnung von G in
Cl(∆).
Nun wissen wir, dass der gesuchte Diskrete Logarithmus x die Form x = u · v +








Z) = (311, 277)
zur Basis




Z) = (297, 295)
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in der Gruppe Ker(φ−1Cl ).
Dieses DL-Problem in Ker(φ−1Cl ) reduzieren wir durch den Isomorphismus ψ
−1 :
Ker(φ−1Cl )
∼→ F∗p aus Satz 2.2.11 auf das entsprechende DL-Problem in F∗p.
Hierzu berechnen wir zuna¨chst mit Std2Gen (Algorithmus 7) die entsprechenden
Erzeugerdarstellungen
β = Std2Gen(b, p) = −8 + ω = (−8, 1)
und
γ = Std2Gen(c, p) = −7 + ω = (−7, 1),
wobei ω = 1+
√−1019
2 , und bilden diese schließlich mit ψ
−1 (Ker2Fp, Algorithmus
11) auf Elemente in F∗p ab.
Dafu¨r ist es no¨tig die Nullstellen ρ, ρ¯ ∈ F∗p von f(X) = X2 −X + 1−∆4 (mod p)
zu kennen. Fu¨r die Ermittlung der Nullstellen verwenden wir die Routine GetRoots
(Algorithmus 9) und erhalten
(ρ, ρ¯) = GetRoots(∆, p) ≡ (14, 10) (mod p)
Die Berechnung von ψ−1 liefert
b = Ker2Fp((xβ , yβ), p, ρ, ρ¯) = Ker2Fp((−8, 1), 23, 14, 10)≡ 3 (mod 23)
und
c = Ker2Fp((xγ , yγ), p, ρ, ρ¯) = Ker2Fp((−7, 1), 23, 14, 10) ≡ 10 (mod 23).
Schließlich berechnen wir den Diskreten Logarithmus v, so dass cv ≡ b (mod p).
Wir lo¨sen 10v ≡ 3 (mod 23) und erhalten v = 20.
Setzen wir die beiden Teilergebnisse x1 und v – wie in ReduceDLP (Algorithmus
14) – zusammen, so erhalten wir mit x = uv + x1 = 13 · 20 + 9 = 269 die Lo¨sung
des urspru¨nglichen DL-Problemes gx ∼ a in Cl(∆p2).
Reduktion des Wurzel-Problemes
In diesem Abschnitt wollen wir ReduceROOT (Algorithmus 15) zur Lo¨sung eines
Quadratwurzel-Problemes in Cl(∆p2) mit ∆p2 = −1019 · 232 verwenden.
Wir wollen die Quadratwurzel von g = 165Z+ 163+23
√−1019
2 Z = (165, 163) be-
rechnen. Hierfu¨r berechnen wir zuerst





Im na¨chsten Schritt muss eine Quadratwurzel aus G in der Klassengruppe
Cl(∆) berechnet werden. Hierfu¨r mu¨sste im Allgemeinen der Gaußsche Algorith-
mus verwendet werden. Da es sich in unserem Fall aber um eine Primdiskriminante
(|∆| = |−1019| ≡ 3 (mod 4) prim) handelt, ist die Klassenzahl h(∆) ungerade. Da
wir h(∆) = 13 als bekannt voraussetzen, kann nach Proposition 2.3.3 die Quadrat-
wurzel aus G durch eine Exponentiation mit (h(∆) + 1)/2 berechnet werden. Wir
erhalten also
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und mu¨ssen schließlich eine Quadratwurzel aus h ∈ Ker(φ−1Cl ) berechnen. Dies
erledigen wir unter Verwendung des Isomorphismus ψ−1 durch die Berechnung einer
Quadratwurzel in F∗p. Wir berechnen zuerst die Erzeugerdarstellung
η = Std2Gen(h, p) = (xη + yηω) = 7 + ω = (7, 1),
wobei ω = 1+
√−1019
2 , und wenden dann den Isomorphismus ψ
−1 an.
Hierfu¨r beno¨tigen wir, genau wie im obigen Beispiel, die beiden Nullstellen ρ, ρ¯ ∈
F∗p von f(X) = X2 −X + 1−∆4 (mod p). Wir erhalten
(ρ, ρ¯) = GetRoots(∆, p) ≡ (14, 10) (mod p).
Nun berechnen wir
h = Ker2Fp((xη, yη), p, ρ, ρ¯) = Ker2Fp((7, 1), 23, 14, 10) ≡ 8 (mod 23)
und t, so dass t2 ≡ h (mod p). Da p = 23 ≡ 3 (mod 4) ko¨nnen wir nach [BS96,
Corollary 7.1.2] auch die Berechnung der Quadratwurzel in F∗p, sofern sie existiert,
durch eine Exponentiation mit (p+ 1)/4 = 6 durchfu¨hren. Wir erhalten schließlich
t ≡ h(p+1)/4 ≡ 86 ≡ 13 (mod 23).
Es bleibt noch die Ru¨cktransformation des Zwischenergebnisses t in die Gruppe
Cl(∆p2) und das Zusammensetzen der Ergebnisse. Wir mu¨ssen also zuna¨chst t =
ψ(t) berechnen. Hierfu¨r berechnen wir mit Fp2Ker die Erzeugerdarstellung τ =
xτ + yτω, so dass ϕ(τ) ∼ t. Wir erhalten
τ = Fp2Ker(t, p, ρ, ρ¯) = Fp2Ker(13, 23, 14, 10) = 1− 12ω = (1,−12)
und danach mittels Gen2Std die Standarddarstellung




Schließlich erhalten wir die gesuchte Quadratwurzel





Kryptosysteme auf Basis imagina¨rquadratischer
Nichtmaximalordnungen
Dieser Abschnitt ist der Konstruktion von Kryptosystemen auf Basis ima-
gina¨rquadratischer Nichtmaximalordnungen gewidmet.
Da die Klassengruppe Cl(∆) einer beliebigen imagina¨rquadratischen Ordnung
eine endliche, abelsche Gruppe ist, in der jede Klasse durch einen eﬃzient berechen-
baren Vertreter eindeutig dargestellt werden kann, ist es naheliegend, DL-basierte
Kryptosysteme in Cl(∆) zu konstruieren.
Dieser Ansatz wurde erstmals in [BW88] verfolgt, wobei – wie auch bei allen
in [Ham02] betrachteten Verfahren – ausschließlich in der Maximalordnung ge-
arbeitet wurde. Die Attraktivita¨t dieses Ansatzes ist darauf zuru¨ckzufu¨hren, dass
das zu Grunde liegende DL-Problem mindestens so schwer, und im Hinblick auf
existierende Algorithmen vermutlich echt schwieriger, ist, wie das popula¨re Fakto-
risierungsproblem.
Leider hat dieses vermeintliche Plus an Sicherheit seinen Preis. Obwohl die zu
Grunde liegende Gruppenoperation – wie in [BB99] gezeigt – quadratische Laufzeit
besitzt, so sind Kryptosysteme auf Basis imagina¨rquadratischer Maximalordnungen
in der Praxis deutlich weniger eﬃzient, als popula¨re Verfahren in (Z/nZ)∗, F∗q oder
Elliptischen Kurven EC(Fq).
In dieser Arbeit wird ein etwas anderer Ansatz verfolgt. Bei den hier vorge-
stellten Kryptosystemen auf Basis imagina¨rquadratischer Nichtmaximalordnungen
begnu¨gen wir uns mit dem durch das Faktorisierungsproblem gegebenen Sicher-
heitsniveau und zielen auf die Steigerung der Eﬃzienz ab.
In [HJPT98] wurde vorgeschlagen, anstatt einer Maximalordnung O∆ ei-
ne Nichtmaximalordnung O∆p2 fu¨r die Konstruktion eines ElGamal-artigen Ver-
schlu¨sselungssystemes zu verwenden. Hierbei ist der Fu¨hrer p, und somit auch die
Maximalordnung O∆, Teil des geheimen Schlu¨ssels. Deshalb ko¨nnen die in Ab-
schnitt 2.1 diskutierten Algorithmen verwendet werden, um die wesentlichen Teile
der Entschlu¨sselung in der Maximalordnung durchzufu¨hren, was auf Grund der
kleineren Koeﬃzienten zu einer signiﬁkanten Steigerung der Eﬃzienz fu¨hrt. Außer-
dem kann durch Anwendung der Problemreduktion aus Abschnitt 2.3.1.1 ein nicht-
interaktives identita¨tsbasiertes ElGamal-artiges Verschlu¨sselungsverfahren konstru-
iert werden. Eine andere Variation des urspru¨nglichen Ansatzes, bei dem, wie in
[PT00] vorgeschlagen, großteils im Kern der Abbildung φ−1Cl : Cl(∆p
2) → Cl(∆)
operiert wird, fu¨hrt zu a¨ußerst eﬃzienten Kryptosystemen. Bei den Verfahren der
NICE-Familie konzentrieren wir uns in Abschnitt 3.3 auf die Signatursysteme und
zeigen, wie Schnorr- [Sch90] und Guillou-Quisquater-artige [GQ90] Verfahren kon-
struiert werden ko¨nnen, die eine sehr eﬃziente Signaturerzeugung ermo¨glichen.
Die Sicherheit aller Verfahren auf Basis imagina¨rquadratischer Nichtmaximal-
ordnungen beruht in erster Linie nicht mehr auf dem DL- oder Wurzelproblem in
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der Klassengruppe Cl(∆p2), sondern – wegen der in Abschnitt 2.3 vorgestellten
Problemreduktionen – auf der vermuteten, durch die heute verfu¨gbaren Algorith-
men (vgl. Abschnitt 3.1.4.1) und die Rechnerkapazita¨t bestimmte, Schwierigkeit
der Faktorisierung von Zahlen der Form ∆p2. Somit wird der mo¨gliche Sicher-
heitsgewinn bei Verwendung von imagina¨rquadratischen Ordnungen gegen andere
Vorzu¨ge, wie z.B. gesteigerte Eﬃzienz, ”eingetauscht“.
Bevor wir uns in den Abschnitten 3.2 – 3.3 den verschiedenen Kryptosystemen
auf Basis imagina¨rquadratischer Nichtmaximalordnungen widmen, tragen wir in
Abschnitt 3.1 einige grundlegende Aspekte zusammen.
3.1. Grundlegende Aspekte
In diesem Abschnitt tragen wir die u¨bergreifenden Aspekte der Kryptosysteme
auf Basis imagina¨rquadratischer Nichtmaximalordnungen O∆p2 zusammen.
Neben dem verwendeten Sicherheitsmodell und dem generellen Systemaufbau
betrachten wir die Schwierigkeit der zu Grunde liegenden Berechnungsprobleme
und leiten daraus notwendige Anforderungen an die Sicherheitsparameter ab.
Da der Fu¨hrer p bei allen hier behandelten Verfahren ein Teil des geheimen
Schlu¨ssels ist, kommt dem Faktorisierungsproblem fu¨r Zahlen der Form ∆p2 eine
besondere Bedeutung zu.
3.1.1. Sicherheitsmodell
In diesem Abschnitt tragen wir die wichtigsten Informationen u¨ber das Sicher-
heitsmodell zusammen, auf das spa¨ter Bezug genommen werden soll. Wir begnu¨gen
uns mit einer informellen Darstellung und verweisen fu¨r pra¨zise Deﬁnitionen auf
[Poi02] und die dort referenzierten Arbeiten.
Bevor wir in Abschnitt 3.1.1.3 die wichtigsten Eigenschaften des sogenannten
”Random Oracle Models“ [BR93] skizzieren, werden vorher die beno¨tigten Sicher-
heitsbegriﬀe fu¨r Verschlu¨sselungsverfahren (Abschnitt 3.1.1.1) und Signatursysteme
(Abschnitt 3.1.1.2) in informeller Art und Weise erla¨utert.
3.1.1.1. Sicherheitsbegriﬀe fu¨r Verschlu¨sselungsverfahren
In diesem Abschnitt werden die im weiteren Verlauf der Arbeit beno¨tigten Si-
cherheitsbegriﬀe fu¨r Verschlu¨sselungsverfahren eingefu¨hrt. Wir begnu¨gen uns mit
einer informellen Skizze der Begriﬀe und verweisen auf [Poi02, Section 2.2] und
[BDPR98] fu¨r pra¨zise Deﬁnitionen der Sicherheitsbegriﬀe bzw. der Diskussion der
Zusammenha¨nge zwischen den hier angesprochenen Notationen.
Bei der Einfu¨hrung der Sicherheitsbegriﬀe unterscheiden wir zwei verschiedene
”Dimensionen“. Neben den Zielen des Angreifers, aus denen sich die Sicherheitsei-
genschaften des Verschlu¨sselungsverfahrens ergeben, wird der davon unabha¨ngige
Angriﬀstypus betrachtet, der die Ma¨chtigkeit des Angreifers angibt.
Angriﬀsziele und Sicherheitseigenschaften
• Schlu¨sselgewinn
Gelingt es einem Angreifer den privaten Schlu¨ssel zu erlangen, so gilt das
Verschlu¨sselungsverfahren als vollsta¨ndig gebrochen.
• Einwegeigenschaft (One-Wayness, OW)
Eine grundlegende Eigenschaft eines Verschlu¨sselungsverfahrens ist die Ein-
wegeigenschaft. Besitzt ein Angreifer neben dem Schlu¨sseltext nur o¨ﬀentlich
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zuga¨ngliche Informationen, wie beispielsweise o¨ﬀentliche Schlu¨ssel und Sy-
stemparameter, so soll er den Klartext nicht komplett ermitteln ko¨nnen.
• Ununterscheidbarkeit (Indistinguishability, IND)
Eine sehr viel sta¨rkere Sicherheitseigenschaft fu¨r ein Verschlu¨sselungsverfah-
ren ist die Ununterscheidbarkeit von Verschlu¨sselungen. Wa¨hlt ein Angreifer
zwei Klartext-Nachrichten und erha¨lt daraufhin einen zugeho¨rigen Schlu¨ssel-
text, so kann er nicht entscheiden, welche der beiden Klartext-Nachrichten
zur Erzeugung des Schlu¨sseltextes verwendet wurde. Der Angreifer ist also
nicht in der Lage aus dem Schlu¨sseltext, abgesehen von der La¨nge, irgendwel-
che Informationen u¨ber den Klartext zu erhalten. Deshalb wird hier auch von
”semantischer Sicherheit“ gesprochen.• Nicht-Verformbarkeit (Non-Malleability, NM)
Eine Erweiterung der semantischen Sicherheit fu¨hrt zu ”nicht-verformbaren“Verschlu¨sselungsverfahren. Damit ist gemeint, dass ein Angreifer aus einem
bekannten Schlu¨sseltext nicht einen neuen Schlu¨sseltext ableiten kann, so dass
die beiden Klartexte in einer sinnvollen Art und Weise in Beziehung stehen.
Ma¨chtigkeit des Angreifers
Neben dem Ziel des Angreifers zieht man – insbesondere bei der Ununterscheid-
barkeit und der Nicht-Verformbarkeit – auch die Ma¨chtigkeit des Angreifers zur
Klassiﬁzierung heran.
• Chosen-Plaintext Attack (CPA)
Bei diesem Angriﬀstypus darf der Angreifer Klartexte wa¨hlen und diese ver-
schlu¨sseln. Bei Public-Key Verschlu¨sselungsverfahren kann ein solcher Angriﬀ
selbstversta¨ndlich durch jeden legitimen Nutzer durchgefu¨hrt werden.
• Plaintext-Checking Attack (PCA)
Bei diesem in [OP01] eingefu¨hrten Angriﬀstyp wird unterstellt, dass der An-
greifer ein Orakel besitzt, das bei Eingabe eines Klar- und Schlu¨sseltextpaares
entscheidet, ob diese zueinander korrespondieren oder nicht.
• Non-Adaptive Chosen-Ciphertext Attack (CCA1)
Hat der Angreifer Zugriﬀ auf ein Entschlu¨sselungsorakel, das beliebige, vor
dem Beginn des eigentlichen Angriﬀs gewa¨hlte, Schlu¨sseltexte entschlu¨sselt, so
spricht man von einem nicht-adaptiven Angriﬀ mit gewa¨hlten Schlu¨sseltexten,
der bezeichnenderweise auch ”Lunchtime Attack“ genannt wird.• Adaptive Chosen-Ciphertext Attack (CCA2)
Darf der Angreifer die Fragen an das Entschlu¨sselungsorakel auch wa¨hrend
des eigentlichen Angriﬀs speziﬁzieren, und somit an vorherige Antworten des
Orakels anpassen, so spricht man von einem adaptiven Angriﬀ mit gewa¨hlten
Schlu¨sseltexten.
Relationen zwischen Sicherheitseigenschaften
Durch die Kombination der Sicherheitseigenschaft mit der Ma¨chtigkeit des An-
greifers ergeben sich verschiedene Stufen der Sicherheit.
Wie in [BDPR98, Theorem 3.1] gezeigt, impliziert die Nicht-Verformbarkeit
(NM) eines Verschlu¨sselungsverfahren bei den verschiedenen dort betrachteten
Ma¨chtigkeiten des Angreifers (CPA, CCA1 und CCA2) die Sicherheitseigenschaft
der Ununterscheidbarkeit (IND) und dadurch auch die Einwegeigenschaft (OW).
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Umgekehrt wurde in [BDPR98, Theorem 3.3] gezeigt, dass IND-CCA2 auch NM-
CCA2 impliziert, weshalb diese beiden Sicherheitseigenschaften a¨quivalent sind.
Ein Verschlu¨sselungsverfahren, das eine dieser beiden Eigenschaften nachweislich
besitzt, gilt als besonders sicher.
3.1.1.2. Sicherheitsbegriﬀe fu¨r Signaturverfahren
In a¨hnlicher Art und Weise werden die Sicherheitsbegriﬀe fu¨r Signaturverfahren
deﬁniert. Auch hier unterscheiden wir bei der Betrachtung zwischen den Zielen
des Angreifers und dessen Ma¨chtigkeit. Wir begnu¨gen uns mit einer informellen




Gelingt es einem Angreifer den privaten Schlu¨ssel zu erlangen, so gilt das
Signaturverfahren als vollsta¨ndig gebrochen.
• Universelle Fa¨lschung
Ein Angreifer kann auch ohne Kenntnis des geheimen Schlu¨ssels versuchen,
einen Algorithmus zu ﬁnden, der mit großer Wahrscheinlichkeit gu¨ltige Si-
gnaturen fu¨r Nachrichten erzeugt, auf dessen Gestalt er keinen Einﬂuß hat.
Gelingt dies dem Angreifer, so spricht man von einer universellen Fa¨lschung.
• Existenzielle Fa¨lschung
Ein leichter erreichbares Ziel fu¨r einen Angreifer ist die Erstellung eines gu¨lti-
gen Paares aus Nachricht und Signatur, wobei der Angreifer die Nachricht
selbst wa¨hlen darf.
Ma¨chtigkeit des Angreifers
Neben dem Ziel des Angreifers zieht man auch hier die Ma¨chtigkeit des Angreifers
zur Klassiﬁzierung heran.
• No-Message Attack
Bei diesem Angriﬀ sind dem Angreifer keine Nachrichten und Signaturen be-
kannt – er kennt lediglich die Systemparameter und den o¨ﬀentlichen Schlu¨ssel.
• Known-Message Attack
Bei diesem Angriﬀstyp kennt der Angreifer eine Reihe von Nachrichten und
dazugeho¨rige gu¨ltige Signaturen. Allerdings hat er keinen Einﬂuß auf die Wahl
der Nachrichten.
• Non-Adaptive Chosen-Message Attack
Hier darf der Angreifer die Nachrichten wa¨hlen, die er von einem Signatu-
rorakel signiert bekommt. Allerdings muß der Angreifer die Liste der zu si-
gnierenden Nachrichten vor dem eigentlichen Angriﬀ speziﬁzieren.
• Adaptive Chosen-Message Attack
Darf der Angreifer die Fragen an das Signaturorakel auch wa¨hrend des eigent-
lichen Angriﬀs speziﬁzieren, und somit an vorherige Antworten des Orakels
anpassen, so spricht man von einem adaptiven Angriﬀ mit gewa¨hlten Nach-
richten.
Durch die Kombination der Sicherheitseigenschaft mit der Ma¨chtigkeit des An-
greifers ergeben sich verschiedene Stufen der Sicherheit, wobei ein Signatursystem
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dann als besonders sicher gilt, wenn selbst bei einem adaptiven Angriﬀ mit gewa¨hl-
ten Nachrichten eine existenzielle Fa¨lschung unmo¨glich ist.
3.1.1.3. Sicherheitsaussagen im ”Random Oracle Model“
Um Sicherheitsaussagen fu¨r die vorgestellten Verfahren zu erhalten, verwenden
wir das in [BR93] eingefu¨hrte ”Random Oracle Model“. Hierbei speziﬁziert manein kryptographisches Protokoll unter Verwendung eines Zufallsorakels1, beweist
Aussagen u¨ber dessen Sicherheit und ersetzt das Zufallsorakel schließlich durch ei-
ne kryptographische Hashfunktion. Durch diese Vorgehensweise erha¨lt man streng
genommen zwar keinen Beweis fu¨r die Sicherheit des kryptographischen Proto-
kolls, aber dennoch fu¨r die Praxis oft wertvolle heuristische Aussagen, die von den
Sicherheitsaspekten, die mit der verwendeten Hashfunktion zusammenha¨ngen, ab-
strahieren.
Wird das theoretische Zufallsorakel in der Praxis durch eine ungeeignete Hash-
funktion ersetzt, so erweisen sich auch die im idealisierten Modell gu¨ltigen Aussagen
in der Praxis als falsch. Außerdem wurden in [CGH98, Nie02, GT03, BBP03]
verschiedene Protokolle betrachtet, die einen Sicherheitsbeweis im idealisierten Ran-
dom Oracle Model zulassen, aber bei der praktischen Instanziierung des Zufallsora-
kels mit beliebigen Funktionen(-ensembles) die ”bewiesene“ Sicherheitseigenschaft
verlieren.
3.1.2. Grundsa¨tzlicher Systemaufbau
In diesem Abschnitt erla¨utern wir den grundsa¨tzlichen Aufbau aller hier vor-
gestellten Kryptosysteme. Zum Schutz vor p ± 1-Methoden zur Faktorisierung
[Pol74, Wil82, SL84] verwenden wir ”starke Primzahlen“ p, so dass p − 1 und
p + 1 jeweils einen großen Primfaktor besitzen. Wie in [Gor85] gezeigt wurde, ist
der Aufwand fu¨r das Finden solcher Primzahlen nur unwesentlich ho¨her als bei einer
vo¨llig zufa¨lligen Wahl.
Der Systemaufbau geschieht nun in folgenden Schritten:
1. Wa¨hle zufa¨llige, starke Primzahl d ≡ 3 (mod 4), so dass 2l∆−1 < d < 2l∆ .
2. Setze ∆ = −d.






4. ∆p2 ist Teil des o¨ﬀentlichen Schlu¨ssels.
5. ∆ und p sind Teil des geheimen Schlu¨ssels.
Da bei diesem Setup |∆p2|1/6√1/8 < √|∆|/4 gilt, ist jede Klasse, deren redu-
zierter Vertreter a die Ungleichung N (a) < |∆p2|1/6√1/8 erfu¨llt, ein Element der
Menge SI(∆p2) fu¨r das (1.3.2) gilt.
3.1.3. Die zu Grunde liegenden Berechnungsprobleme
In diesem Abschnitt soll die grundsa¨tzliche Schwierigkeit der Berechnungspro-
bleme, die den in dieser Arbeit vorgestellten Kryptosystemen zu Grunde liegen,
na¨her untersucht werden.
Da keine brauchbaren unteren Schranken fu¨r die Schwierigkeit kryptographischer
Probleme existieren, wollen wir uns hier mit relativen Aussagen begnu¨gen und ver-
gleichen die verschiedenen Probleme insbesondere mit dem Faktorisierungsproblem
1Seien m und n positive, ganze Zahlen. Dann ist ein Zufallsorakel R eine Abbildung von {0, 1}m
nach {0, 1}n, bei der fu¨r alle x ∈ {0, 1}m jedes Bit von R(x) gleichverteilt und unabha¨ngig ist.
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fu¨r Zahlen der Form ∆p2, das wir mit FP∆p2 bezeichnen wollen. Dieses Problem
bietet sich als Referenzproblem an, da es eine natu¨rliche obere Schranke fu¨r die
Sicherheit der hier vorgestellten Verfahren liefert.
Bei den folgenden Betrachtungen stu¨tzen wir uns auf die generischen Aussagen
aus [Ham02, Kapitel 6.1] und entwickeln diese fu¨r unseren Anwendungsfall weiter.
Existiert ein deterministischer Algorithmus mit polynomieller Laufzeit, der die
Lo¨sung eines Problemes A auf die Lo¨sung des Problemes B reduziert, so schreiben
wir B   A. Gilt außerdem A   B, so schreiben wir A     B und nennen
die beiden Probleme A und B (unter deterministischen Polynomialzeitreduktionen)
a¨quivalent.
Sind die zur Reduktion verwendeten Algorithmen nicht deterministisch, sondern
probabilistischer Natur, so schreiben wir B   A, A   B und A     B.
3.1.3.1. Diskrete-Logarithmus- und Diﬃe-Hellman-Probleme
Hier wollen wir einige im weiteren Verlauf der Arbeit angewandte Diskrete-
Logarithmus- und Diﬃe-Hellman-Probleme deﬁnieren und deren Schwierigkeit mit
FP∆p2 , also dem Faktorisierungsproblem fu¨r Zahlen der Form ∆p2, vergleichen.
Fu¨r alle folgenden Deﬁnitionen sei G eine endliche, abelsche Gruppe.
• Discrete Logarithm Problem (DLP):
Sei g, a ∈ G gegeben. Berechne das kleinste x ∈ Z>0, so dass gx = a oder
entscheide, dass kein solches x existiert.
• Computational Diﬃe-Hellman Problem (CDHP):
Sei das G-Tripel (g, ga, gb) gegeben. Berechne gab.
• Decisional Diﬃe-Hellman Problem (DDHP):
Sei das G-Quadrupel (g, ga, gb, gc) gegeben. Entscheide, ob c ≡ ab mod |〈g〉|.
• Gap Diﬃe-Hellman Problem (GDHP):
Sei das G-Tripel (g, ga, gb) gegeben. Berechne gab, wobei ein Orakel fu¨r das
DDHP zur Verfu¨gung steht.
Betrachten wir die hier deﬁnierten Probleme in einer bestimmten Gruppe, so deu-
ten wir dies im Index an. Beispielsweise bezeichnet DLPG das Diskrete-Logarithmus
Problem in der Gruppe G.
Es ist leicht zu sehen, dass unabha¨ngig von der konkreten Gruppe DLP  
CDHP   GDHP gilt.
Fu¨r beliebige negative, zusammengesetzte Diskriminanten ∆ wissen wir nach
[BW88], dass CDHPCl(∆)   FP∆.







Es ist nicht bekannt, ob das Faktorisieren von ∆p2 auch bereits auf die Lo¨sung
des Gap Diﬃe-Hellman Problemes in Cl(∆p2) reduziert werden kann.
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Außerdem ist es eine oﬀene Frage, ob die Lo¨sung dieser Probleme in gewissen
Untergruppen von Cl(∆p2), wie z.B. Ker(φ−1Cl ), mo¨glicherweise leichter ist, als in
der gesamten Gruppe.
3.1.3.2. Kern-Probleme
Der Vollsta¨ndigkeit halber fu¨hren wir nun auf informale Weise zwei Probleme
ein, die im Zusammenhang mit dem NICE-Verschlu¨sselungsverfahren [PT00] von
besonderem Interesse sind. Fu¨r formale Deﬁnitionen und Beweise sei auf [BST02]
verwiesen.
Sei a, b ∈ Cl(∆p2). Dann nennen wir a und b Kern-a¨quivalent wenn φ−1Cl (a) =
φ−1Cl (b).
• Decisional Kernel Problem (DKP)
Sei eine Diskriminante ∆p2, ein Erzeuger g von Ker(φ−1Cl ) und ein Gruppen-
element a ∈ Cl(∆p2), so dass ϕ(φ−1Cl (a)) ∈ SI(∆p2), gegeben. Entscheide, ob
a ∈ Ker(φ−1Cl ) oder nicht.
• Smallest Kernel-Equivalent Problem (SKEP)
Sei eine Diskriminante ∆p2, ein Erzeuger g von Ker(φ−1Cl ) und ein Gruppen-
element a ∈ Cl(∆p2), so dass ϕ(φ−1Cl (a)) ∈ SI(∆p2), gegeben. Berechne die
Kern-a¨quivalente Idealklasse, deren reduzierter Vertreter unter allen Kern-
a¨quivalenten Klassen die kleinste Norm besitzt.
Wie in [BST02] gezeigt, kann fu¨r eine gegebene Klasse a ∈ Cl(∆p2) die klein-
ste Kern-a¨quivalente Klasse als a0 = ϕ(φ−1Cl (a)) berechnet werden. Hierbei ist ϕ in
Proposition 1.3.2 deﬁniert und kann mit GoToNonMaxOrder (Algorithmus 2) be-
rechnet werden; φ−1Cl ist in Proposition 1.3.5 deﬁniert und kann mit GoToMaxCl
(Algorithmus 4) berechnet werden.
Fu¨r jede Klasse a aus Cl(∆p2) existiert eine eindeutige Darstellung a = a0gr,
wobei g ein Erzeuger von Ker(φ−1Cl ) und 0 ≤ r < p− (∆/p).
Nach [BST02, Theorem 6] gilt
(3.1.2) FP∆p2 SKEP DKP   
3.1.3.3. Wurzel-Probleme
Wie in Abschnitt 2.3.1.2 angegeben, ist das e-te Wurzelproblem, e ∈ Z, e ≥ 2,
in einer endlichen, abelschen Gruppe G bei gegebenem g ∈ G die Berechnung eines
Elementes r ∈ G, so dass re = g, oder die Entscheidung, dass kein solches r existiert.
Hier wollen wir diese Deﬁnition etwas pra¨zisieren, um zwei verschiedene Wurzel-
probleme einzufu¨hren, die zur Konstruktion verschiedener Kryptosysteme verwen-
det werden ko¨nnen.
Auch hier sei G eine endliche, abelsche Gruppe und g ∈ G. Dann sind die beiden
Probleme folgendermaßen gegeben:
• Square-Root-Problem (SRP)
Berechne r ∈ G, so dass r2 = g oder entscheide, dass kein solches r existiert.
• n-Root-Problem (n-RP)
Sei n ∈ Z, so dass ggT(n, |G|) = 1. Berechne r ∈ G, so dass rn = g.
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Das Square-Root-Problem liegt dem in [HMT98] vorgestellten Rabin-Analog
zu Grunde. Wie dort, oder beispielsweise auch in [Mey97], erla¨utert, gilt
SRPCl(∆)     FP∆ fu¨r beliebige Diskriminanten ∆.
Das n-Root-Problem liegt dem in Abschnitt 3.3.2 vorgestellten NICE-Guillou-
Quisquater-Signaturverfahren und dem RSA-Verfahren aus [HMT98] zu Grunde.
Hier ist im Allgemeinen nicht bekannt, wie n-RPCl(∆) mit dem Faktorisierungs-
problem FP∆ (direkt) zusammenha¨ngt.
Wie in [Ham02, Abschnitt 6.1.5] angedeutet, scheint kein besseres Verfahren
zur Lo¨sung des n-Root-Problemes zu existieren, als vorher die Ordnung von g in
der Gruppe G, oder ein Vielfaches davon, wie z. B. die Gruppenordnung |G| selbst,
zu berechnen. Ist mit o die Ordnung von g in G gegeben, so kann x so dass xn ≡ 1
(mod o) und schließlich mit gx die Lo¨sung des n-Root-Problemes berechnet werden.
Das Problem, bei gegebenem g ∈ G die Ordnung von g, oder ein Vielfaches
davon, zu bestimmen, nennen wir das Order-Problem (OP).
Die Lo¨sung des Order-Problemes kann u¨brigens durch eine DL-Berechnung er-
reicht werden. Ist x der Diskrete Logarithmus von g−1 zur Basis g, d.h. die kleinste,
positive Lo¨sung der Gleichung gx = g−1, so ist die Ordnung von g oﬀensichtlich
x + 1. Deshalb gilt DLP   OP in beliebigen endlichen, abelschen Gruppen.
Wie oben erla¨utert, gilt außerdem OPCl(∆)   n−RPCl(∆) und nach [Ham02,
Proposition 6.1.8] auch OPCl(∆)   FP∆ fu¨r beliebige negative Diskriminanten ∆
– eine direkte Relation zwischen FP∆ und n−RPCl(∆) ist bisher nicht bekannt.
Etwas anders stellt sich die Situation dar, wenn wir uns – wie beim NICE-
Guillou-Quisquater-Signaturverfahren in Abschnitt 3.3.2 – auf Nichtfundamental-
Diskriminanten ∆p2 und die Gruppe Ker(φ−1Cl ) ⊂ Cl(∆p2) beschra¨nken. In diesem






die Berechnung q-ter Wurzeln in Ker(φ−1Cl ) kann oﬀensichtlich durch einen determi-
nistischen Algorithmus mit polynomieller Laufzeit auf die Faktorisierung von ∆p2
zuru¨ckgefu¨hrt werden.










In diesem Abschnitt betrachten wir konkrete Algorithmen fu¨r die Lo¨sung der
oben eingefu¨hrten Berechnungsprobleme und leiten daraus notwendige Eigenschaf-
ten der Sicherheitsparameter unserer Kryptosysteme ab.
Der U¨bersicht halber fassen wir die Aussagen aus (3.1.1), (3.1.2) und (3.1.3) in
einem Diagramm zusammen, in dem den Berechnungsproblemen auch die in dieser
Arbeit na¨her betrachteten Kryptosysteme zugeordnet sind:




DLP〈g〉⊂Ker(φ−1Cl ) OPCl(∆p2) FP∆p2 SRPCl(∆p2)



















Hierbei ist 〈g〉 ⊂ Ker(φ−1Cl ) ⊂ Cl(∆p2) eine Untergruppe mit Primzahlordnung
q > 2160, die beim NICE-Schnorr-Signaturverfahren (Abschnitt 3.3.1) verwendet
wird und bedeutet, dass (fu¨r gewisse Varianten der Kryptosysteme) entspre-
chende A¨quivalenzbeweise im Random-Oracle-Modell [BR93] existieren.
In dieser Darstellung ist leicht erkennbar, dass alle in dieser Arbeit verwende-
ten Berechnungsprobleme auf die Berechnung Diskreter Logarithmen in Cl(∆p2)
zuru¨ckgefu¨hrt werden ko¨nnen. Erweist sich das DL-Problem als leicht lo¨sbar, so
sind alle hier vorgestellten Kryptosysteme unsicher.
Deshalb mu¨ssen die grundlegenden Parameter ∆ und p zumindest so gewa¨hlt
werden, dass die Berechnung Diskreter Logarithmen in Cl(∆p2) nicht mo¨glich ist.
Umgekehrt sind keine Algorithmen zur Lo¨sung der Diﬃe-Hellman- und n-ten
Wurzel-Probleme bekannt, die nicht auch (in a¨hnlicher Form) zur Berechnung
Diskreter Logarithmen in Cl(∆p2) eingesetzt werden ko¨nnten. In der Praxis lo¨st
man die Diﬃe-Hellman-Probleme direkt durch DL-Berechnungen. Das n-te Wurzel-
Problem in Cl(∆p2) lo¨st man durch die Lo¨sung des Order-Problemes, das wie-








wird. In all diesen Fa¨llen verwendet man in der Praxis eine Variante des Multiple-




2 , 1 + o(1)
]
.
Außerdem kann durch die in Abschnitt 2.3 vorgestellten Reduktionen das DL-
und Wurzelproblem in Cl(∆p2) bei bekanntem Fu¨hrer p eﬃzient auf analoge Pro-
bleme in Cl(∆) und F∗p reduziert werden.
Deshalb muss ∆ und p – auch bei den Kryptosystemen, die origina¨r nicht (nur)
auf dem Faktorisierungsproblem basieren – so gewa¨hlt werden, dass die Faktorisie-
rung von ∆p2 nicht mo¨glich ist.
Deshalb betrachten wir hier schließlich verschiedene Algorithmen zur Berechnung
Diskreter Logarithmen in Cl(∆p2) und zur Faktorisierung von ∆p2, um daraus
notwendige Eigenschaften fu¨r ∆ und p ableiten zu ko¨nnen.
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3.1.4.1. Algorithmen zur Faktorisierung von ∆p2
Wie in Abschnitt 2.3 gezeigt, ko¨nnen das DL-Problem und das Wurzel-Problem
in Cl(∆p2) bei Kenntnis des Fu¨hrers p eﬃzient auf analoge Probleme in Cl(∆) und
F∗p reduziert werden.
Um diese Problemreduktionen zu verhindern, mu¨ssen ∆ und p so gewa¨hlt wer-
den, dass die Faktorisierung von ∆p2 praktisch nicht mo¨glich ist. Hierfu¨r betrachten
wir die heute bekannten Faktorisierungsalgorithmen.
Zahlko¨rpersieb
Das Zahlko¨rpersieb [LL93a] basiert auf einer Idee von J. M. Pollard [Pol93] bei
der, wie auch beim quadratischen Sieb [Pom85], eine Kongruenz x2 ≡ y2 (mod n),
x ≡ ±y (mod n), konstruiert wird, mit der sich durch Berechnung von ggT(x−y, n)
eine mo¨glicherweise nicht-triviale Faktorisierung von n erhalten la¨sst.





, v + o(1)
]
und ist deshalb dem quadratischen Sieb mit einer Laufzeit Ln
[
1
2 , u + o(1)
]
bei
Zahlen ab etwa 120 Dezimalstellen u¨berlegen. Der Parameter v in (3.1.5) ha¨ngt
von der Form der zu faktorisierenden Zahl n und weiteren Implementierungsdetails
ab.
Um die weitere Diskussion zu erleichtern, rufen wir zu Beginn die wesentlichen
Phasen des Zahlko¨rpersiebes ins Geda¨chtnis zuru¨ck. Wir begnu¨gen uns hier mit
einer groben Skizze und verweisen auf [SS02] fu¨r eine umfassendere Behandlung
der Thematik.
1. Initialisierung mit Polynomwahl. Wa¨hle Polynome fi ∈ Z [X ], so dass fi(ρi) =








j um Ringhomomorphismen handelt. In der Praxis






und einem linearen Polynom f2 = x−m gearbeitet.
2. Sieb zur Ermittlung von Relationen. Ermittle Relationen (a, b) ∈ Z2, so dass
die Elemente a + bρi, oder zumindest ein Abbild derselben, u¨ber geeignete
Faktorbasen zerlegbar sind. In der Praxis geschieht dies durch Siebmechanis-
men.
3. Gleichungssystem zur Konstruktion der Quadrate. Ermittle eine Teilmenge S
der soeben ermittelten Relationen, so dass α2i =
∏
(a,b)∈S a+ bρi ein Quadrat
in Z[ρi] ist. In der Praxis geschieht dies durch Lo¨sen eines linearen Gleichungs-
systems u¨ber F2.
4. Wurzelberechnung und Abbildung nach Z/nZ. Sofern sich αi nicht bereits aus
der Faktorbasendarstellung von α2i ablesen la¨sst, muss αi berechnet werden.
Daraufhin werden die berechneten αi nach Z/nZ abgebildet und versucht n
durch Berechnung von ggT(φ1(α1)± φ2(α2), n) zu faktorisieren.
Es existieren verschiedene Varianten des Zahlko¨rpersiebes, die sich in der einen
oder anderen Phase und in der asymptotischen Laufzeit unterscheiden.
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Aus dem urspru¨nglichen Vorschlag [Pol93] fu¨r die Faktorisierung von Zahlen
der Form n = x3 + k entstand das Spezielle Zahlko¨rpersieb (Special Number Field
Sieve, SNFS) [LLMP93], mit dem Zahlen der Form2
(3.1.7) n = re − s
mit kleinem r und |s| in Ln
[
1
3 , v SNFS + o(1)
]
Bit-Operationen mit






faktorisiert werden ko¨nnen. Die im Vergleich zu den anderen Varianten des
Zahlko¨rpersiebes gu¨nstige asymptotische Laufzeit (vgl. (3.1.9) und (3.1.10)) und
die praktischen Vorteile (vgl. Tabelle 2 und Tabelle 3) sind insbesondere3 darauf
zuru¨ckzufu¨hren, dass sich auf Grund der Form von n in (3.1.7) in der ersten Phase
des Algorithmus auf einfache Art und Weise ein Polynom f1 wa¨hlen la¨sst, das die
Erzeugung der Relationen (Schritt 2) und die Konstruktion der Quadrate (Schritt
3) vergleichsweise leicht macht.
Unter den gro¨ßten bislang mit dem SNFS faktorisierten Zahlen ﬁnden sich fol-
gende:
Zahl Datum Referenz
2808 − 1 Januar 2003 [FBK+]
2773 + 1 November 2000 [CDL+00b]
2757 − 1 Dezember 2003 [LLWG03b]
2713 − 1 September 2003 [LLWG03a]
10211 − 1)/9 April 1999 [CDL+99b]
Tabelle 2. SNFS-Rekorde
Die Verallgemeinerung des SNFS fu¨hrte zum Allgemeinen Zahlko¨rpersieb
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mit






das zur Faktorisierung beliebig geformter Zahlen mit mindestens zwei Primtei-
lern, also auch Zahlen der Form n = pq oder n = pq2, eingesetzt werden kann.
Die Unterschiede zum SNFS resultieren daraus, dass im ersten Schritt kein
”einfaches“ Polynom f1 von Hand gewa¨hlt werden kann, so dass in den weite-
ren Schritten im Allgemeinen kein ”arithmetisch gut beherrschbarer“ Ring Z[ρ1]
2In [EMS+99] wurde gezeigt, dass das SNFS eigentlich fu¨r eine etwas gro¨ßere Klasse von
Zahlen, na¨mlich der Form n = are + bsj , eingesetzt werden kann.
3Da die anderen Phasen des Algorithmus, wie die Konstruktion des algebraischen Quadrates
und die Wurzelberechnung, beim GNFS inzwischen vergleichsweise gut gelo¨st sind, unterscheiden
sich viele SNFS-Implementierungen, wie z.B. die in [Elk96], nur noch in der ersten Phase von
einer Implementierung des Allgemeinen Zahlko¨rpersiebes.
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zur Verfu¨gung steht. Insbesondere wu¨rde die Zerlegung der Elemente a + bρ1 in
Primideale unter diesen Voraussetzungen große Schwierigkeiten bereiten. Deshalb
verzichtet man beim GNFS darauf und betrachtet lediglich die Norm N(a + bρ1)
dieser Elemente, um das Quadrat α21 zu konstruieren und daraus mit dem Algo-
rithmus von Montgomery [Mon94], bzw. der Variante von Nguyen [Ngu98], die
Wurzel αi zu berechnen.
Abgesehen von der Faktorisierung des 158-stelligen Faktors von 2953 + 1
[FBK02], stellten die Faktorisierungen der Zahlen aus der RSA-Challenge den
jeweils aktuellen GNFS-Rekord dar:
Zahl Bitla¨nge Datum Referenz
RSA576 576 Dezember 2003 [FBK+03]
RSA160 529 April 2003 [FBKB03]
C158 | 2953 + 1 522 Januar 2002 [FBK02]
RSA155 512 August 1999 [CDL+00a]
RSA140 462 Februar 1999 [CDL+99a]
RSA130 429 April 1996 [CDEH+96]
Tabelle 3. GNFS-Rekorde
Vergleicht man Tabelle 2 und Tabelle 3, so scheint sich der asymptotische Vorteil
des SNFS, in (3.1.5) ist v ≈ 1.53 statt v ≈ 1.92, auch in der Praxis deutlich
bemerkbar zu machen. Da die unterschiedlichen Laufzeiten insbesondere auf die
besseren Polynome beim SNFS zuru¨ckzufu¨hren sind, erscheint es lohnenswert, die
Polynomwahl beim GNFS na¨her zu betrachten.
Abgesehen von Montgomery’s Methode zur Konstruktion von zwei quadratischen
Polynomen (siehe [Elk96, Section 5] und [Mur99, Section 2.3.1]) scheinen sich
alle bislang bekannten Verfahren zur Konstruktion von GNFS-Polynomen auf die
sogenannte ”Base-m“-Methode zu stu¨tzen, bei der die Nullstelle m = n
1/d, mit
dem Grad d aus (3.1.6), zu Beginn festgelegt wird und man das Polynom
f1(x) = cdxd + cd−1xd−1 + · · ·+ c1m + c0
mit f1(m) ≡ 0 (mod n) direkt aus der m-adischen Darstellung von
n = cdmd + cd−1md−1 + · · ·+ c1m + c0
ablesen kann. Wie in [Mur99] erla¨utert, lassen sich durch die initiale Variation
von m und nachfolgende Transformationen (Rotation und Verschiebung) gu¨nstigere
(schiefe) Polynome konstruieren. In [Gow03] wurde ku¨rzlich gezeigt, wie durch
gezielte Rotationen von Polynomen die Existenz von Nullstellen modulo beliebiger
Primzahlen erzwungen werden kann, was die Glattheitswahrscheinlichkeit fu¨r die
Funktionswerte des homogenisierten Polynomes F1(x, y) = ydf1(x/y) erho¨ht. Wie
sich die so verbesserte Polynomwahl auf die praktische Laufzeit des Zahlko¨rpersiebs
auswirkt, bleibt oﬀen. Die Abscha¨tzung in [LTS+03, Section 6] deutet an, dass
sich die Verbesserung beim Ertrag der Siebphase proportional zu −αB(F ), wie
in [Gow03, Section 7] oder [Mur99] deﬁniert, zu verhalten scheint. Allerdings
a¨ndert sich durch diese Verbesserungen nichts an der asymptotischen Laufzeit des
Zahlko¨rpersiebes, so lange αB(F ) eine Konstante ist.
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Anders gestaltet sich dies bei der in [Cop93] vorgeschlagenen NFS-
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erreicht, wobei









Allerdings ist bislang nicht klar, ob die asymptotisch bessere Laufzeit auch
bei kryptographisch relevanten Gro¨ßenordnungen zu praktischen Verbesserungen
fu¨hren kann. Wie in [Hu¨r94, Kapitel 6.2] erla¨utert, existieren eine Reihe von prak-
tischen Problemen, beispielsweise im Zusammenhang mit der Behandlung großer
Primzahlen und dem gesteigerten Speicherbedarf, die die praktische Eignung dieses
Verfahrens fraglich erscheinen lassen.
In [Ber01] wurde indessen ein Schaltungsentwurf vorgeschlagen, und in
[LSTT02] verbessert, der eine – gemessen am Produkt4 aus Laufzeit und Speicher-
bedarf – asymptotische Verbesserung der Gleichungssystem-Phase verspricht, wes-
halb die Schwierigkeit der Faktorisierung großer Zahlen mit dem Zahlko¨rpersieb
ausschließlich bei der Erzeugung der Relationen zu liegen scheint.
Fu¨r diese Phase wurde schließlich ku¨rzlich der Entwurf von TWIRL (The Weiz-
mann Institute Relation Locator) [ST03] vorgelegt, womit die Siebphase fu¨r die
Faktorisierung einer 1024 Bit-Zahl in weniger als einem Jahr, mit weniger als $ US
10 Mio. Aufwand, mo¨glich sein soll.
Um zu entsprechenden Abscha¨tzungen fu¨r die notwendigen Parameter unserer
Kryptosysteme zu gelangen, betrachten wir insbesondere die heute verfu¨gbaren
Algorithmen und liefern zusa¨tzlich weitere Informationen, die im Rahmen besonders
konservativer Abscha¨tzungen herangezogen werden ko¨nnen.
Unter den hier skizzierten Varianten des Zahlko¨rpersiebes, die zur Faktorisierung
von Zahlen der Form n = pq2 eingesetzt werden ko¨nnen, existieren praktische Erfah-
rungen mit der Implementierung des ”gewo¨hnlichen“ allgemeinen Zahlko¨rpersiebes[BLP93]. Wie in [CDL+00a] berichtet, wurden etwa 8000 MIPS-Jahre5 (MJ) zur
Faktorisierung der 512-Bit-Zahl RSA-155 beno¨tigt.








wa¨chst, so kann aus diesem Datenpunkt – wie in [Ham02, Abschnitt 5.2.2] –
die Aufwandsabscha¨tzung in Spalte#1 von Tabelle 4 abgeleitet werden.
Fu¨hrt die asymptotische Verbesserung aus [Cop93] zu entsprechenden Eﬃzienz-
steigerungen in der Praxis, so ist Spalte#2 der Tabelle maßgebend.
Unterstellt man weiterhin, dass sich fu¨r unseren speziellen Fall n = pq2 eine
asymptotisch gu¨nstigere Variante des Zahlko¨rpersiebes ﬁnden la¨sst, beispielsweise
indem signiﬁkant gu¨nstigere Polyome – idealerweise so gu¨nstig wie beim SNFS –
4In [Sil00] wurde eine a¨hnliche Metrik zur Aufwandsabscha¨tzung, und damit zur Bestimmung
notwendiger Paramterla¨ngen, vorgeschlagen. Allerdings ist, wie auch in [LSTT02] angemerkt, die
gleichberechtigte Betrachtung von Laufzeit und Speicherplatzbedarf eher im Bereich der VLSI-
Hardware-Entwicklung als bei zahlentheoretischen Problemen u¨blich.
5MIPS steht fu¨r
”
Million Instructions Per Second“. Beispielsweise hat die DEC VAX 11/780
eine Rechenleistung von 1 MIPS; einem Pentium II - Prozessor mit x MHz Taktfrequenz kann
beispielsweise eine Rechenleistung von etwa x MIPS unterstellt werden (vgl. [LV01, Section 1.2]).
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gewa¨hlt werden ko¨nnen, so ﬁndet man die zugeho¨rigen Abscha¨tzungen in den Spal-
ten #3-6 von Tabelle 4. Unter diesen Annahmen kann die letzte Spalte als ”Poten-zial“ verstanden werden, das durch eine verbesserte Polynomwahl beim Zahlko¨rper-
sieb erschlossen werden ko¨nnte.
Gro¨ßenord- Erwarteter Rechenaufwand zur Faktorisierung
nung von n von n mit dem Zahlko¨rpersieb (in MJ)
Spalte # 1 2 3 4 5 6 Spalte#1
Spalte#6
v 1.923 1.902 1.8 1.7 1.6 1.527
(3.1.9) (3.1.10) (3.1.8)
2512 8.00 · 103
2768 4.91 · 107 4.46 · 107 2.81 · 107 1.78 · 107 1.13 · 107 8.14 · 106 6.03
21024 5.99 · 1010 5.04 · 1010 2.18 · 1010 9.56 · 109 4.20 · 109 2.30 · 109 26.0
21536 5.97 · 1015 4.43 · 1015 1.04 · 1015 2.51 · 1014 6.05 · 1013 2.14 · 1013 297
22048 6.98 · 1019 4.68 · 1019 6.67 · 1018 9.89 · 1017 1.47 · 1017 3.64 · 1016 1.92 · 103
23072 2.64 · 1026 1.50 · 1026 9.59 · 1024 6.47 · 1023 4.63 · 1023 6.09 · 1021 4.33 · 104
24096 5.87 · 1031 2.91 · 1031 9.69 · 1029 3.45 · 1028 1.23 · 1027 1.07 · 1026 5.49 · 105
Tabelle 4. Erwarteter Rechenaufwand fu¨r die Faktorisierung mit
dem Zahlko¨rpersieb
Quadratisches Sieb
Da das Zahlko¨rpersieb nicht nur asymptotisch, sondern bei kryptographisch re-
levanten Gro¨ßenordnungen auch in der Praxis leistungsfa¨higer als das Quadratische
Sieb [Pom85, Sil87, LLD+02] oder dessen Vorga¨nger ist, brauchen wir hier nicht
explizit auf diese Verfahren einzugehen.
Elliptic Curve Method (ECM)
Wa¨hrend das Zahlko¨rpersieb [BLP93] und das Quadratische Sieb scheinbar
nicht von der speziellen Gestalt der Diskriminante ∆p2 proﬁtieren ko¨nnen, so exi-
stiert mit der Elliptic Curve Method (ECM) [Len87] ein Verfahren, das vorzugswei-
se die kleinen Primfaktoren einer Zahl ﬁndet und somit eine Zahl n = pqr, die aus
(mindestens) drei Primfaktoren p, q, r zusammengesetzt ist, leichter faktorisieren
kann, als eine Zahl n′ = p′q′ in der Gro¨ßenordnung von n.
Unter plausiblen Annahmen u¨ber die Verteilung der Primfaktoren zufa¨llig
gewa¨hlter Zahlen, und Gruppenordnungen zufa¨llig gewa¨hlter Elliptischer Kurven,
la¨sst sich zeigen, dass Lenstra’s ECM [Len87] fu¨r das Auﬃnden eines Primfaktors
p |n einer gegebenen Zahl n eine erwartete Laufzeit von








Bitoperationen hat, wobei M(n) den Aufwand der Multiplikation modulo n an-





großen Zahlen ko¨nnen asymptotisch gu¨nstigere Algorithmen zur Multiplikation,





, eingesetzt werden. Ab welcher Gro¨ßenordnung die asymptotisch
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gu¨nstigeren Algorithmen auch in der Praxis schneller sind, ha¨ngt von Implementie-
rungsdetails ab und la¨sst sich nicht pauschal beantworten. Beispielsweise berichtet
Morain [Mor90, Ch. 5] (vgl. auch [Bre99, Section 5.1]), dass Karatsuba’s Methode
bei Zahlen mit mehr als 800 Bit eﬃzienter sei.
Im Laufe der Zeit wurden einige praktische Verbesserungen fu¨r das urspru¨ngli-
che ECM-Verfahren vorgeschlagen, von denen sich die meisten in [Bre86, Bre99,
Ber93, Mon92, Mu¨l95] wiederﬁnden du¨rften. Insbesondere wurde vorgeschla-
gen, das urspru¨ngliche Verfahren [Len87] durch eine zweite Phase zu erga¨nzen, die
zu einer praktischen Verbesserung fu¨hrt, da es bei zufa¨llig gewa¨hlten Zahlen sehr
wahrscheinlich ist, dass genau ein Primfaktor deutlich gro¨ßer ist, als alle anderen.
Es existieren verschiedene Mo¨glichkeiten die zweite ECM-Phase zu realisieren.
In [Bre99, Section 3] sind die wesentlichen Aspekte der ”Standard Continuation
(SC)“, ”Improved Standard Continuation (ISC)“ und ”Birthday Paradox Conti-nuation (BPC)“ skizziert. Die ”FFT-Continuation (FFTC)“ , die bei großen Zahlen
besonders gu¨nstig sein soll, ist in [Mon92, Mu¨l95] ausfu¨hrlich beschrieben. Die
pra¨zise Analyse der erwarteten Laufzeiten und relativen Einsparungen bei den ver-
schiedenen Fortsetzungsvarianten ist keine triviale Aufgabe. In [Bre99, Section 4.4]
ergab eine heuristische Analyse der ISC-Variante, dass mit einer Laufzeit von etwa








gerechnet werden kann, wobei τ(p) fu¨r den Bereich 1020 < p < 1060 Werte
zwischen τ(p) = 1.677 (fu¨r p ≈ 1020) und τ(p) = 1.723 (fu¨r p ≈ 1060) annimmt
und im Unendlichen gegen τ(p) = 2 strebt. In [Bre86] wurde argumentiert, dass
durch die ISC- oder BPC-Fortsetzung eine Beschleunigung in der Gro¨ßenordnung
von etwa log(p) erreicht werden kann.
In [PO96] wurde eine spezielle ECM-Variante fu¨r Zahlen der Form n = pq2 vor-





















sofort x1 ≡ x2 (mod p) impliziert. Soll nun
bei einer gegebenen Liste von Zahlen x1, . . . , xm entschieden werden, ob xi ≡ xj
(mod p), so muss nicht mehr fu¨r jedes mo¨gliche Paar (xi, xj) mit 1 ≤ i, j ≤ m die
Berechnung ggT(xi−xj , pq2) durchgefu¨hrt werden, sondern nur noch fu¨r diejenigen










, fu¨r eine Liste zufa¨lliger Zahlen rk mit
1 ≤ k ≤ log2(m).
Ist Q der Punkt auf der zufa¨llig gewa¨hlten elliptischen Kurve am Ende der ersten
ECM-Phase, so besteht die Fortsetzung in [PO96] schlicht daraus, bei m zufa¨llig
gewa¨hlten Punkten Ri = (xi, yi) ∈ 〈Q〉, 1 ≤ i ≤ m mittels der oben skizzierten
Berechnung von Jacobi-Symbolen zu entscheiden, ob xi ≡ xj (mod p).
Eine etwas eﬃzientere Variante fu¨r die zweite ECM-Phase fu¨r Zahlen der Form
n = pq2 wurde in [Per01] vorgeschlagen und in [ET02a, ET02b] na¨her untersucht.
Hier wa¨hlt man nicht vorabm zufa¨llige Gruppenelemente Ri ∈ 〈Q〉, sondern erzeugt
diese – im Stil von Pollard’s Rho-Methode [Pol75, Bre80, Tes98] – in einem
pseudozufa¨lligen Lauf durch die Gruppe 〈Q〉. Man setzt R0 = Q, Ri+1 = f(Ri),










Ri + Q sonst.
Somit ist dieses Verfahren eine Variante der Birthday Paradox Continuation
(BPC) [Bre86, Section 6] und [Bre99, Section 3.3], die – wie auch die ECM-
Variante in [PO96] – die Eigenschaft (3.1.13) ausnutzt. Sei tn die Ordnung des
Punktes Q auf der Kurve En modulo n und tp die Ordnung des Punktes Q auf der
entsprechenden Kurve Ep modulo p. Dann ist tp ≤ tn. Der entscheidende Vorteil






von p abha¨ngt und die pseudozufa¨llige Sequenz Ri demnach erwartungsgema¨ß nicht
erst nach O(
√
tn), sondern bereits nach O(
√
tp) Schritten periodisch wird. Demnach
sollte diese Variante Zahlen der Form n = pq2 auch etwas schneller faktorisieren
ko¨nnen, als gewo¨hnliche Fortsetzungen, wie BPC und ISC.
Die Analyse dieser ”Jacobi Symbol Continuation (JC)“ in [Per01] spricht voneiner Verbesserung – gegenu¨ber der urspru¨nglichen Methode [Len87] – um einen
Faktor, der etwas gro¨ßer als log(p) ist. Vergleicht man dies mit den Aussagen
in [Bre86, Bre99], die auch von einer Verbesserung in der Gro¨ßenordnung von
log(p) sprechen, so ko¨nnte die JC-Variante das Faktorisieren von Zahlen der Form
n = pq2 etwas erleichtern. Wa¨hrend die Analyse in [ET02a, Section 4] der JC-
Variante asymptotische Vorteile gegenu¨ber der ISC-Variante bescheinigt, so zeigen
die Experimente in [ET02a, ET02b] jedoch, dass die JC-Variante in der Praxis
– zumindest solange die Faktoren p, q gleich groß und in der Gro¨ßenordnung von
1020 sind – langsamer ist, als die verbesserte Standard-Fortsetzung ISC. Es ist eine
oﬀene Frage, ab welcher Gro¨ßenordnung von p die JC-Variante besser ist, als die
verschiedenen Standard-Fortsetzungen.
Um die Laufzeit von ECM abscha¨tzen zu ko¨nnen, wurde in [Len01] die Funktion










Bei allen bisherigen Analysen der Elliptic Curve Method wird unterstellt, dass
die Gruppenordnungen zufa¨llig gewa¨hlter Elliptischer Kurven ”genau so glatt“ sind,
wie zufa¨llig gewa¨hlte Zahlen der entsprechenden Gro¨ßenordnung. Betrachtet man
die Analysen in [McK99], so du¨rfte sich ECM in der Praxis noch etwas besser
verhalten, als es die Laufzeitabscha¨tzungen unter dieser Annahme angeben.
Um diesen Eﬀekt, und die kaum pra¨zise vorhersagbaren Verbesserungen durch
die verschiedenen ECM-Fortsetzungen, beru¨cksichtigen zu ko¨nnen, verwenden
wir nicht nur die obige Laufzeitfunktion E[Len01][n, p] aus (3.1.14) fu¨r unsere
Abscha¨tzungen, sondern auch die Laufzeitfunktion









fu¨r einige Werte τ(p) mit 1.5 ≤ τ(p) ≤ 2.
Der Vergleichbarkeit halber richten wir unsere Abscha¨tzungen an den in Tabelle
4 ermittelten Aufwa¨nden aus. Als Basis fu¨r die Extrapolation dient – wie auch in
[LV01, Section 5.9] und [Len01] – die Beobachtung, dass die Elliptic Curve Method
nach einem Rechenaufwand von etwa 6200 MJ mit Wahrscheinlichkeit 0.63 einen
167-Bit-Faktor einer 768-Bit-Zahl ﬁndet, sofern ein solcher existiert.
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Rechenaufwand No¨tige Bitla¨nge fu¨r ∆p2
in MJ GNFS ECM
Laufzeitfunktion (3.1.11) (3.1.14) (3.1.15)
mit τ(p) = / / 2.0 1.9 1.8 1.7 1.6 1.5
8.00 · 103 512 526 523 523 524 524 525 526
8.15 · 105 640 639 637 641 644 649 653 658
4.91 · 107 768 748 748 754 761 769 777 787
2.00 · 109 896 853 854 864 875 886 899 912
5.99 · 1010 1024 955 958 971 985 1000 1017 1035
5.97 · 1015 1536 1342 1350 1376 1404 1434 1468 1505
6.98 · 1019 2048 1701 1715 1753 1795 1841 1891 1947
2.64 · 1026 3072 2366 2389 2451 2520 2596 2679 2772
5.87 · 1031 4096 2981 3011 3097 3192 3296 3412 3541
Schnittpunkt mit GNFS / 634 617 647 696 780 934 1208
Tabelle 5. No¨tige Bitla¨ngen fu¨r n = ∆p2
Unterstellt man, dass sich die Laufzeit einer tatsa¨chlichen Implementierung der
Elliptic Curve Method in der fu¨r uns interessanten Gro¨ßenordnung (|∆|p2 >>
10150) proportional zu (3.1.15) mit 1.7 ≤ τ(p) < 2.0 verha¨lt6, so muss diese Metho-
de bereits bei 896-Bit-Zahlen nicht mehr gesondert beru¨cksichtigt werden, da das
Zahlko¨rpersieb bei Zahlen dieser Gro¨ßenordnung bereits deutlich schneller ist – der
Schnittpunkt zwischen den Laufzeitfunktionen fu¨r GNFS und ECM darf im Inter-
vall von 2600 bis 2800 vermutet werden. Dies deckt sich auch mit den Abscha¨tzungen
aus [Sil00].
Gitter-Methode fu¨r n = prq mit großem r
In [BDHG99] wurde ein Verfahren zur Faktorisierung von n = prq vorgeschla-
gen, das bei großen Exponenten r besonders eﬃzient ist. Das Verfahren basiert auf
den Arbeiten [Cop97, HG97], wonach eine Zahl n = pq (mit p und q in der glei-
chen Gro¨ßenordnung) faktorisiert werden kann, sofern die Ha¨lfte der ho¨herwertigen
Bits eines Faktors bekannt ist.
Ist r = (log p)ε, dann hat das Verfahren eine asymptotische Laufzeit von
Tε(p) = γ · e(log(p))1−ε ,
wobei der Faktor γ durch ein Polynom in log(n) begrenzt ist.
Ist r ≈ log(p), so besitzt die Methode polynomielle Zeit (in logn). Bei r ≈√
log(p) ist ε ≈ 12 und die Methode ist asymptotisch etwas besser als ECM. Bei
konstantem r, wie z.B. r = 2, besitzt die Methode exponentielle Laufzeit und stellt
somit keine Gefahr fu¨r unsere Kryptosysteme dar. Das gilt auch fu¨r die in [UK01]
vorgeschlagene Variante, deren praktische Laufzeit um einen konstanten Faktor
besser ist.
6Die heuristische Analyse der Improved Standard Continuation in [Bre99, Section 4.4] gibt
τ(p) = 1.677 fu¨r p ≈ 1020 und τ(p) = 1.723 fu¨r p ≈ 1060 an.
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Faktorisierungsmethode fu¨r n = prq mit großem und glattem r
In [CUS02] wurde ku¨rzlich eine neuartige Faktorisierungsmethode vorgestellt,
bei der eine Zahl n = prq durch Versuchsdivision mit mo¨glichen Kandidaten fu¨r q
faktorisiert wird.
Entscheidend fu¨r die Eﬃzienz dieser Methode ist oﬀensichtlich, wieviele dieser
Versuchsdivisionen im schlimmsten Fall durchgefu¨hrt werden mu¨ssen. Dies ha¨ngt
wiederum davon ab, wie die Kandidaten fu¨r q in diesem Verfahren erzeugt werden.
Die in [CUS02] vorgeschlagenen Vorgehensweise sieht folgende Schritte vor:
1. Wa¨hle Paare (leii , ki) mit Primzahlpotenzen l
ei
i und ganzen Zahlen ki, so dass
(3.1.16) λ(leii ) | rki,
wobei λ() die Carmichael-Funktion ist, und∏
i
leii > q.
2. Ermittle fu¨r alle i die Lo¨sungen der Gleichung
(3.1.17) xki ≡ nki (mod leii ).
Da
nki = (prq)ki = prkiqki
(3.1.16)≡ qki (mod leii )
erkennt man, dass eine der Lo¨sungen der Gleichung (3.1.16) kongruent zu q
modulo leii ist. Leider ist nicht erkennbar, welche der ermittelten Lo¨sungen
dies ist.
3. Setze die im vorherigen Schritt ermittelten Lo¨sungen mit dem Chinesischen
Restsatz zu den gesuchten Kandidaten fu¨r q zusammen.
Die O(ki) vielen Lo¨sungen aus (3.1.17) werden im letzten Schritt durch den
Chinesischen Restsatz zu O(
∏
i ki) vielen Kandidaten fu¨r q zusammengesetzt.
Ist nun r groß und glatt, so dass ki = 1 fu¨r alle i, dann muss schließlich nur
ein einziger Kandidat fu¨r q ”ausprobiert“ werden und das Verfahren arbeitet in
Polynomialzeit in log(n).




2 , weshalb fu¨r die Ver-








Kandidaten fu¨r q ein in log(n) exponentieller
Aufwand entsteht. Deshalb stellt diese Faktorisierungsmethode fu¨r unsere Krypto-
systeme keine Gefahr dar.
p± 1-Methoden
In [Pol74] bzw. [Wil82] wurden Faktorisierungsalgorithmen vorgeschlagen, die
die Faktorisierung von Zahlen n =
∏
peii ermo¨glichen, wenn pi − 1 bzw. pi + 1
glatt ist. Um die Faktorisierung von ∆p2 mit diesen Algorithmen grundsa¨tzlich zu
verhindern, forderten wir in Abschnitt 3.1.2 die Konstruktion ”starker Primzahlen“
p und d = −∆.
p− 1-Analog in Cl(∆p2)
In [SL84] wurde ein zu Pollard’s p−1-Algorithmus [Pol74] analoges Verfahren in
imagina¨rquadratischenKlassengruppen vorgeschlagen. Dieses Verfahren faktorisiert
eine Zahl ∆ < 0, wenn ein Element g ∈ Cl(∆) gefunden werden kann, dessen
Ordnung glatt ist.
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Ist h(∆) selbst glatt, so fu¨hrt ein beliebiges Element g ∈ Cl(∆) zum Erfolg. In









und p− 1 besitzt, da p eine starke Primzahl ist, einen großen Primfaktor r.
Nun stellt sich die Frage, wie groß die Wahrscheinlichkeit ist, dass ein zufa¨llig
gewa¨hltes Element g ∈ Cl(∆p2) unter diesen Voraussetzungen eine glatte Ordnung
besitzt.
Ist r |h(∆p2) ein Teiler der Gruppenordnung, dann ist nach [BBHM00, Theo-
rem 4] die Wahrscheinlichkeit, dass die Ordnung eines zufa¨llig gewa¨hlten Elementes
von r geteilt wird, gleich 1− 1r . Da p eine starke Primzahl ist, ist r ≈ p und die Wahr-
scheinlichkeit mit diesem Ansatz erfolgreich zu sein, ist sicherlich vernachla¨ssigbar.
Hier sei angemerkt, dass der Faktor r der Gruppenordnung auch bei Verwendung
von ∆′ = k∆p2 fu¨r beliebige k ∈ Z erhalten bleibt.
3.1.4.2. Algorithmen zur Berechnung Diskreter Logarithmen in Cl(∆p2)
In diesem Abschnitt stu¨tzen wir uns auf [Ham02, Abschnitt 5.2] und betrachten
die verschiedenen Ansa¨tze zur Berechnung Diskreter Logarithmen in Cl(∆p2). Wie
in (3.1.4) ersichtlich, ko¨nnen alle Berechnungsprobleme, die den in dieser Arbeit
vorgestellten Kryptosystemen zu Grunde liegen, auf die Berechnung Diskreter Lo-
garithmen in Cl(∆p2) zuru¨ckgefu¨hrt werden. Deshalb verdienen die verschiedenen
Ansa¨tze zur Lo¨sung des DL-Problemes in Cl(∆p2) besondere Beachtung.
Reduktion auf DL-Berechnungen in Cl(∆) und F∗p
Wie in Abschnitt 2.3.1.1 und Abschnitt 2.3.2 erla¨utert, kann die Berechnung
Diskreter Logarithmen in Cl(∆p2) auf DL-Probleme in Cl(∆) und F∗p reduziert
werden, sofern der Fu¨hrer p bekannt ist. Da wir die Diskriminante ∆p2 so wa¨hlen,
dass ein Angreifer diese nicht faktorisieren kann, kann er diese Problemreduktion
nicht anwenden.
Index-Berechnungs-Algorithmen
In [Vol00] wurde unter Annahme der Riemannschen Vermutung bewiesen, dass
die Berechnung Diskreter Logarithmen in beliebigen imagina¨rquadratischen Klas-









Bit-Operationen mo¨glich ist. In der
Praxis verwendet man das MPQS-Analog [Jac99, Jac00], fu¨r das man eine Lauf-
zeit von etwa L|∆|
[
1
2 , 1 + o(1)
]
erwarten darf. Wie die praktischen Experimente und
Abscha¨tzungen in [Ham02, Abschnitt 5.2.2] belegen, ist dieses Verfahren nicht nur
asymptotisch, sondern fu¨r die relevante Gro¨ßenordnung auch praktisch viel weniger
leistungsfa¨hig, als das Zahlko¨rpersieb. Außerdem lassen es die in [HB03] vorge-
brachten Argumente unwahrscheinlich erscheinen, dass das Zahlko¨rpersieb jemals
zur eﬃzienten Berechnung diskreter Logarithmen in Cl(∆) eingesetzt werden kann.
Die Bitla¨ngen fu¨r |∆| in folgender Tabelle sind [Ham02, Tabelle 5.6] entnommen.
Wie sich anhand dieser Abscha¨tzungen erkennen la¨sst, ko¨nnen mit dem gleichen
Rechenaufwand, verglichen mit dem Faktorisieren mit dem Zahlko¨rpersieb, nur Dis-
krete Logarithmen bei sehr viel kleineren Zahlen berechnet werden. Deshalb muss
diese Mo¨glichkeit unsere Kryptosysteme zu attackieren unter praktischen Gesichts-
punkten nicht na¨her betrachtet werden.
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Rechenaufwand No¨tige Bitla¨nge fu¨r ∆p2
in MJ GNFS MPQS-Analog [Jac99]
4.91 · 107 768 540
5.99 · 1010 1024 687
5.97 · 1015 1536 958
6.98 · 1019 2048 1208
2.64 · 1026 3072 1665
5.87 · 1031 4096 2084
Tabelle 6. No¨tige Bitla¨ngen beim MPQS-Analog
Generische Algorithmen
Wie in [Ham02, Abschnitt 5.2.3] angedeutet, ko¨nnten zur Berechnung Diskre-
ter Logarithmen in Cl(∆p2) auch generische, d.h. in beliebigen endlichen, abel-
schen Gruppen G anwendbare, Algorithmen, wie Shank’s Baby-Step-Giant-Step-
Verfahren [Sha72] oder Pollard’s ρ- und λ-Algorithmen [Pol78, Tes98], eingesetzt
werden. Diese Verfahren beno¨tigen O(
√|G|) Gruppenoperationen, haben demnach
exponentielle Laufzeit (in der Eingabela¨nge log(|∆|p2)) und mu¨ssen bei den fu¨r uns
interessanten Gro¨ßenordnungen mit mindestens 512 Bit Diskriminanten sicherlich
nicht weiter beru¨cksichtigt werden.
Pohlig-Hellman Algorithmus
So a¨hnlich verha¨lt es sich auch mit dem Pohlig-Hellman-Algorithmus [PH78].
Durch dieses Verfahren kann die DL-Berechnung in Cl(∆p2) auf Untergruppen von
Primzahlpotenz-Ordnung reduziert werden, sofern die Faktorisierung der Klassen-
zahl h(∆p2) bekannt ist.
Um die Klassenzahl zu berechnen, wu¨rde man im Allgemeinen das MPQS-Analog
[Jac99] verwenden; da mit dem GNFS eﬃzienter faktorisiert werden kann, wird
man in unserem Fall vorerst die Diskriminante ∆p2 faktorisieren und dann die
Klassenzahl h(∆), und dann schließlich h(∆p2) = h(∆)(p−1), berechnen. Insgesamt
ist dieser Algorithmus aber nur dann eﬃzient, wenn h(∆p2) glatt ist. Wie bereits
bei der Diskussion des p − 1-Analoges in Cl(∆p2) [SL84] festgestellt wurde, ist
h(∆p2) nicht glatt – da wir p als ”starke Primzahl“ gewa¨hlt haben, ist ein großerFaktor r | (p− 1) garantiert. Außerdem ist die Wahrscheinlichkeit, dass ein zufa¨llig
gewa¨hltes Element dennoch eine glatte Ordnung hat, durch 1r ≈ 1p beschra¨nkt und
damit vernachla¨ssigbar.
Deshalb stellt der Pohlig-Hellman Algorithmus in unserem Fall keine Gefahr
dar und muss bei der Bestimmung der Parameterla¨ngen nicht weiter beru¨cksichtigt
werden.
3.1.4.3. Bestimmung der no¨tigen Gro¨ße fu¨r ∆ und p
Nachdem oben die verschiedenen Algorithmen zur Faktorisierung von ∆p2 und
zur Berechnung Diskreter Logarithmen in Cl(∆p2) betrachtet wurden, wollen
wir die wesentlichen Aspekte hier zusammentragen und die notwendigen Parame-
terla¨ngen fu¨r ∆ und p bestimmen.
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Wie in (3.1.4) ersichtlich, kann ein Angreifer, der Diskrete Logarithmen in
Cl(∆p2) berechnen kann, alle Berechnungsprobleme, die den hier vorgestellten
Kryptosystemen zu Grunde liegen, lo¨sen.
Wie eben erla¨utert, mu¨ssen die generischen Algorithmen [Sha72, Pol78, Tes98]
und der Ansatz von Pohlig und Hellman [PH78] nicht na¨her betrachtet werden –
bei großen, wie in Abschnitt 3.1.2 gewa¨hlten, Diskriminanten ∆p2 ist das MPQS-
Analog [Jac99] der eﬃzienteste Algorithmus zur Berechnung Diskreter Logarith-
men. Da aber auch dieser Algorithmus – wie aus Tabelle 6 ersichtlich – bei ver-
gleichbaren Parametern weniger eﬃzient als das Zahlko¨rpersieb [BLP93] ist, wird
ein praktischer Angreifer zuerst die Diskriminante ∆p2 faktorisieren und dann die
in Abschnitt 2.3 vorgestellten Problemreduktionen anwenden. Deshalb genu¨gt es,
die Parameter so zu dimensionieren, dass das Faktorisieren von ∆p2 nicht mo¨glich
ist.
Da |∆| und p als starke Primzahlen gewa¨hlt wurden, sind die p± 1-artigen Ver-
fahren [Pol74, Wil82, SL84] nicht erfolgsversprechend. Auch die Gitter-Methode
aus [BDHG99] und das in [CUS02] vorgeschlagene Verfahren sind in unserem
Fall nicht eﬃzient – es mu¨ssen lediglich das Zahlko¨rpersieb und die verschiedenen
ECM-Varianten beru¨cksichtigt werden.
Als untere Schranke fu¨r die praktische Sicherheit unserer Verfahren fordern wir,
dass das Brechen unserer Verfahren in der Praxis so schwer sein soll, wie das Fak-
torisieren einer 896-Bit RSA-Zahl n = pq mit dem Zahlko¨rpersieb.
Wie in Tabelle 5 ersichtlich, wird hier vermutlich ein Aufwand von 2 ·109 MIPS-
Jahren beno¨tigt werden. Betrachtet man in Tabelle 5 die no¨tigen Bitla¨ngen zum
Schutz vor Angriﬀen mit der Elliptic Curve Method, so zeigt sich (selbst bei Unter-
stellung der fu¨r diese Gro¨ßenordnung sehr optimistischen Laufzeitfunktion (3.1.15)
mit τ(p) = 1.7 fu¨r ECM), dass das Zahlko¨rpersieb bei Zahlen ∆p2 mit mindestens
896 Bit eﬃzienter ist, als die Elliptic Curve Method. Deshalb muss bei Zahlen dieser
Gro¨ßenordnung auch die Elliptic Curve Method nicht mehr beru¨cksichtigt werden.
Damit unsere Verfahren in der Praxis vermutlich genau so sicher sind, wie das
RSA-Verfahren mit x-Bit, x ≥ 896, mu¨ssen ∆ und p wie in Abschnitt 3.1.2 mit
einer Bitla¨nge von x/3 gewa¨hlt werden.
3.2. ElGamal-Verschlu¨sselung
In diesem Abschnitt stellen wir verschiedene Varianten des ElGamal-Verschlu¨sse-
lungsanaloges in der Klassengruppe Cl(∆p2) einer imagina¨rquadratischen Nichtma-
ximalordnung O∆p2 vor.
Die Verwendung von Nichtmaximalordnungen zur Konstruktion von DL-
basierten Kryptosystemen mit zusa¨tzlicher Falltu¨rinformation wurde erstmals in
[HJPT98] vorgeschlagen. Der Vorteil dieses Ansatzes gegenu¨ber der konventionel-
len Konstruktion besteht in der Mo¨glichkeit, die Entschlu¨sselung (großteils) in der
geheimen Klassengruppe Cl(∆) anstatt in der o¨ﬀentlichen Klassengruppe Cl(∆p2)
durchzufu¨hren. Da die Koeﬃzienten der Gruppenelemente in Cl(∆) viel kleiner
sind, fu¨hrt das zu einer etwa fu¨nﬀach beschleunigten Entschlu¨sselungsroutine.
Wa¨hrend das in [HJPT98] und in Abschnitt 3.2.1 na¨her erla¨uterte NIQ-ElGamal-
HJPT-Verfahren OW-CPA bezu¨glich CDHPCl(∆p2) ist, so wurde in [JJ00] gezeigt,
dass ein CCA-Angreifer das Verfahren mit großer Wahrscheinlichkeit brechen kann.
Deshalb werden in den Abschnitten 3.2.2 und 3.2.3 IND-CCA2-Varianten vor-
gestellt, die sich der generischen Tranformationen aus [FO99, OP01] bedienen.
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In Abschnitt 3.2.4 wird gezeigt, wie die in Abschnitt 2.3.1.1 vorgestellte Redukti-
on des DL-Problemes zur Konstruktion identita¨tsbasierter NIQ-ElGamal-Varianten
im Stile von [MY91] verwendet werden kann.
In Abschnitt 3.2.5 werden die vorgestellten ElGamal-Varianten schließlich zu-
sammenfassend diskutiert.
3.2.1. NIQ-ElGamal-HJPT-Variante
Dieser Abschnitt ist der Diskussion des in [HJPT98] vorgestellten ElGamal-
Analoges in Klassengruppen imagina¨rquadratischer Ordnungen gewidmet.
Nach der Vorstellung des urspru¨nglich vorgeschlagenen Verfahrens in Abschnitt
3.2.1.1, werden in Abschnitt 3.2.1.2 verschiedene Ansa¨tze zur Einbettung von
Nachrichten in reduzierte O∆p2-Ideale diskutiert. In den Abschnitten 3.2.1.3 und
3.2.1.4 ﬁnden sich Sicherheits- bzw. Eﬃzienzbetrachtungen zu dem Verfahren aus
[HJPT98].
Da sich bei der Diskussion der Ansa¨tze zur Nachrichteneinbettung in Abschnitt
3.2.1.2 zeigen wird, dass die elegante und beweisbar funktionierende Nachrichten-
einbettung ein noch nicht befriedigend gelo¨stes Problem darstellt, stellen wir in
Abschnitt 3.2.1.5 auch eine Variante des Verfahrens vor, bei der auf die Nachrich-
teneinbettung verzichtet werden kann.
3.2.1.1. Vorstellung des urspru¨nglich vorgeschlagenen Verfahrens
Bei der folgenden Darstellung des Verfahrens, stu¨tzen wir uns auf Algorithmen
aus Kapitel 2. Insbesondere werden wir GoToNonMaxOrder (Algorithmus 2) und
GoToMaxCl (Algorithmus 4) beno¨tigen.
Wir gehen davon aus, dass eine Routine Embed zur Nachrichteneinbettung exi-
stiert, die einen Bitstring m = {0, 1}lm auf ein m ∈ SI(∆p2) abbildet und eine
inverse Routine DeEmbed, die diese Abbildung ru¨ckga¨ngig macht. Wie sich bei der
Diskussion verschiedener Ansa¨tze zur Implementierung von Embed in Abschnitt
3.2.1.2 zeigen wird, ist das scheinbar harmlose Problem der Nachrichteneinbettung
noch nicht befriedigend gelo¨st. Deshalb ﬁndet sich in Abschnitt 3.2.1.5 auch eine
Variante, bei der auf die Nachrichteneinbettung verzichtet werden kann.
Im Folgenden bezeichnet r ∈r R die zufa¨llige und gleichverteilte Auswahl eines
Elementes r aus einer Menge R.
Beweis der Korrektheit von Kryptosystem 1. Um die Korrektheit des
Verfahrens zu zeigen, erinnern wir zuerst an Proposition 1.3.5, wonach die Abbil-
dung φ−1Cl : Cl(∆p
2) → Cl(∆), die mittels GoToMaxCl realisiert wird, ein surjektiver
Homomorphismus ist. Deshalb impliziert a ∼ b auch φ−1Cl (a) ∼ φ−1Cl (b). Somit gilt



















Systemparameter: Eine imagina¨rquadratische Nichtmaximalordnung O∆p2 , wie
in Abschnitt 3.1.2 erla¨utert, die Bitla¨nge l der verwendeten Exponenten und ein
g ∈r Cl(∆p2).






O¨ﬀentliche Schlu¨ssel: Bob’s o¨ﬀentlicher Schlu¨ssel ist b = gb.
Verschlu¨sselung: Bob schickt Alice seinen o¨ﬀentlichen Schlu¨ssel b. Alice wa¨hlt








Der Schlu¨sseltext ist das Paar (c1, c2).

























Da nach Voraussetzung m ∈ SI(∆p2), ist schließlich nach (1.3.2) ϕ(φ−1Cl (m)) =
m.
Bemerkung 3.2.1. Kennt Bob, wie beim identita¨tsbasierten Verfahren aus
Abschnitt 3.2.4 und [HJW01, HJW03], lediglich seinen geheimen Schlu¨ssel b,
aber nicht den Fu¨hrer p, so kann die Entschlu¨sselung folgendermaßen durchgefu¨hrt
werden:







3.2.1.2. Einbettung von Nachrichten in Ideale mit beschra¨nkter Norm
Sei ∆ eine beliebige negative Diskriminante und O∆ die zugeho¨rige imagina¨rqua-
dratische Ordnung. Dann widmen wir uns in diesem Abschnitt dem Problem der
Einbettung einer Nachricht m = {0, 1}lm in ein O∆-Ideal m mit beschra¨nkter Norm
(3.2.1) N (m) < B.
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Wa¨hlt man beispielsweise die Schranke B =
√|∆|/4, so ist das aus der Nach-
richteneinbettung resultierende Ideal m reduziert und repra¨sentiert deshalb ein
Gruppenelement von Cl(∆). Ist ∆ = ∆′p2, wie in Abschnitt 3.1.2 gewa¨hlt, und
B = |∆′p2|1/6√1/8, dann ist das resultierende Ideal m nicht nur reduziert, sondern
es gilt sogar m ∈ SI(∆′p2). Diese Art der Einbettung wird zur Implementierung
von NIQ-ElGamal-HJPT beno¨tigt.
Es wird sich zeigen, dass die vorgeschlagene Nachrichteneinbettung – durch die
Berechnung von Quadratwurzeln modulo einer Primzahl a – mit einem vergleichs-
weise großen Rechenaufwand verbunden ist und ”beweisbar funktionierende“ Ein-bettungsvarianten eine etwas gro¨ßere Bandbreite erfordern. Dies liegt vor allem an
fehlenden Beweisen fu¨r die Pra¨senz von in Q(
√
∆) zerlegten Primzahlen in kleinen,
vorgegebenen Intervallen. Die scheinbar harmlose Nachrichteneinbettung darf so-
mit als ein noch nicht vo¨llig befriedigend gelo¨stes Problem fu¨r zuku¨nftige Arbeiten
festgehalten werden.
Sei m = (a, b) = aZ + b+
√
∆
2 Z, wobei c = (b
2 −∆)/(4a) ∈ Z, die Standarddar-
stellung eines Ideales mit N (m) = a. Dann existieren oﬀensichtlich verschiedene
Mo¨glichkeiten, um einen Bitstring m = {0, 1}lm , den wir auch als positive ganze
Zahl interpretieren wollen, in das Ideal m = (a, b) einzubetten.
Diese verschiedenen Mo¨glichkeiten sollen im Folgenden na¨her betrachtet werden.
Einbettung in den b-Koeﬃzienten
Bettet man die Nachricht m in den Koeﬃzienten b ein, so dass b = m dann gilt






dar. Wa¨re B ausreichend groß, so dass die Ungleichung (3.2.2) automatisch fu¨r
c = 1 erfu¨llt ist, dann ko¨nnten Nachrichten m auf diese Art und Weise leicht in
Ideale eingebettet werden.
Ist aber B =
√|∆|/4 oder, wie fu¨r die Implementierung von NIQ-ElGamal-HJPT
beno¨tigt, noch kleiner, dann mu¨sste 4ac = m2 −∆ faktorisiert werden, so dass ein
mo¨glicherweise existierendes a < B ermittelt werden kann.
Deshalb ist die Einbettung von Nachrichten in den b-Koeﬃzienten im Allgemei-
nen wenig praktikabel.
Einbettung in den a-Koeﬃzienten
Etwas anders stellt sich die Situation dar, wenn die Nachricht m als Teil des






= 1 gewa¨hlt werden und der b-Koeﬃzient des Ideales m la¨sst
sich im Wesentlichen durch die Berechnung einer Quadratwurzel aus ∆ modulo a
ermitteln. Da in diesem Fall die Norm N (m) = a gezielt gewa¨hlt wird, kann die
Erfu¨llung der Ungleichung (3.2.1) leicht beru¨cksichtigt werden.
Somit ko¨nnen Nachrichten beispielsweise folgendermaßen eingebettet werden:
Sei
(3.2.3) lmax ≤ log2 B − 1
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und
(3.2.4) lmax = 1 + lm + la.
Dann ko¨nnte eine Nachricht m = {0, 1}lm in ein Ideal m = (a, b) eingebettet











Betrachtet man die Bina¨rdarstellung
(3.2.5) a =
lmax Bits︷ ︸︸ ︷
1mmm · · ·mmm︸ ︷︷ ︸
lm Bits
000 · · ·000rr · · · rr︸ ︷︷ ︸
la Bits
von a < 2lmax+1 ≤ B, so ist die eindeutige Rekonstruktion von m bei gegebenem
Ideal a = (a, b) trivial.
Daraus ergeben sich folgende Algorithmen zur Einbettung einer Nachricht m =
{0, 1}lm in ein Idealmmit N (m) < B und der Rekonstruktion von m bei gegebenem
Ideal m.
Wir setzen die folgenden Routinen und Operatoren als gegeben voraus:
• Bitstring2Integer
erha¨lt einen Bitstring {0, 1}∗ als Eingabe, interpretiert diesen als Bina¨rdar-
stellung einer positiven ganzen Zahl und liefert diese Zahl schließlich zuru¨ck.
• Integer2Bitstring
sorgt fu¨r die Umkehrung, indem eine ganze Zahl in einen Bitstring umge-
wandelt wird.
• Nextprime
erha¨lt eine positive ganze Zahl n als Eingabe und liefert die kleinste Primzahl
p ≥ n zuru¨ck.
• Prevprime
erha¨lt eine positive ganze Zahl n als Eingabe und liefert die gro¨ßte Primzahl
p ≤ n zuru¨ck.
• SqrtFp
erha¨lt ein Element a ∈ F∗p und die Primzahl p als Eingabe und liefert ein
s ∈ F∗p, so dass s2 ≡ a (mod p), zuru¨ck, bzw. s ≡ 0, falls keine Quadratwurzel
von a ∈ F∗p existiert.
• DIV
bezeichnet schließlich die ganzzahlige Division.
Es bleibt schließlich zu kla¨ren, wie groß la gewa¨hlt werden muss, damit diese
Einbettung immer mo¨glich ist.
la mu¨sste so gewa¨hlt werden, dass die Existenz einer Primzahl






= 1 garantiert werden kann.





= 1 außer Acht, so fu¨hrt uns
dies zur Frage, ob in einem Intervall bestimmter Gro¨ße die Existenz einer Prim-
zahl p garantiert werden kann. In Anlehnung an [Rib95, Section 4.II.B] bezeichnen
wir mit pn die n-te Primzahl und dn = pn+1 − pn die ”Lu¨cke“ zwischen den bei-
den aufeinanderfolgenden Primzahlen pn und pn+1. Die Frage ist nun, wie groß dn
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Algorithmus 16 Embed-v1
Eingabe: Eine Diskriminante ∆, die Parameter lm, la ∈ Z>0 sowie die Nachricht
m = {0, 1}lm .
Ausgabe: Ein O∆-Ideal m = (a, b), so dass N (m) ≤ 2lm+la+2.
M ← Bitstring2Integer(m)









b ← SqrtFp(∆, a)
if b ≡ ∆ (mod 2) then




Eingabe: Ein O∆-Ideal m = (a, b) und die Parameter lm, la ∈ Z>0.
Ausgabe: Die Nachricht m = {0, 1}lm .
M ← a DIV 2la − 2lm
m ← Integer2Bitstring(M)
return(m)
im Verha¨ltnis zu pn sein kann. Ein altes Resultat von Tschebycheﬀ besagt, dass
dn < pn. Praktische Erfahrungen belegen allerdings, dass diese Schranke viel, viel
zu konservativ ist. Crame´r vermutete bereits im Jahre 1937, dass dn = O(log(pn)2);
beweisen konnte er – selbst unter Annahme der Riemannschen Vermutung – aller-






. Bis heute ist man diesbezu¨glich nicht signi-
ﬁkant weiter gekommen. Die heute besten Resultate ohne Riemannsche Vermutung
stammen von Baker, Harman und Pintz [BH96, BHP01]. Dort wurde bewiesen,
dass man fu¨r ausreichend großes x > x0 eine Primzahl p ∈ [x− xθ, x] ﬁnden kann,
wobei in [BH96] θ = 0.535 und in [BHP01] θ = 0.525 gezeigt wurde.
Ein analoges Resultat von Harman, Kumchev und Lewis [HKL03, Theorem 1]
besagt, dass man in einem gegebenen imagina¨rquadratischen Ko¨rper fu¨r ein ausrei-
chend großes x > x0 ein Primideal p mit
(3.2.7) N (p) ∈ [x− x0.53, x]
ﬁnden kann.
















0.53−1) > 2lm+1 + M,(3.2.8)





2la + 2la − 1 < 2lm+2
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erfu¨llt ist, wobei die Konstante x0 vom imagina¨rquadratischen Ko¨rper abha¨ngt.








(lm + 2) ≈ 1.13(lm + 2)
Sind die Diskriminanten ∆p2 wie in Abschnitt 3.1.2 gewa¨hlt, und wird B =√
1/8|∆p2|1/6 als Schranke verwendet, so dass die Nachrichtenideale m ∈ SI(∆p2)
sind, dann la¨sst sich aus (3.2.3–3.2.4) und (3.2.10) die maximal zula¨ssige Nachrich-
tenla¨nge ˆlm ≥ lm ableiten.
Aus (3.2.4) und (3.2.10) erhalten wir
lmax − lm − 1 > 5347 (lm + 2) ,
was a¨quivalent ist zu
(3.2.11) lm < 0.47 lmax − 1.53 .
Zusammen mit (3.2.3) und B =
√
1/8|∆p2|1/6 erhalten wir aus (3.2.11) schließ-
lich







Betrachtet man Diskriminanten mit verschiedenen Bitla¨ngen, so erha¨lt man die
folgende Tabelle.











Tabelle 7. Maximale Nachrichtenla¨ngen
Nach der in [HKL03] bewiesenen Schranke ko¨nnte man bei Verwendung einer
1024 Bit Diskriminante also maximal 77 Bit lange Nachrichten sicher einbetten –
um 128 Bit Nachrichten einbetten zu ko¨nnen, mu¨sste eine Diskriminante mit mehr
als 1669 Bit verwendet werden.
Ist ein derart stark eingeschra¨nkter Nachrichtenraum nicht zu tolerieren, so muss
eine andere Einbettungsvariante gewa¨hlt werden.
Beispielsweise kann die Nachrichteneinbettung durch die Verwendung eines
zusa¨tzlichen Hilfswertes erreicht werden. Man wa¨hlt eine zufa¨llige Primzahl a <





= 1, berechnet den b-Koeﬃzienten wie oben und zusa¨tzlich
den Hilfswert z = M − a. Aus diesem Hilfswert und dem Ideal m = (a, b) kann
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spa¨ter wieder die ganzzahlige Nachricht M ∈ Z, und daraus schließlich der Bit-
string m = {0, 1}lm , rekonstruiert werden.
Algorithmus 18 Embed-v2
Eingabe: Eine Diskriminante ∆, den Parameter lmax ≤ log2(B) − 1 und die
Nachricht m = {0, 1}lm .
Ausgabe: Ein O∆-Ideal m = (a, b), so dass N (m) < B und einen Hilfswert z ∈
Z>0.
M ← Bitstring2Integer(m)









b ← SqrtFp(∆, a)
if b ≡ ∆ (mod 2) then
b ← a− b
end if
z ← M − a
return(a, b, z)
Algorithmus 19 DeEmbed-v2
Eingabe: Ein O∆-Ideal m = (a, b) und den Hilfswert z ∈ Z>0.
Ausgabe: Die Nachricht m = {0, 1}lm .
M ← z + a
m ← Integer2Bitstring(M)
return(m)
Betrachtet man die beiden vorgeschlagenen Lo¨sungsansa¨tze, so zeigt sich, dass
die eﬃziente, elegante und beweisbar funktionierende Nachrichteneinbettung kein
triviales Problem zu sein scheint und in zuku¨nftigen Arbeiten na¨here Beachtung
ﬁnden sollte.
3.2.1.3. Sicherheitsbetrachtungen
Im Folgenden betrachten wir unterschiedlich ma¨chtige Angreifer gegen das in
Abschnitt 3.2.1.1 vorgestellte Verfahren. Wir werden sehen, dass die Sicherheit des
Verschlu¨sselungsverfahrens signiﬁkant von der Ma¨chtigkeit des Angreifers abha¨ngt.
Wa¨hrend das Verfahren immun gegen Chosen Plaintext Attacken (CPA) zu sein
scheint, so kann ein ma¨chtigerer Angreifer das Verfahren mit einer Chosen Cipher-
text Attacke (CCA) brechen.
Passive Angreifer
Auf der einen Seite ist sofort aus der Darstellung der Verschlu¨sselungsroutine
in NIQ-ElGamal-HJPT (Kryptosystem 1) und den Deﬁnitionen der Sicherheitsbe-
griﬀe in Abschnitt 3.1.1.1 ersichtlich, dass das Verfahren OW-CPA bezu¨glich des
Computational Diﬃe-Hellman-Problemes in der Gruppe Cl(∆p2) (CDHPCl(∆p2))
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ist. Wie in [BW88] gezeigt wurde, kann das Faktorisierungsproblem fu¨r ∆p2 mit
probabilistischen Polynomialzeitreduktionen auf das CDHPCl(∆p2) zuru¨ckgefu¨hrt
werden. Deshalb darf NIQ-ElGamal-HJPT bei geeigneter Wahl der Sicherheitspara-
meter (∆, p, l) als immun gegen Angriﬀe betrachtet werden, bei denen vom Angrei-
fer lediglich Klartexte gewa¨hlt werden ko¨nnen.
Werden ∆ und p wie in Abschnitt 3.1.2 gewa¨hlt und ist, wie in Abschnitt 3.1.4.3
na¨her erla¨utert, |∆p2| > 2896, so scheinen die heute bekannten Algorithmen fu¨r das
Faktorisierungs- oder DL-Problem in Cl(∆p2) nicht erfolgsversprechend.
Nun muss schließlich noch gekla¨rt werden, welche Bitla¨nge l fu¨r die geheimen
Exponenten verwendet werden soll.
Zum Schutz gegen generische Algorithmen zur Berechnung Diskreter Logarith-
men in 〈g〉 ⊆ Cl(∆p2), wie Shank’s Baby-Step-Giant-Step-Verfahren [Sha72] oder
Pollard’s ρ- und λ-Algorithmen [Pol78, Tes98], verlangen wir l ≥ 160. Wie die
Abscha¨tzungen aus [HM00a, Section 3.3] zeigen, geht bei dieser Wahl keine Gefahr
von diesen generischen Algorithmen aus.
Außerdem muss der Angriﬀ von van Oorschot und Wiener [vOW96], d.h. eine
Kombination des Pollardschen λ-Algorithmus mit der partiellen Pohlig-Hellman
Reduktion auf die Primfaktoren von h(∆p2), na¨her betrachtet werden.
Anders als bei der in [vOW96] betrachteten Gruppe F∗p ist die Gruppenord-
nung h(∆p2) nicht a priori bekannt, und kann bei den verwendeten Diskriminanten
|∆p2| > 2896 auch nicht berechnet werden. Es bliebe also lediglich der Versuch,
durch zufa¨llige Wahl von Gruppenelementen γ ∈ Cl(∆p2), mit dem p − 1-Analog
in Cl(∆p2) [SL84] glatte Anteile von h(∆p2) zu ﬁnden.
Da p so gewa¨hlt wurde, dass p− 1 einen großen Primteiler p′ hat, ist die Wahr-
scheinlichkeit, ein zufa¨lliges γ ∈ Cl(∆p2) zu ﬁnden, dessen Ordnung glatt – also ins-
besondere kein Vielfaches von p′ – ist, nach [BBHM00, Theorem 4] verschwindend
gering. Deshalb scheint auch dieser Angriﬀ nicht anwendbar und die Verwendung
von 160 Bit-Exponenten ausreichende Sicherheit zu gewa¨hrleisten.
Aktive Angreifer
Auf der anderen Seite wurde in [JJ00] gezeigt, dass ein aktiver Angriﬀ, bei dem
der Angreifer den Klartext zu zwei sorgfa¨ltig gewa¨hlten Schlu¨sseltexten erha¨lt, zur
Faktorisierung von ∆p2 fu¨hrt. Somit kann die Problemreduktion aus Abschnitt
2.3.1.1 zur Lo¨sung des DL-Problemes eingesetzt werden und wir betrachten das
Verfahren als gebrochen.
Um das Nachrichtenideal m eindeutig entschlu¨sseln zu ko¨nnen, wurde die Ver-
wendung von Nachrichten m ∈ SI(∆p2), so dass N (m) < √|∆/4|, gefordert. Der
aktive Angreifer missachtet bewusst diese Konvention, verschlu¨sselt zwei Nachrich-
ten mi, i ∈ {1, 2}, mit
(3.2.13)
√
|∆|/3 < N (mi) <
√
|∆|,
und erha¨lt vom ahnungslosen Bob die Nachrichten m′i =DeEmbed(m
′
i) zuru¨ck, die
zu den zwei Klartextidealen m′i korrespondieren. Da N (mi) >
√|∆|/3, ist mi = m′i.
Außerdem liegen – wegen N (mi) <
√|∆| – die Ideale mi und m′i nur einen Re-
duktionschritt auseinander. Deshalb kann, wie in [JJ00] gezeigt, aus zwei solchen
entschlu¨sselten Schlu¨sseltexten – mit grosser Wahrscheinlichkeit – die Faktorisie-
rung von ∆p2 bestimmt werden.
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Um diesen Angriﬀ zu verhindern, muss das zuverla¨ssige Erkennen einer ”bo¨sar-
tigen Nachricht“ beim Entschlu¨sseln garantiert werden. Hierzu ko¨nnte man dem
Schlu¨sseltext einen kryptograﬁschen Hashwert der Nachricht anha¨ngen, um beim
Entschlu¨sseln die Zusammengeho¨rigkeit von Schlu¨sseltext und Nachricht zu u¨ber-
pru¨fen und den Klartext nur im Erfolgsfall zuru¨ckliefern. Die Weiterentwicklung die-
ser naiven Idee fu¨hrt zu den generischen Transformationen in [FO99] und [OP01],
die wir in den Abschnitten 3.2.2 und 3.2.3 dazu verwenden wollen, um IND-CCA2-
Varianten unseres ElGamal-Verschlu¨sselungsanaloges in Cl(∆p2) zu entwickeln.
3.2.1.4. Eﬃzienzbetrachtungen
Wie oben bemerkt, liegt der Vorteil dieses Ansatzes in der – durch kleinere Koef-
ﬁzienten in der Maximalordnung hervorgerufenen – beschleunigten Entschlu¨sselung.
Deshalb geben wir hier die Laufzeitergebnisse einer ersten Implementierung an,
fu¨r die die LiDIA-Bibliothek [LiD] benutzt wurde. Es sollte angemerkt werden,
dass keine der implementierten Varianten ausgiebig optimiert ist; Ziel der Imple-
mentierung war vielmehr die relativen Unterschiede der verschiedenen Verfahren
herauszustellen.
Die Laufzeiten wurden auf einer SPARC-ultra mit 160 MHz und 256 MB RAM
ermittelt, wobei der Durchschnittswert (in Sekunden) fu¨r fu¨nf verschiedene Nicht-
maximalordnungen und 50 zufa¨llig gewa¨hlte Nachrichten angegeben ist. Neben der
ElGamal-Verschlu¨sselung, die in beiden Varianten identisch ist, ist die Entschlu¨sse-
lungslaufzeit von NIQ-ElGamal-HJPT (Kryptosystem 1) mit der konventionellen Va-
riante und schließlich einer RSA-Entschlu¨sselung – ohne Anwendung des Chinesi-
schen Restsatzes – verglichen worden.
Bitla¨nge Laufzeit der Ver- bzw. Entschlu¨sselung in s
∆p2 ∆ p Ver- Ent- in Cl(∆p2) Ent- in Cl(∆) RSA-Ent-
768 384 192 8.91 4.48 1.45 0.53
832 384 224 11.05 5.60 1.58 0.67
896 384 256 13.65 6.87 1.70 0.84
960 384 288 16.48 8.30 1.83 1.03
1024 384 320 19.24 9.66 1.95 1.13
Tabelle 8. Laufzeiten fu¨r ElGamal-Ver- und Entschlu¨sselung in
Cl(∆p2)
Diese – aus [HJPT98] entnommene – Tabelle zeigt, dass die Entschlu¨sselung bei
dem vorgeschlagenenVerfahren etwa fu¨nfmal so schnell ist, wie bei der konventionel-
len Variante ohne Ausnutzen der Falltu¨r-Struktur. Wa¨hrend die RSA-Entschlu¨sse-
lung immer noch schneller ist, so sind die Laufzeiten nun zumindest grob vergleich-
bar. Es sollte angemerkt werden, dass in [HJPT98] lp < l∆ gewa¨hlt wurde; bei der
in der Praxis empfohlenen Wahl lp ≈ l∆ du¨rfte die Eﬃzienzsteigerung noch etwas
ho¨her liegen.
3.2.1.5. Eine NIQ-ElGamal-HJPT-Variante ohne Nachrichteneinbettung
Wie die Diskussion in Abschnitt 3.2.1.2 gezeigt hat, ist die elegante Nachrichten-
einbettung ein noch nicht befriedigend gelo¨stes Problem. Deshalb soll im Folgenden
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eine NIQ-ElGamal-HJPT-Variante vorgestellt werden, bei der auf die Einbettung von
Nachrichten verzichtet werden kann.
Hierzu beno¨tigen wir eine Hashfunktion g : Cl(∆p2) → {0, 1}lm , wobei lm die
Nachrichtenla¨nge ist.
Kryptosystem 2 NIQ-ElGamal-HJPT-without-embedding
Systemparameter: Eine imagina¨rquadratische Nichtmaximalordnung O∆p2 , wie
in Abschnitt 3.1.2 erla¨utert, die Bitla¨nge l der verwendeten Exponenten und ein
g ∈r Cl(∆p2).






O¨ﬀentliche Schlu¨ssel: Bob’s o¨ﬀentlicher Schlu¨ssel ist b = gb.
Verschlu¨sselung: Bob schickt Alice seinen o¨ﬀentlichen Schlu¨ssel b. Alice wa¨hlt ein







c ← m⊕ g(r).
Der Schlu¨sseltext ist das Tripel (c1, c2, c).








m ← c⊕ g(ˆr)
return(m).
Statt dem Nachrichtenideal m wird in dieser Variante also ein zufa¨lliges Ideal r
verschlu¨sselt, dessen Hashwert g(r) als geheimer Schlu¨ssel fu¨r die One-Time-Pad-
Verschlu¨sselung der eigentlichen Nachricht m verwendet wird. Somit kann auf die
problematische Nachrichteneinbettung verzichtet werden.
Bemerkung 3.2.2. Außerdem scheint der Angriﬀ aus [JJ00] fu¨r diese Varian-
te nicht ohne weiteres anwendbar, da lediglich der Wert g(ri), aber nicht der fu¨r
den Angriﬀ beno¨tigte Wert ri selbst, ermittelbar ist, sofern es sich bei g um eine
Einwegfunktion handelt.
Bemerkung 3.2.3. Kennt Bob, wie beim identita¨tsbasierten Verfahren aus
Abschnitt 3.2.4 und [HJW01, HJW03], lediglich seinen geheimen Schlu¨ssel b,
aber nicht den Fu¨hrer p, so kann die Entschlu¨sselung folgendermaßen durchgefu¨hrt
werden:






m ← c⊕ g(ˆr)
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3.2.2. NIQ-ElGamal-FO-Variante
In diesem Abschnitt soll die generische Transformation aus [FO99] verwendet
werden, um das oben diskutierte NIQ-ElGamal-HJPT-Verfahren so zu modiﬁzieren,
dass es nicht mehr nur die Sicherheitseigenschaft OW-CPA, sondern fortan IND-
CCA2 erfu¨llt und somit immun gegen Attacken im Stile von [JJ00] ist.
Hierzu beno¨tigen wir zwei Hashfunktionen g : Cl(∆p2) → {0, 1}lm und
h : Cl(∆p2)×{0, 1}lm → {0, 1}l, wobei lm die Nachrichtenla¨nge und l die Bitla¨nge
der verwendeten Exponenten ist.
Kryptosystem 3 NIQ-ElGamal-FO
Systemparameter: Eine imagina¨rquadratische Nichtmaximalordnung O∆p2 , wie
in Abschnitt 3.1.2 erla¨utert, die Bitla¨nge l der verwendeten Exponenten und ein
g ∈r Cl(∆p2).





p, sowie die Nullstellen ρ, ρ¯ ∈ F∗p von f(X) wie in (2.2.5).
O¨ﬀentliche Schlu¨ssel: Bob’s o¨ﬀentlicher Schlu¨ssel ist b = gb.
Verschlu¨sselung: Bob schickt Alice seinen o¨ﬀentlichen Schlu¨ssel b. Alice wa¨hlt




c ← m⊕ g(r). Der Schlu¨sseltext ist das Tripel (c1, c2, c).








mˆ ← c⊕ g(ˆr)
Integrita¨tscheck: Um zu entscheiden, ob die entschlu¨sselte Nachricht zuru¨ckge-
liefert werden darf oder nicht wird u¨berpru¨ft, ob c1




C ← Ker2Fp(Std2Gen(c1/c′1, p), p, ρ, ρ¯)
B← GoToMaxCl(b, p),
b′ ← GoToNonMaxOrder(B, p),
B ← Ker2Fp(Std2Gen(b/b′, p), p, ρ, ρ¯)





Bemerkung 3.2.4. Kennt Bob, wie beim identita¨tsbasierten Verfahren aus
Abschnitt 3.2.4 und [HJW01, HJW03], lediglich seinen geheimen Schlu¨ssel b,
aber nicht den Fu¨hrer p, so kann die Entschlu¨sselung und der Integrita¨tscheck
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folgendermaßen durchgefu¨hrt werden:






m ← c⊕ g(ˆr)
Integrita¨tscheck: Um zu entscheiden, ob die entschlu¨sselte Nachricht zuru¨ckge-
liefert werden darf wird folgende U¨berpru¨fung durchgefu¨hrt:






Bezu¨glich passiver Angreifer weist das Verfahren die gleichen Sicherheitseigen-
schaften auf, wie das in Abschnitt 3.2.1 diskutierte NIQ-ElGamal-HJPT-Verfahren.
Deshalb sei fu¨r generelle Sicherheitsaspekte auf Abschnitt 3.2.1.3 verwiesen.
Allerdings erfu¨llt das hier vorgestellte Verfahren nicht mehr nur OWE-CPA
bezu¨glich des Computational Diﬃe-Hellman-Problemes in der Gruppe Cl(∆p2)
(CDHPCl(∆p2)), sondern nach [FO99, Theorem 14] IND-CCA2 bzgl. CDHPCl(∆p2)
im Random Oracle Model.
3.2.2.2. Eﬃzienzbetrachtungen
Der wesentliche Unterschied zwischen der naiven Variante NIQ-ElGamal-HJPT
und dem hier vorgestellten Kryptosystem 3 (NIQ-ElGamal-FO) liegt in der zusa¨tz-
lich vorhandenen Integrita¨tsu¨berpru¨fung. Durch diese Pru¨fung ko¨nnen mo¨gliche
Manipulationen am Schlu¨sseltext-Tripel (c1, c2, c) zuverla¨ssig erkannt werden, so
dass das Verfahren immun gegen Attacken ist, bei denen der Schlu¨sseltext vom
Angreifer gezielt gewa¨hlt wird.
Allerdings hat dieser Sicherheitsgewinn seinen Preis. Beim Integrita¨tscheck aus
[FO99] muss u¨berpru¨ft werden, ob die Gleichung c1 = rˆbh(rˆ,mˆ) erfu¨llt ist. Bei der
Entschlu¨sselung muss also zusa¨tzlich die ”halbe Verschlu¨sselung“ wiederholt wer-den. Dies ist umso unglu¨cklicher, da die Verwendung imagina¨rquadratischer Nicht-
maximalordnungen ja auf die Beschleunigung der Entschlu¨sselung abzielt. Durch die
Reduktion der Integrita¨tsberechnungen von Cl(∆p2) auf Berechnungen in Cl(∆)
und Ker(φ−1Cl )
∼= F∗p kann diese Problematik zwar etwas entscha¨rft, aber nicht ga¨nz-
lich gelo¨st werden. Deshalb sind in diesem Kontext Transformationsvarianten, wie
beispielsweise die in [OP01] vorgestellte ”Rapid Enhanced-security AsymmetricCryptosystem Transform“ (REACT), von Vorteil, durch die a¨hnliche Sicherheitsei-
genschaften bei geringerem Aufwand realisiert werden ko¨nnen.
3.2.3. NIQ-ElGamal-REACT-Variante
In diesem Abschnitt soll die generische Transformation aus [OP01] verwendet
werden, um eine weitere IND-CCA2-Variante von NIQ-ElGamal-HJPT zu konstru-
ieren.
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Hierzu beno¨tigen wir wieder zwei Hashfunktionen g : Cl(∆p2) → {0, 1}lm und
h : Cl(∆p2) × Cl(∆p2) × Cl(∆p2) × {0, 1}lm × {0, 1}lm → {0, 1}l, wobei lm die
Nachrichtenla¨nge und l die Bitla¨nge der verwendeten Exponenten ist.
Kryptosystem 4 NIQ-ElGamal-REACT
Systemparameter: Eine imagina¨rquadratische Nichtmaximalordnung O∆p2 , wie
in Abschnitt 3.1.2 erla¨utert, die Bitla¨nge l der verwendeten Exponenten und ein
g ∈r Cl(∆p2).






O¨ﬀentliche Schlu¨ssel: Bob’s o¨ﬀentlicher Schlu¨ssel ist b = gb.
Verschlu¨sselung: Bob schickt Alice seinen o¨ﬀentlichen Schlu¨ssel b. Alice wa¨hlt ein







c ← m⊕ g(r),
H ← h(c1, c2, r, c,m).
Der Schlu¨sseltext ist das Quadrupel (c1, c2, c,H).








mˆ ← c⊕ g(ˆr)
Integrita¨tscheck: Um zu entscheiden, ob die Nachricht zuru¨ckgeliefert werden
darf oder nicht wird folgende Pru¨fung durchgefu¨hrt:






Bemerkung 3.2.5. Kennt Bob, wie beim identita¨tsbasierten Verfahren aus
Abschnitt 3.2.4 und [HJW01, HJW03], lediglich seinen geheimen Schlu¨ssel b,
aber nicht den Fu¨hrer p, so kann die Entschlu¨sselung folgendermaßen durchgefu¨hrt
werden:






m ← c⊕ g(ˆr)




Die generellen Betrachtungen zu den Parameterla¨ngen fu¨r dieses Verfahren sind
identisch zu den in Abschnitt 3.2.1.3 angestellten.
Im Unterschied zum Originalverfahren aus [HJPT98] ist dieses Kryptosystem
aber immun gegen Angriﬀe, bei denen der Schlu¨sseltext gewa¨hlt werden darf.
Wie in [OP01, Theorem 13] gezeigt wurde, ist die REACT-Variante
des ElGamal-Verschlu¨sselungsverfahrens im Random Oracle Model IND-CCA2
bezu¨glich des zugeho¨rigen Gap Diﬃe-Hellman-Problemes. Das hier vorgestellteNIQ-
ElGamal-REACT-Verfahren ist also IND-CCA2 bezu¨glich GDHPCl(∆p2). Somit exi-
stiert fu¨r dieses Verfahren ein Sicherheitsbeweis, der sich auf das Gap DHP, anstatt
auf das Computational DHP, in der Gruppe Cl(∆p2), bezieht.
3.2.3.2. Eﬃzienzbetrachtungen
Vergleicht man das hier vorgestellte NIQ-ElGamal-REACT mit NIQ-ElGamal-
HJPT-without-embedding, so ist leicht zu sehen, dass der Unterschied zwischen den
beiden Verfahren lediglich darin besteht, dass in der Verschlu¨sselungs- und Ent-
schlu¨sselungsroutine der REACT-Variante jeweils zusa¨tzlich ein Hashwert berech-
net wird. Dieser Zusatzaufwand ist im Vergleich zu den restlichen Berechnungen
vernachla¨ssigbar – die Eﬃzienz von NIQ-ElGamal-REACT ist also vergleichbar mit
der des Originalverfahrens aus [HJPT98].
3.2.4. Identita¨tsbasierte NIQ-ElGamal-Verfahren
In diesem Abschnitt wollen wir – wie in [HJW01, HJW03] vorgeschlagen –
die in Abschnitt 2.3.1.1 diskutierte Reduktion des DL-Problemes in Cl(∆p2), mit
(∆/p) = 1, auf die DL-Berechnung in Cl(∆) und F∗p zur Konstruktion eines nicht-
interaktiven Public-Key-Kryptosystemes anwenden.
Im Vergleich zum bisherigen Ansatz [MY91, MY96, LL93b] in (Z/nZ)∗ besitzt
das Verfahren in Cl(∆p2) den Vorteil, dass Cl(∆p2) mit großer Wahrscheinlichkeit
zyklisch gewa¨hlt werden kann und der Aufwand fu¨r die Erzeugung individueller
Schlu¨ssel durch Einsatz von zwei verschiedenen subexponentiellen Algorithmen zur
DL-Berechnung [Jac99, Web96, Web98, JL03] vergleichsweise gering ist.
Somit steht neben dem ku¨rzlich von Boneh und Franklin vorgeschlagenen Verfah-
ren auf Basis des Weil-Diﬃe-Hellman-Problemes [BF01] ein zweites vergleichswei-
se praktikables identita¨tsbasiertes Verfahren zur Verfu¨gung, das auch dann einge-
setzt werden kann, wenn sich das bislang noch wenig erforschte Weil-Diﬃe-Hellman-
Problem als leicht lo¨sbar erweisen sollte.
Bevor wir unseren Ansatz im Detail vorstellen, wollen wir die bisherigen Arbeiten
in diesem Bereich kurz zusammenfassen.
3.2.4.1. Verwandte Arbeiten
Ein grundsa¨tzliches Problem aller bislang in dieser Arbeit vorgestellten Public-
Key Verfahren ist, dass die Authentizita¨t des o¨ﬀentlichen Schlu¨ssels durch zusa¨tz-
liche Maßnahmen sichergestellt werden muss. U¨blicherweise wird dieses Problem
durch das Ausstellen von Zertiﬁkaten gelo¨st, die die Verbindung zwischen Bob’s
o¨ﬀentlichem Schlu¨ssel b und seiner Identita¨t IDB besta¨tigen. Dieses Zertiﬁkat
Certb = {b, IDB, Sig(h(b||IDB), CA)} wird von einer vertrauenswu¨rdigen Zer-
tiﬁzierungsautorita¨t (CA) signiert. Will Alice eine Nachricht fu¨r Bob verschlu¨sseln,
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so erha¨lt sie den o¨ﬀentlichen Schlu¨ssel b im Zertiﬁkat Certb von Bob selbst oder
einem Verzeichnisdienst. In jedem Fall sind einige Interaktionen no¨tig, bevor Alice
Bob’s authentischer o¨ﬀentlicher Schlu¨ssel zur Verfu¨gung steht.
Identita¨tsbasierte Kryptosysteme (Shamir)
Deshalb wa¨re es in diesem Szenario wu¨nschenswert, dass Alice Bob’s o¨ﬀentli-
chen Schlu¨ssel b = f(IDB) durch eine systemweit bekannte Funktion f() allein
aus Bob’s Identita¨t IDB ableiten ko¨nnte. Durch diesen identita¨tsbasierten – erst-
mals von Shamir [Sha85] vorgeschlagenen – Ansatz kann auf das Ausstellen und
die Veriﬁkation von Zertiﬁkaten verzichtet werden. In [Sha85] wird der o¨ﬀentli-
che Schlu¨ssel b aus der Identita¨t IDB und weiteren teilnehmerspeziﬁschen Daten
DB ermittelt. Wa¨hrend diese teilnehmerspeziﬁschen Daten DB in einem Signa-
tursystem einfach an die Signatur angeha¨ngt werden ko¨nnen, so mu¨sste Alice bei
einem Verschlu¨sselungssytem DB von Bob oder einem Verzeichnisdienst vor der
Verschlu¨sselung erhalten; somit bo¨te dieser identita¨tsbasierte Ansatz [Sha85] bei
einem Verschlu¨sselungssystem keine nennenswerten Vorteile gegenu¨ber zertiﬁkats-
basierten Verfahren.
Nicht-interaktive Verschlu¨sselungsverfahren (Maurer und Yacobi)
Das erste nicht-interaktive Public-Key-Verschlu¨sselungsverfahren, bei dem der
o¨ﬀentliche Schlu¨ssel aus der Identita¨t IDB allein ableitbar ist, wurde von Maurer
und Yacobi [MY91] vorgeschlagen. In diesem System wird ein zusammengesetzter
Modul n verwendet, dessen Faktorisierung n = p1 · · · pr, wobei pi prim ist, nur der
Schlu¨sselgenerierungsinstanz (KGC) bekannt ist. Der o¨ﬀentliche Schlu¨ssel b wird
allein aus Bob’s Identita¨t IDB abgeleitet und der zugho¨rige geheime Schlu¨ssel b
wird – nach Wahl eines erzeugenden Elementes g – vom KGC durch Lo¨sung des
DL-Problemes b = logg b ermittelt. Dies ist mo¨glich, da das KGC das DL-Problem
modulo der einzelnen Primfaktoren pi lo¨sen kann. Das Hauptproblem dieses An-
satzes ist die Tatsache, dass (Z/nZ)∗ selbst, bei diesem Setup, nicht zyklisch ist
und das Bild der Funktion f() eine zyklische Untergruppe von (Z/nZ)∗ sein muss.
Wie die Arbeiten [MY93, MY96, MK99] belegen, scheint die Konstruktion einer
solchen Funktion f : ID → 〈g〉, 〈g〉 ⊂ (Z/nZ)∗, die das Faktorisieren von n nicht
erleichtert, keine triviale Aufgabe zu sein.
Wir wollen nun kurz die bisherigen Vorschla¨ge fu¨r eine solche Funktion f kurz
vorstellen:
1. Quadrierungsmethode:
In [MY91] wurde vorgeschlagen f(IDB) := ID2B (mod n) zu verwenden.
Allerdings wurde bereits nach kurzer Zeit in [MY93] erkannt, dass diese Me-
thode vo¨llig unsicher ist, da ein einziger Benutzer mit Wahrscheinlichkeit
1 − 2−r+1 ≥ 1/2 einen nicht-trivialen Faktor von n = p1 · · · pr ﬁnden kann.
Um diese Schwachstelle zu vermeiden, wurde vorgeschlagen, dass das KGC
die geheimen Schlu¨ssel mit einem festen Wert t ∈ (Z/φ(n)Z)∗ maskiert und
alle anderen Berechnungen wie u¨blich ausfu¨hrt. Allerdings wurde in [MK99]
gezeigt, dass dieses Vorgehen mit großer Wahrscheinlichkeit die Faktorisie-
rung von n nicht verhindern kann, wenn zwei Benutzer ihre beiden geheimen
Schlu¨ssel gegenseitig vero¨ﬀentlichen. Deshalb sollte diese Methode aus Sicher-
heitsgru¨nden nicht verwendet werden.
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2. Legendre Symbol Methode:
In [MY91] wurde diese ”alternative, aber weniger praktische Methode . . . der
Vollsta¨ndigkeit halber“ vorgeschlagen. Man empfahl, den Modul n = p1p2,
p1, p2 prim, zu verwenden. Urspru¨nglich schlugen sie vor fu¨r b ≥ IDB die
kleinste Zahl b ≥ n mit ( bn) = 1 als o¨ﬀentlichen Schlu¨ssel zu verwenden. In
[MY93] wurde eine einfache Verfeinerung dieses Ansatzes vorgestellt. Es soll






und die Existenz diskreter Logarithmen kann durch














garantiert werden. In beiden Fa¨llen ist die Methode nur praktikabel7, wenn
n = p1p2. Sie schlugen vor p1 − 1 und p2 − 1 ”relativ
8 glatt“ zu wa¨hlen
und die Berechnung diskreter Logarithmen mit dem Pohlig-Hellman Algo-
rithmus [PH78] durchzufu¨hren. Es sei angemerkt, dass – im Gegensatz zu
subexponentiellen Algorithmen – die Berechnung jedes individuellen Loga-
rithmus hier sehr aufwendig ist. Deshalb ist – wie auch in [LL93b] bemerkt –
dieser Ansatz fu¨r die praktische Anwendung kaum zu gebrauchen. Auf der an-
deren Seite wa¨re selbst die Anwendung von subexponentiellen Algorithmen
[Web96, Web98, JL03] zur DL-Berechnung bei einem Modul der Form
n = p1p2 > 2800 eine sehr herausfordernde Aufgabe.
Verwendung anormaler elliptischer Kurven (Okamoto und Uchiyama)
Okamoto und Uchiyama [OU98] schlugen vor, anstatt der Gruppe (Z/nZ)∗,
n = p1p2, p1, p2 prim, eine ”anormale elliptische Kurve“ u¨ber dem Ring Z/nZ
zu verwenden. Dieser Ansatz erschien sehr praktikabel, da diskrete Logarithmen in
anormalen Elliptischen Kurven [SA98, Sem98, Sma99] in Polynomialzeit berech-
net werden ko¨nnen. Leider bemerkten die Autoren noch vor der Vero¨ﬀentlichung,
dass dieses Verfahren komplett gebrochen werden kann, da bei diesem Setup die
Faktorisierung von n leicht ermittelt werden kann.
Verwendung von Faktorbasen (Ku¨gler)
In [Ku¨g98, Kapitel 3] untersuchte Ku¨gler die Anwendung von Faktorbasen
fu¨r die Konstruktion eines praktikablen nicht-interaktiven Public-Key-Verfahrens.
Wa¨hrend die Schlu¨sselerzeugung durch das KGC lediglich polynomielle Zeit
beno¨tigt, hat dieser Ansatz das große Problem, dass jeder Benutzer die o¨ﬀentli-
che Faktorbasis mit mehr als 1 MB speichern oder ”im Voru¨bergehen“ erzeugen
muss. Außerdem muss die Anzahl der Elemente in der Faktorbasis mindestens so
groß sein, wie die Anzahl der Teilnehmer, damit ein Angriﬀ u¨ber die Lo¨sung eines
linearen Gleichungssystemes nicht durchgefu¨hrt werden kann.
7In [MY93] wurde auch eine Verallgemeinerung fu¨r den Fall n = p1 · · · pr, r > 2, vorge-
schlagen. Allerdings ist dieser Ansatz vo¨llig unpraktisch, da Alice und Bob r − 2 zusa¨tzliche
Exponentiationen durchfu¨hren mu¨ssen und der u¨bertragene Schlu¨ssel r − 2 mal so lang ist.
8Da Pollard’s p − 1 Algorithmus zur Faktorisierung [Pol74] die Zahl n eﬃzient faktorisiert,
wenn alle Primfaktoren von p1 − 1 oder p2 − 1 glatt sind, sollten die Primteiler qi | pi − 1 mit
q ≥ 240 gewa¨hlt werden.
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Verwendung der Weil-Paarung (Boneh und Franklin)
Ku¨rzlich wurde von Boneh und Franklin [BF01] ein Verfahren auf Basis des
Weil Diﬃe-Hellman Problemes auf einer supersingula¨ren elliptischen Kurve vorge-
schlagen.
Sei p ≡ 2 (mod 3) mit p = 6q − 1 fu¨r p, q prim und E/Fp die supersingula¨re
elliptische Kurve y2 = x3 + 1, P ∈ E/Fp ein Punkt mit der Ordnung q auf der
Kurve, φ(x, y) = (ζx, y) ein Endomorphismus auf der Gruppe der Punkte auf E/Fp,
wobei 1 = ζ ∈ Fp2 eine Lo¨sung der Gleichung x3 − 1 ≡ 0 (mod p) ist und µq die
Untergruppe von F∗p2 , die alle Elemente mit Ordnung q entha¨lt.
Dann ist die Weil-Paarung eine Abbildung e : E ×E → µq mit gewissen Eigen-
schaften auf die hier nicht na¨her eingegangen werden soll, und das Computational
Weil Diﬃe-Hellman Problem (CWDHP) die Berechnung von W = e(P, φ(P ))abc ∈
Fp2 bei gegebenem Quadrupel (P, aP, bP, cP ) fu¨r zufa¨llig gewa¨hlte a, b, c ∈r F∗q .
In [BF01] wurde nun in einem ersten Schritt ein nicht-interaktives identita¨ts-
basiertes Kryptosystem vorgeschlagen, das die Einwegeigenschaft (OWE) aufweist,
sofern das CWDHP schwierig ist. In einem weiteren Schritt wurde dieses grund-
legende Verfahren unter Verwendung der generischen Transformation aus [FO99]
zu einem identita¨tsbasierten IND-CCA2-Verfahren bzgl. des CWDHP modifziert.
Wa¨hrend die Ver- und Entschlu¨sselung etwa den gleichen Rechenaufwand wie das
hier und in [HJW01] vorgeschlagene Verfahren hat, so besticht das Kryptosystem
von Boneh und Franklin [BF01] durch den a¨ußerst geringen Rechenaufwand fu¨r die
Schlu¨sselgenerierungsinstanz. Die Berechnung des teilnehmerspeziﬁschen geheimen
Schlu¨ssels geschieht durch eine gewo¨hnliche Punktmultiplikation auf der elliptischen
Kurve E/Fp und deshalb insbesondere in polynomieller Laufzeit in log(p).
Auf der anderen Seite ist das Weil Diﬃe-Hellman Problem ein bislang noch
sehr wenig untersuchtes Problem, so dass es sich eines Tages als gefa¨hrlich her-
ausstellen ko¨nnte, sich allein auf die Schwierigkeit dieses Problemes verlassen zu
haben. Wa¨hrend das Decision Diﬃe-Hellman Problem in vielen in der Kryptogra-
phie eingesetzten Gruppen genau so schwierig zu sein scheint, wie das zugeho¨rige
Computational Diﬃe-Hellman Problem, so wurde in [JN01] gezeigt, dass dies beim
Weil Diﬃe-Hellman Problem nicht der Fall ist.
Bei gegebenem Quadrupel (P, aP, bP, cP ) kann na¨mlich durch die U¨berpru¨fung
der Gleichung e(P, φ(cP )) = e(aP, φ(bP )) eindeutig entschieden werden, ob c = ab
ist oder nicht. Das Decision Weil DHP ist also in polynomieller Zeit lo¨sbar und des-
halb fu¨r die Konstruktion von Kryptosystemen, beispielsweise im Stile von [CS98],
nicht geeignet. Auch wenn das CWDHP derzeit schwierig erscheint, und deshalb
das Verfahren von Boneh und Franklin nicht nur a¨ußerst praktisch, sondern auch
sicher ist, so erscheint es dennoch geboten, alternative identita¨tsbasierte Kryptosy-
steme wie [HJW01], die auf anderen kryptographischen Problemen basieren, na¨her
zu untersuchen, da sie auch dann noch eingesetzt werden ko¨nnen, wenn sich das
CWDHP als leicht lo¨sbar erweisen sollte.
3.2.4.2. Systemaufbau
Das folgende, nicht-interaktive Verfahren wurde erstmals in [HJW01] vorge-
schlagen und benutzt die Grundidee aus [MY91] – es wird ein DL-basiertes Kryp-
tosystem mit Falltu¨r konstruiert, bei dem die zentrale Schlu¨sselgenerierungsin-
stanz KGC durch Kenntnis der Falltu¨rinformation in der Lage ist, die geheimen
Teilnehmer-Schlu¨ssel zu berechnen.
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Der zentrale Unterschied ist, dass anstatt der Gruppe (Z/nZ)∗ eine zyklische
Klassengruppe Cl(∆p2) benutzt wird. Dies hat den Vorteil, dass selbst bei der
naheliegenden Einbettung f : ID → Cl(∆p2), bei der die Identita¨t ID als Bitstring
interpretiert wird und f einfach durch Embed-v1 (Algorithmus 16) oder Embed-
v2 (Algorithmus 18) aus Abschnitt 3.2.1.2 realisiert wird, die Existenz diskreter
Logarithmen zu einem gegebenen o¨ﬀentlichen Schlu¨ssel b garantiert werden kann.
Außerdem schlagen wir vor, die DL-Berechnung bei der Schlu¨sselerzeugung nicht
wie in [MY91, MY93] mit generischen Algorithmen durchzufu¨hren, sondern zwei
verschiedene subexponentielle Algorithmen zu verwenden. Dies hat insbesondere
zur Folge, dass – nach einer Vorausberechnungsphase – der Aufwand fu¨r die Be-
rechnung individueller Schlu¨ssel vergleichsweise gering ist. Wie in Abschnitt 2.3.1.1
(vgl. Satz 2.3.1 und Proposition 2.3.4) erla¨utert, kann das DL-Problem in Cl(∆p2),
(∆/p) = 1, vom KGC, dem der Fu¨hrer p bekannt ist, auf das DL-Problem in Cl(∆)
und F∗p reduziert werden. Die DL-Berechnung in Cl(∆) fu¨hren wir mit einem Analog
des ”Self Initializing Quadratic Sieve“ (SIQS) [Jac99, Jac00] mit einer asympto-









[Vol00] durch. Fu¨r die DL-Berechnung
in F∗p schlagen wir vor, das (spezielle) Zahlko¨rpersieb [Web96, Web98] zu ver-
wenden. Wir werden spa¨ter darauf eingehen, wie die Parameter ∆ und p gewa¨hlt
werden sollten, damit die DL-Berechnung beim KGC (eﬃzient) mo¨glich ist, aber
ein Angreifer ∆p2 nicht faktorisieren kann.
Wir werden nun den konkreten Aufbau und die Abla¨ufe bei der Benutzerregi-
strierung diskutieren. Nach der Benutzerregistrierung steht dem Teilnehmer Bob
sein geheimer Schlu¨ssel b = logg b, wobei b = f(IDB), zur Verfu¨gung und er kann
dieses Schlu¨sselpaar in einem beliebigen ElGamal-artigen Kryptosystem, wie z.B.
NIQ-ElGamal-{HJPT, HJPT-without-embedding, FO, REACT} (Kryptosystem 1 - 4)
ohne beschleunigte Entschlu¨sselung (siehe Bemerkung 3.2.1 - 3.2.5), verwenden.
Wie in Abschnitt 3.1.4.3 erla¨utert, verlangen wir |∆|p2 ≥ 2896, damit die Faktori-
sierung von ∆p2 mit einem erwarteten Aufwand von 2 ·109 MIPS-Jahren verbunden
wa¨re und heute unmo¨glich erscheint. Im Gegensatz zu den anderen in dieser Arbeit
vorgestellten Verfahren, ko¨nnen hier keine wesentlich gro¨ßeren Parameter verwen-
det werden, da sonst die Berechnung diskreter Logarithmen in Cl(∆) und F∗p nicht
mehr praktikabel ist.
Der Systemaufbau geschieht in folgenden drei Schritten:
1. Wahl von ∆ und Berechnung der Gruppenstruktur von Cl(∆)
Die Schlu¨sselgenerierungsinstanz KGC wa¨hlt eine zufa¨llige, starke Prim-
zahl d ≡ 3 (mod 4) der Bitla¨nge l∆ ≥ 896/3 = 299, setzt ∆ = −d und
berechnet h(∆), sowie die Gruppenstruktur von Cl(∆), mit dem subex-
ponentiellen Algorithmus [Jac99]. Der Heuristik von Cohen und Lenstra
[CL84] zufolge ist die Wahrscheinlichkeit, dass diese Klassengruppe Cl(∆)
zyklisch ist > 0.97. Falls Cl(∆) nicht zyklisch ist, wa¨hlt das KGC eine andere
Primzahl d bis Cl(∆) schließlich zyklisch ist.
2. Wahl von p, so dass auch Cl(∆p2) zyklisch ist
Nun wa¨hlt das KGC eine andere zufa¨llige Primzahl p der Bitla¨nge
lp ≥ 299, so dass (∆/p) = 1 und ggT(p − 1, h(∆)) = 1. Durch diese
Wahl ist sichergestellt, dass Ker(φ−1Cl )
∼= F∗p – also das Zahlko¨rpersieb
[Web96, Web98] zur DL-Berechnung in F∗p verwendet werden kann – und
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auch die Klassengruppe Cl(∆p2) zyklisch ist.
3. Wahl eines Erzeugers von Cl(∆p2)
Das KGC berechnet schließlich einen Erzeuger g von Cl(∆p2) und
vero¨ﬀentlicht ihn zusammen mit der o¨ﬀentlichen Diskriminante ∆p2. Kennt
das KGC – nach der Strukturberechnung von Cl(∆) mit [Jac99, Algorithm
6.1] – einen Erzeuger G von Cl(∆), so ist es leicht, einen Erzeuger g von
Cl(∆p2) zu ﬁnden, so dass G = φ−1Cl (g).
Dazu wa¨hlt das KGC zufa¨llige Werte α ∈ (O∆/pO∆)∗, bis es schließlich
auf ein g = ϕ(αG) ∈ Cl(∆p2) sto¨ßt, fu¨r das gh(∆p2)/di ∼ O∆p2 , fu¨r alle
di |h(∆p2) = h(∆)(p− 1).
3.2.4.3. Benutzerregistrierung
Die Registrierung individueller Benutzer geschieht in folgenden vier Schritten:
1. Beantragung des Schlu¨sselpaares
Bob beantragt das zu seiner Identita¨t IDB, z.B. seiner E-Mail-Adresse,
geho¨rige Schlu¨sselpaar (b = f(IDB), b = logg b) beim KGC.
2. U¨berpru¨fung der Identita¨t
Das KGC u¨berpru¨ft Bob’s Identita¨t durch Vorlage eines Personalausweises
und beginnt mit der Schlu¨sselerzeugung, sofern die Identiﬁkation erfolgreich
verlaufen ist.
3. Ableiten des o¨ﬀentlichen Schlu¨ssels aus Identita¨t
Das KGC verwendet eine geeignete kryptographische Hashfunktion h und
berechnet den Hashwert id = h(IDB) und bettet id – z.B. durch die Al-
gorithmen Embed-v1 (Algorithmus 16) oder Embed-v2 (Algorithmus 18) aus
Abschnitt 3.2.1.2 – in ein Gruppenelement b ∈ Cl(∆p2) ein. Falls dieses Grup-
penelement bereits durch einen anderen Benutzer belegt ist, wird Bob gebeten
eine andere Identita¨t, z.B. eine neue Email-Adresse oder seine Post-Anschrift,
zu verwenden.
4. Berechnung des geheimen Schlu¨ssels durch Lo¨sung des DL-Problemes
Schließlich berechnet das KGC unter Verwendung von ReduceDLP (Algo-
rithmus 14) aus Abschnitt 2.3.1.1 den diskreten Logarithmus b, so dass gb ∼ b,
und u¨bergibt Bob sein Schlu¨sselpaar (b, b).
Will Alice nun eine Nachricht fu¨r Bob verschlu¨sseln, so berechnet sie Bob’s
o¨ﬀentlichen Schlu¨ssel b =Embed-v2(h(IDB)) und verschlu¨sselt ihre Nachricht mit
einem ElGamal-artigen Verfahren in Cl(∆p2) genau so, als ob es sich bei Cl(∆p2)
um eine Maximalordnung handeln wu¨rde. Beispielsweise kann NIQ-ElGamal-{HJPT,
HJPT-without-embedding, FO, REACT} (Kryptosystem 1 - 4) ohne Anwendung der
Falltu¨rinformation zur beschleunigten Entschlu¨sselung (siehe Bemerkung 3.2.1 -
3.2.5) eingesetzt werden.
3.2.4.4. Sicherheitsbetrachtungen
Sofern ein Angreifer wie gewo¨hnlich die Systemparameter und o¨ﬀentlichen
Schlu¨ssel als Input erha¨lt und dann beispielsweise CPA- oder CCA-Attacken ge-
gen das eingesetzte Verschlu¨sselungsverfahren startet, so ist die Ausgangssituation
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fu¨r den Angreifer identisch zu der bei gewo¨hnlichen (nicht-identita¨tsbasierten) Ver-
fahren und man erha¨lt die bereits in den Abschnitten 3.2.1.3, 3.2.2.1 und 3.2.3.1
ero¨rterten Sicherheitseigenschaften.
Du¨rfte ein Angreifer auch, wie in [BF01], beliebige Anfragen zur Schlu¨sselgene-
rierung an das KGC stellen, so wa¨ren weitere Betrachtungen im Stile von [BF01,
Lemma 4.6] anzustellen.
3.2.4.5. Eﬃzienzbetrachtungen
Die Eﬃzienz der Ver- und Entschlu¨sselung ist identisch zu der bei einem gewo¨hn-
lichen ElGamal-Analog in der Klassengruppe einer Maximalordnung, so dass le-
diglich der Aufwand fu¨r die Systemerstellung und die Berechnung der geheimen
Schlu¨ssel zu beachten ist.
[HJW03, Section 6] berichtet von ersten praktischen Erfahrungen mit der
Lo¨sung eines DL-Problemes zur Schlu¨sselerzeugung fu¨r Parameter in der relevan-
ten Gro¨ßenordnung. Betrachtet man die asymptotischen Laufzeitfunktionen der zur
DL-Berechnung eingesetzten Algorithmen, so ist leicht zu erkennen, dass der gro¨ßte
Aufwand mit der Berechnung der Gruppenstruktur von Cl(∆) und der nachfolgen-
den Berechnung Diskreter Logarithmen in dieser Gruppe verbunden ist.
Hierfu¨r wurde eine parallele Version des Algorithmus aus [Jac99] unter Verwen-
dung von [LiD] und [GBD+94] auf einem Cluster von 16 Linux-basierten Pentium-
III/550 verwendet.
Fu¨r die Berechnung eines ersten, fu¨r den la¨ngerfristigen Einsatz zu wenig Si-
cherheit bietenden, Beispieles mit 265 Bit |∆| und 267 Bit p wurden fu¨r die Be-
rechnung der Gruppenstruktur etwa 2 Tage, 6 Stunden und 29 Minuten auf dem
Pentium-Cluster beno¨tigt, was rund 36 Tagen auf einem einzelnen Rechner entspre-
chen wu¨rde.
Fu¨r die Berechnung der individuellen Schlu¨ssel ist es no¨tig, Diskrete Logarithmen
in Cl(∆) und F∗p zu berechnen. Die Lo¨sung eines DL-Problemes in Cl(∆), unter
Verwendung der bei der Berechnung der Gruppenstruktur erzeugten Relationen,
dauerte durchschnittlich etwa 3 Minuten und 6 Sekunden. Die Berechnung von Dis-
kreten Logarithmen in F∗p mit der GNFS-Implementierung aus [Web96, Web98]
dauerte etwa 2 Stunden und 18 Minuten.
In einem zweiten, auch fu¨r die Praxis tauglichen Beispiel, wurde eine Diskrimi-
nante ∆ mit 305 Bits verwendet, die nicht vo¨llig zufa¨llig gewa¨hlt wurde, sondern
zusa¨tzlich die Eigenschaft (∆/r) = 1 fu¨r alle Primzahlen r < 389 aufweist. Wie in
[Jac99] angedeutet, erleichtert der Einsatz einer solchen Diskriminante die prak-
tische Berechnung der Gruppenstruktur in signiﬁkanter Art und Weise. Diskrimi-
nanten mit solchen zusa¨tzlichen Eigenschaften ko¨nnen mit Unterstu¨tzung der an
der University of Manitoba entwickelten Sieving Unit (MSSU) [LPW95] leicht ge-
funden werden. Im konkreten Fall wurde die MSSU zusammen mit der in [JW00]
beschriebenen Methode eingesetzt. Die Berechnung der Gruppenstruktur von Cl(∆)
mit dem Pentium-Cluster dauerte etwa 2 Tage, 20 Stunden und 53 Minuten. Die Be-
rechnung individueller Diskreter Logarithmen dauerte lediglich etwa 3 Minuten und
18 Sekunden. Außerdem wurde in diesem Beispiel eine Primzahl p mit (∆/p) = 1
und 304 Bits verwendet. Die Berechnung Diskreter Logarithmen in F∗p auf einem
einzelnen Pentium-III/500 dauerte etwa 14 Stunden. Da die Diskriminante ∆p2 der
Nichtmaximalordnung 913 Bits aufweist, ko¨nnen die in diesem Beispiel verwendeten
Parameter auch in der Praxis eingesetzt werden.
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3.2.5. Diskussion der verschiedenen ElGamal-Varianten
In diesem Abschnitt sollen die wesentlichen Ergebnisse dieser Arbeit bezu¨glich
der ElGamal-Verschlu¨sselungsvarianten zusammengetragen und vergleichend dis-
kutiert werden.
Durch das in [HJPT98] und Abschnitt 3.2.1.1 vorgestellte Verfahren (NIQ-
ElGamal-HJPT, Kryptosystem 1) ist es mo¨glich, die Entschlu¨sselung im Vergleich
zum naiven ElGamal-Analog in der Gruppe Cl(∆p2) etwa um den Faktor fu¨nf
zu beschleunigen. Wa¨hrend durch dieses Verfahren der Grundstein fu¨r die krypto-
graphische Verwendung der imagina¨rquadratischen Nichtmaximalordnungen gelegt
wurde, so ist der praktische Einsatz dieser urspru¨nglichen Variante mit gewissen
Problemen behaftet.
Wa¨hrend durch Verwendung der in Abschnitt 3.2.1.5 vorgestellten Variante NIQ-
ElGamal-HJPT-without-embedding (Kryptosystem 2) auf die problematische Nach-
richteneinbettung (vgl. Abschnitt 3.2.1.2) verzichtet werden kann und der Angriﬀ
aus [JJ00] nicht anwendbar scheint (vgl. Bemerkung 3.2.2), so empﬁehlt sich aus
Sicherheitsgru¨nden der Einsatz der NIQ-ElGamal-FO- oder NIQ-ElGamal-REACT-
Variante (Kryptosystem 3 oder Kryptosystem 4), da hierfu¨r entsprechende Beweise
fu¨r die Sicherheit (im Random-Oracle-Model) existieren.
Der Unterschied zwischen den beiden Verfahren ist, dass die NIQ-ElGamal-
REACT-Variante eine deutlich eﬃzientere Entschlu¨sselung ermo¨glicht und sich der
zugeho¨rige Sicherheitsbeweis aber ”lediglich“ auf das Gap Diﬃe-Hellman-Problem
(GDHP) in Cl(∆p2), anstatt – wie bei der NIQ-ElGamal-REACT-Variante – auf das
mo¨glicherweise schwierigere Computational Diﬃe-Hellman-Problem (CDHP) be-
zieht. Da das GDHP derzeit genau so schwierig scheint, wie das CDHP, wird man
der NIQ-ElGamal-REACT-Variante in der Praxis den Vorzug geben.
Der in [HJW01] und Abschnitt 3.2.4 vorgestellte Ansatz zur Konstrukti-
on identita¨tsbasierter Kryptosysteme ist unabha¨ngig davon, welches DL-basierte
Verfahren eingesetzt wird. Da fu¨r jeden Benutzer B der Diskrete Logarithmus
b = logg(f(IDB)) in der Gruppe 〈g〉 = Cl(∆p2) berechnet wird, kann ein belie-
biges DL-basiertes Kryptosystem eingesetzt werden. Deshalb wird man, wie oben
erla¨utert, in der Praxis die NIQ-ElGamal-REACT-Variante einsetzen, wobei die Ent-
schlu¨sselung wie in Bemerkung 3.2.5 erla¨utert, ohne Verwendung der Falltu¨rinfor-
mation durchgefu¨hrt werden muss.
3.3. NICE-Signaturverfahren
In diesem Abschnitt widmen wir uns der Konstruktion von Signaturverfahren,
die, wie das NICE-Verschlu¨sselungsverfahren [PT00], in der Gruppe Ker(φ−1Cl ) ⊂
Cl(∆p2) operieren.
Neben dem in [HM00b] und Abschnitt 3.3.1 vorgestellten Schnorr-Analog, ﬁn-
det sich Abschnitt 3.3.2 auch eine Variante des Guillou-Quisquater Signaturverfah-
rens [GQ90] in der Gruppe Ker(φ−1Cl ).
Da in beiden Fa¨llen der Isomorphismus Ker(φ−1Cl )
∼= F∗p in der Routine GenExpIso
(Algorithmus 13) zur Exponentiation verwendet wird, ist die Signaturerzeugung –




In diesem Abschnitt werden wir das in [HM00b] vorgeschlagene NICE-Schnorr-
Signatur-Protokoll diskutieren.
Bei diesem Verfahren wird ausgenutzt, dass – im Gegensatz zum DSA-Verfahren9
[NIS94] – beim Schnorrverfahren [Sch90] die Gruppenordnung zur Veriﬁkation
nicht no¨tig ist und deshalb geheim gehalten werden kann. Somit kann anstelle der
Gruppe F∗p im Originalverfahren die Gruppe Ker(φ
−1
Cl ) verwendet werden. Wie im
Original-Verfahren, wird lediglich in einer Untergruppe 〈g〉 ⊂ Ker(φ−1Cl ) der lq Bit
Primzahl-Ordnung q gearbeitet. Allerdings wird q | p − (∆/p) = p − 1 hier nicht
vero¨ﬀentlicht, um das Faktorisieren von ∆p2 nicht mo¨glicherweise zu vereinfachen.
Durch die in Abschnitt 2.2 vorgestellte Arithmetik in Ker(φ−1Cl ) ist es mo¨glich,
die Signaturerzeugung sehr eﬃzient zu implementieren. Die Laufzeiten einer ersten
Implementierung (siehe Tabelle 1, Seite 29) belegen, dass die Signaturerzeugung
– bei vermutlich gleichem Sicherheitsniveau – mehr als viermal so schnell wie im
Originalverfahren [Sch90] in F∗p, bzw. etwa doppelt so schnell wie ein Schnorr-
Analog in der Gruppe (Z/dp2Z)∗, ist.
Wir unterstellen, dass Alice eine Signatur fu¨r eine beliebige, als Bitstring darge-
stellte, Nachricht m ∈ {0, 1}∗ erzeugt und Bob diese veriﬁziert. Weiterhin setzen wir
die Existenz einer kryptographisch geeigneten Hashfunktion h : {0, 1}∗×Cl(∆p2) →
{0, 1}lh voraus. Bei der folgenden Darstellung machen wir davon Gebrauch, dass
ein beliebiger Bitstring einer nicht-negativen Zahl zugeordnet werden kann.
Die Wahl der Sicherheitsparameter l∆, lh, lq, ls und lr wird spa¨ter na¨her erla¨utert.
Bemerkung 3.3.1. Um die Systemparameter O∆p2 , q und g zu erzeugen, wa¨hlt
man zuerst die Primzahl q mit der Bitla¨nge lq und ∆, wie in Abschnitt 3.1.2
erla¨utert, und sucht daraufhin einen passenden Fu¨hrer p, so dass q | p − 1 und
(∆/p) = 1.
Um g mit |〈g〉| = q zu erzeugen, kann solange ein zufa¨lliges α = x + yω ∈
(O∆/pO∆)∗ gewa¨hlt und β = α(p−1)/q, g = Gen2Std(β, p) berechnet werden, bis
schließlich g = O∆p2 .
9Wa¨hrend die Verwendung von vollsta¨ndigen Nichtmaximalordnungen mit h(∆) = 1 und des-





die Konstruktion eines DSA-Analogs in Cl(∆p2) ermo¨glicht, so impliziert
die in Abschnitt 2.3.1.1 oder [HT99] vorgestellte Reduktion des DL-Problemes von Cl(∆p2) auf
endliche Ko¨rper F∗
pk




besitzt. Deshalb wird dieser Ansatz hier nicht weiter verfolgt.
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Kryptosystem 5 NICE-Schnorr
Systemparameter: Eine imagina¨rquadratische Nichtmaximalordnung O∆p2 (wie
in Bemerkung 3.3.1 erla¨utert), die Hashfunktion h : {0, 1}∗ → {0, 1}lh, die
Bitla¨nge des geheimen Schlu¨ssels ls und der Zufallszahl lr und ein Element










, die Ordnung q der Untergruppe 〈g〉 ⊂ Ker(φ−1Cl ), das Bild
des Erzeugers g = ψ−1(g) = Ker2Fp (Std2Gen(g, p), p, ρ, ρ¯) in F∗p, wobei (ρ, ρ¯) =
GetRoots(∆, p), und schließlich der Fu¨hrer p.
O¨ﬀentliche Schlu¨ssel: Alice’s o¨ﬀentlicher Schlu¨ssel ist a = ga
Signaturerzeugung: Die Signaturerzeugung erfolgt in folgenden Schritten:




r′ ← r (mod q) mit 0 ≤ r′ < q
R ← gr′ (mod p)
r← Gen2Std (Fp2Ker(R, p, ρ, ρ¯), p)
c ← h(m, r)
y ← r + ac.
Alice’s Signatur fu¨r die Nachricht m ist das Tripel (r, c, y).
Veriﬁkation der Signatur: Um diese Signatur zu veriﬁzieren, berechnet Bob
t = gya−c
und akzeptiert Alice’s Unterschrift genau dann wenn t = r.
Beweis der Korrektheit. Die Korrektheit des Verfahrens ist sofort aus





Die Sicherheit des analogen Verfahrens in der Gruppe (Z/nZ)∗, fu¨r beliebige n,
wurde in [PS98] ausgiebig untersucht. Da sich die Sicherheitsbeweise Wort fu¨r Wort
auf unseren Fall u¨bertragen lassen, zitieren wir lediglich die dortigen Resultate.
Ein Ausdruck f wird vernachla¨ssigbar genannt, wenn f vom Sicherheitspara-
meter l∆ abha¨ngt und fu¨r eine beliebige Konstante c, und ausreichend großes l∆,
f(l∆) < 1/lc∆ gilt.
Satz 3.3.2. Sei T die Anzahl der Nachrichten, die mit einem festen Schlu¨ssel
signiert werden. Man nehme an, dass 2lh+lsT/2lr und 1/2lh vernachla¨ssigbar sind.
Falls die Erzeugung einer gu¨ltigen Signatur in Kryptosystem 5 durch einen Angrei-
fer bei einem adaptivem, aktiven Angriﬀ eine nicht-vernachla¨ssigbare Erfolgswahr-
scheinlichkeit besitzt, so ko¨nnen auch diskrete Logarithmen in 〈g〉 ⊂ Ker(φ−1Cl ) ⊂
Cl(∆p2) in polynomieller Zeit (in l∆) berechnet werden.
Beweis. Ersetzt man die Gruppe G = (Z/nZ)∗ und damit zusammenha¨ngende
Begriﬀe (Multiplikation modulo n, λ(n) als gro¨ßte Ordnung eines Elementes in G,
...) durch die Gruppe 〈g〉 ⊂ Cl(∆p2) und entsprechende Begriﬀe, so kann der Beweis
von [PS98, Theorem 10] Wort fu¨r Wort auf unseren Fall u¨bertragen werden.
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Der entscheidende Punkt fu¨r die Sicherheit des Verfahrens ist die Gro¨ße von
lr ≥ lh + ls + log2(T ). In [PS98, Section 4.1] wird
(3.3.1) lr ≥ lh + ls + 80
als ausreichend sicher erachtet.
Es mu¨ssen schließlich noch konkrete Werte fu¨r l∆, lh, ls und lr angegeben werden.
Um die Faktorisierung von ∆p2 und die Berechnung diskreter Logarithmen in
Cl(∆p2) mit subexponentiellen Algorithmen zu verhindern, fordern wir, wie in Ab-
schnitt 3.1.4.3 na¨her erla¨utert, l∆ ≥ 299. Damit die Erzeugung beliebiger Kollisio-
nen fu¨r die Hashfunktion h nicht mo¨glich erscheint, fordern wir lh ≥ 160. Damit
die DL-Berechnung in 〈g〉 mit einem generischen Algorithmus [Pol78] nicht in ver-
tretbarer Zeit mo¨glich ist, wird lr ≥ ls = lq ≥ 160 gefordert. Aus (3.3.1) erhalten
wir also lr ≥ 160 + 160 + 80 = 400.
Bemerkung 3.3.3. Die Veriﬁkation der Signatur erfolgt vollsta¨ndig in der Klas-
sengruppe der Nichtmaximalordnung und ist deshalb vergleichsweise ineﬃzient. Ist,
wie vorgeschlagen, lh = 160 und lr = 400, so ist der aufwendigste Teil dieser Veriﬁ-
kation die Berechnung von gy. Deshalb wurde in [HM00b] vorgeschlagen, anstatt
y = r + ac den modulo q reduzierten Wert y′ ≡ r + ac (mod q) zuru¨ckzuliefern.
Wa¨hrend fu¨r diese Variante kein rigoroser Sicherheitsbeweis (auch nicht im Ran-
dom Oracle Model [BR93]) vorhanden ist, so wurde in [HM00b, Section 4] zumin-
dest gezeigt, dass der naheliegende Ansatz, den Wert von q durch mehrere Signatu-
ren zu approximieren und schließlich zu raten, mit sehr großer Wahrscheinlichkeit
nicht zum Erfolg fu¨hrt.
Außerdem ist es beim hier vorliegenden Verfahren unklar, ob ein Angreifer von
der Kenntnis von q u¨berhaupt proﬁtieren ko¨nnte. Hier sei angemerkt, dass ein An-
greifer beim in Abschnitt 3.3.1.3 diskutierten Schnorr-Analog in (Z/dp2Z)∗ den
Modul dp2, unter Verwendung des in [Mao98] bzw. [ML98] vorgestellten Verfah-
rens, mo¨glicherweise leichter faktorisieren kann, sofern er q kennt. Da dieser Ansatz
die Struktur von (Z/nZ)∗ ausnutzt, scheint er nicht ohne weiteres auf den hier
vorliegenden Fall u¨bertragbar.
3.3.1.2. Eﬃzienzbetrachtungen
Bezu¨glich der Eﬃzienz des Verfahrens muss die Signaturerzeugung und Signa-
turveriﬁkation getrennt betrachtet werden.
Signaturerzeugung
Da der Fu¨hrer p ein Teil des geheimen Schlu¨ssels ist, kann anstatt der nai-
ven Idealarithmetik in Cl(∆p2) die deutlich eﬃzientere, in Abschnitt 2.2 und ins-
besondere in den Abschnitten 2.2.2 und 2.2.3 ausfu¨hrlich diskutierte, Erzeuger-
Arithmetik fu¨r Ker(φ−1Cl ) ⊂ Cl(∆p2) zur eﬃzienten Signaturerzeugung eingesetzt
werden.
Wie in Tabelle 1 (Seite 29) ersichtlich, ist eine Exponentiation in Ker(φ−1Cl ) mit
einer 3l∆ Bit Diskriminante ∆p2 bei Verwendung des Algorithmus GenExpIso (Al-
gorithmus 13) mehr als vier mal so schnell, wie eine modulare Exponentiation in
F∗p′ fu¨r ein 3l∆ Bit großes p
′.
Unterstellt man, dass die Berechnung Diskreter Logarithmen in einer Unter-
gruppe von Ker(φ−1Cl ) genau so schwer ist, wie in einer Untergruppe von F
∗
p, dann
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ist die Signaturerzeugung im hier vorgestellten Verfahren bei vermutlich gleicher
Sicherheit mehr als vier mal so schnell, wie im Originalverfahren [Sch90].
Signaturveriﬁkation
Bei der Signaturveriﬁkation scheinen neben der in Bemerkung 3.3.3 angedeute-
ten Variante und generischen Ansa¨tzen, keine (naheliegenden) Mo¨glichkeiten zur
Eﬃzienzsteigerung bei der Veriﬁkation zu existieren.
3.3.1.3. Vergleich mit dem Schnorr-Analog in (Z/dp2Z)∗
Der große Vorteil von NICE-Schnorr (Kryptosystem 5) verglichen mit dem Origi-
nal [Sch90] ist, dass die Signaturerzeugung – durch den in Abschnitt 2.2.3 vorge-
stellten Isomorphismus Ker(φ−1Cl )
∼= F∗p – sehr eﬃzient implementiert werden kann.
In diesem Abschnitt soll schließlich untersucht werden, ob ein naheliegendes
Schnorr-Analog in einer Untergruppe von (Z/dp2Z)∗ der Ordnung q a¨hnliche Vor-
teile verspricht.
Sei n = dp2, d, p prim und g ein Erzeuger der Untergruppe der Ordnung q,
q prim. Dann zeigt der Chinesische Restsatz, dass gq ≡ 1 (mod d) und gq ≡ 1
(mod p2), was wiederum gq ≡ 1 (mod p) impliziert. Deshalb muss q mindestens
eine der beiden Zahlen d− 1 oder p− 1 teilen. Wir erhalten also die folgenden drei
Fa¨lle:
1. q | (d− 1) und q  | (p− 1):
Da g in (Z/nZ)∗ die Ordnung q hat und nach Voraussetzung q | (d − 1)
ist, gilt also g ≡ 1 (mod d). Nun impliziert aber q prim, gq ≡ 1 (mod p) und
q  | (p − 1), dass g ≡ 1 (mod p) und deshalb g − 1 = k · p fu¨r ein k ∈ Z.
Somit kann n, durch Berechnung von p = ggT(g − 1, n), sofort faktorisiert
werden. Es sei angemerkt, dass hierfu¨r q nicht bekannt sein muss und dieser
Fall bei festgelegtem q und d und zufa¨lliger Wahl von p sehr wahrscheinlich
ist. Deshalb muss dieser Fall aus Sicherheitsgru¨nden unbedingt vermieden
werden. Das ist besonders schade, da ja g ≡ 1 (mod p) ist und in diesem Fall
– a¨hnlich wie bei unserem Schnorr-Analog in Ker(φ−1Cl ) (Kryptosystem 5) –
eine einzige Exponentiation in F∗d genu¨gt ha¨tte, um die zur Signaturerzeugung
notwendige Exponentiation in (Z/nZ)∗ zu realisieren.
2. q  | (d− 1) und q | (p− 1):
Dieser Fall ist analog zum eben erla¨uterten. Hier ist g ≡ 1 (mod p) und
g ≡ 1 (mod d) und n kann durch Berechnung von d = ggT(g − 1, n) sofort
faktorisiert werden.
3. q | (d− 1) und q | (p− 1):
In diesem Fall ist das Setup a¨hnlich wie in [Gir91] und das Verfahren ist
nicht sofort gebrochen. Allerdings ist die Signaturerzeugung hier auch etwas
weniger eﬃzient. Um die zur Signaturerstellung notwendige Exponentiation
gr
′
(mod n), n = dp2 zu realisieren, wird man den Chinesischen Restsatz
verwenden, d.h. die beiden Teilergebnisse gr
′
(mod d) und gr
′
(mod p2) be-
rechnen und diese spa¨ter zur Lo¨sung in (Z/nZ)∗ zusammenzusetzen. Wird
die Exponentiation modulo p2 mit dem in [Tak98, Section 2.2] vorgestellten
Verfahren realisiert, so wird hierfu¨r kaum mehr Aufwand als fu¨r eine Ex-
ponentiation in F∗p beno¨tigt. Zur Signaturerzeugung werden also rund zwei
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modulare Exponentiationen mit l∆ Bit langen Zahlen beno¨tigt. Die Signatur-
erzeugung in diesem Verfahren dauert also etwa doppelt so lang, wie bei dem
oben vorgestellten Schnorr-Analog in Ker(φ−1Cl ).
Außerdem wa¨re es hier mo¨glicherweise gefa¨hrlich, wenn der Faktor q der
Untergruppe o¨ﬀentlich bekannt wa¨re. Denn in diesem Fall wa¨re es unter
Umsta¨nden mo¨glich, unter Verwendung der in [Mao98, ML98, Section 4]
vorgestellten Ideen, die Faktorisierung des Modul dp2 zu erleichtern.
Diese Diskussion zeigt, dass die Parameter bei einem Schnorr-Analog in (Z/nZ)∗,
n = dp2 mit großer Sorgfalt gewa¨hlt werden mu¨ssen und die Signaturerzeugung
dennoch etwa den doppelten Aufwand verursacht, wie bei unserem Schnorr-Analog
in Ker(φ−1Cl ). Soll also insbesondere die Erzeugung der Signaturen eﬃzient mo¨glich
sein, so wird man das hier vorgestellte Schnorr-Analog NICE-Schnorr (Kryptosystem
5) einem Schnorr-Analog in (Z/dp2Z)∗ vorziehen.
3.3.2. NICE-GQ-Variante
In diesem Abschnitt zeigen wir, wie eine in Ker(φ−1Cl ) operierende Variante des
Guillou-Quisquater-Verfahrens (GQ) [GQ90] mit schneller Signaturerzeugung kon-
struiert werden kann.
Die Verwendung imagina¨rquadratischer Klassengruppen zur Konstruktion von
GQ-Signaturverfahren ist nicht neu. Da bei diesem Verfahren weder der Erzeuger,
noch der Pru¨fer einer Signatur die Gruppenordnung kennen muss, kann na¨mlich
– wie in [Ham02] vorgeschlagen – eine beliebige imagina¨rquadratische Klassen-
gruppe Cl(∆) zur Konstruktion eines GQ-Analoges verwendet werden. Bei der hier
vorgestellten Variante wird lediglich zusa¨tzlich der nur dem Schlu¨sselinhaber be-
kannte Isomorphismus Ker(φ−1Cl )
∼= F∗p ausgenutzt, um die Signaturerzeugung zu
beschleunigen.
Wir unterstellen wieder, dass Alice eine Signatur fu¨r eine beliebige, als Bitstring
dargestellte, Nachricht m ∈ {0, 1}∗ erzeugt und Bob diese veriﬁziert. Weiterhin
setzen wir wieder die Existenz einer kryptographisch geeigneten Hashfunktion h :
{0, 1}∗ × Cl(∆p2) → {0, 1}lh voraus.
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Kryptosystem 6 NICE-GQ
Systemparameter: Eine imagina¨rquadratische Nichtmaximalordnung O∆p2 (wie
in Abschnitt 3.1.2 erla¨utert), die Hashfunktion h : {0, 1}∗ × Cl(∆p2) → {0, 1}lh
und die Bitla¨nge ln des o¨ﬀentlichen Parameters n.
Geheime Schlu¨ssel: Alice’s geheimer Schlu¨ssel ist ein zufa¨llig gewa¨hltes Element
a ∈ F∗p, dessen Bild a = ψ(a) = Gen2Std (Fp2Ker(a, p, ρ, ρ¯), p) in F∗p, wobei
(ρ, ρ¯) =GetRoots(∆, p), und schließlich der Fu¨hrer p.





zufa¨llig gewa¨hlt ist und n = a−n.
Signaturerzeugung: Alice wa¨hlt ein zufa¨lliges Element r ∈r F∗p und berechnet
t ← rn (mod p),
t← Gen2Std (Fp2Ker(t, p, ρ, ρ¯), p),
e← h(m, t),
s ← rae (mod p) und
s← Gen2Std (Fp2Ker(s, p, ρ, ρ¯), p).
Alice’s Signatur fu¨r die Nachricht m ist das Paar (e, s).
Veriﬁkation der Signatur: Um diese Signatur zu veriﬁzieren, berechnet Bob t′ =
snne und akzeptiert Alice’s Unterschrift genau dann wenn h(m, t′) = e.
Beweis. Die Korrektheit des Verfahrens ist sofort aus t′ = snne = (rae)n a−ne =
rn = t ersichtlich.
3.3.2.1. Sicherheitsbetrachtungen
Bezu¨glich der Sicherheit dieses Verfahrens verweisen wir auf Hamdy’s Resultate.
Wendet man das generische Resultat aus [Ham02, Theorem 6.5.4] auf den hier
vorliegenden Fall an, so erha¨lt man die folgende Aussage:
Satz 3.3.4. Falls die Erzeugung einer gu¨ltigen Signatur in NICE-GQ (Krypto-
system 6) durch einen Angreifer bei einem adaptivem, aktiven Angriﬀ eine nicht-
vernachla¨ssigbare Erfolgswahrscheinlichkeit besitzt, dann kann das Wurzelproblem
in Ker(φ−1Cl ) (n-RPKer(φ
−1
Cl )) in probabilistischer Polynomialzeit (in l∆) gelo¨st wer-
den.
Es bleibt also die generelle Schwierigkeit des Wurzelproblemes in Ker(φ−1Cl ) zu
beleuchten und daraus die notwendigen Parameterla¨ngen fu¨r lh, l∆ und ln abzulei-
ten.
Wie in (3.1.3) und (3.1.4) ersichtlich, ist das Wurzelproblem in Ker(φ−1Cl )
ho¨chstens so schwierig wie das Faktorisierungsproblem fu¨r ∆p2 und das generel-
le Wurzelproblem n-RPCl(∆p2). Wie in Abschnitt 3.1.4.3 erla¨utert, muss deshalb
l∆ ≥ 299 gewa¨hlt werden. Umgekehrt ist – analog zum RSA-Problem – leider nicht
bekannt, ob ein Algorithmus, der n-RPKer(φ−1Cl ) lo¨st, auch zur Faktorisierung von
∆p2 verwendet werden kann.
Neben dem Ansatz die Diskriminante zu faktorisieren oder mit dem noch
aufwa¨ndigeren Algorithmus [Jac99] die Klassenzahl h(∆p2) zu bestimmen, ko¨nn-
te ein Angreifer auch versuchen die Berechnung der n-ten Wurzel mit einem ge-
nerischen Algorithmus, wie z.B. Shank’s Baby-Step-Giant-Step-Verfahren [Sha72]
oder Pollard’s ρ- und λ-Algorithmen [Pol78, Tes98], durchzufu¨hren. Wa¨hlt man
ln ≥ 160, so ist ein solcher Angriﬀ wenig erfolgsversprechend. Um die Konstruktion
3.3. NICE-SIGNATURVERFAHREN 89
gezielter Kollisionen in h unmo¨glich zu machen, muss schließlich lh ≥ 160 gewa¨hlt
werden.
3.3.2.2. Eﬃzienzbetrachtungen
Da bei der Signaturerzeugung der Isomorphismus ψ : F∗p
∼→ Ker(φ−1Cl ) verwen-
det werden kann, mu¨ssen lediglich etwa zwei Exponentiationen in F∗p durchgefu¨hrt
werden.
Analog zum Schnorr-Analog in (Z/dp2Z)∗, das in Abschnitt 3.3.1.3 diskutiert
wurde, ist es natu¨rlich auch hier mo¨glich, ein Guillou-Quisquater-Verfahren in
(Z/dp2Z)∗ zu konstruieren. Wa¨hrend a¨hnliche Sicherheitseigenschaften zu erwarten
sind, muss die Exponentiation bei Verwendung des Chinesischen Restsatzes in F∗d
und (Z/p2Z)∗ durchgefu¨hrt werden. Da man auch hier das Verfahren aus [Tak98,
Section 2.2] verwenden wird, werden insgesamt etwa zwei Exponentiationen mit l∆
Bit Zahlen beno¨tigt.
Wa¨hrend die Signaturveriﬁkation beim GQ-Analog in (Z/dp2Z)∗ rund fu¨nfzehn
mal schneller ist, als die Veriﬁkation beim NICE-GQ-Verfahren in Cl(∆p2) (vgl.
Tabelle 1, Seite 29), so ist die Signaturerzeugung etwa mit dem doppelten Aufwand
verbunden.
3.3.3. Diskussion der beiden NICE-Signatur-Varianten
In diesem Abschnitt sollen die beiden NICE-Signatur-Varianten schließlich zu-
sammenfassend diskutiert werden.
Wie in den vorherigen Kapiteln gezeigt, kann die Signaturerzeugung bei den Ver-
fahren in Ker(φ−1Cl ) etwa doppelt so schnell realisiert werden, wie bei den analogen
Verfahren in (Z/dp2Z)∗. Im Vergleich zu den Originalverfahren in F∗p bzw. (Z/pqZ)∗
ist der Performance-Gewinn selbstversta¨ndlich noch gro¨ßer. Dem steht lediglich die
ineﬃzientere Signaturveriﬁkation in der Nichtmaximalordnung Cl(∆p2) entgegen.
In Systemen, in denen dieser Nachteil keine Rolle spielt, kann die Verwendung der
hier vorgestellten Signaturverfahren also eine interessante Alternative sein.
Ob man das jeweilige Schnorr- oder Guillou-Quisquater-Verfahren bevorzugt,
kann nicht pauschal beantwortet werden. Neben generell unterschiedlichen Wurzel-
und DL-Problemen auf denen die beiden Verfahren basieren, gibt es gewisse Un-
terschiede bzgl. der Performanz der Signaturerzeugung und -veriﬁkation. Wa¨hrend
die Signaturerzeugung bei den Schnorr-Verfahren etwa doppelt so schnell ist, wie
bei den GQ-Verfahren, so ist die Veriﬁkation beim GQ-Verfahren ein wenig eﬃzien-
ter. Außerdem ist es leicht mo¨glich, das GQ-Verfahren identita¨tsbasiert zu machen,
indem n aus einem Identita¨tsstring abgeleitet wird. A¨hnliches wu¨rde man beim
Schnorr-Verfahren nur durch die in Abschnitt 3.2.4 erla¨uterten Ansa¨tze im Stil von
[MY91] oder [HJW01] erreichen ko¨nnen.
Ausblick
Wir wollen diese Arbeit damit beschließen, kurz auf die hier vorgestellten Ho¨he-
punkte und insbesondere weitere Ansa¨tze fu¨r zuku¨nftige Arbeiten einzugehen.
In dieser Arbeit wurden, ausgehend vom grundsa¨tzlichen Vorschlag imagina¨rqua-
dratische Nichtmaximalordnungen [HJPT98] zur Konstruktion von Kryptosyste-
men zu verwenden, verschiedene Verfahren vorgestellt, die im Vergleich zu konven-
tionellen Systemen zum Teil sehr attraktive Eigenschaften aufweisen.
So kann die Signaturerzeugung und Entschlu¨sselung bei den Kryptosystemen der
NICE-Familie [PT00, HM00b], die typischerweise auf Chipkarten mit begrenzter
Leistungsfa¨higkeit durchgefu¨hrt werden muss, unter Verwendung der hier vorge-
stellten Algorithmen [Hu¨h00, Hu¨h01] deutlich eﬃzienter durchgefu¨hrt werden,
als bei konventionellen Verfahren.
Die in dieser Arbeit vorgestellte Verallgemeinerung der in [HT99] vorgeschla-
genen DL-Problemreduktion kann zur Konstruktion nicht-interaktiver Verschlu¨sse-
lungsverfahren [HJW01, HJW03] verwendet werden, bei denen Sicherheitsproble-
me bei der Nachrichteneinbettung vermieden werden ko¨nnen. Außerdem kann die
Arbeitslast fu¨r die zentrale Schlu¨sselerzeugungsinstanz – durch den Einsatz subex-
ponentieller Algorithmen – vergleichsweise gering gehalten werden. Somit steht ne-
ben dem identita¨tsbasierten Verfahren auf Basis des Weil-Diﬃe-Hellman-Problemes
[BF01] ein weiteres vergleichsweise praktikables Verfahren zur Verfu¨gung.
Wa¨hrend die hier vorgestellten Kryptosysteme bestimmte praktische Vorteile be-
sitzen, und deshalb die Standardisierung und Vermarktung der Verfahren angeregt
werden ko¨nnte, zeigt die vorliegende Arbeit aber auch gewisses Forschungspotenzial
fu¨r zuku¨nftige Arbeiten auf.
Ein bislang unbefriedigend gelo¨stes Problem ist die elegante und eﬃziente Ein-
bettung von Nachrichten in reduzierte Ideale. Wu¨nschenswert scheint hier eine Me-
thode, die weniger Redundanz und Rechenaufwand erfordert. Außerdem sollten die
in [Tak01, Section 2.4.3] skizzierten Untersuchungen, welchen Einﬂuß die Kenntnis
eines Kern-Elementes bei NICE auf die Sicherheit des Verfahren hat, vertieft und
mo¨glichst mit Beweisen unterlegt werden. Dies ist eng mit der Frage verbunden,
ob das Faktorisierungsproblem FP∆p2 auf die Lo¨sung des Kern-Problemes SKEP
reduziert werden kann. Allgemeiner betrachtet ko¨nnte der Versuch gestartet wer-
den, die in (3.1.4) aufgezeigten Beziehungen zwischen den verschiedenen Berech-
nungsproblemen und Kryptosystemen um die eine oder andere weitere Relation zu
erga¨nzen. Besonders interessant scheint die Frage, ob nicht bereits die Lo¨sung des
DL-Problemes in einer Untergruppe von Ker(φ−1Cl ) der Ordnung q oder des Wurzel-
problemes in Ker(φ−1Cl ) zur Faktorisierung von ∆p
2 verwendet werden kann. Dies




Wa¨hrend die Signaturerzeugung im NICE-Schnorr-Verfahren – verglichen mit
dem Originalverfahren – bereits sehr eﬃzient ist, so scheint es nicht ausgeschlossen
zu sein, ein vo¨llig neuartiges Signaturverfahren zu entwickeln, das die vorgegebene
Struktur von Maximal- und Nichtmaximalordnung noch besser ausnutzt.
Da die Verfahren der NICE-Familie auf der Schwierigkeit der Faktorisierung von
∆p2 beruhen, sollte zuku¨nftig versta¨rkt nach Verbesserungen von ECM zum Fak-
torisieren von derartigen Zahlen gesucht werden. Hier ko¨nnte ein erster Ansatz
darin bestehen, Elliptische Kurven u¨ber Z/pq2Z und deren Zusammenhang mit
den gleichen Kurven u¨ber Fp, na¨her zu untersuchen. Außerdem scheint eine Vari-
ante des Zahlko¨rpersiebes, die diese spezielle Struktur ausnutzt, nicht grundsa¨tzlich
unmo¨glich zu sein. Hier scheint es am erfolgsversprechendsten nach fu¨r diesen Fall
geeigneteren Mo¨glichkeiten zur Polynomwahl zu suchen.
Da das Faktorisieren – zumindest solcher Zahlen – nicht fu¨r alle Zeit ein schwieri-
ges Problem bleiben muss, ist es auch ratsam, sich um weitere Eﬃzienzsteigerungen
von Verfahren auf Basis von Maximalordnungen zu bemu¨hen.
Ein weiterer, nicht vo¨llig oﬀensichtlicher, Nebenaspekt der in Abschnitt 2.2 disku-
tierten Zusammenha¨nge zwischen Ker(φ−1Cl ) und endlichen Ko¨rpern, liegt in der Um-
kehrung der Argumentation. So ko¨nnte beispielsweise im Fall (∆/p) = −1 die DL-




Cl ) zuru¨ckgefu¨hrt wer-
den. Betrachtet man nun eine Ordnung mit h(∆) = 1, so ist Cl(∆p2) = Ker(φ−1Cl ).
Deshalb ko¨nnte es hier interessant sein, Varianten des subexponentiellen Algorith-
mus [Jac99] zu untersuchen, die eine einfachere DL-Berechnung in Cl(∆p2), mit
sehr kleinem |∆|, erlauben.
Ein bislang in der Kryptographie wenig beachteter Aspekt imagina¨rquadratischer
Ordnungen ist die enge Beziehung zu nicht-supersingula¨ren elliptischen Kurven,
deren Endomorphismenring isomorph zu O∆, ∆ < 0, ist. Hier wa¨re zu untersuchen,
inwieweit die Theorie der komplexen Multiplikation zu neuartigen Attacken gegen
Kryptosysteme auf Basis elliptischer Kurven verwendet werden ko¨nnte.
Zusammenfassend scheint diese kurze Auﬂistung oﬀener Probleme zu zeigen,
dass in diesem Bereich auch weiterhin großer Forschungsbedarf existiert. Außer-
dem scheinen einige bereits existierende Verfahren auf Basis imagina¨rquadratischer
Ordnungen bereits die ”no¨tige Reife“ fu¨r den praktischen Einsatz zu besitzen.
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