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Abstract
Rigidity of the Poisson bracket with respect to the uniform norm is one of the central
phenomena discovered within function theory on symplectic manifolds. In the present work
we examine the case of Lp norms with p <∞. We show that Lp - Poisson bracket invariants
exhibit rigid behavior in dimension two, and we provide an evidence for their flexibility in
higher dimensions.
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1 Introduction and statement of results
The subject of the present work is function theory on symplectic manifolds. We focus on the
interplay between rigidity and flexibility of the Poisson bracket.
Recall that a symplectic structure on an even-dimensional manifold M2n is a closed differ-
ential 2-form ω, whose top power ωn vanishes nowhere. The classical Darboux theorem states
that locally any symplectic manifold looks as the standard symplectic vector space R2n with
coordinates (p1, . . . , pn, q1, . . . , qn) equipped with the symplectic form
∑n
i=1 dpi ∧ dqi. Another
important example of a symplectic manifold is a surface equipped with an area form.
A fundamental notion of symplectic geometry is the Poisson bracket, {F,G}, of a pair of
smooth functions F and G on M . Locally, in Darboux coordinates pi, qi (i = 1 . . . n),
{F,G} =
n∑
i=1
(
∂F
∂qi
∂G
∂pi
− ∂G
∂qi
∂F
∂pi
)
. (1)
The following identity can provide a coordinate-free definition:
{F,G}ωn = −n · dF ∧ dG ∧ ωn−1 . (2)
1.1 Measurements with the Poisson bracket
Let (M2n, ω) be a symplectic manifold. A significant character of our story is the functional
Φp : C
∞
c (M)× C∞c (M)→ R≥0, (F,G) 7→ ‖{F,G}‖p .
Here C∞c (M) stands for the space of smooth compactly supported functions on M , and we
write ‖F‖p for the Lp-norm
‖F‖p =
(∫
M
|F |pωn
)1/p
associated to the volume form ωn on M . We consider p ∈ [1,∞], where by L∞-norm we mean
the uniform norm ‖F‖∞ = maxM |F |.
It was shown that for p = ∞ this functional, Φ∞, is lower semi-continuous with respect
to the L∞-norm on C∞c (M). (See [8], [6] and [1]. These texts deal with the multidimensional
case, extending previous results by Cardin-Viterbo ([4]) and Zapolsky ([10]).) This fact is quite
surprising, since the Poisson bracket depends on the first derivatives of the functions, while the
convergence is in the uniform norm only. Let us mention also, that the functional Φp is not con-
tinuous, as we can slightly alter the two functions, while changing their derivatives extensively.
Our first result deals with the behaviour of the functional Φp in the Lq-topology for general p
and q.
Theorem 1.1. Let 1 ≤ q < ∞ and 1 ≤ p ≤ ∞. For any two functions F,G ∈ C∞c (M) that
are not Poisson commuting ({F,G} 6= 0), there exist two sequences FN , GN ∈ C∞c (M) with
FN −→
Lq
F , GN −→
Lq
G and ‖{FN , GN}‖p → 0 as N →∞.
In fact, we will construct two sequences satisfying FN −−→
L∞
F , GN −→
Lq
G with {FN , GN} ≡ 0.
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Thus, in these cases the semicontinuity phenomenon disappears and the rigidity we witnessed
in the case of the uniform norm is replaced by flexibility.
The case q =∞, p <∞ remains open.
1.2 Poisson bracket invariant of quadruples, pbq4
Next, we discuss another measurement that has to do with the Poisson bracket. LetX0, X1, Y0, Y1
be compact subsets of a symplectic manifold (M,ω), such that X0 ∩ X1 = Y0 ∩ Y1 = ∅. Fix
some 1 ≤ q ≤ ∞ and set
pbq4(X0, X1, Y0, Y1) = inf
(F,G)
‖{F,G}‖q , (3)
where the infimum is taken over all pairs F,G ∈ C∞c (M), such that
F
∣∣
X0
≤ 0, F ∣∣
X1
≥ 1 , G∣∣
Y0
≤ 0, G∣∣
Y1
≥ 1 .
In the notation pbq4, pb stands for Poisson bracket, the subindex 4 is for the fact that we deal
with a quadruple of subsets, and q is to signify the Lq-norm.
X0
X1
Y0
Y1
It is known (see [2], [8]) that for certain quadruples of subsets, pb∞4 is strictly positive, thus
manifesting the rigidity of the uniform norm of the Poisson bracket. In this work, we explore
the properties of the functional pbq4 also when 1 ≤ q <∞.
We show that if dimM = 2, i.e. in the case of M being a surface, rigidity of pbq4 persists,
whereas in the multidimensional case pbq4 exhibits flexible behavior.
1.2.1 Rigidity in the 2-dimensional case
We shall consider the invariant pbq4 of the four sides of a quadrilateral on a smooth surface M
equipped with an area form ω. For us, a curvilinear quadrilateral on a smooth surface M is the
image of an embedding of a square [0, 1]2 ⊂ R2 into the interior of M .
Suppose that X0, Y0, X1, Y1 are sides of a curvilinear quadrilateral Π ⊂M taken in counter-
clockwise order. We consider pbq4(Π) := pb
q
4(X0, X1, Y0, Y1).
It turns out that in the case q > 1 the value of pbq4(Π) depends on the areas of Π and M , while
pbq=14 (Π) is independent of these areas.
Theorem 1.2. Let (M,ω) be a connected symplectic surface without boundary and let Π ⊂M
be a curvilinear quadrilateral.
Let 1 ≤ q <∞. Denote A = Areaω(Π), B = Areaω(M).
(i) If Area(M) <∞, then pbq4(Π) =
( 1
Aq−1
+
1
(B −A)q−1
)1/q
. In particular, pb14(Π) = 2.
(ii) If Area(M) =∞, then pbq4(Π) =
( 1
Aq−1
)1/q
.
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Remark 1.3. Note that (ii) is a limiting case of (i) as B →∞.
1.2.2 pbq4 of a curve on a surface
The quantity pbq4 gives rise to an invariant of simple closed curves on surfaces. Consider such a
curve τ on a smooth connected oriented surface Σ without boundary.
Divide the curve into four segments ∆1,∆2,∆3,∆4 and consider pb
q
4(∆1,∆2,∆3,∆4) of this
quadruple. We will see that this quantity does not depend on the division of τ , and thus this
construction defines an invariant pbq4(τ) of the curve τ . To the best of our knowledge, this
definition is new even for q = +∞.
It appears that pbq4(τ) captures some topological information regarding the curve τ . Namely, it
distinguishes separating simple closed curves from non-separating ones. Recall that τ is called
non-separating if Σ \ τ is connected. If a curve is non-separating, pbq4(τ) vanishes, while it is
not the case for a separating curve.
Theorem 1.4. Let (Σ, ω) be a smooth connected symplectic surface without boundary, and
let τ ⊂ Σ be a smooth simple closed curve. If τ is non-separating, then pbq4(τ) = 0 for any
1 ≤ q ≤ ∞.
Theorem 1.5. Let (Σ, ω) be a smooth connected symplectic surface without boundary, and let
τ ⊂ Σ be a smooth simple closed separating curve. Suppose that the components Σ1 and Σ2 of
Σ \ τ have finite areas A and B respectively. Then pbq4 does not vanish, and moreover,
pbq4(τ) =

2 if q = 1 ,(
1
Aq−1 +
1
Bq−1
)1/q
if 1 < q <∞ ,
max( 1A ,
1
B ) if q =∞ .
(4)
1.2.3 pbq4: the multidimensional case
Here we present a new mechanism revealing that pbq4 vanishes in higher dimensions in certain
situations.
Theorem 1.6. Let X0, X1, Y0, Y1 be compact subsets of a symplectic manifold (M
2n, ω), where
X1 is a submanifold, such that X0 ∩ X1 = Y0 ∩ Y1 = ∅. Denote d = dimX1 and suppose
d ≤ 2n− 2. Then pbq4(X0, X1, Y0, Y1) = 0 whenever q ≤ 2n− d, n ≥ 2.
Interestingly enough, pb∞4 for such a quadruple can be positive. For instance, examine
[0, 1]2 × T ∗S1 ⊂ R2 × T ∗S1
and denote the sides of [0, 1]2 by a, b, c, d, listed in cyclic order. Pick a fixed circle (the zero
section) S1 on the cylinder T ∗S1. Consider the quadruple
(X0, Y0, X1, Y1) = (a× S1, b× S1, c× S1, d× S1) ,
which is called the stabilization of (a, b, c, d) (see [2]). Here for X1 = c × S1, we have d =
dimX1 = 2 and n = 2. For q = ∞ we have pb∞4 (a × S1, b × S1, c × S1, d × S1) > 0, see [8,
section 7.5.4], i.e. positivity of pb∞4 on the sides of the quadrilateral survives the stabilization.
Theorem 1.6 above shows that this is not longer valid for q ≤ 2n − d = 2. The case of finite
q > 2 is currently out of reach.
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2 Poisson Bracket flexibility with respect to Lp-norms
Let (M2n, ω) be a symplectic manifold, n ∈ N, and fix 1 ≤ p ≤ ∞ and 1 ≤ q < ∞. Denote by
C∞c (M) the space of smooth functions on M with compact support.
Theorem 2.1. For any two functions F,G ∈ C∞c (M) there exist two sequences FN , GN ∈ C∞c (M)
with FN −−→
C0
F , GN −→
Lq
G and {FN , GN} = 0 ∀N ∈ N.
Proof. Let us note first that, in the notations of Theorem 2.1, obtaining FN −→
C0
F would be
sufficient to deduce Theorem 1.1 for any 1 ≤ p ≤ ∞, as long as all the functions FN will be
supported on a compact set independent of N , which indeed will be the case in our construction
below.
Given any non-commuting F,G ∈ C∞c (M), we shall construct F˜ and G˜ with {F˜ , G˜} = 0, such
that they are arbitrarily close to F and G in the norms C0 and Lp respectively.
Let us fix some Riemannian metric d on M . We will only deal with a compact subset of M
(where our functions will be supported), any two metrics on this compact are equivalent, so the
choice of metric would not effect our argument.
By a simplex in M2n we mean the image of an embedding ∆ → M , where ∆ is a (closed)
simplex in R2n. A triangulation of M is a representation of M as a union of such simplices. We
also require each two simplices to intersect only in a common face, which is a simplex of lower
dimension.
A construction described in [3] produces such a triangulation of M , representing it as a finite
union a simplices (for a compact M). In case of a non-compact manifold, we will only need
a triangulation of supp(F ) ∪ supp(G). Moreover, using the same procedure, we can make the
diameter of all simplices to be smaller than any prescribed constant. (Here the diameter is with
respect to the chosen metric d.)
Let ε > 0. Take such a triangulation (of supp(F ) ∪ supp(G)) with all simplices having
diameter < δ, where δ > 0 will be fixed later and will depend on ε and F . Note that given a
simplex Q from this triangulation, we can find an open subset Q′ ⊆ Q, such that Q \Q′ ⊇ ∂Q
and Vol(Q \ Q′) ≤ a · Vol(Q) for a (small) fixed a > 0 (i.e. Q′ occupies most of the volume of
Q.) By Vol here and later in the proof we mean volume with respect to ωn.
For every simplex Q from the triangulation of M , we shall take open subsets with smooth
boundary Q3 b Q2 b Q1 b Q, satisfying Vol(Q \ Q3) ≤ Vol(Q) · ε (here A b B means
Cl(A) ⊆ int(B)). This last condition will be essential for taking a suitable G˜.
Construction of F˜
Consider a simplex Q with open subsets Q2 b Q1 b Q. We take an auxiliary smooth function
ϕ : Q→ [0, 1] such that ϕ∣∣
Q2
≡ 0 and ϕ∣∣
Q\Q1 ≡ 1. Fix also a point x0 ∈ Q2. Define F˜ on Q to
be
F˜ (x) = ϕ(x)F (x) + (1− ϕ(x))F (x0) .
So on Q2 we have F˜ ≡ F (x0) (F˜ being an approximation of F on Q2), while outside Q1, F˜ ≡ F .
(See fig. 1.)
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Next, glue all these F˜ hereby defined on each simplex. It is possible, since on adjacent
simplices, in a neighborhood of their intersection the patches of F˜ are equal to F . We get a
compactly supported smooth function F˜ on M , as F is compactly supported. Note also that F
is uniformly continuous on its (compact) support, i.e. for any ε > 0 there exists some δ > 0, so
that d(x, y) < δ (Riemannian distance) implies |F (x)− F (y)| < ε.
Thus, taking appropriate δ > 0, on a single simplex Q, for any x ∈ Q we have
|F˜ (x)− F (x)| = |ϕ(x)F (x) + (1− ϕ(x))F (x0)− F (x)| =
= |1− ϕ(x)|︸ ︷︷ ︸
≤1
· |F (x)− F (x0)|︸ ︷︷ ︸
<ε
< ε ,
where the last inequality hold since diam(Q) < δ. So ‖F − F˜‖∞ ≤ ε on each Q taking δ > 0
small enough to suite all simplices. Hence ‖F − F˜‖∞ ≤ ε on the whole M . Thus, ‖F − F˜‖∞
and, consequently, ‖F − F˜‖q can be made as small as we wish, taking δ > 0 small enough.
Q3
Q2
Q1
Q
G
G˜
F
x0
F˜
Figure 1: Producing F˜ and G˜ (the dashed lines).
Construction of G˜
Consider again a simplex Q from our triangulation with subsets as mentioned, Q3 b Q2 b
Q1 b Q, satisfying Vol(Q \ Q3) ≤ Vol(Q) · ε. Take a smooth function G˜ : Q → R, G˜ = ψ · G,
where ψ : Q → [0, 1] is a smooth function satisfying ψ∣∣
Q3
≡ 1, ψ∣∣
Q\Q2 = 0. Thus, we have
G˜
∣∣
Q3
≡ G∣∣
Q3
, G˜
∣∣
Q\Q2 ≡ 0 and |G˜(x)| ≤ |G(x)| ∀x ∈ Q.
Glue together all these patches of G˜ to get a smooth compactly supported function on M .
The gluing is possible, since near the boundaries of each simplex, all the G˜-s vanish.
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On a single simplex Q we have∫
Q
|G˜−G|qωn =
∫
Q\Q3
|G˜−G|qωn ≤
∫
Q\Q3
|G|qωn ≤ ‖G‖q∞
∫
Q\Q3
ωn =
= ‖G‖q∞ ·Vol(Q \Q3) ≤ ‖G‖q∞ ·Vol(Q) · ε .
Hence on the whole M we get the bound
‖G˜−G‖qq =
∫
M
|G˜−G|qωn ≤ ‖G‖q∞ ·Vol({Q : Q ∩ supp(G) 6= ∅}) · ε ,
which depends on the volume of the union of all simplices intersecting supp(G).
Thus, by taking the diameter of the triangulation, δ, small enough, we are able to produce
pairs of Poisson commuting functions F˜ , G˜ ∈ C∞c (M), so that F˜ is close to F in the C0-topology,
and G˜ is close to G in the Lq-norm. We do have {F˜ , G˜} = 0, as for each Q, when G˜ is non-zero,
F˜ is constant. Indeed, on each simplex Q with the subset Q2 as constructed, supp G˜ ⊆ Q2 and
F˜
∣∣
Q2
is constant.
3 pbq4: the two dimensional case
In this section we prove Theorem 1.2 of the introduction.
Let (M,ω) be a symplectic surface. We shall examine pbq4 of subsets inside M both when M
has finite and infinite area.
Recall that for us, a curvilinear quadrilateral in M is an image of a square Πˆ by an embed-
ding ϕ : Πˆ ↪→ M . Suppose that X0, X1, Y0, Y1 are sides of a curvilinear quadrilateral Π ⊂ M
(listed in counterclockwise order, here ∂Π = X0 ∪ Y0 ∪X1 ∪ Y1). We would like to show that
pbq4(Π) := pb
q
4(X0, X1, Y0, Y1) does not vanish and to compute it. We consider the cases q = 1
and 1 < q < ∞ separately at first, as we would use the result about upper bound for q = 1
while proving the upper bound for 1 < q <∞.
Remark 3.1. Recall that in the definition of pbq4(Π) the infimum of ‖{F,G}‖q was taken over
the set F4(Π) = F4(X0, X1, Y0, Y1) of all pairs of functions (F,G) that satisfy
F
∣∣
X0
≤ 0, F ∣∣
X1
≥ 1, G∣∣
Y0
≤ 0, G∣∣
Y1
≥ 1 .
Instead, we can consider the infimum over a more restricted set, F ′4(Π) = F ′4(X0, X1, Y0, Y1).
This set consists of pairs (F,G) of functions in C∞c (M), such that 0 ≤ F,G ≤ 1 and
F
∣∣
near X0
= G
∣∣
near Y0
= 0, F
∣∣
near X1
= G
∣∣
near Y1
= 1 , (5)
where by saying ”near” we mean in some neighborhood of the set. We will sometimes write
F ′4(Π,M) to emphasize that it is the set F ′4(Π) with respect to M , i.e. that the functions F
and G have compact support in M .
We get an equivalent definition of pbq4 that is sometimes more convenient to use. The equiva-
lence between these definitions can be proven repeating verbatim the proof in [8, section 7.1]
(where it is given for the L∞-norm).
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The following lemmas would be of use for us in the two-dimensional case.
Lemma 3.2. Let (M,ω) be a symplectic surface without boundary, of finite or infinite area, and
Π ⊂ M a curvilinear quadrilateral with sides X0, X1, Y0, Y1 in counter-clockwise order. Then
for any (F,G) ∈ F ′4(Π) := F ′4(X0, X1, Y0, Y1) and U being either Π or M \Π we have∫
U
|{F,G}|ω ≥ 1 .
Proof. Let (F,G) ∈ F ′4(Π) := F ′4(X0, X1, Y0, Y1) be a pair of functions compactly supported in
M . By eq. (2) for n = 1, we have dF ∧ dG = −{F,G}ω.
Using Stokes theorem and taking into account that for both options of U , ∂U = ∂(Π) =
∂(M \Π),∫
U
|{F,G}|ω ≥
∣∣∣∣∫
U
{F,G}ω
∣∣∣∣ = ∣∣∣∣∫
U
dF ∧ dG
∣∣∣∣ = ∣∣∣∣∫
U
d(FdG)
∣∣∣∣ = ∣∣∣∣∫
∂U
FdG
∣∣∣∣ = ∣∣∣∣∫
X1
dG
∣∣∣∣ = 1 .
Lemma 3.3. Let (M,ω) be a connected symplectic surface of area B <∞, and let Π ⊂M be a
closed curvilinear quadrilateral of area A. Take any A < C < B and an open rectangle ΠC ⊂ R2
of area C, with ΠA ⊂ ΠC a closed rectangle of area A (taking the standard area form in the
plane). Then there exists an area preserving embedding ϕ : ΠC →M such that ϕ(ΠA) = Π.
The proof follows from Dacorogna-Moser theorem (see [5]).
Lemma 3.4. Let (M,ω) be a symplectic surface and let Π ⊂M be a curvilinear quadrilateral.
Take also Π0 ⊂ R2 to be a closed square in the plane. Suppose that there exists a symplecto-
morphism ϕ : UΠ0 → UΠ from a neighborhood of Π0 to a neighborhood of Π in M such that
ϕ(Π0) = Π. Let (F,G) ∈ F4(Π0, UΠ0) (i.e., supported in UΠ0), and define F˜ = F ◦ ϕ−1,
G˜ = G ◦ ϕ−1. Then (F˜ , G˜) ∈ F4(Π, UΠ) (supported in UΠ) and ‖{F˜ , G˜}‖q = ‖{F,G}‖q for any
1 ≤ q <∞.
Proof. Denote ψ = ϕ−1 and let ωstd be the standard symplectic form on the plane. First,
note that since ϕ is a symplectomorphism, ψ is also such, therefore {F˜ , G˜}(x) = {F,G}(ψ(x)).
Hence, we have
‖{F˜ , G˜}‖qq =
∫
M
|{F˜ , G˜}|qω =
∫
UΠ
|{F˜ , G˜}|qω =
∫
UΠ
|ψ∗{F,G}|qψ∗(ωstd) =
=
∫
UΠ
(ψ∗)(|{F,G}|qωstd) =
∫
UΠ0
|{F,G}|qωstd = ‖{F,G}‖qq .
3.1 q = 1
Theorem 3.5. For a symplectic surface (M,ω) and a curvilinear quadrilateral Π ⊂M , pbq=14 (Π) =
2 .
Proof of lower bound. First, let us show that 2 is a lower bound for pbq=14 (Π).
Take any (F,G) ∈ F ′4(Π) := F ′4(X0, X1, Y0, Y1). Then by Lemma 3.2
‖{F,G}‖1 =
∫
M
|{F,G}|ω =
∫
Π
|{F,G}|ω +
∫
M\Π
|{F,G}|ω ≥ 2 ,
therefore pb14(Π) ≥ 2.
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We would like to show that 2 is also an upper bound for pb14(Π). The proof would be very
similar to the proof of the upper bound in the case of 1 < q < ∞ below. Therefore, we will
first show the upper bound for 1 < q <∞ (see Theorem 3.6) and then deduce the limiting case
q = 1 from the same construction.
3.2 1 < q <∞
We study pbq4(Π) of a curvilinear quadrilateral Π ⊆M on a connected surface without boundary
for 1 < q <∞. In this case, pbq4 appears to depend on the areas of Π and M . We first consider
the case when AreaM < ∞ and then use it for the case of a surface of infinite area (see
Theorem 3.8 below).
Theorem 3.6. Let 1 < q <∞. Denote A = Area(Π) and B = Area(M) <∞. Then
pbq4(Π) =
( 1
Aq−1
+
1
(B −A)q−1
)1/q
. (6)
Proof. First, we would show that the right-hand-side of eq. (6) is a lower bound for pbq4(Π).
Take any (F,G) ∈ F ′4(Π), a pair of functions compactly supported inside M . By Lemma 3.2
applied to U being either Π or M \Π, we have ∫U |{F,G}| ≥ 1.
Let p be such that 1q +
1
p = 1 (then q/p = 1− q). Let us note that for any smooth function
f on U , by Ho¨lder inequality we have∫
U
|f |ω ≤
(∫
U
|f |qω
)1/q · (∫
U
|1|pω
)1/p
=
(∫
U
|f |qω
)1/q · (Area(U))1/p ,
so (∫
U
|f |qω
)1/q ≥ ∫U |f |ω(
Area(U)
)1/p .
In our case, for f = {F,G} we get
∫
U
|{F,G}|qω ≥
( ∫
U |{F,G}|ω
)q
(
Area(U)
)q/p ≥ 1(
Area(U)
)q−1 .
Hence, ∫
Π
|{F,G}|qω ≥ 1
Aq−1
,
∫
M\Π
|{F,G}|qω ≥ 1
(B −A)q−1 ,
and overall we have
‖{F,G}‖q =
(∫
M
|{F,G}|qω
)1/q ≥ ( 1
Aq−1
+
1
(B −A)q−1
)1/q
.
In order to prove that an equality in eq. (6) holds, we shall construct pairs of functions
F,G ∈ C∞c (M) with ‖{F,G}‖q arbitrary close to the declared value of pbq4(Π).
We first present a construction for a rectangle Π of area A contained in another rectangle
M in the plane of area B.
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Fix ε > 0 and A < C < B. Let Π be a rectangle in the plane, Π = [0, A]× [0, 1], and let K
be Π ⊂ K = [−ε, C + ε]× [−2ε, 1 + 2ε] ⊂ int(M).
Define the following four smooth functions: 1
• u1 : R → [0, 1], such that supp(u1) ⊂ (0, C), u1(A) = 1. Later, a more specific function
with this properties will be considered.
• v1 : R→ [0, 1], such that supp(v1) ⊂ (−ε, 1 + ε) and v1
∣∣
[0,1]
≡ 1.
• u2 : R→ [0, 1], such that supp(u2) ⊂ (−ε, C + ε) and u2
∣∣
[0,C]
≡ 1.
• v2 : R→ [−ε, 1 + ε], such that supp(v2) ⊂ (−2ε, 1 + 2ε) and v2
∣∣
[−ε,1+ε] = id.
x
1 u1
1
u2
−ε
v1
−ε
C
x
y
1
1 + ε1
v2
1 + ε
1 + ε
1 + 2ε
1 y−ε
−2ε
C + εA C
Figure 2: Constructing F,G using four functions u1, v1, u2, v2.
Put F (x, y) = u1(x)v1(y), G(x, y) = u2(x)v2(y). These functions belong to C
∞
c (M), they
are supported in K, and (F,G) ∈ F ′4(Π) (note that K depends on ε and C).
We have
{F,G} = u1(x)u′2(x)︸ ︷︷ ︸
=0
v′1(y)v2(y)− u′1(x)u2(x)︸ ︷︷ ︸
=u′1(x)
v1(y)v
′
2(y)︸ ︷︷ ︸
=v1(y)
= −u′1(x)v1(y) .
Hence
‖{F,G}‖qq =
∫
M
|{F,G}|q =
∫
K
|u′1(x)|q · |v1(y)|qdxdy =
=
∫ C
0
|u′1|q ·
∫ 1+ε
−ε
|v1|q ≤ (1 + 2ε)
∫ C
0
|u′1|q .
Observe that if we take u1 to be linear on [0, A] and on [A,C], i.e. increasing from 0 to
1 on [0, A] and decreasing back to zero at C, we would get
∫ C
0 |u′1|q =
∫ A
0 |u′1|q +
∫ C
A |u′1|q =
1Following a construction by Lev Buhovsky as presented in [8, section 7.5.3].
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1
Aq−1 +
1
(C−A)q−1 , and then ‖{F,G}‖qq ≤
(
1
Aq−1 +
1
(C−A)q−1
)
(1 + 2ε). We can approximate this
piece-wise linear u1 in the L∞-topology by smooth functions to obtain
∫ C
0 |u′1|q arbitrarily close
to 1
Aq−1 +
1
(C−A)q−1 .
For instance, take u1 to be linear on [2ε,A− 2ε] with u1(2ε) = ε and u1(A− 2ε) = 1− ε, and
linear on [A+ 2ε, C − 2ε] with u1(A+ 2ε) = 1− ε and u1(C − 2ε) = ε. Then smoothly extend
it to an increasing function on the whole [0, C], such that u′1 ≤ 1 and u′1 = 0 close to 0, A and
C (taking ε small enough with respect to A and C).
The slopes on the linear parts would then be m[2ε,A−2ε] = 1−2εA−4ε and m[A+2ε,C−2ε] = − 1−2ε(C−A)−4ε .
And hence∫ C
0
|u′1|q ≤ 8ε · 1 + (A− 4ε) ·
(1− 2ε)q
(A− 4ε)q + ((C −A)− 4ε) ·
(1− 2ε)q
((C −A)− 4ε)q
= 8ε+ (1− 2ε)q ·
(
1
(A− 4ε)q−1 +
1
((C −A)− 4ε)q−1
)
.
Thus, for any 1 < q < ∞, taking ε → 0 and C → B, we would get pairs (F,G) ∈ F ′4(Π)
with ‖{F,G}‖q arbitrarily close to
(
1
Aq−1 +
1
(B−A)q−1
)1/q
.
This proves Theorem 3.6 for 1 < q < ∞ and for this model of rectangle inside another
rectangle in the plane.
Let us go back to the general case. We have a symplectic surface (M,ω) without boundary
of finite area B and a curvilinear quadrilateral Π ⊆M of area A.
Take any A < C < B and consider an open rectangle ΠC ⊂ R2 of Euclidean area C. By
Lemma 3.3, there exists an area preserving map ϕ : ΠC →M that takes a rectangle ΠA of area
A to Π. Note that the map ϕ : ΠC → ϕ(ΠC) is a symplectomorphism.
If (F,G) ∈ F ′4(ΠA,ΠC) (i.e. supported inside ΠC , see Remark 3.1) , take F˜ = F ◦ ϕ and
G˜ = G ◦ ϕ. Then (F˜ , G˜) ∈ F ′4(Π, ϕ(ΠC)).
Using Lemma 3.4 we can conclude that
pbq4(Π,M) ≤ pbq4(Π, ϕ(ΠC)) = pbq4(ΠA,ΠC) =
(
1
Aq−1
+
1
(C −A)q−1
)1/q
.
Therefore, taking C → B we get that pbq4(Π,M) ≤
(
1
Aq−1 +
1
(B−A)q−1
)1/q
. But we have already
shown the opposite inequality, hence we have the equality eq. (6).
To get the upper bound 2 for q = 1 we can apply the same construction (putting q = 1
everywhere), both for the special case of rectangles in the plane and for the general case.
Remark 3.7. For q = 1, it is enough to have a diffeomorphism ϕ : ΠB → M with the above
properties, instead of a symplectomorphism, as the statement of Lemma 3.4 would hold for a
diffeomorphism in this case.
As a corollary of Theorem 3.6, we will be able to compute pbq4 for the case of a surface with
infinite area.
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Theorem 3.8. Suppose (M,ω) is a connected symplectic surface without boundary of infinite
area. Then for a curvilinear quadrilateral Π ⊂M of area A, for 1 < q <∞, pbq4(Π) =
(
1
Aq−1
)1/q
.
Proof. Let 1 M1 ⊂M be a connected subsurface with finite area B > A, so that Π ⊂ int(M1).
Denote by pbq4(Π,M) this invariant with respect to functions that have compact support inside
M , and similarly pbq4(Π,M1) for M1.
Since M1 ⊂M and by Theorem 3.6, we have
pbq4(Π,M) ≤ pq4(Π,M1) =
(
1
Aq−1
+
1
(B −A)q−1
)1/q
.
This holds for any B > A, hence we get an upper bound on pbq4(Π,M),
pbq4(Π,M) ≤
(
1
Aq−1
)1/q
.
Let us now show that actually an equality holds in this last inequality. Suppose on the
contrary that pbq4(Π,M) =
(
1
Aq−1
)1/q − ε for some ε > 0. Then there exist two functions
(F,G) ∈ F4(M) with ‖{F,G}‖q ≤
(
1
Aq−1
)1/q − ε2 .
Observe that F and G have compact support in M . Consider some M1 of area B diffeomorphic
to an open disk, such that M1 ⊃ suppF ∪ suppG ∪ Π ⊃ Π. Since (F,G) ∈ F4(Π,M1), by
Theorem 3.6 we get
pbq4(Π,M1) ≤ ‖{F,G}‖q ≤
(
1
Aq−1
)1/q
− ε
2
<
(
1
Aq−1
+
1
(B −A)q−1
)1/q
= pbq4(Π,M1) ,
which is a contradiction. Hence pbq4(Π,M) =
(
1
Aq−1
)1/q
.
Remark 3.9. For q = 1 and (M,ω) of infinite area, we can use the same proof to obtain that
pb14(Π,M) = 2.
Remark 3.10. Consider a fixed curvilinear quadrilateral Π on a symplectic surface M , still in
the setting of Theorem 3.6. Let us note that using the values computed for pbq4(Π) we can find
a lower bound on pb∞4 (Π). More precisely, the following inequality holds:
pb∞4 (Π) ≥ lim sup
q→∞
pbq4(Π) (7)
Indeed, take any (F,G) ∈ F ′4(Π). Then by definition ‖{F,G}‖q ≥ pbq4(Π). Taking q → ∞ we
have, for fixed (F,G), ‖{F,G}‖∞ ≥ lim supq→∞(pbq4(Π)). This is true for any (F,G), hence
eq. (7) holds.
In our case, this gives the following precise lower bound on pb∞4 (Π), which was already
proven (see e.g. [8, 7.5.3]):
pb∞4 (Π) ≥ lim sup
q→∞
(pbq4(Π)) = limq→∞
( 1
Aq−1
+
1
(B −A)q−1
)1/q
= max
(
1
A
,
1
B −A
)
.
Similarly, we observe that the function q 7→ pbq4(Π) is upper semi-continuous.
1Such M1 exists for instance by Lemma 3.3.
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4 pbq4: the multi-dimensional case
Consider a symplectic manifold (M2n, ω), where n ≥ 2. Let X0, X1, Y0, Y1 be compact subsets
of M , such that X0∩X1 = Y0∩Y1 = ∅, assuming also that X1 is a submanifold with or without
boundary.
Theorem 4.1. Denote d = dimX1 and assume that d ≤ 2n− 2. Then pbq4(X0, X1, Y0, Y1) = 0
whenever q ≤ 2n− d, n ≥ 2.
Let G ∈ C∞c (M) be any function that assumes values in [0, 1] such that G
∣∣
near Y0
≡ 0 and
G
∣∣
near Y1
≡ 1. To prove Theorem 4.1, we show below that there exists F ∈ C∞c (M) so that
(F,G) ∈ F ′4(X0, X1, Y0, Y1) with arbitrarily small ‖{F,G}‖q, concluding that pbq4(X0, X1, Y0, Y1)
vanishes.
We start with a few lemmas.
Lemma 4.2. Fix 2 ≤ m ∈ N. Then for any ε, δ > 0 and 1 ≤ k ≤ m there exists a non-
negative function f ∈ C∞([0,+∞)) supported in [0, δ) with max |f | = f(0) = 1, such that∫∞
0 |f ′(r)|krm−1 ≤ ε,
∫∞
0 |f |k ≤ ε, and such that f is constant near 0.
Proof. Take any smooth function h : [0,∞)→ [0,∞), such that h = 1 near 0 and such that the
support of h is contained in [0, 1/2]. For every α > 0 define hα(r) = h(r
α). Since the support
of hα lies in
[
0, 1
21/α
]
we have
∫ ∞
0
hα(r)
k dr 6 ‖h
k
α‖∞
21/α
=
‖hk‖∞
21/α
.
In particular, the left-hand-side of the inequality tends to zero as α→ 0+. We also have∫ ∞
0
|h′α(r)|krm−1 dr = αk
∫ ∞
0
|h′(rα)|krm+kα−k−1 dr =
= αk−1
∫ ∞
0
|h′(t)|ktm−kα +k−1 dt 6 α
k−1‖h′‖k∞
2
m−k
α
+k−1 ,
where in the second equality we made the substitution t = rα, and in the last step we estimated
the integral from above by the maximum of the integrand, taking into account that t ∈ [0, 12 ].
For m > 1 and 1 6 k 6 m, the upper bound converges to 0 as α → 0+. Hence, the integral∫∞
0 |h′α(r)|krm−1 dr converges to 0 as well, when α→ 0+. We conclude that f := hα will satisfy
all the requirements, taking small enough α > 0.
The next lemma is, in a sense, a generalization of the previous one to higher dimensions.
Lemma 4.3. Fix 2 ≤ m ∈ N. For all ε, δ > 0 and 1 ≤ k ≤ m there exists a non-negative
function f ∈ C∞(Rm) supported in a ball Bδ of radius δ around 0, with max |f | = f(0) = 1,
such that
∫
Rm ‖∇f‖kdVol ≤ ε and
∫
Rm |f |kdV ol ≤ ε .
Proof. Let ε, δ > 0. Consider Rm with polar coordinates, consisting of the radius R(x) = ‖x‖
and coordinates on the unit sphere Sm−1, so that the volume element in Rm rewrites as
dVol = rm−1drdσ, where dσ is the volume element on Sm−1.
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Let g = g(r) be a function that satisfies the requirements of Lemma 4.2 for our ε, δ > 0.
Take the radial function f : Rm → R defined by f(x) = g(r(x)).
Then f is a smooth function on Rm, supported in Bδ, with max |f | = f(0) = 1. Let us verify
that it also satisfies the other two declared properties.
Note that for a radial function we have ∇f = ∂f∂r−→er , where −→er is the unit vector in the radial
direction. And so, ‖∇f‖ = |∂f∂r | = |g′(r)|. We consider the integral∫
Rm
‖∇f‖kdVol =
∫ ∞
0
∫
Sm−1
‖∇f‖krm−1dσdr =
∫
Sm−1
dσ
∫ ∞
0
‖∇f‖krm−1dr =
= Cm
∫ ∞
0
|g′(r)|krm−1dr ,
where Cm = vol(S
m−1) is a constant independent of k and f . The right-hand-side can be made
as small as needed, by Lemma 4.2 ∀1 ≤ k ≤ m.
Finally, for the integral
∫
Rm |f |kdV ol, calculating again in polar coordinates, we have∫
Rm
|f |kdVol =
∫ ∞
0
∫
Sm−1
|f(r)|krm−1dσdr =
∫
Sm−1
dσ
∫ ∞
0
|g(r)|krm−1dr =
= Cm
∫ δ
0
|g(r)|krm−1dr ≤ Cm · δm−1
∫ δ
0
|g(r)|kdr ,
and the expression in the right-hand-side can be made arbitrary small, by Lemma 4.2.
Remark 4.4. Since on any compact set B ⊂ Rm any two Riemannian metrics are equivalent,
the statement of Lemma 4.3 holds true not only for the Euclidean metric, but for any other
Riemannian metric on B.
Remark 4.5. At the beginning of the proof of Theorem 4.1, we will use the following basic
notion. Let (M,ω) be a symplectic manifold. Having a function F ∈ C∞(M), we can define a
smooth vector field on M associated with F . We consider a vector field sgradF that satisfies
the identity
ω(sgradF, ·) = −dF (·) .
Such a vector field exists and it is unique, by the non-degeneracy of ω. It is called the Hamil-
tonian vector field of F .
Let us mention here that m ∈ N as appears in Lemma 4.3 will play the role of codimX1 =
2n− d in the following proof.
Proof of Theorem 4.1. Our general strategy will be as follows. For any G ∈ C∞c (M) such that
0 ≤ G ≤ 1, G∣∣
near Y0
= 0, G
∣∣
near Y1
= 1, we want to find a function F ∈ C∞c (M) so that
(F,G) ∈ F ′4(Π) and ‖{F,G}‖q is arbitrarily small.
On M , pick a Riemannian metric ρ. We consider the norm ‖ · ‖ρ and the gradient ∇ρ with
respect to this metric.
Note that by the definition of ∇ρ and by the Cauchy-Schwartz inequality,
|{F,G}| = |ω(sgradF, sgradG)| = |dF (sgradG)| =
= |(∇ρF, sgradG)ρ| ≤ ‖∇ρF‖ρ · ‖ sgradG‖ρ .
(8)
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Hence,
‖{F,G}‖qq =
∫
M
|{F,G}|qωn ≤ max
M
‖ sgradG‖ ·
∫
M
‖∇ρF‖qωn , (9)
and it would be enough to produce a function F as above with arbitrary small ‖∇ρF‖q. We
will do so by first constructing appropriate functions locally in a neighborhood of X1 (using
Lemma 4.3), and then gluing them.
Cover X1 by a finite collection {Uα} of open subsets of M , each equipped with a diffeomor-
phism ϕα : Uα → R2n that flattenX1 in the following sense. Take coordinates z1, . . . , zd, zd+1, . . . , z2n
with respect to the standard basis e1, . . . , e2n on R2n. We require ϕα to satisfy ϕα(X1 ∩ Uα) ⊂
{zd+1 = . . . = z2n = 0}. Suppose also that the sets Uα are all small enough so that Uα ∩X0 =
∅ ∀α. (See fig. 3.)
Take a collection of cutoff functions {ηα : Uα → [0, 1]} that form a partition of unity
subordinate to the cover {Uα} of X1, so that supp ηα ⊂ Uα and ∀x ∈ X1,
∑
α ηα(x) = 1.
Let us emphasize in advance that the cover {(Uα, ϕα)} and the collection {ηα} are fixed
throughout the proof.
We want to construct suitable functions on each Uα separately, and then glue them to a
function F : M → R, using {ηα}.
z1, . . . , zd
zd+1, . . . , z2n
ϕα
X1
Uα
ϕα(Uα)
xpi2(x) pi2
Figure 3: Covering X1 by {Uα, ϕα} and constructing F locally.
Consider a single ϕα(Uα). Let pi2 : ϕα(Uα) → span{ed+1, . . . , e2n} be the projection to
span{ed+1, . . . , e2n}. Denote r(x) = ‖pi2(x)‖ =
√
z2d+1(x) + . . .+ z
2
2n(x).
The function we want to define on ϕα(Uα) would depend only on the distance of a point x
from span{ed+1, . . . , e2n}, i.e., on r(x). Let Fα : ϕα(Uα)→ R be defined by Fα(x) = fα(pi2(x)) =
fα(zd+1(x), . . . , z2n(x)), where fα is a function that fulfills the requirements of Lemma 4.3 for
ε > 0 and δ = maxϕα(Uα){r(x)}, and the linear space span{ed+1, . . . , e2n}, i.e. for m = 2n− d
in the notations of the lemma. (In fact, the value of δ is not important for the construction.)
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We look now at Uα and take the pullback of Fα, F˜α = Fα ◦ ϕα, thus defining F˜α : Uα → R.
Extend it by zero to the whole M .
Consider F : M → R defined by F = ∑α ηαF˜α.
Observe the following properties of F . It is a smooth function with compact support that is
contained in ∪Uα. Also, F
∣∣
X0
≡ 0, since X0 ∩ (∪Uα) = ∅, and F
∣∣
X1
≡ 1 since Fα
∣∣
ϕα(X1∩Uα) ≡ 1
and
∑
ηα ≡ 1 on X1. Thus, (F,G) ∈ F ′4(Π) = F ′4(X0, X1, Y0, Y1).
We have ∇ρF = ∇ρ(
∑
ηαF˜α) =
∑∇ρηα · F˜α +∑ ηα∇ρF˜α, and by the triangle inequality,
‖∇ρF‖ρ ≤
∑
α
‖∇ρηα · F˜α‖ρ +
∑
α
‖ηα∇ρF˜α‖ρ .
Combining this with the Minkowski inequality and then using the positivity of the inte-
grands, we have
(∫
M
‖∇ρF‖qρωn
)1/q
≤
(∫
∪Uβ
(∑
α
‖∇ρηαF˜α‖ρ +
∑
α
‖ηα∇ρF˜α‖ρ
)q
ωn
)1/q
≤
≤
∑
α
(∫
∪Uβ
‖∇ρηα · F˜α‖qρ ωn
)1/q
+
∑
α
(∫
∪Uβ
‖ηα∇ρF˜α‖qρ ωn
)1/q
=
≤
∑
α
(∫
Uβ
‖∇ρηα · F˜α‖qρ ωn
)1/q
+
∑
α
(∫
Uβ
‖ηα∇ρF˜α‖qρ ωn
)1/q
=
=
∑
α
(∫
Uβ
|F˜α|q‖∇ρηα‖qρ ωn
)1/q
+
∑
α
(∫
Uβ
|ηα|q‖∇ρF˜α‖qρ ωn
)1/q
.
Since there is a finite number of sets in the covering and since {ηα} are fixed, one would
equivalently need to estimate from above the quantities
∫
Uα
|F˜α|q and
∫
Uα
‖∇ρF˜α‖qρ ∀α. Instead
of integrating F˜α and ∇F˜α over Uα, we can integrate over compact sets Vα b Uα that contain
supp ηα. Also, the covering {(Uα, ϕα)} and {ηα} are fixed, and ηα, ∇ηα are bounded on Vα, so
computing in local coordinates, it would be enough to find estimates from above of
∫
ϕα(Vα)
|Fα|q
and
∫
ϕα(Vα)
‖∇Fα‖q for all α.
Since there is a finite number of sets in the cover, there is such b > 0, that for all α, (taking
suitable δ′ to be the maximum of all δ taken for each α)
ϕα(Vα) ⊆ P = {(z1, . . . , z2n) : |z1|, . . . , |zd| ≤ b,
√
z2d+1 + . . .+ z
2
2n ≤ δ′} .
We need to check that
∫
Vα
|Fα|q can be made small by the same constructions. Indeed, we
have∫
ϕα(Vα)
|Fα|q ≤
∫
|z1|,....|zd|≤b
dV olz1,...,zd ·
∫
√
z2d+1+z
2
2n≤δ′
|fα(zd+1, . . . , z2n)|q dV olzd+1,...,z2n =
= C1 ·
∫
pi2(P)
|fα|q dVolzd+1,...,z2n .
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Here, the right-hand-side can be made as small as needed by Lemma 4.3, the constant C1
depends only on b, i.e. on the fixed cover. Similarly, we have∫
ϕα(Vα)
‖∇Fα‖q =
∫
ϕα(Vα)
‖∇(fα ◦ pi2)‖q ≤
≤ C1 ·
∫
pi2(P)
‖∇fα (zd+1(x), . . . , z2n(x))‖qdVolzd+1,...,z2n .
By Lemma 4.3 applied to span(ed+1, . . . , e2n), the integral on the right-hand-side can be made
arbitrarily small for any q ≤ 2n− d, given that d ≤ 2n− 2.
Thus, we were able to find functions F ∈ C∞c (M) with 0 ≤ F ≤ 1, F
∣∣
near X0
= 0,
F
∣∣
near X1
= 1 with arbitrary small ‖∇ρF‖q. Hence (by eq. (8)) for any G ∈ C∞c (M) with
0 ≤ G ≤ 1, G∣∣
near Y0
= 0, G
∣∣
near Y1
= 1 and for any ε > 0, there exists F such that (F,G) ∈ F ′4
and ‖{F,G}‖q ≤ ε.
We conclude that pbq4(X0, X1, Y0, Y1) = 0, ∀1 ≤ q ≤ 2n − d with d = dimX1 ≤ 2n − 2, as
required.
Remark 4.6. Let us note that the condition on d = dimX1 cannot be omitted.
As an illustration, we explore a situation where d = 2n− 1, that is, when X1 is a hypersurface
(and q = 2n−d = 1). Let (M2, σ) be a closed symplectic surface, and let Π ⊂M be a curvilinear
quadrilateral with sides X0, Y0, X1, Y1 listed in cyclic order. Pick also some closed symplectic
manifold (N2n−2, τ), where n ≥ 2. We consider the product M × N with the symplectic
form ω = σ ⊕ τ , and the quadruple X ′i = Xi × N,Y ′i = Yi × N for i = 0, 1. We claim that
pbq=14 (X
′
0, X
′
1, Y
′
0 , Y
′
1) > 0. To prove it, we imitate the proof of Lemma 3.2.
Let (F,G) ∈ F ′4(X ′0, X ′1, Y ′0 , Y ′1). We shall find a global estimate from below for ‖{F,G}‖1 =∫
M×N |{F,G}|ωn. Let U stand either for Π or for M \Π. Also, we denote the endpoints of X1
by a = X1 ∩ Y0 and b = X1 ∩ Y1.
Using Stokes theorem once, we get∫
U×N
|{F,G}|ωn ≥
∣∣∣∣∫
U×N
{F,G}ωn
∣∣∣∣ = 1n
∣∣∣∣∫
U×N
dF ∧ dG ∧ ωn−1
∣∣∣∣ = 1n
∣∣∣∣∫
∂U×N
FdGωn−1
∣∣∣∣ .
Using again Stokes theorem,∣∣∣∣∫
∂U×N
FdGωn−1
∣∣∣∣ = ∣∣∣∣∫
∂Π×N
FdGωn−1
∣∣∣∣ = ∣∣∣∣∫
X1×N
FdGωn−1
∣∣∣∣ = ∣∣∣∣∫
X1×N
dGωn−1
∣∣∣∣ =
=
∣∣∣∣∣
∫
∂(X1×N)
Gωn−1
∣∣∣∣∣ =
∣∣∣∣∫
b×N
Gωn−1 −
∫
a×N
Gωn−1
∣∣∣∣ =
=
∫
b×N
ωn−1 = Volτ (N) .
Thus, we get a positive lower bound
‖{F,G}‖1 =
∫
Π×N
|{F,G}|ωn +
∫
(M\Π)×N
|{F,G}|ωn ≥ 1
n
· 2 ·Volτ (N) .
Hence pbq=14 (X
′
0, X
′
1, Y
′
0 , Y
′
1) ≥ 2n Volτ (N) > 0.
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5 pbq4 of a curve on a surface
Let Σ = Σg be a smooth connected oriented surface of genus g ≥ 0 without boundary. Consider
a simple closed curve τ on Σ. Here τ is the image of an embedding α : S1 ↪→ Σ.
Suppose S1 is divided into four closed segments ∆˜1, ∆˜2, ∆˜3, ∆˜4 by four distinct points in S
1,
where the segments are listed in cyclic order. This induces a partition of τ into four closed
segments ∆i = α(∆˜i).
We shall consider the space C∞c (Σ) of smooth compactly supported functions on Σ with the
Lq-norm (1 ≤ q ≤ ∞), and discuss pbq4 with respect to this norm.
Let us introduce
pbq4(τ) := pb
q
4(∆1,∆2,∆3,∆4) . (10)
Claim 5.1. pbq4(τ) is well-defined, i.e. it does not depend on the choice of the partition
∆1,∆2,∆3,∆4.
Proof. Consider two configurations of four cyclically ordered points on τ , {ai}4i=1 and {a′i}4i=1,
dividing τ into segments {∆i}4i=1 and {∆′i}4i=1 respectively. It is enough to show that one divi-
sion can be mapped to the other by a symplectomorphism of Σ.
On τ , take a vector field v, so that its flow {ψt} of diffeomorphisms of τ takes ∆i to ∆′i, i.e.,
ψ1(∆i) = ∆
′
i and ψ0 = id.
Note that any vector field v on τ can be extended to a Hamiltonian vector field on T ∗τ ,
where τ is viewed as the zero section of its cotangent bundle. To this end, define a Hamiltonian
H : T ∗τ → R at a point (q, p) ∈ T ∗τ to be H(q, p) = p(v(q)), where p ∈ T ∗q (τ). Then
sgrad(H) = v on τ . 1
Let us indeed extend the vector field v we took to a Hamiltonian vector field on T ∗τ , denoting
the corresponding Hamiltonian by H and its flow by {Ψt} ⊂ Symp(T ∗τ).
By Darboux-Weinstein theorem, a neighborhood U ′ of τ in (T ∗τ, ωstd) is symplectomorphic
to a neighborhood U of τ in (Σ, ω), as τ is a Lagrangian submanifold of Σ. Denote this
symplectomorphism by β : U → U ′. Multiplying H by an appropriate cut-off function (that
equals 1 on τ), we can guarantee H to have compact support in U ′.
Take Ψ˜t = β
−1 ◦ Ψt ◦ β. We thus get a flow of symplectomorphisms on Σ. Note that Ψ˜1 ∈
Symp(Σ) has compact support inside U , and Ψ1(∆i) = ∆
′
i ∀i. Hence pbq4(∆1,∆2,∆3,∆4) =
pbq4(∆
′
1,∆
′
2,∆
′
3,∆
′
4), so pb
q
4(τ) does not depend on the division of τ .
We now split our investigation into two parts. First, we will examine pbq4(τ) for a non-
separating curve τ , i.e., such a curve that S \ τ is connected. We claim that in this case, pbq4(τ)
vanishes. Then, we will examine the case of a separating curve, where the situation is different,
in the sense that the result would depend on the areas of the components of Σ \ τ and on q.
Theorem 5.2. If τ ⊂ Σ is non-separating, then pbq4(τ) = 0 for any 1 ≤ q ≤ ∞.
Proof. Take two points P ′, P ′′ ∈ Σ in a small neighborhood of τ , lying on different sides of τ ,
meaning that any curve connecting P ′ and P ′′ that stays in a small neighborhood of τ must
intersect τ . Since τ is non-separating, there exists a simple smooth curve γ1 ⊂ Σ \ τ connecting
P ′ and P ′′. Continue γ1 by a curve γ2 that connects the points P ′ and P ′′, with γ2 lying
inside a small neighborhood of τ , so that it does not intersect γ1 other than at their mutual
1In canonical local coordinates (p, q) on T ∗τ , sgradH = (− dH
dq
, dH
dp
), which is (0, v(q)) when restricted to τ .
18
end-points, and so that γ2 intersects τ transversally at one point P . Thus, we obtain a closed
curve γ = γ1 ∪ γ2 that intersects τ at a unique point P transversally.
Σ
P
τ
γ τ
p
q
b
a1
a2
a3
a4
a
Figure 4: The curves τ and γ.
The curve γ ⊂ Σ is a Lagrangian submanifold, hence, by Darboux-Weinstein theorem, there
exist a neighborhood U of γ in Σ and a neighborhood V of γ in T ∗γ that are symplectomorphic.
Here we equip T ∗γ with the standard symplectic form and identify γ with the zero section of
its cotangent bundle.
For the sake of clarity, let us indeed identify U with V , and thus consider local coordinates
q, p on U , so that γ = {p = 0}. Also, without loss of generality, suppose that U in these
coordinates is a strip U = {p ∈ I = (a, b)}, where (a, b) 3 0, and τ ∩ U = I × {0}.
Pick four points a < a1 < a2 < a3 < a4 < b on τ , dividing τ into four segments ∆i = [ai, ai+1]
for i = 1, 2, 3 and ∆4 being the closure of τ \ ∪3i=1∆i.
Let us define a pair of functions F,G ∈ F ′4(∆1,∆2,∆3,∆4). First, define them on U as
functions of the coordinate p.
Consider two functions f, g : τ → [0, 1] defined as follows. Let f be 0 on ∆1 and 1 on ∆3,
increasing on ∆2 and decreasing on ∆4, such that it is zero outside I = (a, b). Let g be instead
0 on ∆2 and 1 on ∆4, increasing on ∆3 and decreasing on ∆1.
Take F (q, p) = f(p) and G(q, p) = g(p) on U . Further, extend F by zero outside U , and
extend G by 1 outside U to obtain two smooth functions defined on Σ. In order for G to have
a compact support too, multiply it by a cutoff function that equals 1 on U and has compact
support. Then indeed (F,G) ∈ F ′4(∆1,∆2,∆3,∆4), and {F,G} ≡ 0, since in a neighborhood of
every point on Σ either F or G is constant.
Hence, pbq4(τ) = 0 for any 1 ≤ q ≤ ∞.
We turn now to the case when τ ⊂ Σ is a separating curve. Let us first consider a concrete
example as an illustration to the more general case to follow.
Example 5.3. Consider a cylinder ZA,B = (0,
A+B
2pi )× S1 with coordinates (t, θ) and the area
form dt ∧ dθ. Let τ = { A2pi} × S1 ⊂ ZA,B be a smooth closed curve, it divides our cylinder into
two components, leaving the union ZA,B \ τ = Σ1 ∪ Σ2 of two open subsurfaces of areas A and
B. In order to compute pbq4(τ) we shall map ZA,B symplectically to a plane region.
We denote by Br ⊂ R2 an open ball of radius r centered at the origin. Consider M = BR1\Bε
for some small fixed ε > 0 and a circle τ ′ = ∂BR2 . In order to have Area(BR1 \ Bε) = B and
Area(BR2 \Bε) = A, we put R21 = Bpi + ε2 and R22 = Api + ε2.
Consider the coordinates
(
ρ = r
2
2 , α
)
on M , where (r, α) are polar coordinates in the plane.
Equip M with the area form dρ ∧ dα = rdrdα.
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Mτ ′
R1
R2
t
τ
0
A
2pi
A+B
2pi
ZA,B
ϕ
Figure 5: The cylinder ZA,B mapped to an annulus M in the plane.
Take a map ϕ : ZA,B → M , defined by (t, θ) 7→ ( ε22 + t, θ). Note that ϕ is indeed a
symplectomorphism that takes ZA,B to M (and τ to τ
′). Hence pbq4(τ, ZA,B) = pb
q
4(τ
′,M) for
any 1 ≤ q ≤ ∞, so that
pbq4(τ, ZA,B) =

2 if q = 1(
1
Aq−1 +
1
Bq−1
)1/q
if 1 < q <∞
max( 1A ,
1
B ) if q =∞
(11)
(similarly to what was computed in Theorem 3.5, Theorem 3.6 , and by [8, Section 7.5.3]).
We can formulate the following quantitative result, claiming that pbq4(τ) does not vanish as
long as at least one of the components of Σ \ τ has finite area. (See also Remark 5.5.)
Theorem 5.4. Suppose (Σ, ω) is a smooth oriented connected symplectic surface without bound-
ary and τ ⊂ Σ is a separating curve. Denote by A the minimum of the areas of the two
components of Σ \ τ . If A <∞, then
pbq4(τ) =

2 if q = 1(
1
Aq−1 +
1
Bq−1
)1/q
if 1 < q <∞
max( 1A ,
1
B ) if q =∞
(12)
Proof. For any q, to prove that the stated values of pbq4 represent lower bounds for each case
of q, we may use the same technique as in the proofs of lower bounds in Theorem 1.2. Let us
elaborate.
Take some partition ∆1,∆2,∆3,∆4 of τ . We consider the two components Σ1,Σ2 of Σ\τ . Take
any (F,G) ∈ F ′4(∆1, . . . ,∆4).
For q = 1, by an argument as in the proof of Lemma 3.2, we have∫
Σi
|{F,G}|ω ≥ 1, i = 1, 2 .
Hence ‖{F,G}‖1 ≥ 2 for any such pair (F,G), so pbq=14 (τ) ≥ 2. (The same proof goes through
if Σ1 or Σ2 (or both) have infinite area.)
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For 1 < q < ∞, we use the case q = 1 and Ho¨lder inequality, imitating the proof the
lower bound in Theorem 3.6 as follows. By the mentioned considerations, we get that for any
(F,G) ∈ F ′4(∆1, . . . ,∆4),∫
Σ1
|{F,G}|qω ≥ 1
Aq−1
,
∫
Σ2
|{F,G}|qω ≥ 1
Bq−1
.
Hence pbq4(τ) ≥
(
1
Aq−1 +
1
Bq−1
)1/q
.
To prove the upper bound, we will use an analogue of Lemma 3.3, claiming that for any two
numbers 0 < A′ < A and 0 < B′ < B, there is an area preserving map ϕ : ZA′,B′ →M , such that
it takes the circle σ = {A′2pi} × S1 to τ . Then by Lemma 3.4 applied to the symplectomorphism
ϕ : ZA′,B′ → ϕ(ZA′,B′), we get that
pbq4(τ) ≤

2 if q = 1 ,(
1
(A′)q−1 +
1
(B′)q−1
)1/q
if 1 < q <∞ ,
max( 1A′ ,
1
B′ ) if q =∞ .
(13)
By an argument similar to the proof of the upper bound in Theorem 3.6, taking A′ → A and
B′ → B, we obtain the declared result.
Remark 5.5. Using the same argument as in the proof of Theorem 3.8, we can conclude from
Theorem 5.4 that in case one of the areas of the components Σ1,Σ2 is infinite, and the other is
finite (say A <∞), then still pbq4(τ) is positive and
pbq4(τ) =

2 if q = 1(
1
Aq−1
)1/q
if 1 < q <∞
1
A if q =∞ .
(14)
6 Discussion
Following our results, there are some questions that require further exploration.
First, it would be interesting to complete the examination of the following functional (for
1 ≤ p, q ≤ ∞):
Ψp,q : C
∞
c (M)× C∞c (M)→ R≥0, (F,G) 7→ lim inf
F ,G−→
Lq
F,G
‖{F ,G}‖p .
Recall that by C0-rigidity of the Poisson bracket we know that Ψ∞,∞(F,G) = ‖{F,G}‖∞, and
by Theorem 1.1 Ψp,q vanishes identically for 1 ≤ q < ∞ and any 1 ≤ p ≤ ∞. It would be
interesting to find out whether in the remaining case q = ∞, p < ∞ this functional exhibits
any rigidity.
To say a few words in this direction, let us recall a result by Zapolsky (see [10]) which gives a
lower bound to ‖{F,G}‖1 in terms of the C0-continuous functional
Π(F,G) := |ζ(F +G)− ζ(F )− ζ(G)|
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that measures the non-linearity of a fixed quasi-state ζ on M . The result states that for any
simple quasi-state ζ on a closed symplectic surface (M,ω), we have
‖{F,G}‖1 ≥ Π(F,G)2 .
Thus, we can conclude immediately that if for a pair F,G ∈ C∞c (M) we have Π(F,G) > 0, then
also Ψp=1,q=∞(F,G) ≥ Π(F,G) > 0. (Note also that using Ho¨lder inequality, this lower bound
and conclusion can be generalized to any 1 < p <∞.)
Slightly modifying the proofs in Section 3.3 of [10], one can readily show positivity of Ψp=1, q=∞
for the case of any two-dimensional symplectic manifold, i.e. for any non-commuting F,G ∈
C∞c (M), we have lim infF ,G−→
Lq
F,G ‖{F ,G}‖p > 0.
In fact, using still the ideas in Section 3.3 of [10], one can show that in the 2-dimensional case
the functional Ψp,q for 1 ≤ p <∞, q =∞ is lower-semicontinuous. See [9].
Another question arises concerning the result about pbq4(X0, X1, Y0, Y1) vanishing for certain
quadruples in the multidimensional case (Theorem 1.6). We would like to know if the condition
q ≤ 2n− d posed on q is necessary. Here the dimension d = dimX1 ≤ 2n− 2.
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