Abstract: In this paper, we consider the Maslov-type index theory for symplectic paths starting from the identity with Lagrangian boundary conditions developed by Chun-gen Liu. We firstly give a brief review and some necessary remarks of this theory and then present an explicit formula describing the connection of this index and the spectral flow. Some new concepts and basic properties of complex symplectic theory are introduced.
Introduction
Let (R 2n , ω 0 ) be the standard linear symplectic space with ω 0 = n j=1 dx j ∧dy j . A Lagrangian subspace L of R 2n is an n-dimensional subspace satisfying ω 0 | L = 0. The set of all Lagrangian subspaces in R 2n is denoted by Lag(n). The linear symplectic group Sp(2n) is the set of linear transformation ϕ : R 2n → R 2n satisfying ϕ * ω 0 = ω 0 . The matrix J = 0 −I n I n 0 is an example of the linear transformation corresponds to a matrix M satisfying M T JM = J. We say a matrix satisfying this condition is a symplectic matrix. In this paper we always denote the symplectic group by
where L(K n ) denotes the group of all n × n matrices with entries in the field K under the usual matrix multiplication. The Maslov index for two Lagrangian paths was defined in [3] and [4] . The other Maslov indices such as algebraic and geometric Maslov index theories for non-degenerate symplectic paths are also contained in these two references. In 2006, in their published paper [11] , Y. Long, D. Zhang and C. Zhu studied a Maslov-type index theory for symplectic path with fixed Lagrangian boundary condition L = L 0 via the intersection theory of a Lagrangian path with the constant Lagrangian path L = L 0 done by Cappell-Lee-Miller index in their celebrated paper [3] . In 2007, in his paper [6] , for a Lagrangian subspace L, Chun-gen Liu developed an index theory for any symplectic path γ ∈ P(2n) with respect to the singular set Sp 0 L (2n). It assigns a pair of integers (i L (γ), ν L (γ)) ∈ Z × {0, 1, · · · , n}, corresponding to the symplectic path γ. We call it the Maslov-type index theory with Lagrangian boundary conditions (for convenience, we denote it by Lagrangian-index for short). Here we define ν L (γ) by ν L (γ) = dim(γ(1)L) ∩ L, but the definition of i L (γ) is more complicated. Roughly speaking, i L (γ) is the algebraic intersection number of the symplectic path γ with the singularity set Sp 0 L (2n). The index defined in his papers is used to study of the nonlinear Hamiltonian systems with Lagrangian boundary condition. We refer the interested reader to his another paper [7] (and also the new † references in [9] ) for some more examples of studying some nonlinear Hamiltonian systems with a Lagrangian boundary condition via this index theory. Here we note that the methods of defining these two indices are different. (For more details for these indices, we refer to [11] where Y. Long et al. gave a complete study of them.) However, as C. Liu and D. Zhang pointed out on pp. 8 of [9] , the indices µ 1 (γ) and µ 2 (γ) are essentially special cases of the L-index i L (γ) for Lagrangian subspaces L 0 = {0} × R n and L 1 = R n × {0} respectively up to a constant n. Now, let us give a brief summary of our contents. In Section 1, we will review this index theory and some related topics. We firstly restate the definition of the index pair (i L 0 , ν L 0 ) for the Lagrangian subspace L 0 = {0} ⊕ R n ∈ Lag(n). Then, we can generalize this index pair to the general case (i L , ν L ), where L is any linear Lagrangian subspace of R 2n . And also, an important calculation formula for i L 0 (γ ∈ P(2n)) is given by C. Liu in Theorem 1.3, which states,
where E(a) = max{k ∈ Z | k < a}. The well-defineness of the index pair (i L , ν L ) is proved. Moreover, we will give a rough review of the indices introduced by Y. Long et al. in [11] . In Section 1, we continue to explore the properties of Lagrangian-indices with L = L 0 since L-index can be reduced to the special case L 0 -index. All of the properties are valid for the general case.
In Section 2, we present our main result about the relationship between Lagrangianindex i L 0 (γ) and the (Λ, Λ )-index iΛ 0 ,Λ 0 (γ) in Theorem 2.16.
Theorem 0.1. For any symplectic path γ ∈ P(2n), there holds
Actually, since the (Λ, Λ )-index iΛ 0 ,Λ 0 (γ) here is a variant of spectral flow, we present an explicit answer to a question about the relation between Lagrangianindex and spectral flow by an explicit formula. Moreover, we introduce some new concepts of complex symplectic theory analogous to the standard symplectic theory and study some useful fundamental properties of the spectral flow introduced in this paper.
In Section 3, we generalize our main Theorem 0.1 for arbitrary Lagrangian boundary conditions by the methods developed here and some results from Lie theory as follows.
The Maslov-type index with Lagrangian boundary conditions
In his papers [6, 7] , Chun-gen Liu established an index theory for symplectic paths starting from the identity with a Lagrangian boundary condition and developed various properties of the index theory. In this section we will give a brief review of the definition of the index pair for any symplectic path γ ∈ P(2n) with the Lagrangian boundary condition (Lagrangian-index for short). It is concerned about the following linear Hamiltonian system
where B(t), t ∈ [0, 1], is a family of continuous symmetric matrix functions and L is a Lagrangian subspace of the standard symplectic space. Suppose that γ(t) is the fundamental solution of the linear systemż(t) = JB(t)z, i.e., γ(t), t ∈ [0, 1], solves this system and satisfying γ(0) = I 2n . It assigns a pair of integers
corresponding to the symplectic path γ. In this section we will review this index theory and give some details and remarks for [6] . We refer the readers to [6] for more details on this index, [9] for C. Liu and D. Zhang's breakthrough on the the Bott-type iteration formulas and some abstract precise iteration formulas of this index theory and its applications, and the wonderful literature [10, 1] for the basic knowledge about this topic.
We start from a special case. Suppose L = L 0 = {0} ⊕ R n ⊂ R 2n which is a Lagrangian subspace of the linear symplectic space (R 2n , ω 0 ). Write a symplectic path γ(t) in the form:
where S(t), T (t), U (t) and V (t) are all n×n matrices. The n vectors coming from the column of the matrix V (t) U (t) are linearly independent and span a Lagrangian subspace of (R 2n , ω 0 ). In particular, at t = 0, this Lagrangian subspace is L 0 .
For this L 0 , define the following two subspace of Sp(2n) by
Since the space Sp(2n) is path connected and the n × n non-degenerate matrix spaces has two path connected components, one with det V > 0 and the other with det V < 0, the space Sp(2n) * L 0 has two path connected components as well. Writing Sp(2n) Sp(2n) . We denote the corresponding symplectic path space by
is called an L 0 -non-degenerate symplectic path.
We define the L 0 -nullity of any symplectic path γ ∈ P(2n) by
with the n × n matrix function V (t) defined in (1.1) .
Since the n vectors coming from the column of the matrix V (t) U (t) span a Lagrangian subspace of (R 2n , ω 0 ), we note that rank V (t) U (t) = n. So the complex matrix U (t) ± √ −1V (t) is invertible. We define a complex matrix function by
It is easy to see that the matrix Q(t) ∈ U(n), the unitary matrix for any t ∈ [0, 1]. Actually,
where M * denotes the complex conjugate of M T and the second and third equalities follow from Lemma 2.30 in [13] . Denote by
, we first adjoin it with a simple symplectic path starting from J = −M + , i.e., we define a symplectic path by
Then we choose a symplectic path
, respectively. We now define a joint path by
By the definition, we see that the symplectic path γ starting from −M + and ending at either M + or M − . As above, we define
. By Lemma 2.1, we can choose a continuous function
The above argument easily follows that the number
) ∈ Z and it does not depend on the choice of the function ∆(t) (cf. Lemma 2.4).
is described in another way. In (1.2), Q γ (t) ∈ U(n) for any t ∈ [0, 1] (here the subscript γ in Q γ (t) is to indicate the dependence of γ). By the non-degeneracy condition, we have det V (1) = 0. Suppose λ j (t) = e 2 √ −1θ j (t) are the eigenvalues of Q γ (t) for 
where E(a) := max{k ∈ Z | k < a}. 
, its L 0 -index is defined by the infimum of the indices of the nearby non-degenerate symplectic paths.
In the general case, let L be any linear Lagrangian subspace of R 2n . Now we are ready to define the index for any symplectic path γ ∈ P(2n) with L-boundary conditions. We know that Lag(n) = U(n)/O(n), which means that for any linear subspace L ∈ Lag(n) there is an orthogonal symplectic matrix P = A −B B A with A ± √ −1B ∈ U(n), the unitary matrix, such that P L 0 = L. P is uniquely determined by L up to an orthogonal matrix C ∈ O(n), the orthogonal matrix. It means that for any other choice P satisfying the conditions above, there exists a matrix C ∈ O(n) such that P = P C 0 0 C (cf. Lemma 2.31 in [13] ). We define the conjugated symplectic path γ P ∈ P(2n) by γ P = P −1 γ(t)P .
with the n × n matrix function V P (t) defined as in (1.1) with the symplectic path γ replaced by γ P , i.e.,
, the conjugated symplectic path associated with it is
For any L ∈ Lag(n), we define the following two subspace of Sp(2n) by
where V P is defined by
The space Sp(2n) * L has two path connected components as well. If we denote the two components by
We denote the corresponding symplectic path space by
we call it the L-degenerate symplectic path and otherwise, if
In fact, for anther choice P as in Remark 1.6, the conjugated symplectic path associated it is
The associated unitary matrix defined in (1.2) becomes
Q γ P (t) = [U P (t) − √ −1V P (t)][U P (t) + √ −1V P (t)] −1 = C −1 [U P (t) − √ −1V P (t)][U P (t) + √ −1V P (t)] −1 C.
2.
The relation between Lagrangian-index and spectral flow 2.1. The definition of spectral flow and its properties. 
Proof. The proof of this lemma is a little analogous to the ideas of Theorems II.5.1 and II.5.2 in [5] . Here we give the main ideas, which are divided as three steps.
Step 1 For any s ∈ [0, 1], assume that e
In fact, set open set Ω ∈ C with smooth boundary ∂Ω satisfying ∂Ω∩σ(U (t)) = ∅. Define a projection by
By the fact that range P Ω (U (t)) is just the eigenspace of U (t) in Ω and by continuity of U (t), dim range P Ω (U (t)) = const, we can obtain the claim.
, we can get a numbering of the eigenvalues. i.e.,
where θ s
Step 2 θ s 1 (t), · · · , θ s n (t) are continuous.
Step 1, we also can get a similar numbering and thus the algebraic multiplicities are l t 1 , l t 2 , · · · l t j , respectively. By the claim above, we have that for
So we can get that |θ s
Step 3 Gluing all the small intervals to get a global continuous numbering.
From above, we can get a continuous numbering in a small neighborhood for each point in [0, 1] and then by Lebesgue Lemma, we have a Lebesgue constant δ such that all the intervals with diameters smaller that δ contained in some neighborhood that obtained in the last two steps. The global continuity is assured by the local continuity in each neighborhood and the numbering is an easy thing. 
Definition 2.2. For a continuous family of unitary matrices {U
In some sense, Definition 2.2 is a generalization of this example.
Lemma 2.4. Definition 2.2 is valid, i.e., this definition is independent of the choice of
Proof. Suppose that there exists another choice ofθ 
where m k (t) is some integer. Noting here that for any t
Then by the following three useful facts
and similarly,
2π ,
Proposition 2.5 (Basic properties of spectral flow, see also Proposition 3.1 of 
(b) (Reversal) By following the notations in Lemma 2.1, we have
sf {U (t), t ∈ [0, 1]} = −sf {U −1 (t), t ∈ [0, 1]} + n k=1 δ θ k (1) 2π − δ θ k (0) 2π , where δ(x ∈ R) =    1 x is an integer, 0 x is not an integer. (c) (Homotopy invariance) Suppose U s (t) ∈ U(n), s, t ∈ [0, 1
] is a continuous family of unitary matrix, then
where M * denotes the complex conjugate of M T .
Proof. (a) follows from the definition of spectral flow 2.2 directly.
(b) It is easy to check that the eigenvalues of U −1 (t) are
. By the definition of spectral flow, we have
where E(·) is defined as in Theorem 1.3 and the last second equality applies the following useful formula, 
where the last equality follows from Property (a) (Path additivity).
(d) From the assumption, we know that for each t ∈ [0, 1], U (t) ∈ U(n) have eigenvalues 1 with the same multiplicity. Without loss of generality, we can assume the other eigenvalues θ k all belong to (0, 2π). By the definition of spectral flow, we find that the sum in (2.1) is zero.
(e) It is easy to check that U (t) andÛ (t) * U (t)Û (t) have the same eigenvalues. Then we can get the result from the definition of spectral flow directly.
2.2.
A Maslov index by spectral flow. In this subsection, we will present a Maslov index by spectral flow, in some sense, which can be viewed as a generalization of the Lagrangian-index. And for other interesting connection between various Maslov indices and spectral flow, we refer to [17, 12, 14, 15] and specially [16] , from which we have learned a lot. Above all, we introduce some new concepts and notations for complex symplectic theory similar to the (real) symplectic theory. 
Definition 2.8. (Definition 4.1 of [16]) Suppose V is a complex vector space of dimension m, andω is a sesquilinear, complex antisymmetric and non-degenerate bilinear form defined on V , i.e.,ω satisfies i)ω(x, y) is linear in x and conjugate linear in y;
iii)ω(u, v) = 0 for some u ∈ V and any v ∈ V implies u = 0. Thenω is called a complex symplectic form on V , and (V,ω) is a complex symplectic space.
Let (V,ω) be a complex symplectic space. u, v ∈ V are complex symplectically orthogonal, denoted by u⊥v, ifω(u, v) = 0. For A, B ⊂ V , define A⊥B if u⊥v for all u ∈ A and v ∈ B. Let E be a linear subspace of V . Define
Then Eω is a linear subspace of V , and (Eω)ω = E. A linear subspace E of the complex symplectic space (V,ω) is called complex Lagrangian, if E = Eω.
The most popular example is the standard complex symplectic space (C 2n ,ω) withω defined by the standardJ-symplectic matrixJ 0 ,
where u, v C denotes the standard complex inner product of u and v, i.e., u * v. Without confusion, we omit the subindex C. The corresponding complex Lagrangian subspaces of this complex symplectic space are calledJ 0 -Lagrangian subspace and the set of all these subspaces is denoted by Lag(J 0 ) for short.
When analogous definitions for complex Lagrangian subspace are adopted here for generalJ-symplectic matrices, we have the following criterion.
J) if and only if there exists a unique unitary map
and n 1 = n 2 .
Proof. Sufficiency. This follows from the definition ofJ-Lagrangian subspace by direct computation.
Necessity. From the definition, for any two vectors
we have
Then, we define a map U : C n 1 → C n 2 by U (x) = y for for any vector x y ∈ Λ.
We claim that the domain and range are C n 1 and C n 2 , respectively. Actually, we assume that
Take x ∈ D ⊥ and then, from the definition of D, it follows x 0 ∈ Λω = Λ by a simple computation as above. Thus we have x = 0, i.e., D ⊥ = {0} and similarly R ⊥ = {0}. So far, we have proved the claim. Furthermore, the map U is bijective and n 1 = n 2 .
Thus, assume that Λ is represented as
is an invertible matrix. Then, for any x, y ∈ C n , it follows
By the arbitrariness of x and y, we get U * U = I.
Remark 2.10. Here there is a natural question: how can we generalize these concepts and ideas to manifold to obtain a meaningful complex symplectic geometry?
Henceforth, we assume that n 1 = n 2 = n and denote the corresponding unitary matrix of aJ-Lagrangian subspace Λ byŨ Λ . Due to this property, we can introduce a new Maslov index for a pair ofJ-Lagrangian paths.
Definition 2.11. For a pair of continuousJ-Lagrangian paths
Λ 1 (t), Λ 2 (t) ∈ C([0, 1], Lag(J)), define a Maslov index by (2.3) Mas{Λ 1 (t), Λ 2 (t)} := sf {Ũ Λ 1 (t)Ũ −1 Λ 2 (t) , t ∈ [0, 1]}, whereŨ Λ j (t) , j = 1, 2
, is the corresponding unitary matrix of Λ j (t) obtained in Lemma 2.9.
We need a unitaryJ-symplectic matrix P satisfying P * JP =J. It is easy to check that
is suitable. Unless mentioned, we denote this matrix by P henceforth.
For convenience, we introduce a new complex symplectic space (C 2n ,ω C ) with complex symplectic formω C defined as,
The set of all corresponding complex Lagrangian subspace is denoted by Lag(J).
where J is the standard (real) symplectic matrix defined as in Section 0 and all the 2n × 2n J-symplectic matrices form a subgroup of L(C 2n ) denoted by Sp(J) and called the J-symplectic group.
Lemma 2.12. (a) If a complex Lagrangian subspace Λ ∈ Lag(J), then P * Λ ∈ Lag(J); And conversely, if a complex Lagrangian subspaceΛ ∈ Lag(J), then PΛ ∈ Lag(J).
Proof. (a) There are two approaches to this claim. One is the direct use of the definition:ω
and in addition dim P * Λ = n. The other is to check that Λ can be represented as Gr(U ), where U is an invertible matrix with U * = U and by a simple computation,
By the result U * = U , we have
So the criterion Lemma 2.9 implies P * Λ ∈ Lag(J). The converse can also be obtained by these two approaches.
(b) It can be easily obtained by a simple computation from the definition.
From this Lemma, it is obvious that Lag(J) and Lag(J), Sp(J) and Sp(J) are isomorphic, respectively. We will follow the notations in this Lemma henceforth. For example,Λ andM denote P * Λ and P * M P , respectively, etc. It is obvious that
Proposition 2.13. (i) If Λ ∈ Lag(J) and Ψ ∈ Sp(J), then ΨΛ ∈ Lag(J).
(
ii) For any twoJ-Lagrangian subspaces Λ, Λ ∈ Lag(J) there exists a unitarỹ
J-symplectic matrix Ψ ∈ Sp(J) ∩ U(2n) such that Λ = ΨΛ.
Ψ is uniquely determined by Λ up to a unitary matrix C ∈ U(n), i.e., for any other choice of Ψ satisfying the conditions above, there exists a unitary matrix C ∈ U(n) such that
Proof. (i) is obvious by the definition ofJ-symplectic matrix 2.6 andJ-Lagrangian subspace.
(ii) By Lemma 2.9, Λ can be written as x U x x ∈ C n and thus Ψ can be chosen as
for Λ =Λ 0 . Then Lemma 2.7 (b) proves the lemma.
Denote by
the set of all continuousJ-symplectic paths starting from identity.
Propostion 2.14 (J-symplectic invariance, see also Corollary 4.1 of [16]). For any γ(t) ∈ P(J) and Λ(t), Λ (t) ∈ C([0, 1], Lag(J)), there holds

Mas{γ(t)Λ (t), γ(t)Λ(t)} = Mas{Λ (t), Λ(t)}.
Proof. Firstly, we claim that it suffices to prove
Mas{γ(1)Λ (t), γ(1)Λ(t)} = Mas{Λ (t), Λ(t)}.
In fact, by Definition 2.11,
i.e., we can prove
Mas{γ(t)Λ (t), γ(t)Λ(t)} = Mas{γ(1)Λ (t), γ(1)Λ(t)}.
Here M γ (1) . Supposing that the eigenvalues ofŨ Λ (t)Ũ −1
where the last second equality follows from
Actually, by the fact
Thus by the Property Zero of spectral flow (cf. Proposition 2.5(d)), we can obtain this claim.
Next, we prove Mas{M Λ (t), M Λ(t)} = Mas{Λ (t), Λ(t)}.
Actually,
where the first equality follows from the Property Homotopy invariance of spectral flow (cf. Proposition 2.5(c)) and the second equality follows from
by the same reasoning of (2.6).
2.3.
An explicit formula about Lagrangian-index and spectral flow. Let us introduce a new index by the Maslov index in Definition 2.11 with respect to a pair of continuousJ-symplectic Lagrangian subspaces and a continuousJsymplectic path in Sp(J).
By Proposition 2.13(i), it is well-defined. Using PropertyJ-symplectic invariance of the Maslov index (cf. Proposition 2.14), we can reduce the (Λ, Λ )-index to the special case (Λ 0 ,Λ 0 )-index. In fact,
where Ψ(t) and Ψ (t) are the unitaryJ-symplectic path satisfying Λ(t) = Ψ(t)Λ 0 and Λ (t) = Ψ (t)Λ 0 (cf. Proposition 2.13(ii)), andγ(t) Ψ (t) −1γ (t)Ψ(t). And the last second equality follows from the PropertyJ-symplectic invariance of the Maslov index.
Next, we show that Mas{γ(t)Λ 0 ,Λ 0 } is independent of the choice of Ψ(t) and Ψ (t). In fact, for another choice of Ψ 0 (t) and Ψ 0 (t) satisfying
where C(t), C (t) are unitary paths as in Proposition 2.13(ii) and
we haveγ
Since C (t) −1Ũγ (t)Λ 0 (t) C (t) does not change the eigenvalues ofŨγ (t)Λ 0 (t) , we obtain the independence by the definition of Maslov index.
In the end of this section, we give the main result of this paper.
Theorem 2.16. For any symplectic path γ ∈ P(2n), there holds
Recall that L 0 = {0} ⊕ R n andΛ 0 is given by (2.5) .γ denotes P * γP where P is given by (2.4) .
Proof. Write γ(t) S(t) V (t) T (t) U (t)
as in (1.1). Suppose λ j (t) = e 2 √ −1θ j (t) are the eigenvalues of Q γ (t) for j = 1, 2, · · · , n, where
as in (1.2). Using the result and notations in Theorem 1.3, we have
where the first and second equalities follow from Theorem 1.3 and the formula (2.2) respectively.
Remark 2.17. The critical third equality can also be obtained by the first equality, Proposition 2.5 (b)(Reversal), γ(0) = I and the fact that the total algebraic multiplicities of eigenvalues is n. In fact,
i L 0 (γ) = n j=1 E θ j (1) − θ j (0) π = n j=1 θ j (1) π − δ θ j (1) π − θ j (0) π = − n j=1 − θ j (1) π − − θ j (0) π + n j=1 δ θ j (1) π − 1 − n j=1 δ θ j (1) π = − n j=1 − θ j (1) π − − θ j (0) π − n.
A new index with arbitrary boundary conditions
We generalize our main theorem to arbitrary Lagrangian boundary conditions by the methods developed in the previous section and some results from Lie theory.
3.1. The index theory with arbitrary boundary conditions. On the basis of the Lagrangian-index mentioned above, we develop a new index which is suitable to study a more general case, that is, to study the following linear Hamiltonian system with arbitrary Lagrangian boundary conditions
where B(t), t ∈ [0, 1], is still a family of symmetric matrix functions, and L 1 ∈ Lag(n) is an arbitrary Lagrangian subspace of R 2n .
Suppose that γ(t) is the fundamental solution of the linear Hamiltonian systeṁ (2n)) is a symplectic path with γ(0) = I 2n and write it in the form
, where S(t), T (t), V (t) and U (t) are all n × n matrices. It is easy to see that the n vectors coming from the column of the matrix V (t) U (t) are linear independent and they span a Lagrangian subspace of (R 2n , ω 0 ).
For the linear Lagrangian subspaces L 0 and L 1 , there exists an orthogonal symplectic matrix P such that P L 0 = L 1 and P has the form P = A −B B A with A ± √ −1B ∈ U(n), the unitary matrix. So
Here P is uniquely determined by L 0 and L 1 up to an orthogonal matrix C ∈ O(n), where O(n) denotes the orthogonal n × n matrix group. (cf. Lemma 2.31 in [13] .) Moreover, the symplectic group is a Lie group and its Lie algebra is
It is easy to see that Je tM = e −tM T J, where M T denotes the transpose of the matrix M . Hence for any symplectic matrix N ∈ Sp(2n), we have 
(t) B(t) −B(t) A(t) with A(t) ± √ −1B(t) ∈ U(n).
The above Lagrangian path determines a unique unitary matrix path
But the matrix M is not unique sinceM := M + 2kπJ ∈ sp(2n) also satisfies eM = P and we get another symplectic path γ k (t) = e t(M +2kπJ) with R k (t) = e 4kπt R 0 (t).
Proposition 3.1. Let γ 0 (t) = e tM and γ k (t) = e t(M +2kπJ) be the two symplectic paths with the same end points. Then we have
Proof. Let us follow the notions as in paper [6] . Then
By the fact γ k (t) = e 2kπJt γ 0 (t), we have
By Theorem 3.3 of [6] , we get the result (3.2).
From Proposition 3.2, since i L 0 (I 2n ) = −n, we choose a unique matrix M in the set
In the rest, we always fix such a matrix M ∈ Θ.
Definition 3.2. For any symplectic path γ(t) = S(t) V (t)
In fact, ν
(γ) is just the dimension of the solution space of the problem (3.1). Let x = (p, q) ∈ R n × R n be a solution of (3.1). Then it satisfies x(t) = γ(t)x(0). Suppose (0, v) ∈ {0} × R n and P (0, v ) = (p, q) for some (0, v ) ∈ {0} × R n . Hence by the equality
The definition is well-defined. Since for another P satisfies the condition we have
where
Definition 3.4. For the symplectic path γ ∈ P(2n), we use the
is, it is independent of the choice of the matrixes M and P . We just need consider how to ensure the independence of the choice of the orthogonal symplectic matrix P . For the other choice P , there is an orthogonal matrix C ∈ O(n) such that P = P C 0 0 C . We divide our work into two steps.
Step 1. If det C = 1, then
The symplectic path exp −tM
by the homotopy
Step 2. If det C = −1, then
, with det C = 1.
By
Step 1, we only need to suppose that
In this case, the symplectic paths e −tπJ e −tM γ(t) and e −tM γ(t) satisfy Generally, we consider the following Hamiltonian system
where L and L 1 are two arbitrary Lagrangian subspaces in R 2n . We also can find an orthogonal symplectic matrix O satisfying OL 0 = L and thus define a new symplectic path
where 
and thus the definition is independent of the choice of the matrix O.
We claim that this definition is independent of the choice of the matrix O ∈
Sp(2n) ∩ O(2n). Since for another matrix
3.2. Some properties of our new index. Our new index defined in Subsection 3.1 has many properties which are similar to the Lagrangian-index developed by C. Liu. For convenience, we first briefly list some results in the paper [6] . In the paper [8] , the authors obtained many more results by using the methods of Galerkin approximation and the saddle point reduction. First we give some necessary definitions for the statement. (ii) For two symplectic matrices of the square block form
the symplectic direct sum of M 1 and M 2 is defined by
In his paper [6] , C. Liu also proved the following important result.
(ii) For two symplectic paths γ j ∈ P(2n j ), j = 1, 2, with n 1 + n 2 = n, there holds
where L 0 = {0} ⊕ R n 1 and L 0 = {0} ⊕ R n 2 .
(iii) For two symplectic paths γ j ∈ P(2n j ), j = 1, 2 with γ 1 (1) = γ 2 (1), it holds i L 0 (γ 1 ) = i L 0 (γ 2 ) if and only if γ 1 ∼ L 0 γ 2 with fixed endpoints.
(iv) For two symplectic paths γ j ∈ P(2n j ), j = 1, 2, if γ 1 ∼ L 0 γ 2 , there holds
(v) For any symplectic path γ ∈ P(2n), there holds
where E(a) = max{k ∈ Z | k < a}.
Now we list some properties of our new index below. Since we use the Lagrangianindex to define the new index and the fact that e −tM γ(t) is the fundamental solution ofẋ = JBx(t), whereB = JM + e −tM B(t)e tM , these properties of the new index are very similar to those of the Lagrangian-index. Here we just consider the case L 0 = {0} R n . Proposition 3.11 (Symplectic additivity). For two paths γ j ∈ P(2n j ), j = 1, 2, with n 1 + n 2 = n, there holds which are both orthogonal symplectic matrices.
Letγ 1 (t) = e −tM 1 γ 1 (t) andγ 2 (t) = e −tM 2 γ 2 (t). Then from our definition of the (L 0 , L 1 )-index, we have i
As before, we denote by γ 1 (t) and γ 2 (t) two symplectic matrices of the square block form, that is, γ i (t) = S i (t) V i (t) T i (t) U i (t) 2n i ×2n i for i = 1, 2.
Then by direct computation, we see that
=(e −tM 1 γ 1 (t)) (e −tM 2 γ 2 (t))
=(e −tM 1 e −tM 2 )(γ 1 γ 2 ).
Hence the definition of (L 0 , L 1 )-index implies i
Proposition 3.12 (Homotopy invariant). For two path γ j ∈ P(2n), j = 0, 1, it
where γ 0 ∼ 
whereṼ (t) = A T (t)V (t)+B T (t)U (t) andŨ (t) = −B T (t)V (t)+A T (t)U (t)). Here e tM = A(t) −B(t) B(t) A(t) and γ(t) = S(t) V (t) T (t) U (t) .
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