In this paper we study the homogenization of monotone diffusion equations posed in an N -dimensional cylinder which converges to a (one-dimensional) segment line. In other terms, we pass to the limit in diffusion monotone equations posed in a cylinder whose diameter tends to zero, when simultaneously the coefficients of the equations (which are not necessarily periodic) are also varying. We obtain a limit system in both the macroscopic (one-dimensional) variable and the microscopic variable. This system is nonlocal. From this system we obtain by elimination an equation in the macroscopic variable which is local, but in contrast with usual results, the operator depends on the right-hand side of the equations. We also obtain a corrector result, i.e. an approximation of the gradients of the solutions in the strong topology of the space L p in which the monotone operators are defined. © 2012 Elsevier Masson SAS. All rights reserved.
Introduction
We consider in this paper the homogenization, when the coefficients vary, of monotone problems posed in a cylinder of R N with fixed length and small diameter. In this problem, the Neumann boundary condition in the lateral boundary I × (ε∂ω) is crucial, while changing the Dirichlet boundary condition on the bases ∂I × (εω) (as far as an H 1 a priori estimate is conserved) does not affect the limit equation.
A problem similar to (1.1), but where the operators are linear, F ε ≡ 0, N = 3, and Ω ε is a cylinder of fixed basis ω ⊂ R 2 and small height (which therefore converges to the two-dimensional set ω) has been considered in [4] and [10] (see also [9] for the elasticity problem). In this case, the limit problem, which is posed in the two-dimensional limit domain ω, has a structure which is similar to the structure of the problem posed in Ω ε . This will also be the case for problem (1.1), whose limit is posed on the one-dimensional domain I , but, in contrast with usual results, the corresponding operator will depend on F .
In order to study the homogenization of (1.1), we perform the change of variables (x 1 , x ) = (x 1 ,x /ε), which transforms Ω ε in Ω as it is usual in the study of the behavior of solutions of partial differential problems posed in thin domains (see e.g. [2, 4, 5, [9] [10] [11] [12] [13] [14] [17] [18] [19] 22, 23, 25] ). Defining u ε by u ε (x 1 , x ) =ũ ε (x 1 , εx ), problem (1.1) is then transformed into a new problem which can be written in the variational form: 
When A ε = A is fixed, it has been proved in [17] (see also [18, 19] for the elasticity problem) that (u 0 , u 1 , ∇ x v 1 ); in this problem both the macroscopic and microscopic variables x 1 and x appear. One can then wonder whether, when A ε depends on ε, there exist a subsequence of ε, still denoted by ε, and a Carathéodory function A : Ω × R N → R N satisfying the same conditions as A ε , such that for every f ∈ L p (Ω) and every F ∈ L p (Ω) N , the limit (u 0 , u 1 ) of the solutions u ε of (1.1) is the solution of (1.4). We show in the present paper that this is not the case. In contrast we prove (Theorem 3.1 below) that the limit of (1. where A is no more a Carathéodory function A : Ω × R N → R N , but a nonlocal Carathéodory operator A : N , which is measurable in the first variable and continuous in the two other ones (where ∇ W 1,p (ω) denotes the space of the derivatives ∇ x v of functions v ∈ W 1,p (ω)), but such that for a.e. x 1 ∈ I , the function
A similar effect has been obtained in [6] for the homogenization of elliptic periodic equations of the type − div A(x, x ε )∇u ε . Eliminating u 1 in function of u 0 in the system (1.5), we obtain a local equation for u 0 , namely 6) where now a F : I × R → R is a Carathéodory function, but which depends on the (N − 1)-last entries F of the right-side F of (1.3). Thus, problem (1.6) is not sufficient for studying the effect of the right-hand side F on the solutions of (1.3), and we must remain with (1.5) for this study. In addition to searching for the limit problem of (1.1), we are also interested in the present paper in obtaining a corrector result for (1.1). Our main result in this direction essentially establishes (see Theorem 3.8 below for the precise formulation) the existence of a (sub-)sequence of nonlocal operators P ε : N . Let us emphasize that here again the corrector P ε is nonlocal.
In Section 4 below we prove that when A ε does not depend on x 1 , the operator A and the corrector P ε are actually local (other assumptions which also provide a local operator A can be found in [8, 13, 14] ). In contrast, we show in Section 5 by means of two (periodic in x 1 ) examples that even if A ε does not depend on x , the operator A is nonlocal.
Let us conclude this introduction by pointing now that we consider in the present paper the case of cylinders with fixed length and small diameter with Neumann boundary condition on the lateral boundary. Analogous results can be obtained by the same proofs in the case of cylinders with fixed bases and small height with Neumann boundary conditions on the two bases.
Notation and preliminaries
We consider an integer number N 2. The vectors x of R N will be decomposed as x = (x 1 , x ), with x 1 ∈ R, x ∈ R N−1 . The vectors of R N−1 will be considered as elements of R N by identifying x ∈ R N−1 with (0, x ) ∈ R N . We define M N as the space of matrices of order N . We denote by e 1 ∈ R N the vector (1, 0). The N -dimensional measure of a set B ⊂ R N will be denoted by |B|, while the (N − 1)-dimensional measure of a set D ⊂ R N−1 will be denoted by |D| N−1 .
If X is a normed space and X its dual, we denote by x , x the duality pairing between x ∈ X and x ∈ X. 
. We use the index to denote periodicity, for example C ∞ ( [0, 1] ) is the space of the functions of C ∞ (R) which are periodic of period 1.
For a bounded smooth connected open set ω ⊂ R N−1 and a bounded interval
In what follows, we consider a sequence of Carathéodory functions
for every ξ, ζ ∈ R N , a.e. x ∈ Ω. We will assume that there exist p ∈ (1, +∞), α > 0, β > 0, σ ∈ (0, min{1, p − 1}) and h 1 , h 2 ∈ L 1 (Ω), h 1 , h 2 0, such that for every ξ, ζ ∈ R N and a.e. x ∈ Ω, we have
3) 
Reciprocally, if A ε satisfies (2.1), (2.2), and if there existβ > 0, σ (2.5) and is such that for every ξ, ζ ∈ R N and a.e.
Reciprocally, if A ε satisfies (2.1), (2.6), and (2.7) for someᾱ > 0, 
Classes of Carathéodory functions satisfying assumptions slightly more general than (2.1), (2.2) or (2.3), and (2.4) have been introduced in Section 7 of [7] , where observations similar to the ones made in the above Remarks 2.2 and 2.1 can also be found.
As it was done in [7] , we prefer here to impose (2.1), (2.2) or (2.3), and (2.4) in place of the more classical assumptions (2.1), (2.2) or (2.7), and (2.6), because the assumptions written in the first form are stable by homogenization (see Theorem 3.1 below).
We denote by
We denote by C a generic positive constant, which only depends on p, N , α, β, σ , h 1 , h 2 , |ω| and |I | and can change from a line to another one.
Our aim is to study the asymptotic behavior of the solutions u ε of
where f ∈ L p (Ω), F ∈ L p (Ω) N (we will see later that the boundary condition u ε ∈ W 1,p Γ (Ω) is not very important). As we already said in the Introduction, problem (2.12) is equivalent to (1.1) withf ε andf ε given by (1.2).
Taking u ε as test function in (2.12) and using Poincaré's inequality, we deduce that the solutions u ε of (2.12) satisfy
In what follows, we will use the following lemma (see [17] ).
) and a subsequence of u ε (still denoted by u ε ) such that
(2.14)
Homogenization
In this section we perform the homogenization of (2.12). The main result of the present paper is contained in the following theorem which describes the asymptotic behavior of the solutions of (2.12).
Theorem 3.1. There exist an operator
we have
Moreover, the functions u 0 , u 1 , f and F are related by
The operator A also satisfies the following properties:
The application
Denoting byÊ :
we have for every
(3.14)
Remark 3.2. The properties (3.9), (3.12), (3.13) and (3.14) imply the existence of h 0 ∈ L 1 (I ) and C > 0, such that for every s 1 , s 2 ∈ R, ψ 1 , ψ 2 ∈ W 1,p (ω) and a.e. x 1 ∈ I , the operator A satisfies
(3.16) Remark 3.3. Thanks to (3.8), (3.9) and (3.14), we deduce that for every
) which appears in (3.6), (3.7) has a meaning as a function of L p (Ω) N .
Remark 3.4.
Observe that in Theorem 3.1 the sequence u ε is not supposed to vanish on Γ . Thus, the boundary condition in Γ is not important in the homogenization result, for example, it can be substituted by a Neumann condition.
Eliminating u 1 from (3.7), Theorem 3.1 gives in particular the problem satisfied by the limit u of the sequence u ε of solutions of (2.12). This is given by
Corollary 3.5. We consider the subsequence of ε and the operator
We also introduce U : 
e. x 1 ∈ I , the limit problem of (2.12) is local in x 1 . In particular, defining a 0 :
This is similar to the homogenization result given in [10] for the case of a plate.
In addition to Theorem 3.1, we also have a corrector result for the sequence of solutions u ε of (2.12). This is given by Theorem 3.8 below, first we need to give the following definition. Definition 3.7. We consider the subsequence of ε and the operator A given by Theorem 3.
We then define P ε :
Theorem 3.8. We consider the subsequence of ε and the operator A given by Theorem 3.1. Then, there exist a constant 
) 
However, we do not know if P ε is a Carathéodory function and thus
is not well defined.
Proof of the results of Section 3
The proof of our results is an adaptation of L. Tartar's method (see [20, 24] ). We start with the following result.
We assume that there exist
Then, T , S satisfy the following properties
For a.e. x 1 ∈ I , we have
28)
For every ϕ ∈ C 1 c (I ), we have 
Passing to the limit in this equality, we get
By density, this equality holds for every 
Passing to the limit in this equality thanks to the Rellich-Kondrachov compactness theorem and taking into account (3.26), we conclude
Analogously, we can prove
From (3.31) and (3.32), we deduce (3.30). Taking in (3.30) w ε = 0 and u ε = 0 respectively, we also have for every
We take ϕ ∈ C 1 c (I ), ϕ 0. If p 2, the lower semicontinuity of the norm for the weak convergence, (2.2) and (3.30) prove
Analogously, if 1 < p < 2, using (2.3) in place of (2.2), we get
Since Ω = I × ω, these inequalities prove (3.27) and (3.28) respectively. To prove (3.29), we take ϕ ∈ C 1 c (I ), ϕ 0 a.e. in I , then, by (3.33), (3.34) and (3.30), we have
This implies (3.29), by Ω = I × ω and the arbitrariness of ϕ. 2
As a consequence of Lemma 3.10 we can now prove Theorem 3.1.
Proof of Theorem 3.1. We use L. Tartar's method (see [20, 24] 
We denote by u λ ε ∈ W 1,p (Ω)/R, the solution of
So, since Λ is countable, we can use Theorem 2.3 to deduce the existence of a subsequence of ε still denoted by ε, (u λ 0 , u λ 1 ) ∈ X and σ λ ∈ L p (Ω), such that for every λ ∈ Λ, we have
From (3.26), for every λ ∈ Λ we have
Moreover, for every λ 1 , λ 2 ∈ Λ and a.e. x 1 ∈ I , inequalities (3.27) and (3.29) prove 
Taking 1 ), and using (3.39), we easily get
From (3.40), (3.41), (3.42), (3.36) and the theory of monotone operators (see [15, 16] ), we deduce the existence of two applications L :
We are now in a position to define A. For s ∈ R, we denote by φ s : I → R the function φ s (x 1 ) = sx 1 , for every (φ s , ψ) )(x 1 , .) From (3.36) and (3.38), the operator A satisfies (3.12), (3.13) and (3.14).
We consider u ε ∈ W 1,p (Ω), such that there exist N , which satisfy (3.1), (3.2), (3.3), (3.4) and (3.5). Since A ε (x, D ε (u ε )) is bounded in L p (Ω) N , there exist a subsequence ε * of ε and T ∈ L p (Ω) N such that A ε * (x, D ε * (u ε * )) converges weakly in L p (Ω) N to T . From (3.29), for every λ ∈ Λ and a.e. x 1 ∈ I , we have
So, taking for (s, ψ) ∈ R × W 1,p (ω) a sequence λ n ∈ Λ which converges to L −1 (φ s , ψ) in X , writing (3.43) for λ n , and passing to the limit in n, we get
for a.e. x 1 ∈ I . This implies
Thus, it is not necessary to extract the subsequence ε * of ε, and (3.6) holds. Statement (3.7) is deduced from (3.26). To complete the proof of Theorem 3.1 it only remains to prove (3.9). This holds using that by (2.1), the functions u ε = 0, u 0 = 0, u 1 = 0, f ε = f = 0 and F ε = F = 0 satisfy (3.1), (3.2), (3.3), (3.4) and (3.5). Thus, (3.6) gives (3.9). 2
Proof of Corollary 3.5.
It is enough to observe that (3.7) implies for a.e.
Proof of Theorem 3.8. Let us only prove the case p ∈ [2, +∞). The case p ∈ (1, 2) is analogous.
We consider s ∈ R, ψ ∈ W 1,p (ω) and l, k ∈ (b, d) with l < k. From Theorem 3.1, we deduce that
From (2.2), (3.30) and (3.16), we deduce that for every ϕ ∈ D(I ) with ϕ χ (l,k) , we have lim sup
If now Ψ is as in the statement of Theorem 3.7, we write the above inequality for l = i j −1 , k = i j , s = s j , ψ = ψ j , 1 j m, adding in j and using the Hölder inequality, we obtain lim sup
This proves (3.18) .
If u ε is zero on Γ or if (3.5) holds for every v ∈ W 1,p (Ω), then, we do not need to take ϕ with compact support above. So, in this case, we can take
A case where the limit problem is local
Assuming that the sequence of functions A ε (x, ξ ) does not depend on x 1 , we prove in this section that the limit problem of (2.12) is local. This is given by the following result. 
In particular, A does not depend on x 1 and (3.7) can be written as
Moreover, denoting byĚ :
for every ξ, ζ ∈ R N , and a.e. x ∈ ω, the function A is such that for every ξ, ζ ∈ R N and a.e. x ∈ ω, we have
The corrector result given in Theorem 3.8 can also be improved in the following way.
Definition 4.2.
We assume that the functions A ε do not depend on x 1 and we consider the subsequence of ε and the function A given by Lemma 4.5. We define 
Proof of the results of Section 4
We start with the following lemma which can be proved reasoning similarly to Lemma 3.10.
Lemma 4.4. We assume that the functions A ε (and then
(4.14)
The functions T and S satisfy the following inequalities a.e. in ω
if p ∈ [2, ∞), and
Using this lemma we can also prove the following result reasoning similarly to the proof of Theorem 3.1. 
21)
and satisfies
is the H -limit (see [20] ) of the sequence
Proof of Theorem 4.1. We consider the subsequence of ε given by Lemma 4.5, extracting a subsequence if necessary, we can assume that Theorem 3.1 holds. For s ∈ R, we take φ s (
Moreover, we have
with F 1 = 0 and F = A (se 1 + ∇ x ψ). Then, from Theorem 3.1, we also deduce
By (4.24), we get
This proves (4.1). Since this equality defines the operator A, we deduce that the sequence given in Theorem 3.1 can be taken as the subsequence given in Lemma 4.5, without extracting any subsequence. 2
.
Taking in this inequality
This proves (4.10). To obtain (4.9), it is enough to use
, and then to use the previous inequality with E converging to D 0 (u 0 , u 1 ). 2
Some examples with nonlocal limit
In the previous section, we have shown that if the functions A ε do not depend on x 1 , the limit problem of (2.12) is local. We show here that this assertion is not true when A ε depends on x 1 even, if they do not depend on x . For this purpose, we consider a function A ∈ L ∞ (0, 1; M N ), such that there exists α > 0, which satisfies
Then, we consider the homogenization problem 
can be performed using the same arguments which we will use here, but this complicates the exposition and it is not necessary for our purpose.
To perform the homogenization of (5.2), we will use the two-scale convergence method of G. Nguetseng and G. Allaire (see [1, 21] ). The following is the definition of the two-scale convergence adapted to our problem. 
Analogously to the well known two-scale compactness theorem for a sequence which is bounded in H 1 (Ω) (see [1, 21] ), we can prove in our case the following lemma.
Lemma 5.4. We consider a sequence
and we assume ∃ lim
Then, for a subsequence (still denoted by u ε ), we have:
Remark 5.5. In view of (5.6) and of Theorem 2.3, for a subsequence, there exists a function
This function u 1 appears in (5.10) in the case iii), while in the cases i) and ii), the functions u 1 are given in terms of the functionsû 1 by 
(5.14)
Proof. We only prove the case λ = 0, the cases λ ∈ (0, +∞) and λ = +∞ are similar. We consider a subsequence of ε,
where r ε and R ε converge strongly to zero in L 2 (Ω) and L 2 (Ω) N respectively, we get
where O ε tends to zero. Using (5.8) to pass to the limit in this equality we deduce
for every ϕ 0 ,φ 0 ,Û 0 ,φ 1 andÛ 1 , as above. By linearity and density, this implies that u 0 ,û 0 andû 1 are the solutions of (5.12), and then, by uniqueness, that it is not necessary to extract any subsequence. 2
Remark 5.7. When λ ∈ (0, +∞), Theorem 5.6 can be deduced from the results obtained in [22] (in [22] F = 0, but to assume F = 0 does not make the problem more difficult). Other homogenization results for thin structures with periodic coefficients can be found in [2, 3, 5, 11] .
Remark 5.8. For λ = 0, the above theorem means that the asymptotic behavior of u ε is as if we consider δ ε = δ fixed, and we take the limit first in ε and then in δ, i.e. as we make first the reduction of dimension and then the homogenization. It is possible to obtain a general result in this direction assuming that the frequency of the oscillations in x 1 is smaller than 1 ε . Specifically, the following result holds: Assume A ε satisfying the assumptions in Section 2 and such that
For f ∈ L p (Ω) and F ∈ L p (Ω) N , we define u 0,ε , u 1,ε as the solutions of
Then, we have
where u ε is the solution of (2.12). This reduces the homogenization of (2.12) to the homogenization of (5.15). We will not prove this result because we will not use it. When λ ∈ (0, +∞), Theorem 5.6 means that the reduction of dimension and the homogenization hold simultaneously.
When λ = ∞, Theorem 5.6 means that we can perform first the homogenization and then the reduction of dimension. Clearly in this case the problem for u 0 and u 1 is local. We will see that the other two cases give nonlocal problems in general. Namely we give two examples, with λ = 0 and λ = 1 in which the limit problem of (2.12) is nonlocal.
In the two examples we assume N = 2, ω = (0, 1), and we set x = x 2 .
Example 1
, a. 
as the solution of (5.12) and u 1 by (5.11). We know that if u ε is the solution of (2.12) then (2.13), (2.14) hold. Taking in (5.12), v 0 = 0,v 0 = 0, we deduce
Using now v 0 = 0 andv 1 = 0 in (5.12) we deduce that there exists a function r ∈ L 2 (I ) such that
Taking in this expression the value of ∂ x 2û 1 given by (5.19), we get
Thus, we have
Integrating this equality with respect to y 1 and using thatû 0 is periodic with respect to y 1 , we easily deduce
which substituted in (5.20) proves 
Example 2
We take δ ε = ε, ω = (0, 1), and we define A ∈ L ∞ ((0, 1), M 2 ) by
, a.e. in (0, 1), (5.25) with γ ∈ L ∞ (0, 1), such that for some α > 0, we have γ > α a.e. in R. Proof. For f ∈ L 2 (Ω) and F ∈ L 2 (Ω) 2 , we define u 0 ,û 1 as the solutions of (5.13) with λ = 1 and u 1 by (5.11). We know that if u ε is the solution of (2.12) then (2.13), (2.14) hold. 
