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We present an approach to automatically transform 
a financial text into conceptual graph formalism.  The 
approach exploits the constituent structure of 
sentences and general English grammar rules to 
perform the transformation. We suggest face validation 
and traces as the evaluation method to be performed 
on the resulting formalism to validate its accuracy.  We 
also discuss the potential manipulation and 





Natural language text are flooding out the repository 
of world knowledge to a greater extend as opposed to 
structured databases.  The great challenge in this area is 
to represent text into a more reliable representation to 
facilitate future retrieval and processing.  Most 
previous work in this field focuses on vector 
representations, which has a statistical basis and 
represents words in isolation ignoring the sequence in 
which the words occur [1].  
Researchers in the field are beginning to give 
importance on a richer representation scheme, which is 
proven to yield promising results. Following these 
developments, a number of network languages were 
employed to model the semantics of natural language 
and other domains.  In our research we utilize 
conceptual graph [2], a particular network language 
proposed by John F. Sowa and show how this 
formalism may be used to represent meaningful 
knowledge from financial text. 
The nature of financial text is different from the 
natural conversational language.  It contains variety of 
morphologies and synonyms. However, the financial 
terms and jargons of the domain are normally repeated 
through out the text. This gives an advantage to the 
process of analyzing them.  Besides that, further 
empirical observation on the financial text reveals that 
there are rare cases of semantic ambiguities occurring 
and the words and phrases in the text can be classified 
into limited number of groups.  These groups follow a 
specific syntactic pattern similar to general grammar 
rule. Therefore, we have incorporated the grammar rule 
in the process of transforming the sentence structure of 
financial text into graphical knowledge representation 
scheme.  This grammar rule is explained detailed in 
section 3.2 of this paper.   
As a possible solution for the discussed research 
problem, this work is concerned on the efficient 
representation of financial text using conceptual 
graphs.  The remainder of the paper is structured as 
follows. The details regarding conceptual graph  
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formalism is explained in Section 2. Some related 
works are also presented in this section.  Section 3 
discusses the approach used to generate the conceptual 
graphs. Validation of the conceptual graphs is 
described in Section 4.  Section 5 and 6 describe the 
discussions and conclusion respectively.     
 
2. Conceptual graph formalism and related 
works 
 
Conceptual Graphs (CG) are finite, connected, 
bipartite (Involving two elements: concepts and 
relations) graphs. A graph is comprised of a set of 
vertices or nodes and edges.  As a contrary to other 
network languages, the edges are not labeled.  These 
edges can be weighted to show its importance and to 
facilitate further manipulation of the graphs but in this 
work we favor simple graphs because it is sufficient 
enough to efficiently represent the problem domain.   
In our work the CG represents relations between 
words.  The vertices represent either concepts or 
conceptual relations and the edges are connections 
between them.  The advantages of using conceptual 
graph formalism are first, it simplifies the 
representation of relations of any arity compared to 
other network language that used labeled arc.  Second, 
its expressions are similar to natural language.  Third, 
they are adequate to represent accurate and highly 
structured information beyond the keyword approach 
[3] and fourth, both semantic and episodic association 
between words can be represented using CGs [2].   
Karalopoulos et al.  [4] presents a simple method of 
creating a general form of CG and processing 
geographic text to match that general form.  As a result 
they have generalized the geographic text into uniform 
CG to be used for further processing. The nature of the 
geographic text makes the method presented in their 
work feasible.  Hensman & Dunnion [5] used CG 
representation for indexing XML documents.  The 
information about the index is embedded as a meta-tag 
in the document. They have presented a two step 
approach; identifying semantic roles of sentences then 
using the role together with semi-automatically 
compiled domain specific knowledge to construct CGs.  
The accuracy of their work depends on the existence of 
words in the linguistic resources that they used.   
To summarize, graph based representation are 
versatile and flexible. It is suitable for a wide range of 
problems in natural language processing, information 
retrieval and text mining.  There are various other 
works that have used CG representation to capture the 
structure and semantic information contained in free  
 
text [6-10].  Like numerous other researchers, we are 
convinced that the financial text can be efficiently 
represented using conceptual graph formalism.  
 
3. Representation of financial text as 
conceptual graphs 
 
This section describes how the financial texts were 
transformed into CGs.  Figure 1 illustrates the 




















Figure 1. Process of transforming text into 
conceptual graphs 
 
The process begins with the collection of financial 
texts being parsed by the parser. Additional financial 
terms were incorporated during parsing. The results 
from the parser which is the sentence structure were 
input into a conceptual graph generator.  The generator 
uses grammar rules to construct the CGs.  Some 
samples of textual documents relating to financial 
domain were collected from annual reports of 
companies to be used in this work. Figure 2 shows an 
extract of the samples. 
 
BUSINESS PLAN STRATEGY 
The Malaysian economy recorded a growth of 5.4 
percent in 1999 and is expected to improve to 6 
percent in the year 2000 and to be further 
sustained in the year 2001. The growth is attributed 
to higher domestic demand brought about by the 
recovery in private investment and consumption, 
sustained external demand or export and low 
interest rate regime. 
The recent increase in oil price will likely slow down 
the global economic performance and affect 
Malaysia's export performance, build up inflation 
and increase interest rate.  In the banking industry, 
loan growth is gradually picking up and liquidity is 
still ample. 
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3.1 Parsing  
 
The parsing was implemented using the Link Grammar 
Parser (LGP) [11] a formal grammatical system to 
produce syntactical relations between words in a 
sentence.  We have incorporated additional financial 
terms in the parser’s dictionary to cater for the special 
needs arising in the problem domain as discussed in 
section 1 of this paper.  We propose to use the LGP 
because; there exist a structure similarity to conceptual 
graphs hence it is easier to map the obtained  structure 
to conceptual graphs [12]. Suchanek et al. [13] 
reported that the LGP provides a much deeper semantic 
structure than the standard context-free parsers.  Figure 
3 shows the linguistic structure produced after parsing 
the example text using LGP.  
 
Figure 3. Sentence structure 
 
The parser has identified phrases and has 
categorized the phrase into: S which represents 
sentences; NP represents Noun Phrases; VP represents 
Verb Phrases and PP represents Preposition Phrases. 
 
3.2 Conceptual graph generator  
 
The sentence structure generated during the 
previous steps shows the syntactic level of sentence 
decomposition.  This structure was traversed from its 
roots to generate the CG.  The following grammar rules 
were the basis of the CG generator.  
 
S → NP VP 
NP → [DET] [N-MOD]…NOUN [PP] 
N-MOD → ADJ | NOUN 
VP → VERB [NP] [PP] 
PP → PREP NP 
 
Additional abbreviations used in this rules can be 
defined as follows: PREP represents prepositions, DET 
represents determiners, N-MOD represents noun 
modifier and ADJ represents adjectives.  The square 
brackets represents options and the ‘…’ suggests that 
there could be more of the previous combination of 
sentence structures.  Based on this grammar rules, a 
decision process model for CG generator was 
developed and the model was further used to 
implement the generator.  Figure 4 presents the model.  
 
 


















Figure 4. Decision process model for conceptual graph generator 
 
 
“The Malaysian economy recorded a 
growth of 5.4 per cent in 1999” 
Original sentence (before parsing) 
[S [NP Malaysian economy NP]  
     [VP recorded  
             [NP [NP growth NP] 
                [PP of  
                           [NP 5.4 percent NP] PP] NP] 
             [PP in  
                    [NP 1999 NP] PP] VP]  
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The model comprises steps to be taken in the 
process of analyzing the sentence structure.  The 
identification of noun, verbs and adjectives will assist 
in building the concepts while prepositions are used 
to identify the relationship between the built concepts.  
The determiners role can be ignored for the simple 
CG that were constructed in this work.  The results of 
the generator were reformatted to a more readable 
form and were stored in the CG database. Figure 5 
shows some of the CG generated in its linear form for 
the sample text in Figure 1. 
 
[recorded] – 
 (agnt) -> [Malaysian economy] 
 (obj) -> [growth] -> [of] -> [5.4 percent] 
 (in) -> [1999] 
[expected] – 
 (agnt) -> [Malaysian economy] 
 (to) -> [improve] – 
  (to) -> [6 percent] 
  (in) -> [year 2000] 
[attributed] – 
 (agnt) -> [growth] 
 (to) -> [higher domestic demand] – 
                (is) -> [brought about] – 
  (by) -> [recovery] – 
   (in) -> [private investment              
     and consumption] 
  (by) ->[sustained] – 
    (agnt) ->[external demand 
       or export] 
  (by) ->[low interest rate regime] 
[slow down] – 
 (agnt) -> [recent increase] -> (in) -> [oil price] 
 (obj) -> [global economic performance] 
[effect] – 
 (agnt) -> [recent increase] -> (in) -> [oil price] 
 (obj) -> [Malaysia’s export performance] 
 (obj) -> [built up inflation] 
 (obj) -> [increase interest rate] 
 
Figure 5. Sample of generated conceptual 
graphs 
 
4. Conceptual graph validation 
 
The produced CGs have to be evaluated to 
determine that they are reasonable and correctly 
represent the semantic of the sentences.  It should be 
able to substitute the sentence without jeopardizing 
the meaning of the original sentence.   The ultimate 
aim of the evaluation process is to have conceptual 
graphs containing set of well-defined and non-
ambiguous semantic relations. Hence, it includes 
determining if the appropriate detail and aggregate 
relationships have been used for the intended 
purpose, and if appropriate its structure, logic, and  
 
 
mathematics can be accurately derived from the CG 
representation.  
As the CGs in this work are produced by extensive 
use of syntactic information obtained form the 
process of parsing, the results are highly correlated 
with the produced sentence constituents.  If the 
constituents are correct then the resulting conceptual 
graphs is guaranteed to be correct because of two 
reasons; first the parser is proven to be effective in 
correctly identifying sentence structures [14]; second, 
the algorithm that generates it is based on the CG 
generator decision process model, which was 
developed from standard grammar rules. 
However, we will perform a final evaluation on the 
resulting conceptual graphs to further validate its 
accuracy.  The validation technique that will be used 
in this work is face validation and traces.  Face 
validation refers to evaluation using experts on the 
problem domain.  We will randomly pick the 
produced CG’s together with its corresponding text 
and have the experts examine the CGs to determine if 
it is correct and reasonable. We will also employ 
traces where each concept is tracked through the CGs 
to determine if its relations were correctly defined and 




The representational language employed in this 
work is based on conceptual graphs. They belong to a 
network language and they became popular for their 
visual capability of the knowledge they represent.  
The domain expert are aware that numerous hours 
spent on reading and understanding textual 
documents can be decreased by representing them in 
a more structured formalism as proposed in this work. 
It is consented by most that conceptual graphs eases 
interactions between human and the knowledge base.  
Besides benefiting from the ease of 
interpretability, conceptual graphs can also be 
manipulated for further processing because it inherits 
the mathematical foundation of graph theory.  More 
formally a conceptual graph G = (V, E). V is 
partitioned into two disjoined sets  consist of Vc a set 
of concept nodes and Vr a set of relation nodes, e ∈ E 
is an ordered pair that connects an element of Vc to 
an element of Vr.  New graphs can be created either 
by generalizing or specializing from existing graphs. 
A number of operations such as projection (graph 
matching), unification (join), simplification, 
restriction and copying can be performed on the 
produced CG.   
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The most widely used operations on the produced 
CG are graph clustering and graph matching and the 
result are established for various purpose.  For 
example, clustering method can be performed on CG 
to detect regularities. In [15], the researcher showed 
the potentials of CG to be used as a special indexing 
scheme for text collection and able to assist in the 
discovery of trends, association rules and deviations. 
Representing text with CG formalism eases the 
process of comparing information contained in text 
by performing CG matching.  One such application of 
CG matching is in semantic search. In [16], the 
authors proposed a CG matching algorithm that 
detects the semantic similarity between concepts and 
relations to improve the precision and recall in the 
searching process. 
Additional information such as descriptions and 
the organization of the graphs into hierarchies of 
abstraction can help to reduce the search space and 
facilitate further analysis. CG is proven to be 
competitive with and more expressive than the logic-
based method [17]. CGs are also utilized in software 
engineering discipline to represent user requirements, 
build design specification, proposing frameworks and 
model verification [9]. In the medical field, various 
medical text are transformed into CGs such as the 
work reported in [7] and [14],  where the CG were 
used to capture the structure and semantic 
information contained in free text medical documents.   
In this section, we do not intend to review 
exhaustively the application of CGs but rather as an 
illustrative view of the potentials of CGs to further 
justify the reasons for representing financial text with 
this formalism.  Our aim for using this representation 
scheme on financial text is towards performing text 
mining and subsequently detect deviations in the 
financial texts in order to extract relevant knowledge 
of the outlying and contradicting financial reporting. 
Eventually any extraordinary financial reporting will 
be detected and treated as a possible new knowledge.   
In order to detect the deviations among a set of 
conceptual graph, we will perform similarity 
measures on the CGs by comparing both concept and 
relation nodes.  For this purpose we will use the 
conceptual graph clustering method proposed in [18].  
Using this method, the overlap between two 
conceptual graphs is measured by calculating 
conceptual similarity and relational similarity.  The 
expectation of our future work is to achieve the same 
results as proven in [18], i.e. regarding CG as an 
index of the text collections; detection of patterns not 
only rare graphs; and to be able to visualize the 




The work presented here focuses on the 
representation of financial text using conceptual 
graphs.  Developing an automatic generator for 
transforming a financial sentence structure into the 
corresponding conceptual graph representation breaks 
many limitations and obstacles in the extraction of 
financial text and facilitates the implementation of 
financial text mining programs. 
This research contributes to different areas such as 
natural language processing, information retrieval, 
and text mining, which benefits from accurate 
representation of text contents.  Furthermore, it lays 
the foundation for the exploitation of conceptual 
graph’s potentials in order to identify and formalize 
homogeneity and heterogeneity between financial text 
and further facilitates the process of manipulating a 
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