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In the present study rainfall–runoff model based on Artiﬁcial Neural Networks (ANNs) was devel-
oped and applied on a watershed in Pakistan. The model was developed to suite the conditions in
which the collected dataset is short and the quality of dataset is questionable. The results of ANN
models were compared with a mathematical conceptual model. The cross validation approach was
adopted for the generalization of ANN models. The precipitation used data was collected from
Meteorological Department Karachi Pakistan. The results conﬁrmed that ANN model is an impor-
tant alternative to conceptual models and it can be used when the range of collected dataset is short
and data is of low standard.
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lsevier1. Introduction
Accurate predictions of ﬂoods had been challenging for scien-
tists and engineers since centuries. Different techniques had
been employed, with various improvements, to get accurate
ﬂood estimates [3–6]. Rainfall–runoff (R–R) analysis is quite
difﬁcult due to presence of complex nonlinear relationships
in the transformation of rainfall into runoff. However runoff
analyses are very important for the prediction of natural
calamities like ﬂoods and droughts. It also plays a vital role
in the design and operation of various components of water re-
sources projects like barrages, dams, water supply schemes,
etc. Runoff analyses are also needed in water resources plan-
ning, development and ﬂood mitigations. A ﬂood in 2010 re-
sulted in a loss of several lives and damage of property and
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Figure 1 The approximate location of the studied watershed in
Pakistan.
346 A.R. Ghumman et al.crops of millions of dollars in Pakistan only because there was
no assessment of ﬂood magnitude. Various types of modeling
tools had been used to estimate runoff. These techniques con-
sist of lumped conceptual models, distributed physically based
models, stochastic models and black box (time series) models
[23,3,4].
Conceptual and physically based models although try to ac-
count for all the physical processes involved in the R–R pro-
cess, their successful use is limited mainly because of the
need of catchment speciﬁc parameters and simpliﬁcations in-
volved in the governing equations [1]. On the other hand the
use of time series stochastic models is complicated due to non-
stationary behavior and nonlinearity in the data. These models
often require experience and expertise of the modeler [10].
Approximately, from the last two decades Artiﬁcial Neural
Networks (ANNs) has emerged as a powerful computing sys-
tem for highly complex and nonlinear systems. ANN belongs
to the black box time series models and offers a relatively ﬂex-
ible and quick means of modeling. These models can treat the
nonlinearity of system to some extent due to their parallel
architecture. A few studies reported poor performances of
ANN models in comparison with the conventional ones. For
example Gaume and Gosset [9] compared feed forward ANNs
with a linear model and a conceptual model. They concluded
that their conceptual model outclassed the linear and ANN
models. Some other studies show the successful applications
of ANN models in the simulation of future runoffs with high
degree of accuracy [2]. Maria et al. [12] compared ANN and
Box & Jenkins techniques and concluded that ANN is an
improvement on Box & Jenkins model. Sohail et al. [22] com-
pared ANN with MARMA (multivariate auto regressive mov-
ing average models [7]) models in a small watershed of Tono
area in Japan during wet and dry seasons. They concluded that
ANN models show better results during wet seasons when the
nonlinearity of R–R process is high.
From the above discussion it is evident to state that ANN
models provide better predictions as compared to the conven-
tional models, however their application is as yet restricted
with the research environment [11]. The noise contained in
the data is a recurrent problem in hydrological time series
which adversely affect the performance of a numerical model
including ANN. Flow measurements obtained by measuring
stage (water surface elevation) are often subject to many er-
rors. Approximations in determining stage–discharge relation-
ships or changes in the cross section of the stream after a ﬂood,
for example, may affect the accuracy of measurement [9].
Noise level in the hydrological dataset usually ranges between
5% and 15% [20]. However, it is a case–subjective and depends
upon the quantity and quality of instruments and infrastruc-
ture being used to collect the data. It also depends upon the
availability of trained manpower. For the countries actively in-
volved in the research the importance of the data collection is
widely understood and the quality of data being collected is
quite reliable. On the other hand there are many watersheds
and rivers around the globe which either lack any data collec-
tion system or the quantity of data is scarce and the quality of
data being collected is substandard.
In the literature concerning the applications of ANN mod-
els to simulate R–R processes, much of the published work de-
scribes the applications of ANN models in the watersheds
where the quality of dataset is good and is highly reliable. In
addition sufﬁcient quantity of data is available for the propergeneralization of an ANN model. On the contrary, applica-
tions of ANN models have very little been reported in water-
sheds where the quality of collected dataset is poor and
quantity-wise the data is scarce [17]. The present study deals
with the second case in which the hydrological dataset is quan-
tity-wise scarce. Moreover the quality of data is unreliable and
is of low standard with suspicion of high percentage of noise
and errors. The main aim of this paper was thus to determine
the conﬁdence levels and degree of effectiveness of ANN mod-
els under conditions when the collected data is scarce and its
authority is questionable.
In the present work the ANN model was developed and ap-
plied to catchement of Hub River in Pakistan. The datasets
were available on monthly basis for rainfall and discharge
but as already stated the length of collected dataset is short
and the data is not of good standard. Sometimes abnormal
measurements of discharge and rainfall were observed in odd
months. Therefore in order to establish the guidelines for the
construction of ANN model for R–R analyses in case of short
length and low quality data, the results by ANN model for the
catchement of this river were compared with those of concep-
tual R–R model which was already developed for this water-
sheds by Abulohom et al. [1].
2. Description of the study area
Abulohom et al. [1] described, in detail, the watershed of Hub
River considered in this study. However for ready reference
some of the important parameters of the watershed which
are of signiﬁcance in ANN applications are brieﬂy discussed
over here. The approximate location of the watershed is shown
in Fig. 1. The watershed was selected on the basis that there is
no snow melt contribution to total runoff and a continuous re-
cord of observed runoff is available. The Hub River watershed
is located in the Sindh Province of Pakistan near the Arabian
Sea. The elevation ranges between 300 and 1824 m above mean
sea level. The drainage area is about 9391 km2. The major part
Runoff forecasting by artiﬁcial neural network and conventional model 347of study area consists of narrow mountainous region. The cli-
mate is arid. Mean annual precipitation is 194 mm, two third
of which is received during summer season. Due to the arid cli-
mate major part of the area is barren with sparse natural veg-
etation. Cultivation is conﬁned to only river plain where
subsoil water is available for pumping. There are three types
of land use: grazing, tube well cultivation and hill torrent water
cultivation. The rocks mainly consist of sandstones, lime-
stone’s, shale’s and conglomerates of various ages. All the soils
are strongly calcareous and nonalkali.
3. Brief theory of models used in the study
3.1. Artiﬁcial Neural Network models (ANN)
The detailed methodology, architecture and working of ANN
is given in many standard text (see for example [8]). Most of
the ANN models used in hydrological applications are feed
forward back propagation neural networks which are trained
by back propagation algorithm. However, many different
forms of ANN models have emerged since the last few years
which have different architectures and algorithms according
to the nature of the problem. For example, Nagesh et al. [13]
used recurrent neural networks. Sohail et al. [21] proposed ge-
netic algorithm to optimize an ANN model. In this study the
ANN models based on back propagation have been used.
Processing of information in such ANN models is based on
the functions of human brain. Majority of these models use
three layers, architecture with input, hidden and output layers
as shown in Fig. 2. Each layer is further composed of artiﬁcial
neurons known as nodes. The information of all the known
parameters is input to the input nodes (i) which forward this
information to all the nodes of hidden layer. At any hidden
node (h), the information received from all the input nodes
and the bias node of the input layer is summed up (i.e., i1, i2,
i3, . . . , in, bi) as:
xH ¼
Xj¼n
j¼1
whjij þ whbbi; ð1Þ
where whj is the synaptic weight between hidden and input
layer, whb is the synaptic weight between hidden and bias node
of input layer, ‘i’ is the input node and ‘bi’ is the bias node of
input layer.      Input layer        Hidden layer      Output layer 
Where, ‘i’ is input layer node, ‘h’ is hi dden layer node, ‘o’ is output layer node,  
bi’ is bias node of input layer and ‘bh’ is bias node of hidden layer. 
i1
i2
bi
h1
h2
bh
O1
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Figure 2 Architecture of back propagation ANN model used in
the study.The summed up input (xH) is then mathematically treated by
using the activation function. Different types of activation func-
tions have been used by various researchers. Shamseldin et al.
[18] used ﬁve transfer functions i.e. logistic, hyperbolic tangent,
bipolar, arctan and scaled arctan functions. However in most
studies the original sigmoid logistic nonlinear activation func-
tion as suggested by Rumelhart and McClelland [16] has been
used andwas also used in the present study. The sigmoid logistic
activation function yields the output of XH as:
XH ¼ 1
1þ exH ; ð2Þ
The processed values (XH) from hidden layer nodes are sent
to the output layer nodes in a similar fashion as from input
nodes. At any output node (o) the signals received from all
the hidden nodes and the bias node of hidden layer are again
summed up (i.e. h1, h2, h3, . . . , hn, bh) in a similar manner as
Eq. (1), and acted upon by the activation function similarly
as Eq. (2), and then compared with the target values. Mean
square error (MSE) is computed at the output layer and if
MSE is within acceptable limits the training of back propaga-
tion ANN model is terminated otherwise the feed backward
pass is carried out for updating of synaptic weights between
hidden and output layers by using the back propagation equa-
tion. The synaptic weights between input and hidden layers are
also updated in an analogous manner. Fig. 2 shows one hidden
layer only, additional hidden layers may also be used, but most
researchers recommended the use of single hidden layer [18].
They argued that the additional hidden layers may consume
more resources and take considerable time to train the network
with very little improvement in the generalization capability of
the network and sometimes may result in over parameteriza-
tion. In order to avoid the over ﬁtting problem during the
applications of back propagation ANN model to R–R analy-
ses, the cross-validation approach has been adopted in this
study. In cross-validation approach the available dataset is
usually divided into three portions training, validation and test
sets. Training set is used to train the model, validation set is
used to avoid over or under training of model and test set is
used to check the efﬁciency of trained model in actual ﬁeld
conditions.
4. Conceptual mathematical model
The mathematical model used in the present study has been de-
scribed by Abulohom et al. [1]. The comprehensive details of
this model will not be reproduced for brevity reasons and
interested readers may consult the said publication. However
the short introduction of the model is presented for the pur-
pose of present study. The model was developed to simulate
runoff from a watershed, considering both the loss and routing
functions but with a few parameters to be optimized. The mod-
el is based on the equation of continuity as following.
R ¼ P L; ð3Þ
where R is total runoff, P denotes precipitation and L repre-
sents losses. All quantities in this equation are in mm. The
methodology adopted for modeling runoff from rainfall is
essentially based on regression analysis [25]. The total runoff
(R) is calculated as direct runoff and baseﬂow [25]. The
monthly actual evapotranspiration is calculated as the avail-
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Figure 3 Comparison of models results in training phase (data
of 120 months (1963–1973)).
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Figure 4 Comparison of models results in validation phase (data
of 24 months (October, 1973–September, 1975)).
348 A.R. Ghumman et al.able water during month and mean monthly potential evapo-
transpiration (measured pan evaporation) [24]. The Muskin-
gum method was used for routing the estimated runoff by
the linear reservoir method [15]. The input to the model is pre-
cipitation (Pi) and mean monthly potential evapotranspiration
(Ep)i, where time (i) is in months. Some functions convert pre-
cipitation into its various components and ﬁnally the total run-
off is estimated. By suitably lagging the above runoff
components, total runoff (Rs)i at the watershed outlet can be
computed. Observed runoff record is used for calibrating
and testing the model.
5. Methodology, experiments and data used
5.1. Identiﬁcation and selection of ANN models
One of the aims of the present paper was to train the ANN
model to forecast the monthly future discharge for short length
and low standard datasets. The considerable variation in the
runoff coefﬁcients, given in Table 1, shows the high percentage
of errors and noises present in the collected datasets. In order
to identify the most suitable inputs a cross correlation analysis
was carried out. The results of cross correlation analysis sug-
gested the following functional relationship between the vari-
ous inputs and the monthly future discharge for Hub
watershed.
Qðtþ 1Þ ¼ f
Z
½Qðt 1Þ;QðtÞ;Pðt 1Þ;PðtÞ; ð4Þ
where Q is runoff, P is precipitation and t is time in months.
From Eq. (4), four input nodes were selected. The hidden
nodes were selected by the hit and trial method as recom-
mended by most researchers [19]. After changing the hidden
nodes from 2 to 15 and observing the MSE (mean square er-
ror) on the trail data set and keeping in consideration the rule
of parameter parsimony two hidden nodes were found to be
most suitable for all the three watersheds. The output nodeTable 1 Annual water budget and runoff coefﬁcients for Hub
River.
Water yeara Rainfall (mm) Runoﬀ (mm) Runoﬀ coeﬃcient
1963–1964 129.01 44.45 0.34
1964–1965 1663.73 160.02 0.10
1965–1966 501.23 77.98 0.16
1966–1967 326.91 85.60 0.26
1967–1968 3056.59 499.10 0.16
1968–1969 56.20 24.39 0.43
1969–1970 102.15 42.92 0.42
1970–1971 1231.64 305.05 0.25
1971–1972 306.27 128.53 0.42
1972–1973 215.75 37.08 0.17
1973–1974 373.97 76.70 0.21
1974–1975 150.37 11.69 0.08
1975–1976 2912.86 351.54 0.12
1976–1977 4495.30 263.13 0.06
1977–1978 1659.20 451.11 0.27
1978–1979 3514.86 663.19 0.19
a It should be noticed that the water year is calculated from
October to September as found in the source from which the data
was obtained.is only one i.e. 1 month future discharge. The ﬁnally selected
architectures of back propagation ANN models were (4, 2,
1). The learning rate (lr) and momentum factor (mf) also signif-
icantly affect the generalization ability of back propagation
ANN model. After careful consideration and by using hit
and trial method lr value was selected as 0.3 and mf value as
0.5. The starting values of synaptic weights also considerably
affect the training process of back propagation ANN model.
The synaptic weights initialized in the range of ±3.0 was
found to be most suitable.Testing phase
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Figure 5 Comparison of models results in testing phase (data of
48 months (October, 1975–September, 1979)).
Table 2 Comparative performances of ANN and conceptual models.
Model name Model structure Training set Validation set Test set
CE (%) RMSE (mm) CE (%) RMSE (mm) CE (%) RMSE (mm)
ANN 4, 2, 1 88.95 3.27 63.83 2.28 63.22 11.54
Conceptual – 84.37 3.89 54.33 2.56 68.52 10.67
Runoff forecasting by artiﬁcial neural network and conventional model 349Continuously measured monthly rainfall and runoff data
was available from October 1963 to September1979. Ten years
data (120 months data) was used for the training of ANN
models, i.e. 1963–1973. For validation, 24 months (October,
73–September, 75) data was used. For the testing of ANN
models 48 months (October, 75–September, 79) data was used.
In this study sigmoid logistic nonlinear activation function has
been used for the application of ANN model, therefore the
data is required to be normalized in the range of 0–1. However
some researchers recommended the limits of 0.1–0.9 to simu-
late the ﬂoods exceeding the range of training sets [11]. For
the reason the same limit was used in this study to normalize
the data.
The performances of two models were compared with two
different types of statistics parameters i.e. coefﬁcient of efﬁ-
ciency (CE) and root mean square error (RMSE) [14].
6. Results and discussion
The graphical comparison of results of the two models with the
observed data is shown in Figs. 3–5. The results of three phases
i.e. training, validation and test phases have been shown in these
ﬁgures. To discuss the results of these ﬁgures and to assess the
performance of the ANN and conceptual models the calculated
statistical parameters have been given in Table 2. It can be ob-
served that the ANNmodel performed better or at least equiva-
lent to conceptual model during training and validation phases.
The CE is 88.95% for ANNwhereas it is 84.37% for conceptual
model in training phase. Similarly the RMSE is 3.27 for ANN
and 3.89 mm for conceptual model in training phase. In test
phase conceptual model seemed to be better. The values of the
CE and RMSE are 63.83% and 2.28 mm respectively for
ANN and 54.33% and 2.56 mm respectively for conceptual
model in validation phase. The values of the CE and RMSE
are 63.22% and 11.54 mm respectively for ANN and 68.52%
and 10.67 mm respectively for conceptual model in test phase.
However, in termsof Shamseldin [19], themodelswithCEvalues
above 90% are very satisfactory, in between 80% and 90% are
fairly good and below 80% are unsatisfactory. In this context,
it is observed that none of the two models showed good perfor-
mance in statistical tests. It is well known that theR–Rprocesses
of the river are extremely nonlinear. The models might not be
able to catch this nonlinear functional relationship.Another rea-
son for this may be the high percentage of noise and errors con-
tained in the dataset due to which the models efﬁciency is not
very high to simulate the R–R processes. However for water re-
sources planning andmanagement the overall efﬁciency is found
to be fairly acceptable.
7. Summary and conclusions
In the present study, back propagation artiﬁcial neural net-
work model was developed for Hub River in Pakistan forconditions when the collected hydrological data was short
and containing high percentage of error and noise. The model
was constructed to forecast monthly runoff. The performances
of the ANN model have been compared with conceptual mod-
el. It was concluded that ANN model provided improved
monthly forecasts during the training phase. In validation
and test phases, the performances of ANN model and concep-
tual models were quite similar. However both the models could
not produce very high efﬁciency results in validation and test
phases. Based on the results it is concluded that ANN model
is an important alternative to the conceptual model for the
rainfall runoff analyses. It is relatively easy to develop and
do not require the detailed investigation of the catchment
hydrological and geological parameters as are essential for
the application of conceptual, deterministic and other kinds
of physically based models. The major advantage of ANN
model is that it is independent of the hydrological and geolog-
ical parameters of the catchment, which is a major difﬁculty in
the application of conceptual models in a watershed. The re-
sults further conﬁrmed that ANN model is quite comparable
to conceptual R–R models.
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