ABSTRACT Adaptive Boosting (AdaBoost) is a representative boosting algorithm that can build a strong classifier by optimally combining weak classifiers in such a way that subsequent weak classifiers are tweaked in favor of instances misclassified by previous classifiers. However, AdaBoost is known to be susceptible to overfitting problems due to the static nature of its weight-updating process. In this paper, we propose a new boosting algorithm, named FlexBoost (Flexible AdaBoost), that can enhance classification performance by employing adaptive loss functions, i.e., by adjusting the sensitivity of the conventional (exponential) loss function for each weak classifier. The performance benchmarks on 30 binary classification problems taken from the UCI and Kaggle datasets are presented to empirically validate the proposed algorithm.
I. INTRODUCTION
Boosting is a widely used approach for ensemble modeling. It improves a model's performance by sequentially building weak learners by focusing on data that were incorrectly estimated by previous weak learners [1] - [4] . As subsequent weak learners pay more attention to data on which previous weak learners made errors, boosting can lead to stronger prediction power by reducing bias in general.
One of the most popular boosting algorithms is AdaBoost (Adaptive Boosting) [5] , [6] , which features a simple but powerful framework that can be used to address classification problems. If we denote training data points as (x 1 , y 1 ), . . . , (x m , y m ), where x i is an attribute vector and y i is a target class that is either −1 or 1, the AdaBoost algorithm produces a strong classifier H (x) = T t=1 α t h t (x). Here, α t represents the 'credibility' of the t-th weak classifier (h t ) by considering its relative accuracy on weighted training data. The strong classifier H (x) can then estimate the target class according to sign(H (x)). A unique characteristic of AdaBoost is its weight-updating process: an initial weight of 1/m is given to all data and then weights of misclassified data from previous classifiers are boosted while relatively low weights are attached to correctly classified data. This enables subsequent models to focus on 'harder-to-solve' problems, enabling the overall performance to be improved [7] - [10] .
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Inevitably, AdaBoost is also sensitive to noisy data and outliers [11] - [14] . Formally, the AdaBoost algorithm adopts an exponential loss function i.e., exp(−yf (x)), and losses corresponding to prediction errors (or misclassifications) will increase exponentially. This indicates that the existence of outliers may undermine the weight-updating process and decrease the performance of the AdaBoost algorithm.
Various attempts have been made in the literature to overcome the weaknesses of the conventional AdaBoost algorithm. These can be divided into two approaches: a) adjusting the sensitivity of the loss function and b) choosing a subset of attributes.
The first approach attempts to prevent large loss values generated by outlying data points from being included in the weight-updating process. The two most representative methods are LogitBoost and GentleBoost proposed by Friedman et al. [15] . The former method adopts a logistic loss function, i.e., log(1+ exp(−yf (x))), that can be resistant to overlarge losses, while the latter method estimates the conditional expected loss by the Newton step with the purpose of mitigating the influence of extensive loss values. Similarly, Vezhnevets and Vezhnevets [16] proposed Modest AdaBoost to regularize the weight distribution of the training data. In the same vein, setting a threshold value of weights to be considered in the classifiers was introduced in [17] . In this so-called MadaBoost method, the weight should be updated moderately so that the resulting classifiers are robust to noise. Likewise, Wang et al. [18] proposed the SPLBoost algorithm, in which a hyper-parameter (λ) is imposed to recognize data points that should be excluded during the weight-updating process. See a similar type of hyper-parameter (θ ) adopted in [19] .
Different types of loss functions have also been introduced in the literature. For example, Masnadi-shirazi and Vasconcelos [20] proposed the SavageBoost algorithm based on a non-convex loss function, by which the loss value is constant when −yf (x) increases toward infinity. Variations of this method, namely RBoost [21] , have given a smaller penalty to noise points. In addition, Gao et al. [22] proposed a margin based AdaBoost algorithm called DAdaBoost. Specifically, a reweighting scheme was applied to the modification of h t (x) with a slack variable ζ so that the loss function changes dynamically while being resistant to outliers.
The second approach takes a selective training process by choosing a subset of attributes. For example, Bartlett et al. [23] used fitness values updated over the boosting process to identify pertinent features that produce the best predictive performance. In a similar manner, ElDen et al. [24] proposed an improved AdaBoost algorithm based on both genetic algorithm (GA) and a stochastic optimization algorithm. In this method, the number of weak classifiers can also be determined via the fitness function from the GA. Mohemmed et al. [25] applied the particle swarm optimization (PSO) to generate weak classifiers with an optimal set of features.
In this paper, we propose a flexible boosting algorithm by employing adaptive loss functions. As we will elaborate and demonstrate in later sections, the proposed algorithm explores various loss functions and adopts ones that realize the best classification performance in each iteration. In addition, the proposed algorithm embraces conventional boosting procedures; therefore, it will ensure performance that is better than or at least equivalent to the AdaBoost algorithm. Our main contributions can be summarized as follows:
First, we propose a new boosting algorithm, referred to as FlexBoost, which incorporates variable loss functions into the AdaBoost framework. This enables the model to dynamically adjust the sensitivity of the loss function without the need to identify or exclude outlying data points from the learning process. In essence, the proposed algorithm will identify the optimal loss function for each weak classifier in such a way that extreme data points will become less influential while regular data points will be more involved in the weightupdating process.
Additionally, by using 30 binary classification problems taken from UCI and Kaggle datasets, the superiority of FlexBoost relative to other well-known boosting algorithms (i.e., LogitBoost, GentleBoost, and conventional AdaBoost) is rigorously validated.
Finally, the proposed algorithm can be readily integrated into the AdaBoost framework. In fact, AdaBoost can be viewed as a special case of FlexBoost if the newly introduced hyper-parameter is set equal to 1; AdaBoost employs a uniform loss function across weak classifiers. Moreover, the variability of loss functions that we propose will retain a convex functional form; hence, it is possible to theoretically derive error terms and empirically implement the algorithm using the standard linear optimization solver.
The rest of the paper is organized as follows. Section 2 introduces the FlexBoost algorithm and its computational procedures. Section 3 presents the performance benchmarks against other boosting algorithms on the UCI and Kaggle datasets to empirically validate the proposed algorithm. In Section 4, a discussion of the results is provided. Finally, concluding remarks and possible avenues for future research are described in Section 5.
II. FLEXBOOST A. PRELIMINARY DEFINITIONS
The ultimate goal of the AdaBoost algorithm is to improve a strong classifier's performance by optimally combining weak classifiers. To formulate this, we begin by defining an error term t which is obtained from a weak classifier h t (x) in the t-th iteration, as shown in (1) . Note that I (·) is the indicator function that outputs 1 if the inner expression is true and 0 otherwise. The weight w t (i) is assigned to each data point and is initially set to 1/m.
As shown in Fig. 1 , the classification error from the strong classifier H (x), i.e., m i=1 α t h t , is, by definition, always less than or equal to the exponential loss function. Accordingly, we can establish an upper bound of the training error Err tr , as shown in (2), where
To minimize the training error, Z t should be minimized, and then the weight for the weak classifier (α t ) can be obtained as shown in (3). 1
With α t specified, the weight-updating process can be defined as shown in (4) . Note that the weights are normalized so they add up to one.
B. FLEXIBLE LOSS FUNCTIONS
Unlike AdaBoost, which relies on a fixed loss function that is uniformly used in the weight-updating process, FlexBoost seeks weak learners via an exploratory learning process by adjusting the sensitivity of the exponential loss function in each iteration. The main purpose of this approach is to overcome the problem of over-boosting caused by outliers, whose losses will be very large according to the conventional loss function. In such a case, it may be desirable to reduce the impact of extreme data points on the weight-updating process.
To carry out this idea, we introduce hyper-parameter k to the exponential loss function. Specifically, the conventional specification of exp(−y i α t h t (x i )) is changed to exp(−ky i α t,k h t,k (x i )). This modification leads to Z t,k = e −kα t,k · 1 − t,k + e kα t,k · t,k . Consequently, modified weights for weak classifiers are derived as shown in (5) .
As for the treatment of misclassified data points in the weight-updating process, the implication of formulation (5) can be summarized as follows:
1) If k > 1, a steep loss function will be applied to the weight-updating process (see the red curve in Figure. 1). This implies that subsequent weak classifiers will put more emphasis on misclassified data points, relative to what AdaBoost would do. Therefore, this setting may be suitable when aggressive learning in boosting is called for. 2) If k = 1, FlexBoost converges to AdaBoost (see the black curve in Figure. 1 ). 3) If k < 1, a gentle loss function becomes effective in the weight-updating process (see the blue curve in Figure. 1). Compared to the conventional loss function, lower weights will be attached to misclassified data points (although these will still be greater than the weights assigned to correctly classified data points) for subsequent weak classifiers. This setting may be particularly suitable when conservative learning in boosting is called for. In summary, by establishing the proposed hyper-parameter k, it becomes possible to adjust the sensitivity of the exponential loss function in such a way that extreme data points become less influential while regular data points become more involved in the weight-updating process.
C. FLEXBOOST ALGORITHM
FlexBoost can be implemented by following the procedures summarized in Algorithm 1. Three observations are worth noting.
First, the value of hyper-parameter k, i.e., K, which must lie between 0 and 1, should be predetermined. As demonstrated in Section 3, a grid search guided by cross-validation results on the training data can be performed to identify K .
Second, three types of loss functions are examined in each iteration. Specifically, three possibilities, i.e., conservative (k = K ), conventional (k = 1), and aggressive (k = 1/K ) learnings, are explored. The function with the best performance in terms of the cross-validation results will be chosen to build a subsequent weak classifier. As previously noted, when the conventional loss function is constantly selected, the proposed approach will be reduced to AdaBoost (see Figure. 2). 
Third, in the case of a tie, in which more than one loss function yields equivalent classification performance, the loss functions are prioritized in the order: conventional, conservative, aggressive. The rationale is that modification of the loss function is taken into account only when there exists a performance improvement relative to the conventional specification. Then, the conservative loss function is given priority over the aggressive loss function because the original intention of FlexBoost is to reduce the influences of outlying data points (if any) in boosting. Clearly, this preemptive setting is arbitrary and subject to alteration depending on the context.
III. EXPERIMENT
In this section, we present the results of experiments on a collection of 20 datasets taken from the UCI and Kaggle benchmark Repository of Machine Learning Databases to demonstrate the effectiveness of FlexBoost. It should be noted that five multi-class datasets were decomposed into 15 binary classification problems; consequently, performance benchmarks were obtained from a total of 30 binary classification problems. The sizes and dimensionalities of the datasets are summarized in Table 1 .
To validate the performance of the proposed model compared to AdaBoost, as well as its well-known variations LogitBoost and GentleBoost, we conducted standard five-fold cross validation: 1) randomly partition the original dataset into five equal-sized subsets; 2) retain one subset as the validation data for testing the model and use the remaining four subsamples as training data; 3) repeat the training and testing process five times, with each of the five subsamples used exactly once as the validation data; and 4) the classification accuracies from the five subsets are averaged as a single estimation of the model's performance. In all experiments, we implemented 100 iterations and classification and regression trees (CART) were used as the base classifier. An interval of 10 −2 was used for the grid search. 2 It is noteworthy that we obtained consistent comparative results over 10 runs of randomly generated splits of the data (i.e., five-fold cross validation repeated 10 times on each dataset). As the identified optimal value of K varies depending on how the datasets are randomly split, the following discussion will be based on one of the runs. 3 Table 2 summarizes the results of the performance benchmarks. The best performer's accuracy in each dataset is shown in bold. On average, FlexBoost achieved the best classification accuracy, while LogitBoost and GentleBoost presented some improvements relative to AdaBoost. Specifically, FlexBoost surpassed the others in 15 out of 30 datasets, while LogitBoost and GentleBoost showed the highest accuracy in two and 12 datasets, respectively. 4 In addition, it is empirically verified that there were some instances where AdaBoost outperformed LogitBoost and/or GentleBoost; however, FlexBoost consistently enhanced the performance of AdaBoost.
The column labeled 'Optimal K ' lists the identified optimal K values. It is not straightforward to interpret the values per se; however, it is evident that departing from AdaBoost, i.e., adjusting the sensitivity of the conventional loss function tailored to each weak classifier, resulted in an overall performance improvement. It should be recognized that a small K value does not necessarily indicate the suitability of a conservative loss function for the corresponding dataset because its inverse form, i.e., an aggressive loss function, might have also been incorporated in some iterations.
It is shown in Figure. 3 that FlexBoost features a steady improvement in terms of the classification performance, even in later iterations, whereas the other algorithms tend to stagnate (or even fall) after a certain number of iterations. This implies that weak classifiers in FlexBoost tend to be less vulnerable to extreme data points because it is possible to assign diminished weights to data points that have been recognized as outliers, especially in later iterations, when emphasizing them in a subsequent weak classifier is found to be harmful to the overall classification performance. This weight-regulating process, which is enabled by adaptive loss functions, renders FlexBoost resistant to noise. Alternatively, AdaBoost is known to suffer from the construction of a series of insignificant weak classifiers, particularly in later iterations focusing on hard-to-classify data points; this leads to overfitting with noisy data [26] .
To further demonstrate the superiority of FlexBoost, we present statistical test results showing the comparative performances of the four algorithms. To achieve this, the Friedman test, which is a common post hoc test for different learning outcomes obtained from the same data [21] , [27] , was adopted to detect the statistically significant differences between rankings in the cross-validation results. Note that this ranking was given to the four algorithms according to their averaged accuracies from 10 runs of five-fold cross validation on each dataset. statistically significant differences were found between FlexBoost and GentleBoost in their rankings.
IV. DISCUSSION
In this section, we carry the analysis a stage further by examining relevant factors that provide possible sources of the performance differences and also give insight into possible extensions of the current specifications.
It is important to recognize that hyper-parameter k is also associated with weights for weak classifiers, as shown in (5) . With this, it is interesting to note that aggressive learning has been commonly employed in early iterations in datasets where FlexBoost distinctly outperformed the other algorithms (e.g., Ilpd and Somerville). This indicates that the weight-regulating process was also effective to control the previous weak classifiers by assigning them abated weights, as well as by according higher priority to misclassified data points. More generally, the proposed model further regulates weak classifiers when aggressive learning is employed for performance improvement. This would provide an advantage to avoid overfitting with noisy data. Likewise, a new weak classifier will be of great importance, i.e., a bigger α t,k will be given relative to the value assigned by AdaBoost, when the performance improvement is made by conservative learning. As discussed in Section 2, this specification comes from the basic setting of AdaBoost; however, this could be modified to account for more progressive learning in boosting.
If relationships between the optimal value of K and the complexity of a dataset existed, one could narrow down the search range for K . However, we have found no significant correlation between the identified optimal value of K and the 22 data complexity measures [28] obtained from the datasets. This implies that the value of K only indicates a degree to which the loss function can vary in each iteration rather than a measure of intrinsic characteristics of a given dataset.
Lastly, the assumption of one K for one dataset might need to be altered in other ways to allow for more flexibility in the loss function. Although a single K value can present three instances, including the k = 1 scenario in each iteration, a non-unilateral K would identify optimal weak classifiers from a wider variety of loss functions. Moreover, a combinatorial search would be well worth investigating to implement an exhaustive test on possible loss functions across iterations. This will certainly introduce computational challenges but could help resolve issues related to the local optimal path that have yet to be fully addressed in the current algorithm.
V. CONCLUSION
In this paper, we proposed a new boosting algorithm, named FlexBoost, which can enhance the classification performance of AdaBoost by choosing an optimal hyper-parameter k to employ adaptive loss functions. The performance benchmark results showed that, on average, the proposed algorithm outperformed AdaBoost, LogitBoost, and GentleBoost on 30 binary classification problems taken from the UCI and Kaggle datasets. Furthermore, the identified optimal value of k indicated that adjusting the sensitivity of the conventional loss function for each weak classifier was indeed effective to enhance the overall classification performance and make the classifiers robust to extreme data points.
As an extension of the existing algorithm, developing a new type of loss function that can further improve the stability, convergence, and consistency [29] - [31] is well worth a careful examination. One could consider a loss function apart from the exponential curve, which could better reflect weight changes given the classification results from previous classifiers. Lastly, a wider exploration range for choosing hyper-parameter k in each iteration may be another future research direction. As already discussed, the current setting, i.e., a three-forked search, might overlook the optimal path; hence, it is worth investigating various search methods.
YONG-SEOK JEON received the bachelor's degree in systems management engineering from Sungkyunkwan University, South Korea, where he is currently a Junior Researcher with the Systems Management Engineering Department. His current research interests include tree-based ensemble modeling, optimization modeling, support vector machines, and heuristic modeling.
DONG-HYUK YANG received the bachelor's degree in systems management engineering from Sungkyunkwan University, South Korea, where he is currently a Junior Researcher with the Industrial Engineering Department. His current research interests include tree-based ensemble modeling, optimization modeling, recommendation systems, association rule mining, and natural language processing modeling.
DONG-JOON LIM received the B.S. and M.S. degrees in industrial engineering from Sungkyunkwan University, South Korea, and the Ph.D. degree in engineering and technology management from Portland State University, USA. He is currently an Assistant Professor with the Systems Management Engineering Department, Sungkyunkwan University. His current research interests include technological forecasting, optimization modeling, productivity analysis, and data mining. He is also a developer of an open source R package ''DJL,'' which implements various decision support tools related to the econometrics and technometrics. His academic honors include the Emerald Literati Network Award (outstanding author), the ENI Award (finalist for renewable and non-conventional energy), the Marie Brown Award, and various fellowships from PSU, SKKU, and A&P. VOLUME 7, 2019 
