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Abstract
We consider the problem of stability and approximability of Oseledets splittings and
Lyapunov exponents for Perron-Frobenius operator cocycles associated to random dy-
namical systems. By developing a random version of the perturbation theory of Goue¨zel,
Keller, and Liverani, we obtain a general framework for solving such stability problems,
which is particularly well adapted to applications to random dynamical systems. We
apply our theory to random dynamical systems consisting of Ck expanding maps on S1
(k ≥ 2) and provide conditions for the stability of Lyapunov exponents and Oseledets
splitting of the associated Perron-Frobenius operator cocycle to (i) uniformly small fiber-
wise Ck−1-perturbations to the random dynamics, and (ii) numerical approximation via
a Feje´r kernel method. A notable addition to our approach is the use of Saks spaces,
which provide a unifying framework for many key concepts in the so-called ‘functional
analytic’ approach to studying dynamical systems, such as Lasota-Yorke inequalities and
Goue¨zel-Keller-Liverani perturbation theory.
1 Introduction
Suppose that M is a compact C∞ Riemannian manifold, and that T :M →M is a sufficiently
smooth, uniformly expanding (or uniformly hyperbolic) map. One approach to characterising
the statistical properties of T is by finding a Banach space (X, ‖·‖) such that1 C∞(M,C) →֒
X →֒ (C∞(M,C))′ and so that the Perron-Frobenius operator associated to T , denoted LT ,
induces a bounded, quasi-compact operator on X (we recommend the reader consult [22, 36,
5, 6] for an overview of this approach). Quasi-compactness implies that the spectrum of LT
outside of the essential spectral radius, which is strictly less than 1, consists solely of a number
of isolated exceptional eigenvalues of finite multiplicity. The spectral data associated to these
exceptional eigenvalues encodes information about the statistical properties of T , such as the
existence of finitely many SRB measures for T , or the rate of exponential decay of correlations if
the system is mixing [8, 5]. In addition, as the essential spectral radius of the Perron-Frobenius
operator is typically determined by the exponential rate at which nearby trajectories separate,
any eigenvector of LT associated to an exceptional eigenvalue with modulus less than 1 describes
a feature of the dynamics that decays too slowly to be attributed to local hyperbolicity. This
is the Dellnitz-Froyland ansatz [16], which asserts that these eigenvectors correspond to global
dynamical structures that are responsible for slower than expected mixing, such as metastable
states or almost-invariant sets.
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1
2It is a natural questions as to whether these exceptional eigenvalues and their associated
eigendata are stable to perturbations of the dynamics, and whether they may be approximated
numerically. Unfortunately, only in very special settings2 is the map T 7→ LT continuous in
the operator norm, and so classical perturbation theory for linear operators [29] is inapplicable.
An alternative theory, particularly well adapted to studying the stability of the spectrum of
Perron-Frobenius operators, has been developed by Goue¨zel, Keller, and Liverani [27, 31, 33].
The basic observation is that T 7→ LT is frequently continuous in a weaker sense: there is a
norm |·| on X with |·| ≤ ‖·‖ so that the ‘triple norm’
|||LT − LS||| = sup
‖f‖=1
|(LT − LS)f |
is small when T and S are close. Then, provided that all operators under consideration satisfy a
uniform Lasota-Yorke inequality, in addition to some other requirements, one recovers stability
of the exceptional eigenvalues of LT as well as of the associated eigenprojections and eigenvectors
in |||·||| and |·|, respectively. This approach has found wide applicability to dynamical systems:
diverse systems and perturbations fit into this paradigm, notably including numerical methods.
The ‘functional analytic’ approach outlined in the previous paragraphs has been partially
generalised to random dynamical systems by applying multiplicative ergodic theory to random
Perron-Frobenius operator cocycles [20, 24, 23]. Let (Ω,F ,P) be a Lebesgue space and σ :
Ω → Ω be a P-ergodic, invertible transformation. A measurable map T : Ω→ Ck(M) induces
a random dynamical system over σ, whose trajectories are of the form
x, Tω(x), T 2ω (x), . . . , T nω (x), . . .
where Tω := T (ω) and T nω := Tσn(ω) ◦ · · · ◦ Tω. If (X, ‖·‖) is a Banach space on which the
Perron-Frobenius operators Lω associated to each Tω are bounded, then the map3
(n, ω) ∈ N× Ω 7→ Lσn(ω) ◦ · · · ◦ Lω ∈ L(X)
is the associated Perron-Frobenius cocycle, and we call (Ω,F ,P, σ,X, ω 7→ Lω) a linear random
dynamical system. If the cocycle is quasi-compact [44] on an appropriate Banach space then
by applying a semi-invertible multiplicative ergodic theorem one obtains an Oseledets splitting
and Lyapunov exponents for the cocycle [19, 20, 24]. In this setting the Lyapunov exponents
play the role of the exceptional eigenvalues, and their corresponding Oseledets spaces gener-
alise the eigenspaces associated to exceptional eigenvalues. These objects yield information
about the statistical properties of a given random dynamical system. For instance, vectors in
the intersection of the top Oseledets space and positive cone are exactly the systems’ random
equivariant measures [20], and the Oseledets spaces corresponding to negative Lyapunov expo-
nents describe global random dynamical structures, known as coherent structures, that decay
slower than the long term rate of local trajectory separation [19]. However, there is yet to
be a stability theory for Oseledets splittings and Lyapunov exponents that is comparable to
Goue¨zel–Keller–Liverani (GKL) perturbation theory. Developing such a theory is the goal of
this paper.
The question of stability and approximability of Lyapunov exponents and Oseledets split-
tings for Perron-Frobenius cocycles has been considered on a few prior occasions. The stability
of the random equivariant measure (i.e. the top Oseledets space) for i.i.d. random systems con-
sisting of uniformly expanding maps nearby a fixed map as the random dynamics is perturbed
fiber-wise was treated in [7], and then extended in [4] to the stability of random equilibrium
2Such as when the dynamics are all analytic, in which case LT is frequently compact.
3When (X, ‖·‖) is a Banach space we denote the set of ‖·‖-bounded linear operators on X by L(X).
3states. The first paper comparable to ours in scope is [10], wherein the stability of Lya-
punov exponents above a critical index, and their corresponding Oseledets spaces, is proven
for ‘asymptotically small random perturbations’ of cocycles whose Oseledets splitting satisfies
certain hyperbolicity conditions. In Section 4 we contrast the results of [10] with our main
theorems. More recently, in [18] the stability of the random equivariant measures (i.e. the top
Oseledets space) was proven for general Markov perturbations following a triple-norm approach
as in GKL perturbation theory. Lastly, in [26] the stability, and lack thereof, of Lyapunov expo-
nents was studied for the Perron-Frobenius operator cocycle associated to a random dynamical
system consisting of expanding Blashcke products when subjected to a variety of perturbations.
This last setting is quite special, since the dynamics are all analytic and each Perron-Frobenius
operator is compact; in such a setting one usually has stability in the operator norm, and
therefore does not need to resort to GKL perturbation theory.
Our first two main theorems (Theorems 3.9 and 4.8) are abstract stability results, which
are modelled on GKL perturbation theory, for the Oseledets splitting and Lyapunov exponents
of certain random linear cocycles. The following statement summarises these two results; for
precise formulations see Sections 3 and 4.
Theorem A. Suppose that (X, ‖·‖) is a separable Banach space with a compatible weak norm
|·| (Definition 2.7), that (Ω,F ,P) is a Lebesgue space, and that σ : Ω → Ω is a P-ergodic
invertible transformation. If {(Ω,F ,P, σ,X,Qǫ)}ǫ≥0 is a sequence of strongly measurable linear
random dynamical systems (Definition 4.1) such that
1. (Ω,F ,P, σ,X,Q0) has a hyperbolic Oseledets splitting (Definition 4.6) and is |·|-bounded;
2. the set {(Ω,F ,P, σ,X,Qǫ)}ǫ≥0 satisfies a uniform Lasota-Yorke inequality (Definition
3.7); and
3. limǫ→0 ess supω |||Qǫ(ω)−Q0(ω)||| = 0;
then Qǫ has an Oseledets splitting for sufficiently small ǫ, and the Lyapunov exponents and
Oseledets projections of Qǫ converge to those of Q0 as ǫ→ 0.
The proofs of GKL perturbation theory do not generalise to prove Theorems 3.9 and 4.8
since the Lyapunov exponents and Oseledets splittings are not related to the spectral data of
any operator in consideration. A new method is therefore required, and the one we pursue
is reminiscent of the proof that the class of Anosov maps is open [12, Corollary 5.5.2], and
therefore bypasses the use of spectral theory. Specifically, we construct invariant cone fields of
subspaces for the unperturbed cocycle and show that these cone fields are also invariant under
cocycles that satisfy an appropriate Lasota-Yorke inequality and are uniformly |||·|||-close to
the unperturbed cocycle. For this cone argument to work we require an extra hypothesis that
is automatically satisfied in the non-random case: the Oseledets splitting must be hyperbolic,
which essentially means that the exponential separation of Oseledets spaces under the action of
the unperturbed cocycle must be realised uniformly in time across all realisations of the random
cocycle. Cone-based arguments of a different flavour have been applied to prove stability of
Lyapunov exponents and Oseledets splittings before: in the previously mentioned [7], in [37]
to prove continuity of Lyapunov exponents for operator norm perturbations, and in [41] to
prove differentiability of the top Lyapunov exponent and Oseledets spaces for Perron-Frobenius
cocycles. In these works it is required that both the perturbed and unperturbed cocycles
preserve a constant (non-random) cone field, which are defined as subsets of the relevant Banach
space, and then a Birkhoff cone contraction argument is used. This should be contrasted with
our approach: we use hyperbolicity of the Oseledets splitting to construct various ‘random’ cone
fields of subspaces, which are defined as subsets of the Grassmannian. Moreover, by working
4with the graph-representation of the Grassmannian we mainly deal with projections rather than
subspaces, reducing much of the proof to various operator norm estimates.
As a simple application of Theorems 3.9 and 4.8, we obtain the following result on the
stability of Oseledets splitting and Lyapunov exponents for certain random dynamical systems
consisting of Ck expanding maps on the circle (see Theorems 5.3 and 5.5 for precise, formal
statements). This result should be compared with those in [7, 10] (in the one-dimensional
case): when fiber-wise perturbing a Ck map we only require that the maps are fiberwise Ck−1-
close with bounded kth derivative, rather being than Ck-close, although we obtain slightly
weaker conclusions as a consequence. To our knowledge this is the first result on the numerical
approximation of Oseledets splittings and Lyapunov exponents for Perron-Frobenius cocycles,
other than the approximation of the top Oseledets space in [18].
Theorem B. For k ≥ 2, α ∈ (0, 1) and K > 0 we set
LYk(α,K) =
{
T ∈ Ck(S1, S1) : inf |T ′| ≥ α−1 and dCk(T, 0) ≤ K
}
.
Suppose that (Ω,F ,P) is a Lebesgue space, σ : Ω → Ω is P-ergodic and invertible, and
T : Ω → LYk(α,K) is measurable. If the Perron-Frobenius cocycle induced by the random
dynamical system associated to T and σ has a hyperbolic Oseledets splitting on the Sobolev
space W k−1,1(S1) then the Lyapunov exponents and projections onto Oseledets subspaces are
stable (with |·| taken to be the W k−2,1(S1) norm) to
1. Deterministic fiber-wise perturbations: for measurable S : Ω → LYk(α,K) we have con-
vergence of Lyapunov exponents and Oseledets projections as ess sup dCk−1(Tω,Sω)→ 0.
2. Feje´r kernel methods: the Lyapunov exponents and Oseledets projections of the finite
dimensional matrix cocycle associated to the nth Feje´r kernel approximation of the Perron-
Frobenius operator cocycle converge to those of the unperturbed cocycle as n→∞.
Having sketched our main results let us comment on a key conceptual difference between our
approach and those prior, which is the framing of our results in terms of Saks spaces. Concretely,
a Saks space is a Banach space (X, ‖·‖) equipped with a second, weaker topology satisfying
certain compatibility conditions. In applications to dynamics, this weaker topology is the weak
norm |·| mentioned in the previous paragraphs. The natural ‘weak norm’ on the set of linear,
‖·‖-bounded operators on X happens to be the triple norm |||·|||, and so GKL perturbation
theory may be considered as a theory of spectral stability for Saks space perturbations. We
believe that Saks spaces provide a natural framework for many key concepts in the so-called
‘functional analytic’ approach to studying dynamical systems, and by studying these spaces on
their own we may better understand the potential for, and limitations of, this approach. In a
concrete demonstration of the relevancy Saks spaces let us remark that (i) using Saks space
theory one can precisely characterise the set of norms |·| such that the closed unit ‖·‖-ball is
|·|-compact (see Theorems 2.28 and 2.29), which has applications to the construction of good
anisotropic Banach spaces for hyperbolic dynamical systems, and (ii) by embracing the Saks
space setting we weaken the hypotheses of GKL stability results in the non-random case (see
Remark 4.11).
The remainder of the paper is structured as follows. In Section 2 we recall material about
the Grassmannian on a Banach space, and provide a primer on the theory of Saks spaces. We
prove our first main result of this paper in Section 3, which concerns the Saks space stability
of hyperbolic splittings for bounded linear endomorphisms on vector bundles. In Section 4
we leverage the results of Section 3 to prove the Saks space stability of Oseledets splittings
and Lyapunov exponents for random linear dynamical systems on separable Banach spaces
when the unperturbed system possesses a hyperbolic Oseledets splitting. Finally, in Section 5
5we apply the abstract results of the previous sections to deduce the stability of the Lyapunov
exponents and Oseledets splittings for Perron-Frobenius operator cocycles associated to random
dynamical systems of uniformly expanding Ck maps on the circle with respect to (i) fiber-
wise perturbations to the dynamics and (ii) numerical approximation of the Perron-Frobenius
operator using a Feje´r kernel method. The two appendices contain some of the more technical
proofs of the paper, which would otherwise obscure the main ideas of their respective sections.
2 Preliminaries
In this section we recall some preliminary theory that we will later use to state and prove our
main results. Section 2.1 concerns the Grassmannian on a Banach space, while Section 2.2
serves as a primer on the theory of Saks spaces. To simplify the exposition we have deferred
all proofs to Appendix A.
First we fix some notation. Firstly, we shall always consider Banach spaces over C. When
X1 and X2 are Banach spaces we let L(X1, X2) denote the set of bounded operators from X1
to X2. When ‖·‖ is a norm on a vector space X we denote the associated closed-unit ball by
either B‖·‖ or, when the relevant norm is clear, by BX . If X1 and X2 are topological vector
spaces such that X1 is continuously included into X2 then we will write X1X2. If A ∈ L(X)
then we denote the spectrum of A by σ(A), the spectral radius of A by ρ(A), and the essential
spectral radius of A by ρess(A). When (Y, d) is a metric space we denote the Borel σ-algebra
on Y by BY .
2.1 Graphs and the Grassmannian
This section summarises some old, but not particularly well-known, material for the readers
convenience, and has been collated from [29, Chapter IV, §2 and §4], [9, Section 2.1], [20, Section
2], and [39, Appendix A.2]. If (X, ‖·‖) is a Banach space then the set of closed subspaces of X
is called the Grassmannian of X , and is denoted by G(X). It is a complete metric space when
equipped with the metric
dH(E, F ) = max

 supe∈E
‖e‖=1
inf
f∈F
‖f‖=1
‖e− f‖ , sup
f∈F
‖f‖=1
inf
e∈E
‖e‖=1
‖e− f‖

 .
The metric dH is rather hard to bound directly. Instead, it is convenient to work with the gap
between two subspaces:
Gap(E, F ) = sup
e∈E
‖e‖=1
inf
v∈F
‖e− f‖ .
We can work with the gap in place of dH due to the following inequality
max{Gap(E, F ),Gap(F,E)} ≤ dH(E, F ) ≤ 2max{Gap(E, F ),Gap(F,E)}. (1)
We say that E, F ∈ G(X) are topologically complementary subspaces if E + F = X and
E ∩ F = ∅, in which case we will write E ⊕ F = X . Denote by ΠE||F the projection onto E
and parallel to F i.e the image of ΠE||F is E and ker(ΠE||F ) = F . By the closed graph theorem
ΠE||F ∈ L(X). For every d ∈ Z+ we denote by Gd(X) and Gd(X) the sets of d-dimensional
and d-codimensional subspaces, respectively. The sets Gd(X) and Gd(X) are closed for every
d ∈ Z+. For each F ∈ G(X) the set
N (F ) = {E ∈ G(X) : E ⊕ F = X}
6is open in G(X), and has a convenient representation in terms of certain charts. Specifically,
for any E ∈ N (F ) we define ΦE⊕F : N (F )→ L(E, F ) by
ΦE⊕F (E
′) =
(
ΠE||F
∣∣
E′
)−1 − Id .
We call ΦE⊕F the graph representation of N (F ) induced by E ⊕ F . That the graph represen-
tation of N (F ) induced by E ⊕ F is well-defined follows from the following lemma.
Lemma 2.1. If F ∈ G(X) and E1, E2 ∈ N (F ) then ΠE1||F : E2 → E1 is invertible.
We summarise the properties of the graph representation in the next proposition.
Proposition 2.2. If E ⊕ F = X then the associated graph representation ΦE⊕F is a homeo-
morphism. Moreover, for every E ′ ∈ N (F ) we have
ΠE′||F = (Id+ΦE⊕F (E
′))ΠE||F , (2)
and for every L ∈ L(E, F ) we have
Φ−1E⊕F (L) = (Id+L)(E). (3)
The identities (2) and (3) follows from Lemmas A.1 and A.2, respectively. That ΦE⊕F is a
homeomorphism is a consequence of the following two Lemmas.
Lemma 2.3. If E ⊕ F = X and L1, L2 ∈ L(E, F ) then
dH(Φ
−1
E⊕F (L1),Φ
−1
E⊕F (L2)) ≤ 2
∥∥ΠE||F∥∥ ‖L1 − L2‖ .
Lemma 2.4. If E ⊕ F = X and E1, E2 ∈ N (F ) then
‖ΦE⊕F (E1)− ΦE⊕F (E2)‖ ≤
(
max
{∥∥ΠF ||E1∥∥ ∥∥ΠE2||F∥∥ , ∥∥ΠF ||E2∥∥ ∥∥ΠE1||F∥∥})−1 dH(E1, E2).
Suppose thatX1, X2 are Banach spaces with Ei⊕Fi = Xi for i = 1, 2, and let S ∈ L(X1, X2).
Then S induces a natural action on both G(X1) and G(X2). Namely, V1 ∈ G(X1) is mapped
to S(V1) ∈ G(X2), and V2 ∈ G(X2) is mapped to S−1(V2) ∈ G(X1). We will now describe how
these actions may induce an action between the graph representations of N (F1) and N (E2). If
U ∈ L(E1, F1) is such that ΠE2||F2S(Id+U)
∣∣
E1
: E1 → E2 is invertible then we may define the
forward graph-transform of U by S to be
S∗U = ΠF2||E2S(Id+U)
(
ΠE2||F2S(Id+U)
∣∣
E1
)−1
,
in which case S∗U ∈ L(E2, F2). On the other hand, if U ∈ L(F2, E2) is such that ΠE2||F2(Id−UΠF2||E2)S :
E1 → E2 is invertible then we define the backward graph-transform of U by S to be
S∗U =
(
ΠE2||F2(Id−UΠF2||E2)S
∣∣
E1
)−1
(UΠF2||E2 −ΠE2||F2)S.
Using Proposition 2.2, a quick calculation confirms that S∗ and S∗ agree with the usual action
of an operator on a subspace.
Proposition 2.5. Fix S ∈ L(X1, X2) and suppose that Ei ⊕ Fi = Xi for i = 1, 2.
1. For any E ′ ∈ N (F1) such that ΠE2||F2SΠE′||F1 : E1 → E2 is invertible we have
S(E ′) = Φ−1E2⊕F2 (S
∗(ΦE1⊕F1(E
′))) .
2. For any F ′ ∈ N (E2) such that ΠE2||F2ΠE2||F ′S : E1 → E2 is invertible we have
S−1(F ′) = Φ−1F1⊕E1(S∗(ΦF2⊕E2(F
′))).
72.2 A Saks space primer
In this section we reproduce from [15, Chapter 1] the definition and basic properties of Saks
spaces, in addition to proving some new results. We refer the reader to [15, Chapter 1] for a
comprehensive overview of the theory and history of Saks spaces, as we only include the theory
needed for our applications. Throughout this section X will denote a vector space.
Lemma 2.6 ([15, Lemma 3.1]). Let X be a vector space, τ be a locally convex topology on X,
and ‖·‖ be a norm on X. Then the following are equivalent:
1. B‖·‖ is τ -closed;
2. ‖·‖ is lower semicontinuous for τ ;
3. ‖·‖ = sup{ϕ : ϕ is a τ -continuous seminorm with ϕ ≤ ‖·‖}.
Definition 2.7 (Saks space). Let (X, ‖·‖) be a normed space and τ be a Hausdorff locally
convex topology on X such that B‖·‖ is τ -bounded and any of the conditions from Lemma 2.6
is satisfied. Denote by γ[‖·‖ , τ ] the finest linear topology on X that coincides with τ on B‖·‖.
The tuple (X, ‖·‖ , τ) equipped with the topology γ[‖·‖ , τ ] is called a Saks space; when clear we
simply denote this space by X and the topology by γ. We say that X is complete (resp. compact,
pre-compact) if B‖·‖ is τ -complete (resp. τ -compact, τ -pre-compact).
Remark 2.8. If X is complete as a Saks space then (X, ‖·‖) is a Banach space. The converse is
false.
Remark 2.9. Sometimes one produces a tuple (X, ‖·‖ , τ) satisfying the definition of a Saks space
except for the conditions in Lemma 2.6. In such a case we could instead consider the Saks spaces
(X, ‖·‖′ , τ), where ‖·‖′ denotes the Minkowski functional4 associated to the τ -closure of ‖·‖.
We do not lose any continuous linear maps by performing this procedure [15, Lemma 3.3].
Remark 2.10. As outlined in [15, Chapter 1, Section 3.6], there is a canonical completion of a
non-complete Saks space (X, ‖·‖ , τ). Let Xτ denote the τ -completion of X , and define ‖·‖τ to
be the Minkowski functional of the τ -completion of B‖·‖ in Xτ . If X denotes the linear span of
B‖·‖τ then (X, ‖·‖τ , τ) is a complete Saks space: the Saks space completion of (X, ‖·‖ , τ). We
refer the reader to the discussion at the end of [15, Chapter 1, Section 3.6] for further properties
of the Saks space completion, and to [15, Proposition 3.8] for an interesting characterisation of
complete Saks spaces.
Example 2.11. Let (X, ‖·‖) be a Banach space, and let τ denote the weak-star topology on X∗.
Then (X∗, ‖·‖∗ , τ) is a compact Saks space by the Banach-Alaoglu Theorem. In Proposition
2.27 we shall see that every compact Saks space has this form.
Example 2.12. Suppose that (Xi, ‖·‖i), i = 1, 2 are Banach spaces with X2 →֒ X1. Hence B‖·‖2
is ‖·‖1-bounded, however it may not be the case that B‖·‖2 is ‖·‖1-closed. If we let ‖·‖′2 denote
the Minkowski functional of the ‖·‖1-completion of B‖·‖2 , then (X, ‖·‖′2 , ‖·‖1) is a Saks space
per Remark 2.9. A formula for ‖v‖′2 was recognised in [13, Remark 2.3]:
‖v‖′2 = lim
δ→0
inf{‖w‖2 : ‖w − v‖1 ≤ δ}. (4)
To see (4), let us fix v and suppose that ‖v‖′2 = 1. Let
Pv =
{
(vn)n∈Z+ ⊆ B‖·‖2 : limn→∞ ‖vn − v‖1 = 0
}
.
4If K is a balanced, convex body in a vector space X then the Minkowski functional of K is the map
ρK : V → [0,∞) defined by ρK(x) = inf{λ ∈ [0,∞) : λx ∈ K}. The Minkowski functional of a balanced, convex
body is always a seminorm, and if K has non-empty interior then it is also a norm.
8By definition, Pv must be non-empty and for every (vn)n∈Z+ ∈ Pv we must have limn→∞ ‖vn‖2 =
1, else ‖v‖′2 < 1 by the definition of the Minkowski functional. Since Pv is non-empty and
closed under taking subsequences, there exists (vn)n∈Z+ ∈ Pv such that ‖vn − v‖1 ≤ 1/n and
|‖vn‖2 − 1| ≤ 1/n for every n ∈ Z+. Thus
inf{‖w‖2 : ‖w − v‖1 ≤ 1/n} ≤ ‖vn‖2 ≤ 1 + 1/n
and so limδ→0 inf{‖w‖2 : ‖w − v‖1 ≤ δ} ≤ 1. If the limit is not 1, then there exists a sequence
(un)n∈Z+ such that limn→∞ ‖un − v‖1 = 0 and limn→∞ ‖un‖2 < 1, which implies that (un)n∈Z+ ∈
Pv. However, as discussed earlier, if (un)n∈Z+ ∈ Pv then we must have limn→∞ ‖un‖2 = 1, which
is a contradiction. Thus limδ→0 inf{‖w‖2 : ‖w − v‖1 ≤ δ} = 1.
Example 2.13. We may generalise Example 2.12 as follows. Suppose that (Xi, ‖·‖i), i ∈
{1, . . . , n}, are Banach spaces with Xn →֒ Xn−1 →֒ . . . →֒ X1. Let ‖·‖′i denote the Minkowski
functional induced by the ‖·‖i−1-completion of B‖·‖i. As in Example 2.12, each of the tuples
(Xi, ‖·‖′i , ‖·‖i−1) is a Saks space. Moreover, we have the following chain of continuous inclusions:
(Xn, ‖·‖n) →֒ (Xn, ‖·‖′n , ‖·‖n−1) →֒ (Xn−1, ‖·‖n−1) →֒ . . . →֒ (X2, ‖·‖′2 , ‖·‖1) →֒ (X1, ‖·‖1).
For a Saks space (X, ‖·‖ , τ) it is possible to give an explicit description of the open sets in
γ[‖·‖ , τ ]. If (Un)n∈Z+ denotes a family of absolutely convex τ -open neighbourhoods of 0, then
all the sets of the form
∞⋃
n=1
(U1 ∩ B‖·‖ + · · ·+ Un ∩ 2n−1B‖·‖) (5)
form a neighbourhood basis about 0 for a locally convex topology on X . By [15, Proposition
1.5], this locally convex topology is the γ[‖·‖ , τ ] topology.
Remark 2.14. Any Banach space (X, ‖·‖) induces a Saks space with the structure (X, ‖·‖ , ‖·‖).
From the definition of the neighbourhood basis for γ[‖·‖ , ‖·‖], it is clear that the ‖·‖-topology
is equivalent to γ[‖·‖ , ‖·‖].
Let (X, ‖·‖ , τ) be a Saks space. Despite X being endowed with the structure of a locally
convex vector space, for conceptual purposes it is better to forget this characterisation and
adopt the following philosophy: provided that one works on ‖·‖-bounded sets, the topological
properties of γ are the same as τ . The following three propositions demonstrate this principle.
Proposition 2.15 ([15, Proposition 1.10]). A sequence (xn)n∈Z+ ⊆ X is γ-convergent to x if
and only if (xn)n∈Z+ is ‖·‖-bounded and τ -convergent to x.
Proposition 2.16 ([15, Proposition 1.11, 1.12]). If V ⊆ X then:
1. V is γ-bounded if and only if it is ‖·‖-bounded.
2. V is γ-compact (resp. γ-pre-compact) if and only if it is ‖·‖-bounded and τ -compact (resp.
τ -pre-compact).
Proposition 2.17 ([15, Corollary 1.6]). If (X, ‖·‖ , τ) and (X, ‖·‖ , τ ′) are Saks spaces then
γ[‖·‖ , τ ] and γ[‖·‖ , τ ′] are equivalent if and only if τ and τ ′ are equivalent on B‖·‖.
Having described the basic theory of Saks spaces, we mention a few more concrete examples.
Example 2.18. Let P denote the set of strictly increasing finite sequences in S1. Fix p ∈ [1,∞).
For f ∈ Lp(S1) the p-variation of f to be
Varp(f) = inf


(
sup
{xi}ni=0∈P
n∑
i=1
|g(xi)− g(xi−1)|p
)1/p
: g = f a.e.

 .
9The set of functions of bounded p-variation on S1 is
BVp(S
1) = {f ∈ L1(S1) : Varp(f) <∞}.
Functions bounded p-variation have been used to study the statistical properties of piecwise
expanding dynamical systems: for p = 1 see [4, Chapter 3] or [11], while for general p see [32].
On BVp(S
1) the map f 7→ Varp(f) is a seminorm and lower semicontinuous with respect to
‖·‖Lp. It follows that BVp(S1) is a Banach space when endowed with the norm ‖·‖BVp = ‖·‖Lp+
Varp(·), and is also a Saks space with structure (BVp(S1), ‖·‖BVp , ‖·‖Lp). Let En ∈ L(Lp(S1))
denote the conditional expectation operator associated to the uniform partition of S1 into n
intervals. It is clear that En is a contraction on L
p(S1), and a straightforward calculation shows
that the same is true for BVp(S
1). One verifies that for every f ∈ BVp(S1) we have
‖En(f)− f‖Lp ≤ n−1/pVarp(f),
and so En → Id in L(BVp(S1), Lp(S1)). Since each En has finite rank, it follows from the
previous remarks that B‖·‖BVp is ‖·‖Lp-compact. Hence (BVp(S1), ‖·‖BVp , ‖·‖Lp) is a compact
Saks space.
Example 2.19. Fix p ∈ [1,∞). The Sobolev space W 1,p(S1) is defined by
W 1,p(S1) = {f ∈ Lp(S1) : f ′ exists in the weak sense and ‖f ′‖Lp <∞}.
Each W 1,p(S1) becomes a Banach space when equipped with the norm
‖f‖W 1,p = ‖f ′‖Lp + ‖f‖Lp .
It is well-known that W 1,1(S1) coincides with the set of absolutely continuous functions on S1,
and that W 1,p(S1) ⊆ W 1,1(S1). Hence every f ∈ W 1,p(S1) is Riemann integrable. A short
calculation then shows that
Varp(f) = ‖f ′‖Lp
and so ‖f‖BV = ‖f‖W 1,p for every f ∈ W 1,p(S1). In view of Example 2.18 we may conclude
that (W 1,p(S1), ‖·‖W 1,p , ‖·‖Lp) is a pre-compact Saks space. Moreover, we claim that the Saks
space completion of (W 1,p(S1), ‖·‖W 1,p , ‖·‖Lp) is equal to (BVp(S1), ‖·‖BVp , ‖·‖Lp). The con-
tinuous inclusion of the Saks space completion of W 1,p(S1) into BVp(S
1) is clear. For the
other direction, one fixes a sequence {qǫ}ǫ>0 ⊆ C∞(S1) that approximates the identity. For
each f ∈ BVp(S1) the sequence {qǫ ∗ f}ǫ>0 lies in W 1,p(S1), satisfies ‖(qǫ ∗ f)− f‖Lp → 0,
and by Young’s inequality we have supǫ>0 ‖qǫ ∗ f‖W 1,p ≤ ‖f‖W 1,p. Thus f is in the Saks space
completion of W 1,p(S1), which confirms our earlier claim.
An obvious question at this stage is whether γ[‖·‖ , τ ] is metrisable, since a positive answer
would reduce the study of Saks spaces to that of classically studied objects. For interesting
examples, however, this is never the case.
Proposition 2.20 ([15, Proposition 1.14]). If γ[‖·‖ , τ ] is metrisable then τ and ‖·‖ are equiv-
alent, in which case γ[‖·‖ , τ ] and ‖·‖ are equivalent too.
Despite much of the theory holding when τ is a general locally convex topology, we now
specialise to the case where τ is induced by a norm |·|. In this case we call (X, ‖·‖ , |·|) a normed
Saks space5. Normed Saks spaces are also known as two-norm spaces, due to the pioneering
papers by Alexiewicz and Semadeni (see e.g. [1, 2, 3]). If Saks space (X, ‖·‖ , |·|) is a normed
5This terminology should cause no confusion in view of Proposition 2.20
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Saks space such that |·| ≤ ‖·‖ then we say (X, ‖·‖ , |·|) is normal. Since B‖·‖ is |·|-bounded we
can make any normed Saks space normal after possibly rescaling either |·| or ‖·‖.
We now turn our attention to continuous linear maps between normed Saks spaces6. Let
(Xi, ‖·‖i , |·|i), i ∈ {1, 2}, be Saks spaces. We denote by the space of continuous linear operators
from X1 to X2 by LS(X1, X2). Let ‖·‖ denote the strong operator norm:
‖A‖ = sup
‖f‖1=1
‖Af‖2 ,
and let |||·||| be the triple norm:
|||A||| = sup
‖f‖1=1
|Af |2 .
Proposition 2.21. LS(X1, X2) is a Saks space with the structure (LS(X1, X2), ‖·‖ , |||·|||).
The following two result are used to prove Proposition 2.21.
Proposition 2.22 ([15, Proposition 1.9]). Suppose that B‖·‖ is τ -metrisable, then a linear
mapping from (X1, ‖·‖ , τ) into a topological vector space X2 is continuous if and only if it is
sequentially continuous.
Lemma 2.23. If (Xi, ‖·‖i , |·|i), i ∈ {1, 2}, are Saks spaces then LS(X1, X2) ⊆ L(X1, X2).
We note that LS(X1, X2) is not necessarily equal to L(X1, X2), although it is interesting to
observe that the proof of Proposition 2.21 also implies that (L(X1, X2), ‖·‖ , |||·|||) is a Saks space.
While it is clear that L(X1, X2)∩L((X1, |·|1), (X2, |·|2)) ⊆ LS(X1, X2), it is desirable to have a
more quantitative characterisation of LS(X1, X2), similar to the characterisation of continuous
operators between two Banach spaces as bounded operators. The following proposition gives
such a characterisation, and may even be used to characterise the equicontinuous families of
operators in LS(X1, X2).
Proposition 2.24. Suppose (Xi, ‖·‖i , |·|i), i ∈ {1, 2} are Saks spaces, that A is an index set,
and that for each α ∈ A there exists a linear map Aα : X1 → X2. Then {Aα}α∈A is an
equicontinuous subset of LS(X1, X2) if and only if {Aα}α∈A is an equicontinuous subset of
L(X1, X2) and for every η > 0 there exists Cη > 0 such that for every α ∈ A and f ∈ X1 we
have
|Aαf |2 ≤ max{η ‖f‖1 , Cη |f |1}. (6)
Proposition 2.24 allows one to work with the inequality (6) in place of open sets of the form
in (5), which often leads to conceptully simpler proofs, such as that of the following proposition.
Proposition 2.25. Suppose (Xi, ‖·‖i , |·|i), i ∈ {1, 2} are Saks spaces. If (X2, ‖·‖2 , |·|2) is
complete then LS(X1, X2) is complete.
We finish this section with some results on compact Saks spaces. Compact Saks spaces
frequently appear in dynamical systems literature due to their use in the Ionescu-Tulcea–
Marinescu Theorem, which is also known as Hennion’s Theorem due to a later strengthening
by Hennion.
Theorem 2.26 (A Saks space version of the Ionescu-Tulcea–Marinescu Theorem [28]). Suppose
that (X, ‖·‖ , |·|) is a (pre-)compact Saks space, and that A ∈ L(X). If there exist sequences of
real numbers {rn}n∈Z+ and {Rn}n∈Z+ such that for each n ∈ Z+ and f ∈ X we have
‖Anf‖ ≤ rn ‖f‖+Rn |f | , (7)
then ρess(A) ≤ lim infn→∞ r1/nn .
6Our approach here is based on [14, Chapter 1, Section 3.11] rather than on [15, Chapter 1, Section 3.16],
which is the equivalent section in the second edition.
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Recall that an operator A ∈ L(X) is said to be quasi-compact if ρess(A) < ρ(A). As
outlined in the introduction, a modern approach to studying the statistical properties of a
dynamical system T : M → M , where M is some Riemannian manifold, is by attempting to
find a Banach space X on which the Perron-Frobenius operator is quasi-compact and such that
C∞(M) →֒ X →֒ (C∞(M))′. The typical route for proving quasi-compactness is via Theorem
2.26 i.e. by endowing X with the structure of a (pre-)compact Saks space and obtaining an
appropriate Lasota-Yorke inequality, as in (7). This connection prompts some questions about
Saks spaces with high relevancy to dynamical systems:
(Q1) What Banach spaces permit the structure of a compact Saks space?
(Q2) Given a Banach space which may be endowed with the structure of a compact Saks space,
is this structure unique in any sense?
(Q3) If (X, ‖·‖ , |·|) is a compact Saks space, to what extent does ‖·‖ determine |·|?
The first question has a very satisfactory answer: a Banach space may be made into a compact
Saks space if and only if it has a predual. We state the result for the case where the Banach
space permits the structure of a normed compact Saks space and refrain from giving all the
relevant definitions. For the full result and definitions we refer the reader to [15, Proposition
2.9] and [15, Chapter 1].
Proposition 2.27 ([15, Proposition 2.9]). Let (X, ‖·‖ , τ) be a Saks space. Then the following
are equivalent:
1. B‖·‖ is compact and metrisable with respect to τ .
2. X is the Saks space projective limit of a sequence of finite dimensional Banach spaces.
3. X has the form (F ∗, ‖·‖ , σ(F ∗, F )) for some separable Banach space F , where σ(F ∗, F )
denotes the weak-∗ topology on F ∗.
4. B‖·‖ is compact and normable with respect to τ i.e. there is a norm |·| on X such that |·|
and τ are equivalent on B‖·‖.
We answer (Q2) and (Q3) in the following two theorems.
Theorem 2.28. Suppose that (X, ‖·‖) is a Banach space, τ is a locally convex topology on X
such that (X, ‖·‖ , τ) is a compact Saks space and that D is a Hausdorff topological vector space
D such that (X, τ) →֒ D. Then γ[‖·‖ , τ ] is unique up to D i.e. if τ ′ is a locally convex topology
on X such that (X, ‖·‖ , τ ′) is a compact Saks space with (X, τ ′) →֒ D then γ[‖·‖ , τ ] = γ[‖·‖ , τ ′].
Theorem 2.29. For a bounded countable family of functionals Φ = {ϕn}n∈Z+ ∈ L(X,C) we
set
‖f‖Φ = sup
ϕ∈Φ
|ϕ(f)|
and
|f |Φ =
∑
n∈Z+
2−n |ϕn(f)| .
If (X, ‖·‖ , |·|) is a compact Saks space then there exists Φ = {ϕn}n∈Z+ ∈ L(X,C) such that
‖ϕn‖ = 1 for every n ∈ Z+ then ‖·‖ is equivalent to ‖·‖Φ, and |·| is equivalent to |·|Φ on
‖·‖-bounded sets. In particular γ[‖·‖ , |·|] and γ[‖·‖Φ , |·|Φ] are equivalent.
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3 Saks space stability of hyperbolic splittings for Lasota-
Yorke cocycles
Our main result for this section concerns the stability of hyperbolic splittings (Definition 3.1)
for operator cocycles satisfying a Lasota-Yorke inequality (Definition 3.7) and certain Saks
space equicontinuity conditions (Definition 3.3).
Let us fix some notation. Let Ω be a set, and σ : Ω → Ω be an invertible map. For each
ω ∈ Ω let (Xω, ‖·‖ω , |·|ω) be a normal Saks space, with each (Xω, ‖·‖ω) being a Banach space7.
We will consider the vector space bundle8 X =
⊔
ω∈Ω{ω} × Xω. Let π : X → Ω denote the
projection onto Ω, and for each ω ∈ Ω let τω : π−1(ω) → Xω be defined by τω(ω, f) = f . We
say that L : X → X is a bounded linear endomorphism of X covering σ if π ◦ L = σ ◦ π and if
f 7→ τσ(ω)(L(ω, f)) is in L(Xω, Xσ(ω)) for every ω ∈ Ω. We denote the set of all bounded linear
endomorphisms of X covering σ by End(X, σ). When n ∈ N, ω ∈ Ω, and L ∈ End(X, σ) we
denote the map f 7→ τσ(ω)(L(ω, f)) by Lω and set
Lnω =
{
Lσn−1(ω) ◦ · · · ◦ Lω if n ≥ 1,
Id if n = 0.
Clearly Lnω ∈ L(Xω, Xσn(ω)) for every n ∈ N and ω ∈ Ω. Unless required we will frequently
drop the subscript ω from ‖·‖ω and |·|ω. We denote the norm on L(Xω, Xσ(ω)) by ‖·‖, the norm
on L((Xω, |·|ω), (Xσ(ω), |·|σ(ω))) by |·|, and the norm on L((Xω, ‖·‖ω), (Xσ(ω), |·|σ(ω))) by |||·|||.
Definition 3.1. Suppose that L ∈ End(X, σ), d ∈ Z+, 0 ≤ µ < λ, (Eω)ω∈Ω ∈
∏
ω∈Ω Gd(Xω) and
(Fω)ω∈Ω ∈
∏
ω∈Ω Gd(Xω). We say that (Eω)ω∈Ω and (Fω)ω∈Ω form a (µ, λ, d)-hyperbolic splitting
for L, and that L has a hyperbolic splitting of index d, if there exists constants Cλ, Cµ,Θ > 0
such that:
(H1) For every ω ∈ Ω we have Eω ⊕ Fω = Xω and
max{∥∥ΠFω ||Eω∥∥ , ∥∥ΠEω ||Fω∥∥} ≤ Θ. (8)
(H2) For each ω ∈ Ω we have LωEω = Eσ(ω). Moreover, for every n ∈ Z+ and f ∈ Eω we have
‖Lnωf‖ ≥ Cλλn ‖f‖ . (9)
(H3) For each ω ∈ Ω we have LωFω ⊆ Fσ(ω) and for every n ∈ Z+ we have∥∥∥Lnω∣∣Fω
∥∥∥ ≤ Cµµn. (10)
We call (Eω)ω∈Ω the equivariant fast spaces for L, and (Fω)ω∈Ω the equivariant slow spaces for
L.
Remark 3.2. Since LωEω = Eσ(ω) and LωFω ⊆ Fσ(ω) we have
Lσ(ω)ΠEω ||Fω = ΠEσ(ω)||Fσ(ω)Lω and Lσ(ω)ΠFω ||Eω = ΠFσ(ω)||Eσ(ω)Lω.
We will now describe the elements of End(X, σ) which are ‘equicontinuous in the Saks space
sense’.
7It will be important later that L(Xω) is complete.
8Note that we do not endow X with a topology.
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Definition 3.3 (Saks space continuous endomorphisms). We say that L ∈ End(X, σ) is a Saks
space equicontinuous endomorphism if supω∈Ω ‖Lω‖ < ∞ and if for each η > 0 there exists
Cη > 0 such that for every ω ∈ Ω and f ∈ Xω we have
|Lωf | ≤ η ‖f‖+ Cη |f | . (11)
We denote the set of all Saks space equicontinuous endomorphisms in End(X, σ) by EndS(X, σ).
Remark 3.4. Proposition 2.24 justifies the characterisation of the condition in Definition 3.3 as
an equicontinuity condition. Indeed, when all the spaces (Xω, ‖·‖ω , |·|ω) are to a fixed space
(X, ‖·‖ , |·|), then L ∈ EndS(X, σ) if and only if the set {Lω}ω∈Ω is equicontinuous in LS(X).
Remark 3.5. EndS(X, σ) admits an interesting alternative characterisation. For (fω)ω∈Ω ∈∏
ω∈ΩXω let ‖(fω)ω∈Ω‖∞ = supω∈Ω ‖fω‖ω and |(fω)ω∈Ω|∞ = supω∈Ω |fω|ω. The set
X∞ =
{
(fω)ω∈Ω ∈
∏
ω∈Ω
Xω : ‖(fω)ω∈Ω‖∞ <∞
}
is a Banach space when equipped with ‖·‖∞, and a normal Saks space when given the structure
(X∞, ‖·‖∞ , |·|∞). For L ∈ End(X, σ), one can show that L ∈ EndS(X, σ) if and only if the map
(fω)ω∈Ω 7→ (Lωfω)ω∈Ω is in LS(X∞).
Remark 3.6. If L ∈ End(X, σ) satisfies supω∈Ω ‖Lω‖ < ∞ and supω∈Ω |Lω| < ∞ then L ∈
EndS(X, σ). In many applications it is easier to bound supω∈Ω |Lω| than it is to obtain the
inequality (11).
We will only consider endomorphisms that satisfy a uniform Lasota-Yorke inequality.
Definition 3.7 (Lasota-Yorke class). For C1, C2, r, R ≥ 0 we denote by LY(C1, C2, r, R) the
set of L ∈ End(X, σ) such that for every ω ∈ Ω, f ∈ Xω and n ∈ Z+ we have
‖Lnωf‖ ≤ C1rn ‖f‖+ C2Rn |f | . (12)
Remark 3.8. If L ∈ LY(C1, C2, r, R) then
‖Lnω‖ ≤ C1rn + C2Rn ≤ C3max{r, R}n,
where C3 = C1 + C2. We will only deal with the case where r ≤ R, which we note is the case
when L admits a (µ, λ, d)-hyperbolic splitting with µ > r, as then r ≤ µ < λ ≤ R. Hence for
every ω ∈ Ω and n ∈ Z+ we have
‖Lnω‖ ≤ C3Rn. (13)
Finally, if L ∈ EndS(X, σ) then for ǫ > 0 we set
Oǫ(L) =
{
S ∈ End(X, σ) : sup
ω∈Ω
|||Lω − Sω||| < ǫ
}
.
Our main result is the following.
Theorem 3.9. Fix µ, λ, C1, C2, R ≥ 0, with 0 ≤ r < µ < λ, d ∈ Z+, (Eω)ω∈Ω ∈
∏
ω∈Ω Gd(Xω)
and (Fω)ω∈Ω ∈
∏
ω∈Ω Gd(Xω). Suppose that L ∈ EndS(X, σ) ∩ LY(C1, C2, r, R) has a (µ, λ, d)-
hyperbolic splitting composed of fast spaces (Eω)ω∈Ω and slow spaces (Fω)ω∈Ω. There exists
ǫ′ > 0 so that
1. If S ∈ LY(C1, C2, r, R) ∩Oǫ′(L) then S has a hyperbolic splitting of index d.
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2. If (ESω )ω∈Ω ∈
∏
ω∈Ω Gd(Xω) and (F Sω )ω∈Ω ∈
∏
ω∈Ω Gd(Xω) denote the equivariant fast and
slow spaces for S then
sup
{∥∥ΠESω ||FSω ∥∥ : ω ∈ Ω, S ∈ LY(C1, C2, r, R) ∩Oǫ′(L)} <∞. (14)
Moreover, for every β ∈ (0, (λ− µ)/2) and δ > 0 there exists ǫβ,δ ∈ (0, ǫ′) and Cβ > 0 so that
if S ∈ LY(C1, C2, r, R) ∩ Oǫβ,δ(L) then
1. We have the estimates
sup
ω∈Ω
∣∣∣∣∣∣ΠESω ||FSω − ΠEω ||Fω∣∣∣∣∣∣ ≤ δ, (15)
and
sup
ω∈Ω
dH(F
S
ω , Fω) ≤ δ. (16)
2. The spaces (ESω )ω∈Ω and (F
S
ω )ω∈Ω form a (µ+β, λ−β, d)-hyperbolic splitting for S. More
specifically, for every ω ∈ Ω and n ∈ Z+ we have∥∥∥Snω∣∣FSω
∥∥∥ ≤ Cβ(µ+ β)n, (17)
and, for every v ∈ ESω , that
‖Snωv‖ ≥ C−1β (λ− β)n ‖v‖ . (18)
Remark 3.10. In principle one could compute explicit bounds on the various quantities in the
statement of Theorem 3.9, such as ǫβ,δ or the supremum in (14). We opted not to pursue such
bounds for the sake of simplicity.
Remark 3.11. It is possible to obtain an estimate on the distance between ESω and Eω in the
Grassmannian distance on (Xω, |·|ω) from (15) by using [17, Proposition 2.4].
The strategy behind the proof of Theorem 3.9 is reminiscent of the usual proof that the
class of Anosov maps is open [12, Corollary 5.5.2], and is quite similar to the overall strategy in
[10]. We start by collecting some preliminary estimates and results in Section 3.1. In Section
3.2 we construct invariant ‘fast’ cones of d-dimensional subspaces, defined in terms of the graph
representation of the hyperbolic splitting of L, and show that the forward graph transform
induced by an iterate of the perturbed cocycle is a contraction mapping on these cones. We
then prove that perturbed fast spaces approximate, in a Saks space sense, the unperturbed
fast spaces. Once the fast spaces have been constructed, it is quite easy to construct the
slow spaces, which is the subject of Section 3.3. The primary difference is that we consider
a different graph representation of the Grassmannian – the one associated to the splitting of
each Xω into the perturbed fast space and the unperturbed slow space. The backwards graph
transform of an iterate of the perturbed cocycle is a contraction mapping on the set of all such
graphs, and we recover the perturbed slow spaces as the transform’s fixed point. We may then
prove that the perturbed slow spaces approximate the unperturbed slows spaces. In Section
3.4 we bring together the results of the previous sections to complete the proof of Theorem
3.9. An advantage of working with the graph representation of the Grassmannian is that we
mainly work with projections rather than with subspaces. This is nice both conceptually and
technically, particularly when proving the aforementioned stability results.
Remark 3.12. Until the proof of Theorem 3.9 is concluded we shall use L to refer to an element
of EndS(X, σ) ∩ LY(C1, C2, r, R) which satisfies all the hypotheses of Theorem 3.9.
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3.1 Preliminary estimates and lemmata
The following estimate forms the backbone of the proof of Theorem 3.9.
Proposition 3.13. For every β ∈ (0, (λ − µ)/2) there exists Nβ and for each n > Nβ an
ǫn,β > 0 so that if S ∈ LY(C1, C2, r, R) ∩Oǫn,β(L) and ω ∈ Ω then∥∥∥Snω∣∣Fω
∥∥∥ ≤ (µ+ β)n, (19)
and if v ∈ Eω then ∥∥∥ΠEσn(ω)||Fσn(ω)Snωv∥∥∥ ≥ (λ− β)n ‖v‖ . (20)
The proof of Proposition 3.13 is split over the following lemmas, all of which are of inde-
pendent interest.
Lemma 3.14. There exists K such that for every ω ∈ Ω and v ∈ Xω we have∥∥ΠEω ||Fωv∥∥ ≤ K ∣∣ΠEω||Fωv∣∣ .
Proof. From (12) we have∥∥LnωΠEω ||Fωv∥∥ ≤ C1rn ∥∥ΠEω||Fωv∥∥+ C2Rn ∣∣ΠEω ||Fωv∣∣ ,
while, on the other hand, by (9) we have
∥∥LnωΠEω ||Fωv∥∥ ≥ Cλλn ∥∥ΠEω ||Fωv∥∥ . Since λ > r there
exists N such that Cλλ
N − C1rN > 0, and so
∥∥ΠEω ||Fωv∥∥ ≤ C2RNCλλN − C1rN
∣∣ΠEω||Fωv∣∣ .
Lemma 3.15. For every η > 0 there exists Cη > 0 such that for every ω ∈ Z and v ∈ Xω we
have ∥∥ΠEω||Fωv∥∥ ≤ η ‖v‖+ Cη |v| .
Proof. By (8) and (12) we have
∥∥LnωΠEω ||Fωv∥∥ = ∥∥∥ΠEσn(ω)||Fσn(ω)Lnωv∥∥∥ ≤ ΘC1rn ‖v‖+ΘC2Rn |v| .
On the other hand, by (9) we have∥∥LnωΠEω ||Fωv∥∥ ≥ Cλλn ∥∥ΠEω ||Fωv∥∥ .
Hence ∥∥ΠEω ||Fωv∥∥ ≤ ΘC1 ( rλ
)n
‖v‖+ΘC2
(
R
λ
)n
|v| .
Since λ > r, by taking n large enough we may ensure that ΘC1
(
r
λ
)n
< η, from which the result
immediately follows.
Remark 3.16. Since |·| ≤ ‖·‖, by Lemma 3.15 and Proposition 2.24 we have ΠEω ||Fω ,ΠFω||Eω ∈
LS(Xω) for each ω. It is interesting to note that we did not use the fact that L ∈ EndS(X, σ)
in the proof of Lemma 3.15.
Lemma 3.17. If R, S ∈ EndS(X, σ) then R1S ∈ EndS(X, σ2). Hence if R ∈ EndS(X, σ) then
Rn ∈ EndS(X, σn) for every n ∈ Z+.
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Proof. We of course have
sup
ω∈Ω
∥∥Rσ(ω)Sω∥∥ ≤
(
sup
ω∈Ω
‖Rω‖
)(
sup
ω∈Ω
‖Sω‖
)
<∞.
Let η > 0. For every κ1, κ2 > 0 there exists Cκ1, Dκ2 such that for every ω ∈ Ω, f ∈ Xω and
g ∈ Xσ(ω) we have |Sωf | ≤ max{κ1 ‖f‖ , Cκ1 |f |} and
∣∣Rσ(ω)g∣∣ ≤ max{κ2 ‖g‖ , Dκ2 |g|}. Hence
for every ω ∈ Ω and f ∈ Xω we have∣∣Rσ(ω)Sωf ∣∣ ≤ max{κ2 ‖Sωf‖ , Dκ2 |Sωf |ω} ≤ max {max{κ2 ‖Sω‖ , κ1Dκ2} ‖f‖ , Cκ1Dκ2 |f |} .
Setting κ2 = (supω∈Ω ‖Sω‖)−1η, κ1 = D−1κ2 η and Cη = Cκ1Dκ2 yields
∣∣Rσ(ω)Sωf ∣∣ ≤ max {η ‖f‖ , Cη |f |}.
Thus RS ∈ EndS(X, σ2).
Lemma 3.18. For every n ∈ Z+ and ǫ > 0 there exists κ > 0 so that if S ∈ LY(C1, C2, r, R)∩
Oκ(L) then
sup
ω∈Ω
|||Lnω − Snω||| ≤ ǫ. (21)
Proof. For S ∈ LY(C1, C2, r, R) we may write
Lnω − Snω =
n−1∑
k=0
Ln−k−1
σk+1(ω)
(Lσk(ω) − Sσk(ω))Skω.
Since L ∈ EndS(X, σ), Lemma 3.17 and (13) imply that for every η > 0 there exists Cη such
that for every ω ∈ Ω and S ∈ LY(C1, C2, r, R) ∩Oκ(L) we have
|||Lnω − Snω||| ≤
n−1∑
k=0
(
η
∥∥Lσk(ω) − Sσk(ω)∥∥+ Cη∣∣∣∣∣∣Lσk(ω) − Sσk(ω)∣∣∣∣∣∣) ∥∥Skω∥∥
≤ C3
n−1∑
k=0
(2C3Rη + κCη)R
k ≤ nC3 (2C3Rη + κCη)max{1, Rn}.
We obtain (21) by choosing η so that n2C23Rηmax{1, Rn} < ǫ/2, and then taking κ small
enough so that nC3κCηmax{1, Rn} < ǫ/2
The proof of Proposition 3.13. We prove (19) and (20) separately.
The proof of (19). By telescoping we have
∥∥∥Snω∣∣Fω
∥∥∥ ≤ ∥∥∥Lnω∣∣Fω
∥∥∥+∥∥∥(Lnω − Snω)∣∣Fω
∥∥∥ ≤ ∥∥∥Lnω∣∣Fω
∥∥∥+n−1∑
k=0
∥∥∥Sn−k−1σk+1(ω)(Lσk(ω) − Sσk(ω))Lkω∣∣Fω
∥∥∥ . (22)
Since S, L ∈ LY(C1, C2, r, R), by (12) and (13) we get
n−1∑
k=0
∥∥∥Sn−k−1σk+1(ω)(Lσk(ω) − Sσk(ω))Lkω∣∣Fω
∥∥∥
≤
n−1∑
k=0
C1r
n−k−1
∥∥∥(Lσk(ω) − Sσk(ω))Lkω∣∣Fω
∥∥∥+ C2Rn−k−1∣∣∣∣∣∣∣∣∣(Lσk(ω) − Sσk(ω))Lkω∣∣Fω
∣∣∣∣∣∣∣∣∣
≤
n−1∑
k=0
(
2C1C3Rr
n−k−1 + C2R
n−k−1
∣∣∣∣∣∣Lσk(ω) − Sσk(ω)∣∣∣∣∣∣) ∥∥∥Lkω∣∣Fω
∥∥∥ .
(23)
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Combining (22) and (23), and then Applying (10) yields
∥∥∥Snω∣∣Fω
∥∥∥ ≤ Cµµn+Cµµn n−1∑
k=0
(
2C1C3Rµ
−1
(
r
µ
)n−k−1
+ C2µ
−1
(
R
µ
)n−k−1 ∣∣∣∣∣∣Lσk(ω) − Sσk(ω)∣∣∣∣∣∣
)
.
By Lemma 3.18 and as µ > r, for any n ∈ Z+ there exists ǫn > 0 so that if S ∈ Oǫn(L) ∩
LY(C1, C2, r, R) then
n−1∑
k=0
(
2C1C3Rµ
−1
(
r
µ
)n−k−1
+ C2µ
−1
(
R
µ
)n−k−1 ∣∣∣∣∣∣Lσk(ω) − Sσk(ω)∣∣∣∣∣∣
)
≤ 3C1C3Rµ−1
n−1∑
k=0
(
r
µ
)k
≤ 3C1C3R
µ− r := C
′.
Thus if S ∈ Oǫn(L) ∩ LY(C1, C2, r, R) and ω ∈ Ω then
∥∥∥Snω∣∣Fω
∥∥∥ ≤ CµC ′µn. Setting Nβ =
log(CµC
′)/ log(1+β/µ), we therefore get (19) whenever n > Nβ , S ∈ Oǫn(L)∩LY(C1, C2, r, R)
and ω ∈ Ω.
The proof of (20). As |·| ≤ ‖·‖, for each v ∈ Eω we have∥∥∥ΠEσn(ω)||Fσn(ω)Snωv∥∥∥ ≥ ∣∣∣ΠEσn(ω)||Fσn(ω)Lnωv∣∣∣− ∣∣∣ΠEσn(ω)||Fσn(ω)(Lnω − Snω)v∣∣∣ . (24)
Using Lemma 3.14, (9) and the fact that Lnωv ∈ Eσn(ω), we get∣∣∣ΠEσn(ω)||Fσn(ω)Lnωv∣∣∣ ≥ K−1 ‖Lnωv‖ ≥ K−1Cλλn ‖v‖ . (25)
On the other hand, by Lemma 3.15 we have for every η > 0 that∣∣∣ΠEσn(ω)||Fσn(ω)(Lnω − Snω)v∣∣∣ ≤ η ‖(Lnω − Snω)v‖+ Cη |(Lnω − Snω)v|
≤ (2ηC3Rn + Cη|||Lnω − Snω |||) ‖v‖ .
(26)
Applying (25) and (26) to (24) yields∥∥∥ΠEσn(ω)||Fσn(ω)Snωv∥∥∥ ≥ (K−1Cλλn − 2ηC3Rn − Cη|||Lnω − Snω |||) ‖v‖ .
For each n let η be small enough so that 2ηC3KC
−1
λ R
n < (λ)n/4. By Lemma 3.18 there exists
ǫn,β so that if S ∈ Oǫn,β(L) ∩ LY(C1, C2, r, R) then KCηC−1λ |||Lnω − Snω ||| < (λ − β)n/4. Thus
if S ∈ Oǫn,β(L) ∩ LY(C1, C2, r, R) then
∥∥∥ΠEσn(ω)||Fσn(ω)Snωv∥∥∥ ≥ (2K)−1Cλλn ‖v‖. Setting Nβ =
log(2−1K−1Cλ)/ log(1 − β/λ), we observe that if n > Nβ and S ∈ Oǫn,β(L) ∩ LY(C1, C2, r, R)
then (20) holds.
3.2 Stability of the fast spaces
In this section we will construct perturbed fast spaces (ESω )ω∈Ω ∈
∏
ω∈Ω Gd(Xω) when S ∈
LY(C1, C2, r, R) ∩ Oǫ(L) for some small ǫ, and then show that these spaces approximate
(Eω)ω∈Ω in a Saks space sense. We will construct these spaces as the fixed point of the
forward graph transform of an iterate of S, which we will prove is a contraction mapping
on a certain cone of subspaces. Specifically, for U = (Uω)ω∈Ω ∈
∏
ω∈Ω L(Fω, Eω) such that
ΠEσn(ω)||Fσn(ω)S
n
ω(Id+Uω)
∣∣∣
Eω
is invertible for every ω ∈ Ω we define (Sn)∗U by
((Sn)∗U)ω = (S
n
σ−n(ω))
∗Uσ−n(ω),
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where the forward graph transform has domain L(Eσ−n(ω), Fσ−n(ω)) and codomain L(Eω, Fω).
For each ω ∈ Ω and a > 0 we define
Cω,a = {U ∈ L(Eω, Fω) : ‖U‖ ≤ a},
and set the fast cone field to be Ca =
∏
ω∈Ω Cω,a. For each a > 0 the fast cone field Ca is a
complete metric space with the metric inherited from
∏
ω∈Ω L(Eω, Fω). We may now state our
first main result for this section.
Proposition 3.19. There exists a0, ǫ0 > 0, n0 ∈ Z+ so that if S ∈ LY(C1, C2, r, R) ∩ Oǫ0(L)
then (Sn0)∗Ca0 ⊆ Ca0 . Moreover, there exists c0 ∈ [0, 1) such that for every U, V ∈ Ca0 and
ω ∈ Ω we have
‖(Sn0ω )∗(Uω)− (Sn0ω )∗(Vω)‖ ≤ c0 ‖Uω − Vω‖ (27)
i.e. (Sn0ω )
∗ is a contraction mapping on Ca0 .
If S satisfies the hypotheses of Proposition 3.19 then we let US ∈ Ca0 denote the unique
fixed point of (Sn0)∗ and define ESω = Φ
−1
Eω⊕Fω
(USω ) = (Id+U
S
ω )(Eω). By Proposition 2.2 the
sequence (ESω )ω∈Ω ∈
∏
ω∈ΩN (Fω) is fixed by Sn0 i.e. Sn0ω ESω = ESσn0 (ω) for every ω ∈ Ω. Our
second main result for this section confirms that if ǫ is sufficiently small then (ESω )ω∈Ω satisfy
the estimate (18) and that (ESω )ω∈Ω and (Eω)ω∈Ω are close in a Saks space sense.
Proposition 3.20. We have
sup
{∥∥ΠESω ||Fω∥∥ : ω ∈ Ω, S ∈ LY(C1, C2, r, R) ∩Oǫ0(L)} <∞. (28)
Moreover, for every β ∈ (0, (λ− µ)/2) and δ > 0 there is ǫβ,δ ∈ (0, ǫ0) and Cβ > 0 such that if
S ∈ LY(C1, C2, r, R) ∩ Oǫβ,δ(L) then
sup
ω∈Ω
∣∣∣∣∣∣ΠESω ||Fω −ΠEω ||Fω∣∣∣∣∣∣ ≤ δ, (29)
and if, in addition, we have ω ∈ Ω, v ∈ ESω and n ∈ Z+ then
‖Snωv‖ ≥ C−1β (λ− β)n ‖v‖ . (30)
We will focus on proving Proposition 3.19 first.
Lemma 3.21. Fix β ∈ (0, (λ − µ)/2) and a > 0. There exists constants Mβ and, for each
n > Mβ, ǫn,β,a > 0 such that if S ∈ LY(C1, C2, r, R) ∩ Oǫn,β,a(L), ω ∈ Ω and U ∈ Cω,a then
ΠEσn(ω)||Fσn(ω)S
n
ω(Id+U) : Eω → Eσn(ω) is invertible with∥∥∥∥∥
(
ΠEσn(ω)||Fσn(ω)S
n
ω(Id+U)
∣∣∣
Eω
)−1∥∥∥∥∥ ≤ (λ− β)−n. (31)
Proof. By Proposition 3.13 there exists Mβ and, for each n > Mβ , ǫn,β > 0 such that for all
ω ∈ Ω and S ∈ LY(C1, C2, r, R) ∩ Oǫn,β(L) we have∥∥∥∥∥
(
ΠEσn(ω)||Fσn(ω)S
n
ω
∣∣∣
Eω
)−1∥∥∥∥∥ ≤ 2(λ− β)−n. (32)
On the other hand, since ΠEσn(ω)||Fσn(ω)L
n
ωU = 0 and by Lemma 3.15 we have for every η > 0
that ∥∥∥∥ΠEσn(ω)||Fσn(ω)SnωU∣∣∣
Eω
∥∥∥∥ =
∥∥∥∥ΠEσn(ω)||Fσn(ω)(Snω − Lnω)U∣∣∣
Eω
∥∥∥∥
≤ η
∥∥∥(Snω − Lnω)U∣∣Eω
∥∥∥+ Cη∣∣∣∣∣∣∣∣∣(Snω − Lnω)U∣∣Eω
∣∣∣∣∣∣∣∣∣
≤ 2aηC3Rn + aCη|||Snω − Lnω|||.
(33)
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By fixing η = (λ−β)
n
4aC3Rn
and applying Lemma 3.18 we find ǫn,β,a ∈ (0, ǫn,β) such that if S ∈
LY(C1, C2, r, R)∩Oǫn,β,a(L) then aCη|||Snω − Lnω||| ≤ (λ−β)n/2. Applying these bounds to (33)
implies that if S ∈ LY(C1, C2, r, R) ∩ Oǫn,β,a(L), ω ∈ Ω and U ∈ Cω,a then∥∥∥∥ΠEσn(ω)||Fσn(ω)SnωU∣∣∣
Eω
∥∥∥∥ ≤ (λ− β)n. (34)
By combining (32) and (34) we confirm that ΠEσn(ω)||Fσn(ω)S
n
ω(Id+U)
∣∣∣
Eω
is invertible, and that
the estimate (31) holds.
The main consequence of Lemma 3.21 is this: for each a > 0 and n sufficiently large there
exists ǫa,n > 0 such that if S ∈ LY(C1, C2, r, R)∩Oǫa,n(L), ω ∈ Ω and U ∈ Cω,a then (Snω)∗U is
well defined.
Lemma 3.22. For sufficiently large n there exists an, ǫn > 0 such that if S ∈ LY(C1, C2, r, R)∩
Oǫn(L) and ω ∈ Ω then (Snω)∗Cω,an ⊆ Cσn(ω),an .
Proof. Fix β ∈ (0, (λ − µ)/2). For a > 0 let Mβ and ǫn,β,a denote the constants produced by
Lemma 3.21. By Lemma 3.21, for every S ∈ LY(C1, C2, r, R) ∩ Oǫn,β,a(L), ω ∈ Ω and U ∈ Cω,a
we have (Snω)
∗U ∈ L(Eσn(ω), Fσn(ω)). By the estimate (31) and the definition of the forward
graph transform,
‖(Snω)∗U‖ ≤
∥∥∥ΠFσn(ω)||Eσn(ω)Snω(Id+U)∥∥∥ (λ− β)−n.
LetNβ and ǫn,β denote the constants produced by Proposition 3.13 and set ǫn = min{ǫn,β, ǫn,β,a}.
Then for n > max{Nβ,Mβ}, S ∈ LY(C1, C2, r, R) ∩Oǫn(L) and U ∈ Cω,a we have∥∥∥ΠFσn(ω)||Eσn(ω)Snω(Id+U)∥∥∥ ≤ Θ(‖Snω‖+ a ∥∥∥Snω∣∣Fω
∥∥∥) ≤ Θ (C3Rn + a(µ+ β)n) ,
and so
‖(Snω)∗U‖ ≤ Θ
(
C3
(
R
λ− β
)n
+ a
(
µ+ β
λ− β
)n)
. (35)
Since β ∈ (0, (λ−µ)/2), it follows from (35) that if n is large enough so that Θ(µ+β)n < (λ−β)n
and we set
an =
ΘC3R
n
(λ− β)n −Θ(µ+ β)n
then ‖(Snω)∗U‖ ≤ an for every U ∈ Cω,an and S ∈ LY(C1, C2, r, R) ∩ Oǫn(L).
Lemma 3.23. Suppose that n is large enough so that Lemma 3.22 may be applied, and let an
and ǫn denote the produced constants. For any such n there exists ǫ
′ ∈ (0, ǫn], k ∈ Z+ and
c ∈ [0, 1) such that for every ω ∈ Ω, S ∈ LY(C1, C2, r, R) ∩ Oǫ′(L) and U1, U2 ∈ Cω,an we have∥∥(Snkω )∗(U1)− (Snkω )∗(U2)∥∥ ≤ c ‖U1 − U2‖ .
Proof. For brevity we set Ξω = ΠFω ||Eω and Γω = ΠEω||Fω . By the definition of (S
nk
ω )
∗ we have
(Snkω )
∗(U1)− (Snkω )∗(U2) = Ξσnk(ω)Snkω (U1 − U2)
(
Γσnk(ω)S
nk
ω (Id+U1)
∣∣
Eω
)−1
+ ((Snkω )
∗U2)
(
Γσnk(ω)S
nk
ω (U2 − U1)
) (
Γσnk(ω)S
nk
ω (Id+U1)
∣∣
Eω
)−1
.
(36)
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We now fix n large enough so that Lemma 3.22 may be applied. If S ∈∈ LY(C1, C2, r, R) ∩
Oǫn(L) then for every k ∈ Z+ we have (Snkω )∗Cω,an ⊆ Cσnk(ω),an , and so ((Snkω )∗U2) ≤ an. Thus,
(36) becomes
∥∥(Snkω )∗(U1)− (Snkω )∗(U2)∥∥ ≤ (1 + an)Θ ∥∥∥Snkω ∣∣Fω
∥∥∥ ∥∥∥∥(Γσnk(ω)Snkω (Id+U1)∣∣Eω
)−1∥∥∥∥ ‖U1 − U2‖ .
Fix β ∈ (0, (λ−µ)/2). By Proposition 3.13 and Lemma 3.21 for every k sufficiently large there
exists ǫk > 0 such that if S ∈ LY(C1, C2, r, R) ∩ Oǫnk,β,an(L) then
∥∥(Snkω )∗(U1)− (Snkω )∗(U2)∥∥ ≤ Θ(1 + an)
(
µ+ β
λ− β
)nk
‖U1 − U2‖ . (37)
By taking k large enough we may ensure that c := Θ(1+ an)(µ+ β
nk/(λ− β)nk < 1, and so we
obtain the required inequality from (37) upon setting ǫ′ = ǫk.
The proof of Proposition 3.19. Suppose that n is large enough so Lemmas 3.22 and 3.23 may be
applied, and let an, ǫ
′, k, and c denote the produced constants. Set a0 := an, n0 := nk, ǫ0 := ǫ
′
and c0 := c. By Lemma 3.22 we have (S
n0)∗Ca0 ⊆ Ca0 for every S ∈ LY(C1, C2, r, R) ∩Oǫ0(L).
The estimate (27) is exactly the content of Lemma 3.23.
We turn to the proof of Proposition 3.20. Recall that US ∈ Ca0 denotes the unique fixed
point of (Sn0)∗, and that ESω = Φ
−1
Eω⊕Fω
(USω ) = (Id+U
S
ω )(Eω).
Lemma 3.24. We have
sup
{∥∥ΠESω ||Fω∥∥ : ω ∈ Ω, S ∈ LY(C1, C2, r, R) ∩ Oǫ0(L)} <∞.
Proof. By Proposition 2.2 we have ΠESω ||Fω = (Id+U
S
ω )ΠEω ||Fω . Hence, as U
S
ω ∈ Ca0 , it follows
that
∥∥ΠESω ||Fω∥∥ ≤ ∥∥Id+USω ∥∥ ∥∥ΠEω ||Fω∥∥ ≤ (1 + a0)Θ.
Lemma 3.25. For every δ > 0 there exists ǫδ ∈ (0, ǫ0] so that for every S ∈ LY(C1, C2, r, R)∩
Oǫδ(L) we have
sup
ω∈Ω
∣∣∣∣∣∣ΠESω ||Fω − ΠEω ||Fω∣∣∣∣∣∣ ≤ δ.
Proof. By Proposition 2.2 we have ΠESω ||Fω = (Id+U
S
ω )ΠEω||Fω , and so∣∣∣∣∣∣ΠESω ||Fω − ΠEω ||Fω∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣USω ∣∣∣∣∣∣ ∥∥ΠEω ||Fω∥∥ ≤ Θ∣∣∣∣∣∣USω ∣∣∣∣∣∣. (38)
For any k ∈ Z+ we have∣∣∣∣∣∣USω ∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣(Sn0kσ−n0k(ω))∗0
∣∣∣∣∣∣∣∣∣+ ∥∥∥(Sn0kσ−n0k(ω))∗USσ−n0k(ω) − (Sn0kσ−n0k(ω))∗0
∥∥∥ . (39)
By Proposition 3.19 we have∥∥∥(Sn0k
σ−n0k(ω)
)∗USσ−n0k(ω) − (Sn0kσ−n0k(ω))∗0
∥∥∥ ≤ ck0a0. (40)
Hence, by fixing k large enough we may make the left hand side of (40) strictly smaller than
δ/(3Θ). On the other hand, since (Ln0k
σ−n0k(ω)
)∗0 = 0 and ΠFω ||EωL
n0k
σ−n0k(ω)
ΠE
σ−n0k(ω)
||F
σ−n0k(ω)
= 0,
after a short calculation we find that
(Sn0k
σ−n0k(ω)
)∗0 = (Sn0k
σ−n0k(ω)
)∗0− (Ln0k
σ−n0k(ω)
)∗0
= ΠFω ||Eω
(
Sn0k
σ−n0k(ω)
− Ln0k
σ−n0k(ω)
)(
ΠEω||FωL
n0k
σ−n0k(ω)
∣∣∣
E
σ−n0k(ω)
)−1
.
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Hence, by Lemma 3.15, Remark 3.16 and (9) for every η > 0 there exists Cη > 0 such that
∣∣∣∣∣∣∣∣∣(Snkσ−n0k(ω))∗0∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣ΠFω ||Eω
(
Snkσ−n0k(ω) − Lnkσ−n0k(ω)
)(
ΠEω||FωL
nk
σ−n0k(ω)
∣∣∣
E
σ−n0k(ω)
)−1∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
≤ η
∥∥∥∥∥∥
(
Snkσ−n0k(ω) − Lnkσ−n0k(ω)
)(
ΠEω ||FωL
nk
σ−n0k(ω)
∣∣∣
E
σ−n0k(ω)
)−1∥∥∥∥∥∥
+ Cη
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
(
Snkσ−n0k(ω) − Lnkσ−n0k(ω)
)(
ΠEω ||FωL
nk
σ−n0k(ω)
∣∣∣
E
σ−n0k(ω)
)−1∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
≤ C−1λ λ−nk
(
2ηC3R
nk + Cη
∣∣∣∣∣∣∣∣∣Snkσ−n0k(ω) − Lnkσ−n0k(ω)∣∣∣∣∣∣∣∣∣) .
Since k is fixed there exists η such that 2ηC3C
−1
λ R
nkλ−nk < δ/(3Θ). Then, by Lemma 3.18,
there exists ǫδ ∈ (0, ǫ0] such that if S ∈ LY(C1, C2, r, R) ∩Oǫδ(L) then
CηC
−1
λ λ
−nk
∣∣∣∣∣∣∣∣∣Snkσ−n0k(ω) − Lnkσ−n0k(ω)∣∣∣∣∣∣∣∣∣ ≤ δ3Θ .
Thus, if S ∈ LY(C1, C2, r, R) ∩ Oǫδ(L) then
∣∣∣∣∣∣∣∣∣(Snkσ−n0k(ω))∗0
∣∣∣∣∣∣∣∣∣ ≤ 2δ/(3Θ), and so ∣∣∣∣∣∣USω ∣∣∣∣∣∣ ≤ δ/Θ
by (39). We obtain the required inequality upon recalling (38).
Lemma 3.26. For each β ∈ (0, (λ− µ)/2) there exists kβ ∈ Z+ and ǫβ > 0 such that for every
S ∈ LY(C1, C2, r, R) ∩ Oǫβ(L), ω ∈ Ω, U ∈ Cω,a0 and v ∈ ESω we have∥∥∥Skβn0ω v∥∥∥ ≥ (λ− β)kβn0 ‖v‖ .
Proof. Since |·| ≤ ‖·‖ we have∥∥Skn0ω v∥∥ ≥ ∣∣Skn0ω v∣∣ ≥ ∣∣Lkn0ω ΠEω ||Fωv∣∣− ∣∣(Skn0ω − Lkn0ω )ΠEω||Fωv∣∣− ∥∥Skn0ω ΠFω ||Eωv∥∥ . (41)
Using Lemma 3.14 and (9) we find that∣∣Lkn0ω ΠEω ||Fωv∣∣ ≥ K−1Cλλkn0 ∥∥ΠEω ||Fωv∥∥ .
Since v ∈ ESω = (Id+Uω)(Eω) and Uω ∈ Cω,ǫ0 we have
∥∥ΠFω||Eωv∥∥ ≤ a0 ∥∥ΠEω||Fωv∥∥ and so
(1 + a0)
−1 ‖v‖ ≤ ∥∥ΠEω ||Fωv∥∥. Hence (41) becomes∥∥Skn0ω v∥∥ ≥ ((1 + a0)−1K−1Cλλkn0 −Θ∣∣∣∣∣∣Skn0ω − Lkn0ω ∣∣∣∣∣∣−Θ ∥∥∥Skn0ω ∣∣Fω
∥∥∥) ‖v‖ . (42)
Let k := kβ be sufficiently large so that
(1 + a0)
−1K−1Cλλ
kβn0 ≥ 2(λ− β)kβn0 , (43)
and so that Proposition 3.13 and Lemma 3.18 may be applied with n = kβn0 to produce ǫβ so
that if S ∈ LY(C1, C2, r, R) ∩ Oǫβ(L) and ω ∈ Ω then∥∥∥∥Skβn0ω
∣∣∣
Fω
∥∥∥∥ ≤ (µ+ β)kβn0 ≤ (λ− β)kβn02Θ , (44)
and ∣∣∣∣∣∣∣∣∣Lkβn0ω − Skβn0ω ∣∣∣∣∣∣∣∣∣ ≤ (λ− β)kβn0
2Θ
. (45)
Applying (43), (44) and (45) to (42) yields the required inequality.
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The proof of Proposition 3.20. The estimates (28) and (29) are proven in Lemmas 3.24 and
3.25, respectively. Thus to finish the proof it suffices to demonstrate (30).
For β ∈ (0, (λ − µ)/2) let kβ and ǫβ be the constants produced by Lemma 3.26. For
n ∈ Z+ write n = mn0kβ + j where m ∈ N and j ∈ {0, . . . , n0kβ − 1}. For any ω ∈ Ω,
S ∈ LY(C1, C2, r, R) ∩ Oǫβ(L) and v ∈ ESω we have
S
mn0kβ
ω v ∈ ESσmn0kβ (ω) =
(
Id+US
σ
mn0kβ (ω)
)
E
σ
mn0kβ (ω)
.
Hence, as US
σ
mn0kβ (ω)
∈ C
σ
mn0kβ (ω),a0
, by Lemma 3.26 we have∥∥∥S(m+1)n0kβω v∥∥∥ = ∥∥∥Sn0kβ
σ
mn0kβ (ω)
S
mn0kβ
ω v
∥∥∥ ≥ (λ− β)n0kβ ∥∥∥Smn0kβω v∥∥∥ .
By repeating this argument we deduce that
∥∥∥S(m+1)n0kβω v∥∥∥ ≥ (λ − β)(m+1)n0kβ ‖v‖. Therefore,
as R > λ− β,
‖Snωv‖ ≥
∥∥∥Sn0kβ−j
σ
mn0kβ+j(ω)
∥∥∥−1 ∥∥∥S(m+1)n0kβω v∥∥∥ ≥ C−13
(
λ− β
R
)n0kβ−j
(λ− β)mn0kβ+j ‖v‖
≥ C−13
(
λ− β
R
)n0kβ
(λ− β)n ‖v‖ ,
and so we obtain the required claim by setting Cβ = C3
(
R
λ−β
)n0kβ
.
3.3 Stability of the slow spaces
In this section we will construct and characterise the perturbed slow spaces for S ∈ LY(C1, C2, r, R)∩
Oǫ(L) when ǫ is sufficiently small. These perturbed slow spaces will be the fixed point of a
backwards graph transform associated to S, although our approach is slightly different to that
of the previous section since we may capitalise on the existence of fast spaces for S. Once
constructed, we show that the slow spaces are stable in the Grassmannian, and verify the es-
timate (17). Let n0 and ǫ0 be the constants produced by Proposition 3.19, and suppose that
S ∈ LY(C1, C2, r, R) ∩ Oǫ0(L). For V ∈ L(Fω, ESω ) recall that (Sn0σ−n0 (ω))∗V is well-defined if
(ΠESω ||Fω − V ΠFω||ESω )Sn0σ−n0 (ω) : ESσ−n0 (ω) → ESω is invertible. Since Sn0σ−n0 (ω)ESσ−n0 (ω) = ESω it
follows that
(ΠESω ||Fω − V ΠFω||ESω )Sn0σ−n0 (ω)
∣∣∣
ES
σ−n0(ω)
= Sn0
σ−n0 (ω)
∣∣∣
ES
σ−n0(ω)
,
which is always invertible. Hence the map (Sn0
σ−n0 (ω)
)∗ : L(Fω, ESω ) → L(Fσ−n0 (ω), ESσ−n0 (ω)) is
well defined and satisfies
(Sn0
σ−n0 (ω)
)∗V =
(
Sn0
σ−n0 (ω)
∣∣∣
ES
σ−n0 (ω)
)−1 (
V ΠFω||ESω −ΠESω ||Fω
)
Sn0
σ−n0 (ω)
.
Finally, let Sn0∗ :
∏
ω∈Ω L(Fω, ESω )→
∏
ω∈Ω L(Fω, ESω ) be defined by
(Sn0∗ V )ω = (S
n0
ω )∗Vσn0 (ω).
Proposition 3.27. There exists k ∈ Z+, c ∈ [0, 1) and ǫ1 ∈ [0, ǫ0) such that for any S ∈
LY(C1, C2, r, R) ∩Oǫ1(L), ω ∈ Ω and V1, V2 ∈ L(Fω, ESω ) we have∥∥∥(Sn0kσ−n0k(ω))∗(V1)− (Sn0kσ−n0k(ω))∗(V2)
∥∥∥ ≤ c ‖V1 − V2‖ .
Hence Sn0k∗ is a contraction mapping on
∏
ω∈Ω L(Fω, ESω ).
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If S satisfies the hypotheses of Proposition 3.27 then we let V S ∈ ∏ω∈Ω L(Fω, ESω ) denote
the unique fixed point of Sn0k∗ , and set F
S
ω = Φ
−1
Fω⊕ESω
(V Sω ) = (Id+V
S
ω )(Fω). Note that, since
Sn0∗ preserves
∏
ω∈Ω L(Fω, ESω ), we must have Sn0∗ V S = V S. Moreover, by the definition of the
graph representation we have F Sω ∈ N (ESω ), so that X = F Sω ⊕ ESω . Our second main result
for this section confirms that the spaces (F Sω )ω∈Ω are equivariant slow spaces for S
n0k, and that
(F Sω )ω∈Ω approximates (Fω)ω∈Ω in the Grassmannian.
Proposition 3.28. We have
sup
{∥∥ΠESω ||FSω ∥∥ : ω ∈ Ω, S ∈ LY(C1, C2, r, R) ∩Oǫ1(L)} <∞, (46)
and Sn0ω F
S
ω ⊆ F Sσn0 (ω) for every ω ∈ Ω. Moreover, for every β ∈ (0, (λ− µ)/2) and δ > 0 there
is ǫβ,δ ∈ (0, ǫ1] and Cβ > 0 such that if S ∈ LY(C1, C2, r, R) ∩Oǫβ,δ(L) then
sup
ω∈Ω
dH(F
S
ω , Fω) ≤ δ, (47)
sup
ω∈Ω
∣∣∣∣∣∣ΠFSω ||ESω − ΠFω ||Eω∣∣∣∣∣∣ ≤ δ, (48)
and if, in addition, we have ω ∈ Ω and n ∈ Z+ then∥∥∥Snω∣∣FSω
∥∥∥ ≤ Cβ(µ+ β)n. (49)
To fix some notation, we let
M := sup
{∥∥ΠESω ||Fω∥∥ : ω ∈ Ω, S ∈ LY(C1, C2, r, R) ∩ Oǫ0(L)} , (50)
which is finite by Proposition 3.20.
The proof of Proposition 3.27. By Proposition 2.5 we have for every k ∈ Z+ that
(Sn0k
σ−n0k(ω)
)∗(V1)− (Sn0kσ−n0k(ω))∗(V2) =
(
Sn0k
σ−n0k(ω)
∣∣∣
ES
σ−n0k(ω)
)−1
(V1 − V2)ΠFω||ESωSn0kσ−n0k(ω),
and so∥∥∥∥(Sn0kσ−n0k(ω))∗(V1)− (Sn0kσ−n0k(ω))∗(V1)
∥∥∥∥
≤
∥∥∥∥∥∥
(
Sn0k
σ−n0k(ω)
∣∣∣
ES
σ−n0k(ω)
)−1∥∥∥∥∥∥
∥∥ΠFω ||ESω∥∥
∥∥∥∥∥Sn0kσ−n0k(ω)
∣∣∣
F
σ−n0k(ω)
∥∥∥∥∥ ‖V1 − V2‖ .
(51)
Let β ∈ (0, (λ − µ)/2). By Proposition 3.20 there exists ǫβ ∈ (0, ǫ0) and Cβ > 0 so that for
every S ∈ LY(C1, C2, r, R) ∩Oǫβ(L) and k ∈ Z+ we have∥∥∥∥∥∥
(
Sn0k
σ−n0k(ω)
∣∣∣
ES
σ−n0k(ω)
)−1∥∥∥∥∥∥ ≤ Cβ(λ− β)−n0k. (52)
Fix k large enough so that c := Cβ(M +1)(µ+β)
n0k/(λ−β)n0k < 1. By Proposition 3.13 there
exists ǫβ,k ∈ (0, ǫβ) so that for S ∈ LY(C1, C2, r, R) ∩Oǫβ,k(L) we have∥∥∥∥∥Sn0kσ−n0k(ω)
∣∣∣
F
σ−n0k(ω)
∥∥∥∥∥ ≤ (µ+ β)n0k. (53)
Set ǫ1 := ǫβ,k. We obtain the required statement by applying (50), (52), and (53) to (51), and
then recalling that c ∈ [0, 1).
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The proof of Proposition 3.28 is broken into a number of lemmas.
Lemma 3.29. For every ω ∈ Ω and S ∈ LY(C1, C2, r, R) ∩Oǫ1(L) we have Sn0ω F Sω ⊆ F Sσn0 (ω).
Proof. Since (Sn0ω )∗V
S
σn0 (ω) = V
S
ω we have
Sn0ω F
S
ω = S
n0
ω (Id+V
S
ω )(Fω)
= Sn0ω (Id+(S
n0
ω )∗V
S
σn0 (ω))(Fω)
= Sn0ω
(
Id+
(
Sn0ω
∣∣
ESω
)−1 (
V Sσn0 (ω)ΠFσn0 (ω)||ESσn0(ω)
− ΠES
σn0(ω)
||Fσn0(ω)
)
Sn0ω
)
(Fω)
=
((
Id−ΠES
σn0 (ω)
||Fσn0(ω)
)
+ V Sσn0 (ω)ΠFσn0 (ω)||ESσn0(ω)
)
Sn0ω (Fω)
= (Id+V Sσn0 (ω))ΠFσn0 (ω)||ESσn0(ω)
Sn0ω (Fω)
⊆ (Id+V Sσn0 (ω))(Fσn0 (ω)) = F Sσn0 (ω).
Lemma 3.30. We have
sup
{∥∥ΠESω ||FSω ∥∥ : ω ∈ Ω, S ∈ LY(C1, C2, r, R) ∩Oǫ1(L)} <∞. (54)
Proof. By Proposition 3.27 we have for every ω ∈ Ω that
∥∥V Sω ∥∥ ≤ ∥∥∥(Sn0kω )∗V Sσn0k(ω) − (Sn0kω )∗(0)∥∥∥+ ∥∥(Sn0kω )∗(0)∥∥ ≤ c ∥∥∥V Sσn0k(ω)∥∥∥+ ∥∥(Sn0kω )∗(0)∥∥ ,
from which it follows that
sup
ω∈Ω
∥∥V Sω ∥∥ ≤ (1− c)−1 sup
ω∈Ω
∥∥(Sn0kω )∗(0)∥∥ .
Since
(Sn0kω )∗(0) = −
(
Sn0kω
∣∣
ESω
)−1
ΠES
σn0k(ω)
||F
σn0k(ω)
Sn0kω ,
the bounds used in the proof of Proposition 3.27 imply that
∥∥(Sn0kω )∗(0)∥∥ ≤
∥∥∥∥(Sn0kω ∣∣ESω
)−1∥∥∥∥
∥∥∥∥ΠES
σn0k(ω)
||F
σn0k(ω)
∥∥∥∥ ∥∥∥Sn0kω ∣∣Fω
∥∥∥ < c.
Hence for every S ∈ LY(C1, C2, r, R) ∩Oǫ1(L) we have
sup
ω∈Ω
∥∥V Sω ∥∥ ≤ c1− c. (55)
By Proposition 2.2 we have ΠFSω ||ESω = (Id+V
S
ω )ΠFω||ESω and so
∥∥ΠFSω ||ESω∥∥ ≤ (1+∥∥V Sω ∥∥) ∥∥ΠFω ||ESω∥∥.
Recalling the bound (50), we get
sup
{∥∥ΠESω ||FSω ∥∥ : ω ∈ Ω, S ∈ LY(C1, C2, r, R) ∩ Oǫ1(L)} ≤ M + 11− c .
Lemma 3.31. For every δ > 0 there exists ǫδ ∈ (0, ǫ1] such that if S ∈ LY(C1, C2, r, R)∩Oǫδ(L)
and ω ∈ Ω then ∥∥V Sω ∥∥ ≤ δ.
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Proof. For every m ∈ Z+ we have∥∥V Sω ∥∥ = ∥∥∥(Sn0kmω )∗V Sσn0km(ω)∥∥∥
=
∥∥∥∥(Sn0kmω ∣∣ESω
)−1(
V Sσn0km(ω)ΠFσn0km(ω)||E
S
σn0km(ω)
− ΠES
σn0km(ω)
||F
σn0km(ω)
)
Sn0kmω
∣∣
Fω
∥∥∥∥ .
(56)
Fix β ∈ (0, (λ − µ)/2). By Proposition 3.20 there exists ǫβ ∈ (0, ǫ1] and Cβ so that if S ∈
LY(C1, C2, r, R) ∩Oǫβ(L) then for every m ∈ Z+ we have∥∥∥∥(Sn0kmω ∣∣ESω
)−1∥∥∥∥ ≤ Cβ(λ− β)−n0km. (57)
Let Nβ be the constant produced by Proposition 3.13 and fix m > Nβ/(n0k) large enough so
that
Cβ
(
c(1 +M)
1− c +M
)(
µ+ β
λ− β
)n0km
≤ δ. (58)
By Proposition 3.13 there is ǫδ ∈ (0, ǫβ] such that if S ∈ LY(C1, C2, r, R) ∩ Oǫδ(L) then∥∥∥Sn0kmω ∣∣Fω
∥∥∥ ≤ (µ+ β)mn0k. (59)
Recalling (55) from the proof of Lemma 3.30, and then applying (57), (58) and (58) to (56)
yields the required inequality.
Lemma 3.32. For every δ > 0 there exists ǫδ ∈ (0, ǫ1] such that if S ∈ LY(C1, C2, r, R)∩Oǫδ(L)
and ω ∈ Ω then dH(F Sω , Fω) ≤ δ.
Proof. Since ΦFω⊕ESω (Fω) = 0, by Lemma 2.3 and (50) we have
dH(F
S
ω , Fω) ≤ 2
∥∥ΠFω||ESω∥∥∥∥V Sω − ΦFω⊕ESω (Fω)∥∥ ≤ 2(M + 1) ∥∥V Sω ∥∥ ,
and so the required inequality follows immediately from Lemma 3.31.
Lemma 3.33. For every δ > 0 there exists ǫδ ∈ (0, ǫ1] such that for all S ∈ LY(C1, C2, r, R) ∩
Oǫδ(L) one has
sup
ω∈Ω
∣∣∣∣∣∣ΠFSω ||ESω − ΠFω||Eω∣∣∣∣∣∣ ≤ δ.
Proof. By the triangle inequality we get∣∣∣∣∣∣ΠFSω ||ESω − ΠFω||Eω∣∣∣∣∣∣ ≤ ∥∥ΠFSω ||ESω −ΠFω ||ESω∥∥+ ∣∣∣∣∣∣ΠESω ||Fω − ΠEω||Fω∣∣∣∣∣∣. (60)
By Proposition 2.2 and (50) we have∥∥ΠFSω ||ESω − ΠFω||ESω∥∥ ≤ ∥∥V Sω ∥∥ ∥∥ΠFω||ESω∥∥ ≤ (M + 1) ∥∥V Sω ∥∥ .
Hence by Lemma 3.31 there exists ǫδ,1 ∈ (0, ǫ1] such that if S ∈ LY(C1, C2, r, R)∩Oǫδ,1(L) then
sup
ω∈Ω
∥∥ΠFSω ||ESω − ΠFω||ESω∥∥ ≤ δ/2. (61)
On the other hand, by Proposition 3.20 there exists ǫδ,2 ∈ (0, ǫ0] such that if S ∈ LY(C1, C2, r, R)∩
Oǫδ,2(L) then
sup
ω∈Ω
∣∣∣∣∣∣ΠESω ||Fω − ΠEω||Fω∣∣∣∣∣∣ ≤ δ/2. (62)
Upon setting ǫδ = min{ǫδ,1, ǫδ,2} we may conclude by applying (61) and (62) to (60).
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Lemma 3.34. For β ∈ (0, (λ − µ)/2) there exists ǫβ ∈ (0, ǫ1] and m ∈ Z+ such that if
S ∈ LY(C1, C2, r, R) ∩ Oǫδ(L) and ω ∈ Ω then∥∥∥Sn0kmω ∣∣FSω
∥∥∥ ≤ (µ+ β)n0km.
Proof. We have∥∥∥Sn0kmω ∣∣FSω
∥∥∥ ≤ ∥∥∥Sn0kmω ∣∣Fω
∥∥∥+ ∥∥Sn0kmω ∥∥ dH(Fω, F Sω ) ≤ ∥∥∥Sn0kmω ∣∣Fω
∥∥∥+ C3Rn0kmdH(Fω, F Sω ). (63)
By Proposition 3.13 there exists ǫβ,1 ∈ (0, ǫ1) and m ∈ Z+ such that if S ∈ LY(C1, C2, r, R) ∩
Oǫβ,1(L) and ω ∈ Ω then ∥∥∥Sn0kmω ∣∣Fω
∥∥∥ ≤ (µ+ β)n0km
2
. (64)
By Lemma 3.32 there exists ǫβ,2 ∈ (0, ǫβ) such that if S ∈ LY(C1, C2, r, R) ∩Oǫβ,2(L) then
sup
ω∈Ω
dH(Fω, F
S
ω ) ≤ (2C3)−1
(
µ+ β
R
)n0km
. (65)
We obtain the required inequality by setting ǫβ = min{ǫβ,1, ǫβ,2} and then applying (64) and
(65) to (63).
The proof of Proposition 3.28. Lemma 3.30 proves (46), while Lemma 3.29 proves that Sn0ω F
S
ω ⊆
F Sσn0 (ω) for every ω ∈ Ω. We get (47) and (48) from Lemmas 3.32 and 3.33, respectively.
Thus it remains to prove (49), which we will do using Lemma 3.34. With the notation of
Lemma 3.34 set n1 = n0km. For n ∈ Z+ write n = ℓn1+j where ℓ ∈ Z+ and j ∈ {0, . . . , n1−1}.
By Lemma 3.34 and the equivariance of (F Sω )ω∈Ω we have for S ∈ LY(C1, C2, r, R) ∩ Oǫβ(L)
that ∥∥∥Sℓn1ω ∣∣FSω
∥∥∥ ≤ ℓ−1∏
i=0
∥∥∥∥∥Sn1σ(in1)(ω)
∣∣∣
FS
σ(in1)(ω)
∥∥∥∥∥ ≤ (µ+ β)ℓn1,
and so ∥∥∥Snω∣∣FSω
∥∥∥ ≤ ∥∥∥Sj
σℓn1 (ω)
∥∥∥ ∥∥∥Sℓn1ω ∣∣FSω
∥∥∥ ≤ C3
(
R
µ+ β
)j
(µ+ β)n.
Since µ+ β ≤ R we obtain (49) upon setting Cβ = C3
(
R
µ+β
)n1−1
.
3.4 Completing the proof of Theorem 3.9
We have assembled most of the ingredients that are required to complete the proof of Theorem
3.9. Indeed, all of the conclusions of Theorem 3.9 are verified by Propositions 3.20 and 3.28,
except for the following result.
Proposition 3.35. There exists ǫ′ ∈ (0, ǫ1) such that if S ∈ LY(C1, C2, r, R) ∩ Oǫ′(L) then
the fast spaces (ESω )ω∈Ω ∈
∏
ω∈Ω Gd(Xω) and slow spaces (F Sω )ω∈Ω ∈
∏
ω∈Ω Gd(Xω) produced by
Propositions 3.19 and 3.27, respectively, form a hyperbolic splitting of index d for S.
Proof. Fix β ∈ (0, (λ− µ)/2). By Propositions 3.20 and 3.28 there exists ǫ′ > 0 and Cβ such
that if S ∈ LY(C1, C2, r, R) ∩ Oǫ′(L), n ∈ Z+ and ω ∈ Ω then∥∥∥Snω∣∣FSω
∥∥∥ ≤ Cβ(µ+ β)n,
and if, in addition, v ∈ ESω then
‖Snωv‖ ≥ C−1β (λ− β)n.
Hence, it suffices to prove that for every ω ∈ Ω we have SωESω = ESσ(ω) and SωF Sω ⊆ F Sσ(ω). We
will prove these separately.
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The equivariance of (F Sω )ω∈Ω. If SωF
S
ω 6⊆ F Sσ(ω) then there exists f ∈ F Sω such that ‖f‖ = 1
and Sωf /∈ F Sσ(ω). Thus codim(F Sσ(ω) ⊕ span{Sωf}) = d − 1, and so there exists e ∈ ESσ(ω) ∩
(F Sσ(ω)⊕ span{Sωf}) with ‖e‖ = 1. Write e = aSωf + f ′ where a is a scalar and f ′ ∈ F Sσ(ω). For
every n ∈ Z+ we have
C−1β (λ− β)n ≤
∥∥Smσ(ω)e∥∥ ≤ |a|∥∥Sn+1ω f∥∥+ ∥∥Snσ(ω)f ′∥∥ ≤ Cβ(µ+ β)n (|a| (µ+ β) ‖f‖+ ‖f ′‖) .
Since λ− β > µ+ β we obtain a contradiction by taking n→∞.
The equivariance of (ESω )ω∈Ω. If SωE
S
ω 6= ESσ(ω) then there exists e ∈ ESω such that ‖e‖ = 1
and Sωe /∈ ESσ(ω). Recall that for the constant n0 produced by Propositions 3.19 we have
Smn0
σ−mn0 (ω)
ESσ−mn0 (ω) = E
S
ω for every m ∈ Z+. Hence, for each m ∈ Z+ there is a unique vector
em ∈ ESσ−mn0 (ω) satisfying Smn0σ−mn0 (ω)em = e. Since Smn0σ−mn0+1(ω)ESσ−mn0+1(ω) = ESσ(ω) we must
have Sσ−mn0 (ω)em /∈ ESσ−mn0+1(ω). Thus dim(ESσ−mn0+1(ω) ⊕ span{Sσ−mn0 (ω)em}) = d + 1, and so
there exists fm ∈ (ESσ−mn0+1(ω) ⊕ span{Sσ−mn0 (ω)em}) ∩ F Sσ−mn0+1(ω) with ‖fm‖ = 1. Writing
fm = amSσ−mn0 (ω)em + gm for some scalar am and gm ∈ ESσ−mn0+1(ω), we have
Cβ(µ+ β)
mn0−1 ≥
∥∥∥Smn0−1σ−mn0+1(ω)fm
∥∥∥
=
∥∥∥amSmn0σ−mn0 (ω)em + Smn0−1σ−mn0+1(ω)gm
∥∥∥
≥ max
{
|am|
∥∥∥Smn0σ−mn0 (ω)em
∥∥∥ ∥∥∥Πspan{Sωe}||ESσ(ω)
∥∥∥−1 , ∥∥∥Smn0−1σ−mn0+1(ω)gm
∥∥∥ ∥∥∥ΠES
σ(ω)
|| span{Sωe}
∥∥∥−1}
≥ (λ− β)
mn0−1
2Cβ
max {|am| (λ− β) ‖em‖ , ‖gm‖}
∥∥∥Πspan{Sωe}||ESσ(ω)
∥∥∥−1 .
Since fm = amSσ−mn0 (ω)em + gm and ‖fm‖ = 1 we have 1 ≤ |am|C3R ‖em‖+ ‖gm‖, and so
Cβ(µ+ β)
mn0−1 ≥ (λ− β)
mn0−1
2Cβ
max
{
(λ− β)1− ‖gm‖
C3R
, ‖gm‖
}∥∥∥Πspan{Sωe}||ESσ(ω)
∥∥∥−1 .
For any value of ‖gm‖ we have
max
{
(λ− β)1− ‖gm‖
C3R
, ‖gm‖
}
≥ λ− β
C3R + λ− β .
Thus
Cβ(µ+ β)
mn0−1 ≥ (λ− β)
mn0
2Cβ(C3R + λ− β)
∥∥∥Πspan{Sωe}||ESσ(ω)
∥∥∥−1 ,
and so we obtain a contradiction by sending m→∞.
4 Application to random linear systems
In this section we will use Theorem 3.9 to prove the stability of the Oseledets splitting and
Lyapunov exponents of certain random linear systems (see Theorem 4.8). In order to properly
formulate our results we need some language from [24] (although we note the existence of
alternatives, such as [9, 20]).
Definition 4.1. A separable strongly measurable random linear system is a tuple Q = (Ω,F ,P, σ,X,Q)
such that (Ω,F ,P) is a Lebesgue space, σ : Ω→ Ω is a P-preserving transformation of (Ω,F ,P),
X is a separable Banach space, and the generator Q : Ω → L(X) is strongly measurable i.e.
for every x ∈ X the map ω 7→ Qω(x) is (F ,BX)-measurable where BX is the Borel σ-algebra
on X. We say that Q has an ergodic invertible base if σ is invertible and P-ergodic.
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Remark 4.2. We will frequently use an alternative characterisation of strong measurability
from [24, Appendix A]: in the context of Definition 4.1 this condition is equivalent to Q being
(F ,S)-measurable, where S is the Borel σ-algebra of the strong operator topology on L(X).
Definition 4.3. Let Q = (Ω,F ,P, σ,X,Q) be a separable strongly measurable random linear
system. Suppose that there exists kQ ∈ Z+, constants λ1,Q > λ2,Q > · · · > λkQ,Q > µQ,
a map FQ : Ω 7→ G(X), and for each i ∈ {1, . . . , kQ} a positive integer di,Q and a map
Ei,Q : Ω→ Gdi,Q(X), such that
1. For a.e. ω we have
X =

 kQ⊕
i=1
Ei,Q(ω)

⊕ FQ(ω), (66)
and each of the projections associated to the decomposition (66) is strongly measurable.
2. For every i ∈ {1, . . . , kQ} and a.e. ω ∈ Ω we have QωEi,Q(ω) = Ei,Q(σ(ω)), and for each
non-zero v ∈ Ei,Q(ω) one has
lim
n→∞
1
n
log ‖Qnωv‖ = λi,Q. (67)
3. For a.e. ω ∈ Ω one has QωFQ(ω) ⊆ FQ(σ(ω)) and
lim
n→∞
1
n
log
∥∥∥Qnω∣∣FQ(ω)
∥∥∥ ≤ µQ. (68)
Then we call (66) an Oseledets splitting for Q of dimension d = ∑kQi=1 di,Q. The numbers
{λi,Q}kQi=1 are called the exceptional Lyapunov exponents of Q, and we say that di,Q is the mul-
tiplicity of λi,Q. The spaces Ei,Q(ω) and FQ(ω) are called Oseledets subspaces of Q. For conve-
nience we set λkQ+1,Q = µQ. Finally, the Lyapunov exponents of Q counted with multiplicities
is the sequence
λ1,Q, . . . , λ1,Q, λ2,Q . . . , λ2,Q, λ3,Q, . . . , λkQ,Q, (69)
where each λi,Q occurs di,Q times. For ℓ ∈ {1, . . . , d} we set γℓ,Q to be the ℓth element of (69)
(from left to right).
Remark 4.4. It follows from Lemma B.2 that ω 7→ Ei,Q(ω) is (F ,BG(X))-measurable for every
i ∈ {1, . . . , kQ}.
Remark 4.5. The existence of an Oseledets splittings may be guaranteed by a multiplicative
ergodic theorem. There are now a plethora of such theorems, starting with [38] and being
generalised in a number of directions, but for our desired application we are only concerned
with semi-invertible multiplicative ergodic theorems on Banach spaces. The semi-invertibility of
such a result refers to the requirement that σ is invertible, but that no invertibility assumption is
placed on the generator Q. In an infinite-dimensional Banach space there is also a requirement
that the random linear system being considered is quasi-compact, which, roughly speaking,
implies that the iterates of the cocycle become increasingly close to a compact cocycle. We
refer the reader to [24, 25, 9, 20] for precise statements of various semi-invertible multiplicative
ergodic theorems. Finally, we note that a semi-invertible multiplicative ergodic theorem for
compact cocycles on a continuous field of Banach spaces was recently developed [45], in which
case the Banach space is allowed to vary fiber-wise. This setting is quite similar that of Section
3, and suggests the possibility of generalising the results of this section to cocycles on Banach
fields.
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To a separable strongly measurable random linear system (Ω,F ,P, σ,X,Q) we may associate
a canonical bounded linear endomorphism of X =
⊔
ω∈Ω{ω} ×X , which we also denote by Q,
that is defined by
Q(ω, f) = (σ(ω), Qωf).
To apply Theorem 3.9 we require a hyperbolic splitting for Q when considered as an element of
End(X, σ). The following definition makes precise this requirement in the context of Oseledets
splittings.
Definition 4.6. Suppose that Q = (Ω,F ,P, σ,X,Q) is a separable strongly measurable random
linear system with an Oseledets splitting of dimension d as in Definition 4.3. For each i ∈
{1, . . . , kQ} let Ui,Q(ω) =
⊕
j≤iEi,Q(ω) and Vi,Q(ω) =
(⊕
j>iEj,Q(ω)
)
⊕FQ(ω). We say that Q
has a hyperbolic Oseledets splitting up to the dimension d if there exists a σ-invariant set Ω′ ⊆ Ω
of full P-measure such that for each i ∈ {1, . . . , kQ} the families of subspaces {Ui,Q(ω)}ω∈Ω′ and
{Vi,Q(ω)}ω∈Ω′ form the equivariant fast and slow spaces, respectively, for a hyperbolic splitting
of the restriction of Q to X′ =
⊔
ω∈Ω′{ω}×X when Q is considered as an element of End(X, σ).
Remark 4.7. Unpacking the various requirements in Definition 4.6, we observe that the Os-
eledets splitting of Q being hyperbolic is equivalent to the existence of a σ-invariant set Ω′ ⊆ Ω
of full P-measure, constants Θ, C > 0 and η < 2−1min1≤i≤kQ{λi,Q−λi+1,Q} such that for every
i ∈ {1, . . . , kQ}, ω ∈ Ω′ and n ∈ Z+ we have
max
{∥∥ΠUi,Q(ω)||Vi,Q(ω)∥∥ , ∥∥ΠVi,Q(ω)||Ui,Q(ω)∥∥} < Θ, (70)∥∥∥Qnω∣∣Vi,Q(ω)
∥∥∥ ≤ Cen(λi+1,Q+η), (71)
and ∥∥∥∥(Qnω∣∣Ui,Q(ω)
)−1∥∥∥∥ ≤ C−1e−n(λi,Q−η). (72)
Before stating our main result for this section we require some notation. Suppose that
Q = (Ω,F ,P, σ,X,Q) is a separable strongly measurable random linear system with Oseledets
splitting of dimension d. Rather than indexing the projections onto Oseledets spaces with the
index of their Lyapunov exponents, it will be more convenient to state our perturbation results
by indexing projections by collections of Lyapunov exponents. If I ⊆ R is a open interval such
that I ⊆ (µQ,∞) and ∂I ∩ {λi,Q : 1 ≤ i ≤ kQ} = ∅ then we say that I separates the Lyapunov
spectrum of Q. When I separates the Lyapunov spectrum of Q we may define ΠI,Q(ω) ∈ L(X)
to be the projection onto ⊕
i:λi,Q∈I
Ei,Q
according to the decomposition (66). Finally, if (X, ‖·‖ , |·|) is a Saks space and ǫ > 0 then, as
in Section 3, we set
Oǫ(Q) =
{
P : Ω 7→ L(X)
∣∣∣∣P is strongly measurable with ess sup
ω∈Ω
|||Qω − Pω||| < ǫ
}
.
Our main result for this section is the following.
Theorem 4.8. Suppose that (X, ‖·‖ , |·|) is a Saks space, with (X, ‖·‖) being a Banach space,
that Q = (Ω,F ,P, σ,X,Q) is a separable strongly measurable random linear system with
ergodic invertible base and a hyperbolic Oseledets splitting of dimension d ∈ Z+, and that
Q ∈ LY(C1, C2, r, R) ∩ EndS(X, σ) for some C1, C2, R > 0 and r ∈ [0, eµQ). There ex-
ists ǫ0 > 0 such that if P = (Ω,F ,P, σ,X, P ) is a separable strongly measurable random
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linear system with P ∈ LY(C1, C2, r, R) ∩ Oǫ0(Q) then P also has an Oseledets splitting
of dimension d. In addition, there exists c0 < 2
−1min1≤i≤kQ{λi,Q − λi+1,Q} such that each
Ii = (λi,Q − c0,max{λi,Q, log(δ1iR)}+ c0), i ∈ {1, . . . , kQ}, separates the Lyapunov spectrum of
P, and the corresponding projections satisfy
∀i ∈ {1, . . . , kQ}, a.e. ω ∈ Ω rank(ΠIi,P (ω)) = di,Q, (73)
and
sup
{
ess sup
ω∈Ω
‖ΠIi,P (ω)‖ : P ∈ LY(C1, C2, r, R) ∩Oǫ0(Q), 1 ≤ i ≤ kQ
}
<∞. (74)
Moreover, for every ν > 0 there exists ǫν ∈ (0, ǫ0) so that if P ∈ LY(C1, C2, r, R)∩Oǫν (Q) then
sup
1≤i≤d
|γi,Q − γi,P | ≤ ν, (75)
sup
1≤i≤kQ
ess sup
ω∈Ω
|||ΠIi,Q(ω)− ΠIi,P (ω)||| ≤ ν, (76)
and
ess sup
ω∈Ω
dH(FkQ,Q(ω), FkP ,P (ω)) ≤ ν. (77)
Remark 4.9. Note that ΠIi,Q(ω) is simply the projection onto Ei,Q(ω) according to the Oseledets
splitting of Q.
Remark 4.10. By possibly rescaling |·|, without loss of generality we may assume that the Saks
space (X, ‖·‖ , |·|) in Theorem 4.8 is normal.
Remark 4.11. Theorem 3.9 may be considered a generalisation of the results of [33]. Indeed, in
the case where Ω is a singleton we obtain a version of the results of [33]. We note that one con-
dition from [33] has been substantially weakened, namely condition (2) from [33] is generalised
to the requirement that Q is a Saks space equicontinuous endomorphism (see Proposition 2.24,
(11) and Remark 3.4), which we only require for the unperturbed endomorphism Q, and not
for any perturbation. In addition, the convergence of the slow spaces in the Grassmannian as
in (77) is new. We did not pursue Ho¨lder bounds on the |||·|||-error between the perturbed and
unperturbed projections as in [33]. It is natural to conjecture that the conclusion of Theorem
4.8 (and Theorem 3.9) could be strengthened to obtain Ho¨lder error bounds in (75), (76) and
(77) under the additional assumption that ess supω∈Ω |Qω| <∞.
Remark 4.12. Contrary to what one might expect given Theorem 3.9, in Theorem 4.8 we
cannot conclude that P possesses a hyperbolic Oseledets splitting. The obstruction for this
is the following: if Q has a Lyapunov exponent λj,Q with dj,Q > 1 then after perturbing the
cocycle one expects the exponent to immediately split into dj,Q distinct exponents. None of
the hypotheses of Theorem 4.8 may be used to control the angle between the Oseledets spaces
for these new Lyapunov exponents, which prevents us from concluding these splittings are
hyperbolic. However, it follows from Theorem 3.9, that if every Lyapunov exponent of Q has
multiplicity 1 then the Oseledets splitting for P is hyperbolic.
The proof of Theorem 4.8 is broken into a number of steps. In Section 4.1 we produce an
Oseledets splitting of dimension d for P, and then we relate this Oseledets splitting to various
hyperbolic splittings produced by Theorem 3.9. Once this is done, in Section 4.2 we characterise
and then prove the stability of the Lyapunov exponents.
However, before embarking on the proof of Theorem 4.8, we will discuss its relation to the
[10, Theorem 1.10], to which our result bares a strong resemblance. The primary differences
are the following:
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1. In [10] it is required that convergence in (67) and (68) is uniform in ω, while we only
require the weaker bounds (71) and (72).
2. The perturbations in [10] are required to be asymptotically small: (i) each iterate of
the perturbed cocycle must converge uniformly in the strong operator topology to the
corresponding iterate of the unperturbed cocycle, and (ii) there exists s ∈ (λkQ+1,Q, λkQ,Q)
and N ∈ Z+ such that for every n > N there is ǫ(n) so that for all ǫ ∈ (0, ǫ(n)) and a.e.
ω ∈ Ω one has
‖Qnω − P nω ‖L(X) ≤ ens.
We compare (i) to closeness in the Saks space sense in Proposition 4.13 and show that
our hypotheses are weaker for pre-compact Saks spaces, which is a common setting for
Perron-Frobenius operator cocycles. On the other hand, the condition (ii) is not directly
comparable to any of our hypotheses, although it is comparable ‘in spirit’ to our require-
ment that the perturbed cocycle lies in a Lasota-Yorke class: the exponent s plays a
similar role to the r term in our Lasota-Yorke inequalities, in that one cannot conclude
anything about the stability of any Lyapunov exponents of modulus smaller than s in
[10], or log r in Theorem 4.8.
3. Due to the weaker requirements of our result, our conclusions on the stability of the
Oseledets spaces are weaker than that of [10].
4. We require the additional hypotheses that the unperturbed cocycle is a Saks space
equicontinuous endomorphism, which presupposes that X admits a Saks space struc-
ture. However, (pre-)compact Saks spaces are commonly used to study the statistical
properties of dynamical systems via Perron-Frobenius operators, and so these hypotheses
are natural for our primary application.
Proposition 4.13. Suppose that (X, ‖·‖ , |·|) is a (pre-)compact Saks space, and that {Qn}n∈Z+ ⊆
LS(X) is an equicontinuous subset of LS(X) which converges in the strong operator topology to
Q ∈ LS(X). Then Qn → Q in (LS(X), ‖·‖L(X) , |||·|||).
Proof. That {Qn}n∈Z+ is bounded in L(X) follows from Proposition 2.24. Let Gǫ ⊆ B‖·‖ be a
finite set such that
inf
‖f‖=1
inf
g∈G
|f − g| ≤ ǫ.
Then
|||Qn −Q||| ≤ sup
g∈Gǫ
‖(Qn −Q)g‖+ sup
‖f‖=1
inf
g∈Gǫ
|(Qn −Q)(f − g)|
Since {Q}∪{Qn}n∈Z+ is equicontinuous in LS(X), by Proposition 2.24 we have for every κ > 0
a Cκ such that for every n ∈ Z+
|||Qn −Q||| ≤ sup
g∈Gǫ
‖(Qn −Q)g‖+ 2κ+ Cκǫ.
Sending n→∞ yields
lim sup
n→∞
|||Qn −Q||| ≤ 2κ+ Cκǫ. (78)
By first choosing κ to be very small, and then shrinking ǫ appropriately, we may make the right
hand side of (78) as small as we like, which implies that limn→∞ |||Qn −Q||| = 0.
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4.1 Characterising the perturbed Oseledets splitting
Recall η and Ω′ from Remark 4.7, and let β0 > 0 satisfy η+ β0 < 2
−1min1≤i≤kQ{λi,Q− λi+1,Q}.
For each i ∈ {1, . . . , kQ} we may apply Theorem 3.9 to Q with respect to the hyperbolic splitting
composed of fast spaces {Ui,Q(ω)}ω∈Ω′ and slow spaces {Vi,Q(ω)}ω∈Ω′ to produce ǫ0, C0,Θ0 > 0
so that if P ∈ LY(C1, C2, r, R) is strongly measurable and satisfies
sup
ω∈Ω′
|||Qω − Pω||| < ǫ0 (79)
then P has a hyperbolic splitting of index
∑
i≤j dj,Q (in the sense of Definition 3.1). Moreover,
if we denote the fast and slow spaces of these splittings by {Ui,P (ω)}ω∈Ω′ and {Vi,P (ω)}ω∈Ω′,
respectively, then for every n ∈ Z+, i ∈ {1, . . . , kQ} and ω ∈ Ω′ we have
max
{∥∥ΠUi,P (ω)||Vi,P (ω)∥∥ , ∥∥ΠVi,P (ω)||Ui,P (ω)∥∥} < Θ0, (80)∥∥∥P nω ∣∣Vi,P (ω)
∥∥∥ ≤ C0en(λi+1,Q+η+β0), (81)
and, for every v ∈ Ui,P (ω),
‖P nω v‖ ≥ C−10 en(λi,Q−η−β0) ‖v‖ . (82)
Remark 4.14. If, rather than (79), we just have that P ∈ Oǫ0(Q), then we may instead consider
the following construction. Let ΩP ∈ F have full P-measure and satisfy
sup
ω∈ΩP
|||Qω − Pω||| < ǫ0.
By perhaps replacing ΩP with
⋂
n∈Z σ
n(ΩP ) we may assume that ΩP is σ-invariant. Let P˜ :
Ω 7→ L(X) be defined by
P˜ω =
{
Pω if ω ∈ Ω′ ∩ ΩP ,
Qω otherwise.
Since P˜ω = Pω a.e. and (Ω,F ,P) is a complete measure space it follows that P˜ is strongly
measurable. By construction (79) holds with P˜ in place of P , and P˜ ∈ LY(C1, C2, r, R) since
Ω′ ∩ ΩP is σ-invariant. Thus Theorem 3.9 may be applied with P˜ , which produces fast spaces
{Ui,P˜ (ω)}ω∈Ω′ and slow spaces {Vi,P˜ (ω)}ω∈Ω′ for P˜ , which restrict to fast and slow spaces for P
when considered on ΩP . Moreover, we obtain (80), (81) and (82) for P and ω ∈ ΩP (i.e. for
a.e. ω ∈ Ω). We will not discuss this technical point any further, and simply carry out of
constructions a.e. for P .
For each i ∈ {1, . . . , kQ} set
Gi,P (ω) =
{
U1,P (ω) i = 1,
Ui,P (ω) ∩ Vi−1,P (ω) 1 < i ≤ kQ.
and
Hi,P (ω) =
{
V1,P (ω) i = 1,
Vi,P (ω)⊕ Ui−1,P (ω) 1 < i ≤ kQ.
Note that dim(Gi,P (ω)) = codim(Hi,P (ω)) = di,Q and X = Gi,P (ω) ⊕ Hi,P (ω) for a.e. ω and
each i ∈ {1, . . . , kQ}. Moreover, for a.e. ω we have
X =

 ⊕
1≤i≤kQ
Gi,P (ω)

⊕ VkQ,P (ω). (83)
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It is clear that Gi,Q(ω) = Ei,Q(ω), and so we will consider Gi,P (ω) to be perturbation of
Ei,Q(ω). Our first main result for this section makes this idea rigorous, and is a straightforward
application of Theorem 3.9. Later we will see that, in general, Gi,P (ω) is not an Oseledets space
for P, but rather a direct sum of finitely many Oseledets spaces of P.
Proposition 4.15. With ǫ0 as at the beginning of this section, we have
sup
{
ess sup
ω∈Ω
∥∥ΠGi,P (ω)||Hi,P (ω)∥∥ : P ∈ LY(C1, C2, r, R) ∩ Oǫ0(Q), 1 ≤ i ≤ kQ
}
≤ Θ20 <∞. (84)
Moreover, for every ν > 0 there exists ǫν ∈ (0, ǫ0) so that if P ∈ LY(C1, C2, r, R)∩Oǫν (Q) and
i ∈ {1, . . . , kQ} then
ess sup
ω∈Ω
∣∣∣∣∣∣ΠEi,Q(ω)||Hi,Q(ω) − ΠGi,P (ω)||Hi,P (ω)∣∣∣∣∣∣ ≤ ν, (85)
and
ess sup
ω∈Ω
dH(VkQ,Q(ω), VkQ,P (ω)) ≤ ν. (86)
Proof. By (80) we have
sup
{
ess sup
ω∈Ω
∥∥ΠUi,P (ω)||Vi,P (ω)∥∥ : P ∈ LY(C1, C2, r, R) ∩Oǫ0(Q), 1 ≤ i ≤ kQ
}
≤ Θ0.
Since for 1 < i ≤ kQ we have
ΠGi,P (ω)||Hi,P (ω) = ΠUi,P (ω)||Vi,P (ω)ΠVi−1,P (ω)||Ui−1,P (ω), (87)
we may therefore bound the left hand side of (84) by max{Θ0,Θ20} = Θ20, since Θ0 ≥ 1
necessarily.
We will now prove (85), for which we note that it suffices consider each i ∈ {1, . . . , kQ}
separately. By Theorem 3.9 there exists ǫν > 0 so that if P ∈ LY(C1, C2, r, R) ∩ Oǫν(Q) then
ess sup
ω∈Ω
∣∣∣∣∣∣ΠU1,Q(ω)||V1,Q(ω) − ΠU1,P (ω)||V1,P (ω)∣∣∣∣∣∣ ≤ ν,
which yields (85) for i = 1. Now assume that 1 < i ≤ kQ. If P ∈ LY(C1, C2, r, R) ∩ Oǫ0(Q)
and 1 < i ≤ kQ then by (87) we have for a.e. ω that∣∣∣∣∣∣ΠEi,Q(ω)||Hi,Q(ω) − ΠGi,P (ω)||Hi,P (ω)∣∣∣∣∣∣
≤∣∣∣∣∣∣ΠUi,Q(ω)||Vi,Q(ω) (ΠVi−1,Q(ω)||Ui−1,Q(ω) − ΠVi−1,P (ω)||Ui−1,P (ω))∣∣∣∣∣∣
+
∣∣∣∣∣∣(ΠUi,Q(ω)||Vi,Q(ω) − ΠUi,P (ω)||Vi,P (ω))ΠVi−1,P (ω)||Ui−1,P (ω)∣∣∣∣∣∣.
(88)
Lemma 3.15 implies that for every κ > 0 there exists Cκ such that∣∣∣∣∣∣ΠUi,Q(ω)||Vi,Q(ω) (ΠVi−1,Q(ω)||Ui−1,Q(ω) − ΠVi−1,P (ω)||Ui−1,P (ω)) ∣∣∣∣∣∣
≤κ ∥∥ΠVi−1,Q(ω)||Ui−1,Q(ω) − ΠVi−1,P (ω)||Ui−1,P (ω)∥∥
+ Cκ
∣∣∣∣∣∣ΠVi−1,Q(ω)||Ui−1,Q(ω) −ΠVi−1,P (ω)||Ui−1,P (ω)∣∣∣∣∣∣
≤2κΘ0 + Cκ
∣∣∣∣∣∣ΠVi−1,Q(ω)||Ui−1,Q(ω) − ΠVi−1,P (ω)||Ui−1,P (ω)∣∣∣∣∣∣.
Thus from (88) we obtain∣∣∣∣∣∣ΠEi,Q(ω)||Hi,Q(ω) − ΠGi,P (ω)||Hi,P (ω)∣∣∣∣∣∣ ≤2κΘ0 + Cκ∣∣∣∣∣∣ΠVi−1,Q(ω)||Ui−1,Q(ω) −ΠVi−1,P (ω)||Ui−1,P (ω)∣∣∣∣∣∣
+Θ0
∣∣∣∣∣∣ΠUi,Q(ω)||Vi,Q(ω) − ΠUi,P (ω)||Vi,P (ω)∣∣∣∣∣∣.
(89)
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Fix κ = ν
4Θ0
. By Theorem 3.9, there exists ǫν ∈ (0, ǫ0) so that if P ∈ LY(C1, C2, r, R)∩Oǫν(Q)
and i ∈ {1, . . . , kQ} then
ess sup
ω∈Ω
∣∣∣∣∣∣ΠUi,Q(ω)||Vi,Q(ω) − ΠUi,P (ω)||Vi,P (ω)∣∣∣∣∣∣ ≤ ν2(Cκ +Θ0) . (90)
Thus by applying (90) to (89) we obtain (85). Finally, we obtain (86) due to our applica-
tion of Theorem 3.9 with respect to the hyperbolic splitting of X into equivariant fast spaces
{UkQ,Q(ω)}ω∈Ω′ and slow spaces {VkQ,Q(ω)}ω∈Ω′.
The second main result of this section confirms that the perturbed cocycle P has an Os-
eledets splitting, and that this Oseledets splitting refines the splitting in (83).
Proposition 4.16. With ǫ0 as in Proposition 4.15, if P ∈ LY(C1, C2, r, R) ∩ Oǫ0(Q) then P
has an Oseledets splitting of dimension d and if for each i ∈ {1, . . . , kQ} we set
S(i) =
{
j :
∑
1≤ℓ<i
dℓ,Q <
∑
1≤ℓ≤j
dℓ,P ≤
∑
1≤ℓ≤i
dℓ,Q
}
then for a.e. ω we have
Gi,P (ω) =
⊕
j∈S(i)
Ej,P (ω), (91)
and FP (ω) = VkQ,P (ω).
The idea behind the proof of Proposition 4.16 is rather simple: since each family {Gi,P (ω)}ω∈Ω
consists of di,Q-dimensional subspaces and is invariant under the action of P we are essentially
in the setting of the classical multiplicative ergodic theorem of Oseledets [38]. Unfortunately,
actualising this idea requires the strong measurability of several constructions, the proofs of
which are rather tedious. As such, many of the purely technical proofs have been deferred to
Appendix B.
Lemma 4.17. For every i ∈ {1, . . . , kQ} the map ω 7→ ΠUi,P (ω)||Vi,P (ω) is strongly measurable.
Proof. From the construction of {Ui,P (ω)}ω∈Ω in Proposition 3.19 and by Proposition 2.2 there
is n0 ∈ Z+ such that almost uniformly we have
ΠUi,P (ω)||Vi,Q(ω) = limm→∞
(
Id+(Pmn0
σ−mn0 (ω)
)∗(0)
)
ΠUi,Q(ω)||Vi,Q(ω),
where the graph transform (Pmn0
σ−mn0 (ω)
)∗ maps L(Ui,Q(σ−mn0(ω)), Vi,Q(σ−mn0(ω))) to L(Ui,Q(ω), Vi,Q(ω)).
By [24, Lemma A.5] the map ω 7→ Pmn0
σ−mn0 (ω)
is strongly measurable for each m. Hence, as both
ω 7→ ΠUi,Q(ω)||Vi,Q(ω) and ω 7→ ΠUi,Q(σ−mn0 (ω))||Vi,Q(σ−mn0 (ω)) are strongly measurable, by Propo-
sition B.1 the map ω 7→
(
Id+(Pmn0
σ−mn0 (ω)
)∗(0)
)
ΠUi,Q(ω)||Vi,Q(ω) is strongly measurable for every
m ∈ Z+. By Proposition 3.20 we have ess supω∈Ω
∥∥ΠUi,P (ω)||Vi,Q(ω)∥∥ < ∞, and so Lemma B.7
implies that ω 7→ ΠUi,P (ω)||Vi,Q(ω) is strongly measurable.
From the construction of {Vi,P (ω)}ω∈Ω in Proposition 3.27 and by Proposition 2.2 there
exists n1 ∈ Z+ such that almost uniformly we have
ΠUi,P (ω)||Vi,P (ω) = limm→∞
(
ΠUi,P (ω)||Vi,Q(ω) − (Pmn1ω )∗(0)ΠVi,Q(ω)||Ui,P (ω)
)
,
where the graph transform (Pmn1ω )∗ maps L(Vi,Q(σmn1(ω)), Ui,P (σmn1(ω))) to L(Vi,Q(ω), Ui,P (ω)).
As both ω 7→ ΠUi,P (ω)||Vi,Q(ω) and ω 7→ ΠUi,P (σmn1 (ω))||Vi,Q(σmn1 (ω)) are strongly measurable, by
Proposition B.1 the map ω 7→ ΠUi,P (ω)||Vi,Q(ω)− (Pmn1ω )∗(0)ΠVi,Q(ω)||Ui,P (ω) is strongly measurable
for everym ∈ Z+. By (80) we have ess supω∈Ω
∥∥ΠUi,P (ω)||Vi,P (ω)∥∥ <∞, and so ω 7→ ΠUi,P (ω)||Vi,P (ω)
is strongly measurable by Lemma B.7.
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Lemma 4.18. For each i ∈ {1, . . . , kQ} the map ω 7→ ΠGi,P (ω)||Hi,P (ω) is strongly measurable.
Proof. The cases where i = 1 is covered by Lemma 4.17. For 1 < i ≤ kQ we have
ΠGi,P (ω)||Hi,P (ω) = ΠUi,P (ω)||Vi,P (ω)ΠVi−1,P (ω)||Ui−1,P (ω), (92)
and so ω 7→ ΠGi,P (ω)||Hi,P (ω) is strongly measurable by Lemma 4.17 and [24, Lemma A.5].
A key tool in the proof of Proposition 4.16 is the following result on the existence of mea-
surable change of basis maps, which allows to reduce our setting to the classical one of an
invertible cocycle on a finite dimensional vector space. We note that a similar construction is
carried out in [35, Chapter 7]. We defer the proof to Appendix B.
Lemma 4.19. If (Ω,F ,P) is a Lebesgue space, X is a separable Banach space, d ∈ Z+ and ω 7→
Πω is a strongly measurable map such that each Πω is rank-d projection and ess supω∈Ω ‖Πω‖ <
∞ then for every ǫ > 0 there exists a strongly measurable map A : Ω → L(X,Cd) such
that Aω
∣∣
Πω(X)
: Πω(X) → Cd is a bijection, ker(Aω) = ker(Πω) for a.e. ω, and the map
ω 7→
(
Aω
∣∣
Πω(X)
)−1
is strongly measurable. Moreover,
ess sup
ω∈Ω
∥∥∥Aω∣∣Πω(X)
∥∥∥ ≤ ( 2
1− ǫ
)d−1
, (93)
and
ess sup
ω∈Ω
∥∥∥∥(Aω∣∣Πω(X)
)−1∥∥∥∥ ≤ √d. (94)
Remark 4.20. The bound (93), while sufficient for our purposes, is likely an artefact of the
proof - one typically expects a bound comparable to
√
d.
The proof of Proposition 4.16. For each i ∈ {1, . . . , kQ} let Ai,ω denote the map produced by
applying Lemma 4.19 to ω 7→ ΠGi,P (ω)||Hi,P (ω) with ǫ very small, and set
Pi,ω = Ai,σ(ω)Pω
(
Ai,ω
∣∣
Gi,P (ω)
)−1
.
Then Pi = (Ω,F ,P, σ,Cdi,Q, ω 7→ Pi,ω) is a separable strongly measurable random linear system
with an ergodic invertible base. Moreover, by (82) and the estimates in Lemma 4.19 for every
n ∈ Z+ and i ∈ {1, . . . , kQ} we have
∥∥∥(P ni,ω)−1∥∥∥ ≤ ‖Ai,ω‖
∥∥∥∥(P nω ∣∣Gi,P (ω)
)−1∥∥∥∥
∥∥∥∥(Ai,σn(ω)∣∣Gi,P (σn(ω))
)−1∥∥∥∥
≤ C0
√
d
(
2
1− ǫ
)d−1
e−n(λi,Q−η−β0).
(95)
On the other hand, by (81) and the estimates in Lemma 4.19 for every n ∈ Z+ and 1 < i ≤ kQ
we have
∥∥P ni,ω∥∥ ≤ ∥∥Ai,σn(ω)∥∥∥∥∥P nω ∣∣Gi,P (ω)
∥∥∥ ∥∥∥∥(Ai,ω∣∣Gi,P (ω)
)−1∥∥∥∥ ≤ C0√d
(
2
1− ǫ
)d−1
en(λi,Q+η+β0), (96)
while for i = 1 we have ∥∥P ni,ω∥∥ ≤ C0C3√d
(
2
1− ǫ
)d−1
Rn. (97)
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Thus log+
∥∥P±1i,ω ∥∥ ∈ L1(Ω,F ,P), and so by Oseledets’ Multiplicative Ergodic Theorem [38],
each Pi has an Oseledets splitting of dimension di,Q given by
Cd =
kPi⊕
j=1
Ej,Pi(ω). (98)
By pulling back these Oseledets spaces to X we obtain for each i ∈ {1, . . . , kQ} and a.e. ω the
splitting
Gi,P (ω) =
kPi⊕
j=1
(
Ai,ω
∣∣
Gi,P (ω)
)−1
Ej,Pi(ω),
and so in view of (83) we have
X =

 kQ⊕
i=1

 kPi⊕
j=1
(
Ai,ω
∣∣
Gi,P (ω)
)−1
Ej,Pi(ω)



⊕ VkQ,P (ω). (99)
Let kP =
∑kQ
i=1 kPi. For 1 ≤ ℓ ≤ kP set h(ℓ) = max{
∑t
i=1 kPi :
∑t
i=1 kPi ≤ ℓ}, g(ℓ) = ℓ− h(ℓ)
and
Eℓ,P (ω) =
(
Ah(ℓ),ω
∣∣
Gh(ℓ),P (ω)
)−1
Eg(ℓ),Ph(ℓ)(ω).
If we set FP (ω) = VkQ,P (ω) then we may rewrite (99) as
X =
(
kP⊕
ℓ=1
Eℓ,P (ω)
)
⊕ FP (ω). (100)
We claim that (100) is an Oseledets splitting for P of dimension d.
The strong measurability of the Oseledets projections. The projection onto FP (ω)
according to (100) is strongly measurable by Lemma 4.17. The projection onto each Eℓ,P (ω)
according to the decomposition (99) is given by(
Ah(ℓ),ω
∣∣
Gh(ℓ),P (ω)
)−1
Πg(ℓ),h(ℓ),ωAh(ℓ),ωΠGh(ℓ),P (ω)||Hh(ℓ),P (ω),
where Πg(ℓ),h(ℓ),ω denotes the projection onto Eg(ℓ),Ph(ℓ)(ω) according to the splitting in (98).
Thus the projection onto Eℓ,P (ω) according to the decomposition (100), being the composition
of strongly measurable maps, is strongly measurable by [24, Lemma A.5].
The properties of the fast Oseledets spaces. It is easily checked that for any ℓ ∈
{1, . . . , kP} and a.e. ω we have
P nω (Eℓ,P (ω)) = P
n
ω
((
Ah(ℓ),ω
∣∣
Gh(ℓ),P (ω)
)−1
Eg(ℓ),Ph(ℓ)(ω)
)
=
(
Ah(ℓ),σn(ω)
∣∣
Gh(ℓ),P (σn(ω))
)−1
Eg(ℓ),Ph(ℓ)(σ
n(ω)) = Eℓ,P (σ
n(ω)).
In addition, due to the bounds (93) and (94) we have for a.e. ω and every non-zero v ∈ Eℓ,P (ω)
that Ah(ℓ),ωv ∈ Eg(ℓ),Ph(ℓ)(ω) and so
lim
n→∞
1
n
log ‖P nω v‖ = lim
n→∞
1
n
log
∥∥∥∥(Ah(ℓ),σn(ω)∣∣Gh(ℓ),P (σn(ω)
)−1(
P nh(ℓ),ω
∣∣
Eg(ℓ),Ph(ℓ)
(ω)
)
Ah(ℓ),ωv
∥∥∥∥ = λg(ℓ),Ph(ℓ).
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The ordering of the Lyapunov exponents. For each ℓ ∈ {1, . . . , kP} we set λℓ,P =
λg(ℓ),Ph(ℓ) so that λℓ,P is the Lyapunov exponent associated to the spaces {Eℓ,P (ω)}ω∈Ω. Clearly
λℓ1,P < λℓ2,P whenever ℓ1 > ℓ2 and h(ℓ1) = h(ℓ2), since then g(ℓ1) > g(ℓ2) and so λℓ1,P =
λg(ℓ1),Ph(ℓ1) < λg(ℓ2),Ph(ℓ2) = λℓ2,P . On the other hand, if ℓ1 > ℓ2 and h(ℓ1) 6= h(ℓ2) then since
η + β0 < 2
−1min1≤i≤kQ{λi,Q − λi+1,Q} we may use (95) and (96) to conclude that
λℓ1,P ≤ λh(ℓ1),Q + η + β0 < λh(ℓ2),Q − η − β0 ≤ λℓ2,P .
Thus λ1,P > λ2,P > · · · > λk,P .
The properties of the slow Oseledets spaces. That PωFP (ω) ⊆ F (σ(ω)) a.e. follows
from our application of Theorem 3.9 in the construction of VkQ,P (ω). By (96) we have a.e. that
lim
n→∞
1
n
log
∥∥∥∥P nω ∣∣VkQ,P (ω)
∥∥∥∥ := µP ≤ λkQ+1,Q + η + β0. (101)
By (95) we get λkP ,P > λkQ,Q − η − β0. Since η + β0 < 2−1min1≤i≤kQ{λi,Q − λi+1,Q} it follows
that µP < λkP ,P .
The identity (91). If we set s(i) =
∑i−1
t=1 kPt then
Gi,P (ω) =
kPi⊕
j=1
Ej+s(i),P (ω). (102)
Then for j ∈ {1, . . . , kPi} we have
∑
1≤ℓ≤j+s(i)
dℓ,P =

 ∑
1≤ℓ≤s(i)
dℓ,P

+
(∑
1≤ℓ≤j
ds(i)+ℓ,P
)
=

∑
1≤t<i
∑
1≤m≤kPt
ds(t)+m,P

 +
(∑
1≤ℓ≤j
ds(i)+ℓ,P
)
.
(103)
Since ds(t)+m,P = dm,Pt we get∑
1≤t<i
∑
1≤m≤kPt
ds(t)+m,P =
∑
1≤t<i
dt,Q, and 0 <
∑
1≤ℓ≤j
ds(i)+ℓ,P < di,Q. (104)
Thus by combining (103) and (104) we see that j+s(i) ∈ S(i). Running our argument in reverse,
we observe that if ℓ ∈ S(i) then h(ℓ) = s(i) and so ℓ = g(ℓ) + s(i) with g(ℓ) ∈ {1, . . . , kPi}.
Thus we obtain (91) by re-indexing the direct sum (102).
The first part of the proof of Theorem 4.8. As per Proposition 4.16, if P ∈ LY(C1, C2, r, R) ∩
Oǫ0(Q) then P has an Oseledets splitting of dimension d. Set c0 = β0 + η. From the proof
of Proposition 4.16, and in particular the estimates (95), (96) and (97), we have for every
i ∈ {1, . . . , kQ} that
{λj,P : j ∈ S(i)} ⊆ Ii = (λi,Q − c0,max{λi,Q, log(δi1R)}+ c0). (105)
Moreover, by (101) and the ensuing discussion, we have Ii ⊆ (µP ,∞) for each i. Thus,
∂Ii1 ∩ ∂Ii2 = ∅ whenever i1 6= i2. As for every j ∈ {1, . . . , kP} we have j ∈ S(i) for some
i ∈ {1, . . . , kQ}, it follows that ∂Ii ∩ {λj,P : 1 ≤ j ≤ kP} = ∅ for every i. Hence each
Ii separates the Lyapunov spectrum of P. In view of Proposition 4.16 we therefore have
ΠIi,P (ω) = ΠGi,P (ω)||Hi,P (ω), and so we obtain (73) upon recalling that dim(Gi,P (ω)) = di,Q for
a.e. ω ∈ Ω. We get (74) and (76) from (84) and (85), respectively, in Proposition 4.15. Finally,
as VkQ,Q(ω) = FQ(ω) and VkP ,P = FP (ω) we obtain (77) from (86) in Proposition 4.15.
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4.2 Convergence of the Lyapunov exponents
In this section we focus on the proving the estimate (75). A key tool in our proof will be a
generalisation of the determinant to operators on Banach spaces, which we will use to access
the Lyapunov exponents of P. When E ∈ G(X) is finite dimensional we denote by mE the
Haar measure on E, normalised so that mE(BE) has the measure of the dim(E)-dimensional
Euclidean unit ball. For each d ∈ Z+ we define a map det : L(X)× Gd(X)→ R by
det(A|E) = mAE(A(BE))
mE(BE)
. (106)
We refer the reader to [9, Section 2.2] for an overview of the basic properties of the determinant.
Lemma 4.21. Recall ǫ0 from Proposition 4.15. For every P ∈ LY(C1, C2, r, R) ∩ Oǫ0(Q),
n ∈ Z+ and ℓ ∈ {1, . . . , kP} the maps ω 7→ log det(P nω |Eℓ,P (ω)), ω 7→ log
∥∥∥P nω ∣∣Eℓ,P (ω)
∥∥∥ and
ω 7→ log
∥∥∥∥(P nω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
−1
are (F ,BR)-measurable and in L1(Ω,F ,P).
Proof. Fix n and ℓ. Let ψ : Ω→ L(X)×Gdℓ,P (X) be defined by ψ(ω) = (P nω , Eℓ,P (ω)). The map
ω 7→ P nω is strongly measurable by [24, Lemma A.5]. On the other hand, the projection onto
Eℓ,P (ω) is strongly measurable since it is an Oseledets space, and so ω 7→ Eℓ,P (ω) is (F ,BG(X))-
measurable by Lemma B.2. Thus ψ is (F ,S × BG(X))-measurable. That ω 7→ log det(ψ(ω))
is (F ,BR)-measurable follows from Proposition B.8, while the (F ,BR)-measurability of ω 7→
log
∥∥∥P nω ∣∣Eℓ,P (ω)
∥∥∥ is a consequence of [24, Lemma B.16]. To see that ω 7→ log
∥∥∥∥(P nω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
is measurable we note that∥∥∥∥(P nω ∣∣Eℓ,P (ω)
)−1∥∥∥∥ =
∥∥∥∥∥
(
ΠEℓ,P (σn(ω))P
n
ω
∣∣
Eℓ,P (ω)
)−1
ΠEℓ,P (σn(ω))
∣∣∣∣
Eℓ,P (σn(ω))
∥∥∥∥∥ , (107)
where ΠEℓ,P (σn(ω)) denotes the projection onto Eℓ,P (σ
n(ω)) according to the Oseledets decom-
position for P. The map ω 7→
(
ΠEℓ,P (σn(ω))P
n
ω
∣∣
Eℓ,P (ω)
)−1
ΠEℓ,P (σn(ω)) is (F ,BR)-measurable by
Proposition B.6. Hence the right hand side of (107) is (F ,BR)-measurable by [24, Lemma
B.16], which of course implies that the left hand side of (107) is (F ,BR)-measurable.
Since ∥∥∥∥(P nω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
−1
BEℓ,P (σn(ω)) ⊆ P nωBEℓ,P (ω) ⊆
∥∥∥P nω ∣∣Eℓ,P (ω)
∥∥∥BEℓ,P (σn(ω)),
we have
log
∥∥∥∥(P nω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
−1
≤ 1
dℓ,P
log det(P nω |Eℓ,P (ω)) ≤ log
∥∥∥P nω ∣∣Eℓ,P (ω)
∥∥∥ . (108)
By (82) and Proposition 4.16 we have
C−10 e
n(λkQ,Q−η−β0) ≤
∥∥∥∥(P nω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
−1
. (109)
On the other hand, since P ∈ LY(C1, C2, r, R) we have∥∥∥P nω ∣∣Eℓ,P (ω)
∥∥∥ ≤ C3Rn. (110)
Since (Ω,F ,P) is a probability space, upon combining (108), (109) and (110) we get that ω 7→
log det(P nω |Eℓ,P (ω)), ω 7→ log
∥∥∥P nω ∣∣Eℓ,P (ω)
∥∥∥ and ω 7→ log ∥∥∥∥(P nω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
−1
are all contained in
L1(Ω,F ,P).
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Proposition 4.22. Recall ǫ0 from Proposition 4.15. For every P ∈ LY(C1, C2, r, R)∩Oǫ0(Q),
n ∈ Z+ and ℓ ∈ {1, . . . , kP} we have
λℓ,P =
1
ndℓ,P
∫
Ω
log det(P nω |Eℓ,P (ω)) dP, (111)
= lim
m→∞
1
m
∫
Ω
log
∥∥∥Pmω ∣∣Eℓ,P (ω)
∥∥∥ dP, (112)
= lim
m→∞
1
m
∫
Ω
log
∥∥∥∥(Pmω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
−1
dP. (113)
Proof. Recalling (108) from the proof of Lemma 4.21, we have for every j ∈ Z+ that
1
nj
∫
log
∥∥∥∥(P njω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
−1
dP ≤ 1
njdℓ,P
∫
log det(P njω |Eℓ,P (ω)) dP ≤
1
nj
∫
log
∥∥∥P njω ∣∣Eℓ,P (ω)
∥∥∥ dP.
Hence it suffices to prove that
lim sup
m→∞
1
m
∫
Ω
log
∥∥∥Pmω ∣∣Eℓ,P (ω)
∥∥∥ dP ≤ λℓ,P ≤ lim inf
m→∞
1
m
∫
Ω
log
∥∥∥∥(Pmω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
−1
dP, (114)
and that
1
njdℓ,P
∫
log det(P njω |Eℓ,P (ω)) dP =
1
ndℓ,P
∫
Ω
log det(P nω |Eℓ,P (ω)) dP. (115)
The identity (115). Since the determinant is multiplicative [9, Proposition 2.13] we have
1
njdℓ,P
∫
log det(P njω |Eℓ,P (ω)) dP =
1
njdℓ,P
j−1∑
i=0
∫
log det(P nσni(ω)|Eℓ,P (σni(ω))) dP. (116)
Since P is σ-invariant, for i ∈ {0, . . . , j − 1} we have∫
log det(P nσni(ω)|Eℓ,P (σni(ω))) dP =
∫
log det(P nω |Eℓ,P (ω)) dP. (117)
Combining (116) and (117) yields (115).
The first inequality in (114). By Lemma 4.21 we have
{
ω 7→ log
∥∥∥Pmω ∣∣Eℓ,P (ω)
∥∥∥}
m∈Z+
⊆
L1(Ω,F ,P). Since
{
ω 7→ log
∥∥∥Pmω ∣∣Eℓ,P (ω)
∥∥∥}
m∈Z+
is subadditive with respect to σ and as σ is
P-ergodic, by Kingman’s subadditive ergodic theorem we have for a.e. ω that
lim
m→∞
1
m
log
∥∥∥Pmω ∣∣Eℓ,P (ω)
∥∥∥ = lim
m→∞
1
m
∫
Ω
log
∥∥∥Pmω ∣∣Eℓ,P (ω)
∥∥∥ dP. (118)
Fix a normalised Auerbach basis {vi}dℓ,Pi=1 for Eℓ,P (ω), and for each m let vm ∈ Eℓ,P (ω) satisfy
‖wm‖ = 1 and
∥∥∥Pmω ∣∣Eℓ,P (ω)
∥∥∥ = ‖Pmω wm‖. If we write wm =∑dℓ,Pi=1 ai,mvi then
∥∥∥Pmω ∣∣Eℓ,P (ω)
∥∥∥ ≤ ( max
i∈{1,...,dℓ,P }
‖Pmω vi‖
) dℓ,P∑
i=1
|ai,m| .
Since {vi}dℓ,Pi=1 is Auerbach, by [39, Corollary A.7] we have
∑dℓ,P
i=1 |ai,m| ≤ dℓ,P , and so
lim
m→∞
1
m
log
∥∥∥Pmω ∣∣Eℓ,P (ω)
∥∥∥ ≤ max
i∈{1,...,dℓ,P }
(
lim sup
m→∞
1
m
log (‖Pmω vi‖)
)
= λℓ,P ,
which, in view of (118), yields the first inequality in (114).
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The second inequality in (114). The proof is very similar to the one in the previous
paragraph. By Lemma 4.21 we have
{
ω 7→ log
∥∥∥∥(Pmω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
}
m∈Z+
⊆ L1(Ω,F ,P). Since{
ω 7→ log
∥∥∥∥(Pmω ∣∣Eℓ,P (ω)
)−1∥∥∥∥
}
m∈Z+
is subadditive with respect to σ, and as σ is invertible and
P-ergodic, by Kingman’s subadditive ergodic theorem we have for a.e. ω that
lim
m→∞
1
m
log
∥∥∥∥∥
(
Pmσ−m(ω)
∣∣∣
Eℓ,P (σ−m(ω))
)−1∥∥∥∥∥ = limm→∞ 1m
∫
log
∥∥∥∥(Pmω ∣∣Eℓ,P (ω)
)−1∥∥∥∥ dP. (119)
Fix a normalised Auerbach basis {vi}dℓ,Pi=1 for Eℓ,P (ω), and for each m let wm ∈ Eℓ,P (ω) satisfy
‖wm‖ = 1 and ∥∥∥∥∥
(
Pmσ−m(ω)
∣∣∣
Eℓ,P (σ−m(ω))
)−1∥∥∥∥∥ =
∥∥∥∥∥
(
Pmσ−m(ω)
∣∣∣
Eℓ,P (σ−m(ω))
)−1
wm
∥∥∥∥∥ .
If we write wm =
∑dℓ,P
i=1 ai,mvi then∥∥∥∥∥
(
Pmσ−m(ω)
∣∣∣
Eℓ,P (σ−m(ω))
)−1∥∥∥∥∥ ≤
(
max
i∈{1,...,dℓ,P }
∥∥∥∥∥
(
Pmσ−m(ω)
∣∣∣
Eℓ,P (σ−m(ω))
)−1
vi
∥∥∥∥∥
) dℓ,P∑
i=1
|ai,m| .
Since {vi}dℓ,Pi=1 is Auerbach, by [39, Corollary A.7] we have
∑dℓ,P
i=1 |ai,m| ≤ dℓ,P , and so
lim
m→∞
1
m
log
∥∥∥∥∥
(
Pmσ−m(ω)
∣∣∣
Eℓ,P (σ−m(ω))
)−1∥∥∥∥∥ ≤ maxi∈{1,...,dℓ,P }
(
lim sup
m→∞
1
m
log
(∥∥∥∥∥
(
Pmσ−m(ω)
∣∣∣
Eℓ,P (σ−m(ω))
)−1
vi
∥∥∥∥∥
))
= −λℓ,P ,
which, in view of (119), yields the second inequality in (114).
Throughout the proof of Theorem 4.8 we will use the following corollary of Lemma 3.14,
which is obtained by applying Lemma 3.14 to P ∈ LY(C1, C2, r, R)∩Oǫ0(Q) with the hyperbolic
splitting consisting of fast spaces {UkQ,P (ω)}ω∈Ω and slow spaces {VkQ,P (ω)}ω∈Ω.
Lemma 4.23. Recall ǫ0 from Proposition 4.15. There exists K > 0 so that for every P ∈
LY(C1, C2, r, R) ∩Oǫ0(Q), a.e. ω and every v ∈
⊕kP
i=1Ei,P (ω) we have ‖v‖ ≤ K |v|.
We may now finish the proof of Theorem 4.8. For the sake of brevity, throughout the proof
we use ΠEi,Q(ω) to denote the projection onto Ei,Q(ω) according to the Oseledets splitting of Q,
and ΠGi,P (ω) to denote the projection onto Gi,P (ω) according to the splitting in (83).
The second part of the proof of Theorem 4.8. It remains to prove the bound (75). Let ℓ ∈
{1, . . . , d} and note that it suffices to produce for each ν > 0 a ǫν,ℓ such that if P ∈ LY(C1, C2, r, R)∩
Oǫν,ℓ(Q) then |γℓ,P − γℓ,Q| ≤ ν. By Proposition 4.16 we have γℓ,Q = λi,Q for some i ∈ {1, . . . , kQ}
and γℓ,P = λj,P for some j ∈ S(i). Recalling (108) from the proof of Lemma 4.21 we have for
each n ∈ Z+ and a.e. ω that
1
n
log
∥∥∥∥(P nω ∣∣Ej,P (ω)
)−1∥∥∥∥
−1
≤ 1
ndj,P
log det(P nω |Ej,P (ω)) ≤
1
n
log
∥∥∥P nω ∣∣Ej,P (ω)
∥∥∥ .
Since |·| ≤ ‖·‖ and by Lemma 4.23, we get
1
n
log
(
inf
v∈Ej,P (ω)∩B‖·‖
|P nω v|
)
≤ 1
ndj,P
det(P nω |Ej,P (ω)) ≤
logK
n
+
1
n
log
(
sup
v∈Ej,P∩B‖·‖
|P nω v|
)
.
(120)
The rest of the proof will run as follows: we will first pursue some technical bounds, which we
will then use to obtain lower and upper bounds in terms of λi,Q for the left-most and right-most
terms, respectively, in (120).
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Some technical bounds. For every v ∈ Ej,P (ω) ∩B‖·‖ we have∣∣∣∣∣
∣∣QnωΠEi,Q(ω)v∣∣
|P nω v|
− 1
∣∣∣∣∣ = |P nω v|−1
∣∣∣∣QnωΠEi,Q(ω)v∣∣− |P nω v|∣∣
≤ |P nω v|−1
(∣∣∣∣∣∣∣∣∣Qnω(Id−ΠEi,Q(ω))∣∣Ej,P (ω)
∣∣∣∣∣∣∣∣∣ + |||Qnω − P nω |||) .
(121)
By (82), Lemma 4.23, and as η + β0 < 2
−1min1≤i≤kQ{λi,Q − λi+1,Q}, we have
|P nω v|−1 ≤ K ‖P nω v‖−1 ≤ KC0e−nλkQ+1,Q . (122)
By Lemma 3.17 we have Qn ∈ EndS(X, σ), and so for every n ∈ Z+ and κ > 0 there exists Cκ,n
such that∣∣∣∣∣∣∣∣∣Qnω(Id−ΠEi,Q(ω))∣∣Ej,P (ω)
∣∣∣∣∣∣∣∣∣ = ∣∣∣∣∣∣Qnω(ΠGi,P (ω) −ΠEi,Q(ω))∣∣∣∣∣∣
≤ κ ∥∥ΠGi,P (ω) −ΠEi,Q(ω)∥∥+ Cκ,n∣∣∣∣∣∣ΠGi,P (ω) − ΠEi,Q(ω)∣∣∣∣∣∣, (123)
where we also used the fact that ΠGi,P (ω)
∣∣
Ej,P (ω)
= Id
∣∣
Ej,P (ω)
. From the proof of Proposition
4.15 we have
∥∥ΠGi,P (ω) − ΠEi,Q(ω)∥∥ ≤ 2Θ20. Thus, by applying (122), (123) to (121) we obtain∣∣∣∣∣
∣∣QnωΠEi,Q(ω)v∣∣
|P nω v|
− 1
∣∣∣∣∣ ≤ KC0e−nλkQ+1,Q (2κΘ20 + Cκ,n∣∣∣∣∣∣ΠGi,P (ω) − ΠEi,Q(ω)∣∣∣∣∣∣ + |||Qnω − P nω |||) .
Fix γ > 0 and take κ = γK−1enλkQ+1,Q/(4Θ20C0). By Propositions 3.18 and 4.15, for every
n ∈ Z+ there exists ǫγ,n > 0 so that if P ∈ LY(C1, C2, r, R) ∩Oǫγ,n(Q) then
KC0e
−nλkQ+1,Q
(
Cκ,n
∣∣∣∣∣∣ΠGi,P (ω) − ΠEi,Q(ω)∣∣∣∣∣∣+ |||Qnω − P nω |||) ≤ γ2 ,
and so ∣∣∣∣∣
∣∣QnωΠEi,Q(ω)v∣∣
|P nω v|
− 1
∣∣∣∣∣ ≤ γ.
Hence ∣∣log (|P nω v|)− log (∣∣QnωΠEi,Q(ω)v∣∣)∣∣ ≤ max {log(1 + γ),− log(1− γ)} := e(γ). (124)
We finish this part of the proof by deriving a lower bound for
∥∥ΠEi,Q(ω)v∥∥ when v ∈ Ej,P (ω) ∩
B‖·‖. By Lemma 4.23 and as Ej,P (ω) ⊆ Gi,P (ω) we have∥∥ΠEi,Q(ω)v∥∥ ≥ ∣∣ΠEi,Q(ω)v∣∣ ≥ ∣∣ΠGi,P (ω)v∣∣− ∣∣∣∣∣∣ΠGi,P (ω) −ΠEi,Q(ω)∣∣∣∣∣∣
≥ K−1 − ∣∣∣∣∣∣ΠGi,P (ω) − ΠEi,Q(ω)∣∣∣∣∣∣.
Thus by Proposition 4.15 there exists some ǫ′ such that if P ∈ LY(C1, C2, r, R) ∩ Oǫ′(Q) then∥∥ΠEi,Q(ω)v∥∥ ≥ 1/(2K). We assume that ǫγ,n ≤ ǫ′ without loss of generality.
An upper bound for the right hand side of (120). From (124), Proposition 4.15, and as∥∥ΠEi,Q(ω)v∥∥ 6= 0 for v ∈ Ej,P ∩B‖·‖, we get
log
(
sup
v∈Ej,P∩B‖·‖
|P nω v|
)
≤ sup
v∈Ej,P∩B‖·‖
(
log
(∥∥QnωΠEi,Q(ω)v∥∥∥∥ΠEi,Q(ω)v∥∥
)
+ log
(∥∥ΠEi,Q(ω)v∥∥)
)
+ e(γ)
≤ log
(∥∥∥Qnω∣∣Ei,Q
∥∥∥)+ log(Θ20) + e(γ).
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From (120) we deduce that if P ∈ LY(C1, C2, r, R) ∩ Oǫγ,n(Q) then
1
ndj,P
∫
det(P nω |Ej,P (ω)) dP ≤
1
n
∫
log
(∥∥∥Qnω∣∣Ei,Q
∥∥∥) dP + 1
n
(
log(KΘ20) + e(γ)
)
.
Applying Proposition 4.22 we see that for every ν we may take n to be very large and γ
sufficiently small to produce ǫν1 (depending on γ and n) so that if P ∈ LY(C1, C2, r, R)∩Oν1(Q)
then
λj,P =
1
ndj,P
∫
det(P nω |Ej,P (ω)) dP ≤ λi,Q + ν.
Hence
γℓ,P − γℓ,Q = λj,P − λi,Q ≤ ν. (125)
A lower bound for the left hand side of (120). From (124), Lemma 4.23, and as∥∥ΠEi,Q(ω)v∥∥ ≥ 1/(2K) we get
log
(
inf
v∈Ej,P (ω)∩B‖·‖
|P nω v|
)
≥ inf
v∈Ej,P (ω)∩B‖·‖
(
log
(∣∣QnωΠEi,Q(ω)v∣∣∥∥ΠEi,Q(ω)v∥∥
)
+ log
(∥∥ΠEi,Q(ω)v∥∥)
)
− e(γ)
≥ log
(∥∥∥∥(Qnω∣∣Ei,Q(ω)
)−1∥∥∥∥
−1
)
− log(K)− log(2K)− e(γ).
Thus by (120) for P ∈ LY(C1, C2, r, R) ∩Oǫγ,n(Q) we have
1
ndj,P
∫
det(P nω |Ej,P (ω)) dP ≥
1
n
∫
log
(∥∥∥∥(Qnω∣∣Ei,Q(ω)
)−1∥∥∥∥
−1
)
dP− log(2K
2) + e(γ)
n
.
Applying Proposition 4.22 as in the previous step, we see that for every ν > 0 we may take
n to be very large and γ sufficiently small to produce ǫν2 (depending on γ and n) so that if
P ∈ LY(C1, C2, r, R) ∩ Oǫν2 (Q) then λj,P ≥ λi,P − ν. Hence
γℓ,Q − γℓ,P = λi,Q − λℓ,P ≤ ν. (126)
Setting ν = min{ν1, ν2}, and then combining (125) and (126) yields |γℓ,P − γℓ,Q| ≤ ν for
P ∈ LY(C1, C2, r, R) ∩ Oǫν(Q). As discussed at the beginning of the proof, this suffices to
prove (75), which completes the proof of Theorem 4.8.
5 Application to random dynamical systems
In this section we demonstrate the application of Theorems 3.9 and 4.8 to cocycles of Perron-
Frobenius operators associated to random dynamical systems consisting of Ck expanding maps
on S1, with k ≥ 2. We will consider two types of perturbations to such maps: fiber-wise ‘deter-
ministic’ perturbations to the random dynamics9, and perturbations that arise via numerical
approximations of the Perron-Frobenius cocycle.
Fix a Lebesgue probability space (Ω,F ,P), and an invertible, P-ergodic map σ : Ω → Ω.
We will considering random dynamical systems taking values in the following sets.
9In this rather unfortunate oxymoron, a fiber-wise ‘deterministic’ perturbation simply means that the random
maps are fiber-wise perturbed to nearby maps.
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Definition 5.1. For k ≥ 2, α ∈ (0, 1) and K > 0 we set
LYk(α,K) =
{
T ∈ Ck(S1, S1) : inf |T ′| ≥ α−1 and dCk(T, 0) ≤ K
}
.
We say that T : Ω → LYk(α,K) is measurable if it is measurable with respect to F and the
Borel σ-algebra on Ck(S1, S1).
Suppose k ≥ 2, α ∈ (0, 1), and K > 0. If T ∈ LYk(α,K) then we denote by LT : L1(S1)→
L1(S1) the associated Perron-Frobenius operator, which is defined by duality via∫
LTf · g dLeb =
∫
f · g ◦ T dLeb ∀f ∈ L1(S1), g ∈ L∞(S1). (127)
In a slight abuse of notation, whenever T : Ω → LYk(α,K) is measurable, we denote by
LT : Ω → L(L1) the map defined by LT (ω) = LT (ω). The regularity of maps in LYk(α,K)
suggests that we should consider how their Perron-Frobenius operators act on objects with
some smoothness, rather than on L1(S1). For k ∈ N the Sobolev space W k,1(S1) is defined by
W k,1(S1) = {f ∈ Lp(S1) : f (ℓ) exists in the weak sense and ∥∥f (ℓ)∥∥
L1
<∞ for each 0 ≤ ℓ ≤ k}.
Each W k,1(S1) becomes a Banach space when equipped with the norm
‖f‖W k,1 = ‖f‖L1 +
∥∥f (k)∥∥
L1
.
For each k ≥ 1 the embedding of W k,1(S1) into W k−1,1(S1) is compact by the Rellich–
Kondrachov Theorem. Moreover,
∥∥f (k)∥∥
L1
= Var(f (k−1)) and so by following the arguments
in Examples 2.18 and 2.19 we conclude that ‖·‖W k,1 is upper semicontinuous with respect to
‖·‖W k−1,1. Thus (W k,1(S1), ‖·‖W k,1 , ‖·‖W k−1,1) is a pre-compact Saks space. We remind the
reader that each W k,1(S1) is separable as a Banach space.
Proposition 5.2. If T : Ω → LYk(α,K) is measurable for k ≥ 2, α ∈ (0, 1) and K >
0, then (Ω,F ,P, σ,W k−1,1(S1), LT ) is a separable strongly measurable random linear system
with ergodic invertible base. Moreover (Ω,F ,P, σ,W k−1,1(S1), LT ) has an Oseledets splitting of
dimension d ≥ 1 with λ1,T = 0.
We will now make precise our first type of perturbation. For measurable maps S, T : Ω→
LYk(α,K) we set
dk−1(S, T ) = ess sup
ω∈Ω
dCk−1(S(ω), T (ω)).
For ǫ > 0 and measurable T : Ω→ LYk(α,K) we set
Oǫ,k,α,K(T ) =
{
S : Ω→ LYk(α,K)
∣∣∣∣S is measurable with dk−1(T ,S) ≤ ǫ
}
.
The next result concerns the stability of Oseledets splitting and Lyapunov exponents of cocycles
of Perron-Frobenius operator associated to maps in LYk(α,K) under perturbations which are
small in the dk−1 metric. We adopt the notation of Section 4, aside from frequently replacing
LT (resp. LS) by T (resp. S) in various subscripts.
Theorem 5.3. Fix k ≥ 2, α ∈ (0, 1) and K > 0, and suppose that T : Ω → LYk(α,K)
is measurable, and that (Ω,F ,P, σ,W k−1,1(S1), LT ) admits a hyperbolic Oseledets splitting of
dimension d with (k − 1) logα < µLT . There exists ǫ > 0 such that if S ∈ Oǫ,k,α,K(T ) then
(Ω,F ,P, σ,W k−1,1(S1), LS) has an Oseledets splitting of dimension d. In addition, there exists
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c0, R0 > 0 such that each Ii = (λi,T − c0,max{λi,T , log(δ1iR0)}+ c0), i ∈ {1, . . . , kT }, separates
the Lyapunov spectrum of (Ω,F ,P, σ,W k−1,1(S1), LS), and the corresponding projections satisfy
∀i ∈ {1, . . . , kT }, a.e. ω ∈ Ω rank(ΠIi,S(ω)) = di,T ,
and
sup
{
ess sup
ω∈Ω
‖ΠIi,S(ω)‖L(W k−1,1)
∣∣∣∣S ∈ Oǫ,k,α,K(T ), 1 ≤ i ≤ kT
}
<∞.
Moreover, for every β > 0 there exists ǫβ > 0 so that if S ∈ Oǫβ ,k,α,K(T ) then
sup
1≤i≤d
|γi,T − γi,S | ≤ β,
sup
1≤i≤kT
ess sup
ω∈Ω
‖ΠIi,T (ω)−ΠIi,S(ω)‖L(W k−1,1,W k−2,1) ≤ β,
and
ess sup
ω∈Ω
dH(FT (ω), FS(ω)) ≤ β.
Our second application concerns the numerical approximation of the Oseledets splitting and
Lyapunov exponents associated to a Perron-Frobenius operator cocycle. For each n ∈ Z+ the
nth Feje´r kernel Jn : S
1 → C is defined by
Jn(t) =
n∑
k=−n
(
1− |k|
n+ 1
)
e2πikt.
Convolution with the nth Feje´r kernel corresponds to taking the Cesa`ro average of the first
n + 1 partial Fourier series, so that for each f ∈ L1(S1) one has
(Jn ∗ f)(x) = 1
n+ 1
n∑
ℓ=0
(
ℓ∑
j=−ℓ
fˆ(j)e2πijx
)
=
n∑
ℓ=−n
(
1− |k|
n+ 1
)
fˆ(ℓ)e2πiℓx, (128)
where fˆ(ℓ) =
∫
f(x)e−2πiℓx dLeb. The following proposition, which is well-known, summarises
the relevant properties of the Feje´r kernel in our setting.
Proposition 5.4. For n ∈ Z+ let Jn : L1(S1)→ L1(S1) denote the operator defined by
Jn(f) = Jn ∗ f.
For every n, k ∈ Z+ the operator Jn is Markov10 and restricts to a contraction in L(W k,1(S1)).
In addition, if k ≥ 1 then
lim
n→∞
‖Jn − Id‖L(W k,1,W k−1,1) = 0. (129)
When T : Ω → LYk(α,K) is measurable and n ∈ Z+ we define LT ,n : Ω → L(W k−1,1(S1))
by LT ,n(ω) = JnLT (ω). Note that each LT ,n(ω) has finite rank and preserves span{e2πiℓx :
−n ≤ ℓ ≤ n}. Hence, by a constant change of basis we may view (Ω,F ,P, σ,W k−1,1(S1), LT ,n)
as a matrix cocycle on C2n+1. One could then use this matrix representation to approximate the
Oseledets splitting and Lyapunov exponents of the original cocycle by computing the singular
value decomposition of very large iterates of the matrix cocycle, as in [21]. While a completely
rigorous proof of convergence for such an algorithm is outside of the scope of this paper, we
believe that the following theorem is a substantial step in the direction of such a result.
10That is, the positive cone in W k,1(S1) is invariant under Jn, and Jn preserves integrals.
45
Theorem 5.5. Fix k ≥ 2, α ∈ (0, 1) and K > 0. If T : Ω → LY(α,K) is measurable
and (Ω,F ,P, σ,W k−1,1(S1), LT ) admits a hyperbolic Oseledets splitting of dimension d with
(k − 1) logα < µLT , then there exists N such that if n > N then (Ω,F ,P, σ,W k−1,1(S1), LT ,n)
admits an Oseledets splitting of dimension d. In addition, there exists c0, R0 > 0 such that each
Ii = (λi,T − c0,max{λi,T , log(δ1iR0)} + c0), i ∈ {1, . . . , kT }, separates the Lyapunov spectrum
of (Ω,F ,P, σ,W 1,1(S1), LT ,n), and the corresponding projections satisfy
∀i ∈ {1, . . . , kT }, a.e. ω ∈ Ω rank(ΠIi,LT ,n(ω)) = di,T ,
and
sup
{
ess sup
ω∈Ω
∥∥ΠIi,LT ,n(ω)∥∥L(W k−1,1)
∣∣∣∣n > N, 1 ≤ i ≤ kT
}
<∞.
In addition, for every β > 0, there exists Nβ > N such that if n > Nβ then
sup
1≤i≤d
∣∣γi,LT − γi,LT ,n∣∣ ≤ β,
sup
1≤i≤kT
ess sup
ω∈Ω
∥∥ΠIi,LT (ω)−ΠIi,LT ,n(ω)∥∥L(W k−1,1,W k−2,1) ≤ β,
and
ess sup
ω∈Ω
dH(FLT (ω), FLT ,n(ω)) ≤ β.
Before proving the results described thus far we will describe some concrete setting in which
they may be applied. We note that the chief difficulty in applying Theorems 5.3 5.5 is not
proving the existence of an Oseledets splitting (recall Proposition 5.2), but verifying that the
splitting is hyperbolic.
Example 5.6. Fix k ≥ 2, α ∈ (0, 1) and K > 0. For each T ∈ LYk(α,K) we may consider
the constant random dynamical system given by ω 7→ T . In this case the associated Perron-
Frobenius operator LT is quasi-compact
11 on W k−1,1(S1) with ρess(LT ) ≤ αk−1 < ρ(LT ) =
1. It follows that (Ω,F ,P, σ,W k−1,1(S1), ω 7→ LT ) admits a hyperbolic Oseledets splitting
with µ > logαk−1: for any such µ ∈ (logαk−1, 0) the fast Oseledets spaces are just direct
sums of the eigenspaces of LT associated to eigenvalues of modulus greater than e
µ (of which
there are finitely many), and the Lyapunov exponents are {log |λ| : λ ∈ σ(LT ), |λ| > log µ}.
We refer the reader to [34] and [42] for examples of expanding maps on S1 with non-trivial
eigenvalues with modulus in (αk−1, 1), and note that the different choice of Banach space in
either paper is inconsequential due to [6, Section A.2]. We may therefore apply Theorem 5.3
to (Ω,F ,P, σ,W k−1,1(S1), ω 7→ LT ) with perturbation (Ω,F ,P, σ,W k−1,1(S1), LS) whenever
S : Ω 7→ LYk(α,K) is measurable and such that ess supω∈Ω dCk−1(S(ω), T ) is sufficiently small.
Example 5.7. If, in the setting of Example 5.6, there exists µ ∈ (logαk−1, 0) such that for
every r > logµ the set {λ ∈ σ(LT ) : |λ| = r} contains at most a single element, then every
Lyapunov exponent of (Ω,F ,P, σ,W k−1,1(S1), ω 7→ LT ) has multiplicity one. Thus, by Remark
4.12, it follows that if S : Ω 7→ LYk(α,K) is measurable and ess supω∈Ω dCk−1(S(ω), T ) is
sufficiently small then the Oseledets splitting for (Ω,F ,P, σ,W k−1,1(S1), LS) that is produced
by Theorem 5.3 is hyperbolic. Thus both Theorem 5.3 and Theorem 5.5 may be applied to
(Ω,F ,P, σ,W k−1,1(S1), LS).
11We remind the reader of the proof. One bounds the essential spectral radius by using Theorem 2.26 and
Proposition 5.10. Since LT preserves integrals we have ρ(LT ) ≥ 1. If ρ(LT ) > 1 then LT has an eigenvalue
of modulus greater than 1 on W k−1,1(S1), which must also be an eigenvalue for LT on L
1(S1); but LT is a
contraction on L1(S1) and so no such eigenvalue can exist.
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5.1 Proofs for Section 5
The next proposition, which is well-known, summarises the basic properties of Perron-Frobenius
operators associated to maps in LYk(α,K).
Proposition 5.8. There exists Ck−1,α,K > 0 such that for every T ∈ LYk(α,K) and f ∈
W k−1,1(S1) we have
‖LT f‖W k−1,1 ≤ αk−1 ‖f‖W k−1,1 + Ck−1,α,K ‖f‖W k−2,1 . (130)
Hence {LT : T ∈ LYk(α,K)} is an equicontinuous subset of LS(W k−1,1), where W k−1,1(S1) has
the Saks space structure (W k−1,1(S1), ‖·‖W k−1,1 , ‖·‖W k−2,1).
Before proving Proposition 5.8 we need the following lemma.
Lemma 5.9. For every k ∈ N there exists multinomials Gk,ℓ : Rk → R, ℓ ∈ {0, . . . , k}, such
that for every T ∈ LYk(α,K) and f ∈ W k,1 we have
(LTf)
(k) = LT
(
(T ′)−2k
k∑
ℓ=0
Gk,ℓ(T
′, . . . , T (k+1)) · f (ℓ)
)
. (131)
Moreover Gk,k(x1, . . . , xk+1) = x
k
1.
Proof. By differentiating the identity
(LTf)(x) =
∑
T (y)=x
f(y)
|T ′(y)|
one finds that (LTf)
′ = LT ((1/T
′)f ′ + (1/T ′)′f) whenever f ∈ W 1,1(S1), from which (131)
follows by a straightforward induction on k. The claim that Gk,k(x1, . . . , xk) = x
k
1 for all k
follows upon noting that the coefficient of f (k) in
(T ′)−2k
k∑
ℓ=0
Gk,ℓ(T
′, . . . , T (k+1)) · f (ℓ)
is always (T ′)−k.
The proof of Proposition 5.8. For brevity we write Gk−1,ℓ,T in place of Gk−1,ℓ(T
′, . . . , T (k)). By
Lemma 5.9 and as LT is Markov we have
∥∥(LT f)(k−1)∥∥L1 =
∫ ∣∣∣∣∣LT
(
(T ′)−2(k−1)
k−1∑
ℓ=0
Gk−1,ℓ,T · f (ℓ)
)∣∣∣∣∣ dLeb
≤
∫ ∣∣f (k−1)∣∣
|T ′|k−1 dLeb+
k−2∑
ℓ=0
∫
|T ′|−2(k−1) |Gk−1,ℓ,T |
∣∣f (ℓ)∣∣ dLeb
≤ αk−1 ‖f‖W k−1,1 +
(
k−1∑
0=ℓ
α2(k−1)Dk−2,ℓ ‖Gk−1,ℓ,T‖L∞
)
‖f‖W k−2,1 ,
where Dk−2,ℓ denotes the norm of the embedding of W
k−2,1(S1) into W ℓ,1(S1). Let
Ck−1,α,K = 1 + sup
T∈LYk(α,K)
(
k−1∑
0=ℓ
α2(k−1)Dk−2,ℓ ‖Gk−1,ℓ,T‖L∞
)
,
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and note that Ck−1,α,K <∞. Since LT is Markov on L1(S1) we therefore have
‖LT f‖W k−1,1 = ‖LTf‖L1 +
∥∥(LTf)(k−1)∥∥L1 ≤ αk−1 ‖f‖W k−1,1 + Ck−1,α,K ‖f‖W k−2,1 ,
which yields (130). Since the embedding of W k−1,1(S1) into W k−2,1(S1) is bounded, (130)
also implies that {LT : T ∈ LYk(α,K)} is a bounded subset of L(W k−1,1(S1)). For k > 2
the same argument shows that {LT : T ∈ LYk(α,K)} is a bounded subset of L(W k−2,1(S1)),
while if k = 2 then {LT : T ∈ LYk(α,K)} is bounded in L(W k−2,1(S1)) since each LT is
Markov on W k−2,1(S1) = L1(S1). That {LT : T ∈ LYk(α,K)} is an equicontinuous subset of
LS(W k−1,1(S1)) then follows from Proposition 2.24.
Proposition 5.10. Let Wk−1 =
⊔
ω∈Ω{ω}×W k−1,1. There exists Rk−1,α,K ≥ 1 and Ak−1,α,K >
0 such that if T : Ω → LYk(α,K) is measurable then LT ∈ LY(1, Ak−1,α,K , αk−1, Rk−1,α,K) ∩
EndS(W
k−1, σ).
Proof. That LT ∈ EndS(Wk−1, σ) follows trivially from Proposition 5.8. Let
Rk−1,α,K = max{1, sup{‖LT‖L(W k−2,1) : T ∈ LYk(α,K)}},
and note thatRk−1,α,K is finite by Proposition 5.8. By Proposition 5.8, for every f ∈ W k−1,1(S1),
ω ∈ Ω and n ∈ Z+ we have∥∥(LT (σn(ω)) ◦ · · · ◦ LT (ω))f∥∥W k−1,1 ≤αk−1 ∥∥(LT (σn−1(ω)) ◦ · · · ◦ LT (ω))f∥∥W k−1,1
+ Ck−1,α,KR
n−1
k−1,α,K ‖f‖W k−2,1 .
Iterating the above inequality yields
∥∥(LT (σn(ω)) ◦ · · · ◦ LT (ω))f∥∥W k−1,1 ≤ αn(k−1) ‖f‖W k−1,1 + Ck−1,α,KRk−1,α,KRnk−1,α,K
(
n−1∑
j=0
(
αk−1
Rk−1,α,K
)j)
‖f‖W k−2,1
≤ αn(k−1) ‖f‖W k−1,1 +
Ck−1,α,K
Rk−1,α,K − αk−1R
n
k−1,α,K ‖f‖W k−2,1 .
We obtain the claim upon setting Ak−1,α,K = Ck−1,α,K(Rk−1,α,K − αk−1)−1.
The proof of Proposition 5.2. To show that (Ω,F ,P, σ,W k−1,1(S1), LT ) is a separable strongly
measurable random linear system with ergodic invertible base it suffices to the map ∆ :
LYk(α,K) → L(W k−1,1) defined by ∆(T ) = LT is measurable with respect to the Borel σ-
algebras on C2(S1, S1) and L(W k−1,1), where the later space is equipped with the strong oper-
ator topology. We will do this by showing that ∆ is continuous: for every f ∈ W k−1,1 we will
show that ‖(LT − LS)f‖W k−1,1 → 0 as dCk(T, S) → 0. By [5, (C1) of Lemma 2.4], for every
g ∈ Ck−1(S1) we have ‖(LT − LS)f‖Ck−1 → 0 as dCk(T, S) → 0. Fix f ∈ W k−1,1 and for each
ǫ > 0 let fǫ ∈ Ck−1(S1) satisfy ‖f − fǫ‖W k−1,1 ≤ ǫ. Then
‖(LT − LS)f‖W k−1,1 ≤ ‖(LT − LS)fǫ‖W k−1,1 + ‖(LT − LS)(f − fǫ)‖W k−1,1
≤ ‖(LT − LS)fǫ‖Ck−1 + 2ǫ sup
T∈LYk(α,K)
‖LT ‖L(W k−1,1)
→ 2ǫ sup
T∈LYk(α,K)
‖LT ‖L(W k−1,1) ,
as dC2(T, S)→ 0. The set {LT : T ∈ LYk(α,K)} is bounded in L(W k−1,1) by Proposition 5.8,
and so we obtain the required claim by sending ǫ→ 0.
We will sketch the proof that P = (Ω,F ,P, σ,W k−1,1(S1), LT ) has an Oseledets splitting.
We aim to verify the hypotheses of [24, Theorem 2.10] i.e. that the index of compactness κ∗P of P
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is less than the maximal Lyapunov exponent λ∗P of P (see [24, Definition 2.3]). Our proof of this
roughly follows the argument laid out in [24, Lemma 3.16]. Recall from Proposition 5.10 that
LT ∈ LY(1, Ak−1,α,K, αk−1, Rk−1,α,K). By [24, Lemma C.5], it follows that κ∗P ≤ logαk−1 < 0.
On the other hand, since each Lω is Markov, we have∥∥(LT (σn(ω)) ◦ · · · ◦ LT (ω))1∥∥W k−1,1 ≥ ∥∥(LT (σn(ω)) ◦ · · · ◦ LT (ω))1∥∥L1 = 1,
and so λP ≥ 0. Thus P has an Oseledets splitting with λ1,T = λ∗P ≥ 0 by [24, Theorem 2.10]. We
will now show that λ1,T = 0. Let P ′ = (Ω,F ,P, σ,W 1,1(S1), LT ), and note that the arguments
of the previous paragraph imply that P ′ has an Oseledets splitting with κ∗P ′ ≤ logα < λ∗P ′ and
that λ∗P ′ ≥ 0. However, the Lasota-Yorke inequality obtained for P ′ from Proposition 5.10 has
Rk−1,α,K = 1, and so
sup
n∈Z+
sup
ω∈Ω
∥∥(LT (σn(ω)) ◦ · · · ◦ LT (ω))∥∥L(W 1,1) <∞,
which implies that λ∗P ′ ≤ 0. Thus λ∗P ′ = 0. In the language of [26, Appendix A], P is a dense
restriction of P ′. As λ∗P ′ ≥ max{κ∗P ′ , κ∗P} by [26, Theorem 37] we have λ∗P ′ = λ∗P = 0.
Proposition 5.11. There exists Qk,α,K > 0 such that for every S, T ∈ LYk(α,K) we have
‖LT − LS‖L(W k−1,1,W k−2,1) ≤ Qk,α,KdCk−1(S, T ).
Proof. The case where k = 2 is known: upon recalling from Example 2.19 that ‖f‖BV = ‖f‖W 1,1
for f ∈ W 1,1, the result is given by [36, Example 3.1]. We therefore focus on the case where k >
2, although we use the k = 2 case during our argument. Let f ∈ W k−2,1(S1) and g ∈ L∞(S1).
For brevity, if R ∈ LYk(α,K) then we will write Gk−2,ℓ,R in place of Gk−2,ℓ(R′, . . . , R(k−1)). By
Lemma 5.9 we have∫
(LT f − LSf)(k−2)g dLeb =
∫ (
LT
(
k−2∑
ℓ=0
Gk−2,ℓ,T · f (ℓ)
(T ′)2(k−2)
)
− LS
(
k−2∑
ℓ=0
Gk−2,ℓ,S · f (ℓ)
(S ′)2(k−2)
))
· g dLeb
=
∫
(LT − LS)
(
k−2∑
ℓ=0
Gk−2,ℓ,T · f (ℓ)
(T ′)2(k−2)
)
· g dLeb
+
k−2∑
ℓ=0
∫ (
Gk−2,ℓ,T
(T ′)2(k−2)
− Gk−2,ℓ,S
(S ′)2(k−2)
)
· f (ℓ) · g ◦ S dLeb .
(132)
To bound the first term we apply the inequality for k = 2, which is valid since dC1(S, T ) ≤
dCk−1(S, T ), yielding∫
(LT−LS)
(
k−2∑
ℓ=0
Gk−2,ℓ,T · f (ℓ)
(T ′)2(k−2)
)
g dLeb ≤ Q2,α,K ‖g‖L∞
(
k−2∑
ℓ=0
∥∥∥∥Gk−2,ℓ,T · f (ℓ)(T ′)2(k−2)
∥∥∥∥
W 1,1
)
dCk−1(S, T ).
If we let Dk−1,ℓ denote the norm of the embedding of W
k−1,1(S1) into W ℓ,1(S1) and set
Zk,ℓ,α,K = sup
T∈LYk(α,K)
(
(Dk−1,ℓ + α2(k − 2)K +Dk−1,ℓ+1) ‖Gk−2,ℓ,T‖L∞ +Dk−1,ℓ
∥∥G′k−2,ℓ,T∥∥L∞
)
,
then by the product rule, the definition of ‖·‖W 1,1 and as α < 1 we have
k−2∑
ℓ=0
∥∥∥∥Gk−2,ℓ,T · f (ℓ)(T ′)2(k−2)
∥∥∥∥
W 1,1
≤
k−2∑
ℓ=0
Zk,ℓ,α,K ‖f‖W k−1,1 .
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Thus∫
(LT − LS)
(
k−2∑
ℓ=0
Gk−2,ℓ,T · f (ℓ)
(T ′)2(k−2)
)
g dLeb ≤ Q2,α,K
(
k−2∑
ℓ=0
Zk,ℓ,α,K
)
‖g‖L∞ ‖f‖W k−1,1 dCk−1(S, T ).
(133)
On the other hand,∫ (
Gk−2,ℓ,T
(T ′)2(k−2)
− Gk−2,ℓ,S
(S ′)2(k−2)
)
·f (ℓ)·g◦S dLeb ≤ Dk−1,ℓ ‖g‖L∞ ‖f‖W k−1,1
∥∥∥∥
(
Gk−2,ℓ,T
(T ′)2(k−2)
− Gk−2,ℓ,S
(S ′)2(k−2)
)∥∥∥∥
L∞
.
Since each of the multinomials Gk−2,ℓ is Lipschitz on [−K,K]k−1 and Gk−2,ℓ,T (resp. Gk−2,ℓ,S)
only contains derivatives of T (resp. S) of order less than k − 1, for each ℓ ∈ {0, . . . , k − 2}
there exists Vk,ℓ such that for every S, T ∈ LYk(α,K) we have∥∥∥∥
(
Gk−2,ℓ,T
(T ′)2(k−2)
− Gk−2,ℓ,S
(S ′)2(k−2)
)∥∥∥∥
L∞
≤ Vk,ℓdCk−1(S, T ).
It follows that
k−2∑
ℓ=0
∫ (
Gk−2,ℓ,T
(T ′)2(k−2)
− Gk−2,ℓ,S
(S ′)2(k−2)
)
·f (ℓ)·g◦S dLeb ≤ Dk−1,ℓ
(
k−2∑
ℓ=0
Vk,ℓ
)
‖g‖L∞ ‖f‖W k−1,1 dCk−1(S, T ).
(134)
Applying (133) and (134) to (132), and then taking the supremum over g ∈ L∞(S1) with
‖g‖L∞ = 1 yields
∥∥(LTf − LSf)(k−2)∥∥L1 ≤
(
k−2∑
ℓ=0
Dk−1,ℓVk,ℓ +Q2,α,KZk,ℓ,α,K
)
‖f‖W k−1,1 dCk−1(S, T ).
Thus, by using the case where k = 2 again, we obtain
‖LT − LS‖L(W k−1,1,W k−2,1) ≤ Q2,α,KDk−1,1dCk−1(S, T )+
(
k−2∑
ℓ=0
Dk−1,ℓVk,ℓ +Q2,α,KZk,ℓ,α,K
)
dCk−1(S, T ),
as required.
The proof of Theorem 5.3. By assumption (Ω,F ,P, σ,W k−1,1(S1), LT ) is a separable strongly
measurable random linear system with ergodic invertible base and a hyperbolic Oseledets split-
ting of dimension d. We have LT ∈ EndS(Wk−1, σ)∩LY(1, Ak−1,α,K, αk−1, Rk−1,α,K) by Proposi-
tion 5.10, and so all the requirements of Theorem 4.8 are verified for (Ω,F ,P, σ,W k−1,1(S1), LT ).
For measurable S : Ω→ LYk(α,K) we get that (Ω,F ,P, σ,W k−1,1(S1), LS) is also a separable
strongly measurable random linear system by Proposition 5.2 and by Proposition 5.10 we have
LS ∈ LY(1, Ak−1,α,K, αk−1, Rk−1,α,K). For any ǫ > 0 we may ensure that
ess sup
ω∈Ω
∥∥LT (ω) − LS(ω)∥∥L(W k−1,1,W k−2,1) ≤ ǫ,
by making dk−1(T ,S) small and then using Proposition 5.11. Thus, we obtain the conclusion
of Theorem 4.8 for the perturbation (Ω,F ,P, σ,W k−1,1(S1), LS), as required.
Proof of Proposition 5.4. It is well known that the Feje´r kernels approximate the identity [30,
Section 2.2 and 2.5]. Thus Jn is Markov, as claimed. Since convolution and differentiation
commute, for each f ∈ W k,1(S1) we have
‖Jnf‖W k,1 = ‖Jnf‖L1 +
∥∥Jn(f (k))∥∥L1 ≤ ‖f‖L1 + ∥∥f (k)∥∥L1 = ‖f‖W k,1 ,
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and so Jn restricts to a contraction in L(W k,1(S1)). For x, y ∈ S1 define gx,y : S1 → R by
gx,y =
{
χx−y,x y < x,
χx,x−y x < y.
Using Fubini-Tonelli and the fact that every f ∈ W 1,1 is absolutely continuous, we have
‖Jnf − f‖L1 =
∫
|(Jn ∗ f)(x)− f(x)| dLeb(x)
=
∫ ∫
Jn(y) |f(x− y)− f(x)| dLeb(y) d Leb(x)
≤
∫ ∫ ∫
Jn(y)gx,y(z) |f ′(z)| dLeb(z) d Leb(y) d Leb(x)
=
∫
Jn(y)
(∫
|f ′(z)|
(∫
gx,y(z) d Leb(x)
)
dLeb(z)
)
dLeb(y)
=
(∫
Jn(y) |y| dLeb(y)
)
‖f‖W 1,1 .
Since {Jn}n∈Z+ approximates the identity we have
∫
Jn(y) |y| dLeb(y) → 0 as n → ∞, which
yields (129) for k = 1. The claim for k > 1 follows from the case where k = 1, the fact
that differentiation commutes with Jn, and the fact that W k,1(S1) continuously embeds into
W k−1,1(S1) and W 1,1(S1).
The proof of Theorem 5.5. The proof is very similar to that of Theorem 5.3. By assumption
(Ω,F ,P, σ,W k−1,1(S1), LT ) is a separable strongly measurable random linear system with er-
godic invertible base and a hyperbolic Oseledets splitting of dimension d ∈ Z+. We have
LT ∈ EndS(Wk−1, σ) ∩ LY(1, Ak−1,α,K , αk−1, Rk−1,α,K) by Proposition 5.10, and so all the re-
quirements of Theorem 4.8 are verified for (Ω,F ,P, σ,W k−1,1(S1), LT ). Since the composition
of strongly measurable maps is strongly measurable ([24, Lemma A.5]), and the constant map
ω 7→ Jn is strongly measurable, for each n ∈ Z+ we have that (Ω,F ,P, σ,W k−1,1(S1), LT ,n) is
a separable strongly measurable random linear system. Since Jn is a contraction on W k−1,1,
from the Lasota-Yorke inequality (130) we have for every f ∈ W k−1,1(S1), n ∈ Z+ and ω ∈ Ω
that ∥∥JnLT (ω)f∥∥W k−1,1 ≤ αk−1 ‖f‖W k−1,1 + Ck−1,α,K ‖f‖W k−2,1 .
By using the fact that Jn is a contraction on W k−2,1(S1) and repeating the argument made
in Proposition 5.10, we deduce that LT ,n ∈ LY(1, Ak−1,α,K , αk−1, Rk−1,α,K) for every n ∈ Z+.
Thus, after using (129) from Proposition 5.4 we obtain the conclusion of Theorem 4.8 for the
perturbation (Ω,F ,P, σ,W 1,1(S1), LT ,n), as required.
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A Proofs for Section 2
A.1 Proofs for Section 2.1
The proof of Lemma 2.1. The map ΠE1||F
∣∣
E2
must be injective as otherwise F∩E2 = kerΠE1||F∩
E2 6= {0}, which contradicts E2 ⊕ F = X . To see that the map is surjective, we note that for
any e ∈ E1 one has e = ΠE2||Fe +ΠF ||E2e and so ΠE1||F (ΠE2||Fe) = e.
Lemma A.1. If E,E ′ ∈ N (F ) then
ΠE′||F = (Id+ΦE⊕F (E
′))ΠE||F .
Proof. Since ker(ΠE||F ) = F we have ker((Id+ΦE⊕F (E
′))ΠE||F )) ⊆ F and so it suffices to prove
that the restriction of (Id+ΦE⊕F (E
′))ΠE||F to E
′ is the identity, but by definition we have
(Id+ΦE⊕F (E
′))ΠE||F
∣∣
E′
=
(
ΠE||F
∣∣
E′
)−1 (
ΠE||F
∣∣
E′
)
= Id
∣∣
E′
.
Lemma A.2. If E ⊕ F = X then Φ−1E⊕F : L(E, F )→ N (F ) exists and, for each L ∈ L(E, F ),
satisfies
Φ−1E⊕F (L) = (Id+L)(E).
Proof. If ΦE⊕F (E1) = ΦE⊕F (E2) for some E1, E2 ∈ N (F ), then, when restricted to E,(
ΠE||F
∣∣
E1
)−1
=
(
ΠE||F
∣∣
E2
)−1
,
which implies that E1 = E2. Thus ΦE⊕F is injective. We now show that ΦE⊕F is surjective.
Suppose that L ∈ L(E, F ). Then, as L is bounded, E ′ = (Id+L)(E) ∈ G(X). If E ′ ∩ F 6= {0}
then there exists e ∈ E \{0} such that e+L(e) ∈ F , but this implies implies that e ∈ F , which
is impossible. Thus E ′ ∩ F = {0}. On the other hand, if v ∈ X then, by writing v = e + f
according to the splitting E⊕F , we observe that v = (Id+L)(e)+f−L(e), and so E ′+F = X .
Thus E ′ and F are topologically complementary subspaces by the Closed Graph Theorem. For
every e ∈ E we have e+ L(e) ∈ E ′ and ΠE||F (e + L(e)) = e, which implies that
ΦE⊕F (E
′) =
(
ΠE||F
∣∣
(Id+L)(E)
)−1
− Id = Id+L− Id = L,
and so ΦE⊕F is surjective. Moreover, since E
′ = (Id+L)E, we see that Φ−1E⊕F (L) = (Id+L)(E).
The proof of Lemma 2.3. For every ǫ > 0 there exists u1 ∈ Φ−1E⊕F (L1) with ‖u1‖ = 1 such that
Gap(Φ−1E⊕F (L1),Φ
−1
E⊕F (L2)) ≤ ǫ+ inf
u2∈Φ
−1
E⊕F (L2)
‖u1 − u2‖ .
Since L1 =
(
ΠE||F
∣∣
Φ−1E⊕F (L1)
)−1
− Id, by taking u = ΠE||Fu1 and u2 = (Id+L2)u we get
Gap(Φ−1E⊕F (L1),Φ
−1
E⊕F (L2)) ≤ ǫ+ ‖(Id+L1)u− (Id+L2)u‖ ≤ ǫ+ ‖L1 − L2‖
∥∥ΠE||F∥∥ .
Since ǫ was arbitrary the same inequality holds for ǫ = 0. The same bound clearly holds
Gap(Φ−1E⊕F (L2),Φ
−1
E⊕F (L1)), and so we obtain the required inequality from (1).
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The proof of Lemma 2.4. By Lemma A.1 we have ΠEi||F = (Id+ΦE⊕F (Ei))ΠE||F for i = 1, 2,
and so ΠEi||F − ΠE||F = ΦE⊕F (Ei) on E. Thus
‖ΦE⊕F (E1)− ΦE⊕F (E2)‖ =
∥∥ΠE1||F − ΠE2||F∥∥ = ∥∥ΠF ||E1ΠE2||F∥∥ ≤ ∥∥∥ΠF ||E1∣∣E2
∥∥∥ ∥∥ΠE2||F∥∥ .
For ui ∈ Ei with ‖ui‖ = 1, i ∈ {1, 2}, we have∥∥ΠF ||E1∥∥ ‖u2 − u1‖ ≥ ∥∥ΠF ||E1(u2 − u1)∥∥ = ∥∥ΠF ||E1u2∥∥ ,
Taking the infimum over u1 and then the supremum over u2 yields
sup
u2∈E2
‖u2‖=1
inf
u1∈E2
‖u1‖=1
‖u1 − u2‖ ≥
(∥∥ΠF ||E1∥∥)−1 ∥∥∥ΠF ||E1∣∣E2
∥∥∥
≥ (∥∥ΠF ||E1∥∥ ∥∥ΠE2||F∥∥)−1 ‖ΦE⊕F (E1)− ΦE⊕F (E2)‖ .
We obtain the required inequality upon noting that the roles of E1 and E2 may be swapped in
the above argument, and then recalling the definition of dH .
A.2 Proofs for Section 2.2
The proof of Lemma 2.23. Since A is continuous it maps γ[‖·‖1 , |·|1]-bounded sets to γ[‖·‖2 , |·|2]-
bounded sets. As B‖·‖1 is γ[‖·‖1 , |·|1]-bounded it follows that A(B‖·‖1) is γ[‖·‖2 , |·|2]-bounded.
Proposition 2.16 says that the γ[‖·‖2 , |·|2]-bounded sets are exactly the ‖·‖2-bounded sets, and
so A(B‖·‖1) is ‖·‖2-bounded. Thus A ∈ L(X1, X2).
The proof of Proposition 2.21. Without loss of generality we may assume that both X1 and
X2 are normal Saks spaces. By Lemma 2.23 we have LS(X1, X2) ⊆ L(X1, X2). Since |||·||| ≤
‖·‖ it follows that |||·||| is finite on LS(X1, X2), and that B‖·‖ is |||·|||-bounded. It remains to
verify one of the conditions from Lemma 2.6: we will show that B‖·‖ is |||·|||-closed. Suppose
that {An}n∈Z+ ⊆ B‖·‖ ∩ LS(X1, X2) is a |||·|||-convergent sequence with limit A ∈ LS(X1, X2).
For every ǫ > 0 there exists fǫ ∈ X1 with ‖fǫ‖1 = 1 such that ‖A‖ ≤ ‖Afǫ‖2 + ǫ. Since
limn→∞ |||An − A||| = 0 we have limn→∞ |(An − A)fǫ|2 = 0. Moreover, ‖Anfǫ‖2 ≤ 1 for every
n ∈ Z+. Since (X2, ‖·‖2 , |·|2) satisfies each of the conditions in Lemma 2.6 we have ‖Afǫ‖2 ≤ 1,
which implies that ‖A‖ ≤ 1 + ǫ for every ǫ > 0. Hence ‖A‖ ≤ 1 and so A ∈ B‖·‖ i.e. B‖·‖ is
|||·|||-closed in LS(X1, X2). It follows that (LS(X1, X2), ‖·‖ , |||·|||) is a Saks space, as claimed.
The proof of Proposition 2.24. We prove the reverse implication first i.e. that for every γ[‖·‖2 , |·|2]-
open neighbourhood U of 0 there exists a γ[‖·‖1 , |·|1]-open neighbourhood V of 0 such that
Aα(V ) ⊆ U for every α ∈ A. If U is such a neighbourhood then, after recalling the form of the
neighbourhood basis for γ[‖·‖2 , |·|2] from (5), we observe that U contains a set of the form
∞⋃
n=1
(
n∑
k=1
2ℓkBo|·|2 ∩ 2
k−1B‖·‖2
)
for some sequence {ℓi}∞i=1 ⊆ R, where Bo|·|1 denotes the open unit |·|1-ball. By assumption we
have supα ‖Aα‖ <∞ and so there exists N ≥ 0 such that Aα(B‖·‖1) ⊆ 2NB‖·‖2 for every α ∈ A.
For the moment fix k > N , and let us suppose that f ∈ 2νkBo|·|1 ∩ 2k−N−1B‖·‖1 for some νk ∈ R.
Then Aαf ∈ 2k−N+N−1B‖·‖2 = 2k−1B‖·‖2 for every α ∈ A. In addition, by (6) we have for every
η > 0 and α ∈ A that
|Aαf |2 ≤ max{η2k−N−1, Cη2νk},
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so that if we set ηk = 2
ℓk+N−k and take 2νk = C−1
2ℓk+N−k
2ℓk−1 then |Aαf |2 < 2ℓk for every α ∈ A.
Thus for every α ∈ A and k ≥ 1 we have
Aα(2
νkBo|·|1 ∩ 2
k−N−1B‖·‖1) ⊆ 2ℓkBo|·|1 ∩ 2
k−1B‖·‖2 .
Set
V =
∞⋃
n=1
(
n+N∑
k=N+1
2νkBo|·|2 ∩ 2k−N−1B‖·‖2
)
,
and note that V is open per (5). Moreover, for every α ∈ A we have
Aα(V ) =
∞⋃
n=1
(
n+N∑
k=N+1
Aα(2
νkBo|·|2 ∩ 2k−N−1B‖·‖2)
)
⊆
∞⋃
n=1
(
n+N∑
k=N+1
2ℓkBo|·|1 ∩ 2
k−1B‖·‖2
)
⊆ U.
Thus {Aα}α∈A is equicontinuous in LS(X1, X2).
We will now prove the opposite implication. Let U be any γ[‖·‖2 , |·|2]-neighbourhood of
0. Since {Aα}α∈A is equicontinuous in LS(X1, X2), by [40, 4.1] the set V = ∩α∈AA−1α (U) is
γ[‖·‖1 , |·|1]-open. Since V is γ[‖·‖1 , |·|1]-open and B‖·‖1 is γ[‖·‖1 , |·|1]-bounded, there exists
λ > 0 such that B‖·‖1 ⊆ λV . Hence Aα(B‖·‖1) ⊆ λU for every α ∈ A and so
⋃
α∈AAα(B‖·‖1)
is γ[‖·‖2 , |·|2]-bounded. By Proposition 2.16 it follows that
⋃
α∈AAα(B‖·‖1) is ‖·‖2-bounded i.e.
there exists M > 0 such that Aα(B‖·‖1) ⊆MB‖·‖2 for every α ∈ A. Hence {Aα}α∈A is bounded
in L(X1, X2), which implies that {Aα}α∈A is equicontinuous as a subset of L(X1, X2).
It remains to prove (6). Fix η > 0. Since {Aα}α∈A is equicontinuous in LS(X1, X2) and
|·|2 is γ[‖·‖2 , |·|2]-continuous there exists a γ[‖·‖1 , |·|1]-neighbourhood of 0, say Uη, such that
if f ∈ Uη and α ∈ A then |Aα(f)|2 < η. By construction Uη contains a set of the form
2ℓηBo|·|1
∩ B‖·‖1 for some ℓη ∈ R. For any non-zero f ∈ X1 we have
f
max{2−ℓη+1 |f |1 , ‖f‖1}
∈ 2ℓηBo|·|1 ∩B‖·‖1,
and so for every α ∈ A we have∣∣∣∣Aα
(
f
max{2−ℓη+1 |f |1 , ‖f‖1}
)∣∣∣∣
2
< η.
In particular, if we set Cη = η2
−ℓη+1 then for every f ∈ X1 and α ∈ A we have
|Aα(f)|2 < max{η ‖f‖1 , Cη |f |1},
as required.
The proof of Proposition 2.25. Suppose {An}n∈Z+ ⊆ LS(X1, X2) is ‖·‖-bounded and |||·|||-Cauchy.
Then for every f ∈ X1 the sequence {Anf}n∈Z+ is ‖·‖2-bounded and |·|2-Cauchy, and so there
exists g ∈ X2 such that Anf → g in γ[‖·‖2 , |·|2]. Define A : X1 → X2 by Af = limn→∞Anf ,
and note that |||A−An||| → 0 due to the fact that {An}n∈Z+ ⊆ LS(X1, X2) is |||·|||-Cauchy. We
will use Proposition 2.24 to prove that A ∈ LS(X1, X2). Since ‖·‖ is lower semicontinuous for
|||·||| we have
sup
f∈X1
‖f‖=1
‖Af‖ ≤ sup
f∈X1
‖f‖=1
lim inf
n→∞
‖Anf‖ ≤ sup
n∈Z+
‖An‖ ,
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and so A ∈ L(X1, X2). Fix η > 0. For every f ∈ X1 and n ∈ Z+ we have
|Af |2 ≤ |Anf |2 + |||An −A||| ‖f‖1 .
By Proposition 2.24 and as {An}n∈Z+ ⊆ LS(X1, X2), for each n ∈ Z+ and κ > 0 there exists
Dκ,n such that for every f ∈ X1 we have |Anf |2 ≤ κ ‖f‖1 +Dκ,n |f |1. Thus
|Af |2 ≤ (κ+ |||An −A|||) ‖f‖1 +Dκ,n |f |1 .
Suppose that n is large enough so that |||An −A||| ≤ η/4. Set κ = η/4 and Cη = 2Dκ,n. Then
|Af |2 ≤
η
2
‖f‖1 +Dκ,n |f |1 ≤ 2max
{η
2
‖f‖1 , Dκ,n |f |1
}
= max{η ‖f‖1 , Cη |f |1}.
Hence A ∈ LS(X1, X2) by Proposition 2.24.
The proof of Theorem 2.28. We will prove that the set of γ[‖·‖ , τ ]-convergent nets coincides
with the set of γ[‖·‖ , τ ′]-convergent nets. Suppose that {fα}α∈A is a γ[‖·‖ , τ ]-convergent net
and, for a contradiction, that {fα}α∈A is not γ[‖·‖ , τ ′]-convergent. By continuity, {fα}α∈A must
be convergent in D. Since (X, ‖·‖ , τ ′) is a compact Saks space and supα∈A ‖fα‖ < ∞ there
exists a τ ′-convergent sub-net {fα}α∈A′ , which accumulates away from the τ -limit of {fα}α∈A.
But {fα}α∈A′ can only accumulate in D at the accumulation point of {fα}α∈A, and so the two
accumulation points must be the same.
The proof of Theorem 2.29. By Proposition 2.27 there exists a separable Banach space F such
that (X, ‖·‖ , |·|) = (F ∗, ‖·‖ , σ(F ∗, F )). Specifically, σ(F ∗, F ) and |·| are equivalent on B‖·‖.
Since both ‖·‖F ∗ and ‖·‖ are stronger than σ(F ∗, F ), which is a Hausdorff topology on F ∗, it
follows from the closed graph theorem that ‖·‖F ∗ and ‖·‖ are equivalent (see [43, Proposition
1]). Since F is separable, there exists a ‖·‖F -bounded family Φ = {ϕn}n∈Z+ ⊆ F ∗ ∩ F that
is ‖·‖F -dense in ∂B‖·‖F and so that ‖·‖F ∗ = ‖·‖Φ. Thus ‖·‖Φ and ‖·‖ are equivalent, so it
only remains to prove that |·| is equivalent to |·|Φ on B‖·‖. Suppose that {fk}k∈Z+ ⊆ B‖·‖ is a
|·|-convergent sequence with limit f ∈ B‖·‖. Fix ǫ > 0. Since {fk}k∈Z+ ⊆ B‖·‖ there exists N
such that
∞∑
n=N+1
2−n |ϕn(f − fk)| ≤ ǫ.
Hence
|f − fk|Φ =
∞∑
n=1
2−n |ϕn(f − fk)| ≤
N∑
n=1
2−n |ϕn(f − fk)|+ ǫ.
Viewing f − fk as an element of F ∗, each ϕn as an element of F , and using the equivalence of
σ(F ∗, F ) and |·| on B‖·‖, we observe that lim supk→∞ |f − fk|Φ ≤ ǫ. Thus, as ǫ is arbitrary, we
have limk→∞ |fk − f |Φ = 0. On the other hand, if {fk}k∈Z+ ⊆ B‖·‖ is instead |·|Φ-convergent
then we must have ϕn(f − fk)→ 0 for every n ∈ Z+. Since Φ is ‖·‖F -dense in ∂B‖·‖F , we have
(f − fk)(x)→ 0 for every x ∈ F i.e. f → fk in σ(F ∗, F ). Since σ(F ∗, F ) and |·| are equivalent
on B‖·‖, and σ(F
∗, F ) is metrisable on B‖·‖, it follows that f → fk in |·|. Hence |·| and |·|Φ are
equivalent on B‖·‖, as required. Thus, γ[‖·‖ , |·|] and γ[‖·‖Φ , |·|Φ] are equivalent by Proposition
2.17.
B Proofs for Section 4
In this section we prove some technical results from Section 4 on the existence, continuity and
measurability of certain maps.
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Throughout this appendix (X, ‖·‖) will denote a separable Banach space. Let ∆d = {A ∈
L(X) : A2 = A and rank(A) = d} denote the space of bounded d-dimensional projections on
X , and set
Λd =
{
(A,Π1,Π2) ∈ L(X)×∆d ×∆d | Π2A
∣∣
Π1(X)
: Π1(X)→ Π2(X) is invertible
}
.
Let Γ∗ : Λd → ∆d be defined by
Γ∗(A,Π1,Π2) = (Id+A
∗(0))Π2,
where A∗ is understood as the forward graph transform from L(Π1(X), ker(Π1)) to L(Π2(X), ker(Π2)),
and let Γ∗ : Λd → ∆d be defined by
Γ∗(A,Π1,Π2) = Π1 − A∗(0)(Id−Π1),
where A∗ is understood as the backward graph transform from L(ker(Π2),Π2(X)) to L(ker(Π1),Π1(X)).
The first result we will focus on proving is the following.
Proposition B.1. Suppose that (Ω,F ,P) is a Lebesgue space, X is a separable Banach space,
and Y : Ω 7→ L(X)3 is a (F ,S3)-measurable map with Y (Ω) ⊆ Λd. Then Γ∗ ◦Y and Γ∗ ◦Y are
(F ,S)-measurable.
Lemma B.2. The map Ψ : ∆d → Gd(X) defined by Ψ(Π) = Π(X) is continuous with respect
to the strong operator topology on ∆d.
Proof. Fix a normalised Auerbach basis {vi}di=1 for Ψ(Π) i.e. a basis such that
∀i ∈ {1, . . . , d} dist(vi, span{vj : j 6= i}) = 1.
For η > 0 set
Sη := ∆d ∩
(
d⋂
i=1
{Π′ ∈ L(X) : ‖(Π−Π′)vi‖ < η}
)
,
and note that each Sη is open in the strong operator topology. Set ǫ = 2
−d−2 and let NBǫd(X)
denote the set of ǫ-nice bases for d-dimensional subspaces of X (see [24, Definition 2] for the
relevant definition). We note that {vi}di=1 ∈ NBǫd(X). By [24, Lemma B.8] there exists η > 0 so
that if {wi}di=1 satisfies supi ‖vi − wi‖ < η′ then {wi}di=1 ∈ NBǫd(X) too. Hence if Π′ ∈ Sη then
{Π′vi}di=1 is a ǫ-nice basis for Π′(X). Moreover, the map Π′ 7→ {Π′vi}di=1 is continuous from Sη
to NBǫd(X). Thus by [24, Corollary B.6] the map Π
′ 7→ span{Π′vi}di=1 = Π(X) is continuous
from Sη to Gd(X).
A fact we will use frequently throughout the following lemmas is that, as X is separable,
the strong operator topology is metrisable on sBL(X) for every s > 0. In particular, if {xi}i∈Z+
is a dense subset of X then the topology induced by the metric
d(S, T ) :=
∞∑
i=1
2−i
‖(S − T )xi‖
1 + ‖(S − T )xi‖
is equivalent to the strong operator topology on L(X)-bounded sets. Another nice fact about the
restriction of the strong operator topology to L(X)-bounded sets, which we will use frequently,
is that the composition map (S, T ) 7→ S ◦ T is continuous.
Lemma B.3. For every s > 0 the set Λd ∩ (sBL(X))3 is open in the restriction of the strong
operator topology to (sBL(X))
3.
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Proof. It suffices to prove that (A,Π1,Π2) 7→
∥∥∥∥(Π2A∣∣Π1(X)
)−1∥∥∥∥ is locally finite and upper
semicontinuous on Λd ∩ (sBL(X))3 i.e. that if {(Aǫ,Π1,ǫ,Π2,ǫ)}ǫ>0 ⊆ (sBL(X))3 converges to
(A0,Π1,0,Π2,0) ∈ Λd ∩ (sBL(X))3 then
lim sup
ǫ→0
∥∥∥∥(Π2,ǫAǫ∣∣Π1,ǫ(X)
)−1∥∥∥∥ ≤
∥∥∥∥(Π2,0A0∣∣Π1,0(X)
)−1∥∥∥∥ . (135)
By definition, for each v ∈ Π1,ǫ(X) with ‖v‖ = 1 there exists w ∈ Π1,ǫ(X) with ‖w‖ = 1 such
that ‖v − w‖ ≤ dH(Π1,ǫ(X),Π1,0(X)). Hence, for every such v and w,
‖Π2,ǫAǫv‖ ≥ ‖Π2,ǫAǫw‖ − ‖Π2,ǫAǫ(v − w)‖ ≥ ‖Π2,ǫAǫw‖ − s2dH(Π1,ǫ(X),Π1,0(X)). (136)
Focusing on the first term yields
‖Π2,ǫAǫw‖ ≥ ‖Π2,0A0w‖ − ‖(Π2,0A0 −Π2,ǫAǫ)w‖
≥
∥∥∥∥(Π2,0A0∣∣Π1,0(X)
)−1∥∥∥∥
−1
(1− dH(Π1,ǫ(X),Π1,0(X)))− ‖(Π2,0A0 − Π2,ǫAǫ) Π1,0w‖ .
(137)
Fix a normalised Auerbach basis {wi}di=1 for Π1,0(X) and write Π1,0w =
∑d
i=1 aiwi. Since
{wi}di=1 is Auerbach, by [39, Corollary A.7] we have(
d∑
i=1
|ai|2
)1/2
≤
√
d ‖Π1,0w‖ ≤ s
√
d.
Hence
‖(Π2,0A0 − Π2,ǫAǫ) Π1,0w‖ ≤ max
i∈{1,...,d}
‖(Π2,0A0 − Π2,ǫAǫ) Π1,0wi‖
(
d∑
i=1
|ai|
)
≤ sd max
i∈{1,...,d}
‖(Π2,0A0 − Π2,ǫAǫ) Π1,0wi‖ .
(138)
Combining (136), (137) and (138) yields a lower bound for ‖Π2,ǫAǫv‖ that is uniform in v ∈
Π1,ǫ(X) with ‖v‖ = 1. Moreover, using the facts that the right hand side of (138) vanishes as
ǫ→ 0, and that, due to Lemma B.2, limǫ→0Π1,ǫ(X) = Π1,0(X) in Gd(X), we see that this lower
bound converges to
∥∥∥∥(Π2,0A0∣∣Π1,0(X)
)−1∥∥∥∥
−1
as ǫ→ 0, which completes the proof.
Lemma B.4. Let Ξ : Λd → L(X) be defined by
Ξ(A,Π1,Π2) =
(
Π2A
∣∣
Π1(X)
)−1
Π2.
For each s > 0 the restriction of Ξ to Λd ∩ (sBL(X))3 is continuous in the strong operator
topology.
Proof. Fix (A0,Π1,0,Π2,0) ∈ Λd ∩ (sBL(X))3. By (135) there exists a neighbourhood U ⊆
Λd ∩ (sBL(X))3 of (A0,Π1,0,Π2,0) that is open in the strong operator topology and such that
sup {‖Ξ(A,Π1,Π2)‖ : (A,Π1,Π2) ∈ U} <∞. (139)
Thus Ξ(U) is bounded in L(X), and L(X) is therefore metrisable on Ξ(U). Hence, to prove that
Ξ is continuous at (A0,Π1,0,Π2,0) it suffices to show that if {(Aǫ,Π1,ǫ,Π2,ǫ)}ǫ>0 ⊆ Λd∩(sBL(X))3
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converges to (A0,Π1,0,Π2,0) ∈ Λd ∩ (sBL(X))3 then Ξ(Aǫ,Π1,ǫ,Π2,ǫ) → Ξ(A0,Π1,0,Π2,0). Fix
v ∈ X with ‖v‖ = 1. We have
‖Ξ(A0,Π1,0,Π2,0)v − Ξ(Aǫ,Π1,ǫ,Π2,ǫ)v‖ ≤
∥∥∥∥Π1,ǫ (Π2,0A0∣∣Π1,0(X)
)−1
Π2,0v −
(
Π2,ǫAǫ
∣∣
Π1,ǫ(X)
)−1
Π2,ǫv
∥∥∥∥
+
∥∥∥∥(Id−Π1,ǫ)Π1,0 (Π2,0A0∣∣Π1,0(X)
)−1
Π2,0v
∥∥∥∥ .
(140)
We of course have
lim
ǫ→0
∥∥∥∥(Id−Π1,ǫ)Π1,0 (Π2,0A0∣∣Π1,0(X)
)−1
Π2,0v
∥∥∥∥ =
∥∥∥∥(Id−Π1,0)Π1,0 (Π2,0A0∣∣Π1,0(X)
)−1
Π2,0v
∥∥∥∥ = 0.
(141)
On the other hand we have
Π1,ǫ
(
Π2,0A0
∣∣
Π1,0(X)
)−1
Π2,0v −
(
Π2,ǫAǫ
∣∣
Π1,ǫ(X)
)−1
Π2,ǫv
= Ξ(Aǫ,Π1,ǫ,Π2,ǫ) ((Π2,ǫAǫΠ1,ǫ − Π2,0A0Π1,0) Ξ(A0,Π1,0,Π2,0)− Π2,ǫ(Id−Π2,0)) v.
Applying (135) from the proof of Lemma B.3, we have
lim sup
ǫ→0
∥∥∥∥Π1,ǫ (Π2,0A0∣∣Π1,0(X)
)−1
Π2,0v −
(
Π2,ǫAǫ
∣∣
Π1,ǫ(X)
)−1
Π2,ǫv
∥∥∥∥
≤ ‖Ξ(A0,Π1,0,Π2,0)‖ lim sup
ǫ→0
‖((Π2,ǫAǫΠ1,ǫ −Π2,0A0Π1,0) Ξ(A0,Π1,0,Π2,0)− Π2,ǫ(Id−Π2,0)) v‖ = 0.
(142)
We obtain the required claim by applying (141) and (142) to (140).
Lemma B.5. For every s > 0 the maps Γ∗
∣∣
(sBL(X))3
and Γ∗
∣∣
(sBL(X))3
are continuous with respect
to the strong operator topology.
Proof. We will just prove that Γ∗
∣∣
(sBL(X))3
is continuous, since essentially the same proof applies
to Γ∗
∣∣
(sBL(X))3
. Fix (A0,Π1,0,Π2,0) ∈ (sBL(X))3. An argument similar to that at the beginning
of Lemma B.4 shows that there is a neighbourhood U ⊆ Λd∩(sBL(X))3 of (A0,Π1,0,Π2,0) that is
open in the strong operator topology and such that Γ∗(U) is bounded. Therefore, to show that
Γ∗ is continuous at (A0,Π1,0,Π2,0) it suffices to prove that if {(Aǫ,Π1,ǫ,Π2,ǫ)}ǫ>0 ⊆ Λd∩(sBL(X))3
converges to (A0,Π1,0,Π2,0) then Γ
∗(Aǫ,Π1,ǫ,Π2,ǫ)→ Γ∗(A0,Π1,0,Π2,0). By the definition of the
forward graph transform we have
Γ∗(Aǫ,Π1,ǫ,Π2,ǫ)− Γ∗(A0,Π1,0,Π2,0) = Π2,ǫ + (Id−Π2,ǫ)Aǫ
(
Π2,ǫAǫ
∣∣
Π1,ǫ(X)
)−1
Π2,ǫ
− Π2,0 − (Id−Π2,0)A0
(
Π2,0A0
∣∣
Π1,0(X)
)−1
Π2,0.
Applying Lemmas B.3 and B.4, and (135) yields
(Id−Π2,ǫ)Aǫ
(
Π2,ǫAǫ
∣∣
Π1,ǫ(X)
)−1
Π2,ǫ → (Id−Π2,0)A0
(
Π2,0A0
∣∣
Π1,0(X)
)−1
Π2,0
in the strong operator topology, which completes the proof.
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The proof of Proposition B.1. We will just prove that Γ∗ ◦ Y is (F ,S)-measurable, since the
same proof works for Γ∗ ◦ Y . Let U ⊆ L(X) be open in the strong operator topology. Then
(Γ∗ ◦ Y )−1(U) = Y −1
( ⋃
n∈Z+
(nBL(X))
3 ∩ (Γ∗)−1(U)
)
= Y −1
( ⋃
n∈Z+
(
Γ∗
∣∣
(nBL(X))3
)−1
(U)
)
.
(143)
By Lemma B.5, the map Γ∗
∣∣
(nBL(X))3
is continuous in the strong operator topology for every
n ∈ Z+, and so
(
Γ∗
∣∣
(nBL(X))3
)−1
(U) = Un ∩ Λd ∩ (nBL(X))3 for some Un ∈ B3L(X) that is open
in the strong operator topology. Since Y (Ω) ⊆ Λd we have
Y −1(Un ∩ Λd ∩ (nBL(X))3) = Y −1(Un ∩ (nBL(X))3). (144)
Since (nBL(X))
3 is a separable metric space, for each n ∈ Z+ there exists countably many
rectangles {Ri,n × Pi,n × Qi,n}i∈Z+ ⊆ (BL(X))3 such that Ri,n, Pi,n, and Qi,n are open in the
strong operator topology on BL(X) and so that
Un ∩ (nBL(X))3 =
⋃
i∈Z+
(Ri,n ∩ nBL(X))× (Pi,nnBL(X))× (Qi,n ∩ nBL(X)). (145)
By [24, Lemma A.2] we have nBL(X) ∈ S, and so Un ∩ (nBL(X))3 ∈ S3, being the countable
union of sets in S3 by (145). Since Y is (F ,S3)-measurable, by (143), (144) and (145) we may
conclude that (Γ∗ ◦ Y )−1(U) ∈ F i.e Γ∗ ◦ Y is (F ,S)-measurable.
Proposition B.6. Suppose that (Ω,F ,P) is a Lebesgue space, X is a separable Banach space,
and that Y : Ω 7→ L(X)3 is (F ,S3)-measurable with Y (Ω) ⊆ Λd. Then Ξ ◦ Y is (F ,S)-
measurable.
Proof. The proof is identical to that of Proposition B.1, but with Lemma B.4 used in place of
Lemma B.5.
Lemma B.7. Suppose that (Ω,F ,P) is a Lebesgue space, X is a separable Banach space, that
{fn}n∈Z+ is a sequence of strongly (F ,S)-measurable functions, and that f : Ω→ L(X) fn → f
almost uniformly and ess supω∈Ω ‖f‖ <∞. Then f is (F ,S)-measurable.
Proof. Let r > ess supω∈Ω ‖f‖. By changing each fn on a set of measure 0 we may assume that
lim supn→∞ supω∈Ω ‖fn(ω)‖ ≤ r and that there exists g : Ω→ rBL(X) with f = g a.e. and such
that fn → g uniformly. Since fn → g uniformly there exists N > 0 such that fn(Ω) ⊆ rBL(X)
for every n > N . By [24, Lemma A.2] we have rBL(X) ∈ S and so fn is (F ,Sr)-measurable
for n > N , where Sr denotes the Borel σ-algebra associated to the restriction of the strong
operator topology to rBL(X). Since X is separable, the strong operator topology on rBL(X) is
metrisable. Thus g is (F ,Sr)-measurable, being the pointwise limit of measurable functions
with values in a metric space. For U ⊆ L(X) that is open in the strong operator topology we
have U ∩ rBL(X) ∈ Sr, and so g−1(U) = g−1(U ∩ rBL(X)) ∈ F . Thus g is (F ,S)-measurable.
Since f = g a.e., we have that f is (F ,S)-measurable too.
The proof of Lemma 4.19. By Lemma B.2 the map ω 7→ Πω(X) is measurable. By [35, Corol-
lary 39] for every ǫ > 0 there exists measurable maps ei : Ω → X , 1 ≤ i ≤ d such that
span{e1(ω), . . . , ed(ω)} = Πω(X) and for each 1 ≤ i ≤ d− 1 we have ‖ei(ω)‖ = 1 and
dist(ei(ω), span{ej(ω) : j > i}) ≥ 1− ǫ.
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Let {νi(ω)}di=1 denote the dual basis to {ei(ω)}di=1 in Πω(X). For every ω we have νi(ω)ej(ω) =
δij and so each ω 7→ νi(ω)ej(ω) is measurable. For (a1, . . . , ad) ∈ Qd+iQd set ψ(a1, . . . , ad)(ω) =∑d
i=1 aiei(ω). We of course have
‖νi(ω)‖ = sup
(a1,...,ad)∈Q
d+iQd
(a1,...,ad)6=(0,...,0)
|νi(ω)(ψ(a1, . . . , ad)(ω))|
|ψ(a1, . . . ad)(ω)| ,
and that each of the maps
ω 7→ |νi(ω)(ψ(a1, . . . , ad)(ω))||ψ(a1, . . . , ad)(ω)|
is measurable. Hence ω 7→ ‖νi(ω)‖ is measurable, being the supremum of countably many
measurable maps. By [35, Proposition 40], each νi may be extended to a strongly measurable
map νi : Ω→ L(X,C) without increasing ‖νi(ω)‖. Define φω : X → Cd by
φωv = (ν1(ω)(v), . . . , νd(ω)(v)),
and set Aω = φωΠω. We clearly have ker(Aω) = ker(Πω), and that Aω
∣∣
Πω(X)
is a bijection.
The map ω 7→ φω is strongly measurable as each of component maps ω 7→ νi(ω) is strongly
measurable, and so ω 7→ Aω is strongly measurable, due to being the composition of strongly
measurable maps [24, Lemma A.5]. Moreover, we have
(
Aω
∣∣
Πω(X)
)−1
(a1, . . . , ad) =
d∑
i=1
aiei(ω),
which implies that
(
Aω
∣∣
Πω(X)
)−1
is strongly measurable.
We may now prove the estimates (93) and (94). For (94) we simply note that if v ∈ Πω
then
‖v‖ ≤
d∑
i=1
|νi(ω)v| ≤
√
d
(
d∑
i=1
|νi(ω)v|2
)1/2
=
√
d ‖Aωv‖ .
Obtaining (93) is more involved. For every v ∈ Πω(X) one has
‖v‖ ≥ max
{∥∥Πspan{ei(ω)}|| span{ej(ω):j 6=i}v∥∥∥∥Πspan{ei(ω)}|| span{ej(ω):j 6=i}∥∥−1 : 1 ≤ i ≤ d} . (146)
For each i ∈ {1, . . . , d} set Πi,ω = Πspan{ei(ω)}|| span{ej(ω):j>i} and Γi,ω = Id−Πi,ω. Note that
Πspan{ei(ω)}|| span{ej(ω):j 6=i} = Πi,ω
(
i−1∏
j=1
Γi−j,ω
)
,
and so
∥∥Πspan{ei(ω)}|| span{ej(ω):j 6=i}∥∥ ≤ 2i−1∏ij=1 ‖Πj,ω‖. In addition for i ∈ {1, . . . , d − 1} we
have
‖Πi,ω‖ = sup
v∈span{ej(ω):j≥i}
‖Πi,ω(v)‖
‖v‖ = supv′∈span{ej(ω):j>i}
‖ei(ω)‖
‖ei(ω)− v′‖
= dist(ei(ω), span{ej(ω) : j > i})−1 ≤ (1− ǫ)−1,
while it is clear that ‖Πd,ω‖ = 1. Thus, for every i ∈ {1, . . . , d} we have
∥∥Πspan{ei(ω)}|| span{ej(ω):j 6=i}∥∥ ≤
2d−1(1− ǫ)−d+1. Since Πspan{ei(ω)}|| span{ej(ω):j 6=i}v = νi(ω)(v), from (146) we obtain
‖v‖ ≥
(
2
1− ǫ
)d−1
max {νi(ω)(v) : 1 ≤ i ≤ d} ≥
(
2
1− ǫ
)d−1
‖Aωv‖ .
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Our final main result for this appendix concerns the measurability of the determinant map,
which is crucial for the proof of stability of Lyapunov exponents in Section 4.2. We refer the
reader to [9, Section 2.2] for an overview of the basic properties of the determinant.
Proposition B.8. Suppose that (Ω,F ,P) is a Lebesgue space, X is a separable Banach space,
and that Y : Ω 7→ L(X) × Gd(X) is a (F ,S × BGd(X))-measurable map. Then ω 7→ det(Y (ω))
is (F ,BR)-measurable.
Lemma B.9. Suppose that X is a separable Banach space. For every d ∈ Z+ and s > 0 the
map det : L(X) × Gd(X) → R is continuous with respect to strong operator topology and the
usual Grassmannian topology on Gd(X) when restricted to sBL(X) × Gd(X).
Proof. It suffices to prove that if {(An, En)}n∈Z+ ⊆ sBL(X) × Gd(X) converges to (A,E) then
det(An|En) → det(A|E). Let F ∈ Gd(X) be such that E ⊕ F = X . Since En → E and N (F )
is open in Gd(X), without loss of generality we may assume that En ⊕ F = X for every n.
Moreover, by Proposition 2.2 we have ΠEn||F → ΠE||F in the operator norm topology. Since
{An}n∈Z+ is bounded in L(X) it follows that AnΠEn||F → A in the strong operator topology.
The case where det(A|E) = 0. If det(An|E) = 0 eventually holds for all large n ∈ Z+
then we are done. Otherwise we may pass to a subsequence such that lim supn→∞ det(An|En)
is unchanged and det(An|E) 6= 0 for every n ∈ Z+. In particular, we may assume that
An
∣∣
En
is injective for every n. Since det(A|E) = 0 there exists f ∈ ker(A∣∣
E
) \ {0}. Let G
be a complementary subspace for span{f} in E. Let fn = ΠEn||Ff and Gn = ΠEn||FG. As
En, E ∈ F by Lemma 2.1 we have that ΠEn||F
∣∣
E
is invertible. Thus En = span{fn} ⊕Gn and
Πspan{fn}||Gn = ΠEn||FΠspan{f}||G
(
ΠEn||F
∣∣
E
)−1
.
Hence as En → E we have lim supn→∞
∥∥Πspan{fn}||Gn∥∥ ≤ ∥∥Πspan{f}||G∥∥ < ∞. Since each An is
injective, by [9, Lemma 2.15] there exists Cd > 0 such that
det(An|En) ≤ Cd det(An| span{fn}) det(An|Gn)
∥∥Πspan{fn}||Gn∥∥ .
On one hand we have det(An| span{fn}) ≤
∥∥AnΠEn||Ff∥∥ → 0, while on the other we have
det(An|Gn) ≤ ‖An‖d−1. Thus
det(An|En) ≤ Cd ‖An‖d−1 det(An| span{fn})
∥∥Πspan{fn}||Gn∥∥→ 0,
as required.
The convergence of AnEn to AE. Henceforth we shall assume that det(A|E) 6= 0, and so
A
∣∣
E
has trivial kernel. Fix a basis {vi}di=1 for E such that {Avi}di=1 is a normalised Auerbach
basis for AE. Then by [39, Corollary A.7] for every set of scalars {ai}di=1 we have
1√
d
(
d∑
i=1
|ai|2
)1/2
≤
∥∥∥∥∥
d∑
i=1
aiAvi
∥∥∥∥∥ ≤
√
d
(
d∑
i=1
|ai|2
)1/2
. (147)
For each f ∈ E with ‖Af‖ = 1 we write f =∑di=1 aivi. Then
dist(Af,AnEn) ≤
∥∥∥∥∥
d∑
i=1
aiAvi −
d∑
i=1
aiAnΠEn||Fvi
∥∥∥∥∥ ≤
(
sup
1≤i≤d
∥∥(A− AnΠEn||F )vi∥∥
) d∑
i=1
|ai|
≤ d
(
sup
1≤i≤d
∥∥(A− AnΠEn||F )vi∥∥
)
,
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where we used (147) and the fact that ‖Af‖ = 1 to obtain the last inequality. By taking the
supremum over f ∈ E with ‖Af‖ = 1 and letting n→∞ we observe that Gap(AE,AnEn)→ 0.
By [29, IV §2, Corollary 2.6] it follows that dim(AE) ≤ dim(AnEn) for sufficiently large n.
Since A
∣∣
E
has trivial kernel we have dim(AE) = dim(E) = dim(En) ≥ dim(AnEn) and so
dim(AE) = dim(AnEn). By [9, Lemma 2.6] we therefore have Gap(AnEn, AE) → 0, and so
AnEn → AE in Gd(X) by (1).
The case where det(A|E) 6= 0. Let F ′ ∈ Gd(X) be such that AE ⊕ F ′ = X . Since
AnEn → AE, without loss of generality we may assume that AnEn ⊕ F ′ = X for every n
and that ΠAnEn||F ′ → ΠAE||F ′. By Lemma 2.1 the map ΠAnEn||F ′
∣∣
AE
is invertible, and so the
pushforward of mAE under ΠAnEn||F ′ is a well defined, translation invariant measure on AnEn.
Since the Haar is unique up to scaling we get
mAnEn =
mAnEn(BAnEn)
mAE(
(
ΠAnEn||F ′
∣∣
AE
)−1
(BAnEn))
(mAE ◦
(
ΠAnEn||F ′
∣∣
AE
)−1
).
For notational convenience we set Γn =
(
ΠAnEn||F ′
∣∣
AE
)−1
. By the definition of the determinant
(106), one has
|mE(BE)| |det(A|E)− det(An|En)|
=
∣∣∣∣mAE(A(BE))− mAnEn(BAnEn)mAE(Γn(BAnEn))
mAE(ΓnAn(BEn))
mAE(ΓnAnΠEn||FBE)
mAE(ΓnAnΠEn||FBE)
∣∣∣∣ .
(148)
As
∥∥ΠAnEn||F ′∣∣AE∥∥−1BAE ⊆ Γn(BAnEn) ⊆ ‖Γn‖BAE we have∥∥ΠAnEn||F ′∣∣AE∥∥−dmAE(BAE) ≤ mAE(Γn(BAnEn))) ≤ ‖Γn‖dmAE(BAE). (149)
Since AnEn → AE we have ‖Γn − Id‖ → 0 by Proposition 2.2 and the definition of the graph
representation ofN (F ′). Applying the facts thatmAE(BAE) = mAnEn(BAnEn),
∥∥ΠAnEn||F ′∣∣AE∥∥→
1, and ‖Γn‖ → 1 to (149) yields
lim
n→∞
mAnEn(BAnEn)
mAE(Γn(BAnEn))
= 1. (150)
Similarly we have
∥∥ΠEn||F ∣∣E∥∥−1ΠEn||FBE ⊆ BEn ⊆
∥∥∥(ΠEn||F ∣∣E)−1
∥∥∥ΠEn||FBE and so
∥∥ΠEn||F ∣∣E∥∥−dmAE(ΓnAnΠEn||FBE) ≤ mAE(ΓnAnBEn) ≤
∥∥∥(ΠEn||F ∣∣E)−1
∥∥∥dmAE(ΓnAnΠEn||FBE).
Arguing as before, it therefore follows that
lim
n→∞
mAE(ΓnAnΠEn||FBE)
mAE(ΓnAnBEn)
= 1. (151)
Note that∣∣mAE(A(BE))−mAE(ΓnAnΠEn||F (BE))∣∣ |mE(BE)|−1 = ∣∣det(A|E)− det(ΓnAnΠEn||F |E)∣∣ .
Since ΓnAnΠEn||F
∣∣
E
∈ L(E,AE) for every n, we have ΓnAnΠEn||F
∣∣
E
→ A in the operator norm
on L(E,AE). Hence by [9, Lemma 2.20] we have limn→∞ det(ΓnAnΠEn||F |E) = det(A|E).
Combining this with (148), (150) and (151) completes the proof.
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The proof of Proposition B.8. The proof is similar to that of Proposition B.1, but we include
it for completeness. For every open U ∈ R we have
{ω : det(Y (ω)) ∈ U} = Y −1
( ⋃
n∈Z+
{
(A,E) ∈ nBL(X) × Gd(X) : det(A|E) ∈ U
})
. (152)
By Lemma B.9 for each n ∈ Z+ there exists a set Un ∈ nBL(X) × Gd(X) that is open in the
product of the relative strong operator topology and the Grassmannian topology, and such that
Un =
{
(A,E) ∈ nBL(X) × Gd(X) : det(A|E) ∈ U
}
.
Since nBL(X) and Gd(X) are both are separable metric spaces (for the later claim see [24,
Lemma B.11]) we may write Un ∩ (nBL(X)×Gd(X)) as the union of countably many rectangles
{(Rn,i ∩ nBL(X))×Qn,i}i∈Z+ , where Rn,i is open in the strong operator topology on L(X) and
Qn,i is open in the Grassmannian topology. We have nBL(X) ∈ S by [24, Lemma A.2], and so
Rn,i ∈ S for every i, n ∈ Z+. It follows that each Un is a countable union of sets in S ×BGd(X),
and so Un ∈ S × BGd(X) for every n. Thus
⋃
n∈Z+ Un ∈ S × BGd(X). Since Y is (F ,S × BGd(X))-
measurable, it follows that the left hand side (152) must be in F . Thus ω 7→ det(Y (ω)) is
(F ,BR)-measurable, as required.
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