In this paper we have proposed a method to conduct the ordinal canonical correlation analysis (OCCA) that yields ordinal canonical variates and the coefficient of correlation between them, which is analogous to (and a generalization of) the rank correlation coefficient of Spearman. The ordinal canonical variates are themselves analogous to the canonical variates obtained by the conventional canonical correlation analysis (CCCA). Our proposed method is suitable to deal with the multivariable ordinal data arrays. Our examples have shown that in finding canonical rank scores and canonical correlation from an ordinal dataset, the CCCA is suboptimal. The OCCA suggested by us outperforms the conventional method. Moreover, our method can take care of any of the five different schemes of rank ordering. It uses the Particle Swarm Optimizer which is one of the recent and prized meta-heuristics for global optimization. The computer program developed by us is fast and accurate. It has worked very well to conduct the OCCA.
I. Introduction: Let us consider a scenario in which thirty players of badminton were rankordered for their skill and acumen by two committees of judges, each committee caring for a certain specified aspect of the game. The first committee had four judges on it while the second committee had five members. Each judge rank-ordered the players according to his own perception of competence in the specified aspect of the game, without any consultation with the fellow judges. The problem is to find the degree of concordance between the two specified aspects of the game as exhibited by the thirty players and adjudicated by the two committees. We will denote the rankings awarded by the four judges (on committee-1) by X 1 making a 30x4 matrix and the rankings awarded by the five judges (on committee-2) by X 2 making a 30x5 matrix. The array of pooled rank scores [X 1 |X 2 ] may be called X, a 30x9 matrix.
The problem can be solved in a number of alternative ways, some of which are: (i) finding the best composite scores (Y 1 and Y 2 ) separately from the ranking scores X 1 and X 2 (assuming independence of X 1 and X 2 ) and then finding r(Y 1 ,Y 2 ) the coefficient of correlation between the two composite scores; (ii) rank-ordering Y 1 and Y 2 to obtain Z 1 =R(Y 1 ) and Z 2 =R(Y 2 ), where R(.) is a suitable rule to obtain the ranking score of (.), and then finding r(Z 1 ,Z 2 ); (iii) finding Z 1 and Z 2 that maximize the sum of their squared correlation with x 1j;j=1,4 є X 1 and x 2j:j=1,5 є X 2 , respectively, and then finding r(Z 1 ,Z 2 ); (iv) finding the best composite scores (Y 1 and Y 2 ) jointly from the ranking scores X 1 and X 2 so as to maximize r 2 (Y 1 ,Y 2 ); (v) finding the best composite scores (Y 1 and Y 2 ) jointly from the ranking scores X 1 and X 2 so as to maximize r 2 (Y 1 ,Y 2 ), to obtain Z 1 =R(Y 1 ) and Z 2 =R(Y 2 ) and then finding r(Z 1 ,Z 2 ); and (vi) finding the best composite scores (Y 1 and Y 2 ) jointly from the ranking scores X 1 and X 2 so as to maximize r 2 (Z 1 ,Z 2 ), while Z 1 =R(Y 1 ) and Z 2 =R(Y 2 ). The first three approaches do not take advantage of joint estimation and thus disregard the information available to them. The last three approaches use the available information and therefore can perform better. Indeed, the numerical exercises on the data given in Table-0 reveal that the coefficients of correlation obtained for the six approaches are: (0.985244), (0.982647), 1  3  8  9  8  14  11  11  6  4  2  25  20  16  22  22  24  25  19  19  3  13  5  4  13  9  8  8  7  14  4  4  6  2  1  2  2  4  1  3  5  27  27  27  25  25  28  24  28  28  6  2  3  3  4  3  3  2  5  1  7  5  4  5  6  8  7  9  3  8  8  18  16  17  17  15  18  19  15  17  9  26  26  25  26  30  27  22  26  20  10  28  30  28  29  26  30  29  30  27  11  11  18  19  21  19  15  15  14  23  12  23  21  22  24  20  23  20  21  24  13  16  10  8  10  17  16  16  12  11  14  8  9  13  7  6  6  3  11  13  15  7  7  7  2  4  5  7  4  7  16  22  23  23  20  23  20  27  25  25  17  9  12  12  11  5  9  14  13  9  18  20  19  24  18  21  22  23  24  21  19  21  25  18  23  24  21  26  22  22  20  14  13  14  15  13  17  10  16  12  21  29  28  29  28  29  26  28  29  29  22  19  22  20  16  16  19  17  23  18  23  24  24  26  27  28  25  21  20  26  24  10  14  11  19  10  12  12  17  10  25  17  15  21  12  18  13  18  8  16  26  15  17  15  14  12  14  6  18  15  27  6  2  1  5  7  4  5  9  5  28  30  29  30  30  27  29  30  27  30  29  12  11  6  9  11  10  13  10  6  30  1  1  10  3  1  1  1 (Z 1 ,Z 2 ), it performs poorer than the sixth approach that goes in for maximization of r 2 (Z 1 ,Z 2 ) and hence outperforms all other approaches. This sixth approach gives us the coefficient that we would call the 'ordinal canonical correlation coefficient'.
Then, the ordinal canonical correlation coefficient, r(Z 1 ,Z 2 ), is the coefficient of correlation between two ordinal variables (Z 1 and Z 2 ), both of them being the composite (ordinal) ranking scores derived from two ordinal multidimensional data sets of ranking scores, X 1 and X 2 , such that r(Z 1 ,Z 2 ) is of the largest magnitude. It may be considered analogous to the conventional coefficient of canonical correlation in which the composite canonical variates (Y 1 and Y 2 ) are cardinally measured. It may be noted that while X 1 and X 2 are in themselves the ordinal variables, their transformation to cardinally measured canonical variates is problematic. Therefore, in such conditions, the ordinal coefficient of correlation (an analog of Spearman's rank correlation) would be a more appropriate measure of concordance between two sets of variables (that is, the ranking scores).
II. The Conventional Canonical Correlation Analysis:
The conventional canonical correlation analysis (Hotelling, 1936) maximizes the squared (product moment) coefficient of correlation between two composite variates (Y 1 and Y 2 ) obtained as a linear combination of two sets of data, X 1 and X 2 , on m 1 and m 2 variables (respectively) each in n observations [n > max(m 1 , m 2 ) linearly independent cases]. It is a straightforward (multivariate) generalization of (Karl Pearson's product moment coefficient of) correlation. It is well known that in case of two variables, 1 x and 2 , x we have two lines of regression, the one of 1 x on 2 x (i.e. 1 0 2 1
x a x a u = + + ) and the other of 2 x on 1 x (i.e. 2 0 1 1
, and the product of the two regression coefficients is
If 1 x and 2 x both contain multiple variables, which we will call 1 X and 2 X respectively to highlight that both of them are sets of variables (e.g. 1
X
containing k number of variables and 2 X containing l number of variables, each in max( , ) n k l > observations), then we obtain
This AB is diagonalized so as to yield , D which is a diagonal matrix containing the eigenvalues ( ) s λ of AB in its principal diagonal (and zero elsewhere). This matrix contains min ( , ) k l positive elements in its principal diagonal, each being a squared canonical correlation. They canonize 1 2
Here I is the identity matrix. The largest element in D explains the largest part of standardized co-variation or squared correlation between 1 X and 2 X and so on. Presently we are concerned with the largest squared correlation only.
When the variables in X 1 and X 2 are ordinal, it is mathematically awkward to obtain Y 1 and Y 2 which are the cardinal variables. (1-2-3-4) ranking rule (see Wikipedia on ranking) then, following the formulation analogous to the one suggested by Korhonen (1984) , Korhonen and Siljamaki (1998) and Li and Li (2004) , the ordinal canonical correlation may be computed. However, if the scheme of rank ordering is standard competition ranking (1-2-2-4 rule), modified competition ranking (1-3-3-4 rule), dense ranking (1-2-2-3 rule) or fractional ranking (1-2.5-2.5-4 rule), the formulation of constraints in the integer programming problem would be extremely difficult or impracticable.
IV. Ordinal Canonical Correlation Analysis by Particle Swarm Optimization: We propose in this paper to solve the problem of obtaining ordinal composite rankings arrays, Z 1 and Z 2 , by an application of the Particle Swarm Optimization (PSO) proposed by Eberhart and Kennedy (1995) . We propose to directly optimize r 2 (Z 1 , Z 2 ): Z 1 = R(Y 1 ), Z 2 = R(Y 2 ); Y 1 =X 1 w 1 , Y 2 =X 2 w 2 , with w 1 and w 2 as decision variables and R(.) as the rule of assigning rankings to the individuals. The rule may be that of ordinal, standard competition, modified competition, dense or fractional ranking. The details of the PSO may be obtained on the Wikipedia. Fleischer (2005) gives a lucid description of this approach to global optimization. In particular, we use the Repulsive Particle Swarm (RPS) optimizer (see Wikipedia) . This method has been successfully used by the author (Mishra, 2009) for obtaining the leading ordinal principal components from the ordinal datasets.
V. Some Simulated Examples: In Table- It may be noted that this dataset has three ties: the couples of individuals (#3, #4), (#12, #13) and (#29, #30) have the same ranking scores in X 1 . Thus, the overall rankings based on X 1 will be different for different ranking schemes (standard competitive, modified competitive, dense, ordinal and fractional ranking rules).
In Table- GINI is used to measure the degree of diversity in the population on termination of the optimization program. DORANK obtains rank-ordering according to different schemes on the choice of a parameter, NRL. The subroutines CORD, CORLN, CORA, CORREL and DOCORA are meant for computation of the correlation coefficient. In particular, CORA and DOCORA obtain Bradley's absolute correlation (Bradley, 1985 ; not discussed or illustrated in this paper), while CORLN and CORREL compute Karl Pearson's coefficient of correlation. CORD obtains the canonical variates and coordinates the rank-ordering as well as the correlation programs and returns the values of decision variables and objective function to FUNC.
The user has to specify two parameters (NOB= n = no. of observations or cases and MVAR = m = no. of variables) in the main program (ORDCANON) as well as CORD. The parameter NRL, which chooses the rank-ordering scheme, is specified in the DORANK subroutine. The RPS also has a number of parameters, which need not normally be changed. However, comments have been given at different places how to change them if required. These parameters relate to tuning of the search algorithm and modifying the dimensions, if required so.
VII. Concluding Remarks:
In this paper we have proposed a method to conduct the ordinal canonical correlation analysis that yields ordinal canonical variates and the coefficient of correlation between them, which is analogous to (and a generalization of) the rank correlation coefficient of Spearman. The ordinal canonical variates are themselves analogous to the canonical variates obtained by the conventional canonical correlation analysis. Our proposed method is suitable to deal with the multivariable ordinal data arrays. Our examples have shown that in finding canonical rank scores and canonical correlation from an ordinal dataset, the conventional canonical correlation analysis is suboptimal. The ordinal canonical correlation analysis suggested by us outperforms the conventional method. Moreover, our method can take care of any of the five different schemes of rank ordering. It uses the Particle Swarm Optimizer which is one of the recent and prized meta-heuristics for global optimization. The computer program developed by us is fast and accurate. It has worked very well to conduct the ordinal canonical correlation analysis. . 
1: C !-----------------MAIN PROGRAM : ORDCANON ----------------------2: C PROVIDES TO USE REPULSIVE PARTICLE SWARM METHOD TO 3: C OBTAIN THE LARGEST CANONICAL CORRELATION & COMPOSITE VARIATE RANKS 4: C PRODUCT MOMENT AS WELL AS ABSOLUTE CORRELATION (BRADLEY, 1985) MAY 5: C BE USED. PROGRAM BY SK MISHRA, DEPT. OF ECONOMICS, NORTH-EASTERN 6: C HILL UNIVERSITY, SHILLONG (INDIA) 7: C -----------------------------------------------------------------8: C ADJUST THE PARAMETERS SUITABLY 9: C IN THIS MAIN PROGRAM AND IN THE SOBROUTINE CORD 10: C WHEN THE PROGRAM ASKS FOR ANY OTHER PARAMETERS, FEED THEM SUITABLY 11: C -----------------------------------------------------------------

12:
PROGRAM ORDCANON 13:
PARAMETER(NOB=30,MVAR=9)!CHANGE THE PARAMETERS HERE AS NEEDED.
14: C -----------------------------------------------------------------15: C NOB=NO. OF CASES AND MVAR=NO. OF VARIABLES IN ALL M= (M1+M2) 16: C NOB AND MVAR TO BE ADJUSTED IN SUBROUTINE CORD(M,X,F) ALSO.
17: C SET NRL TO DESIRED VALUE IN SUBROUTINE DORANK FOR RANKING SCHEME 18: C -----------------------------------------------------------------19:
IMPLICIT 
(50)! X IS THE DECISION VARIABLE X IN F(X) TO MINIMIZE 33: C M = DIMENSION OF THE PROBLEM, KF(=1) = TEST FUNCTION CODE AND 34: C FMIN IS THE MIN VALUE OF F(X) OBTAINED FROM RPS
35:
WRITE(*,*)'==================== WARNING =============== ' 36: CMIN=CDAT(1,J) 80:
WRITE(*,*)'ADJUST PARAMETERS IN SUBROUTINES RPS IF NEEDED ' 37: C ------------------OPTIMIZATION BY RPS METHOD -------------------
WRITE(*,*)'----------FEED RANDOM NUMBER SEED, AND NCOR ---------'
CMAX=CDAT ( 
-----------------------------------------------------------------
-----------------------------------------------------------------99:
WRITE(*,*)' *****************************************************' WRITE(*,*)'******************************************************' 149:
100: C ------------------------------------------------------------------
-----------------------------------------------------------------
WRITE ( 
----------------------------------------------------------------
215:
PARAMETER (N=50,NN=10,MX=100,NSTEP=7,ITRN=10000,NSIGMA=1,ITOP=1) 216:
PARAMETER ( 
FUNCTIONS OR DIMENSIONS -ONE HAS TO DO SOME TRIAL AND ERROR 222: C -----------------------------------------------------------------
-------------------CHOOSING THE TEST FUNCTION ------------------' 253: CALL FSELECT(KF,M,FTIT) 254: C -----------------------------------------------------------------
-----------------------------------------------------------------
----------------------------------------------------------------------
336: ENDIF 337: C---------------------------------------------------------------------
---------------------------------------------------------------------
-----------------------------------------------------------------
----------------------------------------------------------------
'------------------------------------------------------'
---------------------------------------------------------------
----------------------------------------------------------------
498:
SUBROUTINE GINI(F,N,G) 499:
----------------------------------------------------------------
WRITE(*,*)'----------------------------------------------------'
531:
DATA TIT(1)/'COMPUTE CANONICAL CORRELATION FROM 2 DATA SETS'/ 532:
C -----------------------------------------------------------------
533:
DO I=1,NFN 534:
WRITE(*,*)TIT(I) 535: ENDDO 536:
WRITE(*,*)'----------------------------------------------------'
8/13 9/13 ordcanon.f 1/16/2009 8:16:40 PM 
----------------------------------------------------------------
-----------------------------------------------------------------
563:
SUBROUTINE CORD(M,X,F) 564:
PARAMETER (NOB=30,MVAR=9)! CHANGE THE PARAMETERS HERE AS NEEDED.
565: C ------------------------------------------------------------------566: C NOB=NO. OF OBSERVATIONS (CASES) & MVAR= NO. OF VARIABLES 567:
-----------------------------------------------------------------
