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INVARIANTS AND SEMI-INVARIANTS IN THE COHOMOLOGY OF
THE COMPLEMENT OF A REFLECTION ARRANGEMENT
J. MATTHEW DOUGLASS, GO¨TZ PFEIFFER, AND GERHARD RO¨HRLE
Abstract. Suppose V is a finite dimensional, complex vector space, A is a finite set of
codimension one subspaces of V , and G is a finite subgroup of the general linear group
GL(V ) that permutes the hyperplanes in A . In this paper we study invariants and semi-
invariants in the graded QG-module H∗(M(A )), where M(A ) denotes the complement in
V of the hyperplanes in A and H∗ denotes rational singular cohomology, in the case when
G is generated by reflections in V and A is the set of reflecting hyperplanes determined
by G, or a closely related arrangement. Our first main result is the construction of an
explicit, natural (from the point of view of Coxeter groups) basis of the space of invariants,
H∗(M(A ))G. In addition to providing a conceptual proof of a conjecture due to Felder and
Veselov for Coxeter groups, this result extends the latter to arbitrary finite unitary reflection
groups. Moreover, we prove that determinant-like characters of complex reflection groups
do not occur in H∗(M(A )), thus extending a result of Lehrer for Weyl groups to arbitrary
finite unitary reflection groups.
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1. Introduction
1.1. Suppose V is a finite dimensional, complex vector space, A is an arrangement in V ,
that is, A is a finite set of codimension one subspaces of V , and G is a finite subgroup of the
general linear group GL(V ) that permutes the hyperplanes in A . We say the pair (A , G)
is an arrangement-group pair with underlying vector space V . The “complement of A ” is
the open submanifold
M(A ) = V \
⋃
H∈A
H
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of V . Clearly, M(A ) is a G-stable submanifold of V . Let
H∗(M(A )) =
⊕
k≥0
Hk(M(A )).
denote the rational, singular cohomology ofM(A ). The rule g 7→ (g−1)∗ endows H∗(M(A ))
with the structure of a graded QG-module.
In this paper we study invariants and semi-invariants in the gradedQG-moduleH∗(M(A ))
when (A , G) an arrangement-group pair with underlying vector space V such that G is
generated by reflections in V and A is the set of reflecting hyperplanes determined by G,
or a closely related arrangement. The main results are (1) the construction of an explicit,
natural (from the point of view of Coxeter groups) basis of H∗(M(A ))G, and (2) a proof
that determinant-like characters of complex reflection groups do not occur in H∗(M(A )).
1.2. The character-theoretic consequences of the computation of invariants in this paper
can be extracted from work of Lehrer [9, §7] and Callegaro-Marin [4, Tab. 11] [11]. For
the exceptional complex reflection groups, one needs to use the deep result that if A is
the arrangement of reflecting hyperplanes of G, then the orbifold M(A )/G is a K(π, 1)-
space. This assertion was conjectured for Coxeter groups, and proved in some cases, by
Brieskorn. Deligne then showed that Brieskorn’s conjecture follows from a more general
result. Brieskorn’s conjecture was proved for all complex reflection groups by Bessis [1].
The approach used here is different and yields a more refined description of the invariants
in H∗(M(A )). In particular, when G˜ ⊆ GL(V ) is a reflection group that normalizes G,
the construction of bases in this paper leads to more detailed information than is available
in [9, §7] about the occurrence of sign-like characters of G˜ in H∗(M(A ))G. A topological
explanation of this phenomenon is still lacking.
The explicit bases of the spaces of invariants constructed below also lead to a simple proof
of a conjecture for Coxeter groups made by Felder and Veselov [6], as well as an extension of
the conjecture to all complex reflection groups. The Felder-Veselov conjecture (for Coxeter
groups) was proved using computer computations in [5]. The approach in this paper is
conceptual, does not require computer calculations, and applies to all complex reflection
groups.
1.3. The rest of this paper is organized as follows. In the next section we establish some
notation, describe the inductive, or recursive, technique used in the paper (Brieskorn’s
Lemma), and state Theorem 2.14, which gives a fine decomposition of the space of invariants
H∗(M(A ))G for a “reflection pair” (A , G) (cf. 2.8). Some general results used in the proof
of Theorem 2.14 are given in § 3 and the proof of the theorem is completed in § 4. In § 5
explicit bases of the invariants H∗(M(A ))G are described for each reflection pair (A , G).
In §6 we show how the bases constructed in §5 lead to a refinement of a theorem proved by
Lehrer [9], and in §7 we give a short proof that “determinant-like” characters do not occur
in H∗(M(A )) when A is the arrangement of a complex reflection group.
2. The basic setup: computing dimensions of spaces of invariants
In this section we fix notation and state the first main result, which leads immediately to
the calculation of the dimension of Hk(M(A ))G in the cases of interest in this paper. Our
basic reference for the theory of arrangements is the book of Orlik and Terao [14].
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2.1. Suppose that (A , G) is an arrangement-group pair with underlying vector space V .
Set CA =
⋂
H∈A H . Then CA is called the center of A and the rank of A , denoted by rkA ,
is the dimension of V/CA . If G is a complex reflection group, the rank of G is equal to the
rank of A (G):
rkG = rkA (G) = dimV/CA (G).
2.2. Brieskorn’s Lemma. The central result regarding the QG-module structure of the
cohomology ring H∗(M(A )) used in this paper is Brieskorn’s Lemma.
Recall that the lattice of A , denoted by L(A ), is the set of subspaces of V of the form
H1 ∩ · · · ∩Hk, where {H1, . . . , Hk} is a subset of A . For a subspace X ⊆ V define
cdX = codimV X and AX = {H ∈ A | X ⊆ H },
and for a non-negative integer k set
L(A )k = {X ∈ L(A ) | cdX = k }.
Then AX is an arrangement in V and Brieskorn has shown that for k ≥ 0, the inclusions
M(A ) ⊆M(AX) induce an isomorphism
(a) Hk(M(A )) ∼=
⊕
X∈L(A )k
Hk(M(AX))
([2], see also [14, Lem. 5.91]). The assertion that the map in (a) is an isomorphism is known
as “Brieskorn’s Lemma.” In particular, if cdX = k, then by Brieskorn’s Lemma, we may
identify HcdX(M(AX)) with a subspace of H
k(M(A )) (see 3.9).
2.3. Since G permutes A , G permutes L(A ) as well, stabilizing the subsets L(A )k. Let T
be a set that indexes L(A )/G and choose a set of orbit representatives {XT | T ∈ T }. For
T ∈ T define
cd T = cdXT and KT =
⊕
X∈GXT
HcdT (M(AX)).
If g ∈ G, then (g−1)∗ maps Hk(M(AX)) to Hk(M(AgX)). Thus, setting
Tk = { T ∈ T | cdXT = k },
it follows that
(a) Hk(M(A )) =
⊕
T∈Tk
KT and H
∗(M(A )) =
⊕
T∈T
KT
are QG-module direct sum decompositions.
Define
AT = AXT and NT = { g ∈ G | gXT = XT },
so NT is the setwise stabilizer of XT . Clearly, NT acts on H
cdT (M(AT )) and Lehrer and
Solomon [10] have shown that
(b) KT ∼= Ind
G
NT
(
HcdT (M(AT ))
)
.
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2.4. Let χ be a linear character of G and let
eχ =
1
|G|
∑
g∈G
χ(g−1)g
be the centrally primitive idempotent in QG corresponding to χ. For a QG-module M , set
Mχ = eχM = {m ∈M | ∀g ∈ G, g ·m = χ(g)m }.
In the special case when χ = 1G is the trivial representation, M
1G = MG as usual. To
minimize subscripts, set eG = e1G . If H is a subgroup of G, then χ|H is a linear character of
H with centrally primitive idempotent eχ|H in QH . Note that eχeχ|H = eχ.
It follows from 2.3(b) and Frobenius reciprocity that left multiplication by eχ defines a
Q-vector space isomorphism
(a) HcdT (M(AT ))
χ|N = eχ|N ·H
cdT (M(AT ))
∼=
−−→ KχT ,
where N = NT .
Therefore, using (a) and 2.3(a) we conclude that
(b) Hk(M(A ))χ =
⊕
T∈Tk
KχT
∼=
⊕
T∈Tk
Hk(M(AT ))
χ|NT and H∗(M(A ))χ =
⊕
T∈T
KχT .
2.5. Complex reflection groups. Recall that a linear transformation in GL(V ) is a re-
flection if it has finite order and its fixed point set is a hyperplane in V . Then
A (G) = {Fix(r) | r ∈ G is a reflection },
where Fix(r) is the set of fixed points of r in V , is an arrangement in V . A complex reflection
group is a pair (V,G), where G is a finite subgroup of GL(V ) generated by reflections in V .
Normally the ambient vector space V is not included in the notation.
If G ⊆ GL(V ) is a complex reflection group that acts irreducibly on V , then G is said to
be irreducible. If G is not irreducible, then G is isomorphic to a direct product of irreducible
complex reflection groups, say
(a) G ∼= G1 × · · · ×Gm.
If G is irreducible, then, according to the Sheppard-Todd classification, G is either one of
the groups in the infinite family of groups G(r, p, n), where r, p, and n are positive integers
and p divides r, or G is one of thirty-four exceptional groups labeled G4, G5, . . . , G37. In
the interest of more compact and uniform notation, and to emphasize the role of p when n
and r are fixed, set
Gpr,n = G(r, p, n).
Note that in this classification, the group G determines the vector space V , and the repre-
sentation of G on V , up to isomorphism.
2.6. Reflection arrangements and Brieskorn’s Lemma. Returning to the arrangement-
group pair (A , G), for T ∈ T define
ZT = { g ∈ G | XT ⊆ FixV (g) }.
Then ZT is the pointwise stabilizer of XT in G and NT is the normalizer in G of ZT .
Suppose in addition that G ⊆ GL(V ) is a complex reflection group. It follows from a
theorem of Steinberg [17] that ZT is generated by the reflections it contains, which are
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precisely the reflections that fix the hyperplanes in A (G)T pointwise. In other words, ZT ⊆
GL(V ) is a complex reflection group and A (ZT ) = A (G)T . Therefore, by 2.4 (b) we have
(a) Hk(M(A (G)))G =
⊕
T∈Tk
(
Hk(M(A (G)T )))
ZT
)NT ∼= ⊕
T∈Tk
(
Hk(M(A (ZT )))
ZT
)NT
.
This last isomorphism provides a powerful inductive, or recursive, tool for computing
Hk(M(A ))G, once the action of NT on H
k(M(A (ZT )))
ZT is known. If G acts irreducibly
on V , then it turns out that HrkZT (M(A (ZT )))
ZT = 0 for most T . This fact was observed
by Brieskorn for Coxeter groups and continues to hold for complex reflection groups. If
T ∈ T with rkT < rkG and HrkZT (M(A (ZT )))
ZT 6= 0, then it turns out that it is either
one- or two-dimensional, and in all but one case NT acts either trivially or through a “sign”
character.
2.7. Notation for the infinite family. It is convenient to establish some additional nota-
tion.
Let µr ⊆ C
∗ denote the group of rth roots of unity for r ≥ 1. For the moment, take
V = Cn and for 1 ≤ i ≤ n let xi ∈ V
∗ denote projection on the ith coordinate.
Suppose 1 ≤ i 6= j ≤ n and ζ ∈ µr. Define hyperplanes
Hi = ker xi = { v ∈ V | vi = 0 } and Hij(ζ) = ker(xi − ζxj) = { v ∈ V | vi = ζvj }.
It is convenient to set Hij = Hij(1). We are concerned with the arrangements
A
0
n (r) = {Hij(ζ) | 1 ≤ i < j ≤ n, ζ ∈ µr }
and
An(r) = {Hij(ζ) | 1 ≤ i < j ≤ n, ζ ∈ µr } ∐ {Hi | 1 ≤ i ≤ n }.
Note that A1(r) = {0} ⊆ C. By convention, A
0
1 (r) = ∅ is the empty arrangement. A special
case is when r = 1:
A
0
n (1) = BRn,
is the nth braid arrangement and An(1) is the union of the n
th braid arrangement and the
nth Boolean arrangement.
Let Wn denote the set of permutation matrices in the general linear group GL(C
n) =
GLn(C), and let Dr,n denote the subgroup of GLn(C) consisting of diagonal matrices with
entries in µr. The determinant map restricts to a surjective group homomorphism from Dr,n
to µr. Define D
p
r,n to be the preimage of the subgroup µr/p. Clearly, Wn normalizes D
p
r,n.
Define
Gpr,n = WnD
p
r,n.
With this notation we have Wn = G
1
1,n ⊆ G
p
r,n.
Orlik and Solomon [13] have shown that for n ≥ 2,
A (Gpr,n) =
{
A 0n (r) if p = r ≥ 1,
An(r) if 1 ≤ p < r.
Obviously, for any p, Gpr,n acts on An(r), and A
0
n (r) is a G
p
r,n-stable subset. Note that An(1)
is not the arrangement of a complex reflection group.
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2.8. Reflection pairs. In the rest of this paper we are concerned with arrangement-group
pairs (A , G) where G is a complex reflection group G and A = A (G), An(r), or A
0
n (r).
To make this precise, we define a reflection pair to be an arrangement-group pair, (A , G),
where A is an arrangement in V , G ⊆ GL(V ) is a complex reflection group, and there are
factorizations
(a) V ∼= V1 ⊕ · · · ⊕ Vm,
A ∼= A1 × · · · ×Am, and
G ∼= G1 × · · · ×Gm,
such that for 1 ≤ i ≤ m, Ai is an arrangement in Vi, Gi ⊆ GL(Vi) is a complex reflection
group, and either
• Gi is irreducible and Ai = A (Gi), or
• Gi = G
pi
ri,ni
, with ri ≥ 1 and ni ≥ 2, and Ai ∼= Ani(ri) or A
0
ni
(ri).
An irreducible reflection pair is a reflection pair with m = 1. Note that if G acts irreducibly
on V , then (A , G) is an irreducible reflection pair, but if (A , G) is an irreducible reflection
pair, G may not act irreducibly on V , for example (An(1), G
1
1,n).
It follows from the Ku¨nneth Theorem that if (A , G) is a reflection pair, then
(b) H∗(M(A )) ∼= H∗(M(A1))⊗ · · · ⊗H∗(M(Am))
by an isomorphism that intertwines the action of G on the left with the diagonal action of
G1 × · · · ×Gm on the right.
2.9. Invariants. In the rest of this section we fix a reflection pair (A , G) and take χ = 1G.
Abusing notation slightly, set
TG = { T ∈ T | K
G
T 6= 0 }.
In view of the decompositions 2.4(b) and 2.8(b), to compute dimH∗(M(A ))G, it is sufficient
to identify TG, and to compute dimK
G
T for T ∈ TG when (A , G) is irreducible.
In order to describe the set TG when G is irreducible, we need to specify the parameter
sets T = L(A )/G in each case.
2.10. The classification of finite reflection groups can be codified by the notion of reflection
type, or “type,” as in [13]. The reflection type of a non-trivial complex reflection group is the
concatenation of the reflection types of its non-trivial, irreducible factors. The notation used
below for the irreducible complex reflection groups is mostly consistent with [14, App. C]:
• The trivial group not acting on a one-dimensional space is a complex reflection group
that is denoted by A0.
• Cr is the reflection type of the group µr of roots of unity for r ≥ 2.
• Coxeter groups of types A, B, D, E, F , and H are labeled by their usual Coxeter
labels.
• Gpr,n = G(r, p, n).
• The non-Coxeter, exceptional groups G4, . . . , G34 (except G23 = H3, G28 = F4, and
G30 = H4).
We frequently abuse notation and identify labels of reflection types with the corresponding
reflection groups. This should not lead to any confusion.
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2.11. When working with the exceptional reflection groups and their arrangements, we
label the G-orbits in L(A (G)) as in [14, App. C], namely by the reflection type, say T , of
the pointwise stabilizer, ZT ⊆ G, of the chosen orbit representative XT ∈ L(A (G)). By
Steinberg’s Theorem, ZT is a reflection group and XT = Fix(ZT ), so XT is determined by
specifying ZT . Note that cdT = rkZT . We make extensive use of the presentations given
by Broue´, Malle, and Rouquier. As a matter of terminology, the diagrams in [3, Tab. 1-4]
that encode these presentations are called BMR diagrams.
For example, referring to [14, App. C], the reflection types that occur as pointwise sta-
bilizers in the group G32 are A0 (the orbit of V ), C3 (the orbit of a hyperplane), G4, C
2
3 ,
C3G4, G25, and G32 (the orbit {0}). In addition, each reflection type occurs exactly once, so
T = {A0, C3, G4, C
2
3 , C3G4, G25, G32}. It is shown below that TG32 = {A0, C3}.
The rule that maps a G-orbit in L(A (G)) to the isomorphism type of the pointwise
stabilizer of an orbit representative is not always one-to-one. For exceptional groups it turns
out that if T occurs as the reflection type of the pointwise stabilizer for more than one orbit,
then T /∈ TG, so this ambiguity does not affect the computations in this paper.
2.12. For the infinite family of reflection groups, it is not unusual for multiple orbits to
have pointwise stabilizers with the same reflection type. As explained in more detail in 4.2,
if G = Gpr,n and A = An(r) or A
0
n (r), then orbits of G on L(A ) are labeled by partitions
of ℓ with 0 ≤ ℓ ≤ n, together with a second parameter in case ℓ = n. For the computations
below, this second parameter is only relevant when n = 2. We label orbits of Gpr,n in L(A ) by
reflection type when n = 2, and by partitions or reflection types, depending on the context,
for n > 2. The reflection types of the pointwise stabilizers of orbits labeled by partitions λ
such that KGλ 6= 0 are sufficiently few and distinct that this should not lead to any confusion.
The partitions and corresponding reflection types in TG are given in Table 2.
2.13. High degree invariants. Returning to the reflection pair (A , G), it is easy to see
that T0 and T1 are always contained in TG:
• L(A )0 = {V }, so T0 = {A0}, AA0 is the empty arrangement, and K
G
A0
= KA0 is
one-dimensional.
• T1 indexes A /G and H
1(M(A )) affords the permutation representation of G on A
(see 3.9), so dimH1(M(A ))G = |A /G| = |T1|.
At the other extreme, L(A )rkA = {CA } and so TrkA = {G}. Clearly, AG = A and
NG = ZG = G, so
KG = H
rkA (M(A )) and KGG = H
rkA (M(A ))G.
It turns out that KGG may or may not equal zero, and so G may or may not lie in TG. Say
that (A , G) has high degree invariants if TG 6= T0 ∪ T1.
A consequence of the next theorem is that when G is a Coxeter group, (A (G), G) has
high degree invariants if and only if G has the −1 property defined by Richardson [16].
Theorem 2.14. Suppose (A , G) is an irreducible reflection pair such that rkG is at least
two.
(1) If rkG = 2, then dimH2(M(A ))G = |A /G| − 1. Thus, G ∈ TG, or equivalently,
(A , G) has high degree invariants, if and only if G does not act transitively on A .
For completeness, these groups and the reflection types in T1 are given in Table 1.
(2) If G = Gpr,n with n > 2, and A = An(r) or A
0
n (r), then the partitions λ and reflection
types T in TG, and dimK
G
T for T ∈ TG, are given in Table 2.
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Table 1. Rank G equal 2
P (t) = 1 + t
G T1
A2 C2
G4 C3
G8 C4
G12 C2
G16 C5
G20 C3
G22 C2
Goo,2 C2
P (t) = 1 + 2t+ t2
G T1
G5 C3, C3
G6 C2, C3
G9 C2, C4
G10 C3, C4
G13 C2, C2
G14 C2, C3
G17 C2, C5
G18 C3, C5
G21 C2, C3
Gee,2 C2, C2
Gor,2 C2, Co
P (t) = 1 + 3t+ 2t2
G T1
G7 C2, C3, C3
G11 C2, C3, C4
G15 C2, C2, C3
G19 C2, C3, C5
Ger,2 C2, C2, Ce
Table 2. TG and dimK
G
T for G = G
p
r,n with r ≥ 1, n ≥ 3
deg k = 0 k = 1 2 ≤ k ≤ n− 2 k = n− 1 k = n
TG
λ (1n) (2 1n−2) (1n−1) (2 1n−k−1) (1n−k) (2) (1) ∅
T A0 A1 G
p
r,1 G
p
r,k−1A1 G
p
r,k G
p
r,n−2A1 G
p
r,n−1 G
p
r,n
An(r)
p, n even 1 1 1 1 1 2 1 2
else 1 1 1 1 1 1 1 1
A 0n (r)
p, n even 1 1 − − − 1 − 1
else 1 1 − − − − − −
(3) If G is an exceptional group with rkG > 2, and A = A (G), then TG is given in
Table 3. If T ∈ TG, then dimK
G
T = 1.
The space of invariants, H∗(M(A ))G, in H∗(M(A )) can be compactly encoded in the
Poincare´ polynomial
P (A , G; t) =
∑
k≥0
dim
(
Hk(M(A ))G
)
tk.
These polynomials can be computed using 2.4(b) and Theorem 2.14.
It turns out that the polynomials P (A (G), G; t) have only four possible patterns.
Corollary 2.15. Suppose that G is a non-trivial, irreducible, complex reflection group with
rkG = n.
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Table 3. TG: G exceptional, A = A (G)
G TG P (A (G), G; t)
G25 A0, C3 1 + t
G32 A0, C3
E6 A0, A1
H3 A0, A1, A
2
1, H3 1 + t+ t
n−1 + tn
G24 A0, A1, B2, G24
G27 A0, A1, B2, G27
G29 A0, A1, B3, G29
H4 A0, A1, H3, H4
G31 A0, A1, G
2
4,3, G31
G33 A0, A1, D4, G33
G34 A0, A1, G33, G34
E7 A0, A1, D6, E7
E8 A0, A1, E7, E8
G26 A0, A1, C3, A1C3, G
1
3,2, G26 1 + 2t+ 2t
2 + t3
F4 A0, A1, A˜1, A1A˜1, B2, C3, B3, F4 1 + 2t+ 2t
2 + 2t3 + t4
(1) If G is one of either Grr,n with n ≥ 2 and either n or r odd; G(r, p, 1) with p < r; G4;
G8; G12; G16; G20; G22; G25; G32; or E6, then
P (A (G), G; t) = 1 + t.
(2) If G is one of either Grr,n with both n and r even; G23; G24; G27; G29; G30; G31; G33;
G34; G36; or G37, then
P (A (G), G; t) = 1 + t + tn−1 + tn.
(3) If G is one of either Gpr,n with n ≥ 2, either n or p odd, and p < r; G5; G6; G9; G10;
G13; G14; G17; G18; G21; G26; or G28; then
P (A (G), G; t) = 1 + 2t+ · · ·+ 2tn−1 + tn.
(4) If G is one of either Gpr,n with both n and p even and p < r; G7; G11; G15; or G19,
then
P (A (G), G; t) = 1 + 2t+ · · ·+ 2tn−2 + 3tn−1 + 2tn.
If n = 2, then 1 + t+ tn−1 + tn = 1 + 2t+ t2. Hence the formula in the second statement
in the corollary applies to the groups Gpr,2 with p odd and p < r, G5, G6, G9, G10, G13, G14,
G17, G18, and G21 as well.
Note that Corollary 2.15 justifies the terminology “high degree invariants” and shows that
the notion of high degree invariants is a combinatorial invariant of the pair (A , G) considered
simply as a permutation group.
Corollary 2.16. With the assumptions in Theorem 2.14, the following are equivalent:
(1) (A , G) has high degree invariants.
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(2) P (A , G; t) 6= 1 + t.
(3) dimHrkG(M(A ))G 6= 0.
(4) G does not act transitively on A .
The next corollary is the analog of Corollary 2.15 for the reflection pairs (An(r), G
p
r,n) and
(A 0n (r), G
p
r,n).
Corollary 2.17. Suppose n, r, and p are positive integers such that p divides r and n ≥ 2.
Then
P (A 0n (r), G
p
r,n; t) =
{
1 + t if p or n is odd,
1 + t+ tn−1 + tn if p and n are even,
and
P (An(r), G
p
r,n; t) =
{
1 + 2t+ · · ·+ 2tn−2 + 2tn−1 + tn if p or n is odd,
1 + 2t+ · · ·+ 2tn−2 + 3tn−1 + 2tn if p and n are even.
3. Preparing for the proof of Theorem 2.14
Until further notice, (A , G) is an arrangement-group pair with underlying vector space
V . In this section we collect some general results needed for the proof of Theorem 2.14 and
give some examples.
3.1. Reduction to essential arrangements. Recall that A is essential if CA = 0. Let
p : V → V/CA be the projection. Then
(1) p(A ) = { p(H) | H ∈ A } is an essential arrangement in V/CA with L(p(A )) =
p(L(A )),
(2) p induces a bijection A → p(A ) and a lattice isomorphism L(A )→ L(p(A )),
(3) M(p(A )) = p(M(A )), and
(4) p∗ : H∗(p(M(A )))
∼=
−−→ H∗(M(A )) is an isomorphism.
Clearly, CA is a G-stable subspace and so G acts on V/CA . Abusing notation slightly, let
p(G) denote the image of G in GL(V/CA ). Then (p(A ), p(G)) is an arrangement-group pair
with underlying vector space p(V ) and the isomorphism p∗ intertwines the action of p(G) on
the left with the action of G on the right.
If G acts trivially on CA , then p(G) is isomorphic to G and p
∗ is an isomorphism of QG- or
Qp(G)-modules. In particular, (A , G) has high degree invariants if and only if (p(A ), p(G))
has high degree invariants.
3.2. Projectivization and Brieskorn’s Lemma. Let π : V \ {0} → P(V ) be the natural
projection and define
M(A ) = π(M(A )).
Suppose A 6= ∅ and H ∈ A is the kernel of α ∈ V ∗. Define
π × α : V \H → π(V \H)× C∗ by (π × α)(v) = (π(v), α(v)).
It is straightforward to check that π × α is a homeomorphism and so restricting to M(A )
defines a homeomorphism M(A ) ∼= M(A )× C∗. Taking the trivial action of G on C∗ it is
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easy to see that this homeomorphism is G-equivariant. Applying the Ku¨nneth isomorphism
we arrive at the following well-known proposition [6].
Proposition 3.3. Suppose A is a non-empty arrangement in V and G ⊆ GL(V ) permutes
A . Then there is a G-equivariant isomorphism
H∗(M(A )) ∼= H∗(M(A ))⊗H∗(C∗),
where G acts trivially on C∗ on the right-hand side.
3.4. Two immediate consequences of the proposition are
(1) if Y is an irreducible QG-module, then Y occurs in the graded module H∗(M(A ))
in pairs of degrees that differ by 1, and
(2) if χ is a linear character of G, then
∑
k≥0(−1)
k dimHk(M(A ))χ = 0.
Taking into account that KT ⊆ H
cdT (M(A )) for T ∈ T , and that KG = H
rkA (M(A )), it
follows from (2) that
(a)
( ∑
T∈Tk
(−1)cdT dimKχT
)
+ (−1)rkA dimKχG = 0.
Therefore, if dimKχT has been computed for T 6= G, then dimK
χ
G is determined by (a).
3.5. Computational aids. Before working out some examples we state three elementary
lemmas that are used extensively in the computations below. The first is an immediate
consequence of 2.8(b).
Lemma 3.6. Suppose that (A , G) and (A ′, G′) are reflection pairs. If (A , G) does not have
high degree invariants, then neither does (A ×A ′, G×G′).
In the next two lemmas, (A , G) is a reflection pair. The proof of the first lemma is clear.
Lemma 3.7. If T ∈ TG, H
cdT (M(AT ))
ZT is one-dimensional and there is a g ∈ NT that
acts on HcdT (M(AT ))
ZT as −1, then HcdT (M(AT ))
NT = 0.
In practice, the element g frequently arises as either the long word, or an analog of the
long word (in the non-Coxeter case), in a subgroup that contains ZT that is suggested by
the BMR diagram of G.
Let C(G) denote the center of G. If z ∈ C(G), then zFix(g) = Fix(zgz−1) = Fix(g) and
so C(G) acts trivially on A (G). It follows that C(G) acts trivially on H∗(M(A (G))), and
that C(G) ⊆ NT for T ∈ T .
Lemma 3.8. If NT = ZTC(G), then NT acts trivially on H
cdT (M(A (G)))ZT . In par-
ticular, if G is irreducible and |G| = |ZT | · |GXT | · |C(G)|, then NT acts trivially on
HcdT (M(A (G)T )
ZT .
Proof. The first assertion is clear. If G is irreducible, then C(G) acts on V as scalars, so
C(G) intersects ZT trivially. It follows from the equality |G| = |ZT | · |GXT | · |C(G)| that
|NT | = |ZTC(G)|, and so NT = ZTC(G). 
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3.9. Examples. In order to give some specific examples, we need to recall the description
of H∗(M(A )) given by Orlik and Solomon [12]. For H ∈ A choose a linear form αH in
the dual space V ∗ of V such that H = kerαH , and define h to be the cohomology class
of the 1-form (1/2πi)(dαH/αH) = α
∗
H((1/2πi)(dz/z) in the de Rahm cohomology group
H1dr(M(A )). We use the convention that hyperplanes are denoted using upper case H and
the corresponding generators of H∗(M(A )) are denoted using lower case h, so for example
the generators corresponding to Hi, Hs, and Hi,j(ζ) are hi, hs, and hi,j(ζ), respectively.
With this notational convention, the Q-subalgebra of H∗dr(M(A )) generated by {1} and
{ h | H ∈ A } is isomorphic to the graded algebra H∗(M(A )), and
(a)
m∑
i=1
(−1)ih1 · · · ĥi · · ·hm = 0
whenever {αH1 , . . . , αHm} is a linearly dependent subset of V
∗. If g ∈ GL(V ), then
(g−1)∗(h1 · · ·hm) = (gh1) · · · (ghm).
If s is a reflection in G, then Hs = Fix(s) ∈ A (G). It follows from the definitions that
if g ∈ G, then g · hs = hgsg−1. Moreover, it is easy to see that H
1(M(A )) affords the
permutation representation arising from the action of G on A .
It follows from (a) that Hk(M(A )) is spanned by the k-fold products h1 · · ·hk where
{αH1 , . . . , αHk} is a linearly independent subset of V
∗. In particular, if cdX = k, then using
Brieskorn’s Lemma we identify HcdX(M(AX)) with the subspace of H
k(M(A )) spanned by
all products h1 · · ·hk, where H1, . . . , Hk ∈ A and H1 ∩ · · · ∩Hk = X .
3.10. Groups with rank 1. If n = 1, then Gpr,1 is the the group of r/p
th roots of unity.
We may assume that p < r. Then A (Gpr,1) = {0}, M = C
∗, and Gpr,1 acts trivially on
A (Gpr,1). It follows that G
p
r,1 acts trivially on H
∗(M(A )) = H∗(C∗) and we may take
T = TGpr,1 = {A0, Cr/p}.
3.11. Symmetric groups and the braid arrangement. Suppose n ≥ 2 and consider
the reflection pair (BRn,Wn) = (A
0
n (1), G
1
1,n) consisting of the n
th braid arrangement and
the symmetric group Wn. The group Wn does not act irreducibly on C
n. However, with
the notation in 3.1, Wn acts as an irreducible complex reflection group on C
n/CA , and so
(BRn,Wn) does not have high degree invariants if and only if (A (Wn),Wn) does not have
high degree invariants. Brieskorn [2] has shown that (BRn,Wn) does not have high degree
invariants. We give a sketch of the proof as preparation for the computations in the next
section.
The argument proceeds by induction on n. The base case is n = 2, which is easy to check.
It is also easy to check that (BR3,W3) does not have high degree invariants.
To minimize subscripts and to conform with the notation used elsewhere in the paper, for
the rest of this subsection set A = BRn and G =Wn.
It is well-known that the orbits of G on L(A ) are indexed by the set of partitions of n
(see [14, §6.4]). Suppose λ = (ℓ1, . . . , ℓa) is a partition of n. Abusing notation slightly, define
Zλ to be the standard parabolic (Young) subgroup of Wn isomorphic to Wℓ1 × · · · ×Wℓa ,
consisting of block diagonal, permutation matrices of sizes ℓ1, . . . , ℓa, respectively, and define
Xλ = Fix(Zλ). Then {Xλ | λ ⊢ n } is a set of representatives of the Wn-orbits in L(A ),
cdλ = n− a, and
Aλ
∼= BRℓ1 × · · · ×BRℓa .
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The reflection type of Zλ is Aℓ1−1 · · ·Aℓb−1, where λ has b parts with size greater than 1, and
Tk may be taken to be the set of partitions of n with n− k parts.
Suppose n ≥ 4. We need to compute dimKGλ = dimH
k(M(Aλ))
Nλ for each partition of n.
Let λ = (ℓ1, . . . , ℓn−k) be a partition of n and suppose λ has b parts of size greater than 1.
Then (Aλ, Zλ) is a reflection pair such that CAλ = Xλ and Zλ acts trivially on CAλ . Thus,
using the notation in 3.1,
p(Aλ) ∼= BRℓ1 × · · · ×BRℓb , p(Zλ)
∼= Wℓ1 × · · · ×Wℓb
and there is an isomorphism
(a) H∗(M(Aλ))Zλ ∼= H∗(M(BRℓ1))
Wℓ1 ⊗ · · · ⊗H∗(M(BRℓb))
Wℓb .
If ℓ1 > 2, then by induction (BRℓ1 ,Wℓ1) does not have high degree invariants, and it
follows from (a) and Lemma 3.6 that Hk(M(Aλ))
Zλ = 0. Hence Hk(M(Aλ))
Nλ = 0 as well.
On the other hand, suppose that λ = (2k, 1n−2k) with k > 1. Then
Hk(M(Aλ))
Zλ ∼= (H1(M(BR2))
W2)⊗k.
Thus, Hk(M(Aλ))
Zλ is one-dimensional with basis {h1,2h3,4 · · ·h2k−1,2k}. Let w1, w2, . . . ,
wn−1 be the standard Coxeter generators of Wn (so wi switches the standard basis vectors
of Cn indexed by i and i + 1). It follows from Lemma 3.7, with T = Ak1, ZT = Zλ, and
w = w1w2w3w2w1w2 (the longest element in the parabolic subgroup generated by w1, w2,
and w3), that H
k(M(Aλ))
Nλ = 0, because
w · h12h34 · · ·h2k−1,2k = h34h12h5,6 · · ·h2k−1,2k = −h12h34 · · ·h2k−1,2k.
Finally, it was observed in 2.13 that
• if k = 0, then λ = (1n), the reflection type of Zλ is A0, and dimK
G
λ = 1, and
• if k = 1, then λ = (2, 1n−2), the reflection type of Zλ is A1, and dimKGλ = |A /Wn| =
1.
Switching to indexing by reflection type, the preceding computations show that
TG = {A0, A1} and that dimK
A0
T = dimK
A1
T = 1.
3.12. The group G32. To illustrate the method for exceptional groups, in this subsection
we prove Theorem 2.14 for the reflection pair (A (G), G) when G is the exceptional group
G32. Set A = A (G). The orbits in L(A )/G are indexed by reflection types and as in 2.11
T = {A0, C3, G4, C
2
3 , C3G4, G25, G32}. We need to compute dimK
G
T for T ∈ T . This is done
recursively by rank, building up from T0 and T1.
Clearly, T1 = {C3}. It was observed in 2.13 that T0 ∪ T1 ⊆ TG and that dimK
G
T = 1 for
T ∈ T0 ∪ T1.
The group G4 acts transitively on A (G4) (see Table 1), so (A (G4), G4) does not have
high degree invariants and hence G4 /∈ TG.
Consider next the orbit indexed by the reflection type T = C23 . Referring to the BMR
diagram in [3, Tab. 1] for G32, take
ZT = 〈s, u〉, and define XT = Fix(ZT ) and g = (stu)
2.
It is straightforward to check using the fact that g2 is a generator of the center of G25 (see
the row indexed by G25 in [3, Tab. 1]), that T and g satisfy the hypotheses of Lemma 3.7:
g acts as −1 on the one-dimensional space H2(M(A (G)T ))
ZT because conjugation by g
interchanges u and s. Therefore, H2(M(A (G)T ))
NT = 0 and C23 /∈ TG.
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The group G25 also has an orbit indexed by the reflection type T = C
2
3 . The argument
just given shows that H2(M(A (G25)T ))
NT = 0 and it follows easily that (A (G25), G25) does
not have high degree invariants. Therefore, G25 /∈ TG.
That leaves the orbit indexed by T = G. By 3.4(a),
0 = dimKGA0 − dimK
G
C3
+ (−1)rkG dimKGG = 1− 1 + dimK
G
G .
Therefore, KGG = 0. It follows that TG = {A0, C3} and that dimK
G
T = 1 for T ∈ TG.
4. Proof of Theorem 2.14
In this section we prove Theorem 2.14, first for the infinite family and then for the ex-
ceptional groups. The argument for the reflection pairs in Theorem 2.14(2) uses the same
basic inductive strategy as for the symmetric group acting on the braid arrangement in 3.11,
and the argument for the exceptional groups follows the same recursive strategy as for G32
acting on its reflection arrangement in 3.12.
4.1. Proof of Theorem 2.14(2): the infinite family Gpr,n. Until 4.8, suppose that
G = Gpr,n with n ≥ 2 and that A = An(r) or A
0
n (r). To prove Theorem 2.14 for the
reflection pair (A , G) we need to justify the entries dimKGλ in Table 2 for λ ∈ T . The first
step is to choose orbit representatives and describe Xλ and Zλ. As for the symmetric group,
the proof is by induction on n. It is first shown that KGλ = 0 unless λ is either the empty
partition, corresponding to the reflection type G, or a partition with largest part at most 2
and at most one part equal to 2. For these latter partitions, dimKGλ can be computed using
induction and a little elbow grease. Finally, once dimKGλ is known for λ 6= ∅ and T 6= G,
dimKG∅ = dimK
G
G can be determined using 3.4 (a).
The induction begins with the base cases n = 2 and n = 3. The case n = 2 follows from
Theorem 2.14(1). Details of the argument when n = 3 are left to the reader.
4.2. Orbit representatives, subarrangements, and centralizers. Let λ = (ℓ1, . . . , ℓa)
be a partition of m for an integer m with 0 ≤ m ≤ n. Set ℓ¯0 = n − m and for i > 0 set
ℓ¯i = n−m+ℓ1+· · ·+ℓi denote the sum of n−m and the i
th partial sum of λ. Let {e1, . . . , en}
be the standard basis of Cn and for 1 ≤ i ≤ a define bi = eℓ¯i−1+1 + · · ·+ eℓ¯i . Finally, define
Xλ = span{ b1, . . . , ba }.
Then Xλ is an a-dimensional subspace of C
n. Notice that X∅ = 0 and X(1n) = V , and that
cdλ = k when λ has n− k parts.
Set
ω = e2π
√−1/r ∈ C.
Then ω is a generator of µr. For a partition λ = (λ1, . . . , λa) define
δλ,p = gcd(p, ℓ1, . . . , ℓa).
The next proposition follows from the computations in [14, §6.4].
Proposition 4.3. Suppose r > 1. The orbits of Gpr,n on L(An(r)) are parametrized as
follows.
(1) Partitions λ of m with 0 ≤ m ≤ n− 1. An orbit representative is Xλ.
(2) Pairs (λ, u), where λ is a partition of n and 0 ≤ u < δp,λ. Orbit representatives are
du0Xλ, where d0 is the diagonal matrix with entries ω, 1, . . . , 1.
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The orbits of Gpr,n on L(A
0
n (r)) are parametrized by the same sets as for L(An(r)), omitting
in (1) those Xλ, where λ is a partition of n− 1.
For r = 1, the orbits of G11,n on L(A
0
n (1)) are indexed by partitions λ of n. An orbit
representative is Xλ. The orbits of G
1
1,n on L(An(1)) are the orbits of the Xλ together with
the orbit of the hyperplane H1.
4.4. With λ = (ℓ1, . . . , ℓa) a partition of m as above, it is straightforward to check that Zλ
is the “diagonal” subgroup of G isomorphic to Gpr,n−m×Wℓ1 × · · ·×Wℓa , consisting of block
diagonal matrices with blocks g, w1, . . . , wa, where g ∈ G
p
r,n−m and wi ∈ Wℓi. Then
(a) Zλ = G
p
r,n−m ⊠Wℓ1 ⊠ · · ·⊠Wℓa ⊆ G,
where⊠ denotes block diagonal direct sum. The reflection type of Zλ isG
p
r,n−mAℓ1−1 · · ·Aℓb−1,
where λ has b parts with size greater than 1. It is also straightforward to check that
(b) An(r)λ ∼= An−m(r)×BRℓ1 × · · · ×BRℓa
and
(c) A 0n (r)λ
∼= A 0n−m(r)×BRℓ1 × · · · ×BRℓa .
4.5. The case A = An(r). We need to compute dimH
k(M(Aλ))
Nλ . Suppose for the time
being that A = An(r).
Let λ be a partition, as above, that has b parts of size greater than 1. Then (Aλ, Zλ) is a
reflection pair such that CAλ = Xλ and Zλ acts trivially on CAλ . Using the notation in 3.1,
there are isomorphisms
p(Aλ) ∼= An−m(r)×BRℓ1 × · · · ×BRℓb
p(Zλ) ∼= G
p
r,n−m ×Wℓ1 × · · · ×Wℓb,
and
(a) H∗(M(Aλ))Zλ ∼= H∗(M(An−m(r)))G
p
r,n−m⊗H∗(M(BRℓ1))
Wℓ1⊗· · ·⊗H∗(M(BRℓb))
Wℓb .
If ℓ1 > 2, then it was shown in 3.11 that (BRℓ1 ,Wℓ1) does not have high degree invariants,
and so it follows from (a) and Lemma 3.6 that Hk(M(Aλ))
Zλ = 0. Hence Hk(M(Aλ))
Nλ = 0
as well. Next, if λ = (2k, 1n−2k) with k > 1, then the argument in 3.11 is easily adapted to
show that Hk(M(Aλ))
Nλ = 0. It follows that KGλ = 0 unless λ is either the empty partition,
or equal to (2a 1b) with a ≤ 1.
There are 2n− 1 non-empty partitions in T of the form (2a 1b) with a ≤ 1, namely
ηk = (1
n−k) for 0 ≤ k ≤ n− 1 and τk = (2 1n−k−1) for 1 ≤ k ≤ n− 1.
The notation is chosen so that cd ηk = cd τk = k. The corresponding reflection types of
pointwise stabilizers are
Gpr,k for 0 ≤ k ≤ n− 1 and G
p
r,k−1A1 for 1 ≤ k ≤ n− 1.
Clearly, ηk is a partition of n only when k = 0 and τk is a partition of n only when k = 1.
Since δp,η0 = δp,τ1 = 1, each of η0 and τ1 indexes a unique orbit. Next, corresponding to
cdλ = 0 or 1, there are three special cases: η0 = (1
n), η1 = (1
n−1), and τ1 = (2 1n−2).
• η0: X(1n) = V , Z(1n) is the trivial subgroup, with reflection type A0, and dimK
G
(1n) =
1.
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• η1: X(1n−1) is the hyperplane Hn, Z(1n−1) has reflection type G
p
r,1, and dimK
G
(1n−1) = 1.
When p = r, Grr,1 is the trivial group and so in this case the reflection type A0
indexes two orbits. For consistency, and in order to distinguish these two orbits, we
denote the reflection type of Z(1n−1) when p = r by G
r
r,1.
• τ1: X(2 1n−2) is the hyperplaneH1,2, Z(2 1n−2) has reflection type A1, and dimK
G
(2 1n−2) =
1.
Lemma 4.6. Suppose that 2 ≤ k ≤ n− 1.
(1) Hk(M(Aηk)
Nηk ∼= Hk(M(Ak(r)))
G1
r,k .
(2) If k < n− 1, then Hk(M(Aτk)
Nτk ∼= Hk−1(M(A rk−1))
G1
r,k−1 ⊗H1(M(BR2)).
(3) If k = n− 1, then
Hn−1(M(Aτn−1))
Nτn−1 = Hn−1(M(Aτn−1))
Zτn−1
∼= Hn−2(M(An−2(r)))G
p
r,n−2 ⊗H1(M(BR2)).
Proof. The proof of the (1) is similar to the proof of (2) and is omitted. We prove (2) and
(3).
Set τ = τk. In coordinates, Xτ is the set of all vectors in C
n of the form [ 0 a a v ]t, where
0 ∈ Ck−1, a ∈ C, and v ∈ Cn−k−1.
It follows from 4.4(a) that the group Zτ = G
p
r,k−1 ⊠W2 is the group of block diagonal
matrices
[ gk−1
w2
In−k−1
]
, where gk−1 ∈ G
p
r,k−1 and w2 ∈ W2, and that the group Nτ is the
group of block diagonal matrices
[
wk−1d
w2e
wn−k−1f
]
, where wj ∈ Wj , d ∈ Dr,k−1, e is a scalar
matrix in Dr,2, f ∈ Dr,n−k−1, and det d · det e · det f ∈ µr/p.
For any divisor q of r, let
Zq = ZGqr,n(Xτ ) and N
q = NGqr,n(Xτ ),
be the pointwise and setwise stabilizers of Xτ in G
q
r,n, respectively.
It follows from 4.4(b) that AXτ
∼= Ak−1(r) × BR2. Taking p = 1 it follows from the
discussion in 3.1 that there is an isomorphism
(a) Hk−1(M(Ak−1(r)))⊗H1(M(BR2))
∼=
−−→ Hk(M(AXτ ))
that intertwines the G1r,k−1 ×W2-action on the left with the N
1-action on the right. Let U
denote the image of Hk−1(M(Ak−1(r))) in Hk(M(AXτ )). The image of H
1(M(BR2)) in
Hk(M(AXτ )) is one-dimensional with basis {hk,k+1}. Then
Hk(M(AXτ )) = U · (Chk,k+1),
where the right hand side denotes the set of sums of products. If gk−1 ∈ G1r,k−1, gn−k−1 ∈
G1r,n−k−1, and u ∈ U , then
(b)
[ gk−1
I2
gn−k−1
]
· u hk,k+1 = (gk−1 · u) hk,k+1.
Suppose k < n − 1. Then given gk−1 ∈ G1r,k−1, it is possible to find a diagonal matrix
dn−k−1 ∈ Dr,n−k−1 so that
[ gk−1
I2
dn−k−1
]
∈ Np = Nτ . Hence, it follows from (a) and (b)
that
Hk(M(Aτ ))
Nτ ∼= Hk−1(M(Ak−1(r)))
G1
r,k−1 ⊗H1(M(BR2)).
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On the other hand, suppose k = n− 1. Then τ = (2) and in coordinates, Xτ is the set of
all vectors in Cn of the form [ 0 a a ]t, where 0 ∈ Cn−2 and a ∈ C, and
Hn−1(M(Aτ ))Zτ ∼= Hn−2(M(An−2(r)))G
p
r,n−2 ⊗H1(M(BR2)).
It is easy to check that Nτ acts trivially on AXτ when n = 2 and n = 3, and so
Hn−1(M(Aτ ))Nτ = Hn−1(M(Aτ ))Zτ
in these cases.
In the rest of the proof we assume that n ≥ 4. To simplify the notation, set Iτ =
Hn−1(M(Aτ )), and define ǫ = 1 if p or n is odd and ǫ = 2 otherwise. With this notation
there are containments
(c)
Zp 

//
 _

Zǫ _

Np 

// N ǫ
and
IN
ǫ
τ
  //
 _

IZ
ǫ
τ  _

IN
p
τ
  // IZ
p
τ .
Notice that p and n are both even if and only if ǫ and n−2 are both even, so by induction
IZ
ǫ
τ and I
Zp
τ have the same dimension and hence must be equal. Let C denote the center of
G1r,n. Then N
ǫ = Zǫ · C and it follows from Lemma 3.8 that IN
ǫ
τ = I
Zǫ
τ . This shows that all
four spaces in the second diagram in (c) are equal. Therefore,
IN
p
τ = I
Zp
τ
∼= Hn−2(M(An−2(r)))G
p
r,n−2 ⊗H1(M(BR2)),
as claimed. 
4.7. Now consider the entries in Table 2 in the rows indexed by An(r).
If k = 0 and η = η0, then it was observed in 2.13 that
dimH0(M(Aη)
Nη = dimH0(M(AV )) = dimH
0(Cn) = 1.
This justifies the entries in the column indexed by k = 0 in Table 2.
If 1 ≤ k ≤ n− 2, η = ηk and τ = τk, then it follows from the lemma and induction that
dimHk(M(An(r))η)
Nη = dimHk(M(Ak(r)))
G1
r,k = 1
and
dimHk(M(An(r)τ))
Nτ = dimHk−1(M(Ak−1(r)))
G1
r,k−1 = 1.
This justifies the entries in the column indexed by 1 ≤ k ≤ n− 2 in Table 2.
If k = n− 1, η = ηn−1 and τ = τn−1, it follows from the lemma and induction that
dimHn−1(M(An(r))η)Nη = dimHn−1(M(An−1(r)))G
1
r,n−1 = 1
and
dimHn−1(M(An(r)τ))Nτ = dimHn−2(M(An−2(r)))G
p
r,n−2 =
{
2 if p and n are even,
1 if p or n is odd,
because
dimH1(M(A2(r)(2)))
N(2) =
{
2 if p is even,
1 if p is odd.
This justifies the entries in the columns indexed by k = n− 1 in Table 2.
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Finally, if k = n, then it follows from 3.4(a) and what has already been proved that
dimHn(M(An(r)))
G =
{
2 if p and n are even,
1 if p or n is odd.
This justifies the entries in the columns indexed by k = n in Table 2 and completes the proof
of Theorem 2.14(2) when A = An(r).
The proof of Theorem 2.14(2) when A = A 0n (r) is similar, but easier, and is omitted.
4.8. Proof of Theorem 2.14(3): the exceptional complex reflection groups. In this
subsection G is an exceptional complex reflection group, A = A (G), and T indexes L(A )/G
as described in 2.11. We compute dimHrkT (M(AT ))
NT for T ∈ T recursively, following the
same line of reasoning as for the group G32 in 3.12.
To begin, T0 ∪ T1 ⊆ TG and dimK
G
T = 1 for T ∈ T0 ∪ T1.
Next consider orbits indexed by reflection types T with 1 < rkT < rkG. Again, it turns
out that most of the time it follows from Lemma 3.6 that dimHrkT (M(AT ))
NT = 0. Table 4
contains the pairs (G, T ) where G is one of the groups under consideration and T is the
reflection type indexing an orbit of G in L(A (G)) to which Lemma 3.6 does not apply.
In all but four of these cases, the dimension of HrkT (M(AT ))
NT can be determined using
Lemma 3.7 or Lemma 3.8. The entries in the table should be interpreted as follows:
• The dots are included to improve readability.
• An entry of −1 indicates that HrkT (M(A (G)T ))
ZT is one-dimensional and that NT
acts by a non-trivial character as in Lemma 3.7, so dimHrkT (M(AT ))
NT = 0.
• The reflection type T = Ak1 denotes k copies of A1 for some k ≥ 2. Lemma 3.7 applies
in all cases.
• An entry of 1 indicates that Lemma 3.8 applies and NT acts on H
rkT (M(A (G)T ))
ZT
trivially. In all cases it turns out, by recursion, that dimHrkT (M(AT ))
NT = 1.
• An entry of 1b indicates that the corresponding parabolic subgroup is “bulky.” It
follows from [15] that for these two pairs, NT centralizes ZT and so, by recursion,
dimHrkT (M(AT ))
NT = dimHrkT (M(AT ))
ZT = dimHrkT (M(A (ZT )))
ZT = 1.
• The entry ref ! for the pair (G31, G
2
4,2) is a place holder. It is shown in 4.9 that NT acts
on H2(M(AT ))
NT as the symmetric group W3 acting on its reflection representation,
and so dimH2(M(AT ))
NT = 0.
• The entry 1! for the pair (G33, D4), is a place holder. It is shown in 4.10 that NT
acts trivially on H4(M(AT ))
NT , and so by recursion dimH4(M(AT ))
NT = 1.
Finally, dimHrkG(M(A ))G can be computed in each case from the rows in Table 4 using
the values of |A /G| given in the tables in [14, App. C] and 3.4(a). For example, for the group
G34 we have |A /G| = 1 and 1− 1+1−dimH
rkG(M(A ))G = 0, so dimHrkG(M(A ))G = 1.
4.9. The orbit with reflection type G24,2 in G31. In this subsection G = G31, T = G
2
4,2,
and we sketch the calculation that H2(M(A (G)T ))
NT = 0.
Referring to the diagram in [3, Tab. 3] for G31, take
ZT = 〈s, t, u〉
so ZT is a reflection group with reflection type G
2
4,2.
We need a description of H2(M(A (G)T )). To that end, set
s′ = tst = usu, t′ = sts = utu, and u′ = tut = sus.
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Table 4. Orbit reflection types not covered by Lemma 3.6
G T
Ak1 A1A˜1 A1C3 C
2
3 B2 G
1
3,2 G
2
4,2 B3 C3 G
2
4,3 H3 D4 G33 A1D4 D6 E7
H3 −1 . . . . . . . . . . . . . . .
G24 . . . . 1 . . . . . . . . . . .
G25 . . . −1 . . . . . . . . . . . .
G26 . . 1 . . 1 . . . . . . . . . .
G27 . . . . 1 . . . . . . . . . . .
F4 −1 1b . . 1b . . 1 1 . . . . . . .
G29 −1 . . . −1 . . 1 . . . . . . . .
H4 −1 . . . . . . . . . 1 . . . . .
G31 −1 . . . . . ref ! . . 1 . . . . . .
G32 . . . −1 . . . . . . . . . . . .
G33 −1 . . . . . . . . . . 1! . . . .
G34 −1 . . . . . . . . . . −1 1 . . .
E6 −1 . . . . . . . . . . −1 . . . .
E7 −1 . . . . . . . . . . −1 . −1 1 .
E8 −1 . . . . . . . . . . −1 . −1 −1 1
Then
A (G)T = {Hs = Fix(s), Ht = Fix(t), Hu = Fix(u), Hs′ = Fix(s
′), Ht′ = Fix(t′), Hu′Fix(u′)}
and {hshs′ , hsht, hsht′ , hshu, hshu′} is a basis of H
2(M(A (G)T )).
Define
z = stu, w1 = svtvsv and w2 = uwtwuw.
Proofs of the following assertions are straightforward and are omitted.
• The center of ZT is a cyclic group of order 4 generated by z, and {1, s, t, u} is a cross
section of 〈z〉 in ZT .
• The set {eZT · hths, eZT · hthu} is a basis of H
2(MA (G)T )
ZT .
• Conjugation by w1 maps s to tz
2, t to s, and fixes u. Hence w1 ·hs = ht, w1 ·ht = hs,
and w1 · hu = hu. Similarly, w2 · hu = ht, w2 · ht = hu, and w2 · hs = hs.
• The subgroup of NT/ZT generated by w1ZT and w2ZT is isomorphic to the symmetric
group S3 and acts on H
2(M(A (G)T ))
ZT as the reflection representation of S3.
It follows from the last assertion that H2(M(A (G)T ))
NT = 0, as claimed.
4.10. The orbit with reflection type D4 in G33. In this subsection G = G33, T = D4,
and we sketch an argument that shows that NT acts trivially on H
4(M(A (G)T ))
ZT .
Referring to the first BMR diagram in [3, Tab. 4] for G33, define
z1 = stwtst, z2 = wuvuwu, and g = swvz2z1.
Then conjugation by z1 interchanges s and w and fixes t, and conjugation by z2 interchanges
w and v and fixes u. Therefore, conjugation by g maps s to v, v to w, and w to s.
Now set r = tut. It is straightforward to check that the subgroup generated by s, w, v,
and r is a Coxeter group of type D4 with {s, w, v, r} as a Coxeter generating set. Take
ZT = 〈s, w, v, r〉.
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A short calculation using the relation utwutw = wutwut shows that grg−1 = r. Hence, g ∈
NT and conjugation by g acts on ZT as the triality automorphism of D4 with respect to the
Coxeter generating set {s, w, v, r}. It is straightforward to check that |〈g〉| = 6 = |NT : ZT |
and that 〈g〉 ∩ ZT is the trivial subgroup, so 〈g〉 is a complement to ZT in NT .
It follows from [6] and the isomorphism
H4(M(A (D4)))
D4 ∼= H4(M(A (G)T ))
ZT
that H4(M(A (G)T ))
ZT is one-dimensional with basis vector eZThshwhvhr. Then
geZT · hshwhvhr) = eZT g · hshwhvhr = eZT · hvhwhshr = eZThshwhvhr,
and it follows that NT acts trivially on H
4(M((A (G)T )))
ZT , as asserted.
This completes the proof of Theorem Theorem 2.14.
5. A basis of H∗(M(A ))G
5.1. We now turn to the question of constructing a basis of H∗(M(A ))G for each reflection
pair (A , G). We may assume that (A , G) is irreducible. The strategy is to find bases
of HcdT (M(AT ))
NT for T in TG and then use that multiplication by eG defines a vector
space isomorphism HcdT (M(AT ))
NT ∼= KGT as in 2.4(a). By Theorem 2.14, if T ∈ TG,
then HcdT (M(AT ))
NT is either one- or two-dimensional. In the former case, it is enough to
identify a non-zero element in HcdT (M(AT ))
NT .
The key technical result we use is the acyclic complex from [14, §3.1] that arises from
contracting (classes of) differential forms inH∗(M(A )) with the Euler vector field. Precisely,
there is a graded derivation with degree −1,
∂ : H∗(M(A ))→ H∗(M(A )) such that ∂(h1 · · ·hk) =
k∑
i=1
(−1)k−1h1 · · · ĥi · · ·hk.
If (A , G) is an arrangement-group pair, then G acts on H∗(M(A )) as graded algebra
automorphisms, so ∂ is G-equivariant. It is shown in [14, Lem. 3.13] that the complex
(H∗(M(A )), ∂) is acyclic. Therefore
(a) ∂ : HrkA (M(A ))→ HrkA−1(M(A ))
is injective and G-equivariant. Together with Brieskorn’s Lemma and Theorem 2.14, the
map ∂ in (a) can be used to construct bases of H∗(M(A ))G inductively (for the infinite
family) or recursively (for exceptional groups).
5.2. Suppose (A , G) is an arrangement-group pair.
For T = A0 define
coxAG,T = 1 ∈ H
0(M(AT )) = K
G
T .
For T ∈ T1, choose a hyperplane H in the orbit indexed by T and define
coxAG,T = h ∈ H
1(M(AT )).
Then eG · h ∈ K
G
T and eG · h 6= 0. Since eG = eGeNT , it follows that eNT · h ∈ H
1(M(AT ))
NT
and eG · h 6= 0.
Note that if {H1, . . . , Ha} is a set of orbit representatives for the action of G on A , then
{eG · h1, . . . , eG · ha} is a basis of H
1(M(A ))G.
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Proposition 5.3. Suppose that (A , G) is an arrangement-group pair with rkA = 2 and
that {H1, . . . , Ha} is a set of orbit representatives for the action of G on A . Then the set
{eG · h1h2, . . . , eG · h1ha} is a basis of H
2(M(A ))G. Consequently,
{1} ∐ {eG · h1, . . . , eG · ha} ∐ {eG · h1h2, . . . , eG · h1ha}
is a basis of H∗(M(A )G.
Proof. By 3.4(a), dimH2(M(A ))G = a − 1, so it suffices to show that {eG · h1h2, . . . , eG ·
h1ha} is linearly independent. Because ∂ : H
2(M(A )) → H1(M(A )) is injective and G-
equivariant, it is enough to show that the span of {∂(eG·h1h2), . . . , ∂(eG·h1ha)} has dimension
a−1. But ∂(eG ·h1hi) = eG ·hi−eG ·h1 for 2 ≤ i ≤ a and so the span of {∂(eG ·h1h2), . . . , ∂(eG ·
h1ha)} is equal to the span of {eG ·h1− eG ·h2, . . . , eG ·h1− eG ·ha}, which in turn is clearly,
(a− 1)-dimensional. 
5.4. Now consider an irreducible reflection pair (A , G).
First suppose that (A , G) does not have high degree invariants. If T ∈ TG = T0∪T1, then
dimKGT = 1, eNT · cox
A
G,T 6= 0 in H
rkT (M(AT ))
NT , and eG · cox
A
G,T 6= 0 in K
G
T .
Next suppose (A , G) has high degree invariants and that rkA = 2. Then G has two or
three orbits on A . If |A /G| = 2 and {H1, H2} is a set of orbit representatives, define
coxAG,G = h1h2.
If |A /G| = 3 and {H1, H2, H3} is a set of orbit representatives, define
EAG,G = {h1h2, h1h3}.
The next corollary follows from Proposition 5.3.
Corollary 5.5. Suppose (A , G) is an irreducible reflection pair with rkA = 2 and T ∈ TG.
(1) If dimKGT = 1, then eNT · cox
A
G,T 6= 0 in H
rkT (M(AT ))
NT , and eG · cox
A
G,T 6= 0 in K
G
T .
(2) If dimKGT = 2, then eNT ·E
A
G,T is a basis of H
rkT (M(AT ))
NT , and eG ·E
A
G,T is a basis
of KGT .
The main result in this section is the statement in Corollary 5.5, but without the assump-
tion that rkA = 2. In order for this to make sense, we need to define elements coxAG,T when
dimKGT = 1, and subsets E
A
G,T when dimK
G
T = 2.
5.6. In this subsection, (A , G) is an irreducible reflection pair with rkA > 2 that has high
degree invariants and T ∈ TG with rkT = k ≥ 2.
(1) Suppose first that A = An(r) and G = G
p
r,n. It follows from Theorem 2.14(2) that
either (1) T = Gpr,k or G
p
r,k−1A1 with k ≤ n − 1, or (2) T = G, and it follows from
Lemma 4.6 that if 2 ≤ k ≤ n− 1, then
Hk(M(AT ))
NT ∼=

Hk(M(Ak(r)))
G1
r,k if T = Gpr,k,
Hk−1(M(Ak−1(r)))
G1
r,k−1 ⊗H1(M(BR2)) if T = G
p
r,k−1A1,
Hn−2(M(An−2(r)))G
p
r,n−2 ⊗H1(M(BR2)) if T = G
p
r,n−2A1.
Moreover, dimKGT = 1, unless both p and n are even and T = G
p
r,n−2A1 or G.
Note that An(r) = A (G
1
r,n). With the notation in [3, 3.A] and [3, Tab. 1], the
generators s, t2, . . . , tn of G
1
r,n (denoted by G(d, 1, r) in [3]) define hyperplanes
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H1 = Fix(s), H2 = Fix(t2), . . . , Hn = Fix(tn) in A and generators h1, h2, . . . , hn of
H∗(M(A )).
If dimKGT = 1, define
coxAG,T =

h1h2h3 · · ·hk if T = G
p
r,k,
h1h2h3 · · ·hk−1hk+1 if T = G
p
r,k−1A1,
h1h2h3 · · ·hn if p or n is odd and T = G.
If dimKGT = 2, then p and n are even and T = G
p
r,n−2A1 or G. Set T
′ = Gpr,n−2A1.
Because p is even, Gpr,n acts on An(r) with three orbits. Choose orbit representatives
H1 = Fix(s), H2 = Fix(t2), and H
1
2 = Fix(st2s
−1).
(With the notation in 2.7, H2 = H1,2 and H
1
2 = H1,2(ω).) Define
coxAG,T ′ = h1h2h3 · · ·hn−2hn cox
A
G,G = h1h2h3 · · ·hn−1hn
coxA ,1G,T ′ = h1h
1
2h3 · · ·hn−2hn cox
A ,1
G,G = h1h
1
2h3 · · ·hn−1hn,
and
EAG,T = {cox
A
G,T , cox
A ,1
G,T} ⊆ H
rkT (M(AT ))
for T = T ′ or G.
(2) Now replace the arrangement An(r) in (1) by A = A
0
n (r) = A (G
r
r,n). Then p and
n are even, dimKGT = 1, and T = G
p
r,n−2A1 or G. It follows from Lemma 4.6 that if
T = Gpr,n−2A1, then
Hk(M(AT ))
NT ∼= Hn−2(M(A 0n−2(r)))
Gpr,n−2 ⊗H1(BR2).
Note that the hyperplanes H2, H
1
2 , H3, . . . , Hn lie in the subset A
0
n (r) of An(r).
Define
coxAG,T =
{
h2h
1
2h3 · · ·hn−2hn if T = G
p
r,n−2A1,
h2h
1
2h3 · · ·hn if T = G.
(3) Finally, suppose that A = A (G) and G is an exceptional group with rkG > 2. It
follows from the computations in Table 4 that
Hk(M(AT ))
NT ∼= Hk(M(A (ZT )))
ZT .
There is a BMR diagram for G, say D, such that a BMR diagram for T appears as an
admissible subdiagram of D (see [3, §1.B]). The nodes in this admissible subdiagram
index generators, say s1, . . . , sk, of a subgroup of G that we may take as ZT . In
turn, each generator si defines a hyperplane Hi = Fix(si) ∈ A , and a generator hi
of H∗(M(A )).
If T is well-generated, then T = Fix(ZT ) = H1 ∩ · · · ∩Hk. Define
coxAG,T = h1 · · ·hk ∈ H
k(M(AT )).
If T is not well-generated, then G = G31 and T = G
2
4,3 or G31. In this case, with the
notation in [3, Tab. 3], define
coxAG,T =
{
hvhthu ∈ H
3(M(AT )) if T = G
2
4,3,
hvhthuhw ∈ H
4(M(A )) if T = G.
We can now state the main result in this section.
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Theorem 5.7. Suppose (A , G) is an irreducible reflection pair and T ∈ TG.
(1) If dimKGT = 1, then eNT · cox
A
G,T 6= 0 in H
rkT (M(AT ))
NT , and eG · cox
A
G,T 6= 0 in K
G
T .
(2) If dimKGT = 2, then eNT ·E
A
G,T is a basis of H
rkT (M(AT ))
NT , and eG ·E
A
G,T is a basis
of KGT .
Using the theorem, one can write down a basis of H∗(M(A ))G for any reflection pair. The
next corollary contains as a special case a conjecture of Felder and Veselov [6] for Coxeter
groups.
Corollary 5.8. Suppose that (A , G) is an irreducible reflection pair such that G is a well-
generated complex reflection group. Then { coxAG,T | T ∈ TG } is a basis of H
∗(M(A ))G.
5.9. Proof of Theorem 5.7. As with Theorem 2.14, the proof of Theorem 5.7 is by induc-
tion on n for the infinite family of groups Gpr,n and by recursion for the exceptional groups.
To illustrate the method, we provide details for the reflection pair (A (G34), G34) and for
(A4(r), G
p
r,4) when p is even. The extension to other cases is straightforward and is omitted.
5.10. Suppose first that G = G34 and A = A (G). Using [14, Tab. C.15] and Table 4 we
see that TG = {A0, A1, G33, G}. To prove the theorem we need to show that eG · cox
A
G,T 6= 0
for T ∈ TG. It has been shown above that eG · cox
A
G,T 6= 0 for T ∈ {A0, A1}.
Using the second BMR diagram for G34 we have
coxAG,G = hshthuhvhw′hx.
Applying the map ∂ in 5.1(a) to eG · cox
A
G,G we get
(a) ∂(eG · hshthuhvhw′hx) = eG · hthuhvhw′hx − eG · hshuhvhw′hx
+ eG · hshthvhw′hx − eG · hshthuhw′hx + eG · hshthuhvhx − eG · hshthuhvhw′.
Consider the summand eG ·hthuhvhw′hx. Set X = Ht∩Hu∩Hv∩Hw′∩Hx. By Steinberg’s
Theorem, the pointwise stabilizer of X is ZX = 〈t, u, v, w
′, x〉, which has reflection type D5.
Thus, for T = D5 in T , we may take XT = X and ZT = ZX , so eZT · hthuhvhw′hx ∈
H5(M(AT ))
ZT . But as in 2.6, H5(M(AT )
ZT ∼= H5(M(CA(D5)))
D5, and by Theorem 2.14(2)
the reflection pair (A (D5), D5) = (A
0
5 (2), G
2
2,5) does not have high degree invariants, so
eZT · hthuhvhw′hx = 0, and hence eG · hthuhvhw′hx = 0.
Similar arguments show that all the summands in (a) are equal to zero except the last.
Arguing as in the preceding paragraph, with X = Hs∩Ht∩Hu∩Hv ∩Hw′, we have T = G33
and eZT · hshthuhvhw′ = eZT · cox
A
G,T ∈ H
5(M(AT ))
ZT . The computations in Table 4 show
that NT acts trivially on H
5(M(AT ))
ZT , so eNT · cox
A
G,T = eZT · cox
A
G,T , and by 2.6
H5(M(AT ))
NT = H5(M(AT ))
ZT ∼= H5(M(A (G33)))
G33 .
The image of eNT · cox
A
G,T in H
5(M(A (G33)))
G33 is cox
A (G33)
G33,G33
which is not equal to zero by
recursion, so eNT · cox
A
G,T 6= 0, and hence eG · cox
A
G,T 6= 0.
In summary, ∂(eG · cox
A
G,G) = −eG · cox
A
G,G33
6= 0. Since ∂ is injective, we conclude that
eG · cox
A
G,T 6= 0 for T ∈ {G33, G} as desired.
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5.11. Now take n = 4 and suppose that A = A4(r), G = G
p
r,4, p is even, and that the
conclusions of the theorem hold for n = 2 and n = 3. It follows from Theorem 2.14(2) that
TG = {A0, A1, G
p
r,1, G
p
r,1A1, G
p
r,2, G
p
r,2A1, G
p
r,3, G}
and that dimKGT = 1 unless T ∈ {G
p
r,2A1, G}. For the rest of this subsection, set T
′ = Gpr,2A1.
The elements coxAG,T and the sets E
A
G,T ′ and E
A
G,G are given in Table 5.
Table 5. TG and cox
A
G,T for (A4(r), G
p
r,4), p even, dimK
G
T = 1
deg k = 0 k = 1 k = 2 k = 3 k = 4
TG A0 A1 G
p
r,1 G
p
r,1A1 G
p
r,2 G
p
r,2A1 G
p
r,3 G
p
r,4
coxAG,T 1 h2 h1 h1h3 h1h2 . h1h2h3 .
EAG,T ′ { h1h2h4, h1h
1
2h4 }
EAG,G { h1h2h3h4, h1h
1
2h3h4 }
We need to show that eG · cox
A
G,T 6= 0 for T ∈ TG with dimK
G
T = 1 and that eG ·E
A
G,T is a
basis of KGT for T ∈ {T
′, G}. It has been shown above that eG · coxAG,T 6= 0 when rkT = 0, 1.
Suppose that T = Gpr,k and k = 2, 3. It was shown in Lemma 4.6(1) that
(a) Hk(M(AT )
NT ∼= Hk(M(Ak(r)))
G1
r,k
by an isomorphism that is induced by the projection C4 → C4/XT and that intertwines the
the NT -action on the left with the G
1
r,k-action on the right. By induction H
k(M(Ak(r)))
G1
r,k
is one-dimensional with basis {eG1
r,k
· h1 · · ·hk}. It is straightforward to check that by
construction the isomorphism in (a) maps h1 · · ·hk in H
k(M(AT ) maps to h1 · · ·hk in
Hk(M(Ak(r))). Therefore, eNT · h1 · · ·hk maps to eG1r,k · h1 · · ·hk in H
k(M(Ak(r)))
G1
r,k , and
hence eNT · h1 · · ·hk 6= 0. This shows that eG · cox
A
G,T 6= 0 for T ∈ {G
p
r,2, G
p
r,3}.
If T = Gpr,1A1, then a similar argument, using the isomorphism
H2(M(AT )
NT ∼= H1(M(A r1 ))
G1r,1 ⊗H1(M(BR2))
in Lemma 4.6(2), shows that eG · cox
A
G,T 6= 0.
Finally, consider the sets eG ·E
A
G,T ′ and eG ·E
A
G,G. Applying the map ∂ in 5.1(a) to eG ·E
A
G,G
and arguing as in 5.10 we have
∂(eG · cox
A
G,G) = ∂(eG · h1h2h3h4) = eG · h1h2h4 − eG · h1h2h3,
and
∂(eG · cox
A ,1
G,G) = ∂(eG · h1h
1
2h3h4) = eG · h1h
1
2h4 − eG · h1h
1
2h3.
By Lemma 4.6(3), NT ′ acts trivially on H
3(M(AT ′))
ZT ′ , and so by induction
{eZT ′ · h1h2h4, eZT ′ · h1h
1
2h4} = {eNT ′ · h1h2h4, eNT ′ · h1h
1
2h4}
is a basis of H3(M(AT ′))
NT ′ . Therefore, eG · E
A
G,T ′ is a basis of K
G
T ′ . Because
{eG · h1h2h4, eG · h1h
1
2h4} ⊆ K
G
T ′, {eG · h1h2h3, eG · h1h
1
2h3} ⊆ K
G
G ,
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and ∂ is injective, it follows that eG · E
A
G,G is a basis of K
G
T ′. This completes the proof of
Theorem 5.7 for the reflection pair (A4(r), G
p
r,4).
6. Application: Computing Lehrer’s relative equivariant Poincare´
polynomials
6.1. Lehrer [9] considers the more general relative situation in which G ⊆ G˜ ⊆ GL(V ) are
complex reflection groups such that G is irreducible and normal in G˜, and A = A (G) or
A (G˜). A fundamental result in [9] is the computation of the action of the character of the
representation of G˜ on H∗(M(A ))G. The bases of H∗(M(A ))G described in Theorem 5.7
can be used to give an alternate derivation of these characters. Here we focus on the case
when A = An(r), G = G
p
r,n, and G˜ = G
1
r,n and leave the other cases to the reader.
Consider the reflection pairs (A , G) = (An(r), G
p
r,n) and (A , G˜) = (An(r), G
1
r,n). Let T
index L(A )/G and let T˜ index L(A )/G˜. It follows from Theorem 2.14 (see Table 2) that
we may canonically identify TG and T˜G by replacing p by 1. For example, if λ = (1
n−k), then
T = Gpr,k ∈ T and T˜ = G
1
r,k ∈ T˜ .
If T ∈ TG corresponds to T˜ ∈ T˜ , we may assume that XT = XT˜ , and so H
∗(M(AT )) =
H∗(M(AT˜ )) and K
G˜
T˜
⊆ KGT . By Theorem 2.14 dimK
G˜
T˜
= dimKGT = 1 unless p and n are
even and T ∈ {Gpr,n−2A1, G}. Therefore, G˜ acts trivially on K
G
T unless p and n are even and
T ∈ {Gpr,n−2A1, G}.
Suppose p and n are even. Then r is even. Let σ be the character of G˜ with order two
that contains Wn in its kernel. By Theorem 5.7 eG · E
A
G,G is a basis of H
n(M(A ))G.
For a divisor q of r, set Gq = Gqr,n. Then H
∗(M(A ))G
2
⊆ H∗(M(A ))G, and since both
spaces are two-dimensional, they must be equal. Thus every element in H∗(M(A ))G is
G2-invariant. It follows from the definitions (see 3.9) that
s · (eG · cox
A
G,G) = seG · h1h2h3 · · ·hn = eG · h1h
1
2h3 · · ·hn = eG · cox
A ,1
G,G
and
s · (eG · cox
A ,1
G,G) = s
2eG · h1h2h3 · · ·hn = eG · cox
A
G,G,
where the last equality holds because s2 ∈ G2. Because the subgroup of G˜ generated by s
maps surjectively onto G˜/G, we see that {eG ·cox
AG,G ± eG ·cox
A ,1
G,G} is a basis of H
n(M(A ))G
such that
eG · cox
A
G,G+ eG · cox
A ,1
G,G ∈ H
n(M(A ))G˜(a)
and
eG · cox
AG,G − eG · cox
A ,1
G,G ∈ H
n(M(A ))σ.(b)
A similar argument applied to T = Gpr,n−2A1 shows that {eG · cox
A
G,T ± eG · cox
A ,1
G,T} is a basis
of Hn−1(M(A ))G such that the analogs of (a) and (b) hold.
This proves the next theorem, which is a refinement of a result due to Lehrer [9, Thm 6.1].
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Theorem 6.2. Suppose G = Gpr,n, G˜ = G
1
r,n, A = An(r), and T ∈ TG. Then the character
of the QG˜-module KGT is equal to{
1G + σ if p and n are even and T ∈ {G
p
r,n−2A1, G},
1G otherwise.
7. Semi-invariants and determinant-like characters
7.1. For our last result, we consider the situation when G is a complex reflection group,
A = A (G), and we extend the underlying scalar field for cohomology and representations
from Q to C.
A character χ of G is called a determinant-like character if, for every reflection s ∈ G,
χ(s) is a root of unity with order equal to the order of s. The determinant character
det : G → C∗ is of course a determinant-like character. If G is a Coxeter group, then det
is the sign character, and is the only determinant-like character of G. For non-Coxeter
reflection groups, det−1 is a determinant-like character that in general is not equal to det.
It follows from a result of Hanlon [7] (see [10]) that the sign character of Wn does not
occur in H∗(M(BRn)). More generally, using methods similar to those in [9], Lehrer [8,
Thm. 4.8] has shown that if G is a finite Weyl group, then the sign character of G does not
occur in H∗(M(A (G))). Our last theorem is an extension of Lehrer’s result to all complex
reflection groups.
Theorem 7.2. Suppose G ⊆ GL(V ) is a non-trivial, complex reflection group and χ is a
determinant-like character of G. Then χ does not occur in H∗(M(A (G))).
Proof. Set A = A (G). The proof is by induction on rkG. We have seen in 3.10 that if
rkG = 1, then G acts trivially on H∗(M(A )) and so the result holds. Suppose that rkG > 1
and that the result holds for complex reflection groups G′ with rkG′ < rkG.
By 2.4(b) H∗(M(A ))χ =
⊕
T∈T K
χ
T . Thus, it suffices to show that K
χ
T = 0 for T ∈ T .
We’ve seen that G acts trivially on KA0 = H
0(M(A )), and hence KχA0 = 0.
Suppose T ∈ T and 0 < cdT < rkG. It follows from 3.1 and Steinberg’s Theorem that
(a) HcdT (M(AT ))) ∼= H
rkZT (M(A (ZT ))).
Set χZ = χ|ZT and χN = χ|NT . Clearly, χZ is a determinant-like character of ZT , so by
induction HrkZT (M(A (ZT )))
χT = 0. Now KT ∼= Ind
G
NT
(
HcdT (M(AT ))
)
by 2.3(b), so by
Frobenius reciprocity dimKχT = dimH
cdT (M(AT ))
χN = dim eχN · H
cdT (M(AT )). But by
(a),
eχN ·H
cdT (M(AT )) = eχN eχZ ·H
cdT (M(AT ))) ∼= eχNeχZ ·H
rkZT (M(A (ZT ))) = 0
and thus KχT = 0.
Finally, it follows from 3.4(a) that KχG = 0. This completes the proof. 
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