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ABSTRACT
The move toward a “smarter” electric grid, along with increased renewable
penetration, has motivated the need for increased power system visibility.
This is due to the fact that these energy sources introduce transients that
previously were not as common or pronounced within the distribution sys-
tem. Increased distribution system observability can be realized with the
implementation of Phasor Measurement Units (PMUs), which measure the
AC voltage and current traveling throughout the grid. However, questions
related to both the economic investment and the actionable informational
gains are the biggest impediments to the installation of more PMUs within
the distribution system. A relatively low-cost alternative to many of the
commercially available PMUs is the Frequency Disturbance Recorder (FDR),
which measures voltage at the 120 V-outlet level. This research proposes us-
ing the voltage information obtained from FDRs to validate the benefits of
installing PMUs at the distribution level; the work has looked into what
system events, both transmission and distribution, can be seen at the distri-
bution level. The thesis begins by providing a background on the state of
the distribution system and the effects of new grid technologies. Afterward,
the FDR will be introduced, and an example of the information that can be
obtained from the data will be shown.
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CHAPTER 1
INTRODUCTION
1.1 Background
From a large-scale perspective, the power system is composed of three main
components:
• Generation: Locations which generate the power required by the end-
users, known as loads.
• Transmission: Moves the power from the place of generation to the
loads while minimizing transmission losses.
• Distribution: Distributes the power across the various loads (homes,
factories, businesses, etc.) through distribution lines.
The focus of this work will be on the distribution system; Fig. 1.1 shows a
primary distribution line also referred to as a feeder.
The power that was transported across the transmission lines is received
at the substation bus and dispersed to all the local loads through the feeder.
The recloser is a circuit breaker, or switch, that is used to disconnect the
feeder if there was a fault along it, automatically reclosing after a specific
amount of time. The sectionalizing fuse, as its name implies, isolates parts of
the system which may be faulted or could potentially propagate the effects
of a fault.
The lack of distribution system observability can be seen in how a distur-
bance along the feeder is handled. In many distribution systems, there are
currently no “smart” sensors along the feeder line, primarily due to economic
constraints, so the work crews have to travel along the feeder line to visually
determine the fault location [1]. Using the feeder diagram of Fig. 1.1 as an
example, a distribution feeder overload can cause one of the fuses to blow, so
the work crew themselves would have to discover which fuse was blown. Once
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found, the work crew isolates the faulted area from the rest of the system
until the fault is cleared. With additional sensors and information, not only
could the fault be located before the work crews arrive, but the isolation of
the appropriate parts of the system can be automated.
Figure 1.1: A distribution feeder line [2].
Along with issues in the current observability of the distribution system,
the introduction of newer technologies have resulted in the potential for pre-
viously insignificant or non-existing faults and disturbances to occur. The
new grid components and energy sources in question include:
• Distributed Energy Resources (DERs): Generate power from
many (but smaller) energy sources. Examples include wind, solar, and
electric vehicles connected to the grid.
2
• Microgrids: Small-scale power systems that generate, transmit, and
distribute energy for local use.
• Power Electronics: Focus on the control and conversion of electric
power. Used for DERs and microgrids when their power is added to
the grid to comply with the grid’s 60 Hz power requirement.
The proliferation of these new infrastructures and sources of energy through-
out the power grid have resulted in events and disturbances that did not occur
or appear as often within the distribution system. For example, the switching
and energy conversion of the power electronics introduce additional harmon-
ics that the feeder lines may not be equipped to deal with [3]. With Plug-In
Electric Vehicles (PEVs) now able to charge at home and at on-site locations
such as at some workplaces, if not properly regulated, these variable loads
have the potential to overload distribution system equipment. The inherent
variation in wind speed and sunlight results in voltage and power variations
along the feeder lines. However, unlike electric machines, there is significantly
reduced mechanical inertia, so these transients are faster. Examples include
stopping a wind turbine with large wind speeds to avoid mechanical stresses,
or a sudden loss in solar power caused by clouds/shading. DERs also have
the potential to inject additional power into the grid, so the consumer’s role
in the production and economics of the power grid is shifting. These changes
to the power system framework and dynamics motivate the need for more
research on the effects of these new components.
In order to begin research on the effects of these electrical systems on dis-
tribution system reliability and security, there needs to be an increase in the
observability of the system. Many distribution system analysis techniques
rely upon the fact that there have not been significant topoligical system
changes, as many distribution system have the radial configuration of Fig.
1.1, or use heuristics for their calculations [4]. The potential for Distribu-
tion System State Estimation (DSSE) is there, but more information about
the system state across distribution nodes is needed before the algorithmic
changes required can be determined.
One such device that can be used to give additional information on the
state of the distribution system is the PMU. Invented by Dr. Phadke and
Dr. Thorp at Virginia Polytechnic Institute in 1988, these synchrophasors
measure alternating current (AC) voltage and current waveforms at a rate
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of between 30 and 60 Hz [5]. The measurements across multiple PMUs are
synchronized using a digital clock signal that timestamps them for processing
at a central data collection center. Known as Phasor Data Collectors (PDCs),
these centers store the data collected from PMUs for various system analysis
and monitoring applications.
Utilities and other power grid entities are installing synchrophasors across
their power systems, forming what are known as Wide-Area Monitoring, Pro-
tection, Automation and Control (WAMPACs) systems. The goal of these
installations is to give greater vision of the power system for the purposes
of more efficient control and protection. However, there are economical con-
straints in the case of many of these installations as well as questions of
informational gains [6].
This thesis intends to shed light on some of these benefits by presenting the
information that can be obtained from distribution level data analysis using
Distributed Voltage Measurement Units (DVMUs). Unlike PMUs, which
measure both voltage and current, DVMUs only measure the voltage, and
at a level typically below that of the kV-order substation voltage. Many
algorithms currently rely on both voltage and current measurements, but
this thesis focuses specifically on the conclusions that can be made from
model-free voltage data analysis.
The University of Illinois at Urbana-Champaign (UIUC), through fund-
ing and support, has obtained several DVMUs for installation throughout
the Urbana-Champaign area. With these devices, we have created a pilot
testbed, allowing us to tie the voltage data to local system events. They
were installed in December 2012, so as of this writing we have approximately
16 months of DVMU data across eight devices. The data is currently be-
ing used to also gain more information about distribution system events and
distinguish them from transmission-level disturbances. As this research pro-
gresses, one of the goals is to increase the number of devices installed within
the UIUC area.
1.2 Thesis Overview
Before going into the analysis of the DVMU data, the Frequency Disturbance
Recorders (FDRs), the DVMUs used in this research, will be introduced in
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Chapter 2. The focus of Chapter 3 is on the processing of the FDR’s raw data,
as well as the data analysis techniques that will be used. The preprocessing
techniques and formulas condition the data and attempt to detect system
events and transients. The possible conclusions that can be reached are
discussed through the use of example voltage data analysis in Chapter 4.
These example cases cover voltage magnitude and frequency analysis, as well
as preliminary correlation analysis of multiple FDR devices.
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CHAPTER 2
FREQUENCY DISTURBANCE RECORDERS
2.1 Development
The DVMU being used for this research is the Frequency Disturbance Recorder
(FDR), developed in 2003 at Virginia Polytechnic Institute by Liu et al. [7].
They were created in order to develop a WAMPAC known as the Frequency
Monitoring Network (FNET), which has served utilities and regulators since
2004. FDRs are single-phase DVMUs that record voltage magnitude, fre-
quency, and phase angle at the 120 V outlet level. This residential-level in-
stallation makes them a rapidly deployable and low-cost alternative to other
commercially available DVMUs [8]. Figure 2.1 shows one of the FDRs in-
stalled in Urbana-Champaign; the pen is there for scaling.
Figure 2.1: A frequency disturbance recorder.
With this reduction in cost and ease of installation come some drawbacks
in FDR design. There is no Uninterruptible Power Supply (UPS), so in the
event of a blackout or loss of power the FDR is oﬄine as well. With no
internal memory buffer, a loss of internet or GPS sychronization will result
in a loss of data.
While these issues prevent the FDRs from being used for distribution sys-
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tem blackout analysis, there are still many events that can be analyzed. The
transmission-level applications of the FNET system which most closely align
with the work, present and future, being done at UIUC include:
• Post-disturbance data analysis
• Near real-time system analysis
• Fault type and location analysis [9]
• System model validation
• DER control and coordination
2.2 Architecture
As shown in Fig. 2.2, the FDR consists of:
• Transducer: steps down the voltage to a level safe for the analog-to-
digital (A/D) converter.
• Low Pass Filter: eliminates the high-frequency components, which are
typically electronic noise.
• A/D Converter: converts the filtered analog signal into a digital one.
• Microprocessor: generates the 1 peak-per-second (pps) signal needed
by the GPS receiver to timestamp the measurement.
• GPS Receiver: synchronizes the FDR measurements.
• Network Card: provides the FDR with the internet capability needed
to send the data to the data management center.
Table 2.1 outlines some of the FDR’s specifications, and Fig. 2.3 shows an
example hour of the voltage magnitude, frequency, and phase angle that is
collected by the FDRs.
7
Figure 2.2: Frequency disturbance recorder architecture.
Table 2.1: FDR Specifications
Hardware Accuracy ±0.0005 Hz
GPS Clock Signal 1 pps
Sampling Rate 1440 sps
Data Sampling 10 sps
2.3 Others Using Similar DVMUs
2.3.1 University of Tennessee-Knoxville (UTK)
The research team behind the develop of the FDR, Liu et al., is now based
in UTK; the locations of their FDRs are shown in Fig. 2.4a. While they
are using FDRs in their own power system research, the data they obtain is
used for transmission system analysis [8]. Transmission system events which
FNET has been able to detect include:
• generation trips
• load rejection
• low frequency oscillations [10]
• transmission line trips
• post-blackout analysis using nearby FDRs
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Figure 2.3: One hour of voltage magnitude, frequency, and phase data re-
spectively.
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Their research is for transmission system analysis, so the assumptions made
and data processing techniques used in their work cannot as readily be ap-
plied here. This is because a transmission level event can be seen across
multiple FDRs nearby the source of the disturbance, so much of their anal-
ysis, when taken to the large-scale system level, is neglecting distribution
system information.
2.3.2 University of Texas-Austin (UTAu)
Even though the work at UTAu does not use FDRs for the power system
analysis, they are referenced in this thesis because they are using voltage
data similarly obtained at the 120 V outlet level [11]. However, much like
the work being done at UTK, the devices are placed across a much larger
scale than the work being proposed at UIUC. Figure 2.4b shows the locations
of UTAu’s DVMU installations. One of their DVMU installations is near a
wind farm, so they are able to analyze the effects of DERs on the stability
of the voltage and power transmission within that area.
(a) (b)
Figure 2.4: DVMU locations for research at (a) UTK (b) UTAu.
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CHAPTER 3
DATA PROCESSING
Before running the data through any algorithms or transformations, it is
important to preprocess the data in order to improve the efficiency of the
data algorithms used. Common goals of data conditioning include electronic
noise reduction, outlier removal, and overall waveform smoothing. Signal
processing can also involve transforming the data in order to emphasize the
waveform characteristics that the data algorithms will analyze. This chapter
will highlight the preprocessing techniques applied to the raw FDR data and
the data mining algorithms used on the conditioned data.
3.1 Conditioning the Raw Data
3.1.1 De-Noising and Outlier Removal
Figure 3.1 shows an hour of voltage magnitude data. The spikes at 6:40 AM
and 6:50 AM, if they are noise, will affect the accuracy of algorithms used.
They could result in:
• false event detection
• significant errors in statistical calculations
• masking of true system trends
Other works related to the processing of PMU data have discussed mean
and median-based filtering as a raw data conditioning algorithm. However,
a median filter was chosen over a mean-based filter because it is better at
handling noise spikes [12]. Figure 3.2 shows the voltage magnitude waveform
of Fig. 3.1 after being passed through an 10th-order median filter. For a set
of data v = {v(i)}Ni=1, an nth order median filter, as designed in the MATLAB
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Figure 3.1: Raw FDR voltage data.
function medfilt1, is:
y(k) = med
[
v
(
k − (n− 1)
2
)
, v
(
k − (n− 1)
2
+ 1
)
, ..., v
(
k +
(n− 1)
2
)]
As shown in Fig. 3.2, the noise spikes which occurred around 6:45pm were
reduced in magnitude. To attempt to use a stronger median filter could
be removing distribution level information, so part of the future work will
involve examining other filters and preprocessing techniques.
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Figure 3.2: Applying a median filter to voltage magnitude data.
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3.1.2 Data Blanks
As previously mentioned, blanks within the data can occur due to the lack
of a UPS or internet/GPS interruption. Subsequently, there are times when
the FDR data has missing values. An important part of making robust
data mining algorithms is the ability for these functions to handle missing
data. There are multiple ways to deal with data blanks, dependent upon the
algorithms used and the data analysis goals [13]:
• neglect windows of analysis with too many blanks
• replace all values with a single constant
• replace all values with the corresponding mean
• in the case of a known waveform/event, use characteristics unique to
that data set
Due to concerns related to transforming the statistical characteristics of
the waveforms, preliminary work has ignored sets of data where more than
10% of the data within a given window of analysis is missing. Most of data
sets containing blanks did not have significant portions of blank data, so
neglecting the ones which did has not affected the accuracy of any results
obtained thus far. These results will be covered in Chapter 4.
3.2 Data Analysis Techniques
Once the data has been sufficiently conditioned, the following methods will
be used to examine the data for distribution system events and their corre-
sponding characteristics.
3.2.1 Standard Deviation, σ
The standard deviation is a measure of dispersion from the average, so the
evolution of the value over time can indicate the occurrence of a system
event. If there are rapid increases or decreases in voltage waveforms within
any window, than the standard deviation will reflect this.
The standard deviation will be calculated using the MATLAB function
nanstd, where the “nan” in the function name ensures that data blanks in
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set v are neglected [14]. The standard deviation formula used by MATLAB
is:
σ =
[
1
n− 1
n∑
i=1
(v(i)− µ(v))2
] 1
2
where µ(v) is the mean of data set v.
3.2.2 Fast Fourier Transform
The Fast Fourier Transform (FFT) is a computationally efficient way of calcu-
lating the Discrete Fourier Transform (DFT). The Continuous Fourier Trans-
form (CFT) takes a periodic signal and represents it as a sum of sinusoids
of varying magnitude and frequency. The DFT is the equivalent of the CFT
but, as its name implies, it is used for a finite set of discrete data samples.
The calculation of the DFT is useful for revealing the periodicity in input
data, which can be used to characterize and identify an oscillation event. If
there is a sudden shift in the behavior of the input data, this can be reflected
in the change in dominant periodic components. Emphasis will be on the
dominant magnitude(s) in the FFT results.
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Figure 3.3: FFT of the voltage data contains a significant DC component.
Figure 3.3 shows an example FFT of the FDR voltage magnitude data; the
MATLAB function fft was used for the FDR event detection [14]. There is a
large DC component which dominates and will interfere with the oscillation
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calculations. The DC signal will therefore have to be removed before any
FFT calculations, and for that detrending was used.
Generally, detrending a data set removes the trends or redundancy within
a data set so that the analysis can focus on fluctuation about that trend.
In this case, the DC spike is assumed to correspond to the mean, a linear
trend. As a result, the mean is the trend removed from the data; MATLAB’s
nanmean allows the mean to be calculated while simultaneously neglecting
the blanks within the window. The results of detrending using nanmean on
the voltage magnitude data of Fig. 3.3 is shown in Fig. 3.4.
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Figure 3.4: Detrending of the data removes the DC peak from the signal.
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CHAPTER 4
VOLTAGE DATA ANALYSIS
This chapter will cover the application of Chapter 3’s data processing tech-
niques on the FDR data. The goal of this analysis will be to see what kind
of unique waveforms can be detected and, using power system knowledge,
identify what is going on within the distribution system. So far, the analysis
has focused on the voltage magnitude and frequency data, but future work
will incorporate the relative phase angle as well.
A sliding window of data will analyzed; for each window, the data analysis
techniques introduced in Section 3.2 will be applied. In order to be sure that
the events are fully captured within a single window, the window size was
chosen to be 10 seconds, or 100 data points at a 10 Hz data sampling rate.
4.1 Voltage Magnitude
 6:00:00 AM  6:30:00 AM  7:00:00 AM
122.8
123
123.2
123.4
123.6
Vo
lta
ge
 (V
)
FDR Voltage Magnitude
Figure 4.1: The voltage magnitude data to be analyzed.
Preliminary voltage magnitude work has looked into rapid transients that
can be observed in the voltage waveforms, and for that the standard devi-
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ation was used as an “event detector”. The standard deviation and FFT
calculations will be applied to the voltage data of Fig. 4.1.
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Figure 4.2: Standard deviation of each 10-second window of voltage magni-
tude data.
Figure 4.2 shows the standard deviation for each 10-second window of FDR
data that was analyzed. Of note are the spikes which exceed the threshold
value of 2.5 × [average(σ)]; this value was chosen because it is a multiple of
the hour’s average standard deviation. Using a value of three times the stan-
dard deviation was proposed in [11] and other works, so a similar threshold
was specified for these results. As is indicated by the triangles in Fig. 4.2,
there are many such values, so plots of some of the corresponding voltage
magnitudes are shown in Fig. 4.3.
The voltage waveforms of Figs. 4.3a, 4.3c, and 4.3f appear similar in be-
havior, which implies that this is a unique event worth investigating further.
Analysis of the other FDRs during this same time period shows that this
event is unique to this one FDR. The event is believed to be a load tap
changer (LTC) adjusting the position of its tap. LTCs are transformers that
can adjust their turns ratios and, by extension, their input/output voltage.
They are used for voltage regulation, commonly in response to a change in
system load [2]. This is believed to be the event because (1) the change
in voltage is fairly instantaneous and (2) the voltage before and after the
transient remains relatively constant.
Figures 4.3b and 4.3e may also be the same event, but further analysis
of both their similarities and the response across nearby FDRs is needed.
In looking at the curvature of Fig. 4.3e, the event in this case can be an
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induction motor (load) being activated. These loads are fairly local, and
increases in inductive loads will reduce the local bus voltage [2]. The increase
in voltage may then be the local system approaching a new steady-state as
the generation responds to the change in load. Further analysis will be needed
to confirm this assumption, as well as identify the unknown events seen in
the rest of the figures.
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Figure 4.3: Example plots of the voltage magnitudes corresponding to some
of the standard deviation peaks of Fig. 4.2.
4.1.1 Oscillation Analysis
Along with the standard deviation calculations, the voltage magnitude win-
dows were also run through a FFT calculation, the results of which are shown
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below in Fig. 4.4.
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Figure 4.4: FFT magnitudes for each window of frequency data.
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Figure 4.5: Voltage of the window corresponding to the highest peak from
the FFT magnitude results.
Note that many of the peaks are around the same value, which is approx-
imately 0.6. Of interest are the peaks around window 20,000 which have
magnitudes of three times that value; the voltage magnitude for the highest
peak is shown in Fig. 4.5. There are indeed oscillations, but the cause of the
oscillations is still unclear: further analysis of the data and similar events are
needed to make a more certain conclusion.
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4.2 Voltage Frequency Analysis
Work is also being done on applying both standard deviation and FFT tech-
niques to the FDR frequency data. The effects of many local events were
more apparent within the magnitude data, primarily due to the nature of
electricity and the power system [2], so that was the focus of preliminary
work. Using the voltage frequency data of Fig. 4.6, the FFT results of Fig.
4.7 were obtained.
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Figure 4.6: The voltage frequency data to be analyzed.
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Figure 4.7: FFT magnitude each each window of frequency data.
As shown in Fig. 4.7, the differences between amplitudes are not as dis-
tinct as in the voltage magnitude’s FFT analysis, but there may be some
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characteristics related to the behavior of the frequency which can be used to
detrend or transform the data for more distinct event detection. Oscillations
do occur within the FDR frequency data, as below in Fig. 4.8, but the FFT
may not be enough to make the necessary distinctions.
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Figure 4.8: Voltage of the window corresponding to the highest FFT magni-
tude.
4.3 Correlation Analysis
Along with examining the results of one of the FDR’s voltage measurements
comes correlation analysis across multiple FDR devices. If an event is de-
tected across multiple FDRs, there may be a difference in magnitude or a
time-shift which can help identify the FDR which was closest to the distur-
bance’s location. The correlation results can also help differentiate between
transmission system events and distribution system events. If an event oc-
curs across multiple FDRs with a similar magnitude, chances are the event
is a transmission system event. Figure 4.9 shows the voltage of the FDRs
installed in Urbana-Champaign; an example of the preliminary correlation
analysis is shown in Fig. 4.10.
In analyzing Fig. 3.2’s windowed standard deviation results, the event of
Fig. 4.10a was detected across FDR4. This event, which corresponds to the
6:40 AM peak, was chosen for correlation analysis because it was initially
assumed to be a noise spike. The duration of the event, 2 seconds, is a
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Figure 4.9: Voltage magnitude across all of the FDR devices.
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Figure 4.10: (a) One of the events detected using the standard deviation and
(b) a corresponding plot of all of the FDR voltage magnitudes during that
event.
relatively long time for a noise spike, and so this brief jump in value can
also be a system event, possibly a LTC step-up and step-down. In order to
confirm these suspicions, or at least rule out the possibility of this being a
noise artifact, the response was plotted alongside the other FDR magnitudes.
Figure 4.10b shows the voltage of all the FDRs during the event in question;
as can be seen, no other FDRs have a similar waveform, although one FDR
shows a transient occurring around the same time.
The two transients that can be seen in Fig. 4.10b are both similar in de-
viation and occur around the same time; there is a significant chance that
these two events are correlated. These two voltages are isolated and placed
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within their own plot, shown in Fig. 4.11. Observing that the transient
of Fig. 4.10a occurs before the “tap” response of the dotted waveform, it
appears the two are related. The response between the two transients is on
the order of milliseconds, yet the other FDRs did not observe any such tran-
sients, so the cause of the voltage step-up and step-down can be assumed
to be a local distribution-level event. Without a system model or local dis-
turbance information, this hypothesis will require additional voltage analysis
and computations in order to reach a more certain conclusion.
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Figure 4.11: Voltage magnitude across the two correlated FDR devices.
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CHAPTER 5
FUTURE WORK
The results discussed in the previous chapter are used to motivate directions
for future work, which will be discussed in this chapter. The main goals of
future work are filtering efficiency, algorithm development, and incorporation
of all forms of FDR data in order to develop an over-arching data analysis
framework.
5.1 Preprocessing
The preprocessing techniques of Chapter 3 were chosen because of their ease
in implementation, but there is concern—especially in the case of the median
filter—that these algorithms may be too powerful. There are still questions
of whether there are formulas that are not compromising distribution level
information within the data. However, the immediate question related to
those concerns involve determining exactly which components of the FDR
data are transmission level phenomena, and which parts of the FDR data
are tied to distribution level events.
5.2 Correlation and Normalization
Data normalization involves scaling the numbers in a data set in order to
achieve some data analysis goals. The goals vary according to the application,
but include detrending the data in order to reduce the relative range/scale
of the set and/or systematic error reduction [15]. An example application
would be correlation analysis which uses euclidean norms as a measure of
similarity.
Standardization normalization is the normalization technique being used
in the initial FDR correlation analysis because the standard deviation and
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mean of the data set are already calculated. The normalized data set will
have a mean of 0 and a variance (σ2) of 1. For a one-dimensional data set v,
the transformation into the normalized values v˜ is done using the equation
v˜(i) =
v(i)− µ(v)
σ(v)
.
One of the downsides to using the standard deviation as a normalization
techniques, although it is ideal for distance measurements, is the fact that
the original data set is completely transformed [13]. For correlation anal-
ysis, however, the transformation will not become a problem because the
correlation itself can be a distance measurement.
5.3 Machine Learning
Future work will look at applying machine learning techniques to help classify
the unique events detected. Machine learning, in particular Pattern Recog-
nition, was chosen as the basis for future event identification because of the
following [16]:
• There is no need for power system models.
• Learning algorithms can develop independent of the system structure.
• Minor topological changes can be detected by the analysis.
• There is over a year of FDR data that can be used as training data in
future work.
Figure 5.1: Block diagram of the learning scheme.
One similar use of machine learning in power system dynamics is in [17],
where pattern recognition techniques are used to differentiate between ma-
chine model dynamic. Figure 5.1 outlines the flow of events in the machine
learning scheme being proposed.
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The immediate future work will focus on feature selection/extraction; as
previously mentioned, many of the events detected using the FFT and stan-
dard deviation have not been identified. There may be other parameters that
can help distinguish between system events, which can then be incorporated
in the training data once the event is identified.
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CHAPTER 6
CONCLUSIONS
This thesis has described the current trends in distribution system growth
and analysis in order to motivate the benefits of incorporating Distributed
Voltage Measurement Units (DVMUs) in this future distribution system anal-
ysis. The lack of system observability can be seen in both the way distribution
system faults are located and cleared, as well as our current response to the
disturbances caused by newer grid component. DVMUs, as part of a larger
monitoring network, could help solve some of these reliability concerns and
research questions. Current research using these devices needs to describe
the obtainable information and motivate the addition of more units within
the distribution system. The Frequency Disturbance Recorder (FDR) is a
relatively low-cost DVMU that can be used to validate system visibility gains
and encourage the economic investment required.
Also discussed was the conditioning of the FNET data and the analysis
techniques used for event detection and comparison. The standard deviation
was used to detect rapid transients, such as step changes, within the voltage
data, and the Fast Fourier Transform (FFT) was used to detect oscillations
within the power system. The change in the maximum FFT amplitude has
been shown to be a strong indicator of system oscillations within the voltage
magnitude data; future work will look into the best measures of system events
with the voltage frequency and phase data.
In terms of identifying system events, initial analysis of FDR data has
shown that there are distribution system transients that can be detected
using these devices, but more work needs to be done in identifying them.
Some transients occur fairly often within the span of one hour/day, and this
frequency, as well as the time at which it occurs, can be used to determine
what system event the waveform is illustrating. Along with the data analy-
sis parameters presented in Section 3.2, there may be other features of the
voltage data that can be used to characterize each event, but further work
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needs to be done in identifying these parameters.
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