The Little-Parks effect is a flux-dependent modulation of the superconducting transition temperature resulting from fluxoid quantization through holes in a multiply connected superconductor. In hollow superconducting cylinders with diameter smaller than the coherence length, flux-induced supercurrents can give rise to the destructive Little-Parks effect, characterized by repeated reentrant quantum phase transitions between superconducting and metallic phases. Here, we use axial and transverse magnetic fields to control the crossover between conventional and destructive Little-Parks regimes in nanowires with an epitaxial Al shell fully surrounding InAs core. The observed dependences on flux, transverse field, temperature, and current bias are in excellent agreement with theory. Near the crossover between the conventional and destructive regimes, an anomalous metal phase is found. The anomalous metallic phase is characterized by a field-controllable, temperatureindependent resistivity between adjacent superconducting lobes.
The Little-Parks effect is a flux-dependent modulation of the superconducting transition temperature resulting from fluxoid quantization through holes in a multiply connected superconductor. In hollow superconducting cylinders with diameter smaller than the coherence length, flux-induced supercurrents can give rise to the destructive Little-Parks effect, characterized by repeated reentrant quantum phase transitions between superconducting and metallic phases. Here, we use axial and transverse magnetic fields to control the crossover between conventional and destructive Little-Parks regimes in nanowires with an epitaxial Al shell fully surrounding InAs core. The observed dependences on flux, transverse field, temperature, and current bias are in excellent agreement with theory. Near the crossover between the conventional and destructive regimes, an anomalous metal phase is found. The anomalous metallic phase is characterized by a field-controllable, temperatureindependent resistivity between adjacent superconducting lobes.
Quantum phase transitions (QPT) [1, 2] in conventional superconductors serve as prototypes for related effects in more complex, strongly-correlated systems [3] , including heavy-fermion materials [4] and high-temperature superconductors [5] .
While lowtemperature superconductors are well understood in bulk, new phenomena can arise in mesoscopic samples and reduced dimensionality [6, 7] . For instance, in two-dimensional films, electrons theoretically condense into either a superconductor or insulator in the lowtemperature limit [8] . Yet, in many instances, an anomalous metallic state with finite temperature-independent resistance is found at low temperatures [9] . In onedimensional wires, incoherent phase slips can destroy superconductivity [10] or give rise to an anomalous metallic state [11] , while coherent quantum phase slips can lead to superposition of quantum states enclosing different numbers of flux quanta [12] , potentially useful as a qubit [13] .
Multiply connected superconductors provide an even richer platform for investigating phase transitions. Fluxoid quantization in units of Φ 0 = h/2e [14, 15] , reveals not only electron pairing but a complex macroscopic order parameter, ∆e iϕ [6, 16] . The same physical mechanism underlies the Little-Parks effect, a periodic modulation of the transition temperature, T C , of a superconducting cylinder with magnetic flux period Φ 0 [17] . For hollow superconducting cylinders with diameter, d, smaller than the coherence length, the modulation amplitude can exceed zero-field transition temperature, T C0 , leading to a reentrant destruction of superconductivity near odd half-integer multiples of Φ 0 [18] [19] [20] .
Early experimental investigation of the destructive Little-Parks effect reported reentrant superconductivity interrupted by an anomalous-resistance phase around applied flux Φ 0 /2 [21] . Subsequent experiments showed a low-temperature phase with normal-state resistance, R N , around Φ 0 /2, but did not display fully recovered superconductivity at higher flux [22] . Several theoretical mod-els were proposed to interpret these different scenarios [23] [24] [25] , but no consensus emerged.
Here, we report a study of the Little-Parks effect in InAs nanowires with a thin epitaxial cylindrical Al shell, demonstrating the relation between destructive superconductivity and various experimentally controllable parameters. Excellent agreement with Ginzburg-Landau mean field theory is found as a function of flux, temperature, and current bias, using independently measured material and device parameters. We then investigate a field-tunable crossover from non-destructive to destructive regime. At the boundary, an anomalous metal phase is identified, characterized by a temperature-independent resistance that can be tuned over a broad range using perpendicular magnetic field, B ⊥ . We interpret these results in terms of tunneling between two adjacent fluxoid states with different phase winding numbers giving rise to an anomalous metallic phase. However, as noted previously [24] , the appearance of a field-tunable temperatureindependent resistance does not emerge naturally from simple generic models. The devices we investigated were made using InAs nanowire grown by the vapor-liquid-solid (VLS) method using molecular beam epitaxy (MBE). Following wire growth, an epitaxial Al layer was grown within the MBE chamber while rotating the sample stage, resulting in a full cylindrical Al shell coating the wire [26] , as shown in Fig. 1(a) . Subsequent fabrication used standard electronbeam lithography, deposition, etching, and liftoff, as described elsewhere [27] . Devices were operated in two configurations [ Fig. 1 (b)]: In the first configuration, four Au contacts were made to the Al shell allowing four-wire resistance measurements; In the second, an additional tunneling contact to the InAs core at the end of the wire was used as a tunnel probe, giving local density of states, as discussed in Ref. [27] . We investigated wires from three growth batches, denoted A, B, and C, with different core diameters, d C , and shell thicknesses, t S (see Supplementary Methods). Transport measurements were carried out in a dilution refrigerator with a three-axis vector magnet and base temperature of 20 mK.
Carrier density in the InAs core is predominantly at the Al interface due to band bending [28, 29] . Moreover, the density of carriers in Al is orders of magnitude higher than in InAs. We may therefore consider current to be carried by a hollow cylinder which is threaded by flux in an axial applied magnetic field. Induced circumferential supercurrents from the applied flux lead to Cooper pair breaking, characterized by the parameter α, which controls the transition temperature T C (α), as described by Abrikosov-Gorkov expression,
where Ψ is the digamma function [30] . Following Refs. [20, 22, 23] , the pair-breaking parameter for a hollow cylinder with wall thickness t S in a parallel magnetic field B is given by
where ξ S is the zero-field superconducting coherence length, A F is the area of the cylinder cross section, the integer n is the fluxoid quantum number, Φ is the applied flux, and d F is the diameter of the cylinder [ Fig. 1(a) ]. Taking the dirty-limit expression for ξ S = π v F l e /24k B T C0 with the Fermi velocity v F and mean free path l e , we note that all parameters can either be measured directly from the micrograph of the device or from independent transport measurements (see Supplementary Methods).
Differential shell resistances, R S = dV S /dI S , for wires A and B are shown in Fig. 2 as a function of B and temperature, T . Wires A and B have similar core diameters, d C ∼ 135 nm, but different shell thicknesses. For wire A, with t S = 7 nm, T C is finite throughout the measured range, and varies periodically with applied axial flux with amplitude ∼ 0.4 K with no clear envelope reduction up to B = 0.4 T. Normal-state resistance of the wire yields a coherence length ξ S = 70 nm, smaller than d C (see Supplementary Methods) . In contrast, wire B, with t S = 25 nm, has ξ S = 180 nm > d C , and shows destructive regimes around ±Φ 0 /2 and ±3Φ 0 /2. Resistances in these destructive regimes remain equal to the normal state resistance, R S = R N , to the lowest measured temperatures.
The absence (presence) of the destructive regime in wire A (B) is consistent with the criterion of the superconducting coherence length being smaller (larger) than the wire diameter [18] . To be more quantitative, we plot in Fig. 2 theoretical curves marking the superconductormetal transition based on Eqs. 1 and 2 with independently measured wire parameters, using either the measured zero-field critical temperature, T C0 or, equivalently, the spectroscopically measured zero-field superconducting gap, ∆ 0 , (see Supplementary Fig. S1 ), which was consistent with the BCS relation ∆ 0 = 1.76 k B T C0 [6] . Figure 2 demonstrates the remarkably good agreement found between experiment and theory. The observed increase of T C with decreasing t S is consistent with enhanced energy gaps for thin Al films [31] .
Similar to the effects of flux-induced circumferential supercurrent, a dc current, I S , applied along the wire can also drive the shell normal. The field-dependent critical current I C (α) can be related to the corresponding critical temperature, T C (α),
where I C0 is the zero-field critical current [32] . Base-temperature I S -B phase diagrams for wires A and B are shown in Fig. 3 . The data are taken sweeping from negative to positive bias, so show re-trapping currents for I S < 0 and switching current for I S > 0, both of which are proportional to the critical current, I C [6] . Similar to the transition temperature, I C was observed to be Φ 0 -periodic in flux for both wires as expected from Eq. 3. For wire A, a bigger range of B [ Fig. 3(a) ] shows that the thin shell remains non-destructive up to ∼ 2 T, corresponding to ∼ 13Φ 0 , then enters the destructive regime twice around 14Φ 0 and finally turns fully normal around B ,C = 2.3 T. Figure 3 shows theoretical curves based on Eqs. 1-3 superimposed on experimental data for both wire types. The zero-field switching and re-trapping currents were taken as input parameters, with other parameters measured independently. Again, excellent agreement be- tween experiment and theory for both thin (wire A) and thick (wire B) shells was found.
We next consider the effects of an applied transverse magnetic field, B ⊥ , which can be used to control a crossover between conventional and destructive Little-Parks regimes. We investigate the combined effects of B and B ⊥ in wire C, with d C = 240 nm and t S = 40 nm. The larger diameter reduces the field value B = Φ 0 /A F and the thicker shell ensures a long ξ S , such that initially the wire is nearly destructive. The transition of the wire C from being non-destructive at B ⊥ = 0 to destructive at B ⊥ = 13 mT is depicted by I S -B phase diagrams in Fig. 4 (a)-(c). Theoretically, the effect of B ⊥ on the superconducting transition can be accounted for by introducing an additional pair-breaking term [3] ,
where Φ ⊥ = B ⊥ A F . Figure 4 shows the theoretical transitions based on Eqs. 1-4 using α = α + α ⊥ [33] superimposed on experimental data. Near the conventional-destructive crossover [ Fig. 4(b) ], a resistive state with R S smaller than R N was observed around ±Φ 0 /2 and I S = 0. Figure 5 examines this resistive state close to the crossover, around B ⊥ ∼ 12 mT, along with superimposed theory curves based on Eqs. 1-4. Note that unlike the situation far from the crossover [ Fig. 5(a) ], where theory and experiment agree well, in the vicinity of the crossover [ Fig. 5(b,c) ] mean-field theory predicted T C deviates from the temperatures where the shell displays R N .
Temperature dependence of R S around −Φ 0 /2 for several values B ⊥ near the conventional-destructive crossover are shown in Fig. 5(d) . Throughout this regime, R S was found to saturate to a temperature independent value, which can be tuned over two orders of magnitude with small changes in B ⊥ . In contrast, a R S -T trace taken close to the second destructive regime, not near a crossover (B ⊥ = 12 mT and B = 52 mT) remains temperature dependence down to the base temperature (Supplementary Fig. S2 ). Qualitatively similar anomalous R S saturation was also observed for different B values at a fixed B ⊥ , see Supplementary Fig. S3 . At base temperature the evolution of R S as a function of B ⊥ shows a steplike increase, that is mostly pronounced around ±Φ 0 /2, see Fig. 5 
(e).
A possible explanation for the saturation of R S in terms of disorder-induced variations of ∆, separating the shell into normal and superconducting segments [23] was tested by examining saturation effects in three segments of the same wire ( Supplementary Fig. S4 ). It was found that all segments behaved the same, arguing against longrange variation in ∆ on the scale of the separation of contacts. We also note that the anomalous resistance develops predominantly above the theoretical T C , where the sample is expected to be in the normal state (Supplementary Fig. S5 ).
The step-like increase of R S with B ⊥ shown in Fig. 5 (e) is reminiscent of phase slips, similar to the ones observed in Refs. [10, 33] , except here they are activated by the perpendicular field rather than temperature. This suggests a picture in which anomalous saturating resistance results from quantum fluctuations not captured by the mean-field theory. In general, the probability of a transverse phase slip across a weak link is proportional to exp (−R Q /R N ), with the resistance quantum R Q , and therefore is exponentially small for wire C [34] . However, near one half flux quantum, states with consecutive phase windings around the shell are degenerate, allowing quantum fluctuations to play a role.
Finally, it might be worth noting that for wire C λ 2 d F t S /2 within the error, where λ is the effective penetration depth. In this limit, QPT is expected to be of the first order, allowing a metastable states [16, 23] . How this would affect expectations is not known.
In summary, the measured superconducting-normal phase diagrams for small epitaxial Al cylinders grown on an InAs nanowire. Results for both conventional and destructive Little-Parks regimes are in good agreement with Ginzburg-Landau mean-field theory. A moderate perpendicular magnetic field can tune a non-destructive sample into an anomalous state with a saturating halfflux quantum resistance, resembling a quantum fluctuations induced tunneling of the system between two adjacent ground states characterized by different phase windings.
We 
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METHODS
Nanowire growth
The wires studied in this work were grown using molecular beam epitaxy on InAs(111)B substrate at 420 • C, via standard Au-catalized vaporliquid-solid method. First, InAs wires were grown along the [0001] direction with wurtzite crystal structure. Subsequently to the semiconductor growth, a full Al shell was grown at −30 • C on all six facets by rotating the growth substrate with respect to the metal source, resulting in an epitaxial interface between the Al and InAs [26] . The core diameter was tuned by changing the Au seed particle size. The shell thickness was controlled by the Al growth time.
Device fabrication For the device fabrication individual wires were transferred onto a degenerately ndoped Si substrate capped with a 200 nm thermal oxide using a micro-manipulator station. Standard electron beam lithography techniques were used to pattern etching windows and contacts. A thin layer of AR 300-80 (new) adhesion promoter and double layer of EL6 copolymer resists was used to define the etching windows. The Al was then selectively wet-etch for ∼ 60 s in MF-321 photoresist developer. To contact the Al shell, a stack of A4 and A6 PMMA resist was used. The Al oxide from under the contacts was removed by Ar-ion milling (RF ion source, 25 W, 18 mTorr, 9 min) followed by normal Ti/Al (5/210 nm for wires A and B, and 5/350 nm for wire C) ohmic contact metallization. To contact the InAs core a single layer of A6 PMMA resist was used. A gentler Ar-ion milling (RF ion source, 15 W, 18 mTorr, 6.5 min) was used to remove the native oxide layer off the InAs core, followed by deposition of the normal Ti/Al (5/180 nm for wires A and B, and 5/350 nm for wire C) ohmic contacts.
Wire parameters The main wire parameters, including the ones use to compute the theory curves in the main text, are summarized in Tables S1, S2 and S3. The full-wire diameter, d F , and the core diameter, d C , [Fig. 1(a) ] as well as the distance between the voltage probes, L, for each wire were measured from individual micrographs. For all the wires the Al oxide was assumed to be t Ox = 2 nm. Using simple trigonometrical considerations one can deduce the full cross-sectional area A F = 3 √ 3(d F − 2t Ox )/8, the shell thickness t S = √ 3 (d F − d C ) /4 − t Ox and the mean wire diameter d M = (d F − 2t Ox + d C )/2. The normal state resistance R N and the zero-field transition temperature T C0 were measured while cooling down the sample. Zero-field switching I S0 and re-trapping I R0 currents were measured at the base temperature. The period of the Little-Park oscillations in magnetic field can be calculated
The shell resistivity is given by ρ = R N (A F − A C )/L, where A C = 3 √ 3d 2 C /2 is the core cross-sectional area. The Drude mean free path for electrons in the shell is determined using l e = m e v F /e 2 nρ, with electron mass m e , electron Fermi velocity in Al v F = 2.03 × 10 6 m/s [35] , electron charge e and charge carrier density n = k 3 F /3π 2 , where k F is the Fermi wave vector. The dirtylimit superconducting coherence length is given by [6] ξ S = π v F l e /24k B T C0 , where is the reduced Planck constant and k B is the Boltzmann constant. For a dirty superconductor, the Ginzburg-Landau penetration depth is [6] λ(T ) = λ L (T ) ξ 0 /1.33l e , with the London penetration depth λ L (T ) = λ L (0)/ 2(1 − T /T C0 ), and the coherence length is ξ S (T ) = 0.855 ξ 0 l e /(1 − T /T C0 ). This gives λ = λ L ξ S /1.39l e , with the zero-temperature London penetration depth λ L = 16 nm [35] . 
SUPPLEMENTARY TEXT
Density of states Each of the measured wire is equipped with a tunneling probe at its end, see the main-text Fig. 1(b) . Applying voltage to the back-gate, V BG , creates a tunnel barrier in the bare-semiconducting (InAs) segment, seperating the normal-metal (Ti/Au) contact and the wire (Al/InAs). In the tunneling regime, the change in the current through the junction with the applied voltage bias corresponds to the local density of states. Differential tunnelling conductance, dI/dV , measured for all three wires as a function of source-drain voltage, V , is shown in Fig. S1 . For wire A, with the thinnest shell, the measured superconducting gap is ∆ 0 = 220 µeV, whereas both wires B and C show a gap of around ∆ 0 = 180 µeV. All three gaps agree (within the experimental error) with the BCS theory predicted value ∆ 0 = 1.764k B T C0 . Wires A and B display additional peaks in density of states at the energies below the main superconducting gap. We identify these with the proximity induced gaps inside the semiconducting cores. Non-saturating resistance The observed lowtemperature saturation of the half-flux quantum R S might rise a question whether it is not an artifact of a deficient cooling. In other words, if the electron temperature upon cooling would saturate at some elivated temperature, so would the shell resistance. To rule out such an explanation we record two R S -T traces for wire C at B ⊥ = 12 mT, see Fig. S2 : One at B = 21 mT, close to Φ 0 /2 applied flux quantum, displaying the anomalous R S saturation; Another at B = 52 mT, before the destructive regime around 3Φ 0 /2, with a T -dependent R S down to the base temperature. Furthermore, the data in the main-text Fig. 5(d) shows that the R S starts to saturate at different temperatures for different B ⊥ . Finally, it is unlikely for a poor electron cooling to cause the observed broadening of the anomalous phase in flux, see the main-text Fig. 5(b) and (c), as well as Fig. S2(a) . Flux-dependent resistance saturation The data shown in the main-text Fig. 5 demonstrate that at a fixed B = −19 mT (around −Φ 0 /2 of the applied flux) R S at low T saturates to a B ⊥ -dependent value. We observe a qualitatively similar B -dependent anomalous saturation of R S at a fixed B ⊥ = 12 mT, see Fig. S3 .
Outer segments To demonstrate that the anomalous resistance saturation shown in the main-text Fig. 5(d) is not due to a local disorder in the middle-wire segment, we investigate the outer two wire segments using three-terminal setup, see Fig. S4(a) . Differential shell resistances R 12 = dV 12 /dI S and R 34 = dV 34 /dI S with the subtracted corresponding contact resistances measured as a function of T at B = −19 mT and different B ⊥ values are shown in Fig. S4(b) and (c). The contacts resistances R 0 12 and R 0 34 were measured around the base temperature at B ⊥ = 0 and B = −19 mT. The observed B ⊥ -dependent, low-temperature anomalous shell resistances are qualitatively similar to the R S of the middle segment. The small quantitative discrepancies between the segments might arise due to the uncertainty in the applied B ⊥ or a small wire tapering.
Anomalous phase vs. mean-field theory Figure  S5 shows the same data as in the main-text Fig. 5 (a)-(c), but plotted in a logarithmic color scale to highlight the low-resistance features. It appears that the anomalous resistance phase at low T develops predominantly above the mean-field theory predicted T C , close to the ±Φ 0 /2 of the applied flux. At elevated T , the wire shows finite, but reduced R S around 0 and ±Φ 0 of the applied flux, presumably arising due to thermal fluctuations.
