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Résumé— Nous présentons une méthode novatrice de dif-
férenciation numérique multivariable, c’est-à-dire d’estima-
tion des dérivées partielles de signaux multidimensionnels
bruités. Partant d’une modélisation locale du signal par un
développement de Taylor, nous exprimons la dérivée par-
tielle désirée en fonction d’intégrales itérées du signal bruité.
Ces intégrales itérées produisent un filtrage du bruit. Les
techniques de calcul présentées permettent alors d’élabo-
rer une famille d’estimateurs pour chaque dérivée partielle.
Nous dégagerons une propriété structurelle de ces estima-
teurs, en terme de relation de récurrence sur les éléments
d’une même famille. Cette propriété sera utilisée dans un
deuxième article pour étudier les performances des estima-
teurs.
Mots-clés—Différenciation numérique multivariable, estima-
tion.
I. INTRODUCTION
L’estimation des dérivées partielles successives de si-
gnaux multidimensionnels est un problème récurrent dans
les domaines de l’ingénieurie et des mathématiques appli-
quées. Citons à titre d’exemple les domaines de l’automa-
tique, du traitement du signal et des images. Le problème
est difficile et est encore ouvert dans un environnement
bruité.
Lorsque le niveau de bruit est faible, l’approche la plus
courante est sans aucun doute celle des différences finies qui
présente l’avantage d’être peu coûteuse en temps de calcul
et simple à implémenter. On la retrouve ainsi dans de nom-
breux problèmes notamment en traitement d’images par les
méthodes variationnelles, pour l’estimation du mouvement
([17], [26], [5]), la restauration d’images et le débruitage
([27], [1]), la segmentation ([24], [4]), etc.
On peut aussi citer d’autres approches plus spécifiques
à un champs disciplinaire donnée. En automatique, par
exemple, on peut mentionner les méthodes à base de mo-
dèles d’observateurs [3] ou encore les méthodes de dériva-
tion par modes glissants [20].
Cependant, dans la plupart des applications pratiques, le
bruit n’est pas négligeable. Alors, il faut des approches plus
robustes, comme par exemple celle des moindres carrées
régularisées (voir [6], [18]).
Cet article est une contribution à l’estimation des déri-
vées partielles successives des signaux multidimensionnels.
Étant donné un signal bruité, afin de calculer sa n-ième
dérivée partielle, un modèle local donné par un dévelop-
pement de Taylor multidimensionnel tronqué à l’ordre N
(N > n, N et n sont des multi-indices) est considéré. Par
application d’une transformation de Laplace multivariable,
le modèle (local) donné par le développement de Taylor
(domaine spatial) est réécrit dans le domaine opération-
nel. Des dérivations opérationnelles adéquates suivies de
manipulations algébriques relevant du calcul opérationnel
classique de Mikusin`ski [23] permettent d’isoler la dérivée
partielle désirée. Une fois revenu au domaine spatial, cet
estimée opérationnelle s’exprime en fonction d’intégrales
itérées du signal de mesure, bruité.
Cet article constitue une extension aux signaux multidi-
mensionnels de [22] (voir aussi [25] qui contient quelques
exemples introductifs). Une contribution intéressante à la
différenciation numérique multivariable peut être trouvée
dans [19]. Le contenu de ces articles est inspiré des tech-
niques initiées par M. Fliess et al. en 2003 [15] en automa-
tique. Ces techniques, qui sont de nature algébrique, sont
prometteuses en traitement du signal [11], [12], [13], [21],
[22], [25], en commande [7], [8], [16] en détection de défauts
[14], et en finance [9], [10].
Un exemple
Considérons une fonction dépendant de deux variables
I(x) = I(x1, x2). Son développement de Taylor tronqué à
l’ordre N = (1, 1) autour de (0, 0) est donné par :




(0, 0) et Ix2 =
∂I
∂x2
(0, 0). Dans le domaine
opérationnel nous obtenons (les notations utilisées seront













Afin de calculer Ix1 , commençons par multiplier (1) par
s1s2 et puis dérivons une fois par rapport à s1. Le membre




. Appliquons les mêmes
opérations au membre de gauche de (1). Il vient :







Notons que la multiplication par s1 (ou s2) correspond
à une dérivation par rapport à x1 (ou x2) dans le domaine
spatial, ce qui n’est pas désirable en présence de bruit. Pour






transformée de Laplace inverse pour revenir au domaine














Un changement de variable approprié permet de norma-
liser l’intégrale sur l’intervalle [0, 1]×[0, 1] et la forme finale








(1− 2x1)I(X1x1, X2x2)dx1dx2 (3)
Des estimateurs de dérivés similaires à (3) seront appe-
lés dans cet article : estimateurs algébriques de dérivées
partielles. L’article sera organisé comme suit : dans la sec-
tion 2, nous rappelons la notation par multi-indices et la
transformée de Laplace multidimensionnelle. La section 3
est consacrée à la synthèse des estimateurs et la section
4 contient une propriété structurelle des estimateurs déve-
loppés dans 3.
II. Préliminaires
Cette section rappelle quelques outils qui seront utilisés
par la suite.
A. Notation par multi-indices
Soit α = (α1, · · · , αr) un r-uplet d’entiers non négatifs
αm, on dit que α est un multi-indice. Pour α, β ∈ Nr des
multi-indices, on définit :
1. Sommation terme à terme : α±β = (α1±β1, · · · , αr±βr)
2. Relation d’ordre partiel : α ≤ β ⇔ αi ≤ βi,∀i ∈
{1, · · · , r}
3. Le degré total d’une puissance xα est donné par |α| =
α1 + · · ·+ αr.
4. Factorielle : α! = α1! · · ·αr!















6. Soit x = (x1, · · · , xr) ∈ Rr, un monôme en x1, · · · , xr
d’indice α représente : xα = xα11 · · ·x
αr
r .
7. b¯ = (b, · · · , b) ∈ Nr; b ∈ N.












f(x1, · · · , xr)dx1 · · · dxr.
9. Dérivée partielle d’ordre supérieur ∂α = ∂α11 ∂
α2








10. On définit 1m un multi-indice admettant des zéros sur
tous les éléments à l’exception dum-ème élémentm ∈ [0, r]
i.e. 1m = (0, · · · , 0, 1, 0, · · · , 0).
11. Produit tensoriel de deux vecteurs : u ⊗ v =
(u1v, · · · , urv) où u ∈ Rr, v ∈ Rr et u ⊗ v ∈ Rr
2
.
u⊗ v = (u1v1, · · · , u1vr, u2v1, · · · , u1vr, · · · , urvr).
Nous utilisons les notations suivantes. Le symbole en ca-
ractère gras x désigne un vecteur de Rr représentant le
signal multivariable dans le domaine spatial. Le vecteur
s ∈ Cr représente le signal dans le domaine opérationnel.
X ∈ Rr représente la limite d’intégration. r ∈ N est un
scalaire indiquant la dimension du signal. α, κ, µ, l, q, N
et n sont des multi-indices. Les symboles admettant un in-
dice comme par exemple κ1, sont des entiers positifs de N.
La lettre m est un nombre entier et sera utilisée comme un
pointeur variant de 1 jusqu’à r.
B. Transformée de Laplace multivariable
Étant donnés s = (s1, · · · , sr) ∈ Cr, x = (x1, · · · , xr) ∈
Dr ⊂ Rr et une fonction multivariable f(x) : Dr ⊂ Rr → R.
Nous rappelons la transformation de Laplace multivariable
donnée par
L(f(x)) = F (s) =
∫
Rn+
f(x) exp−<s,x> dx (5)
où < ., . > désigne le produit scalaire de deux vecteurs. No-
tons que, dans le cas d’une transformation de Laplace mul-
tivariable, la terminologie « domaine temporel vs domaine
fréquentiel »n’est pas précise. Nous adopterons la dénomi-
nation « domaine spatial vs domaine opérationnel ». La
transformée de Laplace multivariable satisfait les proprié-
tés suivantes :
1. Étant donnés x = (x1, · · · , xr) ∈ Rr, s = (s1, · · · , sr) ∈








2. Soient x = (x1, · · · , xr), s = (s1, · · · , sr), X =
(X1, · · · , Xr), des multi-indices α = (α1, · · · , αr), et β =
(β1, · · · , βr). Étant données une fonction multivariable
I(x) et la transformée de Laplace correspondante Iˆ(s) =













III. Estimation des dérivées partielles
Considérons un signal multivariable bruité J(x), x =
(x1, · · · , xr) dont les dérivées partielles sont à estimer. Sup-
posons que J(x) peut s’écrire sous la forme :
J(x) = I(x) + ω¯(x), (8)
où I(x) est une fonction analytique et ω¯(x) est un bruit.
Étant analytique par hypothèse, I(x) peut être représentée
par un développement de Taylor à l’infini. Dans un domaine
suffisamment petit [0, X]r, I(x) est modélisé par un déve-














où Ixα = ∂αI(0¯). Le but est d’estimer la n-ième dérivée
partielle Ixn , n ≤ N (n est un multi-indice). Ceci peut
être fait en effectuant des manipulations algébriques sur
l’équation précédente afin d’isoler la dérivée désirée et an-
nihiler tous les autres termes. Grosso modo, la procédure
consiste à faire des dérivations (partielles) successives par
rapport aux xm (m = 1, · · · , r) suivies par des intégra-
tions par parties. Cette tâche devient fastidieuse lorsqu’on
désire estimer des dérivées d’ordre supérieur parce que le
calcul consiste à itérer des multiplications par xm et des
intégrations par parties. Par contre, ces manipulations de-
viennent algébriques dans un domaine opérationnel (après
l’application de la transformée de Laplace) ce qui facilite
énormément le déroulement du calcul. C’est pour cette rai-
son qu’on applique la transformée de Laplace multivariable







où Iˆ(s) est l’analogue opérationnel de I(x). En examinant
(10) on peut se rendre compte que chaque dérivée partielle
est divisée par des exposants de s différents des autres
(voir l’exemple introductif ou [25] qui contient d’autres
exemples). Donc des multiplications par des exposants de
s suivies par des dérivations partielles successives par rap-
port à s permettent d’écrire la dérivée partielle désirée en
fonction du signal mesuré J(x). Toute concaténation de
ces opérateurs va être appelée « annihilateur ». Il existe un
nombre infini d’annihilateurs qui correspondent à une dé-
rivée partielle désirée. Dans cet article, on va s’intéresser à
une classe particulière donnée par la proposition 1 :









permet d’annihiler tous les termes Ixα , α 6= n. Il fournit
une estimation opérationnelle de Ixn donnée par :
(−1¯)(n+κ)(n+ κ)!(N − n)!
sµ+κ+N+n+2¯




où N dans Ixn(0¯;κ, µ;N) indique qu’un développement de
Taylor à l’ordre N a été utilisé dans le calcul de l’estima-
teur. La dérivée est estimée en 0¯ et est parametrée par κ
et µ.





Pour α > n, on a N − n > N − α, il est évident que
∂N−nsN−α = 0 et ∂N−nsN−n = (N − n)!. Ceci implique
que ∂N−nsN−α annihile tous les coefficients de Ixα ayant
α > n dans le développement de Taylor (10). Pour isoler
Ixn , il reste à annihiler les termes ayant α < n. On peut
vérifier que l’application de 1
s
suivie de ∂n permet de le
faire. En dérivant κ fois de plus et en multipliant par 1
s
N+µ+1¯
nous obtenons la relation (12).









il sera nommé estimateur minimal parce qu’il est syn-
thétisé à partir d’un développement de Taylor minimal.
Remarque 4 : Notons que les multiplications par des ex-
posants négatifs de s dans (12, 13) correspondent à des in-
tégrations du signal dans le domaine spatial. Elles agissent
comme des filtres passe-bas.
Développement de Taylor minimal et non minimal :
La notion d’estimateur minimal et d’estimateur non mi-
nimal (Définition 3) mérite une explication. Elle sera illus-
trée par des exemples. Notons tout d’abord que le déve-
loppement de Taylor peut être tronqué à différents ordres
suivant les différentes variables. Par exemple, pour r = 2,
un développement de Taylor minimal permettant d’estimer
Ix1 en utilisant la formule (13) est :
I(1,0)(x1, x2) = I0 + Ix1x1,
et non pas :
I(1,0)(x1, x2) = I0 + Ix1x1 + Ix2x2.
(à comparer avec l’exemple introductif). En suivant le
même raisonnement, le développement de Taylor (avec
r = 2) pour Ix1x2 i.e. n = (1, 1) est donné par :
I(1,1)(x1, x2) = I0 + Ix1x1 + Ix2x2 + Ix1x2x1x2,
et un développement non minimal avec N = (2, 2) est
donné par :

































En examinant les formules (12) (13), il apparaît qu’elles
fournissent une famille d’estimateurs de Ixn(0¯;κ, µ;N) pa-
ramétrée par κ et µ. Dans ce qui suit une propriété struc-
turelle est présentée. Nous montrons que les estimateurs
basés sur un développement de Taylor à l’ordre N peuvent
être exprimés sous forme de combinaisons linéaires affinnes
d’estimateurs minimaux qui admettent des κ et des µ dif-
férents. Notons I˜xn(0¯;κ, µ;N) l’estimation de la dérivée re-
sultant du remplacement de Iˆ(s) par Jˆ(s) dans (12), (13).
Théorème 5 : Soient N, n, q, l, κ et µ des multi-indices
∈ Nr avec n ≤ N. L’estimateur de la dérivée partielle
d’ordre n, I˜xn(0;κ, µ;N), est une combinaison linéaire d’es-




λ(l)I˜xn(0¯;κl, µl;n), λ(l) ∈ Q, (15)
où q = N − n, κl = κ + q − l, et µl = µ + l. De plus, si




















































































m . En rap-







































































Finalement, les λmlm (où les indices lm et m sont des entiers
naturels) sont donnés par :
λmlm = (−1)
qm−lm












(qm + 1− i)(qm − lm)!
.
Notons que les λmlm sont des nombres rationnels. En utili-



















pm + qm − lm
pm
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Finalement, définissons A(qm) =
∑qm
lm=0

















nons la relation de récurrence suivante :

























Si qm = 1 on a A(1) = 1, et en utilisant la relation précé-
dente, nous avons A(qm) = 1,∀qm.









































Maintenant, soient u1 = (λ10 · · · , λ
1
l1
, · · · , λ1q1), um =
(λm0 · · · , λ
m
l2
, · · · , λmq2), · · · , G = u1 ⊗ · · · ⊗ um ⊗ · · · ⊗ ur.
(tous les éléments λmlm sont dans Q). Il existe une bijection
entre [0, q1]×· · ·×[0, qm]×· · ·×[0, qr] et G, c’est à dire pour
tout multi-indice l, λ(l) correspond à un élément unique de
G. La formule (15) est démontrée. Considérons maintenant




Elle peut être factorisée comme suit :
q1∑
l1=0
λ1l1 × · · · ×
qm∑
lm=0










Des simulations numériques ont été faites sur un signal
bidimensionnel (r = 2) donné par :






x22 + 3)cos(2x1 + 1− e
x2), (18)
dont l’allure est visualisée sur la figure 1. Un pas d’échan-
tillonnage de (0.005× 0.005) est utilisé. Notre but est d’at-
tirer l’attention sur le fait que les estimateurs non mini-
maux représentent mieux les dérivées que les estimateurs
minimaux. Ce qui est normal, puisque le développement de
Taylor est tronqué à un ordre plus élevé. Puisque pour le
moment on ne s’intéresse qu’à l’erreur de troncature, nous
montrons des simulations d’un signal non bruité (la simu-
lation de signaux bruités a été différée au 2nd article par
manque de place). Nous allons remarquer que les estima-
teurs minimaux induisent une déformation spatiale (un dé-
phasage) de la dérivée désirée tandis que les non minimaux
n’induisent pas de décalage. La quantification du décalage
fera l’objet du deuxième article.











Les dérivées sont calculées sur une coupe de la surface 1
aux points (x1, x2) admettant x2 = 0 et x1 allant de −1
jusqu’à 3. En effet, en chaque point de la ligne (−1 ≤ x1 ≤
3, x2 = 0), une surface élémentaire nécessaire pour effectuer
les calculs est prise autour de chaque point (x1, x2). La
figure (2) montre une coupe de la surface dans le plan x2 =
0 et pour x1 allant de −1 jusqu’à 3.
Trois dérivées sont évaluées : Ix1 , Ix21 et Ix1x2 . Dans
chaque cas deux algorithmes ont été testés :
1. Un estimateur minimal i.e. un estimateur basé sur un
développement de Taylor d’ordre minimal.
Fig. 2. Une coupe de la surface en x2 = 0 et −1 < x1 < 3, 25 dB
2. Un estimateur non minimal.
Estimation de Ix1
L’estimateur minimal est calculé en prenant n = (1, 0),
N = n, µ = (0, 0) et κ = (0, 0). L’estimateur non minimal
est synthétisé en prenant n = (1, 0), N = (2, 0), µ = (0, 0)
et κ = (0, 0).
Les résultats de la simulation sont montrés sur la figure
3. Une surface (glissante) formée de 30 × 30 éléments est
utilisée. On peut voir que l’estimateur minimal est décalé
par rapport à la dérivée formelle tandis que l’estimateur
non minimal n’induit pas de décalage visible par rapport à
la dérivée formelle.
Fig. 3. Estimation de Ix1
Estimation de Ix2
1
L’estimateur minimal est calculé en prenant n = (2, 0),
N = n, µ = (0, 0) et κ = (0, 0). L’estimateur non minimal
est synthétisé en prenant n = (2, 0), N = (3, 0), µ = (0, 0)
et κ = (0, 0).
Les résultats de la simulation sont tracés sur la figure 4,
une surface élémentaire (glissante) constituée de 60 × 60
éléments est utilisée. Les mêmes conclusions peuvent être
tirées.
Estimation de Ix1x2
L’estimateur minimal est calculé en prenant n = (1, 1),
N = n, µ = (0, 0) et κ = (0, 0). L’estimateur non minimal
est synthétisé en prenant n = (1, 1), N = (2, 2), µ = (0, 0)
et κ = (0, 0). Les résultats de la simulation sont tracés
sur la figure 5, une surface glissante constituée de 60 ×
60 éléments est utilisée. Les mêmes conclusions peuvent
être tirées. Ces constatations seront prouvées dans l’article
suivant [2].
Fig. 4. Estimation de I
x2
1
Fig. 5. Estimation de Ix1x2
VI. Conclusion
Dans cet article, nous avons présenté une technique d’es-
timation des dérivées partielles de signaux multidimension-
nels. Sur un domaine petit, le signal a été représenté par
un développement de Taylor tronqué. Ensuite, l’applica-
tion de la transformée de Laplace ainsi que des manipula-
tions algébriques adéquates permettent d’isoler la dérivée
désirée en fonction d’intégrales itérées du signal. Dans un
deuxième temps, une relation de récurrence a été fournie,
elle servira dans la deuxième partie afin de montrer que
l’on peut exprimer les estimateurs algébriques dans une
base de polynômes de Jacobi. On se ramène ainsi à un pro-
blème d’optimisation au sens des moindres carrés. Dans le
second article, nous rappellerons les polynômes de Jacobi
multivariables et nous montrerons qu’ils constituent une
base sur laquelle les estimateurs algébriques peuvent être
projetés. Ceci permettra de conclure que les estimateurs
algébriques sont, en effet, une minimisation au sens des
moindres carrés. Nous montrerons que les estimateurs mi-
nimaux induisent un déphasage et nous donnons la valeur
de ce déphasage. Ensuite, nous montrons que les estima-
teurs non minimaux n’induisent pas de déphasage. Enfin,
des simulations numériques sur un signal bruité seront pré-
sentées. Nous remarquerons que les estimateurs minimaux
fournissent un meilleur filtrage du bruit. La minimisation
de l’influence du bruit sera étudiée dans un autre travail.
Finalement, une implémentation sous forme de filtres à ré-
ponse impulsionnelle finie sera fournie.
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