An improved particle swarm optimization (IPSO) is used to solve economic dispatch problem (EDP). The IPSO has two position updating strategies. In the early stage of iteration, the individual in the population updates the position according to its own best experience with a large probability. In the later stage of iteration, the individual updates the position according to the best experience in the population with a large probability. In addition, the IPSO introduces a mutation operator after position updating, which can increase the diversity of population and prevent the premature convergence. IPSO has been used to solve EDP with valve point effect. The experimental results show that IPSO is an effective algorithm to solve EDP.
Introduction
Economic dispatch problem (EDP) is an important optimization problem in modern power system. The objective of EDP is to schedule the generating unit outputs so as to meet the total load in the system at minimum operating cost. EDP can be represented as a complicated optimization problem with many constraints. Recently, many optimization algorithms are developed to solve EDP. Lin has proposed a novel tabu search which combines EP and quadratic programming methods to solve EDP [1] . Gaing has used an interesting particle swarm optimization algorithm to solve EDP with generator constraints [2] . Su applied the Hopfield network to solve EDP with prohibited operating zones [3] . Sewtohul utilized genetic algorithm (GA) to solve EDP taking account of valve-point effect [4] .
Particle swarm optimization (PSO) has been proposed by Kennedy and Eberhart in [5] . PSO simulates the population behavior of birds and is easy to implement. The algorithm has better robustness than many algorithms such as GA, is less sensitive to the nature of the problems and can be used for function optimization [6] , control system [7] , parameters optimization [8] and neural network [9] .
Recently there are many improved particle swarm optimization to enhance the search ability of the algorithm. The comprehensive learning particle swarm optimizer (CLPSO) has been proposed in [6] . CLPSO introduces a novel velocity updating strategy which learns the experience from other individual in the population. Except for the best experience, the better individual also can guide the search procedure. Example-based learning particle swarm optimization (ELPSO) has been proposed in [10] . ELPSO has the ability to increase the diversity of population during iteration and can improve the performance of PSO. Wang [11] has proposed a novel PSO which is based on chaotic search. If the best solution in the population does not change for long, the method generates a random particle and does chaotic search. The method can avoid the local optima during iteration. This paper uses improved particle swarm optimization (IPSO) to solve EDP. The IPSO has two different position updating strategies which can increase the diversity of population in the early stage of iteration and accelerate the convergence speed in the later stage of iteration. EDPs for test systems consisting of 13 and 40 thermal units with valve-point effect are used to test the IPSO. The results obtained by IPSO are analyzed and compared with those obtained by other methods.
The remainder of this paper is organized as follows. In Section 2, basic PSO and some other versions of PSO are briefly introduced.
In Section 3, IPSO algorithm is introduced. In Section 4, the mathematic model of EDP is introduced. In Section 5, many methods are used to solve EDP and the experimental results are analyzed. Conclusion is summarized in Section 6.
Basic Particle Swarm Optimization and Other Versions of Particle Swarm Optimization

Particle Swarm Optimization
Basic PSO is a population based optimization algorithm. This algorithm simulates the behavior of bird flock to search optima in searching area. The algorithm is initialized with a population of random particles and the whole search procedure can be summarized as velocity updating formula and direction updating equation.
In the algorithm,
represent the direction vector and velocity vector of the i-th particle, respectively. At each generation, the particles in population update their directions and velocities according to the following two equations: 
where
is the best solution obtained by the i-th particle.
is the best solution in the whole population. This factor can balance the global search ability and local search ability. The global search ability can be enhanced with the increasing of ω . Kennedy [12] proposed a novel algorithm which is named bare bones particle swarm optimization (BBPSO).
BBPSO eliminates the velocity updating equation and position updating equation. The individual in the population are all sampled from Gaussian distribution which is built on the global best (gbest) and the personal best (pbest).The above process is as follows:
Where N represents a Gaussian distribution with mean
Comprehensive
Learning Particle Swarm Optimization（CLPSO） Laing [6] proposed a novel particle swarm optimization which is named CLPSO. CLPSO introduced a different velocity updating strategy which can increase the diversity. In the velocity updating process of traditional PSO, individual will search best solution according to its own best experience or the best experience in the population. CLPSO chooses the best experience of each individual in population randomly. The velocity updating process is as follows:
is the selected best solution which is used to guide search process.
IPSO
IPSO introduces two position updating strategies and a mutation operation so as to improve performance of PSO. The main procedures of IPSO are as follows:
Step 1. Initialize the algorithm parameters of IPSO. Some parameters of IPSO should be initialized in this step. The parameters are the population size PS; decision probability γ which helps IPSO to choose different position updating strategies; mutation probability pm and the number of iterations K.
Step 2. Initialize population The population is initialized in the search area
randomly. x iL and x iU are lower and upper bounds for the i-th component. D is the dimension size of problem.
Step 3. Update position Basic PSO has two main steps. They are velocity updating and position updating. In IPSO, the algorithm excludes the velocity updating and designs two novel position updating. The main procedures of position updating are as follows: In order to increase the diversity of population, the individual may update its position according to its own best experience with a large probability in the early stage of iteration. In order to accelerate the convergence speed of the algorithm, the individual may update its position according to the best experience in the population with a large probability in the later stage of iteration. Based on the above illustration, the two position updating strategies can be formulated as follows:
Where 1 rand and 2 rand are the uniformly generated random numbers in the range of [0, 1]; p id is the dth component of ith individual's best solution; p gd is the dth component of the best solution in the whole population; γ is defined as decision probability, and it is designed to be equal 
.Otherwise, the new position component will be located at a random position in the area
dynamically adjusted γ is depicted in Fig.1 . As can be seen from Fig. 1 , decision probability γ decreases slowly in the early stage of iteration. The individual will search around its own best solution p id . In the later stage of iteration, decision probability γ decreases quickly and the individual will search around the best solution of population p gd .
Step 4.Mutate For most optimization algorithms, the diversity of population will decrease with iteration. In order to increase the diversity of population and avoid local optima, IPSO introduces mutation operator. After updating the position, IPSO carries out mutation operator. The mutation procedure is as follow:
Where () rand is the uniformly generated random numbers in the range of [0, 1]; iL x and iU x are lower and upper limit of search space, respectively.
Step 5. Check the stopping criterion.
If the maximal number of iteration is reached then computation is terminated, otherwise, k = k + 1 and go to
Step 3. 
Mathematical Formulation for EDP
The EDP is used to determine the optimal schedule of the generating units while satisfying various constraints and meeting the load demand of a power system. EDP has many kinds of optimization objective. In electronic industry, fuel cost is still the core issue of power system. Thus, the model used for EDP in this paper is an optimal problem with single objective based on fuel cost. The objective function is as follows:
where M is the number of generating units, F i is the fuel cost of the i-th generating unit. During the practical generating process, opening the valve of steam turbines will produce pulse in the heat rate curve of the generator. The above phenomenon is named valve-point effects. The accurate fuel cost can be expressed as follows: EDP has equality and inequality constraints. The two constraints are as follows:
where P i is the power outputted by generator i; min P i and max P i are lower and upper limit of the power outputted by generator i, respectively; P D is the system load demand and P L is the transmission loss .The equality constraint is real power balance constraint. The model used in this paper has neglected the transmission loss in system, and let 0 P L = .The equality constraint shows that the power should be equal to the summation of transmission loss and load demand. The inequality constraint is volume constraint. The constraint shows that power of each generator should lie between upper and lower limits.
Numerical Simulations and Results
To assess the effect of IPSO, this paper utilizes IPSO to solve EDP of power generations with 13 and 40 thermal units. The system data are shown in Table 1 -2. Except for IPSO, this paper also uses PSO, BBPSO to solve EDP. Three algorithms are run 30 times, and the parameters setting of the three algorithms are as follows:
In order to make the comparison fair, the best, worst, average and mean of the fuel costs are recorded in the experiments. The results are shown in For the EDP of two test systems, the best fuel costs of IPSO are 2.416517e+004 and 1.214708e+005, respectively. The best fuel costs of BBPSO for the two test systems are 2.420841e+004 and 1.214708e+005, repectively.The best fuel costs of PSO for the two test systems are 2.419856e+004and 1.225269e+005, repectively.The best fuel costs of IPSO are smaller than other two algorithms .The comparison of best fuel costs shows that IPSO has the best search ability among the three algorithms. The mean fuel costs of IPSO for the two test systems are 2.438595e+004 and 1.227608e+005, respectively.The mean fuel costs of IPSO is still smaller than other two algorithms. The comparison of mean fuel costs demonstrates that the IPSO has the best robustness among the three algorithms. The dispatch results of EDADE for EDP are shown in Table  4 -5.
The convergence properties of the PSO, BBPSO and IPSO in the process of searching for the minimum fuel costs are shown in Fig. 2-3 . The two figures show that the convergence property of the IPSO algorithm is superior to that of the other two algorithms and the optimization results of IPSO are better than those of PSO and BBPSO. Table 6 -7 show that the fuel costs of EDADE for the above three systems are 24165.17and 121470.81, respectively. The tables demonstrate that the best fuel cost reported in this paper using IPSO is smaller than recent studies presented in other literatures.
Conclusion
EDP is a classical optimization problem in power system which has equality and inequality constraints. Many methods are used to solve the EDP. Most methods may have disadvantages such as getting trapped in local minima. PSO owns strong search ability and can be used to solve most difficult optimization problems. This paper proposes the IPSO by introducing two novel updating position strategies. IPSO can increase the diversity of population in the early stage of iteration and accelerate the convergence speed in the later stage of iteration.
This paper uses IPSO and many other methods to solve economic dispatch problem with valve-point effect. Numerical results reveal that IPSO can obtain smaller fuel cost than other two algorithms and the methods of recent literatures. Experimental results demonstrate that IPSO is an effective method to solve economic dispatch problem.
