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Abstract 
The objective ofthe studies presented in this thesis is to use modelling and experimental 
analyses to elucidate the important processes and mechanisms affecting contaminant 
transport in various groundwater systems and to establish values of transport parameters 
that could be used to describe these processes. The important contaminant transport 
processes and mechanisms explored in these studies include scale-dependent dispersion, 
interaction between sorption and first-order degradation, effects of pore-water velocity 
on chemical-nonequilibrium sorption, degradation and sorption of pesticides, die-off 
and filtration of microbes, and velocity-enhanced microbial transport (i.e. faster 
transport of microbes than conservative solute tracers). 
Specifically, this thesis includes studies which (1) develop and validate solutions for a 
scale-dependent dispersion model, (2) validate a novel method of temporal moments, 
(3) model nonequilibrium transport of Cd, Zn and Pb in an alluvial gravel aquifer 
medium, (4) explore attenuation and transport of atrazine, he xazinone , procymidone, 
faecal bacteria and F-RNA phages in pumice sand aquifer media, (5) quantify setback 
distances between septic tanks and the shoreline of Lake Okareka based on transport of 
microbial indicators in a pumice sand aquifer and worst-case values for aquifer 
prope11ies and effluent discharge, (6) introduce methods related to modelling non-linear 
equilibrium sorption, and (7) discuss other important issues involving contaminant 
transport in groundwater (e.g. preferential flow, maxinmm groundwater velocity, 
velocity enhancement due to size/anion exclusion) as well as issues related to 
contaminant transport modelling. 
By calibrating a number of transport models with observed data, we have obtained 
descriptive parameters that characterize contaminant attenuation and transport in the 
selected aquifer systems. The methods presented in this work will allow researchers and 
groundwater resource managers to better understand, and therefore quantitatively 
predict, the fate and transport of contaminants in the subsurface. In addition, gaps in the 
current literature that are identified in this thesis and some of the ideas presented herein 
could be used for planning future research. 
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Preface 
The major content presented in this thesis is based on work that is part of ESR's project 
for the Foundation for Research, Science and Technology (FRST) "Reducing 
Contamination of Groundwaters". An exception is Chapter 6, estimation of septic tank 
setback distances, which is based on a sub-contract from the National Institute of Water 
& Atmospheric Research Ltd. (NIW A) and funded by the Rotorua District CounciL 
The core of this thesis comprises individual chapters that are organised in the form of 
scientific publications for refereed journals, although some additional studies are also 
included in each chapter. The publications are those that have been prepared after 
enrolment for the Ph.D study. As each publication is a team effort, the individual 
contributions are stated below: 
(1 ) Chapter 2: Scale-dependent dispersion modeL The model and solutions presented in 
this paper are credited to Dr. Bruce Hunt. With his guidance, I have learnt to derive 
the solutions of the model step by step. I can'ied out the column experiments with 
help from Greg Stanton; applied the model in simulating the experimental data; and 
drafted the manuscript. Bruce carefully polished the manuscript, putting it into good 
shape, Comments were also received from Mark Goltz and Murray Close. 
(2)Chapter 3: Method of temporal moments. Both Mark Goltz and I independently 
derived the same solutions, but my work was aided by Bruce Hunt. Greg Stanton 
carried out the column experiment with supervision from Murray Close and myself 
I completed the method validation using different models and drafted the 
manuscript. Mark thoroughly edited the draft manuscript and improved its 
organisation. Murray also gave comments and suggestions on the manuscript. 
(3) Chapter 4: Chemical nonequilibrium transport of heavy metals. Murray Close and I 
supervised Daniela Schneider (a student from Germany) on the performance of 
column experiments, with some input from Greg Stanton. I carried out the 
experimental design using model predictions, completed model simulations, and 
drafted the manuscript. Analysis of the heavy metal samples was carried out by 
Daniela with assistance from Greg. Murray gave valuable comments and 
suggestions on the draft manuscript. Mark Goltz reviewed the manuscript prior to its 
v 
submission and discussed some issues mentioned in the additional study of the 
chapter. 
(4) Chapter 5: Pesticide transport in pumice sand groundwater. My contribution to this 
paper is designing the tracer experiment using model predictions, carrying out the 
tracer experiment with Murray Close and staff of Landcare Research, completing 
data analysis and model simulations, and drafting the manuscript. Murray Close 
gave valuable advice throughout the study and reviewed the manuscript. Mark Goltz 
also gave detailed review comments on the manuscript. The additional study in this 
chapter is the result of a discussion with Mark Goltz. 
(5) Chapter 6. Septic tank setback distances. This is based on a technical report 
prepared by Pang, L.; Davies, H.; Hall, C.; and Stanton, G. (2001) and reviewed by 
Close, M. and Sinton, L. My contribution to this paper is designing project and 
experiments, carrying out field experiments (assisted by a staff from NIW A), field 
sampling and laboratory batch tests, supervising Greg Stanton on column 
experiments, completing data analysis and model simulations, and writing up the 
manuscript. Microbial samples were analysed by Carollyn Hall, and Br samples 
were analysed by Greg Stanton. Helen Davies reviewed the setback distances used 
by regional councils in New Zealand (Table 1). Murray Close and Lester Sinton 
reviewed the manuscript and discussed the project proposal and experiments. I had 
frequent discussions with Mark Goltz on the details of modelling microbial 
transport. The additional study of the chapter is also a result of the discussion with 
Mark. Bruce Hunt proofread the first draft of the manuscript. 
Others who are not among the co-authors but have also made contributions have been 
acknowledged in the individual papers. It should be noted that ESR's FRST project 
includes (a) pesticide leaching through soils and transport in groundwater, (b) transport 
of contaminants (heavy metals, micro-organisms and pesticides) in groundwater, and (c) 
preferential flow in unsaturated zones. Only a small fraction of the above project, 
mainly (b), is presented in this thesis. Other works have been presented by Murray 
Close and Lester Sinton. During my Ph.D study, I have also carried out modelling work 
and been a co-author in a number of papers drafted by Murray and Lester. However, 
this thesis only includes the manuscripts that I was principal author. 
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Chapter 1 
Introduction 
Chapter 1; Introduction 2 
1.1 Background 
Soil and groundwater contamination (for example, by microbes, heavy metals, organics, and 
pesticides) from municipal, industrial, and agricultural activities is a world-wide 
environmental problem Modelling the processes of attenuation and transport of 
contaminants in subsurface systems is a very important specialization in the new field of 
contaminant hydrogeology. The use of transport models helps us to gain an understanding of 
the processes that govern the movement and fate of contaminants in the subsurface; 
knowing that it is critical to protect human and environmental receptors fi'om the deleterious 
effects of these contaminants. 
By calibrating transport models with observed data, we can characterise contaminant 
attenuation and transport in a specific system using descriptive parameters, such as 
groundwater flow velocity, dispersivity, sorption coefficient (or retardation factor), 
degradation rate, mass transfer rates, and so on. These calibrated parameter values together 
with transport models could then be used by others (e.g. government agencies, regional 
authorities, and consultants) to manage similar systems for various purposes (e.g. resource 
management, land-use planning, design of monitoring programs, risk analysi.<;, choosing 
alternatives in feasibility studies, and cleanup). Compared to actual measurements in the 
field, model simulations using realistic parameter values are a much more cost and time 
effective way of obtaining the understanding necessary to make decisions on how best to 
manage very complex systems 
1.2 Scope and objectives 
This study focuses on model simulations of data measured in both laboratory and field 
experiments for a range of contaminants in pumice sand (Chapters 3, 5, and 6) and alluvial 
gravel (Chapters 2 and 4). The work presented in this study deals with contaminant 
transport in fully-saturated groundwater flow. 
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The contaminants involved in this study include conservative solute tracers (tritiated water 
and bromide), heavy metals (Cd, Zn, Pb), microbes (E. coli, F-RNA phages), and pesticides 
(atrazine, hexazinone, and procymidone). 
The objective of this study is to use modeling and experimental analyses to elucidate the 
important processes and mechanisms of subsurface contaminant transport for the systems 
investigated and to establish values of transport parameters that could be used to describe 
these processes. The selected contaminants and aquifer media commonly occur in New 
Zealand, and the results are expected to be applicable both in New Zealand and at other 
locations having similar conditions. 
1.3 Contaminant transport models 
The study involves the use of established transport models (Chapters 2-6), development of a 
scale-dependent dispersion model (Chapter 2), and validation of new temporal moment 
solutions (Chapter 3). 
A number of transport models are used in this study. The specific model employed in each 
situation depended on the nature of the problem and capabilities of the model. CXTFIT 
(Toride et aI., 1995) is used to simulate equilibrium and nonequilibrium transport for the 
data obtained from column experiments (Chapters 2, 3, 4 and 6). AT123D (Yeh, 1981) is 
used to predict microbial transport under equilibrium conditions for the determination of 
septic tank setback distances in a pumice sand aquifer (Chapter 6). N3DADE (Leij and 
Toride, 1997) is used to describe nonequilibrium transport of pesticides and conservative 
tracers for the data obtained from a field experiment (Chapter 5). The scale-dependent 
dispersion model, SDM, is used to simulate solute transport along an 8-m long column with 
multiple sampling locations (Chapter 2). The method of temporal moments, MOM, is 
applied to transport of organic solutes with concurrent sorption and degradation (Chapter 
3). 
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Calibration of models is achieved through inverse modelling. However, of the models used 
in this study only CXTFIT contains an inverse modelling capability. For the models without 
this capability, a powerful optimization package, PEST (Doherty et aI., 1994), which can 
optimize parameters for any model, is used. An exception is that calibration of SDM is 
carried out using the Solver function of Excel. 
1.4 Thesis outline 
The work presented in this thesis is organized chronologically (i.e. earliest work to latest 
work). In Chapter 2, analytical solutions are developed for a one-dimensional scale-
dependent dispersion model and the solutions are experimentally verified for a pulse source 
using an 8-m long pea-gravel column. In Chapter 3, we apply and validate solutions for 
breakthrough curve temporal moments where advective/dispersive solute transport is 
affected by concurrent sorption and degradation. Analyses are carried out using 
experimental data obtained from a pumice sand column as well as some data obtained from 
the literature. In Chapter 4, we examine the effect of pore-water velocity on non-equilibrium 
transport of heavy metals (Cd, Zn, and Pb) in alluvial gravel aquifer material. In Chapter 5, 
non-equilibrium transport of pesticides (atrazine, hexazinone, and procymidone) in a pumice 
sand aquifer under field conditions is investigated. In Chapter 6, we determine septic tank 
setback distances based on transport of E. coli and F-RNA phages in a pumice sand aquifer. 
The core of each chapter is a paper that has been prepared for publishing in the peer-
reviewed literature. After examiners' comments, some of these core chapters have some 
minor revisions even though four of them had been published by the time of thesis 
examination. At the end of each chapter, additional studies relevant to the paper are 
presented. The problems and issues discussed in the additional studies were not included in 
the publications. Some of these additional studies were completed after publication of the 
paper, while others were not included in the paper due to constraints on journal article 
length or suitability for inclusion. 
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In Chapter 7, I further discuss the topics investigated in the previous chapters and provide 
additional linkage between the chapters. I also discuss some other important contaminant 
transport issues, which are relevant to the previous chapters. Applications of the study and 
ideas for future research are also presented. Finally, a summary and conclusions are 
presented in Chapter 8. 
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Chapter 2 
Solutions and verification of a scale-dependent dispersion model 
Liping Pang\ Bruce Hune. 2001. Solution and verification of a scale-dependent dispersion 
model. Journal of Contaminant Hydrology 53(1-2): 21-39. 
Minor revision was made after the publishing (mainly Section 2.2.4). 
Author affiliations: 
1 Institute of Environmental Science & Research Ltd., PO Box 29181, Christchurch, New 
Zealand 
2 Department of Civil Engineering, University of Canterbury, Private Bag 4800, 
Christchurch, New Zealand 
Journal Referees: 
Dr. Rien van Genuchten, George E. Brown, Jr. Salinity Laboratory, USDA-ARS, Riverside, 
California, USA. 
Professor Mustafa M. Aral, School of Civil & Environmental Engineering Georgia Institute 
of Technology, Atlanta, Georgia, USA. 
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Abstract 
In this paper, analytical solutions are derived for a one-dimensional scale-dependent 
dispersion model (SDM) considering linear equilibrium sorption and first-order degradation 
for continuous and pulse contaminant sources with a constant input concentration in a semi-
infinite uniform porous medium. In the SDM model, dispersivity ax is replaced with a 
constant & multiplied by the transport distance x. The solution for a pulse source is verified 
experimentally in the analysis of tritium data obtained from an 8-m long homogenous pea-
gravel column with multiple sampling locations, and the results are compared with those 
analysed by a commonly used solution of a constant dispersion model (CDM). The SDM 
predicts concentrations satisfactorily at all sampling locations, while the CDM fits the 
experimental data well for only one location. Both models are then calibrated for each 
individual concentration breakthrough curve using local values for either & in the SDM or ax 
in the CDM. Both models give equally good fits for appropriate choices of individual & and 
ax values, and both indicate a linear increase in ax with distance. The &values tend to change 
little as x increases and are expected to approach a constant at relatively large distances 
downstream. Hence, predictions from the SDM should become more accurate as x 
mcreases. 
Keywords: Scale-dependent dispersion; Analytical solution; Equilibrium transport; 
Groundwater 
2.1. Introduction 
It is well known that dispersivity generally increases with transport distance in 
groundwater systems (Molz et aI., 1983; Domenico and Robbins, 1984; Gelhar et a!., 1992; 
Rajaram and Gelhar, 1993). However, most commonly used groundwater contaminant 
transport analytical models are based on governing equations with constant dispersion 
coefficients. When applying a constant dispersion model to simulate data at multiple 
locations for a multi-location system, model predictions often under or overestimate the 
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experimental data when a single dispersion coefficient is used for all locations, for example, 
as shown in a study of Sinton et al. (2000). An alternative approach for modelling a multi-
location system is to fit the model to data from each sampling location. Thus, for each 
location a different constant dispersion coefficient is used (e.g., Ptak and Teutsch 1994; 
Zhang et al., 1994; Pang and Close, 1999). 
Researchers have also evaluated other approaches to deal with scale-related dispersion 
problems, for example, the use of numerical solutions (Pickens and Grisak, 1981a; 
Jayawardena and Lui, 1984; Mishra and Parker, 1989) and stochastic analysis (Wheatcraft 
and Tyler, 1988; Roco et al., 1989; Zhang et aI., 1994). The finite element model developed 
by Pickens and Grisak (1981a) allows dispersivity to vary temporally as a function of the 
mean travel distance. Similarly, the numerical model of Jayawardena and Lui (1984) 
considers the dispersion coefficient a function of time. Zhang et al. (1994) use a stochastical 
convection-dispersion equation based on travel time probability density functions as 
modified by Jury and Roth (1990), in which a distance-dependent dispersion coefficient is 
defined. Wheatcraft and Tyler (1988) developed Lagrangian models for dispersion in a 
single fractal streamtube and for a set of fractal streamtubes and allow dispersivity to be 
proportional to the travel distance. Scale-dependent dispersion is also incorporated in the 
model of Mishra and Parker (1989). 
Relatively few researchers have developed analytical solutions for scale-dependent 
dispersion. Yates (1990, 1992) obtained one-dimensional solutions for uniform flow with 
constant concentration or constant flux boundary conditions when the medium has a linearly 
or exponentially increasing dispersion coefficient. Huang et al. ( 1996) also presented 
analytical solutions for scale-dependent dispersion, assuming dispersivity increases linearly 
with distance until some distance after which dispersivity reaches an asymptotic value. 
Logan (1996) derived an analytical solution for the one-dimensional equations incorporating 
rate-limited sorption and first-order decay under time varying boundary conditions, 
assuming an exponentially increasing dispersion coefficient. However, the solutions given by 
Yates (1990, 1992), Huang et ai. (1996), and Logan (1996) are complex and difficult to 
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evaluate. These authors consider molecular diffusion, which increases the complexity of their 
solutions. In many groundwater problems, this additional complexity is unnecessary since 
molecular diffusion is generally insignificant. Ignoring molecular diffusion, Hunt (1998) 
developed one-, two-, and three-dimensional analytical solutions of a scale-dependent 
dispersion equation for unsteady flow with an instantaneous source and for steady flow with 
a continuous source. However, solutions obtained by Hunt (1998) are for infinite model 
domains, while some groundwater problems require solutions for semi-infinite domains. 
Furthermore, only a conservative solute is considered in Hunt's solution. Alternatively, Aral 
and Liao (1996) developed analytical solutions for two-dimensional advection-dispersion 
equation with a time-dependent dispersion coefficient. None of these studies have compared 
their analytical solutions with experimental data. 
This paper presents exact solutions in relatively simple form for both continuous and pulse 
sources in a semi-infinite domain. Molecular diffusion is assumed negligible and mechanical 
dispersion is assumed to increase linearly with distance downstream. The solutions also 
include first-order degradation together with linear equilibrium sorption that is instantaneous 
and reversible. The solution for a pulse source is verified by comparing model simulations 
with actual experimental data for a nonsorbing and nondegrading tracer. 
2.2. Theory 
2.2.1. Governing equations and solutions of the scale-dependent dispersion model (SDM) 
One dimensional solute transport in saturated, homogenous porous media with linearly 
increasing dispersion, linear equilibrium sorption, and first-order degradation in the dissolved 
phase can be described by 
a ( &) ac ac 
- ex V- =V-+R-+AC 
ax ax ax at (2.1) 
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where c = contaminant concentration in solution (M/e), V = average pore-water velocity 
(LIT), x = longitudinal distance (L), R = retardation factor, t time (T), Ii = 
dispersivity/distance ratio (LIL) , and A = first-order degradation rate constant (r1). 
Equation 2.1 can be compared with the constant dispersion equation 
(2.2) 
The only difference between Eq.2.1 and Eq.2.2 is that the variable mechanical dispersion 
coefficient, aV, in Eq.2.1 has been replaced with the constant mechanical dispersion 
coefficient D (elT) in Eq.2.2. In other words, a has been replaced with dispersivity ax (L). 
A more general form is given by Yates (1990), who used aV + Do to replace aVin Eq.2.1, 
where Do is a constant molecular diffusion coefficient (e/T). However, as noted earlier, 
molecular diffusion is often insignificant compared with mechanical dispersion and can be 
ignored in many groundwater problems. Experimental data presented in this paper will verifY 
that the assumption Do « aV is valid for the experimental conditions of this study. Thus, 
molecular diffusion is neglected in Eq.2.1. 
The solution for a continuous source in a semi-infinite system must satisfY Eq.2.1 and the 
following initial and boundary conditions: 
c(x,O)=O 
c( O,t)=co 
c( oo,t)=O 
O<x<oo 
O<t<oo 
in which Co constant source concentration (M/e). Setting 
c(x,t) e-AtlR cp(x,t) 
we find that cp (x, t) is a solution of the following problem: 
x V acp ) = V acp + R acp 
ax ax at 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
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tp (x, 0)=0 
tp( O,t)=co eAtlR 
tp( oo,t )=0 
O<t<oo 
O<t<oo 
(2.8) 
(2.9) 
(2.10) 
11 
The Duhamel superposition integral (Hildebrand, 1976) gives the solution for tp in the 
following form: 
tp(x,t) t d(c e
ArlR ) 
If/(x,t)+ J If/(x, t r) 0 dr 
dr 
(2.11) 
o 
where ris a dutml1y integration variable and If/(x, t) is the solution of the following problem: 
~(EXValf/)=Valf/+Ralf/ 
ax ax ax at 
(2.12) 
If/ (x, 0)=0 O<x<oo (2.13) 
If/( O,t)=l O<t<oo (2.14) 
~( oo,t)=O O<t<oo (2.15) 
Introducing the dimensionless variables IJf(X, T) = If/ (x, t), X xlL and T = VtlL, where L 
is some unspecified length scale, transforms the problem for If/ into the following problem 
for 'P: 
~ ( EX a\fl) = a\fl + R a\fl 
ax ax ax aT 
(2.16) 
\fI(X,O)=O O<X<oo (2.17) 
\fI( O,T)=l O<T<oo (2.18) 
\fI( oo,T)=O O<T<oo (2.19) 
Since rewriting the solution for '¥ (X, 1) in dimensional variables must lead to a solution 
for If/ (x, t) in which L does not appear, we see that X and T must appear in '¥ (X, 1) in a 
combination that causes L to cancel. This will occur if '¥ (X, 1) is obtained from the 
following similarity transformation 
Chapter 2: scale-dependent dispersion model 
,¥(X,T)= I(P) (2.20) 
where 
P = RX IT = RxI(Vt) (2.21) 
Introduction ofEqs.2.20-2.21 into Eqs.2.16-2.19 gives the following problem for/(P): 
, 
(£ PI') -1'(1- P) = 0 
1(0) =1 
1(00)=0 
(2.22) 
(2.23) 
(2.24) 
12 
where primes are used to denote differentiation with respect to p. Solution ofEqs. 2.22-2.24 
gives the following result for I (fJ): 
1 P 
r(-,-) 
I(P) =1- £ £ 
rc!~) 
£ 
(2.25) 
where r is the gamma function and r is the incomplete gamma function, which are defined 
by 
1 "" (1_1) 
r(-) = J y 6 
£ 0 
1 P Pie 
r(-,-)= J y 
£ £ o 
dy 
dy 
Mathematical details for the derivation ofEq.2.25 are given in Appendix A 
(2.26) 
(2.27) 
An integration by parts in Eq.2.11, using Eq.2.13 allows <p(x,t) to be rewritten in the form 
t 
rp(x,t) J (2.28) 
o 
Since IfI{x, t) tf1:x, 1) = I(P), where Pis given by Eq.2.21, calculation of olf/(x, t-1:) lor 
from Eq.2.25 and 2.27 and substitution of the result in Eqs.2.28 and 2.6 gives the solution 
for c(x, t). 
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C(X,t) = 1 1 e R SVT xR !l1: I AT xR ( JIIe 
Co r(lI&') 0 &,V1: 1: (2.29) 
Equation 2.29 is the solution for a constant, continuous source of concentration Co. This 
solution has a much simpler form and therefore is easier to use than the solutions obtained 
by Yates (1990) and Huang et al. (1996). 
Finally, smce the governing equations are linear with coefficients that are time 
independent, the principles of superposition and time translation can be applied to Eq. 2.29 
to obtain the following solution for a pulse source: 
(2.30a) 
1 1-11
0 e A; ~'~:T ( x R JII 8 d1: 
r(l/ &') 0 &' V 1: 1: 
(2.30b) 
in which to is the time duration of the pulse (T). Equation 2.30 satisfies the following initial 
and boundary conditions: 
c(x,O)=O O<x<oo (2.31) 
c( O,t)=co 0< t::;' to (2.32) 
c( O,t)=O to ::;, t < 00 (2.33) 
c( oo,t)=O O<t<oo (2.34) 
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2.2.2. Numerical evaluation o/the SDM solutions 
The numerical evaluation of Eqs.2.29 and 2.30 must be carried out carefully to avoid 
round-off errors that occur for small values of &. Introducing the dimensionless variables C* 
= clco, t* = t VI(x R), r* = r V I(R x), 1* = 1 x 1 V in Eq.2.29 results in the following 
dimensionless equation: 
1 /* -A*r*-_I dr * 
* J &r' --,--,-----
C = &1/&['(11 &) 0 e r*II&+1 
Using Stirling's asymptotic formula for the gamma function 
&1/&['(1/ &)=e-II& F(&) 
where 
& &2 139&3 571&4 
F(&)=-J21r&(1+-+-- + ...... ) 
12 288 51840 2488320 
(2.35) 
(2.36) 
(2.37) 
The error of approximation in using an asymptotic series such as Eq.2.37 has the same ord((r 
of magnitude as the first neglected term provided that this neglected term has a smaller 
magnitude than the last term retained (Hildebrand, 1976). Therefore, the truncation series 
expansion in Eq.2.37 becomes more accurate as & becomes smaller, and use of a value for & 
=1 in Eq.2.37 can be expected to give an error of only about 0.02% in the calculation of 
F(&). 
The use of Eq.2.36 and the identity r*-II& = e,ll& In(r*) in Eq.2.35 leads to the following 
result: 
1 t* -A'r*-~[IIr'+ln(r')-ll dr * 
c* = F( &) 1 e & ~ (2.38) 
The integrand in Eq.2.38 has finite values that become confined to a smaller and smaller 
region near r* =1 as & approaches zero. Therefore, the integration interval 0 ::::; r* ::::; t* may 
be divided up into n equal steps where the number of steps is determined by 
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5t* 
n =2Integer(Ji + 1) (2.39) 
The numerical integration was carried out usmg Simpson's rule. The numerical 
approximation of Eq.2.30 for a pulse source is obtained based on Eq.2.38 using the 
principles of superposition and time translation as below: 
c* 
/' 1 1 -,t*rL-[lfT*+ln(T*)-t] d7: * 
Je G D( ) * r S 0 7: 
1 t* 
c* J e 
F(s) 0 
1r*+ln(r*}-l] d7:* 
r* 
1 
F(s) 
0< t* ~ to * 
t*-t • 1 o -,t*,*--[II,*+ln(,*)-I] d7: * 
J e e -----7:* o 
(2.40a) 
to*~t*<oo 
(2.40b) 
Equations 2.28 and 2.30a-2.30b are mathematically exact solutions of the stated problems. 
Numerical accuracy of the integration was tested by the usual method of increasing n until 
two successive calculations gave nearly identical results. The solutions of Yates (1990) and 
Huang et al. (1996) were judged to be too complicated to evaluate for comparisons with the 
solutions obtained herein. 
2.2.3. Solutions olthe constant dispersion model 
As a conservative tracer was used in this study for experimental verification, the solution 
for a constant dispersion model without sorption and degradation was needed for purposes 
of comparison. According to Freeze and Cherry (1979) and Domenico and Schwartz 
(1990), the solution ofEq.2.2 for a continuous source with a non-reactive solute is 
in which eric is the complementary error function, and D Vax. The solution for a pulse 
source with a non-reactive solute for the CDM could be found in van Genuchten and Alves 
(1982) as below: 
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c 1 [ (X-VtJ (V X) (X+VtJ] ~= 2 eric 2~Dt +exp D eric 2~Dt (2.42a) 
c 1 [ ( x - V t : ( V x ) ( x + V t J] ~= 2 eric 2~Dt +exp D efic 2~Dt 
(2.42b) 
The solution for a sorbing, nondegrading solute, where linear equilibrium sorption is 
assumed, may be obtained by replacing t with tlR in Eqs.2.42a and 2.42b (van Genuchten 
and Alves, 1982). 
2.2.4. Extension 
The above solutions are based on the assumption that degradation occurs only in the 
dissolved phase. For some contamination problems, this assumption may be true. For 
example, Zhao and Voice (2000) determined experimentally that the first-order degradation 
rate for the sorbed naphthalene is zero as when the contaminant is sorbed, it could become 
inaccessible to the bacteria that can biodegrade it. However, a more general case is that 
degradation occurs in both dissolved and sorbed phases. Hence, Eq.2.1 should be expressed 
as 
- eX V- =V-+R-+Ac+J-l-S B ( BC) Bc Bc Pb 
ax ax ax Bt 17 
(2.43) 
in which, J-l is the degradation rate in the solid phase (Ti ), jJb is the bulk density (MlL\ 17 is 
the porosity (el L\ and S is the concentration in the solid phase (M/M). For linear 
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equilibrium sorptio~ there is S = ~C and R 1+ Ko. Pol 1], where ~ is the partitioning 
coefficient (L3IM). For linear equilibrium sorption, Eq. 43 could be rewritten as 
(2.44a) 
a( ac) ac ac 
- eX V- =V-+R-+RAC 
ax ax ax at (!-! #0) (2.44b) 
(A #0, 11=0) (2.44c) 
(A=O, !-! #0) (2.44d) 
From Eq. 2.44, one can see that the effects of degradation in the sorbed phase can be 
included in the solutions given in this paper simply by replacing A with A+ f.1 (R-l) if!-! #A, 
replacing A with AR if 11 =A, and replacing A with !-!(R -1) ifA=O and!-! #0. For most organic 
and microbial contaminants, it is likely!-! # A. However, for radioactive contaminants, it is 
possible for !-! = A as it does not matter whether the contaminant is sorbed or dissolved, it 
still decays with a constant rate. It is less common for A=O and !-! #0. 
2.3. Experimental verification 
2.3.1. Methods 
The solutions given by Eqs.2.40 and 2.42 were used for analysing experimental results 
obtained from a large column. The column was 8 m long with a 30 cm internal diameter and 
had sampling points at I m intervals. The column was inclined upward at a 30 degree angle. 
Pea-gravel of uniform grain size, 5-7 mm in diameter, was filled from the top of the inclined 
column and compacted during the packing with a shower-head attached to a PVC pipe. 
Tapwater, sourced from the Canterbury alluvial gravel groundwater, was then introduced 
from the bottom of the column from a constant head-tank and kept flushing constantly. Any 
gap in the top end of the column was filled after gravel within the column had fully settled. 
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The upward water movement helped to remove entrapped air and to minimise preferential 
flow. Tritiated water (henceforth referred to as tritium), a non-reactive tracer, was used as 
the solute. In both experiments, a pulse of tritium solution at an injection rate approximately 
equal to the flow rate (33.3 LIhr and 40 LIhr for Experimental One and Two, respectively) 
was applied. In Experiment One, about seven litres of solution containing tritium at 21,666 
dpm/lOml was injected for 13 minutes. In Experiment Two, five litres of solution containing 
tritium at 10,000 dpm/10ml was injected for 9 minutes. Samples were collected from 8 m 
downstream of the injection point during Experiment One and at 2, 4, 6, and 8 m 
downstream during Experiment Two. Tritium samples were analysed at the University of 
Canterbury using a liquid scintillation counter. 
Typical pore-water velocities for the two experiments were 28-34 m/day, giving Darcy 
velocities of about 10-12 m/day and Reynolds numbers of 0.6-0.7 for the flow. The 
Reynolds numbers are within the range for which Darcy's law applies. At these velocities, 
contaminant fronts extended only 0.2-0.3 m downstream at the end of the injections, 
suggesting that the downstream concentration measurements taken in these experiments 
should be nearly independent of the history of the injection process. 
As the location of the sample point x, the input concentration Co, and the injection time to 
were known, the unknown parameters in Eqs.2.40 and 2.42 were the mean pore-water 
velocity V, the dispersivity/distance ratio B for the SDM, and the dispersivity ax for the 
CDM. The solutions were computed with EXCEL spreadsheets that incorporated modules 
with Visual Basic programs. Data analysis included three procedures, as follows: 
8 The analytical solutions of the SDM and CDM were first applied to the tritium data of 
Experiment One. The parameters optimised were Vand B for the SDM and Vand ax for 
the CDM. For the SDM, ax was calculated from ax = B X and was not optimised. The 
method ofleast squares was used to achieve the best fit between predicted and observed 
tritium concentrations. Low weights were given for the noisy data of low concentration 
measurements to minimise their influence. The noisy tritium data were mainly due to 
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variable natural background levels in the source water, which were measured to vary 
between 62 and 97 dpm/l0ml. 
• Using the & and ax values estimated from Experiment One for the SDM and CDM 
respectively, concentrations of tritium for Experiment Two were predicted and 
compared with their observed values. The mean pore-water velocity (V) of Experiment 
Two was optimised based on concentration breakthrough curve at x = 8 m using the 
SDM, and the same V value was also used in the CDM. This V value was assumed to be 
constant along the column. 
• The values of & and ax were then calibrated for each breakthrough curve for Experiment 
Two using the SDM and CDM respectively with an aid of the least square method, as 
described above. Subsequently, comparison was made between models. The same mean 
pore-water velocity was used for all locations in both models, as described previously. 
2.3.2. Results and discussion 
Observed and model simulated relative concentrations for Experiment One are compared 
in Fig. 2.1, and the optimised parameter values are listed in Table 2.1. Table 2.1 shows that 
the & value estimated from the SDM is 6.8 x 10-3, which gives an equivalent dispersivity 
value of 5.4 x 10-2 m at x =8 m. This is two times greater than the dispersivity estimated 
from the CDM. 
0.18 
c:: 0.16 
:8 0.14 --SDM 
I! 0.12 
-c:: 8 0.10 
c:: 
0 0.08 u 
• Observed 
_. - - .. - CDM 
GI 0.06 > 
:; 0.04 Gi 
a: 0.02 
0.00 
0 3 6 9 12 
Hours after Injection 
Fig. 2.1 Observed and simulated relative tritium concentrations for Experiment One. 
SDM - scale-dependent dispersion model. COM - constant dispersion model 
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0,60 0,25 
c: c: 0 0,50 x=2m 0 x=4m i • obs ~ 0,20 • obs ~ 0.40 --- SDM :> - - SDM 5i 0,15 •.... ·CDM u ..... ·CDM c: 0,30 c: 0 8 u 0,10 ., 0,20 ., > > ~ 0,10 ~ 0,05 Qj Qj 
a: a: 
0,00 0.00 
0 2 3 4 0 2 3 4 5 6 
Hours after Injection Hours after Injection 
0.20 0.16 
c: 
• 
c: 0.14 • 0 
• obs 0 ~ 0.15 ~ 0.12 x=8 m .t:; c: 0.10 fl fl • obs c: 0.10 c: 0.08 
--- SDM 8 0 u 
., ., 0.06 
..... ·CDM 
> > ~ 0.05 i 0.04 Qj Qj 0,02 a: a: 
0.00 0.00 
0 2 4 6 8 0 2 4 6 8 10 
Hours after injection Hours after Injection 
Fig. 2.2 Observed and simulated relative tritilUll concentrations (without calibration) for Experiment Two 
SDM - scale-dependent dispersion model using E value = 6.8 x 10·) estimated from Experiment One, x =8 m 
CDM - constant dispersion model using a., value = 2.6 x ) 0.2 m estimated from Experiment One, x =8 m 
A mean pore-water velocity of 33 .58 mJday was used in all simulations. 
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Table 2.1 
Parameter values optimised from the scale-dependent dispersion model (SDM) 
and constant dispersion model (CDM) for Experiment One 
Model used 
Pore-water velocity, v (m/day) 
Dispersivity/distance ratio, [; 
Dispersivity, fXy; (m) 
a ax value was estimated from ax =[; x 
SDM 
27.9 
6.8 x 10-3 
5.4 X 10-2 a 
CDM 
27.7 
2.6 X 10-2 
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Using the above estimated values of 8 = 6.8 X 10-3 in the SDM and ax = 2.6 x 10-2 m in the 
CDM, we can simulate breakthrough curves for a range of x values (2, 4, 6, 8 m) and 
compare with experimental data for Experiment Two (Fig.2.2). Compared to the observed 
concentrations, the SDM better predicts concentrations over a range of x values, while the 
CDM prediction provides a good estimate of the experimental data only toward the end of 
the column (x = 8m). This is because the dispersivity used in the CDM for Experiment Two 
was derived from x = 8 m of Experiment One. For smaller values of x, the CDM 
underestimates concentrations (overestimates dispersion). These results suggest that the use 
of a dispersivity/distance ratio in a transport model makes a definite improvement over the 
use of a constant dispersivity in predicting concentrations for a range of x values_ Extending 
the predictions to x =16 and 32 m (Fig.2.3), one can expect that the difference between 
SDM and CDM predicted concentrations become greater with increasing distance. Although 
the column used in this study was not long enough to obtain observations at such distances, 
it is expected that predictions from the CDM would be significantly overestimated. 
Fig.2.4 shows observed and simulated concentration breakthrough curves usmg 
individually calibrated values of 8 in the SDM and ax in the CDM for each sampling location 
for Experiment Two. The optimised parameter values are listed in Table 2.2 and plotted in 
Fig.2.5. Fig.2.4 shows that the SDM and CDM models give equally good fits for appropriate 
choices of individual 8 and ax values. Fig.2.5(b) clearly shows that dispersivities increase 
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linearly with transport distances for both SDM and CDM results. Similar like results of 
Experiment One, equivalent dispersivity values estimated from the SDM are about two times 
greater than those estimated from the CDM. Variation in the ax values at x 8 m between 
Experiments One and Two is almost the same as that of the E values. Variations in E and ax 
values between experiments for the same location could be a result of data analysis errors 
and different flow rates, as dispersivity could be pore-water velocity related (Gerritse and 
Singh, 1988; Brusseau, 1993; Pang and Close, 1999). 
0.14 
0.12 
c 8m 16m 32m 
0 0.10 ~ 
-c 0.08 B 
c 
0 (.) 0.06 (J) 
.::: 
"' 
0.04 ~ 
0.02 
0.00 
0 5 10 15 20 25 30 35 40 
Hours after injection 
Fig.2.3. Simulated relative tritium concentmtions for Experiment Two assuming a 32-m-Iong column. A 
mean pore-water velocity of 33.58 m/day was used in all simulations. SDM (solid line) - scale-dependent 
dispersion model using 8 6.8 x lO'3. CDM (dashed line) - constant dispersion model using U x= 2.6 x lO'2 
m. 
Table 2.2 
Parameter values optimised from the scale-dependent dispersion model (SDM) and constant dispersion 
model (CDM) for Experiment Two. A mean pore-water velocity of 33.58 m/day was used in all simulations. 
Method X 8 ax (m) 
SDM 2 1.20 x 2.40 x 
4 8.00 x 10,3 3.20 X 10,2 a 
6 5.70 X 10,3 3.42 X 10,2 a 
8 4.90 x 10,3 3.92 X 10'2 a 
CDM 2 1.30 X 10'2 
4 1.55 X 10'2 
6 1.75 X 10'2 
8 2.00 X 10'2 
a C4. values were estimated from ax =8 x 
Chapter 2: scale-dependent dispersion model 
0.40 V.L,", 
c: c: • 0.35 0 0 x=2m ~ 0 .20 x=4 m ~ 0.30 • Observed --- SOM 
.l:; 
- - SOM ~ c: 0.25 0.15 - - - - --COM .. u u 
- - -- - -COM c: c: 0.20 8 0 u 0.15 .. 0.10 .. > > ~ ~ 0.10 0.05 
Qj 0 .05 
Qj 
a: a: 
0 .00 0.00 
0 2 3 4 0 2 3 4 5 
Hours after injection Hours after Injection 
0.20 0.16 
c: 
• Observed 
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Fig. 2.4 Observed and simulated relative tritium concentrations (with calibration) for Experiment Two. 
Models were ca librated individually for E values in the SOM and <Xx values in the COM for each 
of the concentration breakthrough curves. 
SOM - scale-dependent dispersion model. 
COM - constant dispersion model. 
A mean pore-water velocity of33 .58 Ill/day was used in all simulations . 
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Fig.2.5(a) shows that .5" values seem to be approaching a constant as x increases. If this is 
true, this would agree with the interpretation of the analytical argument given by Hunt 
(1999a, b). In Hunt's analytical argument, .5" will approach a constant at relatively large 
distances downstream when dispersion is dominated by advection within the pore spaces 
rather than molecular diffusion. Fig.2.5(a) also shows that the value of & is a function of 
distance x for small x. In order to evaluate the effect of variations in & on the concentration 
prediction, values of & listed in Table 2.2 for different values of x were used to predict 
concentrations at x = 6 m. The results are shown in Fig.2.6. We chose x = 6 is because it 
shows a comparatively better data set. Fig.2.6 suggests that the error caused by & variations 
on the concentration prediction reduces when using & values derived from large x. This 
implies that, in practice, representative & values for the aquifer systems should be obtained at 
large distances. 
Figs. 2.2 and 2.4 show that predicted brealcthrough curves for x =2 m are earlier than the 
experimentally observed curves. This is because a uniform pore-water velocity was used in 
the simulation for all locations. The observed flow rates (Fig.2.7) indicate that flow rates 
were lower than the average in the first two hours and then remained constant afterwards. 
As hydraulic residence time of the column, LIV, at location x = 2 is only 1.4 hours, the lower 
flow rate in the first two hours had a greater impact on the brea1cthrough curves at smaller 
values of x. The sudden drop and rise of flow rates in the first two hours were because the 
inflow pipe valve was accidentally shut when changing over from tracer solution to fresh 
water at the end of the injection. 
Let us now look at the validity of the assumption that molecular diffusion, Do, is 
negligible. According to Daily and Harleman (1966), the molecular diffusion coefficient (Do) 
of tritium at 25°C is 1.61 X 10-9 m2/sec. Using an .5" value of 0.01 and typical pore-water 
velocities of 28-33 mlday, the values of mechanical dispersion D = cxV for all sampling 
locations are greater than 6.48 x 10-6 m2/sec. As D » Do, the use of a SDM solution that 
ignores molecular diffusion is appropriate for the experimental conditions herein. 
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Fig.2.6 Effect of variations in E on the concentration prediction (using x =6 m as an example). 
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The E values of 0.0 12,0.008, 0.006, and 0.005 are derived from x =2, 4, 6, and 8 m, respectively. 
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Fig.2.7 Observed flow rates for Experiment Two. The sudden drop and rise of flow rates in the 
first two hours were because the inflow pipe valve was accidentally shut when changing 
over from tracer solution to fresh water at the end of the injection. 
Similar to dispersivity, the dispersivity/distance ratio & is expected to be medium- and site-
specific. Since dispersivity values generally increase with increasing degree of heterogeneity 
as a result of a wide distribution of pore-water velocities (Singh and Kanwar, 1991; Li and 
Ghodrati, 1995), & will also be expected to increase with heterogeneity. The approximate 
value of & =0.01 derived above for a unifonnly packed 8 m column is expected to be much 
lower than the value derived from data for heterogeneous aquifers. A dispersivity/distance 
ratio of about 0.1 for the field scale was reported in a few studies (Lallemand-Barres and 
Peaudec~rf 1978; De Marsily 1986; Pickens and Grisak, 1981a & b). Gelhar et al (1992) 
summarised that longitudinal dispersivities ranged from 10-2 to 104 m for scales ranging from 
10-1 to 105 m, but, at a given scale, the longitudinal dispersivity values could vary by 2-3 
orders of magnitude. It should be noted that comparison of these general ranges of 
dispersivity with the dispersivities reported in this study should be made with caution, as 
these ranges of dispersivity are predominately derived using CDMs, and, therefore, are not 
entirely comparable with values derived using a SDM. 
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The usual explanation for scale-dependent dispersion in heterogeneous media is given by 
Fetter (1993). As the flow path gets longer, groundwater encounters greater and greater 
variations in hydraulic conductivity and porosity. This suggests that the dispersivity will 
reach a maximum at large enough distances downstream when all possible variations in 
hydraulic conductivity have been encountered. However, few studies have explained the 
cause of scale-dependent dispersion in homogenous media, which has been observed both in 
this study and in a study by Zhang et al. (1994) using a 12.5 m long sandy soil column. Since 
the above explanation does not explain scale-dependent dispersivity in homogenous media, 
where variations in hydraulic conductivity and porosity are smail, an asymptotic dispersivity 
value may not exist at large distances downstream in such a system. 
An analytical argument given by Hunt (1999a, b) may explain scale-dependent dispersion 
in homogenous media. If his argument is conect, then the dispersion coefficient will 
continue to increase indefinitely with distance downstream and the limiting asymptotic value 
suggested by Fetter (1993) will never be reached. Similarly, Molz et al. (1983) state that if 
the local transverse dispersivity is zero, the convective component of longitudinal 
dispersivity continues to grow indefinitely with distance downstream. 
2.4. Summary and conclusions 
Analytical one-dimensional solutions are obtained for continuous and pulse contaminant 
sources in a semi-infinite saturated porous medium when the dispersion coefficient increases 
linearly with distance downstream. Experiments were carried out in an 8-m long 
homogenous pea-gravel column to verifY the solution for a pulse source. The SDM solution 
describes accurately the experimental data over a range of x values for which samples were 
taken. The experimental data were also analysed using the solution of a constant dispersion 
model. The CDM solution fits the experimental data well for only one value of x. Predictions 
from the CDM underestimate experimental values upstream from this location, and 
calculations suggest that the CDM overestimates experimental values downstream from this 
location. 
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Both models are then calibrated for each individual breakthrough curve using local values 
for either the £ in the SDM or the ax in the CDM. Both models give equally good fits for 
appropriate choices of individual £ and ax values and both indicate a linear increase in ax. 
The £ values tend to change little as x increases and is expected to approach a constant at 
relatively large distances downstream. Hence predictions from the SDM should become 
more accurate as x increases. 
This study suggests that the use of a constant dispersivity/distance ratio in a transport 
model is more appropriate than the use of a constant dispersivity. Scale-dependent 
dispersion may be an important mechanism to take into account when designing monitoring 
program..-; and experiments. 
deriva.tion procedures between Eqs.2.20 a.nd 2.25 
Equations 2.20 and 2.21 allow us to calculate the following derivatives that appear in 
Eq.2.16: 
atp _ atp ap -f' R 
----- -
ax ap ax T (2.Al) 
R a'P =R a'P ap = _ p 1'R 
aT ap aT T (2.A2) 
~(£xa'P)=ap ~(£PT fIR) 
ax ax ax ap R T 
R 
Pf,), (2.A3) 
where primes are used to denote differentiation with respect to p. Inserting 2.Al-2.A3 in 
Eq.2.16 gives an equation for f 
t (£ P f') -1'(1- P) = 0 (2.A4) 
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p = f' in 2.A4, separate variables and integrate once to obtain p. 
A second integration gives f 
/3 (L'l) e 
f =c) JO 6 e 6 dO +C2 
o 
Make the substitution y = Of & in 2.A6 to obtain 
/3/6 
f =C3 J Y 
o 
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(2.AS) 
(2.A6) 
(2.A7) 
where C3=C1 &lIs. The constants C2 and C3 are found by imposing Eqs.2.23 and 2.24 to 
obtain the following result forf 
e-Y dy 1 P y(-,-) 
f(P) = 1- r(~) (2.AS) dy [; 
0 
where Gamma function and Incomplete gamma function. 
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Additional study 
2.6.1. Theoretical explanation of scale-dependent dispersion in homogenous media 
The usual explanation for scale-dependent dispersion coefficients is that the dispersion 
coefficient is proportional to the scale of aquifer heterogeneity, and this heterogeneity scale 
increases with distance downstream as the flow samples a larger and larger region. This 
explanation implies that the dispersion coefficient would not increase with distance 
downstream for a homogeneous aquifer, and the dispersion coefficient for a heterogeneous 
aquifer will approach an upper limit at a far enough distance downstream. We have briefly 
mentioned in our paper that an analytical argument given by Hunt (1999a, b) may explain 
the observation of scale-dependent dispersion in homogenous media but we did not 
elaborate on it further. In this section, we will provide a theoretical explanation. 
Considering dispersion of a finite mass of conservative tracer (M) that has been released 
instantaneously at x 0 in a one-dimensional aquifer, we have the following transport 
equation, with initiallboundary conditions: 
!(D(X): ) 
M 
e(x, 0) = -c:5(x) 
17 
00 M 
Je(x,t) dx =-
-00 17 
e(±co,t) = 0 
Be 
ax at 
for 0 < t < co 
(-co < x < co, 0 < t <co) (2.45) 
(2.46) 
(2.47) 
(2.48) 
where 11 = aquifer porosity, 8(x) is the Dirac delta function, and M = contaminant mass per 
unit area that is normal to the x-axis (MIL 2). 
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Let A base width (defined empirically, e.g. concentration 5% peak concentration) of a 
contaminant pulse moving downstream with an average pore-water velocity, V, as shown in 
Fig. 2.8. Since x Vt + , we have x RJ Vt as t ---+ 00, This assumes that A « Vt. Under these 
conditions, the previous problem reduces to 
c(e;,O) M o(e;) 
7J 
<0 M 
Jc(e;,t)de; = 
-00 7J 
c(±oo,t) 0 
(-00 < e; < 00, 0 < t < 00) 
for 0 < t < 00 
c 
x 
Fig. 2.8 Downstream movement of a contaminant pulse 
The analytical solution of this problem has been given by Hunt (1999a, b) as below 
1 dA2 DRJ----
47.9 dt 
(2.49) 
(2.50) 
(2.51) 
(252) 
(2.53) 
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If dispersion due to advection is assumed to dominate molecular diffusion within the pores, 
then the spreading process is due almost entirely to velocity differences. Therefore, it is 
reasonable to assume that 
(2.54) 
where Vrnax maximum pore-water velocity. Inserting Eq. 2.54 into Eq. 2.53 gives 
D(Vt)oc(V
m3X Vy t (2.55) 
Since Vt ):::j x as t ~ 00, replacing t with x/V gives the following asymptotic expression for 
D(x): 
D(x) = BXV (2.56) 
h . I (Vmvax _1)2 were B constant proportlona . to 
The above argument suggests that the dispersion coefficient will continue to increase 
indefinitely with distance downstream and the limiting asymptotic value suggested by Fetter 
(1993) will never be reached. 
2.6.2. Relationship between dispersivity derived from CDM and apparent dispersivity 
estimated from SDM 
In the publication (Section 2.3.2), we mentioned that values of equivalent dispersivity (EX) 
estimated from the SDM are consistently about two times greater than dispersivity (ax) 
values estimated from the CDM, such as shown in Tables 2.1 and 2.2. There seems to be a 
relationship, ax = EX/2. We did not give explanation for this in the original paper. In this 
section, we will explain it from the solutions ofthe SDM and CDM. 
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A SDM for a finite mass of conservative tracer released instantaneously (Fig. 2.8) could be 
expressed as 
a (& X V ac ) = v ac + ac 
ax ax ax at 
00 M 
Jc(x,t) dx =-
_00 17 
c(±oo,t) = 0 
Rewrite this problem so that 
c(x,t)=lP((,t) 
ac = alP a( alP 
- = 
ax a( ax a( 
ac alP a( a 
-=--+ va 
at a( at at a( 
Eqs. 2.57-2.59 become 
a 
-[&V((+Vt) ] 
at a( a( 
00 M 
JlP((,t) d( 
-00 17 
lP(±oo,t) 0 
(-00 < x < 00, 0 < t < (0) 
(O<t<oo) 
(O<t<oo) 
(( x Vt) 
a 
+ 
at 
Far downstream, Vt» C; and (+ Vt zVt, therefore 
a2 alP 8V2t~ 
a(2 at 
<Xl M 
JlP((,t) d( 
17 
-00 
(2.57) 
(2.58) 
(2.59) 
(2.60) 
(2.61) 
(2.62) 
(2.63) 
(2.64) 
(2.65) 
(2.66) 
(2.67) 
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<p(±oo,t) ::::: 0 
Solve this by using the transformation r = s V 2 t2 12. Then 
arp 
--
ar 
co M 
J<p(e;,r) de; = 
-00 ~ 
<p(±oo,r) =0 
The solution for this problem is 
<pee;, r) 
Rewrite this result as c(x,t) to obtain 
c(x,t) 
A CDM can be expressed as 
Vac + ae 
ax at 
00 M 
Je(x,t) dx =-
-00 17 
e(±oo,t) = 0 
(--00 < X < 00, 0 < t < (0) 
(O<t<oo) 
(O<t<oo) 
(2.68) 
(2.69) 
(2.70) 
(2.71) 
(2.72) 
(2.73) 
(2.74) 
(2.75) 
(2.76) 
Using the similar procedure as above, we could derive the solution for this problem as 
34 
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M ( Vt)2 
c( x, t) = 2 I TT,f exp - -'--4-a-
x
1-?;f-1l-y1C ax YI YI 
(2.77) 
Comparing these two solutions (Eqs. 2.73 and 2.77) shows that for the same c value, there 
is a relationship between parameters of the two models: 
eVt ex 
a=--=-
x 2 2 (2.78) 
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Abstract 
In this note, we applied the temporal moment solutions of Das and Kluitenberg (1996) for 
one-dimensional advective-dispersive solute transport with linear equilibrium sorption and 
first-order degradation for time pulse sources to analyse column experimental data. Unlike 
most other moment solutions, these solutions consider the interplay of degradation and 
sorption. This permits estimation of a first-order degradation rate constant using the zeroth 
moment of column breakthrough data, as well as estimation of the retardation factor or 
sorption distribution coefficient of a degrading solute using the first moment. The method of 
temporal moment (MOM) formulae were applied to analyse breakthrough data from a 
laboratory column study of atrazine, hexazinone, and rhodamine WT transport in volcanic 
pumice sand, as well as experimental data from the literature. Transport and degradation 
parameters obtained using the MOM were compared to parameters obtained by fitting 
breakthrough data from an advective-dispersive transport model with equilibrium sorption 
and first-order degradation, using the non-linear least-square curve-fitting program 
CXTFIT. The results derived fi'om using the literature data were also compared with 
estimates reported in the literature using different equilibrium models. The good agreement 
suggests that the MOM could provide an additional useful means of parameter estimation 
for transport involving equilibrium sorption and first-order degradation. We found that the 
MOM fitted breakthrough curves with tailing better than curve fitting. However, the MOM 
analysis requires complete breakthrough curves and relatively fi'equent data collection to 
ensure the accuracy ofthe moments obtained from the breakthrough data. 
Key words: Temporal moments; Retardation; First-order degradation; Equilibrium sorption 
3.1. Introduction 
The method of temporal moments (MOM) is often used for analysing concentration 
breakthrough curves (BTCs) in contaminant transport studies. The MOM may be used to 
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estimate the parameters of a contaminant transport model by comparing the moments of 
concentration breakthrough data to the theoretical moments predicted using the model. 
These theoretical moments may be derived using a Laplace transformed version of the model 
(Kucera, 1965; Cho, 1971; Valocchi, 1985). The MOM is convenient to use as there is no 
need to solve the transport model in real time and space (only the Laplace solution is 
required) and depending on the complexity of the transport model and the number of model 
parameters that are needed, only the zeroth, first, and perhaps second, moment solutions are 
necessary. The MOM is commonly used to estimate pore-water velocities and dispersion 
coefficients for laboratory column BTC data for conservative tracers (Maloszewski et aI., 
1994; Pang et aI., 1998; Yu et aI., 1999), and retardation factors for sorbing solutes under 
both equilibrium and non-equilibrium transport conditions (Jacobsen et al., 1992; Ptak and 
Schmid, 1996; Rubin et aI., 1997). However, there has been little work published 
demonstrating its use to simultaneously estimate degradation rates and retardation factors 
for sorbing and degrading solutes. Instead, curve fitting procedures (e.g Toride et aI., 1995) 
have typically been used for parameter estimation under these conditions. This is probably 
due to the fuct that many of the published MOM solutions (e.g. Valocchi, 1985, 1986; Leij 
and Dane, 1992; Espinoza and Valocchi, 1998; Young and Ball, 2000) do not incorporate 
contaminant degradation. 
The interplay between degradation and sorption has become of increasing interest, as issues 
such as the bioavailability of subsurfuce contaminants are explored. It is known that sorption 
and degradation are related (Matthess, 1994). Jury and Roth (1990) and Gamerdinger et aI. 
(1993) showed that degradation shifts the apparent center-of-mass of a breakthrough curve 
to the left. Many subsurface contaminants, such as pesticides, hydrocarbons, and 
microorganisms, undergo simultaneous degradation and sorption. To our knowledge, the 
only published MOM solutions considering solute transport undergoing both sorption and 
degradation are those given by Das and Kluitenberg (1996). However, Das and Kluitenberg 
(1996) did not apply their theoretical results to experimental data. 
u>mntW,(J/ moments 
--~--------~~~----------------------------------------------
39 
The MOM solutions of Das and Kluitenberg (1996) are based on the assumptions that 
local equilibrium is established instantaneously during solute transport in a homogenous 
porous mediUlll, and that sorption is linear and reversible. Although real systems are rarely 
homogenous, and sorption may be kinetic, these assumptions are reasonable when sorption 
kinetics are significantly faster than the hydraulic residence time (Brusseau, 1992; Kookana 
et al., 1993), such as found in relatively homogenous media systems with slow flow rates 
(Lee et aI., 1988; Bajracharya et aI., 1996). 
We carried out a column experiment usmg degradable sorbing solutes (atrazine, 
hexazinone, and rhodamine WI) and applied the MOM solutions of Das and Kluitenberg 
(1996) to our data as well as to data from Langner et al. (1998) and Casey et al. (2000). 
MOM-estimated parameters were compared to parameters obtained from fitting a transport 
model that assumes advective-dispersive transport, equilibrium sorption, and first-order 
degradation to the BTC data, using the non-linear least-square curve-fitting program, 
CXTFIT (version Toride et aI., 1995). The results derived from using the data of Langner 
et al. (1998) and Casey et al. (2000) were also compared with the independent estimates 
reported in these studies using different equilibrium models. 
3.2. Theory 
3.2.1. Governing solute transport equations 
Solute transport through saturated, homogenous porous media, in a one-dimensional 
uniform flow field, considering advection, dispersion, linear equilibrium sorption, and first-
order degradation may be described by the following partial differential equation (Toride et 
aI., 1995): 
(3.1) 
where c is the contaminant concentration (MlL3), D is the dispersion coefficient (elT), R is 
the retardation fuctor, V is the average pore-water velocity (LIT), x is the longitudinal 
distance (L), t is the time (T), and A is a combined first-order degradation rate constant (rl) 
that accounts for degradation of solute in both liquid and solid phases. In this study we are 
interested in a pulse source of duration to with the following initial and boundary conditions: 
c(x,O)=O O<x<oo (3.2) 
c( O,t)=co 0< t:5:. to (3.3) 
c(O,t)=O to <t<oo (3.4) 
c( oo,t)=O O<t<oo (3.5) 
A is defined as (van Genuchten and Alves, 1982; Toride et aI., 1995) A=A I + Pb(}Kd As' 
where Al is the first-order degradation rate constant in the liquid phase (rt), As is the first-
order degradation rate constant in the solid phase (rt), {Jb is the bulk density of the porous 
material (MIL\ Kd is the sorption distribution coefficient (elM), and () is the porosity of 
the porous material (elL \ For linear instantaneous sorption R = 1 + -'--"----'=-. Therefore, () 
replacing Pt$dl(} with (R-l) give A=A I +(R I)As' 
3.2.2. Temporal moments 
The nth temporal moment of a concentration distribution at a location, x, is defined as 
(Kucera, 1965; Valocchi, 1985): 
00 
Mn = J til c(x,t) dt (3.6) 
o 
and the nth normalized moment of the distribution is defined as: 
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'" J til c (x,t) dt 
Mil 0 Pn = M = -"--"'----
o Jc(x,t) dt 
(3.7) 
o 
Eqs. 3.6 and 3.7 may be used to obtain experimental temporal moments from concentration 
breakthrough curves. Das and Kluitenberg (1996) derived the following theoretical zeroth 
and first temporal moments using a Laplace transformed version of the transport model 
(Eqs.3.1-3.5): 
(3.8) 
(3.9) 
By setting the experimentally determined moments equal to the theoretical moments, we can 
estimate the degradation rate and retardation f~ctor, as follows: 
(3.10) 
(3.11) 
x 
where Mo and P1 are as defined in Eqs.3.6 and 3.7. 
The pore-water velocity CV) and dispersion coefficient (D) must be known in order to 
calculate A and R from Eqs.3.1 0 and 3. 11. These parameters can be obtained using the 
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experimentally determined moments of the concentration BTC of a non-reactive tracer. 
Since R=1 and //..=0 for a non-reactive tracer, we can use Eq.3.11 to calculate V from first 
moment data: 
x V=------
PI -0.5to 
(3.12) 
Following Valocchi (1985) and Goltz and Roberts (1987), we could define the 
contaminant effective velocity, Vc, calculated from the first moment of a breakthrough curve 
obtained at location x, as X/Pl' We can then use Eq.3.11 to determine that the effective 
velocity of a sorbing, degrading contaminant that is instantaneously injected into the medium 
(to=O) is: 
(3.13) 
Eq.3.13 confirms the relationship presented in Cho (1971) who found that the effective 
velocity of a degrading but non-sorbing solute, Vc, is related to the first-order degradation 
rate constant, by the expression~V2 + 4D//" . Eq.3.13 also is consistent with Gamerdinger et 
al. (1993) and Jury and Roth (1990) who showed that an increasing degradation rate results 
in a shift ofthe BTC center-of-mass to the left (that is, Iv and !ll are inversely related). 
The dispersion coefficient needed in Eqs. 3.10 and 3.11 can also be independently 
determined using the first and second moments of a non-reactive tracer BTC by applying the 
fullowing formula (adapted from Leij and Dane, 1992; Young and Ball, 2000): 
D= (3.14) 
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with the pore-water velocity, V, and the second normalized moment, !-l2, ill Eq.3.14 
determined from experimental data, using Eqs.3.12 and 3.7, respectively. 
3.3. Experimental verification 
3.3.1 Column experiment 
A column experiment was carried out to test the applicability of the MOM solutions using 
atrazine, hexazinone, and rhodamine WT dye. The material used in the experiment was taken 
from 0.5 m below the water table while drilling a well at Hamilton, New Zealand. Analysis 
of the pumice sand aquifer material showed a mean cation exchange capacity of 2.49 
cmo1Jkg and total carbon content of 0.11 % with an estimated allophane content of 
approximately 0.8%. 
The column used was an acrylic tube with a length of 200 cm and a 19 cm internal 
diameter. The aquifer material, stored at residual saturation after being taken from the field, 
was uniformly repacked under saturation. Tapwater sourced from the Canterbury deep 
gravel aquifer was used. 
The experiment was undertaken at room temperatures (20°C ±1). A flow rate (Q) of 7.3 
mlImin was applied to the column. Knowing the cross-sectional area of the column (A=283 
cm2), along with the bulk density Got,=1.37 g/ml), particle density (Ps=2.35 g/ml), and 
porosity (0 = 1- Po / ps = 0.42) of the pumice sand, the average pore-water velocity (V) in 
the column could be estimated (V = Q /(AO)) at 0.89 mlday. This velocity is typical for a 
pumice sand aquifer. After extensively flushing the column with tapwater prior to the 
experiment, 29 I of solution containing atrazine (960 ~g/l), hexazinone (350 ~g/l), and 
rhodamine WT (31 0 ~g/l) along with tritiated water 3H20 (4423 dpml10mI) and bromide 
(4.5 mg/l) were introduced into the column. 3H20 and Br were used as conservative tracers 
in order to characterise the physical transport properties (advection and dispersion). The 
column was then flushed with tapwater until chemical concentrations in the effluent were 
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reduced to the background level of the tapwater. Effluent flow rates were measured 
regularly, and the cumulative volume was recorded using a flow-meter. 
Pesticide samples were analysed by gas chromatography-mass spectrometry with detection 
limits of 0.3 and 0.5 j.tg/l for atrazine and hexazinone, respectively. Rhodamine WT samples 
were analysed fluorimetrically (detection limit 0.05 j.tg/l). 3H20 samples were analysed using 
a liquid scintillation counter and bromide samples were analysed by ion chromatography 
(detection limit 0.1 mg/l). 
3.3.2 Experimental data from literature 
To further test the applicability of the MOM, we applied the MOM solutions to the 
experimental data of Langner et aI. (1998) and Casey et al. (2000). Langner et aI. (1998) 
obtained experimental data showing degradation and sorption of 2,4-dichlorophenoxyacetic 
acid (2,4-D) using a series of unsaturated soil columns with varying column lengths and 
pore-water velocities. The experimental data of Casey et aI. (2000) were obtained from 
column experiments with pulses of trichloroethylene (TCE) flowing through zero valent 
metals at three pore-water velocities, resulting in simultaneous breakthrough curves of TCE 
and its reduction daughter product, ethylene. According to Casey et al. (2000), the 
concentration detection limit for both chemicals was approximately 0.01 mg/I. 
3.3.3 Parameter estimation 
For the pumice sand column, the pore-water velocity (V) and dispersion coefficient (D) 
were first estimated from the 3H20 and Br data using Eqs.3.12 and 3.14, respectively. The 
experimental moments in the equations were calculated from the BTCs using the trapezoidal 
rule. Compared to 3H20 (total of97 observations), Br samples were collected less frequently 
(total of 24 observations), and consequently the MOM analysis of the Br BTC was less 
accurate. Therefore, the V and D values estimated from the 3H20 data were used in 
subsequent analyses. Values of A and R for the reactive solutes were estimated using 
Eqs.3.10 and 3.11. Due to premature termination of the atrazine experiment, the atrazine 
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BTC was truncated. Use of the truncated data would have resulted in underestimation of the 
zeroth and first moments of the BTC, leading to underestimation of R and overestimation of 
A when applying Eqs.3.10 and 3.11. To obtain better estimates of the BTC moments, we 
extrapolated the atrazine BTC according to the slope of the tail, resulting in an estimated 
data point of 0.0 relative concentration at 400 h (see Fig.3.1). 
For the experimental data of Langner et al. (1998) and Casey et al. (2000), we used values 
of V and D given in their papers, and estimated values of A and R using Eqs.3.10 and 3.11. 
Langner et al. (1998) estimated the V values for their system based on Darcy velocity and 
water content. Casey et al. (2000) did not indicate how the reported V values were 
determined. Both Langner et al. (1998) and Casey et al. (2000) estimated the D values from 
fitting BTCs of conservative solutes. 
For comparison purposes, parameter values were also estimated independently by fitting 
the experimental B TCs with analytical so lutions of the transport model (Eq s.3 .1-3.5) using 
CXTFIT (version 2, Toride et aI., 1995). The results reported in Langner et al. (1998) and 
Casey et al. (2000), derived from different equilibrium models, served as independent 
estimates to compare with the parameter estimates from applying the MOM in this study. 
3.4. Results and discussion 
Table 3.1 lists values of V and D for the conservative solutes and R and A for the reactive 
solutes estimated from the MOM and from curve fitting. Fig.3.1 shows BTCs observed and 
simulated using both approaches. We see from the table and figure that the parameter values 
and the simulated BTCs obtained from applying the two methods are very similar except for 
atrazine. Also note that the values of V that were obtained using the two methods were very 
similar to the independently determined value of V based on a flow rate of 0.89 mlday (see 
Section 3.3.1). Statistically, the MOM and curve fitting values for R and A were found to be 
well correlated (r~0.95, P = 0.000). Using a modified coefficient of deviation, 
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Table 3.1 
Comparison of results obtained from method of moments and curve-fitting 
using CXTFIT 
(1) EX2erimentai data of this stud~ (pumice sand column) 
Tracer V ~m/da~) D (m2/day) 
MOM CXTFIT li MOM CXTFIT li 
Tritiated water 0.87 0.90 -0.03 0.18 0.09 0.53 
Br 0.93 0.95 -0.02 0.14 0.07 0.52 
/L (per day) 
MOM CXTFIT li MOM CXTFIT li 
Atrazine 3.03 2.22 0.27 0.27 0.47 -0.76 
Hexazinone 1.60 1.34 0.16 0.12 0.23 -0.94 
Rhodamine WT 1.50 1.28 0.14 0.39 0.43 -0.12 
(2) E292erimental data ofLan~ner et a!. (1998) 
2,4~D column /L (per min) 
MOM E MOM CXTFIT E 
RT05-L09 3.03 2.78 0.08 0.60 0.73 -0.22 
RTl6-L09 2.96 3.15 -0.06 0.79 0.76 0.04 
RT48-L09 3.97 3.95 0.01 1.59 1.62 -0.02 
RT05-L28 3.01 2.77 0.08 0.44 0.61 -0.39 
RTl6-L28 3.71 3.59 0.03 0.46 0.51 -0.11 
RT48-L28 3.84 3.75 0.02 0.92 0.92 0.00 
RTl6-L85 3.00 2.84 0.06 0.27 0.35 -0.29 
RT48-L85 3.22 3.18 0.01 0.22 0.21 0.05 
RT-residence time (h), L- column length (cm) 
(3) Experimental data ofCase~ et a1. ~2000) 
Experiment /L (per min) 
Column-solute-flow rate MOM CXTFIT li MOM CXTFIT E 
FeCu-TCE-fast 4.38 3.45 0.21 0.18 0.19 -0.05 
FeCu-TCE-intermediate 4.30 3.69 0.14 0.13 0.14 -0.04 
FeCu-TCE-slow 12.06 11.23 0.07 0.20 0.20 0.01 
Fe-TCE-fast 2.69 2.10 0.22 0.15 0.18 -0.20 
Fe-TCE-intermediate 2.75 2.57 0.07 0.12 0.12 0.02 
Fe-TCE-slow 7.12 5.43 0.24 0.12 0.14 -0.14 
F eCu-Ethylene-fast 5.36 5.59 -0.04 0.02 0.02 0.13 
F eCu-Ethylene-intermediate 4.66 4.70 -0.01 0.01 0.01 0.09 
Fe-Ethylene-fast 3.70 3.48 0.06 0.04 0.04 -0.21 
F e-Eth~lene-intermediate 3.32 3.44 -0.03 0.01 0.01 ~0.38 
E= (MOM value-CXTFIT value) /MOM value 
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Fig. 3.1 . Comparison of MOM- and CXTFIT-simulated concentration breakthrough curves with 
experimental data for the pumice sand column (observed data in circles). Every second observations 
are plotted for tritiated water and every third observations are plotted for rhodamine WT. 
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8 (MOM value-CXTFIT value) IMOM value, the similarity of the results between the 
methods for each parameter could be compared. Table 3.1 shows that the 8-values for V are 
one order of magnitude smaller than the values for D, R, and A for the experiment with the 
pumice sand column. As only the first moment is needed to estimate V for a non-reactive 
tracer, it is not surprising that the MOM estimate is quite close to the curve-fitting estimate. 
In contrast, first and second moments are required to estimate R, D and A, so the estimates 
for these parameters exhibit more deviation. This is expected, as the higher the order of the 
moment, the less stable the calculation (Leij and Dane, 1992). 
Table 3.1 shows that dispersion coefficients estimated from the MOM are higher (by about 
twofold) than the curve-fitting estimates. A similar finding was also reported by Pang et al. 
(1998). This is not surprising, as the MOM-estimated value of D is a function of the 
difference between the second moment and the first moment squared (Eq.3.14). Thus, even 
small concentrations that are measured at times distant from the first moment (i.e. the BTC 
tail) will have a large impact on the dispersion estimate. In contrast, CXTFIT curve-fitting 
results that are based on minimizing the sum of square deviations are dominated by the high-
concentration data points (as all the data points are assigned an equal weight by CXTFIT); 
hence curve-fitting-derived dispersion coefficients are comparatively low. For a similar 
reason, there is a tendency for the MOM to estimate slightly higher R-values than least 
square curve fitting, as the first moment calculation is positively influenced by 
concentrations in the BTC tail, thus, resulting in increased estimates for R (Eq.3.11). 
Because of the higher D-value estimated using the MOM in comparison with curve-fitting, 
the MOM appears to do a better job fitting the tails for atrazine, hexazinone and rhodamine 
WT. It should be noted that neither the MOM nor curve-fitting could adequately describe 
the atrazine BTC, which exhibits significant tailing (Fig.3.1), suggesting that atrazine 
sorption may be kinetic. To adequately describe a BTC with significant tailing due to kinetic 
sorption, a model that accounts for kinetic sorption would be needed, but this is beyond the 
scope ofthis note. 
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Table 3.2 
Comparison of results estimated in this study and those reported by Langner et al (1998) and Casey et a!. (2000) 
obtained from the equilibrium models. 
Column R A (per h) 
with2,4-D This study Langner et a!. This study Langner et al. 
MOM CXTFIT (1 998l MOM CXTFIT (1998) 
RT05-L09 3.03 2.78 4.23 0.025 0.030 0.031 
RTl6-L09 2.96 3.15 3.79 0.033 0.032 0.035 
RT48-L09 3.97 3.95 4.35 0.066 0.068 0.071 
RT05-L28 3.01 2.77 3.49 0.018 0.025 0.Ql5 
RTl6-L28 3.71 3.59 4.17 0.019 0.021 0.021 
RT48-L28 3.84 3.75 4.91 0.038 0.038 0.038 
RTl6-L85 3.00 2.84 3.42 0.011 0.015 0.015 
RT48-L85 3.22 3.18 3.55 0.009 0.009 0.007 
The A values of Langner et al. (1998) were given in Table 3 of the original paper, but the 
R values were not directly given and hence were calculated from the given values of K d, Po, and 8. 
Column Kd (m1/g) K s,sa (1 h·1 m·2) x 10.5 
This study Caseyet al This study Casey et al 
MOM CXTFIT (2OOOl MOM CXTFIT (2000) 
FeCu-TCE-fast 0.56 0.40 0.46 (+1-0.Q7) 14 21 18 (+1-1.8) 
F eCu-TCE-intermediate 0.54 0.44 0.50 (+1-0.08) 11 14 14 (+1-1.3) 
FeCu-TCE-slow 1.83 1.69 1.77 (+1-0.94) 4.9 5.2 6 (+1-0.79) 
Fe-TCE-fast 0.46 0.30 0.40 (+1-0.44) 25 47 19 (+/-11.0) 
Fe-TCE-intermediate 0.48 0.43 0.40 (+1-0.04) 19 21 21 (+1-1.5) 
Fe-TCE-slow 1.67 1.21 1.36 {+1-0.75l 5.9 8.8 8.9 (+1-2.02 
K d and K s,sa were presented in Table 1 of Casey et al. (2000). 
The K d values estimated in this study were converted from the R values together with the given values of Po and 8. 
K s,sa was the normalized sorbed reaction rate constant, and was defined as K "sa = "A 8 1 CPo K d S J 
S a is the surface area concentration, and was given as 21,147 m2/l for the Fe columns and 22,417 m2/1 for the FeCu columns. 
The K s,sa values estimated in this study were converted from the "A and K d values of this study together with given e, Po and S a values. 
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Table 3.2 shows the results obtained in this study using data of Langner et al. (1998) and 
Caseyet al. (2000) compared to the results reported in those studies. Table 3.2 shows 
that the A values derived from the 2,4-D data of Langner et al. (1998) are almost the 
same between the studies. In addition, the values of R calculated from the Kd, e, and Po 
values given in Langner et al. (1998) are similar to the values of R estimated in this study 
using the MOM and curve fitting. In the equilibrium model used by Casey et al. (2000), 
sorption was described using Kd and degradation was described using a normalised 
sorbed reaction rate constant, Ks,sa. Converting R and A values estimated in this study to 
the corresponding Kd and Ks,sa values, the results are shown to also be similar between 
the studies. This analysis of the results of Langner et al. (1998) and Casey et al. (2000) 
offers further support of the applicability of the MOM to describe transport with 
equilibrium sorption and degradation. 
In using the MOM, a note of caution is needed. In order to obtain exact moments, 
data must theoretically be collected for an infinite time, as a precise mechanistic 
interpretation of the transport requires a complete recovery of injected solute (Young 
and Ball, 2000). To minimize integration errors in the MOM analysis, frequent data 
collection is also required, which may be impractical, due to time and cost constraints. 
Hence, the accuracy of MOM results is very much affected by the degree of data 
truncation and frequency of data collection. 
3.S. Conclusions 
The temporal moment solutions of Das and Kluitenberg (1996) were satisfactorily 
verified in this note using breakthrough data obtained from column experiments. The 
MOM estimates agreed very well with curve-fitting estimates for the BTCs with little 
tailing. For BTCs with tailing, the MOM appeared to fit the tail better than the curve-
fitting approach. These results suggest that the MOM could be used as an additional 
useful tool to estimate pore-water velocity, dispersivity, degradation rate and retardation 
factor for transport with equilibrium sorption and degradation. However, like other 
equilibrium models, the moment solutions of Das and Kluitenberg (1996) are unable to 
describe BTCs with significant tailing. Also, like other temporal moment solutions, the 
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above MOM analysis requires complete breakthrough curves and relatively frequent data 
collection. 
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3.6. Additional study: Derivation of theoretical MOM solutions 
In this section, we will demonstrate the procedure of deriving the MOM solutions presented 
in equations 3.8 and 3.9. The procedure was not included in the publication that constitutes 
the core of Chapter 3, as Das and Kluitenberg (1996) had derived equivalent solutions 
previously, using a different procedure. 
3.6.1. Laplace transformation of IIlrllf'iJIPlt"ll'IIlin solute transport equations 
Applying the Laplace transform to Eqs. 3.1 and 3.2 changes the partial differential 
equation to the following ordinary differential equation: 
+Rs)C =0 (3.15) 
where s denotes the Laplace transform variable and C(x,s) is the concentration in the 
Laplace domain, expressed as 
'" 
C(x,s) = j e-st c(x, t) dt 
o 
Boundary conditions (3.3) - (3.5) are similarly transformed to: 
C( 0, Co (1- est
O ) 
s 
(3.16) 
(3.17) 
(3.18) 
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Solution of the ordinary differential equation (3.15), with boundary conditions (3.17) and 
(3.18), is straightforward. The solution for concentration in the Laplace domain is: 
(3.19) 
where 1n2 is defined as: 
(3.20) 
3.6.2. moments 
The following well-known property of the Laplace transfonnation relates the temporal 
moments of a concentration distribution with its representation in the Laplace domain (Aris, 
1958; KuCera, 1965): 
M = ooJ til c(x t) dt =(_1)11 lim d"C(x, s) 
" , s~o ds" 
o 
(3.21) 
As indicated in the paper, Eqs. 3.6 and 3.7 may be used to obtain experimental temporal 
moments from breakthrough data. For a given model, Eq. 3.21 may be used to obtain the 
theoretical temporal moments, using the solution of the model in the Laplace domain. For 
Chapter 3: additional study 54 
the given model, transport parameters may be estimated by setting the theoretical moments 
calculated from Eq. 3.21 equal to the experimental moments estimated from Eq. 3.6. 
3.6.2.1. Zeroth moment 
We can develop a formula for the zeroth moment of a BTC by substituting Eq. 3.19 into 
Eq. 3.21 with n=O: 
(3.22) 
Using L'Hospital's rule to evaluate the right hand side of Eq. 3.22 as s ~ 0, we obtain 
Eq.3.8. 
3.6.2.2. First moments 
To derive the first moment formula, we use Eq. 3.21 with n=l: 
(3.23) 
From the definition ofm2 in Eq. 3.19, we obtain 
dm2 
- --r====== ds 
R (3.24) 
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Taking the natural log of both sides ofEq. 3.19 gives 
Differentiating Eq. 3.25 with respect to s yields 
1 dC e -sto xdm
2 
--=-
C ds s 1 e -sto ds 
where the terms 1 -+-"---
s 1 e-sto 
indeterminant as s ~ 0 . 
A Taylor series expansion about s =0 gives 
1 e-sto 
1 to ) 
---+O(s 
s 2 
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(3.25) 
(3.26) 
(3.27) 
where O(s) represents terms of order s. Inserting Eqs. 3.24 and 3.27 in Eq. 3.26, and taking 
the limit as s ~ 0 gives 
lim (~ dC)= lim(-~+ O(s)+ _x--,=-
HO C ds HO 2 ds 
to xR 
(3.28) 
2 ~V2+4DA 
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Therefore, Eqs. 3.22, 3.23, and 3.28 give 
-M 1 lim dC _[~+ xR ) limC(x,s) 
S-)O ds 2 -JV2 + 4DA HO 
[
to XR) M 
2+ -JV2 +4DA 0 
(3.29) 
Finally, Eq. 3.29 and the definition of the normalized first moment from Eq. 3.7 results in 
Eq.3.9. 
We have now derived the theoretical zeroth and first temporal moments (Eqs. 3.8 and 3.9) 
of a concentration distribution simulated at position x using the model described by Eq. 3.1-
3.5, as presented in the paper. 
As our MJcoto corresponds to the MRF given by Das and Kluitenberg (1996), we can see 
that our Eq. 3.8 is the same as their Eq. 30. Likewise, our Eq. 3.11 could be derived from 
Eq. 24 ofDas and Kluitenberg (1996) and their comments below the equation. 
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Abstract 
This paper investigates the effects of pore-water velocity on chemical nonequilibrium 
during transport of Cd, Zn, and Pb through alluvial gravel columns. Three pore-water 
velocities ranging from 3 to 60 mlday were applied to triplicate columns for each metal. 
Model results for the symmetric breakthrough curves (BTCs) of tritium CH20) data suggest 
that physical nonequilibrium components were absent in the uniformly packed columns used 
in these studies. As a result, values of pore-water velocity and dispersion coefficient were 
estimated from fitting 3H20 BTCs to an equilibrium modeL The BTCs of metals display long 
tailing, indicating presence of chemical nonequilibrium in the system, which was further 
supported by the decreased metal concentrations during flow interruption. The BTCs of the 
metals were analysed using a two-site model, and transport parameters were derived using 
the CXTFIT curve-fitting program. The model results indicate that the partitioning 
coefficient (fJ), forward rate (k1), and backward rate (k2) are positively correlated with pore-
water velocity (V); while the retardation factor (R), mass transfer coefficient (OJ), and ratio 
of k]lk2 are inversely correlated with V. There is no apparent relationship between the 
fi'action of exchange sites at equilibrium if) and V. The influence of Von k2 is much greater 
than onR, j3, m, and k j • A one-order-of-magnitude change in Vwould cause a two-order-of-
magnitude change in k2 while resulting in only a one order-of-magnitude change in R, j3, OJ, 
and k1• The forward rates for the metals are found to be two to three orders-of-magnitude 
greater than the corresponding backward rate. However, the difference between the two 
rates reduces with increasing pore-water velocity. Model results also suggest that Cd and Zn 
behave similarly, while Pb is much more strongly sorbed. At input concentrations of about 4 
mg/L and pore-water velocities of 3-60 mlday in the groundwater within alluvial gravel, this 
study suggests retardation factors of26-289 for Cd, 24-255 for Zn, and 322-6377 for Pb. 
Key words: Pore-water velocity; Chemical nonequilibrium; Heavy metals; Alluvial gravel; 
Groundwater 
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4.1. Introduction 
Transport of contaminants in groundwater systems could be affected by physical 
nonequilibriumprocesses (e.g. caused by aquifer heterogeneity, preferential flow, and kinetic 
diffusion) orland chemical nonequilibrium processes (e.g. caused by kinetic sorption/ion 
exchange and hysteretic sorption). Local equilibrium establishes only when solute transport 
is under simple and ideal conditions, for example, when sorption is linear, instantaneous and 
reversible. The effect of pore-water velocity on contaminant transport, particularly on 
sorption/desorption, is receiving increased interest. It has been reported that pore-water 
velocity influences kinetic sorption/desorption (Akratanakul et aI., 1983; Lee et aI., 1988; 
Bouchard et aI., 1988; Brusseau, 1992a; Ptacek and Gillham, 1992; Maraqa et at, 1999) but 
it does not influence sorption/desorption under equilibrium conditions (Lee et at, 1988; 
Bajracharya et aI., 1996). 
Kinetic sorption/desorption is commonly described by a two-site model, which assumes 
that the sorption sites can be partitioned into instantaneous sites and kinetic (i.e. rate-
limited) sites (van Genuchten, 1981). Most studies focus on evaluating the effect of pore-
water velocity on the rate of mass transfer between the two sites, and a positive relationship 
between the two parameters is commonly reported (Kookana et aI., 1993; Maraqa et aI., 
1999). Comparatively less is known about the effect of pore-water velocity on other 
nonequilibrium parameters. For example, conflicting [mdings are reported in the literature 
for whether the fraction of instantaneous sorption sites is dependent on pore-water velocity 
(Brusseau et at, 1991; Kookana et aI., 1993; Maraqa et aI., 1999). 
Parameter relationships are related to experimental conditions. The pore-water velocities 
reported in the above cited studies are generally low (predominantly <1 mlday) as fine 
materials (sand and silt) are usually used in these experiments. The findings derived from 
such conditions may not be applicable for coarse aquifer materials such as alluvial gravel. 
Pore-water velocities in alluvial gravel groundwater systems are higher than the velocities 
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reported in most studies in the literature, and velocity variations in alluvial gravel systems 
are typically large, varying between 5 and 104 rnIday (pang and Close, 1999a). 
Many of the laboratory studies of reactive contaminant sorption/desorption reported in the 
literature were conducted with both physical and chemical nonequilibrium processes 
affecting transport, thereby complicating interpretation of the experimental results. It is 
relatively easy to study physical nonequilibrium transport alone by applying a conservative 
tracer to a heterogeneous medium, as has been shown by studies of Nkedi-Kizza et al. 
(1983), De Smedt and Wierenga (1984), Brusseau et al. (1994), Bajracharya and Barry 
(1997), and Pang and Close (1999a). However, it is difficult to distinguish chemical 
nonequilibrium processes from physical nonequilibrium transport when the experimental 
media is heterogeneous, and a multifactor nonideality model (Brusseau, 1992b) is needed. 
Hence, relatively fewer studies have investigated the effect of pore-water velocity on 
chemical nonequilibrium transport alone. It is possible to conduct such a study in 
homogeneous media as physical nonequilibrium effects are found to be minor in uniformly 
packed columns (Brusseau et al., 1991; Pang and Close, 1999b; Maraqa et aI., 1999). 
Most studies on the effect of pore-water velocity on sorption/desorption have investigated 
the transport of organic contaminants (e.g. Lee et aI., 1988; Bouchard et aI., 1988; Brusseau 
et aI., 1991, Brusseau, 1992a; Ptacek and Gillham, 1992; Kookana et al., 1993; Maraqa et 
aI., 1999). Few studies have investigated the effect of pore-water velocity on nonequilibrium 
transport of heavy metals (Akratanakul et aL, 1983). Groundwater contamination by heavy 
metals occurs in many countries throughout the world, to a greater or lesser extent. Reliable 
prediction of metal movement in groundwater requires an understanding of the 
sorption/desorption of metals with aquifer materials. Cd, Zn, and Pb are often detected in 
groundwater contaminated from mining and other industrial activities as well as from 
landfills. Many researchers have reported that rate-limited sorption is observed for Cd 
(Selim, 1989; Kookana et aI., 1994), Zn (Hinz and Selim, 1994), and Pb (Wilczak and 
Keinath, 1993) in porous media. This rate-limited sorption is characterised by rapid initial 
sorption followed by slow uptake. Considering the gaps in the current literature discussed 
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above, the objective of this paper is to investigate the effect of pore-water velocity on rate-
limited sorption/desorption of Cd, Zn, and Pb in a high-pore water velocity alluvial gravel 
aquifer under conditions of chemical nonequilibrium. 
4.2. Material and methods 
4.2.1. Two-site sorption-desorption model 
A one-dimensional two-site sorption-desorption transport model can be expressed as 
(adopted from Bales et al. 1991; McCaulou et al. 1994): 
(4.1) 
OSI K OC 
of pI of (4.2) 
= (4.3) 
where C solute concentration in solution (M/L3); t = time after injection (T); x = transport 
distance (L); V pore-water velocity (LIT); D = dispersion coefficient (efT); ¢ = bulk: 
density of the aquifer material (M/e); e porosity of the aquifer material (e fL3); SI 
sorbed concentration on instantaneous sites (M/M); S2 = sorbed concentration on kinetic 
sites (M/M); Kpl equilibrium partition coefficient for the instantaneous sites (elM); kl 
first-order sorption rate coefficient (TI); k2 first-order desorption rate coefficient (T1). In 
the above two-site sorption/desorption transport model, sorption for the instantaneous sites 
is represented by the sorption isotherm equation (EqA.2) and sorption for the kinetic sites 
by a first-order rate equation (EqA.3). 
Three dimensionless coefficients are introduced to define inter-parameter relationships in 
the studies of Bales et al. (1991) and McCaulou et al. (1994) as follows: 
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(4.4) 
L/V k}L 
OJ=-· -=-
11k} V (4.5) 
(4.6) 
where, R= retardation factor; Kp2= equilibrium partition coefficient for the kinetic sites 
(L31M); (fF mass transfer coefficient; fJ= partitioning coefficient between the equilibrium and 
nonequilibrium phases; characteristic length (L). The degree of chemical nonequilibrium 
is reflected in the magnitude of P and OJ. A small value for p indicates a relatively large 
amount of solute resides in the nonequilibrium phase, while /3=1 indicates equilibrium 
conditions (Toride et aI., 1995). From EqA.5, we can see that OJ is the ratio of 
hydrodynamic residence time (Ltv) to the characteristic time of sorption (lIk1). The degree 
of non equilibrium increases as the magnitude of OJdecreases. When OJ2100, transport is at 
equilibrium (Toride et aI., 1995), and when OJ210, the local equilibrium assumption appears 
to be reasonably approximated (Brusseau et aI., 1991). 
The parameters R, p, and OJ may be estimated from column breakthrough curve (BTC) 
data using the computer program CXTFIT (T oride et aI., 1995) since the basic transport 
equation (Eq.4.1) is the same as the two site model given in CXTFIT. CXTFIT includes an 
inverse modelling capability that uses a nonlinear least-squares parameter optimisation 
method. The program solves the inverse problem by fitting mathematical solutions of the 
theoretical transport models to experimental results. In the CXTFIT program, definitions of 
S1, S2, R, p, and OJ, in terms of parameters slightly different than those defined above, are 
given below: 
(4.7) 
(4.8) 
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R 
j3 
~---------.............. - ...... . 
l+rpKd 
() 
() + jrpKd 
() +rpKd 
a(1- j3)RL ()) = ----'--'---''---
v 
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(4.9) 
(4.10) 
(4.11) 
where, Kd is the partition coefficient for linear sorption (L3/M); a is the rate of mass transfer 
(Tl); and j is the fraction of instantaneous sorption sites. Using EqsA.9 and 4.10, j can be 
calculated as: 
j3R -1 
j = R-1 (4.12) 
Comparing the CXTFIT parameters defined in EqsA.7-4.11 with the parameters defmed in 
EqsA.2-4.6, the following equivalence formulas could be derived: 
( 4.13) 
mV k =a=----
2 (1 j3)RL (4.14) 
k1 = k2 (1 - j3)R (4.15) 
As the mass transfer rate is the same as the desorption rate (k2=a), we will only refer to k2 
in the remainder of the paper. Therefore, from CXTFIT-estimated values for R, j3, and ()), we 
can calculate values for!, kl and k2 using EqsA.12, 4.14, and 4.1 as well as residence time, 
T, using the formula: 
T,;;::; RL 
V 
(4.16) 
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It is assumed that any reversible precipitation/dissolution processes which occurred for the 
metals could be lumped into sorption/desorption of the two-site model. Therefore, for the 
rest of this paper, we will refer to kl and k2 as forward and backward rates, respectively. 
These rates will include any reversible precipitation/dissolution that may have occurred. 
4.2.2. Experiments 
The material used in the laboratory columns was taken during well drilling from below the 
water table at Burnham, Canterbury, New Zealand, the same field site as used in the study of 
Pang and Close (1999a). The aquifer material has a low cation exchange capacity (0.96 
meq/lOO g) and low organic carbon content (0.04%). The fine fraction (particle size <0.063 
mm) contains mainly Si02 and Al20 3 with very little clay mineral content. There is a coating 
material, predominantly iron oxides (6-13 J.!m thick), on the gravel surfaces. 
The columns used were acrylic tubes with a length of 18 cm and a 10 cm internal diameter. 
The column experiments were carried out in triplicates to assess the reproducibility of the 
results. The columns were packed under saturated conditions. The weight of gravel used and 
the water volume required to saturate the column were measured. The repacked gravel in 
the columns had a mean bulk density and mean effective porosity of 1.9 glcm3 and 0.27, 
respectively. This gives a mean pore volume of 382 ml for each column. The material used 
consisted of particle sizes as follows: 12% < 0.5 mm, 5% 0.5-2 mm, and 83% 2-20 rum. 
This composition reflects the average particle size distribution observed in the bulk field 
material with stones greater than 20 rnrn replaced by material from 2-20 rnrn. Flow was 
supplied from the bottom of each column to remove any entrapped air and to minimise the 
possibility of preferential flow. The bottom cap consisted of an acrylic plate with small holes, 
covered with fine mesh to distribute the inflow. All columns were covered with black coats 
to prevent algae growth caused by daylight. 
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The experiments took place at room temperature (20°C ± 1). Tap-water which was 
untreated and sourced from groundwater in Christchurch gravel aquifers was used as the 
water source. To examine the influence of pore-water velocity on metal transport, high-, 
intermediate-, and low-flow rates, ranging from 3-60 m/day, were applied to the columns. 
This velocity range is typical for Canterbury alluvial aquifers (Pang and Close, 1999a). First 
the columns were flushed with tap-water at the desired flow rate. Then a continuous pulse of 
chemical solution, containing a metal and tritiated water eH20), was injected into the 
columns until the ratio between metal inflow- and outflow-concentrations was significantly 
high (refer to Fig.4.2 in Section 4.3.2). Then the columns were flushed with tap-water again 
until the metal concentration in the effluent had dropped down to the tap-water background 
level. The experiments were conducted in a sequence of high-, intermediate-, and low-flow 
rates. Experiments on Cd were carried out first, followed by Zn, and finally Pb in order of 
assumed decreasing mobility. 3H20 was used as a conservative tracer to provide an 
independent estimation of pore-water velocity and dispersion, and to examine any physical 
nonequilibrium processes in the experimental system. Effluent flow rates were measured 
regularly and the cumulative volume recorded using a flow-meter. Samples were frequently 
taken from the outflow, particularly during times of rapid concentration change, and twice a 
day from the inflow. Inflow and outflow samples were also measured for pH. The designed 
input concentrations of the chemical solution were about 5000 decays per minuteil 0 ml for 
3H20 and about 4 mg/l for the metals. As Pb precipitation was significant, tap-water that had 
been treated using reverse osmosis, which had a pH of 5.9 and total dissolved ion 
concentration 0.4-0.5% of the tapwater, was used in the Pb experiment at intermediate flow 
conditions. No experiment was conducted for Pb at low flow. This is because Pb is strongly 
sorbed and the long time required to conduct the experiment would result in varying input 
concentrations due to precipitation reactions. Table 4.1 lists the experimental conditions and 
properties of the chemicals used. The metal samples were acidified and analysed using a 
Flame Atomic Absorption Spectrometer with a detection limit of 20 J-Lg/l. 3H20 samples 
were analysed using a liquid scintillation counter. 
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Table 4.1 
Experimental conditions for the column experiments 
a) chemical concentrations of the pulses and pulse duration 
Cd 
Zn 
Pb 
Chemical Molecular formula 
Cd (N03h * 4 H20 
Zn (N03h * 6 H20 
PbN03 
high flow 
4.69 (4.61-4.75) 
3.88 (3.82-3.91) 
3.62 (3.14-4.64) 
Net input concentration' 
intermediate flow 
4.22 (4.05-4.34) 
3.64 (3.52-3.70) 
3.17 (251-3.92) 
Tritiated water.Cd 3H20 3409 (3283-3825) 3355 (3072-3579) 
Tritiated 'NateCzn 3H20 5656 (5340-5854) 6029 (5784-6220) 
Tritiated wateCPb 3H20 6224 (5943-6464) 5106 (4620-5523) 
low flow 
2.67 (1.26-3.93) 
2.57 (1.72-3.15) 
3329 (3310-3608) 
4667 (4333-5078) 
Pulse duration. hour, (PVsb) 
high flow intermediate flow 
6 (79) 19 (74) 
7 (86) 26 (l05) 
19 (220) 339 (1554) 
6 (79) 19 (74) 
7 (86) 
19 (220) 
26 (105) 
339 (1554) 
"Concentration units: mgll for Cd, Zn, Pb; and decays per minutell0 m1 for 3H20. 
Background levels of3H20 due to scintillant and Zn in the tap-water w-ere taken off. 
bpVS = average number of pore volumes 
b) Chemical composition of the tap-water 
(from Canterbury gravel aquifers) 
Parameter 
pH 
Ionic strength 
Conductivity 
HC03 
CI 
N02-N 
N03"N 
~-N 
Na 
K 
Ca 
Mg 
SO. 
Fe 
Mn 
Concentration 
(mean of8 samplcs) 
7.2 
1.7 
12.0 
65 
4.9 
0.00 
0.91 
0.01 
7.4 
0.7 
13.7 
1.9 
5.6 
0.04 
0.02 
Total organic carbon <1 
Values in parentheses with hyphens are the minimum and maximum. 
c) Mean pH values of inflow and outflow 
Metal pH-inflow 
Zn@lowflow 7.9 
Zn @ intermediate flow 8.0 
Zn@highflow 7.9 
Cd @ low flow 8.2 
Cd @ intermediate flow 8.0 
Pb @ intermediate flow 5.9 
Pb @highflow 7.9 
**Tap-water treated using reverse osmosis was used. 
pH-outflow 
7.8 
7.9 
7.6 
7.9 
7.6 
5.9 ** 
7.9 
Concentration units: ionic strength in mmol/l, conductivity in mS/m, major ions in mgll 
low flow 
117 (97) 
113 (98) 
117 (97) 
113 (98) 
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A flow interruption method (Brusseau et aI., 1989) was used to discern nonequilibrium 
conditions during solute transport. If nonequilibrium conditions exist, an arrival wave 
interruption of the flow during breakthrough would result in a decrease in aqueous 
concentrations. In contrast, if equilibrium conditions exist, the flow interruption should have 
no effect on outflow concentrations. For each experiment, flow was stoppcd for 2 hours 
during the early period of pulse supply. The effluent was sampled several times rapidly in 
succession once the flow resumed. 
4.2.3. Parameter estimation 
A two-region model incorporated in the CXTFIT program was first applied to the 3H20 
data to examine any physical nonequilibrium processes in the system. However, as model 
results gave f3 values of unity, i.e. all the water in the system was essentially mobile, the 
program suggested to us the equilibrium model for the 3H20 data. Hence the equilibrium 
model was used for the 3H20 data to estimate pore-water velocity (V) and dispersion 
coefficient (D). As only two parameters are optimised in thc equilibrium model, the V and D 
results can be determined uniquely. Then, holding V and D con..<;;tant for the metal, values of 
R, p, and odor the metal were optimised using the two-site model of the CXTFIT program. 
As three parameters are optimised in thc two-site model, model results are not unique and, 
hence, a few model runs were undertaken using different initial parameter value guesses until 
the results converged. Values off, kJ, k2' kdk2' and T were then calculated fi'om model-
derived parameters based on formulas given previously. 
It should be noted that the R-values derived from the CXTFIT program correspond to the 
Kd values for linear isotherms (EqA.9). However, sorption is generally not linear for Cd 
(Pekdeger et al. 1988; Pang and Close, 1999b), Zn (MandaI and Hazra, 1997), and Pb 
(Hinton and Close, 1998). For solutes with nonlinear isotherms to be used in the CXTFIT 
program, van Genuchten (1981) introduced two linearization methods. These methods allow 
obtaining an equivalent Kd value for linear sorption from nonlinear isotherms and input 
concentration of the column experiment. An example could be seen in Pang and Close 
(l999b). However, as we did not actually determine isotherms of the metals in this study, 
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calculation of ~ and KpJ values and their corresponding nonlinear parameters was hence not 
carried out. Therefore, the retardation factor, R, is the only parameter used herein to express 
the relative sorption capacity of the aquifer material. 
4.3. Results and discussion 
4.3.1. 3H20 
The results obtained from the two-region model for the 3H20 data suggest that all the 
water in the system was essentially mobile (fJ= 1) and the equilibrium model should be used 
for analysing the 3H20 data. Further evidence of equilibrium 3H20 transport could be seen 
from the results of the flow interruption experiments. After flow interruption, 3H20 
concentrations were the same as concentrations prior to flow interruption, indicating 
equilibrium transport. Table 4.2 lists D and V values obtained from curve-fitting of 3H20 
BTCs. Comparison of the experimental results of triplicates (Table 4.2 and Fig.4.1) shows 
that the reproducibility ofthe miscible-displacement method is excellent. 
4.3.2. Heavy metals 
Fig.4.2 shows observed and model-simulated BTCs of Cd, Zn, and Pb at three pore-water 
velocities, and Table 4.3 lists parameter values for the metals derived from the curve-fitting 
and calculated from model-derived parameters. It should be noted that for the low-flow Cd 
experiment only the rising part of the BTCs was used for the optimization and presentation. 
This is because the input concentration changed significantly during injection and it was 
difficult to match the metal concentrations in the effluent to the varying injected 
concentrations, particularly at later times in the experiment. Fig.4.2 shows that all the metal 
BTCs that were completed exhibit significant tailing suggesting chemical nonequilibrium 
processes affected transport. Other evidence of nonequilibrium transport for the metals are 
the decreasing concentrations during flow interruption and very small j3 «0.05) and OJ 
values «2.4), 
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Table 4.2 
Equilibrium model-derived pore-water velocity and 
dispersion coefficient estimated from the 3HzO data 
Experiment with Colunm V (m/day) D (m2/day) 
Cd 1 3.51 (0.17) 0.12 (0.02) 
Cd 2 3,42 (0.16) 0.08 (0.02) 
Cd 3 3.79 (0.20) 0.10 (0.03) 
Cd 1 15.1 (0.60) 0.45 (0.08) 
Cd 2 17.8 (0.75) 0,42 (0.08) 
Cd 3 17.7 (1.61) 1.06 (0.33) 
Cd 1 58.6 (3.09) 1,40 (0.36) 
Cd 2 52.1 (1.78) 2.04 (0.32) 
Cd 3 59.7 (2.95) 2.17 (0.46) 
Zn 3.79 (0.18) 0.14 (0.03) 
Zn 2 3.62 (0.11) 0.07 (0.01) 
Zn 3 3.82 (0.17) 0.16 (0.03) 
Zn 1 18,4 (0.94) 0.58 (0.13) 
Zn 2 14.6 (0.53) 0.52 (0.07) 
Zn 3 19.2 (3.24) 1.93 (0.74) 
Zn 1 55.4 (3.25) 1.79 (0.46) 
Zn 2 44.7 (2.12) 1.57 (0.27) 
Zn 3 59.0 (1.89) 1.96 (0.27) 
Pb 1 18.9 (1.03) 0.56 (0.14) 
Pb 2 16.3 (0.97) 0.39 (0.11) 
Pb 3 16.3 (1.41) 0.56 (0.19) 
Pb 1 51.1 (1.81) 1.34 (0.30) 
Pb 2 48.8 (2.05) 1.15 (0.26) 
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Student's {-test results suggest that Cd and Zn are similar in the values of their transport 
parameters. This is probably because they are within the same group in the periodic table 
and thus share similar chemical properties. The only exception is the greater values of f 
calculated for Cd than for Zn (P=O.02, where P= the probability that the two paired test 
parameters have the same mean), suggesting more sorption sites are instantaneous for Cd 
than for Zn. Compared to Cd and Zn, values of R, T, and kllk2 for Pb are generally one-
order-of-magnitude greater (PsO.07), values of f3 and k2 are generally one order-of-
magnitude smaller (PsO.04), while values of (j) and kl are similar. This finding suggests that, 
compared to Cd and Zn, Pb is much more strongly sorbed, with a correspondingly longer 
residence time. Although forward rates, kb for Pb are not much different from those of Cd 
and Zn, backward rates, k2' for Pb are much slower than those of Cd and Zn. 
Reversible sorption is observed for Cd at the high- and intermediate-flows, and for Pb at 
the intermediate flow, as indicated from their total mass recovery. The total mass recovery 
for these experiments also indicates that precipitation/dissolution, if any, is also reversible. 
Reversible sorption of Cd has also been observed by others (Pekdeger et aI., 1988; 
Hashimi et a1. 1994). It is unclear if Zn sorption is also reversible. The estimated mass 
recovery for Zn is 84-89% for the high-flow and 72-76% for the intermediate-flow. 
However, Zn mass balance was confounded by the :tact that Zn had significantly fluctuating 
background concentrations in the tap-water and it was impossible to obtain a representative 
background level. As the net Zn concentrations were simply obtained by subtracting the 
average background Zn concentration from the measured Zn concentrations, Zn data may 
not be reliable. Other factors, such as inaccuracy in representative flow rates and input 
concentrations, sampling frequency and data truncation, as well as errors in numerical 
integration of BTC data could have also contributed to the errors in the estimated Zn mass 
recoveries. For the low-flow of the Cd and Zn experiments and intermediate flow of the Pb 
experiment, it was impractical to obtain complete BTCs due to the prolonged duration of 
experiments, hence mass recovery for these incomplete BTCs is only 69-81% for Cd, 75-
85% for Zn, and 47-67% for Pb. 
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Table 4.3 
Chemical nonequilibrium transport parameters derived from the two-site model and parameters calculated from the model results 
Metal Column V (m/day) R /3 OJ T (day) f k 1 (per day) k2 (per day) kJlk2 
Cd 1 3.51 254 (12.3) 0.008 (0.000) 1.71 (0.05) 13.0 (0.63) 0.005 (0.001) 33.3 (0.96) 0.13 (0.00) 251 (2.31) 
Cd 2 3.42 251 (13.3) 0.009 (0.001) 1.89 (0.06) 13.2 (0.70) 0.005 (0.001) 33.3 (0.96) 0.13 (0.00) 251 (0.86) 
Cd 3 3.79 289 (I5.3) 0.004 (0.000) 1.98 (0.05) 13.7 (0.73) 0.000 (0.00l) 41.7 (1.15) 0.14 (0.00) 288 (0.71) 
Cd 1 15.1 39.7 (1.58) 0.050 (0.002) 0.96 (0.04) 0.47 (0.02) 0.025 (0.003) 80.1 (3.61) 2.12 (0.02) 37.7 (1.42) 
Cd 2 17.8 55.2 (2.51) 0.033 (0.002) 1.11 (0.05) 0.56 (0.03) 0.015 (0.002) 109 (5.21) 2.05 (0.01) 53.4 (2.33) 
Cd 3 17.7 55.1 (3.41) 0.045 (0.003) 1.21 (0.09) 0.56 (0.03) 0.027 (0.004) 119(8.37) 2.26 (0.03) 52.7 (3.10) 
Cd 58.5 26.0 (1.71) 0.044 (0.003) 0.54 (0.02) 0.08 (0.01) 0.027 (0.006) 175 (7.50) 7.03 (0.14) 24.8 (0.56) 
Cd 2 52.1 37.5 (1.76) 0.035 (0.002) 0.58 (0.02) 0.13 (0.01) 0.009 (0.003) 168 (6.06) 4.64 (0.04) 36.2 (0.97) 
Cd 3 59.6 50.4 (2.51) 0.032 (0.002) 0.87 (0.03) 0.15 (0.01) 0.012 (0.003) 289 (10.7) 5.91 (0.06) 48.8 (1.28) 
Zn 3.79 255 (53.6) 0.004 (0.001) 1.05 (0.09) 12.1 (2.55) 0.000 (0.002) 22.2 (1.87) 0.09 (0.01) 254 (12.1) 
Zn 2 3.52 158 (15.8) 0.006 (0.001) 1.28 (0.09) 8.07 (0.81) 0.000 (0.001) 22.2 (1.87) 0.09 (0.00) 254 (7.69) 
Zn 3 3.82 158 (21.7) 0.006 (0.002) 1.32 (0.13) 7.45 (1.02) 0.000 (0.002) 28.1 (2.75) 0.18 (0.01) 157 (9.32) 
Zn 1 18.4 233 (47.8) 0.010 (0.002) 0.72 (0.04) 2.28 (0.47) 0.006 (0.003) 73.7 (4.58) 0.32 (0.05) 230 (20.2) 
Zn 2 14.6 125 (11.3) 0.019 (0.005) 0.98 (0.05) 1.54 (0.14) 0.011 (0.006) 79.0 (4.30) 0.65 (0.02) 122 (2.78) 
Zn 3 19.2 81.2 (4.98) 0.025 (0.002) 1.46 (0.09) 0.76 (0.05) 0.012 (0.003) 156 (9.54) 1.97 (0.00) 79.2 (5.01) 
Zn 1 55.4 32.0 (2.33) 0.039 (0.003) 0.79 (0.03) 0.10 (0.01) 0.008 (0.006) 244 (10.6) 7.95 (0.21) 30.7 (0.53) 
Zn 2 44.7 23.5 (1.91) 0.045 (0.004) 0.75 (0.04) 0.09 (0.01) 0.003 (0.008) 188 (8.80) 8.34 (0.25) 22.5 (0.38) 
Zn 3 59.0 31.0 (2.39) 0.035 (0.003) 0.76 (0.03) 0.09 (0.01) 0.003 (0.006) 248 (10.4) 8.26 (0.26) 29.9(0.31) 
Pb 18.9 5377 (806) 0.002 (0.001) 2.52 (0.16) 51.3 (7.68) 0.001 (0.001) 264 (16.3) 0.05 (0.00) 5369 (153) 
Pb 2 15.3 5778 (741) 0.001 (0.000) 2.26 (0.12) 67.9 (8.71) 0.001 (0.000) 264 (16.3) 0.05 (0.00) 5369 (60.6) 
Pb 3 15.3 5301 (549) 0.004 (0.001) 1.72 (0.10) 62.3 (6.45) 0.003 (0.001) 147 (8.55) 0.03 (0.00) 5282 (69.6) 
Pb 51.5 415 (57.3) 0.002 (0.000) 0.57 (0.02) 1.45 (0.20) 0.000 (0.001) 164(6.44) 0.40 (0.04) 414 (25.6) 
Pb 2 48.8 352 (34.2) 0.003 (0.000) 0.55 (0.02) 1.30 (0.13) 0.000 (0.001) 151 (4.10) 0.43 (0.03) 351 (15.2) 
Pb 3 50.3 322 (25.1) 0.003 (0.000) 0.58 (0.06) 1.15 (0.09) 0.000 (0.001) 162 (15.5) 0.51 (0.01) 321 (24.9) 
Values of R, /3, and OJ are derived from the model simulation, and the rest parameters are calculated from the model results. 
Values in parentheses give standard errors. 
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There was generally 0.1-0.2 units reduction in the effluent pH, compared with the input 
pH. Sorption of heavy metal ions onto iron oxides, the coating material of the gravel, can 
cause the release of hydrogen ions into solution, resulting in the reduction of the pH. 
Dissolution or precipitation reactions are generally slower than reactions (including sorption) 
among dissolved species (Stumm and Morgan, 1981). For example, in the laboratory, Cd 
precipitation has been found to occur much more slowly than sorption (Fuller and Davis 
1987; Pang and Close 1999b). Because it is difficult to generalize the rates of precipitation 
and dissolution from literature sources (Stumm and Morgan, 1981), rates of any 
precipitation and dissolution have been lumped into forward and backward sorption rates, 
respectively. Together with desorption, dissolution of precipitated metals may have also 
contributed to the slow decrease in metal concentrations as exhibited by the tailing of the 
BTCs. This tailing also results in elevated R values estimated by the model. 
4.3.3. Effect of pore-water velocity 
Fig.4.3 displays the relationship between pore-water velocity and chemical nonequilibrium 
parameters. Considering the similarity of Cd and Zn, the results for Cd and Zn are plotted 
together. The results ofPb are plotted separately, as its parameter values are very different 
from those of Cd and Zn. Although stronger relationships can be seen when using residence 
time, T, than using V with the above parameters, the calculated T values from Eq.4.16 
involve the use of two model estimated parameters (V and R), hence, the uncertainty for T 
values is higher than for V values. In addition, it is more convenient to use V for comparing 
results of other studies. Therefore, we will focus on presentation and discussion of V. 
Parameter relationships are generally expressed well in log-log plots. 
4.3.3.1. Retardation factor (R) 
Fig.4.3 shows that pore-water velocity is inversely related with R. This has been also 
repOlied by others (Nkedi-Kizza et aI., 1983; Schulin et aI., 1987; Ptacek and Gillham, 1992; 
Shimojima and Sharma, 1995). The velocity dependence of R is an indication of 
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nonequilibrium conditions. The inverse R-V relationship could be explained in terms of the 
retention time of the metals in the columns. At the low flows, longer retention times of the 
metals in the columns allow more complete sorption. Table 4.3 shows that the R values 
increase significantly when the flow is dropped from the intermediate-flow to the low-flow, 
but do not increase much when the flow is dropped from the high flow to the intermediate-
flow. For Zn, most differences can be found when changing the high flow to the intermediate 
flow, whereas a further decrease of the flow rate does not affect the retardation factor 
significantly. 
It should be noted that as sorption/desorption of metals is highly dependent on pH and 
metal concentrations, the retardation factors estimated in this study (R=26-289 for Cd, 
R=24-255 for Zn, and R=322-6377 for Pb) are applicable only to the specific conditions of 
this study. This paper focuses on the effect of pore-water velocity on chemical 
nonequilibrium parameters, and does not intend to determine the sorption characteristics of 
the metals, for which batch isotherms would be needed. 
4.3.3.2. Nonequilibrium transport parameters (fJ, aJ, and.f) 
FigA.3 shows that pore-water velocity is positively related with P, inversely related with 
OJ, and not related to f The inverse relationship between Vand {O indicates that, as expected, 
the degree of nonequilibrium transport increases with pore-water velocity, which is also 
observed by Bouchard et al. (1988). The explanation is that a higher velocity leads to more 
nonequilibrium, hence a smaller value for OJ. Similar relationships between V-P and V- {O have 
been also found for physical nonequilibrium (Pang and Close, 1999a). The observed 
independence off on V is consistent with findings of Maraqa et aL (1999) and Brusseau et 
al. (1991) but in conflict with findings of Kookana et al. (1993) and Hu and Brusseau 
(1996). Whether f is velocity related seems to depend on the process involved. Physical 
nonequilibrium was absent in the experimental systems of this study and studies of Maraqa 
et al. (1999) and Brusseau et al. (1991), while physical and chemical nonequilibrium 
coexisted in the experimental systems of Kookana et al. (1993) and Hu and Brusseau 
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(1996). Schwarzenbach and Westall (1981) indicated that f would be dependent on V for a 
chemical nonequilibrium process involving a number of different reaction times. For 
nonequilibrium caused by a diffusion process, f is found to be independent of V (Brusseau et 
aI., 1991). Ifthis is the case, the lack of dependence off on V observed in this study suggests 
that sorption nonequilibrium ofthe metals may be due to a diffusion process. 
The very small p« 0.05) and f values «0.03) suggest that sorption/desorption of the 
metals is predominantly kinetic and less than 3% of sorption sites are instantaneous. 
However, results obtained from the one-site model (not shown) are not better than those 
obtained from the two-site model. Compared to the literature studies (Nkedi-Kizza et al., 
1984; Brusseau et aI., 1991; Brusseau, 1992a; Maraqa et al., 1999), the pand f values 
derived in this study (Table 4.3) are two-orders-of-magnitude lower, while the OJ values are 
of a similar order, or one-order-of-magnitude higher. This is probably because p and fare 
related to retardation factors (Eqs.4.l0 and 4.12) which are high for the heavy metals in this 
study. Hence, values of p andfare probably contaminant and media specific. In contrast, the 
OJ values do not seem to vary much between studies, even though flow rates, porous media, 
and contaminants are different. 
4.3.3.3. Forward and backward rates (kI, k2, kII kz) 
Fig.4.3 demonstrates that forward/backward rates (kI and k2) are positively correlated with 
V, suggesting both sorption and desorption rates increase with increasing pore-water 
velocity. A possible interpretation for this finding is a hypothesis of "film-mass transfer". 
Increases in pore-water velocity may decrease the thickness of an immobile water film 
between mobile water and sorption sites and hence speed mass transport across the film in 
both forward and backward directions. Akratanakul et al. (1983) also observed that the rate 
of Cd sorption increased with increasing pore-water velocity. They interpret that the high 
flow rate brings a greater mass of ions during the same span of time and thus maintains a 
higher ion concentration in the bulk solution, which drives more ions toward the surfaces of 
the media particles. The positive relationship between pore-water velocity and backward 
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rate has been reported for chemical nonequilibrium (Maraqa et aI., 1999) and physical 
nonequilibrium (Pang and Close, 1999a), as well as for transport with interplay of both 
processes (Kookana et aI., 1993; Hu and Brusseau, 1996). The kl values for the metals are 
two to three orders-of-magnitude greater than their corresponding k2 values (Table 4.3). 
Fig.4.3 shows that kl/k2 ratio reduces with increasing V, indicating that the difference 
between kl and k2 reduces with increasing pore-water velocity. This is expected, as kl1k2 is 
proportional to R (Eq.4.4) while R is inversely related to Vas described in Section 4.3.3.1. 
The influence of Von k2 is much greater than on R, p, m, and kJ • For both Cd and Zn, a 
one-order-of-magnitude increase in pore-water velocity (from the low flow to the high flow) 
leads to two-orders-of-magnitude increase in the k2 values while only same-order-of-
magnitude increases in p and kJ values, and same-order-of-magnitude decreases in the R and 
{))values. Hu and Brusseau (1996) also report a similar finding. 
The pore-water velocities used in this study are generally higher than those used in other 
studies reported in the literature. Comparing studies that used the same order-of-magnitude 
values of V, the k2 values derived herein for the metal-alluvial gravel interaction are generally 
lower than the literature values for organic compound-fine porous media interaction, by 
two-orders-of-magnitude (Lee et aI., 1988; Ptacek and Gillham, 1992; Brusseau, 1992a) or 
one-order-of-magnitude (Kookana et at, 1993; Maraqa et aI., 1999). This may be explained 
by the lower sorption capacity for the alluvial gravel than for fine porous media as k2 is 
found to be inversely correlated to the sorption partition coefficient, Kd (Karickhoff and 
Morris, 1985; Brusseau and Rao, 1989; Brusseau et aI., 1991; Brusseau, 1992a). 
4.4. Conclusions 
This study investigates metal sorption in uniformly packed columns, where physical 
nonequilibrium effects are minimal, so metal sorption/desorption was affected by chemical 
nonequilibrium phenomena. The study investigates the effect of pore-water velocity on 
chemical nonequilibrium transport for Cd, Zn, and Pb. As has been found for physical 
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nonequilibrium transport in alluvial gravel aquifers (Pang and Close, 1999a), pore-water 
velocity (V) was found to be positively corrected with partitioning coefficient (fJ) and the 
first-order backward rate constant (k2) but inversely correlated with mass transfer coefficient 
(@), although these parameters have different meanings for chemical and physical 
nonequilibrium transport. In contrast to what is observed for the systems with interplay of 
physical and chemical nonequilibrium processes (e.g. Kookana et at, 1993; Hu and 
Brusseau, 1996), we found that, at chemical nonequilibrium conditions, the fraction of 
exchange sites at equilibrium (f) is independent of pore-water velocity. The independence of 
f on Vobserved in this study suggests that sorption nonequilibrium of Cd, Zn, and Pb is due 
to a diffusion process. 
Values of p, f, and k2 derived in this study for the metal-alluvial gravel interaction are 
much lower than the 1iterature values for organic compound-fine porous media interaction, 
probably due to the poor sorption capacity of the alluvial gravel used in this study. However, 
OJ values derived from this study are similar to those reported in other studies. This suggests 
that p, f, and k2 are closely related to the contaminant and media while @ is relatively 
independent of contaminant and media characteristics. 
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4.5. Additional study: Non-linear equilibrium sorption 
4.5.1. Transport equation and retardation factor for non-linear sorption 
In Chapter 4, instantaneous sorption (i.e. equilibrium sorption) in the two-site 
sorption/desorption model is described by a linear sorption isotherm equation. More 
generally, equilibrium reversible sorption isotherms could be represented by a non-linear 
function, such as the Freundlich equation, 
S cn (4.17) 
where S sorbed concentration (MIM), K = non-linear equilibrium partition coefficient 
(L3/M)", and n = Freundlich exponent constant. Neglecting degradation and kinetic sorption, 
contaminant transport in a one-dimensional flow field could be described by 
oC 
ot (4.18) 
Incorporating non-linear sorption, differentiation of (Eq. 4.17) with respect to time gives, 
oS KnCn-IOC 
ot ot 
Inserting Eq. 4.19 into Eq. 4.18 yields 
Equation 4.20 may be rewritten as: 
(4.19) 
(4.20) 
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(4.21) 
where R is defined as 
(4.22) 
Note that in this more generic version of the retardation factor, R is concentration 
dependent. When n <1, the retardation factor decreases with increasing concentrations, 
when n > 1, the retardation factor increases with increasing concentration..<;, and when n =1, 
the retardation factor is a constant. The expression for R in Eq. 4.22 has also been 
presented by others (Fetter, 1993; Spurlock et al. 1995; Clothier et al. 1996). Many 
contaminants (e.g. heavy metals, organics) have a value of n < 1, particularly at high 
concentrations (e.g. Pang and Close, 1999b). The situation where n > 1 occurs less often 
(e.g. some pesticides and ion exchange). However, as the retardation factor is a function of 
concentration and not a constant, the transport equation is non-linear and it is difficult to 
model. Therefore, for simplicity, most models (including all the models used in this thesis) 
deal with linear equilibrium sorption (n which is typically seen in the literature in the 
form ofEq. 4.9 of the publication: R 1 + ; Kd where Kd = K. 
4.5.2. Linearization of non-linear sorption isotherms 
Sorption is generally not linear for the metals investigated in this chapter. If using non-linear 
isotherm parameter values to calculate the R-values that could be used in the CXTFIT 
program, the non-linear isotherm must first be linearized. This is because CXTFIT, like 
other analytical models, can only handle linear sorption for both equilibrium and non-
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equilibrium transport. Two linearization methods, described by van Genuchten (1981), could 
be used to obtain an equivalent Kd value if a non-linear isotherm (8= KC') and thc input 
concentration of an experiment (Co) are given. 
Linearization method J assumes that the area under the linearized isotherm (S= Kd C) is the 
same as the area under the nonlinear isotherm (S= KC) over the range of concentration 
values. For an initial concentration C =0 (note Ci * Co), this gives: 
(4.23) 
where Co is the input solute concentration and n is the exponent from the Freundlich 
isotherm. Linearization method 2 assumes that Kd can be approximated by the average slope 
ofthe non-linear isotherm. For C =0, this gives: 
K = KC"-1 
. d . 0 (4.24) 
An example of linearizing the Freundlich isotherm for Cd sorption determined from batch 
tests (to determine Kd and R-values for use in CXTFIT) can be seen in a previous study of 
Pang and Close (1999b). They found that Method 1 generally gave a slightly better fit to the 
observed column data than Method 2. 
4.5.3. Determination of a non-linear sorption isotherm using column data 
4.5.3J Using a conservative tracer 
Traditionally, sorption isotherms are determined from batch tests. Inventively, Clothier et aL 
(J996) proposed using a permeameter with both a conservative tracer and reactive chemical 
to resolve the sorption isotherm in the field. This method could be also applied to column 
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experiments. The retardation factor can be determined either from the lag of the reactive 
solute front behind a conservative tracer at time t, or the lag time in peak concentration (or 
centre of mass) at location x for the two compounds, or their velocity ratio: 
R X conservative == --'-=='-'-- V consen'{}(ive (4.25) 
X reactive t cOllservatiev V reactive 
At the same pore-water velocity, for inflow concentration Ct , there is a retardation factor 
value Rt ; and for inflow concentration C2, there is a retardation factor value R2 as below: 
1 +!LKnC n-l 
() 1 (4.26) 
R I ¢ K C 11-1 2 = +- n 2 () (4.27) 
Solving Eqs. 4.26 and 4.27 simultaneously give the value of the exponent: 
(4.28) 
Then from either Eq. 4.26 or Eq. 4.27, we can solve for the value of K. Hence, the non-
linear sorption isotherm expressed in Eq. 4.17 can be determined. 
In the paper we have demonstrated that at nonequilibrium conditions, R is a function of 
pore-water velocity. Therefore, to avoid the influence of nonequilibrium transport on the 
determination of R, we must use the same pore-water velocity when determining Rand C 
with the above method. 
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4.5.3.2. Without use of a conservative tracer 
A non-linear isotherm can be also determined using column data without the use of a 
conservative tracer. In a column experiment with a continuous source of concentration Co 
and when all the sorption sites of a non-degrading contaminant (e.g. a heavy metal) are 
filled, the outflow concentration (C) will be equal to the inflow concentration (Co), i.e. C 
=Co• For non-linear equiliblium, this implies: 
(4.29) 
From the definition of S, we have 
S= (4.30) 
m 
where mads mass sorbed (M) and m mass ofthe solid phase (M). mads could be estimated 
from integration of the breakthrough curve, if we begin injecting contaminant at V=O: 
Vods 
mads =C()Vads-Co~ - JCdV 
o 
(4.31 ) 
where Co = inflow concentration (M/L\ C = outflow concentration (M/L\ Vads total 
volume of solution applied (L\ Vo pore volume of the column (e), and V volume of 
the outflow sampled (L3). The mass of the aquifer material in the column (m) can be 
estimated from the bulk density and column volume (W), 
(4.32) 
Chapter 4: Additional study 85 
This same experiment can be repeated at the same pore-water velocity for different inflow 
concentrations Co to provide an S versus Co plot. Uisng a power function to fit the S - Co 
data, we can then obtain values of K and n. Knowing K and n, the retardation mctor, R, can 
be estimated using Eq. 4.22. 
For the column experiment discussed in this section (4.5.3.2), Eq. 4.22 can be alternatively 
expressed as 
This is because from Eqs. 4.29 and 4.30, we have 
K mads 
e n m 0 
(4.33) 
(4.34) 
Porosity (tl) can be estimated fi'om the pore volume (Vo) and column volume (W), 8=VJW, 
and from Eq. 4.32, we have ~ mlW. 
Eq. 4.33 could be used for an independent estimate of R for non-degradable contaminants 
when outflow concentration is the same as the inflow concentration under a continuous 
source. 
It should be noted that there are some limitations in this approach. Firstly, it would take a 
long time to reach equilibrium in a column system. Secondly, its accuracy is limited by error 
in integrating mads and estimating m. 
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Differentiating breakthrough curve tailing caused by non-linear equilibrium 
sorption from tailing caused by rate-limited sorption 
Non-linear Freundlich isotherms are sometimes misunderstood and misinterpreted as a non-
equilibrium phenomenon. By definition, a Freundlich isotherm describes non-linear reversible 
sorption equilibrium between sorbed and dissolved concentrations. It is not a kinetic 
phenomenon. Looking at a concentration breakthrough curve, it may be easy to confuse 
non-linear equilibrium sorption with linear, rate-limited sorption because both phenomena 
produce "tailing" (Spurlock et a1. 1995; Brusseau et aI., 1997) and asymmetry (Brusseau 
and Srivastava, 1999). Below are methods that could be used to differentiate tailing caused 
by non-linear equilibrium sorption from tailing due to rate-limited linear sorption. 
4.5.4.1 Long-pulse 
Brusseau et a1. (1997) indicate that for a BTC resulting from a long pulse of solute, the BTC 
influenced by nonlinear sorption exhibits tailing only for the receding limb; while a BTC 
influenced by rate-limited sorption is self-similar, in that tailing is exhibited in the approach 
to a relative concentration of 1 and 0 (i.e. both the arrival and receding limbs, respectively). 
This is illustrated in Fig. 4.4 (a). 
The above observation of Brusseau et a1. (1997) could be more clearly explained by 
considering how the retardation mctor for non-linear equilibrium sorption changes with 
concentration. As indicated previously, when n <1, the retardation factor decreases with 
increasing concentrations. This means sorption at low concentrations is greater, and the 
solute is more retarded. Thus, for an arrival wave, as a result of greater retardation for the 
low concentrations at the front of the wave than the higher concentrations behind the front, 
the wave exhibits so-called "self-sharpening" behaviour. For such an arrival wave, no tailing 
would be observed. Conversely, for a receding wave, the low concentrations at the rear of 
the wave are retarded more than the higher concentrations in front of them, and hence tailing 
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is increased. Similarly, for a continuous step input, the Freundlich curve will be "sharpened" 
all the way up to ClCo =1, while the rate-limited curve will slowly approach CICo =1. 
However, for n > 1, the opposite occurs as retardation increases with increasing 
concentrations. Therefore, we would expect some tailing when the BTC approaches CICo 
=1 (sorption step) and a sharp drop when it approaches CICo =0 (desorption step). 
4.5.4.2 Short-pulse: flow interruption 
The difference between tailing caused by non-linear instantaneous sorption and rate-limited 
linear sorption (Fig. 4.4a) is apparent for a long-pulse. However, it is not apparent for BTCs 
obtained with a short pulse or influenced by mass loss since both breakthrough curves 
exhibit tailing only for the receding wave (Brusseau et aI., 1997) as shown in Fig. 4.4(b). For 
this case, a flow-interruption technique used in the publication (section 4.2.2) is perhaps the 
most effective way to identifY if tailing is caused by non-linear equilibrium sorption or rate-
limited sorption. As mentioned in the publication, during a flow interruption, aqueous 
concentrations would decrease if nonequilibrium conditions exist but would not change if 
equilibrium conditions exist. This is true for the arrival portion of the pulse. The opposite 
would be true for the receding leg of the pulse (that is, aqueous concentrations would 
increase under nonequilibrium conditions). As short pulses are more often used than large 
pulses in column experiments, it is good practice to always perform a flow interruption 
during the experiments to ascertain the controlling process. For BTCs obtained in column 
experiments that were conducted without any flow interruption, one thing that can be done 
is to compare the pore volume value at which the arrival wave "arrives" to the independently 
calculated retardation factor (personal communication with Dr. Brusseau, 2002). If sorption 
is relatively strongly rate-limited, the arrival wave will be shifted leftward. Thus, the "early 
arrival" effect will evidence rate-limited sorption. However, one needs to have calculated the 
R-value independently to use this method. 
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Abstract 
A field tracer experiment, simulating point source contamination, was conducted to 
investigate attenuation and transport of atrazine, hexazinone and procymidone in a volcanic 
pumice sand aquifer. Preliminary laboratory incubation tests were also carried out to 
determine degradation rates. Field transport of the pesticides was observed to be significant 
under non-equilibrium conditions. Therefore, a two-regionltwo-site nonequilibrium transport 
model, N3DADE, was used for analysis of the field date. A lumped reduction rate 
constant was used in this paper to encompass all the irreversible reduction processes (e.g. 
degradation, irreversible sorption, complexation and filtration for the pesticides sorbed into 
particles and colloids) which are assumed to follow a first-order rate law. Results from the 
field experiment suggest that (a) hexazinone was the most mobile (retardation factor R=lA) 
and underwent least mass reduction; (b) procymidone was the least mobile (R=9.26) and 
underwent the greatest mass reduction; (c) mobility of atrazine (R=4.45) was similar to that 
of rhodamine WT (R=4.10). Hence, rhodamine WT could be used to delimit the appearance 
of atrazine in pumice sand groundwater. Results from the incubation tests suggest that (a) 
hexazinone was degraded only in the mixture of groundwater and aquifer material 
(degradation rate constant 4.36 x 10-3 d-1); (b) procymidone was degraded not only in the 
mixture of groundwater and aquifer material (rate constant .12 x 10-2 d-I) but also in the 
groundwater alone (rate constant = 2.79 x 10-2 d-1); (c) atrazine was not degraded over 57 
days incubation in either the mixture of aquifer material and groundwater or the 
groundwater alone. Degradation rates measured in the batch tests were much lower than the 
total reduction rates. This finding suggests that not only degradation but also other 
irreversible processes are important in attenuating pesticides under field conditions. Hence, 
the use of laboratory-determined degradation rates could underestimate reduction of 
pesticides in the field conditions. 
Key words: pesticides; attenuation; solute transport; modelling; groundwater; point source 
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5.1. Introduction 
Groundwater contamination by pesticides from agricultural activities, either from non-
point and point sources, is a world-wide environmental problem. Information on mobility 
and persistence of pesticides is essential in modelling pesticide transport in groundwater. 
However, available literature data such as those reviewed and summarised by Wauchope et 
ai. (1992) are predominately derived from soils, and only limited information is available for 
aquifers. Groundwater systems are low in temperature, organic materials, microbes and 
sometimes oxygen. Hence, sorption and degradation of pesticides in aquifers are expected to 
be generally less than in soils. 
Of the reported groundwater studies, little work has been done in pumice sand aquifers, 
which are a major aquifer type in volcanic regions. Pumice sand materials have some specific 
physical and chemical characteristics, such as high specific surface area, the presence of 
allophane clay minerals and a slightly acidic environment, which may have an important 
impact on the attenuation of pesticides. 
Atrazine, hexazinone and procymidone are three pesticides commonly used world-wide. 
Atrazine is a herbicide primarily used in arable cropland and forests. Hexazinone is an 
organonitrogen herbicide primarily used in forestry. Procymidone is a dicarboximide 
fungicide used on vegetables (particularly onions), strawberries and stone-fruits. These 
pesticides have been found in New Zealand groundwaters in areas where they are heavily 
used and where vulnerable hydrogeological conditions exist (Close et aI., 2001). 
World-wide, atrazine has been detected in groundwater more frequently than any other 
herbicide (Ritter et aI., 1990) because of its frequent usage and leaching properties, and this 
is also true in New Zealand (Close et aI., 1995). Compared with most other pesticides in 
soils, hexazinone is very mobile (Peterson et aI., 1997). Hence, hexazinone has a high 
potential for leaching into groundwater. It is often found in surface runoff and groundwater 
(Miller et aI., 1995). Procymidone is more strongly sorbed in soils, and its potential for 
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leaching into groundwater is relatively low. However, its detection in New Zealand 
groundwater (Close and Rosen, 2001) prompted its inclusion in this study. There is some 
information scattered in the literature on the mobility and persistence of atrazine in 
groundwater, but no information is available for the attenuation of hexazinone or 
procymidone in groundwater. 
Groundwater contamination by pesticides could result from both non-point sources (e.g. 
application of pesticides on farmland) and point sources (e.g. accidental spills, offal hole 
disposal of agrochemical wastes and farm dumps set on permeable substrata). Groundwater 
could be considered more vulnerable to point-source contamination, as much higher 
concentrations could be present in point sources. 
Considering the limited information available in the literature on the attenuation and 
transport of the three pesticides involved, particularly under the specific conditions 
encountered in pumice sand aquifers, the primary objective of this study was to determine 
attenuation and transport characteristics of atrazine, hexazinone and procymidone in a 
pumice sand aquifer for a scenario of point-source contamination. 
Materials and methods 
5.2.1. Properties of selected pesticides 
Atrazine (6-chloro-N2 -ethyl-N4 - isopropyl-1,3,5, -triazine-2, 4-diamine) IS moderately 
mobile with a water solubility of 33 mg/l (Tomlin, 1994) and an organic carbon distribution 
coefficient, Koc, of 100 ml/g (The ARS Pesticides Property Database, 2000). Degradation 
rate constants of atrazine in groundwater reported in the literature are of the order of 10-3 to 
10-4 d-1 as shown in Table S.l. There is relatively less information available concerning 
atrazine mobility in groundwater. Hexazinone (3-cyclohexyl-6-dimethylamino-l-methyl-
1,3,S,-triazine-2,4(lH,3H)-dione) is highly soluble with a solubility of 33,000 mg/l, and is 
stable in aqueous media between pH 5 and 9 (Tomlin, 1994). It is less sorbed than atrazine 
with ml/g (The ARS Pesticides Property Database, 2000). Procymidone (N-(3,S-
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Table 5.1 
Literature infonnation on atrazine degradation and retardation in groundwater 
(a) Degradation 
Method of determination 
Hydrogeologic analysis 
Batch incubation 
Batch incubation 
Batch incubation 
Batch incubation 
Model estimation 
Batch incubation 
(b) Sorption or retardation 
Reaction 
Shallow aquifer in the Harvey County 
Experiment Field near Hesston, Kansas 
Groundwater from pristine sandy aquifer 
A mixture of groundwater and aquifer 
sediment from a pristine sandy aquifer 
Groundwater from five sites in the London Basin 
A mixture of groundwater and aquifer sediments 
A sandy-till aquifer 
A mixture of groundwater and alluvial gravel 
from Canterbury, New Zealand 
Method of determination Reaction 
Batch experiments A mixture of groundwater and alluvial gravel 
from Canterbury, New Zealand 
Column experiments Sand aquifer material with an organic matter 
content of 0-3.65%. 
Halflife 
Half-life of 15-20 weeks 
Degradation rate, ;t, (per day) 
<=6.9 X 10-4 
Not degraded over 539 days 
Not degraded over 174 days 
6.6xlO-3 - 4.95xlO-3 
Rates varied 
2 x 10-4 
3 Ax 10-3 
Distribution coefficient, K <b (mllg) Retardation factor, R 
0.04 
1.34- 4.77 
Reference 
Sinclair and Lee, 1992 
Klint et al., 1993 
Klint et aL, 1993 
Wood et aI., 1991 
Wood et aI., 1991 
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Levy and Chesters, 1995 
Pang and Close, 1999 
Pang and Close, 1999 
Jernlas, 1990 
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dichlorophenyl)-l ,2-dimethylcyclopropane-1 ,2-dicarboximide) is relatively insoluble, 
with water solubility of 4.5 mg/l (Rittter et aI., 1990) and Koc=I,500 mlIg (The ARS 
Pesticides Property Database, 2000). 
5.2.2. Field site and tracer experiment 
The field site was located near Hamilton, in the North Island of New Zealand. The site 
had been used for a pesticide leaching trial (Magesan et aI., 1999). The material in the 
underlying unconfined aquifer consists of alluvial pumice sand derived from volcanic 
deposit. The overlying allophanic soils are formed from silty/sandy alluvium of volcanic 
origin. A 30-cm silt layer occurs 5.45 m below ground level, forming an aquitard layer. 
The aquifer material has a mean cation exchange capacity of 2.49 cmollkg and total 
carbon content of 0.11 %. Inorganic carbon (mainly carbon dioxide) was assumed to be 
negligible in the aquifer material. X-ray diffraction analysis indicated that the crystalline 
materials were composed of equal amounts of quartz and albite (a feldspar). Oxalate Al 
and pyrophosphate Si were 0.21 % and 0.11 %, respectively, with an estimated allophane 
content of approximately 0.8%, which is about seven times higher than the carbon 
content in the aquifer materiaL Although allophane clay minerals are present in the 
aquifer materials, their content is much lower than in the top 2 m ofthe soil profile at the 
site, where allophane content varies from 2-12%. 
Five 15-mm diameter piezometers, spaced at 0.65 m intervals, were placed in an arc 1.5 
m down-gradient of an injection well (diameter 50 mm). The depth of the piezometers 
was just above the silt layer (5.45 m). The injection well was located at the centre ofthe 
pesticide leaching plot. Water colunm depths in the piezometers varied with piezometer 
location from 0.23 to 0.7 m, indicating non-uniform aquifer thickness. The depth to the 
water-table varied with time from 3.95 to 5.10 m below the ground surface and was 4.75 
m at the time of the field experiment. The native groundwater had a pH of 6.8 and an 
ionic strength of 0.003 molll with a very low microbial population. Concentrations of 
major components are listed in Table 5.2. 
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Table 5.2 Chemistry of the native groundwater 
Parameter 
Ionic strength ruruol/I 2.7 
Conductivity ruS/m 27 
HC03 mg/I 46 
CI rug/I 9.5 
NOrN mg/I 0.007 
NOrN mg/I 16 
~-N mg/I <0.04 
Na mg/I 10.0 
K rug/I 6.6 
Ca mg/I 19.0 
Mg mg/I 9.6 
S04 mg/I 13 
Fe mg/I 0.33 
Mn rug/I 0.02 
Total organic carbon mg/I 5.0 
Microbial EOEuiation8 cfulml 3 
aDetermined by heterotrophic plate counts, after being incubated 
for three days at 12°C (similar to groundwater temperature) 
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Six litres of a solution containing atrazme (1080 mg/l), hexazinone (1450 mg/l), 
procymidone (1320 mg/i), tritiated water (30,173 dpmllOrnl), bromide (1600 mg/I) and 
rhodamine WT (1681 mg/I), was injected through a perforated tube ii-om the water table 
to the bottom of the injection well. The pesticide solutions were made up ii-om 
commercially available fOlTImlations: hexazmone 200 g/kg WG (Velpar 20G), atrazine 
500 gil SC (Gesaprim 500 FW) and procymidone 250 glkg SC (Sumisclex 25 Flowable). 
The injection solution was made by mixing one litre concentrated chemical solution with 
the native groundwater. The injection was spread over 30 min so that there was minimal 
disturbance of the natural hydraulic gradient. 
Tritiated water CH20) was used as a conservative tracer to indicate groundwater flow 
and the physical characteristics of the aquifer. Bromide was tested for conservative 
behaviour in the pumice sand aquifer since a significant sorption of this had been found in 
shallow soils at the same site (Close et al., 1999). Rhodamine WT was used as a visual 
aid for detecting peak concentrations and the main flow line. Another reason for using 
rhodamine WT was to determine whether it could delimit the appearance of atrazine in 
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groundwater, as suggested by Sabatini and Austin (Sabatini and Austin, 1991). Previous 
work has indicated that rhodamine WT is sorbed in pumice sand aquifers (Pang et aI., 
1996). 
Groundwater samples were taken from all the down-gradient piezometers 20 cm above 
the well bases using a vacuum pump with dedicated Teflon tubing for each piezometer. 
The samples were stored in a chilly,..bin (at about 4 0c) to minimise the effect of 
temperature and light on concentration change, and were transported to the laboratory 
on the same day, where they were stored in a refrigerator at 4 °C until analysed. The 
sampling continued for 23 days. 
As indicated in the Introduction, the field experiment was meant to be representative of 
point-source contamination, and pesticide loading into groundwater at a point source 
could be very high. In addition, a high-concentration injection solution was used in the 
experiment for other reasons: 
(a) From the pesticide leaching trial, it was found that after leaching through a l.S-m soil 
profile, concentrations of pesticide and bromide were 10-4_10-7 of their initial 
concentrations (Magesan et aI., 1999). It is known that pumice sand aquifer material 
has a high attenuation capacity because of its high specific surface area and allophane 
clay minerals. Although attenuation of pesticides in groundwater would be less, it 
was unsure how much difference there would be. Hence, to ensure detection of 
pesticides at the observation points, high concentrations in the injection solution were 
used. 
(b) In the original experimental design, we proposed to install two additional 
piezometers along the flow line further downstream once tracers were detected so 
that transport of pesticides could be better investigated. The use of high-input 
concentrations would allow the detection of pesticides at greater distances. However, 
the solutes were transported more slowly than anticipated and so, due to time 
limitations, this was not carried out. 
(c) A minimal volume was injected to avoid perturbation of the groundwater flow. 
However, as a consequence, high-input pesticide concentrations were needed to 
provide sufficient solute mass. 
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5.2.3. Sample analysis 
3H20 and rhodamine WT samples were analysed first in order to determine the primary 
flow direction. The results enabled selection of samples from the well along the main 
flow line for subsequent pesticide and bromide analysis. 3H20 samples were analysed 
using a liquid scintillation counter. The rhodamine WT samples were analysed using a 
Shimadzu RF-1501 spectrofluorimeter with a detection limit of 0.05 I-lg/l, an excitation 
wavelength of 543 nm and an emission wavelength of 573 nm. The selected pesticide 
samples were buffered with sodium sulphate. The sample was then extracted with ethyl 
acetate. The target analytes in the extract were measured by gas chromatography-mass 
spectrometry with detection limits of 0.3, 0.5 and 0.2 I-lg/I for atrazine, hexazinone and 
procymidone, respectively. The gas chromatography-mass spectrometry was carried out 
on a HP5890 gas chromatograph - HP 5970 mass spectrometer using a 30 m x 0.25 mm 
x 0.25 11m DB5 MS capillary column at 750 mm Hg. The recoveries were 98, 87 and 
97% for atrazine, hexazinone and procymidone, respectively. Bromide samples were 
analysed by ion chromatography with a detection limit of 0.1 mg!I. 
5.2.4. Incubation tests 
Field experiments provide results only on total reduction of the pesticides. To 
supplement the field study, two batch incubation tests were carried out to determine 
pesticide degradation rates in native groundwater and aquifer material: 
(1) Test one: Atrazine, hexazinone and procymidone, with initial concentrations of about 
500 I-lg/l, were incubated with the native groundwater and a mixture of 100 g aquifer 
material to 80 ml groundwater. The glass bottles were covered with black plastic to 
minimise photo-decomposition and incubated at room temperature (20 (±l) 0c), 
which is the likely maximum groundwater temperature. Samples were only taken 
after 57 days incubation. 
(2) Test Two: Atrazine, hexazinone and procymidone, at initial concentrations of about 
200 I-lg!l, were dissolved in the native groundwater. Incubation tests for degradation 
of rhodamine WT, at an initial concentration of about 280 I-lg!l in the native 
groundwater, were also carried out separately. The glass bottles were placed in the 
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dark at 12 °C, which is the likely minimum groundwater temperature. Duplicates 
were set for incubation with the pesticides and the dye. Samples were taken every 
5(±2) days over a period of28 days. 
5.2.5. Estimation of relative ~mass recovery 
Relative mass recovery is used in this paper to describe mass reduction of the solutes 
during transport. All irreversible processes, such as biological and chemical degradation 
(predominantly hydrolysis), irreversible sorption onto aquifer material, complexation and 
filtration (if sorbed into organic/inorganic particles and colloids), are possible causes of 
mass reduction. Relative mass recovery, M re , is defined as the percentage of mass 
recovery of a reactive solute to mass recovery of the conservative tracer 3H20, as given 
in Eqs. 5.1 and 5.2. 
M
I
•
o 
= MRFreactive x 100% 
o MRF 3H20 
(5.1) 
and 
<1) 
vA B j c(x,y,z,t) dt 
MRF=--~o-------- (5.2) 
where MRF is the mass recovery of a tracer (MlM); Mo is the initial mass injected (M); c 
is the concentration ofthe solute (MIL?); x, y and z are the co-ordinates of the sampling 
point (L); v is the pore-water velocity (LIT); B is the effective porosity of the aquifer 
material (e /L3); t is the time since injection (T); and A is the cross-sectional area of the 
measuring volume perpendicular to the direction ofthe flow (L2). As no well packer was 
used in the sampling wells, the value of A was calculated from the well screen length (L) 
and radius (r), i.e. A=2rL. This approach assumed that the solute was evenly distributed 
over the whole length of the well screen. By measuring concentrations over time, the 
integral may be evaluated using the trapezoidal rule. 
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When Mre=100%, the solute has the same mass recovery as that oeH20 and, if there 
were any sorption, the sorption process would be reversible. In contrast, if Mre <100% for 
a well-defined concentration breakthrough curve (BTC), the solute would have 
undergone some irreversible reduction process. 
5.2.6. Simulation using two region/site non-equilibrium model 
A three-dimensional two-region/site non-equilibrium model, N3DADE, developed by 
Leij and Toride (1997) was used to estimate transport parameters. The two-region model 
(TRM) was used for the conservative solutes, assuming that the liquid phase could be 
partitioned into mobile and immobile regions. Likewise, a two-site model (TSM) was 
used for the reactive Solutes, assuming that the sorption sites could be partitioned into 
instantaneous and kinetic sites. Solute exchange between the two liquid regions and two 
sorption sites was modeled as a first-order process. The TRM and TSM have the same 
dimensionless forms (Leij and Toride, 1997): 
(5.3) 
(5.4) 
in which, R is the retardation factor; fJ is a partition coefficient between the equilibrium 
and non-equilibrium phases; C is resident concentration; T is time; Px, and are the 
Peelet numbers in the x, y, z directions; X; Yand Z are the dimensionless distances in X, Y 
and z directions; (j) is a mass transfer coefficient; U is first-order reduction term; and the 
subscripts 1 and 2 refer to the equilibrium and non-equilibrium phases, respectively. All 
parameters are in dimensionless forms. 
The retardation factor R is defined as 
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UNIVERSITY OF CANTERBURY 
CHRISTCHURCH, N.Z, 
(5.5) 
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in which Pb is the bulk density of the aquifer material (MlL3) and K..i is the distribution 
coefficient (elM). From undisturbed core samples, we obtained a mean value of Po 
.02 g Icm3 for the pumice sand aquifer material. A value of e 0.3 was considered 
reasonable for this particular pumice sand aquifer. 
As TRM was used only for the conservative solutes in this study, Eqs. 5.3 and 5.4 
were simplified by letting R= 1 and U=O when analysing conservative solutes. In the 
TRM, p represents the fraction of mobile water and m is an indication of kinetic 
mixing/diffusion between the two regions. In the TSM, p represents the fraction of fast-
sorption sites and mis an indication of mass transfer or reaction rate of the kinetically 
controlled sorption sites. Both p and m are indicative of the degree of non-equilibrium. 
High m values correspond to fast mass exchange and vice versa. When p 1 or 
m2::100, transport is regarded to be at the equilibrium condition (Toride et ai., 1995) and 
when m2::.10, the local equilibrium assumption appears to be approximated reasonably 
well (Brusseau et aI., 1991). 
The N3DADE model requires inputs of dimensional parameters v, t, L, x, y, Z, Dx, Dy 
and Dz, which are incorporated into the following dimensionless forms: 
T=vt X x y=y Z=~ Px vL P = vL P = vL 
L L L L Dx Y D Z D y z 
(5.6) 
in whichL is the characteristic length (L); x, y and z are spatial coordinates (L); and D", 
Dy and Dz are dispersion coefficients in the x, y, z directions (L2/Tl), respectively. Values 
ofx=1.5 m,y z m were used in the model, assuming that the main flowline went 
through the well with maximum tracer concentrations. However, model-given results for 
the reduction terms, U, are dimensionless. In order to make comparisons with 
degradation rates, we converted U values into a dimensional form (Tl) by multiplying U 
with vI L. It should be noted that we use U in this paper to encompass all the irreversible 
reduction processes of pesticide transport (e.g. degradation, irreversible sorption, 
complexation and filtration, if sorbed into particles and colloids) which are assumed to 
follow a first-order rate law. This assumption is reasonable. For example, Matthess 
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(1994) used a filter factor to describe filtration of pesticides sorbed onto particles and 
colloids, which also follows a first-order law. 
Keeping DJDy=15 and DylDz =10 as adopted from Hadfield et al (1999) for the field 
site, values of v and Dx were first estimated from a conservative tracer and then applied 
to other solutes. Compared to the length of injection time, the release time of the injected 
tracer from the well would be much longer due to residence of tracer in the well and/or 
upstream movement of tracer due to injection. Therefore, an effective pulse duration of 
the field experiment, To, was also determined from the conservative tracer. This same 
value was used for hexazinone and rhodamine WT. However, as injected concentrations 
of atrazine and procymidone were much higher than their water solubility values, To was 
used as a fitting parametcr for these two pesticides. This allows for a longer effective 
injection period, which reflects solubility limitations, i.e. the more saturated the injection 
solution, the longer the expected duration of To. For reactive solutes, values of j3, OJ, R 
and U were used as fitting parameters. 
N3DADE does not include an inverse modelling capability. Hence, model parameter 
fits were obtained using a non-linear optimisation package, PEST (Doherty et al., 1994). 
PEST is a model-independent parameter estimator and is able to interface with any 
model through that model's own input and output files, thus requiring no alternations to 
the model. 
5.3. Results and discussion 
It is impossible to obtain a total mass recovery from a single well in the field 
experiment because of three-dimensional movement of the groundwater combined with 
the small cross-sectional area of the well screen. Although 3H20 was also detected in 
wells that were not along the main flowline, concentrations in these wells were only 2-
3% of the well that was in the main flowline. The mass captured by the well in the main 
flowline was 3% of that injected. Hence, all the results presented in this paper were 
obtained from this selected welL Values of transport parameters estimated from the field 
data are listed in Table 5.3. Observed and model-simulated BTCs are shown in Fig.5.1. 
These results are discussed below. 
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5.3.1. Conservative solutes 
The shape of the bromide BTC (Fig.5.1), and the values of transport parameters and 
relative mass recovery estimated from bromide (Table 5.3) are very similar to those of 
3HzO. The slight differences in the results between bromide and 3H20 are probably due 
to sample analytical errors (particularly the noisy background of3H20) and uncertainty in 
the model simulation. The similar behaviour of bromide to that of 3H20 suggests that the 
former can be used as a conservative tracer in the pumice sand aquifer investigated. This 
finding is different from that in the top 2 m soil of the same study site as described in 
Section 5.2.2. This is probably because of the significantly lower content of allophane 
clay minerals in the aquifer material than in the soils. 
BTCs of3H20 and bromide display early breakthrough and long tailings, indicating the 
presence of physical non-equilibrium conditions. The skewed 3H20 and Br BTCs may be 
explained by the heterogeneity of the aquifer and presence of zones of immo bile water. It 
should be noted that the slow release of tracer from the injection well could result in a 
gradual decrease in the input concentration. However, this effect has been largely 
encompassed in the effective pulse length To, which was determined from the 
optimisation procedure. Hence, the slow mixing between zones of contrasting 
permeability and exchange between mobile and immobile water is considered to be the 
major cause of tailing in 3HzO and Br BTCs. The TRM-derived fJ values estimated from 
3lhO and Br suggest that about 45-48% of water is mobile and the rest is immobile. The 
ill values estimated from 3H20 and Br are about one, indicating a slow mass exchange 
between mobile and immobile waters (see Section 5.2.6). 
5.3.2. Reactive solutes 
5.3.2.1. Mobility 
Table 5.3 suggests that, among all pesticides investigated, hexazinone is the most 
mobile (R=1.38) and procymidone is the most immobile (R=9.26). This conclusion is 
consistent with information reported in the literature. The value of R=4.45 for atrazine 
estimated from this study for pumice sand is at the upper end of the range of R= 1.34-
4.77 repOlied by Jernlas (Jernlas, 1990) for sandy aquifer material (Table 5.1). In 
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Table 5.3 
Transport estimated from the field tracer experimental data (sampling well at x =1.5 m) 
(a2 Conservative tracers 
Tracer Modelb v (m/day) D (m2/day) f3 0) To (day) (%) 
3H20 TRM 0.44 0.01 0.45 1.18 0.97 100 
Br TRM 0.47 0.01 0.48 0.90 0.94 96 
(b 2 Reactive solutes 
Tracer Model R Kd (mVg) Jilump (per day) f3 0) (day) Mre(%) 
Hexazinone TSM 1.30 0.94 assigned as zero 0.51 1.08 fixed as 0.94 96 
Atrazine TSM 4.45 1.01 0.33 0.17 3.57 1.66 25 
Procymidone TSM 9.26 2.43 0.71 0.05 5.08 1.97 5 
Rhodamine WT TSM 4.10 0.91 1.37 0.20 4.99 fixed as 0.94 0.3 
aValues of v, D, j3, 0), and R are directly estimated from model-curve-fitting. K d values are calculated from 5.5. is estimated from Eqs. 5.1-5.2. 
bTRM - two nonequilibrium model; TSM - two site nonequilibrium model. 
Jilump is calculated from model-derived reduction rate U multiplied with vlL . 
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contrast, the calculated equivalent value of Kd=l.Ol ml/g for atrazine is about 25 fold 
higher than Kd=0.04 ml/g reported by Pang and Close (1999) for alluvial gravel material 
(Table 5.1). This suggests that sorption of atrazine is much greater in pumice sand 
aquifer than in alluvial gravel aquifer, as would be expected. 
Literature Koc values (Section 5.2.1) and a measured organic carbon content (DC) of 
0.11% (Section 5.2.2) would give Kd values (calculated from Kd = Koc x DC) of 0.06, 
0.11 and l.65 ml/g for hexazinone, atrazine and procymidone, respectively. Compared 
with these values, the Kd values given in Table 5.3 are about two fold higher for 
hexazinone and procyrnidone, and about nine times higher for atrazine. This suggests 
that organic carbon is not the only sorbent in the pumice sand aquifer, and allophane clay 
has also played an important role in pesticide sorption. 
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Mobility of rhodamine WT (R=4.10) is similar to that of atrazine in the pumice sand 
aquifer investigated. This finding is similar to that of Sabatini and Austin (Sabatini and 
Austin, 1991). The calculated equivalent value of Kd =0.91 ml/g for rhodamine WT is 
similar to the value of Kd =0.60 ml/g reported by Pang et al. (1996) based on a batch test 
conducted with pumice sand of the same geological origin from an adjacent region 
(Rotorua, North Island of New Zealand). 
5.3.2.2. Mass recovery/reduction 
Table 5.3 shows that, of all pesticides investigated, relative mass recovery of 
hexazinone (Mre=96%) is the greatest and is the same as bromide. The recovery of 
Mre=96% is not significantly different from that of 3H20 (Mre=100%). The small 
difference could be within the errors of sample analysis. Hence, a zero reduction rate for 
hexazinone was assigned in the model simulation. In contrast, relative mass recovery of 
procymidone is the smallest (Mre=5%). It should be noted that mass recoveries estimated 
for atrazine and procymidone are less accurate due to their incomplete (Fig.5.1). 
Compared with the pesticides, there was very little mass of rhodamine WT recovered 
(M;.e=O.3%). 
5.3.2.3. Degradation rates 
Results from the incubation Test One suggest that, after 57 days incubation, (1) similar 
to that found by Klint et aI. (1993) as shown in Table 5.1, atrazine concentration did not 
decline when incubated with either the groundwater or a mixture of groundwater and 
aquifer material; (2) hexazinone concentration did not decrease when incubated with the 
groundwater but declined 22% when incubated with the mixture, giving an approximate 
degradation rate constant of 4.36 x 10-3 d-1; (3) procymidone concentration decreased by 
62% when incubated with the groundwater but only by 47% when incubated with the 
mixture. This gives procymidone degradation rate constants of approximately L 70 x 10-2 
d-1 for the groundwater and 1.12 x 10-2 d-1 for the mixture. 
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Results from incubation Test Two are consistent with the results of Test One, i.e. no 
detectable degradation for atrazine and hexazinone but procymidone was degraded 
significantly. No degradation was also observed for rhodamine WT. The frequent 
sampling allowed good definition of the degradation rate for procymidone. Fig.5.2 shows 
that procymidone was degraded exponentially in the groundwater at a rate constant of 
2.79 x 10-2 dol (n=14, ;=0.94), i.e. a half-life of25 days. This value is very similar to that 
detennined from the Test One (1.70 x 10-2 d-\ i.e. a half-life of 40 days). The rapid 
degradation of procymidone at the site may be due to acclimatisation of the microbial 
population. According to our unpublished data, procymidone was detected in the soil 
profile depth between 1.5 and 2.5 m, suggesting that it has been used previously at the 
site. The zero degradation of atrazine, hexazinone and dye in the groundwater during the 
period of incubation observed in this study is not surprising because microbial 
populations of the groundwater examined are very small (Table 5.2). Little degradation 
of atrazine in groundwater is reported in the literature, as reviewed in Table 5.1. 
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5.3.2.4. Total reduction rates 
As indicated in Section 5.2.6, model-derived total reduction rates encompass not only 
degradation but also all other irreversible reduction processes such as irreversible 
sorption, complexation and filtration . Table 5.3 suggests that reduction rate is in an order 
of rhodamine WT > procymidone > atrazine z hexazinone (the latter as zero). This order 
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is consistent with results of relative mass recovery, which are independently estimated 
from the BTCs. On the basis of the findings described in Section 5.3.2.3, reduction due 
to degradation in the field experiment is con..<;idered not to be the dominant reduction 
process, as the experimental period was only 23 days. Compared with the degradation 
rates given in Section 5.3.2.3, total reduction rates are much greater. This suggests that 
other irreversible processes could also have contributed to the reductions of pesticides 
and dye. This is particularly true for atrazine and rhodamine WT, which showed high 
mass losses and reduction rates yet without any observed degradation. This implies that 
the use of laboratory-determined degradation rates could underestimate reduction of 
contaminants in the field conditions, and degradation rates alone are not representative 
for field loss, which involve other irreversible processes. Apart from degradation, other 
irreversible processes are possible in the pumice sand aquifer for the following reasons: 
(a) Many sorption processes are not reversible, particularly for organic compounds. In 
addition, many pesticides could form partially irreversible complexes with organic 
carbon in particulate, colloidal or dissolved forms. A previous batch study (Pang et 
aI., 1996) indicated that 36-47% of rhodamine WT could be sorbed onto the pumice 
sand. It is possible that irreversible sorption is the predominant reduction process for 
rhodamine WT. The presence of allophane clay mineral may have increased this. 
(b) Filtration of pesticides may occur if the pesticides are sorbed into organic/inorganic 
particles and colloids, which could be removed from water by ftltration within the 
aquifer. Reduction of pesticides by ftltration may be important in the pumice sand 
aquifer, as pumice sand is a natural filter due to its high surface area. 
(c) Pesticides could also come out of solution in aquifers when their solubilities are 
exceeded. Concentrations of atrazine and procymidone in the tracer solution injected 
in the field experiment were much higher than their water solubilities, as mentioned 
previously. However, their effective solubilities in the field are unknown. The 
solubility of a pesticide given in the literature is related to an active ingredient in 
neutral water at 20-26 °C, while the pesticides used in this study are active 
ingredients in formulations, which include surface-active agents and other additives. 
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The effect ofthe latter would decrease with increasing dilution/mixing down-gradient 
of the injection well. The native groundwater is slightly more acidic and at a lower 
temperature than the literature conditions. As indicated by Matthess (1994), the 
solubilities of non-polar organic substances can be significantly higher in natural 
water than in pure water due to their interaction with dissolved organic compounds. 
The ionic strengths of the native groundwater and of the tracer solution are much 
higher than that ofthe pure water. This would have a positive impact on solubility as 
solubility increases with increasing ionic strength (Stumm and Morgan, 1981). The 
effect of solubility for atrazine and procymidone is reflected in the results of To 
(Table 5.3). Procymidone was more super-saturated than atrazine in the injection 
solution. Hence, a longer duration of To was estimated for procymidone than for 
atrazine. 
5.3.2.5. Nonequilibrium transport 
The field-data-derived (j) values are all less than 10, suggesting that transport of the 
reactive solutes was under non-equilibrium conditions in the field. The f3 values shown in 
Table 5.3 suggest that the instantaneous sorption sites are about 51% for hexazinone, 
20% for rhodamine WT, 17% for atrazine and only 5% for procymidone. 
It should be noted that, although a non-equilibrium model is capable of describing 
asymmetrical BTCs, because of the introduction of additional parameters, the uncertainty 
ofthe modelling results also increases as a result of parameter inter-relationship. Another 
drawback of the non-equilibrium model used in this paper is that it is unable to 
distinguish individual effects of physical and chemical non-equilibrium processes on 
transport of reactive solutes because of their mathematical equivalence in the model. To 
identify the individual processes, a multifactor non-ideality model (Hu and Brusseau, 
1996) is needed, which incorporates more non-equilibrium parameters, and independent 
estimation of some parameters is required. However, this is beyond the scope of this 
paper. Nevertheless, transport of hexazinone in the field experiment is probably 
dominated by physical non-equilibrium conditions, as its BTC shape and values of 
transport parameters are not greatly different from those of3H20 and Br. 
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5.4. Conclusions and implications 
Of the three pesticides investigated in the field tracer experiment, we found that 
hexazinone was the most mobile and underwent little mass reduction; while procymidone 
was the least mobile and underwent the greatest mass reduction. Mobility of atrazine was 
similar to that of a commonly used dye tracer, rhodamine WT. Hence, rhodamine WT 
could be used as a sorbing tracer in a monitoring program to delimit the appearance of 
atrazine in pumice sand groundwater. However, mass reduction of rhodamine WT in the 
pumice sand was much greater than that of the pesticides and cannot be used for 
indicating reduction of the pesticides. The sorption distribution coefficients estimated in 
this study are a few-fold higher than those estimated based on the assumption that 
pesticide sorption is entirely due to organic matter, indicating that allophane clay has also 
played an important role in pesticide sorption in pumice sand aquifer. 
Degradation rates derived from the incubation tests are much lower than the total 
reduction rates derived from the field data. Compared with degradation in the 
groundwater alone, degradation in a mixture of groundwater and aquifer material was 
enhanced for hexazinone but decreased slightly for procymidone. Finding much greater 
total reduction rates than degradation rates suggest that reductions of pesticides 
observed in the field tracer experiment were induced not only by degradation but also by 
other irreversible processes such as irreversible sorption, fIltration and complexation. 
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5.5. Additional study 
Use of a two-region model to simulate transport of reactive solutes 
In the publication, we have concluded that transport of hexazmone in the field 
experiment conducted in a pumice sand aquifer is probably dominated by physical non-
equilibrium conditions caused by heterogeneity in permeability. We came to this 
conelusion based upon the similarity between the hexazinone and conservative tracer 
breakthrough curves. From Chapter 3, we could see that an equilibrium model could well 
dcscribc transport ofhexazinone through a homogeneously packed pumice sand column, 
suggesting negligible kinetic sorption process within the system. 
Two-region models exelude kinetic sorption and assume all sorption sites are 
instantaneous in both mobile and immobile regions. For solute transport with equilibrium 
sorption in heterogeneous media (hence physical nonequilibrium exists), the assumption 
of the two-region model is valid. Hence, for the field hexazinone data, a two-region 
model is conceptually more correct than a two-site model as the two-site model does not 
consider the influence of mass exchange between mobile and immobile water on the 
transport of reactive solutes. In addition, the two-site model assumes rate-limited 
sorption, which appears not to be the case for the hexazinone and pumice sand system, 
based upon Chapter 3 results. Two-region models have been applied in the literature to 
simulate non-ideal transport of reactive solutes where rate-limited sorption has been 
assumed to be insignificant (e.g. Goltz and Roberts 1986; Gamerdiner et aI., 1990; 
Spurlock et al. 1995). 
Similar to the two-site model, the same V, D, and To values as those of Br (estimated 
from the two-region model, as shown in Table 3) are used in the two-region model. As in 
the publication, we assume zero degradation for hexazinone. In the two-region model, (j) 
is defined as (j) = aL in which a is first-order mass exchange rate between mobile and 
Bv 
immobile regions (Ti ). Using the same approach as Goltz and Roberts (1986), we 
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assume that the a values (hence the (j) values) for the conservative tracer and reactive 
solutes are approximately equaL 
The results for hexazinone optimised using the two-region model (R =1.05, j3=0.63) are 
very similar to those from the two-site model (R =1.30, j3=0.51), though the BTC 
simulated using the two-region model with two-parameter optimisation has a slightly 
worse fit to the data than that of the two-site model with three-parameter optimisation, 
as shown in Fig. 5.3. Also note, however, that the two-region model, using an approach 
similar to the approach used for hexazinone, fails to simulate other reactive solutes. This 
suggests that rate-limited sorption was significant in the transport of other pesticides in 
the pumice sand aquifer investigated. 
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Abstract 
Setback distances between septic tanks and the shorelines of Lake Okareka near Rotorua, 
New Zealand, were determined from model simulation for a worst-case scenario, using the 
highest hydraulic conductivity and gradient measured in the field, removal rates of the 
microbial indicators (E. coli and F-RNAphages) determined from a column experiment, and 
maximum values of the design criteria for the disposal system, and assuming the absence of 
an unsaturated zone, a continuous discharge of the raw effluent (both indicators at 
concentrations of Ixl 07 counts! 1 00 mI) into the groundwater and no sorption of pathogens 
in the aquifer. Modelling results suggest that the minimal setback distances were 16 m to 
satisfY the Recreational Water Quality Guidelines for E.coli < 126 per 100 mI, and 48 m to 
meet the Drinking-Water Standards For New Zealand for enteric virus <1 per 100 L. These 
distances may be applicable for other lake shores in pumice sand aquifers with groundwater 
velocities < 7 m/day. 
Findings of laboratory column and batch experiments provided an insight into the 
microbial attenuation and transport processes in pumice sand aquifers: (a) Bacterial removal 
was predominately through filtration (87-88%) and partially by die-off (12-13%), while viral 
removal was by both die-off (45%) and filtration (55%). (b) Microbial die-off in 
groundwater without aquifer material (i.e., free microbes) was much lower than that in 
groundwater with aquifer material (i.e., sorbed microbes) and contributed only 2-6% to the 
total removal. This implies that the setback distances estimated from die-off rates for the 
free microbes, determined in the laboratory without involving aquifer media and considering 
other removal processes as those often reported in the literature, could be larger than 
necessary. 
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6.1. Introduction 
The water quality of the Rotorua Lakes in the Central North Island of New Zealand has 
been of concern to both government authorities and the public. Of particular concern is 
contamination from septic tanks directly upstream of the lakes as they are a potential source 
for contaminating the shallow groundwater and surface runoff that feed into the lakes. 
Septic tank effluent often contains many pathogens and contamination of lake water poses a 
health risk for the downstream users and near-shore bathers. 
Rotorua District Council has been investigating the potential for septic tank leachate 
contamination of several of the lake margins adjacent to urban developments. The institute 
of Environmental Science & Research, ESR, was contracted to carry out an assessment of 
the acceptable setback distances for septic tanks from shorelines directly 'downstream' of 
the septic tank location. The lake-side community of Lake Okareka (Fig.6.1) is one of the 
identified problem areas and was selected as the focus of our study. 
Fig.6.1 Lake-side community of Lake Okareka. 
The grids are in I km xl km scale. 
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Similar to other lake margins in the Rotorua district, as well as many rural areas of the 
central North Island, disposal of septie tank effluent through pumiee sand soils is a eommon 
practice in the Lake Okareka area. The project conducted by ESR included (a) a site 
characterisation of hydraulic conductivity of the underlying pumice sand aquifer, 
groundwater table gradient, and concentration of the septic tank effluent, (b) a field filtration 
experiment investigating microbial attenuation in the unsaturated zone, (c) laboratory 
column and batch experiments using sewage effluent and native groundwater to investigate 
attenuation and transport of microbial indicators in the pumice sand aquifer material under 
saturated conditions, (d) model estimation of horizontal setback distances, and ( e) a review 
of both horizontal and vertical separation distances used by authorising institutions. These 
are documented in a technical report by Pang et al. (2001). This paper focuses on presenting 
the laboratory study of microbial transport and model estimation of the setback distances. 
Nation-wide, regional and district councils often need to set up safe setback distances 
between septic tanks and either drinking water wells or recreational surface water bodies. 
Currently, councils have used arbitrary values, mostly 20-30 m for surface water and 30-50 
m for groundwater, as shown in Table 6.1. However, little has been reported about how 
these arbitrary values were determined. Gunn (2001) commented that many setback 
distances used today appear to be based on the values established in 1958 by the US Public 
Health Service (USPHS 1958), i.e. m :fi:om any surface-water body and 30 m from any 
water-supply well. These arbitrary distances may under- or over-protect the water resources. 
Taking a step further, Environment Canterbury established setback distances for drinking 
water wells between 20-1000 m (Fietje 1991) using the results from a microbial contaminant 
transport study conducted in Canterbury (Sinton 1986), together with local information. 
This work has recently been complemented with groundwater modelling of viral and 
bacterial transport (ECAN 1999) using results of the recent studies of Sinton et aL (1997) 
and Pang et aI. (1998). 
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Table 6.1. 
Horizontal setback distances used by some regional councils in New Zealand 
Organisation 
Auckland Regional Council 
Environment Waikato 
Hawkes Bay Regional Council 
Environment Bay of Plenty 
Taranaki Regional Council 
Marlborough District Council 
Environment Canterbury 
West Coast Regional Council 
Otago Regional Council 
Environment Southland 
Horizontal distance (m) 
Surface water body Drinking water well 
15-20 
30 30 
20 30 
5 
25 
30 
20 
50 
50 
20 
15 
50 
30 
20-1000 
100 
50 
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Setback distances are site-specific. For adequate determination of setback distances, 
information on attenuation and transport of pathogens or microbial indicators in 
groundwater systems is needed. Although a few studies have been carried out on the 
attenuation of microbes in unsaturated pumice sand soils (Aislabie et at. 2001; McLeod et al. 
2001), little is known about microbial attenuation in pumice sand groundwater systems, 
either in New Zealand or overseas. Some information is available in the literature on viral 
transport in alluvial and beach sand aquifers (Sobsey et al. 1986; Schijven et al. 1999; 
Schijven & Hassanizadeh 2000). However, pumice sand media have specific physical and 
chemical properties that are different from other sand aquifer materials. Its highly porous 
nature makes the media ideal for attenuation and removal of microbes. The large specific 
surface area and the frequent presence of allophanic clay minerals would enhance microbial 
sorption. The sorption ofthe microbes, together with the high water storage capacity of the 
media, would provide more opportunity for contact of microbes with the pumice sand and 
increase the time length for microbial residence. Consequently, this would facilitate further 
sedimentation and filtration, also chemical and biochemical reaction. 
The objective of this paper was to (1) obtain an insight into microbial attenuation and 
transport processes in pumiee sand aquifers, and (2) to estimate acceptable setback distances 
for septic tanks from the bathing shores of Lake Okareka, based on model simulations using 
results from field and laboratory experiments and assumptions for a worst-case scenario. 
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6.2. Materials and methods 
6.2.1. Experimental sites 
117 
Two representative septic tank systems, serving permanently-occupied dwellings near Lake 
Okareka, were selected for the study. Site A (UI6: 034-307) was 47 m upstream from the 
lake edge. The underlying aquifer was composed of non-uniform, coarse gravelly pumice 
sand. According to results from laboratory analysis, the aquifer material contained 0.31% 
total carbon and 0.88% allophane with a bulk density of 1.00 (0.98-1.12) g/cm3 and a total 
porosity of 0.58 (0.55-0.64). The median value of effective porosity of the aquifer material, 
detennined from the fraction of drainable water for the undisturbed core samples in 
triplicate, was 0.20 (0.17-0.27). Discharge of the septic tank effluent was through a free-
drained soakage bed. The water table was very close to the bottom of the disposal bed, with 
a separation distance 0.2 m in March 2001 and zero m in winter and after heavy rainfall. Site 
B (UI6: 032-307) was m upstream of the lake edge. In comparison with Site A, the 
pumice soils at this site contained finer materials (ash and clay) and less gravel, with a bulk 
density of 1.17 (1.16-1.18) g/cm3 and a total porosity of 0.52 (0.49-0.55). Discharge of the 
septic tank effluent was through a well-drained soakage bed. In March 2001, the separation 
distance between the disposal depth and the water table at this site was 1.05 m. 
Five small diameter wells (25-50 mm) were installed at each site for the purpose of site 
characterisation. Initial water levels in the wells were about 1.6 m below ground level (b.g.l) 
at Site Band 1.1-1.2 m b.g.! at Site A. The well depths were up to a few tens of centimetres 
below the water table. The results from a surface survey suggest that the shallow 
groundwater flowed towards the lake at an overall hydraulic gradient of 0.005 at Site A and 
0.008 at Site B. According to results from rising-head borehole tests (Pang et al. 2001), 
hydraulic conductivity of the underlying aquifer was 41-172 mlday for Site A and 11-17 
mlday for Site B. Using an effective porosity of 0.20 given above, the estimated 
groundwater velocity was 1.01-4.29 mlday at Site A and 0.45-0.66 mlday at Site B. 
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6.2.2. Septic tank effluent and microbial indicators 
Septic tank: effluent often contains many viral, bacterial and protozoan pathogens. According 
to the reviews of Keswick (1984) and Rose & Gerba (1991), viruses and protozoa generally 
have much lower infectious doses than bacteria, and for some viruses, as little as one 
organism could cause infection. However, protozoans are expected to have lower input 
concentrations and generally larger particle size than bacteria and viruses (and hence are 
more likely to be filtered out), thus they are unlikely to control the setback distances. 
Therefore we excluded protozoans from this study. 
It is impossible to examme all types of viruses and bacteria in septic tank effluent. 
Commonly, indicators of viruses and bacteria are used to study the attenuation and transport 
of pathogens in groundwater and soils. In this study, we used faecal coliforms and E. coli as 
faecal bacterial indicators and F-RNA bacteriophages as viral indicators. Both faecal 
coliforms and E. coli (a species within the faecal coliform group) are consistently present in 
human wastes, and large numbers of F-RNA bacteriophages are also excreted in faeces. 
Faecal coliform dimensions are typically 0.3-1 !lm in diameter and 0.6-6 !lm in length. E. 
coli is a species within the faecal coliform group. F-RNA bacteriophages are a group of 
viruses that attack and replicate inside E. coli bacterial cells. F-RNA bacteriophages have 
similar physical properties to important enteric viruses, especially with respect to size (Goyal 
& Gerba 1979; Bitton 1980; Havelaar 1993). The size ofF-RNA phages ranges from 21-30 
nm in diameter (Havelaar 1993). As F-RNA bacteriophages are very persistent (Nasser et a1. 
1993) and poorly sorbed to soil particles (Goyal & Gerba 1979), the use of F-RJ"-TA 
bacteriophages as viral indicators is a conservative approach. Concentrations of faecal 
bacteria are commonly expressed as cfullOO ml, and that of F-RNA bacteriophages as 
pfull00 ml, where cfu stands for colony forming units and pfu stands for plaque forming 
units. 
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Table 6.2 
Concentrations of micro-organisms in septic tank: and sewage effluent 
Micro-organisms Concentration Effluent description 
( countll OOml) 
Faecal colifonns: 2.3xl06 Septic tank effluent from Site B 
Total colifonns: 
E. coli: 
F-RNA phages: 
Faecal streptococci: 
Pseudomonas aeruginosa: 
7.39x106 -8.4x106 
4x105 
7.5x105 -3.9xl06 
4.2 X 105 
2.3xl 06 -5.1xl 06 
3Axl06 
3.7x106-1.2x107 
1.2x106 
7.16xl06-8.0xl06 
2.0 x106-9.3xl06 
5 .26xl 05 -1.1 xl 06 
l.01xl06 
8.5xlOS -1.05x106 
3.8 xl03 
1.0 x104 
Christchurch raw sewage 
Septic tank: effluent from Rotorua 
Christchurch raw sewage 
Septic tank effluent 
Septic tank effluent 
Septic tank effluent from Site B 
Christchurch raw sewage 
Raw and treated sewage 
Christchurch raw sewage 
Septic tank effluent from Rotorua 
Christchurch raw sewage 
Reference 
Reference 
This study 
This study 
et aI. 1996 
et aI. 1996 
Ziebell et al. (1974 ) 
Sinton 1986 
Ziebell et al. (1974 ) 
Unpublished data from Brent 
This study 
This study 
Unpublished data from Brent 
This study 
et al. 1996 
et aI. 1996 
Ziebell et al. (1974 ) 
Ziebell et al. (1974 ) 
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ESR 
ESR 
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Summarising available information, the typical concentrations of fuecal bacteria and 
RNA phages in raw human effluent are of the order of 106 cfu or pfu/100 ml, and total 
coliforms could be up to 107 cfu/100 ml, as shown in Table 6.2. A concentration level of 
106 cfu/l00 ml for faecal coliforms and E. coli was found both in the sample taken at the 
septic tank outlet of Site B and also in some contaminated shallow groundwater in the 
Rotorua region (pers. comm., John McIntosh of Environment B.O.P). This indicates that 
septic tank effluent may enter the groundwater at similar concentrations to raw efiluent, 
especially for those sites where the water table rises to flood the disposal trenchlbed of a 
septic tank system. 
6.2.3. Laboratory experiments 
In order to obtain insight into attenuation and transport of microbial indicators and 
establish parameter values for modelling setback distances, laboratory column and batch 
experiments were carried out. The pumice sand used in the experiments was excavated 
from a pit at Site A. The pit was excavated to a depth just above the groundwater table, 
which was 1.2 m below the ground level. The material taken was typical of the shallow 
pumice sand aquifers in the central North Island. The pumice sand material was sieved 
through a 1.1 x 1.1 cm mesh to exclude large gravels and well mixed prior to the 
experiments. 
Column experiments 
The well-mixed material was uniformly packed under saturated conditions into a 
stainless-steel column 1 m long and 20 cm in diameter. The amount of water used to 
saturate the sand column and the weight of solids used were recorded, giving bulk 
density of 1.48 g/cm3 and porosity of 0.50. As large pumice stones were excluded in the 
column, the bulk density of the packed material was significantly greater than that 
measured in the field. Shallow groundwater taken from the study area was used. The 
flow was supplied from the base of the column to remove any trapped air and to 
minimise the development of preferential flow pathways. The experiments were 
undertaken at room temperature. 
Chapter 6: Estimation of septic tank setback distances 121 
Two experiments using native groundwater (total dissolved solids 25.64 mg/l) spiked 
with the raw sewage taken from a sewage treatment plant, together with bromide, were 
carried out. Bromide was used to indicate water flow, as results of a batch sorption test 
and a column experiment using tritiated water and Br show that Br is conservative in the 
pumice sand material used in the study (Pang et al. 2001). Prior to spiking, the undiluted 
raw eflluent was filtered through a piece of 340 J.tm pore size coarse cloth to exclude 
large organic particles. The pH value (7.38) of the filtered eflluent was slightly higher 
than that of the native groundwater (6.99-7.28) and that ofthe column outflow (6.5). 
Two different scenanos of septic tank eflluent discharge were simulated: (a) 
Continuous-Source Experiment: faster flow velocity (1.34 m/day) and an injection period 
equal to the experimental duration (52 hours i.e. 2.90 pore volumes); (b) Pulse-Source 
Experiment: slower flow velocity (0.31 m/day), a pulse injection (51 hours, i.e. 0.66 pore 
volumes), and longer experimental duration (284 hours). The initial inflow 
concentrations for the Continuous-Source Experiment were: faecal coliforms 5.30 x 104 
cfu/lOO m1~ Ecoli 3.60 x 104 cfu/100 ml, F-RNA phages 6.30 x 103 pfu/IOO ml, and Br 
3.63 mg/l. The initial inflow concentrations for the Pulse-Source Experiment were faecal 
coliforms 4.20 x 104 cfu/l 00 ml, Ecoli 4.00 x 104 cfu/l 00 ml, F-RNA phages 5.50 x 103 
pfu/lOO ml, and Br 3.75 mg/l. 
Batch tests 
The column experiments provided information on the total removal rates for the 
microbial indicators but not on their die-off (or inactivation) rates. The die-off of the 
microbial indicators in the injection solution of the column experiments was measured 
during the column experiments to obtain estimates of their die-off rates in the 
groundwater (without aquifer material), i.e. die-off of the free microbes. 
In order to examine the die-off of the microbes in the groundwater with the aquifer 
material, i.e. the die-off of the sorbed microbes, a preliminary batch test was conducted. 
The injection solution of the Continuous-Source Experiment (164 ml) was mixed with 
aquifer material (370 g) in a glass bottle. The above solid-to-solution ratio used was 
similar to the bulk density in the column after correcting for water content. In order to 
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avoid filtration, the test was carried out in a static condition with gentle hand shaking a 
few times at the beginning. The vessel was covered with black plastic to minimise the 
effect of sunlight and incubated at a similar room temperature (20 °e ±1) to that of the 
column experiments. Samples were taken at 0, 24, and 48 hours. It should be noted that 
this test did not directly measure die-off of the sorbed microbes but the effective 
concentration reduction due to a combination of sorption, die-off of the sorbed microbes, 
and die-off of the dissolved microbes. The method for deducing die-off of the sorbed 
microbes from the result of this test will be discussed later. 
Sample analysis 
The microbial samples were assayed for bacteria by membrane filtration (Millipore EZ-
PakTM, 0.45 Jlm pore size). The enumeration of faecal coliforms was by incubation on 
mFe agar (BBL) at 44.5 °e ± 0.2 °C for 24 ± 2 hours (APHA 1998). Typical blue faecal 
coliform colonies were counted, and all other colonies were marked. The membranes 
were transferred to nutrient agar containing 4-methylumbellifelyl-p-D-glucuronide 
(nutrient agar with MUG; Difco), incubated at 35 °e for 4 hours, and exposed to a UV -A 
lamp. Faecal coliform colonies exhibiting a ring of fluorescence were counted as E. coli 
(USEPA 1991). F-RNA phages were assayed by replicate overlay pour plates (APHA 
1998), on host coli HS(pFamp)R (Debartolomeis & Cabelli 1991). The bromide 
samples were analysed by a bromide ion selective electrode. 
6.2.4. Estimation o/transport parameters using conceptual models 
Column experimental data 
Adapting the model of Harvey and Garabedian (1991) to include die-oft: contaminant 
transport through saturated, homogeneous porous media, in a one-dimensional flow 
field, considering advection, dispersion, reversible sorption, first-order die-oft' (for both 
free and sorbed microbes), filtration (i.e., irreversible attachment, including irreversible 
sorption) may be described by the following equation: 
ac 
at 
as Pb 
--jl C-jl - S -k c oat I So att (6.1) 
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in which c = contaminant concentration in the liquid phase (M/e), t = time (T), D = 
dispersion coefficient (J}IT), x longitudinal distance (L), v mean pore-water velocity 
(LIT), Pb bulk density (M/e), 8= porosity (L3IL\ S contaminant concentration in 
the solid phase (MIM), PI = first-order die-off rate for the free microbes (liT), f1s first-
order die-off rate for the sorbed microbes (liT), and kau first-order filtration rate 
coefficient or the irreversible attachment rate constant (liT). 
The attachment rate constant katt is known to depend on flow and di:fliIsion 
characteristics as well as surface properties of microbes and solid grains (Schijven and 
Hassanizadeh, 2000). kau is a function of the pore-water velocity, v, as described by the 
colloid filtration model (Yao et aI., 1971; Bales et al., 1991; McCaulou et aI., 1994): 
k = 3 (1-8) anv (6.2) 
all 2 d 'I 
c 
in which, de = average diameter of grain (L), a collision efficiency, and '1 single 
collector efficiency. Various theoretical and experimental methods have been presented 
for estimating a and 11 (e.g. Harvey and Garabedian, 1991). However, these parameters 
are not relevant to this study so those methods will not be discussed here. 
Harvey and Garabedian (1991) indicated that the reversible sorption term could be 
described assuming sorption is (a) linear and instantaneous (at equilibrium), or (b) rate-
limited, with sorption/desorption kinetics described as first-order processes. These two 
approaches are 'the basis for the quantitative modelling of the bacterial breakthrough and 
explanation of the bacterial transport' (Harvey and Garabedian, 1991). 
In this study we have chosen the first approach and we assume linear reversible 
equilibrium sorption in our mode1. Other researchers (Jin et aI., 1997; Matthess et aI., 
1988, Yates and Ouyang, 1992; Schijven and Hassanizadeh, 2000) have also presented 
the same approach for modelling microbial transport in porous media. The major reasons 
for our choice of an equilibrium model rather than a kinetic model are: (a) the pore-water 
velocities involved in the column experiments were slow (0.3-1.3 rn/day), and under slow 
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velocities equilibrium models are often applicable; and (b) we wish to demonstrate an 
example of a methodology for estimation of septic tank setback distances that may be 
applied by groundwater scientists and managers in regional councils and other 
professionals in New Zealand, and we desire to use a model, such as the equilibrium 
model, that is easily learned, used, and accessed, as well as being generally accepted. 
For linear reversible equilibrium sorption, 
as =K ac 
at d at (6.3) 
Where ~f is a sorption partitioning coefficient (elM), and R is the retardation factor, 
which is the ratio of mean pore-water velocity to the mean contaminant transport 
velocity. Eq. 6.1 may be rewritten as: 
R ac a
2c ac 
D--V--[II + II (R 1)+k
att ]c at Bx 2 Bx rJ rs 
Eq. 6.4 could then be simplified as: 
a2c ac D--v--JLc 
Bx 2 ax 
(6.4) 
(6.5) 
where A first-order total removal rate (1 IT), and is defined as the sum of the combined 
die-off rate (P) and filtration rate (katl): 
(6.6) 
Eq. 6.5 has the same form as the common Advection-Dispersion Equation, ADE, with 
a first-order reduction term. However, in this case, the first-order reduction term 
encompasses die-off in the liquid phase, die-off in the sorbed phase and removal by 
filtration (including irreversible sorption). We assumed that filtration is a first-order 
irreversible process. This assumption is commonly made to model filtration (e.g., Iwasaki 
1937; Matthess et aI. 1988). We have aIso modeled filtration and sorption as distinct 
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processes. Sorption is assumed to be a reversible, equilibrium process while filtration is 
an irreversible process, controlled by first-order kinetics. 
Transport parameters, v, D, R, and A, were estimated by fitting the experimental data 
to data simulated by Eq. 6.5 using the CXTFIT curve-fitting program (Toride et al. 
1995). The values ofv and D were first estimated from the bromide data. These values 
were then kept constant when optimising R and A values for the micro bial indicators. The 
combined die-off rate, ~,could be determined from a batch test after adjusting for 
sorption (as will be described in Section 6.2.4). Knowing the values of f1 and A, we could 
then estimate the filtration rate (katJ using Eq. 6.6. Consequently, the ratios of pi A and 
kall A allow us to deduce the relative contribution of die-off and filtration to total 
removal. The errors of model estimation were also considered in the calculations. 
It should be noted that due to the die-off of microbial indicators in the injection 
solution, the input concentration was observed to have changed with time. Therefore, 
variable input concentrations were used in the modeL For the times when we did not take 
samples of the input solution, the estimation of input concentrations was based on first-
order die-off. 
In addition to the above parameters, the mass removal and the concentration reduction 
could also be determined to describe the attenuation of the microbes. The mass removal 
of the microbes, Mre, could be estimated from the integration of the concentration 
breakthrough curves as follows: 
'" J Q(l)c(l)dl 
-'----- x100% 
To 
(6.7) 
J Q(t)Co (l)dt 
o 
where, Q = flow rate (L3 IT), CO = inflow concentration (MlL\ and 1~ duration of the 
pulse (T). The log-reduction of concentration could be calculated from the formula: 
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log- reduction -loglo ( Cmax J 
C o max 
(6.8) 
The surface coverage of the microbes in the column could supply some information on 
whether clogging by the microbes would occur. This is estimated from the equation 
below: 
(~ ~ J jQ(t)Co(t)dt-jQ(t)C(t)dt A1I1icrobe 
SC = x 100% where 
nAsGlld 
W 
Asond = 1l <1>2 
(6.9) 
where Amicrobe is the surface area ofthe microbe (L\ A microbe= nd2 for the F-RNA phages 
and Amicrobe= nd(L+dl2) for faecal bacteria, in which d and L is the diameter and length of 
the microbe (L), respectively; <1> = mean diameter of the sand particle (L); Asand surface 
area ofa sand particle (e); Wp=1I6 n<1>3 is the volume of the each sand particles (e); n 
is the total number of sand particles; W is the column volume (e); and ps is the particle 
density of the sand (M/e). 
Batch test data 
In a static batch system, there is no hydrodynamic dispersion (D = 0) and advection (v 
0). As kat! is a function of v as indicated previously (Eq. 6.2), we could then assume kat! = 
o in the static batch system. Hence, Eq. 6.5 could be reduced to: 
(6.10) 
in which, Co is the initial concentration. When there is no solid involved in the batch 
system (i.e. R 1, fl" = 0), Eq. 6.10 could be further reduced to: 
oc 
ot c with a solution of c Co EXp[- III t] (6.11) 
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The f..il value could be determined by fitting the experimental data of the die-off batch 
tests (with liquid phase only) with an exponential function. As the R-value could be 
estimated from the column data, there is now only one parameter, f..is, unknown in Eq. 
6.6. This parameter could be solved from the batch test data with the mixture of 
groundwater and aquifer material. 
The batch test with the mixture measured the effective reduction caused by sorption 
and die-off in the mixture, which could be described using an effective reduction rate, 
Aeff, as given by Schijven and Hassanizadeh (2000): 
(6.12) 
Similar to the approach of estimating f..il, the Aeff values could be determined by fitting 
the experimental data of the batch test (with the mixture) with an exponential function. 
From Eqs. 6.10 and 6.12, we could solve for f..is as below (Schijven and Hassanizadeh, 
2000): 
(6.13) 
We should note that there is some uncertainty in applying the R-value estimated from 
the column data to the batch system. However, this is acceptable for a system at 
equilibrium conditions, which is assumed in our modeL At equilibrium conditions, the R-
value determined from a column experiment should be the same as that determined from 
a batch test and should not vary with pore-water velocity. The similar R-values 
determined from the column experiments with different flow rates (see Section 6.3.1) 
suggest that the column system was approximately under equilibrium conditions. The 
reason for us to have used this approach was because it is difficult to independently 
determine the R-value using batch data as other processes could be also interacted with 
sorption in a batch system. 
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6.2.5. Model estimation of setback distances 
Choice of water quality criteria 
The current guidelines for fresh water bathing are the Recreational Water Quality 
Guidelines (RWQG) set by the Ministry for the Environment (1999). These guidelines 
have adopted E. coli as the preferred indicator organism for freshwater water quality. 
The guidelines require that for 'Acceptable/Green Mode', the running median (estimated 
monthly) of E. coli must be less than 126 dull 00 ml. 
However, viruses are also of a health concern. Compared to bacteria, viruses have 
lower infectious doses as stated previously and a longer survival time in soils and aquifer 
materials. Allowing for coli concentrations 126 cfu/l00 ml in the bathing water, viral 
concentrations could be very high. Considering the possibility for ingestion of pathogens 
during recreational use of la1(e water, the Drinking-Water Standards For New Zealand 
(DWSNZ) set by the Ministry of Health (2000) were also considered. The DWSNZ 
require less than one E. coli in 100 ml of sample and less than one enteric virus in 100 L 
sample (Le., <lx10-3 pfu/100 ml). If recreational contact with lake-water is the only 
concern, this approach will be conservative as the amount ingested while swimming 
would be minor compared to use as a drinking water supply. However, it would be 
relevant if the lake water was considered as a drinking water supply. 
As typical concentrations of the viral indicators, F-RNA phages, in human effluents are 
in the order of 106 pfu/100 ml (Table 6.2), a 10-log reduction would ensure viral 
concentrations below 1 pfu/100 L. Similarly, in a recent work on the determination of 
protection zones for Dutch groundwater well systems, a 9-log reduction was used for 
preventing viral contamination (Schijven 2001). However, with a 9-log reduction, the 
groundwater may still contain a few viruses/100 L if viral concentrations in the raw 
effluent are ofthe order of 106 pfu/1 00 ml and there is no reduction in levels before entry 
to the groundwater. 
For E. coli concentrations <126 cfu/100 ml, it is possible to determine the setback 
distance through a field sampling program and through model prediction. A field-
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sampling program would have to address the timing when there would be the most 
problems, e.g. after heavy rainfall, and require a detailed investigation on the main flow 
path. Even then, there are still some other uncertainties and one would have to apply 
some safety factor in designing the sampling program. In addition to these difficulties, 
compliance with enteric viruses less than 1 pfull 00 L can only be assessed by analysing a 
very large volume of the sample, i.e. of the order of 100-1000 litres. This is often 
difficult and therefore, model simulation is an essential approach. 
Transport model and model inputs 
A three-dimensional contaminant transport model, AT123D (Yeh 1981), was used to 
determine the minimum septic tank setback distances that would comply with RWQG 
and DWSNZ for a worst-case scenario. AT123D is an analytical solution for solute 
transport in an homogeneous aquifer with uniform flow. It considers advection, 
dispersion, linear equilibrium sorption, and first-order decay. The first-order decay term 
was adopted as the total removal in this study. Model inputs for a worst-case scenario 
are described below and summarised in Table 6.3. 
Contaminant source 
Inputs for dimension, flow rate, and loading rate of the disposal trenchlbed were based 
on the maximum values of design criteria from "On-site domestic wastewater 
management" (ASINZS 1547 2000). Considering the worst case, we assumed the 
effective depth for the disposal trenchlbed to be within the saturated zone. Although in 
reality the discharge of septic tank effiuent into the groundwater is intermittent, we 
assumed a continuous discharge (I-year) in the model. A steady-state situation will occur 
when the input of viruses is continuous over a sufficiently long period oftime. 
Aquiter characteristics 
Inputs for aquifer characteristics were mainly based on the results from field and 
laboratory experiments. To consider scale-dependent dispersion, the values of 
dispersivity at various transport distances were calculated using the ratio of longitudinal 
dispersivity/distance, Ii = 0.06, determined from the Continuous-Source Experiment. The 
lateral dispersivity, a y, was assumed to be 0.1 ax. and the vertical dispersivity, a z , was 
Chapter 6: Estimation a/septic tank setback distances 130 
assumed to be 0.1 uy (Gelhar et al. 1992). According to the well log data that 
Environment B.O.P provided, the depth of pumice sand aquifer could be up to 31-42.7 
m in the Lake Okarea area. Therefore, a depth of 43 m was used in the model. 
Inputs for attenuation and transport characteristics of microbial indicators 
A worst case was considered in the model, i.e. the entry of the raw effluent into the 
groundwater. Typical microbial concentrations in the raw septic tank effluent are of the 
order of 106 cfu or pfui100 ml (Table 6.2), and we used the maximum concentration 
from the table of 107 cfu or pfu/1 00 ml as inputs to the model. Although microbial 
indicators were slightly sorbed in the experiments of our study (Table 6.4), they may not 
be sorbed in many cases (i.e. sorption coefficient Kd = 0). For example, Goyal and Gerba 
(1979) reported a zero Kd value for coliphage f2 (a subgroup of F-RNA phages) and 
Coxsackievirus type B4 in loamy sand. Bales et al. (1995) and Pieper et al. (1997) 
reported that PRD1, a viral indicator, was transported at about the same rate as a 
conservative tracer in the field studies, where preferential flow was absent. For a 
conservative approach, the sorption coefficient, Kd, was set equal to zero. In other 
words, it was assumed that average velocities of the pathogens and groundwater were 
identical. Removal rates used in the model were based on the lower 95% confidence 
limits of the model estimations, determined from the Continuous-Source Experiment. 
It should be noted that the possibility of microbial growth was not considered in the 
model as the temperature of the groundwater is generally not favourable for microbial 
growth. This is particularly true for F-RNA phages. According to Havelaar et al. (1993) 
and IAWPRC (1991), F-RNA phages are widely considered to be highly unlikely to 
replicate in natural waters, because production by host bacteria of the F-pili necessary for 
phage attachment does not occur below 30°C. 
6.3. Results and discussion 
6.3.1. Laboratory experiments 
Fig.6.2 shows the concentration breakthrough curves observed in the Continuous-Source 
Experiment and simulated concentrations generated from the curve fitting. For showing 
the magnitude of relative reduction, concentrations were converted to c/comax in 
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Table 6.3 
Model inputs for determining the minimum septic tank setback distance for a worst-case scenario 
Model parameter Symbol and formula Units 
1. Contaminant source 
Designed maximum disposal trenchibed width 
Designed maximum daily flow for a 10-person system 
Designed maximum loading rate 
Designed effective depth for disposal trench/bed 
w 
Q 
DLR 
Calculated standard length of disposal trenchlbed L = Q!(DLRxW) 
(parallel to the groundwater flow-direction in the model) 
2. Aquifer characteristics 
Longitudinal dispersivity/distance ratio 
Longitudinal dispersivity 
Lateral dispersivity 
Vertical dispersivity 
Depth of the pumice sand aquifer 
Effective porosity of the aquifer material 
Bulk density of the aquifer material 
Maximum hydraulic gradient measured in the field 
Maximum hydraulic conductivity measured in the field 
Equivalent maximum pore-water velocity 
3. Microbial indicators 
Maximum input concentration of microbial indicators 
Input microbial mass flux 
Source of microbial input 
Sorption coefficient of microbial indicators 
Removal rate ofF-RNA phages 
Removal rate of E. coli 
() 
Ph 
1 
K 
v = Kl/() 
m 
L/day 
m 
m 
m 
m 
m 
m/day 
m/day 
count!lOOml 
count/day 
per day 
per day 
Value 
4 
2000 
35 
0.25 (allowed to be within the saturated zone) 
14 (along groundwater flow direction) 
0.06 
I': x distance 
0.1 x C1x 
O.lxCLy 
43 
0.20 
1.17 
0.008 
172 
6.88 
lxl07 
2.0 XlOll 
Continuous 
o 
8.41 (lower limit of the estimate in Table 6.4) 
13.6 (lower limit of the estimate in Table 6.4) 
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Fig.6.2. Table 6.4 lists the estimated parameter values for the attenuation and transport 
of the microbial indicators and bromide in the pumice sand aquifer material. 
It should also be noted that in the Pulse-Source Experiment, due to the long residence 
time in the column at low flow rate, the die-off of the microbial indicators in the column 
was significant and hence the concentrations in the outflow were very low (1-5 counts 
detected in 10 ml) and F-RNA phages were detected in only one sample. Therefore, no 
model-simulation was carried out on the phage data. The R-value for the F-RNA phages 
was simply defined from the ratio of peak-con cent ration-time ofthe phages to the peak-
concentration-time of the bromide. 
Retardation/sorption 
Fig.6.2 and Table 6.4 suggest that the microbial indicators investigated were retarded in 
both experiments compared to the bromide, with the bacteria slightly less sorbed than the 
phages. Retardation factors of the bacteria were not significantly different at high and 
low flow rates, indicating that the column system was approximately under equilibrium 
conditions. 
The R-values of2.l-2.5 for the F-RNA phages determined in this study are very similar 
to R = 1.4 for MS2 and R = 2.2 for PRDI as reported by Powelson and Gerba (1994). 
The attenuation and transport of MS2 (a subgroup of F-RNA phages) and PRDI are 
regarded as being very similar with nearly equal removal rates (Schijven et al. 1999). The 
R-values ofthc F-RNA phages determined in this study are lower than the R = 5.2 for 
poliovirus reported by Powelson and Gcrba (1994). This is expected, as F-RNA phages 
are less sorbed than most other viruses (Goyal & Gerba 1979). The calculated values of 
the sorption coefficient for the F-RNA phages (Kd = 0.36-0.52 ml/g) are similar to Kd = 
0.20 mIlg for MS2 reported by Goyal and Gerba (1979). As there is a laek of information 
in the literature on the sorption of faecal coliforms and E. coli, no comparison can be 
made for the bacterial results between this study and other studies. 
Removal 
In both column experiments, the bacteria underwent a 4-log reduction and the F-RNA 
phages a 3-log reduction. A 3-log viral reduction in sandy materials was also found in 
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Fig. 6.2. Observed and CXTFIT-simulated concentration breakthrough curves for the Continuous-Source Experiment 
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Table 6.4 
Attenuation and transport parameters derived from the column experiments with pumice sand aquifer material 
Experiment v D Tracer and R A1re log-reduction 
(m/day) (m2/day) microbes (mllg) (per day) (%) =-Log(c maxlc omaJ 
Continuous-Source 1.34 0.02 Bromide 1.00 0.00 0.00 0 
(1.25-1.43) (0.00-0.04) F-RNA phages 2.06 (1.78-2.34) 0.36 (0.26-0.45) 8.81 (8.41-9.21) 99.83 3 
Faecal coliforms 1.44 (0.95-1.94) 0.15 (0-0.32) 14.2 (13.6-14.8) 99.99 4 
E. coli 1.31 (0.56-2.06) 0.1 (0-0.36) 14.2 (13.6-15.1) 99.99 4 
Pulse-Source 0.31 0.02 Bromide 1.00 0.00 0.00 0 
(0.29-0.32) (0.01-0.02) F-RNAphages 2.53a 0.52 99.96 3 
Faecal coliforms 1.87 (0.97-2.76) 0.29 (0-0.59) 5.37 (5.14-5.61) 99.98 4 
E. coli 1.92 (1.02-2.81) 0.31 (0.01-0.61) 5.25 (5.02-5.49) 99.97 4 
aThe R value for F-RNA phages in the Pulse-Source Experiment was simply defined from the ratio of peak-concentration-time of the phages 
to the peak-concentration-time of the bromide. 
Values ofv and D were estimated from the bromide data. Values in parentheses give 95% confidence limits of the model estimations. 
Kd values were calculated from Kd =(R-l)O/Pb' where 0 =0.50 and Pt,=1.48 glcm3• 
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other laboratory studies (i.e. similar transport scales) of Moore et al. (1982) for reovirus, 
Dizer et al. (1985) for coxsackievirus Bl, Goyal and Gerba (1979) for rotavirus SA-II, 
Echovirus 1-7, and poliovirus 1. 
The degree of microbial removal in pumice sand observed in this study is consistent 
with the findings of a similar experiment carried out by Pang et al. (1996) using pumice 
sand and septic tank effluent. In that study, the same stainless steel column used in this 
study was driven into a pumice sand-pit in the same study area and an undisturbed core 
sample of pumice sand was extracted. The experimental conditions were very similar to 
those of the Pulse-Source Experiment in the present study: about one pore volume of 
10% (by volume) septic tank effluent with input concentrations of 105 cfu/100 ml for 
faecal coliforms and 103 pfu/100 ml for F-RNA phages was injected at a pore-water 
velocity of 0.5 m/day. The results of the 1996 study are similar to the present study. 
Faecal coliforms were detected in only a few outflow samples at about a 4-10g reduction 
from the original values. F-Rl\lA phages were not detected in the 1996 study, and were 
detected only in one sample in this study. These similar findings observed in both studies 
imply that in a normal situation of intennittent discharge of septic tank effluent (similar 
to the pulse injection in the above column experiments), the breakthrough of pathogens 
is likely to be of an abrupt nature, occurring and disappearing quickly. Contamination 
events may not be identifiable if the sampling frequency is insufficient. 
Very few studies reported in the literature have presented information on removal rates 
for microbes in aquifer systems. From a field tracer experiment in an alluvial gravel 
aquifer over 385-401 m distance, Sinton et al. (1997) estimated the following removal 
rates: 1.14 per day for faecal coliforms, 0.99 per day for E. coli, 1.92 per day for F-RNA 
phages, and 1.42 per day for MS2. Schijven and Hassanizadeh (2000) reported removal 
rates for MS2 and PRDl: 0.30-5.53 per day based on experiments with 1.5 m long sand 
columns at pore-water velocity 1.6-3.3 m/day, and 0.25-4.15 per day based on a field 
experiment within 30 m travel distance in a coastal sand aquifer. Compared to these 
values, the removal rates for the microbial indicators determined from the I-m long 
column in this study are higher. This suggests that pumice sand aquifer material is 
superior to alluvial gravel and coastal sand aquifer materials in attenuating microbial 
contaminants. 
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Table 6.S 
Die-off rates for the free and adsorbed microbes estimated from the batch tests 
F-RNA phages 
Faecal coliforms 
E. coli 
Aeff 
per day 
1.93 
1.28 
1.28 
CSE mean 
0.55 0.62 
0.22 0.14 0.18 
0.30 0.09 0.19 
R J..ls (per day) 
CSE PSE CSE PSE 
2.06 253 3.24 2.75 
1.44 1.87 3.68 2.60 
1.31 1.92 4.47 2.59 
iliA 
CSE PSE 
5.89 3.96 
16.5 18.1 
15.2 28.4 
Aeff Effective reduction rate measured in the batch test with the mixture of groundwater and aquifer material, 
J..lI Die-off rate for the free microbes, 
R Mean retardation factor estimated from the column experiment (Table 6.4), 
J..ls Mean die-off rate for the adsorbed microbes, calculated from Eq. 6.13, 
Ji Mean combined die-off rate, calculated from Eq. 6.6, 
CSE Continuous-Source Experiment, 
PSE Pulse-Source Experiment. 
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J..l(eer day) 
CSE PSE 
3.99 4.89 
1.85 2.40 
1.68 2.46 
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According to Schljven (2001), the removal rate for F-RNA phages in sandy aquifers is 
lower than for most other viruses and viral indicators as follows: Poliovirus 1 > Ij>X174 > 
Coxsackievirus B4 ~ PRDI ~ MS2 (F-RNA phages). Therefore, F-RNA phages are 
relatively conservative indicators of viral movement through saturated materials. 
Table 6.4 suggests that removal rates of the faecal bacteria derived from the high flow 
Continuous-Source Experiment were greater than those derived from the low flow 
Pulse-Source Experiment. This is expected as filtration theory predicts that increased 
pore-water velocity will normally result in an increase in the first-order filtration rate 
(Rajagopolan and Tien 1976; Rijnaarts et a1. 1996; Goltz et a1. 2001). Thus, the finding 
that the removal rate increased with increasing pore-water velocity suggests that removal 
of bacteria by filtration may dominate. 
Die-off 
Table 6.5 lists measured die-off rates for the free microbes in the groundwater (pD, die-
off rates for the sorbed microbes (f.is, calculated from values of PI, R, and Aeft) , and 
calculated combined die-off rates (f.i). Table 6.5 shows that the PI values for the F-RNA 
phages and faecal coliforms were reasonably similar between experiments, but there was 
a factor of 3 difference in the coli results between experiments. This is considered to 
be due to the variable nature of the microbial die-off experiments, and/or errors in the 
sample analysis and data simulation. However, the average PI and Aeff values were very 
similar between the bacterial indicators. This is expected because E. call comprises a 
large proportion of the faecal coliform population. 
The mean die-off rates for the free microbes in the groundwater (PI) derived from this 
study are consistent with some studies reported in the literature. The mean PI value of 
0.18 per day for the fuecal coliforms (Table 6.5) was the same as that reported by Pang 
et a1. (1996), and was only two times lower than that estimated by Martin and Noonan 
(1977). The mean PI value of 0.19 per day for E. coli was not much different from the 
value of 0.37 per day reported by Bitton et a1. (1983) and the lowest value of 0.32 per 
day (ranging 0.32-1.12 per day) derived from the data of Thorpe et at (1982). The mean 
PI value of 0.62 per day for the F-RNAphages determined at 20°C in this study was also 
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similar to the value of 0.90 per day for coliphage:f2 reported by Keswick et al. (1982), to 
the values of 0.58-1.3 per day for MS2 at 23°C reported by Yahya et al. (1993), and to 
the value of 0.73 for MS2 at 23°C reported by Yates et al. (1985). Both coliphage :f2 
and MS2 are members of the F-RNA phage groups. 
Relatively less information is available in the literature for die-off rates for the sorbed 
microbes in groundwater with aquifer materials, lis. This could be seen in a review by 
Schijven and Hassanizadeh (2000). The calculated /1s values of2.75-3.24 per day for the 
F-RNA phages detennmed in this study were higher than the lis values reported by Blanc 
and Nasser (1996) for MS2 at 23°C. They reported /1s 0.46 per day in groundwater 
with loamy sand, lis = 1.34 per day in secondary effluent with loamy sand, lis = 0.44 per 
day in groundwater with sand, and /1s 0.64 per day in secondary effluent with sand. The 
higher die-off rate for F-RNA phages determined in this study compared to the die-off 
rates for MS2 reported in the literature is perhaps due to the superior attenuation 
capability of the pumice sand than other materials orland the presence of a different 
predominant subgroup of F-RNA phages (rather than MS2) with a higher die-off rate. 
Sobsey et al. (1986) reported f.1s = 1.0 per day for hepatitis virus at 25°C in 
groundwater with Corolla sand. No information on the /1s values has been found in the 
literature for the bacterial indicators. 
Table 6.5 suggests that the F-RNA phages were inactivated faster than the faecal 
bacteria. There are wide ranges of inactivation rates reported in the literature. Apart from 
different die-off mechanisms between viruses and bacteria, there are also other possible 
reasons: (1) There was some apparent increase in bacterial counts at room temperature 
(20°C ± 1) in the first 24 hours. Thus, the die-off rates of the faecal indicators were 
relatively lower than that of F-RNA phages. (2) The possible separation of aggregates 
("de-clumping") offaecal bacteria could also result in the lower die-off rates ofthe faecal 
indicators. (3) The faecal bacteria could be attached to other organic particles in the 
effluent and the possible detachment of the faecal bacteria from these particles may also 
have contributed to the lower die-off rates of the faecal indicators. (4) Although F-RNA 
phages inactivate slowly at temperatures less than 10°C, they could inactivate faster at 
higher temperatures (Schijven & Hassanizadeh 2000). Together with the growth of 
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bacteria, this resulted in higher die-off rates of the F-RNA phages compared to the faecal 
indicators. The reason for measuring the die-off rates at room temperature in this study 
was to keep the same temperature between experiments/tests so that we were able to 
identifY the relative contribution of individual processes. 
Table 6.5 shows that compared to the die-off for the free microbes (j..tl), the die-off for 
the sorbed microbes (Ils) was 4-6 times greater for the F-RNA phages and 15-28 times 
greater for the bacteria. Higher Ils values compared to the relevant III values are also 
often reported in the literature (Blanc & Nasser 1996, Schijven & Hassanizadeh 2000). 
The ratio of pJ PI for the F-RNA phages determined in this study was similar to the ratio 
pJ III = 2-3 for MS2 (a subgroup ofF-RNA phages) and PRDI reported by Blanc and 
Nasser (1996). However, there is no information available on the pJ III values for faecal 
coliforms and E. coli. 
Relative contribution of filtration and die-off to total removal 
Having established the total removal rates (from model simulation of the column data) 
and combined die-off rates, we can now calculate the filtration rates from Eq. 6.6. From 
these reaction rates, we are able to quantifY the relative contribution of filtration and die-
off to total removaL The results are listed in Table 6.6. As a continuous microbial input 
was considered in estimating setback distances, the calculations were based on data 
derived from the Continuous-Source Experiment. 
Table 6.6 suggests that filtration was the major removal process for the bacteria, 
contributing 87-88% of their total removal with the remaining 12-13% contributed from 
the combined die-off for both free and sorbed microbes. In other words, the filtration 
rates for the faecal bacteria were over 7 times that of their combined die-off rates. This 
finding suggests that bacteria could be largely filtered out in the pumice sand aquifer 
material. For the F-RNA phages, both filtration (contributing 55% of the total removal) 
and die-off(contributing 45% of the total removal) were important. Although the phages 
have much smaller particle size, they could be sorbed onto large colloid particles in the 
effluent and hence could be filtered out. 
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The ratio of the die-off rate for the free microbes to the removal rate was 0.02 for the 
faecal bacteria and 0.06 for the phages, suggesting that the die-off of the free microbes 
contributed little to the total removal. This implies that the setback distances determined 
from the die-off rates in the liquid phases, established in the laboratory survival tests 
without involving any aquifer material, could be much larger than those determined from 
the total removal rates. Unfortunately, most available data in the literature are subject to 
die-off rates in the liquid phase, and there is relatively little reported information on total 
removal rates. 
It should be noted that we observed a gradual decrease in flow rate with time in both 
column experiments. It was interpreted as the result of grain surfaces becoming 
progressively clogged by the filtered particles. However, the clogging was believed to be 
caused by other large coUoid particles in the septic tank effiuent rather than from the 
microbes themselves as the calculated surface coverage of the microbes in the column 
was negligible compared with the sand surface area (Table 6.4). It should be noted that 
this is based on the assumption there is no microbial growth during the column 
experiments. 
6.3.2. Model-estimated setback distances 
Simulation results 
The model-estimated maximum E. coli concentrations along the main flowline were 75 
dUlIOO mI at 16 rn, 0.73 cfu/l00rnl at 20 m, and 0.03 cfu/l00 mI at 25 m. Thus, in order 
to meet the RWQG for E. coli <126 cfu/IOO mI' only 16 m distance is required for the 
setback distance. The above model-estimated E. coli results generaUy agree with results 
from the field monitoring. Rayet al. (2000) analysed 20 groundwater samples taken from 
10-35m downstream of the septic tanks on the shorelines of Okareka. E. coli bacteria 
were not detected in 17 ofthese samples. The remaining 3 samples only contained 2-5 E. 
coli 1100 mI. 
However, to meet the DWSNZ for viral concentrations < 1 pfu/100 L, a minirnmn 
distance of 48 m is suggested as the model-simulated maximum viral concentration in the 
groundwater was 0.85 pfu/100 L at 48 m, about a IO-Iog reduction from the initial 
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Table 6.6 
Relative contribution offlltration and die-off to total removal of the microbial indicators using data derived 
from the Continuous-Source Experiment 
Parameter 
Total removal rate (Table 6,4) 
Die-off rate for the free microbes (Table 6.5) 
Die-off rate for the adsorbed microbes (Table 6.5) 
Combined die-off rate (Table 6.5) 
Filtration rate (attachment rate) 
Ratio of filtration rate / total removal rate 
Ratio of filtration rate / combined die-off rate 
Ratio of combined die-off rate / total removal rate 
Ratio of die-off rate for the free microbes/total removal rate 
Values in parentheses give 95% confidence limits of the estimations. 
a - negative J.Ls values for R<1 
Symbol 
k att ! A, 
kat/ ! Il 
flit. 
III I t. 
Units 
per day 
per day 
per day 
per day 
per day 
F-RNA phages 
8.81 (8.41-9.21) 
0.55 
3.24 (2.97-3.71) 
3.99 (3.44-4.53) 
4.82 (4.68-4.97) 
0.55 (0.51-0.59) 
1.21 (1.03-1.44) 
0,45 (0.41-0.49) 
0.06 (0.06-0.07) 
Faecal coliforms 
14.2 (13.6-14.8) 
0.22 
3.68 a 
1.85 (1.22-2.49) 
12.4 (12.3-12.4) 
0.87 (0.83-0.91) 
6.68 (4.96-10.1) 
0.13 (0.09-0.17) 
0.02 (0.02-0.02) 
E. coli 
14.2 (13.6-15.1) 
0.30 
4.47 a 
1.68 (0.72-2.65) 
12.5 (12.5-12.9) 
0.88 (0.82-0.95) 
7.44 (4.70-17.9) 
0.12 (0.05-0.18) 
0.02 (0.02-0.02) 
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concentration. Fig.6.3 shows model-estimated maximum F-RNA phage concentrations in 
the downstream groundwater along the flow-line . At the distance that satisfies the 
RWQG, i.e. 16 m, model-estimated F-RNA phage concentration is 312 pful100ml (4.5-
log reduction), which is 312,000 times above the DWSNZ. 
It is interesting to compare our results from the model simulations with those observed 
in a field tracer experiment of Schijven et al. (1999) . In their field study, groundwater 
velocity in a sand dune aquifer varied 1.19-1.59 m/day with effective porosity of 0.35 . 
Schijven et al. (1999) used MS2 and PRD 1 as viral indicators in their experiment, which 
are similar to F-RNA phages. The log-reductions in viral concentrations, calculated on 
the basis of -log(CmaxlC), increased almost linearly with transport distances in both 
studies ofSchijven et aI. (1999) and ours, as shown in Fig.6.3. The similar slopes of the 
plots indicate that the removal rates, if expressed as the ratio of log-reduction to 
distance, were similar between the field-determined by Schijven et al. (1999) and the 
model-simulated in this study. 
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Fig.6.3 Comparison of viral reduction observed in the field experiment (Schijven et al. 1999) 
and those simulated in this study 
The linear correlation between log-reduction and transport distance indicated above 
was also shown in the field data reported by Stewart and Reneau (1982) . In a saturated 
coastal sandy soil where the water table rises to flood the disposal trench of the septic 
tank effluent, Stewart and Reneau (1982) observed that the travel of faecal coliforms 
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shows a reduction from 3 x 106 cfuJI00 ml in the trench to 1.1 x 105 c:fu/l00ml150 mm 
from the edge of the trench (i.e 1.4-log reduction), 2.9 x 104 c:full OOml 3 m from the 
trench (i.e. 2-log reduction), and 1.1 x 103 cfu/100 ml at 12 to 13 m distance (i.e. 3.4-log 
reduction). Using the removal rate of faecal coliforms determined in this study (13.60 per 
day), we could obtain a 3.6-log reduction in faecal coliform concentration at 12 m travel 
distance, which was similar to the result of Stewart and Reneau (1982) at the equivalent 
distance. 
Sensitivity analysis and limitations of model simulation 
Compared to other model input parameters listed in Table 6.3, the ratio of longitudinal 
dispersivityl distance (consequently the dispersivities), s, and removal rates of the 
microbial indicators, derived from the column study, are relatively uncertain with respect 
to their representing the field conditions. In order to examine the sensitivity of these 
parameters on the simulation results, different values of s and removal rates for the 
RNA phages were tested to simulate the setback distances that meet DWSNZ and the 
results are presented in Fig.6.4. Fig.6.4 shows that simulated setback distances increase 
linearly with increasing s and increase in a power function with decreasing removal rates. 
Using a removal rate of 8 per day, the estimated setback distances are 39-65 m for s 
0.01-0.12. Ifusing s = 0.06, the estimated setback distances are 28-225 m for a removal 
rate 1-16 per day. These results imply that the removal rate is much more sensitive than s 
to the simulated results and that adequate determination of removal rates of microbial 
indicators is crucial in delineation of setback distances. In addition, possible variation in 
the removal rates is larger than that of the s values. Although setback distances are very 
sensitive to the removal rate and could vary significantly, the similarity between model-
derived results and field-observed results reported in the literature (as discussed above) 
suggest that the removal rates derived in this study are reasonable. 
As the AT123D model deals with homogeneous media and uniform flow, the model 
results have several limitations. The major limitations are in the impacts of preferential 
flow paths, pore-size exclusion, and changes in removal rates with time and distance. 
Setback distances determined in our study may not be sufficient when these processes 
occur. Virus movement in groundwater beyond 48 m has been found in sandy aquifers in 
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the literature as reviewed by Yates (1985). In one case, viruses were detected in shallow 
groundwater 67 m down-gradient of the septic tank source, and in another case, in 
groundwater 53 m from the source after 12 days introduction into the septic tank. Viral 
migration in a sandy aquifer up to 400 m has also been noted (Keswick & Gerba 1980; 
Gerba 1984). However, the removal rates in the pumice sand aquifer in this study was 
probably greater than for these aquifers. The impacts of preferential flow paths, pore-size 
exclusion, and changes in removal rates with time and distance on microbial transport in 
groundwater are discussed below. 
(aJ Impact of preferential flow paths 
As described previously, the groundwater velocity (7 mlday) used in the model was 
derived from the highest hydraulic conductivity and the highest gradient measured in the 
field. Although the value of 7 mlday is higher than the typical groundwater velocities in 
the pumice sand aquifers, groundwater could possibly move even faster through 
preferential flow paths (e.g., structural cracks, poorly sealed bores, zones of higher 
penneability, and areas where pumice sand aquifer overlays fractured bedrock). 
Therefore, the 48 m setback distance determined from the model simulations, based on 
the homogeneous aquifer and uniform flow, may not be sufficient when preferential flow 
paths are present. However, matrix flow, rather than preferential flow (or bypass flow), 
is considered to be the predominant flow in porous pumice sand aquifers. 
(bJ Velocity enhancement due to pore-size exclusion 
In the model simulation, as a conservative approach, pathogens were assumed to travel 
with the same velocity as the average groundwater velocity (i.e R = 1, or Kd = 0). This 
approach did not consider the impact of possible velocity enhancement in microbial 
transport. Micro-organisms are sometimes found to travel .taster than the average 
groundwater velocity in certain aquifer systems (often in heterogeneous media such as 
clayey soils, alluvial gravels, fractured media, and karst). 
Generally, the degree of size-exclusion is positively related to microbial size, i.e. 
bacteria move faster than viruses (Sinton et al. 2000). However, although viruses are 
small in size, they could be attached to large organic particles in the septic tank/sewage 
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effluent and hence could possibly travel even faster than bacteria, as found in the studies 
of Pang et a1. (1996) and Sinton et a1. (1997). In this study, large organic particles are 
likely to be filtered out more rapidly in the pumice sand aquifer, and the impact would be 
much less than observed in the above studies. Velocity enhancement is not often 
observed in sand aquifers since they are more homogeneous than most other aquifers. 
However, it can still happen when heterogeneity and preferential flow paths are present. 
As the pumice sand aquifer material investigated in this study was not very uniform, 
velocity enhancement could occur in certain circumstances. 
(c) Temporal and spatial change of rem oval rates 
Due to the limited data available, we used a constant removal rate in the model 
simulation and were unable to consider change in removal rates with time and distance. It 
is known that the efficiencies of filtration tend to decrease with time and distance due to 
deposits of suspended solids and filtered material causing clogging near the input source. 
Consequently, a filter layer develops, which further reduces the diameter of pores 
available for microbial movement. It is also known that removal occurs most significantly 
in the first few metres near the contaminant source and tends to decline with distance 
(Schijven & Hassanizadeh 2000). Hence, model simulations using a removal rate 
determined from the I-m column system may have overestimated the removal of micro-
organisms and thus underestimated the setback distance. Unfortunately, there is no 
information available to make such an adjustment. To obtain reliable removal rates, a 
field tracer experiment with a much longer distance and time is needed, which was 
beyond the budget of this study. 
(d) Mixing of different source water 
On the one hand, the above model-estimated distances may be insufficient in the 
occurrence of preferential flow paths, pore-size exclusion, and change in removal rates 
with time. On the other hand, the estimated distances may be too conservative, as it was 
assumed that the near-shore bathing-water is all from groundwater. In reality, the quality 
of bathing water is largely determined by the quality of lake water, which is recharged by 
not only the groundwater, but also from surface run-off and rainfall etc. Mixing of 
different source waters would significantly change the microbial concentrations in 
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bathing water. However, modelling the quality of lake water was beyond the scope of 
this study. 
6.4. Conclusions and implications 
Our experimental results suggest that the faecal coliforms, E. coli, and F-RNA phages 
were sorbed in the pumice sand aquifer material investigated. Compared to the die-off 
rates for the sorbed microbes, the die-off rates for the free microbes in the groundwater 
alone were much lower and contributed little to the total removal. After travelling 
through a I-m pumice sand column, the bacteria had a 4-10g reduction and the phages a 
3-log reduction. The results of our experiments suggest that the removal of the bacteria 
was predominately by filtration (87-88%) followed by die-off (12-13%), while removal 
of the phages was almost equally contributed from both die-off (45%) and filtration 
(55%). We assumed that filtration also encompassed irreversible sorption. 
Model-derived results, based on using the worst-case values, suggest that the minimum 
setback distance to meet the RWQG of < 126 E. coli/IOO m is 16 m. This distance 
allows a 5-log reduction in bacterial concentrations. However, model-estimated viral 
concentration in the groundwater 16 m downstream is 312,000 times above the 
DWSNZ. If using this criterion, warning should be given for the consequence of any 
accidental ingestion of lake-water, since as little as one organism could cause infection 
for some viruses. If the DWSNZ are used, the minimum setback distance is 48 m. This 
distance allows a IO-Iog reduction in viral concentrations. 
The above results were consistent with the results observed in a few field studies 
reported in the literature under similar conditions. This suggests that input values for the 
model parameters, particularly the removal rates, were close to reality. However, the 
above distances may not be sufficient if preferential flow paths, pore-size exelusion 
effects in microbial transport, or changes in removal rates with time/distance occur. On 
the other hand, the above estimated distances may be too conservative as it has been 
assumed that the near-shore bathing-water is all from groundwater. 
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As the worst-case values were used in the model simulations, these distances may be 
applicable for other lakeshores in pumice sand aquifers with groundwater velocities less 
than 7 m/day. The setback distance of 48 m may be applicable for a lake that is used for 
drinking water supply. Pumice sand aquifers are a common aquifer type in the Bay of 
Plenty and Waikato regions. The above model-estimated distances are greater than the 
setback distances defined by Environment B.O.P and Environment Waikato (Table 6.1). 
One exception is that Environment Waikato uses a-30 m distance for surface water 
bodies, same as drinking water bores. The 30-m distance may be sufficient for preventing 
bacterial contamination but may not be sufficient for preventing viral contamination. 
Although setback distances are site-specific, the methods and many model parameter 
values are transferable. However, experimental work is needed to determine the removal 
rate of a selected microbial indicator in a particular groundwater system. As the removal 
rate is a very sensitive parameter in model simulations, adequate determination of 
removal rates of the microbial indicator is crucial in delineation of setback distances. 
Unfortunately, little information is available in the literature on removal rates of micro-
organisms. The most available information in the literature are die-off rates in 
groundwater measured in the laboratory without involving aquifer material. These die-off 
rates are generally much lower than their relevant removal rates. Consequently, the 
determined setback distances based on die-off rates of free microbes would be 
unnecessarily large. Removal of microorganisms is not only by die-off but also by 
filtration and sedimentation, which are important processes, particularly for bacteria. 
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Additional study 
Contribution of diffusion, interception and settling to filtration 
In the publication, we concluded that for the column experiments with no microbial 
growth, clogging was not due to microbes, but rather due to large colloids in the septic 
tank effluent. For the colloidal particles with diameters greater than 8% of the media 
grain size, straining (a removal mechanism for large particles) could be significant 
(McDowell-Boyer et aI., 1986). Consequently it could cause clogging. However, we did 
not characterise these large colloidal particles, although there were some evidences of 
their existence in the effluent introduced. 
Straining of the microbes through the column was unlikely, as the size of the microbial 
indicators were 0.16% and 0.003% of the sand grain size for faecal bacteria and F-RNA 
phages, respectively. According to McDowell-Boyer et at (1986), bacteria and viruses 
are unlikely to be filtered by straining in sand and gravel aquifers, except when they are 
attached to other much larger particles. This conclusion is also supported by the fact that 
the calculated surface coverage of the microbes in the column is negligible compared to 
the sand surface area. In this section, we will further investigate this by analysing the 
individual contributions to microbial filtration of the mechanisms of diffusion, 
interception and settling. This analysis will be based upon the contributions of the three 
filtration mechanisms to the single collector efficiency, f/ (included in Eq. 6.2). 
Harvey and Garabedian (1991) define f/ as the rate at which colloidal particles strike a 
single porous media grain divided by the rate at which the particles move toward the 
grain. f/ is a function of the physical properties of both the porous media and the colloid 
particles. The total collector efficiency f/ is the sum of collector efficiencies due to 
diffusion, interception and settling (sedimentation), as expressed below: 
(6.14) 
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where 
'lo = collection due to Brownian diffusion (dimensionless), 
'If collection due to interception (dimensionless), 
'IG = collection due to settling (dimensionless), 
kB = 1.38xlO-23 (kg(mls)2/K) is the Boltzmann constant, 
absolute temperature (K), 
,u = water viscosity (kg/mls), 
dp = colloidal particle diameter (m), 
d average diameter of the porous media grain (m), 
v pore-water velocity (mls), 
fJp = colloidal density (kg/m3), 
p water density (kg/m\ 
g gravitational constant (mls2). 
150 
(6.15) 
Eq. 6.14 suggests that filtration is not related to hydrodynamic dispersion (there is no 
hydrodynamic dispersion term in the above equations). 
The room temperature for the column experiments was about 20°C, hence T =20+273 = 
293 K and,u .0IxI0-3 kg/mls. F-RNA phages have a mean diameter of dp=0.0255 !-lm 
(2.55 x10-8 m). Faecal bacteria have the shape of rods with a mean length of 3.3 !-lm and 
a mean diameter of 0.65 !-lm. As the colloid-filtration model assumes both colloids and 
collector particles are spherical, let us model the bacteria using a sphere of equivalent 
volume, so the diameter of an equivalent sphere (dp) would be 1.28 !-lm. The pumice sand 
used has an average grain size of d = 0.80 mm (8.0 x 10-4 m). The pore-water velocity 
through the column is v 1.55x10-5 mls (1.34 mlday) for the Continuous Source 
Experiment. The elevation of our laboratory is approximately sea level, and at sea level g 
= 9.806 mls2. We assume F-RNA phages have the same density as water fJp = p=1.000 
kg/I (1000 kg/m3) , Wan et al. (1995) investigated 25 subsurface bacterial strains, and 
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found the average buoyant density of bacteria is 1.088 kg/I (1090 kg/m3). Using these 
known parameter values, the calculated values for T/D, rJr and 17G are shown in Table 6.7. 
The above results suggest that diffusion is the dominant collection mechanism for F-
RNA phages; while for faecal bacteria, settling (sedimentation) dominates and diffusion 
is of lesser impoI1ance. Filtration by interception is negligible for both faecal bacteria and 
F-RNA phages. This supports the results of negligible surface cover compared with the 
sand surface area as presented in the publication. Harvey and Garabedian (1991) also 
comment that as the size of the bacteria is much smaller than the aquifer medium grain 
size, the contribution of physical interception is expected to be insignificant. 
Table 6.7. Results of single collector efficiency, 11, describing filtration of microbes in the pumice sand 
column fur the Continuous-Source Experiment 
F-RNA Faecal bacteria 
rig O.OOE+OO 5.0lE-03 
111 1.52E-09 3.83E-06 
llD 4.89E-02 3.59E-03 
11 4.89E-02 8.60E-03 
11 Gill 0.00 0.58 
111/11 0.00 0.00 
TiD/ll 1.00 0.42 
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7.1. Introduction 
In the previous chapters, we have discussed some important processes and mechanisms of 
contaminant transport, such as the scale-dependence of dispersion (Chapter 2), interaction 
of sorption and degradation (Chapter 3), chemical and physical nonequilibrium transport 
(Chapters 4 and 5), the effect of pore-water velocity on chemical nonequilibrium transport 
(Chapter 4), sorption/desorption of heavy metals (Chapter 4), non-linear sorption (Chapter 
4), mobility and degradation of pesticides (Chapters 3 and 5), as well as die-off and filtration 
of microbes (Chapter 6). A few approaches to modelling these processes have been 
presented; for example, a scale-dependent dispersion model (Chapter 2), a method of 
temporal moments (Chapter 3), and two-region/site models (Chapters 4 and 5) were applied 
to analyse data. 
In this chapter, we will discuss the above topics further and provide linkage between the 
chapters. We will also extend our discussions to some other important issues in contaminant 
transpOlt that are relevant to the previous chapters. In addition, we will provide a few 
applications of the study, raise questions for further study, identifY problems and gaps in 
cuo'ent research, and offer some ideas for future research. 
The important contaminant transport processes and mechanisms as well as modelling 
issues are discussed in the following sections. 
7.2. Advection and velocity related transport issues 
DC Advection is described mathematically by the term v- (Eqs. 2.1, 3.1, 4.1, 6.1). 
Ox 
Advection involves chemicaVmicrobial transport due to the bulk movement of the 
groundwater and is the primary mechanism responsible for contaminant migration in 
aquifers. Under advective flow, a dissolved contaminant travels at the same velocity as the 
average groundwater. Advection plays a crucial role in contaminant transport through 
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preferential flow paths, transport of colloids (such as natural organic matter, macromolecule, 
and microbes) and colloid-facilitated transport of relatively immobile contaminants (e.g. 
heavy metals, some pesticides and hydrocarbons, and some other organic contaminants). 
7.2.1. Preferential flow 
Contaminants (both solutes and colloids) travel more rapidly through preferential flow 
(through macropores and fractures) than through uniform flow. There are two major reasons 
for this: (a) migration occurs along pathways with relatively high hydraulic conductivity, 
and, therefore, relatively high groundwater velocity (b) much of the sorptive capacity of the 
medium is bypassed. In the worst situation, the measured transport through preferential flow 
paths can be visualised as piston flow. 
Under saturated conditions, preferential transport becomes more pronounced at high flow 
velocities. Laboratory column studies by van Genuchten et al. (1974), Schwarzenbach and 
Westall (1981) indicate that departures ii-om uniform transport become significant for 
velocities?:: 1 m/day. In field conditions, groundwater flow velocities are > 1 m/day in coarse 
grain aquifer media (e.g. coarse sand, alluvial gravel, fractured rocks), and < 1 m/day in fine 
grain media (e.g. sand and silt, and consolidated media). Therefore contaminant transport 
through coarse aquifer media is often under the influence of preferential flow, and in some 
cases (e.g. fi'actured media) it is the dominating process in contaminant migration. 
We have previously investigated preferential flow paths at the Burnham experimental site 
using tracer experiments, a resin bag method, and borehole dilution tests (Pang et al. 1998). 
As the majority of the work presented in this thesis is based on laboratory studies, 
preferential flow is not our focus in this study. 
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7.2.2. Mean and maximum groundwater velocity 
As demonstrated in our field studies (Sinton et aI., 1997; Pang et aI., 1998; Pang and Close 
1999c; Sinton et aI., 2000), colloids can travel faster than the mean pore-water velocity 
provided that there are large enough interconnected pores. Therefore, transport of colloids 
could provide information on the possible maximum contaminant velocities. In most of the 
current literature, groundwater velocities (ie. pore-water velocities) are dctermined from 
nonreactive solute tracers (e.g. 3H20, Br, and Cl). As solutes travel through all 
interconnected pores within aquifer media, the groundwater velocities determined from 
nonreactive solute tracers represent the average values. In contrast, colloids are exeluded 
from small pores due to their larger sizes and travel through interconnected large pores (i.e. 
size exelusion). Thus, the groundwater velocities determined from the colloids will be larger 
than the avcrage velocities determined from the nonreactive solute tracers and often close to 
the maximum groundwater velocity. The extent of the difference in velocities will depend on 
the of the colloids, as well as the pore size distribution of the porous medium. For risk 
analysis and design of monitoring programs, a conservative approach would be to consider 
the maximum groundwater velocities so that "worst case" contamination events, with regard 
to extent of contaminant transport, can be better predicted and managed. 
As colloidal transport is predominately determined by advection, colloids may be used in 
field experiments to quantifY maximum groundwater velocities, as shown in a study by 
McKay and Cherry (1993). The transport velocity of microbes can be a few (e.g. Bales et a1. 
1989; Artinger et a1. 2002) or even several orders of magnitude (McKay and Cherry 1993) 
greater than nonreactive tracers. A comprehensive review of the use of microbes as 
groundwater tracers is given by Keswick et al. (1982). Colloidal partieles have much lower 
diffusion coefficients than molecular solutes (McKay et aI, 2000). Hence, the difference in 
velocity between a colloidal tracer and a nonreactive solute tracer is not only due to size 
exelusion (as noted previously) but could also be due to diffUsion of the dissolved solutes 
into the matrix porosity. 
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According to PuIs et aI. (1991), particles with diameters of 0.1-2.0 Jlm may constitute the 
most mobile size fraction in porous media and particles with diameters greater than 1 Jlm 
may actually move faster than the average groundwater flow velocities in porous media due 
to size exclusion. Therefore, we could use non-sorbing and non-degradable colloidal tracers 
(such as spores, beads, micro-spheres, and fluorescent dyed silica colloids) with size of 1-
2 Jlm to characterise the maximum groundwater flow velocity and trace preferential flow 
paths in the field experiments. For example, Pang et al. (1998) used B. subtilis spores (size 
0.8 Jlffi x 1.5-1.8 Jlm) in a tracer experiment at the Burnham alluvial gravel aquifer. They 
found the groundwater velocities determined from the spores could be up to 1.33 times 
faster than those estimated from CI (or rhodamine WT). 
7.2.3. Velocity enhancement in size/anion exclusion 
The phenomenon discussed above in Section 7.2.2, that the mean velocity of colloidal 
transport could be greater than the mean pore water velocity, is referred to as 'velocity 
enhancement'. The most likely causes for velocity enhancement are size exclusion and also 
possibly anion exclusion. We have defined size exclusion previously. Anion exclusion may 
occur when contaminants and media matrixes are both negatively charged, which is often the 
case. Size exclusion is normally related to colloids and colloid-facilitated transport while 
anion exclusion can occur with both colloids and solutes. However, compared to size 
exclusion, few studies have reported in the literature on experimentally observed anion 
exclusion. Besides, the magnitude of anion exclusion effect is expected to be much smaller 
than size exclusion. Velocity enhancement in colloidal transport due to size exclusion is 
more likely to occur in large pore aquifers and heterogeneous media, such as alluvial gravel 
and fractured rocks. Velocity enhancement has not been shown for the transport of microbes 
though the pumice sand column (Chapter 6) but has been shown in our field studies with 
alluvial gravel (Sinton et aI., 1997; Pang et aI., 1998; Pang and Close 1999c; Sinton et al., 
2000). 
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In both exclusion processes, some colloids/anions are excluded from a part of the pore 
volume. Therefore the pore volume for colloidal/anionic transport is smaller than the pore 
volume determined from a nonreactive tracer. For a unit volume of aquifer material, this 
would lead to a lower porosity for colloidal/anionic transport than for the nonreactive tracer. 
For size exclusion, as colloids travel through a narrower range of large pore sizes, the 
dispersivity for describing colloid transport is much smaller than for solute transport. This is 
reflected in the much sharper and narrower BTCs of colloids than those of nonreactive 
solute tracers. This is illustrated in Fig. 7.1 and is also clearly shown in our previous field 
studies in an alluvial gravel aquifer (Pang et aI., 1998 & 1999a; Sinton et aI., 2000). The 
above discussions suggest that different dispersivity and effective porosity from those of 
nonreactive solutes should be used for modelling colloidal transport . 
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Fig. 7.1 Comparison ofBTCs of B. subtilis and Cl in well 14 in the May 1995 Experiment 
carried out at the Burnham Site (Pang et al. 1998). 
For velocity enhancement, the ratio of mean pore-water velocity to mean contaminant 
transport velocity is less than one. This ratio of water to contaminant velocity has been 
quantified using a 'retardation factor' , R, i.e. R = pore-water velocity /contaminant transport 
velocity (Goltz and Robert, 1987). We would suggest that for velocity enhancement, R is 
better to be called 'velocity ratio' as the contaminant is not retarded. When a contaminant is 
retarded, R is defined asR=l+rpKd /()for linear sorption (e.g. Eq. 4.9) and 
R = 1 + rpK nC n- J / () for non-linear sorption (Eq. 4.21). However, when a contaminant is not 
retarded, these definitions are meaningless, as neither Kd nor K values can be negative. 
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Although having said this, if a model (e.g. CXTFIT) requires the input of pore-water 
velocity and does not require the input of Kd, the model-derived R-value for a contaminant is 
actually the velocity ratio. If R<l, it implies the contaminant moves taster than the 
conservative tracer, i.e. velocity enhancement. Others also report that the apparent R-values 
can be less than one (van Genuchten 1981; Bales et al., 1991; Artinger et aI., 2002). 
We could argue that the definition of R 1 + ¢ K d I B might be interpreted as 
R = {} I {} + ¢ Kd I B for solutes as the solutes sample the entire pore volume, but 
R = (}coliOid I B + ¢ Kd I B for colloids as colloids go through only a fraction of the pore 
volume. As indicated above, porosity of the aquifer media for colloidal transport is smaller 
than that for solutes, thus ScolloidJS is always <1. Since the colloids are not in the excluded 
volume, they are not sorbed to aquifer material. Hence, Kd =0 and R = ~olloidJ B <1. For 
velocity enhancement, R would actually measure the ratio of pore space sampled by the 
colloids (Bcolloids) to total pore space (or pore space sampled by a solute) (0), and the value 
of (1-R) (O-{}colloids)!B= (}el{}represents the fi'action of pores from which colloids were 
excluded. For example, an R-value of 0.75 suggests that, on average, the colloids are 
excluded from about 25% ofthe total pore space. 
The abovc hypothesis is similar to one presented by van Genuchten (1981). As indicated 
by van Genuchten (1981), in the case of anion exclusion (1-R) can be viewed as the relative 
anion exclusion volume. That is, 1-R SelS, where SelS represents the relative anion 
exclusion volume. As B = {}excluded + Bpassed, from 1 Bel B we get R = 1-Bel B = (0-
Bex)! {} = {}passedl {}. This is analogous to our interpretation of R = {}coJloidJS for size exclusion. 
Note that for anion exclusion, there is also no sorption (i.e. Kd =0). 
As R = BcolloidJ {} for velocity enhancement, we can estimate the porosity of the medium 
that is accessible by the colloids from {}colloids =R {}. It might be possible to determine {}colloids 
independently using some empirical relationships (e.g. based upon the medium particle size 
distribution and colloidal size etc.). This would be an interesting and novel topic. From the 
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pore-size exclusion concept, we would expect that R would decrease with increasing 
heterogeneity of the aquifer media (because of a wider particle size distribution) and 
colloidal size. Hence the degree of velocity enhancement increases. 
Summarising 32 data sets of R<l obtained from our previous field experiments with 
different microbes and flow velocities in heterogeneous alluvial gravel (D50=13-20 mm), the 
mean Bmicrobes value is 0.15 (0.03-0.19) and mean R value is 0.80 (0.49-0.97). These values 
are lower than the mean Bmicrobes = 0.33 (0.27-0.35) and mean R =0.95 (0.83-0.99) obtained 
from 62 data sets of R<l for the uniform pea gravel (D50=6 mm) in the 8-m long column 
using different microbes. The following microbes were used in both field and long column 
experiments: E. coli (size 1.5 x < 6 11m), B. subtilis spores (0.8 x 1.5-1.8 11m), F-RNA 
phages and MS2 (0.026 11m). Yeast (6 x 8.5 11m) was also used in the column experiments. 
The smaller variations of Bmicrobes and R values for the pea gravel indicates that Bmicrobes and R 
are comparatively consistent in homogenous media and does not change much with flow 
rate and species. 
As colloids are larger than most solutes and electrically charged, they can be subject to both 
size- and anion-exclusion. It is expected that for large particle colloids (e.g. spores, 
bacteria), size-exclusion is more important, while for small particle colloids (e.g. viruses), 
both processes could be important. When size- and anion-exclusion occur concurrently, they 
are difficult to model separatcly. 
To my knowledge, no study has been reported in the literature regarding the in1pact of 
transport distance on vclocity enhancement. It is expected that with increasing transport 
distance, the degree of heterogeneity increases and, hence, velocity enhancement increases 
(i.e. R decreases). This is evident in our Burnham field data for individual microbial species 
as shown in Fig. 7.2. This inverse R-X relationship is in contrast with the positively 
correlated R-X relationship when R> 1 (sorption without velocity enhancement). For 
transport of sorbing solutes, it is found that the retardation factor, R, increases with time and 
plume displacement distance (Roberts et aI., 1986; Burr et aI., 1994). 
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Fig. 7.2. Relationship between velocity ratio and transport distance for velocity enhancement observed in 
microbial transport through the alluvial gravel aquifer at the Burnham Experimental Site (using 
original data of Pang et aI. , 1998 and Sinton et aI. , 2000). 
Another gap in the current literature is that the impact of pore-water velocity on velocity 
enhancement has not been reported . When examining the effect of pore-water velocity on 
velocity enhancement, the transport distance should be fixed. From E. coli data obtained 
from an 8-m long pea gravel column (Sinton et aI., 2002), we could see that the velocity 
ratio, R, tends to increase with increasing pore-water velocity at a given distance as shown 
in Fig. 7.3 . This is in contrast to the commonly observed inverse R-v relationship when R>l , 
which was observed in Chapter 4 . From the above relationships, there seems to be a 
relationship such as the one illustrated in Fig. 7.4. When R> l, contaminant is sorbed. Then 
sorption decreases with increasing pore-water velocity and R value decreases toward one. 
This is because at high V, non-equilibrium processes become important and less residence 
time is available for solutes to access the sorption sites. In contrast, when R< 1, velocity 
enhancement occurs for the contaminant transport and with increasing pore-water velocity, 
the degree of velocity enhancement reduces and the value of R approaches unity. This 
behaviour may be explained by the relation between mobile water fraction and velocity. 
From 53 BTCs obtained from field experiments, Pang and Close (1999a) observed that with 
increasing pore-water velocity, the fraction of mobile water increases. Thus, the mean 
groundwater velocity measured using a solute increases, as the impact of diffusion into 
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immobile water regions becomes less. Hence, the difference between colloidal velocity and 
mean groundwater velocity is reduced, bringing the R-values closer to one. 
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Fig. 7.3. Relationship between velocity ratio and pore-water velocity for velocity enhancement observed in 
microbial transport through an 8 m long pea gravel column (data from Sinton et aI. , 2002). 
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7.2.4. Colloid-facilitated transport 
Transport of a sorbing contaminant could be dramatically enhanced by colloids. Colloids are 
particles with diameters less than 10 !lm (Stumm and Morgan, 1981). When attached to 
colloidal particles, the behaviour of the contaminant will be influenced by transport of the 
colloids as its sorption coefficient is not only a function of the aquifer material but also the 
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colloids. Sometimes the contaminant could travel with the colloids at a velocity greater than 
the average groundwater velocity (Pang and Close, 1999c). It is also possible to 
simultaneously have velocity enhancement due to exclusion of colloids attached along with 
retardation due to sorption of unattached contaminants onto aquifer material, so that overall, 
R would be greater than 1. An example of this is shown in the study of Pang and Close 
(1999c) for bacterial-facilitated Cd transport: although Cd was attached to B. subtilis and 
travelled with the bacteria much faster than it would travel as an unattached molecule, some 
Cd was still sorbed on aquifer media. 
Colloid-facilitated transport may have important implications in the design of monitoring 
programs, risk analysis, and operation of remediation scheme. It may be more important in 
some instances to know the time of arrival of the first 0.1 or 1 percent of the contaminant at 
monitoring or receptor wells, rather than knowing when the centre of mass arrives. 
However, monitoring programs and model predictions generally do not consider facilitated 
transport. 
In a field study, Pang and Close (1999c) found that the relative importance of colloid-
facilitated transport was higher closer to the source and main flow-line and decreased with 
increasing transport distance and offset from the main flow-line. When close to the 
contaminant source, the m~ority of the contaminant was transported with the colloids, while 
further down gradient the fraction of contaminant that was affected by colloid-facilitated 
transport reduced considerably and could be ignored. 
When colloid-facilitated transport is involved, two or more peaks often appear in the BTC 
of the sorbing, relatively immobile contaminant, as shown in Fig. 7.5. The first peak appears 
to be associated with the colloids and the second peak is believed to represent non-
facilitated transport of the dissolved contaminant. Sometimes the fraction of contaminant 
affected by colloid-facilitated transport is so dominant that the second peak of much lower 
concentration may be masked. Other times, the fraction of contaminant affected by colloid-
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facilitated transport is so small (even though concentrations may be high) that we could 
misjudge the first peak as analytic error or cross contamination of the samples. 
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Fig. 7.5 Transport of Cd under the influence of B. subtilis in well 2 of the Burnham Experimental Site, 20 
m down gradient of the injection well. (from Pang and Close, 1999c) 
Previously, we have investigated bacteria-facilitated Cd transport through alluvial gravel at 
a field scale (Pang and Close, 1999c). In the natural environment, there are many types of 
colloids. Organic colloids include bio-colloids (such as bacteria, spores, fungi , algae, 
viruses), macromolecules (such as high molecular weight polymers, humic substances, pulp 
fibers, proteins), and nonaqueous-phase liquids (such as oil droplets or detergent micelles). 
Inorganic coUoids include clays, metal oxides, and inorganic precipitates in the sub-
micrometer size range. It should be noted that viruses are larger than dissolved contaminants 
but are at the lower end of the colloidal size distribution (Sim and Chrysikopoulos 1998). 
Hence, they can behave like either solutes and/or colloids. Natural organic matter, if 
abundant in the solid phase, would increase sorption of the contaminants onto the aquifer 
material; but if abundant in the liquid phase as colloids, would facilitate transport of the 
contaminants. 
As facilitated transport is a phenomenon that has important effects on groundwater 
contaminant transport, a future survey of colloids and natural organic matter in groundwater 
throughout New Zealand is recommended. 
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7.3. Dispersion 
Dispersion is an important attenuation mechanism that results in the dilution of a 
contaminant. In the 1-D constant dispersion models, dispersion is expressed by the partial 
derivative D a2~ (Eqs. 3.1, 4.1, 6.1). In the scale-dependent dispersion model, dispersion 
ax 
is described bY~(&X V ac) as shown in Eq. 2.1. In the following sections, we will 
ax ax 
discuss a few important issues related to dispersion. 
7.3.1. Scale-dependent dispersion and modelling approach 
As indicated in Chapter 2, in the current literature it is generally held true that the reason 
dispersivity increases with increasing distance, ultimately approaching an asymptotic value, 
is because aquifer heterogeneity increases with increasing distance. Therefore, it is 
commonly recommended that a medium-dependent constant dispersivity be used for large-
scale problems. Gelhar and Axness (1983) provided the following theoretical equation for 
calculating the asymptotic longitudinal dispersivity: 
where a] is the asymptotic longitudinal dispersivity (L), or is the variance of the log-
transformed hydraulic conductivity, L is the correlation length in the mean direction of flow 
(L), and y is a flow factor. Dagan (1982) also represented a similar theoretical equation 
except that Dagan considered y being one. An example of predicting the asymptotic 
longitudinal dispersivity using the above theoretical equation could be found in Domenico 
and Schwartz (1998). A limitation is that characterisation of the statistical properties of a 
medium requires considerable hydraulic conductivity data, which practically are not 
available. 
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Very high values of longitudinal dispersivity (up to 10,000 m) have been reported for 
large-scale field problems (up to 100,000 m), in a review by Gelhar et al. (1992). In Chapter 
we have challenged the above theory that scale-dependence of dispersion could occur 
only in heterogeneous media and questioned the existence of an asymptotic value. A 
theoretical explanation is given in the additional study of Chapter 2 to explain that scale-
dependent dispersion could be observed in homogenous media and that dispersivity could 
increase with distance boundlessly, based upon the theory of Hunt (1999). 
The theory of Hunt (1999) is perhaps the only one that could be found in the current 
literature for interpreting how scale-dependent dispersion could possibly occur in 
homogenous media. Although scale-dependent dispersion in homogenous media has been 
reported by other researchers (e.g., Zhang et aI., 1994), it is typically explained as 
"homogenous media are not truly homogenous". The behaviour of the data presented in 
Chapter 2 could be the result of a combination of things such as the significance of scale 
dependency, the sensitivity/resolution of the observations, and the scale at which the 
material can be considered homogeneous. The pea gravel used in the column was angular. 
Tests in clear containers showed that the gravel packed more tightly than rounded stones, 
with many narrow gaps between the particles. Therefore, the pea gravel used in the column 
may not be truly homogenous. Perhaps a better way to test scale-dependent dispersion in 
homogenous media is to use glass beads with the same diameter. 
It should be noted that scale-dependent dispersion is a phenomenon that has typically been 
observed in saturated zone transport and may not be applicable in the unsaturated zone. The 
dispersivity generally increases with distance for transport in groundwater, especially when 
layers are parallel to the flow direction. For vertical transport in the vadose zone, where 
(variably saturated) flow is often perpendicular to (horizontal) layers, dispersion may not 
always be scale dependent (Dr. van Genuchten, personal communication, 2001). 
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Although a scale-dependent dispersion model (SDM) may be superior to a constant 
dispersion model (CDM) for predicting contaminant concentrations in many cases, CDM 
may be equally good for certain cases, such as those shown in Chapter 2, where transport is 
over a fixed distance. The CDM simulations do not predict observed concentrations well 
when a single dispersivity is used over different transport distances, such as shown in the 
study of Sinton et a1. (2000). 
CDM provides a good estimate for a single location. However, when it is used for 
predicting contaminant concentrations at various locations, we need to run the CDM for 
each individual location using a different dispersivity for each location. This approach is 
applied in Chapter 6 in a model prediction of microbial concentrations down gradient of a 
septic tan1e AT123D, which is a three-dimensional constant dispersion model, is used for the 
prediction. However, the constant value of dispersivity for each point was calculated from 
ax = &K, where 8 is the constant ratio of dispersivity to distance derived from column 
experiments and X is the distance downstream. 
The SDM developed in Chapter 2 could be applied to sorbing and degrading solutes, 
though the application presented in Chapter 2 is limited to a conservative tracer, tritiated 
water. After publishing this paper, we have used the solutions in analysing Br (conservative 
tracer) and rhodamine WT (non-conservative tracer) data obtained from a full-header-tank 
injection experiment condueted in our homogenous artificial aquifer filled with coarse sand. 
The artificial aquifer has a dimension of 9.54 m x 4.7 m x 2.6 ill, and the detailed 
information is given by Close et a1. (2002). The preliminary results suggest that (a) a similar 
pattern to that reported in Chapter 2 is found: at shorter distances (1.5, 3.5 and 5.5 m) 8 
value decreases with distance and at larger distances (7.5 and 9.5 m), it becomes relatively 
constant; and (b) results obtained from the SDM are similar to those obtained from CXTFIT 
for individual sampling locations. However, presentation of artificial aquifer data is not in 
the scope of this thesis. 
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A prediction for the field situation needs a 3-D model, but the SDM developed in this 
study is only a 1-D model. Hunt (1998) has developed a 3-D SDM but it does not consider 
sorption and degradation. Perhaps in the future, a 3-D scale-dependent dispersion model 
could be developed. Also the basic transport equation presented in Chapter 2 does not 
include degradation in the sorbed phase. We may wish to incorporate this in the updated 
solutions. 
The SDM presented in Chapter 2 has caught the attention of some researchers. To my 
knowledge, our published data have been used in the forthcoming publications of Dr. 
Ninghu Su at Queensland University of Technology and Dr. Graham Sander at Griffith 
University, as well as Dr. Earl Bardsley at Waikato University. In their papers, they aLc;;o 
compared their results, using different models, with ours. 
7.3.2. 'Apparent dispersion' ",,,,,,,,,,",,u by the presence of 'immobile water zones' 
As mentioned in Chapter 2 (Section 7.2.1), in an equilibrium model, dispersion is a 
combination of hydrodynamic dispersion and molecular diffusion. Hydrodynamic dispersion 
is a result of variations in velocity across pore openings, different pore size distributions and 
the tortuous nature of the pore channels. When there is a wide pore-size distribution, some 
water moves very fast and some moves much slower than the average groundwater velocity, 
resulting in high dispersion. Molecular diffusion is the tendency of molecules to migrate 
towards regions of low concentration as a result of the random Brownian motion of the 
molecules. In general, hydrodynamic dispersion increases with increasing flow velocity, but 
molecular diffusion is unaffected by velocity. Therefore, in a static system, diffusion is 
important. With increasing average flow velocity, hydrodynamic dispersion increases to the 
point that at high velocities, diffusion may be unimportant and could be ignored. 
However, ignoring diffusion at high velocities is not always appropriate. If there are a 
large number of very small stagnant or dead-end pores in the porous medium, then solute 
molecules can slowly diffuse in and out of these pores, affecting transport and causing tailing 
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of the solute BTC even at higher velocities. This 'apparent dispersion' caused by solute 
diffusion into stagnant or dead-end pores is one basis for the mobile/immobile water models 
(Le. two-region models), which model diffusive solute exchange between mobile and 
immobile water zones as a first-order process. This diffusion is described by two parameters: 
(1) f3, the solute capacity ratio of the mobile (equilibrium) and immobile (nonequilibrium) 
regions, which for a nonsorbing solute represents the fraction of mobile water; and (2) m, the 
first-order mass transfer coefficient, quantifYing the rate of solute transport between the two 
regIOns. 
Unlike molecular diffusion described in equilibrium models, which is unaffected by 
velocity, the 'apparent diffusion' described in two-region models (TRM) as caused by mass 
transfer between the two regions, and is affected by velocity. They are two d:iffurent 
processes. It is found that both fJ and ill, which describe 'apparent diffusion', change with 
pore-water velocity (Brusseau et aI., 1994; Pang and Close, 1999a). Two-region models will 
be discussed further in Section 7.4.2. 
Although fundamentally not appropriate, an equilibrium model could use an unrealistically 
high dispersion value to incorporate the effect of the 'apparent diffusion' caused by the 
presence of immobile water zones in order to simulate tailing in some BTCs. As dispersion is 
the only explanation for the spreading of a BTC in equilibrium models, the D values 
estimated from equilibrium models are generally higher than those estimated from TRM. In 
TRM, in addition to the dispersion coefficient, spreading and tailing are also affected by 
fJ and OJ. Goltz and Roberts (1986) indicated that D values estimated from BTC data using 
an equilibrium model can be 50% greater than the D values estimated using a TRM. 
The asymmetry and spreading of a BTC can be measured by the Peelet number, as shown 
in Eq. 5.6, P=vLID, i.e. the ratio of advection to dispersion. A low value of Peelet number 
indicates a high degree of spreading and asymmetry. In equilibrium models, non-equilibrium 
effects between mobile and immobile water are modelled approximately as an additional 
macroscopic dispersion process. Valocchi (1985) derived an expression for the effective 
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Peclet number, Pe, for the use in the equilibrium model in terms of two-region model 
parameters: 
The above non-dimensional equation could be applied for both sorption and non-sorbing 
solutes. For a non-sorbingsolute, Parker and Valocchi (1986) expressed D of an equilibrium 
model that includes both dispersion and the effect of rate-limited sorption: 
where rp =(}"J(}, the fraction of mobile water, and a is the first-order kinetic rate coefficient 
in the TRM. The subscript m refers to mobile water zone. It should be noted that the 
equation of Parker and Valocchi (1986) is actually a dimensional form of the equation of 
Valocchi (1985) for non-sorbing solutes. 
7.3.3. Relationship with 
Usually, dispersivity is regarded as a physical property of the porous medium and should be 
constant (Bouwer, 1978). However, this assumption is questionable. At very slow velocities, 
molecular diffusion can be important. Molecular diffusion is dependent on the physical and 
chemical properties of the solute molecule and the solvent itself, rather than on the physical 
properties of the porous medium. At high velocities, physical nonequilibrium often occurs, 
and hence, 'apparent diffusion' becomes significant as discussed in Section 7.3.2. This effect 
is incorporated in the dispersivity. 
Brusseau (1993) observed that dispersivity is velocity dependent for solute transport in 
aggregated soils. Pang and Close (1999a) also found that dispersivity decreases with 
increasing pore-water velocity under nonequilibrium conditions, and, from 53 field BTC data 
obtained from the Burnham alluvial gravel aquifer, they found there is an empirical 
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relationship between the two: log ax = 0.39-1.08 10gVwith P=O.OOO and r =0.61 (Pang and 
Close, 1998). 
Solute size also has an influence on solute dispersivity. Brusseau (1993) commented that 
dissimilar size solutes might have different dispersivities. As discussed in Section 7.2.3, 
colloids tend to have smaller dispersivities than solutes. This could also be reflected in ax/ ay 
and ax! az; ratios. From our unpublished field data obtained from the Burnham Experimental 
site, the ax/ ay =14 ratio determined from bacterial tracers is slightly lower than that of solute 
tracers (ax/ay =16, see Pang and Close 1999a). 
Dispersivity might be affected by reactive transport (such as sorption). Sorption may 
increase dispersivity in two ways: (a) because of the presence of non equilibrium conditions, 
the effects of diffusion-limited sorption in immobile water zones show up in the form of a 
higher dispersivity, as discussed in the previous section; and (b) the solute ions have more 
inclination to be close to solid surface and, therefore, have more tortuous flow paths than 
conservative tracers which may stay away from particle surfaces and have a smoother 
pathway. 
Klotz et aL (1980) found that dispersivity values increase with mean grain diameter of the 
aquifer material. This agrees with our observation. At the same transport distance (2 m) and 
similar pore-water velocities, dispersivity determined for the alluvial gravel column (particle 
size < 100 mm and 92% > 2 mm) at 20 mlday is 0.82 m (Pang and Close, 1999b) and that 
for the pea gravel column (particle size 5-7 mm) at 34 mlday is 0.02 m (Chapter 2). 
However, the much smaller dispersivity of the pea gravel compared to the alluvial gravel is 
probably related more to the fact that the pea gravel is more uniform. 
The apparent relationship described above between dispersivity and other parameters (e.g. 
pore-water velocity) could be indicators of missing processes that should be included in the 
model. 
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7.4. Nonequilibrium transport 
7.4.1. Rate-limited processes 
In Chapters 4 and 5, we have investigated nonequilibrium transport of heavy metals and 
pesticides, respectively. Nonequilibrium transport refers to transport that is impacted by 
kinetic (i.e. rate-limited) physical and/or chemical processes due to different time-scales 
between processes. Physical nonequilibrium occurs when the time-scale for advection is 
faster than the time-scale for mass transfer between mobile and immobile regions (Goltz and 
Oxley, 1991). Chemical nonequilibrium occurs when the system hydraulic residence time is 
relatively shorter than its chemical reaction time (e.g. sorption, film diflUsion, or intra-
particle diflUsion). Transport with a nonequilibrium component causes observed BTCs to 
exhibit early breakthrough and long tails, both of which cannot be adequately described by 
traditional local-equilibrium models. 
In a natural groundwater system, equilibrium is often not reached for some transport 
processes due to complex and non-ideal natural processes. Heterogeneity in hydraulic 
properties (e.g. hydraulic conductivity and porosity, preferential flow, rate-limited diffusion) 
and chemical properties (e.g. organic carbon, clay content, ion exchange, hysteretic sorption 
etc) can contribute to the different time scales between processes. 
As aquifer hydraulic properties are mostly heterogeneous in the field, physical 
nonequilibrium is often reflected in field data, for example as shown in the study of Pang and 
Close (1999a). Physical nonequilibrium is often the dominating factor for solute transport in 
field conditions. By analysing Borden aquifer experiments, Brusseau et aI., (1991) indicated 
that solute transport was affected primarily by aquifer heterogeneity and that chemical 
nonequilibrium was of only of secondary significance. In contrast, physical nonequilibrium 
tends to be insignificant and often absent in uniformly packed laboratory columns (e.g. 
Chapter 4; Langner et at, 1998; Pang and Close, 1999b; Casey et aI., 2000). 
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Chemical nonequilibrium could be reflected in both field and laboratory data. For a 
reactive contaminant, field data often contain both physical and chemical nonequilibrium 
components, and it is difficult to distinguish the individual contributions of each. However, 
the physical nonequilibrium component in the field can be determined using a nomeactive 
tracer. Similarly, a laboratory study using a homogeneously packed column allows study of 
chemical non-equilibrium processes alone. 
7.4.2. Nonequilibrium transport models 
Modelling nonequilibrium transport is a valuable tool for the design of remediation 
operations and monitoring programs. Under nonequilibrium conditions, contaminant 
concentrations during the release of a contaminant at a particular time will be higher than 
those under equilibrium conditions. If rate-limited processes are not considered, a 
remediation system may fail to achieve desired standards of groundwater treatment. 
Some nonequilibrium models have been developed to consider processes for which 
equilibrium is reached quickly as well as rate-limited processes for which equilibrium is 
reached only slowly. These models hypothesise the existence of mobile and immobile water 
regions, or instantaneous and kinetic sorption sites. In two-region models, aquifer 
heterogeneity is idealised as two regions: one in which the velocity is zero, the other where 
velocity is the average pore velocity, with partitioning of solutes between the two liquid 
regions governed by first-order mass transfer. When a solute pulse passes through the 
medium, the bulk of the solute will go through the mobile water zone, and only a small 
portion of the solute will diffuse into the immobile water zone. After a while, the bulk of 
solute will have moved through the mobile water zone, and the solute in the immobile water 
zone slowly diffuses back to the mobile water zone, driven by the concentration gradient. 
This mass exchange between mobile and immobile water regions causes the commonly 
observed ''tailing'' phenomenon in concentration breakthrough curves. Therefore, the sharp 
front of a BTC can be described by solute transport through the mobile water, and the long 
tail by solute exchange with immobile water. Similarly, chemical nonequilibrium can be 
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explained by the two-site concept. Sorption on one type of site is assumed to be 
instantaneous while on other sites it is assumed to be slow. Desorption of solute from the 
slow sites back into the flowing water results in BTC tailing. 
Based on the above discussion, we can see that in the two-region model there is an 
assumption that there is no kinetic sorption, and all sorption sites are instantaneous in both 
mobile and immobile water zones. This assumption is valid for solute transport with 
equilibrium sorption. In contrast, the two-site model assumes that there is no immobile 
water region, and solute transport is all through mobile water zone for both instantaneous 
sites and kinetic sites. This assumption may be reasonable for homogeneously packed 
columns with uniform hydraulic properties. Although the assumptions are different, both the 
two-region and two-site models, if expressed in dimensionless form (Eq. 5.3), are 
mathematically identical (Toride et al., 1995). 
In the publications of Chapters 4 and 5, two-site models are used to simulate transport of 
reactive solutes. The additional study of Chapter 5 shows that when the physical non-
equilibrium component is dominant in an aquifer system, two-region models could be used 
to simulate transport of reactive solutes and the results are very similar to those obtained 
from the two-site model. This approach is reasonable for analysing the data presented in 
Chapter 5. From Chapter 3 we could see that rate-limited sorption is generally not very 
significant for transport of rhodamine WT and pesticides through a pumice sand column, and 
some BTCs obtained in the field (Chapter 4) are similar to those of conservative tracers. 
Brusseau and Srivastava (1997) also demonstrated that rate-limited mass transfer processes 
had rclatively small influence on the transport of the organic solutes in the Borden aquifer. 
Perhaps this could explain why a two-region model could well describe transport of organic 
solutes in the Borden aquifer, as demonstrated by Goltz and Roberts (1986). However, 
when the physical nonequilibrium component is not significant in an experimental system, 
such as shown in Chapter 4, the two-site model is conceptually the most appropriate tool for 
describing transport of reactive solutes. 
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Although equilibrium models could capture some degree of tailing by using a high 
apparent dispersion coefficient or Peelet number as described in Section 7.3.2, 
nonequilibrium models are considered to be more fundamentally correct for interpretation of 
asymmetry and tailing in BTCs. In nonequilibrium models, spreading and asymmetry of 
BTCs may be explained by processes other than dispersion. The parameters f3 and mquantuy 
the degree of nonequilibrium existing in the system, and with decreasing f3 and/or m values 
the degree of nonequilibrium increases. The OJ value is the ratio of hydrodynamic residence 
time to sorption reaction time (Brusseau et aI., 1991) as shown in Eq. 4.5. From Eq. 4.5, we 
could see that with decreasing pore-water velocity, the value of OJ increases, thus the degree 
of nonequilibrium reduces. This may explain why equilibrium models are often adequate for 
describing transport at slow velocities, e.g. transport of some pesticides as presented in 
Chapter 3. 
It should be noted that due to simplifications ofthe two-region/site models, there are some 
limitations of these models. Although the assumptions upon which the models are based 
sound physically reasonable, the assumed conditions are, in fact, gross simplifications of 
reality. For example, in reality, there is a wide range of pore sizes rather than two zones. The 
'mobile water zone' and 'immobile water zone' actually represent relatively permeable and 
less permeable zones, respectively, and solute transfer between the zones is not strictly a 
diffusive process. Groundwater velocity is a function of hydraulic gradient, and the 'mobile 
water' and 'immobile water' fractions are functions of the gradient and groundwater 
velocity. This is evidenced by the :fact that the fraction of mobile water has been shown 
experimentally to change with groundwater velocity (Pang and Close, 1999a). The 
nonequilibriurn parameters, OJ and p, are hypothetical parameters and are difficult to measure 
experimentally. To some degree, these parameters are fitting parameters that cannot be 
explicitly measured. As a further development, dual-porosity model replaces the completely 
stagnant region with a less permeable pore system, in which water is still mobile but with 
different characteristic coefficient or flow mechanisms (Chen and Wagenet, 1992; Gerke and 
van Genuchten, 1993). In more recent work, probability distributions are used to 
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simultaneously consider heterogeneity in both hydraulic properties and the local solute 
physical/chemical reactions (Chen, 1994; Chen and Wagenet, 1995 & 1997). 
7.4.3. Differentiating between pbysical and cbemical nonequilibrium 
As stated previously, conventional nonequilibrium models do not simultaneously consider 
both two-regions and two-sites in modelling transport of a reactive solute (two-region 
models exclude kinetic sorption and two-site models exclude the immobile water zone). 
Thus, these models do not distinguish the separate effects of physical and chemical 
nonequilibrium processes on transport of reactive solutes, as indicated in Chapter 5. 
However, contaminant transport in field conditious is likely to be affected by both 
components. We have suggested in Chapter 5 that to identifY the individual components, 
more nonequilibrium parameters need to be considered in a model, and independent 
measurement/estimation of some nonequilibrium parameters is required. 
More complex multifactor non-ideality models have been developed recently (Hu and 
Brusseau, 1996; Srivastava and Brusseau, 1996). These models incorporate simultaneously 
multiple non-ideality factors and account explicitly for both physical and chemical 
heterogeneity (e.g. spatially variable hydraulic conductivity and spatially variable rate-limited 
sorption). Hence it is possible to quantifY the relative contributions of physical and chemical 
factors on reactive-solute transport. As more parameters are involved in these models, in 
order to reduce the uncertainty of model prediction, independent measurement/estimation of 
many parameter values using site-specific information is required. Using case studies, 
Brusseau (1998) reviewed the specific issue of using calibration for model evaluation and 
data analysis of reactive-solute transport. 
7.5. Sorption/desorption 
Often there is some confusion with the use of the terms sorption and adsorption. 
Technically, the two terms have different definitions. Sorption describes all reversible 
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associations of chemical with solids. Adsorption describes the condensation of chemical on a 
surface or pores by physical or chemical bonding forces. The use of the term "adsorption" 
suggests a known, specific surface interaction. As the nature of most interactions between 
contaminants and porous media is likely to be unknown, and may involve both absorption 
into organic material associated with the aquifer solids as well as adsorption, "sorption" is a 
better, more general, term to use. 
Reversibility 
When we assume equilibrium sorption (either linear or non-linear), we are assuming that the 
rates of sorption and desorption are fast (and assumed instantaneous) in comparison with 
other processes of interest, while kinetic or rate-limited sorption means that the 
sorption/desorption process is slow compared to other processes of interest. For both 
equilibrium and nonequilibrium processes, if there are no irreversible processes involved 
(e.g. degradation, die-off, filtration, precipitation etc.) in the system, the total mass 
recovered for a sorbing contaminant in the effluent of a column experiment should finally 
reach 100% if one waits long enough to get a complete BTC. Examples of reversible kinetic 
sorption/desorption can be found in Chapter 4. Although sorption/desorption of Cd and Pb 
was kinetic, as suggested from the results of flow interruptions, the total masses of Cd at the 
high- and intermediate-flows and ofPb at the intermediate flow were fully recovered. 
For some organic contaminants, sorption/desorption is not fully reversible, and the amount 
sorbed is greater than the amount-desorbed. This process is called hysteretic 
sorption/desorption. It should be noted that although sorption hysteresis is "non-reversible" 
it is not necessarily irreversible. Irreversible means that there is some solute that once 
sorbed, never desorbs (that is, when C 0, S > 0). Hysteretic sorption means that the 
amount sorbed may be different, depending on whether you are on the sorption or 
desorption leg of the isotherm (thus, for a single C, there are two or more S values). It is 
possible, though, to have a hysteretic sorption/desorption isotherm that is not irreversible (so 
that when C goes to 0, S also goes to 0). 
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Hysteretic sorption/desorption isotherms, combined with advection/dispersive transport, 
have been shown to simulate BTCs with long tails (van Genuchten et at, 1974; van 
Genuchten and Cleary, 1982). A transport model incorporating hysteretic 
sorption/desorption isotherms is expressed as (Hornsby and Davidson, 1973; van Genuchten 
et at, 1974; Wood and Davidson, 1975; and van Genuchten et at, 1977): 
oc _ D 02C V oC tjJ oS 
ot - ox2 - ox -7) ot 
S= K Cn"" des 
h K - K C J1 ads-l1des were des - ads max 
Goltz (1986) developed a Crank-Nicolson finite difference approximating of the above 
non-linear equations. In the fInite difference model of Goltz (1986), parameters of Kads, nads, 
ndes, can be solved from the zeroth and fIrst spatial moments. This approach is 
experimentally validated in the study of Goltz (1986). 
It should be noted that kinetic sorption could be sometimes misjudged as irreversible 
sorption if not enough time is allowed to reach equilibrium. Constant pH, redox potential, 
concentration, and reaction rates may indicate when equilibrium is reached. If the retardation 
factor determined from a column experiment is the same as that determined from a batch 
test, we could say that the system has reached equilibrium, as a batch test is assumed to 
measure equilibrium sorption. If the retardation factor determined from a column experiment 
increases with decreasing flow velocity (such as shown in Chapter 4), the system has not 
reached equilibrium and is still under nonequilibrium conditions. Equilibrium is indicated 
when a decrease in flow velocity does not lead to a further increase in the retardation factor. 
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7.5.2. Linearity 
A linear sorption isothenn is generally assumed to describe both equilibrium and 
nonequilibrium sorption (such as in the models used in this thesis), so that the retardation 
factor R is constant, independent of contaminant concentration. However, for many 
contaminants, sorption is non-linear at high concentrations. Therefore when using non-linear 
isothenn parameter values to calculate the retardation factor, the non-linear isotherm must 
fIrst be linearized. Two linearization methods, described by van Genuchten (1981), are 
introduced in the additional study of Chapter 4. 
How low the concentration range should be to assume linear sorption is dependent on the 
type of chemical and aquifer material. For example, in the study of Pang and Close (1999b), 
rhodamine WT sorption was linear for concentrations < 60 mg/I, but for Cd it was only 
linear for concentrations <1 mg/I. For clay and organic matter, isotherms are often linear for 
wide concentration ranges. As indicated in the additional study of chapter 4 for non-linear 
sorption, when the Freundlich exponent constant n <1, the retardation factor decreases with 
increasing concentrations; while when n > 1, the retardation factor increases with increasing 
concentrations. 
For most studies reported in the literature, non-linear sorption isotherms are determined 
from batch tests. In the additional study of Chapter 4, we have presented an innovative 
method (Clothier et aI., 1996) to determine a non-linear sorption isotherm from column 
data I suggest testing this method in the future using a non-degradable contaminant. To do 
this, batch tests should be fIrst conducted to obtain values of the non-linear equilibrium 
partition coefficient K and Freundlich exponent constant n. Three column experiments are 
then carried out using the lowest, mean, and highest concentrations as used in the batch 
tests, respectively. To avoid the influence of nonequilibrium transport, the three experiments 
must be perfonned under the same, low flow rate. As the degree of nonequilibrium transport 
is positively related to flow rate and inversely related to homogeneity, a low flow rate and a 
Chapter 7: Discussion 179 
homogenous fine-grain porous medium would be desirable. At true equilibrium conditions, 
the retardation factor, R, should be the same whether calculated from batch or column data. 
However, if the column system is influenced by nonequilibrium transport, the R-value of 
column data will be smaller than that of the batch data. 
7.5.3. Sorbents (organic carbon, clay content, oxides, microbes) 
It is often assumed that sorption by soils and aquifer media is due to organic matter with a 
well-defined relationship Kd Koc x DC, in which Koc is the organic carbon distribution 
coefficient and DC is the fraction of organic carbon content in the medium. However, from 
the study presented in Chapter 5, we found that Kd values for pesticides would be 
underestimated if only considering DC as the sole sorbent in a pumice sand aquifer. We 
believe that allophane clay in pumice sand aquifer material has also played an important role 
in pesticide sorption. The alluvial gravel used in this study (Chapter 4) contains only 0.04% 
of DC, and we expect that such a low level of OC would have little influence on 
contaminant sorption. Instead, the iron oxide coating on the gravel surface probably plays 
the most important role in contaminant sorption in the alluvial gravel investigated. The clay 
mineral content is also very low in the material, so it should also have little influence on 
contaminant sorption. Bacteria can also act as a sorbent for aqueous contaminants. On the 
other hand, if the bacteria are immobile, sorption of contaminants onto bacterial particles 
would enhance retardation (Matthess and Pekdegers, 1985; Malard et al., 1994). 
The above discussions suggest that the overall sorption of a contaminant onto aquifer 
material is influenced by a combination of organic matter content, clay content, oxides, and 
even microbes. It may be possible in the future to develop an empirical relationship between 
sorption and organic matter, clay, oxides, and microbial content. Some individual 
relationships have been quantified. Hinton and Close (1998) have defined a Langmuir 
isotherm for Pb sorption onto iron oxides coating on the same alluvial gravel used in this 
study. A Langmuir isotherm is also defined for the sorption of Arsenic onto Fe203 colloids 
(Puls et aI., 1991). A lot of work has been performed on the relationship between oxides or 
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organic matter and contaminant sorption. However, relatively few studies have been done on 
the relationship between clays and contaminant sorption, as it is more difficult to study. 
7.6. Irreversible removal processes 
A contaminant would not be permanently removed from groundwater through 
sorption/desorption unless an irreversible process is involved. We have discussed irreversible 
sorption in Section 7.5.1. Other irreversible processes include degradation for organic 
contaminants, die-off (or inactivation) for microbes, decay for radio nuclides, filtration for 
colloids, and precipitation for heavy metals. 
Degradation, die-off, and decay can usually modelled as first-order processes. 
Concentration reduction of colloids through filtration is also regarded as a first-order 
process (Matthess et a!. 1988). However, when the sites available for deposition of the 
colloids are nearly filled, filtration may be described as a second-order process, with the 
filtration rate a function of both the concentration of the colloids and the deposition sites 
(personal communication, Dr. Joe Ryan, University of Colorado, 2000). For a process A + 
B::::} C, zeroth, first, and second order kinetics with respect to A are expressed as: d[A]ldt = 
-k, d[A]/dt -k [A], and d[A]/dt -k [A] [B], respectively. 
It is often reasonable to use a first-order total removal rate to encompass all possible first-
order removal processes. This approach is used in Chapter 5 for modelling the reduction of 
pesticides through degradation, irreversible sorption, complexation and filtration for the 
pesticides sorbed into particles and colloids. It is also used in Chapter 6 for modelling 
reduction of micro bes through die-off and filtration. 
By assuming first-order removal, we are assuming concentration is reduced exponentially 
with time. For uniform flow through a column, where time and distance are linearly related, 
concentration is reduced exponentially with distance for first-order removal. For example, 
filtration of colloids is a first-order process so that, C = Co exp( -f X), in which! is the filter 
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factor (L-1), X is the distance travelled (L), Co is the initial concentration of a colloidal 
suspension, and C is the observed concentration at travel distance X (Iwasaki 1937). This 
equation has the same form as the die-off equation (Eq. 6.11) except that t is replaced with 
X As described in the additional study of Chapter 6, filtration includes Brownian diffusion, 
interception, and sedimentation. Wan et al. (1995) comment that sedimentation of colloids is 
also a first-order process with respect to distance. In the study of Schijven (2001), removal 
rate coefficient in unit time (A) is converted to removal rate coefficient in unit distance (j), 
i.e the filter factor, by divided by the pore-water velocity V, i.e. f AJv. 
7.6.1. Degradation and die-off 
Degradation rates for organic contaminants or die-off rates for microbes in the dissolved 
and sorbed phases are generally not equal. Most information available in the literature is 
related to degradation/die-off rates in the liquid phase, and much less information is available 
for the rates in the sorbed phase. 
Faster degradation of organic contaminants in the liquid phase than in the solid phase has 
been found in some porous media with aged organic contaminants (Zhao and Voice, 2000; 
Alexander, 2000). This is believed that as the organic contaminants are "aged" in the soil 
and aquifer media, they become progressively less available for uptake by organisms, for 
exerting toxic effects, and for biodegradation. However, this is not always the case for 
organic contaminants that are not aged in porous media. An example of this is the pesticide 
degradation in pumice sand aquifer material discussed in Chapter 5. Degradation of organic 
contaminants is dependent on many factors, such as the availability of oxygen, nutrients, and 
carbon sources, and on the composition, size, and activity level of the microbial community. 
Variations in these factors in the liquid and solid phases would lead to variations in 
degradation rates in the two phases. 
Degradation of organic contaminants could be due to either biological orland chemical 
reactions. Most studies reported in the literature focus on biodegradation. However, for 
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aquifer media with low microbial activity (such as fractured rocks and alluvial gravel), 
biodegradation may not be significant. For example, Pang and Close (1999d) found that in 
alluvial gravel aquifer material, 88% of degradation of atrazme was chemical and only 12% 
was biological. 
Similar to organic degradation, whether microbial die-off is greater in the liquid phase or 
in the solid phase varies with system conditions. Higher die-off rates of viruses in the liquid 
phase have been reported by Hurst et aI. (1980), Reddy et aI. (1981), Gerba (1984), Yates 
& Yates (1988), and Yates & Ouyang (1992). In contrast, higher die-off rates in the solid 
phase are found in the studies of Blanc & Nasser (1996), Schijven & Hassanizadeh (2000), 
and in our study in Chapter 6. From available data, the difference in viral die-off rates 
between the two phases is generally a few fold, while for bacteria it could be much greater 
(as shown in Chapter 6). 
7.6.2. Filtration 
In Eq. 6.1, colloid filtration is incorporated as a component of the irreversible attachment 
term into a transport model that considers advection, dispersion, reversible sorption, first-
order die-off, and irreversible attachment. Two different forms of the reversible sorption 
term could be used in the transport model: a linear, instantaneous sorption/desorption term 
or a first-order kinetic sorption/desorption term (Harvey and Garabedian, 1991). In Chapter 
6, we assumed linear equilibrium and only presented the first approach. The second 
approach has been used in many studies reported in the literature for modelling microbial 
transport (Bales et aI., 1991; McCaulou et aI., 1994; McCaulou et aI., 1995; Morley et aI., 
1998, Chu et al., 2000). The reversible kinetic sorption/desorption of microbes is often 
described as attachment/detachment. Both attachment and detachment are assumed to be 
first-order processes with the rate of detachment typically assumed to be much slower than 
the attachment rate. 
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7.6.3. Interaction between reversible sorption and irreversible reduction 
The moment solutions presented in chapter 3 suggest an inverse relationship between 
degradation rate and the temporal first moment. Increasing the degradation rate reduces 
concentrations in the BTC tail, resulting in a shift of the BTC centre-of-mass to the left. As 
the first moment is used to calculate the retardation factor (a parameter related to sorption), 
the above relationship shows that the degradation rate is directly related to sorption that 
would be calculated based upon BTC centre-of-mass. Although the moment solutions in 
Chapter 3 assume first-order degradation, other first-order irreversible removal processes 
(e.g. die-off, filtration, in'eversible sorption) will have the same effect. 
How sensitive is the impact of irreversible removal on the shift of centre-of-mass in a 
BTC? Let us study how the standardised first moment, Ill, varies with removal rate A for a 
transport time scale dt=50 hours for I-D transport of a non-sorbing contaminant (Fig. 7.6). 
Table 7.1 shows that only when 1 IlL S dt is the left-shift significant, as suggested from the 
significantly reduced !J.l values. An example is illustrated in Fig. 7.7. With increasing IL, the 
height of a BTC is more reduced and the centre-of-mass is more shift to the left. 
The above finding suggests that if we use a model that does not incorporate an irreversible 
removal process but the contaminant is in fact being removed by some mechanism, we 
would overestimate the contaminant transport velocity or underestimate its retardation. 
III 
Fig. 7.6. Schematic illustration of transport scale and centre-of-mass in a BTC. Note that the transport time 
scale dt, is defined empirically (e.g. minimum concentration of the BTC = 5% peak concentration). 
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Table 7.1. 
Left shift of centre-of-mass, as indicated from first moment f.1J , in the BTC of a non-sorbing contaminant 
(R=l) 
dt (h) A (per h) 1 fA (h) I-ll (h) 
50 0 15.59 
50 0.0001 10000 15.58 
50 0.001 1000 15.55 
50 0.01 100 15.25 
50 0.02 50 14.94 
50 0.1 10 12.97 
50 1 1 6.73 
50 10 0.1 2.35 
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Fig. 7.7. Effect of removal rate on centre-of-mass in a BTC of a non-sorbing contaminant. 
This finding that only when 1/1 ~ dt is the left-shift significant may explain what we have 
observed in our field rhodamine WT data. Pang and Close (1999) analysed the mass 
recovery of rhodamine WT data presented by Pang et al. (1998) for a field experiment 
carried out at the Burnham Experimental Site. They found that although rhodamine WT and 
the conservative tracer CI displayed almost identical BTCs (e.g. shown in Fig. 7.8), the 
relative mass recovery of WT down gradient in comparison to Cl was 90% at 21 m and 82% 
at 37m. It is believed that the removal rate of the dye is very small relative to the time step, 
thus the centre of mass in its BTCs is not affected. 
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Fig. 7.S. BTCs of Cl and rhodamine WT in well 14 (62 m down gradient of the injection well) at Burnham 
Experimental Site (from Pang et a1. 1998). 
7.6.4. Effect of sorption on degradation 
The common Advection-Dispersion Equation (ADE) with linear equilibrium sorption and 
first-order reduction is given by (as mentioned in Chapters 2, 3, and 6) 
The same transport equation is presented in CXTFIT manual. In the manual, A is called 
combined first-order rate coefficient, and is defined as 
For linear equilibrium sorption, as R = 1 + Pb OK d , we then have 2 = 2 I + (R - 1)2, . 
However, when looking at the relationship between sorption and degradation, we should not 
look at only 2=2 I +(R-l)2s but also from the ADE. 
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Dividing R at both sides ofthe ADE, we obtain 
From this equation, we can see when As < AI, effective degradation decreases with increasing 
sorption, and when As < A" effective degradation increases with increasing sorption. Both 
situations could happen as described in Section 7.6.1. 
7.7. Some issues related to modelling 
7.7.1 Temporal moment analysis 
The method of temporal moments (MOM) could provide an additional useful means of 
parameter estimation for contaminant transport. In previous studies reported in the 
literature, moment solutions are only used for estimating pore-water velocities and 
dispersion coefficients. Sorption and degradation are two important processes in the 
transport of many organic contaminants, and often we wish to estimate retardation factors 
(or sorption coefficients) and degradation rates. However, to our knowledge, the only 
published MOM solutions considering solute transport undergoing both sorption and 
degradation are given by Das and Kluitenberg (1996). 
Adapting solutions ofDas and Kluitenberg (1996), Chapter 3 formulates simple equations 
for calculating the first-order degradation rate constant and retardation factor based on 
temporal moments of experimental breakthrough data. As far as we know, the paper 
reproduced in Chapter 3 represents the first attempt to test the method of Das and 
Kluitenberg (1996) with experimental data. The method is satisfactorily verified using both 
column experimental data from our laboratory and some additional data from the literature. 
The results agree well with curve-fitting results from CXTFIT. 
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Using these formulas, we could determine transport parameters from time moments of 
measured concentration breakthrough curves. These experimental moments characterise 
BTCs based on the distribution of the data and are independent of any transport model. As 
these formula are derived from solutions of a transport model, one does not have to know 
the analytical solution to the transport equation (Valocchi, 1985) when calculating the 
transport parameters. MOM always gives unique results, while curve-fitting could give 
multiple results if there are more than two parameters to be estimated. As stated in Chapter 
3, the main advantage of the MOM is that it is another tool to estimate parameters, and that 
it appears to do a better job of fitting the taiL 
However, the MOM has some disadvantages and difficulties: (1) To ensure the accuracy 
of the moment analysis, it requires complete BTCs and, thus, relatively frequent data 
collection. In practice, however, truncated BTCs are more often obtained due to limited 
experimental time and analytical costs, (2) MOM is inaccurate when the BTC exhibits 
significant tailing (Maloszewski et al. 1994), and (3) High order moments are difficult to 
calculate accurately (Leij and Dane, 1992). Hence, the accuracy of a dispersion coefficient 
estimate, which is largely based on the second moment, would be lower than that for pore-
water velocity, which is largely based on the first moment. As a result, the curve fitting 
approach is generally more accurate in comparison to time moment analysis (Leij and Dane, 
1992; Maloszewski et al. 1994; Pang et al. 1998). 
The moment solutions represented in Chapter 3, as well as most other examples of time 
moment analysis reported in the literature, are restricted to 1-D equilibrium transport. A 
modified method of moments developed by Goltz and Roberts (1987) allows for analysis of 
3-D equilibrium transport using time moments ii-om concentration breakthrough data. 
However the MOM of Goltz and Roberts (1987) does not consider concurrence of sorption 
and degradation. It may be possible in the future to look into developing 3-D moments that 
incorporate concurrent sorption and degradation. 
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Currently, work is ongoing to develop 3-D moment solutions for nonequilibrium transport 
considering sorption, degradation, and mass exchange between two regions/sites. It is 
anticipated that these solutions may be applied to data obtained from field experiments 
conducted by our laboratory. The preliminary results show that the moment solutions can be 
used to obtain transport parameter values similar to those obtained using N3DADE model 
ofLeij and Toride, (1997), a 3-D nonequilibrium transport model. However, this additional 
work is beyond the scope of this current study. 
Temporal moments are limited for analysing concentration breakthrough over time. Thus 
MOM is appropriate for analysing column data and field data collected from a limited 
number of sampling points over time. However, for analysing concentration breakthrough 
over space, spatial moments are needed. Similar to temporal moments, spatial moments have 
been used to obtain groundwater solute transport characteristics (Freyberg, 1986; 
Garabedian et al. 1991). Unlike temporal moments, determination of spatial moments 
requires a large number of multilevel sampling points to obtain accurate results for the 
contamination plume. This method may be useful for analysing data obtained from our 
artificial aquifers in the future. 
An application of the MOM fonnula presented in Chapter 3 is the analysis of Br 
(conservative tracer) and rhodamine WT (non-conservative tracer) data obtained from a full-
header-tank: injection experiment conducted in our homogenous artificial aquifer. Similar to 
the results reported in Chapter 3 (Table 3.1), the MOM gives slightly lower values for the 
pore-water velocity and degradation rate and slightly higher values for the dispersion 
coefficient and retardation factor than those obtained from CXTFIT curve fitting. However, 
presentation of artificial aquifer data is beyond the scope ofthis thesis. 
7.7.2. Measure of goodness-of-fit for inverse modelling 
In inverse modelling (used in all chapters), parameter values are varied arbitrarily to best 
describe the observed data, and different parameter sets can yield very similar curves. 
Sometimes, the optimised results with a very high r2 value and 95% confidence intervals of 
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the model estimation are not realistic, while realistic results could be associated with lower 
1'2 values and confidence intervals. Good knowledge of the experimental system is required 
to judge the best results and choose reasonable initial estimates and estimate constraints. 
Likewise, the minimum sum of squared residuals (SSR) between data and model estimate 
does not necessarily represent the best model fit. For example, the Scale Dependent 
Dispersion Model (SDM) did not fit the experimental data when using minimum SSR as the 
sole fitting criteria. Comparing of results from the method of moments (MOM) and CXTFIT 
curve fitting (which minimizes SSR) is also not necessarily appropriate. Both MOM and 
curve fitting are two different ways of estimating parameters using different criteria - one 
matches moments and one minimizes SSR. By definition of least squares curve fitting, fitting 
will always result in a lower SSR than MOM. However, this does not mean that the curve 
fitting results are ''better'' than the MOM results. In fact, as was found in Chapter 3, the 
MOM results better described BTC tailing than the CXTFIT results. This depends on 
whether the model fits or is appropriate for the data. Note, though, that minimizing SSR 
might be an appropriate criterion to use when comparing two (or more) models that each 
attempts to minimize the SSR between data and model fits. 
7.7.3. Model optimisation 
Apart from SDM, inverse modelling used in this thesis is performed by PEST and CXTFIT. 
The former is a model-independent optimisation package and the latter is a transport model 
built with a least-square optimisation option. Compared to PEST, the optimisation package 
of the CXTFIT has two disadvantages: 
(1) It gives the same weighting to all observations. Often a BTC contains more data oflow 
concentration measurements than data of high concentration measurements. This could 
result in noisy data of low concentrations (e.g. tritium BTCs shown in Chapter 2) being 
significant and downplaying the important high concentration peak of the BTC. 
Chapter 7: Discussion 190 
(2) It is unable to consider relationships between parameters, and assumes all fitting 
parameters are independent of each other. In fact, parameters might be related and it 
would be advantageous to reduce the number of fitting parameters by defining a 
relationship between two parameters (i.e., two degradation rates in two-region/site 
models). 
In contrast PEST allows the user to assign different weights to different observations and 
can linearly relate two parameters. If the relationship between two parameters is not linear, a 
pre-processor may be used to define more complex relationships. It is possible that the 
models in CXTFIT can be coupled with PEST, in order to apply the CXTFIT 
nonequilibrium models while still taking advantage of the benefits of using PEST (e.g. 
weighting data and defining parameter dependencies). 
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Chapter 8 
Summary and conclusions 
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In the publications prepared for this study, we have 
(1) developed and experimentally verified solutions for a I-D scale-dependent dispersion 
model, 
(2) experimentally verified solutions for the temporal moments that consider the interplay of 
sorption and first-order reduction, 
(3) examined the effects of pore-water velocity on chemical nonequilibrium transport of ed, 
Zn and Pb through alluvial gravel columns, 
(4) investigated attenuation and transport of atrazine, hexazinone and procymidone under 
field conditions through a volcanic pumice sand aquifer, 
(5) and detennined setback distances between septic tanks and the shoreline of Lake 
Okareka for a worst-case scenario, based on transport and attenuation of microbial 
indicators (E. coli and F-RNA phages) in a pumice sand aquifer. 
We have also carried out some additional work that is relevant to the studies presented in 
the publications, including 
(1) a theoretical explanation for scale-dependent dispersion in homogenous media, 
(2) derivation of theoretical MOM solutions, 
(3) introduction of a few methods related to non-linear equilibrium sorption (presentation of 
transport equation and retardation factor, linearization of non-linear sorption isotherms, 
determination of a non-linear sorption isotherm using column data, estimation of a 
retardation factor without using a transport model, and differentiation of tailings caused 
by non-linear equilibrium sorption and rate-limited sorption), 
(4) the use of a two-region model to simulate transport of reactive solutes, 
(5) and the determination of the individual contributions of diffusion, interception and 
settling to filtration. 
Lastly we have discussed some important issues in contaminant transport, many of which are 
not included in the publications and the additional studies. In the discussion, we have 
indicated some gaps in current research and offered ideas for future research. These issues 
are: 
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• contaminant migration through preferential flow, 
• characterisation of maximum groundwater velocity using colloids 
Ii velocity enhancement in size/anion exclusion, 
• facilitated transport of immobile contaminants by mobile colloids, 
• 'apparent dispersion' caused by the presence of 'immobile water zones', 
Ii the relationship between dispersivity and other transport parameters, 
• rate-limited processes, 
• hypothesises and limitations of nonequilibrium transport models, 
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• multifactor non-ideality models for differentiating physical and chemical nonequilibrium, 
• sorption reversibility and linearity, as well as interaction with irreversible removal 
processes, 
• and some issues related to modelling (e.g. measure of goodness-of-fit and optimisation). 
The solutions for a scale-dependent dispersion model (SDM) developed in this study provide 
a useful new analytical method to solve scale-dependent dispersion problems, which are 
generally solved by numerical algorithms. The study suggests that the use of a constant 
dispersivity/distance ratio in a transport model is more appropriate than the use of a constant 
dispersivity. A SDM is superior to a constant dispersion model (CDM) in predicting 
contaminant concentrations at multiple locations. When usmg a CDM to predict 
contaminant concentrations at multiple locations, the model has to be run separately for each 
location by varying dispersivity to consider scale-dependent dispersion. Using the theory of 
Hunt (1999), we have theoretically explained that scale-dependent dispersion could also 
happen in homogenous media and that dispersivity could increase with distance without 
bound. Supported with other literature data, we doubt if there would be an asymptotic 
dispersivity value at a large distance. Scale-dependent dispersion is an important mechanism 
that needs to be taken into account when designing monitoring programs and experiments. 
The formula presented in this study for temporal moment solutions that consider concurrent 
sorption and first-order reduction allows calculation of a retardation factor and first-order 
reduction rate using breakthrough data. The solutions suggest that the retardation factor is 
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inversely related to the first-order reduction rate. Therefore, if we use a model that does not 
incorporate an irreversible removal process when the contaminant is in fact being removed 
by some mechanism, we would either overestimate the contaminant transport velocity or 
underestimate its retardation. To ensure the accuracy of the moments obtained from the 
breakthrough data, the analysis requires complete breakthrough curves and relatively 
frequent data collection. 
Transport of Cd, Zn and Pb through alluvial gravel colmnns was dominated by first-order 
rate-limited sorption and desorption. Pore-water velocity played a very important role in this 
process. With increasing pore-water velocity, sorption and desorption rates increases, more 
sorption sites are in equilibrium phases, and the metals are less retarded. Model results 
suggest that Cd and Zn behave similarly, while Pb is much more strongly sorbed. 
Sorption of Cd, Zn and Pb is also non-linear at equilibrium conditions. When a non-linear 
sorption isotherm is incorporated into a transport equation, the retardation factor (R) is 
concentration dependent and either decreases or increases with concentration. As it is 
difficult to model when R is not a constant, most models deal with linear equilibrium 
sorption so that R is a constant. If using non-linear isotherm parameter values to calculate 
concentration independent R-values, the non-linear isotherm must first be linearized. Two 
linearization methods of van Genuchten (1981) are discussed in this study. Non-linear 
sorption isotherms are traditionally determined from batch tests but could be also 
determined from data using method of Clothier et al. (1996). When breakthrough ofa non-
degradable contaminant reaches a steady state (outflow concentration inflow 
concentration), retardation factor could be estimated from mass sorbed or desorbed without 
the use of a model or the method of time moments. Non-linear equilibrium sorption could 
also cause some tailing ofBTCs. The best way to ascertain the controlling process, either by 
non-linear equilibrium sorption or rate-limited sorption, is to perform a flow interruption 
during the experiments. 
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In uniformly packed column systems, physical nonequilibrium is often absent. However, 
physical nonequilibrium is often the dominating process for contaminant transport in field 
conditions. Transport of atrazine and procymidone at field conditions in a pumice sand 
aquifer was influenced by both physical and chemical nonequilibrium. For hexazinone, the 
the chemical nonequilibrium component was negligible, and a two-region physical 
nonequilibrium model could well describe the field transport of hexazinone in pumice sand 
aquifer. Hexazinone was the most mobile and underwent little mass reduction, while 
procymidone was the least mobile and underwent the greatest mass reduction. The mobility 
of atrazine was similar to that of a commonly used dye tracer, rhodamine WT. Hence, 
rhodamine WT could be used as a sorbing tracer in a monitoring pro gram to delimit the 
appearance of atrazine in pumice sand groundwater. The experimental results indicate that 
allophane (a clay mineral) has also played an important role in pesticide sorption in the 
pumice sand aquifer. Our finding of much greater total reduction rates than degradation 
rates suggests that reduction of pesticides observed in the field tracer experiment were 
caused not only by degradation but also by other irreversible processes. Hence, the use of 
laboratory-determined degradation rates could underestimate the reduction of pesticides 
under field conditions. 
Based on the transport of the microbial indicators, E. coli and F-RNA phases, in a pumice 
sand column, and worst-case values for aquifer properties and effluent discharge, model-
estimated setback distances between septic tanks and the shoreline of Lake Okareka were 
determined. These were 16 m to satisfY the Recreational Water Quality Guidelines for E. 
coli « 126 per 100 ml), and 48 m to meet the Drinking-Water Standards For New Zealand 
for enteric virus «1 per 100 L). The distance of 16 m allows a 5-log reduction in bacterial 
concentrations, while the distance of 48 m allows a lO-log reduction in viral concentrations. 
These distances may be applicable for other lake shores in pumice sand aquifers with 
groundwater velocities less than 7 m/day. 
Bacterial removal in a pumice sand column was predominately through filtration (87-88%) 
and the remainder through die-off (12-13%), while viral removal was by both die-off (45%) 
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and filtration (55%). Filtration of bacteria was mainly through sedimentation and secondarily 
through diffUsion, while diffUsion was the only determinant for filtration of F-RNA phages. 
Die-off rates of microbes were found to be much lower than their total removal rates. 
Consequently, the determined setback distances based on die-off rates would be 
unnecessarily large. 
Colloid and colloid-facilitated transport has important implications in the characterisation of 
aquifer hydraulic properties, risk analysis and design of monitoring programs. Colloids (such 
as bacteria, spores, viruses, high molecular weight polymers, humic substances etc.) could 
travel faster than the mean pore-water velocity (i.e., velocity enhancement) and thus would 
provide information on the possible maximum contaminant velocities and preferential flow. 
Colloids are larger than solutes and hence are susceptible to pore-size exclusion. Since 
colloids are excluded from part of the pore volume in aquifer media, aquifer porosity and 
dispersivity for colloid transport are relatively smaller than for solute transport. Our 
Burnham field data show that with increasing transport distance, velocity enhancement tends 
to increase. This is probably a result of increasing heterogeneity with transport distance 
(hence the difference between colloid velocity and mean pore-water velocity increases). This 
is also probably related to the fact that the colloids are filtered in the smaller pores and hence 
the remainders go faster in the large pores at grater distances. The data from our 8-m long 
column suggest that velocity enhancement tends to decrease with increasing pore-water 
velocity. This is probably because increasing pore-water velocities reduces the difference 
between colloidal velocity and mean pore-water velocity, as the colloidal velocity is the 
maximum groundwater velocity, it is relatively constant. 
In this study we have calibrated a number of transport models with observed data. 
Contaminant attenuation and transport in selected aquifer systems have been characterized 
with descriptive parameters (e.g. dispersivity, sorption coefficient, retardation factor, 
degradation rate, die-off rate, filtration rate, mass transfer rates, etc.). We believe that these 
experimentally established parameter values and some of the methods presented could be 
very useful to others (e.g. government agencies, regional authorities, and consultants) for 
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various purposes (e .. g., research, management, planning, design of monitoring programs, 
risk analysis, and consulting). We have also identified some gaps in the current literature, 
and the ideas presented in this thesis could be beneficial for planning future research. 
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Chapter 2: 
c 
C* 
D 
n 
p 
P 
R 
S 
t 
to 
t* 
T 
V 
x 
x 
y 
Notations 
contaminant concentration in liquid phase (MlL3) 
source concentration (MIL 3) 
dimensionless concentration 
constants generated from integration in 2.AS-2.A7 
mechanical dispersion coefficient constant used in the CDM (L2/T) 
molecular diffusion coefficient (L2/T) 
transform function defined in Eq. 2.20 
partitioning coefficient Ce 1M) in Eq. 2.43 
unspecified length (L) 
integer number used in Eq. 2.39 
transform variable in 2.AS 
probability of significance in statistic analysis 
retardation factor 
concentration in the solid phase (MIM) in Eq. 2.43 
time (T) 
time duration of the pulse (T) 
dimensionless time defined above Eq. 2.35 
transformed dimensionless time 
average pore-water velocity (LIT) 
longitudinal distance (L) 
dimensionless length 
dummy integration variable used in 2.A7 
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Notation 
Greek symbols: 
ax dispersivity (L) 
f3 
e 
A 
A* 
B 
transform variable defined in Eqs. 2.20 and 2.21 
dispersivity/distance ratio used in the SDM (LlL) 
first-order degradation rate (Tl) 
dimensionless degradation rate 
dummy integration variable used in 2.A6 
dummy integration variable 
dimensionless integration variable 
transform function defined by Eq. 2.6 
transform function included in Eq. 2.11 
transform function defined above Eq. 2.16 
porosity of the medium (L31 e) in Eq. 2.43 
degradation rate in the solid phase (Tl) in Eq. 43 
bulk: density of the medium (M/L3) in Eq. 2.43 
Functions andformula: 
er:fc complementary elTor function 
F(e) Stirling's asymptotic formula defined in Eq. 2.37 
r gamma function 
r incomplete gamma function 
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A cross-sectional area of the column (L 2) 
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c 
C(x, s) 
D 
Q 
R 
s 
t 
v 
x 
Ps 
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C 
contaminant concentration (M/e) 
dimensionless concentration in the Laplace domain 
dispersion coefficient (L 2 IT) 
sorption distribution coefficient (L31M) 
flow rate (e IT) 
retardation factor 
Laplace transform variable ( dimensionless) 
time (T) 
pulse duration (T) 
contaminant effective velocity (LIT) 
average pore-water velocity (LIT) 
longitudinal distance (L) 
combined first-order degradation rate constant (rl) that accounts for 
degradation of solute in both liquid and solid phases 
first-order degradation rate constant in the liquid phase (rl) 
first-order degradation rate constant in the solid phase (rl) 
porosity of the porous material (e Ie) 
bulk density of the porous material (MlL3) 
solid density (M/e) 
solute concentration in solution (MlL3) 
initial concentration (MlL3) 
dispersion coefficient (L 2 IT) 
fraction of instantaneous sorption sites 
first-order sorption rate coefficient (rl) 
first-order desorption rate coefficient (rl) 
non-linear equilibrium partition coefficient (L31M) 
Notation 
m 
n 
R 
S 
t 
T 
V 
x 
w 
a 
OJ 
f3 
¢ 
() 
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A 
c 
c 
partition coefficient for linear sorption (elM) 
equilibrium partition coefficient for the instantaneous sites (L3/M) 
equilibrium partition coefficient for the kinetic sites (elM) 
characteristic length (L) 
the mass ofthe aquifer material in the column (M) 
mass sorbed (M) 
mass desorbed (M) 
Freundlich exponent constant 
retardation factor 
sorbed concentration (MlM) 
sorbed concentration on instantaneous sites (M/M) 
sorbed concentration on kinetic sites (MIM) 
time after injection (T) 
residence time (T) 
pore-water velocity (LIT) 
transport distance (L) 
column volume (L3) 
rate of mass transfer (rt) 
mass transfer coefficient 
partitioning coefficient between the equilibrium and non-equilibrium phases 
bulk density of the aquifer material (MlL3) 
porosity of the aquifer material (L31L3) 
201 
cross-sectional area of the measuring volume perpendicular to the direction 
ofthe flow (L2) 
concentration ofthe solute (MIL3) 
normalised resident concentration (dimensionless) 
Notation 
MRF 
R 
t 
T 
U 
v 
x, y z 
X, YZ 
f3 
o 
0) 
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dispersion coefficients in the x, y, z directions (L2/T1), respectively 
distribution coefficient (L3/M) 
characteristic length (L) 
relative mass recovery 
mass recovery of a tracer (M/M) 
initial mass injected (M) 
Peclet numbers in the x, y, z directions 
retardation factor 
time since injection (T) 
normalised time 
normalised first-order reduction term 
pore-water velocity (LIT) 
spatial coordinates (L) 
dimensionless distances in x, y and z directions 
partition coefficient between the equilibrium and non-equilibrium phases 
effective porosity of the aquifer material (e Ie) 
mass transfer coefficient 
bulk: density of the aquifer material (M/e) 
Amicrobe surface area ofthe microbe (I}) 
c contaminant concentration in the liquid phase (MlL3) 
D 
D 
d 
inflow concentration (MlL3) 
average diameter of grain size (L) 
dispersion coefficient (L 2 IT) 
average diameter of the porous media grain (L) 
diameter ofthe microbe (L) 
colloidal particle diameter (L) 
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g gravitational constant (LlT2) 
L length ofthe micro be (L) 
kau first-order filtration (or attachment) rate coefficient (Tl) 
kB Boltzmann constant (kg(m/S)2/K) 
IL1 sorption partitioning coefficient (elM) 
n total number of sand particles 
Q flow rate (L3 IT) 
R retardation factor 
S contaminant concentration in the solid phase (M/M) 
t time (T) 
To duration of the pulse (T) 
T so lute temperature (K) 
v mean pore-water velocity (LIT) 
W column volume (L3) 
Wp volume ofthe each sand particles (L3) 
X longitudinal distance (L) 
a collision efficiency 
A first-order total removal rate (Tl) 
e porosity (e Ie) 
cD mean diameter of the sand particle (L) 
P combined die-off rate (Tl) 
PI first-order die-off rate for the free microbes (Tl) 
f.ls first-order die-off rate for the sorbed microbes (Tl) 
17 single collector efficiency 
170 collection by Brownian diffusion (dimensionless) 
T/I collection by interception (dimensionless) 
17G collection by settling (dimensionless) 
p water density (MII}) 
Pb bulk density (MlL3) 
Notation 
ps 
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C 
D 
Dso 
dt 
n 
oc 
R 
s 
V 
X 
a 
j3 
colloidal density (MIl}) 
particle density of the sand (Mil..?) 
initial concentration in the liquid phase (Mlr}) 
concentration at travel distance X (MIl}) 
dispersion coefficient constant (L2/T) 
mean particle size (L) 
transport scale (T) 
filter factor (L-1) 
non-linear equilibrium partition coefficient (L3/M) 
orgauic carbon distribution coefficient (elM) 
linear sorption partitioning coefficient (elM) 
forward sorption rate constants (rt) 
reverse sorption rate constants (rl) 
Freundlich exponent constant 
fraction of organic carbon content 
effective Peelet number 
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retardation factor for retarded contaminant and velocity ratio for velocity 
enhancement 
contaminant concentration in the solid phase (MIM) 
mean pore water velocity (LIT) 
transport distance (L) 
dispersivity in the x, y, z directions (L), respectively 
firs-order kinetic rate coefficient (rl) 
partitioning coefficient between the equilibrium and non-equilibrium phases 
Notation 
P1 
() 
()excluded 
()passed 
dispersivity/ distance ratio (LIL) 
fraction of mobile water bulk: density of the porous material 
first-order removal rate (r1) 
standardised first moment (T) 
total porosity of the porous material (eIL3) 
porosity of the porous material that colloids are excluded (eIL3) 
porosity of the porous material that colloids could travel (e 1L3) 
bulk: density (M/e) 
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Some frequently used abbreviations and specific terminology in this thesis 
SDM scale-dependent dispersion model 
CDM constant dispersion model 
ADE advection-dispersion equation 
BTC concentration breakthrough curve 
MOM method of temporal moments 
TRM two-region nonequilibrium model 
TSM two-site nonequilibrium model 
Equilibrium sorption: implies that sorption occurs instantaneously, and can be described 
by either a linear (8 =KdC) or non-linear (8 =KCn) isotherm. Concentration 
breakthrough curves generated under linear equilibrium sorption are relatively 
symmetric. 
Nonequilibrium sorption: implies that sorption (either linear or non-linear) is a slow 
process (relative to other transport processes, like convection), so that the 
assumption of instantaneous sorption is inappropriate. For a linear isotherm, 
nonequilibrium (or rate-limited) sorption/desorption may be mathematically 
described by 
o8==~kC_k8 it 1 2 Ph 
where kl and k2 are first-order sorption and desorption rate constants erl ), 
respectively. Concentration breakthrough curves generated under 
nonequilibrium sorption are relatively asymmetric and contain significant 
tailing. 
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Adsorption: describes the condensation of chemical on surface or pores by physical or 
chemical bonding forces. The use of "adsorption" suggests a known, specific 
surface interaction. 
Sorption: describes all reversible associations of chemical with solids. As the nature of 
most interactions between contaminants and porous media is likely to be 
unknown, "sorption" is a better term to use than adsorption. 
Linear sorption: sorption increases linearly with concentration (S =KdC). For linear 
equilibrium sorption, the retardation factor is a constant (R 1 +Kd pt/ 0). 
Non-linear sorption: sorption increases nonlinearly with concentration (S =KC} For non-
linear equilibrium sorption, the retardation factor increases or decreases with 
concentration (R = 1 + p"K nCn- 1 /8). 
Reversible sorption: means that all sorbed chemical will be eventually desorbed from 
geological solids under certain conditions (e.g. flushing, change pH). Both 
equilibrium sorption and nonequilibrium sorption are typically assumed to be 
reversible processes. 
Irreversible sorption: means that a fraction of sorbed chemical is permanently sorbed and 
never desorbs. 
Hysteretic sorption: the sorption and desorption isotherms are not coincident, and the 
amount sorbed is greater than the amount-desorbed. It is possible to have a 
hysteretic sorption/desorption isotherm that is reversible. 
Equilibrium model: a transport model that assumes sorption is an m.')tantaneous process 
with respect to advection. 
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Nonequilibrium transport: refers to transport that is impacted by kinetic (i.e. rate-limited) 
physical and/or chemical processes due to different time-scales between 
processes. A breakthrough curve obtained from nonequilibrium transport IS 
asymmetric with tailing. 
Physical nonequilibrium: occurs when the time-scale for advection is faster than the time-
scale for mass transfer between mobile and immobile regions (Goltz and Oxley, 
1991). It is a result of heterogeneity in hydraulic properties (e.g. hydraulic 
conductivity and porosity, preferential flow, rate-limited diffusion, etc.). 
Chemical nonequilibrium: occurs when the system hydraulic residence time is relatively 
shorter than its chemical reaction time (e.g. sorption, film diffusion, or intra-
particle diffusion). It is a result of kinetic sorption, or kinetic ion exchange, or 
hysteretic sorption. 
Nonequilibrium model: considers rate-limited processes for which equilibrium is reached 
slowly. It may also contain processes for which equilibrium is reached quickly. 
These models hypothesise the existence of mobile and immobile water regions, 
or instantaneous and kinetic sorption sites. 
Non-ideal transport: transport affected by physical or chemical nonequilibrium or where 
the sorption isotherm is non-linear and/or hysteretic. 
Two-region model: idealises aquifer heterogeneity as two regions: one in which the velocity 
is zero, the other where velocity is the average pore velocity, with partitioning 
of solutes between the two liquid regions governed by first-order mass transfer. 
The two-region model assumes that there is no kinetic sorption, and all 
sorption sites are instantaneous in both mobile and immobile water zone. 
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According to van Genuchten, 1981), a two-region model for transport of a 
sorbing contaminant could be expressed as: 
R aCil11 
1111 at 
1 + (1- f)PbKd 
(Jim 
where the subscripts m and im refer to mobile and immobile regIons, 
respectively. 
Two-site model: assumes that sorption on one type of site is instantaneous (S1) while on the 
other type of site sorption is assumed to be kinetic (rate-limited) (S2)' The two-
site model assumes that there is no immobile region, and solute transport is all 
through mobile water for both instantaneous sites and kinetic sites. A two-site 
sorption/desorption model could be expressed by the following: 
OSl _ K OC 
ot - pI ot 
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