The numerical analysis of linear quadratic regulator design problems for parabolic partial differential equations requires solving Riccati equations. In the finite time horizon case, the Riccati differential equation (RDE) arises. The coefficient matrices of the resulting RDE often have a given structure, e.g., sparse, or low-rank. The associated RDE usually is quite stiff, so that implicit schemes should be used in this situation. In this paper, we derive efficient numerical methods for solving RDEs capable of exploiting this structure, which are based on a matrix-valued implementation of the BDF and Rosenbrock methods. We show that these methods are suitable for large-scale problems by working only on approximate low-rank factors of the solutions. We also incorporate step size and order control in our numerical algorithms for solving RDEs. In addition, we show that within a Galerkin projection framework the solutions of the finite-dimensional RDEs converge in the strong operator topology to the solutions of the infinite-dimensional RDEs. Numerical experiments show the performance of the proposed methods.
Introduction
The Riccati differential equation (RDE) is one of the most deeply studied nonlinear matrix differential equations arising in optimal control, optimal filtering, H ∞ control of linear-time varying systems, differential games, etc. [1, 42] . In the literature, there is a large variety of approaches to compute the solution of the RDE (see, e.g., [3, 22, 25] ). However, none of these methods seems to be suitable for large-scale control problems, since the computational effort grows like n 3 , where n is the dimension of the state of the control system. In this paper, we consider the numerical solution of large-scale RDEs arising in optimal control problems for linear parabolic partial differential equations. A variational formulation of the equation leads to an abstract Cauchy problem for a linear evolution equation of the forṁ x = Ax + Bu, x(0) = x 0 ∈ H, y = Cx (1.1)
for linear operators A : dom(A) ⊂ H → H, B : U → H, C : H → Y; where the state space H, the observation space Y, and the control space U are assumed to be separable Hilbert spaces. Additionally, U is assumed to be finite-dimensional, i.e., there is only a finite number of independent control inputs to (1.1). Here C maps the states of the system into its outputs, i.e., y = Cx. We also assume that the cost functional is given in a quadratic form, i.e.,
where Q, G are self-adjoint operators on the state space H, R is a self-adjoint positive definitive operator on the control space U, x T f denotes x(⋅, T f ) and T f < ∞. Usually, only a few measurements of the state are available as the outputs of the system, the operator Q := C * Q C generally is only positive semidefinite as well as G. If the standard assumptions are:
-A is the infinitesimal generator of a strongly continuous semigroup T(t); -B, C are linear bounded operators; -for every initial value there exists an admissible control u ∈ L 2 (0, ∞; U);
then, the solution of the abstract LQR problem can be obtained analogously to the finite-dimensional case [24, 27, 36, 50] as a feedback control u * (t) = −R −1 B * X(t)x * (t) (1.3) where X(t) represents the unique nonnegative solution of the differential operator Riccati equatioṅ X(t) = −(C * QC + A * X(t) + X(t)A − X(t)BR −1 B * X(t)) (1.4) with terminal condition X(T f ) = G. The rather restrictive assumption that B is bounded can be weakened [35, 36, 43] . In order to solve the infinite-dimensional LQR problem numerically, we use a Galerkin projection of the variational formulation onto a finite-dimensional space H N spanned by a finite set of basis functions and then solve the discrete problem. Hence, we need to solve the large-scale RDEs resulting from the semidiscretization. The task of solving large-scale RDEs also arise in nonlinear optimal control problems in the context of receding horizon and model predictive control. There, linear problems have to be solved on certain time frames [30] [31] [32] . We provide a convergence theory for the approximation of the solution to the infinitedimensional RDE by solutions of finite-dimensional RDEs following the seminal work by Gibson [27] and Banks and Kunisch [5] . This part of the paper is an abbreviated and revised version of the results first presented in [14, 38] . Similar results have recently also been reported in [49] .
Typically, the coefficient matrices of the RDE have a given structure, e.g. sparse, symmetric, or low-rank. Moreover, we expect to treat stiff RDEs, so we will focus on methods that can efficiently deal with stiffness. We derive numerical methods capable of exploiting this structure. Particularly, we propose efficient matrix valued implementations of the backward differentiation formulae (BDF) and Rosenbrock type methods based on a low-rank approximation of the solution.
Step size and order control strategies are also implemented based only on the solution factors. This paper is organized as follows: in the next section, we present the approximation framework for the computation of Riccati operators. Then, efficient matrix valued algorithms of the BDF and Rosenbrock methods for large-scale DREs are proposed in Section 3. In Section 4 numerical examples show the performance of the proposed methods. Finally, conclusions and outlook are summarized in Section 5.
Theoretical aspects
The linear-quadratic control problem for infinite-dimensional systems has been deeply studied [18, 19, 36] . Particularly, approximation schemes for Riccati equations in infinite-dimensional spaces have been proposed in the last decades. Chronologically, the first reference is Gibson [27] , who presented an approximation technique to reduce the inherently infinite-dimensional problems to finite-dimensional ones using Riccati integral equations. The result proposed by Gibson requires the approximating problems to be defined on the entire original state space, this leads to some technical difficulties. Assuming that the dynamics is modeled by an analytic semigroup, Banks/Kunisch [5] avoid these difficulties for the infinite-time horizon case. Moreover, convergence rates for some types of problems have been proved [33, 36] .
In the following, we show that the solutions of the finite-dimensional RDEs converge in the strong operator topology to the solutions of the infinite-dimensional RDEs for the autonomous and the non-autonomous case. We use the same framework and assumptions as in [5, 27] and the generalization to the RDE case is to some extent straightforward. Nevertheless, we emphasize that the available approximation results refer only to solutions of the Riccati integral equations. There are no explicit results for RDEs in the literature so far. Thus, we present the convergence results with short proofs for completeness and future reference.
Autonomous case
We consider the autonomous case, i.e., the case in which the coefficients of the partial differential equation are time-invariant.
Let H and U be Hilbert spaces and assume that A: dom(A)⊂ H → H is the infinitesimal generator of a strongly continuous semigroup T(t) on H, B ∈ L(U, H).
We consider a control system in H given by (1.1) and the cost functional (1.2). We assume that (1.1) has a unique solution for a given u which is true, for example under the assumptions given in Section 1 (see [24, 36] ).
We will say that a function u ∈ L 2 (0, T f ; U) is an admissible control for the initial state x 0 ∈ H if J(x 0 , u) in (1.2) is finite. Let us consider the operator differential Riccati equation, then a solution of (1.4) 
we consider the family of linear-quadratic regulator problems on H N :
Minimize:
with respect toẋ
where Π N (t) ∈ L(H N ) is the unique nonnegative self-adjoint solution of the Riccati differential equation:
and x N * (t) is the corresponding solution of the state equation with u(t) = u N * (t), see [1] .
Let us now consider a related family of regulator problems, in which the operators are defined on the whole space, Minimize:
The optimal control is given in terms of the solution oḟ
In fact, if in (2.2) we replace Q N , A N , and G N by Q N P N , A N P N , and G N P N , respectively, then it can be considered as an equation on H. Moreover, (2.3) and (2.2) are the same equation and Π N (t)P N is an extension of Π N (t) ∈ L(H N ) to the whole space H, so (2.4) holds. The convergence result of this section follows from [27] . The difference here, similar to [5] , is that each of the finite-dimensional approximation problems are defined in a subspace of the state space, whereas in [27] the approximation problems have to be defined in the entire state space. Then, the result is formulated using (R N ) rather than (R N ). This avoids some technical difficulties as explained in [5] .
We will assume, similar to [5, (H2) ], for N → ∞:
(H) Assumption (ii) implies that P N φ → φ for all φ ∈ H, in this sense the subspaces H N approximate H.
Here u N , u, x N , x denote optimal controls and trajectories of the problems (R N ) and the infinite dimensional problem, respectively.
Proof. Let Π(t) be the unique element of B ∞ (0,T f ; H, H), the set of all such functions essentially bounded on [0, T f ], which satisfies the Riccati integral equation, (0) There exist bounded linear operators P N :
. . , bounded and for all φ ∈ H it holds that
Given these assumptions, we can state a similar result as in Theorem 2.1, where the convergence in (2.5) is attained in norm, i.e.,
The proof of this result follows very close to the one of Proof. Let ξ ∈ Ω and ‖ ⋅ ‖ N a norm on X N . Note that
then, by the hypotheses assumed the lemma holds.
The repeated application of Lemma 2.1, and Lemma 5.1 [27, p. 560] allows also to prove an analogous result for the non-autonomous case which permits H N ⊈ H. This version of the theorem could be very useful for developing certain types of approximation schemes, e.g., finite differences or spectral methods.
Non-autonomous case
In this section we extend the approximation results to the non-autonomous case, i.e., the case in which partial differential equations with time-varying coefficients are considered. Thus, the system dynamics is modeled by an evolution operator. Let H and U be real Hilbert spaces and consider an evolution process defined by
Note that (2.7) can be differentiated using
where A(⋅) is the generator of U(⋅, ⋅) and D A is the domain, in which U(⋅, ⋅) is a mild evolution family. We use the integral form of (2.7) in our presentation following [23, 27] . We consider the cost functional
and for each t, Q(t), R(t) are nonnegative and self-adjoint and R(t) satisfies ⟨y, R(t)y⟩ ⩾ µ ‖y‖ 2 a.e. for some µ > 0.
Then, the quadratic cost problem is:
Again let H N , N = 1, 2 . . . , be a sequence of finite-dimensional linear subspaces of H and P N : H → H N be the corresponding canonical orthogonal projections. Assume that {U N (⋅, ⋅)} is a sequence of evolution operators on H N with generator A N (⋅) ∈ L(H N ) and that {B N (⋅)}, {Q N (⋅)}, {R N (⋅)}, and {G N } are sequences of oper-
, and L(H N ), respectively, with Q N (⋅), R N (⋅), and G N semidefinite and self-adjoint. As in the last section we consider the sequences of optimal control problems corresponding to these sequences of operators. Suppose that, for each φ ∈ H and v ∈ U,
to be uniformly bounded in N, t, and s and require a constant m such that for each N, Q N (t) ⩾ m > 0 for almost all t. We call the previous assumptions (G') and (G") because they are a slight modification of the hypothesis formulated by Gibson in [27] . Specifically, in (G') the evolution operators corresponding to the approximating problems are defined in subspaces of the original state space of the original problem, whereas in [27] they are defined in the whole space.
As before the subspaces H N approximate H in the sense that P N φ → φ for all φ ∈ H. 
Theorem 2.2. Let (G ) and (G ) hold. For our sequence of control problems, denote the initial states by x N (0), and let x N (0) → x(0); denote the optimal controls by u N (⋅), the optimal trajectories by x N (⋅), and the solutions of the differential Riccati equations by Π N (⋅). For the problem (NAR), denote the corresponding quantities by x(0), u(⋅), x(⋅), and Π(⋅). Then we have
u N (t) → u(t) strongly a.e. and in L 2 (0, T f ; U) x N (t) → x(t) strongly pointwise and in L 2 (0, T f ; H) (2.8) and for φ ∈ H, Π N (t)P N φ → Π(t)φ strongly pointwise and in L 2 (0, T f ; H).
Remark 2.2.
Note that the solution of the RDE is suboptimal in terms of the optimal cost which is of interest in applications. The optimal cost for the infiniteJ and finite dimensionalJ N control problems, can be found asJ
With an established convergence scheme, we will now discuss the numerical solution of finite-dimensional RDEs arising from the semi-discretizations obtained from the Galerkin projection framework. In the calculations shown later in Section 5, the Galerkin projections are obtained by using linear finite elements.
Numerical methods for large-scale RDEs
Although the RDEs have to be solved backward in time, making a change of variables we can solve RDEs forward in time and afterwards recover the original solution. Thus, let us consider time-varying symmetric RDEs of the formẊ
where t ∈ [t 0 , t f ] and Q(t), A(t), S(t), ∈ ℝ n×n , X(t) ∈ ℝ m×n . We assume that the coefficient matrices are piecewise continuous locally bounded matrix-valued functions, which ensure existence of the solution and uniqueness of (3.1), see, e.g., [1, Theorem 4.1.6]. Note also that using FEM, we obtain an linear system of the form
where M is the positive definite mass matrix and S is the stiffness matrix corresponding to the FEM applied to the spatial differential operator. In many situations, S is symmetric positive definite and hence, A := −M −1 S is stable, also A := −M −1 B. But of course, in computations we avoid forming A explicitly since A is usually a dense matrix. There are several approaches that can be used to treat this problem [6] .
BDF methods
In the following we briefly describe the BDF methods for RDEs in matrix-valued form similar to [22, 25] and discuss an efficient implementation for large-scale problems following [13] . Let us define
F(t, X(t)) ≡ Q(t) + X(t)A(t) + A T (t)X(t) − X(t)S(t)X(t). (3.2)
The fixed-coefficients BDF methods applied to the RDE (3.1) yield
where h is the step size, t k+1 = h + t k , X k+1 ≈ X(t k+1 ) and α j , β are the coefficients for the p-step BDF formula (see, e.g., [4] ). Hence, noting
, we obtain the Riccati-BDF difference equation
Re-arranging terms, we see that this is an algebraic Riccati equation (ARE) for X k+1 ,
that can be solved via any method for AREs. In large-scale applications it is not possible to construct explicitly the matrices X k , because they are in general dense. However, X k is usually of low numerical rank [2, 28, 40, 45] , i.e., it can be well approximated by a low-rank factor Z k with z k ≪ n for all times. Moreover, usually Q k and S k can also be represented in factored form. Thus, assuming that
the ARE (3.3) can be written aŝ
If z k ≪ n for all times and (3.5) can be solved efficiently by exploiting sparsity in A k+1 as well as the lowrank nature of the constant and quadratic terms, this can serve as the basis for a RDE solver for large-scale problems.
In our numerical implementation, we benefit from recent algorithmic progress in solving large-scale AREs and Lyapunov equations [10, 11] . There the main idea is to solve AREs using Newton's method as a one step iteration. It results in solving one Lyapunov equation in each step. The structure of the coefficient matrix in this equation has the form 'sparse + low-rank perturbation'. So, we need a solver, which exploits efficiently this structure. For a detailed explanation about the implementation of the BDF methods for large-scale RDEs we refer the reader to [13] and references therein.
Lyapunov equation solver
Efficient numerical methods for solving large and sparse Lyapunov equations have been proposed in recent years. A common approach is based on the low-rank alternating direction implicit (ADI) iteration [11, 37, 39] . In our implementation we use recent advances of ADI based solvers [10, 11] . The low-rank representation of the solution relies on the decay of the singular values. This phenomenon has been deeply studied and it is frequent in applications [2, 28, 40, 45] . Methods based on extended and rational Krylov subspace have also proved to be practical alternatives [47] , however, we do not consider this approach here. A state-of-the-art survey of the methods is presented in [17] .
Adaptive step size and order control
For varying the step size and order, an estimate of the error is needed. The local truncation error for the BDF methods can be written as:
where
for ψ j (k) := t k − t k−j , see [26] . This allow us to compute the error directly for low-rank factors of the solution of the RDEs, see Algorithm 3.3. Note that, in addition the solution values at past times on an equidistant mesh are needed. For the BDF methods we can approximate these values using an interpolating polynomial described by Neville's algorithm, which in matrix valued form can be expressed as in Algorithm 3.1.
Algorithm 3.1 Neville's algorithm
Assuming that
we get
Hence Algorithm 3.1 can be written in terms of the low-rank factors LRFs (see Algorithm 3.2).
Algorithm 3.2 LRF Neville's algorithm
Since the size of Z i,k increases in every step, the computation becomes expensive. We can avoid the recursion formula expressing the final value given by the algorithm like where
Algorithm 3.2 will in general generate complex factors. However, we can still get real factors as solutions of the RDE in every step rewriting
where Z p and Z n are formed by grouping the positive and negative λ's, respectively, and computing the operations involving Z k,k separately for Z p and Z n , i.e., never forming Z k,k explicitly. Once the solution values at past times are approximated, we are ready to apply step size and order control. For this we need to compute local error estimators, this can be done using (3.6) and computing the divided differences directly for the factors, see Algorithm 3.3.
Algorithm 3.3 LRF divided differences
Analogous to Algorithm 3.2, Algorithm 3.3 can be implemented avoiding the recursive formula. Moreover, it generates, in general, complex factors which is not a problem here, because we are interested in the norm of the resulting factor to estimate the local truncation error using (3.6).
Another option to efficiently implement an adaptive algorithm is to consider a variable-coefficient formula of the method. Thus, changing the step size and order of the method is performed as for the one step methods for solving ODEs.
Variable-coeflcient BDF methods
By using the variable-coefficient BDF methods (3.7), we avoid to compute the solution values at past times on an equidistant mesh. The application of this method to (3.1) yields an equation similar to (3.5) A k+1 ,B k+1 andĈ k+1 depend onα i (h n , h n−1 , . . . , h n−k+1 ),β (h n , h n−1 , . . . , h n−k+1 ). The computation of these coefficients is cheap and does not outweigh the iteration.
in whicĥ
Working on unequally spaced meshes, we can derive the variable-coefficient BDF by rewriting the method as a general multistep like
where the coefficientsα i ,β depend on the p − 1 past steps, i.e.
The variable coefficients for the second and third order BDF methods can be found in [38, p. 50].
Rosenbrock methods
Linear multi-step methods require fewer function evaluations per step than one step methods, and they allow a more simple streamlined method design from the point of view of order and error estimation. However, the associated overhead is higher, e.g., for changing the step size. Runge-Kutta methods work well for the numerical solution of ODEs that are non-stiff. When stiffness becomes an issue: diagonally implicit RungeKutta methods or collocation methods offer an alternative to the BDF methods. In particular, linearly implicit one-step methods (better known as Rosenbrock methods) give satisfactory results [21, 29] . The idea of these methods can be interpreted as the application of one Newton iteration to each stage of an implicit RungeKutta method and the derivation of stable formulae by working with the Jacobian matrix directly within the integration formulae. In the following we focus on solving autonomous RDEs by an efficient implementation of Rosenbrock methods based on a low-rank version of the ADI iteration. We describe the linearly implicit Euler method and the second order method, the main ideas can be straightforwardly applied to higher order Rosenbrock methods.
Linearly implicit Euler method
The one-stage Rosenbrock method applied, as a matrix valued algorithm, to autonomous RDEs of the form (3.1) can be written asĀ
I and F are defined as in (3.2). Moreover, (3.8) can be re-written such that the next iterate is computed directly from the Lyapunov equation, i.e.,
The right-hand side of (3.9) is simpler to evaluate than the one in (3.8), so the implementation of (3.9) is more efficient [15] . If we assume,
we can use the modified version of the ADI iteration to solve (3.11 ). This will ensure low-rank factors Z k+1 , of X k+1 , such that X k+1 ≈ Z k+1 Z T k+1 , where Z k+1 ∈ ℝ n×z k+1 with z k+1 ≪ n. For an equidistant mesh the latter is sketched in Algorithm 3.4.
Algorithm 3.4 LRF linearly implicit Euler method
Require: A ∈ ℝ n×n , B, C, Z 0 satisfying (3.10), t ∈ [a, b], and h step size.
Determine (sub)optimal ADI shift parameters p 1 , p 2 , . . . with respect to the matrixĀ k .
6:
Compute Z k+1 such that the low-rank factor product Z k+1 Z T k+1 approximates the solution of
t k+1 = t k + h. 8: end for
Rosenbrock method of the second order
Let us now turn our attention to the second order method originally proposed in [20] . There, the method is applied to atmospheric dispersion problems describing photochemistry, advective, and turbulent diffusive transport. As explained in [15] , the method can be efficiently implemented for solving autonomous RDEs as:
I and γ is a parameter which can be chosen as 1. Moreover, note that (3.12) and (3.15) can be computed directly as one step iteration like
As for the linearly implicit Euler method, we want to apply the ADI iteration to solve the Lyapunov equations (3.13) and (3.14) . Once again let us assume (3.10) and note that,
Algorithm 3.5 LRF Rosenbrock method of the second order
Require: A ∈ ℝ n×n , B, C, Z 0 satisfying (3.10), t ∈ [a, b], and step size h.
5:
ComputeT k 1 such that the low-rank factor productT 12:
13:
t k+1 = t k + h. 14: end for
thus, in order to solve (3.13) we can split the Lyapunov equation. The second equation (3.14) is solved using the factored form, for the right-hand side,
k represents the low-rank factor of K 1 in step k. The method is sketched in Algorithm 3.5. There, Steps 6 and 8 can be computed simultaneously by the factored ADI iteration as a linear systems of equations to be solved in each step that have the same coefficient matrices. 
However, the number of columns increases considerably in each step and the ADI iteration slows down [38] . A remedy for this problem was recently suggested in [34] , where instead of a low-rank Cholesky-like factorization, a low-rank LDL T factorization is employed. Remark 3.2. An adaptive code in terms of the low-rank factors can be easily implemented taking into account that the first stage of the method could be used to estimate the error and changing the step size.
The non-autonomous case
The ideas described above can be extended to the non-autonomous case. In this case, ∂F/∂t appears, so in order to obtain a low-rank version of the method this term, or an approximation of it, has to be represented as a low-rank matrix product combination.
If we approximate the derivatives involved in F t k , e.g., using central differences as:
(note that, in the context of RDEs arising in optimal control the matrix Q(t) is generally constant, it represents the output matrix), then F t k can be approximated by
(3.18)
By (3.17) we know that F(X k ) can be expressed as a combination of low-rank factor matrix products, then by re-arranging terms we can obtain a low-rank matrix representation of (3.18). Finally, we point out that although we have focused on two particular Rosenbrock methods the ideas can be applied to a general sstage Rosenbrock method or to an embedded method described in [15] .
Numerical results

Diffusion problem
We consider a diffusion problem on a square domain (see Fig. 2 ). The equations that describe the model have the form
where x(ξ, t) represent the state at time t in the point ξ , b(ξ) = 4(1−ξ)ξ for ξ ∈ Γ c and 0 otherwise. Thus, for all t ∈ ℝ + , we have u(t) ∈ ℝ. The problem parameters chosen can be found in Table 2 . There, n is the dimension, Q, R, G are the operators from the finite-dimensional LQR problem, h is the step size (or the initial step size) and T f is the time horizon. We use the finite element software package FEINS [46] to generate the data for different mesh sizes, n = 289, 1089, 4225, 16641, 66049. In Fig. 1 , the initial and controlled (at 0.01s) states are plotted. We applied the BDF method up to order three with variable step size for n = 289, 1089; and for the refined meshes n = 4225, 16641, 66049, the linearly implicit Euler method was applied.
In Table 1 the cost functional values, computed by (2.10), are shown. These values are plotted over the mesh size in Fig. 3 .
We can visualize the convergence result from Section 2.1 as the cost functional values are computed by (2.10). But, we have not sufficiently many refinements at hand to provide a reasonable estimate of the convergence rate based on the the experimental order of convergence (EOC). 
Boundary control problem
Let us consider a boundary control problem for the heat equation. This problem arises in a rolling mill when different steps in the production process require different temperatures of the raw material. An infinitely long steel profile is assumed so that a 2-dimensional heat diffusion process is considered. Exploiting the symmetry of the workpiece, an artificial boundary Γ 0 is introduced on the symmetry axis (see Fig. 2 ). A linearized version of the model has the form 1  289  I  I  0  1  1e-3  2  1089  I  I  0  1  1e-3  3  4225  I  I  0  1  1e-3  4  16641  I  I  0  1  1e-3  5  66049  I  I  0  1  1e-3 Tab. 2: Control parameters for the diffusion problem. 1  371  I  I  0 20 1e-2  2  1357  I  I  0 20 1e-2  3  5177  I  I  0 20 1e-2  4  20209  I  I  0 20 1e-2  5  79841  I  I  0 20 1e-2 Tab. 3: Parameters for the boundary control problem. where x(ξ, t) represent the temperature at time t in point ξ , g i includes temperature differences between cooling fluid and profile surface, intensity parameters for the cooling nozzles and heat transfer coefficients modeling the heat transfer to cooling fluid [12, 44, 48] . We applied the BDF method up to order three with variable step size for n = 371, 1357; and for the refined meshes n = 5177, 20209, 79841, the Rosenbrock method of order one was applied.
Test n Q R G T f h
The problem parameters chosen can be found in Table 3 . There, n is the dimension, Q, R, G are the operators from the finite-dimensional LQR problem, h is the temporal step size (or the initial step size) and T f is the time horizon.
In Table 1 the cost functional values, computed by (2.10), are shown. These values are plotted over the mesh size in Fig. 3 . We also computed the EOC based on these numbers, like in a similar numerical experiment performed in [16] . The obtained numbers are much better than expected from the mesh refinement (bisection) and do not settle to a value, but keep increasing. As we only have five mesh instances reported here, we refrain from reporting the numbers here as they give no indication of the actual convergence rate of the cost functional.
Convection-diffusion problem
We consider a finite differences semi-discretized heat equation with convection on the unit square with homogeneous first kind boundary conditions, T . This problem is used in LyaPack demonstration scripts [41] . We applied the BDF method up to order three with variable step size for n = 1600, 2500 and for the refined meshes n = 3600, 4900, 6400, 10000, 40000 the Rosenbrock method of order one was applied. In Table 4 the cost functional values, computed by (2.10), are shown. These values are plotted over the mesh size in Fig. 4 . Once again we can visualize the convergence result from Section 2.1. 
Tab. 4:
Cost functional values for the convection-diffusion problem.
Fig. 4:
Cost functional values for different mesh sizes for the convection-diffusion problem.
Conclusions
The numerical treatment of linear quadratic regulator problems for parabolic partial differential equations on a finite-time horizon requires solving large-scale RDEs resulting from semi-discretization. In order to provide an approximation framework for the computation of the finite-dimensional Riccati equations, we have shown the convergence of the infinite-dimensional Riccati operators to the finite-dimensional ones for the (non)autonomous case. Typically the coefficient matrices of the resulting RDE there have a given structure, e.g., sparse, symmetric, low-rank. We develop efficient numerical methods capable of exploiting this structure based on matrix-valued versions of the BDF and Rosenbrock methods. The implementation uses a lowrank ADI iteration for solving the Lyapunov equations arising in the methods. The crucial question of suitable step-size and order selection strategies is also addressed in terms of the low-rank factors of the solution. The numerical experiments confirm the good performance of the proposed methods and show their potential for being used in large-scale problems.
