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安 雄
経済状況の推移に合わせて，政策を最適に形成するためには，前者に関する
最新情報を後者に直ちに反映することが必要である。具体的に経済を表現する
状態方程式が特定されている場合を考えると，式の中の係数値は統計データの
更新に伴って直ちに推定しなおされる必要があり，それに依拠して最適な政策
値を算定すれば，情報のずれは生じない筈である。このように新情報を取得後
にパラメータ値の再推定を行う一つの方法としてベイズ推定法がある。旧来の
計量経済学と最適制御論との組合せによる手法では，まず或る統計データによ
って計測された状態方程式の係数値は，最適制御法によって政策値を算定する
時点では不変と考えられる。しかし最適制御そのものが数期間にまたがる動的
なものであるとき，初期の変数値を取得した後，次期の最適政策値を算定する
のに，初期の変数値は新情報として合理的に直ちに考慮に入れられるべきこと
は当然であるが，つぎに述べる時間逆行の最適制御法の場合には，ベイズ推定
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が特に重要になる。
いま多期間最適政策をダイナミック・プログラミング (D.P.)によって求め
るには，任意の将来期から終期までの成果も最適でなければならないという，
いわゆる最適性原理を適用する。 (D.P.の方法については村田 (1995)を参照。）
この場合に将来期における経済の状態方程式の係数を今期の情報に基づいた推
定値とすれば，将来の情報が考慮されていないことになる。将来期の状態方程
式の係数に，その将来期の情報を反映させるような係数の推定法として有力な
のがベイズ推定であり，この解説論文はベイズ推定に基づく状態式を想定して
D.P. による最適政策値を算定する方法を，簡単なモデルを用いて学生にも理解
できるように説明する。必要な予備知識から始めて，第2節でベイズの定理を
説明した後に，第3節では 1変量の線形式についてベイズの推定を行う。これ
を状態方程式として，第4節は 2期のD.P.により最適政策値を算定する。本文
での補足として，関連する統計学の基本用語の解説を付録Aに収録し，また本
文で省略した式の導出を付録Bにおいて行う。さらに第3節の一般化としての
多変量の線形式についてのベイズ推定を付録Cにまとめておく。
2. ベイズの定理
ある事象 0が起こったことが分かっているという条件の下で，事象 7が起こ
る確率を条件付き確率 (conditionalprobability)と言い，それは P(17I B)と
記され，次のように定義される。
P(11 I 8)= P(71 n 8) P(8) (1) 
ここにp(8)は0が起こる確率を， P(TJn 8)はT/と0が共に起こる確率を表
している。
条件付き確率の定義 (1)を理解するための例として，国友 (1992)の142頁
以下のコイン投げを考える。それは公正なコイン投げを3回連続して行って，
表が少なくとも 2回出れば太郎の勝ち，裏が少なくとも 2回出れば次郎の勝ち
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と決める。このゲームでの標本空間0は次のように 8通りの根本事象を要素と
する空間である。
n={ (表表表），（表表裏），（表裏表），（裏表表），（表裏裏），（裏表裏），（裏裏
表），（裏裏裏）｝
故に各根本事象の確率は1/8である。いま
事象 T/={太郎がゲームに勝つ｝
事象 8={1回目のコイン投げが表｝
とすれば， 0とTJn 8は根本事象によって
8={ (表表表），（表表裏），（表裏表），（表裏裏）｝
TJ n 8={(表表表），（表表裏），（表裏表）｝
と表されるので，
P(8) = 4 X (1/8) =1/2 
P (TJ n 8) = 3 X (1/8) = 3 / 8 
となり，従って()が起こった後に T/が起こる確率比(ぃ式によつて
P CTJ I 8)=謄=t
と計算される。この例を解釈しなおすと，最初のコイン投げで表が出た場合に，
あと 2回のコイン投げで少なくとも一度表が出れば太郎の勝ちと考えられるの
で，それは 2回連続のコイン投げの標本空間
01 = { (表表），（表裏），（裏表），（裏裏）｝
において，少なくも一度表の出る確率 (3X (1/4))に等しいことになる。かく
して定義 (1)の正当性がこの例によって認識されたであろう。
条件付き確率の定義 (1) はいかなる場合にも成立する法則と考えることが
できる。故にこの法則 (1)から
P(8 I 71)= P(71 n 8) P(71) (2) 
が成立することも自明であり，また (1)から
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P<11 n 8) =P<11 I 8)P(8) 
を得る。 (l') を (2)へ代入すれば
P(8 I 11)= P(17 I 8)P(8) p (1) 
となる。 8の補集合をがと記すと，
1 = <1 n 8) u <1 nが）
が成立し，また (4)式右辺の 2つの集合は共通部分がないので
(1') 
(3) 
(4) 
P(11) =P(11 n 8) +P(11 nが） (5) 
となる。 (5)の関係を (3)式へ代入し， (1') を考慮すれば，次の公式が得
られる。
P(8 J 11)=- 、,、~ ~1/、 I ()~~<~> • ―.、 (6) 
ここに P(8)は事象 0の事前確率(rJが起こる以前の確率）， P(8I'f/)は事象 7
を得た後の 0の事後確率と考えて， (6)式は事前確率を用いて事後確率を求め
る式と解釈され，これを離散形のベイズの公式と呼ぶ。
さらに (6)式を一般化するために， 0に起こりうる全事象を 81, ぁ，…， On
のn個として，これらは互いに共通部分がなく，それらの和集合を
8=81UぁU…U8n (7) 
とすれば，前述と同様の論理によって，
n 
P切）=}: P(n no;) 
i=l ． 
=~P(17 I 8;)P(8;) 
i=I 
(8) 
となるので，次の公式が (3)ないし (6)の代わりに得られる。すなわち任
意の O;(E<B>) について
P(fJ;I 17) = P <1 I 81>P <81> P(17) (3') 
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P(11 I 84)P(81) 
}: P(TJ I 8;)P(8;) 
i=I 
であり， (6')式をベイズの定理 (Bayes'Theorem) と呼ぶ。
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(6') 
この定理を連続形に変えるために， 0を或る確率密度関数の母数と考え， 0の
とりうる値のすべてからなる集合をnで表し，それは連続性をもつ数値領域と
想定しよう。そして T/を確率変数と考えて， 7が或る値をとったという条件の
下での 0の条件付き密度関数（すなわち事後密度）を P(8I TJ)と記すと， (3')
式ないし (6')式に対応する連続形のベイズの定理が次のように表現される。
すなわち任意の 8(E.n) について
P(B I TJ)= P(8)P(71 I 8)P(TJ) 
= Joり［ぶり匁＼ ~゜)dfJ (9) 
が成立する。ここに P(O)は0の事前密度， P(11I 0)は母数 0が真のときに
観測される確率変数 7の密度関数を示す。また(9)式の最右辺の分母は， (6')
式の分母の離散的集計を連続的集計に変えたものである。（詳細は鈴木・国友
(1989)の序章を参照。）
3. 1変量の線形モデルのベイズ推定
いま Xを説明変数とする線形モデル
Yt=f3xt+Et (t= l, 2, ・・, T) (10) 
における母数f3と確率変数yを， (9)式における 0と7の代わりに置き替え
て， f3の数値領域0を一OOから十OOまでの実数区間としよう。 (10)式でのaは
期待値ゼロ，分散がの正規分布に従う誤差であり，がは既知であると想定する。
この場合のベイズの公式は
P(/3 I y)= r : 訊悶，Ifi). - (11) 
37 
124 闊西大学「経清論集」第45巻第2号 (1995年7月）
と書かれる。
(11)式における事前密度p({3)の特定については，数学的便宜さを考慮し
て決めることが大切である。そのために P(y I p)として， (10)式について標
本yが与えられている状態における¢の尤度関数L(y;{3)を採用する。その
場合には両関数の積が事前密度自体と同じ数学的形式を備えていることが分か
り，そうすれば，事後密度が次段階の事前密度として役立つであろう。このこ
とは以下の展開で明白である。
y三{yi,Y2, …，州として， (10)式の母数¢ の尤度関数はつぎのように表
される（付録A,[A』を見よ）。
L(y; p) =, りI(2冗が）一i12exp[砂(y,—fix,) 2] 
＝（三）一T12exp[古辻(yt―/3か］ (12) 
/3のt=0における（すなわち事前の）分布を，その期待値/3oと分散 V。の正規
分布と想定しよう。記号で表すと下記の通りである。
/3~N (/3,。,v。) (13) 
故に fJの事前密度はつぎのように表される。
p (fJ) = (2冗V。)一i12exp[一位只門 (14) 
(12)式と (13)式の積は下記のようになる（付録B, [B』を参照）。
P(/3)•L(y; /3) = 19_w』,2-T., 12 exp [予｛込土伝享+~泣~}]
exp [ =z日(f―2合y/+/Ji。分。ー 1吼 (/Ji。v。-1+(f―2因Xt沿｝］
ただし約と住は
38 
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T 
巧三（び―2kx/+v。→)一1
/=l 
T 
仕三針(/3,。V。-1+(j―2~X凸）
t=I 
と定義される。
(15)式を書き換えて
p (y, /3)三 p(/3) • L (y ; /3)
=A・exp [二号己泣=]
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(16) 
(17) 
(15') 
と表現した後に（ここに Aは (15)式最右辺のうち'/3を含まない分数部分），
/3の全領域にわたり p(y, /3)を積分すると，
P(y)三 f_: P (y, /3) d/3 
=A J_:exp [―呈召鱈]d/3 
= vT112•exp [ぅ月(1―2因吋十f3。%-1-/3r (/Ji。V。-1+(1―2因Xt.Yt)} ] 
(2冗が）T/2v,。1/2
(18) 
になる（付録B, [B且を考慮）。最後に (15) と (18)をベイズの公式 (11)
ヘ代入すると，
P (/3 I y)=P(f3)L(y; /3) P(y) 
＝（三）ーi12exp[ _!J}_え止］ (19) 
が得られる。 (19)式は任意の正整数Tについて成り立つので，特に T=1の場
合には，それは
P(/31 Y1)=(21tv1)-1'2exp [一姐云~]
になる。ここにひと /31はつぎのとおりである。
(19') 
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V1三(q-2が十V。→)一I= V。び
2 
V。Xげ＋が
/J1三 V1(/3,。v。-1十び―2ふY1)=/3, ぷ +v。ふY1
V。幻＋が
従って，一般に t-l期 (t=1, 2, …）のfJの事前分布を
{J~N (/Jt-1'V1-1) 
と想定すれば，次期 tにおける事後分布は
P ({J I Yt)= (2皿）一i12exp[―堡己門
になる。ここにfJの平均f3tと分散叫ま
f3t= 
-/3t-lが十V←1岱 t
Vt-Iが＋が
Vtニ Vt-Iが
Vt-1X/+が
(16') 
(17') 
(20) 
(21) 
(22) 
(23) 
である。次期の状態変数Xtの絶対値が大きいほど'/3の事後的分散 Vtが小さく
なることを， (23)は含意している。 (21)は期待値f3tと分散 Vtの正規分布の密
度関数であり，これを t期の f3の事前分布と想定することによって，線形モデ
）レ
Yt+I = /3Xt+I + E:t+I (24) 
における母数/3のt+1期での事後分布は， (21)式を 1期進めた形になると考
えられる。
4. ベイズ推定に基づく最適政策値の算定
異時点間の最適化の簡単な場合として， 2期間のそれを考え，形として Raus・
ser (1978)のモデルを用いる。それは2変数の状態方程式
Yt=f3x1+e1 (t= 1, 2) 
が満たされるという制約のもとに，
40 
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1 L (y叶ーが） (26) 
,~1 2 
の期待値を最小にするような政策変教ふの値を求める問題である。ここに Ytfま
状態変数であり，叫ま (IO)式でのそれと同じ性質を備えた誤差であるので，
ct~N(0, が） (27) 
そして母数f3の t=0における事前分布は (13)と同様であると想定される。す
なわち
fJ~N (/3,。,v。) (28) 
状態変数Y1の情報が得られると， f3はベイズの推定法により，その事後分布が
求められ，前節での (20) に従って，それは
{3~N (/31, ひ） (29) 
になる。 /31とV1は (17') と (16') にそれぞれ示されている。
当面の 2期間最小化問題にダイナミック・プログラミング (D.P.)の方法を
適用すると，まず最終期 (2期）のみで，その目的関数の期待値
1 ]2=E (y2十ーが）2 
(30) 
をとり，これを最小にするような政策値均を算定する必要がある。 (D.P. につ
いては村田 (1995)を参照。）その際に，
Y2 =f3Xi十E2,E/3 = /31, Es2 = 0 (31) 
を考慮に入れなければならない。従って］孔まつぎのようになる。
1 
]2 =E (/3.X-i十E:2十ーが）2 
1 =/J必＋ーが2 
故に極値条件
悶=f]三 =O
(30') 
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によって，最適な石は
Xi*=ー /J1 (32) 
と求められる。 Xi*を(30')式の均へ代入した］孔ま，その最小価値関数であって
1 が＝ー炉＋ー炉＝ー一1 炉2 2 (33) 
になる。
つぎに 1期に遡って，その期の目的関数の期待値を］！と記すと．
l1=E(y1+½ が+]2*) (34) 
である。かに (33)を代入するときに， /31は (17')の表現に変わらなければな
らないので，
l1=E [ Y1+½ が一½(竺髯詈）］ (34') 
になり，さらに
Y1 = f3.ふ+E1, E/3= /3,。Eが＝が (31')
を考慮に入れるので，J汁ま下記のように整理される（導出の過程は付録B,[B』
を参照）。
J,=f3.。X→-xi2-½[A訊+ (VoX~~:』 2 が］ (35) 
この］！を最小にするようなX1を求めるには， Aをxdこついて微分してゼロと置
くという，通常の極値条件の求め方が考えられるが，その方法で最適なX1を代
数的に解くことは不可能である。そこで (35)式右辺の第3項をX1= -f:J,。の近
傍においてテーラー展開して， 1次の近似式へ変換する（詳細は付録B, [B.] 
を参照）。かくして (35) のAの近似式はつぎのようになる。
]1=虹+½が一ふ(f:J,。2十刀覧？砂）+ (~ 叫店仰；門 (x1+f:J,。)
(36) 
42 
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このJ1を石について微分してゼロと置くと，最適なふの値が下記のように求め
られる。
x,*= V。2が(3i訊V。一が）f3。＿(/3,。2u。十が）3 ¢。 (37) 
(37)のふ＊は一¢。に或る値を加えた形をとるのに対して， (32)のXi*は一P1
に等しいという形をとる。後者は第2期のみの情報によって最適政策値を求め
たが，前者は第1期の政策値を算定するために，次期に予測される制御の数値
を学習しているところに違いがある。そのような学習(learning)の結果が(37)
式右辺の第1項に示されている。
2期間最小化という上述の簡単な最適政策値の算定例が意味するのは，異時
点間最適化の問題において状態方程式の係数をベイズ推定することが，最適政
策値に重大な影響を及ぼすという事実である。
(35)のAの近似式として (36)式は 1次のテーラー展開に止めたが，これ
を2次にまで伸張する方が正確であるので，それを実行すれば， (37)のふ＊よ
りも複雑な解が得られることはもちろんである。それを最後に記しておく。 (35)
のf1式右辺の第3項について 2次のテーラー展開による近似式を，ふ＝一氏の
近傍において求めると， Aは (36)式右辺へ，下記の (38)を加算した形となる
（付録B,〔B』を参照）。
1 2 u。2が(8炉V。が一3紺V。2_が）-(ふ十¢。)2 , 一ft • "'. (38) 
そして，そのJ1近似式をがこついて微分してゼロと置くことにより，得られる
ふの値はつぎのようになる（付録B,〔Be)を参照）。
か= uぽ（紺V。2_ず）
f D 2., I -2ヽ 4 I ., 2 -2 /0 D 2., -2'l D 4., 2 -4、/3。一/3o (39) 
(39)式右辺の第1項は次期への学習に基づく，そして第2項は今期の状態の
みに基づく，今期の最適政策値の構成要素である。
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付録A.基礎的統計用語
〔Aは不確実性を伴って将来起こると思われる事象 (event)をo として， Q
が起こる可能性を示す関数を P(w)と表し，これを 0 の確率 (probability)と
呼ぶ。
〔A』確率関数Pが満たすべき 4条件はつぎの①～④である。
①起こりうる事象を要素として，すべての要素を網羅する集合を基礎空間と
呼び，それを 0とすれば， P(O)= 1 
②0の任意の部分集合を Fとすれば， 1~P(F)~0 
③一つの要素も含まない空集合¢ の確率はゼロである。
④0のn個の要素Fi,F2・・・, 凡が互いに共通部分をもたないならば
P(F1 U F. 叫…uF. 砂=P(F1)+P(F2) +…+P(Fn) 
〔A』ある変数Yが実数a以下になる確率を p(y ;- a)と表すと，このyは確
率変数 (randomvariable)である。連続確率変数yが閉区間〔a,b〕に含ま
れる確率が
P(a;-;;y紅）＝パf(y) dy 
と表される関数f(y)をYの密度関数 (densityfunction) と呼び，それは
f(y)~O, J二f(y) dy= 1 
の性質を満たす。
〔A』統計学では標本 (sample)の特性を調べて，その標本が出てきた元の母
集団の特性を推定することが多い。母集団の特性値（例えば平均，分散とか回
帰式の係数）のことを母数 (parameter) と呼ぶ。
〔A砂Y1, Y2, …, ％を密度関数f(y; 81, ・・, 8,)からの無作為標本(random
sample)とする。ここに恥・・・， 8,1まこの密度関数の r個の母数である。 Yi,
…, Ynの観測値が与えられている状態において，結合（または同時）密度関数
(joint density function) 
L(y: 81, ・・, 8,)三H/CY;;8, …, 8,) 
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を母数0三（似…， Br) の関数とみなして，これを 0の尤度関数 (likelihood
fu_nction) と呼ぶ。それは与えられた標本y三(yi, …, Yn)における，異なっ
た0のもっともらしさを示すものである。
〔A以
を=Yt-f3. 幼 (t=l, ・・, n) 
を考えよう。ここに c:1ま相互に独立で，期待値ゼロ，分散がの正規分布に従う
確率変数であると想定する。すなわち
c:1~N(0, が）
その密度関数は次式で与えられる。
氾）= (2冗が）一i12 exp [丘1ei2]
a空間より Yt空間への変換により
I (yt ; /J) =I (Et) I羞I=1<叫（鸞=1) 
を得るので，その尤度関数は
n n 
L(y1, …, Yn ; /J) = I f (Yt ; /J) = I f (Et) 
になる。
付録B.式の導出
〔B』
1=1 /=I 
= (2n<J"2)一n/2exp[裏1記］
= (2冗が）一nt2exp[~I (yt—鱈］
上砂(yt-f3. 年＋位退~=占（知+132~がー 2f3~x⑳ +/32 + f3.。2_ 2/3/3,。
0'2 V。 O 'V。
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＝が（戸＋亨）ー2p(A。戸＋号）＋釘V。→+~ 
=(flー (3。 vご＋パ―2~Xt.Ytr(U。→＋寧碑_(μ町+<t-2~Xt.Y炉
V。→+ rr-2~x/ rr2) +紺V。-1十が V。→+ rr-2~ が
= (/3一Pr)2炉＋烈＋紺V。→(A。戸＋翠）
〔B』 正規分布の密度関数の性質により
J・(2叩）一'"exp[一竺ぎld,B~I 
-co 
〔B』
-1 ]2*=― (v。Xi2 + <f2) -2 [~。2X12(A。x1+E1>2+2A。V。(1'2ふ(A。ふ+E1)+,Bi。2<J'4]
2 
1 E]2*=ニー (i;。が＋が）一2(r;。2が(/Ji。2が＋が）+2紺 V。がが十¢。2ず］
2 
〔B』
-1 ＝一(v。が＋が）一2[紺(v。が＋が）汗(u。x,<1)2]
2 
＝予[A訊＋（ここ壮］
g(x1)三訃（紺+(vご虐:)2) を一¢。の近傍において 1次のテー
ラー展開を行う。すなわち
g (x1) =. g (-A。)+g'(-/Jo) (x1 +A。)
g'(ふ）＝―-1 2 〔耐x,が(u。が十が）ー 2u。3X13が〕2 n nヽn
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故に
[B』
故に
X13V。3(12ー X1V。2ず
(u。が＋が）3
g(-/Ji。)+g'(-/3,。） (ふ+/3,。）
＝訃(p,。 2十麟）＋（冗ご召~oゲ） (x, + /3,。）
1 
2 
-g"(-/3,。)(x1 + /3,出を求めればよい。 g'(ふ）より
g"(ふ）
＝ 
(3が V。3が一v訊ず） (u。が+<r2) -6u。ふ(x13u。3<!2ー ふV。2ず）
(u。が＋が）4
(8xi2u。ゲー 3X14U。2_ず）v。2が
(u。が＋が）4
g"(-/3,。)＝ (8(3, 訊Vo<f2-3紺 V。2_が）v。2が(f3o 2v。十が） 4
[B』
]1の一f3。の近傍での 2次の近似式から， X1を含む項だけを残した式を1と記
すと，それは
]1 =/3, 必＋ーが＋
1 /3,。V。2が(<12_/3i。渇）
2 (/3, 討V。十が）3 X1 
＋ (8ft。2u。ゲー 3ft。4u。2_ず）v。2が2 (/3,。分。十が）4 (x, + /3,。）2
となり，］をx,について微分してゼロと置く。
0 =/3,。十Xげ/3。V。2が（が一紺V。) v訊が(8ft。2u。が一3ft。4u。2ーず）＋ (/3,。2Vo+ <1が (/3,。2Vo+が）4 (x, + /3,。)
この式をがこついて解くと，その解として (39)のx,**が得られる。
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付録c.多変量の線形モデルのベイズ推定
いま Xi, Xi, …，．称をK個 (K<T)の説明変数とする線形モデル
Y1=/J必1+/3.必 1+…+/JK珠t+ Et (t = 1 , 2 , …， T) (C 1) 
を考える。 Qは期待値ゼロ，分散が（これを既知と想定）の正規分布に従う誤
差である。
、、??
…
? ?
?
???
、、??…?
? ??，?
、、?
…
?
．???
． ． ． ?
?
?
?…
?
?
?
?
?
?，
ヽ~
?
、、
ー
?
?…
??
??
?
、
、 ?
???
?
?
???―?
(C 2) 
と書き換えられ， yが与えられている状態における母数f3の尤度関教はつぎの
ようになる。
L(y ; /3)= (2冗が）一T12exp[ ;) (y -x/3)'(y -x/3)] (C 3) 
他方'/3の事前分布 (t=0における）を，期待値f3。と共分散行列V。の正規分
布であると想定すると，その事前密度は
p (/3) = (2冗）一K121Vo 1-112exp [-z 1 (/3―/3。), v;。→(/3―/3。)] (C 4) 
である。従って (C3)式と (C4)式の積は
P (/3) L (y ; /3)= (2冗）一<T+KJ12<J'-TI Vo1-12 • exp [ユ田(y-x/3)'(y-x /3) 
2 
+ (/3―/3。）叩(/3―/3。)}] (C5) 
になる。 (C5)式右辺の exp[ ]の［ ］内は
予{(/3―/31), Vi戸 (/3噸）+<Jー2y'y+/3,。,v;。-I/3,。―/3i'v;-1/31} (C 6) 
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と整理することができる。ただし v;と/31は下記のように定義されている。
v;三(f―2x'x+v; 戸）→ (C 7) 
/31三 V1(<t―zx'y+ v;,-'/Jo) (C 8) 
(C 6) を (C5)へ考慮しながら計算すると
P(y)三仁P(/3) L (y ; /3)d /3
= (2冗が）ー T'2I Vo1-12 I ViI 112• exp [予炉y'y+/3,。'v;,-13,。-/31'Vi戸釦］
が得られる。かくして最後にBの事後分布は
P(/31 y) = P(f3)L(y; /3) P(y) 
= (2冗）一K121Vi 1-112exp [才(/3吼）＇炉 ({3-船] (C 9) 
になる。 (C7), (C 8)と(C9)はそれぞれ本文の中の (16'), (17')と(19')
に対応する。
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