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Abstract 
Abundant examples of complex transaction­oriented networks (TONs) can be found in a variety of 
disciplines, including information and communication technology, finances, commodity trading, and real 
estate. A transaction in a TON is executed as a sequence of subtransactions associated with the network 
nodes, and is committed if every subtransaction is committed. A subtransaction incurs a two­fold overhead 
on the host node: the fixed transient operational cost and the cost of long­term management (e.g. archiving 
and support) that potentially grows exponentially with the transaction length. If the overall cost exceeds the 
node capacity, the node fails and all subtransaction incident to the node, and their parent distributed 
transactions, are aborted. A TON resilience can be measured in terms of either external workloads or 
intrinsic node fault rates that cause the TON to partially or fully choke. We demonstrate that under certain 
conditions, these two measures are equivalent. We further show that the exponential growth of the long­term 
management costs can be mitigated by adjusting the effective operational cost: in other words, that the 
future maintenance costs could be absorbed into the transient operational costs. 
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Introduction 
 
Distributed transactional computer and communication systems have been extensively studied over the 
course of the past two decades [1, 2]. Research ranges in scope and size from compact storage area 
networks [3] to large­scale distributed databases [4]. Since then, the concept of a transaction­oriented 
network has been generalized to embrace financial [5], supply [6], trade [7], trust  [8], and even social 
networks. Transaction­oriented networks provide atomic, consistent, isolated, and durable execution of 
operations. They support scalability, fault tolerance, reliability, and predictability [9]. Unfortunately, the 
distributed nature of TONs also makes them vulnerable to targeted and random attacks [10, 11]. 
 
An inevitable attribute of a distributed transaction is its execution cost (which could be expressed in terms 
of time, electric power, produced heat, CPU cycles, memory/storage requirements, manpower or even 
directly in monetary amounts). The costs are associated both with executing and committing (or aborting) a 
transaction and with delayed maintenance costs (such as auditing, archiving, warranties, and other legal 
support). High execution and management costs may, on one hand, make transactions prohibitively 
expensive and, on the other hand, overload and even fully disable (choke) the network. 
 
The goal of this paper is to study the effect of both aspects of transaction costs on the overall network 
performance. For this study, we chose a stylized version of a network where nodes process generic 
transactions requiring certain capacity and processing time. We particularly focus on the possibility of 
converting the delayed costs to the direct upfront costs, since such conversion would greatly simplify further 
network analysis. 
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Our results have been partially presented at the High Performance Computing Symposium, San Diego, CA 
[12]. The new contribution of this paper includes: 
 
1. the introduction of a new transaction cost model that has a one­time upfront and a recurring 
long­term component; 
2. the introduction of a mechanism for transforming the long­term costs into upfront direct costs. 
 
The paper is organized as follows: in the first section, we describe the new network model; in the second 
section, we present a summary of previously published results from [12] and present and discuss the new 
simulation results; finally, in the third section we propose a cost flattening mechanism. 
Model Overview 
 
In this paper, we simulate and discuss a random Erdős­Rényi transaction­oriented network [13] that 
consists of N=1000 identical nodes connected by d N (N­1) links (that is, the network density is d). Each 
network node represents an entity that can simultaneously execute up to C independent subtransactions. 
Each subtransaction takes time τ0 to complete (the time does not depend on the total load on the node). 
The network is simulated for the duration of S=36,500 time steps. 
 
Each node is also a potential transaction source and sink. During the simulation, transactions are injected 
uniformly across the network. The delays between subsequent transactions are drawn from the exponential 
distribution E(1/r), where r is the mean injection rate. 
 
All transactions injected in the network are distributed. A master transaction T consists of L=10 
subtransactions Ti (i=1...L). A master transaction is committed if all its subtransactions are committed. 
Alternatively, the transaction is aborted. 
 
Transaction routing uses an opportunistic routing strategy: the node for the next subtransaction is chosen 
uniformly at random from all neighbors of the current node. If the next node is disabled, then another 
neighbor is chosen. It is possible for the next subtransaction Ti+1 to be executed by the same node as the 
previous subtransaction Ti­1 (but not as the current subtransaction Ti). If all neighbors are disabled, the 
subtransaction and the corresponding master transaction are aborted. 
 
A network nodes can become disabled either by overloading (when the actual load at a node reaches or 
exceeds its capacity C) or by random internal faults that are injected after an initial delay drawn from the 
exponential distribution E(Tf). A node shutdown in a computer or communication network or in a distributed 
database can be caused, e.g., by overheating [14] or thrashing (excessive swapping to the secondary 
storage [15]), and in a financial network, a shutdown may correspond to or be a consequence of a 
bankruptcy procedure [16]. 
 
Initially, all nodes in a network are alive and can perform their tasks. Once disabled, however, a node is not 
restarted and remains disabled for the rest of the simulation run (we speculate that recovery may not be 
feasible or even possible, especially in  in autonomous unmanaged networks). 
 
There is a cost model associated with our distributed transactions. A subtransaction incurs a two­fold 
overhead on the host node of every subtransaction: the fixed transient operational cost Ψ0 and the long­term 
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management (e.g., archiving and support) overhead ΔΨ=Ψ0 (αi­1­1), where i=1..L is the subtransaction index 
and α is a long­term impact factor. The case of α=1 corresponds to no long­term management costs, and 
the case of α<1 corresponds to discounted execution. The total cost of a committed transaction is, 
therefore, given by the following equation: 
 
.Ψ α Ψ = ΣLi=1 0 i = Ψ0 α−1α −1
L (1) 
 
The overall incurred overhead at every node continuously and exponentially decays over time. In our 
simulations, we calculate the decay using a discrete approximate equation: 
 
.(Q, ) (Q, ) eΞ t = Ξ tD −(t−t )/HS (2) 
 
Here, t is the current time, tD is the time when the decay was calculated most recently, Ξ(Q,t) is the 
cumulative cost of all subtransactions at node Q at time t, and H is the decay time. For most calculations 
presented in this paper, H=30 τ0. 
 
An alternative interpretation of the transaction cost is a risk associated with the transaction. This 
interpretation is especially vivid for financial and real estate networks. 
 
The network simulator has been implemented in C++ using a discrete event simulation package developed 
at the Mathematics and Computer Science Department of Suffolk University. 
Simulation Results 
 
The goal of the simulation was two­fold: 
 
1. To study the TON’s resilience with respect to external and internal factors; 
2. To investigate if and how long­term transaction management costs can be converted to one­time 
upfront transaction execution costs. 
 
Some of the following results were presented at the  High Performance Computing Symposium, San Diego, 
CA [12].  A transaction­oriented network can be failed externally, by overloading, and internally, by randomly 
or systematically failing the individual nodes. We simulated external overloading by starting with a fully 
functional network and gradually increasing the transaction injection rate r from 0 to r0 until at least 10­6 of all 
injected transactions end up aborted. Borrowing the terminology from superconductor digital 
microelectronics [17], we say that the network in a superconductive (almost fully conductive) mode when 
r<r0. As we continue increasing r, the fraction of the aborted transactions monotonically increase, until at 
some rate r1 the network chokes and transgresses from the resistive (barely conductive) mode to the 
dielectric (non­conductive) mode. We define ρ0=r0/r1. 
 
Alternatively, a network may choke because too many of its internal nodes choke. To simulate internal 
failures, we start with a fully functional network at the border between the superconductive and resistive 
modes (r=r0). At the fixed injection rate, we start failing random nodes after random delays (a failed node is 
never repaired). Naturally, this brings the network to the dielectric mode once again. We define m0 to be the 
smallest fraction of failed nodes that cause the network to choke. Finally, the network can be brought to a 
halt by simultaneously increasing the injection rate from 0 onward and failing random nodes. 
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.Figure 1. Resistive­to­dielectric critical transaction injection rate r1 vs the transaction cost parameters α and 
Ψ0 
 
We define two transaction­oriented networks to be behaviorally equivalent if they have the same values of r0, 
r1, and possibly m0. Two behaviorally equivalent networks start failing and fail under similar external 
conditions. We determined that there is a very strong correlation, bordering a functional dependency, 
between r0/1 and node capacity C and network density d: 
 
.(C )r0/1 ≈ A0/1 −2 β0/1 (3) 
 
The exponents β0/1 for the dense networks are ~2, and they tend to 1 as d tends to 0. Perhaps a more 
unexpected result is that the relationship between the network resilience parameters m0 and ρ0 is almost 
linear, with the slope of ­1. That is, tolerating additional superconductive traffic Δρ0 is almost equivalent to 
disabling extra network nodes Δm0 due to the internal faults: 
 
.ρ − mΔ ≈ Δ 0 (4) 
 
Moreover, for a fixed node capacity C and transaction length L, there is a very strong correlation, bordering a 
functional dependency, between r0, r1, and m0: 
 
, r0 ≃ a(√b2 + r21 − b) (5) 
.m  m0 ≃ Δ − (Δm )− 1 √1+ (ρ /λ)0 2 (6) 
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Figure 2. Relative cost of transaction flattening for different transaction lengths as a function of α. 
 
Here, a≈1, b≈3...7, Δm≈1...1.5, and λ≈0.1...0.4 are fitting parameters that are slow and almost monotonous 
functions of L. We can, therefore, use only one of the three network resilience measures to establish 
behavioral equivalence between two networks that have the same configuration in terms of density d, node 
capacity C, and transaction length L. In other words, if one knows r1, then r0 and m0 can be reasonably 
faithfully estimated from the equations (5) and (6). 
 
Having established r1 as the sole measure of TON resilience, we proceed with simulating the network with 
fixed  d, L, and C, but with different transaction cost parameters Ψ0 (operational transaction cost) and α 
(long­term impact factor). 
Flattening Transaction Costs 
 
Figure 1 shows the logarithm of the resistive­to­dielectric critical injection rate r1 as a function of the 
transaction cost parameters Ψ0 and α for a TON with L=10, C=10, and d=0.5. Since r1 is limiting the 
performance of the network, it is beneficial to keep it as high as possible. The higher values of r1 correspond 
to lower execution costs Ψ0 and lower values of the long­term impact factor α. Interestingly, the Figure 1 
shows that the long­term attenuation of transaction management costs (α<1) is good for the network and 
results in higher r1 almost regardless of the initial execution cost Ψ0. 
 
Any horizontal cross­section of the surface in Figure 1 represents a family of behaviorally equivalent TONs, 
that is, of networks that sustain (almost) identical transactional traffic and differ only in the cost parameters. 
We speculate that the equation of the cross­section in the α­Ψ0 coordinate system is given by the following 
equation: 
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Figure 3. Prime long­term impact factor α’ vs transaction length L 
.n  (Ψ ) (α )  l (r )1 ≃ A  0 BΨ( +δα 2 + γα2)Bα + c (7) 
 
Eq. (7) represents a generalized hyperbola. For fixed C and d and for realistically long transactions (L>3), 
some fitting parameters from the equation are almost constant in L: BΨ≈0.9, γα≈1, and δα≈­0.4 (χ2>0.965 for 
all L between 2 and 16). The other three parameters either monotonically decrease with L (c≈5.5→1.3) or 
monotonically increase with L (A≈­1.8→­0.0002, Bα≈1→15). This is consistent with the common sense 
observation that for longer transactions, the long­term management costs have higher impact on the network 
performance than for the short transactions. 
 
An equation for r0 differs from Eq. (7) only in the values of the fitting parameters. 
 
The case of α=1 correspond to a “flat” transaction, that is, a transaction with no long­term management 
costs (or discounts). For a “flat” transaction, for any feasible injection rate ln(r1)≤c, Eq. (7) can be solved with 
respect to Ψ0: 
 
. Ψ′0 =√BΨ
c−ln(r )1  
−A (1+δ ) +γ( α 2 2α )
Bα (8) 
 
Here, Ψ0’ is the efficient upfront “flat” transaction execution cost that yields a TON behaviorally equivalent to 
the original TON, but with no additional long­term management costs. We suggest that via Eq. (8), any TON 
(α, Ψ0) with progressively surcharged or discounted subtransactions can be transformed into a normalized 
TON (1, Ψ0’) with a flat subtransaction cost. 
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The Price of Flattening 
 
Let ψ be the relative cost of transaction flattening, that is, the ratio of the original transaction cost Ψ, given 
by Eq. (1), and the cost of the corresponding normalized transaction LΨ0’ from Eq. (8): 
 
.ψ = Ψ (α −1)0
L
Ψ (α−1)L10
(9) 
 
For a transaction with no long­term costs (α=1), the flattening cost ratio is ψ=1. The flattening process 
reduces transaction costs only if ψ>1. Figure 2 shows the dependence of ψ on α for a network with fixed 
C=10 and d=0.5 and various transactions lengths L. We observe that each curve corresponding to a network 
with a certain transaction length has a peak above 1, but the peak is either significant and on the left of α=1 
(for longer transactions L≥12) or barely visible and on the right of α=1 (for shorter transactions L≤11). In other 
words, it is somewhat profitable to flatten the costs of shorter transactions with long­term discounts, barely 
profitable to flatten shorter transactions with long­term expenses, and not profitable to flatten the costs of all 
other transactions. We observe that the position of the peak α’ is an equivalent of prime rate [18], because 
the corresponding cost attenuation/amplification ensures the best cost flattening gain (Figure 3). 
Conclusion 
 
We modeled and simulated a homogeneous, random Erdős­Rényi transaction­oriented network (TON) of 
general­purpose processing nodes with opportunistic routing. Every subtransaction of a distributed 
transaction has a constant execution (processing) cost and a progressively increasing/decreasing long­term 
management (e.g., archival or legal support) cost. A network node has a finite capacity: when the aggregate 
cost of all incident subtransactions exceeds the capacity, the node terminates. A node can also 
permanently fail due to an internal error. We assume that an external network user is interested, in the first 
place, in the critical transaction injection rates that (a) cause at least some transactions to fail over the 
simulation run or (b) cause the network to choke over the simulation run, and (c) in the critical internal node 
failure rate that causes the network to choke over the simulation run. We demonstrated that under this 
assumption, the network cost model can be adjusted, without affecting the resilience measures (a)­(c), to 
nullify long­term cost attenuation/amplification and absorb the progressive management costs into flat 
upfront processing costs. The flattening procedure can be used to reduce the intrinsic TON complexity, 
streamline TON operations, and simplify reasoning about the TON (including its mathematical and 
computational models). 
References 
 
1. H. Vogler, T. Kunkelmann, and M.­L. Moschgath, “Distributed transaction processing as a reliability 
concept for mobile agents,” in Proc. Sixth IEEE Computer Society Workshop on Future Trends of 
Distributed Computing Systems, pp. 59­64, October 1997 
2. G. Weikum, G. Vossen, Transactional information systems: theory, algorithms, and the practice of 
concurrency control and recovery, Morgan Kaufmann, 2002 
3. E. Mafla and B. Bhargava, “Communication facilities for distributed transaction­processing 
systems,” Computer, vol. 24, no. 8, pp.61­66, August 1991 
7 
4. J. Han, M. Song, and J. Song, “A Novel Solution of Distributed Memory NoSQL Database for Cloud 
Computing,” in Proc. IEEE/ACIS 10th International Conference on Computer and Information 
Science (ICIS), pp. 351­355, Sanya, China, May 2011 
5. A. Haldane, “Rethinking the financial network,” Speech delivered at the Financial Student 
Association, Amsterdam, April 2009 
6. R. Lamming, T. Johnsen, J. Zheng and C. Harland, “An Initial Classification of Supply Networks,” 
International Journal of Operations & Production Management, vol. 20, no. 6, pp. 675­691, 2000 
7. J. He and M.W. Deem, “Structure and Response in the World Trade Network,” Physical Review 
Letters, vol. 105, no. 19, p. 198701, 2010 
8. J. Golbeck, B. Parsia, and J. Hendler, “Trust Networks on the Semantic Web,” Springer, 2003 
9. A. Tanenbaum and S. van Maarten, “Distributed Systems,” Prentice Hall, 2002 
10. R. Albert, H. Jeong, and A.­L. Barabasi, “Error and Attack Tolerance of Complex Networks,” Nature, 
vol. 406, no. 6794, pp. 378­382, 2000 
11. L. Gallos, R. Cohen, P. Argyrakis, A. Bunde, and S. Havlin, “Stability and Topology of Scale­Free 
Networks under Attack and Defense Strategies,” Phys. Rev. Lett., vol. 94, May 2005 
12. D. Zinoviev, H. Benbrahim, G. Meszoely, and D. Stefanescu, "Simulating Resilience in 
Transaction­Oriented Networks," in Proc. High Performance Computing Symposium, pp. 714­718, 
San Diego, CA, April 2013 
13. P. Erdős and A. Rényi, “On Random Graphs. I,” Publicationes Mathematicae, 6, pp. 290­297, 1959 
14. S. Mishra and P. M. Khilar, “Heartbeat­based error diagnosis framework for distributed embedded 
systems,” Proc. SPIE 8349, Fourth International Conference on Machine Vision (ICMV 2011): 
Machine Vision, Image Processing, and Pattern Analysis, pp. 834935­834935, January 2012 
15. Y. Xie and G. H. Loh, “Scalable Shared­Cache Management by Containing Thrashing Workloads,” 
High Performance Embedded Architectures and Compilers, Lecture Notes in Computer Science, 
vol. 5952, pp 262­276, 2010 
16. D. MacKenzie, “Pattern behind the shutdown,” New Scientist, vol. 220, no. 2398, pp. 8­9, 2013 
17. P. Bunyk, K. Likharev, and D. Zinoviev, “RSFQ technology: Physics and Devices,” International 
Journal of High Speed Electronics and Systems, vol.11, no.1, pp. 257­302, March 2001 
18. Federal Reserve Bank of San Francisco, “What is the prime rate, and who borrows at that interest 
rate?” http://www.frbsf.org/education/publications/doctor­econ/2005/june/prime­interest­rate 
(accessed May 27, 2014). 
 
8 
