In cognitive radio, one of the main challenges is wideband spectrum sensing. Existing spectrum 4 sensing techniques are based on a set of observations sampled by an analog/digital converter (ADC) at the 5 Nyquist rate. However, those techniques can sense only one band at a time because of the hardware limitations 6 on sampling rate. In addition, in order to sense a wideband spectrum, the band is divided into narrow bands or 7 multiple frequency bands. Secondary users (SU) have to sense each band using multiple RF frontends 8 simultaneously, which results in a very high processing time, hardware cost, and computational complexity. In 9 order to overcome this problem, the signal sampling should be as fast as possible, even with high dimensional 10 signals. Compressive sensing has been proposed as one of the solutions to reduce the processing time and 11 accelerate the scanning process. It allows reducing the number of samples required for high dimensional signal 12 acquisition while keeping the important information. Over the last decade, a number of papers related to 13 compressive sensing techniques have been published. However, most of these papers describe techniques 14 corresponding to one process either sparse representation, sensing matrix, or recovery. This paper provides an in 15 depth survey on compressive sensing techniques and classifies these techniques according to which process they 16 target, namely, sparse representation, sensing matrix, or recovery algorithms.It also discusses examples of 17 potential applicationsof these techniques including in spectrum sensing, channel estimation, and multiple-input 18 multiple-output (MIMO) based cognitive radio.Metrics to evaluate the efficiencies of existing compressive 19 sensing techniques are providedas well as the benefits and challenges in the context of cognitive radio networks.
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From equations (1) 
149
The restricted isometry property is a property that characterizes orthonormal matrices. A matrix that satisfies this 150 property in order k implies that 151 
163
The coherence of the sensing matrix can be defined also asμ Φ , which represents the largest value of 164 correlation between any two normalized columns of Φ, μ Φ is given as 
199
Gaussian or Bernoulli matrix, deterministic matrix, random convolution matrix, and discrete cosine transform.
200
These sensing matrices are described and compared in 
248
Matching pursuit algorithm permits to recover the signal by decomposing it into a linear expansion of waveforms 249 selected from a dictionary. It consists in selecting a column from A that maximizes the inner product of the 250 current residual. Firstly, the vector that corresponds to the longest projection of x is selected from the dictionary.
251
Secondly, the signal x is orthogonalized by removing any element of the selected vector from x to get the residual 252 of x, that has the lowest energy. Then, the two previous steps are repeated to the remaining of the dictionary in an 253 iterative process until the residual norm is low than a threshold c. The residual norm of x after t steps, denotes r t ,
254 satisfied 255 ‖r ‖ c √t ( 1 1 )
256
Orthogonal matching pursuit algorithm is inspired from matching pursuit algorithm by removing not only 257 elements of the selected vector from x, but also from the basis before repeating the process. It is proved that 258 orthogonal matching pursuit presents best results solution than matching pursuit, but it is more expensive. GOMP 259 algorithm is the generalized version of orthogonal matching pursuit technique. It consists of selecting multiple 260 indices in each iteration instead of one.
261
Greedy techniques are known as the faster techniques to recover a sparse signal. However, the recovered signal 262 has been shown to be not optimal, and cannot be considered as the exact recovered signal [68] . 
299
Random demodulator is an acquisition scheme, known also as the analog to information converter [31]. Its 300 architecture is illustrated in Fig. 5 . This technique assumes that the original signal is sparse in some domain. It is 301 a multiplication block followed by a pass-low filter, in which the signal is modulated by multiplying it by a high where y is the compressive measurements that contain only the significant information for detection, n is the 353 additive white Gaussian noise, Ω is a known sensing matrix (M*N) with (M<<N), S is the signal to be detected, is used as an acquisition system for spectrum sensing in cognitive radio without reconstructing the signal at the 377 receiver, which is known as compressive signal processing. The authors argue that since the main objective of 378 spectrum sensing is to sense the spectrum and decide about its state, it is not necessary to recover it after sensing 379 and analyzing it. According to these authors, this objective is achieved based only on compressed measurements.
380
The spectrum sensing problem is then reformulated based on known sensing matrix and required signal 381 knowledge to determine the channel availability.
382
In [94], a robust cyclic compressive sensing technique is proposed for spectrum sensing in order to exploit the 383 cyclic sparsity to reconstruct the sparse 2-cyclic spectrum using 1 
481
However, a few papers investigated the impact uncertainty due to the noise in measurements. Thus, there is a 482 great need for investigating and developing practical compressive sensing techniques that can deal with the 483 imperfections of real networks. In addition, dealing with real signals involves non-linear signals, which is 484 another issue that limits the application of compressive sensing for non-linear measurements [82] . Furthermore,
485
hardware implementation of compressive sensing is also one of themain limiting challenges due to a number of 486 problems, including synchronization, calibration, and the uncertainty in measurements [82, 113] .
487
Research shows that it is not easy to select which compressive sensing technique to apply for a specific 488 application since efficient and complex techniques require great deal of processing time [82, 113] . Indeed,
489
compared to the other alternative acquisition and recovery techniques, compressive sensing approach is 490 characterized by its efficiency in sampling high dimensional signals below Nyquist rate, which makesthe 491 spectrum scanning faster that spectrum sensing techniques. It can also recover signals from few measurements 492 with high efficiency and with low recovery errors. Designing fast ADCs is yet another solution for signal 493 sampling in terms of hardware. However, ADCs are costly and they capture all the signal, which makes them 494 slow and not efficient compared tothe compressive sensing solution.
495

Conclusion 496
In this paper, we have provided an in depth review of existing compressive sensing techniques. These 497 techniques were classified in categories according to the involved process: sampling matrix and recovery. We
498
have also provided an overview of metrics for evaluating the efficiency of these techniques. A comparison of 499 several compressive techniques was given and discussed. In addition, major applications of compressive sensing 500 have been discussed such as spectrum sensing, channel estimation, and MIMO based cognitive radio.
501
Compressive sensing is a promoting tool for the next generation of communication systems. However, it still 502 faces a number of challenges. For example, in cognitive radio applications, compressive sensing faces considerable challenges to be conducted by researchers such as hardware design, application in real time 504 systems, and cooperative and realistic scenarios. For sparsity representation, the challenge resides in how to 505 demonstrate the sparsity of a given signal and how to transfer it to sparse when it is necessary. For sampling 506 matrix, the challenge is to determine the suitable sampling matrix and how to address the complexity in 507 hardware implementation. For reconstruction, the challenge resides in how to separate the target signal from 508 additional signals in multi-user multi-channel environments, where the channel powers and behaviors evolve 509 over time.
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