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We discuss the behavior of large ensembles of phase oscillators networking via scale-free topologies
in the presence of a positive correlation between the oscillators’ natural frequencies and network’s
degrees. In particular, we show that the further presence of degree-degree correlation in the net-
work structure has important consequences on the nature of the phase transition characterizing
the passage from the phase-incoherent to the phase-coherent network’s state. While high levels of
positive and negative mixing consistently induce a second-order phase transition, moderate values
of assortative mixing, such as those ubiquitously characterizing social networks in the real world,
greatly enhance the irreversible nature of explosive synchronization in growing scale-free networks.
This latter effect corresponds to a maximization of the area and of the width of the hysteretic loop
that differentiates the forward and backward transitions to synchronization.
PACS: 89.75.Hc, 89.75.Kd, 89.75.Da, 64.60.an,05.45.Xt
During the last fifteen years, network theory has
successfully portrayed the interaction among the con-
stituents of a variety of natural and man-made systems
[1, 2]. It was shown that the complexity of most of the
real-world networks (RWNs) can be reproduced, in fact,
by a growing process that eventually shapes a highly het-
erogeneous (scale-free, SF) topology in the graph’s con-
nectivity pattern [3]. Furthermore, such a SF degree dis-
tribution affects, on its turn, in a non-negligible way al-
most all the dynamical processes taking place over RWNs
[1].
Actually, and distinct from the degree distribution,
many other important properties account for the fine de-
tails of the structure of any RWN, mostly due to partic-
ular forms of correlation (or mixing) among the network
vertices [4]. The simplest case is degree correlation [5], in
which the network constituents tend to choose their in-
teractions according to their respective degrees. Remark-
ably, non-trivial forms of degree correlation have been
(experimentally and ubiquitously) detected in RWNs,
with social networks displaying typically an assortative
mixing (i.e. a situation in which each network’s unit is
more likely to connect to other nodes with approximately
the same degree), while technological and biological net-
works exhibiting a disassortative mixing (that takes place
when connections are more frequent between vertices of
fairly different degrees). Both an assortative and a disas-
sortative mixing are known to considerably affect the or-
ganization of the network into collective dynamics, such
as synchronization [6, 7].
Indeed, the most studied emerging collective dynamics
in SF networks is certainly synchronization [1, 8], as such
a state plays a crucial role in many relevant phenomena
like, for instance, the emergence of coherent global be-
haviors in both normal and abnormal brain functions [9],
the food web dynamics in ecological systems [10] or in
the stable operation of electric power grids [11–13]. In
particular, it has been recently shown that the transition
to the graph’s synchronous evolution may have either a
reversible, or an irreversible discontinuous nature. The
former case is what traditionally investigated in coupled
oscillators, where a second-order phase transition char-
acterizes the continuous passage from the incoherent to
the coherent state of the network [14, 15]. The latter,
instead, corresponds to a discontinuous transition, called
explosive synchronization (ES) [16]. Based on Kuramoto
oscillators, ES has rapidly become a subject of enormous
interest [16–21]. While originally it was suggested that
ES was due to a positive correlation between the natural
frequencies of oscillators and the degrees of nodes [16],
more recent studies have proposed unifying frameworks
of mean-field, where the effective couplings are conve-
niently weighted [19, 22]. Yet, only preliminary studies
exist on the effect of degree mixing on ES [23–25].
In this paper, we focus on ES of coupled phase os-
cillators in growing SF networks, and show that degree
mixing has important effects on the nature of the phase
transition characterizing the passage from the phase-
incoherent to the phase-coherent network’s state. In par-
ticular, we will show that assortativity has the effect of
enhancing the width and area of the hysteretic region as-
sociated to ES, thus magnifying the irreversible nature
of that transition. Actually, our evidence is that there is
an optimal level of assortativity in growing SF networks,
for which the area of hysteresis in ES is maximal.
To this purpose, let us start with considering a net-
2work of N coupled phase oscillators whose phases θi
(i = 1, ..., N) evolve according to the Kuramoto model
[14]:
dθi
dt
= ωi + σ
N∑
i=1
aij sin(θj − θi), (1)
where ωi is the natural frequency of the i
th oscillator.
Oscillators interact through the sine of their phase dif-
ference, and are coupled according to the elements of the
network’s adjacency matrix aij , being aij = 1 if oscil-
lators i and j are coupled, and aij = 0 otherwise. The
strength of the coupling is controlled by the parameter
σ, by increasing which one eventually (i.e. above a criti-
cal value of the coupling) promotes the transition to the
coherent state, where all phases evolve in a synchronous
way [14, 26].
Following the changes in the level of synchronization
among oscillators as the coupling strength increases is
tantamount to monitoring the classical order parameter
s(t) = 1
N
|
∑N
j=1 e
iθj(t)| [14]. Indeed, the time average
of s(t), S = 〈s(t)〉T , over a large time span T assumes
values ranging from S ∼ 0 (when all phases evolve inde-
pendently) to S ∼ 1 (when oscillators are phase synchro-
nized).
Typically, Eqs. (1) give rise to a second-order phase
transition from S ≃ 0 to S ≃ 1 for a unimodal and even
frequency distribution g(ω), with a critical coupling at
σc = 2/(pig(ω = 0)) for the case of all-to-all connected
oscillators [27], and σ′c = σc
〈k〉
〈k2〉 for the case of a com-
plex network with first and second moments of the de-
gree distribution, 〈k〉 and 〈k2〉 respectively [8]. However,
in the last few years it was pointed out that a different
scenario (ES) can arise, featuring an abrupt, first-order
like, transition to synchronization, and associated with
the presence of an hysteretic loop [16–20]. In this latter
case, the forward (from S ≃ 0 to S ≃ 1) and backward
(from S ≃ 1 to S ≃ 0) transitions occur in a discontinu-
ous way and for different values of the coupling strength,
this way marking an irreversible character of the phase
transition, which is of particular interest at the moment
of engineering (or controlling) magnetic-like states of syn-
chronization [20].
In the following, we concentrate on ES in growing SF
networks [3], when a microscopic relationship between
the structure and the dynamical properties of the system
is imposed, and we will investigate the influence on the
nature of that transition when node degree-degree cor-
relations are present in the network [5]. In particular,
and following the approach of Ref. [16], we will choose
a direct proportionality between the frequency and the
degree distribution (g(ω) = P (k)), implying that each
network’s oscillator is assigned a natural frequency equal
to its degree, ωi = ki, being ki the number of neighbors
of the oscillator i in the network.
As for the stipulations followed in our simulations, net-
works are constructed following the procedure introduced
in Ref. [28]. Such a technique, indeed, allows construct-
ing graphs with the same average connectivity 〈k〉, and
grants one the option of continuously interpolating from
Erdo˝s-Re`nyi (ER) [29] to SF [3] topologies, by tuning a
single parameter 0 ≤ α ≤ 1. With this method, networks
are grown from an initial small clique of size N0 > m, by
sequentially adding nodes, up to the desired graph size
N . Each newly added node then establishes m new links
having a probability α of forming them randomly with
already existing vertices, and a probability 1 − α of fol-
lowing a preferential attachment rule for the selection of
its connection. When the latter happens, we use a gen-
eralization of the original preferential attachment rule [3]
that includes an initial and constant attractiveness A for
each of the network’s sites, so that the attractiveness of
node i (the probability that such a node has to receive
a connection) is Ai = A + ki [30]. The result of the
above procedure is that the limit α = 1 induces an ER
configuration, whereas the limit α = 0 corresponds to a
SF network with degree distribution P (k) ∼ k−γ , with
γ = 2 + A/m (when A = m, γ = 3 and the Baraba´si-
Albert (BA) model is recovered).
It is well known that the BA model does not ex-
hibit any form of mixing in the thermodynamic limit
(N →∞). As for degree correlations, we quantify them
using the Pearson correlation coefficient r between the
degrees of all nodes at either ends of a link, that can be
calculated as in Ref. [5]:
r =
L−1
∑
i jiki − [L
−1
∑
i
1
2 (ji + ki)]
2
L−1
∑
i
1
2 (j
2
i + k
2
i )− [L
−1
∑
i
1
2 (ji + ki)]
2
,
where ji and ki are the degrees of the nodes at the ends
of the ith link, with i = 1, · · · , L. Actually, one has that
−1 ≤ r ≤ 1, with positive (negative) values of r quan-
tifying the level of assortative (disassortative) mixing of
the network.
In order to generate SF networks with given and tun-
able levels of degree mixing, we follow the strategy de-
scribed in Ref. [5]. After the network has been grown, we
choose a pair of links at random and monitor the degrees
of the four nodes at the ends of such links. The links are
then rewired in such a way that the two largest and the
two smallest degree nodes become connected provided
that none of those links already exist in the network (in
which case the rewiring step is aborted and a new pair
of links is selected). Repeating iteratively such a proce-
dure results in progressively increasing the assortativity
of the network, in that more and more connected nodes
of the network will display similar degree. Conversely, if
the rewiring is operated in a way to determine that the
largest (second largest) and the smallest (second small-
est) degree nodes are connected, the resulting network
becomes progressively dissasortative.
Therefore, we first generate a network of size N =
103 with a given mean degree 〈k〉 = 2m and slope γ as
described above. Then, we check whether this network
is uncorrelated, that is whether r = 0. If not (which
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FIG. 1. (Color online). Order parameter S vs. σ (see text
for definition) for the forward (solid curves) and backward
(dashed curves) transitions. Results refer to SF networks dis-
playing different levels of assortative (top panel) and disassor-
tative (bottom panel) mixing. Curves are colored accordingly
to the specific value of the parameter r (reported in the leg-
end of each panel). In all cases, N = 103, 〈k〉 = 6, γ = 2.4,
and natural frequencies are set to be ωi = ki.
is always the case due to finite size effects), we perform
the link rewiring procedure until the network is neutral
(i.e. with no degree correlations). Finally, we take this
network as our network of reference, and perform the link
rewiring procedure in order to produce an ensemble of
networks, each one having the same degree distribution,
but different values of the assortativity coefficient r.
Figure 1 illustrates the effect of imposing a degree mix-
ing on a growing SF network. Precisely, Eqs.(1) are simu-
lated on top of SF networks (N = 103, 〈k〉 = 6, γ = 2.4)
with assortative (top panel), or disassortative (bottom
panel) mixing. For each value of r, we monitor the state
of the network through the order parameter S by grad-
ually increasing σ in steps δσ (forward tuning) and also
in the reverse way, i.e. departing from a network state
where S = 1 and gradually decreasing the coupling by δσ
at each step (backward tuning). From the results shown
in the bottom panel of Fig. 1 it is evident that an increas-
ing level of disassortative mixing reduces the threshold
of the forward transition (which is consistent with the
general claims of Refs. [6, 7] that disassortativity favors
network’s synchronizability), but it progressively reduces
the hysteretic area associated with ES, up to eventually
recovering a second-order reversible transition. At vari-
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FIG. 2. (Color online). Area of the hysteretic region de-
limited by the forward and backwards synchronization curves
vs. the assortativity (disassortativity) coefficient, for different
values (reported in the legend) of the exponent γ of the de-
gree distribution P (k) ∼ k−γ . Each point is an average over
10 different simulations, each one corresponding to a different
network realization for the given assortative or dissasortative
mixing level. In all cases, networks are SF with N = 103,
〈k〉 = 6, and ωi = ki.
ance, and remarkably, the effects of assortativity (top
panel of Fig. 1) are seemingly non trivial: the threshold
for the forward synchronization has an increasing trend
with r > 0, but the area of hysteresis appears to widen
for intermediate values of r.
In order to provide a more quantitative analysis, ex-
tensive numerical simulations of Eqs.(1) were performed
at various values of r, and for SF networks with differ-
ent slopes γ and same mean degree 〈k〉 = 6. The results
are summarized in Fig. 2. The most relevant result is
that the hysteresis of the phase transition is highly en-
hanced (weakened) for positive (negative) values of the
assortative mixing parameter, and that there is an op-
timal positive value of r where the irreversibility of the
phase transition is maximum.
As the slope of the power law of the degree distribu-
tion becomes steeper (large values of γ), the enhancement
produced by a positive degree mixing gradually vanishes
and the optimum shifts to higher values of r. Notice, fi-
nally, that null values of the hysteretic area indicate that
the transition has lost its irreversible character, so that
degree mixing can turn an explosive irreversible phase
transition into a second order, reversible one.
Further information can be gathered by exploring the
effect of varying the mean degree 〈k〉, and the level of het-
erogeneity α of the network. In the top panel of Fig. 3
it can be observed that already at r = 0 (uncorrelated
networks), increasing the mean degree results in narrow-
ing the area of hysteresis, with the consequence that the
phase transition becomes smoother and smoother, un-
til eventually ES is lost. For generic values of r, as 〈k〉
increases, the curves of the area of hysteresis are atten-
uated and shifted to higher values of r. Regarding the
effect of the heterogeneity in the network’s connectivity
(bottom panel of Fig. 3), moving from pure SF networks
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FIG. 3. (Color online). Area of hysteresis as a function of the
mixing coefficient r. In the top panel, the different curves cor-
responds to different values of the mean degree 〈k〉 (reported
in the legend), while in the bottom panel 〈k〉 = 6 and the
network heterogeneity is varied by means of increasing the
parameter α (see the legend for the color code of the different
reported curves), from pure SF (α = 0) to α = 0.3 (α = 1
corresponds to a pure ER network). In all cases, each point
is an average of 5 simulations, N = 103, γ = 2.4, and ωi = ki.
(α = 0) to slightly larger values of α rapidly deteriorates
the enhancement of hysteresis. However, a positive de-
gree mixing can still turn a second order phase transition
(for r = 0) into an abrupt and irreversible one at a value
of r ∼ 0.1 when α = 0.2.
Finally, we draw attention to another relevant observa-
tion: our results seem to indicate that a crucial condition
to obtain a strong irreversibility in ES is having an un-
derlying growing process through which the SF topology
is shaped. To show this point, we comparatively consider
ensembles of networks displaying the very same SF distri-
butions as those of Fig. 2, but this time we construct the
SF topology by means of the so called configuration model
(CM) [31]. Once again, we set N = 103, 〈k〉 = 6, and we
distribute the oscillators’ frequencies so as to determine
a direct correlation with the node degree (ωi = ki).
The results are reported in Fig. 4. In the top panel,
one clearly sees how growing SF networks present a larger
hysteresis area than CM networks for any value of r.
However, comparing the top panel of Fig. 4 with Fig. 2
allows one to realize that both networks present and en-
hancement of irreversibility in connection with an in-
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FIG. 4. (Color online). (Upper panel) Area of hysteresis
as a function of the mixing coefficient r for static networks
obtained with the configuration model and displaying the
very same degree distributions P (k) as the networks used in
Fig. 2. Each point is an ensemble average over 20 different
network realizations. In all cases, N = 103, 〈k〉 = 6. (Bot-
tom panel) Critical coupling strengths for the forward (σforc ,
solid symbols) and backward (σbackc , hollow symbols) transi-
tion for growing (circles) and static (squares) SF networks as
a function of the degree mixing r. N = 103, 〈k〉 = 6, and
γ = 2.4. Vertical dashed line marks r = 0. The inset of the
bottom panel reports the corresponding width of the hystere-
sis curves, calculated as ∆σc = |σ
for
c − σ
back
c | for growing (◦)
and static (✷) networks.
crease in the degree-degree correlation. In the bottom
panel of Fig. 4 we report the critical coupling strengths
σforc and σ
back
c characterizing the forward (solid symbols)
and backward (hollow symbols) transitions to synchro-
nization, respectively. As a function of the degree mix-
ing, the curves obtained for growing (circles) and static
(squares) SF networks have completely different trends.
For CM networks, both the forward and the backward
transitions are associated with critical coupling strengths
that monotonically increase with r. On the contrary, for
growing SF networks the curve of σforc displays a clear
plateau for intermediate values of r which occurs right
in correspondence with the maximum in the area of the
hysteresis observed in Fig. 2. This suggests that specific
topological meso-scales pronouncedly arise at those val-
ues of r which influence the forward transition, having
the effect of obstructing the otherwise increasing trend
of σforc . The inset of the bottom panel of Fig. 4 reports
the corresponding width of the hysteresis curves, calcu-
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FIG. 5. Betweenness centrality and interconnectivity (inset)
of the core (first three higher-degree hubs) as a function of the
degree mixing r. The interconnectivity of n nodes is defined as
the number of links connecting those nodes over the number
of possible links n(n− 1)/2. These characteristics have been
evaluated by averaging for the nodes within the core over 100
realizations of each type of SF network, growing (red circles)
and static (blue squares) with N = 103, 〈k〉 = 6, and γ = 2.4.
lated as ∆σc = |σ
for
c − σ
back
c | for growing (◦) and static
(✷) networks, and underlines once again the existence of
a maximum for ∆σc(r) for growing SF networks.
Figure 4 illustrates how the irreversibility of the ES de-
pends on the the second order properties of the network
topology, as an enhancement of the hysteresis appears
to be associated with a moderate increase in the degree-
degree correlation, recovering a second order transition
for large values of positive and negative r. This com-
plex behavior can be understood by examining the inner
mechanism of the frequency-degree correlation. Explo-
sive transitions result from a frustration in the path to
synchronization [32]. In the case of ER networks, where
the path to synchronization starts from multiple seeds
homogeneously distributed in the network, this frustra-
tion can be induced by imposing a gap in the frequency
differences of each pair of nodes. The larger the gap
frequency, the higher the frustration (explosivity) of the
system, which shows a positive correlation between the
explosive character of the system and the width of the
hysteresis [20]. In the case of general SF networks, this
path starts from the hubs, leading to the synchroniza-
tion of the system by progressively recruiting nodes [33].
However, under positive frequency-degree correlation this
frustration is induced by an emergent frequency gap ex-
isting between hubs and their neighbors. Therefore, frus-
trating the path to synchronization in SF networks is
tantamount to isolate the influence of the hubs in the
system. In this way, the more connected the network
is through the hubs, the more explosive the transition
becomes once the hubs are isolated. We can quantify
this effect by evaluating the node betweenness centrality,
which computes the fraction of all shortest paths passing
through each node of the network. Figure 5 shows the
mean betweenness for the core made of the set of the first
three higher-degree nodes (for the remaining nodes the
betweenness does not change significantly). For the SF
growing method, the network is more connected through
the hubs than for CM static networks within the region of
degree-degree correlation where explosive behavior is ob-
served (see inset of Fig. 5). Therefore, in the case of the
CM there are more paths connecting the network that do
not necessarily pass through the hubs, allowing progres-
sive local synchronization and thus reducing the explosive
character of the transition and the associated hysteresis
width. This is of course due to the specific characteris-
tics of the hubs in each network model: while a growing
SF network starts from an all-to-all connected seed, for
the static CM network the hubs are homogeneously dis-
tributed in the network, as their natural degree-degree
correlations reveal: r ≃ 0 for growing SF networks and
r = −0.19 for the CM ones.
Figure 4, bottom panel, shows that the maximum of
the hysteresis width is reached for a moderate increase
of r over the natural degree-degree correlation value of
the original network. According to Ref. [21], σc increases
with the degree of the main hub for uncorrelated SF net-
works in the limit of small mean degree networks, where
the role of the hubs is certainly dominant. Therefore, we
suggest that a small increase in the degree-degree correla-
tion promotes the connectivity of the hubs leading to the
emergence of a core with a larger effective degree, which
increases the hysteresis width accordingly. However, fur-
ther increase of the assortativity/dissassortativity en-
hances the modularity of the network, thus breaking the
dominant role of hubs by over/under connecting them.
This is reflected by the decrease of the core’s between-
ness for large positive and negative values of r for both
growing and static networks (see Fig. 5). It should be
noted that the overlapping of the betweenness centrality
for growing and static networks only occurs for r = −0.22
and r = 0.16, where there is no hysteresis width present
in none of each models (bottom panel of Fig. 4). This
supports the theory that the structure of the core is
mainly responsible for the hysteresis enhancement, since
the betweenness is the same for growing and static net-
works only in the absence of hysteresis, that is, when
large values of |r| make both networks similar.
In summary, we have reported large scale simulations
of the dynamics of networked ensembles of phase oscilla-
tors whose interactions are mediated by a scale free topol-
ogy of connections, and for which a positive correlation
exists between each oscillator’s natural frequency and the
corresponding node degree. Our results allow to conclude
that the further presence of a degree-degree mixing in the
network structure has crucial consequences on the nature
of the phase transition accompanying the emergence of
the phase-coherent state of the network. In particular,
we have shown that high levels of both positive and neg-
ative mixings consistently produce a second-order phase
transition, whereas moderate values of assortative mixing
magnify the irreversible nature of ES in growing SF net-
works. When reported to the fact that non-trivial forms
6of degree correlation ubiquitously characterize, indeed,
the structure of real world SF networks (with social net-
works typically displaying moderate levels of assortativ-
ity while technological and biological networks exhibit-
ing a disassortative mixing), our results may be of rel-
evance for understanding why real-world biological and
technological networks organize themselves on topologi-
cal structures that tend to avoid explosive synchroniza-
tion phenomena (which are there usually associated to
pathological states of the networks), whereas social net-
works’s topologies are actually favoring the explosive and
irreversible emergence of synchronous states.
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