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Abstract—Identification and verification systems nowadays 
utilize biometric technology such as face recognition, retina 
scan, and fingerprint mapping to recognize a person identity. 
For the face recognition technology, the traditional methods 
usually consist of four stages: face detection, face alignment, 
feature extraction, and classification. Recently, deep learning 
gains popularity in the face recognition task due to its 
performance that outperform the traditional methods and its 
simplicity that combines features extraction and classification in 
a single architecture. Deep learning especially Convolutional 
Neural Networks (CNN) has been successfully implemented in 
the face recognition applications. There are many variations of 
CNN based models that successfully improved the face 
recognition performance. However, the majority of the models 
have very deep layers and trained with large scale face image 
dataset that need a lot of computational resources. In this 
research, a light-CNN based on modified VGG16 model is 
proposed to recognize face with a limited dataset. The proposed 
light-CNN is compact yet produces good performances with 
94.4% accuracy. 
Keywords—light-CNN, face recognition, deep learning 
I. INTRODUCTION 
Understanding how the human visual system (HVS) 
processes visual information involves building models that 
would account for the human-level performance on a 
multitude of tasks [1]. In the intelligence systems model, 
biometric technology recently becomes popular. Biometric 
technology performs authentication and identification data 
from the unique characteristics of persons such as face, retina, 
and fingerprint. The conventional face recognition pipeline 
consists of four stages: face detection, face alignment, feature 
extraction and classification [2]. The most important stage in 
the face recognition model is feature extraction. Hand-crafted 
features such as Eigenfaces [3], Fisherfaces [4] and Local 
Binary Patterns (LBP) [2], [5], [6] have achieved good 
performance in the face recognition task. However, the 
performance degrades if the features applied on unconstrained 
environment such as complex background, illumination, 
various pose, and occlusion [2].  
There are several methods that can be implemented to 
recognize objects and deep learning is the one that commonly 
used. Deep learning simply uses a network with each input 
layers of neuron is connected to every output neuron in the 
next layer. Deep learning, in particular Convolutional Neural 
Networks (CNN) is a validated image representation and 
classification technique for image analysis and applications 
[7].  Deep learning does not need complicated method to 
extract the features, especially when using CNN. Datasets 
trained by CNN will give variety of results that depends on the 
architecture and the datasets. CNN has received immense 
success in multiple applications such as natural language 
processing, object classification, and image segmentation [8]. 
CNN provides state-of-the-art results in several computer 
vision problems. CNN has a large number of parameter that 
requires a large number of training sample which becomes the 
limiting factor for a small sample size problem [8]. 
ImageNet Large Scale Visual Recognition Challenge 
(ILSVRC) [9] was held to evaluate the algorithms for object 
recognition and classification in a large scale. There are a few 
popular object recognition and classification algorithms such 
as CNN algorithm which won the competition for the first 
time in 2012 with 8 layers called AlexNet [10]. Lately, many 
variations of CNN model able to significantly improve the 
performance of object detection and classification for example 
VGGNet [11]. VGGNet consists of 16 convolution layers that 
became the runner-up in 2014. The brief review of some 
successful CNN models for face recognition problems are 
presented in the following paragraph.  
Schroff et al. [12] from Google, Inc. proposes a system 
called FaceNet. FaceNet learns to map a face into Euclidean 
space where the distance can be directly used for face 
recognition. They use Deep Convolutional Network in the 
feature extraction process. The experiment shows result 
99.63% and 95.12% accuracy from LFW and Youtube Faces 
dataset. Taigman et al. [13] from Facebook proposes 
DeepFace model. From the process of face recognition 
namely face detection, face alignment, feature representation, 
and face recognition, they optimize the face alignment and 
feature representation steps using 3D face model. The 
experiment conducted on 4 million faces with more than 4,000 
labels and shows 97.35% accuracy in LFW dataset.   
Following by its predecessor which using deep neural 
networks for object recognition, Sun et al. [14] motivated to 
apply deep neural networks on face recognition problems. The 
work based on VGGNet and GoogLeNet to make them 
suitable for face recognition. The result achieves 99.53% 
accuracy on LFW face recognition dataset and 96.0% of LFW 
rank-1 face identification accuracy. 
However, aside from the great achievement of the 
previous deep learning models, deep neural networks need 
more resources for the computation. There are few articles that 
discuss about light CNN [15], [16]. Wu et al. proposes new 
activation function called Max-Feature-Map (MFM) to be 
used in their proposed light-CNN model. By reducing the 
parameters and accelerate the computational process, light 
CNN framework able to learn a robust face representation on 
noisy labeled dataset [15]. Zheng and Zu proposes normalized 
light-CNN using 11 hidden layers implemented in LFW and 
achieve 98.46% of face verification accuracy [16].  
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Face recognition generally used for identification and 
verification. There are several facial features that can be used 
to recognize persons. This paper has a goal to build light CNN 
architecture that can be implemented with limited data based 
on existing architecture namely VGG16. The implementation 
of the proposed CNN model will be explained in the next 
section that organized as follow: Section II presents the 
proposed light-CNN architectures, Section III presents the 
result and discussion, and finally the conclusion of this work 
is presented in Section IV. 
II. LIGHT-CNN FOR FACE RECOGNITION 
In this research, the proposed light-CNN architecture is 
built based on VGG16 which suitable for limited dataset. 
Figure 1 shows the baseline of VGG16 architecture for face 
recognition. VGG16 which design for large scale 
classification has quite deep layers with several small 
convolution layers with various number of kernel followed by 
max pooling.  
A. Light-CNN Architecture 
The proposed architecture which based on VGG16 model 
can be seen in Table I. From VGG16 architecture which 
illustrated in Figure 1, one layer from the 64 filters 
convolutional layers is removed and the 256 filters and 512 
filters convolutional layers are completely removed. Also the 
size of fully connected layers is changed. By removing some 
layers from VGG16 model, the architecture becomes light and 
compact.  
TABLE I.  THE PROPOSED LIGHT-CNN ARCHITECTURE 
Layer Type Kernel Size Stride 
Conv1 64 3 x 3 1 x 1 
Max Pooling - 2 x 2 1 x 1 
Conv2-1 128 3 x 3 1 x 1 
Conv2-2 128 3 x 3 1 x 1 
Conv2-3 128 3 x 3 1 x 1 
Max Pooling - 2 x 2 1 x 1 
FC 512 - - 
FC 30 - - 
Soft-max 1 - - 
 
 The proposed architecture uses 120 x 120 pixels as the size 
of the input image and has only two types of convolutional 
layers which followed by max pooling. Each convolutional 
layer followed by rectified linear unit (ReLU) activation 
function. The first convolutional layer has 64 filters with 3 x 
3 filter size followed by max pooling layer with 2 x 2 filter 
size. The second convolutional layers have 128 filters with 3 
x 3 filter size followed by max pooling layer with 2 x 2 filter 
size. In the final layers, there are two fully connected layers 
which have 512 neurons and 30 neurons for classification into 
30 labels using soft-max.  
 The general procedure of face recognition system 
proposed in this research is shown in Figure 2. From Figure 2, 
the face recognition process is divided into two phases namely 
training and testing. In the training phase, dataset of labeled 
face image is resized into 120 x 120 pixels then used to train 
the networks using the proposed architecture. The trained 
model will be used in the face recognition process in the 
testing phase. In the testing phase, face detection method is 
applied to the frame grabbed from video camera or webcam. 
Every face which found in the frame will be cropped and 
resize to fit the input model. After applying the face 
recognition procedure using the previously trained model, a 
threshold is applied to discard the face label which has 
confidence score below the threshold and pass the face label 
which has confidence score above the threshold. This 
procedure will reduce the false classification by the model. 
The face label then shown in the screen as the result of face 
recognition system.  
 
Fig. 2. The general procedure of the proposed face recognition 
system. 
B. Perfomance Measurement 
 In order to evaluate the performance of the proposed 
model, we use confusion matrix. From the confusion matrix, 
 
Fig. 1. VGG16 architecture. (modified from https://medium.com/coinmonks/paper-review-of-vggnet-1st-runner-up-of-
ilsvlc-2014-image-classification-d02355543a11). 
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accuracy, recall, precision, and F1 measure are calculated 
using (1) – (4) respectively.  



















TP is true positive, TN is true negative, FP is false positive 
and FN is false negative. 
III. RESULT AND DISCUSSION 
The proposed method is built using Python 3.6 with 
additional deep learning library Keras, image processing 
library OpenCV, matplotlib, and scikit-learn library. The 
method runs on computer with processor Intel Core-i7, 
NVidia GTX 1070, and 16GB of RAM while the training 
model uses Google Colab GPU with NVIDIA Tesla K80 and 
memory 16 GB.  
A. Dataset 
 The dataset consists of 30 labels of face image in RGB 
format. Some face labels are acquired from ROSE-Youtu Face 
Liveness Detection Database which used in [17] and some are 
taken manually with camera. Every face that found in the 
video will be cropped automatically using face detection 
method from OpenCV library. The dataset consists of 7,250 
face images which then divided into 5,075 face image for 
training and 2,175 face images for validation. A new set of 
484 face images is used for testing. Some samples of the 
dataset are shown in Figure 3. As shown in Figure 3, each face 
image has various size and background and has not follow 
certain pattern.  
 
Fig. 3. Sample of face images used in this research. 
B. Perfomance Evaluation 
The dataset has 30 labels and consists of 7,250 face images 
with 5,075 images for training and 2,175 images for 
validation. Training is performed for 50 epochs using 
Stochastic Gradient Descent (SGD) optimizer. The accuracy 
and loss from the model are monitored and shown in Figure 
4(a) and Figure 4(b) respectively. From Figure 4, the training 
accuracy is quite stable in 0.98 and 0.1 loss after 
approximately 10 epochs and does not show any overfitting 
case. The trained model then applied in the test dataset and 
achieves score 0.944 or 94.4% of accuracy. From the 484 test 
data, the model can correctly predict 457 data. The proposed 
model also achieves recall score 95%, precision score 93%, 
and F1 measure score 94%. 
Before reaching the final architecture in Table I, we 
conduct a test for two architectures based on VGG16. In the 
first trial architecture, a 32 filters of convolutional layer are 
added before the 64 filters of convolutional layer from Table 
I. In the second trial architecture, the difference between 
architecture in Table I is only the input size that changed to 96 
x 96 pixels. The first and the second trial architecture achieve 
accuracy score 92.9% and 93.3% respectively. 
To compare the result with the baseline, VGG16 
architecture is used to train the training dataset and test the 
result on the same test data as the proposed model. The 
baseline architecture achieves 77.8% accuracy which 
correctly classify 370 data from 484 test data. Table II shows 
the comparison of accuracy from VGG16 and the proposed 
method. 
 
(a) Training accuracy 
 
(b) Training loss 
Fig. 4. The graph of training and validation of the proposed 
model 
From Table II, the accuracy of the proposed light-CNN 
model is better than the rest of the modified models. Compare 
to the first trial and VGG16 model, the proposed architecture 
is more compact and light. This prove that light-CNN model 
is superior in accuracy and training time when the dataset is 
limited and the number of category is small.  




First trial  92.9% 
Second trial  93.3% 
Proposed  94.4% 
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IV. CONCLUSION 
Face recognition in shallow learning pipeline consists of 
four stages, and the most important step is the feature 
extraction step. One of the advantage of deep learning is deep 
learning does not need a complicated method to extract the 
features. However, the deep convolutional networks need 
more resources for the computation while the light 
convolutional networks do not spend too much time for 
training the model. Our experiment shows that shallow 
network such as light-CNN also produces high accuracy 
which is 94.4% and performs better in limited dataset and 
small number of labels.  
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