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ABSTRACT
Not very long ago, a prominent leader of our society 
Indicated, that he had never seen Individual freedom Incorporated 
Into an econometric model. This may be so, but we believe 
that we have taken a small step In that direction.
By applying Kalman or Modified Kalman algorithms, we 
provided a mechanism so the changes in the parameters could 
be incorporated into the estimation of the model. In this 
way, the individual freedom could affect the econometric 
model.
Studying all the variables, we found that the variability 
of the parameters primarily affected long and short term 
interest rate variables, and to a lesser extent, affected 
change in inventory and residential investment variables.
These results, although expected, represents a step forward 




The controversy raised by The Limit of Growth 
(2), induced a number of scholars to study the structure of 
the world-model. The "world 3" is considerably more compli­
cated than, but basically similar to its predecessor "world 2", 
published by J . W. Forrester (l); because of that, J. G. M. 
Cuypers (3) provided a control engineer's analysis to Forrester's 
model (l) by a complete linearization based on conditions in 
1970» be concluded:
"The model can be separated into a three- 
level hierarchical structure as shown in Figure 
1. From the top level, the virtually auto­
nomous resources and capital subsystem - which 
is unstable - influences all other subsystems.
This explains, on the one hand, why measures 
taken in the subsystems population, pollution 
and agriculture hardly affect the behavior of 
the resources and capital subsystem and on the 
other hand, why the coefficients in this sub­
system have such a pronounced influence on 
the whole world model.
The analysis further reveals that, con­
trary to popular belief, the model's popula­
tion has no inherent tendency to grow exponenti­
ally, for it has negative and not positive 
feedback. In spite of this, the population 
is seen to grow more or less exponentially for 
a considerable time; this is because it is 
driven by the more or less exponential growth 
of the capital subsystem".
Different from Cuypers who used the control engineer's 
approach to help the model makers understand the inner workings 
of their model, Thomas Weber (̂ ) reviewed the economic ac­
tions taken by the U. S. Government during the period from 
1965 to 1972 by describing an economic system with two con-
1
2
trol variables - prices and unemployment - and four manipu­
lated variables - corporation competition, psychological 
factor, federal fiscal policy and federal monetary policy - 
from which only two, federal and monetary policies, are 
readily available to manipulate. He commented:
"The relationships among these four 
inputs and the two controlled outputs are 
far from precisely known. Some qualitative 
cause-and-effect relationships can be drawn, 
but little is known quantitatively. A pos­
sible qualitative block diagram of the 
Economy is presented in Figure 2. The circles 
are "summers" in that the effects represented 
by the entering arrows are added to produce 
the total effect indicated by the leaving 
arrow. Each block represents some dynamic 
relationship between the input and output".
Regardless of accepting or rejecting Weber's model, we 
will use it to focus on the purpose of our research. We 
intend to identify and estimate the dynamic input/output 
relationships represented by the blocks in the diagram.
Rather than accept corporation competition and the 
psychological factor as independent inputs to a model, we 
will postulate that those plus other factors play a role in changing 
the parameter values of the dynamic input/output relation­
ships represented in the diagram (Figure 2). To estimate 
the model under these circumstances, we will use a technique 
that not only estimates the parameters, but also adapts to 
the time changes of their values. For this purpose, the 
effort of Kalman and Busy (5) will be the basis of our work*
We will, however, modify it by using an instrumental variable 
concept first introduced by Reirsold (6) in connection with
his work on errors in the explanatory variables of a model, 
later applied to process identification by Joseph (7), Wong 
and Polak (8), and Young (9»10)» and recently used by A. T.
Touchtone (ll) to estimate the parameters of a non-linear 
Chemical Reactor model subject to changes on its operating 
conditions. Similar to our effort, but without providing 
Instrumental variable modification, T. Ozkan (12) applied 
a Kalman Filter estimator to an economic model. We believe 
that his choice of the function to introduce the time de­
pendent parameter model, and his choice of the values for 
the variance of those variations account for his poor re­
sults. We now proceed to an overview of the chapters.
In the second chapter, we will discuss the different 
functions which constitute our small economic model of the 
U.S. economy followed by the source of the data used. In the 
next chapter we present different algorithms to estimate 
the parameters of the model while discussing the assump­
tions and the limitations of each one of the methods.
We will present comparative results in Chapter 4 by 
first discussing the development of the inequality co­
efficients and their proportions, a method of evaluating fore­
casting results, and secondly, by reporting the relative per­
formance of the different algorithms used. Chapter 5 will Include 
our conclusions, and recommendations. A brief discussion of the 
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CHAPTER 2
A SMALL QUARTERLY MODEL OF THE U. S. ECONOMY
We will present the structure of a small model of the 
U. S. economy; although revised, however, the model keeps 
its roots on the published work by Robert Pindyck in his book 
"Optimal Planning of Economic Stabilization" (l), and 
"Econometric Models and Economic Forecast", the latter pub­
lished in collaboration with Daniel Rubinfeld (2).
Different from Pindyck*8, our model covers the period 
from January 1$kQ to December 1975 with the hope that the 
proposed modified Kalman algorithm will track the parameters 
changes with time as the country passed through a series of 
business fluctuations, exoqenous events such as regional conflicts
involving U.S. troops and resources, and political uneasiness. 
DESCRIPTIONS OF THE FUNCTIONS
Consumption
C^ is an important part of the disposable income 
definition. The function 
n
C, = E a YD 1
i=l i k-i
would introduce instability into the solution of the system of 
equations according to Pindyck. For this reason, the wage rate 
will serve as a proxy to the lagged income terms to obtain the bene­
fit of Including them, and to avoid the numerical difficulties of 
their use. To represent the effect of Inflation, we selected the 
change in prices rather than the percentage price change as a variable
9
to simplify the solution of the model by preserving its linear 
characteristic
C * bi>a. YD + bj.,2 AP + b1>3 YD.X + bx,4 WR.X + bx,5 C-x 2
Non Residential Investment
This variable is a function of the level of capital stock, 
the level of income, and the long term interest rate. Because 
of the difficulties in obtaining capital, stock data, we should 
estimate the function on its perturbation form; nevertheless, 
numerical problems force us to estimate absolute levels 
and to discard the capital stock effect.
1NR = bg,! YD + b2,2 YD™3 + b3 ,3 RL-4 + b3 ,4 INR-i 5
Residential Investment
Credit availability and mortgage rates play an import­
ant role in explaining residential investment; we will use 
a moving average of the short term interest rate (proxies of those 
variables) in combination with disposable income to repre­
sent this sector in the model.
IR s b3,x YD + b3,2 (R-2 + RI3) + b3,3 IR-X lj.
Inventory Investment
Changes in disposable income, in consumption, and in 
price explain the behavior of the function. Nevertheless, 
their use as explanatory variables introduces an oscillatory
10
condition into the solution o£ the system of equations* To 
solve the problem, we average those changes as we used the 
variables
A2 YD = AYD + AYD_i - YD ~YD-a
Aa C = AC + AC-! = C “C_2
A2 P = AP + AP-i = P -P-2
to represent the inventory investment into the model
IINV = b4,i (YD - YD-2) + b4,2 (C - C-2 ) + b4,3 (p - P-2 ) + 
b4,4 IXMV-i 5
Short Term Interest Rate
Short term interest rate depends on the disposable income, 
the real money supply percentage rate, and the inflation
rate; it directly depends on the level of money supply through
the income effect. We consider the demand for money propor­
tional to YD, so if YD increases, demand for money increases; 
and if M is held fixed, or P Increase, the interest rate must rise.
R = b5>1 + b5,a YD + b5,3 (~) + b5>4 (' p * + ‘ 6
Long Term Interest Rate
Because of the interrelation among the interest rates, 
the long term interest rate will be a function of the short term 
interest rate, as well as the level of disposable income (as
11
proxy for GNP), and the long term Interest rate lagged one 
time period.
R L  = he>i ^6*2 ^ + ̂ 6*3 (® " ^®-2) + bg,4 RL_! 7
Wage Rate
We 'will use past values of price level, unemployment 
rate, and wage rate lagged one time period to represent the 
wage rate function.
WR = b-jr,i + by,g P_3 + by,3 UR-2 + by,4 WR_i 8
Unemployment Rate
Wage rate, and income levels will play an important 
role in explaining unemployment behavior in the model. A 
gap between real and potential demand is also important, 
however, numerical problems make its use difficult as we 
could not find an appropriate proxy variable to replace it.
UR = ba,^ A YD + bg,2 AYD_i + bg,g WR_2 + bg,4 UR_ \ 9
Price Level
We will explain this function by the level of money 
supply and by the percentage change in the wage rate. This 
last variable will be the only non-linear one used in the 
model; we will linearize it by introducing an additional 
equation to preserve the linear characteristic of the sys­
tem of equations.
National Income Account
Gross National Product and its components (consumption, 
total investment, government expenditure, and trade balance) 
are deflated by Gross National Product's price index. GNP 
then can be written as
GNP = C + INR + IR + IINV + G + EX - IM 
We define disposable income as
YD = GNP - T
where taxes (t ) is total flow of net transfer payments related 
proportionaly to the Gross National Product.
T = Y * GNP
By regressing taxes vs. GNP from 19*$ to 1975> we estimated 
the value of y to be 0.113. We can rewrite the equation for 
disposable income as
YD =.887 (C + INR + IR + IINV + G + EX - IM)
Source of Data
For the most part, we use the Survey of Current Business 
as our data source; occasionally, we use the Federal Reserve 
Bulletin and Employment and Earnings to obtain information 
concerning the money supply and labor statistics. The 
symbols and definitions are given below:
13
C Total personal consumption expenditures, billions
of 1972 dollars.
INR Gross private domestic Investment In non-residential
structures and producers durable equipment, bil­
lions of 1972 dollars.
IR Value of new additions and alterations to private
non-form residential buildings, billions of'1972 
dollars.
U N  Change in business inventories, total, billions
of 1972 dollars.
P Implicit price deflector, GNP, 1972 = 100.
G Government purchase of goods and services, total,
billions of 1972 dollars.
EX Exports of goods and services, total, billions
of 1972 dollars.
IM Imports of goods and services, total, billions
of 1972 dollars.
FR Federal Government receipts, billions of current
dollars.
FTR Total Federal transfer payments, billions of
current dollars.
T FR - FTR
V T = y GNP. Estimates value of y = *113.
YD (l-y)GNP
Currency outside the treasury, the Federal 
System, and the vaults of all commercial banks. 
Billions of current dollars, seasonally adjusted 
average during quarter. Source: Federal Reserve
Bulletin.
Demand Deposits at all commercial banks, other 
than those due to domestic commercial banks 
and the U. S. Government. Billions of current 
dollars, seasonally adjusted average during' 
quarter. Source: Federal Reserve Bulletin.
MC + MD
Average market yield (bank discount rate) on 
U. S. Government 5 month bills. Percent per 
annun, average during quarter. Source:
Federal Reserve Bulletin.
Yield on long-term U. S. Government bonds 
(maturing or callable in 10 or more years). 
Percent per annum, average during quarter.
Source: Federal Reserve Bulletin.
Wages and salaries (component of national in­
come), billions of current dollars.
Quarterly man-hours (all persons) in the total 
private economy, seasonally adjusted at annual 
rates, billions of hours.





Total unemployment, millions of persons season** 
ally adjusted, average during quarter. Source: 
Employment and Earning.
Civilian labor force, millions of persons, 
seasonally adjusted, average during quarter. 
Source: Employment and Earning.
U/LF (unemployment rate).
-jjr (Money supply percentage rate change in real
term.)
i
AP"p? (1972 GNP price deflector percentage rate
change.)
SUMMARY
In this chapter, we introduced the structure of a small 
quarterly econometric model of U. S. economy. We presented, 
and we discussed the fundamental variables that explain the 
behavior of each dependent variable. The chapter concluded 
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CHAPTER 3
ESTIMATION ALGORITHMS
In this chapter we will present different algorithms 
that we could use to estimate the parameters of the 
model. We will introduce the Ordinary Least Squares (O.L.S.), 
and the Instrumental Variable (i.V.) algorithms in their 
normal and recursive versions. Then, we Will discuss the 
problem associated with the estimation of parameters of a 
function which forms part of a system of equations, and 
we will conclude the chapter by imposing a time-varying 
parameter requirement into our model. This requirement 
will allow us to use the Kalman Filter, under its normal 
and modified versions, to estimate the parameters of the model.
Ordinary Least Squares
There exist several techniques to obtain the estimates 
of the parameter of a model. Ordinary Least Squares provides 
the best linear unbiased estimator (B.L.U.E.) when we 
establish a linear relation among the parameters at cor­
responding values of the independent and dependent variables.
Representing the real relation among the variables as
= a + bx X u  + .....+ bA XAi 1
18
19
An approximate model of reality would be
*,.-«+A  *u + .... +  h h ±
As such the actual value of the dependent variable is
Yt ■ xi + ei
rt  = a  + ^  X u  +  + ftA xA1 + « i
The proper application of Ordinary Least Squares to 
estimate the parameters a  and ff will depend on the properties 
of e^. If represents an independent random sto­





E[e e ] =
1 3 1 at-
for all i 
for all i ^ j 
for all i = j
for all i- o
the Least Squares estimates of the parameters would be: 


































and it will constitute the Best Unbiased Estimators.
Recursive Formulation
The use of Equation 6 to obtain the O.L.S. estimates 
requires us to invert the matrix (X'X) every time we cal­
culate new estimates. To circumvent this problem a re­
cursive algorithm must be developed.
Consider the model
Yk = V + e k
where
\  - t o ........ V
\  = [xz, ... , xk3
Under 5 a -b -c assumption, the B.L.U. estimate of 
the parameters would be:
K  = x 'k\
If at time k + 1 a new set of data is available, 
(xk+l5 ^k+1^’ we °^tain new estimate by:
K + i  - f r ' w i W 1 x’w i
where
Expanding the teem
(x'k+i W  - fc'k W k+1 X'k \  + x'k+l xk+l
10
and applying the "Matric Inversion Lemma" (see Appendix Al),
(Pk+1^ 1 * ^k^"1 “ 1 x *k+l d”1 xk+l P̂k^ 1 11
vhere
\  ■ (x 'k V
Pk+1 “ (X V+1 W )
d = 1 + ■̂ k+l Pk X k+1 (a scalar) .
12
Equation 9
%+l P̂k+1^ 1 X'k+1 Yk+1
expanded to
k+1 P̂k+1^ 1 ^'k x 'k+l^
k
yk+l 13
^k+1 P̂k+1 ̂ 1 fr'k Yk + x *k+l yk+l^ 14
Substituting 11 into 14 yields
22
K+1 = ^  1 X 'k Yk " 1 x k+l d 1 *k+l ^Pk^ X k \
+ P̂k^ 1 x 'krfl yk+l " 1 x 'k+l d”1 yk+l ^k^"1 x 'k+l yk+l
16
Defining
Klrt-1 ° (Pk^ 1 x 'k+l d 1 17 '
and using equation 8, equation 16 becomes:
K+1 = K  ~ ^+1 Xk+1 K  + P̂k^ 1 ’‘kfl d 1 d yk+l
l̂s) 1 x 'k+l d 1 xk+l P̂k^ 1 x*k+l yk+l * 18
Substituting 12 into 18
^k+l ° K" Kk+1 ^W-l K ' ^  + xk+l Pk 1 x’k+l^ yk+l
+ xk+l V 1 x 'k+l W  19
A
Sk+1 = ̂ k + \+l ŷk+l " ^+1 K)- ’ 20
Even when the elapsed time between observations is not 
a problem, the similarity between the O.L.S• recursive formu­
lation and the Kalman filter estimates of states makes 
expression 21 very attractive to applications in which we 
suspect that the parameter values vary with time.
Instrumental Variables
We maintained the non-correlation among the Independent 
variables and error term as one of our assumptions. If we 
apply O.L.S., It would lead us to biased, inconsistent and in­
efficient estimates of the parameters, if one or more "independent" 
variables are measured with error, or if one or more of the inde­
pendent variables is determined in part (through one or more 
separate equations) by the "dependent" variables, or if one or 
more of "independent" variables is a lagged "dependent" variable 
in a model in which the error term is serially correlated.
Consider the model:
Y = X0 + e
Its O.L.S. parameter estimates would be:
0 = (X X)”1X'Y
Substituting 21 into 22
0 « (X'X)"1 X'(X0 + e)
0 = .(X,X)~1(X,X)0 + (X'X)"1 X'e
plim 0 = 0 + plim [(X'X)"1 X'e]
Although the seriousness of the limitations is impor­
tant, econometricians do not have much to offer in the way of 








The instrumental variable method calls for a variable S 
highly correlated with the independent variable, and at the 
same time, uncorrelated with the error term; if such a variable 
exists, it will have to satisfy the following two requirements. 
First, the correlation between S and the error term in the equation 
vanishes as the sample size increases, and secondly, the cor­
relation between S and X is finite as the sample size increases. 
Given model 21:
Y = Xj3 + e 26
Premultiply by S'
S'Y = S'X0 + S'e 27
P = (S'X)-1 S'Y 28
which results
plim p = 0 + plimCCs'x)"1 S'e] 29
- plim p  = P +  Z~x 0  = 30
Further, if such a variable exists, we can obtain a recursive 
formulation as we did for O.L.S. estimator
^k+1 = K  + \ +l ŷk+l " \ + l h )  51
where
V i  =  d ' 1  3s
d = 1 + \+i (s W  V i  55
25
System of Simultaneous Equations
As previously mentioned, one or more of the independent 
variables determined in part (through one or more separate 
equations) by the ’'dependent'1 variable violates the assumption
of uncorrelation between the explanatory variables and the 
error term.
Consider a three equation supply/demand model as follows:
Supply: v
QkS ” “A  + “ A - i  +  \  33a
Demand:
V  ■ V k + K \ + >v
% s = \ D
where
g quantities produced at k period 
quantities demanded at k period
I’k quantities priced at k period
consumers income at k period
S DThe system of equations determines and P^; we call
them endogenous variables. The other two variables, however, 
are imposed on the system, thus their name, pre­
determined variables. Nevertheless, the system determines
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by past values of the variable, so the lagged endogenous 
variables and those variables totally determined outside of 
the model system are predetermined variables.
D SSubstituting the equilibrium values of and 
(represented as Qk), and eliminating to simplify the sys­
tem, we obtain the reduced-form solution when we express 
the endogenous variables in terms of the predetermined varia­
bles
+ ° Yk + vik
The O.L.S. estimate of the price's parameter in the 
supply model will be
=
*  S P k2
s pk(°fepk + ek) 2 Pk ek
o i -----------------■ = a  + -----  -




Unfortunately the expected value of the second term vanishes 
only If the errors from the two equations are uncorrelated, and If 




\  ■ ° ^ k + \  33a
Demand:
\  ‘ + +  \  35b
i
Reduced model:
\  + vlk 361
Qk = n12\  + Vsk 56b
By generating and substituting an instrumental variable 
for P^ in equation 35a before we use O.L.S., we obtain a consis­
tent and efficient estimate of a^.
The Two-Stage Least Squares method applies the O.L.S. twice, 
first to estimate the parameters of the reduced model of the system, 
and second to estimate the parameters of the equation after 
substituting the estimates of the endogenous variables 
based on their reduced form function for the actual endogenous 
variables. In other words, we apply O.L.S. to equation 36a to esti-
Amate flu and obtain based on those estimates; then, we substitute
AP^ for P^ in equation 35a and we apply O.L.S. to that equation to 
estimate 02 .
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Kalman Filter and Model Estimates
Consider the following model:1
X(k+l) = ^(k+l,k)X(k) + T(k+l,k)W(k) 57
Z(k+l) = H(k+l)X(k+l) + V(k+l) 58
where
X = State variable of rank N
W = Disturbance Vector of rank P
Z = Measurement Vector of rank M (or system output)
V = Measurement Error of rank M
0 = State Transition Matrix with N by N dimensions 
T = Disturbance Transition Matrix with N by P dimensions 
H = Measurement Matrix with M by N dimensions 
The assumptions regarding the disturbance terms are
(a) k = 0, 1, 2, . . . white gaussian
stochastic process with zero mean
ECW(j)W’(k):i=Q(k)8jk
f  1 , J -  k
6jk^ o ,  j t  k
(°) ^(k+l)’ k = 2, . • white gaussian stochastic
process with zero mean
1 The development of the Kalman filter--the assumption, theo­
rems, corollaries, proofs, and optimal state estimator-- is 
based on Meditch's treatment £61.
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(0 ECv0 ) V (k)] - R (k)Sjk
= o, j r k
(e) k - 0 , 1 ,  • • . .} and k - 0, 1, . . .}
are independent processes such that
ECv(3)W ’(k)] “ 0
(£) EDC(0)3 = 0
(g> ECX(0)X'(0)] = P(o)
(h ) EtX(0 )W (k )a -  0
B^ o ) v'(hn ) 3 - °
Given the model and assumptions the following properties 
of X and Z emerge:
I. The stochastic processes k = 0, 1, 2, . . .}
and tz(k)> k = 0, 1, 2, . . .} are white gaussian 
with zero mean.
II. e CXq j W ' ^ j] = 0 for all k ̂  j,
j = 0, 1, • • •
III. e CZq j W'^)] = 0 for all k £ j,
j = 1, 2, • • •
IV. e CXq j V ' ^ j] = 0 for all j and k 
V. ECZ^jV'^j] = 0 for all k > j.
When we approach the Kalman filter from the perspective 
of a gaussian estimation procedure, the Kalman filter algorithm 
estimates the parameters (the states) so as to minimize the 
sum of the squared residuals between the measured and calculated 
value of the dependent variable. The calculated value of the 
dependent variable is merely a linear transformation of the 
parameters given the level of the independent variables at 
interval k ftLOl.
In this context the non-correlation assumption between 
the explanatory variable and the error term in the O.L.S. 
example corresponds exactly to the non-correlation property 
between the state of the system and the measurement(disturb­
ance term in the Kalman filter formulation. That is,
E(^) = o in the O.L.S. case is.transformed in the Kalman 
filter example to e CXq j V ' ^ j] = 0 for all j and k.
We can augment our argument by developing further the 
Kalman filter example. Assume we have available a sequence 
of measurements, . . . , from which we would
like to estimate the value of the state, X^j. We know that 
the Zq j 's are casually related to X^j by the measurement 
system M, and hence we use the data to infer the value of
AAllow X(k/j j to be the estimate of the state at in­
stant k based on the observation • • • > z(j)*
express the estimation error as
X(k/j) = x(k> ' x(k/j)’ »
We will choose the estimate of the state so as to minimize 
the loss function
L = L|S(k/j):i 
which can be more;specifically stated as
1 ■ X’(R/J )5(k/j>* >«■
The fundamental theorem of estimation indicates that the 
optimal value of the state, the value which minimizes L, will 
be given by the conditional expectation of the state at k 
interval, , given the history of the output measurements
from 1 to j , or
*(k/j) = Efr(k)/Z(l)........Z(j)l* k2
If equations 37 a^d 38 describe the system and all 
assumptions are accepted, then we can develop the estimator
filter by use of Kalman's theorem and its corollaries £6 and 93 •
As such, the estimate is given by the recursive relation
%*l/k+l) = (̂k-HL ,k)^(k/k) +
K(k+l)^Z(k+l)"H(ld-l)^(kfl,k)^(k/k)^ ^




P(k+l/k) " (̂k-HL ,k)P(k/k)^* (W-l ,k)
+ T(k+l,k)^(k)T (k+l,k) h-5
P(kfl/k+l) = ^  " K(k+l)H(k+l)^P(kfl/k)‘ 1)6
The proof of equation b j is as follows:
(l) from the fundamental estimation theorem we know that
A
X(k+l/k+l) = E X̂(k+l)/Z(l)* * ‘ » Z(k)’ Z(k+l):i k l
(2) however, from the properties of gaussian conditional expecta­
tion processes for which R and S are not necessarily in­
dependent we can state that
E(R/S,T) “ ECR/S  ̂+  Ek/Tl - R b8
where T = T - E^T/sl.
(5)Applying these properties to equation bb with the knowledge 
that = then
X(kfl/k+l) = E X̂(k+l)/Z(l)> * * *» Z(k)^
+ E»(k+i)/E(k+i/k)] **
where
Z(k+l/k) = Z(kfl) " E ^(k+1) " E^(k+l)/Z(l)’ * * •’ Z(kP
(4) We have for our use the corollary
E& W Z(1)...z(k)] “ ?l(k+l,k)Z(k/k) 50
(5) However, since the state variable and the measurement 
term are both zero mean gaussian processes, the con­
ditional expectation is
E X̂(kfl/̂ (k+l/k)'^ ^XZ^Z, lE(k+l/k)
where
PXZ = E X̂(k+l)Z *(k+l/k)^
PZZ = E^(k+l/k)E '(k+l/k)^
(6) with defined as
(k+1) XZ^Z » 






‘(k+l/k) " Z(k*l) * EtZ(k+l)/Z(l) * 
’ ‘ *’ Z(k)^
so
(k+l/k) “ (k+1) “ (k+l/k) *





+ K(k+l)^(k+l) “ Z(k+l/kP* . 58
(9) Since
Z(k+l/k) = EC2(k+l)/Z(l)* # ‘ ‘ *’ Z(k)^ 59
we can substitute equation 38 into 59 an<* get
Z(k+l/k) E^ H(k+l)X(k+l) + V(k+l)^
Z (l)......... ’ Z (k)^ 60
or
A
Z(k+l/k) = H(k+1)E (kfl)^Z(l)* * ’ * *
Z(kP + Et V ) /Z( D ’ * * * *
z(k)3 • 61
(10) If k = 1, . . .} is not correlated with
(z(k)» k = 1, . . . then
eCVm)/z(i)» • • * Z(k)] = ECvdd-i):1 = 0 • 62
(11) Equation 6l becomes
A . A
Z(k+l/k) = H(k+l)^(k+l,k)X(k/k) 65
(12) and, finally, equation 58 becomes
 ̂ - A
X(kt-l/k+l) = -(W-l ,k)X(k/k)
+ K(khl)^(k+l) "
H(k+l)^(k+l,k)X(k/k)^ * 
which constitutes the Kalman filter.
We should observe the dependence of the state estimator 
on the property, = 0, which, in turn, depends on
the assumption that E C x ^ V ^ j ]  = 0* If this assumption is
Aviolated, then the value of will be underestimated
with the undesirable effect of introducing a bias term in 
the optimal state estimator.
Similarly, the violation of the property, = ,0,
causes the expressions, [H(k+1)R(k+1/k)H’(kfl) + R(k+l)} and
tP(k+l/k)H,(k+lP’ t0 underestimate P2Z and PXZ resPectively- 
This creates an additional inconsistent characteristic of
the parameters when the Kalman filter is used to estimate the
parameters of a set of simultaneous equations.
Modification of Kalman Filter Through Instrumental Variables 
The Kalman filter can be modified to correct the incon­
sistent and inefficient estimates caused by the correlation 
between the jointly dependent variables and the disturbance 
terms. This modification relates to the development and use 
of instrumental variables which is similar to the substitu­
tion of two stage least squares for ordinary least squares
to circumvent the problem of inconsistent and inefficient 
estimates of simultaneous models C2 and 133*
The Kalman formulation results in parameter variation 
according to a first order Gauss-Markov process such that 
[l and 33
*(kH) ‘ ^(k) + ”(k) 65
which, in turn, influences the economic relation as follows
°(kt-l) = “(k+D^k+l) + V) 66
where
= parameter value at period k
= dependent variable at period k
= independent variable at period k
and = stochastic processes characterized with
zero mean and and variances
respectively.
The Kalman parameter estimates will be given by the recursive 
formulation
fyk+l/k+l) = fyk/k) + K(k+l)^C(k+l) “ H(k+l)^(k/k)^ 67
where
K(k+l) = P(k+l/k)H '(k+l)^H(k+l)P(k+l/k)H '(k+l)
+ V )r‘ 68
37
P(k+l/k) = P(k/k) + Q(k) 69
P(k+l/k+l) = ^  " K(k+l)H(k+l)^P(k4-l/k) * 7°
Since it is very difficult to possess a priori informa­
tion about Q(k+1) and R(k+i)» Lee DO Proposed an algorithm 
that provided an optimal solution in a deterministic sense, 
but can only be justified for stochastic processes because 
it worked. The Lee algorithm stated
fyk+l/k+l) = ^(k/k) + K(k+l)£C(k+l)
" H(k+l)^(k/k)^ 71
where
K(ltf-l) = P(k+l/k)H *(lcH)^H(k+l)P(k/k)
hV d + iri 72
P(k+l/k) = P(k/k) + A 75
P(kt-l/k+l) = Cl - K(ic+i)H(iC4-i)̂ p(k+i/k) * 7lf
with A being a constant matrix chosen by experimentation which 
correspond to an estimate of Q(k) variance. This algorithm 
does not necessarily provide consistent and efficient 
estimates of systems of simultaneous equations since the cor­
relation between jointly dependent variables and distur­
bance terms is not overcome.
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We can make one additional modification to the Kalman 
formulation which will result in consistent and efficient 
estimates for a system of simultaneous equations. We devise 
an instrumental variable with the following characteristics 
with respect to equation 66 £see 111:
(i) plim (~ S'v) = 0
with
75
1 w(ii) plim (— S'H) = Z exists and is non-singular "j6n titi
(iii) plim (“ S'S) = exists. 77
A consistent and efficient estimate will then be given
by
3 = (S'X^S'c . 78
We can obtain a recursive formulation under the assumption 
of a constant parameter model if we make use of a "matrix 
inverse lemma" £see 73• Hence, the recursive formulation is
0(k+l/k+l) = fyk/k) +
K(k+l)^C(k+l) " H(fe*l)0(k/k)^ ^9
K(k+1) P(kfl/k)S '(k+l)^H(k+l)P(k+l/k)
sVi> + i:rl 80
P(k+l/k) = P(k/k) 81
39
P(k+l/k+l) ^  K(k+l)H(k+l)^P(k+l/k) 82
where S is merely the (k+l) observation of the S vector.
Equation 81 can be altered to reflect the experimental con­
stant matrix A so will be given by
P(kHL/k) = P(k/k) + A * 83
Allowing the time period, t, to be substituted for 
the general index k we can form a modified Kalman filter 
algorithm which provides consistent and efficient estimates 
within the context of a simultaneous equations model. The 
algorithm consists of






p(w-l/t) “ p(t/t) + A 88
P(t+l/bH) = k  " K(t+l)H(t+l)>(t+l/t) 87
Wong and Polak [12] suggest a computational procedure to 
obtain an optimal instrumental variable sequence, while Rowe
[8] offers a boot-strap algorithm by which he generates the 
instrumental variable sequence. This sequence is based on the 
dependent variable values generated by a model which uses 
parameters calculated during the previous computational step.
SUMMARY
In this chapter we discussed different algorithms to 
estimate the parameters of an economic model. We presented 
the Ordinary Least Squares in its normal and recursive 
form; proceeding to state the basic assumptions upon which 
we based the O.L.S. formulation.
In light of some assumptions violations, we introduced 
Instrumental variables to estimate the parameter of a system 
of simultaneous equations; introducing the nomenclature that 
accompany such systems. Next, we discussed the Kalman Filter 
formulation to estimate the states of a system in the 
presence of disturbance noises. We showed how the Kalman 
Filter algorithm would provide an estimate of the parameters 
of an econometric model; and we developed a modification to 
the Kalman Filter algorithms to be used to estimate the 
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CHAPTER 4
EXPERIMENTAL RESULTS
After discussing different estimative algorithms in the pre­
vious chapter, we will study the usefulness of Kalman and Modified 
Kalman Filter to evaluate the parameters of the econometric model. 
This work consists of solving the system of equations using 
different sets of parameters, and of comparing the accuracy of 
the different solutions.
Before accomplishing our objective, we need to compute the 
variances of the time-varying parameters associated with Kalman 
or Modified Kalman Filter. Moreover, we need to select a pro­
cedure to compare the actual value of the variable with the 
forecase generated by the solution of the system of equations [1]. 
All this effort will be reported in Chapter 4.
Evaluating Forecasting Error with Inequality Coefficient.
Different algorithms will compute different set of parameters 
which results in different forecast predictions. To evaluate an 
estimative method, one must evaluate its generating forecast; 
for this purpose, we define a root mean square errors (R.M.S.) as:
R.M.S. » J  n %
n
E (P± - Aj)2 
i-1
where: n number if data points
Pi, predicted and realized values 
If we consider the prediction error as an independent ran­
dom variable with zero mean and cartain a R.M.S. value, we 
can determine the probability statements between the pre-
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dictions and the actual outcome. Further, dealing vith a 
comparison between forecast and actual outcome in terms 
of R.M.S. errors, we could divide the R.M.S. prediction 
error by the square root of the mean difference of the actual 
outcome
2 (Pi - Ai)2
U2 =   2n
2 Ai2
i=l
We shall term U the inequality coefficient of N pairs 
(Pi» Ai). It seems that U = 0 if and only if the fore­
casts are all perfect (Pi " A ^  equation 2); U ■ 1 when 
the prediction produces the same R.M.S. error than no value 
extrapolation (Pi *= 0, equation 2).
From the definition of an inequality coefficient, it 
is clear that the numerator is the important term; the 
denominator provides simply the proper units to the co­
efficient. A possible decomposition of the numerator could 
be:
n S (Pi " Ai)2 = (P - A)2 + (Sp - Sa)2 + 2(1 - r) SpSa
5
where P and A are means
—  i n —  j nP = - £ P,- A = -  £ A. ,
n i=l n 1=1
Sp and Sa the standard deviations
Sp2 - Z  2 {pl • P)S Sa2 - ; = -^ 1=1 11 1=1
and r the correlation coefficient of the predicted and 
realized series
nr = —
i E(Pi - P)(Ai - A)
V a
Taking advantage of this decomposition, we will define the in­
equality proportion due to biaB, variance and covariance as follows
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Only when the average of the predicted and realized aeries 
are Identical (P » A, equation 5), or only when the standard 
deviation of the predicted and realized series are the same (Sp ■ 
Sa, equation 6), or only when the predicted and realized series are 
perfectly correlated (r ■ 1* equation 7), would the inequality 
proportions due to bias, variance, and correlation vanish.
Figure 1 to 6 presents a series of prediction-realized 
conditions to illustrate special cases of the inequality pro­
portions. On the first three diagrams one of the propor­
tions is zero; we have = 0 in case (l) because-the 
center of gravity of the points lies on the line of perfect 
forecasting; we have U 53 0 in case (2) because the ortho­
gonal line through the points is paralell to the line of 
perfect forecast (predicted and realized series have the 
same standard deviation); and we have U = 0 in case (3) 
because the correlation coefficient is 1.
In the remaining set of diagrams two of the proportions 
vanish, so only one source accounts for the prediction 
error; in case (6) the points are distributed randomly 
around the line of perfect forecast, and so, we 
draw the conclusion that if the forecaster's ability pre­
vents him from attaining perfection U** ■ “ 0 and = 1 con­













Variance Selection for the Time-Varying Parameter Model
The merit of the Kalman and Modified Kalman algorithm for 
estimating parameters will be determined by how well the solution 
of the model reproduces the historical data. Before we do that, 
however, we need to determine the value of the variance associated 
with the Gaussian-Morkov time varying parameter model or, in 
other words, the value of A matrix in either of the two 
algorithms (see Chapter 3, equations 73 and 86).
As time advances, the gathering of new data does not 
affect the value of the estimated parameters if A is zero.
On the other hand, if A is a large number, the algorithms 
diverge from the solution because no weight is given to past 
information provided by the data and the parameters are adjusted 
to reproduce the latest data points.
Because each variable in an equation has a different 
magnitude and dimension, A should be scaled. To solve this 
problem, we obtain A by multiplying a constant times the 
variance of the O.L.S. parameters. Table 2 shows the variance 
of the O.L.S. parameters for each equation on the model. We 
select a ratio, let's say, .05. We assume a variance equal 
to .05 times the estimates of the variance of the O.L.S. para­
meters, and we maintain at zero the comparable ratios for the 
rest of the equations in the economic model. Having done that, 
and using a Kalman Filter algorithm, we simulate the economic 
behavior of the nation to compute the inequality coefficients 
and their proportions during the period of interest; then, we 
proceed to charge the value of the constant repeating the pro-
cedure until we obtain an acceptable value for the inequality 
coefficient and its proportions. Table 3 shows the outcome 
for short term rates. From this table and others comparable 
to it we conclude that the variance of the parameter in the 
model is as follows:
Equation A
Consumption 0 * P0
Non residential investments 0 * Pc
Residential investments .05 * P0
Change in inventory investments .15 * P0
Short term interest rates .225 * Po
Long term interest rates •7 * Po
Wage rates .05 * Pc
Unemployment rates .05 * Po
Price 0 * PQ
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(a) t Statistic of Coefficients, (b) Square of Correlation Coefficient, (c) Standard direction of the 
regression, (d) Durbing and Watson coefficient, (e) First order autocorrelation coefficient.




Consumption .11^30-03 .31*91^-01 .IIO6D-O3 .18370+00
Non Residential Inv. .295^ - 0^ .k52k\>-0k .62830-01 .31990-03
Residential Inv. .986^-05 .11*530-01 .2515D-02
Change Inventory Inv. .Q262D-0k .2289D-03 .2U00D-02 .H79D-03
Short Interest Rate .111*90+01 .2053D-05 .831*60+01 .20980+03
Long Interest Rate .1663D+00 .1711D-01 .1*6170-01* .31810-01
Wage Rate .1935M-01 .2759D-02 .l*930D-02 .73120+00
Unemployment Rate .I706D-03 .151*70-03 .2303D-OI .85900-02




Table 3 SHORT TERM INTEREST RATE
rd u2 11“ us uc
0 .8728 .000678 .5048 .50403
.05 .8252 .00131 . • 3594 .6687
.075 .8361 .00144 •2771 .7310
.1 .85 46 .00151 .2268 .7812
.125 .8776 .00156 .1860 .8220
.15 .9033 .00158 .1527 •8552
.175 .9308 .00159 .1524 .8852
.2 •9594 .00159 .1030 .9049
.225a .9887 .00159 .0844 .9235
•25 .9887 .00159 .0844 .9235
.275 1.01*86 .00157 .05621 •9518
.4 I.1992 .00149 .01799 .9901
•5 1.5167 .00143 .00532 1.0028
.6 1.4303 .00137 .00057 1.0076
•7 .8224 .00181 .4755 .53253
3l Optimum rd value. The best inequality proportion combination combines with an acceptable absolute value of the inequality coefficient.
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Comparison Between Alternative Algorithm*
Two Stage Least Squares
Two Stage Least Squares is an Instrumental variable 
algorithm used to estimate the parameters of a system of 
equations, correcting for Interdependent error term. This 
method uses the reduced model as an Instrument of the joint 
dependent variables present in the equation. By using these 
estimates of the parameters (Table 1) and by solving the 
system of equations simultaneously, we will determine the 
usefulness of Introducing a time-varying parameter model 
into our system of equations. We will compare the results 
of the Two Stage Least Squares method with the results of the 
Kalman or Modified Kalman Filter.
Comparison of Kalman and Two Stage Least Squares Algorithms 
We only need to observe Figures 7 to 16 and the 
Table 4 to study the effect of forecasting the economic 
variables by using our model. The figures reproduce the 
solution of the simultaneous system of equations from 19481 
to 1975VI by using Two-Stage Least Squares and Kalman algorithms; 
while the table reports the inequality coefficients and their 
bias, variance and covariance proportions associated with the 
simulation results. We notice an overall improvement in the 
Kalman method, not only evident in the figures, but also 
evident in the reduction of the inequality coefficients in all 
variables except the change in inventory. The Kalman algorithm 
can not improve the simulation of the change in inventory 
because of abrupt changes in this variable (Figure 10).
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The mean, the standard deviation, and the randomness 
of the predicted series compare with the realized one 
are important considerations in the overall superiority of 
the Kalman Algorithm over the two stage least squares one.
In all, we conclude that the introduction of a time- 
varying parameter model into the Kalman formulation produce 
excellent results.
Comparison of Modified Kalman Filter and Two Stage Least 
Squares Algorithm
Similar to the Kalman algorithm, the use of the 
Modified Kalman method improves the simulation over the 
use of Two-Stage Least Squares estimates of the parameters.
From Figures 7 to 16 and Table 4, we can observe the im­
provement pertaining to all variables except change in
inventory investment.
As with Kalman Algorithm, the solution of the simultaneous 
system of equations shows a reduction of the inequality 
coefficient in all the variables, except the change in inventory. 
Moreover, this decrease is strengthened by the closeness 
of the mean standard deviation, and the randomness between 
the predicted and the realized series.
Comparison Between Kalman and Modified Kalman Algorithms
A study of Figures 7 to 16 does not reveal any clue 
for comparing one method with the other. The inequality co­
efficients, however, provides such results by pointing out 
that the predictions based on parameters generated by 
using Modified Kalman's algorithm show lower inequality co­
efficient values than predictions based on parameters 
generated by using Kalman algorithms for all but consump­
tion, non-residential investment, and price variables (Table 4).
A modified Kalman algorithm proves itself to be a 
valuable tool for estimation of variables on which time- 
varying parameter models are active, variables for which the 
variance of the time-varying parameter Is non zero (see page 51) 
These cases are very Important.
Model Forecast
A model proves its usefulness by its ability to fore­
cast future events. Two kinds of errors are inherent 
in forecasting. Errors associated with the development of 
a model, and errors associated with the selection of the 
values of the exogenous variables.
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To avoid the latter kind of error, we will estimate 
the parameters of the model using the Kalman or Modified 
Kalman algorithms from 1948 I to 1971 IV. Using 1971 IV 
parameters and the historical values of the exogenous variable 
values up to 1975 IV, we will solve the system of equations 
for the 1972 to 1975 period to compare the result with 
another simulation for 1964 II to 1975 IV. This 
simulation uses the 1964 II estimates of the parameters 
provided by either algorithm. In this way, we intend to 
test the model's ability to forecast the future values of 
the endogenous variables without introducing the uncer­
tainty of guessing the future values of the exogenous 
variables.
Study of Kalman Filter Ability to Forecast
By studying the inequality coefficients and their 
proportions, we will determine the Kalman Filter parameters 
ability to forecast. If one uses the 1971 IV parameters rather 
than 1964 II parameters, we observe a decrease in the inequality co­
efficients for all the variables except consumption and 
residential investment (Table 5)* and even for these func­
tions, the standard deviations of the predicted and the 
realized series are closer in the former forecast than in 
the latter one.
These results and the Figures 17 to 23 indicate . 
that the addition of a time-varying parameter 
model into our estimation procedures enhance the ability
Co predict economic values. This model Improves the quality 
of the estimation as one takes Into consideration the his­
torical variations of the parameters In the procedures. 
Figures 17 to 19 show the effect of both schemes on Resi­
dential, short term Interest rate, and long term interest 
rate variables.
Study of Modified Kalman Filter Ability to Forecast
Similar to Its Kalman algorithm counterpart, the use 
of the parameters estimated by the Modified Kalman Filter 
decreases the Inequality coefficients of the forecast 
(Table 6). As before, however, consumption and residential 
Investments increase rather than decrease the Inequality 
coefficients. This condition indicates the properness of 
basing a forecast on a constant parameter model for those 
variables for which the time-varying parameter model is in­
active (A “ 0, page 51).
The proportions of the inequality coefficients for 
the residential investment indicate a decrease in the cor­
relation between the predicted and the realized series 
accompanied by a reduction in the difference between the 
averages and standard deviations of the two series. There­
fore, one prefers the modified Kalman Filter algorithm 
because the randomness of the predicted series explains 
the majority, if not all, of the errors in the forecast. 
Figures 20 and 21 show the effect of both schemes oh con­
sumption, and non-residential investment variables.
Table 4















































































































. - Two Stage Least Squares 
• - Kalman Filter 
. - Modified Kalman Filter ©
Table 5 KALMAN FORECAST
U2
C INR IR IINV R RL WR UR P YD
k = 60 .00163 .02332 .02671 1.03420 .06920 .02036 .00269 .29122 .00397 .00211
k = 90 .00208 .01659 .02731 .95633 .03406 .00553 .00067 .09581 .00052 .00244
— ... .. ------- UM
k = 60 .15643 .01*974 .00965 .05187 .24726 .10747 .210924 .34984 .31713 .03275
k = 90 .44142 .00001 .05250 .03079 .00435 .00437 .07013 .12207 .13361 .20062
IIs
k = 60 .22910 .40134 .34149 .05033 .06862 .56415 .60906 .26852 .56241 .22572
k = 90 .00005 .16826 .00601 .04326 .22778 .31001 .00281 .14373 .04398 .00252
j f i •
k = 60 .62258 .55804 .65837 .90691 .69134 .33695 .18153 .38788 .12701 •75082
&tij* .56389 .84133 .95059 .93525 •777^3 .69518 .93599 .74262 .83073 .80453
k = 60 parameters June 1964 
k = 90 parameters December 1971
Table 6 MODIFIED KALMAN FORECAST
C INR IR IINV R RL WR- - UR P YD
k = 60 .00191 .02065 .02426 1.0515 .03844 .02460 .00263 .24190 .OO396 .00214
k = 90 .00200 .01711 .02594 .9796 .03484 .00559 .00067 .08965 .OOO53 .00224
U*1
k = 60 0478 .02133 •04935 .05321 .01913 .12860 .20895 .31013 .31620 .14942
k = 90 .5163 .00145 .06769 .03141 .00039 .00218 .07309 .13810 .13208 .23658
Is
k = 60 .09868 .35291 .08080 .05304 .10194 .62096 .61642 .24544 .56314 .10171
0ONII.M .01970 .27281 .00237 .04338 .24702 •39995 .00662 .11543 .04407 .02921
u°
k = 60 •55977 .63516 .87897 .90284 .88834 .25880 .18221 .45104 .12722 .75703
k = 90 .46863 •73532 .93888 .93451 .76219 .60745 .92919 .75474 .83218 .74154
k = 60 parameters June 1964 
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o Kalman Filter 
A Modified Kalman Filter 
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Figure 10
o Kalman Filter 
A Modified Kalman Filter 
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o Kalman Filter A Modified Kalman Filter + Two Stage Least Squares - Historical Values
oo

















54.01 78.0160.01 66 . 01 72.01T I M E  T E R R . Q U A R T E R
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After introducing the root mean predictive error and 
the inequality coefficient in this chapter, we reported the 
results of estimating the parameters of an economic model 
by three distinct methods: Kalman Filter, Modified Kalman
Filter, and Two Stage Least Squares method. We found that 
we improved the economic simulation by using those methods 
which considered time-varying parameter models as an in­
tegral part of their development. Unfortunately, this re­
quires one to determine the variances of the time varying 
parameter. Thus we reported a procedure to calculate the 
•values of such variances. The model which uses the para­
meters estimated by the Kalman Filter algorithm
seemed to forecast the economic variables better 
than the Modified Kalman Filter algorithm. The latter one,
however, followed the variables affected by the time
varying parameter model better than the former one. 
Characteristic, that made it very attractive to use.
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Not very long ago, a prominent leader of our society 
indicated that he had never seen individual freedom in­
corporated into an econometric model. This may be so, but 
we believe that we have taken a small step in that direc­
tion.
As we indicated in the proposal for this research, 
the use of an economic model that reflects the changing 
attitudes of individuals and institutions should serve to 
help managers and government officials to mold a better 
world than otherwise would be possible. We are living in 
a changing world, and our analytical tools should reflect 
those changes accurately and promptly. If we expect to 
respond to the challenge of today's environment, the control 
technology that helped to put a man on the moon, that 
provided improved chemical process control, and that touched 
the lives of us all, should provide a better understanding 
of society than is available to us today. <
We believe that the use of the Kalman Filter algorithm 
in its normal or modified version proved capable of im­
proving our method of estimations. To do it, we revised 
a small econometric model first proposed by Robert Pindyck, 
and we extended it from January I9W  to December 1975 to 
study the variability of their parameters under the fol­
lowing circumstances: Korean war, Vietnam war, energy
80
crisis, and Watergate scandal.
Studying all the variables, we found that the varia­
bility of the parameters primarily affected long and short 
term interest rate variables, and to a lesser extent, 
affected change in inventory and residential investment 
variables. These results, although expected, represent a 
step forward in our economic modeling abilities. It shows 
that during uncertain times the borrower's and lender's 
attitudes have a greater impact on the parameters of the 
interest rate functions than the consumer's and the non- 
res idential investor's postures on the parameters of their 
respective functions.
Having done that, we predict the economic variables 
from June 196k to December 1975 by using two distinctive 
methods. In one case we used the I96I+ parameter to predict 
the variables values, and in the other case, we allowed the 
time-varying parameter model to evaluate the parameter 
until December 1971* We discovered that the Kalman Filter 
estimation procedure forecasts the variables better than 
the Modified Kalman Filter algorithm but the latter duplicated 
the variables affected by the time-varying parameter model 
better than the former one.
Unfortunately, our work is not exempt of shortcomings.
The simplification of the model, the treatment of the 
autocorrelation of the equations, and the exclusion of all 
the predetermined but exogenous variables from the
82
instrumental models somewhat diminish the absolute value 
of our findings. Yet, we hold that our results are valid, 
and that they constitute a step forward in the application 
of a control engineer's approach to a better understanding 
of the social and economic phenomena of the nation.
This brings us to the next proposition. Where do we 
go from here? Much more work remains to be done. In addi­
tion to developing a generalized computer program to allow 
other investigators to use our procedures, We need to com­
pute proper values of government expenditures, growth of 
the money supply, tax rate structures, and any other mani­
pulated variables to attain certain social and economic 
objectives subject to several possible constraints.
To do that we may or may not need to use the re­
sources of the optional control discipline. This will de­
pend on our aim and on the amount of resources we are
willing to allocate to reach our purpose. It will be neces­
sary, however, to transform the model from its algebraic 
form, in which the parameters were estimated, to a dynamic 
form in which each dependent variable is expressed as a 
function of previously occurring independent variables. Having 
done that, we can further transform the model into state 
variable form, or we can apply any standard algorithm to 
compute the values of the manipulated variables.
NOMENCLATURE
English
A Time-varying parameter variance
Â  Observed variable value
a Actual regression parameter
b Actual regression parameter
C Total personal consumption expenditure
C(k+1) Dependent variable at period k
d '1 + W k W
EX Export of good and service
FR Federal Government receipts
FTR Total Federal transfer payments
G Government purchase of goods and service
Independent variable at period k 
H Quarterly man-hours
INR Gross private domestic investment in non residential
IR Value of new additions and alterations to private
non-farm residential buildings
IM Imports of goods and services
Kk+1 O.L.S. Recursive gain
K/f Kalman or Modified Kalman Filter gain(k+1)
LF Civilian labor force
M MC + MD
MC Currency outside the Treasure
MD Demand deposits



















Weighing matrix at period k+1 given the 
output observation up to period k 
Weighing matrix at period k+1 given the 
output observation up to period k+1 
Initial weighing matrix 
Predicted variable value 
Quantity produced at period k 
Quantity demanded at k period 
State variance covariance matrix of k period 
Correlation coefficient between predicted and 
realized series





Average market yield on U. S. Government 3 
month bill
Yield on long term U. S. Government bonds 
Instrumental variable 





Inequality proportion due to bias 
Inequality proportion due to variance 
Inequality proportion due to correlation
V(k+1) Gaussian stochastic process of the measurement
error
W(k) Gaussian stochastic process of the disturbance
error





x(k/j) Estimate of the states at period k given the
output observations up to period j
*
X(k+1/k+1) Estimate of the states at period k+1 given the
output observation up to period k+1 
Initial states value 




Given a N x N A matrix, any two matrixes N x M B and C , 
and the matrixes A + BC' and (l + X’A^B)
Being non singular
(A + BC1)-1 * A ^ B  (I + C'A^B)"1 C'A0 -
Prove:
Let us define
D - A + B C  A-2
Because non singular property of D
D-1D = I = D^ A  + D“XBC1 
Postmultiplying by A”1
A-1 = D"1 + D"1BC' A-1 A-3
or
D“1BC,A“1 = A"1 - D-1 A-4
Postmultiplying A-3 by B
A_1B * D'*1B + D_1BC ,A“1B = D“XB (i + C'A^B)
i,
5*or
P-1B = A_1B (I + C'A^B)"1 A-5
\
Postmultiplying by C'A"1
D^BC'A"1 «* A-1B (I + C ,A“1B)“1 C'A"1 A-6
86
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Substituting A-4 into A-6
A-1 - D"1 = A“1B (l +'c ,A“1b )"1 C'A*1
OK .
D-1 » A-1 « A”3*  (I + C'A^B)-1 C'A"1
or
(A + BC')"1 - A”1 - A-1B (I + C A " 3*)”1 C'A*1 Q.E.D.
APPENDIX A 2
IMPLICIT PEAL*8(A-H,0-Z)
C N NUMBER OF QUARTESFOR WHICH DATA IS AVAILABEL TO ESTIMATE MODELC MVA NUMBER OF VARABLES IN THE MODELC NE NUM3FR OF STRUCTURAL EQUATIONS IN THE MODELC L SWITCH ASSOCIATE WITH PARAMETER VARIATION MODELC 1 FIRST ORDEN GAUSSIAN KORKOVC 2 SECOND ORDER GAUSIAN MARKOVC INST: 0 RECURSIVE LEAST SQUARE C INST: 1 KALMAN FILTER C INST: 2 INSTRUMENTAL VARIABLESC NV POSITION HOLD BY THE INDEPENDENT VARIABLE IN THE ETP1 ARRAY C ALPHA INITIAL VALUE OF THE PARAMETER VARIANCE C YTP1 INDEPENDENT VARIABLE ARRAY C N1 NUMBER OF PARAMETERS IN A EQUATIONC EHO AUTOCORRELATION COEFFICIENTS FOR THE FIRST 10 VALUES OF THE ARRAY C PARAMETERS FOR GAUSSIAN MARKOV MODEL.NEXT 20 VALUES OF THE ARRAYC DTRACK RATIO OF PARAMETER TIME VARIATION VARIANCE / O.L.SQ. PARAMETER C VARIANCEC BETHA PARAMETER VALUES FOR I EQUATION J VARIABLE C BETHAO INITIAL PARAMETER VARIABLE FOR I EQUATION AND J VARIABLE C XTP1 INDEPENDENT VARIABLE ARRAY C ZTP1 INSTRUMENTAL VARIABLE ARRAY C ETP1 DATA ARRAYC PTTM1 VARIANCE COVARIANCE ATRIX OF I EQUATION J K VARIABLE C PTTM1 VARIANCE COVARIANCE MATRIX OF I EQUATION J K VARIABLE C BUF PARAMETER STORE ARRAY FOR I EQUATION J PERIOD AND K POSITION C EUF1 DEPENDENT VARIABLE VALUE ARPAY FO I VARIABLE J PFRIOD ANDC K=1 MODEL X=2 HISTORYC PTTM1A VARIANCE COVARIANCE MATRIX FOR INSTRUMENT REGRESSION C CORRESPONDING TO I EQUATION J INSTRUMENTAL VARIABLE K LC EXOGENOUS VARIABLEC BETHAA PAPAMETSR VALUES OF THE AUXILIARY EQUATION FOP THE I C FUNCTION J INSTRUMENTAL VARIABLE K POSITION
C NUT PERIOD OF TIME COUNTER *
£*****«*****************************************************************
COMMON N,NVA,NE,L, ALPHA,DTRACK,BETHAG,ETP1,PTTK1,BETHA,YTP1,1 XTP1 ,ZTP1 ,N1,NV,NUT,INST,RHO,BUF,BUPl,PTT?nA,BETHAA,BF.THA2 DIMENSION NV (10) ,ALPHA (10) f DTPACK (10 ,10) ,ETP1 (96) VPTTH 1 (10, 10, 10) ,1 BETHA (10, 10) , BETHA0 (10,10) ,YTP1 (10) rXTP1 (10,10) ,ZTP1 (10,10) ,2N1(10) ,RHO(30) ,BUF(9,120,5),BUF1(10,120,2) ,PTTM1A(10,3,5,5) ,33ETHAA(10,3,5) ,BETHA2(10,10)DIMENSION PTT1(10,10)C INITIALIZE ARRAYS TO ZERODO 100 LL=1,10 NV (LL) =0 ALPHA(LL)=0.YTP1 (LL) =0,N1(LL)=0.RHO(LL)=0.100 CONTINUEDO 101 L1= 1,10 DO 101 L2=1,10 DTRACK(L1,L2)=0.BETHA (L1,L2) =0.BETHAO(L1,L2)=0*BETHA 2 (L 1,L2) =0.XTP1(L1,L2)=Q.ZTP1(L1,L2)=0.101 CONTINUEDO 102 13=1,96102 ETP1(L3)=0.DO 104 L4=1, 10 DO 104 L5=1,10 DO 104 L6= 1,10 1C4 PTTM1(L4,L5,L6)=0.DO 110 K 1= 1,9DO 11C K2=1,120 £o
n 
n
DO 11C K3=1,5 BnF(K1,K2,K3) =0.110 CONTINUE
DO 120 K 1 = 1,10 
DO 120 K2= 1,120 
DO 120 K3= 1, 2 120 BUF1(K1,K2,K3)=0. -
DO 130 K1=1,10 
DO 130 K 2=1,3 
DO 130 K3= 1,5 
DO 130 K4=1,5 130 PTTM1A(K1,K2,K3,K4)=0.DO 1UC K1=1,10 DO 140 K2=1,3 DO 140 K3=1,5 140 BETHAA (K1,K2,K3)=0.C MAIN PROGRAMNUT=1 10 CALL READ CALL ISIT CALL AUX CALL IDC STORE PARAMETER ARRAY IN THE DISKWRITE (10,9000) BETHA 9C00 FORMAT(100AB)NUT=NUT+1IF (NUT.GT.N) GO TO 20GO TO 10 20 CONTINUETEMPORARY STATMENT TO Ŝ ORE P FOR D=0 WRITE (11)PTTM1 GO TO 2001C USE OF PLOT SUBROUTINE TO GENERATE OUTPUTCALL IDENT (* 1105 7C394 R»J1C') )®
n 
n
CALL PLOT (1.,.5,-3)00 30 IFLAG=1,9 K= 1IF (IFLAG.EQ.1)CALL XYPLOT (K, 5 , IFLAG)IF (IFLAG.EQ. 2)CALL XYPLOT(K,4,IFLAG)IF(IFLAG.EQ.3)CALL XYPLOT(K,3,IFLAG)IF (IFLAG.EQ. 4) GO TO 30IF (IFLAG.EQ.5)CALL XYPLOT(K,U,IFLAG)IF (IFLAG.EQ. 6) GO TO 30 IF (IFLAG.EQ.7)GO TO 30 IF(IFLAG.EQ.8)GO TO 30 IF (IFLAG.EQ.9)CALL XYPLOT(K,3,IFLAG)30 CONTINUE CALL EOJOBPRINT FINAL PARAMETERS AND VARIANCE COVARIANCE HATRCES BYEQUATION AND VARIABLES 2001 CALL PRTMTX(BETHA,10,5)DO 3000 K=1,NE DO 2000 J=1,10 DO 2000 1=1,10 2000 PTT1(I,J)=PTTM1<K,I,J)CALL PRTMTX (PTT1 ,10,N1 ('K) )3000 CONTINUE STOP ENDSUBROUTINE READ IMPLICIT REAL*8(A-H,0-3)COMMON N,NVA,NE,L,ALPHA,DTRACK,3ETHA0,ETP1,PTTH1,BETHA,YTP1,1 XTP1,ZTP1,N1,NV,NUT,INST,RH0,BUF,BUF1,PTTE1A,BETHAA,BFTHA?DIMENSION NV(10) ,ALPHA(10) ,DTRACK(10,10),ETP1(96),PTT3l(10,10, 1 BETHA(10,10),BETHAO(10,10),YTP1(10),XTP1(10,10),3TP1(10,10),2N1 (10) ,RHQ (30) ,BUF (9,120,5) ,BUF1 (10,120,2) ,PT?F1 A(10,3,5,5) ,3BETHAA(10,3,5),BETHA2(10,10)DIMENSION 3TP2 (10,10,10)
IF (HUT.NE. 1)GO TO 10 READ(4,98)N,NVA,NE,INST,L READ (5,98) (NV (I) ,1=1,10)DO 1001 1=1,NEREAD(4, 101) ALPHA (T) , (DTPACK (I,J) ,J=1 ,10)1001 READ(5,103) (BETHAO (I,J),J=1,10)C PEAD FROM DISCK P FROM D=0 READ(11)ETP2 DO 92 K=1,NE DO 92 1=1, 10 DO 92 J=1,10IF (I.EQ.J)DTRACK(K,I)=DTRACK(K,I)*ETP2(K,I,J) 92 CONTINUEREAD(5,105)(RHO(I),1=1,30)105 FORMAT (1QF7. 4)1C CONTINUEREAD(1,2001)KLH 2001 FORMAT (110)READ(1,999)(ETP1(I),1=1,96)999 FORMAT(4(1X,F19.6))HRITE(6,1000)(ETP1(I),1=73,96)1C00 FORMAT(4 (1X,F19.6))98 FORMAT(1014)101 FORMAT(F10.0,10F7.4)103 FORMAT (10F8. 4)100 FORMAT(4(1X,F19.6))C ARANGE THE DATA IN SEQUENTIAL ORDERDO 1 1=1,96IF (I.GT.6 .AND.I.LT.9 ) GO TO 20 IF(I.GT.11 .AND.I.LT.15) GG TO 11IF(I.GT.15 .AND.I.LT.20) GO TO 12IF (I.GT.20 .AND.I.LT.24) GO TO 13IF(I.GT.25 .AND.I.LT.2°) GO TO 14IF (I.GT.30 .AND.I.LT.34) GO TO 15
IF (I.GT.35 .AND.I.LT.39) GO TO 16IF(I.GT.40 .AND.I.LT.44) GO TO 17IF(I.GT.44 .AND.I.LT.49) GO TO 18IF (I.GT.49 .AND.I.LT.53)GO TO 19 GO TO 1 20 DO 2 J=7,962 FTP 1 (J) =J2TP1 (J + 2)
1=1 + 2GO TO 111 DO 3 J=12r 963 ETP1 (J) =ETP1 (J + 3)1=1+3GO TO 112 DO 4 J=16,964 ETP1 (0) =ETP1 (J+4)1=1 + 4GO TO 113 DO 5 J=21,965 ETP1 (J) =ETP1 (J+3)1=1+3GO TO 114 DO 6 J=26,966 ETP1(J)=ETP1(J+3)1=1 + 3GO TO 115 DO 7 J=31,967 ETP1 (J) =ETP1 (J+3)1=1+3GO TO 116 DO 8 J=36,968 ETP1 (J) =ETP1 (J+3)1=1 + 3GO TO 117 DO 9 J=41f 96 vO
9 ETP1 (J) =ETP1 (J + 3)
1=1 + 3 
GO TO 1
18 DO 99 J=45,96
99 ETP1 (J) =ETP1 (J+4)
1=1+4 
GO TO 1
19 DO 109 J=50,96 








1 XTP1, ZTP1,N1,NV,NUT,INST,RH0,BUF,BUF1,PTTM1A,BETHAA,RETHA2 
DIMENSION NV(10) ,ALPHA(10) ,DTRACK(10,10),ETP1(96),PTTH1(10,10,19) 
1 BETHA(10,10),BETHA0(10,10),YTP1(10),XTP1(10,10),ZTP1(10,10),
2N1(10) ,PHO(30) ,BUF(9,120,5),BUF1(10,120,2),PTTMlA(10,3,5,5) ,
. 33STHAA (10,3,5),BETHA2(10,10)
DIMENSION PTT1 (10,10) .
DATA PTT1/10C*C./
IF (NUT. NE. 1) GO TO 100 
DO 40 K=1, NE
INITIALIZE PARAMETER VARIANCE COVARIANCE AND PARAMETER MATRIX 
NT=10
DO 10 J=1,NT 
DO 10 1=1,NT 
IF(I.EQ.J) GO TO 11 
PTT1 (I , J) =0.
GO TO 10 








DO 20 1=1,NT 
DO 20 J=1,NT 
PTTW1(K,I,J)=PTT1 (T,J)
20 BETHA (K,I) =RETHA0 (K,I)
K  EQUATION NUMBER
KK.......  JOINTLY DEPENDENT VARIABLE TO BE SUBSTITUDE ■
I.....J.....  POSITION OF THE VARIABLES
INITIALIZE AUXILIARY EQUATION VARIANCE COVARIANCE MATRIX 
NT=5
DO 21 KK=1,3 
DO 21 1=1,NT 
DO 21 J=1,NT
21 PTTM1A (K,KK,I,J)=PTT1 (I,J)
40 CONTINUE
CONSTITUDE DEPENDENT INDEPENDENT AND NUMBER OF PAPAMETER MATRICES
YTP1-XTP1-N1
100 DO 150 K=1,NE
YTP1 (K) =ETP1 (NV (K) )
NN=NV(K+1)-NV(1)
NN1 = NV(K) + 1 
JK=0















DIMENSION NV(10) ,ALPHA(10) ,DTRACK(10,10) ,ETPl(96),PTTM1(10,10,10) ,1 BETHA(10,10) ,BETHAO(10r10) ,YTP1(10) ,XTP1(10,10),ZTP1(10,10) ,2N1 (10) , RHO (30) , BUF (9 , 120 , 5) ,BUF1 (10, 120, 2) ,PTTM1A (10,3,5,5) ,3 BETHA A (10, 3,5) ,BETHA 2 (10, 10)REAL MODEL (10) ,MODELL(1C)DATA MODEL,MODELL/10*0.,10*0./NT= 10EQUATE INSTRUMENTAL VARIABLE TO INDEPENDENT VARIABLE VECTOR FORINST EQUAL 0 IF (INST. NE. 0) GO TO 100 DO 20 1=1, NT DO 20 J=1,NT 20 ZTP1 (I , J) =XTP1 (I, J)100 RETURNENTRY AUXIL1 (JJ)COMPUTE AUXILIARY MODEL FOR INSTRUMENTAL VAPAL8BS OF JJ EQUATION N2=N 1 ( JJ)IF (INST.EQ.O)GO TO 300 TWO STAGE AUXILIARY MODEL METHODSUB5TITUDE THE JOINT INDEPENDENT VARIABELS BY THEIR AUXILIARY MODFL 5000 DO 5001 1=1,NT .5001 ZTP1(JJ,I)=XTP1(JJ,I)IF (NUT.LT.15) GO TO 300 C I.V. FOR CONSUMPTION FUNTION IF (JJ.NE.1) GO TO 5020 11=15012 CALL IDAUX (JJ,II)TEM=Q.DO 5011 1=1,4 5011 TEM=TEM*BETHAA(JJ,IJ,I)*ETP1(U5+I)IF(II.NE.1)GO TO 5013 ZTP1(1,1)=TEM 11=11+1GO TO 5012 «
5013 ZTP1(1,2)=TEM GO TO 300C I.V. FOR NON RESIDENTIAL INVESTMENT5020 IF (JJ.NE.2) GO TO 5030 
11=1CALL IDAUX (J J,TI)TEM=0.DO 5021 1=1,45021 TEM=TEM+BETH AA(JJ,11,1)*ETP1(45+1) ZTP1 (2, 1)=TF.MGO TO 300 C I.V. FOR RESIDENTIAL INVESTMENT 5030 IF(JJ•NE.3)GO TO 5040 
11=1CALL IDAUX(JJ,II)TEM=0.DO 50 31 1=1,4 50 31 TEM=TEM+BETHAA(JJ,II,1)*ETP1(45*1) ZTP1(3,1)=TEM GO TO 300 C I.V. FOP CHANGE INVETORIES5040 IF(JJ.NE.4) GO TO 5050 .
TI= 15042 CALL IDAUX (JJ,II)
T2M=0.DO 5041 1=1,45041 TEM=T2M+BETHAA (JJ,II,I) *ETP1 (45*1) IF (II.NE.1) GO TO 5043 ZTP1(4,1)=TEM 11=11+1 GO TO 50425043 IF (II.NE.2) GO TO 5044 ZTP1 (4,2)=TEM 11=11+1 VO00
GO TO 50U2 
50HH ZTP1(4,3) =TEM 
GO TO 300 
C I.V. FOR SHORT INTERST RATES5050 IF (JJ.NE.5) GO TO 5060 
11=25052 CALL IDAUX (JJ,II)TEM=0.DO 5051 1 = 1,ft5051 TEM=TEH+BETHAA(JJ,TI,I)*FTP1(U5+I) IF (II.NE.2)GO TO 5053ZTP1(5,2)=TEM 11=11+1 GO TO 50525053 ZTP1(5,3)=TEMZTP1 (5,3) =XTP1 (5, 3)GO TO 300 C I.V. OR LONG INTEREST RATES5060 IF (JJ.NE.6) GO TO 5070 
11=25062 CALL IDAUX (JJ,II)TEM=0.DO 5061 1 = 1,ft5061 TEM=TSM+3ETHAA(JJ,II,I)*ETP1 (ft5+I) IF (II.NE.1) GO TO 5063ZTP1 (6,2)=TEM 
11= 11+1 
GO TO 50625063 7.TP1 (6,3) =TSM GO TO 300C I.V. FOR WAGE RATES 5070 IF (JJ.NE.7) GO TO 5080 *GO 70 300 C 1. V. FOR UNEMPLOYMENT RATE .
I
vOVO
5C80 IF (JJ. NF..8) GO TO 509C 
11=1CALL IDAUX(JJ,II)TEM=0.DO 5081 1=1,4 5081 TEM=TEM+BETHAA(JJ,II,I)*ETP1(45+1) ‘ZTP1 (8,1)=TEM GO TO 300 C I.V. FOR PRICE INDEX5090 IF(JJ.NE.9) GO TO 300 
11=2CALL IDAUX (JJ,II)TEM=0.DO 5091 1=1,45091 TEH=TEN+BET3AA (JJ ,11 ,1) *ETP1 (45+1)ZTP1(9,2)=TEMGO TO 300 300 RETURNENTRY AUXIL2(JJ)C PERIOD OF TIME , ESTIMATE AUXILIARY MODEL TO BP USF.D TO GENERATE C INSTRUMENTAL VARIABLESC PRESICTION ARE BASE ON THE PEEVIOS PARAMETER VALUE AND THE CURRENT X TEM=MODEL(JJ)MODELL(JJ)=0.DO 600 1=1,N2 600 MODELL(JJ)=HODELL(JJ)♦BETHA(JJ,I)*XTP1(JJ,I)MODEL(JJ)=NODELL(JJ)*RHO(JJ)*ETP1(49»JJ)IF (JJ.EQ.1)GO TO 601 IF (JJ.EQ.2)GO TO 602 IF (JJ.EQ.3)GO TO 603 IF (JJ. EQ. 4) GO TO 604 IF (JJ.EQ.5)GO TO 605 IF (JJ. EQ. 6) GO TO 6C6 IF (JJ. 30. 7) GO TO 607
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IF (JJ. EQ. 8) GO TO 608 IF (JJ.EQ.9)GO TO 609 GO TO 10000601 DO 701 1=1,5701 BUF(JJ,NUT,I)=BETHA(JJ,I) GO TO 10000602 DO 702 1=1,4702 BUF (JJ,NUT,I)=BETHA (JJ,I) GO TO 1000060 3 DO 703 1=1,3703 BUF (JJ,NUT,I)=BETHA(JJ,I) GO TO 10000604 DO 704 1=1,4704 BUF(JJ,HUT,I)=BETHA(JJ,I) GO TO 10000605 DO 705 1=1,4705 BUF(JJ,NUT,I)=BETHA(JJ,I) GO TO 10000606 DO 706 1=1,4706 BUF (JJ,NUT ,1) =BETHA (JJ, I) GO TO 10000607 DO 707 1=1,4707 BUF(JJ,NUT,I)=BETHA(JJ,I) GO TO 10000608 DO 709 1=1,4708 BUF(JJ,NUT,I)=BETHA(JJ,I) GO TO 10000609 DO 709 1=1,3709 BUF(JJ,NUT,I)=PETHA(JJ,I) GO TO 1000010000 CONTINUEIF (JJ.EQ.1)C0ML2=C0ML1 IF(JJ.EQ.1)COKL1=MODEL(1) IF (JJ. EQ. 5) RL1=S0DEL (5)
101
IF (JJ.BQ.7)WRL1 = M0DEL(7)IF (JJ. F.Q. 9) PL1=M0DEL (9)C WITH CURRENT EXPLANATORIES VARIABLES,AND PARAMETERS FROM THE PREVIOUS RETURN ENDSUBROUTINE ID IMPLICIT REAL*3(A-H,0-Z)COMMON N,NVA,NE,L,ALPHA,DTRACK,BETHAO,ETP1,PTTM1,BETHA,YTP1,1 XTP1,ZTP1,N1,NV,NUT,INS7,PHO,BUF,BUF1,PTTM1A,BETHAA,BETHA2 DIMENSION NV(10) , ALPHA(10) ,DTRACK(10,10) ,ETP1(96),PTTM1(10,10,10) , 1 BETHA(10,10),BETHAO(10,10),YTP1(10),XTP1(10,10),ZTP1(10,10),2N 1 (10) ,SHO (30) ,BUF (9,120,5) ,BUF1 (10,120,2) ,PTTM1 A (19 ,3,5, 5) , 3BETHAA(10,3,5) ,BETHA2 (10,10)DIMENSION PTT1(10,10),PT(1C,1C),X(10),Z(10),CORP(10),P1(1C),1GTP 1(10) , BETH A 1 (10) ,P(10) , BETH A 3 (1C)DATA PTT1,PT,X,Z,C0BR,P1,STP1,BETHAl,P/10C*C*DC,100*0.DO,11C*0.DO,10*0.DO,1C*0.DO,10*0.DO,10*0.DO,10*0.DO,10*0.DO/DATA BETHA3/10*0.DC/WRITE(6,1)NUT 1 FORMAT (120)DO 10 J= 1, NE . NT=10CALL AUXIL1(J)200 DO 20 1=1,NT X (I) =XTP1 ( J,I)20 Z (I) =ZTP 1 (J,I)1C90 FORMAT (10F12.3)DO 30 1=1,NT 00 30 K= 1, NT EETHA1(I)=BETHA(J,I)BETHA3(I)=BETHA2 (J,I)30 PTT1(I,K)=PTTM1(J,I,K)C CALCULATE DCALL MPYKTX(PTT1,Z,P,NT,MT,1)
CALL KPYMTX (X,P,D,1,NT,1)D=1./(1.+D)C CALCULATE GAINCALL MPYSCA(D,P,GTP1,NT,1)C CALCULATE PARAMETER ESTIMATECALL MPYMTX(X,BETBA1,X1,1,NT,1)EP.R0R = YTP1 (J) -X1CALL iiPYSCA (ERROR,GTP1,CORR,NT, 1)C EXPLORE PARAMETER MODEL OE THE TYPE 3T=RHO(10)*BTM1+RH0(11)*BTM2*U IF (L. NE. 1) GO TO 250 IF (J. EQ. 1) KK= 1 IF (J.EQ. 2)KK=3 IF (J.EQ. 3)KK=5 IF (J. EQ. 4)KK=7 IF(J.EQ. 5)KK=9 IF (J. EQ. 6) KK=11 IF (J.EQ. 7)KK=13 IF (J.EQ. 8)KK=15 IF (J.EQ. 9) KK = 17 IF(J.EQ.10)KK= 19 FACT01=RH0(10 + KK)FACT02=RHO(11 + KK)CALL MPYSCA(FACT01,3FTHA1,BETHA1,NT,1)CALL MPYSCA (FACT02,BETHA3, BETHA3, NT, 1)CALL ADMTX (BETHA1,BETHA3,BETHA1,NT,1,0)250 CALL ADMTX (BF.THA1,C0RP,BETHA1,NT,1,C)C CALCULATE THE MODEL CALL AUXIL2(J)201 DO 100 1=1,NTBETHA2(J,I) =9ETHA (J,I)100 BETHA (J,I) =BETHA1 (I)C CALCULATE COVARIANCECALL MPYMTX(X,PTT1,P1,1,NT,NT)CALL MPVMTX(P,PlrPT,NT,1,NT)-
103
CALL KPYSCA(D,PT,PT,NT,NT)CALL ADMTX (PTT 1, PT,PT, NT, NT, -1)DO 50 K=1,NT DO 50 1=1fNT IF(K.EQ.I) GO TO 51 PTT1 (K,I)=0.GO TO 50 51 PTT1(K,I)=DTRACK(J,I)50 CONTINUECALL ADMTX (PTT1,PT,PTT1,NTfNT,0)DO 60 K=1,NT DO 60 1 = 1,NT 60 PTTM1(J,K,I)=PTT1(K,I)10 CONTINUE RETURN ENDSUBROUTINE RDMTX (A,NF,NC)IMPLICIT REAL*8(A-H,0-Z)DIMENSION A(NR,NC)READ (5,1) {(A (I,J) , J=1, NC) ,1=1, NR)1 FORMAT(8E10.0)RETURN
ENTRY PRTMTX(A,NR,NC)WRITE (6,2) (J, J=1 , NC)2 FORMAT(/*0COL.*,2X,10(I1G,2X))DO 3 1=1,NR3 WRITE (6,4) I, (A (I,J) , J=1,NC)a FORMAT ('GROW' ,H,10E12.5/(7X,10E12.5) )RETURN ENDSUBROUTINE DFNMTX (A,B,NP,NC)IMPLICIT REAL*8(A-H,O-Z)DIMENSION A(NR,NC),B(NR,NC)DO 1 1=1,NR
104





RETURNENDSUBROUTINE XYPLOT(K,KF,IFLAG)IMPLICIT REAL*8(A-H,0-Z)COMMON N,NVA,NE,L, ALPHA, DTRACK,BETHAO ,ETP1 ,PTTM1 ,3F.THA ,YTP1 ,1 XTP1,ZTP1,N1,NV,NUT,INST,RHO,BUF,3UF1,PTTM1A,BETHAA,BETHA2 DIMENSION NV (1 0) , ALPHA (10) ,DTRACK (10 , 10) ,STP1 (96) ,PTTM 1 (10, 10, 10) , 1 BETHA (10,10) , BETHAO (10,10) ,YTP1 (10) , XTP 1 (10 , 10)', ZTP1 (10,10) ,2N1(10) ,RHO (30) ,BUF(9,120,5),BUF1(19,120,2) ,PTTM1A (in,3,5,5), 33ETHAA (10, 3, 5) , BETHA2 (tO, 10)8£AL*4 HOR (120),VER(120)DATA VER,HOR/129*0.,120*9./CALL PLOT(8.5,0.,3)CALL PLOT(8.5,0.1,2)CALL PLOT (8. 5, 11., 3)CALL PLOT(8.4,11.,2)CALL PLOT (0. ,11. ,3)CALL PLOT(0.,10.9,2)CALL PLOT(0.,0.,3)CALL PLOT(0.1,0.,2)CALL PLOT(9.,0,,3)CALL PLOT(1.9,3.5,-3)DO 5001 KJ = 1,N HOR(KJ)=KJVER (KJ)=BUF(IFLAG,KJ,K)CONTINUE HOR (N+1) =0.HOR (N + 2) =24.IF (IFLAG.NE.1)GO TO 2̂IF (K. EQ. 1)1 GO TO 6001 IF (K.EQ.2)1 GO TO 5002 IF (K. EQ. 3) 106
1 GO TO 1C01 
IF (K. EQ. 4)
1GO TO 1001 
IF (K. EQ. 5)
1 GO TO 1001 IF (K. EQ. 6)
1GO TO 1001 
GO TO 1Q00 
20 IF (IFLAG . NE.2) GO TO 30 
IF (K. EQ. 1)
1GO TO 5003 
IF (K. EQ. 2)
1GO TO 1001 
IF (K.F.Q. 3)
1GO TO 1001 
IF (K. EQ. U)
1 GO TO 1001 
IF (K. EQ, 5)
1GO TO 1001 
GO TO 1000 
30 IF (IFLAG .NE.3) GO TO 40 
IF(K.EQ.1)
1GO TO 5004 
IF (K.EQ.2)
1GO TO 1G01 
IF (K.3Q. 3)
1GO TO 1001 
IF(K.EQ.4)
1 GO TO 1001 
GO TO 1000 
40 IF (IFLAG. NE. 4) GO TO 50 
GO TO 1001 
IF (K. EQ. 1)
1 CALL AXIS (0.,0.,‘CHAGE INVT CO? #1' ,-18,5. ,0. ,HC-R {N♦ 1) ,HOP (N+2) ) 107
IF (K.EQ.2)
1CALL AXIS(0.,0.,'CHAGE INVT. COF #2* 
IF (K. EQ. 3)
1 CALL AXIS(0.,0.,'CHAGE INVT. COF *3' 
IF (K. EQ. U)
1 CALL AXIS(0.,0.,'CHAGE INVT. COF *4« 
IF (K. EQ. 5)
1CALL AXIS(C.,0.,'CHAGE INVT. FUNCT' 
GO TO 1000 
50 IF(IFLAG.NE.5) GO TO 60 
IF (K. EQ. 1)
1GO TO 1001 
IF (K.EQ.2)
1 GO TO 5005 
IF (K. EQ. 3)
1GO TO 5006 
IF (K. EQ. U)
1 GO TO 1001 
IF (K. EQ. 5)
1 GO TO 1001 
GO TO 1000 
60 IF(IFLAG.NE.6) GO TO 70 
GO TO 1001 
IF (K. EQ. 1)
1CALL AXIS(0.,0.,'LONG INTR. COF #1' 
IF (K.EQ.2)
1 CALL AXIS (0.,0.,•LONG INTR. COF #2' 
IF (K. EQ. 3)
1CALL AXIS (0.,0.,*LONG INTP. C^F #3' 
IF (K. EQ. 4)
1CALL AXI5.(0. ,0. , ' LONG INTR. COF 
IF (K. EQ. 5)
1CALL AXIS (0.,0., 'LONG INTR. FfTNCT' 
GO TO 1QG0
18.5..0.,HOR(N+1),HOR(N+2))
18.5..0.,HOR (N + 1), HOR (N+2))
18.5.,C.,HOR (N + 1),HOR (N+2))
18.5..0.,HOR (N + 1) ,HOR (N+2) )
18,5. ,0.,HOR (N + 1) ,HOR (N+2))
18.5..0.,HOR (N+1),HOR(N+2))
18.5.,C.,HOR(N+1),HOF(N+2)) 
1 8, 5., 0., HOR (N + 1) , HOP (N+2))
18.5..0.,HOR (N + 1),HOR(N+2) ) 108
70 IF (IFLAG.NE.7) GO TO 80 
GO TO 1001 
IF (K. EQ. 1)
1CALL AXIS (0.,0.,'WAGE RATES COF #1'
IF (K. F.Q.2)
1 CALL AXIS (0.,0.,'WAGE PATES COF #2*
IF (K. EQ. 3)
1CALL AXIS(0.,0.,'WAGE RATES COF #3'
IF (K. SQ.4)
1 CALL AXIS(0.,0.f'WAGE RATES COF #4»
IF (K. EQ. 5)
1CALL AXIS (0.,0.,'WAGE FATES FUNCT*
GO TO 10C0 
80 IF(IFLAG.NE.8) GO TO 90 
GO TO 1001 
IF (K. EQ. 1)
1 CALL AXIS(C.,0.,* UNEMPLOYMENT COF#1' 
IF (K.EQ.2)
1CALL AXIS(0.,0.r'UNEMPLOYMENT COF*2« 
IF (K. EQ. 3)
1CALL AXIS(0.,0.,'UNEMPLOYMENT COF#3' 
IF(K.EQ.U)
1 CALL AXIS (0.,0.,'UNEMPLOYMENT COF#U» 
IF (K. EQ. 5)
1CALL AXIS(0.,C.,'UNEMPLOYMENT FflNCT* 
GO TO 1000 
90 IF (K.EQ. 1)
1GO TO 50C7 
IF (K. EQ. 2)
1 GO TO 5008 
IF (K. EQ. 3)
1GO TO 5009 
IF (K. EQ. 4)











18r5.,0.rHOR(N + 1), HOR(N+2))
19.5..0.,HOR(N+1),HOR(N+2))
13.5..0.,HOR(N+1), HOR (N+2))
18.5..0.,HO?(N + 1),HOR (N+2))
18.5..0.,HOR(N+1),HOR(N+2))
18.5.,G.,HOR (N + 1) ,HOP (N+2) )
18.5..0, , HOB (N + 1) , HOR (N+2) )
19.5..0.,HOR (N+1),HOR(N+2) )
18.5..0, ,HOE (N + 1) ,HOR (N+2)) 













CALL AXIS(0.,0.,' ' ,1,6.,90.,VER (N+1) ,VER(N+2))
CALL XYZPLO(K,KF,VER,HOR,N)
K=K + 1
IF (K.GT. KF > GO TO 11 
IF(NPLOT.EQ.0)GO TO 10 
GO TO 8000
CALL AXIS(0.,0.,* CONSUMPTION COF * 1 ' 1 8 , 5 . , 0 . , HOR(N+1),HOR(N+2)) 
NPLOT=1 
GO TO 1C00
CALL AXIS(0.,0.,'CONSUMPTION COF #2*,-18,5.,0.,HOR(N + 1),HOR(N+2) )
NPLOT=0
GO TO 1000
CALL AXIS (0.,0.,'NO RES.INV. COF # 1' ,-19 ,5. , 0 . , HOR (N + 1) , HOP (N+2) )
NPLOT=0
GO TO 1000
CALL AXIS(0.,0.,'RESIDENTIAL COF #1',-18,5.,0.,HOR(N+1),HOE(N+2))
NPLOT=0
GO TO 1000
CALL AXIS(0.,0.,'SHORT INTR. COF #2',-18,5.,0.,HOR(N+1),HOR(N+2) )
NPLOT=1
GO TO 1C00
CALL AXIS(0.,0.,'SHORT INTR. COF #3*,-13,5.,0.,HOR(N + 1),HOR(N + 2) )
NPLOT=0
GO TO 1C00
CALL AXIS(0.,0.,'PRICE INDEX COF f1•,-18,5.,0.,HOR(N + 1),HOP(N+2) ) 
NPLOT=1 
GO TO 1000
CALL AXI5(0.,0.,'PRICE INDEX COF *2',-19,5.,0.,HOR(N +1),HOP(N+2) ) 
NPLOT=1 
GO TO 1000
CALL AXIS(0.,0.,'PRICE INDEX COF #3»,-18,5.,0.,HOP(N + 1),HOR(N+2) ) 
NPLO?=1 
GO TO 1C00 110
11 RETURN 
1001 K=K+1





REAL*4* HOR (120) f VER (120)
IF (K.EQ.KF + 2)CALL VTHICK(-3)
CALL LINE(HOR,VER,N,1,0,0)
CALL VTHICK(1)
IF (K.EQ.KF + 1) GO TO 201 
T=10 +K







COMMON S, NVA, NE, L, ALPHA, DTRACK , BETHA0 , F.TP1 ,PTTM1 ,BETHA, YTP1 ,
1 XTP1,ZTP1,N1,NV,NUT,INST,RHO,BUF,BUF1,PTTM1A,BETHAA,3ETHA2 
DIMENSION NV (10) ,ALPHA(10),DTRACK(10,10) ,ETP1(96),PTT*1 (10,10,10) ,
1 BETHA(10,10) ,BETHAO(10,10),YTP1 (10) ,XTP1 (1C,10),ZTP1(10,10) ,
2N1 (10) , RHO (30) , BUF (9 , 120 , 5) ,BUF1 (10,120,2) , PTTM1A (10 , 3, 5, 5) ,
3BSTHAA(10,3,5),BETHA2(10,10)
DIMENSION PTT1( 4, 4),PT( 4, 4),X( 4),Z( 4),CORF( 4),P1( 4),
1GTP1 ( 4) ,BETHA 1 ( 4),?( 4)
DATA PTT1,PT,X,7,C0RP,P1,GTP1,BETHA1,P/ 16*0.00,1**0.00,





C...ETP1(49)...CURRENT MONETARY GROWTH PATE 
2C0 DO 20 1=1 * NT
X(I)=ETP1 (45+T)
23 Z(I)=X(I)
DO 30 1=1,NT 













CALL ADMTX (BETHA1,C0RR,BETHA1,NT,1,0) 
C STORE PARAMETRS 







DO 50 K= 1, NT 
DO 50 1 = 1, NT 
IF (K• EQ. I) GO TO 51 
PTT1(K,I)=0.








1 0 000 0.




100000. .0500 .0500 .0500 .0500 .0500 .0500 .9500 .0500 .0500 .0500
100000. .1500 .1500 .1500 .1500 .1500 . 1500 .1500 .1500 . 1500 . 150
10C000. .2250 .2250 .2250 .2250 .2250 .2250 .2250 .2250 .2250 .225
100000. .7000 .7000 .7000 .7000 .7000 .7000 .7000 .7000 .7000 .7000
100000. .0500 .0500 .0500 .0500 .0500 .0500 .0500 .0500 .0500 .0500
100000. .0500 .0500 .050'' .0500 .0500 .'\50f .0500 .0500 . 0.50 0 . 0500
100000.
IMPLICIT REAL*8(A-H,0-Z) £***********************************************************************
C BUF1 DEPENDENT VARIABLE I STORE FOR J TIME PIPIOD *
K=1 OUTPUT SIMULATION K=2 HISTORICAL DATA *
GAMA PARAMETER MATRIX OF THE JOINT DEPENDENT•VARIABLES *
X0 LAG DEPENDENT VARIABLE MATRIX *
EXO MATRIX OF EXOGENOUS VARIABLES *
NUT PERIOD OD TIME COUNTER *
XGAMA INVERT GAMA MATRIX *
X PREDERTIMENE VAPIABLE VECTOR AT NUT PIEIOD OF TIME *
PHI REDUCE PARAMETER MATRIX *
PAVE PREDICTIVE AVERAGE VALUE FOR J DEPENDENT VARIABLE *
AVERAGE VALUE FOR J DEPENDENT VARIABLE *
VARIANCE VALUE FOR J DEPENDENT VARIABLE *
VARIANCE VALUE FOR J DEPENDENT VAPIABLE *
STANDARD DEVIATION FOR J DEPENDENT VAPIA3LF *


























n UM BIAS INIQUALITY PROPORTION *
US VARIANCE INIQUALITY PROPORTION *
UC COVARINACE INIQUALITY PROPORTIKN *
ITSQP INIQUALITY CQEFFICT NT ******************** ****** ******************* *** ****************** ****** 
COMMON BUF 1,GAMA,BETHA,X0,EXO,NUT
DIMENSION BUF1 (10, 1 2 %  2) ,SAHA(11 ,11) ,BETHA (28 , 11) , XC (120 r 24) ,
1 EXO(120,4)
DIMENSION L(11),M(11) ,XGAMA (11,11)
DIMENSION PAVE (10) ,HAVE (10) ,PVAR (10) ,KV\3('1G) ,PSTD(1") ,HSID(10) f 
1 COR (10) ,0(1C) ,U*M (10) ,USS(10) ,UCC{1^) ,P5QR (10) ,HSQR (10) ,
2D (10) , IJM (10) ,US(10) , UC(1D) ,USQK(10)
DIMENSION PHI (28,11) ,X (1,28) ,
1PRED(1,11)




C START SIMULATION 
50G05 CONTINUE
DO 1005 NUT=1,10 5 
CALL READST 
50002 IF (NUT.GT.1 ) GO TO 500
C CALCULATE LINEARIZATION COEFF.
C LINEARIZATION NUT EQUAL 1 
50C0 3 GAMA ( 7 , 11) = 1. /XO (1 , 20)
50004 3BTHA(20,11)=-GAMA ( 7,11)
GO 70 5000 
C LINEARIZATION IJUT=2 TO NUT = 0 
500 CONTINUE
DNPL1=XC(NUT,20)-XO(NUT-1,20)
GAMA ( 7, 11)=1./X0 (NUT,20) -BWRL 1/Xn (NUT,2/N) **2 
BETHA(20,11)=-1./X0(NUT,20)
3BTHA(12,11)=DWFL1/X0 (NUT,2^) 114
GO TO 5000 
C LINEARIZATION FOR NUT GREATER THAN 8 
C PREPARE PREDETERHINE VALUES VECTOR 
5000 IF(NUT.GT. 8) GO TO 5050 
C NUT LESS THA 9
DO 200 J=1,24 
200 X(1,J) =X0 (NUT ,J)
DO 210 J = 1,4 
210 X(1,24+J)=3XO(NUT ,J)
GO TO 6000 
C NUT GREATER THAN 8 
5050 X (1, 1) =3UF1 (9,NUT-1, 1)
X (1,2)=BUF1(10fNUT-1,1)
X (1,3) =BUF 1 {1 , NUT-1, 1)
X (1,4) =BUF1 (10,NTJT-3,1)
X (1 ,5) =BUF 1 (6 , NUT-4, 1)
X (1,6) =BUF1(2,NUT-1, 1)





X (1, 12) =1.
X (1,13) =XQ(NUT,13)
X(1,14) = (3UF1(9,NUT-1,1)-BUF1(9,NUT-2, 1))/BUF1 (9,NUT-1,1) 
X (1,15) = (BUF1(9,NUT-2, 1)-BUF1 (9,NUT-3,1))/3UF1 (9,NUT-2,1) 
X (1,16)=BUF1(10,NUT-2,1)
X (1,17)=BUF1(6,NUT-1,1)
X (1 , 18) =3UF1 (9,NUT-3,1)






DO 220 J=1,4 
220 X (1,24+J)= EXO(NOT ,J)
6000 CONTINUE
DO 20 1=1,11 
DO 20 J=1,11 
20 XGAMA (I, J) =GAMA {I, J)
C PROCEDE TO SIMULATE
50001 CALL DMINV (XGAMA, 11,D,L,M)
CALL MPYMTX(3ETHA,XGAHA,PHI,28,11,11)
DO 20110 1=1,28 
DO 20110 J = 1, 11 
20110 PHI (I, J) =-PHI (I,J)
CALL MPYMTX(X,PHI,PRED,1,28,11)
CALL PRTMTX(PRED,1,11)
DO 59 1=1, 10 
59 BUF1(I,NUT,1)=PPSD(1, I)
107 FORMAT ( »1',40X,' INVERSE GAMA MATRIX ')
403 F0RMAT(1X,11F10.4)




3UF1 (10, K, 1)=.887*(BUF1 (1,K,1) +BUF1 (2,K, 1) +BI1F1 (3,K,1) ♦
1 BUF1 (4,K , 1) +EXO (K , 1) + EXO (K,2) -EXO (K,3))
10100 CONTINUE
WRITE (3)BUF1 
GO TO 10101 
1C101 CONTINUE
C CHAG2 FROM PREDICT?:D AND ACTUAL ABSOLUTE VALUES TO FORCAST AND
C REALIZE CHANGES VALUES




1006 FORMAT(• PAVE-HAVE-PSTD-HSTD-COR-D ')
DO 31 I=1r10 
C CALCULATION AVERAGES 
DO 21 J=1,N
PAVE (I) =PA VE (I) +BUF1 (I , J, 1)
21 HAVE(I)=HAVE(I)+BUF1(I,J,2)
PAVE(I)=PAVF(I)/COEF2 
HA VE (I) =HAVE<I)/COEF2 
C CALCULATION STANDART DEVIATION 
DO 40 J=1,N
PVAR (I) = P V A B (I) ♦ (BUF1 (I,J, 1) -PAVE(I) ) **2 
40 HVAR (I) =HVAR (I) + (BUF 1 (I, J, 2) -HAVE(I) ) **2 
PSTD (I) = (PVAR (I) /COEF1) **. 5 
HSTD(I)=(HVAR(I)/COEF1)**.5 
C CALCUALTION CORRELATION COEFFICIENT 
DO 60 J = 1# N
60 COR (I) =COR (I) ♦ (BUF1 (I, J, 1) -PAVE (I) ) * (BUF1 (I,J,2) -HAVE (I)) 
COR (I) =COR (I) / (COEF1*PSTD (I)*HSTD(I) )
C CALCULATION DENOMINATOR INIQUALITY COEFF.
DO 80 J=1#N
D (I) =D (I) + (BUF1 (I v J, 1) -BUF1 (I,J,2))**2 
P5QR (I) =P5QR (I) +BUF1 (I, J ,  1) * *2 .
80 HSQR(I)=HSQR(I)+BUF1(I,J,2)**2 
C CALCULATION OF PROPORTION OF INEQUALITIES 
C CALCULATION PARTIAL COEF. CENTRAL TENDENCY 
UH (I) =COEF2* (PAVE (I) -HAVE (I) ) **2/(D (I) )
C CALCULATION PARTIAL COEF. UNEQUAL VARIANCE 
US (I) =COEF2* (PSTD (I) -HSTD(I) ) **2/(D(I) )
C CALCULATION PARTIAL COEF. IMPERFECT COVARIANCE
UC (I) =COEF2* (2.* (1.-COR (I) ) *PSTD(I) *HSTD (I) ) / (D (I) )
C CALCUALTION INIQUALITY COEFF.
USQB (I) =D (I) /HSQR (I)




1001 FORMAT (* INTOUALITIES COEF. AND PROPOPTOMS DUE TO CENTRAL TENDENC 
2Y UNEQUAL VARIANCE AND IMPERFECT COVARIANCE*)
WRITE (6, 1002) (USQR (I) ,1 = 1, 10)
WRITE (6,1000) (UM(I),1=1,10)









DIMENSION BUF1 (10,120,2),GAMA (11,11) ,BETHA (28,11),X0 (120,29) ,
1 EXO(120,9)
DIMENSION ETP1 (10,10)
10002 IF(NUT.GT.1) GO TO 1000 
C READ GAMA AND BETHA 
DO 1 1=1,11
1 READ(5,100) (GAMA (I,J),J=1,11)
DO 2 J=1,28
2 RSAD(5,100) (BETHA(J,I) ,1 = 1,11)
C READ INITIAL CONDITIONS UP TO URL1
DO 3 J = 1,29
3 READ (5,105) (X0 (I,J) ,1=1,106)
C READ EXOGENOUS VARIABLESDO 9 J = 1 , 9 
9 READ(5,105) (EXO(I,J) ,1 = 1,106)
C READ HISTORICAL VALUES 
DO 5 J=1,10 
5 READ(5,105) (BUF1 (J,I,2),1=1,106)
100 FORMAT(7F11.4)
105 FORMAT (4 (1X,G19.6))
1000 CONTINUE 
C TO START NSW PARAMETERS AT K QUARTER 




IF (NUT.LT.K)GO TO 1001 
IF (NUT.GT.KK)GO TO 1001 
C PROCEDE TO STABLISH GAMA AND BETHAGAMA ( 1, 4) = ETP 1 (4,2)GAMA( 5, 6) = ETP 1 (6,2)GAMA( 7, 1) = ETP1 (1,4)GAMA ( 9, 1) = ETP 1 (1,2)GAMA ( 9, 4) = ETP 1 (4,3)GAMA(10, 1) = ETP 1 (1,1)GAMA(10, 2) = ETP 1 (2, 1)GAMA(10, 3) = ETP1 (3, 1)GAMA(10, 4) = ETP 1 (4, 1)GAMA(10, 5) = ETP 1 (5,2)GAMA(10, 6) = ETP1 (6, 3)GAMA (10, 8) = ETP 1 (8, 1)GAMA (11. 9) = ETP1 (9,2)C PROCEDE TO STABLISH BETHA
BETHA( 1, 1)=-ETPl (1,2)
BETHA ( 1, 9)= ETP1 (9 , 3)
BETHA ( 2, 1) = ETP1 (1,3)
BETHA ( 2, 9)= ETP 1 (8,2)-ETP1 (?, 1)
BETHA (3, 1) = ETP 1 (1 ,5)
BETHA ( 4, 2) = ETP 1 (2,2)
BETHA (5, 2) = ETP 1 (2,3)
BETHA (6, 2) = ETP1 (2,4)
BETHA (7, 3) = ET?1 (3,3) 119
1001
BETHA 8 4)= ETP 1(4,4
BETHA 10 3)= ETP1 (3,2
BETHA 11 3) = ETP1 (3,2
BRTHA 12 5)= ETP1 (5,1
BETHA 12 6) = ETP 1 (6,1
BETHA 12 7) = ETP 1(7,1
BETHA 13 5)= ETP1 (5,3
3ETHA 14 5) = ETP 1 (5,4
BETHA 15 5) = ETP1 (5,4
BETHA 1b 4-) =-ETP 1 (4, 1)
BETHA 16 6) =«ETP1 (6,3
BETHA 16 8) =-ETP 1 (8,2
3ETHA 17 6)= ETP 1 (6,4
BETHA 18 7) = ETP 1 (7,2
BETHA 19 7) = ETP1 (7,3
BETHA 20 7)= ETP 1 (7,4
BETHA 21 8) = ETP1 (3,3
BETHA 22 3) = ETP 1 (8,4
BETHA 23 4)=-ETP1 (4,2)
3ETHA 24 4) =*ETP1 (4,3)







READ (5,1) ( (A (I, J) ,J = 1,NC) ,1=1,NR) 
FORMAT(RE10.0)RETURN
ENTRY P3TMTX (A,NR,NC)
WRITE (6,2) (J, J = 1 , NC)
FORMAT(/'OCOL.*,2X,10(I10,2X))
DO 3 1=1,NR 120
3 WRITE (6,4) I, (A (I,J) , J=1,NC)






DO 1 1=1,NR DO 1 J=1,NC 





DIMENSION A (NR,NC) ,3 (NR,NC),C (NR,NC)
IF (IFG.LT.0)GOTO 10 
DO 1 1=1,NR 
DO 1 J=1,NC
1 C (I,J) = A (I, J) + B (I,J)
RETURN
10 DO 2 1=1,NR
DO 2 J=1,NC





DIMENSION A (NR , M) ,B(M, NC) ,C (NR,NC)
DO 1 1=1,NR 
DO 1 J= 1,NC 
SUM= 0.
DO 2 K=1,M 
2 SUM= SUM + A (I ,K) *B (K, J)




DIMENSION A(NR,NC) ,B (NR,NC)
DO 1 1=1,NR 
DO 1 J=1,NC 




The computer program consists of two steps. The first 
one estimates the parameters of the model and the second 
solves the simultaneous system of equations. Both steps are 
connected by the data sets CSMITH.X77120.L0AD which, in 
connection with other three data sets, constitute the auxiliary 
store capacity used by the program.
In the first step main serves as routine which controls the 
execution of the step, while the read subroutine reads the 
autocorrelated transform data from the Data Set CSMITH.X77151.DATAZ, 
and rearrange the numbers in the proper arrays. In it subroutine 
has two functions. It initializes the variance covariance matrix, 
and stores the data in its corresponding X and Y arrays. Finally, 
the AUX and ID subroutines perform the estimates of the parameters 
by the providing of instrumental variable model, by manipulating 
the different matrixes.
The second step in the program reads the estimated para­
meters from a temporary data set, and rearranges the numbers 
into the proper BETHA and GAMA arrays. Main not only serves 
as an executive routine, but performs the matrix manipulations 
to obtain the solution of the equations.
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