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Abstract
Keeping the formation of colloidal crystal under a centrifugal force in mind,
we study the ordering of Brownian particles under a uniform external force.
Owing to the external force, the particles move in the direction of the ex-
ternal force. Near walls, the density of particles increases and the ordering
of particles occurs on the walls at rst. Then, the ordering in bulk proceeds
gradually. Domains with the face-centered cubic and hexagonal close-packed
structures are created in bulk. By controlling the direction and strength of
external force, the ratio of the two types of structures changes.
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1. Introduction
Colloidal crystals are three-dimensional regular structures formed by col-
loidal particles. With regard to the distance between particles, the colloidal
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crystals are classied into two types. One of them is non close-packed col-
loidal crystal, in which the distance between particles is longer than the
radius of particles. One of their advantages is that the distance between
particles is tunable, so they have very attractive features and are formed by
various techniques [1{4]. Even in hard sphere system, when the density of
particles is in a range [7{9], solidication occurs in order to decrease entropy.
The transition is called as the Alder transition [5, 6]. In the recent study [9],
the range of the volume fraction of hard spheres to cause the Alder transition
is estimated to be 0:494-0:542 [9].
The other type of colloidal crystals is close-packed colloidal crystal, in
which the distance between particles is as large as the size of particles.
The close-packed colloidal crystals are widely noticed because they can be
used as templates for inverse opals with perfect three-dimensional photonic
bandgaps [10{12]. So far, many groups have tried to form large colloid crys-
tals without defects [13{15]. In experiment [16], it was reported that the
face-centered cubic(fcc) structure and the rhcp structure are mixed under
normal gravity, although the random hexagonal close-packed (rhcp) structure
is formed under microgravity. The experiment showed that the the gravity
seems to enhance the formation of fcc structure, and the authors suggested
that the enhancement of the formation of the fcc structure may be caused by
stress. Recently, Hashimoto et al. [17] succeeded in creating a large close-
packed colloidal crystal by a centrifugal method, using an inverted-triangle
bottom container. They also created a close-packed colloidal crystal using
a at-bottomed container, and conrmed that the typical grain size of the
colloidal crystal formed in the inverted-triangle bottomed container is larger
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than that formed in the at-bottomed container.
In Ref. [17], the authors suggested that the dependence of the typical
grain size on the form of container is explained by the dierence in nucleation
rate. With a at-bottomed container, nucleation of colloidal crystal occurs
simultaneously in many places in bottom, The nucleus grow individually and
a lot of columnar grains with narrow widths are formed. On the other hand,
with an inverted-triangle bottomed container nucleation of grains mainly is
limited near an edged bottom, and the grains of colloidal crystal are widen
owing to the broadened sharp of the container.
In this paper, keeping the results of their experiment [17] in mind, we
study the crystallization of Brownian particles. We carry out Brownian dy-
namics simulations with a uniform external force and investigate how the
direction and strength of the uniform external force aect the time evolution
of the crystallization. In Sec. 2, we introduce our model. In Sec. 3, we show
the results of our simulation. In our previous studies [18, 19], we have not in-
vestigate how the time evolution of the two-dimensional ordering of particles
on walls changes due to the strength of the external force. In this paper, we
show the eect of the strength of an external force on the time evolution of
the two-dimensional ordering on wall and numbers of particles with the fcc
and the hcp structures. In Sec. 4 , we summarize our results and give brief
discussions.
2. Model
We consider the system of a box with the size Lx  Ly  Lz. We use a
periodic boundary condition in the y direction, and set walls in the x and
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z directions. Initially, we put N particles in the system at random. Then,
after moving the particles only with thermal noises for a long time, we add
a uniform external force and start a simulation.
When the mass of the particles is m, the equation of motion of the ith




= F i    dri
dt
+ F Bi ; (1)
where ri is the position of the ith particle, F
B
i is the random force, F i is the
sum of an external force and internal forces from other particles, and  is
the frictional coecient. When the frictional force is very large, the inertial
force, which is the term in the left side in eq. (1), is neglected. The velocity












We assume that the expected value of the random force hF Bi i = 0 and

























2kBT(t   t0); where T is temperature and kB is the Boltzmann constant.
The force F i is expressed as F i = Fexteext  
P
i6=j rU(rij) where the rst
term is the external force by centrifugation and the second term is the sum of
internal forces. Fext and eext represent the strength and unit vector parallel
to the external force, respectively. U(rij) is the interaction potential between
the ith and jth particles, where rij = jrijj = jri rjj is the distance between
the two particles. As a interaction potential of colloidal crystal, the hard-
sphere repulsion or a repulsive Yukawa potential may be better. However,
from the experiment [17], the repulsion is probably short range, and we
need to use a little more complicated algorithm more than that we explain
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below in order to use a hard sphere potential [20]. Thus, for simplicity, we
assume that the interaction between particles is a short-ranged repulsion, and
use the Weeks-Chandler-Anderson potential [21] as the interaction potential.


















0 (rij  rin);
(3)
where  represents the characteristic size of particles and rin is given by 2
1=6.
When the distance between two particles is smaller than rin, the two particles
feel the repulsion from each other.
We use a simple model of Brownian dynamics. In our simulation, we
use  , 2=, and = as the units of length, time, and force, respectively.
The normalized dierence equation of eq. (2) is expressed as [22] ~ri(~t+~t) =
~ri(~t)+ ~F i~t+~r
B
i ; where ~ri = ri= ~t = t=
2 and ~F i = F i=. The scaled































where ~RB = kBT=.
3. Results
First, we neglect the external force and carry out a simulation with
a high density. The number of particles is 4000 and the volume fraction
4(=2)3=(3LxLyLz) is 0:5, with which solidication occurs in a system with
hard spherical particles. The strength of thermal noise ~RB is 0:1. Figure 1
shows snapshots with a view from the y-direction, in which the positions of



























Figure 1: (Color online) A snapshot of the positions of particles without an external force.
~t is 1:0 10 3. The times ~t are (a) 4:0 and (b) 40:0.
at random. In an early stage (Fig. 1(a)), solidication starts from the neigh-
borhood of walls and the layers parallel to the walls appear. In the late stage
(Fig. 1(b)), the solidication proceeds in bulk and the width of the layers
increases. The ordering in layers also occurs and the dotted pattern appears
near the walls.
Then, we carry out simulations with 13500 particles with an external
force. The system size is Lx = Ly = Lz = 41:347, so the volume fraction
is 0:1. The volume fraction is enough low for solidication not to occur
without the external force. In our simulation, Brownian particles act as hard
spherical particles with the radius rin=2 against walls, and collide with the
walls elastically. We move the particles without an external force in order to
remove the dependence of the initial conguration, Then, we set the time ~t
to be 0 and start a simulation with an external force.
Figure 2 shows a snapshot of the positions of particles during a simula-
tion. Fext is 0:5 and eext is (1; 0;
p






Figure 2: (Color online) A snapshot of the positions of particles with an external force.
Fext is 0:5 and eext is (1; 0;
p
3)=2. ~t is 5:0 10 4. The time ~t is 6:0 102.
Pe = Fext=kBT = ~Fext= ~R
B = 5. The detail of process in crystallization has
already reported in Ref. [18]. In an early stage, the particles are uniformly
distributed in the system. Owing to the external force, the particles start
moving to the direction of force, and the density in the upper left side in-
creases. In later stage (Fig. 2), all particles gather in the upper left side. On
the walls x = Lx and z = Lz, the two-dimensional ordering of particles on
the walls has already occurred.
To investigate the two-dimensional ordering of particles on a wall, we
introduce the order parameter  l, which shows a local sixfold orientation









where nl is the number of neighboring particles of the lth particle. When the
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distance between a wall and a particle is smaller than rin=2, we regard the
particle as the particle attaching to the wall.
When both the lth and mth particles attach to the wall z = Lz and the
distance between them is smaller than a critical distance, we treat the mth
particle as one of the neighboring particles of the lth particle. Taking account
of thermal uctuations, we use 1:1rin as the critical distance. In eq. (4),
l;m shows the angle formed by (0; 1; 0) and the vector (xm   xl; ym   yl; 0).
When the two particles attach to the wall given by x = Lx, the vector
(xm   xl; ym   yl; 0) is replaced with (0; ym   yl; zm   zl).
Ly
0 Lx
Figure 3: (Color online) A snapshot of the positions of particles on the top wall. The
parameters are the same as those in Fig. 2. The time ~t is 3:0 102.
Figure 3 shows a snapshot of the positions of particles in the top wall.
The value of  l of white particles is smaller than 0:9. When  l > 0:9, the
particles are colored and they form a triangular lattice. When one of the
sides of the triangular lattice is parallel to (0; 1; 0), the particles are colored
red. With increasing angle between the side and (0; 1; 0), the color gradually
changes. When the angle is 30, the color of particles becomes yellow. When
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the particles do not attach to the wall, they are colored green. As reported
in Ref. [18], initially, some particles attach to the top wall, but they are not
ordered. With increasing time, the density of particles increases near the
side edge between the two walls x = Lx and z = Lz, and the particles start
ordering around the edge. In late stage (Fig. 3), almost all the particles




















Figure 4: (Color online) Time evolution of h  i. The strength of an external force Fext is
(a) 0:5 and (b) Fext = 2:0. The tilting angles between the normal direction of a wall and
the force direction are 0 with open squares, 30 with solid triangles, 45 with open and
solid circles, 60 with open triangles, and 90 with solid squares. The data are averaged
over 20 runs.
To study how the two-dimensional ordering of particles depends on the
strength and direction of force, we investigate the time evolution of h  i,
where  is the average of  i on the whole of a wall in a run and an angle
bracket represents the average over some individual runs. Figure 4 shows
the time evolution of h  i for various force directions, in which the data are
averaged over 20 runs. The angle between the direction normal to the wall
and that of the external force is dened as the tilting angle. Irrespective of
9
the force strengths and directions, h  i increases with increasing time in an
early stage. Then, the growth rate of h  i becomes slow and h  i is nally
saturated. The growth rate in the initial stage increases with decreasing the
tilting angle. When the force strength Fext is 0:5 and the tilting angle is
90, the saturation of h  i occurs more slowly and the saturated value of h  i
is smaller than those with the other angles. When Fext is 2:0 (Fig. 4(b)),
the saturation of h  i occurs much faster than that with Fext = 0:5. Expect
for the time evolution with the tilting angle 0, the saturated values of h  i
with Fext = 2:0 is larger than those with Fext = 0:5, and the forms of time
evolution are similar to those with Fext = 0:5. When the tilting angle is 0
,
the saturation of h  i occurs faster than that with the other angles, and the


















Figure 5: (Color online) Time evolution of the number of particles attaching to a wall
with (a) Fext = 0:5 and (b) Fext = 2:0. The tilting angles between the normal direction of
a wall and the force direction are 0 with open squares, 30 with solid triangles, 45 with
open and solid circles, 60 with open triangles, and 90 with solid squares. The data are
averaged over 20 runs.
We observe the number of particles attaching to walls and investigate its
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relation to the ordering of particles on the walls. Figure 5 shows the time
evolution of number of particles attaching to a wall. When the angles are
0 and 90, the number of particles Ns increases monotonically. When the
angles are 30 and 45, the overshoot of Ns occurs in an early stage. We can
nd the overshoot more clearly in Fig. 5(b) than in Fig. 5(a). When Fext is
2:0, the maximum of Ns appears at ~t ' 5, at which the increasing rate of h  i
starts slow in Fig. 4(b).
In our simulation, since the particles whose interaction is a short range
repulsion are pressed by an external force, the expected structures in bulk
are the hexagonal close-packed (hcp) and face centered cubic (fcc) structures.
To nd which structures dominantly appear in bulk, we introduce the pa-
rameters Ql(i) and wl(i) [18, 27{33], which represent the local orientation













l (ij; ij): The angles ij and ij represent the
polar and azimuthal angles of rij, respectively. Y
m
l (ij; ij) is the spherical
harmonics and nn is the number of neighboring particles around the ith
particle. As in the calculation of  k, we take account of the particles within






0@ l l l
m1 m2 m3
1A ql;m1(i)ql;m2(i)ql;m3(i); (6)
where u(i) = (2l + 1)Ql(i): In eq. (6), the integers m1, m2 and m3 run from
 l to l with satisfying the condition m1 + m2 + m3 = 0, and the term in
11
the parentheses is the Wigner 3-j symbol [34]. We determine that the local
structure of particles from Q4-wl plane [33]. The criterion we use is tighter
than that used in Ref. [18]. The local structure is hcp structure when 0:06 <






Figure 6: (Color online) A snapshot of the positions of ordered particles in bulk. The time
~t is 6:0 102. Yellow particles, cyan particles, and white particles represent the particles
with the hcp, fcc, and the other structures, respectively.
Figure 6 shows a snapshot of the local structure in bulk, where we use
the data in Fig. 2 and draw he particles with 12 neighbors. Initially, there
appear a few disordered particles near the edge formed by the walls z = Lz
and x = Lx. With increasing time, the number of particles with 12 neighbors
increases and the ordering of particles starts near the edge. The particles have
mainly the local hcp structure. In a late stage (Fig. 6), we nd the particles
with the fcc structure near the edge. As shown in Figs. 3, the particles with
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the fcc structure appears under the square lattice formed on the wall z = Lz.

























Figure 7: (Color online) Time evolutions of the number of particles with (a) fcc and (b)
hcp structures. The force strength Fext is 0:5. The force directions for squares, circles, and
triangles are (0; 0; 1), (1; 0; 1)=
p
2, and (1; 0;
p
3)=2, respectively. The data are averaged
over 20 runs.
We investigate how the time evolution of the numbers of ordered particles
depends on the strength and direction of force. Figure 7 show the time
evolution of the numbers of particles with the hcp and fcc structures Nhcp and
Nfcc, in which the force strength Fext is 0:5. In the initial stage, the number
of ordered particles increases with time. Then, the increasing rate decreases
gradually, and the numbers of ordered particles saturate in a later stage.
Comparing Fig. 7 with Fig. 4, we nd that the three-dimensional ordering of
particles in bulk proceeds slower than the two-dimensional ordering on walls.
Nfcc and Nhcp saturate at ~t ' 100 and 800, respectively, so that the saturation
of Nfcc is much faster than that of Nhcp. Irrespective of the tilting angle, the
saturated value of Nhcp is larger than that of Nfcc. For the both structures,
the saturated numbers of the ordered particles minimize when the external
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force is perpendicular to a wall. The directions which give the maximum
of the saturated value of Nhcp and Nfcc are (1; 0; 1)=
p




























Figure 8: (Color online) Time evolutions of the number of particles with (a) fcc and (b)
hcp structures. The force strength Fext is 2:0. The force directions for squares, circles, and
triangles are (0; 0; 1), (1; 0; 1)=
p
2, and (1; 0;
p
3)=2, respectively. The data are averaged
over 20 runs.
In Fig. 8, we use a large force (Fext = 2:0) and investigate how the
time evolutions of Nhcp and Nfcc change. in which the force strength is 2:0.
Comparing Fig. 7 with Fig. 8, we nd that saturation of Nhcp and Nfcc occurs
faster than those with the force strength 0:5. While the saturated values of
Nhcp hardly change, the saturated values of Nfcc increase with increasing
force strength. The directions which give the maximum of Nfcc and Nhcp are
dierent from those with the force strength 0:5: the directions are (1; 0; 1)=
p
2
for Nfcc and (1; 0;
p
3)=2 for Nhcp.
Figure 9 show the time evolution of the number of the ordered particles,
which is the sum of Nfcc and Nhcp. For all force directions, the saturated









































Figure 9: (Color online) Time evolutions of the sum of Nfcc and Nhcp. The force strength
Fext is (a) 0:5 and (b) 2:0. The force direction for squares, circles, and triangles is (0; 0; 1),
(1; 0; 1)=
p
2, and (1; 0;
p
3)=2, respectively.
the number of the ordered particles with the force direction (1; 0; 1)=
p
2 is
larger than that with the force direction (1; 0;
p
3)=2. However, the dierence
in the numbers of ordered particles caused by the two direction is small.
4. Summary
In this paper, we studied the time evolution of crystallization of Brownian
particles under a uniform external force. For simplicity, we used high viscous
approximation and neglect eects of hydrodynamic interaction between par-
ticles. Owing to the external force, the particles are moved to the direction
parallel to the force and the ordering of particles on walls rst occurs. Then,
the ordering of particles in bulk occurs.
We investigated the dependence of the ordering of particles on the strength
and direction of force. On the walls, the particles prefer to form a triangu-
lar lattice. The two-dimensional ordering becomes faster with increasing the
force strength. When the force is small, the ordering with the force parallel
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to the wall is smaller than that with the other force directions. However,
with a strong force, the ordering of particles with the force normal to a wall
becomes smallest.
The change of the dependence of the number of ordered particles on
the force direction, which is caused by the change in the force strength, is
explained by the velocity of sedimentation and the space on the walls. With
a tilting force the density of particles increases from an edge. Near the other
edge, there are suciently space on the wall and the layers of particles is
thin. The particles can move their positions and triangular lattice is formed
easily. On the other hand, when the force is normal to a wall and strong,
the whole of the wall are simultaneously covered with the particles, which
are pressed by the particles coming near the wall from behind. Thus, there
is not suciently space for the particles to move to form a triangular lattice
and the saturated value of order parameter becomes low with a strong force.
In bulk, the particles form the hcp and fcc structures. The numbers of the
ordered particles, especially Nfcc, increase with increasing the force strength.
With tilted forces, the numbers of ordered particles are more abundant than
those with the normal force, which qualitatively agrees with a previous ex-
periment [17]. As shown in Fig. 2, the crystal we obtained in our simulation
is thin, so that the three-dimensional ordering in bulk strongly aects the
two-dimensional ordering on walls. In our simulation, the two-dimensional
ordering on walls with tilting forces is better than that with the normal force.
Thus, the three-dimensional ordering in bulk with tilted forces become better
than that with the normal force.
In our simulation, the domains with the local fcc structure and the local
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hcp structure are mixed, which is probably because the external force and
the density of particles are larger than the value used in previous studies [35{
37]. In our simulation, the dependence of Nfcc and Nhcp on the tilting angle
changes with change in the force strength, but now we cannot simply explain
why the changes in Nfcc andNhcp is caused by the dierence in force direction,
which is one of our future problems.
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