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Abstract--The ~,- and //-curves and sister-sister and mother-daughter cycle length correlations are 
analyzed for a general model of age and size structured cell population dynamics. Some basic facts 
concerning these concepts are established. A criterion is given for log a(a) and logfl(a) to have 
asymptotically equal slopes. The significance of size dependence upon sister-sister and mother--daughter 
correlations i demonstrated. Some numerical examples are given to illustrate the concepts. 
1. INTRODUCTION 
Many mathematical models of cell populations are based upon variability of individual cells as they 
transit through the cell cycle. These models structure the population according to continuously 
varying properties uch as age, size, or other physically measurable quantities. Such models fall 
within the theory of structured population dynamics, a subject hat has undergone a recent and 
rapid development. A number of authors have surveyed these developments within the context of 
cell population dynamics, including Refs. [1-22]. 
The purpose of this paper is to discuss certain concepts in structured models of cell population 
dynamics associated with variability of cell age and cell size at division. These concepts are known 
as the ~t-curve, fl-curve, sister-sister correlation and mother-daughter correlation. In this paper these 
ideas will be formalized for a general age-size structured model of cell population dynamics. Some 
basic fact~ will be established and some numerical examples will be given. 
2. THE AGE-S IZE  STRUCTURED MODEL OF  CELL  
POPULAT ION DYNAMICS 
A general model of age and size structured cell population dynamics i derived in Ref. [19]. This 
model originated with Bell and Anderson [23] and has been rigorously analyzed by Refs [9, 11, 16] 
and others. The equations of the model are 
~N(a ,x , t )+ N(a ,x , t )+~x (g(x)N(a ,x , t ) )=-b(a ,x)N(a ,x , t ) -d(a ,x)N(a ,x , t ) ,  (2.1) 
f;;o N(O, x, t) = 2 k(x, u)b(a, u)N(a, u, t) du da (asymmetric division), (2.2a) 
N(O, x, t) = 4 ~o b(a, 2x)N(a, 2x, t) da (symmetric division), (2.2b) 
N (a, x, O) = No(a, x ). (2.3) 
The density of cells at time t with respect to age a and size x is N(a, x, t). [The number of cells 
a, x2 t) dx da.] The at time t with age between al and a2 and size between xl and x2 is S~1 S lN(a, x, 
initially known population density is No(a, x). The various parametric functions arise as follows: 
The growth function g(x) governs the growth of individual cells. The age of a cell at size x that 
had birth size y is ~ 1/g(u) du. The size of a cell at age a with birth size y is S(a,y). The birth 
size of a cell with size x at age a is s(a,x). Obviously, S(a ,y )=x if and only if s(a,x)=y. 
Also, S~(a, y) = g(S(a, y)), sa(a, x) = -g(s(a, x)), Sy(a, y) = g(S(a, y))/g(y) and sx(a, x) = 
g(s(a, x))/g(x). If g(x) - c, then cells have linear growth. If g(x) - cx, then cells have exponential 
growth. 
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The transit function f(a,y) governs progress of individual cells through the cell cycle. The 
probability that a cell with birth size y survives to division with age at division between am and a2 
is S~f(a, y) da. If all cells must divide, then ~f(a,  y) da = 1. The probability that a cell with birth 
size y does not divide before age a is ~(a, y) = S~f(ti, y) d,L The per capita rate per unit time of 
division of cells of age a and size x is b(a, x) =f(a, s(a, x))/~(a, s(a, x)). 
The division function k(y, x) governs the birth size of the two daughters cells born from a dividing 
mother cell. The probability that a daughter cell born from a mother cell of size x has birth size 
between Yl and Y2 is ~ k(y, x) dy. If y > x, then k(y, x) = 0. For all y, S~ k(y, x) dy = 1. Also, 
k(y, x) is symmetric in y about x/2, so that k(y, x)= k(x -y ,  x). If division is symmetric, then 
k(y, x)= 6(y -x/2),  where 6(.) is the Dirac 6-function. Some researchers have claimed that an 
important part of variability in the cell cycle is due to asymmetric division [10, 24-26]. 
The mortality function h(a, y) governs the mortality of individual cells. The probability that a 
cell with birth size y dies between ages at and a2 is ~a~ h(a, y)da. The probability that a cell with 
birth size y does not die by age a is #(a, y) = S~ h(6, y) d~. The per capita death rate per unit time 
of cells of age a and size x is d(a, x) = h(a, s(a, x))/#(a, s(a, x)). 
The age-size density N(a, x, t) is connected to the flux D(x, t) of dividing cells and the flux 
B(x, t) of newborn cells by the formulas 
D(x, t) = fo ~b(a, x)N(a, t) da, (2.4) x, 
N(a, x, t) = B(s(a, x ), t - a) g(s(a, x_ )) ~(a, s(a, x ))#(a, s(a, x )), (2.5) 
g(x) 
2 .fo k(y, x)D(x, t) dx (asymmetric division), (2.6a) B(y, t) 
B(y, t) = 4D(2y, t) (symmetric division). (2.6b) 
[The number of cells dividing per unit time at time t with size between Xl and x~ is S~ D(x, t) dx 
and the number of cells being born per unit time at time t with size between xt and x2 is 
~ B(x, t) dx.] In Ref. [19] it is shown that D(x, t) satisfies 
 f;f0 D(x, t) k(s(a, x), u)D(u, t a)g(s(a'x)) f(a, s(a, x))#(a, s(a, x)) du da • g(x )  
(asymmetric division), (2.7a) 
fo ~ -a)g(S~x)))  f(a,s(a, D(x, t) = 4 D(2s(a, x), t x))l~(a, s(a, x)) du da 
(symmetric division). (2.7b) 
Some ways to design the transit function f(a, y) are discussed below. For the Von Foerster 
model [27] f (a,y)=f(a)  and h(a,y)=h(a) are independent of y, as are b(a,y)=b(a) and 
d(a,y) = d(a). In this case equations (2.1) and (2.2b) reduce to the age-structured model of cell 
population dynamics. 
0_ )q(a, t)+ ~ ~(a, t) = -b(a)l~(a, t) -d(a)l?(a, t), 
Ot oa 
~(0, t) = 2 b(a)N(a, t) da, 
with denisty .~(a, t) =- S~ N(a, x, t) dx. In Ref. [5] the transit function and mortality function are  
+ 
t, 
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where b(a, x) ffi b(x) and d(a, x) = d(x) are independent of a. In this case equations (2.1), (2.2a) 
and (2.2b) reduce to the size-structured model of cell population dynamics 
N/~(x, t) + -~x (g(x)l~(x, t)) = -b(x)l~(x, t) - d(x))q(x, t) + 2 k(x, u)b(u)~(u, t)du 
(asymmetric division), 
a 
-~ l~(x, t) + -~x (g(x)l~(x, t)) = b(x)Jq(x, t) - d(x)N(x, t) + 4b(Ex))V(Ex, t) 
(symmetric division), 
with density N(x, t) = S~ N(a, x, t) da. 
In Ref. [28] the transit function f(a, y) has the displaced Gaussian form 
f(a, y) = (2no2(y)) -1/2 exp{-(a - z(y))/2o2(y)}, (2.8) 
where ~(y) and tr(y) are prescribed functions of y. In Refs [24, 26] f(a, y )= 6(a -x (y ) ) ,  where 
6(. ) is the Dirac 6-function and z(y) is the prescribed transit time for a cell with birth size y. In 
this case the flux D(x, t) satisfies 
D(x, t) = 4o-I'(x) .Io k(°-I(x)' u)D(u, t - z(tr-l(x))) du (asymmetric division), 
D (x, t) = 4a - r(x)D (2tr - l(x), t - z (~ - l(x))) (symmetric division), 
where tr(y) is the division size for a cell with birth size y and z(y) - S~Y) l/g(u) du. In this model 
x corresponds to RNA content and all variation results from asymmetric division of mother cells. 
A standard way to choose the transit function f(a, y) is 
0, if 0 ~< a ~< z(y), (2.9) 
f (a ,y )= fo(a-T(y) ) ,  i fa  >z(y) ,  
where z (y) is a prescribed function of birth size y and f0 (u) is a continuous nonnegative function 
on [0, or) satisfying f0(0) = 0 and j'~f0(u) du = 1 [18-20, 28-30]. This form for the transit function 
corresponds to an A-phase-B-phase model of the cell cycle with the length of .4-phase governed 
by the probability distribution f0(u) and the length ~(y) of B-phase determined by the birth size y 
[8, 15, 18-20, 30-39]. Some choices for fo(u) are 
f0(u)= P (pu)m-le -pu, m > 1,p >0, (2.10) 
(m - 1)! 
fo(u) = mp e-P"(1 - e-P") m-l, m > 1,p > 0, (2.11) 
f0(u)=(p~..  "Pro) e -P 'u  (Pj-Pi), m > 1,pi>0, and all distinct. (2.12) 
i f f i l  / j f f i l , j# i  
The distributionf0(u) in equation (2.10) requires m random events, each with probability p per unit 
time, to occur in any order [40]. The distribution f0(u) in equation (2.11) is similar, but the events 
must occur in a specified order [41]. The distribution f0(u) in equation (2.12) requires m independent 
random events with distinct probabilities Pl . . . . .  p~. The transit function f(a, y) in equation (2.9) 
can be generalized by allowing the parameters p or p~ in equation (2.10)-(2.12) to depend on birth 
size y. In this way size dependence can be introduced into the A-phase. 
3. THE INTRINSIC GROWTH CONSTANT AND EXPONENTIAL 
STEADY STATE 
In their linear growth stage proliferating cell populations exhibit a typical asynchronous or 
balanced exponential growth [12, 13, 42]. Roughly speaking, this means that the population density, 
multiplied by an exponential factor in time, converges to a time independent s ate as time becomes 
infinite. For the model (2.1)-(2.3) asynchronous exponential growth means there exists a real 
constant 21 and a function Nl(a, x) such that 
lira e-~'tN(a, x, t) = c(No)Nl (a, x). (3.1) 
CAMWA 18-10/l - - J  
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The constant c(No) in equation (3.1) depends on the initial state N O in equation (2.3). The constant 
2~ is called the intrinsic growth constant and the function N~ (a, x) is called the exponential steady 
state. Several authors have proven the asynchronous exponential growth of various versions of 
structured cell population models, including Refs [2, 4-6, 8-12, 18, 20, 24, 43]. The basic math- 
ematical idea of this phenomenon is that the intrinsic growth constant is a simple dominant real 
eigenvalue of the dynamical problem with the exponential steady state (unique up to a constant) 
as its eigenvector. 
Formula (2.7) is very advantageous for computing numerically the intrinsic growth constant and 
exponential steady state. From equations (2.4) and (3.1) one defines the exponential steady state 
of dividing cells as 
D1 (x) -= lim e-~"D(x, t) = b(a, x)Nl (a, x) da. (3.2) 
The exponential steady state of newborn cells is defined as 
f: n l (y )  -= 2 k(y, x)Dl(x) dx (asymmetric division), (3.3a) 
B1 (y) ~ 4D1 (2y) (symmetric division). (3.3b) 
From equation (2.7) one obtains that 21 and D~ (x) satisfy 
Dl(x) = 2 f :  f :  k(s(a,x), u)e-~'aD,(u)g(s(a'x)) da 
(asymmetric division), (3.4a) 
fo ~° ~ . . . . . .  ~: g(s(a, x)) ~, , Dl(x) = 4 l(zsta, x))e - -~ j(a, sta, x))#(a,s(a,x))da 
(symmetric division). (3.4b) 
Equation (3.4) is an integral equation for D~ (x) involving 21 as a real parameter. 
4. ~- AND fl-CURVES 
The ~- and fl-curves of proliferating cell populations have been widely used by experimentalists 
to organize data concerning transit imes of individual cells. If the population is structured by size, 
then these quantities must be defined in terms of the exponential steady state. For simplicity it will 
be assumed that there is no mortality of cells. The ~-curve ~(a) is the fraction of cells in the 
exponential steady state undivided at age a: 
f: • (a ) -  B,(y)ct(a,y)dy B,(y)dy. (4.1) ,0  
The [3-curve fl(a) is the fraction of sister cell pairs in the exponential steady state with the absolute 
value of the difference of their transit times I> a: 
2j 
#(a)  = 
D1 (x) k(y, x) f(r, x - y)~(r + a, y) dr dy dx 
f0 ~ D1 (x) dx 
(asymmetric division), (4.2a) 
4 Dl(2y) f(r,y)~(r +a,y)dr  dy 
0 [3(a) = ,~ j0 Dl(x) dx (symmetric division). (4.2b) 
These formulas are discussed in Ref. [19] and are based on similar formulas given by Lasota and 
Mackey in Ref. [44]. 
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Some basic facts concerning the a- and fl-curves are stated in the following proposition. 
Proposition 4.1 
a(a) and fl(a) are nonnegative and nonincreasing, a(0) = fl(0) = 1, ½fl(a) <~ a(a) for all a >I 0, 
and 
lira • (a) = lira fl (a) = 0. 
a--*  oD o--* oo 
Another important consideration of ~- and /S-curves for experimental data is the downward 
curvature of the graphs of log ~ (a) and log fl (a). This curvature indicates the nature of the transit 
funct ionf(a,  y). In many cases log a(a) and log fl(a) seem to approach straightlines with the same 
slope [17, 45, 46] although in other cases there seems to be a downward curvature [26, 28, 47]. 
A simple criterion for the behavior is stated in the following proposition. 
Proposition 4.2 
If l imf~(a ,y ) / f (a ,y )= -p  uniformly in y, where 0 ~<p ~< ~,  then 
a--+ oD 
lim d log ~(a) = lira 
d 
~-.~ aa o~ daa log fl(a) = -p .  
This result applies to the transit function f (a ,y )  in equation (2.9)-(2.12), provided z (y )  is 
bounded. Iff0(u) has the form (2.10), then 
. f~(a,y)  m - 1 -p2(a  - z (y ) )  
lm- - - -=  lim = -p .  
o- .®f(a ,y)  o-.~ p(a - ¢(y)) 
Similarly, for equation (2.11) 
lira f~(a, y) lira -p  + mpe-~°- '~')  
o-.~ f (a ,  y)  = o-.® 1 - e -~°-'<y)) = -p  
and for equation (2.12), ifpl <P2 <""  <Pro, 
lim f° (a, y) = lim 
a- . ,  f (a ,  y )  o-. 
p~ e (,'~ - p~ )(o - ~y)) pj - p;) 
i -  i I J "  I 
e(P l -P i ) (a-~(Y)) /  l'I (p j -p , )  
j - I  
i - I  j yt~ 
The transit function (2.8) provides another type of behavior, since 
lim f~(a' Y) lim - 2(a - x(y)) 
o-.o f (a ,  y)  = o ~ ~ 2o2(y) 
This form of the transit function thus produces a downward curvature for log ~(a) and log/~(a). 
5. S ISTER-S ISTER CORRELAT IONS AND MOTHER-DAUGHTER 
CORRELAT IONS 
The correlation of transit times for sister-sister pairs and mother-daughter pairs is also widely 
used to organise experimental data. Again, these quantities must be defined in terms of the 
exponential steady state if the population is structured by size. For simplicity it is again assumed 
that there is no mortality of cells. For two sister cells in the exponential steady state with transit 
times T1 and 72 
Pr{Tl >~ai, T2 >>.a2} = f (u ,v )dv  du, 
I 2 
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where 
;0 Dl(x) k(y,x)f(u,y)f(v,x -y )dydx  f(u, v) = (asymmetric division), (5.1a) 
o~ Dl (x ) dx 
f: (x) (_;) Dt(x)f u,~ f v, dx 
f(u, v) = (symmetric division). (5. lb) 
f :  Dl (x) dx 
The sister-sister correlation is 
where 
E(Tt T2) -- E(T~ )E(T2) 
p,, = (E(T~)E(T~))~/: , (5.2) 
E(T7 T~) = u"vmf(u, V) dv du. (5.3) 
For a mother-daughter pair in the exponential steady state with transit times/'1 and T2, respectively 
Pr{TI I> al, T2 >/a2} = f(u, v) dv du, 
I 2 
where 
;o o fo BI (y) k(f~, S(u, y))f(u, y)f(v, g) dg dy 
f(u, v) = (asymmetric division), (5.4a) 
o B~ (y) dy 
f(u, v) = • o~ (symmetric division). (5.4b) j 0 Bl(y) dy 
The mother-daughter correlation p,,~ is defined analogously to equations (5.2) and (5.3). These 
formulas are based on similar ones in Refs [19, 44]. 
It is usually acknowledged that sister-sister correlations are positive [48-50]. Although it is 
controversial, there is some evidence that mother-daughter correlations are positive, especially, for 
mammalian cells [32,46,48,49, 51]. Again, size structure plays a significant role for these 
quantities. Some facts concerning them are stated in the following proposition. 
Proposition 5.1 
If f (a, y) is independent of y for all a >i 0, then p~ = Pma = 0. If division is symmetric 
then p,~ 1> O. 
6. EXAMPLES 
The author has developed numerical algorithms for computing the intrinsic growth constants, 
exponential steady states, a- and fl-curves, and sister-sister and mother-daughter correlations for 
0,8 - 
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the general model of age and size structured cell populations equations (2.1)-(2.3). The simple 
examples below illustrated these quantities. Let g(x)--- l (linear growth), let 
k(y' x) =- 6 ( y -2 )  (symmetric division), 
let h(a, y ) -  0 (no mortality), and let 
f (a,y)={O, i f0~<a ~< ~(y), 
p2(y)(a - x(y))e -~y)(°-~y)), if a > ~(y). 
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This transit function corresponds to a two event A-phase B-phase model as in equation (2. I0), but 
with probability p =p(y)  a function of birth size y. Let p(y) = Cl + c:y and z(y) = ca + c4y. 
If c2 = ca = 0 (no size dependence), then the intrinsic growth constant 21 is the solution of the 
characteristic equation 
l = 2 ji~ e_~, ab (a )exp I _ /~ b (c ) dc l da = 2e_a, c3/ c, y ,  
L ~LI "~- Cl / 
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where 
, 
b(a)ffi I c,(a-c3)_ 
[ cl(a - -  c3) "-J- 1' 
i f0~<a ~c3, 
if a > c 3 . 
Figures 1-6 indicate the intrinsic growth constant 2~, sister-sister correlation Pu, and 
mother-daughter correlation Prod for various choices of  the parameters c~, c2, c3, c4. 
The size-distribution o f  dividing cells in the exponential steady state Dl (x), the age distribution of  
dividing cells in the exponential steady state - ~t'(a), the ~t-curve ~t(a), and the fl-curve fl(a) are 
indicated in Figs 7-12 for various choices of  the parameters ct, c2, c3, c4. 
In Figs 1-3 p(y)  = 1 + c2y and z (y )  = 0. The intrinsic growth constant has the exact value 
x /~-  1 at c2 = 0 and then increases as c2 increases. Notice that p~ increases from 0 and Pmd 
decreases from 0. In Figs. 4 -6  p(y)  = 1 and T(y) = c4y. Again the intrinsic growth constant is 
x/~ - 1 at c4 = 0, but then decreases (linearly) as c4 increases. For  this case Pu is positive, as is Prod. 
In Figs 7-9 p(y)  = 1 + y and z (y )  = 1. The log (ct) and log (fl) curves have the same eventual slope 
[approx. -2.25] .  In Figs 10-12 p(y)  = 2 and z(y)  = 0.5 + 0.5y. Again, log(u) and log(fl) have the 
same eventual slope [approx. -2 .0] .  These examples demonstrate the influence of  size dependence 
upon the various quantities associated with age-size structured cell populations that have been 
considered in this paper. 
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APPENDIX  
For the proofs below it is assumed that g is continuously differentiable, positive, bounded and bounded away from 0 
on [0, oo), f is continuous and nonnegative on [0, oo)x [0, ~),  Of/Oa is continuous and bounded on [0, oo)x [0, oo), 
f(0, y) = 0 and S~f(a, y) da = 1 for all y/> 0, k is continuous and nonnegative on [0, oo) x [0, oo), k(y, x) = 0 for y ~> x ~> 0, 
k(y, x) = k(x - y, x) for x i> y >t 0, and S~ k(y, x) dy = l for x/> 0. It is assumed also that the mortality h is identically 0. 
Further, it is assumed that the solution of equations (2.1)-(2.3) exists and that asynchronous exponential growth holds 
as in equation (3.1). 
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Proof of Proposition 4. I
Let ~ Di (x) dx ffi 1. From equation (4.2a) 
fo°fofo° /~(0) = 2 Dl(x) k(y,x) -~,(r,x-y)~(r,y)drdydx, 
=2ffn,(x)f:k(y.x)[ff 
=-2foDl (x )~fk(x - ' ,x ) [ f  ~(r,.P'f(r,x-,)dr]d.~dx+2, 
= -f l (O) + 2. 
Thus, fl(O)= I. Since ~(r +a,y)~< at(a,y) and ~f(r,x -y)dr = 1, one has that 
foIi fo ° ;o° Io fo  DI(x) k(y,x) f(r,x-y)~(r+a,y)drdydx<~ Dl(x) k(y,x) f(r,x-y)dm(a,y)dydx. 
Thus, ½/~(a) ~< ~(a) (which means that two sister cells with absolute value of the difference of their transit imes ~ a must 
have at least one sister with transit time ~ a). The other claims in the proposition are obvious. [ ]  
Observe that 
Similarly, 
"(a) 
~(a) 
Proof of Proposition 4.2 
IoBm(Y) fof~(a +,~,y) d~ dy 
fo ) fo°f( BI(y a + d,y)dddy 
Bl(y) f(a +d,y)[p +f~(a +d,y)/f(a + d,y)]dd dy 
= -p + 
"~ - -p  as a -~ oo. 
foBm(y) fof(a + d,y)d~ dy 
Dl(x ) k(y,x) f(r,x-y) f(u+r+a,y)[p+fa(u+r+a,y)/f(u+r+a,y)]dudrdydx '(a) 
= --p + 
~(a) 
Dl(x) k(y,x) f(r,x-y) f(u+r +a,y)dudrdydx, 
-p  as a--,  oo. [ ]  
Proof of Proposition 5.1 
Suppose that f(a, y)•f(a). Then equation (5. la) yields 
f(u,v)f fo®D,(x) f:k(y,x)f(u)f(v)dydX/ fo®D,(x)dxffif(u)f(v). 
Formula (5.3) then yields E(T~T'~)= E(T~)E(T'~), so that Pu = 0. A similar argument shows that Prod----0. Let 
!n Dm(x)dx ffi I and set w(y)= S~ ~(u, y)du = ~ uf(u, y)du. From equations (5.1a), (5.3) and the Cauchy-Schwartz equality 
Io ° ,(Io Dl(x [kl/2(y, x)][k I/2(y, x)w(y , 
~ ~fD'(x)[~: k(y'x)dy][f: k(y'x)w2(y)dy] dx, 
Io" fo = D I (x) k(y, x)w2(y) dy dx. 
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Thus, 
If 
~( x), 
k(y,x)= Y -2  then ECF~r2)-E(T~)E(T2)>~O, 
so that p~ t> 0 in the case of  symmetric division. [] 
