Introduction
Consider the series expansion
where x ∈ R m and y T =ˆy1 y2 · · · ym˜are random vectors (yi are random variables), and pi ∈ R m is the i th column of P ∈ R m×m . Here, pi are the basis vectors of the expansion, while yi are the corresponding coefficients. In other words, the vectors pi span a subspace containing x, and y is the projection of x onto the basis vectors pi. In this paper, both yi and pi are computed from x using either principal or independent component analysis (PCA or ICA), with PCA providing a compact representation of x, and ICA providing a sparse representation.
For the purpose of noise suppression, y is filtered. When y is computed using ICA, a Bayesian filter is applied, and when y is computed using PCA, the filter simply truncates the series in equation (1). That is, the methods of PCA and ICA give a prior indication for the distribution of y, and filters are designed to use this prior information to shrink the coefficients yi, thereby removing (or suppressing) the portions of the subspace that are more indicative of noise than signal. These noise suppression techniques are applied to both natural scenes (e.g. Hoyer, 1999; Hyvärinen et al., 2001; Hyväinen et al., 2003; Olshausen and Field, 1996) and a toy seismic example 1 .
The Model
The series in equation (1) requires data for the realizations of x. From x, both P and the realizations of y are computed.
1 The work of Olshausen and Field (1996) stems from research involving the mammalian visual cortex (e.g. Field, 1996; Bell and Sejnowski, 1997) . Originally a statistical model of the cortex was built using a compact representation. However, a sparse representation proved more suitable. To illustrate x, consider the data (photographs) in Figure ( 1) which are borrowed from Hoyer (1999) . From each photograph, several realizations of x are collected where each realization is formed from a small (e.g. 16×16 pixels) image patch I ∈ R m×m extracted from any one of the photographs. Presently, we let
be the expansion of I onto the basis patches Pi, and, for convenience, we coax equation (2) into the form of equation (1). In particular,
• An image patch I, from equation (2), is mapped, via lexicographic reordering, to one realization of x, in equation (1).
• The basis patches Pi, from equation (2), are mapped, via a lexicographic reordering, to the basis vectors pi, in equation (1).
• The coefficients yi, from equation (2), are, simply, the elements in one realization of y, in equation (1).
For example, consider image patches taken from the photographs in Figure 1 such that I ∈ R 16×16 (i.e. 16 × 16 pixels). In this case, both x and y would have 256 dimensions. If several such image patches are collected, then both x and y will have several realizations, one for each patch.
Both pi and y are computed using a linear transformation of x,
where b T i is a row of B, and is chosen to satisfy some statistical criteria for yi. In the case of PCA, the variance of yi is maximized providing a compact representation of x, and in the case of ICA, the entropy of yi is minimized providing a sparse representation of x.
Compact Representation of x
As already mentioned, a compact representation of x is achieved using PCA, and is often used to weed out redundancies, or elicit similarities, from data. (e.g. Freire and Ulrych, 1988; Pentland and Turk, 1991; Ready and Wintz, 1973) . Here, PCA computes the components of the desired expansion (equation (1)) through the computation of principal components
Equation (7) illustrates two ideas. First, it confirms that the principal components are uncorrelated; and second, it demonstrates that the variance of the i th principal component yi = b T i x is the i th eigenvalue λi. Hence, ordering the pairs of eigenvectors and eigenvalues in the usual fashion so that λ1 > λ2 > · · · > λm completes the solution.
Since b T i bi = 1, B is orthogonal and
Therefore, pi = b T i , and PCA provides a means for computing both P and y in equation (1), allowing for a compact representation of x.
For example, consider extracting 50, 000 instances of I ∈ R 16×16 randomly from the natural scenes in Figure 1 . Using these image patches for the realizations of x, PCA computes both y and pi, i = 1 . . . m. The basis vectors pi are mapped to basis patches Pi, and, for this example, are plotted in Figure 2 . In the next section we see that ICA provides a more interesting solution. 
Sparse Representation of x
A sparse representation of x is achieved using ICA, and, in the literature, is known as sparse coding (e.g. Hoyer, 1999) . ICA is commonly used for source separation (e.g. Common, 1994) , and its description is most readily understood from this point of view. However, in this paper we are only interested in finding the series expansion in equation (1), and a full description of ICA, in terms of source separation, is left to Kaplan and Ulrych (2002) and the interested reader. Analogous to PCA in section 4, ICA computes the components of the desired expansion (equation (1)) through the computation of independent components,
, and is chosen such that the independent components y
are, indeed, statistically independent and have minimum entropy. As is the case for PCA, there is a simple relation connecting b
and the basis vectors p (ic) i required for the expansion in equation (1). To simplify notation, we, again, drop the superscript (ic) for the remainder of this section, while keeping in mind that we are computing the independent component solution.
It can be shown, via the central limit theorem, that if yi are found so that they are maximally non-Gaussian, then they will also be independent. Here, a measure central to information theory, called entropy for discrete random variables and differential entropy for continuous random variables (Shannon, 1948) , is considered. It is well known that if only the mean and variance of a continuous random variable y are given, then y has minimum differential entropy exactly when it has Gaussian statistics.
Entropy,
measures the randomness (disorder) of a discrete random variable Y , where p (Y = Yi) is a probability mass function. For example consider, as Cover and Thomos (1991, pp. 14-15) do, an experiment that has two possible outcomes with corresponding probabilities p and 1 − p (a Bernoulli distribution). Following equation (8) the entropy of this experiment,
is plotted in Figure 3 for p ∈ [0, 1]. If p = 1/2, then the experiment is in a state of maximum disorder or maximum uncertainty, and so, entropy (a measure of uncertainty) is maximum. Conversely, if the outcome of the experiment is more certain, then p is either closer to 0 or closer to 1, and entropy is smaller. (10) where, in the context of ICA, y is an independent component. The subscript i is dropped for the sake of clarity.
For continuous random variables an analogous measure called differential entropy
It follows that distributions can be found which maximize entropy. Indeed, for the simple discrete example presented above, a Bernoulli distribution with p = 1/2 maximizes entropy. Of course, this is for a rather limited scenario where the experiment has only two possible outcomes. Consider, instead, maximizing the differential entropy of a continuous random variable y ∼ p Y (y) satisfying the usual conditions,
and the moment constraints provided by ri (y) and ci such that Hence, the appropriate cost function (for maximization) is
where λi are Lagrange multipliers. Differentiating with respect to the y th component of p Y gives
and setting this result to zero yields the extreme point of the cost function,
For reasons discussed in Kaplan and Ulrych (2002) , independent components are assigned a mean of 0 and a variance of 1. Hence, l = 2 and equation (14) becomes
Setting λ• = ln (2π) −1/2 + 1, λ1 = 0 and λ2 = 1/2 yields a Gaussian distribution which satisfies the constraints in equations (11)-(13) and, hence, maximizes entropy.
Entropy gives a measure of Gaussianity in that minimizing entropy maximizes non-Gaussianity. Hence, y is an independent component exactly when it has minimum entropy. Further, if we ensure that the non-Gaussianity is manifested as a positive kurtosis (i.e. super-Gaussian rather than sub-Gaussian), then y will be sparse which is, of course, the desired feature for a sparse representation of x.
Unfortunately, as is evident, from equation (10), computing entropy creates the rather difficult task of estimating integrals from probability density functions (pdfs). Hyvärinen (1998) introduces a method for approximating the integral by expanding the pdf onto a basis of nonpolynomial functions (ri (y) in equation (13)) such that it satisfies the maximum entropy distribution in equation (14), and the moment constraints in equations (11)-(13). The idea is to minimize the entropy of the maximum entropy distribution. Following a lengthy derivation (e.g. Kaplan and Ulrych, 2002) , we find an estimate of a measure related to entropy, called negentropy J (p Y (y)), such that
where ci = E (ri (y)) and p ξ (ξ) is a Normal distribution with the same mean and variance as p Y (y). Hence, negentropy measures the distance from a Gaussian random variable, and minimizing the entropy of y is equivalent to maximizing its negentropy. Therefore, independent components correspond to maxima of equation (15).
Due to the relation between negentropy and independent components, the ICA problem is reduced to one in optimization with an associated cost function measuring negentropy. Here, this optimization problem is explicitly defined, and the utility of PCA in terms of ICA is explained.
PCA, used as a pre-processor, allows for the derivation of much needed constraints for the optimization problem. Given zero mean mixtures x let z = Γx where z T =ˆz1 z2 · · · zm˜are whitened mixtures such that E (z) = 0, E`zz T´= Cz = I and I is the identity matrix. That is, the random variables zi, i = 1 . . . m are mutually uncorrelated. The utility of z is illustrated by understanding the relation between uncorrelated and independent. Namely that independent implies uncorrelated. Consider, for example, two random variables, y1 and y2, that follow the bivariate pdf p Y 1 ,Y 2 (y1, y2), with marginal pdfs p Y 1 (y1) and p Y 2 (y2). Also let g1 (y1) and g2 (y2) be arbitrarily defined functions. The random variables, y1 and y2, are, said to be, uncorrelated if
Further, if y1 and y2 are independent, then
Therefore, uncorrelated is a special case of independent where g1 (y1) = y1 and g2 (y2) = y2; and hence, independent implies uncorrelated but uncorrelated does not imply independent. Since the goal of ICA is to produce components that are independent, they are also uncorrelated and under orthogonal transformations they stay that way. Therefore, an appropriately chosen rotation transforms uncorrelated components into independent components. This immediately drops the degrees of freedom in the optimization problem by one.
An appropriate choice for Γ is easily found such that
where B (pc) was found in section 4, Σ = diag`√λ1, √ λ2, . . . , √ λm´and λi is the variance of the i th principal component (see equation (7)). Recalling, from section 4, that b
are mutually orthonormal, and that λi are eigenvalues of Cx,
confirms that equation (17) is a good choice for Γ.
Next, define a matrix Q such that y = Qz, q T i is the i th row of Q and yi = q T i z is an independent component exactly when qi is chosen such that yi has maximum negentropy. Hence, an appropriate cost function (for minimization) is
As already mentioned, whitening the data further constrains the cost function. In particular, recalling that var (yi) = 1, E (yi) = 0 and that the independent components are uncorrelated such that E (yiyj) = 0, i = j gives
Thus, the cost function need only be considered on the surface defined by q T i qi = 1, and multiple local minima may be found using orthogonality.
Hyvärinen (1999) presents a method for optimizing equation (18) which employs Newton steps in an iterative scheme. In particular, the nonpolynomial approximation of negentropy in equation (15) is considered using only one term in its series expansion which gives, for minimization,
where yi = q T i z. The gradient of φ is ∇φ (qi) = −E (r (yi)) E`r (yi) zá nd ignoring the scalar value −E (r (yi)) allows for computation of an approximative Hessian H such that
This approximation gives a Hessian which is easily inverted, leading to the approximative Newton step (from iteration k to k + 1) given by
Multiplying equation (20) through by the denominator in its third term yields E`r (yi)´q
Hence, an appropriate update rule for the i th row of Q is
The projection back onto the unit circle accounts for the constraint q T i qi = 1. For the algorithm used in this paper, all rows of Q are updated simultaneously. That is, for each iteration of the optimization routine, (i) Each row q T i of Q is updated according to equation (21), and (ii) the rows of Q are made orthogonal using symmetric orthogonalization such that
Once an optimal Q is found, P is readily computed. In particular, noting that Q is orthogonal, y = Qz and z = Γx, we find x = Γ −1 Q T y. Hence, it follows from equation (1) 
As in section 4, consider an example with 50, 000 16 × 16 pixel image patches I randomly extracted from the natural scenes in Figure 1 . Using these image patches for the realizations of x, ICA computes both y and P in equation (1). The basis patches Pi, for this example, are plotted in Figure 4 . Notice that, contrary to basis patches computed using PCA (see Figure 2) , the independent component solution provides basis patches with some semblance of structure.
Bayesian Filtering
Sections 4 and 5 give two methods for computing the series expansion in equation (1). When x is corrupted with random noise, equation (1) (ic) to be sparse. To use this information, we follow the work of Hoyer (1999) who uses Bayes formula to construct thresholding functions. When applied toŷ (ic) , these thresholding functions shrink the coefficients, suppressing the noisy portion of the appropriate subspace. In this section, we consider the sparse representation of x, and Bayesian filtering.
Consider random variables y and n such thatŷ = y + n. Further, recall Bayes formula,
where
Here we let p (ŷ|y) = pn (ŷ − y) where n is random noise. The idea behind Bayesian filtering is to maximize the posterior density p (y|ŷ) with respect to y. In particular, letting n ∼ N (0, σn) gives arg max
where f (y) = − ln p (y) is called the score function. Equation (22) has its solution when For example, consider, as Hoyer (1999) does, the following pdf,
here c is a constant, and the parameters a and b are adjusted, allowing control over the sparseness of y. In this case, the score function is f (y) = − lnˆc exp`−ay 2 /2 − b|y|´˜= − ln c + ay 2 /2 + b|y|.
Taking the derivative of equation (24) 
Finally, we let sign (y) = sign (ŷ), and ensure that the choice of b does not flip the sign of the coefficients such that
Equation (25) is used to shrink the components ofŷ (ic) , and, in turn, filterx.
For example, consider, again, the data in Figure 1 , but corrupted with additive Gaussian random noise. First PCA is used to reduce the dimension of the data (using the most coherent information) from 256 to 160. With this reduced data, ICA is used to compute a sparse representation of x. Figure 5 illustrates the result of this filtering. One of the noisy images is plotted in Figure 5a . The corresponding basis patches Pi are plotted in Figure 5b , and the filtered image (using a = b = 0.5 in equation (25)) is shown in Figure 5c .
Toy Seismic Example
To further illustrate the methods, consider the simple and synthetic data in Figure 6a . From this data, ICA and PCA compute the terms in the series expansion in equation (1). The basis patches p (pc) i computed using PCA are plotted in Figure 6d , and the basis patches p To filter the data using PCA, we simply use the first 26 principal components. That is, the series in equation (1) is truncated after its first 26 terms. The result of this filtering is shown in Figure 6b . To filter the data using ICA, a Bayesian filter is applied to the coefficients of the expansion y (ic) . The result of this filtering is shown in Figure 6c .
Discussion
This paper represents a preliminary investigation of the use of sparse coding in seismic data processing with an application to noise suppression. However, perhaps more interesting than the application of noise suppression is the nature of the basis patches produced by sparse coding. Sallee and Olshausen (2002) and Olshausen et al. (2001) discuss using these basis functions for a wavelet basis, allowing for scaling and translation of the basis patches; certainly a worthwhile direction for further investigation.
