Abstract
Introduction
In the field of machine learning, dimensionality reduction is a statistical tool commonly used to map data in high-dimensional space into lower dimensionality. The purpose of dimensionality reduction is to project the high-dimensional data into a more compact representation while preserving certain properties of the data.
Traditional linear dimensionality reduction methods include Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), multi dimensional scaling (MDS) and so on. However, the high-dimensional data are often shown the characteristics of non-linear, adaptive and multi-faceted nature. The linear processing methods can not deal with nonlinear problems and maintain the non-linear structure in data. Recently, a novel family of nonlinear dimension reduction methods, called manifold learning, is being studied. The most known ones are Locally Linear Embedding (LLE) [1] , Isometric Mapping (ISOMAP) [2] , Laplacian Eigenmaps [3] , and Local Tangent Space Alignment (LTSA) [4] . They attempt to discover the intrinsic structure of data set by exploiting the local topology. Some improved manifold learning algorithms are applied in [5] [6] [7] [8] [9] . These methods have made good results in preserving intrinsic manifold in the projection.
Furthermore, in the process of using these manifold learning algorithms such as LLE and Laplacian Eigenmaps, the neighborhood parameters must be given in advance before use. Conventional neighborhood selection algorithms need to specify the parameter manually using k nearest neighbors (KNN) or ε neighborhood radius [10] , and the right choice of neighborhood parameter k has greatly affected on the results of the mapping manifold structure quality and reduction performance. How to effectively determine the appropriate neighborhood parameters are of great significance to obtain the correct low-dimensional structures for data dimensionality reduction and classification. Some adaptive neighborhood selection methods for different manifold learning are presented in [11] [12] [13] . These methods select the neighborhood as a patchwork of connected linear surfaces, and attempt to preserve certain properties in the projection.
In this paper, we presents a practical strategy for selecting a neighborhood size adaptively, which leads to Silhouette index, from the point of the mapping cluster quality. The rest of this paper is organized as follow: Section 2 reviews the principle of LLE algorithm. Section 3 gives the implementing of our new proposed parameter selection method. Section 4 provides the experimental results obtained on the IRIS and compressor failure data. Finally, conclusions are summarized in Section 5.
Description of LLE
LLE is a typical manifold learning algorithm. It attempts to preserve local order relation of data in both the embedding space and the intrinsic space. In the algorithm, only neighbors contribute to each reconstruction, and the reconstructions are confined to linear subspaces. Given the input data:
and the algorithm parameter (k, d), d is the dimension of low-dimensional embedding. We expect to get the output Coordinate:
The principle of LLE algorithm can be summarized as follows: (1) Constructing the Neighbor Graph. Compute the neighbor of each point via K-Nearest Neighbor (KNN).
(2) Computing the reconstruction weights. For each point xi, set:
Consider the constraint min ( )
The goal of LLE is to find low-dimensional embedding Y. Minimize Formula (2) by solving an eigenvalue problem. Let U be the matrix whose columns are the eigenvectors of ( ) ( )
with nonzero accompanying eigenvalues. Thus, we obtain the lowdimensional output Y= [U] n×d in embedding space.
The essence of LLE algorithm is to remain the nature of the distance in mapping the topology structure of the input data. During the process of dimensionality reduction, the reconstruction weight matrix is kept the same. By utilizing the locally symmetric property of linear reconstruction, LLE can reflect the intrinsic geometric structure of low-dimensional manifolds embedded in the datasets.
In LLE, the neighborhood parameters must be given in advance before use. To solve this problem, we present a neighborhood selection method based on Silhouette index.
Silhouette index based Neighbor Selection Method for LLE
Most existing manifolds learning algorithm has no principled way on selecting neighborhood parameters, the different neighborhood parameters direct impact on the results of the final embedded topology, which greatly limits their application in practice.
Impact of Neighborhood parameter selection
We use the following example to illustrate the impact of neighborhood parameter selection with LLE, by taking a different neighborhood factors on the quality of the situation map.
In the LLE implementing dimensionality reduction to the 3-dimensional S-curve dataset, select different neighbor parameter k, the results obtained are quite different topology, shown in Figure 1 .
Adaptive Neighborhood Selection Method Based on Silhouette Index for Locally Linear Embedding Quansheng Jiang, Peng Huang, Huarong Li It can be seen from Figure 1 , when k = 3 and 5, LLE can not effectively extract the intrinsic lowdimensional manifolds; when k = 6, LLE extraction began to improve low-dimensional manifold, and when k = 16 obtains a good manifold structure, but when k = 50 the obtained low-dimensional structures become distorted. This show that the selection of neighborhood factor k will directly affect
the mapping effect of LLE algorithm, if k is too small, a continuous flow of the original form will be split into disconnected sub-manifold, resulting manifold is not continuous; if k is too large, will result in the correct local geometry that will lose the original data stream in which the shape of local information. Therefore, how to choose the neighborhood factor k in LLE algorithm directly affects the intrinsic geometry of data sets and effective recovery, only to take the appropriate value of k can ensure the mapping quality of LLE.
Silhouette index
In the process of feature extraction with LLE, the choice of neighborhood factor k and embedding dimension d is important for the extraction effect, for unreasonable choice will result in the loss of critical manifolds features. General k and d is determined mainly by experience and a lot of tests. In order to overcome the impact of the experience set for feature extraction, we use Silhouette index method to quantitative evaluation of the quality of LLE, which can determine reasonable neighborhood parameter.
Suppose a dataset X can be extracted and divided via LLE into c cluster Ci (i=1, 2, …, c). 
Which can be written as:
As ( ) i a x is a measure of how dissimilar xi is to its own cluster, a small value means it is well matched. Furthermore, a large ( ) i b x implies that xi is badly matched to its neighboring cluster. Thus S close to one, means that the datum is appropriately clustered. If S is close to zero mean that the datum is on the border of two natural clusters [14] .
So all samples of the Silhouette index reflects the average quality of clustering results, the greater the value the better the quality of that cluster, the more down-dimensional effect can approximate the topology of the original data. If Silhouette averages more than 0.5, indicating significant points of the interface between the clusters, less than 0.5 indicates that there is cluster overlap.
The Silhouette index can solve the problem of quantitative discrimination of the mapping results. In the paper, the Silhouette index is used to select the optimization neighborhood parameter.
The outline of proposed method
To determine the optimal adaptive neighborhood parameters of LLE algorithm, we present a neighborhood parameter selection method of LLE, based on the Silhouette index.
The proposed method can be summarized as follows:
Step 1: First select Kmin and Kmax, K may be the minimum or maximum neighborhood value, and generally max 2 / 2 K P N   , Where P is the number of neighborhood graph edges in LLE algorithm, N is the number of vertices.
Step 2: For each
, calculate the low-dimensional topology structure with LLE algorithm.
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Step 3: Computing the average of Silhouette index to all samples in the low-dimensional embedding space according to the formula (3).
Step 4: Finally, take arg max( ) opt K S  and the corresponding d.
The obtained K is the optimal neighborhood parameter of LLE, the corresponding d is the right embedding dimension of the data. The method can also be used as manifold learning as Laplacian Eigenmaps, to achieve adaptive selection of neighborhood parameters.
Experiment
Experiments are performed on the IRIS data and engineering fault data set respectively, to test the effects of the proposed method.
IRIS data
In this section, we catty out mapping quality experiments on the standard data set of UCI Iris data (sample points N = 150, dimension D = 4) [15] . In the experiment, the LLE parameters are given as: the neighborhood range k ∈ [5, 30], low-dimensional embedding space dimension d = 2 and 3. The experiment results with the proposed method are shown in Figure 2 . Figure 2 is the average curve of Silhouettes index with LLE algorithm on Iris. Experimental results are obtained to the best neighborhood of k=25 and d=2, this time the Silhouettes index is maximum, which Smax=0.9655. Figure 3(a) is the results of feature extraction with LLE when in the best neighborhood k=25, in which low-dimensional distribution of the samples obtained the each class has good class separability. In Figure 3(b) , the two classes are overlapped, and the feature extraction effect is worse than LLE. The classification accuracy of LLE and PCA with KNN classifier is seen in the Table 1 , which is 98.67% and 93.33% respectively. 
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Compressor fault data
The fault data collects from three vibration signals of the high speed air compressor in a power plant, which includes three types of fault conditions in the following: rotor imbalance, mechanical looseness, and oil film whirl. The dataset has 228 points and each class is 78. The characteristic properties of each sample are formed by the nine bands characteristic energy spectrum, from 0.01f to 8f, where f is the frequency compressor.
In the feature extraction with LLE, the parameters are given as: k ∈ (a) Mapping with LLE and optimal k (b) Mapping with PCA and optimal k Figure 5 . the 3-dimensional mapping features distribution on compressor fault data. Figure 4 is the average curve of Silhouettes index with LLE algorithm on compressor fault data. Experimental results are obtained to the best neighborhood of k=9 and d=3, this time the Silhouettes index is maximum, which Smax=0.7686. Figure 5(a) is the results of feature extraction with LLE when in the best neighborhood k=9, in which low-dimensional distribution of the samples obtained the each class is easy classified. In Figure 5 (b), the three classes are overlapped, and the feature extraction result is poor. The classification accuracy of LLE and PCA with KNN classifier is seen in the Table. 1, which is 98.25% and 78.95% respectively. From the experimental results above, it is obvious that the proposed method in the LLE feature extraction can get the optimal neighborhood parameters, and obtain good classification performance.
Conclusions
In this paper, aiming to solve the problem of selecting neighborhood parameter on the LLE algorithm, we have presented an adaptive neighborhood selection method based on Silhouettes index. From the point of the cluster quality of feature extraction, we first introduce the Silhouettes index, to reflect the cluster quality of the low-dimensional embedding structure. We obtain the optimization of the neighborhood according to the maximum of the Silhouettes index. The experimental results on IRIS and compressor fault data validate the method enables to select optimal neighborhood parameter, resulting in superior classification performance.
