In neuronal circuits, excitatory synaptic transmission predominantly occurs at postsynaptic protrusions called dendritic spines. Spines are highly plastic structures capable of formation, enlargement, shrinkage, and elimination over time. Individual spine morphology is widely variable, and evidence suggests these differences in morphology are relevant to spine function. Recent reports provide evidence that spine structural plasticity underlies functional synaptic changes, including those seen in animal models of learning and memory plasticity. Conversely, impairments in cognitive functions, such as those commonly seen in aging, have recently been linked to and correlated with alterations in spine density and morphology. In addition, dendritic spine density and morphology also appear to be altered in various transgenic animal models of neurodegenerative diseases. Ultimately, an understanding of the synaptic basis of age-and disease-related cognitive impairments may lead to the development of drug treatments that can restore or protect synaptic profiles in neural circuits that mediate cognition.
Introduction
The vast majority of excitatory connections within neuronal circuits form synapses onto dendritic spines, which are specialized postsynaptic structures for glutamatergic neurotransmission. These tiny protrusions generally range between 0.001 and 1 µm 3 in volume, and are studded along the dendritic shafts of principal neurons in densities as high as 10 spines per mm of dendrite [1] . Spines play multiple roles in neuronal circuits; for example, the presence of spines drastically enhances the number of synaptic connections per area of dendrite, and spines also act to maintain input specificity by serving as isolated microdomains for calcium dynamics, receptor trafficking, and intracellular signaling molecules (for reviews, see [2] [3] [4] [5] ).
Spines vary widely in their morphology along a dendrite ( Figure 1 ). Investigators have divided spines into three basic morphological subtypes; spines with no necks and a stubby-like appearance ("stubby spines"), spines with small necks and a large, often complex, and irregular heads ("mushroom spines"), spines with and thin necks and small heads ("thin spines") [6] . An additional set of structures called filopodia have long, thin protrusions with no obvious head.
Filopodia, however, are most commonly seen during development and are rarely seen in the mature brain [7] . It is well established that the large majority of spines in the adult brain exhibit thin spine morphology [8] .
Evidence suggests spine morphology may be a major determinant of spine stability and spine synaptic strength. For example, in vivo evidence from mouse neocortex has shown that a majority of mushroom-type spines remain stable across multiple days or even months [9] [10] [11] , while thin spines often appear and disappear rapidly (i.e., within a day) [7, 10, 12, 13] . These differences suggest that spine subtypes have different roles maintaining synaptic stability and plasticity within neural circuits. Spine morphological differences are also reflected by distinct physiological and molecular characteristics; for example, large spines are dominated by α-amino-3-hydroxyl-
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Taken together, these observations raise fundamental questions regarding how spine morphological plasticity might underlie cognitive functions such as learning and memory [13, [17] [18] [19] . There is some evidence demonstrating spine morphological plasticity with learning [20] [21] [22] [23] [24] [25] , as well as evidence that the converse hypothesis may be true; that is, failure of spine formation and morphological plasticity may contribute to impairments in cognition [26] . Additional support for the latter hypothesis comes from studies that report alterations of spine numbers and morphology in animal models of aging [27] [28] [29] [30] [31] [32] or neurodegenerative disease [33] [34] [35] [36] [37] [38] [39] , both of which are characterized by compromised cognitive function.
It is this last area of research that the current review will focus on. As the aging population grows, understanding the synaptic basis of age-and neurodegeneration-associated cognitive decline could identify rational targets for therapeutic intervention, and perhaps most Although data deconvolution improves image resolution, particularly along the z-axis, all three laser microscopy methods suffer from the unavoidable optical aberration in the z-plane which distort spine volumes [46] . To avoid these problems, studies commonly employ serial section transmission electron microscopy (SSTEM). SSTEM remains the gold standard for spine reconstructions because it achieves the greatest resolution, the most precise volumetric measures, and unambiguous identification of spine synapses. However, this technique remains labor-intensive and extremely low-throughput ( Figure 1B ) [8] , and thus poses experimental design issues of its own.
Spine plasticity as a static vs. dynamic process
A second caveat to most of the abovementioned techniques is that they only provide a single time-point snapshot of spine structures Figure 1 . Visualization of dendritic spines. A) Dendritic spines along a neocortical dendritic segment from a neuron labeled by intracellular injection of fluorescent dye and captured with confocal laser microscopy. Maximum spine head diameters vary from 0.14 to 0.70 µm, while spine surface areas vary from 0.32 to 2.55 µm 2 . Scale bar = 5 µm. B) An axospinous synapse from prefrontal cortex as visualized by electron microscopy. The dendritic shaft ("d") and spine ("sp") are highlighted in blue, while the presynaptic axon ("ax") is highlighted in red. Scale bar = 500 nm.
that are known to be morphologically and temporally plastic. For example, a majority of these techniques -including SSTEM -require fixed tissue, which prevents repeated sampling of spines after experimental manipulations. As such, perhaps the best way to interpret these data is as an indirect index of capacity for plasticity, rather than a direct measure of spine plasticity itself.
In contrast to the methods that require fixed tissue, confocal or two-photon live imaging of slices or dissociated cultures allows repeated spine sampling after experimental manipulations.
However, these methods leave questions as to whether spine dynamics are similarly regulated between in vitro and in vivo conditions. Twophoton microscopy combined with transgenic mice expressing fluorescent proteins in neurons has recently allowed investigators to measure spine plasticity and stability in vivo [5, 47] , but requires surgical manipulations that may provoke inflammatory responses and alter spine plasticity [48] . Lastly, in vivo two-photon studies are restricted to the overlying cortex and, with the exception of few studies (e.g. 
Evidence
for aging-related changes in spine morphology
Selective spine vulnerability in the perforant path-dentate gyrus circuit
A common misconception about brain aging is that cognitive decline is a reflection of neuronal death. In fact, modern stereological methods have provided evidence that neuronal circuitry remains very much intact in the aging brain, with little evidence for gross anatomical change. For example, declines in cognitive abilities in aging animals models are not associated with reductions in neuron numbers in hippocampus [50] or neocortex [51] [52] [53] , save for a single exception in area 8a of the primate prefrontal cortex [54] . With these data in hand, investigators have focused on the hypothesis that aging may be manifested by subtle losses in network connectivity via reductions in dendritic complexity, spine synapse density, and morphological plasticity [55] . Rodents and non-human primates provide excellent models for testing these hypotheses, as they show similar age-related declines in long-term memory and executive function but do not suffer from neurodegenerative diseases [56] .
The strongest evidence in support of agerelated synaptic morphological change in the medial temporal lobe memory system has largely come from SSTEM reconstruction studies. Geinisman and colleagues [27, 28] have shown that aged rats that are impaired 
Subtle yet extensive thin spine loss in neocortex
In for task learning and behavioral plasticity [32] . In addition, disruption in dendritic and spine morphologies in prefrontal neurons of aged macaque monkeys has been shown using electrophysiologic [63, 64] and modeling approaches [65, 66] , suggesting aging also influences significantly the firing and cable properties of these neurons. As these data were obtained from dendritic segments of layer III neurons, of which a majority are corticocortically-projecting neurons, they 
Prion diseases

Huntington's disease
Alzheimer's disease
As with the neurodegenerative disorders discussed above, AD also results in pervasive and significant changes in dendritic spine density and structure in addition to overt neuronal death [101] . AD is the most common form of dementia and accounts for approximately 80% of cases [102] . The neurodegeneration that occurs in AD affects neuronal circuits of the perforant path as well as long corticocortical projections that link association cortices [55] . Other groups have also observed significant reduction in spine density as well as a decrease in overall dendritic area in AD patients when compared to age-matched controls [108] [109] [110] [111] [112] .
Electron microscopy studies have corroborated these data and found significant synaptic loss in the brains of patients with early onset AD compared to mild cognitively impaired and nondemented individuals [113] .
Mouse models that overexpress mutated forms of the amyloid precursor protein (APP) have demonstrated the detrimental effect of Aβ plaques on neuronal morphology including attrition of apical dendritic arbors, aberrant sprouting, and curvature of dendritic processes [34, 35, [114] [115] [116] [117] .
In regards to spine pathology, studies in PSAPP and Tg2576 mice have demonstrated significant spine loss from cortical pyramidal neurons located close to or within Aβ plaques and in areas that are devoid of amyloid pathology [34, 117] . Spine loss has also been reported in the CA1 field, the dentate gyrus, and somatosensory cortex [33, 35, [118] [119] [120] [121] [122] [123] [124] [125] . In contrast, studies in the dentate gyrus in APP/PS1 mice showed spine reduction in dendrites that pass through plaques and an increase in spine density in dendrites touching plaques with no changes in spine density in area devoid of plaques [37] . loss [124] . In regards to plaque proximity, one study has shown a decrease in spine head volume in plaque-free spines and in-contact spines compared to spines traversing a plaque and controls in the dentate gyrus [37] .
Further analysis of spine characteristics were in agreement with other studies indicating an overall loss of large spines [37, 124] . The mechanism by which Aβ mediates these changes is still uncertain. It is possible that Aβ mediates these changes through many pathways including the inhibition of NMDA receptor activity, calcineurin activity, GSK3β activity, tau phosphorylation, and activation of caspases [124, 125] .
The effect of tau on dendritic spine pathology is still not fully understood.
Whether tau alone, or tau in concert with
Aβ cause alterations in neuronal and spine properties remains a mater of debate.
Moreover, it is still unclear if mutations in tau have the same effect on neuronal pathology as non-mutated tau. This is of importance since to date no mutations on tau have been implicated in AD. Ex-vivo studies in organotypic hippocampal slices expressing AD-relevant tau constructs found no effect of tau expression on spine density and morphology even though there was apparent tau hyperphophorylation and accumulation with the cell [126] . Recently, Rocher et al. [36] examined changes in dendrites and spines in the rTg4510 tau mouse model that harbours the P301L mutation. These authors reported that mutated tau expression severely altered dendritic shafts with significant morphological alterations, including loss or atrophy of the apical tuft, reduced dendritic complexity and length. Moreover, mutations in tau resulted in a ~30% reductions in spine density in cortical pyramidal neurons [36] . Studies from our lab have examined the effect of wild-type tau on dendritic spines. We have found that with age, the hTau mouse model, which expresses all 6 isoforms of human tau and no mouse tau, exhibits significant alterations in apical dendritic architecture from prefrontal neurons of 3 month mice versus 12 month mice ( Figure 4 ) with a reduction in spine volume and a shift from mushroom to thin spines [39] .
It is evident that changes in spine density and spine type occur during the pathogenesis of AD and contribute to the cognitive deficits that are associated with disease progression.
Whether it is the exposure of neurons to soluble or fibrillar Ab or hyperphosphorylated tau that causes synaptic dysfunction still remains to be elucidated.
conclusions
Changes in spine density, morphology, and 
