A FUNCTIONAL INDEPENDENCE THEOREM FOR SQUARE MATRICES C. W. MENDEL AND I. A. BARNETT
The purpose of this paper is to prove the following independence theorem:
If A is a square matrix of order n, the Jacohian of the n traces of A, A 2 , , A n with respect to each set of n distinct elements of A, at least one of which is a diagonal element, is never identically zero in the ri z elements of A.
The problem arose originally in connection with a certain system of differential equations of the second order [1] . This led to the investigation of the properties of a class of determinants which are generalizations of the classical determinant of Vandermonde [2] . The latter half of [2] includes a proof of the independence theorem as given by Perron who used mathematical induction. We now give the proof first devised by the authors in 1940. It is interesting for two reasons; first, new results in the algebra of matrices are brought to light and second, matrices are constructed for which the n traces are independent.
1* Notations and terminology. Let A=(a ίj ) be a square matrix of order n whose elements are independent indeterminates over an arbitrary field. Let affi stand for the element in the ith row and ith column of the mth power of A. The determinant where r lf , r n and s lf , s n are arbitrary integers in the range 1 to n, equal or unequal, and δ. u is the Kronecker delta, is called a generalized determinant of Vandermonde. It reduces to the classical determinant of Vandermonde if A is a diagonal matrix.
Consider any set S of n distinct elements α Si?v α β2?v •••, a 8 Tn of the matrix A. Also consider the set T of n traces t lf t 2 respect to the set S, so that equation (13) of [2] 
may be written dTjdS =nlV'(A).
We have already introduced the two ordered sets of indices r=(r u r 2 , , r n ) and s=(s lf s 2 , , s n ), each on the range 1, 2, , n. When r and s are considered together, we shall speak of the dual-set (r s) and we write this as a 2 by n matrix:
The fact that S consists of n distinct elements may be stated by saying that no two columns of (r s) are identical. We shall be interested in sets S which, in addition to consisting of n distinct elements, contain at least one diagonal element of A. Such sets will be called nonsingular, while all others will be called singular. The dual-set (r s) corresponding to S will be called nonsingular or singular according as s is nonsingular or singular. Thus for a nonsingular (r s) no two columns may be identical and in at least one column the indices in the first and second rows must be equal. Such a column will be called a diagonal column.
In this connection it will be convenient to introduce notations for two operators on sets of n indices. Let a and β be two distinct integers in the range 1, 2, , n, and let a--=(a u α 2 , , a n ) be a set of n (not necessarily distinct) integers in the same range. Then by (aβ) A nonsingular (r s) (and the corresponding S) will be called unitary, if it contains exactly one diagonal column.
Finally, (r s) (and the corresponding S) will be called proper if, when the diagonal columns are deleted from the set, the resulting two rowed matrix has no index common to both rows.
2. Outline of the proof. In the first step we prove the theorem for the case in which S consists of the n diagonal elements of A. In the remainder of the proof this case will then be excluded.
We The above lemmas reduce the problem to that of proving the theorem for all proper unitary sets. The method of proof of the lemmas enables us to restrict further the class of proper unitary sets for which the theorem need be proved. For each of the sets S" in the sub-class we exhibit a matrix A for which dTjdS" Φ 0. This, then, will complete the proof for all nonsingular S.
3. Reduction theorems. We now state five theorems called reduction theorems to be used in proving the two lemmas just stated. The conclusions in all five theorems are almost identical, the only variation being an implication in Theorem 4 while an equivalence is found in the other theorems (B) = 0, the last expression being an identity not only in the n 2 elements a u but also in λ. We shall show that the coefficient of the highest power of λ in Vs(B) is the desired V r 8 >{A) so that this determinant must vanish. We note from the equation (2) 5 Use of the reduction theorems. It is easy to verify that, if (r s) is nonsingular, the application of any one of the reduction Theorems 1, 2, 3 or 5 always leads to a nonsingular (r' s') This is not true for Theorem 4. In order to avoid reductions which lead to singular sets, we shall investigate the effect of Theorem 4 in detail.
By mates in s of an index a which appears in r, we mean all in-dices Si for which r i = a. Each such index s. i (and clearly, these will all be distinct for a nonsingular dual-set) will be called a mate in s of α. Similar definitions apply for mates in r. We call two indices a and β associates in r if there is an index γ in s such that both a and β are mates in r of γ. Each of the numbers α, β will be called an associate in r of the other. Similar definitions apply for associates in s.
We now consider (r r s') related to the nonsingular (r s) by (r' s') = [ctβ] (r s). According to the definition given in § 1, (r' s r ) will be singular if the corresponding set of elements of A, viz., α^^, ct r^s ./ 9 •••, α r , β /, does not contain a diagonal element of A, or if it does not n n consist of n distinct elements of A. After some analysis we may show that this set will be singular if and only if, the numbers a and β are such that one or more of the following is true:
I. The set S corresponding to (r s) contains exactly one diagonal element of A, and this one is either a ΛΛ or a ββ . II. The numbers a, β are associates either in r or in s. III. The set S corresponding to (r s) contains either the two elements a acύ and a ββ or the two elements a Λβ and a βcύ . In applying Theorem 4 we avoid using numbers a, β satisfying any one of these conditions. It should be noted, however, that condition I constitutes no real restriction on the numbers α, β in case n > 2 for, we may firstly apply Theorem 5 to carry the lone diagonal element into some element other than a aoύ or a ββ and then, after applying Theorem 4, use Theorem 5 to restore the index of the diagonal element to its former value.
If, for a given pair of distinct integers a, β the operation [aβ] carries a nonsingular (r s) into a singular set, we shall call the pair α, β a blocked pair for (r s).
6. The case of n diagonal elements in S. In order to prove the Independence Theorem in the case S(a n , a. Z2 ,
, a nn ) we may take A to be the general diagonal matrix. In this case ΘT/dS becomes the classical determinant of Vandermonde and is, of course, not identically zero. In the future we exclude this case.
7. Proof of Lemma 1. We now consider a nonsingular (r s) containing more than one but less than n diagonal columns and we prove that, by the use of Theorem 4, such a set can be reduced to a nonsingular dual-set having exactly one diagonal column (that is, to a unitary set).
Consider the nonsingular (r s) having exactly k diagonal columns If neither applies, then each index 1, 2, 3, •••, n must occur at least once in the last n -k columns of the set (r s). Let us fix our attention on dual-sets for which this is true. Now, considering for the moment only the 2(n -k) indices which make up the last n -k columns of (r; s), and bearing in mind that every integer 1, 2, •••, n occurs at least once in these columns, let The last of these is a consequence of the three which precede it. The fifth is obtained by noting that the total number of distinct integers which occur in the last n -k columns of r must be less than or equal to n -k. The fourth is obtained in a similar fashion.
Consider now the reduction: ) is nonsingular and we may apply I to reduce the number of diagonal columns.
If III is not applicable, then each pair of the μ λ numbers k-h1, •••, n which occurs in r alone must be associates in r, and each pair of the μ 2 numbers k-hl, • ••, n which occurs is s alone must be associates in s. These conditions require a minimum of μ 2 -l repetitions 2 in r and μ 1 -1 repetitions in s, of some of the distinct numbers which occur there. Now, counting distinct integers and known repetitions in r and s, we have
respectively. Adding these two inequalities and using the fact that λ x + λ 2 <ik, &>1, we readily find that fc=2, λ 1 =λ. z =l. Hence, for all dual-sets except these, the reductions I, II, III suffice to reduce the number of diagonal columns by one.
We must now deal with those sets for which reductions I, II, III do not apply. As we have just seen, such a set must have exactly two diagonal columns and it must have ^=^=1. Thus, if the diagonal columns are r 1 =s 1 =l, r 2 =s 2 =2, then we may suppose that in the last n -2 columns of (r s), 1 occurs in r alone and 2 occurs in s alone.
For this set consider the reduction: IV. If, after deleting diagonal columns, a and β occur in r alone (or in s alone) with l<lα:<12, 3 <Lβ <Ln and α, β are not associates, then let (r' s') = [aβ] (r s) If IV is applicable then the resulting set in nonsingular and has one less diagonal element. We shall prove that IV is always applicable to those sets for which I, II, III do not suffice. For the last n -2 columns of these sets we have supposed a=l occurs in r alone and that there are μ λ numbers β (3<i/?<Lw) occurring in r alone. If IV is not applicable there must be a minimum of μ x repetitions in s in order that 1 may be an associate of each of the μ 1 β' s occurring in r alone. Thus in the last n -2 columns of s there appear This is a total of w-1 numbers occurring in n -2 columns, which is impossible.
Thus, by means of reductions I, II, III, IV it is always possible to reduce (r s) to a unitary set.
8 Proof of Lemma 2 We consider now only unitary dual-sets. Let us delete from (r s) the diagonal column and then denote by λ(r) the number of distinct indices in r, by λ(s) the number of distinct indices in s, and by λ(r, s) the number of distinct indices each of which occurs in both rows. It is clear that the number of distinct integers which occur among these 2(72 -1) 
indices is λ{r) + λ(s) -λ(r, s).
It is seen that if we go from one unitary dual-set to another by the use of the reduction Theorems 2, 3, or 5, then λ(r), λ(s) y λ(r, s) remain unchanged. If reduction Theorem 1 is used, we have However, if reduction Theorem 4 is used to go from (r s) to (r r s'), we obtain the inequalities We now show that we can always change a unitary set to a proper unitary set (that is, one for which λ(r,s) = 0) by means of the reduction theorems. In this connection we should recall that, while application of Theorem 4 for a pair of integers a, β would lead to a singular set if the diagonal column of (r s) has index a or β, this is no real restriction since, when n ^> 2 we can first apply Theorem 5 to change the index of the diagonal column. Since, by Theorem 2, the diagonal column may be made the first column so that r L =s ly we now let r 1 =s 1 =x where x is merely a symbol for the index of the diagonal column whose value we shall not specify.
Let us now suppose that a unitary set (r s) is such that λ(r, s) has been reduced as far as possible by means of Theorem 4. We wish to show that in this case λ(r,s)=0.
Suppose /(r, s) > 0. If there were an index (in the range 1, 2, •••, n) which did not occur in (r s), then Theorem 4 could be used to decrease λ(r, s), contrary to hypothesis. Hence, every integer 1, 2,
, n occurs in (r; s) so that ?,(?•) +λ(s) -λ(r, s) = n. Let λ(r)=p so that l<lp<ft, and, by an application of Theorem 3, let us cause all the integers 1, 2, , p to be the ones occurring in r. Then, since p + 1, p + 2,
, n do not occur in r, these, as well as at least one of the numbers 1, 2, , p must occur in s, since (r s) was assumed improper.
Denote by a one of the indices common to r and s. If, for some index β in the range p + 1, p + 2, •••, n, the pair α, β were not blocked, then application of [βά] would reduce λ(r, s) by one, contrary to hypothesis. Hence, every such pair a, β is blocked and, in particular, must be an associate pair since β occurs in s alone and the diagonal column is being disregarded. Consequently, since a must be an associate in s of each of the indices p + 1, p + 2, •••, n, there must be at least 7z -p repetitions in r. This is impossible since p distinct integers plus n -p repetitions cannot occur in n -1 columns. It is clear that if a given pair of indices α, β, both occurring in the same row of a dual-set, is not a blocked pair, then the dual-set is reducible. Hence, every pair of indices occurring in the same row of an irreducible dual-set must be a blocked pair, and, in view of our usual agreement on the diagonal column, must be associates in that row. Thus the application of the reduction Theorem 4 can no longer aid us in restricting the class of dual-sets for which the Independence Theorem need be proved 3 . We still have available the reduction Theorems 1, 2, 3, and 5 which enable us to reorder columns, interchange rows, and rename indices. By the use of these theorems we may restrict our attention, finally, to the normal sets which we now describe.
(1) The diagonal column is the first column and r ι ==s 1 =l. (1) and (2) may be deduced by the use of reduction Theorems 2 and 5 in the one case, and 3, in the other. The possibility of imposing the restriction (3) is not so obvious, although the only reduction Theorem involved is that which reorders columns. One way of doing this is as follows.
Immediately to the right of the diagonal column, place all of those columns for which r ί = l. Follow this by a column having 2 in the first row and a mate of 1 in the second row; then, by a column having 3 in the first row and a mate of 1 in the second row, etc., until we have placed a column having p in the first row and a mate of 1 in the second row (all of these columns must necessarily appear in (r s) since, by the property of irreducibility, 1 is associated with each of the numbers 2, 3, , p). If every index p-hl, p + 2, , a is a mate of 1, we have already put in place exactly a columns, and the remaining n -σ columns may be made to follow these in any desired order. If, however, some integer in the range /?4-l, j^ + 2, , a is not a mate of 1, place in position, next, a single column chosen from the remaining unplaced columns and involving this integer. Doing this for all such integers, we find that we have now placed σ columns and the remaining n -σ columns may again be placed as desired. It is easy to verify that this set will satisfy the requirement (3), 10* Proof of the Independence Theorem for normal sets* We shall show that, corresponding to every normal set (r s), we can exhibit a matrix A for which V 
