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Stabilization of Control-Affine Systems by Local
Approximations of Trajectories∗
Raik Suttner†
We study convergence and stability properties of control-affine systems. Our consid-
erations are motivated by the problem of stabilizing a control-affine system by means
of output feedback for states in which the output function attains an extreme value.
Following a recently introduced approach to extremum seeking control, we obtain ac-
cess to the ascent and descent directions of the output function by approximating Lie
brackets of suitably defined vector fields. This approximation is based on convergence
properties of trajectories of control-affine systems under certain sequences of open-loop
controls. We show that a suitable notion of convergence for the sequences of open-loop
controls ensures local uniform convergence of the corresponding sequences of flows. We
also show how boundedness properties of the control vector fields influence the quality of
the approximation. Our convergence results are sufficiently strong to derive conditions
under which the proposed output feedback control law induces exponential stability. We
also apply this control law to the problem of purely distance-based formation control for
nonholonomic multi-agent systems.
1. Introduction
Consider a driftless control-affine system
x˙ =
p∑
k=1
uk gk(x), (1)
y = ψ(x)
on a smooth manifold M with a real-valued output y. We assume that the control vector fields
g1, . . . , gp are smooth, and that the output y is given by a smooth function ψ on M . Suppose that
we are interested in an output feedback control law for the real-valued input channels u1, . . . , up that
stabilizes the system around states where ψ attains an extreme value. Without loss of generality,
we restrict our attention to the minima of ψ. In this case, ψ can be interpreted as a cost function
that assigns every system state to a real number. Because we deal with a control-affine system, a
natural attempt is to choose each input uk in such a way that, at every point x of M , the tangent
vector ukgk(x) points into a descent direction of ψ. The system is then constantly driven into a
descent direction of ψ. This can be accomplished by defining each input uk at every point x of M as
the negative directional derivative of ψ along gk(x). In other words, the approach is to choose uk as
the negative Lie derivative of the function ψ along the vector field gk. We denote the Lie derivative
of ψ along gk at any point x of M by (gkψ)(x). However, this control law is not output feedback
because its implementation requires information about the Lie derivatives gkψ in any state x of the
system. In our setup, both gkψ and x are treated as unknown quantities.
∗A preliminary version [43] of this work has appeared in the Proceedings of the 20th IFAC World Congress, 2017.
†Institute of Mathematics, University of Wuerzburg, Germany (raik.suttner@mathematik.uni-wuerzburg.de).
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The problem of stabilizing (1) at minima of ψ by means of output feedback has been studied
extensively in the literature on extremum seeking control. In its most general form, the purpose of
extremum seeking control is not restricted to control-affine systems with real-valued outputs, but
is aimed at optimizing the output of a general nonlinear control system without any information
about the model or the current system state. For an overview of different attempts and strategies
on obtaining extremum seeking control, the reader is referred to [21,38,45]. A universal solution to
this problem is not known.
The content of the present paper is motivated by an approach to extremum seeking control that
was first introduced in [5], and then extended and improved in various subsequent works such as
[6–8,35–37]. As explained above, the negative Lie derivatives −gkψ are promising candidates for the
inputs uk to steer (1) into a descent direction of ψ, but they do not fall into the class of output
feedback. Nonetheless, there are ways to obtain access to descent directions −(gkψ)(x)gk(x) of ψ
by means of output feedback. For this purpose, we consider vector fields as derivations on the
algebra of smooth functions. By doing so, one can define the Lie bracket of two smooth vector
fields f1 and f2 as the vector field [f1, f2] that acts on any smooth function α on M as the derivation
[f1, f2]α = f1(f2α) − f2(f1α). It is now easy to check that the vector field −(gkψ)gk is the same as
the Lie bracket [ψgk, gk], where ψgk denotes the vector field x 7→ ψ(x)gk(x). Note that this choice
of Lie bracket, which is due to [5], is not the only possible way to obtain access to the vector field
−(gkψ)gk. Another option, which is introduced in [36], is the Lie bracket [(sin ◦ψ)gk, (cos ◦ψ)gk].
In [37], the nonsmooth approach 11−2a [ψ
1−agk, ψagk] with fixed a ∈ (0, 1/2) is studied. A systematic
investigation of suitable Lie brackets can be found in [12]. As a common feature, one can recognize
that these Lie brackets are of the form [(hs ◦ ψ)gk, (hc ◦ ψ)gk] with suitably chosen functions hs, hc.
At this point, we have merely rewritten the vector fields −(gkψ)gk in terms of Lie brackets. How-
ever, it is not yet clear how to relate these Lie brackets to (1) through output feedback, which is
a crucial step in the procedure. The strategy is to find time-varying output feedback for (1) such
that the trajectories behave at least approximately like the trajectories of (1) under the state feed-
back uk = −gkψ. For this purpose, one can exploit known convergence properties of control-affine
systems under sequences of open-loop controls, which are extensively studied in [16–18, 23, 24, 42].
In the following, we only indicate this convergence theory through the example of system (1). The
general formalism is explained in the main part of the paper. Suppose that we have chosen suitable
functions hs, hc : R → R such that the Lie brackets [(hs ◦ ψ)gk, (hc ◦ ψ)gk] coincide with the vector
fields −(gkψ)gk of interest. For k = 1, . . . ,m we denote the vector fields (hs ◦ ψ)gk and (hc ◦ ψ)gk
by f2k−1 and f2k, respectively. This defines m = 2p vector fields on M . Our goal is to approximate
the solutions of the differential equation
Σ∞ : x˙ = −
p∑
k=1
(gkψ)(x) gk(x) =
p∑
k=1
[f2k−1, f2k](x).
For each i = 1, . . . ,m, we choose a sequence (uji )j of measurable and bounded functions u
j
i : R→ R.
Then, for every sequence index j, we consider the differential equation
Σj : x˙ =
m∑
i=1
uji (t) fi(x).
Note that each Σj can be interpreted as a control-affine system with control vector fields fi under the
open-loop controls ui = u
j
i (t). In this situation, we can apply the general convergence theory, which
leads to the following result: If the sequences (uji )j satisfy certain convergence conditions in terms of
iterated integrals, then the solutions of the Σj converge to the solutions of Σ∞ as the sequence index j
tends to ∞. Clearly, the notion of convergence for the sequences (uji )j has to depend somehow on
the limit equation Σ∞, but we do not go into details at this point. On the other hand, we have the
notion of convergence for the trajectories. Roughly speaking, this means that for a fixed initial state
and on a fixed compact time-interval, the sequence of solutions of the Σj converges uniformly to the
solution of Σ∞.
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The general convergence theory in [18,24] is not restricted to the example above, but can be applied
for arbitrary smooth vector fields fi in Σ
j , and for the case in which iterated Lie brackets of the fi with
possibly time-varying coefficient functions appear on the right-hand side of Σ∞. A system of this form
is then usually referred to as an extended system. It is shown in [23] that, for every extended system,
one can find sequences (uji )j of inputs such that the trajectories of the corresponding sequence of open-
loop systems converge to the trajectories of the desired extended system. This result can be applied
in the context of motion planning for nonholonomic systems, as in [44]. Another application, which
is also studied in the present paper, is the stabilization of control systems. The idea is that stability
properties of the extended system carry over to members of the approximating sequence of systems
with sufficiently large sequence index. It turns out that this strategy works quite well when the fi
are homogeneous vector fields in the Euclidean space. For this situation, the following implication
is known from [30, 31]: If the extended system is asymptotically stable, then the convergence of
trajectories ensures that the same is true for members of the approximating sequence of systems
with sufficiently large sequence index. However, this statement is not valid when the assumption of
homogeneity is dropped. One obstacle is that convergence for a fixed initial state and a fixed compact
time interval is in general not strong enough to transfer stability. Instead, the convergence of the
trajectories must be uniform with respect to the initial states within compact sets, and the initial
time. Under the assumption that this type of convergence is present, the authors of [27] prove the
following implication: If the extended system is locally uniformly asymptotically stable (LUAS), then
the approximating sequence of systems is practically locally uniformly asymptotically stable (PLUAS).
Here, uniform means uniform with respect to the initial time because the systems are allowed to
have possibly nonperiodic time dependencies. Moreover, practical means that we can only expect
practical stability for members of the approximating sequence with sufficiently large sequence index.
The strategy of using convergence of trajectories to transfer stability from an extended system
to an approximating sequence of systems has also been applied in papers on extremum seeking
control, which we cited above. To see this, we insert the sequence of output feedback control laws
uk = u
j
2k−1(t)hs(ψ(x)) + u
j
2k(t)hc(ψ(x)) for k = 1, . . . , p into (1), where the functions hs, hc and
the sequences (uji ) are chosen as before. We then obtain the sequence of differential equations Σ
j .
The results in [7] show that, if the sequences (uji )j satisfy certain convergence conditions in terms
of iterated integrals, which are slightly stronger than the conditions in [16,24], then the convergence
of trajectories is sufficiently strong to transfer stability. In particular, this leads to the following
implication: If a point x of M is locally asymptotically stable for the autonomous Σ∞, then this
point x is PLUAS for the sequence (Σj)j . Note that a sufficient condition to ensure that x is locally
asymptotically stable for Σ∞ is that ψ attains a strict local minimum at x, and that there exists
a punctured neighborhood of x in which ψ has no critical point and the vector fields gk span the
tangent bundle. In this case, one can solve the problem of stabilizing (1) at a minimum of ψ by
means of output feedback, at least approximately.
The present paper contributes to the above research fields in various ways. For instance, we
generalize the convergence results in [7], which are valid for extended systems with Lie brackets of
two vector fields, toward extended systems with arbitrary iterated Lie brackets on the right-hand
side, in the sense of [16,24]. We treat the general case of a control-affine system with drift, and allow
a possible time dependence of the vector fields. Our convergence results are sufficiently strong to
ensure that the approximating sequence of systems is PLUAS whenever the extended system is LUAS.
Moreover, we study how the quality of the approximation is influenced by boundedness assumptions
on the vector fields of the control-affine system. Under suitable boundedness assumptions, we prove
the following new implication: If an extended system is locally uniformly exponentially stable (LUES),
then the members of the approximating sequence of systems with sufficiently large sequence index
are LUES as well. We also study the problem of stabilizing a general control-affine system at minima
of its output function by means of output feedback. Under the additional assumption that at least
the minimum value of the output function is known, we present an output feedback control law that
not only can induce practical stability but in fact exponential stability. Moreover, we show by the
example of a nonholonomic system that our approach has the ability to obtain access to descent
directions of the output function along Lie brackets of the control vector fields.
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The remainder of this paper is organized as follows. In Section 2, we recall and extend the algebraic
formalism from [24], which is needed to define a suitable notion of convergence for sequences of open-
loop controls. The output feedback control law, which we present in Section 6, is not smooth but at
least locally Lipschitz continuous. For this reason, we have to define Lie derivatives and Lie brackets in
a suitable way. These and other some other definitions from differential geometry are summarized in
Section 3. In Section 4, we recall some known notions of stability and present convergence conditions
for trajectories of sequences of time-varying systems that are sufficient for the transfer of stability.
Then, in Section 5, we present the main convergence results for control-affine systems. In Section 6,
we apply these results to the problem of output optimization and distanced-based formation control.
2. Algebraic preliminaries
We begin this section by reviewing some aspects of the algebraic formalism in [24], which is used
throughout this paper. Let X = {X1, . . . , Xm} be a finite set of m ≥ 1 noncommuting variables
(also called indeterminates). A monomial in X is a finite sequence of elements of X, which is
usually written as a product of the form XI := Xi1Xi2 · · ·Xi` , where I = (i1, . . . , i`) is a finite
multi-index with i1, i2, . . . , i` ∈ {1, . . . ,m}. The length ` of such a multi-index I is denoted by |I|.
If I = (i1, . . . , i`) and J = (j1, . . . , jp) are two multi-indices, then we define their concatenation
product IJ as the multi-index (i1, . . . , i`, j1, . . . , jp) by first writing the elements of I, and then those
of J . The concatenation product for multi-indices naturally leads to the product XIXJ := XIJ of
the associated monomials. In particular, for the empty multi-index of length 0, we obtain the empty
product in X, which is the unit element in the monoid of monomials. A noncommutative polynomial
in X over R (or simply a polynomial) is a linear combination over R of monomials in X. If p is a
polynomial, it can then be written as p =
∑
I pIXI with unique real-valued coefficients pI , where
the sum over all multi-indices I is finite because all but finitely many of the pI are zero. The set of
all noncommutative polynomials in X over R is denoted by A(X), which has a natural structure of
an associative R-algebra. Because of its universal property among all associative R-algebra with m
generators (cf. [34]), the algebra A(X) is called the free associative algebra generated by X over R.
For any two noncommutative polynomials p, q ∈ A(X), we define their Lie bracket as usual by
[p, q] := pq − qp. This turns A(X) into a Lie algebra. Let L(X) be the Lie subalgebra of A(X)
generated by the variables X1, . . . , Xm with respect to the bracket product. The elements of L(X)
are called Lie polynomials. One can show that L(X) is spanned by all Lie brackets of the form
[XI ] := [Xi1 , [Xi2 , · · · [Xi`−1 , Xi` ] · · · ]]
with I = (i1, . . . , i`) being a nonempty multi-index with i1, . . . , i` ∈ {1, . . . ,m}. Because of its
universal property among all Lie algebras with m generators (cf. [34]), the Lie algebra L(X) is called
the free Lie algebra generated by X over R.
Let v be a map defined on R with values in A(X). We can then write v =
∑
I vIXI with unique
coefficient functions vI : R→ R. The map v is said to be bounded (Lebesgue measurable, continuous,
locally absolutely continuous etc.) if all of its coefficient functions vI : R→ R are bounded (Lebesgue
measurable, continuous, locally absolutely continuous, etc.). For every positive integer r, let Ar0(X)
denote the subspace of polynomials
∑
I pIXI ∈ A(X) whose coefficients pI with multi-indices I of
length |I| = 0 and |I| > r are zero. As in [24], we introduce the following types of Ar0(X)-valued
maps.
Definition 2.1. Let r be a positive integer. A polynomial input of order ≤ r is a Lebesgue measurable
and bounded Ar0(X)-valued map v defined on R; we write v =
∑
0<|I|≤r vIXI . An extended input of
order ≤ r is a polynomial input of order ≤ r, which takes values in L(X). An ordinary input u is a
polynomial input of order ≤ 1; here, we write u = ∑mi=1 uiXi.
When it is not important to name the indeterminates X1, . . . , Xm explicitly, we simply write
v = (vI)0<|I|≤r instead of v =
∑
0<|I|≤r vIXI for a polynomial input of order ≤ r, and write
u = (ui)i=1,...,m instead of u =
∑m
i=1 uiXi for an ordinary input.
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The next definition is important ingredient to obtain a suitable notion of convergence for sequences
of ordinary inputs. Again, we refer the reader to [24] for further explanations.
Definition 2.2. An rth-order generalized difference of an ordinary input u =
∑m
i=1 uiXi and a
polynomial input v =
∑
0<|I|≤r vIXI of order ≤ r is a locally absolutely continuous Ar0(X)-valued
map W defined on R that satisfies the differential equation
W˙ = −uW + v − u (2)
up to order r, i.e., if we write W =
∑
0<|I|≤r U˜V IXI , the differential equations
˙˜
UV i = vi − ui
˙˜
UV iI = viI − ui U˜V I
are satisfied almost everywhere on R for i = 1, . . . ,m and multi-indices I of length 0 < |I| < r.
Remark 2.3. As in [23, 24], we use the notation
∑
0<|I|≤r U˜V IXI for an rth-order generalized
difference of an ordinary input u =
∑m
i=1 uiXi and a polynomial input v =
∑
0<|I|≤r vIXI of order ≤
r. Note that for any given initial value p =
∑
0<|I|≤r pIXI ∈ Ar0(X) and any initial time t0 ∈ R, the
unique global solution of (2) with initial condition (t0,p) can be computed recursively by
U˜V i(t) = pi +
∫ t
t0
(
vi(s)− ui(s)
)
ds,
U˜V iI(t) = piI +
∫ t
t0
(
viI(s)− ui(s)WI(s)
)
ds
with the usual convention
∫ t
t0
α(s) ds := − ∫ t0t α(s) ds for the Lebesgue integral of a locally Lebesgue
integrable function α if t < t0.
Now, we define the notion of convergence for sequences of ordinary inputs, which is used in Section 5
to prove convergence of trajectories of control systems. The conditions are slightly stronger than
in [24]. This is the price that we have to pay to obtain stronger convergence results for the trajectories.
Definition 2.4. Let (uj)j be a sequence of ordinary inputs u
j =
∑m
i=1 u
j
iXi. Let v =
∑
0<|I|≤r vIXI
be a polynomial input of order ≤ r. We say that (uj)j GD(r)-converges uniformly to v if there
exists a sequence of polynomial inputs vj =
∑
0<|I|≤r v
j
IXI of order ≤ r, and a sequence of rth-order
generalized differences
∑
0<|I|≤r U˜V
j
IXI of u
j and vj such that for all multi-indices 0 < |I| ≤ r, the
following conditions are satisfied:
c1(r) the sequence of vjI converges to vI uniformly on R as j →∞;
c2(r) the sequence of U˜V jI converges to 0 uniformly on R as j →∞; and
c3(r) if |I| = r, then, for i = 1, . . . ,m, the sequence of uji U˜V jI converges to 0 uniformly on R as
j →∞,
For later reference, we cite the following result from [24].
Proposition 2.5. Suppose that the conditions c1(r) and c2(r) in Definition 2.4 are satisfied. Then,
the polynomial input v is in fact L(X)-valued almost everywhere on R, and∑
0<|I|≤r
vIXI =
∑
0<|I|≤r
vI
|I| [XI ]
holds almost everywhere on R.
Remark 2.6. For some applications, it is important to know how to find a sequence (uj)j of ordinary
inputs that GD(r)-converges uniformly to a prescribed extended input v of order ≤ r. This problem
is solved in [23]. A careful analysis of the proof of the main result in [23] shows that the sequence
(uj)j constructed therein satisfies the above conditions of uniform GD(r)-convergence.
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3. Time-varying functions, vector fields, and systems
We assume that the reader is familiar with basic concepts of differential geometry, as presented
in [1, 19], for example. Let M be a smooth manifold, i.e., a paracompact Hausdorff space endowed
with an n-dimensional smooth structure. Throughout this paper, smooth means C∞, and the term
function is reserved for real-valued maps. The algebra of smooth functions on M is denoted by
C∞(M). A pseudo-distance function on M is a nonnegative function d : M × M → R with the
following three properties for all x, y, z ∈ M : (i) x = y implies d(x, y) = 0, (ii) d(x, y) = d(y, x),
and (iii) d(x, z) ≤ d(x, y) + d(y, z). If d is a pseudo-distance function on M , then for every x ∈ M
and every nonempty subset E of M , we let d(x,E) := infy∈E d(x, y) denote the pseudo-distance
between x and E with respect to d. A distance function on M is a pseudo-distance function on M
such that d(x, y) = 0 implies x = y. We use the term distance function rather than metric to avoid
any confusion with the notion of a Riemannian metric. A distance function d on M is said to be
locally Euclidean if for every point x ∈M there exist a smooth chart (U,ϕ) for M at x and constants
L1, L2 > 0 such that L1‖ϕ(z) − ϕ(y)‖ ≤ d(y, z) ≤ L2‖ϕ(z) − ϕ(y)‖ for all y, z ∈ U . Here and in
the following, ‖ · ‖ denotes the Euclidean norm. Note that every distance function that arises from
a Riemannian metric is locally Euclidean.
Next, we recall some definitions from [41]. A time-varying function on M is a function with domain
R ×M . A Carathe´odory function on M is a time-varying function β on M such that (i) for every
x ∈ M , the function β( · , x) : R → R is Lebesgue measurable, and (ii) for every t ∈ R, the function
β(t, · ) : M → R is continuous. Let β be a time-varying function on M , and let b be a nonnegative
function on M . For a given subset V of M , we say that β is uniformly bounded by a multiple of b on V
if there is a constant c > 0 such that |β(t, x)| ≤ c b(x) holds for every (t, x) ∈ R× V . We say that β
is locally uniformly bounded by a multiple of b if for every x ∈ M there is a neighborhood V of x
in M such that β is uniformly bounded by a multiple of b on V . Moreover, we simply say that β is
locally uniformly bounded if it is locally uniformly bounded by b ≡ 1. Finally, we say that β is locally
uniformly Lipschitz continuous if for every point x ∈M there exist a smooth chart (U,ϕ) for M at x
and a constant L > 0 such that |β(t, z) − β(t, y)| ≤ L‖ϕ(z)− ϕ(y)‖ holds for every t ∈ R and all
y, z ∈ U . Equivalently, using a locally Euclidean distance function d on M , the function β is locally
uniformly Lipschitz continuous if and only if for every point x ∈ M , there exist a neighborhood V
of x in M and a constant L > 0 such that |β(t, z) − β(t, y)| ≤ Ld(y, z) for every t ∈ R and all
y, z ∈ V . Note that all of the above definitions also apply to functions on M because every function
α on M can be considered as the time-varying function (t, x) 7→ α(x). In this case, we usually omit
the adjective “uniform”, which indicates uniformity with respect to time.
A time-varying vector field on M is a map defined on R ×M that assigns every (t, x) ∈ R ×M
to a tangent vector to M at x. We consider the tangent space at any point x ∈ M as the vector
space of all derivations of C∞(M) at x. In this sense, every time-varying vector field f on M is
a time-varying differential operator on C∞(M). For every (t, x) ∈ R ×M and every α ∈ C∞(M),
we let (fα)(t, x) denote the Lie derivative of α along f at (t, x), i.e., the real number obtained by
applying the tangent vector f(t, x) to α. Using Lie derivatives along smooth functions on M , all
definitions for time-varying functions can be made for time-varying vector fields. For instance, f is a
Carathe´odory vector field if for every α ∈ C∞(M), the time-varying function fα is a Carathe´odory
function on M . Using the same convention as for functions on M , we associate every vector field g
on M with the corresponding time-varying vector field (t, x) 7→ g(x).
A curve on M is a continuous map from an open, nonempty interval into M . A curve γ : J →M
is said to be locally absolutely continuous if for every α ∈ C∞(M), the function α ◦ γ : J → R is
locally absolutely continuous. If γ is locally absolutely continuous, then it is differentiable at almost
every t ∈ J , and we denote by γ˙(t) the tangent vector to M at γ(t) that maps every α ∈ C∞(M) to
(α◦γ)˙(t). Let f be a time-varying vector field on M . For given t0 ∈ R and x0 ∈M , an integral curve
of f with initial condition (t0, x0) is a locally absolutely continuous curve γ : J →M with t0 ∈ J and
γ(t0) = x0 such that γ˙(t) = f(t, γ(t)) holds for almost every t ∈ J . We call the formal expression
x˙ = f(t, x) a time-varying system on M . A solution (or also trajectory) of x˙ = f(t, x) is an integral
curve of f . The system x˙ = f(t, x) is said to have the existence property of solutions if for every
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t0 ∈ R and x0 ∈ M there is an integral curve of f with the initial condition (t0, x0). A maximal
solution of x˙ = f(t, x) is a solution that cannot be extended to a solution of x˙ = f(t, x) defined on a
strictly larger interval. The system x˙ = f(t, x) has the uniqueness property of solutions if, whenever
γ1 : J1 → M and γ2 : J2 → M are two solutions of x˙ = f(t, x) for which there exists t ∈ J1 ∩ J2
with γ1(t) = γ2(t), then γ1 = γ2 holds on J1 ∩ J2. Suppose that x˙ = f(t, x) has the existence and
uniqueness property of solutions. Then we define Φ(t, t0, x0) := γt0,x0(t) for every triple (t, t0, x0)
with t0 ∈ R, x0 ∈M , and t in the domain of the unique maximal integral curve γt0,x0 of f with initial
condition (t0, x0). The corresponding map Φ is called the flow of f (or also the flow of x˙ = f(t, x)).
In this paper, we are also interested in Lie derivatives of not necessarily differentiable functions.
We define the Lie derivative for the following situation. Suppose that f is a time-varying vector field
on M with the existence and uniqueness property of integral curves, and let Φ be the flow of f . Let β
be a time-varying function on M , and let (t, x) ∈ R×M . If the limit
(fβ)(t, x) := lim
s→0
1
s
(
β
(
t,Φ(t+ s, t, x)
)− β(t, x))
exists, then we call it the Lie derivative of β along f at (t, x). Note that this definition is consistent
with the notion of Lie derivatives of smooth functions in terms of derivations (see, e.g., [1]). Moreover,
if the limit
(∂tβ)(t, x) := lim
s→0
1
s
(
β(t+ s, x)− β(t, x))
exists, then we call it the time derivative of β at (t, x). Suppose that f, g are time-varying vector
fields on M with the existence and uniqueness property of integral curves. Let (t, x) ∈ R×M . If for
every α ∈ C∞(M), the Lie derivatives (f(gα))(t, x) and (g(fα))(t, x) exist, then
([f, g]α)(t, x) := (f(gα))(t, x)− (g(fα))(t, x)
defines a tangent vector [f, g](t, x) to M at (t, x), which is called the Lie bracket of f, g at (t, x).
Let pi : M → M˜ be a smooth map from the smooth manifold M to another smooth manifold M˜ . A
function α on M is said to be constant on the fibers of pi if for all x, y ∈M with pi(x) = pi(y) we have
α(x) = α(y). A time-varying vector field f on M is said to be pi-related to a time-varying vector field
f˜ on M˜ if Txpi(f(t, x)) = f˜(t, pi(x)) holds for all t ∈ R and x ∈ M , where Txpi denotes the tangent
map of pi at x. We say that a time-varying vector field f on M is tangent to the fibers of pi if it
is pi-related to the zero vector field on M˜ . The map pi : M → M˜ is said to be proper if the preimage
of any compact subset of M˜ under pi is a compact subset of M . The map pi : M → M˜ is said to
be a submersion if at every x ∈ M , the tangent map Txpi is surjective. Under the assumption that
pi : M → M˜ is a smooth surjective submersion, it is known (see [19]) that α ∈ C∞(M) is constant on
the fibers of pi if and only if there exists α˜ ∈ C∞(M˜) such that α = α˜ ◦ pi.
4. Stability of time-varying systems
Let M be a smooth manifold, and let d be a pseudo-distance function on M . Throughout this
section, we let (Σj)j be a sequence of time-varying systems Σ
j on M . We assume that each Σj has
the existence and uniqueness property of solutions. For every sequence index j, let Φj be the flow
of Σj . On the other hand, let Σ∞ be another time-varying system on M with the existence and
uniqueness property of solutions, which will play the role of a “limit system” with respect to the
sequence (Σj)j . Let Φ
∞ be the flow of Σ∞.
Remark 4.1. The choice of a sequence index j as parameter is motivated by the notation in [16,
23, 24, 42]. We note that all results in the present paper remain valid when the notion of a sequence
is replaced by a net, as it is done in [25]. In particular, the sequence index j may be replaced by a
small parameter ε > 0 that tends to 0 as in [18, 27, 30, 31], or by a frequency parameter ω > 0 that
tends to ∞ as in [7, 8, 35, 36].
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4.1. Notions of stability
For a single system like Σ∞, we first recall well-known notions of asymptotic and exponential stability
with respect to a nonempty subset E of M ., see, e.g., [26].
Definition 4.2. The set E is said to be locally uniformly asymptotically stable (abbreviated LUAS)
for Σ∞ if
(i) E is uniformly stable for Σ∞, i.e., for every ε > 0 there is δ > 0 such that for every
t0 ∈ R and every x0 ∈ M with d(x0, E) ≤ δ, the trajectory Φ∞(·, t0, x0) exists on [t0,∞)
with d(Φ∞(t, t0, x0), E) ≤ ε for every t ≥ t0; and if
(ii) E is locally uniformly attractive for Σ∞, i.e., there is some δ > 0 with the following property:
for every ε > 0 there is T > 0 such that for every t0 ∈ R and every x0 ∈M with d(x0, E) ≤ δ,
the trajectory Φ∞(·, t0, x0) exists on [t0,∞) with d(Φ∞(t, t0, x0), E) ≤ ε for every t ≥ t0 + T .
Definition 4.3. The set E is said to be locally uniformly exponentially stable (abbreviated LUES)
for Σ∞ if there are δ, λ, µ > 0 such that for every t0 ∈ R and every x0 ∈ M with d(x0, E) ≤ δ,
the trajectory Φ∞(·, t0, x0) exists on [t0,∞) with d(Φ∞(t, t0, x0), E) ≤ λ d(x0, E) e−µ(t−t0) for every
t ≥ t0.
For sequences of time-varying systems there is a weaker notions of asymptotic stability, which is
due to [27].
Definition 4.4. The set E is said to be practically locally uniformly asymptotically stable (abbre-
viated PLUAS) for (Σj)j if
(i) E is practically uniformly stable for (Σj)j, i.e., for every ε > 0 there are δ > 0 and a sequence
index j0 such that for every j ≥ j0, every t0 ∈ R, and every x0 ∈ M with d(x0, E) ≤ δ, the
trajectory Φj(·, t0, x0) exists on [t0,∞) with d(Φj(t, t0, x0), E) ≤ ε for every t ≥ t0; and if
(ii) E is practically locally uniformly attractive for (Σj)j, i.e., there is some δ > 0 with the
following property: for every ε > 0 there are T > 0 and a sequence index j0 such that for every
j ≥ j0, every t0 ∈ R, and every x0 ∈M with d(x0, E) ≤ δ, the trajectory Φj(·, t0, x0) exists on
[t0,∞) with d(Φj(t, t0, x0), E) ≤ ε for every t ≥ t0 + T .
The set E is PLUAS for (Σj)j , then this ensures that the trajectories of (Σ
j)j are locally attracted
into a prescribed ε-neighborhood of E as long as j is sufficiently large. However, in general, it is not
known how large j has to be chosen for a given ε > 0. In the present paper, we prove a stronger
notion of stability for a sequence of systems, namely the following.
Definition 4.5. For a given sequence index j0, we say that the set E is LUES for (Σ
j)j≥j0 if there
are δ, λ, µ > 0 such that for every j ≥ j0, every t0 ∈ R, and every x0 ∈ M with d(x0, E) ≤ δ, the
trajectory Φj(·, t0, x0) exists on [t0,∞) with d(Φj(t, t0, x0), E) ≤ λ d(x0, E) e−µ(t−t0) for every t ≥ t0.
4.2. Convergence-based transfer of stability
Our aim is to carry over stability properties of Σ∞ to members of the sequence (Σj)j . It is shown in
several earlier works, such as [7,30,31], that this can be done by means of convergence of trajectories.
For this reason, we introduce the following notion of convergence.
Definition 4.6. Let S be a subset of M , and let b be a nonnegative function on M . We say that
the trajectories of (Σj)j converge uniformly in S on compact time intervals with respect to (d, b) to
the trajectories of Σ∞ if for every ε > 0 and every T > 0 there exists a sequence index j0 such that
the following approximation property holds: whenever t0 ∈ R and x0 ∈ S are such that Φ∞(·, t0, x0)
exists on [t0, t0 + T ] with Φ
∞(t, t0, x0) ∈ S for every t ∈ [t0, t0 + T ], then, for every j ≥ j0, also
Φj(·, t0, x0) exists on [t0, t0 + T ] and
d
(
Φj(t, t0, x0),Φ
∞(t, t0, x0)
) ≤ ε b(x0)
holds for every t ∈ [t0, t0 + T ].
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In particular, when the bound b is identically equal to 1 on M , then Definition 4.6 coincides with
the notion of convergence in [7, 27, 29]. If the bound b is chosen as the pseudo-distance to a subset
of M , then Definition 4.6 corresponds to the approximation property in [28, 30]. Using the same
strategy as in these papers, it is easy to derive the subsequent two propositions. We omit the proofs
here. In the following, let E be a nonempty subset of M .
Proposition 4.7. Suppose that E is LUAS for Σ∞. Define b(x) := 1 for every x ∈M . Suppose that
the trajectories of (Σj)j converge uniformly in some δ-neighborhood of E on compact time intervals
with respect to (d, b) to the trajectories of Σ∞. Then E is PLUAS for (Σj)j.
Proposition 4.8. Suppose that E is LUES for Σ∞. Define b(x) := d(x,E) for every x ∈ M .
Suppose that the trajectories of (Σj)j converge uniformly in some δ-neighborhood of E on compact
time intervals with respect to (d, b) to the trajectories of Σ∞. Then there exists a sequence index j0
such that E is LUES for (Σj)j≥j0.
5. Convergence results for control-affine systems
In this section, we present our main convergence results for trajectories of control-affine systems under
sequences of open loop controls. They are strong enough to ensure that the convergence properties
in Propositions 4.7 and 4.8 are satisfied. As in the previous sections, M is any smooth manifold.
5.1. A suitable class of control-affine systems
As an abbreviation for several technical assumptions, we introduce the subsequent class of control-
affine systems. A similar class is also considered in [24]. Using the terminology and notation from Sec-
tion 3, we make the following definition.
Definition 5.1. For given positive integers m, r, we denote by Sys(M ;m, r) the set of all (m +
1)-tuples (f0, f1, . . . , fm) of time-varying vector fields f0, f1, . . . , fm on M such that the following
properties hold for every α ∈ C∞(M).
(i) The time-varying function f0α is locally uniformly bounded, locally uniformly Lipschitz contin-
uous, and, for every x ∈M , the function (f0α)(·, x) : R→ R is measurable.
(ii) For every multi-index I = (i1, . . . , i`) of length 0 < ` ≤ r with i1, . . . , i` ∈ {1, . . . ,m}, the
iterated Lie derivative
fIα := fi1(fi2(· · · fi`−1(fi`α) · · · ))
exists as a locally uniformly bounded and locally uniformly Lipschitz continuous time-varying
function on M , and its time derivative
∂tfIα := ∂t(fIα)
exists as a locally uniformly bounded time-varying function on M and is continuous as a func-
tion on R×M .
(iii) For every multi-index I = (i1, . . . , ir) of length r with i1, . . . , ir ∈ {1, . . . ,m} and every i ∈
{1, . . . ,m}, the Lie derivative
fiIα := fifIα := fi(fIα)
exists as a locally uniformly bounded Carathe´odory function on M .
If (f0, f1, . . . , fm) ∈ Sys(M ;m, r), then for every multi-index I = (i1, . . . , i`) of length 0 < ` ≤ r with
i1, . . . , i` ∈ {1, . . . ,m}, we define the iterated Lie bracket
[fI ] := [fi1 , [fi2 , · · · [fi`−1 , fi` ] · · · ]].
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If (f0, f1, . . . , fm) ∈ Sys(M ;m, r), then we call f0 the drift vector field and f1, . . . , fm the control
vector fields.
Remark 5.2. Note that conditions (i) and (ii) in Definition 5.1 ensure that the time-varying vector
fields f0, f1, . . . , fm have the existence and uniqueness property of integral curves. Thus, one can
define Lie derivatives of time-varying functions along these vector fields as explained in Section 3.
Remark 5.3. If f0 is a C
1 vector field without time dependence, and if f1, . . . , fm are C
r vector
fields without time dependence, then (f0, f1, . . . , fm) ∈ Sys(M ;m, r).
Our goal in this section is to derive a convergence result for control-affine systems under open-loop
controls. The proof of this result is based on repeated integration by parts along trajectories of the
system. For this purpose, we need the subsequent lemma. The notions of polynomial and ordinary
inputs, which appear in the following statement, are introduced in Section 2.
Lemma 5.4. For positive integers m, r, let (f0, f1, . . . , fm) ∈ Sys(M ;m, r). Then, for every polyno-
mial input (vI)0<|I|≤r of order ≤ r, the time-varying system
x˙ = f0(t, x) +
∑
0<|I|≤r
vI(t)
|I| [fI ](t, x) (3)
has the existence and uniqueness property of solutions. Moreover, for any ordinary input (ui)i=1,...,m,
every solution γ : J →M of
x˙ = f0(t, x) +
m∑
i=1
ui(t) fi(t, x), (4)
every multi-index I of length 0 < |I| ≤ r, and every α ∈ C∞(M), we have that
(a) the function t 7→ (f0fIα)(t, γ(t)) exists almost everywhere on J and is locally Lebesgue inte-
grable;
(b) the function t 7→ (fIα)(t, γ(t)) is locally absolutely continuous on J and its derivative is given
by (
∂tfIα
)(
t, γ(t)
)
+
(
f0fIα
)(
t, γ(t)
)
+
m∑
i=1
ui(t)
(
fifIα
)(
t, γ(t)
)
at almost every t ∈ J .
The proof is given in Appendix A.1.
5.2. An open-loop convergence result
In this subsection, let m, r be positive integers and let (f0, f1, . . . , fm) ∈ Sys(M ;m, r). As in Defi-
nition 2.1, let (uj)j be a sequence of ordinary inputs u
j = (uji )i=1,...,m, and let v = (vI)0<|I|≤r be a
polynomial input of order ≤ r. For every sequence index j, we consider the time-varying system
Σj : x˙ = f j(t, x) := f0(t, x) +
m∑
i=1
uji (t) fi(t, x),
and we consider the time-varying system
Σ∞ : x˙ = f∞(t, x) := f0(t, x) +
∑
0<|I|≤r
vI(t)
|I| [fI ](t, x).
By Lemma 5.4, the systems Σj and Σ∞ have the existence and uniqueness property of solutions.
Note that this is a special case of the situation that is studied in Section 4.
The subsequent Proposition 5.5 contains a key ingredient for the proof of our main convergence
result, Theorem 5.8. It is based on repeated integration by parts on the right-hand side of Σj in
integral form. The same strategy is also applied in [16,24] to relate Σj and Σ∞.
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Proposition 5.5. Suppose that there exist a sequence (vj)j of polynomial inputs v
j = (vjI)0<|I|≤r of
order ≤ r, and, for every sequence index j, an rth-order generalized difference (U˜V jI)0<|I|≤r of uj and
vj such that conditions c1(r) and c2(r) in Definition 2.4 are satisfied. Then, for every α ∈ C∞(M),
every sequence index j, and every solution γ : J →M of Σj, we have
α(γ(t)) = α(γ(t0)) +
∫ t
t0
(f∞α)(s, γ(s))ds (5a)
+ (Dj1α)(t, γ(t))− (Dj1α)(t0, γ(t0)) +
∫ t
t0
(Dj2α)(s, γ(s))ds (5b)
for all t0, t ∈ J , where
(Dj1α)(s, γ(s)) := −
∑
0<|I|≤r
U˜V jI(s) (fIα)(s, γ(s))
for every s ∈ J , and
(Dj2α)(s, γ(s)) :=
∑
0<|I|≤r
U˜V jI(s) (∂tfIα)(s, γ(s)) +
∑
0<|I|≤r
U˜V jI(s) (f0fIα)(s, γ(s))
+
∑
0<|I|≤r
(vjI(s)− vI(s)) (fIα)(s, γ(s)) +
m∑
i=1
∑
|I|=r
uji (s) U˜V
j
I(s) (fifIα)(s, γ(s))
for almost every s ∈ J .
Proof. Since γ is a solution of Σj , it satisfies the integral equation
α(γ(t)) = α(γ(t0)) +
∫ t
t0
(
(f0α)(s, γ(s)) +
m∑
i=1
uji (s) (fiα)(s, γ(s))
)
ds
for all t0, t ∈ J . We add and subtract vji (s) to each of the uji (s) in the above equation and then
apply integration by parts. Note that integration by parts is an admissible operation because of
Lemma 5.4. Since U˜V ji is by definition an antiderivative of u
j
i − vji , we obtain
α(γ(t)) = α(γ(t0)) +
∫ t
t0
(
(f0α)(s, γ(s)) +
m∑
i=1
vji (s) (fiα)(s, γ(s))
)
ds
−
m∑
i=1
U˜V ji (t) (fiα)(t, γ(t)) +
m∑
i=1
U˜V ji (t0) (fiα)(t0, γ(t0))
+
m∑
i=1
∫ t
t0
U˜V ji (s)
(
(∂tfiα)(s, γ(s)) + (f0fiα)(s, γ(s))
)
ds
+
m∑
i=1
m∑
i′=1
∫ t
t0
uji (s) U˜V
j
i′(s) (fifi′α)(s, γ(s)) ds.
The procedure can be repeated by adding and subtracting vji,i′(s) to each of the u
j
i (s)U˜V
j
i′(s) in the
last line of the above equation followed by integration by parts. For the integration step, we exploit
again the assumption that U˜V ji,i′ is an antiderivative of v
j
i,i′ − uji U˜V ji′ . Continuing this way up to
order r, we obtain the expansion
α(γ(t)) = α(γ(t0)) +
∫ t
t0
(
(f0α)(s, γ(s)) +
∑
0<|I|≤r
vjI(s) (fIα)(s, γ(s))
)
ds (6a)
−
∑
0<|I|≤r
U˜V jI(t) (fIα)(t, γ(t)) +
∑
0<|I|≤r
U˜V jI(t0) (fIα)(t0, γ(t0)) (6b)
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+
∑
0<|I|≤r
∫ t
t0
U˜V jI(s)
(
(∂tfIα)(s, γ(s)) + (f0fIα)(s, γ(s))
)
ds (6c)
+
m∑
i=1
∑
|I|=r
∫ t
t0
uji (s) U˜V
j
I(s) (fifIα)(s, γ(s)) ds. (6d)
In the last step, we add and subtract
∑
0<|I|≤r vI(s) (fIα)(s, γ(s)) to the integral in (6a). Then (6)
becomes
α(γ(t)) = α(γ(t0)) +
∫ t
t0
(
(f0α)(s, γ(s)) +
∑
0<|I|≤r
vjI(s) (fIα)(s, γ(s))
)
ds
+ (Dj1α)(t, γ(t))− (Dj1α)(t0, γ(t0)) +
∫ t
t0
(Dj2α)(s, γ(s))ds.
Now the proof is complete if we can show that∑
0<|I|≤r
∫ t
t0
vI(s) (fIα)(s, γ(s)) ds =
∑
0<|I|≤r
∫ t
t0
vI(s)
|I| ([fI ]α)(s, γ(s)) ds. (7)
Since we assume that conditions c1(r) and c2(r) in Definition 2.4 are satisfied, the polynomial input v
satisfies the algebraic identity in Proposition 2.5. It is shown in [24] that this algebraic identity
implies (7), simply by “plugging in the vector fields f1, . . . , fm for the indeterminates X1, . . . , Xm”.
This completes the proof.
Remark 5.6. The integral expansion (5) in Proposition 5.5 can be rewritten in terms of differential
operators, which allows a comparison to the results in [31]. The authors of [31] consider the vector
fields f j and f∞ on the right-hand sides of Σj and Σ∞ as time-varying differential operators and
introduce the notion of DO-convergence (short for differential operator-convergence); see Defini-
tion 6.1 in [31]. When we take the derivative of (5), and use the fact that γ : J →M is a solution of
Σj, we obtain
(f jα)(s, γ(s)) = (f∞α)(s, γ(s)) + ((∂t + f j)(D
j
1α))(s, γ(s)) + (D
j
2α)(s, γ(s))
for almost every s ∈ J . One can show that if (uj)j GD(r)-converges uniformly to v, then the above
equation implies that the sequence (f j)j DO-converges to f
∞ in the sense of [31]. However, the
convergence result in [31] only ensures convergence of trajectories for a fixed initial condition, which
is not sufficient for our purposes.
Remark 5.7. We know from Lemma 5.4 that, for every multi-index I of length 0 < |I| ≤ r, the
Lie derivative of fIα along f0 exists almost everywhere along trajectories of Σ
j. The subsequent
convergence theorem, Theorem 5.8, assumes certain boundedness properties of these Lie derivatives
whenever they exist. For this reason, we modify the notion of local uniform boundedness with respect
to a nonnegative function b on M from Section 3 as follows. For every multi-index I of length
0 < |I| ≤ r, we say (by a slight abuse of terminology) that f0(fIα) is locally uniformly bounded by
a multiple of b if for every point x0 ∈ M , there exists a neighborhood V ⊆ M of x0 and a constant
c > 0 such that |(f0(fIα))(t, x)| ≤ c b(x) for every (t, x) ∈ R× V at which f0(fIα) exists.
Using the terminology in Remark 5.7, we are ready to state our general convergence theorem. For
the purpose of applications to nonholonomic systems as in Section 6.2, we allow a pseudo-distance
function on M to measure distances between trajectories; see Section 3. This pseudo-distance has
to be the lift of a locally Euclidean distance function by a suitable projection map pi. In particular,
when pi is chosen as the identity map on M , then we get convergence with respect to a distance
function.
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Theorem 5.8. Suppose that (uj)j GD(r)-converges uniformly to v. Let pi : M → M˜ be a smooth
proper surjective submersion onto a smooth manifold M˜ . Let d˜ be a locally Euclidean distance function
on M˜ and define a pseudo-distance function d on M by d(x, x′) := d˜(pi(x), pi(x′)) for all x, x′ ∈ M .
Let b be a nonnegative locally Lipschitz continuous function on M that is constant on the fibers of pi.
Suppose that f∞ is pi-related to a time-varying vector field on M˜ . Suppose that for every i = 1, . . . ,m,
every multi-index 0 < |I| ≤ r, and every α ∈ C∞(M) that is constant on the fibers of pi, the time-
varying functions f0α, fiα, fifIα, ∂tfIα, and f0fIα are locally uniformly bounded by a multiple of b.
Then, for every compact subset K of M , the trajectories of (Σj)j converge in K on compact time
intervals with respect to (d, b) to the trajectories of Σ∞.
Proof. As in Section 4, we denote the flow of Σj and Σ∞ by Φj and Φ∞, respectively. Fix an arbitrary
compact set K ⊆ M and define K˜ := pi(K) ⊆ M˜ . Choose a compact neighborhood K˜ ′ ⊆ M˜ of K˜.
Since K˜ is a compact set in the interior of K˜ ′, we can find a sufficiently small δ > 0 such that the
δ-neighborhood {x˜ ∈ M˜ | d˜(x˜, K˜) ≤ δ} of K˜ is contained in the interior of K˜ ′. Since pi is proper, the
set K ′ := pi−1(K˜ ′) is also compact, and, by definition of d, the δ-neighborhood {x ∈M | d(x,K) ≤ δ}
of K is contained in the interior of K ′. In the following, we restrict all considerations to the compact
sets K˜ ′ and K ′. After choosing a suitable embedding, we may assume that K˜ ′ is a subset of an
embedded submanifold of RN for N sufficiently large. Note that the restriction of the Euclidean
distance on RN to an embedded submanifold of RN is a locally Euclidean distance function. Since
we are only interested in convergence within the compact set K˜ ′, we may replace d˜ by the restriction
of the Euclidean distance on RN to K˜ ′. Thus, the pseudo-distance function d on M is given by
d(x, x′) = ‖pi(x′)− pi(x)‖
for all x, x′ ∈ K ′. Because of the hypothesis that (f0, f1, . . . , fm) ∈ Sys(M ;m, r), we know that
the time-varying vector fields f0 and [fI ] for 0 < |I| ≤ r are locally uniformly Lipschitz continuous.
Moreover, by definition of a polynomial input, the component functions vI : R→ R of v are bounded.
Thus, the time-varying vector field f∞ is also locally uniformly Lipschitz continuous. By hypothesis,
f∞ is pi-related to a time-varying vector field f˜∞ on M˜ . Since f∞ is locally uniformly bounded and
locally uniformly Lipschitz continuous, and since pi is a surjective submersion, it follows that f˜∞
is locally uniformly bounded and locally uniformly Lipschitz continuous as well. We conclude that
there exists L∞ > 0 such that
‖(f∞pi)(t, x′)− (f∞pi)(t, x)‖ ≤ L∞ d(x, x′) (8)
for every t ∈ R and all x, x′ ∈ K ′, where f∞pi is the RN -valued time-varying map that consists of the
Lie derivatives of the components of pi along f∞. A similar argument, using that b locally Lipschitz
continuous and constant on the fibers of pi, shows that there exists Lb > 0 such that
|b(x′)− b(x)| ≤ Lb d(x, x′) (9)
for all x, x′ ∈ K ′.
Now fix arbitrary ε > 0 and T > 0. After shrinking ε sufficiently, we may suppose that we have
εmaxx∈K′ b(x) < δ. We have to prove that there exists a sequence index j0 such that the following
approximation property holds: whenever t0 ∈ R and x0 ∈ K are such that Φ∞(·, t0, x0) stays in K
on [t0, t0 + T ], then, for every j ≥ j0, the trajectory Φj(·, t0, x0) exists on [t0, t0 + T ] and∥∥pi(Φ∞(t, t0, x0))− pi(Φj(t, t0, x0))∥∥ ≤ ε b(x0)
holds for every t ∈ [t0, t0 +T ]. The assumption that (uj)j GD(r)-converges uniformly to v guarantees
the existence of a sequence of polynomial inputs vj = (vjI)0<|I|≤r and a sequence of generalized
differences (U˜V jI)0<|I|≤r as in Definition 2.2. In this situation, Proposition 5.5 states that for every
sequence index j, every t0 ∈ R, every x0 ∈M , and every t in the domain of Φj(·, t0, x0), we have
pi
(
Φj(t, t0, x0)
)
= pi(x0) +
∫ t
t0
(f∞pi)
(
s,Φj(s, t0, x0)
)
ds− (Dj1pi)
(
t0, x0) (10a)
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+ (Dj1pi)
(
t,Φj(t, t0, x0)
)
+
∫ t
t0
(Dj2pi)
(
s,Φj(s, t0, x0)
)
ds (10b)
where the components of Dj1pi and D
j
2pi are defined as in Proposition 5.5. Using the boundedness
assumptions of the theorem and the fact that the coefficient functions vI of the polynomial input v
are (by definition) bounded, it follows that there exists a sufficiently large c∞ > 0 such that
‖(f∞pi)(s, x)‖ ≤ c∞ b(x) (11)
for every (s, x) ∈ R×K ′. Because of the uniform GD(r)-convergence, the functions U˜V jI , vI−vjI and
uji U˜V
j
I converge uniformly on R to 0 as j → ∞. Using again the boundedness assumptions of the
theorem, we conclude that there exist sequences (cj1)j , (c
j
2)j of positive real numbers that converge 0
as j →∞ and satisfy
‖Dj1pi(s, x)‖ ≤ cj1 b(x) (12)
for every sequence index j and every (s, x) ∈ R×K ′, and
‖Dj2pi(s, x)‖ ≤ cj2 b(x) (13)
for every sequence index j, and every (s, x) ∈ R ×K ′ at which the Lie derivatives of the fIα along
f0 exist. Using expansion (10) and estimates (9) and (11) to (13), we obtain
b
(
Φj(t, t0, x0)
) ≤ (1 + Lb cj1) b(x0) + Lb cj1 b(Φj(t, t0, x0))
+ Lb (c∞ + c
j
2)
∫ t
t0
b
(
Φj(s, t0, x0)
)
ds
for every sequence index j, every t0 ∈ R, every x0 ∈ K, and every t ≥ t0 as long as Φj(·, t0, x0) stays
in K ′ on [t0, t]. Since (c
j
1)j converges to 0, there exists a sequence index j0 such that Lbc
j
1 < 1 for
every j ≥ j0. Then, Gronwall’s inequality implies
b
(
Φj(t, t0, x0)
) ≤ µj1 b(x0)eµj2(t−t0) (14)
for j ≥ j0, where µj1 := (1 +Lb cj1)/(1−Lb cj1) and µj2 := (c∞+ cj2)Lb/(1−Lb cj1). On the other hand,
expansion (10) and estimates (8) and (11) to (13) yield
d
(
Φj(t, t0, x0),Φ
∞(t, t0, x0)
) ≤ cj1 b(x0) + cj2 ∫ t
t0
b
(
Φj(s, t0, x0)
)
ds
+ L∞
∫ t
t0
d
(
Φj(s, t0, x0),Φ
∞(s, t0, x0)
)
ds
for every sequence index j, every t0 ∈ R, every x0 ∈ K, and every t ≥ t0 as long as Φ∞(·, t0, x0) stays
in K on [t0, t] and Φ
j(·, t0, x0) stays in K ′ on [t0, t]. Using (14) and again Gronwall’s inequality, it
follows that
d
(
Φj(t, t0, x0),Φ
∞(t, t0, x0)
) ≤ b(x0)(cj1 + cj2 µj1
µj2
(
eµ
j
2(t−t0) − 1)) eL∞(t−t0)
for j ≥ j0. By possibly increasing j0, we can achieve that(
cj1 + c
j
2
µj1
µj2
(
eµ
j
2T − 1)) eLT < ε
for j ≥ j0. This choice of j0 ensures the asserted convergence property.
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Remark 5.9. As mentioned earlier, the proof of Theorem 5.8 relies manly on the integral expan-
sion (5) from Proposition 5.5 and suitable estimates for its constituents. The same strategy is also
applied in [18, 24]. In these papers convergence is proved for single trajectories with fixed initial
conditions (t0, x0), which is motivated by the motion planning problem. However, in the preliminary
report [22] of [23] it is already indicated that uniform convergence in (t0, x0) can be obtained by ap-
plying integration by parts and the Gronwall inequality. This is precisely what is done in the proof of
Theorem 5.8. A combination of integration by parts and Gronwall’s lemma is also used in [7, 30] to
obtain similar convergence results for the case r = 2.
If the projection map pi in Theorem 5.8 is chosen as the identity map on M , then, in combination
with Propositions 4.7 and 4.8, we get the following consequence.
Corollary 5.10. Suppose that (uj)j GD(r)-converges uniformly to v. Let d be a locally Euclidean
distance function on M , and let E be a compact subset of M .
(a) If E is LUAS for Σ∞, then E is PLUAS for (Σj)j.
(b) Suppose that for every i = 1, . . . ,m, every multi-index 0 < |I| ≤ r, and every α ∈ C∞(M), the
time-varying functions f0α, fiα, fifIα, ∂tfIα, and f0fIα are locally uniformly bounded by a
multiple of the distance x 7→ d(x,E) to E. If E is LUES for Σ∞, then there exists a sequence
index j0 such that E is LUES for (Σ
j)j≥j0.
Note that part (a) of Corollary 5.10 is a generalization of the main result in [7] for Lie brackets of
two vector fields.
5.3. A convergence result for output feedback
Let m, r be positive integers with r ≥ 2, and let (e0, e1, . . . , em) ∈ Sys(M ;m, r). Let ψ be a non-
negative Cr function on M that is tangent to the fibers of pi. One may interpret this as a control-affine
system with output y given by ψ, as depicted in Section 5.3. For each i = 1, . . . ,m, let hi : R→ R be
a continuous function. Let f0 := e0, and for each i = 1, . . . ,m, define a time-varying vector field fi
on M by fi(t, x) := hi(ψ(x)) ei(t, x). Let (u
j)j be a sequence of ordinary inputs (u
j
i )i=1,...,m. As in
Section 5.2, we consider for each sequence index j, the time-varying system
Σj : x˙ = f0(t, x) +
m∑
i=1
uji (t) fi(t, x).
Let (vI)0<|I|≤r be a polynomial input of order ≤ r. The subsequent Theorem 5.11 shows that under
certain assumptions, the trajectories of the Σj converge locally in the limit j →∞ to the trajectories
of the time-varying system
Σ∞ : x˙ = f0(t, x) +
m∑
0<|I|≤r
vI(t)
|I| [fI ](t, x).
As in Theorem 5.8 we allow a pseudo distance function to measure distances between trajectories.
Let pi : M → M˜ be a smooth proper surjective submersion onto a smooth manifold M˜ . Let d˜ be a
locally Euclidean distance function on M˜ , and define d : M ×M → R by d(x, x′) := d˜(pi(x), pi(x′)).
In this situation, the following result holds.
Theorem 5.11. Suppose that for each i = 1, . . . ,m, one of the following two conditions is satisfied:
(1) ei is tangent to the fibers of pi and hi ≡ 1 on (0,∞), or
(2) hi is of class C
r on (0,∞) and for each ν = 0, 1, . . . , r, the νth derivative h(ν)i of hi has the
property that yν−1/2h(ν)i (y) remains bounded as y ↓ 0.
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x˙ = e0(t, x) +
m∑
i=1
ui ei(t, x) y = ψ(x)
ui = u
j
i (t)hi(y)
Figure 1: Interpretation of (e0, e1, . . . , em) ∈ Sys(M ;m, r) as a control-affine system. The control law
ui = u
j
i (t)hi(y) for i = 1, . . . ,m with output y = ψ(x) leads to the closed-loop system Σ
j .
Under the assumptions of Theorem 5.11, the trajectories of Σj converge locally in the limit
j →∞ to the trajectories of the system Σ∞.
Then, (f0, f1, . . . , fm) ∈ Sys(M ;m, r). Additionally, suppose that (uj)j GD(r)-converges uniformly
to v and that the time-varying vector field on the right-hand side of Σ∞ is pi-related to a time-varying
vector field on M˜ . Then, the following holds.
(a) For every compact set K ⊆M , the trajectories of (Σj)j converge in K on compact time intervals
with respect to (d, b) to the trajectories of Σ∞, where b :≡ 1 on M .
(b) If the drift e0 is tangent to the fibers of pi or if e0 locally uniformly bounded by a multiple of√
ψ, then, for every compact set K ⊆ M , the trajectories of (Σj)j converge in K on compact
time intervals with respect to (d,
√
ψ) to the trajectories of Σ∞.
The statements in Theorem 5.11 can be identified as special cases of Theorem 5.8. For this
purpose, one has to show that the time-varying vector fields f0, f1, . . . , fm satisfy the conditions (i)-
(iii) in Definition 5.1 and that the boundedness assumptions in Theorem 5.8 for the Lie derivatives
are satisfied. This turns out to be quite technical since the vector fields f1, . . . , fm are not necessarily
differentiable on the zero set of ψ. The proof of Theorem 5.11 is given in Appendix A.2.
6. Applications to the design of output-feedback
Now we apply the results of Sections 4 and 5 to the problem of stabilizing control-affine systems by
means output feedback at states where their output functions attains a minimum value.
6.1. The single-bracket case
Let M be a smooth manifold, and let p be a positive integer. Let (g0, g1, . . . , gp) ∈ Sys(M ; p, 2) as in
Definition 5.1. We consider the control-affine system
x˙ = g0(t, x) +
p∑
k=1
uk gk(t, x), (15)
y = ψ(x)
whose output y is determined by a nonnegative C2 function ψ on M . Our goal is to find output
feedback of the form uk = uk(t, y) for k = 1, . . . , p that stabilizes (15) around local minima of ψ.
It is important to note, that we restrict our considerations to a nonnegative output function. This
assumption is necessary because of the particular form of the control law that we present in the
following. More general, if at least a lower bound of the output function is known, then one can
remove this offset from the output value to obtain a situation as above.
Since we are interested in minima of ψ, an intuitive attempt is to steer (15) constantly into a
descent direction of ψ. Note that each of the tangent vectors −(gkψ)(t, x)gk(t, x), k = 1, . . . , p,
points into such a direction, where gkψ denotes the Lie derivative of ψ along gk; see Section 3. Thus,
for each k = 1, . . . , p, the choice
uk = −λk(t) (gkψ)(t, x) (16)
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would be a promising candidate for our purpose, where λk : R → R is a suitably chosen positive,
Lebesgue measurable and bounded function. Then, the closed-loop system reads
Σ∞ : x˙ = g0(t, x)−
p∑
k=1
λk(t) (gkψ)(t, x) gk(t, x). (17)
By choosing the λk sufficiently large, one can try to compensate the influence of the drift. However,
the implementation of (16) requires information about the Lie derivatives of ψ at any given time t ∈ R
and every state x ∈M , which is not accessible in our setup. To circumvent this problem, we use an
approach that is recently studied in the context of extremum seeking control, see, e.g., [7,8,36,37]. The
idea is to find a sequence (ujk(t, y))j of output feedback control laws for (15) so that the trajectories of
the corresponding sequence (Σj)j of closed-loop systems converge locally, in the sense of Definition 4.6,
to the trajectories of Σ∞ as j →∞. This way it is possible to carry over stability properties of Σ∞
to the approximating sequence (Σj)j ; cf. Propositions 4.7 and 4.8. Following the strategy in the
above papers, we choose a sequence (ujk(t, y))j of the form
ujk(t, y) := u
j
2k−1(t)hs(y) + u
j
2k(t)hc(y) (18)
for every sequence index j and every k = 1, . . . , p with certain Lebesgue measurable and bounded
functions uj1, . . . , u
j
2p : R → R and certain functions hs, hc : R → R, which are specified later. When
we insert uk = u
j
k(t, ψ(x)) into (15), then we obtain the closed-loop system
Σj : x˙ = f0(t, x) +
m∑
i=1
uji (t) fi(t, x),
where m := 2p, f0 := g0, and the time-varying vector fields f1, . . . , fm are given by
f2k−1(t, x) := hs(ψ(x)) gk(t, x),
f2k(t, x) := hc(ψ(x)) gk(t, x)
for k = 1, . . . , p. If we can choose hs, hc in such a way that the Lie bracket of f2k−1, f2k is given by
[f2k−1, f2k](t, x) := −(gkψ)(t, x) gk(t, x) (19)
for k = 1, . . . , p, then (17) can be written as
Σ∞ : x˙ = f0(t, x) +
∑
0<|I|≤2
vI(t)
|I| [fI ](t, x)
with [fI ] as in Definition 5.1 and v = (vI)0<|I|≤2 is the polynomial input (cf. Definition 2.1) whose
coefficient functions are given by
vI :=

+λk for I = (2k − 1, 2k),
−λk for I = (2k, 2k − 1),
0 otherwise.
(20)
Suppose that we can choose the functions uji in (18) such that the sequence of ordinary inputs
uj = (uj1, . . . , u
j
m) GD(2)-converges uniformly to v. For instance, if the λk are bounded C
1 functions
with bounded derivatives, then one can choose the sequence (uj)j as in the following statement (the
proof is given in Appendix A.3).
Proposition 6.1. Let ω1, . . . , ωp be pairwise distinct positive real numbers. Suppose that for each
k = 1, . . . , p, the function λk : R → R is bounded, of class C1, and also its derivative is bounded.
Then
uj2k−1(t) :=
√
2ωkj λk(t) cos(ωkjt), (21a)
uj2k(t) :=
√
2ωkj sin(ωkjt), (21b)
for k = 1, . . . , p, defines a sequence of ordinary inputs uj = (uj1, . . . , u
j
2p) that GD(2)-converges
uniformly to the polynomial input v = (vI)0<|I|≤2 defined by (20).
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Next, we define continuous functions hs, hc : R→ R by
hs(y) :=
√
y sin(log(y)), (22a)
hc(y) :=
√
y cos(log(y)) (22b)
for y > 0 and by hs(y) := hc(y) := 0 for y ≤ 0. It is straight forward to check that for every
nonnegative integer ν, the νth derivatives h
(ν)
s , h
(ν)
c of hs, hc exist on (0,∞), and that yν−1/2h(ν)s (y)
and yν−1/2h(ν)c (y) remain bounded as y ↓ 0. Thus, we are precisely in the situation of Theorem 5.11
(to see this, define pi as the identity map, and let h2k−1 := hs, h2k := hc, e2k−1 := e2k := gk for
k = 1, . . . , p). In particular, Theorem 5.11 ensures that system (15) under control law (18) has the
existence and uniqueness properties of solutions, and that Lie brackets of the fi exist on the entire
manifold. A direct computation shows that (19) is actually satisfied.
Remark 6.2. This is not the only possible choice of hc, hs, see, e.g., [7, 12, 36, 37] for different
approaches. However, (18) with (22) is the only known output-feedback so far that can induce expo-
nential stability (see Corollary 6.3 below).
By Theorem 5.11, the trajectories of (Σj)j converge to the trajectories of Σ
∞ within compact sets
and on compact time intervals as j → ∞ with respect to any locally Euclidean distance function d
on M . We also now from Propositions 4.7 and 4.8 that this convergence is strong enough to transfer
stability properties of Σ∞ to the approximating sequence (Σj)j . This leads to the following result.
Corollary 6.3. Let M be a smooth manifold, and let p be a positive integer. Let (g0, g1, . . . , gp) ∈
Sys(M ; p, 2). Let ψ be a nonnegative C2 function on M . For k = 1, . . . , p, let λk : R → R be a
positive, Lebesgue measurable, and bounded function. Suppose that (uj)j is a sequence of ordinary
inputs uj = (uj1, . . . u
j
2p) that GD(2)-converges uniformly to the polynomial input v of order ≤ 2
given by (20). For each sequence index j, let Σj denote the system (15) under the control law
uk = u
j
k(t, ψ(x)) given by (18) and (22). Let E be a nonempty and compact subset of M . Then, the
following implications hold.
(a) If E is LUAS for (17), then E is PLUAS for (Σj)j.
(b) If E = ψ−1(0) is the zero set of ψ, if g0 is locally uniformly bounded by
√
ψ, and if E is LUES
for (17), then there exists a sequence index j0 such that E is LUES for (Σ
j)j≥j0.
Proof. Statement (a) follows immediately from Theorem 5.11 (a) and Proposition 4.7. To prove (b),
we note that
√
ψ is locally Lipschitz continuous (see Lemma A.4 in the appendix). This and the
compactness of E imply that
√
ψ is locally uniformly bounded by a multiple of the distance x 7→
d(x,E) to the set E, where d is an arbitrarily chosen locally Euclidean distance function on M .
Therefore statement (b) follows immediately from Theorem 5.11 (b) and Proposition 4.8.
Example 6.4. We consider a linear system
x˙ = Ax+Bu, (23)
with quadratic output y = ψ(x) := ‖x‖2, where A ∈ Rn×n is arbitrary and B ∈ Rn×p is assumed to
have rank n. The system state of (23) is treated as an unknown quantity. Our goal is to find output
feedback so that the origin becomes exponentially stable for (23). Since (23) is of the form (15),
we can apply Corollary 6.3. We choose the functions λ1, . . . , λp to be identically equal to a positive
constant λ. Then the limit system (17) reads
Σ∞ : x˙ = (A− 2λBB>)x.
Since BB> is positive definite, we can choose λ sufficiently large so that the origin is exponen-
tially stable for Σ∞. Now, we can use for example Proposition 6.1 to obtain a sequence (uj)j that
GD(2)-converges uniformly to v. By Corollary 6.3 (b), there exists a sequence index j0 such that for
every j ≥ j0, the origin is LUES for (23) under the control law uk = ujk(t, ψ(x)) for k = 1, . . . , p,
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Figure 2: Trajectories of (23) for A = B = 1 under control law (18) with the phase shifted sawtooth
waves in (24) for initial condition x(0) = 1 and different values of the sequence index j.
where ujk(t, ψ(x)) is given by (18) and (22). In fact, one can prove that in this particular case of
a linear system with quadratic output, control law (18) induces global uniform exponential stability
for j sufficiently large.
We conclude this example by presenting numerical data. For the sake of simplicity, we let p = n =
A = B = λ = 1. We do not choose the sequence of ordinary inputs from Proposition 6.1, but instead
use the following alternative. Let saw: R→ R be the sawtooth wave given by
saw(t) := 2(t− btc)− 1,
where btc denotes the greatest integer ≤ t. Using the same strategy as in the proof of Proposition 6.1,
it is easy to check that
uj1(t) := 10
√
j/pi saw(jt+ 1/4), (24a)
uj2(t) := 10
√
j/pi saw(jt) (24b)
defines a sequence of ordinary inputs uj = (uj1, u
j
2) that GD(2)-converges uniformly to the polynomial
input v given by (20). Figure 2a shows the trajectory of (23) under (18) for j = 1 with initial condition
x(0) = 1. It turns out that this choice of j is already sufficient to ensure exponential converge to
the origin. When we increase j, then it becomes visible that the trajectories converge locally to the
trajectories of the limit system Σ∞, which is simply x˙ = −x.
6.2. Distance-based formation control for unicycles
The approach in the previous subsection allows us to get access to descent directions of the output
function ψ along the control vector fields. Next, we consider a particular example in which we can
also get access to descent directions of ψ along Lie brackets of the control vector fields. An abridged
version of this example is also presented in [43]. Now we give a detailed explanation.
We consider a multi-agent system of N unicycles. In standard local coordinates, their kinematic
equations are given by
x˙ν = uν,t cos θν , y˙ν = uν,t sin θν , θ˙ν = uν,r (25)
for ν = 1, . . . , N , where pν = (xν , yν) ∈ R2 is the position of the νth unicycle, θν ∈ R is an angle
to describe the orientation, and uν,t and uν,r are input channels for the translational and rotational
velocity, respectively. Suppose that each agent is equipped with a sensor to measure distances to
other members of the team. The admissible measurements are described by an undirected graph
(V, E) with a set of nodes V = {1, . . . , N} and an edge set E whose elements are sets of the form
{ν, ν ′} with ν, ν ′ ∈ V and ν 6= ν ′. In the following, we simply write νν ′ for an edge instead of
{ν, ν ′}. Whenever νν ′ is an edge of (V, E), it means that agents ν, ν ′ can measure their Euclidean
distance ‖pν′−pν‖ and share the measurement information with the other members of the team. We
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emphasize that the agents can only measure distances ‖pν′−pν‖ but not relative positions (pν′−pν).
The collective goal is to reach a configuration in which for every edge νν ′ ∈ E , the Euclidean distance
between the agents ν, ν ′ is equal to a prescribed value dνν′ > 0. We assume that the desired distances
dνν′ are feasible, i.e., there exist p1, . . . , pN ∈ R2N such that ‖pν′ − pν‖ = dνν′ for every νν ′ ∈ E .
The state manifold of the team of unicycles is the N -fold product SE(2)N of the special Euclidean
group SE(2) = R2 × S in two dimensions. Note that (25) is a local representation of the driftless
control-affine system
x˙ =
N∑
ν=1
(
uν,t gν,t(x) + uν,r gν,r(x)
)
, (26)
where gν,t and gν,r are vector fields on SE(2)
N to the describe the directions of the translational
and rotational velocity, respectively. The local representations of gν,t, gν,r are given in standard
coordinates by
gν,t = cos θν
∂
∂xν
+ sin θν
∂
∂yν
,
gν,r =
∂
∂θ
.
Let pi = (pi1, . . . , piN ) : SE(2)
N → R2N be the projection that maps every system state x ∈ SE(2)N
to the corresponding vector p = (p1, . . . , pN ) ∈ R2N of positions p1, . . . , pN ∈ R2. Then, we can
rephrase the object as follows: we are interested in a distanced-based control law that stabilizes (26)
around the set
E :=
{
x ∈M ∣∣ ∀νν ′ ∈ E : ‖piν′(x)− piν(x)‖ = dνν′}.
If we project E onto R2N , we get the set
E˜ := pi(E) =
{
(p1, . . . , pN ) ∈ R2N
∣∣ ∀νν ′ ∈ E : ‖pν′ − pν‖ = dνν′}.
This set E˜ also appears in the context of formation control for systems of N point agents in R2 with
kinematic equations p˙ν = uν for ν = 1, . . . , N . A well-established approach (see [3, 15]) to stabilize
the system of point agents around the set E˜ is the negative gradient control law uν = −∇pν ψ˜(p),
where the potential function ψ˜ : R2N → R is defined by
ψ˜(p) :=
1
4
∑
νν′∈E
(‖pν′ − pν‖2 − d2νν′)2.
This leads to the closed loop system
Σ˜∞ : p˙ = −∇ψ˜(p) (27)
on R2N . It is known (see [32]) that E˜ is locally asymptotically stable for Σ˜∞. Moreover (see [33,40]),
if (E ,V) satisfies certain rigidity conditions, then E˜ is locally exponentially stable for Σ˜∞. However,
the implementation of the negative control law
uν = −∇pν ψ˜(p) =
∑
νν′∈E
(pν′ − pν)
(‖pν′ − pν‖2 − d2νν′)
requires information about the relative positions (pν′ − pν), which are not accessible in our setup. In
the following, we present a purely distance-based control law so that the team of unicycles acts like
a team of point agents under the negative gradient control law.
Now we lift Σ˜∞ to the state manifold SE(2)N of the unicycle system. For this purpose, we define
the nonnegative smooth function ψ := ψ˜ ◦ pi on SE(2)N . Moreover, for every ν = 1, . . . , N , we define
the Lie bracket
gν,p := [gν,r, gν,t]
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on SE(2)N . In local coordinates gν,p is given by
gν,p = − sin θν ∂
∂xν
+ cos θν
∂
∂yν
.
To give an interpretation: gν,p points perpendicular to the alignment of the νth unicycle. A direct
computation shows that
N∑
ν=1
(
(gν,tψ)(x) (gν,tpi)(x) + (gν,pψ)(x) (gν,ppi)(x)
)
= ∇ψ˜(pi(x))
for every x ∈ SE(2)N , where (gν,tpi) and (gν,ppi) are the componentwise Lie derivatives of pi along gν,t
and gν,p, respectively. Thus, Σ˜
∞ can be lifted to the system
Σ∞ : x˙ = −
N∑
ν=1
(
(gν,tψ)(x) gν,t(x) + (gν,pψ)(x) gν,p(x)
)
(28)
on SE(2)N . It follows that E = ψ−1(0) is locally asymptotically stable for Σ∞. Moreover, E is locally
exponentially stable for Σ∞ if and only if E˜ is locally exponentially stable for Σ˜∞. On SE(2)N , we
use the pseudo-distance function d that is induced by the Euclidean distance on R2N through pi, i.e.,
d(x, x′) :=
∥∥pi(x′)− pi(x)∥∥.
This pseudo-distance only takes into account the positions of the unicycles, but not their orientations.
We return to the problem of stabilizing the system (26) of unicycles around the set E := ψ−1(0) by
using only distance information. Note that in order to compute ψ at a given point x ∈M , we do not
need information about the entire system state but only the distances ‖piν′(x)− piν(x)‖ for νν ′ ∈ E .
Thus, a control law which depends only on the values of ψ is distanced-based. From now on, we
treat ψ as the output function of the control-affine system (26). This allows us to use basically the
same approach as in the previous subsection: we determine a sequence of output feedback control laws
such that the trajectories of the corresponding closed-loop systems converge locally to the trajectories
of Σ∞. For this reason, we need the following technical result (the proof is given in Appendix A.4).
Proposition 6.5. Let N be a positive integer and let m := 3N . Let κν denote the νth prime number,
i.e., κ1 = 2, κ2 = 3, and so on. Define
ων,1 :=
√
κν+1
(
3 + 2
√
2
)
, (29a)
ων,2 :=
√
κν+1, (29b)
ων,3 :=
(
ω1 + ω2
)
/2 =
√
κν+1
(
2 +
√
2
)
(29c)
for ν = 1, . . . , N . Moreover, define a sequence of ordinary inputs uj =
∑m
i=1 u
j
iXi by
uj3ν−2(t) := (ων,1 j)
3/4 cos(ων,1 j t), (30a)
uj3ν−1(t) := (ων,2 j)
3/4 sin(ων,2 j t), (30b)
uj3ν(t) := 2
13/8 (ων,3 j)
3/4 cos(ων,3 j t) (30c)
for ν = 1, . . . , N . Let v =
∑
0<|I|≤4 vIXI be the constant polynomial input of order ≤ 4 whose
nonzero coefficients are given by
v(1,2,3,3)ν (t) = −
1
2
+
1√
2
, v(1,3,2,3)ν (t) = +2−
√
2, (31a)
v(1,3,3,2)ν (t) = −2, v(2,1,3,3)ν (t) = +
1
2
+
1√
2
, (31b)
v(2,3,1,3)ν (t) = −2−
√
2, v(2,3,3,1)ν (t) = +2, (31c)
21
v(3,1,2,3)ν (t) = −1, v(3,1,3,2)ν (t) = +2 +
√
2, (31d)
v(3,2,1,3)ν (t) = +1, v(3,2,3,1)ν (t) = −2 +
√
2, (31e)
v(3,3,1,2)ν (t) = −
1
2
− 1√
2
, v(3,3,2,1)ν (t) = +
1
2
− 1√
2
, (31f)
with the abbreviation
(k1, k2, k3, k4)ν :=
(
3(ν − 1) + k1, 3(ν − 1) + k2, 3(ν − 1) + k3, 3(ν − 1) + k4
)
(32)
for ν = 1, . . . , N and k1, k2, k3, k4 = 1, 2, 3. Then (u
j)j GD(4)-converges uniformly to v.
Now we are ready to present the control law. Let hs, hc : R→ R be defined as in (22). Let m := 3N ,
and let (uj)j and v be defined as in Proposition 6.5. Define
ujν,t(t, y) := u
j
3ν−2(t)hs(y) + u
j
3ν−1(t)hc(y) (33a)
ujν,r(t, y) := u
j
3ν(t) (33b)
for every agent ν = 1, . . . , N , every sequence index j, every time t ∈ R and every output value y ∈ R.
When we insert uν,t = u
j
ν,t(t, ψ(x)) and uν,r = u
j
ν,r(t, ψ(x)) into (26), we obtain the closed-loop system
Σj : x˙ =
m∑
i=1
uji (t) fi(x),
where the vector fields f1, . . . , fm on M are given by
f3ν−2(x) := hs(ψ(x)) gν,t(x),
f3ν−1(x) := hc(ψ(x)) gν,t(x),
f3ν(x) := gν,r(x).
It is easy to check that we are now in a situation in which we can apply Theorem 5.11 (to see this,
note that pi is a smooth proper surjective submersion, note that gν,r is tangent to the fibers of pi,
and let h3ν−2 := hs, h3ν−1 := hc, h3ν :≡ 1, e3ν−2 := e3ν−1 := gν,t, e3ν := gν,r for ν = 1, . . . , N).
Therefore, Σj has the existence and uniqueness property of solutions. A direct computation shows
that (28) can be written as
Σ∞ : x˙ =
∑
0<|I|≤4
vI
|I| [fI ](x)
with the iterated Lie derivatives [fI ] as in Definition 5.1. Since we deal with a driftless system,
Theorem 5.11 (b) states that for every compact subset K ⊆ M , the trajectories of (Σj)j converge
in K on compact time intervals with respect to (d,
√
ψ) to the trajectories of Σ∞. Combining the
convergence result, Theorem 5.11, and the stability results Propositions 4.7 and 4.8, one can derive
the following consequence.
Corollary 6.6. Let E, E˜, and ψ˜ : R2N → R be defined as before. For each sequence index j, let
Σj denote the system (25) under the control law uν,t = u
j
ν,t(t, ψ˜(p)) and uν,r = u
j
ν,r(t, ψ˜(p)) given by
(33), (22) and Proposition 6.5. Then, the following holds.
(a) The set E is PLUAS for (Σj)j.
(b) If E˜ is locally exponentially stable for (27), then there exists a sequence index j0 such that E
is LUES for (Σj)j≥j0.
Proof. From Theorem 5.11 we know that for every compact set K ⊆ M , the trajectories of (Σj)j
converge in K on compact time intervals with respect to (d,
√
ψ) to the trajectories of Σ∞. However,
to apply Propositions 4.7 and 4.8, we have to show that the trajectories of (Σj)j converge in a
δ-neighborhood of the noncompact set E on compact time intervals with respect to (d, b) to the
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trajectories of Σ∞, where b(x) := d(x,E) is the pseudo distance of x ∈ M to E. This follows if we
can prove the following two properties:
√
ψ is bounded on this δ-neighborhood of E by a multiple
of b, and the trajectories of (Σj)j converge in a δ-neighborhood of E with respect to (d,
√
ψ) to the
trajectories of Σ∞. For this purpose, we exploit the translational invariance of the problem.
We show that
√
ψ is bounded on any δ-neighborhood of E by a multiple of b. For every p ∈ R2N ,
let b˜(p) be the Euclidean distance of p to E˜. Then we have b = b˜ ◦ pi. Let K˜ be the compact set
of all (p1, . . . , pN ) ∈ E˜ with p1 = 0. Since ψ˜ is nonnegative and smooth, we know from lemma A.4
in the appendix that
√
ψ˜ is locally Lipschitz continuous. It follows that
√
ψ˜ is Lipschitz continuous
on any δ-neighborhood of K˜ (with respect to the Euclidean distance). Note that every element
p = (p1, . . . , pN ) in a δ-neighborhood of E˜ can be shifted to the δ-neighborhood of K˜ by means of
the translation p 7→ p− (p1, . . . , p1). Moreover, ψ˜ is invariant under this shift. It follows that
√
ψ˜ is
Lipschitz continuous on any δ-neighborhood of E˜. This implies that
√
ψ˜ is bounded by a multiple of
b˜ on the δ-neighborhood of E˜. Thus,
√
ψ is bounded by a multiple of b on any δ-neighborhood of E.
It is left to prove that the trajectories of (Σj)j converge in a δ-neighborhood of E with respect to
(d,
√
ψ) to the trajectories of Σ∞. Note that both Σj and Σ∞ are invariant under translations of
the form p 7→ p− (p1, . . . , p1). As above, one can exploit the translational invariance to reduce the
problem of convergence within a given δ-neighborhood of E to a compact subset of M .
So far, we have shown that the trajectories of (Σj)j converge in a δ-neighborhood of E with
respect to (d, b) to the trajectories of Σ∞, where b(x) := d(x,E) for every x ∈ M . Since E is
locally asymptotically stable for Σ∞ (see [32]), statement (a) follows from Proposition 4.7. Moreover,
statement (b) follows from Proposition 4.8.
The reader is referred to [43] for simulation results.
Remark 6.7. The control law can be extended to the problem of distributed formation control. In
this case, the agents cannot share their distance measurements. Instead, each agent tries to minimize
its own local potential function. This extension requires however a different notion of convergence of
trajectories. We will discuss this problem in a subsequent paper.
A. Proofs
A.1. Proof of Lemma 5.4
For the proof of Lemma 5.4, we use the following observation.
Lemma A.1. Let α be a locally Lipschitz continuous function on M . Then, for every x ∈ M , and
any two curves γ1, γ2 passing through x at 0 that are differentiable at 0, the limit of (α(γ1(s))−α(x))/s
exists as s tends to 0 if and only if the limit of (α(γ2(s)) − α(x))/s exists as s tends to 0, in which
case both limits coincides.
This statement follows immediately from the definition of local Lipschitz continuity.
Now we prove Lemma 5.4. The claim that (3) has the existence and uniqueness property of solutions
follows from Carathe´odory’s theorems (see, e.g, [13]) if we can show that the time-varying vector field
on the right-hand side of (3) is a locally uniformly bounded and locally uniformly Lipschitz continuous
Carathe´odory vector field. This is clearly satisfied for f0 and the [fI ] because of properties (i) and (ii)
in Definition 5.1. Since the functions vI are measurable and bounded by Definition 2.1, each of the
maps (t, x) 7→ vI(t)|I| [fI ](t, x) is also a locally uniformly bounded and locally uniformly Lipschitz
continuous Carathe´odory vector field. Thus, the same is true for the right-hand side of (3).
To prove the remaining assertions of Lemma 5.4, fix an ordinary input (ui)i=1,...,m, a solution
γ : J → M of (4), a multi-index I of length 0 < |I| ≤ r, and a function α ∈ C∞(M). Note that
because of condition (ii) in Definition 5.1, the function fIα is locally Lipschitz continuous on the
product manifold R ×M . Moreover, the map t 7→ (t, γ(t)) is locally absolutely continuous on J .
Thus, the composition Γ: J → R, t 7→ (fIα)(t, γ(t)) of these two maps is again locally absolutely
continuous on J . It follows that the derivative Γ˙ of Γ exists almost everywhere on J and is Lebesgue
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integrable on compact subintervals of J . Fix any t ∈ J at which both γ and Γ are differentiable. The
proof is complete if we can show that the Lie derivative of fIα along f0 exists at (t, γ(t)) with
(f0fIα)(t, γ(t)) = Γ˙(t)− (∂tfIα)(t, γ(t))−
m∑
i=1
ui(t)(fifIα)(t, γ(t)).
Because of property (ii) in Definition 5.1, we know that the time derivative of fIα exists as continuous
function on R×M . Using the mean value theorem and the continuity of ∂tfIα, we obtain
lim
s→0
1
s
(
(fIα)(t+ s, γ(t+ s))− (fIα)(t, γ(t+ s))
)
=
(
∂tfIα
)(
t, γ(t)
)
.
Therefore, it remains to prove that
(f0fIα)(t, x) = lim
s→0
1
s
(
(fIα)(t, γ(t+ s))− (fIα)(t, x)
)− m∑
i=1
ui(t)(fifIα)(t, x),
where x := γ(t). Note that all derivatives that appear in the above equation are taken at the fixed
time t. We introduce local representations with respect to an arbitrary chart c = (U,ϕ) for M at x.
Let h : ϕ(U) → R be the local representation of the function x 7→ fIα(t, x) on M with respect to c.
Let g0 : ϕ(U)→ Rn be the local representation of the vector field x 7→ f0(t, x) on M with respect to c,
where n is the dimension of M . For each i = 1, . . . ,m, let gi : ϕ(U)→ Rn be the local representation
of the vector field x 7→ ui(t)fi(t, x) on M with respect to c. Note that the maps h, g0, g1, . . . , gm are
locally Lipschitz continuous. We know from Lemma A.1 that if the Lie derivative of fIα along f0
exists at (t, x), then it is given by
(f0fIα)(t, x) = lim
s→0
1
s
(
h(ξ + s g0(ξ))− h(ξ)
)
,
where ξ := ϕ(x) ∈ Rn. Moreover by Lemma A.1, we have
lim
s→0
1
s
(
(fIα)(t, γ(t+ s))− (fIα)(t, x)
)
= lim
s→0
1
s
(
h(ξ + sv)− h(ξ))
where v := (ϕ ◦ γ)˙(t) ∈ Rn, and, for every i = 1, . . . ,m,
(gih)(ζ) := lim
s→0
1
s
(
h(ζ + s gi(ζ))− h(ζ)
)
= ui(t)(fifIα)(t, ϕ
−1(ζ))
defines a continuous function gih on ϕ(U). Thus, the proof is complete if we can show that
lim
s→0
1
s
(
h(ξ + s g0(ξ))− h(ξ)
)
= lim
s→0
1
s
(
h(ξ + sv)− h(ξ))− m∑
i=1
(gih)(ξ).
Note that v = g0(ξ) +
∑m
i=1 gi(ξ) by the defining differential equation (4) of γ. Thus, we can write
1
s
(
h(ξ + sv)− h(ξ)) = 1
s
(
h(ξ + s g0(ξ))− h(ξ)
)
+
m∑
i=1
1
s
(
h
(
ξi(s) + sgi(ξ)
)− h(ξi(s)))
with ξi(s) := ξ + s
∑i−1
a=0 ga(ξ) for s sufficiently close to 0. Since we know that the limit of the
difference quotient on the left-hand side of the above equation exists when s tends to 0, the proof is
complete if we can show that
lim
s→0
1
s
(
h
(
ξi(s) + sgi(ξ)
)− h(ξi(s))) = (gih)(ξ)
for i = 1, . . . ,m. Since each gi is locally Lipschitz continuous, for every ζ ∈ ϕ(U), there exists a
unique maximal integral curve τ 7→ Φi(ζ, τ) of gi that passes through ζ at time 0. By applying the
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mean value theorem to the function τ 7→ h(Φi(ξi(s), τ)), we obtain that for every s ∈ R sufficiently
close to 0, there exists τs ∈ R between 0 and s such that
h
(
Φi(ξi(s), s)
)
= h
(
ξi(s)
)
+ s (gih)
(
Φi(ξi(s), τs)
)
Using the continuity of the flow map Φi, this implies
lim
s→0
1
s
(
h
(
Φi(ξi(s), s)
)− h(ξi(s))) = (gih)(ξ).
It is therefore left to prove that
lim
s→0
1
s
(
h(ξi(s) + sgi(ξ))− h(Φi(ξi(s), s))
)
= 0.
Since h is locally Lipschitz continuous, this follows if we can show that
lim
s→0
1
s
(
Φi(ξi(s), s)− ξi(s)
)
= gi(ξ).
By applying the mean value theorem to each component of the map τ 7→ Φi(ξi(s), τ) whose derivative
is τ 7→ gi(Φi(ξi(s), τ)), and because of the continuity of Φi, one obtains that the above equation is
indeed true. This completes the proof.
A.2. Proof of Theorem 5.11
Our aim is to show that Theorem 5.11 is just a particular case of Theorem 5.8. To apply Theorem 5.8,
we have to prove that (f0, f1, . . . , fm) is an element of Sys(M ;m, r), and that the boundedness
conditions of the Lie derivatives in Theorem 5.8 are satisfied. Then, statements (a) and (b) in
Theorem 5.11 follow from Theorem 5.8 for b ≡ 1 and b = √ψ, respectively. The main part of
the proof is devoted to show that (f0, f1, . . . , fm) satisfies conditions (i)-(iii) in Definition 5.1. In
particular, we have to show that the iterated Lie derivatives fIα exist on the entire manifold M as
locally uniformly Lipschitz continuous time-varying functions. For this purpose, we use the following
criterion for local uniform Lipschitz continuity.
Lemma A.2 ( [4]). A time-varying function β on M is locally uniformly Lipschitz continuous if and
only if for every chart c = (U,ϕ) for M , the pointwise Lipschitz constant of β with respect to c,
Lipc(β)(t, x) := lim sup
x′→x
|β(t, x′)− β(t, x)|
‖ϕ(x′)− ϕ(x)‖ ,
defines a locally uniformly bounded time-varying function on U . If β1, β2, β are locally uniformly
Lipschitz continuous time-varying functions on M , and if h is a C1 function on R, then also β1 +
β2, β1β2, h ◦ β are locally uniformly Lipschitz on M , and we have
Lipc(β1 + β2) ≤ Lipc(β1) + Lipc(β2),
Lipc(β1β2) ≤ Lipc(β1) |β2|+ |β1| Lipc(β2),
Lipc(h ◦ β) ≤ |h′ ◦ β| Lipc(β)
on R× U .
Proof. The criterion for local uniform Lipschitz continuity can be proved in the same way as it is
done in [4] for time-independent maps. We omit this here. The asserted estimates for the pointwise
Lipschitz constant follow directly from the definition of the upper limit.
Another property that we have to verify for the proof of Theorem 5.11 is that the Lie derivatives
of the fIα along the drift f0 satisfy the boundedness assumption in Theorem 5.8 in the sense of
Remark 5.7. Since the existence of these Lie derivatives is not guaranteed everywhere, we consider
instead the following upper bound.
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Lemma A.3. Let f be a time-varying vector field on M with the existence and uniqueness property
of integral curves, and let Φ denote the flow of f . Let β be a locally uniformly Lipschitz continuous
time-varying function on M . Then, for every (t, x) ∈ R×M , the limit
L(f, β)(t, x) := lim sup
s→0
1
|s|
∣∣β(t,Φ(t+ s, t, x)))− β(t, x)∣∣
exists. Moreover, if β1, β2 are locally uniformly Lipschitz continuous time-varying functions on M ,
and if h is a C1 function on R, then we have
L(f, β1 + β2) ≤ L(f, β1) + L(f, β2),
L(f, β1β2) ≤ L(f, β1) |β2|+ |β1| L(f, β2),
L(f, h ◦ β) ≤ |h′ ◦ β| L(f, β)
on R×M .
Proof. Existence of the limit L(f, β)(t, x) follows immediately from Lemma A.2. The asserted esti-
mates follow directly from the definition of the upper limit.
We conclude the preparations for the proof of Theorem 5.11 by summarizing important properties
of the nonnegative Cr function ψ on M with r ≥ 2.
Lemma A.4. The function
√
ψ is locally Lipschitz continuous, and, with respect to every chart
c = (U,ϕ) for M , the pointwise Lipschitz constant Lipc(ψ) is locally bounded a multiple of
√
ψ on U .
Proof. It is known (see, e.g., Section 4.3.5 in [20]) that the square root of every C2 function α on
an open subset of the Euclidean space is locally Lipschitz continuous, and that the derivative of α
is locally bounded by a multiple of
√
α. This holds in particular for every local representation of ψ.
The claim follows from the observation that the pointwise Lipschitz constant of ψ with respect to a
chart (U,ϕ) for M at x ∈ M is equal to the operator norm of the derivative of ψ ◦ ϕ−1 : ϕ(U) → R
at ϕ(x).
Throughout the proof of Theorem 5.11, we let E := ψ−1(0) ⊆ M denote the possibly empty set
of points of M at which the non-negative function ψ attains the value 0, and we let M> := M \ E
denote the open submanifold of M on which ψ is strictly positive. For the sake of clarity, we divide
the proof Theorem 5.11 into a sequence of lemmas.
Lemma A.5. For each i = 1, . . . ,m, the function hi ◦ ψ is locally Lipschitz continuous.
Proof. We write hi ◦ψ as a composition of locally Lipschitz continuous maps. For this purpose define
Hi : R→ R by Hi(s) := 0 for s ≤ 0 and by Hi(s) := hi(s2) for s > 0. Then we have hi ◦ψ = Hi ◦
√
ψ.
We already know from Lemma A.4 that
√
ψ is locally Lipschitz continuous. Since Hi is of class C
r
outside the origin, it is left to prove that Hi is Lipschitz continuous in a small neighborhood of the
origin. By assumptions on hi, and by definition of Hi, such that Hi(s)/s as well as H
′
i(s) remain
bounded as s → 0. This implies that the pointwise Lipschitz constant of Hi (with respect to the
standard chart for R) is bounded on a small interval around the origin. It follows from Lemma A.2
that Hi is locally Lipschitz.
Next, we derive boundedness properties of the iterated Lie derivatives of ψ along the vector fields ei,
i = 1, . . . ,m. Since we apply the ei successively from the left to ψ, it is more convenient to numerate
the indices in a multi-index I from the right to the left. This means that we write I = (i`, . . . , i1)
instead of I = (i1, . . . , i`). We use this notation in the rest of the proof.
Lemma A.6. Let I = (i`, . . . , i1) be a multi-index of length 0 < ` ≤ r with i1, . . . , i` ∈ {1, . . . ,m}.
The following statements hold.
(a) If ` < r, then eIψ exists as a locally uniformly bounded and locally uniformly Lipschitz contin-
uous time-varying function on M .
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(b) If ` = r, then eIψ exists as a locally uniformly bounded Carathe´odory function on M .
(c) The time derivative ∂teIψ exists as a locally uniformly bounded time-varying function on M
and is continuous as a function on R×M .
(d) If ei2 , . . . , ei` are tangent to the fibers of pi, then the time-varying functions in (a)-(c) are locally
uniformly bounded by a multiple of
√
ψ.
(e) If ` < r, and if f0 and ei2 , . . . , ei` are tangent to the fibers of pi, then L(f0, eIψ) is locally
uniformly bounded by a multiple of
√
ψ.
Proof. Statements (a)-(c) follow immediately from the assumptions that ψ is of class Cr and that
(e0, e1, . . . , em) is an element of Sys(M ;m, r). To prove parts (d) and (e), fix an arbitrary point
x0 ∈ M , and let x˜0 := pi(x0) ∈ M˜ . We exploit the assumption that pi : M → M˜ is a smooth
proper surjective submersion. By Ehresmann’s fibration theorem (see, e.g., [1]), there exists an open
neighborhood U˜ of x˜0 in M˜ and a diffeomorphism φ : U˜×pi−1(x˜0)→ pi−1(U˜) such that pi(φ(x˜, x)) = x˜
for every x˜ ∈ U˜ and every x ∈ pi−1(x˜0). Let (Uˆ , ϕˆ) be a chart for the smooth manifold pi−1(x˜0) at
x0. By shrinking U˜ sufficiently, we can ensure that U˜ is the domain of a chart (ϕ˜, U˜) for M˜ and
that ϕ := (ϕ˜ × ϕˆ) ◦ φ−1|U is a well-defined chart map for M at x0 with domain U := pi−1(U˜).
Let n and n˜ denote the dimensions of M and M˜ , respectively. Let ϕ1, . . . , ϕn ∈ C∞(U) be the
coordinate functions of ϕ, and let ∂1, . . . , ∂n be the corresponding local basis for vector fields on U .
By definition of ϕ, every time-varying vector field f on M that is is tangent to the fibers of pi has
the local representation f =
∑n
µ=n˜+1(fϕµ)∂µ on U . Moreover, since ψ is assumed to be constant on
the fibers of pi, we have ∂µψ ≡ 0 for µ = n˜ + 1, . . . , n. Now suppose that ei2 , . . . , ei` are tangent to
the fibers of pi. Then we have
eIψ =
n˜∑
µ=1
(eIϕµ) (∂µψ)
on R × U . Note that each of the (eIϕµ) is locally uniformly bounded. Moreover, each of the (∂µψ)
is bounded by the pointwise Lipschitz constant Lipc(ψ) with respect to c := (U,ϕ). By Lemma A.4,
Lipc(ψ) is locally bounded by a multiple of
√
ψ. Thus, eIψ is locally uniformly bounded by a multiple
of
√
ψ. The same argument shows that also the time derivative of eIψ is locally uniformly bounded
by a multiple of
√
ψ. Finally, to prove (e), suppose additionally that ` < r and that f0 is tangent to
the fibers of pi. Then we have
L(f0, eIψ) ≤
n˜∑
µ=1
L(f0, eIϕµ) |∂µψ|
on R×U . Since L(f0, eIϕµ) is locally uniformly bounded, we conclude as in the proof of part (d) that
L(f0, eIψ) is uniformly bounded by a multiple of
√
ψ, which completes the proof of the lemma.
Let I = (i`, . . . , i1) be a multi-index of length 0 < ` ≤ r with i1, . . . , i` ∈ {1, . . . ,m}. Recall that a
partition of the set {1, . . . , `} is a collection of nonempty, disjoint subsets of {1, . . . , `} such that their
union is all of {1, . . . , `}. We denote by P` the set of all partitions of {1, . . . , `}. For any (possibly
empty) subset S of {0, 1, . . . , `}, let I〈S〉 be the (possibly empty) multi-index (is|S| , . . . , is1), where
|S| is the number of elements of S, and s1, . . . , s|S| are the elements of S in increasing order. We
denote by #I, the number of subindices k ∈ {1, . . . , `} such that for each ν = 0, 1, . . . , r, the νth
derivative h
(ν)
ik
of hik has the property that y
ν−1/2h(ν)ik (y) remains bounded as y ↓ 0. Then, by the
assumptions of Theorem 5.11, there are at least |I| − #I subindices k ∈ {1, . . . , `} such that eik is
tangent to the fibers of pi.
Lemma A.7. Let I = (i`, . . . , i1) be a multi-index of length 0 < ` ≤ r with i1, . . . , i` ∈ {1, . . . ,m},
and let i ∈ {1, . . . ,m}. Then we have
eI(hi ◦ ψ) =
∑
p∈P`
(h
(|p|)
i ◦ ψ)
∏
S∈p
eI〈S〉ψ (34)
on R×M>. Moreover, for every compact subset K of M , the following holds.
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(a) eI(hi ◦ ψ) is uniformly bounded by a multiple of ψ(1−#I)/2 on K \ E.
(b) ∂teI(hi ◦ ψ) is uniformly bounded by a multiple of ψ(1−#I)/2 on K \ E.
(c) If ` < r, and if c = (U,ϕ) is a chart for M with K ⊆ U , then Lipc(eI(hi ◦ ψ)) is uniformly
bounded by a multiple of ψ−#I/2 on K \ E.
(d) If ` < r, and if f0 is tangent to the fibers of pi, then L(f0, eI(hi ◦ψ)) is uniformly bounded by a
multiple of ψ(1−#I)/2 on K \ E.
Proof. Since hi is of class C
r on (0,∞), the composition hi ◦ ψ is of class Cr on M>, which ensures
that eI(hi ◦ ψ) exists as a time-varying function on M>. Note that (34) is just a generalized version
of the well-known Faa´ di Bruno formula for higher-order derivatives of the composition of two maps,
see, e.g., Proposition 1 in [14]. For every partition p ∈ P`, define the time-varying function
epIψ :=
∏
S∈p
eI〈S〉ψ (35)
on M . By definition of the time derivative, we obtain from (34) that
∂teI(hi ◦ ψ) =
∑
p∈P`
(h
(|p|)
i ◦ ψ) ∂t(epIψ) (36)
on R×M> with
∂t(e
p
Iψ) =
∑
S∈p
(∂teI〈S〉ψ)
∏
S 6=S′∈p
eI〈S′〉ψ. (37)
If ` < r and if c = (U,ϕ) is a chart for M , then we have
Lipc(eI(hi ◦ ψ)) ≤
∑
p∈P`
(
|h(|p|+1)i ◦ ψ| Lipc(ψ) epIψ + |h(|p|)i ◦ ψ| Lipc(epIψ)
)
(38)
on R× (M> ∩ U) with
Lipc(e
p
Iψ) ≤
∑
S∈p
Lipc(eI〈S〉ψ)
∏
S 6=S′∈p
|eI〈S′〉ψ|. (39)
Finally, if ` < r, and if f0 is tangent to the fibers of pi, then we have
L(f0, eI(hi ◦ ψ)) ≤
∑
p∈P`
|h(|p|)i ◦ ψ| L(f0, epIψ) (40)
on R×M> with
L(f0, e
p
Iψ) ≤
∑
S∈p
L(f0, eI〈S〉ψ)
∏
S 6=S′∈p
|eI〈S′〉ψ|. (41)
To prove the lemma, we fix an arbitrary partition p ∈ P` of {1, . . . , `}, and then we verify that
the terms in (34), (36), (38) and (40) that correspond to this fixed p satisfy the asserted bound-
edness properties. Let K be a compact subset of M . For every subset S ∈ p of {1, . . . , `},
we let k(S, 1), . . . , k(S, |S|) denote the elements of S in increasing order. Then, we can write
I〈S〉 = (ik(S,|S|), . . . , ik(S,1)). If there is an S ∈ p such that eik(S,1) is tangent to the fibers of pi,
then eI〈S〉ψ ≡ 0, and therefore there is nothing left to prove with respect to boundedness. For the
rest of the proof, we consider the nontrivial case in which for every S ∈ p, the vector field eik(S,1) is
not tangent to the fibers of pi. We make a case analysis. First, suppose that #I ≥ 2|p|. Then, by
the assumptions on hi, the function (h
(|p|)
i ◦ψ) is bounded by a multiple of ψ(1−#I)/2 on K \E. The
time-varying functions in (35), (37), (39) and (41) are locally uniformly bounded. It follows that the
terms in (34), (36) and (40) that correspond to the partition p are uniformly bounded by a multiple of
ψ(1−#I)/2 on K \E. Moreover, by Lemma A.4, Lipc(ψ) is locally bounded by a multiple of
√
ψ. Thus,
28
0123
(a)
0
12
3
(b)
0
12
3
(c)
0
1
2
3
(d)
0
1
2
3
(e)
0
1
23
(f)
Figure 3: Depiction of all increasing trees on {0, 1, 2, 3}. The trees are arranged in the same order as
the corresponding constituents of fIα in (43).
the term in (38) that correspond to the partition p is uniformly bounded by a multiple of ψ−#I/2
on K \ E. It remains to prove the same for the case #I < 2|p|. Recall that we also assume that for
every S ∈ p, the vector field eik(S,1) is not tangent to the fibers of pi. It follows that there are at least
2|p| − #I sets S ∈ p such that eik(S,2) , . . . , eik(S,|S|) are tangent to the fibers of pi. By Lemma A.6,
this implies that (35), (37), and (41) are locally uniformly bounded by a multiple of ψ|p|−#I/2 and
that (39) is locally uniformly bounded by a multiple of ψ|p|−#I/2−1/2. Since (h(|p|)i ◦ψ) is bounded by
a multiple of ψ1/2−|p| on K \E, we obtain the same boundedness properties as in the case #I ≥ 2|p|
for the terms in (34), (36), (38) and (40) that correspond to the partition p.
Our next aim is to derive an explicit formula for the iterative Lie derivatives fIα, i.e., we want to
compute
fIα = (hi` ◦ ψ)ei`
( · · · (hi2 ◦ ψ)ei2((hi1 ◦ ψ)ei1α) · · · ) (42)
on R×M> for arbitrary I = (i`, . . . , i1). For instance, if ` = 3, then (42) becomes
f(i3,i2,i1)α = (ei3ei2ei1α) (hi1 ◦ ψ) (hi2 ◦ ψ) (hi3 ◦ ψ) (43a)
+ (ei2ei1α) (hi1 ◦ ψ) (ei3(hi2 ◦ ψ)) (hi3 ◦ ψ) (43b)
+ (ei2ei1α) (ei3(hi1 ◦ ψ)) (hi2 ◦ ψ) (hi3 ◦ ψ) (43c)
+ (ei3ei1α) (ei2(hi1 ◦ ψ)) (hi2 ◦ ψ) (hi3 ◦ ψ) (43d)
+ (ei1α) (ei3ei2(hi1 ◦ ψ)) (hi2 ◦ ψ) (hi3 ◦ ψ) (43e)
+ (ei1α) (ei2(hi1 ◦ ψ)) (ei3(hi2 ◦ ψ)) (hi3 ◦ ψ) (43f)
on R×M>. It is known (cf. [9–11]) that these Lie derivatives can be expressed by means of rooted
trees. We refer the reader to [39] for a precise definition of a rooted tree and related terminology. An
increasing tree on {0, 1, . . . , `} is a rooted tree τ of vertices 0, 1, . . . , ` such that whenever a node k′
is a child of a node k in τ , we have k′ > k. (Increasing trees are also known as recursive trees.) As
an example, all increasing trees on {0, 1, . . . , `} are shown in Figure 3 for ` = 3. We denote the set
of increasing trees on {0, 1, . . . , `} by T`. It is easy to check that T` consists of `! trees. In order to
write down a general version of (43) for arbitrary `, we introduce the following notation. For every
tree τ ∈ T` and every node k ∈ {0, 1, . . . , `}, let τ [k] be the possibly empty set of children of k in τ .
If τ [k] is not empty, then eI〈τ [k]〉(hik ◦ ψ) is given by (34) in Lemma A.7. Otherwise, i.e., if τ [k] is
empty, then we define eI〈τ [k]〉(hik ◦ ψ) := (hik ◦ ψ).
Lemma A.8. Let I = (i`, . . . , i1) be a multi-index of length 0 < ` ≤ r + 1 with i1, . . . , i` ∈ {1, . . . ,m},
and let α ∈ C∞(M). Then we have
fIα =
∑
τ∈T`
(eI〈τ [0]〉α)
∏`
k=1
eI〈τ [k]〉(hik ◦ ψ) (44)
on R×M>. Moreover, for every compact subset K of M , the following holds.
(a) fIα− (eIα)
∏`
k=1(hik ◦ ψ) is uniformly bounded by a multiple of
√
ψ on K \ E.
(b) If ` ≤ r, then ∂t(fIα) − (∂t(eIα))
∏`
k=1(hik ◦ ψ) is uniformly bounded by a multiple of
√
ψ on
K \ E.
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(c) If ` ≤ r, and if c = (U,ϕ) is a chart for M with K ⊆ U , then Lipc(fIα) is uniformly bounded
on K \ E.
(d) If ` ≤ r, and if f0 is tangent to the fibers of pi, then L(f0, fIα) − L(f0, eIα)
∏`
k=1(hik ◦ ψ) is
uniformly bounded by a multiple of
√
ψ on K \ E.
Proof. As in [10], we prove (44) by induction on the length ` of I. Clearly, (44) holds for ` = 1.
In the inductive step, we assume that (44) holds for I = (i`1 , . . . , i1) and verify the formula for a
multi-index I ′ := (i`+1, i`, . . . , i1) with an additional index i`+1 ∈ {1, . . . ,m}. When we compute
the Lie derivative of fIα along fi`+1 on R ×M>, we can use the linearity and the product rule for
derivations. Thus, the inductive step is complete if we can show that
∑
τ∈T`
∑`
k=0
fi`+1(eI〈τ [k]〉αik)
∏`
k 6=κ=0
eI〈τ [κ]〉αiκ =
∑
τ ′∈T`+1
`+1∏
κ=0
eI′〈τ ′[κ]〉αiκ
on R ×M>, where α0 := α and αi := (hi ◦ ψ) for i = 1, . . . ,m. Note that for each tree τ ′ ∈ T`+1,
there is a unique pair (τ, k) in T` × {0, 1, . . . , `} such that τ ′ originates by adding the node ` + 1 as
a child of node k in τ . Moreover, both T`+1 and T` × {0, 1, . . . , `} have (` + 1)! elements. Thus, it
suffices to show that
fi`+1(eI〈τ [k]〉αik)
∏`
k 6=κ=0
eI〈τ [κ]〉αiκ =
`+1∏
κ=0
eI′〈τ ′[κ]〉αiκ
on R×M> for every tree τ ′ ∈ T`+1 and its associated pair (τ, k) as explained above. It is clear that
eI〈τ [κ]〉αiκ = eI′〈τ ′[κ]〉αiκ for κ = 0, 1, . . . , ` with κ 6= k because these nodes remain unchanged. Since
τ ′ originates from τ by adding the node `+ 1 as a child of node k, we also have
fi`+1(eI〈τ [k]〉αik) = (eI〈τ ′[`+1]〉αi`+1)(eI′〈τ ′[k]〉αik)
on R×M>, which completes the proof of (44).
Next, we prove the asserted boundedness properties. Let b` denote the bushy tree with ` leaves,
i.e., the tree in T` whose root has ` children (this tree is depicted in Figure 3afor ` = 3). For τ ∈ T`
with τ 6= b`, define the time-varying function
f τI ψ :=
∏`
k=1
eI〈τ [k]〉(hik ◦ ψ) (45)
on M>. Then, we can write
fIα− (eIα)
∏`
k=1
(hik ◦ ψ) =
∑
b` 6=τ∈T`
(eI〈τ [0]〉α) f τI ψ (46)
on R×M>. If ` ≤ r, we obtain by definition of the time derivative that
∂tfIα− (∂teIα)
∏`
k=1
(hik ◦ ψ) =
∑
b` 6=τ∈T`
(
(∂teI〈τ [0]〉α) (f τI ψ) + (eI〈τ [0]〉α) (∂tf
τ
I ψ)
)
(47)
on R×M> with
∂tf
τ
I ψ =
∑`
k=1
(∂teI〈τ [k]〉(hik ◦ ψ))
∏`
k 6=κ=1
eI〈τ [κ]〉(hiκ ◦ ψ). (48)
If ` ≤ r and if c = (U,ϕ) is a chart for M , then we have
Lipc(fIα) ≤ Lipc(eIα)
∏`
k=1
(hik ◦ ψ) + (eIα)
∑`
k=1
Lipc(hik ◦ ψ)
∏`
k 6=κ=1
(hiκ ◦ ψ) (49a)
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+
∑
b` 6=τ∈T`
(
Lipc(eI〈τ [0]〉α) |f τI ψ|+ |eI〈τ [0]〉α| Lipc(f τI ψ)
)
(49b)
on R× (M> ∩ U) with
Lipc(f
τ
I ψ) ≤
∑`
k=1
Lipc(eI〈τ [k]〉(hik ◦ ψ))
∏`
k 6=κ=1
|eI〈τ [κ]〉(hiκ ◦ ψ)|. (50)
Finally, if ` ≤ r, and if f0 is tangent to the fibers of pi, then the Lie derivative of hik ◦ ψ along f0
vanishes and therefore we have∣∣∣L(f0, fIα)− L(f0, eIα) ∏`
k=1
(hik ◦ ψ)
∣∣∣ (51a)
≤
∑
b` 6=τ∈T`
(
L(f0, eI〈τ [0]〉α) |f τI ψ|+ |eI〈τ [0]〉α| L(f0, f τI ψ)
)
(51b)
on R×M> with
L(f0, f
τ
I ψ) ≤
∑`
k=1
L(f0, eI〈τ [k]〉(hik ◦ ψ))
∏`
k 6=κ=1
|eI〈τ [κ]〉(hiκ ◦ ψ)|. (52)
Fix a tree τ ∈ T` which is not the bushy tree b`. For every k = 0, 1, . . . , `, we denote by #I〈τ [k]〉 the
number of children κ ∈ τ [k] for which yν−1/2h(ν)iκ (y) remains bounded as y ↓ 0 for ν = 0, 1, . . . , r. If
there exists k ∈ {1, . . . , `} such that τ [k] is not empty and hik ≡ 1 on (0,∞), then eI〈τ [k]〉(hik ◦ψ) ≡ 0
and therefore also f τI α ≡ 0 on R ×M>. In this case, there is nothing left to prove with respect to
boundedness. For the rest of the proof we consider the opposite case in which, for every k ∈ {1, . . . , `},
we have that τ [k] is empty or that yν−1/2h(ν)ik (y) remains bounded as y ↓ 0 for ν = 0, 1, . . . , r. Since τ
is assumed to be not a bushy tree, it follows for the root that #I〈τ [0]〉 ≥ 1. For each of the remaining
nodes k = 1, . . . , ` of τ , there are two possibilities: either τ [k] is empty and hik ≡ 1 on (0,∞), which
results in eI〈τ [k]〉(hik ◦ψ) ≡ 1 on R×M>, or otherwise, by Lemma A.7 (a), eI〈τ [k]〉(hik ◦ψ) is uniformly
bounded by a multiple of ψ(1−#I〈τ [k]〉)/2 on K \E. Since #I = #I〈τ [0]〉+ · · ·+ #I〈τ [`]〉, this implies
that (45) is uniformly bounded by a multiple of ψ#I〈τ [0]〉/2 on K \ E. Because of Lemma A.7 (b)
and (d), the same argument implies that also (48) and (52) are uniformly bounded by a multiple of
ψ#I〈τ [0]〉/2 on K \ E. Since #I〈τ [0]〉 ≥ 1, this proves the asserted boundedness properties of (46),
(47), and (51), i.e., statements (a), (b), and (d) of Lemma A.8. For the pointwise Lipschitz constant,
we obtain from Lemma A.7 (c) and a similar argument as above that (50) is uniformly bounded by
a multiple of ψ#I〈τ [0]〉/2−1 on K \ E. Thus, the same is true for the contribution in (49b). Since
#I〈τ [0]〉 ≥ 1, this implies that (50) is uniformly bounded on K \ E. Note that the same is true for
the contribution on the right-hand side of (49a) because of Lemmas A.4 and A.5. This proves the
remaining part (c) of Lemma A.8.
So far we have restricted our considerations to the submanifold M> of M where existence of the
iterated Lie derivatives fIα is ensured by the fact that the functions hi ◦ ψ are of class Cr. In the
next step, we show that fIα and its derivatives also exist on the zero set E of ψ.
Lemma A.9. Let I = (i`, . . . , i1) be a multi-index of length 0 < ` ≤ r + 1 with i1, . . . , i` ∈ {1, . . . ,m},
and let α ∈ C∞(M). Then:
(a) fIα = (eIα)
∏`
k=1 hik(0) holds on R× E.
(b) If ` ≤ r, then fIα is a locally uniformly Lipschitz continuous time-varying function on M .
(c) If ` ≤ r, then ∂tfIα = (∂teIα)
∏`
k=1 hik(0) holds on R× E.
(d) If ` ≤ r, and if f0 is tangent to the fibers of pi, then L(f0, fIα) = L(f0, eIα)
∏`
k=1 hik(0) holds
on R× E.
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Proof. We prove the lemma by induction on the length ` of I. Clearly, statement (a) is true for
` = 1. In the inductive step, we assume that statement (a) is true for some ` ∈ {1, . . . , r} and
then we prove statements (b), (c), (d) for |I| = ` and statement (a) for |I| = ` + 1. To prove that
fIα is locally uniformly Lipschitz continuous, we use Lemma A.2. For this reason, fix an arbitrary
chart c = (U,ϕ) for M and a compact subset K of U . We already know from Lemma A.8 (c) that
Lipc(fIα) is uniformly bounded on K \ E. Therefore, it remains to prove that Lipc(fIα) is also
uniformly bounded on K ∩E. By the induction hypothesis, we can define the time-varying function
∆fIα := fIα− (eIα)
∏`
k=1
(hik ◦ ψ) (53)
on M . By Lemma A.5, the product (eIα)
∏`
k=1(hik ◦ ψ) on the right-hand side of (53) is a locally
uniformly Lipschitz continuous time-varying function on M . Thus, statement (b) follows if we can
prove that Lipc(∆fIα) is uniformly bounded on K ∩ E. We conclude from the inductive hypothesis
and Lemma A.8 (a) that ∆fIα is locally uniformly bounded by a multiple of
√
ψ. Thus, there exist
a compact neighborhood K ′ ⊆ U of K and a constant c > 0 such that∣∣∆fIα(t, x′)−∆fIα(t, x)∣∣ ≤ c ∣∣√ψ(x′)−√ψ(x)∣∣
for every t ∈ R, every x ∈ K ∩ E and every x′ ∈ K ′. Since √ψ is locally Lipschitz continuous (cf.
Lemma A.4), we conclude from Lemma A.2 that Lipc(∆fIα) is uniformly bounded on K ∩E, which
completes the proof of statement (b) for |I| = `. Statement (c) follows directly from the induction
hypothesis and the definition of the time derivative. To prove statement (d), assume that f0 = e0 is
tangent to the fibers of pi, and fix arbitrary t ∈ R and x ∈ M . Let γ be the maximal integral curve
of f0 passing through x at t. Since f0 is tangent to the fibers of pi and since ψ is constant on the
fibers of pi with ψ(x) = 0, we have ψ ◦ γ ≡ 0, i.e., the curve γ runs in E. Therefore, we have
1
s
(
(fIα)(t, γ(t+ s))− (fIα)(t, x)
)
=
1
s
(
(eIα)(t, γ(t+ s))− (eIα)(t, x)
) ∏`
k=1
hik(0).
for s 6= 0 sufficiently close to 0. In the limit s→ 0, we obtain statement (d) for |I| = `. To finish the
inductive step, we have to show that for every i`+1 = 1, . . . ,m, the Lie derivative of fIα along fi`+1
is given as in (a) for the multi-index I ′ = (i`+1, . . . , i1). If ei`+1 is tangent to the fibers of pi, then
a similar argument as in the proof of statement (d) yields the asserted formula for fI′α on R × E.
Otherwise, we know that fi`+1 is locally uniformly bounded by a multiple of
√
ψ, which implies that
fi`+1 vanishes on R×E. Then (a) is also true, since both fI′α and (eI′α)
∏`+1
k=1 hik(0) are identically
equal to zero on R× E.
The next lemma is an important step in the identification of Theorem 5.11 as a particular case of
Theorem 5.8.
Lemma A.10. (f0, f1, . . . , fm) ∈ Sys(M ;m, r).
Proof. We have to check that (f0, f1, . . . , fm) satisfies properties (i),(ii),(iii) in Definition 5.1. Prop-
erty (i) is trivially satisfied, since f0 = e0. Let I = (i`, . . . , i1) be a multi-index of length 0 < ` ≤ r + 1
with i1, . . . , i` ∈ {1, . . . ,m}, and let α ∈ C∞(M). We know from Lemmas A.8 and A.9 that the it-
erated Lie derivative fIα exists as a time-varying function on M and that ∆fIα in (53) is locally
uniformly bounded by a multiple of
√
ψ. Note that the product on the right-hand side of (53) is
locally uniformly bounded and therefore the same is true for fIα. Now suppose that ` ≤ r. Then,
we know from Lemma A.9 (b) that fIα is locally uniformly Lipschitz continuous. Moreover, from
Lemma A.8 (b) and Lemma A.9 (c), we derive that the time derivative ∂tfIα exists as a time-varying
function on M and that
∆∂t(fIα) := ∂t(fIα)− (∂t(eIα))
∏`
k=1
(hik ◦ ψ) (54)
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is locally uniformly bounded by a multiple of
√
ψ. Since the product on the right-hand side in the
above equation is locally uniformly bounded, the same is true for ∂t(fIα). To complete the proof
of property (ii) in Definition 5.1, it remains to show that ∂t(fIα) is continuous as a function on
R ×M . This is true on R ×M> because equations (36), (37), (47) and (48) show that ∂t(fIα) is
a sum of products of continuous functions functions on R ×M . It remains to prove continuity of
∂t(fIα) at points in R × E. The product on the right-hand side of (54) is clearly continuous. Also
∆∂t(fIα) is continuous at points of R × E because it is locally uniformly bounded by a multiple of√
ψ. Thus, ∂t(fIα) is continuous as a function on R×M . A similar argument, using the local uniform
boundedness of ∆fIα by a multiple of
√
ψ, implies that fIα is a Carathe´odory function for |I| = r+1,
which completes the proof that (f0, f1, . . . , fm) satisfies all properties in Definition 5.1.
To complete the proof of Theorem 5.11, we have to show that the boundedness properties in
Theorem 5.8 are satisfied. This is done in the next lemma.
Lemma A.11. Let I be a multi-index of length 0 < ` ≤ r, and let i ∈ {1, . . . ,m}. Let α ∈ C∞(M)
be constant on the fibers of pi. Then the following holds.
(a) fiα, fifIα, and ∂tfIα are locally uniformly bounded by a multiple of
√
ψ.
(b) f0α and f0(fIα) are locally uniformly bounded (in the sense of Remark 5.7).
(c) If the drift e0 is tangent to the fibers of pi or if e0 locally uniformly bounded by a multiple of√
ψ, then f0α and f0(fIα) are locally uniformly bounded by a multiple of
√
ψ (in the sense of
Remark 5.7).
Proof. Note that the function α is constant on the fibers of pi. The asserted bounded properties
of f0α and fiα are therefore clear. Next, we turn our attention to ∂tfIα. We already know that
∆∂t(fIα) in (54) is locally uniformly bounded by a multiple of
√
ψ. Since α is constant on the fibers
of pi, it follows that also the product on the right-hand side of (54) is locally uniformly bounded by
a multiple of
√
ψ. Thus, the same is true for ∂tfIα. Using, Lemma A.8 (a) and Lemma A.9 (a), a
similar argument implies that also fifIα is locally uniformly bounded by a multiple of
√
ψ. It is left to
prove the boundedness properties of f0(fIα) in parts (b) and (c). Note that for every (t, x) ∈ R×M
at which f0(fIα) exists, we have
|(f0(fIα))(t, x)| = L(f0, fIα)(t, x)
Fix an arbitrary chart c = (U,ϕ) for M . Let f0ϕ denote the componentwise Lie derivative of ϕ along
f0, which is locally uniformly bounded by assumption on f0 = e0. It follows from the definitions that
L(f0, fIα) ≤ ‖f0ϕ‖ Lipc(fIα)
on R × U . Since fIα is locally uniformly Lipschitz continuous, we know that Lipc(fIα) is locally
uniformly bounded. Thus, L(f0, fIα) is locally uniformly bounded as well. The above estimate also
implies that L(f0, fIα) is locally uniformly bounded by a multiple of
√
ψ if f0 is locally uniformly
bounded by a multiple of
√
ψ. Finally, suppose that f0 is tangent to the fibers of pi. To verify that
L(f0, fIα) is locally uniformly bounded by a multiple of
√
ψ, we use the estimate
L(f0, fIα) ≤
∣∣∣L(f0, fIα)− L(f0, eIα) ∏`
k=1
(hik ◦ ψ)
∣∣∣+ L(f0, eIα) ∏`
k=1
|hik ◦ ψ|.
The first term on the right-hand side of the above inequality is locally uniformly bounded by a
multiple of
√
ψ by Lemma A.8 (d) and Lemma A.9 (d). Since α is tangent to the fibers of pi, the
second contribution on the right-hand side of the above inequality is also locally uniformly bounded by
a multiple of
√
ψ. Thus, the same is true for L(f0, fIα), which completes the proof of the lemma.
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A.3. Proof of Proposition 6.1
We follow the proof of Theorem 5.1 in [23]. For each k = 1, . . . , p, we define two sets Ω(2k − 1) :=
Ω(2k) := {±ωk} and four C1 maps η±ωk,2k−1, η±ωk,2k : R → C by η±ωk,2k−1(t) :=
√
2ωkλk(t)/2 and
η±ωk,2k(t) := ±
√
2ωk/(2i), respectively. Then, we can write
uj`(t) = j
1
2
∑
ω∈Ω(`)
ηω,`(t) e
ijωt
for ` = 1, . . . ,m. Using integration by parts, we get∫ t
t0
uj`(s) ds = j
− 1
2
∑
ω∈Ω(`)
(
ηω,`(t) e
ijωt
iω
− ηω,`(t0) e
ijωt0
iω
−
∫ t
t0
η˙ω,`(s) e
ijωs
iω
ds
)
.
Thus, by defining
vj` (t) := −j−
1
2
∑
ω∈Ω(`)
η˙ω,`(t) e
ijωt
iω
,
U˜V j`(t) := −j−
1
2
∑
ω∈Ω(`)
ηω,`(t) e
ijωt
iω
,
we ensure that
˙˜
UV j` = v
j
` − uj` . If we multiply uj` by U˜V j`′ and integrate we get∫ t
t0
uj`(s)U˜V
j
`′(s) ds = −
∑
(ω,ω′)∈Ω(`)×Ω(`′)
∫ t
t0
ηω,`(s) ηω′,`′(s)
iω′
eij(ω+ω
′)s ds.
It is straight forward to check that the terms with ω + ω′ = 0 in the above sum lead to v`,`′(t), i.e.,
v`,`′(t) = −
∑
(ω,ω′)∈Ω(`)×Ω(`′)
ω+ω′=0
ηω,`(t) ηω′,`′(t)
iω′
.
For the terms with ω + ω′ 6= 0, we apply again integration by parts and obtain∫ t
t0
ηω,`(s) ηω′,`′(s)
iω′
eij(ω+ω
′)s ds = −j−1
∫ t
t0
(ηω,`ηω′,`′ )˙(s)
i2ω′(ω + ω′)
eij(ω+ω
′)s ds
+ j−1
(
(ηω,`ηω′,`′)(t)
i2ω′(ω + ω′)
eij(ω+ω
′)t − (ηω,`ηω′,`′)(t0)
i2ω′(ω + ω′)
eij(ω+ω
′)t0
)
.
To ensure
˙˜
UV j`,`′ = v
j
`,`′ − uj`U˜V j`′ , we define
vj`,`′(t) := v`,`′(t) + j
−1 ∑
(ω,ω′)∈Ω(`)×Ω(`′)
ω+ω′ 6=0
(ηω,`ηω′,`′ )˙(t)
i2ω′(ω + ω′)
eij(ω+ω
′)t
U˜V j`,`′(t) := j
−1 ∑
(ω,ω′)∈Ω(`)×Ω(`′)
ω+ω′ 6=0
(ηω,`ηω′,`′)(t)
i2ω′(ω + ω′)
eij(ω+ω
′)t.
It is easy to verify that the above defined sequences of vjI and U˜V
j
I satisfy conditions c1(r)-c3(r) in
Definition 2.4 with respect to the uji and v
j
I for r = 2.
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A.4. Proof of Proposition 6.5
For each ν = 1, . . . , N , and k = 1, 2, 3 we define the set Ω(3(ν−1)+k) := {±ων,k} and complex-valued
constants
ηων,1 :=
ω
3/4
ν,1
2
, ηων,2 :=
ω
3/4
ν,2
2 i
, ηων,3 := 2
13/8
ω
3/4
ν,3
2
,
η−ων,1 :=
ω
3/4
ν,1
2
, η−ων,2 := −
ω
3/4
ν,2
2 i
, η−ων,3 := 2
13/8
ω
3/4
ν,3
2
Then, we can write
uj`(t) = j
3
4
∑
ω∈Ω(`)
ηω,` e
ijωt
for ` = 1, . . . ,m. As a preparation for the subsequent calculations, we prove that for all `i ∈
{1, . . . ,m} and ωi ∈ Ω(`i) with i = 1, 2, 3, 4, the following properties hold.
(i) We always have ω1 6= 0.
(ii) If ω1 + ω2 = 0, then `1 = `2.
(iii) We always have ω1 + ω2 + ω3 6= 0.
(iv) We have ω1 + ω2 + ω3 + ω4 = 0 if and only if
(A) each ωi, i = 1, 2, 3, 4, is canceled out by its negative −ωi (this case is referred to as pure
cancelation by pairs in [23]); or
(B) there is ν ∈ {1, . . . , N} such that (ω1, ω2, ω3, ω4) is either a permutation of (ων,1, ων,2,−ων,3,−ων,3)
or a permutation of (−ων,1,−ων,2, ων,3, ων,3).
Property (i) is clear. Property (ii) follows from the fact that the ων,a, ν = 1, . . . , N , a = 1, 2, 3, are
pairwise distinct. We prove the remaining properties (iii) and (iv) by means of a result from number
theory. Recall that a positive integer is said to be square free if in its prime factorization no prime
factor occurs with an exponent larger than one. A finite sequence x1, . . . , xn of real numbers is said
to be linearly independent over the set of integers Z if λ1x1 + · · ·+ λnxn = 0 with λ1, . . . , λn ∈ Z is
only satisfied for λ1 = · · ·λn = 0. In the following, we will use the known fact (see [2]) that square
roots of pairwise distinct square free integers > 1 are linearly independent over Z. Note that the
numbers κ2, 2κ2, κ3, 2κ3, . . . are pairwise distinct square free integers > 1. Moreover each ω ∈ Ω(`)
is of the form ω = a
√
κν+1 + b
√
2κν+1 for some ν ∈ {1, . . . , N} and for some (a, b) from the set
Λ := {±(3, 2),±(1, 0),±(2, 1)}. To prove (iii), we write each ωi uniquely as ωi = ai√κνi+1+bi
√
2κνi+1
with (ai, bi) ∈ Λ. If the numbers ν1, ν2, ν3 are not all equal, then ω1 + ω2 + ω3 is clearly a nontrivial
linear combination of the
√
κνi+1,
√
2κνi+1 and therefore nonzero. Otherwise, i.e., if the numbers
ν1, ν2, ν3 are all equal, then ω1 + ω2 + ω3 = 0 would imply a1 + a2 + a3 = 0 and b1 + b2 + b3 = 0.
However, it is easy to check that these equations have no solutions for (ai, bi) ∈ Λ. It remains to
prove property (iv). Suppose that ω1 +ω2 +ω3 +ω4 = 0 and that condition (A) of pure cancelation by
pairs is not satisfied. Thus, we have to show that we are in the situation of case (B). Again we write
ωi = ai
√
κνi+1 + bi
√
2κνi+1 with (ai, bi) ∈ Λ. Since we have ruled out pure cancelation by pairs, the
linear independence of the
√
κνi+1,
√
2κνi+1 implies that the numbers ν1, . . . , ν4 have to be all equal.
This in return implies that a1 + · · ·+a4 = 0 and b1 + · · ·+b4 = 0. It is straight forward to check that,
under the assumption of no canceling by pairs, there are exactly 12 solutions of a1 + · · · + a4 = 0
and b1 + · · · + b4 = 0 with (ai, bi) ∈ Λ, namely when ((a1, b1), . . . , (a4, b4)) is either a permutation
of (+(3, 2),+(1, 0),−(2, 1),−(2, 1)) or a permutation of (−(3, 2),−(1, 0),+(2, 1),+(2, 1)). These 12
solutions coincide with the 12 possible assignments to (ω1, ω2, ω3, ω4) in (B).
Now we can apply the same procedure as in the proof of Theorem 5.1 in [23]. For a single index
` ∈ {1, . . . ,m}, we compute∫ t
t0
uj`(s) ds =
∫ t
t0
vj` (s) ds−
(
U˜V j`(t)− U˜V j`(t0)
)
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with vj` := v` ≡ 0 and
U˜V j`(t) := −j−
1
4
∑
ω∈Ω(`)
ηω,` e
ijωt
iω
,
because of property (i).
Fix an arbitrary multi-index I = (`1, `2) with `1, `2 ∈ {1, . . . ,m}. If we multiply uj`1 by U˜V
j
`2
and
integrate we get∫ t
t0
uj`1(s)U˜V
j
`2
(s) ds = −j 24
∑
(ω1,ω2)∈Ω(`1)×Ω(`2)
∫ t
t0
ηω1,`1 ηω2,`2
iω2
eij(ω1+ω2)s ds.
Let (ω1, ω2) ∈ Ω(`1)×Ω(`2). Then, also (−ω1,−ω2) ∈ Ω(`1)×Ω(`2). If ω1+ω2 = 0, then property (ii)
implies `1 = `2, and therefore
ηω1,`1 ηω2,`2
iω2
=
|ηω2,`2 |2
iω2
and
η−ω1,`1 η−ω2,`2
−iω2 = −
|ηω2,`2 |2
iω2
. Thus, all terms
with ω1 +ω2 = 0 in the above sum add up to 0, and therefore the summation reduces to the set Ω(I)
of all (ω1, ω2) ∈ Ω(`1)× Ω(`2) with ω1 + ω2 6= 0. We compute the remaining integrals and obtain∫ t
t0
uj`1(s)U˜V
j
`2
(s) ds =
∫ t
t0
vjI(s) ds−
(
U˜V jI(t)− U˜V jI(t0)
)
with vjI := vI ≡ 0 and
U˜V jI(t) := (−1)2j−
2
4
∑
ωˆ∈Ω(I)
ηωˆ,I
i2h(ωˆ)
eij(
∑
ωˆ)t,
where we have used the abbreviations ηωˆ,I := ηω1,`1ηω2,`2 , h(ωˆ) := ω2(ω2 + ω1), and
∑
ωˆ := ω1 + ω2
for ωˆ = (ω1, ω1) ∈ Ω(I).
Fix an arbitrary multi-index I = (`1, `2, `3) with `1, `2, `3 ∈ {1, . . . ,m} and write I¯ := (`2, `3).
Multiplying uj`1 by U˜V
j
I¯
and integrating we get∫ t
t0
uj`1(s)U˜V
j
I¯
(s) ds = (−1)2j 14
∑
(ω1,ωˆ)∈Ω(`1)×Ω(I¯)
∫ t
t0
ηω1,`1 ηωˆ,I¯
i2h(ωˆ)
eij(ω1+
∑
ωˆ)s ds.
By definition of Ω(I¯) and because of property (iii), the set Ω(`1) × Ω(I¯) in the above sum can be
identified with the set Ω(I) of all ωˆ = (ω1, ω2, ω3) in Ω(`1) × Ω(`2) × (Ω3) with h(ωˆ) := ω3(ω3 +
ω2)(ω3 + ω2 + ω1) 6= 0. We compute the integrals and obtain∫ t
t0
uj`1(s)U˜V
j
I¯
(s) ds =
∫ t
t0
vjI(s) ds−
(
U˜V jI(t)− U˜V jI(t0)
)
with vjI := vI ≡ 0 and
U˜V jI(t) := (−1)3j−
3
4
∑
ωˆ∈Ω(I)
ηωˆ,I
i3h(ωˆ)
eij(
∑
ωˆ)t,
where we have used the abbreviations ηωˆ,I := ηω1,`1ηω2,`2ηω3,`3 and
∑
ωˆ := ω1 + ω2 + ω3 for ωˆ =
(ω1, ω2, ω3) ∈ Ω(I).
Fix an arbitrary multi-index I = (`1, . . . , `4) with `1, . . . , `4 ∈ {1, . . . ,m} and write I¯ := (`2, `3, `4).
Multiplying uj`1 by U˜V
j
I¯
and integrating we get∫ t
t0
uj`1(s)U˜V
j
I¯
(s) ds = (−1)3j0
∑
(ω1,ωˆ)∈Ω(`1)×Ω(I¯)
∫ t
t0
ηω1,`1 ηωˆ,I¯
i3h(ωˆ)
eij(ω1+
∑
ωˆ)s ds.
We let Ω(I) be the set of all ωˆ = (ω1, . . . , ω4) in Ω(`1)×· · ·×(Ω4) with h(ωˆ) := ω4(ω4+ω3) · · · (ω4+ω3+
ω2 +ω1) 6= 0. Again, we introduce the abbreviations ηωˆ,I := ηω1,`1 · · · ηω4,`4 and
∑
ωˆ := ω1 + · · ·+ω4
for ωˆ = (ω1, . . . , ω4) ∈ Ω(I). Then, we can write the above integral as∫ t
t0
uj`1(s)U˜V
j
I¯
(s) ds =
∫ t
t0
vjI(s) ds−
(
U˜V jI(t)− U˜V jI(t0)
)
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with
vjI(t) := (−1)3j0
∑
(ω1,(ω2,ω3,ω4))∈Ω(`1)×Ω(I¯)
ω1+ω2+ω3+ω4=0
ηω1,`1 ηω2,`2 ηω3,`3 ηω4,`4
i3ω4(ω4 + ω3)(ω4 + ω3 + ω2)
,
U˜V jI(t) := (−1)4j−1
∑
ωˆ∈Ω(I)
ηωˆ,I
i4h(ωˆ)
eij(
∑
ωˆ)t.
We show that vjI(t) = vI(t) with vI(t) defined as in Proposition 6.5. We start with the case in which
the set of (ω1, (ω2, ω3, ω4)) ∈ Ω(`1)× Ω(I¯) with ω1 + ω2 + ω3 + ω4 = 0 is not empty. We know from
property (iv) that ω1 + ω2 + ω3 + ω4 = 0 holds if and only if either condition (A) or condition (B) is
satisfied. First, consider the case in which some (ω1, ω2, ω3, ω4) satisfies condition (A). Then, there
are i, i′ ∈ {1, 2, 3, 4} and `, `′ ∈ {1, . . . ,m} such that
ηω1,`1 ηω2,`2 ηω3,`3 ηω4,`4 = |ηωi,`|2 |ηωi′ ,`′ |2.
Note that also (−ω1, (−ω2,−ω3,−ω4)) ∈ Ω(`1)× Ω(I¯) and
η−ω1,`1 η−ω2,`2 η−ω3,`3 η−ω4,`4 = |ηωi,`|2 |ηωi′ ,`′ |2.
It follows that terms in the sum on the right-hand side of vjI(t) for which condition (A) holds cancel
each other. Thus, the only possibly nonvanishing contribution comes from terms with (ω1, ω2, ω3, ω4)
which satisfy condition (B). In this case, there exists ν ∈ {1, . . . , N} such that (ω1, ω2, ω3, ω4) is
either a permutation of (ων,1, ων,2,−ων,3,−ων,3) or a permutation of (−ων,1,−ων,2, ων,3, ων,3). Thus,
I = (k1, k2, k3, k4)ν , where (k1, k2, k3, k4)ν is given by (32) and (k1, k2, k3, k4) is a permutation of
(1, 2, 3, 3). A direct computation for the 12 permutations (k1, k2, k3, k4) of (1, 2, 3, 3) shows that
vj(k1,k2,k3,k4)ν (t) = v(k1,k2,k3,k4)ν (t)
with v(k1,k2,k3,k4)ν (t) as in (31). If there is no (ω1, (ω2, ω3, ω4)) ∈ Ω(`1) × Ω(I¯) for which ω1 + ω2 +
ω3 + ω4 = 0 holds, then I is not of the form (k1, k2, k3, k4)ν with (k1, k2, k3, k4) being a permutation
of (1, 2, 3, 3), and therefore vjI(t) = 0 = vI(t).
It is easy to verify that the above defined sequences of vjI and U˜V
j
I satisfy conditions c1(r)-c3(r)
in Definition 2.4 with respect to the uji and v
j
I for r = 4.
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