The purpose of this paper is to adapt the empirical characteristic function (ECF) method to stable, but possibly not inverse stable linear stochastic system driven by the increments of a Lévy-process. A remarkable property of the ECF method for i.i.d. data is that, under an ideal setting, it gives an efficient estimate of the unknown parameters of a given parametric family of distributions. Variants of the ECF method for special classes of dependent data has been suggested in several papers using the joint characteristic function of blocks of unprocessed data. However, the latter may be unavailable for Lévy-systems. We introduce a new, computable score that is essentially a kind of output error. The feasibility of the procedure is based on a result of Devroye on the generation of r.v.-s with given c.f. Two special cases are considered in detail, and the asymptotic covariance matrices of the estimators are given. The present work extends our previous work on the ECF identification of stable and inverse stable linear stochastic Lévy-systems, see [1] . 2014 European Control Conference (ECC) June 24-27, 2014. Strasbourg, France 978-3-9524269-1-3 © EUCA 412
I. INTRODUCTION
Lévy processes have been widely used to model phenomena arising in natural sciences, economics, financial mathematics, queueing theory and telecommunication [2] , [3] , [4] . The geometric Brownian motion, which is considered the classical model for modeling the dynamics of financial instruments, was introduced by Louis Bacehelier [5] . Although empirical studies found that the model's assumptions do not correspond with reality, this model is still the accepted core model. Recently a new model has been used to model stock dynamics, called the geometric Lévy processes obtained by taking the exponential of a Lévy process.
In this paper we present an identification method that is inspired by the so-called empirical characteristic function (ECF for short) method and the output error identification method. The ECF method, which can be interpreted as the Fourier transform of a maximum likelihood method, see [6] , was first applied to estimate the unknown parameters of a characteristic function using i.i.d. samples. Carrasco and Florens showed in [7] that the ECF method gives an efficient estimator for the problem of identifying the characteristics of a distribution that lacks a probability density function, but has a computable characteristic function (c.f.). The ECF method has been adapted to identify the noise characteristics of linear systems, but the identification of the system dynamics is typically out of the scope of papers. Among the few papers that estimate the system parameters in [8] the parameters of manfay.mate@sztaki.mta.hu an ARMA process are identified using M-estimators with a given distribution on the driving noise. In [9] Schlemm and Stelzer estimates the system parameters and the covariance of the noise for Lévy-driven continuous-time ARMA processes using quasi maximum likelihood method. In [1] both the system parameters and the noise parameters are estimated and it is showed that a properly adapted ECF method estimates the system dynamics more effectively than standard methods such as prediction error and quasi maximum likelihood.
The purpose of this paper is to extend the results presented in [1] to finite dimensional stochastic Lévy systems with unstable zeros. Recall that both the PE method and the ML method as presented in [10] assume that the system is nonminimum phase, ie. it has an exponentially stable inverse. The same assumption is used in [1] . In fact, the identification of finite dimensional linear stochastic systems with unstable zeros is barely discussed in the literature. A remarkable feature of the ECF method is that is naturally applicable to the identification of finite dimensional stochastic systems if properly adapted. Our starting point is the ECF method for dependent data, as presented in the literature, using blocks of data, see [11] . This idea is then extended by defining a c.f. in terms of data passed through a possibly non-FIR filter. A novel challenge of this approach is that the exact c.f. cannot be computed explicitly (which is the key assumption for the ECF methods). However, it is found that an unbiased estimator for the exact c.f. can be obtained under the assumption that we can simulate the system with arbitrary feasible choice of the system parameters θ and noise parameter η. The latter assumption is not unrealistic in view of the procedure presented in [12] .
Thus we finally arrive at a procedure which can be viewed as a statistical output error method. The actual data are compared to simulated data, and the parameters of the latter are adjusted so as to ensure a good fit in a statistical sense. The resulting method can be analyzed along the lines of the classic ECF, or rather general method of moments (GMM).
In retrospect, our method also extends the classic ECF method for i.i.d. data for situations when the c.f. is not available explicitly, but we do have an unbiased estimator of it in terms of a parameter-dependent random variable, say ξ(η), which is computable via a mechanism of the form
where F is a fixed, known function of ρ and η, and ρ is a fixed random variable with known distribution. The data are generated via a true η * and the problem is to identify η * . The above problem formulation is perfectly in line with the problem of system identification with ρ denoting the input noise and η * denoting the system parameters.
II. LÉVY PROCESSES
A Lévy process (L t ) is a continuous-time stochastic process that has stationary and independent increments. Thus, the behavior of a Lévy process shows several similarities with that of the Wiener process, but the trajectories of Lévy process may be discontinuous. For an excellent introduction to the theory of Lévy processes see [13] .
One of the simplest but not trivial example for a Lévy process is the compound Poisson process. It is a Poisson process with random, independent and identically distributed jumps. By extending the idea of the construction of compound Poisson processes we obtain a more general class Lévy processes, the so called pure-jump processes, formally given by
where N (dt, dx) is a time-homogeneous, space-time Poisson point-process, that counts the number of jumps of size x at time t. A simple and elegant introduction to Poisson pointprocesses in a general state-space is given in [14] . A basic technical tool in the theory of Lévy processes is the Lévy measure. For pure-jump processes their Lévy measure is defined using the intensity of N (dt, dx). That intensity is formally defined by E[N (dt, dx)], with E denoting expectation. Due to time homogeneity, E[N (dt, dx)] can be written as
where ν(dx) is the so-called Lévy-measure of process L t . Now the above representation of a pure-jump Lévy process given in (1) is mathematically rigorous if
In the area of financial time series sample paths with finite variations are obtained for most indices, as supported by empirical evidence, see [15] . Such finite variation processes are obtained when modeling indices. It also worth noting that (2) implies that for all t < ∞
Since a Lévy process L t has independent and identically distributed increments its characteristic function can be written in the form E e iuLt = e tψ(u) .
Here ψ(u) is called the characteristic exponent of L t .
III. EXAMPLES FOR LÉVY PROCESSES IN MODELING
The compound Poisson process is a continuous-time stochastic process defined by its rate λ and its jump size distribution F via
where (N t ) is a Poisson process with rate λ, and X i -s are i.i.d. random variables with distribution F. Such processes are widely used for modeling purposes in queueing theory, for example see [16] .
Geometric Lévy processes have been widely used recently to model price processes. Several Lévy process have been proposed by different authors.
Carr, Geman, Madan and Yor in [15] argues that the so-called CGMY process is able to model several important characteristics of price dynamics. Using standard parametrization the Lévy measure of the CGMY process is given by
where C, G, M > 0, and 0 < Y < 2. Intuitively, C controls the level of activity, G and M together control skewness. Typically G > M reflecting the fact that prices tend to increase rather than decrease. Y controls the density of small jumps, i.e. the fine structure. For Y < 1 the integrability condition (2) is satisfied, thus the corresponding Lévy process is of finite variation. The characteristic function of a CGMY process L t with parameters C, G, M and Y is given by
where Γ denotes the gamma-function. Letting Y = 0 we get the Variance Gamma process in limit, which is a time changed Brownian motion with drift. If G = M = 0 then we get c.f. of the well-known stable processes. A more general class of tempered stable distributions is studied in [17] , Terdik and Woyczński obtain analytic formulas for the Rosiński measure of tempered processes.
IV. ECF METHOD FOR I.I.D. DATA In this section we briefly describe the ECF method for i.i.d. samples with a finite number of moment conditions, see [7] . A remarkable property of the ECF method is that, under an ideal setting, it gives an efficient estimate of the unknown parameters of a given parametric family of distributions, see [7] . This observation is best justified, heuristically, by the reasoning of A. Feuerverger and P. McDunnogh, see [6] , showing that the score functions of the ECF method for i.i.d. samples are obtained via the Fourier transform of the left hand side of the log-likelihood equation.
Assume that we are given an i.i.d. sequence of observations (r 1 , r 2 , . . . r N ), such that their characteristic function is known in closed form up to an unknown q-dimensional parameter vector, say η, the true value of which is η * . Let these characteristic functions be denoted by ϕ(u, η). The basic idea of the ECF method is to estimate η * by a value of η such that ϕ(u,η) best matches the empirical characteristic function to be defined below. For this purpose let us take a finite set of u-s, say u 1 , ..., u M , with M > q, and for any of these u-s and any n = 1, ..., N define a score, or equivalently, a generalized (normalized) moment function:
Clearly, h n (u, η) is a score-function in the sense that setting
for all u. The above equations constitute an over-determined system of non-linear algebraic equations with q unknowns and M > q equations. Now, let us take the sample average of the above scores and define, for any fixed u, the averaged fitting error as
Now letting u vary over the finite set u 1 , ..., u M we define the M -vector
Defining the M -vectors
and once again note that g(η * ) = 0, and thus η * satisfies the over-determined system of algebraic equations
Since g is not computable we may consider an alternative, approximating equation
which will typically have no solution, since M > q. Therefore we may seek a least-squares solution by minimizing the weighted cumulative error
where K is an appropriate, positive definite, M ×M weighting matrix to be chosen below. First note that the minimization of the least squares error V N (η) is essentially equivalent to setting its gradient equal to 0. However, following the literature we consider the "halfgradient" equation defined by the following q equations:
where H * denotes the complex conjugate of the matrix H. The possibly complex-valued solution of this equation will be denoted byη N . Here we followed the convention that the gradient w.r.t. η is a row-vector, and thus h η is an M × q matrix, while h * η is q × M. The left hand side of the above equation can be considered as a new set of exactly q scores. Surprisingly, it can be shown that this method gives an asymptotically efficient estimator of η * . A heuristic argument supporting this claim is given below.
A simple heuristics shows that the random effects in h * η are negligible, and thus, defining the M ×q sensitivity matrix
an asymptotically equivalent problem is obtained by considering the set of q equations
The l.h.s. can be considered as a new set of q scores. Its expectation is given by
and thus the Hessian of the asymptotic cost function, equal to E [V N (η)/N ] , is given by
In order to calculate the normalized covariance of the new set of scores note that the normalized M × M covariance matrix of h(η * ) is given componentwise as
Then the normalized covariance of the new set of scores is
Now, following standard arguments we get that the the asymptotic covariance matrix of theη N is given by
Substituting the above expressions for T and S we get:
Simple linear algebra arguments yield that Σ ηη is minimized for K = C and with this choice we get that the asymptotic covariance matrix of the estimateη N obtained by the ECF method for i.i.d. data.
The ECF method presented above using the full continuum of u-s, −∞ < u < +∞, and a suitably modification of the operator K = C to ensure that its inverse is a bounded linear operator, is as efficient as the ML method, see [7] .
V. ECF METHOD FOR FILTERED DATA
In this section we extend the ECF method to dependent data obtained by taking an i.i.d. sequence and passing it through a stable finite dimensional linear system. A practically interesting object of study is a linear stochastic system driven by a Lévy-process, or rather the increments of a Lévyprocess. Recall that we write the system in the form
where the time range is −∞ < n < +∞. Here ∆L n , like before, denotes the increment of a zero mean Lévy process (L t ) over an interval [(n−1)h, nh), with h > 0 being a fixed sampling interval. (L t ) itself is defined for −∞ < t < +∞, and it is tied to 0 at time t = 0, i.e. L 0 = 0. The condition E [∆L n ] = 0 significantly facilitates the analysis of the forthcoming ECF estimations methods, in analogy with the analysis of the ML method, see [10] . The Lévy-measure of L will be denoted by ν(dx) = ν(dx, η * ), where η * denotes a real-valued unknown parameter-vector with a known open range D (r) η ⊂ R q obtained by apriori investigations. In view of the fact thê η N may be complex-valued the modified set of feasible parameters will be given in the form
is an interval of the imaginary axis of the form (−εi, +εi) used only for technical reasons. The system dynamics depends on some unknown real-valued parametervector θ * , taking its values from some known open set D (r) θ ⊂ R p . A modified feasible set of parameters is defined as above. Let D * θ and D * η be compact domains such that θ * ∈ D * θ ⊂ int D θ and η * ∈ D * η ⊂ int D η . Condition 5.1: The operator A(θ, q −1 ) is a stable, rational function of the backward-shift operator q −1 for all θ ∈ D θ . Moreover A(θ, q −1 ) is three-times continuously differentiable w.r.t. θ for θ ∈ D θ . The smoothness of A(θ, q −1 ) w.r.t. θ should be interpreted as follows: there exists a state-space realization of A(θ, q −1 ) such that the state-matrices are three-times continuously differentiable w.r.t. θ for θ ∈ D θ .
Note that we did not assume the inverse stability of the operator A(θ * , q −1 ). For the identification for non-minimum phase systems see for example [18] and the references therein. However, the cited methods are inherently off-line while our method can be converted to a recursive method. 
Moreover, we assume that E [L t ] = 0. Now we are in the position to apply the ECF method for dependent data, following the literature, in our special case. Consider the parametric family of time series
with the time n taking its values in −∞ < n < +∞.
Here (∆L(η)) is a simulated process which is independent of (∆L). Note that for (θ, η) = (θ * , η * ) we recover our observed data in a statistical sense. In practice we compute ∆y n (θ, η) with zero initial conditions for n ≤ 0. For theoretical convenience we suppose that ∆y n (θ, η) is the stationary solution of (9). The ECF method proposed in the literature, see [11] , [19] , is based on the computation of the joint characteristic function of blocks of unprocessed data, i.e. for blocks of (y n ). The computation of the joint characteristic function is far from trivial in general. One of the contributions of this paper is to address this challenge. For a start, fix a block length, say r, and define the rdimensional blocks ∆Y r n (θ, η) = (∆y n−1 (θ, η), . . . , ∆y n−r (θ, η)). Then the joint characteristic function of the block ∆Y r n (θ, η), with u = (u 1 , . . . , u r ) T being an arbitrary vector in R r , is ϕ(u, θ, η) = E e iu T ∆Y r n (θ,η) = E e i r j=1 uj ∆Yn−j (θ,η) .
We shall further elaborate this expression for purely theoretical reasons. Letting h l (θ), l = 0, 1, . . . denote the impulse responses of the system A(θ), we can write
Fix k and consider the last sum. Set l = k − j and introduce the notation
with h l (θ) = 0 for l < 0. Then v is the convolution of h and u: v = h * u.
Denoting the characteristic function of ∆L n (η), for any n, by ϕ ∆L(η) , we get
Now the ECF method could be defined by fitting this theoretical joint characteristic function to the empirical joint characteristic function. However, it is not clear how to use such a procedure in actual computations, since ϕ n (u, θ, η) is given in terms of an infinite product. A novelty of our approach is to circumvent this difficulty by using an unbiased estimate of ϕ n (u, θ, η) given by e iu T ∆Y r n (θ,η) = e i r j=1 uj ∆yn−j (θ,η) .
We propose to fit this simulated value to the data, and introduce the scores h n (u, θ, η) = e iu T ∆Y r n − e iu T ∆Y r n (θ,η) .
Note that the score is essentially a kind of output error. Thus the proposed procedure will be a generalization of the output error identification method for the case when the actual input process generating the data is not observed, but only statistically known if η * is known. A practical aspect of computing the above scores is that one has to be able to generate the i.i.d. noise sequence ∆L n (η) for any given η, having a prescribed c.f. ϕ(u, η). This problem has been addressed and solved in [12] .
To see the details of our procedure, suppose that we are given a sequence of observed data ∆y 1 , . . . , ∆y N +r being the outputs of (9) with θ = θ * , η = η * . Construct the blocks of observations ∆Y r n = (∆y n−1 , . . . , ∆y n−r ) for each n with r < n ≤ N + r. Take a set of vectors of dimension r, say u 1 , . . . , u M , with M > p+q. Define the score functions as follows
for k = 1, . . . , M and n = 1, . . . , N. Note that these are indeed appropriate score functions because
For a fix n collect the above scores over k and define the M -vector h n (θ, η) = (h 1,n (θ, η), . . . , h M,n (θ, η)) T .
The sample average vector of the scores is defined as
Let g(θ, η) denote the expected error, i.e. let
Clearly θ = θ * , η = η * solves the over-determined system of M equations g(θ, η) = 0.
Since g is not computable we consider the alternative, approximating equation
which will typically have no solution since M > p + q.
Denote by ρ the merged parameter vector, that is, ρ = (θ, η).
Following the usual line of arguments known in the ECF literatue fix a symmetric, positive definite M × M weighting matrix K and seek a solution of the 'half-gradient' equation
to obtain the possibly complex valued estimateρ N = (θ N ,η N ). For the sake of simplicity we will restrict our attention on the case when η * is known, see the next section. Thus, we focus on the theoretically novel problem of identifying θ * using a direct ECF method.
VI. ESTIMATING THE SYSTEM DYNAMICS
Thus, suppose now that η * is known and we are able to generate (∆L(η * )), which is statistically equivalent to (∆L). We shall repeat and specialize the arguments of the previous section. Define the family of simulated time-series parameterized by θ as follows:
with −∞ < n < +∞. Again, for θ = θ * we recover our observed data in a statistical sense. The score functions are defined as
Define the asymptotic value of the asymptotic equation as To formulate our next result we need the following definition: Definition 6.1: Let (X n ), n ≥ 0 be a stochastic process, and let f : Z + → R + be a function. We write that
Following the arguments given in [20] we get: Theorem 6.1: Under Conditions 5.1, 5.2 and 6.1 we havê
. Now we are ready to calculate the asymptotic covariance of the estimate. Theorem 6.2: Under Conditions 5.1, 5.2 and 6.1 the asymptotic covariance matrix ofθ N exists, the optimal choice of the weighting matrix is K = 2C. With this choice the asymptotic covariance matrix ofθ N is
Note that since ∆y n and ∆y n (θ * ) are independent as they are generated using two independent copies of ∆L n (η * ) sequences we have Λ k,l := E [ h k,n (θ * )h l,n (θ * )] = 2 (ϕ(u k − u l , θ * , η * ) − ϕ(u k , θ * , η * )ϕ(−u l , θ * , η * )) .
We note in passing that Λ = 2C. Following the standard line of arguments presented for the i.i.d. case we get that the asymptotic covariance forθ N
Remark: The covariance matrix
is formally similar to the asymptotic covariance matrix corresponding to i.i.d. data
But H = g θ (θ * ) is the sensitivity matrix corresponding to the estimate of θ * , so that the k th row of H is
where ϕ(u k , θ * , η * ) is the c.f. of a block of data with length r given under (11) .
Remark: The efficiency of the direct ECF method is an open problem.
VII. ECF FOR I.I.D. DATA REVISITED As a byproduct of the above investigations we give an extension of the ECF method for i.i.d. data under the assumption that the c.f. is not known explicitly, but we do have a computable random variable ξ(η) such that ϕ(u, η) = E e iuξ(η) .
More exactly, we assume that we have a mechanism to compute an i.i.d. sequence ξ n (η) given by ξ n (η) = F (ρ n , η), where ρ n is an i.i.d. sequence that we can generate, and F is a known function of ρ and η, which is sufficiently smooth in η.
Let the true parameter be denoted by η * , and let the observed sequence be ξ * n = F (ρ * n , η * ), where (ρ * n ) is a realization of an i.i.d. sequence with given distribution. We note here that (ρ * n ) and (ρ n ) are assumed to be independent. The problem is then to identify η * .
An obvious candidate for a score function is now h n (u, η) = e iuξ * n − e iuξn(η) ,
where ξ * n are real data and ξ n (η) are simulated data. Taking a finite set u-s, say u 1 , . . . , u M , define h k,n (η) = e iu k ξ * n − e iu k ξn(η) .
From here we may proceed like above. Define the function V N (η) and the corresponding objects h N (η), its expected value g(η). Letη N denote the estimate obtained by the above randomized ECF method. Theorem 7.1: The asymptotic covariance matrix ofη N exists for any K. The optimal choice of K is K = 2C. With this choice the asymptotic covariance matrix ofη N is Σ ηη = 2(G * C −1 G) −1 .
Note that Σ ηη = 2Σ ηη .
The proof follows the line of reasoning presented in Section IV and VI.
VIII. DISCUSSION Note that the condition E [∆L n ] = 0 is in general not satisfied by the Lévy processes presented in Section IV, it can be enforced by preprocessing our data, as is customary in classic time series analysis.
The second remark is that although we were forced to work with complex valued half-gradients and estimates it would be a natural step to replace the estimates by their real part as pointed out by György Terdik. However, it is not clear if we can simplify the half-gradient equation itself in a similar manner.
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