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Introduction
An extensive literature has documented the increase in U.S. earnings inequality in the last three decades. Important factors behind this increase are price e¤ects associated with schooling and experience; in particular the college-high school premium increased substantially since the late 1970's. However, residual inequality -dispersion within well de…ned narrow demographic groups, is generally believed to account for most of the growth in overall inequality. 1 In a recent paper, Lemieux (2005) shows that compositional e¤ects, i.e. changes in the distribution across demographic groups, have become more important over time and that a large part of the change in residual inequality in the 1990's is a consequence of a more educated and a more experienced population.
The reason, going back to Mincer (1974) , is that earnings trajectories become more dispersed as workers gain more experience. Holding prices constant, compositional changes a¤ects inequality by changing the employment shares of worker groups that have more or less dispersed earnings. Consequently, changes in the distribution of experience may mechanically cause changes in inequality. As wage dispersion di¤ers across gender, educational levels and industries, similar e¤ect occur when the share of women in the workforce changes, the population becomes better educated and when some industries contract and others expand.
In this paper I investigate changes in earnings inequality in Sweden between 1990 and 2002, and compare these changes with those in the U.S. Sweden is an interesting case as the earnings distribution in the two countries was rather di¤erent in 1990. After two decades of extreme wage compression both the Gini coe¢ cient for family income and the college-high school premium had fallen by more than 30 percent in Sweden. During the same period, the U.S. equivalents increased by 8-9 percent. 2 In the early 1990's, however, Sweden experienced a dramatic change in 1 See Juhn, Murphy and Pierce (1993) for the 1970's and 1980's, and Acemoglu (2002) and Katz and Autor (1999) for the 1990's 2 See Johansson (2006) for data on Swedish Gini coe¢ cients, Gottschalk and Danzinger (2003) for data on U.S. Gini coe¢ cients, and Domeij and Ljungqvist (2006) for data on the skill premium.
2 the macroeconomic climate; between 1990 and 1993 GDP fell by 10 percent and relative to 1970, GDP remained below trend from 1991 through 1998. 3 From the mid-90's, however, Sweden experienced strong GDP growth and by 2000 GDP was approximately 3 percent above trend. 4 In the 1990's, Sweden also experienced a trend reversal in cross-sectional inequality.
5 Figure 1 graphs the evolution of the median, the …rst percentile, the tenth percentile, the ninetieth percentile and the ninety-ninth percentile of the real earnings distribution for 1990-2002. All series are normalized to zero in 1990. The …gure shows that all workers but those in the ninetyninth percentile experienced a fall in real earnings during the early 1990's. However, by 1997 earnings were larger than in 1990 across the distribution, and by 2002 earnings in the …rst percentile was 18 percent larger than in 1990. Figure 1 also suggests that while earnings growth was rather similar below the median, earnings growth was increasing in the percentile above the median. In the top percentile, earnings grew by 35 percent. 6 Thus earnings became more dispersed in the upper half of the distribution, but remained essentially unchanged in the lower half. Figure 2 graphs the change across the whole distribution over the entire period, and for the down-turn and the recovery of the Swedish economy separately. The Figure shows that earnings growth was rather similar for all percentiles below the 90th percentile during the recovery, and that the increase in inequality below the 90th percentile occurred during the downturn. The increase in earnings dispersion at the top (the di¤erence in earnings growth between the 90th and 99th percentile) was somewhat larger in the later period.
In the 1990's Sweden also experienced large changes across demographic groups in the working population. In particular, the share with at least some college education increased from 24 percent in 1990 to 34 percent in 2002. About half of these were college graduates (at least three years of university studies), and among college graduates the share of men fell from 3 This is assuming a trend growth rate of 1.91 percent on an annual basis, which is what you …nd by imposing a linear trend on the data for 1970-2004. In 1990 Sweden was about 3 percent above trend, so that GDP in 1993 was 7 percent below trend 4 Even though GDP growth slowed down during 2001-2003, GDP was still 2-3 percent above trend in 2005. 5 See for example Edin and Fredriksson (2000) , Gustavsson (forthcoming) and Johansson (2006). 6 The top 0.1 quantile of the earnings distribution grew by more than 50 percent. The working population also became more experienced. The share of workers below age 30 fell from 24 percent to 18 percent, and the share of workers above age 50 increased from 23 to 31 percent. There were also reallocations between industries from manufacturing towards services. This shift is by the popular press and by some authors (Bluestone and Harrison, 1988) , characterized as a shift towards high-paid jobs in professional services and low-paid jobs in trade and other services, resulting in increased earnings dispersion.
Using a register database covering the whole Swedish working population, I show that these compositional changes account for almost 50 percent of the overall change in earnings dispersion. Changes in the education level and the industry composition are particularly important. I also …nd that the composition e¤ect is the most important factor in understanding changes in the mid-range of the distribution, and in particular in the P90-P50 range. Price e¤ects and residual dispersion on the other hand explain changes in the tails of the distribution. In the top tail these e¤ects tend to re-enforce each other and the P99-P90 gap increased by more than 0.10 log-points. At the lower end, changes in unobservables instead more than cancel the price e¤ects and the lower tail became more compressed.
Classifying individuals according to gender and education levels reveals that men experienced a much larger increase in earnings dispersion and that this di¤erence is accounted for by a much larger increase in residual inequality. The di¤erence is particularly large for college graduates and at the top end of the distribution; for men the P99-P90 ratio increased by 0.25 log-points but only by 0.08 log-points for women.
To compare the Swedish experience with the U.S. experience, I perform the same decomposition on U.S. earnings. The U.S. data is drawn from the Current Population Survey (CPS). 7 Three observations stand out. First, the compositional e¤ect was the most important factor in accounting for changes in the P90-50 gap in Swedish earnings, but in U.S. earnings it mainly a¤ected dispersion below the median. Second, the increase in earnings inequality is in both countries a consequence of increased upper tail dispersion. In the U.S. this increase is mainly accounted for by changing market prices and increased residual dispersion. In Sweden on the other hand, compositional e¤ects account for most of the change in the P90-P50 gap, while changing market prices and increased residual dispersion account for all of the change in the P99-P90 gap. Third, relative labor demand of both low skilled workers and the most skilled workers increased in the U.S. In Sweden, private sector labor demand mimics the U.S. changes in labor demand. But the increase in private sector demand for low skilled workers in Sweden was more than wiped out by a large fall in public sector demand.
The remainder of the paper is organized as follows. Section 2 describes the data and the method. Sections 3 presents results for Sweden. Section 4 compares the Swedish development with that in the U.S. Section 5 concludes.
Data and Method
The Swedish data is drawn from the LOUISE database, which is a register database covering all individuals between 16 and 64 years of age for the period 1990-95 and all individuals above age 16 thereafter. This study restricts attention to workers between ages 20-64. In the sample there are between 3.3 and 3.9 million individuals each year. All results are based on total earnings. See appendix A.1 for further details.
Changes in the distribution of earnings are decomposed into changes in three components using the method in Lemieux (2005) . First, prices of observable characteristics of workers may have changed. Second, the composition of the workforce may have changed and third, prices and the composition of unobserved characteristics such as intelligence and social skills, may have changed.
The starting point for the analyses is a version of Mincer (1974)'s human capital earnings function
where w it is earnings of individual i in time period t, x is an exhaustive set of dummy variables dividing the sample in a set of J cells according to observable characteristics (age, sex, education, race and industry), is the price of these characteristics and e is an error term assumed to have a zero conditional mean; E(e it jx it ) = 0. Consider some distributional statistic V t = V (log w it ) of the distribution of log w it : The change in V t between two time periods t and s is decomposed as follows. First, consider the OLS estimate b t of t . The estimated regression is then
where u is the regression residual. Second, construct the counterfactual wage logŵ it which would prevail in period s if the price of observable characteristics were the same as in s
where b s is the OLS estimate of t : Calculate the counterfactual statistiĉ
weighting each observation by! it = ! it js = jt ; i 2 j, where ! it is the sample weight and jt is the sample share of demographic group j in period t: As shown by Lemiuex (2005) this statistic accounts for changes in observables.
The overall change in the statistic V t can then be written as
The …rst term captures the change that is due to changes in observed prices. The second term captures the e¤ect of changes in observed quantities, i.e., a change in the composition of demographic groups. The last term captures the contribution of changes in unobserved prices and quantities, i.e., the unexplained part of earnings.
To implement this I ran separate regressions for each year, by gender and education (less than high school, high school graduate, some college and college graduate), to remove age (9 age dummies, …ve-year interval between ages 20-64) and industry e¤ects (17 industry dummies). Table 1 shows how several di¤erent distributional statistics have changed between 1990 and 2002, and also the extent to which these changes are accounted for by changes in prices, quantities or in unobservables. Table  1 calls for several remarks.
Changes in Swedish Earnings Inequality
First, between 1990 and 2002 Sweden experienced a large increase in earnings inequality as measured by the cross-sectional variance. The decomposition shows that only 12 percent was due to changes in observed prices. The change in the distribution across demographic groups accounted for 48 percent of the change and 40 percent was due to changes in the variance of unobservables. Second, the rise in earnings inequality is a consequence of rising upper tail dispersion. Whereas the lower tail, captured by the P10-P1 gap or the P50-P10 gap remained essentially unchanged, the upper tail 8 became much thinner. In particular, at the very top, the P99-P90 gap increased by more than 0.10 log-points. Third, the decomposition shows that di¤erent e¤ects account for the changes in the upper and the lower tail of the distribution. Price e¤ects only matter at the very top and the very bottom of the distribution and tend to increase inequality. But whereas changes in unobservables cancel the price e¤ects at the lower tail, they re-enforce the same e¤ects at the very top. Changes across demographic groups are most important factor for the mid-range of the distribution, and in particular in the P90-P50 range.
Accounting for compositional changes is thus important. But which of these compositional changes are most important? Table 2 shows what happens to the residual variance when di¤erent changes in the distribution across demographic groups are accounted for. It shows that the variance of the regression residual is reduced by 41 percent when all distributional changes across demographic groups are accounted for. It also shows that accounting for education and industry composition is important. The change in educational composition accounts for one third of the reduction in residual inequality and the change in industry composition for the remaining two thirds. Changes in the age and gender composition had no e¤ect on the residual inequality.
Gender and Education
Even though changes in the gender composition is not important, Tables 3  and 4 show that there are some interesting di¤erences between sexes. Table 3 shows that men experienced a larger increase in the variance of total earnings, and this di¤erence was largely due to a much larger increase in residual inequality. Table 4 shows that this increase did not take place across the entire male earnings distribution. Rather, while residual dispersion was the main factor behind the increase in the P50-P10 and P99-P90 gaps, it worked to compress earnings at the low end of the distribution, and it was the least important factor in the P90-P50 range.
For women price and composition e¤ects were relatively more important. Larger price e¤ects (and less negative changes in unobservables) for women led to less compression in the lower tail. Similarly, much larger composition e¤ects (and somewhat smaller changes in unobservables) led to more dispersion at the top end of the distribution (see Table 4 ).
Classifying individuals according to educational levels, reveals that the largest di¤erences between men and women occur for high school drop-outs and for college graduates. Among high-school drop-outs, changes in composition and unobservables increased male inequality, in particular in the P50-P10 range, but compressed female earnings, in particular in the P90-P50 range. Among college graduates on the other hand, the di¤erence is due to changes in unobservables. Male college graduates experienced a large increase in the residual variance and the P99-90 gap increased by 0.25 log points, out of which 80 percent was due to increased residual inequality. For female college graduates the residual variance was essentially unchanged. For these women, the largest change occurs in the P90-P50 gap and was primarily driven by price changes. The largest increases in the cross-sectional variance were for men and women with some college education. For women, almost two-thirds of this increase is explained by a large price e¤ect and the remaining third is due to increased residual inequality. For men with some college education on the other hand, there was a large negative composition e¤ect, counteracted by an even larger increase in residual dispersion. These e¤ects were particularly large in the P50-P10 range.
Finally, price e¤ects of observables were rather similar when comparing men and women across educational levels.
Reallocation across industries
As noted above, accounting for the composition across industries is important when analyzing changes in the earnings distribution. Table 5 shows the eight most important industries in terms of contribution to the overall change in residual dispersion. These industries account for approximately 87 percent of the change in residual inequality but only 54 percent of employment. To what extent are these changes in residual dispersion a result of changes in labor demand towards more (or less) skill intensive industries? Table 6 shows the fractions of workers in the top, middle and bottom 10 percent of the earnings distribution that is employed in each industry. The table shows that there are signi…cant di¤erences in skill composition across industries, and that there was a shift towards less skill intensive industries such as services and more skilled intensive industries such as professional services. In fact, the …ve least skill intensive industries saw their share of employment increase by 4.7 percent, and the …ve most skill intensive industries saw their share of the employment increase by 19 percent. Table 5 also indicates that industries characterized by large employment changes experienced large changes in residual dispersion. The correlation between the change in employment shares and the contribution to the change in residual dispersion is 0.29.
To further investigate the importance of these employment shifts across industries we follow Juhn et al (1993) and construct a labor demand index for workers of di¤erent skill levels. Let output in industry j; be given by
where L pj is the number of workers in percentile p. Assuming that the production function F j displays constant returns to scale, the 100 1 vector of labor demand in industry j is given by
where D j is a vector of unit demand functions and W p is the wage rate at percentile p: Changes in the industrial structure then implies that labor demand changes as follows
To construct the demand index, I measure the change in output by the relative change in value added by industry, 8 and L j is the distribution of workers across industries by percentile over the entire sample. Figure 3 displays the changes in relative demand of workers across the distribution that are driven by reallocation of workers across industries. The …gure shows that the 1990's has been characterized by rising demand for the most skilled workers and a modest fall for all other skill-levels (except for those around the 20th percentile who experienced a larger fall in demand). At …rst, this suggests that recent demand changes can not be characterized as both a shift towards high-paid jobs in professional services and a shift towards low-paid jobs in trade and other services. However, Figure 3 also shows that changes in relative demand by the private sector di¤ers substantially relative to those of the whole economy. In particular, demand for low skilled individuals has increased in the private sector. Among high skilled individuals the increase in demand in the private sector is con…ned to the very top of the skill distribution.
The di¤erence is due to the development in the public sector. 9 Several authors (e.g. Lindbeck (1997), Freeman et al. (1997) ) have emphasized that the dramatic expansion of the public sector in Sweden between 1970 and 1990 disproportionally involved the hiring of low skilled workers. Lindbeck for example (1997, pp. 1280, 1311) argues that the expansion was "a consequence of the government serving as 'an employer of last resort'," keeping up the demand the demand for low and medium-skilled workers.
The …gure indicates that a change occurred in the early 1990's. The low-skilled intensive parts of the public sector (Health and social services) contracted and the skill-intensive parts (Education and Public administration) expanded. 10 As the demand for low-skilled workers in the public sector fell more than it increased in the private service sector, the net outcome for the whole economy was a slight fall. In sum, this suggests that employment changes in the private sector indeed have been characterized by increased demand for both low and high skilled workers, but that the development in the public sector have counteracted the former change and re-enforced the latter.
A comparison between Sweden and the Unites States
In this section I compare results for Sweden with changes in the U.S. earnings distribution. As changes in the U.S. wage distribution are well documented elsewhere (recent studies include Autor et al. (2005b) and Lemieux (2005) ), I will highlight similarities and di¤erences between the Swedish and the U.S. experience. Table 7 -10 shows the equivalent statistics for the U.S. earnings distribution as those that were displayed in Tables 1-3 As for Sweden I focus on total earnings and full-time workers. 11 In the regressions on U.S. data, I add controls for race (white/non-white), and year dummies (to handle year e¤ects associated with pooling of the data).
Several observations are worth noting. First, Table 7 shows the well-know fact that earnings inequality is much larger in the U.S. than in Sweden. The cross-sectional variance is twice as large and the P90-P50 and P50-P10 gaps are approximately 0.2 log-points larger. Second, the change in earnings inequality is qualitatively similar but larger in the U.S. Composition e¤ects and changes in residual inequality explain most of the change, but their relative importance di¤er. Changes in residual inequality was more imporatnt in the U.S., and compositional change was more important in Sweden.
Third, as noted by Autor et al. (2005b) changes in prices and residual inequality led to increased dispersion above the median, and more compression below the median in the U.S. Compositional changes re-enforced these changes above the median, but counter-acted them below the median. As a result, changes in the earnings distribution mainly occurred above the median. In Sweden, the largest changes in the earnings distribution also occurred above the median, but changes in prices and residual dispersion only accounts for changes at the very top. The rise in the P90-P50 gap is largely due to shifts in the Swedish labor force composition.
Fourth, Table 8 shows that accounting for compositional changes across demographic groups has reduced the residual variance in the U.S. and Sweden by a similar absolute magnitude. The e¤ect of accounting for education and industry is also similar. In contrast to Sweden, U.S. changes in the gender (and race) composition increased the residual variance whereas changes in the age composition decreased it.
Fifth, Table 9 shows that there are much smaller di¤erences between men and women in the U.S. than in Sweden, both in terms of overall changes and in terms of which factors that account for these changes. Finally, Table 10 shows that the overall change in residual dispersion is more evenly spread across U.S. industries. The 8 industries contributing most to the overall change in residual dispersion account for approximately 69 percent of 11 I have also used all workers with similar results, albeit somewhat smaller in magnitude.
the change in residual inequality, and employs 72 percent of the workforce. Moreover, the change in residual inequality was larger in contracting industries in the U.S., whereas the opposite was true in Sweden. The correlation between the change in employment shares and the contribution to the change in residual dispersion is -0.45 in the U.S., and as noted above 0.29 in Sweden.
Finally, Figure 4 graphs the changes in relative demand of workers across the distribution, that are driven by reallocation of workers across industries. 12 The …gure shows that the 1990's has been characterized by modest demand changes except at the very ends of the distribution. It is noteworthy, however, that demand has increased for workers below the median and for the most skilled, and fallen for upper 'middle-skilled'workers. Moreover, contrary to the Swedish case, there are no major di¤erences between the private and the public sector in the U.S. If anything, the increase in demand for low skilled workers was larger in the public sector than in the private sector in the U.S., which stands in stark contrast to the Swedish experience.
Concluding Remarks
This paper decomposes the rise in cross-sectional earnings inequality in Sweden between 1990 and 2002 into changes in market prices of observable characteristics, changes in the composition of the labor force across demographic groups and industries, and changes in unobservables, and compares the Swedish experience with that in the U.S. The rise in earnings inequality is in both countries a consequence of rising upper tail dispersion. Contrary to the U.S. experience, where the rise is largely driven by changing market prices of observables and increased residual dispersion, shifts in the Swedish labor force composition have contributed positively to the rise in the P90-P50 gap. The rise in the Swedish P99-90 gap is however entirely accounted for by changes in prices and residual dispersion.
The diverging changes in the upper and lower half of the earnings distribution are not well understood. Autor, Levy and Murnane (2003) hypothesis that routine tasks performed by workers in the mid-range of the skill distribution computers are easier to substitute for by computers, than non-routine jobs, either low-skilled jobs in services or high-skill jobs in professional services. The.increased usage of computers may then have had an asymmetric This paper …nds evidence that the demand for 'middle-skilled' workers have decreased, which supports the idea that computerization may explain the diverging trends. But the …ndings also suggest that employment decisions made by the public sector can have a signi…cant impact on the earnings distribution. Employment in the public sector is used either to produce public goods that di¤er from what would be demanded and produced if the workers were instead employed in the private sector, or when used to produce close substitutes to private sector output, most likely in a less e¢ cient way. 13 In either case, public sector employment changes are determined by potentially other factors than those driving employment outcomes in the private sector. That public sector employment can be an important determinant for wage outcomes has previously been emphasized by Edin and Topel (1997) and Domeij and Ljungqvist (2006) and is a …nding that merits further analysis.
A Data

A.1 Swedish data
The Swedish data is drawn from the LOUISE database. This study restricts attention to workers between ages 20-64. Self-employed workers are not included. All results are based on total earnings de…ned as wages and salaries paid by the employer (the variable Arbetsinkomst in LOUISE). It also includes the following taxable work-related income transfers; maternity and paternity leave payments and sickness payments. To focus on full-time workers I remove those with income less than 25 percent of mean income as a way eliminating those with short work spells. 14 In the sample there are between 3.3 and 3.9 million individuals each year; for 1990 and 2002 the sample consists of 3,801,079 and 3,628,958 individuals respectively.
I use the following classi…cation scheme for education. I divide individuals into 4 groups; (i) less than high school graduates, (ii) high-school graduate, (iii) some college, and (iv) college graduate. Note that a high-school diploma can be obtained in Sweden after 11 or 12 years of schooling and I classify both groups as high school graduates. Moreover, obtaining a traditional Swedish college degree requires 3-5 years of studies depending on …eld of specialization. I thus classify individuals who have completed a 3 year university or college degree as college graduates. 
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1 Percent of workers in the percentile range that are employed in industry j. 
