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OPTIMAL EXPERIMENTAL DESIGN FOR CONSTRAINED
INVERSE PROBLEMS∗
LARS RUTHOTTO† , JULIANNE CHUNG‡ , AND MATTHIAS CHUNG§
Abstract. In this paper, we address the challenging problem of optimal experimental design
(OED) of constrained inverse problems. We consider two OED formulations that allow to reduce
the experimental costs by minimizing the number of measurements. The first formulation assumes
a fine discretization of the design parameter space and uses sparsity promoting regularization to
obtain an efficient design. The second formulation parameterizes the design and seeks optimal
placement for these measurements by solving a small-dimensional optimization problem. We consider
both problems in a Bayes risk as well as an empirical Bayes risk minimization framework. For the
unconstrained inverse state problem, we exploit the closed form solution for the inner problem to
efficiently compute derivatives for the outer OED problem. The empirical formulation does not
require an explicit solution of the inverse problem and therefore allows to integrate constraints
efficiently. A key contribution is an efficient optimization method for solving the resulting, typically
high-dimensional, bilevel optimization problem using derivative-based methods. To overcome the lack
of non-differentiability in active set methods for inequality constraints problems, we use a relaxed
interior point method. To address the growing computational complexity of empirical Bayes OED,
we parallelize the computation over the training models. Numerical examples and illustrations from
tomographic reconstruction, for various data sets and under different constraints, demonstrate the
impact of constraints on the optimal design and highlight the importance of OED for constrained
problems.
Key words. experimental design, constrained optimization, tomographic reconstruction, Bayes
risk, and empirical Bayes risk
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1. Introduction. The ability to optimally configure or design an experimental
setup, or optimal experimental design (OED), can have significant benefits and im-
provements in a wide range of scientific and engineering applications [4, 32]. Only
recently has the focus shifted from OED for well-posed problems to OED for ill-posed
inverse problems, where an unresolved challenge is how to efficiently include con-
straints on the state parameters (i.e., the solutions of the inverse problem) [16, 17].
In this work, we investigate the impact of state constraints on the optimal design, and
we propose a unified OED framework for linear inverse problems with linear equality
and inequality constraints in the context of tomographic reconstruction.
Before introducing the OED problem, we first describe the discrete inverse prob-
lem. Given a design parameter p ∈ R` that describes the experiment setup, the
observations are given as
(1) d(p) = M(p)ftrue + ε(p),
where ftrue ∈ Rn is the exact model that we wish to reconstruct, M : R` → Rm×n is
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the design-dependent forward operator with matrix M(p) describing the parameter-
to-observation map, and ε(p) ∈ Rm represents additive noise. Some examples of
M(p) include the map from image to sinogram in tomography (see, e.g., [21, 27, 28])
or the map onto an observation space of the solution of a partial or ordinary differ-
ential equation (see, e.g., [3, 12, 15]). In this work we assume that the measurements
d(p) ∈ Rm depend on the underlying design of the experiment (e.g., p may determine
the positions of the sources and/or detectors or represent the times at which mea-
surements are taken). The noise can come from various sources, e.g., measurement
errors, modeling errors, and numerical rounding errors. For simplicity we assume that
ε(p) is normally distributed with zero mean and known symmetric positive definite
covariance matrix Γε(p) ∈ Rm×m for any design p.
We focus on ill-posed inverse problems where regularization in the form of prior
knowledge is required to compute stable, reasonable approximations of ftrue [20]. Fol-
lowing a Bayesian framework [6, 26], we treat ftrue as a random variable with a
truncated multivariate normal distribution with probability density given as
pi(ftrue) =
c e−
γ2
2 (ftrue−µ)
>Γ−1f (ftrue−µ), if Ceftrue − ce = 0 and Ciftrue − ci ≥ 0,
0, otherwise,
with appropriate constants c, γ > 0 and given positive definite covariance matrix Γf ∈
Rn×n and mean µ ∈ Rn. Here, the pairs Ce ∈ Rme×n, ce ∈ Rme and Ci ∈ Rmi×n,
ci ∈ Rmi define linear equality and inequality constraints on f , respectively. Denoting
by In ∈ Rn×n the identity matrix, for example, bound constraints correspond to
choosing Ci = [In;−In] ∈ R2n×n and ci = [fL;−fH] ∈ R2n where fL and fH contain
lower and upper bounds respectively (e.g., non-negativity constraints are reasonable
when reconstructing density images). Furthermore, setting Ce = e
>, where e is a
vector of all ones, allows one to fix the integral (or mass) of f , which might be helpful
in applications such as emission tomography. A wide range of prior knowledge can be
included to estimate ftrue in this formulation. The unconstrained case reduces to a
simple Gaussian distribution on the entire domain [7] and can provide insight in the
Bayes formulation.
For fixed p, the maximum a-posteriori (MAP) estimate f̂(p) provides an estimator
to (1) and can be obtained by minimizing the negative log likelihood of the posterior
probability distribution function, i.e.,
f̂(p) = arg min
f
1
2 ‖M(p)f − d(p)‖2Γ−1ε (p) +
γ2
2 ‖L(f − µ)‖22
subject to Cef − ce = 0 and Cif − ci ≥ 0 ,
(2)
where L>L = Γ−1f . In general, obtaining f̂(p) requires solving a constrained opti-
mization problem, which in this case is a convex quadratic programming problem. In
the absence of inequality constraints, the optimal solution to (2) depends linearly on
the data, which can be used for efficient optimization of the design parameter; see [16].
In the presence of inequality constraints however, the optimality condition becomes
nonlinear in the data and, thus, solving (2) becomes computationally challenging. We
assume a unique minimizer of the constrained optimization problem exists.
In this work we consider optimal design problems that aim at selecting an experi-
mental design that not only leads to most accurate estimates of ftrue but also minimizes
experimental costs. Finding a balance between these often conflicting goals can be
challenging. For example, in tomographic reconstruction, obtaining more projection
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data may lead to higher resolution image reconstructions, but more scans may lead
to more harmful radiation to the patient, longer scan times, and higher operational
costs.
For our OED problem, the goal is to obtain design parameters p̂ that minimize the
Bayes risk, i.e., the expected value of the mean squared reconstruction errors, while
simultaneously minimizing measurement costs. This requires solving an optimization
problem of the form,
min
p∈Ω
J (p) = E 12
∥∥∥f̂(p)− ftrue∥∥∥2
2
+R(p),(3)
where Ω ⊂ Rp is the set of feasible design parameters, E is the expected value where
ftrue and ε(p) are random variables, and the functional R encodes the measurement
costs. Two formulations in the context of tomographic reconstruction will be described
in Section 2.
The literature on OED methodologies is vast, with a range of techniques tailored
to various optimality criteria in both Bayesian [11] and non-Bayesian settings. Classic
OED works include [4, 31, 32], but a recent large effort has been made to develop
efficient algorithms for obtaining designs that minimize a loss function of the Fisher
information matrix and to new applications, e.g., in biology and exploratory drilling
[16, 17, 18, 30]. Many of these approaches follow an empirical Bayes risk minimiza-
tion framework and exploit the case where the model parameters, here f̂(p), depend
linearly on the observables d(p). This is not necessarily the case for the constrained
inverse problems of interest here. Extensions to nonlinear problems have been con-
sidered in [2, 14, 22], and an approach based on consistent Bayesian inference was
developed in [5] and used for OED in [37].
The primary goal in many design problems is to enforce sparse sampling in the
design parameters. Sparsity enforcing regularization in the context of ODE was con-
sidered in [1, 14, 18, 19], but no additional state constraints were considered. The
main contribution of this work is the inclusion of state constraints in OED frame-
works, which is a critical yet missing piece in the shift from OED for well-posed to
OED for ill-posed problems. Two open questions include (1) how does the inclusion
of state constraints impact the optimal design? And (2) how does one efficiently in-
corporate constraints in an OED framework? In this paper, we address both of these
questions by developing and investigating a unified OED framework for constrained
inverse problems.
An overview of this paper is as follows. In Section 2 we describe two problem
formulations for OED in the context of tomographic reconstruction, one of which
assumes a fine discretization of the parameter space and enforces sparsity of the design
and the other assumes a fixed number of design parameters and seeks optimal locations
for these measurements. In Section 3 we investigate various problem formulations for
the OED problems that demonstrate the range of problems and constraints that can be
addressed. We describe efficient computational approaches in Section 4. In Section 5,
we demonstrate the impact of state constraints on the design, which is something that
has not been investigated before, and we provide numerical results that demonstrate
the effectiveness of our approach. Conclusions are provided in Section 6.
2. Motivating Application: Tomographic Reconstruction. Although the
methods described in this paper extend to more general problems and applications,
we focus our discussion on two problem setups in the context of tomographic recon-
struction.
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Tomography is a widely used imaging technique where penetrating waves (e.g., x-
ray or acoustic waves) transverse an object and are collected or detected [21, 27, 28].
Oftentimes, multiple projections are made as the wave source rotates around the
object. Then given these observed measurements, the goal of the inverse problem
is to reconstruct the interior properties (e.g., densities) of the object at different
locations; see Figure 1. Mathematically, we can model the transmission process for
x
y
x-ray source
detector
θ
Fig. 1. Illustration of a tomography experiment.
one projection via a (sparse) matrix T ∈ Rnr×n where nr is the number of rays. Then
the noise-free projection data obtained by rotating the source θ degrees clockwise can
be modeled as d(θ) = TR(θ)ftrue , where R(θ) ∈ Rn×n rotates the object by θ
degrees counterclockwise. Typically we assume θ ∈ [0, 180]. Next we describe two
OED problems.
OED Problem A. In the first scenario, we assume that a fine discretization of the
set of projection angles θ = [θ1, . . . , θ`]
> is given and aim at identifying the angles
that provide the most important measurements. To this end, we introduce the design
parameters p ∈ R` with p ≥ 0 whose components encode the importance of each
measurement. Define the ordered index set I(p) = {i : pi > 0} and denote k(p)
to be the cardinality of I(p). We define matrix E(p) ∈ R`×k(p) to contain the i-th
standard basis vectors for i ∈ I(p). Then, M(p) and d(p) are given by
(4) M(p) = P (I` ⊗T)
R(θ1)...
R(θ`)
 , and d(p) = Pd,
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where P =
(
E(p)>diag(p)
)⊗Inr ∈ Rk(p)nr×`nr . Notice that E(p)>diag(p) essentially
extracts all of the non-zero rows of diag(p). We assume that Γε(p)
−1 = σ2Ik(p)nr .
Since we would like to keep the number of projection angles low, we incorporate a
sparsity-inducing prior on the design parameters. That is, we use the `1-norm R(p) =
β ‖p‖1 with β > 0 large enough so that we can get a relaxation of ‖ · ‖0 and enforce
sparsity in the design parameters [8, 9]. In the Bayesian framework, this is equivalent
to imposing a Laplace prior distribution on p (see e.g., [23, 25]). Furthermore, we
assume Ω = R`+ (non-negative orthant) such that continuous optimization methods
can be used.
In summary, OED problem A can be written as the bilevel optimization problem
min
p≥0
E 12
∥∥∥f̂(p)− ftrue∥∥∥2
2
+ β ‖p‖1(5)
subject to
fˆ(p) = arg min
f
1
2 ‖M(p)f − d(p)‖22 + α
2
2 ‖L(f − µ)‖22(6)
subject to Cef − ce = 0 and Cif − ci ≥ 0 ,
where α = γ/σ and zero values in p correspond to zeroing out measurements for the
corresponding angle. After computing such an `1-regularized design, the solution can
be used to identify important components, and a second optimization can be done
to optimize the weights of the non-zero components (see [16]). While the sparsity of
the design generally depends on the choice of β (e.g., the larger β the fewer non-zero
elements in the design vector) a relevant issue in some applications is identifying β so
that a design with a given number of measurements is obtained.
OED Problem B. In the second scenario, we present a method that optimizes the
design parameters for a fixed number of measurements. Suppose p ∈ Ω ⊂ R`, ` < m,
e.g., for tomography it contains angles pL ≤ p ≤ pH corresponding to locations of
the sources. Then in the inverse problem,
(7) M(p) = (I` ⊗T) R(p), where R(p) =
R(p1)...
R(p`)

and Γε = σ
2Im. Assuming that no additional regularization is required for p (other
than the above described reparameterization), OED problem B reads
min
p∈Ω
E 12
∥∥∥f̂(p)− ftrue∥∥∥2
2
(8)
subject to
fˆ(p) = arg min
f
1
2 ‖M(p)f − d(p)‖22 + α
2
2 ‖L(f − µ)‖22(9)
subject to Cef − ce = 0 and Cif − ci ≥ 0 .
Note that mathematically OED problem A and B differ in the particular choice
of M(p), d(p) and the sparsity regularization term. We refer to problems (5) and (8)
as the design problems and problems (6) and (9) as the underlying inverse or state
problems.
3. Design Problem Formulations. In this section, we consider OED prob-
lems (5) and (8) and discuss two problem formulations, each of which may have
advantageous properties depending on problem assumptions and constraints.
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Bayes risk minimization. Notice that the expected values in (5) and (8) are de-
fined in terms of the distributions of ftrue and ε(p). For problems where such knowl-
edge is available or can be well approximated (e.g., by the sample mean or sample
covariance), we investigate Bayes risk minimization for both design problems. This
approach assumes that no inequality constraints are included on the inverse state
problems (6) and (9). While the theory can be extended to equality constrained
problems, we consider unconstrained inverse problems for simplicity. Under these
assumptions the MAP estimate is given by
(10) f̂(p) = Q(p)−1
(
M(p)> (M(p)ftrue + ε(p)) + α2L>Lµ
)
,
where Q(p) = M(p)>M(p) + α2L>L . Then the design objective (for convenience
omitting the design costs expressed by R) can be written as
J (p) = 12E
∥∥Q(p)−1 (M(p)> (M(p)ftrue + ε(p)) + α2L>Lµ)− ftrue∥∥22
= 12E
∥∥(Q(p)−1M(p)>M(p)− In) ftrue + Q(p)−1(M(p)>ε(p) + α2L>Lµ)∥∥22 .
Let K(p) = Q(p)−1M(p)>M(p) − In and denote tr(·) to be the trace of a matrix,
then by utilizing the quadratic form property E(δ>Λδ) = µ>δ Λµδ + tr(ΛΓδ) along
with the above assumptions, we get
2J (p) = E
(
f>trueK(p)
>K(p)ftrue + 2f>trueK(p)
>Q(p)−1
(
M(p)>ε(p) + α2L>Lµ
)
+
(
M(p)>ε(p) + α2L>Lµ
)>
Q(p)−>Q(p)−1
(
M(p)>ε(p) + α2L>Lµ
) )
= µ>K(p)>K(p)µ+ γ−2tr
(
K(p)>K(p)Γf
)
+ 2α2µ>K(p)>Q(p)−1L>Lµ
+ σ−2tr
(
M(p)Q(p)−>Q(p)−1M(p)>
)
+ α4µ>L>LQ(p)−>Q(p)−1L>Lµ.
Notice that the first, third, and fifth term sum up to
∥∥(K(p) + α2Q(p)−1L>L)µ∥∥2
2
=
0. Thus, we get
J (p) = 12γ2
∥∥K(p)L−1∥∥2
F
+ 12σ2
∥∥Q(p)−1M(p)>∥∥2
F
= 12σ2
∥∥∥∥∥Q(p)−1
[
M(p)
αL
]>∥∥∥∥∥
2
F
= 12σ2
∥∥M†α(p)∥∥2F ,
where Mα(p) =
[
M(p)
αL
]
, the † in the last equation denotes the Moore-Penrose pseu-
doinverse, and ‖ · ‖F denotes the Frobenius norm. Recall that the goal of OED is
to find design parameters that minimize J (p). Thus, the significance of this result
is that in the Bayes formulation with an unconstrained state problem, the optimal
design parameters will correspond to a regularized coefficient matrix that has smallest
pseudoinverse in the Frobenius norm sense (with an additional regularization term for
OED problem A). Due to the nonlinear dependence on p, the design problem does
not admit a closed-form solution; however, numerical methods and computational
simplifications can be used to obtain optimal parameters (see Section 4).
Empirical Bayes risk minimization. For problems where distributions of ftrue and
ε(p) may be unknown or not obtainable, we consider empirical Bayes risk design prob-
lems, where training or calibration data f
(k)
true, k = 1, . . . ,K are used to approximate
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the expected value. Such data are often readily available, and in the case of tomogra-
phy provide a clear understanding of how images may look. Stochastic programming
methods such as stochastic average approximation (SAA) or stochastic approxima-
tion (SA) can be used to incorporate these training data in OED problems A and
B. Solving stochastic optimization problems often requires computationally intensive
techniques in order to obtain a good approximation of the expected value [10, 13, 34].
Here we consider an SAA approach, but remark that for very large numbers of train-
ing data, this approach may not be feasible. However, a benefit of this formulation,
compared to the Bayes risk minimization procedure described above, is the ability
to incorporate constraints on the state problem and take advantage of existing con-
strained optimization algorithms.
We follow the empirical Bayes approach in [14, 16, 17] that treats given training
data as samples from the distribution and uses the sample mean to approximate the
expected value. Note that, due to the presence of the regularization, the estimator
given by (2) will be biased unless the true solution is in the nullspace of L. Thus,
design choices cannot solely be based on properties of the forward operator M(p) (see
also the the discussion in [16]).
Assume that we are given a set of training data that consists of N true mod-
els f
(1)
true, . . . , f
(N)
true ∈ Rn. For a fixed design parameter p, we can simulate datasets
d(1)(p), . . . ,d(N)(p) ∈ Rm using (1) and obtain reconstructions f̂ (1)(p), . . . , f̂ (N)(p)
by solving the constrained inversion problem (2) using that data. Then we can ap-
proximate the Bayes risk OED problem (3) with the following empirical Bayes risk
OED problem,
min
p∈Ω
JN (p) = 12N
N∑
i=1
∥∥∥f̂ (i)(p)− f (i)true∥∥∥2 +R(p)
subject to f̂ (i)(p) solves (2) for data d(i)(p).
(11)
The bilevel optimization problem (11) could be solved as a large constrained
optimization problem. Instead we follow a technique commonly used in the PDE
constrained optimization literature where we eliminate the constraint by solving for
f̂ (i)(p), for i = 1, 2, . . . , N yielding the reduced problem. Although both approaches
have their merits, the reduced problem might be more attractive, especially if N  1.
Furthermore, the reduced problem allows for parallel computing, since the constraints
can be eliminated independently.
Assuming that Ω ⊂ R` is closed and convex, (11) can be solved, for example, using
a Projected Steepest Descent or Projected Gauss-Newton method (see also [17]). In
both cases, we need to compute the gradient of the design objective function,
(12) ∇pJN (p) = 1N
N∑
i=1
∇pf̂ (i)
(
f̂ (i)(p)− f (i)true
)
+∇pR ,
where ∇pf̂ (i) contains the derivatives of the reconstructed image f̂ (i)(p) with respect
to the design parameters. For OED problem A, where R(p) = β‖p‖1 and p ≥ 0,
computing the gradient for the regularization term is straightforward. However, the
more challenging computation involves the sensitivity matrix ∇pf̂ (i) that is solver-
dependent and outlined in the following section.
4. Computational approaches for OED. In this section, we describe efficient
computational approaches for computing solutions to OED problems A and B.
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Bayes risk minimization. We begin with computational simplifications that can
be used for the Bayes risk minimization problem. First we consider the case where
L = In (standard Tikhonov regularization). Assume M(p) ∈ Rm×n with rank r ≤
min(m,n) and let M(p) = U(p)Σ(p)V(p)> be the SVD where the non-zero diagonal
elements of Σ(p) are σ1(p) ≥ . . . ≥ σr(p). Then, with some algebraic manipulations,
it can be shown that design objective (again omitting the regularization term for
convenience) can be written as
J (p) = 12σ2
∥∥(Σ(p)>Σ(p) + α2In)−1 [Σ(p)> αIn]∥∥2F
= 12σ2
(
r∑
i=1
1
σi(p)2 + α2
+
n− r
α2
)
.
Note that the second term should not be ignored since the rank of M(p) may depend
on p.
For the general case where L 6= In, the generalized SVD could be used to simplify
the objective function as
J (p) = 12σ2
∥∥∥X(p)−1(Σ(p)>Σ(p) + α2Ψ(p)>Ψ(p))−1/2∥∥∥2
F
,
where
M(p) = U(p)Σ(p)X(p)> and L = V(p)Ψ(p)X(p)>
and U(p) ∈ Rm×m and V(p) ∈ Rn×n are orthogonal matrices, Σ(p) ∈ Rm×n and
Ψ(p) ∈ Rn×n are diagonal matrices and X(p) ∈ Rn×n is a nonsingular matrix [36].
A simpler approach for L 6= In is to compute the singular values of Mα(p) denoted
σα,1(p), . . . , σα,n(p) > 0, in which case
J (p) = 12σ2
n∑
i=1
(σα,i(p))
−2
.
Next we exploit the specific structure of OED problem A to analyze the depen-
dence on p. Assume that all p > 0 so that E(p) = I`, then
M(p) = (diag(p)⊗ Inr )
TR(θ1)...
TR(θ`)
 =
p1TR(θ1)...
p`TR(θ`)
 .
The singular values of M(p) are given in the following Lemma.
Lemma 4.1. Let Aj ∈ Rm×n for j = 1, . . . , `, then the unsorted singular values
of (diag(p) ⊗ I)
A1...
A`
 are given by √∑`j=1 (σ(j)i )2 p2j , i = 1, . . . , n where σ(j)i is the
i-th singular value of Aj .
Proof. The result follows from the fact that the eigenvalues of
∑`
j=1 p
2
jA
>
j Aj are
given as
∑`
j=1
(
σ
(j)
i
)2
p2j .
Thus, if we let Aj = TR(θj) and define Π ∈ Rn×` such that the j-th column of Π
contains the squares of the singular values of Aj , then the squares of the singular
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values of M(p) are given in the vector h = Πdiag(p)p. This formulation enables us
to compute the gradient as
(13) ∇pJ (p) = −σ−2diag(p)Π>hα + βsign(p),
where hα =
[
(h1 + α
2)−2, . . . , (hn + α2)−2
]>
with hi being the i-th element of h.
Notice that a critical point occurs if p = 0 (ignoring the non-differentiability of ‖p‖1
at p = 0), but this implies that M(p) = 0 which is not reasonable. Thus, to obtain
optimal design parameters for OED problem A, a nonlinear solver must be used.
Empirical Bayes risk minimization. In the absence of a closed form expression
for the MAP estimate (e.g., due to the presence of inequality constraints) we follow
an SAA approach and use gradient-based optimization methods to solve the empirical
Bayes risk problem (11). To ensure differentiability, we propose using interior point
methods for solving the constrained inverse state problems (6) and (9). Although
active set methods could also be used for solving problems such as (2), we prefer
interior point methods because the ultimate goal is fast optimization of the design,
and interior point methods enable fast sensitivity computations, i.e., methods for
computing the derivatives of the reconstructed solution with respect to the (possibly
relaxed) design parameters. Before deriving the sensitivities we describe the interior
point method used in our experiments, which is a standard primal dual interior point
method for quadratic programming based on Mehrotra’s predictor-corrector approach;
a more detailed description can be found, e.g., in [29, Ch.16].
We first rewrite the constrained optimization problem as a quadratic program
(14) min
f
1
2 f
>Q(p)f + b(p)>f subject to Cef − ce = 0, Cif − ci ≥ 0 ,
where Q(p) = M(p)>M(p) +α2L>L and b(p) = −M(p)>d(p)−α2L>Lµ. To deal
with the linear inequality constraints, we introduce slack variables s ∈ Rmi , yielding
the equivalent problem
(15)
min
f ,s
1
2 f
>Q(p)f + b(p)>f subject to Cef − ce = 0, Cif − ci − s = 0, s ≥ 0.
This is a convex quadratic optimization problem, whose objective function is strictly
convex if null(M(p)) ∩ null(L) = ∅. The Lagrangian is given by
(16) L(f ,λe, s,λi) = 12 f>Q(p)f + b(p)>f − λ>e (Cef − ce)− λ>i (Cif − ci − s).
Necessary and sufficient conditions for a global minimizer are the KKT conditions.
Here, we consider the perturbed conditions for some centrality parameter δ ≥ 0,
(17) F (f ,λe, s,λi, δ, µ) =

Q(p)f + b(p)−C>e λe −C>i λi
Cef − ce
Cif − ci − s
SΛie− δµe
 = 0, λi, s ≥ 0.
Here, S = diag(s), Λi = diag(λi) and e ∈ Rmi is a vector of all ones, and µ = s>λimi is a
complementarity measure (it is zero at a KKT point). In interior point methods, the
goal is to iteratively approximate a root of F using Newton’s method and some line
search that ensures strict positivity of the slack and the Lagrange multiplier associated
with the inequality constraints (i.e., s > 0 and λi > 0).
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At the k-th iteration of the interior point method, we denote the current iterates
as (fk,λke , s
k,λki ), linearize the optimality conditions (17), and solve the linear system
(18)

...
...
...
...
∇fF ∇λeF ∇sF ∇λiF
...
...
...
...


∆f
∆λe
∆s
∆λi
 =

−rd(p)
−re
−ri
−SΛie + δµe
 ,
where
(19)

...
...
...
...
∇fF ∇λeF ∇sF ∇λiF
...
...
...
...
 =

Q(p) −C>e 0 −C>i
Ce 0 0 0
Ci 0 −Imi 0
0 0 Λi S
 .
Here, the dual residual is
rd(p) = Q(p)f
k + b(p)−C>e λke −C>i λki
and the primal residuals for the equality and inequality constraints are, respectively,
re = Cef
k − ce and ri = Cifk − ci − sk.
The crucial components of the primal dual interior point method include an ef-
ficient linear solver for (18), the step length selection (here we use the largest step
size in [0, 1) that ensures that both λi and s remain sufficiently far from the bound-
ary), and the choice of the centrality parameter δ. For the latter, we use Mehrotra’s
predictor-corrector approach as described in [29]. First, in the predictor step, we com-
pute an affine scaling step (i.e., we solve (18) for δ = 0) and perform a line search.
Then, in the corrector step, we compute the final direction by solving (18) for
δ =
(
(f + αaff∆faff)>(s + αaff∆saff)
meµ
)3
.
Thus, each iteration requires two linear solves.
Computing sensitivities. In order to enable fast optimization of the design param-
eters (i.e., optimization for the outer problem), we need to differentiate the solutions
of the quadratic program (15) with respect to the design parameters. To do this, we
use implicit differentiation of the optimality condition (17). Let f̂(p) be the com-
puted solution to the quadratic programming problem. Then, we are interested in
computing the sensitivity matrix Jf̂ (p) ∈ Rn×` such that
f̂(p + ∆p) = f̂(p) + Jf̂ (p)∆p +O(‖∆p‖2)
for all ∆p ∈ R`.
To this end, we differentiate both sides of (17) around the current KKT point
(f̂(p),λe(p), s(p),λi(p)) with respect to p and obtain
0 = ∇pF (f̂(p),λe(p), s(p),λi(p), δ, µ)
= ∇pF (f̂(p),λe, s,λi, δ, µ) +

...
...
...
...
∇f̂F ∇λeF ∇sF ∇λiF
...
...
...
...


Jf̂ (p)
Jλe(p)
Js(p)
Jλi(p)
 .
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Assuming that the linear system in (19) is invertible (that is, there is a unique KKT
point) we obtain
Jf̂ (p)
Jλe(p)
Js(p)
Jλi(p)
 = −

Q(p) −C>e 0 −C>i
Ce 0 0 0
Ci 0 −Imi 0
0 0 Λi S

−1 
∇p(Q(p)f̂(p) + b(p))
0
0
0
 .
In the case of OED Problem A with E(p) = I` we have
∇p(Q(p)f + b(p)) = 2
R(θ1)
>T>
. . .
R(θ`)
>T>
 (M(p)f − d(p)).
Computing the complete sensitivity matrix of interest Jf̂ requires ` linear solves
and thus might be infeasible when ` 1. Thus, as is also common in PDE parameter
estimation [15], we provide matrix-free implementations that compute matrix vector
products v 7→ Jf̂v and w 7→ J>f̂ w at the cost of one linear solve per training sample.
For some applications and in particular for OED Problem B, it may be beneficial
to re-parameterize the angles contained in p by taking a reference angle δ1 = p1 and
non-negative increments δj ≥ 0, j = 2, . . . , n such that pk =
∑k
j=1 δj . This results in
the following additional constraints
δ1 − a ≥ 0, δj ≥ 0 for j = 2, . . . , n, and b−
n∑
j=1
δj ≥ 0,
where a is the lower and b the upper bound for the angles and derivatives are given
by
∂p
∂δ
=

1 0 0 . . . 0
1 1 0 . . . 0
...
. . .
...
1 1 1 . . . 1
 .
5. Numerical Experiments. In this section, we provide various examples for
both OED problems A and B, using the tomography reconstruction problems de-
scribed in Section 2. We consider various assumptions (including different training
data sets) and investigate how different constraints on the imaging state problem may
affect the optimal design parameters.
5.1. Implementation. Our numerical framework for minimizing the empirical
Bayes risk is implemented as an add-on to the parameter estimation package jInv [33].
To benefit from jInv’s existing capabilities, the routines for solving the lower-level
problem and computing sensitivities are implemented as a module, extending the
abstract forward problem type. In particular, this allows parallel and distributed-
memory evaluation of the constrained inverse problems for different training data.
The design problem is formulated and solved using the misfit, regularization, and
optimization methods provided in jInv’s. Our module will be made freely available.
5.2. Data sets and Constraints. We consider four sets of training data shown
in Figure 2 and described below. To obtain each projection, we use model (1) with
parallel rays where the number of rays is equal to the pixel size.
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Rectangles: The data set consists of 20 binary images of size 40 × 40 that show
randomly spaced and sized rectangles. The rectangles’ edges are aligned with the
coordinate axes. Note that given the knowledge on the binary constraints, exact
reconstruction is possible using two measurements with angles of 0 and 90 degrees,
respectively.
Pentagons: A second data set consists of binary images of pentagons. As before,
the training data consists of 20 discrete images with 40 × 40 pixels. The location
and the size of the pentagons change randomly from image to image; however, the
angles between the edges and the coordinate axes are the same. Thus, the object
can be reconstructed exactly with appropriate constraints and from five projection
angles.
Shapes: As a non-binary example we consider a synthetically generated dataset con-
taining 20 discrete images of size 40× 40 that are obtained by evaluating a random
smooth function on a randomly chosen supporting set.
Phantom: As a more realistic example, we generate a training data set consisting of
20 gray valued images resembling random variations of the Modified Shepp-Logan
phantom [24, 35]. The Shepp-Logan phantom resembles basic head characteristics:
exterior, skull, left and right ventricles, as well as tumors. We randomly varied
head features, such as skull size, head & ventricle size and orientation, intensity,
and number of tumors. Our Matlab implementation will be publicly available.
Here, we discretize the data on a 64× 64 regular grid.
1) rectangles 2) pentagons
3) shapes 4) phantom
Fig. 2. Simulated training data used in the numerical experiments. Each data set consists of
20 images with intensity values between 0 (black) and 1 (white). The blue lines divide the plot into
the individual examples.
These data sets can be used directly in empirical Bayes risk minimization OED prob-
lems for approximating the expected value, as discussed in Section 3. Furthermore,
we can treat the images as samples from some underlying distributions and either
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use a prior assumption on the covariance Γf or a sample approximation to solve the
Bayes OED problems.
The main interest of this work is to investigate how different constraints on the
imaging problem may affect the optimal design parameters. Therefore, we consider
four common choices of constraints in (2).
unconstrained: No constraints are imposed on the discrete image, f . In this case
the optimality condition in (2) is a linear system with a positive definite matrix and
(for small-scale problems) is solved using a Cholesky factorization. For this case,
we compare the optimal Bayes design with the optimal empirical Bayes design.
equality constraints: We assume that the sum of the intensity values equals a
known constant. To this end, we set Ce =
[
1, . . . , 1
] ∈ R1×n and ce = Ceftrue.
Similar to the previous case the optimality condition (2) is linear and requires solv-
ing a saddle point problem. To this end, we use an LU factorization.
non-negativity: A physically meaningful constraint in many imaging problems is to
enforce reconstructed intensity values to be non-negative. In our formulation we
use Ci = In ∈ Rn×n and ci = 0.
bound constraints: In addition to non-negativity, we enforce an upper bound and
restrict the intensity values of each pixel to be between 0 and 1 by using Ci =
[In;−In] ∈ R2n×n and ci = [0;−e] ∈ R2n.
Since the most plausible choice of a constraint will depend on the particular applica-
tion our framework supports a variety of constraints. Due to the relative simplicity of
OED problem B (e.g., no additional design regularization and potentially much fewer
parameters to optimize), we begin with some investigations on the impact of lower
level constraints on the overall optimal experimental design.
5.3. OED Results for Problem B. For simplicity and for visualization pur-
poses, we consider OED problem B with ` = 2; that is, we aim to find the 2 projection
angles, where the resulting reconstructions minimize the mean-squared error. Note
that computing reconstructions in this case is highly under-determined.
We first investigate the OED objective function J (p) for projection angles p ∈
[0, 180]2 in intervals of 1 degree, assuming p1 ≥ p2. Note that no regularization is
included in the outer optimization problem of OED problem B, and thus the objective
function measures the mean squared error of the reconstruction. We begin with no
constraints on the inner problem and provide the Bayes risk values in Figure 3 for
various covariance matrices where the underlying images are 64 × 64 pixels. First,
we provide the Bayes risk for L = I4096, where the minimum occurs around angles
45 and 135 degrees. Then for both the rectangles and phantoms data sets, we gen-
erated 1,000,000 sample images and computed the sample covariance matrices (with
a small regularization to ensure positive definiteness). Using the computed factor L,
we computed Bayes risks and provide them along with their corresponding minima
in Figure 3. In general, we see that p1 = p2 as well as p1 = 0, p2 = 180 correspond to
higher Bayes risk, which seems intuitive for tomography. However, it is evident that
the choice of L does affect the optimal design.
Next we provide the empirical Bayes risk (i.e., values of the sampled objective
function) for all four training data sets and four options for constraints in Figure 4.
The two best designs are marked with red dots. For all training data, the design
improvement is most pronounced for the box-constrained lower-level problem. Fur-
ther, for the pentagon example, the global optima are obtained at different points for
unconstrained/equality constrained and the inequality constrained problems.
We investigate the impact of the value of the regularization parameter, α, on the
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L = I rectangles phantom
Fig. 3. Bayes risk for OED Problem B with two projection angles p1 and p2 for L being
the identity matrix and for L coming from covariance matrices obtained from realizations of the
rectangles and the phantoms datasets. Red dots correspond to minimum values. These results
correspond to the unconstrained state problem with α = 1 and σ = 1.
reconstruction error for the optimal designs identified in the previous steps. To this
end, we compute the MSE for 20 logarithmically equal spaced values of α between
10−4 and 103 using the optimal projection angles determined in the previous step.
We see that for the unconstrained and equality constrained problem, the MSE is less
sensitive to the choice of α and thus the global minima are difficult to identify. For
the inequality constrained problems substantial improvement of the design can be
obtained. For all datasets, we found that thee box constraints resulted in smaller
MSE values overall. Since a good choice of α may not be available a priori, one could
consider an approach that incorporates α as a design parameter, so that optimal
design also includes optimizing for α.
5.4. OED Results for Problem A. Given the training data and a fine dis-
cretization of the tomography operator, we generate data, by evaluating the forward
problem and adding 0.1% Gaussian white noise. Then, the OED problem is solved
twice. First, we aim at eliminating the number of rows in A by solving the OED
problem A with an `1-regularizer on the measurement parameters. Second, we adjust
the weights of the non-zero weights by re-solving the OED problem without regular-
ization. This procedure resembles the method introduced in [16].
We first investigate the impact of the sparsity parameter β on the design. In
the top row of Figure 6, we provide the number of projections ` for various values
of β, and as expected, we see that with a larger sparsity parameter, we obtain fewer
projections. The more interesting result is in the second row where we provide the
MSE as a function of β. Here we see that even with fewer projections, reconstructions
obtained by imposing constraints correspond to smaller MSE values.
In Figures 7 and 8, we provide four sample reconstructions and error images for
each dataset and constraint. We observe that, overall, fewer projections are required
and smaller reconstruction errors are possible if box or non-negativity constraints are
included on the lower problem. This distinction is most prominent with the datasets
of binary images, where only a few projections are needed.
Intuitively, the optimal angles for the rectangle images should be 0 and 90 degrees
and the optimal angles for the pentagon images should be 27, 63, 99, 135, and 171
degrees. This is because the training images all share the same orientation, and angles
orthogonal to the edges may be considered optimal (see Figure 2). In Figure 7, we
see that for the rectangles, the non-negative and box-constrained OED parameters
are pˆ = [0, 90]> and pˆ = [0, 90]> degrees respectively, and for the pentagons, pˆ =
[25, 64, 99, 136, 171]> and pˆ = [27, 62, 99, 134, 171]> degrees respectively. These results
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Fig. 4. Mean squared reconstruction error for OED Problem B with two projection angles
plotted along the x and y axis. For each data set we show the reduction of MSE for the unconstrained,
equality constrained, non-negativity constrained and box constrained OED problem. The two best
designs are indicated by red dots. To allow for comparison, the same color axis is in the sub plots of
each row. It can be seen that a considerably larger reduction of the reconstruction error is achieved
for the constrained problems.
illustrate the benefits of incorporating proper constraints to improve the optimal
experimental design.
6. Conclusions. In this work, we consider optimal experimental design prob-
lems in the context of tomographic reconstruction and investigate the impact of state
constraints on the optimal design. We examine two problem formulations for en-
forcing sparse sampling in the design parameters, where OED problem A employs a
sparsity enforcing regularization term and OED problem B achieves a desired level
of sparsity by construction. We investigate Bayes risk and empirical Bayes risk min-
imization techniques for OED. For problems with known or well-approximated (e.g.,
from very large data sets) mean and covariance matrix, a reformulation of the Bayes
risk can lead to efficient methods to obtain optimal designs for the unconstrained
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Fig. 5. Investigation on the impact of regularization parameter on MSE for different choices
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Fig. 6. Results for OED problem A using the four test data sets for the tomography problem
(column wise). First row depicts the number of projection for the optimal design in dependence on
the sparsity parameter β. The second row shows the optimal mean squared error (MSE).
case. However, the empirical risk minimization framework allows for incorporation of
state constraints. The primary challenge toward efficient optimization of the empiri-
cal problem is computing derivatives of the reconstructed image with respect to the
design parameters. We obtain these by using implicit differentiation of the KKT con-
ditions within interior point methods and by exploiting parallel computing in Julia.
Our numerical results on various datasets demonstrate that including state constraints
does indeed impact the optimal design, in that fewer projections are required, and
smaller MSE values can be obtained. Some items for future work include considering
integer or binary constraints on the design parameters, extensions to nonlinear inverse
problems, and extensions to other applications.
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