Inferring Orthology and Paralogy by Altenhoff, AM et al.
Chapter 5
Inferring Orthology and Paralogy
Adrian M. Altenhoff, Natasha M. Glover, and Christophe Dessimoz
Abstract
The distinction between orthologs and paralogs, genes that started diverging by speciation versus duplica-
tion, is relevant in a wide range of contexts, most notably phylogenetic tree inference and protein function
annotation. In this chapter, we provide an overview of the methods used to infer orthology and paralogy.
We survey both graph-based approaches (and their various grouping strategies) and tree-based approaches,
which solve the more general problem of gene/species tree reconciliation. We discuss conceptual differ-
ences among the various orthology inference methods and databases and examine the difficult issue of
verifying and benchmarking orthology predictions. Finally, we review typical applications of orthologous
genes, groups, and reconciled trees and conclude with thoughts on future methodological developments.
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1 Introduction
The study of genetic material almost always starts with identifying,
within or across species, homologous regions—regions of common
ancestry. As we have seen in previous chapters, this can be done at
the level of genome segments [1], genes [2], or even down to single
residues, in sequence alignments [3]. Here, we focus on genes as
evolutionary and functional units. The central premise of this chap-
ter is that it is useful to distinguish between two classes of homolo-
gous genes: orthologs, which are pairs of genes that started diverging
via evolutionary speciation, and paralogs, which are pairs of genes
that started diverging via gene duplication [4] (Fig. 1, Box 1).
Originally, the terms and their definition were proposed by Walter
M. Fitch in the context of species phylogeny inference, i.e., the
reconstruction of the tree of life. He stated “Phylogenies require
orthologous, not paralogous, genes” [4]. Indeed, since orthologs
arise by speciation, any set of genes in which every pair is ortholo-
gous has by definition the same evolutionary history as the
Maria Anisimova (ed.), Evolutionary Genomics: Statistical and Computational Methods, Methods in Molecular Biology, vol. 1910,
https://doi.org/10.1007/978-1-4939-9074-0_5, © The Author(s) 2019
Adrian M. Altenhoff and Natasha M. Glover are the Joint first authors
149
underlying species. These days, however, the most frequent moti-
vation for the orthology/paralogy distinction is to study and pre-
dict gene function: it is generally believed that orthologs—because
they were the same gene in the last common ancestor of the species
involved—are likely to have similar biological function. By contrast,
paralogs—because they result from duplicated genes that have been
retained, at least partly, over the course of evolution—are believed
to often differ in function. Consequently, orthologs are of interest
to infer function computationally, while paralogs are commonly
used to study function innovation.
Box 1: Terminology
Homology is a relation between a pair of genes that share a
common ancestor. All pairs of genes in the below figure are
homologous to each other.
S1
x1 y1 x2 y2 z1
S2
D1
S2
(continued)
S1
S2 S2
a) b)
Fig. 1 (a) Simple evolutionary scenario of a gene family with two speciation
events (S1 and S2) and one duplication event (star). The type of events completely
and unambiguously define all pairs of orthologs and paralogs: The frog gene is
orthologous to all other genes (they coalesce at S1). The red and blue genes are
orthologs between themselves (they coalesce at S2), but paralogs between each
other (they coalesce at star). (b) The corresponding orthology graph. The genes
are represented here by vertices and orthology relationships by edges. The frog
gene forms one-to-many orthology with both the human and dog genes, because
it is orthologous to more than one sequence in each of these organisms. In such
cases, the bi-directional best-hit approach only recovers one of the relations
(the highest scoring one). Note that in contrary to BBH, the nonsymmetric BeTs
approach—simply taking the best genome-wide hit for each gene regardless of
reciprocity—would in the situation of a lost blue human gene infer an incorrect
orthologous relation between the blue dog and red human gene
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Box 1: (continued)
Orthology is a relation defined over a pair of homologous
genes, where the two genes have emerged through a specia-
tion event [4]. Example pairs of orthologs are (x1, y1) or (x2,
z1). Orthologs can be further subclassified into one-to-one,
one-to-many, many-to-one, and many-to-many orthologs.
The qualifiers one and many indicate for each of the two
involved genes whether they underwent an additional dupli-
cation after the speciation between the two genomes. Hence,
the gene pair (x1, y1) is an example of a one-to-one ortholo-
gous pair, whereas (x2, z1) is a many-to-one ortholog relation.
Paralogy is a relation defined over a pair of homologous
genes that have emerged through a gene duplication, e.g., (x1,
x2) or (x1, y2).
In-Paralogy is a relation defined over a triplet. It involves a
pair of genes and a speciation event of reference. A gene pair is
an in-paralog if they are paralogs and duplicated after the
speciation event of reference [5]. The pair (x1, y2) are
in-paralogs with respect to the speciation event S1.
Out-Paralogy is also a relation defined over a pair of genes
and a speciation event of reference. This pair is out-paralogs if
the duplication event through which they are related to each
other predates the speciation event of reference. Hence, the
pair (x1, y2) are out-paralogs with respect to the speciation
event S2.
Co-orthology is a relation defined over three genes, where
two of them are in-paralogs with respect to the speciation
event associated to the third gene. The two in-paralogous
genes are said to be co-orthologous to the third (out-group)
gene. Thus, x1 and y2 are co-orthologs with respect to z1.
Homoeology is a specific type of homologous relation in a
polyploid species, which thus contain multiple “sub-gen-
omes.” This relation describes pairs of genes that originated
by speciation and were brought back together in the same
genome by allopolyploidization (hybridization) [6]. Thus, in
the absence of rearrangement, homoeologs can be thought of
as orthologs between sub-genomes.
In this chapter, we first review the main methods used to infer
orthology and paralogy, including recent techniques for scaling up
algorithms to big data. We then discuss the problem of benchmark-
ing orthology inference. In the last main section, we focus on
various applications of orthology and paralogy.
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2 Inferring Orthology
Most orthology inference methods can be classified into two major
types: graph-based methods and tree-based methods [7]. Methods
of the first type rely on graphs with genes (or proteins) as nodes and
evolutionary relationships as edges. They infer whether these edges
represent orthology or paralogy and build clusters of genes on the
basis of the graph. Methods of the second type are based on gene/
species tree reconciliation, which is the process of annotating all
splits of a given gene tree as duplication or speciation, given the
phylogeny of the relevant species. From the reconciled tree, it is
trivial to derive all pairs of orthologous and paralogous genes. All
pairs of genes which coalesce in a speciation node are orthologs and
paralogs if they split at a duplication node. In this section, we
present the concepts and methods associated with the two types
and discuss the advantages, limitations, and challenges associated
with them.
2.1 Graph-Based
Methods
Graph-based approaches were originally motivated by the availabil-
ity of complete genome sequences and the need for efficient meth-
ods to detect orthology. They typically run in two phases: a graph
construction phase, in which pairs of orthologous genes are
inferred (implicitly or explicitly) and connected by edges, and a
clustering phase, in which groups of orthologous genes are con-
structed based on the structure of the graph.
2.1.1 Graph Construction
Phase: Orthology Inference
In its most basic form, the graph construction phase identifies
orthologous genes by considering pairs of genomes at a time. The
main idea is that between any given two genomes, the orthologs
tend to be the homologs that diverged least. Why? Because assum-
ing that speciation and duplication are the only types of branching
events, the orthologs branched by definition at the latest possible
time point—the speciation between the two genomes in question.
Therefore, using sequence similarity score as surrogate measure of
closeness, the basic approach identifies the corresponding ortholog
of each gene through its genome-wide best hit (BeT)—the highest
scoring match in the other genome [8]. To make the inference
symmetric (as orthology is a symmetric relation), it is usually
required that BeTs be reciprocal, i.e., that orthology be inferred
for a pair of genes g1 and g2 if and only if g2 is the BeTof g1 and g1 is
the BeT of g2 [9]. This symmetric variant, referred to as bi-direc-
tional best hit (BBH), has also the merit of being more robust
against a possible gene loss in one of the two lineages (Fig. 1).
Inferring orthology from BBH is computationally efficient,
because each genome pair can be processed independently and
high-scoring alignments can be computed efficiently using dynamic
programming [10] or heuristics such as BLAST [11]. Overall, the
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time complexity scales quadratically in terms of the total number of
genes (Box 2). Furthermore, the implementation of this kind of
algorithm is simple.
Box 2: Computational Considerations for Scaling to Many
Genomes
Time complexity—the amount of time for an algorithm to
run as a function of the input—is an important consideration
when dealing with big data. This is relevant for inferring
orthologs and paralogs due to the massive amounts of
sequence data. Thus, it is necessary to consider the time
complexity of the inference algorithms, especially when scal-
ing for large and multiple genomes. In computer science, this
is commonly denoted in terms of “Big O” notation, which
expresses the scaling behavior of the algorithm, up to a con-
stant factor. Below are listed the common time complexities
for aspects of some orthology inference algorithms, in order
of most efficient to least efficient.
Linear time
l O(n): Optimal algorithm to reconcile rooted, fully
resolved gene tree and species tree [12]; Hieranoid algo-
rithm, which recursively merges genomes along the spe-
cies tree to avoid all-against-all computation [13].
Quadratic time
l O(n2): The all-against-all stage central to many orthol-
ogy algorithms scales quadratically, where n is total
number of genes.
Cubic time
l O(n3): The COG database’s graph-based clustering
merge triplets of homologs which share a common face
until no more can be added.
NP-complete
l “Nondeterministic polynomial time,” a large class of
algorithms for which no solution in polynomial time is
known, (e.g. scaling exponentially with respect to the
input size), and thus are impractical. NP-complete pro-
blems are typically solved approximately, using heuris-
tics. For instance, maximum likelihood gene tree
estimation is NP-complete [14].
However, orthology inference by BBH has several limitations,
which motivated the development of various improvements
(Table 1).
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Allowing for More Than One
Ortholog
Some genes can have more than one orthologous counterpart in a
given genome. This happens whenever a gene undergoes duplica-
tion after the speciation of the two genomes in question. Since
BBH only picks the best hit, it only captures part of the ortholo-
gous relations (Fig. 1). The existence of multiple orthologous
counterparts is often referred to as one-to-many or many-to-many
orthology, depending whether duplication took place in one or
both lineages. To designate the copies resulting from such duplica-
tions occurring after a speciation of reference, Remm et al. coined
the term in-paralogs and introduced a method called InParanoid
that improves upon BBH by potentially identifying all pairs of
many-to-many orthologs [5]. In brief, their algorithm identifies
all paralogs within a species that are evolutionarily closer (more
similar) to each other than to the BBH gene in the other genome.
This results in two sets of in-paralogs—one for each species—where
all pairwise combinations between the two sets are orthologous
relations. Alternatively, it is possible to identify many-to-many
orthology by relaxing the notion of “best hit” to “group of best
hits.” This can be implemented using a score tolerance threshold or
a confidence interval around the BBH [23, 34].
Evolutionary Distances Instead of using sequence similarity as a surrogate for evolutionary
distance to identify the closest gene(s), Wall et al. proposed to use
direct and proper maximum likelihood estimates of the evolution-
ary distance between pairs of sequences [31]. This estimate of
evolutionary distance is based on the number and type of amino
acid substitutions between the two sequences. Indeed, previous
studies have shown that the highest scoring alignment is often
not the nearest phylogenetic neighbor [35]. Building upon this
work, Roth et al. showed how statistical uncertainties in the dis-
tance estimation can be incorporated into the inference
strategy [36].
Differential Gene Losses As discussed above, one of the advantages of BBH over BeT is that
by virtue of the bi-directional requirement, the former is more
robust to gene losses in one of the two lineages. But if gene losses
occurred along both lineages, it can happen that a pair of genes
mutually closest to one another is in fact paralogs, simply because
both their corresponding orthologs were lost—a situation referred
to as “differential gene losses.” Dessimoz et al. [37] presented a
way to detect some of these cases by looking for a third species in
which the corresponding orthologs have not been lost and thus can
act as witnesses of non-orthology.
2.1.2 Clustering Phase:
From Pairs to Groups
The graph construction phase yields orthologous relationships
between pairs of genes. But this is often not sufficient. Concep-
tually, information obtained from multiple genes or organisms is
often more powerful than that obtained from pairwise comparisons
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only. In particular, as the use of a third genome as potential witness
of non-orthology suggests, a more global view can allow identifica-
tion and correction of inconsistent/spurious predictions. Practi-
cally, it is more intuitive and convenient to work with groups of
genes than with a list of gene pairs. Therefore, it is often desirable to
cluster orthologous genes into groups.
Tatusov et al. [8] introduced the concept of clusters of ortho-
logous groups (COGs). COGs are computed by using triangles
(triplets of genes connected to each other) as seeds and then
merging triangles which share a common face, until no more
triangle can be added. This clustering can be computed relatively
efficient in time O(n3), where n is the number of genomes analyzed
[38]. The stated objective of this clustering procedure is to group
genes that have diverged from a single gene in the last common
ancestor of the species represented [8]. Practically, they have been
found to be useful by many, most notably to categorize prokaryotic
genes into broad functional categories.
A different clustering approach was adopted by OrthoMCL,
another well-established graph-based orthology inference method
[29]. There, groups of orthologs are identified by Markov Cluster-
ing [39]. In essence, the method consists in simulating a random
walk on the orthology graph, where the edges are weighted accord-
ing to similarity scores. The Markov Clustering process gives rise to
probabilities that two genes belong to the same cluster. The graph
is then partitioned according to these probabilities and members of
each partition form an orthologous group. These groups contain
orthologs and “recent” paralogous genes, where the recency of the
paralogs can be somewhat controlled through the parameters of the
clustering process.
A third grouping strategy consists in building groups by iden-
tifying fully connected subgraphs (called “cliques” in graph theory)
[23]. This approach has the merits of straightforward interpreta-
tion (groups of genes which are all orthologous to one another)
and high confidence in terms of orthology within the resulting
groups, due to the high consistency required to form a fully
connected subgraph. But it has the drawbacks of being hard to
compute (clique finding belongs to the NP-complete class of pro-
blems, for which no polynomial time algorithm is known; see Box
2) and being excessively conservative for many applications.
As emerges from these various strategies, there is more than
one way orthologous groups can be defined, each with different
implications in terms of group properties and applications [40]. In
fact, there is an inherent trade-off in partitioning the orthology
graph into clusters of genes, because orthology is a non-transitive
relation: if genes A and B are orthologs and genes B and C are
orthologs, genes A and C are not necessarily orthologs, e.g., con-
sider in Fig. 1 the blue human gene, the frog gene, and the red dog
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gene. Therefore, if groups are defined as sets of genes in which all
pairs of genes are orthologs (as with OMA groups), it is not
possible to partition A, B, and C into groups capturing all ortho-
logous relations while leaving out all paralogous relations.
2.1.3 Hierarchical
Clustering
More inclusive grouping strategies necessarily lead to orthologs
and paralogs within the same group. Nevertheless, it can be possi-
ble to control the nature of the paralogs included. For instance, as
seen above, OrthoMCL attempts at including only “recent” para-
logs in its groups. This idea can be specified more precisely by
defining groups with respect to a particular speciation event of
interest, e.g., the base of the mammals. Such hierarchical groups
are expected to include orthologs and in-paralogs with respect to
the reference speciation—in our example all copies that have des-
cended from a single common ancestor gene in the last mammalian
common ancestor. Conceptually, hierarchical orthologous groups
can be defined as groups of genes that have descended from a single
common ancestral gene within a taxonomic range of interest.
Several resources provide hierarchical clustering of orthologous
groups. EggNOG [15] and OrthoDB [25], for example, both
implement this concept by applying a COG-like clustering method
for various taxonomic ranges. Another example, Hieranoid, pro-
duces hierarchical groups by using a guide tree to perform pairwise
orthology inferences at each node from the leaves to the root—
inferring ancestral genomes at each node in the tree [13, 18]. Simi-
larly, OMAGETHOGs is an approach based on an orthology graph
of pairwise orthologous gene relations, where hierarchical ortho-
logous groups are formed starting with the most specific taxonomy
and incrementally merges them toward the root [21, 22]. Another
method, COCO-CL, identifies hierarchical orthologous groups
recursively, using correlations of similarity scores among homolo-
gous genes [41] and, interestingly, without relying on a species
tree. By capturing part of the gene tree structure in the group
hierarchies, these methods try in some way to bridge the gap
between graph-based and tree-based orthology inference
approaches. We now turn our attention to the latter.
2.2 Tree-Based
Methods
At their core, tree-based methods infer orthologs on the basis of
gene family trees whose internal nodes are labeled as speciation or
duplication nodes. Indeed, once all nodes of the gene tree have
been inferred as a speciation or duplication event, it is trivial to
establish whether a pair of genes is orthologous or paralogous,
based on the type of the branching where they coalesce. Such
labeling is traditionally obtained by reconciling gene and species
trees. In most cases, gene and species trees have different topolo-
gies, due to evolutionary events acting specifically on genes such as
duplications, losses, lateral transfers, or incomplete lineage sorting
[42]. Goodman et al. [43] pioneered research to resolve these
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incongruences. They showed how the incongruences can be
explained in terms of speciation, duplication, and loss events on
the gene tree (Fig. 2) and provided an algorithm to infer such
events.
Most tree reconciliation methods rely on a parsimony criterion:
the most likely reconciliation is the one which requires the least
number of gene duplications and losses. This makes it possible to
compute reconciliation efficiently and is tenable as long as duplica-
tion and loss events are rare compared to speciation events. In their
seminal article, Goodman et al. [43] had already devised their
reconciliation algorithm under a parsimony strategy. In the
subsequent years, the problem was formalized in terms of a map
function between the gene and species trees [44], whose computa-
tional cost was conjectured [45], and later proved [12, 46] to
coincide with the number of gene duplication and losses. These
results yielded highly efficient algorithms, either in terms of asymp-
totic time complexity [12] or in terms of runtimes on typical
problem sizes [47]. With these near-optimal solutions, one might
think that the tree reconciliation problem has long been solved. As
we shall see in the rest of this section, however, the original formu-
lation of the tree reconciliation problem has several limitations in
practice, which have stimulated the development of various refine-
ments to overcome them (Table 2).
Species Tree
Reconciled Tree
(Simple Representation)
Reconciled Tree
(Full Representation)
Gene Tree
Duplication
Gene loss
Speciation
Fig. 2 Schematic example of the gene/species tree reconciliation. The gene tree
and species tree are not compatible. Reconciliation methods resolve the
incongruence between the two by inferring speciation, duplication, and losses
events on the gene tree. The reconciled tree indicates the most parsimonious
history of this gene, constrained to the species tree. The simple representation
(bottom right) suggests that the human and frog genes are orthologs and that
they are both paralogous to the dog gene
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2.2.1 Unresolved
Species Tree
A first problem ignored by most early reconciliation algorithms lies
in the uncertainty often associated with the species tree, which
these methods assume as correct and heavily rely upon.
One way of dealing with the uncertainties is to treat unresolved
parts of the species tree as multifurcating nodes (also known as soft
polytomies). By doing so, the reconciliation algorithm is not forced
to choose for a specific type of evolutionary event in ambiguous
regions of the tree. This approach is, for instance, implemented in
TreeBeST [52] and used in the Ensembl Compara project [53].
Alternatively, Heijden et al. [57] demonstrated that it is often
possible to infer speciation and duplication events on a gene tree
without knowledge of the species tree. Their approach, which they
call species overlap, identifies for a given split the species represented
in the two subtrees induced by the split. If at least one species has
genes in both subtrees, a duplication event is inferred; else a specia-
tion event is inferred. In fact, this approach is a special case of soft
polytomies where all internal nodes have been collapsed. Thus, the
only information needed for this approach is a rooted gene tree.
Since then, this approach has been adopted in other projects, such
as PhylomeDB [59].
2.2.2 Rooting The classical reconciliation formulation requires both gene and
species trees to be rooted. But most models of sequence evolution
are time reversible and thus do not allow to infer the rooting of the
reconstructed gene tree. One sensible solution is to root a gene tree
so that it minimizes the number of duplication events [62]. Thus,
this method uses the parsimony principle for both rooting and
reconciliation. For cases of multiple optimal rootings, ties can be
broken by selecting the tree that minimizes the tree height [63] or
by picking the rooting which minimizes the number of gene
losses [61].
Another approach is to place the root at the “center of the
tree”—also known as “midpoint rooting” [58]. The idea of this
method goes back to Farris [64] and is motivated by the concept of
a molecular clock. But for most gene families, assuming a constant
rate of evolution is inappropriate [65, 66], and thus this approach is
not used widely. A newly introduced refinement based on minimiz-
ing average deviations among children nodes holds promise of
being more robust [67] but still relies on a molecular clock
assumption.
For the species tree, the most common and reliable way of
rooting trees is by identifying an outgroup species. PhylomeDB
uses genes from outgroup species to root gene trees [59]. One
main potential problem with this approach is that in many situa-
tions, it can be difficult to identify a suitable outgroup. For exam-
ple, in analysis covering all kingdoms of life, an outgroup species
may not be available, or the relevant genes might have been lost
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[68]. A suitable out-group needs to be close enough to allow for
reliable sequence alignment, yet it must have speciated clearly
before any other species separated. Furthermore, ancient duplica-
tions can cause outgroup species to carry in-group genes. These
difficulties make this approach more challenging for automated,
large-scale analysis [69].
2.2.3 Gene Tree
Uncertainty
Another assumption made in the original tree reconciliation prob-
lem is the (topological) correctness of the gene tree. But it has been
shown that this assumption is commonly violated, often due to
finite sequence lengths, taxon sampling [70, 71], or gene evolution
model violations [72]. On the other hand, techniques of expressing
uncertainties in gene tree reconstruction via support measures, e.g.,
bootstrap values, have become well established. Storm and Sonn-
hammer [58] as well as Zmasek and Eddy [63] independently
suggested to extend the bootstrap procedure to reconciliation,
thereby reducing the dependency of the reconciliation procedure
on any one gene tree while providing a measure of support of the
inferred speciation/duplication events. The downsides of using the
bootstrap are the high computational costs and interpretation dif-
ficulties associated with it [73].
Similarly to how unresolved species tree can be handled, unre-
solved parts of the gene tree can also be collapsed into multifurcat-
ing nodes. For instance, HOGENOM [55] and Softparsmap [61]
collapse branches with low bootstrap support values.
A third way of tackling this problem consists in simultaneously
solving both the gene tree reconstruction and reconciliation pro-
blems [74]. They use the parsimony criterion of minimizing the
number of duplication events to improve on the gene tree itself.
This is achieved by rearranging the local gene tree topology of
regions with low bootstrap support such that the number of dupli-
cations and losses is further reduced.
2.2.4 Parsimony
vs. Likelihood
All the approaches mentioned so far try to minimize the number of
gene duplication events. This is generally justified by a parsimony
argument, which assumes that gene duplications and losses are rare
events. But what if this assumption is frequently violated? Little is
known about duplication and loss rates in general [75], but there is
strong evidence for historical periods with high gene duplication
occurrence rates [76] or gene families specifically prone to massive
duplications (e.g., olfactory receptor, opsins, serine/threonine
kinases, etc.)
Motivated by this reasoning, Arvestad et al. introduced the idea
of a probabilistic model for tree reconciliation [49]. They used a
Bayesian approach to estimate the posterior probabilities of a rec-
onciliation between a given gene and species tree using Markov
chain Monte Carlo (MCMC) techniques. Arvestad et al. [49]
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modeled gene duplication and loss events through a birth-death
process [77]. In the subsequent years, they refined their method to
also model sequence evolution and substitution rates in a unified
framework called gene sequence evolution model with iid rates (GSR)
[49, 50].
Perhaps the biggest problem with the probabilistic approach is
that it is not clear how well the assumptions of their model (the
birth-death process with fixed parameters) relate to the true process
of gene duplication and gene loss. Doyon et al. [78] compared the
maximum parsimony reconciliation trees from 1278 fungi gene
families to the probabilistically reconciled trees using gene birth/
death rates fitted from the data. They found that in all but two
cases, the maximum parsimony scenario corresponds to the most
probable one. This remarkably high level of consistency indicates
that in terms of the accuracy of the “best” reconciliation, there is
little to gain from using a likelihood approach over the parsimony
criterion of minimizing the number of duplication events. But how
this result generalizes to other datasets has yet to be investigated.
2.3 Graph-Based
vs. Tree-Based: Which
Is Better?
Given the two fundamentally different paradigms in orthology
inference that we reviewed in this section, one can wonder which
is better. Conceptually, tree reconciliation methods have several
advantages. In terms of inference, by considering all sequences
from all species at the same time, it can also be expected that they
can extract more information from the sequences. This in turn
should translate into higher statistical power. In terms of their
output, reconciled gene trees provide the user more information
than pairs or groups of orthologs. For example, the trees display the
order of duplication and speciation events, as well as evolutionary
distances between these events. In practice, however, these meth-
ods have the disadvantage of having much higher computational
complexity than their graph-based counterparts. Furthermore, the
two approaches are in practice often not that strictly separated.
Tree-based methods often start with a graph-based clustering step
to identify families of homologous genes. Conversely, several hier-
archical grouping algorithms also rely on species trees in their
inference.
Thus, it is difficult to make general statements about the rela-
tive performance of the two classes of inference methods. One
solution that can leverage the unique abilities of both tree-based
and graph-based methods is to combine several independent
orthology inference methods into one. We discuss this technique
in the next section.
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3 Meta-methods
In recent years a new class of orthology inference tools has emerged
which attempts to make the most out of multiple orthology predic-
tion algorithms—meta-methods. These are approaches which com-
bine several individual and distinct methods in order to produce
more robust orthology predictions. These meta-methods are able
to take advantage of the standardized formats of output which has
been a goal of the orthology community [79], as well as the many
new and well-established methods out there.
Generally, meta-methods assign a confidence score to a given
predicted orthologous relation. In its most basic form, more weight
is given to orthologs predicted by the most methods. Some exam-
ples include methods which simply take the intersection of several
methods, such as GET_HOMOLOGUES [80], COMPARE [81],
HCOP [82], and DIOPT [83]. These methods maintain a high
level of precision, but since they are based on intersections, they
necessarily have a lower recall.
Additionally, post-processing techniques can be used to build
upon the base of orthologs found by several methods—thus assign-
ing more sequences as orthologs and improving performance. For
example, MOSAIC (Multiple Orthologous Sequence Analysis and
Integration by Cluster optimization) [84] uses an iterative graph-
based optimization approach that works on ortholog sets predicted
by several independent methods. MOSAIC captures orthologs
which are missed by some individual methods, producing a 1.6-
fold increase in the number of orthologs detected. Another exam-
ple is the MARIO software, which looks for the intersection of
several different orthology methods as seed groups and then pro-
gressively adds unassigned proteins to the groups based on HMM
profiles [85]. MetaPhOrs’ approach integrates phylogenetic and
homology information derived from different databases
[86]. They demonstrate that the number of independent sources
from which an orthology prediction is made, as well as the level of
consistency across predictions, can be used as confidence scores.
So far the previously mentioned meta-methods combine inde-
pendent orthology prediction algorithms and give a higher score
based on the more algorithms which predict a given orthologous
relation. However, another emerging approach is to use machine
learning techniques to recognize patterns among several different
orthology inference methods. With this, one can predict previously
unknown high-confidence orthologs. WORMHOLE is a tool
which uses the information from 17 different orthology prediction
methods to train support vector machine classifiers for predicting
least diverged orthologs [87]. WORMHOLE was able to strongly
re-predict least diverged orthologs in the reference set and also
predict previously unclassified orthologous genes.
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The type of meta-approach and its associated stringency
depends on what the user is going after. For example, if the goal
is to get very-high-confidence groups, methods which only com-
bine for the intersection without trying to add more orthologs may
be preferable. Studies requiring both high precision and recall may
be better suited to use the meta-methods which use post-
processing or machine learning to predict orthologs. And as with
all methods, it is important to understand which clades the method
has been benchmarked in and which orthology tools have been
combined. For example, if several methods have the same bias, one
will just propagate the bias and end up with a false sense of security
because the methods are not independent.
4 Scaling to Many Genomes
In terms of orthology inference, the abundance of genomes now
available has resulted in an emphasis on driving down computa-
tional processing time via efficient algorithms. When inferring
orthology for many genomes, the bottleneck is generally the all-
against-all computations—aligning the proteins in every genome
against the proteins in every other genome. This is the first step of
nearly all graph-basedmethods. The all-against-all computation has
an O(n2) runtime, meaning it scales quadratically with the number
of genomes analyzed (Box 2).
So far, two main techniques for scaling orthology prediction to
many genomes have emerged. The first approach is by making the
all-against-all comparisons faster. Because comparisons are inde-
pendent of each other, the most obvious way of doing this is by
taking advantage of a high-performance computing cluster, as this
is an embarrassingly parallel computing problem. Many methods
have implemented this, such as Hieranoid [13], PorthoMCL [88],
or OMA [22]. Another way to save time on the all-against-all
comparisons is by using very fast algorithms for the homology
search. For example, preliminary results of SonicParanoid showed
160–750 speedup of orthology inference compared to InPara-
noid [89]. Innovations in alignment algorithms with methods such
as DIAMOND [90] or MMSeq2 [91] have the potential to greatly
reduce the time to do the all-against-all comparisons.
A second approach to efficiently scale up orthology inference to
many genomes is by simply avoiding doing the entire all-against-all
comparisons. This makes sense, since a significant amount of time is
spent comparing unrelated gene pairs. For example, it is possible to
avoid aligning many unrelated pairs by exploiting the transitive
property of homology. Wittwer et al. [92] did this by first building
clusters of homologous sequences with one representative
sequence per cluster and subsequently performing the all-against-
all within each cluster. Hieranoid avoids unnecessary all-against-all
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comparisons by using a species tree as a guide, reducing the number
of comparisons toN 1 forN genomes, scaling linearly rather than
quadratically [18]. Another way to avoid all-by-all comparison is by
using a mapping strategy, whereby new proteomes are mapped
onto precomputed orthologous groups. This strategy has been
successfully implemented with the eggNOG database—each
sequence in a new proteome is mapped to a precomputed ortholo-
gous cluster based on hidden Markov models. Then, orthology
relations and function are transferred to the new sequence from
the best matching sequence in the database [93].
5 Benchmarking Orthology
Assessing the quality of orthology predictions is important but
difficult. The main challenge is that the precise evolutionary history
of entire genomes is largely unknown and thus, predictions can
only be validated indirectly, using surrogate measures. To be infor-
mative, such measures need to strongly correlate with orthology/
paralogy. At the same time, they should be independent from the
methods used in the orthology inference process. Concretely, this
means that the orthology inference is not based on the surrogate
measure and the surrogate measure is not derived from orthology/
paralogy.
5.1 Benchmarking
Approaches
Several ways of benchmarking orthology inference have been devel-
oped in the past years. In the next sections, we go over the main
approaches, bringing attention to the advantages and limitations
to each.
5.1.1 Functional
Conservation
The first surrogate measures proposed revolved around conserva-
tion of function [94]. This was motivated by the common belief
that orthologs tend to have conserved function, while paralogs
tend to have different functions. Indeed, orthologs tend to be
more conserved than paralogs in terms of GO annotation similarity
[95]. Thus, “for a given evolutionary distance, more accurate
orthology inference is likely to be correlated with more functionally
similar gene pairs.” Hulsen et al. [94] assessed the quality of ortho-
log predictions in terms of conservation of co-expression levels,
domain annotation, and protein-protein interaction partners.
Additionally, Altenhoff et al. [96] used similarity of experimentally
validated GO annotations as well as Enzyme Commission
(EC) numbers as a functional benchmark. Functional benchmarks
have an advantage in that many researchers are interested in orthol-
ogy because they want to find functionally conserved genes, thus
making functional tests important for assessing different inference
methods. The main limitation of these measures is that it is not so
clear how much they correlate with orthology/paralogy. Indeed, it
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has been argued that the difference in function conservation trends
between orthologs and paralogs might be much smaller than com-
monly assumed and indeed many examples are known of orthologs
that have dramatically different functions [97].
5.1.2 Gene
Neighborhood
Conservation
The fraction of orthologs that have neighboring genes being ortho-
logs themselves is an indicator of consistency and therefore to some
extent also of quality of orthology predictions [94]. Although
synteny has been used as part of the orthology inference for several
algorithms, to date it has not been used as part of large-scale
benchmarking efforts. One possible problem is that gene neighbor-
hood can be conserved among paralogs, such as those resulting
fromwhole-genome duplications. Furthermore, somemethods use
gene neighborhood conservation to help in their inference process,
which can bias the assessment done on such measures (principle of
independence stated above).
5.1.3 Species Tree
Discordance Test
The quality of ortholog predictions can also be assessed based on
phylogeny. By definition, the tree relating a set of genes all ortho-
logous to one another only contains speciation splits and has the
same topology as the underlying species. We introduced a bench-
marking protocol that quantifies how well the predictions from
various orthology inference methods agree with undisputed species
tree topologies [96, 98]. Thus, the species tree discordance test
judges the accuracy of ortholog predictions based on the correct-
ness of the species tree which can be constructed from them.
The advantage of this measure is that by virtue of directly ensuing
from the definition of orthology, it correlates strongly with it and
thus satisfies the first principle. However, the second principle,
independence from the inference process, is not satisfied with
methods relying on the species tree—typically all reconciliation
methods but also most graph-based methods producing hierarchi-
cal groups. In such cases, interpretation of the results must be done
carefully.
5.1.4 Gold Standard
Gene Tree Test
High-quality reference gene trees can also be used to assess
orthology inferences. For this, one compares the pairs of ortho-
logs from a given method to pairs of orthologs derived from these
expertly curated gene trees [40, 99]. One drawback of this bench-
mark is that it is limited by the ability to curate the phylogeny—if
the evolutionary history of the gene family is ambiguous, the
resulting reference tree will unavoidably have mistakes. Another
limitation is the small size of most benchmarks of this type. This
casts doubts on their generalizability and makes them prone to
overfitting.
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5.1.5 Subtree
Consistency Test
For inference methods based on reconciliation between gene and
species trees, Vilella et al. [53] proposed a different phylogeny-
based assessment scheme. For any duplication node of the labeled
gene tree, a consistency score is computed, which captures the
balance of the species found in the two subtrees. Unbalanced
nodes correspond to an evolutionary scenario involving extensive
gene losses and therefore, under the principle of parsimony, are less
likely to be correct. Given that studies to date tend to support the
adequacy of the parsimony criterion in the context of gene family
dynamics (Subheading 2.2.4), it can be expected that this metric
correlates highly with correct orthology/paralogy assignments.
However, since virtually all tree-based methods themselves incor-
porate this very criterion in their objective function (i.e., minimiz-
ing the number of gene duplications and losses), the principle of
independence is violated, and thus the adequacy of this measure is
questionable.
5.1.6 Latent Class
Analysis
Chen et al. [100] proposed a purely statistical benchmark based on
latent class analysis (LCA). Given the absence of a definitive answer
on whether two given genes are orthologs, the authors argue that
by looking at the agreement and disagreement of predictions made
by several inference methods on a common dataset, one can esti-
mate the reliability of individual predictors. More precisely, LCA is
a statistical technique that computes maximum likelihood estimates
of sensitivity and specificity rates for each orthology inference
methods, given their predictions and given an error model. This is
attractive, because it does not depend on any surrogate measure.
However, the results depend on the error model assumed. Thus, we
are of the opinion that LCA merely shifts the problem of assessing
orthology to the problem of assessing an error model of various
orthology inference methods.
5.1.7 Simulated
Genomes
Finally, simulated data can be used in benchmarking. By this, the
precise evolutionary history of a genome can be validated, in terms
of gene duplication, insertion, deletion, and lateral gene transfer
[101]. Knowing for certain all aspects of the simulated genomes
gives an advantage over assessments based on empirical data, where
the true evolutionary history is unknown. On the other hand, how
well the simulated data reflect “real” data is debatable.
5.2 Orthology
Benchmarking Service
The orthology benchmarking service is a web-based platform for
which users can upload their ortholog predictions and run them
through a variety of benchmarks. The user must use quest for
orthologs (QFO) reference proteome set, which is a set of 66 gen-
omes that covers a diverse set of species across all domains [79], to
infer pairwise or groups of orthologs. Several phylogenetic and
function-based benchmarks are automatically run on the uploaded
data, and then summary statistics of the results of each benchmark
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are reported. The user can compare their method’s performance
with that of other well-known orthology inference algorithms and
choose to make theirs public as well. For each benchmark, a
precision-recall curve is reported, allowing for ease of comparison
and evaluation of individual inference techniques. Because of the
range of benchmarking tests and publicly available methods for
comparison, the benchmarking service is useful for both users,
who can check which methods work well for their particular prob-
lem and for method developers. The orthology benchmarking
service can be accessed at http://orthology.benchmarkservice.org.
5.3 Conclusions on
Benchmarking
Overall, it becomes apparent that there is no “magic bullet” strat-
egy for orthology benchmarking, as each approach discussed here
has its limitations (though some limitations are more serious than
others). Nevertheless, comparative studies based on these various
benchmarking measures have reported surprisingly consistent find-
ings [40, 94, 96, 98, 100]: these assessments generally observe that
there is a trade-off between accuracy and coverage and most com-
mon databases are situated on a Pareto frontier. The various assess-
ments concur that the “best” orthology approach is highly
dependent on the various possible applications of orthology.
6 Applications
As we have seen so far, there is a large diversity in the methods for
orthology inference. The main reason is that, although the meth-
ods discussed here all infer orthology as part of their process, many
of them have been developed for different reasons and have differ-
ent ultimate goals. Unfortunately, this is often not mentioned
explicitly and tends to be a source of confusion. In this section,
we review some of these ultimate goals and discuss which methods
and representation of orthology are better suited to address them
and why.
As mentioned in the introduction, most interest for orthology
is in the context of function prediction and is largely based on the
belief that orthologs tend to have conserved function. A conserva-
tive approach consists in propagating function between one-to-one
orthologs, i.e., pairs of orthologous genes that have not undergone
gene duplication since they diverged from one another. Several
orthology databases directly provide one-to-one orthology predic-
tions. But even with those that do not, it might still be possible to
obtain such predictions, for instance, by selecting hierarchical
groups containing at most one sequence in each species or by
extracting from reconciled trees’ subtrees with no duplication. A
more sophisticated approach consists in propagating gene function
annotations across genomes on the basis of the full reconciled gene
tree. Thomas et al. [102], for instance, proposed a way to assign
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gene function to uncharacterized proteins using a gene tree and a
hidden Markov model (HMM) among gene families. Engelhardt
et al.. [103] developed a Bayesian model of function change along
reconciled gene trees and showed that their approach significantly
improves upon several methods based on pairwise gene function
propagation. Ensembl Compara [53] and Panther [102] are two
major databases providing reconciled gene trees.
Since Darwin, one traditional question in biology has always
been how species are related to each other. As we recall in the
introduction of this chapter, Fitch’s original motivation for defin-
ing orthology was phylogenetic inference. Indeed, the gene tree
reconstructed from a set of genes which are all orthologous to each
other should by definition be congruent to the species tree. OMA
Groups (OMA) have this characteristic and, crucially, are con-
structed without help of a species tree.
Yet another application associated with orthology are general
alignments between genomes, e.g., protein-protein interaction
(PPI) network alignments or whole-genome alignments. Finding
an optimal PPI network alignment between two genomes on the
basis of the network topology alone is a computationally hard
problem (i.e., it is an instance of the subgraph isomorphism prob-
lem which is NP-complete [104]). Orthology is often used as
heuristic to constrain the mapping of the corresponding genes
between the two networks and thus to reduce the problem com-
plexity of aligning networks [105]. For whole-genome alignments,
people most often use homologous regions and use orthologs as
anchor points [106]. These types of application typically rely on
ortholog predictions between pairs of genomes, as provided, e.g.,
by InParanoid [5] or OMA [23].
7 Conclusions and Outlook
The distinction between orthologs and paralogs is at the heart of
many comparative genomic studies and applications. The original
and generally accepted definition of orthology is based on the
evolutionary history of pairs of genes. By contrast, there is a con-
siderable diversity in how groups of orthologs are defined. These
differences largely stem from the fact that orthology is a
non-transitive relation and therefore, dividing genes into ortholo-
gous groups will either miss or wrongly include orthologous rela-
tions. This makes it important and worthwhile to identify the type
of orthologous group best suited for a given application.
Regarding inference methods, while most approaches can be
ordered into two fundamental paradigms—graph-based and tree-
based—the difference between the two is shrinking, with graph-
based methods increasingly striving to capture more of the evolu-
tionary history. On the other hand, the rapid pace at which new
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genomes are sequenced limits the applicability of tree-based meth-
ods, computationally more demanding.
Benchmarking this large variety of methods remains a hard
problem—from a conceptual point as described above but also
because of very practical challenges such as heterogeneous data
formats, genome versions, or gene identifiers. This has been recog-
nized by the research community and has led to the development of
the QFO consortium benchmarking service [96].
Looking forward, we see potential in extending the current
model of gene evolution, which is limited to speciation, duplica-
tion, and loss events. Indeed, nature is often much more compli-
cated. For instance, lateral gene transfer (LGT) is believed to be a
major mode of evolution in prokaryotes. While there has been
several attempts at extending tree reconciliation algorithms to
detecting LGT [107, 108], the problem is largely unaddressed in
typical orthology resources [109]. Another relevant evolutionary
process omitted by most methods is whole-genome duplications
(WGD). Even though WGD events act jointly on all gene families,
with few exceptions [110, 111], most methods consider each gene
family independently.
Overall, the orthology/paralogy dichotomy has proved to be
useful but also inherently limited. Reducing the whole evolutionary
history of homologous genes into binary pairwise relations is
bound to be a simplification—and at times an oversimplification.
The shift toward hierarchical orthologous groups is thus a
promising step toward capturing more features of the evolutionary
history of genes. Yet further development will still be needed, as we
are nowhere close to grasp the formidable complexity of gene
evolution across the full diversity of life.
8 Exercises
Assume the following evolutionary scenario
A B C D E F
where duplications are depicted as star and all other splits are
speciations.
Problem #1: Draw the corresponding orthology graph, where the
vertices correspond to the observed genes and the edges indi-
cate orthologous relations between them.
Problem #2: Apply the following two clustering methods on your
orthology graph. First, reconstruct all the maximal fully
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connected subgraphs (cliques) that can be found. Second,
reconstruct the COGs. COGs are built by merging triangles
of orthologs whenever they share a common face. Remember
that in both methods, a gene can only belong to a one cluster.
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