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Abstract
In this thesis we obtain new results on the structures of real C*-algebras and non-
surjective isometries between them. Some of the results have been published in
[1].
We prove a spectral inequality for real Banach*-algebras and give characteri-
sations of real C*-algebras among Banach*-algebras.
We study the ideal and facial structures in real C*-algebras and show that
there is a bijection from the class of norm-closed left ideals I of a real C*-algebra
A to the class of weak*-closed faces F of the state space S(A). The bijection
is given by I 7→ F = {ρ ∈ S(A) : ρ(a∗a) = 0 for all a ∈ I}, with inverse
F 7→ I = {a ∈ A : ρ(a∗a) = 0 for all ρ ∈ F}.
As an application, we use the structures of faces to show an algebraic prop-
erty of linear maps on real C*-algebras. We prove that if T : A → B is a linear
contraction between real C*-algebras A and B, then there is a projection p in the
second dual B′′ of B such that
T (aa∗a)p = T (a)T (a)∗T (a)p (a ∈ A).
If T is an isometry, not necessarily surjective, we obtain a stronger result which
also extends a celebrated result of Kadison on surjective isometries between com-
plex C*-algebras. We prove the following theorem.
Let T be a linear isometry between two real C*-algebras A and B, which can
be non-surjective. Then for each a ∈ A there exists a partial isometry u ∈ B′′ and
a projection p ∈ B′′ such that
(i) {u, T ({f, g, h}), u} = {u, {T (f), T (g), T (h)}, u};
(ii) T ({f, g, h})p = {T (f), T (g), T (h)}p,
for all f, g, h in the real JB*-triple A(a) generated by a ∈ A, where {f, g, h} is
the triple product defined by 2{f, g, h} = fg∗h + hg∗f . Moreover, {u, T (·).u} :
A(a)→ B′′ and T (·)p : A(a)→ B′′ are isometries.
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This theorem cannot be proved by simple complexification. We give an example
of a real linear isometry which cannot be complexified to a complex isometry.
We conclude by proving a theorem which states that a Jordan*-homomorphism
T : A → B between real C*-algebras A and B is a sum of a C*-homomorphism
and a C*-antihomomorphism, extending a well-known result for complex C*-
algebras.
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Chapter 1
Introduction
This thesis investigates real C*-algebras and in particular, the structures of linear
continuous maps between real C*-algebras. We are interested in answering ques-
tions that arise naturally in the study of real C*-algebras when considering well-
known results in complex C*-algebras, for example, the Banach-Stone theorem
[2, 48], Kadison’s results on surjective isometries [28] and the result of Jacobson,
Rickart and Kadison on Jordan*-homomorphisms [27, 28].
The theory of complex C*-algebras, first introduced as rings of operators by
Von Neumann and Murray [33, 34, 35] in 1930’s and developed by Gelfand,
Naimark [19, 20, 21] and Segal [46, 47] in 1940’s, has advanced significantly
and found numerous applications in quantum physics, K-theory and operator the-
ory. On the other hand, real C*-algebras have not been developed extensively,
although they have been studied by several authors [4, 22, 31, 37]. Nevertheless,
there are several recent applications of real C*-algebras in KK-theory [5, 29], op-
erator theory [8, 12] and even in fractals and computer science [32]. Further, real
C*-algebras play a significant role in the theory of JB*-triples and infinite dimen-
sional geometry. We mention as examples the papers [8, 9, 13, 26, 39] which
appeared recently.
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Motivated by the pioneering works in these papers and as a follow-up, we de-
velop the structure theory of real C*-algebras further and systematically, giving
a comprehensive theory of ideal structures, facial structures and linear geometric
structures of real C*-algebras, thereby extending a significant part of the theory
of complex C*-algebras to real C*-algebras.
We begin in Chapter 2 with some preliminaries needed for later development.
In Section 2.3, we present a new result on Pta´k’s inequality for real Banach*-
algebras, give characterisations for a real Banach*-algebra to be a real C*-algebra
and prove a real analogue of the Vidav-Palmer theorem. These results have been
published in [1]. In Section 2.4, we discuss the ordering of projections in real
W*-algebras and prove several lemmas that are used later in the thesis. Finally, in
Section 2.5, we consider real C*-algebras as real JB*-triples and present the lem-
mas that will be used in Section 4.3 for the proof of the main results concerning
linear isometries between real C*-algebras and their connection to Jordan struc-
tures.
In Chapter 3, we first describe the structures of weak*-closed left ideals and
norm-closed faces of the normal state space of a real W*-algebra. We then use
these results in the setting of real C*-algebras to show that there is a one to one
correspondence between norm-closed left ideals and weak*-closed faces of the
state space of a real C*-algebra. More precisely, we prove the following main
result of this chapter.
Theorem. Let A be a real C*-algebra. There is a one to one inclusion preserving
correspondence between the norm-closed left ideals of A and the weak*-closed
faces of the state space S(A). If the face F corresponds to the ideal J , then
(i) F = {ρ ∈ S(A) and ρ(a∗a) = 0 for all a ∈ J};
(ii) J = {a ∈ A : ρ(a∗a) = 0 for all ρ ∈ F}.
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In the last chapter of the thesis, we study continuous linear maps between real
C*-algebras. A seminal result on isometries between C*-algebras is the Banach-
Stone theorem which describes completely the structure of a surjective isometry
between two complex abelian C*-algebras. We begin in Section 4.1 by proving
a Banach-Stone theorem for real abelian C*-algebras. Namely, we show that a
linear surjective isometry between real abelian C*-algebras is a composition op-
erator. Our proof reveals the fact that a linear surjective isometry between two
real C*-algebras can be complexified to an isometry between the complexified
C*-algebras. However, this property fails in the case of non-surjective isome-
tries on real C*-algebras. We show in Section 4.4 that a non-surjective isometry
T : A→ B between real C*-algebras A and B cannot always be complexified to
an isometry. In Section 4.2 we use the results of Chapter 3, specifically the cor-
respondence between ideals and faces in real C*-algebras, to prove the following
result which extends the result in [11, Proposition 2.2].
Proposition. Let T : A → B be a linear contraction between real C*-algebras
A and B. Then there is a largest projection p in B′′ such that
(i) T (aa∗a)p = T (a)T (a)∗T (a)p;
(ii) pT (a)∗T (a) = T (a)∗T (a)p (a ∈ A),
where B′′ denotes the second dual of B.
We then proceed to establish the main result of the thesis on non-surjective
isometries between real C*-algebras, extending the seminal result of Kadison on
surjective isometries between complex C*-algebras as well as those of [10] and
[11]. We prove the following theorem.
Theorem. Let T be a linear isometry between two real C*-algebras A and B,
which can be non-surjective. Then for each a ∈ A there exists a partial isometry
u ∈ B′′ and a projection p ∈ B′′ such that
(i) {u, T ({f, g, h}), u} = {u, {T (f), T (g), T (h)}, u};
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(ii) T ({f, g, h})p = {T (f), T (g), T (h)}p,
for all f, g, h in the real JB*-triple A(a) generated by a ∈ A, where {f, g, h} is
the triple product defined by 2{f, g, h} = fg∗h + hg∗f . Moreover, {u, T (·).u} :
A(a)→ B′′ and T (·)p : A(a)→ B′′ are isometries.
This result cannot be proved using complexification since T need not com-
plexify to a complex isometry, as noted above. We develop some new techniques,
based on the Jordan approach in [10], to accomplish the proof.
Finally, in Section 4.5, motivated by the fact that linear isometries between real
C*-algebras preserve the Jordan structures and are in essence Jordan homomor-
phisms, we study Jordan*-homomorphisms between real C*-algebras and prove a
real analogue of the well-known result that a complex Jordan*-homomorphism is
a sum of a complex C*-homomomorphism and C*-antihomomorphism [27, 28].
Theorem. Let T : A → B be a Jordan*-homomorphism between real C*-
algebras A and B. Then there exists a projection z ∈ B′′ such that
T (·) = T (·)z + T (·)(1− z)
where T (·)z : A → B′′ is a C*-homomorphism and T (·)(1 − z) : A → B′′ is a
C*-antihomomorphism.
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Chapter 2
Real Operator algebras
We will present the basic theory of real operator algebras and mainly real C*-
algebras. Unlike complex C*-algebras, real C*-algebras are less developed and
we choose to discuss their structures in a self-contained manner. We also highlight
several important differences between real and complex operator algebras.
2.1 Complexifications of real normed algebras
A useful technique when studying real linear spaces and real algebras is com-
plexification. For completeness, we recall the construction below (for details see
[43]).
Definition 2.1.1. Let X be a real linear normed space. We define Xc to be the
cartesian product Xc = X ×X with algebraic operations defined by
(i) (x, y) + (u, v) = (x+ u, y + v) for x, y, u, v ∈ X;
(ii) (α + iβ)(x, y) = (αx− βy, αy + βx) for α, β ∈ R and x, y ∈ X;
(iii) (x, y)(u, v) = (xu− yv, xv + yu) for x, y, u, v ∈ X , if X is an algebra.
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Then Xc is a complex linear space and the mapping x ∈ X 7→ (x, 0) ∈ Xc is a
real isomorphism fromX intoXc. It is an algebra isomorphism ifX is an algebra.
We can define a norm on Xc, for instance,
‖(x, y)‖ = sup
θ∈R
{
1√
2
(‖x cos θ − y sin θ‖+ ‖y cos θ + x sin θ‖)
}
so thatXc becomes a normed linear space and the isomorphism x ∈ X 7→ (x, 0) ∈
Xc is an isometry. If X is a normed algebra, then Xc is also a normed algebra. We
call (Xc, ‖ · ‖) a complexification of X and denote Xc = X + iX . We also write
x + iy for (x, y) ∈ Xc. In the sequel, we always assume that a suitable norm has
been chosen for Xc.
We note that Xc is a Banach space if and only if X is a Banach space.
Given a real or complex Banach spaceX , we denote byB(X) the Banach algebra
of bounded linear operators on X .
Let X be a real normed linear space. For T ∈ B(X), define a linear operator
Tc : Xc → Xc by
Tc(x+ iy) = T (x) + iT (y) (x+ iy ∈ Xc).
Then Tc ∈ B(Xc) and the mapping T → Tc is an isometric real isomorphism of
the algebra B(X) into B(Xc).
We denote by X∗ the dual of a complex Banach space X and by X ′ the dual of
a real Banach space X . The real restriction Xr of a complex Banach space X is
defined to be the spaceX with scalar multiplication restricted to the real numbers.
Henceforth, we will identify a real normed space X as a closed subspace of its
complexification Xc via the embedding x ∈ X 7→ (x, 0) ∈ Xc. For a real or
complex normed linear space X , we denote by X1 the closed unit ball
X1 = {x ∈ X : ‖x‖ ≤ 1}.
Let X be a real Banach space and Xc its complexification. We define a map
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τ : Xc → Xc by
τ(x+ iy) = x− iy (x, y ∈ X)
which is a conjugate linear isometric isomorphism of period 2. Moreover, we have
X = {x ∈ Xc : τ(x) = x}.
We define τ ∗ : X∗c → X∗c by
τ ∗(f)(x+ iy) = f(τ(x+ iy)) (x, y ∈ X, f ∈ X∗c ).
Then τ ∗ is a period 2 conjugate linear isometry.
Lemma 2.1.2. Let X be a real Banach space and Xc be its complexification. The
following assertions hold.
(i) Let f ∈ X∗c with τ ∗(f) = f . Then f |X ∈ X ′ and ‖f |X‖ = ‖f‖.
(ii) For g ∈ X ′, define gc : Xc → C by
gc(x+ iy) = g(x) + ig(y)
for all x, y ∈ X . Then gc ∈ X∗c , τ ∗(gc) = gc and ‖g‖ = ‖gc‖. If f ∈ X∗c
and τ ∗(f) = f , then (f |X)c = f .
Proof. See, for example, [31, Proposition 1.1.4].
It follows by Lemma 2.1.2(ii) that X ′ can be isometrically embedded into X∗c
via g ∈ X ′ 7→ gc ∈ X∗c . Let f ∈ X∗c . We observe that f = 12(f+τ ∗(f))+ i 12i(f−
τ ∗(f)) and thus we obtain
X ′ = {f ∈ X∗c : τ ∗(f) = f} and X∗c = X ′ + iX ′.
Moreover, τ ∗(f + ig) = f − ig for all f, g ∈ X ′.
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2.2 Real Banach algebras
This section contains a brief introduction to real Banach algebras. We prove a
spectral inequality which has been published in [1].
Definition 2.2.1. A real (resp. complex) algebra A that is a real (resp. complex)
Banach space with a norm satisfying ‖ab‖ ≤ ‖a‖‖b‖ for all a, b ∈ A, is called a
real (resp. complex) Banach algebra.
Given a real Banach algebra A, its complexification Ac is a complex Banach
algebra. Further, all norms on Ac making an isometric embedding x ∈ A 7→
(x, 0) ∈ Ac are equivalent (cf. [43, Theorem 1.3.2]).
As in the complex case, if a real Banach algebra A does not have an identity it can
be isometrically embedded into a real Banach algebra A˜ with identity, where the
unit extension A˜ is defined by A˜ = A⊕ R with norm
‖a⊕ λ‖ = ‖a‖+ |λ| (a ∈ A, λ ∈ R)
and product
(a⊕ λ)(b⊕ µ) = (ab+ λb+ µa)⊕ λµ (a, b ∈ A, λ, µ ∈ R).
For a real Banach algebraAwith identity, we denote its identity by 1 and we write,
if no confusion is likely, λ for λ · 1 with λ ∈ R. Likewise, for a complex Banach
algebra B with identity, we also denote its identity by 1 and we write λ for λ · 1
with λ ∈ C.
A key concept frequently used in the study of operator algebras is that of a
spectrum. The spectrum of an element b in a complex unital Banach algebra B
is the set of all λ ∈ C such that b − λ is not invertible in B. If A is a unital real
Banach algebra, we may wish to define the spectrum of an element a in A as the
2.2. Real Banach algebras 15
set
{λ ∈ R : a− λ not invertible in A}.
Unfortunately, in this definition, the spectrum of a may be empty. For example, if
A is the algebra of 2× 2 real matrices, then a =
(
1 −1
1 0
)
has empty spectrum
according to the above definition. For this reason, we define the spectrum of an
element in a real Banach algebra as follows.
Definition 2.2.2. Let A be a unital real Banach algebra and a ∈ A. The spectrum
of a is defined by
σ(a) = {λ ∈ C : a− λ not invertible inAc}
where Ac is the complexification of A.
By the complex result, σ(a) is a non-empty compact subset of C.
We define the spectral radius r(a) of a ∈ A by
r(a) = max{|λ| : λ ∈ σ(a)}.
Definition 2.2.3. Let A be a real Banach algebra with identity. A is said to be
divisible if every non-zero element is invertible.
One fundamental difference between real and complex algebras is that the only
complex divisible Banach algebra is C whereas the real divisible Banach algebras
are R,C and the quaternion algebra H [22, Theorem 9.7].
We now consider involutions of real Banach algebras.
Definition 2.2.4. A real Banach algebra A is called a real Banach*-algebra if
there is a real linear map ∗ : A→ A with period 2, called involution, such that
(ab)∗ = b∗a∗ (a, b ∈ A).
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Although we do not assume continuity of the involution * in the above defini-
tion, we will see in the proof of Proposition 2.3.6 that in real C*-algebras conti-
nuity of the involution is automatic.
Remark 2.2.5. We can always extend the involution to the complexification
∗ : Ac → Ac as follows:
(a+ ib)∗ = a∗ − ib∗ (a, b ∈ A).
Definition 2.2.6. An element a in a real Banach*-algebra A is called:
(i) hermitian if a∗ = a;
(ii) skew-hermitian if a∗ = −a;
(iii) unitary if a∗a = aa∗ = 1.
We denote by Ah, Ash and U(A) the set of hermitian, skew hermitian and unitary
elements in A respectively.
We note another difference between real and complex algebras. Let A be a
real Banach*-algebra and let [U(A)]R be the real linear span of the set U(A) of
unitary elements. Then we have Ash ⊂ [U(A)]R (cf. [31, Lemma 3.1.3]) and
A = Ah +Ash but A 6= [Ah]R. On the other hand, for a complex Banach*-algebra
B, we have B = [U(B)]C = [Bh]C where [·]C is the complex linear span.
In what follows, all Banach*-algebras are assumed to have an identity. Let A
be a real Banach*-algebra and Ac be the complexification of A. A real Banach*-
algebra A is called hermitian if every hermitian element has real spectrum and
skew hermitian if every skew hermitian element has imaginary spectrum. A real
Banach*-algebra A is called symmetric if for every a ∈ A, the element 1 + a∗a
is invertible. We note that symmetry is equivalent to being hermitian and skew
hermitian (see [31, Theorem 3.6.5] and [37, Lemma 1]) and that for complex
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Banach*-algebras, the conditions of being hermitian, skew hermitian and sym-
metric are all equivalent.
Given a complex hermitian Banach*-algebra A, the following spectral inequality
r(a) ≤ r(a∗a) 12 (a ∈ A)
has been proved by Pta´k in [42], where r(a) denotes the spectral radius of a. This
inequality is referred to as Pta´k’s inequality.
Pta´k’s inequality holds for all elements in an abelian real symmetric Banach*-
algebra. For arbitrary non-abelian real symmetric Banach*-algebras however, the
inequality has been proved only for elements with real spectrum [31, Theorem
6.3.2(1)] although it has been claimed in [52] that the proof for the complex al-
gebras can be extended to all Banach*-algebras. There seems to be a gap in the
claim of [52]. Nevertheless, we will show that Pta´k’s inequality also holds in real
C*-algebras.
We will make use of the following square-root result in [17].
Lemma 2.2.7. Let A be a real Banach*-algebra and let h ∈ A be hermitian. If
r(1−h) < 1, then there is a unique hermitian element u inA such that r(1−u) <
1 and u2 = h.
We now prove Pta´k’s inequality for an element with purely imaginary spec-
trum.
Proposition 2.2.8. Let A be a real Banach*-algebra which is hermitian and skew
hermitian and let a ∈ A be such that σ(a) ⊆ iR. Then r(a) ≤ r(a∗a) 12 .
Proof. Let a 6= 0 and suppose r(a)2 > r(a∗a) for contradiction.
Then there exists ε > 0 such that r(a) − ε > r(a∗a) 12 . Therefore, we can pick
λ ∈ σ(a) ⊆ iR such that |λ| > r(a)− ε and a− λ is not invertible in Ac.
We note that |λ| > r(a∗a) 12 > 0. Let b = a
λ
∈ Ac. We have b∗ = a∗λ ∈ Ac.
Since r(b∗b) = r(a
∗a)
λλ
< 1, the element 1− b∗b is invertible and r(1− (1− b∗b)) =
r(b∗b) < 1, where (1− b∗b)∗ = 1− b∗b.
2.2. Real Banach algebras 18
Moreover, 1−b∗b = 1− a∗a
λλ
= 1− a∗a|λ|2 ∈ A and by Lemma 2.2.7 there is a unique
element u = u∗ ∈ A such that u2 = 1− b∗b.
By invertibility of 1 − b∗b, the hermitian element u is invertible with hermitian
inverse.
Observe that,
(1 + b∗)(1− b) = 1− b∗b+ b∗ − b
= u2 + b∗ − b
= u(1 + u−1(b∗ − b)u−1)u.
Letting λ = iλ1 with λ1 ∈ R, we have
u−1(b∗ − b)u−1 = u−1(a
∗
λ
− a
λ
)u−1
= u−1(
a∗
−iλ1 −
a
iλ1
)u−1
= −u
−1(a∗ + a)u−1
iλ1
.
Since (u−1(a∗+a)u−1)∗ = u−1(a∗+a)u−1 andA is hermitian, we have σ(u−1(a∗+
a)u−1) ⊆ R.
By the spectral theorem,
σ
(
−u
−1(a∗ + a)u−1
iλ1
)
= −σ(u
−1(a∗ + a)u−1)
iλ1
⊆ iR
and therefore −1 /∈ σ(u−1(b∗ − b)u−1) which implies that 1 + u−1(b∗ − b)u−1 is
invertible.
Hence (1 + b∗)(1 − b) is the product of invertible elements and 1 − b has a left
inverse.
Similar arguments for the element bb∗ show that 1− b has a right inverse.
Therefore 1 − a
λ
= 1− b is invertible which is a contradiction. We conclude that
r(a) ≤ r(a∗a) 12 .
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We note that the skew hermitian condition cannot be dropped in Proposition
2.2.8 as shown by the next example.
Example 2.2.9. Consider the Banach*-algebra R2 with pointwise multiplication,
addition and involution (a, b)∗ = (b, a). Then (R2, ‖ · ‖∞) is a hermitian Banach
*-algebra but it is not skew hermitian, Pta´k’s inequality does not hold and its
complexification C2 is not hermitian. Indeed, if (a, b)∗ = (a, b), then (a, b) =
(b, a) and σ((a, b)) = σ((a, a)) = {a} ⊂ R. Thus A is hermitian.
If (a, b)∗ = −(a, b), then (a, b) = (−b,−a) and σ((a, b)) = σ((a,−a)) = {λ ∈
R : λ = ±a} ⊂ R. Thus A is not skew hermitian.
Let x = (3, 2) ∈ R2. Then r(x) = 3 and r(x∗x) = r((6, 6)) = 6. Clearly,
r(x) > r(x∗x)
1
2 .
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2.3 Real C*-algebras
In this section, we introduce real C*-algebras and present some basic results.
An important feature in the study of real C*-algebras is their connection to the
complex ones. Indeed, complexification will be often used throughout the the-
sis. However, complexification cannot be applied to all cases since it does not
always preserve the algebraic or geometric structures [14, 24]. We will highlight
the fundamental differences between complex and real C*-algebras and justify the
methods that will be used for some crucial results when motivating the study of
the real structures. The basic theory of real C*-algebras can be found in [22], [31]
and [37].
Definition 2.3.1. Let A be a real Banach*-algebra. Then A is called a real C*-
algebra if ‖a∗a‖ = ‖a‖2 and 1 + a∗a is invertible for all a ∈ A if A has a unit.
If A is non-unital, then we require that 1 + a∗a is invertible in the unit extension
A⊕ R.
It has been proven in [43, Lemma 4.1.13] that if A is a non-unital real C*-
algebra, then the unit extension A˜ = A⊕ R is a real C*-algebra with norm given
by
‖(a, λ)‖ = sup{‖au+ λu‖ : u ∈ A, ‖u‖ = 1} (a ∈ A, λ ∈ R).
Remark 2.3.2. Every complex C*-algebra is automatically hermitian and thus
symmetric (see for example [42]). In contrast, the condition ”1 + a∗a invert-
ible” is necessary in the definition of a real C*-algebra. In fact, if we consider the
complex plane C with modulus norm and the identity involution z∗ = z, then we
have |z∗z| = |z|2 for all z ∈ C but 1+ i∗i is not invertible. We also note that every
complex C*-algebra B is a real C*-algebra if we consider its real restriction Br.
By [37, Proposition 1 and Theorem 1], we have the following equivalent defi-
nitions for a real C*-algebra.
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Theorem 2.3.3. Let A be a real Banach*-algebra. The following conditions are
equivalent.
(i) A is a real C*-algebra.
(ii) A is hermitian and ‖a∗a‖ = ‖a‖2 for all a ∈ A.
(iii) The complexification Ac = A + iA can be normed to become a complex
C*-algebra and keeps the original norm on A.
(iv) A is isometrically *-isomorphic to a norm-closed real*-algebra of bounded
operators on a real Hilbert space.
Therefore every real C*-algebra A comes from a complex C*-algebra. More
precisely, we have the following from Section 2.1 (see also [31, p.78]).
Proposition 2.3.4. Every real C*-algebra A is the real form of a complex C*-
algebra (B, τ), that is, A = {b ∈ B : τ(b) = b}, where B = A + iA is the
complexification of A and τ : B → B is a conjugate linear *-isomorphism with
period 2. Moreover, B∗ = A′ + iA′ is the complexification of A′.
Corollary 2.3.5. Every closed real *-subalgebra of a real C*-algebra is also a
real C*-algebra.
We now give necessary and sufficient conditions for a real Banach*-algebra A
to have an equivalent C* norm. Pta´k’s inequality holds for these algebras. In fact,
p(x) = r(x∗x)1/2 is a C*-seminorm in a real Banach*-algebra (cf. [31, Theorem
6.3.2(7)]) and the issue is when p(·) is a C* norm. The following result has been
published in [1].
Proposition 2.3.6. Let (A, ‖ · ‖) be a real Banach*-algebra which is hermitian
and skew hermitian. The following are equivalent:
(i) A has an equivalent C*-norm;
(ii) p is a complete norm;
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(iii) p is equivalent to the original norm of A;
(iv) r(h) ≥ α‖h‖ for all h = ±h∗ and some α > 0.
In the above, Pta´k’s inequality r(x) ≤ p(x) holds for all x ∈ A.
Proof. (i) ⇒ (ii) Let (A, ‖ · ‖) be *-isomorphic to a real C*-algebra (A, ‖ · ‖1)
via φ : (A, ‖ · ‖) → (A, ‖ · ‖1). Then we have p(a) = p(φ(a)) =
r(φ(a)∗φ(a))1/2 = ‖φ(a)∗φ(a)‖1/21 = ‖φ(a)‖1 for all a ∈ A and in par-
ticular p(·) is a complete norm.
(ii) ⇒ (iii) We first show that the involution is bounded.
Let (xn) be a sequence inA such that xn → 0 and x∗n → y as n→∞. Then
we have
p(y) = p(y − x∗n + x∗n)
≤ p(y − x∗n) + p(x∗n)
≤ ‖y − x∗n‖1/2‖y∗ − xn‖1/2 + ‖x∗n‖1/2‖xn‖1/2 → 0
which gives p(y) = 0. Since p is a norm, we have y = 0. hence by the
closed graph theorem, there exists α > 0 such that ‖x∗‖ ≤ α‖x‖ for all x ∈
A. It follows that the identity map I : (A, p(·)) → (A, ‖ · ‖) is continuous,
since p(x) = r(x∗x)1/2 ≤ ‖x∗x‖1/2 ≤ ‖x∗‖1/2‖x‖1/2 ≤ α 12‖x‖. Hence
p(·) is equivalent to ‖ · ‖ by the open mapping theorem.
(iii) ⇒ (iv) Let h = ±h∗. We note that every hermitian or skew hermitian
element is normal. The equivalence of p(·) and the norm ‖ · ‖ of A implies
that α‖ · ‖ ≤ p(·) for some α > 0. In particular we have α‖h‖ ≤ p(h) =
r(h), since h is normal.
(iv) ⇒ (i) Let x ∈ A. Then x = h + k with h∗ = h and k∗ = −k. By the
symmetry of A we have r(h) ≤ p(x) and r(k) ≤ p(x) (see [31, Theorem
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3.6.3(2)]). Hence by (iv), there is some α > 0 such that
α‖x‖ ≤ α‖h‖+ α‖k‖ ≤ r(h) + r(k) ≤ 2p(x).
By [31, Lemma 7.1.3], the involution is continuous in norm and thus, bounded
by some β > 0. We then have
p(x) = r(x∗x)1/2 ≤ ‖x∗x‖1/2 ≤ ‖x∗‖1/2‖x‖1/2 ≤ β‖x‖.
Hence p(·) is equivalent to ‖ · ‖ and (i) holds.
Let φ be the isomorphism in the proof of (i) ⇒ (ii). Then, for every a ∈ A,
we have σ(φ(a)) = σ(a) and
r(a)2 = r(φ(a))2
≤ ‖φ(a)‖21
= ‖φ(a)∗φ(a)‖1
= r(φ(a)∗φ(a))
= r(φ(a∗a))
= r(a∗a) = p(a)2
Remark 2.3.7. The condition (iv) above cannot be replaced by r(x) ≥ α‖x‖ for
all x ∈ A. For example, if we consider the real C*-algebra M2(R) of 2 × 2
real matrices and the elements xn =
(
1/n 0
n 0
)
. Then, r(xn) = 1/n and
‖xn‖ = r(xn∗xn)1/2 = (n2 + (1/n)2)1/2. Clearly, it is not possible to find α > 0
such that r(xn) ≥ α‖xn‖ for all n.
A hermitian and skew hermitian real Banach*-algebra need not have an equiva-
lent C* norm. For example, the abelian group algebra L1(R) of real integrable
functions on R, with convolution product (f ∗ g)(s) = ∫R f(t)g(s − t)dt and in-
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volution f ∗(s) = f(s−1), does not have an equivalent C* norm. However, Pta´k’s
inequality holds for every element in L1(R), indeed p(s) = r(s)2 for s ∈ L1(R).
Using the numerical range in a real Banach*-algebra A, we introduce the con-
cept of a numerical range hermitian and skew hermitian algebra and show that it
characterises real C*-algebras among Banach*-algebras.
We recall that the numerical range of an element a in A is defined to be
V (a,A) = {f(a) : f ∈ A′, f(1) = 1 = ‖f‖}
where A′ is the dual of A. If B is a complex algebra, the numerical range V (b, B)
of an element b ∈ B is defined by
V (b, B) = {f(b) : f ∈ B∗, f(1) = 1 = ‖f‖}
where B∗ denotes the complex dual of B (cf. [6]).
Let
H(B) = {b ∈ B : V (b, B) ⊆ R}.
A characterisation of complex C*-algebras by numerical range is the well-known
Vidav-Palmer theorem (cf. [36] and [51]), which states that a complex Banach*-
algebra B is isometrically *-isomorphic to a complex C*-algebra if and only if
B = H(B) + iH(B). The Vidav-Palmer theorem is a complex result and we
cannot expect a real analogue since, by definition, the numerical range of each el-
ement in a real algebra is already real. Nevertheless, we can introduce the concept
of complexified numerical range for a real Banach*-algebra, defined via complex-
ification, just as the way we have defined the spectrum in a real algebra. This
enables us to characterise real C*-algebras using complexified numerical ranges.
Definition 2.3.8. Let A be a real Banach*-algebra and Ac its complexification.
Let a ∈ A. The set
V (a,Ac) = {f(a) : f ∈ A∗c , f(1) = 1 = ‖f‖}
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is called the complexified numerical range of a.
Definition 2.3.9. Let A be a real Banach*-algebra.
(i) A is called numerical range hermitian if for every h = h∗ ∈ A, we have
V (h,Ac) ⊆ R.
(ii) A is called numerical range skew hermitian if for every k = −k∗ ∈ A, we
have V (k,Ac) ⊆ iR.
We define the sets
Hc(A) = {a ∈ A : V (a,Ac) ⊆ R} and SHc(A) = {a ∈ A : V (a,Ac) ⊆ iR}.
Theorem 2.3.10. Let A be a real Banach*-algebra. Then A is a real C*-algebra
if and only if A is numerical range hermitian and skew hermitian.
Proof. Let A be a real C*-algebra and Ac its complexification. Then for every
element h∗ = h in A, we have h∗ = h in Ac and hence V (h,Ac) ⊂ R by [6,
Example 5] and h ∈ Hc(A). Similarly, let k∗ = −k in A. Then (ik)∗ = ik ∈ Ac
and V (ik, Ac) ⊂ R. Hence V (k,Ac) ⊂ iR and k ∈ SHc(A). This shows that A
is numerical range hermitian and skew hermitian.
Conversely, let A be a numerical range hermitian and skew hermitian Banach*-
algebra, with complexificationAc. Let h∗ = h ∈ Ac be such that h = a+ib, a, b ∈
A. Then, a + ib = h = h∗ = a∗ − ib∗ which implies that a∗ = a, b∗ = −b
and by the assumption, we have V (a,Ac) ⊆ R and V (b, Ac) ⊆ iR. Therefore,
V (h,Ac) ⊆ V (a,Ac) + iV (b, Ac) ⊆ R + i(iR) = R and h ∈ H(Ac). Take an
arbitrary x ∈ Ac and write x = x+x∗2 + ix−x
∗
2i
. Let u = x+x
∗
2
and v = x−x
∗
2i
. Then,
u∗ = u ∈ Ac and v∗ = v ∈ Ac. By the previous argument, we have u, v ∈ H(Ac)
and it follows that Ac = H(Ac) + iH(Ac). By the Vidav-Palmer theorem, Ac is a
complex C*-algebra and therefore A is a real C*-algebra.
Under the conditions of Theorem 2.3.10, we have A = Hc(A) + SHc(A).
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We will now discuss real abelian C*-algebras. By C0(X) we denote the Ba-
nach space of complex continuous functions on a locally compact Hausdorff space
X , vanishing at infinity. If X is compact, then C0(X) is the space C(X) of all
continuous complex functions. With pointwise product and complex conjugation
as involution, C0(X) is an abelian complex C*-algebra. Conversely, it is well-
known that every complex abelian C*-algebra is of the form C0(X) for some
locally compact Hausdorff space X .
Let X be a locally compact Hausdorff space and σ : X → X a period 2 homeo-
morphism. In the sequel we let
C0(X, σ) = {f ∈ C0(X) : f ◦ σ(x) = f(x), x ∈ X}
which is a real abelian C*-algebra with the supremum norm, the pointwise product
and involution f ∗(x) = f(x) for all x ∈ X .
It is immediate that if σ is the identity map id : X → X , then C0(X, id) is just
the space C0(X,R) of real continuous functions on X vanishing at infinity.
Definition 2.3.11. We define the spectrum X of a real abelian C*-algebra A to be
the set of all non-zero multiplicative real linear functionals : A→ C.
We note that X is a locally compact Hausdorff space in the pointwise topology by
[22, Proposition 10.5].
Let A be an abelian real C*-algebra and let X be its spectrum. We define the
Gelfand transform of an element a ∈ A to be the mapping aˆ : X → C given by
aˆ(x) = x(a) (x ∈ X).
The mapping a ∈ A 7→ aˆ ∈ C0(X) is a homomorphism from A into C0(X)
and is called the Gelfand transform of A (cf. [22, Theorem 10.7]). We have the
following well known characterisation of real abelian C*-algebras and we refer to
[22, Theorem 12.5] for a proof.
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Proposition 2.3.12. LetA be a real abelian C*-algebra andX its spectrum. Then
A is isometrically *-isomorphic to C0(X, σ) for some period 2 homeomorphism
σ : X → X .
Definition 2.3.13. LetA be a real C*-algebra. An element a ∈ A is called positive
if a∗ = a and σ(a) ⊂ [0,∞) where σ(a) is the spectrum of a.
We denote the set of positive elements by A+.
The following results can be obtained via complexification.
Lemma 2.3.14. LetA be a real C*-algebra with complexification Ac. The follow-
ing assertions hold.
(i) A+ = (Ac)+ ∩ A is a closed cone.
(ii) Let a ∈ A+. Then there exists a unique a 12 ∈ A+ such that (a 12 )2 = a and
a
1
2 is the limit of a sequence of polynomials in A without constant term.
(iii) Let a ∈ A. Then a ∈ A+ if and only if there exists b ∈ A such that a = b∗b.
(iv) For any a∗ = a there are unique a+ and a− in A+ such that
a = a+ − a− and a+a− = 0.
We make note of another difference between real and complex C*-algebras.
In a real C*-algebra A only the set of hermitian elements Ah is the real linear span
of the positive elements, i.e. Ah = [A+]R. For a complex C*-algebra, however,
the whole algebra is the complex linear span of the positive elements.
We now consider the dual space A′ of a real C*-algebra A. For a real linear
functional f : A→ R we define f ∗ : A→ R by
f ∗(a) = f(a∗) (a ∈ A).
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The weak*-topology on the dual A′ of a real C*-algebra A is defined to be
the smallest topology for which all the mappings f 7→ f(x) are continuous for all
f ∈ A′ and x ∈ A. .
Definition 2.3.15. Let A be a real C*-algebra.
(i) A real linear functional f : A→ R is said to be hermitian if
f(a∗) = f(a)
for all a ∈ A. In this case, f vanishes on skew hermitian elements.
(ii) A real linear functional f : A→ R is said to be positive, in symbols f ≥ 0,
if f is hermitian and f(a∗a) ≥ 0 for all a ∈ A.
(iii) A positive functional f is called a real state if ‖f‖ = 1. If A is unital, this is
equivalent to saying f(1) = 1. The real state space of A, denoted by S(A),
is the set of all real states of A, equipped with the weak*-topology.
If f is a functional on a real C*-algebra A, then, by Lemma 2.1.2, we can
extend it to a functional fc : Ac → C on the complexification Ac such that fc(a+
ib) = f(a) + if(b) with a, b ∈ A. Unlike the real case, a complex functional f
on a complex C*-algebra B satisfying f(a∗a) ≥ 0 for all a ∈ B is automatically
hermitian.
Lemma 2.3.16. Let A be a real C*-algebra and f : A→ R a positive functional
on A. Then the complexification fc : Ac → C is positive.
Proof. We prove that f(x∗x) ≥ 0 for every x ∈ Ac. Let x ∈ Ac with x = a + ib
for a, b ∈ A. Then x∗x = a∗a+ b∗b+ i(a∗b− b∗a). Hence
fc(x
∗x) = f(a∗a+ b∗b) + if(a∗b− b∗a) = f(a∗a) + f(b∗b) ≥ 0
where we have used the fact that f ≥ 0 implies that f vanishes on skew hermitian
elements.
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The following result is the well known Schwarz inequality which will be used
in many places.
Lemma 2.3.17. Let f be a positive functional on a real C*-algebra A. Define
fb(·) = f(b∗ · b) for b ∈ A. Then fb is a positive functional and the following
inequalities hold.
(i) f(b∗a)2 ≤ f(a∗a)f(b∗b) (Schwarz inequality).
(ii) |fb(a)| ≤ f(b∗b)r(a∗a) 12 .
Proof. We apply the complex results (see for example [50, Proposition I.9.5 and
Lemma I.9.10]) to the complexification (fb)c : Ac → C where
(fb)c(x+ iy) = fb(x) + ifb(y) = f(b
∗xb) + if(b∗yb) = fc(b∗(x+ iy)b).
Lemma 2.3.18. Let A be a real C*-algebra. Let f ∈ A′ and fc = f + if ∈ A∗.
The following conditions hold.
(i) Suppose there exists a ∈ A+ with ‖a‖ ≤ 1 and ‖f‖ = f(a). Then f ≥ 0.
(ii) Let f be hermitian. Then there exist unique positive functionals f+, f− ∈ A′
such that
f = f+ − f− and ‖f‖ = ‖f+‖+ ‖f−‖.
Proof. (i) We have, by Lemma 2.1.2, that ‖fc‖ = ‖f‖ = f(a) = fc(a) for
a ∈ A+ ⊂ (Ac)+ and ‖a‖ ≤ 1. Hence by [50, Lemma III.3.2], fc ≥ 0 and
f ≥ 0.
(ii) Since fc is also hermitian it follows by [50, Theorem III.4.2(ii)] that there
exist unique positive functionals φ+, φ− ≥ 0 in A∗c such that fc = φ+− φ−
and ‖f‖ = ‖fc‖ = ‖φ+‖ + ‖φ−‖. Let f± = Re(φ±|A). Then f± ≥ 0 and
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‖f±‖ ≤ ‖φ±‖. Therefore we obtain
f = fc|A = (φ+ − φ−)|A = Re((φ+ − φ−)|A) = f+ − f−
‖f‖ ≤ ‖f+‖+ ‖f−‖.
Since also
‖f‖ = ‖fc‖ = ‖φ+‖+ ‖φ−‖ ≥ ‖f+‖+ ‖f−‖,
we obtain
‖f‖ = ‖f+‖+ ‖f−‖.
If f = ρ+ − ρ− is another decomposition, then fc = (ρ+)c − (ρ−)c and
‖fc‖ = ‖f‖ = ‖ρ+‖ + ‖ρ−‖ = ‖(ρ+)c‖ + ‖(ρ−)c‖. By the uniqueness in
the complex case, we have φ± = (ρ±)c and hence f± = ρ±.
The decomposition of a hermitian functional f ∈ A′ as f = f+ − f− is
called the Jordan decomposition of f . We observe that in a real C*-algebra A,
the set A′h of hermitian functionals is the real linear span of the set A
′
+ of positive
functionals. This is different from a complex C*-algebra B for which the whole
B∗ is the complex linear span of B∗+.
Definition 2.3.19. Let A be a real C*-algebra. We define the real pure state
space of A to be the set P (A) of extreme points of the real state space S(A):
P (A) = exS(A), equipped with the weak*-topology. Each ρ ∈ P (A) is called a
real pure state of A.
We refer to [31, Proposition 5.3.2] for a proof of the following result.
Proposition 2.3.20. Let A be a unital abelian real C*-algebra. We identify A
with C(X, σ), where X is a compact Hausdorff space and σ : X → X is a
homeomorphism of period 2. Then the real state space of A is given by
S(A) = {µ ∈ C(X, σ)′ : ‖µ‖ = 1 = µ(1), µ(f) = µ(f ◦ σ) ∀f ∈ C(X, σ)}
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and its pure real state space is
P (A) =
{
1
2
(δx + δσ(x)) : x ∈ X
}
where δa denotes the point mass at a ∈ X .
In contrast to complex C*-algebras, a real pure state of a real abelian C*-
algebra is not always multiplicative. Indeed, for ρ ∈ P (C(X, σ)) and f ∈
C(X, σ) we have ρ(f) = Re(f(x)) for some x ∈ X which implies that ρ need not
be multiplicative. We also note that when σ is the identity map id : X → X , then
C(X, id) = C(X,R) and P (C(X, id)) = P (C(X,R)) = {δx : x ∈ X}. The real
pure states are multiplicative in this case.
As in the case of complex C*-algebras, a positive functional of a real C*-
algebra induces a representation of the algebra via the Gelfand-Naimark-Segal
construction.
Definition 2.3.21. A real linear subspace J of a real C*-algebra A is called a left
ideal if AJ ⊂ J . It is called a right ideal if JA ⊂ J . A left (or right) ideal is
called maximal if it is not properly contained in any other left (or right) ideal.
Let A be a real C*-algebra. For a positive functional f : A→ R we define the
left kernel Lf by
Lf = {a ∈ A : f(a∗a) = 0}
which is a left ideal of A by the Schwarz inequality. We define an inner product
on the quotient space A/Lf by
〈a˜, b˜〉 = f(b∗a)
where a˜ = a+Lf and b˜ = b+Lf belong to A/Lf . The completion of A/Lf with
respect to this inner product is denoted by Hf which is a real Hilbert space. For
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a ∈ A, we define a continuous linear map pif (a) : A/Lf → A/Lf by
pif (a)˜b = a˜b (˜b ∈ A/Lf ).
We can extend pif (a) uniquely to a bounded linear operator on Hf , still denoted
by pif (a).
Definition 2.3.22. Let A be a real C*-algebra. The pair {pi,H} is called a *-
representation of A if H is a real Hilbert space and pi : A → B(H) is a *-
homomorphism.
The following well-known representation of a real C*-algebra can be proved as in
the complex case, see, for example, [31, p.42-43].
Theorem 2.3.23. (GNS representation) Let A be a real C*-algebra and let f :
A → R be a positive functional. Then {pif , Hf} is a *-representation of A such
that
fb(a) = 〈pif (a)˜b, b˜〉 (a, b ∈ A).
Let A have identity. Then ξf = 1˜ is a cyclic vector in Hf and
f(a) = 〈pif (a)ξf , ξf〉 (a ∈ A).
Definition 2.3.24. LetA be a real C*-algebra. A representation {pi,H, ξ} is called
faithful if for all x ∈ A, pi(x∗x) = 0 implies x = 0. A positive functional f ∈ A′
is called faithful if for all x ∈ A with x 6= 0 we have f(x∗x) > 0.
If f is faithful, then the GNS-representation pif is faithful.
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2.4 Real W*-algebras
We now introduce real W*-algebras. We present new results that will be used in
Chapter 3. For a detailed analysis of real W*-algebras, we refer to [25] and [31].
We recall that the weak*-topology on a real or complex Banach space X with
predual X∗ is defined to be the smallest topology for which all the mappings
x 7→ x(f) are continuous for all f ∈ X∗ and x ∈ X . We denote the weak*-
topology by σ(X,X∗) or simply w* if X∗ is understood.
Definition 2.4.1. Let A be a real C*-algebra. We call A a real W*-algebra if A is
linearly isometric to the dual space E ′ of a real Banach space E, in which case, E
is unique up to linear isometric isomorphism.
In the initial definition of real W*-algebras the condition ”multiplication in
A is separately σ(A,E)-continuous” was included in literature but was proved
superfluous in [25]. We denote the (unique) predual of a (real or complex) C*-
algebra A by A∗ and there is no ambiguity of speaking of the weak*-topology on
a (real or complex) W*-algebra. By [9, Section 1 and Section 2], we have the
following results.
Theorem 2.4.2. Let A be a real C*-algebra. Then its second dual A′′ is a real
W*-algebra.
Theorem 2.4.3. Let A be a real W*-algebra. Then its complexification Ac is a
W*-algebra. Moreover A is σ(Ac, Ac∗)-closed in Ac and for a, aα ∈ A
σ(A,E)− lim
α
aα = a⇔ σ(Ac, Ac∗)− lim
α
aα = a.
We note that we have A∗∗c = A
′′ + iA′′.
Corollary 2.4.4. Every real W*-algebra has an identity.
We will always denote the identity of a real W*-algebra by 1.
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Corollary 2.4.5. Let A be a real C*-algebra. Then A is a real W*-algebra if
and only if it can be faithfully represented as a weak*-closed real *-subalgebra of
B(H) for some real Hilbert space H , where the predual of B(H) is the Banach
space T (H) of trace class operators on H .
Definition 2.4.6. For a subset S of a real W*-algebra A we define the commutant
of S to be the algebra
Sc = {b ∈ A : ab = ba for all a ∈ S}.
The set Z(S) = S ∩ Sc is called the centre of S. We have Z(A) = Ac. If
Z(A) = {α1 : α ∈ R}, then we call A a factor.
Like the complex W*-algebras, real W*-algebras contain plenty of projections.
Definition 2.4.7. Let A be a real W*-algebra. An element p ∈ A is called a
projection if p = p∗ = p2.
We denote by
PA = {p ∈ A : p = p∗ = p2}
the set of projections in A. A projection p ∈ A is called abelian if the W*-
algebra pAp is abelian. A projection p ∈ A is called central if it belongs in Z(A).
Two projections p and q in A are called orthogonal if pq = 0. A projection p
is majorised by q, i.e. p ≤ q in the partial order of the cone A+, if and only if
p(1− q) = 0.
Definition 2.4.8. Let A be a real W*-algebra. A is called discrete or of Type
I if for any non-zero central projection p ∈ A, there exists a non-zero abelian
projection q ∈ A such that q ≤ p.
Definition 2.4.9. Let A be a real W*-algebra. An element u ∈ A is called a
partial isometry if u∗u is a projection. We call u∗u the initial projection of u.
It follows that uu∗ is also a projection in A and we call uu∗ the final projection of
u.
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Given an element a ∈ A, the smallest projection p ∈ A such that pa = a
is called the left support of a and is denoted by sl(a). Likewise, we define the
right support, in symbols sr(a), of a to be the smallest projection q ∈ A such that
aq = a. It is immediate that if a is hermitian, then the left support sl(a) and right
support sr(a) are the same and we denote them by s(a). Using the complex result
[38, Proposition 2.2.9] and Theorem 2.4.3, we deduce the following lemma.
Lemma 2.4.10. Let A be a real W*-algebra and let a ∈ A. Then there is a unique
partial isometry u ∈ A with the property a = u|a| where |a| = (a∗a) 12 and uu∗ is
the left support of a.
We call a = u|a| the polar decomposition of a.
Lemma 2.4.11. Let A be a real W*-algebra and let A∗ be its predual. Let a ∈ A
be hermitian. Then there exists a family of spectral projections {e(λ) ∈ A : λ ∈
R} such that
a =
∫ +∞
−∞
λde(λ) =
∫ +‖a‖
−‖a‖
λde(λ)
where the spectral integral converges in the σ(A,A∗)-topology.
Proof. See [9, Proposition 3.9] or [31, Proposition 4.3.4(3)].
We note from the above lemma that in a real W*-algebra A, the set Ah of
hermitian elements is the norm closure [PA]R of the real linear span of projections.
This is different from a complex W*-algebra B, where the whole algebra is the
norm closure of the complex linear span of the set of projections.
Taking into consideration that PA ⊂ [U(A)]R, where U(A) = {u ∈ A : u∗u =
uu∗ = 1} is the set of unitary elements (since PA 3 p = 12(2p − 1) + 121 ∈
[U(A)]R), and the fact that Ash ⊂ [U(A)]R (cf. Section 2.2), we see that A =
[U(A)]R.
We now discuss the equivalence relation of projections. Let A be a real W*-
algebra. Two projections p and q in A are said to be equivalent if there exists a
partial isometry u ∈ A such that u∗u = p and uu∗ = q. We denote this by p ∼ q.
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If p is not equivalent to q, we write p  q.
In the real W*-algebra B(H) of bounded operators on a real Hilbert space H , two
projections p, q ∈ B(H) are equivalent if and only if dim p(H) = dim q(H).
If a projection p is equivalent to a projection p1 (p ∼ p1) with p1 ≤ q, then we
write p  q. If, in addition, p  q, then we write p ≺ q.
Definition 2.4.12. Let A be a real W*-algebra. The central support c(p) of a
projection p ∈ A is the smallest central projection in A majorising p.
Letting A ⊂ B(H) for some real Hilbert space H , we note that c(p) is the
projection from H onto [ApH]R.
We have the following relations regarding projections in a real W*-algebra (see
[31, Section 4.3 and Section 4.4]).
Lemma 2.4.13. Let A be a real W*-algebra on a real Hilbert space H . Then the
supremum
∨
i∈I pi of a family {pi}i∈I of projections in A exists with respect to the
ordering induced by the cone A+. Further, we have∨
i∈I
pi : H → [∪i∈IpiH].
is the projection onto the closed linear span [∪i∈IpiH] of ∪i∈IpiH .
Lemma 2.4.14. Given that {pi}i∈I and {qi}i∈I are two orthogonal families of
projections in A with pi ∼ qi for all i ∈ I , we have
∑
i∈I pi ∼
∑
i∈I qi and∨
i∈I pi ∼
∨
i∈I qi
Lemma 2.4.15. Let A be a real W*-algebra. Let p, q be projections in A. Then
the following statements hold.
(i) p  q and q  p imply p ∼ q.
(ii) p  q implies c(p) ≤ c(q) and p ∼ q implies c(p) = c(q).
(iii) Let q ≤ p. Then c(q)p is the central support of q in pAp.
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For the remainder of this section, A denotes a real W*-algebra with predual
A∗. We note that the predual A∗ identifies with a subspace of the dual A′. A
functional φ ∈ A′ is called normal if it falls into A∗. In fact, φ ∈ A∗ if and only if
φ is σ(A,A∗)-continuous. We write
〈a, φ〉 = φ(a) (a ∈ A, φ ∈ A∗).
Similar to complex W*-algebras, a positive normal functional φ : A → R is
completely additive (cf.[31, Theorem 4.5.3]), that is, for any orthogonal family
{pi}i∈I of projections in A we have
φ(
∑
i∈I
pi) =
∑
i∈I
φ(pi).
Given a real C*-algebra A, we denote
A′h = {φ ∈ A′ : φ∗ = φ};
A′+ = {φ ∈ A′ : φ ≥ 0}.
Let A be a real W*-algebra. The left translation of a functional φ ∈ A∗ by
b ∈ A is the mapping a ∈ A → φ(ba) and is denoted by bφ. We note that
‖bφ‖ ≤ ‖b‖‖φ‖.
Similarly we define the right translation of a functional φ ∈ A∗ by b ∈ A to be the
mapping a ∈ A→ φ(ab) and is denoted by φb.
We denote by φb the functional b∗φb and note that the mapping φ ∈ A′ → φb ∈ A′
is norm continuous.
Definition 2.4.16. We define the support of a functional φ ∈ A′+ ∩ A∗ to be the
least projection e ∈ A such that φ = φe. We write s(φ) for the support of φ.
Remark 2.4.17. Clearly since 1 ∈ A every functional φ ∈ A′+ ∩ A∗ has a sup-
port. We observe that φ(e) = φ(1) = ‖φ‖ and φ(1 − e) = 0. We note that
by [9, Proposition 3.4], two functionals are orthogonal if and only if they have
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orthogonal supports. For two orthogonal functionals φ, θ ∈ A′+ ∩ A∗, we have
‖φ+ θ‖ = ‖φ‖+ ‖θ‖ and vice versa.
If φ, θ ∈ A′+ ∩ A∗ satisfies θ ≤ φ, then s(θ) ≤ s(φ).
Moreover, for φ =
∑∞
i=1 φi where the sum converges in norm and φi ∈ A′+ ∩ A∗,
we have
s(φ) = s(
∞∑
i=1
φi) =
∞∨
i=1
s(φi).
For the Jordan decomposition φ = φ+−φ− of a hermitian normal functional φ on
A, we have φ+, φ− ∈ A′+∩A∗ with orthogonal supports and ‖φ‖ = ‖φ+‖+‖φ−‖.
If φ is a positive functional on A, then we have ‖φ‖ = φ(1). In fact, we have the
following result.
Lemma 2.4.18. Let φ be a normal functional on a real W*-algebra A. Then φ is
positive if and only if φ(a) = ‖φ‖ for some a ∈ A+ with ‖a‖ ≤ 1.
Proof. This follows from Lemma 2.3.18.
The proof of the following lemma is the same as in the complex case (see for
example [50, Lemma III.4.1]) and we present it below for completeness.
Lemma 2.4.19. Let φ be a normal functional on a real W*-algebra A and e ∈ A
be a projection. Then ‖eφ‖ = ‖φ‖ implies eφ = φ.
Proof. Assume not. Without loss of generality, we can take ‖φ‖ = 1. Let f =
1 − e. We can choose a, b ∈ A with ‖a‖, ‖b‖ ≤ 1 such that eφ(a) = 1 and
fφ(b) = δ with δ > 0. Then
‖ea+ δfb‖2 = ‖(ea+ δfb)∗(ea+ δfb)‖
= ‖(ea)∗(ea) + δ2(fb)∗(fb)‖
≤ 1 + δ2.
We have φ(ea+ δfb)2 = (eφ)(a)2 + 2δ(eφ)(a)(fφ)(b) + δ2(fφ)(b)2 = 1 + 2δ2 +
δ4 ≥ 1 + δ2 which contradicts the assumption that ‖φ‖ = 1.
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Lemma 2.4.20. Let ω, η ∈ A′+ ∩ A∗ with ω(1) = η(1) and suppose |ω(a)|2 ≤
η(a∗a) for all a ∈ A. Then ω = η.
Proof. For any x∗ = x and ε > 0 we have ω(1 + εx)2 ≤ η((1 + εx)2). By
ω(1) = η(1), we have 2ω(x) + εω(x)2 ≤ 2η(x) + εη(x2). Since this is true
for all ε we must have ω(x) ≤ η(x). It follows that (η − ω)(a∗a) ≥ 0 for all
a ∈ A. We then have that the functional η − ω is positive and by Lemma 2.4.18
‖η − ω‖ = (η − ω)(1) = η(1)− ω(1) = 1− 1 = 0. It follows that ω = η.
As in the complex case, we also have a polar decomposition of normal func-
tionals in real W*-algebras. This fact is often stated in literature without proof
(see for example [31, Theorem 4.5.6] and [9, Proposition 3.7]). We give a proof
for completeness, and in fact, our uniqueness arguments are different from those
in complex C*-algebras (cf. [50, Theorem III.4.2]).
Proposition 2.4.21. Let A be a real W*-algebra. Let φ ∈ A∗ be a normal func-
tional on A. Then there exists a unique positive normal functional η ∈ A′+ ∩ A∗
and partial isometry v ∈ A such that v∗v = s(η) and φ = vη. Moreover,
‖η‖ = ‖φ‖ and |φ(a)|2 ≤ ‖η‖η(a∗a) for all a ∈ A. In addition η = v∗φ.
Proof. We may assume that ‖φ‖ = 1.
By the σ(A,A∗)-continuity of φ and the weak*-compactness of the closed unit
ball in A′, there exists an element a ∈ A with ‖a‖ ≤ 1 such that 〈a, φ〉 = ‖φ‖.
We let a∗ = u|a∗| be the polar decomposition of a∗. Then we have
‖φ‖ = 〈a, φ〉 = 〈|a∗|u∗, φ〉 = 〈|a∗|, u∗φ〉.
We let η = u∗φ. Then
‖η‖ ≤ ‖φ‖ = 〈|a∗|, u∗φ〉 = 〈|a∗|, η〉 ≤ ‖η‖.
Hence ‖η‖ = ‖φ‖. Since |a∗| ≤ 1 and |a∗| ∈ A+, it follows by Lemma 2.4.18
that η is positive.
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Let e = uu∗. Then uη = uu∗φ = eφ and
‖φ‖ = 〈a, φ〉 = 〈ae, φ〉 = 〈a, eφ〉 ≤ ‖eφ‖ ≤ ‖φ‖.
Hence ‖φ‖ = ‖eφ‖ and by Lemma 2.4.19 we obtain eφ = φ and φ = uη.
Since u∗uη = u∗φ = η we have s(η) ≤ u∗u. Therefore v = us(η) is a partial
isometry in A with φ = vη and v∗v = s(η).
By the Schwarz inequality,
|φ(x)|2 = |η(vx)|2 ≤ η(vv∗)η(x∗x) ≤ ‖η‖η(x∗x) = η(x∗x).
We now show that this decomposition is unique. Let ψ ∈ A′+ ∩ A∗, with norm
‖ψ‖ = 1, be another functional that satisfies all conditions of the proposition and
φ = wψ with w∗w = s(ψ). Then
|η(x)|2 = |φ(v∗x)|2 ≤ ‖ψ‖ψ(x∗vv∗x) ≤ ψ(x∗x)
and by Lemma 2.4.20, we obtain that ψ = η.
Moreover, η = v∗φ = v∗wψ = v∗wη and then η(1) = η(v∗w). Hence v∗w =
s(η) = v∗v. Likewise, w∗v = s(ψ) = w∗w. It follows that v∗v = w∗w. We have
w = ww∗w = ww∗v
ww∗ = ww∗vv∗ww∗
0 = ww∗(1− vv∗)ww∗
0 = (1− vv∗)ww∗
ww∗ = vv∗ww∗ = vw∗
which implies that w = ww∗w = vw∗w = vv∗v = v.
We denote η by |φ| and the expression φ = v|φ| is called the polar decomposition
of φ.
2.5. Jordan structures in real C*-algebras 41
2.5 Jordan structures in real C*-algebras
One of our goals is to show that the isometries of real C*-algebras preserve a spe-
cific product, known as the Jordan triple product. For this purpose we present in
this section the basic theory of Jordan triple structures related to C*-algebras as
well as the results that will be used to obtain our main theorem in Chapter 4.
A complex JB*-triple is a complex Banach space A equipped with a triple
product {·, ·, ·} : A × A × A → A which is linear and symmetric in the outer
variables, conjugate linear in the middle one and satisfies the following conditions:
(i) (Jordan identity) for a, b, x, y, z ∈ A,
{a, b, {x, y, z}} = {{a, b, x}, y, z} − {x, {b, a, y}, z}+ {x, y, {a, b, z}};
(2.5.1)
(ii) D(a, a) : A → A is a Hermitian linear operator with non-negative spec-
trum, where D(a, b)(x) = {a, b, x} with a, b, x ∈ A;
(iii) ‖{x, x, x}‖ = ‖x‖3 for all x ∈ A.
A complex subspace B of A is called a subtriple if it is closed with respect to the
triple product, that is, x, y, z ∈ B implies {x, y, z} ∈ B. A real subtriple of A is
a real subspace of A which is closed with respect to the triple product. We define
a real JB*-triple to be a closed real subtriple of a complex JB*-triple. It has been
shown in [26] that a real JB*-triple can be complexified to a complex JB*-triple.
A complex (real) C*-algebra A is a complex (real) JB*-triple in the triple product:
{a, b, c} = 1
2
(ab∗c+ cb∗a) (a, b, c ∈ A).
We will always assume the above triple product in a real or complex C*-algebra.
We note that one basic difference between complex and real JB*-triples is the po-
larization of the triple product. For a complex JB*-tripleB, we have the following
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polarization formulas:
4{a, x, a} =
3∑
k=0
(−1)k{ika+ x, ika+ x, ika+ x} (2.5.2)
2{a, x, b} = {a+ b, x, a+ b} − {a, x, a} − {b, x, b} (a, b, x, y ∈ B).
Thus the triple product in a complex JB*-triple is uniquely determined by the cube
product x(3) = {x, x, x}.
This is not the case for a real JB*-tripleA in which the triple product is determined
by the product {a, x, a} but not the cube product
2{a, x, b} = {a+ b, x, a+ b} − {a, x, a} − {b, x, b} (a, b, x ∈ A). (2.5.3)
In contrast to (2.5.2), we have
2{a, x, a}+ 4{a, a, x} = (a+ x)3 + (x− a)3 − 2x3 (a, x ∈ A). (2.5.4)
We define below the tripotents in complex (real) JB*-triples which are exactly
the partial isometries in complex (real) C*-algebras and play a key role in the
characterisation of linear isometries on C*-algebras. For details of the results
below see [13] and [40].
Definition 2.5.1. An element e in a complex or real JB*-triple A is called a tripo-
tent if {e, e, e} = e.
Two tripotents e, f ∈ A are called orthogonal if {e, f, x} = 0 for all x ∈ A, in
which case we also have {f, e, x} = 0 for all x ∈ A.
An element e in A is called a minimal tripotent if it cannot be written as the sum
of two orthogonal non-zero tripotents.
We note that for a complex JB*-triple A, a tripotent e is minimal if and only
if for all x ∈ A, we have {e, x, e} = λe for some λ ∈ C. If A is a real JB*-triple
then e is minimal if and only if for all x ∈ A, we have {e, x, e} = λe for some
λ ∈ R.
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Let A be a real or complex JB*-triple. For a tripotent e ∈ A, we define the
operators D(e) : A→ A and Q(e) : A→ A by
D(e)(x) = D(e, e)(x) and Q(e)(x) = {e, x, e} (x ∈ A).
The Peirce projections associated with the tripotent e are defined by
P2(e) = Q(e)
2
P1(e) = 2(D(e)−Q(e)2)
P0(e) = I − 2D(e) +Q(e)2
where P0(e) + P1(e) + P2(e) = I . Moreover, if we denote by Aj(e) the space
Pj(e)(A), then Aj(e) is the kernel of D(e)− j2I for j = 0, 1, 2. We also have the
following Peirce multiplication rules:
(i) {Pi(e), Pj(e), Pk(e)} ⊂ Pi−j+k(e) if i− j + k ∈ {0, 1, 2};
(ii) {Pi(e), Pj(e), Pk(e)} = {0} if i− j + k /∈ {0, 1, 2};
(iii) {P0(e), P2(e), Pi(e)} = {P2(e), P0(e), Pi(e)} = 0 for all i = 0, 1, 2.
A real or complex JB*-triple is called a JBW*-triple if it has a (unique) pred-
ual. Given a tripotent in a JBW*-triple A, the space P2(e)A is also a JBW*-triple.
We now prove that minimal tripotents in real C*-algebras give rise to minimal
projections. A projection p in a real C*-algebra A is called minimal if for any
projection e ∈ A that satisfies e = ep = pe, we have e = 0 or e = p.
Lemma 2.5.2. Let u be a minimal tripotent in a real C*-algebra B regarded as a
real JB*-triple. Then p = u∗u and q = uu∗ are minimal projections in B.
Proof. It is immediate that if u is a tripotent, then p = u∗u and q = uu∗ are
projections. Now let e be a projection such that e = ep = pe. We show that
e = p or e = 0. It follows from minimality of u that {u, ue, u} = λu for some
λ ∈ R. This gives λu = u(ue)∗u = ueu∗u = u(u∗ueu∗u) = u(pep) = ue
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and λp = λu∗u = u∗ue = pe = e. Multiplying by e on the left side yields
e = λep = λe. Hence e = 0 or λ = 1. The latter implies e = p.
Similarly, q is also a minimal projection.
The following lemmas will be used in Section 4.3 on isometries between real
C*-algebras.
Lemma 2.5.3. Let {pφ}φ∈Q be a family of projections in a real W*-algebra W .
Let p =
∨
φ∈Q pφ. If apφ = 0 for some a ∈ W and all φ ∈ Q, then ap = 0.
Proof. Let W ⊆ B(H) for some real Hilbert space H . Then by the definition of
p and Lemma 2.4.13, we have p(H) = [
⋃
φ∈Q pφ(H)], which is the closed real
linear span of
⋃
φ∈Q pφ(H) in H . Let ξ ∈ H . Then
pξ = lim
n→∞
ξn
with ξn =
∑kn
m=1 λ
n
mpφm(hm) for some λ
n
m ∈ R, φm ∈ Q andhm ∈ H . We have
aξn =
∑kn
m=1 λ
n
mapφm(hm) = 0 for every n. Hence
apξ = lim
n→∞
aξn = 0
and it follows that ap = 0.
Remark 2.5.4. For any two minimal projections pφ, qφ in a real W*-algebra W ,
their central supports c(pφ) and c(qφ) are either equal or orthogonal. Indeed, if
pφc(qφ) = 0, then pφ(1 − c(qφ)) = pφ and c(pφ) ≤ 1 − c(qφ) which implies
c(pφ)c(qφ) = 0. Likewise if qφc(pφ) = 0, then c(qφ)c(pφ) = 0. Now if pφc(qφ) 6=
0 6= qφc(pφ), then pφc(qφ) is a projection and pφc(qφ) ≤ pφ which gives pφ =
pφc(qφ) and c(pφ) ≤ c(qφ). Similarly we obtain c(qφ) ≤ c(pφ) and therefore
c(pφ) = c(qφ). Now if pφ = uφ∗uφ and qφ = uφu∗φ for a minimal tripotent uφ,
then pφ and qφ are equivalent projections and their central supports are equal since
if their central supports were orthogonal, then we would have u∗φ ∈ pφWqφ =
c(pφ)pφWqφc(qφ) = 0 which is impossible. We note that Wc(pφ) = Wc(qφ) is a
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type I factor and can therefore be represented as the full operator algebraB(K) on
some real Hilbert space K (cf. [31, p.188]). To simplify notation, we will denote
the central supports c(pφ) = c(qφ) by c(φ).
Lemma 2.5.5. Let {pφ}φ∈Q and {qφ}φ∈Q be two families of distinct minimal pro-
jections in a W*-algebra W with pφ ∼ qφ for all φ ∈ Q. For each φ ∈ Q, we
let
pc(φ) =
∨
ψ∈Q
c(pψ)=c(φ)
pψ and qc(φ) =
∨
ψ∈Q
c(qψ)=c(φ)
qψ.
Then pc(φ) ∼ qc(φ) in Wc(φ) ⊂ W .
Proof. Let ψ ∈ Q. Then by Remark 2.5.4, c(pψ) = c(qψ) since pψ is equivalent
to qψ. Hence c(pψ) = c(φ) iff c(qψ) = c(φ). We have pψ, qψ ∈ Wc(φ) for
c(pψ) = c(φ). Identifying Wc(φ) with B(K) for some real Hilbert space K, we
have dim pψ(K) = dim qψ(K) = 1 since pψ and qψ are minimal projections. We
note that for ψ, ψ′ ∈ Q, we have pψ(K) 6= pψ′(K) since pψ and pψ′ are distinct
minimal projections. The same applies to qψ and qψ′ . It follows that
dim pc(φ)(K) = dim [
⋃
ψ∈Q
c(pψ)=c(φ)
pψ(K)] = dim [
⋃
ψ∈Q
c(qψ)=c(φ)
qψ(K)] = dim qc(φ)(K).
Hence pc(φ) ∼ qc(φ).
A fruitful technique of studying isometries between C*-algebras is to study
the behavior of the isometries on the extreme points of the dual ball. We will use
this technique in Section 4.3 to obtain our main result on isometries between real
C*-algebras. To facilitate this, we present below some essential results concerning
the structure of the dual of a real JB*-triple.
IfB is a real JB*-triple, then its second dualB′′ is also a real JB*-triple. Moreover,
B is the real form of a complex JB*-triple Bc, that is, there is a conjugate linear
isometry τ : Bc → Bc of period 2 such that B = {b ∈ Bc : τ(b) = b}. Further,
the dual map σ = τ ∗∗ : B∗∗c → B∗∗c is a conjugate linear isometry of period 2 and
2.5. Jordan structures in real C*-algebras 46
B′′ = {b ∈ B∗∗c : σ(b) = b}, where the dual map τ ∗ : Bc∗ → B∗c is defined by
τ ∗(φ)(b) = φ(τ(b)) (φ ∈ B∗c , b ∈ Bc)
and τ ∗ is a conjugate linear isometry of period 2. We denote σ∗ = τ ∗. We observe
that if u is a tripotent in B∗∗c , then σ(u) is also a tripotent in B
∗∗
c . In fact, letting
U(B∗∗c ) be the set of all tripotents in B
∗∗
c , the set U(B
′′) of tripotents in B′′ is
U(B∗∗c ) ∩B′′ = {u ∈ U(B∗∗c ) : σ(u) = u}.
For a functional φ ∈ B∗c , there exists a unique tripotent uφ ∈ B∗∗c , called the
support tripotent of φ, such that φ = φ ◦ P2(uφ) and φ|P2(uφ)(B∗∗c ) is a faithful
normal positive functional on the JBW*-triple P2(uφ)(B∗∗c ). We note that if uφ ∈
B∗∗c is the support tripotent of φ ∈ B∗c , then σ(uφ) is the support tripotent of
σ∗(φ). On the other hand, if φ is in B′, its complex extension φc ∈ B∗c has support
tripotent uφc ∈ B∗∗c such that σ(uφc) = uφc since σ∗(φc) = φc. Hence uφc ∈
U(B′′) and we call it the support tripotent of φ in B′′, denoted by uφ. Finally, we
note that in the case where φ is an extreme point of B′1, the corresponding support
tripotent uφ is minimal [40, Corollary 2.1]. It also follows that, as φ(uφ) = 1,
{uφ, x, uφ} = φ(x)uφ (2.5.5)
and φ(x) = 0 if and only if {uφ, x, uφ} = 0 since φ(x) = φ({uφ, x, uφ}) and
{uφ, x, uφ} = λuφ for some λ ∈ R. Based on these observations and the complex
results in [3, Proposition 1.2] we have the following lemma (see also [39]).
Lemma 2.5.6. Let B′′ be the second dual of a real C*-algebra B and let φ ∈ B′
with ‖φ‖ = 1. If there exists u ∈ B′′ such that φ(u) = ‖u‖ = 1 then
(i) φ{x, y, u} = φ{y, x, u};
(ii) φ{x, x, u} ≥ 0;
(iii) |φ{x, y, u}|2 ≤ φ{x, x, u}φ{y, y, u} (Cauchy-Schwarz inequality),
for all x, y ∈ B′′.
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Lemma 2.5.7. LetB′′ be the second dual of a real C*-algebraB and let φ ∈ B′ be
an extreme point in the closed unit ball B′1. Let Nφ = {b ∈ B′′ : φ{b, b, u} = 0}
where u is the support tripotent of φ. Then Nφ = P0(u)(B′′).
Proof. We note that ‖φ‖ = 1, and if b ∈ P0(u)(B′′), then {u, u, b} = 0. More-
over, P2(u)(b) = 0 implies {u, {u, b, u, }, u} = 0 and then {u, b, u} = 0. There-
fore,
0 = {u, b, {b, u, u}}
= {{u, b, b}, u, u} − {b, {b, u, u}, u}+ {b, u, {u, b, u}}
= {{u, b, b}, u, u}.
Hence we get by Lemma 2.5.6(i) that
φ{b, b, u} = φ{u, {u, b, b}, u} = φ{{u, b, b}, u, u} = 0.
We conclude that b ∈ Nφ.
Conversely let φ{b, b, u} = 0. We show b ∈ P0(u)B′′. By the Cauchy-Schwarz
inequality, we have φ{u, b, u} = φ{b, u, u} = 0 and by (2.5.5),
{u, {u, u, b}, u} = {u, {u, b, u}, u} = 0
which implies that b ∈ P0(u)(B′′) ⊕ P1(u)(B′′). Write b = b0 + b1 with b0 ∈
P0(u)(B
′′) and b1 ∈ P1(u)(B′′). Since φ{b0, b0, u} = φ{b1, b0, u} = φ{b0, b1, u} =
0 by Peirce multiplication rules, we obtain φ{b1, b1, u} = 0. We aim to show
b1 = 0.
Since u supports φ, from φ{b1, b1, u} = 0 we obtain {u, {b1, b1, u}, u} = 0. Again
by Peirce multiplication rules, {b1, b1, u} ∈ P2(u) which gives 0 = {b1, b1, u} and
b1b
∗
1u+ ub
∗
1b1 = 0.
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Therefore,
b1b
∗
1u+ ub
∗
1b1 =0
u∗b1b∗1u+ u
∗ub∗1b1 =0
u∗b1b∗1uu
∗u+ u∗ub∗1b1u
∗u =0
u∗b1b∗1u+ u
∗ub∗1b1u
∗u =0
(u∗b1)(u∗b1)∗ + (b1u∗u)∗(b1u∗u) =0
which implies u∗b1 = 0 and b1u∗u = 0.
From b1 = P1(u)b1 = uu∗b1 + b1u∗u we conclude b1 = 0 and b = b0 ∈
P0(u)(B
′′).
Chapter 3
Structures of real C*-algebras
In this chapter, we study the ideal and facial structures in real C*-algebras and
show that these two structures are closely related. Specifically, we show that there
exists a one to one correspondence between norm-closed left ideals and weak*-
closed faces in real C*-algebras. This extends the same correspondence in com-
plex C*-algebras. We do not use complexification to prove these results, however,
most arguments are similar to the complex case in [41], apart from the polar de-
composition proved in Proposition 2.4.21. Some results concerning faces and ide-
als in complex C*-algebras are in fact not true for real C*-algebras as pointed out
in Remark 3.2.13 and Remark 3.3.9. We wish to mention that a paper regarding
the structures of faces of real JBW*-triples has appeared recently in literature [13].
3.1 Ideals in real W*-algebras
Throughout we let A be a real W*-algebra with identity 1. Recall that Ah denotes
the hermitian elements in A and A+ the positive elements in A. As usual, A1
denotes the closed unit ball of A.
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Lemma 3.1.1. Let e be projection in A and a in A+ ∩A1. Then a ≤ e if and only
if ae = ea = a.
Proof. Let a ≤ e. Let f = 1 − e and b = a 12 . Then 0 ≤ faf ≤ fef = 0 and
0 = faf = fb2f = (bf)∗(bf) which implies bf = 0 and fb = (bf)∗ = 0. It
follows that af = fa = 0 and a = ae = ea. Conversely, assume a = ae = ea.
Then a ≤ 1 gives a = eae ≤ e1e = e.
The proof of the next lemma is not included in [41] but we can apply the
arguments of [50, Lemma I.10.1(ii)] and we present it below for completeness.
Lemma 3.1.2. Let e ∈ A+ ∩ A1. Then e is an extreme point of A+ ∩ A1 if and
only if it is a projection.
Proof. Let e be an extreme point of A+ ∩ A1 and assume for contradiction that e
is not a projection. Since 1 ∈ A, using functional calculus we can represent e by a
continuous function f on a compact Hausdorff space X such that 0 ≤ f ≤ 1. By
our assumption, f is extreme in C(X)+ ∩ C(X)1 but not a projection. We have
0 < f(x0) < 1 for some x0 ∈ X and then there exists a compact neighborhood U
of x0 such that 0 < f(x) < 1 for all x ∈ U . We can select a continuous function
g on X such that g(x0) = 1, g(x) = 0 for all x /∈ U and 0 ≤ g(x) ≤ 1 for all
x ∈ U . For a small ε > 0 we have 0 ≤ f(1 ± εg) ≤ 1 and fg 6= 0. Hence
f = 1
2
(f(1 + εg) + f(1− εg)) which contradicts the extremeness of f .
Conversely, suppose that e is a projection such that e = 1
2
(a + b) for some a, b ∈
A+∩A1. We may assume e 6= 0. Then 12a ≤ e and by Lemma 3.1.1, ae = ea = a.
Thus the subalgebra generated by a, b, e is abelian. We can represent e, a, b by
continuous functions f, g, h respectively, on a compact Hausdorff space X such
that 0 ≤ f, g, h ≤ 1 and f = 1
2
(g + h). Since e is a projection, f is a projection
and f = χU where χ is the characteristic function and U is a subset of X . It is
immediate that f = g = h. Hence a = b = e and e is extreme.
Lemma 3.1.3. Let a be a non-zero positive element of A. Then there exists a
non-zero projection e in A and an element b in A+ such that ab = ba = e.
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Proof. We note that the spectrum σ(a) of a cannot be {0} since a is non-zero and
A has no non-zero positive nilpotent elements. Consider the spectral decompo-
sition a =
∫
σ(a)
λdeλ with λ ≥ 0 (cf. Lemma 2.4.11). Let b =
∫
σ(a)
f(λ)deλ,
where f(λ) = 1
λ
for λ 6= 0 and f(0) = 0 if 0 ∈ σ(a). It follows that b ∈ A+ and
ab = ba =
∫
σ(a)
deλ = e is a projection in A.
Definition 3.1.4. Let A be a real W*-algebra and J ⊂ A. A projection e ∈ A is
called a right support of J , if ae = a for all a ∈ J .
The proof of the next lemma is similar to [44, Proposition 1.10.1].
Lemma 3.1.5. Let J be a left ideal of A. Then J is weak*-closed if and only if
it contains a right support e. In this case J = Ae and J ∩ J∗ = eAe and e is
unique. The ideal J is two-sided if and only if e is a central projection.
Proof. Assume that J contains a right support e. Then J = Ae and e is a projec-
tion in the W*-algebra A. Since the multiplication is weak*-continuous in A (cf.
Section 2.4) it follows that J is weak*-closed.
Conversely, assume J is a weak*-closed left ideal of A. We let J∗ = {x∗ : x ∈
J}. Then N = J ∩ J∗ is a real C*-algebra and since the involution is weak*-
continuous, N is a real W*-subalgebra of A. We let e be the identity in N which
is a projection in A. Since J is a left ideal, we have Ae ⊆ J . Now, for any
a ∈ J we note that a∗a ∈ N and ea∗ae = ea∗a = a∗ae = a∗a which implies
(1 − e)a∗a(1 − e) = 0 and a(1 − e) = 0. Thus, a = ae and J ⊆ Ae leading to
J = Ae.
It is immediate that J∗ = eA. For a ∈ J ∩ J∗ we have a = ae = ea and
J ∩ J∗ ⊂ eAe. Conversely, if a ∈ eAe, then a = ae = ea and hence a ∈ J and
a ∈ J∗.
To prove uniqueness of e let us assume that J = Ap for some projection p ∈ A.
Then p ∈ J and there exists a ∈ A such that p = ae and p = p∗p = ea∗ae which
leads to ep = pe = p and p ≤ e. Similarly, e ≤ p and we conclude that p = e.
Now, if J is a two-sided ideal, we have J = Ae and J∗ = Ae′ for some projec-
tions e, e′ ∈ A. Then e, e′ are both identities of J ∩ J∗ which gives e = e′ and
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hence J = J∗. Thus J is a real W*-algebra with identity e. We observe that for
x ∈ A, xe = e(xe) = exe = (ex)e = ex and e is central. Conversely, if e is a
central projection, then it is immediate that J = Ae is a weak*-closed two-sided
ideal in A.
We now describe the correspondence between weak*-closed left ideals in a
real W*-algebra A and weak*-closed faces of the cone A+.
Definition 3.1.6. A non-empty convex set F ⊆ A+ is called a face of A+ if
λa+ (1− λ)b ∈ F for any a, b ∈ A+ and 0 < λ < 1 implies a, b ∈ F .
Given a linear subspace J ofA, the intersection J∩A+ is a face ofA+ if 0 ≤ b ≤ a
implies b ∈ J ∩ A+.
We note that, if F is a face of A+, then 0 ∈ F and a ∈ F implies λa ∈ F for
all λ ≥ 0. This follows from the fact that for λ ≥ 1, we have a = (1− 1
λ
)0+ 1
λ
(λa)
which implies λa ∈ F . For 0 ≤ λ ≤ 1 we have λa = λa + (1 − λ)0 ∈ F since
F is convex. We will use the same definition for faces of the positive cone in real
C*-algebras in Section 3.3.
Lemma 3.1.7. Let a ∈ A. The smallest norm-closed face of A+ containing a is
{b ∈ A+ : b ≤ λa for some λ > 0}.
Proof. Let F = {b ∈ A+ : b ≤ λa for some λ > 0}. Let b1, b2 ∈ F . It follows
that b1 ≤ λ1a and b2 ≤ λ2a for some λ1, λ2 > 0. Then for all 0 < µ < 1, we have
x = µb1 + (1− µ)b2 ≤ (µλ1 + (1− µ)λ2)a ∈ F and F is convex.
Let b ∈ F with b ≤ λa for some λ > 0. Assume b = µb1 + (1 − µ)b2 with
b1, b2 ∈ A+ and 0 < µ < 1. Then b1 ≤ λµa and b2 ≤ λ1−µa. Hence b1, b2 ∈ F and
F is a face.
We now show that F is norm-closed. Let bn ∈ F with bn → b in norm. We may
assume b 6= 0. We observe that bn ≤ λna for λn > 0. Then for a sufficiently
large n, 0 < ‖b‖
2
≤ ‖bn‖ ≤ λn‖a‖ which implies λn ≥ ‖b‖2‖a‖ > 0. Hence we can
choose a subsequence {λnk} such that λnk → λ > 0. Therefore b = lim bnk ≤
limλnka = λa and b ∈ F .
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It is clear that a ∈ F and thus the smallest norm-closed face S of A+ containing
a is a subset of F . Conversely, let b ∈ F . We may assume that b ≤ λa for some
λ > 1. Then a = (1− 1
λ
)λa−b
λ−1 +
1
λ
b ∈ S implies b ∈ S and F ⊂ S. This completes
the proof.
We note that Lemma 3.1.7 also holds for real C*-algebras.
Lemma 3.1.8. Let J be a weak*-closed left ideal of A and let F = J ∩A+. Then
F is a weak*-closed face of A+ and J = AF . If J = Ae, then F = eA+e.
Proof. Since J and A+ are weak*-closed, F = J ∩ A+ is weak*-closed and
convex. We let J = Ae with e the right support of J . Then eA+e ⊂ F . If a ∈ F ,
then a = ae = (ae)∗ = ea = eae and therefore a ∈ eA+e. Hence F = eA+e.
For a ∈ F and b ∈ A+ with 0 ≤ b ≤ a we note by the above that a = ae = ea.
By Lemma 3.1.1, a ≤ e which implies b ≤ e and b = eb = be = ebe. Hence
b ∈ F and F is a face of A+.
Finally, AF ⊂ J and J = Ae ⊂ AF gives J = AF .
Lemma 3.1.9. Let a be a positive element of A with right support e. Then the
smallest weak*-closed face of A+ containing a is eA+e.
Proof. Let F be the smallest weak*-closed face containing a. We note that a right
support for a is the least projection e ∈ A such that ae = a. Since a is positive,
a is hermitian and then ae = a = a∗ = ea = eae and a ≤ e (cf. Lemma 3.1.1).
By Lemma 3.1.8, eA+e is a weak*-closed face of A+. Since eA+e contains a,
we have F ⊂ eA+e. We note that the W*-algebra W ∗(a) generated by a is the
weak*-closure of real polynomials p(a) of a without constant term. Letting 1a
be the identity of W ∗(a), we have (1a − e)p(a) = 0 for all polynomials p(a);
hence (1a − e)1a = 0. Clearly, e ≤ 1a and therefore e = 1a ∈ W ∗(a). Now
e ∈ W ∗(a) implies that e is the weak*-limit of a net of polynomials pβ(a) ≥ 0
without constant term. Since 0 ≤ a ≤ ‖a‖, we have 0 ≤ a2 ≤ ‖a‖a and
0 ≤ an ≤ ‖a‖n−1a. It follows that pβ(a) =
∑
αna
n ≤ αa for some α > 0.
Hence pβ(a) ∈ F and as F is weak*-closed, we have e ∈ F . Since for any
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b ∈ A+, we have ebe ≤ ‖b‖e, it is immediate that eA+e ⊂ F . We conclude that
the smallest weak*-closed face of A+ containing a is eA+e.
Lemma 3.1.10. Let F be a weak*-closed face of A+. Then F contains a projec-
tion e which is the largest projection in F and F = eA+e.
Proof. By Lemma 3.1.9, we observe that if a ∈ F , then the right support of a
is also in F . If a, b ∈ F with right supports f, g respectively, then a + b has
right support f ∨ g. It follows that the set of right supports in F forms an upward
directed set bounded above by 1 and hence converges weak* to its least upper
bound which we call e. Since F is weak*-closed, we have e ∈ F and as F is a
face it follows that eA+e ⊂ F . Now, for a ∈ F we note that a = ae = (ae)∗ =
ea = eae and a ∈ eA+e. Hence F = eA+e. Now, let f be a projection in F .
Then f = fe = (fe)∗ = ef and by Lemma 3.1.1 f ≤ e. Hence e is the largest
projection in F .
Lemma 3.1.11. Let F be a weak*-closed face of A+ and J = AF . Then J is a
weak*-closed left ideal of A and F = J ∩ A+. If F = eA+e, then J = Ae.
Proof. Let e be the largest projection in F by Lemma 3.1.10. ThenAe is a weak*-
closed left ideal. Moreover, Ae ⊂ AF = J . On the other hand, J = AF =
A(eA+e) ⊂ Ae and hence J = Ae. Finally, we observe that F = eA+e =
Ae ∩ A+ = J ∩ A+.
Lemma 3.1.12. Let J be a weak*-closed left ideal of A and a ∈ A. Then a ∈ J
if and only if a∗a ∈ J ∩ A+.
Proof. Clearly if a ∈ J , then a∗a ∈ J ∩ A+. If a∗a ∈ J ∩ A+, then, (a∗a) 12 ∈
J ∩ A+ by Lemma 2.3.14. Considering the polar decomposition of a, we have
a = w(a∗a)
1
2 for some partial isometry w ∈ A and we conclude that a ∈ J .
We can now summarize our results in the following theorem.
Theorem 3.1.13. Let A be a real W*-algebra. There is a one to one inclusion
preserving correspondence between the weak*-closed left ideals J of A and the
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weak*-closed faces F of the positive cone A+. Namely, if the face F corresponds
to the ideal J , then
(i) F = J ∩ A+ = eA+e;
(ii) J = AF = Ae = {a ∈ A : a∗a ∈ F},
where e is the right support of J .
Remark 3.1.14. By the above theorem, we have the right ideal J∗ = FA = eA =
{a ∈ A : aa∗ ∈ F}.
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3.2 Faces in preduals of real W*-algebras
In this section we investigate the structure of faces of the predual of a real W*-
algebra. We show that there exists a one to one correspondence between norm-
closed faces of the normal state space of a real W*-algebra A and the weak*-
closed ideals of A via a projection e ∈ A. We will make use of several results
proved earlier in Section 2.4.
We let A be a real W*-algebra with dual A′ and predual A∗. As usual we
identify the predual A∗ with the normal functionals in A′. We recall the following
notations:
A′h = {φ ∈ A′ : φ∗ = φ};
A′+ = {φ ∈ A′ : φ ≥ 0};
S(A) = {φ ∈ A′+ : ‖φ‖ = 1}.
We recall that the left translation bφ of a functional φ ∈ A′ by b ∈ A is the
mapping a ∈ A → φ(ba) and the right translation φb of a functional φ ∈ A′ by
b ∈ A is the mapping a ∈ A → φ(ab). We let φb = b∗φb. The support of a
functional φ ∈ A′+ ∩ A∗ is the least projection e ∈ A such that φ = φe. It is
immediate that if φ(e) = φ(p) with p ∈ A projection, then φ(p − e) = 0 and
φ(pap) = φ(a) for all a ∈ A. Hence e ≤ p.
Definition 3.2.1. A subset Y ofA′ is called left invariant if φ ∈ Y implies bφ ∈ Y
for all b ∈ A. A subset Y of A′ is called right invariant if φ ∈ Y implies φb ∈ Y
for all b ∈ A. We call Y invariant if it left and right invariant.
We note that A′h, A
′
+ and A∗ are invariant under the mapping φ 7→ φb with b ∈ A.
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We define the annihilator L⊥ of a subspace L of A∗ by
L⊥ = {a ∈ A : φ(a) = 0 for all φ ∈ L}.
Given a subset X ⊂ A, we define its annihilator X⊥ in A∗ by
X⊥ = {φ ∈ A∗ : φ(x) = 0 for all x ∈ X}.
By the bipolar theorem (cf. [45, Theorem IV.1.5]) , we have L = (L⊥)⊥ if L is a
norm-closed subspace of A∗ and X = (X⊥)⊥ if X is a weak*-closed subspace of
A.
Lemma 3.2.2. Let L be a left invariant norm-closed subspace of A∗. Then there
exists a projection e ∈ A such that L = {φ ∈ A∗ : φ = φe}.
Proof. Let L⊥ be the annihilator of L in A. Then L⊥ is a weak*-closed left ideal
in A by the left invariance of L. By Lemma 3.1.5, L⊥ = Af where f is the right
support of L⊥. Let e = 1− f . Then φ ∈ A∗ vanishes on L⊥ if and only if φ = φe.
Since L = (L⊥)⊥, we conclude that φ ∈ L if and only if φ = φe.
Remark 3.2.3. By the arguments in the above proof, we note that there is a one
to one correspondence between the left invariant norm-closed subspaces L of A∗
and the weak*-closed left ideals J of A. Namely, L⊥ = J and J⊥ = L. If
L = {φ ∈ A∗ : φ = φe}, then J = A(1 − e). Applying the same arguments
as in the above proof, there is a one to one correspondence between the norm-
closed right invariant subspaces of A∗ and the weak*-closed right ideals of A.
Namely, the weak*-closed right ideal I = fA with left support f corresponds to
the norm-closed right invariant subspace I⊥ = {φ ∈ A∗ : φ = fφ} of A∗. By
the proof of Lemma 3.1.5, if J is a two-sided ideal with support e, then J = eAe
and J⊥ = {φ ∈ A∗ : φ = eφe} is the corresponding norm-closed invariant
subspace of A∗. Let φ ∈ A∗ positive with support s(φ). Then the left kernel
Lφ = {a ∈ A : φ(a∗a) = 0} is a weak*-closed left ideal in A by the Schwarz
inequality. If a ∈ A(1− s(φ)), then as(φ) = 0 and it follows that a ∈ Lφ. Hence
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A(1 − s(φ)) ⊂ Lφ. Conversely, since Lφ is a weak*-closed left ideal, it follows
by Lemma 3.1.5 that Lφ = Ae for some projection e ∈ A. Therefore φ(e) = 0
and φ(1− e) = φ((1− e)s(φ)) = φ(s(φ)). Hence 1− e ≥ s(φ) and e ≤ 1− s(φ),
i.e Lφ = Ae ⊂ A(1− s(φ)). We conclude Lφ = A(1− s(φ)).
We define the face of the positive normal functionals A′+ ∩ A∗ of a real W*-
algebra A as in Definition 3.1.6 replacing A+ with A′+ and note that applying
similar arguments as in Lemma 3.1.7, the smallest norm-closed face of A′+ ∩ A∗
containing φ ∈ A′+ ∩ A∗ is {φ′ ∈ A′+ ∩ A∗ : λφ′ ≤ φ, λ > 0}.
Lemma 3.2.4. Let φ ∈ A∗ be positive with support e ∈ A. Let Tφ be the smallest
norm-closed face of A′+ ∩ A∗ containing φ. Then Tφ = {θe : θ ∈ A′+ ∩ A∗}.
Proof. We observe that Tφ = {φ′ ∈ A′+ ∩ A∗ : λφ′ ≤ φ, λ > 0}.
The set F = {θe : θ ∈ A′+ ∩ A∗} is a face since for ψ ∈ A′+ ∩ A∗ with ψ ≤ θe
we have s(ψ) ≤ s(θe) ≤ e and thus ψ = ψe and ψ ∈ F . Since s(φ) = e,
we have φ = φe and φ ∈ F . As Tφ is the smallest face containing φ, we get
Tφ ⊆ F . It remains to show the reverse inclusion. For this it suffices to show
that if θ ∈ A′+ ∩ A∗, then θe ∈ Tφ. We consider θe as a normal functional on the
reduced algebra eAe.
Let pi : eAe → B(H) be the GNS representation induced by φ on eAe, with
cyclic vector z ∈ H . We show that z is a separating vector in H . We know
φ(a) = 〈pi(a)z, z〉 for all a ∈ eAe. Let pi(a)z = 0. Then φ(a∗a) = 0 and a ∈ Aeφ,
where by Remark 3.2.3, Lφ = {b ∈ A : φ(b∗b) = 0} = Aeφ with eφ = 1− s(φ).
Hence if ψ ∈ A′+ ∩ A∗ with s(ψ) ≤ e = s(φ), then eψ = 1 − s(ψ) ≥ eφ and
Lψ = {b ∈ A : ψ(b∗b) = 0} = Aeψ ⊃ Aeφ. It follows that all normal functionals
ψ on eAe must satisfy ψ(a∗a) = 0 and hence a = 0. This proves that z is a
separating vector for pi(eAe). Hence z is a generating vector for the commutant
pi(eAe)c in B(H) and pi(eAe)cz is dense in H (cf. [31, Proposition 4.6.2(3)]).
Let s ∈ pi(eAe)c with ‖s‖ ≤ 1 and ψ(a) = 〈pi(a)sz, sz〉 for all a ∈ eAe. We have
‖s∗s‖ ≤ 1 and 0 ≤ s∗s ≤ 1.
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Letting t = (1− s∗s) 12 we obtain
φ(a)− ψ(a) = 〈pi(a)z, z〉 − 〈pi(a)sz, sz〉
= 〈pi(a)(1− s∗s)z, z〉
= 〈pi(a)t2z, z〉
= 〈pi(a)tz, tz〉 ≥ 0 (a ∈ (eAe)+)
and we conclude that φ − ψ ≥ 0 on eAe. Define ψ′ ∈ A+ by ψ′(·) = ψ(e · e).
Since e supports φ, we have φ(·) ≥ ψ′(·). The fact that Tφ is a face implies that
ψ′ ∈ Tφ. This shows that Tφ contains all the functionals of the form 〈pi(e · e)x, x〉
with x ∈ pi(eAe)cz.
Now, since pi(eAe)cz is dense in H and the mapping x ∈ H → 〈pi(e · e)x, x〉 ∈ R
is strongly continuous, Tφ contains all the functionals of the form 〈pi(e · e)x, x〉
with x ∈ H . Noting that every positive normal functional on eAe is of the form
〈pi(e · e)x, x〉 with x ∈ H (using similar arguments as in [44, Theorem 2.7.9]), we
conclude that θe ∈ Tφ. Therefore Tφ = {θe : θ ∈ A′+ ∩ A∗}.
Definition 3.2.5. Let T be a norm-closed face of A′+ ∩A∗. We define the support
of T , in symbols s(T ), as the least projection e ∈ A such that φe = φ for all
φ ∈ T .
By Lemma 3.2.4, we observe that if T is the smallest norm-closed face con-
taining φ, then s(T ) = s(φ).
Lemma 3.2.6. Let e ∈ A be a projection. Then the set T = {θe : θ ∈ A+ ∩ A∗}
is a norm-closed face of A′+ ∩ A∗, consisting of all ψ ∈ A′+ ∩ A∗ with s(ψ) ≤ e.
Moreover, s(T ) = e.
Proof. This is clear by the arguments in the proof of the Lemma 3.2.4 and the
definition of the support of a face.
Lemma 3.2.7. Let T be a norm-closed face of A′+∩A∗ and {eα} be any maximal
orthogonal family of projections in A such that eα is the support of some φα ∈ T .
Then
∑
α eα = s(T ).
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Proof. Let e =
∑
α eα and f = s(T ) − e and assume f 6= 0. If φ(f) = 0 for all
φ ∈ T , then by the definition of the support of a face, φ(s(φ)) = φ(s(T )) = φ(e).
This implies s(φ) ≤ e for all φ ∈ T and it follows that s(T ) = ewhich contradicts
our assumption. Hence we must have φ′(f) 6= 0 for some φ′ ∈ T .
Let g = s(φ′) and h = (e ∨ g) − e. If h = 0, then g ≤ e and φ′(s(T )) =
φ′(g) = φ′(e) which implies φ′(f) = 0, a contradiction. Therefore h 6= 0 and
h ≤ s(T ). Since s(φ′h) ≤ h and h ≤ s(T ), we have s(φ′h) ≤ s(T ) and φ′h ∈ T
by Lemma 3.2.6. Now, s(φ′h)e = s(φ
′
h)he = 0 implies that {eα} is not maximal
which contradicts the hypothesis. We conclude, f = 0 and s(T ) = e.
Lemma 3.2.8. Let T be a norm-closed face of A′+ ∩ A∗ with s(T ) = e. Then
T = {θe : θ ∈ A′+ ∩ A∗}.
Proof. We first observe that T ⊆ {θe : θ ∈ A′+ ∩ A∗}. For the reverse inclusion
let θ ∈ A′+ ∩ A∗ with s(θ) ≤ e. We choose a maximal orthogonal family {eα} of
projections in A such that eα supports φα in T . By Lemma 3.2.7, e =
∑
α eα and
since θ is normal, θ(e) = θ(
∑
α eα) =
∑
α θ(eα). Hence θ(eα) vanishes except
for a countable subset of {eα}which we denote by {ei}. We have θ(e−
∑
i ei) = 0
and s(θ) ≤ ∑i ei. We can choose φi ∈ T with ‖φi‖ = 1 and s(φi) = ei for all
i. Let φ =
∑
i 2
−iφi which belongs to T since T is norm-closed and convex. By
s(φ) =
∑
i ei ≥ s(θ), we obtain θs(φ) = θ and by Lemma 3.2.4, θ ∈ Tφ where
Tφ is the smallest norm-closed face of A+ ∩ A∗ containing φ. Since Tφ ⊂ T , we
conclude that θ ∈ T . Therefore T = {θe : θ ∈ A′+ ∩ A∗}.
Lemma 3.2.9. Let L be a left invariant norm-closed subspace ofA∗. Then L∩A′+
is a norm-closed face of A′+ ∩ A∗ and there is a projection e ∈ A such that
L ∩ A′+ = e(A′+ ∩ A∗)e = {|φ| : φ ∈ L}.
Moreover, we have L = A(L ∩ A′+).
Proof. By Lemma 3.2.2, we have L = {φ ∈ A∗ : φ = φe} for some projection
e. If ψ ∈ L ∩ A′+, then ψ(a) = ψ(ea) = ψ((ea)∗) = ψ(a∗e) = ψ(ea∗e) =
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ψ((ea∗e)∗) = ψ(eae) = ψe(a). Conversely, if ψ ∈ {φe : φ ∈ A′+ ∩ A∗}, then
ψ(a) = ψ(eae) = ψ(e(ea)e) = ψ(ea) and ψ ∈ L ∩ A′+. Hence L ∩ A′+ = {φe :
φ ∈ A′+∩A∗} = e(A′+∩A∗)e, which is a norm-closed face ofA′+∩A∗ by Lemma
3.2.6.
It is evident that if ψ ∈ L ∩A′+, then the positivity of ψ implies |ψ| = ψ and then
ψ ∈ {|φ| : φ ∈ L}. For ψ ∈ L, we consider the polar decomposition ψ = v|ψ|
for some partial isometry v ∈ A. It is immediate that |ψ| = v∗ψ ∈ L ∩ A′+ and
then {|φ| : φ ∈ L} ⊂ L ∩ A′+ and L ⊂ A(L ∩ A′+). Clearly, if ψ ∈ A(L ∩ A′+),
then by the left invariance of L, ψ ∈ L and L = A(L ∩ A′+).
Lemma 3.2.10. Let T be a norm-closed face of A′+ ∩ A∗ with support e. Then
AT = {aθ : θ ∈ T, a ∈ A} is a left invariant norm-closed subspace of A∗ and
T = (AT ) ∩ A′+. Moreover,
AT = {φ ∈ A∗ : φe = φ} = {φ ∈ A∗ : |φ| ∈ T}.
Proof. If e is the support of T , then by Lemma 3.2.8, T = {θe : θ ∈ A′+ ∩ A∗}.
Therefore AT = {aθe : θ ∈ A′+ ∩ A∗, a ∈ A} which is a left invariant norm-
closed subspace of A∗. We will show that
AT = {φ ∈ A∗ : φe = φ} = {φ ∈ A∗ : |φ| ∈ T}.
For any φ ∈ A∗ with φ = φe, we consider the polar decomposition of φ = v|φ|
with partial isometry v ∈ A. Then |φ|(a) = |φ|(ae). Since |φ| is hermitian,
|φ|(a∗) = |φ|(a) = |φ|(ae) = |φ|((ae)∗) = |φ|(ea∗) = |φ|(ea∗e). Hence |φ| ∈ T
and φ = v|φ|e which gives φ ∈ AT . Therefore we have shown
{φ ∈ A∗ : φe = φ} ⊂ AT and
{φ ∈ A∗ : φe = φ} ⊂ {φ ∈ A∗ : |φ| ∈ T}.
Conversely, if φ ∈ AT , then φ = aψe for some a ∈ A and ψ ∈ A′+ ∩ A∗. It is
immediate that φe = φ. Lastly, if φ ∈ A∗ such that |φ| ∈ T , then |φ|e = |φ| and
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since φ = v|φ|, we have φe = v|φ|e = v|φ|ee = v|φ|e = v|φ| = φ. Therefore we
have shown
{φ ∈ A∗ : φe = φ} ⊃ AT and
{φ ∈ A∗ : φe = φ} ⊃ {φ ∈ A∗ : |φ| ∈ T}.
We now prove T = AT ∩ A′+. We first observe that if φ ∈ T ⊂ A′+, then φe = φ
and φe = φ, i.e. φ ∈ AT . Conversely, if φ ∈ AT ∩ A′+, then φe = φ and since
φ is hermitian, it follows that φe = φ, i.e. φ ∈ T by Lemma 3.2.8. We conclude
that T = AT ∩ A′+.
We can now summarize our results in the following theorem.
Theorem 3.2.11. Let A be a real W*-algebra. There is a one to one inclusion
preserving correspondence between left invariant norm-closed subspaces L of A∗
and norm-closed faces T of A′+ ∩ A∗. If the subspace L corresponds to the face
T , then
(i) T = L ∩ A′+ = e(A′+ ∩ A∗)e = {|φ| : φ ∈ L};
(ii) L = AT = A∗e = {φ : |φ| ∈ T},
where e is the support of T .
Let N(A) = {φ ∈ A∗ : ‖φ‖ = 1 = φ(1)} = A∗ ∩ S(A) be the normal state
space of a real W*-algebra A. The following theorem gives a correspondence
between the norm-closed faces of the normal state space N(A) and the weak*-
closed left ideals of A. We first note that there is a natural one to one inclusion
preserving correspondence between the faces of A′+ ∩ A∗ and the faces of N(A).
If F is a face of N(A), then T = R+F is a face of A′+ ∩ A∗. Conversely, given
a face T of A′+ ∩ A∗, the intersection F = T ∩ N(A) is a face of N(A). Since
N(A) is norm-closed, F is norm-closed if and only if T is norm-closed.
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Theorem 3.2.12. LetA be a real W*-algebra. There is a one to one inclusion pre-
serving correspondence between the weak*-closed left ideals of A and the norm-
closed faces of N(A). If the face F corresponds to the ideal J , then
(i) F = {ρ ∈ N(A) : ρ(a∗a) = 0 for all a ∈ J};
(ii) J = {a ∈ A : ρ(a∗a) = 0 for all ρ ∈ F}.
If e is the right support of the ideal J , then 1− e is the support of the face F .
Proof. If F is a norm-closed face of N(A), then T = R+F is a face of A′+ ∩ A∗
with support s(T ) and the corresponding left invariant subspace L is of the form
L = A∗(1−e), where e = 1−s(T ) and vice versa by Theorem 3.2.11. By Remark
3.2.3, L is a norm-closed left invariant subspace of A∗ if and only if J = L⊥ is a
weak*-closed left ideal of A. Then J = L⊥ = Ae.
We show (ii). Let a ∈ J and ρ ∈ F . Then a∗a ∈ J = L⊥ and ρ ∈ R+F =
L ∩ A′+ ⊂ L. Hence ρ(a∗a) = 0. Conversely, let a ∈ A and ρ(a∗a) = 0
for all ρ ∈ F . Each ψ ∈ L = AT = A(R+F ) is of the form ψ = bφ with
b ∈ A and φ ∈ R+F . Therefore |ψ(a)|2 = |φ(ba)|2 ≤ φ(b∗b)φ(a∗a) = 0, giving
a ∈ L⊥ = J . Similarly, we can prove (i).
Remark 3.2.13. In [41, Corollary 3.19] for a complex W*-algebra B with a left
ideal J = Bf where f is projection in B and corresponding face F = {ρ ∈
N(B) : ρ(a∗a) = 0 for all a ∈ J} of N(B), we have J + J∗ = Bf + fB =⋂
ρ∈F ρ
−1(0). However, this result does not hold for real W*-algebras. The proof
for the complex case relies on the fact that all elements ω of F vanish at a ∈ B if
and only if (1− f)a(1− f) = 0, where s(F ) = 1− f . In contrast, for a real W*-
algebra A, every functional in N(A) vanishes on skew hermitian elements and
hence
⋂
ρ∈F ρ
−1(0) includes all the skew hermitian elements and need not equal
to J + J∗. A counterexample can be found in [31, p.96-97].
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3.3 Ideals in real C*-algebras
We now extend the results obtained in Section 3.1 for real W*-algebras to real
C*-algebras. For the rest of this section, A is a real C*-algebra and Ah denotes
the subspace of hermitian elements, A+ the set of positive elements and A1 the
closed unit ball of A. From the discussion in Section 2.3 we may assume without
loss of generality that the algebra contains an identity 1.
For any set X ⊂ A, we let X denote the norm closure of X in A.
Lemma 3.3.1. Let S be a norm-closed face of A+. Then the following are equiv-
alent for an element a ∈ Ah:
(i) a ∈ S − S;
(ii) a2 ∈ S;
(iii) |a| ∈ S;
(iv) a+, a− ∈ S.
Proof. (i) ⇒ (ii). Let a ∈ S−S. Then a = b− c with b, c ∈ S. If x ∈ S, then
x2 ≤ ‖x‖x and it follows that x2 ∈ S. Hence b2, c2 ∈ S and b2 + c2 ∈ S.
Since (b+ c)2 + (b− c)2 = 2(b2 + c2), we have (b− c)2 ≤ 2(b2 + c2). Thus
a = (b− c)2 ∈ S.
(ii) ⇒ (iii). For a2 ∈ S ⊂ A+, |a| = (a2) 12 is the limit of a sequence of
polynomials p(a2) in A without constant term. Since p(a2) ≤ λa2 for some
λ ≥ 0 and S is norm-closed, it follows that |a| ∈ S.
(iii) ⇒ (iv). This is immediate from a+, a− ≤ (a2) 12 (cf. Lemma 2.3.14).
(iv) ⇒ (i). By Lemma 2.3.14, a = a+ − a− ∈ S − S.
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The following two technical lemmas can be proved via functional calculus as
in [41, Lemma 4.3] and [41, Lemma 4.4].
Lemma 3.3.2. Every a ∈ A may be uniformly approximated by elements of the
form bε(a∗a)
1
2 where bε = (ε1 + aa∗)−1a(a∗a)
1
2 and ε > 0.
Lemma 3.3.3. Let a, b ∈ A+ with b ≤ a ≤ 1. Then b may be uniformly approxi-
mated by elements of the form a
1
2 cεa
1
2 where 0 ≤ cε ≤ 1.
Corollary 3.3.4. Let a ∈ A be positive. Then the smallest norm-closed face S of
A+ containing a is aA+a.
Proof. By Lemma 3.3.1, the smallest norm-closed face of A+ containing a is
the smallest norm-closed face of A+ containing a2. By Lemma 3.1.7, if b ∈ S,
then there exists a λ > 0 such that λb ≤ a2. Since 0 ≤ λb‖a‖2 ≤ a
2
‖a‖2 ≤ 1, by
Lemma 3.3.3, λb‖a‖2 is uniformly approximated by elements of the form
a
‖a‖cε
a
‖a‖
with 0 ≤ cε ≤ 1. Hence b ∈ aA+a, i.e. S ⊂ aA+a.
Conversely, if b ∈ aA+a, then b is approximated by elements of the form acεa
with cε ∈ A+. Therefore, acεa ≤ ‖cε‖a2 and acεa ∈ S. Since S is norm-closed,
we have b ∈ S, i.e. aA+a ⊂ S.
Lemma 3.3.5. Let J be a norm-closed left ideal in A and let S = J ∩ A+. Then
S is a norm-closed face of A+ and AS = J .
Proof. Evidently, J ∩ A+ is a norm-closed convex subset of A+. Now, if a ∈
J ∩ A+, then a 12 ∈ J ∩ A+ and a 12 ca 12 ∈ J ∩ A+ for all c ∈ A+. By Lemma
3.3.3, if b ∈ A+ with b ≤ a, then b can be uniformly approximated by elements
of the form a
1
2 cεa
1
2 with cε ≥ 0. Since J ∩ A+ is norm-closed, it follows that
b ∈ J ∩ A+. Hence S = J ∩ A+ is a norm-closed face of A+.
We observe that AS ⊂ J . If a ∈ J , then a∗a ∈ J ∩ A+ = S and (a∗a) 12 ∈ S
by Lemma 3.3.1. Thus, letting bε = (ε1 + aa∗)−1a(a∗a)
1
2 , as in Lemma 3.3.2,
we obtain bε(a∗a)
1
2 ∈ AS. By the same lemma, a is uniformly approximated by
bε(a
∗a)
1
2 and hence a ∈ AS. Thus J = AS.
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Lemma 3.3.6. Let S be a norm-closed face of A+ and J = AS. Then J is a
norm-closed left ideal of A and J ∩ A+ = S.
Proof. Let a, b ∈ A, Then we have
(i) (a+ b)∗(a+ b) ≤ 2(a∗a+ b∗b), since (a+ b)∗(a+ b) + (a− b)∗(a− b) =
2(a∗a+ b∗b);
(ii) (λa)∗(λa) = λ2a∗a for λ ∈ R;
(iii) b∗a∗ab ≤ ‖a‖2b∗b.
Let I = {a ∈ A : a∗a ∈ S}. By (i), (ii) and (iii), I is a left ideal. Since S is
norm-closed, it follows that I is norm-closed. By Lemma 3.3.1, if a ∈ S ⊂ A+,
then a∗a = a2 ∈ S and a ∈ I , i.e. S ⊂ I . Now we have, J = AS ⊂ I since I is
norm-closed.
Conversely, if a ∈ I , then a∗a ∈ S and by Lemma 3.3.1, (a∗a) 12 ∈ S. Letting
bε = (ε1 + aa
∗)−1a(a∗a)
1
2 as in Lemma 3.3.2, we obtain bε(a∗a)
1
2 ∈ AS. Since
a is approximated by bε(a∗a)
1
2 , we have a ∈ AS = J which gives I ⊂ J and
I = J .
Finally, if a ∈ J ∩ A+ = I ∩ A+, then a2 ∈ S by the definition of I and then
by Lemma 3.3.1, a ∈ S. Conversely, if a ∈ S, then a∗a = a2 ∈ S and hence
a ∈ I ∩ A+. Therefore S = I ∩ A+ = J ∩ A+.
Lemma 3.3.7. Let J be a norm-closed left ideal of A and a ∈ A. Then a ∈ J if
and only if a∗a ∈ J ∩ A+.
Proof. If a ∈ J , then it is immediate that a∗a ∈ J ∩ A+. Conversely, if a∗a ∈
J ∩ A+, then by the function representation of a∗a, we have (a∗a) 12 ∈ J ∩ A+
and thus bε(a∗a)
1
2 ∈ J , where bε = (ε1 + aa∗)−1a(a∗a) 12 as in Lemma 3.3.2. By
the same lemma, a is approximated by bε(a∗a)
1
2 ∈ J and since J is norm-closed
it follows that a ∈ J .
3.3. Ideals in real C*-algebras 67
We conclude with the following extension of Theorem 3.1.13 for real C*-
algebras.
Theorem 3.3.8. Let A be a real C*-algebra. There is a one to one inclusion pre-
serving correspondence between the norm-closed left ideals of A and the norm-
closed faces of A+. If the face S of A+ corresponds to the ideal J of A, then
S = J ∩ A+ and J = AS, where a ∈ J if and only if a∗a ∈ S.
Remark 3.3.9. In [41, Theorem 4.9], it was shown that if J is a norm-closed right
ideal in a complex C*-algebra B, then J ∩ J∗ is the complex linear span of the
face J ∩ B+. However, in real C*-algebras, the positive elements do not span
the whole algebra and the statement does not hold. For example, consider the
real abelian C*-algebra C(D,−) of complex continuous functions f on the unit
disk D satisfying f(x) = f(x). We observe that every left ideal J ∈ A is also a
two-sided ideal and if we take J = A, then S = A+ and we immediately have
J 6= [A+]R.
In [41, Lemma 4.10], it was also shown that if J is a norm-closed left ideal of a
complex C*-algebra A, then J is two-sided if and only if a ∈ J implies u∗au ∈ J
for all u in the unitary set U(A). The proof depends on the fact that in a complex
C*-algebra the unitary elements span the whole algebra. This is not true for a real
C*-algebra.
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3.4 Faces in duals of real C*-algebras
Analogous to the case of real W*-algebras, our objective in this section is to show
the correspondence between the norm-closed left ideals of a real C*-algebra A
and the weak*-closed faces of its state space S(A).
Let A be a real C*-algebra with dual A′. Given a subset Y of A′, we say that
Y is left invariant if φ ∈ Y implies aφ ∈ Y for all a ∈ A where aφ is the left
translation of φ by a. We say that Y is invariant if φ ∈ Y implies aφb ∈ Y for all
a, b ∈ A, where aφb is defined by (aφb)(x) = φ(axb) for all x ∈ A.
Given a set X ⊂ A′, we denote by Xw∗ its weak*-closure in A′.
Lemma 3.4.1. Let L be a left invariant weak*-closed subspace of A′. Then φ ∈ L
implies aφ ∈ L for all a ∈ A′′.
Proof. Let φ ∈ L and a ∈ A′′. We must show that aφ ∈ L. Choose a net
{aα} ∈ A with aα converging weak* to a. Then aαφ ∈ L and aαφ converges
weak* to aφ. Since L is weak*-closed it follows that aφ ∈ L.
Let A′′ be the second dual of a real C*-algebra A. We always identify A
as a weak*-dense C*-subalgebra of A′′. In this case, we have A′ = (A′′)∗ and
A′+ = (A
′′)′+ ∩ (A′′)∗. This enables us to apply the results on faces and ideals in
real W*-algebras to real C*-algebras.
Lemma 3.4.2. Let T be a weak*-closed face of A′+ and let L = AT
w∗
. Then L is
a left invariant weak*-closed subspace of A′ and T = L ∩ A′+.
Proof. Consider T as a norm-closed face of the cone A′+ of the positive normal
functionals of the real W*-algebra A′′. By Lemma 3.2.10, A′′T is a left invariant
norm-closed subspace of A′ and T = A′′T ∩ A′+.
If a ∈ A′′ and {aα} ∈ A is a net converging weak* to a, then aαφ converges weak*
to aφ for all φ ∈ T . Hence AT ⊂ A′′T ⊂ ATw∗. It remains to demonstrate that
A′′T = AT
w∗
, i.e. that A′′T is weak*-closed. For this it suffices to show that
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A′′T ∩ A′1 is weak* compact, by the Krein-Smulian theorem.
We show A′′T ∩A′1 is weak*-closed in A′1. Let {φα} be a net in A′′T ∩A′1 weak*-
converging to some φ ∈ ATw∗∩A′1. Using the polar decomposition of φα and left
invariance of A′′T , we see that |φα| ∈ T ∩ A′1 which is a weak*-compact set. By
taking a subnet, we may assume that |φα| weak*-converges to some ω ∈ T ∩ A′1.
Then for any a ∈ A, we have φα(a) → φ(a) and |φα|(a∗a) → ω(a∗a). It follows
that |φ|(a)2 ≤ ω(a∗a) for all a ∈ A and thus for all a ∈ A′′. By Lemma 2.4.20,
we obtain ω = |φ|. Therefore |φ| ∈ T ∩A′1 and hence φ ∈ A′′T ∩A′1. Therefore,
A′′T is weak*-closed and A′′T = AT
w∗
.
Lemma 3.4.3. Let L be a left invariant weak*-closed subspace of A′ and let T =
L ∩ A′+. Then T is a weak*-closed face of A′+ and L = ATw∗.
Proof. By Lemma 3.2.9 and Lemma 3.4.1, T = L ∩ A′+ is a norm-closed face
of A′+ and is also weak*-closed since L and A
′
+ are weak*-closed. Using the
aforementioned lemmas and the proof in Lemma 3.4.2, L = A′′T = AT
w∗
.
Lemma 3.4.4. Let L be a left invariant weak*-closed subspace of A′. Then for
all φ ∈ A′, we have φ ∈ L if and only if |φ| ∈ L ∩ A′+.
Proof. Let T = L ∩ A′+. By Lemma 3.4.2 and Lemma 3.4.3, L = ATw∗ = A′′T .
Considering the polar decomposition φ = v|φ| and |φ| = v∗φ for some partial
isometry v ∈ A′′ the conclusion is immediate.
We can now generalize Theorem 3.2.11 to real C*-algebras.
Theorem 3.4.5. Let A be a real C*-algebra. There is a one to one inclusion
preserving correspondence between the left invariant weak*-closed subspaces of
A′ and the weak*-closed faces of A′+. If the subspace L corresponds to the face
T , then
(i) T = L ∩ A′+ = {|φ| : φ ∈ L};
(ii) L = AT
w∗
= {φ : |φ| ∈ T}.
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Given a norm-closed left ideal J inA ⊂ A′′, its weak*-closure Jw∗ is a weak*-
closed left ideal in A′′ and therefore by Theorem 3.2.12, corresponds to a norm-
closed face F in the normal state space N(A′′), where N(A′′) is just the state
space S(A) of A. On the other hand, if F is a weak*-closed face of S(A), then it
is also norm-closed and by Theorem 3.2.12, it corresponds to a weak*-closed left
ideal JF in A′′ and J = JF ∩ A is a norm-closed left ideal in A.
We observe that there is a natural one to one correspondence between the weak*-
closed faces T of A′+ and the weak*-closed faces F of the state space S(A).
Indeed, T = R+F and F = T ∩ S(A). Therefore we obtain the following main
theorem relating the weak*-closed faces S(A) ofA and the norm-closed left ideals
in A.
Theorem 3.4.6. Let A be a real C*-algebra. There is a one to one inclusion pre-
serving correspondence between the norm-closed left ideals of A and the weak*-
closed faces of S(A). If the face F corresponds to the ideal J , then
(i) F = {ρ ∈ S(A) and ρ(a∗a) = 0 for all a ∈ J};
(ii) J = {a ∈ A : ρ(a∗a) = 0 for all ρ ∈ F}.
Definition 3.4.7. Let F be a face of S(A). We call F invariant if ρ ∈ F implies
ρa ∈ F for all a ∈ A with ρ(a∗a) 6= 0, where ρa(·) = ρ(a∗·a)ρ(a∗a) .
Corollary 3.4.8. A weak*-closed face F of S(A) is invariant if and only if the
corresponding norm-closed left ideal J = {a ∈ A : ρ(a∗a) = 0 for all ρ ∈ F} is
two-sided.
Proof. It is immediate that if J is a norm-closed two-sided ideal, then x ∈ J
implies xa ∈ J for all a ∈ A. Hence for ρ ∈ F and ρ(a∗a) 6= 0 we have
ρa(x
∗x) = ρ(a
∗x∗xa)
ρ(a∗a) =
ρ((xa)∗(xa))
ρ(a∗a) = 0; that is, ρa ∈ F and F is invariant.
Conversely, if F is invariant, then ρa ∈ F for all ρ ∈ F with ρ(a∗a) 6= 0 and
therefore ρ((xa)∗(xa)) = ρ(a∗x∗xa) = ρ(a∗a)ρa(x∗x) = 0 for all a ∈ A and
x ∈ J . Hence xa ∈ J and J is a also right ideal.
Chapter 4
Linear maps of real C*-algebras
In this last chapter, we study continuous linear maps of real C*-algebras and
in particular, we extend the work of [10] and [11] on linear isometries between
complex C*-algebras. The study of isometries between complex C*-algebras
dates back to the seminal results of Banach [2] and Stone [48] in 1930’s, now
known as the Banach-Stone theorem which states that the linear isometries be-
tween two spaces of continuous functions on compact Hausdorff spaces are ex-
actly the weighted composition operators. This is a result about complex abelian
C*-algebras. The full generalisation of the Banach-Stone theorem to non-abelian
complex C*-algebras is the celebrated result of Kadison [28] which states that a
surjective linear isometry T between two complex C*-algebras is a ”composition
operator” in the sense that T is of the form uJ(·) where u is a unitary in (the unit
extension of) the codomain and J is a Jordan*-isomorphism. This result shows,
in essence, that the surjective linear isometries between complex C*-algebras are
exactly the Jordan triple isomorphisms, that is, linear maps preserving the Jordan
triple product. If T is non-surjective, this result is false. Nevertheless, it has been
shown in [11] that T still preserves the Jordan triple product locally. Our objective
is to extend all these results to real C*-algebras. Due to the fact that the complex-
ification of a non-surjective real isometry need not be a complex isometry, we
have to abandon the complexification method and instead, we develop some new
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techniques to accomplish our task. We refer the reader to [15] and [16] for an
extensive study of isometries between Banach spaces.
We begin by studying contractive linear maps between real C*-algebras and gener-
alise the complex result in [11, Proposition 2.2] to the real case. In Section 4.2, we
consider surjective linear isometries between real abelian C*-algebras and obtain
an analogue of the Banach-Stone theorem, that is, we show that these isometries
are composition operators. In Section 4.3, we study non-surjective isometries
between real C*-algebras and show that they preserve the Jordan triple product
locally, thus extending the complex result in [10, Theorem 2] and [11, Corollary
3.12]. We give an example in Section 4.4 of a real isometry whose complexifi-
cation is not an isometry hence showing that the complexification method cannot
be used. In the final section, we show that a Jordan*-homomorphism between
two real C*-algebras is the sum of a C*-homomorphism and a C*-antihomo-
morphism.
4.1 Contractions of real C*-algebras
We will make use of the results on faces obtained in Chapter 3 and specifically in
Section 3.4 to prove that every contraction between real C*-algebras preserves the
cube product (cf. Section 2.5) cut down by a projection. The arguments in [11,
Proposition 2.2] can be extended to our setting of real C*-algebras.
As before, we denote the dual of a real C*-algebra A by A′, the closed unit ball of
A by A1 and the closed unit ball of A′ by A′1. We let
Q(A) = {φ ∈ A′1 : φ ≥ 0}
be the quasi-state space of A which is weak* compact and convex (cf. [31, Propo-
sition 5.2.7(3)]). Every weak*-closed face of Q(A) containing zero is of the form
F (p) = {φ ∈ Q(A) : φ(1 − p) = 0} for some projection p ∈ A′′, called the
support projection of the face by Theorem 3.2.12. We note by Theorem 3.4.6 that
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if the face F (p) corresponds to the norm-closed ideal J of A, then for φ ∈ F (p)
we have φ(x∗x) = 0 for all x ∈ J . We can naturally consider the weak*-closed
ideal Jw∗ in the real W*-algebra A′′. Since p is the support projection of the face
F (p), the support of the ideal Jw∗ is 1− p which implies that x ∈ J ⊂ Jw∗ if and
only if xp = 0.
Each φ ∈ F (p) induces a Gelfand-Naimark-Segal representation of A which we
denote by (piφ, Hφ, ωφ) and without loss of generality we use the same notation
for the extended representation of A′′ (cf. [31, Proposition 5.5.4]). For x ∈ A′′ we
write xωφ for piφ(x)ωφ. It follows that xωφ = 0 if and only if φ(x∗x) = 0 and by
the arguments in the previous paragraph, if and only if, xp = 0.
We write a(3) = {a, a, a} = aa∗a.
Proposition 4.1.1. Let T : A → B be a linear contraction between real C*-
algebras A and B. Then there is a largest projection p in B′′ such that
(i) T (a(3))p = T (a)(3)p;
(ii) pT (a)∗T (a) = T (a)∗T (a)p for all a in A.
Proof. Let
F1 =
⋂
a∈A1
{φ ∈ Q(B) : T (a(3))ωφ = T (a)(3)ωφ}
=
⋂
a∈A1
{φ ∈ Q(B) : φ((T (a(3))− T (a)(3))∗(T (a(3))− T (a)(3))) = 0}.
Then F1 is a weak*-closed face of Q(B) containing zero.
Let a ∈ A1. We define a weak*-continuous affine map Φa : Q(B)→ Q(B) by
Φa(φ)(·) = φ(T (a)∗T (a) · T (a)∗T (a)).
For n = 1, 2, ...., we define
Fn+1 = {φ ∈ Fn : Φa(φ) ∈ Fn, ∀a ∈ A1} =
⋂
a∈A1
Fn ∩ Φ−1a (Fn).
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The sets {Fn} form a decreasing sequence of weak*-closed faces of Q(B). It
follows that the intersection F = ∩∞n=1Fn is a weak*-closed face of Q(B) con-
taining 0. By the discussion before the proposition, there exists a projection p in
B′′ supporting F . We then have
F = F (p) = {φ ∈ Q(B) : φ(1− p) = 0}.
Thus for each a ∈ A1 and φ ∈ F we get
Φa(φ)(·) = φ(T (a)∗T (a) · T (a)∗T (a)) ∈ F.
It follows that
0 = Φa(φ)(1− p) = φ(T (a)∗T (a)(1− p)T (a)∗T (a))
= φ(((1− p)T (a)∗T (a))∗(1− p)T (a)∗T (a)).
Hence by the arguments before the proposition, (1 − p)T (a)∗T (a)p = 0 which
implies T (a)∗T (a)p = pT (a)∗T (a)p.
Taking the involution we obtain pT (a)∗T (a)p = pT (a)∗T (a) and therefore
pT (a)∗T (a) = T (a)∗T (a)p (a ∈ A).
We note that T (a(3))ωφ = T (a)(3)ωφ for all φ ∈ F which implies that
T (a(3))p = T (a)(3)p (a ∈ A).
Now if q ∈ B′′ is another projection satisfying the conditions of the proposition,
then we have Φa(F (q)) ⊆ F (q) and F (q) ⊆ F1. Therefore
F (q) = {φ ∈ Q(B) : φ(1− q) = 0} ⊆ Fn, n = 1, 2, ....
It follows that F (q) ⊆ F (p) and q ≤ p.
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Remark 4.1.2. We note that for complex C*-algebras A and B and a linear con-
traction T : A→ B, complex polarisation implies
T ({a, b, c})p = {T (a), T (b), T (c)}p (a, b, c ∈ A)
whenever T (a(3))p = T (a)(3)p with p ∈ B∗∗. This may not be achievable in the
real case as demonstrated by the example in Section 4.4.
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4.2 Composition operators on abelian C*-algebras
We will consider later the special case of Section 4.1 when T is an isometry. In this
section we show that the surjective linear isometries on real abelian C*-algebras
are exactly the composition operators, thus extending the Banach-Stone theorem
to real abelian C*-algebras.
We note that a triple isomorphism between C*-algebras is always an isometry
by spectral theory. Conversely, it was shown in [28] that a surjective isometry
T : A→ B between complex C* algebras A and B is a triple homomorphism
T (ab∗c+ cb∗a) = T (a)T (b)∗T (c) + T (c)T (b)∗T (a) (a, b, c ∈ A).
This result has been extended to real C* algebras in [9, Theorem 6.4].
It follows from the above results that a surjective linear isometry between real
C*-algebras can always be complexified to an isometry, unlike the non-surjective
isometries which do not share this property as shown in Section 4.4.
Proposition 4.2.1. Let T : A → B be a real linear bijective map between real
C*-algebras A and B. Then T is an isometry if and only if the complexification
Tc : Ac → Bc is an isometry.
Proof. If Tc is an isometry, then the restriction T is clearly an isometry. If T is
an isometry, then it is also a triple homomorphism by [9, Theorem 6.4]. Conse-
quently, Tc is a triple homomorphism and hence an isometry.
We now recall that a real abelian C*-algebra A is real C* isomorphic to the
algebra C0(X, σ) for some locally compact Hausdorff space X , where σ : X →
X is a homeomorphism of period 2 and
C0(X, σ) = {f ∈ C0(X) : f(σ(x)) = f(x) for all x ∈ X}, (4.2.1)
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C0(X) being the C*-algebra of complex continuous functions on X vanishing at
infinity. In particular, taking σ to be the identity map, C0(X, σ) is the algebra
C0(X,R) of real continuous functions on X vanishing at infinity. The investiga-
tion of linear isometries between C*-algebras was motivated by the seminal result
of Banach and Stone, proved in 1932-37, which determines completely the struc-
ture of linear isometries on C(X,R) for compact X , namely, they are exactly the
weighted composition operators. This is stated more precisely as follows.
Theorem 4.2.2. Let K and L be compact Hausdorff spaces. Then C(K,R) is
isometric to C(L,R) if and only if K and L are homeomorphic. Moreover, every
surjective linear isometry T : C(L,R)→ C(K,R) is of the form
T (f)(k) = α(k) · (f ◦ h)(k) (k ∈ K)
where h : K → L is a homeomorphism and α : K → R is a continuous function
satisfying |α(k)| = 1.
In fact, the above Banach-Stone theorem is true for all complex abelian C*-
algebras C0(X) (see for example [18]). We complete the picture by showing that
it is actually true for all real abelian C*-algebras.
Definition 4.2.3. A mapping T : C0(X, σ)→ C0(Y, τ) is called a weighted com-
position operator if it is of the form T (f) = u · (f ◦ δ) where u : Y → C is
a continuous function satisfying |u(x)| = 1 for all x ∈ Y and δ : Y → X a
homeomorphism.
Theorem 4.2.4. A linear bijection between real abelian C* algebras is an isome-
try if and only if it is a weighted composition operator.
Proof. Consider T : C0(X, σ) → C0(Y, τ) for some locally compact Hausdorff
spaces X and Y , with period-2 homeomorphisms σ : X → X and τ : Y → Y .
If T is a weighted composition operator then there exists a homeomorphism δ :
Y → X such that T (f) = u · f ◦ δ for all f ∈ C0(X, σ). It is immediate
4.2. Composition operators on abelian C*-algebras 78
that T is an isometry. Conversely, if T is an isometry, then its complexification
Tc : C0(X)→ C0(Y ) is an isometry by Proposition 4.3.2. Hence Tc is a weighted
composition operator
Tc(f) = u · f ◦ δ (f ∈ C0(X))
for some homeomorphism δ : Y → X and u ∈ C0(Y ) with |u(x)| = 1, x ∈ Y . It
follows that T (f) = u · f ◦ δ for all f ∈ C0(X, σ).
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4.3 Isometries between real C*-algebras
Our goal in this section is to show that any linear isometry T : A→ B, surjective
or not, between real C*-algebras A and B reduces locally to a Jordan triple ho-
momorphism by a projection p = u∗u ∈ B′′ for some partial isometry u.
In [9, Theorem 6.4] it is shown that if T is surjective, then it is a global
triple homomorphism. For complex C*-algebras A and B, it has been proved
in [11, Corollary 3.12] that if T : A → B is a (possibly non-surjective) com-
plex linear isometry, then there exists a largest projection pa ∈ B∗∗ such that
T (·)pa : A(a)→ B∗∗ is an isometry and a triple homomorphism, that is
T ({f, g, h})pa = {T (f), T (g), T (h)}pa
for all f, g, h ∈ A(a), where A(a) is the complex JB*-triple generated by a.
The above result has been generalized in [10, Theorem 2] with a different tech-
nique to complex JB*-triples. In particular for the complex C*-algebra isometry
T : A → B above, there exists a tripotent u ∈ B∗∗ such that {u, T (·), u} :
A(a)→ B∗∗ is an isometry and
{u, T ({f, g, h}), u} = {u, {T (f), T (g), T (h)}, u}
for all f, g, h ∈ A(a).
It is our aim not only to extend these results to real C*-algebras but also to
clarify the connection between the projection pa and the tripotent u in the afore-
mentioned complex results. In fact, we will show that the tripotent u is the partial
isometry that gives rise to the projection pa, that is, pa = u∗u. Our proof cannot
be achieved by complexification and is substantially different from that of [10, 11].
A key element in our arguments is that given an element a in a real C*-algebra
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A, the real JB*-subtriple A(a) generated by a is linearly isometric to the JB*-
triple C0(X,R) of real continuous functions on X vanishing at infinity (see [30]).
For the basic theory of JB*-triples the reader is referred to Section 2.5. The closed
unit ball of a Banach space E will be denoted by E1 and the set of extreme points
of a convex set S will be denoted by ϑS.
For f ∈ C0(X,R), the triple product f (3) = {f, f, f} is just the pointwise cube
f 3 on X . In the following proof, we use repeatedly the Jordan identity in (2.5.1)
for the triple product {a, b, c} in a C*-algebra.
Theorem 4.3.1. Let B be a real C*-algebra and T : C0(X,R) → B be a linear
isometry which need not be surjective. Then there exists a projection p ∈ B′′ such
that
(i) T ({f, g, h})p = {T (f), T (g), T (h)}p;
(ii) ‖T (f)p‖ = ‖f‖ (f, g, h ∈ C0(X,R)).
Proof. Let A = C0(X,R) and E = T (A). Let T ′ : E ′ → A′ be the dual map of
the surjective isometry T : A→ E. Then T ′ is a real linear surjective isometry.
Let ψ be an extreme point of the unit ball E ′1 of E
′. Then we can naturally extend
ψ to an extreme point φ of B′1. We also denote by T
′ : B′ → A′ the dual map
of T : A → B since confusion is unlikely. One sees readily that T ′(φ) = T ′(ψ).
Also, the set
Q = {φ ∈ ϑB′1 : φ|E ∈ ϑE ′1}
is non-empty.
Let φ ∈ Q. Then ψ = φ|E is an extreme point in E ′1 and hence T ′(ψ) is an
extreme point in A′1 since T
′ : E ′ → A′ is a surjective isometry. We note that the
extreme points of A′1 are of the form αδx with x ∈ X and α = ±1 (cf. Section
2.3.5). Hence
T ′(φ)(f) = T ′(ψ)(f) = αf(x) (f ∈ A)
for some x ∈ X and α ∈ {1,−1}.
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We note from Section 2.5.2 that the minimal tripotents of B′′ are the support
tripotents of the extreme points of B′1. Let uφ ∈ B′′ be the support tripotent of
φ ∈ Q. Then φ({uφ, ·, uφ}) = φ(·) and {uφ, ·, uφ} = φ(·)uφ by (2.5.5) since uφ
is minimal. Therefore φ ◦ T (f) = T ′(φ)(f) = αf(x) implies
{uφ, T (f), uφ} = αf(x)uφ. (4.3.1)
We also note that {uφ, T (f), uφ}(3) = αf(x)(3)uφ = {uφ, T (f (3)), uφ}. More-
over,
{uφ, T ({f, g, h}), uφ} = αf(x)g(x)h(x)uφ
= {αf(x)uφ, αg(x)uφ, αh(x)uφ}
= {{uφ, T (f), uφ}, {uφ, T (g), uφ}, {uφ, T (h), uφ}}
which shows that {uφ, T (·), uφ} is a triple homomorphism.
Now, using the Jordan identity (2.5.1) and (4.3.1), we have
{uφ, {T (f), uφ, T (f)}, uφ} ={{uφ, T (f), uφ}, T (f), uφ}
− {uφ, T (f), {uφ, T (f), uφ}}
+ {uφ, T (f), {uφ, T (f), uφ}}
=f(x)2uφ
which gives φ({uφ, {T (f), uφ, T (f)}, uφ}) = f(x)2 and since uφ supports φ, we
have
φ({T (f), uφ, T (f)}) = f(x)2. (4.3.2)
We show φ(T (f)(3)) = αf (3)(x) = φ(T (f (3))). It will then follow immediately
that {uφ, T (f)(3), uφ} = {uφ, T (f (3)), uφ}.
We will show first that {uφ, uφ, T (h)} = uφ for h ∈ A satisfying ‖h‖ = 1 and
h(x) = α.
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By the Cauchy-Schwarz inequality (cf. Lemma 2.5.6), we have
1 = |φ ◦ T (h)|2 = |φ({uφ, T (h), uφ})|2
≤ φ({uφ, uφ, uφ})φ({T (h), T (h), uφ})
≤ ‖T (h)‖2 = ‖h‖2 = 1
which implies
φ({T (h), T (h), uφ}) = 1.
Let Nφ = {b ∈ B′′ : φ({b, b, uφ}) = 0}.
By Lemma 2.5.7,
Nφ = P0(uφ)(B
′′). (4.3.3)
We will now show that T (h)− uφ ∈ Nφ. Indeed we have
φ({T (h)− uφ, T (h)− uφ, uφ})
= φ({T (h), T (h), uφ})− φ({uφ, T (h), uφ})− φ({T (h), uφ, uφ}) + φ(uφ)
= 1− αh(x)− αh(x) + 1 = 0
taking into account that φ({T (h), uφ, uφ}) = φ({uφ, T (h), uφ}) by Lemma 2.5.6.
Hence by (4.3.3), T (h) − uφ ∈ P0(uφ)(B′′) and then {uφ, uφ, T (h) − uφ} = 0
and
{uφ, uφ, T (h)} = uφ.
We next show that φ({T (g), T (g), uφ}) = 0 whenever g ∈ A satisfies g(x) = 0.
Without loss of generality we can take ‖g‖ = 1. We may assume by Urysohn’s
lemma that g vanishes in a neighborhood of x in which case we can choose k ∈ A
such that ‖k‖ = 1, k(x) = α and kg = 0.Then ‖k + g‖ = 1 and (k + g)(x) = α.
By the above arguments we have T (k+ g) +Nφ = uφ +Nφ = T (k) +Nφ which
implies T (g) ∈ Nφ and φ({T (g), T (g), uφ}) = 0.
Let f ∈ A with ‖f‖ = 1. Pick h ∈ A such that ‖h‖ = 1 and h(x) = α. Then
(f − αf(x)h)(x) = 0 and by the arguments of the previous paragraph, we have
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T (f − αf(x)h) ∈ Nφ. Hence
{uφ, uφ, T (f − αf(x)h)} = 0 and
{uφ, uφ, T (f)} = {uφ, uφ, T (αf(x)h)} = αf(x)uφ. (4.3.4)
Using the above result and the Jordan identity (2.5.1), we obtain
αf(x){uφ, T (f), uφ} = {uφ, T (f), {uφ, uφ, T (f)}}
= {{uφ, T (f), uφ}, uφ, T (f)}
− {uφ, {T (f), uφ, uφ}, T (f)}
+ {uφ, uφ, {uφ, T (f), T (f)}
= f(x)2uφ − f(x)2uφ + {uφ, uφ, {uφ, T (f), T (f)}}
= {uφ, uφ, {uφ, T (f), T (f)}}. (4.3.5)
Therefore, using Lemma 2.5.6,
φ({uφ, T (f), T (f)}) = φ({uφ, {uφ, T (f), T (f)}, uφ})
= φ({uφ, uφ, {uφ, T (f), T (f)}})
= αf(x)φ({uφ, T (f), uφ})
= αf(x)αf(x)
= f(x)2. (4.3.6)
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Combining (4.3.2), (4.3.4) and (4.3.6) we obtain
φ({uφ, T (f)(3), uφ}) = φ({uφ, uφ, {T (f), T (f), T (f)}})
= φ({{uφ, uφ, T (f)}, T (f), T (f)})
− φ({T (f), {uφ, uφ, T (f)}, T (f)})
+ φ({T (f), T (f), {uφ, uφ, T (f)}})
= αf(x)(2φ({uφ, T (f), T (f)})− φ({T (f), uφ, T (f)}))
= 2αf(x)f(x)2 − αf(x)f(x)2
= αf 3(x)
which yields
{uφ, T (f)(3), uφ} = {uφ, T (f (3)), uφ}. (4.3.7)
Taking into consideration (4.3.1), (4.3.4) and (4.3.5) we have
{uφ, T (f), T (f)} = {{uφ, uφ, uφ}, T (f), T (f)}
= {uφ, uφ, {uφ, T (f), T (f)}}
− {uφ, T (f), {uφ, uφ, T (f)}}
+ {uφ, {uφ, uφ, T (f)}, T (f)}
= f(x)2uφ (4.3.8)
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and then
(αf(x))3uφ = αf(x){uφ, T (f), T (f)}
= {{uφ, T (f), uφ}, T (f), T (f)}
= {T (f), T (f), {uφ, T (f), uφ}}
= {T (f), T (f), {T (f), uφ, uφ}}
= {{T (f), T (f), T (f)}, uφ, uφ}
− {T (f), {T (f), T (f), uφ}, uφ}
+ {T (f), uφ, {T (f), T (f), uφ}}
= {T (f)(3), uφ, uφ}.
Since
{uφ, uφ, T (f (3))} = αf 3(x)uφ,
we get
{T (f)(3), uφ, uφ} = {T (f (3)), uφ, uφ} (4.3.9)
that is, {T (f)(3) − T (f (3)), uφ, uφ} = 0 in B′′. We conclude that
(T (f)(3) − T (f (3)))u∗φuφ + uφu∗φ(T (f)(3) − T (f (3))) = 0. (4.3.10)
We now wish to prove that (4.3.7) and (4.3.9) hold for the Jordan triple product
{T (f), T (g), T (h)} for all f, g, h ∈ A, despite the unavailability of the polarisa-
tion in the real case.
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By (4.3.1), (4.3.8) and the Jordan identity we observe that
{uφ, {T (f), T (f), T (g)}, uφ}
= 2{{T (f), T (f), uφ}, T (g), uφ} − {T (f), T (f), {uφ, T (g), uφ}
= 2{(αf(x))2uφ, T (g), uφ} − {T (f), T (f), αg(x)uφ}
= 2(αf(x))2αg(x)uφ − αg(x)(αf(x))2uφ
= αf(x)2g(x)uφ
= {uφ, T ({f, f, g}), uφ}. (4.3.11)
It follows from the identity (2.5.4) that
{uφ, 2T ({f, g, f}) + 4T ({f, f, g}), uφ}
= {uφ, T ((f + g)(3)) + T ((g − f)(3))− 2T (g(3)), uφ}
= {uφ, T (f + g)(3) + T (g − f)(3) − 2T (g)(3), uφ}
= {uφ, 2{T (f), T (g), T (f)}+ 4{T (f), T (f), T (g)}, uφ}
which implies {uφ, T ({f, g, f}), uφ} = {uφ, {T (f), T (g), T (f)}, uφ} by (4.3.11),
and then by (2.5.3),
{uφ, {T (f), T (g), T (h)}, uφ} = {uφ, T ({f, g, h}), uφ}. (4.3.12)
The identity
{{uφ, uφ, {uφ, T (g), T (f)} = {{uφ, uφ, uφ}, T (g), T (f)}
− {uφ, {uφ, uφ, T (g)}, T (f)}
+ {uφ, T (g), {uφ, uφ, T (f)}}
= {uφ, T (g), T (f)}
implies that {uφ, T (g), T (f)} ∈ P2(uφ).
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Hence by the Jordan identity (2.5.1), (4.3.1) and (4.3.4), we get
{uφ, T (g), T (f)} = {uφ, {uφ, {uφ, T (g), T (f)}, uφ}, uφ}
= {uφ, 2{{T (g), uφ, uφ}, T (f), uφ} − {T (g), uφ, {uφ, T (f), uφ}}, uφ}
= {uφ, 2g(x)f(x)uφ − g(x)f(x)uφ, uφ} = g(x)f(x)uφ.
Moreover,
f(x)2uφ = {T (f), {uφ, T (f), uφ}, uφ}
= {{T (f), uφ, T (f)}, uφ, uφ}
− {T (f), uφ, {T (f), uφ, uφ}}
+ {T (f), uφ, {T (f), uφ, uφ}}
= {{T (f), uφ, T (f)}, uφ, uφ}
which gives
{T (f), uφ, T (f)} = {T (f), {uφ, uφ, uφ}, T (f)}
= {{uφ, uφ, T (f)}, uφ, T (f)}
− {uφ, uφ, {T (f), uφ, T (f)}
+ {T (f), uφ, {uφ, uφ, T (f)}}
= f(x)2uφ.
Therefore we have
{uφ, uφ, {T (f), T (g), T (f)}}
= 2{{uφ, uφ, T (f)}, T (g), T (f)} − {T (f), {uφ, uφ, T (g)}, T (f)}
= αf(x){uφ, T (g), T (f)} − αg(x){T (f), uφ, T (f)}
= 2αf(x)g(x)f(x)uφ − αg(x)(αf(x))2uφ
= αf(x)2g(x)uφ = {uφ, uφ, T ({f, g, f})}.
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Again, using the identity (2.5.3), we obtain
{uφ, uφ, {T (f), T (g), T (h)}} = {uφ, uφ, T ({f, g, h})} (4.3.13)
and hence {{T (f), T (g), T (h)}−T ({f, g, h}), uφ, uφ} = 0 in B′′, in other words
0 = ({T (f), T (g), T (h)} − T ({f, g, h}))u∗φuφ
+uφu
∗
φ({T (f), T (g), T (h)} − T ({f, g, h})). (4.3.14)
Let pφ = u∗φuφ and qφ = uφu
∗
φ be the initial and final minimal projections of the
minimal tripotent uφ (see Lemma 2.5.2). By (4.3.10), we get
(T (f)(3) − T (f (3)))pφ + qφ(T (f)(3) − T (f (3))) = 0
(T (f)(3) − T (f (3)))pφ + qφ(T (f)(3) − T (f (3)))pφ = 0.
Since {uφ, T (f)(3), uφ} = {uφ, T (f (3)), uφ} in (4.3.7) implies
{uφ, {uφ, T (f)(3) − T (f (3)), uφ}, uφ} = 0,
or equivalently
qφ(T (f)
(3) − T (f (3)))pφ = 0,
we have
(T (f)(3) − T (f (3)))pφ = 0. (4.3.15)
Let p =
∨
φ∈Q pφ be the lattice supremum in B
′′.
By Lemma 2.5.3 and (4.3.15), we have (T (f)(3) − T (f (3)))p = 0, in other words
T (f)(3)p = T (f (3))p (f ∈ A). (4.3.16)
Applying the same arguments to (4.3.14), we obtain
{T (f), T (g), T (h)}p = T ({f, g, h})p (f, g, h ∈ A). (4.3.17)
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Hence we have proved statement (i). To prove statement (ii) we observe that for
any f ∈ A, we can pick xf ∈ X with ‖f‖ = |f(xf )|. Let ψ ∈ ϑE ′1 be such that
T ′(ψ) = δxf . Let φ ∈ ϑB′1 be an extension of ψ. Then φ ∈ Q and T ′(φ) = δxf .
Hence
‖T (f)‖ ≥ ‖T (f)p‖ ≥ ‖T (f)ppφ‖ = ‖T (f)pφ‖ = ‖T (f)u∗φuφ‖
≥ ‖uφu∗φT (f)u∗φuφ‖ = ‖{uφ, {uφ, T (f), uφ}, uφ}‖ = ‖f(xf )uφ‖ = ‖f‖
which implies ‖T (f)p‖ = ‖f‖ for all f ∈ A.
Remark 4.3.2. In the above proof, we observe that (4.3.8) implies
uφT (f)
∗T (f) + T (f)T (f)∗uφ = f(x)2uφ
and then
u∗φuφT (f)
∗T (f) = f(x)2u∗φuφ − u∗φT (f)T (f)∗uφ
= (f(x)2u∗φ − u∗φT (f)T (f)∗)uφ
= T (f)∗T (f)u∗φuφ,
that is, pφT (f)∗T (f) = T (f)∗T (f)pφ.
Multiplying by p on the left, pT (f)∗T (f)pφ = pφT (f)∗T (f) = T (f)∗T (f)pφ.
By Lemma 2.5.3, we conclude pT (f)∗T (f)p = T (f)∗T (f)p and thus
pT (f)∗T (f) = T (f)∗T (f)p.
In particular, if the domain A is the algebra C0(X,R), then the largest projec-
tion in Proposition 4.1.1 is non-zero. By the previous arguments, the projection
p of Theorem 4.3.1 satisfies the conditions of Proposition 4.1.1. Let pT be the
largest projection for A = C0(X,R) in Proposition 4.1.1, then we have p ≤ pT
and ‖T (f)‖ = ‖T (f)p‖ = ‖T (f)ppT‖ ≤ ‖T (f)pT‖ ≤ ‖T (f)‖. It follows that
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‖T (f)pT‖ = ‖T (f)‖. This extends the complex result in [11, Theorem 3.10].
The next result reveals the connection between Theorem 1 in [10] and Theo-
rem 3.10 in [11]. In fact, it will be shown that p in Theorem 4.3.1 is actually the
initial projection of the tripotent u in Theorem 4.3.3 below.
Theorem 4.3.3. Let B be a real C*-algebra and T : C0(X,R) → B be a linear
isometry, not necessarily surjective. Then there exists a partial isometry u ∈ B′′
such that
(i) {u, T ({f, g, h}), u} = {u, {T (f), T (g), T (h)}, u}with f, g, h ∈ C0(X,R);
(ii) {u, T (·), u} : C(X,R)→ B′′ is an isometry.
Proof. We let A = C0(X,R), E = T (A) and Q = {φ ∈ ϑB′1 : φ|E ∈ ϑE ′1}.
As in the proof of Theorem 4.3.1, for each φ ∈ Q, there corresponds a minimal
tripotent uφ ∈ B′′ such that
{uφ, T ({f, g, h}), uφ} = {uφ, {T (f), T (g), T (h)}, uφ}.
Let pφ = u∗φuφ and qφ = uφu
∗
φ be the initial and final minimal projections of
the minimal tripotent uφ. We note that for φ, φ′ ∈ Q, φ 6= φ′ implies pφ 6= pφ′ .
We can choose from Q a maximal subfamily Q′ such that for φ 6= φ′ ∈ Q′,
the corresponding central projections satisfy c(φ) ⊥ c(φ′), where c(φ) denotes
c(pφ) = c(qφ) and c(φ′) denotes c(p′φ) = c(q
′
φ). Define
pc(φ) =
∨
ψ∈Q
c(pψ)=c(φ)
pψ and qc(φ) =
∨
ψ∈Q
c(qψ)=c(φ)
qψ (φ ∈ Q′).
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Then we have pc(φ) ∼ qc(φ) by Lemma 2.5.5. By Remark 2.5.4, we get
p =
∨
φ∈Q
pφ =
∨
φ∈Q′
pc(φ)
q =
∨
φ∈Q
qφ =
∨
φ∈Q′
qc(φ).
We note that the projection p as defined above is the same as the one in Theorem
4.3.1. Since for φ 6= φ′ ∈ Q′ we have pc(φ) ⊥ pc(φ′) and qc(φ) ⊥ qc(φ′), it follows
that
p =
∨
φ∈Q′
pc(φ) ∼ q =
∨
φ∈Q′
qc(φ).
Hence there exists a tripotent u ∈ B′′ such that p = u∗u and q = uu∗. By (4.3.17)
we have
{u, {u, T ({f, g, h}), u}, u} = qT ({f, g, h})p
= q{T (f), T (g), T (h)}p
= {u, {u, {T (f), T (g), T (h)}, u}, u}
and taking the triple product with the tripotent u in both sides we get
{u, T ({f, g, h}), u} = {u, {T (f), T (g), T (h)}, u} (f, g, h ∈ A). (4.3.18)
Finally, for any f we pick xf ∈ X as in Theorem 4.3.1 with ‖f‖ = |f(xf )|. Let
ψ ∈ ϑE ′1 such that T ′(ψ) = δxf . Let φ ∈ ϑB′1 be an extension of ψ. Then φ ∈ Q
and T ′(φ) = δxf . Therefore,
‖T (f)‖ ≥ ‖{u, T (f), u}‖ ≥ ‖{u, {u, T (f), u}, u}‖ ≥ ‖uφu∗φuu∗T (f)u∗uu∗φuφ‖
≥ ‖uφu∗φT (f)u∗φuφ‖ = ‖{uφ, {uφ, T (f), uφ}, uφ}‖ = ‖{uφ, T (f), uφ}‖
= ‖f(xf )uφ‖ = ‖f‖.
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We conclude that
‖{u, T (f), u}‖ = ‖f‖ (f ∈ A). (4.3.19)
Remark 4.3.4. Using the previous results, we can now show that if T is an isome-
try between two real C*-algebrasA andB, then T is a local triple homomorphism
via a tripotent in B′′. That does not however imply that T is a triple homomor-
phism on the whole algebra A as demonstrated in the example of Section 4.4. The
following theorem is an extension of the results in [10, 11].
Theorem 4.3.5. Let T : A → B be a linear isometry between two real C*-
algebras A and B. We do not assume that T is surjective. Then for each a ∈ A,
there exist a partial isometry u ∈ B′′ and a projection p ∈ B′′ such that
(i) {u, T ({f, g, h}), u} = {u, {T (f), T (g), T (h)}, u};
(ii) T ({f, g, h})p = {T (f), T (g), T (h)}p,
for all f, g, h in the real JB*-triple A(a) ⊆ A generated by a.
Moreover,
{u, T (·), u} : A(a)→ B′′ and T (·)p : A(a)→ B′′
are isometries. In addition, p is the initial projection of the partial isometry u.
Proof. Since A(a) is linearly isometric to the JB*-triple C0(X,R) of continuous
functions on X vanishing at infinity (cf. [30]), the result follows immediately
from Theorem 4.3.1 and Theorem 4.3.3.
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4.4 Examples
We show that Theorem 4.3.1 and Theorem 4.3.3 cannot be extended to all real
abelian C* algebras which are of the form C0(X, σ) (cf. (4.2.1) or Section 2.3.3).
We will give an example of a non-surjective real linear isometry T : C(D, σ)→ B
for a compact Hausdorff space D such that there is no projection p ∈ B′′ nor a
tripotent u ∈ B′′ satisfying all the conditions of Theorem 4.3.1 and Theorem 4.3.3
respectively. In addition we show that the complexification Tc of the isometry T
is not an isometry.
Example 4.4.1. LetD be the closed unit disc inC. LetC(D, σ) be the real abelian
C*-algebra of complex continuous functions on D that satisfy f(σ(x)) = f(x)
where σ : D → D is defined by conjugation σ(x) = x. Let C(D,M2(R)) be
the real C*-algebra of continuous M2(R)-valued functions on D, where M2(R)
denotes the real C*-algebra of 2× 2 real matrices.
Define T : C(D, σ)→ C(D,M2(R)) by
T (f) =
(
Re(f) Im(f)
0 0
)
(f ∈ C(D, σ)).
Then T is a real linear isometry that cannot be complexified to an isometry on
the complexification C(D, σ) ⊕ iC(D, σ). Moreover there exists neither a pro-
jection p ∈ C(D,M2(R))′′ nor a tripotent u ∈ C(D,M2(R))′′ satisfying all the
conditions of Theorem 4.3.1 and Theorem 4.3.3 respectively.
It is evident that the map T is real linear. The norm of f ∈ C(D, σ) is the
supremum norm ‖f‖ = sup{|f(x)| : x ∈ D}. We have
‖f‖2 = sup{Re(f(x))2 + Im(f(x))2 : x ∈ D}.
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The C*-norm of T (f) in M2(R)is given by
‖T (f)‖2 =
∥∥∥∥∥
(
Re(f) Im(f)
0 0
)∥∥∥∥∥
2
=
∥∥∥∥∥
(
Re(f) Im(f)
0 0
)(
Re(f) 0
Im(f) 0
)∥∥∥∥∥
=
∥∥∥∥∥
(
Re(f)2 + Im(f)2 0
0 0
)∥∥∥∥∥
= sup{Re(f(x))2 + Im(f(x))2 : x ∈ D}.
This shows that T is an isometry.
We have
T (f)3 =
(
Re(f) Im(f)
0 0
)(
Re(f) 0
Im(f) 0
)(
Re(f) Im(f)
0 0
)
=
(
(Re(f)2 + Im(f)2)Re(f) (Re(f)2 + Im(f)2)Im(f)
0 0
)
=
(
Re(|f |2f) Im(|f |2f)
0 0
)
= T (|f |2f)
= T (f 3)
and the largest projection p in Proposition 4.1.1 for T is just the identity. We
observe, however, that T ({f, g, h}) 6= {T (f), T (g), T (h)}.
We will now show that there is no projection p ∈ C(D,M2(R))′′ such that
{T (f), T (g), T (h)}p = T ({f, g, h})p and ‖T (f)p‖ = ‖f‖.
Let p be such a projection for contradiction. We observe that for a projection p ∈
C(D,M2(R))′′ to satisfy {T (f), T (g), T (h)}p = T ({f, g, h})p, it is equivalent
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to satisfying
{T (f), T (g), T (f)}p = T ({f, g, f})p. (4.4.1)
Now,
{T (f), T (g), T (f)} =
(
Re(f) Im(f)
0 0
)(
Re(g) 0
Im(g) 0
)(
Re(f) Im(f)
0 0
)
=
 Re
2(f)Re(g) Im2(f)Im(g)
+Re(f)Im(f)Im(g) +Re(f)Im(f)Im(g)
0 0
 .
On the other hand we have,
{f, g, f} = (Re(f) + iIm(f))(Re(g)− iIm(g))(Re(f) + iIm(f))
= (Re2(f)Re(g)− Im2(f)Re(g) + 2Re(f)Im(f)Im(g)
+ i(Im2(f)Im(g)− Re2(f)Im(g) + 2Re(f)Im(f)Re(g))
and hence
T ({f, g, f}) =

Re2(f)Re(g) Im2(f)Im(g)
−Im2(f)Re(g) −Re2(f)Im(g)
+2Re(f)Im(f)Im(g) +2Re(f)Im(f)Re(g)
0 0
 .
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Therefore (4.4.1) requires that Re
2(f)Re(g) Im2(f)Im(g)
+Re(f)Im(f)Im(g) +Re(f)Im(f)Im(g)
0 0
 p
=

Re2(f)Re(g) Im2(f)Im(g)
−Im2(f)Re(g) −Re2(f)Im(g)
+2Re(f)Im(f)Im(g) +2Re(f)Im(f)Re(g)
0 0
 p
which simplifies to Re(f)Im(f)Im(g) Re(f)Im(f)Re(g)−Im2(f)Re(g) −Re2(f)Im(g)
0 0
 p = 0. (4.4.2)
Let g ∈ C(D, σ) be the constant function g(x) = 1 and define f ∈ C(D, σ) to be
the function f(x) = iIm(x). Substituting f, g into (4.4.2) we obtain(
−Im2(x) 0
0 0
)
p = 0 (x ∈ D). (4.4.3)
Now let h ∈ C(D, σ) be the function h(x) = Im2(x). Then (4.4.3) implies
‖T (h)p‖ =
∥∥∥∥∥
(
Im2(x) 0
0 0
)
p
∥∥∥∥∥ = 0 6= ‖h‖.
Hence there exists no projection p satisfying all conditions in Theorem 4.3.1. We
now consider the requirements of Theorem 4.3.3. For contradiction, let u be a
tripotent in C(D,M2(R))′′ satisfying all conditions of Theorem 4.3.3 for T de-
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fined above. By similar computation as for the projection p before, we getu,
 Re(f)Im(f)Im(g) Re(f)Im(f)Re(g)−Im2(f)Re(g) −Re2(f)Im(g)
0 0
 , u
 = 0.
Substituting f and g defined above, we also have{
u,
(
−Im2(x) 0
0 0
)
, u
}
= 0 (x ∈ D).
Hence the same function h ∈ C(D, σ) with h(x) = Im2(x) gives the following
contradiction:
‖{u, T (h), u}‖ =
∥∥∥∥∥{u,
(
Im2(x) 0
0 0
)
, u}
∥∥∥∥∥ = 0 6= ‖h‖.
Therefore there is no u satisfying all the conditions of Theorem 4.3.3 for the isom-
etry T .
Finally, consider the complexification Tc:
Tc(g + if) = T (g) + iT (f)
=
(
Re(g) + iRe(f) Im(g) + iIm(f)
0 0
)
∈ C(D,M2(C)).
Let g(x) = 1 be the constant function and f(x) = iIm(x) as before. Then
‖g + if‖ = ‖1− Im(x)‖ = sup{|1− Im(x)| : x ∈ D} = 2 while
‖Tc(g + if)‖ = ‖
(
1 iIm(x)
0 0
)
‖ = sup{
√
12 + Im(x)2 : x ∈ D} =
√
2.
Therefore Tc : C(D)→ C(D,M2(C)) is not an isometry.
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4.5 Jordan*-homomorphisms
We have so far studied linear maps between real C*-algebras that in some form
preserve the Jordan ternary structure. We are now going to study maps that pre-
serve the Jordan binary product and the involution, namely, the Jordan*-homomor-
phisms. We conclude the thesis by showing that if T : A → B is a Jordan*-
homomorphism from a real C*-algebra A to a real C*-algebra B, then
T (·) = T (·)z + T (·)(1− z)
for some projection z ∈ B′′, where T (·)z is a C*-homomorphism and T (·)(1− z)
is a C*-antihomomorphism. The proof follows similar arguments as in [27] and
[50, p.187].
Definition 4.5.1. We call a linear map T : A → B between real C*-algebras
A and B a Jordan*-homomorphism if T (ab + ba) = T (a)T (b) + T (b)T (a) and
T (a∗) = T (a)∗ for all a, b ∈ A.
A linear map T : A→ B is called a C*-homomorphism if T (ab) = T (a)T (b) and
T (a∗) = T (a)∗. A C*-antihomomorphism is such that T (ab) = T (b)T (a) and
T (a∗) = T (a)∗.
We note that the condition T (ab+ba) = T (a)T (b)+T (b)T (a) for all a, b ∈ A,
is equivalent to T (a2) = T (a)2 for all a ∈ A since ab+ ba = (a+ b)2 − a2 − b2.
Moreover, by similar arguments as in [49, p.439] a Jordan*-homomorphism is
automatically continuous.
Lemma 4.5.2. Let T : A → B be a Jordan*-homomorphism between real C*-
algebras A and B. Then the following properties hold for all a, b, c in A,
(i) T (abc+ cba) = T (a)T (b)T (c) + T (c)T (b)T (a);
(ii) (T (ab)− T (a)T (b))(T (ab)− T (b)T (a)) = 0 and
(T (ab)− T (b)T (a))(T (ab)− T (a)T (b)) = 0;
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(iii) If a = a2 and ab = ba, then T (a)T (b) = T (b)T (a).
(iv) If A is a real abelian C*-algebra, then T is a C*-homomorphism.
Proof. (i) If we denote by a ◦ b = 1
2
(ab + ba) the Jordan binary product in A,
then the ternary product is given by abc+ cba = 2(a ◦ b) ◦ c+ 2a ◦ (b ◦ c)−
2b ◦ (a ◦ c). Hence the result follows.
(ii) By (i), we have
(T (ab)− T (a)T (b))(T (ab)− T (b)T (a))
= T (ab)2 + T (a)T (b)2T (a)− T (ab)T (b)T (a)− T (a)T (b)T (ab)
= T (abab) + T (ab2a)− T (abba+ abab)
= T (abab+ abba− abba− abab) = 0.
Likewise we prove (T (ab)− T (b)T (a))(T (ab)− T (a)T (b)) = 0.
(iii) Since ab = ba = aba, we have ab + ba = 2aba and by (i), T (a)T (b) +
T (b)T (a) = 2T (a)T (b)T (a). Moreover, as T (a)2 = T (a2) = T (a), mul-
tiplication on the left by T (a) gives T (a)T (b) = T (a)T (b)T (a). Hence
T (b)T (a) = T (a)T (b).
(iv) Let a = a∗ and b = b∗ in A. Then by (ii),
(T (ab)− T (a)T (b))(T (ab)− T (a)T (b))∗
= (T (ab)− T (a)T (b))(T (b∗a∗)− T (b∗)T (a∗))
= (T (ab)− T (a)T (b))(T (ba)− T (b)T (a))
= (T (ab)− T (a)T (b))(T (ab)− T (b)T (a)) = 0
which implies T (ab) = T (a)T (b) = T (b)T (a).
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Now let a = a∗ and b = −b∗, or a = −a∗ and b = b∗ in A. By (ii),
(T (ab)− T (a)T (b))(T (ab)− T (a)T (b))∗
= (T (ab)− T (a)T (b))(T (b∗a∗)− T (b∗)T (a∗))
= (T (ab)− T (a)T (b))(−T (ba) + T (b)T (a))
= −(T (ab)− T (a)T (b))(T (ab)− T (b)T (a)) = 0
which again implies T (ab) = T (a)T (b) = T (b)T (a).
Finally let a = −a∗ and b = −b∗ in A. We have
(T (ab)− T (a)T (b))(T (ab)− T (a)T (b))∗
= (T (ab)− T (a)T (b))(T (b∗a∗)− T (b∗)T (a∗))
= (T (ab)− T (a)T (b))(T (ba)− T (b)T (a))
= (T (ab)− T (a)T (b))(T (ab)− T (b)T (a)) = 0.
which gives T (ab) = T (a)T (b) = T (b)T (a).
Now take any a, b ∈ A. We consider the decomposition a = a+a∗
2
+ a−a
∗
2
and b = b+b
∗
2
+ b−b
∗
2
. Then using the previous results as well as the fact that
a+ a∗, b+ b∗ are hermitian elements and a− a∗, b− b∗ are skew hermitian
elements which all commute with each other, we obtain
T (ab) = T
((
a+ a∗
2
+
a− a∗
2
)(
b+ b∗
2
+
b− b∗
2
))
= T
(
a+ a∗
2
+
a− a∗
2
)
T
(
b+ b∗
2
+
b− b∗
2
)
= T (a)T (b)
Remark 4.5.3. It is immediate that if T is a Jordan*-homomorphism, then it pre-
serves the triple product T ({a, b, c}) = 1
2
T (ab∗c + cb∗a) = 1
2
(T (a)T (b)∗T (c) +
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T (c)T (b)∗T (a)) = {T (a), T (b), T (c)}.
Definition 4.5.4. Let n ≥ 2. A family {uij : 1 ≤ i, j ≤ n} of elements in a real
W*-algebra A is called a matrix unit if
(i) u∗ij = uji;
(ii) uijukl = δjkuil;
(iii)
∑n
i=1 uii = 1,
for all 1 ≤ i, j, k, l ≤ n, where δij is the Kronecker delta and {uii} are mutually
orthogonal projections.
Let T : A → B be a Jordan*-homomorphism and let A have a matrix unit in
the following lemmas.
Lemma 4.5.5. Let L = {uij : 1 ≤ i, j ≤ n}c where {uij : 1 ≤ i, j ≤ n}
is a matrix unit in A and {uij : 1 ≤ i, j ≤ n}c denotes the commutant in A.
Then for every x ∈ A, we have x = ∑ni,j=1 xijuij with xij ∈ L and T (x) =∑n
i,j=1 T (xij)T (uij).
Proof. Let xij =
∑n
k=1 ukixujk. Then umnxij = umixujn = xijumn, hence xij ∈
L. Moreover, x =
∑n
i,j=1 uiixujj =
∑n
i,j=1(
∑n
k=1 ukixujk)uij =
∑n
i,j=1 xijuij .
For any 1 ≤ i, j, k, l ≤ n, let u = uij + uii where i 6= j. Then u2 = u and uxkl =
xklu. By Lemma 4.5.2(iii), T (xkluij) + T (xkluii) = T (xklu) = T (xkl)T (u) =
T (xkl)T (uij) +T (xkl)T (uii). Moreover by the same lemma, since uii is an idem-
potent, we have T (xkluii) = T (xkl)T (uii). Therefore T (xkluij) = T (xkl)T (uij)
which gives the last identity.
Lemma 4.5.6. Let vij = T (uii)T (uij)T (ujj) and wij = T (uii)T (uji)T (ujj) for
i 6= j. Then T (uij) = vij + wji.
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Proof. From uij = uiiuijujj + ujjuijuii and Lemma 4.5.2, we obtain
T (uij) = T (uiiuijujj + ujjuijuii)
= T (uii)T (uij)T (ujj) + T (ujj)T (uij)T (uii)
= vij + wji
Lemma 4.5.7. {T (uii) : 1 ≤ i ≤ n} consists of orthogonal projections.
Proof. For i 6= j, we have uiiujj = ujjuii = 0 and by Lemma 4.5.2(iii), we have
T (uii)T (ujj) = T (ujj)T (uii) = 0. Since T is a Jordan*-homomorphism and
uii is a projection, we have T (uii) = T (u∗ii) = T (uii)
∗ and T (uii) = T (u2ii) =
T (uii)
2, hence {T (uii) : 1 ≤ i ≤ n} consists of orthogonal projections.
Lemma 4.5.8. For vij and wij defined in Lemma 4.5.6, we have
(i) vij = T (uii)T (uij) = T (uij)T (ujj);
(ii) wij = T (uii)T (uji) = T (uji)T (ujj).
Proof. By Lemma 4.5.6 and Lemma 4.5.7, we have
T (uij)T (ujj) = T (uii)T (uij)T (ujj)T (ujj) + T (ujj)T (uij)T (uii)T (ujj)
= T (uii)T (uij)T (ujj) = vij
and
T (uii)T (uij) = T (uii)T (uii)T (uij)T (ujj) + T (uii)T (ujj)T (uij)T (uii)
= T (uii)T (uij)T (ujj) = vij.
Similarly we obtain wij = T (uii)T (uji) = T (uji)T (ujj).
Lemma 4.5.9. For all 1 ≤ i, j, k, l ≤ n, we have
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(i) vijvkl = δjkvil and wijwkl = δjkwil;
(ii) v∗ij = vji and w
∗
ij = wji.
Proof. (i) For j 6= k we have by Lemma 4.5.7 and Lemma 4.5.8
vijvkl = T (uij)T (ujj)T (ukk)T (ukl) = 0 and
wijwkl = T (uji)T (ujj)T (ukk)T (ulk) = 0.
On the other hand,
vijvjl = T (uii)T (uij)T (ujj)T (ujl)
= T (uii)T (uij)T (ujj)T (ujl) + T (uii)T (ujl)T (ujj)T (uij)
= T (uii)(T (uij)T (ujj)T (ujl) + T (ujl)T (ujj)T (uij))
= T (uii)T (uijujjujl + ujlujjuij)
= T (uii)T (uil)
= vil
where we have used Lemma 4.5.2(i) and the fact that uiiujl = ujluii = 0
implies that T (uii)T (ujl) = 0 by Lemma 4.5.2(iii). Similarly we prove
wijwjl = wil.
(ii) v∗ij = (T (uii)T (uij))
∗ = T (uij)∗T (uii)∗ = T (uji)T (uii) = vji and like-
wise w∗ij = wji.
Lemma 4.5.10. Let i 6= j and let vii = vijvji and wii = wijwji. Then vii and wii
are projections.
Proof. By Lemma 4.5.9, v∗ii = (vijvji)
∗ = v∗jiv
∗
ij = vijvji = vii. In addition, v
2
ii =
vijvjivijvji = vijvjkvkivijvji = vikvki = vii. Likewise wii is a projection.
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Remark 4.5.11. It is immediate by Lemma 4.5.9 and Lemma 4.5.10 that the sets
{vii : 1 ≤ i ≤ n} and {wii : 1 ≤ i ≤ n} consist of orthogonal projec-
tions. Moreover by Lemma 4.5.8, vii = vijvji = T (uij)T (ujj)T (ujj)T (uji) =
T (uij)T (ujj)T (uji) = T (uij)T (uji)T (uii) and wii = T (uji)T (ujj)T (uij) =
T (uji)T (uij)T (uii). Hence
vii + wii = (T (uij)T (uji) + T (uji)T (uij))T (uii)
= T (uijuji + ujiuij)T (uii)
= T (uii).
Lemma 4.5.12. For all 1 ≤ i, j, k, l ≤ n, we have vijwkl = wklvij = 0.
Proof. Since we may write vii = vijvji and wkk = wklwlk for any j and l, we
need only consider the case when i 6= j and k 6= l.
For j 6= k, we have vijwkl = T (uij)T (ujj)T (ukk)T (ukl) = 0.
For j = k, we have
vijwjl = vijwjiwil
= T (uij)T (ujj)T (ujj)T (uij)wil
= T (uij)T (ujj)T (uij)wil
= T (uijujjuij)wil = 0.
Using similar arguments we obtain wklvij = 0.
Lemma 4.5.13. Let e =
∑n
i=1 vii and f =
∑n
i=1wii. Then {vij : 1 ≤ i, j ≤ n} is
a matrix unit in the reduced real W*-algebra eBe and {wij : 1 ≤ i, j ≤ n} is a
matrix unit in the reduced real W*-algebra fBf . Moreover, T (1) = e+ f .
Proof. The first statement follows directly by Lemma 4.5.9, Lemma 4.5.10, and
the definition of e, f . By Remark 4.5.11, T (1) = T (
∑n
i=1 uii) =
∑n
i=1 T (uii) =∑n
i=1(vii + wii) = e+ f .
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Lemma 4.5.14. The elements e, f are orthogonal projections in B commuting
with T (A).
Proof. From the definition of e and f , Lemma 4.5.10 and Lemma 4.5.12, it is clear
that e and f are orthogonal projections. It remains to prove that they commute
with T (A).
We recall that T (x) =
∑n
i,j=1 T (xij)T (uij). For all i, j, k, l with i 6= j we observe
that vij = T (uii)T (uij) commutes with T (xkl) by the proof of Lemma 4.5.5, since
xkl commutes with all uij . For i = j we note that vii = vijvji and we can apply
the previous argument to deduce that vii commutes with T (xkl). Now using the
previous results
eT (uij) =
n∑
k=1
vkkT (uij) =
n∑
k=1
vkk(vij + wji) = vij
and
T (uij)e = T (uij)
n∑
k=1
vkk = (vij + wji)
n∑
k=1
vkk = vij.
Therefore,
T (x)e =
n∑
i,j=1
T (xij)T (uij)e
=
n∑
i,j=1
T (xij)vij
=
n∑
i,j=1
vijT (xij)
=
n∑
i,j=1
eT (uij)T (xij)
= eT (x).
Hence e commutes with T (A). Likewise fT (uij) = T (uij)f = wji and the same
4.5. Jordan*-homomorphisms 106
arguments show that f commutes with T (A).
We now arrive at the following result concerning Jordan*-homomorphisms on
real W*-algebras with a matrix unit.
Proposition 4.5.15. Let A be a real W*-algebra with a matrix unit and B a real
W*-algebra. Let T : A → B be a Jordan*-homomorphism. Then there are
projections e, f ∈ B such that e and f commute with T (A) and T = T (·)e+T (·)f
where T (·)e : A → eBe is a C*-homomorphism and T (·)f : A → fBf is a C*-
antihomomorphism.
Proof. Let a, b be arbitrary elements in L = {uij : 1 ≤ i, j ≤ n}c. Then abuii +
baujj = (auij + buji)
2 and by the proof of Lemma 4.5.5, we have
T (ab)T (uii) + T (ba)T (ujj) = (T (a)T (uij) + T (b)T (uji))
2
= T (a)T (b)T (uij)T (uji) + T (b)T (a)T (uji)T (uij).
Multiplying on the right by vij , we obtain T (ab)vij = T (a)T (b)vij and multiply-
ing on the right by wji, we obtain T (ab)wji = T (b)T (a)wji.
Now let x =
∑n
i,j=1 xijuij and y =
∑n
k,l=1 yklukl with xij, ykl ∈ L. Then xy =∑n
i,j,l=1 xijyjluil and T (xy) =
∑n
i,j,l=1 T (xijyjl)T (uil). Let e =
∑n
i=1 vii ∈ B.
We have
T (xy)e =
n∑
i,j,l=1
T (xijyjl)T (uil)e =
n∑
i,j,l=1
T (xijyjl)vil
=
n∑
i,j,l=1
T (xij)T (yjl)vil =
n∑
i,j,l=1
T (xij)T (yjl)vijvjl
=
n∑
i,j,l=1
T (xij)vijT (yjl)vjl =
n∑
i,j=1
T (xij)vij
n∑
k,l=1
T (ykl)vkl
= T (x)eT (y)e.
We also note that T (x∗)e = T (x)∗e = (eT (x))∗ = (T (x)e)∗ since T preserves
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the involution and e commutes with T (A). Hence T (x)e is a C*-homomorphism.
Similarly, for f =
∑n
i=1wii we have T (xy)f = T (y)fT (x)f and T (·)f is a C*-
antihomomorphism. For the last statement we observe that T (1) = e + f and
T (x) = T (x)e+ T (x)f .
To extend the above theorem to all real W*-algebras we first need to introduce
the classification of real W*-algebras similar to the complex case.
Definition 4.5.16. Let A be a real W*-algebra. Let p ∈ A be a projection. Then p
is finite if for any projection q with q ≤ p and q ∼ p we have q = p. A projection
p is infinite if it is not finite.
A is called finite (infinite) if the identity is finite (infinite). If A does not contain
any non-zero finite central projection, then it is called properly infinite.
Definition 4.5.17. Let A be a real W*-algebra. A projection p ∈ A is called
abelian if the algebra pAp is abelian. A projection p ∈ A is called semi-abelian if
the algebra pAhp is abelian.
We note that in a complex C*-algebra B, a semi-abelian projection p is abelian.
Definition 4.5.18. LetA be a real W*-algebra. A is called semi-discrete if for any
non-zero central projection p ∈ A, there exists a non-zero semi-abelian projection
q ∈ A such that q ≤ p.
A is called continuous if it does not contain any non-zero semi-abelian projection.
A real W*-algebra A has a decomposition:
A = A1 ⊕ A2
where A1 is semi-discrete and A2 is continuous (cf. [31, Theorem 8.1.9]).
We can further decompose a semi-discrete real W*-algebra A1 as A1 = A11 +
A12 where A11 is finite and A12 is properly infinite (cf. [31, Theorem 8.1.4]).
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Now A11 can be decomposed as the sum of matrix algebras (see [31, Proposition
8.6.2]):
A11 = A0 ⊕
∑
α∈I
⊕Mα
where A0 is either 0 or a real abelian W*-algebra and, Mα is an nα × nα matrix
algebra, with nα ∈ N \ {1}, which contains orthogonal mutually equivalent pro-
jections p1, p2, .., pnα such that p1 + p2 + .. + pnα = 1α where 1α is the identity
of Mα. Let {ui : 1 ≤ i ≤ nα} ∈ Mα be partial isometries such that u∗iui = p1
and uiu∗i = pi. Define uij = uiu
∗
j . Then {uij : 1 ≤ i, j ≤ nα} is a matrix
unit in Mα. Since A12 is properly infinite, the halving lemma [31, Theorem 8.3.1]
implies that there is a matrix unit {uij : 1 ≤ i, j ≤ 2} in A12. Hence there is a
family {z0, z2} ∪ {zα : α ∈ I} of mutually orthogonal central projections in A1
such that
11 = z0 +
∑
α∈I
zα + z2
and A0 = Az0, Mα = Azα and A12 = Az2.
Corollary 4.5.19. Let A1 be a semi-discrete real W*-algebra and B a real W*-
algebra. Let T : A1 → B be a weak*-continuous Jordan*-homomorphism. Then
there are projections e, f ∈ B such that
T (·) = T (·)e+ T (·)f
where T (·)e : A1 → B is a C*-homomorphism and T (·)f : A1 → B is a C*-
antihomomorphism.
Proof. Let A1 = A0⊕
∑
α∈I ⊕Mα⊕A12 be the above decomposition with corre-
sponding central projections zβ , β = 0, 2, α. By Lemma 4.5.2(iii), we can write
T = ⊕βTβ where Tβ : Azβ → B is the restriction of T to Azβ:
Tβ(azβ) = T (azβ) = T (a)T (zβ) (a ∈ A)
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and {T (zβ)}β are mutually orthogonal projections in B.
Each Tβ can be decomposed as the sum
Tβ(·) = Tβ(·)eβ + Tβ(·)fβ
of a C*-homomorphism Tβ(·)eβ and a C*-antihomomorphism Tβ(·)fβ by Propo-
sition 4.5.15, where eβ and fβ are mutually orthogonal projections in B and
Tβ(zβ) = eβ + fβ .
Let e =
∑
β eβ and f =
∑
β fβ . Then e and f are orthogonal projections in B
and T (1) =
∑
β T (zβ) = e+ f . We have
T (·) = T (·)e+ T (·)f
where T (·)e : A1 → B is a C*-homomorphism and T (·)f : A1 → B is a C*-
antihomomorphism.
Corollary 4.5.20. Let A2 be a continuous real W*-algebra and B a real W*-
algebra. Let T : A2 → B be a Jordan*-homomorphism. Then there are projec-
tions e′, f ′ ∈ B such that
T (·) = T (·)e′ + T (·)f ′
where T (·)e′ : A2 → B is a C*-homomorphism and T (·)f ′ : A2 → B is a
C*-antihomomorphism.
Proof. Since A2 is continuous, the identity is the sum of two equivalent orthog-
onal projections p and q [31, Proposition 8.6.4]. Let p = u∗u and q = uu∗ for
some partial isometry u ∈ A2. Then {u11 = p, u12 = u∗, u21 = u, u22 = q}
is a matrix unit in A2. Therefore we can apply Proposition 4.5.15 to deduce that
there exist orthogonal projections e′ and f ′ in B commuting with T (A2) such
that T (·)e′ : A2 → B is a C*-homomorphism and T (·)f ′ : A2 → B is a C*-
antihomomorphism, where T (z2) = e′ + f ′.
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Remark 4.5.21. Let T : A → B be a weak*-continuous Jordan*-homomorphism
between real W*-algebrasA andB whereA = A1⊕A2 is the direct sum of a semi-
discrete A1 and a continuous A2 real W*-algebra. Following similar arguments as
in the proof of Corollary 4.5.19, we have
T (·) = T (·)z + T (·)z′
where T (·)z : A → B is a C*-homomorphism and T (·)z′ : A → B is a C*-
antihomomorphism. Since T (A)(1 − z − z′) = {0}, we can replace z′ by 1 − z
above. Given a Jordan*-homomorphism T : A→ B between real C*-algebras A
and B, then it is continuous as mentioned in the beginning of the section and the
second dual map T ′′ : A′′ → B′′ is a weak*-continuous Jordan*-homomorphism
between real W*-algebras A′′ and B′′. We conclude in the following theorem
which determines the structures of real Jordan*-homomorphisms and extends the
result of [27, 28, 50] to real C*-algebras.
Theorem 4.5.22. Let T : A → B be a Jordan*-homomorphism between real
C*-algebras A and B. Then there exists a projection z ∈ B′′ such that
T (·) = T (·)z + T (·)(1− z)
where T (·)z : A → B′′ is a C*-homomorphism and T (·)(1 − z) : A → B′′ is a
C*-antihomomorphism.
Remark 4.5.23. The decomposition of Jordan homomorphisms on complex W*-
algebras have also been proved with a different technique in [23, p.163]. Recently,
Jordan homomorphisms between associative algebras have been studied in [7]
which extends the work of the aforementioned authors.
Glossary
Xc : the complexification of a real Banach space X
X ′ : the dual of a real Banach space X
X∗ : the dual of a complex Banach space X
X∗ : the predual of a real or complex Banach space X
X1 : the closed unit ball of a real or complex Banach space X
Xr : the real restriction of a complex Banach space X
B(X) : the algebra of bounded operators from a real or complex Banach space
X to itself
C0(X) : the Banach space of complex continuous functions on a locally compact
Hausdorff space X , vanishing at infinity.
C0(X,R) : the Banach space of real continuous functions on a locally compact
Hausdorff space X , vanishing at infinity.
For a real or complex Banach*-algebra A:
A˜ : the unit extension of A
Ah : the set of hermitian elements of A
Ash : the set of skew-hermitian elements of A
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U(A) : the set of unitary elements of A
PA : the set of projections of A
A+ : the set of positive elements of A
σ(a) : the spectrum of an element a ∈ A
r(a) : the spectral radius of an element a ∈ A.
For a real C*-algebra A:
aˆ : the Gelfand transform of an element a ∈ A
sl(a) : the left support of an element a ∈ A
sr(a) : the right support of an element a ∈ A
s(a) : the support of an element a ∈ Ah
c(p) : the central support of a projection p ∈ A
Ac : the commutant of a real C*-algebra A
A′h : the set of hermitian (continuous) linear functionals on A
A′+ : the set of positive (continuous) linear functionals on A
S(A) : the real state space of A
P (A) : the real pure state space of A.
For a real W*-algebra A:
N(A) : the real normal state space of A
bφ : the left translation of a functional φ ∈ A∗ by b ∈ A where bφ(·) = φ(b·)
φb : the right translation of a functional φ ∈ A∗ by b ∈ A where φb(·) = φ(·b)
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φb : the left and right translation b∗φb
s(φ) : the support of a functional φ ∈ A′+ ∩ A∗.
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left invariant subspace, 56, 68
left kernel, 31
left support of an element, 35
left translation of a functional, 37
matrix unit, 101
minimal projection, 43
minimal tripotent, 42
normal functionals, 37
normal state space, 62
numerical range hermitian algebra, 25
numerical range of an element, 24
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orthogonal functional, 37
orthogonal projections, 34
orthogonal tripotents, 42
partial isometry, 34
Peirce projections, 43
polar decomposition of a functional, 40
polar decomposition of an element, 35
positive element, 27
positive functional, 28
projection, 34
properly infinite W*-algebra, 107
Pta´k’s inequality, 17
real Banach algebra, 14
real Banach*-algebra, 15
real C*-algebra, 20
real JB*-triple, 41
real pure state, 30
real state, 28
real W*-algebra, 33
right ideal, 31
right invariant subspace, 56
right support of a set, 51
right support of an element, 35
right translation of a functional, 37
Schwarz inequality, 29
semi-abelian projection, 107
semi-discrete W*-algebra, 107
skew-hermitian algebra, 16
skew-hermitian element, 16
spectral radius of an element, 15
spectrum of a real C*-algebra, 26
spectrum of an element, 15
subtriple, 41
support of a functional, 37
support of an element, 35
support tripotent of a functional, 46
symmetric algebra, 16
tripotent, 42
Type I real W*-algebra, 34
unitary element, 16
weak*-topology, 28
weighted composition operator, 77
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