Abstract-Control structures containing cascaded loops are used in several applications for the stand-alone and parallel operation of three-phase power electronic converters. Potential interactions between these cascaded loops and the complex functional dependence between the controller parameters and the system dynamics prevent the effective application of classical tuning methods in the case of converters operating with a low switching frequency. A tuning approach guided by the eigenvalue parametric sensitivities calculated from a linearized model of the converter and its control system is proposed in this paper. The method is implemented in the form of an iterative procedure enforcing the stability of the system and ensuring that the system eigenvalues are moved away from critical locations. Numerical simulations in the time domain are presented to verify the improvement in the dynamic performance of the system when tuned with the presented algorithm compared with a conventional rule-based tuning method.
I. INTRODUCTION
A C VOLTAGE controllers are required in several power converter applications for stand-alone and parallel operation, such as uninterruptible power supplies (UPSs) and microgrids [1] - [5] . Such ac voltage control loops can be implemented to directly control the output voltage, as discussed in [3] and [4] , but control schemes with inner loop current controllers are often preferred since they allow for explicit limitations and protections against overcurrents. In most applications, the references for these ac voltage controllers are provided by outer loops for ensuring active and reactive power control as well as automatic load sharing among parallel units. Such control schemes may result in a structure with three cascaded loops and a relatively high number of tunable parameters that influence the dynamic response of the system [1] , [2] .
The controllers in cascaded structures are traditionally independently tuned by frequency-domain analysis, with the inner loops represented by first-order approximations [6] - [8] . Sufficient frequency separation between the bandwidths of the loops, usually in the range of one decade, is then imposed to avoid unintended interactions. Thus, the dynamic response of the outer loops is effectively limited by the bandwidth of the inner current controllers, which is constrained by the switching frequency. This can be affordable for low-power converters with high switching frequencies but can result in a slow response and narrow stability regions for lower switching frequencies. Consequently, the tuning of controller parameters in multiloop control structures for low-switching-frequency converters is challenging and normally includes trial-and-error approaches requiring significant design experience to ensure acceptable dynamic performance over the entire operating range.
A systematic approach for the tuning of the multiloop controllers of power converters should be able to account for all the dynamic states of the system and their possible interactions. This can be achieved by establishing a linearized small-signal state-space model of the system. With this approach, the influence of the controller parameters on the system stability can be assessed by calculating the system eigenvalues and applying tools such as participation factors and eigenvalue parametric sensitivities [9] . Although such tools for small-signal stability analysis are commonly applied for large-scale power systems, they are rarely utilized for multiloop power converter control systems beyond the basic eigenvalue calculation and root loci trajectories applied in [10] - [13] .
Examples of participation factor and parameter sensitivity analysis applied to multiloop control structures for ac power converters have been presented in [14] - [16] . Still, the mathematical tools are not actively utilized in these previous studies but only serve as a support for the analysis and manual tuning of controllers. This paper will instead demonstrate how the parametric sensitivities of the eigenvalues of a linearized smallsignal system model can be systematically used to identify controller settings that will improve the dynamic response of a given system. Furthermore, an iterative tuning approach for automatically enforcing stability and improving the dynamic response of a multiloop control system within the physical constraints of the system eigenvalue locations is presented, as first proposed in [17] . In the following, a virtual synchronous machine (VSM) is taken as an example of a multiloop control system that can be challenging to tune by conventional methods. A traditional approach for selecting the controller parameters by using tuning rules based on single-input-single-output approximations will first be presented as a reference case. A linearized state-space model of the system is developed, and the challenges related to the tuning of this control system configuration with a low switching frequency are demonstrated. Then, the eigenvalue parametric sensitivities are formally defined, and the proposed iterative algorithm is developed. The performance resulting from the tuning with the proposed algorithm is compared with the conventional tuning approach by time-domain simulations, including discretization effects and the switching operation of the converter.
II. OVERVIEW OF VSM WITH CASCADED CONTROL LOOPS
The VSM has recently emerged as a concept for controlling voltage source converters (VSCs) in power system applications to emulate the behavior of traditional synchronous machines (SMs) [18] - [22] . Such VSM-based controllers can allow for grid-connected as well as stand-alone operation and can ensure load sharing in a similar way as droop-based control schemes for UPS systems and microgrids [22] .
Although several possible implementations of the VSM concept have been proposed during the last years, control schemes based on cascaded voltage and current controllers present significant advantages regarding the implementation of overcurrent protections [22] . Moreover, it has been recently demonstrated that VSM implementations based on emulating the swing equation of a traditional SM are equivalent to the powerfrequency droop controllers commonly used in microgrids [23] . Thus, a VSM can be a relevant example of a control system with outer loop active and reactive power controllers providing references for cascaded voltage and current controllers.
A. Electrical Configuration and System Model
The investigated VSM scheme consists of a three-phase VSC connected to a grid or a load through an LC filter, as shown in Fig. 1. An energy source and/or a storage unit with a buffer capacity at least equivalent to the inertia effect represented by the rotating mass of the emulated SM is assumed to be connected to the dc-terminals of the converter. Symbols and current reference directions are defined in this figure, with upper case symbols denoting the physical variables and parameters.
In the following, switching dynamics are assumed to be negligible for the scope of this analysis, and the converter is represented by a continuous-time average model. Thus, the equations of the converter-side filter inductors in the synchronous reference frame (SRF) can be expressed in the continuous-time Laplace domain, as given by (1), whereas the equations of the filter capacitors are given by (2) [7] , [14] , as shown in the following:
The grid side or load is represented by a Thévenin equivalent RL circuit, which can be represented by a model on the same form as (1) . In these equations, all signals and parameters are represented by lower case symbols to denote per unit (p.u.) values, where the base values defining the p.u. system are derived from the kilovoltampere rating of the converter and the peak value of the rated phase voltage. The term ω b is the base value for the angular frequency in rad/s, corresponding to the rated frequency of the system.
B. VSM-Based Control System
The VSM-based control structure for the converter is shown in Fig. 2 . The control system consists of a modulation stage, a traditional SRF current controller as an inner loop, and an SRF voltage controller as an intermediate control loop [14] . The outer control loops consist of a conventional reactive power droop controller and the VSM inertia emulation. Thus, the general structure of the control system is identical to the equivalent droop-based controllers from the work in [1] , [2] , and [10] - [14] and will not be further described in detail.
In the control structure in Fig. 2 , the reference for the q-axis voltage is equal to zero since the SRF is oriented to the voltage at the filter inductors, whereas the d-axis voltage amplitude reference is provided by a conventional droop-based reactive power controller, as shown in the upper left in this figure [1], [14] . For this controller, |v| * is the external voltage reference, q * is the reactive power reference, and q o is the reactive power flowing into the grid, as defined by
The phase angle used for transforming the SRF variables to the stationary reference frame is obtained by integrating the frequency resulting from the inertia and damping emulation according to the swing equation shown in the lower left in Fig. 2 and expressed by
In this equation, T a is the mechanical time constant of the emulated inertia, whereas ω VSM is the p.u. speed of the VSM. The external power reference is given by p * , whereas damping power p d is given by damping constant k d and the difference between the p.u. VSM speed and the p.u. grid angular frequency ω g . The electrical power flowing into the grid is given by p o according to
If the converter is operated in a grid-connected mode, the VSM control synchronizes to the grid voltage phase angle through the power balance of the swing equation. Thus, the normal operation of the VSM does not depend on any grid synchronization method (e.g., a phase-locked loop) as usually required for grid-connected converters. The VSM is also inherently capable of stand-alone operation similar to a traditional SM. Thus, the control loops are implemented in an SRF defined by the VSM swing equation, which is also used for the modeling of the entire system.
III. EXAMPLE OF CONVENTIONAL TUNING FOR CASCADED VOLTAGE AND CURRENT CONTROL LOOPS
In the following, an example of a simple analytical tuning procedure for the VSM voltage and current controllers is outlined according to conventional assumptions and rule-based methods adopted for the design of proportional-integral (PI) controllers in the SRF.
A. Conventional Current Controller Tuning
For tuning the parameters of the inner loop current controllers in Fig. 2 , the delay effect of the converter pulsewidth modulated (PWM) operation must be considered. By approximating the effect of the PWM with a first-order transfer function and assuming feedforward of the measured voltages and ideal decoupling of the d-and q-axes, the open-loop transfer function for the current controllers can be defined by (6) [7] , [24] . The time constants T 1 for the filter inductor and T v for the delay approximation are then defined by (7) , as shown in the following:
Based on the open-loop transfer function in (6), the PI current controller gains can be selected according to the modulus optimum (MO) criterion commonly applied for current controllers in drives and grid-connected converters [6] , [7] . This tuning technique corresponds to pole cancelation in the open-loop transfer function and a gain selected to achieve critical damping of the resulting closed-loop transfer function. The resulting controller parameters k pc and k ic are given by
This tuning approach can be also extended to account for the sampling effects and the delays resulting from a discretetime implementation of the control system [8] . In any case, it is clearly seen from the expressions in (8) that the PI controller parameters and, thus, the current controller bandwidth is directly limited by the switching frequency.
B. Conventional Voltage Controller Tuning
From the cascaded structure shown in Fig. 2 , it is clear that the tuning of the SRF voltage controllers is constrained by the bandwidth of the inner loop current controllers. For simplifying the analysis, the closed-loop current controllers can be approximated by a first-order transfer function [7] . Assuming an ideal decoupling of the d-and q-axes, the open-loop transfer function of the voltage controllers can be expressed by (9) . The time constant T eq, cc representing the closed-loop current controller and the integral time T c1 of the filter capacitor are defined by (10) , as shown in the following:
The voltage controller parameters can be tuned according to the symmetrical optimum (SO) criterion to ensure maximum phase margin at the crossover frequency of the open-loop transfer function. PI controller gains k pv and k iv are then expressed in terms of a design parameter a that relates the tuning of the PI controller to the damping factor ζ of the closed-loop transfer function as given by [6] , [7] 
This conventional tuning approach requires sufficient difference in the bandwidth between the outer voltage controller and the inner current controller. Traditionally, this is ensured by increasing the value of a until the bandwidth of the voltage controller is at least one decade below the current controller bandwidth. The SO tuning criterion can be also extended to account for the sampling effects and the delays resulting from a discrete-time implementation [8] .
IV. SMALL-SIGNAL STABILITY AND EIGENVALUE PARAMETRIC SENSITIVITY OF THE VSM CONFIGURATION
Considering the VSM scheme in Fig. 2 , neither the intended operation of the outer loops for reactive power control and inertia emulation nor the overall system stability will be ensured if the bandwidth of the voltage controller loop is too low. Thus, if the current controller bandwidth is limited due to a relatively low converter switching frequency, significant interactions between the different control loops might occur. This makes it necessary to study the stability and dynamics of the overall system.
A. State-Space System Model
A mathematical model of the VSM can be established by combining the model of the circuit in Fig. 1 with the control system diagram in Fig. 2 . This model can be linearized and expressed in standard matrix notation as Δẋ = A · Δx + B · Δu, where the A matrix and state variables x are defined by (12) , shown at bottom of the next page, whereas the B matrix and input variables u are given by
In this state-space model, the state variables represent smallsignal deviations around an operating point, and the values of variables referring to this operating point are denoted with 0 as subscript [9] . Auxiliary variables ξ and σ are introduced to represent the states of the integrators in the SFR current and voltage controllers. The state variable δθ VSM is introduced to represent the small-signal variations in the phase shift between the VSM phase angle orientation and the phase angle of the grid voltage when the system is modeled in the VSM-oriented SRF. Thus, this state variable is defined by
where δω VSM is the small-signal deviation of the VSM speed from the actual grid angular frequency. The initial condition of this state variable is directly given by the initial phase angle between the VSM orientation and the grid source voltage according to δθ VSM, 0 = θ VSM, 0 − θ g, 0 .
B. System Stability by Eigenvalue Analysis
The stability behavior of the VSM can be assessed by performing an analysis of the eigenvalues of the A matrix in (12) for various operating points and combinations of control parameters. In the following, an example of analysis based on the parameters in Table I and the tuning approach from Section III is presented. For this analysis, the voltage feedforward is assumed to be enabled by setting k FFv = 1, whereas the current feedforward is disabled by setting k FFi = 0. The reactive power droop gain m q is set to a very low value, effectively disabling the loop in this case.
The trajectories of the system eigenvalues in the complex plane when the design parameter a for tuning the voltage loop is swept from 0.5 to 50 are shown in Fig. 3 . This figure shows TABLE I SYSTEM PARAMETERS three cases, each designed according to the conventional tuning described in the previous section but with different values of the switching frequency. The poles are marked with black crosses when the system is unstable, whereas arrows indicate the direction of the parameter sweep. This figure shows that the system has a very narrow range of stable operation when the switching frequency is 2 kHz, which is a realistic value for a 690-V converter in the megawatt power range. If the switching frequency is increased to 5 kHz, the system has a significantly wider range of stable operation but can still become unstable if the voltage control loops have either too low damping or is too slow. When increasing the switching frequency to 10 kHz, the system shows a quite wide range of stable operation and becomes unstable only if the voltage control loops are made too slow. This confirms that the conventional tuning approach is most suitable for low-power converters with a high switching frequency (e.g., for small-scale microgrid applications in the kilowatt range).
This eigenvalue analysis reveals how the stability is strongly affected by the achievable bandwidth of the inner loop current controllers and, therefore, by the switching frequency of the converter. Moreover, the described conventional tuning approach can result in poor dynamics and low stability margins when this VSM scheme is operated at a relatively low switching frequency since the control loops cannot be sufficiently decoupled. Although the individual controllers are designed to be stable, their interactions negatively affect the system stability, resulting in a narrow range of stable operation. Therefore, such tuning techniques should be only used as a starting point, whereas the analysis of the full-order model should be adopted to obtain better dynamic performance.
C. Eigenvalue Parametric Sensitivity
The parameter sensitivities of the poles are defined as the derivative of the system eigenvalues with respect to the system parameters. Thus, these parameter sensitivities can identify the parameters with the strongest influence on the critical eigenvalues of the system and can reveal how modifying these parameters will influence the eigenvalue locations [9] . Assuming a dynamic system of order N and a set of K tunable parameters, the sensitivities define a sensitivity matrix of N by K complex elements. The sensitivity α n,k of the eigenvalue λ n with respect to the parameter ρ k can be expressed by
where Ψ T n and Ψ n are the left and right eigenvectors, respectively, associated to eigenvalue λ n [9] , [25] .
The real and imaginary parts of the sensitivities are associated to the derivatives of the pole location along the real and imaginary axes, respectively. Since the real parts of the pole locations characterize the stability of the system, only the real part of the sensitivity matrix will be investigated in the following.
Two examples of parameter sensitivity analysis are shown in Fig. 4 , with reference to a configuration based on the parameters in Table I and the controllers tuned according to (8) and (9), with a equal to 4. This configuration is close to the stability limit and has three pairs of complex conjugate poles close to the imaginary axis. The eigenvalue parametric sensitivities with respect to 15 of the system parameters are plotted in Fig. 4 (a) for the pole with a high oscillation frequency closest to the imaginary axis. As shown in this figure, the location of this eigenvalue can be influenced by controller parameters k pc and k pv . The LC filter parameters and the grid-side RL circuit, as well as the voltage and current feedforward gains k FFv and k FFi , are also strongly influencing this mode. There is, however, a pole pair with a low oscillation frequency that is even closer to the imaginary axis than the LC-related poles, and the parametric sensitivity of this pole pair is shown in Fig. 4(b) . In this case, the parameters of the grid impedance have a dominant influence, but the eigenvalue is also influenced by k pv and m q .
V. ALGORITHM FOR STABILITY ENFORCEMENT AND PARAMETER TUNING OF VSM
The information contained in the parameter sensitivity matrix can be systematically used to establish procedures for designing and tuning the system. An example of such an automated procedure applied to the VSM tuning is described in this section. The tuning is based on an iterative process where the controller parameters are modified at each step to move the poles toward a more convenient location. The iterative process is illustrated by the flowchart in Fig. 5 . In the first step, the system parameters and an initial set of controller settings, for instance from a conventional tuning procedure, are taken as a starting point. Then, the steady-state operating point is calculated by solving a system of algebraic equations. It should be noted that the solution may correspond to an unstable operating point, but the instability of the system does not affect the tuning process. As a following step, the dynamic matrix A for the linearized system around this operating point and its eigenvalues are calculated. In this implementation example, the eigenvalue with the highest real part is considered the critical pole λ c and is selected as target for the subsequent optimization step. The algorithm proceeds with calculating the parameter sensitivity α c,k of this critical pole with respect to all the system parameters. Sensitivities for the parameters that are assumed fixed or not tunable are calculated, but the corresponding parameters are left unchanged by the algorithm. Parameter ρ c for which the critical pole has the highest sensitivity is then changed by an incremental ratio Δ ρ for each iteration, i.e., i, as given by
The sign of the sensitivity determines if the parameter would be increased or decreased in order to force a shift of the target pole toward the left. The initial set of parameters is then updated, resulting in a dynamic system with a modified set of poles. In general, the process can be reiterated or terminated according to a predefined termination criterion. This criterion can be a certain maximum settling time, corresponding to a certain real value of the critical eigenvalue. Alternatively, a requirement on the damping ratio of the critical eigenvalue can be set as the criteria for a desired tuning of the system. Since physical constraints to the pole locations are also present in the system, the iterations should be also stopped if the critical pole cannot be moved further toward the left.
For the sake of simplicity, the algorithm is executed for a fixed number of iterations in this implementation example. The modified set of parameters ensures that the pole assumed as the most critical pole will be moved to a location with a lower real part. Although more advanced criteria for changing the system parameters can be considered, this simple condition of the algorithm will ensure that the system dynamics are improved, since poles causing instability will be gradually moved into the stable region while the behavior of slow poles will be improved by forcing the eigenvalues toward the left. However, it should be noted that a modification of certain parameters can move other poles in the opposite direction, resulting in several poles with an almost identical real part. If this condition occurs, the algorithm might exhibit an oscillatory behavior in the sense tshat it alternates between different critical poles that are identified for each iteration cycle. If possible, the different critical poles will be alternately moved toward the left every time they are addressed in an iteration until a condition is reached when the sensitivities of two or more poles to the same parameter are equal in magnitude and opposite in direction.
It can be also noted that the definition of the tunable parameters can be limited to controller gains or can be expanded to include physical parameters (e.g., filter inductance, filter capacitance, etc.). In this perspective, the presented algorithm can be used in an earlier stage of the design of a system, as well as in the more strict sense of control system tuning that has motivated this paper.
VI. TUNING ALGORITHM APPLIED TO VSM AND VERIFICATION BY TIME-DOMAIN SIMULATIONS
The VSM scheme in Figs. 1 and 2 has been tuned by the iterative algorithm described in the previous section, and the performance has been compared with the more conventional tuning methodology described in Section III. A subset of seven parameters has been set as tunable
and they are allowed to be modified by the algorithm. In this case, the algorithm is allowed to modify each parameter by a ratio Δ ρ of 0.5% for each iteration.
A. Resulting Impact on System Eigenvalue Locations
The starting point for applying the iterative tuning algorithm in the following is the same as for Fig. 4 . The impact of the iterative process on the location of the poles is illustrated in Fig. 6(a) and (b) , where the shift of the poles is highlighted with a color gradient (from blue to red). These trajectories highlight how the poles closest to the imaginary axis are gradually shifted toward the left, leading to faster dynamics and a more stable behavior. In particular, the zoom in Fig. 6(b) shows how the critical eigenvalues are moved toward the left. The iterations start by moving the critical pole pair in Fig. 4(b) , but when these poles are moved toward the left, a slow real pole becomes the limit for the performance of the system. Thus, the algorithm attempts to simultaneously move all the three slowest eigenvalues toward the left by alternatingly changing several of the tunable parameters of the system.
The curves presented in Fig. 6 (c) indicate how two of the tunable parameters are modified when executing the algorithm. In particular, the integral gain k iv of the voltage controller is left unchanged for more than 200 iterations, whereas the proportional gain k pv is increased. Subsequently, the algorithm acts on the integral gain while leaving unchanged the proportional gain for approximately 150 iterations before it starts increasing both parameters alternately. At this point, the damping constant of the VSM is also modified when the algorithm is attempting to simultaneously move the three slowest poles.
The tuning algorithm is, in this case, primarily acting on the voltage controller parameters and the damping constant of the VSM, whereas the current controller parameters are left unchanged. It should be noted that if the tuning algorithm is acting on the current controller parameters, care must be taken to avoid that the current controller bandwidth is not pushed too close to the switching frequency.
B. Verification by Time-Domain Simulations
The performance of the system with the controller parameters resulting from 400 and 800 iterations of the proposed algorithm has been compared by the simulation of the system with parameters resulting from the conventional tuning procedure with a equal to 4. The resulting controller parameters for the three different cases are listed in Table II. The simulation study has been conducted with Matlab/ Simulink SimPowerSystems, based on the system configuration in Fig. 1 and the control system in Fig. 2 by using the system parameters in Table I . A switching model of the converter has been used for the detailed time-domain simulation, and the sampling effects resulting from the discretetime implementation of the control system are considered. Synchronized sampling with a double update rate has been assumed for the control system, and a switching frequency of 2 kHz therefore corresponds to a sampling frequency of 4 kHz [26] . The resulting instantaneous currents in the filter inductor L 1 during the steady-state operation and the corresponding sampled current values that are used in the control system and transformed into the VSM-oriented SRF are shown in Fig. 7 .
For the simulation of the three cases with the parameters in Table II , the system has been first brought to the steady state in a condition with a grid voltage of 0.95 p.u. before it is stepped back to 1.0 p.u. In the following figures, the results from the detailed simulation model are also compared with the results from the continuous-time simulation of the linearized small-signal state-space model to verify the validity of the modeling approach used for the implementation of the tuning algorithm.
The dynamic response of the system with the parameters obtained from the conventional tuning approach is shown in Fig. 8(a) . In this figure, the presence of a poorly damped lowfrequency oscillation can be observed in all system variables. It can be also easily verified that the observed oscillation frequency of about 0.625 Hz (= 3.93 rad/s) is directly corresponding to the eigenvalue of −0.07 ± j3.93 analyzed in Fig. 4(b) . Thus, these oscillations have a very low damping ratio of 0.018, resulting in a settling time of about 60 s. In this figure, it can be also seen that there is an excellent match between the results obtained with the detailed simulation model and the simulation of the linearized state-space model. Except for the influence of some minor noise in the signals resulting from the sampled control system, the main difference between the two models is a small deviation in the phase angle due to the delays of the sampling and the PWM output from the control system. This results in a small steady-state deviation in the reactive current and the reactive power flow, but it does not significantly influence the representation of the dynamic response and oscillation frequencies observed in the system.
From the simulations with the parameters obtained after 400 iterations of the proposed algorithm, as shown in Fig. 8(b) , it is clearly demonstrated how the damping ratio of the oscillations has been significantly improved. In this case, the critical oscillatory eigenvalue resulting from the tuning algorithm has been moved to −0.48 ± j5.74, resulting in an oscillation frequency of about 0.9 Hz and a damping ratio of 0.08. This theoretically corresponds to a settling time of about 8.4 s, which can be seen to match very well with the results in Fig. 8(b) . Thus, the stability properties and the settling time of the system have been already significantly improved.
The results from the simulations with the parameters obtained with 800 iterations of the tuning algorithm are shown in Fig. 8(c) , and it can be seen that the settling time of the system is further improved. In this case, the critical oscillatory eigenvalue is given by −1.00 ± j7.72, corresponding to a damping ratio of about 0.13 and a settling time of about 4 s, which again match well with the results from the detailed simulation model.
From the presented results, it is clear that the proposed algorithm is effective in ensuring the stability and improving the dynamic performance of the system. Thus, the set of parameters obtained with the presented algorithm leads to significantly improved performance compared with what can be achieved by traditional tuning approaches when the switching frequency of the converter is relatively low. However, the traditional approach can be still useful to define the initial starting point of the proposed algorithm, whereas significant experiencebased trial and error can be avoided. It can be also noted that it is difficult to move the slow real pole identified in the system beyond the location obtained after about 800 iterations. However, it could be possible to move the two complex poles further toward the left if the slowest real pole was allowed to stay in its location or possibly move slightly toward the right. This will require a more complicated algorithm that can favor the movement of eigenvalues in particular locations when selecting the parameters to modify and is left for future investigations.
VII. CONCLUSION
This paper has investigated how the eigenvalue parametric sensitivities of a linearized small-signal state-space model of a power converter and its control system can be systematically utilized for the tuning of cascaded control loops. On this basis, an iterative tuning algorithm for ensuring the stability and improving the dynamic response of a power converter control system with multiple cascaded loops has been developed. This algorithm uses the eigenvalue parametric sensitivities to identify the parameters with the strongest influence on the critical eigenvalues of the system and incrementally modifies the tunable parameters in the system so that these eigenvalues are moved toward the left. The proposed algorithm has been applied to a VSM based on cascaded voltage and current controllers in the SRF. It has been shown how the proposed tuning algorithm can be used to ensure the stability of the system and significantly improve the dynamic response beyond what is achievable with a conventional rule-based approach with corresponding approximations. The obtained performance improvements have been verified by time-domain simulations, including the switching effects of the power converter and the sampling effects resulting from a discrete-time control system implementation.
