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1. Introduction
The conjugate duality has recently been applied to some applications in the ﬁeld of extremal problems (cf. [8–11]).
In Refs. [9,10] it was applied to a general quasi-concave maximization over a convex feasible region. In Ref. [11] it was
applied to a nondecreasing linear maximization over a convex feasible region in the nonnegative n-dimensional orthant,
and derived a dual problem that is a maximization of the Leontief function over a convex feasible region in the non-
negative n-dimensional orthant. One of the aims of this article is to extend the conjugate duality to a larger but closed
class of maximization problems that involves the polyhedral concave nondecreasing and homogeneous functions. Since both
nondecreasing linear functions and Leontief functions are special cases of the class of polyhedral concave nondecreasing
and homogeneous functions, the conjugate duality presented in this article can be regarded as a generalization. Moreover,
this generalization is proper enough, because the class of polyhedral concave nondecreasing and homogeneous functions is
closed with respect to the conjugacy.
Another aim of this article is to apply the conjugate duality for a vector-maximization problem. The duality theory for
vector-maximization problems is often based on Lagrange duality applied for the scalarization depending on the weight
parameters, and therefore the dual problem by Lagrange duality is not a vector-optimization problem in the dual space (cf.
[1,2,5,7,12]). In some extension the theory of set-valued maps is supplementally used for vector-optimization problems, but
problems involved set-valued maps require a higher degree of generalization (cf. [3,4]). In this article we present a conjugate
dual problem for a given vector-optimization problem that is also a vector-maximization problem in the dual space and the
presented conjugate duality is involutory. We also present duality relationships that can help to characterize the (weak)
Pareto eﬃcient solutions.
This article consists of four sections. After the introduction we present the conjugate duality in Section 2. In Section 3 we
consider a vector-maximization problem and its dual, and provide the duality relationships. Finally, conclusions are drawn
in Section 4.
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Denote by Rn+ the nonnegative n-dimensional orthant. Let X be a full-dimensional bounded closed convex subset in Rn+
satisfying the free disposal condition:
x ∈ X, 0 x′  x ⇒ x′ ∈ X .
Deﬁne P the lower conjugate of X :
P = {p ∈ Rn+: pT x 1 ∀x ∈ X}.
From the boundedness of X it is not diﬃcult to check that P is full-dimensional, and from the full-dimensional property of
X that P is bounded. So, P is a full-dimensional bounded closed convex subset in Rn+ satisfying the free disposal condition.
Moreover, we have
Lemma 2.1. X is the lower conjugate of P :
X = {x ∈ Rn+: pT x 1 ∀p ∈ P}.
Proof. Denote the set on the right-hand side by A. If x ∈ X then by the deﬁnition of P we have pT x  1 for any p ∈ P ,
which implies that x ∈ A. Conversely suppose that x ∈ Rn+ but x /∈ X . Then, x /∈ X − Rn+ . By the separation theorem, there are
q ∈ Rn \ {0} and α ∈ R such that
qT z α ∀z ∈ X − Rn+, (1)
qT x > α. (2)
From (1) it follows that q  0 and α > 0 as X is full-dimensional. Setting p = 1α q in (1) we observe that pT z  1 for any
z ∈ X , that is, p ∈ P . From (2) we have pT x > 1, which implies that x /∈ A. 
In this article, X and P indicate the feasible regions of the primal problem and the dual problem, respectively.
Let f be a polyhedral concave nondecreasing and homogeneous function deﬁned on Rn , i.e., there are q1 ∈ Rn+, q2 ∈ Rn+,
. . . , qs ∈ Rn+ such that
f (x) =min{qiT x: i = 1,2, . . . , s}.
To avoid the trivial case in which f takes the zero value on Rn+ we assume that q1 = 0, q2 = 0, . . . , qs = 0.
We deﬁne
Y = {x 0: f (x) 1}
= {x 0: qiT x 1 ∀i = 1,2, . . . , s}.
It is clear that the level set Y of f on Rn+ is a polyhedral convex subset and the recession cone of Y is Rn+ . Since f is
homogeneous, f is the gauge function of Y on Rn+ , i.e.,
f (x) =max{γ  0: x ∈ γ Y } ∀x ∈ Rn+
(agree that 0Y = Rn+). Let {y1, y2, . . . , yr} be the set of vertices of Y . It is clear that y1 ∈ Rn+, y2 ∈ Rn+, . . . , yr ∈ Rn+ and
y1 = 0, y2 = 0, . . . , yr = 0.
Deﬁne Q the upper conjugate of Y :
Q = {p  0: pT x 1 ∀x ∈ Y }
= {p  0: pT yi  1 ∀i = 1,2, . . . , r}. (3)
Q is a polyhedral convex set with the recession cone Rn+ .
Lemma 2.2. Y is the upper conjugate of Q :
Y = {x 0: pT x 1 ∀p ∈ Q }.
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of Y is Rn+ , Y does not intersect with the line segment [0, y]. By the separation theorem, there are q ∈ Rn and α ∈ R such
that
qT z α ∀z ∈ Y , (4)
qT z < α ∀z ∈ [0, y]. (5)
From (4) it follows that q 0, and from (5) it follows that α > 0. Setting p = 1α q we have
pT z 1 ∀z ∈ Y , (6)
pT y < 1. (7)
From (6) it follows p ∈ Q . So, if y  0 and y /∈ Y then there is p ∈ Q such that pT y < 1. 
Deﬁne
g(p) =min{pT yi: i = 1,2, . . . , r} ∀p ∈ Rn.
Then, g is a polyhedral concave nondecreasing and homogeneous function not identically equal zero on Rn+ . From (3) it
follows that Q is a level set of g on Rn+ . Since g is homogeneous, g is a gauge function of Q on Rn+:
g(p) =max{γ  0: p ∈ γ Q } ∀p ∈ Rn+
(agree that 0Q = Rn+).
Proposition 2.1. The functions f and g are the conjugates of each other in the following sense
g(p) = 1
sup{ f (x): pT x 1, x 0} ∀p ∈ R
n+, (8)
f (x) = 1
sup{g(p): pT x 1, p  0} ∀x ∈ R
n+ (9)
(agree that 1+∞ = 0).
Proof. Since g is the gauge function of Q , we have{
p  0: g(p) γ
}= γ Q ∀γ  0. (10)
For γ = 0 and p ∈ Rn+ it is obvious that
1
sup{ f (x): pT x 1, x 0}  γ ⇔ p ∈ γ Q .
For γ > 0 and p ∈ Rn+ we have
1
sup{ f (x): pT x 1, x 0}  γ
⇔ 1 γ sup{ f (x): pT x 1, x 0}
⇔ 1 sup{ f (γ x): pT x 1, x 0}
⇔ 1 sup
{
f
(
x′
)
: pT
1
γ
x′  1, x′  0
}
⇔ x′  0, 1
γ
pT x′  1 ⇒ 1 f (x′)
⇔ x′  0, 1
γ
pT x′ < 1 ⇒ 1 > f (x′)
⇔ x′  0, 1 f (x′) ⇒ 1
γ
pT x′  1
⇔ x′ ∈ Y ⇒ 1
γ
pT x′  1
⇔ 1 p ∈ Q .
γ
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1
sup{ f (x): pT x 1, x 0}  γ ⇔ p ∈ γ Q ∀γ  0. (11)
From (10) and (11) it follows (8).
Since f is the gauge function of Y and g is the gauge function of Q , from the fact that Y and Q are the upper conjugates
of each other by the analogous arguments as above we can obtain (9). 
Example 2.1. Let f be a Leontief production function:
f (x) =min
{
x1
q1
,
x2
q2
, . . . ,
xn
qn
}
,
where q1,q2, . . . ,qn are positive reals. It is not diﬃcult to check that the conjugate g of f is linear on Rn+ (cf. [11]):
g(p) =
n∑
i=1
qi pi ∀p ∈ Rn+.
Now let the set of feasible activities be X and the production function be f . The problem we are dealing with is to
maximize the production function f on the set X of feasible activities:
max f (x), s.t. x ∈ X . (12)
Let the set of feasible dual activities be P and the dual production function be g . The dual problem of the primal problem
(12) is to maximize the dual production g on the set P of feasible dual activities:
max g(p), s.t. p ∈ P . (13)
Theorem 2.1. A necessary and suﬃcient condition for the primal optimality of x∗ and the dual optimality of p∗ is
x∗ ∈ X, p∗ ∈ P and f (x∗)g(p∗)= 1. (14)
Proof. Let x ∈ X and p ∈ P . Then, pT x  1. If f (x) = 0, then obviously f (x)g(p) = 0  1. Suppose f (x) > 0. Then, from
pT x 1 it follows that
f (x)g(p) = f (x) 1
sup{ f (x′): pT x′  1, x′  0}
 f (x) 1
f (x)
= 1.
Thus,
f (x)g(p) 1 ∀x ∈ X ∀p ∈ P . (15)
If the condition (14) is satisﬁed at x∗ and p∗ , then by virtue of (15) we have
f
(
x∗
)
g
(
p∗
)=max{ f (x)g(p): x ∈ X, p ∈ P}
=max
x∈X f (x)maxp∈P g(p),
consequently,
f
(
x∗
)=max
x∈X f (x),
g
(
p∗
)=max
p∈P g(p).
So, x∗ solves (12) and p∗ solves (13).
Suppose conversely that x∗ solves (12) and p∗ solves (13). Since x∗ solves (12), f (x∗) is positive and the convex sets X
and f (x∗)Y have no interior point in common. By the separation theorem there exists p′ ∈ Rn+ such that
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p′T x 1 ∀x ∈ f (x∗)Y . (17)
From (16) it follows p′ ∈ P . By virtue of (17) we have further
f
(
x∗
)
p′T x 1 ∀x ∈ Y ⇒ f (x∗)p′ ∈ Q
⇔ g( f (x∗)p′) 1
⇔ f (x∗)g(p′) 1.
This together with (15) implies f (x∗)g(p′) = 1, and consequently p′ solves (13). Since p∗ also solves (13), we have g(p′) =
g(p∗). We thus obtain (14). 
By the above theorem we obtain the following corollary.
Corollary 2.1. If x∗ solves (12) and p∗ solves (13), then p∗T x∗ = 1.
Proof. Suppose that x∗ solves (12) and p∗ solves (13). Then, f (x∗) > 0 and by virtue of Theorem 2.1
g
(
p∗
)= 1
sup{ f (x): p∗T x 1, x 0}
= 1
f (x∗)
.
Therefore,
f
(
x∗
)= sup{ f (x): p∗T x 1, x 0}.
Since f is homogeneous and f (x∗) > 0, this implies p∗T x∗ = 1. 
Since X and P are the upper conjugates of each other and f and g are the conjugates of each other, the duality between
(12) and (13) is involutory, i.e., the dual of the dual problem (13) is nothing but the primal problem (12).
3. Duality for vector-maximization problem
Suppose that the space Rn is the Decarte product of the subspaces Rni , i = 1,2, . . . ,k (k 1):
Rn =
k∏
i=1
Rni ,
where n =∑ki=1 ni and ni  1, i = 1,2, . . . ,k. For any i = 1,2, . . . ,k let xi ∈ Rni+ be an activity subvector, and denote
x =
k⊕
i=1
xi
= (x1, x2, . . . , xk),
where
⊕
stands for the direct sum. Similarly, for any i = 1,2, . . . ,k let pi ∈ Rni+ be a dual activity subvector, and denote
p =
k⊕
i=1
pi
= (p1, p2, . . . , pk).
For any i = 1,2, . . . ,k we are given a production function f i deﬁned on Rni that is polyhedral concave nondecreasing
homogeneous and not identically zero on Rni+ . A primal vector-maximization problem under our consideration is as follows
f i
(
xi
)→max i = 1,2, . . . ,k,
s.t. x = (x1, x2, . . . , xk) ∈ X, (18)
where X is a full-dimensional bounded closed convex subset in Rn+ satisfying the free disposal condition.
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dual of the primal problem (18) is as follows
gi
(
pi
)→max i = 1,2, . . . ,k,
s.t. p = (p1, p2, . . . , pk) ∈ P . (19)
If k = 1, then (18) and (19) are the scalar-maximization problems, and the above duality is exactly the duality presented in
the previous section.
Example 3.1. Let f i be a Leontief production function for any i = 1,2, . . . ,k:
f i
(
xi
)=min{ xij
qij
: j = 1,2, . . . ,ni
}
,
where qij , i = 1,2, . . . ,k, j = 1,2, . . . ,ni , are positive reals. The problem (18) becomes
min
{ xij
qij
: j = 1,2, . . . ,ni
}
→max i = 1,2, . . . ,k,
s.t. x = (x1, x2, . . . , xk) ∈ X .
According to Example 2.1 the dual is
ni∑
j=1
qij p
i
j →max i = 1,2, . . . ,k,
s.t. p = (p1, p2, . . . , pk) ∈ P .
If X is a polytope explicitly deﬁned by linear constraints:
X = {x 0: aiT x 1, i = 1,2, . . . ,m},
where ai is a positive vector in Rn for any i = 1,2, . . . ,m, then P is also an explicitly deﬁned polytope:
P =
{
p  0: p 
m∑
i=1
μia
i,
m∑
i=1
μi  1, μi  0, i = 1,2, . . . ,m
}
,
and the dual is a multi-objective linear program.
The following proposition is needed for the study of the duality relationship between the primal and the dual.
Proposition 3.1. For any i = 1,2, . . . ,k and any xi ∈ Rni+ , pi ∈ Rni+ if piT xi  αi where αi  0, then fi(xi)gi(pi) αi .
Proof. If αi = 0 and f i(xi) = 0, then this proposition is straightforward. If αi = 0 and f i(xi) > 0, then
gi
(
pi
)= 1
sup{ f i(yi): piT yi  1, yi  0}
= 1+∞
= 0,
and consequently we obtain f i(xi)gi(pi) = 0  αi . If αi > 0, then by setting ui = 1αi pi we have ui
T
xi  1, hence
f i(xi)gi(ui) 1 (by Proposition 2.1). So,
1 f i
(
xi
)
gi
(
1
αi
pi
)
= 1
αi
f i
(
xi
)
gi
(
pi
)
,
or equivalently αi  f i(xi)gi(pi). 
Now we present an inequality that tells about the weak duality between the primal–dual pair (12) and (13).
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k∑
i=1
f i
(
xi
)
gi
(
pi
)
 1. (20)
Proof. Let x ∈ X and p ∈ P . Since P is the lower conjugate of X , we have
pT x =
k∑
i=1
pi
T
xi  1.
By setting αi = piT xi for any i = 1,2, . . . ,k we have αi  0, i = 1,2, . . . ,k, and ∑ki=1 αi  1. By Proposition 3.1,
f i
(
xi
)
gi
(
pi
)
 αi, i = 1,2, . . . ,k.
So, we obtain (20). 
On the basis of the weak duality we call the following equation
k∑
i=1
f i
(
xi
)
gi
(
pi
)= 1 (21)
the duality equation that refers to the strong duality.
Theorem 3.2. Let x and p ∈ P . If (x, p) satisﬁes the duality equation (21), then x is primal weakly Pareto eﬃcient and p is dual weakly
Pareto eﬃcient.
Proof. Let x ∈ X and p ∈ P such that (x, p) satisﬁes the duality equation (21). From (21) it follows that
∃i ∈ {1,2, . . . ,k}: gi
(
pi
)
> 0,
and by virtue of Theorem 3.1 we have
k∑
i=1
gi
(
pi
)
f i
(
xi
)=max
{
k∑
i=1
gi
(
pi
)
f i
(
xi
)
: x ∈ X
}
,
where (g1(p1), g2(p2), . . . , gk(pk)) can be considered as a nonzero weight vector for the problem (18). Consequently, x is
primal weakly Pareto eﬃcient. Quite similar, p is dual weakly Pareto eﬃcient. 
Theorem 3.3. Let x ∈ X and p ∈ P such that (x, p) satisﬁes the duality equation (21). If gi(pi) > 0 for any i = 1,2, . . . ,k, then x is
primal Pareto eﬃcient. If f i(xi) > 0 for any i = 1,2, . . . ,k, then p is dual Pareto eﬃcient.
Proof. If (x, p) satisﬁes the duality equation (21), then x is an optimal solution of the scalarization of the problem (18)
with the weight vector (g1(p1), g2(p2), . . . , gk(pk)). Therefore, x would be primal Pareto eﬃcient when gi(pi) > 0 for any
i = 1,2, . . . ,k. Similarly, p would be dual Pareto eﬃcient when f i(xi) > 0 for any i = 1,2, . . . ,k. 
For the strong duality we have the following theorem.
Theorem 3.4. If x is primal weakly Pareto eﬃcient, then there is p ∈ P such that (x, p) satisﬁes the duality equation (21). Similarly, if
p is dual weakly Pareto eﬃcient, then there is x ∈ X such that (x, p) satisﬁes the duality equation (21).
Proof. Suppose that x is primal weakly Pareto eﬃcient. Then, X has no intersection with the open convex set Fx deﬁned as
follows
Fx =
{
z ∈ Rn: f i
(
zi
)
> f i
(
xi
)
, i = 1,2, . . . ,k}.
The orthant Rn+ is contained in the recession cone of this open convex set. By the separation theorem, there are u ∈ Rn and
α ∈ R such that
uT z α z ∈ X, (22)
uT z > α ∀z ∈ Fx. (23)
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follows that α > 0. Set p = 1α u. Then, from (22) and (23) it follows that
pT z 1 ∀z ∈ X, (24)
pT z > 1 ∀z ∈ Fx. (25)
From (24) it follows p ∈ P . From (25) it follows that there are nonnegative reals μ1,μ2, . . . ,μk not all zero such that
p =
k⊕
i=1
μiq
i, (26)
1
k∑
i=1
μi f i
(
xi
)
, (27)
qi ∈ ∂ f i
(
xi
)
, i = 1,2, . . . ,k, (28)
where ∂ f i(xi) stands for the supdifferential of f i at xi for any i = 1,2, . . . ,k (cf. [6]). From (28) it follows that
f i(0) f i
(
xi
)− qiT xi,
f i
(
2xi
)
 f i
(
xi
)+ qiT xi,
hence
qi
T
xi  f i
(
xi
)
,
f i
(
xi
)
 qiT xi,
consequently qi
T
xi = f i(xi). Moreover,
f i
(
xi
)=max{ f i(xi): qiT xi  qiT xi, xi  0}
=max{ f i(xi): qiT xi  f i(xi), xi  0}.
Deﬁne
I = {i ∈ {1,2, . . . ,k}: f i(xi)> 0}.
For i ∈ I we have
sup
{
f i
(
xi
)
: qi
T
xi  1, xi  0
}= sup{ f i(xi): qiT ( f i(xi)xi) f i(xi), xi  0}
= sup
{
f i
(
1
f i(xi)
xi
)
: qi
T
xi  f i
(
xi
)
, xi  0
}
= 1
f i(xi)
sup
{
f i
(
xi
)
: qi
T
xi  f i
(
xi
)
, xi  0
}
= 1.
So,
gi
(
qi
)= 1 ∀i ∈ I.
Consequently,
gi
(
pi
)= gi(μiqi)
= μi gi
(
qi
)
= μi ∀i ∈ I. (29)
From (27) and (29) it follows that
1
∑
i∈I
gi
(
pi
)
f i
(
xi
)
=
k∑
i=1
gi
(
pi
)
f i
(
xi
)
.
By virtue of the weak duality (Theorem 3.1) this implies that the duality equation (21) holds at (x, p).
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the above we can show that there is x ∈ X such that the duality equation (21) holds at (x, p). 
4. Conclusions
In Ref. [11] we applied the conjugate duality for a nondecreasing linear maximization over a feasible region in the
nonnegative n-dimensional orthant. Since the conjugate of a nondecreasing linear function is no longer linear, the class of
nondecreasing linear functions is not closed with respect to the conjugacy. In this article we have applied the conjugate
duality to a problem of maximizing a polyhedral concave nondecreasing homogeneous function over a convex feasible set.
Since the conjugate of a polyhedral concave nondecreasing homogeneous function is also a polyhedral concave nondecreas-
ing homogeneous function, the class of polyhedral concave nondecreasing homogeneous functions is closed with respect to
the conjugacy and the duality result is a proper generalization of the earlier one in Ref. [11]. This duality scheme was used
for more general case in which the objective function is not necessarily polyhedral and nondecreasing and the feasible set
is not necessarily contained in the nonnegative orthant (cf. [9,10]). However, in this article we extend the conjugate duality
for a vector-maximization problem. The duality scheme is involutory and we can derive a duality equation which can help
to characterize the weak Pareto eﬃciency, and to give a suﬃcient condition for the Pareto eﬃciency.
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