In this paper, we propose a novel asymmetric -insensitive pinball loss function for quantile estimation. There exists some pinball loss functions which attempt to incorporate the -insensitive zone approach in it but, they fail to extend the -insensitive approach for quantile estimation in true sense. The proposed asymmetric -insensitive pinball loss function can make an asymmetric -insensitive zone of fixed width around the data and divide it using τ value for the estimation of the τ th quantile. The use of the proposed asymmetric -insensitive pinball loss function in Support Vector Quantile Regression (SVQR) model improves its prediction ability significantly. It also brings the sparsity back in SVQR model. Further, the numerical results obtained by several experiments carried on artificial and real world datasets empirically show the efficacy of the proposed ' -Support Vector Quantile Regression' ( -SVQR) model over other existing SVQR models.
Introduction
Given training set T = {(x i , y i ) : x i ∈ R n , y i ∈ R, i = 1, 2..., l }, the problem of regression is concerned with finding a function f (x) which estimates the conditional mean of y given x. But, only the estimation of the conditional mean function is not enough to give a full description about the stochastic relationship between the target and response variables. Therefore, in many applications, we are interested in the estimation of the conditional quantile functions f τ (x) as well.
The quantile regression problem had intialy been studied in 1978 by Koenkar and Bassett [1] , which was later detalied and discussed in (Koenker, [2] ). Koenkar and Bassett [1] proposed the use of pinball loss function for the estimation of the conditional quantile function f τ (x). The pinball loss function is an asymmetric loss function which, for a given quantile τ ∈ (0, 1), is defined as
But, Takeuchi et al [6] were first to initiate the study of the quantile regression problem in a non-parametric framework [6] . It also establishes that a minimizer of pinball loss function (1) asymptotically converges to the real quantile function under a very general conditions. Their formulation consist of minimization of the pinball loss function (1) along with a regularization term for the estimation of the conditional quantile function f τ (x) . Like Support Vector Regression (SVR) model (Vapnik et al., [7] )(Drucker et al., [8] ), (Gunn, [9] ) their proposed Support Vector Quantile Regression (SVQR) model is also consistent with the Structural Risk Minimization (SRM) principle (Vapnik, [10] ).
It is well known that sparsity is a very desirable property in a regression model. A sparse regression model uses few training data points for the construction of the regression function and is very time efficient in the prediction of the responses of test data points. Unlike -SVR model, the SVQR model lacks sparsity as all of the training data points contribute to the empirical risk in the pinball loss function. That is why, a SVQR model, which can use the -insensitive approach efficiently is required for increasing its generalization ability and bringing the sparsity back in the model.
The idea of using of -insensitive tube in the SVQR model seems to be obvious and has been described at number of places in the literature. But, we have not found any formulation which extends the idea of the -insensitive tube in SVQR model in its true sense.
Takeuchi and Furuhashi considered the -insensitive pinball loss function for estimation of the non-crossing quantile in their work (Takeuchi and Furuhashi, [11] ).They combined the symmetric -insensitive tube with the asym- 
for estimation of the non-crossing quantiles function. However, they had also admitted there that the introduction of -tube is unfavorable for estimation of the conditional quantile estimator. One of the possible reason for this could be the symmetry of the -tube i,e. the -tube is symmetric around the estimated function. We have also plotted the -insensitive pinball loss function described in (Takeuchi and Furuhashi, [11] ) in the Figure (1) and found that the proposed loss function is not convex and hence cannot be properly minimized using any convex program. Further, the given loss function doesn't reduce to the Vapnik -insensitive loss function for τ = 0.5. Hu et al, had also considered the similar kind of -insensitive pinball loss function in their work (Hu et al, [12] ) for estimation of quantiles but here also, the -tube was symmetric around the estimated function. Seok et al. [13] also attempted to extend the idea of -insensitive approach in SVQR model. But for this, they proposed an asymmetric e-insensitive pinball loss function for quantile estimation which is as follows.
Their resulting formulation was termed with 'Sparse Support Vector Quantile Regression' (Sparse SVQR) model. The Sparse SVQR model was able to obtain sparse solution. The e-insensitive pinball loss function of Seok et al. [13] can make an asymmetric -insensitive zone around the estimated function. But, there is still major problem in it. The width of the -insensitive zone in einsensitive pinball loss function of Seok et al. [13] varies with the τ values where as it should ideally vary with the variance present in the response values of the training data. It also makes the selection of the good -value difficult in practice. Further, the Sparse SVQR model requires the tuning of different choices of for the prediction of different conditional quantile function for a given training set.
Park and Kim [14] had also proposed a similar kind of improvement in the -insensitive pinball loss function for quantile regression model in reproducing kernel Hilbert space. They have proposed the following loss function
Similar to the e-insensitive pinball loss function of Seok et al. [13] , the width of the -insensitive zone in the loss function of Park and Kim [14] also varies with the τ values.
We have realized the need of developing an -insensitive pinball loss function which can extend the -insensitive approach in pinball loss function in true sense for the quantile estimation. For this, we have proposed a novel asymmetric -insensitive pinball loss function to be used for quantile estimation in this paper. For a given τ ∈ (0, 1) , the proposed asymmetric -insensitive pinball loss function is given by
For the problem of the quantile regression and given quantile τ ∈ (0, 1), it can be better understood in the following form.
Unlike other -insensitive loss functions, the overall width of the -zone in the proposed asymmetric -insensitive pinball loss function does not vary for different values of τ rather, the division of the -insensitive zone along the regressor is dependent on the specific τ value. The expected number of training points lying above and below the estimated function decides the length of the -insensitive zone assigned to below and above the estimated function. In this way, the proposed asymmetric -insensitive pinball loss function incorporates the concept of the -insensitive zone in existing SVQR model in true sense. Figure 2 shows the comparison of the proposed asymmetric -pinball loss function and existing e-insensitive loss function of Seok et al. [13] for different values of τ with the fixed values of = 1. From this figure, it can be observed that, unlike the e-insensitive loss function, the total width of the -insensitive zone is fixed in the proposed -pinball loss function in all cases. However, the division of the -insensitive zone is not symmetric and depends on the specific τ value chosen. The underlying logic behind this division of the -insensitive zone is that it should be based on the expected number of training points lying above and below the estimated regressor. Further, it can be observed that the total width of the -insensitive zone is not fixed to 1 in the existing e insensitive loss function and does depend on the τ value which may lead to the inaccurate result. For example for τ = 0.1, the e insensitive loss function assigns very large insensitive zone towards the upside of the estimated regressor which makes it to ignore most of the training points lying up side of the estimated regressor and distort the generalization ability of the estimated regressor. This seems to be a major drawback of the e-insensitive loss function and the resulting Sparse SVQR model [13] , which has been very well handled in our proposed -SVQR model. Figure 3 shows the plot of -pinball loss function proposed by Park and Kim [14] for τ = 0.1 and 0.9 with fixed = 1. Like e-insensitive pinball loss function of Seok et al. [13] , the overall width of the -insensitive zone in the loss function of Park and Kim [14] also varies with the τ values. It makes the loss function of Park and Kim [14] not suitable for practice.
Further, we minimize the proposed asymmetric -insensitive pinball loss function loss function along with a regularization term in a regression model for quantile estimation. We term the resultant regression model with ' -Support Vector Quantile Regression' ( -SVQR) model. The proposed -SVQR model extends the -insensitive approach in SVQR model in true sense. The proposed -SVQR model [13] considers an asymmetric -insensitive zone around the quantile regressor and ignores data points which lie in this zone. The data points which lie outside of the -insensitive zone are only allowed to participate in the construction of the regression function. In this way, the proposed -SVQR model brings the sparsity back in the SVQR model. Unlike Sparse SVQR, the proposed -SVQR model can obtain major improvement in the prediction by tunning the width of the -tube. Extensive experiments with several artificial and real-world benchmark datasets show the efficacy of the proposed -SVQR model.
The rest of this paper is organized as follows. Section-2 briefly describes the standard Support Vector Quantile Regression model [6] and Sparse Support Vector Quantile Regression model [13] . In Section-3, we present the formulation of proposed -Support Vector Quantile Regression model. Section-5 contains the numerical results obtained by extensive experiments carried on several artificial and UCI datasets. It empirically shows the advantages of the proposed SVQR model and other existing SVQR models. Section-6 concludes the main contribution of our work.
Support Vector Quantile Regression models
For the given training set T and the quantile τ ∈ (0, 1) , the SVQR model estimates the conditional quantile function f τ (x) = w T φ(x) + b in the feature space, where φ : R n → H is a mapping from the input space to a higher dimensional feature space H.
Standard Support Vector Quantile Regression model
The standard SVQR model minimizes
which can be equivalently converted to the following Quadratic Programming Problem (QPP)
subject to,
Here C ≥ 0 is a user defined parameter which is used to find a good tradeoff between empirical risk and flatness of the regressor. To solve the primal problem (8) efficiently, we derive its corresponding Wolfe dual problem and obtained the following QPP
After obtaining the optimal values of α i and α * i from the dual problem (9), the quantile regression function f τ (x), for any test data point x ∈ R n , is estimated as
The value of bias b can be computed by using the KKT conditions for the primal problem (8) as is done in the traditional -SVR model.
Sparse Support Vector Regression Model
The Sparse SVQR model [13] uses the e-insensitive loss function h τ (x) to measure the empirical risk along with the regularization term for the estimation of the quantile function. It seeks to find the solution of the optimization problem
which has been converted to the following constrained optimization problem by Soek et al. in [13] )
Here ≥ 0 and C ≥ 0 are user defined parameters. Like standard SVQR model, the Wolfe dual problem corresponding to the primal problem (12) can also be solved to obtain the desired quantile estimate.
Proposed -Support Vector Quantile Regression model
In this section, we present our proposed -Support Vector Quantile Regression model ( -SVQR) model which uses the proposed asymmetric -pinball loss function for measuring the empirical risk. The proposed -SVQR model minimizes (13) which can be further rewritten as
After introducing the variables (14) can be converted to the following QPP
which can be written in the standard form as follows 
Here ≥ 0 is the user defined parameter. It is notable that with = 0 , the proposed -SVQR model reduces to the SVQR model (Takeuschi et al., [6] ). For solving the primal problem (17) efficiently, we need to derive its Wolfe dual problem. The Lagrangian function for the primal problem (17) is obtained as
We can now note the KKT conditions for (17) as follows
Making the use the above KKT conditions, the Wolfe dual problem of the primal problem (17) can be obtained as follows
The KKT conditions (19)-(28) will help us to discover the various characteristics of the proposed -SVQR model. At first, we shall state following preposition.
Proof:-If possible, let us suppose there exists an index i such that α i β i = 0 holds. It implies that α i = 0 and β i = 0. Therefore, from the KKT condition (23) and (24) we can obtain
and
Adding equation (30) and (31) gives ξ * i + ξ i = − which is possible only when either ξ i ≤ 0 or ξ * i ≤ 0. But, the KKT condition (28) requires ξ i ≥ 0, ξ * i ≥ 0, f or i = 1, 2, ..., l. which contradicts our assumption. This proves the proposition.
Further, let us locate the training points with the help of their obtained Lagrangian multipliers α i and β i values.
For this, we consider the following three disjoint sets
For all training data points x i ∈ S 1 we will have γ i > 0 (or λ i > 0) from KKT condition (21) (or (22)). It implies that ξ i = 0 (or ξ * i = 0) from KKT condition (25). But since, α i ≥ 0 (or β i ≥ 0) so condition (30) (or (31)) must satisfy which will consequently imply that
will hold true. It means that all training data point x i ∈ S 1 will be located on the boundary points of the -insensitive zone. Further, the data point which satisfies 0 < α i ≤ Cτ will be lying on the upper boundary of the asymmetric -insensitive zone. The data point which satisfies 0 < β i ≤ C(1 − τ ) will be lying on the lower boundary of the asymmetric -insensitive zone. For all training data points x i ∈ S 2 , we will have γ i = 0 (or λ i = 0) from KKT condition (21) (or (22)). It implies that ξ i ≥ 0 (or ξ * ≥ 0). Using the KKT condition (23) ( or (24)) we can obtain
It means that these training data points are lying outside of the asymmetric -insensitive zone. Further, the data point for which α i = Cτ will be lying above the asymmetric -insensitive zone. The data point for which α i = C(1 − τ ) will be lying below of the asymmetric -insensitive zone.
For all training data point x i ∈ S 3 will lie inside of the -insensitive zone and will not contribute to errors. These data points are ignored and doesn't contribute in the construction of the regression function.
Like the -SVR model, the data points which are lying outside of theinsensitive zone as well on the boundary of the -insensitive zone only contribute to the estimated regressor. But, the proportion of their contributions is not equal in the proposed -QSVR model. It depends upon the location of the data point as well as τ value. In the proposed -SVQR model, the data point which lies above and below of the asymmetric -insensitive zone contribute to the final quantile regressor in the ratio of (1 − τ ) and τ . For example, for τ < 0.5 , the data point lying below of the asymmetric -insensitive zone are more important than data point lying above of the asymmetric -insensitive zone in the construction of the regressor. It is only because of the fact that for τ < 0.5, few data points will be lying below of the asymmetric -insensitive zone and more data points will be lying above of the asymmetric -insensitive zone.
After obtaining the solution of the dual problem (29), the quantile regression function f τ (x), for any test data point x ∈ R n , is estimated as
For obtaining the optimal value of the bias term b, we can pick up the training data points in S 1 and can compute the value of b from the equation (32) 
Experimental Results
In this section, we have performed extensive experiments to verify the efficacy of the proposed -SVQR model. ), where q is the kernel parameter and quantile regression function is estimated by (36). The proposed -SVQR model and Sparse SVQR model involves three parameters namely RBF kernel parameter q,C and . These parameters have been tunned with exhaustive search method (Hsu and Lin, [15] ). The parameter q and C has been searched in the set {2 i : i = −15, −9, ......9, 15}. The parameter has been searched in the set {0, 0.1, 0.2, ...2, 2.5, 3 .., 5}.
Performance Criteria
For comparison of the efficacy of SVQR models, we have used some evaluation criteria which is also mentioned in (Xu Q et al., [16] ). Given the training set T = {(x i , y i ) : x i ∈ R n , y i ∈ R, i = 1, 2..., l } and true τ -th conditional quantile function Q τ (y/x), we list the evaluation criteria as follows.
(i) RM SE: It is Root Mean Square of Error.
It is given by
(ii) M AE: It is Mean of the Absolute Error.
It is a measure used for the quantile regression estimate. It is given
. If its value is less than 1 then the used quatile regression is better than guessing. (iv) Error E τ : It is the measure which is used when the true quantile function is unknown. It is given by E τ = |p τ − τ |, where p τ = P (y i ≤ f τ (x i )) is the coverage probablity. For the real world UCI datasets experiments, we would be using this measure. We shall compute the coverage probability p τ by obtaining the estimated τ value in 100 random trails. 
Artifical Datasets
We need to observe the role of -insensitive zone in SVQR models and prove the efficacy of the proposed -SVQR model over Sparse SVQR model empirically. For this, we have considered artificial datasets with different nature of noises. We have generated the training set T where x i is drawn from the univariate uniform distribution with [−4, 4]. The response variable y i is obtained from polluting a nonlinear function of x i with different natures of noises in artificial datasets as follows.
AD1: y
where ξ i is from N(0, σ).
The artificial datasets AD1 and AD2 contain 200 training points. The true quantile function Q τ (y i /x i ) in these artificial datasets can be obtained as
where F −1 τ (ξ i ) is the τ th quantile of random error ξ i . We have evaluated the SVQR models in 100 independent trails by generating 1000 testing points in each trails. The one run simulation of the artificial dataset AD1 with σ = 0.2 has been plotted in the Figure 5 along with the true quantile estimates and predicted quantile estimates by proposed -SVQR model for several τ values. Table 1 and  Table 2 respectively. We can infer following observations from these Tables.
(i) The numerical values listed in the first column of Table 1 and Table 2 Table 3 and Table 7 respectively . It can observed that in most of cases, the proposed -SVQR obtains better RMSE values than existing Sparse SVQR model.
We have also compared the performance of the Sparse SVQR model with the proposed -SVQR model on artificial dataset AD2 with different evaluation criteria. The AD2 artifical dataset contains asymmetric noise from χ 2 (3). Table 8 shows the optimal performance of the standard SVQR , Sparse SVQR model and proposed -SVQR model using different evaluation criteria for different τ values along with tunned values of parameters. It can be observed that the Sparse SVQR and proposed -SVQR model obtains better generalization ability than the standard SVQR model. It means that the use of -insensitive zone in SVQR model helps it to own better generalization ability. Further, it can also be observed that the proposed -SVQR model owns better generalization ability than Sparse SVQR model.
UCI Datasets
We have also considered UCI datasets to show the efficacy of the proposed -SVQR model. Table 1 : RMSE obtained by the proposed -SVQR model with different σ and values for τ =0.1. Fig. 6 : Comparisons of minimum RMSE obtained by proposed -SVQR with other SVQR models after tunning its parameter for different variance of noise σ for τ = 0.1 [17] . The 80% of the data points were used for the training the regression model where as remaining 20% of data points were used for the testing regression estimate. Since the actual true quantile functions for these UCI datasets are unknown, so we have computed the Error E τ by computing the converge probability described in Section 4.1 in 100 trails for evaluation of performances of SVQR models. It is noteworthy that the standard SVQR model is equivalent to the proposed -SVQR model with = 0. Table 9 lists the Error E τ obtained by the proposed -SVQR model with different values for different τ values on the Servo dataset. It can be observed that there exists several choices of non-zero values of for which, the proposed -SVQR can outperform the existing standard SVQR model. It is well depicted by the Figure (9) . It can be realized that the proposed -SVQR model is a better substitute of SVQR model. Figure ( can be observed that irrespective of values of , the proposed -SVQR model can obtain sparse solution which increases with the increase in value. Error obtained by these models over SVQR model. It can be observed that the proposed -SVQR is always a better substitute than Sparse SVQR model. Table 13 and 14 list the performance of the proposed -SVQR model with the different values in the estimation of different quantiles for Boston Housing ( 506×14 ) and Traizines ( 186×61 ) datasets respectively . The similar kinds of observation can also be drawn from these tables.
Conclusion
This paper reviews the development of Support Vector Quantile Regression and finds that the existing pinball loss functions fail to incorporate theinsensitive zone in true sense. Further, this paper proposes a novel asymmetric -insensitive pinball loss function for measuring the empirical risk in support vector quantile regression model. The proposed asymmetric -insensitive pinball loss function divides the fixed width of -insensitive zone using the τ value and present a suitable asymmetric -insensitive zone for each τ value.
The resulting model which has been termed with '' -Support Vector Quantile Regression' ( -SVQR) model ignores data points which lie inside of the asymmetric -insensitive zone which make the proposed model a sparse regression model. The optimal choice of the value of in the proposed -SVQR model depends upon the variance present in the training data points around theinsensitive zone. The -SVQR model improves the prediction of the existing SVQR model significantly and also enjoys the sparsity as well. The detailed experiments carried on various artifical and real world UCI datasets using the various evaluation creteria show that the proposed -SVQR owns better generalization ability than other SVQR models.
The choice of the value of is crucial in the proposed -SVQR model. Therefore, we would like to develop techniques to obtain the optimal choice of the for a given training set.
