In this work we study parabolic equations determined by nonlocal operators in a general framework of bounded and measurable coefficients. Our emphasis is on the weak Harnack inequality and Hölder regularity estimates for solutions of such equations. We allow the underlying jump measures to be singular with a singularity that depends on the coordinate direction. This approach also allows to study several classes of non-singular jump measures that have not been dealt with so far. The main estimates are robust in the sense that the constants can be chosen independently of the order of differentiability of the operators.
Introduction
The aim of this work is to study regularity properties of weak solutions to parabolic equations of the form ∂ t u−Lu = f in I ×Ω ⊂ R d+1 governed by linear nonlocal operators of the following form
This operator is determined by a family of measures µ t (x, ·) for t ∈ R and x ∈ R d . In this article we study a rather general class of nonlocal operators allowing anisotropic and singular measures µ t (x, ·). A simple translation-invariant operator that is included in our set-up is given by
where α 1 , . . . , α d ∈ (0, 2). An interesting feature of our assumptions is that they allow to consider kernels of the form
where γ can be any arbitrarily large positive number if the set Γ ⊂ R d is chosen accordingly, see Example 3 in Section 9 for further details. An important example of a measure µ t (x, dy) is given by µ t (x, dy) = a(t, x, y)µ axes (x, dy) with
with α 1 , . . . , α d ∈ (0, 2) as above and a measurable function a. For detailed assumptions, see Section 2. The family (µ axes (x, ·)) x∈R d serves as a family of reference measures and plays an important role within this article. Let us briefly explain, using Lévy processes, what kind of jumps can be described by the measure µ axes (0, dy). First note, that µ axes (0, dy) is a Lévy measure supported on the union of the coordinate axes. The corresponding Lévy processes Z t = (Z 1 t , . . . , Z d t ) is a d-dimensional process consisting of independent one-dimensional α kstable Lévy processes Z k t . Due to the independence of these one-dimensional Lévy processes, the process Z t can only jump into the direction of the coordinate axes, which is done like an one-dimensional α k -stable Lévy process in the k-th coordinate direction. This jump behavior can be immediately seen by the measure µ axes (0, dy). If we assume for the moment, that a(t, x, y) ≡ 1 and u is sufficiently smooth and independent of t, then in the case µ t (x, dy) = µ axes (x, dy) the operator L satisfies F(Lu)(ξ) = (c 1 |ξ 1 | α 1 + · · · + c d |ξ d | α d )F(u)(ξ) for some constants c 1 , . . . , c d > 0. If these constants are equal to 1, then we recover (1.1). Note that the directional orders of differentiation of the operator are determined by the α k 's. In order to deal with such anisotropies, we consider for given α 1 , . . . , α d ∈ (0, 2) corresponding rectangles. Throughout the article, consider α max = max{α k | 1 ≤ k ≤ d}. It is worth emphasizing that α max can be replaced by any choice of a ≥ α max . It has to be ensured that there is an underlying metric in the Euclidean space R d such that M r (x) are balls with radius r > 0 centered at x ∈ R d . Replacing α max by any a ≥ α max will still satisfy this property.
For each k ∈ {1, . . . , d}, we define E k r (x) = {y ∈ R d : |x k − y k | < r αmax/α k }. Note, that
(1.
3)
The purpose of this paper is to study regularity results for weak solutions to ∂ t u − Lu = f . Since we will define weak solutions with the help of bilinear forms, let us define those objects in the following. The actual definition of weak solutions to the parabolic equation will be given in Section 2.
Let (µ(x, ·)) x∈R d be a family of measures. For u, v ∈ L 2 loc (R d ) and Ω ⊂ R d open and bounded, we define E µ Ω (u, v) =ˆΩˆΩ(u(y) − u(x))(v(y) − v(x)) µ(x, dy) dx and E µ (u, v) = E µ R d (u, v) whenever the quantities are finite. Let us formulate and explain the main assumptions on (µ(x, ·)) x∈R d . We assume symmetry in the following form. (1.4)
Let Λ ≥ 1 and α 1 , . . . , α d ∈ [α 0 , 2) be given for some α 0 ∈ (0, 2). The following assumption is concerned with the tail behavior of (µ(x, ·)) x∈R d .
Assumption 2. For every x 0 ∈ R d , ρ ∈ (0, 2) and every k ∈ {1, . . . , d}:
(1.5)
The tail estimate (1.5) will later be used in order to work with Lipschitz-continuous cut-off functions, see Lemma 3.1. The next assumption explains, in which sense the family (µ(x, ·)) x∈R d is comparable with (µ axes (x, ·)) x∈R d .
Assumption 3. For every x 0 ∈ R d , ρ ∈ (0, 3) and every u ∈ L 2 (M ρ (x 0 )):
(1.6) Assumption 3 serves two purposes. On the one hand, it allows us to deduce functional inequalities like the Sobolev inequality or the weighted Poincaré inequality for admissible measures (µ(x, ·)) x∈R d using the explicitly known family (µ axes (x, ·)) x∈R d . On the other hand, it guarantees the finiteness of nonlocal terms used in the definition of (weak) solutions, see (2.6).
Note that we assume comparability on small scales only because we prove the weak Harnack inequality and Hölder regularity estimates only on scales comparable to the size of Ω.
Using the aforementioned assumptions, we can define a class of admissible families of measures that we use in this paper.
Definition 1.2 (Class of admissible measures). Let Λ ≥ 1 and α 1 , . . . , α d ∈ [α 0 , 2) be given for some α 0 ∈ (0, 2). We call a family of measures (µ(x, ·)) x∈R d admissible with regard to (µ axes (x, ·)) x∈R d , if it satisfies Assumption 1, Assumption 2 and Assumption 3. We denote the class of such measures by K(α 0 , Λ).
Remark. (i) One can easily see that µ axes ∈ K(α 0 , Λ) for Λ = 2/α 0 .
(ii) The constants in our two main theorems depend on the choice of α 0 and Λ but not on the values of α 1 , . . . , α d . Thus we supress the dependence on α 1 , . . . , α d in the notation of K(α 0 , Λ).
In this work we study operators defined by admissible measures and establish local regularity results such as Hölder regularity estimates. Our main auxiliary result is a so-called weak Harnack inequality. A well-known consequence of the weak Harnack inequality is a result on the decay of oscillation for solutions and therefore Hölder regularity estimates. However, we need to consider a sub-class of admissible measures in order to derive Hölder regularity estimates.
Definition 1.3. We write µ ∈ K (α 0 , Λ) if µ belongs to K(α 0 , Λ) and satisfies
We state the two main results of this paper. Note that we have not yet introduced the concept of solutions for ∂ t u − Lu = f . We refer the reader to Definition 2.1 for the definition of (sub-/super-/) solutions and a thorough discussion of their scaling properties.
Our two main results are as follows.
Theorem 1.4 (Weak Harnack inequality). There is a constant c = c(d, α 0 , Λ) > 0 such that for every µ ∈ K(α 0 , Λ) and every supersolution u of ∂ t u − Lu = f in Q = (−1, 1) × M 2 (0), satisfying u ≥ 0 in (−1, 1) × R d , the following holds:
Theorem 1.5 (Hölder regularity estimate). There is a constant γ = γ(d, α 0 , Λ) ∈ (0, 1) such that for every µ ∈ K (α 0 , Λ) and every solution u to ∂ t u − Lu = 0 in Q = I × Ω and every Q Q, the following holds:
Remark. (i) Theorem 1.4 and Theorem 1.5 respectively the two estimates (1.8) and (1.9) are robust in the following sense. The constants c, γ, η depend on α 1 , . . . , α d only through the lower bound α 0 . Choosing α n k with α n k 2 as n → ∞ for some (or all) k ∈ {1, . . . , d}, the estimates hold true with constants independent of n. (ii) We choose to present the regularity estimate (1.9) in a way that does not reflect the possible anisotropy of the problem. Since the decay-of-oscillation result Theorem 8.3 captures the anisotropy, one could easily derive an anisotropic version of (1.9). In terms of further applications like compactness results, such a version does not seem to be very important to us.
Let us comment on possible applications of our two main results. We devote Section 9 to the study of several examples of families (µ(x, ·)) x∈R d that satisfy our assumptions. It is important to mention that Assumption 3 does not require µ(x, ·) to be singular with respect to the Lebesgue measure. For instance, the simple case µ(x, dy) |x − y| −d−α dy is covered by choosing all exponents α 1 , . . . , α d to be equal to α. The corresponding comparability condition has been established in [DK15] . Note that comparability of the energies in all of R d in this case follows directly from the fact that the two multipliers ξ → |ξ| α and ξ → |ξ
Let us mention further results related to systems of jump processes driven by stable processes and to nonlocal operators with singular jump intensities. Several works have studied systems of Markov jump processes given by
where Z k t (k = 1, . . . , d) are one-dimensional independent symmetric α k -stable components. In the case α = α k for all k, [BC06] proves unique weak solvability with the help of the martingale problem. Strong solvability for such systems including irregular drifts are considered in [CZZ17] . Under some additional assumptions on the matrix-valued function A, Hölder regularity of corresponding harmonic functions is established in [BC10] . In [DF13] the density of the transitions probability is shown to have a density. [KRS18] establishes the strong Feller property for the corresponding stochastic jump process. In [KR18] two-sided heat kernel estimates are obtained if the matrix A ik is diagonal and the diagonal elements are bounded and Hölder continuous.
The regularity results of [BC10] are extended in [Cha16] to the case where the index of stability α k is different for different components Z k . In this case, the results of [DF13] are extended in [FJR18] . Uniqueness and existence of weak solutions is proved in [Cha19] under the additional assumption that the matrix A ik is diagonal.
The aforementioned works address Markov processes resp. integro-differential operators that, in general, are not symmetric with respect to the Lebesgue measure. For symmetric Markov processes the approach via Dirichlet forms is very powerful and there are many contributions. One important feature of this approach is that one does not need to impose further regularity assumptions on the coefficients other than measurability and boundedness. In the case where the jump measure is absolutely continuous and has isotropic bounds, Hölder regularity of weak solutions to nonlocal equations corresponding to symmetric Dirichlet form is proved in [BL02] , [CK03] . The singular case with identical exponents α k is covered in [KS14, DK15] . The case of different exponents is covered in [CK20] . If all exponents α k are equal, sharp lower pointwise heat kernel estimates are proved in [Xu13] . Sharp upper bounds are proved in [KKK19] without any further regularity assumptions of the coefficients.
1.1. Outline. This article consists of nine sections and is organized as follows. In Section 2, we give a number of important definitions and introduce the concept of weak solutions. In Section 3 we define a class of appropriate cut-off functions and prove some technical results regarding those functions. Based on these results, we prove a local Sobolev inequality. Section 4 contains the proof of an unweighted and weighted Poincaré inequality. Section 5 provides a technical inequality for the logarithm of supersolutions to the parabolic equation ∂ t u − Lu = f . In Section 6 we present the anisotropic Moser iteration scheme for negative and small positive exponents. Finally, Section 7 contains the proof of the weak Harnack inequality and Section 8 the proof of the Hölder regularity estimate. In Section 9 we present examples of appropriate families of measures.
Preliminaries
This section contains several important definitions and provides some technical results. Furthermore, we introduce the concept of weak solutions and set up notation and terminology. From now on let α 1 , . . . , α d ∈ [α 0 , 2) be given for some α 0 ∈ (0, 2). Let α max = max{α k | 1 ≤ k ≤ d}.
Throughout this article Ω always denotes a bounded domain in R d and I an open, bounded interval in R.
Let us first discuss Assumption 2. Note that (1.3) implies that for every µ satisfying Assumption 2, it holds for every x 0 ∈ R d and ρ ∈ (0, 2):
where c = 2dΛ does not depend on α k . This line will be of importance in many upcoming arguments and plays a similar role as Assumption 3 in [CK20] . Furthermore, note that Assumption (K 1 ) in [FK13] implies an analogous condition in the isotropic setting. However, (2.1) does not imply (1.5). This is due to the fact that for fixed k ∈ {1, . . . , d}, the right-hand side of (1.5) converges to zero as α k 2, whereas this behavior cannot be concluded from the properties of (2.1). Note that for our reference measure µ axes , the constant in (2.1) can be computed exactly:
We define the following function spaces
Let a : R × R d × R d → [1/2, 1] be a measurable function that is symmetric in the second and the third variable, i.e. a(t, x, y) = a(t, y, x) for every t ∈ R, and a.e. x, y ∈ R d . Given an admissible family of measures µ ∈ K(α 0 , Λ), we define the family (µ t (x, ·)) t∈R,x∈R d by µ t (x, dy) = a(t, x, y)µ(x, dy),
The corresponding linear, nonlocal operator is given by
Let us denote by H µaxes loc (Ω) the space of all functions v : Ω → R such that vΦ ∈ H µaxes (Ω) for every Φ ∈ C ∞ c (Ω). In particular, a function v : Ω → R satisfies v ∈ H µaxes loc (Ω) if and only if v ∈ H µaxes (Ω ) for every Ω Ω. In the following we introduce the concept of a local weak (super-/sub-/) solution to ∂ t − L = f . The according definition is inspired by [FK13] .
(ii) for every subdomain Ω Ω and every subinterval [t 1 , t 2 ] ⊂ I and for every non-negative
,
(2.6)
Sometimes we write ∂ t u − Lu ≥ f in I × Ω whenever u is a supersolution in the sense of the foregoing definition. Subsolutions and solutions are defined analogously, except for the fact that in the definition of a solution, there is no restriction on the sign of the test function φ.
Note that we extend φ by zero on R d \ Ω in the interpretation of E µ t (u, φ). Remark. We emphasize that although we have written (super-/sub-/) solution in the foregoing definition, it rather is a weak (super-/sub-/) solution than a classical solution. Since we only use this concept of solutions and no confusion can arise, we simply write (super-/sub-/) solution.
Lemma 2.2. Let µ ∈ K(α 0 , Λ). Under the same assumptions as in Definition 2.1,
for every x ∈ Ω . By (1.4), (2.1) and (1.6),
The application of Assumption 3 in the foregoing proof explains the restriction to domains Ω with Ω ⊂ M r (x 0 ) for some x 0 ∈ R d and r ∈ (0, 3].
The concept of weak solutions requires a careful study of admissibility of test functions. The following remark justifies the usage of those test functions that we actually are working with. Remark. We will not use (2.6) directly but we work with the following inequalitŷ
for a.e. t ∈ I, applied to test functions of the form φ(t, x) = ψ(x)u −q (t, x), where q > 0, u is a positive supersolution in I × Ω and ψ is a suitable cut-off function (c.f. Proposition 5.2, Theorem 6.2 and Theorem 6.4). In particular, we assume that u is a.e. differentiable in t. Such alternative formulation has been already used in the article [FK13] . For an explanation why this approach is legitimate, we refer the reader to [FK13, . At this point, we emphasize that (2.1) is needed for the derivation of (2.7).
Let us introduce cylindrical domains as follows. The following result describes the scaling behavior of supersolutions u to ∂ t u − Lu = f .
Lemma 2.4 (Scaling properties). Let Λ ≥ 1, α 0 ∈ (0, 2), τ ∈ R, ξ ∈ R d and r > 0. Furthermore, let (µ(x, ·)) x∈R d be a family of measures satisfying (1.4) and
• (1.5) for every x 0 ∈ R d and ρ ∈ (0, 2r), k ∈ {1, . . . , d},
• (1.6) for every x 0 ∈ R d and ρ ∈ (0, 3r),
Assume f ∈ L ∞ (Q r (τ, ξ)). Let u be a supersolution to ∂ t u−Lu = f in Q r (τ, ξ) and let µ t (x, dy) be defined as in (2.4).
Remark. Let us briefly explain in two steps how the foregoing scaling properties go into the proof of Theorem 1.5.
It is easy to see that in this case, u is a supersolution to the same equation in Q r (τ, ξ) and the Lemma 2.4 can be applied. (ii) Apparently, scaling behaves similarly when it is applied directly to domains Q of the more general form Q = (τ − c 1 r αmax , τ ) × M c 2 r (ξ), where c 1 , c 2 > 0. In the situation of (i) with this choice of Q and by definingt,x,ũ,f ,μ,L as in Lemma 2.4, we obtain that u is a solution to ∂ tũ −Lũ ≥f in (−c 1 , 0) × M c 2 . This observation goes into the proof of Theorem 1.5.
As already mentioned, we aim to prove a Hölder regularity estimate for solutions u to ∂ t u−Lu = 0. The main auxiliary result is a weak Harnack inequality, which itself can be derived from a result by Bombieri and Giusti, see [SC02, pp. 731-733].
Lemma 2.5 (Lemma by Bombieri and Giusti). Let m, c 0 > 0, θ ∈ [1/2, 1], η ∈ (0, 1) and 0 < p 0 ≤ ∞. Let (U (r)) θ≤r≤1 be a non-decreasing family of domains U (r) ⊂ R d+1 . Furthermore, assume that w : U (1) → (0, ∞) is a measurable function which satisfies for every s > 0:
Additionally suppose that for all r, R ∈ [θ, 1], r < R and for all p
(2.10)
The weak Harnack inequality (Theorem 1.4) follows from a two-fold application of Lemma 2.5. Hence, the main difficulty is to show that the assumptions (2.8) and (2.9) are satisfied and that Lemma 2.5 can be applied for supersolutions under consideration. In order to verify these assumptions, we need to derive a Sobolev-type inequality, a weighted Poincaré inequality and establish Moser iteration schemes for positive and negative exponents.
Cut-Off functions and an anisotropic Sobolev inequality
In this section we introduce a class of appropriate cut-off functions and provide a Sobolev inequality for energy forms under consideration.
3.1. Cut-off functions. The goal of this subsection is to introduce a class of suitable cutoff functions and derive an anisotropic gradient estimate (c.f. Lemma 3.1) with the help of Assumption 1 and Assumption 2. Such cut-off functions will be useful for the proof of a local Sobolev-type inequality (c.f. Theorem 3.3).
In the spirit of [CK20], we say that
where for simplicity, we wrote τ := τ x 0 ,r,λ .
The existence of such an admissible family is easy to see. From now on, we fix such a family (τ x 0 ,r,λ ) x 0 ,r,λ and will always write τ for any such function from (τ x 0 ,r,λ ) x 0 ,r,λ , if the respective choice of x 0 , r and λ is obvious.
and every admissible cut-off function τ , the following is true:
Proof. We sketch the proof, following the lines of [CK20, Lemma 2.1]. Let x ∈ R d be arbitrary. For y ∈ R d , let = ( 0 (x, y), . . . , d (x, y)) ∈ R d(d+1) be a polygonal chain connecting x and y with
For the upper bound of A k , we make the following observation for every ρ ∈ (0, 2) and x ∈ R d , starting from Assumption 2:
Hence,
Choosing c 1 = d 2 2dΛ + 8Λc 2 and taking the supremum in x, proves the assertion.
Remark. The preceding result can already be found in [CK20, Lemma 2.1]. However, introducing Assumption 2 in this work, makes the result robust in the sense, that (3.1) remains true in the limit case α k 2.
The following result is a direct consequence of Lemma 3.1, see also [CK20, Corollary 2.2].
Corollary 3.2. There is c 1 = c 1 (d, α 0 , Λ) > 0 such that for each µ ∈ K(α 0 , Λ) and every x 0 ∈ R d , r ∈ (0, 1], λ ∈ (1, 2] and every admissible cut-off function τ in the above sense and every u ∈ L 2 (M λr (x 0 )), it holds true that
Proof. It holds that
where we used Lemma 3.1 in the final step.
3.2. Sobolev inequality. The following Sobolev inequality has been already proven for a smaller class of functions, namely in V µaxes (M λr (x 0 )|R d ) (see [CK20, Corollary 2.6]). However, using Corollary 3.2 it is not hard to see that it holds even true for the larger class of functions H µaxes (M λr (x 0 )). Since the proof does not significantly change, we omit it. Let
1 α k and note that d/2 ≤ β ≤ d/α 0 . Hence, this quantity can be bounded from above and below by constants independent of α 1 , . . . , α d , but depending on d, α 0 and Λ only. This simple observation allows us to choose the constant in the Sobolev inequality independent of α 1 , . . . , α d .
(3.2)
Poincaré inequalities
In this section we prove an unweighted and weighted Poincaré inequality in our anisotropic situation. A nice property of the Poincaré inequality, see Theorem 4.2, is the fact that the constants are independent of α 1 , . . . , α d , which has the consequence that for sufficiently nice functions it recovers in the limit, α k 2 for all k ∈ {1, . . . , d}, the classical Poincaré inequality with the classical Dirichlet energy, that is
where Q r (x 0 ) is the cube with center x 0 and side-length 2r. Furthermore, it is even possible to consider the limit in some directions. The corresponding operator and energy form can be described as a mixed local and nonlocal operator resp. energy with local effects in the directions of the limit and nonlocal effects in the other directions.
We thank B. Dyda for helpful discussions regarding the Poincaré inequality and its proof with us.
Let us start by proving the following technical lemma.
Proof. Without loss of generality, let x 0 = 0. Let z j := x + e k j(y k −x k ) N for j = 0, 1, . . . , N . As a consequence of convexity of the set M r , z j ∈ M r , j = 0, 1, . . . , N for every x ∈ M r and
where we renamed z j−1 and z j k by x respectively y k and used the estimate 1 j(N −j+1) ≤ 1 N in order to get rid of the sum over j in the last inequality.
Let us prove the following Poincaré inequality.
Theorem 4.2 (Poincaré inequality). There is a constant c 1 = c 1 (d) > 0 such that for every r > 0, x 0 ∈ R d and every measurable v :
Proof. For simplicity of notation and without loss of generality, we assume x 0 = 0. The proof for general x 0 ∈ R d works analogously. By Jensen's inequality
We define the polygonal chain = ( 0 (x, y), . . . , d (x, y)) joining x and y as in the proof of Lemma 3.1. This leads to,
(4.2)
Let us fix k ∈ {1, . . . , d} and define w :
(y 1 , . . . , y k , x k+1 , . . . , x d ). By Fubini's Theorem
In the following, we aim to show that there is a constant c 1 > 0 depending on the dimension d, such that 
The sequence β j,n will be chosen later. By Lemma 4.1 for N = N (j) = 2 j+1 and a = 2 −n r αmax α k ,
which proves (4.4) and finishes the proof.
We conclude this section by proving a weighted Poincaré inequality.
Proof. From Theorem 4.2 we know already that there is a constant c = c(d) > 0 such that for every x 0 ∈ R d and r > 0 and every v ∈ L 2 (M r (x 0 )) the following Poincaré inequality holds:
(4.5)
Note that on R d , d(x, y) := sup k=1,...,d |x k − y k | α k /αmax defines a metric. We can write ψ(x) = φ(d(x, 0)) with φ(z) = ((3 − 2z) ∧ 1) ∨ 0 decreasing in z. If k(x, y)dy is replaced by µ axes (x, dy) in the formulation and the proof of [DK13, Proposition 4], we conclude from (4.5) that
for some c = c(d, α 0 ) > 0. We now write ψ(x) = 2´3 /2 1 1 Ms(x) ds and obtain by using Fubini, a(t, x, y) ≥ 1/2 and Assumption 3 that
Combining these two estimates, leads tô
for every x, y ∈ M 3/2 and therefore the assertion of the theorem follows.
An inequality for log u
In this section, we study the logarithm of sufficiently large supersolutions to the parabolic equation ∂ t u − Lu = f . The main result of this section is Proposition 5.2, which allows us to verify the condition (2.8) in the Lemma by Bombieri and Giusti (see Lemma 2.5). This result follows from the weighted Poincaré inequality (Theorem 4.3) and an auxiliary result, which we will state below. The following result can be found for measures absolutely continuous with respect to Lebesgue measure in [FK13, Lemma 4.1], i.e. for kernels of the type k t (x, y)dy instead of µ t (x, dy).
Lemma 5.1. Let I ⊂ R, µ ∈ K(α 0 , Λ) and ψ : R d → [0, ∞) be a continuous function satisfying supp(ψ) = M r for some r > 0 and sup t∈I E µ t (ψ, ψ) < ∞. Then for w : Proposition 5.2 (Estimate for log u). There is C = C(d, α 0 , Λ) > 0 such that for every µ ∈ K(α 0 , Λ) and every supersolution u
there is a constant a = a(ũ) ∈ R such that the following two inequalities hold true simultaneously:
Note that in the above result, we used | · | for the volume with respect to (dt ⊗ dx).
Proof. Before, we start the actual proof of Proposition 5.2, we first introduce suitable auxiliary functions and establish some basic properties for these functions.
We define the test function φ(t, x) = ψ 2 (x)ũ −1 (t, x) and the auxiliary function v(t, x) = − logũ (t,x) ψ(x) . Since u is a supersolution to ∂ t u − Lu = f , we can apply (2.7) and obtain that for a.e. t ∈ (−1, 1)
Since φ(t, ·) ∈ H µaxes (R d ), the same arguments as in the proof of Lemma 2.2 show that
which implies that the expressions in (5.1) are finite and allows us to apply Lemma 5.1.
Hence, applying Theorem 4.3 to the second term on the left-hand side leads tô
for constants c 1 , c 2 > 0 depending only on d, α 0 , Λ and where
Integrating inequality (5.4) over [t 1 , t 2 ] ⊂ (−1, 1), yields ˆM
Note that ψ satisfieŝ
where c 3 = c 1 /4 d/α 0 .
We now start the actual proof of Proposition 5.2. It follows the ideas from [FK13, Proof of Proposition 4.2]. Since the proofs of the properties (5.2) and (5.3) are similar, we do only give a detailed proof of (5.2).
Let ε 0 > 0. By the continuity of the function V in t, there exists δ > 0 such that for all t 1 , t 2 with t 1 ≤ t 2 and t 2 − t 1 < δ it holds
. Combining this inequality with (5.5), we obtain that
Rewriting the foregoing inequality in terms of w and W yields
We set a := W (0) and deduce from (5.6) that t → W (t) is non-increasing, so W (t) ≤ a for a.e. t ∈ (0, 1).
For t ∈ (0, 1), let
Note, that for each x ∈ L s (t) and t, t 2 ∈ (0, 1), we have that w(t, x) − W (t 2 ) > s + a − W (t 2 ) ≥ s > 0. Hence, we get
.
Choose k ∈ N sufficiently large, such that 1 k < δ. Then
Finally, we conclude
for some constant c 4 > 0, depending only on c 2 , c 3 . Note that the second inequality in the foregoing argument makes only sense in the case s ≤ 2c 2 . If s > 2c 2 , it holds that |Q ⊕ (1) ∩ {c 2 t > s/2} | = 0 and we can choose c 4 = 2c −1 3 . This finishes the proof.
Moser Iteration
In this section we establish the Moser iteration scheme for negative exponents, as well as for small positive exponents. By carrying out the iteration we can obtain estimates for inf u and for small positive moments of u from which we can show the second assumption (2.9) of Lemma 2.5 and which allows us to prove the weak Harnack inequality. The main ingredients in this section are the Sobolev inequality (Theorem 3.3), Lemma 3.1 and the following two algebraic inequalities taken from [FK13, Lemma 3.3].
Lemma 6.1.
(i) Let q > 1, a, b > 0 and τ 1 , τ 2 ≥ 0. Set ϑ(q) = max 4, 6q−5 2 . Then
(6.1)
Since 1 − q < 0 the division by τ 1 = 0 or τ 2 = 0 is allowed. Theorem 6.2 (Moser iteration scheme for negative exponents). Let 1/2 ≤ r < R ≤ 1 and p > 0. There is c = c(d, α 0 , Λ) > 0 such that for every µ ∈ K(α 0 , Λ) and every non-negative supersolution u of ∂ t u − Lu = f in Q = I × Ω, with Q (R) Q and u ≥ ε > 0 in Q it holds that
Proof. Let u andũ be as in the statement of the theorem. As in the proof of [FK13, Proposition 3.4], we redefine in the case f L ∞ (Q) = 0 the functionũ = u + δ for some δ > 0. This guarantees that u ≥ δ > 0 in I × R d and ensures that the right-hand side of (6.4) is finite.
Taking the limit δ 0 in the end finishes the proof in this case. For q > 1, let v(t, x) =ũ 1−q 2 (t, x) and let τ x 0 =0,r=r,λ=R/r =: ψ : R d → [0, 1] be an admissible cut-off function in the sense of Subsection 3.1. We define the test function φ(t, x) = u −q (t, x)ψ q+1 (x). By (2.7),
Using (6.1) and the observation
where θ(q) = max(4, 6q−5 2 ). In the following, we study the terms appearing in the foregoing inequality (6.4). Beforehand, since ψ ≡ 1 in M r , we can bound the second term on the left-hand side from below bŷ
Using Lemma 3.1, we estimate the first term on the right-hand side of (6.4) as followŝ
Combining the estimates (6.4), (6.5) and (6.6) and using the fact that f /ũ L ∞ (Q) ≤ 1, we obtain
Note that the function χ has the following properties:
Multiplying the inequality (6.7) by χ 2 and integrating from −R αmax to some t ∈ I (r) leads toˆM
Since both summands on the left-hand side of (6.8) are nonnegative, we can estimate each of them separately from above by the quantity on the right-hand side of (6.8). From now on, c > 0 will always be considered as a placeholder for some (changing) positive constant that depends only on d, α 0 , Λ (and on β, but note that d/2 ≤ β ≤ d/α 0 ). We set Θ = β β−1 and let Θ be the corresponding Hölder exponent, that is Θ = β. Furthermore, let κ = 1 + 1 Θ = 1 + 1 β . Applying the Hölder inequality and the Sobolev inequality, (3.2) with λ = r+R 2r , leads tô
(6.9)
In the next step, we combine this estimate with (6.8).
We apply (6.8) once with r = r, R = r+R 2 (note: λ = r+R 2r ) in order to estimate the first factor in the above inequality and once with r = r+R 2 , R = R (note: λ = 2R r+R ) in order to estimate the nonlocal part in the second factor in the foregoing inequality. For brevity, we introduce
By (6.9) and (6.8),
and therefore ((q − 1)θ(q) + 1) ≤ cq 2 for some c > 0 independent of q. We set q = p + 1. By the foregoing observation, ˆQ
Using the definition of v finishes the proof.
The next result can be interpreted as a lower bound for the infimum of a non-negative supersolution u to ∂ t u − Lu = f and is obtained by iterating the result from Theorem 6.2. Proof. By Theorem 6.2
where κ = 1 + 1 β and A = c(p + 1) 2 (R − r) −αmax . For j ∈ N 0 , let r j = r + R−r 2 j and p j = pκ j . Note that (r j ) j∈N 0 is a decreasing sequence with r 0 = R and r j r as j → ∞. Furthermore, (p j ) j∈N 0 is an increasing sequence with p 0 = p and p j +∞ as j → ∞. Iterating inequality (6.11), we obtain for each m ∈ N 0
for some c 1 = c 1 (d, α 0 , Λ) > 0, where we used that 0 < p ≤ 1 and κ > 1. It holds
(R−r) dαmax/α 0 +αmax and by taking the limit m → ∞ in (6.12), we get that
Remark. Note that (6.10) remains true when p > 1, but in this case the constant c also depends on p.
6.2. Moser Iteration for small positive exponents. In this subsection, we prove a Moser Iteration scheme for small positive exponents. The main result of this subsection can be proven by a similar technique as in the proof of Theorem 6.2. For this reason, we only provide a sketch of the proof.
Theorem 6.4 (Moser iteration scheme for small positive exponents). Let 1/2 ≤ r < R ≤ 1 and p ∈ (0, κ −1 ], where κ = 1+ 1 β . There is c = c(d, α 0 , Λ) > 0 such that for every µ ∈ K(α 0 , Λ) and every non-negative supersolution u of
Note that we did not have to assume that u ≥ ε in Q as in Theorem 6.2 since the result does not contain any negative powers ofũ.
Proof.
In the case f L ∞ (Q) = 0, we proceed as described in the proof of Theorem 6.2. Let
where τ x 0 =0,r=r,λ=R/r =: ψ : R d → [0, 1] is an admissible cut-off function in the sense of Subsection 3.1. By (2.7), we obtain for a.e. t ∈ Î
(6.14)
Note that the second term on the left-hand side of the foregoing inequality can be easily estimated, using the non-negativity of u and Corollary 3.2, as follows
where c 1 = c 1 (d, α 0 , Λ) > 0. By taking the limit h → 0, using f /ũ L ∞ (Q) ≤ 1 and ∂ t (v 2 ) = (1 − q)ũ −q ∂ tũ , and combining (6.14) and (6.15), we obtain
for some constant c 2 = c 2 (d, α 0 , Λ) > 0. Applying (6.2), leads to
where ρ(q) = 4q 1−q , ρ 1 (q) = ρ(q)/6, ρ 2 (q) = ρ(q) + 9/q. Using the fact that ψ ≡ 1 on M r on the second term on the left-hand side and Lemma 3.1 on the second term on the right-hand side of the foregoing inequality, we obtain
for some constant c 3 = c 3 (d, α 0 , Λ) > 0. Note that the coefficients can be estimated as follows:
(1 − q)ρ 1 (q) = 2q/3 ≥ (2α 0 )/(3(d + 2)) = c(d, α 0 ) and (1 − q)(1 + ρ 2 (q)) ≤ 1 + (1 − q)ρ 2 (q) ≤ 5 + 9(d + 2)/(α 0 ) = c(d, α 0 ).
Let χ ⊕ : R → [0, 1] be defined by χ ⊕ (t) = R αmax −t R αmax −r αmax ∧ 1 ∨ 0. We multiply the above inequality with χ 2 ⊕ and integrate in s from some t ∈ I ⊕ (r) to R αmax . Similar to the proof of Theorem 6.2, we obtain
Proceeding as in the proof of Theorem 6.2, we obtain
which finishes the proof.
By an iteration argument, similar to the one we used in order to obtain Corollary 6.3, we now derive an estimate for small positive moments of non-negative supersolutions u to ∂ t u−Lu = f . Corollary 6.5. Let 1/2 ≤ r < R ≤ 1, κ = 1+1/β and p ∈ (0, κ −1 ). There is c = c(d, α 0 , Λ) > 0 such that for every µ ∈ K(α 0 , Λ) and every non-negative supersolution u of ∂ t u − Lu = f in Q = I × Ω, with Q ⊕ (R) Q, it holds that
Proof. This proof is along the lines of [FK13, Theorem 3.7]. Theorem 6.4 implies that
Let p ∈ (0, κ −1 ) be fixed. Similar to the proof of Corollary 6.3 we set p j = κ −j and r j = r + R−r 2 j for 1 ≤ j ≤ n, where n ∈ N is such that p n ≤ p < p n−1 . Note that R = r 0 ≥ r j > r j+1 > · · · ≥ r n > r and set
By iterating (6.17) and using the above line in the final step, we obtain the following estimate
(6.18)
We can further estimate (6.18) by using
and the Hölder inequality as follows:
for some c 1 = c 1 (d, α 0 , Λ) ≥ 1, where we used in the third step that |Q ⊕ (R)| ≤ |Q ⊕ (1)| and in the last step that κ
for some c 2 = c 2 (d, α 0 , Λ) > 0, as desired.
Weak Harnack inequality
The goal of this section is to establish the weak Harnack inequality for non-negative supersolutions u to ∂ t u − Lu = f . As we already pointed out, this result is a consequence of Lemma 2.5. However, the hard work has to be put into verifying the assumptions of Lemma 2.5 in order to apply it in a beneficial way to our situation. This verification has already been done in the previous sections, which is why the subsequent proof is relatively short.
Proof of Theorem 1.4. Setũ = u + f L ∞ (Q) . In the case f L ∞ (Q) = 0, setũ = u + ε for some ε > 0 and take the limit ε 0 at the end of the proof. Note that this procedure is necessary in order to apply Corollary 6.3 and Proposition 5.2. We define w = e −aũ−1 andŵ = w −1 = e aũ , where a = a(ũ) ∈ R is chosen such that (5.2), (5.3) are satisfied, i.e. there is c 1 > 0 such that for every s > 0
Let U = (U (r)) 1/2≤r≤1 andÛ = (Û (r)) 1/2≤r≤1 be two families of domains, defined by U (r) = (1−r αmax , 1)×M r andÛ (r) = (−1, −1 +r αmax )×M r . Note, that U (1) = Q ⊕ (1),Û (1) = Q (1) and U (1/2) = U ⊕ ,Û (1/2) = U . We want to apply Lemma 2.5 once to (w, U) with p 0 = ∞ and arbitrary η and once to (ŵ,Û) with p 0 = 1 and η = d d+α 0 ≤ 1 κ . By (7.1) and (7.2), the first condition (2.8) of Lemma 2.5 is satisfied in both situations, whereas the second condition (2.9) follows from an application of Corollary 6.3 to (w, U) and an application of Corollary 6.5 to (ŵ,Û), respectively after a shift in time. All in all, Lemma 2.5 implies sup U (1/2) w = e −a sup U (1/2)ũ −1 ≤ C, ŵ L 1 (Û (1/2)) ≤ e a ũ L 1 (Û (1/2)) ≤Ĉ, for some C = C(d, α 0 , Λ),Ĉ =Ĉ(d, α 0 , Λ) > 0. Hence, by multiplying these two inequalities with each other, we obtain
which finishes the proof with c = CĈ.
Hölder regularity
In this section we derive a Hölder regularity estimate for solutions u to ∂ t u − Lu = 0. The main ingredient is the weak Harnack inequality that we have derived in the previous section. Indeed, the weak Harnack inequality implies a decay of oscillation estimate (c.f. Theorem 8.3), which in turn directly implies Theorem 1.5, the Hölder regularity estimate.
Let us now define the domains we are going to work within this section. We set D = (−2, −2+ 1/2 αmax ) × M 1/2 and D ⊕ = (−1/2 αmax , 0) × M 1/2 . Furthermore, for (t, x) ∈ R d+1 we define a distance functionρ bŷ ρ((t, x)) = max 1 2
i.e. the set of all points (t, x) whose distance to (t 0 , x 0 ) with respect toρ is smaller than r. We setD r ((0, 0)) =D r . One can easily observe that r>0D r = (−2, 0) × R d . Moreover, let
As a first step, we establish the following consequence of Theorem 1.4.
Corollary 8.1. Let σ ∈ (0, 1). There exist ε 0 = ε 0 (d, α 0 , Λ, σ) ∈ (0, 1) and δ = δ(d, α 0 , Λ, σ) ∈ (0, 1) such that for every µ ∈ K(α 0 , Λ) and every function w satisfying
Proof. Applying Theorem 1.4 to w, leads to
where c = c(d, α 0 , Λ) > 0. Note that we had to perform a shift in time in order to be able to apply Theorem 1.4 in the foregoing argument. Choosing ε 0 < σ/c and setting δ = (σ −cε 0 )/c > 0 proves the assertion.
The following result is a consequence of Corollary 8.1.
Lemma 8.2. There exist γ 0 = γ 0 (d, α 0 , Λ) ∈ (0, 1) and δ = δ(d, α 0 , Λ) ∈ (0, 1) such that for every µ ∈ K (α 0 , Λ) and every function w satisfying
• w ≥ 0 a.e. inD(1),
Proof. Since w ≥ 0 inD(1), w and w + coincide onD(1). Hence, it holds that
by the non-negativity of w. The fourth assumption implies that for a.e. (t, y) ∈ (−2, 0)
where we used that α k γ 0 /α max ≤ γ 0 , and that |y k | ≥ 3 αmax/α k ≥ 1 for every k = 1 . . . d. Combining the above two lines and making use of Assumption (1.7), we can now choose γ 0 small enough such that f L ∞ (D(1)) ≤ ε 0 , where ε 0 ∈ (0, 1) is the constant from Corollary 8.1 applied to w + with σ = 1/2. The result now follows by Corollary 8.1.
Theorem 8.3 (Decay of oscillation). There exists γ = γ(d, α 0 , Λ) ∈ (0, 1) such that for every µ ∈ K (α 0 , Λ) and every solution u to ∂ t u − Lu = 0 inD(1) it holds that for every ν ∈ Z:
where δ, γ 0 ∈ (0, 1) are the constants from Lemma 8.2. Note that by its definition, γ satisfies 1 − δ/2 < 6 −γ . Our aim is to construct an increasing sequence (m ν ) ν∈Z and a decreasing sequence
The existence of such sequences easily implies the desired result (8.2). We construct such sequences by induction. First, we define for n ∈ N the elements M −n , m −n by M −n = M 0 and m −n = m 0 . Assume there is k ∈ N and there are M n ,m n such that (8.3) is true for n ≤ k − 1. We define the auxiliary function
Since (t, y) ∈D(6 j )\D(6 j−1 ), we have (t,ỹ) := t 6 αmax(k−1) ,
Consequently, v(t, y) ≤ 2 · 6 jγ − 1 for a.e. (t, y) ∈D(6 j ) \D(6 j−1 ) and therefore,
The existence of m k and M k will now follow from Lemma 8.2 for whose applicability the foregoing two lines are important. We distinguish between two cases. First, we assume that
In this case, we can apply Lemma 8.2 to w := 1 − v and therefore w ≥ δ a.e. in D ⊕ , i.e. 
If we now set m k = m k−1 and M k = m k−1 + K6 −γk , then by the induction hypothesis and the previous observation, (8.3) is satisfied for k.
In the second case, let |D ∩ {v > 0}| ≥ 1 2 |D |. Here, we can apply Lemma 8.2 to w := 1 + v and obtain that v ≥ δ − 1 a.e. in D ⊕ . Using a similar argumentation, shows that we can choose m k = M k−1 − K6 −γk and M k = M k−1 such that (8.3) is satisfied. This finishes the proof.
Finally, we have all necessary tools to prove our main result concerning Hölder regularity estimates. Note that Theorem 8.3 captures the anisotropy of the jump intensities whereas the following result provides an isotropic Hölder regularity estimate.
Recall that in the formulation of the theorem, I denotes an open, bounded interval in R and Ω is a bounded domain in R d such that Ω ⊂ M r (x 0 ) for some x 0 ∈ R d and r ∈ (0, 3].
Proof of Theorem 1.5. Let η 0 = η 0 (Q, Q ) = sup r ∈ (0, 1/2] | ∀(t, x) ∈ Q :D r ((t, x)) ⊂ Q and fix (t, x), (s, y) ∈ Q with t ≤ s. We distinguish between the two casesρ((t, x) − (s, y)) < η 0 andρ((t, x) − (s, y)) ≥ η 0 .
Ifρ((t, x) − (s, y)) < η 0 , we can find n ∈ N 0 such that η 0 6 n+1 ≤ρ((t, x) − (s, y)) < η 0 6 n . By scaling (c.f. Lemma 2.4), it can be seen that
satisfies ∂ tũ −Lũ = 0 inD(1). HereL is associated to an energy formẼ := Eμ, wherẽ µ ∈ K (α 0 , Λ) is given as in Lemma 2.4. Note that η 0 ≤ 1/2 is sufficient forμ ∈ K (α 0 , Λ). Our aim is to prove 
, for some constant c(η 0 , α 0 ) > 0, where we used (8.5) in the last inequality. Hence, it remains to prove (8.5). Recall that by definition ofρ (see (8.1)), eitherρ((t, x) − (s, y)) = 1 2 |t − s| 1/αmax orρ((t, x) − (s, y)) = 1 3 sup k=1,...,d |x k − y k | α k /αmax . Ifρ((t, x) − (s, y)) = 1 2 |t − s| 1/αmax , we obtain by usingρ((t, x) − (s, y)) < η 0 ≤ 1 2 , ρ((t, x) − (s, y)) γ ≤ |t − s| 1/αmax γα 0 /2 ≤ |x − y| + |t − s| 1/αmax γα 0 /2 . Ifρ((t, x) − (s, y)) = 1 3 sup k=1,...,d |x k − y k | α k /αmax , we get by usingρ((t, x) − (s, y)) < η 0 ≤ 1 2 ,
This proves (8.5) and therefore the proof of the theorem is finished in the caseρ((t, x)−(s, y)) < η 0 .
In the remaining caseρ((t, x) − (s, y)) ≥ η 0 , the assertion is an immediate consequence of the following computation
, and the fact that ρ((t, x) − (s, y)) γα 0 /2 ≤ c(α 0 , η 0 ) |x − y| + |t − s| 1/αmax γα 0 /2 for some constantc(α 0 , η 0 ), which can be proven in a similar way as (8.5). Altogether, we obtain the desired result with γ = γα 0 /2 and η depending on c andc.
Examples
In this section we present several examples of admissible families (µ(x, ·)) x∈R d that satisfy the given assumptions. We start with two simple examples.
Example 1. Consider for given α, β ∈ [α 0 , 2) the following family of measures (µ α,β (x, ·)) x∈R 3 on R 3 given by
The associated energy form E µ α,β corresponds to the process (X t , Y t ) with state space R 3 , where X t and Y t are independent and X t is a 2-dimensional α-stable process and Y t is a 1-dimensional β-stable process. It can be seen easily that E µ α,β is an admissible energy form since µ α,β satisfies Assumption 1, Assumption 2 and Assumption 3, where µ axes is defined with respect to α 1 = α 2 = α, α 3 = β.
Proposition 9.1. Let α, β ∈ [α 0 , 2). Then there exists Λ = Λ(α 0 ) such that:
Proof. (i) follows from the following easy calculations:
Analogously we establish
Finally, we compute
(ii) follows from [KS14, Lemma 3.3] applied to balls of the form M ρ (x 0 ).
Example 2. Let α 0 ∈ (0, 2) and α 1 , . . . , α d , β 1 , . . . , β d ∈ [α 0 , 2) with β k ≤ α k for every k ∈ {1, . . . , d}. We define µ (α k ),(β k ) (x, ·) by
Note that µ (α k ),(β k ) ∈ K(α 0 , Λ), where µ axes is defined with respect to (α k ). This is a direct consequence of the fact that
for every x, y ∈ M 3 (x 0 ) and x 0 ∈ R d and k ∈ {1, . . . , d}, where c = c(α 0 , α max ) > 0 is some constant. Note that the parameter Λ depends on α 0 and α max .
We finish this section with an example of an admissible family (µ(x, ·)) x∈R d that comes with a significantly larger support than (µ axes (x, ·)) x∈R d such that the corresponding energy forms are locally comparable. To be more precise, we show that there is an appropriate local cut-off Γ of the diagonals and a parameter γ, which can be very large (in particular larger than 2), such that µ(x, dy)
for some x 0 ∈ R d and r ∈ (0, 3], where E µaxes and E µ denote the corresponding energy forms. In the special case α 1 = · · · = α d , it turns out that the cut-off area is empty and γ = α 1 = · · · = α d . Therefore a nice feature of this example is that it recovers the known comparability result E µaxes u Ḣs for α 1 = · · · = α d = 2s ∈ (0, 2) (see [DK15] or [KS14] for instance).
We demonstrate the example in two dimensions to keep the calculations simple and the notation clear. Let α 0 ∈ (0, 2) be given and consider α 1 , α 2 ∈ [α 0 , 2).
Let us start our analysis by the definition of important quantities and introducing the family of admissible measures.
Definition 9.2. For given α 1 , α 2 ∈ [α 0 , 2), let
Note that from the definition of b 1 , b 1 and γ, it can easily be seen that
Using the predefined quantities, we define the kernel k, its domain Γ and the family of measures (µ(x, ·)) x∈R d by Example 3. Let
Furthermore, we define the kernel k : R 2 × R 2 → [0, ∞] as follows: Remark. Note that the value of γ is very large if min{α 1 , α 2 } max{α 1 , α 2 } is very small. As a result the set Γ will have strong cusps close to the origin. Actually γ can be bounded from below by γ ≥ max{α 1 , α 2 }. In order to see this, assume without loss of generality α 1 ≤ α 2 . Then γ − α 2 = α 2 − α 1 + α 1 α 2 α 1 − α 2 = α 2 − α 1 + α 1 α 2 − α 1 α 2 α 1 = α 2 − α 1 α 1 ≥ 0.
By the lower bound for γ and the definition of b 1 , b 2 , we have 0 < b 1 , b 2 ≤ 1. Hence, the cut-off does only take place in the cube [−1, 1] 2 and we have that
(9.5) Furthermore, note that γ is bounded from above in the following way:
γ ≤ 1 + 2 α 0 .
(9.6) Assumption 3 follows immediately by the definition of µ. Hence it remains to prove the tail estimate (Assumption 2) and the comparability property (Assumption 3).
Theorem 9.3. Let α 1 , α 2 ∈ [α 0 , 2).
(1) There is a constant Λ > 0, depending on α 0 only, such that for every x 0 ∈ R 2 , r > 0 and every k ∈ {1, 2}
µ(x 0 , R 2 \ E k r (x 0 )) ≤ Λ(2 − α k )r −αmax .
(9.7)
(2) There is a constant c > 0, depending on α 0 only, such that for every r ∈ (0, 3], x 0 ∈ R 2 and u ∈ H µaxes (M r (x 0 )) with E µaxes Mr(x 0 ) (u, u) < ∞ c −1 E µaxes Mr(x 0 ) (u, u) ≤ E µ Mr(x 0 ) (u, u) ≤ cE µaxes Mr(x 0 ) (u, u). (0, 2) . The second figure shows the case where the distance between α 1 and α 2 is relatively large. In this case (α 1 = 0.1, α 2 = 1.9), we see that the cut-off area near the origin is quite large. Here: γ = 19.9. The last figure shows the example α 1 = 1.97, α 2 = 1.48. In this case γ ≈ 2.3.
If we consider the case α 1 = α 2 = α ∈ (0, 2) for some α ∈ (0, 2), we have γ = α and b 1 = b 2 = 1.
Hence, there is no cut-off of the domain and k(x, y) = (2 − α)|x − y| −2−α . In this case, it is known that the family of measures µ(x, dy) = k(x, y) dy satisfies (9.7). Furthermore, the corresponding energy form for µ axes is comparable to the H α/2 -seminorm, which is recovered by the second part of Theorem 9.3.
B r (x) := {z ∈ M r : |z 1 − x 1 | ≤ |z 2 − x 2 | 1/b 2 } ∩ {z ∈ R 2 \ M 1 : |z 1 − x 1 | ≤ |z 2 − x 2 |}. 2) and some r < 1 on the left and r > 1 on the right. The boundary of the set M r is given by the black edged rectangle. The set A r resp. A r (x) is given by the blue colored set, while the red colored set shows B r resp. B r (x). As we can see, the union of sets A r (0) and B r (0) resp. A r (x) and B r (x) is the intersection of M r with Γ(0) resp. M r with Γ(x).
Without loss of generality, we assume x 0 = 0. Furthermore, let r > 0 and u ∈ H µaxes (M r ). We first prove that there is a constant c > 0, depending on α 0 , such that c −1 E µaxes Mr (u, u) ≤ E µ Mr (u, u). We have for some c 2 = c 2 (α 0 ) > 0. Note that by (9.6), γ is bounded from above by 1 + 2/α 0 . Hence, there is a constant c > 0, depending on α 0 , such that E µaxes Mr (u, u) ≤ 2 k=1 2 2+γ (1 + 2c k )(2 − α k )ˆM rˆMr ∩Γ(x) (u(x) − u(y)) 2 |x − y| −2−γ dy dx
for some constants c 3 , c 4 > 0 depending on α 0 only. This finishes the proof of the first inequality of (9.8).
It remains to estimate the reverse inequality. We have (u(x) − u(x + e 2 (y 2 − x 2 ))) 2 |x − y| −2−γ dy dx.
We start by estimating A. For this purpose, we study the innermost integral, that is the integral with respect to y 1 . By symmetry, it is sufficient to consider the area of integration [x 1 , x 1 + |y 2 − x 2 | 1/b 2 ] for y 1 , where x ∈ M r and y 2 ∈ [−r αmax/α 2 , −r αmax/α 2 ]. Let h 1 = y 1 − x 1 and h 2 = y 2 − x 2 . Then
x 1 +|y 2 −x 2 | 1/b 2 x 1 |x − y| −2−γ dy 1 ≤ˆx 1 +|y 2 −x 2 | 1/b 2 x 1 |x 2 − y 2 | −2−γ dy 1 = |x 2 − y 2 | −1−α 2 .
Hence
A ≤ 2ˆM rˆr αmax/α 2 −r αmax/α 2 (u(x) − u(x + e 2 (y 2 − x 2 ))) 2 |x 2 − y 2 | −1−α 2 dy 2 dx.
Again, we study the innermost integral to investigate B. Using (9.3), leads tô ∞ x 1 +|y 2 −x 2 | b 1 |x − y| −2−γ dy 1 ≤ˆ∞
x 1 +|y 2 −x 2 | b 1 |x 1 − y 1 | −2−γ dy 1 = 1 1 + γ |h 2 | b 1 (−1−γ) ≤ |h 2 | −1−α 2 = |x 2 − y 2 | −1−α 2 , and therefore B ≤ˆM rˆr αmax/α 2 −r αmax/α 2 (u(x) − u(x + e 2 (y 2 − x 2 ))) 2 |x 2 − y 2 | −1−α 2 dy 2 dx.
The term C can be estimated in the same way as B. Altogether, I 1 ≤ 4ˆM rˆr αmax/α 2 −r αmax/α 2 (u(x) − u(x + e 2 (y 2 − x 2 ))) 2 |x 2 − y 2 | −1−α 2 dy 2 dx, and, since we can use the same arguments for I 2 as for I 1 ,
rˆr αmax/α 1 −r αmax/α 1 (u(x) − u(x + e 1 (y 1 − x 1 ))) 2 |x 1 − y 1 | −1−α 1 dy 1 dx.
Since C(γ, b) ≤ (2 − α k ) for k ∈ {1, 2}, there is a universal constant c > 0 such that E µ Mr (u, u) ≤ 2(2 − α 1 )I 1 + 2(2 − α 2 )I 2 ≤ cE µaxes Mr (u, u). 
