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Let V = (vij) denote the k X k symmetric scatter matrix following the Wishart 
distribution W(k, n, C). The problem posed is to characterize the eigenfunctions of 
the expectation operators of the Wishart distribution, i.e., those scalar-valued 
functions f(V) such that (E,f)(V) = L&-(V). A finite sequence of polynomial 
eigenspaces, EP spaces, exists whose direct sum is the space of all homogeneous 
polynomials. These EP subspaces are invariant and irreducible under the action of 
the congruence transformation V + T’VT. Each of these EP subspaces contains an 
orthogonally invariant subspace of dimension one. The number of EP subspaces is 
determined and eigenvalues are computed. Bi-linear expansions of (I + VA I-rr/2 and 
(tr VA)’ into eigenfunctions are given. When+/-(V) is an EP polynomial, thenf(V-‘) 
is an EP function. These EP subspaces are identical to the more abstractly defined 
polynomial subspaces studied by James. 
1. INTRODUCTION AND SUMMARY 
In this paper we continue the study of EP functions [8], the common 
eigenfunctions of the expectation operators of the Wishart distribution. Here 
we are mostly concerned with EP polynomials, although some of the results 
are valid for all EP functions. 
Subspaces of EP polynomials are determined, whose direct sum is V,, the 
space of homogeneous polynomials of degree r of the symmetric matrix 
variable V. These subspaces are invariant and irreducible under congruence 
transformations and contain an orthogonally invariant subspace of 
dimension one, which are just the properties of the polynomial subspaces 
which James [5, 61 used to construct his theory of zonal polynomials. 
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Indeed, the study of eigenspaces of the Wishart expectation operators results 
in an alternative and simpler theory of those polynomial subspaces. 
Section 2 introduces notation relating to the Wishart expectation operators 
and their EP subspaces. It is then proved that the expectation operators 
commute among themselves and with congruence transformations. 
Section 3 proves the invariance and irreducibility of the EP subspaces and 
shows that each EP subspace contains, up to a multiplicative constant, 
exactly one orthogonally invariant polynomial. The number of EP subspaces 
is found. The eigenvalues of EP polynomials are calculated and a deter- 
minantal identity between EP polynomials is proved. Properties of the matrix 
representation of the linear map f(V) -f(Y VT) are observed. Finally, it is 
shown that, when f(v) is an EP polynomial thenf(V-‘) is an EP function. 
Section 4 shows that the EP subspaces are identical to the subspaces used 
by James to define zonal polynomials, which had been independently 
introduced by Hua [4]. 
2. THE WISHART EXPECTATION OPERATORS 
Let the k by k symmetric random variable matrix V follow the extended 
Wishart distribution [2]. The Wishart expectation operator E, is defined by 
the equation 
X exp(- 4 tr VZ-‘) 1 V] -(k+ I)” dV, (2.1) 
where c;; = 2(l/W,+VW(k-1) fl,“=, T((v -j + 1)/2). Here Re v > k and the 
range of integration is the space of positive definite matrices, V > 0. In the 
sequel, we sometimes denote C,,, by C,. The special case v = n (a positive 
integer) identifies this parameter with the sample size. The expectation 
operator is an integral operator with kernel K,(VZ-‘) where K,(A) = 
C, ]A 1”” exp(- $ tr A) and measure ] V]--(k+1U2 N. This measure is invariant 
under the congruence transformation V+ T’ VT, and also under the transfor- 
mation V-, V-l. Many of the subsequent computations are simplified by 
noting that the kernel is a class function, that is, K,(T-‘AT) = K,(A) or, 
equivalently, K,(AB) = K,(BA). An alternate useful interpretation of the 
Wishart expectation operator (2.1) is that it is a multidimensional Laplace 
transform, 9, that is, 
(E,f)(Z-72) = C, 1 2Zl”‘2 Y(f(y) I Vl(“-k-l)‘Z). 
It would have been more correct to write the above equation using the 
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notation (Yg)( v) instead of 4p( g( v)). H owever, throughout the paper, when 
the latter notation is used, its meaning is clear. 
We study those (scalar valued) functionsf(v> that have the “expectation 
property” with respect to the operators E,, i.e., functions satisfying f(V), 
E,f = n,f, for n > n,(f). The eigenvalues 1, are sometimes denoted by 
n,(f) for clarity. We refer to such functions, which are common eigen- 
functions of the E, operators, as EP functions. If f is EP then indeed EJ = 
n,f for any v for which the expectation exists. A proof of this fact for k < 2 
appears in [8]. 
Two classical groups are intimately connected with the theory of EP 
functions. These are Gl(k), the general linear group of invertible matrices and 
O(k), the group of orthogonal k by k matrices. If T E G/(k), then the action 
of T on any scalar valued function of V, given by 
is a representation of GZ(k). If a space U of functions is mapped into itself by 
the transformation f + fr, i.e., if f E U implies f, E U for all T E Gl(k) then 
U is called an invariant space. If the finite dimensional invariant space U 
contains no nonnull invariant subspace, U is called irreducible. 
Two general properties of EP functions [8] are useful in the sequel and are 
stated here. (There is a misprint in [s] in the statement of Lemma 2.2, 
below.) 
LEMMA 2.1. Iff is EP then f, is EP and A,,(f,) = L,,(f ). 
This property is an easy consequence of Theorem 2.1, proved below. 
LEMMA 2.2. If f is EP then g = 1 Vj”f is EP for a an integer or half 
integer. Further, A,,(g) = A,(f) C,/C,, where v = n + 2a. 
The following two theorems identify some operators that commute with 
the expectation operators. 
THEOREM 2.1. The expectation operators commute with the action of the 
general linear group, that is, E, T = TE,. In other words, 
F = E,f implies FT = EvfT. 
Proof. Let F(Z) = (E,f)(.Z), i.e., 
F(Z) = Cf(V)K,(VZ-‘) 1 VI-(k+1M2 dV. 
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Consider the transformation I/+ T’VT. Since the measure is invariant, 
and the kernel is a class function, we obtain the equation 
F(z) = [~(T~VT)K,(VTZ:-‘T~) 1 ~l-(~+‘)‘* dV. 
Putting A-’ = T,?Y-‘T’ so that Z = T’AT, establishes the theorem. 
THEOREM 2.2. The Wishart expectation operators commute, i.e., 
E,E, = E,E,. 
Proof., The iterated expectation on the right may be written as 
where the kernel of the product of the expectation operators is 
M”,,(V, q = C”C, piy 1 vl”‘* I 
s>. p-(v-iItk+lV* 
X exp(- + tr(VS-’ + SJY-‘)) dS. 
Using the transformation S + z”*Sz”* we find that 
M”,,(2K Z/2) = C”C, IzI”* K,(Z), (2.2) 
where 6 = v -,u Z = Z-1/2VZ-1f2 and B,(Z) is a Bessel function [3] of the 
second kind, B8iZ) = j (S ]-(S+k+‘V2 exp(-tr(ZS-’ + S)) dS satisfying 
L(Z) = PI” B,(Z) (2.3) 
(which is easily proved by substituting in the above integral S -+ 
Z’/*R - 93. Equations (2.2) and (2.3) imply M,+,(2V,*:/2) = 
M,,,@K VI, h h w ic concludes the proof of this theorem. 
3. EP POLYNOMIAL SUBSPACES 
In this section, we construct subspaces of EP polynomials, that is, 
polynomial eigenspaces of the Wishart expectation operators. We show that 
V,, the space of homogeneous polynomials, of degree r, of the symmetric 
k x k matrix variable V is transformed into itself by the Wishart expectation 
operators and also that V, is a direct sum of EP subspaces. The number of 
EP subspaces constructed is nk(r), the number of partitions of r into at most 
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k parts. Each EP subspace can thus be denoted by V,,,, where t = (ti ,..., tk) 
with t, > t, > ... > t, and C: ti = r is a partition of I into at most k parts. 
We show that V,., is invariant and irreducible under the action of the 
congruence transformations of GZ(k) and that V,,, contains exactly one 
polynomial-up to a multiplicative constant-that is invariant under 
orthogonal transformations. 
We prove a determinantal identity involving certain basis polynomials of 
V,, and show that, with respect to this same basis, the matrix representation 
of the congruence transformation of Vr,, has useful properties. We determine 
how the common eigenvalues of the polynomials in V,,, depend on r and r. 
Finally, we prove that, if f( V) is an EP polynomial, then f( V- ‘) is an EP 
function. 
Many of the above properties of EP polynomial subspaces are just those 
of the more abstract polynomial subspaces which James [5,6] used to 
construct zonal polynomials. Indeed, in the next section, we will show that 
the subspaces of polynomials used by James are EP subspaces. For users of 
zonal polynomials, therefore, the theory presented here is a departure from 
the algebraic (group representation) methods used in zonal polynomial 
theory. We emphasize that our methods are mostly those of finite dimen- 
sional vector spaces. The most difficult theorem used-that a family of 
commuting symmetric matrices can be simultaneously diagonalized-is, of 
course, familiar to students of linear algebra. 
In this section, we study homogeneous EP polynomials. In [8], it was 
proved, when k < 2, that an EP function must, in fact, be homogeneous. This 
theorem is true for any k. 
We begin with the following theorem which shows that E,, the Wishart 
expectation operator, maps the finite dimensional space V, into V,.. 
THEOREM 3.1. The space of homogeneous polynomials of degree r, V, is 
transformed into itself by the Wishart expectation operators E,. 
Proof. From the moment generating function of the Wishart distribution 
we have E,(e- (It’ Va)‘2) = ]I + tVA I-“‘*. It follows that 
,$ (-)’ t’E,(tr VA)’ 
reo 2’r! 
=lI+tVAI- ““= =? G,(VA)t’, 
,Z 
(3.1) 
where G,(B) is defined by ]I + tB lpd2 = C G,(B) t’. Now since ]I + tB ] = 
JJ”,=, trl, BtP we find 
n 
( ) 
-- 
G@) = c 
2 il+i2+ *.. +ik 
i, ! i, ! . + m i, ! 
tr, ‘l(B) tr, 12(B) *.. tr, ik(B), 
where the sum runs over (i,) 1 <p < k such that r = xi= lpi,, and (a), = 
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a(a + 1) . . . (a fp - 1) denotes the hypergeornetric symbol. The polynomial 
G,(W) is of degree r in the variables uij, and also of degree r in the 
variables aij. On the other hand, 
where f:(v) = d(a) U{I,W~I,Z .. . Z&F (C jp9 = r) is a normalized monomial 
corresponding to the k(k + l)/Ztuple a = (j,, , j12,..., j,,) and d2(a) is the 
coefficient of uii,l . . . u$$(~,i . . . CZ$/ in the above multinomial expansion of 
(tr VA)‘. 
One finds from (3.1) and (3.2) that 
On the other hand, since the normalized monomials {f,(v)) are a basis for 
V,., G,( VA) can be written as a linear combination offa with polynomial 
coefficients of degree r. Referring to the previous equation, we see that these 
polynomial coefficients are, in fact, E,(fa(V)). This completes the proof. 
The following theorem is the main theorem of this section. It establishes 
the existence of invariant EP polynomial subspaces V,,, whose direct sum 
(0) is V, and proves a determinantal identity involving certain basis 
polynomials of the EP subspaces. In the following theorems, for brevity, we 
understand the clause “/3 E Y” to mean p belongs to an index set that indexes 
the basis polynomials of V,.,. 
THEOREM 3.2. (a) V, = 0, V,,,, where V,,, are a finite number of 
distinct invariant EP polynomial subspaces with distinct sequences of eigen- 
values. 
(b) For each V,,, a basis {p;(V)},,, can be chosen such that 
(tr VA)“=c c P:(V) P;(A), 
r DEY 
(3.3) 
(3.4) 
where (AL,,) n = k, k + l,... are the (common) eigenvaiues of all the 
polynomials in V*,, with respect to the Wishart expectation operator E,. 
Proof: Since E, maps V, into V, its action can be represented by an 
N, X N, matrix, where N, = dim V,. Let {f,(v)} be the normalized 
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monomial basis of V, defined in the proof of Theorem 3.1. Define the 
N, x N, matrix D,,, = (da,%) by 
We shall now develop a formula which implicitly determines D,,,. From 
(3.1), (3.2) and (3.5) we have 
Since the right side of (3.6) is unchanged when A and V are interchanged 
one sees that C di:“,fi( v)fL(A) has the same property, implying that 
d’,: = d;ik, i.e., Dr., is a symmetric matrix. 
Moreover, since according to Theorem 2.2 the family of expectation 
operators E, is commutative, for each r the family of matrices (D,,,) n = k, 
k + l,... is a commutative, symmetric family of N, X N, matrices. As is well 
known, an orthonormal basis for the vector space can be chosen from the 
common eigenvectors of the matrices (D,,,). Equivalently, there exists an 
orthogonal matrix H, that simultaneously diagonalizes the (D,,,): 
Dr., = fC4Jfr. (3.7) 
Let f r =f’(V) = (f:(v)) denote a vector whose components are the 
normalized polynomials fL( v) and let pr =p’( v) = (pL( v)) denote another 
vector whose components are polynomials defined by 
pr = HJ’. (3W 
We now prove that the polynomials p:(V), which form a basis of V,, are all 
EP polynomials. For, each row of H, = (h,,,) is an eigenvector of D,,,, so 
that, taking the expectation of 
PI,(v)=c b3f;(V) 
4 
we obtain 
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To define V,,,, group together those polynomials p:(v) which have the same 
eigenvalues, i.e., for which 
E,P;;=&P;; n = k, k + l,... 
and define V,,, = {pi(V)} p E Y. Since the EP polynomials p:(V) are a basis 
for V, it follows that V, is a direct sum of the EP subspaces V,,,. Moreover, 
V T,T is invariant. For, as defined, the eigenvalue sequences (Al,,,) n = k, 
k + l,... are distinct for each r. But by Lemma 2.1 the EP polynomial 
g(V) E V,,, is transformed into another EP polynomial g=(V) = g(T’VT) 
having the same eigenvalues as g(V). Thus gT(V) must also belong to V,,, 
showing that V,,, is an invariant subspace with respect to the congruence 
transformations of Gl(k). This completes the proof of (a). 
To prove (3.4) from (3.6), expressfL(V) in terms of p:(V) by f, = H;‘p’ 
and use the spectral decomposition of D,,, given in (3.7). Equation (3.3) 
follows from (3.2) because C pi( V)pL(A) = 2 fi( V)fi(V) = (tr VA)‘, 
since the vectors (pi(V)) and (f:(V)) are related by an orthogonal transfor- 
mation (3.8). This completes the proof of (b). 
The previous theorem showed that the linear operator f(V) -‘f,.(v) = 
f(T’ VT) maps the EP subspace V,,, into itself. Useful properties of this 
linear operator are described in the following theorem, in which the linear 
operator f-f, restricted to V,., is represented by a matrix. 
THEOREM 3.3. Let V,,, = {pi(V)} /3 E Y be the invariant subspace deter- 
mined in the previous theorem. Then the matrix C, = (c,,,(T)) defined by 
PF’ VT) = c c;.,(T) P;(V) CZEY (3.9) 
OEY 
satisfies (a) C,, = cl,, and (b) C,, = C,C,. 
ProoJ Since tr(T’VTA) = tr(VTAT’), it follows from (3.3) that 
c 2 P;(T’VT)P#)=~ c p;l(V)p;;(T’.W. 
T 4EY T 4EY 
From the uniqueness theorem of Laplace transforms, we know that AL,, does 
not vanish. Equate the polynomial component in V,,, on both sides of this 
equation to obtain 
(3.10) 
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Finally, substituting (3.9) in (3.10) we immediately obtain the first part of 
the assertion of the theorem. The second part’s easy proof is omitted. 
COROLLARY 1. T symmetric, orthogonal, or normal implies that C, is 
respectively symmetric, orthogonal, or normal. 
COROLLARY 2. If Yc V, is an invariant subspace then there is another 
invariant subspace, Y’, such that V, is the direct sum of Y and Y’. 
Prooj Define an inner product on V,. such that the basis {p;(V)} of 
Theorems 3.2-3.3 is orthonormal. One has 
(C,z, Y) = (4 q-Y> = (z, CPY) (3.11) 
for y, z E V,. Define Y1 as the space of polynomials orthogonal to Y, i.e., the 
space of polynomials z( I’) such that (z, y) = 0 for all y(V) E Y. It follows 
immediately from (3.11) that Y’ is invariant. 
In the next lemma and two theorems we show that each V,,, contains, up 
to a multiplicative constant, exactly one orthogonally invariant polynomial 
and that the number of EP subspaces is equal to 7c,Jr), the number of 
partitions of r into at most k parts. Also, the eigenvalues AL,, of each EP 
polynomial in Vr,, are computed. 
LEMMA 3.1. There is at feast one polynomial in V,., = (p;l(V)) p E Y 
invariant under orthogonal transformations. 
Proox Let p( IJ) = (pL( V)) p E Y denote a vector whose components are 
the basis polynomials described in the Theorems 3.2 and 3.3. 
Write Eq. (3.9) as p(T’VT) = C,p(V) = C,,p(V) and set V=I and 
T = H, an orthogonal matrix. Then p(I) = Cup(I), i.e., for every HE O(k), 
the vector o =p(I) is an invariant vector of C,. From p(T’T) = C;w for 
any T E GZ(k) we deduce that w # 0. Define now a polynomial F in V,.,= by 
F(V) = (w, p( I’)). Then for H E O(k) 
F(H’ VH) = (w, p(H’ VH)) = 1 p;(I) p’D(H’ VH) 
= (QA ChP) 
= (C,m P) 
= (w P) 
=F(V). 
Hence, F is invariant under orthogonal transformations. 
THEOREM 3.4. The number of EP subspaces V,,, equals rrk(r), the 
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number of partitions of r into at most k parts = the number of solutions to 
CzEl pm, = r. 
ProoJ: Let D denote the dimension of the subspace of orthogonally 
invariant polynomials in V,. According to the previous lemma, every EP 
subspace contains at least one orthogonally invariant polynomial. By the 
symmetric functions theorem, all such polynomials are polynomials in tr V, 
tr, V,..., ] VI, i.e., the elementary symmetric functions of the eigenvalues of V. 
These elementary symmetric functions are respectively, of degree 1, 2,..., k. 
Therefore #EP subspaces <D < 7rk(r). Next, for m = (m,) with 
C”,= 1 pm, = r, to which is asociated the partition r = (ti) of r, defined by the 
partial sums ti = Ci = i m, , consider the polynomial f,( v> = 1 V, Irnl I V, lm2 ..a 
I v/c Irnk7 where V, = (vii) 1 < i, j <p < k. f,(V) is an EP polynomial with 
eigenvalues AL,, = 2’(n/2), where (a), is the multivariate hypergeometric 
coefficient. (This result concerning f,(V) was essentially proved by direct 
computation by Constantine [ 1, Eq. (15)]. It can also be proved by repeated 
applications of our Lemma 2.2.) 
Now since for every r, AL., are distinct polynomials in n, which is easily 
seen by computing 
(= JJfEl(n+2ti-it 1) G+, z 
K, n:=, (n-it 1) ’ 
we see that f,( v) belongs to different EP subspaces implying #EP subspaces 
>dr). 
COROLLARY. There is, up to multiplicative constant, exactly one 
orthogonally invariant polynomial in the EP subspace V,,, . 
Proof: Lemma 3.1 established that each V,,, contains at least one 
orthogonally invariant polynomial. Since 7ck(r) = #EP subspaces = D, the 
dimension of the subspace of orthogonally invariant polynomials, the 
assertion is proved. 
In the next sequence of lemmas and theorems we prove that the EP 
subspace Vr,, are irreducible with respect to the action of the group of 
congruence transformations. 
LEMMA 3.2. Let {q,(V)} be any basis of Vr,,. Let L, be the matrix 
representing the action of a congruence transformation with respect to the 
basis {qo( V)), i.e., 
(3.12) 
Then L; = R-‘L,,R for some symmetric matrix R. 
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Proof. The matrix (I,,(T)) = L, represents, with respect to the basis 
{&‘)], the action of the congruence transform V-r T’ VT on the space V,.,. 
Consequently L, is similar to C,, i.e., 
so that 
L, = Pc,P-’ 
L; = (P- 1)’ CI,P’ 
= (P-1)’ C,,P’ 
= (P-l)’ P-‘PC,F’PP’ 
= R-‘L,>R, 
where R = PP’. 
LEMMA 3.3. If 
L=(“or ;T)y 
where A, and B, are two non-zero matrices, then the invariant vector w = 
q(I) = (go(I)) of L;, (H orthogonal) splits into two dlrerent non-zero eigen- 
vectors of Lk, i.e., w=x+y, LLx=x, Lhy=y, x#O, y#O, xfy. 
Proof. Let q(V) = (go(V)) denote a vector whose components are the 
polynomials qo( V). 
From (3.12) we see that o = q(Z) is an eigenvector of Lb. Suppose that 
A, = (l,,(T)) a,/3E A and B, = (l,,(T)), a,/l E B where A and B are two 
disjoint index sets whose union is Y. 
Define 
x,=w, aEA, 
x,=0 aEB, 
y,=o aEA, 
Ya=Oa a E B, 
x = (x,), Y = (YJ 
Then x#y, x+y=o, LLx=x, LLy=y. 
If x = 0, then 
q,(T’VT) = G4V)L 
q,(T’T) = G-L 
= 0, aEA 
which means that q,(V) = 0, a EA. 
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THEOREM 3.5. V,,, is irreducible. 
Proof: If V,,, is reducible, then, in fact, according to the Corollary 2 of 
Theorem 3.3, for some basis {qo(v)} of V,., the matrix L, decomposes into 
diagonal blocks as in Lemma 3.3. But then by Lemmas 3.2 and 3.3 the 
polynomials 
and 
G( VI = 09, d Y)> 
are two different (non-zero) orthogonally invariant polynomials in V,,,, 
contradicting the corollary to Theorem 3.4. 
The final theorem&in this section asserts that, iff(V) is an EP polynomial, 
then f( V- ‘) is an EP function. In [8], when k < 2, this theorem was proved 
without the restriction that f( V) be a polynomial. 
THEOREM 3.6. (a) Let f(V) be a polynomial belonging to V,,,. Then 
g(V) =f(V-‘) is an EP function. 
@I 
n- 2t, 
A,(g) = 2* 2 A, 
( 1 
C 
i cn-2, 
where r = (ti) is a partition of r and f = (t, - t,, t, - tk-, ,..., t, - tz) is a 
partition of d = kt, - r into at most k - 1 parts. 
Proof: Consider the prototype function f(V) = 1 V, lrnl ( V2 jm2 = .. / Vk I”Q in 
V,,, defined in Theorem 3.4 where t = (ti) determines mi by the partial sums 
ti = C”,=i m,, . Let S = (sij) be a k x k symmetric positive matrix. Under the 
transformation V = S-’ we find 
I VII = IS,1 IW’Y I V,l = IS,1 ISI-lY.3 
I V&,1 = IS,-,1 Iq-lY IV = IW’T 
where Sp = (stj)i.j>p+ I* That is, the matrix S, is the (k -p) X (k-p) 
southeast corner of S, whereas the matrix VP is the p x p northwest corner of 
V. We now get 
f(V)=fW') 
F(S) 
=m' 
where F(S) = 1 S; Irnl 1 S, jrnZ . = 1 1 S,- i Im*ml. The function F(S) is of the same 
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type as f(V) in the proof of Theorem 3.4. It is therefore an EP polynomial 
with eigenvalues 
k,(F)= 2d + ) 
( i ; 
where ?= (ti - t,, t, - tk-l ,..., t,-t,)andd=(k-l)m,+(k-2)m,+... 
+ mk-, = kt, - r. According to Lemma 2.2 the eigenvalues of f(S-‘) = 
F(S) ISImfl are 
n - 2t, 
2d7- n. 
( 1 
c 
;c n-2t, 
Thus the theorem has been proved for the prototype polynomial f( V). 
But any polynomial h E V,,, is of the form 
h( v) = 1 qf( T; VT,), (3.13) 
where f(V) is the prototype polynomial and the sum runs over a finite 
number of Ti E Gl(k) and the ai are constants. For, the set of polynomials of 
form (3.13) constitutes an invariant subspace of I’,,, which then, in view of 
the irreducibility of I’, T must equal the whole space V,,,. Finally according 
to Lemma 2.1, f(T’ Vi7’) is EP and its eigenvalues are identical to those of 
f(V-‘). The theorem now follows. 
4. ZONAL, EP POLYNOMIALS AND JAMES'S V,,, 
In this section, the symbol V,., refers to the more abstractly defined 
irreducible subspaces considered by James [ 5,6]; it does not refer to the EP 
subspaces studied in the previous sections. In this section, however, we 
demonstrate that the two subspaces are indeed identical, justifying the use of 
the same symbol. 
The simplest way to show that James’s subspaces are actually EP 
subspaces is to use a result of Constantine [ 11, who proved that the zonal 
polynomial C,,, E V,,, is an EP polynomial. James [7] referred to this 
property of C,,, as the “reproductive property.” But, if C,,, is EP, it 
immediately follows that all polynomials in V,,, are EP polynomials. For, as 
shown in the proof of Theorem 3.6, all polynomials in I’,,, are a finite sum 
of the form h(V) = C ai@(T:VTi), where ai are constants, Ti E Gl(k), and @ 
is any polynomial in V,,,. 
It follows from Lemma 2.1 that if Q(v) is EP, then all the polynomials in 
V,,, are EP. Since we may choose @p(V) = C,.,(v), we have proved: I’,,, 
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consists of EP polynomials with the same eigenvalues, i.e., Vr,, is an EP 
subspace. 
We now present an alternate proof of this result. In this proof, we do not 
assume that any one polynomial in Vr,, is EP. Rather, we show that, as a 
consequence of some of the basic properties of I’,., all polynomials in V,,, 
are EP. Thus, in particular, we re-establish Constantine’s result without using 
the theory of characters in group representation theory. 
THEOREM 4.1. Let W be any invariant irreducible subspace of V, 
containing, up to multiplicative constant, exactly one orthogonally invariant 
polynomial. Then W is an EP subspace. 
Prooj Let {pi(V)} be a basis of W. Since W is invariant under 
congruence transformations 
PAT/VT) = y Cji(T) Pi(V) T E Gl(k). (4.1) 
The matrices C, = (c,(T)) are a representation of Gl(k). Moreover, the 
matrices C,,, HE O(k) are a representation of O(k). Since every represen- 
tation of a compact group is equivalent to a unitary representation [9]. We 
may, without loss of generality, consider C, to be orthogonal, i.e., CL = 
c,‘=c,-,. 
Taking the expected value of both sides of (4.1), we obtain from 
Lemma 2.1 
P;(T’VT) =x cji(T) P;(V), (4.2) 
where Py((V) = (E,p,)(V). For a given n, define two vectors oi = (p,(Z)) 
and o2 = o; = (PI(Z)). Setting V = Z and T= HE O(k) in (4.1) and (4.2), 
we find, for each HE O(k), 
c;w, = w, implying CHwrn = w,, m= 1,2. 
Note that w, # 0 since, e.g., w, = 0 would imply, from (4. l), that 
pi(T’T) = 0 for every T E Gl(k), 
which, of course, means that pi(V) = 0 for every symmetric matrix V, a 
contradiction. Similarly, w2 = 0 implies c(v) = 0. But in view of the 
uniqueness of the Laplace transform P:(V) = 0 implies pi(v> = 0. 
Consider now the two polynomials F,(V) = (wi , p( V)) E W and F,(V) = 
Fq( V) = (w2 ,p(V)) E W, where p(V) = (pi(v)) is a vector of polynomials. 
One then has 
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F,(H’ VH) = (0, ) p(H’ VH)) 
= ( w,, CLP) 
= (C,%,P) 
= (%l9P) 
= F,(V). 
That is, both polynomials F,(V) are invariant under orthogonal transfor- 
mations. Since neither one is identically zero, F,(V) must be a constant 
multiple of F,(v), i.e., 
which implies 
d=A 0 2 nl, 
i.e., P:(Z) = A, p,(l). 
Again setting V=Z in (4.1) and (4.2) we find that 
P;(T’T) =1,pi(T’13 
or 
px v) = 4 P,(V), 
that is, 
This means that all the polynomials in W are common eigenfunctions of the 
expectation operators E,, i.e., W is an EP subspace. 
COROLLARY. James’s Vr,, is an EP subspace with eigenvalues A,., = 
2W2), ' 
Proof. Since, according to James [5], V,,, is irreducible and contains, up 
to a multiplicative constant, exactly one orthogonally invariant polynomial, 
we may choose W = V,,, proving that V,,, is an EP subspace. Moreover, A,, 
the eigenvalue of each f E V,., does not depend on f and is given by the 1, of 
any function in V,,, . To calculate 1, = A,,* for the subspaces Vr,, observe 
that there are exactly zk(r) such subspaces [5] and nk(r) polynomialsf,(V) = 
IV,p*** IV,l”“, which are, as noted in Theorem 3.4, EP polynomials with 
A,,, = 2’(n/2),. Since the sequences (A,,,) are distinct for distinct T, it 
follows that f,(v) E V,,, and the A,,, of each polynomial in V,,, is that of 
f,( v- 
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THEOREM 4.2. The EP subspaces of Section 3 and James’s V,,, are iden- 
tical. 
Proof. Denote by Vi., the EP subspaces of Section 3. Suppose 
g(V) E vr,, * Then g = C h where& E VL,,i. 
The previous theorem showed that g is an EP polynomial. Applying E, to 
both sides of the above equation, we get 
Ug)g = I1: WJA. 
Comparing the last two equations, we find that n,(g) = L,(L) does not 
depend on i. But, as noted several times, A,(&) = 2’(n/2),, is distinct for 
distinct ri. It follows that g =fi for some i, i.e., V,,,i c Vi,, which implies 
vi,, = Li. This completes the proof that the polynomial eigenspaces of E, 
operators are identical to James’s V,,,. 
In view of the preceding theorems, the following uniqueness statement is 
clear: Suppose V, is a direct sum of invariant, irreducible subspaces Y,., 
each of which contains an orthogonally invariant subspace of dimension 1. 
Then this direct sum decomposition is unique, i.e., Y,,r is an EP subspace. 
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