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Abstract
Environmental problems, such as climate change, have great uncertainties. Current
expectations are that uncertainties about climate change will be resolved quickly. We
examine this hypothesis theoretically and computationally. We consider Bayesian learn-
ing about the relationship between greenhouse gas levels and global mean temperature
changes, a key uncertainty. Learning is non-trivial because of a stochastic shock to the
realized temperature. We ﬁnd theoretically the expected learning time, which is related to
the variance of the shock and the emissions policy, implying a tradeoﬀ between the
beneﬁts of controlling emissions and information. We imbed the learning model into an
optimal growth model with a climate sector and solve the resulting dynamic program.
We ﬁnd computationally that learning takes on average over 90 yr, far longer than
currently believed.  1999 Elsevier Science B.V. All rights reserved.
JEL classiﬁcation: Q25; Q28; D83; D81; C61; C63; E1; E61; H4
Keywords: Climate change; Bayesian learning; Growth; Pollution; Dynamic pro-
gramming
1. Introduction
One of the dominant issues in the economics of climate change is the role of
uncertainty. Alan Manne and Richels (1992), in their important book on
controlling precursors of climate change, focus almost entirely on hedging
against uncertainty. Nordhaus (1994), in his equally important book on the
economics of climate change, devotes considerable space to the implications of
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PII: S0 16 5 -1 8 8 9 (9 8 ) 0 0 0 3 4 - 7uncertainty for forming control policies. The policy debate world-wide is
dominatedby the question:‘Do we know enough to control the problem now or
should we wait until more is known about climate change?’ Although uncertain-
ty is always present in problems of environmental policy, the uncertainty is
much greater in the case of climate change if for no other reason than the
problem and its solution span decades or even centuries. Implicit in the decision
about controlling now or waiting is how fast uncertainty is resolved. If research
resolved uncertainty quickly (as is currently predicted), then waiting until more
is known costs little. If uncertainty is not resolved quickly, then costs associated
with waiting can add up.
There are two dimensions to the uncertainty problem, as it is normally
perceived: parametric uncertainty and stochasticity. There are clearly aspects of
climatechange that are not well understood, although presumably over time the
problem will be better understood. We are uncertain about particular para-
meters of the problem, but we expect that uncertainty to diminish with time or
eﬀort(e.g., R&D).We mightalsobe concerned withthe structureof theproblem.
These are examples of what we term parametric uncertainty. A close relative of
parametric uncertainty is stochasticity. Climate change is subject to stochastic
shocks which aﬀect climate, technology and costs; but the future values of these
shocks are always uncertain. These two elements — parametric uncertainty and
stochasticity — generate signiﬁcant uncertainty in trying to formulate policy for
controlling greenhouse gases (GHGs).
To make things more complex, there is a third aspect of uncertainty — learn-
ing. Over time, parametric uncertainty can be reduced. By investing in R&D, or
observingclimatebehavior,wecan learn about uncertainparameters.Of course,
ex ante, we do not know how parametric uncertainty will be resolved.
Learning has many dimensions. Learning can take place at various levels of
a policy problem, ranging from agents in the economy who are learning in order
to adapt to changes in their environment to policy-makers who are trying to
formulate the best policy in an uncertain and changing world. When agents
within the economy react to changed circumstances, it is usually termed adapta-
tion. If these agents perceive uncertainty but learn over time, then adaptation
takes time. While learning is taking place agents adjust, making suboptimal
decisions (relative to perfect information) with resulting welfare losses. To oﬀer
an overly simplistic example, suppose the climate has changed in the Midwes-
tern US, resulting in a higher frequency of ﬂooding and more rainfall. It may
take decades before farmers realize the change is permanent and combat the
increased rainfall by changing the crops (perhaps planting ﬂood resistant
strains). In the meantime, signiﬁcant crop losses occur. Even if farmers could
Other papersthathaveconsidered theseissues includeHammittet al. (1992), Kolstad(1993),and
Peck et al. (1989).
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occurred results in signiﬁcant losses.
Policy-makers also base decisions on some body of knowledge. When that
knowledge base evolves over time, regulatory decisions evolve over time. More
subtly, current regulatory decisions must take into account the fact that more
will be known tomorrow. This process takes time and the decisions made in the
interim inﬂuence the rate at which information is being acquired.
In addition to who learns, we can characterize how learning occurs. Passive
learning involves the exogenous arrival of information. This may occur all at
once,as in Manne and Richels (1992),or more gradually as a function of time, as
in Kolstad (1993, 1996). Obviously there has to be some process whereby
information is generated and arrives; however, with passive learning, that
process is exogenous to the system being examined.
We let active learning denote learning where agents have some inﬂuence over
the rate at which information arrives. For instance, investment in research and
development (R&D) yields information. R&D is an obvious way in which
information is acquired and a clear example of active learning. It is also a major
factor in learning about climate change.
Learning from experience is a form of active learning which is also very
importantin climate change.If a monopolistis uncertainabout a demand curve,
she can experiment by varying price and observing sales, learning over time
about demand (Balvers and Cosimano, 1990). We could interpret our climate
change policy as a grand experiment: by increasing GHG emissions we obtain
information about how emissions inﬂuence the climate.
In the exampleof the farmer learningfrom realizationsof the climate,learning
occurswithoutR&D,simply by observation.Furthermore,much eﬀort hasbeen
expended by the research community in trying to detect a climate change
footprint/ﬁngerprint in the temperature record of the last century. For example,
Schlesinger and Ramankutty (1995) and Bassett (1992) examine the statistical
properties of the relationship between global mean temperature and greenhouse
gas concentrations. Researchers also search for signs of climate change in ice
core and tree ring data (for example, see Folland et al., 1990). Both types of
learning are necessary to conclude the climate is changing. The laboratory oﬀers
acontrolledenvironmentwhichisolatestheproblem.Observationconﬁrms that
the problem remains in the uncontrolled environment. If a signal is clearly
evident, a much stronger case can be made for controlling the problem.
The purpose of this paper is to understand the interplay between learning
about the climate change problem and policy decisions to control the problem.
Although there are many characterizations of learning, we are considering the
case of endogenous learning where agents learn from observing the climate
 See Cunha-e-sa (1994) and Kolstad (1996) for further discussion of diﬀerent types of learning.
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action is taken. Since both types of learning are necessary and learning by
observation is probably slower (given the slow inertia of the climate), the speed
of learning by observation gives the actual time necessary to conﬁrm a para-
meter of climate change.
We ﬁnd a rich set of results about the relationship between learning and
climate change policy. First we ﬁnd theoretically the expected learning time (i.e.,
the mean observations required to attain a given degree of precision). The
expected learning time depends on the variance of the temperature realizations,
but also varies directly with the emissions policy. A policy to control emissions
causes learning to slow, leading to a tradeoﬀ between the expected beneﬁts of
controlling emissions and the resolution of uncertainty.
In the next section, we consider this problem of learning about the climate,
utilizing a simple Bayesian statistical model of temperature change. Bayesian
learning has the particular advantage of using information in an optimal way.
This motivates our choice of Bayesian learning over other methods. In spite of
optimal learning, we show how hard it is to quickly detect a climate change
signal when there are stochastic shocks to the climate system. Was the frigid
winter of 1996 in the US just a stochastic event or evidence of climate change?
We obtaina theoreticalresult that relates the expectedlearning time to the noise
in the system, the stock of GHGs (and thus the emissions policy), and the prior
level of uncertainty.
In the subsequent section we expand this analysis and solve an optimal
growth model with stochasticity and endogenous learning embedded in the
model. We are interested in the diﬀerence between levels of greenhouse gas
emission control with perfect knowledge vs. the case of slow learning based on
climate realizations. We ﬁnd that the expected learning time is between 90 and
160 yr, far longer than is currently believed. We also show how decisions
regarding the optimal control of GHGs are suboptimal while learning is taking
placerelative to perfect information.The optimal control level varies as much as
27% below or 25% above the perfect information level.
2. Learning about a stochastic process
Most climatic processes are stochastic. In particular, the average annual
global temperature is well recognized to be stochastic, with some deterministic
elements, such as radiative forcing from increased levels of greenhouse gases.
Consider the simplest representation of this process:
¹" ln
M
M
#u (1a)
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in degrees Celsius) and greenhouse-gas concentrations (relative to base M)a t
time t,  is a constant which measures the sensitivity of the climate to changes in
the concentration of GHGs, and u is a random shock, assumed to have a zero
mean but perhaps exhibiting serial correlation.
How might such a process evolve over time? Schlesinger and Ramankutty
(1995) and Bassett (1992) have estimated several diﬀerent stochastic processes
for temperature of the form of Eq. (1a), though without the dependence on
greenhouse gases. Both of these authors consider the case of ﬁrst-order auto-
correlation of the error term u. In such a case Eq. (1a) can be rewritten as
¹"¹#
ln
M
M
! ln
M
M
# (1b)
where  is a constant, and  exhibits no serial correlation. Bassett (1992)
estimates "0.808 and  "0.0185.
Now suppose we introduce some radiative forcing due to an increase in CO.
Assume for the time being that GHG concentrations change little from year to
yearso thatM+M and thata doublingof greenhousegases leadsto a 2.5°C
increase in the steady-state temperature. This is the IPCC’s best estimate
(Lempert et al., 1996). This implies a value for  of 3.6.
Let us now consider a simple Bayesian approach to the problem. Suppose we
are uncertain about the true value of , but know it must be one of two values:
3, ,2.16, 6.48. These two values of  correspond to the IPCC low
and high values (greenhouse-gas doubling leads to 1.5°C or 4.5°C temperature
change, respectively) reported in Lempert et al. (1996). According to Bayesian
learning, we assume the true  is a random variable drawn from the above two
valueswith some(unknown)probability.Let  be the probabilitythat takeson
the high value, . Thus, a priori, "0.33, so that the expected value of  is 3.6,
corresponding to climate sensitivity of 2.5° from a GHG doubling. As we move
through time, we observe realizations at temperature (¹) which gives us in-
formation about , and thus  evolves. Let  be the value of  at time t. At time
t, our prior is ; we observe a temperature realization, ¹, and update  to
obtain a posterior, . This updating follows Bayes rule:
"Prob	¹"
f ¹	 Prob
 f ¹	 Prob
(2)
where f is the conditional density on the continuous random variable ¹.I n
the numerator of Eq. (2), we obtain the ﬁrst term directly from Eq. (1a) and
Eq. (1b), provided we know the distribution of . The second term in the
numerator of Eq. (2) is simply the prior on , . The second term in the
denominator is similarly, either  or (1!).
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are required to get ‘close’ to the true value of ? To answer this question, we
must ﬁrst deﬁne what ‘close’ means. Let  N '0.5 be the desired level of certainty.
For example,  N "0.95 corresponds to "0.95 if the true value is  and
"0.05 if the true value is . Let "!.I f
 is large, we require only
a rough estimate of  to achieve  N level of conﬁdence. If 
 is small, we require
a more precise estimate of . For example if 
"0.1 and  N "0.95, then ‘close’
means the observer can reject with 95% conﬁdence a value of !.1 degrees
away from the true value. This is our deﬁnition of learning.
Finally, let X"(1!)ln[M/M] be the radiative forcing. The radiative
forcingis determineddirectlyfrom theGHGconcentration,which is determined
by the GHG emissions. Hence X is implicitly under control of the policy-maker.
Herewe take the emissions decision(and hence the forcing decision)as given. (In
the next section, we calculate the optimal emissions decision, which implies an
optimal learning time.) Our assumption is that X has mean X M and variance  .
For example, a policy-maker might use an emissions policy which ﬁxes the
radiative forcing at some level X M , with  "0. The above deﬁnitions give rise to
a theorem:
Proposition 2.1. Suppose
1. Radiative forcing is drawn from a distribution X&F(X M ,  ).
2. ¹emperature evolves according to ¹"¹#X#.
3.   and   are ﬁnite, with E[X]"0.
4. ¹he prior distribution is
&
 with probability "	,
 with probability "1!	.
¹hen the mean number of observations E[t] required to attain 5 N (i.e. to learn)
is
E[t]"[ln( N )! ln(1! N )!(2	!1)ln(	/(1!	))]
 
(
)(X M # )
. (3)
The proof is in the appendix. The above equation is highly intuitive. The ﬁrst
term represents how much the probability needs to change to achieve the
speciﬁedamount of learning. A higher level of conﬁdence requires more learning
time. Similarly if the agent is near certain then learning is slower vs. the case
where the agent does not have strong priors.
More important is the second term, which is the noise divided by the signal,
squared. More noise obscures the climate change trend, and learning takes
longer. Similarly, if 
 is low, learning is slower since the agent has more
diﬃculty deciding from which distribution a given observation comes. Finally if
emissions rise, the stock rises, the trend is not obscured by the noise, and
496 D.L. Kelly, C.D. Kolstad / Journal of Economic Dynamics and Control 23 (1999) 491–518Fig. 1. Expected learning time as a function of the prior. The top curve represents the mean number
of observations required to achieve 95% conﬁdence that the true value of  is the high or low value,
given a restrictive GHG concentration. The bottom curve represents the mean number of observa-
tions required to achieve 95% conﬁdence that the true value of  is high or low, given a less
restrictive GHG concentration.
learning accelerates. Hence learning is endogenous, since the policy maker may
vary emissions and hence concentrations and change the learning time. Fig. 1
shows graphically the relationship between the prior and the time required for
learning. Fig. 1 also illustrates how learning is endogenously aﬀected by deci-
sion-making. For example, more restrictive policy scenarios such as limiting
GHG emissions to 1990 levels or limiting total CO concentrations to a low
level, slow learning. Conversely, the absence of controls results in faster learning
though of course more rapid increases in greenhouse gases.
3. Economic growth and climate with learning
We now turn our attention to the problem of incorporating learning within
a model of the costs and beneﬁts of controlling greenhouse gases. The model we
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Variable deﬁnitions
K Capital stock
M GHG concentration
¹ Atmospheric temperature
O Ocean temperature
 Mean estimate of climate sensitivity
» Variance estimate of climate sensitivity
 Time
present here is similar to that found in Kolstad (1996) and is in the spirit of the
Ramsey (1928) growth models applied to climate change, particularly the DICE
model of Nordhaus (1994).
In our model, we maximize the net present value of utility subject to a capital
accumulation constraint as well as an embedded model of climate change:
max
 
E



	
¸() log
C
¸()
(4)
s.t. C"
[1!b
 ]
[1#¹
 ]
A()K ¸()!I50, (5a)
Capital K"(1!	)K#I, (5b)
GHG M"(1!) #(1!
)(M!M)#M,
(5c)
Atmospheric temp. ¹"¹# ln
M
M
#O#, (5d)
Ocean temp. O"O#[¹!O], (5e)
Time "#1. (5f)
Variable deﬁnitions are summarized in Table 1. The variables ¹, O, K, ,
and M are state variables,  and I are control variables. The parameters
, b, b, , , , , 
, , , M and  are constants. A(), ¸(), and () are
time-varying exogenous parameters. A() and ¸() gradually rise over time; ()
gradually falls (Nordhaus, 1994). All three of these variables cease to change
much after a few centuries. We use the variable  to index the position of the
exogenous variables. So the subscript t is time in the usual sense, while the
variable  represents the number of years for which the exogenous variables
have evolved.
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representing the reduction in Gross World Product (A()K ¸()) associated
with the cost of emission control (numerator) and pollution damage (denomin-
ator). Eq. (5b) is the capital accumulation equation, Eq. (5c) is the greenhouse-
gas accumulation equation, Eq. (5d) is the equation of evolution of the
atmospherictemperatureand Eq. (5e) is the evolutionof thedeep-oceantemper-
ature. The last term () in Eq. (5d) is the stochastic shock, assumed distributed
as N(0,  ). Uncertainty is embodied in the parameter . There are many
additional important uncertainties in the model, especially the parameter
 which measures the damage associated with climate change. We chose
 because of the signiﬁcance of the debate over its magnitude. The debate over
the  has raged on and oﬀ for over a century. There are also clear priors for
 which are obtained from these debates. Finally, there has been much specula-
tion in the literature about when  might be resolved.
The primary purpose of the paper is to study the eﬀects of learning on control
policy and how long it takes for learning to be resolved. However, it is worth
noting some important features of the model and how they aﬀect our results.
First the model maximizes population utility (the product of per-capita utility
and population) as opposed to utility of a representative agent. That is, the
model is a Ramsey-type model, which gives a higher weight to the future, since
the population is larger. This biases the control policy towards more control of
GHGs, since future damages are weighted by a higher population. Second, the
model assumes growth rates in technology and population decline over time.
Hence the rate of growth in emissions control also declines over time. Third,
because of the externality, balanced growth does not hold in this model.
However, deviations from balanced growth are small, so growth (and therefore
uncontrolled emissions) are largely driven by the assumed growth in population
and technology. Hence, the primary cause of climate change is the growth of
developing countries moving close to the balanced growth path. The properties
of the model are further developed in Kelly and Kolstad (1997). The ﬁrst two
assumptions bias the results towards more control and therefore slower learn-
ing, while the third assumption biases the results towards more emissions and
therefore faster learning.
The model presented in Eqs. (4), 5(a)—5(f) without the uncertainty or stochas-
ticity, is very similar to Nordhaus’ DICE model, though the parameter values
may diﬀer somewhat from the current version of DICE. A relatively modest
diﬀerence between this model and DICE is that we have an inﬁnite horizon,
whereas DICE and nearly all other similar models deal with a ﬁnite horizon.
The primary diﬀerence between our model and DICE is that here the
parameter  is not known with certainty. As noted earlier, Bayesian learning
See Kelly et al. (1997) for an overview.
See for example Wigley and Barnett (1990).
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The expectation operator in the objective function (Eq. (4)) is over the possible
values of  as well as the possible values of  (the stochastic shock in Eq. (5d)).
Uncertainty in  at any given point in time is represented as a prior distribution
at that point in time. We calculate the optimal values of  and I, the economy
evolves, observe the state variables, and update the prior on  which becomes
the prior for the next time period.
Assume the prior that  is distributed N(r, »); i.e., normally with a (ﬁnite)
meanof r andvarianceof ». Withthis prior,all we actuallyobserveare ¹ and O,
not the realizations of . From this, we update the distribution on . Rewrite
Eq. (5d) as
H,¹!¹!O" ln
M
M
#,X#. (6)
We observe ¹, ¹, O, and M, or equivalently, H and X and update the
prior on . Let p be the precision of ; i.e. p"1/Var(). After some mathemat-
ical wrangling with Bayes rule, we ﬁnd the well known result (e.g., Cyert and
Degroot, 1974) that the posterior distribution on  is also normal with:
r"
r#»pXH
1#»pX 
, (7a)
»"
»
1#p»X 
. (7b)
Note from Eq. (7b) that the variance estimate on  is monotonically non-
increasing with time. We use the variance instead of the usual precision since the
varianceis bounded above by the prior, while the precision is unbounded above.
Recall that perfect information is associated with a variance of zero.
It is straightforwardto interpret the updatingrules in Eqs. (7a) and (7b). First,
the currentestimate of the mean of  is a suﬃcientstatistic for all informationup
to period t. Hence the new estimate of the mean is a weighted average of the old
estimate and the new information, H/X:
r"
1
1#»pX 
r#
»pX 
1#»pX 
H
X
. (8)
A high prior variance (») causes the updating process to put more weight on
the new information; similarly, a low prior variance results in very little weight
being placed on new information. Finally, note that the theoretical results carry
over in a straightforward way to the case where  is distributed normally. The
expected learning time is still proportional to the square of the noise over the signal.
Finally we note an important feature of our learning model. There is no
feedback eﬀects of expectations of future temperatures aﬀecting current
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Parameter values
Parameter Value
 0.7441
b 0.0686
b 2.887
 0.01478
 2
 0.25
 0.6513

 0.083
 0.5819
 0.0944
M 590
 0.02
Var() 0.11
Equivalent to 3% annually. Note: One unit of time"10 yr.
Usingglobal annualtemperaturedata, we ﬁnd the standarderror of the shock
is 0.105, which implies a variance of 0.011. Bassett (1992) and Nordhaus (1994)
report standard errors in the range of 0.1—0.15. However, calculation of the
decadal variance is diﬃcult because a unit root cannot be rejected. Our
number is calculated by assuming temperature follows a random walk, which
is higher than the estimated variance, but more consistent with GCMs and
cannot be rejected.
temperatures (except through the observable control decisions). Hence our
model is considerably simpler than the usual rational expectations models.
The model given by Eqs. (4), 5(a)—5(f), (7a) and (7b) is now complete. We
maximize the net present value of utility, using as controls  (the emission
control rate) and I (investment). The system is characterized by state variables
which evolve over time: ¹, O, K, , M, r, and » (Table 1). Parameter values
are presented in Table 2. In our implementation, a time period is a decade. The
time-dependent parameters (A, ¸, ) take on exactly the same values as in
Nordhaus (1994).
4. The computational solution
4.1. The recursive problem
We now turn to the computational solution of the model deﬁned in Eqs. (4),
5(a)—5(f), 7(a) and 7(b). To describe the problem concisely, without getting bogged
In rational expectations models, the concept of active vs. passive learning refers to particular
learning algorithms in rational expectations models (see Kendrick, 1991 and Amman and Kendrick,
1993).
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controls, and g : RRRPR denote the transitional Eqs. (5a)—5(f), (7a)
and (7b). Finally, let º : RRPR denote the population utility function
given in Eq. (4). Then
S"[K, M, ¹, O, r, », t],
C"[, I],
S"g(S, C, , ). (9)
Here S is the value of S in the next period, given control level C and realizations
of the random variables  and . We can then write the problem as
max

E



	
º(S, C) (10)
s.t. S"g(S, C, , ). (11)
The Bellman principle of optimality states that the net present value of the
objective (Eq. (10)) must obey the dynamic consistency condition (Bellman
equation):
F(S)"max

º(S, C)#E F[g(S, C, , ]. (12)
We denote the ﬁxed point of Eq. (10) as the value function F(S). Eq. (12) states
that the maximum attainable net present value of the objective starting at
S must be equal to today’s one-period objective (º) plus tomorrow’s maximum
attainable net present value of the objective, assuming the optimal control is
chosen today. Because  and  are random variables ex ante, one must take the
expectationof F on the right-hand side with respect to the distributions of  and
. In our case, the distribution of  is deﬁned by two state variables (the prior
mean and variance).
4.2. Solution algorithm
Nearly all models of climate and the economy involve optimization over
a ﬁnite horizon as a solution technique. This has the advantage of being
computationally eﬃcient. However, direct optimization is very diﬃcult to use
when there is a stochastic element. All variables depend on the possible realiz-
ations of the shock (). A more elegant though not easy to implement approach
involves re-writing the model using the Bellman equation and then solving that
system numerically (see Stokey and Lucas, 1989).
Our solution approach is to approximate the value function with a ﬂexible
functional form. Most other solution methods are diﬃcult to apply to this
problem. The usual linear-quadratic (LQ) method is very inaccurate for this
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methodmakes an approximationaround the stationarystate, which is hundreds
of years in the future. For example, the steady-state approximation around the
state variable  is zero, indicating incorrectly that technology has no eﬀect on
indirect utility. Pure grid based methods are technically impossible due to the
large number of states and controls. There are a total of 11 variables from which
to form a grid (7 states, 2 controls, and 2 random variables). Hence even
a modest grid of 100 points per variable results in 100 grid points. This leaves
using ﬂexible functional forms, which typically use a smaller grid. But note that
the Euler equations are diﬃcult to specify, because there are two control
variables and many lagged control terms. This makes an approximation of the
value function more appealing than say an approximation of the conditional
expectation of the ﬁrst-order condition (as in parameterized expectations of
Den-Haan and Marcet (1990)) or the policy function (as in the minimum
weighted residuals method of Judd (1991)).
Consider the problem of ﬁnding the value function F numerically as the ﬁxed
point of Eq. (12). Note that if one knows F, then it is easy to calculate the
optimal action to take at any point in time; simply solve the right-hand side of
Eq. (12) for C*. But the real problem is ﬁnding an F( ) which is the ﬁxed point of
Eq. (12). Eq. (12) is really a functional equation with, as an unknown, the
function F.
This is a problem of some concern in macroeconomics and a number of
numerical techniques have been developed. Our idea is to deﬁne a family of
functions of which F is a member. The family must be parameterized by some
parameter vector, . Thus the family is deﬁned by the function (S; ) where the
solutiontoEq. (12), F(S), correspondstosome particularvalueof the parameter,
. We can rewrite Eq. (12) as
F K (S; ),max

º(S, C)#E [g(S, C, , ); ], (13a)
"argmin

(S; )!F K (S, ). (13b)
Because the parameter vector is ﬁnite, the approximation of F is not exact.
Hence the Bellman’s equation ﬁnds only an approximation of F, F K .
The next task is to specify the ﬂexible function form and how the parameter
vector is calculated. The parameter vector is calculated via Eq. (13b). An
obviousnorm is least squares; i.e., ﬁnd the  which minimizesthe sum of squared
residuals over a ﬁnite set of values of S, which span that portion of the state
space which is of interest.
The January 1990 issue of the Journal of Business and Economic Statistics was devoted to such
techniques. In particular, see the review article by Taylor and Uhlig (1990) in that issue.
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deﬁne the appropriate set of value functions for consideration. The primary
requirements are that any real-valued function can be approximated to any
degree of precision and that the parameterization be computational eﬃcient.
We choose to use neural network approximations to the value function. As we
have implemented this, it is a close relative of the Fourier network. Our
approximation is
(S; )" [ tanh( S#)]# (14)
where is a vector and other ’sare scalar componentsof the parameter vector
 and S is the state vector. An important decision is the number of approximat-
ing functions to use (l), which determines the number of parameters.
The next step is to deﬁne a compact region of the state space where Eqs. (13a)
and (13b) will be required to hold. For instance, for the capital stock a lower
limit would be zero and an upper limit would be any stock for which it is
optimal for investment to be less than depreciation, thus causing the stock to
shrink over time. Having deﬁned the relevant compact region of the state space,
choose a ﬁnite set of points in that region, S, i"1,2, I. The ﬁner the mesh
covering the region of interest, the more accurate the approximation although
the computations will also be more intensive. We then recursively generate
a sequence of , 	, ,2, starting from some initial guess 	 which approx-
imates F	. If one knows , then  is the error-minimizing solution to
Eq. (13b):
"argmin



[(S; )!F K (S; )]. (15)
These  converge to a * which deﬁnes the approximate solution, (S; *), to
the Bellman equation (12).
This approach is essentiallythe same as the contractionmappingconstructive
proofsof existenceof solution to dynamicprogram(see, for example,Stokeyand
Lucas, 1989). These proofs deﬁne an operator (¹) from the space of continuous
Judd (1992) describes the familiar Taylor approximation (a series of polynomials) and the Pade ´
approximation (quotient of polynomials). Judd (1991) argues for the use of a series of Chebycheﬀ
polynomials as more computationally eﬃcient. Hornik et al. (1989) show that neural networks,
approximations involving transcendental functions, can approximate any Borel measurable map-
ping arbitrarily well. Another common technique is to use a quadratic family, which has the
advantage of linear ﬁrst-order conditions.
In other words, for  of suﬃciently large dimension,  spans the space of continuous functions.
To be more precise, deﬁne (S, ):P, where n is the dimension of the state space and m is
thedimensionof the parametervector. For any C functionG : AP where A is a compactsubset
of  and any '0, m, 3, UG(S)!(S, )(.
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ous function (v) on the value function on the right-hand side of Eq. (12), the
left-hand sets of the equation deﬁnes ¹(v). If ¹ is a contraction mapping, then
multipleapplications of ¹ to v eventually converge to a ﬁxed point, a solution to
Eq. (12). In our case, we are dealing with a restricted set of functions, (S, ).
Iteration on  as described above is essentially the same as multiple applications
of ¹.
The following summarizes the algorithm for ﬁnding the value function.
1. Using Eq. (13b), compute 	, the parameter vector which minimizes the sum
of squared diﬀerences between F	 and .
2. Using Eq. (13a), compute F K  by computing the optimal controls for the
approximate value function .
3. Using Eq. (13b) compute , the parameter vector which minimizes the sum
of squared diﬀerences between F K  and .
4. Repeat step (2) until F K !F K (*.
The neural network approximation (Eq. (14)) is assumed to have 16 terms in
the summation, resulting in 129 elements in . The maximization in Eq. (13a) is
solvedusing sequential quadratic programming.	 Theexpectations in Eq. (13a)
are evaluated using numerical integration based on 12—24 point Gaussian
quadrature (Tauchen, 1990).
Eqs. (13a) and (13b) are solved using a quasi-Newton method with analytic
ﬁrst derivatives of  with respect to . The nonlinear least-squares is assumed to
converge when the objective is less than 10. As indicated in the previous
section, we iterate on  until convergence of  appears to be obtained. Our
convergence criterion is that the diﬀerence in value function approximations
(Eq. (13b)), between one iteration and the next is less than or equal to 10 at all
grid points.
Finally, we note the choice of grid points in Table 2. Finding a good grid
requires considerable trial and error. Essentially, we put grid points where the
value function has signiﬁcant curvature, to improve the ﬁt. Also, the grid must
have the stationary state in the interior so that the updated state variables
An important issue in the statistics literature is the optimal choice for the number of parameters
in the neural net (m). When observations are subject to iid noise, one often gets the result to set
m such that the number of parameters equals the square root of the number of observations. So we
might set m"	57,600"240. This results in the number of terms (the l’s in Eq. (12)) being
approximately 26. However, adding parameters increases the computation time. Hence we let
m"16 in the derivation of the value function to save on computation time.
	The maximand in Eq. (11a) is not guaranteed to be globally concave. It is easy to show that the
setof feasible solutionsto themaximizationisconvex.Providedthe climateshock isnot too great (		
less than &5°), we can show concavity of the objective function over the region of the state space
shown in Table 2.
D.L. Kelly, C.D. Kolstad / Journal of Economic Dynamics and Control 23 (1999) 491–518 505remain in the grid. Since the time variable is unbounded, we make a non-linear
transformation to a compact set. That is, let z"1/(1#e
) and substitute z for
t in Eqs. (5a)—(5f). The grid contains 57,600 points. The problem was imple-
mented in C on a Sun Sparc 20 (75 mHz). Solution time was about 24 h.
This deﬁnes the solution to model (11). While this is much more computation-
ally intensivethan solving a deterministicﬁnite horizon version of Eq. (11) using
standard optimization software, two clear advantages of this approach are:
(a) stochasticity is represented; and (b) once solved, the solution (optimal ac-
tions) for all values of the state vector is also known — no further computations
are necessary for other values of the state vector. This is a very important
advantage of dynamic programming. It allows straightforward comparative
statics analysis as well as great ﬂexibility in policy analysis.
5. Results
The solution of the dynamic program is a value function
F(K, M, ¹, O, r, », ), and the corresponding policy functions giving optimal
pollution control and investment as functions of the state variables:
*(K, M, ¹, O, r, », ) and I*(K, M, ¹, O, r, », ). Today’s values of the state
variables are suﬃcient to determine today’s optimal action. In order to simulate
the path of investment,pollution control or any of the states over time, one must
simulate the transition Eqs. (5a)—(5f), and optimal control functions, using
particular realizations of the random shock, . It is important to realize that
while in the model there is uncertainty over the climate response parameter, ,
the dynamic system requires a speciﬁc value of  in order to evolve. That is, from
the point of view of the planner or model,  is a stochastic variable with
uncertain mean and variance, although all realizations of  take on one value.
Thus when we simulate the model, we simulate for a speciﬁc , even though
learning is occurring about beliefs on .
Starting in 1985 from initial values of the state variables given in Table 3, we
examine the evolution of the system for two diﬀerent values of , a high value
and a low value. These high and low values correspond to the IPCC high and
low climate sensitivities of a 4.5° and 1.5° temperature change from GHG
doubling (Lempert et al., 1994). We simulated the model 100 times for each case.
Finally, we simulated the model under each case with certainty, which corres-
ponds to a prior variance of zero and a prior mean at the true value.
Fig. 2 shows how the estimate of the mean of the distribution of the true
 (Eq. (8)) evolves over time for each of the two actual values of  (for clarity the
climate sensitivity is shown, equal to 3.07). The curves are averages over 100
The solution time beneﬁted from a well chosen initial value function and a low (decadal)
discount rate.
506 D.L. Kelly, C.D. Kolstad / Journal of Economic Dynamics and Control 23 (1999) 491–518Table 3
Region of interest in state space and 1985 values of state variables
State Units Number of
grid points
Grid values 1985 value
K (10 1987 $) 8 10, 60, 180, 300, 420,
540, 660, 880
51.26
M (10 tonnes) 5 600, 1400, 2200,
3000, 3800
730
¹ (°C from pre-industrial) 4 0.2, 3, 6, 9 0.45
O (°C from pre-industrial) 3 0.1, 4.5, 9 0.11
r 3.07 w/m 5 0.5, 0.75, 1, 1.25, 1.5 0.81
» 3 0.0001, 0.25, 0.75 0.75
t (Decades from 1965) 8 1, 3, 7, 20, 38, 50,
62, 100
3
Equivalent to 2.5°C temperature rise from doubling of greenhouse gas stock.
Fig. 2. Evolution of climate sensitivity. (This gives the mean estimate of the climate sensitivity over
100 simulations generated from Eq. (8). Note: the climate sensitivity is the equilibrium temperature
change from a doubling of GHGs (3.07 )).
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Decades to reach conﬁdence levels on 
True  Conﬁdence level
95% 99%
H ( "1.47) 9.45 11.33
M ( "0.81) 14.63 18.83
¸ ( "0.50) 15.97 19.75
Note: Figures shown are in decades. Represents mean over Monte Carlo simulations of time to
reach indicated conﬁdence level for rejecting the null hypothesis that "0.81, when the true  is
high or low. When the true "0.81, the values are the mean number of times to reject the null
hypothesis that the true  is low.
simulations,each with diﬀerent temperature shocks. Individual runs have signif-
icant variation. We do not show the variance, since the variance is virtually
identicalfor the two values of . The updatingformulafor thevariance(Eq. (7b))
depends on only M the stock of greenhouse gases — a variable which changes
very slowly and is very insensitive to a temporary lack of knowledge about .
Note that it takes ﬁfty to one hundred years for the mean of the distribution of
 to ‘converge’ to the true value (and the variance to be reduced to a small
number).
From Eq. (8), the variance is zero only in the inﬁnite future. We are certain
about the climate sensitivity only after an inﬁnite number of observations. Thus
we deﬁne a measure of convergence or certainty about  that is useful for ﬁnite
problems. The prior distribution on  is that it is normal with a mean of 0.81.
Over time the distribution changes. At any point in time the agent can test the
hypothesis that "0.81. We say learning converges or is complete when the
above hypothesis is ﬁrst rejected at the 95% conﬁdence level. The reader may
ﬁnd the above deﬁnition of convergence to be ad hoc. For example after ﬁrst
rejecting the null hypothesis, random realizations may cause the hypothesis not
to be rejected in the next period. However, we can motivate the deﬁnition from
the well known criteria in the statistics literature which are also subject to the
possibility that future observations may disprove a hypothesis based on a given
set of data. Furthermore, the deﬁnition is consistent with the interpretation that
our results represent a minimum time of convergence. The problem is essentially
awell knownproblem in the learningliterature.We donot knowfor certainthat
the meanis the true value and hence when to stop updating. The alternative is to
introduce a cost of information and stop updating when costs become greater
than expected beneﬁts. See for example, Evans and Ramey (1992).
We ran one thousand Monte Carlo simulations (the realization of the shock
varies from one simulation to another) and for each determined the time period
where we ﬁrst reject that null hypothesis. Table 4 shows the mean time to
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uncertainty when the true value of  is the high value. The bottom two curves give the control rate
underuncertaintyand certaintywhen thetrue value of  is thelow value. For the control rates under
uncertainty, the ﬁgure shows mean control levels over 100 simulations (with diﬀerent realizations of
the temperature shock). Note that for the years 1995 and 2005, the control rate is higher for lower
estimate of the climate sensitivity. However, the diﬀerence is only about one half of one percent and
probably due to computer error associated with the relatively small grid size.
rejection of the null under diﬀerent assumptions about the true  and diﬀerent
levels of conﬁdence. Note that rejection at the 95% level takes a little less than
100 yr if the true  is high but about 160 yr if it is low. This is surprising since
most analyses of learning hypothesize that uncertainty is resolved in 20—60 yr.
Also note that the learning time is not symmetric.
The implication of this slow learning can be seen in the level of pollution
control. Fig. 3 shows the pollutioncontrol rate () as a function of time, for both
the low value of  and the high value (broken lines). Also shown are the values of
 that would obtain if  were perfectly known (solid lines). In the case where the
true value of the climate sensitivity is high, the control rate is signiﬁcantly below
the control rate under certainty. Indeed, the 1985 control rate is 10% of
emissions under certainty and only 7.6% under uncertainty (if the 1985 value of
 is zero), 24% lower. The control rate is signiﬁcantly below the certainty case
throughout the century (Table 5).
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Proportion of change in control due to each state variable
Variable KM ¹ Or » t
"0.5 129 14.8 2.17 !1.21 74.9 31.4 25.0
"0.81 21.8 1.74 2.21 !0.001 0 2.08 43.7
"1.47 22.0 1.78 3.03 !0.001 0.933 2.13 44.9
Note: Shown is (!)/(	!), assuming the true  is low.  is the control level when
all states take their 1985 value except state i which takes its 2095 value.
In the case where the true value of the climate sensitivity is the low value, the
control rate is above the certainty level. The control rate under certainty in 1985
is 7.5% of emissions. The diﬀerences quickly magnify. In 2040, the certainty rate
is 8.2%, which is little diﬀerent from the 1985 rate. However, the control rate
under uncertainty is 10% , 22% above the certainty level.
Recall that the original policy motivation stems from the question of should
we act now or wait until we learn more about how the climate is changing.
Several answers are immediately apparent. First, the optimal solution generally
must hedge against the possibility of a high climate sensitivity. Even for the case
where the climate sensitivity is low with probability one, some action is taken.
From Fig. 3, we see that the control policy under uncertainty is near the
control policy under certainty that the sensitivity is low. Hence the optimal
controldoes not hedge much against the possibility thatthe climatesensitivityis
high. There are three reasons for this. Primarily, the median estimate of the
climatesensitivityin the current year of 2.5° is much closerto the low estimate of
1.5° than to the high estimate of 4.5°. So the priors are somewhat asymmetric.
Secondly, the cost of making mistakes is very low. The diﬀerence between the
cost (in the current year) of the highest control policy and the lowest is only
0.005%of gross worldproduct, and future values are heavily discounted.Indeed
100% control costs less than 7% of gross world product. Finally, utility is
logarithmic, which has a low coeﬃcient of relative risk aversion of 1.
Figs. 4 and 5 show the evolution of atmospheric and deep oceanic temper-
ature over the very long run, for the high and low values of . Note the very long
lags built into the temperature response of the deep ocean. Hence the ocean
This also explains why studies that compute the value of information come up with a relatively
smallnumber.Of coursea low value of informationdoesnot implythat the resolution of uncertainty
is unimportant for climate change policy. In fact the opposite is true since low costs imply small
changes in damage estimates cause large changes in policy.
Mehra and Prescott (1980) conclude that a reasonable number is not too far from one for
models that do not explicitly account for leisure. Hurd (1989) estimates a value of 1.12. However,
such numbers do not explain asset pricing puzzles such as the well known equity premium puzzle.
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temperature is not important for optimal control in the current period, but
becomes important eventually.
It should be pointed out that much of the growth in emissions and GHG
stock levels is due to growth in the labor force and growth in output-enhancing
technology. Fig. 6 shows a plot of decadal emissions for the high value of  (the
results are similar for the low value) and a scaled plot of the product of three
variables: technology (A) , labor force (¸) and emissions per unit of GWP ().
HigherA’s and ¸’s yield higher GWP;  is the greenhouse gas emissions — GWP
ratio. Thus the product of these three variables is proportional to uncontrolled
greenhouse gas emissions. The relationship between this product and emissions
is striking. Emissions are proportional to the exogenous variables. The propor-
tion is even more exact if utility is not weightedby population.This is signiﬁcant
because the A, ¸ and  variable are all exogenous. An interpretation of Fig. 4 is
that exogenous variables determine how much is emitted and thus how serious
the warming problem is. This is explored further in Kelly and Kolstad (1996).
This leads to the obvious question of how the optimal policy is aﬀected by the
magnitude of the various state variables. The optimal policy function is non-
linear and the state variables are not independent, which makes generalization
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Table 6
Sensitivity of emission control
KM¹ O  » t
¹rue  is high
1985 0.46 0.08 0.01 0.01 0.35 0.05 0.04
1995 0.44 0.07 0.01 0.00 0.14 0.02 0.01
2005 0.30 0.03 0.02 0.00 0.12 0.08 0.00
2025 0.11 0.03 0.03 0.01 0.33 0.08 0.00
2055 0.07 0.09 0.01 0.00 0.20 0.02 0.02
2075 0.08 0.12 0.01 0.00 0.21 0.01 0.02
¹rue  is low
1985 0.46 0.08 0.01 0.01 0.35 0.05 0.04
1995 0.41 0.07 0.00 0.01 0.34 0.03 0.02
2005 0.25 0.04 0.00 0.01 0.32 0.02 0.01
2025 0.10 0.03 0.01 0.01 0.35 0.01 0.00
2045 0.08 0.00 0.01 0.01 0.27 0.03 0.01
2055 0.07 0.02 0.01 0.00 0.17 0.04 0.02
2075 0.07 0.09 0.00 0.00 0.13 0.05 0.02
Note: This table gives the elasticity of emissions control with respect to each state variable.
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diﬃcult.However,we can ask speciﬁc questions.Supposewe start with the value
of the state variable in 1985 (see Table 3). We can then investigate how a small
increase in each of the states would aﬀect the optimal GHG control. Table 6
shows the elasticity of  with respect to each of the state variables over time.
We see that emissions control is most sensitive to states K, M, and r. The
optimalpolicy puts little weight on ¹, since ¹ is subject to stochastic shocksand
is not a very good predictor of future temperature. Ocean temperature is not
a factor for several hundred years. However, M and r are excellent predictors of
future ¹ values, and M has much less stochastic ﬂuctuation than ¹. Hence the
state of knowledge about the climate sensitivity (  ) is very important for
today’s control decision. Of course the capital stock is critically important, since
the capital stock determines output and emissions are proportional to output.
So we see that learning is an important component of the optimal policy,
although most analyses focus on M or ¹.
6. Conclusions
This paper is one of the ﬁrst papers to deal explicitly with learning about the
climate within a dynamic growth and climate (integrated assessment) model.
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when uncertainty is resolved. We have shown computationally that uncertainty
is resolved in 90—160 yr depending on the true value of the climate sensitivity, far
longer than currently believed. We have shown theoretically that the resolution
of uncertainty is sensitive to the signiﬁcant noise in the temperature realizations
and to the GHG emissions policy. Thus there is a trade-oﬀ between emissions
control and the speed of learning. The computational model also shows that
control of GHGs is suboptimal while learning takes place, and in fact the
control decision is quite sensitive to the state of knowledge.
In our model learning and adaptation is from the point of view of the
policy-maker. We assume the agents within the model make no decisions, the
investmentdecision is made by the social planner. An interesting modiﬁcation is
to let agents within the model make decisions, allowing for diﬀerences in
information between agents and government.
There are several drawbacks to our approach, not the least of which is the
computational complexity. Other uncertainties are clearly important, especially
uncertainty over damages. The model can easily be adapted for uncertainty in
damages, with observations being the Gross World Product (GWP). In this case
however, GWP varies by about 2% per year, while the signal is quite small,
perhaps 0.1—0.5% of GWP after a one degree temperature rise, which happens
over decades. Hence, resolution of uncertainty takes much longer in this case.
However damages are inherently a local phenomena, which admit the possibili-
ty of panel data. Indeed, Bayesian learning is not the only kind of learning that
takes place. Clearly research and development also generates information; that
process is not represented here.
Another important issue in uncertainty and climate change is irreversibility.
Our model has a notion of irreversibilityin that once GHGsare emitted, there is
no way to eliminate them except through slow, natural depreciation. However,
scrubbers once installed can later be removed if GHGs are later found not to
cause much climate change (Fig. 3,  is low case). An interesting extension
would be to constrain  to be non-decreasing over time.
7. For further reading:
The following references are also of interest to the reader: Bar-Shalom and
Tse (1976), Edmonds and Reilly (1983), Judd and Guu (1994), Kolstad (1994)
and Sargent (1987).
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Appendix A. Proof of the main theorem
Proof of Proposition 2.1. First, we use the notation of Section 3, and deﬁne
X"(1!) ln(M/M), (A.1)
H"¹!¹. (A.2)
Assuming &N(0,  ), then for " , where i"Lo rH ,
¹	&N
¹# (1!)l n
M
M
,  
(A.3)
Then Bayes rule (2), the distribution of ¹ Eq. (A.3), and the deﬁnition of the
normal distribution implies
"
 exp[!p(H!X)]
 exp[!p(H!X)]#(1!) exp[!p(H!X)]
. (A.4)
At this point, we make a useful change of variables. Let p"/(1!). We can
then use Eq. (A.4) to get a linear recursive representation for p.
p"

1!
"
 exp[!p(H!X)]
 exp[!p(H!X)]#(1!) exp[!p(H!X)]
%
(1!) exp[!p(H!X)]
 exp[!p(H!X)]#(1!) exp[!p(H!X)]
"p
exp[!p(H!X)]
exp[!p(H!X)]
"p exp[p X(2H!X(#))].
(A.5)
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ln( p)"ln( p)#p X(2H!X (#)). (A.6)
Next we recursively substitute out for p , starting from p	 , and take expecta-
tions of both sides.
E[ln(p)]"ln(p	)#pE



X (2H!X ( #))
. (A.7)
Nextwe substituteout for H so that we can view the evolutionof p in termsof
the random variables. Let  be the true value, then
E[ln(p)]"ln(p	)#pE



X((2!!)X#2)
. (A.8)
From the above equation, we learn that if the true value is the high value, we
expect the ratio to rise by an expected amount with each observation. Converse-
ly, if the true value is low, we expect the ratio to fall by the same amount each
period.For a given time series, however, the number of observationsrequired to
make the ratio rise or fall by a given amount is a random variable. Hence, we
invoke Wald’s lemma, treating both t and  as random variables. We do so
conditionally on the value of .
E[ln(p) 	 ]"ln(p	)#pE[t 	 ]
E[X((2!!)X#2) 	 ]. (A.9)
Since X and  are uncorrelated, we have
E[ln(p) 	 ]"ln(p	)#p E[t 	 ] E[X]. (A.10)
Solving for the expected number of observations and simplifying yields
E[t 	 ]"
E[ln(p)	]!ln(p	)
p  E[X]
. (A.11)
The case conditional on  being the low value is analogous. To get the
unconditional expectation, we use E[t]"	E[t 	 ]#(1!	) E[t 	 ] to get
E[t]"
	E[ln(p) 	 ]!(1!	) E[ln(p) 	 ]!(2	!1) ln(p	)
p  E[X]
.
(A.12)
We next ﬁnd the conditional expectations in Eq. (A.12). If the true value is high,
we seek a value for ln(p) such that " N , which is ln( N /(1! N )). Converse-
ly, if the true value is low, we are interested in the expected time until ln(p)
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E[t]"
ln( N )!ln(1! N )!(2	!1)ln(p	)
p  E[X]
(A.13)
using the deﬁnition of p,  , and the variance of X
E[t]"[ln( N )!ln(1! N )!(2	!1) ln(p	)]
 
()(X M # )
(A.14)
which is the desired result.
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