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Abstract:
Repeatability, reproducibility, and replicability are essential aspects of experimental
and simulation-driven research. Use of benchmarks in such evaluations further as-
sists corroborative performance evaluations. In this work, we present a demonstrator
of a simulation service, called ”OPS on the bench” which tackles these challenges
in performance evaluations of opportunistic networks.
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1 Introduction
The confidence in performance evaluations are increased significantly when the underlying simu-
lations are repeatable, reproducible, and replicable, and produce corrobarative findings [Fei15].
Depending on the complexity of the simulation setup, availability of a comparable baseline and
the required computing resources, this is a challenging task.
To address these challenges in evaluations of opportunistic networks (OppNets), we have de-
veloped a simulation-as-a-service platform called OPS on the Bench (OOTB) [FKDU21]. It con-
sist of the OppNets model framework [UFDK19] for OMNeT++ combined with a collection of
real-world OppNets benchmarks. In this work, we demonstrate the operation of the OOTB plat-
form, simulating OppNets using benchmarks with a variety of data dissemination protocols.
2 Architecture
The work in [KTUF19] shows the variety of evaluations of OppNets. Authors of [KCC05] and
[CP16] highlight the problems of such evaluations. Therefore, the OOTB platform, described
in this section, is designed to perform repeatable, reproducible, and replicable research to over-
come the problems raised in those works.
The OOTB platform uses the Opportunistic Protocol Simulator (OPS)1. OPS [UFDK19]























































Figure 1: The architectural overview of OOTB
model framework. The models in OPS allow the users to configure OppNet nodes and networks
to simulate different scenarios. Each simulation requires a configuration file consisting of the
parameter values to run the simulation.
The complete OOTB platform is managed using a Django Framework4 based application,
which offers a user interface, accepts user requests and channels them to backend workers. These
workers are implemented using Docker5 containers and run the simulation itself. The containers
are deployed with all required components including the OPS models to run simulations. Once
the simulations are completed, a cloud storage service (such as Dropbox) is used to store the
results. At the end, the users are informed of the simulation status and the download location of
the results.
Figure 1 shows the architecture of OOTB. It consists of five main parts interacting to perform
the tasks of accepting simulation requests of users, performing simulations and processing and
presenting the results. These parts are described below. A detailed description of the OOTB
platform is presented in [FKDU21].
• Web Interface: The web interface allow users of OOTB to create and manage simulations.
Due to it being browser-based, it is operating system-independent. Access permissions decide
the capabilities offered to users, but in general, OOTB offers three possibilities of initiating
simulations. Initiating a simulation by (a) invoking a benchmark [FKDU21], (b) using a wiz-
ard, or (c) by supplying an OPS / OMNeT++ configuration file.
• Simulation Manager: The simulation manager is the central component in OOTB, designed
to be the single point of truth for all the activities of OOTB. The main tasks are interfacing
with the web interface to obtain user requests, enqueuing simulations for the workers in the
backend to pick up and simulate and to manage results of simulations.
• Simulation Queue: The simulation queue connects the manager and simulation server con-
trolling the multiple workers in the backend.
4 https://www.djangoproject.com
5 https://www.docker.com
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• Simulation Server and Workers: The simulation server runs at least one Docker container
– called worker – deployed with the OPS models to simulate OppNets. The worker performs
tasks such as monitoring the simulation queue for new jobs, starting new simulations, moni-
toring active simulations to report status to the manager and to generate summaries of results
once the simulation job is complete.
• Storage (Results & Reports): The results generated by the server, in the form of scalar results
(original OMNeT++ results), summarized results (as CSV files) and plotted results (as .pdf
files) are stored in a cloud service for a limited duration for the user to retrieve. General
simulation information required to rerun the simulation are stored without a time restriction
for later comparison.
3 Running a Simulation
This architecture offers several advantages for users simulating OppNets. The main point is the
significantly reduced complexity of running a simulation. Only three steps are important for the
user: First Step) Starting a new simulation either by uploading a complete simulation configu-
ration file, setting up the simulation using a wizard (c.f. Figure 2) or changing parameters in a
preconfigured benchmark simulation, Second Step) The simulation itself is run automatically on
one of the servers without user interaction, Last Step) The user is informed after the simulation
has finished. The results including a graphical representation are offered as a download.
The advantages for the user are manifold. Firstly, the setup of the complete simulation en-
vironment, including the server, is done by us. Especially for newcomers in this area, this can
be a time-consuming task. Secondly, we aim for a standardized representation of the results.
This makes the performance of different protocols comparable. It also fosters the reproducibility
and comparability in the area of network simulation mentioned at the beginning of this work.
Thirdly, with the option of reconfiguring existing benchmark configurations, the impact of the
different parameters to a simulation becomes clearer increasing the overall understanding of per-
formance.
4 Demonstration
Figure 2: The second step of the simulation setup: Configure the nodes
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We show the main functionality of OOTB in this demontration: 1) Invocation of the platform,
2) Setting up simulation parameters and commencing simulations, 3) Operations performed in
the background by OOTB, 4) Accessing results and comparing with other simulation campaigns.
Figure 2 shows a screenshot of the OOTB user interface where the nodes are set up and the
corresponding models are selected.
5 Summary and Future Work
OOTB [FKDU21] is a platform to overcome performance evaluation issues in simulations. It
is currently available as a preview version6 to interested users. Currently, the system is being
extended in multiple directions. Optimizing the simulation parsing, better comparison of the
results and more flexibility and setup options are some of current work items.
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