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Abstract 
Self-disclosure is ubiquitous in today’s digitized world as Internet users are constantly sharing 
their personal information with other users and providers online, for example when 
communicating via social media or shopping online. Despite offering tremendous benefits (e.g., 
convenience, personalization, and other social rewards) to users, the act of self-disclosure also 
raises massive privacy concerns. In this regard, Internet users often feel they have lost control 
over their privacy because sophisticated technologies are monitoring, processing, and circulating 
their personal information in real-time. Thus, they are faced with the challenge of making 
intelligent privacy decisions about when, how, to whom, and to what extent they should divulge 
personal information. They feel the tension between being able to obtain benefits from online 
disclosure and wanting to protect their privacy. At the same time, firms rely on massive amounts 
of data divulged by their users to offer personalized services, perform data analytics, and pursue 
monetization.  
Traditionally, privacy research has applied the privacy calculus model when studying self-
disclosure decisions online. It assumes that self-disclosure (or, sometimes, usage) is a result of a 
rational privacy risk–benefit analysis. Even though the privacy calculus is a plausible model that 
has been validated in many cases, it does not reflect the complex nuances of privacy-related 
judgments against the background of real-life behavior, which sometimes leads to paradoxical 
research results. This thesis seeks to understand and disentangle the complex nuances of Internet 
users’ privacy-related decision making to help firms designing data gathering processes, guide 
Internet users wishing to make sound privacy decisions given the background of their 
preferences, and lay the groundwork for future research in this field. Using six empirical studies 
and two literature reviews, this thesis presents additional factors that influence self-disclosure 
decisions beyond the well-established privacy risk–benefit analysis. All the studies have been 
published in peer-reviewed journals or conference proceedings. They focus on different contexts 
and are grouped into three parts accordingly: monetary valuation of privacy, biases in disclosure 
decisions, and social concerns when self-disclosing on social networking sites.  
The first part deals with the value Internet users place on their information privacy as a proxy for 
their perceived privacy risks when confronted with a decision to self-disclose. A structured 
literature review reveals that users’ monetary valuation of privacy is very context-dependent, 
which leads to scattered or occasionally even contradictory research results. A subsequent 
conjoint analysis supplemented by a qualitative pre-study shows that the amount of 
compensation, the type of data, and the origin of the platform are the major antecedents of 
Internet users’ willingness to sell their data on data selling platforms. Additionally, an 
experimental survey study contrasts the value users ascribe to divulging personal information 
(benefits minus risks) with the value the provider gets from personal information. Building on 
equity theory, the extent to which providers monetize the data needs to be taken into account 
apart from a fair data handling process. In other words, firms cannot monetize their collected user 
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data indefinitely without compensating their users, because users might feel exploited and thus 
reject the service afterwards.  
The second part delineates the behavioral and cognitive biases overriding the rational tradeoff 
between benefits and privacy risks that has traditionally been assumed in privacy research. In 
particular, evaluability bias and overconfidence are identified as moderators of the link between 
privacy risks and self-disclosure intentions. In single evaluation mode (i.e., no reference 
information available) and when they are overconfident, Internet users do not take their 
perceived privacy risks into account when facing a self-disclosure decision. By contrast, in joint 
evaluation mode of two information systems and when users are realistic about their privacy-
related knowledge, the privacy risks that they perceive play a major role. This proof that mental 
shortcuts interact with privacy-related judgments adds to studies that question the rational 
assumption of the privacy calculus.  
Moving beyond privacy risks, the third part examines the social factors influencing disclosure 
decisions. A structured literature review identifies privacy risks as the predominantly studied 
impediment to self-disclosure on social networking sites (SNS). However, a subsequent large scale 
survey study shows that on SNS, privacy risks play no role when users decide whether to self-
disclose. It is rather the social aspects, such as the fear of receiving a negative evaluation from 
others, that inform disclosure decisions. Furthermore, based on a dyadic study among senders 
and receivers of messages on SNS, it is shown that senders are subject to a perspective-taking 
bias: They overestimate the hedonic and utilitarian value of their message for others. In this vein, 
these studies combine insights from social psychology literature with the uniqueness of online 
data disclosure and show that, beyond the potential misuse of personal information from 
providers, the risk of misperception in the eyes of other users is crucial when explaining self-
disclosure decisions. 
All in all, this thesis draws from different perspectives – including value measuring approaches, 
behavioral economics, and social psychology – to explain self-disclosure decisions. Specifically, it 
shows that the privacy calculus is oversimplified and, ultimately, needs to be extended with other 
factors like mental shortcuts and social concerns to portray Internet users’ actual privacy decision 
making. 
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Abstract (German version) 
Die Preisgabe persönlicher Informationen ist in der heutigen digitalisierten Welt allgegenwärtig, 
zum Beispiel bei der Kommunikation in Sozialen Medien oder beim Online-Shopping. Trotz der 
enormen Vorteile wie Bequemlichkeit, Personalisierung und anderer sozialer Belohnungen für 
dessen Nutzer1 , bringt dies massive Bedenken hinsichtlich der Privatsphäre mit sich. Darum 
äußern Internetnutzer die Sorge, dass sie die Kontrolle über ihre Privatsphäre verlieren, 
angeheizt durch ausgeklügelte Technologien, die persönliche Informationen überwachen, 
verarbeiten und in Echtzeit verbreiten können. Infolgedessen stehen Nutzer vor der 
Herausforderung, intelligente Entscheidungen darüber zu treffen, wann, wie, an wen und in 
welchem Umfang sie persönliche Informationen preisgeben. So sind sie mit dem Spannungsfeld 
zwischen der Möglichkeit, Vorteile aus der Nutzung von Online-Dienstleistungen zu ziehen, und 
der Notwendigkeit, ihre Privatsphäre zu schützen, konfrontiert. Gleichzeitig sind Unternehmen 
auf große Datenmengen angewiesen, um in der Lage zu sein, personalisierte Dienste anbieten, 
Datenanalysen durchführen oder persönliche Informationen für Werbezwecke monetarisieren zu 
können. 
Traditionell hat die Datenschutzforschung bei der Untersuchung von Entscheidungen zur 
Informationspreisgabe im Internet das Modell des sogenannten „Privacy Calculus“ angewendet. 
Das Modell geht davon aus, dass die Selbstoffenbarung oder manchmal auch die Nutzung eines 
privatsphäreinvasiven Informationssystems das Ergebnis einer rationalen Risiko-Nutzen-
Abwägung ist. Obwohl das Modell plausibel ist und in vielen Studien validiert wurde, spiegelt es 
nicht die komplexen Nuancen datenschutzbezogener Entscheidungen vor dem Hintergrund 
realer Verhaltensweisen wider, was manchmal zu unterschiedlichen oder sogar paradoxen 
Forschungsergebnissen führt. Ziel dieser Arbeit ist es daher, die komplexen Nuancen der 
Entscheidungsfindung von Internetnutzern in Bezug auf die Privatsphäre zu verstehen und zu 
entwirren. Dies unterstützt Unternehmen bei der Gestaltung ihrer Datenerfassungsprozesse, 
befähigt Internetnutzer vor dem Hintergrund ihrer Präferenzen, fundierte Privatsphäre-
Entscheidungen treffen zu können und lenkt zukünftige Forschung in diesem Bereich.  
In dieser Arbeit werden auf der Grundlage von sechs empirischen Studien und zwei strukturierten 
Literaturrecherchen Faktoren vorgestellt, die - über die etablierte Risiko-Nutzen-Analyse des 
Privacy Calculus hinaus - Entscheidungen zur Selbstoffenbarung beeinflussen. Alle Studien 
wurden von Fachleuten begutachtet und in Zeitschriften oder Konferenzbänden veröffentlicht. 
Sie beziehen sich auf unterschiedliche Kontexte und sind dementsprechend in drei Teile 
gegliedert: Monetäre Bewertung der Privatsphäre, Wahrnehmungsverzerrungen bei 
Entscheidungen zur Informationspreisgabe und soziale Bedenken bei der Selbstoffenbarung in 
Online Sozialen Netzwerken.  
                                                 
1 Im Folgenden wird aus Gründen der besseren Lesbarkeit ausschließlich die männliche Form verwendet. Sie bezieht 
sich auf Personen beiderlei Geschlechts. 
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Der erste Teil beschäftigt sich mit dem Wert den Internetnutzer ihren persönlichen Informationen 
beimessen, stellvertretend für die Messung der wahrgenommenen Privatsphärerisiken bei der 
Preisgabe dieser Informationen. In einer Conjoint-Analyse, die durch eine qualitative Vorstudie 
ergänzt wird, wird gezeigt, dass die Höhe der Vergütung, die Art der Daten und die Herkunft der 
Plattform die wichtigsten Einflussfaktoren auf die Bereitschaft der Internetnutzer, ihre Daten auf 
Online-Datenmarktplätzen zu verkaufen, sind. Zusätzlich wird in einer experimentellen 
Befragungsstudie der Wert (Nutzen minus Risiken), den die Nutzer der Preisgabe von 
persönlichen Informationen zuschreiben, dem Wert, den der Anbieter aus den persönlichen 
Informationen gewinnt, gegenübergestellt. Aufbauend auf der „Equity“-Theorie muss neben 
einem fairen Umgang mit den Daten auch berücksichtigt werden, inwieweit die Anbieter die 
Daten monetarisieren. Mit anderen Worten: Unternehmen können ihre gesammelten 
Nutzerdaten nicht unbegrenzt monetarisieren, ohne ihre Nutzer zu entschädigen, denn die Nutzer 
könnten sich ausgenutzt fühlen und den Dienst aufgrund dessen ablehnen.  
Im zweiten Teil werden Wahrnehmungsverzerrungen beschrieben, die die in der 
Privatsphäreforschung traditionell angenommene rationale Abwägung zwischen Nutzen und 
Datenschutzrisiken in Frage stellen. Insbesondere werden Wahrnehmungsverzerrungen, nämlich 
der sogenannte „Evaluability Bias“ und „Overconfidence Bias“, als Moderatoren des 
Zusammenhangs zwischen Privatsphärerisiken und Selbstoffenbarungsabsichten identifiziert. Im 
Modus der Einzelevaluierung (d.h. keine Referenzinformationen sind verfügbar) und bei 
Selbstüberschätzung in Bezug auf das eigene Datenschutzwissen berücksichtigen Internetnutzer 
ihre wahrgenommenen Privatsphärerisiken nicht, wenn sie mit einer Entscheidung zur 
Selbstoffenbarung konfrontiert werden. Im Gegensatz dazu spielen bei gemeinsamer Bewertung 
von zwei Informationssystemen und bei realistischer Einschätzung des datenschutzbezogenen 
Wissens der Nutzer die von ihnen wahrgenommenen Datenschutzrisiken eine große Rolle. Dieser 
Nachweis, dass Wahrnehmungsverzerrungen (Bias) mit datenschutzbezogenen Urteilen 
interagieren, ergänzt Studien, die die rationale Annahme des Privacy Calculus in Frage stellen.  
Über die Risiken für die Privatsphäre hinaus befasst sich der dritte Teil mit sozialen Faktoren, die 
die Entscheidungen zur Offenlegung beeinflussen. Eine strukturierte Literaturrecherche 
identifiziert Risiken für die Privatsphäre als das überwiegend untersuchte Hindernis für die 
Selbstoffenbarung in Online Sozialen Netzwerken. Eine anschließende groß angelegte 
Umfragestudie zeigt jedoch, dass in diesen Netzwerken die Risiken für die Privatsphäre keine 
Rolle spielen, wenn Nutzer entscheiden, ob sie eigene persönliche Informationen preisgeben 
wollen. Vielmehr sind es die sozialen Aspekte, wie z.B. die Angst vor einer negativen Bewertung 
durch andere, die die Entscheidung beeinflussen. Des Weiteren wird anhand einer dyadischen 
Studie zwischen Sendern und Empfängern von Nachrichten auf Online Sozialen Netzwerken 
gezeigt, dass Sender einem sogenannten „Perspective-Taking Bias“ (Voreingenommenheit bei der 
Perspektiveneinnahme) unterliegen: Sie überschätzen den hedonistischen und utilitaristischen 
Wert ihrer Nachricht für andere. In diesem Sinne kombinieren diese Studien Erkenntnisse aus der 
sozialpsychologischen Literatur mit der Einzigartigkeit der Veröffentlichung von Daten im 
Internet und zeigen, dass neben dem potenziellen Missbrauch persönlicher Informationen von 
Anbietern auch das Risiko der Fehleinschätzung in den Augen anderer Nutzer ausschlaggebend 
für die Erklärung von Entscheidungen hinsichtlich der Preisgabe von eigenen persönlichen Daten 
ist. 
Alles in allem greift diese Arbeit auf verschiedene Perspektiven zurück, wie z. B. Ansätze der 
Wertmessung, der Verhaltensökonomie und der Sozialpsychologie, um Entscheidungen zur 
Selbstoffenbarung zu erklären. Insbesondere zeigt diese Arbeit, dass der Privacy Calculus zu stark 
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vereinfacht ist und um weitere Faktoren wie Wahrnehmungsverzerrungen und soziale Bedenken 
erweitert werden muss, um die tatsächliche Entscheidungsfindung von Internetnutzern in Bezug 
auf den Schutz der Privatsphäre im Internet darzustellen.
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1 Introduction 
Online self-disclosure currently forms the backbone of information technologies (Boyd and Heer 
2006) that process, aggregate, and monetize large amounts of user data to be able to offer 
personalized services or invent new ones. At the same time, it requires Internet users to manage 
their privacy preferences with asynchronous feedback cycles, constantly changing technological 
affordances, and associated threats to privacy (Choi and Bazarova 2020; Dinev 2014; Smith et al. 
2011). Therefore, this thesis revolves around the dynamics behind online self-disclosure 
decisions, their antecedents and situational factors, as well as cognitive and social dilemmas.  
Overarching Motivation 
Defined as “any message about the self that a person communicates to another” (Wheeless and 
Grotz, 1976, p. 338), self-disclosure is a common act online. It happens when Internet users reveal 
personal information that was previously private and unknown to either organizations or other 
individuals (Laufer and Wolfe 1977). Online self-disclosure has become ubiquitous, with 2.7 
billion meeting minutes in Microsoft Teams per day (Spataro 2020), 40,000 searches on Google 
every second (Internet live Stats 2020), and 500 million stories shared daily on Instagram alone 
(Statista 2020a). Self-disclosure is even higher online than in offline communication (Tidwell and 
Walther 2002) because it is a prerequisite to reduce uncertainty and build intimacy (Park et al. 
2011). People are turning to digital technologies to maintain friendships or to share news 
(Anderson and Vogels 2020) – even more so at the time of this writing amid the COVID-19 
pandemic.  
A key recurring scheme to explain Internet users’ online self-disclosure is a normative theory that 
describes self-disclosure as a result of a cost–benefit analysis (Li 2012; Smith et al. 2011). On the 
benefit side, users release their personal information in exchange for monetary rewards 
(Preibusch 2015), personalization (Chelappa and Sin 2005), and other social benefits (Krasnova 
et al. 2010a). On the cost side, a privacy calculus lens has traditionally been applied, which defines 
privacy risks as the major impediment to self-disclosure (Dinev and Hart 2006; Laufer and Wolfe 
1977). Thus, according to the privacy calculus, individuals self-disclose if they perceive the 
benefits to be greater than the privacy risks (Culnan and Armstrong 1999; Dinev and Hart 2006; 
Krasnova et al. 2010a). It implies that individuals act as rational agents on the basis of all relevant 
information and ultimately make deliberate decisions (Adjerid et al. 2018). However, pioneering 
studies have started to question this normative assumption because the research findings 
building on the privacy calculus are not consistent across contexts (John et al. 2011), which 
challenges the notion of stable privacy preferences. Dinev et al. (2015) explains these paradoxical 
research results by pointing to situational factors like affect, incomplete information, or mental 
shortcuts that distort rational decision making. Especially when comparing individuals’ privacy 
preferences with their actual behavior, the limited explicability of actual self-disclosure behavior 
by the rational tradeoff between benefits and privacy risks becomes salient (Alashoor and 
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Baskerville 2015). This phenomenon is also known as the privacy paradox and describes an 
inconsistency between users’ stated perceptions and their actual act of self-disclosure (Adjerid et 
al. 2018; Norberg et al. 2007; Wilson and Valacich 2012).  
Indeed, poll after poll has shown that individuals’ privacy concerns are on the rise, with 81 percent 
of respondents stating that “potential risks of companies collecting data about them outweighs 
the benefits” (Pew Research 2019). Except for health care, it is the biggest concern among U.S. 
population (Wunderman Thompson 2020). At the same time, however, many Internet users self-
disclose personal information on social networking sites, reveal their shopping information by 
using loyalty cards, and give smartphone application providers access to their personal 
information like contacts and photos. Even after a privacy breach like Cambridge Analytica, only 
6 percent say they will definitely delete their Facebook account because of it (Statista 2020b). 
Against the background of paradoxical observations and situation-specific decisions, the privacy 
calculus seems to be oversimplified when explaining actual disclosure behavior (Dinev et al. 
2015). Emphasizing a simple tradeoff between privacy risks and benefits, prior research lacks 
comprehensive descriptions of the context-dependent factors that drive or inhibit self-disclosure 
online.  
In an attempt to dig deeper into Internet users’ disclosure, this thesis seeks to identify further 
nuances of their self-disclosure decision making beyond the well-established privacy calculus. 
Since self-disclosure is almost impossible without giving up some measure of privacy, 
investigating the role of perceived privacy risks is the main focus of this work. Given the 
ubiquitous nature of self-disclosure in today’s digitized society, along with rising privacy issues 
like online behavior tracking, identity theft, and third-party usage of personal information, the 
phenomenon of online self-disclosure is highly discussed in media, research, and society. On the 
one hand, it is of great interest to online companies because their business models rely on massive 
amounts of user data to provide services and, ultimately, gain revenue. On the other hand, users 
enable these products by releasing their personal information to firms, and ultimately pay with 
their privacy which, in turn, put their privacy at risk. Internet users are faced with the challenge 
of deciding what, when, and to what extent they should divulge their personal information online. 
Additionally, protecting users’ privacy online has become an important topic for policymakers as 
well and recently resulted in the General Data Protection Regulation (GDPR) in the EU.  
Overall, understanding the underlying dynamics of privacy-related judgments is one of the key 
concerns of the information age (Bélanger and Crossler 2011). In this vein, this thesis contributes 
knowledge to firms relying on a constant release of data, users seeking to make intelligent privacy 
choices, and scientists trying to explain inconsistencies across previous studies and actual 
privacy-related decisions.  
Overarching Research Questions and Contribution 
Motivated by the lack of empirical explanations for the complex nuances behind self-disclosure 
decision making, this thesis tackles this research gap from three perspectives. First, because 
Internet users trade their personal information for digital services, the value of privacy from a 
user perspective is assessed. The value Internet users place on their personal information serves 
as a proxy for the risk–benefit analysis manifested in the privacy calculus. Based on a literature 
review (Paper 1.A), we find that studies building on the monetary valuation of privacy found very 
low and inconsistent amounts. While Schreiner and Hess (2015) showed that study participants 
would pay 0.63 euros per month for a premium version of Facebook, Krasnova et al.'s (2009a) 
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conjoint analysis found respondents would pay monthly fees of 1.20 and 1.40 euros for a privacy-
enhanced SNS. Overall, these scattered results highlight that self-disclosure decisions are very 
context-sensitive. This is especially problematic for data-driven business providers that rely on 
their users constantly releasing data. As yet, they cannot make predictions by using current 
research where users refrain from sharing information due to the high risk to their privacy or 
when privacy plays only a minor role. A more neutral and realistic study design is missing to 
measure individuals’ value of personal information with fewer situational influences. Therefore, 
this thesis adds to the literature stream on the value of personal information by investigating the 
relative importance of the antecedents of individuals’ willingness to sell their information based 
on a choice-based conjoint analysis together with the benefits of a qualitative pre-study.  
Additionally, IS privacy research has been predominantly focused on the value of privacy for 
users. Specifically, prior research building on the privacy calculus has defined privacy-related 
decisions as the result of an intrapersonal benefit–risk analysis (Li 2012). In this regard, Internet 
users are assumed to only balance their own benefits and privacy risks when confronted with a 
self-disclosure decision. By building on equity theory (Adams 1965; Leventhal 1980), this 
intrapersonal analysis is extended by interpersonal factors. Equity theory suggests that, in a social 
exchange relationship including customers and providers, customers incorporate the net value of 
the provider into their decision-making process (Oliver and Swan, 1989). In this vein, the value of 
the provider is the basis of their own deservingness, which is contrasted with their net value 
(benefits minus risks) (Martinez-Tur et al. 2006). If the provider’s net value is higher than their 
own, values are unfairly distributed, which leads to a feeling of exploitation (Oliver and Swan, 
1989). This should be of great interest to data-driven business providers because they have to 
monitor how their value from personal information is perceived in order to avoid a feeling of 
unfairness, which could lead them to reject the service. Therefore, this thesis adds to privacy 
research by investigating how much the net value from personal information informs Internet 
users’ attitudes to those providers and whether it further affects satisfaction and their intention 
to continue using the service. Investigating the value that Internet users assign to their privacy 
and its relation to providers’ value from monetizing personal information is reflected in the first 
overarching research question: 
RQ1: What influences the value Internet users assign to their privacy? And how does it relate to 
providers’ value from personal information? 
Secondly, explanations are sought for irrational privacy choices in light of the privacy calculus. 
While some studies have found a significant negative link between privacy risks and self-
disclosure (Keith et al. 2013; Krasnova et al. 2010a), others have found a minor relationship 
(Acquisti and Gross 2006; Shibchurn and Yan 2015) or even no significant effect at all (Cheung et 
al. 2015). For instance, Krasnova et al. (2010a) found evidence of the privacy risk–intention 
relationship. They point to privacy risks as the major impediment to self-disclosure on SNS. By 
contrast, Brakemeier et al. (2016) show that SNS users’ disposition toward privacy risks depends 
on their current focus on prevention or promotion. Similarly, optimism bias, endowment, and 
order effect have been identified as biases that distort stable self-disclosure decision making 
across contexts (Acquisti et al. 2009; Acquisti and Grossklags 2005a; Baek et al. 2014). Literature 
questioning the linear link between privacy risks and self-disclosure builds on knowledge from 
behavioral economics because it argues that decision making deviates from rationality (Tversky 
and Kahneman 1973) due to immediate gratification, bounded rationality, and incomplete 
information (Acquisti 2004) when people have to make disclosure decisions. Still, knowledge 
about the behavioral and cognitive biases in self-disclosure decisions is underdeveloped. 
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Therefore, this thesis tests how evaluability and overconfidence bias interact with disclosure 
behavior. In extant research to date, privacy risks have been measured as the magnitude to which 
Internet users are concerned about data protection. However, what has been overlooked is in how 
far users are confident in their risk assessments. The evaluability bias tests how confidence varies 
depending on available reference information and the overconfidence bias examines the effect of 
unrealistically high confidence on privacy assessments. Both biases may help explain why privacy 
risks are not always significantly linked to disclosure behavior in prior research. Privacy-friendly 
firms can use this knowledge to educate their users in terms of privacy to make privacy-
friendliness a competitive advantage. The extension of the privacy calculus with cognitive and 
behavioral biases is delineated in the second overarching research question:  
RQ2: How do evaluability bias and overconfidence influence privacy-related judgements of online 
companies? 
Thirdly, social concerns are identified as an underexplored impediment of online self-disclosure. 
Beyond privacy concerns, research has shown that Internet users refrain from sharing personal 
information because their information can be misunderstood (Min 2016) or their relationships 
might suffer (Yu et al. 2015). Specifically, in the context of online communication, users of SNS 
have been shown to think strategically about their postings by specifically targeting their 
audience (Barasch and Berger 2014) or using filters (Hu et al. 2014). On social media, 43 percent 
of U.S. teens feel pressure to only post things that make them look good (Anderson and Jiang 
2018). Nevertheless, the price of sharing is commonly described as privacy risks focusing on data 
protection from organizational threats, which is rooted in the e-commerce context where 
personal information is traded to gain certain benefits in return (Dinev and Hart 2006). However, 
on SNS, users are voluntarily disclosing information to communicate with others (Kane et al. 
2014). Apart from personal information such as their name, address, and telephone number, SNS 
users are expressing their thoughts, experiences, and daily lives to get feedback from others (Utz 
2015). Rather than just transferring data, this disclosure of information goes beyond the concerns 
of data protection and security. It implies a social component that incorporates the perception of 
intended others to maintain relationships or construct an identity in the eyes of others (Yu et al. 
2015; Zhao et al. 2008), but scholars have paid considerably less attention to social concerns and 
their influence on the decision to self-disclose. This thesis aims to close the gap and help SNS 
providers by providing an additional explanation for why their users refrain from sharing 
personal information, which may cause a competitive disadvantage and, in turn, severe financial 
problems. A subsequent dyadic study of senders and recipients of messages tests whether those 
social concerns are justified. In this regard, an assessment based on empathy theory determines 
whether those who send the information correctly anticipate their recipients’ perceptions and 
reactions. If not, they are subject to a perspective-taking bias. SNS users can learn from these 
results by realistically accounting for the perceptions of their information recipients while still 
realizing the benefits of self-disclosure. This leads us to the third and final overarching research 
question: 
RQ3: Do social concerns impact Internet users’ self-disclosure decisions? And if so, are they 
subject to a perspective-taking bias? 
To sum up, this thesis makes three attempts: (1) It measures the value of privacy along with its 
antecedents and in relation to providers’ net value from personal information, (2) it investigates 
mental shortcuts that distort the linear link between privacy risks and self-disclosure, and (3) it 
identifies worries beyond the privacy concerns (i.e., social concerns) of SNS users and their effect 
on self-disclosure decisions as well as interpersonal dilemmas.  
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Structure of the Thesis 
Guided by these three research questions, the thesis encompasses eight research essays published 
in peer-reviewed outlets ranging from conference proceedings to journal articles and listed in 
Table 1. In response to RQ1, Papers 1.A, 1.B, and 1.C tackle the value of privacy from a user 
perspective. Starting with an extensive literature review, the first paper develops a 
comprehensive framework that presents studies measuring the value of personal information. 
This literature review forms the basis for the two corresponding empirical studies. First (Paper 
1.B), with the help of a conjoint analysis, antecedents of Internet users’ willingness to sell their 
personal information on data-selling platforms and their relative importance are provided. And 
second (Paper 1.C), users’ perception of providers’ value gained from personal information is 
manipulated, and its impact on distributive equity perceptions is investigated. Papers 2.A and 2.B 
are concerned with deviations from rational privacy judgments and, therefore, respond to RQ2. 
The main premise of the two tested models is to identify the cognitive biases that moderate the 
link between privacy risks and self-disclosure intentions. Continuing with RQ3, Paper 3.A 
presents a second structured literature review, which results in a comprehensive list of 
antecedents of self-disclosure in the SNS context. Extending this research stream on SNS users’ 
self-disclosure, Paper 3.B classifies social concerns as an overlooked impediment to releasing 
personal information online. Also not free from cognitive distortions, social perceptions online 
are shown to be subject to a perspective-taking bias in Paper 3.C. 
Table 1. List of publications included in this thesis. 
RQ1 Paper 
1.A 
Wagner, Amina; Wessels, Nora; Buxmann, Peter; Krasnova, Hanna (2018): 
Putting a Price Tag on Personal Information - A Literature Review. In: 
Hawaii International Conference on System Sciences (HICSS), Waikoloa Village, 
Hawaii, VHB-Ranking: C. 
Paper 
1.B 
Wessels, Nora; Gerlach, Jin P.; Wagner, Amina (2019): To Sell or not to Sell – 
Antecedents of Individuals’ Willingness-to-Sell Personal Information on 
Data-Selling Platforms. In: International Conference on Information Systems 
(ICIS), Munich, Germany, VHB-Ranking: A. 
Paper 
1.C 
Wagner, Amina; Wessels, Nora; Brakemeier, Hendrik; Buxmann, Peter (2021): 
Why Free Does not Mean Fair: Investigating Distributive Equity 
Perceptions of Data-Driven Services. In: International Journal of Information 
Management (59), VHB-Ranking: C. 
RQ2 Paper 
2.A 
Brakemeier, Hendrik; Wagner, Amina; Buxmann, Peter (2017): When Risk 
Perceptions Are Nothing but Guesses – An Evaluability Perspective on 
Privacy Risks. In: International Conference on Information Systems (ICIS), 
Seoul, South Korea. VHB-Ranking: A. 
Paper 
2.B 
Wagner, Amina; Mesbah, Neda (2019): Too Confident to Care: Investigating 
Overconfidence in Privacy Decision Making. In: European Conference on 
Information Systems (ECIS), Stockholm, Sweden, VHB-Ranking: B. 
RQ3 Paper 
3.A 
Abramova, Olga; Wagner, Amina; Krasnova, Hanna; Buxmann, Peter (2017): 
Understanding Self-Disclosure on Social Networking Sites - A Literature 
Review. In: Americas Conference on Information Systems (AMCIS), Boston, USA, 
VHB-Ranking: D. 
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Paper 
3.B 
Wagner, Amina; Krasnova, Hanna; Abramova, Olga; Buxmann, Peter; Benbasat, 
Izak (2018): From Privacy Calculus’ to ‘Social Calculus’: Understanding Self-
Disclosure on Social Networking Sites. In: International Conference on 
Information Systems (ICIS), San Francisco, USA, VHB-Ranking: A. 
Paper 
3.C 
Wagner, Amina; Abramova, Olga; Krasnova, Hanna; Buxmann, Peter (2018): 
When You Share, You Should Care: Examining the Role of Perspective-
Taking on Social Networking Sites. In: European Conference on Information 
Systems (ECIS), Portsmouth, UK, VHB-Ranking: B. 
 
A variety of research designs are employed in the eight publications included in this thesis (see 
Table 2, column 2). Apart from structured literature reviews in papers 1.A and 3.A, a conjoint 
analysis, as well as qualitative and quantitative studies, was conducted. By taking advantage of 
the exploratory nature of qualitative studies (Mingers 2001; Venkatesh et al. 2013), they are used 
as pre-studies to dig deeper into Internet user’s perceptions or behavioral motivations. In 
particular, a qualitative research design with the help of an open-ended online survey was 
conducted in Paper 3.B. Paper 1.B makes use of in-depth interviews. Both studies were done to 
complement the follow-up quantitative studies and, thus, provide a more substantive reasoning 
for users’ actual behavior. Quantitative research designs have been applied based on empirical 
online surveys in papers 1.C, 2.A, 2.B, 3.B, and 3.C. Some of them use a quasi-experimental design 
by presenting respondents with differing scenarios. A choice-based conjoint analysis was 
employed in Paper 1.B to measure the respondents’ willingness to sell their personal information. 
Table 2. Outline of research papers. 
Chapter and Research 
Paper 
Research Type and 
Methodology 
Theoretical Background Context 
Chapter 3 




Valuation of Privacy Multitude 
Chapter 4 
Research Paper 1.B: 




Valuation of Privacy Data-selling 
Platforms 
Chapter 5 
Research Paper 1.C: 
Distributive Equity 












Research Paper 2.A: 










Research Paper 2.B: 
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Chapter 8 
Research Paper 3.A: 
Antecedents of Self-
Disclosure on SNS 
Structured Literature 
Review 






Research Paper 3.B: From 












Research Paper 3.C: 
Perspective-Taking Bias on 
SNS 







In addition to the publications included in this cumulative dissertation (see Table 1), I co-authored 
the following peer-reviewed publications during my time as a Ph.D. candidate at the Technical 
University of Darmstadt, Germany: 
 Wagner, Amina; Olt, Christian M.; Abramova, Olga (2021): Calculating versus Herding in 
the Adoption and Continuance Use of a Privacy-Invasive Information System: The Case of 
COVID-19 Tracing Apps. In: European Conference on Information Systems (ECIS), 
Marrakesh, Marocco, VHB-Ranking: B. 
 Olt, Christian M.; Wagner, Amina (2020): Having Two Conflicting Goals in Mind: The 
Tension Between IS Security and Privacy when Avoiding Threats. In: Hawaii International 
Conference on System Sciences (HICSS), Wailea, USA, VHB-Ranking: C. 
 Krause, Hannes-Vincent; Wagner, Amina; Krasnova, Hanna; große Deters, Fenne; 
Baumann, Annika; Buxmann, Peter (2019): Keeping Up with the Joneses: Instagram Use 
and its Influence on Conspicuous Consumption. In: International Conference on 
Information Systems (ICIS), Munich, Germany, VHB-Ranking: A. 
 Wessels, Nora; Wagner, Amina; Prakash Sarswat, Jayesh; Buxmann, Peter (2019): What is 
Your Selfie Worth? A Field Study on Individuals’ Valuation of Personal Data. In: 
Internationale Tagung Wirtschaftsinformatik (WI), Siegen, Germany, VHB-Ranking: C. 
 Wagner, Amina; Gasche, Lisa Alina (2018): Sharenting: Making Decisions About Other's 
Privacy on Social Networking Sites. In: Multikonferenz Wirtschaftsinformatik (MKWI), 
Lüneburg, Germany, VHB-Ranking: D. 
All publications included in this thesis2 appear in Chapter 3 to 10. In Chapter 2, the overarching 
theoretical fundamentals of the thesis are defined. The work concludes with an overarching 
discussion of all the studies’ results in Chapter 11, as well as suggestions for future research and 
final remarks in Chapter 12. 
 
                                                 
2 The papers have been slightly adapted from their original versions to have a consistent layout throughout this thesis. 
Additionally, they are written from the first-person plural (i.e., “we”) perspective, since co-authors contributed to 
every publication.  
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2 Theoretical Background 
This chapter explains overarching concepts that are investigated in the research papers forming 
this cumulative thesis. Specifically, it presents the term self-disclosure, information privacy, and 
its measurements and conceptualizations. Finally, this chapter closes with an introduction to 
factors affecting disclosure decisions beyond the privacy calculus.  
Self-Disclosure 
Self-disclosure is defined as any information that is released from one person to another 
(Wheeless and Grotz 1976). In general, it is characterized by its depth, breadth and duration 
(Taylor and Altman 1975). Depth describes the intimacy of the disclosiveness, whereas breadth 
revolves around its variety of topics, and duration deals with the frequency and time spent to 
disclose the information (Omarzu 2000; Wheeless and Grotz 1976). On the one hand, Internet 
users disclose information voluntarily (Smith et al. 2011) in order to maintain relationships, 
transact with a provider or by broadcasting themselves. To be more explicit, users share private 
or public messages as well as release their names, addresses and bank details to online providers 
in order to use certain services. On the other hand, information is rather involuntarily shared by 
reading a news website or using search engines. Thereby, website providers can trace users’ 
online behavior, IP-addresses, and other related personal information that can be used for 
personalization or advertisement purposes (Culnan and Bies 2003).  
As such, self-disclosure online differs compared to face-to-face communication since information 
is easily searchable, stored and shared (Boyd and Ellison 2008). Additionally, it is an important 
prerequisite for online organizations because self-disclosure leverages personalized services and 
provides real-time customer insights (Xu et al. 2009). Therefore, research in Information Systems 
(IS) has investigated the extent (Hollenbaugh and Ferris 2015), antecedents (Cheung et al. 2015; 
Krasnova et al. 2010a; Wirth et al. 2019), and outcomes of self-disclosure such as life satisfaction 
(Jiang et al. 2011; Krasnova et al. 2015). With a rising share, research is predominantly looking at 
the extent of self-disclosure to other users on SNS and its providers. For instance, Acquisti and 
Gross (2006) show that 84 percent of Facebook users reveal their real names on SNS. In a similar 
vein, others have found evidence that SNS users share more intimate and truthful information to 
friends than to strangers online (Utz 2015).  
Even though investigating the online self-disclosure phenomenon is heightened, its measurement 
varies. Word counting, content analysis, and self-reported measures have been applied to capture 
past self-disclosure behavior (Joinson and Paine 2007). In an attempt to measure the intention to 
self-disclose, a great number of researchers have relied on individuals’ likelihood to reveal a 
certain piece of information (e.g., Krasnova et al. 2010a; Zhao et al. 2012), or individuals’ 
likelihood to use an information system as a proxy (Brakemeier et al. 2016b). Actual self-
disclosure is assessed based on laboratory (e.g., Cvrcek et al. 2006; Tsai et al. 2011) or field 
experiments (Acquisti et al. 2009). For instance, Acquisti et al. (2009) tested in a field study in 
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how far customers disclose their personal information by using a loyalty card in exchange for 
monetary discounts.  
Information Privacy in the Digital Age 
When releasing personal information online, people give up some extent of their information 
privacy. Therefore, privacy evolved as an important concept when studying self-disclosure online 
(Joinson et al. 2007; Trepte et al. 2020). In essence, privacy is defined as the right to be left alone 
(for review see Warren and Brandeis 2015). With the rise of digital technologies that gather, store 
and process large amounts of personal information, a sub concept termed information privacy 
emerged (Smith et al. 2011). However, the definition of information privacy remains mixed in 
terms of its conceptualization, measurements, and its distinction from other constructs (Pavlou 
2011). Two definitions evolved into the most established ones in IS research: privacy as control 
and privacy as commodity.  
The control-based definition of privacy refers to users’ wish of autonomy about how, when, and 
to what extent data is shared. Since personal information can be searched, stored and processed 
in an unforeseen way without the consensus of the user, users worry about losing control over 
their personal information (Bélanger and Crossler 2011; Malhotra et al. 2004). According to Smith 
et al. (1996), this worry relates to four subcategories: awareness of privacy practices, avoidance 
of errors, unauthorized secondary data use, and improper access. It is commonly measured as 
Internet users’ perception of data handling processes (Dinev and Hart 2006; Malhotra et al. 2004). 
The commodity based definition refers to the fact that users trade their personal information like 
an intangible asset in exchange for service benefits, for example personalization (Xu et al. 2009) 
or social rewards (Ellison et al. 2007; Krasnova et al. 2010a). This definition is particularly salient 
in information privacy research. On the one hand, because Internet users constantly release their 
personal information in order to receive benefits from free data-driven online services. On the 
other hand, because data-driven online companies monetize their customers’ data by providing 
advertisement services to third parties, adding value to their own services or reduce transaction 
costs (Aïmeur et al. 2016) based on the released information by users. In this regard, the average 
revenue per user for Facebook and Google alone reached $59 in 2017 (European Union Agency 
for Cybersecurity 2018) which demonstrates the tremendous value of personal information. 
“Thus, a tension exists between the users’ desire to protect personal data and the need of Internet 
retailers for consumer information that drives the customer relationship process to understand 
preferences, meet needs, customize products and services, and market new opportunities – 
activities that benefit both the user and the organization.” (Wakefield 2013, p. 157-158). 
Therefore, assigning values to personal information from a user perspective helps firms to 
account for the users’ wish to protect ones’ privacy or the amount that needs to be offered as a 
form of compensation for releasing personal information.   
Valuation of Privacy 
Taking into account the tremendous value of user data for companies, exemplified by the stock 
value of data-driven business models (Eling et al. 2016), the value users’ place on their personal 
information has been examined. Under the umbrella of economics of privacy (Brandimarte and 
Acquisti 2012), Acquisti et al. (2013) have asked the question “What is privacy worth?”. However, 
their study resulted in no clear value attributed to privacy from a user perspective. It is dependent 
on whether users are asked to sell a certain type of information or how much they would pay to 
protect it (Acquisti et al. 2013). Similarly, others provided evidence that valuation of privacy 
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depends on situational factors such as the purpose of data collection (Danezis et al. 2005), the 
collecting organization (Nguyen et al. 2016), as well as the study design (Benndorf and Normann 
2014). Thus, the question “What is privacy worth?” is very context sensitive. Beyond putting a 
value on personal information, scholars asked the question of whether Internet users value their 
personal information at all (Acquisti 2004; Preibusch et al. 2013), because of their unstable 
preferences. Indeed, research has provided evidence that Internet users voluntarily release their 
personal information for minor benefits (Grossklags and Acquisti 2007). For instance, Cvrcek et 
al. (2006) found that users would sell their location data for the price of a burger while Bauer et 
al. (2012) provided evidence that 48 percent of their study participants would not pay a Cent to 
prevent their Facebook data from deletion.  
Concluding from these results, studies investigating to what extent users value their personal 
information are scattered. Table 3 below presents studies measuring the value users place on 
their SNS profile information and its deviating results. For instance, the study from Krasnova et 
al. (2009b) resulted in a yearly fee of 14.14 to 17.24 euros for a premium version of Facebook 
without advertisement while Schreiner and Hess (2015) study yield 50 percent less.  
Table 3. Studies on SNS users’ valuation of their profile information. 
Type of Personal 
Information 




Respondents would pay on average 
between 14.14 and 17.24 euros as a yearly 
fee for an SNS without advertisement. 
Krasnova et al. (2009b) 
Facebook Profile 
Information 
Respondents would pay on average 9.45 
euros to save their profile from deletion. 
Bauer et al. (2012) 
Facebook Profile 
Information 
Respondents who were willing to sell their 
profile information requested on average 
19 euros. 




Respondents would pay on average 0.63 
euros for a premium version of Facebook 
per month. 
Schreiner and Hess 
(2015) 
 
At the same time, however, Internet users state high privacy concerns and abandon companies 
which are not trusted (Jensen et al. 2005) or put their data at risk (Culnan 1993). Similarly, users 
find it unfair that their personal data is extensively monetized by online companies (Aïmeur et al. 
2016; Culnan and Bies 2003). In this vein, data selling platforms (e.g., DataCoup) have emerged 
where users can actively monetize their data by selling it to third parties (Spiekermann et al. 
2015a, 2015b). However, these data-selling platforms have not yet reached a high user rate due 
to ethical issues and low monetary incentives. 
Privacy Calculus 
Considering the ubiquitous nature of the self-disclosure phenomenon and heightened privacy 
concerns, research investigating the determinants of disclosure decisions is omnipresent (e.g., 
Chang and Heo 2014). For example, boyd and Ellison (2008) showed that SNS users regularly 
share status updates in order to gain social capital. Another study by Chelappa and Sin (2005), 
provided evidence that users share their context information for personalization purposes. Albeit 
employing different theoretical models like uses and gratification theory (e.g., Chiu and Huang 
2014; Sutanto et al. 2014), social capital theory (e.g., Dinev et al. 2006, Maksl and Young 2013), or 
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the theory of planned behavior (e.g., Shibchurn and Yan 2015; Wirth et al. 2019), they all have in 
common that they predominantly view self-disclosure decisions as an outcome of perceived 
service benefits and costs, which are usually defined as privacy risks or sometimes concerns (Li 
2012). In this regard, costs are subtracted from benefits and if the outcome (i.e., net value) is 
positive, self-disclosure is probable (e.g., Awad and Krishnan 2006): 
Benefits – Costs = Net Value 
This rationale is rooted in the social exchange theory (Homans 1958) and has formed the basis 
for the privacy calculus theory (Culnan and Armstrong 1999; Dinev and Hart 2006) which 
manifests the underlying theme of this thesis. The privacy calculus argues that benefits (privacy 
risks) positively (negatively) influence self-disclosure intentions/behavior (e.g., Krasnova et al. 
2010a; Xu et al. 2009). It builds on the assumption that individuals engage in effortful and 
extensive information processing before making a decision (Dinev et al. 2015; Laufer and Wolfe 
1977). Hence, building on the privacy calculus, research assumes that Internet users act based on 
a deliberate analysis taking into account their benefits and privacy risks (Li 2012).  
Beyond the Privacy Calculus 
Even though the privacy calculus is a plausible theory demonstrated in many studies, it might not 
capture the full complexity and nuances of self-disclosure decision-making against the 
background of other dynamics (Dinev et al. 2015). For instance, when it comes to actual self-
disclosure users seem to act in opposition to their stated privacy concerns (e.g., Norberg et al. 
2007) such as on SNS or other privacy-invasive information systems. The gap between stated 
privacy concerns and actual disclosure behavior is termed privacy paradox (e.g., Adjerid et al. 
2018; Norberg et al. 2007) and has recently received much research attention (Adjerid et al. 2018; 
Kehr et al. 2015; Li et al. 2017). Beyond paradoxical disclosure decisions, research building on the 
privacy calculus perspective is not consistent across contexts. While some IS studies found 
empirical evidence for the privacy calculus (Krasnova et al. 2010a; Shibchurn and Yan 2015; Xu 
et al. 2009; Zhao et al. 2012), other studies are contradictious (e.g., Brakemeier et al. 2016a; Cho 
et al. 2010; Kehr et al. 2015). All in all, this indicates that there must be interference factors which 
distort individuals’ situation-independent privacy judgements (see Figure 1). For instance, if a 
firm is successful in mitigating users’ privacy risks by trust building mechanisms or other privacy 
indicators, while providing a great amount of benefits, users might be more willing to disclose 
their data to them (e.g., Chelappa and Sin 2005; Xu et al. 2005). 
Building on behavioral economics, research identified two potential challenges which are devoted 
to privacy-related judgements, namely lack of information and motivation (Angst and Agarwal 
2009; Dinev et al. 2015; Lowry et al. 2012). First, people lack complete information to make stable 
privacy decisions across contexts and against the background of their preferences (Kokolakis 
2017). Whereas benefits are easy to anticipate (Acquisti 2004), perceived privacy risks are hard 
to evaluate (Smith et al. 2011). Individuals are mostly unsure of how, when, and to what extent 
their data will be used (Acquisti and Grossklags 2005b, 2005a). They might have disclosed it to 
one provider for making an online transaction, but the very same information can be also used to 
personalize products, target advertisement or business analytics. In this vein, they have to rely on 
their own knowledge, experiences, external information like privacy seals (Xu et al. 2005) or 
legislative rules (Metzger 2007). However, even when all information are available, cognitive 
psychology research argues that it is almost impossible to process all of them (Kahneman et al. 
1982). Against this background, individuals apply certain simplifications which are referred to as 
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heuristics that help them to cope with their processing limitations (Barnes 1984; Kahneman et al. 
1982). Even though heuristics help in overcoming the complexity of privacy decision-making, it 
eventually leads to decisions which are not in line with ones’ preferences (Kokolakis 2017) as they 
may not have considered important information. Beyond the challenges of having all necessary 
information at hand to make well-informed privacy decisions, people need to be motivated to 
invest time and resources in evaluating privacy risks. For instance, Internet users might lack 
motivation to read long and complicated privacy policies. Indeed, in a recent poll only about 20 
percent state that they read privacy policies completely (Auxier et al. 2019). This may cause a 
lower disposition to users’ privacy risks and thus yield unstable disclosure decisions across 
contexts (see Figure 1).  
 
Figure 1. Biases in privacy-related judgements. 
In this vein, scholars recently started to question the sole focus on benefits and risks (Dinev et al. 
2015; Kehr et al. 2015; Lowry et al. 2012) taking into account situational factors which affect self-
disclosure or even induce irrational choices. For instance, scholars have shown that stereotypical 
thinking (Gerlach et al. 2019), optimism bias (Baek et al. 2014), as well as affect heuristic (Kehr et 
al. 2015) can distort rational privacy-related judgements. Table 4 illustrates mental shortcuts 
which are tested in privacy research to help explain why privacy risks are not always linearly 
related to Internet users’ willingness to self-disclose.  
Table 4. Articles on mental shortcuts in privacy-related judgements. 
Mental shortcuts Articles 
Regulatory Focus Brakemeier et al. (2016); Mostelleri and Poddar (2017) 
Endowment Effect Acquisti et al. (2009) 
Immediate Gratification Acquisti (2004) 
Stereotypical Thinking Gerlach et al. (2019) 
Optimism Bias Baek et al. (2014); Cho et al. (2010) 
Bounded Rationality Acquisti and Grossklags (2005a); Keith et al. (2012) 
Reference Dependence Adjerid et al. (2018) 
Cognitive Appraisal Li et al. (2017) 
Psychology of Ownership Spiekermann et al. (2012) 
Affect Heuristic Kehr et al. (2015) 
Information Asymmetry Egelman et al. (2009); Tsai et al. (2011) 
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Beyond mental shortcuts, Internet users’ privacy-related decision making might be prone to the 
context in which they are made. In this regard, research has shown that especially in the SNS 
context, the privacy calculus needs to be revisited (Wirth et al. 2019, Krasnova et al. 2009a).  
Calculus for Social Networking Sites 
Stemming from e-commerce literature, the privacy calculus focuses on users’ concerns of 
releasing personal information such as name, bank details, or address to a provider as the only 
potential disadvantage arising from self-disclosure (Dinev and Hart 2006). However, 
communicating to other users online in order to establish relationships and thus intimacy differs 
(Choi and Bazarova 2020). In the SNS arena, through self-disclosures users voluntarily reveal 
identity cues. By sharing updates about their accomplishments and feelings, they are trying to 
establish a social image which is perceived, evaluated and critically assessed by a large and 
diverse audience on SNS (Barasch and Berger 2014).  
Instead of solely focusing on organizational privacy threats, the fear of being misperceived or even 
rejected by peers expands the privacy calculus by adding social concerns to the privacy risk-
benefit analysis. Social concerns are dealing with individuals’ worries of how they are viewed in 
the eyes of others. It is the potential loss of one’s self-image when being perceived as foolish or 
untrendy (Featherman and Pavlou 2003; Lee et al. 2013). More specifically, the social perspective 
acknowledges how impressions are formed and how they shape the desired social image 
(Goffman 1975; Leary and Kowalski 1990).  
While online self-disclosure has been consistently linked to positive outcomes for senders, 
including improved self-esteem (Gonzales and Hancock 2011) or subjective happiness (Kim and 
Lee 2011), there has been growing evidence about the negative consequences of this activity for 
recipients. For example, studies have linked consumption of information shared on SNS to feelings 
of envy (James et al. 2017; Krasnova et al. 2015), depression (Tandoc et al. 2015), and reduction 
in one’s life satisfaction (Frison and Eggermont 2016; Krasnova et al. 2015). Indeed, while senders 
indulge in sharing positive sides of their lives, recipients are getting the feeling that others have a 
better life compared to themselves, which leads to upward social comparison as well as 
perceptions of inferiority and low self-esteem (Fox and Moreland 2015; Frison and Eggermont 
2016; Krasnova et al. 2015; Vogel et al. 2014). In light of these negative outcomes for recipients, 
there is a pressing need to better understand the dynamics behind self-disclosure in general and 
self-presentation on SNS in particular.  
Compared to face-to-face (FtF) communication, the reactions of the audience towards the 
disclosed message are not visible and are asynchronous in nature (Walther 2007). Therefore, SNS 
users have to anticipate whether their self-disclosure socially pays off and whether it does 
contribute to relational benefits (Berman et al. 2015; Scopelliti et al. 2015). However, due to 
asynchronous feedback cycles and diverse or even ill-defined audiences, SNS users face a 
challenge when anticipating others’ perception or reactions (Barasch and Berger 2014). In this 
regard, SNS users seem to selectively self-present when sharing their emotional experiences (Qiu 
et al. 2012), experiential accomplishments (Lyu 2016), positive emotions and well-being (Lin et 
al. 2012) compared to FtF communication. According to Lee et al. (2016), this propensity to 
consciously select photos that present oneself in the best light is fueled by ‘likes’ users get from 
their audiences. Additionally, self-disclosure in the sense of self-presenting oneself in front of 
others is encouraged by multiple functional affordances – IT artifacts – that, among others, include 
photo-editing features with the help of convenient filters or ability to easily communicate to a 
wide audience of followers (see Table 5).  
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Table 5. SNS artifacts. 
Artifacts Definition Reasoning 
Opportunity to invest 
effort into message 
construction 
Users’ tendency to invest time 
and effort in planning and 
creating the message to be 
shared. 
Asynchronous communication gives SNS 
users the chance to consciously think about 
their message before sharing it (Walther 
1996). 
Message editability Extent to which users rely on 
tools to edit their messages 
according to their impression 
management goals. 
SNS photo-editing tools make it easy for 
users to edit the information being shared 




Degree to which positive 
feedback is expected. 
On SNS, positive feedback is intensified by 
the lack of other (negative) social cues 
(Walther 1996).  
Immediate feedback Degree to which feedback 
from the audience comes in in 
a quick and accessible way.  
Compared to FtF communication, feedback 
on SNS comes fast and in an easy accessible 
form, because receivers may react by using 
the ‘like’ button or similar icons. 
Social awareness Degree to which the sender is 
aware of its audience and 
understands it. 
On SNS, users are mentally and physically 
isolated from their audience which reduces 
social cues and social presence of the 
audience (Barasch and Berger 2014; Goel et 




The size of the audience who 
receives the information. 
SNS facilitate communication to a large 
audience (Utz et al. 2012). Thus, SNS users 
in most cases communicate publicly to a 
greater audience compared to FtF 
communication. 
Audience diversity  Degree to which the audience 
is heterogeneous. 
On SNS, users are usually communicating to 
a heterogeneous audience which 
compromises close friends, distant 
acquaintances, colleagues and even 
strangers (Bernstein et al. 2013).  
 
To sum up, this thesis adds to online self-disclosure literature in general and privacy calculus 
theory in particular by accounting for additional factors that could influence online self-disclosure 
decisions beyond benefits and privacy risks. To accomplish this goal, eight studies across different 
contexts (e.g., data-selling platforms, mobile applications) and decision stages (i.e., measuring 
valuation of privacy, intention to disclose personal information, and perceptual differences of 
shared information) have been conducted which are presented in the following.  
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In the digital age, personal information is claimed to be the new commodity with a rising market 
demand and profitability for businesses. Simultaneously, people are becoming aware of the value 
of their personal information while being concerned about their privacy. This increases the 
demand of direct compensation or protection. In response to the commodification of privacy and 
the increased demand for compensation, a number of scholars have shed light on the value people 
assign to their personal information. However, these findings remain controversial as their results 
differ tremendously due to different research methods and contexts. To address this gap, we 
conducted a systematic literature review to gain insights into the current research state and to 
identify further research avenues. By synthesizing and analyzing 37 publications, we provide an 
integrative framework along with seven contextual factors affecting individuals’ valuation of 
privacy. 
 
Keywords: Economics of Privacy, Literature Review, Personal Information, Privacy Valuation, 
Willingness-to-Pay 
  
3 Research Paper 1.A: Value of Privacy 16 
Introduction 
The valuation of personal information is more relevant today than ever before because personal 
information is claimed to be the new commodity of the 21st century with a rising market demand 
and profitability for businesses (Spiekermann et al. 2015a). Particularly, online businesses like 
Facebook, Google & Co. monetize their users’ personal information. Simultaneously, people are 
becoming aware of the value of their personal information (Li et al. 2014) which increases the 
demand of direct compensation and participation (New York Times 2012; Spiekermann and 
Korunovska 2017). In response to the trend of monetizing personal information, startups (e.g., 
datacoup, datafairplay) have emerged developing an infrastructure for users to actively sell their 
personal information to third parties. Indeed, increasing scholarly attention has been brought to 
the economics of information reflected by the growing number of studies in this field. More 
specifically, research has been conducted on how much people are willing to pay in order to 
protect their personal information and how much they demand for selling their data. However, 
sometimes it appeared as if people were incredibly privacy concerned and hence highly valued 
their data (Barak et al. 2013; Huberman et al. 2005) while other studies indicated that people do 
not value it at all (Bauer et al. 2012; Grossklags and Acquisti 2007). Even when researchers asked 
for the same type of data to be revealed, they obtained two completely different results. For 
instance, Huberman et al. (2005) showed that participants would sell their weight information for 
$74.06 on average, whereas the study of Grossklags and Acquisti (2007) resulted in a price of 
$31.80 for the same kind of information. Furthermore, Schreiner and Hess (2015) showed that 
Facebook users would pay on average 0.63 euro for a premium version while the study of 
Krasnova et al. (2009b) resulted in a monthly fee of 1.2 and 1.4 euro for a privacy-enhanced social 
networking site (SNS).  
As these results are confounding and scattered, it is important to understand the differences 
between scholars to get insights into the valuation of privacy and how it is affected. Moreover, a 
systematic approach to comprehensively describe the current research state is missing despite its 
importance to provide an integrative and common understanding of individuals’ valuation of 
privacy. Furthermore, businesses can only partially rely on knowledge when offering services 
which affect privacy concerns of their customers. To address this practical and theoretical issue, 
we conducted a structured literature review to provide a narrative theoretical survey, 
comparison, and integration of current literature. Thereby, the following research question will 
be answered: What influences the economic value people assign to their personal information and 
how can the existing approaches and results be conceptualized in a unified way?  
Building upon established structured literature review methods (von Brocke et al. 2009; Webster 
and Watson 2002), we analyzed empirical studies within 37 publications published in various 
journals, conferences, and workshops. We coded the determinants of privacy valuation along with 
its research methods. These were then summarized in a twofold pattern including an in-depth 
look at underlying differences seeking to synthesize the resulting knowledge into an integrative 
theoretical framework (Baumeister and Leary 1997). Along with the determinants, willingness-
to-pay and willingness-to-accept are then introduced as the two facets of how valuation of 
information is measured. Afterwards, we summarize and synthesize our main findings in an 
integrative theoretical framework. Findings are discussed and future Information Systems (IS) 
research suggestions are given before the paper closes with a conclusion. 
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Valuation of Privacy 
Since privacy is monetized by firms (Steinfeld 2015), it can be exchanged by individuals in order 
to gain certain benefits. Referred to as the privacy calculus, people are performing a trade-off 
between privacy risks and benefits when assessing the behavioral intention to disclose 
information (Dinev and Hart 2006). Based on Smith et al. (1996) risks can be categorized into four 
dimensions: collection, improper access, error restrictions and secondary data usage. With regard 
to benefits, they should be perceived as higher than risks when revealing personal information 
(Rust et al. 2002; Xu et al. 2011a). Scholars found proof that people exchange their personal 
information to gain advanced services (Chelappa and Sin 2005) or monetary rewards (Hann and 
Lee 2002). Thus, understanding the value people put on their personal information is necessary 
for businesses to provide services accordingly. But personal information is different from other 
traded goods as the value people assign to their privacy is difficult to assess and generally 
subjective (Grossklags and Acquisti 2007). Further, people do not have valid and complete 
information of how their personal information will be used by businesses (Acquisti et al. 2009).  
In an attempt to operationalize the valuation of privacy, previous scholars relied on surveys (e.g., 
Rose 2005) and experiments (e.g., Steinfeld 2015) measuring the amount of data which is revealed 
and shared with third parties as a form of privacy valuation (Hann et al. 2007; Krasnova et al. 
2009b; Tsai et al. 2011). More specifically, they investigated what determines individual’s privacy 
valuation and how privacy is traded by either measuring their willingness-to-pay (WTP) or their 
willingness-to-accept (WTA).  
WTP for privacy deals with the fact that individuals prefer to pay a fee for privacy-enhancing 
features. It is referred to privacy premium which is typically offered by companies as a freemium 
product. Following the freemium idea, businesses provide their basic products free of charge 
while offering fee-based additional services (Schreiner and Hess 2015). In contrast, WTA 
describes individuals’ willingness-to-sell data in return for monetary benefits (Acquisti et al. 
2009). Thus, WTA describes the proposition that individuals respond to economic incentives in 
deciding whether to reveal personal data to a third party (Grossklags and Acquisti 2007) by taking 
an active role as a seller.  
Review Method 
In the following section, we provide an overview of our review method to identify the relevant 
literature by following the guidelines by von Brocke et al. (2009) and Webster and Watson (2002). 
By doing so, we describe the search term as well as the inclusion and exclusion criteria and 
present an overview of the conducted search process with its data sources. We describe the steps 
in detail in order to make the underlying process as transparent as possible following a call for 
more rigor (von Brocke et al. 2009).  
With regard to our search terms, we conducted a pilot search based on the keywords used in 
prominent articles on privacy valuation (Carrascal et al. 2013; Hann et al. 2007; Huberman et al. 
2005; Krasnova et al. 2009b; Tsai et al. 2011) as a starting point and refined this commencing 
search string iteratively. As the search query is crucial, the terms were selected precisely so that 
they sufficiently match the topic under investigation (von Brocke et al. 2009). Given the variety of 
keywords describing the “valuation of personal information” we divided this rudimentary term in 
its main components and searched for synonyms and related expressions. Finally, the final search 
string consisted of four parts. The first part comprises synonyms for “value” as this is the main 
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approach of our study. We used a number of search terms ranging from “economics”, 
“value/valuation”, and “worth” to terms describing pricing approaches. Of course, we also 
included “willingness” as it is the main component for WTA and WTP. The second part consists of 
different expressions for “personal” while the third part included the synonyms “information” and 
“data”. The last part of the final search query delimits the topic under investigation as the pilot 
search revealed that the topic received scholarly intention with the rise of ecommerce and SNS. 
This resulted in the following search query: ((“economics” OR “worth” OR valu* OR willingness-
to* OR “freemium” OR “pricing”) AND (“privacy” OR “personal” OR “private”) AND (“data” OR 
“information”) AND (“online”)). 
In order to ensure that only appropriate and relevant publications are included and that every 
paper incorporated in this review process is treated in the same way, we determined exclusion 
and inclusion criteria (Webster and Watson 2002). Inclusion criteria were defined as: (1) 
valuation of privacy and personal information was the main focus under investigation, (2) studies 
applied should be empirical and on an individual-level, and (3) studies investigated user’s 
monetary WTP and/or WTA in order to protect or divulge their personal data. In contrast, 
exclusion criteria included: (1) studies focused on privacy and personal data in general without 
examining the monetary value of the former, (2) the studies concentrated solely on testing 
measurement methods to evaluate privacy values or (3) were published before 2000 due to its 
validity in the online context.  
In the next stage, we selected appropriate scientific databases which contained relevant 
publications (Webster and Watson 2002). The above presented search query was used for the 
EBSCOhost database whereas queries for other databases differed slightly due to its technical 
requirements. Finally, we conducted a systematic search in the following digital databases: ACM 
Digital Library, AIS Electronic Library, EBSCOhost Business Source Premier, ScienceDirect, 
SpringerLink, and WebOfScience. In order to be exhaustive, we decided to search by title and 
abstract without further restrictions with regard to specific journals, conferences, and topics. 
Second, we conducted a manual search in eight leading IS journals in the senior scholars' basket 
of journals (i.e., Management Information Systems Quarterly, Information Systems Research, 
Journal of Management Information Systems) and in the IEEE publication list to ensure that no 
major IS or technology research articles were neglected. All found publications were uploaded 
into a Citavi database. Our search resulted in 1169 publications (excluding duplicates) for all 
selected databases in total. Next we scanned the titles and abstracts based on the selection criteria, 
which reduced the sample size to 114. By applying full text analysis, the sample was again 
minimized to 17. As suggested by Webster and Watson (2002) we also conducted a forward and 
backward search on this set of relevant publications. The process of backward search refers to the 
analyses of citations in the selected set of publications. In contrast, forward search aims at 
identifying publications that cite the selected key papers (Webster and Watson 2002), which was 
conducted by utilizing respective functions of Google Scholar. During forward and backward 
searches, we applied the same procedure as described before by identifying potentially relevant 
publications through their titles and abstracts and further investigating them with a full text 
analysis. Finally, we obtained a concluding set of 37 publications published between 2002 and 
2017 which was the basis for further analyses and discussion.  
Integrative Framework 
After collecting the relevant literature, we coded the publications with regard to their research 
approaches and aggregated the results in a Table (see Appendix 3). Subsequently, we followed 
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suggestions by Baumeister and Leary (1997) and consolidated the results of our literature review 
in an integrative theoretical framework (see Figure 2) going beyond solely describing previous 
studies (Baumeister and Leary 1997; Webster and Watson 2002).  
 
In accordance with previous privacy literature (Brandimarte and Acquisti 2012), we identified 
the context as highly relevant for users’ privacy valuations. While synthesizing the literature, 
seven contextual factors emerged: type of information, person, biases, individual, privacy, value 
related, and social factors. These determinants affect the valuation of privacy. As all of the 
publications in our final sample implicitly divide context factors and behavioral outcome, a 
twofold pattern was chosen. A detailed summary of these patterns follows. 
Contextual Factors 
First, we identified the factor type of information which is determined by the research case of 
being highly relevant. All publications apart from Rose (2005) tested the impact of requests for 
certain types of information on individuals’ privacy valuations. The type of information being 
evaluated by individuals ranges from SNS profile (10 papers), browsing information including 
websites (7 papers), purchase information (7 papers), location data (8 papers), mobile data (5 
papers), IQ scores (2 papers), age and weight (2 paper) as well as general information/socio-
demographics (4 papers). When authors investigated the value of SNS information, Facebook was 
used as the case distinguishing between all information stored on Facebook (Bauer et al. 2012; 
Spiekermann et al. 2012), the Facebook wall, or profile information (Benndorf and Normann 
2014). Among others, studies also tested peoples’ privacy valuations in the context of web 
browsing by for example investigating the WTP for a privacy friendly search engine (Bughin 
2011). In addition, the valuation mode has been identified as a determinant of privacy valuation. 
A few studies built on behavioral economics and tested certain biases which affect the value 
individuals assign to their data (Kamleitner and Haddadi 2016, Acquisti et al. 2009, Grossklags 
and Acquisti 2007). Providing evidence for the endowment effect with regard to privacy 
valuations, Acquisti et al. (2009) demonstrated that participants valued their personal 
information even more when being asked to give it up compared to receiving it. This bias has also 
been confirmed by Kamleitner and Haddadi (2016) in the context of privacy as a possession. 
Figure 2. Integrative theoretical framework of valuation of privacy. 
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Moving beyond the type of information which is often determined by the research case and 
behavioral biases, other contextual factors have been identified as having a direct impact on 
individuals’ WTP/WTA. The dispositional factor person comprises personality traits. Staiano et 
al. (2014) investigated the influence of personality traits on peoples’ WTA. They found no 
significant correlations between bid values and personality traits apart from agreeableness. 
Further, some scholars controlled for demographics. For instance, Cvrcek et al. (2006) showed 
that median bids of women are higher compared to men but interestingly the vast amount of 
studies found no significant differences for age, gender, and income (Carrascal et al. 2013; 
Egelman et al. 2012; Steinfeld 2015).  
Furthermore, as the awareness of risks while sharing information online increases, we identified 
the factor privacy as another contextual determinant. According to Grossklags and Acquisti 
(2007), privacy preferences are the major antecedent for WTP and WTA. Looking at general 
privacy concerns, a great body of literature showed that valuation of privacy is negatively affected 
by the dispositional determinant ‘general privacy concern’ (Brush et al. 2010; Preibusch 2015; 
Staiano et al. 2014; Tsai et al. 2011). This is also exemplified in the study undertaken by Steinfeld 
(2015) demonstrating that abstainers are predominantly rejecting the offer due to higher privacy 
concerns compared to the group of traders. Egelman (2012) classified the participants according 
to Westin’s metric into Privacy Fundamentalists, Privacy Unconcerned, and Privacy Pragmatists 
(Westin 1991), but found no significant differences. In contrast, Nguyen et al. (2016) used the 
same metric and observed major differences between those groups.  
Apart from general privacy concerns, scholars investigated different privacy antecedents by 
manipulating or framing perceived privacy issues. Hann and Lee (2002) explored the effect of 
three subcategories of privacy concerns (errors, secondary use, and improper access) building on 
the privacy definition of Smith et al. (1996). Secondary data use was found to be the major driver 
of valuation of privacy which is also acknowledged by Potoglou et al. (2013) and Preibusch 
(2013). Beyond that, identification (Barak et al. 2013; Carrascal et al. 2013; Preibusch 2015; 
Regner and Riegner 2017) caused an increased demand for compensation whereas obfuscation 
decreased it (Brush et al. 2010). In addition, Egelman et al. (2009) provide evidence that when 
buying a privacy-sensitive good, people are more reluctant to pay for privacy. Similarly, Danezis 
et al. (2005) stated considerable differences between the WTA for academic and commercial use. 
When the participants were told that their data will be used for commercial purposes their bids 
roughly doubled. In sum, many privacy related antecedents were tested in literature.  
Although privacy related antecedents received a lot of attention in research, other factors like 
value have been identified as a major influence factor on privacy valuation. Spiekermann et al. 
(2012) demonstrated that asset consciousness drives the value assigned to SNS information 
whereas Steinfeld (2015) mentioned that the monetary reward offered in exchange for data is a 
major antecedent to explain peoples’ disposition to trade their data.  
Moreover, we identified individual factors such as the usage intensity or perceived desirability as 
antecedents determining one’s perceptions and beliefs about a certain dataset. In the case of age 
and weight information, Huberman et al. (2005) found proof that information that is perceived as 
‘abnormal’ is assessed as being more valuable than e.g., normal weight. Other scholars found proof 
that people are willing to trade their data to get future convenience in return (Hann et al. 2007; 
Hann and Lee 2002). Lastly, we classified social factors as Racherla et al. (2011) showed that social 
norms influence the willingness-to-pay for privacy.  
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Behavioral Outcome 
Following the classification suggested by Grossklags and Acquisti (2007), we categorized the 
publications on valuation of privacy in WTP for privacy and WTA privacy invasion. With a share 
of 57% (21 papers), the majority of authors investigated WTP. According to the results of the 
literature review, one can assume that people do not value their personal information at all. On 
the social network front, people displayed a generally low WTP when being asked to simply save 
their Facebook profiles from deletion (Spiekermann et al. 2012). While psychology of ownership, 
meaning to see the profile as one's own property, was shown to be a driving factor for WTP; up to 
62% were not willing to pay even a trivial amount to save their profiles from deletion. The result 
changes though when people are made aware that a third party is interested in their data and 
hence, were under the effect of asset consciousness. The share of people with a WTP of 0 euro 
drops to 40% and the average WTP increases by a factor of 3.4. 
Additionally, Schreiner and Hess (2015) demonstrated that Facebook users would pay on average 
0.63 euro while Krasnova et al. (2009b) found a WTP between 1.2 and 1.4 euro a month for a 
privacy-enhanced SNS. These slightly different amounts might be explained due to opposing 
privacy definitions. Schreiner and Hess (2015) described the Facebook alternative as being less 
intrusive with regard to advertisement. Krasnova et al. (2009b) goes beyond that and crafted a 
Facebook alternative which provides a higher level of customizability and privacy control.  
When looking at privacy protection in the context of smartphones it also became apparent that 
people are rather averse using a smartphone application that has access to their SNS data 
(Krasnova et al. 2014). In order to avoid a feature such as the FB login people report to be willing 
to pay between 1.79 and 6.24 euro depending on the number of permissions the FB login option 
asked for. Further, people are willing to sell their data when a certain price range is reached 
(Barak et al. 2013; Carrascal et al. 2013). But the WTA differentiates when information is being 
used for academic purposes compared to commercial purposes (Danezis et al. 2005). When it 
comes to very sensitive information like age and weight, people seem to value the information the 
most, especially when the weight deviates from the standard (Huberman et al. 2005). An 
additional result was that people seem to be quite unwilling to sell their location data recorded 
by their smartphones with WTA values ranging from about 3 euro for a single time location share 
and between 22.5 and 43 euro for a whole month of observation (Barak et al. 2013). Those WTA 
amounts were among the highest observed throughout the review. It became clear that people 
are quite worried about such data that allows others to draw conclusions on their daily routines 
and places they visit. Further, high amounts were raised for weight information. Huberman et al. 
(2005) showed that participants would sell their weight information for $74.06 while Grossklags 
and Acquisti (2007) resulted in a requested price of $31.80 for the same kind of information. 
These conflicting amounts can be explained by the research design. Grossklags and Acquisti 
(2007) investigated the WTA by applying open-questions whereas Huberman et al. (2005) relied 
on a reverse-second-price-auction. 
Contrary, search engine users seem to be rather reluctant when it comes to protecting their own 
browsing behavior data. The amount they were willing to pay monthly for a premium version of 
a search engine such as Google with enhanced privacy features seemed to be around 1.5 dollar. 
Furthermore, it was shown that information on web behavior in general, be it the shops or the 
websites visited, is valued less than information that is not only linked to the web behavior of the 
user but also to his offline identity (such as name, address, or income). The median WTA for data 
out of the former category was found to be around 7 euro whereas the latter one was valued at 25 
euro (Carrascal et al. 2013). This is also exemplified by the study of Preibusch (2013) where 
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people appreciate privacy-enhancing features in search engines when it is offered for free but only 
15% would pay a minor premium for it. However when privacy icons are shown, the share of 
people choosing the shop with better privacy conditions is significantly higher than without (Tsai 
et al. 2011). They would even pay a premium fee for it (Egelman et al. 2009).  
Regarding the valuation of privacy, we found that all studies are related to one’s own privacy 
except of one study focusing on the difference between own profile information and others’ profile 
information. This study demonstrated that friends’ privacy is less valued implying that people are 
‘privacy egoists’ (Pu and Grossklags 2015).  
While certain rules of thumb may be derived from the studies e.g., location data is valued higher 
than SNS or browsing information, the methods used to elicit peoples’ privacy valuations have to 
be considered. 
Measurement Methods 
In the following section, we will provide an overview of different methods used in current studies 
for measuring the monetary valuation of privacy, in the form of WTA and WTP. The categorization 
is based on the classification framework for WTP measurement methods by Breidert et al. (2006). 
As demonstrated by Benndorf and Normann (2014) the measurement method has a non-trivial 
impact on peoples’ valuation of privacy. They used two techniques to elicit valuation of SNS 
information which resulted in two different results. The description of the methods follows. 
We identified both, direct as well as indirect surveys as a frequently used method for measuring 
the monetary valuation of privacy. Especially direct surveys with online-questionnaires were 
often used either with simple open-ended questions, asking for a particular value as a threshold, 
or closed-ended questions, where a given value has to be assessed by the participants stating 
simple yes/no-answers (Grossklags and Acquisti 2007). A special form of these direct surveys is 
the contingent valuation method (CVM) that can be appropriately used for the valuation of goods 
or services which do not have an established market-price yet (Spiekermann et al. 2012). At the 
base of a fictitious scenario, the participants can either be asked to state a particular value 
(Spiekermann et al. 2012) or they are making a discrete choice (yes/no) for a given price (Rose 
2005). As most direct surveys are hypothetical in nature, indirect surveys like conjoint analysis 
(CA) and discrete choice method (DCM) are applied to reduce this problem. Conjoint analysis 
builds on a service with several different features. Consumers can then build a preference ranking 
out of the different product versions (Pu and Grossklags 2015). Therefore, it is possible to 
measure the relative importance of these features (Krasnova et al. 2009b). For instance, Hann and 
Lee (2002) varied the perceived privacy concerns with regard to error, improper access, and 
secondary data use that people encounter when visiting a website. Similarly to CA, the DCM 
considers a product or service as a combination of different attributes (Breidert et al. 2006). 
Participants are asked to choose one out of two or more hypothetical alternatives in order to 
measure the independent influence of product’s attributes as well as the valuation of the different 
attributes (Krasnova et al. 2014; Potoglou et al. 2013). One type of the DCM is the binary choice 
method, which was used by Nguyen et al. (2016).  
In contrast to surveys, other reviewed studies conducted field or laboratory experiments with real 
life consequences by measuring the WTA or WTP as actual behavior either locally in a laboratory 
setting or unbounded of a special location (Acquisti et al. 2009; Beresford et al. 2012; Preibusch 
et al. 2013). One of the laboratory experiments was conducted as a take-it-or-leave-it (TIOLI) 
experiment (Benndorf and Normann 2014). All aforementioned methods have in common, that 
they can be conducted independently of time and number of participants, contrary to auctions 
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where several participants need to bid in parallel. In all eight papers conducting an auction, 
Vickrey auctions (VA) were applied in a reversed way (e.g., Egelman et al. 2009). It is conducted 
with sealed bids whereas the winner with the highest bid wins, only having to pay the price of the 
second highest bid (Breidert et al. 2006). This forces the participants to release their true 
valuations, because too high or too low bids are not going to be successful. A special type of VA, 
the Becker-DeGroot-Marshak Mechanism (BDM) (Becker et al. 1964) can also be applied to the 
WTA/WTP context by giving participants the opportunity to state the price they are willing to pay 
to purchase a particular good, for example a premium version of a SNS. If the stated price is lower 
than or equal to a randomly set price, the good can be bought at the random price (Schreiner and 
Hess 2015).  
Besides these differences of the measurement methods, the conducted studies varied also in the 
design settings of the task the participants had to fulfill. We identified hypothetical settings (20 
studies in our sample), where people realize that they can accomplish the task without real 
implications for them as they are e.g., asked to imagine a specific situation (Roeber et al. 2015) or 
had to choose between hypothetical alternatives (Nguyen et al. 2016). Hypothetical studies may 
mitigate peoples’ affect as the participants have no ‘costs’ stating an inappropriate value 
(Krasnova et al. 2009b; Singleton and Harper 2001). Contrary, some studies provide real 
consequences for the participants, as they realistically sell their data (Benndorf and Normann 
2014; Brush et al. 2010) or have to do a real purchase (Egelman et al. 2009; Tsai et al. 2011). But 
also in these cases, the participants were aware of the fact that they took part in an experiment.  
Discussion 
In the following, we will discuss our major findings obtained from the analysis of the reviewed 
studies and present our deriving future research suggestions. As the literature review reveals, 
numerous studies were seeking to quantify the monetary value people assign to their data over 
the last 15 years. The literature is centered on experimental designs ranging from online settings 
to laboratory and field experiments. However, the monetary value of privacy remains 
controversial. Especially as the terms personal information and privacy encompass so many 
different kinds of data that can be sold or protected. Judging from the results of our review, it 
appears that the value proposition to individuals’ privacy is generally low. Further, the results of 
studies facing the participants with real consequences indicate that sometimes even a trivial 
discount is enough to sell personal information and that even tiny sums of money are seen as 
simply too much to protect it. Based on our analyses, one can see that scholars either focused on 
a specific subset of information or a situation-specific context like secondary data use or privacy 
assurances.  
First of all, the majority of studies investigating peoples’ privacy valuation focused on WTP. But 
more and more startups emerge, that allow users to actively sell their personal information. 
Despite this trend, the knowledge about generalizable WTA is limited due to the very specialized 
scopes of the preliminary studies. Therefore, a comprehensive perspective on all variable 
attributes affecting WTA might be a big a progress. Beyond that, future research can look at the 
impact of re-sharing data that has been sold to an organization and is further shared by the latter 
with other parties.  
For all 37 identified publications, we summarized determinants and assigned them to seven 
contextual factors with regard to WTA/WTP. The amount of identified contextual factors reveal 
the diversity of the previous studies. Overall, two predominant contextual factors emerged: 
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privacy related factors and the type of information. While we found 11 subcategories of privacy 
factors, general privacy concerns and the degree of sensitivity of the data to be revealed were 
most widely used for both types of behavioral outcomes. All of these studies share one common 
result: the more sensitive the data and the more identifiable people are, the higher has been the 
price people attach to their data as they perceive higher risks. 
In addition, it was shown that in some cases the reported values for WTA and WTP may appear to 
be high but that this may only be due to the way the research was conducted. According to the 
review, studies with real consequences should be conducted to elicit users’ privacy valuation. 
Being incentivized, people raise more realistic amounts in order to protect or sell their data (e.g., 
Grossklags and Acquisti 2007). Thereby, a ‘hypothetical bias’ should be omitted in future studies. 
Additionally, as described earlier, the results of studies using direct surveys differed 
tremendously from those using experiments like auctions. One of the reasons of these results 
might be social desirability or the talk-is-cheap problem. Hence, we conclude that hypothetical 
studies may lead to inflated WTA and WTP values and their hypothetical nature is probably one 
of the causes for the privacy paradox (e.g., Huberman et al. 2005). Therefore, validity of these 
studies is questioned.  
A weakness of the analyzed studies are the opposing definitions of privacy as well as how and why 
information is collected which caused confounding privacy valuations. Still, the more transparent 
data practices were presented, the higher has been the awareness of risks and thus the impact on 
peoples’ economic valuation of privacy. Thus, when privacy information is easy accessible and 
plausible, people seem to react very sensitive to it. These studies are important to understand 
users’ assessment in a specific context, but it is difficult to transfer them to a broader context with 
respect to complicated data policies, complex exchange partners, and indirect outcomes. As a 
result, research is not sufficient and satisfying in explaining peoples’ inability to be consistent in 
their privacy valuation. 
Looking at the theoretical contribution of prior studies, they are merely based on privacy 
literature while some use the privacy calculus and its underlying trade-off between risks and 
benefits as the conceptual model (Krasnova et al. 2009b, Nguyen et al. 2016). Just a few studies 
build on theories such as information-processing theory (Hann and Lee 2002, Hann et al. 2007), 
multi-attribute utility theory (Nguyen et al. 2016), theory of property rights (Rose 2005), and 
theory of planned behavior (Schreiner and Hess 2015). Future research can adapt and extend 
theories from other disciplines focusing on the decision process and peoples’ knowledge and 
awareness as well as their confidence in their own judgements. Some suggestions would be 
evaluability theory (Hsee and Zhang 2010) and elastic justification (Schweitzer and Hsee 2002) 
as well as general biases lend from behavioral economics. As IS research is interdisciplinary in 
nature, it should highlight how IT drives the valuation of privacy which is oftentimes due to the 
way privacy information is presented. Taken together, it would be important to clarify the mixed 
effects of some critical antecedents to derive to a broader conceptualization of privacy valuations. 
Finally, more research should be devoted to understand moderating effects of WTP and WTA.  
Lastly, the sample size and sample characteristics differ tremendously among the selected studies. 
Thus, some kind of ‘selection bias’ can be recognized. Studies are mainly conducted with students 
as participants (Brandimarte and Acquisti 2012; Dinev and Hart 2006; Li et al. 2014). Students 
are generally characterized by a lower reluctance to participate in scholars because they tend to 
be more sensitive to rewards and are easily reachable for researchers. This results in a very young 
sample compared to e.g., the field study of Acquisti et al. (2009). In addition, across all studies 
concerning the valuation of information, people have different cultural backgrounds ranging from 
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a purely German sample (Bauer et al. 2012; Krasnova et al. 2009b; Schreiner and Hess 2015) to a 
European sample (Cvrcek et al. 2006) and a US sample (Egelman et al. 2009; Tsai et al. 2011). 
Furthermore, many studies used SNS as the case. One can argue that SNS users are privacy 
unconcerned as they reveal their data for free to use social networking services in return. Taken 
together, this implies that current research is not sufficiently representative for all internet users.  
To sum up, our structured literature review has shown that people are very context-sensitive 
when evaluating their privacy. Especially, the measurement method and thus the study design can 
have a tremendous impact on the elicited monetary value of peoples’ data. Privacy concerns as a 
dispositional factor and sensitivity of data seem to be a major driver of valuation of data. The more 
sensitive the data and the more transparent privacy issues are presented, the higher is the 
monetary value people attach to their data.  
Conclusion 
The goal of this structured literature review was to determine the value people assign to their 
personal information and to conceptualize the preliminary approaches and findings in a unified 
way. We showed that the monetary valuation of personal information can be measured as how 
much people are willing to pay in order to protect (WTP) as well as how much they are willing to 
accept in order to sell (WTA) their personal information. Hence, we reviewed 37 publications 
examining at least one of these two forms of privacy valuation and synthesized them in an 
overview Table (see Appendix 3) which served as the basis for further analysis. This paper makes 
several contributions to IS research and practice. Our paper is the first to provide a 
comprehensive review of the empirical studies on individuals’ valuation of privacy. Thus, we 
introduce a comprehensive, integrative theoretical framework of privacy valuation along with 
their contextual factors like person, type of information, biases, privacy, individual, social, and 
value driven antecedents. This theoretical framework can serve as a basis to conceptualize the 
context-dependent valuation of information and its underlying phenomena, as well as guide 
future empirical research in this field. For online companies relying on customers’ information, 
the framework shows that individuals disclose their information when benefits are offered in 
accordance. Additionally, online companies are made aware which key factors can drive the 
valuation of privacy critically like linkage to offline identity and perceived desirability. For 
individuals, this paper highlights multiple factors that drive the awareness and consciousness 
such as transparent secondary data use and identification to increase their valuation of privacy. 
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Today, Internet users mostly take a passive role in the market for personal information, as they 
provide companies their data in return for free services but not money. To increase individuals’ 
compensation, platforms have emerged, on which users can sell their personal information. These 
platforms provide a particular interesting context for research on the value of personal 
information. Existing studies on this topic have often relied on artificial settings and highly 
specialized research contexts, leading to context-specific results. Contrary, data-selling platforms 
can serve as a natural context to investigate users’ willingness-to-sell (i.e., valuation of) personal 
information. We conducted a two-step study among 299 Internet users including a qualitative 
study and a choice-based conjoint analysis to investigate the antecedents of users’ willingness-to-
sell information on data-selling platforms and their relative importance. We contribute to 
research by offering a comprehensive list of antecedents and their importance in the highly-
promising context of data-selling platforms. 
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Introduction 
The common and often used comparisons of personal data with “the new oil of the Internet” and 
“the new currency of the digital world”, demonstrate the importance of personal data in the time 
of data-driven business models that use customers’ profiles for commercial purposes (Kuneva 
2013; Spiekermann et al. 2015b). Individuals’ personal information is traded as an asset between 
companies, advertisers, and data brokers who can generate high revenues based on their users’ 
data as exemplified by Facebook, whose average revenue per user increased to almost 35 US-
Dollar per American and Canadian user in 2018 (Facebook 2019; Spiekermann et al. 2015a). 
Beyond that, data broker also profit from the growing databases of enormous proportions, as the 
following statement of Acxiom illustrates: “We currently manage large datasets for leading 
marketing organizations around the world, executing more than 1 trillion global data transactions 
per week” (last10k 2018 p. 12). Further, not only data-driven businesses profit from “the new oil,” 
but also more traditional companies who analyze their users’ data — for instance for personalized 
offerings, decreased transaction costs, or risk analysis of their customers (Spiekermann et al. 
2015a). 
It is striking that users, as the “real owners” of their data, take a rather passive part in this business 
by releasing their data in return for allegedly free services such as social networking sites, search 
engines, and similar. So far, monetary compensation is not provided to users. As a result, many 
users feel unfairly treated (Culnan and Armstrong 1999; Culnan and Bies 2003). A recent study 
reveals that 78% of the British interviewees perceived that companies benefit the most from 
sharing their data, while only 8% see themselves as beneficiary (DMA 2018). Another study 
indicates that Internet users are becoming more aware of their data’s value and a share of them 
even actively strives to monetize their personal data (Accenture 2015). Against this background, 
some initiatives have started to rethink the business around user data with the goal to actually 
compensate users for giving away their personal data (Haberer and Schnurr 2018). As a result, in 
the last years, more and more platforms have emerged on which users can actively “sell” different 
types of personal data to interested companies or to the platform provider who then acts as an 
intermediary, e.g., Datacoup or the recently founded platforms Vetri and Wibson. On these data-
selling platforms, users can create a personal account, enter the information they are willing to 
sell, and receive monetary compensation in exchange. These data-selling platforms are an 
interesting, alternative approach for the commercial data markets, and in particular, they are a 
very fruitful research context for investigating individuals’ monetary value of personal 
information and its antecedents. In recent years, the value of personal information has received a 
great deal of attention from researchers and practitioners alike, as the role of personal 
information as a commodity has significantly increased in importance (e.g., Acquisti et al. 2013; 
Pu and Grossklags 2015; Spiekermann et al. 2012). One central approach to study individuals’ 
monetary value of personal information is to examine their willingness-to-sell (WTS) this 
information, and, in particular, the antecedents that determine this WTS (e.g., Benndorf and 
Normann 2014; Hann et al. 2007; Schudy and Utikal 2017). While an individual’s WTS offers an 
indication with respect to the monetary value this individual would demand for selling his or her 
personal information (Acquisti et al. 2013; Grossklags and Acquisti 2007), the antecedents of WTS 
are of high theoretical value, as they represent the factors that lead to an increase or decrease in 
this WTS (e.g., Danezis et al. 2005; Jentzsch 2014). As data-selling platforms are purely designed 
for the sale of personal information, they could serve as a very natural research context to 
investigate users’ valuation of their personal information and its antecedents.  
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Furthermore, existing findings with respect to individuals’ WTS and its antecedents cannot simply 
be transferred to the context of data-selling platforms. While prior research that has investigated 
the monetary value of users’ personal information provides valuable insights (for an overview, 
see Wagner et al. 2018a), these studies have often relied on relatively artificial experimental 
settings and/or highly specialized research contexts (e.g., Huberman et al. 2005; Jentzsch 2014). 
As we will illustrate in more detail below, this has led to scattered, partly contradictory results, 
which are highly specific to the particular studies’ contexts (e.g., financial portals, mobile sensing 
applications) and thus are difficult to transfer from one context to another (e.g., Christin et al. 
2013; Hann et al. 2007). Specifically, these prior studies have usually derived antecedents of users’ 
valuations of their personal data in a deductive manner (e.g., Hann et al. 2007; Huberman et al. 
2005; Roeber et al. 2015) and it is unclear, whether these antecedents reflect those factors that 
are salient drivers of the value of personal information from the users’ perspective. Against this 
background, Buckman et al. (2019) have called for research about the monetary values of personal 
data in realistic contexts with multiple influencing factors. 
This leads us again to data-selling platforms who offer great potential for studying individuals’ 
WTS (i.e., the value of) personal information and, from a theoretical standpoint, its antecedents. 
Nonetheless, we currently lack reliable insights as to what salient antecedents of individuals’ WTS 
personal information on data-selling platforms are. Against this backdrop, we try to fill this gap 
by raising the following research question: What are antecedents of individuals’ willingness-to-sell 
personal information on data-selling platforms from a users’ perspective?  
To answer this question, we conducted a first inductive study (N = 49) aimed at exploring the 
salient antecedents of individuals’ WTS on data-selling platforms from the perspective of the users 
themselves. While this qualitative study was useful for identifying relevant antecedents, it was 
less well-suited to assess whether some antecedents might be more important than others, again 
from the users’ perspective. However, the relative importance of these antecedents is important 
for researchers who seek to better understand the underlying mechanisms that determine 
individuals’ WTS, as well as for practitioners who need to know what drives individuals’ WTS. 
Therefore, we raise a second question that we will answer in a second step, based on a conjoint 
study among 250 Internet users. For a selected group of antecedents (we will provide details on 
why and how these antecedents were selected below), we ask the research question: What are the 
relative weights that users ascribe to a selection of antecedents of their willingness-to-sell personal 
information on data-selling platforms?  
The theoretical implications that result from this two-step study are twofold: (1) We provide a 
comprehensive overview of antecedents of willingness-to-sell personal data on data-selling 
platforms from the users’ perspective, highlighting the multitude of antecedents affecting the 
value of personal information. (2) We show the relative impact of selected antecedents and found 
the amount of compensation, type of data, and the origin of the platform being the most important 
ones. Further, we identify three knock-out criteria that seemed to be required by potential users 
of such platforms in the specified form: no transfer to third parties, the right to be forgotten, and 
one-time deals as duration of disclosure. Beyond these, our study also aids providers of data-
selling platforms to carefully design their websites considering the needs of their potential users 
and eventually increase their success. This would allow users to have a more active role in the 
data trading process and profit from data as the new currency.  
The paper is structured as follows. First, we present the theoretical background in terms of related 
work on willingness-to-sell personal information and further explain the concept of data-selling 
platforms. In the third section, we give an overview of our two-step approach, before step one and 
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two are described with their methods and results. Subsequently, we discuss our results, 
limitations, and future research opportunities. 
Related Work 
Due to the emergence of data-based services and the increased importance of personal 
information for businesses, the need to understand the value individuals place on their personal 
data and its antecedents has increased. In this vein, research in the field of economics of privacy 
has started to investigate individual’s willingness-to-pay (WTP) for privacy as well as willingness-
to-sell (WTS) personal data more than a decade ago (Hann et al. 2002; Rose 2005). While studies 
on WTP are concerned with how much money users are willing to pay for enhancing their privacy 
(e.g., Krasnova et al. 2009b; Spiekermann and Korunovska 2017), the WTS literature examines 
users’ willingness of revealing personal information in exchange for a monetary reward or other 
benefits and its amount (e.g., Danezis et al. 2005; Hann et al. 2007; Schudy and Utikal 2017).  
Looking across the previous literature, it is striking that the contexts in which prior research has 
been conducted are highly heterogeneous in nature. For instance, Acquisti et al. (2013) examined 
shopping mall visitors’ willingness to reveal information about their purchases by letting them 
choose between gift cards with different monetary values. Further studies have been conducted 
in other, often rather artificial settings such as auctions in which participants could sell their 
weight and age information (Huberman et al. 2005) or IQ-test results (Jentzsch 2014). With 
regard to individuals’ valuation of data on platforms, online social networks (Krasnova et al. 
2009b; Pu and Grossklags 2016) and e-commerce websites (Egelman et al. 2009; Tsai et al. 2011) 
have so far been the main focus of research. Thus, for example, Roeber et al. (2015) conducted a 
conjoint analysis among participants who were asked to imagine sharing their personal data with 
different organizations (e.g., online shops, health insurances, social networking sites) to 
investigate the participants’ WTS in these contexts. These examples illustrate how much the 
research contexts in previous studies differ, for instance with regard to the different types of 
information under investigation and many other factors such as the study design, ranging from 
auctions, laboratory and field experiments to open- or close-ended questions in surveys (e.g., 
Acquisti et al. 2013; Barak et al. 2013; Benndorf and Normann 2014; Brush et al. 2010).  
The results obtained by the variety of highly heterogeneous studies in this area strongly suggest 
that it is not possible to simply transfer the findings from one context to another. While some of 
the studies, for instance, suggest that users request very high amounts of monetary reward (e.g., 
Brush et al. 2010; Huberman et al. 2005), others indeed find a surprisingly high willingness-to-
sell data, even for small rewards of a few cents (e.g., Grossklags and Acquisti 2007; Roeber et al. 
2015). Consider the following example which shows that the monetary valuation of personal data 
even varies significantly for the same type of data between studies due to variation in other 
contextual factors. An auction study conducted by Danezis et al. (2005) has found that users are 
willing to sell their location information from their mobile phones for academic purposes for 
about 10 GBP and about 20 GBP if the same information was used for commercial marketing 
purposes. Starkly contrasting these findings are the results obtained by Cvrcek et al. (2006) who, 
based on an intercultural study, found that participants demanded 28 GBP for selling the same 
type of information for academic purposes. Blurring these findings even further, Brush et al. 
(2010) integrated obfuscation methods for enhancing location privacy in the study and did not 
find any differences in users’ valuations with regard to the two different purposes (academic vs. 
marketing). In this study, revealing GPS information to a corporate as well as to an academic 
institution was valued by participants to a similar amount, namely $100 (about 77 GBP based on 
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exchange rate in April 2019). Overall, it seems hardly possible to transfer insights from one 
study’s context to another making it necessary to investigate interesting contexts such as data-
selling platforms in separate studies.  
Further, as already mentioned, existing studies have already investigated many antecedents that 
have an influence on the valuation of privacy. For instance, in the context of online social 
networks, antecedents such as usage intensity (Bauer et al. 2012), degree of sensitivity and 
identification (Benndorf and Normann 2018), as well as privacy concerns (Krasnova et al. 2014) 
were investigated, while studies with a focus on purchases on e-commerce websites, have, for 
instance, additionally investigated the impact of privacy indicators (Egelman et al. 2009) and 
order effects as well as data storage (Preibusch et al. 2013). Many of these former studies have 
each selected a limited set of antecedents to include in their investigation (e.g., Barak et al. 2013; 
Hann et al. 2007; Jentzsch 2014). Moreover, most of them have relied on deductive approaches to 
choose the presumed antecedents of participants’ WTS their personal information without 
verifying whether these were the ones with the most impact from the users’ perspective. What is 
problematic about this approach is that we do not know if these antecedents under investigation 
really include all antecedents that matter from the users’ perspective and which uncontrolled 
impact omitted ones might have had on the results. 
As mentioned, data-selling platforms are designed as environments where individuals can 
naturally sell their data. Hence, they provide an interesting research context for willingness-to-
sell studies that is free of any confounding contextual factors that could distort individuals’ value 
they attach to their personal information. Data-selling platforms share the fundamental idea of 
allowing users to give away personal data in exchange for monetary benefits. As early as 1996, 
Laudon had already proposed such markets where individuals could transfer the rights to their 
personal data to companies or intermediaries in return for compensation in order to allow users 
to share more in the success of the data markets (Laudon 1996, 1997). Since then, concepts like 
this has been further discussed and developed in research (e.g., Aperjis and Huberman 2012; 
Haberer and Schnurr 2018; Matzutt et al. 2017) and more and more platforms come to the market. 
The most widely-known platform is Datacoup. This platform allows users to connect with existing 
accounts of social networking sites, banking accounts, or even activity trackers and sell associated 
data directly to the platform provider on a weekly base (Datacoup 2019). The amount of monetary 
compensation is displayed immediately, but the actual payment can only proceed after reaching 
a threshold of $5. Other examples of data-selling platforms are Datawallet and Wibson which 
follow a similar approach, except that they rely on smart contracts and blockchain technology in 
order to grant interested parties access to the users’ data, who receive a compensation in 
exchange (Datawallet 2019; Wibson 2019). 
Two-Step Study Design 
In order to answer our research questions, we followed a two-step approach. In the first step, we 
aimed at identifying the antecedents of individuals’ WTS on data-selling platforms in a qualitative 
study. We used an inductive approach in order to explore those antecedents that really matter 
from the user-perspective as the existing literature had mostly relied on antecedents that were 
derived in a deductive manner and could thus, have neglected antecedents that really impact the 
valuation of personal information. These identified antecedents served as a basis for our second 
step, a choice-based conjoint (CBC) analysis, that intended to investigate the relative weights of 
selected antecedents, represented as attributes for the CBC (as will be explained in more detail 
below). Figure 3 provides an overview of these two steps. 
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Figure 3. Overview of the two-step study. 
Step One: Qualitative Study 
Method 
This first step was aimed at identifying a set of antecedents to an individual’s willingness-to-sell 
personal data in an inductive manner. First, we defined the relevant target population against the 
background of our research question and agreed on a sampling strategy. As frequent Internet 
users are the most likely user group of personal data-selling platforms, we were interested in their 
thoughts and opinions. Therefore, we obtained a sample that matches the age and gender 
distribution for frequent Internet users (Statista 2014a; Statista 2014b). We developed an online 
survey including mockups of an online data-selling platform as well as open-ended questions. We 
relied on mockups for describing data-selling platforms as they provide participants with an 
adequate understanding of the functionality while simultaneously excluding variation due to 
differences between the existing platforms and to avoid biases due to branding/marketing by 
specific platforms. After an introductory page, the participants first had to read an explanation 
about these platforms and the data-selling procedure, and then three mockups were displayed. 
These mockups represented the most important pages of a data-selling-platform’s website: The 
first page described the fundamental idea behind data-selling platforms that Internet users as the 
“real data owners” can sell the data they want to sell to partner companies of the platform and 
thus participate in the business around their personal information. The second mockup illustrated 
how a data profile might be created and exemplified data types that could be sold. The mockup 
also showed that individuals could decide on their own which data they want to reveal and that 
the amount of compensation for the selected set of data was displayed immediately. Finally, the 
third mockup displayed a users’ account with the current balance and the possibility to prompt 
the payout. After the mockups were shown, our main question was displayed to the respondents: 
Under what circumstances would you be willing to sell your data on such a platform? We asked 
the respondents to provide open-ended answers and to describe at least four factors but they had 
the opportunity to describe more factors if they were willing to do so. We pretested the survey 
including the mockups among nine Information Systems (IS) researchers. Based on their 
feedback, adjustments were made iteratively in order to ensure clarity and comprehensiveness.  
With the assistance of a survey company, 63 individuals from our European country were invited 
to participate in our study. We included an attention check by incorporating an instructed 
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response item to identify inattentive participants (Meade and Craig 2012) and five respondents 
who failed this check were excluded from the sample. Of the remaining 58 participants, nine of 
them stated that they would never consider selling their data on such a platform and therefore 
did not provide any answers to our open-ended question. Removing these respondents, the final 
dataset consisted of responses from 49 participants. The final sample yielded 21 females and 28 
males, whereas 35% were between 18 and 25 years old, 35% were between 26 and 35, 10% were 
between 36 and 45, 10% were between 46 and 55, and 10% were older than 56. With a share of 
37%, the majority were professionals followed by 29% students, 14% unoccupied, 12% self-
employed persons, and 8% others or not specified.  
To analyze the data, we used coding techniques offered by inductive qualitative study methods 
(Ryan and Bernard 2003; Saldaña 2015). Starting with an initial coding, we attached conceptual 
labels to participants’ answers and therefore categorized the factors which were described by the 
respondents. We took care to identify all mentioned antecedents directly influencing the 
willingness-to-sell personal data but excluded those factors that are only provider-specific and 
therefore meet the requirements for several kind of platforms (e.g., effort to type in the data or 
recommendation of friends about the usage) as these do not directly influence the WTS. 
Subsequently, we merged some codes of this initial coding which were similar in meaning and 
subsumed some of them under a broader conceptual label. Three researchers coded the factors 
independently and merged or adjusted the factors accordingly in different rounds.  
Results: Antecedents of Willingness-to-Sell 
In sum, 12 antecedents of users’ WTS personal information on data-selling platforms emerged 
from the data. As a result of the coding process we grouped these antecedents into eight broader 
categories. Table 6 presents an overview of the antecedents, their associated categories, and 
descriptions.  
Table 6. Antecedents of users’ WTS personal information on data-selling platforms. 
Category Antecedent Description 
Compensation Form of 
Compensation 
The form of the compensation for revealing the data (monetary 
reward or other benefits e.g., coupons, bonus, time savings) 
Amount of 
Compensation 
The amount of money/benefit that is paid for revealing the data 
Buying Instance Buying Instance, 
e.g., Companies 
Who is buying and using the data? 
Data Type of Data Type of data and its sensitivity 
Anonymity Do the data have a link to my identity? Or are they anonymous? 
Purpose of Use Purpose of Use For what purpose will the data be used? 
No Transfer to 
Third Parties 
No Transfer to 
Third Parties 
The buying instance should not be allowed to resell the data or at 
least must ask the data-selling person for permission. 
Provider of the 
Platform 
Trustworthiness Is the platform provider a trustworthy company? Is the provider 
monitored from an independent instance? Is the platform 
provider reliable and serious? And what is its reputation? 
Origin and Legal 
Framework 





Is it a single deal or is the platform acquiring a long-term right to 
receive up-to-date information about you (standing order)? 
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Security and 
Privacy  
Security Are the data protected against unauthorized access by a secure 
infrastructure (e.g., encryption)? 
Right to be 
Forgotten 
Is it possible to exit from the process? What would be the 
consequence then? Is it possible to delete the data? 
 
The participants frequently stated the compensation as having an impact on their willingness-to-
sell personal data. Although the participants were asked under what circumstances they would 
be willing to sell data on such a platform, some interviewees could also imagine different forms of 
compensations and not only money. So they suggested benefits like coupons, special offers, time 
savings, or even job offers as possible compensations. But in the majority of cases, the participants 
requested a monetary compensation: “as I have to reveal my data anyway, why not getting a 
financial return for it”. In addition to the participants that were concerned about the form of 
compensation, most of the surveyed Internet users also mentioned the amount of reward as an 
important factor. They stated that the compensation should be “appropriate”, “as high as 
possible”, or “not just a few cents”. Two participants even specified concrete amounts for 
revealing their data (i.e., €500 and €1000).  
In addition, some participants indicated that they care about which instance is buying the data: “I 
want to know who is buying my data and I am not willing to give it just to anyone.” So, participants 
at least requested transparency regarding the instance involved: “I want to know the company in 
advance (e.g., insurance business).” A few participants explicitly expressed the wish of being able 
to control the selection of companies involved: “Can I influence which companies are going to buy 
my data or can I specifically exclude some of them?” 
The data itself and their sensitivity also played a significant role for the surveyed Internet users 
and was stated frequently. Some participants said that they would not sell their telephone 
numbers and/or address data; others were reluctant to provide photos or videos. One participant 
stated: “It all depends on the type of data I reveal. For me there are some data that I can reveal 
easily, but there are also some data that I would not like to reveal.” This seemed to depend on the 
level of the data’s sensitivity; one Internet user stated: “sports are not sensitive, but [my] recent 
medication is.” For some, the sensitivity also depended on the variability of data. One person for 
example said that he is more willing to give away email-addresses or even bank accounts, as these 
can easily be changed. Similar to the buying instance, participants also requested control over the 
choice of data: “I want to decide on my own which data to reveal” and a few interviewees also 
stated that it would have an impact on their willingness-to-sell if the data had a link to their 
personal identity or if they could stay anonymous.  
Beyond that, many participants stated that their willingness-to-sell personal information depends 
on the purpose for which the data will be used. Some said they would only do it for “useful 
purposes” or “good reasons”, others stated examples like donations and scientific studies. One 
interviewee explained: “I would not do it for things that can be negative for me, like credit 
assessment.” Another frequently mentioned purpose was advertisement. One Internet user made 
a positive association: “One of the reasons of collecting data is that advertisement should attract 
me. In this case, the advertisement would be customized to me.” Contrary, another participant 
was afraid of undesirable advertisement: “If I would not be called ten times per day with offers of 
insurances, smartphones, lottery, or whatever, I would rather reveal my data.” In one case, the 
participation was even seen as idealistic, like the following quote indicates: “I want to change 
something with my data and enhance the company.” 
4 Research Paper 1.B: Willingness to Sell Personal Information 34 
Participants also stated that their data should be used “only for internal purposes”. This condition 
is represented by the factor: No transfer to third parties. This seemed to be a critical factor that 
can be exemplified by the following quote: “The data buying company should bound to pre-empt 
drawbacks for the data-selling person, by not re-selling the data to externals, which could injure 
the data seller financially or socially.” 
Additionally, the origin of the provider and therefore the applicable law was identified as having 
an impact on the willingness-to-sell personal data. So, one participant for example requested “The 
company should be based within the European Union.” And another one expressed the wish to 
know the legal framework: “Which legal framework is given? Which law applies if it is a foreign 
company?” This antecedent was related to the platform provider’s trustworthiness, which was 
also stated by the participants. One of them indicated: “Revealing personal information is a 
delicate matter and I need to trust the company.” In order to enhance the trustworthiness, one 
interviewee suggested the establishment of independently controlled certifications, and another 
surveyed Internet user proposed a governmental control of the provider with public accessible 
results. Further, the platforms provider’s reliability and its reputation can also foster trust: “Who 
is buying my data? Is the company trustworthy? Will my data be safe? The company should 
present itself as reliable or—even better—it should be possible to assess the company, in order 
to see if it is really trustworthy.”  
Furthermore, the duration of the disclosure, more precisely if selling the data would be a one-time 
deal or if the platform is acquiring a long-term right to receive this personal information was 
mentioned: “The reward should be variable and adequate. It could be either a single reward for 
particular data, or a dynamic reward sold over a longer period. Similar to the dynamics of life 
assurances compensating inflation—if the data gain in importance over time and still remain 
relevant after years, the customer should benefit accordingly.” Also, some surveyed participants 
were concerned about the question if platform users would be obliged to keep their data up-to-
date, or if they can profit from changes. This can be exemplified by the following statement of one 
of the participants: “If I should marry, move, or get a raise, I should not be committed to update 
my data, but I want to profit again by providing the changes voluntarily.”  
Finally, security and privacy related issues present another important category. Frequently, 
concerns about an appropriate level of security in terms of encryption, storage, and server 
infrastructure, and in general, an adequate protection against criminal acts were expressed: “On 
such a website, the security is incredibly important as I, for example, do not want to be a victim of 
hackers.” Similarly, some interviewees were also concerned about the threat of data misuse. This 
can be exemplified by statements like: “I am afraid of a loss of identity”, “my data should not be 
misused,” or “It should not be used to do dubious things so that I have to feel insecure in everyday 
life.” In order to reduce these worries, a kind of assurance was suggested where the company is 
responsible to compensate “sufficiently” in case of incidents. Further, some survey participants 
rose the privacy-related question about the “right to be forgotten” and therefore, if it would be 
possible to unsubscribe from the service and what the consequences would be, while another 
Internet user just stated: “If I request it, the data have to be deleted.”  
These identified antecedents of willingness-to-sell served as a base for further investigation in the 
second step, which is described in the next section.  
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Step Two: Choice-Based Conjoint (CBC) Analysis 
Method 
In the next step, we were interested in the relative weights that users assign to a selection of the 
antecedents identified in the qualitative step. To answer this research question, we conducted a 
choice-based conjoint (CBC) analysis. This method allowed us to investigate situations in which 
potential users have to choose among platform alternatives that vary with respect to their 
characteristics (Green et al. 2001) and to analyze users’ preferences respectively (Roßnagel et al. 
2014). As our qualitative study had revealed several antecedents of individuals’ WTS that can be 
all seen as characteristics or features of data-selling platforms, conjoint analysis presents an 
appropriate method to assess these antecedents’ relative importance.  
The underlying assumption of the conjoint method is that participants perceive alternatives in a 
decision making process as a bundle of certain characteristics or features, so-called attributes, 
which can take the form of different values, the so called attribute levels (Green and Srinivasan 
1978; Pu and Grossklags 2015). Thus, we can draw inferences from the conjoint approach about 
the composition of utilities of data-selling platforms by investigating the partial utilities of the 
attribute levels as well as the average importance of attributes from a user perspective (Johnson 
1974; Krasnova et al. 2009b). To do so, the conjoint method is based on a decompositional 
approach, in which utilities (i.e., part-worths) are calculated for the individual attribute levels in 
a way that these are most consistent with the respondent's overall preferences, as revealed by 
their choices throughout the conjoint study (Green and Srinivasan 1978). The traditional conjoint 
method analyzes decisions about trade-offs among alternatives by letting the individuals rate 
presented alternatives simultaneously (Green et al. 2001; Pu and Grossklags 2016). This rating-
approach, however, is cognitively challenging for the participants (Braun et al. 2016) and it does 
not reflect individuals’ real behavior in decision processes (Orme 2009). Therefore, we conducted 
a choice-based conjoint (CBC) analysis, which is assumed to be more realistic, cognitively less 
challenging, and a slightly better performer (Karniouchina et al. 2009; Pu and Grossklags 2015). 
In CBCs, participants only see a few alternatives simultaneously that differ with respect to their 
particular characteristics and have to pick the most preferred alternative from this set (Green et 
al. 2001). By applying Hierarchical Bayes, it is possible to estimate part-worth utilities at the 
individual-level, which can in turn be used to compute relative importance of the attributes 
(Braun et al. 2016). CBC is a widely used type of conjoint analysis and has also been frequently 
used in IS research (e.g., Dauda and Lee 2015; Hu et al. 2012; Penttinen et al. 2019; Roßnagel et 
al. 2014).  
Determination of Attributes and Attribute Levels 
As mentioned, 12 antecedents identified in the qualitative step served as a basis for determining 
the CBC-attributes, as these antecedents can be seen as characteristics or features of data-selling 
platforms. Due to methodological requirements, we had to eliminate a subset of these antecedents 
and only compare the relative importance for a selection of antecedents: First, attributes in a 
conjoint study must not be dependent on each other (Louviere 1988; Orme 2002). Assessing our 
list of antecedents regarding this requirement, a dependency existed between the type of data and 
anonymity, as different types of data vary in their degree to which they can be used to identify an 
individual (Milne et al. 2017). Likewise, trustworthiness of a provider depends on both the 
company’s origin and legal framework as well as on the security offered (e.g., Cheung and Lee 
2006; Flavián and Guinalíu 2006; Perusco and Michael 2007). Therefore, anonymity and 
trustworthiness were excluded from the conjoint attribute list as these arguably depend on the 
other mentioned antecedents (and not the other way around). We further removed one 
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antecedent that seemed to be a knock-out criterion for potential users of data-selling platforms: 
Within the qualitative study all mentions concerning the antecedent “no transfer to third parties” 
indicated that the Internet users uncompromisingly requested a forbid of a transfer from the 
buying company to another third party. So, we decide to exclude this factor from the conjoint 
analysis as recommended in literature (e.g., Hensher 1994) by stating that the participants should 
assume the buyer does not transfer any personal information to any third party.  
To further validate the remaining list of attributes and to determine appropriate manifestations, 
we followed suggestions by conjoint analysis literature (Green and Krieger 1991; Krasnova et al. 
2009b) and relied on an inductive approach conducting another 21 semi-structured interviews 
among Internet users.  Thereby, we first introduced the idea of data-selling platforms with the 
help of the mockups shown in the prior study. Afterwards, the nine remaining attributes (form 
and amount of compensation, buying company, type of data, purpose of use, origin and legal 
framework, duration of disclosure, security, right to be forgotten) were presented and 
interviewees were asked to comment on them and state possible levels of these attributes, either 
positive or negative ones. Based on these interviews two additional antecedents of WTS were 
removed for the conjoint task, as they represented knock-out criteria for our interviewees as well. 
Almost all respondents required the right to be forgotten and a one-time deal as the duration of 
disclosure type. This indicated that little variation with respect to these factors can be expected 
(Hensher 1994) and thus, we decided to fix them in our upcoming CBC as well by stating that the 
participants should assume that the platform always offers the possibility to delete personal 
information and that selling data was always a one-time deal. Further, most interviewees were 
challenged by the task to state manifestations of buying companies or industries. This indicated 
that the participants of our conjoint study might have difficulties to assess this attribute and its 
associated levels, which can lead to distorted or non-interpretable results. Thus, we excluded the 
buying instance from the conjoint analysis as well. For all other attributes, participants offered 
helpful suggestions for potential attribute levels. Making sure that the levels were mutually 
exclusive and clearly worded (Orme 2002) this procedure resulted in two to three levels for each 
attribute. An overview of all attributes and attribute levels used in the conjoint study is provided 
in Table 7.  
Table 7. Summary of attributes and attribute levels of the CBC study. 
Attribute  Levels 
Type of Data  Address (e.g., Name, Street, City)  
Demographics (e.g., Age, Sex, Income) 
Personal Interests (e.g., Leisure Time, Fashion, Food)  
Purpose of Use Research and Development  
Advertisement 
Anonymized Statistics  
Origin and Legal Framework  Western European Country (e.g., Britain, France, Germany) 
European Union  
United States 
Security Password 
Password and Encryption 
Password, Encryption, and Certification of Third Party 
Form of Compensation  Money 
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Coupons for Online Shops (e.g., Amazon)  




Conjoint Design and Study Realization 
As a conjoint design, we relied on a traditional full-profile CBC with three alternatives of platforms 
(so called concepts) per choice task plus a “no choice”-option. The “no choice”-option is of 
particular importance in this context, as the qualitative study had already demonstrated that some 
individuals are generally unwilling to sell their data. Every participant had to make 17 decisions 
among different configurations (i.e., choice tasks), that were implemented in Sawtooth Software. 
The CBC was embedded in an online survey similar in structure to the qualitative step with the 
same mockups and descriptions except for the additional statements regarding the knock-out 
criteria stating that the participants should assume that the platform always offers the possibility 
to delete personal information, that it is always a one-time deal, and that there will be no further 
transfer to third parties by the buying companies. As the interviews revealed potential difficulties 
for the respondents in evaluating different types of buying companies, we eliminated this degree 
of freedom by stating that partner companies of the platform were buying the data. Finally, 
participants were presented the actual choice tasks and, for each choice set, had to pick the 
alternative they would use (or the no choice option).  
We collaborated with the same survey company used in the first step to collect data in a Western 
European country. We aimed to reach age and gender distributions which were representative 
for frequent Internet users as reported by Statista (Statista 2014a; Statista 2014b). We screened 
out 73 respondents due to a failed attention check, again realized with an instructed response 
item (Meade and Craig 2012), leaving 250 participants who answered the whole questionnaire. 
Therefore, the final sample of our second study consisted of 250 participants in total, 133 males 
and 117 females. From these participants 26% were between 18 and 24 years old, 27% were 
between 25 and 34, 20% were between 35 and 44, 14% were between 45 and 54, and 13% were 
older than 55 years. Again, most of the respondents were professionals with a share of 51%, while 
20% were students, 8% were self-employed persons, 18% stated “others” or “not specified”, and 
3% were unoccupied.  
Results: Choice-Based Conjoint Analysis 
In order to analyze the choice-decisions of the participants, we applied the Hierarchical Bayes 
method for estimating average utilities, that mirror the attractiveness of the levels as well as the 
relative importance of the six attributes (Pu and Grossklags 2015). As such, we can gain insights 
about the weights the users assign to each attribute while deciding which of the shown platform-
alternative (including the no-choice) they would pick if they had the opportunity to do so. The 
results are depicted in Table 8. We further followed the approach of Krasnova et al. (2009b) and 
used the part-worths to compute utility changes from one level to another within one attribute, 
which deepen our understanding of a level’s attractiveness. These results are summarized in the 
column “Utility Changes” in Table 9. Additionally, we conducted t-tests on the null hypothesis that 
the part-worths are equal (p-values are shown in Table 9).  
Comparing the average importancia of the attributes, the amount of compensation presents by far 
the most influential attribute with a relative importance of 27.36%. This result implies that 
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Internet users are inclined to sell their data if the reward is big enough. It is not surprising, that 
the utilities increase with the amount of money offered by the platform. However, the utility 
change from 5€ to 10€ is much bigger than the increase from 10€ to 20€, both being significant 
as revealed by the t-tests. Calculating the utilities per Euro, the utility increases by 83.38/5= 16.68 
units from 5€ to 10€ and only 51.08/10= 5.11 units from 10€ to 20€, indicating a decreasing 
marginal utility. These values can also be used in the following analysis to calculate the monetary 
value of the changes between attribute levels (Krasnova et al. 2009b; Pu and Grossklags 2015). As 
the compensation does not increase in a linear fashion, we calculated these monetary values of 
changes for both €-equivalents 16.68€ and 5.11€ expressing upper and lower bounds of 
monetary equivalents. These results are presented in Table 9.  
With a relative importance of 21.88%, type of data constitutes the second most important 
attribute as revealed by our analysis. A comparison of the utilities indicates that the participants 
clearly distinguish between different types of data and prefer non-identifiable data: While address 
data is the most unpopular type with a utility change of 74.68 (compared to demographics), the 
difference between demographics and personal interests is significant as well, but the utility 
change is only 27.93. In terms of monetary value change this implies an increase of a range 
between 4.48€ (lower bound) to 14.61€ (upper bound).  
The origin and legal framework of the company offering the data-selling platform also turned out 
to be important with a relative importance of 18.03%. The highest utilities are found for specific 
Western European Countries, followed by the EU in general, but these differences are not 
significant. In contrast, a change to the US results in a significant utility decrease of 83.08. Thus, a 
utility increase resulting from a change in monetary reward from 5€ to 10€ could be almost 
completely compensated by the utility decrease caused by a move from the EU to the US. It is 
important to note that these results might be biased due to our Western European sample. Future 
research should complement our findings based on samples from different cultures. 
The purpose of use also received noticeable average importance of 13.58%. The average utilities 
indicate that the participants dislike marketing purposes such as advertisements the most, and 
would rather prefer to sell their data for research and development as well as for anonymized 
statistics, the latter being the most preferred option. However, the t-test could not find significant 
differences between research and anonymized statistics as purposes of data use. Regarding the 
monetary value can the change between advertisement and research be depicted as a range 
between 3.35€ and 11.27€. 
With an average importance of 10.88%, the form of compensation is the fifth most important 
attribute. The utility change of 51.68 shows a clear preference towards a monetary reward 
compared to coupons with the same amount leading to a significant decrease.  
The least important antecedent is presented by the security factor. The results indeed show higher 
utilities for a higher security level, however, utility changes of 20.92 from the very basic level of 
simple password protection to the next level of password protection and encryption indicate that 
the respondents do not have high expectations regarding the security settings of such platforms. 
The utility change to the next level with an additional certification of a third party resulted in an 
even smaller utility increase of just 11.71 but the levels are significantly different.  
Overall, these results indicate that the most preferred data-selling platform would provide a 
monetary compensation as high as possible (in this case 20€) for the sale of personal interests 
used for anonymized statistics or research and development. Further, the platform provider 
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should be located in a (Western) European country and offer a high security level such as 
password (PW) protection, encryption, and a certification of a third party. 
Table 8. Attributes, levels, part-worths, and average importancia. 








5€ -72.61 67.02 27.36% 
10€ 10.77 20.65 
20€ 61.843 77.43 
Type of Data  Address  -59.10 66.42 21.88% 
Demographics  15.58 37.44 




Western European Country  29.70 36.63 18.03% 
European Union  26.69 28.96 
United States -56.39 60.23 
Purpose of Use Advertisement -38.89 40.99 13.58% 
Research and Development 18.71 26.89 
Anonymized Statistics  20.18 30.90 
Form of 
Compensation  
Money 25.84 33.06 10.88% 
Coupons for Online Shops  -25.84 33.06 
Security Password -17.85 26.59 8.27% 
Password and Encryption 3.07 16.74 
Password, Encryption, and 
Certification  
14.78 27.39 
* The average utilities are scaled with zero-centered differences. 
 
Table 9. Utility changes and monetary value of changes. 
Attribute  Level Change  Utility Change  P-Value 
(T-Test on Equality)  
Monetary Value 
of Change in € 
Amount of 
Compensation  
5€ -> 10€ 83.38 0.0001   
10€ -> 20€ 51.08 0.0001   
Type of Data  Address -> 
Demographics 
74.68 0.0001 4.48 - 14.61 
Demographics -> 
Personal Interests 





Country -> EU  
-3.00 0.3098 -0.18 - -0.59 
EU -> US  -83.08 0.0001 -4.98 - -16.26 
Purpose of Use Advertisement -> 
Research 
57.59 0.0001 3.35 - 11.27 
Research -> 
Anonymized Statistics 
1.48 0.5691  0.09 - 0.29 
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Form of 
Compensation  
Money -> Coupons  -51.68 0.0001 -3.10 - -10.11 
Security PW -> PW and 
Encryption  
20.92 0.0001  1.25 - 4.09 
PW and Encryption -> 
PW, Encryption, and 
Certification  
11.71 0.0001  0.70 - 2.29 
 
Discussion 
The aim of our research was to identify antecedents of individuals’ willingness-to-sell data in the 
context of online data-selling platforms (RQ1). Additionally, we examined the relative weights of 
a selected set of antecedents (RQ2). Based on a two-step study, and using data obtained from a 
total of 299 participants, we were able to identify 12 antecedents. We further found varying 
importancia between a selected subset of factors and found that Internet users have clear 
preferences for some of the investigated levels. We will discuss the theoretical and managerial 
implications of our study as well as limitations and future research suggestions in the following.  
Implications of the Study 
Commencing with the theoretical implications, we see two major contributions of our study. First, 
our study contributes to literature investigating the valuation of personal data, which is a topic of 
particular interest in the time of data-driven business models where data are traded as a 
commodity. While previous studies investigating the value that individuals assign to their data 
have often focused on rather artificial experimental settings and specialized research contexts, 
our study investigates the antecedents of Internet users’ willingness-to-sell personal data in the 
purest data-selling context: on platforms that are solely designed for this purpose. These 
platforms are a highly promising context to study individuals’ willingness-to-sell data and its 
antecedents. But, as illustrated by the highly heterogeneous findings of prior research, it is hardly 
possible to simply transfer the findings from prior contexts to ours, even in the area of other 
platforms like online social networks. 
While our study is in line with some findings of previous studies in different contexts, such as 
individuals’ preference for non-identifiable data (e.g., Benndorf and Normann 2018; Jentzsch 
2014) or the rejection of marketing purposes in favor of research purposes (e.g.,Cvrcek et al. 2006; 
Danezis et al. 2005), our study reveals that, in the context of data-selling platforms, a number of 
so far hardly researched antecedents of individuals’ willingness-to-sell personal information 
affect individuals’ WTS: the company’s origin and the level of security are antecedents that have 
not received attention in prior studies investigating the monetary valuation of personal data. 
These need to be considered in future studies that seek to better understand individuals’ WTS on 
data-selling platforms.  
Our qualitative study has resulted in a comprehensive framework of 12 inductively derived 
antecedents that affect individuals’ willingness-to-sell personal data on data-selling platforms. 
One strength of our study is the usage of an inductive approach in order to identify antecedents 
that are relevant for users when assessing the value, they attach to their personal information. 
These antecedents should be considered by future studies investigating WTS on data-selling 
platforms.  
4 Research Paper 1.B: Willingness to Sell Personal Information 41 
Our second contribution concerns the relative weights individuals assign to a subset of factors 
identified in the qualitative study. One important finding emerged within the design phase of the 
conjoint analysis: Based on additional interviews, we identified three knock-out criteria for 
potential users of data-selling platforms: no transfer to third parties, the right to be forgotten, and 
one-time deals as duration of disclosure. Thus, these antecedents seem to act like inhibitors 
(Cenfetelli 2004; Cenfetelli and Schwarz 2011), with the power to impede that Internet users are 
actually willing to sell their data. Therefore, these antecedents should be handled with particular 
care in future WTS studies. Further, we identify the amount of compensation being the most 
important factor in this context, followed by the type of data, as well as the origin and legal 
framework of the intermediary and the purpose of use. Less important were the form of 
compensation and security. Future studies investigating individuals’ WTS in the context of data-
selling platforms should be aware of these differences in importance, if they focus on specific 
antecedents. 
Moving beyond theoretical implications, our study also has practical implications for data-selling 
platform providers, customers, and buying companies. For data-selling providers we offer a list of 
key factors and inhibitors which should be considered when designing data-selling platforms. We 
also provide the relative importance for six of these antecedents and insights about potential 
manifestations. Based on the utility changes and monetary equivalents, we provide findings about 
possible pricing strategies for such platforms by representing monetary increases or decreases of 
the changes between different configurations. Further, our study illustrates how the most 
preferred data-selling platform would look like from the users’ perspective. Taking into account 
the factors we have identified, providers can purposefully affect individual’s willingness-to-sell 
personal information and facilitate adoption of their platforms. As a result, users of these 
platforms would be able to play a more active role in the data trading process which might result 
in increased fairness perceptions. For buying companies, it is important to note that the 
compensations should be adequate, and that Internet users dislike the sale of address data for the 
purpose of advertising most.  
Limitations and Future Research Suggestions 
Finally, let us note our limitations as well as potential future research directions. First, the 
innovative nature of data-selling platforms’ business models and their underlying premise of 
trading personal information present a new idea for most individuals. In our study, we had to 
describe the functionality of these platforms to the respondents of our studies, for which we relied 
on mockups. These are less realistic than existing websites. However, hypothetical scenarios are 
a common practice in research (e.g., Malhotra et al. 2004) and due to these mockups we were able 
to exclude variation in functionality, branding, and marketing of different platforms and focus on 
aspects that were really relevant for our study. However, in future research studies, this 
restriction can be addressed by considering a real platform as research object.  
Second, we collected the data in a Western European Country and, thus, lack a comparison of the 
findings between different countries. In other cultural samples, there might be additional factors 
that could have an impact on the willingness-to-sell personal information on data-selling 
platforms and the relative weights among these factors might vary as well. Consequently, future 
research could repeat this study with an intercultural sample, which would be of particular 
interest, as our results already reveal, that the origin of the platform and its legal framework are 
indeed important for the Western European participants. It would be interesting to see how a 
non-European sample would rate the different options with respect to the platform’s origin. 
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A third limitation concerns the necessity to exclude some of the 12 antecedents identified in the 
qualitative study due to methodological requirements, for example the buying companies. The 
fixation to the general partner companies bears the risk of confounding effects due to different 
conceptions about the buying instances. Likewise, although we have carefully selected the 
attributes of the conjoint analysis, it cannot be guaranteed full independence. We therefore invite 
other researchers to take our results as a basis in order to conduct further studies on data-selling 
platforms. We advocate that this context should be of particular interest for researchers who are 
interested in the value of personal information due to its dedicated natural purpose of selling 
personal information. Our results help to understand the multitude of antecedents influencing 
Internet users’ willingness-to-sell personal information in this context and can serve as a starting 
point to further investigate WTS. 
Conclusion 
As data-selling platforms are purely designed for buying and selling personal information, they 
can serve as a very natural research context to investigate the monetary value users attach to their 
personal information and their antecedents. Therefore, we conducted a two-step study in order 
to identify antecedents of willingness-to-sell personal information on these platforms and 
investigated the relative weights Internet users assign to a subset of these antecedents. Our study 
resulted in 12 antecedents which account for individuals’ willingness-to-sell their personal 
information on such platforms. We identify three of them being knock-out criteria, meaning that 
potential users of such platforms would request their existence in the reported magnitude. 
Further we identify the amount of monetary compensation as the most important factor, whereas 
the respondents perceived security as less important. For research, we provide a comprehensive 
overview of antecedents for willingness-to-sell personal data on data-selling platforms 
highlighting the multitude of factors affecting the price of personal information in this context. 
For practitioners, we hint at important factors that need to be considered when designing data-
selling platforms that should attract a higher user-base and diffuse as a new business model. 
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Individuals are supposed to perform a privacy risk-benefit analysis when deciding to transact 
with a free data-driven service provider. Building on equity theory, this article suggests that users 
incorporate the net value for providers in their trade-off. Based on two pre-studies and an 
experimental survey study among 200 free data-driven service users, we provide evidence that 
users’ balance their own net value (benefits minus risks) as well as providers’ net value from 
monetizing users’ data. This leads to distributive equity perceptions which, in turn, affect users’ 
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vein, a distributive equity scale for the context of data-driven services is developed. Implications 
for research, providers and users are discussed. 
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Introduction 
Establishing an image of fairness is the key to long-term success of companies (Seiders and Berry 
1998). Furthermore, it is a major antecedent for user satisfaction and continuance intention 
(Herrmann et al. 2007; Joshi 1989). Especially free data-driven service providers like social 
networking sites (SNS) or any application relying on users constantly releasing personal 
information should focus on a fair value provided to them (Chou et al. 2016). Thus, appearing and 
being perceived as a fair partner is essential for providers. However, many users feel unfairly 
treated (Culnan and Armstrong 1999; Culnan and Bies 2003), which is exemplified by a study 
from the research institute SYZYGY revealing that only 27% of Americans perceive it as fair that 
Google and Facebook use personal data for targeted advertising (SYZYGY 2018). Moreover, 
another study by Orange indicates that only 6% of the surveyed users perceive that they benefit 
the most from revealing their data (Orange 2014).  
So far, several factors have been found to account for a successful exchange relationship between 
users and online service providers (Chiu et al. 2009; Sierra and McQuitty 2005). A key recurring 
scheme in Information System (IS) research has been that users perform a trade-off with personal 
benefits and risks (Laufer and Wolfe 1977) when deciding to transact with a provider. Referred 
to as the privacy calculus, this perspective is intrapersonal in nature, as users purely assess their 
own rewards and losses (Culnan and Armstrong 1999).  
Contrary, established service marketing literature building on equity theory has accumulated that 
customers evaluate not only their own net value, but also the net value of the service provider 
relative to their own (Oliver and Swan 1989; Ruyter and Wetzels 2000; Seiders and Berry 1998). 
They challenge the one-sided focus on intrapersonal benefits and risks assuming that customers 
compare their own net value with the net value of the service provider which in turn leads to an 
equity judgement. In other words, individuals weigh their net outcome (i.e., service benefits minus 
costs) against the net outcome of their exchanging partner and their subjective evaluation will 
become the basis of their distributive equity perception (Adams 1965). In this vein, customers are 
concerned about the distribution of outcomes. Against the background of equity theory as applied 
in service literature (Oliver and Swan 1989; Seiders and Berry 1998; Martinez-Tur et al. 2006), 
our study addresses the following research questions: Are individuals concerned about the 
distribution of values between them and a free data-driven service provider? And if so, how does it 
affect distributive equity perceptions and thus satisfaction and continuance intention? 
Building on equity theory, current literature in the discourse of users’ perception of free data-
driven service providers is limited in several ways. First, a great body of privacy literature applies 
fairness literature as theoretical lens in an effort to explain various behaviors and outcomes (Son 
and Kim 2008, Turel et al. 2008, Zhou 2013, Krasnova et al. 2010b). However, they have paid little 
attention to the antecedents of fairness perceptions. Additionally, privacy research was rather 
concerned with the data handling and transfer process in terms of privacy issues while neglecting 
the monetary value of personal information and its distribution between users and providers (e.g., 
Xu et al. 2005; 2011a). Thus, privacy scholars treated the data exchange process between users 
disclosing their data and the service provider as a unidirectional flow of value, focusing on users’ 
value only. This is not in line with equity theory, which proposes that instead of solely basing their 
attitudes on consequences arising for themselves, individuals also consider factors that do not 
affect themselves but providers (Adams 1965; Homans 1958). Furthermore, as users are 
concerned about equity in exchange relationships (Martinez-Tur et al. 2006; Oliver and Swan 
1989), the maldistribution of values and its impact on fairness perceptions needs to be examined.  
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To answer our research questions, we conducted a three step approach. In two consecutive 
studies, we validated and pretested a self-developed distributive equity scale for the free data-
driven service context. Within the main study - the experiment -, we present 200 Facebook users 
different monetary values with regard to how much money Facebook earns with their individual 
profiles to investigate their distributive equity assessment.  
By providing a novel perspective on the relationship between users and free data-driven service 
providers as a bidirectional flow of value which leads to an interpersonal assessment of benefits 
and risks on an individual level, we offer several theoretical and practical contributions. Gaining 
deeper understanding of users’ distributive equity perceptions and exploring its effects on 
satisfaction and continuance intention, we can help free data-driven service providers to carefully 
commensurate their users in order to promote long-term business success. Besides these 
practical implication, we reconceptualize users’ intrapersonal trade-off between benefits and 
risks by incorporating an interpersonal perspective. Thus, we respond to a call from Dinev et al. 
(2015) to uncover and explore other dynamics within the privacy domain and integrate literature 
from related research fields. We further contribute to research on free data-driven services by 
highlighting the importance of distributive equity. Fairness with regard to how value is 
distributed between providers and users of free data-driven services has not been considered in 
research to date. Based on our knowledge, we are the first to integrate the concept of distributive 
equity in a research model and show how it impacts users’ perceptions of such service providers. 
To conclude, it is not the data handling per se which needs to be fair, it is the level of compensation 
relative to the partner handling with the respective data. 
Theoretical Background on Users’ Assessment of Free Data-Driven Service Providers 
Even though free data-driven services are in the center of attention in todays’ research projects, 
there exists no established definition of it. This might be due to the variety of services which free 
data-driven companies provide. They range from navigation systems like Google Maps to 
communication tools like Instagram. However, what they all have in common is that “its core 
business requires digital data” (Engelbrecht et al. 2016, p. 5) and that its services are offered 
without any monetary costs for users (Eling et al. 2016).  
Users’ attitudes towards free services and providers have been investigated from different 
theoretical perspectives. The majority of research on attitudes towards free data-driven services 
is based on social exchange theory and more particularly on the privacy calculus framework 
(Brakemeier et al. 2017; Krasnova et al. 2010a; Xu et al. 2009). Among others, social cognitive 
theory (e.g., Turel 2015), social capital theory (e.g., Ellison et al. 2007; Maksl and Young 2013; 
Valenzuela et al. 2009) and uses and gratifications theory (e.g., Chiu and Huang 2014; Sutanto et 
al. 2014) have been applied. 
All these theoretical perspectives share one common characteristic: They assume that individuals’ 
attitudes towards free data-driven service usage and providers are resulting from an assessment 
of a cost-benefit analysis taking into account the positive and negative consequences for users 
(Keith et al. 2013; Krasnova et al. 2010a; Li 2012). For example, in social exchange theory, social 
costs and benefits resulting from social interactions are weighted against each other and in turn 
influence social behavior. Studies employing privacy calculus theory focus on privacy risks and 
privacy concerns as negative outcomes, that are weighted against the benefits of using services 
when forming usage intention decisions (Bélanger and Carter 2008) or more specifically 
information disclosure intentions (e.g., Krasnova et al. 2010a). Uses and gratifications theory 
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investigates in how far online services can provide benefits in terms of gratification and social 
capital theory is concerned with the degree to which these services are beneficial for users in 
terms of relationship building. In the study employing social cognitive theory, behavior is 
influenced by benefits like satisfaction with the service and costs of using it reflected by feelings 
of guilt (Turel 2015).  
Besides these benefits and risks investigated in prior studies, equity theory incorporates 
providers’ net value from an individual perspective (Leventhal 1980). Equity theory (Adams 
1965; Homans 1958) is applicable in so-called social exchange relationships. Within those 
relationships two parties interact with each other in such a manner, that value flows from one 
party to the other and this flow is accompanied by another flow of value in the opposite direction. 
In service research, the parties involved are usually customers and firms (e.g., Oliver and Swan 
1989; Martinez-Tur et al. 2006). In transactions between these parties, customers invest inputs, 
oftentimes in terms of money, to receive some kind of service (Martinez-Tur et al. 2006). Thus, 
value in terms of money is flowing from customers to firms, while some intangible product 
represents the value flowing from firms to customers (Alter 2009). The assumption behind this is 
that the payment from the user to the company corresponds to the company’s profit growth (i.e. 
the benefits for the firm). In a traditional service setting, the cost of the user corresponds to the 
benefit of the company. What sets free data-driven services apart from traditional services is that 
their users usually do not pay providers for these services, which means there is no obvious flow 
of value in the other direction (Eling et al. 2016).  
However, what is often overlooked is that while they are used, free data-driven service providers 
gather and store personal information about their users (Gerlach et al. 2015; Kane et al. 2014; H 
Krasnova et al. 2012). Revenue is generated by allowing third parties to contact potential 
customers via their provided channels and thereby improve the targeting of their advertising 
(Heimbach et al. 2015; Iyer et al. 2005) and in turn personal information disclosed by users 
represents a valuable asset for free data-driven service providers (Feijóo et al. 2014). The 
relationship between free data-driven service providers and their users is therefore characterized 
by a bidirectional flow of value: (1) a flow of value in terms of services offered by the free data-
driven service providers, which represent benefits for the users and (2) a corresponding flow of 
the user’s personal information to the free data-driven service provider. The second flow is 
assumed to have a different value for the user in terms of privacy and the provider in terms of a 
monetary asset (C. Li et al. 2014). As both parties receive some kind of value from each other, the 
relationship between users and free data-driven service providers can be conceptualized as an 
exchange relationship as defined by equity theory (Clemons 2009; Cropanzano 2005). The 
perception of value distributions will then lead to an assessment of distributive equity, as 
proposed by equity theory (Adams 1965).  
Equity theory suggests, that customers expect reciprocity in this exchange (Martinez-Tur et al. 
2006), which means that they relate their own outcomes to the outcomes for the firm and thereby 
form a perception of distributive equity. 
Under the umbrella of fairness in general, reciprocity has also been addressed in IS research. 
However, this research stream is unanimously concerned with data handling procedures and its 
trustworthy communication (Culnan and Armstrong 1999; Krasnova et al. 2010b; Son and Kim 
2008). Their arguments are based on so called exchange fairness. It refers to users’ assessment 
about whether the information is collected fairly and will subsequently be used fairly (Culnan and 
Bies 2003). For instance, Son and Kim (2008) conceptualized fairness as the treatment of personal 
information whereas Li and Sarathy (2007) referred to it as “the degree to which the data 
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requested appear relevant or appear to have a bearing upon the purpose of the inquiry”. While 
focusing on the data procedures, previous studies hypothesized a direct relationship between 
fairness and privacy risks. Beyond that, Malhotra et al. (2004) presented the dimensionality of 
privacy beliefs resulting from fairness perceptions. Therefore, privacy risks are often used as a 
proxy for a fair data exchange process (Culnan and Armstrong 1999; Li 2012). This implies that 
when companies promote to fairly treat their customers’ data, the perceived privacy risks can be 
lowered. This might be true in the case of data handling procedures and its communication, but 
does not hold for distributive equity as being a result of a perception between own benefits and 
risks relative to the outcome of the exchange party. In this case, users are concerned that they 
might be exploited by their exchange partner in terms of their overall outcome. They stipulate to 
be assured that efforts have been devoted to compensate them fairly taking into account the 
potential privacy loss they perceive. To sum up, fairness (i.e. equity) with regard to how value is 
distributed between providers and users of free data-driven services as assumed in equity theory 
has not been considered in IS research to date.  
Conceptual Model and Hypotheses Development 
According to equity theory (Adams 1965) users should weigh up the outcomes resulting from free 
data-driven service usage for themselves against the outcomes emerging for the free data-driven 
services provider when assessing providers’ distributive equity. This distributive equity 
assessment has, in turn, an influence on user’s general satisfaction with the free data-driven 
service provider and behavioral intentions in terms of continuance intention (Oliver and Swan 
1989). Being satisfied with the exchange relationship leads to a higher degree of continuance 
intention (Chen and Chou 2012; Turel 2015). Figure 4 shows the conceptual research model 
which will be described in more detail along with its hypotheses development in the following 
paragraphs.  
Commencing with users’ net value from transacting with a data-driven service provider, it builds 
on a benefit-risk analysis (Oliver and Swan 1989). It delineates an intrapersonal tradeoff between 
own benefits and risks based on the privacy calculus model (Dinev and Hart 2006). A multitude 
of benefits resulting from free data-driven service usage have been investigated in literature 
(Abramova et al. 2017; Wang et al. 2016). For instance, scholars have found that enjoyment 
(Krasnova et al. 2010a) as well as self-enhancement (Wagner et al. 2018c) fare major antecedent 
of self-disclosure on SNS. To receive benefits, users of free data-driven services are releasing their 
personal information. Thus, we build on the established assumption that users “pay” with their 
personal information online (Culnan and Armstrong 1999; Dinev and Hart 2006). Based on the 
Figure 4. Conceptual model. 
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assumption of privacy research, releasing personal information to a provider comes with privacy 
risks - the expectation of losses stemming from privacy exposures (Smith et al. 2011). Privacy 
risks can thereby be defined as the sacrifice users make to be able to use the service provided 
(Dinev and Hart 2006; Xu et al. 2011a). The more favorable the tradeoff between benefits and 
privacy risks is for the user and thus the larger the net value from this user-provider-relationship, 
the fairer will the service provider be perceived by a user (Oliver and Swan 1989; Xia et al. 2012). 
In line with this reasoning, we formulate the following hypotheses: 
H1: The higher users’ perceived net values, the higher distributive equity perceptions of free data-
driven service providers.  
Users’ net value “…is viewed as a sum of deservingness” (Joshi 1989, p. 345) which is further used 
as a benchmark to compare it to provider’s net value. Therefore, we now turn to the value for the 
free data-driven service provider as this is the second factor influencing distributive equity 
perceptions of customers (Oliver and Swan 1989).  
In literature on service in general and price fairness specifically (Seiders and Berry 1998; Xia et 
al. 2012), customers usually compensate providers of products or services with money. These 
payments then constitute the value firms receive. However, as argued above, in the free data-
driven services marketplace it is not money that is transferred from users to providers but 
personal information (Bauer et al. 2012), which has no fixed value per se (Spiekermann et al. 
2015a). An approach to resolve this problem is to consider the monetary value firms receive in 
transactions with third parties based on their users’ data as the benefit they generate from the 
user-provider relationship. This is in line with studies investigating users’ price fairness 
perceptions (Frey and Pommerchne 1991; Xia et al. 2012). In these studies, the revenue gained 
from selling a product is considered as the outcome of the company (Xia et al. 2012). Thus, when 
personal information is transferred, the equivalent would be the revenue a provider makes based 
on a user’s personal information. Hence, assuming constant values for users, the higher the profit 
of the provider, the lower and therefore unfavorable is the ratio between the users’ value from 
free data-driven services usage and the value received by the free data-driven service provider. 
Resulting from this, the net value of their exchange partner determines the perception of what 
individuals feel what they deserve (Franke et al. 2013). As net values should be commensurable, 
equity can be facilitated by a strong sense of reciprocity. If users feel exploited, then unfairness 
exists (Adams 1965). Providers’ net value should therefore be negatively related to perceptions 
of distributive equity of the free data-driven service provider, as depicted in the following 
hypothesis. 
H2: The higher the perceived net value of free data-driven service providers, the lower 
distributive equity perceptions.  
Privacy research suggests that information sensitivity plays a dominant role in privacy 
judgements (e.g., Bansal et al. 2010; Malhotra et al. 2004). Information sensitivity describes the 
degree to which users perceive their disclosed information as being identifiable and thus privacy 
sensitive in nature (Bansal et al. 2010). This implies, the higher the perceived sensitivity, the 
greater the perceived loss of control over the handling of this data from a user perspective 
(Mothersbaugh et al. 2012). Most users, however, are unsure how providers handle and thus 
monetize their data (Schomakers et al. 2019). They only have a vague idea. We therefore assume 
that the higher the perceived sensitivity of the information, the more a user concentrates on the 
monetization process of his/her data in order to mitigate their own risk of losing control over 
their sensitive data (Mothersbaugh et al. 2012). The revenue for the provider based on the 
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individual user information gives the user an indication of how the data is being commercially 
handled. Therefore, we assume that users who perceive their information as being highly 
sensitive have a higher disposition to providers’ value. The hypothesis is formulated accordingly: 
H3: The relationship between provider’s value of personal information and distributive equity is 
moderated by information sensitivity. 
Additionally, equity theory suggests that distributive equity is a necessary condition for 
satisfaction (Oliver and Swan 1989), which is defined as the “contentment of the customer” 
regarding the provider’s service (Anderson and Srinivasan 2003). Equity is even claimed to be the 
major determinant of customer satisfaction (Fisk and Coney 1982; Huppertz 1979; Zhu and Chen 
2012). When users have positive experiences within a relationship, because values are distributed 
fairly, they are satisfied with the relationship. Generally, the more generous the provider 
compensates its users, the more favorably will users form their judgements about the former (Kuo 
and Wu 2011). In contrast, violations of fairness principles raise concerns about exploitation 
which leads to a lower level of satisfaction (e.g., Herrmann et al. 2007; Zhu and Chen 2012). This 
relationship between distributive equity and satisfaction has already been shown in different 
contexts like buyer-salesman exchanges (Oliver and Swan 1989), restaurant-guest relationships 
(Martinez-Tur et al. 2006), and organization-employee contracts (McFarlin and Sweeney 1992). 
Transferred to the context of free data-driven service providers, we hypothesize: 
H4: The higher users rate free data-driven service provider’s distributive equity, the higher is 
their satisfaction with the provider.  
Distributive equity has also been shown to directly affect behavioral intentions (e.g., Yieh et al. 
2007). In an exemplified study, Kaura et al. (2015) evidenced that equity with regard to perceived 
price fairness leads to a higher customer loyalty in the banking context. Building on these results, 
we hypothesize:  
H5: The higher users rate free data-driven service provider’s distributive equity, the higher is 
their continuance intention. 
Satisfaction plays the predominant role in users’ intention to continuously transact with a service 
provider (Bhattacherjee 2001). While satisfied users intend to continue using a service, 
dissatisfied users do not intend to use it in the future. This has also been shown in the context of 
free data-driven service providers (e.g., Chen and Chou 2012; Turel 2015; Udo et al. 2010). 
Accordingly, we hypothesize: 
H6: The higher users are satisfied with free data-driven service providers, the higher is their 
continuance intention.  
Methodology of the Multi Study Approach 
The following chapter provides an overview of the applied methodology and describes the 
structure of our multi study approach consisting of two pre-studies and a main study. To test the 
research model presented above, we conducted an experimental study among Facebook users 
with a between-subject design, where we presented participants different monetary values about 
how much Facebook earns with their individual profiles to elicit either fair or unfair perceptions. 
For this purpose, we have implemented a Facebook Web App. Subsequently, participants were 
asked to answer a questionnaire to investigate their distributive equity assessment. Since existing 
scales stemming from traditional service research are not applicable to the context of free data-
based services, as shown in the Appendix 1, we had to develop a new scale and validate it prior to 
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the conduction of the main experimental study. The scale development and its validation is 
described in section ‘pre-study 1’ as well as a pre-test of the values used for the experimental 
manipulation, are presented in section ‘pre-study 2’. Figure 5 visualizes the whole research 
process. 
 
Figure 5. Multi-study approach. 
We chose Facebook as our research site because of its high daily user base of 2.23 billion on 
average (Statista 2017a). Additionally, it is a good example for a free data-based service that has 
often been applied for user studies in IS research (Bauer et al. 2012; Turel 2015). Further, all 
Facebook users reveal personal information, resulting in individual profiles. This personal user 
information is the basis on which Facebook makes its profit. Due to its medial omnipresence, users 
are aware of this profit-making on the base of personal data.  
Pre-Study 1: Scale Development 
As existing distributive equity scales in the context of free data-based service providers focused 
on the distribution of users’ benefits and risks and established sclaes from service literature do 
not incorporate privacy risks, an appropriate scale for distributive equity had to be developed. 
Indeed, well-established scales (e.g. Son and Kim 2008, Krasnova et al. 2010b) confine to the 
privacy perspective and they only focus on what users give and get out of the service, where else 
we extend that perspective to an assessment of the relationship also considering what the 
provider obtains. This former assumption might be applicable for fee-based services where the 
payment of the customer is equivalent with what the provider receives as a benefit from this 
exchange relationship, but in terms of free data-based service providers the value user transfer to 
the provider is not equivalent to what the provider receives. Appendix 1 summarizes the former 
distributive equity/fairness scales in the privacy context with whom it was not possible to cover 
our re-conceptualization based on equity theory. Consequently, it was necessary to develop and 
validate a new distributive equity scale for our study. To do so, we followed the approach of 
MacKenzie et al. (2011).  
The first step is the development of a conceptual definition of the construct (MacKenzie et al. 
2011). MacKenzie (2003) postulates that “good definitions should (a) specify the construct’s 
conceptual theme, (b) in unambiguous terms, (c) in a manner that is consistent with prior 
research, and that (d) clearly distinguishes it from related constructs” (MacKenzie 2003, p. 325). 
Complying with this advice, we iteratively improved our definition, while steadily strengthening 
the description to write as clearly and exact as possible (Churchill 1979). Finally, we defined 
distributive equity as “the degree to which a user perceives the exchange between him/herself 
and a service provider as fair given the extent to which each party profits from the relationship.”  
Building on this definition, a team of 4 privacy researchers generated 15 item proposals pursuing 
full coverage of all substantial domain aspects of our distributed equity construct. Here again, we 
took care of precise, clear, and simple wording (Podsakoff et al. 2003). To evaluate the item’s 
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content validity, MacKenzie et al. (2011) recommend an approach building on Hinkin and Tracey 
(1999) and Yao et al. (2008), which we applied for the assessment of our items: In this regard, we 
conducted a study asking 13 Information System researchers to evaluate our items in comparison 
to the former distributive equity items from Son and Kim (2008). We created a matrix consisting 
of our and the other definition of distributive equity in the top of the columns and listed the items 
of the two constructs in a mixed sequence in the rows. The raters were asked to evaluate on a 5-
point Likert scale ranging from “not at all” to “completely” the extent to which each item covers 
the defined construct domains. By integrating another construct, we ensure that the new items 
are free of content from extraneous domains (Schriesheim et al. 1993). 
Based on the researchers’ assessments (8 females and 5 males), we conducted a one-way ANOVA 
with repeated measures to test for every single item whether its mean rating on the dedicated 
construct’s domain differs from the same item’s ratings for the other distributive equity definition 
(MacKenzie et al. 2011). Based on the ANOVA-results, we could identify seven items that were 
rated to resemble our construct significantly as its mean values for the newly developed construct 
were significantly different compared to the mean ratings of the other construct (p<0.05). The 
consent of these final items was in general very high with a rating of 4.38 on average. Other items 
like “The profit the firm generates with me is adequate.” were rated comparable low with a mean 
consent of 2.32 and were thus removed from further testing. 
Pre-Study 2: Scale Validation and Experimental Manipulation  
Continuing the procedure of MacKenzie et al. (2011), we validated the developed initial 
distributive equity scale (7 items) and combined this with a pre-test of the profit per Facebook 
profile needed for the experimental manipulation.  
For the validation, we do not only show the manipulation values: According to the call for more 
realistic study designs by Dinev et al. (2015), we aspired after a more credible manipulation close 
to reality as fairness impressions rather emerge in tangible situations. Thus, we implemented a 
Facebook Web App, which told participants that it is able to estimate the revenue Facebook 
generates with their profiles. The app was structured as follows: After an introductory page, 
telling the app can calculate Facebook’s profit based on individual profiles, participants of the 
study were asked to type in their user name and password in the app to login to Facebook. 
Subsequently, a spinning wheel symbolized the value calculation in the background. Afterwards, 
we presented the participants different values about how much Facebook earns with their 
individual profiles (see Figure 6) and let them fill out the 7-item self-developed distributive equity 
scale. With regard to Facebook’s revenue, we decided to pretest four values. Half of the 
participants got high values (98 Euro or 198 Euro), and the other half low values (38 Cent or 9 
Euro) in order to gain fair and unfair sentiments and therefore be able to build variance. Those 
four values have been obtained by asking 24 Facebook users (mean age: 31.12) to estimate the 
threshold of the revenue Facebook gains based on their individual profile (1) which would be 
lower than expected and (2) surprisingly high. Taking the bottom and the top quartile of each 
stated amount among all respondents, we were able to receive 4 amounts which were pretested 
in study 2. We decided to present the values and not to let the participants guess the profit as 
Facebook does not release any information about their profit based on individuals’ profiles and, 
thus, it could be complicated for the participants of the study to estimate a value. Furthermore, 
due to the high and low values, we can elicit either fair or unfair perceptions. Figure 6 shows the 
screenshot of the Facebook app presenting 98 Euro as an example. 
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Figure 6. Screenshot of the Facebook web app. 
In total, 120 students completed the scale and amount validation test. On the basis of this 
assessment, we conducted an exploratory factor analysis as suggested for the pre-test by 
MacKenzie et al. (2011) and could finally validate five items, as their factor loadings were higher 
than the two dropped out items which fall below the threshold of 0.7 (Hair et al. 2011). The final 
list of items can be found in Appendix 2. Further, we could identify 38 cent as solid low and 98 
Euro as high borders because they evoke clear fair and unfair distributive equity perceptions and 
thus serve as a solid manipulation for our main experiment. 9 euros was perceived as neither fair 
nor unfair and 198 euros did not differ from 98 euros in individual’s distributive equity 
perceptions as both values tend to be perceived as unfair. Supporting our argumentation for 98 
euros, it is closer to Facebook’s true average advertisement revenue per user per year of $30 
(Statista 2020c) by the time of conducting the study. 
Main Study  
On the basis of both pre-tests, we started to empirically test our research model by conducting an 
experimental online study among Facebook users. We distributed a short description of the study 
and the hyperlink of the questionnaire via several Facebook groups, lecture panels, and by 
spreading flyers on the campus. To incentivize the participants, they had the chance to win one 
50 Euro and five 10 Euro gift cards of two big online retailers. To counteract common method bias 
(Podsakoff et al. 2003), we encouraged participants to type in their answers spontaneously and 
honest as there are no right or wrong answers.  
At the beginning of the study, some general demographics were measured, like gender, age, and 
usage frequency of Facebook as well as active use as control variables. Participants who were 
identified as Facebook users were forwarded to the Facebook Web App. Randomly, either 38 Cent 
or 98 Euros were presented as Facebook’s yearly profit based on each individual profile. 
Afterwards, the participants were forwarded to the questionnaire where all main constructs of 
the study were presented.  
In addition to the self-developed distributive equity scale and the manipulated net value for 
providers’ from personal information, we used established scales from prior literature for all 
other main constructs. For the measurement of users’ net value, we adapted a scale from Krasnova 
et al. (2010b) consisting of three items. It measured users’ fairness perception based on an 
intrapersonal valuation of perceived benefits minus privacy risks. Satisfaction was measured with 
four items developed by Hu et al. (2015) and a scale of Lankton et al. (2015) was used for the 
continuance intention measurement. Information sensitivity was measured with 3 items from 
Bansal et al. (2010) based on a semantic differential ranging from “not sensitive at all” to “very 
5 Research Paper 1.C: Distributive Equity Perceptions of Data-Driven Services 53 
much sensitive”. To control for the rather low or high perception of providers’ net value, we 
measured participants’ disconfirmation based on Bhattacherjee (2001) regarding the presented 
revenue. Controlling for disconfirmation is important, because it is central for customer 
satisfaction (Martinez-Tur et al. 2006; Bhattacherjee 2001) and it shows whether our 
manipulation was successful. Apart from providers’ value and information sensitivity, all other 
constructs have been measured on a 7-point Likert scale ranging from “strongly disagree” to 
“strongly agree”. Appendix 2 lists all items of our research model. Following the advice of Meade 
and Craig (2012), we also included an instructed response item for identifying careless 
responders. Further, we included a second manipulation check (i.e., an open-ended question) in 
the questionnaire by asking which value the Facebook Web App has presented to the respondents. 
Results of the Main Study 
Overall, 337 Facebook users participated in our survey. All participants who did not take part in 
the manipulation meaning that they did not log in to their profile to see how high Facebook’s 
revenue is have been removed. All participants passed the manipulation check. This resulted in 
200 observations that were used for all further analyses. Demographic information of our 
respondents can be found in Table 10 below. Compared to the actual Facebook user distribution 
in age and gender in western European countries (Statista 2017a), our sample represents the 
network population quite well. On average, our participants have got 358 connected friends on 
Facebook and use the site between 10 to 30 minutes per day. 
Table 10. Demographic information of main study's respondents. 
Gender N % Education N % 
Male 140 70 Basic Education 1 0.5 
Female 60 30 Secondary Level Education 7 3.5 
   Higher Education 192 96 
Age N % Employment N % 
18-25 137 68.5 Student 154 77 
26-35 56 28 Employed 38 19 
36+ 7 3.5 Other 8 4 
 
Structural equation modelling was used to analyze our data. We used the variance-based PLS 
method implemented in SmartPLS (Ringle et al. 2015) over covariance-based methods like 
LISREL, because it is especially suited for theory development in early stages (Fornell and 
Bookstein 1982).  
Before analyzing the structural model, we analyzed the validity of our survey instrument. To 
verify convergent validity, factor loadings of the items on their constructs as well as composite 
reliability of and average variance extracted by the constructs were investigated (Xu et al. 2012). 
An exploratory factor analysis with Varimax rotation was performed to obtain the factor loadings 
depicted in Appendix 2. All items showed loadings greater than 0.7 on the construct they were 
intended to measure, which indicates convergent validity according to Hair et al. (2011).  
Composite reliability (CR) was larger than the proposed threshold of 0.7 (Bagozzi and Yi 2012) 
and also the average variance extracted (AVE) indicated convergent validity, as it exceeds the 
threshold value of 0.5 for all constructs (Hair et al. 2011). Cronbach’s α values were also 
satisfactory as they exceeded 0.7 (Bagozzi and Yi 2012) for all constructs. Therefore, convergent 
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validity of our measurement model is given. For each construct, all values for Cronbach’s α, CR 
and AVE as well as mean and standard deviation (SD) are provided in Table 11 along with 
construct correlations. 
Table 11. Mean, Standard Deviation (SD), Cronbach’s α (Cr. α), Composite Reliability (CR), Average Variance 
Extracted (AVE) and Construct Correlations. 
Construct Mean SD Cr. α CR AVE CI DE SAT IS UNV 
Continuance Intention 
(CI) 
5.49 1.57 .970 .980 .944 .971     
Distributive Equity 
(DE) 
3.883 1.75 .966 .973 .880 .369 .938    
Satisfaction (SAT) 3.58 1.48 .943 .959 .855 .523 .510 .925   
Information Sensitivity 
(IS) 
3.05 1.31 .892 .931 .817 -.010 -.106 .104 .904  
Users’ Net Value (UNV) 3.71 1.60 .882 .927 .810 .420 .530 .566 .409 .900 
 
We proceeded by investigating discriminant validity. Discriminant validity first requires all items 
to load higher on the construct they were intended to measure than on any other construct 
(Bagozzi and Yi 2012). The results of our exploratory factor analysis given in Appendix 2 show 
that this criterion is met. Apart from factor loadings, discriminant validity requires the variance 
shared between each construct and its items to be greater than the correlations between the 
construct and all other constructs (Fornell and Larcker 1981). This is given when for each 
construct the square root of the AVE (diagonal elements in Table 11) is greater than the 
correlation with any other construct (Fornell and Larcker 1981). This second criterion for 
discriminant validity is also fulfilled. 
As common method variance may be problematic in survey research, we followed the 
recommendation of Podsakoff et al. (2003) by running Harman’s single-factor test. According to 
this test, common method variance is unlikely to be an issue if no single factor explaining the 
majority of covariance among the measures turns out in a factor analysis incorporating all 
measures in a survey. The most covariance explained by one factor turned out to be 35.2% in our 
data. Common method variance is therefore unlikely to be a problem in our study (Podsakoff et 
al. 2003). Additionally, we tested for common method bias by including a marker variable - the 
tendency to fantasize lend from Darrat et al. (2016) and also used in Son and Kim's (2008) study 
as a predictor for all endogenous constructs in our model. In doing so, no regression paths that 
were significant in the baseline model became insignificant. To conclude, common method 
variance does not seem to be an issue in our dataset (Rönkkö and Ylitalo 2011).  
Additionally, we tested whether the means of disconfirmation (the revenue being higher than 
expected) significantly differentiates between the high and the low revenue group of respondents 
in order to demonstrate a successful manipulation. Based on a t-test in SPSS, we were able to show 
that the mean of the high revenue group (4.21) and the mean of the low revenue group (2.29) 
were significantly different.  
After ensuring the validity of our measurement model, we now turn to the analysis of the 
hypothesized relationships as depicted in our research model. The standardized root mean square 
residual (SRMR) of 0.062 indicates good model fit as it is well below the threshold of 0.08 (Hu and 
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Bentler 1999). Predictive power is assessed in terms of variance explained in the endogenous 
variables by the model in PLS analyses (Chin 2010). R2 values show that our model explains 41.1% 
of variance in distributive equity and 25.5% of the variance in satisfaction as well as 27.5% of 
variance in continuance intention. 
A bootstrapping (Davison and Hinkley 1997) with 5,000 resamples was then performed to 
investigate the significance of path estimates. Our first two hypotheses, were concerned with 
user’s and provider’s net value from personal information and its impact on perceived distributive 
equity. We found both relationships to be significant for user’s net value (β=0.464, p=0.000) and 
provider’s net value (β=-0.315, p=0.000), hence supporting H1 and H2. In line with H3, the 
moderating effect of information sensitivity on the link between provider’s value and distributive 
equity is also significant (β=0.124, p=0.041). Distributive equity positively affects satisfaction 
(β=0.504, p=0.000), while satisfaction leads to a higher continuance intention (β=.444, p=.000). 
However, we had to reject H5, because distributive equity is not significantly linked to 
continuance intention. A Sobel test statistic (p=0.000) confirmed that satisfaction fully mediates 
the above link (Baron and Kenny 1986). When satisfaction is added to the research model, the 
significant relationship between distributive equity and continuance intention disappears. Apart 
from H5, all hypotheses are therefore supported by our data. The signs of the path coefficients 
were in line with our hypotheses. All path estimates with indications of significance and R2 values 
are given in Figure 7. 
 
Figure 7. Results of the PLS analysis. 
Besides, testing our main model, we also included control variables as influential factors for all 
dependent variables into our model and re-performed a bootstrapping with 5,000 samples. Active 
use was positively associated with satisfaction (β=0.235, p=0.000). Age, gender and Facebook 
usage frequency had neither a significant impact on distributive equity nor satisfaction or 
continuance intention.  
Discussion 
This study’s goal was to shed light on distributive equity perceptions of free data-driven service 
users. In this vein, antecedents and cognitive as well as behavioral outcomes of distributive equity 
perceptions have been identified. The main research findings are synthesized in the next section 
and contrasted with existing work in this field. Theoretical and practical implications are 
discussed in the following sections. 
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Research Findings 
Free data-driven services have been largely considered from a privacy perspective in extant 
research. This stream of research is concerned with the question under which circumstances 
Internet users are willing to have their personal information gathered and processed by service 
providers (Krasnova et al. 2010a, Xu et. al 2009, Dinev and Hart 2006). In this paper, we provide 
a new conceptualization of users’ assessment of free data-driven services. Building on equity 
theory (Adams 1965; Homans 1958), we extend established research focusing on users’ 
intrapersonal perspective stemming from the privacy calculus framework (e.g., Wang et al. 2016) 
by arguing that this conceptualization only provides an incomplete picture of the values resulting 
from free data-driven service use. Apart from the net value (benefits minus costs) for users, we 
also consider the value for the provider from a user perspective. The values exchanged are thereby 
represented by service benefits (transferred from providers to users) and monetizable personal 
information (transferred from users to providers). Specifically, we presume that users’ 
perceptions of distributive equity regarding a data-driven service provider are not solely based 
on the outcomes of this exchange arising for themselves but also on what the provider gains from 
it.  
We test this reconceptualization based on an experimental survey study among 200 Facebook 
users. With the help of a Facebook Web App, we presented our respondents two randomly 
assigned values Facebook gains from individuals’ profile information and were thus able to raise 
either low or high distributive equity perceptions. Our study shows that users of free data-driven 
services indeed compare their own net value from using the service (the benefits minus the costs 
in terms of privacy risks) with how much the provider of the service earns out of the relationship. 
Particularly, a higher net value for the provider is negatively linked to users’ distributive equity 
perceptions. These results confirm the established tradeoff between benefits and risks in privacy 
research and extend it by knowledge from offline service literature (Oliver and Swan 1989; 
Martinez-Tur et al. 2006).  
Another interesting result of our study is that the relationship between provider’s net value based 
on users’ information and distributive equity is moderated by information sensitivity. Thus, users 
who perceive their information as being very sensitive have a higher disposition to provider’s net 
value from personal information. Contrary, users who perceive their data disclosed on Facebook 
as being less sensitive pay a lower attention to the monetization extent of their personal 
information. This moderation effect supports the strong role of perceived information sensitivity 
previously shown with regard to users’ perceptions of providers’ data handling processes (e.g., 
Mothersbaugh et al. 2011).  
Overall, our study provides evidence that the more money the provider of a free data-driven 
service generates based on the data provided by a user, the less equity is attributed to the service 
provider which, in turn, lowers satisfaction with the service and ultimately the intention to 
continue using the service. Even though Krasnova et al. (2010b) could not find that distributive 
equity perceptions are significantly linked to privacy-related judgements, we are able to show that 
distributive equity drives satisfaction with the service. Notably, since 2010 data-driven service 
users got more and more aware of the commodification of privacy and the underlying concept of 
paying with personal information to receive ‘free’ services in return. Moreover, distributive equity 
was measured on a high abstraction level which is comparable to the measurement of satisfaction. 
In this regard, we contextualized the distributive equity scale and show that it is more related to 
users’ worry of the monetization extent of personal information instead of users’ concern of losing 
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control over personal information as originally applied in privacy research (e.g., Son and Kim 
2008). 
However, what we could not find was a direct link between distributive equity and continuance 
intention. This may be due to the important role of satisfaction as a mediator which is in line with 
prior research (e.g., Chang and Chang 2010; Chiu et al. 2007).  
Neither demographic variables (i.e., age, gender) nor Facebook usage frequency and active use 
turned out to be significantly linked to distributive equity. Controlling for these variables shows 
that distributive equity perceptions are robust against service-dependent influences. Apart from 
this main study, two pre-studies have been conducted in order to (1) identify two applicable net 
values which Facebook gains from personal information and to (2) develop a distributive equity 
scale according to the guidelines from MacKenzie et al. (2011). This self-developed distributive 
equity scale for the context of data-driven service providers goes beyond other available 
distributive equity scales which solely consider the value for the user but not for the provider (e.g., 
Zhou 2013, Turel et al. 2008). Theoretical and practical contributions are discussed in the 
following. 
Theoretical Implications 
Our study adds to IS literature in four ways. Our first and superordinate theoretical contribution 
lies in the reconceptualization of free data-driven services as an exchange of values between users 
and providers and thereby questioning the privacy-dominated discussion of this type of business 
models. Based on our reconceptualization we open the discussion to the area of service research. 
In particular, we provide arguments that free data-driven service providers need to 
commensurate their users as it constitutes an exchange relationship as applied in traditional 
service research. This reconceptualization and therefore new theoretical lens we apply for 
investigating free data-driven services may serve as a starting point for other research in the field 
of valuation of privacy or customer satisfaction in e-commerce helping to further clarify the 
dynamics of this type of business models. 
Based on this overarching contribution, we see 3 subordinate contributions. The first subordinate 
contribution lies in the extension of the purely intrapersonal trade-off between perceived risks 
and benefits for the user traditionally applied in privacy research (e.g., Krasnova et al. 2010a; Li 
2012). We conceptualize the usage of free databased service providers as a bidirectional flow of 
values. Thereby, we integrate the net value for the provider into our model by showing a negative 
correlation between the revenue the provider of a free data-driven service generates based on the 
personal data of a certain user. The provider’s revenue is thereby compared to the net value the 
service creates for users. This net value created for users is the difference between the benefits 
and privacy costs which is also considered in IS privacy research. However, we extend this notion 
by showing that this net value is not only directly related to usage intentions, but it is also 
compared to what the provider gains from the business relationship between user and firm. If this 
relation becomes disproportionately positive for the provider, users react with reduced 
perceptions of fairness and in turn a lower satisfaction with the service provider. This lower 
satisfaction thus leads to a reduced intention to continue using the service. 
We further contribute to privacy research by highlighting the importance of distributive equity 
for research on free data-driven services. Albeit the concept of fairness has also been addressed 
in extant research, this is unanimously centered on the procedures of data collection, handling 
and secondary data use (Culnan and Armstrong 1999; Krasnova et al. 2010b; Zhou 2013). Their 
arguments are based on so called exchange fairness. It refers to users’ assessment about whether 
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the information is collected fairly and will subsequently be used fairly (Culnan and Bies 2003). 
Even though, different researchers found distributive equity to play the predominant role in 
predicting customers’ attitudes towards a service provider (Oliver and Swan 1989; Martinez-Tur 
et al. 2006), we are the first to integrate the concept in a privacy research model and show how it 
impacts users’ perceptions of such business models. Thus, it is not the data handling per se which 
needs to be fair, it is the level of compensation relative to the partner handling with the respective 
data. In this vein, we respond to a call from Krasnova et al. (2010b) to better understand fairness 
perceptions beyond data handling procedures.  
Our results may also inform research based on the notion of privacy as a commodity. This stream 
of research assumes that individuals see their privacy as an economic good that can be traded for 
benefits (Acquisti et al. 2009; Krasnova et al. 2009b; Spiekermann et al. 2012). We extend this 
notion by arguing that the privacy given up by users has two different values: one for the users 
and one for the providers. The value of privacy for users is what has been extensively studies by 
IS privacy research (e.g., Acquisti et al. 2009; Huberman et al. 2005; Tsai et al. 2011). We extend 
this concept by introducing a second economic value that can be mapped to personal information: 
the revenue a service provider may generate based on it. This duality of values of privacy is 
particularly interesting against the background, that it separates traditional services from free 
data-driven services. In traditional service relationships, the price users pay (and therefore the 
negative value resulting from using a service) is equal to the gain of service providers (the positive 
value resulting from offering the service for providers). This equality does not hold any more 
when considering free data-driven services. The negative value represented by a loss of privacy 
does not necessarily equal the amount of money a service provider can generate based on that 
loss of privacy. Therefore, the notion of privacy as a commodity should be extended in so far, that 
privacy has not only an economic value for users, but also one for providers. These two economic 
values can, but do not have to be equal. 
Beyond that, our results confirm the strong role of satisfaction as a full mediator between equity 
perceptions and intention in general (Chiu et. al 2007; Oliver and Swan 1989, Chang and Chang 
2010). Distributive equity perceptions per se do not drive continuance intention, but they are 
mediated by satisfaction.  
Practical Implications 
Apart from these theoretical contributions, our findings can also inform providers of free data-
driven services, its users as well as policy makers. Regarding perceptions of fairness, marketing 
research (Oliver and Swan 1989; Martinez-Tur et. al 2006) found that distributive equity is a 
strong predictor of customer attitudes towards firms. Therefore, our results show that providers 
should deliberately choose in how far they monetize user data. If user data is monetized too 
extensively and users become aware about how much money is generated based on their personal 
information, they might feel exploited if this value is not opposed by an appropriate value 
provided by the service. To ensure that user satisfaction does not suffer, business model 
innovations leading to enhanced monetization of user data should be accompanied by initiatives 
that compensate users. This can either be done by increasing the benefits the service provides to 
users as shown in our research model, but also other measures to increase customer satisfaction 
might help to prevent customers from service discontinuance. Otherwise, service providers might 
suffer from a decreasing user base and in the long-run severe financial problems.  
Another factor that should be taken into consideration is that users oftentimes only have a vague 
feeling about how much money a firm generates based on their personal information. Indeed, 
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research investigating the value users assign to their personal information has shown very 
different results, depending on various factors that need to be considered, indicating that users 
are challenged stating a value (Wagner et al. 2018a). Being aware that free data-driven services 
might not be as “free” as it seems but being paid with the value of personal information might 
further influence user behavior. It seems plausible that users overestimate the monetary value of 
their personal information for firms (Huberman et al. 2005; Roeber et al. 2015). In this scenario, 
it might even be beneficial for firms to disclose the actual (lower) value generated based on this 
information to increase customer satisfaction. Thus, purposeful marketing and transparency 
regarding the actual amount earned with users’ personal information might positively influence 
distributive equity and satisfaction perceptions changing actual business practices. Especially, if 
users disclose very sensitive information to a provider, the value a provider generates based on 
user’s data is more heavily taken into account when making a distributive equity assessment. 
Therefore, service providers should focus on a moderate monetization of these users’ data, 
otherwise they might run the risk that their most valuable customers (who disclose sensitive 
data) will discontinue their usage in the future.  
Finally, our results can motivate policy makers to monitor whether users perceive free data-
driven services as being fair, because usage discontinuance of innovative services may hinder 
economic growth. As free data-driven services like Google, Facebook and others are one of the 
biggest public corporations which lead digital innovativeness, its user perception should be of 
heightened interest for governments.  
Limitations and Future Research Suggestions 
As with every empirical study, the findings of our research have to be considered in light of its 
limitations. The first limitation lies in the context we used to investigate our hypotheses. We 
deliberately chose Facebook users as our sample, because of its large user base and controversial 
media coverage regarding Facebook’s financial results. Although the relationships found in our 
research could also be applicable to non-SNS services monetizing user data, more research is 
necessary to provide according evidence. 
A second limitation is that our results are based on empirical data obtained from free data-driven 
service users who were mainly students with a single cultural background. Research debates 
whether studies on free data-driven service users with different cultural backgrounds are 
comparable (Krasnova et al. 2012; Schomakers et al. 2019). More research is necessary to 
investigate samples with other cultural backgrounds and other education levels to confirm our 
findings. 
Third, we only considered ex post equity perceptions of individuals that have already used this 
specific free data-driven service under investigation. Ex ante assessments of potential users are 
therefore unconsidered by our research. Future research efforts could thus investigate in how far 
assessments of distributive equity differ with regard to whether they are made ex ante or ex post. 
An additional limitation lies in the conceptualization of users’ and providers’ net value. Thereby, 
we did not measure the perception of costs and benefits for both sides on a more nuanced level. 
However, we additionally measured active Facebook use in order to control whether people who 
are interacting a lot with others on the platform perceive higher benefits and thus are more likely 
to evaluate the SNS as a fair. 
Fourth, we had to conduct the study among users of a free data-driven service, which always 
carries the risk of a self-selection bias. Indeed, comparing both groups, deniers rate significantly 
higher on their general perceived privacy concerns than joiners (p=.002). So, even when less 
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privacy concerned users experience a lower degree of fairness due to the monetization of their 
personal information, it would even be worse for highly privacy concerned individuals.  
Finally, our research goal was to investigate whether users of free data-driven services perform a 
trade-off between their own net value and the net value of the provider in order to make a 
distributive equity judgement. Therefore, we solely manipulated the net value of the provider 
with a rather low and rather high amount. In an attempt to identify a threshold at which free data-
driven service providers are perceived as unfair, it might be fruitful for future research to conduct 
a contingent sensitivity analysis with varying amounts of revenue.  
Conclusion 
Most data-driven services are free of charge for its users. However, even though users do not 
transfer money to its providers in return for services, they are giving up their privacy by 
continuously releasing their personal information. This personal information is in turn used by 
data-driven companies as a basis for generating profit. Neglecting the bidirectional flow of values 
between users and providers of free data-driven services might lead to problems for providers, 
because a fair distribution of values is a necessary precondition for users’ satisfaction with the 
service provider. Given that data-driven service providers gain profit based on their users’ data, 
customers need to be commensurate with an equivalent flow of value. Establishing a fair exchange 
process can lead to a higher satisfaction and thus a successful long-term user-provider 
relationship. 
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Traditionally, a majority of IS privacy research assumes that individuals are able to form confident 
privacy risk perceptions when being confronted with situations involving the disclosure of 
personal information. We challenge this assumption by offering theoretical arguments that 
privacy risks are difficult to evaluate for individuals. Based on an experimental survey study 
among 233 participants we show that (1) the formation of privacy risk perceptions is dependent 
on external reference information and (2) more external information allow a more confident risk 
judgment, which in turn has a stronger impact on an individual’s privacy-related behavior. These 
findings extend privacy calculus theory by introducing the context-specific evaluability of privacy 
risks as a moderator of the effect of perceived privacy risks on usage intentions of privacy-invasive 
information systems. Theoretical and practical implications are discussed and future research 
suggestions are provided. 
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Introduction 
Suppose Jeff is scrolling through his smartphone’s app store in search of a new task management 
app. His eyes wander through a long list of search results until he taps one that looks appropriate 
for his needs. Although there are not many, the ratings and reviews seem to be okay and the 
screenshots look promising. Jeffs’ finger hovers above the download button, but suddenly a 
section listing a variety of personal information stored on his phone catches his attention: In order 
to use the application, it requires Jeff to grant access to his contact list, calendar information and 
his phone’s camera. Jeff pauses asking himself, whether there would be a high potential for loss 
associated with giving these information to the application provider. What Jeff just experienced is 
exactly what IS privacy researchers ask survey participants to do when measuring the perceived 
risks of information disclosure. Consider for instance the items used by Malhotra et al. (2004) to 
measure the perceived risks of information disclosure: They ask survey participants to indicate 
the extent to which they agree to statements like “There would be high potential for loss 
associated with giving (the information) to online firms” (Malhotra et al. 2004, p. 352) and 
“Providing online firms with (the information) would involve many unexpected problems” 
(Malhotra et al. 2004, p. 352). According to privacy calculus theory (Laufer and Wolfe 1977; Li 
2012), individuals would then perform a rational tradeoff between the perceived risks of 
information disclosure and the perceived benefits of information disclosure to form their 
intention to use privacy-invasive information systems. However, although it might well be that 
Jeff came to a risk perception in terms of a vague feeling, he might not necessarily be sure that his 
risk judgment is valid. Thus, the question whether individuals are able to perform confident 
privacy risk tradeoffs arises. 
Based on evaluability theory, we argue that most individuals just like Jeff are not able to evaluate 
risks inherently. It might rather be that they lack sufficient information as well as clear and stable 
internal preferences to form consistent opinions regarding the quality of product attributes in 
general (Creyer and Ross 1997) and privacy threats in particular (Dinev et al. 2015). Such product 
attributes are referred to as difficult to evaluate in evaluability theory (Hsee and Zhang 2010). 
When being confronted with objectively observable product attributes that are difficult to 
evaluate, individuals generally react insensitive to changes in the quality of these (Hsee et al. 
1999). However, if provided with external reference information facilitating evaluation, 
sensitivity increases, because individuals have guidance in telling whether a certain manifestation 
of a product attribute is good or bad and as a consequence regard their evaluation of the attribute 
quality as more valid and therefore incorporate it more strongly in their decision-making (Hsee 
and Zhang 2010). Hence, the impact of a privacy risk perceptions should depend on how they 
were formed. To date, this potential coupling between the formation and impact of perceived 
privacy risks has not been considered in IS privacy research. However, if proven true, 
measurements of perceived privacy risks and their empirically observed correlations with 
behavioral consequences would be rendered incomparable due to differences in available 
reference information across studies. Therefore, we challenge the assumption that individuals are 
inherently able to form confident risk perceptions. Consequently, we question the basic assertion 
of privacy calculus theory that perceived privacy risks as measured in current research uniformly 
influence usage intentions of privacy-invasive information systems independently of how they 
were formed. Accordingly, we investigate the following research questions: 
RQ1: Are users of privacy-invasive information systems able to evaluate the privacy risk 
associated with the disclosure of a certain amount of personal information independently? 
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RQ2: Do perceived privacy risks influence behavior differently when they are formed in 
conditions that facilitate evaluation compared to when they are difficult to evaluate? 
By incorporating an evaluability perspective (Hsee and Zhang 2010) into the privacy calculus 
(Laufer and Wolfe 1977; Smith et al. 2011), we develop theoretical arguments that individuals 
react relatively insensitive to changes in the amount of data gathered by an information system, 
when they have to rely entirely on their “inner scale” and hinge on intuitive risk judgments when 
deciding whether to use a privacy-invasive information system. Only if reference information 
facilitating the risk judgment is made available, the amount of data gathered by an application 
affects risk perceptions and these are perceived as sufficiently substantiated to serve as decision-
basis. We provide empirical evidence for these propositions based on an experimental survey 
study among 233 participants and thereby show that the presence of reference information 
significantly increases the effect of the amount of data gathered by a privacy-invasive application 
on the perceived risk of information disclosure as well as the effect of the perceived risks of 
information disclosure on the behavioral intention to use a privacy-invasive information system. 
The remainder of this paper is structured as follows: We begin by outlining the theoretical 
background of our research in two steps: First, we discuss in how far the amount of data gathered 
by a privacy-invasive information system constitutes a difficult-to-evaluate product attribute. We 
then extend privacy calculus theory by proposing that the effect of the perceived risks of 
information disclosure on the intention to download an application depends on how risk 
perceptions were formed. Afterwards, we describe the experimental survey study we conducted 
to empirically test our deduced hypotheses and subsequently present our findings. We then 
discuss our findings, depict limitations of our study and propose promising future research 
opportunities. Finally, the paper closes with a conclusion. 
Theoretical Background 
The Evaluability of Personal Information Disclosures 
IS privacy research is concerned with the reactions of individuals to privacy-invasive information 
systems (e.g., Dinev et al. 2006; Krasnova et al. 2012; Li et al. 2010; Xu et al. 2009). Privacy-
invasive information systems refer to information systems that gather, store and process 
information about their users. As providers could use this information in unforeseen ways or 
share it with third parties, the use of a privacy-invasive information system is regularly associated 
with a loss of control about one’s personal information (Malhotra et al. 2004). This loss of control 
can propagate and persist for an unpredictable span of time (Acquisti and Grossklags 2003). Thus, 
the central property of privacy-invasive information systems is that using them is associated with 
potentially negative consequences resulting from a loss of privacy. This potential loss is captured 
by the concept of perceived risks of information disclosure and has been investigated as an 
antecedent to information disclosure and usage behavior in numerous studies (e.g., Fortes and 
Rita 2016; Krasnova et al. 2010a; Min and Kim 2015; Pavlou and Fygenson 2006; Sharma and 
Crossler 2014; Wang et al. 2016). Findings show that high perceptions of privacy risks are 
associated with a lower intention to use privacy-invasive information systems (e.g., Bélanger and 
Carter 2008; Xu et al. 2011a; Xu and Gupta 2009) and intentions to disclose personal information 
in particular (e.g., Li et al. 2014; Xu et al. 2009). 
Risk perceptions are thereby measured by asking survey participants to indicate the extent to 
which they agree to statements like “There would be high potential for loss associated with giving 
(the information) to online firms“ or “Providing online firms with (the information) would involve 
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many unexpected problems” (Malhotra et al. 2004, p. 352). However, what has remained 
unconsidered to date is whether survey participants are able to evaluate the risks associated with 
the disclosure of a certain set of their personal information in the first place. It might well be, that 
they are simply unable to tell whether disclosing, for example, address information while using a 
certain privacy-invasive information system is associated with low, mediocre or high privacy 
risks. This ability or inability to inherently judge the quality of product attributes is discussed in 
psychology under the term evaluability (Hsee et al. 1996; Hsee 2000; Hsee and Zhang 2010). 
Evaluability is defined as “… the extent to which a person has relevant reference information to 
gauge the desirability of target values and map them onto evaluation” (Hsee and Zhang 2010, p. 
344f.). Thus, if people lack the ability to inherently judge privacy risks, the evaluation of privacy 
risks becomes dependent on what information is available to survey participants in different 
contexts. The consequence for IS privacy research would be highly problematic. Measurements of 
perceived risks of information disclosure would have to be interpreted against the background of 
how easy to evaluate they were in the study at hand. This would impose vast limitation on the 
comparability and integratability of existing IS privacy studies. 
The reason why privacy risks might be difficult to evaluate is that they are not a simple passive 
registration of sensory input. They are rather the result of a complex cognitive process, in which 
external stimuli are selected, organized and interpreted (Solomon et al. 2006). In the case of 
privacy risk perceptions, relevant stimuli include the requested amount of personal information 
(Phelps et al. 2000), privacy policies (Gerlach et al. 2015) or privacy seals (Huang et al. 2005). 
Firstly, these stimuli have to draw an individuals’ attention to become incorporated in the 
perception formation process. During the following interpretation phase individuals “assign 
meaning to stimuli” (Solomon et al. 2006, p. 137) by relating them to personal preferences, 
knowledge acquired through prior experiences or external sources and other perceptions. 
Relevant preferences in the area of IS privacy research include, for example, one’s individual risk-
taking propensity (e.g., Xu et al. 2005) or innovativeness (e.g., Li et al. 2016). Knowledge or 
perceptions to be considered include, for example, prior experiences of privacy violations (e.g., 
Bansal et al. 2016; Xu et al. 2011a), the awareness of legislative protection (e.g., Xu et al. 2012), 
the trust towards an application provider (e.g., Bélanger and Carter 2008; Kesharwani and Bisht 
2012) or how relevant the information to be disclosed are for the purpose of the information 
system (e.g., Sarathy and Li 2007; Sharma and Crossler 2014). Consequently, the formation of 
privacy risk perceptions is a complex cognitive process based on a great number of external and 
internal information.  
Now the question arises, whether all this information is typically available to individuals when 
they are asked to indicate their perceived privacy risks. Looking at extant research, it seems that 
oftentimes it is not (Acquisti et al. 2015; Acquisti and Grossklags 2005b, 2005a; John et al. 2011; 
Tsai et al. 2011). For instance, it is usually not observable for users when and which information 
is collected about them (Acquisti et al. 2015) or how their personal information is used by the 
party it was disclosed to (Acquisti and Grossklags 2005a; 2005b). Furthermore, individuals seem 
to be unsure about their own privacy-related values and preferences (Acquisti et al. 2015), which 
could serve as reference information external stimuli can be compared to (Creyer and Ross 1997). 
The lack of (1) privacy-related knowledge, (2) information about the functioning of privacy-
invasive information systems and (3) internal privacy-related preferences leads us to assume that 
the evaluability of the privacy risks associated with the disclosure of a certain set of personal 
information is low in general. 
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What are the consequences of this low evaluability when measuring the perceived risks of 
information disclosure? Various studies have been conducted, showing that individuals become 
unresponsive to changes in the value of an objective attribute if its evaluability is low (Hsee 
1996b; Hsee 1998; Hsee 2000; Hsee and Zhang 2010). This results from the lack of “… knowledge 
about which value on the attribute is evaluatively neutral, which value is the best possible, which 
is the worst possible, what the distribution of the attribute is, and any other information that helps 
the evaluator map a given value of an attribute onto the evaluation scale” (Hsee et al. 1999, p. 578) 
described in the prior paragraph. Transferred to information disclosure situations, this implies 
that if sufficient information is unavailable to study participants, they cannot tell whether 
disclosing for example address information while using a privacy-invasive information system is 
associated with low, mediocre or high privacy risks. In such a situation, individuals have the 
tendency to rate an attribute to be neutral on average (Hsee et al. 1999). The statistically 
observable relationship between the amount of information gathered by a privacy-invasive 
information system and the perceived risk of information disclosure it evokes would therefore be 
insignificant or relatively small in low-evaluability situations. 
However, the evaluability of a generally difficult to evaluate attribute can be increased by 
providing the evaluator with additional reference information (Hsee et al. 1999). An increased 
evaluability would result in an increased sensitivity to attribute values and therefore also a more 
pronounced statistical relationship between the amount of personal information gathered by a 
privacy-invasive information system and the perceived risk of information disclosure. A common 
and widely used approach of providing such reference information is by letting individuals 
evaluate products in two different evaluation modes: single and joint evaluation (Bazerman et al. 
1999; González-Vallejo and Moran 2001; Hsee 2000; Hsee et al. 1999). Suppose for example two 
information systems of which one requires users to disclose more information than the other. In 
single evaluation mode, each of the applications is evaluated by a different group of evaluators 
who are not aware of the other application. In this case evaluability should be low resulting in low 
sensitivity towards the amount of information to be disclosed and similar risk perceptions 
towards both applications. In joint evaluation mode one group of evaluators is confronted with 
both information systems and rates them simultaneously. In this mode, individuals can compare 
the amounts of information gathered by both systems. Such a comparison facilitates evaluation as 
the relationship between the amount of information disclosed and the resulting privacy risks is 
monotonic (disclosing additional information always alters the privacy risks in the same 
direction) and individuals know which direction of the attribute is associated with lower/higher 
risks (the more information being disclosed, the higher the resulting privacy risk). It is therefore 
obvious that the application requiring more personal information is associated with higher 
privacy risks in joint evaluation mode. Thus, the amount of personal information gathered by the 
information systems should exert a greater influence on the perceived risks of information 
disclosure. Therefore our first two hypotheses as depicted in Figure 8 are the following:  
H1: The amount of personal information gathered by an information system is positively related 
to the perceived risk of information disclosure. 
H2: The magnitude of effect of the amount of information gathered by an information system on 
the perceived risk of information disclosure is greater in joint evaluation mode compared to single 
evaluation mode. 
After elaborating on the formation of perceived privacy risks against the background of 
evaluability of the amount of information gathered by an information system (RQ1), we now turn 
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to the effects of perceived privacy risks formed under conditions of easy vs. difficult evaluability 
(RQ2). 
 
Figure 8. Research model. 
The Effects of Risk Perceptions Formed in Different Evaluation Modes on User Behavior 
In the previous section, we elaborated on how privacy risk perceptions are formed and thereby 
differentiated between contexts in which they are easy vs. difficult to evaluate. However, the 
evaluability of an attribute does not only influence an individual’s reaction to objective stimuli 
and therefore the formation of perceptions, but also how these perceptions influence behavior. 
This is referred to as evaluability bias: “the tendency to weight the importance of an attribute in 
proportion to its ease of evaluation” (Caviola et al. 2014, p. 304). Hence, the evaluability of 
personal information disclosed via a privacy-invasive information system might not only affect 
the formation of risk perceptions but also the effect of privacy risk perceptions in subsequent 
decision-making. In the IS privacy context, subsequent decision making based on privacy risk 
perceptions almost unanimously refers to the decision whether the disclosure of personal 
information to a privacy-invasive information system is acceptable and therefore whether 
individuals intend to use a certain privacy-invasive information system (e.g., Bélanger and Carter 
2008; Xu and Gupta 2009; Xu et al. 2011a). 
This section is therefore concerned with the question how risk perceptions formed under low vs. 
high evaluability conditions affect individuals’ behavioral intentions to use privacy-invasive 
information systems (RQ2). The theoretical basis of this consideration in IS privacy research is 
privacy calculus theory (Laufer and Wolfe 1977; Li 2012; Morosan and DeFranco 2015; Wang et 
al. 2016; Xu et al. 2009), which we adopt as foundation of our research. According to privacy 
calculus theory, individuals perform a rational tradeoff between the perceived benefits and risks 
of information disclosure when forming an intention to use a privacy-invasive information 
system. The corresponding research hypotheses are as follows: 
H3: The perceived benefits of information disclosure are positively related to the behavioral 
intention to use a privacy-invasive information system. 
H4: The perceived risks of information disclosure are negatively related to the behavioral 
intention to use a privacy-invasive information system. 
These hypotheses imply, that privacy calculus theory assumes a simple linear relationship 
between the perceived risks of information disclosure and an individual’s behavioral intention to 
disclose personal information. The higher the perceived risk of information disclosure, the less 
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likely will an individual use a certain information system. The fact that risk perceptions can be the 
result of different types of deliberations is ignored here. Suppose that in single evaluation mode 
(and therefore under low evaluability conditions) individuals rate the risks of information 
disclosure according to gut feeling. They have a vague idea about how large risks might be, but 
cannot really reason their perceptions. However, if we measure an individual’s perceived risk of 
information disclosure with established scales like those by Malhotra et al. (2004) or Dinev et al. 
(2006), individuals will still indicate some amount of risk – maybe even the same amount as a 
person with all information about the actual risk at hand (and therefore under high evaluability 
conditions). These two measurements are then indistinguishable with respect to state-of-the-art 
methods of measuring risk perceptions. Hence, they are regarded to be conceptually equivalent 
in privacy calculus theory and should exert the same effect on the behavioral intention to use a 
privacy information system. 
Against the background of evaluability theory, this assumption does not hold. Evaluability theory 
proposes that the two risk ratings described above – albeit being equivalent in terms of their 
extremity – should differ with regard to their importance in decision making and therefore also 
behavior formation (Caviola et al. 2014). In particular, a risk perception formed in joint evaluation 
mode (and therefore high evaluability conditions) should exert greater impact on an individual’s 
behavioral intention to use a privacy-invasive information system compared to a risk perception 
of equal extremity formed in single evaluation mode (and therefore under low evaluability 
conditions). This is because evaluability - as a property of a product attribute - is closely linked to 
the concept of confidence (Boldt et al. 2017), which is a property of a perception evoked by a 
product attribute (Lichtenstein and Burton 1988). The confidence of a perception is defined as 
the degree to which an individual has “… a sense that his beliefs and judgements are veridical” 
(Kelley 1973, p. 107). It resembles in how far individuals were able to use causal inferences to 
establish the validity of their perceptions. This ability depends on how much consistent 
information was at hand while forming a perception (Mizerski et al. 1979) and therefore on 
evaluability. For product attributes with low-evaluability like privacy risks, only few reference 
information about the quality of the attribute is available to individuals inherently. If this 
information is missing, confidence in one’s own perceived risks of information disclosure should 
be low. If evaluability is increased by providing additional information, individuals should be 
more confident that the privacy risks they perceive are valid. 
The confidence of a perception resulting from the evaluability of underlying product attributes 
has been shown to moderate this perception’s effect in subsequent decisions (Lichtenstein and 
Burton 1988). The lower the evaluability of a product attribute and therefore the confidence in a 
resulting perception, the lesser will this perception influence behavioral reactions. Therefore we 
extend privacy calculus theory by taking into account, that the magnitude of effect of risk 
perceptions formed in single evaluation mode (low evaluability and therefore low confidence) 
should be smaller than that of risk perceptions formed in joint evaluation mode (high evaluability 
and therefore high confidence). Thus, our last hypothesis is the following: 
H5: The effect of the perceived risks of information disclosure on the intention to use a privacy-
invasive information system is greater in joint evaluation mode compared to single evaluation 
mode. 
The complete research model with all constructs and hypotheses is depicted in Figure 8. 
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Research Method 
In order to test the formulated hypotheses, we designed a scenario-based experimental survey 
study, which investigates how different amounts of information gathered by a smartphone app 
are evaluated in single vs. joint evaluation mode (Hsee et al. 1999) and in how far these risk 
perceptions influence individuals’ usage intentions. Our survey was based on a hypothetical 
scenario. The use of hypothetical scenarios is a common approach in IS privacy research (Hann et 
al. 2007; Malhotra et al. 2004; Pan and Zinkhan 2006), because contextual variables have been 
found to have a strong influence on privacy-related decisions (Smith et al. 2011). Scenario-based 
surveys allow to maintain a high degree of control over the independent and contextual variables 
and thereby minimize the effects of disturbance variables (Aviram 2012; Finch 1987; Xu and Teo 
2004). 
A smartphone application was deliberately chosen as context for our study because of (1) their 
broad dissemination and the resulting familiarity with this type of applications, (2) the simple 
adoption process, (3) the structured presentation in smartphone app stores facilitating 
comparisons and the (4) clear and explicit presentation of information such applications require 
access to. The number of 149.3 billion smartphone app downloads worldwide in 2016 (Perez 
2017) reflects how common it is for humans to search for and to evaluate this kind of applications. 
The presentation of apps to users is largely defined by the smartphone’s app store and therefore 
similar across all apps. In addition, it is common for smartphone apps to ask users to grant them 
access to a wide range of personal information like photos, contacts or location services (Olmstead 
and Atkinson 2010). In contrast to other information systems, these permissions are clearly stated 
and can be precisely listed within an app description. This clearly delineates the personal 
information that is disclosed when users decide to adopt an application. All these aspects should 
make the evaluation process especially easy for users in this context. Hence, if we can observe our 
hypothesized relationships in this setting, they should also hold in settings where evaluability is 
lower due to the less structured presentation of information systems. 
Two different screenshots showing the app store presentation of two hypothetical task 
management apps were used as experimental manipulations (see Figure 9). A task management 
app was chosen for three reasons: (1) it is reasonable to believe that this kind of app requires 
access to personal information stored on a smartphone, e.g., to be able to assign tasks to contacts 
or show due dates in a calendar, (2) no major market leader provides a task management app that 
would serve as an unwanted reference point for participants in our experimental study and (3) a 
task management app is relatively transparent regarding its functionality and therefore easy to 
evaluate in terms of the benefits it provides to users. This last point is especially important 
because our research focus is on the evaluability of privacy risks while keeping the benefits easy 
to evaluate in single- as well as in joint evaluation mode. 
Two app store screenshots (see Figure 9) featuring two apps that differed with regard to the 
amount of personal information they require users to grant access to were carefully crafted. As 
both applications are presented side-by-side in joint evaluation mode, we followed the approach 
by Egelman et al. (2013), and also changed the design of the two app logos, so that the research 
topic under investigation is not too obvious for study participants. It also prevents the study 
setting from being too artificial. Two initial sets of permissions were chosen based on common 
permissions apps require access to on smartphones according to Olmstead and Atkinson (2010). 
Based on this initial set of permissions, we conducted a qualitative pre-study among 22 potential 
participants of our experimental survey study to iteratively refine and validate the sets of 
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permissions, the app description and the logos. This was necessary, because the requested 
permissions should not be too extreme. As individuals rarely have no knowledge at all about an 
attribute (Hsee et al. 1999), the number and types of permissions have to fall into a certain range 
which is not perceived as definitely extremely risky or definitely not risky at all in single 
evaluation mode. During the qualitative pre-study, students of a German university were shown 
the app screenshots in a randomized manner. Participants were then asked to assess the apps as 
if they would have just stumbled upon them in the app store and think aloud while doing so. This 
allowed us to asses which factors caught participants’ attention, what they thought about the 
amount of information both applications required them to disclose and whether enough 
information about the functionalities of the app have been provided. After each round of 
interviews the amounts of information required by both apps, the app description as well as the 
logos were adjusted until both sets of personal information were neither seen as overly intrusive 
nor completely risk-free, the two logos, albeit being different, were not interfering with these 
assessments and participants were able to get an idea of the benefits the app provides. For 
example, an early set of permissions we approached participants with included access to the 
phone’s microphone. This was nearly unanimously evaluated as being extremely invasive and 
inacceptable for a task management application and therefore unsuitable for the purpose of our 
study. The final sets comprised access to contacts and calendar for the less intrusive app 
(application A) and access to contacts, calendar, location data and photos for the more intrusive 
application (application B, see Figure 9). It is important to note that all information requested by 
the less intrusive app (application A) is also gathered by the more intrusive one (application B). 
Thus, the information collected by the less intrusive app is a strict subset of those information 
collected by the more invasive one. As a consequence, the more invasive app must (objectively) 
be at least equally risky compared to the less invasive one. The two final application screenshots 
used as experimental stimuli are depicted in Figure 9. The experimental materials were translated 
to English for presentation in this paper. The original materials shown to survey participants were 
in German language (all participants came from Germany) and colored. 
 
Figure 9. App store screenshots (translated to English), left: application A, right: application B. 
6 Research Paper 2.A: Evaluability Bias in Privacy-Related Decisions 70 
The study was carried out as an online survey. Links to the survey were distributed to students of 
a large German university and via Facebook in February 2017. These channels were chosen 
because they allow us to reach especially younger participants in the age range between 18 and 
34, as these are the largest group of users of mobile apps (comScore 2016). Additionally, younger 
individuals should have more technology-related knowledge (Margaryan et al. 2011). This 
knowledge should make it especially easy for them to evaluate the privacy risks associated with a 
privacy-invasive information system. If privacy risks are even difficult to evaluate for this group, 
the effect should also hold for less tech-savvy samples. To incentivize the respondents, we raffled 
gift vouchers. 
Participants were first assured that their data would only be analyzed in anonymized form and 
that there were no right or wrong answers, so they could answer all questions honestly. This was 
done to counteract common method biases (Podsakoff et al. 2003). After filling out demographic 
measures (gender, age and employment status), participants were randomly assigned to one of 
three evaluation modes. Following the study design of Hsee et al. (1999), the evaluation modes 
are (1) single evaluation of application A, (2) single evaluation of application B, and (3) joint 
evaluation of both applications side-by-side. Participants were instructed to imagine that they 
were searching for a task management app in the app store and had just come across the depicted 
apps. They were then asked to thoroughly investigate them. Participants in the single evaluation 
modes only rated one app per participant, while those in joint evaluation mode rated both apps. 
According to Hsee et al. (1999), it is important for participants in the single evaluation mode to 
only rate one application instead of both sequentially, to make sure that evaluations are made 
without any reference information. If participants would rate both applications sequentially, the 
second evaluation could still be influenced by the first one. To make sure this experimental 
manipulation is successful, a separate study was conducted as suggested by Perdue and Summers 
(1986). Compared to integrating manipulation checks in the main study, using a separate 
manipulation check study avoids measures of the dependent variable to bias the manipulation 
check measures or vice versa (Kidd 1976; Perdue and Summers 1986). While the manipulation 
check survey used the same three experimental treatments as our main study, it was limited to 
scales measuring the perceived privacy risks (Malhotra et al. 2004) and a measure of the 
perceived evaluability of privacy risks. The scale measuring perceived evaluability was self-
developed based on the definition of evaluability provided by Hsee and Zhang (2010) and is given 
in the Appendix 4. Overall, 42 participants took part in the manipulation check survey (21 in 
single- and 21 in joint evaluation mode). The results show that evaluation modes successfully 
manipulated evaluability of privacy risks as participants who rated the applications in single 
evaluation mode perceived the evaluability of privacy risks to be significantly lower (m = 3.16) 
than those who were exposed to both applications in joint evaluation mode (m = 4.27, t = -3.324, 
p = .002). 
In the main study, after being exposed to the application(s), established scales were used to 
measure all constructs in our research model. To abstract from concrete product features and 
cover utilitarian as well as hedonic aspects of product benefits, we followed the suggestion of 
Brakemeier et al. (2016) and operationalized the perceived benefits of information disclosure by 
the hedonic and utilitarian attitudes towards the apps. These were measured by established scales 
from Voss et al. (2003). Both scales comprise five semantic differentials like 
unenjoyable/enjoyable for the hedonic and not effective/effective for the utilitarian dimension of 
benefits. The perceived risks of information disclosure were measured with the established scale 
by Malhotra et al. (2004) asking participants to indicate the degree to which they agree to 
statements like “There would be high potential for loss associated with providing my personal 
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information to this application.” To measure the participants’ intention to use the app(s), they had 
to indicate to what extent they would download the application(s) to give it a try by means of four 
semantic differentials like not probable/probable. This scale was also adopted from Malhotra et 
al. (2004). Apart from these main constructs, we also measured the participants’ tendency to 
fantasize (Darrat et al. 2016) as marker variable to test for common method variance (Williams 
et al. 2010). The tendency towards fantasizing was chosen because it has already been employed 
as marker variable in a similar context by Son and Kim (2008). Lastly, we adapted a scale by 
Montoya-Weiss et al. (2003) to measure the visual appeal of the two app logos as a control 
variable. This variable was incorporated to control for potential influences of the design of the 
logo on participants’ risk perceptions. All survey items of the constructs in our research model 
can be found in the Appendix 4. 
Apart from making sure all scales used in our survey instrument are established and empirically 
tested, we also placed emphasis on the fact that our measures comprise a mixture of seven point 
Likert scales and semantic differentials to prevent common method biases due to common scale 
formats (Podsakoff et al. 2003). Beyond that, we followed the suggestions of MacKenzie and 
Podsakoff (2012) and measured the dependent variable before measuring the independent 
variables and disabled the function to move back to earlier pages of the questionnaire. This was 
done to prevent participants from changing their answers post hoc to appear rational. 
Results 
A total of 265 participants completed the survey. To ensure high quality data, we incorporated an 
instructed response item (Meade and Craig 2012) in our survey. In about the middle of the survey 
one item was added along the other items measured on a 7-point Likert scale that asked 
participants to simply check the checkbox most to the right. We used this item to identify 
participants that did not thoroughly read all items. After eliminating all participants failing at the 
instructed response item (32), we were left with 233 participants. Of the 233 participants that 
correctly answered the instructed response item, 103 were assigned to joint evaluation mode and 
130 to single evaluation mode (63 application A, 67 application B). To further assure data quality 
we also investigated the time it took participants to complete the survey. In particular, we checked 
for downward outliers by computing z-scores for the joint- and evaluation mode samples 
individually. The largest absolute z-score was 1.61 and therefore well below the threshold of 3 
proposed by Kannan et al. (2015). We then conducted another post-hoc check for careless 
responses as described by Johnson (2005) and Meade and Craig (2012) for the 10% of 
participants that took the least amount of time to complete the survey. We programmed a visual 
basic script to compute the Maximum LongString for each participant. This index ”… is computed 
as the maximum number of consecutive items on a single page to which the respondent answered 
with the same response option.” (Meade and Craig 2012, p. 443). High Maximum LongString 
values indicate that participants tended to check the same response category for consecutive 
items and therefore point to inattentive responding. We computed z-scores for the Maximum 
LongString for each participant and checked for outliers regarding this measure. The largest 
absolute z-score for participants in single-evaluation mode was 0.83 and for those in joint 
evaluation mode 0.81. Therefore, no conspicuous participants were found and we proceeded with 
the responses of all participants that correctly answered the instructed response item. Of those 
233 participants, 101 (43.3%) were female. The age of participants ranged from 18 to 64 with the 
mean being 24.52 ages. The majority were students (79%) or employees (16.3%). As each 
participant in joint evaluation mode (103) rated both applications, our final dataset comprises a 
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total of 336 observations in terms of application evaluations of which 130 were made in single 
evaluation mode and 206 in joint evaluation mode. 
We used a structural equation modeling based multi-group-analysis to analyze our data. 
Structural equation modeling was chosen, because it allows us to test the construct relationships 
as well as the validity of the measurement model simultaneously (Bagozzi and Yi 1989; Gefen et 
al. 2000) and thus provides a comprehensive analysis of all relationships in our research model 
(Fornell and Bookstein 1982). In particular, the variance-based partial least squares multi group 
analysis as implemented in SmartPLS (Ringle et al. 2015) was employed for two reasons: (1) It is 
particularly suited to test theories in early stages of development compared to variance-based 
approaches like LISREL (Fornell and Bookstein 1982) and (2) the multi-group-analysis provided 
by SmartPLS allows us to simultaneously estimate our research model for the two groups in our 
experimental study (single vs. joint evaluation) and test whether differences in effect sizes 
between those models are significant. In PLS multi group analyses, a structural equation model is 
estimated for two different subsamples. In our case one model is estimated for observations made 
in joint evaluation mode and one for participants in single evaluation mode. A bootstrapping 
procedure is then used to assess, whether path coefficients differ significantly between these two 
models (Hair et al. 2017; Henseler 2012). As we hypothesized that the effect of the amount of data 
gathered by a privacy-invasive application on the perceived risk of information disclosure as well 
as the perceived risk of information disclosure on the intention to use the app differ between 
single and joint evaluation mode (H2 and H5), this method is particularly suited. It allows us to 
avoid the common practices of noting that an independent variable significantly influences the 
outcome in one group but not in the other, or that an estimate of magnitude of effect appears to 
be larger for one group than another, without assessment of the significance of these differences 
(Brook et al. 1995). 
Before analyzing the structural model and testing our hypotheses, we first ensure the validity of 
the applied measures in our survey for both samples. 
Validation of the Measurement Model 
The validity of a measurement model is assessed by means of convergent and discriminant 
validity of the survey instrument (Hair et al. 2014). Convergent validity refers to the degree to 
which items that were intended to measure the same construct are in fact statistically similar. It 
is assessed by means of the loadings of items on their constructs, reliability statistics like 
Cronbach’s α and composite reliability (CR) and the average variance extracted (AVE) by the 
constructs (Xu et al. 2012). According to Hair et al. (2014), item reliability is given when all items 
have loadings higher than 0.7 on their construct. The item reliability, which is the square of its 
loading, then is higher than 0.5. This is the case for all items except UTL4, as can be seen in Table 
12. However, we decided against omitting the item, because the loadings of 0.676 and 0.698 are 
only slightly below the threshold of 0.7 proposed by Hair et al. (2014) and well above the 
threshold of 0.55 suggested by Falk and Miller (1992). The other indicators are given in Table 13. 
Composite Reliability for all constructs exceeds the threshold value of 0.7 (Bagozzi and Yi 2012; 
Nunnally 1978) and the average variance extracted is larger than 0.5 for all constructs (Hair et al. 
2011). Cronbach’s α is also larger than the proposed criterion of 0.7 (Bagozzi and Yi 2012), hence 
all constructs meet the requirements for convergent validity in the single as well as in the joint 
evaluation sample. 
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Table 12. Item loadings and item reliabilities. 
Construct Item 









Intention to Use the 
Application (INT) 
INT1 .943 .889 .948 .899 
INT2 .955 .912 .948 .899 
INT3 .944 .891 .940 .884 
INT4 .951 .904 .927 .859 
Hedonic Attitude 
(HED) 
HED1 .859 .738 .864 .746 
HED2 .856 .733 .869 .755 
HED3 .875 .766 .908 .824 
HED4 .856 .733 .905 .819 
HED5 .810 .656 .827 .684 
Utilitarian Attitude 
(UTL) 
UTL1 .896 .803 .895 .801 
UTL2 .919 .845 .922 .850 
UTL3 .905 .819 .883 .780 
UTL4 .676 .457 .698 .487 
UTL5 .777 .604 .914 .835 
Perceived Risk of 
Information 
Disclosure (RSK) 
RSK1 .849 .721 .886 .785 
RSK2 .805 .648 .909 .826 
RSK3 .924 .854 .922 .850 
RSK4 .792 .627 .867 .752 
RSK5 .717 .514 .716 .513 
 
Table 13. Cronbach’s α (Cr. α), Composite Reliability (CR), Average Variance Extracted (AVE) and Construct 
correlations (single evaluation sample in first lines and joint evaluation sample in second lines). 
Construct Cr. α CR AVE INT HED UTL RSK 










   









































Discriminant validity is given when items intended to measure different constructs are in fact 
different from other constructs by empirical standards (Hair et al. 2014). For discriminant 
validity, two conditions have to be met: (1) all items have to load higher on their intended 
construct than on any other construct (Bagozzi and Yi 2012) and (2) the variance shared between 
each construct and its items has to be greater than the correlations between the construct and all 
other constructs (Fornell and Larcker 1981). Although we do not report them in this paper due to 
space limitations, we investigated all cross-loadings in both samples to assure that they are 
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substantially lower than the loadings of each item on their respective constructs. As can be seen 
in Table 13, the variance shared between a construct and its associated items, computed as the 
square root of the AVE (diagonal elements in Table 13) is greater than all correlations between 
the construct and any other construct (non-diagonal elements in Table 13) in our model (Fornell 
and Larcker 1981). Hence, all criteria for discriminant validity are also fulfilled. As a last step, we 
followed the guidelines by Rönkkö and Ylitalo (2011) to make sure common method variance 
(Podsakoff et al. 2003) is not an issue with our data and included the tendency to fantasize as a 
predictor for all endogenous constructs in our model. No regression paths that were significant in 
the baseline model became insignificant in the model with the marker variable included. Hence, 
common method variance does not seem to be an issue (Rönkkö and Ylitalo 2011). Descriptive 
statistics for all variables in our research model can be found in the Appendix 5. 
Analysis of the Structural Models 
After ensuring our measurement model is valid we proceed by analyzing the overall model quality 
and the hypothesized construct relationships as reflected by our research model separately for 
the single evaluation and the joint evaluation sample. Thereby age and gender were incorporated 
as control variables for the intention to download the application whereas the visual appeal of the 
logo was used as a control variable for the perceived risks of information disclosure. This was 
done to control for potential influences of the different logos on the privacy risks evoked by the 
applications. An issue to be addressed before we proceed with the analysis is the nested structure 
of our data. In the joint evaluation mode sample, each participant evaluated both apps. We treated 
these two evaluations as independent observations in the following analysis. This is valid, because 
“Whereas a covariance-based maximum likelihood (ML) estimation rests on the assumptions of a 
specific joint multivariate distribution and independence of observations, the PLS approach does 
not make these hard assumptions” (Chin 2010, p. 659). 
The overall model fit as indicated by the standardized root mean square residual are .075 for the 
joint evaluation sample and .077 for the single evaluation sample. This is below 0.8 and therefore 
indicating good model fit (Hu and Bentler 1999). Predictive validity of PLS models is assessed by 
the amount of variance explained in the dependent variables (R2). Our model explains 39.4% of 
variance in usage intentions in the joint evaluation sample and 53.3% in the single evaluation 
sample. R2 values for the perceived risks of information disclosure are .248 in joint evaluation 
mode and .02 in single evaluation mode. 
Table 14. Results of structural model testing. 
 Path Coefficients p-Values Multi Group Analysis 
 SE  JE  SE JE Difference p-Value 




.185 .000 .292* 
(H2) 
.031 




.114 .000 .336*** 
(H5) 
.000 




.000 .000 .122 .119 




.000 .021 .174 .054 
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To investigate significance of path estimates, a bootstrapping (Davison and Hinkley 1997) with 
5.000 resamples was performed. The path coefficients and their corresponding p-values are 
reported in Table 14. None of the control variables had a significant influence in either of the 
models. In particular, the visual appeal of the app’s logos was not associated with the perceived 
risk of information disclosure evoked by the applications. Our first two hypotheses (RQ1) were 
concerned with the effect of the amount of personal information gathered by an information 
system on the perceived risk of information disclosure. We found this effect to be significant in 
joint evaluation mode (β=.414, p=.000). However, the amount of information required by the 
application did not influence risk perceptions (β=.122, p=.185) in single evaluation mode. 
Therefore, H1 is only partially supported. The multi group analysis revealed that this difference 
between path coefficients is significant (difference=.292, p=.031), hence supporting H2. 
In line with H5, the effect of the perceived risk of information disclosure on the intention to use 
the applications also differs between joint and single evaluation (difference=.336, p=.000). While 
the effect is significantly negative in joint evaluation mode (β=-.425, p=.000), no effect was found 
in single evaluation mode (β=-.0989, p=.114). Hence, H4 is only supported for the joint evaluation 
sample. 
The utilitarian dimension of the benefits of information disclosure influences the intention to use 
the applications equally strong (difference=.122, p=.119) in single (β=.450, p=.000) and joint 
evaluation mode (β=.327, p=.000). The same holds for the hedonic dimension of benefits (SE 
β=.332, p=.000; JE β=.158, p=.021; difference=.174, p=.054) thus supporting H3. 
Discussion 
In the following, we relate our findings to extant research and discuss the implications for 
research and practice. The goal of our research was to show that individuals have difficulties 
evaluating the privacy risk associated with the disclosure of a certain amount of personal 
information independently (RQ1) and, as a consequence, perceived privacy risks influence 
behavior differently when they are formed in conditions that facilitate evaluation compared to 
when they are difficult to evaluate (RQ2). 
By integrating an evaluability perspective (Hsee and Zhang 2010) into IS privacy research and 
providing empirical evidence for our propositions based on an experimental survey study among 
233 participants, we extend existing theory in two ways: First, we provide empirical evidence that 
individuals react more sensitive to the amount of personal information they are required to 
disclose in order to use a smartphone app in joint evaluation mode compared to single evaluation 
mode in terms of privacy risks perceptions. In our study, the perceived privacy risks were not 
even significantly related at all to whether an app only requires disclosure of contacts and 
calendar information or location data and photos additionally when apps were evaluated 
independently. Only if the two apps were shown to participants simultaneously allowing them to 
compare the two sets of permissions, the perceived privacy risks differed significantly between 
the two applications. 
Empirically showing that the effect of the perceived risks of information disclosure formed in 
single evaluation mode on the intention to use the apps differs from that of risk perceptions 
formed in joint evaluation mode constitutes our second extension of theory. In our experiment, 
the intention to use the applications is completely independent of the perceived risk of 
information disclosure in single evaluation mode. Only in joint evaluation mode we observed a 
significantly negative effect of the perceived risk of information disclosure on the intention to use 
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the apps. These findings have several implications for theory and practice, which we will discuss 
in the following. 
Implications for Research 
We see three contributions our findings make to IS privacy research. First, we introduce the 
context-specific evaluability of information disclosures as an important moderator of the extent 
to which privacy risks are evoked by the disclosure of a certain amount of personal information. 
This finding is in line with evaluability theory (Hsee 1996b; Hsee and Zhang 2010) and supports 
the notion that individuals are regularly lacking clear and consistent innate privacy-related 
preferences (Acquisti et al. 2015). In our study, we used single vs. joint evaluation modes to alter 
evaluability. Hence, by simply showing two apps side by side, we altered the risk perceptions 
towards those apps compared to single evaluation mode. Thus, the perceived risk of information 
disclosure evoked by an information system is not only dependent on properties of this focal 
system, but also on those of other information systems that serve as reference. We deliberately 
chose task management apps as context of our study. For this type of app, there is no clear market 
leader that intuitively comes to one’s mind and might therefore serve as reference. However, if 
risk perceptions towards instant messaging apps are investigated, it might well be that privacy 
features of, for example, WhatsApp serve as a reference and alter risk perceptions towards other 
messaging apps. Still, information systems that might serve as a reference do not have to be 
exogenous. Evaluability of personal information disclosures could also be altered by factors 
inherent to a study. This would render measurements of perceived privacy risks incomparable 
across studies. IS privacy researchers should therefore take this effect into account and 
consciously reflect which external or internal information could serve as reference for privacy 
risk evaluation and control for those carefully if necessary.  
A second theoretical contribution lies in the conception that the perceived risks of information 
disclosure may not only be characterized by an extremity (the amount of risk indicated by study 
participants) but also by their confidence. The concept of confidence is discussed in psychology 
as a property of perceptions referring to “… a belief about the validity of our own thoughts” 
(Grimaldi et al. 2015). The confidence of a perception is thereby dependent on “… the evidence on 
which decisions are based” (Boldt et al. 2017). In our experiment, evidence available for 
perception formation differed between single and joint evaluation mode. It seems, that the 
increased amount of reference information in joint evaluation mode has led to reduced “evidence 
variance” and therefore increased confidence in risk perceptions (Meyniel et al. 2015; Yeung and 
Summerfield 2014). This could explain the stronger influence of risk perceptions on usage 
intentions in joint evaluation mode as confidence moderates the effect of perceptions in decision 
processes (Lichtenstein and Burton 1988). Furthermore, this calls for a reconceptualization of 
perceived privacy risks as comprising the two dimensions of extremity and confidence 
(Lichtenstein and Burton 1988) and therefore constituting a more complex concept than is 
assumed in current IS privacy research. Apart from evaluation mode, the degree to which study 
participants perceive their risk judgments as valid could also depend on other reference 
information made available to study participants like privacy policies (Gerlach et al. 2015) or 
privacy seals (Huang et al. 2005). Thus, confidence might be a moderating variable that should be 
incorporated in research based on privacy calculus theory (Laufer and Wolfe 1977; Li 2012). This 
leads us to our third contribution. 
Demonstrating that the adverse effect of perceived risks of information disclosure on the 
intention to use a privacy-invasive information system is stronger, the easier those privacy risks 
were to evaluate, constitutes a third contribution. The idea that the way in which risk perceptions 
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are formed affects their consequences has not been considered in extant IS privacy research. It 
challenges the common conception of privacy calculus theory, that individuals perform rational 
tradeoffs between benefits and risks when forming an intention to use a privacy-invasive 
information system (Awad and Krishnan 2006). A rational tradeoff would require an individual 
to weight the perceived risks of information disclosure equally, independent of how they were 
formed (Hsee 1996b). As we have shown, this assumption cannot be maintained. Our study 
highlights that the tradeoff between risks and benefits of information disclosure is much more 
guided by misperceptions and unstable preferences. Individuals are rather insensitive to privacy 
risk perceptions in low evaluability situations whereas sensitivity increases in high evaluability 
conditions. Thus, we introduce evaluation mode as a new moderator in the privacy calculus. On a 
more general level and taking into consideration our second contribution as well as common 
theoretical reasoning (Lichtenstein and Burton 1988), one could also argue that the confidence in 
one’s own perceived privacy risks moderates their effect on the behavioral intention to use 
privacy-invasive information systems. Future studies building upon privacy calculus theory 
should consider the moderating effect of the evaluability of privacy-relevant information system 
properties in their research models. This could help to explain inconsistencies in previous 
research based on the privacy calculus. Among these studies, the effects of the perceived risks of 
information disclosure on behavioral intentions vary widely. While some studies found no effect 
at all (e.g., Kelley et al. 2013; de Kerviler et al. 2016), others found very strong relationships (e.g., 
Lee 2009). These dissonant findings could be explained by differences in the evaluability of 
privacy risks. Furthermore, omitting differences in evaluability could threaten the external 
validity of privacy calculus studies. External validity denotes the degree to which research results 
can be transferred to real life settings (Kirk 2014). If evaluability differs between oftentimes 
artificial situations in privacy studies (e.g., Pan and Zinkhan 2006; Sheng et al. 2008; Son and Kim 
2008) and the corresponding real life situations research aims to explain, transferability of 
research results to real life situations might be impaired. 
Implications for Practice 
Apart from these theoretical contributions, our findings can also inform users and providers of 
privacy-invasive information systems as well as policy-makers. Users of privacy-invasive 
information systems should be aware of their fallibility when assessing the privacy risks 
associated with the disclosure of a certain amount of personal information to an information 
system. Privacy risks might be underestimated due to an individual’s inability to adequately judge 
privacy risks independently and therefore users might put their privacy at unreasonable risks. 
Providers of privacy-invasive information systems could make use of this effect by providing 
users with information helping them to correctly assess privacy risks and thereby turn privacy-
friendliness into a competitive advantage. Malicious providers might, however, also take 
advantage of lacking evaluability by being vague about how risky their application actually is to 
profit from the tendency to rate risk as mediocre under low-evaluability conditions. As it is their 
duty to protect individuals from such malicious market actors, policy-makers should intervene 
here and stipulate providers to facilitate evaluability. This could for instance be realized by 
requiring providers to make easy-to-interpret cues accessible that provide users with all 
information necessary about the actual risk associated with a certain information system. 
Additionally, app store providers are on duty to offer a consistent design and a standardized way 
to communicate privacy-invasive properties of applications. One could draw parallels to the 
political discourse about traffic light labels for food to make it easier for customers to differentiate 
between healthy and unhealthy food here. Similar indicators could be introduced for privacy-
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invasive information systems to promote safer behavior and strengthen privacy-friendliness as a 
competitive advantage. 
Limitations and Future Research Suggestions 
Our research is the first to integrate evaluability issues into the privacy calculus and thereby 
question the ability of humans to comprehensively assess the privacy risks associated with the 
disclosure of personal information independently. Nevertheless, as is the case with every 
research, the results of this project are subject to certain limitations. A first limitation lies in the 
fact that we employed a hypothetical scenario in our experimental survey study. Intentions in 
such a hypothetical scenario might deviate from those in real-life situations. Nevertheless, 
employing hypothetical scenarios is a common approach in IS privacy research (e.g., Hann et al. 
2007; Malhotra et al. 2004; Pan and Zinkhan 2006; Son and Kim 2008). Furthermore, we deem 
the approach of employing a hypothetical scenario acceptable for our study, because our goal was 
not to explain or predict real life adoption behavior of privacy-invasive information systems. 
However, future research should also investigate the evaluability of privacy risks in real life 
situations and thereby provide a clearer inspection of the actual implications of our findings in 
real-life situations. 
Another limitation is of methodological nature. Generally, in experimental designs only one factor 
should be altered between experimental conditions to prove causality. However, we followed the 
approach of numerous studies on evaluability (Hsee 1996a), information privacy in general 
(Bansal et al. 2010) and the study of Egelman et al. (2013) in the app-context and did not only 
manipulate the amount of permissions requested between the two apps in our study but also 
changed their logos. This was done in order to avoid the research topic under investigation from 
being too obvious and artificial in joint evaluation mode. It is therefore not possible to 
unambiguously state that the different risk perceptions were a result of differences in the amounts 
of permissions requested by the two apps from a purely methodological standpoint. However, 
based on theoretical arguments (Malheiros et al. 2013) , the insignificant effect of the visual appeal 
of the logos on the perceived risk of information disclosure as well as evidence from our 
qualitative pre-study, we deem it reasonable to assume that the different logos did not severely 
confound our findings. 
Future studies could investigate in more detail whether specific personal information or certain 
sets of information are easier to evaluate in terms of privacy risks than others. The sets of personal 
information required by the two applications in our experiment were deliberately chosen to 
evoke different perceptions in joint vs. single evaluation mode. Our qualitative pre-study suggests 
that certain information (e.g., access to the phone’s microphone) are perceived as very risky per 
se. Evaluability might not be an issue in this case. Our results might therefore not be transferrable 
to arbitrary situations involving the disclosure of personal information. 
The composition of our sample constitutes a third limitation. The majority of our sample was 
composed by students of relatively young age (mean 24.52). We deliberately chose this age group, 
because apps are intensively used by younger individuals (comScore 2016). Additionally, younger 
individuals should have more technology-related knowledge (Margaryan et al. 2011), which 
should make it especially easy for them to evaluate the privacy risks associated with a privacy-
invasive information system. We therefore deem our results transferable to less tech-savvy 
samples. However, the generalizability of our findings is limited by these sample characteristics. 
Future studies should try to replicate our results with more diverse and larger samples. 
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A fruitful area for future research might also be to investigate in more detail, which cues or 
reference information assist individuals in evaluating information disclosure situations. 
Researchers could for example investigate different ways of presenting apps to users (Kelley et al. 
2013) or highlighting privacy-relevant properties of applications (Bal 2014). 
Conclusion 
Despite the limitations presented above, we were able to offer theoretical arguments and 
empirical evidence that individuals have difficulties assigning risk judgments to different amounts 
of data that is requested from them by privacy-invasive information systems. It can therefore 
occur that individuals do not incorporate their risk perception into the decision whether to use 
privacy-invasive information systems, because they are unsure in how far their risk judgement is 
valid. Future research should therefore deliberately control the amount of information available 
to participants to ensure external validity of IS privacy studies. 
We hope these findings make a useful contribution to IS privacy research by challenging the 
assumption that individuals perform purely rational risk assessment and proposing that they 
might frequently go with gut feeling when asked to rate privacy risks. 
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Labeled as the privacy calculus model, research assumes that individuals perform a rational 
tradeoff between benefits and privacy risks. However, growing evidence indicates that due to 
incomplete information and bounded rationality, individuals’ decision making is biased. De-rived 
from behavioral economics literature, overconfidence is one of the most critical bias in decision-
making and has drawn little attention in privacy research. Based on an empirical online study 
among 239 smartphone users, we (1) measure actual privacy knowledge with the help of a quiz 
and thus provide evidence that overconfidence with regard to privacy exists, as well as (2) show 
that overconfidence moderates the link between privacy risks and the behavioral intention to use 
a smartphone application. Additionally, (3) we found the presence of the Dunning-Kruger-effect 
in our sample with less competent individuals being more overconfident than high performers. 
Overall, by building on the behavioral economics literature and incorporating a cognitive bias into 
the privacy calculus model, we extend the privacy calculus and give insights on ambiguous 
decision making in the context of personal data disclosure. Practical and theoretical implications 
are discussed. 
 
Keywords: Privacy Calculus, Privacy Risks, Behavioral Economics, Overconfidence, Cognitive Bias. 
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  Introduction 
Labeled as the privacy calculus, information systems (IS) research assumes that individuals 
perform a rational tradeoff between benefits and privacy risks derived from an intrinsic need to 
maximize their net utility (benefits minus costs) (Culnan and Armstrong 1999; Dinev and Hart 
2006). At the same time, information system users are mostly uncertain of how and when their 
personal information is used (Acquisti and Grossklags 2005b, 2005a), making it difficult to make 
sound decisions regarding their privacy. Additionally, privacy thefts are commonplace with 
outcries over privacy caused by the Facebook-Cambridge Analytica scandal (New York Times 
2018) and Yahoo (CNBC 2018), among others. Against this background, the question arises: Are 
individuals able to make well informed and rational privacy decisions? 
Indeed, recent evidence building on the behavioral economics literature has shown that privacy 
risks judgements are subject to cognitive biases demonstrating that users are trapped by their 
own optimism (Baek et al. 2014; Cho et al. 2010), mental states (Kehr et al. 2015; Brakemeier et 
al. 2016) or inability to evaluate privacy risks accurately (Brakemeier et al. 2017). Based on this 
stream of research, users are unable to fully assess privacy risks due to incomplete information, 
bounded rationality and unstable preferences. Additionally, Acquisti and Grossklags (2005a) have 
provided preliminary indications that individuals are overconfident with regard to their privacy. 
73.1 percent of their survey participants underestimated the probability of becoming an identity 
theft victim when comparing it to the actual number in the US.  
Although, overconfidence is supposed to be the most crucial bias in decision-making (De Bondt 
and Thaler 1995) deemed to be accountable for stock-market failures (Glaser and Weber 2007) 
and bankruptcy (Busenitz 1999), to the best of our knowledge, no research to date has 
investigated overconfidence and its influence on subsequent privacy decisions. Overconfidence is 
referred to as individual’s tendency to overestimate their knowledge or abilities in relation to 
their actual rate (Oskamp 1965; Russo and Schoemaker 1992). Assuming that individuals are 
overconfident with regard to their perceived privacy risks, this confounds with the rational 
tradeoff between benefits and risks typically presumed in extant privacy research (Dinev and Hart 
2006; Krasnova et al. 2010a). Thus, we hypothesize based on behavioral economics literature that 
overconfidence lowers the impact of privacy risks on intention to disclose information as 
individuals believe they are in control of their privacy. Individuals who overestimate their 
knowledge and thus their competences do not consider their own risks appropriately. As a result, 
their personal data disclosure may be less rational compared to those being not overconfident 
with regard to their competence prediction.  
We investigate this theoretical conceptualization based on an online survey among 239 
smartphone users. Guided by the research questions: (1) Do individuals suffer from overconfidence 
with regard to their privacy? and (2) Do perceived privacy risks influence behavior differently when 
individuals are overconfident?, we respond to a call from to investigate behavioral biases and their 
impact on privacy decisions. Furthermore, we explore group differences between overconfident 
and non-overconfident respondents.  
This study’s main goals are to uncover overconfidence in privacy knowledge based on a privacy 
quiz and explore its impact on subsequent decision-making in the context of the privacy calculus. 
We contribute to theory and practice in several ways. First, based on a privacy quiz we measure 
actual privacy knowledge and relate it to participants’ self-assessed score in order to measure 
overconfidence. In this vein, we provide evidence of individuals’ overconfidence with regard to 
privacy knowledge and thereby show that overconfidence negatively moderates the link between 
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privacy risks and personal data disclosure intentions. It challenges the common assumption in 
privacy research that individuals make rational privacy decisions (Awad and Krishnan 2006). 
Second, we give a possible explanation why effect sizes of privacy risks on disclosure intentions 
are controversial between prior studies (e.g., Xu et al. 2009; Kehr et al. 2015; Shibchurn and Yan 
2015) by indicating that some study participants are subject to their own error of judgement.  
Beyond theoretical implications, our study gives reasons to law makers and organizations that 
users need privacy training to effectively judge their knowledge and in turn their competence to 
make sound privacy decisions. This can help users to take care of their privacy whereas privacy-
friendly information systems providers can use this awareness to build on privacy as a 
competitive advantage.  
Distortions in Privacy Decision Making 
Privacy Calculus and Behavioral Biases 
To enrich our motivation and build a theoretical foundation, we first outline literature on the 
privacy calculus and explain overconfidence as well as its criticality in individuals’ decision 
making. 
In today’s digitized world where personal information is exchanged for the means of transacting 
with one another, disclosure decisions have been drawn much research attention. In order to 
account for individuals’ personal data disclosure decisions, IS literature has commonly relied on 
the privacy calculus (Dinev and Hart 2006; Laufer and Wolfe 1977). Generally, it assumes that 
disclosure decisions are a result of a rational tradeoff between benefits and privacy risks (Culnan 
and Armstrong 1999). Stemming from the social exchange theory it is centered on the concept of 
utility maximization with the underlying goal to maximize benefits and minimize losses (Homans 
1958; Laufer and Wolfe 1977). When benefits are perceived as higher than expected privacy risks, 
individuals are supposed to transact with a provider by giving up their privacy (Culnan and 
Armstrong 1999). Thereby, individuals are assumed to act as rational agents having all necessary 
information, being able to calculate parameters and thus make well informed decisions (Tsai et 
al. 2011). 
Despite this assumption, research building on the privacy calculus perspective is not consistent. 
While some studies have shown that perceived privacy risks are the most influential antecedent 
for disclosure decisions (e.g., Kehr et al. 2015), others have provided empirical evidence that 
perceived privacy risks have only a minor effect (e.g., Shibchurn and Yan 2015; Xu et al. 2009) or 
even no significant effect at all (Krasnova 2012; Wagner et al. 2018c). Moreover, users seem to be 
reluctant to protect their privacy accordingly (e.g., Norberg et al. 2007) such as on Facebook or 
other privacy-invasive information systems. Sometimes it even appears as if they give away their 
personal information for a tiniest benefit (Acquisti et al. 2009). This indicates that there must be 
interference factors which distort individuals’ decision making. In order to account for these 
distortions in individuals’ privacy decision-making, research has started to investigate 
individuals’ decision process from a behavioral economics perspective (Acquisti 2004; 
Brakemeier et al. 2017).  
Behavioral economics literature (among others Kahneman et al. 1982) and its underlying 
assumption that users do not make well informed decisions have found attention in the privacy 
context by studies from Acquisti and colleagues (e.g., Acquisti and Grossklags 2005a, 2005b). 
Immediate gratification (Acquisti 2004) and being endowed with privacy (Acquisti et al. 2009) 
have been uncovered as psychological interference factors. Inspired by these attempts, research 
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has shown that situational and dispositional factors like mental states (Brakemeier et al. 2016a), 
external reference information (Brakemeier et al. 2017; Tsai et al. 2011), affect as well as trust 
drive ambiguous behavior (Kehr et al. 2015). Furthermore, research has found that individuals 
are too optimistic about their privacy theft probability when comparing it to averaged others (Cho 
et al. 2010) or comparison targets (Baek et al. 2014). They perceive themselves at lower risks and 
a higher level of control referred to as comparative optimism (Weinstein 1980). To conclude, IS 
privacy literature has started to identify a number of decisional biases (Kahneman et al. 1982) 
which distort sound self-disclosure decisions.  
Overconfidence 
Although overconfidence is claimed to be the most crucial bias in humans’ decision-making (De 
Bondt and Thaler 1995), less attention has been drawn to this cognitive distortion in individuals’ 
privacy decision making (for review see Kokolakis 2017). In IS research, overconfidence has been 
investigated in the context of IT professionals (Vetter et al. 2011) and security in general (Ament 
2017) as well as phishing mail detection in particular (J. Wang et al. 2016). On the privacy front, 
Jensen et al. (2005) and Acquisti and Grossklags (2005a) have indicated that overconfidence is 
salient, but its impact on subsequent privacy decision making remained untouched. Therefore, we 
move beyond current research insights and investigate overconfidence in privacy decision-
making with a profound approach. 
Overconfidence describes individuals’ tendency to overrate self-perceived competence in 
comparison to their actual competence (Russo and Schoemaker 1992). Specifically, it is the extent 
to overestimate ability, control and success chances (Moore and Healy 2008). Thus, it has also 
been linked to individuals’ illusion of control (Vetter et al. 2011; Chen and Koufaris 2015) referred 
to “[…] as an expectancy of a personal success probability inappropriately higher than the 
objective probability would warrant” (Langer et al. 1975, p. 311). It is an extreme form of 
confidence which is not justifiable against the background of objective performance. Among 
others, perceived self-efficacy (Moores and Chang 2009), task complexity, and level of motivation 
(Russo and Schoemaker 1992) have been made accountable to leverage overconfidence. 
Overconfidence is primarily present in uncertain situations with unknown probabilities (Russo 
and Schoemaker 1992) and privacy decision making is subject to a number of uncertainties 
(Acquisti and Grossklags 2005b): First, whereas benefits are easy to assess (Acquisti 2004) 
privacy risks are difficult to evaluate (Brakemeier et al. 2017). Individuals are mostly uncertain 
of how and when their data will be used (Acquisti and Grossklags, 2005b, 2005a). Users might 
have disclosed it to one information system provider for personalization purposes, but the very 
same information might be used to target advertisement or to share it with third parties. In this 
vein, individuals lack complete information to make well informed decisions (Acquisti and 
Grossklags 2005b). Second, when being confronted with a decision against the background of 
incomplete information, individuals have to rely on available external information like privacy 
seals (Tsai et al., 2011) or their own knowledge and perceptions (Hogg et al., 2006). When external 
information is missing, people commonly utilize their own subjective knowledge as an anchor 
(Russo and Schoemaker 1992). Previous research on the effects of perceived knowledge has 
indicated that individuals who believe they are knowledgeable base their decisions on their self-
assessed knowledge without requesting consult which results in a high illusion of control and in 
turn overconfidence (Chen and Koufaris 2015; Gino et al. 2011). Eventually, even when 
knowledge is objectively high, individuals can overrate their competence and thus expert 
knowledge alone does not necessarily result in a sound decision (McKenzie et al. 2008). Based on 
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these results, we presume that overconfidence might be present in privacy decision making due 
to its uncertain nature.  
On the other hand, there is growing research evidence arguing that privacy decisions are a 
complex task which overwhelms individuals and requires tremendous cognitive resources (Korff 
and Böhme 2014). For example, in a study of the Pew Research Center Americans state that “I do 
not have the time or expertise” to enhance privacy (Smith 2014). Furthermore, data breaches have 
increased during the last years (Statista 2018a) which in turn led to high media presence and 
awareness of its risks for internet users. Thus, individuals might be more sensitive to their own 
theft probability and are aware of their knowledge limitation which might lead to a lower 
probability of overconfidence in privacy decision-making.  
Overall, the evidence on the presence of overconfidence in privacy decision making remains 
controversial. Considering the uncertain and complex nature of privacy decisions, it is unclear 
whether individuals are subject to overconfidence when disclosing information online. For 
instance, Acquisti and Grossklags (2005a) showed based on a US sample that privacy knowledge 
is fuzzy and that risk propensities are either over- or underestimated. Against this background, 
we investigate the extent of overconfidence in the privacy domain and whether it distorts sound 
privacy decision-making.  
Hypotheses Development and Research Model 
In the previous section, we outlined the typically assumed privacy calculus and its underlying 
rational decision process. Against this background, we provided arguments why individuals’ 
overconfidence in their privacy knowledge is essential in order to uncover reasons for individuals’ 
ambiguous privacy decisions. We now build on this theoretical foundation and develop our 
hypotheses as well as conceptualize our research model, depicted in Figure 10 below. 
 
Figure 10. Conceptual research model. 
Privacy Calculus 
IS privacy research building on the privacy calculus model is concerned with antecedents of 
individuals’ disclosure decisions when transacting with a privacy-invasive system provider (e.g., 
Dinev and Hart 2006; Xu et al. 2009). This provider can be any information system that collects, 
stores and processes personal information about its users (Brakemeier et al. 2017). Since users 
are mostly uncertain of how and when their personal information will be used, a high level of 
uncertainty about organizational information practices arises (Acquisti and Grossklags 2005a). 
Providers can use this information in an unpredictable manner or even share it with third parties 
(e.g., data-brokers or cooperating firms), which is associated with a worry about organizational 
information practices (Malhotra et al. 2004). This potential worry is referred to as individuals’ 
perceived extent of loss of control over their personal data (Smith et al., 2011). It is subsumed 
under the term “perceived risks of information disclosure” and has been largely investigated as 
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an impediment of transacting with an provider in general (e.g., Bélanger and Carter 2008; Xu et 
al. 2011a) and disclosure intentions in particular (e.g., Krasnova et al. 2010a). Therefore, high 
perceived privacy risks have predominantly been linked to a lower intention (e.g., Krasnova et al. 
2010a; Xu et al. 2011a). In line with the privacy calculus perspective, we hypothesize the 
following: 
H1: The perceived privacy risks of information disclosure are negatively related to the behavioral 
intention to use personal information to a privacy-invasive information system provider. 
As privacy risks are weighted against benefits in the course of the privacy calculus, benefits are 
supposed to drive individuals’ intention to disclose personal information (e.g., Kehr et al. 2015; 
Krasnova et al. 2010a). They form the incentive which is provided to users in exchange for 
personal information. Those are perceived differently by each individual and highly context-
specific. Among others, personalization (Chelappa and Sin 2005), usefulness and social benefits 
(Krasnova et al. 2010a) have been linked to disclosure decision in previous studies. Therefore, we 
transfer a two-folded conceptualization of benefits from marketing literature which has recently 
been introduced to privacy research (Brakemeier et al. 2016, 2017): hedonic and utilitarian 
benefits (Voss et al. 2003). Utilitarian benefits are stemming from the usefulness and 
practicability of a service. It describes the extent to which the system helps to fulfill a task. Hedonic 
benefits go beyond the core features of a system by covering its entertaining features such as 
enjoyment. By following the privacy calculus, we hypothesize that: 
H2a: The perceived utilitarian benefits of information disclosure are positively related to the 
behavioral intention to use personal information to a privacy-invasive information system 
provider. 
H2b: The perceived hedonic benefits of information disclosure are positively related to the 
behavioral intention to use personal information to a privacy-invasive information system 
provider. 
Extension of the Privacy Calculus 
Building on the privacy calculus model (Culnan and Armstrong 1999; Dinev and Hart 2006), prior 
IS literature has consistently assumed a linear relationship between benefits and risks with 
behavioral intentions (Li 2012). However, in line with the behavioral economics perspective 
(Kahneman et al. 1982), we now develop our hypotheses which extends the privacy calculus and 
challenges its assumption of being a rational balancing act.  
Against the background of behavioral economics, perceived knowledge can be subject to 
overconfidence (McKenzie et al. 2008). It is a false perception of being in control of uncertain 
events (Chen and Koufaris 2015; Vetter et al. 2011). Simply spoken, individuals think that they 
can deal with the perceived risk and thus care less about it (Ament and Jaeger 2017). Building on 
this conceptualization, overconfidence of a perception has been shown to moderate this 
perceptions’ effect in subsequent behavioral decisions (e.g., Moores and Chang 2009). For 
instance, entrepreneurs are usually overconfident about their skills even though they are aware 
of the potential risk to not succeed in the marketplace (Busenitz 1999). Additionally, notorious 
speed merchants are usually aware of their severe accident risk but continue to drive fast because 
they believe that they are in control of future events (Weinstein 1980). Transferred to the privacy 
domain, when individuals believe they are in control with regard to their own information 
privacy, they are positively framed regarding their privacy risks which in turn leads them to be 
less overwhelmed by the extremity of that risk and behave more tolerant towards it (Heath and 
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Tversky 1991). As such, some individuals who falsely believe in their competence take more risky 
options while being less focused on risks (Krueger and Dickson, 1994) whereas non-
overconfident individuals are more aware of their fallibility. If confidence in ones’ own privacy 
competence is low, individuals are uncertain of their own abilities to handle the risk and thus 
individuals should be more focused on their perceived risk extremity. They are negatively framed 
with regard to their own privacy competence and in turn risk perceptions play a role in their 
behavioral decision making. 
As a result, we cannot assume a linear relationship between privacy risk judgements and 
information disclosure intentions. This relationship is dependent on individuals’ anticipation of 
their own competence in this field. Specifically, when individuals are overconfident, the less will 
individuals take their own perceived privacy risks into account as they are less focused on risks. 
Benefits in contrast are more easy to evaluate and thus they are less likely to be subject of 
misperceptions (Brakemeier et al. 2017). Therefore, we extend the privacy calculus by presuming 
that overconfidence in ones’ privacy knowledge moderates the link between privacy risks and 
intention to use whereas individuals who are non-overconfident consider their own risk 
perceptions accordingly. Thus, we hypothesize the following: 
H3: The effect of the perceived risks of information disclosure on the intention to use a privacy-
invasive information system is lower for users who are overconfident compared to users who are 
not overconfident about their privacy knowledge. 
Method 
In order to measure our conceptual model, we conducted a quantitative online survey which 
measured (1) individuals’ overconfidence based on a privacy quiz and (2) to what extent this 
overconfidence influences usage decisions. We relied on a hypothetical scenario which is a 
common approach in privacy research (Malhotra et al. 2004; Hann et al. 2007; Son and Kim 2008), 
because of the context-sensitive nature of privacy decisions (Smith et al. 2011).  
We decided to frame our study to the context of smartphone applications for three main reasons. 
First, it is a widely used context which was found to be applicable for privacy decisions (e.g., Keith 
et al. 2015; Xu et al. 2009). Second, smartphone apps are nowadays used on a daily basis (Statista, 
2016) and thus the decision to use an app should be common among study participants. Third, 
smartphone apps are supposed to be privacy-invasive as they request access to personal 
information like contact details, location data and calendar information (Olmstead and Atkinson, 
2015). Furthermore, there is a clear and explicit presentation of the information requested and 
most of the time the presentation is defined by the smartphone’s app store so that the 
presentation of an app is similar across all apps. We followed the assumptions by Brakemeier et 
al. (2017) and relied on a “ToDo” app as its functionalities are easy to understand. Our fictional 
app requests permission to four types of personal information (contacts, calendar, location, 
photos). Against the background of an examination of Google Play Store Apps by the Pew Research 
Center, this type and the number of requests are typical (Olmstead and Atkinson, 2015) and also 
justifiable for a ToDo app.  
The participants were acquired with the help of a market research firm. A market research firm 
offers the benefit of targeting an anonymous and diverse population of internet users regarding 
their age, gender and employment status (for justification see Lowry et al. 2016). By doing so, we 
asked for smartphone users aged between 18 and 66 years. The survey commenced with a 
welcome page where participants were informed that participation in the survey is anonymous 
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and that there are neither right nor wrong answers. This reference is made to counteract common 
method biases (Podsakoff et al. 2003). On the next page, participants were instructed to imagine 
that they are looking for a ToDo app and have just come across our (fictional) app in the app store. 
A graphical illustration (screenshot) of the app with a short description of its main functionalities 
was presented to the participants. Afterwards, individuals were presented with the survey items 
representing the main constructs of the research model followed by the privacy quiz as a last step.  
All of our construct measurements have been taken from established literature and can be found 
in Table 15. Perceived privacy risks have been measured with five items from Malhotra et al. 
(2004) based on a 7-point Likert scale ranging from ‘strongly disagree’ to ‘strongly agree’. All 
other main constructs were measured on a 7-point semantic differential. To measure perceived 
benefits of information disclosure, we relied on a global scale from Voss et al. (2003) and 
operationalized the perceived benefits of information disclosure by the hedonic and utilitarian 
attitudes towards the apps. To evaluate the participant’s intention to use the apps, we adopted a 
scale from Malhotra et al. (2004). To counteract common method bias (Podsakoff et al. 2003), we 
also included the tendency towards fantasizing as a marker variable which was tested to be 
suitable in the privacy context (Son and Kim 2008). It was measured on a 7-point Likert scale 
ranging from ‘strongly disagree’ to ‘strongly agree’ with three items lend from Darrat et al. (2016): 
“I daydream a lot”, “When I go to the movies, I find it easy to lose myself in the film” and “I often 
think of what might have been”. 
Beyond sociodemographic data, we also included several control variables applicable to our 
context. Previous privacy experience was taken as respondents might be more sensitive to 
privacy-invasive information systems like apps when they were past victims of a loss of privacy. 
Thereby, we relied on the scale of Xu et al. (2009) comprising two items measured on a 7-point 
Likert scale ranging from ‘never’ to ‘very often’: (1) “How often have you personally been victim 
of what you felt was an invasion of privacy?” and (2) “How much have you heard or read during 
the last year about the use and potential misuse of computerized information about consumers?”. 
Likewise Ament (2017), we measured the perceived difficulty level of the privacy quiz for oneself 
and for an average internet user on a 7-point Likert scale ranging from ‘not at all difficult’ to ‘very 
difficult’. 
In order to measure respondents’ privacy knowledge, we developed an objective privacy test with 
10 multiple-choice answers as recommended by Russo and Schoemaker (1992). This approach 
was validated by Aggarwal et al. (2015) who tested actual and perceived IT-knowledge of 
employees and Ament (2017) who tested actual and perceived information security knowledge 
of subjects. By building on this approach, we were able to capture actual privacy knowledge. 
Privacy knowledge in particular, describes the extent to which individuals’ are informed about 
organizational information practices (Naresh K. Malhotra, Sung, et al. 2004), privacy regulations 
(Pu and Grossklags 2016) and countermeasures (Culnan 1995). The 10 multiple-choice questions 
were developed as follows: We first reviewed literature on privacy knowledge which yield two 
privacy knowledge tests (Park and Jang 2014; Trepte et al. 2015). The one from Park and Jang 
(2014) measures individuals’ knowledge in the mobile context with seven questions while the one 
from Trepte et al. (2015) is seeking to comprehensively capture privacy knowledge with a 20-
item scale including law and technology related questions. Based on these two scales and expert 
discussions, we invented a 22-item long questionnaire catalogue. We pretested this quiz with 42 
participants (mean age: 28.9; 59.5% females), recruited via an email panel list. We thereby 
assessed, the difficulty, the required time and the comprehensiveness of the questions. After an 
iterative process with four academic privacy experts, our test comprised 10 multiple-choice 
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questions with two response options (false, true) which can be found in Appendix 6. Since many 
questions are related to the extent to which information system providers store and process 
personal information and its underlying law regulations, the privacy quiz fits adequately to our 
smartphone context.  
Despite respondents’ actual privacy knowledge based on the test score, we were also interested 
in their perceived privacy knowledge. Participants had to estimate their actual score after taking 
the test: “What do you think, how many of the 10 questions did you answer correctly?” (Aggarwal 
et al. 2015). Thereby, we were able to calculate the presence of overconfidence by subtracting the 
self-reported amount of correctly answered questions from the actual amount as recommended 
by Moore and Healy (2008). This specific equation is termed overestimation in Moore and Healy 
(2008) and is commonly used as a proxy for overconfidence (e.g., Malmendier and Tate 2005). In 
line with Moores and Chang (2009), this helped us to categorize our participants in overconfident 
and non-overconfident as a binary group variable. When being fully accurate about their test 
scoring, meaning that their actual score is commensurate with their expected score, or at least the 
difference is greater than zero, they were assigned to the group of non-overconfident individuals. 
In contrast, where the difference is below zero, i.e. expected score is higher than the actual score, 
they were categorized as being overconfident. Except of overestimation as a measure of 
overconfidence, there are a number of other potential equations (Moore and Healy 2008). We 
decided to rely on overestimation as it is the most stable form of overconfidence (Russo and 
Schoemaker 1992) and it captures purely individuals’ overconfidence without interference of 
other related biases such as comparative optimism (Hilton et al. 2011). 
Results 
Overall, 261 respondents took part in our survey. To eliminate participants who were not 
seriously involved in the survey, we included an attention check (Meade and Craig 2012) into our 
survey. 22 participants failed the attention check and thus we were left with 239 participants for 
further analyzes. Of those, 48.5% were females and the remaining 51.5% were males. The samples 
mean age was 36.09, ranging from 18 to 60 and most of them were employees (54.8%) followed 
by students (25.1%). Thus, our samples’ age, gender and employment status is almost equally 
distributed to European internet users (Eurostat 2018). The participants perceived our test as 
moderately difficult (mean = 3.71). Of the 239 participants, 41 were overconfident and 198 were 
not overconfident.  
We used structural equation modeling as implemented in SmartPLS to analyze our data (Qureshi 
and Compeau 2009). For evaluation of the group differences and thus the moderation of 
overconfidence, we used the variance-based partial least squares multi group analysis (Ringle et 
al. 2015). This approach is convenient to test theories in early stages of development (Fornell and 
Bookstein 1982). Furthermore, the multi-group-analysis provided by SmartPLS enables to test 
our research model for the two groups as well as the significant differences in path coefficients in 
parallel (Brook et al. 1995). This method is robust to group-specific parameters, i.e. it is able to 
handle group size differences (Sarstedt et al. 2011). According to the 10 times rule, the minimum 
group size should be ten times of the maximum number of arrows conceptually related to a latent 
variable (Hair et al. 2013). This criteria is fulfilled in our data set with both groups compromising 
more than 30 observations. 
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Validation of the Measurement Model 
Before proceeding with the analysis of the construct relationships and thus testing our 
hypotheses, we first ensure the validity of our measurement model by means of convergent and 
discriminant validity of the research model (Hair et al. 2013). To start with convergent validity, it 
describes the degree to which items which measure the same construct are in fact statistically 
similar. It is tested by the items reliability as well as by reliability statistics like Cronbach’s α and 
composite reliability (CR) and the average variance extracted (AVE) by the constructs (Xu et al. 
2012). Assessing item reliability of our measurement model, we report the factor loadings of the 
items with their intended construct in Table 16. As all items have loadings higher than 0.65, our 
items are of sufficient reliability (Falk and Miller 1992). Depicted in Table 17, Cronbach’s α and 
composite reliability were above the required threshold of 0.7 (Hair et al. 2013) and AVE was 
above 0.5 (Hair et al. 2011) for all constructs. 
To test for discriminant validity, we examined the square root of the AVE for each construct and 
ensured that it was higher than the correlation between this and any other construct in the model 
(Fornell and Larcker 1981). All items loaded highest on their anticipated factor (see Table 17 on 
the next page). Cross-loadings were not an issue. All in all, the measurement models demonstrate 
reliability and validity. 








Intention to Use 
the Application 
(INT) 
INT1 Unlikely / Likely .858 .945 
INT2 Not probable / Probable .966 .959 
INT3 Impossible / Possible .957 .952 




HED1 Not fun / Fun .910 .913 
HED2 Dull / Exciting .933 .917 
HED3 Not delightful / Delightful .864 .887 
HED4 Not thrilling / Thrilling .831 .837 




UTL1 Ineffective / Effective .932 .902 
UTL2 Unhelpful / Helpful .951 .930 
UTL3 Not functional / Functional .949 .889 
UTL4 Unnecessary / Necessary .953 .946 






In general, it would be risky to disclose my personal 
information to this application. 
.892 .892 
RSK2 
There would be high potential for loss associated with 
providing my personal information to this application. 
.907 .866 
RSK3 
There would be too much uncertainty associated with 
having my personal information gathered by this 
application. 
.935 .927 
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RSK4 
Providing the provider of the application with my personal 
information would involve many unexpected problems. 
.841 .820 
RSK5 
I would feel safe giving my personal information to the 
provider of this application. (reverse) 
.684 .771 
 
Finally, we assessed the existence of common method variance (Podsakoff et al. 2003) in our data. 
Therefore, we followed the guidelines by Rönkkö and Ylitalo (2011) and included our marker 
variable as a predictor for all independent variables in our model. This variable does not change 
the significance of relationships in our baseline model and thus we believe that it is unlikely that 
common method bias is an issue. 
Table 16. Cronbach’s α (Cr. α), Composite Reliability (CR), Average Variance Extracted (AVE) and Construct 
correlations (overconfident in the first and non-overconfident in the second row). 
Construct Cr. α CR AVE INT HED UTL RSK 










   










































Analysis of the Conceptual Model 
After testing that the measurement models demonstrate reliability and validity, we initially 
analyzed the relationships in our model without taking into account ‘overconfidence’. We thus 
present the results for the full sample model derived from bootstrapping with 5,000 re-samples 
(Davison and Hinkley 1997). All path coefficients and significance levels were in line with H1 and 
H2a/b and thus as assumed in the established privacy calculus model. Perceived risk of 
information disclosure is negatively related to intention (ß=-.340, p=.000) and thus supports H1. 
A positive relationship between perceived utilitarian benefits (ß=.217, p=.004) and hedonic 
benefits (ß=.413, p=.000) with intention to use were found to be significant, thus supporting H2a 
and b.  
Proceeding with the influence of overconfidence within the privacy calculus, the model fit is .067 
for the overconfident sample and for the non-overconfident sample .057. This is indicating a good 
model fit as it is below the cut-off criteria of 0.08 (Hu and Bentler 1999). Our model explains 69.8% 
of variance in usage intentions in the overconfidence sample and 59.8% in the non-overconfident 
sample. In the next step, we tested the moderation effect of overconfidence by computing a multi-
group-analysis. The significance of the path coefficients is reported in Table 17. Even though risk 
perceptions do not significantly differ between both groups (independent-samples t-test: t=1.311; 
p=.191), its effect on the intention to use the application differentiates, as postulated in H3. 
Perceived risk has a significantly negative effect on intention to use for the non-overconfident 
sample, but no significant effect could be found for the overconfident sample. Hence, H1 is only 
supported for the non-overconfident samples and thus perceived privacy risks of information 
disclosure are differently perceived by both groups. Utilitarian and hedonic dimensions of the 
benefits of information disclosure do not influence the intention to use the application differently 
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in two groups. However, the utilitarian dimension of the benefits are not significantly linked to 
the intention to use for the overconfident sample, whereas it has a significantly positive effect for 
the non-overconfident group. Hence, H2b is supported for both samples and H2a is only 
supported for the non-overconfident sample. 
Table 17. Effect sizes and results of structural model testing (*** p<0.001; ** p<0.01; * p<0.05). 
 f² Path Coefficients p-Values Multi Group Analysis 
 OC NOC OC NOC OC NOC Difference p-Value 
Perceived Risk 

















.207 .002 .045 .488 
Hedonic Attitude 






.005 .000 .270 .159 
 
Finally, we analyzed whether there are significant group mean differences with regard to age (in 
years), privacy experience and actual privacy knowledge (amount of correct answers within the 
privacy quiz) by running independent t-tests, depicted in Table 18. Despite of actual privacy 
knowledge, none of them turned out to be significantly different between the two groups. The 
effect size of actual privacy knowledge (gHedges=1.472) is large (Cohen 1977; Hedges and Olkin 
1985) demonstrating that the actual score of the overconfident sample is significantly lower than 
the score of the non-overconfident sample with p=.000. In fact, the overconfident group seems to 
have less knowledge about privacy than the non-overconfident group which provides evidence 
for the Dunning-Kruger-effect. To test if there are any differences with regard to gender 
(1=female; 2=male), we used a chi-square test of homogeneity. The mean and SD values for gender 
for each group are reported in Table 18. The result shows a non-statistically significant difference 
in proportions of .065, p = .181. 
Table 18. Results of t-tests. 
 Overconfident Non-Overconfident t-Test 
 Mean SD Mean SD t-value df p-value 
Actual Privacy Knowledge 6.12 1.763 8.03 1.181 6.611 47.694 .000 
Age 36.22 12.088 36.06 12.088 -0.770 237 .939 
Privacy Experience 3.49 0.991 3.32 0.961 -1.008 237 .314 
Gender 1.61 0.494 1.49 0.501 -1.338 58.345 .182 
 
Discussion and Implications 
Derived from the literature review of Kokolakis (2017), our research is the first to introduce 
overconfidence to the privacy calculus model by challenging its rational assumption. The goal of 
our research was (1) to uncover overconfidence in privacy knowledge, (2) investigate its effect on 
behavioral intention, and (3) explore group differences between overconfident and non-
overconfident participants. In the following section we relate our findings to extant research and 
discuss its theoretical as well as practical implications.  
7 Research Paper 2.B: Overconfidence Bias in Privacy-Related Decisions 92 
Based on an empirical study including a privacy quiz among 239 internet users, we contribute to 
IS privacy research in several ways. We found evidence that the privacy calculus (Culnan and 
Armstrong 1999; Dinev and Hart 2006) is subject to overconfidence (Oskamp 1965; Russo and 
Schoemaker 1992). Overconfidence overrides the influence of privacy risks on disclosure 
decisions. It counteracts the rational assumption of the privacy calculus and thus contributes to 
recent literature arguing that users’ lack rational decision-making when deciding whether to 
disclose personal information online (e.g., Brakemeier et al. 2017; Cho et al. 2010). Overconfident 
individuals are not aware what they do not know, because they think that they know more than 
they actually know (Russo and Schoemaker 1992). Subsequently, they overrate their own 
knowledge which interferes rational decision making.  
By demonstrating that overconfidence moderates the relationship between privacy risks and 
intentions, we move beyond prior research indicating that overconfidence is an issue in privacy 
decision making (e.g., Jensen et al. 2005). Thereby, we provide a potential reason why the effect 
of privacy risks on intentions is controversial in recent literature relying on the privacy calculus 
(e.g., Kehr et al. 2015; Shibchurn and Yan 2015). Thus, only when individuals are aware of their 
fallibility when assessing their own competence, they can perform a rational tradeoff between 
benefits and risks, because they are less distorted by their own illusion of control. These results 
are in line with behavioral economics literature and its framing paradigm (Kahneman and 
Tversky 1979) which deems overconfident individuals to frame their risks positively, whereas 
other individuals frame it negatively which affects how benefits and risks are perceived. This is 
also reflected in the f² values, where it can be seen that in the overconfident group hedonic 
benefits have the greatest impact on the intention to use, whereas in the non-overconfident group 
risks are the most influential factor. In this light, we contribute to research building on behavioral 
economics by showing that overconfidence indeed distorts decision making and should in turn be 
assumed as a stable bias which varies across individuals (Glaser et al. 2013).  
Surprisingly, the perceived utilitarian benefit of the application was not significantly related to 
behavioral intentions for the group of overconfident participants. This indicates that they were 
solely focused on hedonic aspects of the smartphone app. One potential explanation for this 
finding might be that the major motif to use apps is its playfulness and fun factor (Statista 2018b) 
which moves to the front for overconfident individuals as they are focused on their primary gains.  
Apart from these findings, our results confirmed the existence of the rational privacy risk-benefit 
tradeoff for the group of non-overconfident participants. When individuals were not 
overconfident with regard to their privacy competence, privacy risks and benefits were both 
significantly related to behavioral intentions. Privacy risks were even found to be the most 
influential antecedent of the intention to use the application. This might clarify why the vast 
majority of information privacy research have found evidence for the rational privacy calculus to 
explain privacy decisions (Xu et al. 2009; Krasnova et al. 2010a; Li 2012). Furthermore, it 
contributes to scholars’ arguing that internet users are overwhelmed when making self-disclosure 
decisions online (Korff and Böhme 2014). 
Based on a representative sample with regard to gender, age and employment status for European 
internet users, we show that overconfidence bias in the privacy domain is independent of any 
investigated sociodemographic variable. Thus, our findings indicate that overconfidence is not an 
exclusive issue among certain populations. However, we provide evidence that the “Dunning-
Kruger-effect” is present in our data: Those who are the least knowledgeable overestimate their 
competence the most (Kruger and Dunning 2002). It refers to individuals tendency to have high 
self-views which makes them feel at least as good as averaged others (Ehrlinger et al. 2008). This 
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finding might help explain why individuals are reluctant to read privacy policies (Smith 2014) or 
hesitate to engage in countermeasures (Dommeyer and Gross 2003), even though their 
knowledge of data practices is very low. The Dunning-Kruger-effect can be reduced by feedback 
(Ryvkin et al. 2012). However, feedback in real life privacy decision-making is very rare. 
Predominantly, data is collected and processed without individuals’ awareness (Acquisti and 
Grossklags, 2005b) and beyond that most data breaches like identity thefts are not notified by 
users. Burson et al. (2006, p. 3) describe this phenomenon as the “unskilled-unaware hypothesis”. 
Beyond theoretical implications, our study offers practical implications for organizations, policy 
makers and especially end users. First, a firm aiming to make privacy a competitive advantage by 
providing sufficient safeguards, needs to be aware of customers’ overconfidence in their own 
competences. Understanding distortions of potential users is essential to help users develop 
coping strategies for their perceived privacy risks and guide them to manage their risks 
accordingly. Thus, organizations can build on our results by sensitizing their customers that 
securing privacy is complex and thus requires a high level of knowledge and awareness. Second, 
our results might be of relevance for policy makers. Users of privacy-invasive systems are not 
always able to make rational decisions in accordance with their privacy preferences. Some 
overestimate their own competence and thus their ability to handle such risks. Therefore, policy 
makers are on duty to adopt regulations which mitigate users’ risk of exploitation, because 
overconfident users are likely to disclose more information than they would actually do when 
they were aware of their irrationality. Lastly, users can learn from our results by being aware of 
their potential misperception regarding their competence. Ignoring their own overconfidence can 
cause unnecessary efforts, preventable privacy thefts and unintended data circulation, especially 
when transacting with malicious providers. When making a decision to disclose their data, they 
should question themselves whether they have sufficient competence to evaluate their own risks 
– not only in its extremity but also on their ability to handle that risk. In line with the Dunning-
Kruger effect, this guidance is especially applicable for novices in the privacy domain.  
Limitations and Future Research Suggestions 
As with every research project, our study is subject to several limitations which should be taken 
into account when considering our findings. In order to measure overconfidence, it was necessary 
to capture individuals’ actual privacy knowledge in a comprehensive and objective manner. Thus, 
in line with previous research (Ament 2017) we relied on a privacy quiz which was carefully 
compiled and pretested. Even though, the test difficulty and the privacy themes can be deemed as 
applicable for our investigation, other difficulty levels or privacy themes can lead to slightly 
different results (for review see Klayman and Gonza 1999). As we relied on a moderate difficulty 
level (as indicated by the mean of the perceived difficulty of 3.71 within our sample) and a broad 
range of privacy questions, we were trying to reduce this influence.  
Smartphone applications were chosen as the optimal context to investigate privacy decision 
making. It allowed us to present participants a privacy-invasive information system which 
obviously collects, stores and processes personal information. Thereby, we relied on one set of 
personal information which was requested by the system. This set of personal information 
represents realistic requests (Olmstead and Atkinson 2015). However, this application along with 
its privacy requests counteracts generalizability of our results.  
Although there are other approaches available, overconfidence was measured based on the 
overestimation formula (Moore and Healy 2008) with the help of a privacy quiz as suggested by 
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Russo and Schoemaker (1992). We measured overconfidence in an online survey with a fictive 
smartphone app in order to test whether overconfidence exists in privacy decision-making. It 
would be interesting to see whether overconfidence individuals actually disclose more 
information than non-overconfident individuals. In a consecutive project, we are aiming to move 
beyond the investigation of intentions by measuring actual behavior. Further, the robustness of 
overconfidence can be investigated by testing the influence of applicable debiasing tools like 
warning messages. Eventually, individuals might consider their perceived privacy risks when 
being aware of their illusory control over their privacy. Furthermore, future research can test 
antecedents of overconfidence in privacy knowledge. 
Conclusion 
In today’s digitized society, privacy thefts are ubiquitous. In this vein, internet users are faced with 
the challenge to make sound decisions regarding their privacy. They have to rely on their own 
knowledge which can be distorted by overconfidence as one of the most critical bias in individuals’ 
decision making. It exaggerates perceptions of ones’ ability, chances of success and control in 
uncertain events. As such, it counteracts the assumption that individuals make a rational tradeoff 
between benefits and privacy risks when transacting with a Privacy-invasive information system 
provider. In fact, some individuals are “too confident to take care” of their privacy by moderating 
the effect of privacy risks on subsequent disclosure behavior. Interestingly, individuals who are 
the less knowledgeable are most at risk to become a victim of their own overconfidence. In 
contrast, non-overconfident individuals seem to act as rational agents weighing up their benefits 
and risks whereas risks are a major influential factor on their intention to use privacy-invasive 
systems. 
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User-generated content is the backbone of any social networking site (SNS) and an important 
pillar of many business models online. While there is a growing body of research on self-disclosure 
on SNSs, existing insights remain scattered. To fill this gap, we undertake a systematic literature 
review by examining 50 studies to identify the factors behind self-disclosure on SNSs. We find that 
social exchange theory and its extension ‘privacy calculus’ represent a dominant theoretical 
perspective. Hence, we focus on perceived benefits and costs, as well as cost-mitigating factors as 
main areas of our investigation. Since personality traits are commonly controlled for or studied 
within the context of SNS disclosure, we additionally include an exploration of this factor group 
into our review. 
 
Keywords: Self-Disclosure, Social Networking Sites, Literature Review. 
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Introduction 
Social Networking Sites (SNSs) are successfully encouraging their users to disclose personal 
information. Every minute, numerous SNS users are commenting on pictures, share status 
updates and photos, and express their preferences by liking the content of others (Pew Research 
2016). In the offline context, self-disclosure is typically defined as the divulgence of personal 
information from one person to at least another one (Wheeless and Grotz 1976) and is 
characterized by its voluntariness and uniqueness (Derlega et al. 1993). When disclosing, 
individuals intentionally reveal information that is not known to a designated audience. Disclosing 
personal information can be intrinsically rewarding (Tamir and Mitchell 2012). Moreover, 
perceived extrinsic benefits, such as relationship maintenance may motivate users to share 
(Aharony 2016). In addition, certain personality traits may have a favorable effect on users’ 
intention to self-disclosure (Hollenbaugh and Ferris 2014). At the same time, self-disclosure 
decision is typically associated with various concerns, particularly privacy risks (e.g., Christofides 
et al. 2012; Kim et al. 2015; Krasnova et al. 2010a).  
Although previous research has explored the determinants of self-disclosure decisions on SNSs, 
results remain confounding and scattered. For instance, while privacy concerns are often viewed 
as a major impediment to self-disclosure (e.g., Stutzman et al. 2011), some studies found no link 
between user privacy concerns and the information disclosed (e.g., Tufekci 2007). Second, a 
number of antecedents have been found to influence user willingness to share personal 
information on SNSs, ranging from personality traits, psychological states to perceived social 
benefits and privacy risks. The presence of this multitude of antecedents provides evidence for 
the complex nature of self-disclosure and the need for further research guidance in this field.  
Given this background, in this study we conducted a structured literature review to analyze the 
extant research on the determinants of self-disclosure on SNSs. Building on the guidelines of von 
Brocke et al. (2009) and Webster and Watson (2002), we analyzed and synthesized relevant 
empirical studies in this area. In terms of research contribution, our study provides an initial 
attempt to synthesize existing research findings on the determinants of self-disclosure on SNSs. 
For SNS providers, our study provides a holistic view on how to better engage users to share and 
interact on SNSs.  
Review Method 
We conducted a structured literature review following the guidelines by von Brocke et al. (2009) 
and Webster and Watson (2002). In doing so, we retrieved relevant studies pertaining to the 
search topic which was defined as the “antecedents of self-disclosure on social networking sites”. 
We performed searches within a one week period in February 2017 using the following scientific 
databases: ScienceDirect (420), EBSCOhost (125), ACM Digital Library (579), Wiley Online 
Library (9), JSTOR (31), IEEE  (149) and Google Scholar (293) targeting the keywords: 
((“disclosure” OR “self-disclosure” OR “disclose” OR “disclosing” OR “information sharing”) AND 
(“SNS” OR social networking site OR “Facebook” OR online social network OR “OSN”)) with a pre-
defined ‘published within’ range of 1st January 2004-February 2017. After removing duplicates, 
the keyword search yielded 1445 papers for further screening. Next, titles and abstracts were 
reviewed. At this point, we relied on the following inclusion criteria: (1) studies should be 
published in English, (2) relationships should be empirically tested and (3) studies should be 
focused on self-disclosure as a dependent variable. Finally, full-text of remaining studies was 
reviewed. Articles were excluded according to the following criteria: (a) only descriptive data 
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without statistical analysis was provided; (b) focus on a very specific target group (e.g. depressive 
patients); (c) focus on a very specific type of relationships (teacher-student, employer-employee, 
doctor-patient); (d) no empirical focus on the antecedents of self-disclosure per se (e.g. 
investigation of cultural differences). As a result, 50 studies met our criteria.  In terms of 
methodology, the overwhelming majority of studies (92%) in our sample have chosen a survey 
method to answer their research question. Other methods used included case study (Kim et al. 
2016; Tzortzaki et al. 2016), experiments (Bazarova and Choi 2014; Ma et al. 2016) and data 
mining (Li et al. 2015). 18 studies investigated behavioral patterns of SNS users in general without 
platform specification. In 25 articles (50%) the sample consisted only of the members of the 
world’s largest SNS – Facebook, and 3 papers focused on its Chinese counterpart - Renren.  
Results 
Theoretical Foundations 
Based on our review we observed that past research has approached self-disclosure on SNSs using 
a variety of theoretical perspectives (Table 19). The most prevalent among them all is social 
exchange theory (SET), which conceptualizes SNS participation and self-disclosure as an outcome 
of a cost-benefit analysis (Ko and Chen 2009). Adopting this principle to the Information Systems 
context, privacy calculus theory (PC) attributes the ‘costs’ of disclosure mainly to privacy threats 
(Cheung et al. 2015; Krasnova et al. 2010a, 2012; McKnight et al. 2011; Ng 2014; Stern and Salb 
2015). Further, communication privacy management theory (CPM) proposes that users set the 
limits of what they are ready to reveal (privacy boundaries) and coordinate them for different 
communication parties depending on the perceived benefits and costs of information disclosure 
(e.g., Chennamaneni and Taneja 2015; Li et al. 2015; Zlatolas et al. 2015). Focusing more on the 
positive aspects, social capital theory views self-disclosure on SNSs as an instrument to acquire 
and maintain mutually beneficial connections (Chen and Sharma 2013; Chen et al. 2016). 
Similarly, uses and gratification theory suggests that users share information to fulfil certain goals 
like gaining a specific gratification, such as enjoyment (Chang and Chen 2014; Hollenbaugh and 
Ferris 2014). Several studies build on the theory of reasoned action (TRA), which explains the 
relationship between attitudes and actual disclosure by the outcomes users expect as a result of 
engaging in self-disclosure (Kim et al. 2016). Complementing this framework with subjective 
norms and perceived behavioral control, theory of planned behavior (TPB) improves the 
predictive power of TRA (Lo and Riemenschneider 2010). Dealing with individual outcome 
expectations, which can be of any valence, TRA and TPB are used in combination with SET/PC to 
investigate self-disclosure in social networks (e.g., Shibchurn and Yan 2015; Stern and Salb 2015).  
Table 19. Theoretical frameworks used to study self-disclosure. 
Theory SET/PC TRA/TP
B 
CPM UG SCaT Other No 
theory Percentage of 50 
papers (number) 
18% (9 ) 10% (5) 6% (3) 4% (2) 4% (2) 20% (10) 42% (21) 
Note: SET – Social Exchange Theory; PC – Privacy Calculus; TRA – Theory of Reasoned Action; TPB – Theory 
of Planned Behavior; CPM – Communication Privacy Management Theory; UG – Uses and Gratification 
Theory; SCaT – Social Capital Theory. 
 
Other theoretical lenses used to understand the dynamics of self-disclosure on SNSs in studies we 
reviewed include social cognitive theory (Kim et al. 2015), technology acceptance model (Gupta 
and Dhami 2015), protection motivation theory (Salleh et al. 2013), functional theory of self-
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disclosure (Bazarova and Choi 2014), similarity theory (Hooi and Cho 2013), and attachment 
theory (Aharony 2016).  
Measurement of Self-Disclosure 
In most studies, self-disclosure was operationalized using a unidimensional instrument with 
different number of items measured on a Likert scale. One of the most popular scales was 
developed by Krasnova et al. (2010a) and further used by Krasnova et al. (2012), Kwak et al. 
(2014), Chen and Sharma (2013), Cheung et al. (2015), and Stern and Salb (2015). Examples of 
self-developed scales can be found in Wang and Stefanone (2013), Cheon et al. (2015) or Tzortzaki 
et al. (2016). Alternatively, some studies conceptualize self-disclosure as a multidimensional 
construct, and distinguish between frequency, depth and amount (Bevan-Dye and Akpojivi 2015); 
amount and accuracy (Chen et al. 2016); amount, depth and breadth (Hollenbaugh and Ferris 
2014); breadth, depth and less sensitive/highly sensitive (Li et al. 2015); and amount, honesty, 
intent and positivity (Park et al. 2011). In some cases, self-disclosure was captured by a number 
of disclosed items (Stutzman et al. 2011), or indices were calculated as a number of disclosed 
items divided by a number of available items (Schrammel et al. 2009 a, 2009b).  
Self-Disclosure Antecedents 
Our systematic literature review reveals an array of antecedents that underlie individual 
disclosure behavior on SNSs, as tested and shown by prior research. Considering the cost-benefit 
perspective as the mainstream approach to explain user decision-making, we categorize 
dominant factors into four groups: self-disclosure benefits, self-disclosure costs, cost-mitigating 
factors, and personality factors.  
Benefits of Self-Disclosure 
Sharing personal information on SNSs is associated with a number of different benefits, as 
presented in Table 20. In line with the original purpose of online social communities, past studies 
deliver ample evidence that users share information on SNSs to gain relational benefits, including 
building new relationships (Cheung et al. 2015; Krasnova et al. 2010a; Park et al. 2011), 
maintaining existing ties (Bazarova and Choi 2014; Chennamaneni and Taneja 2015; Ng 2014; 
Park et al. 2011), and acquiring social capital (Aharony 2016; Tzortzaki et al. 2016); and are also 
motivated by the reciprocity within the community (Chen and Sharma 2013) and their need for 
affiliation (Chen et al. 2015, 2016). Interestingly, however, Chang and Chen (2014) found the 
impact of relationship management construct to be non-significant. Examining self-disclosure in 
a more granular way, Hollenbaugh and Ferris (2014) found that relationship maintenance 
predicts the amount and breadth, but not the depth of self-disclosure. At the same time, feeling as 
part of virtual community influences only the depth dimension of self-disclosure.  
A number of studies provide evidence that sharing personal information is driven by pleasant 
feelings like enjoyment (Chennamaneni and Taneja 2015; Cheung et al. 2015; Kim et al. 2015; 
Krasnova et al. 2010a, 2012; Ng 2014) and entertainment (Bazarova and Choi 2014). Nonetheless, 
the study of McKnight et al. (2011) and Chang and Chen (2014) found this motive to be 
insignificant. Further, having a large number of friends and acquaintances in their network, users 
are motivated by self-presentation (Ng 2014), popularity (Chen et al. 2015; Christofides et al. 
2009) and attention-seeking motives (Chennamaneni and Taneja 2015). The relevance of the self-
presentation motive in predicting self-disclosure, however, is not confirmed by Krasnova et al. 
(2010a). Interestingly, exhibitionism contributed to the amount, but not to the depth and the 
breadth of self-disclosure in the study of Hollenbaugh and Ferris (2014).  
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Table 20. Benefits of self-disclosure. 
Study REL EN SE SP USE GB Other Plat M 
Aharony (2016) +       F S 
Ahmed (2015)        SNS S 
Bazarova and Choi (2014) + + +     SNS E 
Chang and Chen (2014) o o      F S 
Chang and Heo (2014)      +  F S 
Chen and Sharma (2013) +       F S 
Chen et al. (2016) o       F  S 
Chen et al. (2015) +   +    F S 
Chennamaneni and Taneja (2015) + +  +   ✓ SNS S 
Cheon et al. (2015)       ✓ F S 
Cheung et al. (2015) + +  +    F S 
Christofides et al. (2009)    +    SNS S 
Hollenbaugh and Ferris (2014) +/o   +/o   ✓ F S 
Hooi and Cho (2013)       ✓ SNS S 
Kim et al. (2015) + +      F S 
Ko and Chen (2009)       ✓ B S 
Krasnova et al. (2010a) + +  o +  ✓ F S 
Krasnova et al. (2012)  +      B S 
Kwak et al. (2014)      +  F S 
Loiacono (2014)      +  R S 
McKnight et al. (2011)  o   o  ✓ SNS S 
Ng (2014) + +  +   ✓ F S 
Park et al. (2011) +/o       SNS S 
Salleh et al. (2013)      +  F S 
Shibchurn and Yan (2015)     +  ✓ SNS S 
Tzortzaki and Sideri (2016) +       F C 
Note: REL – Relational benefits (including relationship maintenance, relationship building, social capital, 
affiliation, reciprocity); EN – Entertainment / Enjoyment; SE - Self-expression; SP -Self-Presentation (including 
attention-seeking, need for popularity); USE – Usefulness / Convenience; GB – General Benefits; Plat - Platform; 
F – Facebook; R – Renren; B – Blog; M – Method; S – Survey; C – Case Study; “+”-positive significant relation; 
“-“-negative significant relation; ”o”-not significant relation; “+(-)/o” – significant/insignificant depending on 
the dimension of self-disclosure or construct operationalization; “✓” – other factors were also tested in the 
empirical model. 
 
Other drivers to disclose on an SNS include self-expression as it allows for emotional relief 
(Bazarova and Choi 2014), perceived usefulness (Shibchurn and Yan 2015), convenience 
(Krasnova et al. 2010a) and passing time (Chennamaneni and Taneja 2015). 
Costs of Self-Disclosure  
Costs of self-disclosure can be described as perceived impediments negatively influencing users’ 
decision to share information on SNSs (Table 21). Following our analysis, privacy concerns 
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(column 2, Table 21) fueled by user perceptions regarding improper data practices by an SNS 
provider or fears regarding unauthorized access to personal information are reported in a 
number of studies as the main impediment of individual disclosure decisions (Chang and Chen 
2014; Chennamaneni and Taneja 2015; Hajli and Lin 2016; Krasnova et al. 2010a, 2012; Lo and 
Riemenschneider 2010; McKnight et al. 2011; Ng 2014; Stutzman et al. 2011; Zlatolas et al. 2015). 
There are, however, a few studies that found privacy concerns to be statistically insignificant in 
predicting user disclosure decisions (Cheung et al. 2015; Salleh et al. 2013; Tufekci 2007; 
Tzortzaki et al. 2016). Additionally, a number of studies found supporting evidence that SNS users 
refrain from self-disclosure as a result of perceived general risks (Loiacono 2014; Salleh et al. 
2013; Shibchurn and Yan 2015). In contrast to privacy concerns, perceived general risks are 
defined broader and operationalized, e.g., as: “Overall, my perception of risk from using this SNS 
is low” (Loiacono 2015). 












Aharony (2016)    ✓    F S 
Bateman et al. (2011)       ✓ F S 
Bevan-Dye and Akpojivi (2015)     +   SNS S 
Chang and Chen (2014) −    o  ✓ F S 
Chang and Heo (2014)  o   +   F S 
Chen and Sharma (2013)     +   F S 
Chen et al. (2016)     o   F  S 
Chennamaneni and Taneja (2015) −     +  SNS S 
Cheung et al. (2015) o       F S 
Christofides et al. (2009)     o   SNS S 
Gupta and Dhami (2015)     + + ✓ F S 
Hajli and Lin (2016) −     +  F S 
Hooi and Cho (2013)    ✓    SNS S 
Kim et al. (2015)        ✓ F S 
Kim et al. (2016)      +  SNS C 
Krasnova et al. (2010a) −       F S 
Krasnova et al. (2012) −    +   B S 
Lo and Riemenschneider (2010) −    +  ✓ F S 
Loiacono (2014)  −      R S 
McKnight et al. (2011) −   ✓ −   SNS S 
Mital et al. (2010)     +   SNS S 
Ng (2014) −       F S 
Salleh et al. (2013) o −   +   F S 
Schrammel et al. (2009a)     +  ✓ F S 
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Schrammel et al. (2009b)     +   SNS S 
Shibchurn and Yan (2015)  −      SNS S 
Stern and Salb (2015)      +  SNS S 
Stutzman et al. (2011) −     +/o  SNS S 
Tufekci (2007) o  o     SNS S 
Tzortzaki and Sideri (2016) o       F C 
Xie and Kang (2015)    ✓    F S 
Zhao et al. (2012)      +  SNS S 
Zlatolas et al. (2015) −      ✓ R S 
Note: PC – Privacy concerns; PR – Perceived (general) risk; TR –  Trust in the platform or community; CONT – 
Control over access/privacy setting; AC – General audience concerns; Other CMF – other cost-mitigating factors. 
 
Tightly linked to user privacy concerns, Tufekci (2007) separately points out audience concerns 
as a possible impediment to self-disclosure: However, empirical analysis does not reveal 
significant influence of this factor. Moreover, although not included in our literature sample, 
qualitative analysis of interviews in the study of French and Read (2013) shows that the 
overwhelming majority of users apply blocking functions to prevent unwanted people from 
observing their content. One possible reason for this is that users might feel better when they 
know certain people or social circles are unable to see their posts (French and Read 2013). Beyond 
privacy concerns, and perceived general risks, other factors, including information sensitivity 
(McKnight et al. 2011), insecurity (Aharony 2016), and identifiability (Hooi and Cho 2013) were 
recognized as additional inhibitors of self-disclosure (column 5, Table 21). 
Cost-Mitigating Factors 
Inconsistency in empirical results regarding the role of privacy concerns in user self-disclosure 
decisions can be partly explained by the presence of contextual cost-mitigating factors (Table 21). 
Among others, control emerges as an important facilitating condition (Hajli and Lin 2016; C. Zhao 
et al. 2012): For example, Stern and Salb (2015) show that privacy settings can be used to mitigate 
privacy-related costs of self-disclosure. In addition, other control-related factor, such as 
customization is shown to decrease user perceptions of risks (Stutzman et al. 2011). However, 
personalization and reading Facebook privacy policies was shown to be insignificant (Stutzman 
et al. 2011). Trust emerges as another most common cost-mitigating factor. Tested as trust in 
online community (Chang and Heo 2014; Lo and Riemenschneider 2010; Schrammel et al. 
2009a,b; Zhao et al. 2012), trust in members (Bevan-Dye and Akpojivi 2015; Krasnova et al. 2012), 
trust in provider (Krasnova et al. 2012) and general trust (Gupta and Dhami 2015; Mital et al. 
2010; Salleh et al. 2013), trust was found to contribute to self-diclosure. Exceptions include 
studies by Christofides et al. (2009) and Chang and Chen (2014), in which trust was not found to 
be significant in facilitating self-disclosure decisions. Further, factors, such as perceived 
publicness (Bateman et al. 2010), perceived privacy (Gupta and Dhami 2015),  perceived privacy 
control (Chang and Chen 2014), perceived security (Gupta and Dhami 2015; Kim and Lee 2015), 
privacy value (Zlatolas et al. 2015) were categorized as “other cost-mitigating factors” that also 
play a role in self-disclosure decisions of users on SNSs.  
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Personality Factors 
Included in 17 studies in our sample, personality factors may also have an impact on self-
disclosure behavior.  
Table 22. Personality factors and their relation to self-disclosure. 




Aharony (2016)    +  o   F S 
Błachnio et al. (2016)               ✓ F S 
Chen et al. (2015) + - - o + -     F S 
Christofides et al. (2009) o        SNS S 
Hollenbaugh and Ferris (2014) o/- o o o/+ o/- o/+  ✓ F S 
Hooi and Cho (2013) o               SNS S 
Kim et al. (2015)                ✓ F S 
Kim et al. (2016)             +   SNS C 
Ko and Chen (2009) +       ✓   S 
Li et al. (2015)         F DM 
Loiacono (2014)   - o + - o     R S 
Pentina and Zhang (2016)  o/+ o/- o/+ o o  ✓ F S 
Schrammel et al. (2009a)   o   o o o     SNS S 
Wang and Stefanone (2013)    +   o  SNS S 
Xie and Kang (2015)         F S 
Yu and Wu (2010)    -    ✓ F S 
Zhang and Ling (2015)  +  +   + ✓ SNS S 
Note: SE – Self-Esteem; Agr – Agreeableness; Con – Consciousness, Ext – Extroversion; Neu – Neuroticism/Instability; Open 
– Openness; Narc – Narcissism; Other PF – other personality factors; DM – Data Mining. 
 
Often measured with the help of Big Five Inventory (extraversion, agreeableness, 
conscientiousness, neuroticism, and openness), empirical testing of personality traits delivers 
mixed evidence (Table 22). For example, studies by Aharony (2016), Loiacono (2014), Wang and 
Stefanone (2013), Zhang and Ling (2015) found that extraversion encourages information sharing 
on SNSs. This proposition, however, is only partially supported in studies by Pentina and Zhang 
(2016) and Hollenbaugh and Ferris (2014).Furthermore, studies by Chen et al. (2015) and 
Schrammel et al. (2009a) found no evidence of this link; and study by Yu and Wu (2010) found an 
association in a negative direction.  
Tested by Kim et al. (2016) and  Zhang and Ling (2015), narcissism is shown to boost disclosure 
intentions.  Further, self-esteem is positively linked to self-disclosure in studies by Chen et al. 
(2015) and Ko and Chen (2009), but is reported as insignificant by Christofides et al. (2009), 
Hollenbaugh and Ferris (2015) and Hooi and Cho (2013). Finally, a few studies test such 
psychological states as loneliness (Błachnio et al. 2016; Zhang and Ling 2015), emotional stability 
(Pentina and Zhang 2016), and subjective well-being (Ko and Chen 2009) as antecedents of self-
disclosure. These factors are pooled in the category “other PF” (column 9, Table 22). Taken 
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together, our review suggests that research evidence on the role of personality traits in individual 
self-disclosure is still inconclusive. 
Discussion 
The goal of this systematic literature review was to examine existing state of research concerning 
the factors behind individual self-disclosure on SNSs. Fifty papers were analyzed to gain insight 
into motivations and inhibitors of information sharing among SNS users. Our review reveals that 
social exchange theory and its extension in the form of ‘privacy calculus’ model have been the 
most frequently used theoretical lens to explain user decisions to share personal information on 
SNSs.  This theoretical perspective views self-disclosure as a cognitive process, in which users 
weigh costs and benefits of their disclosure, and act accordingly (Cheung et al. 2015; Krasnova et 
al. 2010a, 2012; McKnight et al. 2011; Ng 2014; Stern and Salb 2015). All in all, more than 15 
different theoretical approaches have been employed in the studies in our sample. Surprisingly, 
in 21 (42%) studies no theoretical foundation was used. In many cases, such studies focus on a 
specific set of factors researchers found interesting (e.g., pscychological traits, tie strength, etc.). 
To provide a better overview of factors influencing self-disclosure on SNSs, four groups of factors 
were derived: namely, (perceived) benefits and costs of self-disclosure, cost-mitigating factors 
and personality factors. In terms of benefits, we found that users are mainly driven by relational 
benefits such as starting new relationships or maintaining existing ones, need of affiliation and 
reciprocity (e.g., Krasnova et al. 2010a; Park et al. 2011; Chennamaneni and Taneja 2015). 
Enjoyment (e.g., Ng 2014; Cheung et al. 2015; Kim et al. 2015) and self-presentation (e.g., 
Christofides et al. 2009; Chennamaneni and Taneja 2015; Chen et al. 2015;) also emerge as 
important motives of self-disclosure. Costs of self-disclosure are typically subsumed under the 
notion of privacy concerns, which are often linked to SNS provider, audience or third parties (e.g. 
Krasnova et al. 2010a; 2012; Hajli and Lin 2016; McKnight et al. 2011; Zlatolas et al. 2015). At the 
same time, past research finds that trust (Chang and Heo 2014; Lo and Riemenschneider 2010; 
Zhao et al. 2012) and control in the form of privacy settings (e.g. Stutzman et al. 2011) may lessen 
privacy concerns – a group of factors we refer to as “cost-mitigating” (Cheung et al. 2015). Tested 
in a number of studies, the influence of personality traits on user self-disclosure remains 
ambiguous (e.g., Chen et al. 2015; Hollenbaugh and Ferris 2014; Pentina and Zhang 2016). 
Conclusion, Limitations and Future Research Suggestions 
Disclosure of personal information is an integral part of any social networking community. As a 
result, multiple studies focus on exploring the reasons underlying individual self-disclosure 
decisions on SNSs. However, empirical results remain scattered. This paper addresses this gap by 
conducting a systematic literature review and providing a comprehensive summary of existing 
findings into the factors behind individual self-disclosure decisions on SNSs.  
This study makes a number of contributions to research and practice. Summarizing extant 
research, this study provides a structured review of current literature on self-disclosure on SNSs 
with a special focus on its antecedents. Among others, we reveal an array of conflictual findings 
that exist in the literature, which calls for more exploration into the reasons of these diverging 
insights. Overall, our study could serve as a starting point for future research in this area. For SNS 
providers, this research points out the drivers and inhibitors of self-disclosure, as well as 
identifies factors that mitigate concerns of SNS users. Building on our insights, SNS providers 
could better understand the dynamics of information sharing on their platforms, and ethically use 
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this knowledge to motivate users to further contribute to the network. This is important since 
user-generated content is the backbone of any online community and many business models 
online. Among others, SNS providers could focus on offering personalization and customization 
features to enable users with better control over their audience size and access to personal 
information, which is likely to mitigate user privacy concerns and enhance trust, thereby 
facilitating user engagement on the platform. 
Current study has several limitations. First, studies in our sample are a result of a keyword search, 
followed by subsequent exclusion. Second, the overwhelming majority of studies in our sample 
investigate benefits from a “rational” perspective, assuming that users cognitively weigh their 
options and act accordingly. Recognizing these limitations, future research may provide a more 
comprehensive review of extant body of research by completing the backwards and forward 
search procedures that may increase the sample and reveal additional insights. Moreover, we 
encourage future research to conduct a meta-analysis to summarize existing results with the help 
of statistical methods. Finally, since a growing body of literature hints at the presence of cognitive 
distortions in human decision-making (Acquisti et al. 2015), it may be interesting to develop a 
holistic approach to account for both rational and “non-rational” thinking when exploring 
disclosure behavior on SNSs.  
 
9 Research Paper 3.B: From Privacy Calculus to Social Calculus 105 
9 Research Paper 3.B: From Privacy Calculus to Social Calculus 
Title: From ‘Privacy Calculus’ to ‘Social Calculus’: Understanding Self-Disclosure 
on Social Networking Sites 
Authors: Wagner, Amina; Krasnova, Hanna; Abramova, Olga; Buxmann, Peter; 
Benbasat, Izak 





This study extends the privacy calculus by a social perspective building on interpersonal 
communication theory along with the act of perspective-taking in the Social Networking Sites 
context. Based on a two-step study, we provide evidence for the presence of perspective-taking in 
self-disclosure decisions using a qualitative approach and empirically test the influence of 
anticipated perceptions for others on subsequent self-disclosure decisions among 231 Facebook 
users. Our results show that SNS users are less egoistic as typically assumed by the privacy 
calculus model guided by an intrapersonal tradeoff between own benefits and concerns. Users are 
tensed between their pleasure of self-enhancement and others’ anticipated perception caused by 
their own behavior. However, although users think about the relevance of their message for 
others, their concern about others’ negative affect is self-focused as it does not directly relate to 
self-disclosure intent. It is mediated by a fear of being negatively evaluated by others. 
 
Keywords: Social Networking Sites, Privacy Calculus, Social Calculus, Perspective-taking, 
Interpersonal Communication. 
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Introduction 
With Facebook alone counting more than 2.23 billion users worldwide (Statista 2017b), the role 
of Social Networking Sites (SNSs) as communication marketplaces cannot be ignored. Since user-
generated content is the backbone of SNS business success, users are enticed to share more 
information with others. With 80% of users focusing on the self in their disclosures (Naaman et 
al. 2010), most SNS updates revolve around positive experiences, such as travel, major life events, 
child development progress, restaurant visits (Denti et al. 2012; Marshall et al. 2015), and good 
deeds (Berman et al. 2015). Considering the sheer scale of ongoing sharing, understanding 
psychological mechanisms behind individual disclosure decisions has been an important subject 
in the SNS research discourse (e.g., Barasch and Berger 2014; Fox and Moreland 2015).  
So far, extant studies on self-disclosure on SNSs have been mainly based on social exchange theory 
in general and privacy calculus theory in particular (Abramova et al. 2017). These theoretical 
foundations postulate that decisions are based on a subjective evaluation of benefits and costs 
(Homans 1958). Following this perspective, self-disclosure decisions are a function of personal 
benefits and personal risks anticipated by users. On the positive side, users appear to be motivated 
by such benefits as the ability to stay connected with friends (e.g., Hollenbaugh and Ferris 2015), 
enjoyment (e.g., Krasnova et al. 2010a), as well as self-enhancement (Utz et al. 2012). On the 
negative front, studies have mainly adopted a privacy calculus lens, viewing privacy concerns as 
the major and in most cases the sole impediment to self-disclosure (e.g., Chang and Chen 2014; 
Krasnova et al. 2010a). According to this view, users weigh personal benefits they expect to obtain 
against the personal risk of privacy loss as a result of their self-disclosure, and act accordingly. In 
this context, the privacy calculus represents an intrapersonal tradeoff, only incorporating self-
oriented antecedents.  
However, an established body of research challenges this one-sided focus on intrapersonal costs 
and gains (Berlo 1960; Buller and Burgoon 1996; Westley and MacLean Jr 1957). They all lean on 
interpersonal communication research which is concerned with how people communicate and 
thus decide to disclose information to others (Buller and Burgoon 1996). Specifically, it suggests 
that when it comes to face-to-face interactions individuals continuously monitor their social 
environment and adjust their communication accordingly in the process referred to as 
perspective-taking (Epley et al. 2004; Galinsky et al. 2008; Leary 1999). In other words, not only 
do individuals consider their personal benefits and risks, but also those of “others” – their 
recipients. Perspective-taking reflects efforts of interaction partners to regulate their 
communication in response to their anticipation of the other’s reaction. Hence, it is assumed that 
senders construct their message in line with the needs and interests of their audience in order to 
achieve successful social communication (Buller and Burgoon 1996). For example, while people 
usually aim to produce the best impression possible, they often choose to remain modest and 
downplay their achievements to stay “likable” to their interaction partners (Leary 1999). Even 
though we know that perspective-taking helps to maintain successful communication, so far it 
remains unclear whether users account at all for outcomes and perceptions of others when 
contemplating their self-disclosure decisions on SNSs. In this vein, we address the following 
research questions: Do senders at all care about subsequent perceptions of others when 
communicating on SNSs? And if so, in which way do these perceptions influence self-disclosure 
decisions? 
While interpersonal communication literature (Berlo 1960; Van Boven and Loewenstein 2005; 
Buller and Burgoon 1996) strongly suggests a critical role of considering “others”, only few 
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studies integrate this perspective when studying self-disclosure in SNS contexts (e.g., James et al. 
2017; Min 2016; Yu et al. 2015). Studies building on impression management have touched upon 
this phenomenon by providing evidence that users are aiming to elicit positive emotions in others 
in order to be perceived favorably (Ellison et al. 2006; Oh and Larose 2016; Qiu et al. 2012). Other 
studies, however, claim that SNSs promote egocentricity, so that resulting communication is self-
centered and less empathetic (e.g., Barasch and Berger 2014; Utz et al. 2012).  
In order to answer our research questions, in this study we build on empirical evidence of (1) a 
qualitative pre-study that provides evidence for the presence of perspective-taking in self-
disclosure decisions, and (2) a quantitative study with 231 Facebook users that tests the influence 
of anticipated perceptions and outcomes for others like expected negative affect of others on 
subsequent self-disclosure decisions. On the theoretical front, we build on the interpersonal 
communication and perspective-taking literature to investigate mental processes behind self-
disclosure decisions on SNSs (Berlo 1960; Van Boven and Loewenstein 2005). Thereby, we extend 
the privacy calculus perspective prevalent in current research discourse. Specifically, we 
complement the intrapersonal trade-off between own benefits and privacy concerns extensively 
studied so far, with an interpersonal trade-off that arise when users try to engage in perspective-
taking. By gaining a more in-depth understanding of mental processes underlying self-disclosure 
decisions, we show that active users of SNSs are less self-focused than previously thought. 
Theoretical Background 
Self-Disclosure on Social Networking Sites 
Defined as the “process of making the self known to others” (Jourard and Lasakow 1958, p. 91), 
self-disclosure is a critical component of interpersonal relationships. Multidimensional in nature, 
self-disclosure can be analyzed from a number of angles, including its intentionality, amount, 
honesty, depth as well as positivity (Wheeless and Grotz 1976). Especially the latter is salient in 
the context of SNSs, with research consistently providing evidence of users posting self-
promotional content on the network (Mehdizadeh 2010; Peluchette and Karl 2009). For example, 
a study by Denti et al. (2012) found that 77.3% of Facebook users focus on positive things in their 
sharing. Against this background, in this study we focus on self-disclosure of positive information 
about the self which is intentionally revealed on the platform. This way the scope of our study 
encompasses one of the most common sharing practices on SNSs. 
The theoretical foundations of self-disclosure go back to social exchange theory (Homans 1958). 
Social exchange theory remains a dominant perspective to theorize self-disclosure in the SNS 
discourse (Abramova et al. 2017), in which it is mainly interpreted within the framework of 
privacy calculus (Culnan and Armstrong 1999; Dinev and Hart 2006). Following this approach, 
one stream of SNS studies directly focuses on the intrapersonal benefits of disclosure decisions. 
Here, personal convenience, such as being able to effectively communicate with friends (Krasnova 
et al. 2010a) and private pleasure (Bazarova and Choi 2014; Yu et al. 2015) have been shown to 
be especially powerful in motivating users to reveal their information. Extending these findings 
with the cost perspective, other studies focus on privacy concerns, which are typically captured 
within the domain of organizational practices (Smith et al. 2011; Xu et al. 2011a). Hence, 
disclosure is modeled as an outcome of an intrapersonal trade-off in which users weigh the 
personal benefits and privacy concerns of their disclosures and act accordingly.  
SNSs, however, reflects interpersonal communication where users share information with each 
other and thus puts them in a social position (Min 2016; Yu et al. 2015). In this vein, users share 
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information about themselves in a variety of ways on SNSs, ranging from revealing their 
preferences via a ‘like’ button, to sharing their personal ‘status updates’ and photos in order to 
stay connected (Johnston et al. 2011) and impress others (Mehdizadeh 2010). Thus, self-
disclosure decisions on SNSs should also include a strong social component, which goes beyond 
intrapersonal concerns and benefits assumed in prior SNS research. Indeed, research on 
interpersonal communication emphasizes the importance of social thoughts in individual 
communication (Westley and MacLean Jr 1957), challenging the one-sided focus on solely 
intrapersonal factors. Specifically, it suggests that when it comes to social interactions individuals 
typically go beyond evaluating just intrapersonal factors, but also account for interpersonal 
benefits and risks in their communication with others - the process referred to as perspective-
taking (Epley et al. 2004; Galinsky et al. 2008; Leary 1999).  
Hence, in addition to a ‘privacy calculus’ perspective that focuses on user’s intrapersonal benefits 
in exchange for personal information (e.g., Krasnova et al. 2010a), this article aims to integrate 
another layer of decision-making – ‘social calculus’. In this vein, we move beyond the sole focus 
on the misuse of personal information by third parties as an impediment of disclosure. 
Specifically, we acknowledge the importance of interpersonal concerns and fears one might have 
with regard to others. In other words, the ‘social calculus’ perspective highlights how the sender 
anticipates perceptions and opinions of others, and how these perceptions shape individual 
decisions to share on the network (Leary and Kowalski 1990). Building on this conceptualization, 
in the following we draw on the theory of interpersonal communication along with the process of 
perspective-taking to extend the ‘privacy calculus’ approach typically applied in SNS research. 
Perspective-Taking in Interpersonal Communication 
Following interpersonal communication theory, self-disclosure influences the way others 
perceive, evaluate, and subsequently treat the sender (Buller and Burgoon 1996). Therefore, 
individuals engage in perspective-taking - the act of seeing the world from another’s viewpoint 
(Epley et al. 2004). This way they seek to predict the outcomes of their self-disclosures on the 
recipient side (Galinsky et al. 2008), which helps them to maximize social approval, while avoiding 
social disapproval (Leary 1999). In this vein, they assess the success or failure of their message 
production by navigating triggered impressions, emotions and perceptions beneficial for the 
sender and the receiver (Buller and Burgoon 1996). For example, an empirical study of Wagner 
et al. (2018b) has shown that the success of self-disclosure decisions is depending on users’ 
accurate anticipation of recipients’ perception. Especially when it comes to disclosing positive 
information about oneself, self-disclosure emerges as a delicate act of balancing conflicting 
perceptions of receiving audiences. While sharing positive information allows a sender to show 
him-/herself in the best light possible in front of others, it also carries the risk of being perceived 
as arrogant or conceited, leading recipients to experience such undesirable reactions as feelings 
of envy, anger or irritation (Lange and Crusius 2015; Scopelliti et al. 2015). To assess these risks, 
users should implicitly care about the reactions triggered and emotions evoked in the receiving 
audience (Buller and Burgoon 1996).  
While considering others (perspective-taking) is a common practice in interpersonal 
communication offline (Westley and MacLean Jr 1957), there is little research about the extent to 
which SNS users account for their audiences when communicating on the platform (Wagner et al. 
2018b). In fact, analysis of available findings on technological affordances of SNS platforms, 
current practices and indirect empirical evidence offer a conflicted picture about the extent of 
perspective-taking that is taking place on the network. On the one hand, SNS environment implies 
communication to a wider audience, which is likely to motivate users to consider interests and 
9 Research Paper 3.B: From Privacy Calculus to Social Calculus 109 
needs of others in their self-disclosures. This is because people get increasingly anxious when self-
presenting in public since they worry about how they are perceived by their audience (Leary and 
Kowalski 1990b). These concerns subsequently motivate them to control for the perception of 
others, forcing them to “put their best foot forward” (Hancock and Toma 2009, p. 322). 
Importantly, SNS platforms offer users a number of tools to achieve these goals. For example, 
asynchronous nature of communication on SNSs, combined with features that enable users to 
post, edit, and hide content empower users with a high level of control over their content, 
motivating more strategic self-portrayals (Ellison et al. 2006). Additionally, SNS platforms offer 
functionalities like filters and picture-editing tools in order to present oneself in the best light (Hu 
et al. 2014). It helps users to construct a desired social image with less unconscious verbal or 
mimical expressions available to others (Walther 1996). Indeed, SNS research is abundant with 
studies demonstrating that users try to project socially desirable identities (Zhao et al. 2008), self-
censor their contributions based on audience concerns (Sleeper et al. 2013), and try to impress 
their audiences (e.g., Peluchette and Karl 2009). Thus, being able to invest time and effort in 
message construction, perspective-taking should be leveraged on SNS.  
On the other hand, there is mounting research evidence about the growing disconnect between 
senders and recipients on SNSs, which questions whether and to what extent perspective-taking 
is taking place on SNSs. For example, recipients report a feeling of fatigue from the staggering 
amount of information shared by their friends (Bright et al. 2015). Further, shared content seems 
to trigger a multitude of negative emotional reactions among its recipients, including feelings of 
envy, anger, and even contempt (Krasnova et al. 2015). A number of factors may work against 
users’ motivation to engage in perspective-taking on SNSs. For example, social norms prevalent 
on SNSs legitimize sharing of self-promotional content, motivating users to share most positive 
information about themselves (Peluchette and Karl 2009). As a result, posted images, selfies, and 
ideal depictions of life experiences are common on Facebook, and especially Instagram (Lyu 2016; 
Utz 2015), which inadvertently produces envy in others (Krasnova et al. 2015). Recent research 
underpins this evidence by indicating that communicating online leads to psychological distance 
causing egoism and lowered social concerns (Carrier et al. 2015). Further, feedback cycle is 
skewed towards positive reactions ('likes’) on SNSs. Hence, even though a specific message might 
be ill-received by the audience, common reaction in the form of ‘likes’ is likely to reinforce the 
sender in the appropriateness of the content (Lee et al. 2016). Additionally, since self-presentation 
online is inherently impersonal, users are less likely to notice if their self-presentation attempts 
are being rejected or criticized (Walther 1996). Thus, they may be less sensitive to how their self-
presentation attempts are being perceived by others.  
Overall, the evidence on the extent of perspective-taking on SNSs remains mixed. Considering 
these platform specifics, it becomes unclear whether, senders at all care about (subsequent 
perceptions) of others when disclosing content on SNSs. To answer this research question, in this 
study we investigate whether and to what extent users integrate perceptions and emotions of 
others when sharing positive information on the network. Following the logic of social exchange 
theory, we extend the current perspective on the determinants of self-disclosure, namely ‘privacy 
calculus’, with an interpersonal focus.  
Qualitative Pre-Study: Self- vs. Other-Focus 
To better understand the nature and magnitude of perspective-taking on SNSs, we conducted a 
qualitative pre-study among active Facebook users. The aim of the pre-study was to test whether 
SNS users think about others when sharing content on an SNS. We distributed an online survey to 
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Facebook users. First, we granted our survey participants that their data will be treated 
anonymously. As the majority of posts on SNS are positive and self-expressive in nature, we asked 
participants to think about a recently experienced positive event. To be able to control for the type 
of event, participants were provided with an open text field to briefly describe it. After that, we 
asked the participants to explain 1) “What speaks against sharing your positive event on 
Facebook?” and 2) “What speaks for sharing this positive event on Facebook?” in order to gain a 
deeper understanding into the drivers and inhibitors of sharing with regard to others. 207 
respondents from Germany participated in our survey. The majority were students (141) with a 
mean age of 26.6. 71.5% (148) were female and 28.5% (59) were male. In terms of positive events 
25% of our respondents were thinking about their latest vacation while 22% were describing a 
professional accomplishment, such as, graduation or job promotion. All other events were 
grouped around the categories family and friends (17%) (e.g., new born baby), romantic time with 
partner (10%), general event (7%), products (6%), sport (6%) and positive other (7%) with 
statements like “a new shop has opened”.  
In the next step, the antecedents of self-disclosure were subsumed, coded and linked to 
established research. Following methodological guidelines for qualitative studies of Ryan and 
Bernard (2000), we derived a preliminary set of categories on the basis of privacy calculus 
determinants identified in previous research (Abramova et al. 2017), as well as in the process of 
open coding. To trace the magnitude of perspective-taking, we specifically screened our dataset 
for words indicating “other”-focus (Miles and Huberman 1994). Two independent researchers 
coded all quotes and assigned them to the categories of our coding scheme. Multiple codes were 
possible per response. As we defined our coding table very comprehensively against the 
background of extant research, inter-coder reliability was also strong and beyond chance (average 
κ of 0.81) (Haley and Osberg 1989). Disagreements between coders were resolved by consensus. 
Table 23 provides a summary of influential determinants of self-disclosure decisions, frequency 
of answers and example answers.  
As summarized in Table 23, in line with previous research investigating self-disclosure as a 
function of individual privacy calculus, “privacy concerns”, “convenience of communication with 
friends” and “self-enhancement” emerged as relevant intrapersonal determinants of self-
disclosure decisions. While respondents anticipated the pleasure of self-enhancement, they 
expressed a distinct “fear of being negatively evaluated by others”, and consequently suffer from 
an image loss. In particular, they pointed out: “the post could be perceived as boastful”, or “the 
post can be misunderstood as showing off”. Thus, this impediment of self-disclosure is anticipated 
when there is a gap between individual’s self-image and the image which is presented on SNS 
trough a certain posting (Lee et al. 2013).  
With regard to “other”-related factors, two categories have been particularly salient in our 
dataset: “value of information for others” on the benefit side, as well as “negative affect of others” 
on the cost side. Specifically, respondents in our sample emphasized the “value of information” 
they intended to share “for others”, which emerged as the most important determinant of sharing 
decisions (relative quote count 43%). Here, a distinction between utilitarian (usefulness) and 
hedonic (visual appeal) value of the shared content was noticeable. For example, addressing the 
former, respondents stated: [I would share it] “(…) because the restaurant was very good there, 
as a tip for others” and “(…) to show to friends that there are very nice travel destinations in 
Europe”. Emphasizing the hedonic component, statements like “The pictures of the mountain lake 
could also please others” were salient. Overall, the importance of the category “value of 
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information” for others by a share of 43% in our dataset suggests that users prioritize the benefits 
of others when making self-disclosure decisions. 
Beyond interpersonal benefits, respondents’ social concerns have been strong as well. 
Respondents were fearful that sharing specific content is likely to result in “negative affect” for 
others, suggesting that respondents engaged in the process of perspective-taking on the network. 
Within this category, respondents were largely concerned about the envy of others: “It could 
possibly cause envy because I was on vacation again.” Following envy, feelings of resentment and 
frustration (“other students who have not yet submitted their bachelor thesis could be 
frustrated”) and irritation (“others might be irritated or annoyed”) were pointed out. 
Interestingly, being concerned about the negative affect of others, and as a consequence fearing a 
negative evaluation by others in terms of image loss were often mentioned in combination, which 
suggests an association between both categories. This is in line with existing research that shows 
that feelings of envy are strongly associated with hostility as well as the desire to hurt the target 
(e.g., Cohen-Charash 2009). 






Example Quotes from 
Respondents 






“The value users derive 
from being able to 
efficiently and easily 
stay in touch with each 
other” on OSNs” 
(Krasnova et al. 2010a, 
p. 112). 
Deductively derived 




Cheung et al. 2015; 
Krasnova et al. 
2010a)  
 “I can update friends who live 
abroad.” 
“It is an easy way to let all my 





The pleasure “users 
derive from being able 
to improve their self-
concept in relation to 
others using OSNs” 
(Krasnova et al. 2010a, 
p. 112). 
Deductively derived 
from literature (for 
review see Cheung 
et al. 2015; 
Krasnova et al. 
2010a, 2017) 
 “I am proud that I achieved it.” 
“To be in the center of 
attention.” 






Self-related fear of an 
unwarranted social 
image on others (Lee et 
al. 2013; Savitsky et al. 
2001).  
Inductively derived 
from the pre-study 
“The post can be 
misunderstood as showing off, 
because not everyone can 
afford such a semester abroad.” 






possible loss of privacy 
as a result of 
information disclosure 
“to organizational 
entities” (Xu et al. 2008, 
p. 4). 
Deductively derived 




Cheung et al. 2015; 
Krasnova et al. 
2010a)  
“I’m not sure what Facebook 
will do with this information.” 
“I don’t want Facebook to have 
the right over my pictures. “ 
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Interpersonal Determinants: “Other”-Focus 
Utilitarian and 
Hedonic Value of 
Information for 
Others  (Benefit) 
43% 
Anticipation of others’ 
attitude towards the 
shared message (Voss 
et al. 2003).  
Inductively derived 
from the pre-study 
“Great location that could be of 
interest for others.” 
“The pictures of the mountain 
lake could also please others” 
Negative Affect of 
Others (Cost) 
13% 
Concerns about causing 
negative emotional 
response in others (also 
referred to as the 
ability of emotional 
perspective-taking) 
(Leith and Baumeister 
1998) 
Inductively derived 
from the pre-study “It could possibly cause envy 
because I was on vacation 
again.” 
“Other students who have not 
yet submitted their bachelor 
thesis could be frustrated.” 
 
Finally, some statements (9%) were unique like “I use Facebook only passively”, or “I have no 
desire to share it”. This category was called “Other” and was excluded from further analyses due 
to its irrelevance. 
To conclude, while our pre-study findings confirm the presence of ‘privacy calculus’ in individual 
decision-making, they simultaneously call for the extension of this paradigm with interpersonal 
determinants – the collection of mental processes involving perspective-taking we refer to as 
‘social calculus’. Specifically, following our results, ‘social calculus” is based on user’s assessment 
of (a) the value others will obtain from the shared information in terms of its hedonic and 
utilitarian dimension, as well as (b) concerns regarding the negative feelings others may 
experience when viewing it. Together, these findings are used as a baseline for our main empirical 
study. Against this background, we formulate our hypotheses accordingly. 
Hypotheses Development and Research Model 
Figure 11 depicts the extension of the privacy calculus by interpersonal antecedents for self-
disclosure.  
 
Figure 11. Conceptual research model. 
Based on the privacy calculus model (Culnan and Armstrong 1999; Dinev and Hart 2006), extant 
SNS research largely assumes that users assess an intrapersonal tradeoff between anticipated 
benefits and privacy concerns and act accordingly (for review see Li 2012). Stemming from the 
perceived loss of control over ones’ personal information (Smith et al. 2011; Xu et al. 2011a), 
privacy concerns have been shown to lower the intent to self-disclose on SNSs. In other words, 
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users who are concerned about how SNS providers will use or protect shared information will be 
less willing to share personal information on their platforms (see quotes of pre-study). Regardless 
of these concerns, users obtain certain benefits in exchange for revealing private information on 
the network. A comprehensive literature review by Abramova et al. (2017) points out 
“convenience of relationship maintenance" as a particularly salient determinant of self-disclosure 
in the SNS context. Convenience of relationship maintenance is referred to the extent to which 
SNSs are seen as effective in helping users stay in touch with each other (Krasnova et al. 2010a). 
Further, the review suggests that self-enhancement is a critical determinant which describes the 
pleasure users derive from being able to share information of which they are proud of and helps 
to improve their self-concept (Krasnova et al. 2010a; Exline et al. 2004). Clearly, these benefits 
are likely to drive self-disclosure on SNSs. Hence, we hypothesize according to the privacy calculus 
model: 
H1: Privacy Concerns are negatively related to the intention to disclose information on an SNS. 
H2: Convenience of relationship maintenance is positively related to the intention to disclose 
information on an SNS. 
H3: Self-enhancement is positively related to the intention to disclose information on an SNS. 
Research into symbolic behavior argues that any act of positive sharing can be situated along the 
competitive and the fear axis (Foster 1972). The competitive axis reflects private pleasure of self-
enhancement individuals experience when presenting their desired image to others (Exline and 
Lobel 1999). Feelings of being proud and being able to present one’s accomplishments to others 
are at the core of this experience (Lange and Crusius 2015), as reflected in H3 above. On the 
flipside, however, sharing positive news may lead others to perceive the sender as superior, 
selfish or arrogant – concerns reflective of the fear axis (Berman et al. 2015; Foster 1972; Lange 
and Crusius 2015). The salience of this interpersonal trade-off is exemplified by a study of Cooney 
et al. (2015) who demonstrate that being proud to tell others about an extraordinary experience 
comes at a cost of fearing social rejection. Similarly, Exline and Lobel (1999) postulate that 
individuals are tensed between the feeling of pride and concerns about others’ well-being. Hence, 
sharing positive information about oneself might eventually jeopardize the fundamental goal of 
maintaining close and secure relationships with others (Exline and Lobel 1999). 
As individuals seek for social approval and strive to avoid disapproval, they worry about 
misperceptions others might have of them (Schlenker 1975). Specifically, they are trying to 
protect their social image and consciously adjust it in line with the expectations of the audience 
(Goffman 1975). However, while in face-to-face communication people can observe the reactions 
of others directly following their self-disclosure (Walther 1996), SNS users have to predict it. 
Thus, the challenge of presenting oneself favorably is magnified on SNS. Indeed, in a study of Lee 
et al. (2013) 22% of the participants were concerned about the risk of losing face on an SNS, for 
example by being seen as foolish. Other studies emphasize the risk of being viewed as arrogant 
(Berman et al. 2015) or a show-off (Krasnova and Kift 2012) on SNSs, as also evidenced by our 
qualitative study (Table 23). Hence, since SNS users (just as any other individuals in social 
contexts) seek to be seen as likeable in order to maintain a desirable social image (Leary and 
Kowalski 1990) and mutual relationships (Baumeister and Leary 1995), fear of being negatively 
evaluated by others can counteract these goals. Thus, independently of the pleasure of self-
enhancing in front of others, people may fear to be negatively evaluated which impedes self-
disclosure on SNS. This leads us to the following hypothesis: 
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H4: The fear of being negatively evaluated by others is negatively related to the intention to 
disclose information on an SNS. 
Extension of the Privacy Calculus by a Social Calculus 
Interpersonal communication research suggests that senders take the perspective of their 
communication partners in an attempt to evaluate how their message will be perceived and 
evaluated by the receiving audience in order to achieve successful communication (Galinsky et al. 
2008). Given that the presence of others is an inherent element of SNS participation, we postulate 
that SNS users will also engage in perspective-taking when disclosing on the platform. Partly, this 
motivation could be rooted in users’ desire to be rewarded by their audience in the form of ‘likes’ 
or other positive feedback (S. Y. Lee et al. 2016). Indeed, our qualitative pre-study has shown that 
users strive to share content they consider valuable for others. While the value of shared content 
is a multi-faceted phenomenon, a two-fold differentiation between hedonic and utilitarian 
dimensions has been particularly salient in marketing studies (Voss et al. 2003), SNS research 
(Koroleva et al. 2011; Wagner et al. 2018b), and our pre-test (see Table 23). The hedonic 
dimension can be best described in terms of “sensations derived from the experience” of viewing 
the content (e.g. beautiful landscape, nicely arranged objects) (Voss et al. 2003, p. 310), and largely 
reflects the aesthetic dimension of the content. At the same time, the utilitarian dimension 
describes the usefulness of the content for others, which is reflective of the practical relevance of 
the information contained in it. 
Indeed, previous SNS research highlights that users tailor the content of their message with regard 
to their audiences’ knowledge and interests (Schau and Gilly 2003; Sleeper et al. 2013). In terms 
of utilitarian dimension, users have been shown to refrain from sharing boring or repetitive 
content with their audience aiming to post relevant updates (Krasnova and Kift 2012) that do not 
overload their readers (Tufekci 2007). On the hedonic front, users seek to entertain themselves 
and others (Chennamaneni and Taneja 2015), and construct their message in the most appealing 
way to please their audience. For instance, users have been shown to invest effort in message 
construction and photo-taking in order to provide aesthetic content and inspire others (Pinkerton 
et al. 2017). Hence, we hypothesize that:  
H5a: The anticipated hedonic value of a shared message to others is positively related to the 
intention to disclose information on an SNS. 
H5b: The anticipated utilitarian value of a shared message to others is positively related to the 
intention to disclose information on an SNS. 
While users may genuinely strive to deliver utilitarian and hedonic value to their audiences 
(Krasnova and Kift 2012; Wagner et al. 2018b), their efforts may backfire in terms of resentful 
reactions from others (Scopelliti et al. 2015). Indeed, a growing body of research suggests that 
recipients are far from being appreciative when viewing the content their friends share on SNSs. 
Considering that posts shared on SNSs are overwhelmingly positive in nature (Berman et al. 2015; 
Kim et al. 2016; Lyu 2016; Qiu et al. 2012), negative emotions of the recipients, such as envy 
(Krasnova et al. 2015), anger and annoyance (Fox and Moreland 2015; Peña and Brody 2014) are 
widespread. For example, the findings of Krasnova et al. (2015, Table 4) reveal that feelings of 
envy surpass any other emotion experienced by “others” on the network. Thus, disclosing positive 
information on SNS can cause tremendous social costs to others (Cooney et al. 2015; Exline et al. 
2004). Against this background, users might find themselves in a situation where they have to 
balance their own benefits of self-disclosure, with interpersonal empathic concerns regarding 
hurting the feelings of their audience (Baumeister and Leary 1995). Hence, we presume that 
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sharing positive news of oneself is impeded by anticipated negative feelings of others. Therefore, 
we hypothesize: 
H6: The anticipated negative affect of others is negatively related to the intention to disclose 
information on an SNS. 
Being in a painful state of negative affect, recipients may eventually develop adverse perceptions 
towards the sender, who has caused their “suffering” (Exline et al. 2004). Indeed, psychology and 
organizational research consistently shows that envy may lead to such unpreferred emotion-
coping behaviors as the desire to hurt (Cohen-Charash 2009) or belittle (Moran and Schweitzer 
2008) the comparison target. For example, education research reveals that academically superior 
students fear upward comparisons towards them, as they may subsequently result in negative 
reactions of others (Cross et al. 1991), who may call them “nerds”. In other words, beyond 
experiencing negative feelings themselves, recipients may also direct this negativity towards the 
sender. Hence, anticipation of negative affect of others is likely to magnify the fear of being 
negatively evaluated by others among senders (Exline and Lobel 1999). Along these lines, we 
hypothesize:  
H7: The anticipated negative affect of others is positively related to the fear of being negatively 
evaluated by others on an SNS. 
Quantitative Main Study 
In the following main study, we build on the results of our pre-study along with the theoretical 
foundation of perspective-taking (Galinsky et al. 2008; Westley and MacLean Jr 1957), and 
empirically test our developed hypotheses. We conducted an anonymous online survey which is 
common in SNS-related studies (Jia et al. 2010; Lee et al. 2014). The online survey commenced 
with a welcome page briefly describing the goal of the study (investigating sharing decisions on 
SNS) and guaranteed full anonymity of respondents’ answers. Furthermore, the dependent 
variable was measured before the independent variables and the function to move backwards to 
prior survey pages was disabled to prevent participants from changing answers retrospectively. 
All of these remedies helped us to mitigate the risk of common method bias (Podsakoff et al. 2003). 
With the assistance of a market research firm, we distributed the survey link to Facebook users. 
Collecting data this way has helped us to target an anonymous panel of respondents who are 
active on Facebook and willing to participate in research studies. Facebook was chosen as the 
research case, because it is the leading SNS platform (Statista 2017b), and users are routinely 
sharing vast amount of information on the network. We have opted for a scenario-based research 
design, which is common in marketing studies (Barasch and Berger 2014; Berman et al. 2015), 
and was also widely applied in the SNS context (Oh and Larose 2016). Specifically, respondents 
were presented with a hypothetical scenario in which they were asked to imagine that they were 
on vacation at a beautiful beach resort. In the next step, respondents were shown a photo, 
presented as a Facebook post, which they have allegedly taken during this vacation. The photo 
showed a beautiful scenery of the beach with a palm and a small footbridge into the sea. This 
picture was chosen based on a small pre-test among 152 students in comparison with other three 
vacation pictures (including a picture of a cocktail at the beach, a fancy hotel room, and a skiing 
picture). It scored highest in terms of being commonly shared and seen on Facebook, self-
relevance (the likelihood that the picture could have been taken if one would have had such 
vacation), and visual appeal. Overall, our choice of the scenario-based approach has helped us to 
control for the type of travel experience across all survey participants.  
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All measurement scales have been based on prior literature and measured on a 7-point Likert 
scale ranging from ‘strongly disagree’ to ‘strongly agree’ except for the construct “intention to self-
disclose”. This scale (INT) was adopted from Malhotra et al. (2004), and was formulated as 
follows: “What do you think: Would you share this photo of your holiday experience?”, and 
measured with the help of a 7-point semantic differential anchored with unlikely/likely, not 
probable/probable, impossible/possible, unwilling/willing. To measure the anticipated value of 
a message for others, we relied on a scale often used in marketing literature to capture customers’ 
attitude towards a product (Voss et al. 2003). It distinguishes the utilitarian (UTIL) and the 
hedonic (HED) dimension with three items each: “relevant”, “useful”, “interesting”, as well as 
“appealing”, “nice”, and “engaging” respectively. To capture anticipated negative affect of others 
(NAF), we relied on two sources. Specifically, we took three “negative affect” items from the 
PANAS-X scale (Watson and Clark 1999) in order to comprehensively capture individual concerns 
about others’ feelings: “Sharing this post on Facebook, I am concerned that others could be …” “(1) 
upset, because such vacation is currently not feasible for them, (2) annoyed that I share such a 
photo, (3) sad because they cannot experience such a vacation right now”. Additionally, we added 
two items from the envy scale from Krasnova et al. (2015), since envy was the predominant 
negative feeling mentioned in our qualitative pre-study: “Sharing this post on Facebook: …” (1) “I 
am concerned that others might think I am having a better life than they have”, (2) “I am concerned 
that others feel worse compared to me”.  
Fear of being negatively perceived (FNP) by others was measured with items adapted from Lee et 
al. (2013) (who refer to it as “face risks”), and Berman et al. (2015) (who refer to it as “self-
presentational concerns”): “When sharing this photo on Facebook, I would be concerned that 
others…” (1) would perceive me as a show-off, (2) would see me as arrogant, (3) would consider 
me as insincere, (4) might misunderstand me”. For convenience of relationship maintenance 
(REL), we relied on a scale from Krasnova et al. (2010a) measuring the extent to which sharing 
content is an efficient form of communication: “Sharing this photo on Facebook would help me 
to... (1) stay in touch with others, (2) maintain friendships, (3) keep others up-to-date, (4) 
communicate with others about my life, (5) inform others about me”. Self-enhancement (ENH) 
was measured based on the scales of Krasnova et al. (2015; 2017; 2010a), which were slightly 
modified to reflect the feelings of private pleasure and pride mentioned in the pre-test. Items were 
formulated as follows: “(1) It would feel good to show everyone what I have experienced, (2) It 
would make me proud to tell others about my travel experience, (3) It would feel good to show 
everyone how beautiful my trip was, (4) It would make me proud to show everyone where I went 
on vacation, (5) It would make me happy to show my holiday experience to others”. Privacy 
concerns (PC) were measured on the basis of an “organizational privacy concerns” scale by 
Krasnova et al. (2009a), which is frequently applied in the SNS context: “Sharing this post, I would 
be concerned that it: (1) ...can be used for commercial purposes (e.g., personalized advertising), 
(2) ...can be shared with other third-parties (e.g., advertisers, employer, state), (3) ...can be 
collected and stored by Facebook, (4) ...can be used to display personalized advertising to me”. 
Apart from the main constructs, we also captured demographics (age, gender) and frequency of 
posting on Facebook (ranging from ‘daily’ to ‘monthly’), as controls.  
Results 
A total of 263 respondents from Germany took part in the survey. To ensure high quality of our 
data and to identify participants who did not carefully read all items, we included an attention 
check into our survey (Meade and Craig 2012) Specifically, one item was added into the battery 
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of items measured on a 7-point Likert scale that asked participants to simply “check ‘strongly 
agree’. After eliminating all participants who failed to do so (32), we were left with a net sample 
of 231 observations for further analysis. 135 (58.4%) of them were female and the age ranged 
from 18 to 35 with a mean of 28.5. The majority were employed (144), followed by students (48).  
First, the quality of our measurement model was evaluated by assessing convergent and 
discriminant validity (Hair et al. 2013). Convergent validity describes the degree to which items 
within one scale are in fact statistically similar and thus measure the intended construct. It is 
assessed by evaluating the criteria of item reliability, composite reliability (CR), the average 
variance extracted (AVE) and Cronbach’s α (CA) of the constructs involved. Item reliability is given 
when all items have loadings higher than 0.7 (Hair et al. 2013) This criterion is met for all our 
constructs in our model. CR is also fulfilled as it exceeds the threshold value of 0.7 across all 
constructs (Bagozzi and Yi 2012). Further, the AVE is higher than 0.5 for all constructs (Hair et al. 
2011). Cronbach’s α also exceeds the threshold of 0.7 for all constructs involved (Bagozzi and Yi 
2012). To conclude, all criteria for convergent validity are met (see Table 24). Discriminant 
validity was assessed by ensuring that the square root of AVE for each construct was higher than 
the correlation between this construct and any other construct in the model (Fornell and Larcker 
1981). This requirement was fulfilled for all constructs in our model (see Table 24). Cross-
loadings were not a concern. 
Table 24. Construct validity measures. 
 CA CR AVE FNP HED INT NAF PC ENH REL UTIL 
FNP .946 .956 .844 .937        
HED .880 .926 .807 -.386 .899       
INT .838 .903 .756 -.407 .531 .935      
NAF .841 .886 .608 0.430 -.111 -.135 .825     
PC .952 .965 .874 0.311 -.094 -.083 .226 .918    
ENH .887 .914 .680 -.212 .508 .668 .000 -.148 .935   
REL .954 .966 .878 -.061 .551 .560 -.024 -.060 .646 .780  
UTIL .952 .965 .875 -.199 .574 .498 -.090 .007 .467 .505 .870 
 
Taken together, our measurement model was well-specified. In the next step, structural model 
was assessed. Our model explains 58.1% of variance in the dependent variable “intention to self-
disclose” and 18.5% in the construct “fear of negative evaluation by others”.  
Our research model was evaluated using the Partial Least Squares (PLS) approach to Structural 
Equation Modeling with the help of the SmartPLS 3.0 software (Ringle et al. 2015). To investigate 
our model relationships, a bootstrapping with 5,000 iterations was employed (Davison and 
Hinkley 1997). All hypothesized relationships were in the predicted direction and were 
significant, except for H1, H5a and H6, as outlined in Figure 12. First, for H1, it was predicted that 
“privacy concerns” would be negatively associated with users’ “intention to self-disclose”. 
However, the results did not support the presence of this relationship (ß=-0.085, p=0.122). 
Second, the “anticipated hedonic value” of the message for others was not significantly related to 
“intention to disclose” (ß=-0.010, p=0.613) in our model. Third, for H6, it was postulated that 
“anticipated negative affect of others” would negatively influence “intention to self-disclose”. This 
link also turned out to be insignificant (ß=0.033, p=0.841). Interestingly, none of the control 
variables we tested - age, gender, and posting frequency - turned out to be significant.  
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Figure 12. Research model with path coefficients and significance levels. 
Importantly, however, our ad hoc analysis has revealed that “fear of negative evaluation by 
others” fully mediates the relationship between “anticipated negative affect of others” and 
“intention to self-disclose”, which has significant implications in terms of our findings. Following 
Baron and Kenny (1986), full mediation takes place when a significant path in a direct model 
becomes insignificant once the mediator variable is added. A full mediation assumes that 
relationships between an independent variable ("anticipated negative affect of others”) and the 
mediator as well as the dependent variable ("intent to self-disclose”) are significant, which is the 
case for our model. The removal of “fear of negative evaluation by others” construct revealed a 
significant negative path between "anticipated negative affect of others” and "intent to self-
disclose” (ß=-0.132, p=0.048). The Sobel Test statistic used to test the mediation effect in a 
mediated model was also significant (p=0.000).  
Discussion 
The goal of our research was to uncover mental processes behind self-disclosure decisions on 
SNSs. Specifically, we questioned whether senders care about subsequent perceptions and 
emotions of others when communicating on SNS and to what extent these perceptions influence 
self-disclosure decisions. Building on interpersonal communication theory in general (e.g., Berlo 
1960) and perspective-taking literature in particular (e.g., Van Boven and Loewenstein 2005), we 
provide empirical evidence for our propositions based on a qualitative pre-study and a main 
quantitative study with 207 and 231 Facebook users respectively. Hereby, we add to existing 
theory in several ways.  
First, we show that SNS users are tensed between their desire to experience private pleasure of 
self-enhancement and their fear of being negatively evaluated by others. While self-disclosure can 
be privately pleasurable, users may still refrain from sharing if they feel that their social image is 
in danger. Hereby, we incorporate the fear of being negatively evaluated into the intrapersonal 
calculus and provide evidence of Forster’s competitive and fear axis in the SNS context (Foster 
1972). We underpin the vital motive of self-presenting oneself in the best light possible while 
navigating impression on others on SNSs (e.g., Mehdizadeh 2010). 
Interestingly, our results did not find evidence for the negative link between privacy concerns and 
intention to self-disclose, predominantly assumed in SNS research. This finding stays in contrast 
to established SNS research built on the privacy calculus model (e.g., Cheung et al. 2015; Krasnova 
et al. 2010a). Considering that data collection was conducted amidst the recent Facebook-
Cambridge Analytica scandal that took place in March 2018, these findings are particularly 
surprising, However, research argues that SNS users have lower privacy risk perceptions as 
compared to non-users and therefore they are less concerned about the misuse of their personal 
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information (Fogel and Nehmad 2009). Furthermore, research based on the elaboration 
likelihood model (Petty and Cacioppo 1986) assumes that privacy concerns are only relevant 
when individuals are able and motivated to process it which requires careful thoughts (e.g., Lowry 
et al. 2012). Thus, individuals who have low expertise in the privacy field or who are unwilling to 
invest cognitive resources will only passively process information on privacy concerns and thus 
are less likely to consider them in their decision-making. Against this background, we conclude 
that SNS users do not engage in central processing (cognitive effort) when it comes to privacy, but 
central processing is applied to social concerns. Based on our results, we challenge the critical role 
of privacy concerns as impediment of self-disclosures on SNSs. Users seem to be more concerned 
about threats to their social image as opposed to the misuse of information by organizations.  
Second, we extend the intrapersonal privacy calculus by interpersonal determinants of self-
disclosure. Specifically, we identified three interpersonal antecedents in our qualitative pre-
study: anticipated negative affect of others, and anticipated utilitarian and hedonic value of the 
shared message for others. By incorporating social concerns into the privacy calculus, we move 
beyond the narrow fear of misuse of personal of personal information established in the e-
commerce environment where communication takes place between a user and a single provider 
(Dinev and Hart 2006). Because on SNS communication is inherently social with individuals 
sharing their self-presentational content (Min 2016), we were able to show that SNS users think 
about other’s feelings when deciding to disclose a message. However, this effect was mediated by 
their fear of being negatively perceived by others. In this light, we contribute to the scientific 
discussion whether virtual communication leads to less empathy among its users (Alloway et al. 
2014). An examination of American college students between 1979 and 2009 found that with the 
introduction of SNS empathic concerns and perspective-taking levels decreased (Konrath et al. 
2010). Carrier et al. (2015) explains this fact by a lower degree of social cues in online 
communication as is apparent in face-to-face communication. However, our results suggest that 
SNS users are concerned about others’ feelings as it may backfire to the way how they are 
perceived and evaluated by others.  
Surprisingly, the anticipated hedonic value of the shared message for others turned out to be 
insignificantly related to self-disclosure, while the anticipated utilitarian value plays an essential 
role. Against the background of interpersonal communication theory highlighting the importance 
of usefulness of a message, and the well-known slogan “content is king”, we deem this result to be 
justifiable.  
Additionally, our results also offer practical implications for SNS providers and users. SNS 
providers can help users to construct their messages in accordance with the needs and interest of 
the audience. They can reference prior messages which were very successful in terms of positive 
feedback from the audience to guide future message construction. In this vein, they can leverage 
the quality of the user-generated content on their platform in order to counteract needless and 
annoying information. As user-generated content is the backbone of each SNS platform, relevant 
information for recipients can drive user satisfaction and thus loyalty (Wagner et al. 2018b). On 
the negative side, message contribution is impeded by the fear of being negatively evaluated. 
Research has shown that these risk perceptions can be mitigated by self-presenting oneself more 
modest (Scott and Ravenscroft 2017). To enhance sharing, SNS providers can offer functionalities 
which simplify this self-presentation style, for instance by designing more authentic and natural 
filters or photo-editing tools. For users, our results shed light on the tension between own benefits 
and risks and others’ benefits and risks. Users are indeed aware that their shared content is 
perceived, evaluated and judged which might contribute to successful communication for both 
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parties or backfire in terms of negative evaluation. They weigh up their own tradeoff against the 
tradeoff for others and subsequently decide whether sharing a message will be beneficial for both 
communication partners. To conclude, while SNS communication suffers from less social cues, it 
is still a marketplace for social communication and thus perspective taking needs to be taken into 
account when examining users’ antecedents of self-disclosure on SNS.  
Limitations and Future Research Suggestions 
Certainly, our study is not free from limitations. First, we relied on a panel of a market research 
firm. Even though this is common in IS research, we gathered data from respondents who are 
willing to participate in a survey for a relative small incentive. However, it helped us to target 
anonymous Facebook users instead of a convenient student sample. Against the background of 
commonly shared messages on SNS, we decided to focus on positive self-expressive messages. 
This decision was grounded in the assumption, that the overwhelming amount of shared 
messages is positive with people displaying their accomplishments and good deeds. Despite our 
results, future research can test whether perspective-taking is also present when revealing 
negative or support-seeking messages. Moreover, we tested our hypotheses based on stated 
intentional behavior with regard to one vacation picture. Although, we selected the hypothetical 
scenario carefully, our findings need to be validated in a more realistic manner measuring actual 
behavior. Our results also offer suggestions for future research projects. We found evidence that 
SNS users engage in perspective-taking when deciding to share a message. However, it remains 
unclear whether the magnitude of perspective-takings varies depending on the network size and 
structure of each user. We could imagine that the level of perspective-taking is higher when 
individuals are communicating to a network consisting of close friends compared to distant 
acquaintances.  
Conclusion 
Every social communication starts with social thoughts. Thus, self-disclosure decisions in a social 
marketplace like SNSs indeed involve interpersonal concerns. Individuals step into the shoes of 
others in order to evaluate how others feel and in turn perceive them. Moreover, they anticipate 
the relevance of their message for their audience. Thus, they are less egoistic as typically assumed 
by the privacy calculus model guided by an intrapersonal tradeoff between own benefits and 
privacy concerns. They are tensed between their pleasure of self-enhancing in front of their 
audience and others’ distress caused by their own behavior. However, although users think about 
others when sharing, their concerns are also self-focused as others’ emotional harm can backfire 
to their social image. 
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Introduction 
In today’s digital world, Social Networking Sites (SNS) are the marketplace where social 
interaction takes place. SNS users interact with each other by contributing and consuming user-
generated content (Zeng and Wei 2013), taking on sender and recipient roles respectively. Every 
minute 293,000 statuses are updated and 136,000 photos are uploaded (Zephora 2015) by 
senders on Facebook and immediately seen by recipients who browse others’ activities and 
content through the aggregated stream of news (“News Feed”) (Burke et al. 2010).  
Senders claim to carefully craft their own shared content (Sleeper et al. 2013), aiming to 
contribute to relationship maintenance (Chennamaneni and Taneja 2015; Krasnova et al. 2010; 
Maksl and Young 2013) and building (Krasnova et al. 2017), share relevant news (Krasnova and 
Kift 2012) as well as entertain themselves and others (Chennamaneni and Taneja 2015; Cheung 
et al. 2015; Kim et al. 2015; Utz 2015). Thereby, they seek to leave favorable impressions (Krämer 
and Winter 2008; Walther 2007). Research evidences that senders of content get intrinsically 
rewarded by a feeling of social connectedness (Utz 2015) and extrinsically through the positive 
feedback in the form of ‘likes’ (Lee et al. 2016). 
Despite these good intentions pursued by information senders, growing scientific evidence 
reports alarming experiences of recipients caused by the amount and type of content shared on 
the network, including information overload (Lee et al. 2016; Sasaki et al. 2016) and the need to 
manage inappropriate as well as annoying content (Fox and Moreland 2015; Peña and Brody 
2014). Recent survey among adults in South Korea has shown that 69.4% are tired of their SNS, 
specifying needless information (27.7%) as the main reason (Korea Bizwire 2017). Among other 
undesirable consequences of content consumption by recipients are feelings of envy (Krasnova et 
al. 2015; Tandoc et al. 2015), negative moods (Sagioglou and Greitemeyer 2014) and a decline in 
well-being and life satisfaction (Burke et al. 2010; Frison and Eggermont 2016). Altogether, it 
appears that ongoing SNS communication lacks efficiency: while senders are trying their best to 
leave good impressions, recipients do not seem to pick up on these intentions. 
Drawing on the interpersonal communication theory and perceptual congruence model (Acitelli 
et al. 1993; White 1985), we argue that perceptual differences between communication parties 
coupled with the poor ability for perspective-taking account for the observed “sender-recipient” 
contradictions. Defined as one’s ability to see things from another person’s viewpoint (Galinsky 
et al. 2008), the importance of perspective-taking has been shown across a variety of 
communication contexts including business-IT alignment (Benlian and Haffke 2015), romantic 
relationships (Acitelli et al. 1993) as well as parent-children relationships (Fingerman 1995). 
Building on the results of the social and personal relationship research stream, this paper focuses 
on the role of perspective-taking as an overlooked aspect of SNS communication.  
We started from the premise that technology-related properties of the SNS communication such 
as reduced number of available social cues (Walther 1996), heterogeneous audience (Acquisiti 
and Gross 2006) and asynchronicity in the communication loop, challenges efficient 
communication in accordance with sender’s goals and recipient’s interests. Against this 
background, we argue that perspective-taking can be used to explain communication 
misperceptions which lead to negative effects on the recipient side. Methodologically, our study 
extends past SNS research which has mainly followed a one-sided approach examining either the 
determinants of content-sharing from sender’s perspective (Hollenbaugh and Ferris 2014; 
Krasnova et al. 2010a) or the outcomes of content consumption from recipient’s perspective 
(Burke et al. 2010; Krasnova et al. 2015). We accentuate that communication involves at least two 
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parties and success of social interaction in many ways is influenced by, if not dependent, on 
interpersonal processes. Based on a two-sided design, relying on dyadic data analysis, our study 
addresses the following research questions:  
Do information senders and recipients perceive shared content differently on SNSs?  
Are senders egocentric when predicting perceptions of recipients with regard to the 
shared content?  
How does perspective-taking ability of the sender affect recipient’s satisfaction with the 
online relationship and further his or her content-related actions? 
Disentangling intra- and interpersonal effects on the communicational outcomes, this paper 
makes several timely and scholarly contributions. First, significant perceptual differences 
between senders of the information and corresponding recipients are demonstrated, with 
senders attaching higher value to both hedonic and utilitarian attributes of the self-generated 
content. This supports the proposition that on SNS active usage of sharing functionalities is more 
beneficial than the passive consumption (Krasnova et al. 2015; Wenninger et al. 2016). Second, 
“false consensus effect” is confirmed meaning sender’s delusion and overestimation of the actual 
opinion similarity with the recipient. Next, according to our theoretical model, the dyadic data 
analysis asserts the link between sender’s ability for perspective-taking and important relational 
outcomes such as recipient’s satisfaction with the online relationship, feedback valence and the 
intention to hide or ignore the content. For senders, these findings tip off that egocentric content-
sharing can backfire on them when recipients provide less positive feedback and in the worst case 
stop consuming future content. For SNS providers, our results hint at the possibility to introduce 
more sophisticated feedback mechanism and News Feed filtering mechanism to keep the feed 
relevant for the readers while sensitizing senders that messages need to be constructed in 
accordance with their recipients’ needs. 
Conceptual Background and Hypotheses Development 
In this section, we build on the interpersonal communication theory (Berlo 1960; Westley and 
MacLean Jr 1957) in order to describe how social interaction takes place on SNS. Thereby, we 
provide arguments why the concept of perceptual congruence (White 1985) and the underlying 
need for perspective-taking (Epley et al. 2004; Ross et al. 1977) in interpersonal communication 
is necessary. Based on this, we derive our hypotheses and formulate a theoretical model.  
To describe the relationships between users on SNS, we adopt the “sender-recipient” model 
(Figure 13), originally proposed by Westley and MacLean Jr (1957) and later extended by (Berlo 
1960). In general, it is assumed that a sender has an idea or content which he or she would like to 
share with a recipient through a certain medium. When the message has been received, the 
recipient can react on it and potentially provide feedback for the sender, thus closing the loop and 
making a single communication complete. In order to achieve efficient communication and thus a 
satisfying relationship, the recipient has to pick-up the idea of the sender. In other words, the 
message has to be understood by a recipient in a way anticipated by the sender (Westley and 
MacLean Jr 1957).  
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Figure 13. Sender-recipient relationship on SNSs. 
In contrast to face-to-face interactions, technology-related properties of SNSs as a medium 
metamorphose the communication. As such, the limited number of social cues (e.g., unawareness 
of appearance, gestures or facial expression) and asynchronicity (communication with time lag) 
(Walther 1996) shifts the focus from the form (i.e. how a message is broadcasted) to the subject 
(i.e. what is broadcasted) and thus making the “content is king” claim (Gates 1996) especially 
relevant in the SNS environment.  
Established SNS literature relying on the privacy calculus model (Culnan and Armstrong 1999; 
Dinev and Hart 2006) proposes that when making a decision whether to share a content, a sender 
as a creator and an initial owner of the content weighs potential benefits and costs of content 
disclosure (Krasnova et al. 2010a). When the benefits of disclosure (e.g., relational benefits, 
enjoyment, need for self-presentation) outweigh the risks (e.g., privacy or audience concerns), 
users will publish the content online (Cheung et al. 2015; Krasnova et al. 2010a). Hence, for the 
already published content it has been decided that benefits are higher than costs. Therefore we 
expect that the sender’s valuation of the own content is relatively high. This assumption is 
supported by the concept of effort in marketing asserting that greater effort increases the 
perceived importance of the product (Cardozo 1965). In line with it, past research evidenced 
careful selection and content crafting among SNS users (Lyu 2016; Marwick and Boyd 2011; 
Sleeper et al. 2013). Examination of 3.9 million Facebook users revealed self-censorship in 71% 
of cases (Das and Kramer 2005) which hints at high diligence from the sender side and 
consequently significant appraisal of the own shared message.  
Recipient as a consumer of content can form an attitude (Voss et al. 2003) towards the seen 
content and provide feedback. Based on Voss et al. (2003) we adopt a two-dimensional 
conceptualization of consumer attitudes differentiating between utilitarian and hedonic values. 
While utilitarian benefits refer to the informative character and relevance of the shared content, 
hedonic value reflects its appealing and enjoyable nature (Brakemeier et al. 2016b; Voss et al. 
2003). In contrast to a purchase, on SNS recipients get the published content pushed through the 
News Feed and are thus exposed to forced content consumption. As such, not all items in the News 
Feed may be relevant and enjoyable to the recipients which decreases the subjective average 
value of the information received. Indeed, research demonstrate that there is a gap between the 
content that is liked to be shared and the content that is liked to be read on SNS (Gong et al. 2016). 
Therefore, we hypothesize: 
H1a: On SNSs, sender’s perception of the hedonic value of the content is higher than the recipient’s 
perception of the hedonic value of the content on SNSs. 
H1b: On SNSs, sender’s perception of the utilitarian value of the content is higher than the 
recipient’s perception of the utilitarian value of the content on SNSs. 
Perceptual Congruence and Perspective-taking 
Originally stemming from social cognition theory (Bandura 1986), perceptual congruence model 
describes the fit between two perceptions of the same social stimulus (Srull and Wyer 1988). 
Social cognition theory has been widely used in communication research in order to study how 
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communicators behave and learn in social interactions (Bandura 2002). According to this 
approach, individuals initially evaluate their own perception of the stimulus (the shared content 
in the SNS context) and then subsequently anticipate how others might perceive it (Epley et al. 
2004). High perceptual congruence implies a high degree of alignment within social connections, 
whereas low congruence signifies perceptual differences. To achieve congruence, perspective-
taking should take place, which involves examining perceptions of the stimulus from the 
viewpoint of another person (Ross 1977). This process is referred to as the ability to relate to 
others. As such, perspective-taking has been recognized as an important precondition to 
successful social communication (Epley et al. 2004; Schlenker and Leary 1982, Dunning et al. 
2001). Indeed, assessing perspectives of others adequately leads to greater understanding in 
interpersonal communication and thus effective relationship management (Morrison and Bellack 
1981). For example, importance of perspective-taking has been exemplified in studies between 
husbands and wives, demonstrating that a common understanding of each other drives marriage 
satisfaction (Acitelli et al. 1993; Schröder-Abé and Schütz 2011). At the same time, insufficient 
perspective-taking has been linked to enmity (Dunning et al. 2001), misunderstanding (Kruger et 
al. 2005) and a lower level of team performance (Benlian 2014).  
The perceptual congruence model suggests three measures to study relationships, differentiating 
between interpersonal and intrapersonal parameters (White 1985), as described in Table 25. 
Table 25. Explanation of perceptual congruence measures (S- Sender; R- Recipient). 
Perceptual 
Congruence Measures 
Explanation (adapted from White 
1985)  
Examples from our study 
Actual Agreement Congruence of the reported actual 
perceptions of senders and recipients 
[interpersonal].  
S: “I find my post …interesting” 
R: “I find the post of my friend 
(S) …interesting” 
Perceived Agreement Congruence of the sender’s reported 
perception and sender’s anticipation of 
recipient’s attitude/perception  
[intrapersonal]. 
S: “I find my post …interesting” 
S: “My friend (R) finds my post 
…interesting” 
Sender’s Understanding 
of the Recipient (also: 
Interpersonal 
Understanding) 
Congruence of the sender’s anticipation of 
recipient’s attitude/perception and the 
recipient’s actual attitude/perception 
[interpersonal]. 
S: “My friend (R) finds my post 
…interesting” 
R: “I find the post of my friend 
…interesting” 
 
Agreement between senders and recipients on SNS 
Applying the perceptual congruence model to SNS communication, we examine the individual 
attitudes of both members of a dyadic “sender-recipient” pair and sender’s anticipation of 
recipient’s opinion as depicted in Figure 14. Comparing sender’s opinion on the shared content 
with the recipient’s opinion allows to assess the degree of actual congruence (Figure 14: ‘1-actual 
agreement’). The second measure, perceived agreement, compares the sender’s assessment of the 
content with the sender’s prediction of recipient’s opinion. As such, it reveals how strongly 
senders believe the recipients have the same viewpoint on the posted content (Figure 14: ‘2-
perceived agreement’). The third parameter, interpersonal understanding, contrasts sender’s 
anticipation of recipient’s assessment with the recipient’s actual assessment, thus indicating 
sender’s prediction accuracy (Figure 14: ‘3-sender’s understanding of recipient’). Although 
originally perceptual congruence model is built around the concept of parity between partners 
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and promotes the importance of mutual understanding (Acitelli et al. 1993), in our study 
perspective-taking ability of the senders are given a priority, as to the party empowered to 
commence the virtual conversation.  
 
Figure 14. Perceptual congruence model of the shared content value. 
Starting with perceived agreement (Figure 14 – left two boxes), extant research suggests, 
individuals use their own perceptions (‘reported attitude’) as an anchor to predict perceptions of 
others (‘anticipation of recipient’s attitude’). Since people tend to perceive others as being more 
similar than they actually are (Epley et al. 2004), the process of anticipating others’ perception is 
assumed to be egocentric in nature. For example, studies among married couples have found 
empirical evidence that husbands and wives perceive each other as being similar and thus more 
aligned on their life plans than they actually are (Schröder-Abé and Schütz 2011). Even when 
perceptions of others are considered, individuals seem to be inclined towards their own 
perception, which is referred to as the false-consensus bias (Ross et al. 1977). Compared to offline 
interactions, the severity of false-consensus bias may be even more accentuated on SNSs. In fact, 
a study of Barasch and Berger (2014) has shown that on SNS senders seem to be self-focused 
while being unable to fully assess the needs of their audience. Senders may increasingly choose to 
rely on their own interests (Barasch and Berger 2014). This, in turn, gives rise to overestimate the 
closeness of another’s attitude to one’s own perception. Since the perceived agreement is biased 
in the direction of oneself, we expect it to be higher than the actual agreement. We hypothesize 
the following: 
H2a: On SNSs, sender’s perceived agreement regarding the hedonic value of the content is higher 
than the actual agreement regarding the hedonic value of the content. 
H2b: On SNSs, sender’s perceived agreement regarding the utilitarian value of the content is 
higher than the actual agreement regarding the utilitarian value of the content. 
Effects of sender’s understanding on recipient’s satisfaction and online behavior 
In the next step, we move beyond the investigation of perceptual differences between senders and 
recipients towards examining consequences of (dis-)congruence between the sender’s 
anticipation of the recipient’s perception and the actual recipient’s perception – a fact we refer to 
as the degree of interpersonal understanding (Figure 14: ‘3-sender’s understanding of recipient’).  
In offline settings, a higher degree of interpersonal understanding has been linked to such positive 
relational outcomes as perceived collaboration quality (Benlian and Haffke 2015), marital 
satisfaction (Levinger and Breedlove 1966; Schröder-Abé and Schütz 2011), as well as improved 
team or employee performance (Benlian 2014; Evans et al. 2003; Parker et al. 2017). Allen and 
Thompson (1984) find a direct association between wifes’ understanding and husbands’ 
satisfaction with the relationship. On SNS, a vital motive to share content is to stay connected with 
friends and thus building healthy relationships (for review see Abramova et al. 2017). The sender 
as the generator of shared content is supposed to understand the recipient in order to obtain 
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relationship satisfaction indicated by the recipient. Clearly, the more accurate the senders predict 
the perception of their audience, the more likely they are to share information which corresponds 
to the needs of the recipients and in turn contribute to recipient’s satisfaction with the online 
relationships. Based on this line of reasoning, we hypothesize that: 
H3a: On SNSs, the degree of sender’s interpersonal understanding of the hedonic value of the 
content is positively associated with recipient`s satisfaction with the online relationship. 
H3b: On SNSs, the degree of sender’s interpersonal understanding of the utilitarian value of the 
content is positively associated with recipient`s satisfaction with the online relationship. 
 
Figure 15. Research model on the effects of sender’s understanding of the recipient. 
Finally, to illustrate far-reaching implications of perceptual (dis-)congruence, we hypothesize that 
recipient’s satisfaction with the online relationship with the sender impacts his or her behavioral 
outcomes directed to the content. Connecting recipient’s satisfaction to behavioral implications is 
necessary since it highlights the criticality of the communication loop between sender’s input (the 
shared content) and recipient’s interpretation and reaction. Against the background of previous 
work (Christofides et al. 2012; Lee et al. 2016; Peña and Brody 2014), we differentiate between 
two proactive strategies a recipient can apply to the content displayed in the News Feed. First, 
when the recipient is satisfied with the content and thus with the relationship, he or she may 
choose to provide positive feedback by clicking on ‘Like’ as a form of overt approving (Pinkerton 
et al. 2017). By following this strategy recipients please senders and foster the mutual relationship 
(Lee et al. 2016). Second, as there is no ‘dislike’-button available on dominant SNS platforms, when 
dissatisfied with the relationship, recipients may follow a neglecting strategy. Building on the 
established link between dissatisfaction and intentions to damage or terminate the relationship 
(Turel 2015), we argue that the recipient may choose to stop consuming the content of the sender. 
For instance, SNS provide functionalities to hide content to avoid getting to see future content 
from this sender, or recipients may simply proactively ignore the content from this sender when 
going through the News Feed. Indeed, Peña and Brody (2014) demonstrate that a relationship 
damage due to inappropriate content shared by others leads to recipient’s intention to hide future 
content from this specific SNS connection. In line with these two proactive strategies, we 
hypothesize that: 
H4a: On SNSs, recipient's satisfaction with the online relationship is positively associated with the 
positive feedback in the form of ‘likes’. 
H4b: On SNSs, recipient's satisfaction with the online relationship is negatively associated with 
recipient’s intention to ignore the content of the sender in their News Feed. 
Research Method 
To validate the proposed hypotheses, a dyadic survey has been designed and pre-tested by two 
researchers to check for understandability of the questions. The two surveys were then 
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implemented in the form of an online questionnaire - one for the sender and another one for the 
recipient. Participants were compensated with a €10 Amazon gift card for their participation. To 
avoid priming, participants were told that the study aimed at understanding user behavior on 
SNSs. Furthermore, we assured the participants that their answers will be treated anonymously 
and that there were neither wrong nor false answers, so they can answer all questions honestly. 
Thereby, we counteracted common method (Podsakoff et al. 2003) and social desirability biases 
(Reynolds 1982). 
Procedure and Sample 
Users of the two most popular SNSs, Facebook and Instagram (Statista 2017b), were contacted 
with the offer to participate in the survey. To get dyadic data, participants were asked to randomly 
list up to three people (also referred to as network friends) from their contact list on SNS who 
probably would also like to participate in a survey. Once a proposed candidate has agreed, a pair 
(dyad) was formed. We assigned the first contacted person to the “sender” condition and the one 
who was suggested – to the “recipient” condition.  
Before commencing with the online questionnaire, we first asked the sender to provide their most 
recent shared content in their own SNS account. Thereby, our study focuses on the contribution 
and consumption of user generated content on SNS typically expressed via self-expressive posts 
about thoughts or experiences (Burke et al. 2010). Thus, the following exclusion criteria were 
applied: (1) re-shared links, events and news, (2) re-shared information about the self initially 
published by another person; (3) re-shared photos copied from a third-party source. After that, 
the sender and the recipient received a link to the online survey, where they had to answer survey 
questions with regard to this specific post. The name of the corresponding dyadic partner was 
revealed to ensure each participant was thinking about a certain SNS connection while answering 
the questions. We used a unique identification number to match the dyads and to ensure 
anonymity within the dataset. A screenshot of the focal post was also sent by the sender to the 
team of researchers. In doing so, we were able to send it to the corresponding recipient in order 
to ensure that the recipient is answering all questions related to the exact same post.  
A total of 189 responses were collected. Among them 9 responses came back without a matching 
partner and, hence, were removed from the dataset. The final set of 90 dyads (37 from Instagram 
and 53 from Facebook users) served as a basis for further analysis.  
Measurement 
Before testing our hypotheses we first continue with the presentation of measurements along 
with its validity testing to ensure convergent and discriminant validity of the applied measures. 
The sender and the recipient treatment in the survey contained the same construct items to assess 
the hedonic and utilitarian value of the shared content, measured on a 7-point Likert scale 
(1=strongly disagree; 7=strongly agree). Following Wittenberg et al. (2014) and Voss et al. (2003), 
the scale items for reported attitude of the sender and the recipient equally (see Figure 14 and 
15) included: “I find this post “enjoyable”, “appealing”, “amusing” to measure hedonic and 
“informative”, “relevant”, “interesting” to measure utilitarian value of the shared content. 
Reliability analysis based on inter-item correlations and Cronbach’s alpha (CA) (Hair et al. 2014) 
revealed low values of inter-item correlations for the item “amusing” within the hedonic 
dimension. This is not surprising since the majority of posts in our sample were not particularly 
entertaining (e.g., meanamusingS=4.29; meanamusingR=3.69), but otherwise could be characterized as 
“enjoyable” or “appealing” (see Figure 17). Therefore, this item was dropped from the hedonic 
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scale. Resulting CA values across scales were acceptable: CAhedonic=0.791; CAutalitarian=0.766 for 
senders; and CAhedonic=0.849; CAutalitarian=0.840 for recipients. Additionally, we measured sender’s 
anticipation of recipient’s attitude (see Figure 14), which was captured as “Think of your 
Facebook/Instagram friend (a matched recipient from the dyad). He/she will find this post…” while 
keeping the same scale items for the hedonic and utilitarian value as specified above. Internal 
consistency of the scale was acceptable with CA=0.834 for hedonic and CA=0.790 for utilitarian 
dimensions.  
To compute interpersonal and intrapersonal congruence measures (Figure 14, Table 25) we 
followed the approach of Acitelli et al. (1993), which was introduced to the IS literature by Benlian 
and Haffke (2015). Rather than using the absolute difference of two dyadic responses, this 
technique assigns a congruence score (CS) between 1 (complete incongruence) and 10 (complete 
congruence) to the pair of answers (measured on 7-point Likert scale) and takes into 
consideration the side of the scale spectrum (either above or under 4). For example, for responses 
that both fall on the same side of the answer spectrum (e.g., 5-slightly agree and 7-strongly agree; 
CS=7) relatively high congruence scores are awarded (which signifies high degree of 
understanding); for cases when two responses fall on the opposite sides of the answer spectrum 
(e.g., 3-slightly disagree and 5-slightly agree; CS=5), relatively low congruence scores are 
assigned, despite the fact that both pairs of scores have exactly two points differences. Using 
perceptual congruence scoring table as a basis (Benlian and Haffke 2015), (1) ‘actual agreement’ 
was derived by comparing reported attitude of the sender vs. reported attitude of the recipient; 
(2) sender’s ‘perceived agreement’ was derived by comparing sender’s anticipation of recipient’s 
attitude vs. sender’s reported attitude; and (3) ‘sender’s understanding of the recipient’ was 
derived by comparing sender’s anticipation of the recipient’s attitude vs. recipient’s reported 
attitude. Congruence scores were first calculated on the item-level. Scores for “enjoyable” and 
“appealing” were averaged to compose a “hedonic value” score; scores for “informative”, 
“relevant”, “interesting” were averaged to compose “utilitarian value” score. These composite 
scores were used for further analysis.  
 
Figure 16. Perceptual congruence scoring table (Benlian and Haffke 2015). 
The construct recipient's satisfaction with online relationship was measured using 7-point 
semantic differential satisfaction scale of Bhattacherjee (2001) and included the following items: 
“How would you describe your experience with your friend on SNS?” – “very dissatisfied/very 
satisfied”; “very displeased/very pleased”; “very frustrated/very contented”; “absolutely 
terrible/absolutely delighted”. Reflecting actual behaviour, positive feedback was assessed by 
asking recipients “Have you ‘liked’ the post of your friend? ‘Liking’ means clicking on the ‘Like’-
button or any other positive emoji e.g., laughing smiley” (1=yes, 0=no/I plan to do it). “Intention to 
ignore the content” was adopted from Peña and Brody (2014) and measured by asking “How likely 
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would you hide the posts of this SNS-friend? and “How likely would you ignore the posts of this SNS-
friend? (1=very unlikely; 7=very likely). All constructs satisfied the criterion of internal 
consistency (CAsatisfactionR=0.869, CAintent_to_ignoreR =0.757 > 0.7). 
Apart from gender, age and employment status, we also measured time spent on SNS as well as 
posting frequency to be able to describe our sample and to control for the effect of these variables. 
Time spent on SNS was measured by asking “How many minutes do you use Facebook/Instagram 
per day? (on average)”. The answers ranged from “less than 10 minutes” to “more than 3 hours” on 
a 6-point scale. Posting frequency was measured by asking “How often do you share a status update 
on Facebook/Instagram?” with eight response options ranging from "never“ to “every day”. As the 
relationship of the dyadic partners differs, we also measured perceived closeness and 
communication frequency indicated by the recipient. Closeness was measured with one item “I 
have a very close relationship with this SNS connection” lend from Marsden and Campbell (1984). 
Communication frequency was measured with two items “I communicate regularly with this SNS 
connection (1) offline and (2) online”. Because attitudes and perceptions about network friends 
are sensitive in nature, we additionally controlled for the tendency to give socially desirable 
answers in our recipient sample by using the 13-item Marlowe-Crowne social desirability scale 
(Reynolds 1982). Spearman’s correlations between recipient’s satisfaction with online 
relationship, reported attitude of the recipient (regarding hedonic and utilitarian value of the 
content) and social desirability score of the recipients were insignificant. The same holds for 
Spearman’s correlations between sender’s reported attitude, sender’s anticipation of recipient’s 
perception (regarding hedonic and utilitarian value of the content) and social desirability score of 
the senders. We thus assume that our sample is not subject to a social desirability issue. Common 
method bias (Podsakoff et al. 2003) was measured by including the construct ‘tendency towards 
fantasizing’ (Son and Kim 2008) as a marker variable with the scale lent from Darrat et al. (2016): 
“I daydream a lot”, “When I go to the movies I find it easy to lose myself in the film” and “I often think 
of what might have been” (7-point Likert scale). To check for common method bias, we followed 
the guidelines by Rönkkö and Ylitalo (2011) and included the tendency to fantasize as a predictor 
for all endogenous constructs in our model (Figure 15). No significant regression paths became 
insignificant, suggesting that common method bias is not salient in our data. 
Mann-Whitney U test applied to the dataset has shown that SNS type has no significant effect on 
the constructs (except one item sender’s anticipation of the recipient’s attitudeappealing, U= -1.985; p 
= .047), hence we decided not to split the sample by the platform. 65.56% of the respondents were 
female; the age ranged from 17 to 53 with the mean of 25.92 years. The majority of participants 
were either employed (52.78%) or students (34.44%).  
Results 
Hypotheses H1 and H2 were examined by the Mann-Whitney U test, which is a non-parametric 
equivalent of the independent samples t-test. It allows to compare differences between two 
groups accounting for the ordinal type and non-normal distribution of variables, which is the case 
for our perceptual constructs measured on a 7-point scale Likert scale or 10-point congruence 
scale. Our analysis reveals significant differences on reported value of the shared content between 
senders and recipients for both hedonic and utilitarian dimensions (H1a and H1b confirmed). In 
particular, senders perceive their own posts to be more enjoyable (U = -2.534; p = .011), appealing 
(U = -3.663; p = .000), informative (U = -2.013; p = .044), relevant (U = -2.634; p = .008) and 
interesting (U = -2.115; p = .034), as illustrated in Figure 17. 
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Figure 17. Mean values reported by senders and recipients (H1). 
Comparison between actual agreement and sender’s perceived agreement points out significant 
differences for utilitarian value (U = -3.641, p = .000) and for hedonic value (U = -5.411, p = .000). 
Similar to marital relationships (Acitelli et al. 1993), “false consensus effect” is present (Figure 
18): senders who share content on an SNS anticipate that perceptions of recipients regarding 
shared content would be more similar to their own (with mean congruence score 8.54 for hedonic 
dimension and 8.24 for utilitarian dimension), than they actually are (with the mean congruence 
score 7.27 for hedonic dimension and 6.71 for utilitarian dimension) (H2a and H2b supported).  
Differences between sender’s perceived agreement (SPA) and actual agreement (AA) also hold on 
the item-level: senders anticipate that perceptions of recipients will be more similar to their own 
when rating their post in terms of it being enjoyable (mean SPA=8.69; mean AA=7.56; U = -3.066, 
p = .002), appealing (mean SPA=8.40; mean AA=6.99; U = -3.488; p = .000), informative (mean 
SPA=8.18; mean AA=6.66; U = -3.577; p = .000), relevant (mean SPA=8.31; mean AA=6.70; U = -
4.258; p = .000), and interesting (mean SPA=8.22; mean AA=6.78; U = -4.111; p = .000), compared 
to the real degree of interpersonal perceptual congruence of the reported perceptions of senders 
and recipients (actual agreement).  
 
 
Figure 18. Congruence scores on actual agreement vs. perceived agreement (H2). 
In our research model on the effects of sender’s perceptual understanding of the recipient (Figure 
19), we hypothesized that sender’s understanding of the recipient regarding the value of the 
shared content contributes the recipient’s satisfaction with online relationship, which in turn 
triggers a set of behavioral responses of the recipient. Our research model was evaluated using 
the partial least squares (PLS) with the help of the SmartPLS v.3.2.7 (C. M. Ringle et al. 2015). First, 
we assessed our measurement model by evaluating convergent and discriminant validity. To 
ensure convergent validity, parameters for indicator reliability (IR), composite reliability (CR) 
and Average Variance Extracted (AVE) were computed for two multi-item constructs in our model 
(recipient's satisfaction with online relationship; intention to ignore the content from this user). 
All item loading exceeded the 0.7 threshold (Hair et al. 2012), which provides assurance for the 
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IR. Further, CR values for both constructs were higher than the required level of 0.7 (Hair et al. 
2012): CRsatisfactionR=0.914; CRintent_to_ignoreR=0.891. The AVE values surpassed the threshold level of 
0.5 (Quan-Haase and Young 2010): AVEsatisfactionR=0.730; AVEintent_to_ignoreR=0.804. Hence, 
convergent validity can be assumed. The criterion for discriminant validity that compares the 
square root of AVE with inter-construct correlations was also fulfilled for our model (Hulland 
1999, p. 200). Taken together, our measurement model is well-specified.  
 
Figure 19. Results of the structural model testing (***p<0.001, **p<0.01). 
In the next step, the Structural Model (SM) was evaluated by assessing the size of path coefficients 
and their significance via a bootstrapping procedure (see Figure 19). We find that the degree of 
sender’s understanding regarding the hedonic value is positively associated with recipient’s 
satisfaction with online relationship (β=0.253, p=0.009) thus supporting H3a. Understanding 
regarding the utilitarian value did not pass the significance threshold of 5% (β=0.163, p=0.285) 
and therefore H3b was rejected. Further, recipient’s satisfaction with the online relationship is 
positively linked to the provision of positive feedback by clicking on the ‘Like’-button (β=0.431, 
p=0.000), as well as to the intention to ignore the content of the sender (β=-0.503, p=0.000). 
Hence, H4a and H4b were supported in our sample. Finally, we controlled for the dyadic 
relationship and SNS usage. In line with past research (Cialdini et al. 1997; Savitsky et al. 2011), 
closeness positively affects recipient’s satisfaction with the online relationship (β=0.303**) and 
positive feedback (β=0.255*) significantly. However, no path coefficient in the original model 
became insignificant by including this effect. Communication frequency, sender’s/recipient’s time 
spent on SNS, sender’s posting activity and the type of SNS turned out to be insignificantly related 
to our three outcome variables. We discuss implications of our findings in the following section.  
Discussion 
In this section, we discuss our results by bridging them with related work and indicating our 
contribution for research and practice. This study investigated the observed contradiction 
between perception of content contributors (senders) and content consumers (recipients) 
(Wenninger et al. 2016). While senders are typically well-meaning in their sharing, their content 
is often seen as irritating, annoying, envy-inducing, and excessive (e.g., Krasnova et al. 2015). In 
order to shed light on this obvious gap in intentions and perceptions, a dyadic study with 90 
matched pairs of SNS users was conducted.  
Implications for Research 
This study adds to SNS research in several ways. First, our results provide a novel view on the 
undesirable consequences of content consumption for recipients on SNSs (Sasaki et al. 2016; 
Maier et al. 2015; Krasnova et al. 2015; Tandoc et al. 2015). Based on social cognition theory 
(Bandura 2002) and the perceptual congruence model (White 1985), we move beyond the one-
sided investigation of sender’s or recipient’s perceptions in isolation; instead we focus on the 
interpersonal nature of SNS communication as we compare user perceptions in a dyadic setting. 
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This allows us to show that senders generally value their content more than recipients, scoring 
the hedonic and utilitarian value of the content higher. This conforms with recent findings 
indicating that recipients complain about needless and irrelevant information forced to them in 
their News Feed (Fox and Moreland 2015). Moving beyond the existence of perceptual 
differences, our results suggest that these contradictions occur due to senders’ tendency towards 
egocentrism. Senders falsely anchored others’ perception on their own building on the 
assumption that others are similar to them. We provide evidence that senders are biased, because 
perceived agreement (intrapersonal congruence of the sender) is significantly higher than actual 
agreement (interpersonal congruence of senders’ and recipients’ actual assessment). Along these 
lines, we support results of Kruger et al. (2005) that “false consensus” bias is even higher in 
electronic communication, which accentuates importance of perspective-taking. Senders are 
trapped by egocentrism while focusing on their own interests and needs (Barasch and Berger 
2014). In this vein, we indicate that SNS artifacts like the invisible and heterogeneous audience 
coupled with asynchronous feedback leverages egocentrism and false-consensus bias compared 
to Face-to-Face communication. It challenges the ability of senders to put oneself in the shoes of 
others.  
The need for perspective-taking brings us to our next contribution. Specifically, we show that 
sender’s understanding of the recipient (accuracy of perspective-taking) influences relational 
outcomes. Subsequently, our findings highlight the critical importance of sender’s understanding 
of the hedonic value of the content for the recipient. At the same time, contrary to our 
expectations, sender’s understanding of the utilitarian value of the content for the recipient is not 
significantly related to relationship satisfaction. This result is plausible considering the hedonic 
orientation of SNSs, like Facebook or Instagram. We deem this finding as an indicator, that SNS 
environment are rather perceived as an environment for enjoyable pass time, which helps users 
to avoid boredom and supports them in their desire to procrastinate (Krasnova and Kift 2012; 
Kwak et al. 2014). This pleasure-oriented nature of SNSs stands in contrast with news websites 
aiming to inform people, or more goal-oriented professional networks like LinkedIn. 
Finally, in line with marital relationship research (Levinger and Breedlove 1966; Schröder-Abé 
and Schütz 2011), our results yield insights that understanding between communication partners 
positively influences relationship satisfaction. In this regard, we are able to show that when 
senders perform better in terms of “stepping into the shoes” of their audiences, this will pay itself 
off socially as the sender is likely to enjoy more positive feedback, e.g., in the form of ‘likes’, and 
better acceptance of the shared content among its recipients. Together, our findings uncover, help 
explain and explore the consequences of perceptual incongruence between senders and 
recipients of content on SNSs.  
Implications for Practice 
There is a number of practical implications for SNS providers and users resulting from our study. 
First, senders should be aware that their anticipation of recipients’ attitudes is biased in the 
direction of own perceptions, and is not fully reflective of the actual attitudes of the audience. 
Among others, social cognitive research explains that this may be due to differing emotional states 
(Van Boven and Loewenstein 2003). For instance, if someone shares content in a happy mood, it 
is hard to predict how people in a bad mood would react. Further, inaccuracies in perspective-
taking can be reinforced by false positive feedback. While negative emoticons have been 
introduced on Facebook, most feedback still remains positive and may create the false impression 
that recipients actually like the content, whereas in reality ‘likes’ are often given on the basis of 
tie strength, or simply as a confirmation of seeing the content (Lee et al. 2016). Hence, platform 
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providers should be aware of this vicious cycle of positive feedback, and work towards 
mechanisms that counteract this dynamics. 
Second, our results show that users who seek to be liked by their audience need to carefully think 
about the hedonic value of their content, since perceptions of hedonic value emerge as a critical 
driver of online relationship satisfaction, which in turn is positively associated with behavioral 
strategies favorable for a sender. This is in line with the results of Utz (2015) who shows that 
positive and entertaining content keeps the audience happy while contributing to the sense of 
connection.  
For SNS providers who rely on user-generated content, fostering perspective-taking, for example 
by increasing awareness of its importance, emerges as an important strategy to ensure platform 
sustainability in the long-run. Indeed, if senders of content are not able to take the perspective of 
their audience, their recipients will in the worst case start ignoring their updates by hiding the 
content, which can backfire in terms of reduced time spent on an SNS in general. In this regard, no 
communication takes place as the shared content will not be visible to any recipient. Based on our 
results, we recommend SNS providers to strengthen other-focus on their platforms to enrich 
social interactions while keeping the communication loop of senders sharing content and 
recipients reacting on it stable. Already now, daily time spent on Facebook is less than 10 minutes 
– a significant decrease compared to just a few years ago (Alexa 2017). 
Limitations and Future Research Suggestions 
As with every research project, our study is subject to limitations. We asked dyads to respond to 
the questionnaire having the other person in mind. This allowed us to have real dyads with 
differing tie strength in our sample. In addition, we were able to capture interpersonal 
understanding on a post level. Although we assured the respondents that their data is treated 
anonymously and will not be shared with their friends, it is possible that respondents were biased 
as they had to provide private thoughts and opinions with regard to their friends or distant 
acquaintances. With respect to our results, we were not able to identify any social desirability 
bias, but it would be interesting to see whether future studies can replicate our results. An 
extension of our study with strangers indicating their perception of the content could lead to 
further interesting findings, as such research design will be less influenced by relationship 
closeness. 
The survey was answered based on the latest post of the sender and related to one specific SNS 
connection. Certainly, users share different content over time and thus their accuracy in 
anticipating the perception of the value of the content for their peers might vary as well. In order 
to guide future research, we call for studies to investigate the factors that influence understanding. 
Our study revealed that understanding is crucial on SNS, but its antecedents remain unclear. 
Additionally, it could be also fruitful to analyze the divergence between actual and perceived 
agreement, and to further explore the determinants and consequences of false consensus bias on 
SNSs.  
Finally, we conducted a survey among Instagram and Facebook users. However, one could expect 
that interpersonal perceptions and their impact on other platforms might differ. For instance, it is 
possible that on professional SNSs like LinkedIn utilitarian understanding positively impacts 
recipient’s satisfaction with the online relationship. 
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Conclusion 
Inaccuracy in perspective-taking is a common concern of interpersonal communication. Similar 
to traditional writing where audience is often unknown to the sender, “broadcasting” to wide 
audience on SNSs requires ability to understand the potential readers in order to succeed. Our 
results provide insights on the bilateral perceptions of content that is shared on SNS. Senders’ 
accurate anticipation of recipients’ perceptions of the shared content can leverage a healthy SNS 
environment. In contrast, misunderstanding can lead to reluctance to follow the content on the 
part of the receiving audiences, thereby threatening to undermine the sustainability of SNSs. 
Together, our findings contribute to a better understanding of the underlying dynamics of content 
sharing and consumption on SNSs, and have significant implications for theory and practice. 
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11 Overarching Findings and Discussion 
To take advantage of information systems such as social networking sites, online shopping or 
other online services, users often have to disclose a number of personal information. This leads 
them to express high privacy risks, as they feel that they lose control over the use and 
dissemination of their data (Auxier et al. 2019). The IS privacy literature predominantly assumes 
that Internet users will use an information system if its benefits outweigh the privacy risks 
(Abramova et al. 2017; Krasnova et al. 2010a; Li 2012). This rational trade-off is referred to as the 
privacy calculus (Culnan and Armstrong 1999; Dinev and Hart 2006; Laufer and Wolfe 1977). 
However, observation of actual behavior shows that Internet users sometimes also reject a service 
even though it is privacy-friendly (Gerlach et al. 2019) or use a service despite its intrusiveness 
(Alashoor and Baskerville 2015; Brakemeier et al. 2016a). This is in contradiction to the privacy 
calculus. In fact, actual disclosure decisions seem to be influenced by situational factors such as 
affect, immediate gratification, bounded rationality, as well as the general context in which they 
are made (i.e., SNS, data-selling platforms etc.) (Dinev et al. 2015). Thus, current research only 
offers an incomplete picture of Internet users’ self-disclosure decisions. 
This thesis main goal is to establish a deeper understanding of the formation of Internet users’ 
self-disclosure decisions in light of the privacy calculus. In particularly, the sole focus on privacy 
risks and benefits underlying the privacy calculus is extended. Even though the existence of the 
privacy calculus is supported by many empirical studies (e.g., Krasnova et al. 2010a, Xu et al. 
2009), it often fails in explaining actual self-disclosure decisions and ultimately provide scattered 
results. Motivated by the lack of empirical explanations for scattered or even contradictious 
research results, it is of great importance to understand the dynamics behind self-disclosure for 
users, firms and policymakers. Understanding situational factors which affect self-disclosure is 
crucial when designing innovative technologies that rely on user data, or providing initiatives that 
protect users’ data. To reach this goal, six quantitative studies along with two structured literature 
reviews and two qualitative pre-studies are conducted. Across varying contexts like data 
marketplaces, social networking sites, and other smartphone applications, Internet users’ 
privacy-related judgements of online companies are examined. All studies are stemming from the 
assumption that the privacy risk-benefit analysis underlying the privacy calculus is oversimplified 
and thus does not reflect real disclosure behavior. In an attempt to identify additional nuances of 
self-disclosure decision-making, (1a) the antecedents of user’s willingness-to-sell personal 
information as well as (1b) distributive equity perceptions of data-driven online companies have 
been assessed, (2) overconfidence and evaluability mode have been identified to moderate the 
link between privacy risks and self-disclosure, and (3) social concerns have been found to impede 
self-disclosure decision-making beyond privacy concerns. The extension of the privacy calculus 
are shown in the following Figure: 
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Figure 20. Extension of the privacy calculus model with additional factors. 
By integrating theories stemming from other research fields into the privacy calculus (see Figure 
20 above), the privacy risk-benefit analysis has been extended by factors such as social concerns 
that replace privacy risks on SNS and mental shortcuts (like overconfidence) that distort the 
causal link between privacy risks and self-disclosure and thus lead to an irrational disclosure 
decision. To sum up, this thesis shows that the privacy calculus needs to be extended by other 
factors than benefits and privacy risks as depicted in Figure 20 in order to provide a deeper 
understanding of the factors that determine self-disclosure behavior in different contexts; 
sometimes even evidencing that privacy risk play no role at all. Extending the privacy calculus and 
thus reflecting individuals’ complex self-disclosure decision-making has got implications for 
research, individuals, organizations and policymakers, because it enhances privacy literature, 
protection and its legislation.  
Theoretical Contributions 
Overall, responding to the three overarching research questions, this thesis incorporated three 
different perspectives into the privacy calculus: (1) value-based approach, (2) cognitive and 
behavioral biases, and (3) social parameters. These perspectives determine the order of this 
thesis’ contributions expressed in the following.  
The first three research papers (1.A, 1.B., 1.C) are devoted to the research theme ‘value of privacy’ 
as a proxy for Internet users’ perceived privacy risks. These papers aim at clarifying what drives 
valuation of personal information and how it relates to the monetization extent of data-driven 
service providers from a user perspective. Starting off with a literature review, the first article 
presents a theoretical framework highlighting antecedents, research methods, and the value 
Internet users place on their privacy based on the results of 37 studies in different contexts. The 
corresponding literature framework shows that Internet users value their personal information 
differently depending on the context like type of information requested, data collector, and other 
situational factors. Beyond that, research merely focused on the investigation of individuals’ 
willingness to protect instead of peoples’ willingness to sell their data.  
Based on the results of this structured literature review, the second paper’s goal was to identify 
antecedents of individuals’ willingness to sell their personal information and their relative 
importance based on a context-independent study design. Since current research results are 
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scattered and differ across contexts, a more neutral setting – namely data selling platforms - was 
necessary in order provide more generalizable results. Together with the benefits of a qualitative 
pre-study, a conjoint-analysis shows that the amount of compensation, type of data collector, and 
its origin are the key factors influencing individuals’ willingness to sell their privacy.  
The third article deals with users’ perception of provider’s net value from personal information. 
Specifically, it revolves around the question in how far Internet users incorporate the value for 
the provider in their distributive equity assessment, which in turn affects satisfaction and 
continuance intention. Based on equity theory, the relationship between data-driven service 
providers and users is characterized as a bidirectional exchange process where values are 
transmitted from users to providers and vice versa. Thus, this study complements research on 
users’ perception of value of privacy by extending the privacy calculus model by users’ perception 
of providers’ value from personal information. It shows that users do not only account for a fair 
data handling process but also for a fair value distribution between them and providers in order 
to establish a long-term relationship.  
Research paper 2.A and 2.B are devoted to the investigation of reasons for irrational, unstable or 
sometimes paradoxical privacy-related judgements with regard to actual self-disclosure behavior. 
Since behavioral economics literature explains peoples’ mental shortcuts and thus deviations 
from rational decision-making, two biases stemming from this literature stream have been tested 
as potential moderators of the privacy risk-self-disclosure link. Both biases help explain why self-
disclosure decision making is not stable and uniquely across contexts. In fact, it is dependent on 
the framing of alternatives and Internet users’ overconfidence of their privacy knowledge. Thus, 
the privacy calculus is simplifying the cognitive and behavioral mechanisms behind self-
disclosure. In this regard, both research papers contribute to studies investigating paradoxical 
privacy decisions (Adjerid et al. 2018; Alashoor and Baskerville 2015; Brakemeier et al. 2016a; 
Gerlach et al. 2019) and ultimately provide a more nuanced picture of self-disclosure decisions. 
Based on these results, studies adopting a privacy calculus lens should consider that their 
respondents might be biased due to overestimation of their privacy knowledge or missing 
reference information.  
Finally, the last three research papers (3.A, 3.B, 3.C) are centered on social components of sharing 
personal information on SNS. First, a structured literature review was conducted which identified 
self-presentation and enjoyment as the major driver while perceived privacy risks or sometimes 
concerns constitute the most prominent impediment to self-disclosure on SNS. Thus, the 
literature review shows that the privacy calculus is the predominantly applied theory to describe 
disclosure behavior. However, interpersonal communication theory argues that when 
communicating to other individuals users perceive social concerns like fear of being negatively 
evaluated. Indeed, in article 3.B a qualitative pre-study evidences that social concerns are even 
more decisive for SNS users than privacy-related fears. Based on these results, the privacy calculus 
is extended by a social perspective in article 3.B whereas not only privacy concerns account for 
individuals’ worry when self-disclosing but also social concerns like being perceived as a braggart. 
These concerns are especially salient in online communication where the perception of others’ 
reactions and emotions is disturbed due to delayed feedback and its one-sided nature (‘Like’-
button only).  
Research paper 3.C digs deeper into individuals’ social concerns by investigating in how far 
senders on SNS overestimate/underestimate positive/negative perceptions evoked in their 
audience based on a dyadic study. Among others, the results highlight that users who share status 
updates overestimate the extent to which their messages are perceived as entertaining by their 
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recipients because they are unable to empathize with them and in turn not accurately predict their 
perceptions. In this regard, they are subject to a perspective-taking bias. To conclude, these three 
research papers argue that the privacy calculus needs to be contextualized for the SNS 
environment where privacy risks play a less significant role than social concerns.  
Taken together, all this thesis’ findings confirm that self-disclosure decisions are complex in 
nature and are highly depending on the context (e.g., availability of alternatives) in which they are 
made. In this vein, the results of this cumulative dissertation pursue one of the most critical factors 
of the information age, namely users’ privacy protection. Making it short, self-disclosure decisions 
are not always a result of a deliberate and cautious information processing solely based on an 
assessment of privacy risks and benefits as merely assumed in IS research. Based on this thesis’ 
results, the well-established privacy calculus needs to be extended by the following perceptions 
as well as cognitive and behavioral biases: 
 Perceived monetary amount of compensation, type of data requested, and origin of the 
data-driven business provider as major antecedents for users’ value of privacy 
 Distributive equity perceptions, expressed by the value from personal information for the 
provider 
 Evaluability bias determined by the availability of reference information 
 Overconfidence caused by an overestimation of ones’ privacy knowledge 
 Social concerns conceptualized as the fear of being negatively evaluated by others 
Limitations and future research suggestions stemming from these results are provided in the 
respective publication. 
Practical Contributions 
Making self-disclosure decisions is a difficult and complex task for Internet users in the digital age. 
Among others, it is determined by their value of privacy, benefits offered in return, perceptions of 
providers’ value from personal information, social concerns, as well as privacy risks along with its 
mental shortcuts. Explaining the dynamics and mechanisms behind Internet users’ self-disclosure 
decisions is not only of high importance for researchers, but also for firms, policymakers and 
individuals. For firms, users’ self-disclosure is crucial in order to personalize products or invent 
new ones. For example, online retailers can show their customers targeted products that they 
might like based on their analysis of customers’ purchase history. Thus, the magnitude of users’ 
privacy concerns is a key indicator in order to subsume the degree to which personal information 
can be used for personalization and marketing purposes without putting customers’ loyalty and 
acquisition at risk. In other words, firms need to keep track of their evoked privacy concerns and 
users’ perception of the monetization extent of their personal information in order to offer 
equivalent service benefits in return. Otherwise, users will feel that values are unfairly distributed 
between them and firms and in turn are dissatisfied with the service, eventually causing a service 
rejection. At the same time, firms should compare their privacy practices with other competitors, 
because in joint evaluation mode, customers’ perceive higher privacy risks attributed to the 
provider which gathers more data. Reversely, this means if individuals understand organizations’ 
privacy practices, it is incorporated into their decision-making. In other words, the more users 
know about the processing of their data, the more they use a service and disclose their data to that 
service provider (Staddon et al. 2012). Thus, by being transparent about their data practices 
organizations can gain competitive advantage and thus long-term customer loyalty. However, 
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there will always be a conflict about minimizing privacy violations while maximizing data 
collection by firms.  
Against this background, privacy-friendly service providers should educate their potential users 
to help them to understand and in turn consider privacy features to make privacy intelligent 
disclosure as well as usage decisions. In other words, Internet users need to be aware of the 
privacy-friendliness of these systems, because otherwise it is not taken into account when making 
a disclosure decision. More specifically, this thesis identified two biases which should be 
addressed by privacy-friendly providers. First, in order to overcome individuals’ overconfidence 
bias, Internet users need to be trained to leverage their knowledge and capabilities to make 
informed privacy decisions that are stable over time. Second, to mitigate the effect of an 
evaluability bias, privacy-friendly service providers should always present reference information 
next to their offer. For instance, they can highlight that they collect less personal information 
compared to competitors or display privacy seals. In this regard, Internet users are more likely to 
undergo a privacy risk analysis and thus privacy friendliness becomes indeed a competitive 
advantage.  
For SNS providers this thesis’ results offer explanations why users sometimes refrain from 
sharing personal information even though they perceive high benefits and low privacy risks. In 
addition to privacy concerns, information sharing on SNS seems to be inhibited by social concerns 
(i.e., fear of being negatively evaluated by others). In this regard, this thesis provides 
recommendations to help SNS providers to diminish users’ social concerns by building awareness 
about privacy functionalities and self-presentation dilemmas. For instance, with a large-scale 
image campaign, Facebook started to clarify the aspects of privacy in their social network. 
Facebook advertised with photos of users who have publicly shared personal information - 
supposedly from cluelessness – which they later regretted with regard to social threats or privacy 
concerns. According to the title of the campaign “Make Facebook your Facebook”, Facebook aimed 
at engaging their users to use the privacy settings and features in terms of deleting previous posts, 
limiting the audience, and to enlighten the complexity of the communication platform (Facebook 
2021). All in all, SNS providers should further increase users’ knowledge about such 
functionalities in order to avoid regret of self-disclosure or other social punishments (e.g., 
cyberbullying, offline gossip, unfriending etc.) which might lead to less content being shared on 
these platforms in the long-run.  
For governments, the magnitude of disclosure of personal information should be of utmost 
interest as it is a major driver of economic growth. Indeed, “IT analysts predicted that technology 
companies may severely suffer economically if citizens and businesses withdrew their use of 
cloud data storage, social networks such as Facebook, Twitter, Instagram, or user data-intensive 
companies such as Google, Microsoft, and Apple.” (Dinev 2014, p. 97). If individuals are unwilling 
to share their personal information, it might hinder digital innovativeness which relies on 
personal information being shared. In order to protect Internet users’ privacy online, the EU 
issued the GDPR, but since privacy violations are still an ongoing issue and privacy breaches are 
on the rise, policymakers should continuously track whether their regulations meet the constantly 
changing privacy practices of online companies. In fact, an international poll has shown that only 
50 percent of Internet users across more than 25 countries believe that their governments do 
enough to protect Internet users’ privacy (CIGI 2019). Thus, this thesis’ results are valuable for 
governments and policymakers for finding the right balance between minimizing privacy 
valuations for users and maximizing digital innovativeness based on personal data. For instance, 
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they can learn from this thesis’ results in which cases privacy plays a role in users’ decision making 
and ultimately needs to be protected by legislative rules.  
For Internet users, this thesis identified three cognitive biases users need to be aware of when 
deciding to self-disclose. First, evaluability bias has been shown to diminish in how far privacy 
risks are incorporated in individuals’ decision-making. In single evaluation mode, users’ are 
unable to assess the privacy risks evoked by an information system because no reference 
information is provided. When no reference information such as the personal information 
requested by a competitor is available, users are not confident in their privacy risk assessment 
and thus they have a lower disposition to their perceived risks. Second, Internet users are subject 
to an overconfidence bias, because when overestimating their privacy knowledge this leads to a 
less rational privacy decision-making. Resulting from these biases, Internet users do not make 
stable privacy decisions against the background of their preferences. Being aware of users’ pitfalls, 
malicious organizations can exploit users’ data in ways they have not foreseen it. Third, SNS users 
are fraught by a perspective-taking bias which makes it hard for them to predict the actual feelings 
and perceptions caused by their own shared content on the recipient side. Heterogeneous 
audience, asynchronous and limited feedback challenges intelligent self-disclosure since users 
overestimate the extent of positive perceptions while underestimating negative perceptions 
evoked by their messages.  
In the end, Internet users need to be aware of their cognitive shortcomings as it is up to each user 
to decide whether to disclose their personal information against the background of their own 
privacy preferences. Idealistically, users should be able to negotiate the disclosure of their 
personal information. However, Internet users will always feel the tension of being able to use 
new technologies which require personal information in order to provide their full functionalities 
and their wish to protect their information privacy. Even though this tension cannot be nulified 
users should be able to take their perceived privacy risks into consideration and make intelligent 
self-disclosure decisions which are perceived as fair, are not regretted or exploited by malicious 
organizations. 
12 Concluding Remarks 142 
12 Concluding Remarks 
Online self-disclosure is ubiquitous in todays’ digitized world. Although it provides benefits like 
monetary rewards, personalization or social advantages, it comes at the price of losing control 
over ones’ privacy. This cumulative thesis along with its 6 large-scale quantitative studies, two 
literature reviews, and qualitative pre-studies sheds light into the complex dynamics of online 
self-disclosure. It makes an important contribution to Information Systems research by 
broadening the understanding of scattered results based on the privacy calculus. Specifically, by 
combining behavioral economics, interpersonal communication theory and established value 
measurement methods with privacy research, the rational self-disclosure trade-off between 
benefits and privacy risks is extended. All in all, a more nuanced model of self-disclosure online is 
developed. 
I hope that future research can build on these results and take them into account when studying 
self-disclosure decisions. Apart from the future research suggestions that have already been 
stated in each research paper forming this thesis, the following ideas may be valuable for 
upcoming research projects. First, among others this thesis builds on behavioral economics to 
explore cognitive as well as behavioral biases which lead to irrational disclosure decisions. 
However, literature investigating bounded privacy-related decision making is still in its infancy 
(e.g., Adjerid et al. 2018; Gerlach et al. 2019) and thus more research is necessary to understand 
situational factors which jeopardize the rational risk-benefit analysis (Dinev et al. 2015). In this 
vein, longitudinal studies could offer further insights on users’ complex and context-dependent 
self-disclosure decisions (Wagner et al. 2021). 
Second, with the advent of sophisticated technologies such as artificial intelligence (AI) new 
privacy issues come to the spotlight (Li and Zhang 2017). For example, facial recognition can 
identify and ultimately surveil users in public spaces without their consent and thus gather 
information of people who aim to stay anonymous. Beyond that, AI applications can be used to re-
identify users in big data sets to infer and generate sensitive information from anonymized data 
sets (El Emam et al. 2011). This implies that individuals are faced with the challenge to fully 
understand when data is gathered, and how it can be used for unwanted purposes like profiling, 
surveillance, or data exploitation. Therefore, more research is necessary to investigate how 
privacy risks, norms, and beliefs evolve over time. At the same time, it would be fruitful to dig 
deeper into the effectiveness of privacy education which might help Internet users to make 
intelligent disclosure choices. In this regard, research can build on techniques like debiasing, 
feedback, warning or generally nudging (Acquisti et al. 2017) to identify mechanisms which 
leverage intelligent disclosure decisions. Moreover, the studies included in this thesis focused on 
users’ perceptions of providers’ misuse of personal information. Studying privacy risks stemming 
from other users could be another interesting research angle which is underdeveloped in privacy 
research to date (Bélanger and James 2020). To conclude, since privacy decisions, protection, and 
legislation are at center stage, more research is valuable to understand the full complexity of 
disclosure decisions against the background of sophisticated technologies and mental shortcuts.
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I think the benefits that Facebook brings me 
outweighs my privacy risks. 
.892 
UNV2 
The benefits associated with using Facebook are 
attractive enough compared to the privacy risks that 
come with it. 
.924 
UNV3 
Facebook is more beneficial to me than it poses a 




IS1 My Facebook profile is... .898 
IS2 My personal information collected by Facebook is... .919 




What I receive from using the services of the company 
is fair with regard to their profit. 
.931 
DF2 
The ratio between what I get out of using the service 
provided by the company and the profit the firm 
makes with me is fair. 
.935 
DF3 
I think what the company earns with me is fair in 
comparison to what they offer me. 
.954 
DF4 
The service the company offers me is commensurate 
with what they earn with it. 
.922 
DF5 





SAT1 I am very satisfied. .913 
SAT2 I am very pleased. .931 
SAT3 I am very contented. .939 




In the near future, I intend to continue using 
Facebook. 
.966 
CI2 I intend to continue using Facebook. .977 
CI3 I predict that I would continue using Facebook. .972 
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Appendix 3. Final Literature Sample (Paper 1.A). 
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Appendix 4. Survey Items (Paper 2.A). 
Perceived Risk of Information Disclosure - (Malhotra et al. 2004) 
7 pt. Likert Scale anchored with “strongly disagree” and “strongly agree” 
RSK1 In general, it would be risky to disclose my personal information to this application. 
RSK2 There would be high potential for loss associated with providing my personal information to this 
application. 
RSK3 There would be too much uncertainty associated with having my personal information gathered by 
this application. 
RSK4 Providing the provider of the application with my personal information would involve many 
unexpected problems. 
RSK5 I would feel safe giving my personal information to the provider of this application. (reverse) 
Hedonic (HED) and Utilitarian (UTL) Attitudes towards the Application - (Voss et al. 2003) 
7 pt. semantic differentials 
HED1 Not fun / Fun UTL1 Ineffective / Effective 
HED2 Dull / Exciting UTL2 Unhelpful / Helpful 
HED3 Not delightful / Delightful UTL3 Not functional / Functional 
HED4 Not thrilling / Thrilling UTL4 Unnecessary / Necessary 
HED5 Unenjoyable / Enjoyable UTL5 Impractical / Practical 
Intention to use the Application - 
(Malhotra et al. 2004) 
To what extent would you download this 
application to give it a try? (1 – 7) 
Visual Appeal of App Logo - (based on Montoya-Weiss et 
al. 2003) 
7 pt. semantic differentials 
INT1 Unlikely / Likely VIS1 I like the look of the logo. 
INT2 Not probable / Probable VIS2 The logo is attractive to me. 
INT3 Impossible / Possible VIS2 I like the graphics of the logo. 
INT4 Unwilling / Willing  
Perceived Evaluability of Privacy Risks (self-developed) 
7pt Likert Scale anchored with “strongly disagree” and “strongly agree” | While rating the privacy risks...  
EVA1 ... I had sufficient information at hand. EVA4 … I was able to decide by instinct. 
EVA2 … I had a good judgment. EVA5 … I knew exactly how I would answer. 
EVA3 … it was easy for me to tick the checkboxes.   
 
Appendix 5. Descriptive Statistics of Constructs in the Research Model (Paper 2.A). 






 App N Mean SD Mean SD Mean SD Mean SD 
Single 
Evaluation  
A 63 3.95 1.41 2.89 1.18 4.70 1.16 4.04 1.76 
B 67 4.32 1.28 3.39 1.10 4.95 1.15 4.35 1.71 
Joint 
Evaluation  
A 103 3.27 1.35 3.12 1.14 4.90 1.14 4.71 1.40 
B 103 4.78 1.32 4.02 1.17 4.76 1.16 3.68 1.66 
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Appendix 6. Privacy Quiz (F=false; T=true) (Paper 2.B). 
Q1 
Most mobile apps, such as Facebook or Google Maps, monitor and store the behavior of their 
users. (T) 
Q2 
If a mobile app contains a privacy policy, this means that the app will not share its user 
information with other companies. (F) 
Q3 The EU Data Protection Directive limits how long user data may be stored. (F) 
Q4 
Many apps require access rights to information such as contacts, calendars, etc. of their users, 
although this information would not be necessary for the core functionalities of the app. (T) 
Q5 
The same standard terms and conditions apply to all social networking sites. Deviations must be 
indicated by the operators. (F) 
Q6 
Social network operators (e.g., Facebook) also collect and process information from people who 
do not use their network at all. (T) 
Q7 If you own a smartphone, you give government agencies the ability to track your location. (T) 
Q8 Many apps access user information, such as their location, even when the app is not in use. (T) 
Q9 Each Messenger app uses end-to-end encryption. (F) 
Q10 Paid apps offer higher data protection. (F) 
 
 
