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Figure 2.1: Schematic of typical distribution of R2 in spatially varying fields. (a) 
Bimodal distribution of tubes (used in Figure 2.2 and 2.3) when 
fraction of small tubes is 20%. The relative size of large to small 
tube radii is (RL/RS)4=103. (b) Two distributions of tube size R2 with 
the same μ(R2) but different standard deviation used in Figure 2.4, 
2.6, and 2.7. As the coefficient of variation increases, the 
distribution of R2 is skewed to the right. (c) Distributions of R2 used 
in Figure 2.5. Note that σ(R2) of  two sets of tube size distribution 
with different μ(R2) are adjusted to have same COV(R2). 9 
Figure 2.2: Effect of coordination number cn on equivalent hydraulic 
conductivity in bimodal distribution kmix normalized by the hydraulic 
conductivity in the field composed of only large tubes kL. Each point 
is the average value of 20 realizations. Bimodal distribution of tubes. 
The relative size of large L to small S tube radii is (RL/RS)4 = 103. 
Two-dimensional network model: 50x50 nodes, 4900 tubes, and 
cn=4 (square) / cn=6 (triangle) / cn=8 (circle). Three-dimensional 
network model: 15x15x15 nodes, 9450 tubes, and cn=6 (diamond). 11 
Figure 2.3: Computed equivalent hydraulic conductivity in bimodal distribution 
kmix normalized by the hydraulic conductivity in the field composed 
of only large tubes kL, models and bounds as a function of the 
fraction of small tubes. Points represent the maximum (square), 
average (triangle), and minimum (circle) values of 20 realizations at 
each fraction of small tubes. Bounds and models are described in 
Table 2.1. Two-dimensional network model: 50x50 nodes, 4900 
tubes, bimodal distribution of tubes, relative size of large L to small 
S tube radii (RL/RS)4 = 103, and coordination number cn=4. 12 
Figure 2.4: Equivalent hydraulic conductivity in uncorrelated field kdist 
normalized by the hydraulic conductivity in uniformly distributed 
field khomo as a function of the coefficient of variation of R2. Each 
point is a single realization. All realizations have the same μ(R2). 
Two-dimensional network model: 50x50 nodes, 4900 tubes, and 
cn=4 (empty triangle), cn=6 (empty square), cn=8 (empty circle). 
Three-dimensional network model: 15x15x15 nodes, 9450 tubes, 
and cn =6 (solid diamond). Shaded areas show arithmetic ka, 
geometric kg, harmonic kh mean of 2D and 3D system, and analytical 




Figure 2.5: Anisotropic conductivity: Equivalent hydraulic conductivity in 
uncorrelated and distributed field kdist normalized by the hydraulic 
conductivity in uniformly distributed field khomo as a function of 
coefficient of variation of R2. Normalized hydraulic conductivities 
are obtained at different values of the ratio between the mean tube 
size parallel and transverse to the flow direction (RP/RT)2. Each point 
is the average value of 20 realizations (using same set of tube sizes, 
but different spatial distribution). For clarity, results for intermediate 
sequences are shown as shaded area. Normalized hydraulic 
conductivities in series of parallel and parallel of series circuits are 
also obtained. Two-dimensional network model: 50x50 nodes, 4900 
tubes, cn=4, and log-normal distribution of R2. 14 
Figure 2.6: Correlated field. (a) Equivalent hydraulic conductivity in isotropic 
uncorrelated and correlated networks kcor normalized by the 
hydraulic conductivity determined for the network of uniform 
distribution khomo as a function of the coefficient of variation of R2. 
(b) Coefficient of variation of the equivalent hydraulic conductivities 
as a function of the coefficient of variation of R2. The correlation 
length L is reported relative to the specimen size. Each point stands 
for the average of 100 realizations. Two-dimensional network 
model: 40x40 nodes, 3120 tubes, cn=4, and log-normal distribution 
of R2. 16 
Figure 2.7: Effect of anisotropic correlation on equivalent hydraulic 
conductivity in an anisotropically correlated field kCOV>0 normalized 
by the hydraulic conductivity in the uniform field kCOV=0. Three sets 
of tubes different COV(R2) are generated and used to form correlated 
fields of different anisotropic correlation length. LP and LT are the 
correlation lengths parallel and transverse to flow direction. D is the 
length of medium perpendicular to the flow direction. In the range 
between LP/LT=0.01 to 1, LP=2D/39 fixed and LT changes from 
2D/39 to 30D/39. In the range between LP/LT=1 to 100, LT=2D/39 
fixed and LP changes from 2D/39 to 30D/39. Each point is an 
average of 20 realizations. Two-dimensional network model: 40x40 
nodes, 3120 tubes, cn=4, and log-normal distribution of R2. 17 
Figure 2.8: Analysis of flow pattern in network model of bimodal distribution of 
R2 (2D cn=4 - Percolation occurs when the fraction of small tubes is 
0.5. Refer to Figure 2.2 and 2.3 for simulation details). (a) Flow 
intensity in each tube of the network of different fraction of small 
tubes. The change of flow pattern in each fraction of small tubes is 
well detected. The arrow indicates prescribed pressure gradient (i.e., 
predominant fluid flow direction) (b) Fraction of tubes tube50% 
responsible for 50% of total conductivity. The fraction total-tube50% 
is the summation of small-tube50% and large-tube50%. 19 
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Figure 2.9: Analysis of flow pattern in network model of log-normal distribution 
of R2 (refer to Figure 2.4 and 2.6 for simulation details). (a) Flow 
intensity in each tube in spatially uncorrelated network. (b) Flow 
intensity in each tube in spatially correlated networks. Thickness of 
line represents the intensity of flow rate. (c) Fraction of tubes 
tube50% responsible for 50% of total conductivity. 20 
Figure 2.10: Analysis of flow pattern in anisotropic networks made of tubes with 
the same mean size μ(R2) but different variance in size as captured 
in COV(R2) (refer to Figure 2.5 for simulation details). Flow 
intensity in each tube of the network with the ratio (a) 
μ(RP2)/μ(RT2)=0.01, (b) μ(RP2)/μ(RT2)=1.0, (c) μ(RP2)/μ(RT2)=100 
and different COV(R2). 22 
Figure 2.11: Analysis of flow pattern in anisotropically correlated networks made 
of three sets of tube areas with different COV(R2) (refer to Figure 
2.7 for simulation details). Flow intensity in each tube of the 
network with the ratio of (a) LP/LT=1/15, (b) LP/LT=1/1, and (c) 
LP/LT=15/1 and different COV (R2). The flow rate of tube in each 
direction is normalized by the maximum flow rate in each direction. 23 
Figure 2.12: Fraction of tubes tubes50% carrying 50% of total conductivity as a 
function of (a) coefficient of variation of R2 in anisotropically 
uncorrelated field and (b) the ratio of parallel correlation length LP 
of transverse correlation length LT. 24 
Figure 3.1: Predicted characteristic curves (Pc-vs-Sw) and relative permeability 
trends (kr-vs-Sw). (a) van Genuchten’s model. (b) Corey’s model. 
Selected m and λ values shown for each trend. See equations in 
Table 3.1 & 3.2. 30 
Figure 3.2: Experimental configuration. (a) Micromodel geometry. (b) Pressure 
chamber and peripheral components. 33 
Figure 3.3: Evolution of gas saturation – differential images. (a) Gas invasion 
into water-saturated micromodel - Inlet port connected at the center 
of the bottom plate. (b) Gas nucleation during depressurization of 
CO2-saturated water. 34 
Figure 3.4: Tube network model: Simulation algorithm. (a) Regular tube 
geometry. (b) Displacement mechanism: the invading phase 
displaces the defending phase by piston-type displacement. (c) 
Trapping algorithm: the defending phase in tube #1 is displaced in 
the “loose trapping” algorithm, but it remains trapped in the tube 
when the “tight trapping” algorithm is used. 35 
Figure 3.5: Gas invasion: Effect of loose and tight trapping algorithms on the 




Characteristic curve. (b) Relative gas permeability. (c) Relative 
water permeability. Results are obtained using a three-dimensional 
tube-network model: 13×13×13 nodes, 5460 tubes, coordination 
number cn=6, log-normal distribution of tube radius R, the mean 
tube size μ(R)=1μm, and the standard deviation in tube radius in 
logarithmic scale σ(ln(R/[μm]))=0.4. Parameters for Young’s 





Figure 3.6: Characteristic curves and relative permeabilities during gas invasion 
“gi” and internal gas nucleation “gn” obtained using the loose 
trapping algorithm. (a) Characteristic curves. (b) Relative 
permeabilities. Results are obtained using a three-dimensional tube-
network model: 13×13×13 nodes, 5460 tubes, coordination number 
cn=6, log-normal distribution of tube radius R, the mean tube size 
μ(R)=1μm, and the standard deviation in tube radius in logarithmic 
scale σ(ln(R/[μm]))=0.4. Parameters for Young’s equation 
Pc=2Tscos/R: Ts=72mN/m, θ=0°. For gas invasion, gas is injected 
through a total of 132 nodes on one boundary side of tube-network 
whose node size is 13×13×13. For gas nucleation, gas is injected 
through a total of 132 nodes distributed inside the tube-network. The 
lower bound characteristic curve “lb” is computed by sorting tubes 
and gradually invading from the largest pore to the smallest one 39 
Figure 3.7: Characteristic curves and relative permeabilities during gas invasion 
“gi” and internal gas nucleation “gn” obtained using the tight 
trapping algorithm. (a) Characteristic curves. (b) Relative 
permeabilities. Results are obtained using a three-dimensional tube-
network model: 13×13×13 nodes, 5460 tubes, coordination number 
cn=6, log-normal distribution of tube radius R, the mean tube size 
μ(R)=1μm, and the standard deviation in tube radius in logarithmic 
scale σ(ln(R/[μm]))=0.4. Parameters for Young’s equation 
Pc=2Tscos/R: Ts=72mN/m, θ=0°. For gas invasion, gas is injected 
through a total of 132 nodes on one boundary side of tube-network 
whose node size is 13×13×13. For gas nucleation, gas is injected 
through a total of 132 nodes distributed inside the tube-network. The 
lower bound characteristic curve “lb” is computed by sorting tubes 
and gradually invading from the largest pore to the smallest one. 40 
Figure 3.8: Gas invaded tubes (dotted lines) and percolating gas-filled tubes 
(continuous lines) during (a) gas invasion and (b) gas nucleation at 
different degrees of saturation. Note: water-filled tubes are not 
shown for clarity. Gas injection nodes are shown as solid circles. 
Line thickness is proportional to gas flow rate. Percolating gas 
saturation Sgp is the ratio of the volume of percolating gas-filled 
tubes to the volume of total tubes. Two-dimensional network model: 
tight trapping algorithm, 10x10 nodes, 162 tubes, coordination 








tube size μ(R)=1μm, and the standard deviation in tube radius in 
logarithmic scale σ(ln(R/[μm]))=0.4. Parameters for Young’s 
equation Pc=2Tscos/R: Ts=72mN/m, θ=0°. 
 
42 
Figure 3.9: Effect of spatial correlation in tube size distribution on soil water 
characteristic curve and relative permeability using (a) tight trapping 
and (b) loose trapping algorithm. Uncorrelated and correlated 
networks are made of an identical set of tubes, and same number and 
position of injection nodes are used for gas invasion and nucleation 
simulation. Two-dimensional network model: 20x20 nodes, 722 
tubes, coordination number cn=4, log-normal distribution of tube 
radius R, the mean tube size μ(R)=1μm, and the standard deviation 
in tube radius in logarithmic scale σ(ln(R/[μm]))=0.4. Parameters for 
Young’s equation Pc=2Tscos/R: Ts=72mN/m, θ=0°. Isotropic 
correlation L/D=0.67 is used where L is correlation length and D is 
the network size. 44 
Figure 4.1: Micromodel configuration and experimental component. (a) An 
etched micromodel. (b) A grain-based micromodel. (c) Open and 
closed micromodel. (d) Experimental components. 47 
Figure 4.2: Transient hydrate formation and dissolution in the grain-based and 
closed micromodel. (a) Hydrate forms, dissolves, and re-forms 
within 20 minutes. (b) Methane concentration change during hydrate 
formation and dissolution, and subsequent methane solubility change 
due to endothermic and exothermic events. 50 
Figure 4.3: Anticipated hydrate lens thickness that could form from the initially 
dissolved excess gas. Hydrate lens thickness λ in a medium with 
lens-to-lens spacing L is a function of the initial porosity n0, gas 
solubility in the absence and in the presence of gas hydrate c0 and cf, 
and gas concentration in hydrate ch. 52 
Figure 4.4: The effect of changes in interfacial tension on contact angle. The 
dotted line shows the droplet geometry when TLV decreases. 55 
Figure 4.5: Micromodel images. (a) CH4 gas-water. (b) CH4 gas-ice. (c) Water-
CH4 hydrate. (d) CO2 gas-CO2 hydrate. (e) CH4 gas-CH4 hydrate. (f) 
liquid CO2-CH4 hydrate 30 minutes after CH4 hydrate is submerged 
into liquid CO2. Etched micromodel: (a), (b), (c), (e), and (f). Grain-
based micromodel: (d). 57 
Figure 4.6: Space for viscous fingering, capillary fingering, and stable 
displacement in terms of dimensionless ratios NM and NC – refer to 
text (modified from Lenormand et al. 1988; tube network model 
simulations done by S. Dai, Georgia Tech). 57 
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Figure 4.7: Hydrate stability in small pores. (a) CH4 hydrate stability. 
Theoretical stability boundary of CH4 hydrates in (black continuous 
line) bulk phase and (blue dotted line) 50nm, (green broken line) 
20nm, (black chain line) 10nm pores. Experimentally obtained 
stability condition of CH4 hydrate in (♦) 102.6nm [Uchida et al., 
2002], (○) 49.5nm [Uchida et al., 2002], (▲) 30.9nm [Uchida et al., 
2002], (●) 30nm [Set et al., 2002], (■) 30.6nm [Anderson et al., 
2003], (×) 14nm [Handa and Stupin, 1992], (◊) 15nm [Set et al., 
2002], (□) 15.8nm [Anderson et al., 2003], (Δ) 11.9nm [Uchida et 
al., 2002], (●) 9.2nm [Anderson et al., 2003], (-) 6nm [Uchida et al., 
2002], (–) 6nm [Smith et al., 2002], and (+) 6nm [Seo et al., 2002] 
pores. Parameters for Gibbs-Thompson equation are Ts=32mN/m, 
mh=119.5g/mol, cosθ=1, ρCH4=914kg/m3, and Lf=53.2kJ/mol 
[Anderson et al., 2003]. (b) CO2 hydrate stability in small pores. 
Theoretical stability boundary of CO2 hydrates in (black continuous 
line) bulk phase and (blue dotted line) 50nm, (green broken line) 
20nm, (black chain line) 10nm pores. Experimentally obtained 
stability condition of CO2 hydrate in (♦) 102.6nm [Uchida et al., 
2002], (○) 49.5nm [Uchida et al., 2002], (▲) 30.9nm [Uchida et al., 
2002], (●) 30nm [Set et al., 2002], (■) 30.6nm [Anderson et al., 
2003], (×) 15nm [Smith et al., 2002], (◊) 15nm [Set et al., 2002], (□) 
15.8nm [Anderson et al., 2003], (Δ) 11.9nm [Uchida et al., 2002], 
(■) 10nm [Smith et al., 2002], (●) 9.2nm [Anderson et al., 2003], 
and (+) 6nm [Seo et al., 2002] pores. Parameters for Gibbs-
Thompson equation are Ts=30mN/m, mh=147.5g/mol, cosθ=1, 















Figure 4.8: CO2 hydrate formation, followed by dissociation by brine injection. 
(a) Water in gaseous CO2. (b) Water in gaseous CO2 after CO2 
flooding. (c) CO2 hydrates in gaseous CO2. (d) and (e) Brine 
injection. (f) CO2 hydrates dissociation after brine injection. 61 
Figure 4.9: Hydrate phase boundary – different methane and carbon dioxide gas 
mixtures. Molar fractions of methane nCH4 and carbon dioxide nCO2: 
(red broken line) nCH4/nCO2=0.25, (blue dotted line) nCH4/nCO2=1, 
(green chain line) nCH4/nCO2=4. 62 
Figure 4.10: Hydrate dissociation and subsequent possible ice formation. (a) 
Hydrate bearing sediment with initial hydrate saturation Sh. Under 
adiabatic conditions, the energy needed to dissociate hydrate can be 
supplied by the medium’s latent heat (case 1); additional heat may 
be gained from exothermic ice formation (case 2). (b) Consider a 
hydrate bearing sediment with porosity n=0.4 at an initial 
temperature Ti=7°C depressurized to Peq=3MPa so that the hydrate 
equilibrium temperature is Teq=2.5°C. Ice does not form if initial 
hydrate saturation is Sh=0.119. As the initial hydrate saturation 








increases. Ice fraction FRi is the portion of water (initial water and 
water from hydrate dissociation) converted into ice. Refer the Table 
5.3 for specific heat of mineral, water, gas, and hydrate and for latent 




Figure 5.1: Pressure and temperature condition for worldwide hydrate reservoirs 
(to the left of the phase boundary). Lines of equal hydrate-to-fluid 
expansion factor β=(Vg+Vw)/Vh are shown to the right (see Section 
5.2 for the derivation of the expansion factor β). Plotted cases 
correspond to: (•) Blake Ridge BR [DSDP 76 (Site 533), ODP 164 
(Site 994, 995, and 997), ODP 172 (Site 1062)], (×) Nankai Trough 
NT [ODP 131 (Site 808) IODP 314], (•) Japan Sea JS [ODP 127 
(Site 796)], (■) Northern Cascadia Margin CM [ODP 146 (Site 889 
and 890), IODP 311 (Site 1325, 1327, 1328, and 1329)], (□) East 
Sea (Korea) ES, (○) Gulf of Mexico GM [Green Canyon 955H, 
Walker Ridge 313], (◊) Krishna-Godavari Basin (India) KG [NGHP 
01 (3,5,7,10,14,18, and 19)], (▲) Hydrate Ridge HR [ODP 146 (Site 
892), ODP 204 (Site 1244, 1245, 1248, 1249, 1250, and 1251)], (+) 
Eel River Basin (California) ER [ODP 167 (Site 1019)],  (Δ) Mallik 
MA [2~5L-38], and (□) Mt. Elbert ME [ME-01] (Hydrate zone only 
below permafrost is considered here). The methane hydrate phase 
transformation boundary is shown for 3.5% salinity water [Sloan and 
Koh, 2008]. The modified Peng-Robinson equation of state [Stryjek 
and Vera, 1986] is used to calculate fluid expansion. We assume no 
solubility of methane gas in water, constant mass density for water, 
and no capillary effects, i.e., coarse grains. 72 
Figure 5.2: Pore-network model configuration and evolution of gas saturation 
during dissociation. (a) A pore-network model consists of pores 
interconnected by throats. Hydrate starts to dissociate and release 
gas when β>1. (b) Gas occupies the initially hydrate-filled pore 
when β≈1.8. (c) Gas expands into neighboring pores as expansion 
increases beyond β>1.8. 75 
Figure 5.3: Initial hydrate distribution and evolution of gas saturation during 
hydrate dissociation and gas expansion. (a) Initial hydrate 
distribution for a hydrate saturation of Sh=15%; uncorrelated random 
distribution is assumed. (b)~(c) Gas cluster formation during gas 
expansion; the different colors indicate different gas clusters. (d) 
Percolating gas cluster (blue) after the completion of gas expansion 
(β=8) is considered for the calculation of gas recovery efficiency. 
Two-dimensional pore-network model with periodic boundary 
condition: 20×20 pores, randomly distributed pore radius with 
constant mean μ(Rp)=1μm and standard deviation σ[ln(Rp)]=0.4. The 









the minimum of the two pore radii Rth=0.5·min(Rp1, Rp2). 80 
Figure 5.4: The effect of pore-network size on computed efficiency. Each point 
is an average of 10 realizations. Pore-network size: 15×15×30 
(solid) and 15×15×15 (empty). 82 
Figure 5.5: The effect of initial Shyd. Gas recovery efficiency E, and evolution of 
residual and isolated gas saturation as a function of expansion factor 
β for different initial hydrate saturation Sh=5%, 10%, 15%, 20%, 
30% and 40%. (a) Efficiency in gas recovery. (b) Residual gas 
saturation. (c) Isolated gas saturation. Each point is an average of 20 
realizations. Three-dimensional pore-network model: 15×15×15 
pores. Randomly distributed pore radius with constant mean 
μ(Rp)=1μm and standard deviation σ[ln(Rp)]=0.4. Pore throat 
Rth=0.5·min(Rp1, Rp2). Note: Symbols: numerical results (panes a, b, 
and c), Thin and thick lines: analytical model (pane a), Broken lines: 
trend added to facilitate the visualization of numerical results (panes 
b and c). 84 
Figure 5.6: The effect of mean pore size. Gas recovery efficiency E, and 
evolution of residual and isolated gas saturation as a function of 
expansion factor β for various mean pore size μ(Rp)=0.05, 0.1, 1, 10, 
and 100μm. Initial hydrate saturation Sh=15%. (a) Efficiency in gas 
recovery. (b) Residual gas saturation. (c) Isolated gas saturation. 
Each point is an average of 20 realizations. Three-dimensional pore-
network model: 15×15×15 pores. Randomly distributed pore radius 
with constant mean μ(Rp)=1μm and standard deviation 
σ[ln(Rp)]=0.4. Pore throat Rth=0.5·min(Rp1, Rp2). Note: Symbols: 
numerical results (panes a, b, and c), Broken lines: trend added to 
facilitate the visualization of numerical results (panes b and c). 85 
Figure 5.7: The effect of pore size variability. Gas recovery efficiency E, and 
evolution of residual and isolated gas saturation as a function of the 
pore size variability in terms of standard deviation for a lognormal 
pore size distribution: σ[ln(Rp/[μm])]=0 (uniform distribution), 0.1, 
0.2, 0.4, and 0.6. Initial hydrate saturation Sh=15%. (a) Efficiency in 
gas recovery. (b) Residual gas saturation. (c) Isolated gas saturation. 
Each point is an average of 20 realizations. Three-dimensional pore-
network model: 15×15×15 pores. Randomly distributed pore radius 
with constant mean μ(Rp)=1μm. Pore throat Rth=0.5·min(Rp1, Rp2). 
Note: Symbols: numerical results (panes a, b, and c), Thin and thick 
lines: analytical model (pane a), Broken lines: trend added to 
facilitate the visualization of numerical results (panes b and c). 86 
Figure 5.8: Macroscale analysis. Several cases of gas and water production 
during hydrate dissociation and gas expansion. (a) Initial hydrate and 




sediments. (c) All water remains in sediments (Sgres=0.21Sh). (d) Gas 
displaces the water from hydrate dissociation (Sgres=Sh). (e) Gas 
displaces all water (Sgres=1). 
 
88 
Figure 6.1: Devices and instrumentation: (a) Seafloor Process Simulator. (b) 
Internal instrumented soil cell; LVDT for sediment displacement 
measurements, bender element BM for S-wave velocity 
measurements, and thermocouples TC for temperature 
measurements (c) Complete system including peripheral electronics 





Figure 6.2: Pressure and temperature histories during hydrate formation. (a) 
Spontaneous hydrate formation in a gas-filled sand-clay mixture 
with initial water saturation Sw=50% (Test #3). (b) Hydrate 
formation in an initially dry, gas-filled sand triggered by water 
injection (Test #2). (c) Hydrate formation and dissolution during 
deaired-water injection in gas-filled sand that had some initial 
hydrate saturation (Test #2). (d) Hydrate formation in an initially 
water saturated sand triggered by water drainage and gas invasion 
(Test #1). (e) Hydrate dissociation by depressurization (final stage in 
Test #3). 101 
Figure 6.3: S-wave velocity changes during hydrate formation, dissolution, and 
dissociation (Test #3). 102 
Figure 6.4: Fines migration during hydrate dissociation. (a) Fines migration 
during upwards flow (Test #3). (b) Fines migration due to drainage 
through the bottom port (Test #4). 105 
Figure 6.5: Vuggy structure formation due to local clogging and particle 
displacement during gas bubble expansion (Text #3). (a) Distributed 
fines in a water-saturated sediment. (b) Gas bubble nucleation during 
hydrate dissociation: fines move with the gas-water interface as the 
gas bubble grows. (c) High fines concentration clogs pore throats. 
(d) Further gas bubble growth can push sand particles away. (e and 
f) Observed vuggy sediment structure. 106 
Figure 6.6: Gas driven fracture formation (Text #3). (a) Hydrate dissociation by 
SPS depressurization (i.e., decrease in the boundary total stress). (b) 
Rapid depressurization induces ice formation concurrent with 
hydrate dissociation. (c) Gas expansion creates gas-driven fracture 
formation that facilitates gas evacuation. 108 
Figure 6.7: Shear wave velocity in hydrate-bearing sediments. Trends shown are 
for sands (Equation 6.3). Experimental results correspond to Test #3: 
(1) ◊ No hydrate – before hydrate formation or after hydrate 





hydrate dissolution after gas-free water injection. (4) ○ Hydrate re-





 Gas hydrates are crystalline compounds made of gas and water molecules. Methane 
hydrates are found in marine sediments and permafrost regions; extensive amounts of 
methane are trapped in the form of hydrates. The unique behavior of hydrate-bearing 
sediments requires the development of special research tools, including new numerical 
algorithms (tube- and pore-network models) and experimental devices (high pressure 
chambers and micromodels). Hydraulic conductivity decreases with increasing variance in 
pore size distribution; while spatial correlation in pore size reduces this trend, both 
variability and spatial correlation promote flow focusing. Invading gas forms a percolating 
path while nucleating gas forms isolated gas bubbles; as a result, relative gas conductivity 
is lower for gas nucleation than for gas invasion processes, and constitutive models must 
be properly adapted for reservoir simulations. Physical properties such as gas solubility, 
salinity, pore size, and mixed gas conditions affect hydrate formation and dissociation; 
implications include oscillatory transient hydrate formation, dissolution within the hydrate 
stability field, initial hydrate lens formation, and phase boundary changes in real field 
situations. High initial hydrate saturation and high depressurization favor gas recovery 
efficiency during gas production from hydrate-bearing sediments. Even a small fraction of 
fines in otherwise clean sand sediments can cause fines migration and concentration, 








 Hydrate is a crystalline compound made of gas and water molecules found in 
marine sediments and permafrost regions. Methane hydrate could be a future alternative 
energy resource. The amount of methane contained in gas hydrate is estimated to be 
~3×1015 m3 [Boswell and Collett, 2011; NETL/DOE, 2011]. The largest fraction of gas 
hydrate resources resides in fine-grained sediments at relatively low saturations and may 
be difficult to recover; therefore, the technically-recoverable methane is assessed as 
~3×1013 m3 [Boswell and Collett, 2006; Boswell and Collett, 2011; NETL/DOE, 2011]. 
 Global warming may trigger hydrate dissociation and cause the release of methane 
into the atmosphere. As methane is a very effective greenhouse gas, a positive feedback 
loop may follow and accelerate climate change [Reagan and Moridis, 2007; Reagan and 
Moridis, 2008]. 
 The study of hydrate has implications on various geological and engineering 
processes. The upward migration of CO2 can form CO2 hydrate within the stability zone, 
i.e., a robust seal for CO2 geological storage [Tohidi et al., 2010]. Liquid CO2 can be used 
to replace methane in natural gas hydrates and to sequester CO2 inside the sediment in the 
form of CO2 hydrate [Jung et al., 2010]. Hydrate formation can hinder fluid flow inside 
flowline during hydrocarbon recovery [Sloan et al., 2009]. Finally, clathrate hydrate can be 
used for hydrogen storage [Koh et al., 2009]. 
1.2 Thesis organization 
 This research investigates fluid flow under single and mixed fluid conditions; pore-
scale physical properties relevant to hydrate formation and dissociation, and their effect on 
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gas recovery efficiency, and emergent phenomena during gas production. Contents are 
organized as follows. 
 Chapter 2 investigates the effect of statistical and spatial pore size distribution on 
the global hydraulic conductivity using tube-network models. Results show prevalent flow 
localization. 
 Chapter 3 reports experimental results on gas invasion and gas nucleation. Then, 
the tube-network model is used to mimic the experiments. The effects of two different gas 
generation methods on the soil water characteristic curve and relative permeability are 
studied and explained.  
 Chapter 4 focuses on pore-scale observations and analytical studies relevant to 
hydrate formation and dissociation processes. Solubility, phase boundary changes (as a 
function of pore size, salinity, and gas mixture), and thermal properties of hydrate bearing 
sediments are studied and their implications on hydrate formation and dissociation for gas 
production are investigated. 
 Chapter 5 documents a numerical study on recoverable gas from hydrate bearing 
sediments. Fluid volume expansion after hydrate dissociation is calculated as a function of 
pressure and temperature conditions. Results show the effects of fluid volume expansion, 
initial hydrate saturation, mean pore size, and pore size distribution on gas recovery 
efficiency. 
 Chapter 6 investigates several emergent phenomena during hydrate dissociation, 
such as secondary ice formation, fines migration, vuggy structure formation, and gas-
driven fracture formation using a new effective stress cell housed within the Seafloor 
Process Simulator. This is collaborative work with J.W. Jung and the research team at Oak 
Ridge National Laboratory. 




HYDRAULIC CONDUCTIVITY IN SPATIALLY VARYING MEDIA – 
A PORE-SCALE INVESTIGATION 
2.1 Introduction 
 The hydraulic conductivity k depends on the size of pores, their spatial distribution 
and connectivity. These pore-scale characteristics are defined by grain size distribution and 
formation history. In turn, hydraulic conductivity controls fluid invasion, flow rate and 
pore fluid pressure distribution. Consequently, hydraulic conductivity affects storativity, 
effective stress and mechanical stability, plays a critical role in geotechnical design, 
determines contaminant migration and the selection of remediation strategies, defines the 
limits for resource recovery (oil production and residual oil saturation, gas extraction from 
hydrate bearing sediments, methane recovery from coal bed methane, non-isothermal fluid 
flow in geothermal applications), and is a central parameter in the design of waste disposal 
strategies, from nuclear waste to CO2 sequestration. 
 In this study, we investigate the effect of pore-scale spatial variability on 
macroscale hydraulic conductivity using network models, following the pioneering work 
by Fatt (1956a, 1956b, 1956c). The main advantage of network models resides in their 
ability to capture pore-scale characteristics within a physically sound upscaling algorithm 
to render macroscale properties relevant to the porous medium. Networks can be generated 
either by assuming an idealized regular geometry, by adopting physically representative 
networks that capture the porous structure [Bryant et al., 1993] or by mapping the pore 
structures measured by high resolution tomographic technics onto a network structure 
[Dong and Blunt, 2009, see also Al-Raoush and Wilson, 2005; Narsilio et al., 2009]. 
Network model results are consistent with experimentally obtained values of permeability 
[Al-Kharusi and Blunt, 2007; Al-Kharusi and Blunt, 2008]. The approach has been used to 
 4 
 
upscale a wide range of pore-scale phenomena such as viscous drag, capillarity, phase 
change (e.g., ice or hydrate), and mineral dissolution. Consequently, network models have 
been used to study multiphase flow [Valvatne, 2004; Al-Kharusi and Blunt, 2008], 
wettability effects in multiphase flow [Suicmez et al., 2008], fine migration and clogging 
[Kampel et al., 2008], mineral dissolution [Hoefner and Fogler, 1988; Fredd and Fogler, 
1998], pressure-induced pore closure [David, 1993], CO2 sequestration [Kang et al., 2005], 
liquid or gas diffusion through porous media [Laudone et al., 2008; Mu et al., 2008], 
drying and unsaturation [Prat, 2002; Surasani et al., 2008], the effect of flow localization 
on diffusion [Bruderer and Bernabé, 2001], and resource recovery such as methane 
production from hydrate bearing sediments [Tsimpanogiannis and Lichtner, 2003; 
Tsimpanogiannis and Lichtner, 2006]. Furthermore, pore-scale network models have been 
coupled to continuum models to conduct field-scale simulations of complex processes such 
as clogging, reactive flow, and non-Darcian flow near well-bores [Balhoff et al., 2007]. 
 The first part of the manuscript summarizes previous studies. Then, we provide a 
detailed description of the numerical model, report statistical results in terms of equivalent 
hydraulic conductivity, and compare trends against known and analytically derived lower 
and upper bounds. 
2.2 Variability in hydraulic conductivity – Previous studies 
 Hydraulic conductivity can vary by more than ten orders of magnitude, from very 
low values in montmorillonitic shale to high values in gravels and boulders. Hydraulic 
conductivity varies widely even for a given material. The coefficient of variation, defined 
as the ratio between the standard deviation and the mean, can range from 100% to 800% 
for both natural sediments [Albrecht et al., 1985; Cassel, 1983; Duffera et al., 2007; 
Libardi et al., 1980; Warrick and Nielsen, 1980] and remolded sediments [Benson, 1993; 
Benson and Daniel, 1994]. Data are typically log-normal distributed so that x=log(k/[k]) is 
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Gaussian, where [k] captures the dimensions of k [Freeze, 1975; Hoeksema and Kitanidis, 
1985].  
 The correlation length L is the distance where the spatial autocorrelation decays by 
1/e≅0.368. The correlation length for hydraulic conductivity ranges from less than a meter 
to hundreds of meters. It is typically longer in the horizontal plane than in the vertical 
direction, in agreement with layering and weathering patterns [Bjerg et al., 1992; Ditmars 
et al., 1988; DeGroot, 1996; Lacasse and Nadim, 1996]. 
 The equivalent hydraulic conductivity keq of spatially varying media reflects the 
distribution of individual values ki, their spatial correlation and flow conditions. Available 
close-form solutions are summarized in Table 2.1. In particular, the equivalent hydraulic 
conductivity keq is (1) the harmonic mean of individual ki values in one-dimensional 
systems, (2) the geometric mean in two-dimensional media, and (3) higher than the 
geometric mean when seepage in 3D systems can take place through multiple alternative 
flow paths. The equivalent hydraulic conductivity in these three cases can be computed in 
terms of the geometric mean kg and the variance σ2 in log(k/[k]), as captured in the 
following expressions [Gutjahr et al., 1978; Dagan, 1979 -  refer to Table 2.1]: 
 ( )[ ]21 2logkgheq kkk σ−==       (1D system) (2.1) 
 geq kk =                                   (2D system)                                                      (2.2) 
 ( )[ ]61 2log kgeq kk σ+=              (3D system) (2.3) 
More complex systems have been studied using equivalent continuum numerical methods. 
Those results show that (1) flow rate decreases as the coefficient of variation COV(k) 
increases, and (2) the mean hydraulic conductivity in correlated fields is higher than in 
uncorrelated fields with the same coefficient of variation COV(k) [Griffiths and Fenton, 
1993; Griffiths et al., 1994; Griffiths and Fenton, 1997]. 
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Table 2.1. Equivalent hydraulic conductivity – Mixture models and Bounds 
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Note: keq = equivalent hydraulic conductivity; f0 and f1 are the fractions of the medium with hydraulic conductivity 






2.3 Network models 
 Network models consist of tubes connected at nodes, and can be used to simulate 
fluid flow through pervious materials. Volume can be added at nodes to reproduce various 
conditions [Blunt, 2001; Reeves and Celia, 1996; Acharya et al., 2004]. The flow rate 
through a tube q [m3/s] is a function of fluid viscosity η [N·s/m2], tube radius R [m], tube 










            tube equation – Poiseuille  (2.4) 
where α=πR4/(8ηΔL) under isothermal condition, constant viscosity, and constant tube 
radius. Mass conservation requires that the total flow rate into a node equals the total flow 
rate out of the node: 
 ∑ =0iq                                    node equation (2.5) 
 Equations 2.4 and 2.5 can be combined to determine the pressure at a central node 












 If all α-values are equal, Equation 2.6 predicts Pc = (Pa+Pb+Pr+Pl)/4. It is worth 
noting that this equation is identical to the first order central finite difference formulation 
of Laplace’s field equation. 
 Equation 2.6 is written at all internal nodes to obtain a system of linear equations 
which can be captured in matrix form: 
 BPA =   (2.7) 
where the matrix A is computed with tube conductivities α, P is the vector of unknown 
pressures at internal nodes, and the vector B captures known boundary pressures. The 
vector P can be recovered as P=A-1B. Once fluid pressures Pi are known at all nodes, the 
global flow rate Q through the network is obtained by adding the flow rate q (Equation 2.4) 
 8 
 
in all tubes that cross a plane normal to the flow direction. The equivalent network 
hydraulic conductivity in the direction of the prescribed external pressure gradient is 
calculated from the computed flow rate Q and the imposed pressure gradient between inlet 
and outlet boundaries. Insightful information is gained by analyzing prevailing flow 
patterns within the networks as will be shown later in this manuscript. 
 
Network generation. Networks are realized with pre-specified statistical characteristics. 
We control the coefficient of variation in tube size, spatial correlation, and isotropy to 
generate networks with different tube size distribution (mono-sized, bimodal, or log-
normal distributed) spatially uncorrelated or correlated and isotropic or anisotropic. Every 
realization is identified according to these three qualifiers. 
 Pore size R is log-normally distributed in sediments. Mercury intrusion porosimetry 
data for a wide range of soils and effective stress conditions show that the standard 
deviation in σ(ln (R/[μm])) is about 0.4±0.2 [Phadnis and Santamarina, 2011]. Examples of 
statistical distributions used in this study are shown in Figure 2.1. Throughout the 
manuscript, the log-normal distribution of pore cross sectional area is used in terms of R2, 
i.e., log(R2/[R]2) where [R] indicates unit of R. Tube R2 values are generated as R2=10a 
where a is a set of Gaussian distributed random numbers with given standard deviation. 
Values R2 are scaled to satisfy the selected mean value. While we assume log-normal 
distribution for network generation, we analyze results and global trends in terms of the 
mean and standard deviation of R2, that is μ(R2) and σ(R2) for each realization. 
 The computer code is written in MATLAB. The run time for each realization in a 






















































Figure 2.1. Schematic of typical distribution of R2 in spatially varying fields. (a) Bimodal 
distribution of tubes (used in Figure 2.2 and 2.3) when fraction of small tubes is 20%. The 
relative size of large to small tube radii is (RL/RS)4=103. (b) Two distributions of tube size 
R2 with the same μ(R2) but different standard deviation used in Figure 2.4, 2.6, and 2.7. As 
the coefficient of variation increases, the distribution of R2 is skewed to the right. (c) 
Distributions of R2 used in Figure 2.5. Note that σ(R2) of  two sets of tube size distribution 
with different μ(R2) are adjusted to have same COV(R2). 
 
 
2.4 Studied cases – Numerical results 
 Network models are used herein to extend previous studies on the effect of spatial 
variability and anisotropy on hydraulic conductivity. Numerical results are presented next. 
Simulation details are listed in the corresponding figure captions. 
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2.4.1 Bimodal distribution – Effect of coordination number and bounds 
 Consider a bimodal distribution made of large and small tubes of relative size 
RL/RS=5.62 so that their conductivity ratio is kL/kS=103 for constant tube length (refer to 
Equation 2.4). Twenty spatially randomly arranged networks are generated for each fixed 
fraction of small tubes. Two-dimensional networks with coordination number cn=4, 6, and 
8 and three-dimensional networks with coordination number cn=6 are used to investigate 
the effect of coordination number on flow conditions. Computed hydraulic conductivities 
are averaged for the 20 realizations and plotted in Figure 2.2 where the mean value is 
normalized by the hydraulic conductivity of the network model made of large tubes only, 
kmix/kL. 
 
 Results in Figure 2.2 show that network conductivity range in three orders of 
magnitude from kmix/kL=0.001 to 1.0 in agreement with the size ratio (RL/RS)4=103. 
Hydraulic conductivity values increase as the coordination number increases. There is a 
pronounced decrease in flow rate where large tubes cease to form a percolating path. 
Percolation thresholds (readily identified in linear-linear plots - see also Hoshen and 
Kopelman, 1976) decrease as coordination numbers increase; results are consistent with 
reported percolation thresholds for various networks: 2D-honeycomb (fraction of small 
tubes=0.65), 2D-square (0.5), 2D-triangular (0.35), and 3D-simple cubic arrangement 
(0.25) [Sahimi, 1994; Stauffer and Aharony, 1992].  
 Analytical solutions for equivalent hydraulic conductivity, and lower and upper 
bounds summarized in Table 2.1 are compared to numerical results in Figure 2.3. The 
normalized mean hydraulic conductivity for 20 realizations using 2D networks with cn=4 
follows the Matheron’s mixture model. All simulation results are between Wiener’s and 
Hashin and Shtrikman’s upper and lower bounds (Table 2.1). Hashin and Shtrikman 
bounds incorporate the dimensionality of the system resulting in 3D bounds that are shifted 
toward high keq values compared to 2D bounds. Overall, numerical and analytical results 
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point to higher value of hydraulic conductivity with a larger number of alternative flow 
paths. 
2.4.2 Coefficient of variation in random networks 
 We explore next the effect of variance in R2 by creating 2D and 3D networks with 
the same nominal mean μ(R2). Network statistics, mean μ(R2), standard deviation σ(R2), 
and coefficient of variation COV(R2) are evaluated for each realization. Note that R2-
distributions are skewed toward higher values as the coefficient of variation increases 































































Figure 2.2. Effect of coordination number cn on equivalent hydraulic conductivity in 
bimodal distribution kmix normalized by the hydraulic conductivity in the field composed of 
only large tubes kL. Each point is the average value of 20 realizations. Bimodal distribution 
of tubes. The relative size of large L to small S tube radii is (RL/RS)4 = 103. Two-
dimensional network model: 50x50 nodes, 4900 tubes, and cn=4 (circle) / cn=6 (triangle) / 
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Figure 2.3. Computed equivalent hydraulic conductivity in bimodal distribution kmix 
normalized by the hydraulic conductivity in the field composed of only large tubes kL, 
models and bounds as a function of the fraction of small tubes. Points represent the 
maximum (square), average (triangle), and minimum (circle) values of 20 realizations at 
each fraction of small tubes. Bounds and models are described in Table 2.1. Two-
dimensional network model: 50x50 nodes, 4900 tubes, bimodal distribution of tubes, 
relative size of large L to small S tube radii (RL/RS)4 = 103, and coordination number cn=4. 
 
 The conductivity of a given realization kdist is normalized by the conductivity kmono 
of the network made of all equal size tubes, i.e., R2=μ(R2) and COV(R2)=0. The 
normalized hydraulic conductivity kdist/kmono decreases as the coefficient of variation of R2 
increases (Figure 2.4) (see similar results in Bernabé and Bruderer, 1998). The normalized 
arithmetic, geometric, and harmonic means computed for each network are shown as 
shaded areas on Figure 2.4. The range in normalized hydraulic conductivities for 2D cn=4 
networks coincides with the shaded band of geometric means computed for all networks. 
Computed hydraulic conductivity values for 3D cn=6 and 2D cn=6 networks are the same 
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as the range obtained using Equation 2.3 and confirm the applicability of the close-form 
solutions. 
 These trends result from the increased probability of large tubes becoming 
surrounded by smaller tubes, i.e., there is an increased probability of finding a small tube 
along every potential flow path with increasing coefficient of variation COV(R2). This 
effect is more pronounced when the coordination number decreases because there are 
fewer alternative flow paths; in other words, network models with high coordination 
number are less sensitive to variation in pore size COV(R2) because a higher number of 
alternative flow paths develop in high connectivity condition. Flow patterns are analyzed 
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Figure 2.4. Equivalent hydraulic conductivity in uncorrelated tube network kdist normalized 
by the hydraulic conductivity for the mono-sized tube network kmono as a function of the 
coefficient of variation of R2. Each point is a single realization. All realizations have the 
same μ(R2). Two-dimensional network model: 50x50 nodes, 4900 tubes, and cn=4 (empty 
triangle), cn=6 (empty square), cn=8 (empty circle). Three-dimensional network model: 
15x15x15 nodes, 9450 tubes, and cn =6 (solid diamond). Shaded areas show arithmetic ka, 
geometric kg, harmonic kh mean of 2D and 3D system, and analytical solution keq of 3D 
system (Equation 2.3). 
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2.4.3 Anisotropic, uncorrelated networks 
 When tubes parallel to the predominant fluid flow direction are mono-sized RP 
(“parallel tubes”), the flow rate is proportional to RP4, and the distribution of tube size 
transverse to flow direction RT (“transverse tubes”) does not affect the global flow rate 
because there is no local gradient or fluid flow transverse to the main flow direction. This 
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Figure 2.5. Anisotropic conductivity: Equivalent hydraulic conductivity in uncorrelated 
and distributed tube network kdist normalized by the hydraulic conductivity for the mono-
sized tube network kmono as a function of coefficient of variation of R2. Normalized 
hydraulic conductivities are obtained at different values of the ratio between the mean tube 
size parallel and transverse to the flow direction (RP/RT)2. Each point is the average value 
of 20 realizations (using same set of tube sizes, but different spatial distribution). For 
clarity, results for intermediate sequences are shown as shaded area. Normalized hydraulic 
conductivities in series of parallel and parallel of series circuits are also obtained. Two-




 Let’s consider log-normal distributions for the size RP2 and RT2 of both parallel and 
transverse tubes. We select different mean values μ(RP2)≠μ(RT2) and adjust standard 
deviations σ(RP2) and σ(RT2) so that both parallel and transverse tubes have the same 
coefficient of variation COV(R2). 
 Results in Figure 2.5 show that the normalized hydraulic conductivity decreases as 
the coefficient of variation COV(R2) increases when μ(RP2)/μ(RT2)>1. However, the 
hydraulic conductivity may actually increase when transverse tubes are of high 
conductivity as shown by the μ(RP2)/μ(RT2)= 10-2 case: fluid flows along transverse tubes 
until it finds parallel tubes of high conductivity, mostly with RP2>μ(RP2). 
 Two extreme networks of “series-of-parallel” and “parallel-of-series” tubes provide 
upper and lower bounds to the numerical results (shown as lines in Figure 2.5). When the 
ratio of (RP/RT)2 is larger than 10-1, the network responds as a parallel combination of 
tubes in series. When the ratio of (RP/RT)2 is smaller than 10-1, pressure is homogenized 
along the relatively large transverse tubes, as captured in the series-of-parallel bound. 
2.4.4 Spatial correlation in pore size – Isotropic networks 
 Spatial correlation in pore size upscales to the macroscale hydraulic conductivity in 
unexpected ways. The methodology followed in this study starts with a set of tubes with 
fixed μ(R2) and COV(R2). Then, we use the same set of tubes to generate 100 randomly 
redistributed spatially uncorrelated networks and other three sets of 100 isotropically 
correlated networks with correlation lengths L/D=5/39, 15/39, and 30/39 (where L is 
correlation length and D is the network size transverse to the overall flow direction) and 
for different COV(R2). We use the method by Taskinen et al. (2008) to create correlated 
fields. 
 Hydraulic conductivities are numerically computed for all networks kcor. For 
comparison, the hydraulic conductivity kmono is evaluated for a network of equal size tubes, 
i.e., COV(R2)=0. The normalized mean hydraulic conductivity kcor/kmono computed using 
 16 
 
the 100 realizations for each COV(R2) is plotted versus COV(R2) in Figure 2.6a. The 
normalized mean conductivity decreases with COV(R2) in all cases in agreement with 
Figure 2.4, but it is higher in correlated than in uncorrelated networks. Note that the 
variance from the mean trend also increases with COV(R2) and it is exacerbated by spatial 
correlation L/D (Figure 2.6b). 
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Figure 2.6. Correlated field. (a) Equivalent hydraulic conductivity in isotropic uncorrelated 
and correlated tube network kcor normalized by the hydraulic conductivity for the mono-
sized tube network kmono as a function of the coefficient of variation of R2. (b) Coefficient 
of variation of the equivalent hydraulic conductivities as a function of the coefficient of 
variation of R2. The correlation length L is reported relative to the specimen size. Each 
point stands for the average of 100 realizations. Two-dimensional network model: 40x40 













































































    
 
 
Figure 2.7. Effect of anisotropic correlation on equivalent hydraulic conductivity in an 
anisotropically correlated tube network kCOV>0 normalized by the hydraulic conductivity 
for the mono-sized tube network kmono. Three sets of tubes different COV(R2) are generated 
and used to form correlated fields of different anisotropic correlation length. LP and LT are 
the correlation lengths parallel and transverse to flow direction. D is the length of medium 
perpendicular to the flow direction. In the range between LP/LT=0.01 to 1, LP=2D/39 fixed 
and LT changes from 2D/39 to 30D/39. In the range between LP/LT=1 to 100, LT=2D/39 
fixed and LP changes from 2D/39 to 30D/39. Each point is an average of 20 realizations. 
Two-dimensional network model: 40x40 nodes, 3120 tubes, cn=4, and log-normal 




2.4.5 Spatial correlation in pore size – Anisotropic networks 
In order to gain further insight into the previous results, we study the effect of anisotropy 
in correlation length following a similar approach, but in this case we distinguish the 
correlation length parallel to the overall flow direction LP from the correlation length 
transverse to the overall flow direction LT. The isotropic case is created with 
LP/D=LT/D=2/39 so that LP/LT=1.0. High correlation parallel to the flow direction is 
simulated by increasing LP/D, while high correlation transverse to the flow direction is 
imposed by increasing LT/D. The study is repeated for three sets of R2 with COV(R2)=0.5, 
1.4, and 2.8. 
 Average hydraulic conductivity values (based on 20 realizations) are normalized by 
the hydraulic conductivity kmono of the network made of equal size tubes. Results in Figure 
2.7 show that the normalized hydraulic conductivity kCOV>0/kmono increases as spatial 
correlation parallel to the flow direction LP/LT increases and it may even exceed the 
conductivity of the mono-sized tube network in highly anisotropic networks with very high 
LP/LT values. Otherwise, variation in tube size COV(R2) has a similar effect reported 
previously: an increase in COV(R2) causes a decrease in hydraulic conductivity (see Figure 
2.4 and 2.6). Overall, results in Figure 2.7 point to pore-scale flow conditions similar to 
those identified in Figure 2.5. 
2.5 Discussion 
 Numerical results show the evolution of percolation in bimodal system (Figure 2.2 
and 2.3), and the decrease in hydraulic conductivity with increasing variance in pore size 
while the mean value of pore size remains constant. This is observed for all types of 
network topology (Figure 2.4), and in both spatially correlated and uncorrelated networks 
(Figure 2.6). The only exception to this trend is found in highly anisotropic porous media 
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Figure 2.8. Analysis of flow pattern in network model of bimodal distribution of R2 (2D 
cn=4 -  Percolation occurs when the fraction of small tubes is 0.5. Refer to Figure 2.2 and 
2.3 for simulation details). (a) Flow intensity in each tube of the network of different 
fraction of small tubes. The change of flow pattern in each fraction of small tubes is well 
detected. The arrow indicates the predominant fluid flow direction. (b) Fraction of tubes 
tube50% responsible for 50% of total conductivity. The fraction total-tube50% is the 
summation of small-tube50% and large-tube50%. 
 
 To facilitate the visualization of flow patterns, we compute tube flow rates 
(Equation 2.4), and represent tubes with lines of thickness proportional to flow rate 
(additional plotting details are noted in figure captions). Figure 2.8a shows flow patterns in 
bimodal distribution networks made of different fractions of small tubes. Flow localizes 
along dominant flow channels when the fraction of small tubes is 50% which is near the 
percolation threshold for this network (2D cn=4). Few flow paths are responsible for the 
global conductivity in networks where the fraction of either small or large tubes is ~50% 
(Figure 2.8a ②); conversely, multiple flow paths contribute to the global conductivity in 
networks made of a majority of either small or large tubes (Figure 2.8a ① and ③). 
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Figure 2.9. Analysis of flow pattern in network model of log-normal distribution of R2 
(refer to Figure 2.4 and 2.6 for simulation details). (a) Flow intensity in each tube in 
spatially uncorrelated network. (b) Flow intensity in each tube in spatially correlated 
networks. Thickness of line represents the intensity of flow rate. (c) Fraction of tubes 
tube50% responsible for 50% of total conductivity. 
 
 
 The fraction of parallel tubes which conducts 50% of the total flow, tubes50%, 
quantifies this observation (Figure 2.8b). The values is tubes50%=50% when all tubes are of 
the same size, either large or small, which means flow is homogeneous. Fluid 
preferentially flows along the large tubes so that large tubes are responsible for 50% of the 
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total flow until the fraction of small tubes exceeds ~65%. The participation of small tubes 
starts to increase above the large-tube percolation threshold (0.5 - Point ② in Figure 2.8b). 
In general, flow always seeks the larger tubes. 
 Distributed tube diameters exhibit a similar response. Most parallel tubes contribute 
to total flow when the coefficient of variation of R2 is low (Figure 2.9a ①). Flow becomes 
gradually localized as COV(R2) increases and fewer channels contribute to global flow 
(tubes50% in Figure 2.9c). Consequently, hydraulic conductivity decreases as shown earlier 
(Figures 2.4 and 2.6). The main effect of spatial correlation is to channel flow along 
interconnected regions of high conductivity (compare Figures 2.9a and 2.9b, see also 
Bruderer-Weng et al., 2004 for the effect of different correlation lengths on flow 
channeling). 
 Flow patterns in anisotropic networks are shown in Figure 2.10 and 2.11 for 18 
realizations with different degrees of anisotropy μ(RP2)/μ(RT2), spatial correlation LP/LT, 
and tube size variability COV(R2). The number of parallel tubes responsible for 50% of the 
total flow is included in Figure 2.12 for all cases. Significant flow takes place along 
transverse tubes when transverse tubes are much more conductive than parallel tubes 
μ(RP2)≪μ(RT2) (Figure 2.10a), or when there is high transverse correlation LP/LT≪1 
(Figure 2.11a - upper bound was labeled “series-of-parallel” configuration in Figure 2.5). 
On the other hand, there is virtually no flow along transverse paths when parallel tubes are 
much larger than the transverse tubes μ(RP2)≫μ(RT2) (Figure 2.10c) or when there is high 
longitudinal correlation LP/LT≫1 (Figure 2.11c); in these cases, flow localizes along linear 
flow paths and global conductivity is limited by the smallest tubes along their longitudinal 
paths (third row in Figures 2.10 and 2.11 - referred to the “parallel-of-series” bound in 
Figure 2.5). Therefore, the number of parallel tubes responsible for most of the flow 








































τ = 375.9 τ = 243.7 τ = 179.8
τ = 1.1 τ = 2.6 τ = 4.2
τ = 1.0 τ = 1.0 τ = 1.0  
 
 
Figure 2.10. Analysis of flow patterns in anisotropic networks made of tubes with the same 
mean size μ(R2) but different variance in size as captured in COV(R2) (refer to Figure 2.5 
for simulation details). Anisotropy ratios: (a) μ(RP2)/μ(RT2)=0.01, (b) (RP2)/μ(RT2)=1.0, (c) 
μ(RP2)/μ(RT2)=100. The arrow indicates the global flow direction. The line thickness used 
to represent the tubes is proportional to the flow intensity in each tube. Tortuosity values τ 
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Figure 2.11. Analysis of flow pattern in anisotropically correlated networks made of three 
sets of tube areas with different COV(R2) (refer to Figure 2.7 for simulation details). 
Anisotropy ratios: (a) LP/LT=1/15, (b) LP/LT=1/1, and (c) LP/LT=15/1. The arrow indicates 
the global flow direction. The line thickness used to represent the tubes is proportional to 





































Figure 2.12. Fraction of tubes tubes50% carrying 50% of the total flux as a function of (a) 
coefficient of variation of R2 in anisotropically uncorrelated field and (b) the ratio of 
parallel to transverse correlation length LP/LT. 
 
 
 Let’s define the network tortuosity factor as the ratio τ=(NCP/Nhom)2 between the 
total number of tubes in the backbone of the critical path NCP and the number of tubes in a 
straight streamline parallel to the global flow direction Nhom [details in David, 1993]. A 
critical path analysis in terms of tube flow rate is used to compute the tortuosity factors for 
fluid flow (see Bernabé and Bruderer, 1998). Figure 2.10 and 2.11 show flow patterns and 
associated tortuosity values. In agreement with visual patterns, there is a pronounced 
decrease in tortuosity when μ(RP2)>>μ (RT2) in anisotropic uncorrelated fields (Figure 
2.10) or when LP/LT>>1 in anisotropic correlated fields with high COV(R2) (Figure 2.11). 
 Spatial correlation reduces the probability of small tubes being next to large ones, 
and leads to more focused channeling of fluid flow through the porous network. This can 
be observed by visual inspection of cases shown in Figure 2.11 in comparison to the 
corresponding ones in Figure 2.10. 
 
Tube length variability. Simple geometrical analyses show that the distance between 
adjacent pore centers is 2R for simple cubic packing and face-centered cubic packing, and 
5.1 R for tetrahedral packing, where R is the grain radius [see also Lindquist et al., 2000]. 
However, the constant tube length assumption made in this study is only an idealization for 
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real sediments [Bryant et al., 1993]. For example, the distance between adjacent pore 
centers in Fontainebleau and Berea sandstones ranges from 20 to 600μm with most tube 
lengths between 130 and 200μm [Lindquist et al., 2000; Dong and Blunt, 2009].  
 While pore-to-pore distance varies in real sediments, we note that the hydraulic 
conductivity of tubes is much more dependent on the radius than on the tube length (see 
Equation 2.4). Therefore, the imposed variability in tube radius causes variability in tube 
conductivity q that could equally capture tube length variability. Clearly, variations in tube 
length would imply a non-regular network topology. 
2.6 Conclusions 
 Grain size and formation history dependent pore size distribution and spatial 
variability determine the hydraulic conductivity, immiscible fluid invasion and mixed fluid 
flow, resource recovery, storativity, and the performance of remediation strategies. 
Numerical simulations with porous networks permit the study of pore-size distribution, 
spatial correlation and anisotropy on hydraulic conductivity and flow patterns in pervious 
media.  
 In most cases, the hydraulic conductivity decreases as the variance in pore size 
increases because flow becomes gradually localized along fewer flow paths. As few as 
10% of pores may be responsible for 50% of the total flow in media with high pore-size 
variability. The equivalent conductivity remains within Hashin and Shtrickman bounds. 
 Spatial correlation reduces the probability of small pores being next to large ones. 
There is more focused channeling of fluid flow along interconnected regions of high 
conductivity and the hydraulic conductivity is higher than in an uncorrelated medium with 
the same pore size distribution. 
 The equivalent hydraulic conductivity in anisotropic correlated media increases as 
the correlation length parallel to the flow direction increases relative to the transverse 
correlation. The hydraulic conductivity in anisotropic uncorrelated pore networks is 
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bounded by the two extreme “parallel-of-series” and “series-of-parallel” tube 
configurations. Flow analysis shows a pronounced decrease in tortuosity when pore size 
and spatial correlation in the flow direction are higher than in the transverse direction.  
 While Poiseuille flow defines the governing role of pore size on hydraulic 
conductivity, the numerical results presented in this manuscript show the combined effects 
of pore size distribution and variance, spatial correlation, and anisotropy (either in mean 
pore size or in correlation length). In particular, results show that the proper analysis of 
hydraulic conductivity requires adequate interpretation of preferential flow paths or 
localization along interconnected high conductivity paths, often prompted by variance and 
spatial correlation. The development of flow localization will impact a wide range of flow 
related conditions including the performance of seal layers and storativity, invasion and 
mixed fluid flow, contaminant migration and remediation, efficiency in resource recovery, 








EVOLUTION OF SATURATION AND RELATIVE PERMEABILITY 
DURING GAS INVASION AND NUCLEATION 
3.1 Introduction 
 Gas and water permeabilities control gas recovery efficiency and determine the 
economic development of hydrate bearing sediments [Johnson et al., 2011; Minagawa et 
al., 2004; Minagawa et al., 2007; Gupta, 2007; Kleinberg et al., 2003]. While it would 
appear that gas and water permeabilities during hydrate dissociation should depend on 
initial hydrate distributions, there is no laboratory data or numerical simulation result to 
guide the selection of adequate parameters for reservoir simulations. 
 The study of unsaturated soil behavior has led to the development of expressions 
for degree of saturation S and permeability kr as a function of capillary pressure Pc [Corey, 
1954; Brooks and Corey, 1964; Stone, 1970, van Genuchten, 1980]. These Pc-S 
expressions can be used to investigate similar conditions in resource recovery such as oil 
production and the injection of liquid CO2 into water-saturated sediments. 
 The air-vapor phase is continuous in unsaturated soils, where the gas-vapor phase 
invades the medium from a boundary, i.e., “external gas drive process”. However, gas 
comes out of solution and bubbles grow within the sediment in methane production from 
hydrate bearing sediments, i.e., “internal gas drive process” (Note: this situation also takes 
place in seepage conditions downstream of earth dams). These two cases are referred to as 
“internal gas drive process” for the case of nucleation and gas liberation during 
depressurization, and “external gas drive process” or gas injection, for the case of forced 
invasion [Yortsos and Parlar 1989, Poulsen et al. 2001, Nyre et al., 2008]. 
 The manuscript first introduces and summarizes previous studies. Then, we use a 
micromodel to gather unprecedented experimental data, and tube-network models for 
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numerical simulations that explore differences between gas invasion and gas nucleation on 
the evolution of the soil water saturation and relative permeabilities. 
3.2 Previous studies 
 The development of governing equations for unsaturated soils has centered on 
changes in saturation as a function of capillary pressure (known as “soil water 
characteristic curve”), the evolution in relative water and gas permeabilities with 
saturation, and ensuing mechanical implications (i.e., effective stress, stiffness and 
strength). The first two are reviewed next. 
3.2.1 Soil water characteristic curve 
 The soil water characteristic curve SWCC captures the causal link between water 
saturation and capillary pressure [see also Wilkinson and Willemsen, 1983; Lenormand 
and Zarcone, 1985]. The soil water characteristic curve is also referred to as the soil water 
retention curve, soil water release curve, capillary pressure curve, or the suction water 
content relationship [Leong and Rahardjo, 1997; Fredlund, 2002; ASTM D6836-02]. The 
wetting and drying processes result in different soil water characteristic curves. The ASTM 
standard method deals only with the drying cycle due to experimental difficulties in 
obtaining SWCC measurements during wetting [Hillel, 1980]. The relation between 
capillary pressure and water saturation is usually obtained by applying a vacuum or air 
pressure to a soil sample or drying the soil sample under controlled relative humidity. 
 Pore throat size distribution, spatial correlation, soil fabric, contact angle, and 
interfacial tension affect the shape of the characteristic curve [Francisca and Arduino, 
2007; Mitchell and Soga, 2005]. The air entry value is the pressure when decisive de-
saturation begins. The air entry pressure increases as pore size decreases and it is much 




Table 3.1. Water saturation in hydrate bearing sediments as a function of capillary pressure 
Pc=Pg-Pw   
Factors used in hydrate bearing sediment study 
Equation Relative 
saturation S  Smxw Srw P0 m or λ 
References 
1 0.14 / 0.46 Gamwo and Liu (2010) 
/ / 0.1MPa 0.45 Moridis and Reagan (2007
a) 
Moridis and Reagan (2007b) 
/ 0.19 2kPa 0.45 Moridis and Sloan (2007) 
/ / 0.1MPa 0.45 Moridis et al. (2009) 
/ / 5kPa 0.77 Moridis et al. (2010) Reagan et al. (2010) 












































0.2 1kPa 0.45 
Hong and Pooladi-Darvish 
(2003) 
Uddin et al. (2008) 






























 Srg=0.1 0.1 5kPa - 0.25 Konno et al. (2010) 
Note: (1) Smxw: maximum water content, Srw: residual water content, P0: air entry value, m: 
van Genuchten equation’s fitting parameter, and λ: pore size distribution index. (2) Factors 
depend on soil type: the finer the soil is, the higher P0 is. (3) /: not reported. 
 
 There are several analytical expressions to capture the soil water characteristic 
curve in terms of the capillary pressure Pc as a function of relative water saturation S = 
(Sw-Sr)/(1-Sr) where Sw is the water saturation and Sr is the residual water saturation 
[Corey, 1954; Brooks and Corey 1954; van Genuchten, 1980; Fredlund and Xing 1994]. 
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Figure 3.1. Predicted characteristic curves (Pc-vs-Sw) and relative permeability trends (kr-
vs-Sw). (a) van Genuchten’s model. (b) Corey’s model. Selected m and λ values shown for 
each trend. See equations in Table 3.1 & 3.2. 
 
 Compiled m-values for European soils (5521 samples) range from m=0.068 for 
very fine soils, to m=0.342 for coarse soils [Wösten et al., 1999]. Parameters used in 
hydrate bearing reservoir simulations are compiled in Table 3.1. The effect of different 
parameters on the soil water characteristic curve is explained in Figure 3.1. 
3.2.2 Relative permeability 
 The relative gas or water permeability k is the value of the property normalized by 
the corresponding phase conductivity at 100% saturation (or either the non-wetting phase 
conductivity at irreducible wetting phase saturation,  or the wetting phase conductivity at 




Table 3.2. Relative permeability equations – Parameters used in published simulations 
Factors used in published hydrate 
bearing sediment studies Equation 
S  Srw Srg m 
References 
0.3 0.05 0.45 Hong and Pooladi-Davish (2003) 
0.2 0.05 0.45 Uddin et al. (2008) 






























  0.386 Hong and Pooladi-Darvish (2005) 
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 Tonnet and Herri (2009) 
nw ng Srw Srg  
3.0 3.0 0.15 0.05 Gamwo and Liu (2010) 
4.0 4.0 0.20 0.02 Reagan and Moridis (2008) 
3.0 3.0 0.25 0.02 Moridis and Kowalsky (2005) Moridis et al. (2007) 
3.6 3.6 0.25 0.02 Moridis and Reagan (2007a) 
3.6 3.6 0.25 0.02 Moridis and Reagan (2007b) 
4.0 4.0 0.20 0.02 Moridis and Sloan (2007) 
4.0 4.0 0.20 0.02 
3.6 3.6 0.25 0.02 
Rutqvist and Moridis (2007) 
4.0 4.0 0.20 0.02 Reagan and Moridis (2008) Rutqvist and Moridis (2009) 
3.6 3.6 0.25 0.02 Moridis et al. (2009) 
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at 100% water saturation and gas conductivity at irreducible water saturation are used as 
reference values. 
 Models for relative permeability as a function of saturation are intimately related to 
the soil water characteristic curve models [Brooks and Corey, 1964; Stone, 1970; van 
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Genuchten, 1980]. The relative permeability equations and fitting parameters used in 
hydrate bearing reservoir simulations are summarized in Table 3.2. Model predictions and 
the effect of different parameters on relative permeability are shown in Figure 3.1. 
3.2.3 Gas invasion vs. gas nucleation (External vs. Internal gas drive) 
 The relative gas permeability models proposed for gas invasion may not apply to 
gas nucleation [Naylor et al., 2000; Grattoni et al., 1998; Egermann and Vizika, 2001]. 
During external gas drive, gas gradually invades the largest interconnected pores 
advancing from one boundary into the medium. However, internal gas nucleation takes 
place at independent pores and results in separate and disconnected bubbles [Poulsen et al., 
2001; Egermann and Vizika, 2001] before coalescing to form a continuous gas path. 
Furthermore, in the case of hydrate dissociation, the dissociated gas distribution must 
correlate with the initial hydrate distribution. 
 Network model simulations and experimental studies of gas nucleation from a 
depressurized heavy oil sample show that gas conductivity by external gas drive exhibits 
relative gas permeabilities much higher than when gas nucleates in the medium or internal 
gas drive [Stewart et al., 1954; Naylor et al., 2000; Poulsen et al., 2001; Yortsos and Parlar, 
1989; Nyre et al., 2008]. In addition, it is observed that pore connectivity, depressurization 
rate, and pore size distribution affect the critical gas saturation when a gas cluster 
percolates, generated gas bubble density, and relative gas permeabilities [Poulsen et al., 
2001; Nyre et al., 2008]. The critical gas saturation can be as low as 1% for external gas 
drive or as high as 10% for internal gas drive [Kamath and Boyer, 1995]. 
3.3 Experimental study 
 Experiments with a two-dimensional micromodel in high pressure chamber to 

























Figure 3.2. Experimental configuration. (a) Micromodel geometry. (b) Pressure chamber 
and peripheral components. 
 
 
The introduction about the micromodel, experimental procedure for both gas invasion and 
gas nucleation processes, and experimental results follow. 
3.3.1 Experimental device – Micromodel  
 A micromodel is constructed using by photo-fabrication and glass etching 
processes to form a well defined two-dimensional pore structure on the bottom glass plate 
(Figure 3.2a). A smooth glass plate is bonded on top. The periphery of the micromodel is 
not sealed to allow for radial flow. The diameter and thickness of pores are d=0.4mm and 
t=0.3mm. Glass plates are naturally water-wet. The micromodel is housed inside a high-
pressure chamber. A detailed experimental configuration is shown in Figure 3.2b. During 
experimentation, water and air are injected through the port at the center of the bottom 
glass plate using a syringe pump. A transparent sapphire window at the top of the high-



















Figure 3.3. Evolution of gas saturation – differential images. (a) Gas invasion into water-
saturated micromodel - Inlet port connected at the center of the bottom plate. (b) Gas 
nucleation during depressurization of CO2-saturated water.  
 
3.3.2 Experimental procedure and results 
 For the gas invasion test, the micromodel is saturated with water dyed as green. 
Then, air is introduced through the central port connected to the bottom glass plate. Air 
invades the micromodel and gradually forms a preferential air flow path until it percolates 
to the periphery. At the same time, water is displaced and drains freely until air percolation 
takes place (Figure 3.3a). 
 For the gas nucleation test, water saturated with CO2 at high pressure (P=2.4MPa) 
is injected into the micromodel using a syringe pump. Once the micromodel is saturated 
with CO2-dissolved water, the pressure inside the chamber is increased to dissolve any 
remaining CO2 gas. Finally, the chamber pressure is decreased and the evolution of 
unsaturation is recorded using time-lapse photography. As the pressure decreases, the 
initially dissolved carbon dioxide evolves to form isolated gas bubbles that displace the 
water within the micromodel. Further depressurization provokes coalescence. Eventually, 
gas bubbles percolate (Figure 3.3b). 
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3.4 Numerical study 
 Tube-network model and simulation algorithms are developed to complement the 
experimental study. The network model can simulate gas invasion and nucleation process. 







(b) Capillary pressure Pc(a) Tube-network model
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Figure 3.4. Tube network model: Simulation algorithm. (a) Regular tube geometry. (b) 
Displacement mechanism: the invading phase displaces the defending phase by piston-type 
displacement. (c) Trapping algorithm: the defending phase in tube #1 is displaced in the 
“loose trapping” algorithm, but it remains trapped in the tube when the “tight trapping” 




3.4.1 Tube-network model 
 The tube-network model (Figure 3.4a) consists of tubes connected at nodes. The 
model can be used to simulate fluid flow through pervious materials [Fatt 1956; see also 
blunt 2001 for a comprehensive review of network models]. Mixed fluids give rise to 
capillary pressure Pc which is the pressure difference between the wetting Pw and non-
wetting Pg fluids; in a tube of radius Rp, the capillary pressure is captured by the Laplace 
equation Pc=Pg-Pw=2Tscos(θ)/Rp where Ts is a surface tension and θ is a contact angle 
(Figure 3.4b). 
 In order to simulate real sediments, the tube radius R is log-normally distributed. 
The standard deviation in logarithmic scale of tube radius σ[ln(R/[µm])] is about 0.4±0.2 as 
observed in natural sediments [Phadnis and Santamarina, 2011]. The same set of tubes and 
network is used to explore both gas invasion and nucleation. 
3.4.2 Simulation procedure 
 We assume slow invasion and nucleation so that capillary forces control the 
evolution of unsaturation, that is, both viscous and gravitational forces are disregarded. 
Gas invasion is enforced at nodes along one boundary plane, while gas nucleation is 
initiated by injecting gas at randomly selected internal nodes to mimic gas generation from 
hydrate dissociation in sediments. In both cases, the non-wetting phase is injected until the 
wetting fluid no longer drains. The algorithms, tube size distributions, and spatial 
arrangement of the network are identical in both invasion and nucleation simulations. 
Results are described in terms of the defending fluid retention and relative permeability. 
Relative permeability at a given saturation is calculated using the Hagen-Poiseuille 
equation, solving for the pressure at every node, and computing tube-flow across any 
section [Jang et al., 2011]. The same procedure is used for either fluid once it percolates.  
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Trapping algorithm. When gas invades a water-saturated micromodel, water may remain 
trapped in a tube between two air invaded nodes. Two different trapping algorithms are 
used to capture water displacement/trapping mechanism (Figure 3.4c). The loose trapping 
algorithm assumes that the invading fluid does not occupy nodes, therefore the water in 
tube #1 can drain during the invasion process (Figure 3.4c left). However, the tight 
trapping algorithm assumes that the invading fluid occupies the nodes so that water in an 
air-bounded tube cannot be drained when gas has invaded both ends (tube #1 in Figure 
3.4c right). Displacement/trapping in real systems falls in between these two extreme 
cases. Therefore, both algorithms are considered in this study. 
3.4.3 Simulation results 
Effect of trapping algorithm. A three-dimensional tube-network model (13×13×13) is 
used to study the effect of the trapping algorithm during gas invasion (network details 
listed in the figure caption). It can be observed that: (1) the residual gas saturation is higher 
when the tight trapping algorithm is used rather than the loose trapping algorithm (Figure 
3.5a); (2) the gas conductivity during gas invasion obtained by the loose trapping 
algorithm is higher than that obtained by the tight trapping algorithm (Figure 3.5b); (3) gas 
percolation thresholds (Sg≈0.15) and water permeabilities during gas invasion are similar 
for both algorithms (Figure 3.5c). We anticipate that the numerical simulation results are 
very dependent on the chosen trapping algorithm, and the combination of these trapping 
algorithms happens in real sediment. 
 The lower-bound characteristic curve lb is determined by sorting the tubes and 
gradually invading the network from the largest tubes to the smallest ones. Conversely, the 
upper-bound ub is obtained by invading the smallest tubes first and traversing through the 
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sediment as gradually larger tubes are invaded (green line in Figures 3.5a, 3.6a, and 3.7a). 












































































Figure 3.5. Gas invasion: Effect of loose and tight trapping algorithms on the characteristic 
curve and relative permeability trends. (a) Characteristic curve. (b) Relative gas 
permeability. (c) Relative water permeability. Results are obtained using a three-
dimensional tube-network model: 13×13×13 nodes, 5460 tubes, coordination number 
cn=6, log-normal distribution of tube radius R, the mean tube size μ(R)=1μm, and the 
standard deviation in tube radius in logarithmic scale σ(ln(R/[μm]))=0.4. Parameters for 

























































Figure 3.6. Characteristic curves and relative permeabilities during gas invasion “gi” and 
internal gas nucleation “gn” obtained using the loose trapping algorithm. (a) Characteristic 
curves. (b) Relative permeabilities. Results are obtained using a three-dimensional tube-
network model: 13×13×13 nodes, 5460 tubes, coordination number cn=6, log-normal 
distribution of tube radius R, the mean tube size μ(R)=1μm, and the standard deviation in 
tube radius in logarithmic scale σ(ln(R/[μm]))=0.4. Parameters for Young’s equation 
Pc=2Tscos/R: Ts=72mN/m, θ=0°. For gas invasion, gas is injected through a total of 132 
nodes on one boundary side of tube-network whose node size is 13×13×13. For gas 
nucleation, gas is injected through a total of 132 nodes distributed inside the tube-network. 
The lower bound characteristic curve “lb” is computed by sorting tubes and gradually 























































Figure 3.7. Characteristic curves and relative permeabilities during gas invasion “gi” and 
internal gas nucleation “gn” obtained using the tight trapping algorithm. (a) Characteristic 
curves. (b) Relative permeabilities. Results are obtained using a three-dimensional tube-
network model: 13×13×13 nodes, 5460 tubes, coordination number cn=6, log-normal 
distribution of tube radius R, the mean tube size μ(R)=1μm, and the standard deviation in 
tube radius in logarithmic scale σ(ln(R/[μm]))=0.4. Parameters for Young’s equation 
Pc=2Tscos/R: Ts=72mN/m, θ=0°. For gas invasion, gas is injected through a total of 132 
nodes on one boundary side of tube-network whose node size is 13×13×13. For gas 
nucleation, gas is injected through a total of 132 nodes distributed inside the tube-network. 
The lower bound characteristic curve “lb” is computed by sorting tubes and gradually 




Soil water characteristic curve. The characteristic curves for spatially-uncorrelated 
randomly-distributed tubes are shown in Figure 3.6a & 3.7a (network details are 
summarized in the figure caption). Results are almost identical for gas invasion and gas 
nucleation, whether tight or loose trapping algorithms are used. Water saturation at gas 
percolation is slightly higher for gas invasion than for gas nucleation for both algorithms 
(Figure 3.6b & 3.7b). This can be explained by the lower percolation thresholds of 
invasion percolation than that of ordinary percolation threshold [Sahimi, 1994; Wilkinson 
and Willemsen, 1983]. Gas invasion is simulated by invasion percolation algorithm, 
however gas nucleation process is very similar to ordinary percolation algorithm. When the 
injecting fluid pressure becomes similar to the capillary pressure of mean tube size 
(Pc=0.14MPa for this case where μ(Rtube)=1μm), the water saturation in loose trapping is 
much lower than in tight trapping. This highlights the relevant effect of selecting the 
proper algorithm.  
Relative permeability by gas invasion and gas nucleation. Gas and water conductivities 
during gas invasion and nucleation are calculated at every saturation; trends are shown in 
Figures 3.6b and 3.7b). Computed water conductivities are normalized by the water 
conductivity of the fully saturated network. Gas conductivities are normalized by the gas 
conductivity obtained when the gas invasion process is completed, i.e., gas conductivity at 
the residual water saturation. 
 The normalized water conductivity for the water saturation range between Sw=0.5 
and 1.0 is slightly lower for gas invasion krwi than for gas nucleation krwn regardless of 
which trapping algorithm is used. Likewise, gas permeability simulated by the loose 
trapping algorithm is slightly higher for gas invasion than for gas nucleation within a 
saturation range Sw=0.3 to 0.7. However, gas conductivity is much lower for gas nucleation 
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than it is for gas invasion when the tight trapping algorithm is used. It is because tight 
trapping algorithm does not allow the coalescence of neighboring gas clusters, which 
reduces the connectivity among gas clusters. Similar conclusions were reached by Poulsen 
et al. (2001) using different model characteristics. 
3.5 Analyses and Discussion – Tube connectivity 
 Observation made from experimental and numerical results presented above are 
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Figure 3.8. Gas invaded tubes (dotted lines) and percolating gas-filled tubes (continuous 
lines) during (a) gas invasion and (b) gas nucleation at different degrees of saturation. 
Note: water-filled tubes are not shown for clarity. Gas injection nodes are shown as solid 
circles. Line thickness is proportional to gas flow rate. Percolating gas saturation Sgp is the 
ratio of the volume of percolating gas-filled tubes to the volume of total tubes. Two-
dimensional network model: tight trapping algorithm, 10x10 nodes, 162 tubes, 
coordination number cn=4, log-normal distribution of tube radius R, the mean tube size 
μ(R)=1μm, and the standard deviation in tube radius in logarithmic scale 
σ(ln(R/[μm]))=0.4. Parameters for Young’s equation Pc=2Tscos/R: Ts=72mN/m, θ=0°. 
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3.5.1 Tube connectivity in gas invasion and nucleation 
 Let’s simulate gas invasion and nucleation processes in a two-dimensional tube-
network model (10×10 nodes) to help visualize flow and underlying process that cause 
differences in gas permeabilities. Figure 3.8 shows gas invaded tubes (blue dotted lines) 
and percolating gas-filled tubes (red continuous lines) for gas invasion and nucleation at 
various gas saturations. The thickness of the red continuous lines is proportional to the 
flow rate through tubes. 
 At low gas saturations (first column in Figure 3.8), the gas phase does not percolate 
in both cases. Gas percolation occurs at a gas saturation Sg=0.41 for the gas invasion 
process and above Sg>0.48 for gas nucleation (second column in Figure 3.8). Percolating 
gas clusters are observed at high gas saturation Sg≈0.8 in both the invasion and nucleation 
processes (third column in Figure 3.8). The thicker lines for gas invasion indicate higher 
gas flow rates through the tubes. 
 Let’s define the gas saturation at percolation Sgp as the ratio of the volume of 
percolating gas-filled tubes to the total volume of tubes. The value of Sgp shows that the 
effective connectivity of gas-filled tubes is higher for invasion compared to nucleation. 
This explains the correspondingly higher gas permeability. 
3.5.2 Effect of spatial correlation in tube size distribution 
 The previous simulations were conducted for spatially uncorrelated media. The 
effect of spatial correlation in tube size on the soil water characteristic curve and relative 
permeabilities is investigated using two-dimensional uncorrelated and correlated networks 
(20×20, Figure 3.9). While correlated and uncorrelated fields render relatively similar 
trends, we note that correlated conditions lead to (1) lower air entry value, (2) show higher 
water relative permeability. Two-dimensional simulation sometimes does not show gas 
permeability during gas nucleation process (Figure 3.9a); the simulations using three-






























































































































































































































Figure 3.9. Effect of spatial correlation in tube size distribution on soil water characteristic 
curve and relative permeability using (a) tight trapping and (b) loose trapping algorithm. 
Uncorrelated and correlated networks are made of an identical set of tubes, and same 
number and position of injection nodes are used for gas invasion and nucleation 
simulation. Two-dimensional network model: 20x20 nodes, 722 tubes, coordination 
number cn=4, log-normal distribution of tube radius R, the mean tube size μ(R)=1μm, and 
the standard deviation in tube radius in logarithmic scale σ(ln(R/[μm]))=0.4. Parameters 
for Young’s equation Pc=2Tscos/R: Ts=72mN/m, θ=0°. Isotropic correlation L/D=0.67 is 




 Several models have been proposed to represent the soil water characteristic curve 
and the variation of relative permeability with saturation. These equations typically apply 
to gas invasion into a water saturated sediment.  
 Gas invasion and gas nucleation experiments using micromodels show the 
evolution of topologically different water and gas distributions as gas saturation increases: 
invading gas forms a percolating gas path while nucleating gas forms isolated gas clusters. 
 Numerical results obtained with a tube-network models show that the soil water 
characteristic curves are similar for gas invasion and nucleation. The evolution of relative 
water permeability with saturation shows similar trends in both cases as well. However, the 
evolution of relative gas permeability with unsaturation is strongly dependent on topology 
of gas distribution, and it is lower for gas nucleation than it is for gas invasion. 
 In gas nucleation, gas-filled tubes often remain isolated and do not contribute to the 
global gas conductivity. In other words, the percolating gas saturation Sgp is higher for gas 
invasion than for gas nucleation. 
 Based on the results, we conclude that existing models such as Corey’s and van 
Genuchten’s model can be used for reservoir simulation in the context of gas production 
from hydrate bearing sediment. However, special attention must be placed when selecting 
parameters for relative gas permeability. In particular, gas saturation at percolation is 







PORE-SCALE OBSERVATIONS AND ANALYTICAL STUDIE – 
HYDRATE FORMATION AND DISSOCIATION PROCESSES 
4.1 Introduction 
 Gas hydrate formation and dissociation behavior affects gas production from 
hydrate-bearing sediments. Complex hydro-thermo-chemo-mechanically coupled 
processes are involved in hydrate formation and dissociation. Their comprehension 
requires a clear understanding of the physical properties at the pore-scale, such as: gas 
solubility in water and the effect of salt on solubility; interfacial tension under changing 
pressure and temperature; relative contributions of viscosity and capillarity; hydrate phase 
boundary shift due to salinity, pore size, and mixed gas conditions; and thermal properties 
such as specific heat and latent heat of dissociation. 
 Hydrate formation and dissociation have been studied at the pore-scale using 
transparent micromodels and the microtomography [Kerkar et al., 2009; Jin et al., 2006; 
Tohidi et al., 2001; Katsuki et al., 2006; Katsuki et al., 2007; Katsuki et al., 2008]. The 
study reported here uses micromodels to observe hydrate response at the pore-scale in view 
of gas production. Two types of transparent micromodels are manufactured. An etched-
micromodel is constructed using photo-fabrication and the glass etching processes to form 
a well defined two-dimensional pore structure on the bottom glass plate; a smooth glass 
plate bonded to the top (Figure 4.1a). The other one is a grain-based micromodel which 
consists of mono-sized grains between two smooth glass plates (Figure 4.1b). The 
periphery of the open micromodel is not sealed to allow for radial flow; however, the 
periphery of the closed micromodel is sealed to prevent external gas from reacting with 
water inside the micromodel (Figure 4.1c). The glass plates are naturally water-wet. The 
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micromodel is housed inside a high-pressure chamber. A detailed experimental 
configuration is shown in Figure 4.1d. 
 Experimental observations are complemented with analytical solutions. Simple 
equations are obtained for preliminary analyses by making assumptions such as mass 
conservation and adiabatic conditions. Other common equations and relevant 
dimensionless numbers are used to explain gas solubility, freezing point depression, and 






















(d) Experimental components (Open micromodel shown)
CH4
tank
(a) Etched micromodel (b) Grain-based micromodel




Figure 4.1. Micromodel configuration and experimental component. (a) An etched 




 The purpose of this study is to understand and analyze physical properties and 
pore-scale phenomena relevant to hydrate formation and dissociation. We identify 
important mechanisms during formation and dissociation and assess their implications on 
gas production. 
4.2 Solubility of hydrate-forming gas in aqueous systems 
 Component A may dissolve or come out of solution from a neighboring component 
B depending on pressure and temperature. When equilibrium is reached, an equal number 
of molecules will jump A-to-B and B-to-A.  
4.2.1 Equilibrium conditions - Controlling factors 
 The solubility of hydrate-forming gas affects hydrate formation and dissolution in 
water. 
P-T dependent solubility in the absence of hydrate. The pressure and temperature P-T 
dependent concentration of a certain species in another component MP,T [mol/m3] can be 

















11exp0,  (4.1) 
where the enthalpy of the solution is ΔH=-14130 [J/mol] for CH4 in water and ΔH=-
19940 [J/mol] for CO2 in water, Henry’s law constant at 298.15 [K] is kHo=1.3×10-3 
[M/atm] for methane and kHo=3.4×10-2 [M/atm] for carbon dioxide [Wilhelm et al., 1977; 
Osegovic et al., 2006], and the universal gas constant is R=8.314 [J/(mol·K)]. Hence, the 
solubility of gas in water increases with increasing pressure and decreasing temperature 
outside the hydrate stability P-T conditions. 
Competing solutes. Solubility is affected by the presence of other phases or competing 
solutes. For example, the presence of hydrates facilitates further hydrate formation and the 
equilibrium concentration of gas in water decreases. The gas solubility trend with respect 
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to pressure and temperature is also altered by the presence of hydrate. Within the hydrate 
stability field, a temperature decrease under constant pressure or a pressure increase at 
constant temperature forces methane molecules in the liquid water to form more hydrate, 
which reduces the gas solubility in water [Waite et al., 2009; Subramanian and Sloan, 
2002; Lu et al., 2008]. Salt is a competing solute for dissolved gas and therefore lowers the 
solubility of gas in water [Davie et al., 2004; Sun and Duan 2007; Tishchenko et al., 2005; 
Zatsepina and Buffett, 1998]. 
 
 
Table 4.1. Methane and carbon dioxide solubility in water with and without gas hydrates. 
Without hydrate (Cbh) With hydrate (Cah)  
Pure water Salt water (con. of NaCl) Pure water 
Salt water 




















































(285K,10MPa)   
a-These values are obtained by extrapolating of solubility without hydrate to lower 
temperatures [Jung et al., 2010], b-Gas solubility calculator (Duan’s group webpage: 
http://calc.geochem-model.org/Pages/Solubility.aspx), c-Duan and Mao (2006), d-Duan 




Values. Table 4.1 summarizes typical solubility data computed under various pressure and 
temperature conditions. Generally, the solubility of CO2 in water is about 10 times greater 
than that of CH4. 
4.2.2 Implications 
 The solubility dependence on pressure, temperature, and the presence of hydrate 

























































Figure 4.2. Transient hydrate formation and dissolution in the grain-based and closed 
micromodel. (a) Hydrate forms, dissolves, and re-forms within 20 minutes. (b) Methane 
concentration change during hydrate formation and dissolution, and subsequent methane 
solubility change due to endothermic and exothermic events. 
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Transient hydrate formation. The grain-based closed micromodel is used to form carbon 
dioxide hydrate at pressure P=3.4MPa and temperature T=2.2°C. Initially, the micromodel 
is water saturated. Gas is injected into the micromodel to displace some of the water under 
hydrate stability conditions. Gaseous CO2 injection triggers local hydrate formation, but 
the newly formed hydrate mass dissolves into the water increasing the concentration of 
CO2 in water. Hydrate suddenly starts to form without any triggering 440 minutes after 
complete hydrate dissolution. Then, oscillating transient hydrate formation and dissolution 
occurs during the next 1450 minutes. Snapshots during the first 20 minutes of this behavior 
are captured in Figure 4.2a (hydrate is shown in white).  
 Figure 4.2b explains dynamic and transient hydrate formation and dissolution 
within a gas-limited system. Once hydrate forms, the gas concentration in water near the 
hydrate mass may be the same (or lower at a transient condition) as the solubility in the 
presence of hydrate Cah. On the other hand, gas solubility C´ah in water near the hydrate 
mass will increase due to the temperature increase that results from exothermic hydrate 
formation (see gas solubility in the presence of hydrate in Figure 4.2b). The hydrate then 
dissolves again, and the gas solubility may decrease back to Cah. The solubility change due 
to a temperature change associated with hydrate formation and dissolution and fast 
formation compared to diffusion (from C-to-Cah) explains the transient formation-
dissolution cycles. 
Hydrate lens formation. Consider a sediment of initial porosity no and a pore water gas 
concentration Co surrounded by a closed boundary, i.e., constant mass (Figure 4.3). Let’s 
assume that a hydrate lens forms using the excess gas dissolved in the pore water. The 
hydrate lens thickness is calculated using the saturated gas concentration in the absence of 
hydrate Co, the gas solubility in the presence of hydrate Cah, gas concentration in hydrate 




























Figure 4.3. Anticipated hydrate lens thickness that could form from the initially dissolved 
excess gas. Hydrate lens thickness λ in a medium with lens-to-lens spacing L is a function 
of the initial porosity n0, gas solubility in the absence and in the presence of gas hydrate c0 












=  Hydrate lens thickness (4.2) 
For example, a hydrate lens thickness of λ=4mm is anticipated for lenses separated by 
L=1m in a sediment with an initial porosity no=0.4 if the initial methane concentration is 
C0=0.14mol/kg (P=12MPa and T=288K), when the methane solubility in the presence of 
hydrate is Cah=0.063mol/kg, given that the methane concentration in hydrate is 
Ch=8.06mol/kg (see values in Table 4.1 when P=6.6MPa and T=274K). 













  (4.3) 
Phenomena near CO2 injection wellbore - Mutual solubility. Water solubility in liquid 
CO2 is 0.063mol/kg at 8.3MPa and 287K [Song and Kobayashi, 1987], which is 1.34g of 
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water per 1kg of liquid CO2. Therefore, liquid CO2 injection during enhanced oil recovery, 
CO2 geological storage, or CH4-CO2 replacement will remove water from the sediment 
beyond the irreducible water content after initial displacement. This leads to an increase in 
CO2 conductivity. However, salt precipitation will take place in region of irreducible 
saturation when brines are involved. “Salting-out” will plug pores [Hurter et al., 2008] and 
CO2 permeability will not necessarily increase above the level of irreducible saturation. 
 Methane solubility in liquid CO2 causes methane hydrate dissolution when liquid 
CO2 is injected. Even though the calculated decrease in hydrate saturation is as low as 
ΔSh≈0.001, the continuous injection of liquid CO2 near the wellbore can result in 
substantial hydrate dissolution [Jung et al., 2010]. 
 
Table 4.2. Interfacial tension and contact angle. 
 Interfacial tension [mN/m] Contact angle [°] 
Water-CO2 (g) 72a (0.1MPa,298K) 38a on calcite (0.1MPa, 298K) 
Water-CO2 (l) 30a (7MPa, 298K) 
30a on Calcite 
(7MPa, 298K)  
Water-CH4 (g) 
72b (.1MPa, 298K) 
64b (10MPa, 298K) 105
a on PTFE (0.1MPa, 298K)  
Water-Oil 33
c H2O-benzene 
49c H2O-mineral oil 






~0h (water on ice) 
Water-CH4 (h) 
32e   
17g 
39i 
no data found 
Water-CO2 (h) 
30e 
14g no data found 
Water-C3H8 (h) 25g no data found 
Ice- N2&O2 hydrate 41g&j no data found 
 
a-Espinoza and Santamarina 2010; b-Ren et al. 2000, c-Kim and Burgess 2001, d-Treiber 
et al. 1972, e-Anderson et al. 2003, f-Hillig 1998, g-Uchida et al. 2002, h-Knight 1971, i-
Uchida et al. 1999, j-Uchida et al. 1993. 
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4.3 Interfacial and capillary phenomena 
 Surface tension and contact angle determine capillary phenomena in porous media. 
These two parameters and their implications on hydrate-bearing sediments are explored 
next. 
4.3.1 Interfacial phenomena 
Surface tension. Induced polarizations become anisotropic for molecules along the inter-
phase and a higher van der Waals attraction develops. This situation alters the molecular 
organization in fluids in a zone that extends for about 5-to-10 mono-layers from the 
interface. For example, (1) water molecules at the water-vapor interface prefer to be 
oriented with their negative side facing towards the vapor phase, while random bulk 
conditions are attained at a distance of 1~2nm from the interface [Butt et al., 2006]; (2) 
there is preferential alignment of water molecules near interface ions [Bhatt et al., 2004] 
and of water and CO2 molecules at the interface [da Rocha et al., 2001; Kuznetsova and 
Kvamme, 2002; Kvamme et al., 2007]. These molecular-scale phenomena cause the 
emergence of a contractile membrane along the interface and a measureable surface 
tension Ts [mN/m] in Liquid-Gas L-G, Liquid-Liquid L1-L2 and Liquid-Ice L-I interfaces. 
 Consider a liquid-gas LG interface. The proximity to and the number of near-
neighbor charges depend on gas density. Hence, higher interaction and lower interfacial 
tension is expected with increased gas pressure and density (Sugden-Macleod equation 
Ts=f(Δρ) [Chun and Wilkinson, 1995]). Likewise, the interaction with the external fluid 
remains relatively constant once the pressure exceeds the vapor-liquid boundary and the 
gas liquefies. Data for water-CO2 shows a pronounced sensitivity of interfacial tension on 
pressure, and relatively constant Ts values when pressure exceeds the CO2 L-V boundary 
[Espinoza and Santamarina, 2010]. Table 4.2 summarizes interfacial tension data for mixed 




Contact angle. The contact angle formed by two adjacent fluids resting on a mineral 
substrate reflects the mutual interactions between the three neighboring species [Figure 






=θcos  Young’s equation (4.4) 
Table 4.2 provides contact angle data for mixed fluid conditions such as water-CO2, water-
CH4, water-oil, and water-ice relevant to hydrate-bearing sediments. 
 The crystalline structure of minerals explains the different affinity for fluids. For 
example, when crystallization occurs in an aqueous environment, groups with water 
affinity develop on the surface, and the contact angle that water forms on the crystal is 
lower than the angle observed in the same mineral crystallized in air [Shaw, 1992]. 
 Changes in interfacial tensions TVS, TLS, and TLV (in particular), with respect to 
pressure, will alter the contact angle in liquid-gas-mineral systems such as water-CO2-
mineral and water-CH4-mineral systems. Note that contact angle decreases on hydrophilic 
surfaces but increases on hydrophobic surfaces when TLV decreases with increasing CO2 



























Figure 4.4. The effect of changes in interfacial tension on contact angle. The dotted line 




Micromodel images. Phenomena described above can be seen in Figure 4.5. The images of 
water, ice, and hydrate in micromodels are shown. Water is a wetting phase in 
micromodels, while the images of ice and hydrate confirm non-wetting phase. THF 
hydrate visualized by X-ray tomography also shows that THF hydrate is not wetting phase 
in the pack of glass beads [Kerkar et al., 2009]. 
Hydrophilic and hydrophobic surfaces. Usually, mineral surfaces in sediments and rocks 
are hydrophilic and water-wet conditions prevail. The oil-wet condition may result when a 
water-repellent agent (for example, silicone) is absorbed onto the mineral surface. 
Chemisorption of organic matter on the mineral surface may also create a hydrophobic 
surface. However, since mineral surfaces are hydrophilic in nature, the oil-wet condition 
can be considered a temporary condition. Thus, given enough time, organic fluids tend to 
be displaced by water. In short-time processes, such as enhanced oil recovery, wettability 
has a significant effect on multiphase flow [Morrow, 1990]. 
Displacement – Mixed fluid condition. Fluid invasion, under mixed fluid conditions, is 
controlled by capillary Fc, viscous drag Fd and weight/bouyancy W or Fb forces. These 
forces can be combined into dimensionless numbers [Pennel et al., 1996; Lenormand et al., 






























































Figure 4.5. Micromodel images. (a) CH4 gas-water. (b) CH4 gas-ice. (c) Water-CH4 
hydrate. (d) CO2 gas-CO2 hydrate. (e) CH4 gas-CH4 hydrate. (f) liquid CO2-CH4 hydrate 
30 minutes after CH4 hydrate is submerged into liquid CO2. Etched micromodel: (a), (b), 






















log NM = -4.2
log NC  =  0.2
log NM = 1.8
log NC  = 3.2
log NM =  1.8




















Figure 4.6. Space for viscous fingering, capillary fingering, and stable displacement in 
terms of dimensionless ratios NM and NC – refer to text (modified from Lenormand et al. 
1988; tube network model simulations done by S. Dai, Georgia Tech). 
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Invasion conditions and emergent phenomena can be identified in the dimensionless space 
of these π-ratios. Figure 4.6 shows a 2D-slice of this space. Implications relevant to 
hydrate-bearing sediments are identified next: 
• Capillary water invasion of a gas saturated sediment: the wetting fluid advances, 
preferentially along the smallest connected pores. 
• Oil forced to invade a water-saturated sediment: during slow invasion, the non-
wetting high viscosity fluid must overcome capillary resistance, and invades the 
largest pores first. 
• Gas storage in a water-saturated sediment and gas production during hydrate 
dissociation: the invasion by a non-wetting low viscosity fluid may lead to fingering. 
• Liquid CO2 is injected into a water-saturated sediment: the non-wetting liquid CO2 
has a viscosity that is two orders of magnitude smaller than that of water [Jung et al., 
2010], and viscous fingering will tend to develop (high Nc and low Nm in Figure 4.6 
– see Qi et al. 2009). 
• Ice and hydrate growth: it resembles the slow invasion of a high viscosity non-
wetting phase. 
4.4 Hydrate phase boundary 
 Hydrate formation and dissociation occurs at characteristic P-T conditions. 
However, the phase boundary is affected by the conditions that alter molecular motion, 
such as interaction with mineral surfaces and the presence of other ions and molecules, 
including salts and mixed gases. 
4.4.1 Modifications of the phase boundary 
The effect of pore size. Water activity decreases near a mineral surface due to the affinity 











































Figure 4.7. Hydrate stability in small pores. (a) CH4 hydrate stability. Theoretical stability 
boundary of CH4 hydrates in (black continuous line) bulk phase and (blue dotted line) 
50nm, (green broken line) 20nm, (black chain line) 10nm pores. Experimentally obtained 
stability condition of CH4 hydrate in (♦) 102.6nm [Uchida et al., 2002], (○) 49.5nm 
[Uchida et al., 2002], (▲) 30.9nm [Uchida et al., 2002], (●) 30nm [Set et al., 2002], (■) 
30.6nm [Anderson et al., 2003], (×) 14nm [Handa and Stupin, 1992], (◊) 15nm [Set et al., 
2002], (□) 15.8nm [Anderson et al., 2003], (Δ) 11.9nm [Uchida et al., 2002], (●) 9.2nm 
[Anderson et al., 2003], (-) 6nm [Uchida et al., 2002], (–) 6nm [Smith et al., 2002], and (+) 
6nm [Seo et al., 2002] pores. Parameters for Gibbs-Thompson equation are Ts=32mN/m, 
mh=119.5g/mol, cosθ=1, ρCH4=914kg/m3, and Lf=53.2kJ/mol [Anderson et al., 2003]. (b) 
CO2 hydrate stability in small pores. Theoretical stability boundary of CO2 hydrates in 
(black continuous line) bulk phase and (blue dotted line) 50nm, (green broken line) 20nm, 
(black chain line) 10nm pores. Experimentally obtained stability condition of CO2 hydrate 
 60 
 
in (♦) 102.6nm [Uchida et al., 2002], (○) 49.5nm [Uchida et al., 2002], (▲) 30.9nm 
[Uchida et al., 2002], (●) 30nm [Set et al., 2002], (■) 30.6nm [Anderson et al., 2003], (×) 
15nm [Smith et al., 2002], (◊) 15nm [Set et al., 2002], (□) 15.8nm [Anderson et al., 2003], 
(Δ) 11.9nm [Uchida et al., 2002], (■) 10nm [Smith et al., 2002], (●) 9.2nm [Anderson et 
al., 2003], and (+) 6nm [Seo et al., 2002] pores. Parameters for Gibbs-Thompson equation 
are Ts=30mN/m, mh=147.5g/mol, cosθ=1, ρCO2=1065kg/m3, and Lf=65.2kJ/mol [Anderson 
et al., 2003]. 
 
 
depression in small pores. The dissociation temperature depression is captured by the 






























cos4  Spherical hydrate shape (4.10)
where γhw is the surface tension between hydrate and water, mh is the molecular weight of 
gas hydrate [g/mol], ρh is the mass density of hydrate [kg/m3], and LH is the heat of hydrate 
dissociation [kJ/kg] (Refer Table 4.3 for typical values). Experimental measurements of 
the dissociation temperature depression are compiled in Figure 4.7 for CH4 and CO2 
hydrate. Trends predicted by the Gibbs-Thomson equation are superimposed on the figure. 
We can conclude that the pore size effect vanishes when pores are larger than ~0.1µm. 
The effect of salinity. Hydrate ions from dissolved salt in water interacts with the water 
dipoles through a Coulombic bond that is stronger than the hydrogen bond or the van der 
Waals force. The strong bonds between water and salt ions hinder hydrate formation by 
inducing a clustering of water molecules near the ions.  Therefore, substantial sub-cooling 
is needed to cause hydrate formation [Sloan and Koh, 2008]. 
 The decreased hydrate equilibrium temperature TSH [K] in salty water from the 
equilibrium temperature TPH [K] in pure water is related to the freezing point depression of 
salt water from 273.15K to TSI [K], the latent heat of transformation of ice LI and hydrate 


























111   (4.11)
The top figure in Figure 4.8 shows the phase boundary shift in salty water. Figure 4.8 
shows experimental data obtained with a micromodel. Liquid CO2 is injected into the 
water-saturated micromodel outside of the hydrate stability field (Figure 4.8a) to maximize 
carbon dioxide solubility in water (~1.53mol/kg at P=4.5MPa and T=11.5°C). Note that 
much of the water diffuses into the liquid CO2 (Figure 4.8b). Finally, substantial cooling 
triggers CO2 hydrate formation (Figure 4.8c). Brine is then injected into the micromodel 
(6.3% NaCl). Figure 4.8d~f shows that the hydrate mass eventually dissociates in the 
























(a) 0hr [11°C, 4.1MPa] (b) 47.2hr [-7.1°C, 2.8MPa] (c) 63.2hr [1.6°C, 2.0MPa]
















Figure 4.8. CO2 hydrate formation, followed by dissociation by brine injection. (a) Water 
in gaseous CO2. (b) Water in gaseous CO2 after CO2 flooding. (c) CO2 hydrates in gaseous 


























Figure 4.9. Hydrate phase boundary – different methane and carbon dioxide gas mixtures. 
Molar fractions of methane nCH4 and carbon dioxide nCO2: (red broken line) 
nCH4/nCO2=0.25, (blue dotted line) nCH4/nCO2=1, (green chain line) nCH4/nCO2=4. 
 
 
The effect of mixed gases. The phase boundary for methane mixed with carbon dioxide 
hydrate is calculated using HydraFLASH [from HYDRAFACT]; the results are shown in 
Figure 4.9. This algorithm combines the solid solution theory [van der Waals and 
Platteeuw, 1959], and a spherical molecule model to calculate of the potential function for 
compounds forming the hydrate phase [Kihara, 1953], in a general multi-phase routine 
[Cole and Goodwin, 1990] to calculate the hydrate composition at specified temperature, 
pressure, and system composition [user guide HydraFLASH v2.2].     
4.4.2 Implications  
 Pore size, salinity, and mixed-gas driven changes in hydrate stability field have 
many potential implications: Pore size decreases with increased sediment depth; therefore, 
the degree of freezing point depression can become substantial in clayey sediments.  
 63 
 
• Pore size-dependent shifts in the phase boundary for montmorillonite, illite, and 
kaolinite are shown in Dai et al. (2011). 
• In-situ mixed gas conditions can explain apparent inconsistencies in theoretical 
calculations of Bottom Simulating Reflector. 
• Increased salt concentration in trapped water during hydrate formation in excess gas 
systems results in coexisting gas, water (brine), and hydrate. 
4.5 Thermal properties 
 Hydrate dissociation is a pronounced endothermic process. Therefore, thermal 
properties of hydrate-bearing sediments are critical for gas production. 
4.5.1 Specific heat and latent heat of transformation 
 Thermal properties of water, ice, mineral, methane and carbon dioxide gas, and 
methane and carbon dioxide hydrate are compiled in Table 4.3. Note that the energy 
required to dissociate methane hydrate (CH46H2O) ~440kJ/kg is higher than the energy 
required to melt ice ~335kJ/kg (Table 4.3). It is enlightening to compare the energy needed 
to heat water ρwcwΔTw to the energy needed to melt ice ρiLi or dissociate methane hydrate 
ρhLh, where the water density is ρw=1000kg/m3, the methane hydrate density is 
ρh=914kg/m3, the latent heat of ice melting is Li=335kJ/kg, the latent heat of methane 
hydrate dissociation is Lh=440kJ/kg, and the specific heat of water is cw=4.2kJ/(kg·°C) 















Table 4.3. Physical properties of water, ice, mineral, methane, carbon dioxide, and 
methane and carbon dioxide hydrate - Specific heat, heat of transformation, and density. 
 Specific heat 
[kJ/(kg·°C)] 





4.218 (273K)a  
4.192 (283K) a 
4.2174 (273K)c 
For water mass, 
334.2 (273.2K)b 
336 (273.1K)c 
999.9 (273K)a  






2.097 (273K)d  
- 917 (273K)e 
Quartz 
0.73 (273K)d 
0.71 (273K)f  





2.26 (298K, 0.1MPa)f  
2.259 (280K, 1MPa)g 
3.813 (280K+, 20MPa)g 
2290 (Heat of combustion)f 7.04 (280K, 1MPa)
g  
177.56 (280K, 20MPa)g  
CO2 (g) 
0.819 (275K)f 
2.47 (273K)f - 983
f (273K, 3.4MPa) 
CO2 (l) 
2.5694 (274K 3.5642MPa)h  
2.8141 (280K, 4.1607MPa)h  
2.2798 (280K, 10MPa) h] 
- 
922.3 (274K 3.5642MPa)h  
883.58 (280K, 4.1607MPa)h 
938.22 (280K, 10MPa)h  
CH4 hydrate 
2.003 (260K for CH4 ·6H2O)i  
2.077 (270K for CH4 ·6H2O)i  
0.0061 ·(T-273) + 2.16 
(274~290K, 31.5MPa)j  
0.0033 ·(T-273) + 2.14 
(287.4K, 31.5~102MPa)j  
For CH4 ·nH2O 
437.1i  
430.3 (283.15K, n=5.98)k  
470.4 (278.15K, n=5.97)k   
429.8l 
434.4 (273.65K, n=6.38)m  
929 (263K)j 
 
CO2 hydrate No data found 
For CO2 ·nH2O 
374.5 (273.65K, n=7.23)m 
374.4 (281K, n=6.16)n 
343.0 (279K, n=6.16) n 
1065o 
1054p 
a-Weast (1987), b-Handa et al. (1984), c-Leaist et al. (1982), d-Kaye and Laby, d-National 
Physical Laboratory, e-Dvorkin et al. (2000), f-Engineering ToolBox, g-Sychev et al. 
(1987), h-Span and Wagner (1996), i-Handa (1986), j-Waite et al. (2007), k-Lievois et al. 
(1990), l-Rueff et al. (1988), m-Kang and Lee (2001), n-Nagayev et al. (1979), o-Anderson 
et al. (2003), p-Uchida et al. (2002). 
 
Therefore, the energy required to melt ice is the same as the energy required to heat water 
by ΔTiw=73.1°C, while the energy required to dissociate hydrate is equivalent to the energy 
required to heat water by ΔThw= 95.8°C. 
4.5.2 Implications on gas production 
 65 
 
 Let’s assume a hydrate-bearing sediment dissociating under adiabatic conditions so 
that the heat for hydrate dissociation is supplied by the sensible heat of the hydrate-bearing 
sediment. The initial temperature Ti and pressure Pi conditions are inside of the hydrate 
stability field (Figure 4.10a). As pressure Pi decreases across the stability boundary Pf, the 
hydrate dissociates and the temperature of the hydrate-bearing sediment decreases to a 
final temperature Tf due to endothermic nature of hydrate dissociation.  
 The sensible heat available in the volume VT of the hydrate-bearing sediment EHBS 
is expressed as a function of the heat available in the mineral, water, and hydrate and the 
energy produced by ice formation. 
 
( ) ( ) ( ) ( ) ( )[ ]
( ) ( )[ ]













where the densities of the mineral, water, hydrate, and gas are ρm, ρw, ρh, and 
ρg=16ρh/119.5 [kg/m3] and their specific heats are cm, cw, ch, and cg [kJ/kg]. The term FRwi 
represents the fraction of the total water (the summation of the initial water and the water 
produced from hydrate dissociation) that is converted into ice. 
 On the other hand, the energy needed to dissociate hydrate EDIS is a function of the 
total sediment volume VT, porosity n, hydrate saturation Sh, hydrate density ρh, and the 
latent heat of hydrate dissociation Lh, 
 hhhTDIS LρnSVE =   (4.15)
When the final temperature of the sediment is assumed to be Tf=0°C and there is no ice 
formation, the maximum initial hydrate saturation Sh, which does not induce ice formation 
during hydrate dissociation, is derived by equating Equation 4.14 to Equation 4.15 
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1   (4.16)
where the density times the specific heat of each species ρici is normalized by the value for 
water ρwcw, so that αm=ρmcm/ρwcw, αh=ρhch/ρwcw, and αg=ρgcg/ρwcw; the same normalization 
is enforced for the product of the hydrate density and the latent heat of dissociation 
βh=ρhLh/ρwcw (refer to discussion above). 
 For example, when initial temperatures of hydrate-bearing sediments Ti=5, 10, 15, 
and 20°C, hydrate equilibrium temperature Tt=2.5°C (when Peq=3MPa), and final 
temperature Tf is assumed to be Tf=0°C, the maximum hydrate saturation which does not 
induce ice formation during dissociation is Sh=0.09, 0.17, 0.25, and 0.32 for each initial 
temperature conditions (other parameters in Table 4.3), that is, hydrate can fully dissociate 
with the heat available in the hydrate-bearing sediments without forming ice when the 
initial hydrate saturation is less than 9% for Ti=5°C, 17% for Ti=10°C, 25% for Ti=15°C 
and 32% for Ti=20°C. 
 The fraction of ice formed from hydrate dissociation FRwi when Sh>0.09~0.32 is 
obtained by combining Equations 4.14 and 4.15. 
( ) ( ) ( )( ) ( ) ( ) ( )









=  (4.17) 
As the initial hydrate saturation Sh increases, some of the water is converted into ice in 
order to provide heat for hydrate dissociation. Figure 4.10b shows the fraction of the total 
water converted into ice by hydrate dissociation at various saturations. When the hydrate 
saturation is Sh≈0.78~0.94 for initial temperature Ti=5~20°C, all of the water needs to be 
converted into ice to provide heat for hydrate dissociation. 
 Given the large amount of heat needed for hydrate dissociation, extra heat should 
be transported from neighboring regions in high hydrate saturation deposits considered for 
gas production. In fact, numerical simulations show that the gas production rate and 
cumulative gas amount are higher for deeper and warmer hydrate-bearing reservoirs than 
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for shallower and cooler sediments when a constant depressurization pressure is applied to 
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Figure 4.10. Hydrate dissociation and subsequent possible ice formation. (a) Hydrate 
bearing sediment with initial hydrate saturation Sh. Under adiabatic conditions, the energy 
needed to dissociate hydrate can be supplied by the medium’s latent heat (case 1); 
additional heat may be gained from exothermic ice formation (case 2). (b) Consider 
hydrate bearing sediments with porosity n=0.4 at initial temperatures Ti=5, 10, 15, and 
20°C depressurized to Peq=3MPa so that the hydrate equilibrium temperature is Teq=2.5°C. 
Ice does not form if initial hydrate saturation is Sh=0.09, 0.17, 0.25, and 0.32 for each 
initial temperature conditions. As the initial hydrate saturation increases, the amount of ice 
formed due to hydrate dissociation also increases. Ice fraction FRwi is the portion of water 
(initial water and water from hydrate dissociation) converted into ice. Refer the Table 4.3 
for specific heat of mineral, water, gas, and hydrate and for latent heat of hydrate 




 The complex behavior of hydrate formation and dissociation requires a thorough 
understanding of physical properties at the pore-scale for the determination of optimal gas 
production methods. 
 The solubility of hydrate-forming gas in water and the mutual solubility of these 
gases and water affect hydrate formation and dissociation. Salt in water reduces gas 
solubility. Gas solubility in water in the presence of hydrate shows an opposite temperature 
dependence compared to the gas solubility outside of the hydrate stability field. The 
solubility change due to the presence of hydrate causes early transients in hydrate 
formation and dissolution, and can justify some of the hydrate lenses observed in fine-
grained sediments. Liquid CO2 injection into the hydrate-bearing sediment can dry the 
sediment or dissolve the hydrate due to the solubility of water and methane in liquid CO2. 
 Interfacial tension is pressure-dependent. The change in interfacial tension brings 
about a change in contact angle. Interfacial tension, contact angle, viscosity and flow rate 
determine the displacement pattern of the invading and defending fluids in the sediment 
under mixed fluid conditions. Liquid CO2 injection into a water-saturated medium may 
result in viscous fingering. 
 Decreasing pore size with increased sediment depth and dissolved salts shift the 
phase boundary to higher pressure and lower temperature conditions. Hydrates of a 
methane and carbon dioxide gas mixture have an intermediate phase boundary between 
pure methane and pure carbon dioxide hydrate phase boundaries. In-situ mixed gas 
condition causes a shift in the depth of the bottom of the hydrate stability zone. 
 Hydrate dissociation requires a substantial amount of heat that is equivalent to the 
energy needed to warm the same volume of water by as much as ΔTw≈96°C. The heat 
needed for endothermic hydrate dissociation may be contributed by the latent heat in the 
sediment when the hydrate concentration is low (Sh<9~32% for Ti=5~20°C). Higher initial 
hydrate concentration may be compensated by exothermic ice formation, or heat transport 
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from neighboring regions in the sediment. Hydrate dissociation when Sh≈0.78~0.94 would 
require all water to turn into ice (if Ti=5~20°C). Clearly, the thermal conductivity and in-







RECOVERABLE GAS FROM HYDRATE-BEARING SEDIMENTS: 
PORE-NETWORK MODEL SIMULATION AND MACRO-SCALE 
ANALYSES 
5.1 Introduction 
 Hydrate formation is controlled by pressure, temperature, fluid chemistry and the 
availability of hydrate-forming gases. In sediments, hydrate distribution and saturation are 
also determined by the sediment pore size distribution, connectivity, and spatial variability 
[Waite et al., 2009].  
 Pressure-temperature P-T conditions for several hydrate bearing reservoirs are 
plotted in Figure 5.1. In each case, the potential hydrate bearing sediment is bounded by 
the reported seafloor P-T conditions on the left and the methane hydrate phase boundary on 
the right (shown for 3.5% salinity). The local geothermal gradient determines the slope of 
dotted lines that represent each formation. The superimposed thick lines show hydrate 
bearing layers inferred from pore fluid chemistry, electrical resistivity logs, gamma ray 
logs, and wave velocity data. These results confirm that hydrates are not necessarily found 
throughout the gas hydrate stability zone, and sometimes the presence of hydrates is 
restricted to specific layers (e.g., Mt. Elbert and Gulf of Mexico). 
 We note that hydrate saturation Sh and grain size distribution vary widely among 
hydrate bearing reservoirs or even within a given borehole: gas hydrate bearing sands in 
the Nankai Trough and Gulf of Mexico may reach up to 80% saturation whereas gas 
hydrates in fine grained sediments often contain low hydrate saturation [Uchida et al., 
2004; Boswell et al., 2009; Tréhu et al., 2004]. The mean grain size of hydrate bearing 
sediments ranges from 2-to-5μm for Blake Ridge and Hydrate Ridge to 0.1-to-0.3mm for 
the Nankai Trough and Mallik [Soga et al., 2007]. Hydrates can be found filling pores 
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typically in coarse grained sediments, or in veins and lenses typically in fine grained 
sediments [Waite et al., 2009].  
  Several numerical simulators have been developed to analyze gas production from 
hydrate bearing sediments [Wilder et al., 2008; Anderson et al., 2011; Hong and Pooladi-
Darvish, 2003; Uddin et al., 2008; Nazridoust and Ahmadi, 2007; Gamwo and Liu, 2010; 
Moridis et al., 2007; Moridis and Sloan, 2007; Moridis et al., 2011; Kurihara et al., 2009]. 
Most simulators consider mixed fluid conditions, adopt van Genuchten-type relative 
permeability models, and capture the thermodynamics of hydrate dissociation to estimate 
gas and water production rates. However, it is difficult to extract prevailing trends and to 
identify governing process from these simulations given their complexity and the large 
number of both physical and fitting parameters involved. In addition, the relative 
permeability models that are used were derived for an invading gas phase that percolates 
from the boundary as in a drying unsaturated soil: however, hydrate dissociation implies 
the formation of a gas phase within the medium. We also note that back-analyzed field 
cases are based on cumulative recovered gas at the boundary, and complete dissociation is 
not necessarily attained within the medium [Anderson et al., 2011; Moridis et al., 2011; 
Moridis et al., 2007; Konno et al., 2010; Hong and Pooladi-Darvish, 2003]. Hence, 
recoverable gas cannot be properly determined in these cases. 
 In this manuscript, we use pore network models defined with a minimal set of 
physically meaningful pore-scale parameters to elucidate gas recovery and water 
production as a function of the initial hydrate saturation, pore size distribution, and P-T 
conditions. First, we compute fluid volume expansion during hydrate dissociation and gas 
recovery as a function of in-situ P-T conditions and anticipated P-T changes. Then, we 
evaluate the effect of fluid expansion, initial hydrate saturation and pore size distribution 
on recoverable gas and on the evolution of gas saturation during hydrate dissociation and 
subsequent depressurization. Results are applicable to gas production by either 
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depressurization or thermal stimulation when production rates prevent secondary hydrate 

























































Figure 5.1. Pressure and temperature condition for worldwide hydrate reservoirs (to the left 
of the phase boundary). Lines of equal hydrate-to-fluid expansion factor β=(Vg+Vw)/Vh are 
shown to the right (see Section 5.2 for the derivation of the expansion factor β). Plotted 
cases correspond to: (•) Blake Ridge BR [DSDP 76 (Site 533), ODP 164 (Site 994, 995, 
and 997), ODP 172 (Site 1062)], (×) Nankai Trough NT [ODP 131 (Site 808) IODP 314], 
(•) Japan Sea JS [ODP 127 (Site 796)], (■) Northern Cascadia Margin CM [ODP 146 (Site 
889 and 890), IODP 311 (Site 1325, 1327, 1328, and 1329)], (□) East Sea (Korea) ES, (○) 
Gulf of Mexico GM [Green Canyon 955H, Walker Ridge 313], (◊) Krishna-Godavari 
Basin (India) KG [NGHP 01 (3,5,7,10,14,18, and 19)], (▲) Hydrate Ridge HR [ODP 146 
(Site 892), ODP 204 (Site 1244, 1245, 1248, 1249, 1250, and 1251)], (+) Eel River Basin 
(California) ER [ODP 167 (Site 1019)],  (Δ) Mallik MA [2~5L-38], and (□) Mt. Elbert ME 
[ME-01] (Hydrate zone only below permafrost is considered here). The methane hydrate 
phase transformation boundary is shown for 3.5% salinity water [Sloan and Koh, 2008]. 
The modified Peng-Robinson equation of state [Stryjek and Vera, 1986] is used to 
calculate fluid expansion. We assume no solubility of methane gas in water, constant mass 





5.2 Preliminary analyses – Fluid expansion 
 Hydrates dissociate into methane-saturated water and water-saturated methane gas. 
There is a pronounced pressure dependent fluid expansion across the phase boundary 
during hydrate dissociation, followed by additional gas expansion due to depressurization. 
 Let’s derive an expression for fluid expansion as a function of reservoir P-T 
conditions and pore throat size. Since the solubility of methane in water is very low, it can 
be neglected for first order estimation of fluid expansion. We define the fluid expansion 
factor associated with hydrate dissociation β as the ratio of the combined gas and water 
volumes (Vg and Vw respectively) to the initial volume of hydrate Vh, so that β=(Vg+Vw)/Vh. 
The dissociated methane volume Vg is a function of P-T conditions; we use the modified 
Peng-Robinson equation of state (PRSV) to relate Vg to Pg and Tg [Stryjek and Vera, 
1986]: 
 












(per mole of methane) 
(5.1) 
The values of a and b parameters for methane gas and the universal gas constant R are 
summarized in Table 5.1.  
 Gas and water are at different pressures in a porous medium. The capillary pressure 
Pc is the pressure difference between gas Pg and water Pw pressures. It is a function of 





PPP θcos2Γ=−=  Capillary pressure (5.2) 
The volume of water Vw that results from hydrate dissociation is related to the initial 
volume of hydrate Vh as Vw/Vh=(18χ)/(16+18χ)·ρh/ρw where χ is the hydration number; for a 
theoretical value of χ=5.75, then Vw=0.79Vh. The molar concentration of methane in 
hydrate is λVh where λ is the amount of methane per unit volume of hydrate 
(λ=ρh/(16+18χ) and equals λ=ρh/(119.5 g/mol) [mol/cm3] when χ=5.75). Combining these 





























= Fluid expansion factor (5.3)
The full equation for β is used in subsequent computations but it is not included in the text 
given its complexity (The volume of gas Vg is obtained by solving cubic equation - 
Equation 5.1). 
 A simple expression for the fluid expansion factor β can be obtained using the 












































 Approximate fluid 
expansion factor 
(5.4) 
where λ is the amount of methane per unit volume of hydrate and z is a “compression 
factor” added to the ideal gas law to fit the PRSV equation within the P-T range of interest. 
For z=0.7, the expansion factor calculated with Equation 5.4 closely matches the factor 
computed with the modified Peng-Robison equation of state (Equation 5.3). This simple 
and explicit close-form expression for the fluid expansion factor β highlights the interplay 
between pressure, temperature, surface tension, and pore throat radius. 
 
Table 5.1. Parameters used in the equation of state [Stryjek and Vera, 1986]. 
Parameters Symbols Values 
Universal gas constant R 83.15 [bar·cm3 / mol·K] 
Attraction term parameter a (0.457235R2Tc2/Pc)α 
Repulsion term parameter b 0.077796RTc/Pc 
 α [1+ĸ(1-Tr0.5)]2 
Adjustable parameter ĸ ĸ0+ĸ1(1+Tr0.5)(0.7-Tr) 
Adjustable parameter ĸ0 0.378893+1.4897153ω -0.17131848ω2+0.0196544ω3 
Adjustable parameter ĸ1 -0.00159    for methane 
Acentric factor ω 0.01045    for methane 
Critical pressure Pc 4.595MPa  for methane 
Critical temperature Tc 190.555K   for methane 
Reduced temperature Tr T/Tc 
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 Lines of equal hydrate-to-fluid expansion factor β are plotted in Figure 5.1 to the 
right of the phase boundary. There is a significant volume increase across the phase 
boundary: an initial hydrate volume V0 immediately inside the stability field converts into 
βV0 immediately outside the stability field. For example, the initial expansion is β~1.3 near 
the bottom of the gas hydrate stability zone in Blake Ridge [ODP 164 (Site 994, 995, and 
997)], and β~2.8 for Mt. Elbert formation. No grain-size dependent capillary effect is 
assumed in this case, Pg=Pw, therefore, trends apply to coarse, sandy sediments. The pore-
size dependent expansion factor β=f(Pw, Pc, Tg) computed with the PRSV-based Equation 
5.3 is used in the following pore-network model simulations.  
5.3 Pore-network model simulation 
 Let us define a pore-network model as a system of pores connected by zero-volume 
throats (Figure 5.2a). Capillary pressure (Equation 5.2) develops at throats and determines 














Figure 5.2. Pore-network model configuration and evolution of gas saturation during 
dissociation. (a) A pore-network model consists of pores interconnected by throats. 
Hydrate starts to dissociate and release gas when β>1. (b) Gas occupies the initially 
hydrate-filled pore when β≈1.8. (c) Gas expands into neighboring pores as expansion 




5.3.1 Model parameters 
 The size of pores is log-normally distributed with a characteristic mean pore size 
μ(Rp) and the standard deviation defined in terms of the natural logarithm of pore radius 
σ(ln(Rp/[μm])). Compiled mercury intrusion porosimetry data for a wide range of 
sediments suggest that σ(ln(Rp/[μm]))≈0.4±0.2 [Phadnis and Santamarina, 2011]. 
 The size of any given throat is determined by the size of the two neighboring pores. 
The ratio of throat to pore size α=Rth/Rp is a function of the sediment packing geometry. 
For example, α=0.565 for simple cubic, α=0.374 for face-centered cubic, and α=0.688 for 
tetrahedral mono-size packings [Kruyer, 1958]. Experimentally determined values are 
α=0.242~0.698 for glass beads [Al-Raoush and Wilson, 2005], α=0.519 for Berea 
sandstone [Oren and Bakke, 2003], α=0.364~0.520 for Fontainebleau sandstone [Sok et al., 
2002]. In this simulation, we set the throat size equal to half the size of the smaller of the 
two neighboring pores, Rth=0.5·min(Rp1, Rp2); the average value α=0.5 is chosen from this 
compilation of theoretical and experimental values. As a result, the throat size distribution 
is inherently correlated with the pore size distribution. 
 The hydration number χ establishes the ratio between water and gas in a hydrate 
mass CH4·χH2O. The theoretical hydration number χ in structure I methane hydrate is 
χ=5.75 (=46/8) [Sloan and Koh, 2008]. Slightly higher values (typically between 6.0 and 
6.3) are found in natural and laboratory-made gas hydrates [Kida et al., 2009a; Kida et al., 
2009b; Kim et al., 2005; Lu et al., 2005; Uchida et al., 1999; Ripmeester et al., 2005; 
Ripmeester and Ratcliffe, 1988; Sum et al., 1997; Seo et al., 2002]. The mass density of 
hydrates ρh=0.92g/cm3 used in this study assumes full cage occupancy χ=5.75 
(8CH4·46H2O) in the unit lattice whose volume is (~12Å)3. 
 Capillary pressure is proportional to surface tension (Equation 5.2). The water-
methane surface tension depends on pressure and temperature [Ren et al., 2000]. At a 
temperature of 25°C, it decreases from 0.07N/m to 0.06N/m as the pressure increases from 
1.0MPa to 10MPa [Sachs and Meyn, 1995]. In this study, a constant surface tension 
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Г=0.07N/m is used. The contact angle θ is assumed to be zero so that cos(θ)=1 to represent 
a water-wet mineral surface. 
 The spatially uncorrelated pore-network is generated with a pre-selected pore size 
distribution. Hydrates are disseminated at random to satisfy a target initial hydrate 
saturation Sh. Due to Ostwald ripening, we anticipate that hydrates and water do not 
coexist in the same pore in natural gas hydrate bearing sediments. Therefore, pores are 
fully filled with either hydrate or water in these simulations (see Section 5.6.1 for a 
detailed discussion of this hypothesis). 
5.3.2 Boundary conditions 
 A periodic boundary is used to effectively represent a large hydrate bearing 
reservoir using a relatively small size 15×15×15 cubic pore-network. Pores on two parallel 
boundary faces are assumed to be connected to each other. Gas in the pore on one 
boundary can expand into the pore on the other parallel boundary face. Gas expansion 
continues with increasing expansion factor β until the gas cluster percolates in the flow 
direction towards the drainage boundary. Once a gas cluster percolates, it is no longer 
taken into consideration for further gas expansion since it is already connected to a 
drainage boundary. Gas production starts when a gas cluster percolates to the boundary and 
increases with gas expansion. 
 The algorithm properly captures the hindered expansion of fluids in pores due to 
the emergence of capillary pressure at pore throats. Water drains during gas expansion as 
long as water pores form a percolating path connected to the drainage boundary. If an 
isolated water pore develops during gas expansion, water remains in the pore and is not 
displaced by further gas expansion. 
5.3.3 Hydrate dissociation and gas expansion 
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 The simulation is run by gradually lowering the pressure at the boundary, i.e., 
pressure-controlled boundary conditions. The temperature is maintained constant during a 
given simulation. However, all results are plotted in terms of the expansion factor β. A 
given value of the expansion factor β can be reached by changes in either pressure or 
temperature, or both. Therefore, results in terms of β are valid for production strategies 
using depressurization or heating in the absence of secondary hydrate or ice formation, i.e., 
dissociation progresses slowly so that the rate of heat transport is much higher than the rate 
of heat consumption during hydrate dissociation (Note: ice formation during gas 
production would change the pore size distribution and could alter results reported here). 
 Furthermore, we assume that there is no pressure gradient across the network given 
its small length scale (Note: pressure gradient is considered in Tsimpanogiannis and 
Lichtner, 2006). 
 These assumptions allow us to anticipate the evolution of the local gas-water 
balance in a reservoir as a function of the fluid expansion factor β only, within the 
restrictions identical above. We emphasize that the gas production algorithm using pore-
network models does not consider dissociation kinetics and heat conduction, and can not 
provide gas production rates. 
 During early stage of dissociation, gas remains in the same pore and displaces the 
water produced from hydrate dissociation. Then, gas expands to invade neighboring water-
filled pores if the gas pressure Pg is higher than the water pore pressure Pw in the 
neighboring pore plus the capillary pressure Pc at the throat connecting the gas-filled pore 
and its neighboring water-filled pore: 
 Pg >  Pw + Pc              
Condition for gas invasion into a water-filled 
pore 
(5.5) 
The gas cluster expands into neighboring water-filled pores that have the smallest 




 Figure 5.2 captures hydrate dissociation and gas expansion stage discussed above 
as a function of the fluid expansion factor β. Hydrates start to dissociate and release gas 
when β>1 (Figure 5.2a). When the gas expansion factor is β≈1.8, the gas dissociated from 
hydrates fully occupies the pore which was initially filled with hydrates and has displaced 
the water produced by hydrate dissociation (Figure 5.2b). At this stage, gas saturation Sg is 
the same as the initial hydrate saturation Sh. Additional water drains when the gas expands 
to invade a neighboring water-filled pore (Figure 5.2c). The assessment of water pore 
connectivity and the identification of gas clusters are done using the Hoshen-Kopelman 
algorithm at every expansion step [Hoshen and Kopelman, 1976; Al-Futaisi and Patzek, 
2003]. If two gas clusters expand to occupy neighboring pores, the two gas clusters 
coalesce and the pressure of the coalesced gas cluster is calculated with new gas cluster 
volume and the gas mass contained in two gas clusters.   
5.3.4 Gas production evaluation 
 Gas recovery efficiency is determined at each expansion step. The gas in clusters is 
under high pressure Pg1. As soon as the gas cluster percolates, gas is produced and the 
pressure in the gas cluster equalizes to the external fluid pressure Pg2. The recovered gas 
Δn=n1-n2 [mol] is the difference between the gas n2 remaining in the percolated gas cluster 
at pressure Pg2 and the gas n1 originally contained in the gas cluster at pressure Pg1. Gas 
recovery efficiency E is defined as the ratio of the recovered gas Δn=n1-n2 to the initial gas 






nnE −=  Gas recovery efficiency (5.6) 
The gas in isolated gas clusters is not recovered and remains within the network; the 
cluster gas pressure is higher than the externally imposed fluid pressure. 
5.3.5 Cluster visualization (in 2D) 
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(c) Volume expansion β=6 
Sg=0.55, E=0




Figure 5.3. Initial hydrate distribution and evolution of gas saturation during hydrate 
dissociation and gas expansion. (a) Initial hydrate distribution for a hydrate saturation of 
Sh=15%; uncorrelated random distribution is assumed. (b)~(c) Gas cluster formation 
during gas expansion; the different colors indicate different gas clusters. (d) Percolating 
gas cluster (blue) after the completion of gas expansion (β=8) is considered for the 
calculation of gas recovery efficiency. Two-dimensional pore-network model with periodic 
boundary condition: 20×20 pores, randomly distributed pore radius with constant mean 
μ(Rp)=1μm and standard deviation σ[ln(Rp)]=0.4. The throat radius Rth between two 
neighboring pores is equal to half of the minimum of the two pore radii Rth=0.5·min(Rp1, 
Rp2). 
 
 Hydrate dissociation and gas production are simulated by applying the rules and 
assumptions described above. To facilitate visualization, results shown in Figure 5.3 were 
obtained for a two-dimensional pore-network (Note: simulation parameters are listed in the 
figure caption). Distributed hydrates dissociate, release gas, and displace water. The gas 
occupies the initially hydrate-filled pores as soon as hydrates dissociate (Figure 5.3a). 
Gradually, gas expands into its neighboring water pores as the expansion factor β increases 
 81 
 
(Figure 5.3b and c). Eventually, gas clusters coalesce until they percolate the pore-network 
horizontally and gas is produced (Figure 5.3d). Some gas clusters cannot overcome the 
capillary pressure and remain trapped. 
 Isolated water pores may be found surrounded by gas clusters. Gas clusters cannot 
expand into these isolated water clusters because water cannot drain. Similarly, gas clusters 
do not expand into neighboring water pores once gas percolates, and gas production 
continues from these gas clusters with the increasing expansion factor. In two-dimensional 
pore-networks with coordination number cn=4, the expansion of gas cluster is more often 
inhibited due to trapped water than in 3D networks. Therefore, the gas recovery efficiency 
in 2D pore-networks is lower than in 3D simulation. In the rest of this manuscript, three-
dimensional pore-networks are used to compute all results (simple cubic packing, cn=6). 
5.4 Numerical results 
 The following results are plotted in terms of the expansion factor β to generalize 
their validity to gas production by either thermal stimulation or depressurization in the 
absence of secondary hydrate or ice formation. 
5.4.1 Effect of pore-network size 
 Pore-networks of two different sizes (15×15×15 and 15×15×30) are used to assess 
the size effect on gas recovery efficiency. The size of pore-networks along the two axes 
transverse to the flow direction are the same (15×15), but the length along the flow 
direction is different (15 vs. 30). Percolating gas clusters in the flow direction are 
considered to calculate the gas recovery efficiency. The gas recovery efficiencies 
computed from both pore-networks of different sizes are very similar especially for higher 
hydrate saturation (Figure 5.4). At low hydrate saturation (Sh≤30%), the efficiency 













































Figure 5.4. The effect of pore-network size on computed efficiency. Each point is an 
average of 10 realizations. Pore-network size: 15×15×30 (solid) and 15×15×15 (empty). 
 
5.4.2 Effect of gas expansion and initial hydrate saturation 
 Gas recovery efficiency as a function of gas expansion factor β is obtained from 
simulations using different initial hydrate saturations Sh. The initial hydrate saturation 
varied from Sh=5 to Sh=40% (Figure 5.5 – Network parameters listed in the caption). Each 
data point in Figure 5.5a represents the gas recovery efficiency averaged over 20 
realizations. The gas recovery efficiency E increases as the expansion factor increases at a 
given initial hydrate saturation, and also increases with initial hydrate saturation at a given 
gas expansion (Figure 5.5a). 
 Figure 5.5b and c show residual and isolated gas saturation. The residual gas 
saturation Sgres is the same as the initial hydrate saturation Sh when the gas expansion factor 
is β≈1.8 (Figure 5.5b – Refer to Figure 5.2b). Gas clusters start to inter-connect and form 
percolating gas clusters; both residual and isolated gas saturations increase with increasing 
gas expansion. The isolated gas saturation starts to decrease when the residual gas 
saturation exceeds 30~35% as most of the gas clusters are inter-connected (Note: the 
percolation threshold of 3D simple cubic arrangement cn=6 is 25% [Sahimi, 1994]). Once 
most of the gas clusters are connected, there is not much increase in the residual gas 
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saturation and the gas recovery efficiency markedly increases with increasing gas 
expansion (Figure 5.5). At high expansion β, the residual gas saturation converges at 
40~45% for all initial Sh cases. On the other hand, the maximum isolated gas saturation is 
less than 30%. Notice the low isolated gas saturation when Sh=40%, even at a low 
expansion factor β≈1.8 (Figure 5.5c) because most of the hydrate pores are initially inter-
connected at such a high initial hydrate saturation. 
5.4.3 Effect of pore and throat size 
 Throat size Rth (dependent of pore size Rp) defines capillary pressure (Equation 
5.2), determines capillary gas trapping (Equation 5.5), and affects the gas recovery 
efficiency (Equation 5.6). Several mean pore radii μ(Rp)=0.05μm, 0.1μm, 1μm, 10μm and 
100μm with constant standard deviation in pore size σ(ln(Rp/[μm]))=0.4 are simulated 
while maintaining the initial hydrate saturation at Sh=10% in all cases. Results show that 
the capillary pressure Pc at throats inhibits gas expansion, but its effect is not significant on 
recovery efficiency when the mean pore radius is larger than 1μm, μ(Rp)>1μm (Figure 
5.6a). Likewise, residual and isolated gas saturations are similar when μ(Rp)>1μm (Figure 
5.6b and c). 
 When μ(Rp)<0.1μm, small throats cause high capillary pressure and inhibit gas 
expansion so that gas clusters are smaller and less connected. For example, the capillary 
pressure at a throat size Rth=0.05μm is Pc=2.8MPa compared to Pc=0.14MPa at the throat 
of radius Rth=1μm (see Equation 5.2 and Section 5.3). Therefore, simulations with small 
mean pore size μ(Rp) show low gas recovery efficiency even after pronounced expansion 
(Figure 5.6a). Conversely, the isolated gas saturation remains around 30% in the cases of 
μ(Rp)=0.05 and 0.1μm while the isolated gas saturation in the case of larger mean pore 




















































































Figure 5.5. The effect of initial Shyd. Gas recovery efficiency E, and evolution of residual 
and isolated gas saturation as a function of expansion factor β for different initial hydrate 
saturation Sh=5%, 10%, 15%, 20%, 30% and 40%. (a) Efficiency in gas recovery. (b) 
Residual gas saturation. (c) Isolated gas saturation. Each point is an average of 20 
realizations. Three-dimensional pore-network model: 15×15×15 pores. Randomly 
distributed pore radius with constant mean μ(Rp)=1μm and standard deviation 
σ[ln(Rp)]=0.4. Pore throat Rth=0.5·min(Rp1, Rp2). Note: Symbols: numerical results (panes 
a, b, and c), Thin and thick lines: analytical model (pane a), Broken lines: trend added to 











































































1, 10, and 100μm
 
 
Figure 5.6. The effect of mean pore size. Gas recovery efficiency E, and evolution of 
residual and isolated gas saturation as a function of expansion factor β for various mean 
pore size μ(Rp)=0.05, 0.1, 1, 10, and 100μm. Initial hydrate saturation Sh=15%. (a) 
Efficiency in gas recovery. (b) Residual gas saturation. (c) Isolated gas saturation. Each 
point is an average of 20 realizations. Three-dimensional pore-network model: 15×15×15 
pores. Randomly distributed pore radius with constant mean μ(Rp)=1μm and standard 
deviation σ[ln(Rp)]=0.4. Pore throat Rth=0.5·min(Rp1, Rp2). Note: Symbols: numerical 
results (panes a, b, and c), Broken lines: trend added to facilitate the visualization of 
numerical results (panes b and c). 
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σ(ln(Rp/[μm]))(a) μ(Rp)=1μm and Sh=15%
(b) μ(Rp)=1μm and Sh=15%
(c) μ(Rp)=1μm and Sh=15%
σ(ln(Rp/[μm]))
σ(ln(Rp/[μm]))
= 0, 0.1, 0.2, 0.4, 0.6
 
 
Figure 5.7. The effect of pore size variability. Gas recovery efficiency E, and evolution of 
residual and isolated gas saturation as a function of the pore size variability in terms of 
standard deviation for a lognormal pore size distribution: σ[ln(Rp/[μm])]=0 (uniform 
distribution), 0.1, 0.2, 0.4, and 0.6. Initial hydrate saturation Sh=15%. (a) Efficiency in gas 
recovery. (b) Residual gas saturation. (c) Isolated gas saturation. Each point is an average 
of 20 realizations. Three-dimensional pore-network model: 15×15×15 pores. Randomly 
distributed pore radius with constant mean μ(Rp)=1μm. Pore throat Rth=0.5·min(Rp1, Rp2). 
Note: Symbols: numerical results (panes a, b, and c), Thin and thick lines: analytical model 
(pane a), Broken lines: trend added to facilitate the visualization of numerical results 
(panes b and c). 
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5.4.4 Effect of pore size variability 
 The effect of pore size variability in terms of standard deviation in pore size 
σ(ln(Rp/[μm])) on the gas recovery efficiency is shown in Figure 5.7. As the standard 
deviation in pore size increases, the gas recovery efficiency decreases (Figure 5.7a). 
Conversely, the residual gas saturation when pore size is uniform σ(ln(Rp/[μm]))→0 is 
lower than when pore size is well distributed σ(ln(Rp/[μm]))>0 (Figure 5.7b). 
 These results can be understood by noting that: (1) the number of small pores 
increases as the standard deviation in pore size σ(ln(Rp/[μm])) increases for a constant 
mean pore size μ(Rp); and (2) the throat size depends on the smaller size of neighboring 
pores. Therefore, the mean throat size μ(Rth) decreases as the standard deviation in pore 
size σ(ln(Rp/[μm])) increases (from μ(Rth)=0.5μm to 0.34μm as the standard deviation 
changes from σ(ln(Rp/[μm]))=0 to 0.6 even though the mean pore size remains constant 
μ(Rp)=1μm). 
5.5 Analytical solution for gas recovery efficiency 
 Let’s derive an expression for gas recovery efficiency based on macro-scale 
concepts, but guided by pore-scale information gathered from the previous pore-network 
simulations. Figure 5.8a shows the initial pore volume Vp occupied by hydrate and water in 
a gas-limited hydrate bearing sediment. Figure 5.8b through 5.8e show the volumes of gas 
and water for several production scenarios. The volume of water Vwdis that results from 
hydrate dissociation is Vwdis=0.79Vhini where Vhini is the initial hydrate volume (for a 
theoretical hydration number χ=5.75 - see Section 5.2). The combined volume of gas and 
water from dissociation is equal to Vgdis+Vwdis=βVhini. The gas recovery efficiency 
E=Vgrec/Vgdis is a function of the gas expansion factor β=(Vgdis+Vwdis)/Vhini, the residual gas 
saturation Sgres=Vgres/Vp, and initial hydrate saturation Sh=Vhini/Vp. Several production cases 

































































































































Figure 5.8. Macroscale analysis. Several cases of gas and water production during hydrate 
dissociation and gas expansion. (a) Initial hydrate and water saturation. (b) Gas displaces 
water and fills the pores in sediments. (c) All water remains in sediments (Sgres=0.21Sh). (d) 




 Case #1: Gas displaces water (both initial and from dissociation - Figure 5.8b). 
















































g SS    (0.21Sh ≤ Sgres ≤ 1) 
(5.7) 
 
 Case #2: All the water (both initial Vwini and from dissociation Vwdis) remain within 
















































This case could apply to a water-limited reservoir where gas percolates. Then, high gas 
recovery efficiency could be reached (Equation 5.8) because the dissociated gas is 
produced along the existing percolating gas path as soon as hydrates dissociate. 
  
 Case #3: Gas displaces only the water from dissociation Vwdis (Figure 5.8d). In this 
case, gas will occupy the space initially filled with hydrate and the residual gas saturation 














































 Case #4: Gas displaces all water, both initial and from dissociation Vwini+Vwdis, 



























































β hS  
(5.10)
From a gas production point of view, this is the worst scenario. 
 Numerical simulations presented in Figure 5.4 through 5.7 assumed that all the 
water that resulted from hydrate dissociation is displaced from the pore and that water in 
initially water-filled pores can be also displaced during gas expansion. Therefore, 
simulation results show an intermediate efficiency between the values obtained by case #3 
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(Equation 5.9) and case #4 (Equation 5.10). The thin lines in Figure 5.5a and 5.7a show the 
gas recovery efficiency obtained by the general analytical solution (case #1 Equation 5.7) 
using the numerically predicted residual gas saturation for each hydrate saturation (Figure 
5.5b and Figure 5.7b). Analytical results are consistent with the numerical results (There is 
some discrepancy for the case of low hydrate saturations Sh<10% in Figure 5.5a). 
  When the initial hydrate saturation exceeds Sh>40%, gas recovery efficiencies from 
numerical simulations are similar to case #3 (Figure 5.8d). In fact, the thick line in Figure 
5.5a is obtained using Equation 5.9. This result shows that when the initial hydrate 
saturation is high, hydrate-filled pores are inter-connected and eventually become a 
percolating path for gas production. Therefore, gas is produced without the need to invade 
neighboring water-filled pores during gas expansion, resulting in high gas recovery 
efficiency. 
5.6 Discussion 
5.6.1 Hydrate habit in pores – Ostwald ripening 
 We assumed full hydrate occupancy as a starting point for our simulations, in 
apparent contradiction to some laboratory observations. However, we note that hydrate 
formation experiments in the laboratory are conducted within relatively short-times 
compared to the long geological time involved in hydrate formation in natural sediments 
[Tohidi et al., 2001; Katsuki et al., 2006 2007 2008]. In fact, pore-scale experiments 
clearly show a pronounced transient behavior during early hydrate formation, involving 
formation/dissolution cycles within stability P-T conditions [Jung, 2010]. 
 In long-time conditions, the higher saturation around smaller nuclei promotes 
diffusion from small nuclei towards larger ones. Therefore a large crystal will tend to grow 
at the expense of smaller neighboring nuclei (Ostwald ripening). This diffusion-controlled 
aging process alters the crystal size distribution with time [Myerson, 2002; Salamatin et 
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al., 2003]. For example, data gathered for in-situ N2 and O2 hydrates in polar ice show the 
change in crystal size distribution through Ostwald ripening [Pauer et al., 1999; Uchida et 
al., 1994; Salamatin et al., 2003]. Our assumption of full pore occupancy reflects Ostwald 
ripening. 
5.6.2 Macro-scale vs. Pore-scale analyses 
 At the macro-scale, gas production is determined by the “characteristic curve” of 
the sediment, i.e., the (ug-uw)-vs-Sg trend. This curve depends on pore size distribution and 
connectivity. Pore-scale models inherently capture this behavior and naturally produce the 
residual water and gas saturation as a function of pore size distribution, initial hydrate 
saturation and pore connectivity. 
5.6.3 Field situations 
 Our simulations are pressure-controlled. Yet, results plotted in terms of the 
expansion factor β are relevant to gas production by either thermal stimulation or 
depressurization in the absence of secondary hydrate or ice formation. Likewise, the 
analytical solution for the recovered gas volume is applicable to both depressurization and 
thermal stimulation (Equations 5.7~5.10 – Figure 5.8). Note that iso-expansion lines 
superimpose on the phase boundary, i.e., P-T conditions remain on the phase boundary 
during volume expansion until all the hydrate mass has dissociated. This study does not 
capture endothermic dissociation and heat conduction. Therefore, results provide 
recoverable gas but can not be used to predict rate. 
 Results show that fluid expansion factor β determines gas recovery efficiency (all 
else being constant). Deeper reservoirs will have a higher initial P0 and will require a 
higher depressurization ΔP=P0-Pf to attain the same fluid expansion β and gas recovery 
efficiency (Note: higher temperatures at depth may support higher production rates). 
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 Gas recovery efficiency away from the production well should consider the fluid 
expansion factor as a function of pressure during depressurization, i.e., the distance from 
the production well in depressurization-based production. Therefore, gas recovery 
efficiency E is inversely proportional to the distance from the bore-hole.  
5.6.4 Sediment internal stability during gas production 
 Hydrate dissociation in clayey sediments can induce gas-driven fracture formation 
due to high capillary entry pressures compared to the in-situ effective stress σ3´ [Shin and 
Santamarina, 2010]. Let’s make an order of magnitude estimation of this condition. 
 The pore size or distance d between clay particles can be estimated from the 
sediment specific surface Ss [m2/g] and porosity n as d=2n/[(1-n)·Ss·ρm] where ρm [g/m3] is 










12 ρ  (5.11)
For example, the sediment in the Krishna-Godavari basin in India has a porosity n≈0.62 
and specific surface SS≈90m2/g (see sediment data in Yun et al. 2010), so the capillary 
entry pressure is Pc≈10MPa. 
 An estimate of the effective stress σ3´ starts by recognizing that typical depths for 
the gas hydrate stability zone in the ocean are shallower than 800mbsf [MacDonald, 1990; 
see data compiled in Figure 5.1]. This implies a maximum horizontal effective stress 
σ3´≤0.5×8MPa=4MPa expected in marine hydrate bearing sediments. 
 These results suggest that hydrate dissociation will induce gas-driven fracture 
σ3´<Pc even at slow dissociation rates in fine-grained sediments. Gas recovery efficiency in 
the fracturing regime is beyond the scope of the analysis presented in this manuscript. 
5.6.5 Gas migration 
 Let’s analyze the gas migration in a single pore due to buoyancy. The ratio between 


























where Δρ is the density difference between gas and fluid, Vp is the volume of pore Vp 
=4πRp3/3, and the throat radius Rth is half of the pore radius Rth=0.5Rp. Buoyancy and 
capillary resistance are equal, i.e., B=1, when Rp≈4.6mm (assumed that Δρ≈ρw). Therefore, 
gas in a single pore will not migrate even in coarse clean sand. However, tall gas clusters 
can create the buoyancy drive required to allow them to migrate through intermediate grain 
size sediments without causing sediment instability [Geistlinger et al., 2006; Santamarina 
and Jang, 2010]. 
5.7 Conclusions 
 Proper pressure and temperature, and the availability of methane are required for 
hydrate formation. Yet, hydrate distribution and saturation in hydrate bearing sediments 
are determined by the sediment pore size distribution, connectivity, and spatial variability. 
These sediment characteristics also affect recoverable gas, the evolution of gas saturation, 
and the sediment internal stability during production. 
 Pore-network models permit the study of recoverable gas using a minimal set of 
pore-scale parameters. Pore-network simulation results can guide the selection of 
physically meaningful parameters for capillary pressure functions and relative permeability 
equations adopted in FEM simulations. 
 There is a pronounced hydrate-to-fluid volume expansion across the hydrate phase 
boundary. Additional expansion occurs during heating and depressurization after 
dissociation. Gas expansion is hindered in fine-grained sediments due to capillarity in 
small pores.  
 A simple close-form approximation can be derived for the expansion factor β using 
the modified ideal gas law. The hydrate-to-fluid volume expansion is primarily determined 
by the final fluid pressure imposed on the boundary Pf. A given depressurization ΔP=Po-Pf 
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will cause higher fluid volume expansion in shallower reservoirs with lower initial 
pressure Po. 
 The recoverable gas increases with gas expansion and with hydrate saturation. 
There is very low gas recovery in hydrate bearing sediments with low hydrate saturation 
(Sh<~5~10%), even when high gas expansion conditions are imposed. 
 The effect of pore size on gas recovery efficiency vanishes when the mean pore 
size is larger than 1μm. A mean pore size smaller than 1μm limits the gas recovery 
efficiency because small pore throats cause high capillary pressures, limit gas expansion, 
and lead to capillary trapping. However, highly conductive gas-driven fractures may form 
in fine-grained sediments and facilitate gas migration. 
 Gas recovery efficiency, defined as the ratio between the recovered and the initial 
mass of gas, can be estimated using macro-scale analytical solutions verified against 















Shyd    
where β is the fluid expansion factor and Sh is the initial hydrate saturation. 
 The gas recovery efficiency approaches the upper estimate when the hydrate 



















GAS PRODUCTION FROM HYDRATE-BEARING SEDIMENTS 
- EMERGENT PHENOMENA -  
6.1 Introduction 
 Gas production from hydrate-bearing sediments causes fluid volume expansion, gas 
and water flow, temperature decrease due to endothermic hydrate dissociation, ice and 
secondary hydrate formation, softening of the sediment skeleton and changes in porosity 
and effective stress. Other phenomena may develop as well, including fines migration and 
clogging [Kampel et al., 2008; Valdes et al., 2008], sand production [Papamichos et al., 
2001], grain crushing [Guimaraes et al., 2007], and gas-driven fractures in sediments 
[Santamarina and Jang, 2009; Shin and Santamarina, 2010]. These emergent processes 
may cause sediment instability, formation clogging, bore hole failure, retardation of gas 
production and low gas recovery efficiency. 
 Several numerical simulators have been developed to analyze gas production from 
hydrate-bearing sediments [Rutqvist et al., 2009; Wilder et al., 2008; Kwon et al., 2008; 
Garg et al., 2008; Moridis et al., 2007; Ahmadi et al., 2004]. These analytical and 
numerical models capture the fundamental thermodynamic conditions in hydrate-bearing 
sediments, but have not yet considered emergent phenomena such as those identified 
above.  
 Small-scale laboratory experiments have focused on the effect of pressure, 
temperature, and inhibitors on the hydrate dissociation rate and the cumulative amount of 
produced gas [Kawamura et al., 2009; Tang et al., 2005; Linga et al., 2009a; Linga et al., 
2009b; Kono et al., 2002; Oyama et al., 2009]. Large-scale laboratory experiments of gas 
production from hydrate-bearing sediments are needed to identify potential emergent 
phenomena which may hinder (or help) gas production. Yet, large-scale testing is 
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particularly challenging in the study of hydrate-bearing sediments because of the high 
pressure needed to attain stability conditions, the need for concurrent effective stress 
control, and ensuing safety considerations 
 In this study, we used the large-scale Seafloor Process Simulator (SPS) at the Oak 
Ridge National Laboratory [Phelps et al., 2001]. The test sequence was designed to explore 
production-related phenomena that would not be observed in smaller cells using typical 
experimental designs  
6.2 Experimental study 
6.2.1 Devices 
Seafloor Process Simulator (SPS). This 72-L vessel is constructed from corrosion-
resistant Hastelloy (Figure 6.1a). The simulator has a maximum 21MPa working pressure, 
and 41 ports for instrumentation. It is housed inside of a cold room with a working 
temperature range from -2 to 20°C. 
Instrumented soil chamber. A stainless steel soil chamber is placed inside the SPS (Figure 
6.1b). The fixed bottom plate has a fluid injection port. The perforated top plate allows for 
free-gas and water flow and can move up and down depending on the sediment volume 
change. A spring (k=306N/cm) rests on the top plate and is used to apply a pre-determined 
effective stress on the sediment while maintaining zero lateral-strain conditions. In this 
study, a nominal 100kPa vertical effective stress is applied to the sediment in all tests. 
Instrumentation. The sediment vertical displacement during hydrate formation and gas 
production is measured using a Linear Variable Differential Transformer (LVDT) that rests 
on the top plate of the internal soil chamber (Figure 6.1b). Three pairs of bender elements 
are located at different heights in the sediment (Figure 6.1b). The source bender elements 







































Figure 6.1. Devices and instrumentation: (a) Seafloor Process Simulator. (b) Internal 
instrumented soil cell; LVDT for sediment displacement measurements, bender element 
BM for S-wave velocity measurements, and thermocouples TC for temperature 
measurements (c) Complete system including peripheral electronics and pressure 
transducers for pressure measurement. 
 
ms; the receiver bender elements are connected to a pre-amplifier and a digital storage 
oscilloscope. Three thermocouples are buried in the sediment at the same heights as the 
three pairs of bender elements. A fourth thermocouple is located inside the fluid injection 
port of the internal chamber, and a fifth thermocouple is located inside the SPS to measure 
the gas temperature. A pressure transducer is inserted into the SPS to provide gas pressure 
measurements, and a second one is connected to the fluid injection port at the bottom plate 
of the internal soil chamber. A data logger is used to record all pressures, temperatures, and 
the vertical displacement every four seconds. 
Sediments. The first two tests (Test #1 and #2) involved clean Ottawa 20/30 sand (passing 
US standard #20 sieve of size 850µm, but being retained on #30 sieve of size 600µm), 
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which was placed in the soil chamber with an initial porosity n=0.4 at dry condition. A 
mixture of Ottawa 80/140 sand (passing US standard #80 sieve of size 180µm, but being 
retained on #140 sieve of size 106µm) and kaolinite clay whose size is 4.5~6.0µm was 
used for additional two tests (Tests #3 and #4), packed at an initial porosity n=0.35; the 
initial water content was Sw=0.5 for Test #3 and 0.65 for Test #4. 
6.2.2 Test procedure 
 All tests involved four main stages: (1) specimen preparation, (2) hydrate 
formation, (3) water injection and drainage, and (4) hydrate dissociation. And we used CO2 
hydrate for safety restriction. CO2 gas forms structure I hydrate which is the same structure 
as methane hydrate. 
Specimen preparation. The instrumented soil chamber was initially filled with the selected 
sediment while sensors were placed at appropriate locations. Then, the vertical effective 
stress was applied using the spring-based loading system. Finally, the chamber was placed 
inside the SPS where all fluid and electrical connections were established. Table 6.1 
summarizes sediment conditions in each of the tests. The clean Ottawa 20/30 sand was 
placed in dry condition in Tests #1 and #2; then, a water table was established at ~6 cm 
from the bottom (see Table 6.1). In Tests #3 and #4, kaolinite was saturated with pre-
calculated amount of water that was mixed with Ottawa 80/140 sand to have target initial 
water saturation, until a homogeneous sample was formed. A water table was established 
at ~6 cm from the bottom. In all tests, the sediment was densified by rodding at each layer 
to attain the desired porosity, barely invading the previously rodded lower layer. Also, 
rodding is done carefully to prevent damaging the sensors. 
Hydrate formation. The SPS was kept in a cold room at about 4°C in all experiments. The 




Table 6.1. Summary of test conditions and procedures 







Ottawa 20/30 sand 
Porosity n=0.4 
Dry soil  
6 cm water table 
Set-up the chamber 
Pressurize chamber and lower 
T* 
First water injection and 
drainage 
Second water injection 









Ottawa 20/30 sand 
Porosity n=0.4 
Dry soil  
7 cm water table  
Set-up the chamber 
Pressurize chamber and lower 
T* 
First water injection and 
drainage 
Second water injection 









95% Ottawa 80/140 sand 
+ 5% Kaolinite 
Porosity n=0.35 
Initial water saturation 
Sw=0.5  
 
Set-up the chamber 
Pressurize chamber and lower 
T* 
First water injection and 
drainage 
Second water injection and 
drainage 
Third water injection and 
drainage 




S-wave (3 pairs) 
Surface 
settlement 
95% Ottawa 80/140 sand 
+ 5% Kaolinite 
Porosity n=0.35 
Initial water saturation 
Sw=0.65  
 
Set-up the chamber 
Pressurize chamber and lower 
T* 
First water injection and drainage 
Second injection using salt water 
Drainage and depressurization 
through the bottom port 
Note: * operating environmental conditions are P = ~3.4 MPa, T = ~4ºC 
 
Water injection and drainage. De-ionized degassed water was injected into the gas-rich 
sediment at an injection rate of 8ml/min through the port in the bottom plate. The water 
was then quickly (in 20min) drained through the same port used for injection. Various 
injection and drainage cycles were imposed in the different tests (Table 6.1). 
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Hydrate dissociation. Hydrate was eventually dissociated via depressurization. First, the 
SPS pressure is lowered to a value near the hydrate phase transformation boundary. Then, 
depressurization continued either through the SPS pressure port so that the sediment lost 
pressure from the top plate (slow depressurization for Tests #1 and #2, and fast 
depressurization for Test #3), or through the bottom fluid port in the internal chamber (Test 
#4). 
6.3 Experimental results 
 Pressure-temperature histories during hydrate formation, growth, water injection, 
drainage, and dissociation were obtained during the tests to monitor the sediment response 
during hydrate formation and dissociation. 
6.3.1 Hydrate formation 
 There was no evidence of hydrate formation in the dry sediment with low water 
level in Tests #1 and #2 during the first ~14 hrs within stability P-T conditions (Note: the 
capillary rise in this sand is ~58 mm). However, the partially water saturated sediment in 
Tests #3 and #4 spontaneously started to form hydrate after approximately 1 hour within 
the P-T conditions for CO2 hydrate stability (Figure 6.2a). Correspondingly, the hydrate 
formation caused the S-wave velocity and temperature to increase and pressure to 
decrease. The internal thermocouples show that the reaction affected the sediment 
temperature for more than ~8 hrs particularly at the center of the specimen (Figure 6.2a). 
6.3.2 Water injection in a gas-filled hydrate-free sediment 
 The first gas-free water injection caused hydrate formation in the sediment without 
fines as indicated by temperature increase (Test #2 – Figure 6.2b). The initial injection 
lasted 3.5 hours and the water front moved up at a rate of 76 mm/hr in agreement with the 
timing of temperature peaks. The S-wave velocity increased where hydrate formed (Figure 




Figure 6.2. Pressure and temperature histories during hydrate formation. (a) Spontaneous 
hydrate formation in a gas-filled sand-clay mixture with initial water saturation Sw=50% 
(Test #3). (b) Hydrate formation in an initially dry, gas-filled sand triggered by water 
injection (Test #2). (c) Hydrate formation and dissolution during deaired-water injection in 
gas-filled sand that had some initial hydrate saturation (Test #2). (d) Hydrate formation in 
an initially water saturated sand triggered by water drainage and gas invasion (Test #1). (e) 


































































































Figure 6.3. S-wave velocity changes during hydrate formation, dissolution, and 
dissociation (Test #3). 
 
 
temperature decreased (Figure 6.2c - thermocouple #4). The S-wave velocity increased 
when hydrate formed and decreased when hydrate dissolved (Figure 6.3). 
6.3.3 Water drainage and gas invasion 
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 Hydrate formed when water drainage was allowed (Figure 6.2d) and the invading 
gas phase reacted with the residual free water left behind. Water was drained in 20 min 
while the reaction continued for about ~3 hrs (Figure 6.2d). Note the cooling accompanied 
depressurization near the drainage port (see the response of thermocouple #4). 
6.3.4 Hydrate dissociation 
 The sediment temperature decreased following the fast depressurization (from an 
initial pressure near the CO2-hydrate phase boundary, Figure 6.2e, Test #3). Free water 
formed ice, as indicated by the constant temperature of 0°C.  
6.4 Analyses and discussion 
6.4.1 Fluid flow and hydrate formation 
 A water-gas mixture may remain inside the thermodynamic hydrate-stability field 
without forming hydrate for a long time under quiescent conditions. Conversely, hydrate 
formation is observed if the sediment is subjected to a triggering mechanism such as 
agitation, mechanical shock, and shear [Mullin, 2001]. Results in Figure 6.2 clearly show 
that water flow, gas invasion, and increase in interfacial area between water and gas are 
effective hydrate formation triggers as well. 
6.4.2 Hydrate dissolution 
 The injection of CO2-free water in hydrate-bearing sediments induced hydrate 
dissolution, as indicated by the temperature drop near the injection port in Figure 6.2d 
(trace 4). The amount of hydrate that will dissolve in a pore volume of gas-free water can 
be estimated from the mass balance of CO2 gas in the system as a function of water density 
ρwater=1g/cm3, hydrate density ρhyd, gas solubility in water wgasC [mol/kg], gas molar 
concentration in hydrate hydgasC [mol/kg], and the water saturation Sw. The change in hydrate 
saturation ΔSh for each pore volume of gas-free water that is replaced during injection is 
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S =Δ  per pore volume (6.1) 
 For CO2 hydrate ρhyd=~1.11 g/cm3, wCOC 2 =0.89 mol/kg, 
hyd
COC 2 =6.58 mol/kg at 
P=3MPa and T=273K [Aya et al., 1997; West et al., 2003], Equation 6.1 becomes, 
 wh SS 12.0≈Δ  for CO2 hydrate (6.2) 
 For CH4 hydrate ρhyd=~0.94 g/cm3, wCHC 4 =0.06 mol/kg, 
hyd
CHC 4 =8.20 mol/kg at 
P=3MPa and T=273K, Equation 6.1 anticipates, 
 wh SS 008.0≈Δ  for CH4 hydrate (6.3) 
 The computed values are per pore volume of gas-free water, and in our experiment, 
hydrates near water injection port will experience more enhanced dissolution. 
6.4.3 Fines migration 
 Test specimens were dissected at the end of each test and grain size using sieve 
analyses were obtained at six equally spaced locations. Fines migrated toward the top of 
the sediment column when depressurization occurred through the top plate (e.g., Test #3, 
Figure 6.4a). However, fines migrated towards the lower part of the sediment column 
when depressurization occurred through the bottom port of the chamber (e.g., Test #4, 
Figure 6.4b). 
 Fines migration and clogging depend on geometric constraints, such as the relative 
size of the migratory fines with respect to the pore throat size in the host sediment 
skeleton. A single particle with diameter d can migrate through a packing of grains size D 
when D/d>2.4 (simple cubic) to D/d>6.4 (cubic tetrahedral). When many migrating 
particles reach a pore throat at once, 3-to-5 migrating particles can form a bridge; 
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therefore, clogging can occur when migrating fines are D/d=12-to-30 times smaller than 
the sediment grains [Valdes et al., 2008].  
 The particle diameter D of Ottawa 80/140 sand is ~0.105 mm and the particle 
diameter d of kaolinite is 4.5-6.0μm. Given that D/d ~20, single kaolin particles can 
migrate through the sediment; indeed, data in Figure 6.4 confirm that small particles 
























































Figure 6.4. Fines migration during hydrate dissociation. (a) Fines migration during 














Figure 6.5. Vuggy structure formation due to local clogging and particle displacement 
during gas bubble expansion (Text #3). (a) Distributed fines in a water-saturated sediment. 
(b) Gas bubble nucleation during hydrate dissociation: fines move with the gas-water 
interface as the gas bubble grows. (c) High fines concentration clogs pore throats. (d) 
Further gas bubble growth can push sand particles away. (e and f) Observed vuggy 
sediment structure. 
 
6.4.4 Vuggy structure formation 
 The ratio D/d ~20 for Ottawa 80/140 and kaolinite mixtures also suggests that a 
high concentration of kaolin particles may lead to bridge formation and sediment clogging. 
 107 
 
Let’s consider a growing gas bubble in water-saturated sandy sediment with clay fines 
(Figure 6.5). The fine particles that are not part of the load-carrying granular skeleton 
move along with the interface of the expanding bubble surface due to capillary effects. The 
bubble can grow without displacing the skeletal sand particles when the fines content on 
the bubble surface is low (Figure 6.5a). If the mass of fines per unit surface area of the 
bubble is high enough to form bridges and clog pore throats in the sand (Figure 6.5b), then 
the expanding gas bubble will locally push away the skeletal sand particles as long as the 
pressure of the gas bubble can create a sufficiently high force against the boundary sand 
grains (Figure 6.5c). This sequence of events explains the vuggy structure (similar to a 
sponge structure) observed after depressurization in Test # 3 (Figure 6.5d and pictures in 
Figures 6.5e and 6.5f).  
 Continued gas expansion can lead to gas driven fractures as observed in Figure 6.6 
(Test #3). Together, these results suggest that the probability of gas-driven fracture 
formation will increase if fines are present in otherwise sandy sediments 
6.4.5 Shear wave velocity 
 The shear-wave velocity of hydrate-free sediment is determined by the effective 
stresses in the direction of wave propagation '//σ  and particle motion
'
⊥σ . Once hydrate 
grows in the sediment, the shear wave velocity of hydrate-bearing sediments Vs-hbs 

























=   (6.4) 
where Vh is the shear-wave velocity of pure hydrate, the factor θ captures the hydrate pore-
habit (e.g., cementing or pore filling) and parameters α and β are extracted from tests 
conducted on sediments without hydrate (“α” is the shear wave velocity at 1 kPa and the 
exponent “β “ captures the sensitivity of the velocity to the state of stress). This expression 










































































Figure 6.6. Gas driven fracture formation (Text #3). (a) Hydrate dissociation by SPS 
depressurization (i.e., decrease in the boundary total stress). (b) Rapid depressurization 
induces ice formation concurrent with hydrate dissociation. (c) Gas expansion creates gas-





























Figure 6.7. Shear wave velocity in hydrate-bearing sediments. Trends shown are for sands 
(Equation 6.3). Experimental results correspond to Test #3: (1) ◊ No hydrate – before 
hydrate formation or after hydrate dissociation. (2) Δ After initial hydrate formation. (3) □ 
Drop due to hydrate dissolution after gas-free water injection. (4) ○ Hydrate re-growth 




 Figure 6.7 shows the variation of S-wave velocity versus hydrate saturation, for 
different effective stress levels. Parameters α=80m/s, β=0.25 are selected for sand 
[Santamarina et al., 2001], Vh=1963.6 m/s [Sloan and Koh, 2008], and θ = 0.246 (typical 
range of θ is 0.08-to-0.25 suggested by Santamarina and Ruppel, 2008) is obtained using 
S-wave velocity Vs=588m/s measured at Sh=48-64% (based on pressure drop and initial 
water saturation) in Test #3. Using this plot, one can estimate the hydrate saturation during 
experiments from the measured S-wave velocities. For example, consider Test # 3: if the 
hydrate saturation after initial hydrate formation was Sh=48%, dissolution near the entry 
port caused a drop in hydrate saturation to Sh=16%, and hydrate re-grew after drainage and 




 The induction time for hydrate formation in quiescent laboratory experiments can 
exceed weeks. Fluid flow, such as water injection into water-limited sediments or gas 
invasion into water-saturated sediments, triggers hydrate nucleation.  
 The advection of gas-free water into hydrate-bearing sediments dissolves hydrate. 
The change in hydrate saturation ΔSh for each pore volume of replaced water can be 
estimated as a function of the water saturation Sw. It is found that ΔSh≈0.12Sw in CO2 
hydrate and ΔSh≈0.008Sw in CH4 hydrate. 
 The evolution of the shear-wave velocity provides insightful information related to 
the sediment stress–hydrate history. The hydrate saturation can be obtained from the 
measured S-wave velocities using properly calibrated semi-empirical relationships that 
account for effective stress, porosity, and hydrate pore habit. 
 The migration of fine particles that are not part of the load-carrying granular 
skeleton depends on geometric constraints such as the relative size of the migratory fines 
with respect to the size of pore throats in the sediment. When the geometric conditions are 
satisfied, gas production in hydrate-bearing sediments containing fines can induce fines 
migration and lead to clogging. 
 A gas bubble growing in a water-saturated sediment experiences an increase in 
fines content on the bubble surface. Eventually, the fines content per unit surface area of 
the bubble can be high enough to clog pore throats. Thus, the presence of fines in 
otherwise clean sands will hinder gas recovery. 
 The expanding gas bubble may push away the skeletal particles, creating a vuggy 








 This study investigated the effects of pore-scale properties and phenomena on gas 
production from hydrate bearing sediments, including the effect of pore size distribution on 
hydraulic conductivity, the effect of gas generation methods on the soil water characteristic 
curves, the evolution of relative permeabilities with unsaturation, and the physical 
properties relevant to hydrate formation and dissociation. In addition, gas recovery 
efficiency and emergent phenomena during gas production were analyzed. Two types of 
network models (tube-network and pore-network) allowed upscaling pore-scale properties 
in order simulate macro-scale sediment behavior. New high pressure chambers, 
micromodels, and effective stress cells were developed and used to make unprecedented 
observations of complex hydrate-related processes in sediments. Salient conclusions 
follow. 
Hydraulic conductivity in spatially varying media. 
• In most cases, hydraulic conductivity decreases as the variance in pore size increases 
because flow becomes gradually localized along fewer flow paths. As few as 10 
percent of the pores may be responsible for 50 percent of the total flow in sediments 
with high pore-size variability. 
• Spatial correlation reduces the probability that small pores will plug highly conductive 
flow paths. Spatially correlated networks show a higher focused channeling of fluid 
flow than uncorrelated networks with the same pore size distribution. Hydraulic 
conductivity increases with increased correlation length. 
• The hydraulic conductivity in anisotropic uncorrelated pore networks is bounded by 
the two extreme ‘parallel-of-series’ and ‘series-of-parallel’ tube configurations. 
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Anisotropic correlated networks show increased hydraulic conductivity with an 
increasing correlation length parallel to the flow direction. 
Evolution of gas saturation during gas invasion and gas nucleation and implications on 
relative permeability. 
• The topology of gas distributions during gas invasion and gas nucleation are 
fundamentally different: Invading gas forms a percolating path, while nucleating gas 
forms isolated gas-filled lacunae. 
• Tube-network model simulation results show that the soil water characteristic curve 
and relative water permeability are similar for both gas invasion and nucleation. 
However, gas permeability is lower for gas nucleation than it is for gas invasion 
because some of the gas-filled tubes remain isolated without contributing to the global 
gas conductivity. 
• Existing relative permeability equations can be used to simulate gas production in 
hydrate bearing sediments. However, special attention must be devoted to determine 
appropriate parameters for relative gas permeability as a function of saturation. 
Pore-scale observations and analytical studies. 
• The solubility of hydrate-forming gas in water in the presence or absence of hydrate 
affects hydrate formation and dissolution. Solubility changes associated with 
temperature changes within the hydrate stability zone and the presence/absence of a 
hydrate phase can trigger oscillating hydrate formation and dissolution cycles during 
early stage of hydrate formation. Dissolved gas in the pore water of fine grained 
sediments can be used to form hydrate lenses. The methane hydrate lens density can 
reach 4/1000.  
• Gas-water interfacial tension is pressure dependent. The contact angle changes as 
interfacial tension changes. The fluid displacement pattern under mixed fluid flow 
conditions is affected by interfacial tension, contact angle, viscosity, and flow rate. 
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The viscosity difference between gas-water or liquid CO2-water systems can cause 
viscous fingering. This will affect the efficiency of CH4-CO2 replacement, or the 
injection of liquid CO2 for geological storage. 
• The hydrate phase boundary is affected by pore size, salinity, and gas mixtures. Small 
pores and salts in water lower the activity of water, which shifts the phase boundary to 
lower temperature and higher pressure conditions. Methane and carbon dioxide gas 
mixtures have intermediate phase boundaries between the boundaries for pure 
methane and pure carbon dioxide hydrates, depending on the mass ratio of each 
component in the mixture. These complex conditions are found in in-situ hydrate 
reservoirs, they determine the lower bound of the hydrate stability zone, and affect gas 
recovery.  
• The energy needed to dissociate hydrate is equivalent to the energy needed to increase 
the temperature of water up to ΔT≈96°C. Hydrate in a sediment with porosity n=0.4 
can be dissociated without causing ice formation when the initial hydrate saturation is 
lower than Sh=0.09 (for Ti=5°C) to Sh=0.32 (for Ti=20°C). Hydrate dissociation in 
sediments with high hydrate saturations from Sh~0.78 (for Ti=5°C) to Sh~0.94 (for 
Ti=20°C) requires all water to convert into ice in order to supply the energy needed for 
dissociation. 
Recoverable gas from hydrate bearing sediments. 
• Hydrate distribution and saturation in sediments are determined by pore size 
distribution, connectivity, and spatial variability. These sediment characteristics also 
affect recoverable gas, the evolution of gas saturation, and the internal sediment 
stability during production. 
• There is a pronounced hydrate-to-fluid volume expansion during hydrate dissociation. 




• Pore-network model simulations show that the recoverable gas increases with gas 
expansion and initial hydrate saturation. The gas recovery efficiency is very low, even 
under a high expansion condition where the initial hydrate saturation is less than 
Sh=5%. 
• The pore size effect on the gas recovery efficiency vanishes when the mean pore size 
is larger than µ(Rp)=1µm. If the mean pore size is smaller than µ(Rp)=1µm, high 
capillary pressures at the pore throats inhibit gas expansion, which can cause gas-
driven fractures in sediments. 
Emergent phenomena during gas production from hydrate-bearing sediments. 
• Water injection into water-limited sediments triggers hydrate nucleation. Conversely, 
gas-free water advection in water-saturated hydrate-bearing sediments dissolves 
hydrates. 
• The presence of fines in clean sands can lead to fines migration and clogging. During 
dissociation, gas bubbles grow and displace fines. The fines content on the bubble 
surface gradually increases, and fines eventually clog the pore throats. Therefore, the 
expanding gas bubble may push away the skeletal particles, creating a vuggy structure. 
This is a precursor for gas-driven fracture formation. 
• The evolution of the shear wave velocity provides insightful information related to the 
sediment stress-hydrate history. The hydrate saturation can be obtained with the 
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