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Boundedness criteria and Lagrange stability
Lyapunov-like functions
a b s t r a c t
In this paper we have investigated practical stability, boundedness criteria and Lagrange
stability for fuzzy differential equations. These properties are unified with Lyapunov-like
functions to establish comparison results.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
It iswell known that the theory of stability in the sense of Lyapunov [1–5] has created somenew results and iswidely used
in a variety of concrete problems in real world applications [6–9]. In some cases, a system may be stable or asymptotically
stable in theory, but it is actually unstable in practice because the stable domain or the domain of attraction is not large
enough to allow the desired deviation to cancel out. On the other hand, sometimes the desired state of a system may be
mathematically unstable and yet the systemmay oscillate sufficiently near this state in which its performance is acceptable,
that is, it is stable in practice. In many problems of practical importance one is not only interested in the qualitative
information provided by Lyapunov stability results, but also in quantitative information concerning the system’s behavior
such as estimation of trajectory bounds. For example, a system could be asymptotically stable in the Lyapunov sense, yet
be completely useless because of undesirable transient characteristics. However, the desired state of a system may be
mathematically unstable, but the system may oscillate sufficiently near this state so that the performance is considered
acceptable. To deal with such situations, the notions of practical stability [10,11], boundedness and Lagrange stability
[12–16,5] aremore effective. Therefore, the study of fuzzy differential systems [17–20,1–3,21–25,5] is initiated and sufficient
conditions, in terms of Lyapunov-like functions [26,10,23] are provided for the practical stability, boundedness and Lagrange
stability which unifies Lyapunov’s second method.
We haveworked on the practical stability, boundedness and Lagrange stability of solutions of fuzzy differential equations
by Lyapunov’s direct method [27]. Because fuzzy differential systems are powerful tools for modeling uncertainty and
for processing vague or subjective information in mathematical models, they have been applied to a wide variety of real
problems, for instance, the goldenmean [17], quantum optics and gravity [8], medicine [6] and engineering applications [9].
In particular, the fuzzy differential equation is a very important topic from the theoretical point of view, for example, in
populationmodels and someothermodels. The concept of the fuzzy derivativewas first introduced by Chang and Zadeh [28],
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followed by Dubois and Prad [29], who used the extension principle. The use of fuzzy differential equations is a natural way
to model dynamic systems under possibilistic uncertainty. The concept of differential equations in a fuzzy environment
was formulated by Kaleva [19,20] and several authors have produced a wide range of results in both the theoretical and
applied fields [30,18,29,31–36,23,37–39,14,4,11,27,40–43]. A variety of exact, approximate, and purely numerical methods
are available to find the solution of a fuzzy initial value problem. By using scalar equations and comparison principle for
Lyapunov-like functions, we give some sufficient conditions for the practical stability, boundedness and Lagrange stability
of solutions of fuzzy differential equations. To study some dynamic systems, it is necessary to take into account uncertainty.
The lack of certainty can be modeled by incorporating it into the fuzzy differential equations. It was suggested that the
fuzzy differential equations, as originally formulated by Kaleva [9] suffer from certain disadvantages because the solution
possesses the property that the diameter is nondecreasing as time increases. It was supposed that this aspect of the solutions
is due to the fuzzification of the derivative utilized in the formulation of the fuzzy differential equations. As a result,
alternative formulations have been suggested. One of the well-received alternatives is to replace the fuzzy differential
equations with a sequence of multivalued differential inclusions generated from the function involved in fuzzy differential
equations.
We will extend the notion of fuzzy differential systems and then develop the practical stability, boundedness and
Lagrange stability theory by proving sufficient conditions in terms of Lyapunov-like functions in the framework of fuzziness.
For this purpose, we develop suitable comparison results to deal with fuzzy differential systems in terms of Lyapunov-like
functions and then employ the comparison results offering sufficient conditions. This new approach helps us to understand
and resolve the complexities incorporated into the fuzziness in the theory of differential equations.
2. Definitions, practical stability, boundedness and Lagrange stability and comparison results of fuzzy systems
Let Pk(Rn) denote the family of all nonempty compact, convex subsets of Rn. If α, β ∈ R and A, B ∈ Pk(Rn), then
α(A+ B) = αA+ αB, α(βA) = (αβ)A, 1A = A
If α, β ≥ 0, then (α + β)A = αA+ βA.
The distance between A and B is defined by the Haussdorff metric as follows:












where ∥·∥ denotes a norm in Rn. Then it is clear that (Pk(Rn), dH) becomes a metric space. Moreover, the metric space
(Pk(Rn), dH) is complete and separable (see [1]). Let I = [t0, τ0 + a] where τ0 ≥ t0 ≥ 0 and a > 0 be a interval in R
and denote En = {u : Rn −→ [0; 1]| it satisfies (i) to (iv)} below:
(i) u is normal if there exists an x0 ∈ Rn such that u(x0) = 1;
(ii) u is fuzzy convex if for x, y ∈ Rn and 0 ≤ λ ≤ 1 such that
u(λx+ (1− λ)y) ≥ min[u(x), u(y)];
(iii) u is upper semi-continuous;
(iv) [u]0 = [x ∈ Rn : u(x) > 0] is compact subset of in Rn.
For 0 < α ≤ 1,we denote theα-level sets as [u]α = [x ∈ Rn : u(x) ≥ α]. Then from (i) to (iv), it follows that [u]α ∈ Pk(Rn)
for 0 ≤ α ≤ 1.
Let dH(A, B) be the Hausdorff distance between the sets A, B ∈ Pk(Rn). Then we define
d[u, v] = sup
0≤α≤1
dH [[u]α, [v]α]
which defines a metric in En and (En, d) is a complete metric space. We have the following properties of d[u, v]:
d[u+ w, v + w] = d[u, v]
d[u, v] = d[v, u]
d[λu, λv] = |λ|d[u, v]
d[u, v] ≤ d[u, w] + d[w, v]
for all u, v, w ∈ En and λ ∈ R.
Consider the fuzzy differential equation
u′ = f (t, u), u(t0) = u0 for t ≥ t0 (2.1)
where f ∈ C[J × En, En], J = [t0, t0 + a] , a > 0 and bounded then (2.1) has a solution [21]. We assume that f (t,0) = 0
so that we have a trivial solution for (2.1) and list a few definitions concerning the practical stability, boundedness and
Lagrange stability of the trivial solution of (2.1) which we assume to exist.
Definition 2.1. The trivial solution u =0 of (2.1) is said to be
(PS1) practical-stable, if and only if given (λ, A)with 0 < λ < A such that
d[u(t),0] < A whenever d[u0,0] < λ for t ≥ t0
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(PS2) uniformly practically stable, if (PS1) holds for all t0 ∈ R+.
(PS3) practically quasi-stable, if and only if given (λ, B, T )with 0 < λ < B such that
d[u(t),0] < B whenever d[u0,0] < λ for t ≥ t0 + T
for some t0 ∈ R+.
(PS4) uniformly practically quasi stable, if (PS3) holds for each t0 ∈ R+.
Definition 2.2. The trivial solution u =0 of (1) is said to be
(S1) equi-stable if, for each ϵ > 0, t0 ∈ R+, there exists a positive function δ = δ(t0, ϵ) that is continuous in t0 for each ϵ
such that the inequality
d[u0,0] ≤ δ implies d[u(t),0] < ϵ for t ≥ t0
where u(t) = u(t, t0, u0) is the solution of (2.1);
(S2) uniformly stable, if the δ in (S1) is independent of t0;
(S3) quasi-equi-asymptotically stable, if for each ϵ > 0 and, t0 ∈ R+ there exist positive functions δ0 = δ0(t0) and
T = T (t0, ϵ) such that
d[u0,0] ≤ δ0 implies d[u(t),0] < ϵ for t ≥ t0 + T ;
(S4) quasi-uniformly asymptotically stable if δ0 and T in (S3) is independent of t0;
Corresponding to the definitions of various stability notions, we also have boundedness concepts, which we shall define.
Definition 2.3. The solutions of (2.1) are said to be
(B1) equi-bounded., if for any α > 0 and t0 ∈ R+, there exists a β = β(t0, α) > 0 such that
d[u0,0] ≤ α implies d[u(t),0] < β, t ≥ t0;
(B2) uniform bounded if the β in (B1) does not depend on t0;
(B3) quasi-equi-ultimately bounded for a bound B, if there exist a B > 0 and a T = T (t0, α) > 0 such that
d[u0,0] ≤ α implies d[u(t),0] < B, t ≥ t0 + T ;
(B4) quasi-uniform ultimately bounded if T in (B3) is independent of t0;
(B5) equi-ultimately bounded if, T in (B1) and (B3) hold simultaneously;
(B6) uniform ultimately bounded if T in (B2) and (B4) is independent of t0;
(L1) equi-Lagrange stable if (B1) and (S3) hold;
(L2) uniformly-Lagrange stable if (B2) and (S4) hold;
Definition 2.4. For any Lyapunov-like function V (t, u) ∈ C[R+ × En,R+]we define the fuzzy Dini derivative D+V (t, u) as
follows





[V (t + h, u+ hf (t, u))− V (t, u)], (t, u) ∈ R+ × En.
Definition 2.5. A function a is said to belong to the classK such that
K = [a ∈ C[[0, ρ),R+] : a(0) = 0 and a is strictly increasing] .
Definition 2.6. A real-valued function V (t, u) defined onR+×S(ρ)with V (t, 0) = 0 for t > 0 is said to be positive definite
if there exists a function b(r) ∈ K such that the relation
b

d[u,0] ≤ V (t, u)
for (t, u) ∈ R+×S(ρ). A function V (t, u) is called decrescent if there exists a function a ∈ K such that V (t, u) ≤ ψ

d[u,0]
for (t, u) ∈ R+ × S(ρ).
To use the second method of Lyapunov, which attempts to make statements about the stability properties directly by
using suitable functions, we need to study the scalar differential equation
w′ = g(t, w), w(t0) = w0 ≥ 0 (2.2)
where g(t, w) ∈ C[R2+,R].
Corresponding to the stability definitions (S1)–(S4) and boundedness concept (B1)–(B6) we designate by (S1*)–(S4*) and
(B1*)–(B6*) the concepts concerning the stability and boundedness.
Definition 2.7. The trivial solutionw = 0 of (2.2) is said to be
(S1*) equi-stable if, for each ϵ > 0, t0 ∈ R+, there exists a positive function δ = δ(t0, ϵ) that is continuous in t0 for each
ϵ such that the inequality
w(t, t0, w0) < ϵ, t ≥ t0, providedw0 ≤ δ
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(B1*) equi-bounded, if for any α > 0 and t0 ∈ R+, there exists a β = β(t0, α) such that
w(t, t0, w0) < β, t ≥ t0, providedw0 ≤ α;
Fundamental comparison results via Lyapunov-like function: To investigate practical and Lagrange stability and
boundedness criteria, the following comparison result in terms of a Lyapunov function is very important and can be proved
via the theory of differential inequalities. Here the Lyapunov function serves as a vehicle to transform the fuzzy differential
equation into a scalar comparison differential equation and therefore it is enough to consider the stability properties of the
simpler comparison equation.
This is knownas the comparisonprinciple, in general.We cannow formulate the basic comparison results via a Lyapunov-
like function.
Theorem 2.1 ([21, p. 72, Theorem 4.2.1]).. Assume that,
(i) V ∈ C[R+ × S(ρ),R+], |V (t, u1)− V (t, u2)| ≤ Ld[u1, u2], L > 0 where
S(ρ) = u ∈ En : d u,0 < ρ ;
(ii)





[V (t + h, u+ hf (t, u))− V (t, u)] ≤ g(t, V (t, u)),
where g ∈ C[R2+,R].
Then, if u(t) is any solution of (2.1) existing on [t0,∞) such that
V (t0, u0) ≤ w0, we have
V (t, u(t)) ≤ r(t, t0, w0), t ≥ t0,
where r(t, t0, w0) is a maximal solution of the scalar differential equation
w′ = g(t, w), w(t0) = w0 ≥ 0,
existing on [t0,∞).
Corollary 2.1 ([21, p. 74, Corollary 4.2.1]). If, in Theorem 2.1, we suppose that g(t, u) ≡ 0, then we arrive at
V (t, u(t)) ≤ V (t0, w0), t ≥ t0.
Corollary 2.2 ([21, p. 74, Corollary 4.2.2]). If in Theorem 2.1, we strengthen the assumption on D+V (t, u) to





[V (t + h, u+ hf (t, u))− V (t, u)]
≤ −c(w(t, u))+ g(t, V (t, u)), (t, u) ∈ R+ × Sρ
where w ∈ C[R+ × S(ρ),R+], c ∈ K = [a ∈ C[[0, ρ),R+] : a(0) = 0 and a(w) is increasing inw], and g(t, w) is




c(w(s, u(s)))ds ≤ r(t, t0, w0), t ≥ t0
whenever V (t0, u(t0)) ≤ w0.
3. Practical stability of the fuzzy differential systems
Theorem 3.1. Assume that the following hold
(i) Let V ∈ C[R+ × S(ρ),R+], |V (t, u1)− V (t, u2)| ≤ Ld[u1, u2], L > 0 and for (t, u) ∈ R+ × S(ρ) such that





[V (t + h, u+ hf (t, u))− V (t, u)] ≤ 0, (t, u) ∈ R+ × S(ρ). (3.1)
(ii) Let V (t, u) ∈ C[R+ × S(ρ),R+],
b(d[u(t),0]) ≤ V (t, u(t)) ≤ a(t, d[u(t),0]), (t, u) ∈ R+ × S(ρ) and a, b ∈ K. (3.2)
Then the trivial solution u =0 of the fuzzy differential equation of (2.1) is practical stable.
Proof. Let us assume that 0 < λ < A and t0 ∈ R+ is given. Then it is possible to find a(t0, λ) > 0 and b = b(A) > 0 such
that
a(t0, λ) < b(A). (3.3)
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We claim that with this λ, practical stability holds such that
d[u0,0] < λ whenever d[u(t),0] < A for t ≥ t0. (3.4)
If the solution of fuzzy differential equation (2.1) is not practically stable and then there would exist a solution of fuzzy
differential equation (2.1) u(t) = u(t, t0, u0), a t1 > t0 and with d[u0,0] < λ satisfying
d[u(t1),0] = A and d[u(t),0] ≤ A < ρ for t ∈ [t0, t1]. (3.5)
We have, because of (3.1) and (3.2)
b(A) ≤ V (t1, u(t1)), t1 > t0. (3.6)
This means that d[u(t),0] < ρ for t ∈ [t0, t1] and hence we get from the assumption (3.1) and Corollary 2.1, the estimate
V (t1, u(t1)) ≤ V (t0, u(t0)), t ≥ t0. (3.7)
By using (3.3) and (3.5)–(3.7), we get
b(A) = b(d[u(t1),0])
≤ V (t1, u(t1))




This is a contradiction. Hence, (3.4) is valid and we have practical stability of the trivial solution u =0 of fuzzy differential
equation (2.1). 
Corollary 3.1. If V (t, u) is only decrescent, we get by V (t, u) ≤ a(d[u(t),0]), V (t0, u0) ≤ a(t0, d[u0,0]) and choose
λ = λ(A) > 0 such that a(λ) < b(A). Since λ is now independent of t0, we have uniformly practical stability of the trivial
solution u =0 of fuzzy differential equation (2.1).
Theorem 3.2. Assume that the following holds
(i) Let V ∈ C[R+ × S(ρ),R+], |V (t, u1)− V (t, u2)| ≤ Ld[u1, u2], L > 0 and for (t, u) ∈ R+ × S(ρ), where S(ρ) = [u ∈
En : d[u(t),0] < ρ] such that





[V (t + h, u+ hf (t, u))− V (t, u)] ≤ −µV (t, u), (t, u) ∈ R+ × Sρ. (3.8)
(ii) Let V (t, u) ∈ C[R+ × S(ρ),R+],
b(t, d[u(t),0]) ≤ V (t, u) ≤ a(t, d[u(t),0]), (t, u) ∈ R+ × S(ρ) and a, b ∈ K. (3.9)
Then the trivial solution u(t) =0 of fuzzy differential equation (2.1) is practically quasi stable.
Proof. It is clear that we have practical stability of the trivial solution u =0 of fuzzy differential equation (2.1) from (3.8).
Taking B = ρ and there exist λ0 = λ0(t0, ρ) > 0. Then we have quasi-practical stability of the trivial solution u = 0 of
fuzzy differential equation (2.1) with this (λ0, B); practical stability holds such that
d[u(t),0] < ρ whenever d[u0,0] < λ0 for t ≥ t0 + T . (3.10)
If the solution of fuzzy differential equation (2.1) is not practically quasi-stable and then there would exist a solution of
fuzzy differential equation (2.1) u(t) = u(t, t0, u0), a t1 > t0 + T and with d[u0,0] < λ0 satisfying
d[u(t1),0] = B and d[u(t),0] ≤ B < ρ for t ∈ [t0 + T , t1]. (3.11)
Now, (3.8) and Corollary 2.2 yield the estimate
V (t, u(t)) ≤ V (t0, u(t0)) exp[−µ(t − t0)], t ≥ t0 + T . (3.12)
For B > 0, we choose T = T (t0, B) = 1µ ln[ a(t0,λ0)b(B) ] + 1. Then we have from (3.8), (3.9), (3.11) and (3.12)
b(B) = b(d[u(t1),0]) ≤ V (t1, u(t1))
≤ V (t0, u(t0)) exp[−µ(t1 − t0)]
≤ a(t0, λ0) exp[−µ(t1 − t0)]
< b(B).
This contradictionwhich gives us practical quasi-stability of the solution u(t) = u(t, t0, u0) of the fuzzy differential equation
(2.1). 
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Corollary 3.2. If V (t, u) is only decrescent, we get by V (t, u) ≤ a(d[u(t),0]), V (t0, u0) ≤ a(d[u0,0]) and choose λ = λ(B) >
0. Since λ is now independent of t0, we have uniformly practical stability of the trivial solution u = 0 of the fuzzy differential
equation (2.1).
4. A comparison result in the practical stability of fuzzy differential equations
In this section, we have a useful comparison theorem in the practical stability of fuzzy differential systems via the scalar
differential equation and the proof of this theorem.
Theorem 4.1. Assume that
(i) Let V ∈ C[R+ × S(ρ),R+], |V (t, u1)− V (t, u2)| ≤ Ld[u1, u2], L > 0 and for (t, u) ∈ R+ × S(ρ) and
b(t, d[u,0]) ≤ V (t, u) ≤ a(t, d[u,0]), (t, u) ∈ R+ × S(ρ) and a, b ∈ K (4.1)
and the Dini derivatives of Lyapunov functions





[V (t + h, u+ hf (t, u))− V (t, u)] ≤ g(t, V (t, u)), (t, u) ∈ R+ × Sρ. (4.2)
where g(t, u) ∈ C[R2+,R];
(ii) Let r(t) = r(t, t0, w0) be the maximal solution of the scalar differential equation
w′ = g(t, w), w(t0) = w0 ≥ 0. (4.3)
Then the practical stability properties of the comparison differential equation (4.3) imply the corresponding practical
stability properties of the trivial solution u =0 of the (2.1) fuzzy differential equation.
Proof. Suppose that the comparison differential equation (4.3) is practically stable, then for given (λ, A) with 0 < λ < A
and there exists b(t0, A) > 0 such that
w(t, t0, w0) < b(t0, A) for d[w0,0] < λ, t ≥ t0 (4.4)
for some t0 ∈ R+.
We claim that with this λ, practical stability holds such that
d[u0,0] < λ whenever d[u(t),0] < A for t ≥ t0. (4.5)
If the Fuzzy differential equation (2.1) is not practically stable and then there would exist a solution of fuzzy differential
equation (2.1) u(t) = u(t, t0, u0), a t1 > t0 and with d[u0,0] < λ satisfying
d[u(t1),0] = A and d[u(t),0] ≤ A < ρ for t ∈ [t0, t1]. (4.6)
Choosingw0 = a(d[u0,0]), we get the inequality,
V (t, u(t)) ≤ r(t, t0, w0), t0 ≤ t ≤ t1. (4.7)
So that we have, because of (4.1) and (4.6)
b(t0, A) ≤ V (t1, u(t1)), t1 > t0. (4.8)
This means that d[u(t),0] < ρ for t ∈ [t0, t1] and hence we have the inequality
V (t1, u(t1)) ≤ r(t1, t0, w0), t ≥ t0. (4.9)
By using (4.4), (4.6), (4.8) and (4.9), we get
b(t0, A) = b(t0, d[u(t1),0])
≤ V (t1, u(t1))
≤ r(t1, t0, w0)
≤ r(t1, t0, a(d[u0,0]))
≤ r(t, t0, a(λ))
< b(t0, A).
This contradiction gives us the practical stability of the trivial solution u =0 of fuzzy differential equation (2.1). If V (t, u) is
only decrescent, we get by V (t, u) ≤ a(d[u(t),0]), V (t0, u0) ≤ a(d[u0,0]) and choose λ = λ(A) > 0 such that a(λ) < b(A).
Since λ is now independent of t0, we have uniformly practically stability of the trivial solution u = 0 of fuzzy differential
equation (2.1).
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Assume that the comparison system is practical quasi-stable. For any given b(B) > 0, there exists a T = T (t0, B) > 0
such that
0 < w0 < λ
implies
w(t, t0, w0) < b(B), t ≥ t0 + T .
Settingw0 = a(d[u0,0]) < λ and using (i)
V (t0, u0) ≤ a(d[u0,0]) < λ.
By using Theorem 2.1 and using (i),
b(d[u(t),0]) ≤ V (t, u(t))
≤ r(t, t0, w0)
< b(B) for t ≥ t0 + T .
We obtain
d[u(t),0] < B, t ≥ t0 + T
since b ∈ K . This proves the practical quasi stability. 
Remark 4.1. If we choose g(t, w) ≡ 0 in (4.3), then the practical stability properties of the solution of scalar Eq. (4.3) implies
the practical stability properties of the solution u = 0 of the (2.1) fuzzy differential equation as we have in Theorems 3.1
and 3.2.
5. Boundedness criteria and Lagrange stability related to comparison results
Using the comparison result via the Lyapunov-like function, we shall prove boundedness, uniform boundedness and
Lagrange stability results.
Theorem 5.1. Assume that
(i) V ∈ C[R+ × S(ρ),R+], |V (t, u1)− V (t, u2)| ≤ Ld[u1, u2], L > 0.
(ii) Let V (t, u) be positive definite such that
b

d[u,0] ≤ V (t, u) with (t, u) ∈ R+ × S(ρ) (5.1)
and b ∈ K, b(u)→∞ as u →∞ on the interval 0 ≤ u <∞;
(iii) Let r(t) = r(t, t0, w0) be the maximum solution of the scalar differential equation
w′ = g(t, w), w(t0) = w0 ≥ 0 for t ≥ t0.
Then the equi-boundedness of the comparison Eq. (2.2) implies the corresponding boundedness of the system (2.1).
Proof. Let α ≥ 0 and t0 ∈ R+ be given, and let d[u0,0] ≤ α. In view of the condition on V (t, u), there exists a number
α1 = α1(t0, α) satisfying the inequalities
d[u0,0] ≤ α, V (t0, u0) ≤ α1
together. Assume that comparison system (2.2) is equi-bounded. Then, givenα1 ≥ 0 and t0 ∈ R+ there exist aβ1 = β1(τ0, α)
that is continues in t0 for each α such that
r(t, t0, w0) < β1 providedw0 ≤ α1. (5.2)
Moreover, as b(u)→∞ as u →∞, we can choose a L = L(t0, α) verifying the relation
b(L) ≥ β1(t0, α) (5.3)
now letw0 = V (t0, u0). Then assumption (i) and Theorem 2.1 show that
V (t, u(t, t0, u0)) ≤ r(t, t0, w0), t ≥ t0. (5.4)
We claim that the solution of (2.1) is equi-bounded with α and L that we construct. Suppose, if it is not possible, that there
is some solution u(t, t0, u0) for t ≥ t0 with d[u0,0] ≤ α having the property that, for some t1 > t0, d[u(t1, t0, u0),0] = L.
Then from the relations (5.1)–(5.4), we arrive at a contradiction
b(L) ≤ V (t1, u(t1, t0, u0)) ≤ r(t1, t0, w0) < β1(t0, α) ≤ b(L).
Thus (B1) holds. 
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Theorem 5.2. In addition to conditions of Theorem 5.1, let V (t, u) satisfy the inequality
V (t, u) ≤ a(d[u,0]) with (t, u) ∈ R+ × S(ρ)
where, a ∈ K, a(u)→∞ as u →∞ on the interval 0 ≤ u <∞;
If the comparison system (2.2) is uniformly bounded, then the solution of (2.1) is uniformly bounded for t ≥ t0 ∈ R+.
Proof. The proof is similar to proof of the Theorem 5.1. We can choose α1 = a(α) as independent of t0. Finally, the choice
of L that is also independent of t0. Thus (B2) is satisfied for the solution of the system (2.1).
Now we give a theorem that gives uniform boundedness criteria whose assumptions are weaker. 
Theorem 5.3. Assume that there exist functions V (t, u) and g(t, w) fulfilling the following conditions
(i) g(t, w) ∈ C[R+ × R+,R];
(ii) V (t, u) ∈ C[R+ × Sc(ρ),R+] and V (t, u) is locally Lipschitzian in u and satisfies
b(d[u,0]) ≤ V (t, u) ≤ a(d[u,0]) with (t, u) ∈ R+ × Sc(ρ) (5.5)
where a(u), b(u) are continuous, increasing and b(u)→∞ as u →∞ on the interval [ρ,∞) ;
(iii)
D+V (t, u) ≤ g(t, V (t, u)), (t, u) ∈ R+ × Sc(ρ).
Then, the uniform boundedness of the comparison Eq. (2.2) implies the uniform boundedness of the system (2.1).
Proof. Let α > 0 we may choose α > ρ and t0 ∈ R+ be given, and let d[u0,0] ≤ α. Define α1 = a(α). Assume that
comparison system (2.2) is uniform bounded. Then, given α1 ≥ 0 and t0 ∈ R+ there exists a β1 = β1(α) > 0,
r(t, t0, w0) < β1 provided thatw0 ≤ α1 for t ≥ t0. (5.6)
Since b(u)→∞ as u →∞, there exists a β = β(α) such that
b(β) ≥ β1(α). (5.7)
Now, if we suppose that, for some solution u(t, t0, u0) of system (2.1) with d[u0,0] ≤ α, we have
d[u(t1, t0, u0),0] = β at t = t1 > t0,
then there exists a t2 < t1 satisfying
d[u(t2, t0, u0),0] = α
and
ρ < α ≤ d[u(t, t0, u0),0] ≤ β, t ∈ [t2, t1]. (5.8)
From the positive definite property of V (t, u(t, t0, u0)), it follows that
V (t1, u(t1, t0, u0)) ≥ b(β).
Choosew0 = a(d[u2,0]), where u2 = u(t2, t0, u0). Then, condition (iii) and Theorem 2.1 show that, because of (5.8), we get
V (t, u∗(t, t2, u2)) ≤ r(t, t2, w0) for t2 ≤ t ≤ t1 (5.9)
where u∗(t, t2, u2) is any solution through (t2, u2) of (2.1). Thus, (5.9) is true for u(t, t0, u0) on the interval t2 ≤ t ≤ t1. We
therefore obtain using (5.6), (5.7) and (5.9)
b(β) ≤ V (t1, u(t1, t0, u0)) ≤ r(t1, t2, w0) < β1(α) ≤ b(β). 
Corollary 5.1. The function g(t, w) = 0 is admissible in Theorem 5.3.
Theorem 5.4. Let the assumptions of Theorem 5.1 hold. Then, equi-Lagrange stability of comparison Eq. (2.2) assures the equi-
Lagrange stability of the system (2.1).
Proof. By Theorem 5.1 equi-boundedness of the system (2.1) follows and hence (S3) remains to be proved. Let ϵ > 0, α ≥ 0
and t0 ∈ R+ be given and let d[u0,0] ≤ α. As in the proof in Theorem 5.1, there exists a α1 = α1(t0, α) satisfying
d[u0,0] ≤ α, V (t0, u0) ≤ α1
together. Since comparison system (2.2) is equi-attractive in the large, then, given α1 ≥ 0,b(ϵ) and t0 ∈ R+ there exist a
T = T (t0, α, ϵ) such that
w0 ≤ α1 implies r(t, t0, w0) < b(ϵ), for t ≥ t0 + T . (5.10)
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Choosew0 = V (t0, u0). Then condition (iii) and Theorem 2.1 show that
V (t, u(t, t0, u0)) ≤ r(t, t0, w0), t ≥ t0 (5.11)
If possible, let there exist a sequence {tk},
tk ≥ t0 + T , tk →∞ as k →∞
such that,for some solution u(t, t0, u0) of (2.1) for t ≥ t0 with d[u0,0] ≤ α we have
d[u(tk, t0, u0),0] ≥ ϵ.
This implies, in view of the inequalities (5.5), (5.10) and (5.11)
b(ϵ) ≤ V (tk, u(tk, t0, u0)) ≤ r(tk, t0, w0) < b(ϵ)
which implies
d[u(t, t0, u0),0] < ϵ provided that d[u0,0] ≤ α for t ≥ t0 + T (t0, ϵ, α).
Thus, the solution u =0 of (2.1) is equi-Lagrange stable since (B1) and (S3) hold together. 
6. Conclusions
A new concept of practical stability, boundedness and Lagrange stability criteria of fuzzy differential equations have been
investigated in this work. Lyapunov stabilities of fuzzy differential equations have been obtained by using Lyapunov-like
functions.
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