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Abstract 
A systematic “parameter free” calibration integral equation method is proposed for 
estimating the surface temperature and surface heat flux in the context of one-dimensional, 
transient, nonlinear inverse heat conduction problems. The calibration integral equation 
method can be formulated in terms of various probes arrangements. Temperature-
dependent thermophysical properties and probe locations are not specified a priori but are 
implicitly accounted through the calibration campaigns. The final mathematical 
formulations involve Volterra integral equations of the first kind for the unknown surface 
temperature or surface heat flux. A first kind Chebyshev expansion possessing 
undetermined coefficients is applied for approximating the introduced property transform 
function. The undetermined expansion coefficients associated with the Chebyshev 
expansion are then estimated through calibration tests with known surface thermal 
conditions and probe responses. A time sequential testing procedure is illustrated and 
demonstrated for the model building process leading to the optimal truncation for the 
Chebyshev expansion. A future-time method is applied for stabilizing the ill-posed first 
kind Volterra integral equations. Phase plane and cross-correlation analyses are employed 
for estimating the optimal regularization parameter (i.e., the future-time parameter) from a 
spectrum of chosen values. The feasibility and robustness of the proposed approach are 
verified by numerical simulations. The effectiveness of using phase plane and cross-
correlation analyses as a statistical tool for estimating optimal regularization parameters is 
also verified in the “parameter required” space marching method. This additional study 
demonstrates the universal nature of phase plane and cross-correlation analyses for 
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estimating the optimal regularization parameter necessary for alternative numerical 
implementations.  
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Chapter 1: Introduction and Literature Review 
 
1.1  Introduction to inverse heat conduction problems 
Inverse heat conduction problems involve predicting the surface thermal conditions in 
severely hostile thermal environments based on in-depth or backside measurements. Such 
environments appear in high-speed flights, combustion, brakes, nuclear reactors, arc jets, 
shock tunnels, furnaces, fires, etc. Under such harsh thermal conditions, sensors cannot 
directly be mounted onto the surface of interest. Instead, information collected by in-depth 
sensors is employed for predicting the surface thermal conditions. Projecting in-depth 
temperature data to surface defines the inverse heat conduction problem which is ill-posed 
[1]. That is, significant error magnification occurs when projecting unregularized in-depth 
noisy temperature data to the surface. In other words, small errors in the in-depth 
temperature data cause substantial error growth in the prediction of both the surface 
temperature and heat flux. This can be explained by the physics of heat diffusion as high-
frequency oscillations are damped as heat conducts through a body. In the opposite 
direction, any noise (high-frequency oscillations) contained in the in-depth measurements 
are amplified when projecting to the surface. For this reason, regularization [1] is necessary 
for stabilizing all numerical schemes used for resolving inverse heat conduction problems 
(IHCP’s). In most transient studies, the sensor’s temperature is assumed to be identical to 
the positional temperature at the sensor site. Sensor characterization is often neglected in 
properly accounting capacitance, conductive lead losses and contact resistance [2-4]. The 
omission of these physical effects can potentially lead to a time-lagged and attenuated 
surface prediction. 
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Inverse heat conduction problems were initially considered in hypersonic flight 
applications [5]. Inverse problems can be defined in combustion [6-8], brakes [9, 10], 
solidification [11], quenching [12], nuclear reactor components [13], etc. After an inverse 
heat conduction problem is established and formulated, a projection scheme and a 
regularization method must be employed for predicting the surface thermal conditions 
(surface heat flux or surface temperature or both) using discrete in-depth measured 
temperature data. Regularization can be an external process independent of the projection 
scheme or incorporated into the projection scheme itself [14].  
 
1.2  Projection schemes for inverse heat conduction problems 
 A variety of projection methods have been proposed for resolving inverse heat conduction 
problems. These include exact solution [15], space marching and finite difference methods 
[16-20], function specification method [21-23], global time method [24], conjugate 
gradient method [25, 26], Laplace transform method [27, 28], boundary-element method 
[29, 30], and an iteration method [31]. All aforementioned inverse heat conduction methods 
are “parameter required” methods that need accurate knowledge of the thermophysical 
properties of the host material, probe locations as well as sensor parameters (sensor 
capacitance, lead losses, thermal contact, etc). Uncertainties are inherent to parameter 
measurements. However, the uncertainty associated with these parameters are often 
neglected. The lack of uncertainty analysis for the “parameter required” methods [32] can 
potentially cause inaccuracies in the surface prediction. In addition, the entire measurement 
process is both financially expensive and time-consuming.               
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Burggraf [15] formed an exact solution to a one-dimensional transient inverse heat 
conduction problem in a slab where the time-dependent temperature and heat flux was 
known at an embedded sensor site. Continuity was assumed in the derivation prior to 
viewing data as discrete. An infinite series was expressed involving time derivatives of the 
temperature and heat flux data are truncated to two terms for estimating the surface heat 
flux. The time derivatives of temperature and heat flux were found by differentiating a 
polynomial representation of the simulated input data. While this method provides a clear 
investigation using errorless data, measurement error analysis was not included. In addition, 
accuracy was limited since only two terms of the infinite series were used. Greater accuracy 
would require additional higher time derivatives of the data which would become 
problematic since the data were approximated by polynomials.  
 
Space marching [16-20, 24, 33-35] is one of the simplest and physically easiest numerical 
methods to visualize and implement for resolving inverse heat conduction problems. In the 
space-marching method, the spatial and temporal domains are discretized by finite 
difference approximations [16-20, 33, 34]. Temperature data from thermocouple sensors 
are commonly used and imposed as known in-depth boundary conditions in the direct 
region. Finite difference approximations are sensitive to high-frequency measurement 
errors [18]. Various methods have been proposed for damping noise in measurements. Al-
Khalidy [33] and Taler [20] applied least squares fit based on a polynomial representation 
for smoothing the noise in the measured temperatures. Notwithstanding, least-squares 
fitting cannot guarantee the optimum representation of the time derivatives of the filtered 
function [36]. Hills and Hensel [19] utilized a stabilizing matrix as a digital filter to handle 
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the noisy temperature data. Carraso [17] developed a space marching scheme coupled with 
Tikhonov regularization to resolve an inverse heat conduction problem. However, 
determining the value of the “regularization parameter” is problematic as it does not have 
a clear physical interpretation. Taler and Duda [34] studied two space marching methods. 
One involved discretizing the space derivative in the heat equation while the other one 
discretized the time derivative. Solution stability and accuracy of both methods depend on 
the time step size. Standard deviations based on the calculated surface conditions and exact 
surface conditions were used for determining the optimum time step. This is not a feasible 
approach for determining the optimal regularization parameter as the exact surface 
conditions are unknown in a field experiment.  
 
In the function specification method [1], the transient surface heat flux with time is 
assumed to be of a functional form. The regularization parameter in this approach involves 
specifying the number of future time steps required for stabilizing the approximation. At 
present, no a priori rule exists for estimating this regularization parameter. The function 
specification method is computationally efficient since it is sequential in time. The 
difficulty of this method lies defining the number of future time steps since it depends on 
the unknown surface heat flux. Osman et al. [37] combined the function specification and 
Tikhonov regularization methods to resolve an inverse heat conduction problem. A 
piecewise polynomial function is used for the parameterization of the spatial distribution 
of the unknown surface heat flux while “stair-wise” steps on the time approximation are 
used at each discretized spatial location. A sequential-in-time procedure is used for 
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predicting the surface heat flux. The objective function combines the function specification 
and regularization. This function is then minimized in the least-squares sense.  
 
Elkins et al. [24] presented a global time and discrete space formulation of an inverse heat 
conduction problem. In contrast with conventional techniques for solving inverse heat 
conduction problem, the heating rate and higher time derivatives of the temperature data 
are directly measured by a rate-based sensor [38]. This is done in lieu of using a finite 
difference representation for the time derivatives of the measured temperature data. The 
rate-based sensor concept involves analog filtering prior to enter the voltage rate circuit. 
This concept uses the cut-off frequency as the regularization parameter. In Ref. [39], a 
Gauss low-pass filter with a physically based cut-off frequency is used for regularization 
in resolving the null point equation associated with arcjet testing. The Gauss filter removes 
high-frequency noise from the collected temperature data as a processor. Data interrogation 
by discrete Fourier transform produces a power spectrum that leads itself to weight filtering 
concepts designed for estimating the cut-off frequency. Robustness has been shown using 
this principle. The Gauss filter maintains smoothness in higher time derivatives unlike most 
low pass digital filters. The robustness of global time method [24] lies in its accuracy to 
predict the surface heat flux as the sampling rate increases. This contrasts many traditional 
inverse methods.  
 
The conjugate gradient method has also been widely used to resolve inverse heat 
conduction problems. Zhou et al. [26] studied a one-sided inverse heat conduction problem 
where both the temperature and heat flux are specified at the back boundary. Temperature 
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data are used as the back surface boundary condition and the heat flux is adopted as the 
objective function to be minimized. The inverse heat conduction problem formulation was 
shown to possess good stability in the parameter range considered in that study. However, 
the conjugate gradient method is computationally expensive and requires a large amount 
of computer memory.  
 
Monde and Mitsutake [27], and Monde et al. [28] developed a Laplace transformed 
analytical method for both one-dimensional and two-dimensional inverse heat conduction 
problems. A polynomial power series in time with Fourier series expansion in space was 
performed for approximating the temperature changes in the body. The spatial resolution 
of this method is limited by the sensor spacing, probe depth placement and the accuracy of 
the sensor.  
 
Iterative methods are necessary for resolving complex nonlinear inverse heat conduction 
problems. A Gauss method [40] is one of the iterative procedures proposed for solving a 
nonlinear inverse heat conduction problem. In the Gauss method, the next estimation is 
represented by a first order Taylor series expansion of the current estimation. The 
sensitivity matrix needs to be determined at the current estimation state and assumed 
invariant until the next iterative step. This linearization allows for updating the parameter 
of interest. The iterative procedure of this method is repeated until a stopping criterion is 
satisfied. However, when the columns of its corresponding sensitivity matrix are not 
linearly independent, the Gauss method is not able to ensure the existence of a unique 
solution.  
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The Levenberg-Marquardt method [41] modifies the ordinary least-squares norm with a 
penalty term that limits the parameter set variation at each step. The Levenberg-Marquardt 
method possesses a major advantage over the Gauss method as it can reduce the ill-
conditioned sensitivity matrix effects [42]. Historically, the Levenberg-Marquardt method 
was conceived for nonlinear parameter estimation problems and successfully demonstrated 
and applied to both linear and nonlinear inverse heat conduction problems [43].  
 
1.3  Regularization methods for inverse heat conduction problems 
As inverse heat conduction problems are ill-posed [1], some sort of “regularization'' 
technique [1] is required for stabilizing the ill-posed effects. Many regularization methods 
have been developed for this purpose, such as future-time method [1], Tikhonov 
regularization [44], digital filtering [33, 39], Singular-Value Decomposition (SVD) [45, 46] 
and so on. Inverse analysis leading to predictions can be highly sensitive to the choice of 
the regularization parameter.  
 
A local future-time method has been proposed by Lamm [47] for regularizing ill-posed 
problems formulated by integral equations. By introducing and future-time parameter, the 
method will recast the ill-posed Volterra integral equation of the first kind into a well-posed 
Volterra integral equation of the second kind. The regularization parameter in the local 
future-time method is the future-time parameter. A local future-time method has been 
applied as regularization scheme for the calibration integral equation method proposed by 
Frankel, et al. [3, 48] and Elkins et al. [48]. Accurate surface heat flux predictions are 
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achieved without pre-filtering the in-depth temperature data in both numerical [3] and 
experimental [48] tests.   
 
Classical Tikhonov regularization stabilizes the ill-posed problem by adding the product 
of a “regularization parameter” with a semi-norm involving some function. Often this semi-
norm involves the heat flux [44]. However, determining the value of the “regularization 
parameter” is often problematic as it does not have a clear physical interpretation. There 
are several approaches available for estimating the optimal Tikhonov regularization 
parameter. These approaches include the Morozov’s discrepancy principle [49, 50], the L-
curve method [51-53], and the maximum likelihood method [50]. These methods have their 
limitations. Thus, determining the suitable Tikhonov regularization parameter is still under 
intensive research.   
 
Digital filtering is an effective regularization approach for inverse heat conduction 
problems. Al-Khalidy [33] used a Savitzky-Gollary digital filter in a space marching 
method for resolving an inverse heat conduction problem. This approach essentially uses a 
least squares fitting, based on a polynomial representation, for filtering the noise in the 
measured temperatures. However, the least-squares fitting cannot guarantee the optimal 
representation of the time derivative of the filtered function [36]. A Gauss filter [39] 
removes high frequencies signal while maintains smoothness in higher time derivative. The 
Gauss low-pass filter function possesses the unique self-reciprocating characteristic of 
retaining the Gauss functional behavior in both time and frequency thereby substantially 
reducing ringing effects in time. Ringing effects are amplified when time differentiation is 
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involved. The regularization parameter in this approach is defined as the cut-off frequency 
that appears in the construction of the Gauss low-pass filter. The effectiveness of using a 
Gauss filter as the regularization method for resolving inverse heat conduction problems 
has been verified based on a global time method [24] and a space marching method [54]. 
 
Singular value decomposition (SVD) is a regularization approach used in resolving inverse 
heat conduction problems based on matrix manipulations. The dependency of the surface 
heat flux and temperature response at the thermocouple site can be obtained by Duhamel’s 
principle [45, 46, 55]. The ill-conditioned matrix is decomposed into two orthonormal 
matrices and a diagonal matrix that contains its singular values in descending order. 
Elements in the diagonal matrix after a certain row number can be set to zero in order to 
remove noise. Singular-value decomposition can also be viewed as a digital filter. The row 
number serves as the regularization parameter in this method. Again, the key to this method 
is the determination of optimal row number. Garcia et al. [55] considered a sequential SVD 
method for the two-dimensional nonlinear inverse heat conduction problem in an irregular-
shaped body. The nonlinearity is due to temperature dependent thermophysical properties. 
The finite-element method is applied to solve the direct problem. Test cases were presented 
verifying the stability of the method. An overall error estimation was defined in order to 
find the optimal estimation of the two-dimensional inverse heat conduction problem. In 
addition, the accuracy of the method was evaluated by comparison with the function 
specification method [1]. The sequential SVD method provides a slightly more accurate 
result than the function specification method in most cases.  
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As noted earlier, the most fundamental and crucial element of any proposed inverse method 
ultimately involves acquiring the optimal regularization parameter that produces the “best” 
prediction from a spectrum of solutions. Therefore, establishing a means for estimating this 
crucial optimal regularization parameter is the key to achieve optimal surface prediction 
for inverse heat conduction problems. Phase-plane and cross-correlation analysis [56] will 
be applied in this context as a systematic methodology for estimating the optimum 
regularization parameter in both the visual and quantitative senses.  
 
1.4  Sensor characterization 
As mentioned earlier, in most transient investigations discussed in the literature, the 
thermocouple temperature is assumed to be identical to the positional temperature that is 
required by the modeled heat equation. In some situations, both attenuation and lag effects 
are observed if adjustments are not made that correctly account for the causes of the 
observed effects. As a basis for understanding their appearance, a simplified lumped 
analysis about the bead can be performed that account for capacitance/contact resistance 
and conductive lead losses. Some investigations have considered these occurrences [2-4]. 
Woodbury [4] investigated the effect of thermocouple time constant on the inverse 
projection using the function specification method. As expected, increasing the value of 
thermocouple time constant leads to greater attenuation and lag in the surface heat flux 
prediction.  
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1.5  System calibration methodology for inverse heat conduction problems 
System calibration is a “parameter free” methodology for resolving inverse heat conduction 
problems. In this framework, the thermophysical, geometrical and transducer properties 
are not explicitly required for resolving the surface thermal conditions. These parameters 
are replaced by calibration data acquired through a well-designed and carefully 
orchestrated series of experiments. It is, of course, assumed that the system properties 
remain consistent throughout the life cycle of the test article. 
 
The non-integer system identification (NISI) method [57-62] is a calibration method that 
requires the accurate extraction of the impulse function based on a fractional derivative 
formulation [63] of the heat equation. A known net surface source is used as a calibration 
source for obtaining the relationship between net surface heat flux and temperature 
response at the sensor site. The sensor characteristics, depth of sensor, and thermophysical 
properties of the host material are accounted in the calibration coefficients that are 
determined by a least-squares method. The unknown surface heat flux can be estimated by 
the corresponding sensor response and the calibration coefficients.  
 
An alternative calibration methodology based on the calibration integral equation method 
(CIEM) has been developed at the University of Tennessee [3, 48, 64-66]. The calibration 
integral equation method inherently contains sensor positioning, sensor characteristics and 
thermophysical properties of the host material in the final mathematical expression that 
relates the in-depth measured temperature data to the surface temperature or net heat flux. 
The final mathematical expression is presented in terms of a Volterra integral equation of 
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the first kind [67, 68] which is inherently ill-posed. Hence, regularization is required for 
stabilizing the integral equation. The calibration integral equation method is derived in a 
unified mathematical framework that can be applied to inverse heat conduction problems 
with higher dimensions [64], finite width domains [64, 65] and temperature-dependent 
thermophysical properties [65]. 
 
For the calibration integral equation method, one-probe (one in-depth thermocouple) [3, 
48, 65, 66] or two-probe (two in-depth thermocouples) [69, 70] can be used. In the one-
probe calibration integral equation method, the boundary condition for the back surface 
should be imposed as either adiabatic or a convective condition where the heat transfer 
coefficient remains unchanged between the calibration and reconstruction tests. The two-
probe calibration integral equation method removes this limitation on the back surface 
boundary condition. With well-designed and executed front surface and back surface 
boundary conditions in the calibration tests, the two-probe calibration integral equation 
method can be applied for estimating front surface heat flux in a reconstruction test without 
considering the corresponding back surface boundary condition. The calibration integral 
equation method can be formulated in terms of both linear and nonlinear models. The linear 
calibration integral equation method requires the assumption of constant thermophysical 
properties. The nonlinear calibration integral equation method accounts for the 
temperature-dependent thermophysical properties in the model equation. 
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1.6  Identified gaps and scope for the proposed dissertation 
The linear one-probe [3, 48, 66] and two-probe [69, 71] calibration integral equation 
methods have been experimentally validated with excellent accuracy at low temperatures. 
However, for applications involving large temperature variations, the temperature-
dependency of thermophysical properties requires consideration. This leads to the 
development of a nonlinear calibration integral equation method. A new nonlinear 
calibration method based on Kirchhoff transform and rescaling principles has been 
proposed for one-probe [72] and two-probe [70] formulations. The nonlinear one-probe 
calibration integral equation method described in Ref. [72] has been experimentally 
verified [73, 74] at elevated temperatures in excess of 700oC using the 0.91 μm Laserline 
laser facility (500W) at UTK. Probe positioning is not required in this rescaling approach 
but the thermal conductivity and thermal diffusivity of the host material are required. In 
contrast, Frankel and Keyhani [65] developed a nonlinear one-probe calibration integral 
equation method for estimating surface heat flux based on linearizing the nonlinear heat 
equation by a property transform. Compared to the rescaling approach, this method does 
not require the input of any thermophysical properties as well as probe locations. Instead, 
the temperature-dependent thermophysical properties are represented as a property 
transform function in the final mathematical formulation of a Volterra integral equation of 
the first kind. Excellent results are reported in Ref. [65] illustrating a potential new avenue 
for research.  
 
This dissertation focuses on extending and developing new physical formulations, 
numerical analyses and mathematical means for assuring the best model expansion 
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required in the property transform for the calibration integral equation method. The 
proposed novel calibration approach to inverse heat conduction creates the basic analytic 
and numerical tools, and framework for extending the approach to other areas such as 
vibrations and fluid mechanics.  
 
Chapter 2 begins the study by illustrating the universal nature of phase-plane analysis for 
estimating the optimal regularization parameter. This demonstration is performed using a 
classical space marching method based on filtered in-depth temperature data for a nonlinear 
inverse heat conduction problem. In this case, the regularization parameter is defined as 
the cut-off frequency. The phase plane approach described in Ref. [56, 75, 76] is re-
formulated for this problem and shown to demonstrate the universal nature of the 
methodology for extracting the optimal regularization parameter. This chapter is based on 
a published archival paper appearing in Numerical Heat Transfer, Part B: Fundamentals, 
Vol. 72, Issue 2, pp. 109-129, 2017.  
 
Chapter 3 generalizes the previously described property transformed calibration integral 
equation based methodology described in Ref. [65]. In Chapter 3, Chebyshev polynomials 
of the first kind are introduced for a nonlinear, one-probe problem. In this investigation, 
the focus of the study involves resolving the surface temperature. This chapter 
demonstrates that is it possible to use the property transform formulation for resolving the 
nonlinear problem where no thermophysical properties are specified. Again, the probe 
position is not required. Two novel concepts are introduced in this chapter. First, a 
Chebyshev expansion is proposed unlike the power series approach described in the 
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original derivation [65]. It is demonstrated that this basis is now the preferred building 
block for the expansion. Second, a novel sequential study is introduced for defining the 
optimal number of terms in the expansion based on parameter estimation principles. A high 
degree of accuracy is produced in this fundamental study providing confidence in the 
methodology. This study has been performed and an archival paper has been submitted to 
ZAMM journal. 
 
Chapter 4 presents a nonlinear two-probe calibration integral equation method for surface 
heat flux prediction based on the linear two-probe calibration integral equation method [69, 
71] and the nonlinear one-probe calibration integral equation method using a property 
transform for linearization [65]. The final mathematical formulation of this two-probe 
calibration integral equation method is expressed as a complicated nonlinear Volterra 
integral equation of the first kind for net surface heat flux with a property transform 
function that accounts for the temperature-dependent thermophysical properties and probe 
positioning. Again, the property transform function is approximated using a Chebyshev 
expansion of the first kind possessing undetermined coefficients. Three well-defined 
calibration tests are applied for estimating the undetermined coefficients associated with 
the Chebyshev expansion of the first kind. Results from this chapter generated an archival 
paper which is presently under review at the International Journal of Heat and Mass 
Transfer.  
 
Chapter 5 is based on a “to be” submitted paper (to the journal: Applied Mathematical 
Modelling) that describes the results obtained from investigating a two-probe calibration 
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integral equation method involving estimation of surface temperature in a one-dimensional, 
transient nonlinear heat conduction model. Again, phase plane and cross-correlation 
analyses are employed for estimating the optimal future-time parameter from a spectrum 
of chosen values. Numerical simulations using stainless steel as the host material produces 
excellent surface temperature predictions.  
 
Finally, Chapter 6 presents concluding remarks and suggestions for future research.  
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Chapter 2: Nonlinear Inverse Heat Conduction: Digitally Filtered Space 
Marching with Phase-Plane and Cross-Correlation Analysis 
 
This chapter is based on the paper: H. Chen, J. I. Frankel, and M. Keyhani, “Nonlinear 
inverse heat conduction: digitally filtered space marching with phase-plane and cross-
correlation analysis”, Numerical Heat Transfer, Part B: Fundamentals, Vol. 72, Issue 2, pp. 
109-129, 2017.  
 
2.1  Introduction 
High-temperature and high-heat flux applications are abundant in combustion [6-8], brakes 
[9, 10] and hypersonic flight [5] as well as in many other industrial and commercial 
processes. Severely hostile thermal environments often preclude surface mounting of 
sensors. In-depth temperature measurements, based on thermocouples, are coupled to an 
inverse analysis for recovering the surface condition. In this way, the health and integrity 
of the sensors remain true and reliable. Through an inverse analysis, reconstruction of the 
surface condition is appropriated in an approximate sense. This projection process is ill-
posed and requires special methods for recapturing stability in the resolution of the surface 
condition. As all propagated information in a numerical analysis is predicated by the heat 
equation, the first time derivative of temperature clearly indicates the physical dilemma in 
the numerical process when noisy discrete data are present. In most transient investigations 
discussed in the literature, the thermocouple temperature is assumed to be identical to the 
positional temperature required by the modeled heat equation. In some situations, both 
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attenuation and lag effects will be observed if adjustments are not made that correctly 
account for the causes of the observed effects. As a basis for understanding their 
appearance, a simplified lumped analysis about the bead can be performed that account for 
capacitance/contact resistance and conductive lead losses. Some investigations have 
considered these occurrences [2-4].     
 
Over the past 50-60 years, numerous numerical schemes have been proposed for resolving 
inverse heat conduction problems. Inverse heat conduction methods can be divided into 
two primary groups; namely, “parameter required” [1, 2, 7, 15-20, 23, 34, 45, 46] or 
“parameter free” methods [3, 48, 62, 64].  If the scheme requires the specification of 
thermophysical properties, geometric properties (thickness, probe positions) and sensor 
characteristics then it is a “parameter required” approach. On the other hand, if a system 
identification point of view is taken then a system calibration(s) eliminates the specification 
of the aforementioned parameters. This defines a “parameter free” approach; nonetheless, 
both views define an inverse problem as regularization is required for introducing stability. 
 
Inverse heat conduction problems are ill-posed [1]. That is, interior measurements 
possessing noise, inherent to any measurement, are amplified in the projection process to 
the desired surface [1]. Therefore, some sort of “regularization” technique [1] is required 
for reducing the ill-posed effects caused by the presence of discrete noisy data. Many 
regularization methods have been developed for this purpose, such as future-time method 
[47], Tikhonov regularization [44], digital filtering [33, 39], singular value decomposition 
(SVD) [45, 46] and so on. Inverse analysis leading to predictions can be highly sensitive 
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to the choice of the regularization parameter. Hence, the determination of optimum 
regularization parameter is fundamental and crucial for all inverse heat conduction 
problems. Techniques such as L-curve [51-53], Morozov’s discrepancy principle [49] and 
other approaches have been used to resolve the optimality condition. 
 
Space marching [16-20, 24, 33-35] is one of the simplest and physically easiest numerical 
methods to visualize and implement for resolving inverse heat conduction problems. In the 
space marching method, the spatial and temporal domains are discretized by finite 
difference approximations [16-20, 33, 34]. Temperature data from thermocouple sensors 
are commonly used and imposed as known in-depth boundary conditions in the direct 
region. Finite difference approximations are sensitive to high-frequency measurement 
errors [18]. Various methods have been proposed for damping noise in measurements. Al-
Khalidy [33] and Taler [20] applied least-squares fitting based on a polynomial 
representation for smoothing the noise in the measured temperatures. Notwithstanding, 
least-squares fitting cannot guarantee the optimum representation of the time derivatives 
of the filtered function [36]. Hills and Hensel [19] utilized a stabilizing matrix as a digital 
filter to handle the noisy temperature data. Carraso [17] developed a space marching 
scheme coupled with Tikhonov regularization to resolve an inverse heat conduction 
problem. However, determining the value of the “regularization parameter” is problematic 
as it does not have a clear physical interpretation. Taler and Duda [34] studied two space 
marching methods. One involves discretizing the space derivative in the heat equation 
while the other one uses the discretization of the time derivative. The solution stability and 
accuracy of both methods depend on the time step size. Standard deviations based on 
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calculated surface conditions and exact surface conditions are used for determining the 
optimum size of the time step. This is not a feasible approach for determining the optimal 
regularization parameter as the exact surface conditions are unknown in a field experiment.  
 
As noted earlier, the most fundamental and crucial element of any proposed inverse method 
ultimately involves acquiring the optimal regularization or tuning parameter that produces 
the best solution from the predicted spectrum of solutions. Here, the spectral variable is the 
regularization parameter. Establishing a means for estimating this crucial tuning variable 
is the focus of the present chapter in the context of a “parameter required” method. In this 
context, a backward time differencing space marching scheme [16] using a low-pass Gauss 
filter [39] is employed as the projection scheme and regularization method, respectively. 
Unlike most low-pass digital filters, the Gauss filter maintains smoothness in higher time 
derivatives in both the frequency and time domains. This filter function possesses the 
unique self-reciprocating characteristic of retaining the Gaussian functional behavior in 
both time and frequency thereby substantially reducing ringing effects in time. Ringing 
effects are amplified when time differentiation is involved. The regularization parameter 
in this approach is defined as the cut-off frequency that appears in the construction of the 
Gauss low-pass filter. Phase-plane and cross-correlation analysis [56] will be extended in 
this note for estimating the optimum cut-off frequency (i.e., optimum regularization 
parameter) in both the visual and quantitative senses. This chapter focuses on 
demonstrating that the phase-plane and cross-correlation concepts have merit beyond its 
original application involving the future-time method [56] as the base numerical scheme.  
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2.2  Problem statement 
Consider the one-dimensional body, shown in Fig. A-2.1 (all the figures and tables in this 
dissertation are placed in Appendix), subject to surface heating at x = 0. The net conductive 
heat flux is given as qʺ(0, t) while the surface temperature is defined as T(0, t). The 
thickness of the one-dimensional geometry is L such that ],0[ Lx . The host material is 
composed of a material with temperature-dependent thermophysical properties; namely 
thermal conductivity, k(T) and heat capacitance ρc(T). The initial temperature distribution 
is assumed uniform at T0 in ],0[ Lx . For simplicity but without loss of generality, the back 
surface boundary condition at x = L is assumed adiabatic implying qʺ(L, t) = 0. The 
proposed approach works equally well for arbitrary back surface boundary conditions as 
the projection will be based on the two, in-depth thermocouples (x = b1, x = b2). This 
problem definition is merely used to generate the temperature data at the two, in-depth 
positions in order to emulate a typical experimental setup.  
 
Assume that two thermocouples are embedded at x = b1 and x = b2, respectively such that 
0 < b1 < b2 ≤ L. For the moment, additionally assume that the data collected from these 
sensors are ideal (both noiseless and representative of the positional temperature). In this 
case, we assign T(b1, t) = Ttc(b1, t) and T(b2, t) = Ttc(b2, t) while no apparent information is 
provided describing the physical boundary conditions at x = 0, L. Here, the thermocouple 
is denoted by “TC”. At this idealized junction in the analysis, the data are assumed 
continuous as indicated by the notation. The mathematical (inverse) formulation for the 
problem is now stated as 
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where the term ( )sq t  consists of different heat transfer modes and/or sources; however, it 
leads to the net conductive heat flux, qʺ(0, t) as previously noted. The two in-depth 
thermocouples producing transient temperature data are defined as 
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                   (2.1c,d) 
where the initial condition is given as 
              0( ,0) ,T x T  [0, ]x L                         (2.1e) 
In this formulation, the goal is to determine the active side net surface heat flux, qʺ(0, t) 
and surface temperature, T(0, t). Physically, it is evident that a direct, well-posed region 
exists in 1 2[ , ]x b b  while the inverse region of interest lies in 1[0, ]x b . 
 
2.3  Simulated data collection 
In this study, a numerical simulation is performed for demonstrating the concepts. This 
analysis provides a forum for error analysis. The data sampling frequency is defined as 
fsampling while the total simulation time is given as tmax. As a numerical and demonstrative 
study, data must be generated for emulating the two in-depth “thermocouple sites” for 
defining the direct problem in the region 1 2[ , ]x b b . For the inverse region, 1[0, ]x b , an 
 23 
 
over-specified condition at x = b1 must be provided for resolving the surface thermal 
condition at x = 0 using a space marching approach.  
 
To generate the desired temperature data at x = b1 and x = b2, the heat flux boundary 
condition at x = 0 for the net surface heat flux, qʺ(t) is provided. Using this condition and 
the adiabatic condition at x = L with a constant initial condition permits the numerical 
solution for T(x, t), [0, ]x L , 0 < t ≤ tmax to be obtained. A conventional implicit finite 
difference method is implemented where the thermophysical properties are evaluated based 
on one-time step lag for simplicity. The, to be discussed, inverse method will be based on 
space marching and will require knowledge of both T(b1, t) and qʺ(b1, t) to initiate the 
process. For this chapter, the intent is to emulate a physical experiment based on two in-
depth temperature measurements. Further, it is assumed that the positional temperatures 
acquired at x = b1, b2 are representative of the in-depth thermocouple temperatures (i.e., 
neglecting attenuation and lag effects introduced by an intrusive sensor). 
 
With these “ideal” thermocouple data sets at x = b1 and x = b2, artificial noise can be added 
in accordance to  
 1 1( , ) ( , )(1 ), 0,1, ... ,tc j j T jT b t T b t r j N    (2.2a)             
 2 2( , ) ( , )(1 ), 0,1, ... ,tc j j T jT b t T b t r j N    (2.2b)    
with tj = jΔt = j/fsampling, j = 0, 1, …, N where N represents the total number of data utilized 
in the simulation past the initial condition. In other words, the total time span for the 
simulation is tmax = NΔt. Here, T  denotes the temperature noise factor, rj denotes the j
th 
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random number in the interval [-1,1]. The entire simulation is performed using MATLAB 
R2016a on a Lenovo Thinkpad T530 laptop. As such, the MATLAB command “2(rand-
0.5)” is used for acquiring the random numbers.  
 
2.4  Inverse heat conduction formulation based on two in-depth thermocouples 
In space marching methods [16-20, 33, 34], both the temperature and heat flux, at the single 
thermocouple site x = b1, are needed by the algorithm as spatial marching begins from x = 
b1 to the front surface at x = 0. Hence, the local heat flux based on the measured temperature 
data at the first thermocouple site 1( , )tcq b t  requires calculation. The heat flux 1( , )tcq b t  is 
numerically acquired from the solution of the direct problem in 1 2[ , ]x b b  using the 
discrete “thermocouple” data at x = b1, b2. Again, it is noted that the notation intentionally 
uses functions as a continuous “state estimation” [40] view offers another approach 
applicable in the direct region for acquiring 1( , )tcq b t . There are several permutations of the 
probe with known back surface boundary condition that can be utilized by this approach. 
It should be remarked that if the back surface boundary condition is known and a single in-
depth thermocouple is available then a direct region exists between the thermocouple (TC) 
and the back surface, 1[ , ]x b L . Often it is difficult to precisely quantify an exposed 
boundary condition; and, hence using two in-depth thermocouples form a compelling and 
practical compromise.  
 
A well-known, backward time differencing space marching scheme [11] is proposed that 
requires regularization in the spatial region, 1[0, ]x b . The spatial, xi and temporal, tj nodes 
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are represented using the indices i and j, respectively. The first spatial node at i = 0 is given 
as x0 = b1 while the last spatial node, M is at the front surface and denoted as. Observe that 
the spatial march is from x = b1 to x = 0 and hence the rationale for the spatial nodal 
sequencing. In this spatial span, M + 1 points are defined. As remarked earlier, the march 
from x = b1 toward the active surface of interest requires over-specification (or one-sided) 
conditions; namely, both temperature and heat flux. In the following discretization, we 
define and for notational simplicity. Following Carasso [16], we have 
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 . 1 , 0,1,...,ix b i x i M     (2.3e) 
 , 1,2,...,jt j t j N    (2.3f) 
The discrete initial condition for temperature and heat flux are given by 
 
0
0 , 0,1, ... ,iT T i M    (2.3g) 
 
0 0 , 0,1, ... ,iq i M    (2.3h) 
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respectively, with the one-sided boundary conditions 0 0, , 1,2,...,
j jT q j N . The truncation 
order of this scheme is O(Δx, Δt). At the present stage, the numerical method is doomed to 
fail owing to instability brought about by the imperfect data Ttc(b1, t) and 1( , )tcq b t . 
 
2.5  Regularization by digital filtering 
As noted earlier, regularization must be introduced for stabilization. Stabilization can lead 
to over-smoothness as less frequency content is permitted to be propagated to the active 
surface at x = 0. Filtering involves pre-processing the data by removing a certain level of 
high-frequency content from the signal. In this way, three basic prediction regimes are 
formed; namely, (i) unstable which contains too much high-frequency content, (ii) 
transition where the optimal regularization parameter exists, and (iii) over-smoothed where 
insufficient high frequencies are kept. It is well known that diffusion damps high 
frequencies as one propagates spatially further away from the source. For this study, a 
global Gauss filter is chosen that is defined as [39] 
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
 
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 

 


 (2.4) 
where ωc = 2πfc. Here, the circular cut-off frequency is given as ωc while the cut-off 
frequency is given as fc. At this junction, it is evident that the cut-off frequency, fc defines 
the regularization parameter. Other filtering methods can be chosen and applied to inverse 
heat conduction. Additionally, observe that Eq. (2.4) returns a function in time, t that allows 
for resampling if required by a numerical method. In this way, it is possible to change from 
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the experimental sampling times to a convenient numerical time discretization. Hence, the 
optimal regularization parameter involves determining the optimal “cut-off” frequency, fc. 
Alternatively, a so-called “running” filter could be defined that involves the local data at 
the discrete time point tk. Details on a running Gauss filter can be found in Ref. [77]. A 
“running” filter will substantially reduce the computational effort as a clear influence 
region is produced. 
 
A physically formulated method for estimating the “cut-off” frequency utilizes the power 
spectrum of the signal [78] as generated by a Discrete Fourier Transfer (DFT) [78]. The 
spectral details the contributing frequencies in the acquired signal. Weiner filtering [79] 
suggests a qualitative test for estimating this value based on signal-to-noise (S/N) ratio. 
The S/N consideration makes physical sense for inverse problems. The power spectrum 
provides guidance for forming an initial estimation of fc. However, tuning this value for 
estimating the optimal regularization parameter is unclear based solely on the DFT. This 
approach relies on pre-processing the data from the transducer sites for estimating the cut-
off frequency, fc. The next section offers an alternative approach for estimating the cut-off 
frequency, fc based on the projected predictions over a predefined cut-off frequency, fn (n 
= 1, 2, …, P) spectrum.  
  
2.6  Phase plane and cross-correlation for estimating optimum cut-off frequency, fc  
Recently, a combined dynamical system viewpoint involving phase-plane and a pattern 
recognition technique involving cross-correlation has been successfully applied for 
estimating the optimal regularization parameter associated with the future-time method 
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[56].  For the present study, phase-plane analysis and cross-correlation [56] are used for 
identifying the optimal cut-off frequency of the digital filter given in Eq. (2.4) based on the 
projected predictions for fixed fc. In the present context, phase-plane analysis [56] involves 
the desired surface quantity for the heat flux. In applied mathematics, the phase plane often 
involves the time parameterized plot of velocity versus displacement. By analogy, we 
define the phase plane as the heat flux rate, dqʺ/dt versus qʺ where time is parameterized. 
Specifically, the predicted surface heat flux rate and heat flux under specifically chosen 
cut-off frequency is represented by (0, )
nf j
q t  and (0, )
nf j
q t , respectively. Here, n is the nth 
chosen value of cut-off frequency. Hence, the cut-off frequency defines the spectrum 
involving the calculated predictions of surface heat flux and heat flux rate. Here, the focus 
is on the surface heat flux as this property is normally more difficult to resolve than the 
corresponding surface temperature. 
 
The heat flux cross-correlation coefficient is defined as [56] 
   
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* *, 1, ... , ; 1, 2, ... , 1j N N N n P      (2.5a) 
while the heat flux rate cross-correlation coefficient is given as [56]  
   
1
1
1
2 2
(0, ) (0, )
( , ) ,
(0, ) (0, )
n n
n n
n n
N
f j f jj N
q f f
N N
f j f jj N j N
q t q t
R q q
q t q t




  
 
  
 

 
  
* *, 1, ... , ; 1, 2, ... , 1j N N N n P      (2.5b) 
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where fn = nΔf (Hz), n = 1, 2, … , P. Here, Δf is the stepping frequency for forming a finite 
set of predictions. When the cross-correlation coefficient approaches unity it implies 
correlation or linear dependency or formation of a pattern. This can be seen by the 
discussion given in Ref. [76] based on the inner product (1 = identical direction, 0 = 
orthogonal, -1 = opposite direct). When the cross-correlation coefficient is near zero it 
implies a lack of correlation or closeness.  
 
For the space marching projection, the prediction of surface thermal conditions at first few 
discrete data points is meaningless due to the signal delay by thermal penetration and the 
intrinsic delay effects introduced by an intrusive transducer. Therefore, N* is introduced in 
Eqs. (2.5a, b) as an additional parameter to be considered. That is, can one set N* = 0 or 
should one set it to some small value based on an observation associated with S/N? How 
do these choices affect the interpretation of the phase plane?     
 
With the filtered thermocouple data at both x = b1 and x = b2 given as Ttc, fn(b1, tj) and Ttc, 
fn(b2, tj),  the direct problem is solved between x = b1 and x = b2 to obtain the desired heat 
flux at x = b1 as needed by the space marching method described in Section 2.4. Observe 
that though two sets of temperature data are required in the direct region. However, it is 
convenient to use a single cut-off frequency. In fact, as both b1 and b2 are in proximity to 
each other, nearly identical cut-off frequencies for these two sets of temperature data are 
expected. With regard to the notation provided in Section 2.4 involving the space marching 
method, the noisy thermocouple data Ttc(b1, tj) are now replaced by Ttc, fn(b1, tj) whose 
notation now reflects the filtering process for fixed cut-off frequency. Therefore, 
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0 , 1( , )n
j
tc f jT T b t  and 0 1( , )n
j
f jq q b t , j = 1, 2, … , N are used in the specified space 
marching scheme. 
 
2.7  Numerical algorithm   
The algorithm is as follows: 
1) Filter raw thermocouple (TC) temperatures at x = b1 and x = b2 using the Gauss low-
pass filter for fixed cut-off frequency, fn per Eq. (2.4).    
2) Solve the direct heat conduction problem for the defined spatial domain between x = b1 
and x = b2 using the filtered TC temperatures obtained in Step 1 as boundary conditions in 
the assigned direct region. Assuming a sufficiently high sampling frequency, use the 
identical sampling rate in the finite difference scheme. 
3) Calculate the local heat flux at x = b1 by a control volume assessment. This provides the 
second condition at x = b1 for defining the one-sided problem ready for space marching to 
the axis origin, x = 0. 
4) Using the local heat flux calculated by Step 3 and filtered TC temperature at x = b1 from 
Step 1 march to the front surface for obtaining the surface heat flux and surface temperature. 
Eqs. (2.3a-h) in Section 2.2 describe the backward time differencing space marching 
scheme.  
5) For fixed cut-off frequency, the surface temperature and heat flux are calculated in Step 
4. Next, use simple finite difference representation for the first time derivative of heat flux 
to obtain the heat flux rate, dqʺ/dt for the phase-plane and cross-correlation analysis. 
Central differences are used for internal nodes while forward and backward differences are 
used at end points. 
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6) Perform Steps 1-5 for each chosen cut-off frequency, fn, n = 1, 2, … , P and store for 
later use in phase-plane and cross-correlation analysis.  
7) Perform phase-plane and cross-correlation studies per Section 2.6 and identify optimal 
regularization parameter, fn (opt) based on observed outputs. 
 
2.8  Results 
This section provides fruitful results indicating the merit of the combined space-marching 
and filtering method where the optimal regularization parameter is estimated by phase-
plane and cross-correlation analysis. Table A-2.1 contains the thermophysical properties 
of stainless steel 304 [80] as well as the geometrical properties of the study. Figures A-
2.2a, b present the temperature dependent behavior of the thermal conductivity, k(T) and 
specific heat, c(T) over a large temperature range. The simulation will cover a gamut of 
temperature ranges to ensure the nonlinear effects are significant and observable. The 
widths of spatial and temporal nodes in the finite difference scheme for solving the direct 
problem in the region [0, ]x L  are denoted by Δx and Δt, respectively. The values for Δx 
and Δt are kept fixed in this context for both direct calculations in [0, ]x L  and 1 2[ , ]x b b  
as well as the inverse calculation region in 1[0, ]x b .  
 
Figure A-2.3 presents the chosen surface heat flux to be re-constructed that is defined as 
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This surface heat flux also identified as the boundary condition for generating in-depth 
positional temperatures at x = b1, b2. The values of the parameters max 1 1 2 2, , , ,q      are 
listed in Table A-2.1. The double Gauss function possesses a characteristic temporal 
history seen in some aerospace heating applications.  
 
Figure A-2.4 displays the corresponding ideal temperature histories at x = 0, b1, b2, L. Here, 
ideal represents noiseless and numerically “exact” values or converged numerical results 
to some predefined convergence criteria. As this is a nonlinear study, it is apparent that 
exactness is defined as numerical convergence to some physically reasonable value 
commensurate with experimental accuracy. Convergence is given in terms of a Cauchy 
sense (comparison upon splitting intervals) and with a relative difference not to exceed 
some value. Figure A-2.5 illustrates the convergence of the finite difference scheme for 
solving the direct heat conduction problem in the region [0, ]x L  for the forward probe 
location (nearest the active surface). As shown in Fig. A-2.5, convergence is achieved by 
plotting T(b1, t) obtained by (Δx, Δt) and (Δx/2, Δt/2), respectively. The maximum 
percentage difference between the two temperature curves is only 0.088%. Figure A-2.6 
presents the positional temperature at the thermocouple sites, x = b1 and b2 given as T(b1, 
tj) and T(b2, tj) as well as the discrete noisy “thermocouple” data now defined as Ttc(b1, tj) 
and Ttc(b2, tj), j = 1, 2, … , N. These data are generated per Eqs. (2.2a, b) at 10 Hz. This 
chosen sampling frequency is common for high-speed ground flight testing undertaken due 
to the length of time and number of data sets that must be collected. It is evident that 
significant noise is introduced into the temperature data with the choice of parameters given 
in Table A-2.1.   
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Figure A-2.7 compares the numerically “exact” (no noise added to the temperature data) 
heat fluxes qʺ(b1, tj), qʺ(b2, tj) , j = 0, 1, 2, … , N, with heat fluxes 1( , )tc jq b t , 2( , )tc jq b t  that 
result from the simulation of the direct problem in 1 2[ , ]x b b  using the discrete unfiltered 
noisy “thermocouple” data at the two defined measurement sites. As illustrated in Fig. A-
2.7, the heat fluxes 
1( , )tc jq b t , 2( , )tc jq b t , j = 0, 1, … , N are contaminated with noise 
illustrating the intrinsic amplification effect due to using noisy TC data. The numerically 
acquired, noisy heat flux 
1( , )tc jq b t  used with the raw “thermocouple” temperature Ttc(b1, 
tj) will prevent the success of the space marching algorithm in the inverse region 1[0, ]x b . 
As the sampling frequency increases the oscillation magnitude will correspondingly 
increase. 
 
Figures A-2.8a, b display the power spectrums of Ttc(b1, tj) and Ttc(b2, tj), j = 0, 1, … , N. 
The power spectral density is defined as Cn and acquired by the Discrete Fourier Transform 
[78]. These figures provide guidance for forming an initial estimation of fc. Figure A-2.8a 
shows the full frequency range (based on sampling frequency) where the y-axis is the log10 
scale of power spectrum density Cn. Normally only half of the frequency range is presented 
owing to the Nyquist criterion. The power spectrum densities Cn for Ttc(b1, tj) and Ttc(b2, tj) 
are numerically obtained by MATLAB code “sqrt(fft(TCb1).*conj(fft(TCb1))/N)” and 
“sqrt(fft(TCb2).*conj(fft(TCb2))/N)”, where TCb1 and TCb2 represent Ttc(b1, tj) and Ttc(b2, 
tj), respectively. The power spectrums of the “thermocouple” temperatures Ttc(b1, tj) and 
Ttc(b2, tj) are similar as displayed in Figs. A-2.8a,b due to both proximity and induced noise 
generation. Figure A-2.8b narrows the frequency range for focusing on the determination 
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of the cut-off frequency. Two tangent lines are drawn in Fig. A-2.8b so that the Weiner 
filtering concept involving signal-to-noise (S/N) can be qualitatively visualized. The large 
f tangent line represents the extrapolated noise, N line. The small f tangent line is an 
estimate of the deduced signal, S line. The frequency value at the intersection of the two 
tangent lines in Fig. A-2.8b provides an initial estimate for defining the minimum cut-off 
frequency fc as we wish to retain as many of the higher frequencies as possible. This 
estimate is now denoted as fc, DFT ∈ [0.075, 0.25] Hz as the “noise line” leaves the data at 
about 0.25 Hz. As an initial estimate, the upper limit in the interval is chosen; hence, 
leading to fc, DFT = 0.25 Hz. The sensitivity of surface predictions to small perturbations of 
this estimate should always be considered. Again, it should be remarked that diffusion 
damps out higher frequency as the thermal penetration depth increases. High frequencies 
then become interpreted as a source of noise. Figure A-2.9 illustrates the effect of the 
preconditioning the TC data using the Gauss filter and selected cut-off frequency, fc, DFT. 
This figure shows the positional temperatures T(b1, tj), T(b2, tj), j = 0, 1, 2, … , N and 
filtered “thermocouple” temperatures 
,, 1
( , )
c DFTtc f j
T b t , 
,, 2
( , )
c DFTtc f j
T b t , j = 0, 1, … , N. The 
unadulterated and filtered data curves are indistinguishable when fc, DFT = 0.25 Hz. Figure 
A-2.10 displays both the numerically “exact” heat fluxes qʺ(b1, tj), qʺ(b2, tj), j = 0, 1, … , 
N and the heat fluxes resulting from filtered “thermocouple” data, based on Eq. (2.4), are 
denoted as 
,, 1
( , )
c DFTtc f j
q b t , 
,, 2
( , )
c DFTtc f j
q b t , j = 0, 1, … , N. This illustrates the effect of 
preconditioning the data, based on Weiner filtering concepts, as an initial estimator for the 
cut-off frequency of the Gauss filter at the TC sites. Comparing Fig. A-2.7 with Fig. A-
2.10 illustrates an immediate benefit.  
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The one-sided projection using both the temperature and heat flux from the position x = b1 
is next addressed as this is the inverse problem. In this calculation, stability plays an 
important role in arriving at a reasonable estimation of the surface condition. The following 
discussion is based on resolving the optimal regularization parameter based on the 
projected heat flux at x = 0 (not the TC data from x = b1). 
 
As discussed in Section 2.6, the phase plane and cross-correlation phase plane are now 
used for estimating the optimum cut-off frequency (regularization parameter). Figure A-
2.11a provides the predicted heat flux, (0, )
nf j
q t , j = N*, N*+1, … , N; n = 1, 2, … , 10  and 
heat flux rate, (0, )
nf j
q t , j = N*, N*+1, … , N; n = 1, 2, … , 10 over 10 incrementally chosen 
cut-off frequencies ranging from 0.05 Hz to 0.50 Hz. Figure A-2.11b reduces the number 
of phase-plane results by focusing on the frequency range of 0. 15 to 0.35 Hz. As indicated 
in Figs. A-2.11a and A-2.11b, large cut-off frequencies produce basically random 
predictions. As the cut-off frequencies decrease from 0.5 Hz to 0.05 Hz, the corresponding 
phase planes take on a distinctive pattern as loss of randomness is observed. Again, this 
initial estimator is based on a qualitative measure (the heat flux and heat flux rate phase 
plane). The initiation of a pattern in the surface heat flux and heat flux rate phase plane 
defines the optimal regularization parameter as randomness is removed from both heat flux 
and more importantly, the heat flux rate. Both temperature rate, ∂T/∂t and heat flux rate, 
∂qʺ/∂t carry ingredients for defining the best estimation as noted by their heat equation 
formulations. From Fig. A-2.11b, we can observe that the onset of a repeatable or “settled” 
pattern begins to occur in the range of fc = 0.20 - 0.25 Hz. Furthermore, highly smoothed 
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results are observed for fc ≤ 0.1 Hz.  In fact, it is desired to retain as many high-frequency 
components in the signal for recovering small temporal changes in the predicted surface 
thermal conditions. Hence, predictions using fc ≤ 0.1 Hz are removed from consideration 
as over-smoothing dominates.   
 
The phase planes involving the predicted surface heat flux and heat flux rate cross-
correlation coefficients denoted by 
1
( , )
n nq f f
R q q

   and 
1
( , )
n nq f f
R q q

  , reveal additional 
interpretable features. Physically, three regimes exist; namely, 1) instability region, 2) 
transition region, and 3) over-smoothing region. Figure A-2.12a is the constructed cross-
correlation coefficient phase plane using N* = 0 while Fig. A-2.12b uses N* = 20 for the 
indicated pairs of cut-off frequencies. Here, N* = 20 is chosen as 20 time steps (2 seconds) 
are necessary for removing the random, large amplitude oscillates appearing at early times 
in the heat flux predictions shown in Fig. A-2.13. This is physically due to the insufficient 
change in the signal at the TC sites (low signal-to-noise ratio). That is, the TC measurement 
has yet to move out of the initial condition, background noise band. A reasonable heat flux 
begins to follow after the oscillatory predictions at early times (Fig. A-2.13). Interpretation 
of the cross-correlation coefficient phase-plane results using (a) N* = 0 and (b) N* = 20 are 
now discussed. Figure A-2.12a (N* = 0) illustrates the appearance of the three regions 
defined as unstable, transition and over-smoothed. From cut-off frequency pairs (0.50, 0.45) 
Hz to (0.40, 0.35) Hz, instability is observed due to the drastic changes in the values of the 
corresponding heat flux rate cross-correlation coefficients 
1
( , )
n nq f f
R q q

   (Fig. A-2.12a), 
which correspond to randomness in the predicted heat flux and heat flux rate phase plane 
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plot when f = 0.50 Hz, 0.45 Hz, 0.40 Hz, 0.35 Hz (see Fig. A-2.11a). As the values of the 
frequency pair decrease to (0.30, 0.25) Hz, the corresponding heat flux rate cross-
correlation coefficient 
1
( , )
n nq f f
R q q

   approaches 1. In addition, as the values of frequency 
pairs further decrease, 
1
( , )
n nq f f
R q q

   remain at unity. This implies the occurrence of over-
smoothness.  
 
Figure A-2.12b (N* = 20) displays the three regions previously described. It is important to 
view the actual axis values for both the heat flux and heat flux rate. This figure has different 
characteristics compared to Fig. A-2.12a since the highly oscillatory early-time data are 
removed. It is expected that 
1
( , ) 1
n nq f f
R q q

    but physically 
1
( , )
n nq f f
R q q

   should not 
approach unity as this implies too much smoothness in its construction based on non-
smooth data. Taking the temporal derivative of non-smooth data represents the most 
fundamental inverse problem. From repeatability studies based on a variety of sources and 
sampling rates, it is found that the indicated minimum produces the best reconstruction of 
both the surface heat flux and temperature. As sufficient robustness exists, and a pairing is 
defined, it would be appropriate and acceptable to use a value in pairing set [0.20, 0.25] 
Hz.   
 
Figures A-2.13 and A-2.14 display the resulting surface heat flux, (0, )f jq t  and 
temperature, Tf (0, tj), j = 0, 1, 2, … , N predictions using cut-off frequencies of fc = 0.05, 
0.10, 0.15, 0.20, 0.25, 0.30, 0.35 Hz. Based on the cross-correlation phase plane and its 
ensuing discussion, the favorable cut-off frequency, fc (see Fig. A-2.12b) is chosen as fc = 
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0.25 Hz. Figures A-2.15 and A-2.16 display the predicted surface heat flux, (0, )fq t and 
surface temperature, Tf (0, t) predictions using fc = 0.25 Hz. These results are highly 
encouraging. As the probes are moved closer to the surface of interest, the delay in the 
prediction becomes less apparent. This is not evident in the present set of results due to the 
timescale. The shift in time is approximately the width of the region shown in Fig. A-2.13. 
The feasibility of the technique for short time duration and high sampling frequency studies 
is now discussed. In a nutshell, the simulation results using stainless steel domain in 5 
seconds time duration with data collection as 300 Hz are shown in Figs. A-2.17 and A-
2.18. Figure A-2.17 displays the predicted surface heat flux, (0, )fq t while Fig. A-2.18 
displays the surface temperature, Tf (0, t) using f = 4.0 Hz. This value is obtained by phase 
plane and cross-correlation analysis following the previously outlined approach. The 
parameters used in the short time duration simulation are listed in Table A-2.2.  
 
2.9  Conclusions  
In this chapter, it was demonstrated that a heat-flux phase plane and cross-correlation 
coefficient phase plane can assist in identifying the optimal regularization parameter for 
resolving an inverse heat conduction problem by space marching. In this study, the 
identification of the low-pass Gauss filter’s cut-off frequency is required at the data 
collection sites while the surface condition is sought. Numerical results indicate the 
robustness of the Gauss filter and the viability of the phase plane and cross-correlation 
analysis for extracting the optimum cut-off frequency. The phase plane and cross-
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correlation provide an additional analytical tool for estimating the optimum regularization 
parameter. 
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Chapter 3: Nonlinear Inverse Heat Conduction Problem of Surface 
Temperature Estimation by Calibration Integral Equation Method 
 
This chapter is based on the paper: H. Chen, J. I. Frankel, and M. Keyhani, “Nonlinear 
inverse heat conduction problem of surface temperature estimation by calibration integral 
equation method”, ZAMM – Journal of applied mathematics and mechanics / Zeitschrift 
für angewandte Mathematik und Mechanik (in review). 
 
3.1  Introduction 
This chapter addresses a universal need in heat transfer community for accurately 
determining the surface temperature in severely hostile thermal environments. Such 
environments appear in high-speed flights, combustion, brakes, nuclear reactors, arc jets, 
shock tunnels, furnaces, fires, etc. Under such harsh thermal conditions, surface mounted 
sensors can be damaged or produce dubious results. Instead, information collected by in-
depth sensors are employed for predicting the surface thermal conditions. Projecting in-
depth temperature data to surface involves an inverse heat conduction problem which is 
ill-posed [1]. That is, significant error magnification occurs when projecting unregularized 
in-depth noisy temperature data to the surface. In other words, small errors in the in-depth 
temperature data can cause substantial error growth in the prediction of both the surface 
temperature and heat flux. For this reason, regularization methods [1] are introduced for 
stabilizing all numerical schemes used for resolving inverse heat conduction problems. In 
most transient studies, the sensor’s temperature is assumed to be identical to the positional 
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temperature at the defined sensor site. Neglecting sensor characteristics involves omitting 
the effects of thermal capacitance, conductive lead losses and contact resistance [2-4]. The 
omission of these physical effects can potentially lead to a time-lagged and attenuated 
surface prediction. 
 
Inverse heat conduction solution techniques have been applied to combustion [7, 8], brakes 
[9, 10], solidification [11], and quenching studies [12]. Various methods have been 
proposed for resolving inverse heat conduction problems over the past several decades, 
among them are the function specification method [21-23], space marching and finite 
difference methods [16-20], global time method [24, 81], exact solutions [15], conjugate 
gradient method [25, 26], boundary-element method [29, 30], and an iteration approach 
[31]. For all aforementioned inverse heat conduction methods, explicit knowledge of the 
thermophysical properties, and probe locations is required. Furthermore, the parameters 
associated with the temperature sensor model [3, 4] require quantification. Hence, these 
numerically inspired methods require significant and accurate parameter inputs and are 
presently termed as “parameter required” methods. Uncertainties are inherent to parameter 
measurements. Additionally, the measurement process is both financially expensive and 
time-consuming. System calibration is a “parameter free” methodology for resolving 
inverse heat conduction problems. In this framework, the thermophysical, geometrical and 
temperature sensor properties are not explicitly required for resolving the surface thermal 
conditions. These parameters are replaced by calibration data acquired through a well-
designed and carefully implemented experiments. It is, of course, assumed that the system 
properties remain consistent for the life cycle of the test article.  
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The non-integer system identification (NISI) method [57-62] is a calibration method that 
requires the accurate extraction of the impulse function based on the fractional derivative 
formulation [63] of the heat equation. A known net surface heating source is used in the 
calibration test for obtaining the relationship between net surface heat flux and temperature 
response at the sensor site. The sensor characteristics, depth of sensor, and thermophysical 
properties of the host material are accounted in the calibration coefficients that are 
determined by a least-squares method. The unknown surface heat flux can be estimated by 
the corresponding sensor response and the calibration coefficients.  
 
An alternative calibration methodology based on calibration integral equation is under 
development at the University of Tennessee [3, 48, 64-66]. The calibration integral 
equation method inherently contains sensor positioning, sensor characteristics and 
thermophysical properties of the host material in the final mathematical expression that 
relates the in-depth measured temperature data to the surface temperature or heat flux. The 
final mathematical expression is presented in terms of a Volterra integral equation of the 
first kind [67, 68] for the desired surface thermal condition. This integral statement is 
inherently ill-posed. Hence, regularization is required for stabilizing the integral equation. 
The calibration integral equation method was derived in a unified mathematical framework 
that can be applied to inverse heat conduction problems with higher dimensions [64], finite 
width domains [64, 65] and temperature-dependent thermophysical properties [65, 70, 72].  
 
The linear (constant thermophysical properties) one-probe [3, 48, 66]  and two-probe [69, 
71] calibration integral equation methods for predicting surface heat flux have been 
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numerically verified and experimentally validated with excellent accuracy at low 
temperatures. However, in aerospace applications, a large temperature variation is expected 
due to aerothermal heating effect [82]. Accounting for temperature-dependent 
thermophysical properties leads to a fully nonlinear physical formulation of the required 
physics. This is nontrivial and requires a substantial amount of consideration. A new 
nonlinear surface heat flux calibration method, based on Kirchhoff transformation and 
rescaling principles, was proposed and numerically investigated [70, 72]. This rescaling 
approach does not require specification of the probe locations. The rescaling and Kirchhoff 
transformation methods have been verified using high-temperature experimental data [73, 
74]. However, both the thermal conductivity and thermal diffusivity for the host material 
are required for this approach. Frankel and Keyhani [65] proposed a nonlinear calibration 
integral equation method for predicting the surface heat flux through property physics 
linearization. This alternative approach does not require the specification of any 
thermophysical properties and probe locations.  
 
For many aerospace and industrial applications, estimating the surface temperature using 
an inverse method can be as important as estimating surface heat flux [83]. The purpose of 
this chapter is to develop an effective calibration integral equation method for predicting 
surface temperature that accounts for the unknown temperature-dependent thermophysical 
properties. The mathematical formulation of the temperature calibration method is 
expressed in terms of a nonlinear Volterra integral equation of the first kind involving the 
surface temperature. This functional equation possesses a small set of undetermined 
coefficients associated with the chosen expansion. Data from the two calibration tests are 
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used for obtaining the undetermined coefficients. The order of truncation is determined by 
checking the equality of the integral equation and a sequential time study whereby 
coefficient stability is sought. A local future-time method [47] is implemented as 
regularization scheme for the Volterra integral equation of the first kind. This 
regularization method retains causality while producing a second kind Volterra integral 
equation for discretization. A phase plane and cross-correlation analyses [56, 75, 76] are 
then employed for estimating the optimal regularization parameter. In the present context, 
the optimal future-time parameter is estimated. The results illustrate the merit and accuracy 
of the nonlinear temperature calibration method as well as the effectiveness of the phase 
plane and cross-correlation analyses for determining the optimal future-time parameter. 
 
3.2  Problem statement and background 
Consider the one-dimensional slab displayed in Fig. A-3.1. The front surface at x = 0 is 
subjected to surface heating denoted as 0 ( )q t  with the net conductive heat flux denoted as 
qʺ(0, t) while the surface temperature is denoted as T(0, t). The thickness of the one-
dimensional geometry is L such that ],0[ Lx  and a temperature sensor is embedded at 
position x = b. The one-dimensional slab is composed of a material with temperature-
dependent thermal conductivitαy, k(T) and heat capacitance, ρc(T). The αitial temperature 
distribution is assumed uniforαm at T0 in ],0[ Lx . For simplicity but without loss of 
generality, the back surface boundary condition at x = L is assumed adiabatic (qʺ(L, t) = 0). 
By assuming an adiabatic back surface boundary condition, it is convenient for formulating 
the calibration integral equation that requires only one in-depth temperature sensor [64, 73, 
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84]. The calibration integral equation method that considers arbitrary back surface 
boundary conditions which change between the calibration and reconstruction tests can be 
formulated by introducing a second in-depth temperature sensor. The two-probe linear 
calibration integral equation method [69] and two-probe nonlinear calibration integral 
equation method with given thermal conductivity and thermal diffusivity [70] have been 
investigated. The two-probe nonlinear calibration integral equation method that accounts 
for unknown temperature-dependent thermophysical properties is the subject of Chapters 
4 and 5.  
 
3.3  Formulation of the nonlinear temperature calibration integral equation 
3.3.1  Background: the linear temperature calibration integral equation 
The linear one-dimensional temperature calibration integral equation has been derived 
based on frequency domain analysis of the linear heat equation [3]. The linear temperature 
calibration integral equation is 
 
0 0
(0, ) ( , ) (0, ) ( , ) , 0
t t
r c c r
u u
u b t u du u b t u du t   
 
      (3.1) 
where θ(x, t) = T(x, t) – T0 denotes the reduced temperature and “u” is a dummy time 
variable. Here, the probe is located at x = b and the reduced surface temperature is sought 
at x = 0. The numerical value for probe position of x = b is not required in Eq. (3.1). The 
subscript “c” and “r” represent calibration and reconstruction tests. The goal is to resolve 
Eq. (3.1) for the unknown reduced surface temperature, θr(0, t) as all other functions can 
be expressed in terms of data collected over time.  
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3.3.2  Derivation of the nonlinear temperature calibration integral equation 
Consider the transient one-dimensional nonlinear heat equation [85] given as  
  ( ) ( , ) ( ) ( , ) , [0, ], 0
T T
c T x t k T x t x L t
t x x

   
      
  (3.2a) 
subject to the boundary conditions 
  0 ( ) (0, ) (0, ) (0, ), 0
T
q t q t k T t t t
x

    

        (3.2b)                                                               
              ( , ) 0, 0
T
L t t
x

 

                                   (3.2c) 
and initial condition 
              0( ,0) , [0, ]T x T x L                    (3.2d) 
where T is the temperature-dependent variable, x and t are the independent spatial and 
temporal variables, ρ is the density, c is the specific heat capacity, k is the thermal 
conductivity. Here, qʺ(0, t) denotes the conductive (net) heat flux at x = 0 while 0 ( )q t  can 
be composed of source and/or other modes of heat transfer. In Ref. [65], the concept of a 
generalized property transforms for linearization was introduced in the context of an 
unknown heat flux boundary condition on the active heating side. In a nutshell, it was 
demonstrated that the heat equation can be decomposed as  
 ( ) ( , ) ( ) ( , ) , [0, ], 0
dT dT
c T x t k T x t x L t
d t x d x
 

 
   
   
   
               (3.3) 
where the transformed variable φ(x, t) can be thermal conductivity, thermal capacity, 
thermal diffusivity, thermal effusivity, etc [65]. The assumption that inverse function of φ 
(T) exists is made that permits a single valued dT/dφ. Actually, the inverse function of 
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temperature-dependent thermophysical properties k(T), c(T), α(T), β(T) exist for almost all 
practical materials [85]. Assuming there exists a combination that produces 
 ( ) constant
dT
k T
d


   (3.4) 
then we can alternatively express the transformed heat equation in terms of the transformed 
variable, φ(x, t) as  
 
2
2
1
( , ) ( , ), [0, ], 0
( )
x t x t x L t
T t x
 

 
  
 
               (3.5) 
By further assuming the thermal diffusivity α(T) is a constant value denoted as α0. We can 
write the linearized heat equation as  
 
2
2
0
1
( , ) ( , ), [0, ], 0x t x t x L t
t x
 

 
  
 
                            (3.6a) 
with respect to the transformed boundary conditions as 
 (0, ) (0, ), 0q t t t
x



   

                                       (3.6b) 
  ( , ) 0, 0L t t
x

 

  (3.6c) 
and the transformed initial condition as 
 0( ,0) ( ), [0, ]x T x L     (3.6d) 
Let us now define 0( ) ( ) ( )T T T    , then Eqs. (3.6a-d) become 
 
2
2
0
1
( , ) ( , ), [0, ]x t x t x L
t x
 

 
 
 
 (3.7a)                                    
subject to the transformed boundary conditions  
 0),,0(),0( 


 tt
x
tq

      (3.7b) 
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  0,0),( 


ttL
x

                               (3.7c) 
and the transformed initial condition 
              ( ,0) 0, [0, ]x x L     (3.7d) 
The calibration integral equation for the linearized model system given in Eqs. (3.7a-d) 
become 
 0,),(),0(),(),0(
00
   tduutbuduutbu r
t
u
c
t
u
cr    (3.8) 
Equation (3.8) is the model equation under examination for the present study. The approach 
taken here is based on representing the transform functions in terms of Chebyshev 
expansion of the first kind [86-90] for mapped temperature in the range [-1, 1] defined as 
 ]1,1[,
),(2
),( ** 


 T
TT
TTtxT
txT
LU
UL
   (3.9) 
where “TL” and “TU” represent the lower and upper temperature bound, respectively. The 
values of “TL” and “TU” can be properly set to ensure that the temperature ranges for all 
calibration and reconstruction tests are in the domain [TL, TU]. The coefficients of the 
Chebyshev expansion are determined by an ordinary least-squares (OLS) method [91, 92] 
involving two well-defined calibration tests [65] with known surface temperatures and 
correspondently measured in-depth temperatures at the fixed location, x = b. Using the 
Chebyshev expansion of the first kind for the mapped temperature to represent the 
transformed variable ϕ(x, t) in Eq. (3.8) as 
 ,),(),(),()),((),(
000
* 






N
n
n
N
nN
n
nn
n
nn txEatxtxEatxTEatx   (3.10a) 
where En is the n
th Chebyshev polynomial of the first kind. Further, it is clear that 
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 *( ( , )) ( , ), 0,1, 2, ...n nE T x t E x t n    (3.10b) 
Table A-3.1 presents several Chebyshev polynomials of the first kind conforming to the 
notation used in this context. Chebyshev polynomials are mutually orthogonal in the 
domain [-1, 1] with respect to the weight function *2 1/2(1 )T   and it is highly efficient for 
approximating functions [79, 91, 92]. The monomial basis Tn, n = 0, 1, …, are not well 
suited to the present analysis as they are susceptible to excessive round-off [91]. Hence, 
using the monomial basis nT  is a poor choice for approximating a function in the present 
ill-posed problem.  
  
In Eq. (3.10a), the transformed variable ϕ is a function of temperature but with the 
understanding that the units of the coefficients 0 1 2{ , , ,...}a a a  are unknown. Substituting the 
expansion given in Eq. (3.10a) into Eq. (3.8) produces 
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(3.11a) 
By comparing Eq. (3.11a) to the linear temperature calibration given in Eq. (3.1), we can 
set 1 1a  . Hence, the truncated version of Eq. (3.11a) is expressible as 
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(3.11b) 
which now involves a finite number of undetermined coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a . If N 
is sufficiently large then Nj ja a  for j = 0, 2, 3, … , N, and the required balance of Eq. 
(3.11b) is given as 
 
 
 
  .0,),0(...),0(),0(),0(
),0(...),0(),0(),0(
),0(...),0(),0(),0(
),0(...),0(),0(),0(
,,33,22,100
0
,,33,22,100
,,33,22,100
0
,,33,22,100








tduutEautEautEautEEa
uEauEauEauEEa
duutEautEautEautEEa
uEauEauEauEEa
rN
N
Nr
N
r
N
r
N
t
u
cN
N
Nc
N
c
N
c
N
cN
N
Nc
N
c
N
c
N
t
u
rN
N
Nr
N
r
N
r
N
(3.11c) 
(An alternative mathematical development based on residuals is presented in Chapter 5. 
This chapter emphasizes physics over mathematical rigor). Two well-defined calibration 
tests are required for estimating the undetermined coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  
presented in Eq. (3.11c). The two well-defined calibration tests are denoted with the 
subscripts “c1” and “c2” for notational convenience. Therefore, Eq. (3.11c) can be written 
as  
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(3.12) 
Equation (3.12) possesses N unknown coefficients explicitly given by the set 
0 2 3{ , , ,..., }
N N N N
Na a a a  that can be determined using a nonlinear least-squares method based 
on the temperature data collected from the time set, 
1{ }
M
i it  , where ti = iΔt, i = 1, 2, 3, … , 
M, with Δt ≜ tmax / M. The least-squares residual is expressed as 
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Forming the sum of the squares of  0 2 3;{ , , ,..., }N N N NN i Nr t a a a a  produces 
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 i = 1, 2, 3, …, M      (3.14) 
and then formally minimize, with respect to each undetermined coefficient in the set, per 
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  (3.15) 
for producing a closed system of nonlinear equations involving N unknown expansion 
coefficients. An appropriate numerical analysis is performed for obtaining the N unknown 
expansion coefficients. Once the coefficients are calculated, Eq. (3.11c) can be used to find 
the reconstruction prediction for a given calibration test. An appropriate regularization 
scheme is required for recovering the transformed surface temperature ϕr(0, ti) at each time 
step ti, i = 1, 2, 3, …, M, as needed in Eq. (3.11c). Section 3.4 addresses this issue in Eq. 
(3.11c) after the expansion coefficients are obtained. A nonlinear root-finder is required 
for determining *(0, )r iT t , i = 1, 2, 3, … , M. Subsequently Tr(0, ti) are obtained by inverting 
Eq. (3.9).  
 
It is worth noting that although the thermal diffusivity α(T) is assumed as a constant value 
denoted as α0 in Eq. (3.6a), the proposed approach will be shortly shown to work well for 
stainless steel and carbon-carbon. Both materials possess considerable thermal diffusivity 
variations from room temperature to high temperatures [84]. Furthermore, this concept will 
potentially work well for ultra-high-temperature ceramics (UHTCs) being considered for 
some thermal protection systems (TPS).  
 
3.4  Regularization by the future-time method  
Equations (3.8) and (3.11c) are Volterra integral equations of the first kind [67, 68] that are 
ill-posed. A local future-time method [3, 47, 64] is utilized as the regularization scheme 
for stabilizing the ill-posed first kind Volterra integral equation. The future-time method 
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recasts the Volterra integral equation of the first kind into a Volterra integral equation of 
the second kind that is well-posed [67, 68]. It also maintains causality that makes it easy to 
program. The major technical issue regarding all regularization methods is the estimation 
of the optimal regularization parameter as some techniques are highly sensitive to its choice. 
Section 3.5 addresses this issue and provides insight into means for extracting the optimal 
choice with the aid of a phase plane and cross-correlation analyses. The calibration integral 
equation given in Eq. (3.8) can be alternatively expressed as 
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where                
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Observe that the integrand in Eq. (3.16b) is completely known in the discrete sense after 
the expansion coefficients in Eq. (3.12) are calculated. Time is now advanced by 
introducing future-time parameter γ, through letting t → t + γ, Eq. (3.16a) becomes 
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Observe that the recoverable time domain is reduced by γ as noted by max[0, ]t t   . The 
integral given in Eq. (3.17) can be expressed as                          
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where the region u ∊ [t, t + γ] is now isolated for further manipulations. The reader is 
reminded that γ should be a represent a short period of time that accounts for physical 
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contributions involving penetration time and temperature sensor characteristics effects. 
Next, define v = u – t for use in the second integral in Eq. (3.18). Therefore, Eq. (3.18) can 
be written as  
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If γ is sufficiently small then (0, ) (0, )r rv t t    since [0, ]v  . If this is the case then Eq. 
(3.19) can be written as     
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In order to recover the equality, Eq. (3.20a) can be written as 
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where , (0, ) (0, )r rt t  . Equation (3.20b) is a Volterra integral equation of the second 
kind for the unknown transformed surface temperature denoted by ϕr, γ(0, t). Note: if 
0),(
0
  dvvbv c 

 then Eq. (3.20b) reduces to a first kind equation for ϕr, γ(0, t). Hence, 
this term has to be sufficiently large to introduce stability. Here, ϕr, γ(0, t) is an 
approximation to ϕr(0, t) as it depends on the future-time parameter γ and permits the return 
of the equal sign as shown in Eq. (3.20b). Data are collected up to a specific time denoted 
as tmax. The predicted transformed surface temperature ϕr, γ(0, t) can only be resolved in 
temporal domain max[0, ]t t    due to the inclusion of future data for stabilizing the 
numerical implementation.  
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Discretization of Eq. (3.20b) can be performed by a variety numerical integration rules [79]. 
However, low-order rules are preferred for inverse problems. A right-hand rectangular rule 
is employed in this context. The discrete values for ϕr, γ(0, ti) can be obtained in the time-
marching form where γ → γm = mMf Δt. Here, m is a positive integer and Δt is given as Δt 
= tmax/M. The constant M is the number of segments (or samples) in the discretized temporal 
domain, and Mf is a convenient multiplying factor introduced to time-advance in multiples 
of Δt. Discretizing Eq. (3.20b) based on a product integration rule [67] produces 
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i = 1, 2, 3, … , M – mMf   (3.21a) 
The equal sign in Eq. (3.21a) should produce a change in notation as the truncation error 
is not explicitly displayed. However, for notational simplicity, this change is omitted with 
the understanding that an additional approximation has been incurred. Next, extracting the 
desired transformed surface temperature at t = ti produces 
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The future-time parameter γm must be specified over a range of values and then interrogated 
until an optimal value is determined based on some metric or other physics based criteria. 
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In this chapter, both a phase plane (qualitative) and cross-correlation (quantitative) 
analyses [56, 75, 76] are performed for estimating the optimal future-time parameter.  
 
In this context, Eqs. (3.16a,b) are the exact formulations for the chosen model being 
considered for the temperature calibration integral equation. Equation (3.20a) represents 
the approximation as the chosen stabilization scheme modifies the transformed surface 
temperature calibration integral equation. The introduction of the future-time method 
converts the ill-posed first kind Volterra integral equation into a well-posed second kind 
Volterra integral equation for sufficiently large γ. If the future-time parameter, γ is too small 
then the prediction via Eq. (3.21b) is unstable. In the opposite sense, if the future-time 
parameter γ is too large then the prediction results are over-smoothed (highly attenuated) 
since too many high frequencies in the signal are removed. Hence, significant surface 
physics will be lost. Compromise should be maintained between stability and accuracy. 
From this, it is evident that these regions exist; namely, instability, transition, and over-
smoothed. The optimal regularization parameter lies in the transition region. Further, 
inverse problems should first involve an exclusionary process unlike direct problems where 
the solution can be concluded by an inclusionary process. That is, a significant amount of 
work can be reduced by defining the best solution when removing the instability and over-
smoothed predictions.  
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3.5  Phase plane and cross-correlation analyses for estimating the optimal future-time 
parameter 
Recently, a metric involving phase plane and cross-correlation analyses have been 
successfully applied for estimating the optimal future-time parameter associated with the 
future-time method [56, 75, 76]. In vibration studies, the phase plane often involves the 
time parameterized plot of velocity versus displacement [93]. By analogy, one can define 
the thermal phase plane as the temperature rate, dT/dt versus temperature, T where time is 
parameterized. The predicted surface temperature rate and temperature for a specifically 
chosen future-time parameter are now represented as , (0, )mr iT t  and , (0, )mr iT t , 
respectively. If surface heat flux is sought then a heat flux phase plane would be applied 
[56, 75, 76]. Loss of randomness indicates the formation of a pattern in the phase plane and 
assists in establishing the optimal future-time parameter. Varying the discrete γm spectrum 
provides a visual basis for estimating γopt in this parameterized setting. Therefore, the 
desired range for the optimal future-time parameter can be visually estimated when a loss 
of randomness or onset of a pattern formation occurs in the phase plane.  
 
The surface temperature cross-correlation coefficient is defined as [56, 75, 76] 
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while the surface temperature rate cross-correlation coefficient is defined as [56, 75, 76] 
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where γm = mMf Δt (s), , 1, 2, ... , 2m p p p p P     , p is the 1st m value and P is the 
number of values in γ spectrum. Here, Mf Δt is the stepping time for forming a finite set of 
predictions. Dependency (closeness) is indicated when the cross-correlation coefficient 
approaches unity. In other words, linear dependency is achieved by using two adjacent 
future-time parameters (γm and γm+1) for predicting surface temperature. It has been 
illustrated that driving the surface temperature cross-correlation coefficient 
1, ,
( , )
m mT r r
R T T   to unity would meet expectation while it is inappropriate to drive the 
surface temperature rate cross-correlation coefficient 
1, ,
( , )
m mr rT
R T T    to unity as noise is 
amplified in the numerical differentiation process. Hence, the fundamental key for 
identifying the transition between an unstable surface prediction and an over-smoothed 
surface prediction is the magnitude of surface temperature rate cross-correlation coefficient 
1, ,
( , )
m mr rT
R T T   . As 1, ,( , ) 1m mr rTR T T    , over-smoothing of the predicted surface 
temperature will be observed. As remarked earlier, a compromise between stability and 
accuracy must be maintained. Thus, the transition region between instability and over-
smoothness is where the optimum future-time parameter lies.  
 
3.6  Results 
3.6.1  Simulated data collection 
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A purely numerical simulation is performed for demonstrating the viability of the proposed 
nonlinear temperature calibration integral equation method. The geometry for simulation 
is displayed in Fig. A-3.1. An in-depth “thermocouple” is embedded at position x = b and 
a thin film “thermocouple” is mounted at the surface (x = 0) as illustrated in Fig. A-3.1. In 
Fig. A-3.1, the in-depth “thermocouple” and the surface “thermocouple” are denoted as 
“TC” and “TF”, respectively. An idealized TF “thermocouple” is visualized for measuring 
the surface temperature in the calibration tests. Surface temperatures should be accurately 
quantified in the context of calibration tests. The host material of the one-dimensional 
geometry shown in Fig. A-3.1 for the numerical simulation presented in this chapter is 
stainless steel 304. The thermophysical properties of the stainless steel 304 [80] and the 
geometrical properties for this study are given in Table A-3.2. Figures A-3.2a-c display the 
temperature-dependent thermal conductivity, k(T), specific heat, c(T) and thermal 
diffusivity, α(T) = k(T)/(ρc(T))  over a large temperature range. For the nonlinear effects to 
be significant, this simulation will cover a large temperature range. 
 
As all data for the present study are simulated, a direct heat conduction problem must be 
initially solved for generating the required temperature data for the calibration and 
reconstruction tests. To create surface and in-depth temperature data, the net surface heat 
flux, (0, )q t  is specified for the calibration and reconstruction tests. This condition along 
with the adiabatic back boundary at x = L permit direct finite difference modeling. The 
initial condition for each test can be different but should be constant in the spatial domain. 
An implicit finite difference method is implemented where the thermophysical properties 
are evaluated based on one-time step lag for simplicity [94]. In this numerical study, two 
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calibration tests with known temperature at x = 0 and x = b are used for calculating the 
undetermined coefficients 
0 2 3, , , ... ,
N N N N
Na a a a  in Eq. (3.12). A reconstruction test with 
unknown surface temperature (x = 0) and known temperature at in-depth thermocouple site 
(x = b) is used for verifying the surface temperature prediction approach. Calibration test 1 
involves a constant surface heat flux given as 
1 1, max(0, )c cq t q   in max[0, ]t t . Calibration 
test 2 uses a step change surface heat flux as 
2 2, max(0, )c cq t q   in max[0, / 2]t t  and 
2(0, ) 0cq t   in max max( / 2, ]t t t . The reconstruction test involves a double Gaussian 
surface heat flux defined as  
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Table A-3.2 contains the values used for the parameters in all test runs. The double Gauss 
function possesses a characteristic temporal history seen in some aerospace heating 
applications. Figure A-3.3 displays the surface heat fluxes for calibration test 1, 1(0, )cq t ; 
calibration test 2, 2(0, )cq t ; and, reconstruction test, (0, )rq t . The implicit finite difference 
scheme used for solving the direct heat conduction problem in the region ],0[ Lx  has 
spatial and temporal widths denoted by Δx and Δt, respectively. The number of temporal 
segments in the implicit finite difference scheme is denoted as M. The positional 
temperatures at x = 0, x = b and x = L under calibration test 1, calibration test 2 and 
reconstruction test obtained by the implicit finite difference scheme are displayed in Figs. 
A-3.4a, b, c, respectively. Those positional temperatures are denotes as {Tc1(0, ti), Tc1(b, 
ti), Tc1(L, ti)}, {Tc2(0, ti), Tc2(b, ti),  Tc2(L, ti)}, and {Tr(0, ti), Tr(b, ti), Tr(L, ti)}, where ti = 
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iΔt, i = 1, 2, 3, … , M. Convergence of the implicit finite difference scheme is verified by 
grid halving. Convergence is achieved as shown in Fig. A-3.5. The maximum percentage 
difference between the two temperature curves is less than 0.1%. 
 
The sampling frequency is denoted as fsampling (time step Δt = 1/fsampling) for the emulated 
surface mounted “thermocouple” and in-depth “thermocouple” data used in this study, In 
other words, the discrete data at ti = iΔt, i = 1, 2, 3, … , M, obtained by the implicit finite 
difference scheme are used. Artificial noise is added to the positional temperatures {Tc1(0, 
ti), Tc1(b, ti)}, {Tc2(0, ti), Tc2(b, ti)}, and {Tr(b, ti)} for mimicking “thermocouple” data in 
accordance to 
 
, 1 1 , 1, 0(0, ) (0, )(1 ), , 0,1, ... ,tc c i c i T i c iT t T t r t i t i M             (3.24a) 
 , 1 1 , 1,( , ) ( , )(1 ), , 0,1, ... ,tc c i c i T i c b iT b t T b t r t i t i M      (3.24b) 
 , 2 2 , 2, 0(0, ) (0, )(1 ), , 0,1, ... ,tc c i c i T i c iT t T t r t i t i M       (3.24c) 
 , 2 2 , 2,( , ) ( , )(1 ), , 0,1, ... ,tc c i c i T i c b iT b t T b t r t i t i M       (3.24d) 
 , , ,( , ) ( , )(1 ), , 0,1, ... ,tc r i r i T i r b iT b t T b t r t i t i M      (3.24e) 
with ti = iΔt = i/fsampling, i = 0, 1, …, M where M represents the total number of data utilized 
in the simulation beyond the initial condition. It is evident that tmax = MΔt with these 
definitions. Here, T  denotes the temperature noise factor, ri denotes the ith random number 
generated from the interval [-1,1]. The entire simulation is performed using MATLAB 
R2016a on a Lenovo Thinkpad T530 laptop.  
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Figure A-3.6 illustrates the positional temperatures {Tc1(0, ti), Tc1(b, ti)}, {Tc2(0, ti), Tc2(b, 
ti)}, {Tr(b, ti)} and noisy temperatures {Ttc, c1(0, ti), Ttc, c1(b, ti)}, {Ttc, c2(0, ti), Ttc, c2(b, ti)},           
{Ttc, r(b, ti)} under the calibration tests 1, 2 and reconstruction test at the surface (x = 0) and 
in-depth “thermocouple” site (x = b), i = 1, 2, 3, … , M. The noisy “thermocouple” data are 
generated per Eqs. (3.24a- e) at the previously noted sampling frequency, fsampling. The value 
of the temperature noise factor used is εT  = 0.01, which implies 1% noise. This noise factor 
is greater than the values provided in the thermocouple accuracy chart by OMEGA 
Engineering [95]. It is obvious that a significant amount of noise is introduced into the data 
displayed in Fig. A-3.6. It is important to mention that the positional temperature at the 
surface (x = 0) during reconstruction test is unknown. However, in numerical simulations 
and laboratory experiments, the surface temperature during the reconstruction test can be 
quantified and serve as a comparison with the estimated surface temperature by the inverse 
analysis. Again, all parameters used in the numerical simulation are listed in Table A-3.2.  
 
3.6.2  Simulation using noiseless data 
Ideal data allow for the evaluation of the numerical methods without consideration to the 
instability produced by noise. The emulated “thermocouple” data are generated according 
to Section 3.6.1. The nonlinear surface temperature calibration integral equation method 
has sufficient data to generate preliminary predictions. In this section, ideal positional 
temperatures at the front surface (x = 0) and the in-depth sensor site (x = b) are used to 
evaluate the numerical implementation of the calibration inverse method.  
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To begin, the expansion coefficients given in Eq. (3.12) are calculated by the least-squares 
method discussed in Section 3.3. Therefore, the noiseless “thermocouple” data in the 
calibration test 1 and calibration test 2 denoted as Tc1(0, ti) and Tc1(b, ti),  Tc2(0, ti) and Tc2(b, 
ti), i = 1, 2, 3, … , M, are mapped onto the domain [-1, 1] by Eq. (3.9) for obtaining 
* * * *
1 1 2 2(0, ), ( , ); (0, ) and ( , ),c i c i c i c iT t T b t T t T b t  i = 1, 2, 3, … , M. The TL and TU values required 
in Eq. (3.9) are assigned in Table A-3.2. Next, * * * *
1 1 2 2(0, ), ( , ); (0, ) and ( , )c i c i c i c iT t T b t T t T b t  are 
substituted into Eq. (3.10b), leading to the Chebyshev polynomials based on the mapped 
temperatures denoted as * * * *
1 1 2 2( (0, )), ( ( , )), ( (0, )) and ( ( , )),n c i n c i n c i n c iE T t E T b t E T t E T b t  or 
, 1 , 1 , 1(0, ), ( , ), (0, )n c i n c i n c iE t E b t E t  , 1and ( , )n c iE b t , n = 0, 2, 3, … , N, i = 1, 2, 3, … , M. 
Finally, the Chebyshev polynomials based on the mapped temperatures are substituted into 
Eqs. (3.13-15) for forming the proposed least-squares minimization needed for calculating 
the undetermined coefficients 
0 2 3{ , , , ... , }.
N N N N
Na a a a  In this chapter, trapezoidal integration 
[79] is applied for numerically integrating the integrals in Eq. (3.13) to obtain the discrete 
residual data as  0 2 3;{ , , ,..., }N N N NN i Nr t a a a a , i = 1, 2, 3, … , M. The MATLAB command for 
solving nonlinear least squares problems “lsqnonlin” is used for symbolically calculating 
the undetermined coefficients 
0 2 3{ , , ,..., }.
N N N N
Na a a a  For the MATLAB command 
“lsqnonlin”, an initial guess for the undetermined coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  is 
required. In this chapter, the initial guess is 0 for all undetermined coefficients 
0 2 3{ , , ,..., }.
N N N N
Na a a a  Before continuing further, the balancing of Eq. (3.12) should be 
checked for verifying the calculated coefficients 0 2 3{ , , ,..., }.
N N N N
Na a a a  The balancing check 
of Eq. (3.12) is performed by plotting left-hand side and right-hand side of Eq. (3.12) as a 
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function of discrete time ti = iΔt, i = 1, 2, 3, … , M, in the same figure. For notational 
convenience, Eq. (3.12) can be rewritten as  
 
, ,( ) ( )LHS N i RHS N iG t G t ,  ti = iΔt, i = 1, 2, 3, … , M      (3.25a) 
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The undetermined coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  are obtained using “c1” and “c2” 
heating profiles displayed in Fig. A-3.3. At this junction in the analysis, it is evident that 
the value of N is a key factor before proceeding. Further, visualizing this portion of the 
study as a parameter estimation problem provides insight into the choice of N. To initiate, 
a Chebyshev expansion of 7th order (N = 7) is initially used for representing the transformed 
variable ϕ(x, t) in Eq. (3.10). The undetermined coefficients 7 7 7 70 2 3 7{ , , ,..., }a a a a  are 
calculated and listed in column 2 of Table A-3.3. Figure A-3.7 displays GLHS, 7(ti) and GRHS, 
7(ti) defined in Eqs. (3.25b, c) using noiseless temperatures at x = 0, b based on calibration 
test 1 and calibration test 2 as previously defined. As clearly shown in Fig. A-3.7, Eq. 
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(3.25a) does not balance using the calculated coefficients 7 7 7 7
0 2 3 7{ , , ,..., }a a a a . It can also be 
observed that the magnitude of the functions GLHS, 7(ti) and GRHS, 7(ti) shown in Fig. A-3.7 
are small (O(10-4)). This can be considered as a trivial solution and discarded. Next, 
consider the 6th order Chebyshev expansion for representing the transformed variable ϕ(x, 
t) in Eq. (3.10). The expansion coefficients 6 6 6 6
0 2 3 6{ , , ,..., }a a a a  are calculated and listed in 
column 3 of Table A-3.3. The GLHS, 6(ti) and GRHS, 6(ti) are compared and displayed in Fig. 
A-3.8. In this case, balance is achieved and the magnitude is substantially larger than the 
results from N = 7.  
 
Table A-3.3 lists the values of the coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  under various orders of 
Chebyshev expansions for approximating the property transform ϕ(T) As can be observed 
from Table A-3.3, there is one order of magnitude decrease from 
0
Na  to 2
Na  when N = 2, 
3, … , 6. However, for N = 7, from 7
0a  to 
7
2a , the coefficient values increase from 0.5274 
to 0.8452. This strongly contrasts the behavior indicated when N = 2, 3, … , 6. Figure A-
3.9 displays the transformed variable ϕ(T) as a function of temperature defined in Eq. (3.9) 
and Eqs. (3.10a, b) in the temperature range [293.15, 1400] K using the calculated 
coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  under the six N values listed in Table A-3.3. It is clear that 
the ϕ(T) corresponding to N = 7 produces a contrasting behavior when compared to the ϕ(T) 
solutions corresponding to N = 2, 3, … , 6. It can also be observed that the ϕ(T) 
corresponding to N = 3, 4, 5 coalesce. In model building for parameter estimation, often a 
sequential study is performed using subsets of the total available data in the time interval 
max[0, ].t t  That is, it is important to sequentially demonstrate coefficient stability. As 
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discussed earlier, the expansion coefficients are determined by an ordinary least-square 
method using the complete data span 
max[0, ].t t  Often, “best” model can be illustrated by 
sequentially viewing the coefficients constructed by using an ordinary least-square method 
at increasing time step. For convenience and to demonstrate the concept, the times of 14 s, 
16 s, 18 s, 20 s seconds are studied to see if the expansion coefficients are replicated on the 
partial interval. Table A-3.4 displays the calculated coefficients 6 6 6 6
0 2 3 6{ , , ,..., }a a a a  based 
on the indicated collection times. Observe that using a data collection time of 18 s produces 
contrasting coefficients when compared to data collection times of 20 s, 16 s and 14 s. In 
addition, the 18 s collected coefficients 6 6 6 6
0 2 3 6{ , , ,..., }a a a a  in column 3 of Table A-3.4 are 
similar to the coefficients 7 7 7 7
0 2 3 7{ , , ,..., }a a a a  listed in column 2 of Table A-3.3. Earlier, it 
was noted that this result leads to a trivial solution. The inconsistency in the calculated 
coefficients 6 6 6 6
0 2 3 6{ , , ,..., }a a a a  under different data collection times shown in Table A-3.4 
indicates that the 6th order for the Chebyshev expansion is not appropriate. Next, consider 
the numerically calculated coefficients 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  when N = 5. In this case, observe 
consistency under different data collection times as shown in Table A-3.5. The balance 
between GLHS, 5(ti) and GRHS, 5(ti) is also verified as illustrated in Fig. A-3.10. Therefore, 
the 5th order Chebyshev expansion is chosen for representing the transformed variable ϕ(x, 
t) in Eq. (3.10) and the corresponding calculated coefficients 5 5 5 5 50 2 3 4 5{ , , , , }a a a a a  listed in 
column 4 of Table A-3.3 (or column 2 of Table A-3.5) are used in this portion (noiseless) 
of the study.  
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Now that the expansion coefficients have been established, the inverse problem defined in 
Eq. (3.11c) can be resolved. In this chapter, calibration test 1 is chosen as calibration test 
for the inverse problem. By the same manner discussed above, the Chebyshev polynomials 
, ( , )n r iE b t , n = 0, 2, 3, … , N, ti = iΔt, i = 1, 2, 3, … , M can be calculated based on the 
noiseless in-depth (x = b) temperature Tr(b, ti), ti = iΔt, i = 1, 2, 3, … , M in the context of 
reconstruction test. Meanwhile, the Chebyshev polynomials 
, (0, )n r iE t  and the 
corresponding unknown surface temperature at x = 0 in the reconstruction test require 
estimation. Steps are now described for estimating the surface temperature at x = 0 in the 
reconstruction test. The first step involves calculating the transformed variable in the 
context of reconstruction test denoted as 
, (0, )mr it , ti = iΔt, i = 0, 1, … , M – mMf using 
Eq. (3.21b) over future-time parameter spectrum γm. A numerical roots-finder is applied 
for obtaining the surface temperature at x = 0 in the reconstruction test denoted as 
, (0, )mr iT t  using , (0, )mr it , ti = iΔt, i = 0, 1, … , M – mMf  through Eq. (3.9) and Eqs. 
(3.10a, b). More specifically, common order terms in the Chebyshev expansion shown in 
Eq. (3.10a) are collected by the calculated coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  with 1 1
Na   for 
forming a monomial based polynomial based on the order of the predicted mapped surface 
temperature denoted as 
*
, (0, )mr iT t , ti = iΔt, i = 0, 1, … , M – mMf. The MATLAB function 
“roots” for finding roots of monomial based polynomials is applied for calculating 
*
, (0, )mr iT t , ti = iΔt, i = 0, 1, … , M – mMf. Multiple roots including complex numbers can 
be observed. The unfavorable roots are eliminated by setting the limit range of roots as 
*
, (0, ) [ 1,1]mr iT t   . In the end, the surface temperature in the reconstruction test denoted 
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as 
, (0, )mr iT t  can be obtained by inverting 
*
, (0, )mr iT t , ti = iΔt, i = 0, 1, … , M – mMf, per 
Eq. (3.9).  
 
Following the procedure discussed above, the predicted transform variable in the 
reconstruction test 
, (0, )mr it , ti = iΔt, i = 0, 1, … , M – mMf , can be resolved over a 
spectrum of future-time parameters γm. Figures A-3.11a, b display , (0, )mr it  from 
resolving Eq. (3.20b) when γm = 0.1 s and 0.2 s, respectively. It is clear that γm = 0.1 s leads 
to an unstable surface prediction as shown in Fig. A-3.11a. In contrast, when γm = 0.2 s, 
the predicted transform variable 
, (0, )mr it  shown in Fig. A-3.11b provides an excellent 
reconstruction of the intermediate variable , (0, )mr it . Figure A-3.12 displays the 
corresponding predicted surface temperature , (0, )mr iT t  upon inverting the predicted 
transform variable in the reconstruction test , (0, )mr it  given in Fig. A-3.11b. The 
predicted surface temperature 
, (0, )mr iT t  nearly replicates the exact surface temperature 
Tr(0, t). In contrast, Fig. A-3.12 also displays the surface temperature prediction , (0, )mr iT t  
with γm = 0.2 s, i = 1, 2, 3, … , M – mMf , using the temperature calibration integral equation 
(i.e. fully linear model developed under a constant property assumption) given in Eq. (3.1) 
and the exact surface temperature Tr(0, t) in the reconstruction test. In Fig. A-3.12, the 
surface temperature prediction from the linear analysis [3] produces a biasing effect as 
observed in the two peaks being shifted. This is due to the fact that the linear temperature 
calibration integral equation given in Eq. (3.1) does not sufficiently account for 
temperature dependency of the thermophysical properties. Figure A-3.13 illustrates the 
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absolute error of surface temperature prediction using the nonlinear model discussed in this 
chapter and the linear model given in Eq. (3.1). As shown in Fig. A-3.13, the nonlinear 
model yields a significantly smaller surface temperature prediction error when compared 
to the linear model except at early times. The temperature of the slab stays at room 
temperature at early times of the reconstruction test (see Fig. A-3.4c). In this region, the 
nonlinear heat equation given in Eqs. (3.2) becomes linear, hence the linear model leads to 
better surface temperature prediction. 
 
The purpose of this section involved demonstrating a viable numerical procedure without 
consideration to non-ideal data. As demonstrated, the prediction quickly and nearly 
recovers the exact solution for small γ. At this junction, discussion for determining γopt is 
postponed until non-ideal data are imposed. This additional consideration and its effect on 
the inverse method is of paramount importance.   
 
3.6.3  Simulation using noisy data 
In this section, the noisy “thermocouple” data {Ttc, c1(0, ti), Ttc, c1(b, ti)},  {Ttc, c2(0, ti), Ttc, 
c2(b, ti)} and {Ttc, r(b, ti)}, i = 1, 2, … , M are generated via Eqs. (3.24a-e) as input to recover 
the surface temperature history in the reconstruction test. In addition, the phase plane and 
cross-correlation analyses are employed for estimating the optimal future-time parameter, 
γopt. The calculated expansion coefficients },...,,,{ 320
N
N
NNN aaaa  based on noisy data are listed 
in Tables A-3.6~A-3.8 corresponding to the noisy data sets, “c1” and “c2” shown in Fig. 
A-3.6. Table A-3.6 displays the calculated expansion coefficients for N = 2 through N = 6 
in the presence of noisy data per Fig. A-3.6 whose parameters are described in Table A-
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3.2. Tables A-3.7 and A-3.8 illustrate a sequential time study exposing the most stable 
coefficients from a parameter estimation viewpoint. Again, the Chebyshev expansion of 
5th order is used for representing the transformed variable ϕ(x, t) in Eq. (3.10) as it displays 
consistency in the coefficients. The calculated coefficients 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  based on 
noisy data are listed in column 4 of Table A-3.6 (or column 2 of Table A-3.8) and will be 
used in reconstructing the surface temperature, Tr, γ(0, t) of the reconstruction case. 
 
Figure A-3.14 shows that balancing of Eq. (3.25a) is achieved as GLHS, 5(ti) and GRHS, 5(ti) 
are nearly identical. Figure A-3.15 displays the transformed variable ϕ(T) as a function of 
temperature given by Eq. (3.9) and Eqs. (3.10a, b) in the temperature range [293.15, 1400] 
K using the calculated coefficients 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  listed in column 4 of Table A-3.6. 
 
The optimal regularization parameter, γopt now requires estimation. The phase plane and 
cross-correlation analyses discussed in Section 3.5 are employed for estimating the optimal 
future-time parameter γopt in the chosen spectrum γm = Mf mΔt, m = 2 – 8, Mf = 10, Δt =0.01 
s. Figure A-3.16a provides the predicted surface temperature rate, , (0, )r iT t  and 
temperature,  phase plane over future parameter spectrum γm, m = 2 – 8 while Fig. A-3.16b 
gives the zoomed in version of Fig. A-3.16a using the future parameter spectrum γm = Mf 
mΔt, m = 5 – 8, Mf = 10, Δt =0.01 s. As indicated in Fig. A-3.16a, small γ’s produce a 
largely random pattern of immense magnitude. As future-time parameters γ’s increase from 
0.5 s to 0.6 s, their corresponding phase plane takes on a distinctive pattern as loss of 
randomness is observed. The initiation of a pattern in the surface temperature rate and 
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temperature phase plane defines the optimal regularization parameter as both temperature 
and more importantly, the temperature rate stabilizes. From Fig. A-3.16b, the onset of an 
overlapping or “settled” pattern begins to occur in the range s]7.0,6.0[ . Furthermore, 
highly smoothed results are observed for s8.0  as shown in Fig. A-3.16b.  In fact, it is 
desired to retain as many high-frequency components in the signal for recovering small 
temporal changes in the predicted surface thermal conditions. Hence, predictions using 
s]8.0,7.0[ are removed from consideration as over-smoothing dominates. This is the 
initial qualitative/physical perspective for understanding the optimal regularization 
parameter. 
 
Figure A-3.17 describes the cross-correlation coefficients phase plane, Eqs. (3.20a, b) 
illustrating the appearance of the three regions. These regions are defined as 1) unstable, 2) 
transition and 3) over-smoothed. From γ pairs (0.2, 0.3) s to (0.3, 0.4) s, instability is 
correlated to the phase plane figure displayed in Fig. A-3.16a. As γ increases to 0.7 s, the 
corresponding surface temperature rate cross-correlation coefficient ),(
1,, mm rrT
TTR 

  climbs 
toward 1. Unity on the vertical axis ( ),(
1,, mm rrT
TTR 

 ) implies the occurrence of over-
smoothness as more smoothness than possibly available due to noisy data is suggested. The 
γ pair (0.5, 0.6) s in the transition region indicates that the optimum γ lies in the range [0.5, 
0.6] s.  
 
Figure A-3.18 displays the predicted surface temperature, , (0, )r iT t  over the future-time 
spectrum γm = Mf mΔt, m = 2 – 8, Mf = 10, Δt =0.01 s. Based on the phase plane plot shown 
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in Fig. A-3.16a and cross-correlation coefficient phase plane plot given in Fig. A-3.17, it 
would be appropriate and acceptable to choose the estimated optimal γopt as 0.5 s. Figure 
A-3.19 compares the surface temperature, ),0(, ir tT   to the exact Tr(0, t) using γopt = 0.5 s. 
Highly favorable results are produced in light of the significant amount of noise contained 
in the “thermocouple” data for both the calibration tests and reconstruction test. 
 
3.7  Conclusions 
A calibration integral equation method has been demonstrated for estimating the surface 
temperature for resolving a one-dimensional nonlinear inverse heat conduction problem. 
The nonlinear calibration integral equation method is a “parameter free” approach where 
the temperature-dependent thermophysical properties are inherently contained in a 
Volterra integral equation of the first kind. A temperature-dependent property transform 
has been proposed for linearizing the nonlinear heat equation. The unknown property 
transform is represented by a Chebyshev expansion of the first kind possessing 
undetermined coefficients. Two well-defined calibration tests are applied for calculating 
the undetermined coefficients. A time sequential investigation and balance verification of 
the expansion coefficients provide a means for determining the order of the Chebyshev 
expansion. The future-time method is used for stabilizing the ill-posed Volterra integral 
equation of the first kind for the reconstruction effort. The regularization parameter for the 
nonlinear inverse problem in this chapter is the future-time parameter. A spectrum of 
future-time parameters is studied from which the optimal values emerges through a phase 
plane analysis.  A systematic phase plane and cross-correlation phase plane analyses are 
applied for extracting the optimal future-time parameter. Numerical simulation for 
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stainless steel is performed yielding highly encouraging surface temperature predictions. 
Though not presented here, numerical simulations using carbon-carbon as the host material 
also yields excellent surface temperature predictions.  
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Chapter 4: Two-Probe Calibration Integral Equation Method for 
Nonlinear Inverse Heat Conduction Problem of Surface Heat Flux 
Estimation 
 
This chapter is based on the paper: H. Chen, J. I. Frankel, and M. Keyhani, “Two-probe 
calibration integral equation method for nonlinear inverse heat conduction problem of 
surface heat flux estimation”, International Journal of Heat and Mass Transfer (in review).  
 
4.1  Introduction 
Nonlinear inverse heat conduction problems involve predicting the surface thermal 
condition based on in-depth measurements within a host material possessing temperature-
dependent thermophysical properties. In-depth installed sensors protect the integrity of the 
collected data when severely hostile thermal environments are encountered. Such severe 
thermal conditions appear in hypersonic reentry vehicles, shock tunnels, arc jets, brakes, 
nuclear reactors, combustions, etc.  
 
Inverse heat conduction problems are ill-posed [1]. This implies that any errors from in-
depth measurements will lead to error amplification in the prediction process leading to the 
boundary condition. Normally, this occurrence is exacerbated as the sampling rate 
increases. This can be explained by the physics of heat diffusion [42]. Diffusion damps out 
high frequencies as heat conducts through the body. However, reversing the direction also 
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reverses this attenuation/amplification effect. Therefore, regularization methods must be 
introduced to all inverse heat conduction problems for recapturing stability [1].  
 
A variety of techniques have been proposed for resolving inverse heat conduction problems. 
These include  exact solutions [15], space marching and finite difference methods [16-20], 
function specification method [21-23], conjugate gradient method [25, 26], boundary-
element method [29, 30], and iteration method [31]. All aforementioned inverse heat 
conduction methods are “parameter required” methods that require accurate knowledge of 
thermophysical properties, probe locations as well as sensor parameters (sensor 
capacitance, lead losses, thermal contact). These properties introduce uncertainties that are 
often neglected. The lack of uncertainty analysis for “parameter required” methods [32] 
can potentially lead to inaccuracies and misunderstandings of the prediction. 
 
A “parameter free” methodology for resolving inverse heat conduction problems involves 
system calibration principles. The main advantage of a system calibration over a 
“parameter required” method lies in a reduction of systematic errors introduced by the 
uncertainties in the thermophysical properties, probe locations and sensor parameters. For 
a system calibration approach, well-designed laboratory calibration tests are required using 
an accurately defined boundary condition at the surface of interest. The non-integer system 
identification (NISI) method [57-62] is a calibration method that uses an impulsive surface 
flux for obtaining the relationship between net surface heat flux and temperature response 
at the sensor site. The NISI method requires the accurate extraction of the impulse function 
based on a fractional derivative [63] formulation of the linear, semi-infinite domain heat 
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equation. Undetermined calibration coefficients are used for accounting the sensor 
characteristics, depth of sensor, and thermophysical properties of the host material. A least-
squares method is then applied for estimating the undetermined coefficients. 
Regularization is still required for reducing stabilities. The unknown surface heat flux in 
reconstruction test can be predicted by the corresponding sensor response and the 
calibration coefficients previously described. An alternative calibration methodology that 
substantially reduces the unknown parameter set has been developed at the University of 
Tennessee [3, 48, 64-66]. In addition, the fractional derivative formulation is removed 
while additional clarity is developed in the contrasting formulation. In the calibration 
integral equation method, the sensor positioning, sensor characteristics and thermophysical 
properties of the host material are inherently contained in the final mathematical expression 
[67, 68].  
 
For the calibration integral equation method, one-probe [3, 48, 65, 66] and two-probe [69-
71] formulations have been developed. In the one-probe calibration integral equation 
method, the boundary condition for the back surface should remain unchanged between 
calibration and reconstruction tests. The two-probe calibration integral equation method 
will be shown to remove this restriction on the back surface boundary condition. The two-
probe calibration integral equation method can be applied for estimating front surface heat 
flux in a reconstruction test without the need to quantify the corresponding back surface 
boundary condition. This is a benefit and an advantage of the two-probe approach as the 
formulation is developed based on the region defined between the front surface to the 
furthest in-depth sensor.  
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The linear one-probe [3] and two-probe [69]  calibration integral equation methods have 
been experimentally validated [48, 71] with excellent accuracy at low temperatures. 
However, for applications involving large temperature variations, the temperature-
dependency of thermophysical properties need to be considered. This leads to the 
development of the nonlinear calibration integral equation method. More recently, an 
alternative calibration integral equation method based on knowledge of the thermophysical 
properties and Kirchhoff transform [70, 72] has been experimentally validated [73, 74] 
yielding highly favorable results at elevated temperatures using a 500 W laser test facility 
at the University of Tennessee. In contrast, Frankel and Keyhani [65], Chen et al. [96] 
developed a nonlinear one-probe calibration integral equation method for estimating 
surface heat flux and temperature based on linearizing the nonlinear heat equation by a 
property transform formulation. Compared to the rescaling approach [70, 72], this method 
does not require knowledge of any thermophysical properties. Instead, the temperature-
dependent thermophysical properties are represented as a property transform function 
embedded into the final mathematical formulation of a first kind Volterra integral equation 
for the desired surface boundary condition. Chen et al. [96] use a first kind Chebyshev 
expansion with unknown coefficients for approximating the property transform function. 
The undetermined coefficients are then estimated by using two well-defined calibration 
tests.  
 
The goal of this chapter is expand the nonlinear two-probe calibration integral equation 
method [96] for predicting the surface heat flux based on the linear two-probe CIEM [69, 
71]  and the recently proposed nonlinear one-probe CIEM using property transform for 
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linearization [65, 96]. The final mathematical formulation of this nonlinear two-probe 
calibration integral equation method is expressed as a complicated nonlinear Volterra 
integral equation of the first kind in terms of surface heat flux with a property transform 
function that accounts the temperature-dependent thermophysical properties. Again, the 
property transform function is approximated using a Chebyshev expansion of the first kind 
possessing undetermined coefficients. Three well-defined calibration tests are applied for 
estimating the undetermined coefficients associated with the Chebyshev expansion of the 
first kind. Section 4.2 presents the derivation of the nonlinear two-probe calibration integral 
equation as well as the least-square methods for estimating the undetermined coefficients 
associated with the Chebyshev expansion. Section 4.3 presents the implementation of a 
local future-time method [3, 47] for stabilizing the Volterra integral equation of the first 
kind for predicting the surface heat flux in reconstruction test. The local future-time method 
[3], as well as the numerical methods required for estimating the surface heat flux in 
reconstruction test, are described in this section. Section 4.4 presents the phase plane and 
cross-correlation analyses [56, 75, 76] for estimating the optimal future-time parameter. 
Section 4.5 presents numerical simulation results based on stainless steel involving both 
noiseless and noisy data. Section 4.6 provides some concluding remarks on the proposed 
nonlinear two-probe calibration integral equation method.  
 
4.2  Formulation of the nonlinear two-probe calibration integral equation method 
The nonlinear two-probe surface heat flux calibration integral equation is derived based on 
the linear two-probe surface heat flux calibration integral equation [69]. Hence, the linear 
two-probe surface heat flux calibration integral equation is briefly reviewed in Section 
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4.2.1 for future clarity. Figure A-4.1 displays the schematic for one-dimensional heat 
conduction in a slab with thickness of L. Two in-depth thermocouples are located at x = b 
and x = w (0 < b < w < L). The thermocouples (TC’s) are additionally subscripted by “TC1” 
and “TC2”, respectively. The heat fluxes at the front and back surfaces are denoted by 
0 ( )q t  and ( )Lq t , respectively. The introduction of the second probe at x = w removes the 
need to specify the back surface boundary condition in the proposed methodology.  
 
4.2.1  Background: linear two-probe surface heat flux calibration integral equation 
The linear two-probe surface heat flux calibration integral equation is derived based on 
frequency domain analysis of the one-dimensional linear heat equation [85] defined as 
        ),,(),(
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tx
x
T
tx
t
T





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 0],,0[  tLx                        (4.1a) 
subject to the time-varying boundary conditions 
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  0t   (4.1b)                                                               
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  0t  (4.1c) 
and uniform initial condition 
 ,)0,( 0TxT   ],0[ Lx   (4.1d) 
Here, T denotes temperature, x and t denote spatial and temporal variable, respectively, α 
denotes thermal diffusivity, k denotes thermal conductivity,  and  denote the conductive 
(net) heat fluxes at x = 0 and L, respectively, while  and  denote the imposed heat fluxes 
composed of external sources and other modes of heat transfer. The linear two-probe 
surface heat flux calibration integral equation [69] is given as 
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 (4.2) 
where θ denotes the excess temperature defined as θ = T – T0. The subscripts “c1”, “c2” 
and “r” denote calibration test 1, calibration test 2 and reconstruction test, respectively. 
Equation (4.2) can be compactly expressed as 
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where the subscript “l” denotes linear. The forcing function Fl (t) and the convolution 
kernel Kl (t - u) are defined as 
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and 
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respectively. Note that Fl (t) is composed of experimental data and is well defined (i.e., 
known).  
 
4.2.2  Derivation of the nonlinear two-probe surface heat flux calibration integral equation  
Consider the transient one-dimensional nonlinear heat equation [85] given as  
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where ρ denotes density and c denotes specific heat. Equation (4.4a) is subject to the time-
varying boundary conditions 
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and uniform initial condition 
              0( ,0) ,T x T  [0, ]x L                                            (4.4d) 
The generalized property transform technique [65, 96] is used for linearizing the nonlinear 
heat equation shown in Eqs. (4.4a-d). In a nutshell, Eq. (4.4a) can be decomposed by 
property transform as 
 0],,0[,),()(),()( 












tLxtx
xd
dT
Tk
x
tx
td
dT
Tc




   (4.5) 
where φ(x, t) denotes the property transform function, which can be thermal conductivity, 
specific heat, thermal diffusivity, thermal effusivity, etc [65, 96]. The implicit assumption 
that φ(T) is single valued is required. Actually, the temperature-dependent thermophysical 
properties k(T), c(T), α(T), β(T) (thermal effusivity) are single valued for almost all 
practical engineering materials [85]. Assuming there exists a combination that produces 
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k T
d


   (4.6) 
then the transformed heat equation can be expressed in terms of the transformed variable, 
φ(x, t) as  
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Further, assume that the thermal diffusivity α(T) is a constant denoted by α0. The linearized 
heat equation can be written as 
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with the transformed boundary conditions as 
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and the transformed initial condition as 
              0( ,0) ( ),x T   [0, ]x L                                        (4.8d) 
Though this formulation assumes α(T) → α0, it will be shown later that this formulation 
introduces system flexibility as the property transform is represented by a first kind 
Chebyshev expansion possessing undetermined coefficients using calibration data. This 
flexible formulation accommodates the unbalance of the final calibration integral equation 
introduced by the temperature-dependency of thermal diffusivity in engineering practices.  
 
Let us now define ϕ(T) = φ(T) – φ(T0). Equation (4.8) now becomes 
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subject to the transformed boundary conditions  
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and the transformed initial condition 
 ( ,0) 0, [0, ]x x L    (4.9d) 
The two-probe calibration integral equation for the linearized nonlinear heat equation given 
in Eqs. (4.9) can be derived by following the same procedure as deriving the linear two-
probe calibration integral equation given in Ref. [69]. In a nutshell, the two-probe 
calibration integral equation for the linearized system given in Eqs. (4.9) can be written as 
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or in compact mathematical form as  
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where the forcing function F(t) and the convolution kernel K(t – u) are defined as 
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respectively. The property transform ϕ(x, t) can be represented as an infinite series using 
first kind Chebyshev polynomials as the expansion basis. In order to use the proposed 
Chebyshev expansion, the temperatures are mapped onto the range [-1, 1] as 
 ]1,1[
),(2
),(* 



LU
UL
TT
TTtxT
txT  (4.12) 
where “TL” and “TU” represent the temperature of lower bound and upper bound, 
respectively. The values of “TL” and “TU” can be properly set based on physical 
temperature limits for ensuring that the temperature range for all calibration and 
reconstruction tests are in the domain [TL, TU]. After the temperatures are mapped onto [-
1, 1], the Chebyshev expansion for approximating the property transform function ϕ(x, t) 
can be formulated as 
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where  
  *( , ) ( , ) , 0,1, 2, ...n nE x t E T x t n                                 (4.13b) 
Equation (4.13b) denotes the nth order first kind Chebyshev polynomial for the mapped 
temperature. For notational clarity, several first kind Chebyshev polynomials conforming 
to the notation used in this chapter are listed in Table A-4.1. Chebyshev expansions are 
well known for their ability to converge more rapidly than other basis functions as well as 
maintaining low condition numbers. Chebyshev polynomials are mutually orthogonal in 
the domain [-1, 1] with respect to the weight function (1 – T *2)-1/2 [79, 91, 92]. Note that 
in Eq. (4.13a), the transformed variable ϕ is a function of temperature but the units of the 
undetermined coefficients 0 1 2{ , , ,..., }
N N N N
Na a a a  are unknown.  
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Substituting the Chebyshev expansion given in Eq. (4.13a) into Eq. (4.10) produces 
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(4.14a) 
which involves a finite number of undetermined coefficients 
0 1 2{ , , ,..., }
N N N N
Na a a a . If N is 
sufficiently large then Eq. (4.14a) should be well-balanced. In order to recover the equal 
sign, we introduce the residual function, ( )Nr t  as  
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when 0{ }
N N
j ja   are assumed known. At this stage, observe the introduction of additional 
mathematical rigor into the formulation (recall Chapter 3). This formulation requires two 
calibration tests for estimating the reconstruction heat flux case, (0, )rq t . By comparing Eq. 
(4.14b) to the linear two-probe surface heat flux calibration given in Eq. (4.2), we can set 
1 1
Na   (or divide by 21( )
Na  on both sides of Eq. (4.14b). Thus Eq. (4.14b) can be written 
as 
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(4.14c) 
In order to estimate the undetermined coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  in Eq. (4.14c), we 
must introduce a third calibration test whereby the subscript notation changes as r → c3. 
Three well-defined calibration tests are now defined. Thus Eq. (4.14c) can be written as 
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In Eq. (4.15), all the variables are known except the N undetermined coefficients
0 2 3{ , , ,..., }.
N N N N
Na a a a  A nonlinear least-squares method based on residual 
 0 2 3;{ , , ,..., }N N N NN Nr t a a a a  can be used for estimating the N undetermined coefficients
0 2 3{ , , ,..., }.
N N N N
Na a a a  The least-squares method is expressed as  
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i = 1, 2, … , M      (4.16) 
where  
1
M
i i
t

 denotes the discrete sampling time, and M is the number of data points in the 
discretized temporal domain beyond the initial condition. The sum of the squares of 
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i = 1, 2, … , M      (4.17)  
and we formally minimize with respect to each undetermined coefficient in the set as 
 Nnaaaa
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
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                      (4.18) 
Equation (4.18) forms a closed system of nonlinear equations involving N undetermined 
coefficients. An appropriate numerical method can be applied for solving the N nonlinear 
system of equations for obtaining the N unknown coefficients. After the N undetermined 
coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  are obtained, one can return to Eq. (4.14c) for the inverse 
heat conduction analysis. Two well-defined calibration tests are used in Eq. (4.14c) using 
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the calculated coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  for predicting the front surface heat flux in 
the reconstruction test denoted as (0, )rq t . It is important to note that Eq. (4.14c) is a 
Volterra integral equation of the first kind for (0, )rq t  which is ill-posed [67, 68]. In this 
chapter, a future-time method [47] is used for stabilizing the first kind Volterra integral 
equation for (0, )rq t  given in Eq. (4.14c). The implementation of the future-time [47] and 
numerical methods for predicting the front surface heat flux in reconstruction test, (0, )rq t  
is discussed in Section 4.3.  
 
4.3  Regularization and numerical methods 
For notational convenience, the implementation of the future-time [3, 47, 64] and 
numerical methods for estimating the front surface heat flux in reconstruction test are 
illustrated by the calibration integral equation in the compact form given in Eq. (4.11a), 
namely 
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where the forcing function F(t) and the convolution kernel K(t – u) are defined as 
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and 
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respectively. Introduction of the future-time parameter γ, time is performed by letting t → 
t + γ. Equation (4.19a) then becomes 
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max
0
(0, ) ( ) ( ), [0, ]
t
r
u
q u K t u du F t t t

  


        (4.20) 
where tmax denotes the total time of data collection. As can be observed in Eq. (4.20), the 
recoverable time domain is reduced by γ. Equation (4.20) can be written as 
max
0
(0, ) ( ) (0, ) ( ) ( ), [0, ]
t t
r r
u u t
q u K t u du q u K t u du F t t t

   

 
            (4.21) 
by the basic definition of integration. The second integral on the left-hand side of the Eq. 
(4.21) can be manipulated in order to convert the first kind Volterra integral equation to 
the second kind. Let uʹ = u - t in the second integral on the left-hand side of the Eq. (4.21). 
Therefore, we obtain 
max
0 0
(0, ) ( ) (0, ) ( ) ( ), [0, ]
t
r r
u u
q u K t u du q u t K u du F t t t

   
 
               (4.22) 
If γ is sufficiently small then (0, ) (0, )r rq u t q t     since [0, ]u  . If this is the case then 
Eq. (4.22) can be written as   
max
0 0
(0, ) ( ) (0, ) ( ) ( ), [0, ]
t
r r
u u
q u K t u du q t K u du F t t t

   
 
             (4.23a) 
or 
 , , max
0 0
(0, ) ( ) (0, ) ( ) ( ), [0, ]
t
r r
u u
q u K t u du q t K u du F t t t

    
 
            (4.23b) 
where , (0, ) (0, )r rq t q t   and denotes the predicted front surface heat flux in the 
reconstruction test indicating its dependence on γ. The dummy variable uʹ in the second 
term of the left-hand side of Eq. (4.23a) is returned to u for cosmetic purposes. Now, the 
ill-posed Volterra integral equation of the first kind for (0, )rq t  given in Eq. (4.19a) has 
been recast into the well-posed Volterra integral equation of the second kind for (0, )rq t  
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presented in Eq. (4.23b), but its solution clearly depends on the choice of the regularization 
parameter, γ. 
 
Various numerical integration rules [79] can be applied for discretizing Eq. (4.23b). For 
inverse problems, low-order rules are preferred. A right-hand rectangular rule is used in 
this context. Discretizing Eq. (4.23b) using a right-handed rectangular product rule yields 
1
, ,
0
1
(0, ) ( , ) (0, ) ( , ) ( ),
j m
m m
j
i t
r j i m r i m i m
u t u
j
q t K b t u du q t K b u du F t

   
 
          
i = 1, 2, … , M – mMf   (4.24a) 
where γ → γm now represents a discrete value from a finite set (spectrum) of choices. Notice 
that 
, (0, )rq t  has been re-written in terms of a discrete value of γ; namely γm, leading to 
, (0, )mrq t
 . The desired front surface heat flux prediction 
, (0, )mrq t
  can be explicitly 
extracted as 
1
1
,
1
,
1 0
( ) (0, ) ( , )
(0, ) ,
( , ) ( , )
j
m
j
m i m
i
i t
i m r j i m
u t
j
r i t
i m m
u t u
F t q t K b t u du
q t
K b t u du K b u du

 
 
 




  
   
 
   
 
 
 
i = 1, 2, … , M – mMf   (4.24b) 
The additional numerical approximation introduced through the numerical integration is 
not indicated in the notation (i.e.: , , ,(0, ) (0, )m mr M rq t q t 
  ) for notational simplicity though 
it is well understood to exist. As shown in Eq. (4.24b), discrete values of the predicted front 
surface heat flux prediction , (0, )mr iq t
  are obtained by time marching. The future-time 
parameter is chosen as γ → γm = mMf Δt where m is a positive integer, and Δt is given as 
Δt = tmax/M. Here, M is the number of data in the discretized time domain beyond the initial 
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condition, and Mf is a convenient multiplying factor that allows for computational 
flexibility. A chosen spectrum for the future-time parameter γm is defined from which the 
optimal value is extracted based on some optimization rule. Small γ’s will lead to unstable 
predictions as 
0
( , )
m
m
u
K b u du



  becomes small. In contrast, large values of γ cause an 
over-smoothing effect. Compromise should be maintained between instability and over-
smoothness. In Section 4.4, phase plane and cross-correlation analyses are discussed as a 
means for defining the optimization rule for estimating the optimal future-time parameter. 
 
4.4  Phase plane and cross-correlation analyses for estimating the optimal future-time 
parameter 
Phase plane and cross-correlation analyses have been illustrated as effective metrics for 
estimating the optimal regularization parameter in the future-time method [56, 75, 76, 96]. 
Further, this approach was used for estimating the optimal cut-off frequency in a digital 
filter for preprocessing data in a space marching method [54] (Chapter 2). The phase plane 
is often used in vibration studies involving velocity versus displacement [93] where time 
is parameterized. In the study of inverse heat conduction problems, the corresponding 
analogy involves plotting the time derivative of the predicted front surface heat flux versus 
the predicted front surface heat flux. This produces the heat flux phase plane. In this context, 
various parameterized curves of , (0, )mr iq t
  versus , (0, )mr iq t  with respect to different 
future-time parameters γm = mMf Δt (s) (m = p, p + 1, … , p - 1 + P, (p is the 1st m value and 
P is the number of elements in the γ spectrum) are plotted for investigating stability 
characteristics. Here, m is the mth chosen value from a finite spectrum of P choices for the 
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future-time parameter. If the future-time parameter γm is too small then the high degree of 
roughness (randomness) in the surface heat flux rate 
, (0, )mr iq t
  and the surface heat flux 
, (0, )mr iq t
  phase plane corresponds significant instability in the prediction of front surface 
heat flux. As the future-time parameter, γm nears the optimal value, the surface heat flux 
rate 
, (0, )mr iq t
  and the surface heat flux 
, (0, )mr iq t
  phase plane plot begins to produce an 
identifiable shape. As the future-time parameter γm further increases in magnitude, a highly 
smoothed pattern will form in the phase plane plot. The transition between loss of 
randomness and pattern forming is considered the region where the optimal future-time 
parameter γopt lies.  
 
Cross-correlation is a statistical metric between two sets of data. In this chapter, the front 
surface heat flux cross-correlation coefficient is defined as [56, 75, 76] 
   
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1, 2, ... , ; , 1, ... , 1fi M PM m p p p P             (4.25a) 
while the front surface heat flux rate cross-correlation coefficient is defined as [56, 75, 76] 
   
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1, 2, ... , ; , 1, ... , 1fi M PM m p p p P             (4.25b) 
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where γm = mMf Δt (s), m = p, p + 1, … , p - 1 + P, p is the 1st m value and P is the number 
of values in γ spectrum. Here, Mf Δt is the stepping time for forming a finite set of 
predictions since Δt is the sampling time.  
 
The value of the cross-correlation coefficient indicates the similarity level between the two 
front surface heat flux predictions 
, (0, )mr iq t
  and 
1,
(0, )
mr i
q t 
  with respect to two adjacent 
future-time parameters (γm and γm+1). As the cross-correlation coefficients 
1, ,
( , )
m mq r r
R q q  
  , 
1, ,
( , )
m mq r r
R q q  
   approach unity, the linear dependency between 
, (0, )mr iq t
  and 
1,
(0, )
mr i
q t 
 , as well as 
, (0, )mr iq t
  and 
1,
(0, )
mr i
q t 
  are recognized.  
 
The front surface heat flux rate cross-correlation 
1, ,
( , )
m mq r r
R q q  
   has difficulty 
approaching unity because numerical differentiation of discrete data amplifies noise. In 
fact, achieving unity in a noisy environment makes little sense. Therefore, a criterion for 
identifying the transition between an unstable and an over-smoothed front surface heat flux 
prediction involves defining the magnitude of the surface heat flux rate cross-correlation 
coefficient 
1, ,
( , )
m mq r r
R q q  
  . This will be illustrated in Section 4.5.3.  
 
4.5  Results 
4.5.1  Data collection for inverse simulation 
Numerical simulation is employed for generating experimental data. To do this, a direct 
nonlinear heat conduction problem is solved based on given auxiliary conditions. This 
allows for in-depth probe data to be obtained. The schematic for the one-dimensional heat 
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conduction with two in-depth thermocouples is displayed in Fig. A-4.1. The thickness of 
the one-dimensional slab is L, and the two in-depth thermocouples are located at x = b and 
x = w, respectively. The front (x = 0) and back (x = L) surfaces of the slab are subjected to 
heat fluxes denoted as 0 ( )q t  and ( )Lq t , respectively. The imposed heat fluxes 0 ( )q t  and 
( )Lq t  can be composed of various heat transfer modes involving conduction, convection, 
radiation. For this chapter, the conductive (net) heat fluxes at front and back surfaces are 
assumed equal to the imposing heat fluxes, as 0(0, ) ( )q t q t   and ( , ) ( )Lq L t q t  . The host 
material of the one-dimensional slab for simulation is again stainless steel 304. The 
thermophysical properties of the stainless steel 304 [80], as well as the geometrical 
properties for the simulation, are given in Table A-4.2. Figures A-4.2a-c display the 
temperature-dependent thermal conductivity, k(T), specific heat, c(T) and thermal 
diffusivity, α(T) = k(T)/(ρc(T)) over a large temperature range. In order to emulate 
nonlinear effects in a surface heating experiment, the simulation covers a large temperature 
range. The numerical simulation presented in this chapter are performed using MATLAB 
R2016a on a Lenovo Thinkpad T530 laptop.  
 
The two-probe calibration equation is used in situations where the back surface can 
influence the overall heat transfer or when the back surface boundary condition changes 
drastically between the calibration campaign and reconstruction test. This example 
involves stainless steel 304 with the thermophysical and geometrical properties shown in 
Table A-4.2. The thermal penetration time from the front to the back surface based on the 
temperature response on the back surface is about 2 seconds. The simulations provided in 
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this study run to 60 seconds indicating that the back surface boundary condition influences 
the system. In this context, three calibration tests denoted as “c1”, “c2” and “c3” are 
required for estimating the undetermined coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  in Eq. (4.15). 
The calculated coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  together with the data in calibration test 1 
(“c1”) and test 2 (“c2”) are incorporated into Eq. (4.14c) for the inverse analysis to predict 
the front surface heat flux (0, )rq t  in the reconstruction test denoted as “r”. In calibration 
test 1, the front and back surface heat fluxes are fixed at constant values denoted as 
0, 1, maxcq  
and 
, 1, maxL cq . In calibration test 2, the front surface heat flux is 0, 2, maxcq  at max[0, / 2] st t  
and 
0, 2, max / 2cq  at max max( / 2, ] st t t  while the back surface boundary condition is 
adiabatic. In calibration test 3, the front surface heat flux is 
0, 3, maxcq  at max[0, / 5] st t  and 
0, 3, max / 2cq  at max max( / 5, ] st t t  while the back surface boundary condition is a constant 
value at , 3, maxL cq . The front surface heat flux in the reconstruction test is a double Gaussian 
function defined as 
 
2 2
1 2
2 2
1 2
( ) ( )
, max max( ) (0, ) 0.75 , [0, ]
t t
s rq t q t q e e t t
 
 
 
  
      
 
 
 (4.26) 
while the back surface heat flux in the reconstruction test is a linear decay from , , maxL rq  to 
0 at max[0, ] st t . The values for the parameters, β1, β2, σ1, σ2 are given in Table A-4.2. The 
imposed front and back surface heat fluxes for the calibration tests “c1”, “c2”, “c3” and the 
reconstruction test “r” are shown in Figs. A-4.3a, b. An implicit finite difference method, 
using a one-time step lag evaluation of the thermophysical properties, is applied for 
numerically solving the direct heat conduction problems. The transient temperature 
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responses at x = 0, b, w and L in the calibration tests “c1”, “c2”, “c3” and the reconstruction 
test “r” are obtained and displayed in Figs. A-4.4a-d. The convergence of the implicit finite 
difference method has been verified and shown by plotting the positional temperature at x 
= b, Tr(b, ti) in the reconstruction test obtained by (Δx, Δt) and (Δx/2, Δt/2), respectively. 
The convergence plot is displayed in Fig. A-4.5. The maximum relative difference between 
Tr(b, ti) obtained by (Δx, Δt) and (Δx/2, Δt/2) is only 0.0627%. In this chapter, all the data 
used are obtained by the proposed finite difference method with the temporal and spatial 
widths given by (Δx, Δt).  
 
Artificial noise is added to the imposed front surface heat fluxes in the three calibration 
tests as well as the positional temperatures at x = b and x = w obtained by the finite 
difference method in the three calibration tests and the reconstruction test. Noisy data for 
surface heat flux and in-depth temperatures are generated through     
 , ,(0, ) (0, )(1 ), , 0,1, ... ,noise c i c i q i j iq t q t r t i t i M       (4.27a) 
 , ,( , ) ( , )(1 ), , 0,1, ... ,tc c i c i T i j iT b t T b t r t i t i M      (4.27b) 
 , ,( , ) ( , )(1 ), , 0,1, ... ,tc c i c i T i j iT w t T w t r t i t i M      (4.27c) 
 , ,( , ) ( , )(1 ), , 0,1, ... ,tc r i r i T i j iT b t T b t r t i t i M      (4.27d) 
 , ,( , ) ( , )(1 ), , 0,1, ... ,tc r i r i T i j iT w t T w t r t i t i M      (4.27e) 
where q  and T  denote noise factors, subscript “c” denotes the three calibration tests in 
general, and ,i jr , i = 0, 1, … , M are random numbers drawn from the interval [-1,1] 
obtained by the MATLAB command “2(rand-0.5)” for each noise addition case of surface 
heat flux and temperature (subscript “j” is used to denote these cases). Equations (4.27a-e) 
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indicate independently generated noisy data sets for all tests. The values for the noise 
factors 
q  and T  are given in Table A-4.2. Figure A-4.6 shows the exact imposed front 
surface heat fluxes 
1(0, )cq t , 2(0, )cq t , 3(0, )cq t  and noise added front surface heat fluxes 
, 1(0, )noise cq t , , 2 (0, )noise cq t , , 3(0, )noise cq t  for calibration tests 1, 2, 3. The uncorrupted 
positional and noise added temperature data at x = b and x = w in the calibration tests 1, 2, 
3 and the reconstruction test are displayed in Figs. A-4.7a-d, respectively. The values for 
noise factor 
q  and T  are set as 0.01 which implies 1% relative noise. All parameters used 
for the numerical simulation are listed in Table A-4.2.  
 
4.5.2  Inverse simulation using noiseless data 
In this section, the noiseless front surface heat fluxes in the three calibration tests displayed 
in Fig. A-4.3 and the noiseless positional temperatures at two in-depth sensor locations (x 
= b and x = w) are used for verifying the proposed numerical procedure for the two-probe 
calibration integral equation method. Using noiseless data permits evaluating the numerical 
methods without considering the instability effects introduced by a simulated noisy sensor.  
To begin, the undetermined expansion coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  in Eq. (4.15) are 
estimated by the nonlinear least-squares method discussed in Section 4.2. The noiseless 
front surface heat fluxes in the three calibration tests denoted as 1(0, )c iq t , 2(0, )c iq t  and 
3(0, )c iq t  as well as the noiseless “thermocouple” data (positional temperature at x = b and 
x = w as calculated by the finite difference method) denoted as Tc1(b, ti), Tc2(b, ti), Tc3(b, ti), 
Tc1(w, ti), Tc2(w, ti) and Tc3(w, ti), ti = iΔt, i = 1, 2, … , M are substituted into Eq. (4.15). In 
this study, the positional temperatures and noiseless thermocouple temperatures are 
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assumed identical implying that sensor delay and attenuation effects are not considered in 
the numerical simulation. The chosen sampling frequency is 50 Hz which indicates Δt = 
0.02 s. Next, the discrete residual function  0 2 3;{ , , ,..., }N N N NN i Nr t a a a a , i = 1, 2, … , M in 
Eq. (4.16) is obtained using a trapezoidal integration rule [79]. The undetermined 
coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  are symbolically calculated by the MATLAB function 
“lsqnonlin”. An initial guess for the undetermined coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  is 
required for the MATLAB command “lsqnonlin”. In this chapter, the trivial value of 0 is 
used as the initial guess for all undetermined coefficients.  
 
It is apparent that the number of the undetermined coefficients N needs to be chosen in 
some manner. In addition, after determining the coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  by the 
least-squares method, the balance of Eq. (4.15) needs to be verified. The left-hand side and 
first term on the right-hand side of Eq. (4.15) as a function of discrete time ti = iΔt, i = 1, 
2, … , M can be plotted in the same figure. The discrete version of Eq. (4.15) can be 
expressed as 
  , , 0 2 3( ) ( ) ;{ , , ,..., } ,N N N NLHS N i RHS N i N i NG t G t r t a a a a    ti = iΔt, i = 1, 2, … , M (4.28a) 
where 
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i = 1, 2, … , M  (4.28b)  
and 
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0 0 1, 3 2 2, 3 , 3
0
1 0 0 1, 2 2 2, 2 , 2
0
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i = 1, 2, … , M  (4.28c) 
The balance can be visualized by plotting GLHS, N(ti) and GRHS, N(ti) over time. This 
effectively illustrates the smallness of the residual  0 2 3;{ , , ,..., }N N N NN i Nr t a a a a  in Eq. (4.28a).   
 
To illustrate, let us begin by using a 7th order (N = 7) Chebyshev expansion. The 
undetermined coefficients 7 7 7 7
0 2 3 7{ , , ,..., }a a a a  are calculated by the least-squares method 
and listed in column 2 of Table A-4.3. Figure A-4.8a shows GLHS, 7(ti) and GRHS, 7(ti) as 
defined in Eqs. (4.28b, c) using noiseless data. As displayed in Fig. A-4.8, the balance 
between GLHS, 7(ti) and GRHS, 7(ti) is achieved (implying a small residual). Next, a sequential 
study using subsets of the total available data in the time interval max[0, ]t t  is performed 
for demonstrating the stability of the coefficients [96]. The times 54s, 48s and 42s as well 
as the total data collection time tmax = 60s are used in the sequential study for checking 
whether the expansion coefficients calculated by the least-squares method are replicated. 
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Table A-4.4 provides the calculated expansion coefficients 7 7 7 7
0 2 3 7{ , , ,..., }a a a a  based on the 
data collection times 60s, 54s, 48s and 42s. Observe the contrasting behavior among the 
expansion coefficients obtained by 60s and that obtained by 54s, 48s, 42s. For the 
expansion coefficients obtained using 60s, 
0
Na  is much greater than 2
Na . However, for the 
expansion coefficients obtained by 54s, 48s and 42s, 
2
Na  is greater than 0
Na . The 
inconsistency in the calculation of the expansion coefficients 7 7 7 7
0 2 3 7{ , , ,..., }a a a a  under 
different data collection times indicates the sequential instability when choosing the 7th 
order (N = 7) Chebyshev expansion.  
 
Next, consider using a 6th order (N = 6) Chebyshev expansion. The calculated expansion 
coefficients 6 6 6 6
0 2 3 6{ , , ,..., }a a a a  are listed in column 3 of Table A-4.3. Observe that the 
coefficients 6 6 6 6
0 2 3 6{ , , ,..., }a a a a  have the unfavorable behavior as 2
Na  is greater than 0
Na . 
This unfavorable behavior causes an unbalance between GLHS, 6(ti) and GRHS, 6(ti) which is 
illustrated in Fig. A-4.8b. For N = 6 using noiseless data, a sequential study is not needed 
as indicated in Fig. A-4.8b due to the poor balance. Next, consider a 5th order (N = 5) 
Chebyshev expansion. In this case, both sequential consistency and balance are achieved 
between GLHS, 5(ti) and GRHS, 5(ti). Sequential consistency is demonstrated in Table A-4.5 
while the balance between GLHS, 5(ti) and GRHS, 5(ti) is illustrated in Fig. A-4.8c. Figure A-
4.9 displays the transformed variable ϕ(T) as a function of temperature defined in Eq. 
(4.13a) within the temperature range [293.15, 1400] K using the calculated coefficients 
0 2 3{ , , , ... , }
N N N N
Na a a a  under the six imposed values of N with noiseless data. The calculated 
coefficients under different values of N are listed in Table A-4.3. It is observed that ϕ(T) 
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corresponding to N = 2, 3, 4, 5 coalesce.  In addition, ϕ(T) corresponding to N = 6 is nearly 
zero until about 1050 K, which is not physically reasonable. From the results of this section, 
the 5th order (N = 5) Chebyshev expansion is chosen for representing ϕ(T) as defined in Eq. 
(4.13a). The corresponding coefficients 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  are listed in column 4 of Table 
A-4.3.  
 
The front surface heat flux (0, )rq t  can now be calculated using the inverse heat conduction 
problem formulated in Eq. (4.24b). The calibration tests are designated as c1 and c2, which 
are displayed in Fig. A-4.3a. These two cases are chosen as the calibration tests for the 
inverse study. The front and back surface heat fluxes in the reconstruction test are shown 
in Fig. A-4.3b. Following the procedure discussed in Section 4.3, the predicted front 
surface heat flux , (0, )mr iq t
  can be calculated by Eq. (4.24b) for each fixed future-time 
parameter γm. Figures A-4.10a-c display the predicted front surface heat flux , (0, )mr iq t  
when γm = 0.5 s, 1.0 s and 1.5 s, respectively. The predicted front surface heat flux 
, (0, )mr iq t
  when γm = 0.5 s displays some oscillatory behavior as time increases indicating 
system instability. When γm = 1.0 s and 1.5 s, excellent predictions are indicated that nearly 
replicate the exact front surface heat flux (0, )rq t .  
 
Figure A-4.11 displays a comparison between the surface heat flux prediction , (0, )mr iq t
  
using the nonlinear model discussed in this chapter (shown in Fig. A-4.10c) and the surface 
heat flux prediction , (0, )mr iq t
  based on the linear two-probe calibration integral equation 
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given in Eq. (4.2). The future-time parameter used for both the nonlinear and the linear 
model is γm = 1.5 s. As can be observed in Fig. A-4.11, the surface heat flux prediction, 
using the linear model, introduces significant errors due to the lack of accounting for the 
temperature dependency of the thermophysical properties. Figure A-4.12 illustrates the 
comparison of the absolute error between surface heat flux prediction 
, (0, )mr iq t
  by the 
nonlinear model and the linear model given in Eq. (4.2) when γm = 1.5 s. It is clear that the 
nonlinear model developed in this context substantially reduces the absolute error in the 
front surface heat flux prediction.  
 
In this section, a feasible numerical method for resolving the nonlinear inverse heat 
conduction problem has been demonstrated for the two-probe problem based on noiseless 
data. Discussion on how to determine the optimal future-time parameter γopt is postponed 
at this junction until the noisy data are introduced. In fact, choosing the optimal 
regularization parameter is of paramount significance to all inverse methods.   
 
4.5.3  Inverse simulation using noisy data 
In this section, noise is added to the front surface heat fluxes , 1(0, )noise c iq t , , 2(0, )noise c iq t ,  
as shown in Fig. A-4.6. Figures A-4.7a-d display the noisy “thermocouple” data {Ttc, c1(b, 
ti), Ttc, c1(w, ti)}, {Ttc, c2(b, ti), Ttc, c2(w, ti)}, { Ttc, c3(b, ti), Ttc, c3(w, ti)}, { Ttc, r(b, ti), Ttc, r(w, 
ti)} that will be used in the numerical simulation. Heat flux phase plane and cross-
correlation analyses per Eqs. (4.25a, b) are applied for estimating the optimal future-time 
parameter, γopt. Table A-4.6 lists the numerically calculated expansion coefficients for 
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various N based on noisy data that are acquired using a 50 Hz sampling frequency. Tables 
A-4.7 through A-4.9 show the sequential time study for the calculated expansion 
coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  when N = 7, 6 and 5, respectively. As shown in Tables A-
4.7 and A-4.8, the calculated expansion coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  using different 
data collection times do not achieve the desired stability for the leading terms when using 
N = 7 and 6. In contrast, expansion coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  when N = 5 displays 
consistency at leading order terms over the various time segments. Figure A-4.13 displays 
GLHS, 5(ti) and GRHS, 5(ti) as defined in Eqs. (4.28b, c) while are listed in column 4 of Table 
A-4.6. It is obvious that the balance of Eq. (4.28a) is achieved as GLHS, 5(ti) and GRHS, 5(ti) 
overlap. Therefore, the 5th order (N = 5) Chebyshev expansion and their calculated 
expansion coefficients are used in this section for representing the transformed variable 
ϕ(T) defined in Eq. (4.13a). Figure A-4.14 displays the transformed variable ϕ(T) defined 
in Eq. (4.13a) in the temperature range [293.15, 1400] K using the calculated coefficients. 
The front surface heat flux in the reconstruction test can be estimated by the procedure 
discussed in Section 4.3 with a chosen future-time parameter γ leading to the approximation. 
A spectrum of future-time parameters γm’s are developed and the phase plane and cross-
correlation analyses discussed in Section 4.4 are applied for estimating the optimal future-
time parameter γopt. Figure A-4.15a shows the predicted surface heat flux rate and predicted 
surface heat flux phase plane when γm = Mf mΔt for m = 6, 7, … , 13, Mf = 10, Δt =0.02 s 
while Fig. A-4.15b displays a zoomed in version of Fig. A-4.15a with m = 9, 10, … , 13.  
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In Fig. A-4.15a, a significant random pattern is observed for small γ’s (γ < 1.45 s). As 
future-time parameter γm increases to 2.2 s, randomness is substantially reduced and the 
corresponding phase plane exhibits a distinctive pattern formation that is similar to two 
concentric ellipses. The onset of a pattern defines the transition region where the balance 
between stability and accuracy is achieved in the heat flux prediction. Returning to Fig. A-
4.15b, one can qualitatively see that the onset of a pattern occurs when s]2.2,0.2[ . 
Highly smoothed surface heat flux rate and surface heat flux predictions are observed when 
s]6,2,4.2[ . In order to recover small temporal changes in the predicted heat flux, it is 
favorable to retain as many high-frequency components in the signal. Therefore, surface 
heat flux predictions using s]6,2,4.2[ or greater are removed from further 
consideration due to over-smoothing. The surface heat flux rate and surface heat flux phase 
plane in Figs. A-4.15a, b provide the initial qualitative perspective for extracting the 
optimal future-time parameter. 
 
Figure A-4.16 illustrates the cross-correlation coefficients phase plane. This phase plane is 
defined in terms of the surface heat flux cross-correlation coefficient 
1, ,
( , )
m mq r r
R q q  
   and 
surface heat flux rate cross-correlation coefficient 
1, ,
( , )
m mq r r
R q q  
   as given in Eqs. (4.25a, 
b). The three defined regions (unstable, transition and over-smoothed) that are discussed 
in the Figs. A-4.15a, b are described in an alternative way in Fig. A-4.16. In Fig. A-4.16, γ 
pairs (1.2, 1.4) s to (1.4, 1.6) s are defined. Small values of 
1, ,
( , )
m mq r r
R q q  
   and 
1, ,
( , )
m mq r r
R q q  
    equate to highly random predictions or uncorrelated predictions. As γ 
increases to 2, 
1, ,
( , )
m mq r r
R q q  
   climbs toward unity. Unity on the 
1, ,
( , )
m mq r r
R q q  
   is more 
 106 
 
readily available or desirable than the. Approaching unity on the vertical axis should be 
physically avoided as numerical differentiation is a roughening operation. In this study, γ 
= 2.0s is chosen as the γ pair (2.0, 2.2) s lies closest to the experienced-based, cut-off line. 
This choice of γopt = 2.0s retains sufficient high-frequency content in the signal that 
balances stability and accuracy. The cut-off line could also be placed at 7.0),(
1,,

mm rrq
qqR    
as indicated by experiments. Figure A-4.17 displays the predicted surface heat flux, 
, (0, )mr iq t
  over the future-time spectrum γm = Mf mΔt, m = 6 – 13, Mf = 10, Δt =0.02 s. 
Figure A-4.18 compares the surface heat flux, 
, (0, )r iq t  to the exact when γopt = 2.0 s. 
Highly favorable results are produced in light of the significant amount of noise contained 
in the surface heat fluxes for the calibration tests (Fig. A-4.6) and in the “thermocouple” 
data for both the calibration tests and reconstruction test (Figs. A-4.7a-d). It is worth noting 
that the two-probe calibration integral equation method developed in this chapter not only 
works for predicting the front surface heat flux in case of back surface heating, but also 
works in case of back surface cooling. With well-designed calibration tests, this method is 
capable of estimating the front surface heat flux in reconstruction test in terms of an 
arbitrary back surface boundary condition.  
  
4.6  Conclusions 
A new two-probe calibration integral equation method (CIEM) is proposed and 
numerically verified for estimating the front surface heat flux in the context of a one-
dimensional nonlinear inverse heat conduction problem with a time-varying back surface 
boundary condition. In contrast to one-probe CIEM that requires certain types of boundary 
 107 
 
conditions on the back surface, the two-probe CIEM can be used for estimating the front 
surface heat flux in the case of arbitrary back surface boundary conditions. The 
temperature-dependent thermophysical properties and probe positions are inherently 
contained in the formulated Volterra integral equation of the first kind for reconstructed 
surface heat flux. Three well-defined calibration tests are used for estimating the 
undetermined coefficients associated with the Chebyshev expansion by a least-squares 
method. A time sequential investigation of the expansion coefficients provides a means for 
estimating the order of the Chebyshev expansion. A local future-time method is employed 
as the regularization scheme for stabilizing the ill-posed first kind Volterra integral 
equation. Phase plane and cross-correlation analyses are applied for estimating the optimal 
future-time parameter from a spectrum of chosen values. Numerical simulations for 
stainless steel yield highly favorable surface heat flux predictions. Overall, this “parameter 
free” inverse method produces highly favorable results that remove the need to accurately 
quantify the thermophysical properties and probe locations. This advancement is 
significant to many engineering applications.  
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Chapter 5: Two-Probe Calibration Integral Equation Method for 
Nonlinear Inverse Heat Conduction Problem of Surface Temperature 
Estimation 
 
This chapter is based on the paper: H. Chen, J. I. Frankel, and M. Keyhani, “Two-probe 
calibration integral equation method for nonlinear inverse heat conduction problem of 
surface temperature estimation”, Applied Mathematical Modelling (to be submitted).  
 
5.1  Introduction 
In Chapter 4, the two-probe calibration integral equation method for resolving a nonlinear 
inverse heat conduction problem involving surface heat flux estimation is demonstrated 
and numerically verified. In this chapter, the two-probe calibration integral equation 
method is described for resolving inverse heat conduction problem involving surface 
temperature estimation.  
 
5.2  Formulation of the nonlinear two-probe surface temperature calibration integral 
equation method 
The two-probe surface temperature calibration integral equation is derived in a similar 
manner as described in Chapter 4 involving the reconstruction of the surface heat flux. 
Figure A-5.1 describes the physical problem to be considered in this chapter. Figure A-5.1 
shows an idealized thin film (TF) surface thermocouple and two in-depth thermocouples. 
An instrumentation challenge is presented for surface temperature measurements as it is 
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well known to be notoriously difficult for assuring accuracy. The thickness of the one-
dimensional slab is L. For physical understanding, consider a thermocouple located at x = 
0, and the two in-depth thermocouples located at x = b and x = w. The three thermocouples 
are denoted by “TF”, “TC1” and “TC2”, respectively. The net heat fluxes at the front 
surface (x = 0) and at the back surface (x = L) are denoted by 0 ( )q t  and ( )Lq t , respectively. 
The front surface temperature is denoted by T(0, t).  The introduction of the second probe 
at x = w removes the requirement of imposing specific boundary condition at the back 
surface.  
 
5.2.1  Background: linear two-probe surface temperature calibration integral equation 
The linear two-probe surface temperature calibration integral equation is derived based on 
frequency domain analysis of the one-dimensional linear heat equation [85] defined as 
        
2
2
1
( , ) ( , ),
T T
x t x t
t x
 

 
 [0, ], 0x L t                         (5.1a) 
subject to the boundary conditions 
 0 ( ) (0, ) (0, ),
T
q t q t k t
x

   

 0t    (5.1b)                                                               
 ( ) ( , ) ( , ),L
T
q t q L t k L t
x

   

 0t   (5.1c) 
and initial condition 
 0( ,0) ,T x T  [0, ]x L   (5.1d) 
In Eqs. (5.1), T denotes temperature, x and t denote spatial and temporal variable, 
respectively, α denotes thermal diffusivity, k denotes thermal conductivity, (0, )q t  and 
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(0, )q L  denote the conductive (net) heat fluxes at x = 0 and L, respectively, while 
0 ( )q t  
and ( )Lq t  denote the imposed heat fluxes from external sources and other modes of heat 
transfer. The linear two-probe surface temperature calibration integral equation [69] is 
given as 
 
 
 
 
1 2 2 1
0 0
1 2 2 1
0 0
1 2 2 1
0 0
(0, ) ( , ) ( , ) ( , ) ( , )
( , ) (0, ) ( , ) (0, ) ( , )
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t t u
r c c c c
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t t u
r c c c c
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t t u
r c c c c
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u b v w t u v b v w t u v dvdu
b u v w t u v v w t u v dvdu
w u v b t u v v b t u v dvdu t
    
    
    

 

 

 
    
     
      
 
 
 
 (5.2) 
where θ denotes excess temperature defined as θ = T – T0. The subscripts “c1”, “c2” and 
“r” denote calibration test 1, calibration test 2 and reconstruction test, respectively. 
Equation (5.2) can be expressed in compact mathematical form as 
 
0
(0, ) ( ) ( ), 0
t
r l l
u
u K t u du F t t

    (5.3a) 
where the subscript “l” denotes linear. The forcing function FL(t) and the convolution 
kernel Kl (t - u) in Eq. (5.3a) are defined as 
 
 
1 2 2 1
0 0
1 2 2 1
0 0
( ) ( , ) (0, ) ( , ) (0, ) ( , )
( , ) (0, ) ( , ) (0, ) ( , ) , 0
t t u
l r c c c c
u v
t t u
r c c c c
u v
F t b u v w t u v v w t u v dvdu
w u v b t u v v b t u v dvdu t
    
    

 

 
     
      
 
 
 
(5.3b) 
  1 2 2 1
0
( ) ( , ) ( , ) ( , ) ( , ) , ( ) 0
t u
l c c c c
v
K t u b v w t u v b v w t u v dv t u   


         (5.3c) 
 
5.2.2  Derivation of the nonlinear two-probe surface temperature calibration integral 
equation  
To begin, consider the transient one-dimensional nonlinear heat equation [85] given as  
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 ( ) ( , ) ( ) ( , ) ,
T T
c T x t k T x t
t x x

   
     
 [0, ], 0x L t    (5.4a)                 
subject to the boundary conditions 
  0 ( ) (0, ) (0, ) (0, ),
T
q t q t k T t t
x

   

 0t         (5.4b)                          
  ( ) ( , ) ( , ) ( , ),L
T
q t q L t k T L t L t
x

   

 0t   (5.4c) 
and initial condition 
              0( ,0) ,T x T  [0, ]x L                                            (5.4d) 
The generalized property transform technique [65, 96] is applied for linearizing the 
nonlinear heat equation shown in Eqs. (5.4), the. In a nutshell, Eq. (5.4a) can be 
decomposed by property transform as 
 ,0],,0[,),()(),()( 












tLxtx
xd
dT
Tk
x
tx
td
dT
Tc




  (5.5) 
where φ(x, t) denotes the property transfer function, which can be thermal conductivity, 
specific heat, thermal diffusivity, thermal effusivity, etc [65]. The implicit assumption that 
inverse function of φ(T) exists is made, which permits us to write dT/dφ. Assuming there 
exists a combination that produces 
 ( ) constant
dT
k T
d


   (5.6) 
then the transformed heat equation can be expressed in terms of the transformed variable, 
φ(x, t) as  
 
2
2
1
( , ) ( , ), [0, ], 0.
( )
x t x t x L t
T t x
 

 
  
 
        (5.7)                      
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In addition, it is assumed that the thermal diffusivity α(T) remains constant and now 
denoted as α0. The linearized heat equation can then be written as 
 
2
2
0
1
( , ) ( , ), [0, ], 0,x t x t x L t
t x
 

 
  
 
    (5.8a)                       with 
respect to the transformed boundary conditions as 
 (0, ) (0, ),q t t
x



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
 0,t                                         (5.8b) 
   ( , ) ( , ),q L t L t
x



  

 0,t                                         (5.8c) 
with the transformed initial condition as 
              0( ,0) ( ),x T   [0, ].x L                                         (5.8d) 
Let us now define 0( ) ( ) ( )T T T    , then Eqs. (5.8a-d) become 
        
2
2
0
1
( , ) ( , ),x t x t
t x
 

 

 
 [0, ], 0,x L t                               (5.9a)                                    
subject to the transformed boundary conditions  
 (0, ) (0, ),q t t
x



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
 0,t                                         (5.9b) 
 ( , ) ( , ),q L t L t
x



  

 0,t        (5.9c)                                 
and the transformed initial condition 
 ( ,0) 0,x   [0, ].x L  (5.9d) 
The two-probe calibration integral equation for the linearized nonlinear heat equation given 
in Eqs. (5.9) can be derived in the same manner as deriving the linear two-probe calibration 
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integral equation [69]. In a nutshell, the two-probe surface temperature calibration integral 
equation for the linearized system given in Eqs. (5.9) can be written as 
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or in the compact mathematical form as  
 0),()(),0(
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where the forcing function F(t) and the convolution kernel K(t – u) are defined as 
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(5.11b) 
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respectively. A first kind Chebyshev expansion is used for representing the property 
transform function ϕ(x, t). In order to implement a Chebyshev expansion, the temperatures 
are mapped into the range [-1, 1] as 
 ]1,1[
),(2
),(* 



LU
UL
TT
TTtxT
txT  (5.12) 
where “TL” and “TU” represent the temperature of lower bound and upper bound, 
respectively. The values of “TL” and “TU” can be properly selected to ensure that the 
temperature ranges for all calibration tests and reconstruction test are in the domain [TL, 
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TU]. After the temperatures are mapped in the [-1, 1], the Chebyshev expansion for 
approximating the property transform function ϕ(x, t) can be formulated as 
 



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N
n
n
N
nN
n
nn txEatxtxEatx
00
),(),(),(),(             (5.13a) 
where  
  *( , ) ( , ) , 0,1, 2, ...n nE x t E T x t n          (5.13b)                     
Equation (5.13b) denotes the nth order first kind Chebyshev polynomial for the mapped 
temperature. For notational clarity, several first kind Chebyshev polynomials conforming 
to the notation used in this context are listed in Table A-5.1. Note that in Eq. (5.13a), the 
transformed variable ϕ is a function of temperature but the units of the undetermined 
coefficients 
0 1 2{ , , ,..., }
N N N N
Na a a a  remain unknown.  
 
Substituting the Chebyshev expansion given in Eq. (5.13a) into Eq. (5.10) produces the 
explicit expression 
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(5.14a) 
which involves a finite number of undetermined coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a . If N is 
sufficiently large then Eq. (5.14a) should be well-balanced. In order to proceed with the 
analysis, we introduce the residual function, ( )Nr t  as  
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 (5.14b) 
where 0{ }
N N
j ja   are momentarily assumed known. At this junction, the formulation requires 
two calibration tests for estimating the surface temperature in reconstruction test. By 
comparing Eq. (5.14b) to the two-probe surface temperature calibration equation for a 
constant thermophysical property thermal model given in Eq. (5.2), we can set 
1 1
Na   (or 
divide by 21( )
Na  on both sides of Eq. (5.14b). Thus Eq. (5.14b) can be written as 
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 (5.14c) 
In order to estimate the undetermined coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  in Eq. (5.14c), we 
must introduce a third calibration test whereby the subscript notation changes as r → c3. 
Three well-defined calibration tests are now defined. Thus Eq. (5.14c) can be written as 
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 (5.15) 
In Eq. (5.15), all the variables are known except the N undetermined coefficients
0 2 3{ , , ,..., }.
N N N N
Na a a a  A nonlinear least-squares method based on residual 
 0 2 3;{ , , ,..., }N N N NN Nr t a a a a  can be used for estimating the N undetermined coefficients
0 2 3{ , , ,..., }.
N N N N
Na a a a  The least-squares method is formulated as  
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i = 1, 2, …, M      (5.16) 
where  
1
M
i i
t

 denotes the discrete sampling time, and M is the number of data points in the 
discretized temporal domain beyond the initial condition. The sum of the squares of 
 0 2 3;{ , , ,..., }N N N NN i Nr t a a a a  can be formed as  
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i = 1, 2, …, M      (5.17)  
Next, we formally minimize, with respect to each undetermined coefficient in the set, 
through 
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                      (5.18) 
Equation (5.18) forms a closed system of nonlinear equations involving N undetermined 
coefficients. To solve the N nonlinear system of equations for obtaining the N unknown 
coefficients, an appropriate numerical method can be used. After the N undetermined 
coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  are obtained, one can return to Eq. (5.14c) for the inverse 
heat conduction analysis. Two well-defined calibration tests are used in Eq. (5.14c) using 
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the calculated coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  for predicting the transformed front surface 
temperature ϕr(0, t). Equation (5.14c) is a Volterra integral equation of the first kind for 
ϕr(0, t) which is ill-posed [67, 68]. A future-time method [47] is now introduced for 
stabilizing the first kind Volterra integral equation for the predicted surface temperature 
given in Eq. (5.14c). The implementation of the future-time [47] and numerical methods 
for predicting the transformed front surface temperature ϕr(0, t) is discussed in Section 5.3.  
 
5.3  Regularization and numerical methods 
For notational convenience, the implementation of the future-time method [3, 47, 64] and 
numerical method for estimating the transformed front surface temperature in 
reconstruction test denoted as ϕr(0, t) is illustrated by the calibration integral equation in 
the compact form given in Eqs. (5.11). Let’s re-write the Eqs. (5.11) herein as 
 0),()(),0(
0
  ttFduutKu
t
u
r  (5.19a) 
where the forcing function F(t) and the convolution kernel K(t – u) are defined as 
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(5.19b) 
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Following the same procedure outlined in Section 4.3, the desired transformed front surface 
temperature prediction , (0, )mr t  can be expressed as 
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i = 1, 2, … , M – mMf   (5.20) 
Equation (5.20) shows that the discrete values of the predicted transformed front surface 
temperature prediction 
, (0, )mr it  are calculated by time marching. The future-time 
parameter is chosen as γ → γm = mMf Δt where m is a positive integer, and Δt is given as 
Δt = tmax/M. Here, M is the number of data in the discretized time domain beyond the initial 
condition, and Mf is a convenient multiplying factor that allows for computational 
flexibility.  
 
5.4  Phase plane and cross-correlation analyses for estimating the optimal future-time 
parameter 
Following Chapter 3, a phase plane and cross-correlation analyses based on surface 
temperature and surface temperature rate are applied for estimating the optimal future-time 
parameter. Again, the phase plane is obtained by plotting the discrete surface temperature 
rate, dT/dt in the y-axis against the surface temperature, T in the x-axis. The surface 
temperature cross-correlation coefficient is given as [56, 75, 76] 
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1, 2, ... , ; , 1, ... , 1fi M PM m p p p P             (5.21a) 
while the surface temperature rate cross-correlation coefficient is given as [56, 75, 76] 
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1, 2, ... , ; , 1, ... , 1fi M PM m p p p P             (5.21b) 
where γm = mMf Δt (s), m = p, p + 1, … , p - 1 + P, p is the 1st m value and P is the number 
of values in γ spectrum. Here, Mf Δt is the stepping time for forming a finite set of 
predictions since Δt is the sampling time.  
 
5.5  Results 
5.5.1  Data collection for inverse simulation 
Numerical simulation is called upon for generating artificial data for the inverse analysis. 
To do this, a direct nonlinear heat conduction problem is solved based on given auxiliary 
conditions. This allows for in-depth probe data to be synthesized. The schematic for the 
one-dimensional heat conduction problem with two in-depth thermocouples is displayed 
in Fig. A-5.1. The thickness of the one-dimensional slab is L. In a physical context, let an 
idealized thin film thermocouple be placed at x = 0. Two in-depth thermocouples are 
located at x = b and x = w, respectively. The front (x = 0) and back (x = L) surfaces of the 
slab are subjected to heat fluxes denoted by 0 ( )q t  and ( )Lq t , respectively. The imposed 
heat fluxes 0 ( )q t  and ( )Lq t  can be composed of various heat transfer modes involving 
conduction, convection, radiation. For the present context, the conductive (net) heat fluxes 
at front and back surfaces are given by 0(0, ) ( )q t q t   and ( , ) ( )Lq L t q t  . The host 
material for the one-dimensional slab for simulation is stainless steel 304. The 
thermophysical properties of the stainless steel 304 [80], as well as the geometrical 
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properties for the simulation, are given in Table A-5.2. Figures A-5.2a-c display the 
temperature-dependent thermal conductivity, k(T), specific heat, c(T) and thermal 
diffusivity, α(T) = k(T)/(ρc(T)) over a large temperature range. In order to emulate 
nonlinear effects in a surface heating experiment, the simulation covers a large temperature 
range. The numerical simulations presented in this chapter are performed using MATLAB 
R2016a on a Lenovo Thinkpad T530 laptop.  
 
The two-probe calibration equation is used in situations where the back surface boundary 
condition influences the overall heat transfer or when the back surface boundary condition 
changes drastically between the calibration campaign and reconstruction test. The 
estimated thermal penetration time from the front to the back surface based on room 
temperature evaluated properties is 2 seconds. The simulations provided in this study run 
to 60 seconds indicating that the back surface boundary condition influences the system. 
In this context, three calibration tests denoted as “c1”, “c2” and “c3” are required for 
estimating the undetermined coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  in Eq. (5.15). The calculated 
coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  together with the data from calibration test 1 (“c1”), test 2 
(“c2”) and in-depth thermocouple data in the reconstruction test are incorporated into Eq. 
(5.14c) for the inverse analysis to verify the two-probe surface temperature prediction 
approach. In calibration test 1, the front and back surface heat fluxes are fixed at constant 
values denoted as 0, 1, maxcq  and , 1, maxL cq . In calibration test 2, the front surface heat flux is 
0, 2, maxcq  at max[0, / 2] st t  and 0, 2, max / 2cq  at max max( / 2, ] st t t  while the back surface 
boundary condition is idealized as adiabatic. In calibration test 3, the front surface heat flux 
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is 
0, 3, maxcq  at max[0, / 5] st t  and 0, 3, max / 2cq  at max max( / 5, ] st t t  while the back surface 
boundary condition is a constant value at 
, 3, maxL cq . The front surface heat flux in the 
reconstruction test is a double Gaussian function defined as 
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 (5.22) 
while the back surface heat flux in the reconstruction test is a linear function from 0 to
, , maxL rq  at max[0, ] st t . The values for the parameters, β1, β2, σ1, σ2 are given in Table A-
5.2. The imposed front and back surface heat fluxes for the calibration tests “c1”, “c2”, “c3” 
and the reconstruction test “r” are shown in Figs. A-5.3a, b. An implicit finite difference 
method, using a one-time step lag evaluation of the thermophysical properties, is applied 
for numerically solving the direct heat conduction problems. The transient temperature 
responses at x = 0, b, w and L in the calibration tests “c1”, “c2”, “c3” and the reconstruction 
test “r” are obtained and displayed in Figs. A-5.4a-d. The convergence of the implicit finite 
difference method has been verified and shown by plotting the positional temperature at x 
= b, Tr(b, ti) in the reconstruction test obtained by (Δx, Δt) and (Δx/2, Δt/2), respectively. 
The convergence plot is displayed in Fig. A-5.5. The maximum relative difference between 
Tr(b, ti) obtained by (Δx, Δt) and (Δx/2, Δt/2) is 0.0662%. In this chapter, all data generated 
are obtained by the proposed finite difference method with the temporal and spatial widths 
given by (Δx, Δt).  
 
Artificial noise is added to the positional front surface temperatures in the three calibration 
tests as well as the positional temperatures at x = b and x = w obtained by the finite 
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difference method in the three calibration tests and the reconstruction test. Noisy data for 
surface temperature and in-depth temperatures are generated through     
 
, ,(0, ) (0, )(1 ), , 0,1, ... ,noise c i c i q i j iT t T t r t i t i M      (5.23a) 
 
, ,( , ) ( , )(1 ), , 0,1, ... ,tc c i c i T i j iT b t T b t r t i t i M      (5.23b) 
 
, ,( , ) ( , )(1 ), , 0,1, ... ,tc c i c i T i j iT w t T w t r t i t i M      (5.23c) 
 
, ,( , ) ( , )(1 ), , 0,1, ... ,tc r i r i T i j iT b t T b t r t i t i M      (5.23d) 
 
, ,( , ) ( , )(1 ), , 0,1, ... ,tc r i r i T i j iT w t T w t r t i t i M      (5.23e) 
where 
q  and T  denote noise factors, subscript “c” denotes the three calibration tests in 
general, and 
,i jr , i = 0, 1, … , M are random numbers drawn from the interval [-1,1] 
obtained by the MATLAB command “2(rand-0.5)” for each noise addition case of 
temperature ( subscript “j” is used to denote these cases). Equations (5.23a-e) are used to 
independently generate noisy data sets for all tests. The values for noise factors 
q  and T  
are given in Table A-5.2. The uncorrupted positional and noise added temperature data at 
x = 0, b and w in the calibration tests 1, 2, 3 and at x = b and w in the reconstruction test 
are displayed in Figs. A-5.6a-d, respectively. The values for noise factors q  and T  are 
set as 0.01 which implies 1% relative noise. All parameters used for the numerical 
simulation are listed in Table A-5.2.  
 
5.5.2  Inverse simulation using noiseless data 
In this section, the noiseless front surface and in-depth (x = b and x = w) temperatures in 
the three calibration tests, as well as the noiseless in-depth temperature in the 
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reconstruction test, are used for verifying the proposed numerical procedure for the two-
probe surface temperature calibration integral equation method. In this context, the 
positional temperatures displayed in Figs. A-5.4a-d are used as noiseless “thermocouple” 
data for the simulation. Using noiseless data permits evaluating the numerical methods 
without considering the instability effects introduced by noise.  
 
To begin, the undetermined expansion coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  in Eq. (5.15) are 
estimated by the nonlinear least-squares method discussed in Section 5.2. The noiseless 
“thermocouple” data (positional temperature at x = 0, b and w obtained by the implicit 
finite difference method) in the three calibration tests are denoted as Tc1(0, ti), Tc2(0, ti), 
Tc3(0, ti), Tc1(b, ti), Tc2(b, ti), Tc3(b, ti), Tc1(w, ti), Tc2(w, ti) and Tc3(w, ti), ti = iΔt, i = 1, 2, … , 
M. These data are then substituted into Eq. (5.15). The positional temperatures and 
noiseless thermocouple temperatures are assumed identical implying that sensor delay and 
attenuation effects are not considered in the numerical simulation. The chosen sampling 
frequency is 50 Hz which indicates Δt = 0.02 s. Next, the discrete residual function 
 0 2 3;{ , , ,..., }N N N NN i Nr t a a a a , i = 1, 2, … , M in Eq. (5.16) is obtained using a trapezoidal 
integration rule [79]. The undetermined coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  are symbolically 
calculated by the MATLAB function “lsqnonlin”. An initial guess for the undetermined 
coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a  is required for the MATLAB command “lsqnonlin”. The 
trivial value of 0 is used as the initial guess for all undetermined coefficients.  
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The optimal choice for the number of the undetermined coefficients N needs to be chosen 
in some manner. In addition, after determining the coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  by the 
least-squares method, the balance of Eq. (5.15) needs to be verified. The left-hand side and 
first term on the right-hand side of Eq. (5.15) as a function of discrete time ti = iΔt, i = 1, 
2, … , M can be plotted in the same figure. The discrete version of Eq. (5.15) can be 
expressed as 
 , , 0 2 3( ) ( ) ;{ , , ,..., } ,N N N NLHS N i RHS N i N i NG t G t r t a a a a    ti = iΔt, i = 1, 2, … , M  
 (5.24a) where 
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i = 1, 2, … , M  (5.24b)  
and 
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i = 1, 2, … , M  (5.24c) 
The balance can be visualized by plotting GLHS, N(ti) and GRHS, N(ti) over time. This 
effectively illustrates the smallness of the residual  0 2 3;{ , , ,..., }N N N NN i Nr t a a a a  given in Eq. 
(5.24a).  
 
To illustrate, let us begin by using a 6th order (N = 6) Chebyshev expansion. The 
undetermined coefficients 6 6 6 6
0 2 3 6{ , , ,..., }a a a a  are calculated by the least-squares method 
and listed in column 2 of Table A-5.3. Figure A-5.7a displays GLHS, 6(ti) and GRHS, 6(ti) as 
defined in Eqs. (5.24b, c) when N = 6. In Fig. A-5.7a, the discrepancy between GLHS, 6(ti) 
and GRHS, 6(ti) can be observed. This imbalance implies that the 6
th order truncation for the 
Chebyshev expansion is a poor choice for representing the transformed variable ϕ(T). Next, 
consider a 5th order (N = 5) Chebyshev expansion. A time sequential study using subsets 
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of the total available data in the time interval 
max[0, ]t t  is performed for demonstrating 
the stability of the coefficients [96]. The times 54s, 48s, 42s as well as the total data 
collection time tmax = 60s are used in the sequential study for checking whether the 
expansion coefficients calculated by the least-squares method replicate. Table A-5.4 
provides the calculated expansion coefficients 5 5 5 5
0 2 3 5{ , , , ... , }a a a a  based on the data 
collection times 60s, 54s, 48s, and 42s. As shown in Table A-5.4, sequential consistency 
of the calculated expansion coefficients 5 5 5 5
0 2 3 5{ , , , ... , }a a a a  is achieved based on different 
data collection times. Figure A-5.7b illustrates the balance verification between GLHS, 5(ti) 
and GRHS, 5(ti) is obtained.  Figure A-5.8 displays the transformed variable ϕ(T) as a 
function of temperature defined in Eq. (5.13a) in the temperature range [293.15, 1400] K 
using the calculated coefficients 5 5 5 5
0 2 3 5{ , , , ... , }a a a a  as listed in column 4 of Table A-5.3. 
Based on the discussion above, the 5th order (N = 5) Chebyshev expansion is chosen for 
representing ϕ(T) as defined in Eq. (5.13a) in this section. The corresponding coefficients 
5 5 5 5
0 2 3 5{ , , , ... , }a a a a  are listed in column 3 of Table A-5.3. 
 
The transformed front surface temperature in the reconstruction test ϕr(T) can now be 
estimated using Eq. (5.20). The calibration tests are designated as c1 and c2 and their 
corresponding imposed front and back surface heat fluxes are displayed in Fig. A-5.3a. 
These two cases are chosen as the calibration tests for the inverse study. The imposed front 
and back surface heat fluxes in the reconstruction test are shown in Fig. A-5.3b. Following 
the procedure previously discussed, the transformed front surface temperature prediction 
, (0, )mr it  can be calculated by Eq. (5.20) for each fixed future-time parameter γm. A 
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numerical root-finder is applied for obtaining the surface temperature at x = 0 in the 
reconstruction test denoted as 
, (0, )mr iT t  using , (0, )mr it , ti = iΔt, i = 0, 1, … , M – mMf  
through Eq. (5.12) and Eqs. (5.13a, b). More specifically, common order terms in the 
Chebyshev expansion shown in Eq. (5.13a) are collected by the calculated coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  with 1 1
Na   for forming a monomial based polynomial on the order of 
the predicted mapped surface temperature denoted as *, (0, )mr iT t , ti = iΔt, i = 0, 1, … , M – 
mMf. The MATLAB function “roots” for finding roots of monomial based polynomials is 
applied for calculating 
*
, (0, )mr iT t , ti = iΔt, i = 0, 1, … , M – mMf. Multiple roots including 
complex numbers can be observed. The unfavorable roots are eliminated by setting the 
limit range of roots as 
*
, (0, ) [ 1,1]mr iT t   . In the end, the surface temperature in the 
reconstruction test denoted as 
, (0, )mr iT t  can be obtained by inverting 
*
, (0, )mr iT t , ti = iΔt, 
i = 0, 1, … , M – mMf, per Eq. (5.12).  
 
Figure A-5.9 displays a comparison between the surface temperature prediction , (0, )mr iT t  
using the nonlinear model discussed in this chapter and the surface temperature prediction 
, (0, )mr iT t  based on the linear two-probe calibration integral equation given in Eq. (5.2). 
The future-time parameter used for both the nonlinear and the linear models is γm = 0.6 s. 
By comparing to the exact surface temperature Tr(0, t), the standard derivation of the 
surface temperature prediction , (0, )mr iT t  by using the linear model and the nonlinear 
model are 6.87 K and 4.74 K, respectively. This indicates the standard derivation of the 
surface temperature prediction decreases 31% by using the nonlinear model instead of the 
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linear model. Figure A-5.10 illustrates a comparison of the absolute error between surface 
temperature prediction 
, (0, )mr iT t  by the nonlinear model and the linear model when γm = 
0.6 s. The two-probe surface heat flux prediction results [97] display more distinction 
between nonlinear and linear model than the two-probe surface temperature problem. For 
the two-probe surface temperature estimation, the nonlinear model will produce 
significantly better surface temperature predictions than the linear model for some 
aerospace materials possessing highly temperature-dependent thermophysical properties.  
 
In this section, a feasible numerical method for resolving the nonlinear inverse heat 
conduction problem has been demonstrated for the two-probe surface temperature 
estimation problem based on noiseless data.  
 
5.5.3  Inverse simulation using noisy data 
In this section, noise is added to the front surface temperature in the three calibration tests 
, 1(0, )tc c iT t , , 2(0, )tc c iT t , , 3(0, )tc c iT t  as shown in Figs. A-5.6a-c. Figures A-5.6a-d display 
the noisy in-depth “thermocouple” data {Ttc, c1(b, ti), Ttc, c1(w, ti)}, {Ttc, c2(b, ti), Ttc, c2(w, ti)}, 
{ Ttc, c3(b, ti), Ttc, c3(w, ti)}, { Ttc, r(b, ti), Ttc, r(w, ti)} that are used in the numerical simulation. 
Surface temperature phase plane and cross-correlation analyses per Eqs. (5.21a, b) are 
applied for estimating the optimal future-time parameter, γopt. Table A-5.5 lists the 
numerically calculated expansion coefficients 0 2 3{ , , ,..., }
N N N N
Na a a a for various N based on 
noisy data that are acquired using a 50 Hz sampling frequency. Figure A-5.11 shows the 
imbalance between GLHS, 6(ti) and GRHS, 6(ti) in the presence of noisy data and 
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6 6 6 6
0 2 3 6{ , , , ... , }a a a a  are listed in column 2 of Table A-5.5. This displayed imbalance implies 
that the 6th order truncation is a poor choice for the Chebyshev expansion and therefore it 
is removed from further consideration.  Next, consider a 5th order (N = 5) Chebyshev 
expansion. Table A-5.6 show the sequential time study for the calculated expansion 
coefficients 
0 2 3{ , , ,..., }
N N N N
Na a a a  when N = 5. In this case, sequential stability is achieved. 
Figure A-5.12 displays the balance between GLHS, 5(ti) and GRHS, 5(ti) as defined by Eqs. 
(5.24b, c) by using noisy data and the coefficients 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  as listed in column 3 
of Table A-5.5. Therefore, the 5th order (N = 5) Chebyshev expansion and its corresponding 
expansion coefficients 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  are used in this section for representing the 
transformed variable ϕ(T) defined in Eq. (5.13a). Figure A-5.13 shows the transformed 
variable ϕ(T) as a function of temperature defined in Eq. (5.13a) in the temperature range 
[293.15, 1400] K.    
 
The front surface temperature in the reconstruction test can be estimated by the procedure 
discussed in Section 5.3 with a chosen future-time parameter γ leading to the approximation 
, (0, )rT t . A spectrum of future-time parameters γm’s are developed and the phase plane 
and cross-correlation analyses discussed in Section 5.4 are applied for estimating the 
optimal future-time parameter γopt. Figure A-5.14a shows the predicted surface temperature 
rate , (0, )mr iT t  and predicted surface temperature , (0, )mr iT t  phase plane when γm = Mf 
mΔt for m = 9, 10, … , 16, Mf = 5, Δt =0.02 s while Fig. A-5.14b displays a zoomed in 
version of Fig. A-5.14a with m = 9, 10, … , 16.  
 
 134 
 
In Fig. A-5.14a, a random pattern is observed for small γ’s (γ < 1.0 s). As the future-time 
parameter γm increases to 1.4 s, randomness is substantially reduced and the corresponding 
phase plane exhibits a distinctive pattern. The onset of a pattern defines the transition 
region where the balance between stability and accuracy is achieved in the surface 
temperature prediction. In Fig. A-5.14b, one can qualitatively see that the onset of a pattern 
occurs in the interval s]6.1,5.1[ . Highly smoothed surface temperature rate and 
surface temperature predictions are observed when s]6.1,5.1[ . In order to recover 
small temporal changes in the predicted surface temperature, it is favorable to retain as 
many high-frequency components in the signal. Therefore, surface temperature predictions 
using s]6.1,5.1[ or greater are removed from further consideration due to over-
smoothing. The surface temperature rate and surface temperature phase plane in Figs. A-
5.14a, b provide the initial qualitative perspective for extracting the optimal future-time 
parameter. 
 
Figure A-5.15 illustrates the cross-correlation coefficients phase plane. This phase plane is 
defined in terms of the surface temperature cross-correlation coefficient 
1, ,
( , )
m mT r r
R T T    
and surface temperature rate cross-correlation coefficient 
1, ,
( , )
m mr rT
R T T    as given in Eqs. 
(5.21a, b). Three defined regions (unstable, transition and over-smoothed) that are 
discussed in the Figs. A-5.14a, b are described in an alternative way in Fig. A-5.16. In Fig. 
A-5.16, γ pairs (0.9, 1.0) s to (1.5, 1.6) s are defined. Small values of 
1, ,
( , )
m mT r r
R T T    and 
1, ,
( , )
m mr rT
R T T     equate to highly random or uncorrelated predictions. As γ increases to 1.5, 
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1, ,
( , )
m mr rT
R T T    climbs toward unity. Unity on the 1, ,( , )m mT r rR T T    is more readily 
available or desirable than 
1, ,
( , )
m mr rT
R T T   . As previously noted, approaching unity on the 
vertical axis should be physically avoided as numerical differentiation is a roughening 
operation. Hence, it makes no sense to expect or desire unity. In this study, γ = 1.4s is 
chosen as the γ pair (1.4, 1.5) s lies closest to the experienced-based, cut-off line. This 
choice of γopt = 1.4s retains sufficient high-frequency content in the signal that balances 
stability and accuracy. The cut-off line could also be placed at 
1, ,
( , )
m mr rT
R T T    as indicated 
by experiments. Figure A-5.16 displays the predicted surface temperature, 
, (0, )mr iT t  over 
the future-time spectrum γm = Mf mΔt, m = 9 – 16, Mf = 5, Δt =0.02 s. Figure A-5.17 
compares the surface temperature, 
, (0, )r iT t  to the exact (0, )rT t  when γopt = 1.4 s. Highly 
favorable results are produced in light of the significant amount of noise contained in the 
surface temperatures and the “thermocouple” data for the calibration tests (Figs. A-5.6a-c) 
and in the “thermocouple” data for the reconstruction test (Fig. A-5.6d). It is worth noting 
that the two-probe calibration integral equation method developed in this chapter not only 
works for predicting the front surface temperature in case of back surface cooling but also 
works in case of back surface heating.  
 
5.6  Conclusions 
In this chapter, a nonlinear two-probe calibration integral equation method (CIEM) is 
proposed and numerically verified for resolving a nonlinear inverse heat conduction 
problem requiring the resolution of the surface temperature having a time-varying back 
surface boundary condition. Phase plane and cross-correlation analyses are employed for 
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estimating the optimal future-time parameter from a spectrum of chosen values. Numerical 
simulations using stainless steel as host material yield excellent surface temperature 
predictions.  
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Chapter 6: Concluding Remarks and Future Works 
 
In this dissertation, one-probe and two-probe calibration integral equations are developed 
for resolving nonlinear inverse heat conduction problems involving the reconstruction of 
the surface temperature and net surface heat flux. The calibration integral equation method 
is a “parameter free” approach that does not require the specification of sensor locations, 
sensor parameters and temperature-dependent thermophysical properties of the host 
material. Phase plane and cross-correlation analyses have been verified as an effective 
metric for estimating the optimal regularization parameter for both the “parameter free” 
and the “parameter required” methods. Several new findings have been developed and 
reported that will impact the inverse heat conduction community.  
 
6.1  Concluding remarks  
Chapter 2 demonstrates a space marching method for resolving the surface temperature and 
net surface heat flux in a nonlinear inverse heat conduction problem. A low-pass Gauss 
filter is introduced for filtering the noisy in-depth “thermocouple” data. This filter contains 
a parameter called the “cut-off frequency”. The cut-off frequency is the regularization 
parameter for this study. Numerical results indicate the robustness of the Gauss filter and 
the feasibility of the phase plane and cross-correlation analyses for extracting the optimum 
cut-off frequency.  
 
Chapter 3 describes the development of a one-probe “parameter free” inverse heat 
conduction approach for resolving the surface temperature in a one-dimensional geometry 
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where the host material possesses temperature-dependent thermophysical properties. The 
calibration integral equation method (CIEM) framework is extended to accommodate such 
a physical formulation. The formulation and numerical procedure are clearly described 
indicating the merit of the method. This procedure includes numerical implementation, 
regularization and the optimal determination of truncation order of the applied first 
Chebyshev expansion for approximating the property transform function as well as the 
value of regularization parameter (future-time parameter). This preliminary chapter 
focused on the situation where the back surface boundary condition remained adiabatic for 
both the calibration and reconstruction tests. The highly favorable results from this study 
motivated the generalizations described in Chapters 4 and 5 where the constraint of 
adiabatic back surface boundary condition is removed. Chapters 4 and 5 describe the 
reconstruction of the surface temperature and net heat flux, respectively, in the context of 
nonlinear two-probe inverse heat conduction problems. A clear and new methodology is 
described in these chapters. The major contributions of this dissertation are: 
1) Developed and expanded phase plane and cross-correlation analyses for estimating 
regularization parameters in both “parameter required” and “parameter free” 
techniques for inverse heat conduction problems.  
2) Introduced a well-conditioned expansion required for representing the property 
transform function, ϕ. The Chebyshev expansion of the first kind substantially reduces 
ill-conditioning effects in the least-squares procedure described in Chapters 3-5.  
3) Proposed and demonstrated the use of sequential time studies for identifying the 
optimal truncation order of the Chebyshev expansion used for representing the 
transform function, ϕ in the linearization process.  
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4) Developed an effective numerical code in MATLAB for resolving the nonlinear least-
squares problems needed for determining the expansion coefficients in the Chebyshev 
expansion.  
5) Generalized the calibration integral equation method to two-probe studies involving 
nonlinear inverse heat conduction. 
 
6.2  Future works 
This dissertation focused on model development for a “parameter free” inverse heat 
conduction method based on calibration principles. Additionally, some constraints were 
imposed that should be relaxed for a large class of problems. Furthermore, experimental 
studies for validating the proposed calibration method should be performed and reported 
in future publications. The suggestions for future research are list below: 
1) Remove the present assumption α(T) → α0 (see Eq. (3.5)) and form the next level of 
approximation and analysis. 
2) Study non-traditional bases functions for representing the property transform function 
(example: radial basis function). 
3) Develop analysis for uncertainty propagation. 
4) Develop a small sample, rapid turn around experimental platform for surface heat flux 
and temperature reconstruction studies. This would be useful for both “parameter 
required” and “parameter free” methods. Instrumentation and sources would be of 
calibration quality. This would require incorporating experimental design concepts in 
the source evaluation. 
5) Experimentally validate the proposed space marching method (Chapter 2) and the 
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calibration integral equation approach (Chapters 3-5) using a variety of engineering 
and aerospace materials at elevated temperatures. 
6) Further verify the effectiveness of the phase plane and cross-correlation analyses as a 
general statistical tool for determining optimal regularization parameters when using 
different techniques for resolving inverse heat conduction problems (for example, 
TSVD).  
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All the Figures and Tables 
 
Fig. A-2.1  Schematic of the one-dimensional geometry with two in-depth TCs. 
 
 
TC1 
stainless steel 304  
Back B.C. can be 
arbitrary. 
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in this context. 
TC2 
b1 
 
 
x = 0 x = L 
b2 
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Fig. A-2.2a  Thermal conductivity, k(T) as a function of temperature for SS 304 [80]. 
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Fig. A-2.2b  Specific heat, c(T) as a function of temperature for SS 304 [80]. 
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Fig. A-2.3  The exact surface heat flux qʺ(0, tj) to be reconstructed. 
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Fig. A-2.4  The surface temperature T(0, tj) to be reconstructed and the positional 
temperatures T(b1, tj), T(b2, tj) and T(L, tj) at x = b1, b2, and L, respectively (b1 = 4.2333×10
-
3 m, b2 = 8.4667×10
-3 m, L = 2.54×10-2 m). 
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Fig. A-2.5  Convergence analysis by plotting T(b1, tj) obtained by (Δx, Δt) and (Δx/2, Δt/2), 
respectively (Δx = 1.4111×10-4 m, Δt = 0.1 s).  
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Fig. A-2.6  The positional temperatures at the thermocouple site T(b1, tj) and T(b2, tj) as 
well as the noisy “thermocouple” data Ttc(b1, tj) and Ttc(b2, tj).  
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Fig. A-2.7  Comparison of numerically exact heat fluxes qʺ(b1, tj), qʺ(b2, tj) with heat fluxes 
1( , )tc jq b t , 2( , )tc jq b t  resulting from the simulation of the direct problem in 1 2[ , ]x b b  
using discrete “thermocouple” data.  
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Fig. A-2.8a  The power spectrum for “thermocouple” temperatures Ttc(b1, tj) and Ttc(b2, tj) 
in full f range. 
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Fig. A-2.8b  The power spectrums for “thermocouple” temperatures Ttc(b1, tj) and Ttc(b2, 
tj) in the range [0,1]f   Hz. 
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Fig. A-2.9  Comparison of positional temperatures T(b1, tj), T(b2, tj) and filtered 
“thermocouple” temperatures 
,, 1
( , )
c DFTtc f j
T b t , 
,, 2
( , )
c DFTtc f j
T b t . 
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Fig. A-2.10  Comparison of exact heat fluxes qʺ(b1, tj), qʺ(b2, tj) and heat fluxes emanated 
from a simulation of the direct problem in 1 2[ , ]x b b  using filtered “thermocouple” data 
,, 1
( , )
c DFTtc f j
q b t ,  (ftc, DFT = 0.25 Hz).  
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Fig. A-2.11a  The predicted surface heat flux rate and heat flux phase planes for the 
indicated cut-off frequency spectrum “ f ”. 
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Fig. A-2.11b  The predicted surface heat flux rate and heat flux phase planes for the 
indicated cut-off frequency spectrum “ f ” (zooming in and omitting f = 0.50, 0.45, 0.40 Hz 
of the Fig. A-2.11a). 
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Fig. A-2.12a  The predicted surface heat flux rate and heat flux cross-correlation 
coefficient phase planes for the indicated cut-off frequency “ f ” pairing when N* = 0. Here, 
1/
( , )
n ndq dt q f f
R R q q

  . 
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transition 
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Fig. A-2.12b  The predicted surface heat flux rate and heat flux cross-correlation 
coefficient phase planes for the indicated cut-off frequency “ f ” pairing when N* = 20 (2 
seconds). Here, 
1/
( , )
n ndq dt q f f
R R q q

  . 
 
 
unstable 
over-smoothed 
transition 
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Fig. A-2.13  The surface heat flux predictions (0, )f jq t  using f = 0.05, 0.10, 0.15, 0.20, 
0.25, 0.30, 0.35 Hz and the exact surface heat flux (0, )jq t  ( y axis scale is set from -20 to 
120 W/cm2 ). 
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Fig. A-2.14  The surface temperature predictions Tf (0, tj) using f = 0.15, 0.20, 0.25, 0.30 
Hz and the “exact” surface temperature T(0, tj) ( y axis scale is set from 200 to 900 K ). 
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Fig. A-2.15  The predicted surface heat flux (0, )f jq t  using f = 0.25 Hz and the exact 
surface heat flux (0, )jq t  ( y-axis scale is set from -20 to 120 W/cm
2). 
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Fig. A-2.16  The predicted surface temperature Tf (0, tj) using f = 0.25 Hz and the exact 
surface temperature T(0, tj) ( y-axis scale is set from 200 to 900 K). 
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Fig. A-2.17  The predicted surface heat flux (0, )f jq t  using f  = 4.0 Hz and the exact surface 
heat flux (0, )jq t  ( y-axis scale is set from -200 to 1200 W/cm
2 ). 
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Fig. A-2.18  The predicted surface temperature Tf (0, tj) using f = 4.0 Hz and the exact 
surface temperature T(0, tj) ( y-axis scale is set from 200 to 1200 K ). 
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Table A-2.1  Thermophysical properties of stainless steel 304 [80] and parameters for the 
simulation.   
Property Value 
b1 4.2333×10
-3 m      
b2 8.4667×10
-3 m 
c 6.683 0.04906 80.74 ln( ) J/(kg K)T T      [80] 
fc, DFT 0.25 Hz 
fsampling 10 Hz 
k  6 29.705 0.0176 1.60 10 W/(m K)T T       [80] 
L 2.54×10-2 m    
M 30 
N 1800 
N* 20 
P 10 
maxq  10
6 W/m2 
tmax 180 s 
Δf 0.05 Hz 
Δt 0.1 s 
T0 293.15 K 
Δx 1.4111×10-4 m        
  37920 kg/m  [80] 
 
 172 
 
Table A-2.1 Continued 
Property Value 
T  0.01 
1  tmax/4 s 
2  0.6tmax s 
1  tmax/15 s 
2  tmax/12 s 
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Table A-2.2  The parameters for the short time duration simulation. 
Property Value 
b1 2.1167×10
-3 m 
b2 8.4667×10
-3 m 
fsampling 300 Hz 
L 2.54×10-2 m 
M 16 
N 1500 
maxq  10
7 W/m2 
tmax 5 s 
Δt 3.3333×10-3 s 
Δx 1.4111×10-4 m 
T  0.01 
1  tmax/4 s 
2  0.6tmax s 
1  tmax/15 s 
2  tmax/12 s 
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Fig. A-3.1  Schematic of one region, one-dimensional inverse heat conduction problem in 
a finite slab. 
 
TC 
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Fig. A-3.2a  Thermal conductivity, k(T) as a function of temperature for SS 304 [80]. 
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Fig. A-3.2b  Specific heat, c(T) as a function of temperature for SS 304 [80]. 
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Fig. A-3.2c  Thermal diffusivity, α(T) as a function of temperature for SS 304 [80]. 
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Fig. A-3.3  Surface heat fluxes provided in calibration test 1, 1(0, )cq t , calibration test 2,  
2(0, )cq t  and reconstruction test, (0, )rq t .  
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Fig. A-3.4a  The positional temperatures at x = 0, x = b and x = L under the calibration test 
1 obtained by the implicit finite difference scheme, Tc1(0, ti), Tc1(b, ti) and Tc1(L, ti), ti = iΔt, 
i = 1, 2, 3, … , M.  
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Fig. A-3.4b  The positional temperatures at x = 0, x = b and x = L under the calibration test 
2 obtained by the implicit finite difference scheme, Tc2(0, ti), Tc2(b, ti) and Tc2(L, ti), ti = iΔt, 
i = 1, 2, 3, … , M.  
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Fig. A-3.4c  The positional temperatures at x = 0, x = b and x = L under the reconstruction 
test obtained by the implicit finite difference scheme, Tr(0, ti), Tr(b, ti) and Tr(L, ti), ti = iΔt, 
i = 1, 2, 3, … , M.  
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Fig. A-3.5  Convergence analysis by plotting T(b, ti) under reconstruction test obtained by 
the implicit finite difference scheme using spatial and temporal widths (Δx, Δt) and (Δx/2, 
Δt/2), respectively, where Δx = 1.4111×10-4 m, Δt = 0.01 s (from Table A-3.2).  
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Fig. A-3.6  The positional temperatures {Tc1(0, ti), Tc1(b, ti)}, {Tc2(0, ti), Tc2(b, ti)}, {Tr(b, 
ti)} and noisy temperatures {Ttc, c1(0, ti), Ttc, c1(b, ti)}, {Ttc, c2(0, ti), Ttc, c2(b, ti)}, {Ttc, r(b, ti)} 
under the calibration tests 1, 2 and reconstruction test, ti = iΔt, i = 1, 2, 3, … , M. 
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Fig. A-3.7  GLHS, 7(ti) and GRHS, 7(ti) defined in Eqs. (25b, c) by using noiseless temperatures 
at x = 0, b in calibration test 1 and test 2 denoted as Tc1(0, ti) and Tc1(b, ti),  Tc2(0, ti) and 
Tc2(b, ti), ti = iΔt, i = 1, 2, 3, … , M, and 
7 7 7 7
0 2 3 7{ , , , ... , }a a a a  listed in column 2 of Table A-
3.3. 
 
 
 
 185 
 
Fig. A-3.8  GLHS, 6(ti) and GRHS, 6(ti) defined in Eqs. (25b, c) by using noiseless temperatures 
at x = 0, b in calibration test 1 and test 2 denoted as Tc1(0, ti) and Tc1(b, ti), Tc2(0, ti) and 
Tc2(b, ti), ti = iΔt, i = 1, 2, 3, … , M, and 
6 6 6 6
0 2 3 6{ , , , ... , }a a a a  obtained by noiseless data listed 
in column 3 of Table A-3.3.  
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Fig. A-3.9  The transformed variable ϕ(T) as a function of temperature defined in Eq. (9) 
and Eqs. (10a, b) in the temperature range [293.15, 1400] K using the calculated 
coefficients 0 2 3{ , , , ... , }
N N N N
Na a a a  under six different N numbers (values are listed in Table 
A-3.3, noiseless data).  
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Fig. A-3.10  GLHS, 5(ti) and GRHS, 5(ti) defined in Eqs. (25b, c) by using noiseless 
temperatures at x = 0, b in calibration test 1 and test 2 denoted as Tc1(0, ti) and Tc1(b, ti),  
Tc2(0, ti) and Tc2(b, ti), ti = iΔt, i = 1, 2, 3, … , M, and 
5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  obtained by 
noiseless data listed in column 4 of Table A-3.3.  
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Fig. A-3.11a  The exact transform variable (0, )r it  and the predicted transform variable 
in the reconstruction test , (0, )mr it , using noiseless data Tc1(0, ti), Tc1(b, ti) and Tr(b, ti), 
and the calculated coefficients 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  (listed in column 4 of Table A-3.3 (γm = 
0.1 s).  
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Fig. A-3.11b  The exact transform variable (0, )r it  and the predicted transform variable 
in the reconstruction test , (0, )mr it , using noiseless data Tc1(0, ti), Tc1(b, ti) and Tr(b, ti), 
and the calculated coefficients 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  listed in column 4 of Table A-3.3 (γm = 
0.2 s). 
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Fig. A-3.12  Comparison of the exact temperature (0, )r iT t , the corresponding predicted 
surface temperature 
, (0, )mr iT t  to the predicted transform variable , (0, )mr it  in Fig. A-
3.11b (nonlinear model) and the predicted surface temperature , (0, )mr iT t  using the linear 
temperature calibration integral equation given in Eq. (1) (noiseless data, γm = 0.2 s). 
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Fig. A-3.13  Comparison of the absolute error between surface temperature prediction 
, (0, )mr iT t  by the nonlinear model and the linear model given in Eq. (1) (noiseless data, γm 
= 0.2 s). 
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Fig. A-3.14  GLHS, 5(ti) and GRHS, 5(ti) defined in Eqs. (25b, c) by using 
5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  
listed in column 4 of Table A-3.6 (noisy data).  
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Fig. A-3.15  The transformed variable ϕ(T) as a function of temperature defined in Eq. (9) 
and Eqs. (10a, b) in the temperature range [293.15, 1400] K using the calculated 
coefficients 5 5 5 5 50 2 3 4 5{ , , , , }a a a a a  listed in column 4 of Table A-3.6 (noisy data).  
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Fig. A-3.16a  The predicted surface temperature and surface temperature rate phase planes 
for the future-time parameter spectrum γ = [0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8] s 
( 5 5 5 5 50 2 3 4 5{ , , , , }a a a a a  listed in column 4 of Table A-3.6). 
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Fig. A-3.16b  The predicted surface temperature and surface temperature rate phase planes 
for the future-time parameter spectrum γ = [0.5, 0.6, 0.7, 0.8] s ( 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  listed in 
column 4 of Table A-3.6). 
 
 
 196 
 
 
Fig. A-3.17  The predicted surface temperature rate and surface temperature cross-
correlation coefficient phase planes for the for the future-time parameter spectrum γ = [0.2, 
0.3, 0.4, 0.5, 0.6, 0.7, 0.8] s ( 5 5 5 5 50 2 3 4 5{ , , , , }a a a a a  listed in column 4 of Table A-3.6). 
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Fig. A-3.18  The exact surface temperature (0, )r iT t  and predicted surface temperature 
, (0, )r iT t  over a chosen future-time parameter spectrum γ = [0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8] 
s ( 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  listed in column 4 of Table A-3.6). 
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Fig. A-3.19  The exact surface temperature (0, )r iT t  and predicted surface temperature 
, (0, )r iT t  using future-time parameter γ = 0.5 s (
5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  listed in column 4 of 
Table A-3.6). 
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Table A-3.1  Some Chebyshev polynomials of the first kind [86] for mapped temperature 
as a variable. 
En Polynomial 
E0 1 
E1 *T  
E2 *22 1T   
E3 *3 *4 3T T  
E4 *4 *28 8 1T T   
E5 *5 *3 *16 20 5T T T   
E6 *6 *4 *232 48 18 1T T T    
E7 *7 *5 *3 *64 112 56 7T T T T    
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Table A-3.2  Thermophysical properties of stainless steel 304 [80] and parameters for the 
simulation.  
Property Value 
b 2.54×10
-3 m 
c 6.683 0.04906 80.74 ln( ) J/(kg K)T T      [80] 
fsampling 100 Hz 
k  6 29.705 0.0176 1.60 10 W/(m K)T T       [80] 
L 2.54×10-2 m 
M 2000 
Mf 10 
1, maxcq
 2×106 W/m2 
2, maxcq
 3×106 W/m2 
, maxrq
 5×106 W/m2 
tmax 20 s 
Δt 0.01 s 
T0 293.15 K 
TL 273 K 
TU 1500 K 
Δx 1.4111×10-4 m 
  7920 kg/m3 [80] 
T  0.01 
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Table A-3.2 Continued 
Property Value 
1  tmax/4 s 
2  0.6tmax s 
1  tmax/15 s 
2  tmax/8 s 
 
Table A-3.3  Numerically calculated coefficients in the transformed variable ϕ(x, t) in 
Eq. (3.10) with 
1
Na ≜ 1 using noiseless data (tmax = 20 s). 
Coefficients N = 7 N = 6 N = 5 N = 4 N = 3 N = 2 
0
Na  0.5274 0.9411 0.9238 0.9285 0.9332 0.9215 
2
Na  0.8452 0.0273 0.0752 0.0649 0.0771 0.0895 
3
Na  0.6254 -0.0242 0.0158 0.0031 0.0109 N/A 
4
Na  0.3895 -0.0305 -0.0025 -0.0079 N/A N/A 
5
Na  0.1932 -0.0079 0.0038 N/A N/A N/A 
6
Na  0.0681 -0.0062 N/A N/A N/A N/A 
7
Na  0.0138 N/A N/A N/A N/A N/A 
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Table A-3.4  Sequential coefficient study for N = 6 using noiseless data collected up to 
20s, 18s, 16s, and 14s, respectively. 
Coefficients tmax = 20 s tʹmax = 18 s tʹmax = 16 s tʹmax = 14 s 
0
Na  0.9411 0.5357 0.9480 0.9483 
2
Na  0.0273 0.8096 0.0238 0.0373 
3
Na  -0.0242 0.5486 -0.0237 -0.0064 
4
Na  -0.0305 0.2974 -0.0302 -0.0197 
5
Na  -0.0079 0.1150 -0.0086 -0.0038 
6
Na  -0.0062 0.0265 -0.0063 -0.0042 
 
Table A-3.5  Sequential coefficient study for N = 5 using noiseless data collected up to 
20s, 18s, 16s, and 14s, respectively. 
Coefficients tmax = 20 s tʹmax = 18 s tʹmax = 16 s tʹmax = 14 s 
0
Na  0.9238 0.9255 0.9309 0.9386 
2
Na  0.0752 0.0754 0.0721 0.0687 
3
Na  0.0158 0.0168 0.0170 0.0214 
4
Na  -0.0025 -0.0018 -0.0019 -0.0008 
5
Na  0.0038 0.0038 0.0033 0.0042 
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Table A-3.6  Numerically calculated coefficients in the transformed variable ϕ(x, t) in 
Eq. (3.10) with 
1
Na ≜ 1 using noisy data (tmax = 20 s). 
Coefficients N = 7 N = 6 N = 5 N = 4 N = 3 N = 2 
0
Na  0.5274 0.9265 0.9204 0.9254 0.9302 0.9168 
2
Na  0.8449 0.0631 0.0799 0.0608 0.0806 0.0949 
3
Na  0.6250 0.0043 0.0183 0.0046 0.0123 N/A 
4
Na  0.3891 -0.0117 -0.0019 -0.0077 N/A N/A 
5
Na  0.1930 -0.0000 0.0041 N/A N/A N/A 
6
Na  0.0681 -0.0022 N/A N/A N/A N/A 
7
Na  0.0139 N/A N/A N/A N/A N/A 
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Table A-3.7  Sequential coefficient study for N = 6 using noisy data collected up to 20s, 
18s, 16s, and 14s, respectively. 
Coefficients tmax = 20 s tʹmax = 18 s tʹmax = 16 s tʹmax = 14 s 
0
Na  0.9265 0.5329 0.9356 0.9356 
2
Na  0.0631 0.8227 0.0550 0.0561 
3
Na  0.0043 0.5709 0.0010 0.0026 
4
Na  -0.0117 0.3188 -0.0141 -0.0132 
5
Na  -0.0000 0.1270 -0.0020 -0.0015 
6
Na  -0.0022 0.0302 -0.0030 -0.0028 
 
Table A-3.8  Sequential coefficient study for N = 5 using noisy data collected up to 20s, 
18s, 16s, and 14s, respectively. 
Coefficients tmax = 20 s tʹmax = 18 s tʹmax = 16 s tʹmax = 14 s 
0
Na  0.9204 0.9235 0.9276 0.9294 
2
Na  0.0799 0.0801 0.0777 0.0769 
3
Na  0.0183 0.0202 0.0202 0.0213 
4
Na  -0.0019 -0.0007 -0.0007 -0.0004 
5
Na  0.0041 0.0041 0.0037 0.0039 
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Fig. A-4.1  Schematic for one-dimensional heat conduction with two in-depth 
thermocouples. 
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Fig. A-4.2a  Thermal conductivity, k(T) as a function of temperature for SS 304 [80]. 
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Fig. A-4.2b  Specific heat, c(T) as a function of temperature for SS 304 [80]. 
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Fig. A-4.2c  Thermal diffusivity, α(T) as a function of temperature for SS 304 [80]. 
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Fig. A-4.3a  The imposed front surface heat fluxes 1 2 3(0, ), (0, ), (0, )c c cq t q t q t   , and back 
surface heat fluxes 1 2 3( , ), ( , ), ( , )c c cq L t q L t q L t    in the calibration test 1, 2 and 3, 
respectively.  
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Fig. A-4.3b  The imposed front surface heat flux (0, )rq t , and back surface heat flux 
( , )rq L t  in the reconstruction test. 
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Fig. A-4.4a  The positional temperature at x = 0, b, w, L denoted by Tc1(0, ti), Tc1(b, ti), 
Tc1(w, ti) and Tc1(L, ti) in the calibration test 1.  
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Fig. A-4.4b  The positional temperature at x = 0, b, w, L denoted by Tc2(0, ti), Tc2(b, ti), 
Tc2(w, ti) and Tc2(L, ti) in the calibration test 2.  
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Fig. A-4.4c  The positional temperature at x = 0, b, w, L denoted by Tc3(0, ti), Tc3(b, ti), 
Tc3(w, ti) and Tc3(L, ti) in the calibration test 3. 
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Fig. A-4.4d  The positional temperature at x = 0, b, w, L denoted by Tr(0, ti), Tr(b, ti), Tr(w, 
ti) and Tr(L, ti) in the reconstruction test. 
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Fig. A-4.5  Convergence analysis of the implicit finite difference method by plotting the 
positional temperature at x = b, Tr(b, ti) in the reconstruction test obtained by (Δx, Δt) and 
(Δx/2, Δt/2), respectively. 
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Fig. A-4.6  The exact imposed front surface heat fluxes 1(0, )cq t , 2(0, )cq t , 3(0, )cq t  and 
noisy front surface heat fluxes 
, 1(0, )noise c iq t , , 2(0, )noise c iq t , , 3(0, )noise c iq t  for calibration 
tests 1, 2, 3.  
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Fig. A-4.7a  The positional temperature Tc1(b, ti), Tc1(w, ti) and emulated noisy 
“thermocouple” data Ttc, c1(b, ti), Ttc, c1(w, ti) for the calibration test 1, ti = iΔt, i = 1, 2, 3, … , 
M.  
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Fig. A-4.7b  The positional temperature Tc2(b, ti), Tc2(w, ti) and emulated noisy 
“thermocouple” data Ttc, c2(b, ti), Ttc, c2(w, ti) for the calibration test 2, ti = iΔt, i = 1, 2, 3, … , 
M. 
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Fig. A-4.7c  The positional temperature Tc3(b, ti), Tc3(w, ti) and emulated noisy 
“thermocouple” data Ttc, c3(b, ti), Ttc, c3(w, ti) for the calibration test 3, ti = iΔt, i = 1, 2, 3, … , 
M. 
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Fig. A-4.7d  The positional temperature Tr(b, ti), Tr(w, ti) and emulated noisy 
“thermocouple” data Ttc, r(b, ti), Ttc, r(w, ti) for the reconstruction test, ti = iΔt, i = 1, 2, 3, … , 
M.  
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Fig. A-4.8a  GLHS, 7(ti) and GRHS, 7(ti) defined in Eqs. (4.28b, c) by using noiseless data and 
7 7 7 7
0 2 3 7{ , , , ... , }a a a a  listed in column 2 of Table A-4.3. 
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Fig. A-4.8b  GLHS, 6(ti) and GRHS, 6(ti) defined in Eqs. (4.28b, c) by using noiseless data and 
6 6 6 6
0 2 3 6{ , , , ... , }a a a a  listed in column 3 of Table A-4.3. 
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Fig. A-4.8c  GLHS, 5(ti) and GRHS, 5(ti) defined in Eqs. (4.28b, c) by using noiseless data and 
5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  listed in column 4 of Table A-4.3. 
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Fig. A-4.9  The transformed variable ϕ(T) as a function of temperature defined in Eq. (4.13a) 
in the temperature range [293.15, 1400] K using the calculated coefficients 
0 2 3{ , , , ... , }
N N N N
Na a a a  under six different N numbers (coefficients are listed in Table A-4.3, 
noiseless data).  
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Fig. A-4.10a  The exact front surface heat flux (0, )rq t  and the predicted front surface heat 
flux , (0, )r iq t  in the reconstruction test, using noiseless data and the calculated expansion 
coefficients 5 5 5 5 50 2 3 4 5{ , , , , }a a a a a  list in column 4 of Table A-4.3 (γ = 0.5 s).  
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Fig. A-4.10b  The exact front surface heat flux (0, )rq t  and the predicted front surface heat 
flux , (0, )r iq t  in the reconstruction test, using noiseless data and the calculated expansion 
coefficients 5 5 5 5 50 2 3 4 5{ , , , , }a a a a a  list in column 4 of Table A-4.3 (γ = 1.0 s).  
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Fig. A-4.10c  The exact front surface heat flux (0, )rq t  and the predicted front surface heat 
flux , (0, )r iq t  in the reconstruction test, using noiseless data and the calculated expansion 
coefficients 5 5 5 5 50 2 3 4 5{ , , , , }a a a a a  list in column 4 of Table A-4.3 (γ = 1.5 s).  
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Fig. A-4.11  Comparison of the exact front surface heat flux (0, )rq t  and the predicted front 
surface heat flux , (0, )r iq t  in Fig. A-4.10c (nonlinear model) and the predicted front 
surface heat flux , (0, )r iq t  using the linear model given in Eq. (4.2) (noiseless data, γ = 
1.5 s).  
 
 
 
 
 
 
 229 
 
Fig. A-4.12  Comparison of the absolute error between surface heat flux prediction 
, (0, )r iq t  by the nonlinear model and the linear model given in Eq. (4.2) (noiseless data, γ 
= 1.5 s).  
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Fig. A-4.13  GLHS, 5(ti) and GRHS, 5(ti) defined in Eq. (4.28b, c) by using noisy data and 
5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  listed in column 4 of Table A-4.6. 
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Fig. A-4.14  The transformed variable ϕ(T) as a function of temperature defined in Eq. 
(4.13a) in the temperature range [293.15, 1400] K using the calculated coefficients 
5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  as listed in column 4 of Table A-4.6 (noisy data).  
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Fig. A-4.15a  The predicted surface heat flux rate and surface heat flux phase planes for 
the future-time parameter spectrum γ = [1.2, 1.4, 1.6, 1.8, 2.0, 2.2, 2.4, 2.6] s 
( 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  as listed in column 4 of Table A-4.6). 
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Fig. A-4.15b  The predicted surface heat flux rate and surface heat flux phase planes for 
the future-time parameter spectrum γ = [1.8, 2.0, 2.2, 2.4, 2.6] s ( 5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  as listed 
in column 4 of Table A-4.6). 
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Fig. A-4.16  The predicted surface heat flux rate cross-correlation coefficient versus the 
surface heat flux cross-correlation coefficient for future-time parameter pairs.  
transition 
critical Rdq/dt value  
unstable 
over-smoothed 
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Fig. A-4.17  The exact surface heat flux (0, )rq t  and predicted surface heat flux , (0, )r iq t  
for the future-time parameter spectrum γ = [1.2, 1.4, 1.6, 1.8, 2.0, 2.2, 2.4, 2.6] s when N = 
5.  
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Fig. A-4.18  The exact surface heat flux (0, )rq t  and predicted surface heat flux , (0, )r iq t  
for the future-time parameter γ = 2.0 s (N = 5).  
 
 
 
 
 
 
 
 
 237 
 
Table A-4.1  Several Chebyshev polynomials of the first kind [86] for mapped temperature 
as a variable. 
En Polynomial 
E0 1 
E1 *T  
E2 12 2* T  
E3 *3* 34 TT   
E4 188 2*4*  TT  
E5 *3*5* 52016 TTT   
E6 1184832 2*4*6*  TTT  
E7 *3*5*7* 75611264 TTTT   
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Table A-4.2  Thermophysical properties of stainless steel 304 [80] and parameters for the 
simulation.  
Property Value 
b 2×10
-3 m 
c 6.683 0.04906 80.74 ln( ) J/(kg K)T T      [80] 
fsampling 50 Hz 
k  6 29.705 0.0176 1.60 10 W/(m K)T T       [80] 
L 1×10-2 m 
M 3000 
Mf 10 
0, 1, maxcq  6.5×10
5 W/m2 
, 1, maxL cq  1.0×10
5 W/m2 
0, 2, maxcq
 1×106 W/m2 
, 2, maxL cq  0 W/m
2 
0, 3, maxcq
 2.5×106 W/m2 
, 3, maxL cq  2.0×10
5 W/m2 
0, , maxrq  2.4×10
6 W/m2 
, , maxL rq  1.0×10
5 W/m2 
tmax
 60 s 
Δt 0.02 s 
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Table A-4.2 Continued 
Property Value 
T0 293.15 K 
TL 273 K  
TU 1500 K  
w 8×10
-3 m 
Δx 5×10-5 m 
ρ 7920 kg/m3 [80] 
q  0.01 
T  0.01 
1  tmax/4 s 
2  0.6tmax s 
1  tmax/15 s 
2  tmax/8 s 
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Table A-4.3  Numerically calculated coefficients in the transformed variable ϕ(x, t) in Eq. 
(4.13a) with 
1
Na ≜ 1 using noiseless data (tmax = 60 s). 
Coefficients N = 7 N = 6 N = 5 N = 4 N = 3 N = 2 
0
Na  0.8186 0.5455 0.9201 0.9179 0.9136 0.9076 
2
Na  0.2408 0.7731 0.0492 0.0516 0.0658 0.0712 
3
Na  0.1470 0.4902 -0.0143 -0.0118 -0.0040 N/A 
4
Na  0.0954 0.2484 -0.0054 -0.0043 N/A N/A 
5
Na  0.0584 0.0894 -0.0010 N/A N/A N/A 
6
Na  0.0236 0.0209 N/A N/A N/A N/A 
7
Na  0.0095 N/A N/A N/A N/A N/A 
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Table A-4.4  Sequential coefficient study for N = 7 using noiseless data collected up to 
60s, 54s, 48s, and 42s, respectively. 
Coefficients tmax = 60 s tʹmax = 54 s tʹmax = 48 s tʹmax = 42 s 
0
Na  0.8186 0.5305 0.5674 0.5521 
2
Na  0.2408 0.8213 0.7470 0.7765 
3
Na  0.1470 0.5781 0.5211 0.5413 
4
Na  0.0954 0.3422 0.3082 0.3179 
5
Na  0.0584 0.1664 0.1493 0.1523 
6
Na  0.0236 0.0603 0.0534 0.0538 
7
Na  0.0095 0.0143 0.0122 0.0121 
 
Table A-4.5  Sequential coefficient study for N = 5 using noiseless data collected up to 
60s, 54s, 48s, and 42s, respectively. 
Coefficients tmax = 60 s tʹmax = 54 s tʹmax = 48 s tʹmax = 42 s 
0
Na  0.9201 0.9356 0.8595 0.8806 
2
Na  0.0492 0.0191 0.1554 0.1163 
3
Na  -0.0143 -0.0341 0.0611 0.0346 
4
Na  -0.0054 -0.0141 0.0280 0.0163 
5
Na  -0.0010 -0.0031 0.0110 0.0076 
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Table A-4.6  Numerically calculated coefficients in the transformed variable ϕ(x, t) in Eq. 
(4.13a) with 
1
Na ≜ 1 using noisy data (tmax = 60 s). 
Coefficients N = 7 N = 6 N = 5 N = 4 N = 3 N = 2 
0
Na  0.8483 0.9206 0.9065 0.9121 0.9128 0.9069 
2
Na  0.1800 0.0367 0.0700 0.0675 0.0650 0.0704 
3
Na  0.0950 -0.0228 0.0023 -0.0027 -0.0040 N/A 
4
Na  0.0604 -0.0146 0.0023 0.0008 N/A N/A 
5
Na  0.0373 -0.0046 0.0029 N/A N/A N/A 
6
Na  0.0138 -0.0035 N/A N/A N/A N/A 
7
Na  0.0056 N/A N/A N/A N/A N/A 
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Table A-4.7  Sequential coefficient study for N = 7 using noisy data collected up to 60s, 
54s, 48s, and 42s, respectively. 
Coefficients tmax = 60 s tʹmax = 54 s tʹmax = 48 s tʹmax = 42 s 
0
Na  0.8483 0.5303 0.5702 0.5527 
2
Na  0.1800 0.8218 0.7414 0.7754 
3
Na  0.0950 0.5790 0.5171 0.5407 
4
Na  0.0604 0.3431 0.3060 0.3178 
5
Na  0.0373 0.1670 0.1484 0.1524 
6
Na  0.0138 0.0607 0.0531 0.0539 
7
Na  0.0056 0.0145 0.0121 0.0121 
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Table A-4.8  Sequential coefficient study for N = 6 using noisy data collected up to 60s, 
54s, 48s, and 42s, respectively. 
Coefficients tmax = 60 s tʹmax = 54 s tʹmax = 48 s tʹmax = 42 s 
0
Na  0.9206 0.9405 0.6407 0.6370 
2
Na  0.0367 -0.0043 0.5918 0.5987 
3
Na  -0.0228 -0.0519 0.3737 0.3783 
4
Na  -0.0146 -0.0304 0.1961 0.1981 
5
Na  -0.0046 -0.0104 0.0754 0.0759 
6
Na  -0.0035 -0.0052 0.0177 0.0177 
 
Table A-4.9  Sequential coefficient study for N = 5 using noisy data collected up to 60s, 
54s, 48s, and 42s, respectively. 
Coefficients tmax = 60 s tʹmax = 54 s tʹmax = 48 s tʹmax = 42 s 
0
Na  0.9065 0.9152 0.8757 0.9072 
2
Na  0.0700 0.0534 0.1240 0.0654 
3
Na  0.0023 -0.0088 0.0406 0.0010 
4
Na  0.0023 -0.0026 0.0193 0.0019 
5
Na  0.0029 0.0016 0.0090 0.0041 
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Fig. A-5.1  Schematic for one-dimensional heat conduction with one thin film (TF) 
thermocouple on the front surface and two in-depth thermocouples at x = b and w. 
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Fig. A-5.2a  Thermal conductivity, k(T) as a function of temperature for SS 304 [80]. 
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Fig. A-5.2b  Specific heat, c(T) as a function of temperature for SS 304 [80]. 
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Fig. A-5.2c  Thermal diffusivity, α(T) as a function of temperature for SS 304 [80]. 
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Fig. A-5.3a  The imposed front surface heat fluxes 1 2 3(0, ), (0, ), (0, )c c cq t q t q t   , and back 
surface heat fluxes 1 2 3( , ), ( , ), ( , )c c cq L t q L t q L t    in the calibration test 1, 2 and 3, 
respectively.  
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Fig. A-5.3b  The imposed front surface heat flux (0, )rq t , and back surface heat flux 
( , )rq L t  in the reconstruction test. 
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Fig. A-5.4a  The positional temperature at x = 0, b, w, L denoted by Tc1(0, ti), Tc1(b, ti), 
Tc1(w, ti) and Tc1(L, ti) in the calibration test 1.  
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Fig. A-5.4b  The positional temperature at x = 0, b, w, L denoted by Tc2(0, ti), Tc2(b, ti), 
Tc2(w, ti) and Tc2(L, ti) in the calibration test 2.  
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Fig. A-5.4c  The positional temperature at x = 0, b, w, L denoted by Tc3(0, ti), Tc3(b, ti), 
Tc3(w, ti) and Tc3(L, ti) in the calibration test 3. 
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Fig. A-5.4d  The positional temperature at x = 0, b, w, L denoted by Tr(0, ti), Tr(b, ti), Tr(w, 
ti) and Tr(L, ti) in the reconstruction test. 
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Fig. A-5.5  Convergence analysis of the implicit finite difference method by plotting the 
positional temperature at x = b, Tr(b, ti) in the reconstruction test obtained by (Δx, Δt) and 
(Δx/2, Δt/2), respectively. 
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Fig. A-5.6a  The positional temperature Tc1(0, ti), Tc1(b, ti), Tc1(w, ti) and emulated noisy 
“thermocouple” data Ttc, c1(0, ti), Ttc, c1(b, ti), Ttc, c1(w, ti) for the calibration test 1, ti = iΔt, i 
= 1, 2, 3, … , M. 
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Fig. A-5.6b  The positional temperature Tc2(0, ti), Tc2(b, ti), Tc2(w, ti) and emulated noisy 
“thermocouple” data Ttc, c2(0, ti), Ttc, c2(b, ti), Ttc, c2(w, ti) for the calibration test 1, ti = iΔt, i 
= 1, 2, 3, … , M. 
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Fig. A-5.6c  The positional temperature Tc3(0, ti), Tc3(b, ti), Tc3(w, ti) and emulated noisy 
“thermocouple” data Ttc, c3(0, ti), Ttc, c3(b, ti), Ttc, c3(w, ti) for the calibration test 1, ti = iΔt, i 
= 1, 2, 3, … , M. 
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Fig. A-5.6d  The positional temperature Tr(b, ti), Tr(w, ti) and emulated noisy 
“thermocouple” data Ttc, r(b, ti), Ttc, r(w, ti) for the calibration test 1, ti = iΔt, i = 1, 2, 3, … , 
M. 
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Fig. A-5.7a  GLHS, 6(ti) and GRHS, 6(ti) defined in Eqs. (5.24b, c) by using noiseless data and 
6 6 6 6
0 2 3 6{ , , , ... , }a a a a  listed in column 2 of Table A-5.3. 
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Fig. A-5.7b  GLHS, 5(ti) and GRHS, 5(ti) defined in Eqs. (5.24b, c) by using noiseless data and 
5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  listed in column 3 of Table A-5.3. 
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Fig. A-5.8  The transformed variable ϕ(T) as a function of temperature defined in Eq. (5.13a) 
in the temperature range [293.15, 1400] K using the calculated coefficients 
5 5 5 5 5
0 2 3 4 5{ , , , , }a a a a a  as listed in column 3 of Table A-5.3 (noiseless data). 
 
 
 
 
 
 
 
 263 
 
Fig. A-5.9  Comparison of the exact front surface temperature (0, )rT t  and the predicted 
front surface temperature 
, (0, )r iT t  using the nonlinear model and the predicted front 
surface temperature using the linear model given in Eq. (5.2) (noiseless data, γ = 0.6 s). 
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Fig. A-5.10  Comparison of the absolute error between surface temperature prediction by 
the nonlinear model and the linear model given in Eq. (5.2) (noiseless data, γ = 0.6 s). 
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Fig. A-5.11  GLHS, 6(ti) and GRHS, 6(ti) defined in Eqs. (5.24b, c) by using noisy data and  
listed in column 2 of Table A-5.5. 
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Fig. A-5.12  GLHS, 5(ti) and GRHS, 5(ti) defined in Eqs. (5.24b, c) by using noisy data and  
listed in column 3 of Table A-5.5. 
 
 267 
 
Fig. A-5.13  The transformed variable ϕ(T) as a function of temperature defined in Eq. 
(5.13a) in the temperature range [293.15, 1400] K using the calculated coefficients as listed 
in column 3 of Table A-5.5 (noisy data). 
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Fig. A-5.14a  The predicted surface temperature rate and surface temperature phase planes 
for the future-time parameter spectrum γ = [0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6] s ( as listed 
in column 3 of Table A-5.5). 
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Fig. A-5.14b  The predicted surface temperature rate and surface temperature phase planes 
for the future-time parameter spectrum γ = [1.2, 1.3, 1.4, 1.5, 1.6] s ( as listed in column 3 
of Table A-5.5). 
 
 
 
 
 
 
 
 270 
 
Fig. A-5.15  The predicted surface temperature rate cross-correlation coefficient versus the 
surface temperature cross-correlation coefficient for future-time parameter pairs. 
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Fig. A-5.16  The exact surface temperature  and predicted surface temperature  for the 
future-time parameter spectrum γ = [0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6] s when N = 5. 
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Fig. A-5.17  The exact surface temperature  and predicted surface temperature  for the 
future-time parameter spectrum γ = 1.4 s when N = 5. 
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Table A-5.1  Several Chebyshev polynomials of the first kind [86] for mapped temperature 
as a variable. 
En Polynomial 
E0 1 
E1 *T  
E2 12 2* T  
E3 *3* 34 TT   
E4 188 2*4*  TT  
E5 *3*5* 52016 TTT   
E6 1184832 2*4*6*  TTT  
E7 *3*5*7* 75611264 TTTT   
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Table A-5.2  Thermophysical properties of stainless steel 304 [80] and parameters for the 
simulation.  
Property Value 
b 2×10
-3 m 
c 6.683 0.04906 80.74 ln( ) J/(kg K)T T      [80] 
fsampling 50 Hz 
k  6 29.705 0.0176 1.60 10 W/(m K)T T      [80] 
L 1×10-2 m 
M 3000 
Mf 5 
0, 1, maxcq
 6.5×105 W/m2 
, 1, maxL cq  1.0×10
5 W/m2 
0, 2, maxcq
 1×106 W/m2 
, 2, maxL cq  0 W/m
2 
0, 3, maxcq  2.5×10
6 W/m2 
, 3, maxL cq  2.0×10
5 W/m2 
0, , maxrq
 2.4×106 W/m2 
, , maxL rq  1.0×10
5 W/m2 
tmax 60 s 
Δt 0.02 s 
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Table A-5.2 Continued 
Property Value 
T0 293.15 K 
TL 273 
TU 1500 
w 8×10-3 m 
Δx 5×10-5 m 
ρ 7920 kg/m3 [80] 
q  0.01 
T  0.01 
1  tmax/4 s 
2  0.6tmax s 
1  tmax/15 s 
2  tmax/8 s 
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Table A-5.3  Numerically calculated coefficients in the transformed variable ϕ(x, t) in Eq. 
(5.13a) with 
1
Na ≜ 1 using noiseless data (tmax = 60 s). 
Coefficients N = 6 N = 5 N = 4 N = 3 N = 2 
Na0  0.5442 0.8711 0.9011 0.6132 0.9008 
Na2  0.8087 0.1814 0.1376 0.5112 0.1081 
Na3  0.5805 0.0933 0.0510 0.1349 N/A 
Na4  0.3660 0.0375 0.0137 N/A N/A 
Na5  0.1765 0.0161 N/A N/A N/A 
Na6  0.0568 N/A N/A N/A N/A 
 
Table A-5.4  Sequential coefficient study for N = 5 using noiseless data collected up to 
60s, 54s, 48s, 42s and 36s, respectively. 
Coefficients tmax = 60 s tʹmax = 54 s tʹmax = 48 s tʹmax = 42 s 
0
Na  0.8711 0.8630 0.8624 0.8638 
2
Na  0.1814 0.1980 0.1994 0.1956 
3
Na  0.0933 0.1096 0.1110 0.1068 
4
Na  0.0375 0.0468 0.0476 0.0453   
5
Na  0.0161 0.0206 0.0210 0.0200 
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Table A-5.5  Numerically calculated coefficients in the transformed variable ϕ(x, t) in Eq. 
(5.13a) with 
1
Na ≜ 1 using noisy data (tmax = 60 s). 
Coefficients N = 6 N = 5 N = 4 N = 3 N = 2 
Na0  0.5376 0.8433 0.8942 0.6134 0.8920 
Na2  0.8102 0.2261 0.1546 0.5108 0.1152 
Na3  0.5560 0.1308 0.0608 0.1346 N/A 
Na4  0.3137 0.0599 0.0214 N/A N/A 
Na5  0.1316 0.0273 N/A N/A N/A 
Na6  0.0358 N/A N/A N/A N/A 
 
Table A-5.6  Sequential coefficient study for N = 5 using noisy data collected up to 60s, 
54s, 48s, 42s and 36s, respectively. 
Coefficients tmax = 60 s tʹmax = 54 s tʹmax = 48 s tʹmax = 42 s 
0
Na  0.8433 0.8409 0.8459 0.9420 
2
Na  0.2261 0.2310 0.2182 0.0075 
3
Na  0.1308 0.1358 0.1218 -0.0954 
4
Na  0.0599 0.0627 0.0552 -0.0674 
5
Na  0.0273 0.0288 0.0252 -0.0336 
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