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Modelo scoring para recuperar cartera de
microcredito
Resumen
En el presente trabajo se expone la construccio´n de un modelo Scoring para determi-
nar la probabilidad de pago del cliente cuando se encuentra en mora, enfocado al sector
micro crediticio, buscando una herramienta con la cual se pueda gestionar la cartera de
una manera eficiente, reduciendo los costos e incrementando el nivel de recuperacio´n. A fin
de cumplir este objetivo se cuenta con una base de 6 meses (abril- septiembre del 2018),
con la cual se generan 4 modelos diferentes, los cuales son: regresio´n log´ıstica, regresio´n
probit, arboles de decisio´n y redes neuronales. Se compara el porcentaje de error en cada
uno de ellos, dando como resultado que el porcentaje menor el generado por medio de
a´rboles de decisio´n con un 11.3 %, dicho modelo refleja un ajuste adecuado, mostrando un
nivel de predictibilidad acertado. En cuanto a los modelos restantes ninguno cuenta con
un porcentaje mayor al 12.5 %. Por lo cual por medio de la regresio´n log´ıstica se determina
que la garant´ıa, el ge´nero y la mora al momento de evaluacio´n son las variables con mayor
incidencia en el no pago de los clientes.
Palabras claves: Probabilidad de pago, scoring, microcre´dito, arboles de decisio´n.
Abstract
In the present work the construction of a Scoring model is exposed to determine the
probability of payment of the client when it is in default, focused on the micro credit
sector, looking for a tool with which the portfolio can be managed in an efficient way,
reducing the Costs and increasing the level of recovery. In order to meet this objective,
we have a base of 6 months (April-September 2018), which presents 4 different models,
which are: logistic regression, probit regression, decision trees and neural networks. The
percentage of error in each of them is compared, the result is an appropriate percentage of
error. As for the remaining models, none has a percentage greater than 12.5 %. Therefore,
through logistic regression it is determined that the guarantee, the gender and the default
at the time of evaluation are the variables with the highest incidence in the non-payment
of the clients.
Keywords: Probability of payment, punctuation, microcredit, decision trees.
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Cap´ıtulo 1
Introduccio´n
El presenta trabajo se encuentra estructurado en 5 cap´ıtulos adicionales a este. El siguiente
indica el planteamiento del problema a tratar el cual describe la importancia de realizar un
modelo para determinar la probabilidad de pago de los clientes en el sector micro crediticio
dado que dicho sector al contar con un perfil de clientes con un nivel de riesgo ma´s alto,
el indicador de mora incrementa significativamente respecto a los dema´s sectores.
En el tercero se realiza una revisio´n de conceptos identificando las caracter´ısticas del
sector microcreditico, y adicionalmente se realiza una revisio´n bibliogra´fica con el fin de
establecer las variables que hara´n parte del modelo, las cuales se dividen en dos grupos
perfil del cliente por ejemplo la edad, el ge´nero y el nivel de ingresos y su comportamiento
histo´rico como mora ma´xima en los u´ltimos 6 meses.
El cuarto cap´ıtulo expone la metodolog´ıa utilizada, en la cual se explica que se realiza-
ron 4 modelos (regresio´n log´ıstica, regresio´n probit, arboles de decisio´n y redes neuronales)
por medio del aplicativo R, adicionalmente se menciona que con el fin de identificar la
efectividad del modelo la base fue divida en dos partes homoge´neas, con una se genera
los modelos y con la otra se valida el porcentaje e error, para lo cual se cuenta con una
base de 6 meses de una entidad micro crediticia.
El quinto cap´ıtulo corresponde al ana´lisis y resultados en donde se expone la matriz de
confusio´n de cada modelo, en donde arboles de decisiones cuenta con el menor porcentaje
de error (11.3 %), asimismo se identifican las variables que afectan el incremento de la
mora.
Por u´ltimo, las conclusiones, en donde se menciona que el modelo presenta una dis-
criminacio´n adecuada de la probabilidad de pago en los clientes, por lo cual puede ser de
gran utilidad en el sector micro crediticio para la aplicacio´n de estrategias diferenciales.
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Cap´ıtulo 2
Planteamiento del Problema
¿Co´mo diferenciar los clientes que se encuentran en mora por medio de su probabilidad
de pago en el sector micro crediticio?
En Colombia existen bancos dedicados al sector micro crediticio, generando alternati-
vas diferenciales a personas que cuentan con algu´n tipo de negocio y en su mayor´ıa, son de
escasos recursos, por lo cual no cuentan con una vida crediticia significativa, dificultando
el ingreso a la banca tradicional. Al tener este perfil de clientes el nivel de riesgo es ma´s
alto, comparado con otros tipos de cartera, ocasionando que el ı´ndice de calidad de cartera
sea mayor.
Figura 2.1: Comparativo indicador calidad de cartera.
Fuente:[1].
Como se puede observar en la gra´fica, de acuerdo a la superfinanciera a corte enero
el indicador de calidad (saldo capital en mora mayor a 30 d´ıas / saldo capital total) se
encuentra en el 8 % mientras el sector de vivienda, consumo, y comercio se encuentra
en el 3.1 %, 6 % y 4 % respectivamente. Lo cual ocasiona que el esfuerzo en te´rminos de
recuperacio´n sea significativo. Sin embargo, en su mayor´ıa, comparado con los bancos
tradicionales este tipo de entidades no cuentan con la tecnolog´ıa ni modelos estad´ısticos
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estructurados que ayuden a identificar el perfil de cada cliente, es medir, modelos en los
cuales se determine la probabilidad de que el cliente realice el pago de su obligacio´n.
2.1 Objetivos
2.1.1 Objetivo General
Construir un modelo estad´ıstico que permita cuantificar la probabilidad de pago de
clientes en mora sobre una cartera de microcredito
2.1.2 Objetivos Espec´ıficos
• Comparar diferentes metodologias, que permitan evaluar las respuestas de un cliente
que esta en mora.
• Identificar las variables que afectan el incremento de la mora de los clientes.
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2.2 Justificacio´n
De acuerdo a la revisio´n bibliogra´fica realizada, se identifica que los estudios se encuen-
tran ligados principalmente al otorgamiento, es decir si es o no recomendable concederle
el cre´dito a la persona, a continuacio´n algunos ejemplos:
“El modelo log´ıstico: Una herramienta estad´ıstica para evaluar el riesgo de cre´dito”,
elaborado en la universidad de Medell´ın en donde el objetivo era determinar la viabilidad
de otorgar un cre´dito, por medio de la regresio´n log´ıstica, el modelo presenta un buen
ajuste con un margen de error inferior al 12 %. Fuente:[2].
“La ejecucio´n de un modelo de implementacio´n de un Scoring estad´ıstico para las
micro finanzas” en la Universidad Nacional de Trujillo, donde el objetivo del paper era
determinar la viabilidad de otorgar un cre´dito para la cartera micro crediticia, por me-
dio del modelo realizado se incrementa el 19 % la predictibilidad respecto al utilizado
anteriormente.Fuente:[3]
En cuanto a modelos que permitan determinar la probabilidad de pago del cliente,
principalmente se observan en el sector consumo y comercial, donde por ejemplo en Ecua-
dor, en el estudio denominado “Desarrollo de un modelo de scoring de segmentacio´n de
cobranzas para tarjeta de cre´dito de la banca de personas de Produbanco”, se indicaba
que el modelo con un porcentaje de error inferior al 10 %, cumple con el objetivo de ob-
tener la probabilidad de mora, con la cual se realiza la segmentacio´n de gestio´n de cobro,
identificando las variables que son influyentes al momento de determinar el riesgo de no
pago. Fuente:[4]
Sin embargo para microcre´dito no se observan este tipo de modelos, por lo cual, dado el
ı´ndice de mora explicado previamente y la composicio´n de esta cartera, surge la necesidad
de realizar un modelo que presente una capacidad de discriminacio´n entre clientes buenos
y malos, identificando si las bondades descritas anteriormente se pueden observar en dicho
sector, con el propo´sito de establecer estrategias focalizadas evitando utilizar los recursos
del banco de forma incorrecta, e incrementando los niveles de recuperacio´n.
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Cap´ıtulo 3
Marco Teo´rico / conceptual
3.1 Microcredito
Son pre´stamos cuyo monto es pequen˜o (promedio de $4.6 Millones) y cuenta con
condiciones especiales de tasa de intere´s y plazos de amortizacio´n, su objetivo principal
es financiar proyectos que ya esta´n en marcha o para el mejoramiento de produccio´n de
microempresas (inversiones en activos fijos o capital de trabajo, entre otros).
3.1.1 Caracteristicas
• Mecanismo de financiacio´n para empresas formales e informales.
• La amortizacio´n o pago del capital depende de cada proyecto y puede ser de corto
o mediano plazo.
• Montos de financiacio´n que se ajustan a las necesidades de la empresa.
• Dependiendo de las pol´ıticas de la entidad se pueden asignar a un si el solicitante
no ha tenido experiencia previa en el sector financiero. Fuente:[5]
3.1.2 Cliente Micro-crediticio
• Personas que cuentan con una unidad de negocio, el cual no necesariamente debe
ser una empresa.
• Personas sin historial crediticio, los cuales dif´ıcilmente tienen acceso a la banca
tradicional.
• Personas de escasos recursos, tanto en el sector urbano como en el sector rural.
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3.2 Recuperacio´n de los clientes
De acuerdo a la Superintendencia financiera cada cliente es calificado de acuerdo a su
mora, y as´ı mismo se debe provisionar un valor. Existen 5 calificaciones, A, B, C, D y E
para el sector micro crediticio funciona de la siguiente manera:
Figura 3.1: Calificacio´n de los clientes
Fuente:[5]
Por lo cual, se define:
Clientes Recuperados: Cre´ditos que finalizan el mes, con mora menor a los 30 d´ıas,
dado que se encuentran catalogados en la categor´ıa A.
Clientes no Recuperados: Cre´ditos que finalizan el mes, con mora mayor a los 30
d´ıas, correspondiente a las categor´ıas restantes.
3.3 Variables
De acuerdo a los estudios realizados las variables se dividen en dos grandes grupos:
3.3.1 Perfil del cliente:
Hace referencia a la informacio´n socio demogra´fico del cliente e informacio´n ingresada
al momento de aprobacio´n del cre´dito
• Edad
• Monto desembolsado
• Antigu¨edad del cre´dito en meses
10
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• Nivel ingresos
• Total activos
• Garant´ıa: servicios financiero que respaldan las obligaciones contra´ıdas con la enti-
dad.
• Sector: si es Urbano o Rural
• Sector agropecuario: Actualmente se esta´ fortaleciendo el sector incrementando su
financiamiento, por ejemplo FINAGRO creo l´ıneas de microcre´dito en zonas rurales para
poblacio´n de bajos recursos, incluso en pobreza extrema a clientes catalogados como
productores
3.3.2 Comportamiento histo´rico:
• Porcentaje cuotas pagadas
• Mora fecha evaluacio´n
• Maxima mora en los u´ltimos 6 meses
• Veces mora (No veces que el cliente se encontro´ en mora mayor a 30 d´ıas durante
los u´ltimos 6 meses)
• Pagos (No de pagos realizados en los u´ltimos 6 meses)
3.4 Modelos Scoring
Permiten a las organizaciones transformar los datos crediticios para predecir el com-
portamiento futuro de sus clientes, lo cual conlleva a tomar decisiones con mayor rapidez
y limitar las pe´rdidas mediante una gestio´n integral, dado que es posible identificar el
perfil de los clientes, es decir si son “buenos” o “malos” y as´ı establecer los pro´ximos
pasos, tanto en te´rminos de colocacio´n como en te´rminos de recuperacio´n.
De acuerdo a la revisio´n bibliogra´fica realizada unos de los me´todos estad´ısticos ma´s
utilizados para el disen˜o de modelos de Scoring son: Modelo regresio´n log´ıstica, Arboles
de decisio´n y redes Neuronales. Por lo cual a continuacio´n se muestra informacio´n sobre
estos modelos Fuente:[6]
3.4.1 Modelo regresio´n log´ıstica
Su principal objetivo es estudiar el efecto de variables explicativas sobre una variable
dicoto´mica, es decir que toma u´nicamente dos valores ( 0 o 1), estableciendo la proba-
bilidad de ocurrencia de un evento teniendo en cuenta diferentes factores. Las variables
explicativas pueden ser cuantitativas y cualitativas tomando una funcio´n exponencial.
Adicionalmente, de acuerdo al modelo generado es posible tener que utilizar las variables
Dummies. Fuente:[7]
Este modelo tiene forma:
yi = β0 + β1xi + εi
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para i=1,2,...,n
De esto se traduce que:
y=1, εi = 1− β0 − β1xi
y=0, εi = −β0 − β1xi
• Donde Yi: Representa la variable dependiente
• Bj: Representa los para´metros.
• Xi: Variable independiente
La probabilidad que ocurra un suceso dado que el individuo presenta los valores X1,
X2, Xp se muestra de la siguiente manera
Pr(Y=1—x1, x2, ..., xp) =
1
1+exp(−α−β1x1−β2x2−...−βpxp)
Es por tanto, una te´cnica multivariante de dependencia ya que trata de estimar la
probabilidad de que ocurra un suceso en funcio´n de la dependencia de otras variables.
Fuente:[8]
3.4.2 Modelo regresio´n probit
De la misma manera que la regresio´n log´ıstica, la variable dependiente es dicoto´mica
es decir toma valores de 0 y 1, la diferencia con la regresio´n log´ıstica es que se utiliza la
funcio´n de distribucio´n normal esta´ndar evaluada de la siguiente manera:
Z=β0 + β1X : Pr(Y = 1|X) = Φ(β0 + β1X)
Donde: B es el ”valor z”o´ ”´ındice z”del modelo probit Fuente:[9]
3.4.3 Redes Neuronales
Es un modelo matema´tico inspirado en el comportamiento biolo´gico de las neuronas y
en co´mo se organizan formando la estructura del cerebro, dado que las redes se encuentran
constituidas por neuronas interconectadas y arregladas en diferentes capas de la siguiente
manera:
12
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Figura 3.2: Redes Neuronales
Fuente:[10]
Los datos ingresan por medio de la capa de entrada, pasan a trave´s de la capa oculta
los valores se propagan desde cada neurona hasta cada neurona de la capa siguiente, en
esta capa se estructura el modelo por lo cual pueden ser diferentes capas, y se denomina
de esta manera porque la red se comporta como una “caja negra” es decir no es posible
observar el procedimiento, u´nicamente los resultados, los cuales se muestran en la capa
de salida Fuente:[11]
La red aprende a trave´s del entrenamiento examinando los registros individuales, gene-
rando una prediccio´n para cada registro y realizando ajustes a las ponderaciones cuando
realiza una prediccio´n incorrecta. Este proceso se repite muchas veces y la red sigue me-
jorando sus predicciones hasta haber ajustado el mejor modelo. Fuente:[12]
3.4.4 Arboles de decisio´n
Un a´rbol de decisio´n es una forma gra´fica facilita el ana´lisis y la toma de decisiones dado
que permite visualizar las interacciones entre las rutas y las probabilidades de ocurrencia
de los eventos, permitiendo identificar el mejor modelo probabil´ıstico, como se puede
observr en la siguiente grafica:. Fuente:[13]
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Figura 3.3: Arboles de decisio´n
Fuente:[14]
El algoritmo utilizado en este trabajo es el C5.0 el cual fue desarrollado por Ross Quin-
lan y examina todos los campos del conjunto de datos para detectar el que proporciona
la mejor clasificacio´n, divide los datos en subgrupos y asi mismo los subgrupos se dividen
en unidades cada vez ma´s pequen˜as hasta completar el a´rbol. Fuente:[15]
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Marco Metodolo´gico
La entidad financiera permite el acceso a la informacio´n requerida para el desarrollo del
modelo, con la condicio´n de no entregar la base de datos a ningu´n tercero, y no mencionar
el nombre de la empresa. Para extraer la informacio´n se utiliza el programa SQL el cual
permite el acceso y manipulacio´n de informacio´n en una base de datos donde se encuentra
la informacio´n demogra´fica y de su comportamiento histo´rico, permitiendo seleccionar las
variables para este modelo.
La base de datos utilizada esta´ constituida por 109.000 registros de clientes con mora
entre 30 y 90 d´ıas en los meses de abril a septiembre.
La seleccio´n de las variables se realiza de acuerdo a los estudios realizados previamente:
Elaboracio´n propia
15
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La variable dependiente es una variable dummy en donde se indica si el cliente al
finalizar el mes se recupero´, es decir si su mora finalizo en menos de 30 d´ıas.
Debido a que las variables garant´ıa, ge´nero, sector y sector agropecuario son variables
catego´ricas, para los modelos toman valores de 0 y 1 de la siguiente manera:
Variables 0 1
Garant´ıa No tiene garant´ıa Tiene garant´ıa
Ge´nero Femenino Masculino
Sector Rural Urbano
Sector agropecuario No agro Agropecuario
4.1 Segmentacio´n Base
Con el fin de identificar la efectividad del modelo la base fue divida en dos partes
homoge´neas (50 % cada una), de la siguiente manera:
• Base entrenamiento: A partir de esta base se genera cada uno de los modelos
• Base para realizar testeo: Es utilizada para probar la efectividad de los modelos
generados, determinando el porcentaje de error.
4.2 Modelos
Por medio del aplicativo R se generan 4 modelos diferentes, determinando cual tiene
un porcentaje de error menor, es decir una mejor efectividad, dichos modelos fueron:
• Arboles de decisio´n: Se realizan por medio de la funcio´n C5.0 la cual ajusta el modelo
basado en el algoritmo desarrollado por Ross Quinlan
• Redes Neuronales: Por medio de la funcio´n nnet la cual ajusta la red con una capa
oculta
• Regresio´n log´ıstica: Por medio de la funcio´n glm, adicional se utiliza el me´todo de
Akaike, determinando cuales son las variables significativas en el modelo.
• Regresio´n probit: Por medio de la funcio´n gml indicando que el modelo a generar
pertenece a la familia binomial probit, adicional de la misma manera que en la regresio´n
log´ıstica, se utiliza el me´todo de Akaike, determinando cuales son las variables significa-
tivas en el modelo
16
Cap´ıtulo 5
Ana´lisis y Resultados
5.1 Regresio´n Log´ıstica
5.1.1 Modelo Inicial
Como modelo inicial se toman todas las variables descritas anteriormente, sin embargo
se observa que no todas son significativas, teniendo en cuenta un nivel de significancia del
5 %:
Cuadro 5.1: Modelo Inicial Regresio´n Log´ıstica
Variables Pr ( |z|)
intercepto <2e-16 ***
Mora inicial <2e-16 ***
antigu¨edad <2e-16 ***
Monto 0,0201 *
Garantia <2e-16 ***
Genero 0,0003 ***
Sector 0,441
Nivel ingresos 0,877
Total Activos 0,469
Edad 0,018 *
sector Agropecuario 0,023 *
porcentaje pago : N pagos 8,9e-7 ***
max mora : N veces en mora <2e-16 ***
5.1.2 Me´todo akaike
Dado lo anterior se genera el me´todo akaike, el cual es una medida de bondad de ajuste
en un modelo estad´ıstico indicando que el modelo ma´s adecuado con un AIC de 34.339
17
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es:
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glm(formula= Recuperado mora inicial + antigu¨edad + monto + garant´ıa + genero
+ edad + agropecuario + P pago : N pagos + max mora : veces mora, family = binomial)
Cuadro 5.2: Me´todo Akaike Regresio´n Log´ıstica
Variable Coeficiente
Intercepto 2,844
Mora inicial -0,620
Antigu¨edad 0,618
Monto -0,007
Garantia -0,409
Genero -0,103
Edad 0,002
agropecuario 0,075
P pago : N pagos -0,065
max mora : veces mora 0,002
5.1.3 Modelo Final
Se genera nuevamente el modelo con las variables arrojadas en el me´todo akaike, iden-
tificando que todas las variables son significativas, eliminando el sector, nivel de ingresos,
y los activos del cliente
Cuadro 5.3: Modelo Final Regresio´n Log´ıstica
Variables Pr ( |z|)
intercepto <2e-16 ***
Mora inicial <2e-16 ***
antigu¨edad <2e-16 ***
Garantia <2e-16 ***
Genero 0,0003 ***
Monto 0,022 *
Edad 0,018 *
sector Agropecuario 0,023 *
porcentaje pago : N pagos 7,94e-7 ***
max mora : N veces en mora <2e-16 ***
5.1.4 Matriz de confusio´n
Por medio del modelo anteriormente descrito se determina el porcentaje de error del
modelo, es decir los clientes que califica de manera incorrecta.
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Cuadro 5.4: Matriz de confusio´n regresio´n log´ıstica base Entrenamiento.
0 1 Total
0 18.126 4.638 22.764
1 2.190 29.754 31.944
Total 20.316 34.392 54.708
% Error 6.828 12,5 %
Como se puede observar en el cuadro anterior el porcentaje de error es del 12.5 % con
6.828 registros erroneos de 54.708
Cuadro 5.5: Matriz de confusio´n regresio´n log´ıstica base Testeo.
0 1 Total
0 19.445 3.330 22.775
1 3.186 28.667 31.853
Total 22.631 31.997 54.628
% Error 6.516 11,9 %
Para la base que no se tuvo en cuenta en la construccio´n del modelo el porcentaje
de error disminuye al 11,9 %, con 6.516 registros erroneos de 54.628, de los cuales 3.330
fueron calificados como recuperados y 3.186 como no recuperados cuando la situacio´n es
contraria. Dado que el porcentaje se encuentra alrededor del 12 % se resalta que el modelo
cuenta con un buen ajuste y una predictibilidad acertada.
5.2 Regresio´n Probit
5.2.1 Modelo Inicial
Como modelo inicial se toman todas las variables descritas anteriormente, sin embargo
como sucedio´ para la regresio´n logistica se observa que no todas son significativas, teniendo
en cuenta un nivel de significancia del 5 %:
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Cuadro 5.6: Modelo Inicial Regresio´n Probit
Variables Pr ( |z|)
intercepto <2e-16 ***
Mora inicial <2e-16 ***
antigu¨edad <2e-16 ***
Monto 0,059 .
Garantia <2e-16 ***
Genero 0,0002 ***
Sector 0,501
Nivel ingresos 0,876
Total Activos 0,487
Edad 0,010 *
sector Agropecuario 0,028 *
porcentaje pago : N pagos 1,88e-6 ***
max mora : N veces en mora <2e-16 ***
5.2.2 Me´todo akaike
Por lo cual se genera el me´todo akaike, de la misma manera que en el modelo anterior,
con un AIC de 34.563 se obtiene el siguiente modelo:
glm(formula= Recuperado mora inicial + antigu¨edad + monto + garant´ıa + genero
+ edad + agropecuario + P pago : N pagos + max mora : veces mora, family = bino-
mial(link=”probit”)
Cuadro 5.7: Me´todo Akaike Regresio´n Probit
Variable Coeficiente
Intercepto 1,653
Mora inicial -0,034
Antigu¨edad 0,316
Monto -0,003
Garantia -0,232
Genero -0,056
Edad 0,0014
agropecuario 0,040
P pago : N pagos -0,033
max mora : veces mora 0,001
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5.2.3 Modelo Final
Se genera nuevamente el modelo en donde se encuentra que todas las variables son
significativas, eliminando las mismas variables que en regresio´n log´ıstica
Cuadro 5.8: Modelo Final Regresio´n Probit
Variables Pr ( |z|)
intercepto <2e-16 ***
Mora inicial <2e-16 ***
antigu¨edad <2e-16 ***
Garantia <2e-16 ***
Genero 0,0002 ***
Monto 0,044 *
Edad 0,011 *
sector Agropecuario 0,022 *
porcentaje pago : N pagos 1,98e-6 ***
max mora : N veces en mora <2e-16 ***
5.2.4 Matriz de confusio´n
Por medio del modelo anteriormente descrito se determina el porcentaje de error del
modelo, es decir los clientes que califica de manera incorrecta.
Cuadro 5.9: Matriz de confusio´n regresio´n probit base Entrenamiento.
0 1 Total
0 17.812 4.952 22.764
1 2.002 29.942 31.944
Total 19.814 34.894 54.708
% Error 6.954 12,7 %
Como se puede observar en el cuadro anterior el porcentaje de error es del 12.7 % con
6.954 registros erroneos de 54.708, es decir 23Pbs por encima de la regresio´n log´ıstica.
Para la base de testeo el porcentaje de error disminuye al 12,3 %, con 6.708 registros
erroneos de 54.628, este porcentaje es 43Pbs superior al generado en el modelo de regresio´n
logistica.
5.3 Redes Neuronales
Para este modelo u´nicamente se puede observar el resultado final, es decir el que cuenta
con el mejor ajuste, dado que de acuerdo a lo mencionado anteriormente el modelo se
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Cuadro 5.10: Matriz de confusio´n regresio´n probit base Testeo.
0 1 Total
0 20.066 2.709 22.775
1 3.999 27.858 31.853
Total 24.065 30.567 54.628
% Error 6.708 12,3 %
estructura en la capa oculta la cual se comporta como una c¸aja negra”.
De la misma manera que en los modelos descritos anteriormente, se realiza la matriz
de confusio´n para las dos bases.
5.3.1 Matriz de Confusio´n
Cuadro 5.11: Matriz de confusio´n Redes Neuronales base Entrenamiento.
0 1 Total
0 19.190 3.574 22.764
1 2.899 29.045 31.944
Total 22.089 32.619 54.708
% Error 6.473 11,8 %
Se observa en el cuadro anterior que el porcentaje de error es del 11.8 % con 6.473
registros erroneos de 54.708, 65Pbs por debajo comparado con el modelo de regresio´n
logistica, por lo cual hasta el momento este modelo presenta el porcentaje de efectividad
ma´s alto.
Cuadro 5.12: Matriz de confusio´n Redes Neuronales base Testeo.
0 1 Total
0 19.248 3.527 22.775
1 2.905 28.948 31.853
Total 22.153 32.475 54.628
% Error 6.432 118 %
Para la base de testeo porcentaje de error disminuye ligeramente pasando del 11,9 %
al 11,8 %, con 6.432 registros erroneos de 54.628, en conclusio´n aunque en la base de
entrenamiento se presentaba una diferencia significativa con los dos modelos anteriores,
en la base de testeo esta diferencia disminuye a unicamente 15Pbs.
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5.4 Arboles de decisio´n
Por medio del algoritmo C5.0 el aplicativo R determina el mejor modelo. Continuando
con la metodolog´ıa anteriormente descrita, se realiza la matriz de confusio´n para las dos
bases.
5.4.1 Matriz de Confusio´n
Cuadro 5.13: Matriz de confusio´n Arboles de decisio´n base Entrenamiento.
0 1 Total
0 19.719 2.906 22.625
1 3.045 28.138 31.183
Total 22.764 31.044 53.808
% Error 5.951 11,1 %
Se observa en el cuadro anterior que el porcentaje de error es del 11,1 % con 5.951
registros erroneos de 53.808, 77Pbs por debajo comparado con el modelo de redes neu-
ronales, por lo cual de los 4 modelos realizados, este es el que presenta el porcentaje de
efectividad ma´s alto.
Cuadro 5.14: Matriz de confusio´n Arboles de decisio´n base Testeo.
0 1 Total
0 19.685 3.073 22.758
1 3.090 28.780 31.870
Total 22.775 31.853 54.628
% Error 6.163 11,3 %
Para la base de testeo porcentaje de error incrementa ligeramente pasando del 11.1 %
al 11,3 %, con 6.163 registros erroneos de 54.628, por lo tanto de acuerdo a lo observado en
la base de entrenamiento el modelo realizado por medio de los arboles de decisio´n refleja
el mejor ajuste y por ende la acertividad ma´s alta.
5.5 Relacio´n de las variables con la mora del cliente
Este indicador muestra si la variable afecta la mora del cliente, entre ma´s bajo su
incidencia es mayor, por esta razo´n la garant´ıa, el ge´nero y la mora al momento de
generar el modelo son las variables que ma´s afectan este comportamiento, dicha relacio´n
se determina por medio de la regresio´n log´ıstica.
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Cuadro 5.15: Relacio´n variables con la mora
Variable Coeficiente
Intercepto 17,199
Mora inicial 0,939
Antigu¨edad 1,856
Monto 0,992
Garantia 0,663
Genero 0,902
Edad 1,002
agropecuario 1,078
P pago : N pagos 0,936
max mora : veces mora 1,002
Dado lo anterior se analizan las variables, con el fin de establecer el segmento de
clientes que presenta una mejor recuperacio´n:
Elaboracio´n propia
Se puede observar que el ge´nero femenino presenta un mejor comportamiento en el
pago de la obligacio´n comparado con el ge´nero masculino, pasando del 48 % al 52,5 %.
En cuanto a las garant´ıas cuando el cliente no cuenta con ninguna de ellas por ejemplo
el FNG su recuperacio´n incrementa en un 15 %, alcanzando niveles del 58 %.
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En el sector agropecuario como se mencionaba anteriormente es un sector que viene en
crecimiento de acuerdo a las medidas implementadas por el gobierno, el mismo presenta
un indicador de recuperacio´n del 47,4 % (5 % por debajo de los clientes que no pertenecen
a dicho sector)
Respecto a la antigu¨edad los clientes que pertenecen a la entidad financiera por ma´s
de 9 meses presentan un comportamiento de pago positivo alcanzando niveles del 61 %.
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La recuperacio´n por la mora del cliente en el momento de ejecutar el modelo y por pa-
gos realizados son variables que se comportan de acuerdo a lo esperado, es decir a medida
que la mora incrementa, la recuperacio´n disminuye y a medida que los clientes realizan
una mayor cantidad de pagos en los 6 meses anteriores la recuperacio´n incrementa.
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Cap´ıtulo 6
Conclusiones y Recomendaciones
• Del conjunto de modelos realizados se establecio´ como mejor opcio´n el que propor-
ciono´ el menor porcentaje de error, es decir, el realizado por medio de a´rboles de
decisio´n, con un 11,3 % el cual permite contar con un ajuste adecuado, demostrando
la efectividad de este tipo de modelos en el sector microcreditico.
• Las variables que ma´s afectan el incremento de la mora son la garant´ıa, el genero y
la mora en el momento de genera el modelo.
• Al evaluar el perfil del cliente, se identifica diferencias en la recuperacio´n por ge´nero,
sector agropecuario, garant´ıa y antigu¨edad del cliente, lo cual es de vital importancia
para la entidad dado que se pueden focalizar estrategias teniendo en cuenta estas
variables.
• Ampliar el modelo a la mora mayor a 90 d´ıas con el fin de identificar la efectividad
en estas franjas de dif´ıcil recuperacio´n
• Establecer estrategias focalizadas en te´rminos de recuperacio´n teniendo en cuenta
que el modelo presenta un ajuste adecuado.
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