Introduction
The volume and variety of data produced by and about individuals, things or the interactions between them have exploded over the last few years. Such data can be replicated at low cost and is typically stored in searchable databases which are publicly (or at least easily) accessible over the Internet. According to recent IBM estimates, 2.5 billion Gigabytes of data are created everyday around the globe, and the creation rate is growing continuously. 1 McKinsey estimates that the amount of digital content on the Internet is expected to grow by 44 times to 2020, at an annual growth rate of 40%.[ 2 Although there is still no commonly agreed upon definition of ''big data'', the term is often used to describe the exponential growth and availability, as well as the variety of data (of different format, nature, or origin) and speed at which it is produced and transferred. Key bodies such as the U.S. National Institute of Standards and Technology (NIST) and the research analyst Gartner have promoted a definition encompassing three dimensions: Volume (i.e. the amount of data), Velocity (i.e. the speed of data), and Variety (i.e. the array of data types and sources).[ ] This trend describes a phenomenon broadly known as the emergence of big data. The big data phenomenon itself is in part being enabled by the rising popularity of Web 2.0 (esp. online social networks) applications, the low cost of computation and storage, the rapid emergence of new computing paradigms such as cloud computing, breakthrough innovations in the field of data mining and artificial intelligence, combined with the wide availability of sensor-equipped and Internetcompatible mobile devices. ], have extended the relatively standard 3Vs definition of big data to include another V: Veracity (i.e., the quality and accuracy of data). Note that the flood of data and content contributing to the big data phenomenon does not only include data originally created, stored and processed for a certain purpose, but also information which is a by-product of other electronic transactions. Furthermore, note that big data is different from traditional data warehousing and types of business intelligence analysis that have been around for a while. Unlike in traditional data management scenarios, a large part of big data is unstructured and raw (a.k.a. ''grey data'') data that is generated with greater velocity than ever before. Examples of such unstructured and raw data include email messages, images, audio and video files, and GPS coordinates. Relying on high-performance, low-cost storage infrastructures and powerful data mining techniques and statistical correlation algorithms, data analysts are increasingly able to extract complex patterns, discover correlations and cull valuable information from compilations of real-time and cross-domain data. Examples of big data sources include organizations' Intranets and online government directories; the ever-growing mountains of search logs, clickstream, and (mobile) network traces; records of users' online social interactions; ubiquitous cyber-physical systems such as smart energy distribution systems, intelligent transport systems (ITS) that relies on cars which are becoming smarter than ever, and intelligent home systems that among other things integrate different home entertainment platforms, interconnect a variety of home appliances ranging from thermostats to homesecurity devices, and support face and emotion recognition applications through various motion-detection technologies.
This trend is supporting the rise of a broad variety of services that are highly customized to various aspect of our life, and hold great social and economic potential. ] Big data analysts are indeed able to apply smart algorithms and artificial intelligence to large sets of data can discover hidden insights relevant in various scenarios, from data-driven decision optimization (e.g., optimization of police proactive tactical decision making to reduce crime), and healthcare (e.g., patients' risk for a certain rare diseases and tracking the spread of influenza viruses), to improving our understanding of human behaviour in certain sociotechnical environments. However, as data is increasingly viewed as a commodity and new form of currency, the emergence of such huge amounts of aggregated data and their linkability to other datasets clearly introduce a whole new set of privacy challenges. The increasing ubiquitousness of large-scale data storage, big data analytics, and automated decision-making impacting critical aspects of peoples' lives based on opaque algorithms raises concerns over threats to peoples's right to informational self-determination, unfair discrimination, and other prejudicial outcomes.
The Power and the Promises of Big Data
As institutions and businesses are becoming inherently data driven, a widespread deployment of effective big data technologies can significantly contribute to innovation and enable increased productivity and economic growth, from which not only businesses but society at large would benefit. ] This section discusses examples of technologies and 6 Mayer-Schonberger, V., and K. Cukier. "Big data: A revolution that will change how we live, work and think." (2013). 7 Manyika, James, et al. "Big data: The next frontier for innovation, competition, and productivity." (2011). 8 Indeed, by cross-linking complex, heterogeneous, and large data sets, i.e., data from companies internal sources and the growing torrent of heterogeneous data available externally, business analysts may be able, among other things, to optimize their marketing and advertising strategies, gain real-time insight into their customers' needs, usage, and buying patterns, and possibly identify emerging (product/market) trends early on. Many companies, especially (online) retailers, are already applying big data techniques to their vast databases of consumer purchase histories, transactional information and inventory data to i) gain a better understanding of their customers, ii) provide potential and current customers with personalized products, services, and recommendations, and iii) predict shifts in demand. Relying on similar analytic techniques, sales and marketing professionals may be able in the not too distant future to leverage the mountain of data that customers creates when using mobile/smart devices to access online services, when making online purchases with electronic cards, or when sharing their whereabouts and intimate thoughts on OSNs to target the right consumer at the right time with the right message. , early adopters of the Big data technologies could increase their operating margins by 60%. A recent survey by the German market research institute Gesellschaft für Konsumforschung (Gfk), found out that 86% of marketers consider big data as a "game-changer", with 62% saying that their role has already changed as a result of it. [ 22
Big Data and Science
Big data has the potential to change science as we know it. Progresses in the last decade in the fields of high-performance computer simulation and complex real-time analytics paired with the rapidly increasing volume and heterogeneity of data from various sources (incl. Web browsing/searching records, genomic, health and medical records, earth observation systems, surveillance video, and sensor, wireless and mobile networks) are shaping the vision of a data-intensive science.
[ 23, 24 ] The vision of a data-intensive science describes a new approach to the pursuit of scientific exploration and discovery, which leverages an evergrowing amount of research data and thus requires new computing, simulation, and data management tools and techniques. The approach promises to integrate life, physical, and social sciences and covers application domains ranging from computational earth and environmental sciences, genomics, to computational social science. The hope being that dataintensive science would enable mankind to better understand and address some of its most pressing challenges: global warming; efficient supply and use of cleaner energy resources; pandemics and global health monitoring among others. To take the example of computational social science [ 25 ]: In the recent years, social scientists have begun collecting and analyzing large volumes of data from sources that were barely imaginable a decade ago. Online social network platforms like Facebook and Twitter, and emerging applications such as participatory sensing, two of such sources, allow for the mass-scale collection and sharing of details about peoples' behaviour, as well as the nature and strength of the interactions between individuals and communities in on-and offline environments. It has been demonstrated that the complex and heterogeneous data from these environments can be leveraged alongside statistical techniques to gain insights into online sociological phenomenenon. ] In particular, the social character of these environments and the nature of the data being collected and analysed enable an interpretation of the sociological phenomenon on both a micro level focusing, for example on an individual's influence, and on a macro-level, for example uncovering behavioural patterns of groups of people.
As almost all aspects of healthcare (including public health monitoring, healthcare delivery and research) become more and more dependent on information technology, stakeholders in the healthcare industry and health economics are increasingly able to collect, process and share various types of data systematically, including person-related biological samples, medical imaging data, patient claims, prescriptions, clinical notes, and other medical statistics. As a matter of fact, collecting, processing, and sharing this kind of data is almost as old as clinical medicine. What makes this a greater topic of interest in the big data age, however, is that healthcare analysts and practitioners can now i) combine traditional health data with external data -demographic, behavioural and medical/fitness related sensor data -in order to glean insights into human activities and relationships, and then ii) leverage these insights to improve medical research, discover and monitor otherwise invisible health pat- ) For instance, big data holds the promise of advanced statistical methods that can help geneticists and drug manufacturers correlate large sets of genomic and clinical trial data with streaming data from the Web and government censuses in order to understand better how inherited genetic variants contribute to certain genetic diseases or predispositions to (rare) diseases, and accurately perform drug tests. The collection and subsequent aggregation of behavioural/demographic data about current and would-be patients using traditional clinical and health data through data infrastructures such as ELIXIR 30 may empower clinicians as they seek to improve their ability to diagnose, tailor medical treatment to patients unique genetic profile, and improve the overall standards of care accordingly. Relying on similar big-data analytics software and tools, healthcare authorities may be able in the future to combine epidemiologic methods with morbidity and mortality statistics that they have accumulated over the years in order to gain a better understanding of (rare) disease propagation patterns and/or reassess their disaster recovery plan activities. Furthermore, by applying predictive analytics and simulation to healthcare data, healthcare authorities may gain insights into or predict the demographic distribution of certain diseases with regards to ethnicity, gender, and geography, and be able to accurately quantify the interplay between the quality of healthcare services accessible in different geographic areas and the government's investment in health care. Companies of various sizes have recently started tapping into the unleashed business potential of electronic data increasingly available in the healthcare industry to offer a variety of personalized medicine and genomics services. Financial institutions are increasingly capitalizing on recent developments in the field of IT and big data related tools. They use these technologies to compile and analyze huge amounts of personal, economic, and financial data, some of which are real-time streams (e.g. those from stock and financial markets), in order to better understand and control the complex compliance challenges and financial risks associated with possible new investments. In recent years, credit agencies and insurers have become eager to capitalize on recent developments in the field of IT and the easy access to social networking data to analyze years of transactional data retrospectively as they seek to detect highly complex patterns, which they can use for fraud detection.[ 
Big Data in Emerging Energy Distribution Systems
]: an emerging form of trading that relies fully on highspeed computers and clever algorithms to make accurate trading decisions at rates measured in the order of milliseconds. Moreover, entire business segments are increasingly relying on big data and complex machine-learning algorithms as they aim to avoid bad lending decisions or managing risks associated with customer payments online. Non-bank lenders, in particular, are expected to apply advanced analytics increasingly on real-time compilations of cross-domain data in order to gain insight into consumer behavior, identify potentially suspicious users activities, and consequently make accurate lending decisions with a precision largely thought impossible just a few years ago.. Summing up, big data driven financial services have the potential to contribute to greater financial inclusion which in turn is vital for archiving inclusive economic growth.
The energy sector (along with the emerging smart grid applications [ 37 ]) is another field witnessing a growing use of data-driven processes and data analytic tools. The increasing deployment of smart meters, intelligent field devices, and other intelligent IT components within modern energy infrastructures is generating a flood of new types of data.
[ 38 ] A near real-time collection and analysis allow utility companies to make sense of this data to improve the efficiency of power generation, transmission, and distribution, e.g. by being able to predict peak demand at multiple scales, and to model and run higher fidelity simulation of power grids. Furthermore, power utility companies could analyze data about energy use reported by smart meters to detect illicit activities such as electricity theft and fraud, with the potential to bring about major energy and financial savings and environmental benefits. [ 39, 40 ] Recently, several start-ups have begun to develop new applications that based on behavioral analytics may enable end-users to understand, monitor and actively control their energy usage. According to a recent study by Pike Research, the market for smart grid data analytics is expected to reach a total value of approximately $34 billion from 2012 through 2020. 41
Big/Open Data -Potential Enablers of Openness and Efficiency in Government
Big data is changing the public sector as well. Over the past 10 years, several governments have kick-started initiatives to publicize large sets of public data, incl. census data, crime statistics, traffic statistics, meteorological data, and healthcare data. The move aims at promoting transparency and government accountability, and achieving efficiency and effectiveness in Government. The use of advanced data processing and analytical techniques to tap into the ever-growing volume of underleveraged government data and make relevant information available across different agencies is expected to help governments improve operational efficiency and reduce cost. According to [ 47 ], the European public sector is missing out on combined cost savings of around 100 billion per annum by failing to maximize the potential of big data for operational efficiency. Similar benefits and opportunities are expected in other areas/sectors of the society. In the private sector, for instance, one can easily imagine a near future scenario in which start-ups would be able, on a massive scale, to access and correlate publicly available property data (incl. estimated value and location) with crime statistics, aiming at providing theirs customers with personalized recommendations about where to buy or not to buy a property. In the arena of politics, political parties started a few years ago to rely on new data collection and analysis techniques to optimize critical aspects of their campaign operations, including fundraising and the mobilization of grass-root supporters, among others. ]) on compilations of public sector data (incl. voter registration records, campaign contributions records, and census data) and data collected through social media, and mobile devices/networks. This trend is expected to continue with the growing need in other (non-)western democracies to better understand and accurately predict voters' attitudes and preferences.
Fighting (cyber-) crime does not only require a retrospective analysis of possible evidences but also accurate predictions about criminals' behaviours and their adaptive reactions to countermeasures. As chief (information) security officers are struggling to monitor and protect their corporate's networks and enterprise systems against increasingly sophisticated and complex security threats, private companies are slowly but surely moving towards adopting big data security analytics tools, i.e., tools that bring advanced data analytics to enterprise IT security. Unlike current security information and event management (SIEM) ) from sources as varied as the Web and mobile networks, financial/tax records, travelers' biometric data, satellite imagery, surveillance video, and so forth. Indeed, a clever aggregation and analysis of such data has the potential to gain useful insights into the identities and/or behavioural patterns of (would be) criminals. There is therefore a strong view among law enforcement authorities that the retention and mining of large amount of telecommunication (meta-) data is a key ingredient in resolving crimes committed by means of telecommunication networks or in predicting the possibility of (cyber) attacks on critical infrastructures that are interfacing with Internet nowadays. . The predictions about possible criminal activities may be based on the integration of historical crime statistics and external data such as behavioural and content data generated by persons of interest in social media.[ 65 53 Gartner Report: Big Data will Revolutionize Cyber Security in the Next Two Years: ] The underlying methods and tools, however, are similar to statistical tools and advanced computing technologies first deployed by online retailers to predict their customers' behaviour.
Challenges
While the rise of big data yields huge opportunities for individuals, organizations and the society at large, it also raises important privacy and ethical issues. These issues are factors that may lead to situations in which the underlying analytic models and infrastructures are likely to impact privacy negatively from both a legal and an ethical perspective, and hence represent possible obstacles for the big data's potential to be fully realized.
Challenges to Security and Privacy in Big Data
The massive retention of socioeconomic, demographic, behavioural, financial, and other transactional data for analytic purposes may lead to the erosion of civil liberties due to a loss of privacy and individual autonomy. From a privacy and security perspective, the challenge is to ensure that data subjects (i.e., individuals) have sustainable control over their data, to prevent misuse and abuse by data controllers (i.e., big data holders and other third parties), while preserving data utility, i.e., the value of big data for knowledge/ patterns discovery, innovation and economic growth. The following sections describe some relevant challenges to security and privacy in the context of big data.
Increased Potential for Large-scale Theft or Breach of Sensitive Data
As more data is available, stored in (non-) relational databases accessible on-line, and increasingly shared with third parties, the risk of data breaches also increases. Big data thus raises a number of privacy and security questions related to the access, the storage and the usage of personal/ user related data. A recent series of high-profile data security incidents and scandals, e. Unauthorized accesses can possibly involve two types of adversaries: the first type of adversary is interested in gaining access to raw data in order to either compromise the interpretation/analysis process, e.g. by injecting false data into the raw data, or to steal a large volume of sensitive (financial/identity) data. The second type of adversary includes entities primarily interested in accessing different datasets that have already been analysed, as well as the actionable intelligence legitimate analysts have extracted from the data. To breach data privacy, both types of adversaries can exploit software and/or hardware design flaws in the infrastructures behind big data platforms. Thus, the related challenges include preventing security risks and attacks aimed at the underlying big data infrastructure including data centers and cloud platforms where sensitive raw data and inferred knowledge are stored. For individual victims, the consequence of such data breaches is the exposure of sensitive identity attributes and other confidential information (e.g. credit card number) to the greater public. For organizations, data breaches may result in brand damages (i.e., loss of customers and partners trust/loyalty), loss of intellectual property, loss of market share, and legal penalties and fines in case of incompliance with privacy regulations (cf . [ ] have demonstrated that data breaches by those who have obtained access to sensitive datasets, legitimately or otherwise, are devastating for both the individuals and the data holders. big data holders, the challenging issue is therefore: How to restrict access to, and usage of, sensitive/private data to the authorized parties? Typical solutions to this problem entail encryption, access control, and data anonymization. However, critical data in infrastructures behind big data, e.g., cloud computing, is routinely stored unencrypted. Even when deploying such protection mechanisms, data controllers typically have to rely either on coarsegrained access control models, on encryption schemes that prevent further processing of the data, or on traditional data anonymization which does not work.[ As data collection, processing and sharing in the context of big data is becoming more ubiquitous than in traditional online environments, control over personal information flows becomes harder to maintain. The root causes behind this problem include the following: i) In a typical big data setting, the IT-infrastructure used to collect, store, and process individuals' data as well as the process of drawing inferences from such interconnected data are not under individuals control; ii)
The need for large-scale data storage in the context of big data and fundamental privacy regulatory requirements, including the principles of purpose binding 71 and data minimization 72 iii) Similarly to other online settings including e-commerce and social media, issues around the ownership of data that is a by-product and knowledge that is inferred through big data analytics are still being discussed controversially. An example showing not only how controversial the issue around data ownership is but also that it remains yet unsolved, is the recent news are requirements that seem to be conflicting and impossible to fulfill at the same time;
73 that telecommunications giants like Verizon, Orange and O2 Telefonica were in the process of beginning selling their consumers' information to buyers looking to use those data e.g., for marketing purposes or managing financial risk. Even when they comply with the law, big data analysts may, similarly to existing data aggregators, do so while relying on poor data anonymization techniques and thus avoiding requesting users informed consent.
These issues do not only raise doubts about whether data subjects right to maintain control over data that they explicitly and implicitly disclose can be fully implemented. They also raise the question whether individual control of personal data throughout the entire data life cycles is a feasible/achievable goal in the context of big data. Another challenging issue closely related to individual control of personal data is the right to access granted to individuals under the European Data Protection Directive. In the face of the complex life-cycle of personal data in big data, the data subjects right to individual access raise an important question -How can it be ensured at the infrastructure level that individuals have real-time access to all of their data (personal data and the inferences drawn from it), request the deletion or update of information they might find uncomfortable, and audit/verify enforcement?
http://www.cbsnews.com/news/targets-brand-takes-a-massive-hit-amid-data-breach/ 70 The plunging cost of storage coupled with the growing requirements to retain data, both legally and for business purposes and possibly forever, allow governments, private companies and researchers to build big data sets. Besides identity attributes that rarely vary, these big data sets commonly encompass records of an individual's behavioural patterns, and details about an individual's life style, world view, and emotional state of mind. However, the life style, habits, and world view of an individual usually change several times in her or his life. Meanwhile, the digitalization of our society has changed the discussion about the availability of (personal) digital information forever: information is easily reproducible, mostly stored in cross-linked databases that are searchable instantly, and deleting that information is often, not a practical expectation in the online world as we know it. Big data sets (including knowledge inferred through analysis) may therefore include permanent records of all the disclosures and mistakes the data subject has ever made online and would not like anybody to remember them years afterwards. This calls on data analysts for more consideration of long-term security risks and life-long privacy management of data records which data analysts may intend to store and use for a very long period (10-30 years or even longer).
Data Quality/Integrity and Provenance Issues
As big-data-enabled applications are information rich and context sensitive per se, and often require knowledge of the history and genealogy of the data objects being considered, addressing the issues of data quality, data provenance and data integrity in the presence of potentially untrusted data sources is becoming a major challenge faced by users of big data analytics (i.e. companies, research and governments). Without means to maintain the integrity and the quality of the data on the one hand, and to capture and understand details about both the data's pedigree and the context in which it was collected, big data analysts will have a hard time achieving business optimization, managing their mountain of data or running any valuable data-driven process/operation. Indeed, it is the details about the quality, the provenance and the integrity of the data that in large part determines how users of big data analytics should analyze the data and how they should interpret the results of the analysis, especially in context-sensitive settings such as data dependency analysis, strategic and tactical decision optimization within organizations, and malicious/criminal behaviour detection by law enforcement authorities. According to a 2011 survey by Gartner [ 74 ], 40% of business initiatives fail due to poor data quality. This indicates, especially in the context of big data, the need for a carefully designed data collection process as well as additional measures to reduce/avoid the risk of wrong decisions and misinterpretation that are due to inaccurate data. Acting based on insights gained from either poor/inaccurate data or imprecise big data models may have serious, negative implications for the data subject including being sorted into categories, which often reinforce existing social stereotypes, subsequently being subjected to unfair / unlawful discrimination, denied access to services (because the city may have decided to restrict investment in poor neighbourhoods) or otherwise subjected to unpleasant experiments.[ ] 75 The data subject may not get the job she wants only because she live in a particular city area, her insurance premium may go up, law enforcement may decide to "stop and frisk" her on the street or she may not gain access to the education of her choosing.
to serve those customers identified as expectant parents personalized advertisements about new born related goods. More recently, a study by Kosinski et al. [ 92 ] has shown that using Facebook Likes, it is possible to infer automatically and accurately sensitive identity attributes of social media users including age, gender, sexual orientation, ethnicity, religious and political views, and other personality traits. These and similar researches (e.g., ]) demonstrate the power of data correlation and inference attacks, on the one hand, and suggest that big data could make things worse, on the other hand. The rises of large data pools produced by and about people, that interact with each other, combined with the emergence of powerful data mining techniques, clearly increase the potential for privacy violations, e.g. re-identification, identity theft, and discrimination against individuals or minorities.
Electronic consent and the closely related notion of "notice" are two key legal requirements imposed upon entities (private/public organizations and individuals) that collect, process and share personally identifiable information (PII). Both concepts are an integral part of most privacy and data protection legislations/regulations around the world. However, depending on the jurisdiction a data controller is subject to, the notion of consent may have different definitions and be subject to different interpretations by legislators, privacy theorists and advocates, citizens or law enforcement authorities. For example, while the consent of data subject is understood in most regulations in North America as a contractual act, i.e. reflecting the idea of an contractual relationship between a data subject and a data controller, privacy directives in Europe see consent as an unilateral act, i.e. a form of single manifestation of the data subject's will [ 97 ] . Under the EU Data Protection Directive 95/46/EC [ 98 Implementing these regulatory requirements in big data settings is a challenging task since it would require a shift from empowering individuals at the point of data collection, which traditionally includes opting out/ into privacy notices, to empowering them to make informed consent decisions at processing time. Yet current approaches for requesting and managing consent remain questionable practices [ ] the data subject's consent is specified as " […] any freely given, specific and informed indication of his wishes by which the data subject signifies his agreement to personal data relating to him being processed". This implies that the data subject has been offered a meaningful choice of options as well as the opportunity to evaluate both the benefits and potential risks of its choice. Accordingly, consent given in a situation with few realistic alternatives hardly fits within the notion of freely given consent. Further, a data subject's consent must have not been given under pressure or on the basis of misleading information. Hence, the data subject must always be able to (temporarily) withhold her/his consent. As a matter of fact, and given that the infrastructures and big data algorithms used to collect and process individuals' data may operate opaquely, out of sight of the data subjects, i. e, data subjects may not always be aware of the scale of such infrastructures, or how the algorithms work precisely, a meaningful implementation of the concepts of notice and consent management in big data requires reliable enforcement of consent decisions and empowering individuals with transparency, both ex-ante and ex-post transparency. Indeed, the data subject need on the one hand to be provided, prior to the consent decision, with relevant insight about data controllers' privacy practices and potential implications/ risks of her choice (ex-ante transparency). On the other hand, there can be concerns about the lack of transparency towards the data subject about when, and how the subject's personal data is / has been manipulated (ex-ante transparency), especially when it comes to scenarios in which individuals' data may has been share and process across various services domains and for purposes other than those identified at the time the information was collected. Given the sheer volume and heterogeneity of data as well as the complexity of the data analysis, it is unclear how to ensure transparency towards the data subject about how this information is being collected and used/interpreted, where it is currently located/ processed, and which new knowledge has been inferred from it, for what purposes. Indeed, it can be difficult after multiple aggregation/combination of different datasets to determine the pedigree of any a single piece of data as required by law (cf. [ ]), consent to whatever terms when using/installing digital services, and have poor understanding of what consequences their actions (e.g., agreeing to certain present terms) implied -, which the dynamic nature of big data processing might further aggravate. Indeed, as the types of inferred information, the possible purposes for which and contexts in which this information can be used, and the kinds of predictions that can be made from it are not always perceptible at data collection time, people cannot be expected to be able to consent to the use thereof beforehand. Moreover, the type and value of information inferable using big data techniques, the possible purposes and contexts for secondary use of individuals personal data are far too numerous and constantly evolving for users to be able to adequately assess potential consequences when making a cost-benefit analysis over whether to consent to the collection, use, or disclosure of their personal data. Another challenging issue arising from applying powerful analytics on the aggregation of (non-) sensitive individuals' data is the power/information asymmetry between data subject and data controllers (see section 2.2.). Such an asymmetry does not only shape the way privacy choices are framed, it also further limit individuals' ability to understand the complex ramifications of their consent decisions. In addition, acknowledging the fact that individuals consent decisions do not only impact themselves but rather have consequences for others both on-and offline, it is difficult to image how individuals in big data settings would make informed decisions about whether to consent to the disclosure of data without having enough expertise and accurate knowledge of the broader set of community values and expectations about privacy. Existing approaches to notice and consent neglects to address this issue.
So the transparency challenge in big data settings boils down to one question: How does one provide data subjects the ability to i) be aware of and track complex flows and use of personal data, ii) better understand risks and harms this data may enable, and iii) make disclosure choices and decisions that reflect their privacy preferences? Furthermore, when pulling data from different sources and using it to take advantage of the opportunity offered by Big data (see section 1), one concern is that personal information torrent from external sources may have been collected and shared without users' informed consents. This raises questions regarding the possible infringements of users' right to self-determination and big data holders' ability to maintain regulatory compliance. Data controllers have argued that the concept of informed consent sit uneasily with modern data-driven business models: requesting and managing consent is often associated with additional logistical and financial costs.
As such, these limitations call for a new approach to transparency and consent management aiming to better support consent specification (i.e. signaling of consent decision), refinement (i.e., to support alternatives to current all-or-nothing approach that poorly fits users' needs), enforcement, and revocation in the emerging big data-driven businesses models.
Algorithmic Accountability
In addition to transparency, algorithmic accountability is another challenging issue that arises from the fact that big data algorithms while being enablers of societally beneficial goals such as those discussed in section 1 might also have negative implications for individuals, including ubiquitous profiling and surveillance and various forms of discrimination (see section 2.2.). Addressing these issues would require moving beyond the current approach to accountability i.e. empowering data subjects (and possibly Data protection authorities -DPA) with the ability to check whether a computation on their data was performed accurately and according to their privacy preferences and existing norms. In addition, data subjects and DPA should be able to check whether algorithms have been used improperly, i.e., whether the data controllers' decision, in a particular context, based on inferred associations are deemed acceptable/fair. However, while the ultimate decision to use a certain inference in a certain way may be made by humans (data analysts), the algorithms used to mine sets of data and discover the inference are often challenging to understand for manythey are often too complex and opaque.
Ethical and Social Challenges
In addition to the legal and technical challenges discussed in the section above, big data technology raises critical ethical and moral issues that society has yet to fully address. Below, we list some of these issues.
Information Asymmetry and the Issue of Power
In economic terms, the term "information asymmetry" describes a market situation in which one of the parties involved in a transaction possesses superior information [ 104 ][ 105 and/or better information than its buyer since it can rely on accurate information about the availability of goods, knowledge of the exact prices charged by suppliers, and its experience over the years. In contrast, the buyer's information is limited and often based on only few purchase experiences (including those shared by peers). A similar situation exists between a provider (lender) and a consumer (borrower) of financial products. As related to big data, information asymmetry could allow a powerful few 106 to access and use knowledge that the majority, including individuals, do not really have access to -leading to a (or exacerbating the existing) asymmetry of power between the state (resp. big business) and the people (resp. customers). The ability to accumulate and manipulate data about customers and citizens on an unprecedented scale may give big companies with selfish agendas and intrusive/authoritarian governments powerful means to manipulate segments of the population through targeted marketing efforts, perform social control, and hence possibly negatively impact the course of our democracies, or do all sorts of harm. (see section 2.2.2 and section 2.2.3) Moreover, the increasing monolithic power which users of big data analytics -like Internet giants Google, Facebook, or Amazon -derive from the data that they hold also raise challenges for information transparency and informational self-determination. Indeed, big data holders usually do not reveal in clear terms which of the individuals' data they exactly collect, and for what purpose they used it. (see section 2.2.1) On the other hand, even when assuming that the big data holders would provide this information, individuals may still lack the capability to fully understand it and/or to make informed decisions on this basis. (cf. [ In a trend very similar to George Orwell's science fiction "Nineteen Eighty-Four" and Philip K. Dick's "Minority Report", big data technologies are used increasingly for ubiquitous, systematic, large-scale off-/online surveillance, not just by intelligence and law enforcement agencies [662] [663] [664] [665] [666] [667] [668] [669] [670] [671] [672] [673] [674] [675] [676] [677] [678] [679] .] Boyd and Crawford refer to a new kind of digital divide, i.e., the one between the big data rich (company researchers that can purchase and analyse large datasets) and the big data poor (those excluded from access to the data, expertise, and processing power), highlighting the fact that the "the Big Data rich", a relatively small and most privileged group, is getting control over how big data will be used for research purposes.
]. The infrastructures and big data algorithms used by online retailers and other service providers to collect and analyze large volumes of internet user-related data might not only help them to understand customer needs better, and subsequently provide more personalized services and better-targeted advertising. It also helps them to build a treasure trove of digital, personal dossiers that include details like browsing and spending habits, online social interactions -people we are connected to online, topics of our conversations, places we have visited, activities inside homes, our daily routine, search terms, inclination toward a brand, and so forth. Leveraging such personal dossiers, privacy-invasive entities (predomi-understand the similarities and differences between individuals better, but also provide them with means to segregate individuals into various categories and groups. Those targeted (e.g. single person or ethnic minority groups) may suffer negative consequences 124 while lacking both the knowledge of the fact that they have been discriminated against and the ability to properly defend themselves. In the following, a few examples of anecdotes: Insurance companies and healthcare providers able to collect and analyze information from public health repositories, poorly de-identified patient databases, disease-related web search logs, or patients' online communities can discover insights, which they might use not only to optimize their services' quality and efficiency, but also to profile individuals, reverse identify, and then discriminate against specific individuals on the basis of sexual orientation or gender identity.
In a recent New York Times article [ 125 ] , M. Hudgins reported on how specialized software is allowing real estate firms to calculate and suggest automatically the highest possible rent price to charge for a particular apartment by analyzing mountains of information including real estate supply and demand statistics, market prices, marketing surveys, and government censuses. Some have expressed concerns that this practice may lead to an increase in housing discrimination, i.e. it would make it difficult for certain classes of citizens (e.g. lowincome families, seniors, and people with disabilities) to find affordable rental housing. While big data proponents may argue that this will help landlords reduce the risk of letting to unreliable tenants, one can also imagine sensitive inferences and facts about possible tenants being used in ways that contribute to unfair discrimination and perpetuate economic and social inequality. In addition, combining data about properties and government released crime statistics, and plotting them on a map may lead to discriminate against poor neighborhoods and negatively affect the property values. Airline companies and hotel chains are using similar techniques to collect and analyze vast amounts of information about available seats or rooms, marginal costs, and expected demand. Based on the findings the advanced analysis revealed, the companies can vary their prices profitably.
[ 127 ] In these scenarios, big data models are used to estimate an individual's willingness to pay a certain monetary price for a service or to compute and assign a credit worthiness score to customers in both cases based on large sets of personal information, including race, religion, age, gender, household income, ZIP code, medical conditions and purchase habits. In the process, the population/ customer base is segmented into specific social groups that are "treated" differently. For instance, a person might be proposed a lower credit limit, mostly because the inferred patterns suggest that people from her neighborhood have a bad repayment history.
When applied in the context of law enforcement, big data analytics can encourage similar segmentation of our society, raising serious civil rights concerns, as inferences and correlations (accurate or not) can help perpetuate negative social stereotypes (e.g., racial profiling as a dark side of preventive policing). In the realm of politics, evidence from the U.S. elec-tions in 2008 and 2012 suggest that people are becoming increasingly comfortable with disclosing personal information (including details about their social ties both on and offline) in exchange of a highly personalized political experience tailored to their own views and needs. Such a trend, however, raises any number of civil rights concerns, including the risk to aggravate the increasing ideological uniformity and partisan antipathy (cf. , the sorting and targeting of individuals based on predictions or inferences may result in forms of guiltby-association. For instance, an insurance company with access to genetic information about one of its client may use it to predict health issues the client might face in the future, and then deny claims, or even insurance coverage not only for that particular client, but also the client's relatives. Another combined effect of such an (controversial / unlawful) use of big data goes further behind aggravating the economic and cultural divides that already shape so many part of our society. Indeed, big data-driven forms of social sorting and power asymmetry may facilitate various forms of social control. That is, individuals in a big data enabled surveillance society may tend, similarly to the prisoners in Jeremy Bentham's "Panopticon" [ 130 ], to avoid behaving or expressing points of view that could put them under further scrutiny without due process or the ability to defend themselves properly (since people usually have few effective ways to challenge unfair use of sensitive statistical inferences [ The collection and analysis of large volume of data is not a new concept. In fact, large organizations in industries like banking and finance have used complex algorithms and tools for years to handle and extract meaning from large quantities of structured data. Nowadays, however, data analysts from various sectors of the society are increasingly interested in collecting, and analyzing new types and sources of under-leveraged data, e.g., sensors, social media, emails, and mobile network data. As the capability of analysts to leverage recent advancements in analytics and high-performance computing is improving, so is their ability to extract valuable insights from huge volumes of complex and heterogeneous data that would otherwise remain hidden. Despite being viewed as an enabler of breakthroughs in key sectors of society, such as healthcare, science, business, law enforcement and national security, big data analytics entail important privacy, security and ethical challenges that technologists, regulators, business and the society at large have yet to address. This paper presented an overview of some key privacy and ethical issues that accompany the rise of big data. Our work is aimed at developing a better understanding of these issues. Future work, which is already underway, is the investigation of approaches to built trust and privacy adequately into big data technology, focusing on striking the delicate balance be-
