In this paper, we propose a novel feature learning method named local embedding deep features (LEDF) for person re-identification in camera networks. In order to learn the structural information of pedestrian, we first utilize the verification network that does not require explicit identity labels to obtain the local summing maps. We then combine all local summing maps of a pedestrian image to form the holistic summing map which has the same identity label with the original pedestrian image. Finally, we take the holistic summing maps as the input to train the identification network, and then obtain the LEDF from the last fully connected layer. The proposed LEDF fully considers the structural information by learning the local features and meanwhile possesses strong discriminative ability by learning global features. The experimental results on two large-scale datasets (Market-1501 and CUHK03) demonstrate that the proposed LEDF achieves better results than the state-of-the-art methods.
Introduction
Person re-identification in camera networks [1] [2] [3] [4] aims at matching the query person in a large image gallery where the images are captured from the different camera sensors in the network as shown in Fig. 1 . The performance of person re-identification in sensor networks is closely related to many other applications, such as person retrieval, behavior analysis, long-term person tracking, and so on [5] . However, person re-identification in sensor networks is a very challenging problem for two reasons. Firstly, the same person observed in different cameras often undergoes high variations in illumination, poses, viewpoints, and occlusions. Secondly, a surveillance camera in the public captures hundreds of pedestrians within 1 day, and some of them have similar appearance. The core of person re-identification is to find a discriminative representation and a good metric to evaluate the similarity between pedestrian images.
Recently, the progress of person re-identification mainly consists of feature learning using the convolutional neural network (CNN) on large-scale datasets [6] [7] [8] [9] [10] [11] . There are two major kinds of CNN models for person reidentification, i.e., verification network and identification network. The verification network [12] [13] [14] treats person re-identification as a binary classification task, and its structure is shown in Fig. 2a . The input of verification network is a pair of pedestrian images, and the output indicates whether the input image pair belongs to the same class or not. The verification network maps the images into a discriminative space where two images from the same person are close to each other and two images from different person are far apart. Unlike the verification network, the identification network [15] [16] [17] [18] regards person re-identification as a multi-class classification task, which takes full advantage of the identity labels of pedestrian images. The identification network learns the non-linear functions from the training images, and its structure is shown in Fig. 2b . Although the identification network has stronger discriminative ability than that of verification network, most existing methods train the identification network using the whole pedestrian images, which discards the structural information provided by the region of a pedestrian. The structural information, which is prone to be robust for the changes in viewpoints and poses, could be fully discovered by learning the regions of pedestrians. However, it is hard to define the identity Fig. 1 The definition of person re-identification in sensor networks. The green bounding box indicates a query image which is utilized to search images of the same pedestrian from the gallery. The red bounding boxes and the blue bounding boxes show the correctly and wrongly matched pedestrian images from the gallery, respectively label for the region of a pedestrian, and the identity label is essential for training the identification network.
In this paper, we propose a novel feature learning method named local embedding deep features (LEDF) for person re-identification in sensor networks which train an identification network in a local way. For learning the structural information, we first divide each pedestrian image into several regions. The corresponding regions of two images from the same pedestrian are considered as local similar pairs as shown in Fig. 3a , and the corresponding regions of two images from different pedestrians are considered as local dissimilar pairs as shown in Fig. 3b . We expect to force the regions to the same feature space, and therefore, we first utilize the verification network, which does not require explicit identity labels, to learn the local features for similar and dissimilar pairs. Then, we extract local feature maps visualized in Fig. 4a and average them as the local summing map visualized in Fig. 4b for each region in the verification network. Since the discrimination of identification network is stronger than that of verification network, we utilize the identification network to learn the global information. However, the local summing maps do not have the identity labels. To overcome this drawback, we connect all local summing maps of a pedestrian image to form the holistic summing map visualized in Fig. 4c . Afterwards, the holistic summing map is assigned the same identity label with the original image, so that we can train the identification network using the holistic summing maps and their identity labels. We extract the final feature representation for each pedestrian image from the fully connected layer of the identification network. The extracted features are denoted as LEDF which fully consider the structural information of pedestrian images by analyzing the local features and meanwhile possess strong discrimination by using the identification network. We validate the proposed LEDF on two large-scale person re-identification datasets (Market-1501 [19] and CUHK03 [7] ), and the experimental results demonstrate the effectiveness of the proposed LEDF.
The rest of this paper is organized as follows. In Section 2, we review and discuss the related works. In Section 3, we introduce the proposed LEDF in detail. Then, we show the experimental results in Section 4. Finally, we conclude this paper in Section 5.
Related work
With the development of sensor network theories [20, 21] , there are many applications in sensor networks. The person re-identification is one of the most important applications. In this section, we review the related works for person re-identification in two aspects: the traditional methods and the CNN-based methods. The traditional methods for person re-identification mainly include two key steps, i.e., feature representation and metric learning. Many approaches propose effective features for describing the appearances of person under various environments [22] [23] [24] [25] [26] [27] [28] . Cheng et al. [22] utilized the Custom Pictorial Structure (CPS) to extract an ensemble of features considering both part-based color information and color displacement for person re-identification. Gheissari et al. [23] employed the spatiotemporal segmentation algorithm to generate salient edges that are robust to the color of clothing. In [24] , a novel descriptor based on a simple seven-dimensional feature vector was proposed for person re-identification. Liao et al. [25] proposed an effective feature representation called Local Maximal Occurrence (LOMO), which analyzes the horizontal occurrence of local features and maximizes the occurrence to make a stable representation against viewpoint changes. Besides robust feature representation, metric learning methods play an essential role in person re-identification [29] [30] [31] [32] [33] [34] . Koestinger et al. [29] presented KISSME method to learn a distance metric from equivalence constraints based on a statistical inference perspective. Ye et al. [30] proposed the Regularized Classical Linear Discriminant Analysis (RLDA) metric which provides a simple strategy to overcome the singularity problem by applying a regularization term. In [31] , a discriminative Mahalanobis metric learning method was proposed to obtain a simplified formulation. Zheng et al. [32] formulated person re-identification as a distance learning problem. They aim to learn the optimal distance which maximizes the matching accuracy regardless of the choice of features.
Recently, the convolutional neural network (CNN) has made great progress in the task of person re-identification, and they are mainly based on the verification network and the identification network. For the verification network, Ahmed et al. [35] added the neighborhood difference layer and the subsequent layer to compare convolutional features in the patch level and summarize the neighborhood differences of each patch. In [36] , Ding et al. utilized a series of triplet samples to train the networks which consider the distances between pedestrian images from the same class and the distances between pedestrian images from the different classes, simultaneously. To fully discover the structural information, some methods train the CNN in part-based way. Varior et al. [9] combined the verification network with some gating functions to selectively emphasize common local patterns by comparing the mid-level features across pairs of images. In [37] , pedestrian images were cropped into three overlapped parts and three networks were trained jointly. Similarly, Cheng et al. [38] presented to learn both the full-body and local-body features for the pedestrian images. However, the verification network does not fully consider the identity information of images and cannot predict the identity labels of pedestrians. In order to take full advantages of the identity labels, the identification network which has strong discrimination is employed for person re-identification. Zheng et al. [39] fine tuned the identification network on three large datasets and achieved competitive results. Wu et al. [40] proposed the feature extraction network named Feature Fusion Net (FFN) for pedestrian image representation, which combines CNN embeddings with the hand-crafted features in a fully connected layer. Moreover, Zheng et al. [10] combined the verification network with the identification network to learn more discriminative pedestrian descriptors. However, the abovementioned methods learn the identification network in a holistic way, which ignores the structural information.
Method

Overall network
The architecture of the proposed network contains two parts, i.e., the verification network and the identification network, as shown in Fig. 4 .
The verification network includes two CNNs, one square layer, one fully connected layer and one loss function. The square layer combines the outputs of two CNNs, i.e., f 1 and f 2 resulting in a vector f . Since the verification network regards person re-identification as a binary classification task, we add a fully connected layer to convert f into a 2-dim vector that determines whether the input local pair belongs to the same class or not. The softmax function is utilized to obtain the predicted probability of the input local pair belonging to the same class.
The identification network consists of one CNN, one fully connected layer and one loss function. We set the final fully connected layer of the CNN with N-dim for fine-tuning the network on person re-identification datasets, where N denotes the number of identity labels. We regard the vector f from the fully connected layer as the final feature representation for pedestrian images.
Learning the local summing maps
The identification network could enhance the feature discrimination for person re-identification. Most existing methods train the identification network using the whole pedestrian images, which ignores the structural information of pedestrians. The structural information could be provided by local regions. However, the region identity label of a pedestrian image is difficult to define, and meanwhile, the identity label is essential for training the identification network.
To solve this dilemma, we first utilize the verification network to learn the structural information from regions, which does not require explicit identity labels. Concretely, the verification network takes the local similar and dissimilar pairs as the input. Then we train the verification network using weight sharing strategy which means that the parameters of two CNNs are the same. The square layer is employed to connect the outputs of two CNNs
where f is the output vector of square layer. Then, f is fed into the fully connected layer and afterwards passes through the softmax function resulting in a 2-dim vector (p 1 ,p 2 ) which indicates the predicted probability of the input local pair belonging to the same class. Here, p 1 +p 2 = 1. The verification network takes the person reidentification as a binary classification task and we utilize the cross-entropy as the loss function
wherep i is the predicted probability, x i is the output of the fully connected layer, and p i is the true label. If the input is a local similar pair, then p 1 = 1 and p 2 = 0; otherwise, p 1 = 0 and p 2 = 1. After training the verification network, we extract the local summing map for each region as shown in Fig. 4a and b. The local summing map could obtain the local and complete structural information for pedestrian images. The local summing map of the k-th region is formulated as
where M is the number of local feature maps, and z m k denotes the m-th local feature map of the k-th region.
Local embedding deep features
To complement with the verification network, we utilize the identification network to take full advantages of the identity labels and learn global features with strong discrimination. However, there is still a problem that we cannot assign the identity label to the local summing map.
To deal with the problem, we connect all local summing maps to form the holistic summing map for a pedestrian image
where K is the number of cropped regions in each pedestrian image, and the holistic summing map Z has the same identity label with the original image. The holistic summing maps contain both the local and global information of pedestrians, and they make possible to train the identification network in a local way. We take the holistic summing map as the input of the identification network as shown in Fig. 4c . In the identification network, we also employ the cross-entropy loss
whereq n = e y n N j=1 e y j (7) whereq n ∈ [0, 1] is the predicted probability that the input holistic summing map belongs to the n-th class, y n is the output of the fully connected layer, and q n is the true class label. Assuming that t is the true identity label, q n is defined as
In the test stage, we first obtain the holistic summing maps from the verification network, and then feed them into the identification network. We also extract the LEDF from the fully connected layer of the identification network, and the dimension of the proposed LEDF is 2048-dim when the ResNet-50 [41] network is treated as the CNN model. The Euclidean distances between LEDF are sorted from gallery to the query to obtain the rank list.
Results and discussion
In this section, we evaluate the proposed LEDF on two large-scale datasets, Market-1501 [19] and CUHK03 [7] . During the experiments, we implement the verification network and the identification network using the MatConvNet [42] package, and utilize the ResNet-50 [41] network as the CNN model for training and testing. For the verification network, we set the training epoch to 75, and set the learning rate to 0.001 and 0.0001 in the first 70 epochs and the final 5 epochs, respectively. The batch size is 24 and the ration between local similar pairs and local dissimilar pairs is 1:1 in the verification network. The identification network has the same epoch and learning rate with the verification network, and the batch size of the identification network is set to 48. The mini-batch stochastic gradient descent (SGD) is utilized to update the parameters and the weight decay is set to 0.0005 for two types of networks. There are four blocks in the ResNet-50 network, and each block contains nine convolution layers. We extract the local feature maps from the ninth convolution layer of the first block in the ResNet-50 network. The number of divided regions for each pedestrian image is the same, and each pedestrian image is divided into three regions. We resize each region to 224 × 224 as the input of verification network in pairs. 
Datasets
Market-1501 dataset [19] is a large-scale person reidentification dataset. It contains 32,668 annotated bounding boxes of 1501 identities collected with six cameras. There are 12,936 pedestrian images of 751 identities for training set and 19,732 pedestrian images of 750 identities for test set. The Market-1501 dataset [19] also includes 3368 query images. For each query, we search the same pedestrian images from the test set. All images in this dataset are automatically detected by the Deformable Part Model (DPM) detector [43] , which is closer to the realistic setting. Figure 5 shows that the same pedestrian under a camera network suffers from large variations in illumination, poses, and viewpoints.
CUHK03 dataset [7] contains 14,097 images of 1467 identities. Each identity is captured by two cameras on the CUHK campus and has 9.6 images in average. There are two kinds of bounding boxes, i.e., labeled bounding box and detected bounding box. We evaluate the proposed LEDF using the detected bounding box. The detected bounding box possesses some misalignments and part missing, which is closer to the realistic performance. According to the experimental setting in [6, 7] , we partition this dataset into a training set of 1367 pedestrians and a test set of 100 pedestrians, and the performance of single-shot setting is reported with 20 random splits.
The rank-1 accuracy computed by the Euclidean distance and mean average precision (mAP) is utilized to evaluate the performance of the proposed LEDF on Market1501 [19] and CUHK03 [7] datasets.
Evaluation
Comparison with the state-of-the-art algorithms
We compare the proposed LEDF with other state-ofthe-art algorithms on the Market1501 dataset [19] . From Table 1 , it can be seen that the proposed LEDF achieves 80.77% rank-1 accuracy and 61.34% mAP, outperforming the other precious works. Especially, the proposed LEDF The rank-1, rank-5, and rank-10 accuracy and mAP are listed. The itakicized part shows the best results is 1.26 and 1.47% higher than the state-of-the-art method Verif-identif [10] in rank-1 accuracy and mAP, respectively. The two methods both utilize the verification network and identification network to learn the features, while the proposed LEDF explicitly considers the structural information of pedestrian. Table 2 shows the results reported on the CUHK03 dataset [7] with the single-shot setting. There are only one correct image in the gallery, and the rank-1, rank-5, and rank-10 accuracy and mAP are listed. As shown in Table 2 , the proposed LEDF yields 84.6, 96.8, and 98.5% at rank-1, rank-5, and rank-10 accuracy, respectively, which is comparable with the state-of-the-art methods. In addition, the mAP also achieves a new state of the art.
Evaluation with different inputs in the identification network
As shown in Table 3 , we evaluate the performance of identification network with different inputs which contain the original pedestrian images (ResNet-50 (O)), the whole feature maps extracted from the original pedestrian images (ResNet-50 (W)), and the holistic summing maps (LEDF). Experimental results show that ResNet-50 (W) outperforms the ResNet-50 (O) because whole feature maps learned by CNN model contain high-level semantic information. From Table 3 , it can be also seen that the proposed The italicized part shows the best results LEDF achieves better results than ResNet-50 (W). It is because that the LEDF method could fully consider the structural information of pedestrian images by analyzing the local features in the holistic summing maps.
Evaluation on different number of regions
The purpose of dividing each pedestrian image into several regions is to fully consider the structural information. Hence, it is very important to determine the number of regions. In order to choose the optimal number of regions, we conduct experiments on the Market-1501 dataset based on the above-mentioned experimental setting, and the rank-1 accuracy and mAP with varying number of cropped regions are listed. From Table 4 , it can be observed that training the identification network in a local way plays an essential part in improving rank accuracy and mAP, and we achieve the best result when K = 3.
Conclusions
In this paper, we have proposed a novel feature learning method named LEDF for person re-identification in camera networks, which trains the identification network in a local way. There are two characteristics of the proposed LEDF. First, we learn the local features by dividing each pedestrian image into several regions, and take pairs of regions as the input of the verification network to extract local summing maps. Second, all local summing maps of a pedestrian image are connected to form the holistic summing map. The holistic summing maps have the same labels with the original images, and contain the local and global information. We learn the identification network by taking the holistic summing maps as input, and then extract the final LEDF. The experimental results have indicated that the proposed LEDF improves the performance of person re-identification in camera networks. 
