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Improving a 1993 algorithm of Apostolico and Ehrenfeucht, independently Iliopoulos and
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1. Introduction
The study of repetitions in words constitutes an important stream of research both in combinatorics on words and in
Text Algorithmics (see for instance [10,22,23,28]). In [1,2], the idea of introducing the ‘‘quasiperiodicity’’ notion as a
generalization of classical repetitions or powers of a word is attributed to Ehrenfeucht. A word w is quasiperiodic if there
exists a second word q 6= w, called a cover or a quasiperiod ofw, such that occurrences of q inw coverw entirely, i.e. every
position ofw falls within some occurrence of q inw. Recently the notion of quasiperiodicity was extended to infinite words
byMarcus [24] who askedmany questions concerning Sturmianwords. Many answers and extensions are given for instance
in [14,19,20,25].
Among works done since 1990, most papers are concerned with algorithms to decide whether a word is quasiperiodic,
to compute the smallest quasiperiod or to compute all quasiperiods (see for instance [4–6,9,21,26,27] and [1,2] for surveys).
In [3], Apostolico and Ehrenfeucht designed an algorithm detecting all quasiperiodicities (that is quasiperiodic factors) of a
wordw in time O(|w|(log |w|)2). Actually, the output of their algorithm consists only of some particular quasiperiodicities,
called maximal quasiperiodicities (and presented in Section 2). Two different O(|w| log |w|) time complexity algorithms
detecting maximal quasiperiodicities were designed by Iliopoulos and Mouchard in 1999 [17] (using Crochemore’s
partitioning), and by Brodal and Pedersen in 2000 [7] (using suffix trees). The natural question we consider and solve is:
are these later algorithms optimal?
Fibonacci words have a lot of extremal combinatorial properties (see for instance [8]) and as said in [16], ‘‘Fibonacci strings
turn out to constitute worst cases for a number of computer algorithms which find generic patterns in strings’’. Hence, we first
naturally consider Fibonacci words and Theorem 3.1 in Section 3 provides exact formulas for the number of their maximal
quasiperiodicities: each Fibonacci word fn has a O(|fn|) number of maximal quasiperiodicities. In some way this completes
the knowledge we have of quasiperiodic aspects of the Fibonacci words since in [16] a characterization of quasiperiods of
circular Fibonacci words is given.
In Section 4 we show that for once Fibonacci words do not constitute the worst case of algorithms detecting maximal
quasiperiodicities. Indeed we provide an infinite family of words w having O(|w| log |w|) maximal quasiperiodicities
showing thatO(|w| log |w|) time complexity algorithmsdetecting allmaximal quasiperiodicities are asymptotically optimal.
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Fig. 1. The word q covers the wordw.
In conclusion, we compare the number of squares occurring in Fibonacci words and in our new family of words.
2. Maximal quasiperiodicities
We assume the reader is familiar with combinatorics on words (e.g., see [22,23]). Let us recall that an alphabet is a finite
set of symbols, and that a word over an alphabet A is a finite sequence of letters from A. The empty word ε is the empty
sequence. Under the operation of concatenation, the set A∗ of all finite words over A is a free monoid with identity element
ε and set of generators A. Given a finite word w = w1w2 . . . wm in A∗ with each wi in A, the length of w, denoted by |w|, is
m. The length of the empty word is 0. By |w|a we denote the number of occurrences of the letter a in the wordw.
A word q covers awordw if every position inw is covered by an occurrence of q inw (see Fig. 1). Clearly a word is covered
by itself. A word is quasiperiodic if it can be covered by a shorter word and it is superprimitive otherwise. Any word q 6= w
that coversw is called a quasiperiod1 ofw.
Let us recall that a word u is a factor (resp. a prefix, resp. a suffix) ofw ifw = pus (resp.w = us,w = pu) for somewords p
and s. Moreover when u 6= w, u is called a proper factor (resp. prefix, suffix). Note that any quasiperiod q of a wordw is both
a prefix and a suffix of w. As a consequence, relation ‘‘is a quasiperiod of’’ (that is relation ‘‘covers’’) is clearly a transitive
relation, hence any word w is covered by a unique superprimitive word q [3]. When w is quasiperiodic, q is the smallest
quasiperiod ofw and is then called the quasiperiod ofw.
As an example, observe that the word w = abaababaabaab is covered by abaab. Three words cover its prefix p =
abaababaaba: p itself, abaaba and aba. Words aba and abaab are superprimitive but not abaaba, p andw.
In [19], the following equivalent formal definition of quasiperiodicity was introduced:
Definition 2.1. A word u is q-quasiperiodic if there exists n+ 1 words (pi)0≤i≤n such that n ≥ 1 and
– p0 = ε,
– piq is a prefix of u, for all 0 ≤ i ≤ n,
– pnq is a suffix of u (i.e., pnq = u),
– |piq| ≥ |pi+1| > |pi|, for all 0 ≤ i < n.
The sequence (piq)0≤i≤n is called a covering sequence of prefixes of u associated to the quasiperiod q.
In the previous examplew = abaababaabaab, q = abaab, p0 = ε, p1 = aba, p2 = abaab, p3 = abaababa.
Definition 2.1 is very helpful to deal with quasiperiodic words, as for instance to prove the following facts:
Proposition 2.2. If a word v is a factor of a q-quasiperiodic word (for a nonempty word q) and if q is both a prefix and a suffix of
v, then v is covered by q (and is q-quasiperiodic if q 6= v).
Proof. Letw be the q-quasiperiodicwordwhose v is a factor and let (piq)i=0...n be themaximal covering sequence of prefixes
of w associated to the quasiperiod q. By ‘‘maximal’’, we mean that if pq is a prefix of w, then p = pi for an integer i. Since
q is a prefix of v, there exists an integer k such that pkv is a prefix of w and since q is a suffix of v, there exists an integer
` ≥ k such that p`q is a suffix of pkv. For i = k, . . . , `, pk is a prefix of pi: let p′i be the word such that pi = pkp′i . The sequence
(p′iq)i=k,...,` is a covering sequence of prefixes of v. 
Proposition 2.3. Let u, q be words, and α be a letter.
• If αu is an αq-quasiperiodic word and if αqαq is not a factor of αu then u is q-quasiperiodic.
• If uα is a qα-quasiperiodic word and if qαqα is not a factor of uα then u is q-quasiperiodic.
Proof. We only prove the first item since the second item describes a mirror situation. Let (pi(αq))i=0,...,n be a covering
sequence of prefixes of αu, then |pi(αq)| ≥ |pi+1| > |pi|. Since αqαq is not a factor of αu, |piαq| 6= |pi+1| for all
i = 0, . . . , n − 1, so |(piα)q| > |pi+1|. Note that for 1 ≤ i ≤ n, the word pi begins with the letter α and piα is a prefix
of αu. For 0 ≤ i ≤ n, let p′i be the word such that piα = αp′i . We observe that p′0 = ε, p′i (0 ≤ i ≤ n) is a prefix of u,
p′nq = u and for 1 ≤ i < n, |p′iq| ≥ |p′i+1| > |p′i|. Thus (p′iq)i=0,...,n is a covering sequence of prefixes of u (associated to the
quasiperiod q). 
1 In [3] and subsequent papers, the term cover is preferred to quasiperiod which is limited to denote the smallest quasiperiod of a word. Here we used
the definition of [24] for a quasiperiod.
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The proof of the next property is left to the reader.
Fact 2.4. Let α, β be letters.
1. If u is q-quasiperiodic, and if each occurrence of q in αu is preceded in αu by an occurrence of α, then αu is αq-
quasiperiodic.
2. If αu is αq-quasiperiodic, and if each occurrence of αq in αu is followed in αuβ by an occurrence of β , then uβ is qβ-
quasiperiodic.
In [20], Definition 2.1 was used to state the following fact that will be useful in the next sections. Let us recall that an
endomorphism, or shortly a morphism over an alphabet A, is an application f from A∗ to A∗ such that for all words u, v,
f (uv) = f (u)f (v). In particular, f (ε) = ε. A morphism is non-erasing if f (u) = ε implies u = ε. Any morphism is defined
uniquely by the images of letters and a celebrated morphism (useful in Section 3) is the Fibonacci morphism ϕ defined by
ϕ(a) = ab and ϕ(b) = a.
Fact 2.5 ([20]). Let u be a q-quasiperiodic word, and f be a non-erasing morphism then f (u) is f (q)-quasiperiodic.
We now recall from [3] the notion of maximal quasiperiodicity which is the main subject of this paper. A quasiperiodicity
in a word w is any quasiperiodic factor of w. The idea of a maximal quasiperiodicity is a quasiperiodicity that cannot be
extended to a longer quasiperiodicity. More precisely, letw = w1 . . . wn (wi ∈ A) be a word. We denote byw[i..j] the word
wi . . . wj.
Definition 2.6. A quasiperiodicity u = w[i..j] is amaximal quasiperiodicity if, q being the (smallest) quasiperiod of u:
1. if q coversw[i′..j′]with 1 ≤ i′ ≤ i ≤ j ≤ j′ ≤ n then i′ = i and j′ = j (i.e. u cannot be extended to a longer quasiperiodicity
with same quasiperiod), and
2. q.wj+1 does not coverw[i..j].wj+1 (if j < |w|) (i.e. when considering the j+ 1th letter ofw,w[i..j+ 1] is not q.w[j+ 1]-
quasiperiodic).
For instance, let w = abaababaabaab. The prefix abaaba is a quasiperiodicity of w but not a maximal quasiperiodicity.
More precisely the only quasiperiodicity of w having aba as a quasiperiod is its prefix abaababaaba. The word baabaa
beginning at position 7 in w is baa-quasiperiodic. It is not a maximal quasiperiodicity since the suffix baabaab is baab-
quasiperiodic. This suffix is amaximal quasiperiodicity. Note also that the suffix abaabaabwhich is abaab-quasiperiodic is not
a maximal quasiperiodicity since the word w is also abaab-quasiperiodic. Finally w contains 9 maximal quasiperiodicities:
itself, its prefix abaababaaba, its suffixes aabaab and baabaab, the factors baba, baababaaba and the three factors aa.
3. Maximal quasiperiodicities of the Fibonacci words
Let us recall that Fibonacci words (fn)n≥0 are defined inductively by f0 = a, f1 = ab and for all n ≥ 2, fn = fn−1fn−2. The
first words are f0 = a, f1 = ab, f2 = aba, f3 = abaab, f4 = abaababa and f5 = abaababaabaab (this last word was considered
as an example in the previous section).
Fibonacci words have numerous properties. The main one is maybe the fact that the lengths of these words are the
Fibonacci numbers. Indeed denoting Fn = |fn|, we have F0 = 1, F1 = 2 and for all n ≥ 2, Fn = Fn−1+ Fn−2. Note also that for
n ≥ 1, |fn|a = Fn−1 and for n ≥ 2, |fn|b = Fn−2.
The following two other properties can be verified by induction and should be kept inmind by the readers since theywill
be use later. For any n ≥ 0, bb, aaa, babab are not factors of fn. For n ≥ 3, fn ends with ababa if n is even and abaab otherwise.
Two factors of fn will be very important.We denote (for n ≥ 4) by gn the prefix of fn of length Fn−2 (that is fn without its two
last letters), and by hn the suffix of gn of length |gn| − 1 (that is gn without its first letter). For instance, g5 = abaababaaba
and h5 = baababaaba.
In this section, we prove:
Theorem 3.1. The number of maximal quasiperiodicities of fn is inΘ(|fn|). More precisely, this number is 0 for n = 0, 1, 2, it is
1 for n = 3, and for n ≥ 4, it takes the values:{
Fn−1 + Fn−4 − 3 if n is even,
Fn−1 + 2Fn−5 − 1 if n is odd.
At the end of the previous section, we have already described the 9 = F4 + 2F0 − 1maximal quasiperiodicities occurring
in f5. As it was noticed by a referee, eight of these quasiperiodicities are right maximal periodicities, that is a repetition of at
least two occurrences of a word u possibly followed by a prefix of u that cannot be extended on the right as a repetition with
same period |u|. Only f5 itself is amaximal quasiperiodicity (with quasiperiod abaab) which is not amaximal periodicity. This
phenomenon is always true (see Remark 3.16). A natural idea is then to try to link the number of maximal quasiperiodicities
in the Fibonacci words to the number of right maximal periodicities (this last number being equal to the number of squares
in the Fibonacci words), or to find a link with the number of runs, that is both left and right maximal periodicities (see [15]).
But looking for an instance at theword f5, we can observe that some right maximal periodicities in f5 which are notmaximal
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f6 = f5.f4 = abaababaabaab.abaababa
Fig. 2. baabaab is a maximal quasiperiodicity of f5 but not of f6 .
quasiperiodicities of this word: this is the case for instance of the prefix abaaba and the three occurrences of theword ababa.
Another problem is that there does not seem to exist a natural relation between the length of the period of a factor seen as
a maximal periodicity and the length of the quasiperiod of this factor seen as a maximal quasiperiodicity (when possible).
See for instance the factor gn when n is odd: it is a maximal aba-quasiperiodicity (see Lemma 3.7), but it can be seen that
the length of its period is Fn−2. Hence if we want to find a link between the previous numbers, we certainly need to know
more on maximal quasiperiodicities which is already a part of the work needed to count them.
Another natural idea for computing the number of occurrences of a given regularity in Fibonacci words is to use the
recurrence relation fn = fn−1fn−2 and to use the fact (if it holds) that the number of regularities in fn is equal to the sum
of the numbers of regularities in fn−1 and in fn−2 and of the number of regularities overlapping fn−1 and fn−2. Although
this idea will be useful in Section 3.3 to characterize maximal quasiperiodicities that are suffixes of fn, the links between
the numbers of maximal quasiperiodicities in fn, in fn−1 and in fn−2 are not as direct as expected above, so we will use
another approach described in next paragraph. Indeed somemaximal quasiperiodicities that are suffixes of fn−1 are no longer
maximal quasiperiodicities in fn. Moreover two different maximal quasiperiodicities of fn−1 that do not yield a maximal
quasiperiodicity in fn can be naturally extended to the same natural extension as a maximal quasiperiodicity of fn. For
instance, Lemma 3.7 will prove that, for all n ≥ 5, hn is a maximal baaba-quasiperiodicity. This implies that no other factor
of fn can be a baaba-quasiperiodicity. The word hn−1 is a maximal quasiperiodicity of fn−1 but considered as a factor of fn it
is no longer a maximal quasiperiodicity of fn. Moreover when n ≥ 6 is even, fn−1 ends with baabaab which is a maximal
baab-quasiperiodicity of fn−1. This suffix considered as a factor of fn is not a maximal quasiperiodicity since it is necessarily
followed by an a: it extends naturally to the quasiperiodicity baabaaba of fn which is a factor of hn (see Fig. 2 for the example
of f6).
In the sequel we will use the following well-known relation (sometimes taken as a definition) between Fibonacci words
and the Fibonacci morphism ϕ introduced in the previous section (ϕ(a) = ab, ϕ(b) = a). For all n ≥ 1, fn = ϕn(a) (where
for any morphism h, hn is defined inductively by h0 is the identity morphism, and hn = hn−1 ◦ h for n ≥ 1). In other words,
f0 = a and for all n ≥ 1, fn = ϕ(fn−1).
This morphic vision will allow us to relate non-suffix quasiperiodicities of two successive Fibonacci words. For instance,
wehave already noticed that the 6 non-suffixmaximal quasiperiodicities of f5 are: three occurrences of aa, theword g5which
is aba-quasiperiodic, theword h5which is baaba-quasiperiodic, and one occurrence of theword baba = a−1ϕ(aa)awhere aa
corresponds to the unique non-suffix maximal quasiperiodicity of f4. Each of these non-suffix maximal quasiperiodicities of
f5 provides a non-suffixmaximal quasiperiodicity of f6 except one: occurrences of aaprovides themaximal quasiperiodicities
baba = a−1ϕ(aa) of f6, one being a suffix of f6; g5 provides the maximal quasiperiodicity h6 = a−1ϕ(g5)a which has
quasiperiod a−1ϕ(aba)a = baaba; h5 provides the maximal quasiperiodicity ϕ(h5)a which has quasiperiod ϕ(baaba)a =
aababaaba; the word baba provides the maximal quasiperiodicity ϕ(baba)a = aabaaba. The other non-suffix maximal
quasiperiodicities of f6 are g6 and the factors aa. Lemma 3.15 shows that a similar link exists between non-suffix maximal
quasiperiodicities of fn−1 and non-suffix maximal quasiperiodicities of fn for all n ≥ 5.
In Section 3.1, we provide basic tools relating factors of a word and its image by ϕ. In Section 3.2, we give important
examples of quasiperiodic factors of Fibonacci words. In Section 3.3 and Section 3.4 we consider maximal quasiperiodicities
that are respectively suffixes and non-suffixes of the Fibonacci words and we prove respectively the two next results. The
proof (left to the readers) of Theorem 3.1 is a direct consequence of these propositions.
Proposition 3.2. The number of maximal quasiperiodicities that are suffixes of fn is{ 0 for n = 0, 1, 2, 3;
Fn−4 + 1 for n ≥ 4 even;
2Fn−5 + 1 for n ≥ 5 odd.
Moreover for n ≥ 4, if a proper suffix s of fn is a maximal q-quasiperiodic factor of fn, then the quasiperiod q occurs exactly twice
in s.
Proposition 3.3. The number of maximal quasiperiodicities of fn that are not suffixes of fn is
0 for n = 0, 1, 2;
1 for n = 3;
Fn−1 − 4 for n ≥ 4 even;
Fn−1 − 2 for n ≥ 5 odd.
3.1. Tools
Each of the following basic facts can be considered with w = fn−1 and ϕ(w) = fn when n ≥ 1. They are direct
consequences of the definition of ϕ.
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Fact 3.4. For wordsw, u, p, s:
1. aua is a factor of ϕ(w) if and only if au = ϕ(u′) for a non-suffix factor u′ ofw.
2. If pu is a prefix of ϕ(w) then there exists a prefix p′ ofw such that p = ϕ(p′) if u begins with a, and p = ϕ(p′)a if u begins
with b.
Moreover ϕ(p)a is a prefix of ϕ(w) if and only if p is a proper prefix ofw.
3. as is a suffix of ϕ(w) if and only if there exists a suffix s′ ofw such that ϕ(s′) = as.
In other words ϕ(s) is a suffix of ϕ(w) if and only if s is a suffix ofw.
When considering quasiperiodicities, the following result will be useful:
Proposition 3.5. Let ϕ be the Fibonacci morphism and let u be a word.
1. ϕ(u) is ϕ(qa)-quasiperiodic if and only if u is qa-quasiperiodic.
2. When aaa is not a factor of u, ϕ(u) is ϕ(qaab)-quasiperiodic if and only if u is qaab-quasiperiodic.
Proof. Since the proofs of the two items are similar, we only prove the second item, leaving the proof of the first item to the
reader.
First, when u is qaab-quasiperiodic, by Fact 2.5, ϕ(u) is ϕ(qaab)-quasiperiodic. Now assume that ϕ(u) is ϕ(qaab)-
quasiperiodic and let (piϕ(qaab))0≤i≤n be a covering sequence of prefixes of ϕ(u). Since each pi is followed with the word
ϕ(qaab) that begins with the letter a, by definition of ϕ (see Fact 3.4(2)), there exists a prefix p′i of u such that pi = ϕ(p′i).
Hence piϕ(qaab) = ϕ(p′iqaab) = ϕ(p′iq)ababa but, since ababab is not a factor of ϕ(u) (because aaa is not a factor of u),
ϕ(p′iqaab) is followed by the letter a (except of course when i = n where pn = ϕ(qaab) = ϕ(u)), and finally by Fact 3.4(2),
p′iqaab is a prefix of u. Since, for all 1 ≤ i < n, |piϕ(qaab)| ≥ |pi+1| > |pi|, and more precisely since pia = ϕ(p′i)a is a
proper prefix of pi+1a = ϕ(p′i+1)a itself a prefix of piϕ(qaab)a = ϕ(p′iqaab)a, we deduce that p′i is a proper prefix of p′i+1
itself a prefix of p′iqaab. Since p
′
0 = ε and p′nqaab = u, (p′iqaab)0≤i≤n is a covering sequence of prefixes of u, and so u is
qaab-quasiperiodic. 
Let us observe that Proposition 3.5 cannot be generalized to arbitrary ϕ(qb)-quasiperiodic words. For example, ϕ(anb) =
(ab)na is ϕ(ab)-quasiperiodic but anb is not ab-quasiperiodic.
3.2. Some quasiperiodic factors
We let readers prove by induction (using Fact 2.5 for instance) that Fibonacci words are quasiperiodic except f0, f1, f2 and
f3. More precisely:
Lemma 3.6. For n ≥ 2, f2n is aba-quasiperiodic and f2n+1 is abaab-quasiperiodic.
Another examples of long maximal quasiperiodicities of fn are provided by the next result:
Lemma 3.7. For n ≥ 2, g2n+1 is aba-quasiperiodic, and for n ≥ 5, hn is baaba-quasiperiodic.
Proof. The word g5 = abaababaaba is aba-quasiperiodic. Observe that g2n+1 = f2ng2n−1 for n ≥ 3. By Lemma 3.6, f2n is
aba-quasiperiodic. It follows by induction that g2n+1 is aba-quasiperiodic for all n ≥ 2.
By Lemma 3.6, f2n+1 is abaab-quasiperiodic. But one can verify by induction that f2n+1 ends with baabaab. Consequently
h2n+1 ends with baaba. Since abaaba is a prefix of f2n+1, h2n+1 begins with baaba. Finally since bb is not a factor of f2n+1, each
occurrence of abaab in f2n+1 is followed by the letter a. Hence, by Fact 2.4, h2n+1 is baaba-quasiperiodic.
We have f2n+1 = ah2n+1ab and so f2n+2 = abϕ(h2n+1)aba and h2n+2 = bϕ(h2n+1)a. By Fact 2.5 ϕ(h2n+1) aababaab-
quasiperiodic. Since any occurrence of aab in f2n+2 is preceded by b and followed by a, h2n+2 is baababaaba-quasiperiodic
and so baaba-quasiperiodic. 
As an example of short quasiperiodicities of fn, we can mention all factors aa (that are not suffixes of fn). The number of
such factors is easy to compute:
Lemma 3.8. For n ≥ 3, |fn|aa =
{
Fn−3 if n is odd,
Fn−3 − 1 if n is even.
Proof. Assume n ≥ 3. We have fn = ϕ(fn−1). Each occurrence of aa is obtained by ϕ from an occurrence of ba in fn−1 (since
bb is not a factor of fn−1). And conversely each occurrence of ba in fn−1 leads to an occurrence of aa in fn. So |fn|aa = |fn−1|ba.
Note that each occurrence of the letter b in fn−1 is followed by an occurrence of the letter a, except when n is even for the
suffix occurrence of b. Thus:
|fn|aa =
{ |fn−1|b if n is odd,
|fn−1|b − 1 if n is even.
Since |fp|b = Fp−2 for all p ≥ 2, this ends the proof of the lemma. 
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3.3. Maximal quasiperiodic suffixes of Fibonacci words
This section is devoted to the proof of Proposition 3.2. We begin with the following technical result motivated by the fact
that for n sufficiently large fn = uvuuvuvu with u = fn−4, v = fn−5 (also fn−3 = uv, fn−2 = uvu and fn−1 = uvuuv). Let us
recall that powers of a word u are inductively defined by u0 = ε and un = un−1u for n ≥ 1, and that a non-empty word is
primitive if it is not the power of a smallest word.
Lemma 3.9. Let u and v be two words such that v is a prefix of u, v is not a suffix of u, u and uv are primitive. Then vu and uvu
have exactly three occurrences in uvuuvuvu.
Proof. Awell-knownproperty [18, Th. 8.1.5]) is that for any primitiveword x, x is not an internal factor of xx that is xx = αxβ
implies α = ε or β = ε. Another well-known property [22, Prop. 1.3.3] is that a word of the form xy is primitive if and only
if the word yx is also primitive. As an immediate consequence vu is primitive and can have only one occurrence in uvuv
(which is a prefix of uvuu) and only two in uvuvu. Thus the question is: does there exist an occurrence of vu in uuvu except
as a suffix? Assume by contradiction this holds. Such an occurrence of vu cannot occur in the suffix uvu. So it must overlap
the first u. This implies that u is a factor of uuv which itself is a prefix of uuu. Since u is primitive, it must correspond to one
of the two u. Actually since v is not empty (since it is primitive), the word vumust be a suffix of uu. This contradicts the fact
that v is not a suffix of u.
We have thus proved that vu has exactly three occurrences in uvuuvuvu. Each one is preceded by u. Hence uvu has also
exactly three occurrences in uvuuvuvu. 
Lemma 3.10. Let n ≥ 0. A suffix s of fn is amaximal quasiperiodicity of fn if and only if one and only one of the following properties
holds:
1. s = fn and n ≥ 4;
2. s = baba and n = 4;
3. s is a maximal quasiperiodicity suffix of fn−2 such that |s| < |fn−3| and its quasiperiod q verifies |q| < |fn−4| (and n ≥ 4);
4. s = s′fn−5fn−4fn−5fn−4 with s′ a suffix of fn−4 such that s′ 6= fn−4, s′fn−5fn−4 its quasiperiod, and n ≥ 5.
Remark 3.11. From Cases 3 and 4, one can deduce that the quasiperiod of a quasiperiodicity swhich is a proper suffix of fn
that occurs exactly twice in s. Indeed fn−5fn−4 being primitive (since fn−3 = fn−4fn−5 is primitive) is not an internal factor of
fn−5fn−4fn−5fn−4 (see the proof of Lemma 3.9 for references on results used in this remark).
Proof. We first verify that any suffix s that fulfills one of the four cases of the lemma is a maximal quasiperiodicity of fn.
Lemma 3.6 proves Case 1 and it is easily verified that baba is a maximal quasiperiodicity of f4 (Case 2).
Assume now that s is a maximal quasiperiodicity which is a suffix of fn−2 such that |s| < |fn−3| and its quasiperiod q
verifies |q| < |fn−4|. If s is not a maximal quasiperiodicity of fn, s being a suffix of fn−2, then theremust exist a suffix uswith u
being a non-empty prefix of q and us q-quasiperiodic. But |us| ≤ |qs| < |fn−4|+|fn−3| = |fn−2|, that is, us is a q-quasiperiodic
factor of fn−2: this contradicts the maximality of s as a quasiperiodicity of fn−2. Hence s is a maximal quasiperiodicity of fn.
Finally assume that s = s′fn−5fn−4fn−5fn−4 with s a suffix of fn−4 such that s′fn−5fn−4 is superprimitive. Observe that s
is s′fn−5fn−4-quasiperiodic. Thus we have to prove that fn has no longer a s′fn−5fn−4-quasiperiodic suffix. Let u = fn−4 and
v = fn−5. We have observed before stating Lemma 3.9 that:
fn = uvuuvuvu. (1)
Since Fibonacci words are primitive (see [23, Prop. 2.2.3]), u and uv are primitive. Moreover by definition v is a prefix of
u and v is not a suffix of u. Hence by Lemma 3.9, we deduce that s′vu have only three occurrences in fn. Hence s can be
extended in a longer quasiperiodicity only if s′ = u. This is impossible since s′ 6= fn−4.
(Note that this case when n = 5, gives the maximal quasiperiodicities aabaab and baabaab suffixes of f5.)
Observe that when one case holds, no other can be verified (since in Case 4 |s| > |fn−4fn−5fn−4| = |fn−2|, Cases 3 and 4
cannot hold together).
Let us now prove that one of the four cases must hold if s is a maximal quasiperiodicity of fn and q is its (superprimitive)
quasiperiod. We prove by induction that s and q verify one of the cases of the lemma and that moreover if |q| < |fn−2| then
|s| < |fn−1|. For n ≤ 3, the result holds since fn is not quasiperiodic. It also holds for 4 ≤ n ≤ 7 since quasiperiodic suffixes
of fn that are different from fn are:
• babawhen n = 4,
• aabaab and baabaabwhen n = 5,
• baba, aababaababa = afn−5fn−4fn−5fn−4 and baababaababa = bafn−5fn−4fn−5fn−4 when n = 6,• aabaab, baabaab and words sfn−5fn−4fn−5fn−4 = sabaabaababaabaabwith s ∈ {b, ab, aab, baab}when n = 7.
For n ≥ 8, we consider several cases obtained comparing the length of q and the lengths of words u = fn−4 and v = fn−5:
note that fn−2 = uvu, and fn = uvuuvuvu.
Case |q| > |uvu|. Here q = q′uvu for a non-empty word q′. By Lemma 3.9, we know that uvu has exactly three occurrences
in fn = uvuuvuvu. This implies that q′ is a suffix of the two words uvuuv and uvu. This is impossible since u and v
end with different letters.
3116 R. Groult, G. Richomme / Theoretical Computer Science 411 (2010) 3110–3122
Case |q| = |fn−2| = |uvu|, |q| = |vu| or |q| = |u|. Since q is a suffix of fn, this means that q = fn−2, q = fn−5fn−4 or q = fn−4.
But since n ≥ 8, all these words are aba-quasiperiodic or abaab-quasiperiodic while q is superprimitive. We have
a contradiction since |q| ≥ |f4| > 5.
Case |vu| < |q| < |uvu|. In this case, q = s′vu for a non-empty proper suffix s′ of u. By Lemma 3.9, we deduce that
necessarily s = s′vuvu and Case 4 of the Lemma holds. Note also that |q| < |fn−2| and, since fn−1 = uvuuv,
|s| < |fn−1|, hence our additional inductive hypothesis is verified.
Case |u| < |q| < |vu|. Since q is a suffix of fn, q = q′u = q′fn−4 for a non-empty proper suffix q′ of fn−5. Let u′ = fn−6 and
v′ = fn−7, we have fn−2 = u′v′u′u′v′u′v′u′. By Lemma 3.9, fn−2 has exactly three occurrences of u′v′u′ = fn−4. Since
s is q-quasiperiodic, the two last occurrences of q = q′u′v′u′ in fn = fn−1.u′v′u′u′v′u′v′u′ must coincide with the
two last occurrences of fn−4 = u′v′u′ in fn−2 (which is a suffix of fn). This implies that q′ is a suffix of fn−1u′v′u′u′v′
and of fn−1u′v′u′. This is impossible since u′ and v′ have different last letters.
Case |q| < |u|. That is |q| < |fn−4|. It follows that |qq| < |fn−2| and so fn−2 endswith a q-quasiperiodic factor (constituted by
at least the two last occurrences of q in fn). We consider σ the longest such q-quasiperiodic suffix of fn−2. Assume
first that σ = fn−2. Since n ≥ 8, by Lemma 3.6, fn−2 is aba-quasiperiodic if n is even or abaab-quasiperiodic if n is
odd. The superprimitivity of q implies q = aba if n is even and q = abaab if n is odd. Using again Lemma 3.6, fn is
q-quasiperiodic. The maximality of s implies s = σ , and Case 1 holds. Assume now that q covers a proper suffix of
fn−2. Our inductive hypothesis applies and |σ | < |fn−3|. Since |σ | + |q| < |fn−2|, σ cannot be extended in a longest
quasiperiodic suffix of fn (otherwise we would find a quasiperiodic suffix of fn−2 longer than σ ). It follows s = σ
and so Case 3 of the lemma holds. 
In order to prove Proposition 3.2 using Lemma 3.10, we need to characterize superprimitive words on the form sfn−1fn.
The proof will use the morphic definition of Fibonacci words.
Lemma 3.12. Let n ≥ 2 and s be a suffix of fn with s 6= fn. A word sfn−1fn is superprimitive if and only if s 6= ε and one of the two
following situation holds:
• n is even and s does not begin with ab,
• n is odd and s does not begin with abaa.
Proof. First we check that the conditions are necessary. If n is even, then fn and fn−1a are covered by aba (we let the reader
verify this property by induction). Thus if s begins with ab or s = ε then, by Proposition 2.2, sfn−1fn is aba-quasiperiodic and
in particular it is not superprimitive. Similarly when n ≥ 3 is odd and when s = ε or fn begins with abaa then sfn−1fn is
abaab-quasiperiodic and in particular it is not superprimitive.
We now prove that the conditions are sufficient by induction. For n = 2, f1 = ab, f2 = aba, and for a suffix s of f2, the
word sf1f2 = sababa is superprimitive if and only if s = ba or s = a. Let n ≥ 3 odd. Let s be a non-empty suffix of fn that does
not begin with abaa. Assume by contradiction that sfn−1fn is q-quasiperiodic for a word q. Note that the word s can begin
only with b, aa or abab.
• Case s begins with b. Then each occurrence of q in fn is preceded by a so that the word asfn−1fn is aq-quasiperiodic, and as
is a suffix of fn. Note that since n ≥ 3 is odd, fn and so qmust end with aab. Hence there exists words q′ and s′ beginning
and ending with a such that aq = ϕ(q′) and asfn−1fn = ϕ(s′fn−2fn−1). By Proposition 3.5, s′fn−2fn−1 is q′-quasiperiodic. By
inductive hypothesis, q′ must begin with ab and s′fn−2fn−1 must begin with aba. So smust begin with baa.
Since n is odd, s and q end with the letter b. It follows that qq is not a factor of s, so by Proposition 2.3 that b−1sfn−1fn is
b−1q-quasiperiodic. Acting as previously we can see that b−1q = ϕ(q′) with q′ a word beginning with ab. Hence smust
begin with bab: a contradiction. Hence s cannot begin with b.
• Case s begins with aa. Since n is odd, fn ends with b. Hence as previously we can find words q′ and s′ such that q = ϕ(q′),
s = ϕ(s′fn−2fn−1) and s′fn−2fn−1 is q′-quasiperiodic. By inductive hypothesis, q′ must begin with ab and so qmust begin
with ab a contradiction.
• Case s begins with abab. As previously we can find words q′ and s′ such that q = ϕ(q′), s = ϕ(s′fn−2fn−1) and s′fn−2fn−1 is
q′-quasiperiodic. Since q begins with abab, q′ must begin with aa. But by inductive hypothesis, q′ must begin with ab. So
qmust begin with abaa, a contradiction.
We have proved that when n is odd and s does not begin with abaa, then sfn−1fn is superprimitive. We now assume that n
is even and does not begin with ab. Hence s begins with b or with aa. Assume by contradiction that sfn−1fn is q-quasiperiodic.
We first observe that since n ≥ 2 is even, sfn−1fn ends with ababa which implies that also q must end with ababa. We let
readers verify that then we can act as in the previous proof and obtain a contradiction. 
Proof of Proposition 3.2. We act by induction. Let us denote by nbSufn the number of maximal quasiperiodicities that are
suffixes of fn. Values of nbSufn stated in Proposition 3.2 can be easily verified when n ≤ 5. Assume n ≥ 6. (Note that
(nbSufn − 1) is the number of maximal quasiperiodicities that are suffixes of fn except fn itself). By Lemma 3.10,
(nbSufn − 1) = (nbSufn−2 − 1)+ cn (2)
where (nbSufn−2 − 1) comes from Case 3 and cn, from Case 4, is the number of superprimitive words on the form s′fn−5fn−4
with s′ 6= fn−4 a suffix of fn−4 (since any such suffix is the quasiperiod of exactly one suffix s′fn−5fn−4fn−5fn−4).
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Assume n is even. By Lemma 3.12 cn is equal to |fn−4| minus the number of suffixes of fn−4 starting with ab. Since
fn−4 = ϕ(fn−5), this last number is equal to the number of a in fn−5 which is Fn−6. Hence cn = Fn−4 − Fn−6 = Fn−5. By
inductive hypothesis: nbSufn−2 = Fn−6 + 1. Hence nbSufn = Fn−6 + Fn−5 + 1 = Fn−4 + 1.
From now on assume that n is odd. By Lemma 3.12 cn is equal to |fn−4|minus the number of suffixes of fn−4 starting with
abaa. Since fn−4 = ϕ(fn−5), this last number is equal to the number of aba in fn−5, itself equals to |fn−6|a = |fn−7|. Hence cn =
|fn−4|− |fn−7| = 2Fn−6. By inductive hypothesis: nbSufn−2 = 2Fn−7+1. Hence nbSufn = 2Fn−7+2Fn−6+1 = 2Fn−5+1. 
3.4. Non suffix maximal quasiperiodicities
The aim of this section is to prove Proposition 3.3. Key Lemma 3.15 characterizes a link between maximal quasiperiod-
icities of fn and those of fn−1. To prove it we need the following observations.
Fact 3.13. If u is a non-suffix maximal q-quasiperiodicity of fn for a word q 6= a, then q begins with aa or ba, or n is odd,
u = gn and q = aba.
Proof. Since bb is not a factor of fn, if q 6= a, then |q| ≥ 2. If q begins with ab, since by Fact 3.14 q ends with ba and since
fn does not contain bb nor aaa, q and u are covered by aba. The superprimitivity of q implies q = aba. If n is even, since by
Lemma 3.6 fn is aba-quasiperiodic, the maximality of u implies that u = fn, a contradiction with the fact that u is not a suffix
of fn. Hence n is odd and Lemma 3.7 implies that u = gn.
If q does not begin with ab, since bb is not a factor of fn, q begins with ba or with aa. 
We also have
Fact 3.14. If u is a non-suffix maximal q-quasiperiodicity of fn for a word q 6= a, then q ends with ba.
Proof. Indeed bb does not occur in fn, thus if q 6= a, |q| ≥ 2. If q ends with aa then each occurrence of q is followed by
the letter b and then ub is qb-quasiperiodic which contradicts the maximality of u. Similarly if q ends with b, then each
occurrence of q is followed by the letter a and then ua is qa-quasiperiodic which contradicts the maximality of u. 
Before stating the next lemma, we need to clarify one point. A non-suffix factor u of fn can occur at different positions.
Since we are interested by the number of positions of the factor, we must consider all occurrences of the factor. This can be
done, for instance, considering the word p such that pu is a prefix of fn (p is unique for the considered occurrence of u, but
not necessarily for u). To lighten the presentation, by abuse of terminology, from now on, we write only ‘‘non-suffix factor
u’’ instead of ‘‘non-suffix occurrence (p, u) of the factor u’’.
Lemma 3.15. Let n ≥ 5. A non-suffix factor u of fn is a maximal quasiperiodicity of fn with quasiperiod q if and only if one and
only one of the following cases holds:
1. q = a and u = aa;
2. q = aba and u = gn if n is odd;
3. q = baaba and u = hn if n is odd;
4. q 6= aba, q = a−1ϕ(q′)a, u = a−1ϕ(u′)a with q′ beginning with a and ending with a, and u′ a non-suffix maximal
quasiperiodicity of fn−1 with quasiperiod q′. Moreover when n is even and u′ = aa, u′b not a suffix of fn−1;
5. q = ϕ(q′)a, u = ϕ(u′)a with q′ beginning with b and ending with a, and u′ a non-suffix maximal quasiperiodicity of fn−1 with
quasiperiod q′.
Proof. We first verify that if q and u fulfill one condition of the lemma then u is a maximal q-quasiperiodicity of fn. This is
immediate if (q, u) = (a, aa) since aaa is not a factor of fn. Cases 2 and 3 are consequences of Lemma 3.7 and the fact that
when n is odd, fn = gnab and when n is even, fn = ahnba ends with baba (remember that n ≥ 5).
We now consider q, u, q′, u′ as in Condition 4. We have to prove: (1) u is q-quasiperiodic, (2) u is not a suffix of fn, (3) q is
superprimitive (and so is the quasiperiod of u), (4) u is a maximal quasiperiodicity.
(1) u is q-quasiperiodic. Since u′ is q′-quasiperiodic, by Fact 2.5, ϕ(u′) is ϕ(q′)-quasiperiodic. Since q′ ends with a, ϕ(q′) ends
with b and so each occurrence of q is followed in fn by the letter a (remember that q′ is not a suffix of u′). Hence by
Fact 2.4, u = a−1ϕ(u′)a is q-quasiperiodic (where q = a−1ϕ(q′)a).
(2) u is not a suffix of fn. Assume by contradiction that u is a suffix of fn. Notice that from the previous item, we easily see
that if u is a suffix of fn, then ϕ(u′)a is a suffix of fn. Since q′ is a quasiperiod of u′, by Fact 3.14, q′ = a or q′ ends with ba.
This last case is not possible since it would imply that ϕ(q′)a and so fn ends with ϕ(ba)a = abaa, contradicting the fact
that fn ends with ab or ba. Hence q′ = a and so u′ = aa. Notice that if n− 1 is even, u′b = aab is not a suffix of fn−1, and
otherwise by hypothesis, u′b is not a suffix of fn−1, thus ϕ(u′)a and so u = a−1ϕ(u′)a cannot be a suffix of fn (at least the
occurrence under consideration).
(3) q is superprimitive. The result is immediate when q′ = a since then q = ba. Assume that q′ 6= a and by contradiction
that q is q′′-quasiperiodic for a word q′′. By Fact 3.14, q′ ends with ba. If q′′ = a−1ϕ(ba)a = aba, then q′ should start with
bwhich is not the hypothesis. Hence q′′ 6= aba and so q′′ ends with ϕ(ba)a = aaba. In particular it ends with a. Note that
since q′ begins with a, words q and q′′ begin with b, so that each occurrence of q or q′′ in fn is preceded by an a. It follows
by Fact 2.4 that aqa−1 = ϕ(q′) is aq′′a−1 quasiperiodic with aq′′a−1 ending with b. There exists a word q3 ending with
a such that aq′′a−1 = ϕ(q3). By Proposition 3.5, q′ is q3-quasiperiodic, a contradiction with its superprimitivity (as the
quasiperiod of u′).
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(4) u is a maximal q-quasiperiodicity of fn. This is once again immediate if q = a (and u = aa). Thus assume q 6= a. As in the
previous item, we can prove that q ends with aaba and begins with b. Assume by contradiction that u is not a maximal
q-quasiperiodiciy of fn. By the definition of maximal quasiperiodicities, two cases can hold.
• Case uα is a qα-quasiperiodicity of fn for a letter α ∈ {a, b}. When α = a, qα = a−1ϕ(q′)aa = a−1ϕ(q′b)a and
uα = a−1ϕ(u′b)a. This implies that each occurrence of q′ in fn is followed by b, i.e. u′b is q′b-quasiperiodic. When
α = b, qα = a−1ϕ(q′)ab = a−1ϕ(q′a) and uα = a−1ϕ(u′a)which implies that u′a is q′a-quasiperiodic. In both cases,
we have a contradiction with the maximality of u′ as a quasiperiodicity of fn−1.
• Case u can be extended as a longer q-quasiperiodicity. In the sameway that we have proved the superprimitivity of q,
we can prove that u′ can be extended as a longer q′-quasiperiodicity of fn−1, once again contradicting its maximality.
We now consider q, u, q′, u′ as in Condition 5. We act as for Condition 4. Proofs of ‘‘(1) u is q-quasiperiodic’’ and ‘‘(2) u is
not a suffix of fn’’ and ‘‘(4) u is a maximal quasiperiodicity’’ are similar. Let us prove that ‘‘(3) q is superprimitive’’. Assume
by contradiction that q is q′′-quasiperiodic for a word q′′. By hypothesis q′ starts with b, and since q′ is a quasiperiod of u′, by
Facts 3.13 and 3.14, q′ begins and ends with ba. Hence q and so q′′ begin with ϕ(ba) = aab and end with ϕ(ba)a = aaba. In
particular, words q′′ and q start with aa and end with ba. As a consequence, since aaa does not occur in fn, q′′q′′ cannot occur
in fn and qa−1 = ϕ(q′) is q′′a−1 with q′′a−1 ending with b. There exists a word q3 ending with a such that q′′a−1 = ϕ(q3). By
Proposition 3.5, q′ is q3-quasiperiodic, a contradiction with its superprimitivity (as the quasiperiod of u′).
Observe that when one case holds, no other can be verified.
Assume now that u is a non-suffix factor of fnwhich is amaximal quasiperiodicity of fnwith superprimitive quasiperiod q.
If q = a, then since aaa is not a factor of fn, u = aa: Condition 1 holds.
If q 6= a, by Fact 3.14, q ends with ba. If q = ba, since babab is not a factor of fn, u = baba. Taking q′ = a and u′ = aa, we
get q = ba = a−1ϕ(q′)a and u = a−1ϕ(u′)a. Note also that u′b is not a suffix of fn−1 since otherwise uwould be a suffix and
fn and we would get a contradiction. Thus Condition 4 holds.
If |q| = 3, as a factor of fn, q = aba. By Fact 3.13, nmust be odd and u = gn. Condition 2 holds.
When |q| ≥ 4, by Facts 3.13 and 3.14, q begins with aa or ba, and q ends with aba. Assume first that q begins with aa.
So does u. Since q and u are factors of fn, there exist words q′ and u′ such that q = ϕ(q′)a, u = ϕ(u′)a, q′ begins with b
and ends with a. Note that qq is not a factor of fn since aaa is not a factor of fn. It follows that ϕ(u′) is ϕ(q′)-quasiperiodic
by Proposition 2.3. By Proposition 3.5(1), u′ is q′-quasiperiodic. If q′ is not superprimitive, ϕ(q′) also and each occurrence of
its quasiperiod is followed by an a showing that q = ϕ(q′)a is not superprimitive. Similarly one can prove that if u′ is not a
maximal q′-quasiperiodicity of fn−1 then q is not a maximal q-quasiperiodicity of fn and Condition 5 holds.
Now assume that q begins with ba and ends with a (and |q| ≥ 5). There exist factors q′ and u′ of fn−1 such that
q = a−1ϕ(q′)a, u = a−1ϕ(u′)a with q′ beginning and ending with a. Note that since u = a−1ϕ(u′)a is not a suffix of
fn, the occurrence of u′ under consideration cannot be a suffix of fn−1. By Fact 2.4, ϕ(u′) is ϕ(q′)-quasiperiodic and so by
Proposition 3.5(1), u′ is q′-quasiperiodic. As in the previous case, superprimitivity of q implies the superprimitivity of q′. If u′
is a maximal q-quasiperiodicity of fn−1, Condition 4 holds. Assume that u′ is not a maximal q-quasiperiodicity of fn−1. A first
subcase is that u′α is q′α-quasiperiodic for a letter α. If α = a, that is u′a is q′a-quasiperiodic. Since q′a ends with aa, each
occurrence of q′a and so u′a is followed with b, and by Fact 2.4 a−1u′ab is a−1q′ab-quasiperiodic. Hence (ab)−1ϕ(u′)a.ba is
(ab)−1ϕ(u′)a.ba-quasiperiodic and each occurrence of (ab)−1ϕ(u′)a.ba is preceded by b, thus a−1ϕ(u′)a.b is a−1ϕ(u′)a.b-
quasiperiodic, that is ub is qb-quasiperiodic, a contradiction. If α = b, that is u′b is q′b-quasiperiodic. Hence ϕ(u′b) is
ϕ(q′b)-quasiperiodic. Since each occurrence of ϕ(q′b) in ϕ(u′b)a if followed by a, by Fact 2.4 a−1ϕ(u′)a.a is a−1ϕ(q′)a.a-
quasiperiodic, that is ua is qa-quasiperiodic, a contradiction. Thus the second possible subcase holds: u′ can be extended to
a longer q′-quasiperiodic word. If it can be extended in fn−1 on the left to a longer q′-quasiperiodic word, one can verify that
u can be extended to a longer q-quasiperiodic factor of fn. Thus u′ can be extended to the right as a longer q′-quasiperiodic
factor of fn−1. If such an extension that is not a suffix of fn−1 exists, each occurrence of ϕ(q′) would be followed with a, and
since u = a−1ϕ(q′)a, one again can find a right extension of u as a q-quasiperiodic factor of fn. Thus the only possibility is
that u′ can be extended to u′s such that u′s is a suffix of fn−1 for a word s, with q′ = ps and p is a suffix of u′. If u′s is a proper
suffix of fn−1, since q′ appears at least twice in u′, q′ has at least three occurrences in the proper suffix u′s, contradicting
Remark 3.11. Hence the only possibility is u′s = fn−1. Since q′ ends with a, by superprimitivity of q′ and Lemma 3.6, q′ = aba
and n− 1 is even (n is odd). Then q = baaba and u = hn: Condition 3 holds. (Note also that q = baaba and u = hn can occur
when n is even. In this case u’ is a maximal q′-quasiperiodic factor of fn−1 and Condition 4 holds.) 
Proof of Proposition 3.3. We denote by nbNSn the number of maximal quasiperiodicities that are not suffixes of fn. It can
be verified directly that nbNS0 = nbNS1 = nbNS2 = 0, nbNS3 = 1, nbNS4 = 1 = F4−1 − 4. Lemma 3.15 shows that when n
is odd,
nbNSn = nbNSn−1 + |fn|aa + 2
where term |fn|aa comes from Condition 1, term 2 comes from Conditions 2, and Conditions 4 and 5 provide term nbNSn−1.
Moreover, when n is even
nbNSn = |fn|aa + (nbNSn−1 − 1)
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where term |fn|aa comes from Condition 1, and term (nbNSn−1 − 1) comes from Conditions 4 and 5 (indeed, remark that
when aab is a suffix of fn−1 and n − 1 is odd, a−1ϕ(aa)a = baba is a maximal ba-quasiperiodicity which is a suffix of fn).
Lemma 3.8 gives:
nbNSn = nbNSn−1 + Fn−3 + 2 when n is odd, and
nbNSn = nbNSn−1 + Fn−3 − 2 and when n is even.
Hence Proposition 3.3 follows by induction. 
Remark 3.16. It was observed in Remark 3.11 that any maximal suffix quasiperiodicityw of a word fn contains exactly two
occurrences of its quasiperiod q. One can deduce that this suffix is a repetition with period |w| − |q| (see after Corollary 4.2
for the definition of a period). Sincew is a suffix of fn, it follows the definition thatw is a right maximal repetition of fn (the
repetition is not a prefix of a longer one with the same period).
As a consequence of Lemma 3.15, it can be proved using inductions that anymaximal quasiperiodicity, except fn, is a right
maximal periodicity on the form αβαβα for words α, β (possibly α = ε). We left the proof to the reader but we mention
that the previous result should be first proved for words gn and hn, and after that items 4 and 5 of the lemma can be used to
conclude for all other maximal quasiperiodicities.
4. About the number of maximal quasiperiodicities
As explained in the introduction,more efficient knownalgorithms to detect allmaximal quasiperiodicities in a givenword
w work in time O(|w| log |w|) [17,7]. Theorem 3.1 shows that Fibonacci words contain only a linear number of maximal
quasiperiodicities, leaving open the question of the optimality of previous algorithms. We now state this optimality and
prove:
Theorem 4.1. There exists an infinite family of words (un)n≥0 such that the number of occurrences of maximal quasiperiodicities
in un is inΘ(|un| log |un|).
We have the following immediate corollary:
Corollary 4.2. The algorithms provided in [17,7] to find all maximal quasiperiodicities in a word w have an optimal
O(|w| log |w|) time complexity.
The end of this section is devoted to the proof of this theorem. Let us recall useful notions. Given a wordw and an integer
n, we denotewn the nth power ofw defined byw0 = ε and for all n ≥ 1,wn = wn−1w. A period ofw = w1 . . . wk (withwi a
letter for each i) is any word such thatwi = wi + p for 1 ≤ i ≤ k− p. The smallest period ofw is also called the period ofw.
Consider the morphism f defined over {a, b} by{
f (a) = ababa,
f (b) = bbb.
The following relations hold: f 0(a) = a, f 0(b) = b and for n ≥ 1, f n(a) = f n−1(ababa), f n(b) = (f n−1(b))3. Thus
|f 0(a)| = |f 0(b)| = 1 and for n ≥ 1, |f n(a)| = 3|f n−1(a)| + 2|f n−1(b)|. Then by induction |f n(a)| = 3n + 2n3n−1 and
|f n(b)| = 3n for all n ≥ 0.
Now consider the sequence of words (un)n≥0 where, for all n ≥ 0,
un = f n(bababab).
The first values of the sequence are
u0 = bababab
u1 = bbbabababbbabababbbabababbb = b3f (a)b3f (a)b3f (a)b3
u2 = b9f 2(a)b9f 2(a)b9f 2(a)b9.
For n ≥ 0, let qn be the number of maximal quasiperiodicities of un. We have q0 = 2, q1 = 18. Indeed maximal
quasiperiodicities of u1 are the four factors bbb (with quasiperiod b), the three factors ababab (with quasiperiod ab), the
three factors bababab (with quasiperiod bab) and the eight suffixes sb3f (a)b3f (a)b3 with s, a nonempty suffix of b3f (a)
(with two occurrences of the quasiperiod sb3f (a)b3 if |s| < |f (a)| or three occurrences of the quasiperiod sb3 if |s| ≥ |f (a)|).
We now prove
Lemma 4.3. For any integer n ≥ 2, qn = 3qn−1 − 2+ |f n(a)b3n |.
Note that the previous result is not valid when n = 1.
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Proof of Lemma 4.3. To state the relation we are going to show existing links between maximal quasiperiodicities of un
and maximal quasiperiodicities of un−1.
Before let us make some remarks about words un. By induction, one can verify for all n ≥ 1 that f n(b) = b3n and thus,
observing that un−1 = b3n−1 f n(a)b3n−1 , we get
un = b3n f n(a)b3n f n(a)b3n f n(a)b3n = b2.3n−1un−1b3n−1un−1b3n−1un−1b2.3n−1 .
Observe also that
Fact 4.4. f n(a) begins and ends with the letter a, and if abia is a factor of f n(a) then i = 3j with 0 ≤ j ≤ n− 1.
A consequence of this fact is that the greatest power of b occurring in f n(a) is b3
n−1
.
Let n ≥ 2 and let v be amaximal quasiperiodicity of un with q its smallest quasiperiod. We consider three separate cases.
Case 1: b3
n−1+1 is a factor of q.
Since q is the smallest quasiperiod of v and since 3n−1 + 1 ≥ 2, we deduce that q is not a power of b and
|q|a 6= 0. Consequently b3n−1+1a or ab3n−1+1 is a factor of q. From Fact 4.4, we know that f n(a) does not have b3n−1+1
as a factor and begins and ends with a. It follows that un has exactly three occurrences of b3
n−1+1a (beginning at
position 2.3n−1, |f n(ba)|+2.3n−1 and |f n(baba)|+2.3n−1) and three occurrences of ab3n−1+1 (beginning at position
|f n(ba)|, |f n(baba)| and |f n(bababa)|). Note that the differences of indexes of two such consecutive occurrences is
|b3n f n(a)| = |f n(ba)|. Since v is covered by at least two occurrences of q, we get |v| > |q| > |b3n f n(a)|. Observe
that un = (b3n f n(a))3b3n is a periodic word with period |b3n f n(a)|. Consequently v and q are also periodic words
with period |b3n f n(a)|. As v is a maximal quasiperiodicity, v cannot be a periodic factor of un whose periodicity can
be extended on the right. So v is a suffix of un. Now it can be checked that the suffixes of un of period |b3n f n(a)|
that are also maximal quasiperiodicities are the suffixes of the form sb3
n
f n(a)b3
n
f n(a)b3
n
with s a nonempty suffix
of b3
n
f n(a). Thus v is one of these |b3n f n(a)| suffixes.
Case 2: b3
n−1+1 is not a factor of q and |q|a = 0 (and so q is a power of b).
As the smallest quasiperiod of v, q is superprimitive. Thus q = b. Since v is a maximal quasiperiodicity, v
is one of the four factors b3
n
of un or ava is a factor of one of the three factors f n(a) of un. Recall that un−1 =
f n−1(b)f n(a)f n−1(b) = b3n−1 f n(a)b3n−1 , and that f n(a) begins and ends with a. Thus when v 6= b3n , the word v is
also a maximal quasiperiodicity of un−1 (which is a power of b) but not the prefix and suffix b3
n−1
of un−1. (Note
that this prefix and this suffix are maximal quasiperiodicities of un−1 since n ≥ 2.)
Case 3: b3
n−1+1 is not a factor of q and |q|a 6= 0.
Let i, j be the integers such that bia is a prefix of q and abj is a suffix of q. Since i ≤ 3n−1 and j ≤ 3n−1 and since
q covers v, we see that powers of b occurring in v are factors of q or of bi+j. Let k be the maximal integer such that
bk is a factor of v. By Fact 4.4, we have k ≤ max(3n−1, i + j) ≤ 2.3n−1. Since q has at least two occurrences in v,
abka is a factor of v, hence of un. By Fact 4.4 and since k < 3n, we deduce that k ≤ 3n−1. Hence v is a factor of one
of the three factors b3
n−1
f n(a)b3
n−1 = un−1 of un (with |v|a 6= 0).
If we summarize the two last cases, we see that when b3
n−1+1 is not a factor of q, then v is one of the four occurrences of
the word b3
n
dans un, or is a maximal quasiperiodicity occurring in one of three factors un−1 of un but which is not the prefix
or the suffix b3
n−1
of these factors un−1. So taking also in consideration case 1, we get for any n ≥ 2,
qn = |b3n f n(a)| + 4+ 3(qn−1 − 2) = 3qn−1 − 2+ |b3n f n(a)|. 
Proposition 4.5.
qn = Θ(|un| log |un|).
Proof. We have see that for all n ≥ 0, |f n(a)| = 3n + 2n3n−1 and |f n(b)| = 3n. Consequently un = 3|f n(a)| + 4|f n(b)| =
(2n+ 7)3n for all n ≥ 0. Moreover by Lemma 4.3, we have qn = 3qn−1 − 2+ 2.3n + 2n3n−1 for n ≥ 2, with q1 = 18. Hence
by induction that for all n ≥ 1,
qn = (n2 + 7n+ 9)3n−1 + 1.
Proposition 4.5 is a direct consequence of previous formulas for un and qn. 
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5. Conclusion
A square is a power of 2 of a non-empty word u, that is, a word of the form uuwith u 6= ε. When u cannot be writtenwk
with k ≥ 2, it is said to be primitive and the square is said to be primitively-rooted. It is well-known that the Fibonacci word
fn containsΘ(|fn| log |fn|) occurrences of primitively-rooted squares [11] (see also [18, Th. 8.2.4]). Our sequence (un)n≥0 has a
similar property. Let Sn(u) be the number of primitively-rooted squares in un.
Proposition 5.1.
Sn(u) = Θ(|un| log |un|). (3)
More precisely for all n ≥ 1, Sn(u) = 3n−1[n2 + 16n+ 332 ] − 32 .
Proof. It can be checked directly that S0(u) = 4 and S1(u) = 32 fulfill the formula. Now observe for n ≥ 2,
un = f n(baba)f n(bab) = b2.3n−1un−1b3n−1un−1b3n−1un−1b2.3n−1 .
Let vv be a square occurring in un with v a primitive word. We let the reader verify that one of the three following cases
holds:
• vv is one of the the |f n(bab)| + 1 factors of un of length |f n(baba)| (to prove this the reader will have to observe that
f n(ba) is a primitive word and to remember that if x is a conjugate of a word y, that is a factor of yy with same length
than y, then x is primitive if and only if y is — see for instance [22]);
• vv occurs in one of the three factors un−1 appearing in the formula above;
• v = b and vv occurs in the prefix b2.3n−1b, in the suffix bb2.3n−1 or in one of the two factors bb3n−1b in the formula above.
Thus, using values of |f n(ab)| for n ≥ 2,
Sn(u) = 3Sn−1(u)+ (2n+ 15)3n−1 + 3.
Formula (3) follows by induction.
The asymptotic value of Sn(u) is a direct consequence of this formula and of the fact that, as already mentioned in the
proof of Proposition 4.5, for n ≥ 0, |un| = (2n+ 7)3n. 
Using Proposition 5.1, and the fact that |un| = (2n + 7)3n, one can observe that the function Sn(u)|un| log2 |un| is strictly
decreasing and tends to 16 log2(3) = 0.10515 · · · . Let us recall from [13] that the number of (repeated) primitively-rooted
squares in fn is Sn(f ) = 45nFn − 25 (n + 6)Fn−1 − Fn−2 + n + 1 (for n ≥ 3) and so Sn(f ) = 2(3−ϕ)5 log2(ϕ)Fn log2(Fn) + O(Fn) where
2(3−ϕ)
5 log2(ϕ)
∼ 0.7962. Observe also that the function Sn(f )|fn| log2 |fn| is strictly increasing. Hence despite Proposition 5.1, Fibonacci
words are more interesting than our words (un)n≥0 when considering primitively-rooted squares. All this discussion allows
us to end citing a still open question of [12]: ‘‘We do not know whether there is a class of words which has a number of repeated
primitive squares larger than Fibonacci words’’.
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