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vRÉSUMÉ
Cette thèse porte sur une nouvelle technique d’imagerie médicale qui permet de déterminer
la distribution de conductivité électrique des tissus d’une région du corps avec une résolution
comparable à celle de techniques courantes d’imagerie par ultrasons. Cette nouvelle technique,
appelée imagerie par « modulation acoustique de conductivité électrique » (MACE), est
basée sur l’interaction entre une onde acoustique et un champ électrique. Dans sa réalisation
expérimentale la plus simple, quatre électrodes placées à proximité de la région à imager
appliquent un courant électrique de faible amplitude et mesurent la différence de potentiel
résultant du passage du courant dans les tissus. Un transducteur ultrasonore focalisé vient
insonifier un voxel de la région d’intérêt, modifiant la distribution de conductivité et, ce
faisant, l’amplitude du potentiel mesuré par les électrodes. Une image de la distribution de
conductivité peut être obtenue en déplaçant l’ensemble capteur-électrodes pour balayer la
région d’intérêt ; l’onde acoustique sert alors d’agent de localisation, tandis que la mesure de
potentiel quantifie la variation de conductivité dans chaque voxel insonifié.
L’imagerie par MACE présente de nombreux avantages mais aussi des défis importants
de mise en œuvre. Puisque ces avantages et défis dépendent de l’application visée, notre dé-
marche a été orientée vers un objectif particulier, soit l’application de l’imagerie par MACE
au diagnostic du cancer du sein. Ce choix est justifié par le potentiel que présente cette
technique pour discriminer une tumeur maligne des autres tissus mammaires. En effet, des
études expérimentales sur des tissus excisés réalisées durant près d’un siècle ainsi que l’ap-
port plus récent des techniques de mesure d’impédance confirment qu’il existe une différence
significative dans les spectres fréquentiels de conductivité électrique des tissus cancéreux et
sains. Le développement de systèmes de tomographie d’impédance électrique (TIE) orientés
vers l’imagerie du sein ne semble pas pouvoir réaliser ce potentiel, principalement parce que
la résolution spatiale de la TIE est insuffisante pour détecter les tumeurs à un stade précoce.
L’imagerie par MACE pourrait contourner cette limite fondamentale de la TIE.
Deux modèles sont proposés dans cette thèse pour réaliser l’imagerie par MACE. Ces
modèles comprennent la formulation des problèmes direct et inverse. Le problème direct vise
à obtenir les signaux de MACE à partir de la connaissance de la distribution de conductivité
électrique du milieu d’intérêt et du protocole d’acquisition de données, tandis que le problème
inverse vise à reconstruire la distribution de conductivité électrique du milieu à partir de
données acquises expérimentalement.
Le premier modèle présenté dans la thèse est basé sur l’utilisation d’une onde acous-
tique bipolaire. Cette forme d’onde est généralement employée avec des transducteurs ayant
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une faible largeur de bande. L’onde produite par une excitation en train d’ondes sinusoïdales
présente des oscillations rapprochées. Lorsque l’épaisseur de l’objet à analyser est petite com-
parativement à la longueur d’onde acoustique, il est possible d’obtenir des signaux de MACE
d’amplitude suffisante pour réaliser une imagerie en effectuant une translation du transduc-
teur. En extrayant de ces signaux l’amplitude de la composante fréquentielle correspondante
à la fréquence d’excitation, nous obtenons une carte de la sensibilité du système électrique
permettant ensuite de reconstruire la distribution de conductivité électrique.
Le second modèle présenté dans la thèse utilise une onde unipolaire pour générer des
signaux de relativement grande amplitude. Deux aspects sont liés au choix de ce type d’onde.
Le premier est que la modulation acoustique est unidirectionnelle car la pression appliquée est
(généralement) aussi unidirectionnelle. En d’autres termes, une pression qui ne produit qu’une
augmentation de la conductivité électrique produira un grand signal résultant de l’intégration
volumique de cette distribution. Le second aspect concerne la forme du champ acoustique.
Puisque l’onde unipolaire n’est pas focalisée, elle insonifie de façon non uniforme tout le
volume conducteur. Dans ce modèle, les données nécessaires à la reconstruction d’images
sont obtenues en faisant une rotation du transducteur autour de l’objet.
Un montage expérimental a été réalisé durant notre projet pour obtenir des informations
nécessaires à l’élaboration des modèles. Ce montage comprend un bassin rempli d’eau dans
lequel sont immergés le transducteur ultrasonore, un hydrophone et une cellule de mesure
dans laquelle se produit l’interaction entre les champs acoustique et électrique. Un système
de positionnement à contrôle numérique permet de déplacer le transducteur relativement à
l’hydrophone et à la cellule de mesure. Cette dernière comporte une cavité dans laquelle
nous plaçons l’objet à analyser et que nous remplissons ensuite d’une solution électrolytique.
La cavité est fermée sur deux faces par une fenêtre acoustique permettant le passage de
l’onde ultrasonore et sur une autre face par des électrodes Ag/AgCl servant à l’application
du courant et à la mesure du potentiel électrique résultant. Un élément novateur de cette
cellule est l’inclusion dans un compartiment étanche des circuits de premier niveau de la
chaîne d’acquisition de données. Le fait de placer ces circuits près des électrodes améliore le
rapport signal sur bruit en réduisant la captation d’interférences électromagnétiques par les
câbles coaxiaux relativement longs qui seraient autrement requis pour compléter la chaîne de
mesure.
Un programme de simulation a été écrit pour la résolution des problèmes direct et inverse.
Ce programme intègre divers éléments de la littérature portant sur la résolution numérique
sans maillage. La résolution des problèmes direct et inverse requiert la résolution de pro-
blèmes électrostatiques où le calcul des distributions de potentiel électrique sur le domaine
conducteur sert de base au calcul de la sensibilité acousto-électrique. Le signal de MACE
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est ensuite calculé en intégrant sur le volume d’intérêt le produit de la sensibilité acousto-
électrique et de la pression. Quant à la reconstruction d’images, elle est réalisée par une
méthode de descente de gradient.
Divers problèmes de complexité croissante ont été traités avec le programme de simulation.
Le dernier problème présenté dans la thèse représente une première version d’un système qui
pourrait être utilisé en pratique pour la détection du cancer du sein in vivo. La géométrie du
problème comprend une cavité de forme hémisphérique de 13,5 cm de diamètre où 9 électrodes
placées en retrait sont utilisées pour l’application du courant et la mesure de différences de
potentiel selon une séquence prédéfinie. Cette approche multi-électrodes permet d’optimiser la
distribution de sensibilité acousto-électrique. La détection d’objets représentant des inclusions
dans le sein a été quantifiée par un ensemble de critères incluant l’amplitude de la conductivité
reconstruite pour chaque objet, la position de leur centre de masse, leur forme dans l’image
et l’amplitude des artefacts autour des objets.
La mammographie est présentement la modalité d’imagerie médicale la plus couramment
utilisée pour le dépistage du cancer du sein. Sa sensibilité moyenne se situe autour de 80 %
et elle est plus faible chez les patientes plus jeunes. L’IRM offrirait, selon des études récentes,
une meilleure sensibilité et la possibilité de détecter des tumeurs de plus petites dimensions
permettant ainsi un traitement précoce. Les coûts d’exploitation des systèmes d’IRM rendent
pour le moment cette modalité inaccessible pour des programmes de dépistage à grande
échelle. L’imagerie par MACE pourrait à terme constituer un compromis intéressant entre la
sensibilité requise pour l’ensemble des patientes et les coûts d’exploitation. Pour atteindre cet
objectif, d’importants progrès devront être réalisés autant dans la modélisation du processus
de formation d’image que dans l’instrumentation servant à l’acquisition de données. Nous
croyons que les travaux décrits dans cette thèse contribueront à l’atteinte de cet objectif.
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ABSTRACT
This thesis describes a new medical imaging technique for determining the electrical
conductivity distribution of tissues in a body region with a resolution comparable to that
of current ultrasound techniques. The new technique, henceforth referred to as "Acousto-
Electric Conductivity Modulation" (AECM) imaging, is based on the interaction of a sound
wave with an electrical field. In its simplest form, four electrodes located near the region to be
imaged apply a low-amplitude electrical current and measure the potential difference arising
from current flow in the tissues. A focused ultrasound transducer directs a pressure wave
to a voxel of the region of interest, modifying its conductivity distribution and, as a result,
the amplitude of the potential measured by the electrodes. An image of the conductivity
distribution can thus be constructed point-by-point by moving the electrodes and transducer
to scan the object. In this context, the acoustic wave acts as the localization agent while the
electrical potential provides a measure of the local conductivity change that occurs in the
voxel.
AECM imaging presents several advantages but also implies addressing significant diffi-
culties in its deployment. Since the advantages and implementation difficulties depend on
the intended application, we have focused on achieving a specific objective: applying AECM
imaging to the diagnosis of breast cancer. The rationale for this choice is the potential pre-
sented by AECM imaging for discriminating cancerous tumors from healthy breast tissue.
Indeed, experimental studies on excised tissues carried out over nearly a century, supported
by more recent wideband tissue impedance measurements, have shown that there are signif-
icant differences in the electrical conductivity spectra of cancerous and normal tissues. Yet
electrical impedance tomography (EIT) systems specifically designed for breast imaging do
not seem to be capable of providing the required tissue discrimination characteristics, mainly
because the low spatial resolution of EIT prevents detecting tumors at an early stage. AECM
imaging could overcome this inherent limitation of EIT.
Two models are proposed in this thesis for implementing AECM imaging. Formulations
for the forward and inverse problems are provided for both models. The forward problem
involves computing the AECM signals given the electrical conductivity distribution of the
medium and the data acquisition protocol. The inverse problem involves reconstructing
the electrical conductivity distribution of the medium from experimentally acquired AECM
signals.
The first model presented in the thesis is based on the use of bipolar acoustic waves
for excitation. This waveform is generally used with narrow band transducers. Acoustic
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waves generated by an ultrasound transducer driven with a burst of sine waves consists of
alternating compression and rarefaction phases which tend to cancel each other in terms of
the conductivity changes they produce. However when the thickness of the target object is
small compared to the wavelength of the acoustic wave, this cancelling effect will not occur
and the AECM signals will have sufficiently high amplitude to achieve image reconstruction
using successive transducer positions to scan the region of interest. By extracting from the
spectra of the AECM signals the amplitude of the peak at the excitation frequency, a map
of the acousto-electric sensitivity of the system can be obtained. This map is then used to
reconstruct the electrical conductivity distribution.
The second model presented in the thesis uses a unipolar acoustic wave to generate
AECM signals of relatively large amplitude. There are two aspects related to this type
of wave. The first aspect is that the acoustic modulation is unidirectional if the applied
pressure is unidirectional. As a result, a positive pressure only produces an increase in
electrical conductivity and this will result in a large AECM signal even when the thickness
of the object is large. The second aspect concerns the shape of the acoustic field. Since the
unipolar acoustic wave is not focused, it modulates the conductivity over a large area, and
thus the associated AECM signals needs to be processed through a reconstruction algorithm
so as to recover local conductivity. In this model, the data required for image reconstruction
are acquired by rotating the transducer around the target object.
An experimental setup has been developed during our project to get values of certain
parameter that are required to define the numerical models. The setup comprises a large
tank which is filled with water and in which are immersed the ultrasound transducer, a
hydrophone and a measurement cell. The acousto-electric interaction takes place within this
cell. A computer controlled positioning system allows precise displacements of the transducer
relative to the hydrophone and the measurement cell. This cell comprises a cavity in which
the object to be analyzed is placed and that is then filled with an electrolytic solution. The
cavity is closed on two sides by an acoustic window to allow propagation of the ultrasound
wave and on another side by six Ag/AgCl electrodes that are used to apply current and to
measure the resulting electrical potential. A novel aspect of this cell design is the inclusion,
within a watertight compartment, of the critical front-end circuits of the data acquisition
chain. Placing these circuits close to the electrodes improves the system’s signal-to-noise
ratio since coupling of electromagnetic interference is minimal, compared to a more common
setup where electrodes must be connected to the rest of the measurement chain by relatively
long coaxial cables.
A simulation program has been developed to solve the forward and inverse problems. This
program integrates several elements from the literature on meshless numerical techniques for
xsolving boundary-value problems. The forward and inverse problems require solving electro-
static problems and the computed potential fields are then used to obtain the acousto-electric
sensitivity field of the configuration. The AECM signal is finally computed by integrating
over the volume of interest the product of the acousto-electric sensitivity field and the pressure
field. Image reconstruction is performed with a gradient-descent method.
Several problems of increasing complexity have been solved with the simulation program.
The last problem described in the thesis represents what could be a first practical system for
AECM imaging applied to breast cancer detection. The geometry for this problem is that of a
13.5 cm diameter hemispherical cavity encircling the breast with 9 recessed electrodes that are
used to apply current and measure potential differences in a predefined sequence. This multi-
electrode configuration allows optimizing the acousto-electric sensitivity field. Detection
of objects representing inclusions in the breast has been tested with this numerical model
and quantified by a set of criteria including the reconstructed conductivity of each object,
the position of their center of gravity, the objects shape deformation and the amplitude of
artefacts surrounding the objects.
Mammography is presently the most widely used medical imaging procedure for breast
cancer screening. The average sensitivity of this technique is 80 % but it is less for younger
women. According to recent studies, MRI offers a higher sensitivity and the possibility of
detecting very small tumors, thus allowing earlier treatment. The operating costs of MRI
systems are at the moment too high to consider using the modality for breast cancer screening
on a large scale. AECM imaging could eventually provide an interesting compromise between
operating costs and the sensitivity required for screening patients of all ages. To achieve this
goal, significant progress will be needed in both the modeling of AECM image formation and
in the instrumentation for acquiring data in vivo. We believe that the work described in this
thesis contributes to attaining this objective.
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1CHAPITRE 1
INTRODUCTION
Le cancer du sein est, à l’heure actuelle, le type de cancer le plus fréquent chez les femmes 1
et le second type de cancer le plus mortel pour les femmes au Canada (Comité directeur de
la Société canadienne du cancer, 2011). Il atteint environ une femme sur neuf et est la cause
de décès d’environ une femme sur 29. Ainsi, chaque année dans ce pays, environ 23 000
nouveaux cas sont diagnostiqués et 5100 décès sont associés à cette maladie. Il est reconnu
qu’un dépistage précoce de cette maladie et des traitements médicaux adaptés permettent
d’améliorer les chances de survie.
La mammographie est la modalité d’imagerie médicale la plus couramment utilisée pour
le dépistage des tumeurs mammaires malignes. La sensibilité de cette modalité, soit la pro-
portion de cancers détectés à partir des mammogrammes lorsqu’il y a tumeurs dans le tissu
(National Cancer Institute, 2012), est globalement d’environ 80 % et est plus faible chez
les femmes jeunes où les tissus sont plus denses. Cela tient au fait qu’hormis les micro-
calcifications qui peuvent les accompagner, les tumeurs du sein présentent un faible contraste
radiologique, et leur détection précoce est alors d’autant plus difficile qu’à ce stade leur
taille est petite. On reproche souvent à la mammographie d’utiliser un rayonnement ionisant,
contribuant ainsi à élever le risque de développement du cancer que l’on cherche à détecter.
On reconnait toutefois que, chez les femmes de plus de 40 ans, l’accroissement du risque est
largement compensé par les avantages du dépistage. Cela étant, il demeure qu’il y a toujours
un intérêt pour viser à remplacer la mammographie par des modalités d’imagerie non io-
nisantes, principalement l’ultrasonographie, et l’imagerie par résonance magnétique (IRM).
Pour l’instant, ces modalités servent surtout à la compléter (Lee et al., 2010) pour obtenir
un meilleur diagnostic. En effet, même à plus de 80 % de sensibilité globale, les tumeurs
qui échappent au diagnostic précoce sur examen des mammogrammes sont encore trop nom-
breuses ; pour les cas difficiles ou douteux, on fait alors appel à l’utilisation de méthodes
adjuvantes pour poursuivre l’examen. À cet égard, l’ultrasonographie est en effet particuliè-
rement utile chez les sujets ayant des tissus denses, où la sensibilité de la mammographie est
moindre ; elle est aussi utile pour guider les biopsies à partir desquelles sera posé le diagnostic
final de la pathologie. Pour ce qui est de l’IRM, bien que de récentes études de Kuhl et al.
(2010) avancent qu’elle serait supérieure à la mammographie pour son rendement diagnostic
1. Ceci exclut la catégorie « cancer de la peau autre que le mélanome ». Les cancers de cette catégorie
sont directement responsables de très peu de décès.
2(un terme lié à la sensibilité), on ne peut envisager son utilisation à grande échelle pour le
dépistage pour des raisons d’accessibilité et de coûts.
Parmi les nouvelles techniques non invasives qui ont été suggérées pour l’imagerie du can-
cer du sein figure la cartographie de la conductivité électrique (Holder, 2005) ; le cancer peut
y être révélé du fait que la conductivité électrique d’une tumeur maligne est significativement
plus élevée que celle des autres tissus mammaires (Jossinet, 1996; Surowiec et al., 1988). Cette
cartographie peut être présentement obtenue par une modalité d’imagerie appelée tomogra-
phie d’impédance électrique (TIE). La TIE utilise les signaux de tension captés autour de
l’organe en réponse à l’application d’un courant. Cette modalité possède une résolution 2 qui
permet difficilement de détecter les tumeurs à un stade précoce.
Figure 1.1 Illustration de la modulation de la conductivité électrique par une onde acoustique. La conduc-
tivité augmente durant la phase de compression en raison de l’augmentation de la densité ionique.
Récemment, Zhang et Wang (2004) ont proposé une nouvelle méthode d’imagerie de
conductivité électrique ayant le potentiel d’offrir une résolution supérieure à celle de la TIE.
Cette méthode repose sur un effet qu’exerce une onde acoustique se propageant dans une so-
lution ionique. Cet effet est illustré ci-dessus à la figure 1.1 pour une onde de compression du
type produit par un transducteur ultrasonore. Compte tenu de la compressibilité de la solu-
tion, l’onde fera augmenter la densité ionique durant sa phase de compression et, inversement,
la fera réduire durant la phase de raréfaction, modulant ainsi la conductivité électrique 3 de la
solution à la fréquence de l’onde. On peut observer cette modulation en injectant un courant
dans la solution, puis en enregistrant les variations de potentiels associés (voir figure 1.2).
2. En TIE, avec un ensemble de 16 électrodes, la résolution est de l’ordre de 10 % de la taille de l’organe
imagé, soit environ 1,5 cm pour un sein de 15 cm.
3. La pression acoustique module aussi la conductivité électrique par d’autres mécanismes que celui lié à
la densité ionique. Ceux-ci seront présentés à la section 2.1.1.
3L’amplitude de ces variations enregistrées est proportionnelle à l’inverse de la conductivité.
Puisqu’elles ne proviennent que de la région insonifiée, on sera en mesure de cartographier
la conductivité en déplaçant le transducteur dans un plan perpendiculaire à la direction de
propagation, de manière à balayer tout le tissu. La résolution du système d’imagerie sera
d’autant meilleure que l’onde ultrasonore pourra être focalisée, et donc confinée à une région
de petite taille, qui sera typiquement de l’ordre du millimètre.
Figure 1.2 Illustration de la modulation de la conductivité électrique d’un objet mince par une ondelette
acoustique focalisée. Seule une petite région subit l’effet de modulation. Grâce au passage d’un courant
entre une électrode source et une électrode puits, la région de conductivité modulée est à l’origine d’une
différence de potentiel V , qui varie à la fréquence du signal acoustique et dont l’amplitude de l’enveloppe est
proportionnelle au courant injecté et à l’amplitude de l’ondelette. La phase est toutefois inversée.
Ce principe d’imagerie ne peut toutefois s’appliquer qu’à des structures minces, d’épais-
seurs plus faibles que la demi-longueur d’onde acoustique. Au-delà de cette épaisseur, la
variation nette de conductivité diminuera, au point même de devenir nulle pour une épais-
seur d’une longueur d’onde, l’effet d’un demi-cycle du signal de pression annulant celui du
demi-cycle précédent.
La figure 1.3 illustre la formation du signal de MACE au moment où l’onde acoustique
traverse une région de conductivité uniforme, le courant étant injecté comme à la figure 1.2.
Dans le premier cas, la région est balayée par une ondelette acoustique de moyenne nulle
(onde bipolaire), dans le deuxième par une onde unipolaire. Comme le montre cette figure
(partie (b)), l’onde bipolaire produit un signal de MACE nul pour toute la région insonifiée,
sauf aux interfaces d’entrée et de sortie. Ceci peut être vu comme le résultat d’un filtrage
passe-bande de la distribution de conductivité qui, dans ce cas-ci, se présente comme un
4créneau. Comme le montre la figure 1.3c, l’onde unipolaire est pour sa part associée à un
filtrage passe-bas et permet de produire un signal non nul dans la région insonifiée. Une telle
onde serait ici mieux adaptée pour obtenir un signal de MACE reflétant plus fidèlement la
distribution de conductivité.
Figure 1.3 Signal de MACE pour un échantillon profond. L’échantillon d’épaisseur τ est disposé comme à
la figure 1.2, mais est de plus grande épaisseur. (a) L’échantillon est homogène et on suppose, pour simplifier,
que la densité de courant injectée est uniforme. L’onde acoustique est soit bipolaire, soit unipolaire, et se
propage à la vitesse c. (b) Réponse pour une onde bipolaire : le signal VMACE est nul pour tout le temps
où l’onde acoustique traverse l’échantillon, à l’exception seulement de transitoires à l’entrée et à la sortie de
celui-ci. (c) Réponse pour une onde unipolaire : le signal VMACE est non nul pour tout l’échantillon.
Dans un travail de modélisation, Yang et al. (2011) ont ainsi proposé d’utiliser un tel
signal unipolaire pour produire des signaux de MACE destinés à faire l’imagerie 3D à haute
résolution (de l’ordre du mm) de propriétés électriques de tissus 4. Pour ce faire, ils définissent
un champ acoustique confiné à une petite région, tant en direction latérale (comme à la figure
1.2) que dans la direction axiale de propagation. La figure 1.4, que nous avons obtenue par
simulation de la réponse d’un transducteur, illustre la difficulté que pose la mise en œuvre
de leur approche. Alors qu’effectivement la focalisation permet, dans cet exemple, d’obtenir
une zone d’environ 1 mm × 4 mm où l’amplitude de la pression est très élevée, il est clair
que le champ de pression couvre une région beaucoup plus grande que cette zone focale. Il
s’ensuit que le signal de MACE enregistré par les électrodes de mesure contiendra, en plus
des effets acousto-électriques désirés de la zone focale, ceux d’une multitude de points de
régions distales. Ce qui est plus étonnant, c’est que, dans cet exemple, la contribution des
régions distales au signal de MACE se trouve à être beaucoup plus importante que celle
de la région focale. En effet, dans un cas où les électrodes seraient situées loin de la région
d’interaction acousto-électrique, la région focale ne contribuerait que pour 0,04 % de tout
le signal de tension produit 5. En somme, pour l’imagerie de conductivité 3D utilisant un
4. Ces auteurs ont étudié un problème de reconstruction de densité de courant par interaction acousto-
électrique.
5. On calcule ceci en faisant l’intégrale volumique de la pression acoustique pour la région focale définie
5champ unipolaire focalisé, il faut réaliser que le signal de MACE intègre la réponse acousto-
électrique d’une région beaucoup plus grande que la zone focale, et ne reflète pas seulement
une propriété locale au foyer. En termes d’un modèle de formation du signal de MACE, on
devrait donc considérer que ce signal est produit par une projection en un point temporel de
valeurs pondérées de la conductivité, l’axe temporel correspondant à celui de la propagation
de l’onde acoustique. À cause de cela, nous estimons que des méthodes dites de reconstruc-
tion (au sens de reconstructions tomographiques), ou encore plus généralement de résolution
de problèmes inverses, s’imposent pour l’imagerie de MACE de structures profondes. Le dé-
veloppement d’une telle méthode de reconstruction pour l’imagerie de conductivité du sein
constitue l’objectif principal de cette thèse.
Figure 1.4 Représentation en coordonnées polaires d’une distribution de pression acoustique unipolaire
axisymétrique simulée. On simule un transducteur circulaire de 6,4 cm de diamètre focalisé à environ 6 cm.
La taille au foyer de la région à mi-intensité est d’environ 1 × 4 mm2 en direction de propagation (z) et en
direction radiale (ρ), respectivement. La distribution en 3D est obtenue par rotation de la distribution polaire
autour de l’axe z.
1.1 Objectifs de recherche
L’objectif principal de ce projet est de contribuer au développement d’une nouvelle moda-
lité d’imagerie de la conductivité destinée au diagnostic du cancer du sein et utilisant un effet
de modulation de conductivité par une onde acoustique. Cette modalité est donc de nature
multiphysique, faisant appel à des notions du domaine de l’électromagnétisme et du domaine
de l’acoustique, et pourrait être utilisée comme méthode adjuvante à la mammographie. Plus
spécifiquement, il s’agit :
au-dessus de la pression crête à mi-hauteur par rapport à l’intégrale sur tout le volume.
61. de développer les modèles mathématiques décrivant les effets de la modulation acous-
tique de conductivité électrique en vue de leur application à la formation de l’image de
conductivité ;
2. d’obtenir les données expérimentales requises pour la mise en œuvre numérique des
modèles mathématiques ;
3. de résoudre le problème direct de formation de signaux acousto-électriques pour des
structures minces (problème quasi 2D) et profondes en vue d’obtenir des signaux de
synthèse ;
4. de valider expérimentalement la résolution du problème direct d’imagerie par modula-
tion acoustique de conductivité électrique ;
5. de résoudre le problème inverse de conductivité électrique utilisant les signaux de syn-
thèse.
1.2 Contributions originales
Cette thèse contribue à l’avancement de l’imagerie de la conductivité électrique par mo-
dulation acoustique de conductivité électrique, en particulier pour une application éventuelle
au diagnostic du cancer du sein.
La principale contribution de la thèse est le développement d’un modèle et d’une méthode
originale pour déterminer la conductivité électrique 3D d’un tissu de la taille du décimètre
en utilisant une interaction acousto-électrique qui la module. À notre connaissance, il s’agit
à ce jour du seul modèle et de la seule méthode applicables à la résolution de ce problème
acousto-électrique. Ceci tient au fait principalement que nous y utilisons un champ acoustique
unipolaire physiquement réalisable, plus spécifiquement un champ unipolaire qui n’a pas
à être confiné à la zone focale du transducteur. En outre, le modèle et la méthode sont
développés pour une distribution de conductivité arbitraire et ne sont pas restreints aux cas
où cette distribution décrirait un milieu légèrement inhomogène.
Les autres contributions sont essentiellement reliées à la mise en œuvre du modèle et
de la méthode. Ainsi, la conductivité est déterminée en résolvant numériquement, de façon
itérative, un problème inverse, lequel, à son tour, fait appel à la résolution d’un problème
direct. Pour résoudre le problème direct, une méthode numérique dite « sans maillage »
originale a été développée ; par la suite, la représentation discrète sans maillage a servi à
développer l’application originale que constitue la résolution numérique du problème inverse
acousto-électrique en 3D.
Certains paramètres du modèle ont été définis à partir de mesures expérimentales effec-
tuées dans notre laboratoire. Les expériences ont permis d’observer certains effets acousto-
7électriques et ont, en outre, servi à valider certaines parties du modèle. Pour ce faire, une
cellule de mesure a été développée, puis caractérisée.
1.3 Plan de la thèse
Le chapitre 2, à la suite de cette introduction, expose les développements théoriques asso-
ciés aux problèmes direct et inverse de l’imagerie par modulation acoustique de conductivité
électrique. Ce chapitre débute par une présentation d’éléments trouvés dans la littérature
scientifique avant de traiter des contributions apportées par ce projet.
Le chapitre 3 traite de la réalisation expérimentale. Quelques configurations de montages
tirées de la littérature sont d’abord illustrées. Le montage réalisé dans le cadre de ce projet
pour l’acquisition de signaux de MACE est ensuite détaillé. Puis, une analyse des signaux
recueillis et leur interprétation permettent de tirer des conclusions sur différentes manières
d’améliorer ce montage.
Le chapitre 4 décrit la mise en œuvre de la méthode de résolution numérique.
Les chapitres 5 à 7 servent à illustrer l’application de la méthode proposée pour la réso-
lution de problèmes acousto-électriques. Le premier de ces chapitres traite de l’application
des modèles d’onde bipolaire et unipolaire sur un objet mince. Le second de ces chapitres
contient une analyse pour la méthode d’onde unipolaire sur un objet mince possédant plu-
sieurs configurations d’électrodes. Une analyse de détection d’un objet présent dans la scène
est réalisée pour un système d’acquisition soumis à un bruit de mesure. Le troisième de ces
chapitres traite de l’imagerie de conductivité électrique sur des géométries profondes par la
méthode d’onde unipolaire. Un problème dont la géométrie est adaptée à l’imagerie du sein
y est analysé.
Le chapitre 8 termine le document en faisant un sommaire des contributions apportées
par ce travail de doctorat et discute des avenues de recherche ouvertes.
8CHAPITRE 2
MODÉLISATION
Ce chapitre présente les modèles d’imagerie par modulation acoustique de conductivité
électrique qui seront utilisés dans ce projet. Ces modèles incluent une représentation du fais-
ceau acoustique utilisé afin d’obtenir une résolution adéquate de la distribution de conduc-
tivité électrique sur le domaine visé. Ces modèles sont aussi adaptés aux conditions expé-
rimentales qui seront présentes afin d’obtenir une représentation correcte de cette variable.
Ces modèles ont été développés afin de permettre une imagerie robuste au bruit de mesure
et aux différentes incertitudes (positionnement, conditions expérimentales. . .).
Le but de ces modèles est d’obtenir une formulation permettant d’appliquer l’imagerie
par MACE sur de grands volumes et de décrire les conditions à satisfaire pour que cette tech-
nique puisse s’appliquer à la détection du cancer du sein. Pour ce faire, le domaine imagé doit
atteindre plusieurs centimètres dans les trois dimensions. De plus, la conductivité électrique
dans ce domaine pourra être fortement inhomogène, tel qu’observé expérimentalement (Jos-
sinet, 1996; Surowiec et al., 1988). Les modèles proposés ici visent à respecter ces conditions.
Ce chapitre débute par un sommaire de la phénoménologie de la MACE et des modèles
relatifs à l’imagerie par MACE suggérés dans la littérature. Deux modèles ont été développés
dans le cadre de ce projet. Le premier modèle, décrit à la section 2.2, est basé sur une méthode
par onde bipolaire. Le second modèle, décrit à la section 2.3, repose sur l’utilisation d’une
onde acoustique unipolaire large et sera celui préconisé pour l’imagerie de grands volumes.
2.1 Revue de littérature
2.1.1 Interactions acousto-électriques concomitantes : modulation de conducti-
vité et effet Debye
On observe, depuis quelques années, un regain d’intérêt pour étudier l’effet de la pression
sur la conductivité électrique d’un électrolyte, notamment en vue d’applications éventuelles
dans le domaine biomédical (Jossinet et al., 1998). Cet effet est toutefois connu depuis plus
d’un siècle, selon ce qui est rapporté dans les résumés d’articles publiés par The Royal Society
of Chemistry (1899, 1909). En effet, Körber (Körber, 1909), faisant suite aux travaux de
Bogojawlensky et Tammann (1898), avait déjà observé l’effet de la pression statique sur
la conductivité électrique de solutions salines et montré qu’une augmentation de pression
9faisait augmenter proportionnellement la conductivité électrique 1. Fox et al. (1946) semblent
toutefois être les premiers à avoir utilisé une onde acoustique de 0,5-2,5 MHz pour moduler
la conductivité de l’électrolyte, leur but étant d’utiliser le phénomène pour concevoir un
dispositif de mesure de l’intensité d’un signal ultrasonore.
La modulation de conductivité n’est cependant pas le seul effet de nature électrique que
produit le passage d’une onde ultrasonore dans un électrolyte. À la propagation de l’onde
est associé un déplacement particulaire que l’on peut décrire comme un mouvement de va-
et-vient autour d’un point d’équilibre. Ce mouvement se fait selon l’axe de propagation et
peut différer pour l’une et l’autre des espèces ioniques, notamment à cause de leurs mobilités
respectives. Ceci donne lieu en quelque sorte à une séparation momentanée des ions positifs et
négatifs. Cet état de polarisation, dont l’amplitude et l’orientation changent à tous les demi-
cycles de l’onde, est la source d’un potentiel appelé potentiel de vibration ou, à l’origine, effet
Debye.
Les articles de Jossinet et al. (1999) et de Lavandier et al. (2000a,b) présentent une vali-
dation expérimentale de ces phénomènes et précisent l’amplitude des effets. Le montage ainsi
qu’une des cellules de mesure utilisées sont illustrés à la figure 2.1. La cellule de mesure est
constituée d’une paire d’électrodes reliées à une source de courant et d’une paire d’électrodes
mesurant la tension. Le signal acoustique modulant la conductivité est un train d’ondes si-
nusoïdales de 10 cycles. Lorsqu’il y a passage de courant, la tension mesurée contient ce
qui provient du potentiel de vibration, auquel s’ajoute ce qui provient de la modulation de
conductivité. Un exemple de signal mesuré est montré à la figure 2.1c. Cette tension (qui ici
a été moyennée par l’oscilloscope) est de l’ordre de la centaine de microvolts, mais pourrait
être beaucoup plus faible si les électrodes étaient plus éloignées les unes des autres. Lorsqu’il
n’y a pas de courant injecté, le signal de tension mesuré ne résulte que du potentiel de vibra-
tion ; lorsqu’il y a injection de courant, ce signal mesuré résulte de la somme de la tension
provenant de l’effet Debye et de celle provenant de la modulation de conductivité, laquelle
est proportionnelle au courant. Pour isoler la composante provenant de la modulation de
conductivité, il suffit donc de soustraire deux mesures de tension, l’une prise en présence
de courant, l’autre sans courant. Un tel traitement est nécessaire pour obtenir le signal de
modulation de conductivité, compte tenu que les tensions provenant de l’effet de Debye et
de la modulation de conductivité sont du même ordre de grandeur lorsqu’on utilise la cellule
de mesure de la figure 2.1b.
1. Selon Fox et al. (1946), cette augmentation de conductivité surviendrait jusqu’à environ 1000 atmos-
phères.
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Figure 2.1 Validation expérimentale : montage, cellule de mesure et signal mesuré. (a) Schéma d’un montage
pour la mesure de signaux provenant de la modulation acoustique de la conductivité et de l’effet Debye
(Lavandier et al., 2000a) (schéma redessiné et traduit). (b) Cellule de mesure constituée de 4 électrodes
dégainées dans la région centrale. La paire d’électrodes externes, distantes l’une de l’autre d’environ 7 mm,
sert à injecter le courant. La paire interne d’électrodes sert à mesurer la différence de potentiel résultant
de l’interaction acousto-électrique. (c) Exemple de signal de tension mesuré et moyenné par l’oscilloscope
numérique lorsque le train d’ondes acoustique de 10 cycles, d’amplitude crête de l’ordre de 1 MPa, traverse la
cellule de mesure (adapté de Lavandier et al. (2000a)). L’amplitude de ce signal correspond à celle à l’entrée
de l’amplificateur. Une amplitude beaucoup plus faible serait observée si la distance entre les électrodes était
de l’ordre du centimètre.
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2.1.2 Phénoménologie de la modulation acoustique de conductivité électrique
La phénoménologie de la MACE dans des solutions électrolytiques ayant des ions monova-
lents a été décrite par Jossinet et al. (1998, 1999). Les auteurs décrivent quantitativement la
manière avec laquelle les variations de pression et de température induites par l’onde acous-
tique ont une influence sur la concentration ionique et sur la mobilité des ions. Les éléments
principaux de cette description sont repris ici.
L’équation de la conductivité électrique pour une solution contenant un électrolyte binaire
est :
σ = Fk±αC(z+u+ + z−u−) (2.1)
avec
σ : conductivité électrique de la solution (S/m) ;
F : constante de Faraday (96 500 C/mol) ;
k± : activité ionique moyenne ;
α : coefficient de dissociation ;
C : concentration volumique (mol/m3) ;
z+, z− : nombre de charges du cation et de l’anion, respectivement ;
u+, u− : mobilité du cation et de l’anion, respectivement (m2/s/V).









+ d(z+u+ + z−u−)
z+u+ + z−u−
(2.2)
Ces variables sont affectées par les variations de pression et de température produites
lors de la propagation de l’onde acoustique. Pour une petite région contenue dans le faisceau
ultrasonore, les cycles rapides de compression et de décompression s’accompagnent simulta-
nément d’une augmentation, puis d’une diminution de la température. Ces variations étant
de courte durée, les échanges de chaleur dus à la diffusion pourront être négligés et le cycle
de compression/décompression sera alors considéré comme adiabatique.
L’influence de cette onde acoustique sur les différentes variables est décrite ici.
Concentration (C) Comme présenté dans l’introduction, les variations de pression dans
l’électrolyte s’accompagnent de variations de concentration ionique. Le changement de concen-



























dP = βSdP (2.3)
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où P est la pression, βS est la compressibilité adiabatique et N est le nombre d’ions contenus
dans le volume V .
Coefficient d’activité ionique moyen (k±) Ce coefficient décrit l’influence des forces
coulombiennes et l’encombrement au mouvement des ions. Pour des solutions très diluées, les
ions interagissent très peu et la conductivité est pratiquement proportionnelle à la concen-
tration du soluté. Le facteur k± vaut alors approximativement 1. Cependant, lorsque la
concentration est augmentée, cette relation de proportionnalité est de moins en moins véri-
fiée. La force ionique totale ne peut alors plus être approximée comme étant la somme des
contributions individuelles des ions isolés. Puisque le coefficient de l’activité ionique moyenne
sert à prendre en compte l’effet global, il devient alors <1.
Dans le cas présent, où les solutions utilisées seront diluées (solution de NaCl de l’ordre
de 9 g/L), cette variation de k± sera négligée.
Coefficient de dissociation (α) Ce coefficient représente la fraction du soluté solubilisé.
Pour les électrolytes forts comme le NaCl, où le coefficient de dissociation est près de 1, cette
valeur varie très peu selon la pression et la température. Pour la situation présente, le terme
dα/α sera donc négligé.
Mobilité ionique (u+, u−) et viscosité La mobilité ionique représente la facilité d’un ion
à se déplacer dans un fluide. Elle correspond à la vitesse maximale atteinte lorsque l’ion est
soumis à un champ électrique unitaire et uniforme. Cette facilité de déplacement est liée à la
viscosité du fluide et à la taille de l’ion. Selon le modèle de Stokes, la mobilité est inversement
proportionnelle à la viscosité.
La viscosité du solvant varie selon la température et la pression. Pour tous les solvants,
la viscosité diminue lorsque la température augmente. La mobilité ionique augmente alors
d’environ 2 % par degré Kelvin, mais elle dépend du type d’ions. Ce coefficient thermique
est exprimé par mT .
Pour ce qui est de l’influence de la pression, en règle générale, son augmentation pro-
voquera l’augmentation de la viscosité du solvant. Ceci peut être compris en définissant la
viscosité comme la difficulté des molécules à se déplacer les unes par rapport aux autres.
L’augmentation de la pression fait diminuer le volume contenant un nombre fixe de mo-
lécules. L’augmentation de la densité volumique fait augmenter l’achalandage et rend les
mouvements plus difficiles.
Le cas de l’eau sous les 33 ◦C et sous 150 MPa est cependant l’exception à cette dernière
règle. La relation de la viscosité en fonction de la pression est présentée à la figure 2.2. La
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présence de liaisons hydrogènes entre les molécules produit une structure très forte dans
l’eau, faisant augmenter la viscosité. Cependant, ces liaisons hydrogènes sont affaiblies par
la hausse de pression, ce qui produit une diminution de la viscosité. À basse température,
ce dernier effet l’emporte sur celui de la hausse de la densité volumique, causant ainsi une
diminution nette de la viscosité (Franks, 1972).
L’expression de la variation de la mobilité u selon les variations de pression P et de













































= mTΘdP −HPdP (2.4)
où η est la viscosité, mT est le coefficient thermique de la mobilité ionique et HP est le coef-
ficient de variation de viscosité avec la pression. La troisième égalité a utilisé la relation de
proportionnalité inverse entre la mobilité et la viscosité. Le coefficient Θ = ∂T
∂P
liant l’aug-
mentation de la température avec la pression a été inclus pour rendre l’équation dépendante
de la variation de pression uniquement.
Forme finale du changement de conductivité Le changement de conductivité peut





+ d(z+u+ + z−u−)
z+u+ + z−u−
= βSdP+
z+u+ (mT+Θ−HP ) + z−u− (mT−Θ−HP )
z+u+ + z−u−
dP (2.5)
⇒ dσ ≈ σ
[
βS −HP + Θz+u+mT+ + z−u−mT−
z+u+ + z−u−
]
dP = σKIdP (2.6)
où les coefficients thermiques de mobilité ioniquemT+ etmT− ont été spécifiés respectivement
pour le cation et l’anion.
Un schéma résumant ces différents effets à l’origine des changements de conductivité est
montré à la figure 2.3.
Typiquement, pour un électrolyte comme le NaCl ou le KCl dans l’eau, la valeur de KI
est de 95× 10−11 Pa−1. Ce résultat provient de la constante de compressibilité βS d’environ
46 × 10−11 Pa−1, du coefficient de proportionnalité entre la viscosité et la pression HP =
−17, 3 × 10−11 Pa−1 et de la variation de mobilité ionique avec la pression d’environ 32 ×
10−11 Pa−1. Cette dernière valeur provient du produit de Θ ≈ 1, 4× 10−8 K Pa−1 avec mT+
ou mT−. Par exemple, la modulation de conductivité électrique qui serait produite par une
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Figure 2.3 Schéma des interactions entre les principaux phénomènes à l’origine de la MACE. La variation
de concentration résulte d’une variation de pression acoustique lors de cycles adiabatiques. La variation de
mobilité ionique résulte des variations de viscosité induites par deux mécanismes découlant l’un et l’autre de
la variation de pression.
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pression acoustique de 1 MPa est :
dσ = σKIdP = σ(95× 10−11 Pa−1)× (106 Pa) = 95× 10−5σ ≈ 0, 001σ (2.7)
2.1.3 Imagerie par modulation acoustique de conductivité électrique
Les premiers travaux
Zhang et Wang (2004) sont les premiers à avoir démontré expérimentalement le potentiel
de la MACE pour produire une image de conductivité électrique. Leur expérience consiste à
appliquer une pression acoustique locale au moyen d’un faisceau ultrasonore et à mesurer à
l’aide d’électrodes la variation d’impédance produite (figure 2.4). Cette mesure renseigne sur
la conductivité électrique à la position spécifique de la perturbation. La procédure est reprise
en déplaçant le transducteur pour balayer la région à analyser. La résolution de l’image est
limitée par la taille du faisceau ultrasonore, pouvant atteindre l’ordre du millimètre au foyer.
L’image de la conductivité est ici produite directement, sans avoir à recourir à un processus
de reconstruction. Ceci est rendu possible du fait que le transducteur et les électrodes sont
solidaires et qu’ainsi la tension mesurée ne varie qu’en fonction de la conductivité.
Figure 2.4 Montage utilisé par Zhang et Wang (2004) pour cartographier la conductivité électrique d’un
échantillon (schéma redessiné et traduit). Un courant est appliqué avec les deux électrodes externes et le
potentiel résultant est enregistré par les deux électrodes internes. Un transducteur excité par un train d’ondes
(5 cycles à 1 MHz) émet une onde ultrasonore focalisée le long de l’axe médian des électrodes. Le balayage
est effectué en déplaçant le transducteur et les électrodes dans un plan parallèle à l’échantillon.
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Leur montage soulève toutefois certains problèmes d’interprétation des résultats. L’échan-
tillon analysé est d’une épaisseur de plusieurs longueurs d’ondes et le signal acoustique devant
moduler la conductivité est bipolaire. Comme mentionné dans l’introduction de la thèse, ceci
donne lieu à une situation où, pour chacun des cycles, les effets de l’augmentation et ceux de
la diminution de conductivité se superposent, pouvant ainsi réduire de beaucoup l’amplitude
du signal de MACE. La disposition particulière des électrodes qu’utilisent ces auteurs permet
toutefois de contrer cet effet. Comme nous le verrons plus loin, les électrodes de mesure ont
une zone de captation effective 2 qui est étroite, ce qui favorise les signaux acousto-électriques
provenant de leur voisinage immédiat.
Ce montage nécessite de déplacer simultanément les électrodes et le faisceau ultrasonore.
Une méthode plus intéressante consisterait à utiliser des électrodes fixes disposées sur la
frontière de l’échantillon, le faisceau ultrasonore pouvant être translaté par déplacement du
transducteur ou électroniquement. Dans ce cas, la zone de captation serait beaucoup plus
grande, et la méthode ne pourrait être utilisée avec efficacité qu’avec des échantillons d’une
épaisseur plus petite que la demi-longueur d’onde. De plus, le signal de tension capté ne
serait pas déterminé uniquement par la conductivité au site d’interaction acousto-électrique,
mais aussi (entre autres) par la distribution de conductivité de la région qui se situe entre
l’électrode de mesure et le site d’interaction. Dans ce cas, la cartographie de la conductivité
devient un problème de reconstruction de conductivité résolu à partir d’un ensemble de
mesures.
Méthodes de reconstruction de conductivité présentées dans la littérature
Il existe présentement dans la littérature deux variantes d’une même proposition de re-
construction de la conductivité électrique par modulation acoustique. L’une et l’autre font
l’hypothèse d’une perturbation acousto-électrique locale connue.
Telle que décrite dans l’article de Ammari et al. (2008), la première proposition asso-
cie cette perturbation à un changement de volume qu’induirait l’onde acoustique dans une
petite région (la région focale) ; cette variation du volume produirait un changement local
de conductivité qui lui serait proportionnel. Comme pour la tomographie d’impédance élec-
trique, leur approche utilise les potentiels captés à la frontière du domaine à analyser. Deux
configurations d’électrodes d’injection de courant particulières sont utilisées ; celles-ci doivent
en effet être telles que les densités de courant produites par l’une et l’autre soient localement
orthogonales. Pour chacune de ces configurations, le domaine est balayé par une compression
2. La zone de captation est grossièrement de l’ordre de grandeur de l’espacement entre les électrodes.
C’est aussi cette caractéristique qui fait que la cellule utilisée par Lavandier et al. (2000a) permet d’observer
un signal de MACE à 500 kHz malgré le fait que l’épaisseur de la cellule de mesure soit de 20 mm.
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locale ultrasonore et les perturbations de potentiel résultantes sont captées à la frontière
par toutes les électrodes, y compris celles où se fait l’injection de courant. En supposant la
conductivité connue au voisinage de la frontière, les auteurs sont en mesure de déterminer la
différence d’énergie injectée par les électrodes de courant en réponse à chacune des pertur-
bations acoustiques. Cette différence d’énergie est ensuite utilisée dans la formulation d’une
équation différentielle dont la solution permet, de façon itérative, de faire la mise à jour de
la conductivité. Quelques simulations numériques présentées dans cet article démontrent le
concept dans des conditions idéales : mesures non bruitées, perturbation acoustique unipo-
laire ponctuelle connue en tout point, champs de densité de courant orthogonaux pour les
deux configurations d’électrodes d’injection, mesure de potentiel aux sites mêmes d’injection
de courants, etc. La proposition n’aborde pas les nombreux problèmes d’application de la
méthode en dehors de ce contexte idéal, notamment en ce qui a trait à la réalisation d’une
perturbation acoustique unipolaire qui doit être locale.
La seconde proposition, illustrée par l’article de Kuchment et Kunyansky (2011), s’appa-
rente à celle d’Ammari et al. (2008) pour faire la reconstruction 2D et 3D de la conductivité,
en utilisant respectivement 2 ou 3 configurations d’électrodes de courant ; on capte les mêmes
données de potentiel et de courant de frontières, toujours en utilisant une pression acoustique
unipolaire locale pour produire la MACE. Le problème de reconstruction est lui aussi for-
mulé en termes d’équations différentielles à résoudre. Toutefois, leurs équations sont linéaires,
ayant été développées en supposant une distribution de conductivité de référence qui est près
de la distribution réelle. Pour ce qui est de la réalisation d’une pression acoustique unipolaire
locale, les auteurs proposent d’utiliser une technique de synthèse d’ouverture qui équivaut à
superposer un grand nombre d’ondes sphériques à grande largeur de bande, chacune produi-
sant ainsi une coquille de pression sphérique se propageant radialement. Ces ondes sphériques
sont émises à partir de sources réparties tout autour de l’objet à imager. La synthèse de l’ef-
fet d’une perturbation acoustique locale peut se faire par sommation des signaux de tension
captés à la frontière tout au cours de la propagation de chacune des ondes et en effectuant,
pour chaque point du domaine, un décalage temporel approprié ; l’effet du décalage temporel
est de renforcer la réponse de MACE qui proviendrait d’un point particulier de l’objet. Cette
méthode est analogue à celle utilisée en échographie pour faire la focalisation en réception. Sa
mise en œuvre serait présentement très difficile à réaliser, en particulier pour des applications
biomédicales cliniques. Entre autres, elle nécessiterait un grand nombre de sources (256 dans
leur exemple en 2D) autour de l’objet.
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Méthode à la base de la thèse pour la reconstruction de conductivité
Les modèles proposés dans cette thèse reprennent le formalisme développé par Olafsson
et al. (2008) pour faire l’imagerie de la densité de courant, en l’adaptant au problème de
l’imagerie de la conductivité. Ces modèles utilisent un système conventionnel de mesure
d’impédances à deux paires d’électrodes (Roth, 2006). Dans cette configuration, une paire
d’électrodes injecte un courant II , créant une densité de courant J I dans le volume conduc-
teur Ω, tandis que la tension produite est mesurée par la seconde paire d’électrodes. Pour





σ0(∇ϕI ·∇ϕL) dx dy dz (2.8)
où σ0 est la conductivité électrique, ϕI est le potentiel électrique créé par l’injection du courant
II par la paire d’électrodes de courant, tandis que ϕL est le potentiel électrique qui serait
produit par l’injection d’un courant IL de 1 ampère circulant par les électrodes de mesure sur
cette même géométrie. À ce potentiel ϕL est associée la densité de courant JL = −σ0∇ϕL,
aussi connue sous le nom de champ de dérivation, ou « lead field » (Malmivuo et Plonsey,
1995, chap. 11).
Lorsqu’une variation de conductivité électrique se produit, les distributions de densité de
courant et de potentiel électrique sont, en général, affectées sur l’ensemble du domaine et la
tension mesurée varie. Pour une petite perturbation de la conductivité électrique δσ, en ne
considérant que les termes du premier ordre, nous observons que la variation de la tension




δσ(∇ϕI ·∇ϕL) dx dy dz (2.9)
Notons que les potentiels électriques utilisés dans cette dernière équation sont les mêmes que
ceux de l’équation 2.8, qui sont ceux produits pour une conductivité électrique σ0.
L’équation 2.6 montre que l’application d’une pression acoustique d’amplitude δP aura
pour effet de produire une perturbation de conductivité électrique δσ. La tension mesurée
est alors :




σ0(∇ϕI ·∇ϕL) dx dy dz︸ ︷︷ ︸




−(KIσ0δP )(∇ϕI ·∇ϕL) dx dy dz︸ ︷︷ ︸
VMACE : signal de fréquence ultrasonore
(2.10)
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Le premier terme du membre de droite de 2.10 est la tension V0 enregistrée sans pertur-
bation acoustique. Cette tension est à la fréquence de la source de courant. Dans cette thèse,
cette fréquence est basse par rapport à celle de l’onde ultrasonore. Le second terme, V MACE,
est le signal acousto-électrique à haute fréquence produit par l’onde acoustique. Ces deux
contributions peuvent être isolées l’une de l’autre par un traitement de signal comportant un
filtrage approprié. Le second terme, attribuable à la modulation acoustique de conductivité
électrique, est celui d’intérêt. Il peut être réécrit en termes des densités de courant J I et JL :
V MACE = −KI
∫∫∫
Ω
ν δP dΩ (2.11)
où
ν = σ0(∇ϕI ·∇ϕL) = 1
σ0
((−σ0∇ϕI) · (−σ0∇ϕL)) = ρ0(J I · JL) (2.12)
et où ρ0 est la résistivité électrique initiale.
La quantité ν décrit un champ scalaire qui est déterminé par la géométrie, les condi-
tions frontières et la distribution de conductivité électrique σ0. Ce champ ν quantifie la
contribution de la pression acoustique locale δP à la tension de MACE. Il sera désigné par
l’expression « sensibilité acousto-électrique ». La figure 2.5 illustre les termes de l’équation
2.11 qui définissent cette sensibilité.
Dans cette figure, la densité de courant est plus grande au voisinage des électrodes, ce
qui signifie généralement que, pour une même perturbation de conductivité produite par une
onde acoustique, celle appliquée près des électrodes génèrera une tension plus grande que
celle appliquée dans une région distale. Il existe cependant des lieux où cette sensibilité est
nulle (en blanc sur la figure 2.5c, selon le code de couleur utilisé) ; ceci provient du fait que
les vecteurs J I et JL y sont orthogonaux. Enfin, il existe une zone de sensibilité négative
entre les électrodes #1 et #2 et une autre entre les électrodes #3 et #4. Ceci signifie qu’une
onde de pression qui y serait appliquée produirait un signal de tension inversé par rapport à
la situation précédente.
Les modèles présentés dans cette thèse supposent une sensibilité acousto-électrique indé-
pendante du temps. Cette hypothèse est justifiée lorsque le tissu à imager est stationnaire
et lorsque la fréquence de la source de courant est telle que son amplitude instantanée varie
peu durant tout le temps que prend le signal acoustique pour le traverser.
2.2 Modèle pour onde bipolaire
Cette section introduit le premier modèle proposé dans cette thèse pour l’imagerie par
MACE d’un tissu mince. Ce modèle a pour but d’évaluer la faisabilité d’une méthode de
reconstruction de conductivité électrique utilisant une onde acoustique bipolaire qui insonifie
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Figure 2.5 Illustration de la sensibilité acousto-électrique. (a) Champ vectoriel de la densité de courant JI ;
les électrodes externes sont celles de la source (S) et du puits (P) de courant, et la tension est mesurée par les
électrodes internes V1 et V2. La racine carrée de la norme des vecteurs est utilisée pour mieux voir l’ensemble
du champ vectoriel. (b) Champ vectoriel de la densité de courant complémentaire JL ; par rapport à la figure
(a), le rôle des électrodes est inversé. (c) Sensibilité acousto-électrique. Pour mieux apprécier la forme de cette
distribution, la racine carrée de l’amplitude de la sensibilité réelle est affichée. Cette configuration modélise
celle du montage de Zhang et Wang (2004).
un tissu mince mais d’épaisseur finie. Comme dans le montage de Zhang et Wang (2004),
le champ acoustique est focalisé et est produit par un transducteur excité par un signal en
bande étroite ou, plus simplement, par un train d’ondes sinusoïdales. Le balayage du tissu est
fait par translation du faisceau ultrasonore dans un plan parallèle à l’échantillon. Toutefois,
à la différence du montage utilisé par ces auteurs, les électrodes sont fixes et distantes les
unes des autres.
2.2.1 Problème direct
Le modèle pour le problème direct utilise les mêmes éléments de base que celui d’Olafsson
et al. (2008), tels qu’exprimés aux équations 2.6 et 2.10. En utilisant δP (r, t) = P0bˆ(r, t), qui
est une fonction spatio-temporelle décrivant le faisceau ultrasonore, l’expression de la tension
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produite par la MACE devient :











ν(rΩ)P0 bˆ(rΩ − rb, t) dΩ (2.14)
où rΩ est la coordonnée (x, y, z) d’un point dans le domaine Ω et rb est celle du centre de
la région focale du transducteur telle qu’illustrée à la figure 2.6 ; le foyer, centré à l’origine
selon z, est à la coordonnée rb = (xb, yb, 0).
Figure 2.6 Positionnement du transducteur par rapport à l’objet mince à analyser dans la méthode pour
onde bipolaire. Le point focal du transducteur est en rb = (xb, yb, 0).
Pour une perturbation acoustique provenant d’un transducteur focalisé excité par un train
d’ondes sinusoïdales de fréquence ω, nous obtenons un signal de MACE ayant généralement
la forme de celui tracé à la figure 2.1c. Le spectre de ce signal présente une harmonique
importante à cette fréquence ω. La mesure d’intérêt provenant de ce signal est l’amplitude
du train d’ondes. En présence de bruit fort, cette mesure peut être difficile à obtenir préci-
sément à partir du signal temporel (par exemple, en prenant la valeur maximale du signal
acquis). Puisque nous sommes intéressés particulièrement par la fréquence ω, nous prendrons
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la mesure suivante :

















bˆ(rΩ − rb, t) e−iωtdt
∣∣∣∣∣∣∣ dΩ (2.16)
où l’intervalle t = [t0, tf ] est limité à une région temporelle contenue dans le train d’ondes de
V MACE.
Quelques hypothèses peuvent être évoquées afin de simplifier ces équations. Dans la région
focale, le champ acoustique s’approche d’une onde plane se déplaçant dans la direction de
propagation z et dont la taille de la section transverse (dans le plan xy) est petite. Ceci peut
être approximé ainsi :
bˆ(r) ≈ bˆtransverse(x, y)a(z − ct) ≈ δ(x, y)a(z − ct) (2.17)
où bˆtransverse(x, y) est la fonction qui décrit le profil latéral et en élévation de l’intensité du
faisceau ultrasonore, et a(z) est la réponse du transducteur à l’excitation appliquée.
Nous ferons également l’approximation d’une distribution de conductivité invariante selon
z, soit σ(x, y, z) = σ(x, y), et d’une séparabilité dans l’expression de la sensibilité acousto-
électrique :
ν(x, y, z) ≈ νxy(x, y)νz(z) (2.18)
avec νz(z) = rect(z/τ), où τ est l’épaisseur de l’échantillon. Cette approximation sera géné-
ralement bien respectée loin des électrodes pour un volume conducteur beaucoup plus mince
que profond.
Avec 2.17 et 2.18, l’équation 2.16 devient :
V˜ MACE(rb, ω) = −KIP0
∫∫
x,y
















νz(z)a(z − ct) dz
 e−iωtdt
∣∣∣∣∣∣∣ (2.20)
Cette équation exprime que la mesure effectuée correspond à un échantillonnage de la
distribution de sensibilité à la position du foyer acoustique avec certains facteurs de pondéra-
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tion. L’intégrale sur z est analogue à un produit de convolution entre la fonction de sensibilité
νz(z) et la forme de l’onde dans cette direction.
2.2.2 Problème inverse
La formulation de ce problème inverse est à la base de la méthode développée pour estimer
la conductivité électrique σ0 à partir d’un ensemble de N mesures de V˜ MACE, compte tenu de
diverses connaissances a priori, notamment de connaissances sur l’acquisition telles la forme
du faisceau ultrasonore et les conditions imposées de courant. De façon plus formelle, nous





= νi, i = 1, . . . , N (2.21)
où l’information des mesures est contenue dans les N valeurs de ν.
Pour le problème inverse, les inconnues sont la conductivité électrique σ0 et les potentiels
électriques ϕI et ϕL. Ces potentiels dépendent de la conductivité σ0 et de paramètres liés à
la géométrie et aux conditions de frontières que nous supposerons connues. La conductivité
sera alors la seule variable indépendante. La résolution de cette équation sera faite par un
processus itératif où une fonctionnelle doit être minimisée. Cette démarche est traitée plus
spécifiquement au chapitre 4, qui traite de la résolution numérique de ce problème. Mention-
nons pour l’instant qu’il s’agit de mettre en œuvre une procédure qui vise à minimiser un
écart entre les prédictions d’un modèle et les observations. Il est important de noter que,
dans ce modèle, le processus de reconstruction s’effectuera en ayant comme valeurs de don-
nées objectives celles de la sensibilité acousto-électrique ν ; la partie acoustique n’apparaît
pas de façon explicite dans ce processus.
À partir de l’équation 2.20, nous pouvons écrire :
−KI,mesP0νxymes(xb, yb) ·
∣∣∣∫ tft=t0 [∫z νzmes(z)a(z − ct) dz] e−iωtdt∣∣∣
−KI,refP0νxyref (xb, yb) ·
∣∣∣∫ tft=t0 [∫z νzref (z)a(z − ct) dz] e−iωtdt∣∣∣ =
V˜ MACEmes (rb, ω)
V˜ MACEref (rb, ω)
(2.22)
où les indices mes et ref renvoient respectivement à la situation de la mesure où la conducti-
vité est inconnue et doit être estimée, et à celle de données de référence où les données sont
acquises, alors que la conductivité est connue. Les autres conditions (électrodes, conditions
de frontières, transducteur. . .) sont les mêmes dans les 2 cas.










V˜ MACEref (rb, ω)
(2.23)
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V˜ MACEmes (rb, ω)
V˜ MACEref (rb, ω)
(2.24)
Dans l’équation 2.24, V MACEref (contenu dans V˜ MACEref ) peut être attribué à un signal de
calibration pour une conductivité électrique donnée. En pratique, ce signal serait acquis sur
un objet de conductivité électrique connue (comme un salin) avec les mêmes paramètres
d’acquisition (champ acoustique, conditions frontières. . .) que pour V MACEmes . Dans ce cas, la
connaissance explicite du champ acoustique n’est pas requise pour obtenir νxymes. Cependant,
il faut calculer les quantités ∇ϕIref et ∇ϕLref présentes dans νxyref . Dans l’éventualité où ce
signal de calibration ne serait pas disponible en pratique, il faudrait obtenir les mesures de
V MACEref par simulation. Le champ acoustique doit alors être évalué.
Par 2.24, le système d’équations 2.21 à résoudre devient :
σ0(xbi , ybi)
(




νxyref (xbi , ybi)
V˜ MACEmes (xbi , ybi , ω)
V˜ MACEref (xbi , ybi , ω)
,
i = 1, . . . , N (2.25)
2.3 Modèle pour onde unipolaire
Cette section introduit le modèle décrivant la formation de signaux de MACE d’un échan-
tillon mince, en utilisant un champ acoustique unipolaire à large bande et non focalisé. La
formation des signaux repose sur les mêmes équations que celles présentées ci-dessus pour
l’onde bipolaire. Toutefois, la méthode de balayage diffère. La méthode utilisée pour estimer
la conductivité diffère aussi principalement du fait que le champ acoustique n’est pas focalisé.
2.3.1 Génération d’une onde acoustique unipolaire
Les articles de Holé et Lewiner (1996, 1998) exposent diverses méthodes pour produire un
champ acoustique unipolaire. L’une d’entre elles utilise un transducteur d’une épaisseur telle
que l’onde acoustique provenant de la face arrière du transducteur soit suffisamment retardée
pour pouvoir être occultée. Un exemple décrit dans l’article de Lavandier et al. (2000b) est
reproduit à la figure 2.7, où un transducteur monoélément de forte épaisseur (15,4 mm) est
excité par un échelon de tension. L’onde de pression obtenue au foyer du transducteur pour
ce type d’excitation électrique comporte une première région où l’amplitude est à dominance
positive ; ceci est suivi 3,5 µs plus tard d’une deuxième région à dominance négative. Un
tel intervalle de 3,5 µs permet d’insonifier un tissu mou sur une profondeur allant jusqu’à
5,4 mm 3 et d’isoler une réponse acousto-électrique qui ne serait due qu’à la partie positive.
3. La vitesse du son d’un tissu mou est en moyenne de 1540 m/s.
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Figure 2.7 Exemple d’onde acoustique unipolaire. L’onde est produite suite à l’excitation par un échelon de
tension d’un transducteur mono-élément (céramique PZT) de 50 mm de diamètre et de 15,4 mm d’épaisseur.
La première partie positive provient de la face avant du transducteur ; 3,5 µs plus tard, une seconde partie
négative provient de la face arrière. Cet intervalle correspond au temps de transit acoustique entre les deux
faces du transducteur, la vitesse du son dans le PZT étant d’environ 4200 m/s.
Il est aussi possible d’utiliser des transducteurs plus minces, et donc pour lesquels l’onde
provenant de la face arrière du transducteur surviendra plus tôt. Cette onde dont la polarité
est l’inverse de celle provenant de la face avant peut être neutralisée en excitant le transduc-
teur avec une rampe dont la durée est égale au temps de transit entre les deux faces (figure
2.8a). Dans ce cas, l’onde à dominance négative ne surviendra qu’au moment où la tension
d’excitation retournera au repos.
Dans cette thèse, nous modéliserons l’onde de pression acoustique à partir des caractéris-
tiques d’un signal obtenu expérimentalement par Sferruzza et al. (1999). Ce signal est celui
enregistré au voisinage de la face externe d’un transducteur et est illustré à la figure 2.8b.
Il s’agit d’un transducteur circulaire plat (non focalisé) de 20 mm de diamètre. L’annexe B
décrit la méthode utilisée pour générer cette réponse. Cette onde de pression ressemble à une
coquille d’une calotte quasi sphérique qui se propage en s’éloignant du transducteur.
2.3.2 Problème direct
L’équation de base du problème direct ressemble beaucoup à celle du modèle pour onde
acoustique bipolaire (équation 2.13), mais elle exprime aussi un positionnement angulaire θ
du transducteur plutôt qu’une simple translation :







P0 bˆ(rΩ, θ, t) dΩ (2.26)
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Figure 2.8 Excitation pouvant produire une onde acoustique unipolaire. (a) L’excitation est une rampe
dont le temps de montée est égal au temps de transit dans le cristal du transducteur. (b) Signal de pression
enregistré à la face externe du transducteur. (Sferruzza et al., 1999)
La méthode que nous proposons ici pour l’imagerie de conductivité utilise l’inclinaison
du faisceau ultrasonore pour balayer tout l’objet à chacun des tirs. La coquille de pression
atteignant la cible obliquement, la région de MACE a la forme d’un arc et balaie la cible
alors que l’onde continue à se propager. La figure 2.9 illustre ceci de même que la formation
d’un signal de MACE capté par une paire d’électrodes. Connaissant la forme de l’onde, il
est alors possible de relier à chaque instant une valeur d’amplitude de signal de MACE à
la région d’interaction acousto-électrique. L’échantillonnage temporel du signal de MACE
fournira un vecteur de données qui sera utilisé pour la reconstruction de conductivité. Le
nombre de données indépendantes sera fonction de l’épaisseur de la coquille de pression et de
la longueur de son parcours dans l’échantillon. Il est donc proportionnel à la largeur de bande
du transducteur et est limité par cette dernière. Tout comme ce qui est fait en tomographie,
diverses orientations du faisceau seront utilisées pour recueillir une quantité suffisante de
données indépendantes pour faire une reconstruction de qualité.
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Figure 2.9 Échantillonnage du signal de MACE produit par l’onde unipolaire en transition. La tension
VMACE est mesurée par la paire d’électrodes internes, tandis qu’un courant est injecté par la paire d’électrodes
externes. Dans cette configuration, la région de sensibilité acousto-électrique est limitée principalement à la
région entre les électrodes de mesure. (a), (b) L’onde unipolaire progresse vers la région de sensibilité. (c)
L’onde entre dans la région de sensibilité. (d), (e) Les échantillons à t = t4 et t5 renseignent sur l’objet
conducteur. (f) L’onde est à l’extérieur de la région de sensibilité.
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2.3.3 Problème inverse
Comme pour le modèle par onde bipolaire, un processus itératif par minimisation de
fonctionnelle sert à la résolution du problème inverse. Cependant, dans le présent modèle, c’est
le signal de MACE qui fournit les données objectives pour la reconstruction de la conductivité.
Ainsi, la variable ν n’a pas à être isolée spécifiquement avant de procéder à la reconstruction.
Une formulation similaire à une calibration doit cependant être employée dans la résolution
de ce problème inverse pour obtenir une bonne estimation de l’inconnue σ0. Elle a pour but de
réduire les erreurs de représentation des connaissances a priori dans le modèle. Par exemple, la
distribution de potentiel électrique, qui est déterminante pour la sensibilité acousto-électrique,
est fortement liée à la position des électrodes, qui, par ailleurs, peut ne pas être connue
avec précision. En prenant la formulation décrite ci-dessous, cette connaissance exacte de
la position des électrodes devient moins critique. Ce raisonnement s’applique également au
problème numérique, où la distribution de potentiel électrique obtenue pour une géométrie
donnée dépend beaucoup de la discrétisation du domaine. La méthode proposée pour gérer
ce type de problèmes dans le modèle consiste à redéfinir la mesure V MACE en fonction de
mesures de référence.
Nous sommes intéressés par deux représentations. La première, qui sera identifiée par
R0, spécifie que les variables associées (géométrie, champ acoustique. . .) caractérisent les
distributions obtenues lors de l’acquisition expérimentale (ou de la simulation de telles ac-
quisitions). La seconde représentation, qui sera identifiée par R1, spécifie que les variables
associées caractérisent les distributions obtenues par le modèle que nous nous faisons de ces
conditions réelles.
Nous ferons l’approximation que les signaux V MACEσ0,R1 prédits par le modèle, associés à la
conductivité σ0 à estimer, concordent avec ceux acquis en pratique (V MACEσ0,R0 ), sauf pour un
effet multiplicatif par une fonction f inconnue :
V MACEσ0,R1 (θ, t) = f(θ, t)V
MACE
σ0,R0 (θ, t) (2.27)
Cette fonction f(θ, t) pourrait, par exemple, représenter une atténuation globale du champ
acoustique en fonction de la profondeur de pénétration dans l’échantillon. Elle pourrait aussi
inclure un facteur sur le courant effectivement injecté dans l’échantillon.
Nous ferons ensuite l’hypothèse que nous avons accès à un ensemble de mesures de ré-
férence V MACEσ1,R0 produites sur une conductivité σ1 connue, et que ces mesures sont soumises
aux mêmes conditions d’acquisition que celles sur σ0. Nous ferons alors l’approximation que
les signaux V MACEσ1,R1 prédits par le même modèle, associés à cette conductivité σ1, concordent
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avec ceux de l’acquisition, sauf pour ce qui est de cette même fonction f multiplicative :
V MACEσ1,R1 (θ, t) = f(θ, t)V
MACE
σ1,R0 (θ, t) (2.28)











L’équation 2.30 est celle qui servira à calculer les valeurs V MACE correspondantes à la repré-
sentation du modèle pour la conductivité σ0 à estimer.
Le système d’équations du problème inverse à résoudre est une équation intégro-différen-
tielle, soit :













où i = 1, . . . , N θ et j = 1, . . . , N t. La valeur N θ correspond au nombre d’orientations du
transducteur, tandis que N t correspond au nombre d’échantillons temporels tirés d’une ac-
quisition. Ce système d’équations comporte alors N θ × N t équations. La forme discrète de
l’équation 2.30 devient alors :
V MACEσ0,R1 (θi, tj) = V
MACE
σ1,R1 (θi, tj)
V MACEσ0,R0 (θi, tj)
V MACEσ1,R0 (θi, tj)
(2.32)
Un filtrage temporel du signal de MACE peut s’avérer utile pour en réduire le bruit 4.
L’équation 2.31 devient alors :






























L’équation 2.34 montre qu’en absence de bruit, filtrer temporellement V MACE équivaut à
4. Dans le cas où le filtre est de type passe-bas, le lissage obtenu peut contribuer à stabiliser l’algorithme
de reconstruction.
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filtrer temporellement le signal acoustique. Dans le cas où le transducteur a un comportement
linéaire par rapport à son signal d’excitation, cette opération de filtrage pourrait aussi être
faite directement sur le signal de commande.
2.4 Comparaison et limitations des modèles présentés
Les modèles présentés aux sections 2.2 et 2.3 ont plusieurs points communs, mais ont
aussi des différences importantes.
Dans les deux cas, le but est d’obtenir la conductivité électrique sur la grille de reconstruc-
tion à partir des signaux mesurés, en respectant aussi les conditions d’acquisition. De plus,
cette conductivité électrique sera la seule variable indépendante, tandis que les variables de
potentiel électrique ϕI et ϕL seront dépendantes de cette conductivité électrique. Enfin, la
résolution du problème inverse se fera par une minimisation d’une fonctionnelle en utilisant
l’approche décrite au chapitre 4.
Une des différences principales entre ces modèles est que le modèle pour l’onde unipolaire
permet d’extraire plusieurs mesures à partir du signal de MACE obtenu à une position donnée
du transducteur, tandis que le modèle avec l’onde bipolaire associe seulement une mesure à la
position d’excitation. Cette différence provient de l’exploitation de la propagation de l’onde
acoustique pour balayer l’échantillon. Une autre différence notable est que le modèle basé sur
l’onde unipolaire effectue le processus de reconstruction en ayant comme valeurs de données
objectives celles du signal de MACE plutôt que celles de la sensibilité acousto-électrique.
Plusieurs hypothèses sont implicitement faites dans les modèles proposés afin de simplifier
la formulation. De manière générale, l’onde acoustique est modélisée comme étant indépen-
dante des hétérogénéités du milieu dans lequel elle se propage. Ceci comprend la diffraction,
les variations de vitesse du son et les interactions avec les objets de la géométrie électrique.
Ensuite, l’atténuation acoustique n’est pas incluse. Enfin, la valeur de KI (la constante qui
exprime l’amplitude de la modulation de la conductivité par la pression) sera considérée




Ce chapitre présente quelques observations expérimentales qui ont été faites dans le but
de mieux comprendre la formation des signaux de MACE et de définir certains paramètres
qui seront utilisés dans la mise en œuvre numérique des modèles.
La section 3.1 décrit le montage réalisé dans le cadre de ce projet. Elle reprend l’essentiel
du contenu d’un article de conférence (Gendron et al., 2009). La section 3.2 décrit la procédure
qui a été suivie pour obtenir les signaux de MACE. Ces signaux ont été acquis avec une
excitation acoustique du même type que celle utilisée pour étudier la méthode pour onde
bipolaire décrite dans ce projet. Les signaux recueillis et leur analyse sont discutés à la
section 3.3.
3.1 Montage réalisé
Le montage expérimental réalisé est illustré aux figures 3.1 à 3.3. Un bassin d’eau contient
le transducteur ultrasonore produisant la MACE à l’intérieur de la cellule de mesure. Cette
cellule de mesure est constituée d’une cavité scellée remplie d’une solution électrolytique de
0.9 % NaCl et d’une chambre étanche pouvant accueillir les circuits électroniques de premier
niveau servant à l’application des courants et à la mesure des tensions. La seconde partie des
circuits électroniques nécessaires à ces fonctions est située à l’extérieur de ce bassin. Cette
configuration a été choisie afin de placer les sources de courant et les préamplificateurs aussi
près que possible des électrodes. Puisque nous utilisons alors des câbles d’interconnexion très
courts (quelques cm) entre les électrodes et les circuits de premier niveau, nous préservons
la grande impédance de sortie des sources de courant et la grande impédance d’entrée des
préamplificateurs qui seraient autrement réduites par les capacités parasites des câbles.
3.1.1 Cellule de mesure
La cellule de mesure, représentée à la figure 3.4 et montrée à la figure 3.5, est constituée
des composants suivants :
Chambre étanche
Cette chambre est conçue pour loger le circuit imprimé (PCB) de 35, 6 × 25, 4 mm2































Figure 3.1 Schéma du montage expérimental réalisé.
Figure 3.2 Montage complet. Sur cette figure, un oscilloscope est utilisé au lieu de la carte d’acquisition.
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Figure 3.3 Cellule de mesure et transducteur ultrasonore. Un hydrophone aiguille (visible à gauche) est
placé pour mesurer le champ acoustique traversant la cavité électrolytique.
a)
b)









   - sortie





Alimentation CC & 
signal de référence 









Cavité pour solution 
électrolytique
Pièce en “U” pour la 
cavité de solution 
électrolytique
Figure 3.4 Cellule de mesure. (a) Vue avant l’assemblage. (b) Vue de la cellule assemblée.
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Figure 3.5 Photographie de la cellule de mesure assemblée. De petits morceaux de mastic de fixation sont




Figure 3.6 Photographies du circuit imprimé des préamplificateurs et des sources de courant. (a) Vue du
dessus. (b) Vue du dessous.
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Cavité électrolytique
La partie inférieure de la cellule de mesure comporte une cavité pouvant accueillir une
solution électrolytique qui sera insonifiée pour observer la MACE. La taille de la cavité est
déterminée par une pièce en «U » fixée par des vis. Dans la configuration actuelle, cette cavité
mesure 42, 0×10, 0×6, 9 mm3. Elle est fermée par deux fenêtres acoustiques de ruban adhésif
de 0, 05 mm d’épaisseur. Ces fenêtres ont pour but de laisser passer les ondes acoustiques en
affectant le moins possible leur propagation. Elles permettent aussi de contenir la solution
électrolytique dans un volume restreint et limitent la sensibilité du système de mesure à cette
région. Notons aussi que cette cavité peut contenir un objet à analyser, tel que montré sur
la figure 3.7.
Entrée et sortie de fluide
Deux entrées filetées situées dans la partie de la cavité électrolytique permettent de fixer
des tubes de plastique servant à remplir et à drainer cette cavité. Il s’agit d’une manière
efficace de remplacer la solution électrolytique durant une expérimentation sans modifier le
montage. Il est alors possible d’étudier l’effet de la concentration saline ou sa composition
sur les signaux recueillis.
Électrodes
Six électrodes d’Ag/AgCl sont situées sur la partie supérieure de la cavité électrolytique.
Une électrode de 2, 1 mm de diamètre agit comme référence du potentiel électrique, deux
électrodes de 4, 2 mm de diamètre servent à l’injection du courant, et trois autres électrodes
de 2, 1 mm de diamètre servent à la mesure de différences de potentiel. Telles que représentées
à la figure 3.1, ces trois dernières électrodes sont reliées à des préamplificateurs situés dans
la chambre étanche à proximité de la cellule. Les signaux de sortie de ces préamplificateurs
sont acheminés par un câble de 1, 5 m à un module d’amplification. Le choix de la paire de
signaux appliqués à cet amplificateur différentiel se fait par des interrupteurs placés sur la
face avant de ce module. Le choix de signaux provenant de différentes paires d’électrodes a
pour but d’étudier l’effet de l’espacement des électrodes sur les signaux obtenus.
Des électrodes en Ag/AgCl ont été choisies en raison de leur faible potentiel de polarisa-
tion.
3.1.2 Transducteur ultrasonore
Le transducteur ultrasonore utilisé (H-101 S/N -080, Sonic Concepts Inc., Bothell, WA)
est constitué d’un seul élément piézoélectrique dont la surface active a un diamètre de
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Figure 3.7 Photographie de la cellule de mesure avec un objet à analyser. Un bloc de gélatine est placé
dans la cavité électrolytique. Un salin vient ensuite entourer le bloc de gélatine.
64, 00 mm et un rayon de courbure de 62, 64 mm. Son mode fondamental a une fréquence
centrale de 1, 078 MHz. Le foyer a une largeur à mi-hauteur de 1, 75 mm et une longueur
de 13 mm. Ces caractéristiques ont été mesurées avec un hydrophone aiguille (Precision
Acoustics Ltd., Dorchester, Dorset, United Kingdom) de 1, 0 mm de diamètre.
Le signal d’excitation pour le transducteur provient d’un générateur de fonctions (33220A,
Agilent Technologies Inc., Santa Clara, CA). Il est transmis à un amplificateur de puissance
RF (BBS0D3FOQ, Empower RF Systems Inc., Inglewood, CA) avant de passer dans un
réseau d’adaptation d’impédance et d’être acheminé au transducteur ultrasonore.
Le signal de pression mesuré au voisinage du foyer de ce transducteur pour une excitation
par un créneau de 100 V durant 20 ns est tracé à la figure 3.8a, et son spectre d’amplitude
est tracé à la figure 3.8b. La position de mesure est celle où l’hydrophone enregistre le signal
ayant le maximum d’amplitude pour cette excitation quasi impulsionnelle.
3.1.3 Sources de courant
Les sources de courant sont constituées de deux circuits : (a) un amplificateur isolé par
un transformateur audio (AIT) et (b) deux sources de courant contrôlées par une tension
(SCCT) à entrée différentielle. Les circuits de l’AIT sont situés sur le PCB montré à la figure
3.9, tandis que les SCCT partagent la plaque avec les préamplificateurs du PCB à l’intérieur
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Figure 3.8 Signal de pression au foyer du transducteur et spectre de ce signal. (a) Signal de pression au
foyer du transducteur pour une excitation par un créneau de 100 V durant 20 ns. Ce signal d’excitation
a été obtenu par l’amplification de 40 dB (avec l’amplificateur de puissance) d’un créneau de 1 V durant
20 ns produit par le générateur de fonctions. La valeur de pression est obtenue par la multiplication du signal
électrique en sortie de l’hydrophone avec le facteur de transduction de 850 nV/Pa spécifique à cet hydrophone.
Le délai de 41,9 µs entre l’émission de l’onde et sa réception par l’hydrophone au foyer correspond bien à celui
attendu pour une onde se déplaçant à environ 1480 m/s sur 62,64 mm. (b) Spectre du signal de pression.
La composante principale de ce spectre est à environ 1,3 MHz et une première harmonique importante est à
environ 3,4 MHz.
de la chambre étanche (figure 3.6). Le signal d’entrée de l’AIT provient d’un générateur de
fonctions (33220A, Agilent). La sortie de l’AIT active les deux SCCT en opposition de phase,
produisant ainsi une source et un puits de courant. Avec cette configuration, le courant circule
principalement entre les deux électrodes d’injection de courant. Cependant, les asymétries des
SCCT peuvent entraîner une légère fuite de courant par l’électrode de masse surtout lorsque
la fréquence d’excitation est élevée. Ceci peut conduire à de la distorsion dans le champ
de dérivation attendu et à la création d’un potentiel de mode commun pouvant introduire
des erreurs dans les signaux mesurés. Le choix de la fréquence et de l’amplitude du courant
injecté sont alors critiques au bon fonctionnement du système.
3.1.4 Amplificateur différentiel
Les préamplificateurs sont situés près des électrodes dans la chambre étanche. L’amplifi-
cateur différentiel est situé sur le PCB contenu dans un boîtier de plastique éloigné du bassin
d’eau. La sortie différentielle de cet amplificateur est isolée par un transformateur à large
bande. Les signaux au secondaire de ce transformateur sont envoyés à une carte d’acquisition
(AL12250, Acquisition Logic, Chantilly, VA) pour l’enregistrement.
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Figure 3.9 Photographie du circuit imprimé de l’amplificateur isolé par un transformateur audio et de l’am-
plificateur différentiel. Les composants et les traces du circuit de l’amplificateur isolé par un transformateur
audio sont situés sur la face du dessous.
Cet amplificateur différentiel a un gain de tension de 50, soit 34 dB, et une largeur de
bande à -3 dB allant de 40 kHz à 2,5 MHz.
3.1.5 Système de positionnement
La procédure d’imagerie par méthode d’onde bipolaire requiert le déplacement du champ
acoustique du transducteur par rapport au système d’acquisition. Le montage réalisé utilise
un système de positionnement contrôlé par moteurs sur 3 axes principaux où nous fixons la
cellule de mesure. Ces moteurs sont commandés par un système de contrôle Galil (DMC-
1850, Galil, Rocklin, CA). Les commandes de déplacement sont émises depuis un programme
développé sur LabVIEW (National Instruments Corporation, Austin, TX) pour obtenir une
procédure d’acquisition coordonnée complète.
3.2 Protocoles d’acquisition des données
La mesure précise des signaux de MACE requiert le retrait de la contribution de l’effet
de Debye (Lavandier et al., 2000a). Puisque l’effet de Debye a une amplitude indépendante
du courant injecté, et que le signal de MACE est linéairement dépendant de ce courant
(Lavandier et al., 2000a), il est possible de retirer la contribution de l’effet de Debye en
soustrayant deux signaux obtenus en appliquant des courants d’amplitude différente. La
procédure choisie consiste à acquérir un premier signal lors de la crête positive de l’onde
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sinusoïdale de courant et d’y soustraire le signal acquis lors de la crête négative.
Un signal d’interférence au repos (c’est-à-dire sans excitation acoustique) a été observé
dans le montage. Ce signal est synchronisé à la séquence d’acquisition. Il peut être retiré
partiellement en soustrayant le signal acquis au repos (obtenu lorsque le courant est injecté,
en absence d’excitation acoustique) à celui acquis lorsque le courant est injecté et qu’il y a
excitation acoustique. Tel que montré ci-dessous, le protocole d’acquisition permet de mesurer
ces signaux au repos pour chaque polarité de courant.
La séquence d’acquisition de signaux est résumée au tableau 3.1.
Tableau 3.1 Séquence d’acquisition






Les acquisitions 1 et 3 sont celles des signaux de MACE, acquis respectivement aux crêtes
positives et négatives de l’onde de courant. Les acquisitions 2 et 4 sont celles des signaux
au repos (sans excitation acoustique appliquée) mesurés aussi pour les deux polarités de
courant. L’acquisition 5 est pour la mesure de l’effet de Debye (sans courant appliqué, mais
avec l’excitation acoustique).
Pour chacune de ces 5 acquisitions, nous obtenons une moyenne de 200 événements. Cette
procédure est répétée 5 fois pour mieux évaluer les signaux de repos qui seront soustraits des
signaux avec excitation acoustique.
Cette séquence d’acquisition requiert le changement fréquent de configuration des géné-
rateurs de fonction et le transfert de données de la carte d’acquisition vers l’ordinateur. Ces
appareils sont contrôlés par un programme développé sur LabVIEW (National Instruments
Corporation) et reliés par une connexion GPIB.
3.3 Résultats expérimentaux
Cette section a pour but de montrer et de discuter quelques résultats de réalisations
expérimentales produites avec le montage décrit à la section 3.1.
Quelques exemples de signaux mesurés et le traitement effectué pour faire ressortir le
signal de MACE sont illustrés à la section 3.3.1. Elle illustre également la présence de l’effet
de Debye dans les signaux mesurés. La section 3.3.2 donne un exemple de signal affecté par
40
la cavitation. La mesure de l’amplitude du signal de MACE en fonction de l’amplitude du
courant injecté suit à la section 3.3.3, suivie de l’évaluation quantitative de la conductivité
électrique de solutions salines de diverses concentrations. Pour terminer, la mesure de la
sensibilité acousto-électrique de la cellule de mesure est décrite.
3.3.1 Forme des signaux obtenus, traitement du signal et observation de l’effet
de Debye
Un exemple de signaux obtenus par le montage décrit précédemment est donné à la figure
3.10. Cette figure présente également le traitement effectué pour retirer les contributions de
la MACE et de l’effet de Debye à partir des signaux bruts.
Cet exemple d’acquisition montre à la fois la manière avec laquelle l’effet de Debye affecte
les signaux mesurés et le traitement requis pour retirer cet effet et conserver la contribution de
la MACE. Ce traitement repose sur le fait que l’amplitude de l’effet de Debye est indépendante
du courant injecté, tandis que la MACE est linéairement dépendante de ce courant. Cet
exemple montre bien que le signal de MACE est plus net en effectuant le retrait des signaux
de base à courant imposé et sans excitation acoustique. L’amplitude crête-à-crête du signal
de Debye (avant amplification) capté par les électrodes est d’environ 49 µV, tandis que celle
du signal de MACE est d’environ 28 µV.
Le rapport signal sur bruit (RSB) de ce signal de MACE est calculé de la façon suivante.
La valeur V RMSsignal du signal échantillonné est calculée par : V RMSsignal =
√∑
k [Vsignal]2k sur une
période de temps donnée, soit, dans le cas présent, sur la période comprise entre 45 et
55 µs. La valeur V RMSbruit est calculée de manière analogue sur une partie identifiée comme
étant uniquement du bruit, soit entre 60 et 70 µs. Le rapport signal sur bruit est calculé
par : RSB(dB) = 20 × log10(V RMSsignal/V RMSbruit ) . Les valeurs suivantes sont obtenues : V RMSsignal =
0, 007688 V, V RMSbruit = 0, 002908 V, V RMSsignal/V RMSbruit = 2, 64, RSB = 8, 44 dB.
3.3.2 Cavitation
La cavitation n’est pas identifiée comme étant un mécanisme d’interaction acousto-élec-
trique, mais son effet sur la mesure de conductivité électrique peut être important.
La cavitation consiste en la création de cavités (bulles) dans un liquide lorsqu’une forte
décompression locale sépare les molécules au point de briser leur cohésion et de créer un vide
à cet endroit (Mason et Lorimer, 2002). Les conditions d’excitation acoustique (intensité,
fréquence) et l’environnement (température, pression externe, viscosité du fluide. . .) affecte-
ront directement la pression acoustique requise pour produire ces bulles. Ainsi, dans le cas
où cette bulle se trouve dans un champ de pression oscillant, plusieurs scénarios peuvent se
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6    =    1   -   2 7    =    3   -   4
8    =    6   -   7
= signal de MACE (x50)
5 = signal de Debye (x50)
Figure 3.10 Exemple de signaux obtenus à la sortie de l’amplificateur et du traitement pour tirer l’informa-
tion de MACE. Les signaux #1 à #5 correspondent aux acquisitions décrites à la table 3.1. L’effet de Debye
se manifeste de manière indépendante du courant injecté. Le gain d’amplification de tension est de 50.
L’amplitude du courant injecté est de 4,675 mA. Le signal d’excitation au transducteur est un train d’ondes
sinusoïdales de 8 cycles à 1,100 MHz et de 40 V d’amplitude crête. La pression produite au foyer est estimée
à environ 1,5 MPa.
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réaliser. Par exemple, il est possible que cette bulle s’effondre immédiatement après avoir
été produite. Il se peut aussi que sa taille oscille de façon stable en suivant le cycle de
compression/décompression pour plusieurs cycles. Généralement, la disparition de la bulle
s’accompagne d’une implosion pouvant produire une onde de choc de forte énergie et endom-
mager son environnement (par exemple, elle peut éroder une surface de métal ou un tissu
biologique).
La cavitation est parfois recherchée dans les applications biomédicales où l’objectif est
de détruire des tissus (comme pour l’ablation de tumeurs cancéreuses ou la fragmentation
de calculs rénaux), car elle accompagne le processus de destruction produit par la chaleur
et la pression (Holt et Roy, 2001; Xu et al., 2007; Yoshizawa et al., 2009). Cependant, pour
les applications d’imagerie, il faudra l’éviter ou la minimiser en s’assurant que la condition
de pression de raréfaction acoustique maximale se trouve à l’intérieur des limites médicales
reconnues.
D’autre part, la cavitation a un effet perturbateur très important sur la mesure de conduc-
tivité électrique, car les bulles produites sont des régions de très faible conductivité. De plus,
lorsqu’elles n’implosent pas, ces bulles vont osciller à la même fréquence que l’onde acous-
tique, contribuant ainsi à moduler la conductivité tout comme ce qui est à l’origine du signal
de MACE, qu’il ne sera pas possible d’isoler par filtrage. Pour ajouter à cela, la présence de
ces bulles affectera significativement la propagation de l’onde acoustique, car elles ont une
impédance acoustique très différente de celle du fluide. La cavitation devra donc être évitée
pour obtenir des signaux de MACE utiles.
La figure 3.11 montre un signal de MACE où apparaissent de fortes perturbations sous
forme d’impulsions négatives que nous attribuons à la cavitation. Cette affirmation est sou-
tenue par les arguments suivants. D’une part, l’amplitude de l’onde de pression de 0,90 MPa
est de l’ordre de ce qui est rapporté pour produire de la cavitation dans l’eau (non dégazée).
D’autre part, ces impulsions négatives sont détectées à partir d’une certaine valeur seuil de
pression acoustique et leur amplitude augmente alors rapidement avec la pression. Enfin,
nous pouvons prévoir que la présence de bulles se manifestera principalement lors de la phase
de décompression de l’onde, la cavitation étant justement amorcée par une forte décompres-
sion et les bulles ayant tendance à prendre de l’expansion lors de la décompression et à se
comprimer lors de la phase de compression. Ce comportement, où l’influence des bulles est
grande lors de la décompression, tandis qu’elle est faible lors de la compression, se traduit
sur les signaux mesurés par des pics présents seulement dans une direction (ici, vers le bas).
Notons aussi que ces pics de grande amplitude débutent de façon très abrupte, ce qui est
caractéristique d’un phénomène comportant un seuil.
Nous avons pu confirmer la création de bulles de cavitation dans des conditions similaires,
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Figure 3.11 Exemple de signal montrant la présence de cavitation. La contribution de la MACE est éga-
lement visible. Ce signal est celui obtenu à la sortie de l’amplificateur. L’excitation acoustique est un train
d’ondes sinusoïdales de 8 cycles à 1,078 MHz et de 25 V d’amplitude crête, produisant une pression au foyer
d’environ 0,90 MPa.
en utilisant un montage semblable à ceux de Thomas et al. (2005) et Farny et al. (2009).
Ce montage inclut la partie acoustique du montage de base pour la mesure de MACE, soit
le transducteur, un générateur de fonctions et l’amplificateur de puissance pour produire
un champ acoustique périodique. La détection de bulles se fait par un autre transducteur
ultrasonore focalisé, placé en mode de réception, dont l’axe de propagation est perpendiculaire
au premier transducteur et où le foyer correspond à celui du premier. Ce transducteur en mode
de réception capte à quelques occasions des signaux de pression dont la forme correspond
à l’excitation utilisée et dont le délai entre l’excitation et la réception correspond au temps
nécessaire pour une onde se déplaçant dans l’eau pour parcourir le trajet du transducteur
d’excitation jusqu’à son foyer, puis de cet endroit au transducteur en réception. Cette onde de
pression provient fort probablement de la diffusion de l’onde incidente sur une bulle produite
lors d’une excitation (train d’ondes) précédente (Farny et al., 2009).
3.3.3 Mesure de l’amplitude du signal de MACE en fonction de l’amplitude du
courant injecté
Une première validation du montage est faite en mesurant l’amplitude du signal de MACE
en fonction du courant injecté. Une relation de proportionnalité est attendue, tel qu’indiqué
par le modèle et obtenu expérimentalement par Lavandier et al. (2000a).
Pour obtenir des signaux de MACE de la plus grande amplitude possible, tout en restant
dans les limites de fonctionnement du système, nous avons utilisé une solution saline ayant
une faible conductivité, soit 0,35 S/m.
L’équation 2.15 permet d’extraire l’amplitude du signal de MACE, V˜ MACE(ω), pour les
fréquences désirées. La fenêtre de signal retenu pour le calcul de l’amplitude du signal de
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MACE est bornée par l’intervalle t0 = 40 µs et tf = 55 µs. Nous obtenons une mesure de
l’amplitude du signal de MACE en faisant la somme de composantes du spectre de Fourier
dans la bande passante [1,07 - 1,27] MHz, soit 100 kHz de part et d’autre de la fréquence
d’excitation du transducteur à 1,175 MHz. Cette mesure d’amplitude est tracée à la figure
3.12.
Sur cette figure, une régression linéaire est également tracée. L’ordonnée à l’origine de la
droite de régression n’est pas nulle. Sa valeur correspond à l’amplitude quadratique moyenne
du bruit (additif) de mesure dans la plage de fréquence du signal.
3.3.4 Mesure de la sensibilité acousto-électrique de la cellule de mesure
Cette expérience a été réalisée avec une excitation acoustique par un train de 8 cycles
d’ondes sinusoïdales à 1,100 MHz. L’amplitude du courant injecté est de 4,675 mA. La conduc-
tivité électrique est de 0,35 S/m.
Le balayage acoustique est effectué sur une grille régulière de 33 points espacés de 0,25 mm
selon x par 5 points espacés de 1,00 mm selon y.
La plage temporelle choisie pour l’extraction des composantes fréquentielles et le calcul de
l’amplitude des signaux de MACE est [t0 = 45 µs, tf = 55 µs]. Les composantes fréquentielles
considérées sont celles comprises entre 1,00 et 1,18 MHz.
La figure 3.13a illustre l’amplitude obtenue pour les signaux de MACE sur la grille d’ac-
quisition. Les signaux ont été validés pour écarter ceux pour lesquels il y avait présence de
cavitation qui aurait rendu difficile l’évaluation de l’amplitude du signal de MACE.
La position et la taille des électrodes sont à l’échelle. Pour ce qui est du positionnement
latéral du transducteur par rapport à la cellule de mesure, il a été établi par un recalage des
distributions d’amplitude des signaux de Debye (annexe C).
Il est utile de comparer ces observations des signaux de MACE avec ce qui pourrait être
obtenu à partir de la résolution numérique du problème direct général présenté au chapitre
précédent (équations 2.13 et 2.14). La figure 3.13b montre les résultats de la simulation dans
des conditions reproduisant celles de l’expérimentation : géométrie 3D, tailles et positions
des électrodes, amplitude du courant injecté et onde de pression 3D générée à partir des
mesures expérimentales de la réponse électromécanique du transducteur. La méthode de
calcul de l’amplitude des signaux simulés est la même que celle utilisée avec les signaux
expérimentaux. Les résultats expérimentaux et de simulation concordent généralement bien,
tant pour ce qui est de l’amplitude que de la distribution spatiale de la MACE. La région
principale de grande sensibilité se situe dans les 4 premiers millimètres sous les électrodes de
mesure.
Avec la résolution spatiale de l’acquisition expérimentale qui a été réalisée, le patron
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Figure 3.12 Somme des amplitudes des composantes des signaux de MACE entre 1,07 et 1,27 MHz en
fonction de l’amplitude du courant injecté. La somme des amplitudes est exprimée en unités arbitraires. Pour
cette série d’acquisitions, le moyennage des signaux s’est fait sur 2560 événements (10 répétitions de 256
événements chacune).
d’amplitude en fonction de la position demeure difficilement observable. Celui fourni par la
simulation montre que ce patron contient des variations rapides, et ce, principalement dans
la région près des électrodes. Il faut principalement retenir, de cette expérience, les simili-
tudes de la forme générale de ces patrons plutôt que de celle détaillée. Cette forme détaillée
dépend de plusieurs facteurs de position et d’orientation qui sont difficiles à retrouver exac-
tement par simulation, d’autant plus que le modèle de formation du signal est relativement
élémentaire. De plus, une comparaison rigoureuse et beaucoup plus complexe serait celle où
la forme complète de chacun des signaux serait mise en correspondance avec sa version de
simulation. Dans l’étude conduite ici, la seule information ayant servi à produire un patron
visuel d’amplitude est une caractéristique fréquentielle du signal.
Il est intéressant à ce moment de comparer l’amplitude des signaux expérimentaux avec
ceux obtenus par simulation. Le signal de MACE à la position d’acquisition (x = 2,75 mm,
y = -3,00 mm) est tracé à la figure 3.14. Il s’agit de celui ayant l’amplitude maximale de
cet ensemble d’acquisitions. Son amplitude est d’environ (0, 50−−0, 80)/2 mV = 0, 65 mV à
la sortie du système d’amplification (dont le gain est de 34 dB à 1 MHz). En comparaison,
le point sur la distribution provenant de la simulation, atteignant un maximum dans cette
région, est à la position (x= 2,125 mm, y = -2,00 mm). Le signal de MACE à cette position est
tracé également sur cette figure. Son amplitude est de 0,0089 mV avant amplification, c’est-
à-dire qu’à la sortie du système d’acquisition, il devrait être d’environ 50 × 0, 0089 mV =
0, 45 mV. Ainsi, l’ordre de grandeur des signaux semble être bien respecté.
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Figure 3.13 Somme des amplitudes des composantes (en unités arbitraires) des signaux de MACE entre
1,00 et 1,18 MHz en fonction de la position d’excitation acoustique. Le foyer du transducteur est positionné
sur le plan médian passant par le centre des électrodes. La tension est mesurée entre les électrodes #1 et #2.
L’électrode #3 est déconnectée. (a) Données acquises expérimentalement. Une interpolation a été réalisée
sur une grille ayant la même finesse qu’en (b) pour faciliter la comparaison des résultats. Cette interpolation
est réalisée à partir des données originales, affichées en retrait sur la gauche. La région d’acquisition est
délimitée par le rectangle rouge. Pour les lieux où la cavitation se manifeste dans les signaux acquis, la valeur
de l’amplitude du signal de MACE est indéterminée et est alors affichée en blanc. (b) Résultat de simulation
utilisant la méthode et les programmes développés pour résoudre les problèmes directs présentés aux chapitres
suivants. Dans cette simulation, le transducteur a été tourné de 2 degrés autour de l’axe y, ce qui a pour
effet d’enlever un peu de symétrie dans la forme générale de l’amplitude du signal de MACE en fonction de
la position. De plus, son foyer est placé dans le plan z = −4, 0 mm. Cette position a été déterminée par le
délai d’arrivée du train d’ondes sur les signaux expérimentaux.
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Figure 3.14 Signal de MACE à la position du maximum d’amplitude. Le signal expérimental tracé est
celui à la sortie de l’amplificateur d’instrumentation. Le signal de simulation tracé est celui obtenu dans les
conditions similaires et multiplié par un facteur 50 (représentant l’amplification du système d’acquisition).




MISE EN ŒUVRE DE LA MÉTHODE DE RÉSOLUTION NUMÉRIQUE
La résolution numérique du problème direct, et par la suite du problème inverse, consiste,
dans une large mesure, à solutionner des équations différentielles sur un domaine discrétisé
et assujetti à des conditions de frontières. Pour cela, nous avons choisi d’utiliser une méthode
sans maillage basée sur celle appelée « Finite-Cloud », par opposition aux méthodes dites
d’« éléments finis » d’usage plus courant. Ce type de méthode sans maillage est bien adapté
aux problèmes multiphysiques (Aluru et Li, 2001) où des échelles ou encore des stratégies
différentes de discrétisation du domaine peuvent être requises pour solutionner de façon
efficace le problème de chacun des types de physique. Par exemple, dans ce travail, nous
trouverons une plus grande densité de points de discrétisation au voisinage des électrodes
pour ce qui est de résoudre les problèmes électrostatiques et de calculer les densités de
courant, et une plus grande densité de points au voisinage du foyer pour ce qui est de la
représentation de l’onde acoustique bipolaire. Cette gestion raisonnée de l’échantillonnage
des diverses fonctions est appréciée en particulier pour résoudre des problèmes en 3D ou en
4D, où l’utilisation d’une même discrétisation assez fine pour résoudre toutes les physiques
devient rapidement prohibitive.
La méthode sans maillage qui a été développée pour la résolution d’équations différen-
tielles de cette thèse est décrite à l’annexe A. Sa mise en œuvre a été programmée en Matlab
(MathWorks Inc., Natick, MA). La validation des programmes a été réalisée par plusieurs
tests de base présentés dans la littérature des méthodes sans maillage, dont ceux de Lam et al.
(2006) et de Jin et al. (2005). Les performances obtenues concordent avec ce qui est décrit dans
les articles. En guise de tests de validation additionnels, les solutions de quelques problèmes
(dont en électrostatique) ont été comparées à celles obtenues par un logiciel commercial d’élé-
ments finis (COMSOL Multiphysics, COMSOL AB, Stockholm, Suède) ; les solutions étaient
en étroite concordance.
4.1 Avant-propos : note sur l’interpolation
Une des conséquences de la discrétisation propre à chacune des physiques apparaît au
moment où il faut coupler les solutions, par exemple lorsqu’il faut calculer le produit de
la pression avec la sensibilité acousto-électrique (équation 2.11). Pour faire ce produit, il
faut naturellement connaître la valeur des différentes fonctions en jeu aux mêmes points du
49
domaine. Cette correspondance est réalisée par des fonctions d’interpolation. Ces fonctions
vont ici opérer sur plusieurs grilles 1 de discrétisation en 3D, notamment :
– pour le calcul du potentiel électrique ; sur cette grille, la densité de points est plus élevée
au voisinage des électrodes ;
– pour la représentation de l’onde acoustique ; sur cette grille, les points sont regroupés
autour de la zone focale pour l’onde de pression bipolaire. Pour l’onde unipolaire, ils
peuvent occuper tout le volume ;
– pour l’intégration servant au calcul du signal de MACE ; la position des points ser-
vant au calcul d’une intégrale volumique par quadrature de Gauss est obtenue par un
algorithme particulier sur la géométrie donnée ;
– pour les données d’acquisition ;
– pour la reconstruction ; les points de cette grille sont ceux pour lesquels la conductivité
est estimée.
Certaines grilles sont définies de façon distincte pour le problème direct et pour le pro-
blème inverse ; ceci concerne les grilles électrique, acoustique et d’intégration.
Une manière courante de calculer une interpolation à partir de valeurs connues sur un
ensemble de points aux environs de l’endroit voulu est d’obtenir une triangulation de ces
points, puis d’utiliser une linéarisation sur le triangle (ou le tétraèdre en 3D). Cependant,
puisque la technique numérique employée repose sur une approche sans maillage et qu’aucune
connectivité de type maillage n’est obtenue lors du processus de génération de la distribution
de points, il serait exigeant de produire une connectivité à la manière d’une triangulation sur
la distribution donnée en respectant les frontières de la géométrie, bien que ce soit envisa-
geable (Chew, 1989; Shewchuk, 2000). La technique qui sera plutôt employée pour ce projet
sera la même que celle ayant servi à la résolution d’équations différentielles (voir section A.1).
Le principe est de spécifier, dans l’équation A.12, les coordonnées (x, y) comme étant celles
du point d’évaluation où la valeur interpolée est souhaitée, tandis que les uˆI sont les valeurs
de la fonction aux points connus. Le passage de la grille où les valeurs sont connues (G0) à
celle où les valeurs sont souhaitées (G1) se fait par le produit matriciel suivant :
uG1 = NG0G1uG0 (4.1)
La matrice N est de taille NPG1 ×NPG0, où NPG1 est le nombre de points de la grille G1 et
NPG0 est le nombre de points de la grille G0.
1. Nous utilisons le terme « grille » dans ce contexte pour désigner l’ensemble des points de discrétisation
du domaine pour un problème donné, même s’il s’agit d’une dispersion de points sans connectivité de type
maillage.
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De la même manière, il est aussi possible d’obtenir une dérivée de la fonction initiale aux
points d’interpolation en construisant la matrice de transformation incorporant les dérivées,
puis d’obtenir le résultat voulu en effectuant le produit matriciel entre cette matrice de





Notons que, dans le cas où nous voulons obtenir une interpolation de cette manière pour
passer d’une grille à une autre, la modification de formulation pour le renforcement de la
propriété de Kronecker présentée à la section A.4 n’est pas applicable.
4.2 Problème direct
Nous entendons par la résolution du problème direct, ce qui sert à produire des signaux de
synthèse pour cette étude. Plusieurs éléments du problème direct seront repris plus loin dans
la résolution du problème inverse, mais leur fonction sera alors différente puisqu’il s’agira
alors de produire les données prédites par un modèle pour les comparer aux observations.
La résolution du problème direct calcule les signaux temporels V MACE pour chacune des
positions du transducteur. Le schéma bloc de la figure 4.1 en montre les différentes étapes.
Ces étapes sont décrites ici.
4.2.1 Géométrie
L’étape de la définition de la géométrie a plusieurs fonctions, dont :
1. représenter la géométrie physique du volume conducteur ;
2. identifier les régions où diverses conditions frontières seront appliquées. Ceci permet
par exemple de spécifier la position des électrodes ;
3. spécifier la distribution de la conductivité électrique ;
4. générer la distribution de points utilisée par la technique de résolution numérique
d’équations différentielles (grille de la situation électrique) ;
5. calculer la distribution de points pour l’intégration numérique sur ce volume.
Représentation de la géométrie Telle que décrite dans la section A.6, la génération de la
distribution de points est basée sur une représentation de la géométrie où les faces formant la
frontière du volume conducteur sont des triangles. Au cours de ce projet, plusieurs géométries
complexes ont été étudiées et ont été définies avec le logiciel Blender (Blender Foundation,
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Définition de :
- géométrie (forme, taille)
- conductivité électrique (s0)
- grille électrique GJ
- grille d’intégration GINT
Définition des conditions 
appliquées :
- type (isolation, courant 
injecté, potentiel électrique)
- valeur
Résolution sur j I de :
  00  Ijs
Résolution sur j L de :

























Modèle pour onde bipolaire
- Définition de la grille d’acquisition GACQ













Modèle pour onde unipolaire
- Définition des orientations q
- Calcul de :








 LI jjs  0 (2.12)
Figure 4.1 Schéma bloc du problème direct. Le symbole « & » signifie une combinaison : toutes les entrées
ou toutes les sorties sont requises pour passer à l’étape suivante. Le symbole « | » signifie un choix : une des
entrées ou une des sorties doit être sélectionnée pour passer à l’étape suivante.
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Amsterdam, Pays-Bas), un puissant logiciel libre pouvant être utilisé pour la CAO 3D. Dans
cette thèse, ce logiciel sert à constituer les informations à fournir au programme de génération
de distribution de points. Les figures 4.2 et 4.3 illustrent respectivement l’interface graphique
du logiciel Blender et l’interprétation effectuée par Matlab pour une géométrie qui sera étudiée
plus loin.
L’identification des régions où seront appliquées les conditions frontières doit être faite à
ce moment-ci, car elle a un rôle à jouer dans la création de la distribution de points de la
grille électrique présentée plus loin. En effet, une bonne représentation de la géométrie par la
distribution de points doit marquer les frontières entre les régions. Par exemple, lorsqu’une
électrode est placée sur une face plane, il est important que le contour de l’électrode soit
identifié sur cette face par la distribution de points. Les régions de conditions aux frontières
sont étiquetées dans Blender.
Spécification de la conductivité électrique La conductivité électrique σ0 du problème
électrique doit être spécifiée à ce moment-ci. De façon générale, elle sera donnée comme une
expression qui sera ensuite évaluée aux points de la distribution, mais il est aussi possible
de fournir une valeur pour chacun des points de la distribution de la grille électrique. Cette
dernière option sera utilisée lors de la résolution du problème inverse.
Génération de la distribution de points (grille électrique) Le programme de géné-
ration qui a été développé reprend la majorité des éléments présentés par Löhner et Oñate
(1998), tels que décrits à la section A.6. Toutefois, plutôt que de remplir directement le vo-
lume à partir d’une distribution de points sur les surfaces respectant les distances entre les
points, la méthode développée requiert une triangulation des surfaces formant les frontières
de la géométrie. L’information de ces faces sera utilisée dans plusieurs contextes différents,
mais ne constituera pas la triangulation des surfaces adaptée à la distribution de points finale.
Ceci permet de créer une géométrie de manière générale, puis de spécifier les distances entre
les points a posteriori.
Note technique sur la génération de points Puisque, de manière générale, les seuls points four-
nis dans la définition de la géométrie sont ceux requis pour la spécification des surfaces de cette
géométrie, la technique employée pour la génération de points consiste alors à générer ces points en
procédant d’abord sur les arêtes, puis sur les surfaces et ensuite dans le volume. Le patron utilisé
pour la génération sur les arêtes possède deux points, tandis que le patron pour la génération sur les
surfaces en a quatre et celui pour la génération dans le volume, six. L’orientation du patron dépend
de la situation. Par exemple, la génération de points sur une arête produit seulement des points sur
cette arête. Ainsi, le patron est orienté dans la direction de l’arête. Pour la génération sur la surface,
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Figure 4.2 Exemple d’une représentation de géométrie conçue sur Blender. Cet objet représente une cavité
pour l’imagerie du sein (problème de la section 7.2). Les régions colorées représentent les électrodes. Les
fonctionnalités de création et d’édition d’objets ont servi pour la représentation de cette géométrie. Une fois
l’objet créé, l’exportation des propriétés (coordonnées des nœuds, combinaisons des numéros de ces nœuds
formant les triangles élémentaires de la triangulation des faces. . .) se fait en les écrivant dans un fichier texte.
Ceci est réalisé par un script développé et écrit en langage Python pouvant être exécuté dans ce logiciel.
un point source sur l’extrémité de la surface (donc sur une arête) oriente le patron de façon normale à
l’arête, de telle sorte que le front de points se propage dans la direction de la normale à l’arête sur cette
surface. Les points générés qui agissent comme source par la suite conservent cette orientation. Pour
la génération dans le volume, deux directions principales orthogonales sont nécessaires pour orienter
le patron, la troisième étant orthogonale aux deux premières. Pour les points sur les surfaces agissant
comme sources, la première direction principale est celle ayant été utilisée pour la génération des points
sur cette surface, tandis que la seconde direction principale est la normale à cette surface. La distance
des points dans les différentes directions par rapport au point source est obtenue à partir des valeurs
des distances selon les directions principales x, y et z fournies. Ces distances constituent les longueurs
des demi-axes d’un ellipsoïde orienté selon ces directions principales et centré au point source. Les
points à créer dans des directions arbitraires seront à l’intersection de cet ellipsoïde et de la droite
orientée dans la direction voulue.
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Figure 4.3 Exemple d’une représentation de géométrie sur Matlab. Elle est obtenue à partir de l’information
écrite dans le fichier texte généré par Blender.
Calcul de la distribution de points (grille d’intégration) La détermination de la
grille d’intégration est faite dès que la géométrie est définie. Cependant, elle ne sera requise
qu’à l’étape de la production des signaux de MACE.
4.2.2 Conditions aux frontières
Les conditions frontières représentent les valeurs physiques de la solution à la périphérie
du volume conducteur où se produit la MACE. L’identification passe, par exemple, par des
conditions de courant, où une quantité de courant est injectée dans une électrode métallique,
par des conditions d’isolation électrique, où aucun courant ne peut traverser une frontière,
ou par des valeurs fixées de potentiel électrique.
Il faudra considérer deux situations. La première, identifiée par I, est celle où les électrodes
d’injection de courant appliquent véritablement leur courant. La paire d’électrodes de mesure
de potentiel est alors considérée comme inactive et aucun courant ne peut s’échapper du
domaine. Ces électrodes agiront néanmoins comme des régions de très faible résistance où du
courant pourra être conduit d’un point à l’autre de l’électrode. Ceci apparaît naturellement
lorsque nous spécifions, dans les équations, que le potentiel est constant sur toute la surface
d’une électrode.
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Dans la seconde situation, identifiée par L, les électrodes d’injection de courant sont
inactives, de manière analogue aux électrodes de mesure de potentiel de la situation I. Les
électrodes de mesure de potentiel ont, quant à elles, une condition d’injection de courant
unitaire (1 ampère).
Dans ces deux cas, un potentiel électrique de référence doit être appliqué à au moins un
point afin de produire une solution unique. L’application peut se faire à un point défini ou
sur la surface d’une électrode supplémentaire agissant comme masse.
4.2.3 Solution du problème électrostatique
Nous procédons à trouver la distribution des potentiels électriques ϕI et ϕL. Ces distri-
butions sont considérées comme indépendantes, par principe de superposition. Il est alors
possible de résoudre chaque problème individuellement. L’équation gouvernante à résoudre
est celle exprimant la conservation du courant en tout point, soit l’équation de Laplace sur le
domaine de conductivité électrique inhomogène (∇ · (−σ∇ϕ) = 0) et soumis aux conditions
frontières. Une fois ces potentiels calculés, leurs dérivées sont obtenues à partir des matrices
d’interpolation ayant servi dans cette résolution de problème électrostatique (équation A.32).
Telle que décrite à la section A.1, la détermination de la taille de la fonction noyau est
d’une grande importance. Dans le cas présent, cette taille est calculée, pour chacun des points
où est construite la fonction noyau, comme étant un multiple prédéterminé de la distance
entre les points ayant servi durant la génération de la distribution de points. Dans le cas où
le conditionnement de la matrice des moments M est supérieur à une valeur prédéterminée,
la taille de cette fonction noyau est augmentée légèrement jusqu’à ce que ce conditionnement
descende sous le seuil fixé.
Une mesure importante à prendre pour obtenir une solution réaliste sur une géométrie
possédant des régions concaves est la dépendance des points près des frontières (Organ et al.,
1996). En effet, les méthodes sans maillage ne se soucient implicitement pas de la géométrie,
mais, puisque les fonctions d’interpolation expriment une dépendance entre les points où
les équations sont discrétisées, le choix des points appartenant à une fonction noyau doit
bien représenter la condition physique présente. Par exemple, dans le problème de la plaque
fissurée, bien étudié dans la littérature (Ortega et al., 2007; Liu et Tu, 2002), il est naturel
de penser que des points situés de part et d’autre de la fissure (loin de la pointe) sont
pratiquement indépendants, étant donné que le lien mécanique entre ces régions n’est plus
direct et que la solution n’est pas continue au-delà de la fissure puisqu’une nouvelle frontière
s’est créée lors de la propagation de la fissure. Il existe plusieurs stratégies pour répondre à
cette condition. La première consiste à prendre seulement les points pour lesquels un segment
de droite reliant ces points au point central ne croise aucune face (dans la littérature, ceci
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est nommé le critère de visibilité). En quelque sorte, ce sont ceux qui sont visibles en ligne
droite à partir du point central. Cette méthode ne fonctionne pas très bien pour les géométries
présentant de fortes concavités. La méthode de diffraction (Organ et al., 1996) n’a pas permis
d’obtenir de meilleurs résultats en combinaison avec la méthode de résolution numérique
présentée. La méthode qui a servi dans ce projet est basée sur une proposition de Ortega
et al. (2007). Dans cette méthode, les fonctions noyaux des points présents dans le volume
ou sur une surface sont calculées selon le critère de visibilité. Pour les points présents sur
un coin ou une arête, un plan passant par ce point et de même orientation que ce point est
créé. Les points situés du côté extérieur de ce plan sont considérés comme non visibles pour
la fonction noyau de ce point. Ceci permet de limiter la visibilité de telle sorte que les points
de part et d’autre de la concavité ne soient pas pris simultanément. Il s’agit d’une méthode
rapide qui apporte beaucoup de stabilité à ce type de problème.
4.2.4 Sensibilité acousto-électrique
Une fois les distributions de potentiel électrique ϕI et ϕL trouvées, le champ de sensibilité
acousto-électrique ν = σ0(∇ϕI ·∇ϕL) est calculé directement, car ces variables sont exprimées
sur la même grille, soit celle ayant servi à la résolution du problème électrique.
4.2.5 Acoustique
Dans ce travail, le transducteur acoustique est un piézoélectrique monoélément, circulaire
et concave. La méthode qui semble la plus adaptée pour représenter le champ acoustique
produit par ce dispositif dans différentes conditions est celle décrite par Jensen (1991) et
Jensen et Svendsen (1992). Ce modèle fait l’hypothèse que le système est linéaire. Il repose
sur la connaissance d’une expression pour le champ acoustique spatio-temporel produit par
le transducteur dont la surface applique une impulsion de densité de force. Dans le cas d’un
transducteur monoélément, circulaire et concave, une description analytique de cette réponse
impulsionnelle ha(x, t) est donnée par Penttinen et Luukkala (1976). Par linéarité, le champ
acoustique P (x, t) produit par un transducteur appliquant une densité de force fs(t) est :
P (x, t) = fs(t)
t∗ ha(x, t) (4.3)
où t∗ est l’opérateur de convolution sur la variable de temps t. La densité de force fs(t) émise




où E(t) est l’excitation électrique fournie au transducteur et REM(t) est la réponse électro-
mécanique du transducteur correspondant au signal de densité de force émis à la surface
du transducteur lorsqu’il est excité par une impulsion électrique. Dans la description de
Penttinen et Luukkala (1976), la réponse impulsionnelle ha(x, t) au foyer de ce transducteur




où Stransducteur est l’aire de la surface du transducteur, R est la distance focale et c est la
vitesse de propagation de l’onde. En utilisant l’équation 4.5 dans 4.3, il est possible d’obtenir
aisément la valeur de fs(t) à partir de la connaissance de P (xfoyer, t), puisque le signal de
pression mesuré reproduit le signal fs(t) avec un facteur d’échelle et un délai correspondant
au temps de propagation entre la surface du transducteur et le foyer. Ceci aura été fait pour
une excitation électrique donnée. Cette connaissance de fs(t) et de ha(x, t) permet alors
de trouver le champ acoustique P (x, t) produit par le transducteur pour cette excitation
électrique à toutes les coordonnées x pour les instants de temps t souhaités. Si ce signal de
pression au foyer a été obtenu pour une excitation électrique impulsionnelle, la valeur de fs(t)
qui a été obtenue correspond à REM(t), et il est alors possible d’obtenir le champ acoustique
pour une excitation électrique arbitraire.
Le champ acoustique du transducteur est calculé sur les NPGUS points constituant la
grille acoustique (GUS) pour les N t instants spécifiés, produisant ainsi une matrice de taille
NPGUS × N t. Les valeurs de temps spécifiées sont constitués de multiples entiers de 20 ns,
reproduisant un échantillonnage à 50 MHz dont l’origine est déterminée par le moment où
l’excitation électrique débute.
L’étendue de la grille acoustique dépend de la région où cette pression acoustique est
non négligeable. Avec la méthode par onde bipolaire, le champ acoustique est produit par
une excitation en bande étroite. Dans ce cas, le champ acoustique produit a une amplitude
très grande dans la région focale et faible hors de cette zone. Il est donc justifié de faire
l’approximation que le champ acoustique est nul loin du foyer. La grille acoustique pourra
alors être restreinte à cette région focale. Cependant, avec la méthode d’onde unipolaire, le
champ acoustique produit a la forme d’une coquille quasi sphérique plus ou moins épaisse
occupant un très large volume et qui se propage en s’éloignant du transducteur. La focalisation
du transducteur est alors beaucoup moins efficace. Dans ce cas, il est critique d’employer
une grille acoustique très large couvrant la région de sensibilité acousto-électrique. Bien que
cette grille doive occuper un espace beaucoup plus grand que celle du champ focalisé, sa
représentation n’a par contre pas besoin d’être aussi fine puisque les variations spatiales sont
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plus larges.
4.2.6 Signal de modulation acoustique de conductivité électrique
Le calcul du signal de MACE qui est produit pour une position d’excitation donnée revient
principalement à effectuer l’intégration numérique du produit du champ acoustique avec la
sensibilité électrique. Ces deux champs scalaires doivent d’abord être interpolés sur la grille
d’intégration. Nous considérons que la sensibilité électrique est la même pour tous les instants
de temps.
4.3 Problème inverse
La résolution du problème inverse, permettant d’obtenir la distribution de conductivité
électrique, est représentée par le schéma bloc de la figure 4.4 pour la méthode bipolaire et
celui de la figure 4.5 pour la méthode unipolaire.
À plusieurs égards, les étapes de résolution sont semblables pour l’un et l’autre des pro-
blèmes inverses. Les principales différences sont notées dans la description qui suit.
4.3.1 Méthode bipolaire








νxyref (xbi , ybi)
V˜ MACEmes (xbi , ybi , ω)
V˜ MACEref (xbi , ybi , ω)
,
i = 1, . . . , N (2.25’)
Le terme de droite est établi à partir :
1. des mesures (V MACEmes ) dont nous avons calculé l’amplitude à une fréquence donnée ;
2. de signaux de référence (V MACEref ) produits par simulation ou acquis expérimentalement
utilisant un objet de référence ;
3. d’a priori telles les constantes KI d’interaction entre la pression et la conductivité ;
4. d’une fonction de sensibilité de référence établie à partir d’a priori sur la géométrie
et utilisant une distribution de conductivité qui, en principe, pourrait être arbitraire,
mais que nous posons homogène en pratique.
Ce terme de droite est aussi appelé νmes (équation 2.24) car il décrit la sensibilité associée à
la conductivité électrique que nous cherchons à mesurer.
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Définition de :
- géométrie (forme, taille)
- conductivité électrique (sref)
- grille électrique GJinv
- grille d’intégration GINTinv
Définition des conditions 
appliquées :














Signal de MACE de 
l’objet à caractériser
Sensibilité acousto-électrique 
calculée de l’objet à 
caractériser
Reconstruction : résolution 







- grille acoustique GUSinv
- constante KI,ref
bP ˆ0
Résolution sur jLref de :
  0 Lrefref js
Résolution sur jIref de :



























































- Définition de la grille de reconstruction GR
- Résolution sur s0 de :
  mesLI jjs 0
Calcul de :





Signal de MACE de 
l’objet de référence
Référence simulée Référence par acquisition
Figure 4.4 Schéma bloc du problème inverse de la méthode bipolaire.
60
Définition de :
- géométrie (forme, taille)
- conductivité électrique (sref)
- grille électrique GJinv
- grille d’intégration GINTinv
Définition des conditions 
appliquées :















 LrefIrefrefref s 
Signal acquis de
MACE de l’objet à caractériser
Signal calculé de
MACE de l’objet à caractériser
Reconstruction : résolution 
























Résolution sur Lref de :
  0 Lrefref s
Résolution sur Iref de :






- Définition de la grille de reconstruction GR
- Résolution sur s0 de :







Signaux de MACE de 
l’objet de référence
















- grille acoustique GUSinv
- constante KI,ref
bP ˆ0
&Acquisition de : MACE
RV 0,0s
(2.26)
Figure 4.5 Schéma bloc du problème inverse de la méthode unipolaire.
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Le terme de gauche contient la solution σ0 recherchée et apparaît explicitement ainsi
qu’implicitement à l’intérieur des potentiels ϕ.
Problème électrostatique Ce bloc (en encadré) reprend les premières étapes de la ré-
solution du problème direct décrites à la figure 4.1. Son rôle est de générer une fonction de
sensibilité acousto-électrique de référence νref à partir d’une distribution de conductivité de
référence σref et d’a priori sur la géométrie et les conditions de frontières. Dans le cas où
nous disposons de signaux de MACE acquis expérimentalement sur un fantôme de conduc-
tivité connue, σref est la conductivité du fantôme. Dans le cas où nous n’avons pas de telles
données de calibration, σref est une conductivité arbitraire, que nous posons homogène et du
même ordre de grandeur que la conductivité recherchée.
La fonction de sensibilité acousto-électrique de référence ainsi produite est utilisée par
le bloc de calcul de sensibilité acousto-électrique de l’objet à caractériser, décrit plus loin.
Advenant le cas où des signaux de MACE de calibration acquis expérimentalement ne seraient
pas disponibles, elle sert aussi au calcul d’un signal de MACE de référence simulé.
Signal de MACE de l’objet de référence Tel que suggéré à la fin de la section 2.2.2,
il existe deux façons de trouver V˜ MACEref . La première consiste à poursuivre la résolution du
problème direct par simulation avec l’expression du champ acoustique. La seconde consiste à
réaliser une acquisition de calibration pour un objet dont la conductivité électrique correspond
à σref , mais où toutes les autres conditions (positionnement, courant injecté. . .) sont les
mêmes que pour l’imagerie sur σ0.
L’encadré « Référence simulée » reprend les fonctions utilisées pour le calcul de V MACE
du modèle direct (figure 4.1). Le résultat produit est l’amplitude de V MACEref à la fréquence
centrale du transducteur.
Note Dans le bloc « Acoustique », les constantes d’interaction KI entre la pression et la conductivité ainsi
que la grille acoustique GUS sont des entités distinctes de celles utilisées dans la résolution du problème
direct. La résolution numérique du problème direct décrit à la section 4.2 a pour but de produire des
signaux de synthèse les plus fidèles possibles aux équations. Pour cela, par exemple, des grilles fines
sont définies. Pour la résolution numérique du problème inverse, dans un travail de simulation tel celui
de cette thèse, il est souhaitable de ne pas prendre les mêmes grilles que celles spécifiées pour produire
les signaux de synthèse, de manière à éviter de commettre ce qui est communément appelé le « crime
inverse », où des éléments communs (telles les grilles) sont utilisées pour résoudre les problèmes direct
et inverse. D’une certaine manière, cela équivaut à introduire des a priori qui ne sont pas disponibles
avec des données réelles, faussant ainsi l’évaluation de la méthode d’inversion.
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Signal de MACE de l’objet à caractériser Ce bloc identifie l’étape de calcul d’ampli-
tude des signaux de MACE acquis sur l’objet réel dont la conductivité électrique σ0 doit être
mesurée. Cette amplitude est évaluée à la fréquence centrale du transducteur.
Sensibilité acousto-électrique calculée de l’objet à caractériser Pour cette étape, il
s’agit d’effectuer le calcul de νmes, qui agira en tant qu’information de mesure de sensibilité
acousto-électrique de l’objet à caractériser.
Ce bloc traduit les données de signaux de MACE de l’objet à caractériser en termes de
νmes, sa sensibilité acousto-électrique « mesurée ». L’inversion proprement dite, décrite à la
section 4.3.3, a pour but de retrouver la conductivité σ0 à partir des données de sensibilité
acousto-électrique.
4.3.2 Méthode unipolaire
Le problème inverse pour la méthode unipolaire consiste à résoudre le système d’équations
suivant :







P0 bˆ(rΩ, θi, tj) dΩ
i = 1, . . . , N θ; j = 1, . . . , N t (2.31’)
avec :






Problème électrostatique Ce bloc (en encadré) est exécuté de manière similaire à celui
du problème inverse pour le modèle bipolaire. La sensibilité acousto-électrique de référence
qui est obtenue ne sert toutefois qu’à la simulation des signaux de MACE sur l’objet de
référence. Cet objet de référence a une conductivité σref correspondante à celle du fantôme
pour lequel les signaux de MACE sont acquis expérimentalement.
Signaux de MACE de l’objet de référence Ce bloc (en encadré) contient deux par-
ties. La première partie, identifiée par « Référence simulée », correspond à la simulation des
vecteurs de signaux temporels de MACE pour la conductivité de référence σref . La seconde
partie, identifiée par « Référence par acquisition », consiste en l’acquisition expérimentale
des signaux sur l’objet ayant cette même conductivité σref . Autrement, les conditions d’ac-
quisition doivent être identiques à celles servant pour l’acquisition sur l’objet à caractériser
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(de conductivité σ0) 2. Les signaux de MACE acquis d’un objet de référence sont essentiels
pour la reconstruction unipolaire, ce qui n’était pas le cas pour la méthode bipolaire.
Signal acquis de MACE de l’objet à caractériser Ce bloc identifie le vecteur de
signaux temporels de MACE acquis avec l’objet dont la conductivité électrique σ0 doit être
estimée.
Signal calculé de MACE de l’objet à caractériser Ce calcul fournit les données tem-
porelles qui seront utilisées pour la reconstruction et qui vont constituer les observations de
l’algorithme décrit plus loin. Il s’agit des échantillons temporels des signaux de MACE acquis
(V MACEσ0,R0 ) puis pondérés par un rapport de signaux V MACE acquis et simulés de la référence.
Numériquement, les produits et quotients du calcul se font élément par élément d’échantillons
temporels. Tel que spécifié à la section 2.3.3, ces vecteurs d’échantillons sont filtrés avant le
calcul.
4.3.3 Reconstruction : résolution du système d’équations intégro-différentielles
Grille de reconstruction
Pour la méthode bipolaire, la grille de reconstruction GR est la même que la grille d’acqui-
sition GACQ créée lors de l’étape antérieure pour la résolution du problème direct. Pour la
méthode unipolaire, c’est à la présente étape de reconstruction qu’elle doit être déterminée ;
l’usager peut alors réaliser différentes reconstructions à partir de ce seul ensemble d’acquisi-
tions. Il s’agit d’un aspect important de cette méthode unipolaire car cette flexibilité permet
d’étudier le processus de reconstruction indépendamment des acquisitions réalisées précé-
demment.
Choix de la méthode de résolution
Pour la reconstruction proprement dite, il s’agit de retrouver la conductivité électrique
σ0 de l’objet mesuré à partir des mesures et des informations générales ayant servi lors de
l’acquisition. Il s’agit d’un problème non linéaire sur ϕImes, ϕLmes et σ0 pour lequel il existe
plusieurs techniques de résolution : Monte-Carlo, algorithme génétique, etc. Un des groupes
de techniques de résolution procède par une suite d’étapes où le problème est linéarisé,
l’inversion linéaire servant alors à redéfinir la valeur des paramètres recherchés, pour ensuite
procéder à la prochaine étape jusqu’au moment où un critère d’arrêt est satisfait.
2. Il s’agit, notamment, de la position et de la géométrie des électrodes, des positions du transducteur et
des orientations du faisceau acoustique, de la fréquence d’échantillonnage temporel et du filtrage des signaux
de MACE.
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Nous avons opté pour une telle technique de descente de gradient, où le formalisme permet
aussi d’inclure sans trop de difficulté les paramètres d’incertitudes liés au bruit de mesure,
au modèle utilisé et à la configuration du montage.
La méthode de descente dans la direction de plus forte pente a peu d’intérêt comparati-
vement à la méthode de gradients conjugués compte tenu de son faible taux de convergence
et ne sera pas adoptée. Quant à la méthode de quasi-Newton, elle est intéressante lorsque
le nombre de points d’acquisition est faible (de l’ordre de la centaine), car l’inversion de la
matrice hessienne est relativement aisée et permet d’obtenir une convergence très rapide,
surtout lorsque la tâche la plus coûteuse en calculs est l’évaluation de la matrice jacobienne.
Pour la suite de ce travail, nous nous intéresserons alors à la méthode de gradients conjugués
(qui sera employée pour tous les problèmes résolus dans les chapitres 5 à 7, sauf indication
contraire) et de quasi-Newton.
La section A.9 décrit la formulation générale qui sert à résoudre le problème non linéaire
d’estimation de la conductivité électrique. Pour ce faire, nous utilisons un estimateur à maxi-
mum de vraisemblance où la recherche de l’extrémum est faite avec une méthode de gradients
conjugués. D’autres variantes de cette méthode de gradient sont aussi présentées dans cette
section A.9 3. L’une d’entre elles est utilisée ci-dessous pour illustrer certains aspects de la
mise en œuvre numérique, notamment en ce qui a trait au calcul du gradient.
Expression des variables impliquées dans la formulation de maximum de vrai-
semblance
Nous cherchons à exprimer les variables impliquées dans l’algorithme itératif A.71 en
correspondance avec la formulation numérique qui a été développée jusqu’ici. Ces variables
sont principalement exprimées dans la première équation de cet algorithme, décrivant la
direction de plus forte ascension γ au point mn :
γn = CmGTnC−1D (g(mn)− dobs) + (mn −mprior)
Les variables auxquelles nous allons maintenant porter une attention spéciale sont m, dobs,
g(m) et G.
Nous voulons estimer la conductivité électrique sur la grille de reconstruction (qui aura
un relativement petit nombre de points) par un ensemble de paramètres σ¯ qui feront en
sorte que la sensibilité produite pour une telle configuration soit la plus près possible de
celle à atteindre. Pour évaluer l’erreur entre ces deux valeurs, il faut solutionner le problème
3. Il s’agit de la méthode préconditionnée de descente dans la direction de plus forte pente et de la méthode
préconditionnée de gradients conjugués.
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électrique des situations I et L. Pour ce faire, nous devons obtenir un équivalent sur la grille
électrique de la conductivité électrique estimée sur la grille de reconstruction. Ceci est réalisé
par une interpolation pour les points de la grille électrique à l’intérieur des limites de la grille
de reconstruction, tandis qu’une extrapolation constante donnée par le point le plus près de
la géométrie de la grille de reconstruction est prise pour les points de la grille électrique à
l’extérieur de ces limites. Cette transformation s’écrit :
σ(xJ , yJ) =
NPGR∑
a=1
Na(xJ , yJ)σ¯a, J = 1, . . . ,NPGJ (4.6)
Avec la même notation qu’à l’équation 4.1, nous avons :
σ = NGRGJ σ¯ (4.7)
Le problème électrostatique est résolu sur cette conductivité électrique σ pour obtenir ϕI
et ϕL ainsi que leurs dérivées spatiales.







Quant au vecteur de données objectives dobs, il est obtenu à l’étape précédente du pro-







Ces données objectives demeurent inchangées durant tout le processus itératif de reconstruc-
tion.
L’opérateur non linéaire g contient l’ensemble des équations à résoudre et est fonction des
variables du modèle m. Cet ensemble a été exprimé par le système d’équations 2.21. Nous
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avons, en forme détaillée :
NPGJ∑
J=1







































(xJ , yJ , zJ)ϕˆLp

= g(xa, ya, za), (xa, ya, za) ∈ GR (4.10)
où les coordonnées (xJ , yJ , zJ) renvoient aux points de la grille GJ , tandis que le a de NGJ,aGR
spécifie la ligne de la matrice NGJGR correspondant au point (xa, ya, za) de la grille de recons-
truction. Les ·ˆ sont pour identifier les valeurs de poids nodaux, tels que formulés en A.31. En





(NJ,xϕˆI)(NJ,xϕˆL) + (NJ,yϕˆI)(NJ,yϕˆL) + (NJ,zϕˆI)(NJ,zϕˆL)
]}
, xa ∈ GR
(4.11)
où l’écriture NJ,x signifie « la ligne J de la matrice d’interpolation N ayant une dérivation
selon x ». Ainsi, des produits matriciels sont effectués entre les vecteurs lignes NJ• et les
vecteurs colonnes ϕˆI , ϕˆL et σˆ, en plus de celui requis pour le passage de la grille GJ à la
grille GR (par la sommation sur l’indice J).
L’opérateur Gn contient, par définition, les dérivées évaluées au point mn de l’opérateur








Ceci exprime comment varie chacune des équations lorsque les paramètres de la conduc-




































La dérivation des variables de potentiel électrique par rapport aux paramètres de conducti-
vité électrique σ¯ est obtenue ainsi. Rappelons que le problème électrique est, pour la situation
I :
KϕˆI = bI ⇒ ϕˆI = K−1bI (4.14)



















où l’expression de la dérivée de l’inverse d’une matrice a pu être remplacée par une expression




A−1). Nous avons aussi utilisé le fait
que le vecteur bI est indépendant de la conductivité électrique. Dans la dernière équation,
∆Kα correspond à la variation de la matrice K pour une variation de σ = NGRGJ σ¯ où tous
les éléments de σ¯ sont nuls, sauf l’élément α qui vaut 1.
La formulation ci-dessus, décrite sur la sensibilité ν, contient la base de mise en œuvre
de la méthode d’onde unipolaire. Les étapes supplémentaires, qui ne seront pas détaillées ici,
consistent principalement à inclure le champ acoustique dans les équations 4.11 et 4.13 et à
réaliser l’intégration numérique. Ces éléments sont indépendants de la conductivité électrique.
Nous allons maintenant porter notre attention sur les matrices de covariance. L’opérateur
Cm permet à l’usager de spécifier la variance des variables du modèle et la covariance entre
ces variables. De manière générale, les éléments de cette matrice s’écrivent :
Cijm = ρijσiσj (4.16)
où, dans ce contexte, ρij correspond au coefficient de corrélation entre les variables mi et
mj, tandis que σi correspond à l’écart-type de la variable mi. Les coefficients de corrélation
ρij respectent les conditions ρii = 1 et −1 6 ρij 6 +1. Ce coefficient de corrélation permet
de donner une spécification de la dépendance entre les variables du modèle. Ceci peut servir
à introduire de l’information sur la connectivité des variables. Par exemple, la conductivité
électrique en un point donné est généralement similaire à celle aux environs de ce point.
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L’introduction d’une corrélation importante dans cette matrice aura pour effet de forcer un
lissage de la solution. Dans le cas où les coefficients de corrélation ρij, i 6= j seraient mis à
zéro, toutes les variables seraient indépendantes.
L’opérateur Cd, contenu dans CD, est construit de manière similaire à Cm, mais spécifie
les variances et covariances des données dobs. Il permet alors d’inclure, par exemple, l’incer-
titude expérimentale associée à l’amplitude du courant injecté et le niveau de bruit présent
dans les mesures.
L’opérateur CT , aussi contenu dans CD, permet de spécifier les incertitudes théoriques
liées à la formulation du modèle et aux erreurs numériques (dont les approximations de la
méthode numérique utilisée).
En plus d’introduire la mesure des variables du modèle, l’opérateur Cm joue un rôle de
régularisation du problème inverse. Lorsque les valeurs de Cm sont faibles comparativement
à celles de CD, il indique que mprior est connu avec une relativement bonne précision et que
relativement peu de confiance est mise dans les valeurs de dobs. Une telle spécification fera
en sorte que la solution obtenue restera près de l’a priori fourni. Dans la situation inverse,
où les valeurs de Cm sont grandes devant celles de CD, la régularisation est moins forte et
beaucoup d’importance est accordée aux observations. Avec ce système moins régularisé, la
solution pourra cependant être moins stable numériquement.
Quant à la matrice de préconditionnement Sˆ, une mise à jour est effectuée à chaque
itération puisque le nombre de variables sur lesquelles la résolution sera effectuée est assez
petit. Dans l’algorithme exposé au système d’équations A.71, il faut alors remplacer Sˆ0 par
Sˆn = H−1n , où l’équation A.62 sert à calculer Hn.
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CHAPITRE 5
ÉTUDE DE MODÉLISATION POUR UN OBJET MINCE
5.1 Problème : Application de la méthode basée sur le champ acoustique bipo-
laire
5.1.1 Commentaires généraux
Ce premier problème sert à illustrer la méthode de résolution par méthode d’onde bipolaire
sur un cas simple. Il s’agit d’un objet rectangulaire mince dont la conductivité électrique est
inhomogène dans la région centrale et où la configuration d’électrodes permet une injection
de courant très uniforme dans la zone d’intérêt. La conductivité électrique varie seulement
selon les dimensions x et y, et ne dépend pas de z. Ainsi, nous chercherons à obtenir cette
distribution de conductivité seulement pour la tranche centrale du domaine, bien que le
problème soit résolu en trois dimensions.
5.1.2 Géométrie
La géométrie du problème électrique est montrée à la figure 5.1, tandis qu’une représen-
tation matérielle est illustrée à la figure 5.2. La partie qui est modélisée pour le problème
est celle de l’électrolyte ; les électrodes sont supposées métalliques et seulement leur inter-
face avec l’électrolyte est considérée. Le comportement à l’interface constitue une condition
frontière.
La distribution de plus de 24 000 points répartis sur cette géométrie constitue la grille
électrique. À titre de référence, elle est reproduite à la figure E.1.
La conductivité électrique pour ce problème est montrée à la figure 5.3. Elle est exprimée
comme la somme de trois gaussiennes de conductivité s’ajoutant à un fond homogène de
1,0 S/m. Les positions et tailles de ces gaussiennes sont données au tableau 5.1.
5.1.3 Conditions frontières
La résolution du problème direct requiert le calcul des distributions de potentiel ϕI et
ϕL. Le calcul de chacune de ces distributions est faite séparément au moyen des conditions
frontières décrites aux tableaux 5.2 et 5.3.
Dans ce problème, la référence de potentiel se trouve à la coordonnée (x = 0 m, y =
0 m, z = 0, 5 × 10−3 m) (par symétrie de la géométrie). Puisqu’il s’agit d’un point unique
70
Tableau 5.1 Définition des gaussiennes pour la distribution de conductivité électrique
# A (S/m) xc (mm) yc (mm) ηx (mm) ηy (mm)
1 1,0 2,0 2,5 1,5 1,5
2 1,0 2,0 -2,5 1,5 1,5
3 -0,4 -4,0 -2,0 1,5 2,5
La conductivité électrique produite par chacune des gaussiennes est :





Tableau 5.2 Définition des conditions frontières (situation I)
Région Condition Valeur
Parties isolées (Γisol) Amplitude du courant 0 A
Électrode source (Γs) Amplitude du courant -0,010 A
Électrode puits (Γp) Amplitude du courant +0,010 A
Électrode mesure suiveuse (Γms) Amplitude du courant 0 A
Électrode mesure inverseuse (Γmi) Amplitude du courant 0 A
Point de potentiel électrique fixé (Λg) Potentiel électrique 0 V
Tableau 5.3 Définition des conditions frontières (situation L)
Région Condition Valeur
Parties isolées (Γisol) Amplitude du courant 0 A
Électrode source (Γs) Amplitude du courant 0 A
Électrode puits (Γp) Amplitude du courant 0 A
Électrode mesure suiveuse (Γms) Amplitude du courant -1 A
Électrode mesure inverseuse (Γmi) Amplitude du courant +1 A
Point de potentiel électrique fixé (Λg) Potentiel électrique 0 V
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Figure 5.1 Définition de la géométrie du problème (partie électrique). Région grise : frontière du volume
conducteur. Région rouge : électrode source. Région bleue : électrode puits. Région magenta : électrode de
mesure suiveuse. Région cyan : électrode de mesure inverseuse.
dont la valeur est fixée arbitrairement, la position a peu d’importance et ne sert qu’à assurer
une solution unique au problème.
5.1.4 Résolution des problèmes électrostatiques
La résolution des problèmes électrostatiques correspond à trouver ϕI (situation I) et ϕL
(situation L). Rappelons que ϕI est la distribution de potentiel produite par l’application du
courant aux électrodes de source et de puits lorsque les électrodes de mesure sont déconnec-
tées, tandis que ϕL est la distribution de potentiel produite par l’application d’un courant de
1 ampère aux électrodes de mesure lorsque les électrodes de source et de puits sont déconnec-
tées. Cette résolution se fait sur la grille électrique. Le problème électrique formulé contient
autant d’équations que d’inconnues. Les inconnues sont les valeurs ϕˆ associées au potentiel
électrique sur les points de cette grille. Notons toutefois que, puisque la formulation utilisée
dans cet exemple contient le renforcement de Kronecker, tel qu’expliqué à la section A.4, les
inconnues ϕˆ ont la même valeur que le potentiel électrique ϕ.
À chaque point de la grille est associée une équation à résoudre. Ces équations sont
décrites au tableau 5.4.
Dans ce tableau, Γ∆el correspond à la triangulation de la surface de l’électrode el, com-
portant un ensemble de triangles t d’aire ∆St. La première équation pour le domaine de
type « Électrode » exprime, sous forme discrétisée, que le courant total passant au travers
de la surface de l’électrode est la somme des produits de la densité de courant sur chacun
des triangles constituant cette surface avec l’aire du triangle respectif. Dans cette équa-
tion, les valeurs de conductivité électrique et de potentiel électrique sont obtenues par :
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Figure 5.2 Illustration de la géométrie du problème (partie électrique). Il faut noter, en particulier, que les
électrodes de mesure font le tour de l’échantillon. © : Électrode source. 4 : Électrode puits.  : Électrode
mesure suiveuse. × : Électrode mesure inverseuse.
Tableau 5.4 Équations à résoudre selon le domaine d’application (lieu du point associé à
l’équation)
Domaine Équation(s)
Intérieur (Ω/Γ) ∇ · (−σi∇ϕi) = 0
Potentiel fixé (Γg) ϕi = V





((−σt∇ϕt) · n)∆St = Iel, i = Γel{1}





/3, où les points i utilisés sont ceux formant le triangle t. La seconde
forme d’équation pour ce domaine exprime que le potentiel électrique est le même pour tous
les points appartenant à cette région.
Pour la résolution de ces problèmes électrostatiques, l’ordre de la base de fonctions pour
l’interpolation est de 2 (base quadratique) et les fonctions d’agrandissement déterminant la
largeur de la fonction noyau pour chacun des points sont posées par :
[ax(xK , yK , zK), ay(xK , yK , zK), az(xK , yK , zK)] =
1, 17× [dGJx (xK , yK , zK), dGJy (xK , yK , zK), dGJz (xK , yK , zK)] (5.1)
où les dG• expriment la distance entre les points spécifiée sur la grille G désignée (ici, la grille
électrique) selon la dimension x, y ou z, pour chacune des coordonnées (xK , yK , zK) de cette
grille.
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Figure 5.3 Distribution de conductivité électrique. Sa représentation discrète sur la grille électrique est
montrée à la figure E.2.
Les solutions obtenues pour les deux situations sont calculées en 3D. La coupe de ces
solutions en z = 0 m est illustrée aux figures 5.4 et 5.5.
Les distributions de densité de courant correspondantes sont illustrées aux figures 5.6 et
5.7. À des fins de visibilité, seule la partie du domaine près de l’électrode de mesure suiveuse
est représentée.
Le produit de sensibilité σ0(∇ϕI ·∇ϕL) à z = 0 m est tracé en élévation à la figure 5.8.
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Figure 5.4 Solution du problème électrostatique (situation I). Un courant de 10 mA circule entre les
électrodes de source et de puits, placées aux extrémités du domaine conducteur. Cette figure trace en élévation
la distribution de potentiel au plan z = 0 m. À titre de référence, cette solution sur les points de grille est
reproduite à la figure E.3. Les deux plateaux de potentiel, vers les extrémités, sont produits par les électrodes
de mesure qui agissent à proximité comme des courts-circuits, créant ainsi des équipotentielles.
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Figure 5.5 Solution du problème électrostatique (situation L). Un courant de 1 A circule entre les électrodes
de mesure. Cette figure trace en élévation la distribution de potentiel au plan z = 0 m. À titre de référence,
cette solution sur les points de grille est reproduite à la figure E.4. Les deux plateaux de potentiel, aux
extrémités, proviennent du fait que le courant circulant dans les régions correspondantes (c’est-à-dire des
électrodes de mesure vers les extrémités du volume conducteur) est pratiquement nul.
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Figure 5.6 Densité de courant du problème électrostatique près de l’électrode de mesure suiveuse (situation
I). L’effet « court-circuit » de l’électrode de mesure est manifeste par la forte courbure des lignes de courant.
Puisque la plaque est beaucoup plus mince que la longueur de l’électrode de mesure (selon x), très peu de
courant circule dans le volume conducteur au niveau de cette électrode.
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Figure 5.7 Densité de courant du problème électrostatique près de l’électrode de mesure suiveuse (situation
L).
78
Figure 5.8 Sensibilité du problème électrostatique. Cette figure trace en élévation la distribution de sen-
sibilité acousto-électrique au plan z = 0 m. À titre de référence, cette solution sur les points de grille est
reproduite à la figure E.5. Cette sensibilité est positive dans la région entre les électrodes de mesure car les
densités de courant JI et JL y ont la même orientation. En dehors de cette région centrale, la sensibilité est
pratiquement nulle car JL est très faible.
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5.1.5 Acoustique
Le champ acoustique est produit par un transducteur monoélément, sphérique et concave.
La simulation vise à reproduire les caractéristiques du transducteur qui est utilisé dans la
partie expérimentale (voir section 3.1.2 pour les détails sur les instruments). Les paramètres
de ce transducteur, qui ont été utilisés pour la simulation, sont donnés au tableau 5.5.
Tableau 5.5 Paramètres du transducteur acoustique pour la simulation
Paramètre Valeur
Diamètre de la région active 64,0 mm
Distance focale 63,0 mm
La réponse électromécanique REM(t) du transducteur qui a été utilisée pour la simulation
provient d’une mesure prise par un hydrophone (Precision Acoustics Ltd., Dorchester, Dor-
set, United Kingdom) de 1,0 mm de diamètre placé au foyer du transducteur. Cette réponse
électromécanique est tracée à la figure 5.9. Le signal d’excitation E(t) appliqué au transduc-
teur est tracé à la figure 5.10. La densité de force fs(t) résultante, obtenue par l’équation 4.4,
est tracée à la figure 5.11. L’enveloppe du champ acoustique produit dans ces conditions, sur
la tranche centrale de ce transducteur, est montrée à la figure 5.12.
La grille utilisée pour la discrétisation du problème acoustique contient un peu plus de
8100 points distribués régulièrement autour du foyer. Elle est reproduite à la figure E.6.
Le positionnement du transducteur par rapport à la géométrie du problème électrique est
illustré à la figure 5.13.
5.1.6 Signaux de synthèse (solution du problème direct)
Cette section décrit le calcul des signaux de synthèse qui serviront plus loin à étudier la
méthode de reconstruction de conductivité que nous proposons pour le modèle bipolaire.
La simulation des signaux résultant du processus de MACE revient principalement à
calculer l’intégrale discrétisée du produit de la sensibilité électrique avec le champ acoustique.
Pour ce faire, la grille d’intégration constituée d’environ 46 000 points de quadrature de Gauss
est d’abord créée sur le volume de la géométrie du problème électrique. L’interpolation de la
sensibilité électrique et du champ acoustique aux points de la grille d’intégration est ensuite
effectuée. Pour chaque point, le produit de la sensibilité électrique avec le champ acoustique
et le poids associé à ce point de quadrature est calculé. La valeur de cette intégrale est donnée
par la somme de ces produits.
Pour la configuration de la figure 5.13, le signal de MACE obtenu est tracé à la figure
5.14. Une valeur de KI = 100×10−11 Pa−1 a été utilisée. Aucun bruit n’a été ajouté et aucun
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Figure 5.9 Réponse électromécanique du transducteur. Elle est obtenue à partir de la mesure de la pression
au foyer pour une excitation quasi impulsionnelle. Cette mesure expérimentale est donnée à la figure 3.8
pour une excitation de 100 V durant 20 ns. Par les équations 4.3 et 4.5, avec Stransducteur2piR = 0, 0087 m, nous
en déduisons que la densité de force fs(t) émise par le transducteur, pour cette excitation électrique quasi
impulsionnelle, a une amplitude de 1, 15× 107 N/m3. Le délai qui a été appliqué pour obtenir la densité de
force à partir du signal de pression mesuré est de 41,86 µs ≈ R/c. Puisque l’excitation électrique a une valeur
intégrale de 100 V × 20 ns = 2 × 10−6 V · s, l’équation 4.4 nous indique que la réponse électromécanique a
une amplitude de (1, 15× 107 N/m3)/(2× 10−6 V · s) = 5, 75× 1012 N/m3/V/s.
filtrage n’a été appliqué à ce signal.
Pour la réalisation de la reconstruction, les signaux de MACE doivent être acquis pour
plusieurs positions d’excitation acoustique. Ceci est fait en déplaçant le transducteur à diffé-
rentes positions prédéfinies. Ces positions constituent la grille d’acquisition. Pour ce problème,
la grille d’acquisition est montrée à la figure 5.15. Les 11×11 points de la grille sont distribués
régulièrement dans une sous-région de la géométrie du problème électrique. Ces points sont
choisis assez loin des électrodes pour demeurer dans la région où la sensibilité électrique varie
lentement.
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Figure 5.10 Excitation électrique du transducteur. Il s’agit d’un train d’ondes sinusoïdales de 25 cycles à
1 MHz.
Figure 5.11 Densité de force fs(t) du transducteur. Tel qu’exprimé aux équations 4.3 et 4.5, en multipliant
ce signal par Stransducteur2piR , qui est égal à 0,0087 m pour ce transducteur, nous obtenons le signal de pression
au foyer, atteignant environ 2,6 MPa.
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Figure 5.12 Enveloppe du champ acoustique du transducteur (tranche centrale). L’axe identifié par z
correspond à la direction de propagation de l’onde. Cette enveloppe décrit la pression maximale atteinte pour
chaque point de l’espace. Le lobe principal, correspondant à la région focale, a une largeur à mi-hauteur de
2 mm et une longueur de 13 mm. Plusieurs lobes secondaires, de plus faible amplitude que la région focale,
sont visibles.
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Figure 5.13 Positionnement du transducteur par rapport à la géométrie du problème électrique. Sur cette
représentation, le foyer du transducteur (indiqué par une croix rouge) est au centre du volume conducteur.
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Figure 5.14 Signal de MACE pour la configuration de la figure 5.13. Le nombre de cycles du train d’ondes
correspond bien avec celui de l’excitation du transducteur. Plusieurs microsecondes sont nécessaires à la
stabilisation de l’amplitude de ce signal. Ceci est dû, entre autres, à la longue réponse électromécanique
utilisée (variant sur au moins 4 µs).
Figure 5.15 Distribution de points de la grille d’acquisition. Elle comporte 11× 11 = 121 points distribués
régulièrement sur la région centrale de taille 16 mm× 16 mm.
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5.1.7 Reconstruction
La méthode de reconstruction de conductivité électrique proposée est destinée à être
appliquée sur des mesures de MACE acquises expérimentalement et devrait être validée
avec de tels signaux. Néanmoins, durant la phase de développement, l’utilisation de signaux
de synthèse en remplacement de signaux réels s’avère toujours très utile pour évaluer ses
performances dans des conditions contrôlées. Souvent plus simple à mettre en œuvre que ne
le serait le montage expérimental, ceci n’est pas sans soulever certains problèmes que l’analyse
de Lionheart (2004) peut permettre d’éviter. Cet auteur expose certains critères à rencontrer
pour évaluer correctement la résolution d’un problème inverse à partir de données de synthèse.
Selon l’expression consacrée, ne pas rencontrer ces critères donne lieu à commettre un crime
de problème inverse 1. Ceci peut se produire, entre autres, via la représentation des grilles
des problèmes direct et inverse.
Dans ce qui suit, quatre cas sont examinés, ordonnés par degré de « crime inverse ».
Cette organisation permet d’introduire graduellement les sources d’erreurs et d’identifier leur
importance dans le résultat final :
– Cas #1 : les valeurs de sensibilité utilisées pour la reconstruction sont celles obtenues
par le problème direct électrique, sans tenir compte de la partie acoustique. La recons-
truction est faite sur la même grille électrique que celle utilisée pour la résolution du
problème direct. Ceci est fait dans le but de montrer la performance et le comportement
de la reconstruction dans des conditions quasi idéales ;
– Cas #2 : les valeurs de sensibilité utilisées pour la reconstruction proviennent de l’ex-
pression 2.24 et sont calculées à partir des signaux V MACE ; la partie acoustique est
prise en compte, les signaux V MACE temporels sont utilisés et leur amplitude à la fré-
quence centrale du transducteur est évaluée. La grille électrique employée pour calculer
la sensibilité νref apparaissant dans cette expression 2.24 est la même que celle ayant
servi à produire les signaux V MACE mesurés. La source d’erreur introduite dans ce cas
#2 est celle liée aux approximations qui ont mené à l’équation 2.24. Les valeurs de
sensibilité ainsi calculées sont donc différentes de celles du premier cas, qui dispose de
la sensibilité « exacte ». Nous nous attendons à ce que la conductivité électrique re-
construite diffère de celle exacte. Le but ici est de montrer l’ampleur de cette différence
provoquée par la formulation approximative de la sensibilité (équation 2.24) ;
– Cas #3 : ce cas simule les conditions où un signal de calibration est disponible. Il
est similaire au deuxième pour ce qui est de l’utilisation de l’expression approximant la
sensibilité (équation 2.24) et employant les signaux V MACE mesurés. Pour ce qui est des
signaux V MACE de référence, ils sont calculés avec la grille électrique fine comme si des
1. En anglais, les expressions « inverse crime » ou « inverse problems crimes » sont retrouvées.
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signaux de calibration avaient été acquis. Toutefois, la reconstruction est effectuée sur
une grille électrique plus grossière. Ces conditions s’approchent de celles qui pourraient
être obtenues en pratique et constitue une situation où nous évitons de commettre un
« crime inverse » ;
– Cas #4 : ce cas simule les conditions où un signal de calibration n’est pas disponible
et que ces données de référence doivent être simulées. Il fait la reconstruction de la
conductivité électrique à partir des valeurs de sensibilité obtenues par la formule 2.24,
alors que la simulation des signaux de référence se fait sur la grille électrique grossière ;
la reconstruction se fait aussi sur la grille électrique grossière. Nous évitons ici de
commettre un « crime inverse ».
Selon les besoins des cas #3 et #4, les grilles utilisées pour la reconstruction sont les sui-
vantes : grille électrique grossière (figure E.8), grille acoustique grossière (figure E.9) et grille
d’intégration grossière (figure E.10).
Pour ce problème, la conductivité électrique de référence a été posée à 1,0 S/m sur tout le
domaine. Pour l’utilisation de l’équation 2.24, les valeurs suivantes ont été prises : fréquence
ω de 1,0 MHz, plage temporelle [t0 = 60µs, tf = 65µs], KI,mes et KI,ref à 100× 10−11 Pa−1.
Les valeurs des paramètres de reconstruction pour ce problème sont les suivantes :
– valeurs a priori des paramètres du modèle (mprior) : 1,0 S/m ;
– valeurs initiales des paramètres du modèle (m0) : 1,0 S/m ;
– écart-type sur les paramètres du modèle (pour la construction de la matrice de cova-
riance Cm) : 100 S/m. Aucune covariance entre ces paramètres ;
– écart-type sur les données d de sensibilité (pour la construction de la matrice de cova-
riance Cd) : 1× 10−3 × abs(dobs). Aucune covariance entre ces paramètres ;
– écart-type sur la modélisation (pour la construction de la matrice de covariance CT ) :
0 V/m3 ;
– critère d’arrêt : norme du gradient à atteindre (‖γn‖) : 0,1.
Le choix de très faibles valeurs d’écarts-types sur les données et de très grandes valeurs
d’écarts-types sur les paramètres du modèle fait en sorte que la reconstruction est très peu
régularisée par l’ajout de l’a priori. Il est donc attendu que la reconstruction atteigne le point
où les valeurs des données fournies par le modèle soient presque égales à celles spécifiées
comme objectif. Ces circonstances sont choisies dans le présent problème pour montrer les
performances de convergence de la reconstruction vers une solution pour laquelle les données
n’ont subi l’inclusion d’aucun bruit.
Pour cette méthode, la grille de reconstruction est identique à celle d’acquisition. Pour
faire l’interpolation des valeurs de conductivité électrique de la grille de reconstruction à la
grille électrique, l’ordre des fonctions d’interpolation a été fixé à 1 (base linéaire de fonctions),
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et les fonctions d’agrandissement déterminant la largeur de la fonction noyau pour chacun
des points sont posées par :
[ax(xK , yK , zK), ay(xK , yK , zK), az(xK , yK , zK)] =
0, 585× [dGRx (xK , yK , zK), dGRy (xK , yK , zK), dGRz (xK , yK , zK)] (5.2)
où les dG• expriment la distance entre les points spécifiée sur la grille G désignée (ici, la grille
de reconstruction) selon la dimension x, y ou z, pour chacune des coordonnées (xK , yK , zK)
de la grille électrique. La valeur de 0,585 = 1,17/2 a été choisie à partir de la valeur 1,17
habituellement spécifiée pour l’interpolation avec une base quadratique.
Les valeurs de sensibilité servant à la reconstruction pour chacun des cas de ce pro-
blème sont montrées à la figure 5.16. Pour référence, la figure 5.17 montre la distribution
de sensibilité pour la conductivité électrique exacte obtenue pour la solution du problème
électrostatique sur la grille électrique grossière. La reconstruction effectuée pour chacun de
ces cas atteint les valeurs de sensibilité montrées à la figure 5.18. La figure 5.19 présente les
distributions reconstruites de conductivité électrique interpolées sur la tranche en z = 0 m.
Pour référence, la conductivité électrique exacte sur cette tranche est montrée à la figure
5.20. Les distributions reconstruites sur l’ensemble du volume sont affichées aux figures E.11
à E.14, tandis que l’erreur absolue, soit σreconstruit − σexact, est présentée aux figures E.15 à
E.18.
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Figure 5.16 Valeurs de sensibilité utilisées pour la reconstruction. Sur ces graphiques, les points sont les
échantillons (sur la grille de reconstruction) servant de données objectives. En (a), la surface provient d’une
interpolation fine, sur la tranche en z = 0 m, de la sensibilité exacte. Sur les graphiques (b) à (d), une
telle interpolation n’est pas possible puisque les valeurs de sensibilité sont obtenues directement à partir des
mesures réalisées à ces positions.
Le cas en (c) a des valeurs objectives beaucoup plus élevées que les cas en (a) et en (b) dû à une représentation
différente de la grille électrique. Ces valeurs sont près de celles de la figure 5.17. En (d), bien que la même
grille électrique qu’en (c) soit utilisée, des valeurs similaires à celles en (a) et en (b) sont obtenues.
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Figure 5.17 Valeurs de sensibilité pour la conductivité électrique exacte obtenues par la résolution du
problème électrostatique sur la grille électrique grossière. Les points sont les échantillons de cette surface aux
coordonnées des points de la grille de reconstruction.
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Figure 5.18 Valeurs de sensibilité reconstruites. Tel que décrit à la section 4.3.3, le processus de recons-
truction doit calculer la sensibilité, sur la grille électrique, pour la conductivité électrique obtenue à chaque
itération. Cette sensibilité est ensuite interpolée sur la grille de reconstruction pour être comparée aux don-
nées objectives. Sur ces graphiques, une interpolation fine de la sensibilité est représentée par les surfaces afin
d’illustrer la forme générale de la sensibilité reconstruite. Les échantillons de ces surfaces aux coordonnées de
la grille de reconstruction sont marqués par les croix noires. Les points roses (affichés sous les croix noires)
sont les valeurs objectives (identiques aux valeurs de la figure 5.16).
Ces graphiques montrent que les valeurs de sensibilité interpolées sur la grille de reconstruction, à la fin du
processus itératif, sont très près des valeurs objectives et ce, pour les 4 cas présentés.
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Figure 5.19 Valeurs de conductivité électrique reconstruites. Les points correspondent aux valeurs estimées
de conductivité électrique (obtenues sur la grille de reconstruction). Les surfaces montrent les valeurs obtenues
à partir de celles sur la grille de reconstruction. Rappelons que l’interpolation est produite par une base linéaire
de fonctions.
En (a), la distribution de conductivité électrique estimée est fortement similaire à la distribution exacte.
En (b), la distribution surévalue celle exacte dans la région des inclusions gaussiennes. Cette différence
est attribuable à la différence de forme de la distribution de sensibilité objective fournie (à la figure 5.16,
l’amplitude des rebondissements est significativement plus grande en (b) qu’en (a)). En (c), les valeurs
estimées de conductivité électrique sont très similaires à celles obtenues en (b). Cette similitude provient
du fait que la distribution de sensibilité objective fournie, bien que différente dans les deux cas, concorde
avec la représentation de la grille électrique pour la reconstruction. En (d), la sensibilité fournie en valeurs
objectives sous-évalue de manière générale celle attendue selon la représentation de la grille électrique pour
la reconstruction. Ainsi, la conductivité électrique estimée est généralement surévaluée.
La racine carrée de l’erreur quadratique, soit
√∫
Ω(σreconstruit − σexact)2dΩ, est de : (a) 1, 5 × 10−5, (b)
7, 2× 10−5, (c) 7, 4× 10−5, (d) 24, 2× 10−5 S/m ·m3/2.
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Figure 5.20 Distribution de conductivité électrique exacte.
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Le nombre d’itérations requis pour atteindre la convergence souhaitée est généralement
faible (environ 6 pour les cas ci-dessus). Ce critère est basé sur la norme maximale permise
du gradient pour arrêter le processus itératif. Sur un ordinateur possédant deux processeurs
à double cœur fonctionnant à 2,60 GHz, le temps de calcul pour effectuer la reconstruction
est de l’ordre de la dizaine de minutes. L’opération la plus exigeante en calculs est l’inversion
des 2×NPGR systèmes linéaires à chacune des itérations servant à la création de la matrice
Gn.
5.1.8 Discussion des résultats de ce problème
La position du point de potentiel électrique nul spécifié en tant que condition frontière fait
en sorte que chacune de ces solutions doit être symétrique selon la direction x. Or, il existe
un petit décalage dans ces distributions de potentiel, comme si une fuite de courant existait
au point de potentiel fixé. Ce phénomène est principalement causé par la discrétisation du
problème et l’interpolation requise des variables dans cette discrétisation.
Cette discrétisation affecte également l’amplitude de la solution obtenue. Ceci a pour effet
de produire une amplitude reconstruite différente selon la résolution de la grille. Ainsi, pour
la grille électrique grossière servant à la reconstruction, la sensibilité électrique calculée a une
amplitude différente de celle obtenue sur la grille électrique fine (comparer les figures 5.17
et 5.16a). Pour le présent problème, la sensibilité sur la grille grossière est environ 1,2 fois
plus grande que celle de la grille fine. Ceci a un impact direct sur les valeurs de sensibilité
utilisées pour la reconstruction lorsque les signaux simulés sont obtenus par simulation sur
la grille électrique grossière (ce qui a été fait au cas #4). Cependant, la forme générale des
cibles reconstruites est très similaire.
Concernant le processus itératif de reconstruction, il est intéressant de noter son bon
comportement général menant à l’estimation de la conductivité électrique à partir d’un petit
nombre de paramètres (ici, 121). Dans les 4 cas présentés, la forme générale de la solution
révèle assez bien la distribution de conductivité. Naturellement, la meilleure reconstruction
de conductivité est obtenue avec le cas #1, où la « vraie » sensibilité acousto-électrique est
utilisée. Avec le cas #2, nous montrons que l’effet des approximations dans le calcul de la
sensibilité (équation 2.24) est de produire une surestimation de la conductivité et de dégrader
la qualité de la reconstruction de conductivité en introduisant des rebondissements. Cet effet
de surestimation se répercutera dans les 2 autres cas (#3 et #4) où cette équation 2.24 est
aussi utilisée.
Dans les conditions où un crime inverse n’est pas commis, la meilleure reconstruction est
celle obtenue lorsqu’un signal de calibration est disponible (cas #3) ; lorsque ce signal n’est
pas disponible, la conductivité est surévaluée et des rebondissements sont plus importants.
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Notons aussi que la reconstruction du cas #4 a fait appel à une grille d’intégration très
grossière qui aurait pu être aisément raffinée afin de produire des signaux simulés plus précis.
Le but de garder ces grilles dans un état assez grossier était d’illustrer le comportement de
la méthode de reconstruction dans des conditions plus difficiles.
Pour ce qui est des oscillations présentes dans les distributions de conductivité électrique et
de sensibilité reconstruites, une cause a été identifiée dans la représentation assez abrupte de
la conductivité électrique sur la grille électrique obtenue par l’interpolation utilisant une base
linéaire. Une manière de contrôler cet effet est d’augmenter les facteurs d’agrandissements
déterminant la taille de la fonction noyau (« kernel »). Ceci a pour effet de produire un lissage
dans la distribution interpolée. Quant aux oscillations fortes du cas #4, il faut remarquer
que les valeurs de sensibilité fournies au problème inverse présentent déjà ce comportement
oscillatoire. Une condition favorisant le lissage de la solution pourrait s’avérer intéressante
dans ce cas, mais elle pourrait aussi avoir comme effet indésirable de dégrader l’identification
de la partie d’intérêt, pour laquelle la conductivité électrique varie rapidement.
5.2 Problème : Application de la méthode basée sur le champ acoustique uni-
polaire
5.2.1 Commentaires généraux
Ce problème sert à illustrer l’application de la méthode basée sur le champ acoustique
unipolaire. Bien que cette méthode se démarque de la méthode par onde bipolaire principale-
ment pour l’imagerie sur de grands volumes, il demeure qu’elle est aussi applicable aux objets
minces. La définition du problème électrique considérée dans cet exemple est la même que
celle du problème précédent (section 5.1), donc les éléments relatifs à la géométrie du pro-
blème électrique, aux conditions frontières et à la résolution des problèmes électrostatiques
ne seront pas repris, car ils sont identiques à ceux décrits précédemment.
5.2.2 Acoustique
Dans le but d’obtenir une représentation adéquate d’un champ acoustique unipolaire
pouvant être produit par un transducteur dans des conditions pratiques, les simulations
basées sur le modèle de l’onde unipolaire présentées dans ce document utilisent les données
expérimentales de l’article de Sferruzza et al. (1999). La figure #8 de cet article montre le
signal de pression obtenu près de la surface d’un transducteur monoélément circulaire pour
une excitation électrique ressemblant à une rampe (figure #7 de l’article). Ce transducteur a
une épaisseur de 2,4 mm et sa face émettrice est plane (transducteur non focalisé). Ce signal
de pression a une très forte composante unipolaire durant un peu plus de 1 µs et atteint
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3 MPa à une distance d’environ 1,75 mm du transducteur. Ces informations ont été prises
pour calculer le champ acoustique sur tout le volume. Les paramètres qui ont été utilisés
pour représenter le transducteur pour la simulation sont donnés au tableau 5.6. Une longue
distance focale est utilisée pour reproduire le comportement recherché d’un transducteur non
focalisé.
Tableau 5.6 Paramètres du transducteur acoustique pour la simulation de l’onde unipolaire
Paramètre Valeur
Diamètre de la région active 20,0 mm
Distance focale 1000,0 mm
Le signal utilisé pour représenter l’onde unipolaire est illustré à la figure 5.21. Il s’agit
d’un signal de densité de force calculé selon la méthode décrite à l’annexe B à partir du
signal de pression provenant de l’article de Sferruzza et al. (1999). Ce signal de pression (déjà
illustré à la figure 2.8) avait été enregistré par un hydrophone placé près de la surface du
transducteur. Le signal de densité de force de la figure 5.21 est qualitativement très semblable
à celui de la pression ; toutefois, il représente quantitativement ce qui apparaît sur toute la
face externe du transducteur et qui, par la suite, se propage. Grâce à cela, il est ainsi possible
de modéliser un signal de pression acoustique de façon quantitativement correcte et d’en
connaître l’amplitude en tout point lors de la propagation.
L’enveloppe du champ acoustique produit sur la tranche centrale de ce transducteur pour
cette densité de force est montrée à la figure 5.22. Contrairement au champ de l’onde bipolaire,
qui occupe une région étroite de l’ordre du millimètre, le champ unipolaire occupe un espace
beaucoup plus large, de l’ordre du centimètre. Par conséquent, la grille acoustique nécessaire
pour en faire la discrétisation devra couvrir un espace plus grand (en fait, elle couvre toute la
géométrie du problème). Celle utilisée contient près de 84 000 points espacés régulièrement
sur tout le volume. À titre de référence, elle est reproduite à la figure E.19.
Le positionnement du transducteur par rapport à la géométrie du problème électrique,
pour la première orientation d’acquisition du signal de MACE, est illustré à la figure 5.23.
5.2.3 Signaux résultants (solution du problème direct)
Dans la méthode reposant sur l’onde unipolaire, la simulation des signaux résultant du
processus de MACE procède par un calcul d’intégration volumique semblable à celui présenté
pour la méthode bipolaire. Ainsi, nous utilisons une grille d’intégration avec ses poids de
quadrature où sont interpolées les valeurs de sensibilité acousto-électrique et de pression
acoustique. Cette grille d’intégration est la même que pour le problème précédent (voir figure
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Figure 5.21 Densité de force fs(t) du transducteur.
E.7).
Pour la configuration de la figure 5.23, le signal de MACE obtenu est tracé à la figure
5.24. Une valeur de KI = 100×10−11 Pa−1 a été utilisée. Aucun bruit n’a été ajouté et aucun
filtrage n’a été appliqué à ces signaux.
Pour la reconstruction, les signaux de MACE doivent être acquis pour plusieurs orienta-
tions d’excitation acoustique. Ceci est fait en spécifiant la direction de propagation de l’onde
ainsi que le point situé à une distance donnée du transducteur. Pour le présent problème, le
transducteur est situé à une distance de 0,1 m du point P0, de coordonnées (0 m, 0 m, 0 m)
(référentiel de la géométrie électrique). La première orientation est obtenue en plaçant le
transducteur en position Pt = (0 m, 0 m,−0, 1 m) avec une direction de propagation selon
l’axe z, puis en effectuant une rotation du transducteur autour de l’axe y de -60 degrés. Les
orientations successives sont obtenues en faisant une rotation du transducteur autour de l’axe
z d’un angle donné. Seize (16) orientations ont ainsi été définies en spécifiant un incrément
angulaire de 360/16 = 22, 5 degrés. Une représentation de ces orientations est donnée à la
figure 5.25.
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Figure 5.22 Enveloppe du champ acoustique du transducteur (tranche centrale). L’axe identifié par z
correspond à la direction de propagation de l’onde. L’utilisation de l’onde unipolaire ne produit pas de lobes
secondaires. L’amplitude maximale se trouve sur l’axe de propagation. Pour ce transducteur non focalisé,
l’amplitude de la pression décroît lorsque la coordonnée z augmente.
98
Figure 5.23 Positionnement du transducteur par rapport à la géométrie du problème électrique pour la
première orientation.
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Figure 5.24 Signal de MACE pour la configuration de la figure 5.23. Il est obtenu pour la distribution de
conductivité inhomogène σ0 de la figure 5.3. Pour fins de comparaison, le signal de MACE obtenu pour une
conductivité électrique homogène de σ1 = 1, 0 S/m y est également tracé. L’onde unipolaire entre dans le
volume conducteur du côté des x positifs et se déplace vers les x négatifs. Elle passe d’abord par une région de
sensibilité acousto-électrique plus faible que celle obtenue pour la conductivité électrique σ1. Par conséquent,
dans la portion allant de t = 64 µs à 69, 5 µs, le signal de MACE a une plus faible amplitude que pour le cas
homogène. De t = 69, 5 µs à 73 µs, le phénomène inverse se produit car la sensibilité acousto-électrique est
plus grande avec la conductivité électrique σ0 que pour le cas homogène.
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Figure 5.25 Représentation des 16 orientations du transducteur. Pour plus de clarté, la géométrie élec-
trique est représentée seulement pour la partie des y positifs. Les flèches rouges représentent la direction de
propagation de l’onde pour chacune des orientations. Pt = (0 m, 0 m,−0, 1 m), P0 = (0 m, 0 m, 0 m).
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5.2.4 Reconstruction
Comme pour le problème précédent, la résolution du problème inverse est réalisée à partir
de données provenant de la résolution du problème direct.
Pour ce problème, seulement deux cas de reconstruction seront examinés :
– Cas #1 : les grilles pour le processus de reconstruction sont les mêmes que celles ayant
servi pour la résolution du problème direct. Ce cas sert à montrer la performance et le
comportement de la reconstruction dans des conditions presque idéales ;
– Cas #2 : les grilles pour le processus de reconstruction sont plus grossières que celles
ayant servi pour la résolution du problème direct. Ces conditions s’approchent de celles
qui pourraient être obtenues en réalité et constitue une situation où nous évitons de
commettre un « crime inverse ». La formulation proposée à l’équation 2.30 est appli-
quée. Les grilles électriques et d’intégration grossières pour la reconstruction dans ce
problème sont les mêmes que celles du problème précédent (voir respectivement les
figures E.8 et E.10). La grille acoustique grossière est cependant spécifique au présent
problème (figure E.20).
La conductivité électrique de référence σ1 a été fixée à 1,0 S/m sur tout le domaine. Pour
l’utilisation de l’équation 2.34, les valeurs suivantes ont été prises : tj = [64, 98µs, 65, 48µs,
65, 98µs, . . . , 71, 98µs], KI = 100× 10−11 Pa−1, tandis que l’ensemble d’orientations [θi] est
formé des 16 orientations présentées plus haut (voir figure 5.25).
Les valeurs des paramètres de reconstruction pour ce problème sont les suivantes :
– valeurs a priori des paramètres du modèle (mprior) : 1,0 S/m ;
– valeurs initiales des paramètres du modèle (m0) : 1,0 S/m ;
– écart-type sur les paramètres du modèle (pour la construction de la matrice de cova-
riance Cm) : 10 S/m. Aucune covariance entre ces paramètres ;
– écart-type sur les données d de tension électrique (pour la construction de la matrice
de covariance Cd) : 5× 10−6 V. Aucune covariance entre ces paramètres ;
– écart-type sur la modélisation (pour la construction de la matrice de covariance CT ) :
0 V ;
– critère d’arrêt : norme du gradient à atteindre (‖γn‖) : 0,1.
Comme pour le problème précédent, ces valeurs ont été choisies de façon à observer le com-
portement de la reconstruction lorsque le bruit ajouté aux signaux est nul.
Dans la méthode d’onde unipolaire, aucune grille d’acquisition n’est requise. La grille de
reconstruction est choisie selon divers critères, dont la résolution souhaitée pour l’image de
conductivité électrique. Pour le présent problème et dans le but de pouvoir mieux comparer les
résultats obtenus avec ceux du problème précédent, la grille de reconstruction est la même que
celle du problème précédent (voir figure 5.15). L’interpolation de la grille de reconstruction
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à la grille électrique utilise alors les mêmes paramètres (ordre des fonctions d’interpolation,
taille des fonctions d’agrandissement. . .).
Le signal de MACE produit pour la première orientation du transducteur, tel que montré
à la figure 5.24, est obtenu avec des grilles suffisamment fines pour que le signal résultant
montre une bonne continuité. Toutefois, comme le montre la figure 5.26, lorsque des grilles
plus grossières du cas #2 sont utilisées, un bruit ondulatoire s’ajoute au signal de MACE.
Ce bruit provient des diverses interpolations requises pour la reconstruction et est lié à une
discrétisation trop grossière de l’onde acoustique. Plus spécifiquement, c’est l’épaisseur de
l’onde acoustique dans la direction de propagation qui est petite par rapport à la distance
entre les points de la grille d’intégration. Pour réduire ces oscillations et ainsi réduire l’erreur
de représentation, le signal E˜(t) choisi pour effectuer un filtrage passe-bas du signal de MACE
est un créneau de valeur 106 s−1, non nul sur une durée de 10−6 s et débutant à t = 0 s. Le
résultat du traitement de ce signal de MACE est présenté à la figure 5.27. Ce même E˜(t) est
utilisé pour filtrer tous les vecteurs V MACE présentés ci-dessous.
La figure 5.28 montre les vecteurs V MACE pour les distributions σ0 et σ1 avec les représen-
tations R0 et R1. La figure 5.29 montre la différence absolue entre les vecteurs V MACE,exactσ0,R1
et V MACE,approxσ0,R1 . Suivant l’équation 2.32, le vecteur V
MACE,approx
σ0,R1 a été obtenu par :






où les produits sont effectués élément par élément.
L’erreur absolue entre le vecteur de données d = V MACEσ0,R1 fourni pour la reconstruction
et celui atteint à convergence de ce processus est présenté à la figure 5.30 pour le cas #1 et
à la figure 5.31 pour le cas #2.
Figure 5.26 Signal de MACE obtenu avec les grilles du cas #2 pour la configuration de la figure 5.23. La
discrétisation du problème est à l’origine des oscillations rapides.
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Figure 5.27 Signal de MACE obtenu avec les grilles du cas #2 filtré par E˜(t). Il s’agit du signal de MACE
de la figure 5.26 convolué par un créneau d’aire unitaire dont la partie non nulle a une durée de 1 µs. Les
échantillons marqués d’un « × » sont ceux retenus pour la reconstruction.
La figure 5.32 présente les distributions reconstruites de conductivité électrique interpolées
sur la tranche en z = 0 m (la distribution exacte est affichée à la figure 5.20). Les distributions
reconstruites sur l’ensemble du volume sont affichées aux figures E.22 et E.23, tandis que
l’erreur absolue entre la distribution de conductivité électrique exacte et celle reconstruite
est montrée aux figures E.24 et E.25.
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Figure 5.28 Vecteurs V MACE . Seuls les premiers éléments des vecteurs sont affichés ; la figure E.21 affiche
les vecteurs complets. L’index des vecteurs augmente en faisant d’abord l’échantillonnage temporel pour une
orientation, puis les mêmes valeurs de temps sont prises pour les orientations suivantes. Ces orientations sont
délimitées par les traits verticaux. Par exemple, les 15 premiers éléments du vecteur V MACE,exactσ0,R1 sont les
échantillons temporels sélectionnés du signal de MACE de la figure 5.27. Ces vecteurs montrent que le choix
de la grille électrique (spécifié selon la représentation R0 ou R1) a une effet sur l’amplitude des signaux.
Le vecteur V MACE,exactσ0,R1 est celui obtenu avec la représentation R1 en appliquant la conductivité électrique
exacte σ0 tandis que le vecteur V MACE,approxσ0,R1 provient de l’équation 5.3. Puisque le vecteur V
MACE,approx
σ0,R1
obtenu est très près de V MACE,exactσ0,R1 , cette information V
MACE,approx
σ0,R1 , fournie au processus de reconstruction
en tant que valeurs objectives, représente bien le système analysé.
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Figure 5.29 Différence absolue entre le vecteur V MACEσ0,R1 exact et celui approximé, soit V MACE,approxσ0,R1 −






σ0,R1 , est de
l’ordre de 0,1 %.
Figure 5.30 Erreur entre le vecteur de données et celui obtenu par la reconstruction du cas #1. L’amplitude
d’erreur la plus grande est contenue selon les 4 orientations où la direction de propagation du champ acoustique
projetée sur le plan xy est parallèle à l’axe x ou à l’axe y. Ceci provient de la discrétisation plutôt grossière
du problème selon des grilles régulières.
Figure 5.31 Erreur entre le vecteur de données et celui obtenu par la reconstruction du cas #2.
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Figure 5.32 Valeurs de conductivité électrique reconstruites. Les points correspondent aux valeurs estimées
de conductivité électrique (obtenues sur la grille de reconstruction). La surface est obtenue par interpolation
à partir des valeurs sur la grille de reconstruction.
La racine carrée de l’erreur quadratique, soit
√∫
Ω(σreconstruit − σexact)2dΩ, est de : (a) 3, 2 × 10−5, (b)
2, 3× 10−5 S/m ·m3/2.
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Le nombre d’itérations requis pour atteindre la convergence souhaitée est généralement
faible. Comme pour le problème précédent, le temps de calcul pour effectuer la reconstruction
est de l’ordre de la dizaine de minutes. L’opération la plus exigeante en calculs est l’inversion
des 2×NPGR systèmes linéaires à chacune des itérations servant à la création de la matrice
Gn.
5.2.5 Discussion des résultats de ce problème
Un premier élément à noter est que la forme générale de la distribution de conductivité
électrique reconstruite respecte très bien celle de la distribution exacte. Ainsi, il est possible
de distinguer la présence des objets malgré l’utilisation d’une onde acoustique non focalisée.
De plus, l’amplitude de la solution reconstruite a une très bonne correspondance avec celle de
la distribution exacte, en comparaison avec celles du problème précédent. La cause exacte de
cette divergence n’a pas été identifiée, mais une explication envisageable est que la méthode
par onde bipolaire fait une approximation d’un champ acoustique parfaitement focalisé qui
peut être mauvaise. Cette bonne récupération de l’amplitude de la conductivité électrique
pour la méthode basée sur l’onde unipolaire est très intéressante pour une application où
la quantification de la conductivité électrique est nécessaire. Rappelons aussi que le nombre
d’acquisitions pour l’obtention de ces résultats est beaucoup plus faible que pour la méthode
par onde bipolaire en raison de l’extraction de plusieurs valeurs à partir de chaque signal
acquis.
Il est intéressant aussi de voir le bon comportement de l’équation 5.3 pour produire un bon
vecteur de données pour la reconstruction, même en évitant le « crime inverse ». En effet, les
figures 5.28 et 5.29 montrent que le vecteur V MACE,approxσ0,R1 est une très bonne approximation
de V MACE,exactσ0,R1 . La reconstruction du cas #2 montre aussi que cette approximation conduit
à un très bon résultat. D’autre part, la figure 5.28 montre clairement cette variabilité des
résultats de simulation pour le calcul numérique basé sur deux grilles électriques différentes
(par exemple, les vecteurs V MACEσ0,R0 et V
MACE,exact
σ0,R1 sont décalés de manière significative, fai-
sant en sorte qu’il n’est pas possible de prendre directement le vecteur V MACEσ0,R0 pour obtenir




Ce problème vise à démontrer le bon fonctionnement d’une méthode où un système est
composé de plusieurs configurations d’électrodes. Ce système conduit à une meilleure re-
construction lorsque du bruit est présent dans les mesures, en comparaison avec un système
fonctionnant avec seulement une configuration d’électrodes. Cette analyse est basée sur l’iden-
tification d’un objet, à partir de critères quantitatifs de détection. Par la même occasion, ce
problème permet d’analyser les performances de reconstruction pour différents niveaux de
bruit. Un champ acoustique unipolaire sert à obtenir les signaux de MACE.
La géométrie du problème électrique est plus complexe que pour les problèmes précédents,
ce qui permet d’illustrer le comportement de la méthode de résolution numérique dans des
conditions plus difficiles.
6.1 Géométrie
La géométrie du problème électrique, telle que présentée à la figure 6.1, est une plaque
de 6 mm d’épaisseur où 8 électrodes sont placées sur le pourtour, en retrait, et une électrode
de masse est placée au centre.
La distribution de plus de 19 000 points répartis sur cette géométrie constitue la grille
électrique. À titre de référence, elle est reproduite à la figure E.26.
La distribution de conductivité électrique est montrée à la figure 6.2. Elle est constituée
d’un fond homogène à 0,06 S/m où s’ajoute une gaussienne dont les paramètres sont spécifiés
au tableau 6.1.
Tableau 6.1 Définition de la gaussienne pour la distribution de conductivité électrique
A (S/m) xc (mm) yc (mm) ηx (mm) ηy (mm)
0,15 -19,0 -4,0 10,0 10,0






Les conditions frontières appliquées pour la résolution des problèmes électrostatiques sont
décrites aux tableaux 6.2 et 6.3 pour les 4 configurations électriques analysées. Ces configu-
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Figure 6.1 Illustration de la géométrie du problème (partie électrique). Les électrodes sur le pourtour de
la plaque sont en retrait, ce qui produit des concavités dans la géométrie. Ces concavités constituent une
difficulté pour la résolution numérique du problème électrique, qui est bien contrôlée par la mise en œuvre
des détails décrits à la section 4.2.3 (concernant la coupure de visibilité des fonctions noyau selon un plan).
rations électriques sont telles qu’une paire d’électrodes de mesure se trouve entre la paire
d’électrodes d’injection de courant.
6.3 Résolution des problèmes électrostatiques
Les figures 6.3 à 6.6 présentent respectivement, pour la configuration #1, la solution du
problème électrostatique des situations I et L et la distribution de densité de courant des
situations I et L. L’orientation relative des vecteurs constituant ces distributions de densité
de courant est illustrée à la figure 6.7. Les calculs doivent être effectués pour obtenir les
solutions des autres configurations, mais puisque ces solutions sont analogues à celles de la
configuration #1 par rotations de 90 degrés autour de l’axe z, elles ne seront pas montrées
ici.
La distribution de sensibilité acousto-électrique de la figure 6.8 présente des régions de
valeur négative aux endroits où les densités de courant des situations I et L ont des com-
posantes anti-parallèles. Il y a aussi des régions de valeur nulle aux endroits où ces densités
110
Tableau 6.2 Définition des conditions frontières (situation I). IIel = 0, 010 A
Région Condition Valeur pour configuration #
1 2 3 4
Parties isolées (Γisol) Courant sortant 0 A 0 A 0 A 0 A
Électrode #0 (Γ0) Courant sortant total -IIel 0 A 0 A 0 A
Électrode #1 (Γ1) Courant sortant total 0 A 0 A 0 A +IIel
Électrode #2 (Γ2) Courant sortant total 0 A -IIel 0 A 0 A
Électrode #3 (Γ3) Courant sortant total +IIel 0 A 0 A 0 A
Électrode #4 (Γ4) Courant sortant total 0 A 0 A -IIel 0 A
Électrode #5 (Γ5) Courant sortant total 0 A +IIel 0 A 0 A
Électrode #6 (Γ6) Courant sortant total 0 A 0 A 0 A -IIel
Électrode #7 (Γ7) Courant sortant total 0 A 0 A +IIel 0 A
Électrode de masse (Γg) Potentiel électrique 0 V 0 V 0 V 0 V
Tableau 6.3 Définition des conditions frontières (situation L). ILel = 1, 000 A
Région Condition Valeur pour configuration #
1 2 3 4
Parties isolées (Γisol) Courant sortant 0 A 0 A 0 A 0 A
Électrode #0 (Γ0) Courant sortant total 0 A 0 A 0 A +ILel
Électrode #1 (Γ1) Courant sortant total -ILel 0 A 0 A 0 A
Électrode #2 (Γ2) Courant sortant total +ILel 0 A 0 A 0 A
Électrode #3 (Γ3) Courant sortant total 0 A -ILel 0 A 0 A
Électrode #4 (Γ4) Courant sortant total 0 A +ILel 0 A 0 A
Électrode #5 (Γ5) Courant sortant total 0 A 0 A -ILel 0 A
Électrode #6 (Γ6) Courant sortant total 0 A 0 A +ILel 0 A
Électrode #7 (Γ7) Courant sortant total 0 A 0 A 0 A -ILel
Électrode de masse (Γg) Potentiel électrique 0 V 0 V 0 V 0 V
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Figure 6.2 Distribution de conductivité électrique. Sa représentation discrète sur la grille électrique est
montrée à la figure E.27. Le cercle noir, au centre, représente l’électrode de masse.
de courant sont perpendiculaires. La région de plus grande sensibilité (en valeur absolue) est
concentrée près des électrodes et elle tend vers 0 loin de ces électrodes. Ceci est un élément
clé de l’utilisation des différentes combinaisons d’électrodes qui sera analysé plus loin.
112
Figure 6.3 Solution du problème électrostatique (situation I) pour la configuration #1.
Figure 6.4 Solution du problème électrostatique (situation L) pour la configuration #1.
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Figure 6.5 Densité de courant du problème électrostatique (situation I) pour la configuration #1.
Figure 6.6 Densité de courant du problème électrostatique (situation L) pour la configuration #1.
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Figure 6.7 Observation de l’orientation relative des vecteurs de densité de courant. Seul le premier quadrant
est affiché. Les champs vectoriels sont ceux des figures 6.5 et 6.6. 4, , 5 : régions où les vecteurs sont
respectivement quasi parallèles, quasi perpendiculaires et quasi anti-parallèles. Par conséquent, la sensibilité
acousto-électrique est respectivement positive, nulle et négative (comparer avec la figure 6.8).
115
Figure 6.8 Sensibilité acousto-électrique du problème électrostatique pour la configuration #1. Les identi-
ficateurs 4,  et 5 sont aux mêmes positions que sur la figure 6.7.
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6.4 Acoustique
Pour ce problème, le transducteur est le même que pour le problème de la section 5.2,
c’est-à-dire qu’il s’agit du transducteur non focalisé produisant une onde unipolaire dans les
conditions d’excitation décrites. Ainsi, le signal de densité de force du transducteur pour ce
problème sera le même que celui présenté à la figure 5.21.
La grille utilisée pour la discrétisation du problème acoustique contient approximative-
ment 13 000 points distribués régulièrement et couvre tout le volume conducteur. Elle est
reproduite à la figure E.28.
6.5 Signaux résultants (solution du problème direct)
La grille d’intégration pour la résolution du problème direct est composée de deux sous-
régions. La première de ces sous-régions couvre les environs de la bordure avec une grande
finesse, tandis que la sous-région du centre contient des points plus espacés. À titre de réfé-
rence, cette grille de plus de 108 000 points est présentée à la figure E.29.
Pour ce problème à caractère principalement 2D, les orientations acoustiques choisies
auront toutes le même angle d’incidence, soit 60 degrés. Un ensemble de 16 orientations
réparties régulièrement par rotation autour de l’axe z est choisi. La position de la première
de ces orientations est décrite ici.
Une situation d’intérêt pour ce problème est celle où les 4 configurations électriques sont
utilisées dans l’examen du volume conducteur. Dans cette situation, la configuration élec-
trique #1 produira les signaux de MACE avec les 4 premières orientations de transducteur,
la configuration électrique #2 utilisera les orientations 5 à 8, la configuration électrique #3
utilisera les orientations 9 à 12, tandis que la configuration électrique #4 utilisera les orien-
tations 13 à 16. Par souci de symétrie avec les conditions électriques, l’orientation 1 sera en
position symétrique de l’orientation 4, tandis que l’orientation 2 sera en position symétrique
de l’orientation 3, où le plan de symétrie passe au centre du domaine et au milieu des élec-
trodes 1 et 2. Puisque les orientations acoustiques sont espacées régulièrement par rotation
autour de l’axe z, la composante de l’orientation 1 sur le plan xy fait un angle de 33,75 degrés
avec l’axe x. Les autres orientations sont consistantes avec ce principe pour les autres confi-
gurations électriques. Ceci est illustré aux figures 6.9 et 6.10. La seconde situation d’intérêt
examinée dans ce problème est celle où seulement la première configuration électrique sert à
l’analyse du volume conducteur. Dans cette situation, ces 16 orientations acoustiques ainsi
définies sont également utilisées.
La figure 6.11 présente les signaux de MACE pour la configuration électrique #1 avec
les orientations acoustiques 2 et 10. Ceci est dans le but de comparer la forme et l’ampli-
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Figure 6.9 Représentation des 16 orientations du transducteur. Pour plus de clarté, la géométrie élec-
trique est représentée seulement pour la partie des y positifs. Les flèches rouges représentent la direction de
propagation de l’onde pour chacune des orientations.
tude des signaux de MACE pour une configuration électrique donnée avec deux orientations
acoustiques opposées.
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Figure 6.10 Vue du dessus des 16 orientations du transducteur. Chacun des 4 ensembles d’orientations
correspond à une configuration électrique. Les plans P1 à P4 décrivent la symétrie pour chacun des ensembles
d’orientations.
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Figure 6.11 Signaux de MACE pour la configuration électrique #1.
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6.6 Reconstruction
Pour ce problème, le seul cas examiné est celui où nous évitons de commettre le « crime
inverse ». Pour référence, les grilles électrique, acoustique et d’intégration utilisées pour la
résolution du problème inverse sont montrées aux figures E.30 à E.32.
La conductivité électrique de référence σ1 a été fixée à 1,0 S/m sur tout le domaine. Pour
l’utilisation de l’équation 2.34, les valeurs suivantes ont été prises : tj = [46, 98µs, 47, 48µs,
47, 98µs, . . . , 73, 48µs], KI = 100 × 10−11 Pa−1, tandis que l’ensemble d’orientations [θi] est
formé des 16 orientations présentées plus haut (voir figure 6.9).
Pour ce problème, la grille de reconstruction est une distribution de points espacés ré-
gulièrement, mais occupant un domaine octogonal pour s’insérer aisément dans la géométrie
électrique circulaire. Cette grille est présentée à la figure 6.12. Les conditions d’interpolation
sont les mêmes que celles des problèmes précédents (passage de la grille de reconstruction à
la grille électrique).
Les valeurs des paramètres de reconstruction pour ce problème sont les suivantes :
– valeurs a priori des paramètres du modèle (mprior) : 0,06 S/m ;
– valeurs initiales des paramètres du modèle (m0) : 0,06 S/m ;
– écart-type sur les paramètres du modèle (pour la construction de la matrice de cova-
riance Cm) : 0,02 S/m pour les points de la grille de reconstruction sur la bordure
(les points encerclés de la figure 6.12), 0,2 S/m pour les autres points. Ceci est fait
pour restreindre les variations de la conductivité électrique des points vers l’extérieur
du domaine. Aucune covariance entre ces paramètres ;
– écart-type sur les données d de tension électrique (pour la construction de la matrice
de covariance Cd) : dépendante du problème. Aucune covariance entre ces paramètres ;
– écart-type sur la modélisation (pour la construction de la matrice de covariance CT ) :
0 V ;
– critère d’arrêt : norme du gradient à atteindre (‖γn‖) : 0,1.
De la même manière que pour les problèmes précédents, un signal E˜(t) produisant un
effet passe-bas sur le signal de MACE acquis est choisi. Pour ce problème, le signal E˜(t) est
un créneau de valeur 106 s−1, non nul sur une durée de 10−6 s et débutant à t = 0 s. Ceci
aura surtout pour effet de réduire l’effet du bruit sur les signaux acquis.
Les vecteurs V MACE,approxσ0,R1 pour les situations à 1 et à 4 configurations électriques (sans
bruit ajouté) sont tracés à la figure 6.13.
L’analyse de performance décrite ici sur la reconstruction en présence de bruit a pour
but d’illustrer la différence de comportement pour les deux situations (1 vs 4 configurations
d’électrodes) et d’évaluer la qualité de la reconstruction en fonction du niveau de bruit. Pour
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Figure 6.12 Distribution de points de la grille de reconstruction. Un faible écart-type sur les paramètres
du modèle est fixé pour les points encerclés. Cette grille comporte 69 points.
ce faire, un bruit blanc d’amplitude donnée est additionné aux signaux de MACE provenant
du problème direct (c’est-à-dire aux signaux à la source de V MACEσ0,R0 et de V
MACE
σ1,R0 ). Le bruit
blanc est généré en obtenant, pour chaque échantillon temporel des signaux de MACE, un
nombre aléatoire suivant une loi normale qui est ensuite multiplié par l’amplitude (écart-
type) souhaitée. Cette amplitude est déterminée par le rapport signal sur bruit (RSB) désiré :
V RMSbruit = V RMSsignal × 10
−RSB
20 , où la valeur V RMSsignal pour un signal échantillonné est calculée par :
V RMSsignal =
√∑
k [Vsignal]2k sur une période de temps donnée. Par exemple, la figure 6.14 montre
le signal de MACE pour la conductivité électrique exacte produit par le problème direct et
celui bruité avec un RSB de 40 dB (orientation acoustique #2, 1 configuration électrique).
Les valeurs de RSB testées pour ce problème sont de 60 dB, 52 dB, 40 dB, 32 dB,
20 dB, 12 dB et 0 dB. Les reconstructions effectuées supposent que ce RSB est connu
pour spécifier l’écart-type sur les données (pour construire la matrice Cd). Pour une va-
leur V RMSbruit,σ•,R0 obtenue sur le vecteur V
MACE
σ•,R0 , le vecteur d’écart-types sur les données est :












. Cette forme provient
de la dérivation de la formule 5.3 par rapport aux différentes variables et où est ajoutée une
petite constante indépendante du niveau de bruit. Notons que la dérivation par rapport au
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Figure 6.13 Vecteurs V MACE,approxσ0,R1 pour les situations à 1 et à 4 configurations électriques (sans bruit
ajouté). Les valeurs pour les orientations 1 à 4 sont identiques pour les deux situations, car la même configu-
ration électrique est utilisée. Pour les autres orientations, le système à 4 configurations électriques produit,
en général, des signaux de plus grande amplitude.
terme V MACEσ1,R1 n’apparaît pas car aucun bruit n’est ajouté sur ces signaux de référence qui
doivent être produits par simulation.
Les planches des figures 6.15 et 6.16 présentent les résultats de reconstruction pour les
différents RSB testés pour les situations à 1 et à 4 combinaisons électriques. Les distributions
affichées ont été produites par interpolation sur la tranche en z = 0 m à partir des valeurs sur
la grille de reconstruction. Les histogrammes de ces distributions renseignent sur l’étalement
de ces distributions.
6.7 Critères de détection
Certains critères quantitatifs de détection sont proposés ici pour évaluer la performance
générale de reconstruction en fonction du RSB. Ils sont inspirés de ceux décrits dans l’article
de Adler et al. (2009). Deux distinctions sont toutefois à noter. D’abord, la méthode de re-
construction décrite dans le présent projet produit une distribution de conductivité électrique
absolue, tandis que l’application décrite dans l’article est pour une imagerie de conductivité
électrique relative à une référence. Ensuite, l’objet de test du présent problème est une gaus-
sienne, tandis que l’objet de l’article a une conductivité électrique uniforme. Les critères de
détection seront alors adaptés pour satisfaire ces différences.
Pour calculer certains de ces critères, il est d’abord requis de produire une distribution
réduite où seuls les pixels de l’image de conductivité électrique reconstruite σr dont l’ampli-
tude est supérieure à un seuil sont conservés. Ce seuil dépend de la valeur de conductivité
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Figure 6.14 Signal de MACE de l’orientation #2 en présence de bruit (RSB = 40 dB).
électrique σb du fond (0,06 S/m dans le cas présent). Cette distribution réduite est :
[σr¯]i =
 1, si [σr]i > (σb + fseuil(max(σr)− σb))0, sinon. (6.1)
où fseuil = 1/4 pour ce problème.
Les critères sont :
– réponse en amplitude (RA) : ce critère mesure le rapport entre les valeurs de conduc-







où σr, σe et σb sont respectivement les conductivités électriques reconstruite, exacte et
de fond. L’indice d’itération k passe sur les pixels de l’image interpolée ;
– erreur de position (EP) : ce critère mesure la distance entre la position de l’objet













où x et y sont les vecteurs de coordonnées spatiales x et y des pixels de l’image. L’erreur
de position est alors définie par la distance Euclidienne entre les centres de masse :
EP =
√
([CM(σr¯)]x − [CM(σe¯)]x)2 + ([CM(σr¯)]y − [CM(σe¯)]y)2 (6.4)
– résolution (RES) : ce critère mesure le rapport entre la taille de l’objet reconstruit et








k[σr¯]k et A0 est le nombre total de pixels.
– déformation de l’objet (DO) : ce critère mesure de combien l’objet reconstruit s’ap-






où C est un disque centré en CM(σr¯) et d’aire Aq.
– oscillations (OSC) : ce critère mesure le rapport entre la réponse en amplitude des
points à l’extérieur du disque C ayant une conductivité électrique inférieure à σb et






Les images des reconstructions, où seuls les pixels faisant partie de la distribution réduite
σr¯ sont affichés, sont présentées aux planches des figures 6.17 et 6.18.
Les valeurs des divers critères pour les différents RSB sont présentées aux figures 6.19 à
6.23.
6.8 Discussion générale des résultats de ce problème
Dans les résultats de reconstruction présentés, la détection est bien réussie pour les ni-
veaux de bruit au-dessus de 30 dB, tandis qu’elle ne permet pas d’identifier l’objet voulu pour
les niveaux inférieurs. Parmi les critères de détection décrits plus haut, seuls la réponse en
amplitude (RA), l’erreur de position (EP) et la résolution (RES) semblent être significatifs
pour l’identification de cet objet. En accordant davantage d’importance à la réponse en am-
plitude et à l’erreur de position, ils indiquent que le système à 4 configurations d’électrodes
produit un meilleur résultat que celui à 1 configuration. Cette meilleure performance provient
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principalement du fait que le système à 4 configurations d’électrodes a une sensibilité mieux
distribuée sur l’ensemble du domaine.
La résolution de ce problème a aussi montré que l’approche proposée pour la résolution
du problème inverse est robuste au bruit de mesure. Il s’agit d’un élément important puisqu’il
montre sa capacité à bien réagir à un ensemble de données entachées d’incertitudes, comme
celles obtenues expérimentalement.
Pour la résolution du problème inverse, la reconstruction requiert l’inversion de « 2 ×
NPGR × nombre de configurations d’électrodes » systèmes linéaires. Ainsi, bien que la re-
construction soit en général meilleure avec un système possédant plusieurs configurations
électriques, la charge de calculs augmente rapidement avec le nombre de configurations élec-
triques. Il est alors important de faire un compromis éclairé entre ces deux aspects. Il faut
aussi noter que la reconstruction se fait sur un système ayant la même taille, peu importe
le nombre de configurations d’électrodes. Une autre manière aurait pu être de prendre l’en-
semble de ces configurations pour chacune des orientations acoustiques, bien que ceci fasse
augmenter la taille du problème de reconstruction du côté des données. D’un point de vue
pratique, ceci nécessiterait un système d’acquisition comportant plusieurs canaux et pou-
vant supporter la situation où des électrodes injectent un courant en même temps qu’elles
mesurent le potentiel.
Le but de ce problème était de montrer l’intérêt de l’utilisation d’une géométrie pou-
vant combiner les distributions de sensibilité acousto-électrique de différentes combinaisons
électriques pour couvrir l’ensemble du domaine d’analyse afin d’identifier un objet malgré la
présence de bruit dans les signaux acquis. Ceci est un élément important à considérer pour
l’imagerie sur de grands volumes. L’effort de calcul pour la reconstruction est cependant
augmenté par l’ajout de systèmes linéaires à résoudre. Puisque cette partie est l’une des plus
exigeantes en termes de calculs pour la méthode proposée, un compromis doit être fait entre
le nombre de configurations électriques utilisées et la charge de calcul acceptable.
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Figure 6.15 Reconstruction pour différents RSB. Une combinaison d’électrodes.
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Figure 6.16 Reconstruction pour différents RSB. Quatre combinaisons d’électrodes.
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Figure 6.17 Reconstruction pour différents RSB (pixels de la distribution réduite affichés). Une combinaison
d’électrodes.
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Figure 6.18 Reconstruction pour différents RSB (pixels de la distribution réduite affichés). Quatre combi-
naisons d’électrodes.
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Figure 6.19 Réponse en amplitude (RA) en fonction du RSB. Pour les hauts niveaux de RSB (>30 dB),
le système à 4 configurations d’électrodes produit une RA plus près de la distribution exacte que celui à
1 configuration. Ainsi, pour ces niveaux de bruit, le système à 4 configurations produit un estimé qui est
quantitativement plus près de la solution exacte que celui à 1 configuration. Sous les 30 dB, la reconstruction
est généralement mauvaise pour les deux systèmes. Ainsi, pour ces niveaux de bruit, bien que le système à 1
configuration ait une RA plus près de celle exacte que celui à 4 configurations, nous ne pouvons pas conclure
immédiatement que sa performance soit nécessairement meilleure.
131
Figure 6.20 Erreur de position (EP) en fonction du RSB. Ces courbes montrent que la position du centre
de masse de l’objet estimé est généralement plus près de celle exacte avec le système à 4 configurations
d’électrodes. Le lieu de l’objet semble être bien retrouvé pour les RSB > 30 dB, tandis qu’il n’est plus
représentatif sous ce seuil.
Pour les niveaux de bruit <30 dB, les distributions reconstruites présentent une tendance à moduler leur
variations de conductivité selon les patrons de sensibilité disponibles. En somme, le système à 1 configuration
électrique affiche une variation de conductivité pratiquement proportionnelle à la distribution de sensibilité
(comparer la figure 6.15, pour la conductivité reconstruite à 0 dB, avec la sensibilité du système électrique
(figure 6.8)). Dans le système à 4 configurations, chacune des distributions de sensibilité, produites par
les différentes configurations, contribue à mieux balancer les variations de conductivité sur l’ensemble du
domaine. Ces variations sont situées principalement dans les régions de sensibilité maximale.
Dans le système à 1 configuration d’électrodes, la distribution de sensibilité a un centre de masse situé dans
le premier quadrant. Par conséquent, à fort niveau de bruit, la détection produit une estimation de position
à cet endroit. L’erreur de position est alors très grande, puisque l’objet était situé dans le troisième quadrant.
Si l’objet à retrouver avait été placé dans le premier quadrant, l’erreur de position aurait été beaucoup plus
petite. Cependant, nous n’aurions pas pu placer davantage de confiance dans cette estimation, puisque le
centre de masse de l’objet estimé varie peu lorsque la position de l’objet à retrouver est modifiée.
Figure 6.21 Résolution (RES) en fonction du RSB. La taille de l’objet détecté semble légèrement meilleure
pour le système à 1 configuration lorsque le niveau de bruit est faible. Pour les forts niveaux de bruit (<30 dB),
cette valeur de RES est généralement mauvaise.
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Figure 6.22 Déformation de l’objet (DO) en fonction du RSB. Cette déformation d’objet semble être peu
significative dans ce problème car elle est très variable pour les différents niveaux de bruit. Ainsi, même pour
un très faible bruit, l’objet estimé n’a pas de forme circulaire très nette. La cause semble être liée au fait que
la grille de reconstruction est régulière, qu’elle possède un faible nombre de points et que l’interpolation vers
la grille plus fine se fasse par une base linéaire de fonctions.
Figure 6.23 Oscillations (OSC) en fonction du RSB. La tendance générale est que ces oscillations diminuent
lorsque le niveau de bruit augmente. Ce comportement est, entre autres, dicté par le fait que la régularisation
du problème de reconstruction est renforcée lorsque le niveau de bruit augmente. Cette régularisation a pour
effet de limiter les écarts de la conductivité autour de la valeur de fond. Elle ne permet pas, toutefois, de
mieux cerner l’objet à détecter.
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CHAPITRE 7
RÉSULTATS DE SIMULATION POUR DES OBJETS PROFONDS
Les problèmes de ce chapitre ont pour but d’illustrer l’application de la méthode unipolaire
à l’imagerie de volumes plus larges que les précédents. La géométrie du premier problème est
simple, tandis qu’elle est beaucoup plus complexe pour le second.
7.1 Problème : Volume profond
7.1.1 Géométrie
La géométrie décrivant le problème électrique a une forme similaire à celle du problème
de la section 5.1. Elle est montrée à la figure 7.1. La différence principale est l’épaisseur du
domaine (taille selon z), qui est maintenant de 50 mm comparativement à 1 mm.
La distribution de plus de 45 000 points répartis sur cette géométrie constitue la grille
électrique. À titre de référence, elle est reproduite à la figure E.33.
La distribution de conductivité électrique est montrée à la figure 7.2 sous forme schéma-
tique et à la figure 7.3 par des surfaces de niveau. Elle est exprimée par une valeur uniforme
de 1,4 S/m sur tout le domaine où sont ajoutées des distributions sphériques de taille et
d’amplitude différentes. Les positions et tailles de ces inclusions sont données au tableau 7.1.
7.1.2 Conditions frontières
Les conditions frontières appliquées sont les mêmes qu’au problème de la section 5.1. Ces
conditions sont exprimées aux tableaux 5.2 et 5.3. Les régions où s’appliquent ces conditions
sont évidemment celles de la géométrie du problème actuel.
7.1.3 Résolution des problèmes électrostatiques
La résolution des problèmes électrostatiques est effectuée de la même manière que pour
le problème de la section 5.1. Les solutions obtenues pour les deux situations sont montrées
aux figures 7.4 et 7.5.
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Figure 7.1 Définition de la géométrie du problème (partie électrique).
Figure 7.2 Distribution de conductivité électrique (schématique).
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Figure 7.3 Distribution de conductivité électrique (surfaces de niveau). La création de surfaces de niveau
à partir d’un champ scalaire connu sur une distribution de points irrégulière a été développée à partir des
articles de Rosenthal et Linsen (2006) et de Oblonsek et Guid (1998).
Tableau 7.1 Définition des inclusions pour la distribution de conductivité électrique
# A (S/m) xc (mm) yc (mm) zc (mm) R (mm)
1 -0,2 -6,0 -8,0 -9,0 12,0
2 0,4 12,0 12,0 -12,0 10,6
3 0,4 12,0 12,0 12,0 10,6
4 0,5 -10,0 15,0 -15,0 4,8
5 -0,5 -10,0 15,0 0,0 4,8
6 0,5 -10,0 15,0 15,0 4,8
7 0,3 -18,0 -11,0 18,0 3,4
8 -0,3 -6,0 -11,0 18,0 3,4
9 0,3 6,0 -11,0 18,0 3,4
10 -0,3 18,0 -11,0 18,0 3,4
11 0,3 18,0 -11,0 6,0 3,4
12 -0,3 18,0 -11,0 -6,0 3,4
13 0,3 18,0 -11,0 -18,0 3,4
La conductivité électrique produite par chacune des inclusions est :
σinclusion(x, y, z) =
{
A, si (x− xc)2 + (y − yc)2 + (z − zc)2 <= R2
0, sinon
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Figure 7.4 Solution du problème électrostatique (situation I).
Figure 7.5 Solution du problème électrostatique (situation L).
137
7.1.4 Acoustique
Pour ce problème, le transducteur est le même que pour le problème de la section 5.2,
c’est-à-dire qu’il s’agit du transducteur non focalisé produisant une onde unipolaire dans les
conditions d’excitation décrites. Ainsi, le signal de densité de force du transducteur pour ce
problème sera le même que celui présenté à la figure 5.21.
La grille utilisée pour la discrétisation du problème acoustique contient plus de 210 000
points distribués régulièrement et couvre tout le volume conducteur. Elle est reproduite à la
figure E.34.
7.1.5 Signaux résultants (solution du problème direct)
Pour ce problème, où le volume conducteur est large dans les trois dimensions, le choix
des orientations pour les acquisitions des signaux de MACE est d’une grande importance. En
effet, pour obtenir une bonne représentation de la distribution de sensibilité acousto-électrique
par les signaux de MACE, cet ensemble d’orientations doit être constitué de différents angles
d’attaque. L’ensemble choisi est représenté à la figure 7.6.
Pour l’orientation #2 (la première avec l’angle d’incidence de 30 degrés), le signal de
MACE acquis est présenté à la figure 7.7.
138
Figure 7.6 Représentation des 19 orientations du transducteur. Pour plus de clarté, la géométrie électrique
est représentée seulement pour la partie des y positifs.
Les orientations sont divisées en trois groupes. Le premier groupe comporte une seule orientation. Il s’agit de
celle en rouge, où la direction de propagation est selon l’axe z. Le second groupe, en bleu, comporte 6 orienta-
tions réparties uniformément par rotation de 60 degrés autour de l’axe z, où la première orientation provient
d’une rotation de -30 degrés autour de l’axe y du transducteur initialement placé en Pt = (0 m, 0 m,−0, 1 m).
Le troisième groupe, en vert, comporte 12 orientations réparties uniformément par rotation de 30 degrés au-
tour de l’axe z, où la première orientation provient d’une rotation de -67,5 degrés autour de l’axe y du
transducteur initialement placé en Pt = (0 m, 0 m,−0, 1 m). P0 = (0 m, 0 m, 0 m).
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Figure 7.7 Signal de MACE pour l’orientation #2. Il est obtenu pour la distribution de conductivité
inhomogène σ0 de la figure 7.3. Pour fins de comparaison, le signal de MACE obtenu pour une conductivité
électrique homogène de 1,4 S/m, correspondant à la valeur de fond de la distribution σ0, y est également
tracé. Cette figure montre que la présence d’inclusions dans le volume n’a qu’un léger effet sur l’amplitude
du signal mesuré, mais la différence entre les deux signaux varie lentement.
140
7.1.6 Reconstruction
Pour ce problème, le seul cas examiné est celui où nous évitons de commettre le « crime
inverse ». Pour référence, les grilles électrique, acoustique et d’intégration utilisées pour la
résolution du problème inverse sont montrées aux figures E.36 à E.38.
La conductivité électrique de référence σ1 a été fixée à 1,0 S/m sur tout le domaine. Pour
l’utilisation de l’équation 2.34, les valeurs suivantes ont été prises : tj = [50, 98µs, 51, 30µs,
51, 62µs, . . . , 80, 74µs], KI = 100 × 10−11 Pa−1, tandis que l’ensemble d’orientations [θi] est
formé des 19 orientations présentées plus haut (voir figure 7.6).
Les valeurs des paramètres de reconstruction pour ce problème sont les suivantes :
– valeurs a priori des paramètres du modèle (mprior) : 1,4 S/m ;
– valeurs initiales des paramètres du modèle (m0) : 1,4 S/m ;
– écart-type sur les paramètres du modèle (pour la construction de la matrice de cova-
riance Cm) : 10,0 S/m pour les points de la grille de reconstruction dont la coordonnée
en x est comprise dans l’intervalle [-21 mm, 21 mm], 0,1 S/m pour les autres points.
Ceci est fait pour restreindre les variations de la conductivité électrique des points à
l’extérieur de la région centrale sous hypothèse que nous connaissons avec beaucoup de
précision cette valeur exacte. Aucune covariance entre ces paramètres ;
– écart-type sur les données d de tension électrique (pour la construction de la matrice
de covariance Cd) : 1× 10−6 V. Aucune covariance entre ces paramètres ;
– écart-type sur la modélisation (pour la construction de la matrice de covariance CT ) :
0 V ;
– critère d’arrêt : norme du gradient à atteindre (‖γn‖) : 0,1.
Pour ce problème, une résolution par méthode de quasi-Newton a été employée. Cependant,
la reconstruction par la méthode de gradients conjugués donne un résultat très similaire à
celui présenté ici.
La grille de reconstruction est une distribution régulière de 11 × 11 × 11 points. Cette
distribution est présentée à la figure 7.8. Les mêmes conditions d’interpolation sont utilisées
que pour les problèmes précédents (passage de la grille de reconstruction à la grille électrique).
Pour ce problème où les grilles occupent un plus grand volume que pour les problèmes
précédents, il devient coûteux en termes de calculs de garder la même finesse (résolution) de
ces distributions. Un compromis a alors été trouvé entre précision des résultats et charge de
calcul. De la même manière que pour le problème mince, il est utile de prendre un signal
E˜(t) produisant un effet passe-bas sur le signal de MACE acquis pour réduire l’imprécision
provenant de la discrétisation. Le signal E˜(t) choisi pour ce problème est un créneau de
valeur 5 × 105 s−1, non nul sur une durée de 2 × 10−6 s et débutant à t = 0 s. Le vecteur
V MACE,approxσ0,R1 résultant est montré à la figure 7.9.
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Figure 7.8 Distribution de points de la grille de reconstruction. Elle occupe un volume de 45×45×45 mm3
et est centrée en (0 mm, 0 mm, 0 mm). Elle comporte 11× 11× 11 = 1331 points distribués régulièrement.
Le processus de reconstruction atteint la convergence en seulement 2 itérations. La distri-
bution de conductivité électrique reconstruite est présentée à la figure 7.10. Elle est également
affichée à la figure 7.11 pour un ensemble de tranches passant par le centre de différentes in-
clusions.
Pour ce problème, où plusieurs objets sont présents dans la scène, l’analyse de détection
de ces objets est légèrement différente de celle du problème précédent. Pour chacune des
inclusions du tableau 7.1, une sous-région de forme sphérique est considérée. Cette sous-région
a le même centre que l’inclusion exacte et son rayon est fixé de sorte à ne contenir que cette
inclusion et une partie de son environnement. Un ensemble de points distribués régulièrement
dans cette région est généré et la conductivité électrique estimée est interpolée à ces points à
partir des valeurs sur la grille de reconstruction. Les valeurs des critères de détection décrits
à la section 6.7 sont ensuite calculées (dans leur version 3D). Pour les inclusions ayant un
A négatif (tableau 7.1), les calculs sont réalisés sur une distribution opposée par rapport à
la conductivité électrique du fond, c’est-à-dire [σr]k ← −([σr]k − σb) + σb. Les figures 7.13 à
7.17 montrent les valeurs des différents critères pour chacune des inclusions.
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Figure 7.9 Vecteur V MACE,approxσ0,R1 . Les échantillons des 19 orientations sont séparés par les traits verticaux.
Figure 7.10 Distribution de conductivité électrique reconstruite. Une inspection visuelle permet d’identifier
certaines des inclusions les plus grosses, mais non les plus petites. Les sphères #1 à #6 sont identifiées par
les traits de couleur.
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Figure 7.11 Tranches de la distribution de conductivité électrique. La colonne de gauche contient les tranches
de la conductivité électrique reconstruite. La colonne de droite contient la distribution de conductivité élec-
trique exacte pour ces mêmes tranches. Chacune des lignes est pour une tranche. La disposition de ces
tranches dans le volume conducteur est affichée à la figure 7.12.
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Figure 7.12 Disposition des tranches de la distribution de conductivité électrique. Les tranches passent par
le centre de ces inclusions : tranche #1 : inclusions #1 à #3 ; tranche #2 : inclusions #2 à #6 ; tranche #3 :
inclusions #1 et #4 à #6 ; tranche #4 : inclusions #7 à #13.
Figure 7.13 Réponse en amplitude (RA) des inclusions. En général, la RA est meilleure pour les objets
de grande taille et ayant un grand contraste avec le fond. Cette RA est très mauvaise pour les petits objets
(inclusions #7 à #13). Elle est si faible que nous ne voyons aucune modification significative de la conductivité
électrique dans ces régions.
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Figure 7.14 Erreur de position (EP) des inclusions. Les valeurs de rayon des sous-régions d’analyse sont éga-
lement affichées. Le positionnement est meilleur pour les objets de grande taille et ayant un grand contraste.
Pour les très petits objets (inclusions #7 à #13), cette erreur est relativement grande par rapport à la taille
de la région d’évaluation.
Figure 7.15 Résolution (RES) des inclusions. De manière générale, la résolution des inclusions est mieux
identifiée pour les objets de grande taille et ayant un grand contraste avec le fond. La surévaluation du RES
des inclusions #4 et #6, en comparaison avec l’inclusion #5, semble provenir de leur proximité avec celles
#2 et #3. Ces dernières induisent une forte modification positive de la conductivité dans leur environnement
qui se propage vers les inclusions #4 et #6, tel qu’observable sur la figure 7.11 (plan #2).
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Figure 7.16 Déformation des inclusions (DO). De manière générale, la forme sphérique des objets est mieux
retrouvée pour les objets plus gros.
Figure 7.17 Oscillations (OSC) des inclusions. Les faibles oscillations autour des objets de grande et de
moyenne tailles (inclusions #1 à #6) facilitent leur identification visuelle sur la figure 7.11.
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7.1.7 Discussion générale des résultats de ce problème
Un objectif de ce problème était d’illustrer la performance du processus d’imagerie par
MACE pour un objet volumineux à partir d’une onde acoustique unipolaire. Le résultat de
reconstruction de la conductivité électrique présenté à la figure 7.10 permet l’identification
visuelle des grosses inclusions (#1 à #3 du tableau 7.1) avec une bonne confiance, tandis
que les inclusions moyennes (#4 à #6) sont identifiables mais moins distinctes. Les petites
inclusions (#7 à #13) ne sont pas apparentes. Quant à la figure 7.11, elle montre que les
grosses et moyennes inclusions peuvent être généralement bien séparées spatialement. Cepen-
dant, cette tâche de séparation est plus complexe dans un contexte où les objets à retrouver
ne sont pas connus à l’avance. Les critères de détection qui ont été calculés supportent ces
observations.
7.2 Problème : Application au cancer du sein
7.2.1 Commentaires généraux
L’objectif général de ce problème est d’appliquer la démarche complète de résolution
(problèmes direct et inverse) pour une géométrie adaptée à l’imagerie du sein. Toutefois,
puisque cette application est complexe, seulement certains éléments essentiels sont inclus
dans ce problème.
7.2.2 Définition du problème
La géométrie de ce problème est dictée par l’application souhaitée, soit la détection du
cancer du sein. Le volume conducteur proposé, présenté à la figure 7.18, est une hémisphère
de 135 mm de diamètre, comportant 8 électrodes disposées sur un plan et une électrode de
masse placée à la base.
La distribution de plus de 95 000 points répartis sur cette géométrie constitue la grille
électrique. À titre de référence, elle est reproduite à la figure E.39.
La distribution de conductivité électrique est montrée à la figure 7.19. Elle est constituée
d’un fond homogène à 0,06 S/m où s’ajoute une gaussienne dont les paramètres sont spécifiés
au tableau 7.2.
7.2.3 Conditions frontières
Les conditions frontières appliquées pour la résolution des problèmes électrostatiques sont
les mêmes que celles du problème multi-électrodes, pour l’ensemble de 4 configurations élec-
triques (voir tableaux 6.2 et 6.3).
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Figure 7.18 Illustration de la géométrie du problème (partie électrique). Les 9 électrodes sont placées en
retrait.
7.2.4 Acoustique
Pour ce problème, le transducteur et les conditions d’excitation sont les mêmes que ceux
des derniers problèmes (onde unipolaire).
7.2.5 Signaux résultants (solution du problème direct)
L’ensemble choisi pour l’orientation du transducteur est constitué de trois groupes. La
première orientation d’un groupe est obtenue en plaçant la face du transducteur à la coor-
donnée Pt = (0 mm, 0 mm,−120 mm), puis en effectuant une rotation de θ1 degrés autour
de la droite yc, passant par le point Pc = (0 mm, 0 mm,−20 mm), suivie d’une rotation de
Tableau 7.2 Définition de la gaussienne pour la distribution de conductivité électrique
A (S/m) xc (mm) yc (mm) zc (mm) ηx (mm) ηy (mm) ηz (mm)
0,25 -12,0 -6,0 -15,0 10,0 10,0 12,0














Figure 7.19 Distribution de conductivité électrique. Les traits noirs représentent la cavité hémisphérique.
θ2 degrés autour de l’axe z. Les orientations suivantes du groupe sont obtenues par rotations
successives de θ3 degrés autour de l’axe z. Le tableau 7.3 donne les spécifications pour ce
problème. Une représentation de ces 28 orientations est présentée à la figure 7.20.
Tableau 7.3 Spécifications des paramètres de rotation pour les orientations acoustiques
Nombre
Groupe # d’orientations θ1 (degrés) θ2 (degrés) θ3 (degrés)
1 4 -15,0 67,50 90,0
2 8 -30,0 45,00 45,0
3 16 -60,0 33,75 22,5
La figure 7.21 présente le signal de MACE pour la configuration électrique #1 avec la
première orientation acoustique.
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Figure 7.20 Représentation des 28 orientations du transducteur. (a) Groupe #1 : orientations 1 à 4.
(b) Groupe #2 : orientations 5 à 12. (c) Groupe #3 : orientations 13 à 28. Pt = (0 mm, 0 mm,−120 mm),
Pc = (0 mm, 0 mm,−20 mm), P0 = (0 mm, 0 mm, 0 mm).
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Figure 7.21 Signal de MACE pour la configuration électrique #1 avec la première orientation acoustique.
Le signal de MACE obtenu pour une conductivité électrique homogène de 0,06 S/m, correspondant à la valeur
de fond de la distribution σ0, est également tracé.
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7.2.6 Reconstruction
Pour ce problème, le seul cas examiné est celui où nous évitons de commettre le « crime
inverse ». Pour référence, les grilles électrique, acoustique et d’intégration utilisées pour la
résolution du problème inverse sont montrées aux figures E.42 à E.44.
La conductivité électrique de référence σ1 a été fixée à 1,0 S/m sur tout le domaine. Pour
l’utilisation de l’équation 2.34, les valeurs suivantes ont été prises : tj = [41, 98µs, 42, 28µs,
42, 58µs, . . . , 77, 68µs] et KI = 100 × 10−11 Pa−1. Les orientations acoustiques sont celles
décrites plus haut.
Pour ce problème, la grille de reconstruction est une distribution de 2693 points espacés
régulièrement. Cette grille est présentée à la figure 7.22. Les conditions d’interpolation sont
les mêmes que celles des problèmes précédents (passage de la grille de reconstruction à la
grille électrique).
Les valeurs des paramètres de reconstruction pour ce problème sont les suivantes :
– valeurs a priori des paramètres du modèle (mprior) : 0,06 S/m ;
– valeurs initiales des paramètres du modèle (m0) : 0,06 S/m ;
– écart-type sur les paramètres du modèle (pour la construction de la matrice de cova-
riance Cm) : 0,01 S/m pour les points de la grille de reconstruction en périphérie et à
la base, 0,03 S/m pour les points sur la couche intérieure de ces points (mais non à la
base), 0,2 S/m pour les autres points. Aucune covariance entre ces paramètres ;
– écart-type sur les données d de tension électrique (pour la construction de la matrice
de covariance Cd) : 1× 10−6 V. Aucune covariance entre ces paramètres ;
– écart-type sur la modélisation (pour la construction de la matrice de covariance CT ) :
0 V ;
– critère d’arrêt : 2 itérations.
Pour ce problème, une résolution par méthode de quasi-Newton a été employée.
Le signal E˜(t) choisi pour ce problème est un créneau de valeur 5× 105 s−1, non nul sur
une durée de 2 × 10−6 s et débutant à t = 0 s. Ceci est particulièrement important pour ce
problème de grand volume (en comparaison à la minceur de la lame acoustique) pour réduire
l’erreur de discrétisation tout en permettant de garder un nombre de points raisonnable dans
les différentes grilles.
Le processus de reconstruction est limité à 2 itérations car la charge de calculs est très
grande (il faut environ une journée de calculs par itération). La distribution de conductivité
électrique reconstruite est présentée aux figures 7.23 et 7.24.
Concernant la détection de l’objet, le tableau 7.4 résume les valeurs obtenues pour quel-
ques critères définis à la section 6.7 pour la distribution de conductivité électrique reconstruite
et celle exacte.
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Figure 7.22 Distribution de points de la grille de reconstruction. La géométrie de cette grille s’insère dans
celle du problème électrique (presque hémisphérique). Les 2693 points sont distribués régulièrement.
7.2.7 Discussion générale des résultats de ce problème
Les valeurs obtenues pour la position du centre de masse de l’objet estimé sont très bonnes,
présentant une erreur absolue de l’ordre du millimètre. La performance est un peu moins
bonne pour l’estimation de la taille de l’objet, qui est surévaluée de 41 % pour fseuil = 1/4
et de 24 % pour fseuil = 1/2. La valeur maximale de la conductivité électrique estimée
est bien en-dessous de celle exacte (d’au moins 50 %), mais la taille de l’objet estimé est
plus grande que celle exacte. C’est pourquoi la réponse en amplitude est significativement
Tableau 7.4 Quantification de la détection de l’objet
σexact σreconstruit
Critère fseuil = 1/4 fseuil = 1/2 fseuil = 1/4 fseuil = 1/2
Réponse en amplitude 1,000 1,000 0,689 0,689
Centre de masse (x) -0,01198 m -0,01198 m -0,01243 m -0,01350 m
Centre de masse (y) -0,00598 m -0,00601 m -0,00899 m -0,00807 m
Centre de masse (z) -0,01558 m -0,01500 m -0,01508 m -0,01863 m
Résolution 0,332 0,237 0,467 0,293
Déformation de l’objet 0,059 0,074 0,227 0,241
Oscillations 0,00 0,00 2,81 9,00
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différente de celle exacte, mais ne la sous-évalue que de 31 %. Quant à la déformation de
l’objet, il faut d’abord noter qu’elle est non nulle même pour la distribution exacte, car
l’objet est une gaussienne ayant différents d’écarts-types selon les trois dimensions ; elle n’a
pas une forme parfaitement sphérique. Pour l’objet estimé, tel qu’observable sur la figure
7.23, plusieurs ramifications sont apparentes autour de la région d’intensité maximale, ce
qui détériore l’aspect sphérique cherché. Cependant, l’affichage en surfaces de niveau (figure
7.24) permet de mieux apprécier cet aspect sphérique. La présence importante d’oscillations
est aussi gênante pour la détection visuelle de l’objet à partir des images de la figure 7.23,
mais l’est moins pour la figure 7.24 car les seules surfaces de niveau affichées sont pour des
valeurs de conductivité électrique supérieures à celle du fond.
Ces valeurs obtenues des critères de détection sont de bons indicateurs d’une détection
réussie de l’objet, particulièrement si nous nous basons sur la position du centre de masse et
sur la résolution, qui renseignent respectivement sur la localisation et la taille de l’objet. De
plus, cet objet issu de la reconstruction présente une région interne de forme passablement
sphérique, qui était la forme à retrouver. Concernant la valeur de réponse en amplitude
beaucoup plus faible que celle exacte, une cause possible est l’arrêt prématuré du processus
itératif. Il est toutefois possible que, même à convergence de ce processus, cette réponse en
amplitude sous-estime la conductivité électrique exacte. Ce comportement est affecté par
les conditions imposées pour la reconstruction, dont l’écart-type des paramètres du modèle,
jouant un rôle important sur la régularité du processus de convergence et de la solution
obtenue.
Il est important de souligner que plusieurs conditions ayant servi à cette reconstruction
sont bien meilleures que celles pouvant être attendues en réalité. Par exemple, aucun bruit n’a
été ajouté aux signaux et la modélisation géométrique et acoustique sont parfaites (sauf pour
ce qui touche à leur représentation sur les différentes grilles). De plus, ce problème a été fait
pour une distribution de conductivité électrique simple ; d’autres distributions plus complexes
requièrent des grilles plus raffinées faisant augmenter considérablement la tâche de calculs, ce
qui était difficilement réalisable pour ce projet. La résolution de ce problème permet, tout de
même, de valider la fonctionnalité de la méthode proposée pour ce cas présentant plusieurs
difficultés.
Certains des éléments clés ayant permis cette réalisation sont :
– champ acoustique unipolaire, permettant d’obtenir l’information sur l’ensemble du vo-
lume à partir d’un petit nombre d’acquisitions ;
– système multi-électrodes, permettant une meilleure distribution spatiale de la sensibilité
du système électrique ;
– méthode d’optimisation utilisant les matrices de covariance, permettant de spécifier
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individuellement la variance des paramètres du modèle selon leur position ;
– méthode de résolution numérique adaptée aux géométries concaves, permettant la ré-
solution du problème électrostatique avec une stabilité suffisante.
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Figure 7.23 Distribution de conductivité électrique reconstruite. La colonne de gauche contient les tranches
de la conductivité électrique reconstruite. La colonne de droite contient la distribution de conductivité élec-
trique exacte pour ces mêmes tranches. Chacune des lignes est pour une tranche. L’objet à détecter n’a pas
de frontière bien définie sur la reconstruction, mais sa localisation est bonne.
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Figure 7.24 Distribution de conductivité électrique reconstruite (surfaces de niveau). La forme à caractère




Cette thèse avait pour objectif principal de contribuer au développement d’une modalité
d’imagerie de la conductivité destinée au diagnostic du cancer du sein et basée sur la mo-
dulation acoustique de conductivité électrique. Le but visé d’une telle application médicale
est d’agir en tant que méthode adjuvante à la mammographie. Le problème général identifié
consistait à effectuer une reconstruction de la conductivité électrique à partir d’un ensemble
de données d’interaction entre cette conductivité électrique et un champ acoustique affectant
globalement la région d’intérêt.
8.1 Synthèse des travaux
Le chapitre de modélisation avait pour but de présenter deux nouveaux modèles de forma-
tion d’image. Le premier était basé sur l’utilisation d’une onde acoustique bipolaire focalisée,
renseignant sur la sensibilité acousto-électrique à l’endroit de la perturbation acoustique.
Pour une perturbation effectuée au foyer acoustique, cette information est locale et la mesure
de sensibilité peut être attribuée à la position de perturbation. Un balayage du transducteur
permet d’obtenir la distribution de la sensibilité du système électrique. Une reconstruction
à partir de ces mesures permet d’estimer la conductivité électrique. L’amplitude des signaux
est fortement affectée par l’épaisseur du volume conducteur pour une épaisseur plus grande
qu’une demi-longueur d’onde acoustique ; elle diminue rapidement dû à une compensation
des effets de modulation. Le second modèle était basé sur une onde acoustique unipolaire non
focalisée. Le signal de tension mesuré renseigne sur différentes projections de la sensibilité lors
de la propagation de l’onde dans le volume conducteur. Les acquisitions sont réalisées pour
diverses orientations du transducteur autour de ce volume. Une reconstruction est essentielle
pour estimer la conductivité électrique.
Le chapitre d’expérimentation avait pour but de présenter un nouveau montage permet-
tant l’acquisition de signaux de modulation acoustique de conductivité électrique en vue de
l’imagerie de conductivité électrique. La présence de l’effet de Debye, et possiblement de
la cavitation, dans les signaux mesurés a été considérée afin de suggérer un protocole d’ac-
quisition permettant la mesure précise de la conductivité électrique. Il a été montré que ce
montage comprend les éléments de base permettant de mesurer quantitativement la conduc-
tivité électrique de solutions salines. Une démonstration de la dépendance de l’amplitude des
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signaux de MACE et de Debye en fonction de la position d’excitation acoustique a également
été réalisée afin de caractériser la sensibilité acousto-électrique de la cellule de mesure. Cette
mise en œuvre expérimentale a aussi servi à déterminer diverses conditions requises dans la
partie de résolution numérique.
Un programme de résolution numérique a été développé à partir d’une technique sans
maillage dans le but de résoudre les problèmes direct et inverse exposés. La mise en œuvre de
cette résolution, conjointement avec la procédure d’interpolation numérique, a été décrite. La
résolution du problème inverse inclut l’estimation de la conductivité électrique à partir des
mesures, de l’information sur l’acquisition et des incertitudes sur les données et les variables
du modèle. Cette estimation a été réalisée par deux techniques de descente de gradients, soit
de gradients conjugués et quasi-Newton.
La résolution d’un problème à géométrie mince a été réalisée pour les deux modèles
présentés. La procédure complète de résolution y a été exposée, c’est-à-dire la résolution du
problème électrostatique, la représentation du champ acoustique bipolaire et unipolaire, la
simulation des signaux de MACE, l’extraction des données objectives pour la reconstruction
et la reconstruction. Ces simulations ont permis de montrer la capacité de ces deux modèles
à bien estimer une distribution de conductivité électrique inhomogène.
Un problème a été résolu pour une géométrie mince constituée de plusieurs configurations
d’électrodes où les mesures sont entachées de bruit. Une analyse de détection, servant à
quantifier la qualité d’identification d’un objet, a été réalisée pour différents niveaux de bruit.
De plus, cette analyse a été réalisée sur deux systèmes, le premier étant constitué d’une
seule configuration d’électrodes et le second possédant quatre configurations d’électrodes.
Pour un niveau de bruit donné, le système ayant plusieurs configurations d’électrodes a une
meilleure performance de détection de l’objet. Cette différence provient principalement du
fait que la sensibilité combinée est mieux distribuée sur l’ensemble du domaine. Cependant,
cette amélioration de performance vient avec une charge de calculs significativement plus
importante.
Pour terminer, deux problèmes ayant une géométrie profonde ont été résolus avec le mo-
dèle d’onde unipolaire. Le premier de ces problèmes a permis d’illustrer la qualité de la
reconstruction sur un objet constitué de sphères de différentes tailles et contrastes. L’utilisa-
tion des critères de détection a permis de quantifier l’identification de ces sphères pour des
régions prédéfinies. En général, les sphères les plus grosses ont bien été identifiées (ampli-
tude, position et taille), mais non les plus petites. Le second de ces problèmes avait pour but
d’appliquer la méthode de résolution exposée pour une géométrie adaptée à l’imagerie du
sein. Sa taille était de l’ordre de la dizaine de centimètres de côté. Un système composé de
quatre configurations électriques a servi pour l’acquisition des signaux et la reconstruction
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de la conductivité électrique. La distribution de conductivité à retrouver était composée d’un
fond homogène où était superposée une gaussienne plus conductrice et simulant une tumeur.
Une amplitude de signal de l’ordre de la dizaine de microvolts (avant amplification) a été
obtenue. La reconstruction a permis d’obtenir une estimation de la distribution de conduc-
tivité électrique pour laquelle la position de l’objet détecté a bien été identifiée. La taille de
cet objet était légèrement surévaluée, tandis que l’amplitude était sous-évaluée. Un affichage
en surfaces de niveau a permis d’apprécier l’aspect sphérique de l’objet cherché.
Par les modèles exposés, la mise en œuvre proposée et les exemples de problèmes ré-
solus dans cette thèse, la contribution principale attendue par ces travaux a été atteinte.
Cette contribution visait à décrire un modèle et une méthode originale pour déterminer la
conductivité électrique 3D d’un tissu de la taille du décimètre en utilisant une interaction
acousto-électrique. Cette méthode devait utiliser un champ acoustique physiquement réali-
sable et être applicable à une géométrie arbitraire. Il a aussi été démontré par ces exemples
que la méthode numérique implémentée a une précision et une flexibilité suffisantes pour être
appliquée dans son ensemble avec les modèles présentés.
8.2 Limitations de la solution proposée
Diverses limitations doivent être mentionnées à ce moment-ci pour remettre les résultats
de ce document dans le contexte de l’imagerie médicale pour une application in vivo.
Les résultats expérimentaux ont été obtenus dans des conditions de laboratoire avec une
cellule de mesure. Il faut s’attendre à ce que les performances in vivo soient de plus faible
qualité compte tenu de la forte inhomogénéité des tissus à traiter. De plus, d’autres difficultés
devront être envisagées, tel le mouvement de l’objet pendant l’acquisition des signaux.
Les doses acoustique et électrique devront être également être prises en compte pour
s’assurer que toutes les normes de sécurité pertinentes soient respectées. Ainsi, la puissance
acoustique et les paramètres du courant électrique injectés (amplitude et fréquence) devront
être évalués. La cavitation a été identifiée comme un agent important pouvant détériorer
la qualité des signaux et compromettre l’extraction de l’information pour l’estimation de
la conductivité électrique. Elle doit également être évitée dans un contexte d’imagerie in
vivo pour réduire les dommages causés aux tissus. L’utilisation d’une onde unipolaire de
compression permet de bien éviter cette cavitation, mais les effets biologiques d’une telle
onde doivent tout de même être bien évalués (Bailey et al., 1996).
Pour la réalisation d’une modalité d’imagerie pratique, il est important d’évaluer le temps
d’acquisition nécessaire pour atteindre la résolution et la précision souhaitée et le temps requis
pour accéder aux informations souhaitées. Dans les conditions actuelles, le temps d’acquisition
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pour un petit objet était de plusieurs minutes. Cependant, il est possible de s’attendre à une
réduction du temps d’acquisition par la mise en place de la méthode unipolaire et d’un
système pouvant faire l’acquisition de plusieurs canaux en parallèle. Du côté de la résolution
du problème inverse donnant accès à l’information de conductivité électrique, le calcul requis
était de plusieurs minutes à plusieurs heures, mais ce dernier problème est moins critique que
le premier, car diverses stratégies d’accélération de calcul peuvent être mises en place, tandis
que le premier dépend de conditions physiques plus difficilement contrôlables.
8.3 Améliorations futures
Une confrontation des techniques touchant la modélisation et l’approche numérique choisie
avec celles bien connues doit être effectuée. Cette comparaison sera nécessaire pour évaluer
l’utilité et l’efficacité de ces méthodes. À présent, cette comparaison demeure difficile à réaliser
puisque peu d’études ont été publiées sur ce sujet.
Le développement du montage expérimental réalisé dans ce projet a permis de valider
la technique de traitement des signaux pour le modèle d’onde bipolaire. D’un autre côté, la
résolution du problème inverse a été faite pour obtenir des images de conductivité électrique
à partir de signaux simulés tels qu’ils auraient été obtenus. Ceci a été fait pour montrer la
faisabilité de l’approche. Toutefois, l’imagerie avec une série de signaux acquis expérimenta-
lement n’a pas été réalisée avec succès dans les présentes conditions. Ceci demeure cependant
une tâche d’un grand intérêt pour la validation de l’approche proposée. De plus, la réalisa-
tion du montage basé sur la méthode unipolaire et l’imagerie quantitative de conductivité
électrique sur un objet de grande taille demeurent à effectuer.
L’application au problème d’imagerie de densité de courant de la méthode d’onde unipo-
laire décrite dans ce document mérite une évaluation sérieuse pour réaliser une telle imagerie
sur un organe large comme le cœur ou le cerveau sans y insérer d’électrodes. D’autres consi-
dérations pratiques spécifiques à ces applications devront toutefois y être analysées, telle la
disposition de l’organe d’intérêt par rapport aux structures anatomiques environnantes.
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Aspects numériques tirés de la littérature
Cette annexe traite de la méthode numérique sans maillage utilisée dans cette thèse pour
résoudre les problèmes direct et inverse de l’imagerie par MACE.
Il existe plusieurs techniques numériques pour la résolution d’équations différentielles
soumises à des conditions frontières. Les performances varient d’une technique à l’autre,
selon le type de problème et les conditions. De plus, nous retrouvons souvent des variantes
d’une même technique développées dans le but d’améliorer la technique de base. Souvent,
ces variantes fonctionnent bien seulement pour un ensemble de cas spécifiques. La méthode
devra alors être adaptée au contexte où elle est utilisée.
En général, l’intérêt principal des méthodes sans maillage, par rapport à celles requé-
rant un maillage, réside dans l’élimination de cette étape dans le processus de résolution du
problème (Jin et al., 2005). Le calcul d’un maillage doit produire un ensemble d’éléments
respectant certaines conditions pour permettre d’atteindre une bonne solution. Il constitue
souvent un facteur limitant d’une méthode numérique (Huebner et al., 2001). La tâche est
particulièrement exigeante pour les problèmes nécessitant une modification du maillage pour
compenser la distorsion des éléments causée, par exemple, par une forte déformation de la
géométrie ou par des frontières mobiles. D’autre part, les méthodes sans maillage comme
« Finite-Cloud » sont bien adaptées aux problèmes multiphysiques et à ceux dont la solution
varie sur plusieurs échelles (Aluru et Li, 2001). Dans le cas du présent projet, le problème à
résoudre s’effectue sur une géométrie fixe relativement simple, mais où le gradient de potentiel
électrique peut être très grand à proximité des électrodes.
L’argument principal du choix d’une méthode sans maillage pour ce projet réside dans la
simplicité de la mise en œuvre de la méthode pour l’ensemble du problème.
Il est clair que la validité des résultats de simulation et la reconstruction à effectuer à
partir de résultats expérimentaux dépendent de la stabilité et de la précision de la méthode
choisie. Les méthodes mieux connues comme celle des éléments finis utilisent une formulation
faible et offrent généralement une meilleure stabilité, mais cet aspect peut être contrôlé dans
une certaine mesure par différentes stratégies comme celles présentées à la section A.5.
Dans cette annexe, l’accent sera mis sur les éléments de techniques dites « meshless »,
c’est-à-dire celles ne requérant pas de maillage. En premier lieu, la méthode Finite-Cloud
proposée dans un article de Aluru et Li (2001) est décrite à la section A.1. Des améliorations
suggérées par différents auteurs sont présentées aux sections A.2 à A.5. D’autres éléments
169
d’intérêt, non présentés ici, peuvent être trouvés dans les articles de Liu (2003), Liu et Gu
(2005) et Liu et al. (1996). La génération de points sur un domaine arbitraire est couverte à
la section A.6. Une formulation pour l’intégration numérique sur un domaine arbitraire est
présentée à la section A.7. Enfin, les sections A.8 et A.9 couvrent la résolution d’équations
différentielles non linéaires.
A.1 Méthode Finite-Cloud
Le texte de cette section reprend essentiellement le contenu de l’article de Aluru et Li
(2001). La notation de l’article original a été conservée autant que cela était possible pour
faciliter la comparaison des documents. Cependant, quelques aspects de cette notation ont
été modifiés par souci d’uniformité avec le reste de la thèse. L’écriture pour un problème
bidimensionnel sera employée pour alléger le texte, mais l’extension au cas tridimensionnel
est directe.
La description de cette technique est divisée en deux parties. La première est consacrée
à la création des fonctions d’interpolation, tandis que la seconde explique la technique de
discrétisation permettant de résoudre un problème aux conditions frontières.
A.1.1 Fonctions d’interpolation
La méthode Finite-Cloud utilise une technique connue sous le nom de « Fixed Repro-
ducing Kernel » pour la création des fonctions d’interpolation. Avec cette formulation, l’ap-




C (x, y, s, t)ϕ(xK , yK , s− xK , t− yK)uˆ(s, t) ds dt (A.1)
où uˆ(x, y) est la fonction exacte que nous voulons approximer par u(x, y), C est une fonction
de correction et ϕ est la fonction noyau (« kernel »). Pour l’instant, considérons xK et yK
comme des constantes qui doivent être déterminées pour chaque position (x, y). En général,
nous aurons (xK , yK) = (x, y),∀x, y. Par une approche de collocation de point, ces constantes
xK et yK seront indépendantes de x et y, et la dérivation de ϕ(xK , yK , s − xK , t − yK) par
rapport à x ou y sera nulle. Ceci sera discuté plus loin.
La fonction de correction C s’écrit :
C (x, y, s, t) = pT (s, t)c(x, y) (A.2)
où p(s, t) = [p1, . . . , pm]T est un vecteur m×1 représentant une base de fonctions, tandis que
c(x, y) = [c1, . . . , cm]T est un vecteur m× 1 représentant un ensemble de coefficients de cor-
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rection. Le choix des fonctions de base pour p(s, t) est arbitraire, mais constitue généralement
une base complète. Par exemple, une base complète linéaire en 2 dimensions est :
p(s, t) = [1, s, t], m = 3 (A.3)
et une base complète quadratique en 2 dimensions est :
p(s, t) = [1, s, t, s2, st, t2], m = 6 (A.4)




pT (s, t)c(x, y)ϕ(xK , yK , s− xK , t− yK)pi(s, t) ds dt = pi(x, y), i = 1, . . . ,m (A.5)
L’approximation discrétisée de cette dernière équation est :
NP∑
I=1
pT (xI , yI)c(x, y)ϕ(xK , yK , xI − xK , yI − yK)pi(xI , yI)∆VI = pi(x, y), i = 1, . . . ,m (A.6)
où NP est le nombre de points sur le domaine Ω et ∆VI est la taille de la région associée au
point I.
Sous forme matricielle, cette équation peut être écrite :
Mc(x, y) = p(x, y) (A.7)




pj(s, t)ϕ(xK , yK , s− xK , t− yK)pi(s, t) ds dt, i, j = 1, . . . ,m (A.8)




pj(xI , yI)ϕ(xK , yK , xI − xK , yI − yK)pi(xI , yI)∆VI (A.9)
Les coefficients de correction peuvent être obtenus par inversion du système linéaire A.7 :
c(x, y) = M−1p(x, y) (A.10)
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pT (x, y)(M−1)Tp(s, t)ϕ(xK , yK , s− xK , t− yK)uˆ(s, t) ds dt
(A.11)
où la dernière équation est obtenue en transposant le scalaire pT (s, t)M−1p(x, y).





où uˆI est le poids nodal attribué au point I et NI est la fonction d’interpolation définie par :
NI(x, y) = pT (x, y)(M−1)Tp(xI , yI)ϕ(xK , yK , xI − xK , yI − yK)∆VI (A.13)
Notons qu’en fixant toutes les valeurs ∆VI à 1, nous retrouvons une écriture équivalente à
celle des moindres carrés (Oñate et al., 1996). Cette opération équivaut à inclure les valeurs
∆VI dans la fonction de correction C qui devra être calculée pour satisfaire les conditions de
reproductibilité (Aluru, 2000). Ainsi, il n’est pas nécessaire de calculer la taille de la région
associée à chaque point.
Revenons maintenant à la fonction noyau ϕ(xK , yK , s− xK , t− yK). Bien que le choix de
cette fonction soit arbitraire, certaines propriétés sont recherchées afin d’assurer une conti-
nuité des fonctions d’interpolation. Ces propriétés sont les suivantes (Liu et Gu, 2005) :
– ϕ(xK , yK , s− xK , t− yK) > 0 à l’intérieur de son support ;
– ϕ(xK , yK , s− xK , t− yK) = 0 à l’extérieur de son support ;
– ϕ(xK , yK , s−xK , t−yK) a une décroissante monotone depuis le point d’intérêt (xK , yK) ;
– ϕ(xK , yK , s− xK , t− yK) est suffisamment lisse, particulièrement près des bordures de
son support.
Les propriétés de positivité à l’intérieur du support et de nullité à l’extérieur de celui-ci
donnent à la méthode son caractère local. Ainsi, l’interpolation pour un point (x, y) dépend
des points à proximité. La troisième condition permet de donner davantage d’importance
aux points les plus près. La quatrième condition permet une inclusion progressive des points
situés près des frontières du support lorsque différents points (x, y) sont choisis.
Les formes généralement considérées pour cette fonction noyau sont les gaussiennes, les
fonctions en inverse de la distance et les splines. Certains articles utilisent une fonction noyau
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de forme radiale. Pour ce projet, nous utiliserons la forme suivante :















où ax et ay sont des fonctions déterminant l’agrandissement de la fonction de base w. Pour une
fonction noyau ϕ choisie telle que la seconde condition est respectée, ces facteurs d’agrandis-
sement auront pour effet de déterminer quels points seront inclus dans le support. Ce choix
est d’une grande importance pour s’assurer que la matrice de moments ait un bon condi-
tionnement. La grandeur du support affecte également la résolution spatiale de la solution.
Ainsi, il est pertinent de chercher à modifier la taille de ce support selon la densité de points
dans la région où le calcul doit être effectué. Les régions où une densité de points est plus
grande pourront utiliser un support plus étroit, offrant une meilleure résolution, tandis que
les régions ayant une plus faible densité de points devront utiliser un support plus étendu,
ce qui produira une résolution plus faible. Notons que ces facteurs d’agrandissement peuvent
être déterminés individuellement pour chaque position (xK , yK), mais la régularité des fonc-
tions d’agrandissement ax(xK , yK) et ay(xK , yK) affectera aussi la régularité des fonctions
d’interpolation.


















, 0 ≤x≤ 1
− 16(x− 2)3, 1 ≤x≤ 2
0, 2 ≤x
(A.15)
Il est important à ce moment-ci d’expliquer le choix des valeurs de xK et yK . La technique
de collocation de point qui sera utilisée plus loin requiert que nous spécifiions sur quels points
une certaine équation devra être respectée. Puisque nous aurons à résoudre chaque équation
pour un seul point à la fois, il nous est possible de spécifier quel sera le couple (xK , yK) pour
ce point particulier. Ainsi, nous pouvons considérer que nous déterminons un ensemble de
constantes (xK , yK) pour chaque équation, mais cette équation ne sera résolue qu’à un seul
endroit.





(x, y) = ∂
αx+αypT
∂xαx∂yαy
(x, y)(M−1)Tp(xI , yI)ϕ(xK , yK , xI − xK , yI − yK)∆VI (A.16)
Ainsi, par exemple, la seconde dérivée selon x s’écrit :
∂2NI
∂x2
(x, y) = ∂
2pT
∂x2
(x, y)(M−1)Tp(xI , yI)ϕ(xK , yK , xI − xK , yI − yK)∆VI (A.17)
Cette écriture très simple, et nécessitant relativement peu de calculs, découle de ce que
xK et yK sont considérés constants.
Il est intéressant de noter que cette formulation peut être utilisée en tant que technique
d’interpolation. Elle peut servir, par exemple, à trouver une valeur à une coordonnée (xa, ya)
à partir de valeurs connues et distribuées sur les points (xI , yI) dans la région entourant cette
coordonnée. Cette propriété est employée dans la section 4.1.
A.1.2 Discrétisation
Pour la résolution d’un problème aux conditions frontières, les équations à résoudre
prennent habituellement la forme suivante :
L uˆ = f sur Ω (A.18)
uˆ = g sur Γg (A.19)
∂uˆ
∂n
= h sur Γh (A.20)
où L est l’opérateur différentiel sur l’intérieur du domaine Ω, uˆ est la fonction inconnue dont
la solution est cherchée, f est le terme de source, g est la condition de Dirichlet appliquée
aux points de la frontière Γg et h est la condition de Neumann appliquée aux points de la
frontière Γh.
La résolution numérique de ce système se fait en obtenant une solution approximative u
pour un ensemble de points sur le domaine d’intérêt. Cette solution u s’approchera d’autant
de la solution exacte uˆ que la distribution de points tend vers la continuité. La solution
approximative devra alors satisfaire le système d’équations suivant :
L u ≈ f sur Ω (A.21)
u ≈ g sur Γg (A.22)
∂u
∂n
≈ h sur Γh (A.23)
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Avec une distribution de points comportant Nr points à l’intérieur du domaine Ω (non
soumis à une condition de frontière), Nd points soumis à une condition de Dirichlet sur la
frontière Γg et Nn points soumis à une condition de Neumann sur la frontière Γh, nous avons
NP = Nr +Nd +Nn. L’ensemble des équations à satisfaire devient :
L u(xR, yR) = f(xR, yR), R = 1, . . . , Nr (A.24)
u(xD, yD) = g(xD, yD), D = 1, . . . , Nd (A.25)
∂u
∂n
(xN , yN) = h(xN , yN), N = 1, . . . , Nn (A.26)
En utilisant la forme discrétisée A.12, nous pouvons écrire ce système sous la forme
matricielle :
Kuˆ = b (A.27)
où K est une matrice de taille NP × NP dont les valeurs sont connues et uˆ est le vecteur
colonne d’inconnues de longueur NP. Le vecteur colonne b, de longueur NP, contient les
termes sources et les conditions de Dirichlet et de Neumann. Les éléments de la matrice K
sont calculés à partir des équations A.24 à A.26 :
KRI = LNI(xR, yR), I = 1, . . . ,NP, R = 1, . . . , Nr (A.28)




(xN , yN), I = 1, . . . ,NP, N = 1, . . . , Nn (A.30)
La solution du problème A.27 donne le vecteur d’inconnues uˆ, c’est-à-dire les valeurs uˆI
pour I = 1, . . . ,NP. La solution approximée est alors obtenue par :
u(xJ , yJ) =
NP∑
I=1
NI(xJ , yJ)uˆI , J = 1, . . . ,NP (A.31)
Les dérivées de la fonction approximée sont obtenues directement à partir des dérivées
des fonctions d’interpolation calculées précédemment :
∂αx+αyu
∂xαx∂yαy





(xJ , yJ)uˆI , J = 1, . . . ,NP (A.32)
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A.2 Translation des fonctions de base
Une amélioration proposée par Jin et al. (2001) pour accroître la stabilité numérique des
problèmes comportant un grand nombre de points ou utilisant des fonctions de base d’ordre
élevé est d’écrire la fonction de correction C de l’équation A.2 sous la forme :
C (x, y, xK − s, yK − t) = pT (xK − s, yK − t)c(x, y) (A.33)
Par conséquent, les expressions de la matrice des moments et des fonctions d’interpolation




pj(xK − xI , yK − yI)ϕ(xK , yK , xI − xK , yI − yK)pi(xI , yI)∆VI (A.34)




p(xK − xI , yK − yI)ϕ(xK , yK , xI − xK , yI − yK)∆VI (A.35)
Cette formulation accroît la stabilité de la solution numérique, car la matrice des moments
MS a un meilleur conditionnement qu’avec la formulation précédente.
A.3 Dilatation des fonctions de base
En plus de la translation des fonctions de base, il est important d’inclure un facteur
de dilatation à ces fonctions pour améliorer le conditionnement de la matrice de moments
(Ortega et al., 2007). Ceci est d’une grande importance lorsque l’ordre de ces fonctions est
élevé et que le nombre de fonctions de base augmente. Nous pouvons observer ceci par la
forme que prend la matrice des moments tirée de l’équation A.9. Par exemple, pour une
base complète quadratique en 2 dimensions telle qu’écrite à l’équation A.4 et en excluant la





































































































































où ϕI = ϕ(xK , yK , xI −xK , yI − yK). Avec des valeurs xI , yI  1 ou xI , yI  1, cette matrice
contiendra des valeurs de différents ordres de grandeurs, ce qui fera augmenter considéra-
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blement son conditionnement et rendra plus instable son inversion numérique. Ainsi, il est
































, m = 6 (A.37)
et de choisir ces facteurs (λs, λt) tels que s/λs et t/λt soient près de 1.
A.4 Renforcement de la condition de Kronecker
Il a été observé que les méthodes de collocation de point pour la discrétisation des équa-
tions différentielles deviennent moins stables pour des distributions de points irrégulières.
Pour éviter ces instabilités, certaines conditions de positivité à appliquer aux fonctions d’in-
terpolation ont été suggérées (Jin et al., 2004). Dans le contexte présenté ci-dessus, la première
de ces conditions revient à obtenir des fonctions d’interpolation ayant la propriété d’un delta
de Kronecker, c’est-à-dire :
NI(xJ , yJ) =
 1, I = J0, I 6= J (A.38)
Pour respecter cette condition, une approche proposée par Jin et al. (2005) et basée sur
le formalisme présenté plus haut est décrite ici.
L’idée de base est de réécrire l’équation A.1 sous la forme suivante :
u(x, y)−uˆ(xK , yK) =
∫
Ω
C (x, y, s, t)ϕ(xK , yK , s−xK , t−yK)[uˆ(s, t)−uˆ(xK , yK)] ds dt (A.39)
L’expression A.6 exprimant les équations de consistance s’écrit alors :
∑NP
I=1 p
T (xI , yI)c(x, y)ϕ(xK , yK , xI − xK , yI − yK)[pi(xI , yI)− pi(xK , yK)]∆VI =
pi(x, y)− pi(xK , yK), i = 1, . . . ,m
(A.40)
L’équation A.7 devient alors :
Mc(x, y) = p(x, y)− p(xK , yK) (A.41)




pj(xI , yI)ϕ(xK , yK , xI − xK , yI − yK)[pi(xI , yI)− pi(xK , yK)]∆VI (A.42)
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En utilisant une base de fonctions telle qu’exprimée en A.4 où p1(s, t) = 1, nous avons :
p1(xI , yI)− p1(xK , yK) = 1− 1 = 0, ∀xI , yI , xK , yK (A.43)
et
p1(x, y)− p1(xK , yK) = 1− 1 = 0, ∀x, y, xK , yK (A.44)
Ainsi, nous avons :
M1j = 0, ∀j = 1, . . . ,m (A.45)
et la première équation de consistance
m∑
j=1
M1jcj(x, y) = 0 (A.46)
est satisfaite pour c(x, y) arbitraire. La première équation étant triviale, le système contient
une inconnue de plus que d’équations. Afin de retrouver un système ayant autant d’équations
que d’inconnues, nous pouvons poser c1 = 0. Le système s’écrit alors :
0 0 0 0 0 0
M21 M22 M23 M24 M25 M26
M31 M32 M33 M34 M35 M36
M41 M42 M43 M44 M45 M46
M51 M52 M53 M54 M55 M56













p2(x, y)− p2(xK , yK)
p3(x, y)− p3(xK , yK)
p4(x, y)− p4(xK , yK)
p5(x, y)− p5(xK , yK)
p6(x, y)− p6(xK , yK)

(A.47)
ou, plus simplement :
M22 M23 M24 M25 M26
M32 M33 M34 M35 M36
M42 M43 M44 M45 M46
M52 M53 M54 M55 M56











p2(x, y)− p2(xK , yK)
p3(x, y)− p3(xK , yK)
p4(x, y)− p4(xK , yK)
p5(x, y)− p5(xK , yK)
p6(x, y)− p6(xK , yK)

(A.48)
et qui peut être aussi écrit :
M¯c¯(x, y) = p¯(x, y)− p¯(xK , yK) (A.49)
De la même manière qu’en A.10, nous obtenons les coefficients de correction par inversion
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de ce système linéaire pour obtenir :
c¯(x, y) = M¯−1[p¯(x, y)− p¯(xK , yK)] (A.50)
La fonction de correction s’écrit alors :
C (x, y, s, t) = p¯T (s, t)c¯(x, y) = c¯T (x, y)p¯(s, t) (A.51)








C (x, y, s, t)ϕ(xK , yK , xI − xK , yI − yK)∆VI
+uˆ(xK , yK) (A.52)
Dans le cas où nous utilisons l’approche de collocation de point, nous fixons (xK , yK) =
(x, y),∀x, y. Nous obtenons alors :
u(x, y)|x=xK ,y=yK =
NP∑
I=1,I 6=K

















×ϕ(xK , yK , xI − xK , yI − yK)∆VI , I 6= K
−∑NPJ=1,J 6=K [p¯(x, y)− p¯(xK , yK)]T (M¯−1)T p¯(s, t)
×ϕ(xK , yK , xJ − xK , yJ − yK)∆VJ + 1, I = K
(A.54)
Ainsi, nous obtenons :
NI(x, y)|x=xK ,y=yK =
 0, I 6= K1, I = K (A.55)
Les dérivées des fonctions d’interpolation prennent la forme suivante. Par exemple, pour
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×ϕ(xK , yK , xI − xK , yI − yK)∆VI , I 6= K
−∑NPJ=1,J 6=K ∂p¯T∂x (x, y) (M¯−1)T p¯(s, t)
×ϕ(xK , yK , xJ − xK , yJ − yK)∆VJ , I = K
(A.56)
Les dérivées d’ordre supérieur prennent la même forme, car seul le facteur p¯T dépend des
variables spatiales x et y.
A.5 Stabilisation des conditions frontières naturelles
La littérature portant sur les techniques sans maillage fait état d’une instabilité plus im-
portante pour les techniques utilisant une formulation forte que pour celles employant une
formulation faible (Liu, 2003; Liu et Gu, 2005) et ce, principalement pour des distributions
de points irrégulières. Il a été identifié que cette instabilité provient des conditions fron-
tières comportant une dérivée (Liu et Gu, 2005) (conditions naturelles). Plusieurs stratégies
ont été proposées pour améliorer la stabilité de la solution dans ce cas. Quelques-unes sont
mentionnées ici à titre indicatif.
– Utiliser une distribution de points régulière à proximité du point ayant une condition
de dérivation et utilisation d’une formulation adaptée ;
– Augmenter la densité de points près des frontières ayant une condition de dérivation ;
– Effectuer une collocation de type Hermite. Dans ce cas, la dérivée normale de la va-
riable à chaque point possédant une condition frontière de dérivation est une nouvelle
variable qui est ajoutée au problème à résoudre (Jin et al., 2005; Li et al., 2003). Le
problème à résoudre inclut alors deux équations à résoudre pour chacun de ces points,
soit la résolution de l’équation gouvernante et de la condition frontière. Les fonctions
d’interpolation doivent être calculées selon le formalisme adapté à ces circonstances ;
– Ajouter des termes de stabilisation d’ordre supérieur dans les équations à résoudre
(Oñate et al., 2001, 1996) ;
– Combiner les formulations forte et faible. Les conditions frontières de dérivation sont
exprimées sous la forme d’une formulation faible, tandis que le reste du problème est
solutionné par une formulation forte (Liu et Gu, 2003, 2005; Jin et al., 2005). Nous
tirons alors avantage des deux formulations.
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A.6 Génération de la distribution de points
L’utilisation d’une méthode numérique sans maillage requiert un ensemble de points dis-
tribués dans le volume représentant la géométrie du problème physique. Puisque la qualité de
cette distribution joue un rôle important sur la solution obtenue, la méthode de génération
de points devra répondre aux critères suivants :
– produire une distribution de points régulière. Ceci a un effet important dans les condi-
tions de positivité des fonctions d’interpolation (Jin et al., 2004) ;
– bien contrôler la distance entre les points et donner la possibilité d’ajuster les distances
inter point selon la région. Ceci est d’une grande importance, car l’erreur numérique
obtenue pour la solution du problème dépend fortement de la distance entre les points,
et ce, principalement dans les régions où la solution varie fortement. Ceci est lié à la
précision de l’interpolation. D’autre part, une plus grande quantité de points sur la
géométrie implique une plus grande charge de calcul. Pour des problèmes tridimension-
nels, cette charge augmente très rapidement lorsque la densité de points augmente. Il
est alors important de choisir judicieusement la densité de points de chaque région tout
en s’assurant d’une bonne continuité entre ces régions ;
– permettre une bonne adaptabilité aux géométries arbitraires.
La technique « Advancing Front Point » (Löhner et Oñate, 1998) a été retenue dans cette
thèse, car elle répond bien à ces critères. Cette technique est décrite sommairement ici.
Une représentation de la géométrie doit être fournie. Pour ce faire, une triangulation des
surfaces formant les frontières du volume doit être donnée en spécifiant les coordonnées des
nœuds et leurs connexions pour former chaque face. La direction de la normale aux faces vers
l’intérieur du volume doit également être fournie, en plus d’une spécification de la distance
souhaitée entre les points de chaque région.
La procédure pour créer la distribution de points est la suivante. La distance souhaitée
entre les points est déterminée pour l’ensemble des points formant la triangulation initiale.
Ces points forment des sources où de nouveaux points émergeront. Le processus itératif
consiste à prendre le point dont la distance spécifiée est la plus petite, d’appliquer ensuite
un patron autour de ce point pour obtenir une liste de nouveaux points potentiels, puis de
vérifier la validité de leur présence. Si leur présence est acceptée, ces nouveaux points agiront
comme de nouvelles sources pour une itération future. Le point ayant agi comme source est
retiré de la liste des sources, produisant ainsi un nouveau front de sources. La validité de la
présence des nouveaux points est déterminée par plusieurs conditions, dont la localisation à
l’intérieur du volume et la distance minimale entre ce point et le point le plus près existant
dans la distribution. La procédure est répétée jusqu’à ce que tous les points sources aient été
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utilisés. Le volume devrait alors être rempli correctement, dans la mesure où les conditions
de remplissage sont adaptées à la géométrie.
Cette méthode permet généralement d’obtenir des distributions de points très régulières
dans les régions où la distance entre les points est constante. Ceci est dû à l’utilisation de
patrons de création des nouveaux points depuis les points sources. Diverses approches sont
possibles pour spécifier la distance entre les points selon la région. La distance spécifiée est
généralement respectée, car les points sont d’abord créés à partir des régions les plus denses
pour se terminer dans les régions de plus faible densité. L’algorithme utilisé permet également
d’adapter la distribution à une géométrie arbitraire, car la génération se produit des faces
vers l’intérieur du volume.
A.7 Intégration numérique
La simulation des signaux de MACE nécessite l’intégration d’un produit de fonctions sur
le volume constituant la géométrie. Un des objectifs de notre projet étant de réaliser les
simulations sur des géométries arbitraires, l’intégration numérique devra également satisfaire
cette condition. L’article de Khosravifard et Hematiyan (2010) présente une méthode adaptée
à ce genre de problème dans le contexte actuel.
Les détails de cette méthode ne seront pas explicités ici. Mentionnons seulement qu’il
s’agit d’une méthode reposant sur l’utilisation d’une quadrature de Gauss, où les points et
les poids associés tiennent compte de la géométrie. Ceci permet d’utiliser un nombre de
points d’intégration relativement faible, comparativement à d’autres méthodes utilisant une
grille indépendante de la géométrie. La méthode présentée fonctionne bien en 2 et en 3
dimensions, et ce, même avec des fonctions variant rapidement. Une fois les valeurs de la
fonction identifiées sur les points d’intégration, le résultat de l’intégration est obtenu par un
produit matriciel entre ce vecteur et celui des poids associés.
A.8 Méthodes de résolution de systèmes d’équations différentielles non linéaires
La résolution d’équations différentielles non linéaires est très difficile à réaliser de manière
analytique pour une géométrie arbitraire. Il faut alors envisager les approches numériques.
Dans le cas présent, ceci s’applique pour la résolution du problème inverse, où nous cherchons
à identifier des paramètres caractérisant la conductivité électrique de telle sorte à minimiser
une erreur entre ce que le modèle prédit et les données fournies. Plusieurs méthodes ont
été développées et décrites par divers auteurs (dont Tarantola (1987) et Zhdanov (2002)).
Cette section survole cet aspect. L’approche retenue est celle où une fonctionnelle doit être
minimisée afin de répondre aux conditions posées par les équations et d’autres paramètres.
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Une première technique consiste à faire plusieurs essais de valeurs pour les diverses va-
riables et à évaluer les régions pour lesquelles la fonctionnelle tend à être minimale. Ceci peut
bien fonctionner pour un problème où seulement quelques variables sont impliquées.
Une seconde technique est basée sur les réalisations aléatoires (comme la méthode de
Monte-Carlo). Cependant, cette approche n’est pas très robuste pour obtenir une convergence
sur un problème ayant un grand nombre de variables.
Une troisième technique est basée sur les algorithmes génétiques. Cette approche a un
intérêt particulier principalement pour les équations fortement non linéaires.
Une quatrième technique repose sur la minimisation d’une fonctionnelle à partir du calcul
de son gradient. Ce formalisme permet d’inclure, dans la fonctionnelle, des paramètres d’in-
certitudes sur les données recueillies et sur les erreurs de modélisation. Plusieurs algorithmes
proposés se basent sur une même formulation, et se distinguent par l’identification de la direc-
tion de recherche de solution et de la longueur du pas effectué dans cette direction. L’ouvrage
de Tarantola (1987) fournit bon nombre de détails sur ce sujet, pour les méthodes linéaires et
non linéaires, directes et itératives. Il traite de préconditionnement et de régularisation par
l’utilisation de matrices de covariance.
A.9 Gradients conjugués
Cette section a pour but de présenter la technique numérique qui sera utilisée pour la
résolution des équations différentielles non linéaires présentes dans le problème inverse. Cette
description se veut sommaire afin d’illustrer la manière avec laquelle les informations relatives
à l’expérimentation seront introduites dans la reconstruction, mais la majorité des détails et
des preuves sont laissées aux différents ouvrages traitant du sujet. La notation qui sera utilisée
ici est basée sur celle de Tarantola (1987).
La relation non linéaire théorique reliant les variables du modèle m aux données d est
exprimée par d = g(m). Ces variables du modèle m constituent les inconnues du problème
à résoudre, tandis que les données d correspondent aux informations mesurables. Lors d’une
expérimentation, la mesure de la valeur exacte d donne une observation dobs. Ces valeurs sont
différentes, car plusieurs sources de bruit affectent la mesure expérimentale. Une manière
de quantifier la déviation de l’observation par rapport à la vraie valeur est de spécifier une
incertitude gaussienne qui sera contenue dans un opérateurCd. L’information sur les variables
du modèlem est décrite par une valeur a priori mprior et une incertitude gaussienne contenue
dans un opérateur de covariance Cm. Cette covariance permet de spécifier l’écart-type par
rapport à la moyenne pour chacune des variables et la corrélation entre ces variables. Cette
information est une composante importante pour la régularisation du problème. Finalement,
183
la relation théorique d = g(m) est basée sur un modèle approximatif, et les incertitudes
gaussiennes correspondantes peuvent être incluses également dans un opérateur de covariance







(g(m)− dobs)TC−1D (g(m)− dobs) + (m−mprior)TC−1m (m−mprior)
))
(A.57)
où CD = Cd +CT .
Selon l’hypothèse que le problème à résoudre est faiblement non linéaire, la valeur maxi-
male de cette densité de probabilité σm(m) peut être représentée par un estimateur à maxi-
mum de vraisemblance. Il s’agira alors de minimiser la fonctionnelle (aussi appelée « fonction
de coût ») :
S(m) = 12
(
(g(m)− dobs)TC−1D (g(m)− dobs) + (m−mprior)TC−1m (m−mprior)
)
(A.58)
Le point où S(m) est minimal est appelé le point de maximum de vraisemblancem = mML.
La résolution d’un problème non linéaire de cette sorte peut être approchée par la résolu-
tion successive (itérative) d’un problème linéarisé où chacune des itérations doit (idéalement)
fournir une meilleure approximation de la solution exacte. L’index « n » sera alors utilisé pour
identifier le numéro de l’itération.
La dérivée de cette fonction S(m) par rapport aux variables du modèle m renseigne sur
la direction où il faut chercher pour obtenir une valeur inférieure de la fonctionnelle. Cette
dérivée est le gradient γˆ et est exprimée par :
γˆn = GTnC−1D (g(mn)− dobs) +C−1m (m−mprior) (A.59)
Dans cette équation, Gn correspond aux dérivées évaluées au point mn des équations du
modèle g(m) pour chacune des variables. La matrice hessienne, qui est la seconde dérivée de
S(m) par rapport aux variables du modèle, est donnée au premier ordre par :
Hˆn = GTnC−1D Gn +C−1m (A.60)
La multiplication des quantités γˆn et de Hˆn avec la matrice Cm définissant la métrique
donne les quantités suivantes :
γn = Cmγˆn = CmGTnC−1D (g(mn)− dobs) + (mn −mprior) (A.61)
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qui est la direction de plus forte ascension au point mn selon cette métrique et
Hn = CmHˆn = CmGTnC−1D Gn + I (A.62)
qui est l’opérateur de courbure à ce même point.
La pente de la fonctionnelle S au point mn est donnée par la norme du gradient et, de
manière équivalente, par la norme du vecteur de direction de plus forte ascension :
‖γˆn‖ = ‖γn‖ =
√
γˆTnγn (A.63)
La minimisation de la fonctionnelle consiste alors à trouver une nouvelle positionmn+1 à
partir de la position mn, à partir des quantités exprimés ci-dessus, et à répéter le processus
jusqu’à l’obtention d’un niveau d’erreur souhaité entre les données d et les valeurs g(mn),
compte tenu des incertitudes. Il existe cependant des difficultés liées à cette démarche comme
l’obtention d’un minimum local, qui n’est pas la solution optimale, mais qui pourra faire
bloquer le processus de convergence. Une formulation simple pour obtenir cette nouvelle
position peut s’écrire :
mn+1 = mn − µnγn (A.64)
où la direction de plus forte ascension a été utilisée. La valeur µn est un nombre positif
réel faisant en sorte que la valeur de la fonctionnelle S(mn+1) soit inférieure à S(mn). La
détermination de ce µn peut se faire de différentes façons. Il est possible par exemple de
procéder par essais et erreurs. Une autre façon consiste à calculer S(mn+1) pour trois valeurs
de µn, d’exprimer l’équation d’une parabole passant par ces points puis de trouver la valeur
correspondant au minimum de cette parabole. Une troisième façon consiste à linéariser g(m)
autour de mn pour obtenir :
g(mn − µnγn) ≈ g(mn)− µnGnγn (A.65)
La convergence vers la solution peut être grandement améliorée en utilisant l’information
de courbure, introduite dans l’algorithme :
mn+1 = mn − µnSˆnγn (A.66)
Le choix de l’opérateur Sˆn est important. Le cas trivial Sˆn = I redonne l’algorithme précédent,
où mn est modifié par un vecteur pointant dans la direction de descente la plus forte. Cette
procédure converge généralement lentement. Le cas Sˆn = H−1n correspond, quant à lui, à la
méthode de Newton, qui converge rapidement, mais peut être impraticable pour les problèmes
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de grande taille. Ce problème vient principalement de l’inversion de cette matrice qui doit être
faite à chaque itération. Plus particulièrement, en employant l’approximation de l’opérateur
de courbure de l’équation A.62 et µn = 1, nous obtenons la méthode de quasi-Newton.
Le problème revient alors à trouver un opérateur Sˆn s’approchant le plus possible de H−1n ,
permettant l’accélération de la convergence et assez simple à manipuler pour que l’algorithme
puisse être réalisé pratiquement. Une manière d’utiliser cet opérateur consiste à le déterminer
comme une constante Sˆ0, indépendante de l’itération. Il s’agit du cas « préconditionné », qui
peut être utilisé pour l’algorithme utilisant la direction de descente la plus forte et l’algorithme
de gradients conjugués. Une suggestion basée sur l’approximation initiale de l’opérateur de
courbure (voir équation A.62) est :
Sˆ0 =
(
CmGT0C−1D G0 + I
)−1
(A.67)
Une autre solution consiste à utiliser une méthode à métrique variable où l’opérateur Sˆn
est mis à jour à chaque itération pour tendre vers H−1n , ce qui lui permettra d’atteindre une
meilleure convergence près de la solution.
Le texte qui suit décrit sommairement l’algorithme de deux méthodes, soit la méthode
préconditionnée de descente dans la direction de plus forte pente et la méthode précondition-
née de gradients conjugués.
A.9.1 Méthode préconditionnée de descente dans la direction de plus forte pente
La méthode préconditionnée de descente dans la direction de plus forte pente est basée
sur l’algorithme suivant :
γn = CmGTnC−1D (g(mn)− dobs) + (mn −mprior) (m0 arbitraire)
φn = Sˆ0γn (Sˆ0 arbitraire)
mn+1 = mn − µnφn (obtenir µn par recherche linéaire)
(A.68)
Dans cet algorithme, le choix des variables initiales du modèle contenues dans m0 est
arbitraire. Le choix de différentes valeurs initiales permet d’observer si la solution obtenue
est toujours la même ou si d’autres solutions sont trouvées par l’algorithme, ce qui informe
sur la fiabilité de la solution proposée pour ce problème.
Quant à l’opérateur de préconditionnement Sˆ0, une suggestion basée sur la courbure
initale est donnée à l’équation A.67.
Pour la valeur de µn, une possibilité est d’utiliser une linéarisation de g(m) autour de
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φTnC−1m φn + bTnC−1D bn
(A.69)
où
bn = Gnφn (A.70)
A.9.2 Méthode préconditionnée de gradients conjugués
La base de l’algorithme de la méthode de gradients conjugués est la même que celle de
descente dans la direction de pente la plus forte. La différence est que la minimisation de la
fonctionnelle S à une itération N n’est pas trouvée pour une direction γN , mais dans l’espace
généré par les directions γn, n = 0, . . . , N . L’algorithme s’écrit alors :
γn = CmGTnC−1D (g(mn)− dobs) + (mn −mprior) (m0 arbitraire)
λn = Sˆ0γn (Sˆ0 arbitraire)
φn = λn + αnφn−1 (φ0 = λ0) (αn défini ci-dessous)
mn+1 = mn − µnφn (obtenir µn par recherche linéaire)
(A.71)
Les commentaires de la méthode précédente à propos dem0 et Sˆ0 sont applicables égale-
ment ici, tout comme les équations A.69 et A.70 relatives au calcul de µn. Quant à la variable
α, elle peut s’écrire de différentes façons. Par exemple, une suggestion de Polak et Ribière
(1969) est :
αn =
(γTn − γTn−1)C−1m λn
γTn−1C−1m λn−1
(A.72)
Un intérêt de cette méthode comparativement à celle de descente dans la direction de plus
forte pente est qu’elle a un taux de convergence nettement supérieur bien qu’elle ne requière
que très peu de calculs supplémentaires.
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ANNEXE B
Méthode d’extraction du signal de densité de force d’un transducteur à partir
d’un signal de pression mesuré près de la surface
Cette annexe a pour but d’expliquer la procédure ayant servi à estimer le signal de densité
de force fs(t) du transducteur de 2,4 mm d’épaisseur décrit dans l’article de Sferruzza et al.
(1999) pour l’excitation électrique fournie.
La première étape a été de numériser l’image du signal de pression obtenu par l’hydro-
phone placé près de la surface du transducteur. Cette image a ensuite été traitée pour extraire
le signal de pression présenté à la figure B.1. Ce signal montre que le délai entre l’excitation
du transducteur et le début de la réception est d’environ 1,18 µs. Avec une vitesse de propa-
gation (célérité) d’environ 1480 m/s, nous en déduisons que l’hydrophone est situé à environ
1,75 mm du transducteur.
Une représentation du transducteur avec les variables géométriques est présentée à la
figure B.2.
Selon la description de Penttinen et Luukkala (1976), la réponse impulsionnelle ha(x, t)
au point x situé à une distance z sur l’axe de symétrie en face du transducteur ayant une
distance focale R et un rayon a est (pour z < R) :
ha(0, z, t) =

0 t < t1
Rc
R−z t1 < t < t2
0 t2 < t
,
t1 = z/c
t2 = [a2 + (z − h0)2]1/2 /c
(B.1)
où la notation ha(ρ, z, t) a été utilisée. Avec cette notation, les coordonnées de positionnement
ρ et z correspondent respectivement à la distance du point avec l’axe de symétrie et à la dis-
tance de ce point avec la surface du transducteur. Ces variables de positionnement reprennent
le système de coordonnées cylindriques où la position angulaire autour de l’axe de symétrie
n’est pas nécessaire due à la symétrie circulaire du transducteur. La variable c correspond
à la célérité de l’onde, tandis que h0 est la longueur dans la direction z correspondant à la
hauteur du transducteur :
h0 = R− (R2 − a2)1/2 = Stransducteur2piR (B.2)
où Stransducteur est l’aire de la surface du transducteur.
Cette réponse impulsionnelle ha(0, z, t), exprimée à l’équation B.1, montre une valeur
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Figure B.1 Signal de pression mesuré par l’hydrophone.
constante sur une période qui varie selon la position du point d’observation. Le début, à
t = t1, correspond au temps de vol entre le point au centre de la face du transducteur (en
(ρ = 0, z = 0)) et le point d’observation, tandis que la fin, à t = t2, correspond à celui entre
les points formant la bordure de la face du transducteur (en (ρ = a, z = h0)) et le point
d’observation. Plus le point d’observation est situé près de la face du transducteur et plus
cette durée entre t1 et t2 sera grande. Dans le cas où l’hydrophone est situé à 1,75 mm de la
face du transducteur ayant une distance focale R = 1, 0 m et un rayon a = 0, 010 m, cette
durée est d’environ 5,7 µs, ce qui est loin d’être une impulsion en comparaison avec le signal
de pression dont la partie positive a une durée de moins de 1,5 µs.
Un autre aspect servant à quantifier plus précisément fs(t) est d’inclure la réponse angu-
laire de la sensibilité de l’hydrophone. En effet, dans la situation actuelle, l’hydrophone est
situé si près de la face du transducteur que les ondes sphériques élémentaires provenant de
chaque point de cette face auront un angle d’incidence θ sur la membrane de l’hydrophone,
qui sera très variable. Le profil de sensibilité angulaire pour l’hydrophone ayant servi à la
mesure n’est pas connu. Il sera alors supposé que cette sensibilité est proportionnelle à la
composante selon z de la direction de propagation de chacune des ondes sphériques élémen-











Figure B.2 Représentation du transducteur et des variables géométriques.
selon le cosinus de l’angle d’incidence par rapport à la direction normale de cette membrane :
Y (θ) = cos(θ) = rz
r
= z − (z − rz)
r
≈ z − h0
r
= z − h0
ct
(B.3)
où r = |r| correspond à la distance entre le point d’observation et le point source sur la
surface du transducteur, tandis que rz est la longueur de la projection de r sur l’axe z.
L’approximation qui a été faite dans cette équation a pour effet de retourner une sensibilité
plus faible ou égale à celle de cos(θ). Elle est justifiée lorsque h0  z. Dans le pire cas, où
r = rz = z, nous avons :
z − h0
r
= z − h0
z
= (1, 75− 0, 05) mm1, 75 mm = 0, 97 (B.4)
Ainsi, dans ce pire cas, où la sensibilité exprimée par le cosinus est égale à 1,00, elle est
approximée par une valeur dont l’erreur est de 3 %. L’approximation de l’équation B.3 sera
alors suffisante pour les besoins de la démonstration.
Cette composante angulaire Y (θ) peut être incluse dans la réponse impulsionnelle, qui
sera alors identifiée par hYa (ρ, z, t) et qui devient, pour les points sur l’axe de symétrie (pour
z < R) :
hYa (0, z, t) =






t1 < t < t2
0 t2 < t
,
t1 = z/c
t2 = [a2 + (z − h0)2]1/2 /c
(B.5)
La figure B.3 montre les courbes de ha(ρ, z, t) et de hYa (ρ, z, t) au point de mesure de
l’hydrophone (en (ρ = 0 m, z = zH = 1, 75 mm)). Cette figure illustre la différence si-
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gnificative de la réponse impulsionnelle lorsque la composante angulaire de la sensibilité de
l’hydrophone est incluse dans le modèle de mesure du signal de pression pour un point près
du transducteur.
Pour obtenir la meilleure description de fs(t), permettant de reproduire le signal de pres-
sion mesuré par l’hydrophone, il faudrait passer par une déconvolution entre ce signal de
pression et hYa (ρ, z, t) au point considéré. Une méthode plus simple, mais très approxima-
tive, consiste plutôt à utiliser la même forme du signal de pression (comme si hYa (ρ, z, t)
avait la forme d’une impulsion) et à trouver le facteur d’amplitude Kf servant à quantifier
correctement la pression émise. Pour ce faire, la quantité d’intérêt servant à produire un
signal de MACE d’une amplitude donnée dans un volume de sensibilité acousto-électrique
constante est l’intégrale de la pression sur le temps. Par exemple, dans une région de sen-
sibilité acousto-électrique constante, une pression donnée durant un temps donné produira
un signal pratiquement de même amplitude que pour une pression deux fois plus faible mais
durant deux fois plus longtemps.
La formulation mathématique décrivant cette méthode est la suivante. Tel qu’exprimé à
l’équation 4.3, la pression acoustique P (x, t) produite au point x au temps t par une densité de
force fs(t) émise du transducteur ayant une réponse impulsionnelle spatio-temporelle ha(x, t)
est :
P (x, t) = fs(t)
t∗ ha(x, t) (B.6)
Pour ce même transducteur excité par cette densité de force fs(t), la mesure de pression
P Y (x, t) par l’hydrophone est :
P Y (x, t) = fs(t)
t∗ hYa (x, t) (B.7)
où, comme précédemment, hYa (x, t) identifie la réponse impulsionnelle spatio-temporelle du
transducteur incluant un facteur de sensibilité angulaire. La densité de force cherchée est
alors exprimée par :
f˜s(t) = Kf P Y (xH , t+ t1) (B.8)
permettant d’écrire :
P˜ Y (x, t) = f˜s(t)
t∗ hYa (x, t) = Kf P Y (xH , t+ t1)
t∗ hYa (x, t) (B.9)
et où nous exigeons : ∫ ∞
−∞
P Y (xH , t) dt =
∫ ∞
−∞
P˜ Y (xH , t) dt (B.10)
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Figure B.3 Courbes des réponses impulsionnelles ha(0, 1, 75 mm, t) (trait tireté) et hYa (0, 1, 75 mm, t) (trait
plein).
au point de mesure de l’hydrophone x = xH . Cette dernière équation s’écrit :∫ ∞
−∞




Y (xH , t+ t1)










hYa (xH , τ)
[∫ ∞
−∞






hYa (xH , τ) dτ
] [∫ ∞
−∞
P Y (xH , t) dt
]
La dernière égalité provient du fait que l’intégrale sur t de P Y (xH , t+t1−τ) est indépendante
de t1 et de τ , car elle procède de −∞ à ∞ avec une valeur de t1 constante, tandis qu’il est
possible de limiter l’intégration sur τ à l’intervalle [t1, t2] (puisque hYa (xH , τ) est non nul




hYa (xH , τ) dτ = 1
⇒ Kf = 1∫∞
−∞ hYa (xH , τ) dτ
(B.11)
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L’intégrale temporelle de hYa (0, z, t) est, à partir de l’expression en B.5 :
∫ ∞
−∞














R− z (z − h0)
ln






R− z (z − h0)ln
 [a2 + (z − h0)2]1/2
z
 (B.12)
À partir du signal de pression mesuré par l’hydrophone P Y (xH , t) (présenté à la figure
B.1) et des expressions en B.8, B.11 et B.12, le signal f˜s(t) obtenu pour ce transducteur est
tracé à la figure B.4.
Par l’équation B.9, le signal de pression P˜ Y (xH , t) qui serait mesuré par l’hydrophone se-
lon ce modèle est tracé à la figure B.5. Pour référence, celui effectivement mesuré (P Y (xH , t))
y est tracé de nouveau. La valeur de l’intégrale temporelle de ce signal de pression P˜ Y (xH , t)
est de 1.7287 Pa·s et est égale à celle sur P Y (xH , t), ce qui respecte la condition exprimée en
B.10.
En faisant l’hypothèse que la densité de force f˜s(t) obtenue correspond assez bien à la
densité de force réelle (fs(t)), l’équation B.6 peut alors servir à calculer la pression acous-
tique produite par ce transducteur aux endroits et aux instants voulus. Les figures B.6 et
B.7 montrent respectivement le signal de pression P (x, t) aux points (ρ = 0 m, z = 0, 1 m)
et (ρ = 0 m, z = 1, 0 m). Ces figures montrent que, pour ces points situés loin du transduc-
teur, la forme du signal de pression s’apparente à celle de la densité de force fs(t) avec peu
de déformation. Ceci provient du fait que la réponse impulsionnelle ha(x, t) tend vers une
impulsion de courte durée en comparaison avec celle de fs(t).
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Figure B.4 Courbe extraite représentant la densité de force f˜s(t) du transducteur.
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Figure B.5 Signaux de pression mesurés à la position de l’hydrophone. La courbe en tireté correspond
au signal effectivement mesuré par l’hydrophone, tandis que la courbe en trait plein correspond au signal
modélisé où la densité de force f˜s(t) a la même forme que le signal de pression réellement mesuré.
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Figure B.6 Signal de pression au point (ρ = 0 m, z = 0, 1 m).
Figure B.7 Signal de pression au point (ρ = 0 m, z = 1, 0 m).
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ANNEXE C
Modèle de formation des signaux de Debye
Cette annexe décrit un modèle de formation des signaux de Debye. De plus, elle présente
une comparaison de la distribution d’amplitude de signaux simulés sur la base de ce modèle
avec ceux acquis conjointement aux signaux de MACE dans les expérimentations décrites à
la section 3.3.4.
Le modèle de formation de signaux de Debye présenté ici repose sur celui de O’Brien et al.











JUS : densité de courant (C/s/m2) ;
F : constante de Faraday (96 500 C/mol) ;
C : concentration volumique (mol/m3) ;
ρsolvant : densité volumique du solvant (kg/m3) ;
v+, v− : valence du cation et de l’anion, respectivement ;
m+,m− : masse du cation et de l’anion, respectivement (kg) ;
f+, f− : coefficient de friction du cation et de l’anion, respectivement (kg/s) ;
P : pression acoustique (kg/s2/m).
Le tableau C.1 présente les valeurs de ces variables utilisées pour la simulation de l’effet
de Debye.
Tableau C.1 Valeurs des variables pour la simulation de l’effet de Debye
Variable Valeur
C 0, 35 Sm · 9 g NaCl/L1,4 S/m · 1 mol NaCl58,5 g NaCl · 1000 Lm3
ρsolvant
1,000 kg
L · 1000 Lm3
(v+, v−) (+1,-1)
(m+,m−) (23,0,35,5) gmol · 1 kg1000 g · mol1,6×1023 ions
(f+, f−) (Koneshan et al., 1998) (5, 2× 10−12, 4, 1× 10−12)kgs
Pour obtenir le signal capté par la paire d’électrodes de mesure, les équations 2.8 et 2.12
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(JUS · −∇ϕL) dx dy dz (C.3)
Dans cette équation, JUS représente la densité de courant produite par le déplacement des
ions résultant du gradient de pression acoustique.
Il faut toutefois comprendre que ce modèle est une approximation. En effet, la réaction
dynamique des ions soumis à un champ acoustique fait intervenir plusieurs termes, tels la
force électrophorétique et la diffusion, qui tiennent compte de la situation électrochimique
plus complexe (Zana et Yeager, 1967). Cette réponse dépend aussi de la fréquence de vibration
et de la concentration ionique. Le modèle présenté ici ne tient pas compte de tous ces effets
et suppose que le mouvement des ions est instantané à l’application du champ acoustique.
Pour évaluer le déphasage qui pourrait survenir dans les conditions actuelles, nous prenons
l’équation suivante (Yeager et al., 1949) :
∆ = atan(ω/4piσ0) (C.4)
où ∆ est le déphasage, ω est la fréquence angulaire de l’excitation acoustique et  est la
constante diélectrique du solvant. Par exemple, pour une excitation à 1 MHz et le solvant
caractérisé par les valeurs du tableau C.1, nous avons :
∆ = atan
(
(2pi · 1× 106 s−1) · (80× 8, 85× 10−12 F/m)
4pi · 0, 35 S/m
)
= atan(0, 0010) = 0, 058 degre´s
Ainsi, l’approximation d’instantanéité est justifiée dans ce cas-ci par un déphasage très
faible.
Il est intéressant de noter que, pour un milieu homogène, l’équation C.2 décrit un signal
V Debye dont l’amplitude est indépendante de la conductivité. En effet, JUS est proportionnel à
σ0
1, ce qui annule ce terme présent au dénominateur. De plus, pour un milieu homogène, JL,
la densité de courant produite en appliquant un courant unitaire aux électrodes de mesure,
est indépendante de σ0. Ainsi, ce modèle reproduit bien cet aspect décrit dans la littérature
(Yeager et al., 1949) pour les solutions qui ne sont pas très diluées.
La figure C.1 montre l’amplitude des signaux de Debye acquis expérimentalement et
1. Selon l’équation C.1, JUS est proportionnel à la concentration C, lequel est proportionnel à la conduc-
tivité (voir équation 2.1).
198
obtenus par simulation. Cette amplitude est évaluée avec la même méthode et les mêmes
paramètres qu’à la section 3.3.4. L’aspect général de la distribution de potentiel de Debye
expérimental concorde bien avec celui simulé : deux régions de plus forte intensité sont ob-
servées au voisinage des électrodes de mesure. Toutefois, la symétrie révélée par la simulation
n’est pas reproduite par la distribution expérimentale : la région de haute amplitude est bien
reproduite au voisinage de l’électrode #2, alors que celle de l’électrode #1 est environ 30 %
plus faible. Ceci pourrait s’expliquer, en partie, par la dérive de l’instrumentation, la région
de l’électrode #1 ayant été balayée à la fin de l’expérience.
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Figure C.1 Somme des amplitudes des composantes (en unités arbitraires) des signaux de Debye entre 1,00
et 1,18 MHz en fonction de la position d’excitation acoustique. Le foyer du transducteur est positionné sur
le plan médian passant par le centre des électrodes. La tension est mesurée entre les électrodes #1 et #2.
L’électrode #3 est déconnectée. (a) Données acquises expérimentalement. Une interpolation a été réalisée sur
une grille ayant la même finesse qu’en (b) pour faciliter la comparaison des résultats. Cette interpolation est
réalisée à partir des données originales, affichées en retrait sur la gauche. La région d’acquisition est délimitée
par le rectangle rouge. (b) Résultat de simulation utilisant la méthode et les programmes développés pour
résoudre les problèmes directs présentés aux chapitres 5 à 7. Le transducteur a été tourné de 2 degrés autour
de l’axe y et son foyer est placé dans le plan z = −4, 0 mm. Cette position a été déterminée par le délai
d’arrivée du train d’ondes sur les signaux expérimentaux.
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ANNEXE D
Variation de la tension produite par une variation de conductivité électrique
Le modèle utilisé par Olafsson et al. (2008) pour exprimer la tension mesurée par mo-
dulation acoustique de conductivité électrique (MACE) requiert une clarification. En effet,
bien que ce modèle soit correct, aucun commentaire n’est fait dans l’article sur les variables
de densité de courant présentes implicitement dans l’équation 2.10, qui sont pourtant dépen-
dantes de la conductivité électrique. Puisque cette équation constitue la base des modèles
qui seront utilisés tout au long de ce projet, une clarification est présentée ici. Cette clarifi-
cation s’inspire d’un article portant sur la tomographie d’impédance électrique (Polydorides
et Lionheart, 2002).
L’équation pour la différence de potentiel V0 mesurée par une paire d’électrodes lorsqu’un
courant II circule par deux autres électrodes dans un milieu fermé de conductivité électrique




σ0(∇ϕI ·∇ϕL) dΩ (D.1)








∇ · (ϕLσ0∇ϕI) dΩ−
∫
Ω




∇ · (ϕLσ0∇ϕI) dΩ (D.2)
La dernière égalité résulte de la loi de conservation de charge ∇ · J = 0, avec J = −σ∇ϕ.
Nous utilisons ensuite le théorème de Green
∫
Ω
∇ · u dΩ =
∫
Γ
u · n dΓ (D.3)












ϕLσ0∇ϕI · n dΓ (D.4)
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L’équation D.4 représente une intégration sur la surface du volume conducteur. Nous in-
voquons les conditions aux frontières du problème pour affirmer que cette surface est isolée
électriquement (donc la composante de J normale à cette surface est nulle), sauf aux élec-
trodes. Nous considérons des électrodes métalliques et faisons l’hypothèse que le potentiel
























où Nel est le nombre d’électrodes présentes sur la surface. Le passage de la première à la
deuxième ligne de D.5 est justifié par le fait que ∇ϕ · n = 0 sur toute cette surface Γ, sauf
aux électrodes. Notons aussi que IIl est le courant total entrant dans le volume conducteur
par l’électrode l. Ce courant IIl vaut +II à l’électrode l désignée comme source de courant, et
−II à l’électrode l désignée comme puits de courant. Le courant est nul aux autres électrodes.















Similairement, le courant ILl est le courant entrant dans le volume conducteur par l’électrode
l pour la situation L, c’est-à-dire la situation où les électrodes de mesure agissent comme
source et puits de courant, tandis que les autres électrodes sont inactives (le courant total
sur ces électrodes est nul).
En faisant varier la conductivité électrique de σ0 à σ = σ0 + δσ, les potentiels électriques
passent respectivement de ϕI et ϕL à ϕI +δϕI et ϕL+δϕL. La différence de potentiel mesurée
passe de V0 à V = V0 + δV . En prenant seulement les termes du premier ordre, la variation
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δσ(∇ϕI ·∇ϕL) dΩ +
∫
Ω







δσ(∇ϕI ·∇ϕL) dΩ +
∫
Γ
δϕIσ0∇ϕL · n dΓ +
∫
Γ















Par D.5 et D.6, nous remarquons que les deuxième et troisième termes de droite de D.7
représentent également la variation de tension mesurée δV , car les conditions frontières sont


















δσ(∇ϕI ·∇ϕL) dΩ + δV + δV
⇒ δV = −
∫
Ω




Les figures ci-dessous servent à compléter les diverses analyses faites dans ce document.
E.1 Figures supplémentaires du problème : Application de la méthode basée
sur le champ acoustique bipolaire
Figure E.1 Distribution de points de la grille électrique. La densité de points près des électrodes est plus
grande que dans la partie centrale afin d’obtenir une solution plus précise. Ceci est important principalement
près des bords des électrodes de mesure, car la variation de la densité de courant est grande. Cette distribution
comporte 24 071 points.
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Figure E.2 Distribution de conductivité électrique.
Figure E.3 Solution du problème électrostatique (situation I).
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Figure E.4 Solution du problème électrostatique (situation L).
Figure E.5 Sensibilité du problème électrostatique.
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Figure E.6 Distribution de points de la grille acoustique. Son étendue est limitée à la région autour du foyer
du transducteur. Elle comporte 25×25×13 = 8125 points distribués régulièrement. Le pas d’échantillonnage
selon x et y est de 0,25 mm. Selon z, ce pas d’échantillonnage est de 0,1 mm. Dans cette direction axiale,
puisque la longueur d’onde est de 1480 m/s1×106 s−1 = 1, 48 mm, il y a près de 15 échantillons par cycle.
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Figure E.7 Distribution de points de la grille d’intégration. Elle comporte 46 080 points.
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Figure E.8 Distribution de points de la grille électrique grossière pour la reconstruction des cas #3 et #4.
Comme pour la distribution fine (figure E.1), la densité de points est plus grande près des électrodes. Elle
comporte 17 049 points.
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Figure E.9 Distribution de points de la grille acoustique grossière pour la reconstruction du cas #4. Elle
comporte 13× 13× 7 = 1183 points distribués régulièrement.
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Figure E.10 Distribution de points de la grille d’intégration grossière pour la reconstruction du cas #4.
Elle comporte 2880 points.
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Figure E.11 Valeurs de conductivité électrique reconstruites du cas #1.
Figure E.12 Valeurs de conductivité électrique reconstruites du cas #2.
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Figure E.13 Valeurs de conductivité électrique reconstruites du cas #3.
Figure E.14 Valeurs de conductivité électrique reconstruites du cas #4.
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Figure E.15 Erreur entre la conductivité électrique exacte et celle reconstruite du cas #1.
Figure E.16 Erreur entre la conductivité électrique exacte et celle reconstruite du cas #2.
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Figure E.17 Erreur entre la conductivité électrique exacte et celle reconstruite du cas #3.
Figure E.18 Erreur entre la conductivité électrique exacte et celle reconstruite du cas #4.
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E.2 Figures supplémentaires du problème : Application de la méthode basée
sur le champ acoustique unipolaire
Figure E.19 Grille acoustique. Puisque l’onde acoustique a une amplitude non négligeable sur tout le volume
de l’objet insonifié, la grille acoustique couvre tout cet espace. Elle comporte 141 × 85 × 7 = 83 895 points
distribués régulièrement.
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Figure E.20 Grille acoustique grossière pour la reconstruction du cas #2. Elle comporte 71×43×7 = 21 371
points distribués régulièrement.
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Figure E.21 Vecteurs V MACE .
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Figure E.22 Valeurs de conductivité électrique reconstruites du cas #1.
Figure E.23 Valeurs de conductivité électrique reconstruites du cas #2.
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Figure E.24 Erreur entre la conductivité électrique exacte et celle reconstruite du cas #1.
Figure E.25 Erreur entre la conductivité électrique exacte et celle reconstruite du cas #2.
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E.3 Figures supplémentaires du problème : Multi-électrodes
Figure E.26 Distribution de points de la grille électrique. Une densité de points plus grande est utilisée
près du pourtour car la densité de courant y varie rapidement. Cette distribution comporte 19 491 points.
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Figure E.27 Distribution de conductivité électrique.
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Figure E.28 Distribution de points de la grille acoustique. Elle comporte 51 × 51 × 5 = 13 005 points
distribués régulièrement.
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Figure E.29 Distribution de points de la grille d’intégration. Elle est montrée avec une vue du dessus pour
mieux observer le patron produit selon le plan xy. Cette distribution 2D est reproduite selon la coordonnée
z par 2× 4 points de quadrature. Le volume d’intégration a été divisé en deux régions ; la partie centrale (de
forme octogonale) a une spécification de distance entre les points plus grande que pour la région près de la
bordure. Ceci permet de conserver une grande finesse aux endroits où les variations des fonctions électriques
sont rapides, tout en ayant un relativement petit nombre de points d’intégration, soit 108 544 points.
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Figure E.30 Distribution de points de la grille électrique grossière pour la reconstruction. Elle comporte
10 185 points.
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Figure E.31 Distribution de points de la grille acoustique grossière pour la reconstruction. Elle est construite
sur une base régulière de 46×46×5 points, mais a une petite irrégularité dans la région centrale. Elle comporte
10 563 points.
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Figure E.32 Distribution de points de la grille d’intégration grossière pour la reconstruction. Cette distri-
bution, vue du dessus, est reproduite selon la coordonnée z par 2 × 4 points de quadrature. Elle comporte
60 448 points.
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E.4 Figures supplémentaires du problème : Volume profond
Figure E.33 Distribution de points de la grille électrique. La densité de points est généralement uniforme,
mais elle est plus élevée près des électrodes de mesure de potentiel afin de réduire l’erreur numérique à cet
endroit, où un fort gradient de potentiel électrique est présent. Cette distribution comporte 45 149 points.
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Figure E.34 Distribution de points de la grille acoustique. Cette grille occupe un volume beaucoup plus
grand que pour les problèmes précédent car le volume conducteur est très large. Elle comporte 81×51×51 =
210 681 points distribués régulièrement.
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Figure E.35 Distribution de points de la grille d’intégration. Elle comporte 166 464 points.
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Figure E.36 Distribution de points de la grille électrique grossière pour la reconstruction. Elle comporte
32 549 points.
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Figure E.37 Distribution de points de la grille acoustique grossière pour la reconstruction. Elle comporte
37× 21× 41 = 31 857 points distribués régulièrement.
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Figure E.38 Distribution de points de la grille d’intégration grossière pour la reconstruction. Elle comporte
122 880 points.
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E.5 Figures supplémentaires du problème : Application au cancer du sein
Figure E.39 Distribution de points de la grille électrique. Une densité de points plus grande
est donnée près du pourtour car la densité de courant y varie rapidement. Cette distribution
comporte 95 654 points.
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Figure E.40 Distribution de points de la grille acoustique. Elle occupe un volume de 140×140×74 mm3 et
est centrée en (0 mm, 0 mm,−37 mm). Elle comporte 57×57×55 = 178 695 points distribués régulièrement.
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Figure E.41 Distribution de points de la grille d’intégration. Le volume d’intégration a été
divisé en trois régions, soit 2 pour couvrir finement la périphérie et 1 pour couvrir plus
grossièrement le centre. Cette distribution comporte 184 972 points.
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Figure E.42 Distribution de points de la grille électrique grossière pour la reconstruction. Elle
comporte 39 432 points.
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Figure E.43 Distribution de points de la grille acoustique grossière pour la reconstruction.
Elle occupe un volume de 140×140×74 mm3 et est centrée en (0 mm, 0 mm,−37 mm). Elle
comporte 51× 51× 51 = 132 651 points distribués régulièrement.
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Figure E.44 Distribution de points de la grille d’intégration grossière pour la reconstruction.
Le volume d’intégration est divisé selon les mêmes régions que pour le problème direct. Cette
distribution comporte 36 765 points.
