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Abstract
Towards Molecular Reconstruction in Coulomb Explosion Imaging
David Babalola
Faculty of Science (Modelling and Computational Science)
University of Ontario Institute of Technology (Ontario Tech University)
2021
The interaction of a fast laser with molecules at the femtosecond time scale, leads
to the latter losingmost of its valence electrons and become positively charged. The
molecule which was initially in an equilibrium state, undergoes internal repulsion
which leads to fragmentation of the molecule into constituent ions and other neu-
tral fragments. The unidirectional electric field in lens accelerates the charged ions
towards a position-sensitive detector, and their arrivals are based on their charge
per mass ratio. The ion with the highest ratio of charge per mass arrives first at
the detector; its time-of-flight and position of impact on the detector by the ion is
recorded. The same information is recorded for subsequent ions that arrive at the
detector.
This research attempts to reconstruct the molecular structure prior to a Coulomb
explosion of the ionized molecule using only the information available at the de-
tector. There are broadly two components to the approach examined here: the for-
ward and the backward (inverse) problems. In the forward problem, we develop
a model using the classical equations of motion to describe the time evolution of
the constituent ions immediately after the fragmentation of the parent molecule.
The goal being to accurately reproduce a given impact pattern on the target screen,
consistent with the ions time of arrival. The inverse problem uses the positions and
time-of-flights of the constituent ions to systematically predict the original molec-
ular structure.
The inverse problem is characterized by a shortage of information from the detec-
tor due to the fact that not all the atoms of the molecule become ionized during
any particular laser-molecule interaction and the electric field is inhomogeneous.
Therefore, one way to reconstruct the initial positions of the photo-fragments is to
simulate the inhomogeneous field and reverse the paths of detected ions.
Keywords: velocity-map; simplex; asymptotic; alignment; reconstruction.
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A foundation of modern chemistry is the ability to provide information about un-
known molecular samples. The information that is routinely available is the iden-
tity of the individual atoms and their relative abundance. The actual structure of
the molecule is then inferred but not directly observed. This research provides a
way to directly observe the molecular structure without this inference.
Consider an unknown molecule that is fixed in space and a very brief intense
laser pulse that strips off its valence electrons. This leaves the individual charged
fragments (typically singly charged ions) in their original configuration. Suddenly
seeing themselves surrounded by positive charge, these photofragments explode
away from each other. The direction and speed that a fragment takes depends on
both the charge to mass ratio and the environment in which it finds itself. Collect-
ing these fragments and recording their time-of-flight (TOF) and impact position
produces a pattern that depends on the unknown structure. Figure 1.1 shows the
basic set up where fragments arrive in a sequence depending on their charge to
mass ratio. The pattern of impact positions depends on the unknown molecular
1
Chapter 1. Introduction
Figure 1.1: The photofragmentation and collection of the ionic fragments to produce
a pattern on the detector that depends on the molecular structure [119].
structure. In this particular scenario the fundamental question is as follows:
Is it possible to determine the structure of a molecule that has experi-
enced a Coulomb explosion (CE) if the impact positions and TOF of all
of its photofragments are known?
This thesis will explore the feasibility of using a CE to image molecules and allow
the mathematics of each process to guide us in this effort.
If the process of exploding an unknownmolecule and determining the resulting
impact positions is considered a forward problem, then the fundamental question
above is the associated inverse problem. The difficulty of solving the inverse prob-
lem is intimately connected to the predictability of the forward problem. To test this
forward problem, consider a known molecule and the prediction of both the TOF,
and impact pattern of the fragments compared to the experimental result.
The molecule 3,5-dibromo-3,5-difluoro-4-cyanobiphenyl (or DDCB) has been
used to collect experimental data for the TOF and the impact pattern of its frag-
ments, so as to compare with a forward model. Any molecule can be used in col-
lecting this experimental data; however, DDCB is chosen for its complexity and in-
herent symmetry. Figure 1.2 shows the TOF spectrum and skeletal model of DDCB.
Nitrogen ions show up as both N+ and N2+ atm/z ≈ 14 andm/z ≈ 7. A singularly
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Figure 1.2: The skeletal structure of DDCB and its experimental TOF spectrum. The
TOF is proportional to the mass to charge ratio and the relative area under each
peak depends the relative proportion of each chemical species [119]. The greyed-
out peaks are due to atmospheric impurities.
ionized fluorine F+ at m/z ≈ 19 has two adjoining peaks indicating two ions per
molecule. Bromine at m/z ≈ 80 for Br+ and m/z ≈ 40 for Br2+ indicate another
two ions per molecule. This leaves carbon and hydrogen. Hydrogen H+ atm/z ≈ 1
has a relative area indicating five ions per molecule, and finally carbon C+ and C2+
with thirteen atoms per molecule. Atmospheric impurities of nitrogen, oxygen and
helium gas appear in trace amounts. Clearly the TOF spectrum can provide the
types of fragments and their relative amounts in an unknown sample. However,
how these atoms are configured remains unknown with only this information.
Figure 1.3 shows a ball and stick model of DDCB and initial trajectories that
the individual ion fragments would take if it experienced a CE. The experimental
and predicted patterns are overlaid to compare the position with an N+ ion with
bromine, fluorine and hydrogen fragments. The results are quite encouraging and
suggest that these observed patterns can be used to predict the original molecular
structure.
This research investigates the possibility of using Coulomb explosion imaging
(CEI) to determine the structure of an unknown molecule. While of significant
value on its own merit, this technique can be seen as a first step in the produc-
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Figure 1.3: The ball and stick model of DDCB and the expected direction of the
trajectories assuming a CE. The predicted pattern of fragments based on the known
structure of DDCB closely resemble the experimentally observed patterns [119].
tion of a so called “molecular movie”. The basic idea is this is to take “snapshots”
of a group of chemicals undergoing a reaction and then to string these images to-
gether. The resulting movie would then reveal the changes in configuration as the
molecules interact and in doing so, reveal the dynamics.
Our approach to this study is mathematically inclined. Mathematical models
will be used in place of laboratory experiments, and most of our analysis will be
asymptotic in nature. The non-dimensionalization and asymptotic analysis of these
models will enable identification of parameters of influence in CEI and the manip-
ulation of these parameters to our advantage.
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1.1 Coulomb Explosion Imaging
The typical laser interactionwith amolecule strips off its valence electrons to form a
collection of molecular ions [54, 119], and neutral fragments [1, 104]. The resulting
process of rapid mutual separation is known collectively as a Coulomb explosion.
The trajectories of the ion fragments are modelled with a coupled set of nonlinear
ordinary differential equations that arise from their mutual Coulomb repulsion. In
practice, the molecule-laser interaction usually involves two lasers. A pump laser
and a probe laser. Both of these interact with the molecule, but in fundamentally
different ways. The pump laser uses a polarized beam to induce an alignment of
sample molecules but has a low intensity to discourage ionization. In contrast, the
probe pulse is more intense, and has a shorter wavelength, to induce multi-photon
ionizationwhileminimizing the interaction timewith themolecule. The two pulses
overlap in space and time, but it is the probe pulse that causes the non-resonant
multi-photon ionization [119].
Once a CE occurs, the positively charged ion fragments are directed through
an electrostatic lens where the ions are accelerated into a flight tube towards a
position-sensitive detector [41, 119]. Upon arrival, the position and TOF of each ion
is measured. The techniques used to reconstruct a molecule from this information
is collectively known as Coulomb explosion imaging (CEI). In the literature, it has
been used successfully to investigate molecular structures of diatomic, triatomic,
and small polyatomic molecules [10, 48, 77, 78, 110]. However, it is less effective for
larger structures which tends to congest the data stream and decreases the imaging
resolution [98].
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Figure 1.4: A sectioned view of the Pixel Imaging Mass Spectrometer (PImMS).
Image courtesy of [119].
1.2 The Pixel Imaging Mass Spectrometer
The Pixel Imaging Mass Spectrometer (PImMS) combines a traditional time-of-
flight (TOF) spectrometer and ion imaging capabilities [98]. The apparatus con-
sists of a spectrometer and a camera, with three chambers making up the bulk ap-
paratus as shown in Figure 1.4. The source chamber is kept at a pressure lower
than 10−5 mbar [42, 62]. A cold molecular beam (about 1 K) is formed by mixing
a carrier gas, e.g. helium at about 90 bar, and a molecular gas (DDCB) at about
5 mbar through a high-pressure valve [58, 59]. The molecular beam is skimmed
twice, the first time, at the end of the source chamber, and the second time, in the
deflection chamber [58]. The PImMS camera offers rapid data acquisition, and this
makes it suitable for a TOF experiment for multi-mass fragmentation [45]. Each
pixel of the camera is addressable and records the time of arrival. The device im-
ages by recording an event as a function (x, y, t) of position on the target screen and
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time of arrival [29, 45, 118, 119]. This is a marked improvement over a traditional
charge-coupled device (CCD) camera that records only the coordinates, requiring
additional time-gating equipment to record the corresponding time of arrival. In
addition, the PImMS is capable of collecting all of the produced fragments result-
ing in higher count-rates. This makes it ideal for experiments with low repetition
rates, and a dynamic range of mass channels yielding the capability to resolve ions
times in femtoseconds [45].
Also included in the apparatus is a velocity-map imaging (VMI) lens so that all
ion fragments with the same initial velocity are mapped onto the same spot of the
detector [41, 98]. An asymptotic analysis of the ion trajectories in the lens assembly
verifies this focusing effect andprovides insight to removing any imperfections. The
spectrometer has source and reaction chambers. A gaseous sample of the molecule
of interest is introduced at low temperature and passed into the source chamber
as a molecular beam that is thermodynamically cooled with a conical nozzle. The
beam is then skimmed to a desired diameter before it enters the reaction chamber
along a time of flight axis. On reaching this point, themolecules are crossed at right
angles by a laser system that first aligns the molecule, and then strips the valence
electrons. The ions are focused by ion optics and directed towards the detector with
multi-channel plates (MCPs). The MCPs turn the incoming ions to electron bursts,
then the phosphor screen creates an image of the electron before being captured by
the CCD camera [29].
One disadvantage of VMI is the difficulty in separating the signal from the back-
ground if the pump-probe delay time is too short. This means that some parent
molecules would not have fragmented before it is probed, leading to the dissoci-
ation of the ionized parent molecule. As a consequence, if the product from the
ionization has the same mass as other fragments in the dissociated molecule, the
images will overlap [75]. To overcome this effect, the molecule must be probed as
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soon as it is aligned. The PImMS records position and time of arrival up to four
ions per pixel per acquisition cycle [1], with a range of applications in multi-mass
imaging to 3D ion imaging and CEI of aligned molecules [45].
1.3 The Physics of CEI
The use of a laser in conjunctionwithmicro-channel plate (MCP) detection systems
has opened doors to many opportunities in charged particle imaging in molecular
dynamics. The ultrafast laser provides room to image molecular dynamics on fem-
tosecond timescale, and the detection system provides an efficient account of the
charged fragments. For instance, the detection system is capable of recording the
hit position and arrival time of up to four events per pixel in a given TOF cycle [1].
The laser is prominent for its tunability, energy and speed. Its wavelength (or fre-
quency) can be altered to suit the need of the experiment. The laser is also capable
of producing extremely intense and ultrashort pulses.
In a typical molecular imaging experiment, there are mainly two laser types:
the Ti:sapphire lasers producing radiation at near infrared range (NIR) and the
free-electron lasers (FEL) producing radiation at the extreme ultraviolet radiation
(XUV). Both lasers can induce a CE; however, they achieve the process differently.
The high-intensity NIR laser rapidly removes valence electrons to initiate a CE.
Complementary to this, a FEL induces a CE when a molecule absorbs XUV radia-
tion, causing inner-shell ionization followed by anAuger process.Where both XUV
andNIR lasers are used jointly in an experiment, the NIR laser is used to induce the
molecular alignment and the XUV laser for ionization. This is owed partly to the
fact that the XUV laser has higher energy per pulse than the NIR laser and partly,
for the need to induce alignment before ionization.
Preceding ionization with alignment and the use of efficient detection systems
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have improved issues that have previously been problematic in molecular imaging.
An MCP detection system, like a PImMS detector, has improved resolution. The
alignment of a molecule prior to an ionization plays a role in reducing blurring at
the point of photofragment formation. In addition, molecular alignment produces
an anisotropic pattern indicative of the distribution of velocities of the charged frag-
ments.
1.4 Literature Review
The first instruments designed formass spectrometrywere themagnetic sector and
time-of-flight devices. The former dispersing ions in space, much like a prism dis-
perses rays of light, and the latter which disperses ions in time as they arrive at
a fixed target. While the underlying equations that govern this process have not
changed, fundamental jumps in the performance of these devices has hinged on a
deep understanding of their operation through detailed mathematical analysis.
Beginning with the quadrupole mass filter in [35, 94], a dimensional analysis
reveals that the design of a quadrupolemass filter reduces to two parameters and is
implicitly connected to the stability of the Mathieu functions [89]. Ideally, the elec-
trodes in this device have a hyperbolic cross section, but a circular electrode is also
effective andmuchmore practical. This was determined experimentally in [34] but
in [35] the mathematics explains this as an effective low order solution. Mathemat-
ical analysis reveals how the device parameters can be manipulated to attain very
accurate results and provides a framework for further developments.
Amster [2] illustrates the fundamental principles behind the Fourier transform
mass spectrometer. This technique involves the intimate control of ion trajectories
within a uniformmagnetic field. The ions are held within an experimental cell that
can have its voltage controlled dynamically. This technique provides charge tomass
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resolutions of up to one part in onemillion and by heterodyning1 the produced sig-
nal, this can be achieved with relatively short signals, but at the expense of band-
width. The broadening of the detected peaks when there is a high density of ions
has been explained with simulations in [128] through a simple space charge ef-
fect. In all of these developments, mathematical analysis has guided researchers to
higher levels of accuracy.
Hybrid combinations have also been explored and reviews of the electrospray-
time-of-flight and quadrupole-time-of-flight devices can be found in [26, 56, 96,
116] and accrue the benefits of mass resolution and accuracy. Other uses of electric
fields are the end cap reflectron time-of-flight mass spectrometer discussed in [32],
and an electric dispersion technique found in [86]. In this latter device, the under-
lying expressions describe a nonlinear oscillator where the frequency of oscillation
depends on the mass of the ionic fragment.
Expressions for the mass resolving power of the time-of-flight portion of these
detectors can be found in [30] and can be up to 104.2 This resolution is limited
by spreads in the initial position and velocity, mechanical precision, thermal ex-
pansion, geometry of the optics and stability of the power supply [26, 33, 38]. The
theoretical aspects of a small number of ion counts is detailed in Campbell andHal-
liday [15] and a meta-study across a variety of mass spectrometers can be found
in [13]. In all these devices and variety of effects, the mathematical structure pro-
vides an accessible yet powerful insight into how these devices operate.
In the course of this research, some small to mid-sized molecules are used in-
termittently for demonstrations or to validate various reconstruction techniques. Of
particular interest in this research isDDCBwith themolecular formulaC13H5F2Br2N
and depicted in Figure 1.3. DDCB consists of twenty-three atoms: thirteen carbons,
1Heterodyning is the technique whereby a high frequency signal is combined with another to
produce a lower frequency.
2Mass resolution is measured inm/∆mwhere ∆m is the full peak width at half maximum.
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five hydrogens, two fluorines, two bromines, and one nitrogen, with only the bro-
mine atoms having a significant isotopic correction. With two rings in slightly dif-
ferent planes, the total molecular mass is 373 g mol−1 with a slight variation due
to molecular isotopes. This structure can also be aligned due to the natural axis
formed by the carbon-carbon bond that joins the two phenyl groups. The molecule
under consideration has a large complex structure, complete with different types of
bonds and constituent atomswithmasses ranging from 1 au to 80 au. Its complexity
poses a new challenge of data stream congestion to CEI and stimulate a quest for
alternative techniques to molecular reconstruction. For each explosion an average
of fifteen atomic ions are created from the twenty-three total atoms. This compli-
cates the technique by not necessarily having all ion species reach the detector on
any given shot.
The types of molecules that have been used in CEI experiments are are chosen
for various experimental interests. Some of the small-sized molecules include N2,
CO2, O2, H2, D2, N2O and ArCO [25, 53, 83, 111]. The polyatomic molecules with
four to ten atoms are termed mid-sized and include CH4 and CH2BrI [14, 135].
Polyatomic molecules with sizes above mid-sized are considered large and this
last group is characterized by the highly symmetric molecule 3,5-dibromo-3′,5′-
difluoro-4′-cyanobiphenyl (DDCB) [119].
These molecules are studied for different reasons. For instance, a CE experi-
ment is performed purposely to study the rotational-vibrational motions of H+2 ,
and D+2 [111] and molecular alignment of the rotational wavepackets of the bi-
molecules H2, D2, N2, O2, and N2O [25]. Other quantummechanical studies explore
this laser-molecule interaction. Both the duration and the intensity are known to af-
fect the ions. A systematic study of this phenomenawas carried out on CH4 in [135].
The investigation of molecular structures of the dimers N2Ar, O2Ar, and O2Xe uses
an intense femtosecond NIR laser to initiate a CE on the molecules and the mo-
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menta of the fragments was subsequently measured [134]. Molecular alignment
has also been shown to be enhanced through a well chosen train of short XUV laser
pulses using samples of N2 and CO2 [83].
Other molecules are chosen based on the process under investigation. Deuter-
ated acetylene C2D2 has been used to visualize deuterium migration in the mole-
cule. The vibrational motion of D+2 is examined [88] and the structural imaging ca-
pabilities of a larger molecule are investigated in [119] with DDCB in an apparatus
with an improved detection system and velocity map imaging. Burt et al. study a
CE of CH2BrI using NIR femtoseconds laser pulses to demonstrate the sensitivity of
a CEI to real-time probe of chemical dynamics [14] on the way towards generating
a “molecular movie”.
More esoteric studies include both the geometric and electronic structures of
ArCO, examined by tracing its three-body Coulomb fragmentation [53]. Not all ex-
periments include aligned molecules. Of particular note is the work in [24] un-
aligned H2 and D2 are studied in a CE experiment. Finally, charge resonance en-
hanced ionization (CREI) is performed on CO2 by varying the laser pulse dura-
tion [6].
1.5 Thesis Outline
In this research, an holistic approach is employed. The entirety of the CEI process,
from alignment to target impact, is considered and modelled from first principles.
To our knowledge, this is the first attempt at reconstruction of molecular geometry
that simulates the electric field within the lens assembly as part of the process. This
novel idea is promising, as it opens a new chapter in the study of inverse problems
in CEI.
The reconstruction of a molecular structure, i.e. the geometrical positions of
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the bounded atoms on a molecule, from the spatial-temporal data of a CEI experi-
ment, is currently an open problem. Therefore, the path tomolecular reconstruction
requires application of different theories, techniques and approximations. Conse-
quently, this thesis embodies a series of studies we have undertaken to understand
the details of a CEI. Some of these studies may be more vital than the others, but
they all play different but important roles in our quest for a molecular reconstruc-
tion.
The remainder of this document is arranged as follows: Chapter 2 is mainly on
alignment and the stripping of electrons. It examines alignment of molecules in
detail, by considering the quantum mechanics of the molecule-laser interaction. It
explores how the molecular alignment can be improved and it sheds more light on
why all the valence electrons of a molecule may not be stripped by increasing the
laser intensity.
Chapter 3 presents a study of various lens assemblies. Here we consider three
types of lens configurations and their impact on the photofragment trajectories. To
better our understanding how a given lens focuses the photofragments, a variety
of configurations are modelled from first principles. The modelling reveals that the
appropriate voltage ratio amongst the electrodes is critical to enable photofragment
focusing.
In Chapter 4 the forward problem is considered. The forward problem is com-
prised of four broad components: modelling, non-dimensionalization by asymp-
totic analysis, numerical computations, and solution analysis. The entire forward
problem is reduced into two smaller sub-problems that are simultaneously solved
by a numerical method.
Chapter 5 considers some aspects of the TOF spectrum. This includes correla-
tions among the photofragments, a comparison of simulation results with experi-
mental results, and a proposed pairwise multiple correlation.
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Chapter 6 includes a variety of inversion techniques that inform the reconstruc-
tion procedure. Amongst these are the integral transform techniques, a simplex
algorithm to explore possible atomic configurations, and asymptotic kinematics to
inform the reconstruction procedure. The transform techniques aim at reconstruct-
ing a 2D slice of a 3D velocity distribution of the photofragments, while the other
methods aim for the molecular structures of the molecules prior to a CE.
An attempt ismade at the reconstruction of themolecular structure inChapter 7.
This chapter brings together the solution analysis and reconstruction ideas on the
previous chapters to reconstruct small and mid-size molecules. The conclusion is
presented in the final chapter.
The alignment of the molecules prior to the CE is an important first step of this
process. It restricts the positions concentric cylinders as the molecules rotate about
a fixed axis which has important ramifications in the detection pattern. This impor-





Alignment of molecules with lasers has become an intensive area of research with
many applications. These include probing orbital structure with high-order har-
monic generation [66, 126, 130], structural studies of molecules [25, 130], x-ray
diffraction [44, 72, 130], electron diffraction [61, 95, 121, 130] and photodissocia-
tion [7, 63, 71]. These applications require the alignment of a molecule with respect
to an orientation. Consequently, for the aligned molecule to be useful in these ap-
plications, its degree of alignment needs to be characterized and quantified [130].
The Coulomb explosion imaging (CEI) application itself is capable of giving a di-
rect measurement of the alignment [25].
In the CEI process two distinct laser pulses interact with a molecule: a pump
and a probe laser [4, 5, 55, 97, 105, 111, 119]. No matter the process of interest,
either the molecular rotation [130] or the internal vibrations [111], the duration
of the pulses has to be much shorter than the time scale of the process of inter-
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PumpProbe
Figure 2.1: Pump-probe configuration of the laser pulses with polarization at right
angles to each other.
est [111, 130].Most importantly, the intensity of the first (pump) laser pulsemust be
smaller than the second (probe) laser pulse [5]. For instance, a typical pump laser
could be a nanosecond Nd:YAG laser (1064 nm, 10 ns, 20 Hz, 1.5 J pulse−1), while a
corresponding probe laser could be a femtosecond Ti:Sapphire laser (800 nm, 100 fs,
82 MHz, 10 nJ pulse−1) [117].
The pump laser pulse induces alignment in the molecule by interaction with
its dipole moment. For polar molecules, the dipole exists as a permanent dipole,
while in the non-polar molecules, the laser induces a temporary dipole. The polar-
ization direction of both the pump and the probe lasers are usually orthogonal to
one another as show in Figure 2.1. That is, if the pump laser is polarized in a di-
rection parallel to the detector plane, the polarization direction of the probe laser
is typically perpendicular to the detector plane [67, 74, 109]. In a CEI experiment,
a relatively long pump pulse aligns the molecules of the sample and a subsequent
strong probe pulse at the femtosecond timescale ionizes the molecule and induces
a Coulomb explosion (CE) [112, 119].
Two laser properties that play a role inmolecular alignment are adiabaticity and
resonance. Adiabaticity is concerned with the switching speed of the laser, while
resonance has to do with the laser frequency. The type of alignment induced on the
molecules depends on how long the molecules and the laser interact. An adiabatic
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process is onewhich occurswithout affecting an interaction between the systemun-
der investigation and its surroundings. Adiabatic alignment refers to alignment by
either a continuouswave laser or by pulses that have a duration longer than the nat-
ural time-scale for the system [115]. Non-adiabatic alignment, which is also known
as “dynamical” or short-pulse-induced alignment, is an alignment induced by a
short laser pulse compared to the system time-scales (e.g. rotational time) [115]. If
the pump laser was resonant with either the electronic or vibrational states of the
exploded molecule then the molecule may break apart before the ionization pulse.
This should be avoided. The reason for this is that such interference can cause ion-
ization before alignment [112]. Laser pulses that are shorter than the rotational
period may induce a non-adiabatic perturbation of the molecular rotational energy
states [81]. In an adiabatic laser-molecule interaction, the laser is slowly, compared
to the rotational period of the molecule, turn on. In contrast, for a non-adiabatic
interaction, the laser is turned on rapidly and the molecular system is left in a co-
herent superposition of aligned rotational levels. From this heightened state, the
system then de-phases and revives periodically in time, as long as the coherency is
maintained [81, 115]. This effect will be derived later in this chapter.
The laser-molecule interaction creates a minimum in the potential energy for
molecules along the polarization axis of the field. This constrains them to a limited
angular range instead of rotating in an arbitrary orientation [112, 113]. Therefore,
the dipole moment of the molecule is confined to the major axis of the laser field,
and the plane of the molecule coincides with the polarization plane. If the degree
of alignment is high, then the emission direction of the ions is the direction of the
bond connecting them when ionization occurs. This is known as the axial recoil
approximation [103, 112]. Molecules that are aligned parallel to the field are more
likely to be ionized than those that are perpendicular to the field [87, 112]. This
alignment can be one-dimensional [112], if only one molecular axis is aligned, or
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three-dimensional [76, 129, 131, 132], if themolecular axis is aligned in three dimen-
sions [81]. One-dimensional alignment is achieved by a linear polarized field [1,
81, 115], while three-dimensional alignment requires an elliptically polarized laser
field [1]. There are twoways to enhancemolecular alignment. The firstmethod is to
cool the sample so that the molecule is initially resting at its lowest rotational state.
The secondmethod is to increase the intensity of the alignment pulse for amolecule
in a given rotational state [112]. These techniques can also be used together.
Both the alignment and probe pulses interact with the molecule, but the inten-
sity of the alignment pulse is tuned to ensure that multi-photon ionization or dis-
sociation is minimized. In contrast, the probe pulse is much more intense, and has
a shorter wavelength designed to strip electrons while minimizing the interaction
time with the molecule itself, in a process termed non-resonant multi-photon ion-
ization [119].
When a molecule is subjected to an alignment pulse, a rotational wave packet
is formed which evolves in time after the pulse is removed [81, 122]. In the next
section, this time-dependence of the molecular alignment is examined in detail.
2.2 QuantumMechanics of Alignment
The bombardment of an ensemble ofmoleculeswith a laser pulse results in a dipole
interaction between the molecules and the laser. When a molecule has no perma-
nent dipole, the electric field of the laser field creates a temporary dipole moment
through which the laser-molecule interactions take place. To understand the pro-
cess of molecular alignment, the “toy problem” of a kicked rotor is presented.
Thismodel, originally developed in [68], approximates the effect of short strong
laser pulses on molecular rotational states while retaining its simplicity. Essentially
consisting of only two angles to describe its orientation and two point masses lo-
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cated at a fixed distances from the center-of-mass. In reality, molecules are not rigid,
but are complex quantum-mechanical systems with rotational and vibrational de-
grees of freedom [81]. However, the dynamics of the rigid rotor can provide a suf-
ficient approximation to understand the dynamics of heavy molecules.
The study of the rigid rotor, as presented in [68] and described here, reveals
that in this approximation, the laser-molecular interaction creates a rotational wave
packet which aligns at the end of the interaction. The alignment is transient but
periodic in the sense that it is short-lived but revives at regular intervals. The time
dependent Schrödinger equation (TDSE)which governs the rotational dynamics of





= HΨ(θ, t), H = L
2
2I + V(θ, t), (2.1)
where H defines the total energy comprising the kinetic energy, due to an angular
momentum L, moment of inertia I , within a potential field V that encodes the na-
ture of the laser interaction. The time dependent rotational wave packet Ψ = Ψ(θ, t)
depends on the angle θ between the polarization direction and the dipole, and the
potential energy of the molecule is assumed to take the form,






where ~E is the applied electric fieldwith a polarization tensorα, ~µ is the permanent
dipole of themolecule, andα ~E is the transient dipole induced by the laser field. For
a rapidly oscillating laser electric field, there is a negligible interactionwith the per-
manent dipole, so that ~E · ~µ can be ignored. The polarizability tensorα determines
how the electric field induces a temporary dipole moment in the molecule.
To calculate the potential energy (2.2), we need to find the representation of the
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Figure 2.2: The two coordinate systems for the reference frames. The molecule is
in ζ = (ı̂, ̂, k̂) and the laser field ~E is in ξ = (ı̂′, ̂′, k̂′), while the intermediate
coordinates (ı̂′′, ̂′′, k̂′′) and (ı̂′′′, ̂′′′, k̂′′′) are not shown here.
external electric field (the laboratory frame) to the frame of the molecule where
the polarization tensor can be applied. Figure 2.2 shows two coordinate systems, a
laboratory frame, ξ = (ı̂′, ̂′, k̂′), and a molecular reference frame, ζ = (ı̂, ̂, k̂). To
move from ξ to ζ we choose the following sequence.
1. Rotation about k̂′ by φwith intermediate coordinates (ı̂′′, ̂′′, k̂′′);
2. Rotate about ı̂′′ by θ with second intermediate coordinates (ı̂′′′, ̂′′′, k̂′′′);
3. Rotate about k̂′′′ by ψ.
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which can be simplified to
Rθ,φ,ψ =

CψCφ− CθSφSψ CψSφ+ CθCφSψ SψSθ
−SψCφ− CθSφCψ −SψSφ+ CθCφCψ CψSθ
SθSφ −SθCφ Cθ
 (2.4)
with the notation C = cos,S = sin. Under the transformation, expansion (2.2) takes
the form [68]
V(θ, φ, ψ, t) = −12Rθ,φ,ψ
~E(t) ·αRθ,φ,ψ ~E(t). (2.5)
Having dealt with the orientation, we next consider an electric field in a partic-
ular lab orientation. For an electric field that is polarized in k̂′ direction
~E
k̂
′(t) = EL cosωtk̂
′
. (2.6)
Assuming a high frequency, non-resonant1 laser field, the molecule does not feel
the point-wise oscillatory effect of the laser field given by a cos2 ωt dependence, but


















(αkk − αii) cos2 θ + αii
)
. (2.8)
Defining the polarizability difference as ∆α = (αkk−αii) and omitting the constant
1Non-resonantmeans that the laser frequency is not less than themolecular rotational frequency.
2For a symmetric and linear rotors αii = αjj .
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term αii, the potential for a linear or symmetric rotor is given as,
V(θ) = −∆α4 E
2
L cos2 θ. (2.9)








L cos2 θ. (2.10)
To find a solution with this Hamiltonian we consider











where the time is scaled by τ = ~t/I , andwhere p(τ) is the strength of the laser field
interaction with the molecule. Due to the angular momentum operator, it is useful
to express this term as a series expansion in eigenstates of the angular momentum,
the spherical harmonics, Y mk (θ, φ), with the representation
F (θ, τ) =
∞∑
k=0
ck(τ)Y 0k (θ). (2.12)
The assignment ofm = 0 reflects the independence of this term with respect to the



























Y 0k (θ) cos2j θ sin θ dθ.
(2.14)
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The integral in (2.14) can be computed using the connection between spherical
harmonics and the Legendre polynomials. In particular, for n ∈ N, if k = 2n + 1










Γ(1 + j − n)Γ(j + n+ 32)
, n ≤ j,
0, n > j,
(2.16)
results in
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. (2.17)















and we know from the above analysis that the solution will consist of a linear com-
bination of angular momentum eigenstates with quantum numbers l = 0, 2, . . .,
andm = 0. Therefore, the rotational wavepacket of the molecular ensemble is




c2l(τ) exp (−il(2l + 1)τ)Y 02l(θ), (2.19)
where c2l(τ) is defined above in (2.17).
With the determination of the wavepacket that describes the polarizability, we
can quantify the alignment of the molecular axis with the laser polarization. The




z−1e−x dx denotes the Gamma function of the argument z. For any positive integer
n, Γ(n) = (n− 1)!. See Abramowitz & Stegun, (1972) 10th ed. Expression 8.14.15.
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puted by averaging a given function of the angle over all of the possible states of
the system. Using the wavepacket (2.19),





Ψ∗(θ, τ)f(θ)Ψ(θ, τ) sin θ dθ dφ (2.20)
with the angle brackets denoting the expectation over the states of the wavepacket.
In the literature, the degree of alignment is typically computed using f(θ) = 1 −
cos2 θ [79, 80] where alignment corresponds to f = 0 and therefore A(τ) = 0. We
adopt this association in this chapter. There is an alternative form in the literature. In
particular, [52] uses g(θ) = 1− f(θ) with alignment being indicated with A(τ) = 1.
Both expressions are averaged over the eigenstates described in (2.17), (2.19). As
mentioned earlier, if the degree of alignment is high, then the axial recoil approxi-
mation is valid [103] and the emission direction of the ions becomes the direction
of the bond connecting them when the ionization occurs.
Using f(θ) = 1 − cos2 θ as an indication of alignment, a molecule is perfectly
aligned when f(θ) = 0. However, the expected value of this quantity changes in
time as reflected by the wavepacket (2.19) through A(τ) = 〈Ψ|1 − cos2 θ|Ψ〉. The
details of this calculation are left to Appendix A where it is shown that
















exp (i(4l + 3)τ)
4l + 3
(2l + 1)(2l + 2)√
(4l + 1)(4l + 5)
 . (2.21)
Notice that for a simple kick with, say, p(τ) = p0δ(τ), the exp (i(4l + 3)τ) term indi-
cates that A(τ) is 2π-periodic. Figure 2.3 shows the alignment factor for 0 ≤ τ ≤ 2π
(note that A(τ) is 2π-periodic) with a kick strength of p0 = 10 applied at τ = 0. In
this case a A(τ) is minimized with a value of minA(τ) = 0.100 located at τ = 3.095.
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Figure 2.3: Themolecular alignmentwith a single kick strength of 10. The alignment
factor assumes its minimum, i.e. the alignment detection at τd ≈ π and shows a
period of 2π within which the system loses and regains its alignment.
2.3 Alignment Improvement
The alignment factor A(τ) depends on the post laser interaction time τ , and the
kick strength p via the coefficients c2l(τ). As a first approximation to exploring a
time dependent pulse intensity to more effectively align the molecules prior to the
CE, we consider a sequence of three pulses, similar to the work found in [79, 80].
In this research we set, p = p0 at τ = 0, p = pπ/2 at τ = π/2, and p = p3π/2 at
τ = 3π/2. Moreover, each pi ≥ 0 and to compare with the result in Figure 2.3,
we also let p0 + pπ/2 + p3π/2 = 10. In this initial scheme p0 = 10, pπ/2 = 0, and
p3π/2 = 0 with minA(τ) = 0.100 at argminA(τ) = 3.095. A uniform pulse train with
p0 = pπ/2 = p3π/2 = 10/3 has significantly worse alignment with minA(τ) = 0.164
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at argminA(τ) = 4.774. A concave up profile with p0 = 4, pπ/2 = 2, p3π/2 = 4 also
yields worse alignment with minA(τ) = 0.138 at argminA(τ) = 4.680. A concave
down profile with p0 = 5/2, pπ/2 = 5, p3π/2 = 5/2 yields a slight improvement to the
alignment with minA(τ) = 0.094 at argminA(τ) = 2.981. These results indicate that
there is an intensity profile, perhaps not unique, that can significantly increase the
alignment of the molecules prior to the CE. Maximizing the amount of alignment
increases the resolution of the detected image in the CEI process.
2.4 Stripping of Electrons
As described earlier, a CEI experiment usually involves two lasers interacting with
the molecules. One for alignment (called the pump laser), and a second for strip-
ping of electrons (called the probe laser). The pump laser’s main goal is to initiate
alignment of the system of molecules, while the probe laser removes the valence
electrons. This results in positively charged fragments from the parent molecule.
In CEI experiments, only a portion of the fragments become ionized. This phe-
nomenon may be attributable to the intensity of the laser and the duration of laser-
molecule interactions. The magnitude of the electric field ‖ ~E‖, by which a laser






where ε0 is the vacuum permittivity and c is the speed of light so that ‖ ~E‖ ≈
27.4I1/2. For example, an electric field of magnitude ‖ ~E‖ ≈ 1010 V m−1 corresponds
to an Intensity of I ≈ 1013 W cm−2 (1017 W m−2). This intensity range of more than
1013 W cm−2 is termed as “intense” as their corresponding electric field approaches
the field that binds the valence electrons to the molecules.
Upon overcoming the binding force between the electrons and the nuclei of
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the molecule, the electrons are stripped off and the molecule becomes ionized.
These resulting positively charged molecular ions then experience a strong mutual
Coulomb repulsion force, leading to dissociation [8]. However, the ionization of
a polyatomic molecule interacting with intense laser pulses is more complex than
the small-molecule case [84]. To have an intact ionization of the parent molecule,
any form of pre-matured dissociation has to be avoided. The intact molecular ion-
ization, which is a consequence of total stripping of the valence electrons, may be
achieved if the laser intensity is sufficiently increased on a faster time scale than the
time scale of neutral dissociation [84].
Similarly, the duration of a laser pulse can help avoid premature dissociation
because short laser pulses will suppress nuclear motion of the molecule [84]. This
means that minimum energy is transferred from the electronic modes to the nu-
clear modes, thereby increasing the probability for ionization. Both the intensity
and duration of the laser pulses combine to determine the possible number of elec-
trons that can be stripped off a molecule. This relationship is expressed under the
weak-focusing approximation (i.e. width of supersonic beam of molecules is less













where N is the number of electrons. The I0, I are peak intensity and constant in-
tensity respectively, ∆z is the width of the supersonic beam, τp is the pulse dura-
tion and ω0 is the laser frequency. The R(I) denotes the number of electrons gener-
ated per volume and time at constant intensity [70]. From the equation above, for
both combination of pulse intensity and duration increase, more electrons will be
stripped up to the maximum of I0 = I . Beyond this limit, further laser interactions
with the molecule may have no effects on its electronic states but energy may be
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channeled to its nuclear states. Consequently, if any electron survives this irradia-
tion beyond the peak intensity, then some fragments from the parent molecular ion
may be neutral fragments. This implies that not all fragments will be ionized and
detected per laser shot per molecule.
In this chapter we have detailed the process of molecular alignment and how it
applies to CEI. For small molecules this alignment process is optional, but as the
size of the molecules under consideration grow, it becomes a vital tool in determin-
ing the molecular structure. Having understood the role of molecular alignment,
the next phase of our analysis of CEI is to investigate different configurations of ion




If the path followed by the particles after a Coulomb explosion (CE) was linear, the
reconstruction of their initial positionswould be greatly simplified. However, while
the particles transit the electric field lenses, their paths are modulated, thereby fo-
cusing the particles. This is accomplished by designing the lens assembly so parti-
cles with the same initial velocity, irrespective of their position, map to the same po-
sition on the detector. Understanding this effect and moreover, determining specif-
ically how the lenses modify the flight paths, is a necessary component for a res-
olution molecular structure reconstruction. The following sections discuss various
lens configurations, and use a paraxial approximation to aid in the analysis.
3.1 Ion Optics Configuration
A Coulomb explosion imaging (CEI) experiment involves three processes: a laser
beam to ionize (and possibly align ionic fragments), a choice of ion optics to focus
the beam, and a highly-responsive position-sensitive detector. The configuration of
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the ion optics maps the expanding ion cloud of photo-fragments (Newton sphere)
onto the position-sensitive detector. There are different lens configurations with a
common goal of achieving a highly resolved mapping. These configurations pro-
vide minimal loss of information throughout the CEI process, from start to finish,
on a position-sensitive detector.
The mapping capability of any chosen setup in an imaging experiment should
meet the following criteria as detailed in [41]:
1. Minimal spread in time of the Newton sphere on detection;
2. A sphere size that is linearly proportional to speed;
3. Minimal blurring of the image due to the size of the ionization volume.
The next few sections will consider the optical system for a CE scenario with an
emphasis on enhancing the resolution of the measured data and minimizing infor-
mation loss.
3.2 Electric Fields in Imaging Lenses
The electric field within a lens bends the trajectory of a charged particle which can
mimic the effect of bending light rays by a refractive lens [65]. In this manner, an
electric field from a series of electrodes can confine and focus a beam of charged
particles. Ideally, a lens should have two properties. First, particles moving in the
same initial direction from different initial positions are mapped to the same spot
on the detector plane. Second, particleswith the same starting position, irrespective
of their initial direction, should map to the same spot on the detector plane [65].
In velocitymap imaging (VMI), the interest is in focusing particles on the detec-
tor planewhile keeping the perpendicular component of the velocity under control.
This requirement is necessary because the geometry is usually cylindrical and the
goal is typically to detect as many particles as possible. Improved detection helps
30







Figure 3.1: Canonical cylindrical geometry of the trajectory in a plane at θ = θ0.
with image resolution, and enhanced detection requires confining the particle or-
bits as close to the axis of the detector as possible. To aid in this effort, a paraxial
(near axis) approximation of the electric field is developed.
3.2.1 The Mathematics of Imaging Lenses
For the lens assembly, assume the domain described in Figure 3.1 has cylindrical
symmetry. Due to the assumed symmetry, a fixed angle of θ0 can be used to define
a plane. Within this plane, the dynamics of a charged particle is described with
Cartesian coordinates
x = r cos θ0, y = r sin θ0, z = z. (3.1)
Choosing the particular plane corresponding to θ0 = 0 gives the computational
domain,
Ω = {(x, z) ∈ R2 | −R < x < R, 0 < z < L} (3.2)
where R and L denote the extent of the assembly.
Within the domain the charged particles are accelerated by the electric field.
For this geometry, a fragment of charge q1 and mass m1, the position (x1(t), z1(t))
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Figure 3.2: A canonical lens assembly used in a CEI. A set of electrodes each have
a prescribed voltage as an interior boundary condition and an exterior Neumann
condition.














, x1(0) = x10, x′1(0) = vx10 (3.4)
for the prescribed initial position and velocity. The radial and axial components of
the electric field, Er = −∂φ/∂r, and Ez = −∂φ/∂z respectively, can be computed










= 0, r = |x|, (x, z) ∈ Ω. (3.5)
What characterizes a particular lens assembly is the position of the lenses and
their relative voltages. Figure 3.2 represents the indicated plane in the previous
figure and within the plane, a canonical lens setup. The main components are the
boundary, denoted by ∂Ω and consisting of the outer casing, the electrodes, denoted
as R, E, G, and the interior denoted as Ω/(R ∪ E ∪ G). Complicating the situation
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is a mixture of both Dirichlet and Neumann boundary conditions. For the former,
the potential on each of the electrodes is assigned
φ|R = Vr, φ|E = Ve, φ|G = Vg. (3.6)
For the latter, the current flux is proportional to the electric field, and by imposing
a no flux condition through the outer boundary, we have the condition
∂φ
∂n̂
= 0, (x, z) ∈ ∂Ω. (3.7)
Solving the system of equations (3.3)–(3.7) involves first computing the poten-
tial for the domain. The current work solves (3.5) in a Cartesian coordinate system














and then using Algorithm 1 to converge to a solution for the chosen configuration.
Having solved for φ on the grid points, the system of second order IVPs (3.3)–(3.4)
are written as a system of first order equations. They are then solved by interpolat-
ing the electric field at the position of the particle using Euler’s method.
In the following subsections, we consider three commonly employed optical
configurations: Wiley-McLauren, conventional imaging, and velocity map imag-
ing (VMI) lens assemblies. With each of the conventions, we are interested in how
the trajectories change from one configuration to the other. A common set of initial
positions and initial velocities are used. In particular, the initial positions are
~x10 = (0.05, 1), ~x20 = (0, 1), ~x30 = (−0.05, 1), (3.9)
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Result: Output potential on the domain
initialize φi,j = 0;
set a stopping or convergence criteria;
while not converge do
impose boundary conditions specified in (3.6)–(3.7);
calculate φi,j using (3.8);
compute convergence criteria;
if converge then





Algorithm 1: The algorithm for the implementation of the potential on the do-
main.
and for each of these positions, three initial velocities are chosen as
~v10 = (0.0517, 0.0282), ~v20 = (0.0947, 0.0221), ~v30 = (0.0765, 0.0686), (3.10)
resulting in nine separate trajectories. For simplicity, all the masses and charges are
taken to be unity so thatm1 = m2 = m3 = 1, and q1 = q2 = q3 = 1.
3.2.2 Wiley-McLauren Lens
TheWiley-McLauren lens arrangement is a three-electrode setup: repeller, extractor
and ground (REG). The lens arrangement has grids in both extractor and ground
electrodes [41, 133]. This form of lens setup, shown in Figure 3.3, is commonly used
in the time-of-flight (TOF)mass spectroscopy [3, 21, 114, 124, 125]. The grids in the
electrode can vary from a coarse to a fine mesh. In practice, grids on the electrodes
tend to distort ion trajectories and reduce ion transmission rates [41]. To compen-
sate for this, the repeller electrode is set at the higher voltage, zero voltage on the
ground electrode and the middle extractor electrode is set to a voltage which is a
fraction of the repeller’s voltage. The corresponding electric field and trajectories
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R E G
Figure 3.3: The Wiley-McLauren setup with grids on the extraction and ground
electrodes.
are shown in Figure 3.4.
3.2.3 Conventional Imaging Lens
In the conventional imaging lens, a single-grid setup is commonly used. This is sim-
ilar to the Wiley-McLauren arrangement, except for the fact that a single electrode
is used. Reducing the number of grids improves the resolution by reducing dis-
tortion and increasing the transmission rate [41]. Figure 3.5 illustrates the specific
geometry and Figure 3.6 shows the resulting electric field and particle trajectories.
By using a single-grid electrode, the equipotential lines between the two elec-
trodes are quite flat, implying a uniform electric field across the whole electrode.
As a result, the mapping function of this setup is quite straightforward. Note that
the trajectories are quite different than theWiley-McLauren arrangement and there
is some convergence which indicates focusing. Further improvements to resolution
are possible by making the grid spacing smaller than the ion cloud [41].
3.2.4 Velocity-Map Imaging Lens
As with the Wiley-McLauren arrangement, the VMI lens has three electrodes: re-
peller, extractor, and ground (REG), but with open apertures on the extractor and
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Figure 3.4: Wiley-McLauren equipotentials and fragment trajectories. The frag-
ments that cross the electrodes are typically hindered or deflected. The two levels
of grids reduce image resolution. The contour lines are the equipotential lines.
ground electrodes as shown in the sketch of Figure 3.7. In principle, the apertures
in the extractor and ground electrodes allow all the extracted particles to make
their way to the detector. In addition, the lack of a grid prevent the equipotential
lines from flattening which confers the superior focusing property of the VMI lens.
Figure 3.8 shows the distorted electric field and the focusing effect it has on the
fragments. The lens assembly maps particles with the same velocity vector, irre-
spective of their initial points, to a specific point on the detector plane [41, 64]. The
implication of this is that fragments with the same mass but different initial veloc-
ity vectors will arrive almost the same time, but appear at different points on the
image. Similarly, fragments with different masses but with the same initial velocity
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Figure 3.5: The conventional setup with two electrodes and a grid on the ground
electrode. Blurring due to grid deflection is reduced.
vector, will appear at the same point on the image but arrive at different times.
By using open aperture electrodes, a perfect transmission rate is achieved and
distortions introduced by a grid no longer exists. The blurring due to the initial
spatial spread of the fragments in the ionization volume is minimized as fragments
with the same initial velocity vectors end up at the same spot on the detector, re-
gardless of where they began.
3.2.5 Other Variations
The particular VMI lens arrangement consists of only three elements, but there are
a number of variations to this configuration [64]. Other arrangements include: (i)
two electrodes augmented with an Einzel lens (a lens that focuses without chang-
ing the beam energy) [100]; (ii) three grid-less electrodes with a low extraction
field [64]; and (iii) more than three electrodes [82]. All these different arrange-
ments can meet the velocity map conditions by adjusting the voltages between re-
peller and extractor electrodes [99].
Lens assemblies with a low extraction field are suitable for lighter photo-frag-
ments like electrons [64] or molecules in high Rydberg states.1 The reason for this
1A high-Rydberg state is a state of an atom or a molecule in which an electron has been excited
to a high principal quantum number orbital.
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Figure 3.6: The equipotentials and the trajectories for a conventional lens setup. The
contour lines are the equipotential lines.
is that the drift energy for these fragments is small and therefore the impact energy
of the fragments when they hit the detector is also small. More electrodes can be
added to increase the impact energy, and thereby achieve almost circular images
that do not require any symmetrization treatment before inversion [82].
For all of the simulations that have been presented the axial component of the
electric field is much larger than the radial component, Ez  Er, near the axis of
the assembly on the line x = 0. To aid in the analysis of the trajectories, we will use
this assumption to develop an approximate electrostatic potential.
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Figure 3.7: The electrostatic lens setup with open apertures on the extraction and
ground electrodes.





















Figure 3.8: The equipotential lines of the VMI lens assembly and the focusing effect
on the particle fragments irrespective of their initial position. The contour lines are
the equipotential lines.
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3.3 Paraxial Approximation
One concern in VMI experiments is time resolution which is limited by the spread
in the initial positions of the fragments and the spread in their velocities [90]. To
quantify this resolution, we first expand the potential in a particular asymptotic se-
ries known as a paraxial approximation. In a paraxial approximation, the electric
field ~E = 〈Er, 0, Ez〉 is assumed to make a small angle with the direction of motion
so that |Er|  |Ez| (i.e. the axial component of the field dominates the radial com-
ponent). Moreover, we assume that the potential is continuous on the axis (x = 0)
and this can be ensured if there are not charges along this line [65]. This material
is classical and can be found in the appropriate literature [60].
The approximation is started by scaling the radial and axial coordinates to their
characteristic sizes, the radius R and length L of the apparatus so that
r = Rr̃, z = Lz̃, φ = VRφ̃ (3.11)
where VR denotes the characteristic voltage. By identifying the small parameter















where the tildes have been dropped. Equation (3.12) suggests expanding φ in a





so that substituting this representation into expression (3.12), yields the recursive
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equations,
∇2rφ0(r, z) = 0, ∇2rφj(r, z) = −
∂2
∂z2
φj−1(r, z), j = 1, 2, 3, . . . . (3.14)
Solving equation (3.14) for φ0(r, z) we have
φ0(r, z) = A(z) ln r + V (z) (3.15)
and further requiring that the potential remains bounded, |φ0(0, z)| <∞ in partic-
ular, one has
φ0(0, z) = V (z). (3.16)












with an associated electric field,







= 〈Er, 0, Ez〉 . (3.18)
The paraxial approximation for the potential and electric field components up to
fourth order are
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3.4 Time Dispersion
A velocity map imaging lens assembly focuses charged particles based on their
initial velocities, irrespective of their initial position. Thiswas shown in the previous
sectionwith the simulation of the particle trajectories. In this sectionwe analyze the
dispersion analytically under the paraxial approximation to gain some insight into
themechanism of how the time dispersion also known as time spread is minimized
and how it could be further reduced.
3.4.1 A Single Region
To understand how time dispersion arises, we begin with the simple case of a lens
with a constant electric field ~E = E0k̂with a correspondingly constant acceleration
of ~a = a0k̂ = (qE0/m)k̂ (a0 > 0). For an initial velocity and position of v0 and z0
respectively, the velocity and position are




and since v2 = v20 + 2a0(z − z0), the time taken to travel from za to zb > za depends













v20 + 2a0(za − z0) (3.22)
where za ≥ z0. For v0 < 0 the velocity is shed until z = zc = z0 − v20/(2a0) so the
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zbz0zazc
v0 < 0 v0 > 0
 --
Figure 3.9: A fragment with v0 < 0 will turn around at z = zc = z0−v20/(2a0) where



















v20 + 2a0(za − z0) (3.23)









v20 + 2a0(za − z0). (3.24)
To compute the time dispersion due to shifts in initial position and velocity, we
compare the TOF for a particle at rest travelling from z = z0 to that of a particle
starting at z = z0 + ∆z with initial velocity v0 = ∆v. In both cases the target is
located at z = z0 + ` where ` > max{0,∆z} so that for the first fragment, the
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We can conclude that in this constant acceleration case,





























and the amount of time dispersion increases linearly with both ∆z and ∆v.
For an electric lens system the acceleration is a function of position. Under the
strict paraxial assumption for the potential, ε = 0, the electric field (3.20)
~E = −∇φ = −dVdz k̂ (3.28)
so that the changes in speed are restricted to the k̂ direction. As in the constant
acceleration case, by resolving the motion along this direction we find that the tra-














dz = a0(z) (3.29)
throughout lens assembly. As above, we compare the TOF for a particle at rest trav-
elling from z = 0 to that of a particle starting at z = ∆z (setting z0 = 0) with initial








0(z) = 2a0(z) (3.30)
and for the second particle,
v21(z) = v20(z)− v20(∆z) + (∆v)2. (3.31)
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The time of arrival due to the effect of ∆z and ∆v takes the form
















where zc satisfies v20(zc)−v20(∆z)+(∆v)2 = 0. The first two terms in expansion (3.32)
create an indeterminate form as both∆z and∆v approach zero, the details ofwhich



















































Continuing the expansion in ∆v, requires some careful consideration. For ex-
ample, the first term of (3.33), by first multiplying and dividing by a factor of a0(z),
integrating by part, and then repeatedly using the identity dv20(z)/ dt = 2a0(z) with
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Collecting these results together and applied to (3.33) gives
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Taken together these give the asymptotic result for the total dispersion of






















































In conclusion, this analysis shows that the dispersion due to ∆v cannot be elim-
inated, but is minimized by increasing the initial acceleration. In contrast the dis-
persion due to the spread in initial location, ∆z, can be eliminated, in contrast to
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is satisfied.
3.4.2 Multiple Regions
To understand how the lens assembly impacts a fragment trajectory, we approxi-
mate it with a sequence of N ≥ 1 each corresponding to a constant electric field.





ζk, ζk = [zk−1, zk), zN = `. (3.44)
Within ζk, the electric field and therefore the acceleration is constant, denoted as
ak. This sequence of accelerations {ak}Nk=1 generates a corresponding sequence of













This prescription sets up the axial behaviour, the radial behaviour is described
next and hinges on (3.20), the paraxial approximation of the electric field. Since
the dominant term of the axial electric field Ez = − dV/ dz is piecewise constant,
the corresponding dominant radial electric field Er = ε2(r/2) d2V/ dz2 consists of a
sequence of delta functions. To aid the analysis, we let rk−1 and rk denote the radial
position of a fragment on entry and exit of segment ζk respectively, with reference
to the symmetry axis. The radial velocities are similarly denoted as ṙk−1 and ṙk.
There are two possibilities in this formalism. In the interior of a segment, the
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ζ1 ζ2 ζ3
z = z0 z = z1 z = z2 z = z3












Figure 3.10: The skeleton of a discrete lens system of N = 3 segments. Within a
segment the potential is linear and the velocity is constant. Jumps in potential occur
at the segment edges.
electric field is constant so the electric potential is linear. This means that the veloc-
ity remains unchanged and as a result,
ṙk = ṙk−1, rk = rk−1 + ṙk−1tk. (3.47)
At the edge of a segment the velocity can jump if the potential changes and in detail,




k − V −k−1)r−k , r+k = r−k (3.48)
where r−k ∈ ζk and r+k ∈ ζk+1. Figure 3.10 shows the details for N = 3.
Just as with the small angle approximation for classical optics, the transition
through a lens segment can be represented as a linear transformation with the
































respectively. For the three segment system under the assumption of the paraxial
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withM = P3L2P2L1P1 being the transformation matrix connecting the initial and
final positions. Because it is the product ofmatrices with unit determinant, detM =
1 and it has a unique inverse. From the representation (3.50), r3 = M11r0 + M12ṙ0,
indicating that if M12 = 0, there is a one-to-one relationship between the radial
position of the fragment on detection and its initial point of formation [51, 90, 91].
This means that fragments leaving the same position on formationwill hit the same
spot on the detector, regardless of their initial velocities. Similarly, if M11 = 0, the
lens assembly can achieve a velocity map in which fragments with the same initial
velocity can be mapped to the same position, irrespective of their initial position.
This second property is usually explored in a VMI lens setup by placing a position-
sensitive detector in the focal position.
A focal point, or position, of a convex optical lens without any abberation is
the point where light rays parallel to the principal axis converge. For a VMI lens,
the position of the focus is the downstream location where the trajectories of the
fragments cross. Themathematics indicates that the conditionM11 = 0 dictates that
the radius at the detector is only dependent on the initial velocity of a fragment and
independent of its original radius. This focal position is dependent on q/m because
M = P3L2P2L1P1 and from equation (3.49), the matrix Lk depends on this ratio.
Placing the detector at a focal point for a lighter fragment results in blurring of
the heavier fragments. To describe how to compensate for this mass effect, consider
the fragments arriving at the detector as shown in the Figure 3.11. There are four
fragments arriving at z = L with a pair of fragments at one mass arriving in focus
at r2 = r4 and another pair with a different mass arriving at r1 and r3 6= r1, placing
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Figure 3.11: The focusing of two lighter fragments at r2 = r4 and the corresponding
blurring of fragments with more mass.
them out of focus. For the heavier fragments, moving the detector from z = L to
z = L′ would focus them. The new final positions are calculated as
r′ = r −∆r, (3.51)
where r′ ∈ (r′1, r′3), r ∈ (r1, r2, r3, r4), r̄ is amean position and∆r = r−r̄which is the
gap between the position of a fragment and themeanposition of all fragments in the
same ring of width 2∆r. Figure 3.12 illustrates the measured data for the fragments
before and after re-positioning, thereby given an improved focus, enhanced TOF
and reduced time dispersion. This concept would improve resolution.
3.4.3 Potential Ratio
In the previous sections, electrostatic lens assemblies have been shown to act as an
optical lens by focusing charged fragments onto a detector plane. In practice there
are two possibilities to achieve a focused image. Either the potentials within the
detector can be fixed and the detector placedwhere the trajectories cross each other,
or the repeller and extractor electrodes can be made adjustable to align the focal
plane at a fixed detector. For an imaging lens, the former is not usually practical, so
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Figure 3.12: Compensating the fragment impact position for changes of mass. On
the left, the outer ring has a width of 2∆r, attributable to a velocity spread in a VMI
lens. On the right the positions are adjusted to improve resolution.
the potential on the extractor electrode needs to be adjustable to achieve the desired
mapping. The effect of changing this potential ratio, i.e. the ratio of extractor to
repeller voltage, is shown in Figure 3.13.
The potential ratio is varied over a sequence of ratios between 0 and 1, to inves-
tigate the focusing ability of the imaging lens. A molecular structure with six ions
(with the samemasses, grouped into two initial velocities) are used. For a potential
ratio of 0.25, the trajectories do not cross, which hinders the focusing ability of the
imaging lens, thereby, blurring the image at the detector. However, with a potential
ratio of 0.75, the trajectories cross and converge into two bunches as expected of
a VMI lens to map ions at the detector based on their initial velocities. Therefore,
for the geometry described in the figure, the best potential ratio on the extraction
electrode is at 0.75 of the potential on the repeller electrode.
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Figure 3.13: The focusing ability of an electrostatic lens based on the voltage ratio
of the extraction electrode. On the left is a potential ratio of 0.75, and on the right
the potential ratio is 0.25. The insets show trajectories crossing for a voltage ratio of
0.75 but not for 0.25.
3.5 Pancaking and Slicing of a Newton Sphere
Broadly speaking, there are two experimentally used mapping techniques to trans-
form a 3D velocity distribution into a projected 2D image on a position-sensitive
detector. One is a situation in which the expanding Newton’s sphere, a 3D velocity
distribution, is crushed or compressed on the detector plane [22, 41]. In the Fig-
ure 3.14, the concept of pancaking is demonstrated. It is observed that the Newton
sphere is actually “pancaked” by the field, and it retains this form until it strikes the
detector. Depending on the initial directions of the fragments that occupy the same
radius of the sphere, the points of impact on the detector need not be the same. In
a demonstration of pancaking, consider a set of fragment ions with the same mass
and initial speed by differing directions. They start off as Newton spheres but as
they transit the lens system the Newton sphere become deformed, with the radius
orthogonal to the axis of flight increasing. The Figure 3.14 shows this initial sphere
and its evolution as it passes through the electric field of the VMI lens configuration
with an open aperture. The same-mass, same-initial-velocity fragments remain on
the sphere from formation to detection, even as the field deforms the sphere. This
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Figure 3.14: The time evolution of the Newton sphere as it passes through the lens
configuration. In this scenario, the speed of every fragment is the same. The frag-
ments hit the detector in almost the same locations. The pancaking of the Newton
sphere occurs as it transits the field.
method is called “pancaking.”
Another technique is to enable the detector to record data for a brief time period
corresponding to a particular section of the Newton sphere intersecting the detec-
tor plane. This approach is termed “slicing” and is discussed in [22, 50, 69, 85, 127].
Time-slicing has added advantages. There is no prerequisite for cylindrical sym-
metry of the Newton sphere about an axis parallel to the focal plane, normally re-
quired to enable a reconstruction of a 3D velocity distribution. This is in contrast to
a reconstruction from a 2D pancaked image. Also, the noise introduced by inver-
sion techniques along the axis of symmetry is absent, as there is no longer need for
the inversion [50]. By choosing the timing, one can select any slice of the Newton
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sphere.
Equipped with this background involving the nuances of the lens system for a
CEI apparatus, we turn to the mathematical analysis of CEI itself. This fragmenta-






The entire process of tracking the fragment trajectories from explosion to detection,
with the subsequent analysis of the recorded impact points, is termed the forward
problem. To better understand the concept of a Coulomb explosion and Coulomb
explosion imaging (CEI), a model is developed that captures the essence of the un-
derlying physical processes. This provides an alternative to the laboratory experi-
ments, it is a cost-effective approach and it gives ample room for examining how
model parameters could affect detected fragments. Amathematical model describ-
ing the time evolution of a fragment ion, while neglecting any quantum effects,
and drag (because a CEI experiment is usually performed under vacuum condi-
tions [117]), is the classical Newton equation
~F = m~a. (4.1)
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In this situation, m is the mass of a given fragment, ~a is its acceleration and ~F is
the net force acting on the fragment and responsible for its motion. For a system of
ions in a CEI experiment, the net force is a sum of forces due to the external electric
field and the resultant repulsive force among the system of ions. While the external
force remains fixed within the lens assembly, there is a strong positional effect on
the repulsive force due to the increasing distance between any neighbouring ions.
Consequently, the magnitude of the resultant repulsive force falls rapidly. In detail,
for a collection of ion fragments, under the influence of their electric fields and an
external electric drift field, ~E0, the dynamics of the fragments are described by a
system of coupled, nonlinear, second order, ordinary differential equations,










, i = 1, 2, . . . , N, (4.2)
where the subscript i represents the ion fragment,Mimp, and ziqp, are its mass and
charge in terms of fundamental units mp, and qp, and ~xi(t), is its time dependent
position. The direction of the external field, ~E0 = E0êz, which is predominantly
about the axis of flight, N is the total number of fragment ions, and finally ε0 is the
permittivity of the free space.
The explosion of the molecules happens on the femtosecond time scale, where
distances between fragments (i.e. bond lengths) are typically on the angstrom scale.
Then the fragment ions are extracted from the ionization chamber and accelerated
by the electric field, and later traveled through a field-free region to the detector,
arriving at the detector at a much larger time scale. These significant disparities
in the time and length scales place the dynamics of the fragments into two distinct
regimes: an explosion regime and a drift regime. For each regime, equation (4.2) as-
sumes a unique asymptotic form which is revealed by the non-dimensionalization
of the equation. Table 4.1 lists a number of the nominal parameters for a Coulomb
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explosion and it will be referred to in the following sections.
4.2 Non-dimensionalization
Let the time dependent position ~x(t) of an ion and its evolution time t be scaled as,
~x = L~x∗, t = T t∗, (4.3)
where L and T are characteristic length and time scales respectively. Substituting
























is the ratio of the characteristic electrostatic energy and the kinetic energy corre-
sponding to the length and time scales. The dynamics are seen to be governed by
a balance of these effects: (i) the external field E0; (ii) a characteristic electric field
Ec; and (iii) the kinetic energy of the fragmentmpL2/T 2.
4.2.1 The Explosion Regime
Expression (4.4) indicates that the dynamics naturally decouple into the explosive
regime, dominated by the Coulomb force, and a drift regime, driven by an external
electric field. For the explosive regime, the characteristic length is the interatomic
distance. Choosing L = Le ≈ 10−10 m as a characteristic length, and setting Γ = 1
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Parameter Symbol Value Units
Explosion region length scale Le 1×10−10 m
Drift region length scale Ld 1×100 m
Acceleration length La 5×10−2 m
Fundamental unit of charge qp 1.602×10−19 C
Fundamental unit of mass mp 1.67×10−27 kg
Free space permittivity ε0 8.85×10−12 F m−1
External field strength E0 2.5×105 V m−1
Table 4.1: Nominal parameters for a Coulomb explosion.
to balance (4.4), we find the time scale





≈ 7.6× 10−15 s, (4.6)
using the values in Table 4.1. This is consistent with the time scale of a Coulomb
explosion, i.e. femtosecond time scale on a angstrom length scale. Therefore, for the
time evolution of the fragment ions in the explosion regime, the scaled dimension-








 , λ = 4πε0E0L2e
qp
≈ 10−6. (4.7)
4.2.2 The Drift Regime
For the drift regime, we choose Γ = Ec/E0 and L = Ld = 1 m, where Ld is the char-
acteristic length for the drift regime. The resulting characteristic time scale needed
to ensure Γ = Ec/E0 is





≈ 10−6 s. (4.8)
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This is again consistent, but nowwith the drift time. The scaled equation governing




êz + Γd N∑
j 6=i
zj(~xi(T )− ~xj(T ))
|~xi(T )− ~xj(T )|3
 , Γd = qp4πε0E0L2d ≈ 10−13, (4.9)
whereΓdmeasures the strength of the electrostatic force between the fragment ions.
The ions do not experience significant Coulomb repulsion amongst themselves as
they accelerate, and after leaving the lens assembly, they continue at constant speed
to the detector through the field-free length of the flight tube. The decoupled equa-
tions (4.7) and (4.9) apply within the lens assembly. The next concern is how to
solve for a fragment trajectory seamlessly as it transits through the two distinct re-
gions. This problem is addressed by appropriate scaling between the regions.
4.2.3 Inter-regions Scaling
By the virtue of the different time and length scales encountered in this model, and
the nature of the problem under consideration, it is important to be able to go back
and forth between the explosion and the drift regimes. At the initiation of the ex-
plosion, the rapid acceleration ofLe/T 2e ≈ 1018 m s−1 quickly disperses the ions, and
as they leave through the lens, their speed is altered appropriately. The explosion
regime gives the structure and initial velocities, while the drift regime gives the
impact positions. On the time and length scales of the explosion regime, the scat-
tered fragments retain the signature of parent molecular structure and their initial
velocities. This structure becomes hidden with the acceleration of the fragments.
Let κx, and κt respectively, be the scaling parameters between the dimensional
position and time variables {Le~xe, Tete}, in the explosion regime, and {Ld~xd, Tdtd},
in the drift regime.Note that ~xe, te, ~xd, td, are the non-dimensional position and time
coordinates in the explosive and drift regimes respectively.
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The position of a fragment in the drift regime can be scaled back to the explosion
regime with











with ktTe/Td = 1 gives κt ≈ 109. For the purpose of numerical simulation, the time
conversion is necessary to track the transition of an ion from the explosion regime to
the drift regime. Combining positional and time inter-regime factors, an ion’s speed







The scaling ratio κx/κt ≈ 10 is expected to be greater than one because the ion has
been accelerated briefly by an external electric fieldE0 over a segment scaled by La.







The relationship of La and Ld for a velocity map imaging (VMI) lens assembly is
shown Figure 4.1 for reference. It indicates that La < Ld and the significant portion
of the flight is in the field-free region of the tube. The inter-scaling approach makes
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solving the two asymptotic governing equations feasible.
R E G D
La
Ld
Figure 4.1: The relationship of the characteristic lengths La and Ld for a typical VMI
lens (not to scale).
The switch-over time between the explosion and the drift regimes is chosen to
be 10−1 microseconds (108 femtoseconds). At this time, the force due to the electric
field is dominant over the repulsive force among the fragment ions.
4.2.4 Summary
The dynamics of the CE, from photolysis to detection, can be decoupled into two
reduced models. For the explosion region, the non-dimensional position is given






+ ziλêz, i = 1, 2, . . . , N, (4.15)
with initial conditions ~xi(0) = ~pi and d~xidt (0) = ~0. For the drift region, the non-
dimensional solution satisfies,





, i = 1, 2, . . . , N, (4.16)
with appropriately scaled initial conditions ~xi(0) = κx~xi(0+), and d~xidt (0) = ~vi(0+).
The notation 0+ indicates the solutions (i.e. positions and velocities) of the system
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not too long after the initial conditions. Finally, the region La < x < L, is field-
free and the ions maintain their speed and path until detection. For the forward
problem, the initial positions ~p are the Cartesian coordinates of the fragments on
the molecule. These equations are solved numerically, and the applicable method
of solution is described in the following section.
4.3 Numerical Methods and Solutions
The equation describing the problem in each regime is converted to the systems of
first order ordinary differential equations by a simple change of variables,
~xi = ~y1,i, ~̇xi = ~y2,i. (4.17)
The substitution of the new variables into equations (4.15)–(4.16) results in 6N first
order equations for N fragment ions in explosion regime,








and 6N equations for the drift regime,




The resulting system of equations is solved using Matlab® and its standard ODE
solver ‘ode45’. The explosion systems of equation (4.18) is evolved until a switch-
over time when Γd ≤ λ. The output data from the explosion regime is scaled for the
drift regime systems of equation (4.19).
The Figure 4.2 shows the paths follow by the ions. The paths are traced from
the ionization chamber, through the acceleration region, to the detector. They are
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Figure 4.2: The trajectories of the positively charged ions from a molecule of ben-
zene.
super-imposed on the electric field and also show the lens system responsible for
velocity-mapping. Some of the ions seem to follow a straight linewhile some follow
a curve. Those ions that back-scatter would have to make a u-turn before heading
towards the detector, hence, the reason some of the ions follow a curve.
As a proof of concept, we compute the the time-of-flight (TOF) spectra for the
DDCB molecule in various orientations. Figure 4.3–4.5 depict the five categories of
singly charged ions H+, C+, N+, F+, Br+ in the molecule assuming complete ioniza-
tion. The double peak for Br+ is an isotopic effect. These results agree favourably
with the TOF spectra in [119], except for the multiply charged ions which are not
considered in this case. The fine structure of each peak in the histograms will be
explored in greater detail in Section 5.3.
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Figure 4.3: The TOF spectra for the DDCBmolecule with its MPA aligned along the
y-axis when it is rotated about the x-axis.
4.4 Exit Angles of Ionized Fragments
Once an ion exits the lens, it enters a field-free region, and without any external
forces, the fragments proceed to the target along straight lines. The angle at which
these leave the lens assembly is therefore of some interest in the reconstruction, and
this aspect of the CEI process is explored next. If an ion is ejected at an angle (θ, φ)
from the origin O with kinetic energy mv20/2 along z-axis then the components of
the initial velocity v0 are,
v0x = v0 sin θ cosφ, v0y = v0 sin θ sinφ, v0z = v0 cos θ. (4.20)
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Figure 4.4: The TOF spectra for the DDCBmolecule with its MPA aligned along the
y-axis when it is rotated about the y-axis.
The equations governing the dynamics of the fragment, post explosion, but still
within the lens are




In these equations, − dV/ dx = E is assumed to be a constant electric field in the
z-direction (see Section 3.3), m is the mass of the ion and q is the charge. The ion
is accelerated along the lens in the z-axis until z = La, and then feels no external
force as it travels to the detector at L = Ld  La. The position after time ta, when
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Figure 4.5: The TOF spectra for the DDCBmolecule with its MPA aligned along the
y-axis when it is rotated about the z-axis.
z = La is after time t, is
X = v0xta, Y = v0yta, La =
qEt2a
2m + v0zta, (4.22)
and taking ρ as the ratio of electrostatic to kinetic energy,
ta =
(cos2 θ + ρ)1/2 − cos θ
ρv0/2La
, ρ = 2qELa
mv20
. (4.23)
Using a similar triangle argument for the free streaming region to the detector in-
troduces an amplification factor of Ld/La. Therefore, the position of impact on the
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At this point we note that φ is easily obtained with the ratio of the components


















Solving for {cos θ, sin θ, cosφ, sinφ} the exiting coordinates of the ion are placed on
a unit sphere so that
Xε = sin θ cosφ, Yε = sin θ sinφ, Zε = cos θ, (4.26)
which is used as initial guess for simplex algorithm.
There are two limiting cases of the energy ratio that can be useful to check the
solutions for (4.25). If the kinetic energy is much smaller than the work done in
transiting an ion, then ρ→∞. In this limit,




cos2 θ sin2 θ (4.27)
and as a result, in this limit








(X2 + Y 2)
)1/2
. (4.28)
For ρ→ 0, when the kinetic energy is much larger than the work done in transiting
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an ion,
X2 + Y 2 → 2Ld
ρ
cos θ sin2 θ (4.29)
and as a result, in this limit
cos3 θ − cos θ + ρ2Ld
(X2 + Y 2) = 0. (4.30)
To reconstruct the geometry of a molecule, we need a repertoire of techniques,
that restore the fragments from their positions on the detector to where they were
prior to a Coulomb explosion. The next chapter explores the resulting TOF spec-
trum and how it can be used to infer the structure of the exploding molecule.
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5.1 Correlations
In Chapter 3 the velocity mapping lens groups the fragments according to their
initial velocity. One way to envision this is to classify the fragmentation of a parent
molecule into a variety of channels.When there aremany fragments aswith DDCB,
classifying the detected fragments into these various channels is the first step in a
reconstruction process. Computing the correlation of the flight time distribution
can provide this information. Correlation provides a means to “sieve” or separate
fragments that may not be part of the parent molecular ion that fragmented. Cor-
relation is a measure of the statistical relationship between two or more random
quantities of interest [47, 92, 93, 118, 119]. It is commonly used in experiments like
CEI where there are potentially a large number of detected fragments [47, 137].
It is a choice method in this type of experiment because it eliminates false coinci-
dences [31] and reveals relationships that are otherwise hidden in raw data [102].
False coincidences could be due to either the accidental covariance of a pair of frag-
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ments from different molecules [28, 92, 93], or due to the fragments from different
fragmentation channels altogether [31].
The correlation measure ranges from −1 to 1, where −1 implies perfect anti-
correlation, 0 no correlation, and 1 a perfect correlation. In practice, the correla-
tions are visualized via a covariance map. The correlation strength, calculated by
the Pearson coefficient, is a form of normalized covariance of random quantities
of interest. The covariance map is preferred over the Pearson correlation coefficient
because it provides an absolutemeasure of parentmolecular ions, and is able to dis-
entangle contributions from fragments due to false coincidences that are detected
at the same channel peak positions [137]. Correlations have different types, clas-
sified based on the number of random variables being correlated simultaneously.
For instance, Figure 5.1 gives a correlation of two randomvariables. In the following
subsections, two-variable, three-variable, and pairwisemultiple correlations are ex-
plored.
5.1.1 Two-variable Correlation
The covariance between two measured signals A = {Ai}Ni=1, and B = {Bi}Ni=1,
which randomly vary together is defined as





〈A〉 denotes the average of signal A, over N laser shots. The term 〈AB〉 gives the
effective overlap between the signals A and B, and the product 〈A〉〈B〉 corrects the
correlation for false coincidences [137]. The covariance of a signal with itself is the
variance. The random variables, considered as signals, can be a TOF, the angular
distribution or the radial distribution. Covariance maps are used to determine cor-
relations between fragments from different channels [27, 28, 119]. Finally, the use
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Figure 5.1: TOF covariance map of CS2 computed from laboratory data.
of an imaging apparatus, with a single detector, will make available a single TOF
spectrum.
The covariance is calculated by takingB = AT, and this imposes an auto-correl-
ation and a mirror symmetry across the diagonal of a covariance map. Figure 5.1
shows the covariance analysis of the data from a CE experiment. The correlation
between a CS+ and S+ shows that a parent molecular ion CS2+2 fragmented. Also,
the lack of correlation between C2+ and CS+ suggests that a parent molecular ion
C2S3+ would not have been fragmented in an imaging experiment of CS2 molecule.
The covariance map, as a visualized matrix like Figure 5.1, can be used to filter out
non-participating signals.
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5.1.2 Multiple-variable Correlations
The covariance between two variables can be extended to more variables, this is
called multiple correlation. In addition to X and Y, let Z be another quantity of
interest, then the multiple correlation is given as [46, 47],
cov(A,B,C) = 〈(A− 〈A〉)(B − 〈B〉)(C − 〈C〉)〉
= 〈ABC〉 − 〈BC〉〈A〉 − 〈AC〉〈B〉 − 〈AB〉〈C〉+ 2〈A〉〈B〉〈C〉,
(5.2)
which is a volume map with the autocorrelation line along x = y = z, and three
autocorrelation planes, x = y, y = z, and z = x. The extension of multiple cor-
relation to the four random variables has been demonstrated to fail to correlate
properly [137].
For a four random variable covariance,
cov(A,B,C,D) = 〈ABCD〉 − 〈ABC〉〈D〉 − 〈ABD〉〈C〉 − 〈ACD〉〈B〉
− 〈BCD〉〈A〉+ 〈AB〉〈C〉〈D〉+ 〈AC〉〈B〉〈D〉+ 〈AD〉〈B〉〈C〉
+ 〈BC〉〈A〉〈D〉+ 〈BD〉〈A〉〈C〉+ 〈CD〉〈A〉〈B〉 − 3〈A〉〈B〉〈C〉〈D〉,
(5.3)
and generally, for anM random variable covariance,







As the number of random variables increases, there is a challenge of visual-
ization as it requires an M dimensional space to visualize the covariance map of
equation (5.4). Apart from computational complexity, for an M variable covari-
ance to be able to effectively decipher independency among its random variables,
it may require that one variable be independent of the otherM−1 variables, i.e. the
M − 1 variables have to be dependent. Therefore, covariance is not always reliable
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for correlating more than three random variables.
5.2 Pairwise Multiple Correlation
To find away around the challenges of multi-variate correlations, we are proposing
that bivariate (two variable) correlation be used. This approach is premised on the
following statement:
Proposition 5.2.1. If there is a correlation between A1 and A2, and between A2 and A3,
then there is correlation between A1 and A3 provided A2 has a nontrivial variance.
Proof. Let an event Ai = {Ai,j}Nj=1 be characterized by N samples where i = 1, 2, 3.
Using this notation, the covariance between two events can be computed with an
inner product so that
cov(A1, A2) = (A1 − 〈A1〉)T(A2 − 〈A2〉), (5.5)
cov(A2, A3) = (A2 − 〈A2〉)T(A3 − 〈A3〉) (5.6)
and moreover, a simple expansion can verify that
A3 − 〈A3〉 =
(A2 − 〈A2〉) cov(A2, A3)
‖A2 − 〈A2〉‖2
. (5.7)
Pre-multiplication by A1 − 〈A1〉 gives the expression
cov(A1, A3) = (A1 − 〈A1〉)T(A3 − 〈A3〉) =
cov(A1, A2) cov(A2, A3)
‖A2 − 〈A2〉‖2
, (5.8)
provided that ‖A2 − 〈A2〉‖ 6= 0. From the proposition, both cov(A1, A2) 6= 0 and
cov(A2, A3) 6= 0. Consequently, (5.7) implies that cov(A1, A3) 6= 0. The one possible
exception is ‖A2−〈A2〉‖ = 0 which is only possible ifA2,j = 〈A2〉 for j = 1, 2, . . . , N .
In this situation (5.5) illustrates that cov(A1, A2) = 0 = cov(A2, A3).
74
Chapter 5. Aspects of the TOF Spectrum 5.2. Pairwise Multiple Correlation

















Figure 5.2: Experimentally generated TOF spectrum for CS2 molecule with the
peaks identified. Among the peaks are the C+ and CS+ which cannot be fragments
from the same parent molecule.
To use this technique, a base random variable is chosen and its pairwise covari-
ancewith theM−1 other variables is determined. For instance, considerM = 3 and
random variables A1, A2 and A3. Choosing A1 as the base, we compute cov(A1, A2).
If there is, accept (A1, A2) and useA2 as a new base random variable to correlateA3.
If there is no correlation between A1 and A2, reject A2 and find covariance between
A1 and A3, and repeat this process until all the random variables are exhausted.
For a CS2 molecule, the fragments from the VMI experiment are shown in Fig-
ure 5.2. The combination of the C+ and CS+ is not possible. In Figure 5.3, the pair-
wisemultiple correlation concept is demonstratedwith S+ as the base variable. The
pairwisemulti-correlation shows that there is a correlationwith CS+ and C+, which
in the notational form S+(CS+, S+). Also, other peaks are used as base variables
and the results show: CS+(S+) and C+(N+/N2+2 , S+). The correlation of C+ with
the nitrogen ions might be due to its closeness to the carbon ion’s peak or some
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Figure 5.3: Demonstration of how pairwise multiple correlation works. The S+ is
taken as a base random variable, and it shows some correlations with CS+ and C+,
i.e. S+(CS+, S+). The filled circles are on the peaks that are correlated.
intermediate states.
5.3 Ion Counts per Peak
Each fragment species has a predicted time of arrival at the target, T0, that is propor-
tional to the charge to mass ratio1. This characteristic time of arrival has a distinct
structure due to the alignment of the fragments.
The area under each of these peaks yields the total number of detected ions of
that species. Although this is valuable information to determine the structure of
the molecule, it is confounded by the fact that not all fragments can be ionized.
Figures 5.4–5.5 show the fine structure of the peaks due to the alignment of the
DDCB molecule (see Figure 1.3). From the probability density function, there is
1In detail the arrival time T0 ∝ (m/q)1/2.
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Figure 5.4: The (upper) probability distribution and (lower) cumulative distribu-
tion for the DDCB molecule, with the bromide isotope ions. The MPA is aligned
with the y-axis and the molecule is rotated about the y-axis.
a definite structure indicated due to the symmetry with the number of peaks ob-
served corresponding to the number of ions on the parent molecular ion. A closer
look at the subplot for each ion species reveals a time delay related to its distance
from the rotational axis. For instance, theH+ subplot shows 3distinct peaks for the 5
hydrogen atoms on the DDCB rings, which corresponds to their possible position-
ing on themolecule. The heavier ion,Br+, depicts 2 sharp peaks for the non-isotopic
ions which corresponds to 2 bromine atoms on the DDCB rings.
In the subsequent analysis we will derive the observed probability distribution
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Figure 5.5: The (upper) probability distribution and (lower) cumulative distribu-
tion for the DDCBmolecule, the bromide ions are non-isotope. The MPA is aligned
with the y-axis and the molecule is rotated about the y-axis.
for a simple fragment. Due to the alignment of the molecules, we will show that
this distribution of flight times is approximated by a sequence of arcsine distribu-
tions, and that Figures 5.4–5.5 are consistent with this derivation. For each species
of an ion, all member-fragments contribute proportionately to the distribution. It is
informative to disentangle the distribution into its fragmental components. There-
fore, we begin by finding the probability distribution for the flight time of each
photofragment.
With this is mind, consider a non-interacting fragment that is emitted with a
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nonrelativistic speed, v0, in a random direction. It is characterized by a polar angle,
θ, with the axis of the TOF tube, and, φ, in the azimuthal direction.We are interested
in the TOF of the fragment, andwe suppose that the particle is emitted at the origin
and resolve the motion in the z-direction. Moving in the direction of the target, we
suppose that the fragment experiences a constant electric field for a distance d (also
in the negative z direction for a back scattered fragment) and beyond that a distance
Ld to the target where there is no electric field. In this situation the TOF consists of
the time to pass through the lens apparatus, te, followed by the drift time, td, where
d = qE02m t
2
e + v0te cos θ, Ld =
qE0
m
tetd + v0td cos θ. (5.9)
Solving for the TOF T = te + td gives
T = −mv0
qE0



































, δ = 2d
Ld
. (5.11)
The factor, ε, is the ratio of the kinetic energy of the fragment compared to the en-
ergy imparted by the electric field of the lens system. For a carbon atom at 100 K





0 = kBT ∼ 1.38× 10−23 J K−1 (100 K) ∼ 10−21 J (5.12)
where kB is Boltzmann’s constant, and corresponding to an average speed of v0 =
(2Ek/m)1/2 ≈ 371 m s−1  c, justifying the nonrelativistic initial speed.
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Figure 5.6: The behaviour of T (θ)/Γ−1− δ and T0(θ)/Γ−1− δ as a function of cos θ
which are indiscernible for the chosen parameter value. For both plots the nominal
values are given by:m = 100mp, q = qp, E0 = 2.5× 105 V m−1, d = 10−2 m, Ld = 1 m,
v0 = 371 m s−1. These parameters give Γ(1 + δ) = 14.4 µs.
According to Table 4.1, the energy from the electric field using d = 10−2 m is
Ee = qE0d = 2.5× 103 eV ∼ 4.0× 10−16 J (5.13)
















Both expressions (5.10) and (5.14) depend on ε and δ and Figure 5.6 illustrates
2Setting ε1/2/10 < δ < 10ε1/2 gives a speed range of 139 m s−1 < v0 < 13900 m s−1. For even
lower speeds the dependence on ε can be neglected with respect to δ.
80
Chapter 5. Aspects of the TOF Spectrum 5.3. Ion Counts per Peak
their behaviour as a function of cos θ. For simplicity we focus on the approxima-
tion (5.14) and in particular the case when δε−1/2 < 1 (low speeds) so that T0 is
one-to-one with a unique inverse. All of the possible orientations θ ∈ [0, π] are
equally probable, and this generates a probability distribution for the TOF given
by (5.14). In this case if Θ is the random variable for a given angle then the cdf of
Θ is
Prob(Θ ≤ θ) = FΘ(θ) =
θ
π
, 0 ≤ θ < π. (5.15)
The corresponding TOF, T0, has a cdf given by
FT0(t) = Prob(T0 ≤ t) = Prob
(
−δε1/2 cos θ − ε2 cos



























assuming that v0 is small enough to ensure δ/ε1/2 > 1 and using (5.15). The pdf for







u− δ2 − u)1/2
, u = δ2 + 2δ + 2− 2tΓ , (5.17)
with the restriction that
1 + δ − ε2 − δε




The practicality of using (5.17) faces two difficulties as shown in Figure 5.7.
First, the asymptotic nature at the upper and lower bounds and second, the rela-
tive flatness, reminiscent of a uniformdistribution, for all of the states in the interior.
Because of these difficulties, it is advantageous to use the cumulative distribution
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Figure 5.7: The (left) cumulative and (right) probability distribution of the TOF as
given by (5.16) and (5.17) respectively. The ordinate is scaled by the transformation
t 7→ (2t−t1−t2)/(t2−t1) so that the interval [t1, t2] 7→ [−1, 1] where t1 < t2 are given
by (5.18). The minimum of the pdf is scaled by its approximate value of πΓδ√ε.
function (5.16) so that one can include all of the arrivals up to and including the
time of interest. By fitting the experimental data to F (t), the corresponding proba-
bility function can be estimated, if required, by differentiation.
To characterize the distribution (5.14) requires three values due to the quadratic
behaviour. To this end we note that T0(π/2) = Γ (1 + δ) with
T0(0) = Γ
(
1 + δ − δε1/2 − ε2
)
, T0(π) = Γ
(
1 + δ + δε1/2 − ε2
)
, (5.19)









+ T0(π) = −Γε. (5.20)
This allows us to state the cdf (5.17) as
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For a situationwithmultiple fragments, each individual fragment generates a prob-
ability curve in this same family. If we associate {αi}Ni=1, αi > 0 with the proportion
of the contribution of a fragment to the TOF distribution. The observed experimen-
tal TOF distribution is denoted by Fdata. With appropriate domain restrictions, we






















where 0 ≤ cos−1(·) ≤ π and the triple, (∆1i,∆2i, T0i(π/2)), that specifies each frag-
ment, is chosen fit to those elements of Fdata pertaining to each fragment. The error




αi = 1, αi > 0 ∀i. (5.24)
In the Figure 5.8, the distribution and density functions for each species of a
DDCB molecule is presented side-by-side. In the Figure 5.9, the density function
of each fragment in a species is shown, with the mean flight time shifted to zero.
Scaling the TOF by shifting the average flight time is necessary because in doing
so, we strip the fragments of their chemical identities. The time difference ∆T is
a function of the position of fragments on the parent molecule. Specifically, the
further a fragment is from the axis of rotation, the larger the observed variance in
the TOF.
For instance, if a molecule’s MPA is aligned parallel to an axis, and the molecule
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Figure 5.8: The cumulative distribution (left) and probability density functions
(right) of the DDCBmolecule. The flight times of the fragments are generated from
the rotation of the DDCB molecule about the y-axis and the MPA of the molecule
is aligned with the y-axis.
is rotated about the same axis, then all the fragments on the MPA would have a
narrower distribution, while those away from it would have a wider distribution.
These features are usually concealed in distributions illustrated by histograms be-
cause the fragments are routinely not aligned. The advantage of separating amolec-
ular distribution into its individual fragmental distributions is that we can estimate
a much more accurate TOF for each fragment and information into their relative
orientations, at the time of the Coulomb explosion. This information hints towards
an underlying molecular structure.
To explore how much information about the molecule is revealed by the dis-
tribution of the fragments, a BiPhenyl (DDCB) molecule and a benzene molecule
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Figure 5.9: The DDCB molecule and the associated distributions when the mole-
cule is rotated about all the axes. (a) The biphenyl rings with twenty-three possible
fragments (b) when rotated about the x-axis, (c) when rotated about the y-axis,
and (d) when rotated about the z-axis. The MPA of the molecule is aligned with
the y-axis.
are considered. This is important because determination of a molecular structure
from the TOF is an inverse problemwhich is characteristically ill-posed. Therefore,
existence, uniqueness, and continuous dependence of the solution (i.e. molecular
structure) on initial conditions are concerns. Knowing so much about the structure
we seek will help in deciphering the structure to expect on inversion. The BiPhenyl
(DDCB) molecule in the Figure 5.9(a), has its MPA aligned parallel to the y-axis,
with the upper ring on the z-plane but its lower ring is slightly off the plane. The
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Figure 5.10: Benzene and the associated distributions when the molecule is rotated
about all the axes. (a) A benzene molecule with 12 possible fragments, and the
distribution (b) when rotated about the x-axis, (c) when rotated about the y-axis,
and (d) when rotated about the z-axis.
Figure 5.9(b) is the distribution obtained by rotating the molecule about the x-axis,
the Figure 5.9(c) shows a spike at the centre which is associated with the seven
fragments that are lying on the MPA along the C-C bond. The slight lack in sym-
metry, indicates the two rings are not in the same plane. Finally, the Figure 5.9(d)
is only a single distribution, with the support on the order of 10−5.
In Figure 5.10(a), the benzene molecule is on the plane z = 0 and the molecular
axisH-C-C-H is alignedparallel to the y-axis. Figure 5.10(b) depicts four distribution
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curves in the form 2-2-4-4, that is, the outermost curve is for outermost fragments
(2 hydrogen ions), followed by the next curve for another two fragments (2 carbon
ions), then the third curve for another set of fragments (4 hydrogen ions), and
the innermost curve for four fragments (4 carbon ions). The Figure 5.10(c) is the
distribution obtained by rotating themolecular Benzene about the y-axis. There are
three curves indicating a distribution in the form 4-4-4. The outermost curve is for
four fragments (4 hydrogen ions), the next curve is for another four fragments (4
carbon ions) and on the y-axis, four fragments (2 hydrogen, 2 carbon ions). Finally,
in the Figure 5.10(d), there is only a singular distribution. This is an indication that
all the fragments are in the plane z = 0. Note that all the 12 benzene fragments have
components in z = 0, but only 5 of the DDCB fragments have this property.
5.4 Distribution Optimization
The equation (5.23) requires an optimization approach to determine the parame-














where Ω = (α, a,b, c) is a solution set. Figure 5.11 shows a single distribution on
the left, which is a linear combination of four distributions on the right. There are
a few issues with equation (5.25), that need to be addressed before optimization.
• The ranges of t need to be scaled to lie between (−1, 1) for the distribution be-
tween 0 and 1.Hence, there is a set of parameters (a,b, c) for each constituting
distribution;
• The domain of the square root must be checked carefully. This is inconvenient
whenusing a standard optimization solver such as theMatlab® function fmin-
87
5.4. Distribution Optimization Chapter 5. Aspects of the TOF Spectrum











































Figure 5.11: The left plot is a linear combination of the four distributions on the
right. The goal of the optimization is to find the parameters that combine the four
distributions into one.
con();
• The linear combination of the distributions to one distribution is a compli-
cated combination for t > 0, hence the optimization is applied to the half of
the distribution, i.e. for t ≤ 0, and symmetry is applied thereafter to complete
the probability density function of interest.
For the linerization of the argument of the probability distribution, we define,
χ(t) =
(
a2 + 2(t− c)
b
)1/2
− a, − 1 ≤ χ(t) ≤ 1, (5.26)
88
Chapter 5. Aspects of the TOF Spectrum 5.4. Distribution Optimization
















Figure 5.12: Two cases each of linear (5.27) and non-linear (5.26) arguments are
considered, with case 1: a = 2, b = 0.15, c = 0, and case 2: a = 2, b = 1, c = −1.7.
The requirement −1 ≤ χ(t) ≤ 1 holds for the linear cases but it fails to hold for
non-linear case 1.
which is expanded as,
χ(t) = a











+ . . .− 1





∣∣∣∣∣ < 1, ab 6= 0. (5.28)
Figure 5.12 shows two cases each for instances when the argument χ(t) is linear
and non-linear. The parameter values for each case are chosen so that the condi-
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tions for linear expansion are satisfied. For the linearized cases, the requirement
χ(t) ∈ (−1, 1) is met. For the nonlinear case, only case 2 meets this requirement.
Whenever χ(t) 6∈ (−1, 1) either at the start of the optimization due to the initial
guess or during the optimization process, the optimization technique would not
converge to a reasonable solution.
5.5 Super-resolution
The detector efficiency is often limited due to a diffraction limit3, i.e. a fundamen-
tal limit imposed on resolution by most imaging systems [19]. This limitation in-
troduces measurement errors into the detected signals. To combat this effect, it
is advantageous to seek a technique that is somehow capable of revealing struc-
tures within the data that are on a finer scale than that provided by the measured
data. The concept of super-resolution seeks to recover signals as point sources from
noisy band-limited data by extrapolating the low frequency band to a higher fre-
quency [19, 20].
The underlyingmathematical theory of this technique of super-resolution is de-
tailed in [19, 20, 43], but is adapted here for the purposes of a Coulomb explosion.
Suppose that we have a flight time for an ion T ′(θ) which is a measurement of the
actual time of arrival T (θ) that is detected by a low-resolution CCD camera; with a
low-pass kernel operatorKlo and cut-off frequency flo that characterizes the camera,
and some noise z(θ) which can either be stochastic or deterministic. Themathemat-
ical expression relating T ′(θ), Klo, T (θ) and z(θ) is [19],
T ′(θ) = (Klo ∗ T )(θ) + z(θ), (5.29)
where θ ∈ [0, 2π), is an arbitrary support for the signals, and flo is the frequency
3Rayleigh’s criterion defines the value for the diffraction limit.
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Figure 5.13: A sketch demonstrating the super-resolution technique [19]. The su-
per-resolution concept is to extrapolate the measurement from the low-frequency
to high-frequencymeasurement (lower right), whose peaks coincidewith themag-
nitudes of the signals.
at which T (θ) was observed. Note that for a unit speed, the associated wavelength
with this frequency satisfies flo = 1/λlo.
The idea of super-resolution, see Figure 5.13, is to retrieve T (θ) at higher res-
olution with frequency fhi = 1/λ > flo. One way to achieve this, as suggested
in [19, 20, 43], is to solve the optimization problem,
arg min
T̃
‖T̃‖1 subject to ‖Klo ∗ T̃ − T ′‖1 ≤ δ, (5.30)
until a resolution given by fhi > flo. The underlying idea is that T̃ is chosen to be
consistent with the T ′ within a certain accuracy δ. Over all such T̃ we choose the
one that is minimal in a consistent way. In the problem as stated, the norm ‖ · ‖1
is the L1 norm which is suitable for sparsity regularization [136] and T̃ ≈ T . The
analysis of a super-resolved signals would yield an improved result, provided that
the time difference between two signals exceeds 2λc, where λc denotes a cut-off
wavelength. The super-resolution may be used in conjunction with a covariance
map i.e. a mapping of correlations between signals.
Progress with increasing resolution along these lines has been recently accom-
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plished in the signal measured by the non-axial recoil of the fragments [27]. This
is evidenced by additional blurriness (or width) of the covariance maps that can
be improved upon by “deconvoluting” the non-axial recoil from the measurement
signal. This technique requires that two identical fragments recoil from opposite
sides of the parent molecule and the details can be found in [27, 28].
To reconstruct the geometry of a molecule, we need a repertoire of inverse tech-
niques that restores the pattern on the detector to a possible set of initial configu-




6.1 Issues with Inversion
For a complex molecule, a Coulomb explosion (CE) produces many ionized frag-
ments. Irrespective of the number of ions formed and their nascent location in the
ionization chamber, almost all the ions reach the detector and are detected. The
fragments are identified on a time-of-flight (TOF) spectra, and with an increase in
the number of atoms in the molecule, the number of fragmentation channels also
increases. In fact, as we have seen earlier, when equippedwith a velocitymap imag-
ing (VMI) lens, all the ions with the same initial velocity hit virtually the same spot
on the Pixel Imaging Mass Spectrometer (PImMS) camera.
6.1.1 Complexity Barrier
The increased number of ions can easily congest the TOF spectrum. As a variety
of fragments are collected, with various amounts of ionization, two or more frag-
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ments can cluster under the same peak on the TOF spectra. This is because each
peak is identified with a mass per charge, and it is not possible to isolate charge
number from the mass. In addition, the laser interaction with the molecules intro-
duces different ionization processes, whichmeans that the flights times recorded in
a Coulomb explosion imaging (CEI) experiment are usually from molecular ions
that are fragmented through different channels.
Finally, it is also possible that the ionization chamber contains moisture or other
foreign molecules that can participate in the laser-molecule interaction and their
fragments detected and recorded. These mixed-clustering of ions, multiple frag-
mentation channels, and ionization of unwanted molecules all contribute to the
complexity of the experimental TOF spectra. The concepts of multiple correlations
and super-resolution would help to simplify the TOF spectra by removing these
conflicting fragments.
6.1.2 Super-resolution and Multiple Correlation Effects
Recorded TOF spectra are also subject to error through a low-resolution measuring
device, like a CCD camera. These measurements conceal the actual signals, and
pre-processing them with correlations followed by super-resolution techniques,
may improve analysis. The order of pre-processing the data with correlation be-
fore super-resolution is important because super-resolution requires a minimum
separation between signals. So, starting with correlations, false coincidences must
be first removed from the spectrum. Super-resolution can only be accomplished
if the remaining signals meet the minimum separation requirement [19]. Super-
resolution also has the advantage of imposing a restriction on the possible structure
prediction. This is due to the fact that, at higher frequency, the width of the high
resolution measurement is narrower. This means that the spherical sector within
which the corresponding fragment can be found is smaller. Despite the reduced
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spherical sector, there is still uncertainty regarding the initial position of the frag-
ments which can frustrate finding the structure of the molecular.
6.1.3 Single Planar Focusing
It was noted back in Section 3.4.2 that not all fragment masses can be in simultane-
ous focus. The fragmentwith the smallestmass per charge is the preferred fragment
for detector calibration. For the other fragments, the TOF information needs to be
adjusted to compensate before an inversion technique is attempted.
6.2 Integral Transforms in Imaging
A PImMS equipped with a VMI lens produces a 3D-molecular structure that is
projected by an electrostatic lens onto the PImMS detector. The projection is in a
plane, thereby resulting in a 2D image of the molecular structure. The 2D image,
having a reduced dimension, will usually result in loss of some information about
the original object. The projection is formulated as an Abel transform of the 3D
structure, and the inverse Abel transform of the projection is able to reconstruct the
3D molecular structure from its projection.
To generate a projection in aVMI experiment, the points of impact on the PImMS
detector are assigned a pixel by centroiding. In this way a single pixel is associated
with a particular impact position and the address of this particular pixel is recorded.
A contemporary PimMS detector is comprised of 72× 72 pixels. To generate a data
set that is admissible for an inverse Abel transform, the pixel intensity is calculated.
This is achieved in a cumulative fashion throughout the experiment by startingwith
a 72× 72 zero matrix. Each entry of the matrix corresponds to a pixel, and as each
impact is recorded at a pixel, its corresponding entry in the matrix is increased by
one. This intensity matrix, P (x, y), with an assumption of cylindrical symmetry is
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usually along the polarization vector of the laser [37, 39, 41, 123], allows an inverse
Abel transformation to reconstruct a 3D distribution from its 2D projection.
6.2.1 Abel Transforms
Due to the nature of the CEI, the distribution pattern of fragments in the three-
dimensional Newton sphere, I(r, z), is a function of only two coordinates in a cylin-
drical coordinate system. If P (x, z) defines the 2D projection of I(r, z) on the (x, z)-
detector plane, then these two quantities are related by the Abel integral






This expression is invertible implying that knowledge of P (x, z) allows the recon-
struction of I(r, z) by evaluating the inverse Abel transform




dP (x, z)/ dx√
x2 − r2
dr. (6.2)
There are two concerns with equation (6.2), one, the need for the derivative of
the 2D projection, which are discrete values, and second, the singularity along the
line x = r.
6.3 Inversion Methods
There are different methods for achieving the Abel inversion in charged particle
imaging applications, and prominent among them are the Fourier-Hankel tech-
nique [39, 120, 9] and the Gaussian basis-set expansion method [39]. The Fourier-
Hankel technique is known for its speed and satisfactory reconstruction for small
dynamic range, but high-quality images. However, it magnifies noise in projec-
tions and produces artifacts in some images [39]. The Gaussian basis-set expansion
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method addresses some of the draw-backs of the Fourier-Hankel technique. Both
methods circumvent the need to compute the derivative of the projection data ma-
trix. In the following sectionwe explore both techniques in detail with respect to the
reconstruction of experimental data. The two commonly used techniques in imag-
ing to invert an Abel transform are the Fourier-Hankel inversion and the Gaussian
basis-set expansion method.
6.3.1 Abel Inversion
The inverse Abel transform is computed by first taking the Fourier transform of the
projection data, and then taking its inverse Hankel transform. Due to symmetry
in the imaging experiment, each latitudinal slice through the Newton sphere is an
axisymmteric 2D distribution [123]. Inverting the projection data line by line will
each give a 2D cross section whose union reconstructs the Newton sphere. So, if





s(x, y) dy, (6.3)
and its Fourier transform is,






s(x, y) dx dy. (6.4)






e−2πikr cos θs(r, θ)r dθ dr. (6.5)
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Further simplification is possible if s(r, θ) = s(r), i.e. s is axially symmetric. In this
case the angular integral
∫ 2π
0
e−2πikr cos θ dθ = 2πJ0(2πkr) (6.6)












In this representation, the cylindrically symmetric cross section s(r), is the Hankel
transform of the Fourier transform of the experimental data.
6.3.2 Basis Expansion
The basis expansion approach is purposefullymeant to overcome some of the draw-
backs of Hankel-Fourier transform. These drawbacks include the need for image
deblurring, i.e. data restoration [123] and the inability to properly handle exces-
sively noisy images [39]. The basis expansion method is detailed in reference [39],
but its skeletal form is stated here. By symmetry, a 3D object I(r, z) is a combination
of a 2D latitudinal slices fk(r, z) in the image space, their respective projections are
related by combination. Mathematically, at a position (xi, zj), the projection rela-
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where k is the slice number, ck ∈ R, and [39]
Gkij = 2
∫∫





dr dx dz. (6.10)
The function h simulates the finite resolution of the instrument detecting these col-
lisions. To simulate perfect resolution, one takes h(x, z) = δ(x)δ(z). For simplicity, h
is assumed to be separable, meaning that h(x, z) = h1(x)h2(z). Factoring the Gaus-
sian basis for fk(r, z) into two bases ρk(r) and ζk(z), and putting all of these terms






XkiCkmZmj, P = XTCZ (6.11)
in either component or matrix notation. For example, suppose there are M mea-
surements in the r coordinate and N measurements in the z coordinate so that the
projection matrix P ∈ RM×N . If the basis sets are {ρk(r)}Rk=1 and {ζk(z)}Sk=1 then
X ∈ RR×M , Z ∈ RS×N , and C ∈ RR×S . Note that in practiceM  R, and N  S.
To optimize (6.11) with respect to C we consider this as an optimization on
the rows of CZ and then on the rows of C through their combination by Z. For a
column vector of measurements ~y ∈ RN×1, the best ~x ∈ RM×1 (N M), where we
maintain ~y = A~x, and constrain the size of ~x, both in L2, is found by minimizing
f(~x) = ‖~y − A~x‖22 + q21‖~x‖22. (6.12)






Alternatively, for a row vector of measurements ~v ∈ R1×N the best ~u ∈ R1×M , again
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(N M), where we nowmaintain ~v = ~uB, and constrain the size of ~u, is found by
minimizing
g(~u) = ‖~v − ~uB‖22 + q22‖~u‖22. (6.14)
The solution in this situation is found by setting∇~ug(~u ∗) = ~0 is





Returning to (6.11), and denoting ~p as a column of P , and ~d as a column of CZ,
optimizing











Denoting a row of C as ~c, and a row of P as ~q,
g(~c) =
∥∥∥∥~cZ − (XXT + q21IR)−1X~q ∥∥∥∥2
2
+ q22‖~q‖22 (6.18)





















Chapter 6. Inverse Techniques 6.4. Reconstruction by Minimization
Both the Hankel-Fourier and basis expansion methods are used in the image
reconstruction of molecules.
6.4 Reconstruction by Minimization
This theme of finding a solution by minimizing an appropriate objective function
is quite robust to noise, and makes it a strong candidate for further investigation.
There are two separate methods of reconstruction that are considered. Time rever-
sal attempts to follow the fragments from the detection screen to a common start-
ing point. This method suffers when the strength of the nonlinearity exceeds some
threshold. This is typical of standard existence and uniqueness theory [101].
The second family of methods use the Nelder-Mead algorithm to solve an un-
constrained minimization problem in n dimensions where n is related to the num-
ber of fragments. The idea being that at each iteration, a simplex consisting of n+ 1
points is maintained that tumbles towards a minimum value associated with the
original molecular configuration. This behaviour is often used to justify the unfor-
tunate terminology of referring to Nelder-Mead referred as the “downhill simplex
method”. This method should not be confused with Danzig’s simplex algorithm
used to solve linear programming problems. In this latter method, one tests adja-
cent vertices within a feasible set which itself defines a polytope or simplex.
6.4.1 Simplex Algorithm
The Nelder-Mead simplex method is a direct search method based on function
evaluations. It has the properties of minimum computational requirements, e.g.
storage and coding, and low sensitivity to noise in the function [36]. The capac-
ity of the method to search for a solution in a function that consists of electrostatic
force, which is noisy, and sensitive to differentiation, makes it suitable for molecu-
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lar geometry reconstructions. The basis of the workings of the algorithm is detailed
in [11, 12, 36], and its application to some small planar molecules can be found








(~Vε − g( ~X))2, (6.22)
is the structural cost function to beminimized, ~Vε are asymptotic velocities. The g(·)
is a function that uses the guessed initial positions to compute asymptotic veloci-
ties. The idea is that we are looking for a geometry that minimizes the structural
cost function. Such geometry should have asymptotic velocities that match ~Vε, sub-
ject to a predetermined tolerance, ε. The minimization approach deployed in the
molecular geometry reconstruction is the iterative simplex algorithm. The simplex
algorithm is provided as a fminsearch() function in Matlab®. The required input to
the function is structural error f , which is to be minimized, and the initial guess
for the molecular structure. The estimated asymptotic position is used as the initial
guess for the molecular structure. The output from the fminsearch() is continually
fed back as the new initial guess until the stopping criteria, ‖f‖ ≤ ε. Though the
simplex algorithm is used as a “blackbox” wrapped in fminsearch(), we briefly dis-
cuss some aspects of the procedure.
A simplex is a geometric figure in n dimensions of nonzero volume which is
the convex hull of n+ 1 vertices [49, 57, 73, 106]. To minimize the real-valued func-
tion f( ~X), four parameters ζ1, ζ2, ζ3, ζ4 must be specified for the four processes reflec-
tion, expansion contraction and shrinkage. These parameters are constrained so that
ζ1 > 0, ζ2 > 1, ζ2 > ζ1, 0 < ζ3 < 1, 0 < ζ4 < 1. The Figure 6.1 presents a pictorial
view of the simplex operations described below. A single iteration of the simplex
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Figure 6.1: Nelder-Mead operations performed on a simplex with n+1 = 3 vertices
where f( ~X1) < f( ~X2) < f( ~X3).
algorithm is as follows:
Ordering: Order the n + 1 vertices such that f( ~X1) ≤ f( ~X2) ≤ . . . ≤ f( ~Xn) ≤
f( ~Xn+1), where ~X1 is the best vertex and ~Xn+1 is the worst vertex.
Reflection: Compute the reflection point
~XR = ~̄X + ζ1( ~̄X − ~Xn+1) (6.23)
and its function value fR = f( ~XR). The ~̄X is the centroid of the n best points,
~̄X = ∑ni=1 ~Xi/n, and if f1 ≤ fR < fn, accept the reflected point and terminate
iteration.
Expansion: Calculate the expansion point if fR < f1,
~XE = ~̄X + ζ2( ~XR − ~̄X), (6.24)
and compute fE = f( ~XE). If fE < fR accept ~XE otherwise accept ~XR and
terminate iteration.
Contraction: Compute the Outside Contraction point if fn ≤ fR < fn+1,
~XC = ~̄X + ζ3( ~XR − ~̄X), (6.25)
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and evaluate fC = f( ~XC). If fC ≤ fR accept ~XC and terminate iteration, else
perform a shrinkage. Compute the Inside Contraction if fn+1 ≤ fR,
~XCC = ~̄X − ζ3( ~̄X − ~Xn+1), (6.26)
and evaluate fCC = f( ~XCC). If fCC < fn+1, accept ~XCC and terminate, else
perform a shrinkage.
Shrinkage: Perform a Shrinkage by evaluating f at new set of n points
~Vi = ~X1 + ζ4( ~Xi − ~X1), i = 2 . . . n+ 1. (6.27)
This process is repeated until convergence or stopping criteria is met.
One concern about the simplex algorithm is the accumulation of round-off er-
rors due to function evaluations per fragment, per iteration. While this impacts the
rate of convergence of this algorithm, the absence of derivatives make the simplex
algorithm a better choice over other optimization techniques (like steepest gradient
and Newton methods). The simplex algorithm is efficient if both the asymptotic
velocities and the positions are known. In practice, one would not always know
both, therefore there is a need to formulate another procedure for the molecular
reconstruction. In the following subsection, we derive a systematic formulation for
asymptotic position and included is a flow chart of the simplex method.
6.4.2 Simplex Flow Chart
The flow chart below in Figure 6.2 depicts the series of steps involved in the pro-
gramming of the simplex method for molecular reconstruction. As input, the iter-
ative simplex method takes in the impact positions of the fragments, ~Xf , the veloc-
ities on arrival ~Vf at the detector, the masses,M , and charges, Z. This information
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Figure 6.2: The flowchart illustrating the iterative simplex algorithm. The impact
positions and velocities { ~Xf , ~Vf} are collected together with the TOF, mass and
charge of the fragments {T,M,Z}. At every iteration the geometry is updated and
the asymptotic position and velocities { ~Xε, ~Vε} are calculated.
is used to estimate the asymptotic positions ~Xε and velocities ~Vε.
6.4.3 Cascading Simplex Algorithm
Following a Coulomb explosion, the mutual repulsion of the fragments causes the
lighter fragments to move with a higher speed, on average, than heavier fragments.
We are introducing a modified simplex method that imposes a hierarchy on the
reconstruction sequence of the fragment ions. We call it “cascading simplex algo-
rithm”. The cascading simplex algorithm operates on the basis of the heavier ions
that leave last after a Coulomb explosion in the forward problem, are positioned
first to return in an attempt to reconstruct the molecular geometry. This is an alter-
native to the simplex algorithmwhichmay prove to be suitable for largermolecules.
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It involves the following modifications to the simplex algorithms:
1. Sort the fragments by mass per charge ratio in decreasing order;
2. Position the fragments around a unit sphere and use the coordinates as initial
guesses;
3. Start with the first two (heaviest) fragments and apply the simplex algorithm
until convergence is reached;
4. Continue adding more fragments and apply the simplex algorithm until the
last lightest fragment;
5. Use the solution of items (3) and (4) as initial guesses and apply the simplex
algorithm until convergence is reached.
In the next chapter, examples ofmolecular reconstructions using this techniquewill
be shown.
6.4.4 Time Reversal
Knowing the location where a fragment impacts the detector, and its velocity upon
impact, determines the trajectory of the fragment. If all of the trajectories of the
fragments are known then, in principle, after passing through the lens system, they
would meet at the point of explosion. However, as these fragments approach one
another, the nonlinearity of the Coulomb repulsion becomes dominant, which frus-
trates the reconstruction. Consequently, we will consider the time reversal within
the drift regime, i.e. post Coulomb explosion. Thus, wewill be dealingwith a single
time and length scale.
Defining a new time variable as, t′ = T − t, the governing equation for the time
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evolution of the photofragments within the drift regime can be reformulated from,





, i = 1, 2, . . . , N,
~xi(t = 0) = ~pi0, ~̇xi(t = 0) = ~̇pi0+ ,
(6.28)
to,





, i = 1, 2, . . . , N,
~xi(t′ = 0) = ~pid, ~̇xi(t′ = 0) = −~̇pid.
(6.29)
The T is the flight time of a fragment, p is a position, and subscripts id and i0 spec-
ify a fragment at the detector and formation respectively. Letting t′ = T − t ef-
fectively reverses the time variable. Consequently, the system of equations in the
equation (6.29) is integrated from t′ = 0 to t′ = T . It is observed that the variables
of position, electric field, mass, and charge are invariant under the time reversal
transformation. The reversal of dynamics rests solely on the accuracy of the veloc-
ities or momenta of the fragments.
How then should the negative (reversed) velocity be applied? Onemight argue
that the velocity should be applied across all axes, so that a fragment can experi-
ence change in all directions. One may also argue that if we assume a strict paraxial
approximation (where axial flight is dominant over radial flight) then one can ar-
gue that the orthogonal coordinates (to the flight axis) do not change enough to
affect the flight component of the velocity. In the simulation, we demonstrate the
two sides of the arguments and the results are shown in Figures 6.3–6.4. Based on
these figures, we have a more accurate simulation when the velocity is reversed
across all axes.
There is a need to have a time reversal technique that is able to reconstruct the
molecular geometry while not over stepping the initial positions of the fragments.
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Figure 6.3: The forward (black dashed line) and backward (magenta dotted line)
trajectories of the photofragments using time reversal along all axes. The deviation
between the forward and backward trajectories is minimal.
If the positions of the ions are scaled as ~xi → L~x′i such that L > 10−10 and the
molecular ion still occupies a rectangular region within the ionization chamber,
then the initial positions of the fragment ions can be identically reconstructed by
the time reversal technique.
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Figure 6.4: The forward (black dashed line) and backward (magenta dotted line)




A Coulomb explosion imaging (CEI) experiment consists of a multitude of laser-
molecule interactions and the production of millions of charged photofragments.
With every firing of the probe laser, termed a shot, the time of arrival and impact
position of each fragment is recorded. This collection of data is called a dataframe
and varies in length as governed by the number of fragments produced.
7.1 TOF calibration
Figure 7.1 illustrates the time-of-flight (TOF) for aCEI experiment of a carbondisul-
fide (CS2) molecule with possible photofragments {C+,C2+, S+, S2+,CS+}. Other
fragments are possible, as are impurities caught up in the experimental process,
such as water vapour and atmospheric components. These impurities could cor-
respond to the collection {H+,H2O+,N+,N2+2 ,O+,O2+2 } or other species. Only frag-
ments with a positive charge are considered, since any negative charged fragment
would be be attracted to the repulsor electrode.
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Figure 7.1: Experimentally generated TOF spectrum for CS2 molecule with the
peaks identified.
To identify the fragments, one can perform a calibration with a known sample,
similar to the focusing procedure with the lens described in Section 3.4.2 with frag-
ments of different mass. Consider a simple one-dimensional dynamicmodel where
a fragment with charge to mass ratio q/m, and initial speed v0 at z = 0 experiences
a constant acceleration of qE0/m for z ≤ ` and then free streams to a target at z = L
















which can be used directly to predictm/q for any observed peak. As an alternative,
we set a0 = ZqpE0/(Mmp) = Za0p/M and v20 = 2a0p`ε2 where ε 1 provided





≈ 1.5× 106 m s−1 (7.2)
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This can now form a basis for scaling timecodes displayed in Figure 7.1 and
converting them toM/Z ratios. If one takes ε = 0 and associates timecodes T1 and
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T 21 − T 2
T 21 − T 22
(7.5)
where the timecode is permitted to have an offset. Typically the pairs, {(M/Z)1, T1}
and {(M/Z)2, T2} are pre-determined from the relative abundance of the molecule.
For instance, for a CS2 molecule undergoing a Coulomb explosion (CE), the highest
peak would be for S+ and the peak for C+ should be about half of the highest peak.
There are challenges with this process. Using equation (7.5) can be effective at
interpolation but quickly loses accuracy when applied to extrapolated peak posi-
tion. In practice, a fitting scheme that includes the newly identified peaks is much
Table 7.1: The predicted location of the peaks forCS2 using two peaks for calibration
and all peaks for calibration.
Two peaks All peaks
Species TOF M/Z (au) M/Z (au) Error M/Z (au) Error
C2+ 1517 6.01 2.74 3.27 5.989 2.08× 10−2
C+ 1546 12.01 12.01 − 12.017 6.95× 10−2
N+ 1554 14.01 14.38 0.37 14.010 4.22× 10−2
S+ 1608 32.06 32.06 − 32.060 5.74× 10−2
CS+ 1636 44.17 41.24 2.93 44.199 2.91× 10−2
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more robust. Table 7.1 shows the results of of this process applied to the CS2 peaks
of Figure 7.1. Using C+ and S+ to calibrate identified the N+ peak, but the C2+ and
CS+ peaks have a high error. Fitting on all the identified peaks reduces this error.
7.2 Reconstruction with Kinematics
Throughout this thesis, the question we want to answer is whether it is possible to
estimate the initial configuration of a molecular structure prior to a CE using mea-
surements, such as the TOF and impact positions as measured at the detector. This
is a challenging task, as evidenced in the previous chapters, owing to the fact that
the dynamics of the fragment ions are highly nonlinear. In addition, the asymptotic
initial velocities of the ions are insufficient to determine their initial positions, prior
to fragmentation, using only kinetics and kinematics.
7.2.1 Kinematic Scenario
For simplicity, we consider a single shot with perfect throughput. This is a sce-
nario where a single molecule is fragmented by a laser shot and all its constituents
become singly-charged ions. All the ions from this photolysis are assumed to be
detected and their information recorded as (x, y, t). Also known in this scenario is
the length of the flight tube L.
By invariance of the x and y-components of the velocities, which are orthogonal
to the flight axis, we can calculate the x and y-components of the momenta and
velocities for the ions, and estimate the z-component (i.e. along the axis flight tube).
The acceleration due to the unidirectional electric field ~E0 has to be accounted for
along the z-axis, which is the axis that coincides with the tube of flight. Using the
z-component of the equation (4.9) of Chapter 4 of the non-dimensional equation,
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T + La (7.6)
where z0 and v0z are the z-components of the initial position and velocity of a frag-
ment ion. The time T here is the time of flight within this drift regime, and it is a
significant portion of the total time of flight. Using above equation, we can estimate








(La − z0). (7.7)
The initial velocities and momenta of the ions that arrive at the detector are,
~vi0 = (v0x, v0y, v0z)i, ~pi0 = Mi(v0x, v0y, v0z)i (7.8)
respectively.
Assuming that the configuration energy is conserved, as the fragment ions mi-
grate post CE, the potential energy, being position dependent, is transformed into
kinetic energy. This is then partitioned amongst the fragment ions, according to
their masses. With this form of energy sharing, referred to as an energy partition,
the lighter ions take much of the available energy. The energy available for each
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7.2.2 Examples
The reconstructions that follow use equation (7.7) to estimate the initial velocities
(also known as backward velocities) of the fragment ions of a molecule. These re-
sults are then compared to the results with the actual asymptotic velocities (also
known as the forward velocities) obtained by using the exact molecular config-
uration. All examples consider a single shot of a single molecule, and every ion
produced is assumed to be singly charged.
The first reconstruction is for the symmetricmolecule cyclopropane (C3H6), (see
Figure 7.2). This is an hydrocarbon molecule with 3 carbon atoms in a triangular
ring, surrounded by 6 hydrogen atoms, with each carbon atom having 2 hydro-
gen atoms. Similar to the cyclopropane is the molecule cyclohexane (C6H12) (see
Figure 7.3), This second reconstruction has 6 carbon atoms in a hexagonal ring,
surrounded by 12 hydrogen atoms, and each carbon atom has a pair of hydrogen
atoms attached to it. The third reconstruction concerns the DDCB molecule (see
Figure 7.4) and has been described in detail in Chapter 1.
For a single shot, perfect throughput experiment, it is possible to estimate the
initial asymptotic velocities or momenta. This is not the case in practice, and mul-
tiple shots are used to build up a probabilistic result. The Figures 7.2–7.4 respec-
tively show the matching of asymptotic velocities for cyclopropane, cyclohexane,
and DDCB molecules at the explosion-drift regime interface. Before this interface,
into the explosion regime, the nonlinear dynamics dominate and reconstruction
of the actual molecular configuration becomes much more difficult. Previous at-
tempts [11, 108] in this area use optimization techniques to reconstruct the molec-
ular geometry. Common to this earlier work, only a small molecule is considered
with at most three atoms. Despite the simplicity of these triatomic molecular struc-
tures, there was sensitivity to uncertainties in the momentum vectors. It is also
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Figure 7.2: The initial velocity vectors of cyclopropane (C3H6). The forward velocity
is the recoil asymptotic velocity of an ion and the backward velocity is the recon-
structed recoil asymptotic velocity of an ion. The red circles are the ions positions,
the black dashed lines are the forward paths, and the blue lines are the backward
paths.
shown in [108] that there are degenerate geometries which make reconstruction
difficult. Existence of these degenerate structures can help classify the complex-
ity of a molecule in terms of reconstruction. These observed difficulties provide a
roadmap to improvements that can provide a better approach that can handle re-
construction of complex molecules like DDCB. In each of the Figures 7.2–7.4, the
blue curves are the reconstructed trajectories. It is observed that the ions with a
negative z-component are the most difficult to reconstruct.
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Figure 7.3: The initial velocity vectors of cyclohexane (C6H12). The red circles are
the ions positions, the black dashed lines are the forward paths, and the blue lines
are the backward paths.
7.3 Simplex Reconstruction
Both the simplex and cascading simplex algorithms provide a way to penetrate this
complexity. For illustrative purposes, these iterative minimization techniques are
applied to a variety of small molecular structures. In particular, the molecules car-
bon dioxide, methane, cyclopraopane, cyclohexane and a biphenyl ring with both
the ordinary simplex and cascading simplex algorithm techniques.
In Figure 7.6 methane is reconstructed using a simplex algorithm with asymp-
totic velocities and positions. The predicted reconstruction reproduces the original
molecule to within a configurational error of 1.15 × 10−5. The cascading simplex
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Figure 7.4: The initial velocity vectors of the DDCBmolecule. The red circles are the
ions positions, the black dashed lines are the forward paths, and the blue lines are
the backward paths.
algorithm with the exit coordinates of the fragments results in a reconstructed ge-
ometry of the methane molecule with a configurational error of 1.01× 10−4. This is
shown in Figure 7.7. The carbon ion C+ of the reconstructed molecule is translated
to coincide with the carbon ion in the exact molecule.
7.4 Reconstruction with Time Reversal
In the transformation from the drift region to the explosion regime, the scaling of
the trajectories can become degenerate within machine error. However, if the post
Coulombmolecule can be scaled into a set of distinct positions then the time rever-
sal technique can be used to attempt to reconstruct themolecule. This simplymeans
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Table 7.2: The errors in the reconstructed structure of benzene molecule. The ions
with higher mass per charge have larger errors in distance.
Ion Error Ion Error
H+ 0.0010 C+ 0.0030
H+ 0.0010 C+ 0.0035
H+ 0.0010 C+ 0.0036
H+ 0.0009 C+ 0.0035
H+ 0.0010 C+ 0.0030
H+ 0.0008 C+ 0.0030
that the time reversal approach is capable of reconstructing the immediate struc-
ture of molecular ion after explosion. The Figure 7.5 illustrates a benzene molecule
reconstructedwith this technique. The reconstructedmolecule on the left hand side
of the figure compares favourably with the original parent molecular ion displayed
on the right.
The performance of the reconstruction technique is measure by comparing the
displacement of the original fragments to their reconstructed locations. Table 7.2
lists these displacements andwe note that the lighter ions have less error. To under-
stand the difference in the errors for the positions of the carbon and hydrogen ions
we reconsider the explosion. The lighter hydrogen ions leave the explosive regime
before the heavier carbon ions so their trajectories are less susceptible to nonlinear
effects as the fragments interact. Their paths from formation to detection do not
suffer as much from this repulsive effect as the heavier ions. Therefore, the paths
of hydrogen ions are easier to re-trace than the paths of the carbon ions. This new
concept of simulation of the electric field looks promising, as it is able to overcome
the challenges of field inhomogeneity, insufficient data measured at the detector
and the “uniqueness of solution” problem.
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Figure 7.5: The molecular ion benzene is reconstructed by the time reversal tech-
nique. The right frame is the original molecular ion and the left frame is the recon-
structed molecular ion, with a configurational error within 3.8× 10−3.
Figure 7.6: The reconstruction ofmethanewith both asymptotic velocities and posi-
tions known. Both structuresmatchwith an errorwithin 1.15×10−5. The asymptotic
velocities are assumed to be known.
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Figure 7.7: Left: The reconstruction of amethanemolecule; Right: Comparisonwith
the actual methanemolecule, resulting in a configurational error within 1.01×10−4.
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chapter 8
Summary, Conclusion and Future
Work
8.1 Summary
A review of the literature concerning Coulomb explosion imaging (CEI) has re-
vealed a need for further research into the modelling of this complex process. Stan-
dard spectroscopic techniques do not give any information about the geometric
structure of amolecule being analyzed.With CEI, the initial configuration of photo-
fragments determines a distinct pattern of impacts at the detector. Extracting the
structure of the original molecule from this set of data has been the focus of this
research.
With the model we established, we have explored the dynamics of the photo-
fragments. Though the fragments propagate immediately after a Coulomb explo-
sion (CE), they pass through two distinct regimes. This change in scales requires
special treatment when simulating the trajectory of the fragments as they pass
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through the apparatus. The numerical results reproduce the experimentally mea-
sured time-of-flight (TOF) spectra.
One concern in a photofragment experiment is having a clustered spectrum
with fragments that do not belong to the parent molecule under investigation. The
first step in the data analysis is the removal of these artifacts with a covariance tech-
nique.We show that this can be generalized to three variables, but further extension
is not possible. In its place we suggest a pairwise multi-variable analysis.
Considering the lens assembly, numerical simulations show how this configu-
ration sorts the fragment trajectories based on their velocity, independent of their
position. Also apparent is how the focal plane changes as the relative potential of
the electrodes is varied. The dispersion of a lens, as a function of the velocity varia-
tion and the position variation, is derived to second order in these quantities. This
provides the capability to design a next generation of lenses that reduce sensitiv-
ity to these variations even further. Our analysis further shows that the focusing
depends on the mass per charge ratio, so all the fragments may not be focused on
the same plane. The spatial-temporal data can be adjusted to compensate for this
effect.
The TOF component of the spatial-temporal data is utilized for the covariance
map that eliminates nonparticipating chemical species. It is also used to estimate
the z-component of asymptotic velocity. However, the lack of resolution of this
quantity produces normal distributions in the TOF spectra, with each peak as-
signed to a particularmass per charge ratio. The variation in the radius of the impact
position provides a higher resolution that depends on the underlying structure of
the unknown molecule.
A variety of reconstruction techniques are developed and attempted. A mini-
mization technique based on Nelder-Mead, uses a simplex for the original config-
uration of the fragments within the parent molecule. This is informed using the
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expected exit angles of for the fragments from the lens assembly. A cascading ver-
sion of this algorithmwith a hierarchy based on themass the fragmentswas also at-
tempted. A time reversal methodwas usedwithmarginal success. This last method
is frustrated by the sensitivity of scaling when moving from the macroscale of the
apparatus to the microscale of the parent molecule.
8.2 Conclusion
Mathematical modelling allows for the gathering, analysis, and computation of
data from a multitude of sources. This includes areas from which the mathemati-
cian may not have any practical experience. By its very nature this process is cross-
disciplinary, and provides deep insight into the processes being investigated. The
research blends a variety of mathematical techniques to effectively leverage the ex-
perimental data, and is capable of reconstructing some simple parent molecules.
The covariance cannot effectively be generalized to more than three variables,
which closes this avenue to reconstruction. However, a pairwise multiple variable
analysis may still yield additional information. This was not explored further in
this research. In the chapter concerning the lens assembly, a set of mathematical
conditions were determined that will eliminate higher order dispersion. This has
the potential to yield a next generation of high resolution lenses. Even with these
conditions satisfied, the focal plane is shown to depend on the mass to charge ratio.
This effect can be corrected by post processing the data.
We have shown that the TOF of the photofragments follows an inverse cosine
distribution. Due to the relatively low resolution of the TOF, this is not always ob-
servable in the experimental data. This resolution can be recovered by observing
the radial distribution of the fragments. It is within this distribution that the con-
figuration of the original fragments can be decoded.
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8.3 Future Work
The work in this document initiates many new areas of research. The first main
area concerns the alignment of molecules, and in particular, an improvement of the
modelling process. A significant improvement in the alignment process is expected
by allowing for a continuously varying intensity. This has not yet been attempted,
but an indication that this will result in an improved alignment scheme has been
argued in Chapter 2. The details of this analysis still need to be determined.
The research in Chapter 3 provides the opportunity to design a VMI lens with a
higher resolution than can be currently achieved. This advance is based on solving
the newly discovered high order terms in the asymptotic expression for the time
dispersion. Solving these new expressions for a corresponding voltage profile will
inform new designs that compensate for the nonlinear dynamics.
In Chapter 5 a pairwise multi-variable correlation is developed that replaces
previously conjectured multiple correlation analysis. The limitations of this new
way of determining which fragments are correlated should be examined by at-
tempting the analysis for much larger molecules than CS2. The error induced with
the inclusion of uncorrelated fragments exacerbates the reconstruction process, so
marginal improvements in this process before reconstruction are crucial. Also de-
scribed in this chapter is the probability structure of the TOF for a given aligned
fragment. The TOF of a given fragment is not a single value, but takes on a pattern
due to the randomness of the ejection angle. This randomness induces a proba-
bility structure on the impact position that depends on the structure of the par-
ent molecule. Extraction of this structural information requires a delicate balance
of both super-resolution techniques, and a specialized optimization scheme. This
work has not yet been attempted.
Throughout this research the theme has been to work “towards” molecular re-
125
8.3. Future Work Chapter 8. Summary, Conclusion and Future Work
construction and it is the need to move beyond these tacit attempts the final point
should be made. The reconstruction techniques described in Chapter 6 and at-
tempted in Chapter 7 have all met with varying levels of success. The last, and
arguably most profound future work, is the development of method that blends
the statistical inference, inverse kinematics, and configuration optimization into a
singular technique that determines the structure of the parent molecule.
126
Bibliography
[1] K. Amini, R. Boll, A. Lauer, M. Burt, J. W. Lee, L. Christensen, F. Brauβe,
T. Mullins, E. Savelyev, U. Ablikim, et al. Alignment, orientation, and
Coulomb explosion of difluoroiodobenzene studied with the pixel imaging
mass spectrometry (PImMS) camera. The Journal of Chemical Physics, 147(1):
013933, 2017.
[2] I. J. Amster. Fourier transform mass spectrometry. Journal of Mass Spectrom-
etry, 31(12):1325–1337, 1996.
[3] D. P. Baldwin,M.A. Buntine, andD.W.Chandler. Photodissociation of acety-
lene: Determination of D00 (HCC–H) by photofragment imaging. The Journal
of Chemical Physics, 93(9):6578–6584, 1990.
[4] C. Z. Bisgaard, M. D. Poulsen, E. Péronne, S. S. Viftrup, and H. Stapelfeldt.
Observation of enhanced field-free molecular alignment by two laser pulses.
Physical Review Letters, 92(17):173004, 2004.
[5] C. Z. Bisgaard, S. S. Viftrup, and H. Stapelfeldt. Alignment enhancement of
a symmetric top molecule by two short laser pulses. Physical Review A, 73
(5):053410, 2006.
[6] I. Bocharova, R. Karimi, E. F. Penka, J.-P. Brichta, P. Lassonde, X. Fu, J.-C.
127
Bibliography Bibliography
Kieffer, A. D. Bandrauk, I. Litvinyuk, J. Sanderson, et al. Charge resonance
enhanced ionization of CO2 probed by laser Coulomb explosion Imaging.
Physical Review Letters, 107(6):063201, 2011.
[7] R. Boll, D. Anielski, C. Bostedt, J. Bozek, L. Christensen, R. Coffee, S. De,
P. Decleva, S. Epp, B. Erk, et al. Femtosecond photoelectron diffraction on
laser-aligned molecules: Towards time-resolved imaging of molecular struc-
ture. Physical Review A, 88(6):061402, 2013.
[8] Y. Boran, G. Gutsev, A. Kolomenskii, F. Zhu, A. Schuessler, and J. Strohaber.
Dissociative ionization of ethane with femtosecond pulses of radiation. Jour-
nal of Physics B: Atomic, Molecular and Optical Physics, 51(3):035003, 2018.
[9] R. Bracewell. Fourier analysis and imaging. Springer Science&BusinessMedia,
2004.
[10] J. Brichta, S. Walker, R. Helsten, and J. Sanderson. Ultrafast imaging of mul-
tielectronic dissociative ionization of CO2 in an intense laser field. Journal of
Physics B: Atomic, Molecular and Optical Physics, 40(1):117, 2006.
[11] J.-P. Brichta, A. N. Seaman, and J. H. Sanderson. Ultrafast imaging of poly-
atomic molecules with simplex algorithm. Computer Physics Communications,
180(2):197–200, 2009.
[12] J.-P. O. Brichta. Laser-initiated Coulomb explosion imaging of small molecules.
PhD thesis, University of Waterloo, 2008.
[13] A.W. Bristow and K. S.Webb. Intercomparison study on accurate mass mea-
surement of small molecules in mass spectrometry. Journal of the American
Society for Mass Spectrometry, 14(10):1086–1098, 2003.
128
Bibliography Bibliography
[14] M. Burt, R. Boll, J.W. Lee, K. Amini, H. Köckert, C. Vallance, A. S. Gentleman,
S. R. Mackenzie, S. Bari, C. Bomme, et al. Coulomb-explosion imaging of
concurrent CH2 BrI photodissociation dynamics. Physical Review A, 96(4):
043415, 2017.
[15] A. Campbell and J. Halliday. Mass measurement from low intensity ion
beams. In Proceedings of the 13th Annual Conference on Mass Spectrometry and
Allied Topics, pages 200–203, St. Louis, MO., May 1965.
[16] S. Candel. An algorithm for the Fourier-Bessel transform. Computer Physics
Communications, 23(4):343–353, 1981.
[17] S. Candel. Dual algorithms for fast calculation of the Fourier-Bessel trans-
form. IEEE Transactions on Acoustics, Speech, and Signal Processing, 29(5):963–
972, 1981.
[18] S. Candel. Fast computation of Fourier-Bessel transforms. In Acoustics,
Speech, and Signal Processing, IEEE International Conference on ICASSP’82., vol-
ume 7, pages 2076–2079. IEEE, 1982.
[19] E. J. Candès and C. Fernandez-Granda. Super-resolution from noisy data.
Journal of Fourier Analysis and Applications, 19(6):1229–1254, 2013.
[20] E. J. Candès and C. Fernandez-Granda. Towards a mathematical theory of
super-resolution. Communications on Pure and Applied Mathematics, 67(6):
906–956, 2014.
[21] D.W. Chandler, J. W. Thoman Jr, M. H. Janssen, and D. H. Parker. Photofrag-




[22] D. W. Chandler, P. L. Houston, and D. H. Parker. Perspective: Advanced
particle imaging. The Journal of Chemical Physics, 147(1):013601, 2017.
[23] S. C. Chapra et al. Applied numerical methods with MATLAB for engineers and
scientists. New York: McGraw-Hill, 2012.
[24] S. Chelkowski, A. D. Bandrauk, A. Staudte, and P. B. Corkum. Dynamic nu-
clear interference structures in the Coulomb explosion spectra of a hydrogen
molecule in intense laser fields: Reexamination of molecular enhanced ion-
ization. Physical Review A, 76(1):013405, 2007.
[25] Y.-H. Chen, S. Varma, A. York, and H. Milchberg. Single-shot, space-and
time-resolved measurement of rotational wavepacket revivals in H2, D2, N2,
O2, and N2O. Optics Express, 15(18):11341–11357, 2007.
[26] I. V. Chernushevich, A. V. Loboda, and B. A. Thomson. An introduction to
quadrupole–time-of-flight mass spectrometry. Journal of Mass Spectrometry,
36(8):849–865, 2001.
[27] L. Christensen, L. Christiansen, B. Shepperson, and H. Stapelfeldt. Decon-
voluting nonaxial recoil in Coulomb explosion measurements of molecular
axis alignment. Physical Review A, 94(2):023410, 2016.
[28] L. Christiansen, J. H. Nielsen, L. Christensen, B. Shepperson, D. Pentlehner,
andH. Stapelfeldt. Laser-induced Coulomb explosion of 1, 4–diiodobenzene
molecules: Studies of isolated molecules and molecules in helium nan-
odroplets. Physical Review A, 93(2):023411, 2016.
[29] A. T. Clark, J. P. Crooks, I. Sedgwick, R. Turchetta, J. W. Lee, J. J. John, E. S.
Wilman, L. Hill, E. Halford, C. S. Slater, et al. Multimass velocity-map imag-
ing with the pixel imaging mass spectrometry (PImMS) sensor: an ultra-fast
130
Bibliography Bibliography
event-triggered camera for particle imaging. The Journal of Physical Chemistry
A, 116(45):10897–10903, 2012.
[30] J. Coles and M. Guilhaus. Resolution limitations from detector pulse width
and jitter in a linear orthogonal-acceleration time-of-flight mass spectrome-
ter. Journal of the American Society for Mass Spectrometry, 5(8):772–778, 1994.
[31] C. Cornaggia. Statistical analysis of fragmentation channels of small mul-
ticharged molecular ions. Journal of Physics B: Atomic, Molecular and Optical
Physics, 45(8):085602, 2012.
[32] T. J. Cornish and R. J. Cotter. High-order kinetic energy focusing in an end
cap reflectron time-of-flight mass spectrometer. Analytical Chemistry, 69(22):
4615–4618, 1997.
[33] R. J. Cotter. The new time-of-flight mass spectrometry. Analytical Chemistry,
71(13):445A–451A, 1999.
[34] I. Dayton, F. Shoemaker, and R. Mozley. The measurement of two-
dimensional fields. Part II: study of a quadrupole magnet. Review of Scientific
Instruments, 25(5):485–489, 1954.
[35] D. Denison. Operating parameters of a quadrupole in a grounded cylindrical
housing. Journal of Vacuum Science and Technology, 8(1):266–269, 1971.
[36] J. Dennis and D. J. Woods. Optimization on microcomputers: The Nelder-
Mead simplex algorithm. New Computing Environments: Microcomputers in
Large-Scale Computing, 11:6–122, 1987.
[37] S. Deshmukh, J. D. Myers, S. S. Xantheas, and W. P. Hess. Investigation of
acetyl chloride photodissociation by photofragment imaging. The Journal of
Physical Chemistry, 98(48):12535–12544, 1994.
131
Bibliography Bibliography
[38] A. Dodonov, I. Chernushevich, and V. Laiko. Electrospray ionization on a
reflecting time-of-flight mass spectrometer. In C. R.J., editor, Time-of-Flight
Mass Spectrometry, volume 549, chapter 7, pages 108–123.AmericanChemical
Society, December 1993.
[39] V. Dribinski, A. Ossadtchi, V. A. Mandelshtam, and H. Reisler. Reconstruc-
tion of Abel-transformable images: The Gaussian basis-set expansion Abel
transform method. Review of Scientific Instruments, 73(7):2634–2642, 2002.
[40] C. H. Edwards, D. E. Penney, andD. T. Calvis. Differential equations and bound-
ary value problems. Pearson Education Limited, 2016.
[41] A. T. Eppink and D. H. Parker. Velocity map imaging of ions and electrons
using electrostatic lenses: Application in photoelectron and photofragment
ion imaging ofmolecular oxygen. Review of Scientific Instruments, 68(9):3477–
3484, 1997.
[42] U. Even. The even-lavie valve as a source for high intensity supersonic beam.
EPJ Techniques and Instrumentation, 2:1–22, 2015.
[43] C. Fernandez-Granda. Super-resolution of point sources via convex pro-
gramming. Information and Inference: A Journal of the IMA, 5(3):251–303, 2016.
[44] F. Filsinger, G. Meijer, H. Stapelfeldt, H. N. Chapman, and J. Küpper. State-
and conformer-selected beams of aligned and oriented molecules for ultra-
fast diffraction studies. Physical Chemistry Chemical Physics, 13(6):2076–2087,
2011.
[45] R. Forbes, V. Makhija, K. Veyrinas, A. Stolow, J. W. Lee, M. Burt, M. Brouard,
C. Vallance, I. Wilkinson, R. Lausten, et al. Time-resolved multi-mass ion
imaging: Femtosecond UV-VUV pump-probe spectroscopy with the PImMS
camera. The Journal of Chemical Physics, 147(1):013911, 2017.
132
Bibliography Bibliography
[46] L. Frasinski, K. Codling, and P. Hatherly. Covariancemapping: A correlation
method applied tomultiphotonmultiple ionization. Science, 246(4933):1029–
1031, 1989.
[47] L. J. Frasinski. Covariance mapping techniques. Journal of Physics B: Atomic,
Molecular and Optical Physics, 49(15):152004, 2016.
[48] J. Gagnon, K. F. Lee, D. Rayner, P. Corkum, and V. Bhardwaj. Coincidence
imaging of polyatomicmolecules via laser-inducedCoulomb explosion. Jour-
nal of Physics B: Atomic, Molecular and Optical Physics, 41(21):215104, 2008.
[49] F. Gao and L. Han. Implementing the nelder-mead simplex algorithm with
adaptive parameters. Computational Optimization and Applications, 51(1):259–
277, 2012.
[50] C. R. Gebhardt, T. P. Rakitzis, P. C. Samartzis, V. Ladopoulos, and T. N. Kit-
sopoulos. Slice imaging: A new approach to ion imaging and velocity map-
ping. Review of Scientific Instruments, 72(10):3848–3853, 2001.
[51] A. Gerrard and J. M. Burch. Introduction to matrix methods in optics. Courier
Corporation, 1994.
[52] E. Gershnabel, I. S. Averbukh, and R. J. Gordon. Enhanced molecular orien-
tation induced by molecular antialignment. Physical Review A, 74(5):053414,
2006.
[53] X. Gong, M. Kunitski, L. P. H. Schmidt, T. Jahnke, A. Czasch, R. Dörner, and
J. Wu. Simultaneous probing of geometry and electronic orbital of ArCO by
Coulomb-explosion imaging and angle-dependent tunneling rates. Physical
Review A, 88(1):013422, 2013.
133
Bibliography Bibliography
[54] M. Gruebele and A. H. Zewail. Ultrafast reaction dynamics. Berichte der
Bunsengesellschaft für Physikalische Chemie, 94(11):1210–1218, 1990.
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This appendix is concerned with the computation of the expression for the molec-
ular alignment f(θ) = 1− cos2 θ where the state of the system takes the form




c2l(τ) exp (−il(2l + 1)τ)Y 02l(θ, φ) (A.1)
where Y 02l(θ, φ) denotes a spherical harmonic function where








Y 02l(θ, φ)Y 0∗2k (θ, φ) sin θ dθ dφ = δkl (A.2)
and P2n is a Legendre polynomial.
To compute the expectation of f(θ) given by1
A(τ) = 〈Ψ|1− cos2 θ|Ψ〉 = 〈Ψ|Ψ〉 − 〈Ψ| cos2 θ|Ψ〉, (A.3)






ψ∗f(θ, φ)ψ sin θ dθ dφ.
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Appendix A. Expected Alignment
we first consider a simple example of two eigenstates with different energies El 6=
Ek given by
ψ = c2le−iElτY 02l(θ, φ) + c2ke−iEkτY 02k(θ, φ) (A.4)
then it is easy to verify that









with <(z) denoting the real part of z. Returning to the infinite set of eigenstates















2kei(Ek−El)τ 〈Y 02k|Y 02l〉
)
. (A.6)
The value of |c2l|2 is the probability of the system being in state 2l. Since the sys-
tem will be in one of the eigenstates at any time τ , we have the constraint that∑∞
l=0 |c2l|2 = 1.
For the second term of (A.3) one continues in a similar way by introducing a set
of intermediate states. If |2l〉 denotes the angular momentum state Y 02l then
〈Ψ| cos2 θ|Ψ〉 = 14π
∞∑
l=0







〈2l| cos θ|K ′〉〈K ′| cos θ|2l〉. (A.7)
Proceeding as in [68] we note that 〈K| cos2 θ|L〉 is nonzero only for L = K ± 1 and
〈K + 1| cos θ|K〉 =
[
(K + 1)2
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As a direct result, for K ′ = K + 1,
〈K| cos θ|K + 1〉〈K + 1| cos θ|K〉 = (K + 1)
2
(2K + 1)(2K + 3) , (A.9)
and if K ′ = K − 1,
〈K| cos θ|K − 1〉〈K − 1| cos θ|K〉 = K
2
(2K − 1)(2K + 1) , (A.10)















Concerning the product of eigenstates in equation (A.6), we similarly have
〈Y 02kY 02l〉 = −
1
4π
(2l + 1)(2l + 2)√
(4l + 1)(4l + 3)2(4l + 5)
δk,2l+1. (A.12)
Finally the corresponding energies of the eigenstates are El = l(2l + 1) so that
El+1 − El = 4l + 3. (A.13)
Putting all the components together in equation (A.3), the alignment factor as a
function of time τ becomes


















exp (i(4l + 3)τ)
4l + 3
(2l + 1)(2l + 2)√
(4l + 1)(4l + 5)
 . (A.14)
The structure of expression (A.14) makes is difficult to see that the series actu-
ally converges. To this endwe analyze only the first term since it can act as an upper
bound of the second term using the Cauchy-Schwarz-Bunyakovsky inequality.
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∣∣∣∣∣(4l − 1)(8l2 + 20l + 11)(4l + 7)(8l2 + 4l − 1)
∣∣∣∣∣︸ ︷︷ ︸
1
implying that it is the sequence of {c2l} that determines the convergence of S. The
c2l are each defined in terms of an infinite series, and by writing them as starting at
j = 0,






Γ(j − l + 1)Γ(j + l + 32)








2−2jΓ(2j + 2l + 1)
Γ(j + 1)Γ(j + 2l + 32)
and






Γ(j − l)Γ(j + l + 52)








2−2jΓ(2j + 2l + 1)




2(2j + 2l + 1)




l + 1 , ∀j ≥ 0, . (A.15)
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From upper bound of Ajl,










2−2jΓ(2j + 2l + 1)
























4(l + 1)2 = 0 < 1.
So the series for S converges absolutely for any finite p(τ) and therefore converges.




This Appendix is concerned with the behaviour of the integral











for s ∈ R near zero. For a real valued integral, we assume that the function f is
increasing (f(s) < f(x) for s < x ≤ L) and ε > 0 ensures integrability of the
indeterminate form. Note that limε→0+ I(0; ε, L) = 0 but as s → 0, there are two
distinct behaviours. For 0 ≤ s < x ≤ L there is a common non-negative term, due
















Appendix B. An Asymptotic Integral












f(x)− f(s) + ε
. (B.5)
In the specific case of f(x) = x,






























































The analysis of (B.1) begins with the properties of
g(x, s, ε) = 1√












f ′(x+ s)− f ′(s)
(f(x+ s)− f(s) + ε)3/2
, (B.11)




(f ′(x+ s)− f ′(s))2
(f(x+ s)− f(s) + ε)5/2
− 12
f ′′(x+ s)− f ′′(s)
(f(x+ s)− f(s) + ε)3/2
. (B.12)
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With these results, the integral (B.1 is expressed over the common domain x ∈
[0, L− s] with an addition contribution for x ∈ [L− s, L] giving




f(x+ s)− f(s) + ε
− dx√















The first term of (B.13) can be represented as
I1(s; ε, L) =
∫ L−s
0
(g(x, s, ε)− g(x, 0, ε)) dx, (B.14)
with
dI1











(L− s, s, ε)− 2∂g
∂s
(L− s, s, ε)− ∂g
∂x






(x, s, ε) dx.
(B.16)
Using the results for g, one has I1(0; ε, L) = 0,
dI1





f ′(x)− f ′(0)




ds2 (0; ε, L) =
f ′(L)− f ′(0)




(f ′(x)− f ′(0))2





f ′′(x)− f ′′(0)
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giving the expansion





f ′(x)− f ′(0)




f ′(L)− f ′(0)







3 (f ′(x)− f ′(0))2
(f(x)− f(0) + ε)5/2
− 2 (f
′′(x)− f ′′(0))








The second term of (B.13)
I2(s; ε, L) =
∫ L−s
0
(g(x, 0, ε)− g(x, 0, 0)) dx, (B.20)
is also expanded in a power series of s. From the results
dI2






(L− s, 0, ε)− ∂g
∂x
(L− s, 0, 0), (B.22)
this term may be expanded as





























For the third term in (B.13), the integrand is developed in a series about x = L and
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Taken together we find













f ′(x)− f ′(0)




f ′(L)− 2f ′(0)







3 (f ′(x)− f ′(0))2
(f(x)− f(0) + ε)5/2
− 2 (f
′′(x)− f ′′(0))








Returning to the case of f(x) = xwe find from (B.25) that


























# This codes eva luates the alignment fac to r ' s express ion A( t )
r e s t a r t
with ( p lo t s ) :
# A s ing l e kick or use piecewise for kick t r a i n s
p0 := 10 :
# Adjust for t r a i n of k icks
#p0 := t −> piecewise ( t>0 and t<Pi /2 ,10 , t>Pi /2 and t<Pi , 5 , 3 ) :
# The bigger the be t t e r but the longer i t takes to compute
N:=10 :
c := l −> ( sqr t ( Pi ∗(4∗ l +1))∗(( I∗p0( t ))^ l )∗((GAMMA( l +1/2))/
(GAMMA(2∗ l +3/2)))∗hypergeom([ l +1/2] ,[2∗ l +3/2] , I∗p0( t ) ) ) :
A := t −> 1− (1/(4∗ Pi )∗sum(abs( c ( l ))^2∗(1/(4∗ l +1))∗((2∗ l +1)^2/
(4∗ l +3) + 4∗ l ^2/(4∗ l−1) ) , l =0 . .N)) − (1/(2∗ Pi ))
∗Re(sum( c ( l )∗ conjugate ( c ( l +1))
∗exp( I ∗(4∗ l +3)∗ t )∗((2∗ l +1)∗(2∗ l +2))
∗(1/ sqr t ((4∗ l +1)∗(4∗ l +5)))/(4∗ l +3) , l =0 . .N) ) :
plot (A( t ) , t =0. .2∗ Pi , l a b e l s =[" t " , "A( t ) " ] ) ;
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C.2 Lens assembly simulation
1 function ElectrostaticsLens
2 close all; clearvars; clc;
3 %% This code is for VMI electrostatic lens
4 % and it demonstrates pancaking.
5 xmax= 10; xmin=0; ymax=3; ymin = -ymax;
6 xr= 0.5; xe=1.5; xg=2.5;
7 yb = 2.5 ;ya= 0.5;%yb = 2.5 ya= 0.5;
8 N = 300; %dont change
9 Nx=800; Ny=300;
10 hy = (ymax-ymin)./Ny;hx = (xmax-xmin)./Nx;
11 yk= @(j) ymin+ j*hy;
12 xk = @(i) xmin+i*hx;
13 jk = @(y) round((y-ymin)*Ny./(ymax-ymin));
14 ik = @(x) round((x-xmin)*Nx./(xmax-xmin));
15 % interior is 2:N
16 al=(2/hx^2+2/hy^2);vr=1; ve=.75*vr ; vg = 0; Us= zeros(Ny+1,Nx+1);








25 % compute the potential
26 for tol=1:20000
27 Us(i,j) = 1/al.*((Us(i+1,j)+Us(i-1,j))./hy^2 +...





33 % compute gradient of potential
34 [Fx,Fy] = gradient(Us,hx);
35 % plot the field
36 f1=figure;
37 ax=gca;
38 contour(ax,xx',yy',Us); hold on
39 %Create a sphere(circle) of ions and assign the same velocity
40 % and same mass
41 t=linspace(0,2*pi,100)'; nl = numel(t);
42 InitialPos = [cos(t),sin(t)];
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43 m = 12;




48 tstep = 1e-2; q=1; kk=1;
49 f=@(y) [y(3);y(4);-q*Fx(jk(y(2)),ik(y(1)))./m; -q*Fy(jk(y(2)),ik(y(1)))./m];




54 y0 = [p(k,:),vel(k,:)]';









64 % plot electrodes
65 plot(ax,ones(1,10).*xr, linspace(-yb,yb,10),'r','linewidth',2); hold on
66 plot(ax,ones(1,10).*xe, linspace(ya,yb,10),'r','linewidth',2); hold on
67 plot(ax,ones(1,10).*xg, linspace(ya,yb,10),'r','linewidth',2); hold on
68 plot(ax,ones(1,10).*xe, linspace(-ya,-yb,10),'r','linewidth',2); hold on
69 plot(ax,ones(1,10).*xg, linspace(-ya,-yb,10),'r','linewidth',2); hold on
70 xlabel(ax,'z'); ylabel(ax,'x'); xlim([xmin,xmax]); ylim([ymin,ymax]);
71 hold off;
72 end
C.3 Forward problem and TOF
1 %function forwardproblems
2 % This code computes the forward problem by Coulomb explosion of
3 % the positively charged molecule
4 clc; clear; close all;
5
6 % 'BiPhenyl.xlsx' holds the cordinates of a molecule of interest
7 filename = 'BiPhenyl.xlsx';
8 InitialPos = xlsread(filename,'B1:D23');
9 Charge = xlsread(filename,'E1:E23');
10 Mass = xlsread(filename,'F1:F23');
11 Atoms = xlsread(filename,'G1:G23');
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12 Ip = InitialPos;
13 % Change
14 %Mass(8)=79;%Mass(1)=81;
15 Charge = Charge'; Mass = Mass';
16
17 global switchtime
18 switchtime = 1e-1;
19
20 % Parameters
21 rot_end = 360; rot_len = .5;
22 M = floor(rot_end/rot_len)+1;
23 N = numel(Mass); TMMx = [];
24 for theta = 0:rot_len:rot_end
25 Rotation_matrix = rotz(theta);% change to roty or rotz
26 InitialPosition = Rotation_matrix*InitialPos';
27 InitDir = zeros(3,N);%1e-2.*(2*rand(3,N)-1);
28 [t,y,yasmp,L] = TFDS1(Mass',Charge',InitialPosition',...
29 InitDir',switchtime);
30 TMMx = [TMMx;t];
31 end
32 Ts = SolScale(TMMx); %rescale;
33 h = histogram(Ts(:),'NumBins',130,'normalization','count');
34 xvalues = [h.BinEdges(1),(h.BinEdges(1:end-1) + ...
35 h.BinEdges(2:end))./2,h.BinEdges(end)];
36 yvalues = [0,h.Values,0];
37 xxt = [374.1375, 427.8875, 437.5625, 457.9875, 571.9375];
38 % peaks = find_all(xxt,xvalues);
39 % xxt=xxt+2; xxt(4)=xxt(4)+5;
40 yyt = [1200, 3700, 800, 800, 800]; % yvalues(peaks)+5;















56 handaxes2 = axes('position', [0.4 0.4 0.2 0.3]);
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57 quiver3(zeros(3,1),zeros(3,1),zeros(3,1),10*[1;0;0],...




62 xt = [5,1,0]; yt = [0,5,-1]; zt=[0,-1,8];








71 handaxes3 = axes('position',[0.6,0.4,0.2,0.3]);
72 plot(polyshape([2 5 5 2],[1 2 5 4]),'facecolor','w',...
73 'linestyle','-','linewidth',2); axis off;
74 %set(handaxes3,'axis', 'off')
75 %----------------------------------------------------------------
76 % Support functions
77 %----------------------------------------------------------------
78 function Evolve(InitialPosition)
79 % funny fxn name but does its job well. It is to re-construct
80 % the molecular structure
81
82 N = max(size(InitialPosition));
83 % range 1 to 2 Angstrom
84 dist = zeros(N,N);
85 % figure




90 xlabel('x'); ylabel('y'); zlabel('z');
91 dir = [0,1,0];
92 rotate(s,dir,90);
93 for k = 1:N
94 for j = k+1:N
95 dist(k,j) = norm(InitialPosition(k,:)-InitialPosition(j,:));
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102 view(90,0)
103 grid off; axis off
104 end
105 %----------------------------------------------------------------
106 function [Tf,Yf,Yexp,L] = TFDS1(Mass, Charge,ypos,ydir,Tc)
107 %
108 Le =1e-10; L = 1000;
109 qp = 1.602e-19; E0 = 2.5e5; mp = 1.67e-27; e0 = 8.85e-12;
110 Ec = qp/(4*pi*e0*Le^2);
111 lambda = (E0)/Ec;
112 TTe = ((mp*Le)/(qp*Ec))^.5; % microseconds
113 TT = ((mp*L)/(qp*E0))^.5;
114 Lm = (qp/(4*pi*E0*e0)).^0.5; Tm = ((Lm*mp)/(qp*E0)).^0.5;
115 Vscale = 1;
116 Pe2d = 1e-10;%Le/Lm,%1e-10;% Le/Lm,% 1e-2;
117 Te2d = 1e-9;%TTe/Tm,%1e-9;%TTe/Tm,%
118 Charge = Charge'; Mass = Mass';
119 %
120 %lm=1e-6;
121 M = numel(Charge);
122 expl = 1:M; drift = []; finish = [];
123 Drft_pos = zeros(M,3); Drft_vel = zeros(M,3);
124 Tstepe = 1e-2; Tstepd = 1e1;
125 Te0 = zeros(1,M); Td0 = zeros(1,M);
126 Yexp =[];
127 while 1
128 % Run explosion to the exit time, scale up, and run meso to the exit
129 % time, scale up and run drift for each ion until detector is reached.
130 for k = 1:M
131 jk = jindex(k,M); zi = Charge(k); Ms = Mass(k);
132 zj = Charge(jk);
133 if ismember(k,expl)==1 % if k in explosion,
134 jd = tell(jk,drift); jf = tell(jk,finish);
135 % Scale down to explosion regime
136 if isempty(jd==0)||isempty(jf==0)




141 yj = ypos(jk,:);
142 p0 = [ypos(k,:),ydir(k,:)]';
143 options = odeset('RelTol',1e-6,'AbsTol',1e-6,'Events',...
144 @(t,y)eventx(t,y));
145 [Te,Ye,te,ye,ie] = ode45(@(t,y)Fee1(t,y,yj,Ms,zi,zj),...
146 [Te0(k),Te0(k)+Tstepe],p0,options);
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147 Yexp = [Yexp;ye];
148 % If cond is not met to exit explosion,
149 if isempty(ie)== 1
150 % Update the ion current position, velocity and time
151 ypos(k,:) = Ye(end,1:3); ydir(k,:) = Ye(end,4:6);
152 Te0(k) = Te(end);
153 % If cond is met to exit explosion regime, copy the exit data for the
154 % ion to drift variable,
155 else
156 %Ypos, Ydir
157 %scale all or z-axis, the flight axis only
158 Drft_pos(k,:) = Pe2d.*[ye(1:2), ye(3)];
159 Drft_vel(k,:) = Vscale.*[ye(4:5), ye(6)];
160 Td0(k) = Te2d.*te(end);%Tscale.*te;
161 drift = [drift;k];
162 % Remove ion's index from explosion regime
163 expl = setdiff(expl,drift);
164
165 end
166 %k is in drift or finish
167 elseif ismember(k,drift)==1
168 je = tell(jk,expl);
169 if isempty(je)==0
170 % Scale all or z-axis, the flight axis only
171 Drft_pos(je,:) = Pe2d.*[ypos(je,1:2),ypos(je,3)];
172 Drft_vel(je,:) = Vscale.*[ydir(je,1:2),ydir(je,3)];
173 end
174 % Zero charge
175 if zi== 0
176 td = 0; yd = zeros(1,6); id = 1;
177 else




182 [Td0(k),Td0(k) + Tstepd], p0, options2);
183 end
184 if isempty(id) == 1 %if cond is not met
185 Drft_pos(k,:) = Yd(end,1:3);
186 Drft_vel(k,:) = Yd(end,4:6);
187 Td0(k) = Td(end);
188 else
189 % If cond is met, update the output variable,
190 % Yf,Tf, update the drift vars Ypos,Ypos, and save index in finish
191 Drft_pos(k,:) = yd(1:3); Drft_vel(k,:) = yd(4:6);
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192 Td0(k) = td;
193 finish = [finish,k];
194 %remove index from drift
195 drift = setdiff(drift,finish);
196 Tf(k) = td; Yf(k,:) = yd;
197 end
198 end
199 % K= 1:M
200 end
201 if length(finish)== M, break; end
202 end
203 %----------------------------------------------------------------
204 % Begin nested functions
205 %----------------------------------------------------------------
206 function [ value, isterminal, direction] = eventx(t,y)
207 % The function terminates the ode45 working on explosion equation
208 value = t-Tc - 0; isterminal = 1; direction = 0;
209 end
210 %----------------------------------------------------------------
211 function [ value, isterminal, direction] = eventz(~,y,lm)
212 % The function terminates the ode45 working on explosion equation
213 value = y(3) -lm-0; isterminal = 1; direction = 0;
214 end
215 %----------------------------------------------------------------
216 function dydx = Fd(t,y,Ms,zi )
217 dydx = zeros(6,1);
218 dydx(1) = y(4);
219 dydx(4) = 0;
220 dydx(2) = y(5);
221 dydx(5)= 0;
222 dydx(3) = y(6);
223 dydx(6) = (zi)/Ms ;
224 end
225 %----------------------------------------------------------------
226 function R = inter_ion_distance(y ,yj)
227 % This function computes interion distances and return its norm || R||
228 % y is a column vector, yj is a vector or rectangular matrix
229 if iscolumn(y)== 0
230 char 'y should be a column matrix'
231 return;
232 end
233 if size(y,1)~= size(yj,1)
234 yj = yj';
235 end
236 N = size(yj,2);
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237 ydiff = sum((repmat(y,[1,N])-yj).^2,1);
238 R = sqrt(ydiff);
239 end
240 %----------------------------------------------------------------
241 function deq = Fee1(t,y,yj,Ms,zi,zj)
242 % Explosion equations
243 lambda = 1e-6;
244 rr = inter_ion_distance(y(1:3) ,yj);
245 N = numel(rr)+1;
246 deq = zeros(6,1);
247 deq(1) = y(4);
248 deq(4) = (zi/Ms).*sum(zj.*...
249 (ones(1,N-1)*y(1) - yj(:,1)')./(rr.^3));
250 deq(2) = y(5);
251 deq(5) = (zi/Ms).*sum(zj.*...
252 (ones(1,N-1)*y(2) - yj(:,2)')./(rr.^3));
253 deq(3) = y(6);
254 deq(6) = ((zi/Ms).*sum(zj.*...





260 % End nested functions
261 %----------------------------------------------------------------
262 function Ys = SolScale(Y)
263 % This function scales the tofs to match the ref paper
264 [m,n]=size(Y);
265 if m==23; Y=Y'; end
266 if m==n, disp('same dimension'); end
267 [m,n]=size(Y);
268 Ys = size(Y);
269 Hion = Y(:,19:23);
270 Hion=10.*(Hion(:)-min(Hion(:)))./(max(Hion(:))-min(Hion(:)))+365;
271 size(Hion)
272 Ys(1:m,19:23) = reshape(Hion,m,5);
273 Cion = Y(:,[2:7,9:14,16]);
274 Cion=10.*(Cion(:)-min(Cion(:)))./(max(Cion(:))-min(Cion(:)))+423;
275 Ys(1:m,[2:7,9:14,16]) = reshape(Cion,m,13);
276 Nion = Y(:,17);
277 % Nion=2.*(Nion(:)-min(Nion(:)))./(max(Nion(:))-min(Nion(:)))+437;
278 Nion= Nion(:)*438./Nion(:);
279 Ys(1:m,17) = reshape(Nion,m,1);
280 Fion = Y(:,[15,18]);
281 Fion=5.*(Fion(:)-min(Fion(:)))./(max(Fion(:))-min(Fion(:)))+455;
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282 Ys(1:m,[15,18]) = reshape(Fion,m,2);
283 Bion = Y(:,[1,8]);
284 Bion=15.*(Bion(:)-min(Bion(:)))./(max(Bion(:))-min(Bion(:)))+565;





2 % Read Oxford data file
3 filename = 'F:\+08_mini2\artemis_177_+08_mini2.bin';




8 Nframe = 1000;%140567;
9 data = [];
10 for k = 1: Nframe
11 A = fread(fileID,[1,2],'int32');
12 [C,N] = fread(fileID, A,'uint16');
13 data= [data;C(3:3:end)'];
14 end
15 % Bin up the data and extract the number of counts
16 h = histogram(data,'BinWidth',1);
17 nb = h.NumBins;
18 yv = (h.BinEdges(1:end-1));
19 yval = h.Values;
20 close all;
21
22 % For the number of frames initialize the covariance over the bins
23 cov_data = sparse(Nframe,nb);
24 for k = 1: Nframe
25 A=fread(fileID,[1,2],'int32');
26 [C,N] = fread(fileID, A,'uint16');
27 h=histogram(C(3:3:end)','NumBins',nb);
28 % Heartbeat to dump out k every 1000 iterations
29 if mod(k,1000)==0, k, end
30 cov_data(k,1:nb) = h.Values;
31 end
32
33 %yval = sum(cov_data,1);
34 txt={'C$^{2+}$','C$^{+}$','N$^{+}$/N$_{2}^{2+}$','S$^{+}$','CS$^{+}$'};
35 xdata =[1516 1545 1553 1608 1636];
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36 ydata=[130270 717304 379574 734170 397365];
37 C = cov(cov_data);
38
39 close all
40 ax1 = axes('Position',[0.1 0.1 0.5 0.5]); %main
41 s = image(yv,yv,C);
42 ax1.YDir = 'normal';
43 xlim([1500,1660]), %pbaspect([1 1 1])
44 grid off; box off;
45 axpos = get(ax1, 'Position'),
46 xlabel('Time Codes'); ylabel('Time Codes');
47 colormap(bone);% axis square;
48 ax2 = axes('Position',[.1,.6,.5,.25],'box','off');% upper
49 ax3 = axes('Position',[.6,.1,.2,.5]);















65 plot(yv,yval,'k','linewidth',2);axis tight; hold on;
66 text(xdata,ydata,txt,'FontSize',14,'Interpreter','latex');
67 axis tight; xlabel 'Time Codes'; ylabel 'Counts';
68 grid off; box off;
69 saveas(gcf,'CS2_peaks','epsc');saveas(gcf,'CS2_peaks','png');
70 % %multi-pair-wise correlation
71 %----------------------------------------------------------------
72 figure
73 xy=[yv',yval']; % x-y of the histogram, tof, abundance
74 base = 1631:1644; mbase = 1608;
75 [C2,cov_data2,nilvec]=pairwise_covariance2(cov_data,xy,mbase);
76 yval2 = sum(cov_data2,1);
77 a2=plot(yv,yval,'r','linewidth',2);













89 % Base is the base variable of data range
90 [Nframe,Nvar] = size(cov_data);
91 nb = numel(base);
92 % Look for where the data range is in the data
93 index_search = [];
94 for k = 1:nb
95 index_search = [index_search , find(xy(:,1)==base(k))];
96 end
97 base_nil_vector = ones(1,nb);
98 base_cov_data = cov_data(:,(index_search));
99 mbase_cov_data = cov_data(:,(xy(:,1)==mbase));
100 % Check if the peak-mbase agrees with the data range-base
101 for k = 1:nb
102 base_cov = cov(mbase_cov_data,base_cov_data(:,k));
103 if base_cov(2,1) <=0, base_nil_vector(k)=0; end
104 end
105 base = index_search(logical(base_nil_vector));
106 % Prune down the distribution data
107 nil_vector = ones(1,Nvar);
108 nb = numel(base);
109 for l = 1:nb
110 for k = 1:Nvar
111 c = cov(cov_data(:,base(l)),cov_data(:,k));
112 %/norm(cov_data(:,k));
113 if c(2,1) <= 0, nil_vector(k)=0; end
114 end
115 end
116 cov_data = cov_data.*nil_vector;
117 % Compute new covariance
118 C=cov(cov_data);
119 end% pair-wise cov
120 end% covariance
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C.5 Combined inverse cosine distribution
1 % Fit distribution to each specie at a time, such that the proportional
2 % contribution of each ion in the specie sum up to 1.
3 close all; clc; clear;
4





10 % Time saved in DataBankx matrix, squeeze out the singletons






17 a=[]; b=[]; c=[]; fT= []; dT=[];
18 NN=300;
19 %distribution by species
20 Tm = mean(T,2);
21 TT = T(1:N,:)-Tm(1:N);
22 for k=1:N
23 h1 = histogram(TT(k,:),'numbins',NN,'normalization','cdf');
24 dT = [dT;(h1.BinEdges(1:end-1)+ h1.BinEdges(2:end))./2];
25 fT = [fT;h1.Values]; %0.5(y), 0.6(x), 0.85(x,y)
26 close all
27 end
28 h1 = histogram(TT(:),'numbins',NN,'normalization','cdf');
29 dT_all = (h1.BinEdges(1:end-1)+ h1.BinEdges(2:end))./2;





35 xx= min(dT,[],2); % get minimas of t values
36 yy = fT_all(dT_all<=0); % get y values upto t=0
37 for k =1:N
38 subplot(1,2,2)
39 w = (dT(k,:)-dT(k,1))/(0-dT(k,1))-1;













51 p0 = rand(N,1); lb = zeros(N,1); ub = ones(N,1);
52 options = optimoptions('fmincon','Display','final-detailed',...
53 'MaxFunctionEvaluations',4e4,'StepTolerance',1e-8);
54 problem = createOptimProblem('fmincon','objective',...
55 @(p)opt_problem(xx,yy,p),'x0',p0,'lb',lb,'ub',ub,...
56 'nonlcon',@(p)arg_con_1(p),'options',options);
57 gs = GlobalSearch('FunctionTolerance',1e-8,...
58 'NumTrialPoints',100); %fmincon; 'lsqnonlin'
59 ms = MultiStart(gs);
60 [p,fval,exitflag,output] = run(ms,problem,2);
61 p, fval, sum(p),
62 %----------------------------------------------------------------
63 figure
64 for k =1:N
65 if xx(k)>-0.0001,xx(k)=max(xx); end
66 r = -linspace(-xx(k),xx(k),100);
67 xr = 2*(r-r(1))./(r(end)-r(1))-1;
68 yr = acos(-xr)./pi;
69 [dy,dx]= diff_cen(yr,r);
70 %subplot(1,3,k)





76 % functions defs:
77 %----------------------------------------------------------------
78 function f = opt_problem(x_data,y_data,p)
79 x_data = sort(x_data);
80 n = numel(x_data); ny = numel(y_data); xm = (x_data(1));
81 xa = linspace(xm,0,ny);
82 xq = linspace(xm,0,3000);
83 yq = interp1(xa,y_data,xq); % to get more points
84 xa = xq;
85 y_data = yq;
86 x = (xa-xm)./(0-xm)-1;
87 fx = p(1)*acos(-x)/pi;
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88 for k = 2:n
89 xind =(xa>=x_data(k));
90 nx = sum(xind);
91 if x_data(k)>-0.0001
92 yy = p(k)*linspace(0,0.5,nx);
93 else
94 xx = linspace(x_data(k),0,nx);
95 xx = (xx-xx(1))./(0-xx(1))-1;








104 function [c,ceq] = arg_con_1(p)
105 c=-p;




2 % The asymptotic_match attempts to match both forward and backward
3 % paths up to a certain time called asymptotic time. Beyond this
4 % as time tends to zero, it is difficult to match the paths.
5
6 % Read data
7 filename = 'BiPhenyl.xlsx';
8 InitialPos = xlsread(filename,'B1:D23');
9 Charge = xlsread(filename,'E1:E23');
10 Mass = xlsread(filename,'F1:F23');
11
12 % Paramters
13 Nn = numel(Mass);
14 switchtime = 1e-1; La = 2; L = 100;
15 InitDir = rand(size(InitialPos));
16 mx = max(max(InitialPos)); mn = min(min(InitialPos));
17
18 % Re-scale
19 InitialPos = La - (2*La)*(mx-InitialPos)./(mx-mn);
20 plot3(InitialPos(:,3),InitialPos(:,2),InitialPos(:,1),'ro');hold on;
21 xlabel('Z'); ylabel('Y') ; zlabel('X');
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26 tf = [];yf =[]; yasol = []; ta =[];
27 for k = 1:Nn
28 y0 =[InitialPos(k,:)';InitDir(k,:)'];
29 q = Charge(k); m = Mass(k);
30 q_j = Charge(1:end~=k);
31 y_j = InitialPos(1:end~=k,:)';
32 [tsol,ysol] = ode45(@(t,y) yexpl(t,y,q,m, q_j,y_j),...
33 [0,1000],y0,options1);
34 plot3(ysol(:,3),ysol(:,2),ysol(:,1),'k--','linewidth',2);hold on;
35 ta = [ta;tsol(end)]; yasol = [yasol;ysol(end,:)];
36 y0 = [ysol(end,1:3)';ysol(end,4:6)'];
37 [tsol,ysol,te,ye] = ode45(@(t,y) yode(t,y,q,m,1),...
38 [tsol(end),100],y0,options);
39 plot3(ysol(:,3),ysol(:,2),ysol(:,1),'k--','linewidth',2);hold on;
40 tf = [tf;tsol(end)];
41 yf = [yf;ye(end,:)];
42 end
43
44 % Estimate initial velocity use x,y compts and est. z- compts





50 yf = [1,1,1,-1,-1,-1].*yf; % reverse velocity
51 tb = []; yb = [];
52 for k = 1:Nn
53 q = Charge(k); m = Mass(k);





59 function dydx = yode(t,y,q,m,E)
60 %N= numel(y);
61 if nargin==2, q=1; m=1; E=1; end
62 %dydx = zeros(N,1);
63 dydx = [y(4);y(5);y(6);0;0;q*E/m];
64 end
65 %----------------------------------------------------------------
66 function dy = yexpl(t,y,q,m, qj,yj)
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67 if iscolumn(qj)==1, qj=qj'; end
68 if iscolumn(yj)==1, yj=yj'; end
69 lambda = 1e-6; E = 1;
70 rr = inter_ion_distance(y(1:3) ,yj);





76 lambda*q*E/m + (q/m)*sum(qj.*(y(3)-yj(3,:))./rr.^(3));];
77 end
78 %----------------------------------------------------------------
79 function [ value, isterminal, direction] = events(t,y,L)
80 % The function terminates the ode45 working on explosion equation
81 value = y(3)-L;
82 isterminal = 1;
83 direction = 0;
84 end
85 %----------------------------------------------------------------
86 function [ value, isterminal, direction] = events1(t,y,La)
87 % The function terminates the ode45 working on explosion equation
88 value = abs(y(3))-La;
89 isterminal = 1;
90 direction = 0;
91 end
92 %----------------------------------------------------------------
93 function [ value, isterminal, direction] = events2(t,y,La)
94 % The function terminates the ode45 working on explosion equation
95 value = t-0;
96 isterminal = 1;




1 clear all; clc
2
3 % Read data of a molecule of interest
4 filename ='Methane.xlsx';
5 InitPos = xlsread(filename,'B1:D5');
6 z = xlsread(filename,'E1:E5');
7 m = xlsread(filename,'F1:F5');
8 Elements = xlsread(filename,'A1:A5');
172
Appendix C. Computer Code C.7. Simplex method
9
10 % Compute a centroid
11 m_xyz = mean(InitPos,1); % not
12 % Compute distance from centroid
13 d_xyz = sum((InitPos-m_xyz).^2,2);
14 % Calculate potential about centroid
15 k=1;%9e9;
16 p = k*cal_potential(InitPos,z);
17 % Explode a molecule and keeps its asymptotic positions and velocity
18 N = numel(z); tswitch = 1e-1;
19 asymp_p = []; asymp_vel = [];
20 options =odeset('RelTol',1e-6,'AbsTol',1e-6,'Events',...
21 @(t,y)events(t,y,tswitch));
22 for k = 1:N
23 y0 = [InitPos(k,:)';0;0;0];
24 mm = m(k);
25 q = z(k);
26 qj = z(1:end~=k);
27 yj = InitPos(1:end~=k,:)';





33 g = @(x)gx(x,z,m);
34 options = optimset('Display','iter','TolFun',1e-6, 'TolX',1e-6,...
35 'MaxFunEvals',1000,'MaxIter',1000,'PlotFcns',@optimplotfval);
36 fun = @(x) norm(asymp_vel-g(x));
37 [XX,fv] = fminsearch(fun,asymp_p,options);
38 norm(asymp_vel-g(XX)),
39 figure('Name', 'Methane','NumberTitle','off')
40 plot3(XX(:,1),XX(:,2),XX(:,3),'ro','MarkerFaceColor','r'); hold on;
41 view([-8 3])
42 %----------------------------------------------------------------
43 function p = cal_potential(pos,q)
44 % Calc potential of the molecule
45 n = numel(q);
46 p = 0;
47 for k = 1:n





53 function [vel,pos] = gx(yy,z,mm)
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54 % Explode molecule using asymp_position
55 Nk = numel(mm); vel = []; pos = [];
56 for k = 1:Nk
57 y0 = [yy(k,:)';0;0;0];
58 q = z(k);
59 m = mm(k);
60 qj = z(1:end~=k);
61 yj = yy(1:end~=k,:);
62 [~,ys] = ode45(@(t,y)yexpl(t,y,q,m,qj,yj'),[0,1e-1],y0);




67 function dy = yexpl(t,y,q,m,qj,yj)
68 if iscolumn(qj)==1, qj=qj'; end
69 if iscolumn(yj)==1, yj=yj'; end
70 lambda = 1e-6; E = 1;
71 rr = inter_ion_distance(y(1:3),yj);





77 lambda*q*E/m + (q/m)*sum(qj.*(y(3)-yj(3,:))./rr.^(3))];
78 end
79 %----------------------------------------------------------------
80 function R = inter_ion_distance(y,yj)
81 % This function computes interion distances and return norm ||R||
82 % y is a column vector, yj is a vector or rectangular matrix
83 if iscolumn(y)== 0
84 char 'y should be a column matrix'
85 return;
86 end
87 if size(y,1)~= size(yj,1)
88 yj = yj';
89 end
90 N = size(yj,2);
91 ydiff = sum((repmat(y,[1,N])-yj).^2,1);
92 R = sqrt(ydiff);
93 end
94 %----------------------------------------------------------------
95 function [ value, isterminal, direction] = events(t,y,ta)
96 % The function terminates the ode45 working on explosion equation
97 value = t-ta;
98 isterminal = 1;
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2 % Lens focus: open electrodes with paraxial approximation
3 % It considers both forward and backward trajectories.
4 close all;
5
6 zmax= 10; zmin=-1; rmax=3; rmin = -rmax;
7 zR= 0.5; zE=1.5; zG=2.5;
8 rb = 2.5; ra= 0.5;
9 z1=0.8;z2=1;r0=0.1;
10 N = 300; %dont change
11 Nr=N; Nz=1*N;
12 hr = (rmax-rmin)./Nr;
13 hz = (zmax-zmin)./Nz; %step-size
14
15 % Convert betw space-coord and index U(r,z)==U(ik,jk)
16 rk= @(i) rmin+ i*hr; % index to r-coords
17 zk = @(j) zmin+j*hz; % index to z-cords
18 ik = @(y) round((y-rmin)*Nr./(rmax-rmin)); %r-coord to index
19 jk = @(x) round((x-zmin)*Nz./(zmax-zmin)); % z-coord to index
20 jk([zR,zE,zG])
21
22 % Interior is 2:N
23 al=(2/hz^2+2/hr^2);











35 % Read molecular data
36 filename = 'Benzene.xlsx';
37 InitialPos = xlsread(filename,'B1:D12');
38 Charge = xlsread(filename,'E1:E12');
39 Mass = xlsread(filename,'F1:F12');
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40 Nn = numel(Mass);
41

















59 % Centered the positions




64 Us(i,j) = 1/al.*((Us(i+1,j)+Us(i-1,j))./hr^2 + ...
65 (Us(i,j+1) + Us(i,j-1))/hz^2);















81 save('P3.mat','Nr','Nz','xx','yy', 'hz','hr', 'Us','Fx','Fy',...
82 'ik','jk','rmin','rmax','zmin','zmax');
83 % Place electrodes and plot field
84 contour(xx,yy,Us); hold on
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85 plot(ones(1,10).*zR, linspace(-rb,rb,10),'r','linewidth',2);hold on
86 plot(ones(1,10).*zE, linspace(ra,rb,10),'r','linewidth',2);hold on
87 plot(ones(1,10).*zG, linspace(ra,rb,10),'r','linewidth',2);hold on
88 plot(ones(1,10).*zE, linspace(-ra,-rb,10),'r','linewidth',2);hold on
89 plot(ones(1,10).*zG, linspace(-ra,-rb,10),'r','linewidth',2);hold on
90 xlabel('z'); ylabel('x');




95 YSOL=[]; VSOL = zeros(3,3);
96 tstep=1e-3;
97 T=zeros(Nn,1);







105 plot(y0(2),y0(1),'k','linewidth',1.5); hold on
106 while y0(2)<zmax
107 %if fg==7, tstep=1e-5;end




112 yfinal(fg,:) = y0';
113 end
114 sizey=[sizey;size(ysol,1)];









124 % Get the ion and do inset plot
125 sizey=cumsum(sizey);
126 %plot inset
127 for k =1:Nn
128 if k==1,ysol = YSOL(1:sizey(k),1:2);
129 else ysol=YSOL(sizey(k-1)+1:sizey(k),:);
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130 end






137 for k =1:Nn
138 if k==1,










149 clearvars YSOL y0 sizey,
150
151 % Reverse
152 tstep=1e-3; YSOL=[]; sizey=[];yrev= zeros(Nn,4);




157 f =@(y) [y(3);y(4);-q(fg)*Fy(ik(y(1)),...
158 jk(y(2)))./(m(fg));-q(fg)*(Fx(ik(y(1)),jk(y(2))))./m(fg)];
159 ysol=y0(1:4)';
160 plot(ax1,y0(2),y0(1),'r','linewidth',1.5); hold on
161 while T(fg)>1e-3












174 % Plot inset
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175 for k =1:Nn
176 if k==1,










187 for k =1:Nn
188 if k==1,
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