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Abstract
Data in social and behavioral sciences are often hierarchically organized. Special statistical proce-
dures have been developed to analyze such data while taking into account the resulting dependence of
observations. Most of these developments require a multivariate normality distribution assumption.
It is important to know whether normal theory-based inference can still be valid when applied to
nonnormal hierarchical data sets. Using an analytical approach for balanced data and numerical illus-
trations for unbalanced data, this paper shows that the likelihood ratio statistic based on the normality
assumption is asymptotically robust for many nonnormal distributions. The result extends the scope
of asymptotic robustness theory that has been established in different contexts.
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1. Introduction
Social science data often exhibit a hierarchical structure, and hence special models have
been developed to analyze this kind of data [10,12,14,18,28]. Two related classes of such
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methods are the hierarchical linear model and the multilevel structural equation model
[5,9,11,15,16,17,19,21,24–26] .All the above literature deals with model inference through
methods that require a multivariate normality assumption for the hierarchical data. Typical
data in practice seldom follow a multivariate normality. Although some procedures were
developed for nonnormal data [27,37,39,40] statistical programs with the capability of
handling multilevel data currently require the normality assumption for standard errors and
test statistics. It is important to know whether results based on the normality assumption
can still be valid when it is violated.
In the context of conventional linear latent variable models for independent observations
[2], research on asymptotic robustness originated with [3,7]. In a factor analysis model,
when the factors and errors are independent and errors are also independent among them-
selves,Amemiya andAnderson [1] found that the normal theory-based likelihood ratio (LR)
statistic still asymptotically follows a chi-square distribution. This result was extended by
Browne and Shapiro [8], Satorra andBentler [32,33],Mooijaart andBentler [22], Kano [13],
Satorra [29,30,31], Satorra and Neudecker [34] andYuan and Bentler [35] in the context of
covariance structure analysis and byYuan and Bentler [36,38] in the contexts of analyzing
correlations and reliability coefﬁcients. It is of interest to know whether a parallel result
holds in the context of multilevel structural equation models (SEM). Simulation results in
[37,39] indicate that the normal theory LR statistic still performs reasonably well when
some independence condition holds. The purpose of this paper is to formally establish a set
of conditions under which the normal theory LR statistics can be applied to a data set with
heterogeneous skewnesses and kurtoses.
By introducing two classes of nonnormal distributions,Yuan and Bentler [35] gave very
general characterizations of the asymptotic robustness of several statistics for conventional
structural equation models. One class of their nonnormal distributions will be used here in
studying the robustness of the LR statistic for multilevel SEM models. Yuan and Bentler
[40] studied the behavior of the LR statistic within the class of elliptical distributions.When
the between- andwithin-level components are not elliptically symmetric, the involved proof
is more complicated. But the development is parallel to that in [40]. Speciﬁcally, we are
only able to analytically establish the robustness property of the LR statistic when data are
balanced. We resort to numerical illustrations when data are unbalanced.
2. The asymptotic distribution of the likelihood ratio statistic
Let the p×1 vectors xij , i = 1, . . . , nj be observations from cluster jwith j = 1, . . . , J .
The 2-level structure of xij can be described by
xij = + vj + uij , (1)
where  is a mean vector, vj and uij are independent withE(vj ) = E(uij ) = 0, Cov(vj ) =
b and Cov(uij ) = w. Let  denote the vector of parameters in the structural model (),
b() and w(). The normal theory-based log likelihood function for cluster j was given
in [37] as
lj ()= cj − 12 log |j ()| −
(nj − 1)
2
log |w()|
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− 1
2
nj∑
i=1
(xij − x¯.j )′−1w ()(xij − x¯.j )
− 1
2
[x¯.j − ()]′−1j ()[x¯.j − ()],
where j = b + n−1j w. The overall log likelihood function is
l() =
J∑
j=1
lj ().
For a p × p symmetric matrix A, let vech(A) be the vector of stacking the columns of A
that leaves the elements above the diagonal, and
j = vech(j ), b = vech(b), w = vech(w).
When the model is saturated, the parameter vector is  = (′,′b,′w)′. Let ˆ and ˆ be
the maximum likelihood estimates (MLE) of  and , respectively. Yuan and Bentler [37]
expressed the likelihood ratio statistic TLR = 2[l(ˆ)− l(ˆ)] as a quadratic form in (ˆ−0).
We need some notation before introducing this quadratic form.
Notice that l() is a function of  deﬁned through () = (′(),′b(),′w())′.We will
use a dot on top of a function to denote the derivative as in ˙() = d()/d. The population
values of  and  corresponding to correctly speciﬁed models are denoted by 0 and 0,
respectively. Thus, 0 = (0). When a function is evaluated at the population value, we
will omit its argument, for example, ˙ = ˙(0). Let vec(A) be the vector formed by stacking
the columns of A. Then there is a duplication matrix Dp such that vec(A) = Dp vech(A)
[20]. Denote
Wj = 2−1D′p(−1j ⊗ −1j )Dp, Ww = 2−1D′p(−1w ⊗ −1w )Dp.
Then the likelihood ratio statistic can be expressed as [37]
TLR =
√
J (ˆ− 0)′UJ
√
J (ˆ− 0)+ op(1), (2a)
where op(1) is a term that approaches zero in probability as J → ∞ (see e.g. Chapter 14
of [6]),
UJ = AJ − AJ ˙(˙′AJ ˙)−1˙′AJ (2b)
with
AJ =

AJ11 0 00 AJ22 AJ23
0 AJ32 AJ33

 (2c)
and
AJ11 = J−1
J∑
j=1
−1j , AJ22 = J−1
J∑
j=1
Wj ,
AJ23 = J−1
J∑
j=1
n−1j Wj , AJ33 = J−1
J∑
j=1
[n−2j Wj + (nj − 1)Ww].
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Let gj = (g′j1, g′j2, g′j3)′ with
gj1 = −1j (x¯.j − ),
gj2 =Wj vech{(x¯.j − )(x¯.j − )′ − j },
gj3 = n−1j Wj vech{(x¯.j − )(x¯.j − )′ − j } +Ww vech{njSj − (nj − 1)w},
where Sj = n−1j
∑nj
i=1 (xij − x¯.j )(xij − x¯.j )′, and
GJ = J−1
J∑
j=1
gj . (3)
Then the asymptotic distribution of ˆ is given by (see [37])
√
J (ˆ− 0) L→ N(0,), (4)
where  = limJ→∞ A−1J BJA−1J with BJ = J Cov(GJ ). Notice that the form of AJ does
not depend on the speciﬁc distribution of xij , neither does the matrix ˙ in (2b). It follows
from (2a) and (2b) that the asymptotic distribution of TLR depends on the distribution of
xij only through ˆ, whose asymptotic distribution is characterized by  as in (4). Thus, the
asymptotic distribution of TLR depends on the distribution of xij only through BJ . Notice
that BJ is of dimension [p(p + 2)] × [p(p + 2)]. When J > p(p + 2), BJ is of full
rank with probability one and so is J = A−1J BJA−1J . Let zJ = −1/2J
√
J (ˆ − 0), then
zJ
L→ N(0, Ip(p+2)) and
TLR = z′J1/2J UJ1/2J zJ + op(1), (5)
where Ip(p+2) is the identity matrix of order p(p + 2). The right-hand side of (5) is a
quadratic form in zJ , so the asymptotic distribution of TLR is decided by the eigenvalues of
U = limJ→∞ UJJ (see Section 1.4 of [23]). Asymptotic robustness holds only when
all the nonzero eigenvalues of U equal 1.0.
Parallel to conventional covariance structure models, we assume  = () is saturated
and parameters b and w in b() = b(b) and w() = w(w) are functionally
independent. So  = (′, ′b, ′w)′ and
˙ =

 Ip 0 00 ˙b 0
0 0 ˙w

 .
Let qb and qw be the number of parameters in b and w. Then ˙ is a matrix of order
[p(p + 2)] × (p + qb + qw).
In order to characterize the distribution of TLR we will introduce a class of nonnormal
distributions given by Yuan and Bentler [35]. The asymptotic robustness of TLR will be
studied within this class of distributions.
Let 1, . . . , m be independent random variables with E(i ) = 0, E(2i ) = 1, E(3i ) =
i , E(
4
i ) = i , and  = (1, . . . , m)′. Let r be a random variable which is independent of
, E(r2) = 1, E(r3) = , and E(r4) = . Also, let mp and T = (tij ) = (t1, . . . , tm) be
332 K.-H. Yuan, Peter M. Bentler / Journal of Multivariate Analysis 94 (2005) 328–343
a p ×m matrix of rank p such that TT′ = , where tj = (t1j , . . . , tpj )′. Then the random
vector
x = rT (6)
will generally follow a nonnormal distribution. Different distributions will be obtained by
choosing a different set of i’s, T and r. It is easy to see that the population covariance
matrix of x is given by . Yuan and Bentler [35] obtained the fourth-order moment matrix
 = Cov[vech(xx′)] as
 = 2D+p (⊗ )D+
′
p + (− 1)′ + 
m∑
i=1
(i − 3)vech(tit′i )vech′(tit′i ). (7)
We assume that the between-level vector vj follows (6) and has a fourth-order moment
matrix
b = 2D+p (b ⊗ b)D+
′
p + (− 1)b′b
+ 
mb∑
i=1
((b)i − 3)vech(t(b)i t(b)i ′)vech′(t(b)i t(b)i ′), (8)
and the within-level vector uij also follows (6) and has a fourth-order moment matrix
w = 2D+p (w ⊗ w)D+
′
p + (− 1)w′w
+ 
mw∑
i=1
((w)i − 3)vech(t(w)i t(w)i ′)vech′(t(w)i t(w)i ′). (9)
Notice that we have assumed the rb that generates vj has the same fourth-order moment
as the rw that generates uij , but they can have different third-order moments. The matrices
Tb = (t(b)ij ) and Tw = (t(w)ij ) can be of different dimensions although they need to satisfy
TbTb ′ = b and TwTw ′ = w. The corresponding b and w can be totally different
random vectors.
We need to obtain the matrixBJ when Cov[vech(vjv′j )] = b and Cov[vech(uiju′ij )] =
w. Note that theGJ in (3) involves the random terms hj1 = (x¯.j −), hj2 = vech[(x¯.j −
)(x¯.j − )′ − j ], hj3 = vech[njSj − (nj − 1)w]. Expressions for Cjkl = E(hjkh′j l)
are given in the following lemma.
Lemma 1. Let the vj and uij follow the distributions generated by (6) whose fourth-order
moment matrices are, respectively, given by (8) and (9). Then Cj11 = j ,
Cj12 = bTb	b(T′b ⊗ T′b)D+
′
p +
1
n2j
wTw	w(T′w ⊗ T′w)D+
′
p ,
where 	b = ((b)ij ) is the mb × [mb(mb + 1)/2] matrix such that
(b)ij =
{
(b)i j = (i − 1)mb + i,
0 elsewhere
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and 	w = ((w)ij ) is similarly deﬁned,
Cj13 =
(
1− 1
nj
)
wTw	w(T′w ⊗ T′w)D+
′
p ,
Cj22 =b + 1
n3j
w + 2(nj − 1)
n3j
D+p (w ⊗ w)D+
′
p
+ 2
nj
D+p [(w ⊗ b)+ (b ⊗ w)]D+
′
p ,
Cj23 = (nj − 1)
n2j
w − 2(nj − 1)
n2j
D+p (w ⊗ w)D+
′
p ,
Cj33 =
(
nj − 2+ 1
nj
)
w + 2
(
1− 1
nj
)
D+p (w ⊗ w)D+
′
p .
In the appendix we give an outline for obtainingCj12 andCj13. Using (8) and (9) for the
fourth-order moments of vj and uij , Cj11, Cj22, Cj23 and Cj33 can be obtained directly
following from the appendix ofYuan and Bentler [40]. Because the speciﬁc forms of Cj12
and Cj13 are not used in characterizing the asymptotic distribution of TLR, we will denote
them by Cj12 = O(1) and Cj13 = O(1) to imply that all their elements are bounded.
Let
BJ =

BJ11 BJ12 BJ13BJ21 BJ22 BJ23
BJ31 BJ32 BJ33

 , (10a)
it follows from Lemma 1 that
BJ11 = 1
J
J∑
j=1
−1j , (10b)
BJ22 = 1
J
J∑
j=1
WjCj22Wj , (10c)
BJ23 = 1
J
J∑
j=1
n−1j WjCj22Wj +
1
J
J∑
j=1
WjCj23Ww, (10d)
BJ33 = 1
J
J∑
j=1
(n−2j WjCj22Wj + n−1j WjCj23Ww + n−1j WwCj32Wj +WwCj33Ww).
(10e)
Similarly, the speciﬁc form of BJ12 and BJ13 are not needed in studying the distribution of
TLR. They can be denoted by BJ12 = O(1) and BJ13 = O(1).
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Yuan and Bentler [37] argued that one needs to have a large J in order for ˆ to be in
the neighborhood of 0 or the distribution of ˆ to be approximately normal. A large J also
guarantees that the matrix U is well-approximated by UJJ . In the following, we will
study the eigenvalues of U via those of UJJ , within the class of distributions speciﬁed
in (6).
When nj ’s are not equal, the covariance matrix J = A−1J BJA−1J is too complicated to
work with analytically. Hence, in the rest of this section, we only deal with the simple case
of balanced data with nj = n. For balanced data, j , Wj , Cj22, Cj23, Cj32, Cj33 do not
depend on j. They are functions of n instead. It follows from (2) and (10) that the index
J is not involved in the expressions of AJ , BJ or UJ . So we will index them by An, Bn
and Un, and denote n = j and Wn = Wj . The following analysis will show that, as
n →∞, Unn converges to a matrix whose nonzero eigenvalues can be equal. Notice that
the convergence in (4) is stochastic while the convergence of Unn is nonstochastic.
Let
Mn = Ip(p+2) − An˙(˙′An˙)−1˙′.
Yuan and Bentler [40] showed that
Mn =

 0 0 00 Lb 0
0 0 Lw

+ o(1), (11)
where
Lb = Ip∗ −Wb˙b(˙′bWb˙b)−1˙′b,
Lw = Ip∗ −Ww˙w(˙′wWw˙w)−1˙′w
with p∗ = p(p+ 1)/2, and o(1) denotes a matrix whose elements all approach zero when
n →∞. It is easy to see that
Unn =Mn(Ann) =Mn(BnA−1n ). (12)
We need to ﬁnd the limit of Fn = BnA−1n before obtaining the limit of Unn.
Using the rule of matrix inversion for partitioned matrices [20, p. 11], we have
A−1n =

n 0 00 W−1n + [n2(n− 1)]−1W−1w −[n(n− 1)]−1W−1w
0 −[n(n− 1)]−1W−1w (n− 1)−1W−1w

 .
Let
Fn =

 Ip Fn12 Fn13Fn21 Fn22 Fn23
Fn31 Fn32 Fn33

 .
Following the rule of matrix multiplication we obtain
Fn22 =WnCn22 − 1
n(n− 1) WnCn23, (13)
Fn23 = 1
(n− 1) WnCn23, (14)
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Fn32 = 1
n
WnCn22 +WnCn32 − 1
n2(n− 1) WnCn23 −
1
n(n− 1) WnCn33, (15)
Fn33 = 1
n(n− 1) WnCn23 +
1
n− 1 WwCn33. (16)
The speciﬁc forms of Fn12, Fn13, Fn21 and Fn31 are not needed and they can be denoted by
Fn12 = O(1), Fn13 = O(n−1), Fn21 = O(1) and Fn31 = O(1).
We need to calculate the following matrices in order to further simplify the form of Fn.
Notice thatW−1n = 2D+p (n ⊗ n)D+′p andWn =Wb +O(n−1). It follows from Lemma
1 that
WnCn22 = Ip∗ +Hb +O
(
1
n
)
, (17)
WnCn23 = O
(
1
n
)
, WnCn32 = O
(
1
n
)
, WnCn33 = O(n), (18)
WwCn33 = n
(
1− 1
n
)2
(Ip∗ +Hw)+
(
1− 1
n
)
Ip∗ , (19)
where
Hb = (− 1)Wbb′b + 
mb∑
i=1
((b)i − 3)Wb vech(t(b)i t(b)i ′)vech′(t(b)i t(b)i ′)
and
Hw = (− 1)Www′w + 
mw∑
i=1
((w)i − 3)Ww vech(t(w)i t(w)i ′)vech′(t(w)i t(w)i ′).
It follows from (13), (17) and (18) that
Fn22 = Ip∗ +Hb +O
(
1
n
)
. (20)
It follows from (14) and (18) that
Fn23 = O
(
1
n2
)
,
and from (15), (17) and (18) that
Fn32 = O
(
1
n
)
.
It follows from (16), (18) and (19) that
Fn33 = Ip∗ +Hw +O
(
1
n
)
. (21)
It follows from (20) and (21) that
Fn =

 Ip O(1) O(n−1)O(1) Ip∗ +Hb +O(n−1) O(n−2)
O(1) O(n−1) Ip∗ +Hw +O(n−1)

 . (22)
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Let
Vb =Wb −Wb˙b(˙′bWb˙b)−1˙′bWb
and
Vw =Ww −Ww˙w(˙′wWw˙w)−1˙′wWw.
We need to assume
Vb vech(t(b)i t
(b)
i
′) = 0, i = 1, . . . , mb; Vw vech(t(w)j t(w)j ′) = 0, j = 1, . . . , mw. (23)
Because
b =
mb∑
i=1
t(b)i t
(b)
i
′ and w =
mw∑
i=1
t(w)i t
(w)
i
′,
conditions in (23) also imply Vbb = 0 and Vww = 0.
Combining (11), (12) and (22) yields
Unn =MnFn =

 0 0 0O(1) Lb + LbHb 0
O(1) 0 Lw + LwHw

+ o(1). (24)
Conditions in (23) lead to
LbHb = 0 and LwHw = 0.
Rewrite the ﬁrst term on the right-hand side of (24) as
 0 0 00 W1/2b 0
0 0 W1/2w



 0 0 00 Qb 0
0 0 Qw



 0 0 0W−1/2b O(1) W−1/2b 0
W−1/2w O(1) 0 W−1/2w

 , (25)
where
Qb = Ip∗ −W1/2b ˙b(˙′bWb˙b)−1˙′bW1/2b
and
Qw = Ip∗ −W1/2w ˙w(˙′wWw˙w)−1˙′wW1/2w
are projection matrices. Because the eigenvalues of XY equal the eigenvalues of YX, it
follows from (25) that the eigenvalues of limn→∞ Unn are identical to those of
 0 0 00 Qb 0
0 0 Qq

 .
As a projection matrix, Qb has p∗ − qb nonzero eigenvalues of 1.0, and similarly Qw has
p∗ −qw nonzero eigenvalues of 1.0, thus limn→∞ Unn has p(p+1)− (qb+qw) nonzero
eigenvalues of . This leads to the following theorem for balanced data:
Theorem 1. Letvj anduij , respectively, followdistributions generated by (6)withE(r4b ) =
E(r4w) = . When b and w are functionally independent and conditions in (23) are
satisﬁed, as n →∞ and J →∞, the statistic TLR approaches 2p(p+1)−(qb+qw).
The theorem immediately implies the following corollary:
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Corollary 1. Let vj and uij , respectively, follow distributions generated by (6) with rb =
rw = 1.0.When b and w are functionally independent and conditions in (23) are satisﬁed,
then the statistic TLR is asymptotically robust.
The condition rb = rw = 1.0 in the above corollary can also be replaced by E(r4b ) =
E(r4w) = 1.0. Notice that E(r2b ) = E(r2w) = 1.0. This implies Var(r2b ) = Var(r2w) = 1.0.
Thus Pr(rb = ±1) = Pr(rw = ±1) = 1.0, which is slightly more general than rb = rw =
1.0.
We may wonder how many distributions in (6) will satisfy the conditions speciﬁed in
(23). For the given model b(), Vb is ﬁxed. Conditions in (23) put mb constraints on the
coefﬁcients t (b)ij . The conditionTbTb ′ = b puts another p(p+1)/2 constraints on the t (b)ij .
So thepmb coefﬁcients inTb need to satisfymb+p(p+1)/2 equations. Thus, the solutions
to t (b)ij occupy a space of dimension (p − 1)mb − p(p + 1)/2. Since one can arbitrarily
choose mb as long as it is no less than p, there are inﬁnitely many t (b)ij to choose. Similarly,
there are inﬁnitely many t (w)ij to choose. For given Tb and Tw, one can arbitrarily choose
b and w as long as (b)i and 
(w)
i are bounded. So the LR statistic can be asymptotically
valid for many nonnormal distributions.
This theory can be illustrated with a two-level conﬁrmatory factor model
b = 
bb
′b +b and w = 
ww
′w +w, (26)
where
b and
w are factor loadingmatrices,b andw are factor covariancematrices;b
andw are the unique variance matrices. Suppose there are k factors at the between-level.
A popular structure for 
b is

b =



(b)
1 0 0
0
. . . 0
0 0 (b)k

 ,
where (b)j = ((b)1j , . . . , (b)kj j )′. That is, each variable in vj only depends on one common
factor. In order for model b in (26) to be identiﬁable, it is necessary to ﬁx the scale of each
factor. This can be obtained by ﬁxing at 1.0 the last element (b)kj j in each 
(b)
j . Under this
setup, the partial derivative of b with respect to (b)ij is given by
˙bij = (0p×(j−1), es , 0p×(k−j))b
′b + 
bb(0p×(j−1), es , 0p×(k−j))′ (27a)
for i = 1, . . . , kj − 1, j = 1, . . . , k, where es is a p-dimensional unit vector with s =∑j−1
l=1 kl + i, 0p×(j−1) is a matrix of 0’s;
˙b	ii = 
beie′i
′b, ˙b	ij = 
b(eie′j + ej e′i )
′b, i, j = 1, . . . , k, (27b)
where ei and ej are of k-dimension; and
˙b
ii = eie′i , i = 1, . . . , p, (27c)
where ei is of p-dimension.
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Suppose we choose the matrix Tb as
Tb = (t(b)1 , . . . , t(b)k , t(b)k+1, . . . , t(b)k+p) = (
b1/2b ,1/2b ). (28)
Then it is obvious that t(b)i t
(b)
i
′ can be expressed as a linear combination of those in (27b)
for i = 1 to k, and a linear combination of those in (27c) for i = k+ 1 to k+p. So we have
vech(t(b)i t
(b)
i
′) ∈ R(˙b), i = 1, . . . , k + p. (29)
According to Lemma 4.1 of Yuan and Bentler [35], (29) implies Vb vech(t(b)i t(b)i ′) = 0.
Consequently, conditions in (23) are satisﬁed by model b(). Similarly, conditions in (23)
are satisﬁed by model w() if
Tw = (t(w)1 , . . . , t(w)k , t(w)k+1, . . . , t(w)k+p) = (
w1/2w ,1/2w ). (30)
The statistic TLR will be asymptotically robust if rb = rw = 1.0 regardless of what the
marginal distributions of (b)i and 
(w)
j are.
WithTb as in Eq. (28), the factors and unique variates speciﬁed in (6) are independent; the
unique variates are also independent. This is the asymptotic robustness condition speciﬁed
in [1]. As illustrated above, this condition is a special case of the more general conditions
given in (23). InMonte-Carlo studies, Eq. (28) is a convenientway for generating nonnormal
factors and nonnormal unique variates. Although observed data may be far away from
following a normal distribution, the normal theory based LR statistic is asymptotically
robust for testing the factor model in conventional covariance structure analysis as well
as in the context of multilevel covariance structure analysis. This has been veriﬁed by
simulations in [37,39].
3. Numerical illustration
For unbalanced data the convergence of UJJ is too complicated to deal with analyti-
cally. We will illustrate its convergence numerically. We will also contrast the results for
unbalanced data with those for balanced data.We will use a two-level factor model as spec-
iﬁed in (26). With six observed variables and two within- and two between-level factors,
the model is generated by

b =
(
2.0 1.5 1.0 0 0 0
0 0 0 2.0 1.5 1.0
)′
, b =
(
1.0 0.5
0.5 1.0
)
,

w =
(
1.0 1.0 1.0 0 0 0
0 0 0 1.0 1.0 1.0
)′
, w =
(
1.0 0.3
0.3 1.0
)
,
andb andw are diagonal matrices such that all the diagonal elements inb equal 5.0 and
all the diagonal elements in w equal 2.0. In parameterizing the model, the factor loadings
(b)31 , 
(b)
62 , 
(w)
31 , 
(w)
62 are ﬁxed at 1.0. So there are qb = 13 free parameters in b and qw = 13
free parameters in w. With p∗ = 21, there are 16 degrees of freedom in this model.
The matrices Tb and Tw are chosen according to (28) and (30), respectively. Three con-
ditions for  are chosen. (I) ((b)1 , (b)2 )′ ∼ N(0, I2), (b)3 to (b)8 each follows (21− 1)/
√
2;
((w)1 , 
(w)
2 )
′ ∼ N(0, I2), (w)3 to (w)8 each follows (22−2)/2. (II) (b)1 and (b)2 each follows
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Table 1
CV of the 16 eigenvalues of UJJ as the average n¯ changes
n¯ 27.5 55 110
(I) 6.11× 10−5 1.82× 10−5 4.97× 10−6
(II) 3.41× 10−5 9.72× 10−6 2.61× 10−6
(III) 1.68× 10−4 4.89× 10−5 1.33× 10−5
(23−3)/
√
6, (b)3 to 
(b)
8 each follows (
2
2−2)/2; (w)1 and (w)2 each follows (23−3)/
√
6,
(w)3 to 
(w)
8 each follows (
2
1 − 1)/
√
2. (III) (b)1 follows (21 − 1)/
√
2, (b)2 follows
(22 − 2)/2, (b)3 to (b)8 each follows [exp(z1) − exp(0.32)]/
√
exp(0.64)[exp(0.64)− 1],
where z1 ∼ N(0, 0.82); (w)1 follows (22 − 2)/2, (w)2 follows (21 − 1)/
√
2; (w)3 to
(w)8 each follows [exp(z2) − exp(1/2)]/
√
e(e − 1), where z2 ∼ N(0, 1). The third-order
moments E(3i ) = i of N(0, 1), (23 − 3)/
√
6, (22 − 2)/2, (21 − 1)/
√
2, [exp(z1) −
exp(0.32)]/√exp(0.64)[exp(0.64)− 1], [exp(z2)− exp(1/2)]/√e(e − 1) are respectively
0, 1.633, 2, 2.828, 3.689, 6.185; the fourth-order moments E(4i ) = i of these variables
are respectively 3, 7, 9, 15, 34.368, 113.936.
Each of the distribution conditions was evaluated for balanced data with n = 20, 50, 100;
for unbalanced data with n1 = 5k, n2 = 10k, . . . , n10 = 50k and k = 1, 2, 4. Results for
the balanced data apply to any level-2 sample size J. Results for the unbalanced data apply
to level-2 sample size J = 10M with n1 = · · · = nM = 5k, nM+1 = · · · = n2M = 10k,
. . ., n9M+1 = · · · = n10M = 50k. The average level-1 sample size for the unbalanced data
is n¯k = k(5+ 10+ . . .+ 50)/10 = 27.5k.
The sixteen nonzero eigenvalues of Unn for balanced data are essentially 1, and depar-
ture from 1 cannot be noticed before the tenth decimal place. For unbalanced data, all the
nonzero eigenvalues of UJJ agree with 1 up to at least the third decimal place. The one
that differs from 1 most is in condition (III) with n¯1 = 27.5, where the largest eigenvalue
is 1.0005. So the convergence is pretty rapid in all the conditions. To get some information
of the effect of sample size n¯ in different distribution conditions for unbalanced data, Table
1 gives the coefﬁcient of variation (CV) of the sixteen eigenvalues. For each distribution
condition, the CV decreases as n¯ increases. When n¯ changes from 27.5 to 110, the CV
decreases more than 10 times in all the conditions. The largest CV is with condition (III) at
n¯ = 27.5. Even for this worst case, with CV = 1.68× 10−4 and the largest eigenvalue of
1.0005, all the nonzero eigenvalues of UJJ can be regarded as 1.0 for practical purposes.
Actually, one will ﬁnd that all the nonzero eigenvalues are 1.00 when only reporting up to
two decimals and that the CV are 0.000 when only reporting up to three decimals.
4. Discussion
It is well-known that the normal theory LR statistic asymptotically follows a chi-square
distribution when data are normal. Because practical data seldom follow the multivariate
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normality assumption, various efforts have been made to study the robustness of the LR
statistic for nonnormal data in the context of linear latent variable models [30,31]. There
are nonnormal data options in standard software [4] for conventional SEM. Essentially all
statistical programs that provide a multilevel SEM option require the assumption of normal
data. It is important to know that results based on such options can also be valid when
applied to a nonnormal hierarchical data set.
The asymptotic robustness of TLR obtained here does not necessarily imply that one can
trust it for any nonnormal data. Although the data model (6) can generate a variety of non-
normal distributions, it cannot cover all the nonnormal distributions that may be exhibited
by practical data. Unfortunately, because the T in (6) is not observable, the conditions in
(23) are not veriﬁable. This limitation is parallel to that encountered in robustness research
on conventional linear latent variable structures. Furthermore, even when model (6) is true
and conditions in (23) are satisﬁed, one should not expect the LR statistic for such a data
set to behave the same as that for a normal data set with the same size. This is because
the convergence speed of TLR to a chi-square variate also depends on other distributional
factors in addition to the sample sizes. In practice, it is very likely that each level-2 unit xij ,
i = 1, . . . , nj has a different nonnormal distribution. It is not clear how the LR statistic
would behave in such a situation, and further research is needed.
In summary, it is important to know that the LR statistic is asymptotically robust for
many nonnormal distributions. Nonetheless, one should not blindly trust it to be so for an
arbitrary nonnormal data set in practice.
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AppendixA.
This appendix will outline the steps for obtaining Cj12 and Cj13. It is easy to see
x¯.j = + vj + u¯.j and njSj =
nj∑
i=1
(uij − u¯.j )(uij − u¯.j )′.
Because vj and u¯ij are independent and E(vj ) = E(uij ) = 0,
Cj12 = E(hj1h′j2) = E[vj vech′(vjv′j )+ u¯.j vech′(u¯.j u¯′.j )], (A.1)
Cj13 = E(hj1h′j3) = E[u¯.j
nj∑
i=1
vech′(uiju′ij )− nj u¯.jvech′(u¯.j u¯′.j )]. (A.2)
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It follows from
u¯.j vech′(u¯.j u¯′.j )=
1
n3j
∑
i
∑
k
∑
l
uij vech′(ukju′lj )
= 1
n3j
{ ∑
i=k=l
+
∑
other
}
uij vech′(ukju′lj )
that
E[u¯.jvech′(u¯.j u¯′.j )] =
1
n2j
E[uijvech′(uiju′ij )]. (A.3)
It follows from
u¯.j
nj∑
i=1
vech′(uiju′ij )=
1
nj
∑
i
∑
k
uij vech′(ukju′kj )
= 1
nj


∑
i=k
+
∑
i =k

uij vech′(ukju′kj )
that
E[u¯.j
nj∑
i=1
vech′(uiju′ij )] = E[uijvech′(uiju′ij )]. (A.4)
Note that vj = rbTbb. We have
vech(vjv′j ) = r2bD+p vec(Tbb′bT′b) = r2bD+p (Tb ⊗ Tb)vec(b′b)
and
E[vj vech′(vjv′j )] = E(r3b )TbE[bvec′(b′b)](T′b ⊗ T′b)D+p ′. (A.5)
Similarly,
E[uij vech′(uiju′ij )] = E(r3w)TwE[wvec′(w′w)](T′w ⊗ T′w)D+p ′. (A.6)
It is easy to seeE[bvec′(b′b)] = 	b andE[wvec′(w′w)] = 	w, where 	b and 	w are
given in Lemma 1. The form of Cj12 follows from (A.1), (A.3), (A.5) and (A.6). The form
of Cj13 follows from (A.2)–(A.4) and (A.6).
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