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Abstract
A general time-inconsistent optimal control problem is considered for stochastic differential equations
with deterministic coefficients. Under suitable conditions, a Hamilton-Jacobi-Bellman type equation is
derived for the equilibrium value function of the problem. Well-posedness and some properties of such
an equation is studied, and time-consistent equilibrium strategies are constructed. As special cases, the
linear-quadratic problem and a generalized Merton’s portfolio problem are investigated.
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1 Introduction
Let (Ω,F , lF, lP) be a complete filtered probability space on which a d-dimensional standard Brownian motion
W (·) is defined, whose natural filtration is lF = {Ft}t≥0 (augmented by all the lP-null sets). Let T > 0. For
any t ∈ [0, T ), we consider the following controlled stochastic different equation (SDE, for short):{
dX(s) = b(s,X(s), u(s))ds+ σ(s,X(s), u(s))dW (s), s ∈ [t, T ],
X(t) = x,
(1.1)
where b : [0, T ] × lRn × U → lRn and σ : [0, T ]× lRn × U → lRn×d are suitable deterministic maps with U
being a metric space. In the above, (t, x) ∈ [0, T )× lRn is called an initial pair, u : [t, T ]×Ω→ U is called a
control process and X : [0, T ]×Ω→ lRn is called a state process. We define the set of all admissible controls
by the following:
U [t, T ] =
{
u : [t, T ]× Ω→ U
∣∣ u(·) is lF-progressively measurable}. (1.2)
Under some mild conditions, for any (t, x) ∈ [0, T )× lRn and u(·) ∈ U [t, T ], (1.1) admits a unique solution
X(·) ≡ X(· ; t, x, u(·)). To measure the performance of the control process u(·) ∈ U [t, T ], we introduce the
following cost functional
J0(t, x;u(·)) = lEt
[ ∫ T
t
e−δ(s−t)g0(s,X(s), u(s))ds+ e−δ(T−t)h0(X(T ))
]
, (1.3)
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with some constant δ ≥ 0 (called the discount rate), some deterministic maps g0 : [0, T ] × lRn × U → lR
and h0 : lRn → lR, and lEt[ · ] = lE[ · | Ft]. On the right hand side of (1.3), the first term is referred to as a
running cost and the second term is referred to as a terminal cost. We can pose the following optimal control
problem.
Problem (C). For any (t, x) ∈ [0, T )× lRn, find a u¯(·) ∈ U [t, T ] such that
J0(t, x; u¯(·)) = inf
u(·)∈U [t,T ]
J0(t, x;u(·)) ≡ V 0(t, x). (1.4)
Any u¯(·) ∈ U [t, T ] satisfying (1.4) is called an optimal control of Problem (C) for the initial pair (t, x),
the corresponding state process X¯(·) ≡ X(· ; t, x, u¯(·)) and the pair (X¯(·), u¯(·)) are called the corresponding
optimal state process and optimal pair, respectively. The function V 0(· , ·) defined by (1.4) is called the value
function of Problem (C).
For Problem (C), we have the following Bellman’s principle of optimality ([8, 29]): For any τ ∈ [t, T ],
V 0(t, x) = inf
u(·)∈U [t,τ ]
lEt
[ ∫ τ
t
e−δ(s−t)g0(s,X(s), u(s))ds+ e−δ(τ−t)V 0
(
τ,X(τ ; t, x, u(·))
)]
, (1.5)
where U [t, τ ] is defined similar to that of U [t, T ] replacing [t, T ] by [t, τ ] (see (1.2)). Now, if (X¯(·), u¯(·)) is an
optimal pair of Problem (C) for the initial pair (t, x) ∈ [0, T )× lRn, then from (1.5), we obtain
V 0(t, x) = J0(t, x; u¯(·))
= lEt
[ ∫ τ
t
e−δ(s−t)g0(s, X¯(s), u¯(s))ds + e−δ(τ−t)J0
(
τ, X¯(τ ; t, x, u(·)); u¯(·)
∣∣
[τ,T ]
)]
≥ lEt
[ ∫ τ
t
e−δ(s−t)g0(s, X¯(s), u¯(s))ds + e−δ(τ−t)V 0
(
τ, X¯(τ ; t, x, u¯(·))
)]
≥ inf
u(·)∈U [t,τ ]
lEt
[ ∫ τ
t
e−δ(s−t)g0(s,X(s), u(s))ds+ e−δ(τ−t)V 0
(
τ,X(τ ; t, x, u(·))
)]
=V 0(t, x).
(1.6)
Thus, one must have
lEt
[
J0
(
τ, X¯(τ);u(·)
∣∣
[τ,T ]
)
− V 0(τ, X¯(τ))
]
= 0, a.s.
Since
J0
(
τ, X¯(τ);u(·)
∣∣
[τ,T ]
)
− V 0(τ, X¯(τ)) ≥ 0, a.s. ,
it follows that
J0
(
τ, X¯(τ);u(·)
∣∣
[τ,T ]
)
= V 0(τ, X¯(τ)) = inf
u(·)∈U [τ,T ]
J0
(
τ, X¯(τ);u(·)
)
, a.s. (1.7)
This means that the restriction u¯(·)
∣∣
[τ,T ]
∈ U [τ, T ] of an optimal control u¯(·) ∈ U [t, T ] for the initial pair
(t, x) on any later time interval [τ, T ] is optimal for the initial pair
(
τ, X¯(τ ; t, x, u¯(·))
)
. Such a phenomenon
is called the time-consistency of Problem (C).
The advantage of the time-consistency is that for any given initial pair (t, x), if an optimal control u¯(·)
can be constructed for that (initial pair), then it will stay optimal hereafter (for the later initial pair along the
optimal trajectory). This is very ideal. However, in reality, the time-consistency could be lost. An interesting
situation that we are going to discuss in this paper is what we call the general discounting situation which
includes the so-called non-exponential discounting, or hyperbolic discounting situations. This amounts to
saying the following: Due to the possible subjectivity of people’s preferences, the discount factors e−δ(s−t)
and e−δ(T−t) appeared in (1.3) might be replaced by some general functions λ(s, t) and ν(T, t), or more
generally, we will consider the following cost functional:
J(t, x;u(·)) = lEt
[ ∫ T
t
g(t, s,X(s), u(s))ds+ h(t,X(T ))
]
, (1.8)
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where the maps g(·) and h(·) explicitly depend on the initial time t in some general way. The optimal control
problem associated with (1.1) and (1.8), called Problem (N), will not be time-consistent, or time-inconsistent,
in general, meaning that a restriction of an optimal control for a specific initial pair on a later time interval
might not be optimal for that corresponding initial pair. Some concrete examples will be presented in the
next section.
In recent years, time-inconsistent optimal control problems have attracted a number of researchers. See
[5, 6, 2, 27, 19, 28, 7, 3, 13] and references cited therein.
The purpose of this paper is to obtain time-consistent optimal controls (which should be more properly
called equilibrium control) for Problem (N) mentioned above. Let us now briefly describe our approach.
Inspired by [27, 28], we introduce a sequence of multi-person hierarchical differential games as follows. For
any N > 1, let Π be a partition of the time interval [0, T ] defined by
Π : 0 = t1 < t2 < · · · < tN = T,
with the mesh size ‖Π‖ given by
‖Π‖ = max
1≤k≤N
(tk − tk−1).
The differential game, denoted by Problem (GΠ), associated with partition Π consists of N players. The
k-th player controls the system on [tk−1, tk) by taking his/her control u
k(·) ∈ U [tk−1, tk]. The cost functional
is constructed in a sophisticated way, by using some techniques of forward-backward stochastic differential
equations (FBSDEs, for short) found in [16, 17]. The interaction among the players are as follows: (i) The
terminal pair (tk, X(tk)) of Player k is the initial pair of Player (k + 1); (ii) All the player know that each
player tries to find an optimal control for his/her own problem; and (iii) Each player will discount the future
costs in his/her own way, regardless of the fact that the later players will control the system. Under certain
conditions, each player will have an optimal control, denoted by u¯k(·) ∈ U [tk−1, tk], for his/her own problem,
as well as his/her own value function V k(· , ·) defined on [tk−1, tk]× lR
n. Define
u¯Π(t) =
N∑
k=1
u¯k(t)I[tk−1,tk)(t), t ∈ [0, T ), (1.9)
and
V Π(t, x) =
N∑
k=1
V k(t, x)I[tk−1,tk)(t), (t, x) ∈ [0, T )× lR
n. (1.10)
We may call u¯Π(·) and V Π(· , ·) the Nash equilibrium control and Nash equilibrium value function of Problem
(GΠ), respectively. When the following limits
lim
‖Π‖→0
u¯Π(t) = u¯(t), t ∈ [0, T ],
lim
‖Π‖→0
V Π(t, x) = V (t, x), (t, x) ∈ [0, T ]× lRn,
(1.11)
exist for some u¯(·) ∈ U [0, T ] and V : [0, T ]× lRn → lR, we call them a time-consistent equilibrium control and
a time-consistent equilibrium value function of Problem (N), respectively. As a major contribution of this
paper, we have derived the equilibrium Hamilton-Jacobi-Bellman equation which can be used to characterize
the equilibrium value function V (· , ·), and it recovers the result for time-inconsistent deterministic linear-
quadratic problem presented in [27]. The well-posedness of such an HJB equation will be established for
the case that the diffusion of the state equation does not contain the control. The general case is open at
the moment, and we expect to present some more complete results in our future publications. As important
and interesting special cases, we will construct equilibrium controls for stochastic LQ problem with general
discounting and for generalized Merton’s portfolio problem.
We refer the readers to [23, 22, 10, 20, 24, 15, 14, 21, 4, 12, 11, 1], for some relevant results.
3
2 Two Examples of Time-Inconsistent Optimal Control Problems
In this section, we present two interesting examples of optimal control problems which are time-inconsistent.
Example 2.1. Consider a one-dimensional controlled linear SDE:{
dX(s) = u(s)ds+ σX(s)dW (s), s ∈ [t, T ],
X(t) = x,
(2.1)
with cost functional
J(t, x;u(·)) = lEt
[ ∫ T
t
|u(s)|2ds+ g(t)|X(T )|2
]
, (2.2)
where σ > 0 is a constant and g : [0, T ]→ (0,∞) is a deterministic non-constant, continuous function. For
a fixed initial pair (t, x) ∈ [0, T )× lR, the LQ problem associated with the above (2.1)–(2.2) is a standard
one. We can show that (see Appendix) the problem admits a unique optimal pair (X¯(·), u¯(·)) given by
X¯(s) =
σ2 + g(t)(eσ
2(T−s) − 1)
σ2 + g(t)(eσ2(T−t) − 1)
e−
σ2
2 (s−t)+σ[W (s)−W (t)]x,
u¯(s) = −
σ2g(t)eσ
2(T−s)
σ2 + g(t)(eσ2(T−t) − 1)
e−
σ2
2 (s−t)+σ[W (s)−W (t)]x,
s ∈ [t, T ]. (2.3)
Now, let τ ∈ (t, T ). We consider the corresponding LQ problem starting from the initial pair (τ, X¯(τ)).
Then the optimal pair, denoted by (X̂(·), û(·)), is given by
X̂(s) =
σ2 + g(τ)(eσ
2(T−s) − 1)
σ2 + g(τ)(eσ2(T−τ) − 1)
e−
σ2
2 (s−τ)+σ[W (s)−W (τ)]X¯(τ)
=
σ2 + g(τ)(eσ
2(T−s) − 1)
σ2 + g(t)(eσ2(T−s) − 1)
·
σ2 + g(t)(eσ
2(T−τ) − 1)
σ2 + g(τ)(eσ2(T−τ) − 1)
X¯(s),
û(s) = −
σ2g(τ)eσ
2(T−s)
σ2 + g(τ)(eσ2(T−τ) − 1)
e−
σ2
2 (s−τ)+σ[W (s)−W (τ)]X¯(τ)
=
g(τ)
g(t)
·
σ2 + g(t)(eσ
2(T−τ) − 1)
σ2 + g(τ)(eσ2(T−τ) − 1)
u¯(s),
s ∈ [τ, T ]. (2.4)
Hence, in general
X̂(s) = X¯(s), û(s) = u¯(s), s ∈ [τ, T ],
may fail. In fact, we have the following comparison of the cost functional values corresponding to u¯(·)
∣∣
[τ,T ]
and û(·), with the same initial pair (τ, X¯(τ)):
J
(
τ, X¯(τ); u¯(·)
∣∣
[τ,T ]
)
− J(τ, X¯(τ); û(·)) =
σ4(eσ
2(T−τ) − 1)eσ
2(T−τ)[g(t)− g(τ)]2|X¯(τ)|2
[σ2 + g(t)(eσ2(T−τ) − 1)]2[σ2 + g(τ)(eσ2(T−τ) − 1)]
=
σ4(eσ
2(T−τ) − 1)[g(t)− g(τ)]2eσ
2(T−τ)−σ2(τ−t)+2σ[W (τ)−W (t)]x2
[σ2 + g(t)(eσ2(T−t) − 1)]2[σ2 + g(τ)(eσ2(T−τ) − 1)]
> 0,
unless g(τ) = g(t) or x = 0. Therefore, the LQ problem associated with (2.1)–(2.2) is time-inconsistent.
Note that by sending σ2 → 0, using l’Hoˆpital’s rule, we recover the example presented in [27, 28] for a
deterministic LQ problem.
Example 2.2. (Merton’s portfolio problem) We consider a one-dimensional controlled SDE:{
dX(s) =
[
rX(s) + (µ− r)u(s) − c(s)
]
ds+ σu(s)dW (s), s ∈ [t, T ],
X(t) = x,
(2.5)
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where (u(·), c(·)) is the control process with u(·) being the dollar amount invested in the stock (which could
be positive and negative), c(·) is the consumption rate process (which has to be non-negative), and the
solution X(·) ≡ X(· ; t, x, u(·), c(·)) of (2.5) corresponding to (t, x, u(·), c(·)) is the wealth process, which is
required to be non-negative. In the above, r > 0 is the interest rate for the bank account, µ > r and σ are
the appreciation rate and volatility of the stock, respectively. Let
U [t, T ] =
{
u : [t, T ]× Ω→ lR
∣∣ u(·) is lF-progressively measurable, lE[ ∫ T
t
|u(s)|2ds
] 1
2
<∞
}
,
C[t, T ] =
{
c : [t, T ]× Ω→ [0,∞)
∣∣ c(·) is lF-progressively measurable, lE ∫ T
t
c(s)ds <∞
}
.
The payoff functional is given by the following:
J(t, x;u(·), c(·)) = lEt
[ ∫ T
t
ν(t, s)c(s)βds+ ρ(t)X(T )β
]
, (2.6)
where ν(· , ·) and ρ(·) are given positive-valued functions, and β ∈ (0, 1). As a convention, we define
xβ = −∞, x < 0. (2.7)
The following is referred to as a generalized Merton’s portfolio problem:
Problem (M). For any given (t, x) ∈ [0, T )× lR, find a pair (u¯(·), c¯(·)) ∈ U [t, T ]× C[t, T ] such that
J(t, x; u¯(·), c¯(·)) = sup
(u(·),c(·))∈U [t,T ]×C[t,T ]
J(t, x;u(·), c(·)). (2.8)
When
ν(t, s) = e−δ(s−t), ρ(t) = e−δ(T−t), 0 ≤ t ≤ s ≤ T, (2.9)
the above problem is called a classical Merton’s portfolio problem (which is time-consistent). We now look
at the above general case. For a fixed t ∈ [0, T ), Problem (M) can be regarded as a standard optimal control
problem. Therefore, we can treat it in a standard way. We can show that (see Appendix) the problem admits
a unique optimal control (u¯t(·), c¯t(·)) for the initial pair (t, x), which is given by the following:
u¯t(s) =
(µ− r)X¯t(s)
σ2(1 − β)
,
c¯t(s) =
ν(t, s)
1
1−β X¯t(s)
e
λ
1−β (T−s)ρ(t)
1
1−β +
∫ T
s
e
λ
1−β (τ−s)ν(t, τ)
1
1−β dτ
,
s ∈ [t, T ], (2.10)
with
λ =
[2rσ2(1− β) + (µ− r)2]β
2σ2(1− β)
, (2.11)
and
V t(t, x) ≡ sup
(u(·),c(·))∈U [t,T ]×C[t,T ]
J(t, x;u(·), c(·))
=
[
e
λ
1−β (T−t)ρ(t)
1
1−β +
∫ T
t
e
λ
1−β (τ−t)ν(t, τ)
1
1−β dτ
]1−β
xβ , (t, x) ∈ [0, T ]× [0,∞).
(2.12)
Now, let t¯ ∈ (t, T ), and consider Problem (M) starting from the initial pair (t¯, X¯t(t¯)). Then
V t¯(t¯, X¯t(t¯)) =
[
e
λ
1−β (T−t¯)ρ(t¯)
1
1−β +
∫ T
t¯
e
λ
1−β (τ−t¯)ν(t¯, τ)
1
1−β dτ
]1−β
X¯t(t¯)β .
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We can show that (see Appendix) if t¯ ∈ (t, T ) is such that∫ T
t¯
[eλτν(t, τ)
ρ(t)
] 1
1−β
dτ 6=
∫ T
t¯
[eλτν(t¯, τ)
ρ(t¯)
] 1
1−β
dτ, (2.13)
then
J
(
t¯, X¯t(t¯); u¯(·)
∣∣
[t¯,T ]
, c¯(·)
∣∣
[t¯,T ]
)
< V t¯(t¯, X¯t(t¯)) = sup
(u(·),c(·))∈U [t¯,T ]×C[t¯,T ]
J(t¯, X¯t(t¯);u(·), c(·)), (2.14)
which means that the restriction
(
u¯(·)
∣∣
[t¯,T ]
, c¯(·)
∣∣
[t¯,T ]
)
of optimal control (u¯(·), c¯(·)) for the initial pair (t, x)
on [t¯, T ] is not optimal for the initial pair (t¯, X¯t(t¯)) if (2.13) holds.
Interestingly, in the case that (2.9) holds, one has
ν(t, τ)
ρ(t)
=
e−δ(τ−t)
e−δ(T−t)
= eδ(T−τ).
Thus, in this case, (2.13) does not hold. As a matter of fact, the problem is time-consistent and (2.13) should
not be true.
3 Some Preliminaries
For convenience, let us rewrite the state equation and the cost functional below.{
dX(s) = b(s,X(s), u(s))ds+ σ(s,X(s), u(s))dW (s), s ∈ [t, T ],
X(t) = x,
(3.1)
and
J(t, x;u(·)) = lEt
[ ∫ T
t
g(t, s,X(s), u(s))ds+ h(t,X(T ))
]
. (3.2)
Clearly, our cost functional covers the non-exponential/hyperbolic discounting situations. By comparing the
above state equation and cost functional, it seems that we may consider a little more general state equation
of the following form:{
dX(s) = b(t, x, s,X(s), u(s))ds+ σ(t, x, s,X(s), u(s))dW (s), s ∈ [t, T ],
X(t) = x.
(3.3)
However, according to [28] (see also [27]), we know that when an equilibrium pair (see below for definition)
is constructed, the eventual effective state equation will take the following form:{
dX(s) = b(s,X(s), s,X(s), u(s))ds+ σ(s,X(s), s,X(s), u(s))dW (s), s ∈ [t, T ],
X(t) = x,
(3.4)
Therefore, it suffices to consider the state equation of form (3.1).
In what follows, we let T > 0 be a fixed time horizon, and U ⊆ lRm be a closed subset, which could be
either bounded or unbounded (it is allowed that U = lRm). We will use K > 0 as a generic constant which
can be different from line to line. Let Sn be the set of all (n× n) symmetric real matrices. Denote
D[0, T ] =
{
(t, s) ∈ [0, T ]2
∣∣ 0 ≤ t ≤ s ≤ T}.
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Recall from Section 1 that
U [t, T ] =
{
u : [t, T ]× Ω→ U
∣∣ u(·) is lF-progressively measurable}.
Further, for q ≥ 1, let
Uq[t, T ] =
{
u : [t, T ]× Ω→ U
∣∣ u(·) is lF-progressively measurable, lE ∫ T
t
|u(s)|qds <∞
}
.
Note that in the case U is bounded, for different q ≥ 1, all the Uq[t, T ] are the same as U [t, T ]. We introduce
the following standing assumptions.
(H1) The maps b : [0, T ]× lRn × U → lRn, σ : [0, T ]× lRn × U → lRn×d are continuous and there exist
constants L > 0 and k ≥ 0 such that
|b(t, x, u)− b(t, y, u)| ≤ L
(
1 + (|x| ∨ |y|)k + |u|
)
|x− y|,
〈x− y, b(t, x, u)− b(t, y, u) 〉 ≤ L|x− y|2,
|σ(t, x, u)− σ(t, y, u)| ≤ L|x− y|,
∀(t, u) ∈ [0, T ]× U, x, y ∈ lRn, (3.5)
where |x| ∨ |y| = max{|x|, |y|}, and
|b(t, 0, u)|+ |σ(t, 0, u)| ≤ L(1 + |u|), ∀(t, u) ∈ [0, T ]× U. (3.6)
(H2) Maps g : D[0, T ]× lRn×U → lR and h : [0, T ]× lRn → lR are continuous, and there exist constants
L > 0 and q ≥ 0 such that{
0 ≤ g(τ, t, x, u) ≤ L(1 + |x|q + |u|q
)
,
0 ≤ h(τ, x) ≤ L(1 + |x|q),
∀(τ, t, x, u) ∈ D[0, T ]× lRn × U. (3.7)
Let us make a couple of remarks on (H1). First of all, if x 7→ b(t, x, u) is uniformly Lipschitz, then the first
two conditions of (3.5) hold. On the other hand, we point out that the first condition in (3.5) merely implies
that x 7→ b(t, x, u) is locally Lipschitz, and the second condition in (3.5) alone does not imply the global
Lipschitz condition for the map x 7→ b(t, x, u). A simple example that the first and the second conditions in
(3.5) are satisfied but x 7→ b(t, x, u) is not uniform Lipschitz is the following:
b(t, x, u) = −|x|2x− |u|x, (t, x, u) ∈ [0, T ]× lRn × U.
It is clear that the above map is not uniformly Lipschitz in x, the first condition in (3.5) holds with k = 2,
and we can check that
〈x− y, b(t, x, u)− b(t, y, u) 〉 ≤ 0, ∀(t, u) ∈ [0, T ]× U, x, y ∈ lRn.
Note that under (3.5), one has
〈x, b(t, x, u) 〉 = 〈x, b(t, x, u)− b(t, 0, u) 〉+ 〈x, b(t, 0, u) 〉
≤ L|x|2 + L(1 + |u|)|x| ≤ 2L
(
1 + |x|2 + |u|2
)
,
and
|σ(t, x, u)|2 ≤ L2
(
1 + |x|+ |u|
)2
≤ 3L2
(
1 + |x|2 + |u|2
)
.
Now, for (H2), we note that the nonnegativity of g(·) and h(·) can be replaced by the condition that both
g(·) and h(·) are bounded from below. The following result is concerning the well-posedness of the state
equation.
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Proposition 3.1. Let (H1) hold. Then for any (t, x) ∈ [0, T ]× lRn and u(·) ∈ Uq[t, T ], with q ≥ 2, state
equation (3.1) admits a unique solution X(·) ≡ X(· ; t, x, u(·)), and the following estimate hold:
lE|X(s; t, x, u(·))|q ≤ K
(
1 + |x|q +
∫ s
t
|u(r)|qdr
)
, s ∈ [t, T ]. (3.8)
Moreover, if x̂ ∈ lRn is another point, the following holds:
lE|X(s; t, x, u(·)))−X(s; t, x̂, u(·))|2 ≤ K|x− x̂|2, ∀t ∈ [0, T ], x, x̂ ∈ lRn, u(·) ∈ U2[t, T ]. (3.9)
Proof. Let (t, x) ∈ [0, T )× lRn be given and u(·) ∈ Uq[t, T ]. By the local Lipschitz condition, we see that
the solution X(·) ≡ X(· ; t, x, u(·)) exists locally, say on [t, τ) for some stopping time τ . Next, applying Itoˆ’s
formula to |X(·)|q on [t, τ), we have the following:
lE|X(s)|q = |x|q + lE
∫ s
t
(
q|X(r)|q−2 〈X(r), b(r,X(r), u(r)) 〉
+
q(q − 2)
2
|X(r)|q−4 〈X(r), σ(r,X(r), u(r)) 〉 2 +
q
2
|X(r)|q−2tr
[
σ(s,X(s), u(s))σ(s,X(s), u(s))T
])
dr
≤ |x|q +KlE
∫ s
t
|X(r)|q−2
(
1 + |X(r)|2 + |u(r)|2
)
dr ≤ |x|q +KlE
∫ s
t
(
1 + |X(r)|q + |u(r)|q
)
dr.
By Gronwall’s inequality, we obtain
lE|X(s)|q ≤ K
(
1 + |x|q + lE
∫ s
t
|u(r)|qdr
)
, s ∈ [t, τ).
This implies that X(·) must be globally exists on [t, T ], and estimate (3.8) holds.
Next, for any t ∈ [0, T ), x, x̂ ∈ lRn, and u(·) ∈ Uq[t, T ], let X(·) = X(· ; t, x, u(·)) and X̂(·) =
X(· ; t, x̂, u(·)). Then applying Itoˆ’s formula to |X(·)− X̂(·)|2, we get
lE|X(s)− X̂(s)|2 = |x− x̂|2 + lE
∫ s
t
(
〈X(s)− X̂(s), b(s,X(s), u(s))− b(s, X̂(s), u(s)) 〉
+|σ(s,X(s), u(s))− σ(s, X̂(s), u(s))|2
)
ds
≤ |x− x̂|2 +KlE
∫ s
t
|X(s)− X̂(s)|2ds.
Hence, applying Gronwall’s inequality, we obtain (3.9).
From the above result, we see that for any (t, x) ∈ [0, T )× lRn and u(·) ∈ Uq∨2[t, T ], the following holds:
lE|g(τ, s,X(s), u(s))| ≤ L
(
1 + lE|X(s)|q∨2 + lE|u(s)|q∨2
)
≤ K
(
1 + |x|q∨2 + lE|u(s)|q∨2 +
∫ s
t
lE|u(r)|q∨2dr
)
,
and
lE|h(τ,X(T ))| ≤ L
(
1 + lE|X(T )|q∨2
)
≤ K
(
1 + |x|q∨2 + lE
∫ T
t
|u(s)|q∨2ds
)
.
Hence, J(t, x;u(·)) is finite for any u(·) ∈ Uq∨2[t, T ]. For simplicity, hereafter, we adopt the following
convention:
J(t, x;u(·))
∆
=+∞, if J(t, x, u(·)) is not finite or not defined. (3.10)
We now formally state our optimal control problem.
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Problem (N). For any given initial pair (t, x) ∈ [0, T )× lRn, find a u¯(·) ∈ U [t, T ] such that
J(t, x; u¯(·)) = inf
u(·)∈U [t,T ]
J(t, x;u(·)). (3.11)
From the examples presented in the previous section, we know that the above Problem (N) is time-
inconsistent, in general. Our goal is to find time-consistent equilibrium controls and characterize the equi-
librium value function, which will be made precise below.
We denote
a(t, x, u) =
1
2
σ(t, x, u)σ(t, x, u)T , ∀(t, x, u) ∈ [0, T ]× lRn × U.
Define
lH(τ, t, x, u, p, P ) = 〈 b(t, x, u), p 〉+tr
[
a(t, x, u)P
]
+ g(τ, t, x, u),
∀(τ, t, x, u, p, P ) ∈ D[0, T ]× lRn × U × lRn × Sn,
(3.12)
and let
H(τ, t, x, p, P ) = inf
u∈U
lH(τ, t, x, u, p, P ), ∀(τ, t, x, p, P ) ∈ D[0, T ]× lRn × lRn × Sn. (3.13)
Note that H(τ, t, x, p, P ) is not necessarily finite on the whole space D[0, T ] × lRn × lRn × Sn when U is
unbounded. Therefore, we denote
D(H) =
{
(τ, t, x, p, P ) ∈ D[0, T ]× lRn × lRn × Sn
∣∣ H(τ, t, x, p, P ) > −∞}, (3.14)
call it the domain of H . Next, let
argmin lH(τ, t, x, · , p, P ) =
{
u¯ ∈ U
∣∣ lH(τ, t, x, u¯, p, P ) = min
u∈U
lH(τ, t, x, u, p, P )
}
,
∀(τ, t, x, p, P ) ∈ D(H).
(3.15)
This is a multi-valued map. Suppose we can define a map ψ : D(ψ) ⊆ D(H)→ U such that
H(τ, t, x, p, P ) ≡ lH(τ, t, x, ψ(τ, t, x, p, P ), p, P ) = inf
u∈U
lH(τ, t, x, u, p, P ) > −∞,
∀(τ, t, x, p, P ) ∈ D(ψ).
(3.16)
The set D(ψ) is called the domain of ψ, which consists of all points (τ, t, x, p, P ) ∈ D(H) such that the
infimum in (3.16) is achieved at ψ(τ, t, x, p, P ). It is clear that ψ(·) is actually a selection of argmin lH(·),
i.e.,
ψ(τ, t, x, p, P ) ∈ argmin lH(τ, t, x, · , p, P ), ∀(τ, t, x, p, P ) ∈ D(ψ). (3.17)
The map ψ(·) will play an important role later. Therefore, let us say a little bit more on it. Note that when
U is bounded (since it is assumed to be closed, it is compact in this case), one has
D(ψ) = D(H) = D[0, T ]× lRn × lRn × Sn.
However, when U is unbounded, say, U = lRm, one might have
D(ψ) 6= D(H) 6= D[0, T ]× lRn × lRn × Sn. (3.18)
To say something about the case of (3.18), let us present the following simple lemma.
Lemma 3.2. Let U ⊆ lRm be closed and f : U → lR be a lower semi-continuous map such that
inf
u∈U
f(u) ≡ f¯ > −∞.
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For any ε > 0, let
f ε(u) = f(u) + ε|u|2, u ∈ U.
Then there exists a uε ∈ U such that
f ε(uε) = inf
u∈U
f ε(u) ≡ f¯ ε.
Moreover,
lim
ε ↓ 0
f¯ ε = f¯ , lim
ε ↓ 0
ε|uε|2 = 0.
Proof. First of all, fix a u0 ∈ U . For any minimizing sequence uk ∈ U of f
ε(·), we may assume that
f ε(u0) ≥ f
ε(uk) = f(uk) + ε|uk|
2 ≥ f¯ + ε|uk|
2, ∀k ≥ 1.
Thus, uk is bounded. Consequently, by the closeness of U , we may assume that uk → u
ε ∈ U exists, which
attains the infimum of f ε(·). Next, it is clear that f ε(·) decreases as ε decreases, and
f¯ ≤ lim
ε→0
f¯ ε ≡ f¯0.
Now, for any δ > 0, there exists a uδ ∈ U such that
f(uδ) < f¯ + δ.
On the other hand,
f¯ ε = f ε(uε) ≤ f ε(uδ) = f(uδ) + ε|uδ|
2.
Hence, letting ε→ 0, we get
f¯0 ≤ f¯ + δ.
Since δ > 0 is arbitrary, we must have f¯ = f¯0. Finally, by
f¯ ≤ f(uε) ≤ f(uε) + ε|uε|2 = f ε(uε) = f¯ ε → f¯ ,
we see that
lim
ε→0
ε|uε|2 = 0,
proving our conclusion.
Now, for the case D(ψ) 6= D(H), we may introduce
lHε(τ, t, x, u, p, P ) = lH(τ, t, x, u, p, P ) + ε|u|2,
(τ, t, x, u, p, P ) ∈ D[0, T ]× lRn × U × lRn × Sn.
(3.19)
Then by Lemma 3.2, one can find a ψε : D(H)→ U such that
lHε(τ, t, x, ψε(τ, t, x, p, P ), p, P ) = inf
u∈U
lHε(τ, t, x, u, p, P )
≡ Hε(τ, t, x, p, P ), (τ, t, x, p, P ) ∈ D(H).
(3.20)
Moreover, ε 7→ Hε(τ, t, x, p, P ) is decreasing as ε ↓ 0, and limε→0H
ε(τ, t, x, p, P ) = H(τ, t, x, p, P ),
lim
ε→0
ε|ψε(τ, t, x, p, P )|2 = 0,
(τ, t, x, p, P ) ∈ D(H).
In general, we do not expect the convergence of ψε(τ, t, x, p, P ) as ε→ 0.
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We point out that in general the map ψ : D(ψ) ⊆ D[0, T ] × lRn × lRn × Sn → U is not necessarily
continuous. Here is a simple example.
Example 3.3. Let n = m = d = 1, U = [0, 1], and
b(t, x, u) = u, σ(t, x, u) = σ(t, x), g(τ, t, x, u) = R(τ, t)u,
with σ(· , ·) and R(· , ·) being continuous, and R(τ, t) > 0 for all (τ, t) ∈ D[0, T ]. Then
lH(τ, t, x, u, p, P ) = pu+
1
2
σ(t, x)2P + R(τ, t)u =
1
2
σ(t, x)2P +
[
p+R(τ, t)
]
u.
Consequently,
H(τ, t, x, p, P ) =
1
2
σ(t, x)2P +min{p+R(τ, t), 0}, (τ, t, x, p, P ) ∈ D[0, T ]× lRn × lRn × Sn,
which is continuous, and
ψ(τ, t, x, p, P ) = I(p+R(τ,t)<0), ∀(τ, t, x, p, P ) ∈ D[0, T ]× lR
3,
which has discontinuity along p+R(τ, t) = 0.
The following example shows that sometimes, ψ can also be continuous.
Example 3.4. Let n = m = d = 1, U = [−1, 1], and
b(t, x, u) = u, σ(t, x, u) = σ(t, x), g(τ, t, x, u) =
1
2
R(τ, t)u2,
with σ(· , ·) and R(· , ·) being continuous, and R(τ, t) > 0 for all (τ, t) ∈ D[0, T ]. Then
lH(τ, t, x, u, p, P ) = pu+
1
2
σ(t, x)2P +
1
2
R(τ, t)u2
=
1
2
σ(t, x)2P +
1
2
R(τ, t)
(
u+
p
R(τ, t)
)2
−
p2
2R(τ, t)
.
Consequently,
H(τ, t, x, p, P ) =
1
2
σ(t, x)2P +
1
2
R(τ, t)
( |p| ∧ [R(τ, t)]
R(τ, t, x)
−
|p|
R(τ, t)
)2
−
p2
2R(τ, t)
,
and
ψ(τ, t, x, p, P ) = −
[
sgn p
]( |p|
R(τ, t)
∧ 1
)
, ∀(τ, t, x, p, P ) ∈ D[0, T ]× lR3.
Clearly, both H and ψ are continuous. Also, we see that even if all the coefficients are very smooth, we
cannot guarantee that H and ψ are as smooth as the coefficients, in general.
Here is another example which shows that H and ψ could be as smooth as the coefficients.
Example 3.5. Let n = m = d = 1, U = (−1, 1), and
b(t, x, u) = u, σ(t, x, u) = σ(t, x), g(τ, t, x, u) = −R(τ, t, x) ln(1− u2),
with R(τ, t, x) being positive-valued and bounded. Then
lH(τ, t, x, u, p, P ) = pu+
1
2
σ(t, x)2P −R(τ, t, x) ln(1− u2).
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A direct computation shows that
H(τ, t, x, p, P ) = pψ(τ, t, x, p, P ) +
1
2
σ(t, x)2P −R(τ, t, x) ln
[
1− ψ(τ, t, x, p, P )2
]
=
1
2
σ(t, x)2P −
p2
R(τ, t, x) +
√
R(τ, t, x)2 + p2
+R(τ, t, x) ln
R(τ, t, x) +
√
R(τ, t, x)2 + p2
2R(τ, t, x)
,
with
ψ(τ, t, x, p, P ) =
−p
R(τ, t, x) +
√
R(τ, t, x)2 + p2
.
Therefore, both H and ψ are as smooth as the coefficients.
From the above discussion, we see that the situation concerning the map ψ(·) is very complicated. For
the simplicity of presentation below, we adopt the following assumption.
(H3) The map ψ : D[0, T ]× lRn × lRn × Sn → U is well-defined and has needed regularity.
We will address more general situations concerning ψ(·) in our future publications.
Now, let us recall a standard verification theorem for Problem (C) stated in Section 1, which will be used
below. For our later purposes, it suffices to consider Problem (C) with the discount rate δ = 0. We will
denote
C1,2([0, T ]× lRn) =
{
v(· , ·) ∈ C([0, T ]× lRn)
∣∣ vt(· , ·), vx(· , ·), vxx(· , ·) ∈ C([0, T ]× lRn)}.
The proof of the following result can be found in [8].
Proposition 3.6. Suppose V 0(· , ·) ∈ C1,2([0, T ]× lRn) is a classical solution to the following Hamilton-
Jacobi-Bellman equation: V
0
t (t, x) + inf
u∈U
lH0
(
t, x, u, V 0x (t, x), V
0
xx(t, x)
)
= 0, (t, x) ∈ [0, T ]× lRn,
V 0(T, x) = h0(x), x ∈ lRn,
(3.21)
where
lH0(t, x, u, p, P ) = 〈 b(t, x, u), p 〉+tr
[
a(t, x, u)P
]
+ g0(t, x, u). (3.22)
Then
V 0(t, x) ≤ J0(t, x;u(·)), ∀(t, x) ∈ [0, T ]× lRn, u(·) ∈ U [t, T ]. (3.23)
If (t, x) ∈ [0, T )× lRn is given and (X¯(·), u¯(·)) is a state-control pair with the initial pair (t, x) such that
u¯(s) ∈ argmin lH0
(
s, X¯(s), · , V 0x (s, X¯(s)), V
0
xx(s, X¯(s))
)
, s ∈ [t, T ], (3.24)
then
V 0(t, x) = J0(t, x; u¯(·)) (3.25)
and (X¯(·), u¯(·)) is an optimal pair of Problem (C) for the initial pair (t, x).
We make some remarks on the above verification theorem. First of all, to guarantee (3.21) to have a
classical solution V 0(· , ·), one may pose different conditions. A typical one is the uniform ellipticity condition:
a(t, x, u) ≡
1
2
σ(t, x, u)σ(t, x, u)T ≥ δIn, ∀(t, x, u) ∈ [0, T ]× lR
n × U, (3.26)
for some δ > 0. This condition implies that n ≤ d and σ(t, x, u) stays full rank for all (t, x, u). Thus, it does
not include the case that (x, u) 7→ σ(t, x, u) is linear, which is the case for LQ problems. On the other hand,
for a standard LQ problem with deterministic coefficients, when the Riccati equation admits a solution P (·),
the function V 0(t, x) = 〈P (t)x, x 〉 is a classical solution to the corresponding HJB equation for which the
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uniform ellipticity condition fails. The similar situation happens for the classical Merton’s portfolio problem.
This observation shows that there are quite different conditions under which the corresponding HJB equation
admits a classical solution. In the following sections, from time to time, we will simply say that the relevant
HJB equation has a classical solution without getting into detailed sufficient conditions for that. Likewise,
suppose there exists a map ψ0 : [0, T ]× lRn × lRn × Sn → U such that
lH0
(
s, x, ψ0(s, x, p, P ), p, P
)
= inf
u∈U
lH0(s, x, u, p, P ), ∀(s, x, p, P ) ∈ [0, T ]× lRn × lRn × Sn.
Then the pair (X¯(·), u¯(·)) appears in Proposition 3.6 is just a state-control pair satisfying the following
dX¯(s) = b
(
s, X¯(s), ψ0(s, X¯(s), V 0x (s, X¯(s)), V
0
xx(s, X¯(s))
)
ds
+σ
(
s, X¯(s), ψ0(s, X¯(s), V 0x (s, X¯(s)), V
0
xx(s, X¯(s))
)
sW (s), s ∈ [t, T ],
X¯(t) = x,
(3.27)
and we do not have to have the Lipschitz continuity of the map
x 7→
(
b
(
s, x, ψ0(s, x, V 0x (s, x), V
0
xx(s, x))
)
, σ
(
s, x, ψ0(s, x, V 0x (s, x), V
0
xx(s, x))
))
.
In the following section, from time to time, we will just say some process is a solution to the relevant
closed-loop system without mentioning if the drift and diffusion are Lipschitz continuous, etc.
4 Time-Consistent Equilibria via Multi-Person Differential Games
In this section, we are going to search time-consistent solution to Problem (N). Inspired by [27, 28], we will
take an approach of multi-person differential games.
To begin with, let us first introduce some necessary notions. Let P [0, T ] be the set of all partitions
Π = {tk
∣∣ 0 ≤ k ≤ N} of [0, T ] with 0 = t0 < t1 < t2 < · · · < tN−1 < tN = T , and with the mesh size ‖Π‖
defined by the following:
‖Π‖ = max
1≤k≤N
(tk − tk−1).
We introduce the following important definition.
Definition 4.1. A continuous map Ψ : [0, T ]× lRn → U is called a time-consistent equilibrium strategy
of Problem (N) if for any (t, x) ∈ [0, T )× lRn,{
dX¯(s) = b
(
s, X¯(s),Ψ(s, X¯(s))
)
ds+ σ
(
s, X¯(s),Ψ(s, X¯(s))
)
dW (s), s ∈ [t, T ],
X¯(t) = x,
(4.1)
admits a unique solution X¯(·) ≡ X¯(· ; t, x,Ψ(·)) such that for any t ∈ [0, T ), and ε > 0 with t+ ε ≤ T ,
J
(
t, X¯
(
t; 0, x,Ψ(·)
)
; Ψ(·)
∣∣
[t,T ]
)
≤ J
(
t, X¯
(
t; 0, x,Ψ(·)
)
;u(·)⊕Ψ(·)
∣∣
[t+ε,T ]
)
+R(ε), ∀u(·) ∈ U [t, t+ ε],
(4.2)
where R(ε) represents a generic remainder term satisfying R(ε)→ 0 as ε→ 0, and
[
u(·)⊕Ψ(·)
∣∣
[t+ε,T ]
]
(s) =
{
u(s), t ∈ [t, t+ ε),
Ψ
(
s,Xε(s)
)
, s ∈ [t+ ε, T ],
(4.3)
with
dXε(s) = b
(
s,Xε(s), u(s)
)
ds+ σ
(
s,Xε(s), u(s)
)
dW (s), s ∈ [t, t+ ε),
dXε(s) = b
(
s,Xε(s),Ψ(s,Xε(s))
)
ds+ σ
(
s,Xε(s),Ψ(s,Xε(s))
)
dW (s), s ∈ [t+ ε, T ],
Xε(t) = X¯
(
t; 0, x,Ψ(·)
)
.
(4.4)
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In this case, we call X¯(·) ≡ X¯(· ; 0, x,Ψ(·)) a time-consistent equilibrium state process, call the corresponding
u¯(·) ≡ Ψ
(
· ; X¯(·)
)
a time-consistent equilibrium control for the initial state x, and call (X¯(·), u¯(·)) a time-
consistent equilibrium pair. Further, function V : [0, T ]× lRn → lR is called the equilibrium value function of
Problem (N) if
V
(
t, X¯(t; 0, x,Ψ(·))
)
= J
(
t, X¯(t; 0, x,Ψ(·)); Ψ(·)
∣∣
[t,T ]
)
, t ∈ [0, T ]. (4.5)
Note that our definition of time-consistent equilibrium strategy is of closed-loop type. Thus, it is com-
parable with that given in [5, 2, 3], and it is different from that in [13].
In what follows, the following definition which is equivalent to the above is more convenient to use.
Definition 4.1′. A continuous map Ψ : [0, T ]× lRn → U is called a time-consistent equilibrium strategy
of Problem (N) if for any (t, x) ∈ [0, T )× lRn,{
dX¯(s) = b
(
s, X¯(s),Ψ(s, X¯(s))
)
ds+ σ
(
s, X¯(s),Ψ(s, X¯(s))
)
dW (s), s ∈ [t, T ],
X¯(t) = x,
(4.6)
admits a unique solution X¯(·) ≡ X¯(· ; t, x,Ψ(·)) such that for any Π ≡ {tk
∣∣ 1 ≤ k ≤ N} ∈ P [0, T ],
J
(
tk−1, X¯
(
tk−1; 0, x,Ψ(·)
)
; Ψ(·)
∣∣
[tk−1,T ]
)
≤ J
(
tk−1, X¯
(
tk−1; 0, x,Ψ(·)
)
;uk(·)⊕Ψ(·)
∣∣
[tk,T ]
)
+R
(
‖Π‖
)
,
∀uk(·) ∈ U [tk−1, tk],
(4.7)
where R(r) represents a generic remainder term satisfying R(r)→ 0 as r → 0, and
[
uk(·)⊕Ψ(·)
∣∣
[tk,T ]
]
(t) =
{
uk(t), t ∈ [tk−1, tk),
Ψ
(
t,Xk(t)
)
, t ∈ [tk, T ],
(4.8)
with 
dXk(s) = b
(
s,Xk(s), uk(s)
)
ds+ σ
(
s,Xk(s), uk(s)
)
dW (s), s ∈ [tk−1, tk),
dXk(s) = b
(
s,Xk(s),Ψ(s,Xk(s))
)
ds+ σ
(
s,Xk(s),Ψ(s,Xk(s))
)
dW (s), s ∈ [tk, T ],
Xk(tk−1) = X¯
(
tk−1; 0, x,Ψ(·)
)
.
(4.9)
4.1 Multi-Person Differential Games.
We now consider an N -person differential game, called Problem (GΠ), as briefly described in Section 1.
Throughout this section, we assume that (H1)–(H3) hold. Let us start with Player N who controls the
system on [tN−1tN ). More precisely, for each (t, x) ∈ [tN−1, tN ]× lR
n, consider the following controlled SDE:{
dXN(s) = b
(
s,XN(s), uN (s)
)
ds+ σ
(
s,XN(s), uN (s)
)
dW (s), s ∈ [t, tN ],
XN(t) = x,
(4.10)
with cost functional
JN (t, x;uN (·)) = lEt
[ ∫ tN
t
g
(
tN−1, s,X
N(s), uN (s)
)
ds+ h
(
tN−1, X
N(tN )
)]
. (4.11)
Note that
JN (tN−1, x;u
N(·)) = J(tN−1, x;u
N (·)), (x, uN (·)) ∈ lRn × U [tN−1, tN ]. (4.12)
We pose the following problem for Player N :
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Problem (CN). For any (t, x) ∈ [tN−1, tN )× lR
n, find a u¯N(·) ≡ u¯N(· ; t, x) ∈ U [t, tN ] such that
JN (t, x; u¯N (·)) = inf
uN (·)∈U [t,tN ]
JN (t, x;uN (·)) ≡ V Π(t, x). (4.13)
The above defines the value function V Π(· , ·) on [tN−1, tN ]× lR
n, and in the case u¯N(·) exists, by (4.12),
we have
J(tN−1, x; u¯
N (·)) = V Π(tN−1, x), ∀x ∈ lR
n. (4.14)
Under proper conditions, V Π(· , ·) is the classical solution to the following HJB equation: V
Π
t (t, x) + inf
u∈U
lH
(
tN−1, t, x, u, V
Π
x (t, x), V
Π
xx(t, x)
)
= 0, (t, x) ∈ [tN−1, tN ]× lR
n,
V Π(tN , x) = h(tN−1, x), x ∈ lR
n.
(4.15)
By the definition of ψ : D[0, T ]× lRn× lRn×Sn → U (see (3.16)–(3.17)), we may also write (4.15) as follows
V Πt (t, x) + lH
(
tN−1, t, x, ψ(tN−1, t, x, V
Π
x (t, x), V
Π
xx(t, x)), V
Π
x (t, x), V
Π
xx(t, x)
)
= 0,
(t, x) ∈ [tN−1, tN ]× lR
n,
V Π(tN , x) = h(tN−1, x), x ∈ lR
n.
(4.16)
Clearly, V Π(· , ·), well-defined on [tN−1, tN ] × lR
n, depends on tN−1 and tN . With such a solution V
Π(· , ·)
of (4.15) (or (4.16)), let us assume that the following closed-loop system admits a unique solution X¯N(·) ≡
X¯N(· ; tN−1, x): (suppressing the dependence of X¯
N(·) on tN through V
Π(· , ·))
dX¯N(s) = b
(
s, X¯N(s), ψ(tN−1, s, X¯
N(s), V Πx (s, X¯
N(s)), V Πxx(s, X¯
N(s)))
)
ds
+σ
(
s, X¯N(s), ψ(tN−1, s, X¯
N(s), V Πx (s, X¯
N(s)), V Πxx(s, X¯
N(s)))
)
dW (s),
s ∈ [tN−1, tN ],
X¯N(tN−1) = x.
(4.17)
Then under (H3) and Proposition 3.6, an optimal control u¯N(·) of Problem (CN ) for the initial pair (tN−1, x)
admits the following feedback representation:
u¯N (s) ≡ u¯N(s; tN−1, x) = ψ
(
tN−1, s, X¯
N(s), V Πx (s, X¯
N (s)), V Πxx(s, X¯
N (s))
)
≡ ψ
(
tN−1, s, X¯
N(s; tN−1, x), V
Π
x (s, X¯
N (s; tN−1, x)), V
Π
xx(s, X¯
N (s; tN−1, x))
)
s ∈ [tN−1, tN ],
(4.18)
and X¯N (·) ≡ X¯N(· ; tN−1, x) is the corresponding optimal state process.
Next, we consider an optimal control problem for Player (N − 1) on [tN−2, tN−1). Naturally, for any
initial pair (t, x) ∈ [tN−2, tN−1]× lR
n, the state equation should be{
dXN−1(s) = b
(
s,XN−1(s), uN−1(s)
)
ds+ σ
(
s,XN−1(s), uN−1(s)
)
dW (s), s ∈ [t, tN−1),
XN−1(t) = x.
(4.19)
To determine the suitable cost functional, we note that Player (N − 1) can only control the system on
[tN−2, tN−1) and Player N will take over at tN−1 to control the system thereafter. Moreover, Player (N − 1)
knows that Player N will play optimally based on the initial pair (tN−1, X
N−1(tN−1)) of Player N , which
is the terminal pair of Player (N − 1). Hence, the sophisticated cost functional of Player (N − 1) should be
JN−1(t, x;uN−1(·)) = lEt
[ ∫ tN−1
t
g(tN−2, s,X
N−1(s), uN−1(s))ds
+
∫ tN
tN−1
g
(
tN−2, s, X¯
N(s; tN−1, X
N−1(tN−1)), u¯
N (s; tN−1, X
N−1(tN−1))
)
ds
+h
(
tN−2, X¯
N(tN ; tN−1, X
N−1(tN−1))
)]
.
(4.20)
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Note that although Player (N − 1) knows that Player N will control the system on [tN−1, tN ], he/she still
“discounts” the future costs in his/her own way (see tN−2 appearing in the running cost on [tN−1, tN ] and
in the terminal cost at tN ). Now, if we denote
hN−1(x) = lEtN−1
[ ∫ tN
tN−1
g
(
tN−2, s, X¯
N(s; tN−1, x), u¯
N (s; tN−1, x)
)
ds+ h
(
tN−2, X¯
N(tN ; tN−1, x)
)]
,
then the cost functional (4.20) can be written as
JN−1(t, x;uN−1(·)) = lEt
[ ∫ tN−1
t
g
(
tN−2, s,X
N−1(s), uN−1(s))ds + hN−1(XN−1(tN−1)
)]
. (4.21)
We see that the optimal control problem associated with the state equation (4.19) and the cost functional
(4.21) looks like a standard one. But, the map x 7→ hN−1(x) seems to be a little too implicit, which is difficult
for us to pass to the limits later on. We now would like to make it more explicit in some sense. Inspired by
the idea of Four Step Scheme introduced in [16, 17] for FBSDEs with deterministic coefficients, we proceed
as follows. For the optimal state process X¯N(·) ≡ X¯N(· ; tN−1, x) determined by (4.17) on [tN−1, tN ], we
introduce the following BSDE:
dY N (s) = −g
(
tN−2, s, X¯
N(s), ψ(tN−1, s, X¯
N(s), V Πx (s, X¯
N (s)), V Πxx(s, X¯
N (s)))
)
ds
+ZN(s)dW (s), s ∈ [tN−1, tN ],
Y N (tN ) = h(tN−2, X¯
N(tN )),
(4.22)
which is equivalent to the following:{
dY N (s) = −g
(
tN−2, s, X¯
N(s), u¯N (s)
)
ds+ ZN (s)dW (s), s ∈ [tN−1, tN ],
Y N (tN ) = h(tN−2, X¯
N (tN )),
(4.23)
Note that tN−2 appears in the drift of BSDE and in the terminal condition. This BSDE admits a unique
adapted solution (Y N (·), ZN (·)) ≡
(
Y N (· ;x), ZN (· ;x)
)
([17, 29]), uniquely depending on x ∈ lRn. Further,
one has
Y N (tN−1) = lEtN−1
[ ∫ tN
tN−1
g
(
tN−2, s, X¯
N(s), u¯N (s)
)
ds+ h(tN−2, X¯
N (tN ))
]
= hN−1(x).
It is seen that (4.17) and (4.23) form an FBSDE. By [16] (see also [17, 29]), we have the following represen-
tation for Y N (·)
Y N (s) = ΘN(s, X¯N (s)), s ∈ [tN−1, tN ], (4.24)
as long as ΘN(· , ·) is a classical solution to the following PDE:
ΘNs (s, x) + 〈Θ
N
x (s, x), b
(
s, x, ψ(tN−1, s, x, V
Π
x (s, x), V
Π
xx(s, x))
)
〉
+tr
[
a
(
s, x, ψ(tN−1, s, x, V
Π
x (s, x), V
N
xx(s, x))
)
ΘNxx(s, x)
]
+g
(
tN−2, s, x, ψ(tN−1, s, x, V
Π
x (s, x), V
Π
xx(s, x))
)
= 0, (s, x) ∈ [tN−1, tN ]× lR
n,
ΘN (tN , x) = h(tN−2, x), x ∈ lR
n,
(4.25)
or equivalently,
ΘNs (s, x) + lH
(
tN−2, s, x, ψ
(
tN−1, s, x, V
Π
x (s, x), V
Π
xx(s, x)
)
,ΘNx (s, x),Θ
N
xx(s, x)
)
= 0,
(s, x) ∈ [tN−1, tN ]× lR
n,
ΘN(tN , x) = h(tN−2, x), x ∈ lR
n.
(4.26)
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Note that ΘN(· , ·) depends on (tN−2, tN−1, tN). We point out that in general,
ΘN (tN−1, x)=Y
N (tN−1)=lEtN−1
[ ∫ tN
tN−1
g
(
tN−2, s, X¯
N(s), u¯N (s)
)
ds+h(tN−2, X¯
N(T ))
]
=hN−1(x)
6= lEtN−1
[ ∫ tN
tN−1
g
(
tN−1, s, X¯
N(s), u¯N(s)
)
ds+ h(tN−1, X¯
N(T ))
]
= V Π(tN−1, x).
(4.27)
With the above representation ΘN(· , ·) of Y N (·), we can rewrite the cost functional (4.21) as follows:
JN−1(t, x;uN−1(·))=lEt
[ ∫ tN−1
t
g(tN−2, s,X
N−1(s), uN−1(s))ds+ΘN(tN−1, X
N−1(tN−1))
]
. (4.28)
We now pose the following problem:
Problem (CN−1). For any (t, x) ∈ [tN−2, tN−1) × lR
n, find a u¯N−1(·) ≡ u¯N−1(· ; t, x) ∈ U [tN−2, tN−1]
such that
JN−1(t, x; u¯N−1(·)) = inf
uN−1(·)∈U [t,tN−1]
JN−1(t, x;uN−1(·)) ≡ V Π(t, x). (4.29)
The above defines the value function V Π(· , ·) on [tN−2, tN−1) × lR
n. Under proper conditions, V Π(· , ·)
is the classical solution to the following HJB equation: V
Π
t (t, x) + inf
u∈U
lH
(
tN−2, t, x, u, V
Π
x (t, x), V
Π
xx(t, x)
)
= 0, (t, x) ∈ [tN−2, tN−1)× lR
n,
V Π(tN−1 − 0, x) = Θ
N (tN−1, x), x ∈ lR
n.
(4.30)
By the definition of the map ψ(·) again (see (3.16)–(3.17)), we may also write the above as
V Πt (t, x) + lH
(
tN−2, t, x, ψ
(
tN−2, t, x, V
Π
x (t, x), V
Π
xx(t, x)
)
, V Πx (t, x), V
Π
xx(t, x)
)
= 0,
(t, x) ∈ [tN−2, tN−1)× lR
n,
V Π(tN−1 − 0, x) = Θ
N (tN−1, x), x ∈ lR
n.
(4.31)
From (4.27), we see that in general,
V Π(tN−1 − 0, x) = Θ
N(tN−1, x) 6= V
Π(tN−1, x).
Thus, V Π(· , ·), which is now defined on [tN−2, tN ]× lR
n, may have a jump at {tN−1}× lR
n. For any x ∈ lRn,
suppose the following admits a unique solution X¯N−1(·):
dX¯N−1(s) = b
(
s, X¯N−1(s), ψ
(
tN−2, s, X¯
N−1(s), V Πx (s, X¯
N−1(s)), V Πxx(s, X¯
N−1(s))
))
ds
+σ
(
s,X¯N−1(s),ψ
(
tN−2, s,X¯
N−1(s),V Πx (s,X¯
N−1(s)),V Πxx(s,X¯
N−1(s))
))
dW (s),
s ∈ [tN−2, tN−1),
X¯N−1(tN−2) = x.
(4.32)
Then we define
u¯N−1(s; tN−2, x) = ψ
(
tN−2, s, X¯
N−1(s), V Πx (s, X¯
N−1(s)), V Πxx(s, X¯
N−1(s))
)
,
≡ ψ
(
tN−2, s, X¯
N−1(s; tN−2, x), V
Π
x (s, X¯
N−1(s; tN−2, x)), V
Π
xx(s, X¯
N−1(s; tN−2, x))
)
,
s ∈ [tN−2, tN−1),
which, again by Proposition 3.6, is an optimal control of Problem (CN−1) with the initial pair (tN−2, x).
Now, for the optimal pair(
X¯N−1(·), u¯N−1(·)
)
=
(
X¯N−1(· ; tN−2, x), u¯
N−1(· ; tN−2, x)
)
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of Problem (CN−1) (on [tN−2, tN−1]), we make a natural extension on [tN−1, tN ] as follows:{
X¯N−1(s) = X¯N (s; tN−1, X¯
N−1(tN−1)),
u¯N−1(s) = u¯N(s; tN−1, X¯
N−1(tN−1)),
s ∈ [tN−1, tN ]. (4.33)
Thus, the extended (X¯N−1(·), u¯N−1(·)) satisfies
dX¯N−1(s) = b
(
s, X¯N−1(s), ψ
(
tN−2, s, X¯
N−1(s), V Πx (s, X¯
N−1(s)), V Πxx(s, X¯
N−1(s))
))
ds
+σ
(
s, X¯N−1(s), ψ
(
tN−2, s, X¯
N−1(s), V Πx (s, X¯
N−1(s)), V Πxx(s, X¯
N−1(s))
))
dW (s),
s ∈ [tN−2, tN−1),
dX¯N−1(s) = b
(
s, X¯N−1(s), ψ
(
tN−1, s, X¯
N−1(s), V Πx (s, X¯
N−1(s)), V Πxx(s, X¯
N−1(s))
))
ds
+σ
(
s, X¯N−1(s), ψ
(
tN−1, s, X¯
N−1(s), V Πx (s, X¯
N−1(s)), V Πxx(s, X¯
N−1(s))
))
dW (s),
s ∈ [tN−1, tN ],
X¯N−1(tN−2) = x.
(4.34)
We refer to such a pair
(
X¯N−1(·), u¯N−1(·)
)
as a sophisticated equilibrium pair on [tN−2, tN ]. Let
ℓΠ(s) =
N∑
k=1
tk−1I[tk−1,tk)(s), s ∈ [0, T ]. (4.35)
It is easy to see that
0 ≤ s− ℓΠ(s) ≤ ‖Π‖, s ∈ [0, T ]. (4.36)
Then (4.34) can be written compactly as
dX¯N−1(s) = b
(
s, X¯N−1(s), ψ
(
ℓΠ(s), s, X¯N−1(s), V Πx (s, X¯
N−1(s)), V Πxx(s, X¯
N−1(s))
))
ds
+σ
(
s,X¯N−1(s), ψ
(
ℓΠ(s), s,X¯N−1(s), V Πx (s,X¯
N−1(s)), V Πxx(s,X¯
N−1(s))
))
dW (s),
s ∈ [tN−2, tN ],
X¯N−1(tN−2) = x.
(4.37)
Also, one has
J(tN−2, x; u¯
N−1(·)) = lEtN−2
[ ∫ tN−1
tN−1
g(tN−2, s, X¯
N−1(s), u¯N−1(s))ds
+
∫ tN
tN−1
g(tN−2, s, X¯
N−1(s), u¯N−1(s))ds+ h(tN−2, X¯
N−1(T ))
]
= JN−1(tN−2, x; u¯
N−1(·)) = V Π(tN−2, x), x ∈ lR
n.
(4.38)
We point out that in general it may happen that,
J
(
tN−2, x; u¯
N−1(·)
)
> inf
u(·)∈U [tN−2,tN ]
J
(
tN−2, x;u(·)
)
, (4.39)
which means that the the sophisticated equilibrium pair might not be an optimal pair (for the given initial
pair).
Similar to the above, in order to state an optimal control problem for Player (N − 2) on [tN−3, tN−2], we
introduce the following BSDE on [tN−2, tN ]:{
dY N−1(s) = −g
(
tN−3, s, X¯
N−1(s), u¯N−1(s)
)
ds+ ZN−1(s)dW (s), s ∈ [tN−2, tN ],
Y N−1(tN ) = h(tN−3, X¯
N−1(tN )),
(4.40)
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where
(
X¯N−1(·), u¯N−1(·)
)
is the sophisticated equilibrium pair determined by (4.37) on [tN−2, tN ], uniquely
depending on x ∈ lRn. Let
(
Y N−1(·), ZN−1(·)
)
≡
(
Y N−1(· ;x), ZN−1(· ;x)
)
be the adapted solution of this
BSDE. Then (4.37) and (4.40) form an FBSDE. Similar to the above, we have
Y N−1(s) = ΘN−1(s, X¯N−1(s)), s ∈ [tN−2, tN ], (4.41)
as long as ΘN−1(· , ·) is the solution to the following PDE:
ΘN−1s (s, x)+lH
(
tN−3, s, x, ψ
(
ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x)
)
,ΘN−1x (s, x),Θ
N−1
xx (s, x)
)
=0,
(s, x) ∈ [tN−2, tN ]× lR
n,
ΘN−1(tN , x) = h(tN−3, x), x ∈ lR
n.
(4.42)
Having the above preparation, we now consider, for any (t, x) ∈ [tN−3, tN−2)× lR
n, the state equation{
dXN−2(s) = b(s,XN−2(s), uN−2(s))ds+ σ(s,XN−2(s), uN−2(s))dW (s), s ∈ [t, tN−2],
XN−2(t) = x,
(4.43)
and the (sophisticated) cost functional
JN−2(t, x;uN−2(·)) = lEt
[ ∫ tN−2
t
g(tN−3, s,X
N−2(s), uN−2(s))ds+ΘN−1(tN−2, X
N−2(tN−2))
]
. (4.44)
We pose the following problem for Player (N − 2):
Problem (CN−2). For any (t, x) ∈ [tN−3, tN−2) × lR
n, find a u¯N−2(·) ≡ u¯N−2(· ; t, x) ∈ U [tN−3, tN−2]
such that
JN−2(t, x; u¯N−2(·)) = inf
uN−2(·)∈U [tN−3,tN−2]
JN−2(t, x;uN−2(·)) = V Π(t, x). (4.45)
Together with the previous definition, we see that V Π(· , ·) is now well-defined on [tN−3, tN ]× lR
n. Under
proper conditions, V Π(· , ·) is a classical solution to the following HJB equation: V
Π
t (t, x) + inf
u∈U
lH
(
ℓΠ(t), t, x, u, V Πx (t, x), V
Π
xx(t, x)
)
= 0, (t, x) ∈ [tN−3, tN−2)× lR
n,
V Π(tN−2 − 0, x) = Θ
N−1(tN−2, x), x ∈ lR
n.
(4.46)
Further, by the definition of the map ψ(·), we may also write the above as
V Πt (t, x) + lH
(
ℓΠ(t), t, x, ψ
(
ℓΠ(t), t, x, V Πx (t, x), V
Π
xx(t, x)
)
, V Πx (t, x), V
Π
xx(t, x)
)
= 0,
(t, x) ∈ [tN−3, tN−2)× lR
n,
V Π(tN−2 − 0, x) = Θ
N−1(tN−2, x), x ∈ lR
n.
(4.47)
Also, similar to (4.27), we have that in general,
V Π(tN−2 − 0, x) 6= V
Π(tN−2, x). (4.48)
The above procedure can be continued recursively. By induction, we can construct sophisticated cost
functional Jk(t, x;uk(·)) for Player k, and
V Π(t, x) = inf
uk(·)∈U [t,tk]
Jk(t, x;uk(·)), (t, x) ∈ [tk−1, tk)× lR
n, 1 ≤ k ≤ N, (4.49)
with the value function V Π(· , ·) satisfying the following HJB equations on the time intervals associated with
the partition Π:
V Πt (t, x) + lH
(
ℓΠ(t), t, x, ψ
(
ℓΠ(t), t, x, V Πx (t, x), V
Π
xx(t, x)
)
, V Πx (t, x), V
Π
xx(t, x)
)
= 0,
(t, x) ∈ [tN−1, tN ]× lR
n,
V Π(tN , x) = h(tN−1, x), x ∈ lR
n,
(4.50)
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and for k = 1, 2, · · · , N − 1,
V Πt (t, x) + lH
(
ℓΠ(t), t, x, ψ
(
ℓΠ(t), t, x, V Πx (t, x), V
Π
xx(t, x)
)
, V Πx (t, x), V
Π
xx(t, x)
)
= 0,
(t, x) ∈ [tk−1, tk)× lR
n,
V Π(tk − 0, x) = Θ
k+1(tk, x), x ∈ lR
n,
(4.51)
where, for k = 1, 2, · · · , N − 1, Θk+1(· , ·) is the solution to the following (linear) PDE:
Θk+1t (t, x) + lH
(
tk−1, t, x, ψ
(
ℓΠ(t), t, x, V Πx (t, x), V
Π
xx(t, x)
)
,Θk+1x (t, x),Θ
k+1
xx (t, x)
)
= 0,
(t, x) ∈ [tk, tN ]× lR
n,
Θk+1(tN , x) = h(tk−1, x), x ∈ lR
n.
(4.52)
Now, we define
ΨΠ(t, x) = ψ
(
ℓΠ(t), t, x, V Πx (t, x), V
Π
xx(t, x)
)
, (t, x) ∈ [0, T ]× lRn. (4.53)
Then for any given x ∈ lRn, let X¯Π(·) be the solution to the following closed-loop system:{
dX¯Π(s) = b
(
s, X¯Π(s),ΨΠ(s, X¯Π(s))
)
ds+ σ
(
s, X¯Π(s),ΨΠ(s, X¯Π(s))
)
dW (s), s ∈ [0, T ],
X¯Π(0) = x,
(4.54)
and denote
u¯Π(s) = ΨΠ
(
s, X¯Π(s)
)
, s ∈ [0, T ]. (4.55)
According to our construction, we have
J
(
tk−1, X¯
Π(tk−1); Ψ
Π(·)
∣∣
[tk−1,T ]
)
= J
(
tk−1, X¯
Π(tk−1); u¯
Π(·)
∣∣
[tk−1,tk]
)
= V Π
(
tk−1, X¯
Π(tk−1)
)
= Jk
(
tk−1, X¯
Π(tk−1); u¯
Π(·)
∣∣
[tk−1,tk]
)
= inf
uk(·)∈U [tk−1,tk]
Jk
(
tk−1, X¯
Π(tk−1);u
k(·)
)
≤ Jk
(
tk−1, X¯
Π(tk−1);u
k(·)
)
= J
(
tk−1, X¯
Π(tk−1);u
k(·)⊕ΨΠ(·)
∣∣
[tk,T ]
)
, ∀uk(·) ∈ U [tk−1, tk], 1 ≤ k ≤ N,
(4.56)
where uk(·) ⊕ ΨΠ(·)
∣∣
[tk,T ]
is defined the same way as (4.8)–(4.9). Similar to (4.39), for k = 1, 2, · · · , N − 1,
we have in general that
J
(
tk−1, X¯
Π(tk−1); u¯
Π(·)
)
> inf
u(·)∈U [tk−1,T ]
J(tk−1, X¯
Π(tk−1);u(·)
)
. (4.57)
Since the involved N players in Problem (GΠ) interact through the initial/terminal pairs (tk, X(tk)), k =
1, 2, · · · , N − 1, one should actually denote
Jk
(
tk−1, X(tk−1);u
k(·)
)
≡ J˜k
(
x;u1(·), · · · , uN(·)
)
, 1 ≤ k ≤ N. (4.58)
Hence, (4.56) means that if we let
u¯k(·) = u¯Π(·)
∣∣
[tk−1,tk]
, 1 ≤ k ≤ N,
then (u¯1(·), · · · , u¯N(·)) is a Nash equilibrium of the N -person non-cooperative differential game associated
with J˜k
(
x;u1(·), · · · , uN (·)
)
, 1 ≤ k ≤ N (defined in (4.58)).
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4.2 The formal limits.
We now would like to look at the situation when ‖Π‖ → 0. Suppose we have the following:
lim
‖Π‖→0
(
|V Π(t, x)− V (t, x)|+ |V Πx (t, x) − Vx(t, x)|+ |V
Π
xx(t, x) − Vxx(t, x)|
)
= 0, (4.59)
uniformly for (t, x) in any compact sets, for some V (· , ·). Under (H3), we also have
lim
‖Π‖→0
|ΨΠ(t, x) −Ψ(t, x)| = 0, (4.60)
uniformly for (t, x) in any compact sets, for
Ψ(t, x) = ψ(t, t, x, Vx(t, x), Vxx(t, x)
)
, (t, x) ∈ [0, T ]× lRn. (4.61)
Then the following limit exist:
lim
‖Π‖→0
‖X¯Π(·)− X¯(·)‖L2
lF
(Ω;C([0,T ];lRn)) = 0,
for X¯(·) solving the following SDE:{
dX¯(s) = b
(
s, X¯(s), u¯(s)
)
ds+ σ
(
s, X¯(s), u¯(s)
)
dW (s), s ∈ [0, T ].
X¯(0) = x,
(4.62)
where
u¯(s) = Ψ
(
s, X¯(s)
)
, s ∈ [0, T ], (4.63)
and
L2lF(Ω, C([0, T ]; lR
n)) =
{
X : [0, T ]× Ω→ lRn
∣∣ X(·) has continuous paths,
lE
[
sup
t∈[0,T ]
|X(t)|2
]
<∞
}
.
Clearly,
lim
‖Π‖→0
‖u¯Π(·)− u¯(·)‖U2[0,T ] = 0. (4.64)
By (4.56), we have
J
(
ℓΠ(t), X¯Π(ℓΠ(t)); u¯Π(·)
)
= V Π(ℓΠ(t), X¯Π(t)), t ∈ [0, T ].
Thus, passing to the limits, we have (4.5). Also, we have the following:
J
(
tk−1, X¯(tk−1); Ψ(·)
∣∣
[tk−1,T ]
)
≡ J
(
tk−1, X¯(tk−1); u¯(·)
∣∣
[tk−1,T ]
)
= lEtk−1
[ ∫ T
tk−1
g(tk−1, s, X¯(s), u¯(s))ds+ h(tk−1, X¯(T ))
]
≤ lEtk−1
[ ∫ T
tk−1
g(tk−1, s, X¯
Π(s), u¯Π(s))ds + h(tk−1, X¯
Π(T ))
]
+R
(
‖Π‖
)
= V Π
(
tk−1, X¯
Π(tk−1)
)
+R
(
‖Π‖
)
= Jk
(
tk−1, X¯
Π(tk−1); u¯
Π(·)
∣∣
[tk−1,T ]
)
+R
(
‖Π‖
)
≤ Jk
(
tk−1, X¯
Π(tk−1), u
k(·)
)
+R
(
‖Π‖
)
= J
(
tk−1, X¯(tk−1);u
k(·)⊕Ψ(·)
∣∣
[tk,T ]
)
+ R
(
‖Π‖
)
, ∀uk(·) ∈ U [tk−1, tk],
for some R(r) with R(r) → 0 as r → 0. Hence, by Definition 4.1, Ψ(· , ·) is a time-consistent equilibrium
strategy, and V (· , ·) is a time-consistent equilibrium value function of Problem (N).
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In the rest of this subsection, we will formally pass to the limits to find the equations that can be used to
characterize the equilibrium value function V (· , ·). To this end, let us first write the equations for Θk+1(· , ·)
in the integral forms: For k = 1, 2, · · · , N − 1, one has
Θk+1(t, x)=h(tk−1,x)+
∫ T
t
lH
(
tk−1,s, x,ψ
(
ℓΠ(s),s, x,V Πx (s, x),V
Π
xx(s, x)
)
,Θk+1x (s, x),Θ
k+1
xx (s, x)
)
ds
= h(tk−1, x) +
∫ T
t
(
〈Θk+1x (s, x), b
(
s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)
〉
+tr
[
a
(
s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)
Θk+1xx (s, x)
]
+g
(
tk−1, s, x, ψ(ℓ
Π(s), s, x, V Πx (s, x), V
Π
xx(s, x))
))
ds,
(t, x) ∈ [tk, T ]× lR
n.
(4.65)
Let us define
ΘΠ(τ, t, x) =
N−1∑
k=1
Θk+1(t, x)I[tk−1,tk)(τ), (τ, t, x) ∈ D[0, T ]× lR
n. (4.66)
Then
ΘΠ(τ, t, x) = hΠ(τ, x) +
∫ T
t
{
〈ΘΠx (τ, s, x), b
(
s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)
〉
+tr
[
a
(
s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)
ΘΠxx(τ, s, x)
]
+gΠ
(
τ, s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)}
ds,
(4.67)
where 
hΠ(τ, x) =
N−1∑
k=1
h(tk−1, x)I[tk−1,tk)(τ), (τ, x) ∈ [0, T ]× lR
n,
gΠ(τ, s, x, u) =
N−1∑
k=1
g(tk−1, s, x, u)I[tk−1,tk)(τ), (τ, s, x, u) ∈ D[0, T ]× lR
n × U.
Let us look at V Π(· , ·). For (t, x) ∈ [tN−1, tN ]× lR
n, we have
V Π(t, x)=h(tN−1, x)+
∫ T
t
lH
(
tN−1, s, x, ψ(ℓ
Π(s), s, x, V Πx (s, x), V
Π
xx(s, x)), V
Π
x (s, x), V
Π
xx(s, x)
)
ds
=h(ℓΠ(t), x)+
∫ T
t
lH
(
ℓΠ(t), s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x)), V
Π
x (s, x), V
Π
xx(s, x)
)
ds,
(4.68)
and for (t, x) ∈ [tk−1, tk)× lR
n, k = 1, 2, · · · , N − 1,
V Π(t, x) = Θk+1(tk, x) +
∫ tk
t
lH
(
ℓΠ(s), s, x, ψ
(
ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x)
)
, V Πx (s, x), V
Π
xx(s, x)
)
ds
= ΘΠ(tk−1, tk, x) +
∫ tk
t
{
〈 V Πx (s, x), b
(
s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)
〉
+tr
[
a
(
s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)
V Πxx(s, x)
]
+gΠ
(
tk−1, s, x, ψ(ℓ
Π(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)}
ds.
On the other hand, for (t, x) ∈ [tk−1, tk)× lR
n, we have
ΘΠ(tk−1, t, x) = Θ
Π(tk−1, tk, x) +
∫ tk
t
{
〈ΘΠx (tk−1, s, x), b
(
s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)
〉
+tr
[
a
(
s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)
ΘΠxx(tk−1, s, x)
]
+gΠ
(
tk−1, s, x, ψ(ℓ
Π(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)}
ds.
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Therefore, in the case that (4.67) is well-posed, we have
V Π(t, x) = ΘΠ(tk−1, t, x), (t, x) ∈ [tk−1, tk)× lR
n, (4.69)
or equivalently,
V Π(t, x) = ΘΠ(ℓΠ(t), t, x), (t, x) ∈ [0, tN−1)× lR
n. (4.70)
Now, let us assume (4.59) holds for some V (· , ·) and
lim
‖Π‖→0
(
|ΘΠ(τ, t, x)−Θ(τ, t, x)|+ |Θx(τ, t, x)−Θx(τ, t, x)|+ |Θxx(τ, t, x)−Θxx(τ, t, x)|
)
= 0,
(τ, t, x) ∈ D[0, T ]× lRn,
(4.71)
for some Θ(· , · , ·). Let us assume that
|hτ (τ, x)|+ |gτ (τ, t, x, u)| ≤ K, ∀(τ, t, x, u) ∈ D[0, T ]× lR
n × U. (4.72)
Then we have
lim
‖Π‖→0
hΠ(τ, x) = h(τ, x), (τ, x) ∈ [0, T ]× lRn,
and
lim
‖Π‖→0
gΠ
(
τ, s, x, ψ(ℓΠ(s), s, x, V Πx (s, x), V
Π
xx(s, x))
)
= g
(
τ, s, x, ψ(s, s, x, Vx(s, x), Vxx(s, x))
)
,
(τ, s, x) ∈ D[0, T ]× lRn.
Consequently, we obtain the following integro-partial differential equation for Θ(· , · , ·):
Θ(τ, t, x) = h(τ, x) +
∫ T
t
lH
(
τ, s, x, ψ(s, s, x,Θx(s, s, x),Θxx(s, s, x)),Θx(τ, s, x),Θxx(τ, s, x)
)
ds,
(τ, t, x) ∈ D[0, T ]× lRn,
(4.73)
and relation
V (t, x) = Θ(t, t, x), (t, x) ∈ [0, T ]× lRn. (4.74)
It is clear that (4.73) is an integral form of the following differential equation:
Θt(τ, t, x) + lH
(
τ, t, x, ψ
(
t, t, x,Θx(t, t, x),Θxx(t, t, x)
)
,Θx(τ, t, x),Θxx(τ, t, x)
)
= 0,
(τ, t, x) ∈ D[0, T ]× lRn,
Θ(τ, T, x) = h(τ, x), (τ, x) ∈ [0, T ]× lRn,
(4.75)
where {
lH(τ, t, x, u, p, P ) = tr
[
a(t, x, u)P
]
+ 〈 b(t, x, u), p 〉+g(τ, t, x, u),
ψ(τ, t, x, p, P ) ∈ argmin lH(τ, t, x, · , p, P ).
(4.76)
Therefore, we may equivalently write (4.75) as follows:
Θt(τ, t, x) + 〈Θx(τ, t, x), b
(
t, x, ψ(t, t, x,Θx(t, t, x),Θxx(t, t, x))
)
〉
+tr
[
a
(
t, x, ψ(t, t, x,Θx(t, t, x),Θxx(t, t, x))
)
Θxx(τ, t, x)
]
+g
(
τ, t, x, ψ(t, t, x,Θx(t, t, x),Θxx(t, t, x))
)
= 0, (τ, t, x) ∈ D[0, T ]× lRn,
Θ(τ, T, x) = h(τ, x), (τ, x) ∈ [0, T ]× lRn.
(4.77)
We call the above (4.77) the equilibrium Hamilton-Jacobi-Bellamn equation (equilibrium HJB equation, for
short) of Problem (N). If one can find Θ(· , · , ·) from the above, then the equilibrium value function V (· , ·)
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can be determined by (4.74), and the (time-consistent) equilibrium pair can be determined by (4.62) and
(4.63), in principle.
Let us make some remarks on (4.77).
(i) It is an interesting feature of (4.77) that both Θ(τ, t, x) and Θ(t, t, x) appear in the equation where the
later is the restriction of the former on τ = t. On one hand, although the equation is fully nonlinear, due to
the fact that Θ(t, t, x) is different from Θ(τ, t, x), the existing theory for fully nonlinear parabolic equations
cannot apply directly. On the other hand, it is seen that if Θ(t, t, x) is obtained from an independent way,
then (4.77) is actually a linear equation for Θ(τ, t, x) with τ can be purely regarded as a parameter.
(ii) In the case that D(ψ) is not equal to D[0, T ]× lRn × lRn × Sn, the condition
(τ, t, x,Θx(t, t, x),Θxx(t, t, x)) ∈ D(ψ) (4.78)
has to be regarded as a part of the solution. We will see that for some interesting special cases, the above
condition can come automatically. More generally, we may also write (4.75) as
Θt(τ, t, x) + lH
(
τ, t, x, argmin lH
(
t, t, x,Θx(t, t, x),Θxx(t, t, x)
)
,Θx(τ, t, x),Θxx(τ, t, x)
)
∋ 0,
(τ, t, x) ∈ D[0, T ]× lRn,
Θ(τ, T, x) = h(τ, x), (τ, x) ∈ [0, T ]× lRn,
(4.79)
since the set argmin lH
(
t, t, x,Θx(t, t, x),Θxx(t, t, x)
)
might contain more than one point.
(iii) In the case D(ψ) 6= D(H), according to Lemma 3.2, we can define
lHε(τ, t, x, u, p, P ) = lH(τ, t, x, u, p, P ) + ε|u|2,
and there exists a ψε : D[0, T ]× lRn × lRn × Sn → U such that
lHε(τ, t, x, ψε(τ, t, x, p, P ), p, P ) = inf
u∈U
lHε(τ, t, x, u, p, P ) ≡ Hε(τ, t, x, p, P ).
Further,
lim
ε→0
Hε(τ, t, x, p, P ) = H(τ, t, x, p, P ), lim
ε→0
ε|ψε(τ, t, x, p, P )|2 = 0.
It is not hard to see that the above actually amounts to defining
gε(τ, t, x, u) = g(τ, t, x, u) + ε|u|2.
We may refer to the corresponding problem as a regularized problem. If the corresponding equilibrium value
function is denoted by V ε(· , ·), then it is expected that
lim
ε ↓ 0
V ε(t, x) = V (t, x), (t, x) ∈ [0, T ]× lRn. (4.80)
However, in general, if (X¯ε(·), u¯ε(·)) is an equilibrium pair for the regularized problem, we might not have the
limit of u¯ε(·) as ε→ 0. In this case, we should be satisfied by the above characterization of the equilibrium
value function V (· , ·), and u¯ε(·) can be regarded as some kind of “near equilibrium control”.
(iv) For the case
σ(t, x, u) = σ(t, x), ∀(t, x, u) ∈ [0, T ]× lRn × U, (4.81)
i.e., the control does not enter the diffusion of the state equation, ψ(·) is independent of P and
ψ(t, x, p) ∈ argmin
[
〈 p, b(t, x, ·) 〉+g(τ, t, x, ·)
]
. (4.82)
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Then the equilibrium HJB equation can be written as
Θt(τ, t, x) + tr
[
a(t, x)Θxx(τ, t, x)
]
+ 〈 b
(
t, x, ψ(t, t, x,Θx(t, t, x))
)
,Θx(τ, t, x) 〉
+g
(
τ, t, x, ψ(t, t, x,Θx(t, t, x))
)
= 0, (τ, t, x) ∈ D[0, T ]× lRn,
Θ(τ, T, x) = h(τ, x), (τ, x) ∈ [0, T ]× lRn.
(4.83)
We will carefully discuss this case in the next section. Note that for a deterministic problem, namely Problem
(N) for an ordinary differential equation system, we may take
σ(t, x, u) = εI, (t, x, u) ∈ [0, T ]× lRn × U,
for ε > 0 to regularize the problem. Then the corresponding equilibrium HJB equation reads
Θεt (τ, t, x) +
1
2
∆Θεxx(τ, t, x) + 〈 b
(
t, x, ψ(t, t, x,Θεx(t, t, x))
)
,Θεx(τ, t, x) 〉
+g
(
τ, t, x, ψ(t, t, x,Θεx(t, t, x))
)
= 0, (τ, t, x) ∈ D[0, T ]× lRn,
Θε(τ, T, x) = h(τ, x), (τ, x) ∈ [0, T ]× lRn.
(4.84)
It is expected that Θε(· , · , ·)→ Θ(· , · , ·) in some sense, as ε→ 0, with
Θt(τ, t, x) + 〈 b
(
t, x, ψ(t, t, x,Θx(t, t, x))
)
,Θx(τ, t, x) 〉+g
(
τ, t, x, ψ(t, t, x,Θx(t, t, x))
)
= 0,
(τ, t, x) ∈ D[0, T ]× lRn,
Θ(τ, T, x) = h(τ, x), (τ, x) ∈ [0, T ]× lRn.
(4.85)
At the moment, it is not clear to us how one can define viscosity solution to the above equation.
5 Well-Posedness of the Equilibrium HJB Equation
In this section, we discuss the well-posedness for the equilibrium HJB equation (4.77). Let us first intuitively
describe our idea. For any smooth function v(· , ·), denote[
L
(
t, v(t, ·)
)
ϕ(·)
]
(x) = tr
[
a(t, x, ψ(t, t, x, vx(t, x), vxx(t, x))ϕxx(x)
]
+ 〈 b
(
t, x, ψ(t, t, x, vx(t, x))
)
, ϕx(x) 〉, (t, x) ∈ [0, T ]× lR
n,
(5.1)
and
G(τ, t, v(t, ·))(x) = g
(
τ, t, x, ψ(t, t, x, vx(t, x))
)
, (τ, t, x) ∈ D[0, T ]× lRn. (5.2)
Consider the following linear abstract backward evolution equation:{
Θt(τ, t) + L(t, v(t))Θ(τ, t) + G(τ, t, v(t)) = 0, t ∈ [τ, T ],
Θ(τ, T ) = h(τ).
(5.3)
Under some mild conditions, the above is well-posed, and we have the following variation of constant formula:
Θ(τ, t) = E(T, t; v(·))h(τ) +
∫ T
t
E(s, t; v(·))G(τ, s, v(s))ds, t ∈ [τ, T ], (5.4)
where E(· , · ; v(·)) is called the backward evolution operator generated by L(· , v(·)). Consequently, the (time-
consistent) equilibrium value function V (t, ·) = Θ(t, t, ·) should be the solution to the following nonlinear
functional integral equation:
V (t) = E(T, t;V (·))h(t) +
∫ T
t
E(s, t;V (·))G(t, s, V (s))ds, t ∈ [0, T ]. (5.5)
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We call (5.5) the equilibrium HJB integral equation for Problem (N). Once a solution V (· , ·) of (5.5) is found,
we can, in principle, construct a (time-consistent) equilibrium control and an equilibrium pair for Problem
(N). Of course, if we like, we may also solve the equilibrium HJB equation (4.77), which actually is not
necessary as far as the construction of a time-consistent equilibrium pair is concerned.
The well-posedness of (5.5) seems to be difficult for the general case. At the moment, we do not have a
complete solution for that and hopefully, we can present some satisfactory results for the equilibrium HJB
integral equation (5.5) in our future publications. On the other hand, in the rest of this section, we are going
to present a well-posedness result for an interesting special case of (5.5), from which one can get some taste
of the problem. The main hypothesis that we will assume below is the following:
σ(t, x, u) = σ(t, x), (t, x, u) ∈ [0, T ]× lRn × U, (5.6)
namely, the control does not enter the diffusion of the state equation. As we discussed in Section 4, in this
case, our equilibrium HJB equation reads
Θt(τ, t, x) +
1
2
tr
[
σ(t, x)σ(t, x)TΘxx(τ, t, x)
]
+ 〈 b
(
t, x, ψ(t, t, x,Θx(t, t, x))
)
,Θx(τ, t, x) 〉
+g
(
τ, t, x, ψ(t, t, x,Θx(t, t, x))
)
= 0, (τ, t, x) ∈ D[0, T ]× lRn,
Θ(τ, T, x) = h(τ, x), (τ, x) ∈ [0, T ]× lRn.
(5.7)
The essential feature of (5.7) is that Θxx(t, t, x) does not appear in the equation (although Θx(t, t, x) still
appears there). This leads to the well-posedness problem much more accessible. Further, from Example 3.5,
we see that there are cases for which ψ is as smooth as the coefficients and b(t, x, ψ(t, t, x, p)) is bounded.
Therefore, the case that we are going to consider below, although very special, includes a big class of
problems.
To avoid heavy notations, let us consider the following equation
Θt(τ, t, x) + tr
[
a(t, x)Θxx(τ, t, x)
]
+ 〈 b
(
t, x,Θx(t, t, x)
)
,Θx(τ, t, x) 〉+g
(
τ, t, x,Θx(t, t, x)
)
= 0,
(τ, t, x) ∈ D[0, T ]× lRn,
Θ(τ, T, x) = h(τ, x), (τ, x) ∈ [0, T ]× lRn,
(5.8)
with 
a(t, x) =
1
2
σ(t, x)σ(t, x)T , (t, x) ∈ [0, T ]× lRn,
b(t, x, p) = b(t, x, ψ(t, t, x, p)), (t, x, p) ∈ [0, T ]× lRn × lRn,
g(τ, t, x, p) = g(τ, t, x, ψ(t, t, x, p)), (τ, t, x, p) ∈ D[0, T ]× lRn × lRn.
(5.9)
To investigate the well-posedness of (5.8) above, let us make some preparations. Let Cα(lRn) be the space
of all continuous functions ϕ : lRn → lR such that
‖ϕ‖α ≡ ‖ϕ‖0 + [ϕ]α <∞,
where
‖ϕ‖0 = sup
x∈lRn
|ϕ(x)|, [ϕ]α = sup
x,y∈lRn,x 6=y
|ϕ(x) − ϕ(y)|
|x− y|α
.
Further, let C1+α(lRn) and C2+α(lRn) be the spaces of all functions ϕ : lRn → lR such that
‖ϕ‖1+α ≡ ‖ϕ‖0 + ‖ϕx‖0 + [ϕx]α <∞,
and
‖ϕ‖2+α ≡ ‖ϕ‖0 + ‖ϕx‖0 + ‖ϕxx‖0 + [ϕxx]α <∞,
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respectively. Next, let B([0, T ];Cα(lRn)) be the set of all measurable functions f : [0, T ] × lRn → lR such
that for each t ∈ [0, T ], f(t, ·) ∈ Cα(lRn) and
‖f(· , ·)‖B([0,T ];Cα(lRn)) = sup
t∈[0,T ]
‖f(t, ·)‖α <∞.
Also, we let C([0, T ];Cα(lRn)) be the set of all continuous functions that are also in B([0, T ];Cα(lRn)). Thus,
C([0, T ];Cα(lRn)) ⊆ B([0, T ];Cα(lRn)).
Similarly, we define B([0, T ];Ck+α(lRn)) and C([0, T ];Ck+α(lRn)), respectively, for k = 1, 2.
We introduce the following hypotheses for the above equation (5.8).
(P) The maps a : [0, T ] × lRn → Sn, b : [0, T ] × lRn × lRn → lRn, g : D[0, T ] × lRn × lRn → lR and
h : [0, T ]× lRn → lR are continuous and bounded. Moreover, there exists a constant L > 0 such that
|ax(t, x)|+ |bx(t, x, p)|+ |gx(τ, t, x, p)|+ |bp(t, x, p)| + |gp(τ, t, x, p)|+ |hx(τ, x)| ≤ L,
(τ, t, x, p) ∈ D[0, T ]× lRn × lRn.
(5.10)
Further, a(t, x)−1 exists for all (t, x) ∈ [0, T ]× lRn and there exist constants λ0, λ1 > 0 such that
λ0I ≤ a(t, x)
−1 ≤ λ1I, ∀(t, x) ∈ [0, T ]× lR
n. (5.11)
We point out here that some of the conditions assumed in (P) can be substantially relaxed. However,
we prefer not to get into those generalities for the sake of simplicity in our presentation. Note also that
typically, the ellipticity condition of a(t, x) looks like
a(t, x) ≥ δI, ∀(t, x) ∈ [0, T ]× lRn,
for some δ > 0. It is clear that when a(· , ·) is assumed to be bounded, then the above is equivalent to (5.11).
The number λ0 in (5.11) will be used below.
For any v(· , ·) ∈ C([0, T ];C1+α(lRn)), we consider the following linear PDE, parameterized by τ ∈ [0, T ):{
Θt(τ, t, x) + L[t, v(·)]Θ(τ, t, x) + g
(
τ, t, x, vx(t, x)
)
= 0, (t, x) ∈ [0, T )× lRn,
Θ(τ, T, x) = h(τ, x), x ∈ lRn,
(5.12)
where the differential operator L[t, v(·)] is defined by the following:
L[t, v(·)]ϕ(x) = tr
[
a(t, x)ϕxx(x)
]
+ 〈 b(t, x, vx(t, x)), ϕx(x) 〉, ∀ϕ(·) ∈ C
2(lRn). (5.13)
In what follows, we let
Cλ(lR
n) =
{
ϕ(·) ∈ C(lRn)
∣∣ sup
x∈lRn
e−λ|x|
2
|ϕ(x)| <∞
}
. (5.14)
We have the following result whose proof follows a relevant one found in [9], with some minor modifications.
Proposition 5.1. Let (P) hold and fix a τ ∈ [0, T ). Then for any v(· , ·) ∈ C([0, T ];C1+α(lRn)) and any
h(τ, ·) ∈ Cλ(lR
n) with λ < λ04T , Cauchy problem (5.12) admits a unique classical solution Θ(τ, · , ·) and the
following representation holds:
Θ(τ, t, x) =
∫
lRn
Γv(·)(t, x;T, y)h(τ, y)dy +
∫ T
t
∫
lRn
Γv(·)(t, x; s, y)g(τ, s, y, vx(s, y))dyds,
(t, x) ∈ [0, T ]× lRn.
(5.15)
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Here, Γv(·)(t, x; s, y) is defined on [0, T ]× lRn × [0, T ]× lRn with t < s having the following properties:
(i) For any fixed (s, y) ∈ (0, T ]× lRn,
Γv(·)x (t, x; s, y), Γ
v(·)
xx (t, x; s, y), Γ
v(·)
t (t, x; s, y)
are continuous in (t, x), (s, y) ∈ [0, T ]× lRn with t < s, and for any fixed (s, y) ∈ (0, T ]× lRn,
L[t, v(·)]Γv(·)(t, x; s, y) = 0, (t, x) ∈ [0, s)× lRn, (5.16)
(ii) For any ϕ(·) ∈ Cλ(lR
n) with λ < λ04T ,
lim
t ↑ s
∫
lRn
Γv(·)(t, x; s, y)ϕ(y)dy = ϕ(x), x ∈ lRn, (5.17)
The map Γv(·)(t, x; s, y) in the above proposition is called the fundamental solution to the problem (5.12).
Our main result of this section is the following.
Theorem 5.2. Let (P) hold. Then (5.8) admits a unique solution Θ(· , · , ·).
Proof. Let
L0(t)ϕ(x) = tr
[
a(t, x)ϕxx(x)
]
, ∀ϕ(·) ∈ C2(lRn), (5.18)
which is independent of v(·). Then
L[t, v(·)]ϕ(x) = L0(t)ϕ(s) + 〈 b(t, x, vx(t, x)), ϕx(x) 〉, ∀ϕ(·) ∈ C
2(lRn), (5.19)
and (5.12) can be written as (fix τ ∈ [0, T ))
Θt(τ, t, x) + L0(t)Θ(τ, t, x) + 〈 b(t, x, vx(t, x)),Θx(τ, t, x) 〉+g
(
τ, t, x, vx(t, x)
)
= 0,
(t, x) ∈ [0, T )× lRn,
Θ(τ, T, x) = h(τ, x), x ∈ lRn,
(5.20)
Applying Proposition 5.1, we have
Θ(τ, t, x) =
∫
lRn
Γ0(t, x;T, y)h(τ, y)dy +
∫ T
t
∫
lRn
Γ0(t, x; s, y)
[
〈 b(s, y, vx(s, y)),Θx(τ, s, y) 〉
+g(τ, s, y, vx(s, y))
]
dyds, (t, x) ∈ [τ, T ]× lRn,
(5.21)
where Γ0(t, x; s, y) is the fundamental solution of L0(·), given by the following explicitly:
Γ0(t, x; s, y) =
1(
4π(s− t)
) n
2
(
det[a(s, y)]
) 1
2
e
−
〈 a(s,y)−1(x−y),(x−y) 〉
4(s−t) ,
(t, x), (s, y) ∈ [0, T ]× lRn, t < s.
(5.22)
Direct computations show that ([9])
|Γ0(t, x; s, y)| ≤
K
(s− t)
n
2
e
−
λ|x−y|2
4(s−t) ,
|Γ0x(t, x; s, y)| ≤
K
(s− t)
n+2
2
e
−
λ|x−y|2
4(s−t) ,
λ < λ0. (5.23)
Moreover,
Γ0y(t, x; s, y) = −Γ
0
x(t, x; s, y)− Γ
0(t, x; s, y)
[(
det
[
a(s, y)
])
y
+ 〈
[
a(s, y)−1
]
y
(x− y), x− y 〉
]
≡ −Γ0x(t, x; s, y)− Γ
0(t, x; s, y)ρ(t, x, s, y),
(5.24)
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where
〈
[
a(s, y)−1
]
y
(x− y), x− y 〉 =

〈[a(s, y)−1]y1(x− y), x− y 〉
〈[a(s, y)−1]y2(x− y), x− y 〉
...
〈[a(s, y)−1]yn(x− y), x− y 〉
 ,
and
ρ(t, x, s, y) =
1
2
(
det
[
a(s, y)
])
y
+
〈
[
a(s, y)−1
]
y
(x− y), x− y 〉
4(s− t)
.
Under (P), we see that
|ρ(s, x, y)| ≤ K
(
1 +
|x− y|2
s− t
)
, ∀(s, x, y) ∈ [0, T ]× lRn × lRn. (5.25)
Then
Θx(τ, t, x) =
∫
lRn
Γ0x(t, x;T, y)h(τ, y)dy +
∫ T
t
∫
lRn
Γ0x(t, x; s, y)
[
〈 b(s, y, vx(s, y)),Θx(τ, s, y) 〉
+g(τ, s, y, vx(s, y))
]
dyds
= −
∫
lRn
Γ0y(t, x;T, y)h(τ, y)dy −
∫
lRn
Γ0(t, x;T, y)ρ(t, x, T, y)h(τ, y)dy
+
∫ T
t
∫
lRn
Γ0x(t, x; s, y)
[
〈 b(s, y, vx(s, y)),Θx(τ, s, y) 〉+g(τ, s, y, vx(s, y))
]
dyds
=
∫
lRn
Γ0(t, x;T, y)hy(τ, y)dy −
∫
lRn
Γ0(t, x; s, y)ρ(t, x, T, y)h(τ, y)dy
+
∫ T
t
∫
lRn
Γ0x(t, x; s, y)
[
〈 b(s, y, vx(s, y)),Θx(τ, s, y) 〉+g(τ, s, y, vx(s, y))
]
dyds.
Hence,
|Θx(τ, t, x)| ≤
∫
lRn
Ke
−λ|x−y|
2
4(T−t)
(T − t)
n
2
[
|hy(τ, y)|+
(
1 +
|x− y|2
T − t
)
|h(τ, y)|
]
dy
+
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(s−t)
(s− t)
n+1
2
(
|Θx(τ, s, y)|+ 1
)
dyds
≤
∫
lRn
Ke
−
λ|x−y|2
4(T−t)
(T − t)
n
2
[(
1 +
|x− y|2
T − t
)
|h(τ, y)|+ |hy(τ, y)|
]
dy +
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(s−t)
(s− t)
n+1
2
|Θx(τ, s, y)|dyds
≤ K
(
1 + ‖h(τ, ·)‖C1(lRn)
)
+
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(s−t)
(s− t)
n+1
2
|Θx(τ, s, y)|dyds.
(5.26)
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The above can be iterated as follows:
|Θx(τ, t, x)| ≤ K
(
1 + ‖h(τ, ·)‖C1(lRn)
)
+
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(s−t)
(s− t)
n+1
2
|Θx(τ, s, y)|dyds
≤ K
(
1 + ‖h(τ, ·)‖C1(lRn)
)
+
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(s−t)
(s− t)
n+1
2
K
(
1 + ‖h(τ, ·)‖C1(lRn)
)
dyds
+
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(s−t)
(s− t)
n+1
2
∫ T
s
∫
lRn
Ke
−
λ|y−z|2
4(r−s)
(r − s)
n+1
2
|Θx(τ, r, z)|dzdrdyds
≤ K
(
1 + ‖h(τ, ·)‖C1(lRn)
)
+
∫ T
t
∫
lRn
(∫ r
t
∫
lRn
Ke
−
λ|x−y|2
4(s−t)
(s− t)
n+1
2
Ke
−
λ|y−z|2
4(r−s)
(r − s)
n+1
2
dyds
)
|Θx(τ, r, z)|dzdr
≤ K
(
1 + ‖h(τ, ·)‖C1(lRn)
)
+
∫ T
t
∫
lRn
Ke
−
λ|x−z|2
4(r−t)
(r − t)
n
2
|Θx(τ, r, z)|dzdr.
(5.27)
In the above, we have used Lemma 3 of Chapter 1 in [9]. We can repeat the above procedure 2n times and
then use Gronwall’s inequality to obtain
|Θx(τ, t, x)| ≤ K
(
1 + ‖h(τ, ·)‖C1(lRn)
)
, ∀(t, x) ∈ [τ, T ]× lRn. (5.28)
Now, we let vi(· , ·) ∈ C([0, T ];C1(lRn)), i = 0, 1. Let Θi(τ, · , ·) be the corresponding solutions of (5.20).
Then
Θ1(τ, t, x)− Θ0(τ, t, x) =
∫ T
t
∫
lRn
Γ0(t, x; s, y)
[
〈 b(s, y, v1x(s, y)),Θ
1
x(τ, s, y)−Θ
0
x(τ, s, y) 〉
+ 〈 b(s, y, v1x(s, y))− b(s, y, v
0
x(s, y)),Θ
0
x(τ, s, y) 〉
+g(τ, s, y, v1x(s, y))− g(τ, s, y, v
0(s, y))
]
dyds, (t, x) ∈ [τ, T ]× lRn,
(5.29)
and
Θ1x(τ, t, x)−Θ
0
x(τ, t, x) =
∫ T
t
∫
lRn
Γ0x(t, x; s, y)
[
〈Θ1x(τ, s, y)−Θ
0
x(τ, s, y), b(s, y, v
1
x(s, y)) 〉
+ 〈Θ0x(τ, s, y), b(s, y, v
1
x(s, y))− b(s, y, v
0
x(s, y)) 〉
+g(τ, s, y, v1x(s, y))− g(τ, s, y, v
0(s, y))
]
dyds, (t, x) ∈ [τ, T ]× lRn,
(5.30)
Hence,
|Θ1x(τ, t, x) −Θ
0
x(τ, t, x)| ≤
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(s−t)
(s− t)
n+1
2
(
|Θ1x(τ, s, y)−Θ
0
x(τ, s, y)|
+
(
|Θ0x(τ, s, y)|+ 1
)
|v1x(s, y)− v
0
x(s, y)|
)
dyds
≤
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(s−t)
(s− t)
n+1
2
|Θ1x(τ, s, y)−Θ
0
x(τ, s, y)|dyds
+K(T − t)
1
2
(
1 + ‖h(τ, ·)‖C1(lRn)
)
‖v1x(· , ·)− v
0
x(· , ·)‖C([τ,T ]×lRn).
(5.31)
Then, similar to (5.28) obtained from (5.26) via (5.27), we can obtain
|Θ1x(τ, t, x)−Θ
0
x(τ, t, x)| ≤ K(T − t)
1
2
(
1 + ‖h(τ, ·)‖C1(lRn)
)
‖v1x(· , ·)− v
0
x(· , ·)‖C([τ,T ]×lRn). (5.32)
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On the other hand, from (5.29), we have
|Θ1(τ, t, x) −Θ0(τ, t, x)| ≤
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(s−t)
(s− t)
n
2
(
|Θ1x(τ, s, y)−Θ
0
x(τ, s, y)|
+
(
|Θ0x(τ, s, y)|+ 1
)
|v1x(s, y)− v
0
x(s, y)|
)
dyds.
(5.33)
Comparing the above with (5.31), we see that the following must be true:
|Θ1(τ, t, x) −Θ0(τ, t, x)| ≤ K(T − t)
(
1 + ‖h(τ, ·)‖C1(lRn)
)
‖v1x(· , ·)− v
0
x(· , ·)‖C([τ,T ]×lRn). (5.34)
Hence, we obtain
‖Θ1(τ, · , ·)−Θ0(τ, · , ·)‖C([τ,T ];C1(lRn))
≤ K(T − t)
1
2
(
1 + ‖h(τ, ·)‖C1(lRn)
)
‖v1(· , ·)− v0(· , ·)‖C([τ,T ];C1(lRn)).
(5.35)
From the above procedure, we see that K > 0 in the above is an absolute constant, independent of (τ, t) ∈
D[0, T ]. Hence, in particular, we have (denoting V i(t, x) = Θi(t, t, x))
‖V 1(· , ·)− V 0(· , ·)‖C([T−δ,T ];C1(lRn))
≤ Kδ
1
2
(
1 + ‖h(·, ·)‖B([0,T ];C1(lRn))
)
‖v1(· , ·)− v0(· , ·)‖C([T−δ,T ];C1(lRn)).
(5.36)
Clearly, by choosing δ > 0 small, we get a contraction mapping v(· , ·) 7→ V (· , ·) on C([T − δ, T ];C1(lRn)).
Therefore, this map admits a unique fixed point. Since we may obtain similar estimates on [T − 2δ, T − δ]),
etc., one sees that the fixed point will exists on the whole space C([0, T ;C1(lRn)) for the map v(· , ·) 7→ V (· , ·).
Then we obtain the well-posedness of the following:
Θ(τ, t, x) =
∫
lRn
Γ0(t, x;T, y)h(τ, y)dy +
∫ T
t
∫
lRn
Γ0(t, x; s, y)
[
〈 b(s, y,Θx(s, s, y)),Θx(τ, s, y) 〉
+g(τ, s, y,Θx(s, s, y))
]
dyds, (τ, t, x) ∈ D[0, T ]× lRn,
(5.37)
Finally, by the regularity of the above expression, we know that Θ(τ, t, x) is C2+α in x, C1+
α
2 in t for some
α ∈ (0, 1), and the PDE (5.8) is satisfied.
Recall that in Section 4, by assuming the convergence of ΘΠ(· , · , ·) and V Π(· , ·), we get the equilibrium
HJB equation for Θ(· , · , ·) and then V (· , ·) is characterized by an equilibrium HJB integral equation. We
now want to show that under conditions ensuring (P), we do have the expected convergence. This will
make our whole procedure satisfactorily complete for certain cases, at least. For the sake of simplicity, we
assume that all the involved functions are bounded and continuously differentiable up to a needed order with
bounded derivatives.
When (5.6) holds, for k = 0, 1, · · · , N − 1, we have
ΘΠt (τ, t, x) + tr
[
a(t, x)ΘΠxx(τ, t, x)
]
+ 〈 b
(
t, x, ψ(ℓΠ(t), t, x, V Πx (t, x))
)
,ΘΠx (τ, t, x) 〉
+gΠ(τ, t, x, ψ(ℓΠ(t), t, x, V Πx (t, x))
)
= 0, (t, x) ∈ [tk, T ]× lR
n,
ΘΠ(τ, T, x) = hΠ(τ, x), x ∈ lRn,
(5.38)
with 
hΠ(τ, x) =
N−1∑
k=1
h(tk−1, x)I[tk−1,tk)(τ), (τ, x) ∈ [0, T ]× lR
n,
gΠ(τ, s, x, u) =
N−1∑
k=1
g(tk−1, s, x, u)I[tk−1,tk)(τ), (τ, s, x, u) ∈ D[0, T ]× lR
n × U.
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Since (5.38) is well-posed, we have
V Π(t, x) = ΘΠ(ℓΠ(t), t, x), (t, x) ∈ [0, tN−1)× lR
n. (5.39)
Also, by the assumed uniform Lipschitz continuity of τ 7→ (h(τ, x), hy(τ, y), g(τ, t, x, u)), we have
|hΠ(τ, x) − h(τ, x)|+ |hΠx (τ, x) − hx(τ, x)| + |g
Π(τ, s, x, u)− g(τ, s, x, u)| ≤ K‖Π‖,
∀(τ, s, x, u) ∈ D[0, T ]× lRn × U.
(5.40)
Next, by Proposition 5.1, we have
ΘΠ(τ, t, x)−Θ(τ, t, x) =
∫
lRn
Γ0(t, x;T, y)
[
hΠ(τ, y)− h(τ, y)
]
dy
+
∫ T
t
∫
lRn
Γ0(t, x; s, y)
[
〈 b
(
s, y, ψ(ℓΠ(s), s, y, V Πx (s, y))
)
,ΘΠx (τ, s, y) 〉
− 〈 b
(
s, y, ψ(s, s, y, Vx(s, y))
)
,Θx(τ, s, y) 〉
+gΠ
(
τ, s, y, ψ(ℓΠ(s), x, V Πx (s, y))
)
− g
(
τ, s, y, ψ(s, x, Vx(s, y))
)]
dyds
=
∫
lRn
Γ0(t, x;T, y)
[
hΠ(τ, y)− h(τ, y)
]
dy
+
∫ T
t
∫
lRn
Γ0(t, x; s, y)
[
〈 b
(
s, y, ψ(ℓΠ(s), s, y, V Πx (s, y))
)
,ΘΠx (τ, s, y)−Θx(τ, s, y) 〉
+ 〈 b
(
s, y, ψ(ℓΠ(s), s, y, V Πx (s, y))
)
− b
(
s, y, ψ(s, s, y, Vx(s, y))
)
,Θx(τ, s, y) 〉
+gΠ
(
τ, s, y, ψ(ℓΠ(s), x, V Πx (s, y))
)
− g
(
τ, s, y, ψ(s, x, Vx(s, y))
)]
dyds.
(5.41)
Consequently,
ΘΠx (τ, t, x)−Θx(τ, t, x) =
∫
lRn
Γ0(t, x;T, y)
[
hΠy (τ, y)− hy(τ, y)
]
dy
−
∫
lRn
Γ0(t, x;T, y)ρ(t, x, T, y)
[
hΠ(τ, y)− h(τ, y)
]
dy
+
∫ T
t
∫
lRn
Γ0x(t, x; s, y)
[
〈 b
(
s, y, ψ(ℓΠ(s), s, y, V Πx (s, y))
)
,ΘΠx (τ, s, y)−Θx(τ, s, y) 〉
+ 〈 b
(
s, y, ψ(ℓΠ(s), s, y, V Πx (s, y))
)
− b
(
s, y, ψ(s, s, y, Vx(s, y))
)
,Θx(τ, s, y) 〉
+gΠ
(
τ, s, y, ψ(ℓΠ(s), s, x, V Πx (s, y))
)
− g
(
τ, s, y, ψ(s, x, Vx(s, y))
)]
dyds.
(5.42)
Thus,
|ΘΠx (τ, t, x)−Θx(τ, t, x)| ≤
∫
lRn
Ke
−
λ|x−y|2
4(T−t)
(T − t)
n
2
|hΠy (τ, y)− hy(τ, y)|dy
+
∫
lRn
Ke
−
λ|x−y|2
4(T−t)
(T − t)
n
2
(
1 +
|x− y|2
(T − t)
)
|hΠ(τ, y)− h(τ, y)|dy
+
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(T−t)
(T − t)
n+1
2
(
|ΘΠx (τ, s, y)−Θx(τ, s, y)|+ |ℓ
Π(s)− s|+ |V Πx (s, y)− Vx(s, y)|
+|gΠ
(
τ, s, y, ψ(τ, s, x, Vx(s, y))
)
− g
(
τ, s, y, ψ(s, x, Vx(s, y))
)
|
)
dyds
≤
∫
lRn
Ke
−
λ|x−y|2
4(T−t)
(T − t)
n
2
‖Π‖dy +
∫
lRn
Ke
−
λ|x−y|2
4(T−t)
(T − t)
n
2
(
1 +
|x− y|2
(T − t)
)
‖Π‖dy
+
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(T−t)
(T − t)
n+1
2
(
|ΘΠx (τ, s, y)−Θx(τ, s, y)|+ ‖Π‖+ |Θ
Π
x (ℓ
Π(s), s, y)−Θx(s, s, y)|
)
dyds.
(5.43)
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Therefore,
sup
τ∈[0,t]
|ΘΠx (τ, t, x)−Θx(τ, t, x)| ≤ K‖Π‖+
∫ T
t
∫
lRn
Ke
−λ|x−y|
2
4(T−t)
(T − t)
n+1
2
|Θx(ℓ
Π(s), s, x) −Θx(s, s, y)|dyds
+
∫ T
t
∫
lRn
Ke
−
λ|x−y|2
4(T−t)
(T − t)
n+1
2
sup
τ∈[0,s]
|ΘΠx (τ, s, y)−Θx(τ, s, y)|dyds.
(5.44)
This yields that
sup
τ∈[0,t]
|ΘΠx (τ, t, x)−Θx(τ, t, x)| ≤ K
(
‖Π‖+
∫ T
t
∫
lRn
Ke
−λ|x−y|
2
4(T−t)
(T − t)
n+1
2
|Θx(ℓ
Π(s), s, x)−Θx(s, s, y)|dyds
)
. (5.45)
Likewise, we can have a similar estimate for |ΘΠ(τ, t, x)−Θ(τ, t, x)|. Hence, we obtain
sup
(τ,t)∈D[0,T ]
‖ΘΠ(τ, t, ·)−Θ(τ, t, ·)‖C1(lRn)
≤ K
(
‖Π‖+
∫ T
t
∫
lRn
Ke
−λ|x−y|
2
4(T−t)
(T − t)
n+1
2
|Θx(ℓ
Π(s), s, x)−Θx(s, s, y)|dyds
)
.
(5.46)
From this, our expected convergence follows.
6 Some Special Cases
In this section, we are going to look at several important special cases. We will mainly look at the corre-
sponding forms of our equilibrium HJB equations.
6.1 A Linear-Quadratic Problem
Let us look at the LQ problem. For any initial pair (t, x) ∈ [0, T )× lRn, the state equation is{
dX(s) =
[
A(s)X(s) +B(s)u(s)
]
ds+
[
A1(s)X(s) +B1(s)u(s)
]
dW (s), s ∈ [t, T ],
X(t) = x,
(6.1)
with the cost functional
J(t, x;u(·)) =
1
2
lEt
[ ∫ T
t
(
〈Q(t, s)X(s), X(s) 〉+ 〈R(t, s)u(s), u(s) 〉
)
ds+ 〈G(t)X(T ), X(T ) 〉
]
. (6.2)
Then
lH(τ, t, x, u, p, P ) = 〈 p,A(t)x+B(t)u 〉+
1
2
tr
[(
A1(t)x+B1(t)u
)(
A1(t)x +B1(t)u
)T
P
]
+
1
2
[
〈Q(τ, t)x, x 〉+ 〈R(τ, t)u, u 〉
]
= 〈 p,A(t)x 〉+
1
2
〈
[
A1(t)
TPA1(t) +Q(τ, t)
]
x, x 〉
+
1
2
〈
[
R(τ, t) +B1(t)
TPB1(t)
]
u, u 〉+ 〈u,B(t)T p+B1(t)
TPA1(t)x 〉 .
This yields
ψ(τ, t, x, p, P ) = −
[
R(τ, t) +B1(t)
TPB1(t)
]−1[
B(t)T p+ B1(t)
TPA1(t)x
]
,
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and
lH(τ, t, x, ψ(t, t, x, p¯, P¯ ), p, P )
= 〈 p,A(t)x 〉+
1
2
〈
[
A1(t)
TPA1(t) +Q(τ, t)
]
x, x 〉
+
1
2
〈
[
R(τ, t) + B1(t)
TPB1(t)
]
ψ(t, t, x, p¯, P¯ ), ψ(t, t, x, p¯, P¯ ) 〉
+ 〈ψ(t, t, x, p¯, P¯ ), B(t)T p+B1(t)
TPA1(t)x 〉
= 〈 p,A(t)x 〉+
1
2
〈
[
A1(t)
TPA1(t) +Q(τ, t)
]
x, x 〉
+
1
2
〈
[
R(τ, t) +B1(t)
TPB1(t)
][
R(t, t) +B1(t)
T P¯B1(t)
]−1[
B(t)T p¯+B1(t)
T P¯A1(t)x
]
,[
R(t, t) +B1(t)
T P¯B1(t)
]−1[
B(t)T p¯+B1(t)
T P¯A1(t)x
]
〉
− 〈
[
R(t, t) +B1(t)
T P¯B1(t)
]−1[
B(t)T p¯+B1(t)
T P¯A1(t)x
]
, B(t)T p+B1(t)
TPA1(t)x 〉 .
Hence, the equilibrium HJB equation takes the following form:
Θt(τ, t, x) + 〈Θx(τ, t, x), A(t)x 〉+
1
2
〈
[
A1(t)
TΘxx(τ, t, x)A1(t) +Q(τ, t)
]
x, x 〉
+
1
2
〈
[
R(τ, t) +B1(t)
TΘxx(τ, t, x)B1(t)
][
R(t, t) +B1(t)
TΘxx(t, t, x)B1(t)
]−1
·
[
B(t)TΘx(t, t, x) +B1(t)
TΘxx(t, t, x)A1(t)x
]
,[
R(t, t) +B1(t)
TΘxx(t, t, x)B1(t)
]−1[
B(t)TΘx(t, t, x) +B1(t)
TΘxx(t, t, x)A1(t)x
]
〉
− 〈
[
R(t, t) +B1(t)
TΘxx(t, t, x)B1(t)
]−1[
B(t)TΘx(t, t, x) +B1(t)
TΘxx(t, t, x)A1(t)x
]
,
B(t)TΘx(τ, t, x) +B1(t)
TΘxx(τ, t, x)A1(t)x 〉 = 0, (τ, t, x) ∈ D[0, T ]× lR
n,
Θ(τ, T, x) =
1
2
〈G(τ)x, x 〉, (τ, x) ∈ [0, T ]× lRn.
(6.3)
Although having a little bit complicated looking, the above has a quadratic structure which can help us to
study the well-posedness of it. To see that, let
Θ(τ, t, x) =
1
2
〈P (τ, t)x, x 〉, (τ, t, x) ∈ D[0, T ]× lRn, (6.4)
with some undetermined map P : D[0, T ]→ Sn. Plugging the above into (6.3), we see that the map P (· , ·)
should satisfy the following equation:
0 = Pt(τ, t) + P (τ, t)A(t) +A(t)
TP (τ, t) +A1(t)
TP (τ, t)A1(t) +Q(τ, t)
+[P (t, t)B(t) +A1(t)
TP (t, t)B1(t)][R(t, t) +B1(t)
TP (t, t)B1(t)]
−1
·[R(τ, t)+B1(t)
TP (τ, t)B1(t)][R(t, t)+B1(t)
TP (t, t)B1(t)]
−1[B(t)TP (t, t)+B1(t)
TP (t, t)A1(t)]
−[P (t, t)B(t) +A1(t)
TP (t, t)B1(t)][R(t, t) +B1(t)
TP (t, t)B1(t)]
−1[B(t)TP (τ, t) +B1(t)
TP (τ, t)A1(t)]
−[P (τ, t)B(t) +A1(t)
TP (τ, t)B1(t)][R(t, t) +B1(t)
TP (t, t)B1(t)]
−1[B(t)TP (t, t) +B1(t)
TP (t, t)A1(t)],
with the terminal condition
P (τ, T ) = G(τ).
Note that if P (t, t) and R(t, t) are replaced by P (τ, t) and R(τ, t), respectively, the above becomes a standard
Riccati equation with a parameter τ . The appearance of P (t, t) and R(t, t) makes the above non-standard.
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We may rewrite the above as follows (suppressing t in P (τ, t), etc., for simplicity):
0 = Pt(τ) + P (τ)A +A
TP (τ) +AT1 P (τ)A1 +Q(τ) +
[
P (t)B +AT1 P (t)B1
][
R(t) +BT1 P (t)B1
]−1
·
[
R(τ) +BT1 P (τ)B1
][
R(t) +BT1 P (t)B1
]−1[
BTP (t) +BT1 P (t)A1
]
−
[
P (t)B +AT1 P (t)B1
][
R(t) +BT1 P (t)B1
]−1[
BTP (τ) +BT1 P (τ)A1
]
−
[
P (τ)B +AT1 P (τ)B1
][
R(t) +BT1 P (t)B1
]−1[
BTP (t) +BT1 P (t)A1
]
= Pt(τ) + P (τ)
(
A−B
[
R(t) +BT1 P (t)B1
]−1[
BTP (t) +BT1 P (t)A1
])
+
(
A− B
[
R(t) +BT1 P (t)B1
]−1[
BTP (t) +BT1 P (t)A1
])T
P (τ) +Q(τ)
+
(
A1 −B1
[
R(t) +BT1 P (t)B1
]−1[
BTP (t) +BT1 P (t)A1
])T
P (τ)
·
(
A1 −B1
[
R(t) +BT1 P (t)B1
]−1[
BTP (t) +BT1 P (t)A1
])
+
[
P (t)B+AT1 P (t)B1
][
R(t)+BT1 P (t)B1
]−1
R(τ)
[
R(t)+BT1 P (t)B1
]−1[
BTP (t)+BT1 P (t)A1
]
.
Denote
Γ(t) =
[
R(t, t) +B1(t)
TP (t, t)B1(t)
]−1[
B(t)TP (t, t) +B1(t)
TP (t, t)A1(t)
]
,
Â(t) = A(t)−B(t)Γ(t), Â1(t) = A1(t)−B1(t)Γ(t),
Q̂(τ, t) = Q(τ, t) + Γ(t)TR(τ, t)Γ(t),
(τ, t) ∈ D[0, T ]. (6.5)
Then the equation for P (· , ·) can be written as follows:{
Pt(τ, t) + P (τ, t)Â(t) + Â(t)
TP (τ, t) + Â1(t)
TP (τ, t)Â1(t) + Q̂(τ, t) = 0, (τ, t) ∈ D[0, T ],
P (τ, T ) = G(τ), τ ∈ [0, T ].
(6.6)
Next, let Φ(· , ·) be the fundamental matrix of
(
Â(·), Â1(·)
)
, i.e., the following holds:{
dΦ(s, t) = Â(s)Φ(s, t)ds + Â1(s)Φ(s, t)dW (s), s ∈ [t, T ],
Φ(t, t) = I.
(6.7)
Applying Itoˆ’s formula to s 7→ 〈P (τ, s)Φ(s, t)x,Φ(s, t)x 〉 on [t, T ], we have
〈Φ(T, t)TG(τ)Φ(T, t)x, x 〉 − 〈P (τ, t)x, x 〉 =
∫ T
t
−〈 Q̂(τ, s)Φ(s, t)x,Φ(s, t)x 〉 ds
+
∫ T
t
〈
[
P (τ, s)Â1(s) + Â1(s)
TP (τ, s)
]
Φ(s, t)x,Φ(s, t)x 〉 dW (s),
which leads to
P (τ, t) = Φ(T, t)TG(τ)Φ(T, t) +
∫ T
t
Φ(s, t)T Q̂(τ, s)Φ(s, t)ds
−
∫ T
t
Φ(s, t)T
[
P (τ, s)Â1(s) + Â1(s)
TP (τ, s)
]
Φ(s, t)dW (s), (τ, t) ∈ D[0, T ].
(6.8)
Note that although P (τ, t) is a deterministic function, the above representation is stochastic. From the
above, we have
P (τ, t)=lEt
[
Φ(T, t)TG(τ)Φ(T, t)+
∫ T
t
Φ(s, t)T
[
Q(τ, s)+Γ(s)TR(τ, s)Γ(s)
]
Φ(s, t)ds
]
, (τ, t) ∈ D[0, T ]. (6.9)
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In particular, taking τ = t and denoting P (t) = P (t, t), one has
P (t) = lEt
[
Φ(T, t)TG(t)Φ(T, t)+
∫ T
t
Φ(s, t)T
[
Q(t, s)+Γ(s)TR(t, s)Γ(s)
]
Φ(s, t)ds
]
, t ∈ [0, T ]. (6.10)
Combining the above, we end up with the following system for the function P (·):
P (t) = lEt
[
Φ(T, t)TG(t)Φ(T, t)+
∫ T
t
Φ(s, t)T
[
Q(t, s)+Γ(s)TR(t, s)Γ(s)
]
Φ(s, t)ds
]
, t ∈ [0, T ],
Φ(s, t)=I+
∫ s
t
[
A(r)−B(r)Γ(r)
]
Φ(r, t)dr+
∫ s
t
[
A1(r)−B1(r)Γ(r)
]
Φ(r, t)dW (r), (t, s) ∈ D[0, T ],
Γ(t) =
[
R(t, t) +B1(t)
TP (t)B1(t)
]−1[
B(t)TP (t) +B1(t)
TP (t)A1(t)
]
, t ∈ [0, T ].
(6.11)
We refer to the above as a Riccati-Volterra integral equation system for the corresponding (time-inconsistent)
LQ problem. Note that the above is actually a coupled forward-backward stochastic Volterra integral equa-
tion system (FBSVIE, for short). Some relevant results concerning backward stochastic Volterra integral
equations (BSVIEs, for short) can be found in [25, 26]. If
(
Φ(· , ·), P (·)
)
is a solution to the above, then the
time-consistent equilibrium control is given by
u¯(t) = −Γ(t)X¯(t), t ∈ [0, T ]. (6.12)
In the case that
A1(·) = 0, B1(·) = 0, (6.13)
the above (6.11) is reduced to the following Riccati-Volterra integral equation system (for a deterministic
time-inconsistent LQ problem):
P (t) = Φ(T, t)TG(t)Φ(T, t) +
∫ T
t
Φ(s, t)T
[
Q(t, s) + Γ(s)TR(t, s)Γ(s)
]
Φ(s, t)ds, t ∈ [0, T ],
Φ(s, t) = I +
∫ s
t
[
A(r) −B(r)Γ(r)
]
Φ(r, t)dr, (t, s) ∈ D[0, T ],
Γ(t) = R(t, t)−1B(t)TP (t), t ∈ [0, T ],
(6.14)
and the time-consistent equilibrium control is given by (6.12) with a simpler Γ(·). This recovers the case
presented in [27] where the well-posedness of (6.14) was established.
For (6.11), we have the following result.
Proposition 6.1. Suppose{
A(·), A1(·) ∈ C([0, T ]; lR
n×n), B(·), B1(·) ∈ C([0, T ]; lR
n×m),
Q(·) ∈ C(D[0, T ];Sn+ ), R(·) ∈ C(D[0, T ];S
m
+ ), G(·) ∈ C([0, T ];S
n
+ ).
(6.15)
Further, suppose
sup
P∈Sn
+
∣∣∣[R(t, t) +B1(t)TPB1(t)]−1[B(t)TP +B1(t)TPA1(t)]∣∣∣ ≡ L <∞. (6.16)
Then (6.11) admits a unique solution.
Proof. Let X [τ, T ] ≡ C
(
[τ, T ];Sn+
)
which is a complete metric space with the metric induced by the
norm in C([τ, T ];Sn). For any p(·) ∈ X [0, T ], define
Γ(t; p(·)) =
[
R(t, t) +B1(t)
T p(t)B1(t)
]−1[
B(t)T p(t) +B1(t)
T p(t)A1(t)
]
, t ∈ [0, T ].
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By (6.16), we have
|Γ(t; p(·))| ≤ K, t ∈ [0, T ],
with the bound independent of p(·) ∈ X . Let Φ(· , ·) ≡ Φ(· , · ; p(·)) be the solution to the following:
Φ(s, t) = I +
∫ s
t
[
A(r) −B(r)Γ(r; p(·))
]
Φ(r, t)dr
+
∫ s
t
[
A1(r) −B1(r)Γ(r; p(·))
]
Φ(r, t)dW (r), (t, s) ∈ D[0, T ].
We have
lE
[
sup
(t,s)∈D[0,T ]
|Φ(s, t)|2
]
≤ K,
for some absolute constant K. Next, we define
P (t) ≡ P (t; p(·)) = lEt
[
Φ(T, t)TG(t)Φ(T, t)
+
∫ T
t
Φ(s, t)T
[
Q(t, s) + Γ(s; p(·))TR(t, s)Γ(s; p(·))
]
Φ(s, t)ds, t ∈ [0, T ].
Clearly, P (·) ∈ X [0, T ]. We want to show that p(·) 7→ P (· ; p(·)) admits a unique fixed point. To this end,
for any p1(·), p2(·) ∈ X [0, T ], we denote
Γi(·) = Γ(· ; pi(·)), Φi(· , ·) = Φ(· , · ; pi(·)), P i(·) = P (· ; pi(·)), i = 1, 2.
Then (suppressing t)
|Γ1(t)− Γ2(t)| =
∣∣(R +BT1 p1B1)−1(BT p1 +BT1 p1A1)− (R+BT1 p2B1)−1(BT p2 +BT1 p2A1)|
≤
∣∣(R +BT1 p1B1)−1∣∣ ∣∣BT (p1 − p2) +BT1 (p1 − p2)A1∣∣
+
∣∣[(R+BT1 p1B1)−1 − (R+BT1 p2B1)−1](BT p2 +BT1 p2B1)∣∣
≤ K|p1 − p2|+
∣∣(R+BT1 p1B1)−1BT1 (p1 − p2)B1(R +BT1 p2B1)−1(BT p2 +BT1 p2A1)∣∣
≤ K|p1(t)− p2(t)|.
Next,
Φ1(s, t)− Φ2(s, t) =
∫ s
t
{
A(r)
[
Φ1(r, t)− Φ2(r, t)
]
−B(r)
[
Γ1(r) − Γ2(r)
]
Φ1(r, t)
−B(r)Γ2(r)
[
Φ1(r, t)− Φ2(r, t)
]}
dr
+
∫ s
t
{
A1(r)
[
Φ1(r, t)− Φ2(r, t)
]
− B1(r)
[
Γ1(r) − Γ2(r)
]
Φ1(r, t)
−B1(r)Γ
2(r)
[
Φ1(r, t)− Φ2(r, t)
]}
dW (r).
Then
lE
[
sup
s∈[t,T ]
|Φ1(s, t)− Φ2(s, t)|2
]
≤ K
∫ s
t
|Γ1(r)− Γ2(r)|2dr ≤ K
∫ s
t
|p1(r)− p2(r)|2dr.
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Consequently,
|P 1(t)− P 2(t)| ≤ lE
{∣∣Φ1(T, t)TG(t)Φ1(T, t)− Φ2(T, t)G(t)Φ2(T, t)∣∣
+
∫ T
t
∣∣Φ1(s, t)[Q(t, s) + Γ1(s)R(t, s)Γ1(s)]Φ1(r, t)
−Φ2(s, t)
[
Q(t, s) + Γ2(s)R(t, s)Γ2(s)
]
Φ2(r, t)
∣∣dr}
≤ KlE
{(
|Φ1(T, t)|+ |Φ2(T, t)|
)
|Φ1(T, t)− Φ2(T, t)|
+
∫ T
t
[(
|Φ1(s, t)|+ |Φ2(s, t)|
)
|Φ1(s, t)− Φ2(s, t)|
+
(
|Φ1(s, t)Γ1(s)|+ |Φ2(s, t)Γ2(s)|
)
|Φ1(s, t)Γ1(s)− Φ2(s, t)Γ2(s)|
]
ds
}
≤ K
{(
lE|Φ1(T, t)− Φ2(T, t)|2
) 1
2
+
∫ T
t
[(
lE|Φ1(s, t)− Φ2(s, t)|2
) 1
2
+
(
lE|Φ1(s, t)Γ1(s)− Φ2(s, t)Γ2(s)|2
) 1
2
]
ds
}
≤ K
{∫ T
t
|p1(s)− p2(s)|2ds+
∫ T
t
[(∫ s
t
|p1(r) − p2(r)|2dr
) 1
2
+
(
lE|Φ1(s, t)− Φ2(s, t)|2 + |Γ1(s)− Γ2(s)|2
) 1
2
]
ds
}
≤ K
(∫ T
t
|p1(s)− p2(s)|2ds
) 1
2
,
with K > 0 being an absolute constant. Hence, we obtain
max
t∈[T−κ,T ]
|P 1(t)− P 2(t)| ≤ K(T − τ)
1
2 max
t∈[T−τ,T ]
|p1(t)− p2(t)|.
Hence, the map p(·) 7→ P (·) is contractive on X [τ, T ] as long as T − τ > 0 small. Then a usual argument
applies to obtain a unique fixed point of p(·) 7→ P (·) on X [0, T ]. This proves the well-posedness of (6.11).
To conclude this section, let us make a remark on the condition (6.16). It is not hard to show that when
m = n and B1(·)
−1 exists and bounded, then (6.16) holds. Apparently, this is a restrictive condition. We
hope that in our future publications, such a condition can be removed.
6.2 A generalized Merton’s problem
In this subsection, let us look at the Merton’s portfolio problem with general discounting. The results in
this subsection is comparable with some of the results in [7] and [18]. Let us recall{
dX(s) =
[
rX(s) + (µ− r)u(s) − c(s)
]
ds+ σu(s)dW (s), s ∈ [t, T ],
X(t) = x,
(6.17)
and
J(t, x;u(·), c(·)) = lEt
[ ∫ T
t
ν(t, s)c(s)βds+ ρ(t)X(T )β
]
. (6.18)
Then
lH(t, s, x, u, c, p, P ) = p[rx + (µ− r)u − c] +
1
2
σ2u2P + ν(t, s)cβ
= rxp +
σ2P
2
[
u2 + 2
(µ− r)p
σ2P
u
]
+ ν(t, s)cβ − pc.
The maximum of (u, c) 7→ lH(t, s, x, u, c, p, P ) is attained at
u¯ = −
(µ− r)p
σ2P
, c¯ =
(βν(t, s)
p
) 1
1−β
.
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We denote
ψ(t, s, x, p, P ) ≡ (u¯, c¯) =
(
−
(µ− r)p
σ2P
,
[βν(t, s)
p
] 1
1−β
)
.
Then
ψ(t, t, x, p¯, P¯ ) ≡ (u¯, c¯) =
(
−
(µ− r)p¯
σ2P¯
,
[βν(t, t)
p¯
] 1
1−β
)
.
and
lH(τ, t, x, ψ(t, t, x, p¯, P¯ ), p, P )
= rxp+
σ2P
2
[ (µ− r)2p¯2
σ4P¯ 2
− 2
(µ− r)p
σ2P
(µ− r)p¯
σ2P¯
]
+ ν(τ, t)
(βν(t, t)
p¯
) β
1−β
− p
(βν(t, t)
p¯
) 1
1−β
= rxp+
(µ− r)2p¯P
2σ2P¯
( p¯
P¯
− 2
p
P
)
+
[βν(t, t)]
β
1−β
p¯
1
1−β
[ν(τ, t)p¯− βν(t, t)p].
Hence, the equilibrium HJB equation reads
Θt(τ, t, x) + rxΘx(τ, t, x) +
(µ− r)2Θx(t, t, x)Θxx(τ, t, x)
2σ2Θxx(t, t, x)
( Θx(t, t, x)
Θxx(t, t, x)
− 2
Θx(τ, t, x)
Θxx(τ, t, x)
)
+
[βν(t, t)]
β
1−β
Θx(t, t, x)
1
1−β
[
ν(τ, t)Θx(t, t, x)− βν(t, t)Θx(τ, t, x)
]
= 0, (τ, t, x) ∈ D[0, T )× (0,∞),
Θ(τ, t, 0) = 0, (τ, t) ∈ D[0, T ],
Θ(τ, T, x) = ρ(τ)xβ , (τ, x) ∈ (0,∞)× [0,∞).
(6.19)
Let
Θ(τ, t, x) = ϕ(τ, t)xβ , (τ, t, x) ∈ D[0, T ]× lRn.
Then
0 = ϕt(τ, t) + rβϕ(τ, t) +
(µ− r)2β
2σ2(1− β)
ϕ(τ, t) +
[βν(t, t)]
β
1−β
[βϕ(t, t)]
1
1−β
[
ν(τ, t)βϕ(t, t) − β2ν(t, t)ϕ(τ, t)
]
= ϕt(τ, t) + rβϕ(τ, t) +
(µ− r)2β
2σ2(1 − β)
ϕ(τ, t) +
ν(t, t)
β
1−β
ϕ(t, t)
1
1−β
[
ν(τ, t)ϕ(t, t) − βν(t, t)ϕ(τ, t)
]
= ϕt(τ, t) + β
[
r +
(µ− r)2
2σ2(1− β)
−
( ν(t, t)
ϕ(t, t)
) 1
1−β
]
ϕ(τ, t) +
( ν(t, t)
ϕ(t, t)
) β
1−β
ν(τ, t)
≡ ϕt(τ, t) +
[
λ− β
( ν(t, t)
ϕ(t, t)
) 1
1−β
]
ϕ(τ, t) +
( ν(t, t)
ϕ(t, t)
) β
1−β
ν(τ, t),
and
ϕ(τ, T ) = ρ(τ),
with λ given by (2.11). Thus,
ϕ(τ, t) = e
λ(T−t)−β
∫
T
t
(
ν(s,s)
ϕ(s,s)
) 1
1−β ds
ρ(τ) +
∫ T
t
e
λ(s−t)−β
∫
s
t
(
ν(s′,s′)
ϕ(s′,s′)
) 1
1−β
ds′
( ν(s, s)
ϕ(s, s)
) β
1−β
ν(τ, s)ds,
(τ, t) ∈ D[0, T ].
Hence, we obtain the following integral equation for t 7→ ϕ(t, t):
ϕ(t, t) = e
λ(T−t)−β
∫
T
t
(
ν(s,s)
ϕ(s,s)
) 1
1−β ds
ρ(t)
+
∫ T
t
e
λ(s−t)−β
∫
s
t
(
ν(s′,s′)
ϕ(s′,s′)
) 1
1−β
ds′
( ν(s, s)
ϕ(s, s)
) β
1−β
ν(t, s)ds, t ∈ [0, T ].
(6.20)
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Once such an integral equation admits a unique solution t 7→ ϕ(t, t), we will obtain the time-consistent
equilibrium value function
V (t, x) = Θ(t, t, x) = ϕ(t, t)xβ , (t, x) ∈ [0, T ]× [0,∞),
and the time-consistent equilibrium control
u¯(t) = −
µ− r
σ2(1− β)
X¯(t), c¯(t) =
( ν(t, t)
ϕ(t, t)
) 1
1−β
X¯(t), t ∈ [0, T ]. (6.21)
To establish the well-posedness of (6.20), we set
z(t) =
ϕ(t, t)
ν(t, t)
, t ∈ [0, T ].
Then (6.20) is equivalent to the following:
z(t) = e
λ(T−t)−β
∫
T
t
z(s)
1
β−1 ds
ρ(t) +
∫ T
t
e
λ(τ−t)−β
∫
τ
t
z(s)
1
β−1 ds
z(τ)
β
β−1 ν(t, τ)dτ, t ∈ [0, T ]. (6.22)
We have the following result.
Proposition 6.2. Let ν : D[0, T ]→ (0, β] and ρ : [0, T ]→ (0,∞) be continuous, and
λ¯ ≡ sup
0≤t<s≤T
− ln ν(t, s)
s− t
<∞. (6.23)
Suppose z : [0, T ]→ (0,∞) is a solution to (6.22). Then
e(λ−λ¯)(T−t) min
t∈[0,T ]
ρ(t) ≤ z(t) ≤ eλ(T−t) max
t∈[0,T ]
ρ(t), t ∈ [0, T ], (6.24)
Proof. We may write (6.22) as follows:
z(t)e
−λ(T−t)+β
∫
T
t
z(s)
1
β−1 ds
= ρ(t) +
∫ T
t
ν(t, τ)z(τ)
1
β−1
[
z(τ)e
−λ(T−τ)+β
∫
T
τ
z(s)
1
β−1 ds
]
dτ.
Denoting
ẑ(t) = z(t)e
−λ(T−t)+β
∫
T
t
z(s)
1
β−1 ds
, t ∈ [0, T ],
we have
ẑ(t) = ρ(t) +
∫ T
t
ν(t, τ)z(τ)
1
β−1 ẑ(τ)dτ, t ∈ [0, T ]. (6.25)
Note that
ρ0 ≡ min
t∈[0,T ]
ρ(t) ≤ ρ(t) ≤ ρ1 ≡ max
t∈[0,T ]
ρ(t), 0 < ν(t, τ) ≤ β. (6.26)
Thus, (6.25) implies
ẑ(t) ≤ ρ1 + β
∫ T
t
z(τ)
1
β−1 ẑ(τ)dτ, t ∈ [0, T ].
Then by Gronwall’s inequality, we obtain
z(t)e
−λ(T−t)+β
∫
T
t
z(s)
1
β−1 ds
≡ ẑ(t) ≤ ρ1e
β
∫
T
t
z(s)
1
β−1 ds
, t ∈ [0, T ],
which leads to
z(t) ≤ ρ1e
λ(T−t), t ∈ [0, T ].
40
Next, (6.23) implies
ν(t, s) ≥ e−λ¯(s−t), (t, s) ∈ D[0, T ]. (6.27)
Consequently, we obtain from (6.25) that
ẑ(t) ≥ ρ0 +
∫ T
t
e−λ¯(τ−t)z(τ)
1
β−1 ẑ(τ)dτ, t ∈ [0, T ], (6.28)
which is equivalent to the following:
ẑ(t)e−λ¯t ≥ ρ0e
−λ¯t +
∫ T
t
z(τ)
1
β−1
[
ẑ(τ)e−λ¯τ
]
dτ ≡ ζ(t).
Then
ζ′(t) = −λ¯ρ0e
−λ¯t − z(t)
1
β−1
[
ẑ(t)e−λ¯t
]
≤ −λ¯ρ0e
−λ¯t − z(t)
1
β−1 ζ(t),
which yields [
ζ(t)e
−
∫
T
t
z(s)
1
β−1 ds
]′
≤ −λ¯ρ0e
−λ¯t−
∫
T
t
z(s)
1
β−1 ds
.
Hence,
ρ0e
−λ¯T − ζ(t)e
−
∫
T
t
z(s)
1
β−1 ds
≤ −λ¯ρ0
∫ T
t
e−λ¯τe
−
∫
T
τ
z(s)
1
β−1 ds
dτ
Then
z(t) = ẑ(t)eλ(T−t)e
−
∫
T
t
z(s)
1
β−1 ds
≥ eλ¯teλ(T−t)
[
ζ(t)e
−
∫
T
t
z(s)
1
β−1 ds]
≥ eλ¯teλ(T−t)
[
ρ0e
−λ¯T + λ¯ρ0
∫ T
t
e−λ¯τe
−
∫
T
τ
z(s)
1
β−1 ds
dτ
]
≥ ρ0e
(λ−λ¯)(T−t), t ∈ [0, T ].
This proves our proposition.
Having the above proposition, we then can easily obtain the well-posedness of (6.20) by means of contrac-
tion mapping theorem (giving the local solvability) and a usual continuation argument. Then time-consistent
equilibrium control can be constructed by (6.21).
Note that by multiplying a constant to the payoff functional, if necessary, we can always make
max
(τ,t)∈D[0,T ]
ν(τ, t) ≤ β.
On the other hand, in the case that s 7→ ν(s, t) is differentiable, we have
lim
s ↓ t
− ln ν(t, s)
s− t
= −
νs(t, t)
ν(t, t)
.
Thus, condition (6.23) is ensured by the boundedness of the right hand side of the above, which is not too
restrictive.
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7 Appendix
In this appendix, we present some detailed calculations.
Example 2.1. Recall that we are considering the following one-dimensional controlled linear SDE:{
dX(s) = u(s)ds+ σX(s)dW (s), s ∈ [t, T ],
X(t) = x,
(7.1)
with cost functional
J(t, x;u(·)) = lEt
[ ∫ T
t
|u(s)|2ds+ g(t)|X(T )|2
]
, (7.2)
where σ > 0 is a constant and g(t) is a deterministic non-constant, continuous and positive function. For
such a linear-quadratic optimal control problem on [t, T ] (with deterministic coefficients) and with t ∈ [0, T )
fixed, the Riccati equation takes the following form: (note that t ∈ [0, T ) is a parameter){
Ps(s, t) = P (s, t)
2 − σ2P (s, t), s ∈ [t, T ],
P (T, t) = g(t).
Let us solve the above Riccati equation. By separation of variables, we have
ds =
dP
P 2 − σ2P
=
1
σ2
( 1
P − σ2
−
1
P
)
dP.
Integrating from s to T , one has
σ2(T − s) = ln
(g(t)− σ2
g(t)
)
− ln
(P (s, t)− σ2
P (s, t)
)
= ln
(g(t)− σ2
g(t)
P (s, t)
P (s, t)− σ2
)
.
Then
P (s, t)[g(t)− σ2]
[P (s, t)− σ2]g(t)
= eσ
2(T−s).
Hence,
P (s, t) =
σ2g(t)eσ
2(T−s)
σ2 + g(t)(eσ2(T−s) − 1)
, s ∈ [t, T ],
and the optimal control is given by
u¯(s) = −P (s, t)X¯(s), s ∈ [t, T ].
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Thus, the closed-loop SDE reads{
dX¯(s) = −P (s, t)X¯(s)ds+ σX¯(s)dW (s), s ∈ [t, T ],
X¯(t) = x.
Consequently, the optimal state process is given by
X¯(s) = xe
−
∫
s
t
[P (θ,t)+σ
2
2 ]dθ+σ[W (s)−W (t)]
=
σ2 + g(t)(eσ
2(T−s) − 1)
σ2 + g(t)(eσ2(T−t) − 1)
e−
σ2
2 (s−t)+σ[W (s)−W (t)]x, s ∈ [t, T ].
since
−
∫ s
t
P (θ, t)dθ = −
∫ s
t
σ2g(t)eσ
2(T−θ)
σ2 + g(t)(eσ2(T−θ) − 1)
dθ
=
∫ s
t
d[σ2 + g(t)(eσ
2(T−θ) − 1)]
σ2 + g(t)(eσ2(T−θ) − 1)
= ln
(σ2 + g(t)(eσ2(T−s) − 1)
σ2 + g(t)(eσ2(T−t) − 1)
)
.
Consequently, the optimal control also admits the following open-loop form:
u¯(s) = u¯(s; t, x) = −P (s, t)X¯(s) = −
σ2g(t)eσ
2(T−s)e−
σ2
2 (s−t)+σ[W (s)−W (t)]x
σ2 + g(t)(eσ2(T−t) − 1)
.
Recall that
lEt
[
ek[W (s)−W (t)]
]
= e
k2
2 (s−t), s ≥ t ≥ 0.
In fact, for fixed t, applying Itoˆ’s formula to s 7→ ϕ(s) ≡ ek[W (s)−W (t)], we have dϕ(s) = kϕ(s)dW (s) +
k2
2
ϕ(s)ds, s ≥ t,
ϕ(t) = 1.
Hence,  d{lEt[ϕ(s)]} =
k2
2
lEt[ϕ(s)], s ≥ t,
lEt[ϕ(t)] = 1,
which leads to what we want. We can check that
J(t, x; u¯(·)) = lEt
[ ∫ T
t
|u¯(s)|2ds+ g(t)|X¯(T )|2
]
=
σ2g(t)eσ
2(T−t)x2
σ2 + g(t)(eσ2(T−t) − 1)
= P (t, t)x2.
Next, let τ ∈ (t, T ). We consider the corresponding LQ problem starting from the initial pair (τ, X¯(τ)).
Then the optimal state process, denoted by X̂(·), must be given by
X̂(s) =
σ2 + g(τ)(eσ
2(T−s) − 1)
σ2 + g(τ)(eσ2(T−τ) − 1)
e−
σ2
2 (s−τ)+σ[W (s)−W (τ)]X¯(τ), s ∈ [τ, T ],
and the optimal control, denoted by û(·), should be given by
û(s) = −P (s, τ)X̂(s) = −
σ2g(τ)eσ
2(T−s)e−
σ2
2 (s−τ)+σ[W (s)−W (τ)]X¯(τ)
σ2 + g(τ)(eσ2(T−τ) − 1)
, s ∈ [τ, T ].
Note that
J(τ, X¯(τ); û(·)) = P (τ, τ)|X¯(τ)|2 =
σ2g(τ)eσ
2(T−τ)
σ2 + g(τ)(eσ2(T−τ) − 1)
|X¯(τ)|2.
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On the other hand,
X¯(τ) =
σ2 + g(t)(eσ
2(T−τ) − 1)
σ2 + g(t)(eσ2(T−t) − 1)
e−
σ2
2 (τ−t)+σ[W (τ)−W (t)]x.
Thus, for s ∈ [τ, T ],
X¯(s) =
σ2 + g(t)(eσ
2(T−s) − 1)
σ2 + g(t)(eσ2(T−t) − 1)
e−
σ2
2 (s−t)+σ[W (s)−W (t)]x
=
σ2 + g(t)(eσ
2(T−s) − 1)
σ2 + g(t)(eσ2(T−τ) − 1)
e−
σ2
2 (s−τ)+σ[W (s)−W (τ)]X¯(τ),
and
u¯(s) = −P (s, t)X¯(s)
= −
σ2g(t)eσ
2(T−s)
σ2 + g(t)(eσ2(T−s) − 1)
·
σ2 + g(t)(eσ
2(T−s) − 1)
σ2 + g(t)(eσ2(T−τ) − 1)
e−
σ2
2 (s−τ)+σ[W (s)−W (τ)]X¯(τ)
= −
σ2g(t)eσ
2(T−s)
σ2 + g(t)(eσ2(T−τ) − 1)
e−
σ2
2 (s−τ)+σ[W (s)−W (τ)]X¯(τ).
Then
J(τ, X¯(τ); u¯(·)) = lEτ
[ ∫ T
τ
|u¯(s)|2ds+ g(τ)|X¯(T )|2
]
= lEτ
[ ∫ T
τ
σ4g(t)2e2σ
2(T−s)−σ2(s−τ)+2σ[W (s)−W (τ)]|X¯(τ)|2
[σ2 + g(t)(eσ2(T−τ) − 1)]2
ds
+
σ4g(τ)e−σ
2(T−τ)+2σ[W (T )−W (τ)]|X¯(τ)|2
[σ2 + g(t)(eσ2(T−τ) − 1)]2
]
=
σ4g(t)2|X¯(τ)|2
[σ2 + g(t)(eσ2(T−τ) − 1)]2
∫ T
τ
e2σ
2(T−s)+σ2(s−τ)ds+
σ4g(τ)eσ
2(T−τ)|X¯(τ)|2
[σ2 + g(t)(eσ2(T−τ) − 1)]2
=
σ2g(t)2|X¯(τ)|2eσ
2(T−τ)(eσ
2(T−τ) − 1) + σ4g(τ)eσ
2(T−τ)|X¯(τ)|2
[σ2 + g(t)(eσ2(T−τ) − 1)]2
=
[g(t)2(eσ
2(T−τ) − 1) + σ2g(τ)]σ2eσ
2(T−τ)|X¯(τ)|2
[σ2 + g(t)(eσ2(T−τ) − 1)]2
.
Consequently, the following holds:
J(τ, X¯(τ); u¯(·))− J(τ, X¯(τ); û(·))
=
{g(t)2(eσ2(T−τ) − 1) + σ2g(τ)
[σ2 + g(t)(eσ2(T−τ) − 1)]2
−
g(τ)
σ2 + g(τ)(eσ2(T−τ) − 1)
}
σ2eσ
2(T−τ)|X¯(τ)|2
=
σ4(eσ
2(T−τ) − 1)eσ
2(T−τ)[g(t)− g(τ)]2|X¯(τ)|2
[σ2 + g(t)(eσ2(T−τ) − 1)]2[σ2 + g(τ)(eσ2(T−τ) − 1)]
=
σ4(eσ
2(T−τ) − 1)[g(t)− g(τ)]2eσ
2(T−τ)−σ2(τ−t)+2σ[W (τ)−W (t)]x2
[σ2 + g(t)(eσ2(T−t) − 1)]2[σ2 + g(τ)(eσ2(T−τ) − 1)]
,
which is strictly positive unless x = 0, or g(τ) = g(t). This means that the problem is time-inconsistent.
Example 2.2. (Generalized Merton’s portfolio problem) Recall the following controlled SDE:{
dX(s) =
[
rX(s) + (µ− r)u(s) − c(s)
]
ds+ σu(s)dW (s), s ∈ [t, T ],
X(t) = x,
(7.3)
with payoff functional
J(t, x;u(·), c(·)) = lEt
[ ∫ T
t
ν(t, s)c(s)βds+ ρ(t)X
(
T ; t, x, u(·), c(·)
)β]
, (7.4)
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where ν(· , ·) and ρ(·) are given positive-valued functions, and β ∈ (0, 1). As a convention, we define
xβ = −∞, x < 0.
The optimal control problem is to find a pair (u¯(·), c¯(·)) such that J(t, x;u(·), c(·)) is maximized. To approach
this problem, we use dynamic programming method. More precisely, for any (s, y) ∈ [t, T )× [0,∞), let
J t
(
s, y;u(·), c(·)
)
= lEt
[ ∫ T
s
ν(t, τ)c(τ)βdτ + ρ(t)X
(
T ; s, y, u(·), c(·)
)β]
. (7.5)
Define the value function V t(· , ·) (which is parameterized by t ∈ [0, T ]) by the following:
V t(s, y) = sup
(u(·),c(·))
J t
(
s, y;u(·), c(·)
)
, (s, y) ∈ [t, T ]× [0,∞). (7.6)
Due to the problem being a maximization problem, the above convention forces X(s) to stay nonnegative,
in particular, the initial state x ≥ 0 has to be assumed. In another word, V t(s, x) is only defined on
[0, T ]× [0,∞). By Girsanov’s theorem, we know that
W˜ (s) =
µ− r
σ
s+ σW (s), s ≥ 0
is a standard Brownian motion, with the natural filtration (augmented by all the lP-null sets) coincides with
lF ≡ {Ft}t≥0. Then (7.3) is equivalent to the following:{
dX(s) =
[
rX(s)− c(s)
]
ds+ σu(s)dW˜ (s), s ∈ [t, T ],
X(t) = x,
(7.7)
Therefore, for any initial pair (t, x) ∈ [0, T )× [0,∞), and a control (u(·), c(·)), the unique solution X(·) ≡
X(· ; t, x, u(·), c(·)) of the above is given by the following:
X(s) = er(s−t)x−
∫ s
t
er(s−τ)c(τ)dτ + σ
∫ s
t
er(s−τ)u(τ)dW˜ (τ), s ∈ [t, T ]. (7.8)
If the initial wealth x = 0, to keep the wealth X(·) non-negative, we have to take u(·) = c(·) = 0, leading to
X(s) = 0, s ∈ [t, T ].
This means that
V t(t, 0) = 0, t ∈ [0, T ], (7.9)
which gives the boundary condition for V t(· , ·) on x = 0. Now, let us return to (7.3)–(7.4). In the case that
V t(· , ·) is differentiable, it satisfies the following HJB equation:
0 = V ts (s, y) + sup
(u,c)
[
V ty (s, y)
[
ry + (µ− r)u − c
]
+
1
2
σ2u2V tyy(s, y) + ν(t, s)c
β
]
= V ts (s, y) + ryV
t
y (s, y) + sup
u∈lR
[
(µ− r)V ty (s, y)u+
1
2
σ2V tyy(s, y)u
2
]
+ sup
c≥0
[
ν(t, s)cβ − cV ty (s, y)
]
.
(7.10)
Assume, for the time being, that the following holds:
V ty (s, y) > 0, V
t
yy(s, y) < 0, (s, y) ∈ [t, T ]× (0,∞). (7.11)
Then
sup
u∈lR
[
(µ− r)V ty (s, y)u+
1
2
σ2V tyy(s, y)u
2
]
= −
(µ− r)2V ty (s, y)
2
2σ2V tyy(s, y)
> 0, (7.12)
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with the maximum attained at
u¯t(s, y) = −
(µ− r)V ty (s, y)
σ2V tyy(s, y)
> 0, (7.13)
and
sup
c>0
[
ν(t, s)cβ − cV ty (s, y)
]
= (1 − β)β
β
1−β ν(t, s)
1
1−β V ty (s, y)
β
β−1 > 0, (7.14)
with the maximum attained at
c¯t(s, y) =
( βν(t, s)
V ty (s, y)
) 1
1−β
> 0. (7.15)
Consequently, the HJB equation reads
V ts (s, y) + ryV
t
y (s, y)−
(µ− r)2V ty (s, y)
2
2σ2V tyy(s, y)
+ (1− β)β
β
1−β ν(t, s)
1
1−β V ty (s, y)
β
β−1 = 0,
(s, y) ∈ [t, T )× (0,∞),
V t(s, 0) = 0, s ∈ [t, T ],
V t(T, y) = ρ(t)yβ , y ∈ (0,∞).
(7.16)
We try to find the solution of the following form:
V t(s, y) = ϕ(s)yβ , (s, y) ∈ [t, T ]× [0,∞). (7.17)
Clearly, with such a form, (7.11) is satisfied. Then we should have
0 = ϕ′(s)yβ + rβϕ(s)yβ +
(µ− r)2βϕ(s)yβ
2σ2(1 − β)
+ (1− β)ν(t, s)
1
1−β ϕ(s)
β
β−1 yβ
This leads to an ordinary differential equation for ϕ(·): ϕ
′(s) +
[
rβ +
(µ− r)2β
2σ2(1− β)
]
ϕ(s) + (1− β)ν(t, s)
1
1−βϕ(s)
β
β−1 = 0, s ∈ [t, T ],
ϕ(T ) = ρ(t).
(7.18)
If we denote
λ = rβ +
(µ− r)2β
2σ2(1− β)
=
[2rσ2(1− β) + (µ− r)2]β
2σ2(1− β)
, (7.19)
then (7.18) becomes  ϕ′(s) + λϕ(s) + (1 − β)ν(t, s)
1
1−βϕ(s)
β
β−1 = 0, s ∈ [t, T ],
ϕ(T ) = ρ(t).
(7.20)
This is a Bernoulli equation. To solve it, let
ψ(s) = ϕ(s)
1
1−β , s ∈ [t, T ]. (7.21)
Then
ψ′(s) =
1
1− β
ϕ(s)
β
1−β ϕ′(s) = −
1
1− β
ϕ(s)
β
1−β
(
λϕ(s) + (1− β)ν(t, s)
1
1−βϕ(s)
β
β−1
)
= −
λ
1− β
ψ(s)− ν(t, s)
1
1−β , s ∈ [t, T ],
(7.22)
with
ψ(T ) = ρ(t)
1
1−β . (7.23)
47
Hence,
ψ(s) = e
λ
1−β (T−s)ρ(t)
1
1−β +
∫ T
s
e
λ
1−β (τ−s)ν(t, τ)
1
1−β dτ, s ∈ [t, T ]. (7.24)
Then
ϕ(s) =
[
e
λ
1−β (T−s)ρ(t)
1
1−β +
∫ T
s
e
λ
1−β (τ−s)ν(t, τ)
1
1−β dτ
]1−β
, s ∈ [t, T ]. (7.25)
Consequently,
V t(s, y) =
[
e
λ
1−β (T−s)ρ(t)
1
1−β +
∫ T
s
e
λ
1−β (τ−s)ν(t, τ)
1
1−β dτ
]1−β
yβ, (s, y) ∈ [t, T ]× [0,∞). (7.26)
Therefore, the optimal control (u¯t(·), c¯t(·)) for the initial pair (t, x) is given by the following:
u¯t(s) = −
(µ− r)V ty (s, X¯
t(s))
σ2[V tyy(s, X¯
t(s))]
=
(µ− r)X¯t(s)
σ2(1− β)
, s ∈ [t, T ], (7.27)
which is not depending on the parameter t directly, and
c¯t(s) = β
1
1−β ν(t, s)
1
1−β V ty (s, X¯
t(s))
1
β−1 = ν(t, s)
1
1−βϕ(s)
1
β−1 X¯t(s)
=
ν(t, s)
1
1−β X¯t(s)
e
λ
1−β (T−s)ρ(t)
1
1−β +
∫ T
s
e
λ
1−β (τ−s)ν(t, τ)
1
1−β dτ
, s ∈ [t, T ],
(7.28)
which is depending on the parameter t directly. Combining the above, we have
sup
u(·),c(·)
J(t, x;u(·), c(·)) = V (t, x) ≡ V t(t, x)
=
[
e
λ
1−β (T−t)ρ(t)
1
1−β +
∫ T
t
e
λ
1−β (τ−t)ν(t, τ)
1
1−β dτ
]1−β
xβ
= lEt
[ ∫ T
t
ν(t, τ)c¯t(τ)βdτ + ρ(t)X¯t(T )β
]
, (t, x) ∈ [0, T ]× [0,∞).
(7.29)
Now, let t¯ ∈ (t, T ). Then, applying the above argument, one has
V (t¯, X¯t(t¯)) =
[
e
λ
1−β (T−t¯)ρ(t¯)
1
1−β +
∫ T
t¯
e
λ
1−β (τ−t¯)ν(t¯, τ)
1
1−β dτ
]1−β
X¯t(t¯)β . (7.30)
We claim that if the following is assumed∫ T
t¯
[eλτν(t, τ)
ρ(t)
] 1
1−β
dτ 6=
∫ T
t¯
[eλτν(t¯, τ)
ρ(t¯)
] 1
1−β
dτ, (7.31)
then
J
(
t¯, X¯t(t¯); u¯(·)
∣∣
[t¯,T ]
, c¯(·)
∣∣
[t¯,T ]
)
< V (t¯, X¯t(t¯)). (7.32)
This means that the restriction
(
u¯(·)
∣∣
[t¯,T ]
, c¯(·)
∣∣
[t¯,T ]
)
of (u¯(·), c¯(·)) on [t¯, T ] is not optimal for the initial pair
(t¯, X¯t(t¯)). To prove our claim, let us denote
Γ(t, s) =
ν(t, s)
1
1−β
e
λ
1−β (T−s)ρ(t)
1
1−β +
∫ T
s
e
λ
1−β (τ−s)ν(t, τ)
1
1−β dτ
=
e−
λ
1−β (T−s)ν(t, s)
1
1−β
ρ(t)
1
1−β +
∫ T
s
e−
λ
1−β (T−τ)ν(t, τ)
1
1−β dτ
(7.33)
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Then
c¯t(s) = Γ(t, s)X¯t(s), σu¯t(s) =
µ− r
σ(1− β)
X¯t(s), s ∈ [t, T ],
where X¯t(·) is the solution to the following closed-loop system dX¯
t(s) =
(
r +
(µ− r)2
σ2(1− β)
− Γ(t, s)
)
X¯t(s)ds+
µ− r
σ(1 − β)
X¯t(s)dW (s), s ∈ [t, T ],
X¯t(t) = x.
By denoting
b = r +
(µ− r)2
σ2(1 − β)
, a =
µ− r
σ(1− β)
,
we may write the above as{
dX¯t(s) =
[
b− Γ(t, s)
]
X¯t(s)ds+ aX¯t(s)dW (s), s ∈ [t, T ],
X¯t(t) = x.
Hence,
X¯t(s) = X¯t(t¯)e
(b− a
2
2 )(s−t¯)−
∫
s
t¯
Γ(t,τ)dτ+a[W (s)−W (t¯)]
, s ∈ [t¯, T ].
Consequently,
lEt¯
[
X¯t(s)β
]
= X¯t(t¯)βe
β(b−a
2
2 )(s−t¯)−β
∫
s
t¯
Γ(t,τ)dτ+β
2a2
2 (s−t¯)
= X¯t(t¯)βe
λ(s−t¯)−β
∫
s
t¯
Γ(t,τ)dτ
, s ∈ [t¯, T ].
Here, we note that (recall (7.19))
β
(
b−
a2
2
)
+
β2a2
2
= β
(
b−
a2(1 − β)
2
)
= β
(
r +
(µ− r)2
2σ2(1− β)
)
= λ.
Then
J(t¯, X¯t(t¯); u¯(·)
∣∣
[t¯,T ]
, c¯(·)
∣∣
[t¯,T ]
) = lEt¯
[ ∫ T
t¯
ν(t¯, s)c¯t(s)βds+ ρ(t¯)X¯t(T )β
]
=
∫ T
t¯
ν(t¯, s)Γ(t, s)β lEt¯[X¯
t(s)β ]ds+ ρ(t¯)lEt¯[X¯
t(T )β ]
=
[ ∫ T
t¯
ν(t¯, s)Γ(t, s)βe
λ(s−t¯)−β
∫
s
t¯
Γ(t,τ)dτ
ds+ ρ(t¯)e
λ(T−t¯)−β
∫
T
t¯
Γ(t,τ)dτ
]
X¯t(t¯)β
=
[ ∫ T
t¯
eλ(s−t¯)ν(t¯, s)
(
Γ(t, s)e
−
∫
s
t¯
Γ(t,τ)dτ
)β
ds+ eλ(T−t¯)ρ(t¯)e
−β
∫
T
t¯
Γ(t,τ)dτ
]
X¯t(t¯)β .
By Ho¨lder’s inequality, one has∫ T
t¯
eλ(s−t¯)ν(t¯, s)
(
Γ(t, s)e
−
∫
s
t¯
Γ(t,τ)dτ
)β
ds+ eλ(T−t¯)ρ(t¯)e
−β
∫
T
t¯
Γ(t,τ)dτ
≤
[ ∫ T
t¯
e
λ
1−β (s−t¯)ν(t¯, s)
1
1−β ds
]1−β[ ∫ T
t¯
Γ(t, s)e
−
∫
s
t¯
Γ(t,τ)dτ
ds
]β
+ eλ(T−t¯)ρ(t¯)e
−β
∫
T
t¯
Γ(t,τ)dτ
≤
[ ∫ T
t¯
e
λ
1−β (s−t¯)ν(t¯, s)
1
1−β ds
]1−β[
1− e
−
∫
T
t¯
Γ(t,τ)dτ
]β
+ eλ(T−t¯)ρ(t¯)e
−β
∫
T
t¯
Γ(t,τ)dτ
≡ α1(t¯)
1−βγ(t, t¯)β + α2(t¯)
1−β
[
1− γ(t, t¯)
]β
,
where 
α1(t¯) =
∫ T
t¯
e
λ
1−β (s−t¯)ν(t¯, s)
1
1−β ds, α2(t¯) = e
λ
1−β (T−t¯)ρ(t¯)
1
1−β ≥ 0,
γ(t, t¯) = 1− e
−
∫
T
t¯
Γ(t,τ)dτ
∈ [0, 1].
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To proceed further, we need the following elementary result.
Lemma 7.1. Let α1, α2 > 0, β ∈ (0, 1), and
f(γ) = α1−β1 γ
β + α1−β2 (1− γ)
β , γ ∈ [0, 1].
Then γ 7→ f(γ) is strictly concave and
max
γ∈[0,1]
f(γ) = f
( α1
α1 + α2
)
= (α1 + α2)
1−β .
Proof. Note that
f ′(γ) = β
[
α
1−β
1 γ
β−1 − α1−β2 (1− γ)
β−1
]
,
and
f ′′(γ) = −β(1− β)
[
α
1−β
1 γ
β−2 + α1−β2 (1− γ)
β−2
]
< 0, ∀γ ∈ (0, 1).
Thus, γ 7→ f(γ) is strictly concave. By setting f ′(γ) = 0, we have
α1
γ
=
α2
1− γ
,
which gives the unique maximum:
γ =
α1
α1 + α2
.
Clearly,
f
( α1
α1 + α2
)
= α1−β1
α
β
1
(α1 + α2)β
+ α1−β2
α
β
2
(α1 + α2)β
= (α1 + α2)
1−β .
This proves the lemma.
By the above lemmas, we obtain (note (7.30))
J
(
t¯, X¯t(t¯); u¯(·)
∣∣
[t¯,T ]
, c¯(·)
∣∣
[t¯,T ]
)
=
[ ∫ T
t¯
eλ(s−t¯)ν(t¯, s)
(
Γ(t, s)e
−
∫
s
t¯
Γ(t,τ)dτ
)β
ds+ eλ(T−t¯)ρ(t¯)e
−β
∫
T
t¯
Γ(t,τ)dτ
]
X¯t(t¯)β
≤
[
α1(t¯)
1−βγ(t, t¯)β + α2(t¯)
1−β [1− γ(t, t¯)]β
]
X¯t(t¯)β ≤ [α1(t¯) + α2(t¯)]
1−βX¯t(t¯)β
=
[ ∫ T
t¯
e
λ
1−β (s−t¯)ν(t¯, s)
1
1−β ds+ e
λ
1−β (T−t¯)ρ(t¯)
1
1−β
]1−β
X¯t(t¯)β = V (t¯, X¯t(t¯)).
In order to have a strict inequality in the above, it suffices to have
α1(t¯)
1−βγ(t, t¯)β + α2(t¯)
1−β [1− γ(t, t¯)]β < [α1(t¯) + α2(t¯)]
1−β ,
which is implied by
γ(t, t¯) 6=
α1(t¯)
α1(t¯) + α2(t¯)
.
This is equivalent to the following:
e
−
∫
T
t¯
Γ(t,τ)dτ
6=
α2(t¯)
α1(t¯) + α2(t¯)
=
e
λ
1−β (T−t¯)ρ(t¯)
1
1−β
e
λ
1−β (T−t¯)ρ(t¯)
1
1−β +
∫ T
t¯
e
λ
1−β (s−t¯)ν(t¯, s)
1
1−β ds
=
ρ(t¯)
1
1−β
ρ(t¯)
1
1−β +
∫ T
t¯
e−
λ
1−β (T−s)ν(t¯, s)
1
1−β ds
.
50
Note that (recall (7.33))
−
∫ T
t¯
Γ(t, s)ds = −
∫ T
t¯
e−
λ
1−β (T−s)ν(t, s)
1
1−β
ρ(t)
1
1−β +
∫ T
s
e−
λ
1−β (T−τ)ν(t, τ)
1
1−β dτ
ds
=
∫ T
t¯
d[ρ(t)
1
1−β +
∫ T
s
e−
λ
1−β (T−τ)ν(t, τ)
1
1−β dτ ]
ρ(t)
1
1−β +
∫ T
s
e−
λ
1−β (T−τ)ν(t, τ)
1
1−β dτ
= ln
[
ρ(t)
1
1−β +
∫ T
s
e−
λ
1−β (T−τ)ν(t, τ)
1
1−β dτ
]∣∣∣T
t¯
= ln
ρ(t)
1
1−β
ρ(t)
1
1−β +
∫ T
t¯
e−
λ
1−β (T−τ)ν(t, τ)
1
1−β dτ
.
Hence, we need
ρ(t)
1
1−β
ρ(t)
1
1−β +
∫ T
t¯
e−
λ
1−β (T−τ)ν(t, τ)
1
1−β dτ
6=
ρ(t¯)
1
1−β
ρ(t¯)
1
1−β +
∫ T
t¯
e−
λ
1−β (T−τ)ν(t¯, τ)
1
1−β dτ
.
which is equivalent to (7.31), proving our claim.
Note that in the case
ν(t, s) = e−δ(s−t), ρ(t) = e−δ(T−t), 0 ≤ t ≤ s ≤ T, (7.34)
we have
ν(t, τ)
ρ(t)
=
e−δ(τ−t)
e−δ(T−t)
= eδ(T−τ).
Thus, (7.31) will not be true. When (7.34) holds, the problem is referred to as the (classical) Merton’s
portfolio problem. In this case, (with a = λ−δ1−β )
c¯(s, y) =
e−
δ
1−β (s−t)y
eκ(T−s)e−
δ
1−β (T−t) +
∫ T
s
eκ(τ−s)e−
δ
1−β (τ−t)dτ
=
y
eκ(T−s)e−
δ(T−s)
1−β +
∫ T
s
eκ(τ−s)e−
δ(τ−s)
1−β dτ
=
y
ea(T−s) +
∫ T
s
ea(τ−s)dτ
=
ay
aea(T−s) + ea(T−s) − 1
,
(7.35)
which is independent of t. This recovers the solution to the classical Merton’s portfolio problem.
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