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1. INTRODUCTION 
Initial attempts at solving stability problems often examine only those 
perturbations which depend exponentially on time, the normal modes. Our 
purpose here is to determine the class of perturbations with respect to which a 
given stability criterion is valid. More precisely, we find necessary and suf- 
ficient conditions on the initial data in order that the resulting perturbations 
satisfy a given definition of stability. Three definitions of stability are con- 
sidered. 
In order to illustrate the applicability of our results we consider (Section 9) 
the stability of Couette flow with respect to axisymmetric perturbations [I]. 
Of particular interest is the case when the Rayleigh discriminant is non- 
negative but vanishes at some points. In this case the perturbations are energy 
bounded but certain perturbations exhibit an O(t) growth. We compare with 
Schwarzschild’s criterion, where it has been observed [2-81 that, when the 
criterion is satisfied, perturbations are energy bounded. We are now concerned 
(Section 10) with finding the class of perturbations which are norm bounded. 
The stability of an infinite string is considered for the sake of illustration 
and comparison (Section 7). 
Some results are applicable to nonself-adjoint problems which may exhibit 
continuous spectrum, e.g., Couette flow with respect to nonaxisymmetric 
perturbations (cf. Section 8). 
2. FORMULATION OF THE PROBLEM IN A BANACH SPACE 
A perturbation u(t) will be regarded as function of the time t, 0 < t < co 
to a Banach space B. The derivative u’(t) is the (strong) limit in B of the 
difference quotient l/h (u(t + h) - u(t)) as h -+ 0. Perturbations, by defini- 
tion, are solutions of the equation, 
u”(t) + I2u(t) = 0, O<t<m, (2-l) 
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where A is a given linear operator having Domain D(A) and Range R(A) 
in B. 
Alternatively, we could write the perturbation equation in the form 
u’(t) = /Z,u(t) where A, operates in B x B but this would be inconvenient 
since we are interested in distinguishing between the boundedness of u(t) 
as opposed to the boundedness of u’(t). 
In order to obtain sufficient conditions for stability one finds the conditions 
that must be satisfied by the initial data 
LY = lim+;(t), /3 = lim+t’(t) 
when certain boundedness conditions are imposed on the perturbation u(t). 
In order to obtain necessary conditions for stability one attempts to find initial 
data OL and /3 such that the solution of the initial value problem resulting from 
(2.1) and (2.2) fails to satisfy certain boundedness conditions. It is of greater 
consequence (cf. Section 10) to be able to conclude that 01, j3, and 
u(t) (0 < t < co) are in the subset 
I’ = {r E B 1 y E Domain of A”, tz = 1,2,...} (2.3) 
or, better still, in the subset 
r, = {y E r / y E Range of A”, 11 = 1,2 ,... }. (2.4) 
3. DEFINITIONS OF STABILITY 
In the following definitions ed and 39 are given subsets of the Banach space 
B (with norm 11 *II). 
Norm Stability 
The system is norm stable if, and only if, for every solution of (2.1)-(2.2) 
with 01 E LY and /3 E ~3 the function 11 u(t)/1 from (0, co) into [0, co) is bounded. 
Energy Stability1 
The system is energy stable if, and only if, for every solution of (2.1)-(2.2) 
with 01 E cpd and /3 E 9 the function Ij u’(t)11 from (0, co) into [0, co) is bounded. 
1 When A is a positive-definite (bounded from below) operator on a Hilbert space 
with inner product (., *) the norm (Arc, U) I/* is referred to as the energy norm (cf. [IS]). 
In this case every solution is a sum of two vector functions vi(t) satisfying (Aoi , e)#/* = 
/I oi’ [I, i = 1, 2. This suggests the nomenclature energy stable. 
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Growth Rate Stability 
The system growth rate stable if, and only if, the growth rate 
h(u) = 1% log “tu(t)” < 0 
for every solution u(t) of (2.1)-(2.2) with (Y E GE! and fl E .I%. 
If we consider only perturbations with time dependence exp(iht) where h 
is a complex constant then all three definitions coincide and the system is 
stable if and only if the operator il has only nonnegative eigenvalues. 
We do not consider Lyapunov’s definition of stability which would require 
not only the boundedness of 11 u(t)]1 and 11 u’(t)\’ but also that the bounds 
depend continuously on 01 and p. Suppose that the system is both norm 
stable and energy stable and that a x .4? is a closed subspace of B x B. 
If the linear maps from G? x a to B x B which send cx x /3 to u(t) x u’(t) 
for 0 < t < co are closed then the uniform boundedness theorem (cf. [IO], 
p. 60) shows that the system is stable in the Lyapunov sense. 
Another definition which is not considered is that which results from 
replacing u(t) by u’(t) in the growth rate definition. The following lemma 
shows that this would provide for a stronger definition of stability than the 
growth rate definition. 
LEMMA 3.1. Suppose that u(t) is continuously a’iffentiable for t > t, > 0 
and that h(u) 3 y > 0 then h(u’) > y. 
Proof. Let t, + co be such that II u(t,Jl > exp((y - E) t) for a given E 
between 0 and y. By the mean value theorem (cf. [I I]) there exists t,,* between 
to and t, such that 
II a&*)ll 2 c II 4&z> - f4iJl 
b G’(exp(y - 4 tn - II 4tJl) 
for 71 = 1, 2,... . Since u’(t) is continuous and, therefore, bounded on any 
finite t interval the t,* are unbounded and can be assumed increasing. 
Clearly h(u’) 3 y - E. Since E is arbitrary the conclusion follows. 
It follows from Lemma 3.1 that if the system is not growth rate stable it is 
neither norm stable nor energy stable. The next lemma shows that if the 
system is energy stable and a perturbation grows then its growth is O(t). 
LEMMA 3.2. Suppose that u(t) is dz#erentiable for t > t,, > 0 and that 
jl u’(t)11 is bounded for t > to then jj u(t)// = O(t) as t + co. 
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Proof. Suppose, contrary to assumption, that there exist t, + co such that 
t;’ (1 u(t,J - u(t,,)ll --f co as t -+ co. Then, by the mean value theorem, there 
exist {tn*>zEl such that 11 u’(&*)ll (1 - tot;‘) -+ co which contradicts the 
boundedness of 11 u’(t)11 . 
If A is closed, a is contained in 02, and - ACT is contained in 9 then norm 
stability implies energy stability as can be seen by differentiating both sides 
of (2.1) with respect to t. 2 On the other hand, when A is positive definite, 
energy stability implies norm stability (cf. [ 181). 
4. NECESSARY CONDITIONS FOR STABILITY 
THEOREM 4.1. Let A be closed and let o be a bounded spectral set of A which 
contains a complex number h, such that y = 1 Im At” 1 > 0 then there exists a 
solution of (2.1)-(2.2) such that 
h(u) 2 y, h(u’) 3 y. (4.1) 
In addition, there is a solution satisfying (4.1) with OL E r and j3 = 0 and there 
is a solution satisfying (4.1) with OL = 0 and /3 E r. Furthermore, if CT does not 
contain the origin then there is a solution satisfying (4.1) with OL E r,, and /3 = 0 
and there is a solution satisfying (4.1) with OL = 0 and t9 E r, . 
Proof. Let E, be the projection associated with u (cf. [12], Section 5.71). 
Let X, be the range of E, and let -4, be the restriction of A to X0 . Consider 
the family of operators f,(A,) wheref,(h) = cos ~‘5 for 0 < t < 03. Suppose 
that I( te-Ytft(AC) OL /I is bounded in t for each (Y E X, . By the uniform bound- 
edness theorem, there is a positive constant K such that 
II te-vIft(A~)ll < K O<t<m. 
On the other hand, by the spectral mapping theorem (cf. [12], Section 571A) 
te-Ytft(&,) is in the spectrum of the operator te-Ytft(AJ. Thus, 
R > 11 te-“tft(AO)II > teCt I cos(ht’2t)l , o<t<oo, 
which is absurd. Therefore, there exists a sequence t, -+ 03 and OL E X0 such 
that 
lo&J + log IIft,PQ a II - 9, - 0 as n-+oo. 
Setting u(t) = f,(A,) a: we arrive at a solution of (2.1)~(2.2) with 01 E X, C r, 
/3 = 0 and h(u) > y. In view of Lemma 3.1, h(u’) > y. 
* Provided that the differentiation is valid and that the second derivative is con- 
tinuous at t = 0 for permissible perturbations. 
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If we replace the functions f@) by g,(h) = A-1/2 sin P2t in the above 
argument then we may conclude that there exists a ,9 E X0 such that the 
corresponding solution u(t) = g,(A,) /I satisfies (4.1) with OL = 0 and p E r. 
If u does not contain the origin, then A;” is defined on all of X0 for every 
positive integer 11. Hence, X0 C F,, . 
THEOREM 4.2. Let H be a Hilbert space (with inner product (e, a). Let -4, 
with domain in H, be selfadjoint and let 
inf (Aa’ a’ < A, < 0. 
O#O (a, a) 
Then, if y = / h, Ill2 there exists a solution of (2.1)-(2.2) with a: E I’,, , /3 = 0 
and satisfying (4.1) and there exists a solution with LY = 0 and /3 E r, and 
satisfying (4.1). 
Proof. Let E be the resolution of the identity for A (cf. [lo], p. 1195). 
It follows from the hypothesis that there is an interval T contained within 
the negative real axis and containing A,, such that the range X, of E(T) is 
not empty. Now apply Theorem 4.1 with A replaced by A, , the restriction 
of A to X, and B replaced by X, . Observe that the entire spectrum of A, on 
X, is a spectral set of A, which does not contain the origin and does contain a 
Al d 4l . 
Theorems 4.1 and 4.2 are similar to results found in [8] (cf. Section 3) and 
in [13]. 
THEOREM 4.3. Let A be closed and let u be a bounded spectral set of A which 
contains the origin then there is an unbounded solution of (2.1)-(2.2) with 
(Y = 0 and /I E l7 
Proof. Define X,, and the family g,(A,) as in the proof of Theorem 4.1. 
Suppose that /I g,(A,) j3 11 is bounded in t, 0 < t < CO, for each /3 E X, . Then, 
by the uniform boundedness theorem, there is a positive constant K such 
that 
II gt(-%)II -=I K o<t<aL 
By the spectral mapping theorem and the fact that 0 is in the spectrum 
of A, we obtain that g,(O) = t is in the spectrum of g,(A,). This implies 
that t < K for 0 < t < co, thus, establishing a contradiction. We conclude 
that there is ,?I E X,, such that the solution u(t) = g,(A,) /? is unbounded for 
0 < t < co. Clearly, u(O) = 0 and u,(O) = /3 E X0 C r. 
THEOREM 4.4. Let H be a Hilbert space. Let A, with domain in H, be self- 
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adjoint and suppose that A does not have a bounded inverse deJined on all of H. 
Then there is an unbounded solution of (2.1)-(2.2) with (Y = 0 and /3 E r. 
Proof. Let E be the resolution of the identity for A. Since zero is in the 
spectrum of A there is an interval 7 containing the origin such that, X, , the 
range of E(T) is non-empty. Now apply Theorem 4.3 with A replaced by 
A, , the restriction of A to X, and B replace by X, . Observe that the entire 
spectrum of A, is a spectral set of A, which contains the origin. 
The above theorems provide necessary conditions for stability only when 
there is an inclusion relation (which depends on the particular theorem) 
between the sets r and r,, and the sets of admissible data 0! and 9?. 
5. SUFFICIENT CONDITIONS FOR STABILITY 
The initial value problem (2.1)-(2.2) may be written in the form, 
w’ = Alw, 0 < t < co, l$ w(t) = w0 
where w,, = (ar, /3), w(t) = (u(t), u’(t)) are vectors in B, = B x B and the 
operator 
has domain and range in B, . Let f (A) = f iW2, then A is in the spectrum 
of A if, and only if, f(h) is in the spectrum of A, . The previous section 
indicates that for growth rate stability it is necessary that the spectrum of A 
consists only of nonnegative real numbers. The following theorem shows 
that this condition is sufficient for growth rate stability at least in the case 
when A is bounded. 
THEOREM 5.1. Let A, be a bounded linear transformation on all of B, 
(a Banach space with norm 11 *11) into B, . If the spectrum of A, is contained in 
the half-plane Re(X) < 0 then every solution w(t) of (5.1) has nonpositive 
growth rate, i.e., 
h(w) = \z t-l log(w(t)) < 0. 
Proof. Consider a solution w(t) of (5.1) and fix E > 0. If A = A, - EZ 
(where I is the identity transformation on B,) then v(t) = w(t) e-Et satisfies 
the initial value problem 
v’(t) = Av(t), o<t<co, LIiI v(t) = w, . (5.3) 
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Since A is bounded, the solutions of (5.3) are unique (cf. [Ill) and hence, 
1 
e(t) = &two = - Y 
s 2m y 
ez tRzw,, dz > 
where R, = (A - zI)-l and y is a closed contour containing the spectrum 
of A is contained in the half-plane Re(z) < - E we may choose y in the half- 
plane Re(z) < - e/2. Since 11 Rzw,, 11 is continuous in z and hence, bounded 
on y, I/ v(t)\1 -+ 0 as t + co. It follows that h(w) < E and since E is arbitrary, 
h(w) < 0. 
COROLLARY 5.2. Let A be a bounded linear transformation on B (u Banach 
space with norm jl .\I) into B. If the spectrum of A is real and nonnegative then 
every solution u(t) of (2.1)-(2.2) satisfies h(u) < 0 and h(u’) < 0. 
Proof. Reducing (2.1)-(2.2) to (5.1) then A, , given by (5.2), has spectrum 
only on the imaginary axis. Hence, if u(t) is a solution of (2.1)-(2.2) the cor- 
responding solution w(t) of (5.1) h as nonpositive growth rate. Since the norm 
of w(t) in B x B, (11 u(t)112 + 1) ~‘(Q11~)~‘~ > II u(t)/\ , Ij u’(t)11 the conclusion 
follows. 
Additional necessary and sufficient conditions for stability may be found 
in the application of the theory of semigroups (cf. [14] especially Chapters 
XII, XXIII). However, the results of Sections 4, 5, and 6 will suit our present 
purposes. 
6. A IS SELF-ADJOINT 
In this section it will be assumed that A is self-adjoint on its domain 
D(A) which is contained in a Hilbert space H with inner product (*, s). A is 
said .to be positive if 
(Ax, 4 3 0, x E D(A). 
Let E be the resolution of the identity for A. When A is positive 
the sets: 
D(A’/“) = 1% E H : Irn 
0 
W@) ~1, x) -=c ml 
&&‘/“) = /rEH:(E,y)=OifAy=O,l~kl(E(A)s,s)<m 
(6.1) 
xe define 
(6.2) 
, (6.3) 
where the indefinite integrals are defined, as usual, as the limit of definite 
integrals. The operator defined by 
Al/Q = I OD WE(dh) x, x E D(A1/2) (6.4) 0 
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is the unique positive square root of A (cf. [IO], p. 1247) and the operator 
defined by 
A-1P.v = 
s 
m W2E(dh) x, x E D(A-‘1’) (6.5) 
0 
is the inverse of AlI2 restricted to the orthogonal complement of the kernal 
of A. 
THEOREM 6.1. Let A be positive and let u(t) be a solution of (2.1)-(2.2). 
(2.1)-(2.2). Then /j u(t)/1 is bounded(for 0 < t < co) if, and onZy if, /3 E D(AI-~‘~) 
and I/ u’(t)11 isbounded if, and only if, a E D(A112). 
Proof. Let E, denote the projection on the kernel of A, Ho, and let H, 
be the range of En = E(A,) where A, is the half-open interval (n - 1, n], 
n = I,2 ,... . If OL, Ign , un(t) denote the projections on H, , n = 0, 1, 2, 
0 < t < 03 we obtain 
u,“(t) + &n(t) = 0, O<t<w, VJ-g f&(t) =% 3 
LF %aw = A, n = 1, 2,..., w9 
where A, is the restriction of A to H, , n = 1, 2,... . Since the An’s are 
bounded the initial value problems (6.6) have the unique solutions 
uo(t) = %I + Bat, o<t<w 
u,(t) = j:-, cos(h1/2t) E(d) (Y, + i:‘_, h-112 sin(hl%) E(d) . fin 
o<t<w, n = 1, 2,... . 
(6.7) 
Differentiating in (6.7) gives 
%‘W = - s:_, X1j2 sin(W2t) E(d) a,, 
(6.8) 
+ s:-, cos(hW) E(dh) p, o<t<w, n = 1, 2,... . 
Hence, 
u(t) = 010 + Pot + j,” cos(h1/2t) E(d) (Y + /,” A-l/a sin(Wt) E(A) j3 (6.9) 
and 
u’(t) = 8, - ,,” h1j2 sin(W2t) E(d) a + s,” cos(N2t) E(d) 8. (6.10) 
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If ,5I E D(A-1/2) then /3,, = 0 and I/ u(t)\1 < 11 01 /I + 11 A-l12/3 Ij . If a: E D(A1jZ) 
then II Wll d II A112a II + II B II . Th is establishes the sufficiency. 
Now suppose that /I u(t)11 is bounded. Then, in view of (6.9) 
Pot + j,” X-lj2 sin(X1j2t) E(dh) OL 
is bounded. Since the sum of orthogonal vector-valued functions can be 
bounded if and only if each is bounded we may conclude that /3,, = 0 and that 
there is a positive constant M such that 
I 
x 
X-l sin2(M2t) (E(&) 8, /?) < M, o<t<co. (6.11) 
0 
Let K > E > 0 then 
jXh’(E(dh) 6, /3) = $ f jrjK,-r sin2(h112t) (E(dh) fl, 8) dt < 2M. 
E 0 E 
Letting K + co and E --f 0 we obtain that /3 E D(A-lj2). 
A similar argument shows that the boundedness of 11 u’(t)11 implies that 
a E D(A1’2). 
7. THE WAVE EQUATION 
We consider first the stability of a finite, stationary, string which is free at 
both endpoints and then, the infinite string (cf. [15]). 
Let D(A) be the set of functions in L,[O, l] with two strong derivatives in 
L,[O, l] and such that the first derivative vanishes at 0 and 1. The operator 
defined by 
Af= -v, fED(A) (7.1) 
is self-adjoint and positive. In order to conclude that the perturbation equa- 
tions [(2.1)-(2.2)] with A defined by (7.1) describes a system which both 
energy stable and norm stable and, at the same time, admit the largest class 
of initial data, then, in view of Theorem 6.1, one should take 
c;pG = D(A”2), Lif? = D(A-1’2). (7.2) 
To find GY in terms of boundary and smoothness conditions we introduce the 
operator 
Qf(4 = $9 f E D(Q), (7.3) 
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where D(Q) consists of all functions in L,[O, l] with a strong derivative. It 
can be verified that 
A = o*o. ww 
Since D(A’/‘) is the closure of D(A) with respect to the norm 
V&f) = (Qh Qf) an d since Q is closed we obtain that 
D(zP2) = D(Q). 
To find B observe that the kernal of A is the one-dimensional space of 
constant functions and that A restricted to the complement of its kernal, H say, 
has a bounded inverse on all of H. Therefore, D@F2) is the set of all 
functions which have zero mean, i.e., the set of p(s) in L,[O, l] such that 
I 
1 
o B(s) ds = 0, /T(s) E D(A-"2). (7.4) 
In conclusion, the regularity condition is that the initial perturbation 
displacement a(s) must be on absolutely continuous function with a square 
integrable derivative and that the initial perturbation velocity must have zero 
mean. The second regularity reflects the invariance of the equilibrium con- 
figuration to uniform translations. Since one is not usually concerned with 
these “trivial” solutions it is natural to redefine the space so that A is one to 
one. 
Now let A be defined by (7.1) but let D(A) consist of all functions in 
L2( - co, co) with two strong derivatives in L2(- co, co). Let Q be defined 
by (7.3) where D(Q) consists of all functions in L,(- co, co) with a strong 
derivative inL,( - co, CO). Then A = Q*Q. Since Q is one to one and normal 
it follows from the polar decomposion (cf. [lo], p. 1249) that there is an 
isometry Cl such that AlI2 = UQ and AlI2 = Q*U* = - QU*. Hence, the 
operators /P2 and Q have the same domains and ranges. Moreover, they are 
both one to one on L,(- co, co), and hence D(/P2) consists of all strongly 
differentiable functions in L,(- co, co) while D(A-l12) consists of L, deriva- 
tives of L, functions. In particular, 
I 
m 
--m B(s) ds = 0, (k?(s) E D(A-1’2). (7.5) 
Choosing, the sets of admissible data as in (7.2) we arrive at (7.5) as a regular- 
ity condition. Unless (7.5) is satisfied, we see from Theorem 4.4 that there 
are infinitely differentiable functions /3( ) s in L,(- co, co) which give rise to 
unbounded solutions. Contrary to the case of the jinite string the zero-mean- 
regularity condition is not attributable to the invariance of the equilibrium to 
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uniform translations. In fact, the wave equation over L2(- 03, co) does not 
permit uniform translations as solutions. 
8. COUETTE FLOW 
Consider a circular flow of an inviscid, incompressible fluid between two 
coaxial cylinders. The angular velocity L!(Y) of rotation about the axis (zz axis) 
is an arbitrary (differentiable) function of the distance Y from the axis. 
Rayleigh’s criterion gives 
CD(Y) = y-3 g (Y?q > 0 
as a necessary and sufficient condition for stability with respect to axisym- 
metric perturbations. Consideration of nonaxisymmetric perturbations of the 
form U(Y, t) exp(im0 + ikz) leads to the equation 
where 
L=- 
( -i$L+mM+k9N)zu(t)=O, 
(D+Dy -k2) 1 im D - 
Y 
im 
FDr - ( 
‘$ + k2) ’ 
( 
DgDr -Qk2) 
n 
im D - 
Jf= - ; Y 
im-Dr 
r-2 
- Q ($ + k2) 
0 - 2Qi 
1v = - 
i 
dQ . 
252+rdr)z 0 
P-2) 
Equation (9.2) is simply a rewriting of Chandrasekhar’s equations (cf. [I], 
Section 67). The components of the vector w, wl, and w2 are the perturbed 
radial and angular velocity, respectively, and D, as usual, denotes the opera- 
tion of differentiation with respect to Y. We define L and M on the common 
domain D(L) = D(M) in L,[u, b] x L,[u, b] (0 < a < b) of all pairs of 
functions w = (wl , w2) such that w1 has two (strong) derivatives and wr 
has one derivative in L,[u, b] and w,(a) = We = 0 for fixed p (1 < p < co). 
409/31/'-'2 
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N is defined on all of B = &[a, 61 x &[a, 61. Since ML-l, NL-1 are bounded 
and defined on all of B we write the equation in the form, 
where A = imML-l - ikzNL-l is bounded on all of B and u = Lw. 
It may be shown that any member of the spectrum of ,4 which is not an 
eigenvalue must be pure imaginary. Theorem 5.1 shows that the system is 
growth rate stable with respect o all perturbations if and only if it is norm stable 
with respect o only normal modeperturbations. That is, the system is not growth 
rate stable if, and only if, A has an eigenvalue with positive real part. 
A similar analysis applies to the stability of swirling flows (cf. [I], Section 
78 and [16]). 
9. AXISYMMETRIC PERTURBATIONS OF COUETTE FLOW 
When m = 0 (8.2) reduces to 
$ Pu, + k2 @u, = 0, (9.1) 
where the radial velocity u, satisfies the boundary conditions, 
u,(a) = u,(b) = 0 
and 
P=-D+k2, 
(9.2) 
(9.3) 
defined on L,[u, b] with these boundary conditions has a compact inverse 
P-l. Setting 
v = Pu, ) A = k”@P-1 
Eq. (9.1) takes the form, 
(9.4) 
The spectrum of the operator A is well-known (cf. [I], p. 58). It consists of 
real eigenvalues and their limit, the origin. The spectrum is nonnegative if, 
and only if, @ 2 0. It follows from Theorem 4.1 and Corollary 5.2 that @ > 0 
is a necessary and sufficient condition for growth rate stability. On the other 
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hand, it follows from Theorem 5.3 that Eq. (9.4) does admit unbounded 
solutions even when @ > 0. Therefore, Rayleigh’s criterion is not satisfied, 
even with respect to axisymmetric perturbation, unless regularity conditions 
are imposed on the solutions. We will find these conditions for the casep = 2. 
We now suppose that D(r) may vanish at no more than a finite number of 
points and is otherwise positive. Let H denote the Hilbert space of all func- 
tions ar = Wzf with f in &[a, b]. The product in H is given by 
(a, 8) = lb a(~) ,8(y) Q-‘(Y) Y dr. 
In this setting the time-independent operator, which, by abuse of notation, 
we refer to as A, is now compact and positive in H. Since D(A112) = H we 
may conclude from Theorem 6.1 that every solution of (9.4) is energy bounded 
in H. D(A-l12) is the completion of the range of A in H with respect to the 
norm 
+ k2 ) D-‘(Y) /?(Y)I” Y dr 1 
I/2 
1 * 
(9.6) 
The range of A in H consists of functions P(Y) in H such that @-l(r) /3(r) has 
two strong derivatives in H (we now assume that CD(Y) has at least two deriva- 
tives) and such that C’(Y)~( Y ) vanishes at a and b. We conclude (cf. [ 181) that 
D(A-*12) is the set of all functions /3(r) in H such that O-~(Y) /3(r) is strongly 
differentiable in H and vanishes at end-points a and b. It follows from Theo- 
rem 6.1 that in order for a solution of (9.4), w(t), to be bounded in H it is 
necessary and sufficient that its time derivative evaluated at t = 0, /l(r), 
satisfy the above condition. If B(Y) fails to satisfy these conditions then 
w(t) = O(t) as t -+ cc (cf. Lemma 3.2). Since (cf. (8.2)) 
where u, is the perturbed angular velocity, physically feasible perturbations 
need not satisfy the above regularity conditions. 
We now consider the case of strict inequality a(r) > 0, a < r 6 b. In 
this case H is L,[a, b] with an equivalent norm. In terms of radial perturbed 
velocity u, and the angular perturbed velocity u, we find that 
b s (I a + (r t) 1’ + I ur(y, t,12) r dy 
is a bounded function of t for 0 < t < co if, and only if, Q(Y) u&, 0) is an 
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absolutely continuous function with a square integrable derivative and 
which vanishes at the end-points. In particular when Q(a) f 0, the viscous 
boundary condition, u,(a, 0) = u,(b, 0) = 0, a pp ears as a regularity condition 
for inviscided Couette jlow. 
10. SCHWARZSCHILD'S CRITERION 
Recent attempts to verify Schwarzschild’s criterion have succeeded in 
establishing the validity of the criterion only with respect to the energy 
definition of stability. It is possible (cf. Section 9 for the case @ > 0) for a 
linear system to be energy stable yet admit unbounded solutions which satisfy 
the physical constaints. Moreover, the linear approximation is assumed valid 
only for small perturbations. It is, therefore, necessary to find the regularity 
conditions which must be imposed on the perturbations in order that they 
be norm bounded. The perturbation equations can be written in the form 
(2.1) where the operator A is typically positive when Schwarzschild’s stability 
condition holds (cf. [3], [4]), Th eorem 6.1 is applicable. Even after defining 
the Hilbert space H as to avoid trivial solutions (cf. Section 7) one finds that, 
although the operator A is one to one, neither A nor its inverse is continuous. 
Computation of A-l in the case of a horizontally stratified atmosphere with 
a finite top (cf. [3]) shows that A and A-’ share similar properties. In general 
(cf. [3, 4, 91) each have a sequence of eigenvalues with both zero and infinity 
as limit points. Theorem 4.4 shows that there exists perturbations which, 
along with all their iterates under A, satisfy the boundary conditions and 
which are unbounded. These perturbations exist independent of Schwarz- 
schild’s condition. However, when Schwarzschild’s condition does hold and 
when the perturbation u(t) satisfies the regularity condition U(O) E D(Al/“), 
u(t) = O(t) as t--t co (cf. Lemma 3.2). In order that u(t) be bounded the 
regularity condition, 
r 
2 E I&4-q t = 0, (10.1) 
must be satisfied. In order to verify Schwarzschild’s criterion for stability 
(against small disturbances) it must be shown that the regularity condition 
(10.1) admits all physically feasible perturbations. 
In view of the fact that A is not positive in the absence of Schwarzschild’s 
condition, Theorem 4.2 extends the results in [S, 7, 81 in establishing the 
necessity of the criterion with respect o regular perturbations. This illustrates 
the purpose of introducing the sets r and I’, in Section 2. 
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