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Abstract
The problem of estimating the frequencies of an exponential sum has been
studied extensively over the last years. It can be understood as a sparse estima-
tion problem, as it strives to identify the sparse representation of a signal using
exponentials. In this paper, we are interested in its intrinsic stability properties.
We derive a bound very similar to the restricted isometry property. Conditional
well-posedness follows: Any exponential sum with samples close to the unknown
ground truth has close frequencies as well, provided that it satisfies our model
assumptions. The most important assumption is that the frequencies are well-
separated. Furthermore, we show that the presented bound is sharp and gives rise
to improved estimates of condition numbers of certain Vandermonde matrices.
Key words. super-resolution, sparse estimation, frequency analysis, exponential sum
AMS subject classifications. 65T40, 42C15, 15A18
1 Introduction
Spectral analysis of a given signal is one of the most ubiquitous problems in signal
processing. Depending on the problem at hand, one can choose from a large collection
of well-studied methods.
In this paper, we are interested in one of the most important special cases, where
the signal satisfies the harmonic model, i.e.,
f(x) =
∑
y∈Y f
cye
2piiyx, cy ∈ C \ {0}.
Here, Y f ≡ Y ⊂ T = R/Z ' [0, 1) is the finite set of frequencies of f , with coefficients
(or amplitudes) cy ∈ C \ {0}. Note that we enumerate cf ≡ c = (cy)y∈Y ∈ CY by the
set Y , which is convenient if one does not want to fix an enumeration of Y .
Such an f is then sampled at integers k = 0, . . . , N , and we wish to estimate Y and
the coefficients c. Typically, the available samples are corrupted by noise.
This problem has been studied for a long time, and many relevant applications
are known, see for example the textbook [16]. It reemerged over the last years for
a number of reasons. The first is that using the harmonic model allows to overcome
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resolution limits of generic methods, i.e., super-resolution is possible. And while that
is well known, new ideas are further expanding the possibilities in applications.
More interesting for this paper is the connection to compressed sensing. As f is
sparse in the frequency domain (its spectrum is a sum of Dirac deltas), the frequency
estimation problem can be seen as finding a sparse representation of f from an un-
countable, highly correlated dictionary consisting of all functions x 7→ e2piixy. Often,
the problem is discretized, see for example [11, 7]. An alternative is an approach using
TV-minimization, as promoted in [4, 5, 8] and others.
In contrast to the existing literature, we are interested in the intrinsic stability
properties of the continuous problem. We prove that for any two exponential sums
satisfying our model assumption, close samples imply close frequencies. The model
assumptions include most notably a separation condition of the frequencies. That
bound can be interpreted as a continuous analog of the restricted isometry property in
compressed sensing and is valid regardless of a solution method.
As the connection to compressed sensing is of central importance for the paper,
we give an informal explanation and motivation in the next section. After that, we
state and prove the main results in Section 3. In the last two sections we present some
corollaries: In Section 4 we give lower bounds for singular values of Vandermonde
matrices and in Section 5 we finally state the well-posedness of the problem and a
posteriori error bounds.
To keep notation simple, we use a . b, which means that a ≤ Cb, where C is
a positive constant, independent of any quantities of interest (on which a, b might
depend). Further, a ∼ b means a . b and b . a. On the other hand, a ≈ b is used as
an informal notation for a and b being close.
We call an vector s-sparse, if all but s of its entries are zero. The Fourier transform
is defined by
Ff(w) = fˆ(w) =
∫
R
f(x)e−2piixw dx.
2 Connection to Sparse Estimation
We start by formulating an abstract sparse estimation problem. We are interested in
identifying
x =
∑
θ∈Y
cθh(θ) ∈ H.
Here, Y ⊂ Θ is a finite subset of Θ ⊂ Rd, the set of valid parameters. cθ ∈ C \ {0}
are the coefficients, H is a Banach space and h : Θ→ H is a continuous and injective
function.
Given are a finite number of measurements of the form
bj = aj(x) + ηj, j = 1, . . . ,m,
where aj ∈ H′ are elements of the dual space and ηj is noise, corrupting the measure-
ments.
The frequency estimation problem fits into that framework by choosing
h : T→ C(I), h(y) = e2piiy·,
2
where I ⊂ R is an interval containing all sampling points. aj are point evaluations at
the jth sampling point and C(I) is the Banach space of continuous functions from I
to C.
To solve this problem, one typically discretizes Θ by replacing it with Θ˜ = {θ˜1, . . . , θ˜N}.
Letting ajk = aj(θ˜k) and A = (ajk) and assuming θj ∈ Θ˜, we arrive at the typical prob-
lem of compressed sensing, namely
Ax = b,
where b = (b1, . . . , bm) ∈ Cm. We identified x with the vector x ∈ CN , xk = cj if θ˜k = θj
and zero otherwise. Now as N  m is expected, the problem is underdeterminded.
However, under suitable conditions on A, we can exploit the sparsity of x to recover
(cθj , θj)
s
j=1.
A necessary condition to do so is that if we have given a second sparse vector
y ∈ CN , we have to have
Ax ≈ Ay ⇒ x ≈ y.
This is satisfied if the matrix A satisfies for a δ ∈ [0, 1) the lower bound
(1− δ)‖z‖22 ≤ ‖Az‖22 for all 2s-sparse vectors z, (1)
which is just the lower bound of the well-known restricted isometry property. It can
be directly applied, as x− y is 2s-sparse.
One simple consequence of (1) is that if all non-zero coefficients of x and y have a
modulus of at least ρ > 0, we have that
‖A(x− y)‖22 < (1− δ)ρ2 ⇒ suppx = supp y. (2)
Combined with a noise model, one can easily derive a posteriori error estimates. Of
course all these considerations do not help too much in actually solving the problem
Ax = b with x sparse, which is due to its non-convex nature quite difficult. However,
without a bound like (1), the problem is ill-posed and its solution non-unique or not
stable. See [9] for a thorough introduction to compressive sensing.
In practice, discretizing Θ poses a difficult problem. When discretizing too coarsely,
the assumption θj ∈ Θ˜ might be far from true. On the other hand if one discretises Θ
very finely, many columns of A will be almost equal and (1) will not hold. There are
possibilities to circumvent these problems. Though not of interest for our approach,
we give two examples. An adaptive discretization strategy is possible, see for example
[11]. Another alternative is to discretize Θ finely, and then stick to subspaces where
all θ˜js are not too close. That approach is called structured compressed sensing, see
for example [7].
Here, however, we strive to prove similar stability properties without having to
discretize Θ first. Due to the continuity of h it is not possible to stably distinguish
between h(θ) and h(θ + ε); indeed, if h is differentiable, we expect that
‖h(θ)− h(θ + ε)‖ ∼ |ε|, for ε small.
The natural idea is therefore to replace a sparse sum by a well-separated sum. Then one
can ask whether it is possible to estimate {θ1, . . . , θs} stably, when there is a separation
distance q ∈ R>0 such that |θj − θk| ≥ q for all j 6= k.
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On the first glance, it seems that we have to prove a bound like (1). Such a bound
would be of the form
‖c‖22 .
∥∥∥∥∥∑
θ∈Y
cθh(θ)
∥∥∥∥∥
2
(3)
uniformly over all Y ⊂ Θ satisfying |θ − θ′| ≥ q for all θ 6= θ′ ∈ Y . This, however, is
not sufficient to guarantee that we are able to distinguish two different well-separated
families. Let Y ′ = {θ′1, . . . , θ′s′} be a second set with q separated θjs. We cannot hope
to get a bound like (3), as some θ′j could be arbitrarily close to a θk.
The next best thing is that a good matching between Y and Y ′ must exist if their
samples are very close. Clearly, for every θ ∈ Y there is at most one θ′ ∈ Y ′ with
|θ − θ′| < q/2, which we call n(θ). We denote by Y1 all y ∈ Y with such a match
and by Y3 all elements from Y ∪ Y ′ without a match (the enumeration is chosen to be
consistent with later use). Then a bound like
∑
θ∈Y3
|cθ|2 +
∑
θ∈Y1
(|θ − n(θ)|2|cθ + cn(θ)|2 + |cθ − cn(θ)|2) .
∥∥∥∥∥∑
θ∈Y
cθh(θ)−
∑
θ′∈Y ′
cθ′h(θ
′)
∥∥∥∥∥
2
might be possible. If the right-hand side is sufficiently small and all coefficients have
a modulus of at least cmin > 0, we can deduce that Y3 = ∅ and a one-to-one matching
between Y and Y ′ exists. That can be interpreted as the continuous analog of (2).
Furthermore, if the right-hand side becomes very small, we can conclude that θ ≈ n(θ)
and cθ ≈ cn(θ).
To prove such a bound for the frequency estimation problem is the main objective
of this paper. The bound is presented in Theorem 3.6 and its implication for the well-
posedness is given in Corollary 5.1. An example of an a posteriori bound is given in
Corollary 5.3. Clearly, such a bound always implies a lower bound of the corresponding
sampling matrix, which is a Vandermonde matrix in our case. We state these bounds
explicitly in Section 4.
Such bounds do not give a tractable method to determine Y . They only indicate
that a stable estimation is possible. However, for the problem at hand, many very
efficient methods exist. Some of them, like ESPRIT [18], do not need a discretization
of Y , as they estimate Y by an eigenvalue problem.
The results presented here are not directly related to the popular approach of using
TV-minimization to solve the sparse frequency estimation problem. We are interested
in proving intrinsic stability of the problem, independent of the solution method. On
the other hand, TV-minimization is one particular technique. Unfortunately, it is not
possible to directly reprove results from TV-minimization using the bounds presented
here. The reason is that one cannot easily prove that TV-minimization yields mea-
sures satisfying our model assumptions. We refer to [8] for a good overview, including
stability and convergence results.
3 Localizing Functions and Stability
We introduce some notation. Let
S =
{∑
y∈Y
cye
2piiy· : cy ∈ C \ {0}, Y ⊂ [0, 1) finite
}
.
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For an f ∈ S, we call Y f the set of its frequencies and cf ∈ CY f the corresponding
coefficients, which we enumerate by Y f . We measure the distance of two frequencies
y, y′ ∈ [0, 1) by the wrap-around distance
|y − y′|T = min
k∈Z
|y − y′ − k|
and for a finite set Y ⊂ [0, 1), we define its separation by
sepY = min
y,y′∈Y
y 6=y′
|y − y′|T
and collect for a q > 0 all well-separated exponential sums in
S(q) = {f ∈ S : sepY f ≥ q} .
As a first result, we prove bounds of the form
‖cf‖22 .
B∑
k=A
|f(k)|2 . ‖cf‖22 ∀f ∈ S(q).
Such results are well-known, particular sharp lower bounds are proven by Moitra in
[17] and by Aubel and Bo¨lcskei in [1]. A sharp upper bound was already given by
Selberg [19]. We use basically the same approach as Moitra, however improving it.
At the core of Moitra’s proof are particular functions, that were already constructed
by Selberg. These functions ψA,B,q ∈ L1(R), A,B ∈ Z, A < B, q ∈ R>0 satisfy the
following properties:
(P1) ψA,B,q ≤ χ[A,B],
(P2) suppFψA,B,q ⊂ [−q, q],
(P3) FψA,B,q(0) =
∫
R ψA,B,q(x) dx = B − A− q−1.
Note that (P2) implies that ψA,B,q is an entire function.
These functions ψA,B,q are useful, because they allow to estimate a function localized
in the spatial domain by something localized in the frequency domain, thus “cheating”
the uncertainty principle. We call any function satisfying (P1) and (P2) q-localizing
functions. For the special case B − A ∈ qZ, the functions ψA,B,q are extremal, in the
sense that
∫
R χ[A,B] − ψA,B,q is minimized. The extremal functions in the other cases
are known as well, a result due to Littmann, see [15, Theorem 5.2].
The localizing function lie in the Paley-Wiener space
PW = {f ∈ L2(R) : suppFf ⊂ [−1, 1]}.
Furthermore, the following version of Poisson summation will prove useful, which fol-
lows from the more general Poisson formula given in [20, p. 69].
Theorem 3.1 (Poisson Summation Formula). For any f ∈ PW∩L1(R) it holds true
that ∑
k∈Z
f(k) =
∑
k∈Z
fˆ(k).
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With these ingredients, we can give an improved version of Moitra’s lower bound.
Theorem 3.2. Let f ∈ S(q) and A,B ∈ Z, A < B. Then(
B − A+ 2− 1
q
)
‖cf‖22 ≤
B∑
k=A
|f(k)|2 ≤
(
B − A+ 1
q
)
.
Proof. The upper bound is already due to Selberg, see [19]. For the lower bound, note
that
B∑
k=A
|f(k)|2 ≥
∑
k∈Z
ψA−1,B+1,q(k)|f(k)|2 =
∑
y,y′∈Y f
cycy′
∑
k∈Z
ψA−1,B+1,q(k)e2pii(y−y
′)k
=
∑
y,y′∈Y f
cycy′ψˆA−1,B+1,q(y − y′) =
(
B − A+ 2− 1
q
)
‖cf‖22,
where we used Poisson summation and the fact that ψA−1,B+1,q(A−1) = ψA−1,B+1,q(B+
1) ≤ 0 (in fact, equality holds) due to (P1) and the continuity of ψA−1,B+1,q.
Remark. Moitra used ψA,B,q instead of ψA−1,B+1,q, resulting in the constant (B − A−
q−1). Aubel and Bo¨lcskei improved the constant to (B − A + 3
2
− q−1). Further-
more, they discuss the more general case of frequencies in the unit disc. The constant(
B − A+ 2− 1
q
)
is sharp in the following sense: For q = (B−A+ 2)−1 the space S(q)
contains a linear subspace of dimension B − A + 2 and it is therefore clear that there
is a f ∈ S(q) vanishing on k = A, . . . , B. Thus, for q = (B − A + 2)−1 the best lower
bound is zero.
The proof of Theorem 3.2 is worth a short reflection. A q-localizing function ψ
gives rise to a sesquilinear form
(·, ·)ψ : S × S → C
satisfying the following properties:
1. For two exponentials, we have
(e2piiy·, e2piiy
′
)ψ = ψˆ(y − y′).
In particular, it is local in the sense that whenever |y − y′|T ≥ q, we have that
(e2piiy·, e2piiy
′·)ψ = 0.
2. It minorizes sampling at A, . . . , B, i.e., for all f ∈ S we get
(f, f)ψ ≤
B∑
k=A
|f(k)|2.
One can use these properties to estimate other constellations of frequencies. If for an
f ∈ S we have that
f = f1 + · · ·+ fR
6
such that all fr ∈ S have mutually q-separated frequencies in the sense that
dist(Y fj , Y fk) ≥ q, for all j 6= k,
we obtain the lower bound
B∑
k=A
|f(k)|2 ≥
R∑
r=1
(cfr)∗
(
ψˆ(y − y′)
)
y,y′∈Y fr
cfr ≥ λmin‖cf‖22.
Here, λmin denotes the smallest eigenvalue of any of the R matrices (ψˆ(y− y′))y,y′∈Y fr .
For example if every fj corresponds to a cluster of up to L frequencies, we have to find
a ψ such that (
ψˆ(y − y′)
)
y,y′∈Y
(4)
is positive definite for any Y ⊂ [0, 1), |Y | ≤ L of interest, e.g., of a certain inner
separation. Then we need to bound the smallest eigenvalue uniformly over all these
sets.
For general values of L that seems to be a difficult problem. However, in the case
L = 2, this is easy, as for Y = {y, y′} the matrix (4) has eigenvalues ψˆ(0)± |ψˆ(y− y′)|.
Clearly, it is necessary for ψˆ to have a global maximum in zero. Then, an estimate of
the form
ψˆ(0)− |ψˆ(y − y′)| & |y − y′|2T (5)
gives rise to a very sharp bound. The localizing functions used above unfortunately do
not have a global maximum at zero. We construct an alternative. A useful tool is a
formula going back to Jagerman and Fogel [12], which allows for Hermite interpolation
on Z in the Paley-Wiener space PW.
Theorem 3.3. For any f ∈ PW the following representation holds true:
f(x) =
sin2(pix)
pi2
∑
k∈Z
(
f(k)
(x− k)2 +
f ′(k)
x− k
)
.
We are now able to construct a suitable localizing function.
Lemma 3.4. The function φ ∈ PW∩L1(R) defined by
φ(x) =
sin2(pix)
pi2
(
2
3
(
1
x
− 1
x− 3
)
+
1
(x− 1)2 +
1
(x− 2)2
)
satisfies φ ≤ χ[0,3] and φˆ(0) = 2.
Proof. We start with φ ≤ χ[0,3]. The claim obviously holds true for x ∈ Z, which we
exclude in the following. Verifying φ(x) ≤ 0 for x ≤ 0 is a direct calculation that we
omit here. The case x ≥ 3 follows by symmetry.
The inequality φ(x) ≤ 1 for x ∈ [0, 3] is slightly more complicated. Note that
φ(x) ≤ 1 = sin
2(pix)
pi2
∑
k∈Z
1
(x− k)2 ,
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which is equivalent to
2
3
(
1
x
+
1
3− x
)
≤
∑
k∈Z
k 6=1,2
1
(x− k)2 . (6)
Now as the trapezoidal rule overestimates convex functions, we can estimate for K ∈ Z
and x < K that∑
k≥K
1
(x− k)2 ≥
1
2
1
(x−K)2 +
∫ ∞
K
1
(x− y)2 dy =
1
2
1
(x−K)2 +
1
K − x
and (6) follows by applying this twice. φˆ(0) = 2 results from Poisson summation.
Remark. A few remarks are in order.
1. It follows by Poisson summation that φmaximizes φˆ(0) over all f ∈ PW satisfying
f ≤ χ[0,3]. φ is not unique, other values for φ′(0) than 23 are possible (namely,
any number between
[
2
3
, 4
3
]
). Similar constructions work for any minorants of
χ[A,B], A,B ∈ Z. In particular, it follows that if A + 1 = B, the constant zero
minorant is optimal.
2. The non-uniqueness is certainly already known, however difficult to track down.
For example, in [10, p. 289] a similar result is cited for the majorants and
attributed to unpublished work of Selberg.
3. The construction originally used by Selberg and by Moitra corresponds to choos-
ing φ′(0) = 1.
(5) is now the result of a direct calculation.
Lemma 3.5. φ satisfies
φˆ(0)− |φˆ(w)| ≥
{
pi2w2, for |w| ∈ [0, 1
3
]
pi2/9 for |w| ∈ [1
3
, 1
]
.
Proof. The Fourier transform of φ is given by
φˆ(w) = (1− w) (e−2piiw + e−4piiw)+ 1
3pii
(
1− e−6piiw) , for w ∈ [0, 1]
and φˆ(w) = φˆ(−w) for w ∈ [−1, 0].
We estimate |φˆ| by first noting that for w ∈ [0, 1
3
]
we have
|φˆ(w)| =
∣∣∣e3piiwφˆ(w)∣∣∣ = ∣∣∣∣(1− w) (epiiw + e−piiw)+ 13pii (e3piiw − e−3piiw)
∣∣∣∣
= (1− w)2 cos(piw) + 2
3pi
sin(3piw).
Next, we use
cos(x) ≥ 1− x
2
2
and sin(x) ≥ x− x
3
6
∀x ∈ R≥0
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and obtain
|φˆ(w)| ≥ (1− w) (2− pi2w2)+ 2w − 3pi2w3 = 2− pi2w2 − 2pi2w3.
This results in
φˆ(0)− |φˆ(w)| ≥ pi2w2 for w ∈
[
0,
1
3
]
.
It is not difficult to show that φˆ(0) − |φˆ(w)| ≥ pi2/9 for w ∈ [1
3
, 1
]
. We omit the
computation here.
Now we are able to state the main theorem.
Theorem 3.6. Let N ∈ N be given. Further, let f ∈ S be such that Y f can be
decomposed in three disjoint sets Y1, Y2, Y3 satisfying:
1. For all y, y′ ∈ Yj with y 6= y′ we have that |y − y′|T ≥ 3N+1 .
2. For all y ∈ Y1 there is exactly one y′ ∈ Y2 with |y− y′|T < 3N+1 . We denote y′ by
n(y).
3. For all y ∈ Y3 and all y′ ∈ Y1 ∪ Y2 we have that |y − y′|T ≥ 3N+1 .
Then the following bound holds true:
N∑
k=1
|f(k)|2 ≥ 2
3
(N + 1)
∑
y∈Y3
|cy|2 +
∑
y∈Y1
[
N + 1
3
∣∣e−3piiycy + e−3piin(y)cn(y)∣∣2
+
pi2(N + 1)3
2 · 35 |y − n(y)|
2
∣∣e−3piiycy − e−3piin(y)cn(y)∣∣2] .
Proof. We dilate φ to fit our data. Let
φN(x) = φ
(
3x
N + 1
)
≤ χ[0,N+1](x), φˆN(w) = N + 1
3
φˆ
(
(N + 1)w
3
)
.
Note that supp φˆN ⊂
[− 3
N+1
, 3
N+1
]
. Again, we use φN to localize the sum:
N∑
k=1
|f(k)|2 ≥
∑
k∈Z
φN(k)|f(k)|2 =
∑
y,y′∈Y f
cycy′φˆN(y − y′)
= φˆN(0)
∑
y∈Y3
|cy|2 +
∑
y∈Y1
c∗yAycy (7)
with
cy =
(
cy
cn(y)
)
and Ay =
(
φˆN(0) φˆN(n(y)− y)
φˆN(n(y)− y) φˆN(0)
)
.
Next, we consider the eigenvalue decomposition of Ay. We have the two eigenvectors
v1 =
1√
2
(
1
e−iArg φˆN (n(y)−y))
)
and v2 =
1√
2
(
1
−e−iArg φˆN (n(y)−y))
)
.
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Letting θy = Arg φˆN(n(y)− y)) = 3pii(n(y)− y), we get
2c∗yAycy =
(
φˆN(0) + |φˆN(n(y)− y)|
) ∣∣cy + e−iθycn(y)∣∣2
+
(
φˆN(0)− |φˆN(n(y)− y)|
) ∣∣cy − e−iθycn(y)∣∣2
Plugging that into (7) and using Lemma 3.6 we obtain
N∑
k=1
|f(k)|2 ≥ 2
3
(N + 1)
∑
y∈Y3
|cy|2 +
∑
y∈Y1
[
N + 1
3
∣∣cy + e−iθycn(y)∣∣2
+
pi2(N + 1)
54
min
{
(N + 1)2|y − n(y)|2, 1} ∣∣cy − e−iθycn(y)∣∣2] .
Using |y − n(y)| < 3
N+1
gives the result.
As the bound presented in Theorem 3.6 is rather technical, we discuss it and give
a few special cases and variations. Note that we did not try to optimize the constants.
Slightly sharper results are certainly possible.
Sharpness: The estimate is sharp for |y−n(y)| → 0 up to constants. To see that,
we consider
fτ (x) = 1− e2piiτx.
A direct estimate gives for |τ |  N−1
N∑
k=1
|f(k)|2 ∼
N∑
k=1
|2piiτk|2 ∼ τ 2N3,
which is the exact asymptotic Theorem 3.6 gives as well. Clearly, for ‖cf‖2 → 0 the
estimate is sharp as well.
The estimate gives the expected result for the signs of the coefficients as well.
Namely, if cy ≈ −cn(y) the critical cancellation occurs, as the first term of the second
sum vanishes. If one is interested in an estimate independent of Arg c, one obtains
N∑
k=1
|f(k)|2 ≥ 2
3
(N + 1)
∑
y∈Y3
|cy|2 + pi
2(N + 1)3
2 · 35
∑
y∈Y1
|y − n(y)|2 (|cy|2 + |cn(y)|2) . (8)
Symmetric Samples: Quite often, in particular when N is odd, one is interested
in estimating
N∑
k=1
∣∣∣∣f (k − N + 12
)∣∣∣∣2 .
Due to symmetry, one obtains the estimate
N∑
k=1
∣∣∣∣f (k − N + 12
)∣∣∣∣2 ≥ 23(N + 1)∑
y∈Y3
|cy|2 +
∑
y∈Y1
[
N + 1
3
∣∣cy + cn(y)∣∣2
+
pi2(N + 1)3
2 · 35 |y − n(y)|
2
∣∣cy − cn(y)∣∣2] .
(9)
Here, we do not need to modulate the coefficients cn(y) and cy.
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Choice of localizing function: Different choices for φ are possible. Assume we
pick a 1-localizing function φ ≤ χ[0,A]. Then, after dilation, we can localize up to
A/(N + 1). As discussed earlier, A > 1 is necessary. Using the extremal construction
outlined above for A = 2 instead of A = 3, gives worse rates, as it can be shown that
it only satisfies
φˆ(0)− |φˆ(w)| & |w|3.
Note that we cannot hope to obtain a bound as in Theorem 3.6, if q < 2
N+1
, as
then counterexamples exist: (N + 1)/2 pairs of very close frequencies would result in
|Y f | = N + 1 and such an exponential sum can vanish on N points.
In [6] the function φ ≤ χ[−2,2] was used, covering the symmetric case. Due to that,
the assumptions on q are a slightly stronger there.
4 Singular Value Estimates of Vandermonde Ma-
trices
Both Theorem 3.2 and Theorem 3.6 directly give estimates of the smallest singular
values of Vandermonde matrices. For the reader’s convenience, we state them here
explicitly.
We denote the Vandermonde matrix with frequencies y1, . . . , yM ∈ [0, 1) by
VN(y1, . . . , yM) :=

1 1 . . . 1
e2piiy1 e2piiy2 . . . e2piiyM
...
...
. . .
...
e2pii(N−1)y1 e2pii(N−1)y2 . . . e2pii(N−1)yM
 ∈ CN×M .
Using
VN(y1, . . . , yM)c =
(
M∑
j=1
cje
2piiyjk
)
k=0,...,N−1
,
Theorem 3.2 gives the following:
Corollary 4.1. Let y1 . . . , yM ∈ [0, 1) be q-separated frequencies. Then the smallest
singular value σmin of VN(y1, . . . , yM) satisfies
σ2min ≥
(
N + 1− 1
q
)
.
Analogously,(8) gives rise to the following result for Vandermonde matrices with
pairwise colliding nodes.
Corollary 4.2. Let Y = {y1 . . . , yM} ⊂ [0, 1) and Y = {y′1, . . . , y′M ′} ⊂ [0, 1) be
two q-separated sets of frequencies, where q ≥ 3
N+1
. Assume further that for each
y ∈ Y there is at most one y′ ∈ Y ′ such that |y − y′|T < q. Let τ be the smallest
of these distances, i.e., τ = distT(Y, Y
′). Then the smallest singular value σmin of
VN(y1, . . . , yM , y
′
1, . . . , y
′
M ′) satisfies
σ2min ≥
pi2
2 · 35 (N + 1)
3τ 2,
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assuming that τ < 3
N+1
and
σ2min ≥
2
3
(N + 1)
otherwise.
The corollary is a significant improvement over similar estimates, very recently pre-
sented in [13]. Bounding singular values of Vandermonde matrices with multiple tightly
clustered sets of frequencies has attracted some attention recently, as it gives insights
when recovery of frequencies even without separation might be possible. Corollary 4.2
is (up to small improvements in the constants) sharp for the case of clusters of two
nodes. For results covering clusters of multiple nodes, see [2, 14].
Finally, note that Theorem 3.6 gives some information on the geometry of the
singular spaces associated with small singular values. Indeed, it confirms the intuition
that close frequencies should have coefficients that sum to zero.
5 Well-posedness and A Posteriori Error Estimates
Next, we apply Theorem 3.6 to obtain conditional well-posedness of the frequency
estimation problem. To simplify notation, we stick to the case of symmetric samples
f(k), k = −N, . . . , N .
Assume that we are given f, g ∈ S(2q). Then for every y ∈ Y f there is at most one
y′ ∈ Y g with |y − y′|T < q. Therefore, we are in position to apply Theorem 3.6.
Corollary 5.1. Let f, g ∈ S(2q) and N ∈ N>0 with q ≥ 32N+2 be given. Assume further
that all coefficients of f and g have a modulus of at least cmin ∈ R>0. If
N∑
k=−N
|f(k)− g(k)|2 < 4N + 4
3
c2min,
then for every y ∈ Y f there is exactly one n(y) ∈ Y g with |y − n(y)|T < 32N+2 .
Furthermore, the following estimate holds true:
∑
y∈Y f
[
N + 1
3
∣∣cy − cn(y)∣∣2 + 2pi2(N + 1)3
35
|y − n(y)|2 ∣∣cy + cn(y)∣∣2] ≤ N∑
k=−N
|f(k)− g(k)|2 .
Proof. We invoke (9) to see that Y3 = ∅, i.e., for all y ∈ Y f there has to be a n(y).
The claim follows by using that |y − n(y)|T < 32N+2 .
That estimate can now easily be used to obtain a posteriori error estimates. Assume
that we are given noisy samples f˜(k) = f(k) + ηk and use any algorithm we want to
obtain a candidate g. Now, if both fit our model, i.e., f, g ∈ S(2q), Corollary 5.1 applies.
However, as we do not know f(k), we cannot use Corollary 5.1 directly. Instead, we
combining it with a noise model to get an a posteriori estimate.
As the noise model depends on the application, we give a prototypical result, using
Gaussian noise.
Lemma 5.2. Let v ∈ CK and η = (ηk)k ∈ CK, with
ηk = Xk,1 + iXk,2,
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where Xk,j are independent Gaussian random variables with mean zero and variance
σ2. Let δ ∈ (0, 1). Then with probability
1− e−K(1+δ)/2 − 2e−Kδ/8
it holds true that
‖v‖2 ≤
∣∣‖v + η‖22 − 2Kσ2∣∣1/2 + (2 +√2)σK(1+δ)/4.
Proof.
‖v + η‖22 = ‖v‖22 + σ2Y + 2σ‖v‖2Z,
where Z is a standard Gaussian random variable and Y is a χ2-distributed with 2K
degrees of freedom. (5) is equivalent to
‖v + η‖22 + σ2Z − σ2Y = (‖v‖22 + σZ)2.
We estimate
‖v‖2 ≤
(
σ2Z2 − σ2Y + ‖v + η‖22
)1/2
+ σ|Z|
≤ ∣∣‖v + η‖22 − 2Kσ2∣∣1/2 + 2σ|Z|+ σ|Y − 2K|1/2,
where we used the subadditivity of the square root.
Next, we use two tail estimates. For Z we have that
Pr(|Z| ≥ t1) ≤ e−
t21
2 for all t > 0,
see for example [9], Proposition 7.5. And Y is concentrated around EY = 2K:
Pr(|Y − 2K| ≥ 2Kt2) ≤ 2e−Kt22/4 for all t2 ∈ (0, 1),
see [3], Theorem 2.57. Now we choose
t1 = K
(1+δ)/4, t2 =
K(δ−1)/2√
2
and by the union bound we obtain with probability
1− e−K(1+δ)/2 − 2e−Kδ/8
that
‖v‖2 ≤
∣∣‖v + η‖22 − 2Kσ2∣∣1/2 + (2 +√2)σK(1+δ)/4.
Combining these results, we obtain the following error estimate.
Corollary 5.3. Assume that f, g ∈ S(2q) with q ≥ 3
2N+2
. Let
f = (f(k))k=−N,...,N ∈ C2N+1, g = (g(k))k=−N,...,N ∈ C2N+1, η = (η(k))k=−N,...,N ∈ C2N+1.
Here,
ηk = Xk,1 + iXk,2,
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where Xk,j are independent Gaussian random variables with mean zero and variance
σ2. Let δ ∈ (0, 1). Then with probability
1− e−(2N+1)(1+δ)/2 − 2e−(2N+1)δ/8
it holds true that if(∣∣‖f + η − g‖22 − 2(2N + 1)σ2∣∣1/2 + (2 +√2)σ(2N + 1)(1+δ)/4)2 ≤ 4N + 43 c2min
we have that for every y ∈ Y f there is exactly one n(y) ∈ Y g with |y − n(y)|T < 32N+2 .
Furthermore, the following estimate holds true:∑
y∈Y f
[
N + 1
3
∣∣cy − cn(y)∣∣2 + 2pi2(N + 1)3
35
|y − n(y)|2 ∣∣cy + cn(y)∣∣2]
≤
(∣∣‖f + η − g‖22 − 2(2N + 1)σ2∣∣1/2 + (2 +√2)σ(2N + 1)(1+δ)/4)2 .
(10)
Remark. The case of bounded instead of Gaussian noise is easier. We skip the details.
We close this paper by giving a small example, how the bound can be applied.
Example 5.4. We consider the exponential sum f with frequencies
Y f = {0.1, 0.3, 0.6, 0.9}, c = [1.1,−1.1, 2, 2],
where we enumerate the frequencies in order of their size. Now we sample f at
−20, . . . , 20 and add Gaussian noise as described in Corollary 5.3 of variance σ2. Next,
we apply ESPRIT to obtain an estimate f˜ . We calculate the left-hand side of (10),
called error, and the right-hand side, called error estimator. Further, we calculate the
sampling distance, which is ‖f− f˜‖22. The results for different choices of σ are presented
in Figure 1. For each choice of σ, fifty instances were calculated and the largest error
is shown.
We pick δ = 0.9, resulting in a probability of a little bit more than 94%, that the
estimate can be applied. For σ = 1 the premise of Corollary 5.3 is actually not satisfied.
We can observe in Figure 1 that the given bound seems to be reasonably sharp.
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Figure 1: Comparison of the error and the error estimate at different noise levels.
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