Abstract. The discrete-time approximation for nonlinear filtering problems is related to both of strong and weak approximations of stochastic differential equations. In this paper, we propose a new method of proof for the convergence of approximate nonlinear filter analyzed by Jean Picard (1984) , and show a more general result than the original one. For the proof, we develop an analysis of Hilbert space valued functionals on Wiener space.
Introduction
The aim of this paper is to determine the convergence rate of Picard's filter for nonlinear filtering in a more general condition than that of Picard ([19] ), and to understand deeply why the scheme can perform with the rate. Although Picard's filter is based on an Euler-type approximation of stochastic differential equations, the error estimate does not rely on the standard argument of strong and weak convergence of the Euler-type scheme. As seen in the following, the properties of stochastic integrals under a conditional probability make the proof of convergence much more complicated.
Let us first formulate the nonlinear filtering problem with continuous time observations. Consider a stochastic process (X t ) t≥0 (often called the signal process) defined as the solution of an N -dimensional stochastic differential equation
with x ∈ R N and an N -dimensional standard Brownian motion B = (B t ) t≥0 on a probability space (Ω, F , P ) with a filtration (F t ) t≥0 satisfying the usual conditions. We observe another d-dimensional process (Y t ) t≥0 (called the observation process) defined by
where W = (W t ) t≥0 is a d-dimensional standard Brownian motion independent of B. We denote the filtrations associated to B and Y with P -null sets by (F B t ) and (F Y t ) respectively. The primary goal of nonlinear filtering problem is to investigate the evolution of the conditional distribution of X T under the observation (Y t ) 0≤t≤T . In other words, we are interested in computing the value
. For this purpose, we consider the new probability measure Q on F ∞ = σ(∪ t≥0 F t ) under which (Y t ) is a standard Brownian motion independent of (X t ), and (X t ) has the same law under P and Q. Throughout the paper, we denote the expectation under Q by E[ · ]. Then the conditional expectation (2) has the expression
T ] with the Radon-Nikodym derivative
This is called the Kallianpur-Striebel formula (cf. [10] , [1] ). We need time discretization methods in order to compute E[g(X T )Φ T |F Y T ] since the stochastic integral term cannot be computed exactly. In what follows, we discuss a discrete-time approximation scheme for Φ t under the probability measure Q. Let us use the notation
We now consider an approximation by a Riemann sum for Φ T as
Jean Picard showed the following surprizing result of 
Remark 1.2. The assumption h ∞ < ∞ can be weakened (see [19] , [3] ). For example, Picard ([19] ) discusses the condition
The convergence error (3) is related to both of weak convergence of F B T -measurable random variables and strong convergence of F Y T -measurable random variables. Very roughly speaking, the order of convergence of the error is mainly from
We notice that the difference h(X s ) − h(X η(s) ) has the weak error of O(1/n), but this is averaged over the trajectory of (Y s ). That is why the rate of convergence is not so obvious. The proof given by Picard is quite complicated since we have to deal carefully with
. In this work, we generalize the result (3) in terms of the regularity of g (without any ellipticity condition) and L p -estimates with p > 2 using several techniques in Malliavin calculus, and however, h is basically assumed to be bounded because of the difficulty in L p -moment estimates for Φ T andΦ T . See the main result in Theorem 2.1 and its proof.
We review here numerical methods required for the simulation of Picard's filter
. Except in some specific situations the closed-form distribution of X t is not available, and therefore we need some time discretization schemes applied to X t . LetX be a time discretization scheme for X, such as the Euler-Maruyama approximation or the stochastic ODE approximations via cubature formulas on Wiener space ( [14] , [16] ). Then we have to analyze the error
and this type of problem is discussed in e.g. [4] , [5] . In the case whereX is Euler-Maruyama scheme, several researchers give error estimates for (3) and (4) simultaneously (e.g. [21] , [15] ). We additionally have to discuss the simulation of E[g(X T )Φ T (X)|F
Y T ] via the Monte Carlo method. In practice, the procedure of estimation for this is performed step-by-step for each observation time T = t 1 , · · · , t n , · · · . Hence it is important to construct special simulation methods, recursively in time T , to avoid the recalculation of the conditional expectation and explosion of time series data. For the reason, particle filters (or sequencial Monte Carlo methods) were originally developed by [8] and [11] for discrete time filtering. Recent developments of particle filters can be found in [6] and references therein.
Another approach to the computational problem for (2) is known as the stochastic partial differential equation (SPDE) approach. We can derive the equation of the dynamics of
2 ) which is called the Zakai equation (cf. [1] , [12] ). The Zakai equation follows a SPDE with the finite dimensional noise Y . In that case, we have to consider time discretizations for the SPDE and give some error estimates for strong convergence (see e.g. [7] ). We point out the relationship between the Zakai equation and Picard's filter
This paper is organized as follows. In Section 2, we state the main result which is an extension of Picard's theorem, and shall give only the outline of the proof. In Section 3, we show the main part of the proof using infinite dimensional analysis on Wiener space, and in Section 4 we give some remarks on this research.
The Main result

2.
1. An extension of Picard's theorem. Let us fix T > 0. Throughout the paper, the condition
T ] = 1 is always assumed to define the probability measure Q on F T , i.e. Q(A) :
T ] for A ∈ F T . The assumptions (A2)-(A3) introduced below imply the condition (5) . See Kallianpur [9] , Section 11.3.
We shall extend Picard's theorem as follows.
Theorem 2.1. Assume that the following conditions hold:
The coefficients b and σ are Lipshitz continuous.
Then for every p ≥ 1, there exists a constant C = C(p, T ) > 0 such that
A typical example of (A4) is that h is bounded. The following corollary for the convergence of the normalized conditional expectation is an immediate consequence of Theorem 2.1.
Corollary 2.2. Suppose the assumptions (A1)-(A3) hold, and moreover h is assumed to be bounded. Then for every p ≥ 1, there exists a constant C = C(p, T ) > 0 such that
It is possible to show from the boundedness of h that the
−1 are bounded for every p ≥ 1. Hence we obtain from Cauchy-Schwarz's inequality
which proves the desired result.
Remark 2.3. For the proof of Theorem 2.1, the probability space (Ω, F T , Q) can be replaced by any other probability space on which (X t , Y t ) 0≤t≤T has the same law. In the following, we fix the probability space so that (B t ) 0≤t≤T and (Y ) 0≤t≤T are independent Brownian motions, and (X t ) 0≤t≤T is the solution of (1). The probability space will be assumed to be the Wiener space in Section 3.
Remark 2.4. As mentioned in the introduction, the time evolution
and L is the generator of X, i.e.
can be understood as a semigroup-type approximation (or Markov chain approximation) in the following sense. Let X x t be a stochastic flow of the SDE (1) and
Then we can deduce that for t i ≤ t < t i+1 ,
is a solution of the evolution equatioñ
which can be considered as the Zakai equation with the freezing coefficient h(x).
2.2.
Outline of proof. The proof of Theorem 2.1 is entirely different from the original one in [19] . Let us compute
can be decomposed into four parts (E i ) 1≤i≤4 :
We are going to prove that
The estimation for E 1 is the most difficult task since E 1 includes both dB and dY parts. First, we give the estimates for E 2 and E 4 . Proposition 2.5. Under the assumption (A1)-(A4), for every p ≥ 1, there exists a constant C = C(p, T ) > 0 such that
Proof. By the assumption (A4), it holds that
for every q ≥ 1. Thus we have easily
. This gives the estimate E 4 p ≤ C/n.
We next turn to prove E 2 p ≤ C/n. Using the Cauchy-Schwarz inequality and Burkholder-DavisGundy inequality, we have
.
We can finally get the estimate
The estimation via infinite dimensional analysis
This section is devoted to the estimates for E 1 and E 3 defined in previous. The Malliavin calculus for Hilbert space valued functionals plays an important role in the estimates. The Malliavin derivative D :
is defined as the extension of the following closable operator for smooth Wiener functional F :
is the adjoint operator of D. Let K be a real separable Hilbert space. We can similarly define D and δ for K-valued Wiener functionals. The spaces
are defined as the Sobolev spaces induced by the derivative operator D for K-valued Wiener functionals. For the details of the precise formulation of Malliavin calculus, we refer to [20] and [17] .
We prepare some results for the Skorohod integral δ (cf. [17] ).
Lemma 3.2 (Continuity of δ). Let p > 1. There exists C > 0 such that
We will use a kind of Fubini's theorem below.
It suffices to check the limit of both sides. By taking L 2 -norm,
Thus we obtain the result (7) as k → ∞.
We can derive the following fundamental inequalities for Hilbert space valued martingales.
Lemma 3.4. Let M t be a continuous K-valued martingale with respect to a filtration (F t ) which satisfies the usual conditions. Then for every p > 0, there exists positive constants K p , c p < C p such that Doob's inequality:
Burkholder-Davis-Gundy's inequality:
Proof. See e.g. [20, Theorem 3.1]. 
In particular, if F ∈ D 1,2 (F B T ; K), then we have the so-called Clark-Ocone formula
Proof. We check only the inequality (8) using the inequalities in Lemma 3.4: 
We denote by E WB and E WY the expectations under P WB and P WY respectively. Since B and Y are independent, we notice that E[ · |F
. We now return to prove E 3 p = O(1/n). The fundamental idea to get the order of convergence is as follows (see also [2] 
This means that it is possible to prove the convergence of O(1/n) from the term ti+1 ti · ds if (f s ) has good moment estimates.
, then there exists a constant C = C(p) > 0 such that 
Proof. We prove only the one dimensional case. Let θ r = 1 2 (h 2 ) ′ (X r )σ(X r ). Applying Lemma 3.5 and 3.6 to g(X T )Γ T , we have a representation
Using Itô's formula for stochastic integrals with respect to B t , we can deduce that
θ r dB r ds = 0 and
f r θ r dr ds
We notice that
Therefore the estimate (9) in Lemma 3.6 implies
3.3. Partial Malliavin calculus for E 1 . In order to analyze the E 1 term, we again use the representation (10)
We can then obtain
We should mention that it is impossible to apply Itô calculus to the inside of the conditional expectation since (f s ) is not adapted to F 
Let Π B and Π Y be the projections from
. This formulation is called the "partial" Malliavin calculus ( [13] , [18] ).
In this section, we realize partial Malliavin calculus using a "Sobolev space valued" Sobolev space D 
Y (R)), we have by the Clark-Ocone formlua Y (R)) is spanned by products of smooth functionals:
, real-valued C 1 -functions f and g. Let us first present auxiliary lemma which will be used in later computations. For the proof of the estimate E 1 p ≤ C/n, we will take an approximation sequence (
The following lemma plays a key role for the estimate of E 1 . 
Proof. We can check that X t ∈ ∩ p≥1 D 1,p B under Assumption (A2). Using the chain rule of Malliavin derivative, we obtain from Lemma 3.8 and Assumption (A4)
Thus taking the limit k → ∞, we can show that
Y (R)). We now start to prove the desired inequality (12) . Applying the Clark-Ocone formula (11) to ZΓ T (ρ), we deduce that
This formula and the Cauchy-Schwarz inequality for the conditional expectation E[·|F
We refer for the reader to the basic estimate ( [17] ): for any q ≥ 1,
The above inequality allows us to show that
We can show by Jensen's inequality and Lemma 3.6 that
Using these inequalities, we obtain the constant C in the assertion.
We now finish the proof of the main theorem. 
Proof. We first define
and then
So it suffices to give an estimate for E 1 (ρ) p . Let us define for Z ∈ D We shall show that
and then taking an approximation sequence (Z ℓ ) ℓ ⊂ D
1,2p
B (R) such that Z ℓ → g(X T ) in L 2p , we have
which is what we want to prove. For notational simplicity, we prove (14) only the case where B and Y are one dimensional Brownian motions. Let θ r = (h) ′ (X r )σ(X r ). By Itô's formula, whereÑ is the compensated Poisson random measure and ν is the Lévy measure associated with N (dx, ds). The detailed discussion is left for future work. ii) If B and W are not independent (more generally, X depends on W ), we cannot apply the procedure of our proof to the error estimates. To begin with, the rate of convergence is not clear (n −1/2 or n −1 ) in that case. Similarly, the case where the coefficient h depends on Y is also quite complicated situation to determine the rate of convergence.
iii) Another subject of interest in this field is an asymptotic limit (central limit theorem) with rate 1/n α by means of
T ] → G = 0 in law, which implies the optimal rate of convergence of the conditional expectation. The result in Theorem 2.1 is not sufficient for this purpose since we merely can take α = 1 − ǫ (any ǫ > 0) with G = 0.
