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Scanning and Ranking a Stream of Visual Objects 
ABSTRACT 
When examining a product in the store, users can use augmented reality (AR) devices to 
research the product. However, unlike in online shopping, making product comparisons while 
shopping in the store is time-consuming, burdensome, and error prone. This disclosure describes 
the use of object recognition techniques to enable AR-based visual searches and product 
comparisons. With user permission, products in the user’s field of view are detected and 
identified, and a dynamic buffer of product information is maintained. The buffer serves to 
transform the searches for individual products within a visual search session into a ranked list 
that can be sorted and compared based on any number of criteria and facilitates seamless 
comparison of products when shopping in a store. 
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BACKGROUND 
In-store shopping allows consumers to make instant purchases. Moreover, in-store 
shopping can be preferable when a product needs to be viewed or tested in person in order to 
make an informed purchasing decision. When examining a product in the store, users can use 
augmented reality (AR) devices and applications to research the product. For instance, a user can 
view a box of cereal via AR to obtain additional information, such as reviews, nutritional 
information, ratings, prices at various stores, etc. 
In many cases, users benefit from comparing multiple products prior to making a 
purchase decision. Comparing products based on various parameters, such as price, rating, size, 
specifications, etc., is generally straightforward when browsing the web, e.g., online stores, 
search engines, etc. provide product comparison features. However, making comparisons while 
shopping in the store is time-consuming, burdensome, and error prone, with or without the use of 
AR. For example, in contrast to online shopping, determining which cereal in the store has the 
lowest amount of added sugar requires looking up and memorizing/ jotting down the information 
for each type of cereal separately. 
DESCRIPTION 
This disclosure describes techniques for enhancing AR-based visual searches of product 
information to facilitate seamless comparison of products when shopping in a store. To that end, 
a user-permitted dynamic buffer of recently recognized objects is maintained. The buffer serves 
to transform searches for individual products within a visual search session into a ranked list that 
can be sorted and compared based on various criteria. After selecting the product of interest 
based on the comparison, the user can be directed to a particular product in the store. 
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Fig. 1: Scanning objects in a store for visual search and product comparison 
Fig. 1 shows an operational implementation of the techniques described in this disclosure. 
A user (102) employs the AR capabilities provided via the camera (108) of a device (106) (e.g., 
augmented reality glasses or other smart device) while shopping in a store (104). The user 
captures images of the various cereal boxes on the shelf. With the user’s permission, an object 
detection model (110) is used to detect the cereal box objects in the images. The portions of the 
images that include the detected objects are analyzed to obtain the specific cereal types and its 
product information via an object recognition model (112) that can execute locally and/or can 
access a server (118) and/or appropriate product databases (120) to obtain the product 
information.  
The product information and metadata are added to a dynamically maintained product 
information buffer (114). The list of products in the buffer is ranked according to default sorting 
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criteria, with the top N results shown to the user (116). The user can interact with the list to 
obtain more detailed information and adjust sorting parameters as needed. 
With user permission, a dynamic buffer of recognized objects of a given type is created 
and maintained based on the application of image recognition techniques to a continuous 
incoming stream of images of the external physical environment, such as products in a store, as 
captured by an AR device. The recognition is typically done in a cascading manner with the 
cascade first using an object detector to detect the presence of a relevant object, such as a 
product. The object detector can be a deep convolutional neural network (CNN) that employs 
standard architectures for object detection. 
When an object is detected, it is cropped from the image and passed to a recognizer for 
mapping to a specific product or known class of objects. The recognizer can be another deep 
neural network that maps objects to a particular class. The mapping can be done by looking up 
embeddings generated from the images in an index, e.g., using nearest neighbor search. 
As objects are detected and recognized, users can be shown an indication that the product 
was registered. The indication can be a visible highlight in the device viewfinder and/or a sound. 
As each product is registered, the recognized object and its metadata are stored in the buffer. As 
products are added to the buffer, a ranked list is built up and shown to the user in real time 
during the scanning process. As more objects of the same type are recognized, they are added to 
the buffer. The top N ranked objects within the buffer can be shown to the user in the viewfinder. 
The ranked list can be sorted based on a default sort criteria. The default sort criteria can 
be based on the most likely sorting parameters for the given type of product. For instance, 
appliances can be sorted by price while food products can be sorted by nutritional information. If 
the user permits, the default sort criteria can be personalized based on the user’s past purchases 
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and interactions. For instance, a recent search for “mobile phone with the best battery life” can 
imply that battery life is an important comparison criterion for the user. The user can be enabled 
to modify the sort criteria. 
After a user scans a few products or other related objects in succession, an affordance is 
shown to help the user compare the items seen thus far. The comparison mode can be initiated 
automatically based on relevant criteria, such as scanning M products of similar type in a narrow 
time window within a single search session. For example, the comparison mode can be 
automatically invoked when a user scans four different types of cereal boxes within a minute. 
When in the mode for making comparisons or ranking products, the user can be shown a 
visible indication that displays a summary of the ranked list. The user can click on the summary 
to see the full ranking. When viewing and interacting with the full ranking, users can adjust the 
criteria used to rank the products by changing the initial default. Based on the product metadata, 
the user can choose to rank products based on any relevant attribute applicable to the product 
type, such as price, rating, battery life, nutritional information, resolution, size, weight, etc. 
When a user is viewing a product within the ranked list, along with the originally captured image 
of the product, the user can be shown AR navigation, such as arrows to help locate the 
corresponding product in the physical space. 
When performing object recognition as described above, the process can incorporate 
appropriate biasing with user permission. Such biasing can help increase the speed and accuracy 
of object recognition in one or more of the following ways: stronger priors for previously 
recognized objects, loading larger object databases for previously recognized classes of objects, 
adjusting the strictness of comparison thresholds, choosing an alternative search technique, etc. 
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With user permission, the various operations, such as object recognition, incorporated in 
the operation described above can involve on-device processing, server-side processing, or a 
combination. The dynamic buffer of recognized objects can be flushed periodically based on 
appropriate criteria, such as inactivity for a specified time period, capturing objects of a type 
different from those in the buffer, etc. The threshold values for various parameters can be set by 
the developers and/or specified by the users and/or determined dynamically at runtime. 
If users permit, the techniques can be implemented with any device, application, or 
platform with AR and visual search capabilities provided through a camera. With user 
permission, the techniques can also be built directly into camera applications (e.g., on a 
smartphone or other device) as a separate mode that triggers when a sequence of related objects 
are captured. Apart from products in a store, the techniques can be used as a mechanism for 
ranking and comparing any set of real-world objects. For example, a user can apply the 
techniques to scan and compare restaurants in the vicinity. 
Implementation of the techniques can help improve the user experience (UX) of in-store 
shopping, allowing users to maintain the benefits of shopping in the store while being able to 
compare products as easily and seamlessly as shopping online. Similarly, the techniques can 
enhance the utility of devices and applications that employ AR and visual search techniques.  
Further to the descriptions above, a user may be provided with controls allowing the user 
to make an election as to both if and when systems, programs or features described herein may 
enable collection of user information (e.g., information about a user’s captured images, prior 
product searches, a user’s preferences, or a user’s current location), and if the user is sent content 
or communications from a server. In addition, certain data may be treated in one or more ways 
before it is stored or used, so that personally identifiable information is removed. For example, a 
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user’s identity may be treated so that no personally identifiable information can be determined 
for the user, or a user’s geographic location may be generalized where location information is 
obtained (such as to a city, ZIP code, or state level), so that a particular location of a user cannot 
be determined. Thus, the user may have control over what information is collected about the 
user, how that information is used, and what information is provided to the user. 
CONCLUSION 
This disclosure describes the use of object recognition techniques to enable AR-based 
visual searches and product comparisons. With user permission, products in the user’s field of 
view are detected and identified, and a dynamic buffer of product information is maintained. The 
buffer serves to transform the searches for individual products within a visual search session into 
a ranked list that can be sorted and compared based on any number of criteria and facilitates 
seamless comparison of products when shopping in a store. 
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