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and show that these systems can have a focus order n2 −n; (ii) we
theoretically prove the existence of polynomial systems of degree n
having a focus order n2 − 1 for any even number n. Corresponding
results for odd n and more concrete examples having higher focus
orders are given too.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Consider the following planar polynomial ordinary differential equation:
z˙ = iz + Pn(z, z¯), i =
√−1, z ∈ C, (1)
where Pn(z, z¯) is a polynomial of degree n consisting of nonlinear terms only. It is well known that
such a system always has a center or a focus at the origin, and to obtain criteria to distinguish them
is one of the most classical problems in the qualitative theory of ordinary differential equations.
However, to derive such criteria for a given system, is generally theoretically hard and computa-
tionally tedious. Indeed, the answer to this problem is available only in a few cases. For example,
although Bautin [2] and Sibirskii [11] established well-known “standards” for the calculation of cen-
ter conditions for quadratic systems and homogeneous cubic systems, respectively, the corresponding
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sided cubic system, the situation has become quite intricate. For recent development on various kinds
of polynomial systems for which center conditions have been calculated can be found, say, in [3,4,6,
8–10], and we do not try to summarize them here.
While close attention has been paid to center conditions of families of polynomial systems, exten-
sive interest has also been stimulated in maximal possible focus order of these systems, the twinborn
problem of the center conditions. This is because on one hand, the focus order somehow is a symbol
of the diﬃculty in derivation of the criteria and the sophistication of the dynamical properties of the
system, on the other hand, it has a close relationship with the questions of the number of limit cycles
bifurcating from an equilibrium point of the system, one branch of Hilbert’s 16th problem.
A brief survey concerning the subject of focus order of polynomial systems is as follows. Accord-
ing to Bautin [2], the focus order of any quadratic system cannot be more than three. After Bautin,
Sibirskii [11] showed that for homogeneous cubic P3(z, z¯) in (1) this number is at most ﬁve. In [12],
eleven limit cycles surrounding an equilibrium point of a cubic system can be bifurcated, hence there
are cubic systems which can have a focus with the focus order at least eleven. In [7] explicit examples
of homogeneous quartic P4(z, z¯) and quintic P5(z, z¯) are constructed for which the focus order is at
least eighteen in both cases. Investigation on various classes of polynomial systems e.g. the Liénard
systems, the Kukles equations, etc. can also be found with great ease in e-resources.
Although one can give a long list of references dealing with different types of polynomial systems,
the degrees of these polynomial systems are generally ﬁxed and very low (mainly cubic, quartic,
quintic systems). There are very few results available concerning polynomial systems with a general
degree n. One of the main reasons is that when facing systems with a general degree, as far as we
know, no mature methods have been developed so far. For the related material on this subject, one
can refer to, say, [1,3–5,7–10] and the reference therein.
In this paper, we ﬁrst try to ﬁnd some concrete systems in an explicit way and study their focus
order. To our best knowledge, this is the ﬁrst paper to construct concrete examples of polynomial
systems of arbitrary degree and rigorously prove that their focus order can reach the number given
below. We have the following results.
Theorem 1. For any even number n 4, if n+1 is a prime number p or if it is an integer power pm of a prime,
then the system
z˙ = iz + zn − zz¯n−1 + σ z¯n, (2)
where σ is any purely imaginary number, has a focus at the origin with the focus order n2 − n.
In the next theorem, we will present a theoretic result concerning the existence of polynomial
systems of degree n, for which the focus order can be slightly higher than that speciﬁed in Theorem 1
(for even n). Notice that the nonlinear parts of the systems both in Theorem 1 and in Theorem 2 are
homogeneous.
Theorem 2. For any even number n, n  2, there exist polynomial systems of the form (1), where Pn(z, z¯) is
a homogeneous polynomial of degree n, which have a ﬁne focus at the origin with the focus order no less than
n2 − 1.
For any odd number n, n 3, there exist polynomial systems of the form (1), where Pn(z, z¯) is a homoge-
neous polynomial of degree n, which have a ﬁne focus at the origin with the focus order no less than 12 (n
2 −1).
We remark that the construction of the systems in the theorems is based on some close ob-
servation and careful analysis of concrete systems such as the quartic and quintic systems. Loosely
speaking, these polynomial systems are obtained not by chance at all. To see this point, in what
follows, we present yet another class of polynomial systems and show that they have higher focus
orders.
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z˙ = iz − n
n − 2 z
n + zz¯n−1 + iτn z¯n, (3)
where τn is a ﬁxed real number (listed in the proof of the theorem), has a focus at the origin with the focus
order of n2 + n − 2.
For n ∈ {3,5,7,9,11,13,15,17,19}, the following system
z˙ = iz + n
n − 2 z
n + zz¯n−1 + (1+ iτ )z¯n, (4)
where τ is any transcendental number, has a focus at the origin with the focus order of 12 (n
2 + n − 2).
Remark 1. Notice that τn in (3) is a ﬁxed nonzero real number which in fact is obtained as a root
of one polynomial; the number τ in (4) in fact can be taken any number except the root of some
polynomials, therefore we suﬃciently assume that it is any transcendental number. See the proof of
the proposition for more details.
In Proposition 1, we assume that n < 20 simply because we have checked these cases. However,
we have a conjectural feeling that both Theorem 1 and Proposition 1 hold valid for arbitrary n.
2. Preliminary
Since the proof of the theorems is long and technical, in this section we ﬁrst introduce some
deﬁnition, notation and symbols in order to make it compact and clear, then we shall collect some
lemmas and clarify the main steps of the algorithm.
There are several ways to introduce the order of a ﬁne focus. The reader can ﬁnd a suitable deﬁni-
tion in many standard textbooks of ordinary differential equations. For the coherence of the content,
below we give a very brief explanation to bring out the symbols and notation we shall adopt.
Consider the polynomial system (1), where the origin deﬁnes a ﬁne focus. The order of the ﬁne
focus can be deﬁned to be the multiplicity of Re{z} = 0 as a ﬁxed point of the return map, and
we shall use this deﬁnition in the proof of Theorem 2. Another version of this deﬁnition is in the
following. There is an analytic function V (z, z¯) in a neighborhood of the origin such that V˙ (z, z¯),
the rate of change of V along orbits of the vector ﬁeld, takes the form
∑∞
k=0 Lkr2k+2, where r is from
the relation z = reiθ .
The coeﬃcient Lk of the term r2k+2 is called the kth Lyapunov constant of system (1) at the origin,
and it is a polynomial in the coeﬃcients which arise in Pn(z, z¯), and is the focal value. The origin is
a center if and only if Lk = 0 for all k.
The set of focal values has a ﬁnite basis, according to the Hilbert Basis Theorem. The focus order
of the system is deﬁned to be the number m such that Lk = 0 for all k <m and Lm = 0. An equivalent
way to deﬁne the focus order is the number m such that r˙ = gmr2m+1 + · · · , where gk = 0 for all
k <m but gm = 0.
Notice that Lm differs from gm only by a positive number (see, for example, [5]). The focus order m
is an invariant of the system as it has a geometric meaning: The maximum order m of the ﬁne focus
implies that at most m limit cycles can bifurcate from the equilibrium point, though this maximum is
not always attained.
The calculation of the Lyapunov constants of polynomial systems is a well-trodden ground. For our
use, below we shall restrict the algorithm to a speciﬁc class of polynomial systems, that is, systems
with a homogeneous nonlinearity.
Lemma 1. (See [7].) If Pn(z, z¯) in (1) is a homogeneous polynomial of degree n, then Lk = 0 if 2kn−1 is not an
integer.
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Lemma 2. In R or C, the set
{
sinn+1 θ, sinn θ cos θ, . . . , sin θ cosn θ, cosn+1 θ
}
and the set
{
cos θ, cos3θ, . . . , cos(n + 1)θ, sin θ, sin3θ, . . . , sin(n + 1)θ}
are equivalent in the sense that each element of one set can be linearly expressed in terms of the elements of
the other set. In particular, for each k ∈ {1, . . . ,n + 2}, there exist β jk and γ jk , j = 0,1, . . . ,n, such that the
following equalities hold:
n∑
j=0
(
β jk cos
(
2 j − (n + 1))θ − γ jk sin(2 j − (n + 1))θ)= cosk−1 θ sinn+2−k θ.
Proof. The proof is given only in C. The validity of the lemma in the real case can be obtained by
taking the real part of the corresponding relations.
Denote by V the linear space in C spanned by
{
cos θ, cos3θ, . . . , cos(n + 1)θ, sin θ, sin3θ, . . . , sin(n + 1)θ}.
Let ζ = eiθ . Then
ζ j ζ¯n+1− j = cos(2 j − (n + 1))θ + i sin(2 j − (n + 1))θ ∈ V,
for j = 0, . . . ,n + 1. It follows that
cosk−1 θ sinn+2−k θ =
(
ζ + ζ¯
2
)k−1(
ζ − ζ¯
2i
)n+2−k
∈ V,
and the lemma is proved. 
We point out that all the systems under discussion have a center type linear part and a homoge-
neous nonlinear part, therefore we shall primarily restrict our preliminaries to this ﬁxed pattern of
systems rather than aim at generalizing our discussion.
The following lemma is particularly important in the proof of Theorem 1 and Proposition 1. Since
the proof of this lemma is technical and needs more lemmas, in the remaining part of this section
we shall primarily deal with the proof of this lemma.
Lemma 3. Any polynomial differential equation of the following form
z˙ = iz + μzn + νzz¯n−1 + σ z¯n, (5)
whereμ,ν ∈ R, σ ∈ C, either has a center at the origin or has a weak focus with the focus order at least n2 −n
when n is even (n 4) and n2−n2 when n is odd (n 3).
Both possibilities mentioned in (3), center or focus, can occur. In fact, it is easy to see that in the
following two cases, the system at the origin has a center:
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(ii) arg(σ ) ∈ {( 2k1n−1 + k2)π | k1,k2 ∈ Z}, or σ = 0.
The reason why the system is a center is because in these two cases, respectively, it is Hamiltonian
and reversible with respect to a linear involution.
2.1. Algorithm of the Lyapunov constants
Denote by Pn(z) its nonlinear part of (5). Namely, Pn(z) = μzn + νzz¯n−1 + σ z¯n. In what follows,
we shall mainly consider the case where n is even, for the corresponding study in the case when n is
odd can be given in a similar way.
To calculate the Lyapunov constants of the system (5), we introduce a sequence of matrices
M1,M2, . . . , where Mk is a matrix of order Ik+1 by Ik , where, for brevity, we denote
Ik = 3+ k(n − 1),
and
Mk =
(
Mk(i, j)
)
Ik+1×Ik , k = 1,2, . . . .
The elements Mk(i, j) of Mk are given in the following way:
(i) if i − j = 0, then
Mk(i, j) =
{
Ik−1
2 j−1−Ik ·
μ+ν
2 + ν−μ2 , if 2 j − 1− Ik = 0,
0, if 2 j − 1− Ik = 0;
(6)
(ii) if i − j = −1, then
Mk(i, j) =
{
j−1
2 j−1−Ik · σ , if 2 j − 1− Ik = 0,
0, if 2 j − 1− Ik = 0;
(7)
(iii) if i − j ∈ {n − 1,n}, then
Mk(i, j) = −Mk(Ik+1 + 1− i, Ik + 1− j); (8)
(iv) in all the other cases,
Mk(i, j) = 0. (9)
With certain calculation, one sees that all elements of the matrix Mk except those along the four
diagonal lines are zero. To get an impression of such a sequence of matrices, below we illustrate a
concrete example. Let n = 4. Then M1 is a matrix of order 9 by 6 and has the following explicit form
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5
−5ϕ − ψ 1−3σ
0 5−3ϕ − ψ 2−1σ
0 5−1ϕ − ψ 31σ
−( 55ϕ − ψ) 51ϕ − ψ 43σ
5
5 σ¯ −( 53ϕ − ψ) 53ϕ − ψ 55σ
4
3 σ¯ −( 51ϕ − ψ) 55ϕ − ψ
3
1 σ¯ −( 5−1ϕ − ψ) 0
2
−1 σ¯ −( 5−3ϕ − ψ) 0
1
−3 σ¯ −( 5−5ϕ − ψ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where ϕ = μ+ν2 , ψ = μ−ν2 , and all the elements omitted are 0.
Notice that for other values of k the matrix Mk has the similar pattern, i.e., only those elements
in four diagonal lines appear. Notice that in the case that k is even, the number of columns of Mk is
odd and all the elements in the middle column are zero.
Denote by H1 the following column matrix of order n + 2
H1 =
(
σ ,μ + ν,0, . . . ,0,−(μ + ν), σ¯ )T (10)
and deﬁne recursively Hs as follows
Hs+1 = i ·Ms ·Hs, s 1. (11)
Then H2s is a column matrix of odd order I2s , namely, 3+2s(n−1). Then according to one algorithm
(see [7] and the reference therein), the middle element of the column matrix of H2s precisely gives
the Lyapunov constant. More exactly, we have the following
Lemma 4. (See [7].) The (n − 1)sth Lyapunov constant L(n−1)s is given by the middle element of the column
matrix H2s , namely, L(n−1)s is the 2+ s(n − 1)st element of the column matrix H2s .
By this lemma and (11), to ﬁnd the middle element of the matrix H2s , we need to calculate
the multiplication of some matrices. In order to perform such recursive calculation, we ﬁnd it more
convenient to “imbed” a constant matrix—a matrix where all the elements are constant, into a set of
function matrices—matrices where all the elements are functions. Below we describe such a scheme.
Given a matrix M = (M(i, j))p×q , to each element we attach an exponential function of t to obtain
a functionalized matrix in the following way:
M˜ = (M˜(i, j))p×q = (M(i, j) · e(p−q−2(i− j))t)p×q.
We call e(p−q−2(i− j))t the exponential factor of the element M(i, j).
It is clear that all the elements along each diagonal direction have the same exponential factors.
For a column matrix, however, each element has a unique exponential factor. Moreover, when the
order of the column matrix is odd, there is a unique element whose exponential factor is identical,
and this element precisely locates at the middle of the column matrix. Due to this observation, given
a column matrix H = (h(1),h(2), . . . ,h(p))T , on one hand we have the exponential column matrix
H˜ = (h˜(1), h˜(2), . . . , h˜(p))T
= (h(1)e(p−1)t,h(2)e(p−3)t, . . . ,h(p)e−(p−1)t)T ,
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ΛH(t) = h˜(1) + h˜(2) + · · · + h˜(p)
= h(1)e(p−1)t + h(2)e(p−3)t + · · · + h(p)e−(p−1)t . (12)
Moreover, to a function of the form
f (t) = d0 +
∑
k∈Z\{0}
dke
kt,
we deﬁne the integral-like function of f as follows
I( f ) =
∫˜
f (t)dt =
∑
k∈Z\{0}
dk
k
ekt . (13)
One sees that this integral-like function is in fact the indeﬁnite integral of a function without taking
into account the constant term. The purpose to introduce the above integral-like function is purely
technical, because by doing so we can handle these messy coeﬃcients of the monomials with ease
and can obtain a convenient recursive formula (17).
The next lemma can be checked in a straightforward way.
Lemma 5. If V and W are two matrices which make the multiplication V ·W possible, and M = V ·W , then
M˜ = V˜ · W˜ .
We present an illustrative example to familiarize the notation and deﬁnition given above and to
introduce some practical symbols for afterward use.
Example 1. Let H1 be given in (10). Then we have
H˜1 =
(
σ e(n+1)t, (μ + ν)e(n−1)t ,0, . . . ,0,−(μ + ν)e−(n−1)t , σ¯ e−(n+1)t)T
= (σζ+, (μ + ν)η+,0, . . . ,0,−(μ + ν)η−, σ¯ ζ−)T , (14)
where
ζ± = e±(n+1)t , η± = e±(n−1)t .
The sum function of H1 is given as follows
ΛH1 (t) = σζ+ + σ¯ ζ− + (μ + ν)(η+ − η−). (15)
The integral-like function I(ΛH1 ) has the following form:
I(ΛH1 ) =
1
n + 1 (σ ζ+ − σ¯ ζ−) +
μ + ν
n − 1 (η+ + η−).
3368 Y. Qiu, J. Yang / J. Differential Equations 246 (2009) 3361–3379Notice that an application of Lemma 5 to (11) induces the following relation
H˜s+1 = i · M˜s · H˜s, s 1. (16)
With the relation (12), we can rewrite the recursive relation (16) as follows
ΛHs+1 (t) =
i
2
(
σζ+ − σ¯ ζ− + (μ − ν)(η− − η+)
)
ΛHs (t)
+ i2+ s(n − 1)
2
(
σ¯ ζ− − σζ+ + (μ + ν)(η− − η+)
)I(ΛHs (t)). (17)
Now we are ready to present a detailed proof of these theorems.
2.2. Proof of Lemma 3
Given any s < n, we know that the Lyapunov constant L(n−1)s is the constant term of the sum func-
tion ΛH2s (t). Besides, from (15) and (17), one could see that ΛHk (t) is a homogeneous polynomial of
degree k in terms of {η+, η−, σ ζ+, σ¯ ζ−}, therefore
ΛH2s (t) =
∑
Coeff(i+,i−, j+, j−) · ηi++ ηi−− (σ ζ+) j+ (σ¯ ζ−) j−
=
∑
Coeff(i+,i−, j+, j−) · σ j+ σ¯ j−e[(n−1)(i+−i−)+(n+1)( j+− j−)]t ,
where the sum is taken over the set
{
(i+, i−, j+, j−)
∣∣ i+, i−, j+, j−  0, i+ + i− + j+ + j− = 2s}
and Coeff(i+, i−, j+, j−) is the coeﬃcient of the term ηi++ η
i−− (σ ζ+) j+ (σ¯ ζ−) j− which are indepen-
dent of σ and t but depend on μ and ν .
One sees from the above expression that to obtain the constant term in the summation, the fol-
lowing condition must be met:
(n − 1)(i+ − i−) + (n + 1)( j+ − j−) = 0.
Since n is even, therefore the greatest common divisor of n + 1 and n − 1 is 1, namely, (n + 1,
n − 1) = 1. Hence, the above equality yields the following relations
i+ − i− = (n + 1)q, j+ − j− = −(n − 1)q, q ∈ Z. (18)
We shall see that q must be 0, since if q = 0, then
2s = i+ + i− + j+ + j−  (n + 1)|q| + (n − 1)|q| = 2n|q|
which is not possible for s < n. It follows that if and only if i+ = i− = i, j+ = j− = j, i + j = s, can
we have a constant term in ΛH2s (t), which is given as follows
L(n−1)s =
∑
i+ j=s, i, j0
Coeff(i, i, j, j) · |σ |2 j . (19)
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whether it is 0 or not does not depend on argσ . On the other hand, we know that when σ ∈ R, the
original system (5) is reversible with respect to z → −z¯ and consequently the system is a center at
the origin. Thus all the Lyapunov constants vanish, i.e., L(n−1)s = 0 for all s 1. It follows that, for any
σ ∈ C, we always have |σ |2 ∈ R, since the above discussion is valid for all s < n, we have L(n−1)s = 0
for any s < n.
Taking s = n − 1, we proved that system (5) either has a center or has a focus with the ﬁrst
(n − 1)2 vanishing focus values. Since by Lemma 1 the next possibly non-vanishing focus order is
(n − 1)2 + (n − 1), i.e., n2 − n, we proved Lemma 3 when n is even.
If n is odd, we can give a corresponding proof of the lemma, noticing the following two differences
with the case that n is even.
(i) Lemma 4 should be changed to the following: The 12 (n − 1)sth Lyapunov constant L n−12 s is given by
the middle element of the column matrix Hs , namely, L n−1
2 s
is the 2+ 12 (n− 1)sth element of the column
matrix Hs .
(ii) The relation (18) becomes
i+ − i− = 1
2
(n + 1)q, j+ − j− = −1
2
(n − 1)q, q ∈ Z.
We ﬁnish the proof of Lemma 3.
3. Proof of Theorem 1
To show the existence of such a system with the desired focus order, we take ν = −μ in (5) (we
scale them to ±1 at the end of the proof). Then (15) and (17) take the following forms, respectively,
ΛH1 (t) = σζ+ + σ¯ ζ−,
ΛHs+1 (t) =
1
2
(
σζ+ − σ¯ ζ− + 2μ(η− − η+)
)
ΛHs (t)
+ 2+ s(n − 1)
2
(σ¯ ζ− − σζ+)I(ΛHs ).
From the above discussion, we know L(n−1)n consists of three parts:
L(n−1)n =
n∑
j=0
Coeff(n − j,n − j, j, j) · |σ |2 j
+ Coeff(n + 1,0,0,n − 1) · σ¯ n−1
+ Coeff(0,n + 1,n − 1,0) · σ n−1.
With some straight calculation we obtain the following equality:
Coeff(n + 1,0,0,n − 1) = −Coeff(0,n + 1,n − 1,0)
= iμ
n+1
2n−2
∑
1k1<···<kn−22n−1
n−2∏
s=1
1+ ks(n − 1) − ns
(n − 1)(ks − s) − (n + 1)s .
If σ ∈ R, then the system is reversible (with respect to the imaginary axis) and it has a center at
the origin, therefore all the Lyapunov constants are 0. In particular, the sum of the above three parts
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is 0 also. Now, if σ is a purely imaginary number, then the ﬁrst part does not change, namely, it
remains to be 0, but in this case the second part is equal to the third part. Below we shall show that
the second part, and also the third part, is different from 0. If so, then it follows that the (n − 1)nth
Lyapunov constant is not 0 and we are done. In other words, it suﬃces for us to show that
 =
∑
1k1<···<kn−22n−1
n−2∏
s=1
1+ ks(n − 1) − ns
(n − 1)(ks − s) − (n + 1)s = 0. (20)
Up to now, one sees that Theorem 1 holds true provided the above inequality stands. In other
words, if  = 0, then the system has a focus order of n(n − 1). The proof of this inequality, however,
perhaps is a number theory problem and, we can only show its validity when n + 1 is prime p or
n + 1 is an integer power of a prime pk , and this is the reason why in the theorem we put such an
assumption.
Below we only consider the case that n + 1 = p, where p is a prime. The case that n + 1 = pk ,
where p is a prime and k 2, can be studied in a similar way.
We denote by
K = (k1, . . . ,kp−3),
K = {K | 2 k1 < · · · < kp−3  2p − 3}.
Here we do not count in the case k1 = 1, this is because if k1 = 1 then
p−3∏
s=1
1+ ks(p − 2) − (p − 1)s
(p − 2)(ks − s) − ps = 0,
which does not make contribution to the validity of the (20). It is easy to see that if k1  2, then
s + 1 ks  s + p.
Denote by
Q(K)
P(K) =
p−3∏
s=1
1+ ks(p − 2) − (p − 1)s
(p − 2)(ks − s) − ps , (21)
where the fraction is assumed to be irreducible.
Now we can rewrite  as follows:
 =
∑
K∈K
Q(K)
P(K) .
To prove that  = 0, we only need to show the following two points which imply that  = 0:
(i) P(K) ≡ 0 (mod pp−3), and
K1 :=
{
K
∣∣P(K) ≡ 0 (mod pp−4)} = ∅.
(ii)
∑
K∈K1
Q(K)
P(K)
p−4
≡ 0 (mod p). If so, then
p
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∑
K∈K
Q(K)
P(K) =
∑
K∈K1
Q(K)
P(K)
pp−4
+
∑
K∈K\K1
pp−4Q(K)P(K)
≡
∑
K∈K1
Q(K)
P(K)
pp−4
≡ 0 (mod p).
Proof of (i). If (p − 2)(ks − s) − ps ≡ 0 (mod p), then ks − s ≡ 0 (mod p). Notice that 1 ks − s  p.
Therefore we have ks − s = p, i.e., ks = s + p. Thus it follows that
1+ ks(p − 2) − (p − 1)s
(p − 2)(ks − s) − ps =
1− s + p2 − 2p
p(p − 2− s) .
Notice that when s = 1, the right side of the above relation is p−2p−3 and when s  2, the denomi-
nator of the right side can be divided by p but not by p2, therefore the denominator of the product
of these factors can be divided by pp−4 but not by pp−3, namely, we have
P(K) ≡ 0 (mod pp−3).
It is easy to see that P(K) ≡ 0 (mod pp−4) if and only ks = s + p, s 2, therefore
K1 =
{
( j, p + 2, p + 3, . . . ,2p − 3) ∣∣ j = 2,3, . . . , p + 1} = ∅. 
Proof of (ii). A straightforward calculation yields the following:
∑
K∈K1
Q(K)
P(K)
pp−4
=
( p+1∑
j=2
1+ j(p − 2) − (p − 1)
(p − 2)( j − 1) − p
) p−3∏
s=2
1− s + p2 − 2p
p − 2− s
≡
(
1+ 1+ · · · + 1︸ ︷︷ ︸
p−1
+ p − 2
p − 3
) p−3∏
s=2
1− s
−2− s ≡
1
3
≡ 0 (mod p).
We prove the second point and thus the whole theorem. 
4. Proof of Theorem 2
In this part of the paper, we shall prove Theorem 2. We shall only consider the case that n is even,
since the case that n is odd can be discussed exactly in the same way.
For any even number n, we consider the following differential equation
z˙ = iz − izP (z, δ), (22)
where
P (z, δ) =
(
z + z¯
2
)n−1
+ δ
(
z − z¯
2i
)n−1
, δ ∈ R, (23)
where δ is a real number to be determined. Notice that P (z, δ) is a homogeneous polynomial in z
and z¯ of degree n − 1.
It is clear that system (22) has a center at the equilibrium point of the origin. Now we consider
its perturbed system
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where Q (z, ε) is a homogeneous polynomial in z and z¯ of degree n having the following explicit
expression
Q (z, ε) =
n∑
j=0
α j(ε)z
j z¯n− j, (25)
where ε = (ε1, . . . , εn+2) ∈ Rn+2, each component εk of ε, k = 1, . . . ,n + 2, is assumed to be suﬃ-
ciently small, and
α j(ε) =
n+2∑
k=1
(β jk + iγ jk)εk, β jk, γ jk ∈ R.
In the polar coordinates, z = reiθ , system (24) takes the form{
r˙ = rnG+(θ, ε),
θ˙ = 1− rn−1(P(eiθ , δ)− G−(θ, ε)), (26)
where
G+(θ, ε) = Re
(
e−iθ Q
(
eiθ , ε
))
, G−(θ, ε) = Im
(
e−iθ Q
(
eiθ , ε
))
. (27)
Hence, we have the following relation
dr
dθ
= r
nG+(θ, ε)
1− rn−1(P (eiθ , δ) − G−(θ, ε)) . (28)
The solution of this system satisﬁes the initial condition r|θ=0 = h, thus can be expressed as follows
r = R(θ,h, ε) = h +
∞∑
j=1
v1+ j(n−1)(θ, ε)h1+ j(n−1), (29)
where vk(θ, ε) are functions of θ .
The linear part with respect to ε in the Poincaré return map R(2π,h, ε) − h is
2π∫
0
hnG+(θ, ε)
1− hn−1P (eiθ , δ) dθ. (30)
From (29) and (30), we can calculate the constant v1+ j(n−1)(2π,ε). Namely,
v1+ j(n−1)(2π,ε) =
2π∫
0
G+(θ, ε)P j−1
(
eiθ , δ
)
dθ + o(ε), j = 1,2, . . . . (31)
Notice that n is even, therefore by Lemma 1, one can see that
v1+(2 j−1)(n−1)(2π,ε) = 0, j = 1,2, . . . .
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v1+2 j(n−1)(2π,ε) =
2π∫
0
G+(θ, ε)P2 j−1
(
eiθ , δ
)
dθ + o(ε), j = 1,2, . . . . (32)
Now, if we can express v1+2 j(n−1)(2π,ε) in the following form
v1+2 j(n−1)(2π,ε) =
n+2∑
k=1
a jk(δ)εk + o(ε), j = 1,2, . . . , (33)
and if there exist 1 k1 < · · · < ks  n + 2 such that
det(a jkl ) j,l=1,...,s = 0, (34)
then, by the reverse function theorem, there exist εk1 , εk2 , . . . , εks such that
v1+2 j(n−1) = 0, j = 1, . . . , s − 1,
v1+2s(n−1) = 0. (35)
Notice that these relations in (35) equivalently say that the focus order of the system is at least
s(n − 1). Therefore, to prove the theorem, we need only to demonstrate the following two points.
(i) There exists polynomial Q (z, ε) having form (25) such that (33) stands.
(ii) The number s in (34) can be taken as high as n + 1, so that the ﬁne focus can reach the desired
order.
Proof of (i). First of all, from (27) it is straightforward to see that
G+(θ, ε) =
n∑
j=0
n+2∑
k=1
εk
(
β jk cos
(
2 j − (n + 1))θ − γ jk sin(2 j − (n + 1))θ)
=
n+2∑
k=1
εk
n∑
j=0
(
β jk cos
(
2 j − (n + 1))θ − γ jk sin(2 j − (n + 1))θ).
By Lemma 2, the function G+(θ, ε) can be rewritten as follows
G+(θ, ε) =
n+2∑
k=1
εk cos
k−1 θ sinn+2−k θ. (36)
Therefore by taking
a jk(δ) =
2π∫
0
cosk−1 θ sinn+2−k θ P2 j−1
(
eiθ , δ
)
dθ,
j,k = 1, . . . ,n + 2, and noticing (32), we in fact obtain the relation (33). 
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is technical though elementary.
Consider the following square matrix of order n + 2
A(δ) = (a jk(δ))(n+1)×(n+2) = (A1, . . . , An+2),
where Ak = (a1k, . . . ,a(n+1)k)T and where T means the transpose of a matrix. To prove that s n + 1
is equivalent to showing that the rank of A(δ) is n + 1. To this end, we introduce another square
matrix B(δ) of order n + 1 whose elements are linear combinations of that of A’s. Then we prove
that this matrix B(δ) is of full rank. If so, then we are done. 
We construct the matrix B(δ) as follows
B(δ) = (b jk(δ))(n+1)×(n+1) = (B1, . . . , Bn+1), (37)
where Bk = (b1k, . . . ,b(n+1)k)T , and where
Bk =
{
(n − 1)A2k−1, k = 1, . . . ,m,
(2n − 2k + 1)A2k+2−n + (n − 2k)A2k−n, k =m + 1, . . . ,n,
(n − 1)An+1 − δ((n − 1)A4 − 2A2), k = n + 1.
(38)
Noticing the deﬁnition of the function P (z, δ) speciﬁed in (23), for simplicity, we introduce the
following symbols:
T := P(eiθ , δ)= cosn−1 θ + δ sinn−1 θ,
Sk := Sk(θ) = cosk θ sinn+1−k θ. (39)
Then it is straightforward to see that the elements of B(δ) have the form
b jk(δ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(n − 1) ∫ 2π0 S2k−2T 2 j−1 dθ, k = 1, . . . ,m,
(2n − 2k + 1) ∫ 2π0 S2k+1−nT 2 j−1 dθ
+ (n − 2k) ∫ 2π0 S2k−n−1T 2 j−1 dθ, k =m + 1, . . . ,n,
δ((1− n) ∫ 2π0 S3T 2 j−1dθ + 2 ∫ 2π0 S1T 2 j−1 dθ)
+ (n − 1) ∫ 2π0 SnT 2 j−1 dθ, k = n + 1.
(40)
From these expressions, we see that each b jk(δ) is a polynomial of δ. Moreover, with certain calcula-
tion and with the following formula
2π∫
0
sin2m θ cos2n θ dθ = (2n − 1)!!(2m − 1)!!
(2m + 2n)!! · 2π,
we can present the explicit form of b jk(δ) in terms of δ:
b jk(δ) =
⎧⎪⎪⎨⎪⎪⎩
2π(2 j−1)(n−1)(2n−2k+1)!!
(2 j(n−1)+2)!! · c jk · δ + ∗δ3, k = 1, . . . ,m,
2π(2 j−1)(n−1)(2n−2k+1)!!
(2 j(n−1)+2)!! · c jk + ∗δ2, k =m + 1, . . . ,n,
8π · (3n−3)!!(2 j−1) · c j(n+1) · δ3 + ∗δ5, k = n + 1,
(41)3 (2 j(n−1)+2)!!
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c jk =
{
(2 j(n − 1) − 2n + 2k − 1)!!, k = 1, . . . ,n,
( j − 1) · ((2 j − 3)(n − 1))!!, k = n + 1. (42)
Notice that each element of the ﬁrst m columns of the matrix B(δ) has a common factor δ, and
that of the last column of the matrix B(δ) has a common factor δ3. Therefore the determinant of B(δ)
is a polynomial of δ with the lowest degree m + 3.
Below we shall show that the coeﬃcient of δm+3 given by the following determinant C is different
from 0. If so, then we can choose suitable δ such that detB(δ) = 0, and this can be done simply by
taking δ any transcendental number, noticing that detB(δ) = 0 is a polynomial of δ.
It is straightforward to see that the coeﬃcient of δm+3 of detB(δ) is c · det(C), where
c = 8π
3
(3n − 3)!!
n∏
k=1
(
2π(n − 1)(2n − 2k − 1)!!) n+1∏
j=1
(
2 j − 1
(2 j(n − 1) + 2)!!
)
= 0
and
C = (c jk)(n+1)×(n+1),
where c jk is given in (42). Below we shall prove that det(C) = 0.
Notice the special form of the elements in the last column of C . To calculate det(C), we expand C
by the last column and obtain the following relation:
det(C) =
n+1∑
l=1
(−1)l+1cl(n+1) detC
[
1 2 · · · l − 1 l + 1 · · · n + 1
1 2 · · · l − 1 l · · · n
]
,
where
C
[
j1 j2 · · · js
k1 k2 · · · ks
]
is the matrix obtained by taking j1, . . . , jsth rows and k1, . . . ,ksth columns of C .
Noticing the factor (−1)l+1 in the expression of C , to prove the non-vanish of det(C), it suﬃces to
show that
cl(n+1) detC
[
1 2 · · · l − 1 l + 1 · · · n + 1
1 2 · · · l − 1 l · · · n
]
is decreasing with respect to l.
The following lemma gives us an inductive way to calculate the determinant of a matrix of the
aforementioned form.
Lemma 6. For 1 j1 < · · · < js  n + 1,
detC
[
j1 j2 · · · js
1 2 · · · s
]
= C(s, js) · detC
[
j1 j2 · · · js−1
1 2 · · · s − 1
]
,
where
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s−1∏
l=1
(2 js − 2 jl).
Proof. For l = 2, . . . , s, multiply the (l − 1)st column of the matrix C[ j1 j2 ··· js
1 2 ··· s
]
by a nonzero number
(1− 2l + 2n + 2 js − 2 jsn) and then add the multiplication to the lth column of it. Since
c jl + (1− 2l + 2n + 2 js − 2 jsn)c j(l−1) = (2 js − 2 j)(1− n)c j(l−1),
j = j1, . . . , js , it is easy to see that under the above elementary transformations, all the elements in
the last row of the matrix transformed are 0 except the ﬁrst one. Moreover, all the elements in the
lth row, l = 1, . . . , s − 1, have a common factor (2 js − 2 jl)(1− n). Therefore
detC
[
j1 j2 · · · js
1 2 · · · s
]
= (−1)s+1c j(s−1) · (1− n)s−1
s−1∏
l=1
(2 js − 2 jl)detC
[
j1 j2 · · · js−1
1 2 · · · s − 1
]
= c j(s−1) · (n − 1)s−1
s−1∏
l=1
(2 js − 2 jl)detC
[
j1 j2 · · · js−1
1 2 · · · s − 1
]
. 
To prove the non-vanish of det(C), we apply the lemma repeatedly and obtain the following rela-
tion
cl(n+1) · detC
[
1 2 · · · l − 1 l + 1 · · · n + 1
1 2 · · · l − 1 l · · · n
]
= λ0 · Dl,
for l = 2, . . . ,n + 1, where
λ0 = (2n − 2) n(n−1)2
(
n∏
s=1
s!
)(
n+1∏
s=1
cs1
)
,
which is independent of l, and where
Dl = cl(n+1)cl1(l − 1)!(n − l + 1)! , l = 2, . . . ,n + 1.
It remains to prove that {Dl} is monotonically decreasing with respect to l. Notice that
Dl = ((2l − 3)(n − 1))!!
(2l(n − 1) − 2n + 1)!!(l − 2)!(n − l + 1)! .
It follows that
Dl
Dl+1
= l − 1
n − l + 1
n
2−2∏
j=0
2(l + 1)(n − 1) − 3n + 5+ 2 j
2l(n − 1) − 3n + 5+ 2 j
>
l − 1
n − l + 1
(
2(l + 1)(n − 1) − 2n + 1
2l(n − 1) − 2n + 1
) n
2−1
= l − 1
n − l + 1
(
1+ 2(n − 1)
2(l − 1)(n − 1) − 1
) n
2−1
.
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Dl
Dl+1
>
l − 1
n − l + 1
(
1+ 1
l − 1
) n
2−1
>
l − 1
n − l + 1
(
1+ 1
l − 1
(
n
2
− 1
)
+ 1
2
1
(l − 1)2
(
n
2
− 1
)(
n
2
− 2
))
.
With some straightforward calculation, we know that the right side of the above inequality  1 is
equivalent to the inequality
4(l − 1) + (n − 2)(n − 4)
4(l − 1)  n + 2,
which holds true if 2
√
(n − 2)(n − 4) n + 2, namely, n 10.
Apart from this, one can check directly that for n = 4,6,8, the determinant is different from 0. We
prove Theorem 2 for even n.
Finally, if n is odd, one can give a proof of the theorem, noticing the following difference with the
case that n is even.
(i) We replace the function P in (23) by P˜ (z, z¯) where
P˜ (z, z¯) =
(
z + z¯
2
)n−1
+ δ
(
z + z¯
2
)(
z − z¯
2i
)n−2
, δ ∈ R.
(ii) When n is even, one needs only to consider (33) which follows from (32). When n is odd, one
has to study v1+ j(n−1)(2π,ε) instead of v1+2 j(n−1)(2π,ε) in (33). In other words, one has to study
v1+ j(n−1)(2π,ε) directly from (31).
5. Proof of Proposition 1
For any concrete n, we can demonstrate the validity of Proposition 1 with straightforward calcula-
tion by the algorithm mentioned above. In what follows we present the most basic ideas of the proof
of the theorem for n = 4,5,6,7, since for other n, there is no difference in algorithm. In fact, by using
some common mathematics softwares, one can check with great ease if the theorem is true or not
for other values of n. In Proposition 1 we assume that n < 20, simply because we have checked all
these cases.
Case n = 4. Consider the system
z˙ = iz − 2z4 + zz¯3 + iτ4 z¯4.
Then according to Theorem 3, we have
L3 = L6 = L9 = L12 = 0.
In fact, by applying the algorithm explained in previous sections, we can obtain in a direct way that
L15 = 7
320
τ 34
(
20723τ 24 − 52278
)
.
Clearly, if we take
3378 Y. Qiu, J. Yang / J. Differential Equations 246 (2009) 3361–3379τ4 =
√
52278
20723
,
then L15 = 0. Now ﬁxing τ4, we have
L18 = −1763201073556006215453
√
1083356994
13794695100324364586800
= 0.
Therefore the focus order of the system at the origin is 18.
Case n = 6. In this case, we consider the system
z˙ = iz − 3
2
z6 + zz¯5 + iτ6 z¯6.
According to Theorem 3, we have Lk = 0, for k  30. Applying the same algorithm as in the previous
case and taking
τ6 = 6
√
26750299408255
958721342366881
,
we have L35 = 0, and L40 = − a
√
b
c , where
a = 101 240 219 243 416 368 653 844 889 316 685 004 177 956 784 062 871
957 297 046 003 663 515 537 5,
b = 256 460 829 573 982 160 754 100 026 55, and
c = 146 992 054 052 132 819 588 176 942 757 363 561 502 841 620 926 315
029 177 128 087 497 452 637 695 761 401 3.
For other even number n, n < 20, we have calculated the number τn which occupy pages of digits.
In practice, our own computation tells us that it is more convincing and eﬃcient to write a few lines
of a program and to see the calculation rather than copy the long list of these digits here.
Cases n = 5 and 7. Now we present two typical cases where n is odd. Take n = 5, and consider the
following system
z˙ = iz + 5
3
z5 + zz¯4 + (1+ iτ )z¯5.
In this case, we have L2k = 0, for k 6, and
L14 = 14
729
(
9τ 2 − 7)(τ 2 − 1),
which is different from 0 for any transcendental number τ .
If n = 7, then we consider the system
z˙ = iz + 7
5
z7 + zz¯6 + (1+ iτ )z¯7.
In this case, L3k = 0, for k 8, and
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6500000
(
36055τ 2 + 11199)(3τ 2 − 1),
which is also different from 0 for any transcendental number τ .
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