I. INTRODUCTION
P RECISE tuning of frequency properties is an useful operation in the design of digital filters. Instead of designing the filter from scratch, the impulse response of the available filter can be reused. Adaptive filtering is one of the applications. Tuning is also useful in the analytical design of digital finite-impulse response (FIR) filters where the available critical frequencies are usually quantized [1] - [3] . This quantization prevents such analytical procedures from the design of filters with arbitrarily specified critical frequencies. Hence, analytical design combined with tuning the filter represents a powerful design tool. In this paper we present a fast versatile tuning procedure which adjusts a single frequency of the frequency response of the FIR filter to the specified value while preserving the nature of the filter, e.g., maximally flat, equiripple, etc. Our tuning procedure is based on expansion of the Chebyshev polynomial of the transformed argument into the sum of Chebyshev polynomials, resulting in the transformation matrix. The impulse response of the final filter is obtained from the impulse response of the original filter by applying of the transformation matrix.
II. ZERO-PHASE TRANSFER FUNCTION
We assume the impulse response with odd length and with even symmetry the -vector of the filter. The transfer function of the filter is (2) where is the Chebyshev polynomial of the first kind. The function (3) represents a polynomial in the variable which on the unit circle reduces to the real valued zero-phase transfer function (ZPTF) of the real argument (4)
III. DIFFERENTIAL EQUATIONS
The Chebyshev polynomial of the first kind fulfills the differential equation (5) We have derived the differential equation (6) for the polynomial (7) and the differential equation 
IV. TRANSFORMED ZERO-PHASE TRANSFER FUNCTIONS
The purpose of the frequency transformations is to map the critical frequency of the frequency response of the filter to the desired value . The mapping in the frequency domain is equivalent to the mapping in the -domain. Due to (4) the shift in the two domains occurs in opposite directions. We propose the transformed ZPTFs in the form (11) if and
if . For actual frequency tuning we use confined to . The procedure provides the impulse response coefficients for a FIR filter with following properties.
• The frequency to the specified value is adjusted.
• The maximal attenuation in the passband(s) and the minimal attenuation of the stopband(s) of the filter is preserved.
• The width of the bands of the filter is broadened. The transformed ZPTFs 
We call the low triangular matrix the transformation matrix. The vector of the transformed filter is given by the product of vector of the original filter and transformation matrix (16) There are two transformation matrices and corresponding to the transformed ZPTF's (11) and (12). Fast evaluation of the coefficients of the transformation matrices is essential in adaptive filtering. Our evaluation procedure results from the differential equations (6) and (8) of the corresponding polynomials (7) and (9).
V. EVALUATION OF TRANSFORMATION MATRIX
Based on equations (6) and (8) we have derived a fast procedure for evaluation of the coefficients of the transformation matrices and . The fast algorithm for the evaluation of the coefficients of the transformation matrix is summarized in Table I . Its derivation is presented in the Appendix. The evaluation of the transformation matrix is by analogy. Both matrices differ by the signs of the "odd" coefficients and only-see Table II . 
VI. EXAMPLES OF TUNING
The proposed tuning procedure represents a versatile design tool. It is especially useful in the design of notch FIR filters, as a notch filter is primarily specified by one critical frequency which is the notch frequency. In [3] , we have shown that the available notch frequencies are quantized in the analytical design of maximally flat and equiripple notch FIR filters. This drawback can be eliminated by the proposed tuning procedure, as shown in our examples.
Example 1: Design the maximally flat notch FIR filter specified by the notch frequency and width of the notchband for maximal attenuation in the passbands dB. Using the analytical design procedure [3] we get , and . The designed filter of length coefficients with "quantized" notch frequency and for dB will be tuned using the proposed tuning procedure in order to get the specified (Table I ) the transformation matrix for (11). We get the tuned filter with parameters and for dB. The actual width of the notchband exceeds by 0.28% the specified value. The impulse response of the "quantized" filter and the impulse response of the tuned filter are summarized in [dB] of the tuned maximally flat notch FIR filter is shown in Fig. 1 .
Example 2: Design the equiripple notch FIR filter specified by the notch frequency , width of the notchband for maximal attenuation in the passbands dB. Using the analytical design procedure [3] we get , , and . The designed filter of length coefficients with "quantized" notch frequency and for dB will be tuned using the proposed tuning procedure in order to get the specified notch frequency . Because we evaluate the transformation matrix for (12). We get the tuned filter with parameters and for dB. The actual width of the notchband exceeds by 3.99% the specified value. The impulse response of the "quantized" filter and the impulse response of the tuned filter are summarized in Table IV . The amplitude frequency response
[dB] of the tuned equiripple notch FIR filter is shown in Fig. 2 . A detailed view of the passbands of the "quantized" and of the tuned filter is shown in Fig. 3 .
VII. CONCLUDING REMARKS
In this paper, we have presented a fast analytical tuning procedure for FIR filters. The analytical tuning procedure is based on the differential equation of the transformed Chebyshev polynomial. Two examples demonstrate the efficiency of the tuning procedure in the design of FIR filters. 
APPENDIX DERIVATION OF ALGORITHM
In order to derive the recursive algorithm (Table I) 
we obtain (21) where is the Chebyshev polynomial of the second kind. We write (21) explicitly as (22) Then, we collect the coefficients associated with the descending degree of the Chebyshev polynomials . Provided we require that they all are equal to zero we obtain the set of identities
The first identity suggests that can be chosen arbitrarily. Due to the expansion (23) we put (24)
The other coefficients are evaluated from the above identities recursively as (25) and (26) Finally, for a general value we obtain (27)
