Abstract. In this note the following is shown. Consider the quadratic form on (complex) matrices Q(A) := tr (A 2 ). Let A be such a matrix. Then an ellipse can be found, with the vector from center to focus determined by the value of Q at the traceless part of A, which must be contained in the convex hull of the spectrum of A.
Denote by C the set of complex numbers, and by C n×n the set of n × n matrices over C. Denote by I the unit matrix.
Consider the quadratic form Q(A) := tr (A 2 ) = the sum of squares of the eigenvalues of A (which we always count according to their multiplicities as roots of the characteristic polynomial), A ∈ C n×n . (Q is a quadratic, not a Hermitian form!)
The symmetric bilinear form ("inner product") corresponding to Q is A, B → tr (AB) = tr (BA).
Note that Q is invariant under similarity of matrices. Thus, Q is preserved by any similarity transformation of
Clearly, Q is nondegenerate, i.e. only for the matrix A = 0 we have tr (AX) = 0 for all X ∈ C n×n .
We wish to say something about the convex hull of the spectrum (hence about the spectral radius) of a matrix A ∈ C n×n , decomposed as
Note that the "inner product" tr (A 0 · γI) = 0. Therefore 
, and the semiminor axis
where λ 1 , . . . , λ n are the eigenvalues of A 0 , counted by multiplicity.
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Consequently, for a general A, the convex hull of the spectrum will include the shifted ellipse with foci γ ± 1 √ 2(n−1) Q(A 0 ), with γ and A 0 as in (1), and, of course, will contain the analogous ellipse for any invariant subspace with respect to A.
Proof. Let the eigenvalues of A 0 be λ 1 , . . . , λ n . Then (note A 0 is traceless):
(fix one of the square roots). If Q(A 0 ) = 0 let µ i := λ i , i = 1, . . . , n. Then
Taking real and imaginary parts, this gives, denoting
Hence, for any fixed real α and β, (αRe µ 1 + βIm µ 1 ) + (αRe µ 2 + βIm µ 2 ) + . . . + (αRe µ n + βIm µ n ) = 0, (4) (αRe µ 1 + βIm µ 1 ) 2 + (αRe µ 2 + βIm µ 2 ) 2 + . . .
Fixing α and β, suppose there are n p nonnegative αRe µ i + βIm µ i 's, forming an n p -tuple v p , and n n negative αRe µ i + βIm µ i 's, forming an n n -tuple v n , n p + n n = n. By (4) the sum of entries of the positive vector v p is minus the sum of entries of the negative v n , i.e. these vectors have the same ℓ 1 -norm L. By (5) the sum of the squares of the ℓ 2 -norms of v p and v n is α 2 R 2 + β 2 I 2 , and since one always has | |
In particular, this means that
Therefore it is the maximum of αRe ζ +βIm ζ for ζ in the ellipse with axes R at the real axis and I at the imaginary axis, which, since R 2 − I 2 = |Q(A 0 |, has ± |Q(A 0 )| as foci. By convex separation in the plane, (6) holding for any real α and β implies that the convex hull of {µ 1 , µ 2 , . . . , µ n } contains that ellipse multiplied by
. Using (3) to transfer that to working with the λ i 's, one has our assertion.
Remark 1. Compare Theorem 1 with the example of a traceless A with n − 1 eigenvalues −1 and one eigenvalue n − 1. Here Q(A) = n(n − 1) and the convex hull of the spectrum is [−1, n − 1], so only a major axis ≤ 1 for the ellipse may do. Thus one cannot avoid the n in the denominator in Theorem 1.
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