The classical integral localization formula for equivariantly closed forms (Theorem 7.11 in [BGV]) is well-known and requires the acting Lie group to be compact. It is restated here as Theorem 2. In this article we extend this result to NONcompact groups. The main result is Theorem 9.
Introduction
Equivariant forms were introduced in 1950 by Henri Cartan. There are many good texts on this subject including [BGV] and [GS] .
Let G be a compact Lie group acting on a compact manifold M , let g be the Lie algebra of G, and let α : g → A(M ) be an equivariantly closed form on M . For X ∈ g, we denote by M 0 (X) the set of zeroes of the vector field on M induced by the infinitesimal action of X. We assume that M 0 (X) is discrete. Then Theorem 7.11 in [BGV] (which we restate here as Theorem 2) says that the integral of α(X) can be expressed as a sum over the set of zeroes M 0 (X) of certain local quantities of M and α: This is the essence of the integral localization formula for equivariantly closed differential forms.
In this article we extend this result to NONcompact groups. Let G R be a reductive Lie group with an algebraic action on a complex projective manifold M . The main result is stated in Theorem 9 where the integration takes place over a conic G R -invariant Lagrangian cycle Λ in T * M . The idea is to observe that the integrand is a closed form (Lemma 5), to pick a sufficiently regular element X ∈ g R and to deform Λ into a simple cycle of the following kind:
where m 1 (X), . . . , m d (X) are some integer multiplicities, x 1 , . . . , x d are the zeroes of the vector field on M induced by the infinitesimal action of X, and each cotangent space T * x k M is given some orientation. Because the cycles in question have infinite support, one must deform Λ very carefully to ensure that the integral stays unchanged. The precise result is stated in Proposition 17.
This kind of argument fits very well into the cobordism theory of spaces equipped with abstract moment maps as described by V. Guillemin, V. Ginzburg and Y. Karshon in [GGK] . They would probably call Proposition 17 "the linearization theorem for characteristic cycles." Then Theorem 9 essentially becomes "linearization commutes with integration." Of course, since we work with cycles with possibly singular support we no longer require that the chains realizing cobordisms have smooth support.
The reason why we restrict ourselves to the conic Lagrangian cycles in T * M is that these cycles contain enough points fixed by the group action for an integral localization formula to make sense. A general cycle may not contain enough fixed points, but sometimes one can deform such a cycle into a conic Lagrangian cycle for which the integral localization formula is known to be true. I make an attempt to study such deformations in [L3] .
Then, using this generalized localization formula, we prove an analogue of the Gauss-Bonnet theorem for constructible sheaves (Theorem 28). If F is a G R -equivariant sheaf on a complex projective manifold M , then the Euler characteristic of M with respect to F χ(M, F) = 1 (2π) dim C M Ch (F ) χ g C as distributions on g R , where Ch(F) is the characteristic cycle of F and χ g C is the Euler form of M extended to the cotangent space T * M (independently of F).
In the future the author expects to use results of this article to obtain a generalization of the Riemann-Roch-Hirzebruch integral formula for the index of Dirac operator.
The proof which appears here is a modification of a localization argument which appeared in my Ph.D. thesis [L1] . This thesis provides a geometric proof of an analogue of Kirillov's character formula for reductive Lie groups. Article [L2] gives a very accessible introduction to [L1] and explains key ideas used there by way of examples.
Equivariant Forms
In this article we use the same notations as in [BGV] .
Let M be a C ∞ -manifold of dimension m with an action of a (possibly noncompact) Lie group G, and let g be the Lie algebra of G. The group G acts on C ∞ (M ) by the formula (g · ϕ)(x) = ϕ(g −1 x). For X ∈ g, we denote by X M the vector field on M given by (notice the minus sign)
which would not be true without this choice of signs. Let A(M ) denote the (graded) algebra of smooth complex-valued differential forms on M , and let C ∞ (g)⊗A(M ) denote the algebra of all smooth A(M )-valued functions on g. The group G acts on an element α ∈ C ∞ (g)⊗A(M ) by the formula
for all g ∈ G and X ∈ g.
and is called and equivariant differential form.
We define the equivariant exterior differential d g on C ∞ (g)⊗A(M ) by the formula
where ι(X M ) denotes contraction by the vector field X M and d denotes the ordinary deRham differential. This differential d g preserves A ∞ G (M ), and (d g ) 2 α = 0 for all α ∈ A ∞ G (M ). The elements of A ∞ G (M ) such that d g α = 0 are called equivariantly closed forms. Example 1 Let T * M be the cotangent bundle of M , and let π : T * M ։ M denote the projection map. Let σ R denote the canonical symplectic form on T * M . It is defined, for example, in [KSch] , Appendix A2. The action of the Lie group G on M naturally extends to T * M . Then we always have a canonical equivariantly closed form on T * M , namely,
, then the top homogeneous component of (d g α)(X) is exact; and if p ∈ M is a zero of the vector field X M (i.e. X M (p) = 0), then (d g α) [0] (p) = 0. Hence the map α → α(X) [0] 
. Also notice that if α is an equivariantly closed form whose top homogeneous component has degree k, then α(X) [k] is closed with respect to the ordinary exterior differential.
We recall some more notations from [BGV] . Let M 0 (X) be the set of zeroes of the vector field X M . We will state the localization formula in the important special case where X M has isolated zeroes. Here, at each point p ∈ M 0 (X), the Lie action X → L(X M )X = [X M , X ] on the vector fields X of M gives rise to a linear transformation L p on T p M .
If the Lie group G is compact, then the transformation L p is invertible and has only imaginary eigenvalues. Thus the dimension of M is even and there exists an oriented basis {e 1 , . . . , e m } of T p M such that for 1 ≤ i ≤ n = m/2, L p e 2i−1 = λ p,i e 2i , L p e 2i = −λ p,i e 2i−1 .
We have det(L p ) = λ 2 p,1 λ 2 p,2 . . . λ 2 p,n , and it is natural to take the following square root (dependent only on the orientation of the manifold):
For convenience, we restate Theorem 7.11 from [BGV] .
Theorem 2 Let G be a compact Lie group with Lie algebra g acting on a compact oriented manifold M , and let α be an equivariantly closed differential form on M . Let X ∈ g be such that the vector field X M has only isolated zeroes. Then
where n = dim(M )/2, and by α(X)(p), we mean the value of the function α(X) [0] at the point p ∈ M .
Statement of the Main Result
The following convention will be in force throughout these notes: whenever A is a subset of B, we will denote the inclusion map A ֒→ B by j A֒→B .
Let G C be a connected complex algebraic reductive group which is defined over R, and let G R be a subgroup of G C lying between the group of real points G C (R) and the identity component G C (R) 0 . We regard G R as a real reductive Lie group. Let g C and g R be their respective Lie algebras. We also let U R ⊂ G C be another subgroup of G C such that, letting u R be the Lie algebra of U R , we have an isomorphism u R ⊗ R C ≃ g C . In the applications we have in mind we will let U R be a compact real form of G C , but we do not require U R to be compact for now. Let M be a smooth complex projective variety with a complex algebraic G C -action on it.
Conditions 3 We will consider forms α : g C → A(M ) which satisfy the following three conditions:
1. The assignment X → α(X) ∈ A(M ) depends holomorphically on X ∈ g C ; 2. For each k ∈ N and each X ∈ g C ,
(1)
3. The restriction of α to u R is an equivariantly closed form with respect to U R .
The integrals that we will consider will be over Lagrangian cycles Λ in T * M (with respect to the symplectic structure σ R described in Example 1) which are R-constructible, invariant under the G R -action and which are conic (that is invariant under the multiplicative group of positive reals acting on T * M by scaling the fiber). By Theorem 9.7.1 of [KSch] , there exists an R-constructible sheaf F on M such that its characteristic cycle Ch(F) = Λ. We assume that the sheaf F is G R -constructible.
Characteristic cycles were introduced by M. Kashiwara and their definition can be found in [KSch] . On the other hand, W. Schmid and K. Vilonen give a geometric way to understand characteristic cycles in [SchV1] .
Let T * M be the holomorphic cotangent bundle of M , and let π : T * M ։ M denote the projection map. Let σ denote the canonical complex symplectic form on T * M defined similarly to the form σ R from Example 1. The action of the Lie group G C on M naturally extends to T * M . Then we always have a canonical equivariantly closed form on T * M , namely, µ + σ. Here
Remark 4 If M is a complex manifold and M R is the underlying real analytic manifold, then there are at least two different but equally natural ways to identify the real cotangent bundle T * (M R ) with the holomorphic cotangent bundle T * M of the complex manifold M . We use the convention (11.1.2) of [KSch] , Chapter XI; the same convention is used in [L1] , [L2] and [SchV2] . Under this convention, if σ R is the canonical real symplectic form on T * M R described in Example 1 and σ is the canonical complex symplectic form on T * M , then σ R gets identified with 2 Re σ. (And µ R = 2 Re µ.)
We regard M as a submanifold of T * M via the zero section inclusion. We consider the form
The restriction of α(X) to M is just α(X). We will see later that, in a way, α is the most natural equivariant extension of α to T * M .
Let n = dim C M , so that the cycle Λ = Ch(F) has dimension 2n.
Lemma 5 For each X ∈ g C , the form α(X) [2n] is closed.
Proof. Since σ is holomorphic, the condition (1) implies that α(X) [2n+2] = 0. The restriction of α to u R is equivariantly closed with respect to the action of U R on T * M for the reason that it is "assembled" from U R -equivariantly closed forms. Hence α(X) [2n] is closed for all X ∈ u R . But since d α(X) depends on X ∈ g C holomorphically, d α(X) [2n] = 0 for all X ∈ g C .
If ϕ is a smooth compactly supported differential form on g R of top degree, then we define its Fourier transform as in [L1] , [L2] and [SchV2] :
without the customary factor of i = √ −1 in the exponent. Similarly we define ϕα : g * R → A(M ):
The form ϕα(ξ) decays rapidly as ξ → ∞, ξ ∈ ig * R . We can regard µ : g C → T * M as a map µ :
Then
is an element of A(T * M ). We will be studying integrals of the kind
Of course, the cycle Ch(F) being infinite it is not clear at all whether this integral converges.
Lemma 6 If the moment map µ : T * M → g * C is proper on the support |Ch(F)| then the integral (3) converges.
Proof. We fix any norm . g * C on g * C . For R > 0 we denote by B R the open ball of radius R in g * C :
We already know that
On the other hand, µ being proper on the support |Ch(F)| implies that the set |Ch(F)| ∩ µ −1 (B R ) is compact. Since the cycle Ch(F) is conic and the integrand decays rapidly on the support of Ch(F) as R → ∞, it is clear that the limit lim
Example 7 The condition of the lemma is automatically satisfied if the support |Ch(
Let T C be a maximal torus contained in G C , i.e. T C is a maximal subgroup of G C isomorphic to C × × · · · × C × . Our last assumption on the action of G C on M is that the points in M fixed by the action of T C are isolated. Then there are only finitely many of them because M is compact. Since all the maximal tori of G C are conjugate, if this assumption holds for one T C then it holds for all maximal tori.
We denote by g rs C the set of regular semisimple elements in g C . These are elements X ∈ g C such that the adjoint action of ad(X) on g C is diagonalizable and has maximal possible rank. Each regular semisimple X ∈ g rs C lies in a unique Cartan subalgebra t C (X) ⊂ g C . We also denote by g rs
It is an open and dense subset of g R .
For X ∈ g rs C regular semisimple we set t C (X) to be the unique Cartan subalgebra of g C containing X and T C (X) = exp(t C (X)) to be the corresponding maximal torus. Let p ∈ M be a point fixed by T C (X), then T C (X) acts linearly on T p M . The representation of T C (X) on T p M decomposes into a direct sum of one-dimensional representations
where the action of T C (X) on C β p,k is given by
The set of weights {β p,1 , . . . , β p,n } is determined uniquely up to permutation. We define Denominator p (X) = β p,1 (X) . . . β p,n (X).
Notice that if the eigenvalues of ad(X) are all purely imaginary (that is X lies in a Lie algebra of a compact subgroup of G C ), then we have the following relationship:
We let ∆(X) denote the set of all weights that occur this way:
For instance, if M is the flag variety of g C , then ∆(X) is the root system of g C (X) corresponding to the choice of Cartan algebra t C (X).
Let g ′ R denote the set of regular semisimple elements X ∈ g R which satisfy the following additional properties. If t R (X) ⊂ g R and t C (X) ⊂ g C are the unique Cartan subalgebras in g R and g C respectively containing X, then:
1. The set of zeroes M 0 (X) is exactly the set of points in M fixed by the complex torus
3. For each β ∈ ∆(X), we have either
Clearly, g ′ R is an open subset of g R ; since M is compact and ∆(X) is finite, the complement of g ′ R in g R has measure zero; and Denominator p (X) = 0 for all X ∈ g ′ R . The contribution to the integral of each zero p ∈ M 0 (X) will be counted with some multiplicity m p ∈ Z which we describe next. We will use the Bialynicki-Birula decomposition as restated in Theorem 2.4.3 in [ChG] . Let C × be a subgroup of G C such that the set of fixed
Clearly p is the only point in O p fixed by C × . There is also natural action C × -action on the tangent space T p M . It decomposes into a direct sum 
which commute with the C × -action.
and let t C (X) and T C (X) = exp(t C (X)) be the corresponding complex Cartan subalgebra and subgroup respectively. Pick any
for all β ∈ ∆(X), and the complex 1-dimensional subspace {tX ′ ; t ∈ C} ⊂ g C is the Lie algebra of a closed algebraic subgroup
an element with nonnegative real part. We apply Theorem 8 to C × (X ′ ). Then the set of points
For instance, if M is the flag variety of g C , then the sets O 1 , . . . , O d are the orbits of a suitably chosen Borel subgroup containing T C (X), and the number of orbits d equals the order of the Weyl group of g C .
Since C × (X ′ ) is a subgroup of the torus T C (X), their actions commute, and the action of T C (X) preserves each O k . Moreover, the proof of Theorem 8 shows that the isomorphism of varieties (7) is T C (X)-equivariant. In particular, the direct sum decomposition (6) is a decomposition of T C (X)-representations.
We define the multiplicity of the sheaf F at x k to be the Euler characteristic
The number m k is an integer which is exactly the local contribution of x k to the Lefschetz fixed point formula described in [GM] .
Now we are ready to state the main result of this article.
Theorem 9 Let G C act complex algebraically on a smooth complex projective manifold M so that some (hence any) maximal torus T C ⊂ G C acts with isolated fixed points. Suppose that a map α :
where F α is a function on g ′ R given by the formula
where n = dim C (M ), {x 1 , . . . , x d } = M 0 (X) is the set of zeroes of the vector field X M on M , and m k (X)'s are some integer multiplicities defined by the equation (8).
We extend the function F α by zero to a measurable function on g R . If F α happens to be locally integrable with respect to the Lebesgue measure on g R ≃ R dim R g R , then the equation (9) holds for smooth differential forms ϕ of top degree which are compactly supported on g R (and not necessarily on g ′ R ).
We will divide the argument into two parts and give a proof in sections 4 and 5.
Remark 10 When Ch(F) = M as oriented cycles, Ch(F) is U R -invariant, each multiplicity m k (X) equals 1 and this theorem can be easily deduced from the classical integral localization formula (Theorem 2).
Remark 11 Notice that the cycle Ch(F) is invariant with respect to the action of the group G R which need not be compact, while the form α : g C → A(M ) is required to be equivariant with respect to a different group U R only, and U R may not preserve the cycle Ch(F). (4). We rewrite the integral (3) as
) is induced by the product orientation on g R × Ch(F).) We will interchange the order of integration: integrate over the characteristic cycle first and only then perform integration over g ′ R . By Lemma 5 the integrand in (10) is a closed differential form.
In this section we start with an element X ∈ g ′ R and the characteristic cycle Ch(F) of a G R -equivariant sheaf F on the projective variety M and use general results of Section 4 in [L1] to deform Ch(F) into a cycle of the form
where m 1 (X), . . . , m d (X) are the integer multiplicities given by the equation (8) 
The precise result is stated in Proposition 17. This deformation will help us calculate the integral (10). Then in Section 5 we define another deformation Θ t (X) :
It has the following meaning. In the classical proof of the Fourier inversion formula
we multiply the integrand by a term like e −t ξ 2 to make it integrable over g R × ig * R , and then let t → 0 + . The deformation Θ t (X) has a very similar effect -it makes our integrand an L 1 -object. Proposition 25 says that this substitute is permissible. Its proof is very technical, but the idea is quite simple. The difference between the original integral (10) and the deformed one is expressed by an integral of e X,µ(ζ) ϕ ∧ α(X) ∧ e σ over a certain cycleC (R) 
which depends on R by scaling along the fiber. Recall that the Fourier transformφ decays rapidly in the imaginary directions which is shown by an integration by parts. We modify this integration by parts argument to prove a similar statement about behavior of the integrand on the support ofC(R) as R → ∞. Hence the difference of integrals in question tends to zero.
Remark 12 Suppose G is a sheaf on a manifold M and Z is a locally closed subset of M . Let i : Z ֒→ M be the inclusion. Then M. Kashiwara and P. Schapira introduce in [KSch] , Chapter II, a sheaf i ! • i * (G) denoted by G Z . If Z ′ is closed in Z, then they prove existence of a distinguished triangle
Let X ∈ g ′ R , T C (X) be the corresponding maximal torus, and let {x 1 , . . . , x d } = M 0 (X) be the set of zeroes of the vector field X M on M . Let t C (X) ⊂ g C and t R (X) ⊂ g R be the corresponding Cartan subalgebras, and let T C (X) = exp(t C (X)) ⊂ G C and T R (X) = exp(t R (X)) ⊂ G R be the corresponding connected subgroups. Note that because we require T R (X) to be connected it may not be a Cartan subgroup of G R .
Then using Theorem 8 we obtain a decomposition of M into smooth locally closed algebraic varieties:
where each O k is the attracting set of x k , and we denote by
the T C (X)-equivariant isomorphism of varieties (7). Hence it follows from Remark 12 that, as an element of the K-group of the category of bounded complexes of R-constructible sheaves on M , our sheaf F is equivalent to F O 1 + · · · + F O d , and so
The idea is to deform each summand Ch(F O k ) separately. Since O k is locally closed, there exists a subvariety U k of M containing O k such that U k is open in M and O k is a closed subvariety of U k . Then by Lemma 1.20 of [DM] or Section 4 of [SchV1] there exists a real-valued subanalytic C 2 -function f k on M such that f k is strictly positive on U k and the boundary ∂U k is precisely the zero set of f k .
Lemma 13 There exists R > 0 such that, for each ζ ∈ T − x k M ⊂ T x k M with ζ k ≥ R, the single-variable function f ζ k (t) = f k (ψ X,k (tζ)), t ∈ R, is strictly monotone decreasing for t > 1/2.
Proof. Easily follows from the results on o-minimal structure described in [DM] , and in particular the Monotonicity Theorem 4.1.
As a representation of T C (X), the tangent space T x k M decomposes into a direct sum (6). The space T − x k M in turn decomposes into a direct sum of one-dimensional representations:
Then we can decompose T − p M into a direct sum:
C β x k ,i j .
We will assume that the weights β x 1 ,1 , . . . , β x k ,n are enumerated so that
Choose a linear coordinate z l : C β x k ,l→ C and define an inner product ·, · k on T x k M by
Let . k be the respective norm on T x k M . The dual space to T 0 x k M , (T 0 x k M ) * , can be regarded as a subspace of the cotangent space at x k :
Then V is a real vector subspace of T * x k M invariant under T R (X). Since X ∈ g ′ R and
where each β x k ,l , l = 1, . . . , j, is purely imaginary on t R (X), it follows that the space V is also T C (X)-invariant. In particular, V is a vector space not only over R but also over C.
Finally, µ being proper on the support |Ch(F)| and the cycle Ch(F) being conic imply that v = 0.
Corollary 15 There is an open neighborhoodB
Proof. If suchB 0 k does not exist, then since |Ch(F)| is closed and conic there is v ∈ |Ch(F)| ∩
Pick an r > 0 such that
we will assume that r is less than R from Lemma 13, and let B k be the ψ X,k -image of the set
According to Remark 12 we have a distinguished triangle:
On the other hand, B k is an open subset of O k such that the vector field X M is either tangent to the boundary ∂B k or points outside B k , but never points inside B k . It follows from the open embedding theorem (Theorem 4.2 in [SchV1] ) and Lemma 13 that Re ( Y, µ(ζ 
Proof. The sheaf F O k \B k is the extraordinary direct image of a sheaf on U k :
Recall that f k is real-valued subanalytic C 2 -function on M which is strictly positive on U k and its zero set is precisely the boundary ∂U k . It follows from the equation (2) and Lemma 13 that, for each x ∈ O k with ψ −1 X,k (x) k > R/2, Re X, µ(df k (x)) = − Re( X M , df k (x) ) ≥ 0. By the open embedding theorem,
In particular, there exists a chain C in T * M such that
and the support of this chain lies completely inside the set (11). Notice that
We regard η as a section of T * O k via the isomorphism (12), and letη be any subanalytic extension of η to a section of T * M | O k . Since X ′ lies in the same connected component of t R (X)g ′ R as X, it is easy to see that the real part Re η(X M ) = − Re X, µ(η) is positive on O k \ B k and is bounded away from zero.
Finally, define a (2n + 1)-chain in T * M
Then its boundary
and its support |C| lies in the set (11).
Next we need to deform
Then the argument in [L1] given in section "Deformation of Ch(F) in T * X" and Appendix A carries over verbatim with the open subset of the flag variety U k replaced with O k and observing that the vector field VF X = −X M .
Hence we obtain the following key result.
Proposition 17 For each element X ∈ g ′ R , there is a Borel-Moore chain C(X) in T * M of dimension 2n + 1 with the following properties:
1. C(X) is conic, i.e. invariant under the action of the multiplicative group of positive reals on T * M .
2. The support of C(X) lies in the set {ζ ∈ T * M ; Re( X, µ(ζ) ) ≤ 0}.
3. Let x 1 , . . . , x d be the fixed points of X in M , then
where m 1 (X), . . . , m d (X) are the integer multiplicities determined by the formula (8) and the orientation of T * x k M is chosen so that if we write each z l as x l + iy l , then the R-basis 1 {dx 1 , dy 1 , . . . , dx n , dy n } of
is positively oriented.
4. Moreover, ifX ∈ t R (X) ∩ g ′ R lies in the same connected component of t R (X) ∩ g ′ R as X, then the same choice of element X ′ ∈ t R (X) ∩ g ′ R works forX. In this case the chain C(X) is identical to C(X).
Remark 18
The holomorphic cotangent space T *
x k M has a natural orientation coming from its complex structure. This orientation need not agree with the orientation given by (14) . In fact, the complex orientation of T * x k M = (−1) n the orientation given by (14) .
Proof of Theorem 9
In this section we compute the integral (10) first under the assumption that the form ϕ is compactly supported in g ′ R and then in general. Pick an element X 0 lying in the support of ϕ and let t R (X 0 ) be the Cartan subalgebra containing X 0 . There exists an open neighborhood Ω of X 0 in g ′ R and a smooth map ω : Ω → G R with the following three properties: 1. ω| Ω∩t R (X 0 ) ≡ e, the identity element of G R ;
2. For every X ∈ Ω, the conjugate Cartan subalgebra ω(X)t R (X 0 )ω(X) −1 contains X;
Notice that if X ∈ Ω, then ω(X) · M 0 (X 0 ) = M 0 (X). Making Ω smaller if necessary, we can assume that both Ω and
Remark 19 One cannot deal with the integral (10) "one Cartan algebra at a time" and avoid introducing a map like ω because the limit From now on we will assume that the support of ϕ lies in Ω. The general case when supp(ϕ) ⊂ g ′ R can be reduced to this special case by a partition of unity argument. Our biggest obstacle to making any deformation argument in order to compute the integral (10) is that the integration takes place over a cycle which is not compactly supported and Stokes' theorem no longer applies. In order to overcome this obstacle, we will construct a deformation Θ t : Ω × T * M → Ω × T * M , t ∈ [0, 1], such that Θ 0 is the identity map;
Re (Θ t ) * X, µ(ζ) < Re( X, µ(ζ) ) for t > 0, X ∈ Ω and ζ ∈ T * M which does not lie in the zero section (Lemma 22); Θ t essentially commutes with scaling the fiber of T * M (Lemma 23). The last two properties will imply that the integral g R ×(Ch(F )∩µ −1 (B R )) (Θ t ) * e X,µ(ζ) ϕ(X) ∧ α(X) ∧ e σ converges absolutely for t ∈ (0, 1]. Finally, the most important property of Θ t is stated in Proposition 25 which essentially says that we can replace our integrand e X,µ(ζ) ϕ(X) ∧ α(X) ∧ e σ with the pullback (Θ t ) * e X,µ(ζ) ϕ(X) ∧ α(X) ∧ e σ .
We restate Theorem 1 of [S] :
Proposition 20 There is a projective embedding ν : M → CP N and a group representation ρ : G C → P GL(N ) such that ρ(g) · ν(x) = ν(g · x) for every g ∈ G C and x ∈ M .
Let {x 1 , . . . , x d } be the set of zeroes M 0 (X 0 ). For D > 0, we denote by B D the open ball in C n of radius D:
Then using Proposition 20 one can construct a C
We extend {ψ X 0 ,1 , . . . , ψ X 0 ,d } to an atlas {ψ X 0 ,1 , . . . ,
are such that V l ∩ M 0 (X 0 ) = ∅ and the smaller open sets completely cover M :
For each X ∈ Ω we define maps
Then {ψ X,1 , . . . , ψ X,d ′ } form another atlas of M . Note that, for k = 1, . . . , d, ψ X,k (0) = ω(X)·x k and, for each Y ∈ t C (X) = ω(X)t C (X 0 )ω(X) −1 , the tangent map dψ X,k sends the vector field on T
This way, for all X ∈ Ω and all Y ∈ t C (X),
this vector field never vanishes. Finally, we define maps
Each ψ l is a diffeomorphism onto its image, and their images for l = 1, . . . , d ′ cover all of Ω × M .
Thus we obtain an atlas {ψ 1 , . . . , ψ d ′ } of Ω × M . Expand z 1 , . . . , z n to a standard coordinate system z 1 , . . . , z n , ξ 1 , . . . , ξ n on T * B 4D so that every element of T * B 4D ≃ B 4D × C n is expressed in these coordinates as (z 1 , . . . , z n , ξ 1 dz 1 + · · · + ξ n dz n ).
This gives us a chartψ k : (X, z 1 , . . . , z n , ξ 1 , . . . , ξ n ) → Ω × T * M and an atlas {ψ 1 , . . . ,ψ d ′ } of Ω × T * M . For (z 1 , . . . , z n , ξ 1 , . . . , ξ n ) ∈ T * B 4D , define z = |z 1 | 2 + · · · + |z n | 2 and ξ = |ξ 1 | 2 + · · · + |ξ n | 2 .
Find an ε > 0 small enough so that for each k = 1, . . . , d
We will also assume that ε ≤ D/2.
Because G R acts on M by complex automorphisms, the differential form σ in these coordinates is dξ 1 ∧ dz 1 + · · · + dξ n ∧ dz n .
For k = 1, . . . , d, the equations (2) and (16) say that the exponential part in the chartψ k becomes X, µ(ζ) = β x k ,1 (X)z 1 ξ 1 + · · · + β x k ,n (X)z n ξ n .
Let δ : R → [0, 1] be a smooth bump function which takes on value 1 on [−D, D], vanishes outside (−2D, 2D), and is nondecreasing on negative reals, nonincreasing on positive reals.
Let γ : R + → (0, 1] be another smooth function such that γ([0, 1]) = {1}, γ(x) = 1 x for x > 2, 1
x ≤ γ(x) ≤ 2 x for all x ≥ 1, and γ is nonincreasing. For each t ∈ [0, 1] and k = 1, . . . , d ′ we will define a map Θ k t :
ξ 1 , . . . , ξ n .
If k = d + 1, . . . , d ′ , recall that if k = d + 1, . . . , d ′ .
That is we shift (z 1 , . . . , z n ) by a vector
Proof. Same as the proof of Lemma 22 in [L1] . It is based on the property of γ that γ(t ξ ) = 1 whenever t ξ < 1.
Finally, the most important property of Θ t is:
Proposition 25 For any t ∈ [0, 1], we have:
Proof. The proof of Lemma 19 in [L1] applies here because it is based on the properties of Θ t stated in lemmas 21, 22, 23, 24 and not on any other properties.
Recall the Borel-Moore chain C(X 0 ) described in Proposition 17. Because Ω was chosen so that both Ω and Ω ∩ t R (X 0 ) are connected, for each X ∈ Ω ∩ t R (X 0 ), we can choose C(X) equal C(X 0 ). Moreover, for each X ∈ Ω, we can choose C(X) equal ω(X) * C(X 0 ). These chains C(X), X ∈ Ω, piece together into a Borel-Moore chain in Ω×T * M of dimension dim R g R +2n+1 which appears in each chartψ k as Ω × C(X 0 ),
and the support of C lies inside {(X, ζ) ∈ Ω × T * M ; Re( X, µ(ζ) ) ≤ 0}. Take an R ≥ 1 and restrict all cycles to the set {(X, ζ) ∈ Ω × T * M ; ζ T * M ≤ R}. Let C ≤R denote the restriction of the cycle C, then it has boundary
where C ′ (R) is a (dim R g R + 2n)-chain supported in the set
Because the chain C is conic, the piece of boundary C ′ (R) depends on R by an appropriate scaling of C ′ (1) in the fiber direction.
Lemma 26 For a fixed t ∈ (0, 1],
Proof. Same as the proof of Lemma 20 in [L1] . It is based on lemmas 22, 23 and the exponential decay of e X,µ(ζ) ϕ(X) ∧ α(X) ∧ e −σ along the support of the chain (Θ t ) * C ′ (R) as R → ∞.
for some bounded functions A a , B a of (X, tξ 1 , . . . , tξ n ), a = 1, . . . , n. We can also write Θ * t π * α(X) [2] = t 2 n b,c=1
is a bounded function of (X, tξ 1 , . . . , tξ n ). Similarly we can express Θ * t π * α(X) [2l] for l = 1, . . . , n. Then, changing variables y l = √ εtξ l for l = 1, . . . , n, we obtain the following estimate to (10):
By the Lebesgue dominant convergence theorem this integral tends to
as t → 0 + . The last expression may appear to have an extra factor of (−1) n , but it is correct because of the convention explained in remarks 4 and 18. This proves Theorem 9 when the form ϕ is supported inside Ω. Then a simple partition of unity argument proves Theorem 9 when the form ϕ is compactly supported in g ′ R , an open subset of the set of regular semisimple elements in g R whose complement has measure zero.
To prove the second statement of Theorem 9 we assume that F α is a locally L 1 function on g R and drop the assumption that the support of ϕ lies inside g ′ R . Let {ϕ l } ∞ l=1 be a partition of unity on g ′ R subordinate to the covering by those open sets Ω's. Then ϕ can be realized on g ′ R as a pointwise convergent series:
Because F α ∈ L 1 loc (g R ), the series ∞ l=1 g R F α ϕ l ϕ converges absolutely. Hence
which completes our proof of Theorem 9.
A Gauss-Bonnet Theorem for Constructible Sheaves
In this section we will use Theorem 9 to prove a generalization of the Gauss-Bonnet Theorem for constructible sheaves.
As before, let G C be a connected complex algebraic reductive group which is defined over R, and let G R be a subgroup of G C lying between the group of real points G C (R) and the identity component G C (R) 0 . Let g C and g R be their respective Lie algebras. This time we require U R ⊂ G C to be a compact real form of G C , and let u R denote its Lie algebra. As before, M is a smooth complex projective variety with a complex algebraic G C -action on it such that a maximal complex torus T C ⊂ G C acts on M with isolated fixed points; and F is a G Requivariant constructible sheaf on M such that the holomorphic moment map µ : T * M → g * C is proper on the support of the characteristic cycle |Ch(F)|.
Pick a U R -invariant connection ∇ on the tangent bundle T M . Then N. Berline, E. Getzler and M. Vergne define in Section 7.1 of [BGV] the equivariant connection and the equivariant curvature F u R associated to ∇. After that they define the equivariant Euler form
The form χ u R (∇) is U R -equivariantly closed and its class in equivariant cohomology does not depend on the choice of the U R -invariant connection ∇. It is easy to see that the map χ u R (∇) : u R → A(M ) is polynomial and extends uniquely to a holomorphic polynomial (but not G Cequivariant) function
We will use the following properties of χ g C :
if p ∈ M 0 (X), then χ g C (X) [0] = i n · Denominator p (X); in particular, χ g C satisfies the Conditions 3.
Theorem 28 Under the above conditions, if ϕ is a smooth compactly supported differential form on g R of top degree,
where χ g C (X) = e X,µ(ζ) +σ ∧ χ g C (X), χ(M, F) is the Euler characteristic of M with respect to F, and n = dim C M .
Remark 29 Here we do not even need the requirement that a maximal complex torus T C ⊂ G C acts on M with isolated fixed points.
Proof. First, we assume that the support of the test form ϕ lies in g ′ R . An immediate application of Theorem 9 shows that (2π) −n Ch(F ) µ * ( ϕ χ g C )e σ = (2π) −n
where E(X) = (−1) n p∈M 0 (X) m p (X).
Thus we need to show that E(X) ≡ χ(M, F).
By a generalization of the Hopf index theorem stated as Corollary 9.5.2 in [KSch] ,
Then by Proposition 17, for each X ∈ g ′ R , the characteristic cycle Ch(F) is homologous to the cycle p∈M 0 (X)
where each cotangent space is given orientation as described in (14). Using that each T * p M intersects M transversally and keeping in mind Remark 18 we obtain # [M ] ∩ Ch(F) = (−1) n p∈M 0 (X) m p (X), which proves (23).
Finally, the constant function χ(M, F) is clearly locally integrable with respect to the Lebesgue measure on g R , hence the second part of Theorem 9 applies here and this proves Theorem 28 in general.
