We consider the question of how to delete (m -k) rows from a matrix X E lR ffiXn so that the resulting matrix A E lR kxn is as nonsingular as possible. Bounds for the singular values of A are derived which decrease only algebraically with m and n. In addition a number of applications, where subset selection is necessary, are examined.
Introduction
In some applications it is necessary to select k rows from an m x n matrix such that the resulting matrix is as 'non-singular as possible'. That is, for X E ~mxn find a permutation matrix P E ~mxm so that
where A is the matrix in question.
The above problem \vas originally brought to the authors attention during an investigation of the conditioning of multipoint boundary value problems [3] but it also arises in a number of applications which we address in the present note.
Of course the 'non-singular as possible' is vague and, in part, our aim is to present some natural criteria of optimality for various applications. These criteria will be discussed later but for the moment it is useful to focus attention to the case n := ,,~ := rank(X) ::; m where P is to be chosen to maximize the smallest singular value of A (an intuitively attractive notion of 'non-singular as possible'.) \Vhile the statement of the problem is straightforward it is a formidable task to find a sharp lower bound on this singular value. Row selection is often implemented using the Businger-Golub algorithm [1] which is based on a QR decomposition of XT with column interchange to maximize the of the pivots. \Vhile this algorithm usually works \yell in practice, examples are known [5, p31] where the pivot size does not accurately reflect the size of the singular values. Consequently, the analysis of such algorithms 'would lead to poor lower bounds for the smallest singular value of A. A more promising approach is to relate the problem of row selection when k = n to that of finding an interpolatory projection from a Banach space (~m in our case) to an n dimensional subspace (the range of X in our case). A review of such projections is given in [2] . Taking the approach of [6] (see also [2] ) to our problem, we choose P to maximize I det(A)I, the magnitude of the determinant of A. Then Although the bound derived above is unlikely to be sharp, it is quite good as the lower bound decreases only algebraically with rn and n. It indicates that row selection to maximize I det(A)1 will give reasonable results even though the optimum in this case is to maximize the smallest singular value. This appears to be true more generally in that a permutation P, chosen optimally for a specific application will usually be a reasonable choice for other applications. In the sequel we shall expand on this and, by generalizing the notion that I det(A)1 is maximal, derive useful bounds for other optimality criteria.
The paper is organised as follows. In section 2 we introduce some notation and present the basic results. Then, in section 3 we consider a number of applications and indicate how the results of section 2 can be applied to give useful bounds.
The Main Results
First we introduce some notation. For x E ~p we use the usual Euclidean norm
Given a matrix C E ~pxq we denote the non-zero singular values by the spectral norm by and the Frobenius norm by From the singular value decomposition of C, it follows that
,O'r(C))
and U E ~pxr, V E ~qxr satisfy
For X E ~mxn and a permutation matrix P E ~mxm ,we may write
where A E ?Rkxn~ BE ?R(m-k)xn and
Furthermore, when k ;:: rank(X), it is clearly possible to choose P so that G = 0 and then (1) simplifies to
\Ve now show that a permutation exists so that the matrix H in (2) is not 'large'.
Then, there is a permutation matrix P so that (2) holds with
Proof ·Without loss of generality, we take r = n since otherwise we can effectively delete columns of X by postmultiplication by an orthogonal matrix.
\Ve choose P to maximize det(A T A) and define Then ,vhere 
k+l(X) .
Again the 10\ver bound for the singular values decreases algebraically with m and k.
The result of Corollary 2 can also be obtained directly from Theorem 1. As previously, let
. , O"r(X))
and U E 3(mxr, V E 3(nxr satisfy Now consider the partition 
Some Applications
As our first example, consider the least squares problems
vl'·here X E »(mxn, rank(X) = r and suppose we wish to delete some points from the design matrix. Thus, we require a permutation matrix P for which and then soh'e the modified problem min II Aa -f II a where f consists of the first k elements of Pf. Let us assume that the underlying linear model is correct, although the data f is contaminated by noise. That is,
where s E range (X) and til i = 1, ... , m are independent realizations of a random variable with mean zero and variance (32. Then it is sensible to minimize where E is the expectation and s consists of the first k elements of Ps. From Corollary 1 we immediately obtain a bound for this quantity. 
where X E ~mxn, n > m rank(X} If the problem is very badly conditioned, some modification to the usual approach is necessary to provide some stabilization.
As is discussed in [4, Section 12.2] it is sometimes advantagous to impose on (4) the constraint that x has at most k < n non zero components. That is, replace (4) To analyse the constrained problem further it is useful to introduce the truncated singular value decomposition. As previously, let
and U E ~mxn, F E ~nxn satisfy Furthermore, consider the partitioning 
But, from Corollary 1, there is a permutation matrix P such that
from which the required result now follows #.
Note that the bound obtained in Lemma 3 is somewhat sharper than would have been obtained by applying the result of Corollary 2 to Lemma 2.
As our final example, consider the underdetermined system XTX = f, X E ~mxn, m > n = rank(X) for which we wish to determine a solution with at most k ~ n non zero entries. A solution to this problem is 
