It is widely believed that in order to solve large scale global optimization problems an appropriate mixture of local approximation and global exploration is necessary. Local approximation, if first order information on the objective function is available, is efficiently performed by means of local optimization methods. Unfortunately, global exploration, in absence of some kind of global information on the problem, is a "blind" procedure, aimed at placing observations as evenly as possible in the search domain. Often this procedure reduces to uniform random sampling (like in Multistart algorithms, or in techniques based on clustering).
1 Introduction: two-phase and smoothing methods for global optimization
Let us consider a general, essentially unconstrained, global optimization problem of the form f = min
where S is a "simple" subset of R n , typically an n-dimensional box, and f is a sufficiently smooth real-valued function. Here the feasible set is defined in order to have the possibility of sampling a uniform point in it without too much computational burden. In other words, it is expected that the global minimum x is attained in the interior of S (and most likely many, if not all, local minima are also in the interior): the feasible set is simply a search space wide enough to contain all of the "interesting solutions" to the problem. Also, by "sufficiently smooth" we mean that f should be at least as regular as required by an available local search algorithm.
Many problems of practical interest can be posed in these general terms: one of the most well-known and hard essentially unconstrained global optimization is the problem of folding a protein in such a way as to globally minimize its free energy: in this problem, atoms are relatively free to move in R 3 , even if a box can be defined which eventually will contain "interesting" molecular conformations.
If the problem allows for the use of a sufficiently efficient local optimization algorithm, it is well known [Schoen, 2002] that a two-phase procedure is a good candidate for global optimization. A two-phase approach is composed of sampling coupled with local searches started from sampled points. Let us denote by
LS(x)
a mapping from R n to R n such thatx = LS(x) is a local optimum point; then a two-phase global optimization method can be seen as a (random) sampling technique applied to the problem min x∈S f (LS(x)).
Ideally, ifx = LS(x) than x should belong to the basin of attraction ofx, in the sense that there should be a continuous non-increasing path connecting x withx. When using any practical algorithm in place of LS this might not be true anymore -sometimes local searches perform very large steps, so that the set of points leading to the same local optimum may be very different from its region of attraction. But let us, for now, assume that an "ideal" local search is available. The composed function
is piecewise constant, with constant "plateaux" corresponding to the regions of attraction of different local optima. It should be evident that globally minimizing f (x) is equivalent to globally minimizing the piecewise constant function f (LS(x)). Multistart is an elementary example of a two-phase method aimed at minimizing L(x) -in practice it reduces to a pure random (uniform) sampling applied to L(·) = f (LS(·)). It could in principle be possible to apply any known global optimization to the transformed problem min L(x), but many problems arise. First of all, function evaluation becomes much more expensive -we have to perform a local search on the original problem to observe the transformed function L in a single point. Secondly, the analytical form of L is not available; moreover it is a discontinuous, piecewise constant function: even performing a local search on L is a difficult task, let alone finding a global minimum! Given this difficulty, most two-phase methods have been built without exploiting the fact that the true objective function to be minimized is L instead of f ; some of the best known examples of two-phase methods, like e.g. multi-level single-linkage [Rinnooy Kan and Timmer, 1987] , or simple-linkage clustering approaches [Locatelli and Schoen, 1999, Schoen, 2001 ] neglect in some sense the piecewise constant shape of L and concentrate most of the effort on improving with respect to Multistart. In particular, for clustering methods, improvement over Multistart is obtained through a sequential decision procedure which is used to choose from which points it seems worthwhile starting a local search. This way much of the effort is placed in sampling f (x), while L is sampled in a relatively small number of points. This approach is sensible, and indeed produced very good results, only for problems with relatively few variables (a few tens) and with relatively few local minima whose regions of attraction are not too small: in these cases clustering methods are superior to Multistart, as they succeed in avoiding to start many local searches which eventually lead to the discovery of the same local minimum. Such kind of strategies are doomed to fail when either the number of variables is high (and thus uniform sampling becomes excessively expensive) or when the number of local optima is huge, a situation which is extremely common, e.g., in most molecular conformation problems [Doye, 2002] . When this is the case, it frequently happens that local optima are not randomly displaced, but quite often they can be seen as perturbations of an underlying function which possesses quite a low number of "easy" local optima -in biology this kind of functions are referred to as "funnel"-like structures. An univariate example of such kind of functions is given in Figure 1 , where the function to be minimized is represented by the solid line, while it can be seen that the underlying funnel structure is given by the dotted line. Motivated by examples of this kind, quite naturally, some authors [Moré and Wu, 1996 , Moré and Wu., 1997 , Shao et al., 1997 proposed filtering approaches: if we could filter the high frequencies which perturb the funnel structure, then it will be possible to recover the underlying funnel structure and use a standard global optimization method on the filtered function (which is much easier to globally optimize) in order to reach the global optimum. In the authors' opinion, however, one of the main drawbacks of smoothing methods is the fact that they are based on the desire of directly smoothing f (x), and, as it frequently happens, if this function is extremely oscillating, it may happen that either the smoothed function is very different from the original one, or, if the smoothing factor is small, the smoothed function is again multimodal, and optimizing it is as difficult and error-prone as optimizing the original one. In this paper we will try to exploit the interesting characteristics of smoothing methods for the optimization of L(x).
Smoothing local searches
A quite elementary analysis of the above discussion led to the main contribution of this paper: in order to build a more reliable method for large-scale, funnel-type global optimization problems, sampling L coupled with smoothing L might prove a good strategy. If we look at Figure 2 , it can be immediately noticed that a very good smoothing effect has already been achieved by simply observing L, the results of local searches, in place of f . However, in order to fully exploit the funnel structure, a smoothing method should be applied to L: this way the piecewise constant structure of L will be replaced by a smooth function which contains information of descent directions. It is in fact evident that in a piecewise constant function no local information is able to provide guidelines on descent steps; however, if smoothing were possible, the smoothed function could help in finding appropriate descent directions and thus guide the search towards the global optimum.
Theoretical framework
Given a real valued function f : R n → R and a smoothing kernel g : R → R, which is a continuous, bounded, non-negative, symmetric function whose integral is one, the g-transform of f is defined as The most widely used kernel in the literature is of course the gaussian kernel
but by no means this is the only one which has been used in practice (we used the symbol ∝ to avoid writing a multiplicative constant which plays no rôle in the methods we are presenting here).
In this paper we propose to apply a smoothing transformation to the piecewise constant function L and, thus, we would like to estimate the transformed function
In Figure 3 we plot the piecewise constant result of local searches of Figure  2 with a few examples of gaussian transforms for different values of σ. This task, apart from trivial examples, is usually an impossible one, as the analytical expression of L is not available. Nevertheless, it seems worthwhile to explore some of the main characteristics of this transform before proceeding with an approximation which eventually leads to the definition of a practical algorithm. Even if it is perfectly clear that an explicit computation of (1) is impossible, in this section we will analyze its behavior in the simplest possible case, i.e. that of a function of a single variable which possesses a single funnel.
In the one-dimensional case it may be assumed without loss of generality that the regions of attraction of different local optima are contiguous segments and thus
where
We observe that in the definition of L(x) some care has to be taken for the value this function attains at points which are on the boundary between two different regions of attraction. Usually these are stationary points and a typical local algorithm will not make any step if initialized at such a point. In general it is not clear to which region of attraction these points should be assigned, if any. In the one-dimensional case we arbitrarily choose to leave the right hand side of each region of attraction open, but in the multidimensional case the question remains to be considered. A single-funnel function is characterized by the fact that there exists an index ∈ {1, . . . , N} such that
Notice that the global minimum value is V . Observe also that (3) states the property that a descending (more precisely, not ascending) path down to the global minimum exists from any starting point. We can also assume, without loss of generality, that the origin x = 0 is the midpoint of the bottom step, i.e.
(this can always be obtained through a translation). Let g(x) be a kernel (which, in particular, is a probability density function) and let F (x) = x −∞ g(y) dy be the corresponding probability distribution function. In the following theorem we prove that if g satisfies quite general conditions (enjoyed, among others, by gaussian densities), then the transform L of a single-funnel step function is unimodal. 
After the change of variable
and, after easy computations,
It is immediate to proof that:
, otherwise it must have at least a minimum point. We would like to show that stationary points are minima. Taking the first derivative we obtain:
We wish now to prove that L g (x) is monotonic or unimodal by looking at the zeros of L (x). In fact
and its sign, as g(x) > 0 ∀ x ∈ R, is the same as that of
We have:
The denominator is always positive. The numerator is nonnegative if and only if
If, as it has been assumed, g is logarithmically concave, then the first derivative of its logarithm
is nonincreasing; thus the numerator in (6) is nonnegative if and only if a i > 0 and so
is nondecreasing if and only if a i > 0; however, also V i+1 − V i is positive if and only if a i > 0, so L (x) is the product of a nondecreasing function and a positive one. Thus either it is non zero for all x, or it can be zero either at a single point or it might be zero in a segment. In any case, as the transform either has no stationary points or it must have a minimum, the theorem is proven.
With slightly stronger assumptions we can obtain a transform which has one and only one minimum point.
Theorem 2 If in addition to the assumptions of Theorem 1 g(x)
is strictly log-concave, then the transform has at most a single minimum point. Proof In fact strict log-concavity for a continuously differentiable function means that
is decreasing; thus
is decreasing and, as a consequence, L (x) is the product of a positive function and of an increasing one. Thus it can have at most one zero.
Theorem 3 If, in addition to the assumptions of Theorem 1, g is such that
then L(x) has a minimum.
Proof
We simply need to show that L (x) changes sign. Given the assumptions, thanks to the log-concavity of g, then
Thus, if a > 0 the right hand side tends to −∞ and we obtain that
tends to a strictly positive quantity.
From the above theorems, it immediately follows that, for example, if g is a gaussian kernel, then the transform has always one and only one minimum point. It is also easy to show that if the variance of the density function g is sufficiently small, then the minimum point occurs, as expected, inside the interval corresponding to the bottom step of the objective function:
Theorem 4 There exists aσ > 0 such that if
Proof As the variance goes to zero, by Tchebychev's inequality, the probability tends to be concentrated at zero.
Being restricted to the one-dimensional case, all these results are of limited usefulness. However, they at least suggest the existence also for the multidimensional case of some notion of a "path of descending steps down to the global minimum", which leads to results similar to those obtained for the one-dimensional case.
The second requirement we need to relax is that of finding an analytic expression for L g (x). This is usually not possible also because we do not even have an analytic expression for L. However, L g (x) can be approximated and the local search over L g (x) can be substituted by the local search over its approximation. Next section will be dedicated to the definition of an approximation and to the resulting global optimization algorithm.
as the transform depends on values of L in all the domain: of course, apart from the impossibility of sampling L everywhere, even if this would be possible there would be no point in using a smoothing filter, as, at that point, the global optimum of the original would have been already discovered. So a complete description, or even a numerical estimate of L g (x) at a single point is out of question. Considering the fact that only finite samples of L will be available, the approach we followed in this paper was that of sampling in a spherical neighborhood of prefixed radius r centered at the current point, i.e. in B(x 0 , r) = {x : x − x 0 ≤ r}; after sampling, we build an approximation to the restriction of L g (x) on B(x 0 ; r) which should capture some local information of the function L. In other words, in some sense similar to what is done in trust-region methods, we use information and models in a neighborhood of the current point in order to find a descent direction. Assuming the ball is contained in the feasible set, the restriction of the transform on B can be defined as follows:
We notice that the normalization factor is necessary in order to satisfy the requirements of a kernel function. In order to roughly estimate L B g (x) we choose to draw a uniform sample on S(x 0 , r) of a prefixed cardinality K. Let y 1 , . . . , y K denote the points sampled in S(x 0 , r). Then a local estimate of the restricted transform is given bŷ
This function shares with (8) some important properties:
1. it is continuous 2. for each x it is a convex combination of the values obtained by applying local searches from points inside B(x 0 , r) (or, equivalently, obtained through observations of L)
3. the nearer x is to a sampled point y i , the stronger the influence of the observed value is at that point.
Under mild regularity assumptions it can be seen that this estimate is consistent with (8), in the sense that the estimate converges to the restricted transform as K grows to infinity.
A numerical algorithm based upon smoothed local searches
At the beginning of this paper we observed that one of the disadvantages of working with L(x) was the fact that, due to its piecewise constant shape, no information could be obtained on descent directions. Here we propose to use the local approximation of the smoothed transform of L given in (9) as a local model useful in guiding the search towards the global optimum. In other words, the local approximation is used as a model to predict a descent direction of L(x). The proposed algorithm consists of an approximation phase coupled with a displacement phase: in the approximation phase we are given a current point x h and the value of L(x h ); a sample of cardinality K of points in a neighborhood S(x h , r) of x h is drawn and L is observed in each point in the sample. The values thus obtained are used to build an approximate filtered function (9) which is numerically minimized in S(x h , r). The global minimum ofL
is taken as the next current point and the procedure is iterated (displacement phase). Of course, as local searches might produce very good local minima and, possibly, local minima which are very far from the current point, in order to speed up the procedure each time a record (i.e., the best local optimum observed so far) is obtained, the procedure interrupts and sets the current point to the record. The whole procedure is stopped when no improvement of the record has been observed since a prefixed number of steps. In the following we describe in pseudo-code the whole procedure: 
// a new record has been found record = current; NoImprove = 0; x = y else x = x end if end if end while end Procedure
As it can be seen from the above scheme, in order to speed up the algorithm, the center of the ball where sampling is performed is moved as soon as a new record is observed.
Numerical results
In order to test the numerical performance of the proposed algorithm both a set of hard test problems and an alternative algorithm have to be chosen. We decided to compare our method with Monotonic basin-hopping (MBH) [Leary, 2000] , [Wales and Doye, 1997] , a widely used stochastic method which proved to be extremely efficient when applied to problems possessing a funnellike structure. Using a terminology similar to that of the algorithm proposed in this paper, MBH can be described as follows:
Procedure MBH(r, MaxNoImprove) // MaxNoImprove: stopping criterion // r: radius used in local perturbation of the current point NoImprove = 0; x = random uniform point in S;
// a new record has been found while sampling in S(x , r) record = current x = y NoImprove = 0; else NoImprove = NoImprove + 1 end if end while end procedure
As it can be seen, MBH performs local optimization in a neighborhood of the current record, moving as soon as an improvement is observed; MBH has been very successful in many hard test problems of global optimization like, e.g., the minimization of Lennard-Jones or Morse potential energy functions. It seems to be the best algorithm to compare with our approach in that it shares with our method some parameters (and thus a comparison is more meaningful) and it performs extremely well on some test problems which are generally recognized as extremely difficult ones. We do not explore in this paper the possibility of applying our method to molecular conformation problems, as this subject deserves a deeper analysis which would excessively lengthen this paper.
As a set of test problems we choose a few objective functions which share the following characteristics:
• they are essentially unconstrained (defined in a box)
• the dimension of the problems can be chosen
• the global optimum is known
• they possess a very high number of local optima Unfortunately a reliable and stable set of test problems is still lacking for unconstrained large scale global optimization. Even in [Floudas and Pardalos, 1999] the chapter on continuously differentiable unconstrained problems contains very few (and quite easy) general tests. The problems we solved were the following Rastrigin [Törn andZilinskas, 1989 ]
with x i ∈ [−5.12, 5.12]
Levy [Levy and Montalvo, 1985] Levy(x) = 10 sin
Ackley [Ackley, 1987] 
with x i ∈ [−500, 500]
Moreover we performed tests on an amplified version of the Rastrigin function
with A = 100 and with A = 1000; this function was chosen in order to test the sensitivity of the method to larger oscillations.
Finally we choose to test our method also on a scaled Rastrigin function:
where α i = 1 if i/10 ≡ 0(mod 2), otherwise α i = 2 (i.e., α i = 1 for the first ten variables, then it is 2 for the next 10 and so on). This test function was introduced in order to check the behavior of the method in presence of asymmetric level sets. In the following tables we report computational results obtained with our algorithm and with MBH with different choices of the parameters. For each test we performed 1000 independent runs of each algorithm; for each test performed either with our method or with MBH on the same function but with different parameters, we used the same seeds in random number generation, so that each of the 1000 runs was started in the same point for all the methods tested. In both methods we used the value 1000 for MaxNoImprove parameter. We choose a gaussian kernel for the smoothing and we let its standard deviation be defined as
This choice for σ originates from the desire, in some sense, to have enough information from the observations in all the neighborhood B(x; r). In other words, assuming that, using a gaussian kernel, enough weight is placed in a ball of radius σ centered in each observation, the above formula is obtained from the requirement that the volume covered by K balls of radius σ should suffice to cover the ball with radius r.
This way the only parameters which remains to be chosen are r, the radius of the sphere used both for generating new observations of L and for the local approximation based upon smoothing, and K, the number of observation used in order to build an approximation to the smoothed function.
For what concerns MBH, we tested several values of r in order to find the best value for that algorithm. Our main aim in these experiments has been that of showing that even when a very good algorithm, like MBH, is placed in the best possible conditions, our method still outperforms it.
The tables with numerical results can be found in the appendix; for each table we report the following columns: the radius r used, the number K of samples, the number of successes out of 1000 trials (by success we mean that the algorithm observed the global optimum at least once), the average number of local searches performed (obtained dividing the total number of local searches except those used for stopping by the number of trials), and the average number of local searches per success (obtained dividing the total number of local searches, again except the last ones, by the number of successes, if this number is positive). We choose not to count the last local searches as these are constant for both algorithms and, in some sense, they are just a waste, as they are just used only to stop the algorithm. Results relative to MBH are reported in the table with a dash "-" in column K.
Comments on numerical results
The results obtained with the Rastrigin function (see tables 1-3) show a clear improvement in our method with respect to MBH. Even when the best parameter r is chosen for MBH, our method generally outperforms it; however it is important to notice that not only our algorithm requires less local searches than MBH: it has also a significantly greater success rate and, what is particularly important, keeps its good behavior for a quite large set of choices of the parameter r: in other words not only the method is better than MBH, but it is also much more robust, so that the choice of parameters is far less critical. This greater robustness of our algorithm is shared by most of our tests, as it can be seen from the tables in the appendix.
Analyzing the behavior of the two methods with Levy's and Ackley's functions (Tables 4-6 and 7-9), again it is immediate to see that our method has a greater success rate, requires less local searches and is more robust than MBH; differently from what happened with Rastrigin test functions, here increasing the cardinality K of the sample did not improve the performance of our method. This difference may be justified observing that increasing K has two opposite effects: from one side it gives us a better approximation of the smoothed function; from another side, however, as we choose to stop the algorithm after 1 000 local searches with no improvement, a greater value of K gives our algorithm less freedom to move. For example, with K = 50 the algorithm might stop after 20 "major" iterations (i.e. those iterations during which a new approximate smoothing is built and used) with no improvement; increasing K to 100, leaves to our method only 10 unsuccessful iterations before stopping. For easy functions, like Rastrigin, the advantages of better approximation compensate the small number of moves; for more challenging tests this is no more true. However, analyzing the output of our algorithm, we noticed that in any case the algorithm almost always stops with a record value which is significantly lower than that found by MBH even in the cases were failure occurs. Another observation should be made for these two classes of test functions: looking at the tables it is seen that when both MBH and our method display the best performance, their behavior is almost indistinguishable. In these cases our method is actually following the same decisions as MBH: in practice before a sample of K observations is taken a new record is almost always observed. In these cases, no approximation is performed and the method becomes the same as MBH (with no overhead). However, again, we observe that when the parameters of MBH are not optimal, our method still outperforms it. In other words, our method is equal to MBH when it is easy to follow descent steps towards the global optimum; instead, when MBH gets stuck in a local optimum, our algorithm often finds a descent path which improves the record of MBH and, quite often, ends up in the global optimum.
The Schwefel test function is particularly interesting as, differently from the previous ones, it is not a single-funnel one. So both methods might, and in fact do, end up in different optima. Again, however, it can be easily seen that our method is significantly more successful and efficient than MBH, the more so when the dimension increases. When r is sufficiently large, the identification of the funnel containing the global optimum becomes quite easy.
The modification introduced on the Amplified Rastrigin function (see the results in Tables 12-14) , while not altering significantly the regions of attraction of local optima, changes their relative value; thus it is expected that global optimization methods will get into more trouble in finding a descent path towards the global optimum. In fact the results, both for MBH and for our method, are worse than those found on the original Rastrigin function. However, again, our method, for all choices of the parameters, with a single exception, outperforms MBH both in the number of successes and in the number of local searches required to observe each success.
Finally we analyze the scaled variant of the Rastrigin function (tables 15-16). The motivation for this modification is that we wished to check the ability of our method of finding descent paths even when the level sets near local optima are not spherical. Changing the scale of some of the variables has the effect of generating ellipsoidal level sets. It is thus quite evident that a method like MBH, which samples in spheres, will have great difficulties: in fact if the radius of the sphere is too small, MBH will not find an improvement and will get stuck in a local minimum. On the other hand, if the radius is too large, sampling will be performed in a region which is so large that the probability of finding a record will usually be very low. Quite surprisingly, however, our method is able to correctly identify descent directions, even when sampling in small spheres, as it is clearly displayed by the results in the tables. Of course the higher the dimension, the worse is the behavior of the algorithm; however the number of successes is quite high. We also performed a final test to check whether the number of successes could be improved by letting the algorithm run longer; we thus increased the MaxNoImprove parameter from 1000 to 2000 (see Table 17 ) and in fact observed a significant improvement: this reinforces our suspects that our algorithm successfully extracts information of good descent direction which enables it, if not stopped prematurely, to end up in the global minimum with high probability.
Conclusions
The numerical results we have presented support the evidence that our method is significantly efficient and robust. In fact, not only it is able to find the global optimum generally more often than MBH, with a much lower number of local searches and, what we think is a particularly interesting characteristics, with far less tuning of parameters. It can be seen from most of the tables that the behavior of our method is sensibly better than that of basin hopping for many choices of the two parameters of the algorithm, even when compared with the best choice for MBH. Of course in the tables presented we did not consider the overhead caused by the use and the optimization of the approximate transform. This is indeed a computational cost which other algorithms, and, in particular, MBH, do not possess; also we did not take into account the fact that while MBH is a memoryless method, in which only the current and the best observation have to be memorized, in our method K + 1 observations are to be kept in memory. Of course we could pretend that the method is applied to the optimization of computationally expensive objective functions, in which case the overhead will be negligible and surely counterbalanced by the increase in efficiency and robustness of the method. However, even in the case of relatively cheap objective functions, like the ones we used as test problems in this paper, the actual overhead is quite modest. It should in fact be observed that in the main loop of our algorithm a new approximation, with the necessity of storing K new observations and of optimizing the approximate transform, is generated every K iterations; but, as it can be seen from the tables dividing the number of local searches by K + 1, the number of approximations required is generally extremely low. We should also remark that, although the approximate transform might be nonconvex in the neighborhood of the current point, we just performed a simple local search on it, based upon the assumption that a descent in the transform most likely corresponds to a descent in the original function. Although this is not true in general, in practice the results obtained tend to confirm that this is quite often the case.
In conclusion we can observe from the numerical experiments that our approach succeeds in extracting information on possible descent directions in the piecewise constant function which is obtained through local searches. The results display a significative improvement both in the precision (number of successes) and in the computational cost (number of local searches) with respect to basin-hopping, which is one of the best performing methods for problems with huge numbers of local optima. Moreover, the proposed approach is almost parameter free: we have proposed an automatic procedure for the choice of the σ parameter in the definition of the gaussian transform; all of our results (except one) were obtained with a fixed value for the MaxNoImprove parameter, and the size of the sample within each sphere was chosen either equal to n, the dimension of the problem, or to 2n. So the only parameter which requires specification is r, but, as it can be seen from the tables, choosing r in our method is sensibly much easier than in basin hopping. Quite large ranges for r produce numerical results which are significantly better than those obtained with the best possible choice for basin hopping. We can conclude observing that in this paper a new approach has been proposed which tries to exploit the important information obtained through local searches by means of a smoothing technique aimed at discovering regions where it is likely to find better function values. The numerical results obtained are quite encouraging, as they support the fact that the proposed approach is robust, requires the setting of a very small number of parameters and is capable of finding the global optima of standard difficult test problems in quite an efficient way. 
