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ASYMPTOTIC DYNAMICS FOR THE SMALL DATA WEAKLY
DISPERSIVE ONE-DIMENSIONAL HAMILTONIAN ABCD SYSTEM
CHULKWANG KWAK AND CLAUDIO MUN˜OZ
Abstract. Consider the Hamiltonian abcd system in one dimension, with data posed in the
energy space H1 × H1. This model, introduced by Bona, Chen and Saut [7, 8], is a well-
known physical generalization of the classical Boussinesq equations [12]. The Hamiltonian
case corresponds to the regime where a, c < 0 and b = d > 0. Under this regime, small
solutions in the energy space are globally defined. A first proof of decay for this 2×2 system
was given in [25], in a strongly dispersive regime, i.e. under essentially the conditions
b = d >
2
9
, a, c < −
1
18
.
Additionally, decay was obtained inside a proper subset of the light cone (−|t|, |t|). In this
paper, we improve [25] in three directions. First, we enlarge the set of parameters (a, b, c, d)
for which decay to zero is the only available option, considering now the so-called weakly
dispersive regime a, c ∼ 0: we prove decay if now
b = d >
3
16
, a, c < −
1
48
.
This result is sharp in the case where a = c, since for a, c bigger, some abcd linear waves
of nonzero frequency do have zero group velocity. Second, we sharply enlarge the interval
of decay to consider the whole light cone, that is to say, any interval of the form |x| ∼ |v|t,
for any |v| < 1. This result rules out, among other things, the existence of nonzero speed
solitary waves in the regime where decay is present. Finally, we prove decay to zero of small
abcd solutions in exterior regions |x| ≫ |t|, also discarding super-luminical small solitary
waves. These three results are obtained by performing new improved virial estimates for
which better decay properties are deduced.
1. Introduction
1.1. Setting. Consider the initial value problem (IVP) for the one-dimensional abcd system:
(1− b ∂2x)∂tη + ∂x
(
a ∂2xu+ u+ uη
)
= 0, (t, x) ∈ R× R,
(1− d ∂2x)∂tu+ ∂x
(
c ∂2xη + η +
1
2
u2
)
= 0,
η(t = 0) = η0, u(t = 0) = u0.
(1.1)
Here, η = η(t, x) and u = u(t, x) are real-valued unknowns, and (η0, u0) are given initial data
in (H1 ×H1)(R).
The abcd system (1.1) was introduced in 2002 in a foundational paper by Bona, Chen and
Saut [7, 8], as an improved version of the original Boussinesq equations [12] obtained from
the water waves equation in the long wave regime, and it is by now a canonical shallow water
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model. The constants a, b, c, d must follow the conditions [7]
a, c < 0, a+ b =
1
2
(
θ2 − 1
3
)
, c+ d =
1
2
(1− θ2) ≥ 0, (1.2)
for some θ ∈ [0, 1] (this case is referred as the regime without surface tension). The physical
perturbation parameters under which the long wave expansion is performed in the water waves
model are
α :=
A
h
≪ 1, β := h
2
ℓ2
≪ 1, α ∼ β,
and where A and ℓ are typical waves amplitude and wavelength respectively, and h is the
constant depth.
Note that in the case η = const.u, with b and d properly chosen, and after suitable rescaling
and time translation x 7→ x− t, (1.1) becomes the classical Benjamin-Bona-Mahony (BBM)
equation [6]. In that sense, the abcd system is a physically motivated improvement and
generalization of the BBM equation, and it is also believed to be nonintegrable as BBM.
Equations (1.1) are part of a hierarchy of Boussinesq models, including second order systems,
which were obtained in [7] and [9]. See these papers for a more accurate description of the
physical relevance of (1.1).
A rigorous justification for the abcd model from the free surface Euler equations (as well
as extensions to higher dimensions) is given by Bona, Colin and Lannes [9], see also Alvarez-
Samaniego and Lannes [3] for improved results. Since then, these models have been extensively
studied in the literature, see e.g. [10, 9, 26, 35] and references therein for a detailed account
of known results.
As for the low regularity Cauchy problem associated to (1.1) and its generalizations to
higher dimensions, Saut et. al. [36, 37] studied in great detail the long time existence problem
by focusing in the small physical parameter ε appearing in the asymptotic expansions. They
showed well-posedness (on a time interval of order 1/ε) for (1.1). We also refer to Burtea’s
work [13] (compared to [37]) for an additional improvement of [36] under some directions,
including most of “generic” cases and low-regularity regime (in comparison with [36]) for which
the well-posedness holds true. Previous results by Schonbek [38] and Amick [4] considered the
case a = c = d = 0, b = 13 , a version of the original Boussinesq system, proving global well-
posedness under a non cavitation condition, and via parabolic regularization. Linares, Pilod
and Saut [26] considered existence in higher dimensions for time of order O(ε−1/2), in the
KdV-KdV regime (b = d = 0). On the other hand, ill-posedness results and blow-up criteria
(for the case b = 1, a = c = 0), are proved in [16], following the ideas in Bona-Tzvetkov [11].
It is well-known that (1.1) admits (big) solitary waves in certain regimes of a, b, c, d, see [5]
and references therein for details. Those solitary waves are globally defined solutions in the
energy space with no decay. Below, we will discuss further this topic.
Whenever b = d, the system (1.1) is Hamiltonian, and globally well-posed in the energy
space H1 ×H1 [8], at least for small data, thanks to the conservation of the energy
E[u, η](t) :=
1
2
∫ (−a(∂xu)2 − c(∂xη)2 + u2 + η2 + u2η) (t, x)dx,
with a, c < 0.
(1.3)
This will be the setting that we shall assume in this paper: globally defined small solutions
for the Hamiltonian case. Notice that is unknown whether or not large or non Hamiltonian
solutions of (1.1) may develop singularities in finite time. In the global existence setting, the
case where a, c ∼ 0 is essentially the weakly dispersive case, and on of the main subjects
of this paper.
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1.2. Scattering and decay. Assume that (η, u) ∈ C(R, (H1×H1)(R)) is a globally defined
solution to (1.1). Can one find its asymptotic behavior as t → ±∞, in terms of scattering?
By scattering, we mean the existence of final states (u±, η±) ∈ H1 ×H1 such that
lim
t→±∞ ‖(u, η)(t) − S(t)(u
±, η±)‖H1×H1 = 0, (1.4)
and S(t) is the associated linear flow in (1.1). This question is far from trivial, because of the
following reasons:
• First of all, the nonlinearities are too weak (just quadratic) for getting (1.4), and
modified scattering is expected.
• Second, the low dimension (=1) makes the associated linear decay the worst possible,
of order O(t−1/3) for a wide range of parameters (a, b, c, d) [33].
• Third, there is the presence of (non decaying) solitary waves, with zero and nonzero
speeds [5]. Therefore, (1.4) cannot hold in that case.
• Finally, (1.1) is a 2 × 2 system, which implies that scattering techniques are harder
to apply than usual [33].
The first known “scattering” result for (1.1), in the alternative form of an explicit proof of
decay to zero in time-depending regions of space, was proved in [25]. In order to state this
result, first recall the following definition, also important for the main results of this paper.
Definition 1.1 (Intervals of decay). Let v ∈ [−1, 1] be any fixed number (speed), and t ∈ R
such that |t| ≥ 2. For each (t, v), we define the interval of decay Jv(t) ⊂ R as
Jv(t) :=
(
v|t| − |t|
log2 |t| , v|t|+
|t|
log2 |t|
)
. (1.5)
Essentially, Jv(t) ∼ {|x| ∼ v|t|}. One has
Theorem 1.1 (Decay for the strongly dispersive Hamiltonian abcd system, see [25]). Let
(u, η) ∈ C(R,H1 × H1) be a global, small solution of (1.1)-(1.2), such that for some ε > 0
small
‖(u0, η0)‖H1×H1 < ε. (1.6)
Let v = 0, |t| ≥ 2 and J0(t) be as in (1.5). Assume additionally that (a, c) are dispersion-like
parameters, see (1.8). Then, there is strong decay in J0(t):
lim
t→±∞ ‖(u, η)(t)‖(H1×H1)(J0(t)) = 0. (1.7)
By dispersion-like parameters, we mean the following [25]: (a, b, c) satisfying (1.2) are such
that1
3b(a + c) + 2b2 < 8ac. (1.8)
This condition means that the negative (a, c) are both not sufficiently close to zero, or in
other words, (1.1) has enough dispersion to ensure decay to zero of its small solutions. In
[25] it was additionally proved that the parameters of the Hamiltonian abcd system (see the
physical restrictions (1.2)) must obey the condition
b >
1
6
∼ 0.17, (1.9)
and that
(1.8) holds if b > 29 ∼ 0.22. (1.10)
1Recall that since abcd is Hamiltonian, one has b = d.
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This essentially says that Theorem 1.1 only concerns with a strongly dispersive regime, so
the regime 16 < b ≤ 29 , which describes the weakly dispersive regime, was left open. Indeed,
for instance in the case a = c, (1.8) in addition to (1.2) (in particular, a = c = 16 − b) implies
a = c < − 1
18
. (1.11)
Consequently, if b < 29 , then (a, c) are above these last values. Let us be more precise. A
very useful parametrization of the set of parameters (a, b, c) for which (1.9) and (1.10) can be
understood is given in terms of two parameters, b and ν [25]:
(a, b, c) =
(
−ν
2
+
1
3
− b, b, ν
2
− b
)
, (ν, b) ∈ R0,
R0 :=
{
(ν, b) : ν ∈ [0, 1] ∩
(
2
3
− 2b, 2b
)
, b >
1
6
}
.
(1.12)
Therefore, the Hamiltonian abcd system is valid only in the set R0 described in Figure 1
(left). On the other hand, the set R ⊆ R0 of pairs (ν, b) under which (1.8) is valid is given in
Figure 1 (right).
ν
b
• •
1
•
2
3
1
3
•
•1
3
•1
6
•1
2 b =
1
2νR0
ν
b
• •
1
•
2
3
1
3
•
•1
3
•1
6
•
• 2
9
1
2 b =
1
2νR
Figure 1. (Left). The set R0 under which the Hamiltonian abcd system
(without surface tension) makes sense. Note that each point has associated
values (a, c) via formula (1.12), and the set of admissible values makes sense
only if b > 16 . Also, note that at (ν, b) = (
1
3 ,
1
6), one has (a, c) = (0, 0) (no
dispersion in (1.1)). (Right). The set R under which (1.8) holds, and Theorem
1.1 is valid. Note that b = 29 represents the bottom of this set. Finally note
that at (ν, b) = (13 ,
2
9), one has (a, c) = (− 118 ,− 118 ). Figure taken from [25].
Having explained the importance of strongly dispersive parameters (a, b, c, d) in Theorem
1.1, let us come back to the statement of Theorem 1.1.
Remark 1.1. Note that since (1.1) is Hamiltonian, decay to zero in the whole energy space
H1 ×H1 would imply that the solution is identically zero. In that sense, (1.7) is sharp.
Remark 1.2. Since the data is only assumed in the energy space, (1.7) does not give an explicit
rate of decay for the solution; it is expected that a better description of the rate of decay
could be obtained by assuming better spatial decay properties for the initial data, as it is
usually required in scattering techniques.
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Remark 1.3. An equivalent, but also useful description of the set of (a, b, c)-parameters, for
which the parameters satisfy (1.2), and Theorem 1.1 is valid, is given in Fig. 2. In this
configuration, (a, c) are in functions of the remaining parameter b.
a
c
•−
1
6•−b•−b−
1
6
•−b
•
−b+ 12
B1(b)
a
c
•−
1
6•−b•−b−
1
6
•−b
•
−b+ 12
B1(b)
γ(b)
Figure 2. (Left.) Schematic representation of the admissible pairs (a, c) (in
terms of b) under which abcd is valid (b > 16). Here, the continuous line B1(b)
represents this set. Note that (a, c) cannot be arbitrarily small. (Right.) The
curve γ(b) represents now the borderline for the validity of Theorem 1.1: below
this curve (1.8) holds true. In other words, for b sufficiently small (below 2/9),
the curve γ(b) is completely below B1(b), and Theorem 1.1 fails. See [25] for
further details.
The proof of Theorem 1.1 (see [25]) was based essentially in the use of three particular
virial identities adapted to the acbd dynamics, in the spirit of previous works by Martel and
Merle [27, 28, 29], Merle and Raphae¨l [30], and recently by Kowalczyk, Martel and the second
author [21, 22, 23] (see also [2, 32] for similar results). Let us be more precise: a well-cooked
virial functional I0(t) := I0[u, η](t) is said to control the dynamics of decay as t→ +∞ if one
is able to show that I0(t) is bounded for all time, and
d
dt
I0(t) & ‖(u, η)(t)‖m(H1×H1)loc , m > 0.
This implies that at least for a sequence of times tn → +∞, one has decay along compact
sets in space: limn→+∞ ‖(u, η)(tn)‖(H1×H1)loc = 0. This elementary but no less important
principle is also the key ingredient for each proof proposed in this paper, where we further
improve the virials in [25], and construct other two additional virial functionals. The virial
method has the advantage of allowing –otherwise impossible to attain by today– supercritical
scattering nonlinearities, and only data in the energy space is necessary. Its drawback is the
lack of an explicit rate of decay for the solution, unless one assumes more on the data.
2. New results
At a first sight, at least three important questions were left open in [25]: in the small data
regime,
• Can one improve (1.8) to include all Hamiltonian abcd systems, namely all negative
(a, c) satisfying (1.2)? This amounts to consider the weakly dispersive regime a, c ∼ 0,
where dispersion is very weak compared with nonlinear terms. In this regime, abcd
becomes closer to the hyperbolic regime [38, 4, 16].
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• Can one improve the interval of decay J0(t) to include the whole light cone [−t, t]?
This question is related to the existence of moving solitary waves [5, 14, 15, 34]: a
proof of decay in moving regions will preclude the existence of small solitary waves in
those regimes. Theorem 1.1 only rules out small solitary waves of zero speed.
• A description of the dynamics in the exterior region [−t, t]c was left completely open.
We do not know if super-luminical (speeds greater than 1) solitary waves may exist.
The purpose of this paper is to give positive answers to the previous questions. Some of
them are sharp, but others are still far from optimal. Since we will use plenty of times some
particular concepts, in order to encompass them we prefer to introduce the following standard
notation:
Definition 2.1 (Interval of energy decay and energy decay region). Let (u, η) be a global
H1×H1 solution of the Hamiltonian abcd (1.1)-(1.2), and let t ≥ 1. We say that an interval
I(t) ⊆ R is an interval of energy decay if
lim inf
t→+∞ |I(t)| > 0, and limt→∞ ‖(u, η)(t)‖(H1×H1)(I(t)) = 0. (2.1)
Given a nonempty interval of energy decay I(t), we define the energy decay region, denoted
by ED, as the space-time set of (t, x) ∈ [1,∞) × I(t). A completely analogous definition is
available for times t→ −∞.
As an example, J0(t) = Jv=0(t) defined in (1.5) corresponds to an energy decay interval
for the Hamiltonian abcd system, provided (a, b, c) are dispersion-like parameters, in view of
Theorem 1.1. Note also that I(t) = R implies (u, η) ≡ (0, 0).
Remark 2.1. The notion of energy decay just introduced may differ from the standard notion
of dispersive decay, or decay of the L∞ norm. Indeed, note that from Theorem 1.1 one has
(2.1) with I(t) = J0(t). Therefore, in this case, and by Sobolev embedding in one dimension,
for any compact open interval I0,
lim
t→∞ ‖(u, η)(t)‖(L∞×L∞)(I0) = 0. (2.2)
However, it may be the case that, for some space interval I(t), one has (2.2), but instead
lim sup
t→∞
‖(u, η)(t)‖(H1×H1)(I(t)) > 0. (2.3)
We will come back to this question in the next pages.
Consider now the linear flow associated to the Hamiltonian abcd (1.1), namely
(1− b ∂2x)∂tη + ∂x
(
a ∂2xu+ u
)
= 0, (t, x) ∈ R× R,
(1− b ∂2x)∂tu+ ∂x
(
c ∂2xη + η
)
= 0.
(2.4)
For this problem, recall the well-known notion of plane wave.
Definition 2.2 (Plane wave and plane wave region). Let k,w,A ∈ R, and (a, b, c) satisfying
(1.2). We say that (upw, ηpw) = (e
i(kx−wt), Aei(kx−wt)) is a plane wave for (2.4) if there exist
A = A(k) = A(k; a, b, c) and w = w(k) = w(k; a, b, c) such that (upw, ηpw) solve (2.4). The
quantity w′(k) (if exists) is called the group velocity associated to (2.4), and the set of rays
{(t, w′(k)t) ∈ [1,∞)× R : k ∈ R},
is denoted by PW , or plane wave region.
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In the case of (2.4), one has
w(k) =
±|k|
(1 + bk2)
(1− ak2)1/2(1− ck2)1/2, (2.5)
A(k) =
k(1− ak2)
w(k)(1 + bk2)
=
w(k)(1 + bk2)
k(1− ck2) ,
and
|w′(k)| = |abck
6 + 3ack4 − (b+ 2a+ 2c)k2 + 1|
(1 + bk2)2(1− ak2)1/2(1− ck2)1/2 . (2.6)
Note the complexity of the group velocity, which, first of all, combines all the constants
(a, b, c), even in the Hamiltonian case b = d.
Our first result relates the PW region with the ED region, as approximate duals in some
sense. We classify the decay and plane wave regions in terms of the most appropriate param-
eter b, in the special case a = c. Note that b > 16 , see (1.9). Essentially, we will have the
following decoupling of the half-line b > 16 :
b
. . . • • • •
1
6
3
16
2
9
3+
√
3
12
Having in mind this last figure, and Jv(t) in (1.5), we will prove in this paper the following
result.
Theorem 2.1 (Description of the Hamiltonian abcd system small data dynamics, case a = c).
Assume that a = c in (1.1)-(1.2). Let ǫ, δ > 0 be arbitrarily parameters, and (u, η) be a
sufficiently small, globally defined solution of (1.1), its initial data H1 ×H1 norm depending
on ǫ, δ if necessary. Then, the following holds.
Assume that either
(1) 16 < b ≤ 316 , and I(t) :=
(−∞,−(1 + ǫ)t) ∪ ((1 + δ)t,∞) (Fig. 3 left);
(2) 316 < b ≤ 29 , and
I(t) :=
(−∞,−(1 + ǫ)t) ∪ J0(t) ∪ ((1 + δ)t,∞)
(Fig. 3 right);
(3) 29 < b ≤ 3+
√
3
12 , |v| < 1− 29b and
I(t) :=
(−∞,−(1 + ǫ)t) ∪ Jv(t) ∪ ((1 + δ)t,∞)
(Fig. 4 above);
(4) b > 3+
√
3
12 , σ0 := σ0(b) :=
2(b− 1
6
)(b− 1
8
)
b(b− 1
12
)
> 0, σ > σ0, |v| < 1− 29b and
I(t) := (−∞,−σt) ∪ Jv(t) ∪ (σt,∞)
(Fig. 4 below);
then (u, η) decay in ED = [1,∞) × I(t):
lim
t→∞ ‖(u, η)‖H1×H1(I(t)) = 0. (2.7)
Some comments are necessary.
Remark 2.2 (Extended decay). In Items (3) and (4) of Theorem 2.1, the interval Jv(t) can
be extended to the union of a finite number of Jvj (t) (if the vj ’s are mutually distinct), see
Remark 2.10 below.
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Remark 2.3 (About Plane-Wave regions and the duality ED-PW). Complementing Theorem
2.1 (in the sense that energy decay and plane wave sets seem to be always disjoint), the
plane wave regions PW can be easily determined from (2.6), and are presented in Figs. 3
and 4. Note that the PW regions are determined using the linear part of the equation
(2.4), and do not necessarily represent part of the long time behavior of the nonlinear abcd
system. For this reason, we have not explicitly included them in Theorem 2.1. An analogous
phenomenon can be seen in the case of the generalized KdV (gKdV) equation [27, 28, 29]:
precisely the left portion (x < −αt) and the right portion (x > βt), α, β > 0 correspond to
the PW and ED regions, respectively. See also a similar phenomenon for generalized BBM
(gBBM)[18, 19, 20, 24]. Here, (−18t, t) and its complementary regions are the PW and ED
regions, respectively.
Remark 2.4. The study on the decay property (under suitable assumptions on the initial
data) near the boundary region of PW and ED for gKdV (x ∼ 0) and gBBM (x ∼ t) has
been recently studied in [31] and [1], respectively. In the gBBM case, we have no information
yet about decay inside the region x ∼ −18t.
Remark 2.5. In contrast with Remark 2.3, in this paper there is in general no complete
classification in terms of PW , ED and the solitonic region (the region in space time which
contains solitary waves). For instance, the solitonic region for gKdV is identical to the region
ED. In contrast, for the case of gBBM with even nonlinearities, the intersection between the
solitonic region and the ED+PW region (in the left portion) is non-empty, see [1] for more
details.
Case 16 < b ≤ 316
x
t x = tx = −t
EDED
PW PW
Case 316 < b ≤ 29
x
t
x = tx = −t
x = (1− 316b )tx = −(1− 316b )t
EDED
PWPW
NIANIA
ED
Figure 3. Left. When 16 < b ≤ 316 , decay holds true in the exterior region
outside the light cone, while all linear plane waves (PW) stay in the interior
of the light cone, see Theorem 2.1, item (1). Right. When 316 < b ≤ 29 , decay
holds true not only in the exterior region outside the light cone, but also in
a proper subset of the light cone around x = 0 (Theorem 1.1 is valid), see
Theorem 2.1, item (2). All linear plane waves have the group velocity whose
rays span the region {t} × ((1 − 316b )t, t). Here, NIA means the region where
no information available.
A first corollary from the above Theorem 2.1 is the following two times the speed of light
decay :
Corollary 2.1. All globally defined small solutions to the Hamiltonian abcd system (1.1)-(1.2)
in the case a = c = 16 − b, decay to zero in (H1 ×H1)(I(t)) as t→ ±∞, and
I(t) :=
(−∞,−(2 + ǫ)t) ∪ ((2 + δ)t,∞),
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Case 29 < b ≤ 3+
√
3
12
x
t
x = tx = −t
x = (1− 316b )tx = −(1− 316b )t
x = (1− 29b )tx = −(1− 29b )t
EDED
PWPW
NIANIA
ED ED
Case b > 3+
√
3
12
x
t
x = tx = −t
x = (1− 316b )tx = −(1− 316b )t
x = (1− 29b )tx = −(1− 29b )t
x = σtx = −σt
EDED
PWPW
NIANIA
ED ED
NIANIA
Figure 4. Above. When 29 < b ≤ 3+
√
3
12 , decay holds true in a proper subset
of the light cone not only around x = 0, but also far away from x = 0, i.e.
around x = vt for −1 + 29b < v < 1 − 29b (Theorem 2.2 remains valid in this
regime). Also, energy decay in the whole exterior of the light cone |x| ≤ |t|
holds true. Below. When b > 3+
√
3
12 , this last result seems not to hold and
only decay in the “smaller” exterior region (−∞,−σt) ∪ (σt,∞) is available
(Theorem 2.3, Item (3) is valid here). Here σ =
2(b− 1
6
)(b− 1
8
)
b(b− 1
12
)
> 0, see (2.16).
No information was obtained in the region inside (−σt,−t)∪ (σt, t). As usual,
NIA means no information available.
for arbitrary ǫ, δ > 0. In particular, no matter the values of (a, b, c), a = c, there are no small
solitary waves of speed greater than 2.
This corollary follows from Theorem 2.1 and the increasing character of σ0(b) in terms of
b, and limb→+∞ σ0(b) = 2.
Theorem 2.1 will be a consequence of the next results, which consider the more demanding
Hamiltonian abcd system in the general regime for a 6= c. In fact, the regime a = c stated in
Theorem 2.1 will simply follow as a particular case of the general dynamics.
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In order to state our next result, for simplicity of notation we need the following definition.
First, for b > 0, define
a˜ :=
a
b
, c˜ :=
c
b
. (2.8)
Note that from (1.2) we have −1 ≤ c˜ < 0 and −1− 16b ≤ a˜ < 0. Recall that, in the Hamiltonian
setting, b = d > 0. Also, condition (1.8) reads now
3(a˜+ c˜) + 2 < 8a˜c˜. (2.9)
Definition 2.3 (Refined dispersion-like parameters). We say that (a, b, c) satisfying (1.2) are
refined dispersion-like parameters if, in terms of (a˜, c˜) introduced in (2.8), they are dispersion-
like as in (2.9), or they satisfy the following conditions:
(1) either
45a˜c˜ > 1− a˜, for − 1 ≤ c˜ < − 190(19 +
√
181) ∼ −0.36,
18a˜c˜+ a˜+ c˜ > 0, for − 190(19 +
√
181) ≤ c˜ < −13 ,
27a˜c˜ > 6a˜+ 1, for − 13 ≤ c˜ < −19 ∼ −0.11,
(2.10)
whenever c˜ ≤ a˜ < 0,
(2) or, whenever a˜ ≤ c˜ < 0,
45a˜c˜ > 1− c˜, for − 1− 16b ≤ a˜ < − 190 (19 +
√
181),
18a˜c˜+ a˜+ c˜ > 0, for − 190(19 +
√
181) ≤ a˜ < −13 ,
27a˜c˜ > 6c˜+ 1, for − 13 ≤ a˜ < −19 .
(2.11)
The previous definition may appear too cumbersome, but it is easily understood in terms
of the framework of previous Figs. 1 and 2. Indeed, see Figure 5 for a simple description of
Definition 2.3 constructed on the previous Figs. 1 and 2.
Our first result shows decay to zero for all Hamiltonian abcd models with refined dispersion-
like parameters.
Theorem 2.2 (Decay for abcd in the weakly dispersive regime). Let (u, η) ∈ C(R,H1 ×H1)
be a global, small solution of (1.1)-(1.2), such that for some ε > 0 small
‖(u0, η0)‖H1×H1 < ε.
Assume additionally that (a, b, c) are the refined dispersion-like parameters as in Definition
2.3. Then, for J0(t) as (1.5), there is strong decay:
lim
t→±∞ ‖(u, η)(t)‖(H1×H1)(J0(t)) = 0.
Remark 2.6. Theorem 2.2 is sharp in the following sense: below b = 316 , i.e. above a =
c = − 148 , the group velocity v = ω′(k) of plane waves associated to the linear abcd system,
introduced in Definition 2.2, is allowed to vanish at a nonzero wavenumber k, implying that
scattering may not occur following a standard procedure. Additionally, the virial estimate
used to prove Theorem 2.2 fails to be true (Remark 4.1). See Lemma 4.11 for more details.
The proof of Theorem 2.2 is based in introducing a new refined virial estimate. The basic
ingredient is the set of virial terms obtained in [25], which have been essential to show decay for
a first set of parameters (a, b, c) with sufficiently enough dispersion. In the weakly dispersive
case a, c ∼ 0, such estimates fail to hold and new ones are necessary.
In order to overcome this problem, we need refined virial estimates. After some preliminary
work, necessary to clearly see the main problem, we are led to analyze the positivity of an
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a
c
•
− b9•
− b4•
−2b3•
−b− 16
•• − b9• − b4
•−2b3• −b
γ˜(b)
ν
b
• •
1
•
2
3
1
3
•
•13
•
3
16
•1
6
•
• 29
• 2
11
1
2 b =
1
2νR
Figure 5. (Left and right.) The regions dark shadowed represent the re-
fined dispersion-like parameters, added in Definition 2.3, compared to (1.8)
(represented by light shadowed regions). (Left) The continuous curve γ˜(b)
represents the boundary of the regions described by (1.8), (2.10) and (2.11) for
the validity of Theorem 2.2: below the intersection of this curve and a, c < 0,
Definition 2.3 holds true. Consequently, this extended parameter region for
which there is decay is the main improvement in Theorem 2.2. (Right) Note
that at (ν, b) = (13 ,
3
16), one has (a, c) = (− b9 ,− b9) = (− 148 ,− 148 ), which is
the supremum value for (negative) (a, c) for which Theorem 2.2 remains valid.
These values represent an endpoint case in Theorem 2.2, in a sense that for
(a, c) above, a strange regime appears; see Section 4.6.
H2 functional with several negative coefficients, that appears as the key element to improve
the virial estimate. Such an improvement is then showed to be sharp, see Lemma 4.11. Being
relatively simple and elementary, our proof shows decay for the supercritical 2×2 Hamiltonian
abcd system in all the possible ranges of decay for which the linear group velocity never
vanishes.
Our next result concerns the question of decay in exterior regions of the light cone.
Theorem 2.3 (Decay in the exterior region outside the light cone). Let (a, b, c) be pa-
rameters satisfying (1.2). Let also ǫ, δ > 0 be arbitrary, small parameters. There exists
ε0 = ε0(a, b, c, ǫ, δ) > 0 such that if 0 < ε < ε0, the following are satisfied.
(1) Complete decay regime. Assume that (a, b, c) satisfy
153b2 − 54b+ 4 ≤ 9ac. (2.12)
Define Iext(t) :=
(−∞,−(1+ ǫ)t)∪ ((1+ δ)t,∞), and suppose ‖(u, η)(0)‖H1×H1 < ε.
Then the H1 ×H1 global solution (u, η)(t) to (1.1) with initial data (u, η)(0) satisfies
lim
t→∞ ‖(u, η)(t)‖H1×H1(Iext(t)) = 0. (2.13)
(2) Decay in the b large regime. If now (a, b, c) satisfy
54ac ≥ b
(√
48(6b − 1)2 + (21b− 2)2 − 1
)
, (2.14)
then the same conclusion as before holds in the interval (recall a˜, c˜ defined in (2.8))
Iext(t) :=
(
−∞,−(3
√
a˜c˜+ ǫ)t
)
∪
(
(3
√
a˜c˜+ δ)t,∞
)
. (2.15)
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(3) Improved decay in the a = c regime. Suppose a = c = 16 − b < 0. Let
σ = σ(b) :=
2(b− 16)(b− 18)
b(b− 112)
> 0. (2.16)
Then there is decay to zero as before inside the interval
(−∞,−(1+ǫ)t)∪((1+δ)t,∞)
whenever 16 < b ≤ 112 (3 +
√
3), and in the interval
Iext(t) =
(−∞,− (σ + ǫ) t) ∪ ( (σ + δ) t,∞), (2.17)
whenever b > 112 (3 +
√
3).
Remark 2.7. The region in a, b, c represented by the condition (2.12) can be understood, after
a suitable change of variables, as the interior of an ellipse, in the sense that b cannot be too
large. See Remark 6.3 for further details. Also, condition (2.14) describes, after a precise
change of variables, a hyperbola. See also Remark 6.7 and Proposition 6.4 for the exact
meaning of this point.
A first corollary from the above Theorem 2.3 is the following three times the speed of light
decay, valid for all possible a 6= c (compare with Corollary 2.1):
Corollary 2.2. All globally defined small solutions to the Hamiltonian abcd system (1.1)-(1.2)
decay to zero in (H1 ×H1)(I(t)) as t→ ±∞, and
I(t) :=
(−∞,−(3 + ǫ)t) ∪ ((3 + δ)t,∞),
for arbitrary ǫ, δ > 0. Moreover, in the case a = c = 16 − b, and from the asymptotic limit
of σ(b) in (2.16) as b→∞ Corollary 2.1 is recovered. In particular, no matter the values of
(a, b, c), there are no solitary waves of speed greater than 3, and if a = c, greater than 2.
Our last result is an improvement in the interval of decay J0(t) in (1.5) by allowing it to
move by a speed v 6= 0, that is to say, we try to encompass the whole light cone (−|t|, |t|).
Naturally the speed of light condition |v| < 1 will appear, but first, we need another definition.
Recall that b > 16 is a necessary condition for having a well-defined abcd system, see (1.9).
Definition 2.4 (Uniform dispersion-like parameters). Let b0 >
1
6 be given. Consider the setR0 from (1.12). Define sets R1(b0), R2(b0) and R3(b0) of pairs (ν, b) by
R1(b0) :=
{
(ν, b) ∈ R0 : 3b0ν(3b0ν − 2) ≤
(
12(b− b0)− 1
)
b
}
, (2.18)
R2(b0) :=
{
(ν, b) ∈ R0 :
4
(
10b− 2(3b0 + 1)− (9b0 − 2)ν
)
b ≥ 15b0ν(3ν − 2)
}
,
(2.19)
and
R3(b0) :=
{
(ν, b) ∈ R0 :
4
(
30b− 2(18b0 + 1) + 3(9b0 − 2)ν
)
b ≥ 45b0ν(3ν − 2)
}
.
(2.20)
Then, we say that (a, b, c) satisfying (1.2) are uniform dispersion-like parameters if addition-
ally, they belong to the following set:
R#(b0) :=
{
(a, b, c) =
(
−ν
2
− 1
3
− b, b, ν
2
− b
)
:
b ≥ b0, ν ∈ R1(b0) ∩R2(b0) ∩R3(b0)
}
.
(2.21)
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This set has been represented in Fig. 6, please compare with Fig. 1. Precisely, we shall
prove below that given 0 < v0 < 1, there is b0(v0) >
1
6 such that, if (a, b, c) ∈ R#(b0), then
small global solutions to (1.1) decay in Jv(t) (see (1.5)) as t→∞, uniformly in 0 < |v| < v0.
By finding new virial estimates for nonzero speed solutions of abcd, we will prove the following
last result:
ν
b
• •
1
•
2
3
1
3
•
•1
3
•1
6
•1
2
•b0
b = 12ν
R#(b0)
Figure 6. The slightly dark shadowed region describes the setR#(b0) defined
in Definition 2.4. The set moves up if b0 grows; in other words, it moves up as
v0 approaches 1. Theorem 2.4 says that given 0 < v0 < 1, the strong decay in
Jv(t) is valid uniformly in |v| ≤ v0, for all parameters (a, b, c) represented by
ν, b in R#(b0). In particular, no small solitary waves of speed v exist in this
regime.
Theorem 2.4 (Decay near the boundary of the light cone). Let 0 < v0 < 1 be given. Then,
there exist b0 = b0(v0) > 0 and ε0 = ε0(v0) > 0 small such that the following holds true.
Let (u, η) ∈ C(R,H1 × H1) be a global, small solution of (1.1)-(1.2), such that for some
0 < ε ≤ ε0,
‖(u0, η0)‖H1×H1 < ε. (2.22)
Assume additionally that the triple (a, b, c) belongs to the set R#(b0) in (2.21). Then, there
is, uniform in v, strong decay along the ray x ∼ v|t|:
sup
v∈[−v0,v0]
lim
t→±∞ ‖(u, η)(t)‖(H1×H1)(Jv(t)) = 0. (2.23)
Remark 2.8. The explicit dependence of b0 in terms of v0 is given in (5.44) and (5.19); it
roughly says that the closer v0 to the speed of light 1, the larger b0.
Remark 2.9. Recall that Theorem 2.4 states that no solitary wave nor breather solution of
abcd with finite energy and with having asymptotic speed v, exist in this regime. Moreover,
Theorem 2.4 also discards the existence of any “compact” object satisfying the weaker con-
dition lim supt→±∞ ‖(u, η)(t)‖(H1×H1)(Jv(t)) > 0. Recall that solitary waves for abcd exist in
different regimes, see [5, 14, 15, 34] and references therein.
Remark 2.10. Theorem 2.4 extends to decay in a union of finite number of intervals Jvn(t),
vn ∈ [−v0, v0], vn 6= vn′ if n 6= n′. Indeed, for any N ≥ 1, and vn ∈ [−v0, v0], n = 1, 2, · · · , N ,
we have
lim
t→±∞ ‖(u, η)(t)‖(H1×H1)(∪Nn=1Jvn (t)) = 0.
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The extension of this result to an arbitrary, infinite number of disjoint intervals is an inter-
esting open question.
Remark 2.11. We do not know whether or not the order between supv and limt in (2.23)
can be switched. A positive answer to this question may provide strong information about
solutions, in the sense that small, global solutions should decay to zero in any proper light
cone inside (−t, t).
Remark 2.12 (The case with surface tension). We believe that the previous results can be
extended (with considerably more complicated proofs) to the case where there is surface
tension τ in abcd, namely the case where the parameters satisfy a+ b+ c+ d = 1/3− τ and
τ > 0. See [17] for more details on this particular regime.
Organization of this paper. This paper is organized as follows: in Section 3 we introduce
the preliminary objects needed for the proofs. Section 4 is devoted to the proof of Theorem
2.2. In Section 5 we prove Theorem 2.4, and finally, Section 6 deals with the proof of Theorem
2.3.
3. Preliminaries
The purpose of this Section is to gather together several well-known results needed for the
proofs of Theorems 2.2, 2.3 and 2.4.
3.1. Stretching variables and dilation equivalence. This section devotes to simplifying
(1.1) for the convenience of computations. One finds that (1.1) allows a space-time dilation
equivalence, that is to say, if (u, η) are solutions to (1.1), then (ub, ηb), defined by
ub(t, x) = u(
√
bt,
√
bx), ηb(t, x) = η(
√
bt,
√
bx),
are solutions to (see (2.8)){
(1− ∂2x)∂tηb + ∂x
(
a˜ ∂2xub + ub + ubηb
)
= 0, (t, x) ∈ R× R,
(1− ∂2x)∂tub + ∂x
(
c˜ ∂2xηb + ηb +
1
2u
2
b
)
= 0.
(3.1)
Let b > 16 be fixed. A computation (change of variables) gives
√
b
∫
(1 + |ξ|2)|û(ξ)|2 dξ ≤
∫
(1 + |ξ|2)|ûb(ξ)|2 dξ ≤ 1√
b
∫
(1 + |ξ|2)|û(ξ)|2 dξ,
for 16 < b < 1, and
1√
b
∫
(1 + |ξ|2)|û(ξ)|2 dξ ≤
∫
(1 + |ξ|2)|ûb(ξ)|2 dξ ≤
√
b
∫
(1 + |ξ|2)|û(ξ)|2 dξ,
for 1 ≤ b, where û denotes the Fourier transform of u with respect to the spatial variable.
Thus, we conclude (since the same argument holds for η)
‖(ub, ηb)‖H1×H1 ∼b ‖(u, η)‖H1×H1 , (3.2)
which ensures the smallness assumption on (ub, ηb). The implicit constant in (3.2) depends
only on b.
On the other hand, let ψ be a positive even function, and let λ(t) be a function correspond-
ing to the interval Jv(t) in (1.5), for instance,
λ(t) =
t
log2 t
, t > 2.
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Then, an analogous argument also yields∫
ψ
(
x− vt
λ(t)
)(
u2b + u
2
b,x
)
(t, x) dx ∼b
∫
ψ
(
x− v√bt√
bλ(t)
)(
u2 + u2x
)
(
√
bt, x) dx.
Note that we have
log(
√
bt) ≤ log t ≤ 2 log(
√
bt), t ≥ 1
b
,
whenever 16 < b < 1, and
1
2
log(
√
bt) ≤ log t ≤ log(
√
bt), t ≥
√
b,
whenever 1 < b. This implies
√
bλ(t) ∼b λ(
√
bt), for t ≥ max(b−1,√b), 16 < b. Thus, we
conclude (since the same argument holds for η)
‖(ub, ηb)(t)‖(H1×H1)(Jv(t)) ∼b ‖(u, η)(t)‖(H1×H1)(Jv(t)) , (3.3)
which ensures the equivalence of H1-decay between (u, η) and (ub, ηb). The implicit constant
in (3.3) depends only on b.
Our analysis below will be given for (ub, ηb), not original solutions (u, η). However, the
above observation ensures that Theorems 2.2, 2.3 and 2.4 (and hence so Theorem 2.1 and its
corresponding corollaries) hold for (u, η) without changing any condition, in particular, decay
regions.
3.2. Virial identities. The following results are essentially contained in [25], with some
minor modifications that we will mention below.
First, we recall some virial identities. Let (u, η) = (u, η)(t, x) be an H1×H1 global in time
solution of the abcd system (3.1), and ϕ be a smooth, bounded function to be chosen later.
Consider the two functionals
I(t) :=
∫
ϕ(x)(uη + ∂xu∂xη)(t, x)dx, (3.4)
and
J (t) :=
∫
ϕ′(x)(η∂xu)(t, x)dx. (3.5)
There is a third functional K(t) defined in [25], which will not be useful in this paper, because
of some simplifications in the computations that we have found.
We also need the general functional
H(t) := Hα(t) := I(t) + αJ (t), (3.6)
defined for some α ∈ R to be found later on. Note that the Cauchy-Schwarz inequality yields
the basic estimate
|H(t)| . ‖u‖2H1 + ‖η‖2H1 . (3.7)
In what follows we state a description of the dynamics of I(t) and J (t) under the abcd flow:
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Lemma 3.1 (Variation of I(t), [25]). For any t ∈ R,
d
dt
I(t) = − a
2b
∫
ϕ′u2x −
c
2b
∫
ϕ′η2x
−
(
a
b
+
1
2
)∫
ϕ′u2 −
(
c
b
+
1
2
)∫
ϕ′η2
+
(
1 +
a
b
) ∫
ϕ′u(1− ∂2x)−1u+
(
1 +
c
b
) ∫
ϕ′η(1− ∂2x)−1η
− 1
2
∫
ϕ′u2η +
∫
ϕ′u(1− ∂2x)−1 (uη) +
1
2
∫
ϕ′η(1− ∂2x)−1
(
u2
)
.
(3.8)
We also have
Lemma 3.2 (Variation of J (t), [25]). For any t ∈ R,
d
dt
J (t) =
(
1 +
c
b
)∫
ϕ′η2 − c
b
∫
ϕ′η2x −
(
1 +
a
b
) ∫
ϕ′u2 +
a
b
∫
ϕ′u2x
−
(
1 +
c
b
) ∫
ϕ′η(1− ∂2x)−1η +
(
1 +
a
b
)∫
ϕ′u(1− ∂2x)−1u
+
(
1 +
a
b
)∫
ϕ′′u(1− ∂2x)−1ux +
c
2b
∫
ϕ′′′η2
− 1
2
∫
ϕ′u2η − 1
2
∫
ϕ′η(1− ∂2x)−1
(
u2
)
+
∫
ϕ′u(1− ∂2x)−1 (uη) +
∫
ϕ′′u(1− ∂2x)−1(uη)x.
(3.9)
Finally, the following result is obtained from [25] by setting β = 0 in that paper (or
gathering (3.8) and (3.9)).
Proposition 3.1 (Decomposition of ddtH(t), [25]). Let u and η satisfy (3.1). For any α ∈ R
and any t ∈ R, we have the decomposition
d
dt
H(t) = Q(t) + SQ(t) +NQ(t), (3.10)
where Q(t) = Q[u, η](t) is the quadratic form
Q(t) :=
((
1 +
c
b
)
(α− 1) + 1
2
)∫
ϕ′η2 +
c
b
(
− α− 1
2
) ∫
ϕ′η2x
+
((
1 +
a
b
)
(−α− 1) + 1
2
)∫
ϕ′u2 +
a
b
(
α− 1
2
) ∫
ϕ′u2x
+
(
1 +
c
b
)
(−α+ 1)
∫
ϕ′η(1− ∂2x)−1η
+
(
1 +
a
b
)
(α+ 1)
∫
ϕ′u(1− ∂2x)−1u,
(3.11)
SQ(t) represents lower order quadratic terms not included in Q(t):
SQ(t) :=
(
1 +
c
b
)∫
ϕ′′η(1 − ∂2x)−1ηx + α
(
1 +
a
b
)∫
ϕ′′u(1− ∂2x)−1ux
+
αc
2b
∫
ϕ′′′η2 +
a
2b
∫
ϕ′′′u2,
(3.12)
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and NQ(t) are truly cubic order terms or higher:
NQ(t) := 1
2
(−α− 1)
∫
ϕ′u2η +
1
2
(−α+ 1)
∫
ϕ′η(1− ∂2x)−1(u2)
+ (α+ 1)
∫
ϕ′u(1− ∂2x)−1(uη) + α
∫
ϕ′′u(1− ∂2x)−1(uη)x.
(3.13)
Remark 3.1. In view of the statements of Theorems 2.2 and 2.4, a weight function ϕ in H(t)
will be chosen as a time dependent function, for instance ϕ( xλ(t) ) for a function λ(t). In the
case, an additional term
− λ
′(t)
λ(t)
∫
x
λ(t)
ϕ′
(
x
λ(t)
)
(uη + uxηx)
− α λ
′(t)
λ(t)2
∫ (
ϕ′
(
x
λ(t)
)
+
x
λ(t)
ϕ′′
(
x
λ(t)
))
η∂xu
(3.14)
will be added in Proposition 3.1. It follows from the time derivative of the weight function.
See Proposition 5.2 in [25] for more details.
3.3. Passage to canonical variables. We say that f and g are canonical variables for u
and η respectively, if
u = f − fxx, and η = g − gxx. (3.15)
Note that these variables are always well-defined in H3 if u, η ∈ H1. See also [18, 19, 20] for
a first introduction and use of these variables. We recall the basic properties associated with
these canonical variables.
Lemma 3.3 (Equivalence of local H1 norms, [25]). Let f be as in (3.15). Let φ be a smooth,
bounded positive weight satisfying |φ′′| ≤ λφ for some small but fixed 0 < λ ≪ 1. Then, for
any a1, a2, a3, a4 > 0, there exist c1, C1 > 0, depending on aj and λ > 0, such that
c1
∫
φ (u2 + u2x) ≤
∫
φ
(
a1f
2 + a2f
2
x + a3f
2
xx + a4f
2
xxx
) ≤ C1 ∫ φ (u2 + u2x). (3.16)
Moreover, we particularly have∫
φ (u2 + u2x) =
∫
φ
(
f2 + 3f2x + 3f
2
xx + f
2
xxx
)− ∫ φ′′ (f2 + f2x) . (3.17)
The same consequences hold for g corresponding to η.
Lemma 3.4 (Lemma 4.1 in [25]). Let f be as in (3.15) and φ be a smooth, bounded positive
weight function. Then, one has∫
φu2 =
∫
φ
(
f2 + 2f2x + f
2
xx
)− ∫ φ′′f2, (3.18)
∫
φu2x =
∫
φ
(
f2x + 2f
2
xx + f
2
xxx
)− ∫ φ′′f2x , (3.19)
and ∫
φu(1− ∂2x)−1u =
∫
φ
(
f2 + f2x
)− 1
2
∫
φ′′f2. (3.20)
Using these two representations (3.15), one has
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Lemma 3.5 (Representation of Q(t) in canonical variables, [25]). The quadratic form Q(t)
satisfies
Q(t) =
∫
ϕ′
(
A1f
2 +A2f
2
x +A3f
2
xx +A4f
2
xxx
)
+
∫
ϕ′
(
B1g
2 +B2g
2
x +B3g
2
xx +B4g
2
xxx
)
+
∫
ϕ′′′
(
D11f
2 +D12f
2
x +D21g
2 +D22g
2
x
)
,
(3.21)
where
A1 = B1 =
1
2
> 0, (3.22)
A2 = −α− 3a
2b
, B2 = α− 3c
2b
, (3.23)
A3 = −
(
1− a
b
)
α− 2a
b
− 1
2
, B3 =
(
1− c
b
)
α− 2c
b
− 1
2
, (3.24)
A4 = −a
b
(
1
2
− α
)
, B4 = −c
b
(
1
2
+ α
)
, (3.25)
and
D11 = −1
2
(
1 +
a
b
)
(−α− 1)− 1
2
, D12 = −a
b
(
α− 1
2
)
,
D21 = −1
2
(
1 +
c
b
)
(α− 1)− 1
2
, D22 = −c
b
(
−α− 1
2
)
.
Remark 3.2. It is known [25] that there exists α ∈ R such that Ai, Bi > 0, i = 1, 2, 3, 4,
precisely when a, b and c satisfy (1.8). This is the key ingredient for the proof of Theorem
1.1. In this paper, we will assume that some Ai, Bi may take negative values, and prove decay
even if there are negative terms in the quadratic form Q(t).
4. Improved decay in the abcd system: Proof of Theorem 2.2
4.1. Preliminaries. We start out with some simple results. The following definition are in
some sense inspired in the sets Bj, j = 1, 2, 3, 4, introduced in [25].
Lemma 4.1. Let B5 = B5(b) be the set of points (a, b, c) such that (2.10) and (2.11) hold.
Then, the following are satisfied:
(1) In the case a = c, one has b > 316 , a = c < − 148 , and a˜ = c˜ < −19 ;
(2) B5(b) is symmetric with respect to the axis a = c, and invariant under the change
a↔ c;
(3) B5(b) is nonempty if b > 316 .
Proof. Putting a = c = 16 − b into the last inequality in (2.10), valid for the largest possible
c (or (2.11)), and solving 128b2 − 40b + 3 > 0 with b > 16 , one has b > 316 , which implies
a < − 148 . It completes the proof of Item (1). Item (2) follows from the definition of B5. As a
consequence of Items (1) and (2), we have Item (3). 
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In what follows, we will show that under (a, b, c) ∈ B5(b), the virial functional H(t) intro-
duced in (3.6) has coercive variation in time. In order to show this result, first we fix
ϕ(t, x) := tanh
(
x
λ(t)
)
,
and define
f˜ := ϕ′
1
2 f = sech
(
x
λ(t)
)
f, g˜ := ϕ′
1
2 g = sech
(
x
λ(t)
)
g. (4.1)
Lemma 4.2. We have the representation
Q(t) =
∫
A1f˜
2 +A2f˜
2
x +A3f˜
2
xx +A4f˜
2
xxx
+
∫
B1g˜
2 +B2g˜
2
x +B3g˜
2
xx +B4g˜
2
xxx
+O
(
1
λ(t)
∫ (
f˜2 + f˜2x + f˜
2
xx + f˜
2
xxx + g˜
2 + g˜2x + g˜
2
xx + g˜
2
xxx
))
,
(4.2)
where Ai and Bi, i = 1, 2, 3, 4, are given in (3.22)-(3.25).
Proof. The proof follows from a computation after putting (4.1) into (3.21). 
Following the idea introduced in [24], we will see thatQ(t) can be rewritten as a nonnegative
functional. The following lemma is useful to verify the positivity of Q(t) in (4.2).
Lemma 4.3. Let
r0 :=
(
2
√
571
3
√
3
− 170
27
) 1
3
− 32
9
(
2
√
571
3
√
3
− 17027
) 1
3
+
4
3
∼ 0.27 > 0. (4.3)
Then, r = 0 and r = r0 are the unique real-valued roots of the quartic polynomial
p(r) :=
(
(1− r)2 + 5
2
)2
+ 5r − 9. (4.4)
Moreover, for any 0 < ǫ < r0, we can find δ = δ(ǫ) > 0 such that the following equation holds(
(1− ǫ)2 + 5
2
)2
− 2
√
9− δ(1− ǫ) = 3 + ǫ. (4.5)
Proof. A computation gives
p(r) =
r
4
(
r3 − 4r2 + 16r − 4) .
Let denote the cubic polynomial by q(r) = r3− 4r2+16r− 4. It is not difficult to check that
q′(r) = 3(r − 1)2 + 13 > 0, and hence there is the unique non-trivial real root of q(r), and r0
as in (4.3) is, indeed, the only real root of q(r).2
On the other hand, a computation gives
p′(r) = r3 − 3r2 + 8r − 1, p′′(r) = 3(r − 1)2 + 5 > 0,
which reveal that p(r) < 0 for 0 < r < r0. Note that p(1) > 0, and hence r0 < 1.
2It is well-known to solve a cubic equation, so one can obtain (4.3) via the well-known cubic formula or
using a calculator.
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For the second claim of Lemma 4.3, we fix 0 < ǫ < r0. First, note that
p(r) =
(
(1− r)2 + 5
2
)2
− 2
√
9(1− r)− (3 + r).
Then, a straightforward calculation exactly shows that
δ = δ(ǫ) := 9−
(
3 +
p(ǫ)
2(1− ǫ)
)2
(4.6)
solves the equation (4.5). δ > 0 is well-defined thanks to p(ǫ) < 0 and 0 < ǫ < r0 < 1. 
Lemma 4.4. Let r0 be as in (4.3). Then, for 0 < ǫ < r0, there exists δ > 0, only depending
on ǫ, and such that ∫
(9− δ)f˜2 + (3 + ǫ)f˜2x − 5f˜2xx + f˜2xxx ≥ 0. (4.7)
Proof. Assume w ∈ H3(R), and aˆ, bˆ, cˆ, dˆ real valued. A straightforward calculation gives
0 ≤
∫
(aˆw + bˆwx + cˆwxx + dˆwxxx)
2
=
∫
aˆ2w2 + (bˆ2 − 2aˆcˆ)w2x + (cˆ2 − 2bˆdˆ)w2xx + dˆ2w2xxx.
(4.8)
For given 0 < ǫ < r0, we can choose δ > 0 as in (4.6) thanks to Lemma 4.3. Putting
aˆ =
√
9− δ, bˆ =
(
(1− ǫ)2 + 5
2
)
, cˆ = 1− ǫ, dˆ = 1
into (4.8), one has
LHS of (4.7) =
∫ (
(
√
9− δ)f˜ +
(
(1− ǫ)2 + 5
2
)
f˜x + (1− ǫ)f˜xx + f˜xxx
)2
≥ 0.
The proof is complete. 
4.2. First positivity conditions. Consider again the set B5 introduced in Lemma 4.1. In
a first step, we consider the last two conditions introduced for B5 in the case c ≤ a < 0, see
(2.10). The condition c˜ ≥ − 190 (19 +
√
181) will be introduced later.
Lemma 4.5 (Positivity from (2.10), first case). Let c ≤ a < 0. When a and c satisfy{
6ab+ b2 < 27ac, for − b3 ≤ c < − b9 ,
ab+ bc+ 18ac > 0, for c < − b3 ,
(4.9)
for sufficiently large t≫ 1, Q(t) is positive definite, that is,
Q(t) & 1
λ(t)
∫
sech2
(
x
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
. (4.10)
Proof. In view of (4.2) with (4.1), it suffices for (4.10) to show∫
A1f˜
2 +A2f˜
2
x +A3f˜
2
xx +A4f˜
2
xxx +
∫
B1g˜
2 +B2g˜
2
x +B3g˜
2
xx +B4g˜
2
xxx
≥ c0
∫ (
f˜2 + f˜2x + f˜
2
xx + f˜
2
xxx + g˜
2 + g˜2x + g˜
2
xx + g˜
2
xxx
)
,
(4.11)
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for some c0 > 0, where Ai and Bi, i = 1, 2, 3, 4, are given in (3.22)-(3.25). The left-hand side
of (4.11) is rewritten as
1
18
(∫
9f˜2 + 3f˜2x − 5f˜2xx + f˜2xxx +
∫
9g˜2 + 3g˜2x − 5g˜2xx + g˜2xxx
)
(4.12)
+
∫
A′2f˜
2
x +A
′
3f˜
2
xx +A
′
4f˜
2
xxx +
∫
B′2g˜
2
x +B
′
3g˜
2
xx +B
′
4g˜
2
xxx,
where
A′2 = −α−
3a
2b
− 1
6
, B′2 = α−
3c
2b
− 1
6
, (4.13)
A′3 = −
(
1− a
b
)
α− 2a
b
− 2
9
, B′3 =
(
1− c
b
)
α− 2c
b
− 2
9
, (4.14)
and
A′4 = −
a
b
(
1
2
− α
)
− 1
18
, B′4 = −
c
b
(
1
2
+ α
)
− 1
18
. (4.15)
If A′i, B
′
i > 0, i = 2, 3, 4, applying Lemma 4.4 to (4.12), one proves (4.11).
We remark that A′i, B
′
i > 0, i = 2, 3, 4 holds true by taking α = 0, when a < − b9 . Moreover,
there is no α ∈ R such that A′i, B′i > 0, i = 2, 3, 4 holds true, when c ≥ − b9 . In what follows,
we assume c < − b9 ≤ a.
A computation gives
α < min
(
−9a+ b
6b
,−18a+ 2b
9(b− a) ,
1
2
+
b
18a
)
=
1
2
+
b
18a
, − b
9
≤ a < 0,
for Ai, and
α > max
(
9c+ b
6b
,
18c+ 2b
9(b− c) ,−
1
2
− b
18c
)
=
{
9c+b
6b , if − b3 ≤ c < − b9 ,
−12 − b18c , if c < − b3 ,
for Bi. Hence, for c ≤ a < 0, there exists α ∈ R such that A′i, B′i > 0, i = 2, 3, 4, when a and
c satisfy
9c+ b
6b
<
1
2
+
b
18a
if − b
3
≤ c < − b
9
,
and
−1
2
− b
18c
<
1
2
+
b
18a
if c < − b
3
,
which are equivalent to (4.9). 
Due to the symmetry of a and c in (3.23)–(3.25), taking α 7→ −α carries
Lemma 4.6 (Positivity from (2.11), first case). Let a ≤ c < 0. When a and c satisfy{
6bc+ b2 < 27ac, for − b3 ≤ a < − b9 ,
ab+ bc+ 18ac > 0, for a < − b3 ,
(4.16)
for sufficiently large t≫ 1, Q(t) is positive definite, that is,
Q(t) & 1
λ(t)
∫
sech2
(
x
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
.
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Remark 4.1. Note that the case when (a, c) = (− b9 ,− b9) cannot be covered via our method.
Precisely, one has
Q(t) ∼ 1
18
∫
ϕ′
(
9(f2 + g2) + 3(f2x + g
2
x)− 5(f2xx + g2xx) + (f2xxx + g2xxx)
)
=
1
18
∫
ϕ′ (3f + 3fx + fxx + fxxx)2 + (3g + 3gx + gxx + gxxx)2 ≥ 0,
when (a, c) = (−19 ,−19). Such critical coefficients form a perfect square formula which do not
allow (4.10).
4.3. Second positivity conditions. Consider now B5 introduced in Lemma 4.1, in the case
of the first condition in the case c ≤ a < 0, see (2.10). Now we have the following result.
Lemma 4.7 (Positivity from (2.10), final case). Let c ≤ a < 0 . When a and c satisfy{
11ab+ 9bc+ 4b2 < 9ac, for − b3 ≤ c < (10−2
√
34)b
9 ,
b2 − ab < 45ac, for c < − b3 ,
(4.17)
for sufficiently large t≫ 1, Q(t) is positive, that is,
Q(t) & 1
λ(t)
∫
sech2
(
x
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
.
Proof. Similarly as the proof of Lemma 4.5, it suffices to show (4.11). Note that Ai, Bi > 0,
i = 1, 2, 3, 4, in (3.22) – (3.25) holds true by taking α = 0, when c ≤ a < − b4 . In what follows,
we assume a ≥ − b4 (also c < − b9 by the same reason as in the proof of Lemma 4.5). It is
known that Ai > 0, i = 1, 2, 3, 4, holds true when
α < min
(
−3a
2b
,− b+ 4a
2(b− a) ,
1
2
)
= − b+ 4a
2(b− a) , if a ≥ −
b
4
,
and hence, we obtain f˜ -portions in (4.11). On the other hand, the g˜-portions in the left-hand
side of (4.11) is rewritten as
1
18
∫ (
9g˜2 + 3g˜2x − 5g˜2xx + g˜2xxx
)
+
∫ (
B′2g˜
2
x +B
′
3g˜
2
xx +B
′
4g˜
2
xxx
)
, (4.18)
where B′i, i = 2, 3, 4, is given in (4.13) – (4.15). In order to show B
′
i > 0, i = 2, 3, 4, α should
satisfy
α > max
(
9c+ b
6b
,
18c+ 2b
9(b− c) ,−
1
2
− b
18c
)
=
{
9c+b
6b , if − b3 ≤ c < − b9 ,
−12 − b18c , if c < − b3 .
Hence, for c ≤ a < 0, there exists α ∈ R such that Ai, B′i > 0, i = 2, 3, 4, when a and c satisfy
9c+ b
6b
< − b+ 4a
2(b− a) if −
b
3
≤ c < (10− 2
√
34)b
9
and
−1
2
− b
18c
< − b+ 4a
2(b− a) if c < −
b
3
,
which are equivalent to (4.17). 
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Remark 4.2. An opposite way to the proof of Lemma 4.7 provides a different parameter
conditions. Indeed, under the restriction of α satisfying Bi > 0, applying Lemma 4.4 to
f˜ -portions, one has{
9ab+ 11bc+ 4b2 < 9ac, for − b4 ≤ c < (10−2
√
34)b
9 ,
b2 − bc < 45ac, for c < − b4 .
(4.19)
However, the new parameter condition (4.19) is useless in our result in the sense that, for
each b, the region of (a, c) satisfying (4.19) is covered by the region (4.9), even though it is
wider than one described by (4.17) up to − (
√
1865+80)b
414 ≤ c. Thus, Lemma 4.7 in addition to
Lemma 4.5 guarantees a better result.
Similarly as Lemma 4.6, we have
Lemma 4.8 (Positivity from (2.11), final case). Let a ≤ c < 0 . When a and c satisfy{
11bc+ 9ab+ 4b2 < 9ac, for − b3 ≤ a < (10−2
√
34)b
9 ,
b2 − bc < 45ac, for a < − b3 ,
(4.20)
for sufficiently large t≫ 1, Q(t) is positive definite, that is,
Q(t) & 1
λ(t)
∫
sech2
(
x
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
.
Remark 4.3. A direct comparison between (4.9) (resp. (4.16)) and (4.17) (resp. (4.20)) reveals
that the result obtained in Lemma 4.7 (resp. 4.8) covers wider regions of parameters than
one in Lemma 4.5 (resp. 4.6), when c ≤ a < 0 (resp. a ≤ c < 0) and c < − (19+
√
181)b
90 (resp.
a < − (19+
√
181)b
90 ). More precisely, a computation in (4.9) and (4.17) for c ≥ − b3 gives
a < − b
2
6b− 27c , and a < −
4b2 + 9bc
11b+ 9c
,
respectively. Moreover, one could obtain, under the fundamental assumption on b and c, that
−4b
2 + 9bc
11b+ 9c
< − b
2
6b− 27c ⇐⇒ 243c
2 + 45bc− 24b2 < 0
⇐⇒ − (5 +
√
313)b
54
< c.
Since − (5+
√
313)b
54 < − b3 , we conclude that the region described by (4.9) contains the region
by (4.17) for c ≥ − b3 . Otherwise, an analogous argument yields that the regions described by
(4.9) and (4.17), for c < − b3 , are expressed as
a < − bc
b+ 18c
, and a <
b2
b+ 45c
,
respectively. A computation gives
− bc
b+ 18c
=
b2
b+ 45c
⇐⇒ c = (−19±
√
181)b
90
,
which, in addition to the fundamental assumption on b and c, implies
− bc
b+ 18c
≥ b
2
b+ 45c
, if − (19 +
√
181)b
90
≤ c < − b
3
and
− bc
b+ 18c
<
b2
b+ 45c
, if c < −(19 +
√
181)b
90
.
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The condition c ≥ − (19+
√
181)b
90 appears in this observation and this proves our claim. The
same argument is available to the comparison between (4.16) and (4.20).
4.4. Refined dispersion-like parameters. Gathering Lemmas 4.5 and 4.8, in addition to
Remark 4.3, we extend the results proved in Lemma 4.5 in [25] as follows:
Lemma 4.9 (Refined positivity of the quadratic form Q(t)). Let a, c < 0 satisfy (1.2). Then,
we have
Q(t) & 1
λ(t)
∫
sech2
(
x
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
, (4.21)
whenever (a, c) are the refined dispersion-like parameter defined in Definition 2.3.
Remark 4.4. Lemma 4.9 is valid under Definition 2.3, and it is the main new ingredient for
the proof of Theorem 2.2. Indeed, once we have the validity of (4.21), the rest of the proof
will follow with standard energy methods.
4.5. End of Proof of Theorem 2.2. The end of the proof is similar to the one in [25]. For
the sake of reader’s convenience, we give, here, a sketch of the proof.
Let λ = λ(t) be the time-dependent function given by
λ(t) :=
t
log2 t
, t ≥ 2. (4.22)
Note that
λ′(t) =
1
log2 t
(
1− 2
log t
)
and
λ′(t)
λ(t)
=
1
t
(
1− 2
log t
)
. (4.23)
Proposition 4.1 (Weak decay property). Let (a, b, c) be refined dispersion-like parameters
defined as in Definition 2.3. Let (u, η)(t) be H1 ×H1 global solutions to (3.1) such that for
some ε > 0 small
‖(u0, η0)‖H1×H1 < ε.
Then, we have∫ ∞
2
1
λ(t)
∫
sech2
(
x
λ(t)
)(
u2 + (∂xu)
2 + η2 + (∂xη)
2
)
(t, x) dx dt . ε2. (4.24)
As an immediate consequence, there exists an increasing sequence of time {tn} (tn → ∞ as
n→∞) such that∫
sech2
(
x
λ(tn)
)(
u2 + (∂xu)
2 + η2 + (∂xη)
2
)
(tn, x) dx −→ 0 as n→∞. (4.25)
Proof. We choose, in Proposition 3.1, the weight ϕ = tanh with λ(t) given by (4.22). Analo-
gous arguments in the proof of Propositions 5.1 and 5.2 (see also Remark 3.1) in [25] yield
(3.14) .
1
λ(t)
∫
sech2
( x
λ(t)
) (
u2 + (∂xu)
2 + η2 + (∂xη)
2
)
+
ε2
t log2 t
,
|SQ(t)| . 1
λ(t)2
∫
ϕ′
(
x− vt
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
,
and
|NQ(t)| . ‖u‖H1 + ‖η‖H1
λ(t)
∫
ϕ′
(
x− vt
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
.
Together with all above, Lemma 4.9 with the smallness assumption implies (4.24) thanks
to the fact that 1t logp t is integrable on [2,∞) when p > 1. The limit argument ensures that
(4.24) implies (4.25). 
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Proposition 4.1 in addition to local energy estimate (see Section 6 in [25]) guarantees the
strong decay property. The proof follows from the proof of Propositions 7.1 and 7.2 in [25],
thus we omit the detail (see also the proof of Proposition 5.6 below). We end this section
with the statement of the strong decay property.
Proposition 4.2 (Strong decay property). Let (a, b, c) be refined dispersion-like parameters
defined as in Definition 2.3. Let (u, η)(t) be H1 ×H1 global solutions to (3.1) such that for
some ε > 0 small
‖(u0, η0)‖H1×H1 < ε.
Then, we have
lim
t→∞
∫
sech4
(
x
λ(t)
)(
u2 + (∂xu)
2 + η2 + (∂xη)
2
)
(t, x) dx = 0. (4.26)
Remark 4.5. This last result ends the proof of Theorem 2.2.
4.6. Sharpness in Theorem 2.2. The aim of this section devotes to justifying the sharpness
in Theorem 2.2 in the sense that the group velocity of linear waves associated to (1.1) never
vanish at any (nonzero) wavenumber, in particular for a = c case.
Recall (2.5) and (2.6) (see also [25]), the formula of the dispersion relation and the group
velocity of linear waves to (1.1) as
w(k) =
±|k|
(1 + bk2)
(1− ak2)1/2(1− ck2)1/2 (4.27)
and
|w′(k)| = |abck
6 + 3ack4 − (b+ 2a+ 2c)k2 + 1|
(1 + bk2)2(1− ak2)1/2(1− ck2)1/2 , (4.28)
respectively. In what follows, we deal with the quantity
abck6 + 3ack4 − (b+ 2a+ 2c)k2 + 1
(1 + bk2)2(1− ak2)1/2(1− ck2)1/2 . (4.29)
Let us denote (4.29) as P (bk2), and put a = c = 16 − b. Let b˜ = 16b − 1. Note that b˜ is
well-defined and −1 < b˜ < 0, since b > 16 . Then, a simple calculation gives
P (µ) =
(1− b˜µ)(1 + (−1− 3b˜)µ − b˜µ2)
(1 + µ)2(1− b˜µ)
=
1 + (−1− 3b˜)µ− b˜µ2
(1 + µ)2
, (4.30)
where µ = bk2.
Lemma 4.10. Fix b > 16 . Let P (µ) be the function given in the RHS of (4.30). Then, P (µ)
never vanishes for µ ≥ 0, provided b > 316 .
Proof. We have
P ′(µ) =
(1 + b˜)(µ − 3)
(1 + µ)3
, (4.31)
which says µ = 3 is the critical point of P . Moreover, we know
P ′′(3) =
1 + b˜
64
> 0,
which clarifies that P has the minimum value at µ = 3.
A straightforward calculation gives all maximum and minimum values of P as follows:
P (0) = 1, P (3) = −9b˜+ 1
8
, P (∞) := lim
µ→∞P (µ) = −b˜.
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We conclude that the maximum and minimum values of P are 1 and −9b˜+18 , respectively.
Moreover, P never vanishes at any µ if and only if
−9b˜+ 1
8
> 0 ⇐⇒ b > 3
16
,
which completes the proof. 
Together with Lemma 4.10 in (4.28) and Definition 2.3, we conclude
Lemma 4.11. Let a, b, c satisfy (1.2), and assume a = c. Then, parameter conditions defined
in Definition 2.3 are optimal, in the sense that the group velocity |w′(k)| never vanishes for any
wavenumber k. Moreover, for b = 316 , |w′(k)| does vanish at nonzero wave number k = ±4.
Remark 4.6. From Lemma 4.11, and in terms of the language of scattering theory, (u, η) =
(1, A(±4))ei(±4x−w(±4)t) are internal modes for the linear dynamics near zero. The nonlinear
dynamics in those cases should be treated using other techniques, such as the ones in [21].
Remark 4.7. As far as we understand, there is no classical wave-like linear PDE with zero
group velocity at nonzero wave number k. Indeed, for linear Klein-Gordon one has
∂2t u− ∂2xu+ u = 0 =⇒ w′(k) = ±
|k|√
1 + k2
,
which vanishes only at k = 0 wave number. Also, for the weakly ill-posed improved Boussinesq
model one has
(1− ∂2x)∂2t u− ∂2xu = 0 =⇒ w′(k) =
±1
(1 + k2)3/2
,
which implies that in the limit k → ±∞, the group velocity vanishes. Lemma 4.11 certainly
reveals a new phenomenon for abcd in the regime b ≤ 316 .
5. Decay for nonzero speeds: Proof of Theorem 2.4
In this Section we start the proof of Theorem 2.4.
5.1. A refined variation of functional H and motivation in Theorem 2.4. With a
slight abuse of notation, let us choose a weight function of the form
ϕ = ϕ
(
x− vt
λ(t)
)
(5.1)
in (3.4) and (3.5), and where v ∈ R is a fixed speed, and λ(t) is a time-dependent function
to be chosen later. Then it is not difficult to check that we have a refined variation of the
functional H:
Proposition 5.1. Let η and u satisfy (3.1). Let H be the functional defined in (3.6) with
weight function (5.1). For any α ∈ R and any t ∈ R, we have the decomposition
d
dt
H(t) = VHλ(t)(t) +Qλ(t)(t) + SQλ(t)(t) +NQλ(t)(t), (5.2)
where Qλ(t)(t), SQλ(t)(t) and NQλ(t)(t) are defined in (3.11), (3.12) and (3.13), respectively,
by simply replacing ϕ(n) by 1λ(t)nϕ
(n), and VHλ(t)(t) = VHλ(t)[u, η](t) represents the new
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additional terms wrt (3.10), and whose sizes are either similar or smaller compared to Qλ(t).
More precisely,
VHλ(t)(t) := −
v
λ(t)
∫
ϕ′
(
x− vt
λ(t)
)
(uη + uxηx)
− λ
′(t)
λ(t)
∫ (
x− vt
λ(t)
)
ϕ′
(
x− vt
λ(t)
)
(uη + uxηx)
− λ
′(t)
λ(t)2
∫
ϕ′
(
x− vt
λ(t)
)
(ηux)− v
λ(t)2
∫
ϕ′′
(
x− vt
λ(t)
)
(ηux)
− λ
′(t)
λ(t)2
∫ (
x− vt
λ(t)
)
ϕ′′
(
x− vt
λ(t)
)
(ηux).
(5.3)
Proof. The proof follows the steps of the proof of Proposition 3.1, together with the calcula-
tions
d
dt
ϕ
(
x− vt
λ(t)
)
= −
(
vλ(t) + (x− vt)λ′(t)
λ(t)2
)
ϕ′
(
x− vt
λ(t)
)
, (5.4)
and
d
dt
(
1
λ(t)
ϕ′
(
x− vt
λ(t)
))
= − λ
′(t)
λ(t)2
ϕ′
(
x− vt
λ(t)
)
−
(
vλ(t) + (x− vt)λ′(t)
λ(t)3
)
ϕ′′
(
x− vt
λ(t)
)
,
the rest of the proof is very similar and we skip the details. 
In view of the ideas in [25], the purpose after Proposition 5.1, and more specifically Lemma
3.5, is being able to show an estimate of the type
d
dt
H(t) ≥ 1− |v|
2λ(t)
∫
ϕ′(u2 + η2 + u2x + η
2
x)
+ (positive quantities) + (small terms),
(5.5)
for |v| < 1. Such an estimate is valid if e.g., A2, A3, B2, B3 > 32 and A4, B4 > 12 in Lemma
3.5. Indeed, in that case, the identity (see (3.17))
1
2
∫
ϕ′(f2 + 3f2x + 3f
2
xx + f
2
xxx) =
1
2
∫
ϕ′(u2 + u2x) + (small terms),
(and similar for g), together with (5.3), allows us to conclude (5.5). Consequently, (a, b, c)
must satisfy
a < 0, c < 0, 2ab+ 3ac ≥ b2, 2bc+ 3ac ≥ b2. (5.6)
This ensures that small (dependent only on v), global solutions to (3.1) decay to zero in Jv(t)
as in (1.5), uniformly in v ∈ (−1, 1).
However, in contrast with other results (Lemma 4.9, and Lemma 4.5 in [25]), from the
setting in Lemma 3.5, and under the alternative expression (ν, v) of (a, b, c) as in (1.12), (5.5)
seems not possible to hold, even in some simple parametric settings for (a, b, c). The following
lemma claims that the virial identitiy (5.2) together with (1.2) do not allow (5.5).
Lemma 5.1. There is no common set of parameters (a, b, c) satisfying both (1.2) and (5.6).
Moreover, (5.5) does not hold for (5.2) with physically well-defined parameters (1.2).
Proof. Putting a = −ν2 + 13 − b and c = ν2 − b into (5.6), one has
b ≤ (1−
3ν
2 )ν
2(ν + 13)
<
1
6
, b ≤ (1−
3ν
2 )ν
2(1 − ν) <
1
6
,
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for all 0 ≤ ν < 1, which is nonsense. A simple computation also yields that (5.6) does not
make sense for a = −ν2 + 13 − b and c = ν2 − b in the case ν = 1 and b > 0. Thus, we prove
that there is no common parameter (a, b, c) satisfying (1.2) and (5.6).
Now we show that the virial identity (5.2) with (1.2) never allow (5.5). Putting a =
−ν2 + 13 − b and c = ν2 − b into (3.23)–(3.25), one has (3.21) (only for the leading terms) as
follows:
1
2
∫
ϕ′
(
(f2 + g2) + 3(f2x + g
2
x) + 3(f
2
xx + g
2
xx) + (f
2
xxx + g
2
xxx)
)
+
∫
ϕ′
(
A˜2f
2
x + A˜3f
2
xx + A˜4f
2
xxx + B˜2g
2
x + B˜3g
2
xx + B˜4g
2
xxx
)
,
where
A˜2 =
3ν − 2
4b
− α, B˜2 = −3ν
4b
+ α,
A˜3 =
3ν − 2
3b
−
(
2 +
3ν − 2
6b
)
α, B˜3 = −ν
b
+
(
2− ν
2b
)
α
and
A˜4 =
3ν − 2
12b
−
(
1 +
3ν − 2
6b
)
α, B˜4 = − ν
4b
+
(
1− ν
2b
)
α.
The first terms, in addition to the first term in the right-hand side of (5.3) and (3.17), ensures
(5.5). However, a comparison of corresponding coefficients says that there is no α ∈ R such
that A˜i, B˜i > 0, i = 2, 3, 4. Precisely, we have
A˜2, B˜2 ≥ 0⇐⇒ 3ν − 2
4b
≥ 3ν
4b
,
while the left-hand side is not possible to hold even for b > 0 and ν ∈ R. Moreover, an
analogous argument yields the same conclusion for all (ν, b) ∈ R0. As a consequence, we
prove there is no α such that A˜i, B˜i > 0, i = 2, 3, 4 for (ν, b) ∈ R0, which completes the proof
of Lemma 5.1. 
Remark 5.1. Thanks to the symmetric structure of a and c in coefficients (3.23)–(3.25),
putting a = c = 16 − b and α = 0 into (3.23)–(3.25), one has (3.21) as follows:∫
ϕ′
(
1
2
(f2 + g2) +
(3
2
− 1
4b
)
(f2x + g
2
x)
+
(3
2
− 1
3b
)
(f2xx + g
2
xx) +
(
1− 1
12b
)
(f2xxx + g
2
xxx)
)
,
(5.7)
which, compared to (3.17), cannot be reduced to the first term in right-hand side of (5.5).
However, (5.7) reveals that the coefficients in terms of f2x and f
2
xx approach to
3
2 , when b→∞,
in that case, one may obtain the less demanding identity
d
dt
H(t) ≥ 1
2
(1− δ)
∫
ϕ′(u2 + η2 + u2x + η
2
x),
for 0 < δ < 1 and sufficiently large b depending on δ.
Theorem 2.4 is inspired by this observation, and thus, we need a refined version of the
virial estimates presented in [25] for the rigorous description of this observation.
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5.2. A refined representation of Q(t). Recall the quadratic term Q(t) described in Lemma
3.5:
Q(t) =
∫
ϕ′
(
A1f
2 +A2f
2
x +A3f
2
xx +A4f
2
xxx
)
+
∫
ϕ′
(
B1g
2 +B2g
2
x +B3g
2
xx +B4g
2
xxx
)
+ l.o.t.,
(5.8)
where l.o.t. means lower order terms, and
A1 = B1 =
1
2
> 0, (5.9)
A2 = −α− 3a
2b
, B2 = α− 3c
2b
, (5.10)
A3 = −
(
1− a
b
)
α− 2a
b
− 1
2
, B3 =
(
1− c
b
)
α− 2c
b
− 1
2
(5.11)
and
A4 = −a
b
(
1
2
− α
)
, B4 = −c
b
(
1
2
+ α
)
. (5.12)
Let 0 < v0 < 1 be given. The rewriting of the coefficients in (5.10)–(5.12) in terms of an
alternative expression of the parameters given in (1.12) enables us to represent Q(t) in (5.8)
as follows: ∫
ϕ′
(v+0
2
f2 +
3v+0
2
f2x +
3v+0
2
f2xx +
v+0
2
f2xxx
)
+
∫
ϕ′
(v+0
2
g2 +
3v+0
2
g2x +
3v+0
2
g2xx +
v+0
2
g2xxx
)
+
∫
ϕ′
(
A∗1f
2 +A∗2f
2
x +A
∗
3f
2
xx +A
∗
4f
2
xxx
)
+
∫
ϕ′
(
B∗1g
2 +B∗2g
2
x +B
∗
3g
2
xx +B
∗
4g
2
xxx
)
+ l.o.t.,
(5.13)
where
v+0 := 1−
1− v0
2
=
1 + v0
2
, (5.14)
and
A∗1 = B
∗
1 =
1− v+0
2
> 0, (5.15)
A∗2 =
3(1 − v+0 )
2
+
3ν − 2
4b
− α, B∗2 =
3(1 − v+0 )
2
− 3ν
4b
+ α, (5.16)
A∗3 =
3(1− v+0 )
2
+
3ν − 2
3b
−
(
2 +
3ν − 2
6b
)
α,
B∗3 =
3(1− v+0 )
2
− ν
b
+
(
2− ν
2b
)
α,
(5.17)
and
A∗4 =
1− v+0
2
+
3ν − 2
12b
−
(
1 +
3ν − 2
6b
)
α,
B∗4 =
1− v+0
2
− ν
4b
+
(
1− ν
2b
)
α.
(5.18)
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In order to obtain a maximal positivity condition (see Proposition 5.4 below), we shall see
that the last two terms in (5.13) necessarily must obey a positivity condition. Let
κ0 =
1− v+0
2
=
1− v0
4
. (5.19)
One has 0 < κ0 <
1
4 for all 0 < v0 < 1.
Lemma 5.2 (Basic nonnegativity conditions). Let 0 < v0 < 1 be given. Define κ0 as in
(5.19). Then, one has
(1) Nonnegativity on f :∫
ϕ′
(
A∗1f
2 +A∗2f
2
x +A
∗
3f
2
xx +A
∗
4f
2
xxx
)
≥ 0, (5.20)
provided α ≤ min(A¯2, A¯3, A¯4), where
A¯2 := 3κ0 +
3ν − 2
4b
, A¯3 :=
18κ0b+ 2(3ν − 2)
12b+ 3ν − 2 ,
and A¯4 :=
12κ0b+ 3ν − 2
12b+ 2(3ν − 2) .
(5.21)
(2) Nonnegativity on g: similarly,∫
ϕ′
(
B∗1g
2 +B∗2g
2
x +B
∗
3g
2
xx +B
∗
4g
2
xxx
)
≥ 0, (5.22)
if α ≥ max(B¯2, B¯3, B¯4), where
B¯2 :=
3ν
4b
− 3κ0, B¯3 := 2ν − 6κ0b
4b− ν , B¯4 :=
ν − 4κ0b
4b− 2ν . (5.23)
Proof. The nonnegativity in (5.20) holds provided A∗j ≥ 0, for j = 1, 2, 3, 4 in (5.15)-(5.18).
We readily have α ≤ min(A¯2, A¯3, A¯4). The case for g in (5.22) is obtained in a similar
fashion. 
In what follows, our objective will be a deeper understanding of the quantities A¯j and B¯k
defined in (5.21) and (5.23).
5.3. Preliminary setting. We start out with some definitions.
Definition 5.1 (Threshold parameters). Let 0 < σ < 12 and ρ > 0 be given.
(1) We define the threshold parameters r±(σ, ρ) and r˜±(σ, ρ) by
r±(σ, ρ) :=
2
3
+
2
3
ρ
(
−(2σ + 1)±
√
(2σ + 1)2 − 6σ
)
, (5.24)
and
r˜±(σ, ρ) :=
2
3
ρ
(
(2σ + 1)±
√
(2σ + 1)2 − 6σ
)
, (5.25)
respectively.
(2) Additionally, if 0 < σ < 2−
√
3
3 , we further define the modified threshold parameters
s±(σ, ρ) and s˜±(σ, ρ) by the expressions
s±(σ, ρ) :=
2
3
+
2
3
ρ
(
−(3σ + 1)±
√
(3σ + 1)2 − 18σ
)
, (5.26)
and
s˜±(σ, ρ) :=
2
3
ρ
(
(3σ + 1)±
√
(3σ + 1)2 − 18σ
)
. (5.27)
The above defined parameters will be important to differentiate the possible behaviors of
the parameters A¯j and B¯k. We first prove
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Lemma 5.3 (Properties of r±(σ, ρ), r˜±(σ, ρ), s±(σ, ρ) and s˜±(σ, ρ)). Let 0 < σ < 12 and
ρ > 0 be given. Then,
(1) 23 − 2ρ < r−(σ, ρ).
(2) r˜+(σ, ρ) < 2ρ.
(3) The interval (r−(σ, ρ), r+(σ, ρ)) is well-defined and nonempty.
(4) The interval (r˜−(σ, ρ), r˜+(σ, ρ)) is well-defined and nonempty.
Moreover, if 0 < σ < 2−
√
3
3 ∼ 0.09, one has
(5) The interval (s−(σ, ρ), s+(σ, ρ)) is well-defined and nonempty.
(6) The interval (s˜−(σ, ρ), s˜+(σ, ρ)) is well-defined and nonempty.
(7) s+(σ, ρ) < r+(σ, ρ) and s˜+(σ, ρ) < r˜+(σ, ρ).
(8) r−(σ, ρ) < s−(σ, ρ) and r˜−(σ, ρ) < s˜−(σ, ρ).
Proof. A straightforward computation using (5.24) and (5.25) shows items (1) and (2). In-
deed, (1) follows from the bound
2σ + 1 +
√
(2σ + 1)2 − 6σ < 3, 0 < σ < 1
2
.
Additionally, (2) follows from the same identity. Since
(2σ + 1)2 − 6σ = (2σ − 1)2 + 2σ > 0, (5.28)
we prove Items (3) and (4).
Now we deal with the second part. For 0 < σ < 2−
√
3
3 , (3σ + 1)
2 − 18σ > 0, hence items
(5) and (6) immediately hold. The fact that√
(2σ + 1)2 − 6σ >
√
(3σ + 1)2 − 18σ,
for 0 < σ < 2, ensures item (7). Item (8) follows similarly, provided σ ∈ (0, 2). 
Definition 5.2. In what follows we denote by r±, r˜±, s± and s˜± the values r±(κ0, b),
r˜±(κ0, b), s±(κ0, b) and s˜±(κ0, b), respectively, introduced in Definition 5.1.
More precisely, and in order to avoid confusion below, we have
r± =
2
3
+
2
3
b
(
−(2κ0 + 1)±
√
(2κ0 + 1)2 − 6κ0
)
, (5.29)
and
r˜± =
2
3
b
(
(2κ0 + 1)±
√
(2κ0 + 1)2 − 6κ0
)
. (5.30)
Similarly, for 0 < κ0 <
2−√3
3 ,
s± :=
2
3
+
2
3
b
(
−(3κ0 + 1)±
√
(3κ0 + 1)2 − 18κ0
)
, (5.31)
and
s˜± :=
2
3
b
(
(3κ0 + 1)±
√
(3κ0 + 1)2 − 18κ0
)
. (5.32)
Remark 5.2. Lemma 5.3 is valid for the case when (σ, ρ) = (κ0, b), where κ0 is in (5.19), in
particular for (5.29)–(5.32), since 0 < κ0 <
1
4 and b >
1
6 .
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5.4. Quantitative comparison, first part. Let κ0 be as in (5.19). In what follows, our
objective will be to compare the quantities A¯j in the case v0 small.
Lemma 5.4 (Case κ0 large, i.e. v0 small). Let κ0 satisfy
2−√3
3 ≤ κ0 < 14 . Let A¯2, A¯3, A¯4 be
given in (5.21) and (ν, b) ∈ R0 (1.12). Let r± be defined in (5.29). Then the following hold:
(1) A¯2 ≥ A¯3.
(2) min(A¯3, A¯4) = A¯3, if ν ∈ [r−, r+], otherwise min(A¯3, A¯4) = A¯4.
Proof. A computation gives
A¯2 − A¯3 = (3ν − 2)
2 + 4b(3κ0 + 1)(3ν − 2) + 72κ0b2
4b(12b + 3ν − 2) . (5.33)
Note that the denominator 4b(12b+ 3ν − 2) > 0 for all (ν, b) ∈ R0. If (3κ0 + 1)2 − 18κ0 ≤ 0,
we have the numerator (3ν − 2)2 + 4b(3κ0 + 1)(3ν − 2) + 72κ0b2 ≥ 0 for all possible value
of 3ν − 2, and hence Item (1) holds. Note that the condition 2−
√
3
3 ≤ κ0 (< 14) ensures
(3κ0 + 1)
2 − 18κ0 ≤ 0.
Similarly, a straightforward calculation in (5.21) gives
A¯3 − A¯4 =
3
(
(3ν − 2)2 + 4b(2κ0 + 1)(3ν − 2) + 24κ0b2
)
(12b + 3ν − 2)(12b + 2(3ν − 2)) .
Note that the denominator (12b+ 3ν − 2)(12b+ 2(3ν − 2)) > 0 for all (ν, b) ∈ R0, see (1.12).
From (5.28), we know that (3ν − 2)2 + 4b(2κ0 + 1)(3ν − 2) + 24κ0b2 is nonnegative if
2(−(2κ0 + 1)−
√
(2κ0 + 1)2 − 6κ0)b ≤ 3ν − 2 ≤ 2(−(2κ0 + 1) +
√
(2κ0 + 1)2 − 6κ0)b,
that is, from (5.29),
3r− − 2 ≤ 3ν − 2 ≤ 3r+ − 2.
Otherwise, it is positive, which exactly proves Item (2). 
Lemma 5.5 (Case κ0 small, i.e. v0 large). Let κ0 satisfy now 0 < κ0 <
2−√3
3 . Let A¯2, A¯3, A¯4
be given in (5.21) and (ν, b) ∈ R0. Let r± and s± be defined in (5.29) and (5.31), respectively.
Then the following hold:
(1) min(A¯2, A¯3, A¯4) = A¯2, if ν ∈ [s−, s+].
(2) min(A¯2, A¯3, A¯4) = A¯3, if ν ∈ [r−, s−] ∪ [s+, r+].
(3) min(A¯2, A¯3, A¯4) = A¯4, if ν ≤ r− or ν ≥ r+.
Proof. In view of the proof of Lemma 5.4 (in particular, (5.33)), under the new condition
0 < κ0 <
2−√3
3 , the polynomial (3ν−2)2+4b(3κ0+1)(3ν−2)+72κ0b2 is no longer nonnegative
for all 3ν − 2. Therefore, it has roots and changes sign.
Similarly as the second part of the proof of Lemma 5.4, we have from (5.33) that A¯2 ≤ A¯3
if ν ∈ [s−, s+], otherwise, A¯2 > A¯3. Indeed, the roots of the convex polynomial on (3ν − 2)
given by (3ν − 2)2 + 4b(3κ0 + 1)(3ν − 2) + 72κ0b2 are
3ν − 2 = 2
(
−(3κ0 + 1)±
√
(3κ0 + 1)2 − 18κ0
)
b = 3s± − 2.
On the other hand, Lemma 5.3 ensures the ordering r− < s− < s+ < r+. Thanks to Item
(2) in Lemma 5.4, we have min(A¯3, A¯4) = A¯3, if ν ∈ [r−, r+], otherwise min(A¯3, A¯4) = A¯4.
Gathering all this information, we finally prove all items in Lemma 5.5. 
Collecting Lemmas 5.4 and 5.5, one has the following complete description.
Proposition 5.2 (Comparison of A¯j). Let 0 < κ0 <
1
4 be given. Let A¯2, A¯3, A¯4 be given in
(5.21) and (ν, b) ∈ R0. Let r± and s± be defined as in (5.24) and (5.26), respectively.
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(1) When ν ≤ r− or ν ≥ r+, one has
min(A¯2, A¯3, A¯4) = A¯4. (5.34)
(2) When ν ∈ [r−, r+], one has
min(A¯2, A¯3, A¯4) =
{
A¯2, if ν ∈ [s−, s+],
A¯3, if ν ∈ ([r−, s−] ∪ [s+, r+]) ∩ [0, 1],
if 0 < κ0 <
2−√3
3 ,
A¯3, if
2−√3
3 ≤ κ0 < 14 .
(5.35)
Figure 7 describes the results in Proposition 5.2.
• • • •
r− s− s+ r+
Case 2−
√
3
3
≤ κ0 <
1
4
A¯4 A¯3 A¯4
Case 0 < κ0 <
2−
√
3
3
A¯4 A¯3 A¯4 A¯3 A¯4
ν
Figure 7. Minimum of A¯2, A¯3, A¯4 with respect to the position of ν
5.5. Quantitative comparison, second part. Recall that κ0 was introduced in (5.19).
Lemma 5.6. Let κ0 satisfy
2−√3
3 ≤ κ0 < 14 . Let B¯2, B¯3, B¯4 be given in (5.23) and (ν, b) ∈ R0.
Let r˜± be defined in (5.25). Then the following hold:
(1) B¯2 ≤ B¯3.
(2) max(B¯3, B¯4) = B¯3, if ν ∈ [r˜−, r˜+], otherwise B¯4.
Proof. The proof is analogous to the proof Lemma 5.4, thus we omit the details. 
Lemma 5.7. Let κ0 satisfy 0 < κ0 <
2−√3
3 . Let B¯2, B¯3, B¯4 be given in (5.23) and (ν, b) ∈ R0.
Let r˜± and s˜± be defined in (5.25) and (5.27), respectively. Then the following hold:
(1) max(B¯2, B¯3, B¯4) = B¯2, if ν ∈ [s˜−, s˜+].
(2) max(B¯2, B¯3, B¯4) = B¯3, if ν ∈ [r˜−, s˜−] ∪ [s˜+, r˜+].
(3) max(B¯2, B¯3, B¯4) = B¯4, if ν ≤ r˜− or ν ≥ r˜+.
Proof. A same argument used in the proof of Lemma 5.5, in addition to Lemmas 5.3 and 5.6,
proves Lemma 5.7, thus we omit the details. 
Together with Lemmas 5.6 and 5.7, we summarize
Proposition 5.3. Let 0 < κ0 <
1
4 be given. Let B¯2, B¯3, B¯4 be given in (5.23) and (ν, b) ∈ R0.
Let r˜± and s˜± be defined as in (5.25) and (5.27), respectively.
(1) When ν ≤ r˜− or ν ≥ r˜+, one has
max(B¯2, B¯3, B¯4) = B¯4. (5.36)
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(2) When ν ∈ [r˜−, r˜+], one has
max(B¯2, B¯3, B¯4) =
{
B¯2, if ν ∈ [s˜−, s˜+],
B¯3, if ν ∈ ([r˜−, s˜−] ∪ [s˜+, r˜+]) ∩ [0, 1],
if 0 < κ0 <
2−√3
3 ,
B¯3, if
2−√3
3 ≤ κ0 < 14 .
(5.37)
Similarly, Proposition 5.3 can be easily understood from Figure 8.
• • • •
r˜− s˜− s˜+ r˜+
2−
√
3
3
≤ κ0 <
1
4
B¯4 B¯3 B¯4
0 < κ0 <
2−
√
3
3
B¯4 B¯3 B¯4 B¯3 B¯4
Figure 8. Maximum of B¯2, B¯3, B¯4 with respect to the position of ν
5.6. Maximal positivity condition. We need some further understanding of the position
of the points r±, r˜±, s± and s˜±. That information will depend on the value of κ0, and two
additional parameters b1 and b2 that we introduce now.
Lemma 5.8. Let 0 < κ0 <
1
4 be given. Let r±, r˜±, s± and s˜± be defined as in (5.29)-(5.30)-
(5.31)-(5.32). Set
b1 :=
1
2(2κ0 + 1)
, (5.38)
and, for 0 < κ0 <
2−√3
3 ,
b2 :=
1
5κ0 + 2−
√
(2κ0 + 1)2 − 6κ0 −
√
(3κ0 + 1)2 − 18κ0
. (5.39)
Then, the following hold.
(1) When 2−
√
3
3 ≤ κ0 < 14 , one has
r− < r+ < r˜− < r˜+ (5.40)
or
r− < r˜− < r+ < r˜+, (5.41)
if b > b1.
(2) When 0 < κ0 <
2−√3
3 ,
r− < s− < s+ < r+ < r˜− < s˜− < s˜+ < r˜+ (5.42)
or
r− < s− < s+ < r˜− < r+ < s˜− < s˜+ < r˜+, (5.43)
if b > b2.
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Proof. A straightforward calculation gives
r+ < r˜+ ⇐⇒ 2
3
<
2
3
(2(κ0 + 1)) b,
and hence so (5.40) or (5.41).
When 0 < κ0 <
2−√3
3 , similarly as before, one knows
r+ < s˜− ⇐⇒ 2
3
<
2
3
(
5κ0 + 2−
√
(2κ0 + 1)2 − 6κ0 −
√
(3κ0 + 1)2 − 18κ0
)
b.
On the other hand, a direct calculation gives b2 > b1. Thus, (5.40) and (5.41) in addition to
Lemma 5.3 prove (5.42) or (5.43). 
Lemma 5.9. Let 0 < κ0 <
1
4 be given and b0 be given in (5.44). Let A¯i and B¯i be given in
(5.21) and (5.23), respectively. Set
b0 =
1
9κ0
. (5.44)
Then,
(1) A¯4 ≥ B¯4 happens only when r− < ν < r˜+, if b > 16 .
Assume now 0 < κ0 <
2−√3
3 . If b ≥ b0 and ν ∈ [0, 1], the following hold:
(2) s+ < ν < s˜+.
(3) The region of (ν, b), for which A¯3 ≥ B¯3 holds, is included in the region defined by
A¯4 ≥ B¯4, if 0 ≤ ν ≤ 1.
(4) A¯4 ≥ B¯2 happens only when 23 − 2b < ν < s˜−, if b > 16 .
Proof. A computation gives
A¯4 ≥ B¯4 ⇐⇒
(
b− 2κ0+124κ0
)2
3
−
(
ν − 13
)2
24κ0
≥ (2κ0 − 1)
2
1728κ20
. (5.45)
Let b = Γ1(ν) be a hyperbola derived by (5.45) (only upper part is available). Note that
Γ1(ν) has a minimum value at ν =
1
3 . Moreover, two lines ν = r− and ν = r˜+ intersect at
(ν, b) =
1
3
,
1
2
(
(2κ0 + 1) +
√
(2κ0 + 1)2 − 6κ0
)
 .
Hence, in order to show that the hyperbola b = Γ1(ν) is located inside the region constructed
by max(0, r−) < ν < min(1, r˜+), it suffices to show3
1
2
(
(2κ0 + 1) +
√
(2κ0 + 1)2 − 6κ0
) < Γ1(1
3
)
, (5.46)
1
(2κ0 + 1) +
√
(2κ0 + 1)2 − 6κ0
< Γ1(0), (5.47)
and
3
2
(
(2κ0 + 1) +
√
(2κ0 + 1)2 − 6κ0
) < Γ1(1). (5.48)
3One can show it without the restriction ν ∈ [0, 1] by the comparing the slopes, but we do not explore it
here.
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One has Γ1(1/3) =
1
12κ0
, and hence (5.46). On the other hand, one has
Γ1(0) =
2κ0 + 1
12κ0
, Γ1(1) =
(2κ0 + 1) +
√
4κ0 + 28κ0 + 1
24κ0
,
and hence (5.47) and (5.48) by a computation. Thus we complete the proof of Item (1).
For Item (2), ν = s+ is decreasing and ν = s˜+ is increasing in ν , we put ν = 0 (for the
left) and ν = 1 (for the right). Then, a computation gives
1
3κ0 + 1−
√
(3κ0 + 1)2 − 18κ0
< b,
for the left, and
3
6κ0 + 2 + 2
√
(3κ0 + 1)2 − 18κ0
< b,
for the right. Both lower bounds are definitely smaller than b0 for 0 < κ0 <
2−√3
3 .
A not very complicated computation gives
A¯3 ≥ B¯3 ⇐⇒
(
b− 3κ0+472κ0
)2
3
−
(
ν − 13
)2
36κ0
≥ (3κ0 − 4)
2
15552κ20
. (5.49)
Let b = Γ2(ν) be the hyperbola derived by (5.49) (only the upper parts are available). Note
that Γ2(ν) also has a minimum value at ν =
1
3 , in particular, Γ2(1/3) =
1
9κ0
= b0. Then, since
Γ2(0) =
3κ0 + 4
36κ0
, Γ2(1) =
3κ0 + 4 +
√
9κ20 + 168κ0 + 16
72κ0
,
one checks
Γ1(0) < Γ2(0), Γ1
(
1
3
)
< Γ2
(
1
3
)
, Γ1(1) < Γ2(1),
for 0 < κ0 <
2−√3
3 , which implies Item (3).
Finally, we have
A¯4 ≥ B¯2 ⇐⇒(
b− (1+6κ0)+3(1−3a)ν48κ0
)2
9M
−
(
ν − N3M
)2
(48κ0)2
≥ 72κ0(1− 2κ0)
9M2(48κ0)2
,
(5.50)
where M = 9κ20 + 18κ0 + 1 and N = 18κ0 + 21κ0 − 1. Since M > 0, (1 − 3a) > 0 and
κ0(1 − 2κ0) > 0 for 0 < κ0 < 2−
√
3
3 , the hyperbola (denoted by b = Γ3(ν)) derived by (5.50)
(also only upper part is available) can be rotated to a hyperbola of the form y2/a2−x2/b2 = c2.
Hence, it suffices to show that b = Γ3(ν) is always located above ν = s˜− on the line ν = 1. A
computation yields
3
2
(
(3κ0 + 1)−
√
9κ20 − 12κ0 + 1
) < (4− 3κ0) +√9κ20 − 48κ0 + 16
48κ0
,
for < κ0 <
2−√3
3 . 
Remark 5.3. Remark that b0 > b1 for 0 < κ0 <
1
4 and b0 > b2 > b1 for 0 < κ0 <
2−√3
3 , where
b0, b1 and b2 are as in (5.44), (5.38) and (5.39), respectively.
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Recall the sets R1(b0), R2(b0), R3(b0) and R#(b0) defined in Definition 2.4:
R1(b0) :=
{
(ν, b) ∈ R0 : 9b0ν2 − 6b0ν ≤ 12b2 − (12b0 + 1) b
}
,
R2(b0) :=
{
(ν, b) ∈ R0 : 40b2 − 8(3b0 + 1)b+ 4(2− 9b0)νb ≥ 15b0(3ν2 − 2ν)
}
,
R3(b0) :=
{
(ν, b) ∈ R0 : 120b2 − 8(18b0 + 1)b+ 12(9b0 − 2)νb ≥ 45b0(3ν2 − 2ν)
}
,
and
R#(b0) :=
{
(a, b, c) =
(
−ν
2
− 1
3
− b, b, ν
2
− b
)
:
b ≥ b0, ν ∈ R1(b0) ∩R2(b0) ∩R3(b0)
}
.
Note that all the sets above are well-defined (they are not empty) if b is sufficiently large. See
also Fig. 1 for the understanding of R0.
The key lemma in this chapter is the following one. Here R#(b0) appears.
Lemma 5.10. Let 0 < κ0 <
1
4 and b0 be given in (5.44). Let A¯i and B¯i be given in (5.21)
and (5.23), respectively. Then,
max(B¯2, B¯3, B¯4) ≤ min(A¯2, A¯3, A¯4), (5.51)
if a triple (a, b, c) belongs to the set R#(b0) defined in (2.21).
Proof. Thanks to Remark 5.3, we have that Lemmas 5.8 and 5.9 are valid. We split the proof
into two parts in terms of the range of κ0.
Case I. 2−
√
3
3 ≤ κ0 < 14 . Lemma 5.8 ensures that (5.40) or (5.41) happens (see Figure 9),
and then, Propositions 5.2 and 5.3 yield
(1) max(B¯2, B¯3, B¯4) = B¯4 and min(A¯2, A¯3, A¯4) = A¯4, if ν ≤ r−.
(2) max(B¯2, B¯3, B¯4) = B¯4 and min(A¯2, A¯3, A¯4) = A¯3, if r− ≤ ν ≤ r+.
(3) max(B¯2, B¯3, B¯4) = B¯4 and min(A¯2, A¯3, A¯4) = A¯4, if r+ ≤ ν ≤ r˜−.
(4) max(B¯2, B¯3, B¯4) = B¯3 and min(A¯2, A¯3, A¯4) = A¯4, if r˜− ≤ ν ≤ r˜+.
(5) max(B¯2, B¯3, B¯4) = B¯4 and min(A¯2, A¯3, A¯4) = A¯4, if r˜+ < ν.
and
(1) max(B¯2, B¯3, B¯4) = B¯4 and min(A¯2, A¯3, A¯4) = A¯4, if ν ≤ r−.
(2) max(B¯2, B¯3, B¯4) = B¯4 and min(A¯2, A¯3, A¯4) = A¯3, if r− ≤ ν ≤ r˜−.
(3) max(B¯2, B¯3, B¯4) = B¯3 and min(A¯2, A¯3, A¯4) = A¯3, if r˜− ≤ ν ≤ r+.
(4) max(B¯2, B¯3, B¯4) = B¯3 and min(A¯2, A¯3, A¯4) = A¯4, if r+ ≤ ν ≤ r˜+.
(5) max(B¯2, B¯3, B¯4) = B¯4 and min(A¯2, A¯3, A¯4) = A¯4, if r˜+ < ν.
From Lemma 5.9, we know that there is no possible (ν, b) ∈ R0 for which the cases of Items
(1) and (5) both happen. If (ν, b) belongs to the region r+ ≤ ν ≤ r˜−, for b > b0, it satisfies
A¯3 ≥ B¯3. Indeed, the intersection point of ν = r+ and ν = r˜− is
(ν, b) =
1
3
,
1
2
(
(2κ0 + 1)−
√
(2κ0 + 1)2 − 6κ0
)
 ,
38 CHULKWANG KWAK AND CLAUDIO MUN˜OZ
which is located above (ν, b) = (13 , b0), the minimum point of b = Γ2(ν), and where Γ2(ν) was
the hyperbola introduced in the proof of Lemma 5.9. Moreover, one can check that
1
(2κ0 + 1)−
√
(2κ0 + 1)2 − 6κ0
< Γ2(0)
and
3
2
(
(2κ0 + 1)−
√
(2κ0 + 1)2 − 6κ0
) < Γ2(1).
Then, since each region described by Items (2) and (4) corresponds to R2(b0) and R3(b0),
respectively, we complete the proof.
• • • •
r− r+ r˜− r˜+
2−
√
3
3
≤ κ0 <
1
4
min(A¯2, A¯3, A¯4)
A¯4 A¯3 A¯4 A¯4 A¯4
max(B¯2, B¯3, B¯4)
B¯4 B¯4 B¯4 B¯3 B¯4
• • • •
r− r˜− r+ r˜+
2−
√
3
3
≤ κ0 <
1
4
min(A¯2, A¯3, A¯4)
A¯4 A¯3 A¯3 A¯4 A¯4
max(B¯2, B¯3, B¯4)
B¯4 B¯4 B¯3 B¯3 B¯4
Figure 9. Minimum and maximum of A¯i and B¯i, i = 2, 3, 4, with respect to
the position of ν, for 2−
√
3
3 ≤ κ0 < 14 . (Above) when r+ < r˜− and (below)
when r˜− < r+.
Case II. 0 < κ0 <
2−√3
3 . For b ≥ b0 > b1, we know from Lemmas 5.8 and 5.9 (2) that the
cases
s+ < r+ < r˜− < s˜− < s˜+
and
s+ < r˜− < r+ < s˜− < s˜+
must happen, and hence from Propositions 5.2 and 5.3 we have
(1) max(B¯2, B¯3, B¯4) = B¯4 and min(A¯2, A¯3, A¯4) = A¯3, if s+ ≤ ν ≤ r+.
(2) max(B¯2, B¯3, B¯4) = B¯4 and min(A¯2, A¯3, A¯4) = A¯4, if r+ ≤ ν ≤ r˜−.
(3) max(B¯2, B¯3, B¯4) = B¯3 and min(A¯2, A¯3, A¯4) = A¯4, if r˜− ≤ ν ≤ s˜−.
(4) max(B¯2, B¯3, B¯4) = B¯2 and min(A¯2, A¯3, A¯4) = A¯4, if s˜− ≤ ν ≤ s˜+,
or
(1) max(B¯2, B¯3, B¯4) = B¯4 and min(A¯2, A¯3, A¯4) = A¯3, if s+ ≤ ν ≤ r˜−.
(2) max(B¯2, B¯3, B¯4) = B¯3 and min(A¯2, A¯3, A¯4) = A¯3, if r˜− ≤ ν ≤ r+.
(3) max(B¯2, B¯3, B¯4) = B¯3 and min(A¯2, A¯3, A¯4) = A¯4, if r+ ≤ ν ≤ s˜−.
(4) max(B¯2, B¯3, B¯4) = B¯2 and min(A¯2, A¯3, A¯4) = A¯4, if s˜− ≤ ν ≤ s˜+.
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Moreover, Lemma 5.9 (4) enables us to drop the last case in both situations (see Figure
10). Similarly as Case I, the remaining cases exactly describe R#(b0), thus we complete this
case.
• • • •
s+ r+ r˜− s˜−
0 < κ0 <
2−
√
3
3
min(A¯2, A¯3, A¯4)
A¯3 A¯4 A¯4
max(B¯2, B¯3, B¯4)
B¯4 B¯4 B¯3
• • • •
s+ r˜− r+ s˜−
0 < κ0 <
2−
√
3
3
min(A¯2, A¯3, A¯4)
A¯3 A¯3 A¯4
max(B¯2, B¯3, B¯4)
B¯4 B¯3 B¯3
Figure 10. Minimum and maximum of A¯i and B¯i, i = 2, 3, 4, with respect
to the position of ν, for 0 < κ0 <
2−√3
3 , in particular, (above) when r+ < r˜−
and (below) when r˜− < r+.
We end the proof with the following remarks4:
(1) The hyperbolas determined by A¯3 = B¯4 and A¯3 = B¯3, and the line ν = r˜−, intersect
at only one point.
(2) The hyperbolas determined by A¯4 = B¯3 and A¯3 = B¯3, and the line ν = r+, intersect
at only one point.
This, indeed, shows that R#(b0) is equivalent to the union of all (ν, b) obtained from each
case above described. 
5.7. Positivity of the quadratic form Qλ(t)(t). As a consequence of all the analysis above
performed, one has
Proposition 5.4. Let v0 ∈ (0, 1) be given. Let v+0 and κ0 be defined as in (5.14) and (5.19),
respectively. Let b0 be defined as in (5.44). Let ϕ satisfy |ϕ(n)| . |ϕ′|, n ≥ 1. Then, there
exists α ∈ R, such that
Qλ(t)(t) =
v+0
2λ(t)
∫
ϕ′
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x)
+O
(
1
λ(t)2
∫
ϕ′
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x)
)
,
(5.52)
provided the triple (a, b, c) belongs to the set R#(b0) defined in (2.21).
Remark 5.4. The leading coefficient v+0 in Proposition 5.4 can be freely chosen in (v0, 1) in
order to find a probably smaller b0 if possible. However, the free parameter v
+
0 also forces
Theorem 2.4 under a v+0 -dependent smallness condition ε = ε(v0, b0). Hence, in order to avoid
this problem, we fix v+0 as in (5.14).
4One can check them via simple computations.
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Remark 5.5. Proposition 5.4 with the choice of v0 = 0 (as an asymptotic limit) corresponds
to the result in [25] (or Theorem 1.1) in the sense that we have b > 29 (see (5.19) and (5.44)).
This is because all positive coefficients (Ai, Bi > 0) are needed for (5.52), while the virial
estimate for Theorem 2.2 allows some of negative coefficients.
Proof of Proposition 5.4. Thanks to (3.16), the third terms in the right-hand side of (5.8) are
in
O
(
1
λ(t)2
∫
ϕ′
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x)
)
.
Then, we can rewrite Qλ(t)(t) as
Qλ(t)(t) =
v+0
2λ(t)
∫
ϕ′
(
x− vt
λ(t)
)
(f2 + 3f2x + 3f
2
xx + f
2
xxx)
+
v+0
2λ(t)
∫
ϕ′
(
x− vt
λ(t)
)
(g2 + 3g2x + 3g
2
xx + g
2
xxx)
+
1
λ(t)
∫
ϕ′
(
x− vt
λ(t)
)(
A∗1f
2 +A∗2f
2
x +A
∗
3f
2
xx +A
∗
4f
2
xxx
)
+
1
λ(t)
∫
ϕ′
(
x− vt
λ(t)
)(
B∗1g
2 +B∗2g
2
x +B
∗
3g
2
xx +B
∗
4g
2
xxx
)
+O
(
1
λ(t)2
∫
ϕ′
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x)
)
,
(5.53)
where A∗i and B
∗
i , i = 1, 2, 3, 4, are defined as in (5.15)–(5.18). Note that A
∗
1, B
∗
1 > 0. If
(a, b, c) ∈ R#(b0) ⇐⇒ A∗i , B∗i ≥ 0, i = 2, 3, 4, (5.54)
holds true, we know that (5.53) implies (5.52) thanks to (3.19). Moreover, Lemma 5.10 shows
(5.54), and thus we complete the proof. 
5.8. Sequentially-in-time decay. Let λ = λ(t) be the time-dependent function given in
(4.22) satisfying (4.23).
Proposition 5.5 (Decay in time-dependent intervals). Let 0 < v0 < 1 be given. Let v
+
0 and
κ0 be defined as in (5.14) and (5.19), respectively. Let (a, b, c) be a triple of parameters in
the set (2.21) and v ∈ R be a fixed constant with |v| < v0. Then, there exists ε0 = ε0(v0) > 0
such that for H1 ×H1 global solutions (u, η)(t) to (3.1) satisfying
‖(u, η)(t = 0)‖H1×H1 < ε,
for 0 < ε ≤ ε0, we have∫ ∞
2
1
λ(t)
∫
sech2
(
x− vt
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
(t, x) dxdt . ε2. (5.55)
It implies that there exists an increasing sequence of time {tn} (tn →∞ as n→∞) such that∫
sech2
(
x− vtn
λ(tn)
)(
u2 + (∂xu)
2 + η2 + (∂xη)
2
)
(tn, x) dx −→ 0, (5.56)
as n→∞.
Proof. We choose, in (5.2) (after replacing the parameters a, c by a/b, c/b), the weight ϕ =
tanh with λ(t) given by (4.22). It follows from the proof of Proposition 5.1 in [25] that
|SQλ(t)(t)| .
1
λ(t)2
∫
ϕ′
(
x− vt
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
(5.57)
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and
|NQλ(t)(t)| .
‖u‖H1 + ‖η‖H1
λ(t)
∫
ϕ′
(
x− vt
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
. (5.58)
On the other hand, the Young’s inequality and the Cauchy-Schwarz inequality in addition to
(4.23) yield ∣∣∣λ′(t)
λ(t)
∫
x− vt
λ(t)
sech2
(
x− vt
λ(t)
)
fg
∣∣∣
≤ ‖f‖L2 ‖g‖L2
t log
3
2 t
+
1
4λ(t) log
1
2 t
∫
sech2
(
x− vt
λ(t)
)
(f2 + g2),
(5.59)
for t > e2. Applying (5.59) to the right-hand side of (5.3), one has
|VHλ(t)| ≤
|v|
2λ(t)
∫
sech2
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x)
+
1
log
1
2 t
1
λ(t)
∫
sech2
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x)
+
3ε2
t log
3
2 t
.
(5.60)
Collecting (5.52), (5.57), (5.58) and (5.60), we have
3ε2
t log
3
2 t
+
d
dt
H ≥ v
+
0 − |v|
2λ(t)
∫
sech2
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x)
− C1
log
1
2 t
1
λ(t)
∫
sech2
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x)
− C2ε0
λ(t)
∫
sech2
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x),
where C1, C2 > 0 are implicit constants independent of t and ε.
Note that, for any |v| ≤ v0, the coefficient v
+
0
−|v|
2 of the local H
1-norm is always bounded
below by
v+
0
−v0
2 . This enables us to obtain the strong decay property uniformly in v.
Take ε0 > 0 and t0 > 0 such that
C1
log
1
2 t
<
v+0 − v0
8
, t ≥ t0 and C2ε0 < v
+
0 − v0
8
.
Therefore, we conclude for ε ≤ ε0 and t ≥ t0 that
1
λ(t)
∫
sech2
(
x− vt
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
.
ε2
t log
3
2 t
+
d
dt
H,
which implies (5.55) thanks to the fact that 1t logp t is integrable on [2,∞) when p > 1, and (3.7)
in addition to (1.3). The standard limiting process ensures that (5.55) implies (5.56). 
5.9. Local energy estimates. We recall from [25] the localized energy functional (corre-
sponding to (3.1)) defined by
Eloc(t) =
1
2
∫
ψ(x)
(
−a
b
(∂xu)
2 − c
b
(∂xη)
2 + u2 + η2 + u2η
)
(t, x)dx, (5.61)
and its variation
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Lemma 5.11 (Variation of local energy Eloc). Let u and η satisfy (3.1). Let f and g be
canonical variables of u and η as in (3.15). Then, the following hold.
(1) Time derivative. We have
d
dt
Eloc(t) =
∫
ψ′fg +
(
1− 2(a+ c)
b
)∫
ψ′fxgx
+
(3ac − 2b(a+ c))
b2
∫
ψ′fxxgxx +
3ac
b2
∫
ψ′fxxxgxxx
− a
b
∫
ψ′′fxg − c
b
∫
ψ′′fgx
+
a(c− 2b2)
b2
∫
ψ′′fxxgx +
c(a− 2b2)
b2
∫
ψ′′fxgxx
+ SNL1(t) + SNL2(t) + SNL3(t) + SNL4(t).
(5.62)
(2) The small nonlinear parts SNLj(t) are given by
SNL1(t) :=
a
2b
∫
(ψ′ux)x(1− ∂2x)−1(u2) +
c
b
∫
(ψ′ηx)x(1− ∂2x)−1(uη), (5.63)
SNL2(t) :=
1
2
∫
ψ′f(1− ∂2x)−1(u2) +
a
2b
∫
ψ′fxx(1− ∂2x)−1(u2)
+
∫
ψ′g(1 − ∂2x)−1(uη) +
c
b
∫
ψ′gxx(1− ∂2x)−1(uη)
+
1
2
∫
ψ′fx(1− ∂2x)−1(u2)x +
∫
ψ′gx(1− ∂2x)−1(uη)x,
(5.64)
SNL3(t) :=
a
2b
∫
ψ′fxxx(1− ∂2x)−1(u2)x +
c
b
∫
ψ′gxxx(1− ∂2x)−1(uη)x, (5.65)
and
SNL4(t) :=
1
2
∫
ψ′(1− ∂2x)−1(uη)(1 − ∂2x)−1(u2)
+
1
2
∫
ψ′(1− ∂2x)−1(uη)x(1− ∂2x)−1(u2)x.
(5.66)
Replacing the weight function ψ(x) by the time-dependent function ψ(x−vtλ(t) ), where λ(t)
is defined in (4.22), Lemma 5.11 extends to the case of a time-dependent, increasing (in the
“x = vt” axial) interval in space.
Lemma 5.12 (A refined variation of local energy Eloc). Let u and η satisfy (3.1). Let f and
g be canonical variables of u and η as in (3.15). Then, we have
d
dt
Eloc(t) =
1
2
∫
ψt
(
−a
b
(∂xu)
2 − c
b
(∂xη)
2 + u2 + η2 + u2η
)
+ RHS of (5.62),
(5.67)
by replacing ψ(n) by 1λ(t)nψ
(n).
Remark 5.6. We have from (5.4) that
d
dt
ψ
(
x− vt
λ(t)
)
= −vλ(t) + (x− vt)λ
′(t)
λ(t)2
ψ′
(
x− vt
λ(t)
)
. (5.68)
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5.10. Proof of Theorem 2.4. Now we take in (5.67) ψ = sech4. The following Proposition
finally proves Theorem 2.4.
Proposition 5.6. Let 0 < v0 < 1 be given. Let v
+
0 and κ0 be defined as in (5.14) and
(5.19), respectively. Let (a, b, c) be a triple of parameters in the set (2.21) and v ∈ R be a
fixed constant with |v| < v0. Then, there exists ε0 = ε0(v0) > 0 such that for H1 ×H1 global
solutions (u, η)(t) to (3.1) satisfying
‖(u, η)(t = 0)‖H1×H1 < ε,
for 0 < ε ≤ ε0, we have
lim
t→∞
∫
sech4
(
x− vt
λ(t)
)(
u2 + (∂xu)
2 + η2 + (∂xη)
2
)
(t, x) dx = 0. (5.69)
Proof. The proof is almost identical to the proof of Proposition 7.2 in [25], while the estimate
of ψt is slightly different. The proof of Proposition 7.2 in [25] gives
|RHS of (5.62)| . 1
λ(t)
∫
sech2
(
x− vt
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
.
Moreover, a computation in addition to (4.23) gives
|ψt| =
∣∣∣∣vλ(t) + (x− vt)λ′(t)λ(t)2 sech4
(
x− vt
λ(t)
)
tanh
(
x− vt
λ(t)
)∣∣∣∣
.
1
λ(t)
sech2
(
x− vt
λ(t)
)
,
which in addition to the Sobolev inequality implies∫
ψt
(
− a
b
(∂xu)
2−c
b
(∂xη)
2 + u2 + η2 + u2η
)
.
1
λ(t)
∫
sech2
(
x− vt
λ(t)
)(
u2 + η2 + u2x + η
2
x
)
.
Collecting all, we obtain∣∣∣∣ ddtEloc(t)
∣∣∣∣ . 1λ(t)
∫
sech2
(
x− vt
λ(t)
)(
u2 + (∂xu)
2 + η2 + (∂xη)
2
)
(t, x) dx.
Integrating on [t, tn], for t < tn as in (5.56), and (5.55) yield∣∣∣Eloc(tn)− Eloc(t)∣∣∣
.
∫ ∞
t
1
λ(s)
∫
sech2
(
x− vs
λ(s)
)
(u2 + (∂xu)
2 + η2 + (∂xη)
2)(s, x) dxds . ε2.
Since
|Eloc(tn)| .
∫
sech2
(
x− vt
λ(t)
)
(u2 + (∂xu)
2 + η2 + (∂xη)
2)(tn) −→ 0, as n→∞,
thanks to the Sobolev embedding (with ‖η‖H1 . ε) and (5.56). Thus, a straightforward
conclusion using the smallness condition ensures (5.69). 
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5.11. Proof of Theorem 2.1 (3) and (4). Proposition 5.6 (or Theorem 2.4) does not
immediately imply the decay in Jv(t) for |v| < 1− 29b , when a = c = 16 − b, due to our choice
of κ0 as
κ0 =
1
9b0
=
1− v0
4
. (5.70)
A direct calculation in b > b0 says
|v| < v0 < 1− 4
9b
.
However, the choice of κ0 (or b0) is performed to prove the decay in Jv(t), uniformly in |v| < v0
(smallness independent only on v0 as well), see Remark 5.4.
Thus we end this section with the proof of Theorem 2.1 (3) and (4), in particular, decay
in Jv(t) for |v| < 1 − 29b , when a = c = 16 − b, for the completeness the results presented in
Section 2. Recall (5.7)∫
ϕ′
(
1
2
(f2 + g2) +
(3
2
− 1
4b
)
(f2x + g
2
x)
+
(3
2
− 1
3b
)
(f2xx + g
2
xx) +
(
1− 1
12b
)
(f2xxx + g
2
xxx)
)
,
(5.71)
An immediate comparison in coefficients shows that 32 − 13b is the smallest one among other
coefficients. Using (3.17), one rewrites (5.71) as
1
3
(
3
2
− 1
3b
)∫
ϕ′
(
u2 + η2 + u2x + η
2
x
)
+ (positive quantities) + (small terms).
An analogous argument in the proof of Proposition 5.5 ensures
3ε2
t log
3
2 t
+
d
dt
H ≥
((
1− 2
9b
− |v|
))
1
2λ(t)
∫
sech2
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x)
− C1
log
1
2 t
1
λ(t)
∫
sech2
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x)
− C2ε0
λ(t)
∫
sech2
(
x− vt
λ(t)
)
(u2 + η2 + u2x + η
2
x),
and hence, for given |v| < 1− 29b , one conclude Theorem 2.1 (3) and (4), by taking t≫ 1 and
ε0 ≪ 1 dependent on v (to make the rest small enough). To extend this to a union of the
finite number of Jv(t), let |vn| < 1− 29b , n = 1, 2, · · · , N , be given for fixed N ≥ 1. Without
loss of generality, we assume that |vℓ| < |vn| if ℓ < n. Then the smallness of data depends
only on vN , thus an N -sum of virial estimates allow us to conclude the desired result.
6. Decay in exterior regions: Proof of Theorem 2.3
6.1. Preliminaries. Let σ > 0, to be fixed later. We choose
ψ(t, x) = ψ
(
x− σt
L
)
(6.1)
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in Lemma 5.12, for a large L≫ 1 to be chosen below. We obtain first
1
2
∫
ψt
(
−a
b
(∂xu)
2 − c
b
(∂xη)
2 + u2 + η2 + u2η
)
= − σ
2L
∫
ψ′
(
−a
b
(∂xu)
2 − c
b
(∂xη)
2 + u2 + η2 + u2η
)
.
With this identity on one hand, Lemma 5.12 in addition to (3.17) yields
2L
d
dt
Eloc(t) = − σ
∫
ψ′
(
f2 +
(
2− a
b
)
f2x +
(
1− 2a
b
)
f2xx +
(
−a
b
)
f2xxx
)
− σ
∫
ψ′
(
g2 +
(
2− c
b
)
g2x +
(
1− 2c
b
)
g2xx +
(
−c
b
)
g2xxx
)
+ 2
∫
ψ′fg +
2(15b − 2)
3b
∫
ψ′fxgx
+
2(12b2 − 2b+ 9ac)
3b2
∫
ψ′fxxgxx +
6ac
b2
∫
ψ′fxxxgxxx
+O
(
1
L
, ‖(u, η)‖H1×H1
)
.
(6.2)
Here, O
(
1
L , ‖(u, η)‖H1×H1
)
contains all small quadratic and higher degree terms, which are
controlled by at least
1
L
∫
ψ′(u2x + η
2
x + u
2 + η2) or ‖(u, η)‖H1×H1
∫
ψ′(u2x + η
2
x + u
2 + η2).
These are again bounded by
c˜0
∫
ψ′(u2x + η
2
x + u
2 + η2),
for a fixed (small) constant c˜0 > 0, by taking appropriate L≫ 1 and ‖(u, η)‖H1×H1 ≪ 1. See
the proof of Proposition 7.1 in [25] for more details. Consequently, the O
(
1
L , ‖(u, η)‖H1×H1
)
terms will be discarded in the analysis below.
We denote by Qσ(t) the right-hand side of (6.2), except for O
(
1
L , ‖(u, η)‖H1×H1
)
. Our aim
in what follows is to show the bound
Qσ(t) ≤ −c0
∫
ψ′(u2x + η
2
x + u
2 + η2), (6.3)
for some c0 > c˜0 > 0. To complete the proof of Theorem 2.3, we will take
ψ :=
1
2
(1 + tanh) (6.4)
in order to guarantee the positivity of the local energy. See Section 6.4 for more details.
On the other hand, the proof of decay in the left (negative) exterior region is analogous,
while we replace σ by −σ and take ψ = 12(1 − tanh). In what follows, we only focus on the
right exterior region (σ > 0 in (6.2)) for the analysis.
6.2. A coercivity property. The key element for the proof of Theorem 2.3 is the following
coercivity result.
Lemma 6.1. Let (a, b, c) satisfy (1.2). Assume that
σ > max
(
1,
15b− 2
3
√
(2b − a)(2b − c) ,
12b2 − 2b+ 9ac
3b
√
(b− 2a)(b− 2c) ,
3
√
ac
b
)
. (6.5)
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Then, for a sufficiently large L≫ 1 and small ‖(u, η)‖H1×H1 , we have (6.3), and consequently,
the following coercivity property for (6.2)
2L
d
dt
Eloc(t) ≤ − d0
∫
ψ′
(
u2x + η
2
x + u
2 + η2
)
. (6.6)
Remark 6.1. Theorem 2.3 will be in part a related consequence of Lemma 6.1, and a careful
understanding of the condition (6.5).
Proof of Lemma 6.1. We first deal with fxxx and gxxx terms in (6.2). The Cauchy-Schwarz
inequality in 6ac
b2
∫
ψ′fxxxgxxx yields∫
ψ′
∣∣∣∣6abb2 fxxxgxxx
∣∣∣∣ ≤ ∫ ψ′ (Λf,4f2xxx +Λg,4g2xxx) ,
where Λf,4 > 0 and Λg,4 > 0 satisfy√
Λf,4Λg,4 =
3ac
b2
and Λf,4c = Λg,4a. (6.7)
Then, the terms containing fxxx and gxxx are reduced to
σa
b
∫
ψ′f2xxx +
σc
b
∫
ψ′g2xxx +
6ac
b2
∫
ψ′fxxxgxxx
≤
(
−σ
(
−a
b
)
+ Λf,4
)∫
ψ′f2xxx +
(
−σ
(
−c
b
)
+ Λg,4
) ∫
ψ′g2xxx.
In order to obtain (6.3), σ should satisfy
σ > −Λf,4b
a
= −Λg,4b
c
.
Solving (6.7), one finds
Λf,4 =
3(−a) 32 (−c) 12
b2
and Λg,4 =
3(−a) 12 (−c) 32
b2
,
which implies
σ >
3
√
ac
b
.
We use an analogous argument to deal with the other terms. The Cauchy-Schwarz inequal-
ity in 2(15b−2)3b
∫
ψ′fxgx yields∫
ψ′
∣∣∣∣2(15b − 2)3b fxgx
∣∣∣∣ ≤ 12
∫
ψ′
(
Λf,2f
2
x + Λg,2g
2
x
)
,
where Λf,2 > 0 and Λg,2 > 0 satisfy√
Λf,2Λg,2 =
15b − 2
3b
and Λf,2
(
2− c
b
)
= Λg,2
(
2− a
b
)
. (6.8)
Solving (6.8), one has
Λf,2 =
15b − 2
3b
√
2b− a
2b− c and Λg,2 =
15b− 2
3b
√
2b− c
2b− a.
The condition
σ > Λf,2
(
b
2b− a
)
= Λg,2
(
b
2b− c
)
=
15b− 2
3
√
(2b− a)(2b− c)
implies that the fx, gx portions in (6.2) satisfies (6.6).
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For the rest, the same argument ensures that if σ satisfies the condition
σ > Λf,3
(
b
b− 2a
)
= Λg,3
(
b
b− 2c
)
=
12b2 − 2b+ 9ac
3b
√
(b− 2a)(b − 2c) ,
one conclude (6.6) for fxx, gxx portions, where Λf,3 and Λg,3 satisfy√
Λf,2Λg,2 =
12b2 − 2b+ 9ac
3b2
and Λf,3
(
1− 2c
b
)
= Λg,2
(
1− 2a
b
)
.
The explicit formulas of Λf,3 and Λg,3 are given as
Λf,3 =
12b2 − 2b+ 9ac
3b2
√
b− 2a
b− 2c and Λg,3 =
12b2 − 2b+ 9ac
3b2
√
b− 2c
b− 2a.
Therefore, we complete the proof. 
6.3. Decay in the bounded region. We take ψ = sech2 in (6.2). Then, Lemma 6.1 ensures
the key property
Proposition 6.1 (Integrability and decay along a sequence in time). Let (a, b, c) be parame-
ters satisfying (1.2). Let σ > 0 satisfy (6.5). Then, there exist 0 < ε0 = ε0(a, b, c, σ)≪ 1 and
L0 = L0(a, b, c, σ) ≫ 1 such that for all H1 ×H1 global solutions (u, η)(t) to (3.1) satisfying
‖(u, η)(t = 0)‖H1×H1 < ε, (6.9)
for 0 < ε ≤ ε0 and for fixed L ≥ L0, we have∫ ∞
2
∫
sech2
(
x− σt
L
)(
u2 + (∂xu)
2 + η2 + (∂xη)
2
)
(t, x) dx dt . Lε2. (6.10)
As an immediate consequence, there exists an increasing sequence of times {tn} (tn →∞ as
n→∞) such that∫
sech2
(
x− σtn
L
)(
u2 + (∂xu)
2 + η2 + (∂xη)
2
)
(tn, x) dx −→ 0 as n→∞. (6.11)
A similar decay property can be found in other fluid models, see e.g. [24, 25], and the
decay property does not depend on the power of the nonlinearity.
Moreover, an analogous argument as in the proofs of Propositions 7.1 and 7.2 in [25] (also
Proposition 5.6 above) ensures decay in any compact interval along the line |x| = σ|t|, for
σ > 0 satisfying (6.5).
Proposition 6.2 (Strong decay in compact intervals along lines |x| = σ|t|). Let (a, b, c) be
parameters satisfying (1.2). Let σ > 0 satisfy (6.5). Then, there exist 0 < ε0 = ε0(a, b, c, σ) ≪
1 and L0 = L0(a, b, c, σ) ≫ 1 such that for H1×H1 global solutions (u, η)(t) to (3.1) satisfying
(6.9) for 0 < ε ≤ ε0 and for fixed L ≥ L0, we have
lim
t→∞
∫
sech4
(
x− σt
L
)(
u2 + (∂xu)
2 + η2 + (∂xη)
2
)
(t, x) dx = 0. (6.12)
However, Proposition 6.2 is not enough to ensure a complete proof of Theorem 2.3, because
the intervals of decay in the former result do not cover the unbounded region claimed in the
latter result. Consequently, we need a further result.
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6.4. Complete decay in exterior regions. Main argument. The proof is based on the
ideas in [29] (see also [24] for a more recent application).
We want to prove (2.13) for the positive region. Let σ = 1 + δ for given δ > 0 and define
σ˜ = 1 + δ2 . Then we know 1 < σ˜ < σ. We choose ψ :=
1
2(1 + tanh) in (6.2). For 2 < t ≤ t0
and large L≫ 1, which, in addition to the smallness condition (6.9), ensures Lemma 6.1, we
define the localized energy functional Et0(t) by
Et0(t) :=
1
2
∫
ψ
(
x− σt0 + σ˜(t0 − t)
L
)(
−a
b
u2x −
c
b
η2x + u
2 + η2 + u2η
)
(t, x)dx.
Note that the smallness condition (6.9) ensures the positivity of the localized energy functional
Et0(t), i.e.,
0 ≤ 1
2
∫
ψ
(
x− σt0 + σ˜(t0 − t)
L
)(
u2x + η
2
x + u
2 + η2
)
(t, x)dx . Et0(t).
An analogous argument to the proof of Lemma 6.1 yields
d
dt
Et0(t) .σ˜,L −
∫
sech2
(
x− σt0 + σ˜(t0 − t)
L
)
(u2 + (∂xu)
2 + η2 + (∂xη)
2) ≤ 0,
provided (6.5) holds. This reveals that the localized energy functional Et0(t) is decreasing on
[2, t0].
On the other hand, from the fact that limx→−∞ ψ(x) = 0, we have
lim sup
t→∞
∫
ψ
(
x− βt− γ
L
)(
−a
b
u2x −
c
b
η2x + u
2 + η2 + u2η
)
(δ, x)dx = 0, (6.13)
for any fixed β, γ, δ > 0. Together with all above, for any 2 < t0, we have
0 ≤
∫
ψ
(
x− σt0
L
)(
u2x + η
2
x + u
2 + η2
)
(t0, x)dx
≤
∫
ψ
(
x− (δ/2)t0 − 2(1 + (δ/2))
L
)(
−a
b
u2x −
c
b
η2x + u
2 + η2 + u2η
)
(2, x)dx,
which, in addition to (6.13), implies
lim
t→∞
∫
ψ
(
x− σt
L
)(
u2x + η
2
x + u
2 + η2
)
(t, x)dx = 0,
which completes the proof.
Remark 6.2. Except for a deeper understanding of the condition (6.5), Theorem 2.3 is already
completely proved.
6.5. Understanding the minimal speed condition (6.5). Our main interests now can be
described as follows:
(1) Subsubsection 6.5.1: to find the parameter conditions on (a, b, c) for which energy
decay is valid in (−∞,−(1+ ǫ)t)∪ ((1+ δ)t,∞) for any ǫ, δ > 0. (Item (1) in Theorem
2.3.)
(2) Subsubsection 6.5.2: to find the essential exterior region (strictly smaller than the
interval (−∞,−(1 + ǫ)t) ∪ ((1 + δ)t,∞), or |x| ≫ |t|), and parameter conditions on
(a, b, c) for which energy decay holds in that region. (Item (2) in Theorem 2.3.)
(3) Subsubsection 6.5.3: in the last paragraph, we will classify the parameter conditions
on (a, b, c) associated to the exterior regions in terms of b, when specified a = c = 16−b.
(Item (3) in Theorem 2.3.)
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6.5.1. Exterior region I: the case |x| > |t|. We first investigate the set of parameters (a, b, c),
for whichH1-decay of (u, η) is valid inside the region (−∞,−t)∪(t,∞). This case is motivated
by the observation made in Section 4.6, where the group velocity of linear waves in the a = c
case was considered in some detail. The maximum group velocity for linear waves established
in Section 4.6 was exactly 1. Hence, this formal result naturally poses the energy decay
problem outside the light cone.
We shall use the alternative expression for (a, b, c) in terms of (ν, b), the parametrization
introduced in (1.12). Then (6.5) reads
σ > max
(
1,
2(15b − 2)√
3
√−3ν2 + 2ν + 108b2 − 12b ,
−9ν2 + 6ν + 84b2 − 20b
4
√
3b
√−3ν2 + 2ν + 27b2 − 6b ,
√
3
√−3ν2 + 2ν + 12b2 − 4b
2b
)
.
(6.14)
Proposition 6.3. Let (ν, b) be defined as in (1.12). If additionally the parameters (ν, b)
belong to the interior region bounded by the ellipse
153b2 − 54b+ 4 ≤ 9ac, (6.15)
then the RHS of (6.14) is 1 and we have (6.6) for any σ > 1.
Remark 6.3. An alternative expression in (ν, b) of (6.15) is as follows:
144
49
(
ν − 1
3
)2
+
9216
49
(
b− 17
96
)2
= 1.
As an immediate consequence, the corresponding maximum value for b when ν = 13 , i.e. a = c,
is 14 . This, in a particular case a = c, will be improved in Proposition 6.6 via the improved
virial estimate.
Proof of Proposition 6.3. Consider the first and (fourth) last term in the RHS of (6.14). A
computation for all (ν, b) ∈ R0 yields that√
3
√−3ν2 + 2ν + 12b2 − 4b
2b
≤ 1 ⇐⇒ ν2 − 2
3
ν − 32
9
b2 +
4
3
b ≥ 0. (6.16)
Since the discriminant for the above quadratic polynomial satisfies
4
9
− 4
(
−32
9
b2 +
4
3
b
)
≤ 0,
when 18 ≤ b ≤ 14 , the right-hand side of (6.16) is valid for all (ν, b) ∈ R0 with b ≤ 14 , and so
the left one. Consequently, for b ∈ [18 , 14 ], (ν, b) ∈ R0,
max
(
1,
√
3
√−3ν2 + 2ν + 12b2 − 4b
2b
)
= 1.
Now we compare 1 and −9ν
2+6ν+84b2−20b
4
√
3b
√−3ν2+2ν+27b2−6b . Let
Cν :=
(
−ν
2
+
1
3
)
ν
2
. (6.17)
A computation gives
1
48
< Cν <
1
36
, if (ν, b) ∈ R0, 1
6
< b ≤ 1
4
.
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Then, it is known (similarly as (6.16), but it is more complicated) that
−9ν2 + 6ν + 84b2 − 20b
4
√
3b
√−3ν2 + 2ν + 27b2 − 6b ≤ 1
⇐⇒ 360b4 − 192b3 + (25 + 342Cν) b2 − 90Cνb+ 81C2ν ≤ 0.
(6.18)
Thus, it suffices to show that the right-hand side of (6.18) is valid for all (ν, b) ∈ R0 with
1
6 < b ≤ 14 .
Let q(b) := 360b4 − 192b3 + (25 + 342Cν) b2 − 90Cνb+ 81C2ν be the quartic polynomial in
b. A straightforward computation gives
q′(b) = 1440b3 − 576b3 + 2 (25 + 342Cν) b− 90.
Moreover, we find that
q
(
1
6
)
=
(324Cν − 11)2
1296
− 13
1296
≤ 0, if 11−
√
13
324
≤ Cν ≤ 11 +
√
13
324
and
q
(
1
4
)
= 81C2ν −
9
8
Cν − 1
32
≤ 0, if − 1
72
≤ Cν ≤ 1
36
.
Hence, we know that both q(1/6) and q(1/4) are nonpositive when 11−
√
13
324 ≤ Cν ≤ 136 .
Moreover, one can check that
q′(0) < 0, q′
(
1
10
)
> 0, q′
(
1
6
)
< 0, q′
(
1
4
)
> 0,
which reveals that q has only one local minimum value at a point in (1/6, 1/4). Thus, we
conclude that q(b) ≤ 0 for b ∈ (1/6, 1/4), when 11−
√
13
324 ≤ Cν ≤ 136 .
On the other hand, one can see that for (ν, b) ∈ R0 with 16 < b ≤ 14 , the condition
1
48 < Cν <
11−√13
324 ensures (
1
5 <)
3+
√√
13−2
18 < b ≤ 14 . Thus, it suffices to show q(b) ≤ 0 for
1
5 < b ≤ 14 , when 148 < Cν < 11−
√
13
324 . A not very complicated computation gives
q
(
1
5
)
= 81C2ν −
108Cν
25
+
1
25
≤ 0, if 6−
√
11
225
≤ Cν ≤ 6 +
√
11
225
.
It is known that 6−
√
11
225 <
1
48 <
11−√13
324 <
6+
√
11
225 , thus, our claim is valid thanks to the
inequalities
q′(0) < 0, q′
(
1
10
)
> 0, q′
(
1
5
)
< 0, q′
(
1
4
)
> 0.
Lastly, the condition
2(15b − 2)√
3
√−3ν2 + 2ν + 108b2 − 12b ≤ 1 (6.19)
gives the conclusion (6.15) (after substituting a = −ν2 + 13 − b and c = ν2 − b into (6.19)), thus
completing the proof. 
Remark 6.4. One can show that
2(15b − 2)√
3
√−3ν2 + 2ν + 108b2 − 12b
is always bigger than the others three members in the RHS of (6.5) (except for 1), when
(ν, b) ∈ R0 and 16 < b ≤ 14 . However, we do not pursue it here, in order to avoid another
bunch of complicated calculations.
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Remark 6.5. As explained above, Proposition 6.3 finally ensures full energy decay inside the
interval
(−∞,−(1 + ǫ)t) ∪ ((1 + δ)t,∞) for any ǫ, δ > 0 (Item (1) in Theorem 2.3).
Remark 6.6. The candidate of the maximum velocity, for which most of parameters (a, b, c)
in (6.2) ensure (6.6), is motivated by the asymptotic limit in (6.14) as b → ∞, since ν is
bounded. Indeed, taking b→∞ in (6.14), one has
σ > max
(
1,
5
3
,
7
3
, 3
)
= 3.
Indeed, some standard computation give
2(15b − 2)√
3
√−3ν2 + 2ν + 108b2 − 12b ≤
5
3
,
−9ν2 + 6ν + 84b2 − 20b
4
√
3b
√−3ν2 + 2ν + 27b2 − 6b ≤
7
3
,
and √
3
√−3ν2 + 2ν + 12b2 − 4b
2b
≤ 3,
for all (ν, b) ∈ R0. Thus, one expects that for a sufficiently large b≫ 1, 3
√
ac
b is the maximum
value in the right-hand side of (6.5) for all (a, b, c). Consequently, Proposition 6.4 below deals
with the parameter conditions for which
√
ac
b is the maximum value in the right-hand side of
(6.5).
6.5.2. Exterior region II: the case |x| ≫ |t|. Following Remark 6.6, we have
Proposition 6.4. Let (ν, b) be defined as in (1.12). Assume b ≥ 14 . If, additionally, param-
eters (ν, b) belong to the region bounded below by the hyperbola-type curve given by
− 3ν2 + 2ν ≥ 2b
9
(
20− 75b+
√
2169b2 − 660b+ 152
)
, (6.20)
we have (6.6) for
σ >
√
3
√−3ν2 + 2ν + 12b2 − 4b
2b
=
3
√
ac
b
.
As a consequence, the corresponding minimum value of b (when ν = 13 , i.e., a = c) is
1
4 .
Remark 6.7. Note that a computation yields the expression (6.20) is equivalent to (2.14).
Proof of Proposition 6.4. The claim is to show
√
3
√−3ν2 + 2ν + 12b2 − 4b
2b
≥ −9ν
2 + 6ν + 84b2 − 20b
4
√
3b
√−3ν2 + 2ν + 27b2 − 6b
⇐⇒
√
3
√−3ν2 + 2ν + 12b2 − 4b
2b
≥ 1
and
√
3
√−3ν2 + 2ν + 12b2 − 4b
2b
≥ 2(15b − 2)√
3
√−3ν2 + 2ν + 108b2 − 12b .
(6.21)
We again use Cν as in (6.17). Note that Cν ≥ − 112 . Then, the left-hand side of (6.21) is
equivalent to
243C2ν + 90b(15b − 4)Cν + 4b2(288b2 − 195b + 29) ≥ 0. (6.22)
Since
2b
54
(
20− 75b−
√
2169b2 − 660b + 152
)
< − 1
12
, for b ≥ 1
4
,
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(6.22) is equivalent to the condition
Cν ≥ 2b
54
(
20− 75b+
√
2169b2 − 660b + 152
)
,
for (ν, b) ∈ R0, which is exactly (6.20). Thus the claim (6.21) implies Proposition 6.4.
An analogous computation in the right-hand side of (6.21) gives√
3
√−3ν2 + 2ν + 12b2 − 4b
2b
≥ 1⇐⇒ Cν ≥ 2b
9
(3− 8b)
and √
3
√−3ν2 + 2ν + 12b2 − 4b
2b
≥ 2(15b − 2)√
3
√−3ν2 + 2ν + 108b2 − 12b
⇐⇒ 81C2ν + 108b(15b − 2)Cν + 4b2(504b2 − 264b+ 23) ≥ 0.
(6.23)
Since
2b
9
(
6− 45b−
√
1521b2 − 276b+ 13
)
< − 1
12
, for b ≥ 1
4
,
the right-hand side of (6.23) is equivalent to
Cν ≥ 2b
9
(
6− 45b+
√
1521b2 − 276b + 13
)
.
It is not difficult to show that
2b
9
(3− 8b) ≤ 2b
9
(
6− 45b+
√
1521b2 − 276b + 13
)
≤ 2b
54
(
20− 75b+
√
2169b2 − 660b+ 152
)
,
for b ≥ 14 . Hence, we prove the claim (6.21), and so Proposition 6.4. 
Remark 6.8. Proposition 6.4 finally shows energy decay to zero in the set (2.15), and proves
Item (2) in Theorem 2.3.
The only remaining case to prove now is Item (3) in Theorem 2.3.
6.5.3. Analysis in the special case a = c. Assuming a = c = 16−b, one has the following direct
consequence of Propositions 6.3 and 6.4:
Proposition 6.5 (Preliminary energy decay conditions). Let a = c = 16−b, for b > 16 . Then,
we have (6.6) for
(1) (Full energy decay) σ > 1, if 16 < b ≤ 14 .
(2) (Growing speed as b→ +∞) σ > 3− 12b > 1, if b ≥ 14 .
This last result is not optimal (see item (3) in Theorem 2.3), so we will try to improve it.
Indeed, Lemma 6.1 is not optimal even in the special case a = c, thus neither Proposition
6.5, which is based in Lemma 6.1.
The remaining part of this section will be devoted to improve Proposition 6.5 in essentially
two directions5: to increase the range of b for which decay holds for σ > 1, and to prove decay
in a wider exterior region (see Fig. 11 for the description of Proposition 6.6 below).
Proposition 6.6 (Improvement of Proposition 6.5). Let a = c = 16 − b, for b > 16 . Then, we
have (6.6) for
(1) σ > 1, if 16 < b ≤ 3+
√
3
12 .
5One can try to improve Lemma 6.1 in the general case, i.e., a 6= c, but we will not pursue this path due
essentially to very complicated calculations.
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(2) σ >
2(b− 1
6
)(b− 1
8
)
b(b− 1
12
)
, if b ≥ 3+
√
3
12 .
b
• •
1
6
3+
√
3
12
|x| > |t| |x| > σ|t|
Figure 11. Schematic representation of Proposition 6.6. The exterior re-
gion Iext(t) in item (3), Theorem 2.3, for which the energy decay prop-
erty holds, is determined by the corresponding value of b as above depicted,
when a = c. Note that the threshold value b = 3+
√
3
12 (corresponding to
(a, c) = (−1+
√
3
12 ,−1+
√
3
12 )) is the maximum value found by us for which the
energy decay property holds in whole exterior region outside the light cone.
Above b = 3+
√
3
12 the exterior region outside the light cone depends on b, i.e.,|x| > σ(b)|t|, where σ is given in Item (2) in Proposition 6.6.
Remark 6.9. Proposition 6.6 ends the proof of Item (3) in Theorem 2.3.
Proof of Proposition 6.6. Recall the functional I(t) defined in (3.4). Consider this functional
but now with a weight ϕ(t, x) = ψ(t, x), see (6.1) and (6.4). Then, a computation with
|τ | < 16 gives
2L
d
dt
(Eloc(t) + τI(t))
=
∫
ψ′
(
A˜1(f
2 + g2) + A˜2(f
2
x + g
2
x) + A˜3(f
2
xx + g
2
xx) + A˜4(f
2
xxx + g
2
xxx)
)
+
∫
ψ′
(
2B˜1fg + 2B˜2fxgx + 2B˜3fxxgxx + 2B˜4fxxxgxxx
)
+O
(
1
L
, ‖(u, η)‖H1×H1
)
,
where
A˜1 = −σ + τ, A˜2 = −σ
(
3− 1
6b
)
+ τ
(
3− 1
2b
)
,
A˜3 = −σ
(
3− 1
3b
)
+ τ
(
3− 2
3b
)
, A˜4 = −σ
(
1− 1
6b
)
+ τ
(
1− 1
6b
)
B˜1 = 1− στ, B˜2 =
(
5− 2
3b
)
− 3στ,
B˜3 =
(
7− 5
3b
+
1
12b2
)
− 3στ, B˜4 =
(
3− 1
b
+
1
12b2
)
− στ.
Thanks to Proposition 6.5, we may assume b > 14 .
Lemma 6.2. For each b > 14 , there exist τ = τ(b) and σ = σ(b) satisfying |τ | < 1 and σ > 0,
respectively, such that
A˜i + |B˜i| < 0, i = 1, 2, 3, 4. (6.24)
6The restriction |τ | < 1 is due to the positivity of Eloc(t) + τI(t).
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This lemma immediately implies
2L
d
dt
(Eloc(t) + τI(t)) ≤ −c0
∫
ψ′(u2x + u
2 + η2x + η
2), (6.25)
for a set of σ > 0, thanks to the Cauchy-Schwarz inequality.
Proof of Lemma 6.2. We first consider A˜1 + |B˜1|. A computation gives
−σ + τ + |1− στ | = τ(1− σ) + (1− σ), τ ≤ 1
σ
,
and
−σ + τ + |1− στ | = τ(1 + σ)− (1 + σ), τ > 1
σ
.
Thus, we conclude
A˜1 + |B˜1| < 0⇐⇒ −1 < τ < 1 σ > 1. (6.26)
Now we focus on proving that A˜4 + |B˜4| < 0.
Let b˜ = 1− 16b be as in Section 4.6. Similarly as before, we have
− σb˜+ τ b˜+ |3b˜2 − στ | = τ (˜b− σ)− σb˜+ 3b˜2, τ ≤ 3b˜
2
σ
(6.27)
and
− σb˜+ τ b˜+ |3b˜2 − στ | = τ (˜b+ σ)− σb˜− 3b˜2, τ > 3b˜
2
σ
. (6.28)
Then, a computation in (6.27) gives that
τ (˜b− σ)− σb˜+ 3b˜2 < 0 ⇐⇒ σb˜− 3b˜
2
b˜− σ
< τ
(
≤ 3b˜
2
σ
)
,
under the condition b˜ < σ. Note that
τ <
σb˜− 3b˜2
b˜− σ
, 0 < σ < b˜
and −1 < τ have no intersection with respect to τ , when b > 14 (⇔ b˜ > 13). Similarly, we have
in (6.28) that
τ (˜b+ σ)− σb˜− 3b˜2 < 0⇐⇒ 3b˜
2
σ
< τ <
σb˜+ 3b˜2
b˜+ σ
,
under the condition σ > 0. Collecting all these, one has
A˜4 + |B˜4| < 0 ⇐⇒ max
(
−1, σb˜− 3b˜
2
b˜− σ
)
< τ < min
(
1,
σb˜+ 3b˜2
b˜+ σ
)
, σ > b˜. (6.29)
Note that −1 < σb˜−3b˜2
b˜−σ for b >
1
4 and σ > 0. Thus, we can choose |τ | < 1 such that
A˜4 + |B˜4| < 0, if
σ > max
(
3b˜2 + b˜
1 + b˜
,
√
3b˜
)
= max
(
48b2 − 14b+ 1
24b2 − 2b ,
√
3
(
1− 1
6b
))
. (6.30)
Remark that
√
3b˜ is the maximum in (6.30), when b˜ ≤ 1√
3
(⇔ b ≤ 3+
√
3
12 ), and, in the same
region,
√
3b˜ ≤ 1. However, when b˜ > 1√
3
(⇔ b > 3+
√
3
12 ), we have
max
(√
3
(
1− 1
6b
)
,
48b2 − 14b+ 1
24b2 − 2b
)
=
48b2 − 14b+ 1
24b2 − 2b > 1.
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This is the essential part of Proposition 6.6.
The rest of the proof is divided in two parts: one step is to prove that there exists |τ | < 1
such that (6.24) holds for σ > 1, when 14 < b ≤ 3+
√
3
12 (for Item (1)). The other step consists
in proving that (τ, σ) satisfying A˜4 + |B˜4| < 0 also satisfies A˜i + |B˜i| < 0, i = 2, 3 (for Item
(2)).
An analogous argument (omitting the calculations) yields7
A˜2 + |B˜2| < 0
⇐⇒ σ(2 + b˜)− 1− 4b˜
3(˜b− σ)
< τ < min
(
1,
σ(2 + b˜) + 1 + 4b˜
3(˜b+ σ)
)
,
(6.31)
for σ > b˜, and
A˜3 + |B˜3| < 0
⇐⇒ σ(1 + 2b˜)− 3b˜
2 − 4b˜
4b˜− 1− 3σ
< τ < min
(
1,
σ(1 + 2b˜) + 3b˜2 + 4b˜
4b˜− 1 + 3σ
)
,
(6.32)
for σ > 4b˜−13 . Note that
4b˜−1
3 >
1−4b˜
3 for b˜ >
1
3 (⇔ b > 14).
We first address the regime 14 < b ≤ 3+
√
3
12 (⇔ 13 < b˜ ≤ 1√3). On one hand, a computation
gives
σb˜+ 3b˜2
b˜+ σ
≤ σ(2 + b˜) + 1 + 4b˜
3(˜b+ σ)
⇐⇒ 9b˜
2 − 4b˜− 1
2(1− b˜)
≤ σ.
The right-hand side is always true for σ > 0. On the other hand, an analogous calculation
gives
σb˜+ 3b˜2
b˜+ σ
≤ σ(1 + 2b˜) + 3b˜
2 + 4b˜
4b˜− 1 + 3σ
⇐⇒ (1− b˜)σ2 + (6b˜− 8b˜2)σ + (7b˜2 − 9b˜3) ≥ 0.
The right-hand side is always true, if
(6b˜− 8b˜2)2 − 4(1− b˜)(7b˜2 − 9b˜3) ≤ 0⇐⇒ (1
3
<)
4−√2
7
≤ b˜ ≤ 4 +
√
2
7
. (6.33)
Otherwise (if 13 < b <
4−√2
7 ), the right-hand side is equivalent to
σ ≥
−(6b˜− 8b˜2) +
√
(6b˜ − 8b˜2)2 − 4(1 − b˜)(7b˜2 − 9b˜3)
2(1 − b˜)
,
which is always true for σ > 0.
Thus, for each 13 < b˜ ≤ 1√3 , if
max
(
σ(2 + b˜)− 1− 4b˜
3(˜b− σ)
,
σ(1 + 2b˜)− 3b˜2 − 4b˜
4b˜− 1− 3σ
,
σb˜− 3b˜2
b˜− σ
)
< min
(
1,
σb˜+ 3b˜2
b˜+ σ
)
, (6.34)
we have (6.25). Note that
1 ≤ σb˜+ 3b˜
2
b˜+ σ
⇐⇒ σ ≤ 3b˜
2 − b˜
1− b˜
.
7Each minimum value in (6.31) and (6.32) is always greater than −1, if σ > 0.
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Since σ > b˜ and
σb˜− 3b˜2
b˜− σ
< 1⇐⇒ σ > 3b˜
2 + b˜
1 + b˜
,
over the region of b˜, for which
b˜ <
3b˜2 − b˜
1− b˜
holds true (indeed (12 ,
1√
3
]), there is no σ > 0 such that both
b˜ < σ ≤ 3b˜
2 − b˜
1− b˜
and σ >
3b˜2 + b˜
1 + b˜
satisfy at the same time. Thus, (6.34) is further reduced as
max
(
σ(2 + b˜)− 1− 4b˜
3(˜b− σ)
,
σ(1 + 2b˜)− 3b˜2 − 4b˜
4b˜− 1− 3σ
,
σb˜− 3b˜2
b˜− σ
)
<
σb˜+ 3b˜2
b˜+ σ
,
under the condition
σ > max
(
b˜,
3b˜2 − b˜
1− b˜
)
.
In this case, we obtain
σ > max
−
(
7b˜2 − 2b˜− 1
)
+
√(
7b˜2 − 2b˜− 1
)2
+ 4
(
4b˜+ 2
)(
b˜3 + 4b˜2 + x
)
2
(
4b˜+ 2
) ,√3 b˜
 .
It is not difficult to show that the right-hand side is less than 1, when 13 < b˜ <
1√
3
, and hence
we, in addition to (6.26), complete the proof of Lemma 6.2 in the case of Proposition 6.6,
Item (1).
In order to prove Item (2) of the same proposition, it suffices to assume that b > 3+
√
3
12
(⇔ 1 > b˜ > 1√
3
) and σ > 1. A straightforward calculation reveals
σ(2 + b˜)− 1− 4b˜
3(˜b− σ)
<
σb˜− 3b˜2
b˜− σ
and
σ(1 + 2b˜)− 3b˜2 − 4b˜
4b˜− 1− 3σ
<
σb˜− 3b˜2
b˜− σ
,
for all σ > 1 and 1√
3
< b˜ < 1.
In view of (6.31), (6.32) and (6.29), once we prove
σb˜+ 3b˜2
b˜+ σ
≥ 1 =⇒ σ(2 + b˜) + 1 + 4b˜
3(˜b+ σ)
,
σ(1 + 2b˜) + 3b˜2 + 4b˜
4b˜− 1 + 3σ
≥ 1 (6.35)
and
σb˜+ 3b˜2
b˜+ σ
< 1 =⇒ σb˜+ 3b˜
2
b˜+ σ
<
σ(2 + b˜) + 1 + 4b˜
3(˜b+ σ)
,
σ(1 + 2b˜) + 3b˜2 + 4b˜
4b˜− 1 + 3σ
, (6.36)
under σ > 1 and 1√
3
< b˜ < 1, we immediate prove that (τ, σ) satisfying A˜4 + |B˜4| < 0 also
satisfies A˜i + |B˜i| < 0, i = 2, 3, which completes the proof for Item (2).
A not very complicated computation gives
σb˜+ 3b˜2
b˜+ σ
≥ 1⇐⇒ σ ≤ 3b˜
2 − b˜
1− b˜
,
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σ(2 + b˜) + 1 + 4b˜
3(˜b+ σ)
≥ 1⇐⇒ σ ≤ b˜+ 1
1− b˜
,
and
σ(1 + 2b˜) + 3b˜2 + 4b˜
4b˜− 1 + 3σ
≥ 1⇐⇒ σ ≤ 3b˜
2 + 1
2(1− b˜)
.
When −13 < b˜ < 1, we show
3b˜2 − b˜
1− b˜
≤ b˜+ 1
1− b˜
,
3b˜2 + 1
2(1− b˜)
,
which implies (6.35).
On one hand, an analogous computation yields
σb˜+ 3b˜2
b˜+ σ
< 1⇐⇒ σ > 3b˜
2 − b˜
1− b˜
and
σb˜+ 3b˜2
b˜+ σ
<
σ(2 + b˜) + 1 + 4b˜
3(˜b+ σ)
⇐⇒ σ > 9b˜
2 − 4b˜− 1
2(1− b˜)
.
When −13 < b˜ < 1, we show
3b˜2 − b˜
1− b˜
>
9b˜2 − 4b˜− 1
2(1− b˜)
,
which implies
σb˜+ 3b˜2
b˜+ σ
< 1 =⇒ σb˜+ 3b˜
2
b˜+ σ
<
σ(2 + b˜) + 1 + 4b˜
3(˜b+ σ)
. (6.37)
On the other hand, we also have
σ(1 + 2b˜) + 3b˜2 + 4b˜
4b˜− 1 + 3σ
≥ 1⇐⇒ σ2(1− b˜) + σ(6b˜− 8b˜2) + b˜2(7− 9b˜) > 0.
From (6.33), the right-hand side is always true for 1√
3
< b˜ < 4+
√
2
7 . Otherwise (
4+
√
2
7 ≤ b˜),
we obtain
σ >
b˜
1− b˜
(
(4b˜− 3) +
√
(4b˜− 3)2 − (1− b˜)(7− 9b˜)
)
.
A computation ensures
3b˜2 − b˜
1− b˜
>
b˜
1− b˜
(
(4b˜− 3) +
√
(4b˜− 3)2 − (1− b˜)(7 − 9b˜)
)
,
whenever −13 < b˜ < 1, which, in addition to (6.37), implies (6.36). Thus, we complete the
proof of Lemma 6.2 and Proposition 6.6. 

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