Parity Sheaves and Smith Theory by Leslie, Spencer & Lonergan, Gus
ar
X
iv
:1
70
8.
08
17
4v
2 
 [m
ath
.R
T]
  8
 Se
p 2
01
7
PARITY SHEAVES AND SMITH THEORY
SPENCER LESLIE AND GUS LONERGAN
Abstract. We develop a connection between parity complexes and Smith theory for varieties equipped
with an action of a cyclic group of prime order p. We define a sheaf-theoretic Tate cohomology the-
ory and study the corresponding notion of Tate-parity complex (see [6] for the classical theory). We
generalize D. Treumann’s “Smith theory for sheaves” [14], and give a criterion for the sheaf-theoretic
Smith functor Psm to send parity complexes on X to Tate-parity complexes on the fixed-point set
X̟. We end by applying our theory to the affine Grassmannian to give a geometric construction of
the “Frobenius contraction” functor of M. Gros and M. Kaneda [4].
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1. Introduction
1.1. Let F be a field of characteristic p > 2, and let X be a sufficiently nice space equipped with a
continuous action of the cyclic group ̟ of order p. In 1934, Smith [12] related the cohomology of X
with coefficients in F to that of the fixed point locus X̟. More recently, Treumann [14] has extended
Smith’s theory to the context of complexes of sheaves on the complex algebraic variety X equipped
with an algebraic ̟-action.
1.2. We briefly outline Treumann’s construction. Let Dbc(F[̟]) denote the (cohomologically bounded,
with finitely generated cohomology sheaves) derived category of F[̟]−mod and write Perfc(F[̟]) for
the thick subcategory spanned by bounded complexes of free F[̟]-modules. The Tate category is
defined to be the Verdier quotient1
T0 −modc := D
b
c(F[̟])/Perfc(F[̟]).
Given an algebraic variety Y with trivial̟-action, one may similarly consider the relative Tate category
given as the quotient2
Shc(Y ; T0) := D
b
c(Y ;F[̟])/Perfc(Y ;F[̟])
Date: September 12, 2017.
1As pointed out in [14, Sec. 4.1] it is equivalent to the homotopy category of the category of compact module spectra
over a certain E∞-ring spectrum T0 which is constructed by applying the so-called Tate construction to the ring spectrum
F (concentrated in degree 0) with its trivial ̟-action. This point of view is not technically necessary for this paper, but
hopefully justifies our notation. Note that the Tate category was originally denoted Perf(T ) in [14].
2According to Treumann, this also has an ∞-categorical interpretation: it is equivalent to a certain subcategory of
the homotopy category of sheaves of module spectra over T0; again hopefully this justifies the notation.
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of the (cohomologically bounded, algebraically constructible) equivariant derived categoryDb̟,c(Y ;F)
∼=
Dbc(Y ;F[̟]) by its full subcategory of bounded complexes of sheaves of free F[̟]-modules. These quo-
tients are not themselves derived categories; for instance the double suspension [2] is isomorphic to the
identity.
For a ̟-variety X , one therefore obtains the sheaf-theoretic Smith functor
Psm : Db̟,c(X ;F) −→ Shc(X
̟; T0)
by ∗-restricting and then projecting. One of Treumann’s key insights is that the functor given by
!-restricting and then projecting is canonically isomorphic to this one; it may then be regarded as a
kind of formal hyperbolic localization.
1.3. Let us fix a ̟-equivariant stratification S of X , which induces in the natural manner a strat-
ification also denoted S of X̟. For any category whose objects are complexes of sheaves on X (or
X̟) with constructible cohomology sheaves, we will replace the subscript c by the subscript S to in-
dicate the full subcategory spanned by the complexes with S-constructible cohomology sheaves. Psm
preserves constructibility with respect to S.
1.4. One would like to understand the behavior of the Smith functor on perverse sheaves, to which
end Treumann has conjectured [14, Sec. 4.6] that the image under Psm of a ̟-equivariant perverse
sheaf on X is a direct sum of shifts of projections of trivially equivariant perverse sheaves on X̟.
A more natural conjecture perhaps would be that the image under Psm of a ̟-equivariant perverse
sheaf on X is a direct sum of shifts of perverse sheaves in Shc(X
̟; T0). However, there is currently no
good notion of perverse sheaf in the relative Tate category, and it is unclear what such a thing could
be, not least because of the aforementioned isomorphism [2] ∼= [0]. We note that this is evidently not
an obstacle to the definition of parity complexes, as introduced and studied in [6],[7].
1.5. Indeed, we are able to define an appropriate notion of Z/2-graded cohomology sheaves, which
allows us to straightforwardly define Tate-parity complexes in ShS(X
̟; T0) with respect to a strat-
ification S of X̟ of the type considered in [6] and a corresponding pariversity † (hidden from the
notation). In good situations, the Smith functor sends parity complexes to Tate-parity complexes.
However, this definition has the undesirable property that the projection to the Tate category of a
trivially equivariant indecomposable parity complex in DbS(X
̟) is not indecomposable; in fact, even
over a contractible stratum, it will be the sum of a non-zero even and non-zero odd part. This is the
Bockstein phenomenon, and the correct remedy seems to be to replace F by its Witt ring O.
1.6. This leads us to extend Treumann’s construction to sheaves of O-modules. The resulting theory
retains all of the desirable features of Treumann’s theory; in particular we have a localized category
Shc(X
̟; T∞)
3 and an integral Smith functor
Psm : Db̟(X ;O) −→ Sh(X
̟; T∞).
One may also define Tate-parity complexes in ShS(X
̟; T∞), extending the notion of Tate-parity
complex in ShS(X
̟; T0). Before stating our first main result let us fix a little more notation: we shall
write
η∗ : D
b
c(O[̟])→ D
b
c(O)
for the restriction along the unit,
ǫ∗ : D
b
c(O)→ D
b
c(O[̟])
for the restriction along the counit, and
T
∗ : Dbc(O[̟])→ T∞ −modc
3Replacing F with O corresponds to replacing the spectrum T0 with the integral Tate spectrum T∞, which is in fact
an E∞-field (see [9]).
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for the defining projection functor4. We also have the left (resp. right) adjoint ǫ∗ (resp. ǫ!) to ǫ∗;
likewise for η∗, with a natural isomorphism η
∗ ∼= η!. We use the same symbols for the corresponding
functors between categories of sheaves. Our first main result is the following:
Theorem 1.1. (1) The functor
T
∗ǫ∗ : D
b
S(X
̟;O)→ ShS(X
̟; T∞)
sends parity complexes to Tate-parity complexes.
(2) Let L be an indecomposable local system on one of the strata. Then there is at most one
indecomposable Tate-parity complex in ShS(X
̟; T∞) which is supported on the closure of that
stratum and whose restriction to that stratum is isomorphic to T∗ǫ∗L.
(3) Let E be an indecomposable parity complex in DbS(X
̟;O) whose negative self-extensions all
vanish, and suppose that the strata of X̟ are simply connected. Then T∗ǫ∗E is indecomposable.
Following [6], we will say a parity complex (respectively Tate-parity complex) is a parity sheaf
(respectively a Tate-parity sheaf ) if
(1) it is indecomposable;
(2) its restriction to any stratum which is dense in its support is an indecomposable local system
of free finite rank O-modules, placed in the appropriate cohomological degree (respectively,
the base change T∗ǫ∗ of such a thing).
Remark 1.2. (1) The theorem says that if the strata are all simply connected and DbS(X
̟;O) has
‘enough’ parity sheaves then T∗ǫ∗ induces a bijection between parity sheaves and Tate-parity
sheaves. The assumption of simply connectedness comes from (3) and is probably unnecessary,
but unfortunately our proof relies on it.
(2) Just as for parity complexes, any Tate-parity complex is a direct sum of indecomposable Tate-
parity complexes. However, we do not know whether an indecomposable Tate-parity complex
must be a Tate-parity sheaf (up to shift). Certainly this is true when the strata are simply
connected, but beyond that case we cannot say. We expect that it is true in general, and that
the natural proof will involve making precise the sense in which the Tate category is a homotopy
category of sheaves of modules for the Tate spectrum.
1.7. As we have previously mentioned, in good situations the Smith functor
Psm : Db̟,S(X ;O)→ ShS(X
̟; T∞)
sends parity complexes to Tate-parity complexes. Here by parity complex we mean an object of
Db̟,S(X ;O) whose underlying complex in D
b
S(X ;O) is parity. One example of such a good situation
is given by our second main result:
Theorem 1.3. Let E be a parity complex in Db̟,S(X ;Zp) such that for each point ix : {x} → Y and
every k ∈ Z, Hk(i?xE) is trivial as a ̟-module for both ? =!, ∗. Then Psm(E) is Tate-parity.
Our two main theorems combine to gives a criterion which, given a parity complex E in Db̟,S(X ;O),
allows us to find a (unique) parity complex F in Db̟,S(X
̟;O) satisfying
Psm(E) = T∗ǫ∗(F). (1)
In fact, more is true: by studying the hom-spaces of Tate-parity complexes, we show that there exists
a functor from the category of Tate-parity sheaves to category of parity complexes with coefficients in
F. Miraculously, by composing Psm and the correspondence (1) with this functor, we obtain a functor
Parityt̟,S(X ;O) −→ Parity
0
S(X
̟;F),
where the superscripts indicate restricting to certain subcategories (see Section 4.10 for full details).
It is remarkable that this functor is constructed by passing through the integral Tate category!
4The projection functor T∗ may be regarded as a base change functor T∞ ⊗M (−), where M is a certain mapping
spectrum (whose homotopy category of compact module spectra is Dbc(O[̟])). The astute reader will notice that we
have not defined T∞ −modc, but will guess (correctly) that it is just another name for Shc(∗; T∞).
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1.8. As an application, we take X to be the affine Grassmannian Gr of a complex reductive algebraic
group G with its spherical stratification S = sph and the dimension pariversity (see [7]). It is known
that parity sheaves are perverse and equivariant for the action of S1 by loop rotation. We consider
their induced ̟-equivariant structure. Our criterion holds, and we thus obtain a functor
Paritysph(Gr,F)→ Paritysph(Gr
̟,F).
We observe that one component of Gr̟ is isomorphic to Gr, and the induced stratification is again
the spherical stratification. Using the identification of spherical parity sheaves with indecomposable
tilting modules for the Langlands dual group G∨
F
we thus obtain a functor
T ilt(G∨F )→ T ilt(G
∨
F ).
We show that this is equivalent to the algebraically defined Frobenius contraction functor of [5]. Their
functor applies to all G∨
F
-modules, not just tilting modules, and so one may regard our result as
providing a first step towards a geometric construction of their functor.
Acknowledgments. We wish to thank Daniel Juteau, Pramod Achar, David Treumann, and Geordie
Williamson for helpful discussions on topics related to this work. S.L. thanks David Treumann for
conversations leading to this project and for providing travel funding while a graduate student. He also
wishes to thank his advisor Solomon Friedberg for all his help and support. G.L. wishes particularly
to thank Pramod Achar for bringing the work of David Treumann to his attention, and his advisor
Roman Bezrukavnikov for all his financial support and encouragement.
2. The Tate category
2.1. For simplicity, we assume F = Fp, so that O = Zp, though the results work for any finite extension
of Fp. We mimic the construction of [14], replacing Fp by Zp. Let ̟ = Z/pZ denote the cyclic group
of order p with generator g and let Zp[̟] be the group ring. Let D
b(Zp[̟]) be the cohomologically
bounded derived category of Zp[̟]-modules, and let D
b
c(Zp[̟]) denote its full subcategory consisting of
complexes with finitely generated cohomology modules. Set Perfc(Zp[̟]) to be the thick subcategory
generated by finitely generated weakly injective5 Zp[̟]-modules. It is a tensor ideal.
Definition 2.1. The integral Tate category is the Verdier quotient
T∞ −modc := D
b
c(Zp[̟])/Perfc(Zp[̟]).
It is naturally a triangulated category, the distinguished triangles being those which are isomorphic
to the image of a distinguished triangle in Dbc(Zp[̟]). We have the triangulated projection functor
T
∗ : Dbc(Zp[̟])→ T∞ −modc.
2.2. Periodicity. The integral Tate category has several properties in common with the modular Tate
category T0 −modc (denoted Perf(T ) in [14]). For example:
Proposition 2.2. There is a natural isomorphism [2] ∼= [0] of functors on T∞ −modc.
Proof. The exact sequence
0→ Zp
η
−→ Zp[̟]
1−g
−−→ Zp[̟]
ǫ
−→ Zp → 0
gives a morphism
Zp → Zp[2]
in Dbc(Zp[̟]) whose cone is perfect, so that it becomes an isomorphism after applying T
∗. The result
follows by identifying the functor [2] with a functor of tensoring over Zp with Zp[2]. 
For a 2-periodic triangulated category such as this, and an element n of Z/2, it makes sense to
consider the n-fold homological shift. We will routinely do this, denoting the functor as [n].
5Here weakly injective means injective relative to the trivial subgroup of ̟, see [2, Section 2]. Equivalently, the
weakly injective modules are precisely the modules of the form Zp[̟]⊗Zp V for any Zp-module V . They are the same
as weakly projective modules. They are acyclic for the functor of invariants.
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2.3. Derived invariants. Consider the derived functor of invariants
ǫ! = RHom(Zp,−) : D
b
c(Zp[̟])→ D
+(Zp).
By definition, ǫ! is the composition
Dbc(Zp[̟])
I
−→ K+c (Inj(Zp[̟]))
ǫ!
−→ K+c (Inj(Zp))
Q
−→ D+c (Zp),
where Q is the localization functor and I comes by restriction from a right adjoint to the localiza-
tion functor K+c (Inj(Zp[̟])) → D
+
c (Zp[̟]). On the level of complexes, I is ‘the’ functor of injective
resolution. Here Inj(−) denotes the category of injective objects, K+ denotes the bounded below ho-
motopy category,D+ denotes the (cohomologically) bounded below derived category, and the subscript
c indicates passing to the full subcategory of complexes with finitely generated cohomology modules.
To see that ǫ! preserves the finite generation of cohomology, consider the weakly injective resolution
i = (0→ Zp[̟]
1−g
−−→ Zp[̟]
N
−→ Zp[̟]
1−g
−−→ . . .)
of Zp, where N =
∑
h∈̟ h is the norm element. For a bounded below complex B = (0 → B0 →
B1 → . . .) in K
+(Inj(Zp[̟])), the natural morphism from B to the totalization of the double complex
B⊠Zp i is an isomorphism. Since totalization commutes with invariants, we see that ǫ
!B is isomorphic
to the totalization of the double complex B ⊗Zp[̟] i written out below:
...
...
↑ 1−g ↑ 1−g
0 → B0 → B1 → . . .
↑ N ↑ N
0 → B0 → B1 → . . .
↑ 1−g ↑ 1−g
0 → B0 → B1 → . . .
↑ ↑
0 0
We then use the horizontal-vertical spectral sequence and the fact that Zp[̟] is Noetherian.
2.4. Tate cohomology. Suppose instead that B is an arbitrary (not necessarily injective) bounded
below complex with finitely generated cohomology modules. Then the totalization of the double com-
plex B⊠Zp i is quasi-isomorphic to B and is weakly injective. It follows that its invariant subcomplex, as
written above, computes the cohomology of ǫ!B. In particular, if B is bounded then these cohomology
groups become 2-periodic for large n, in the sense that the natural map Hnǫ!B → Hn+2ǫ!B induced
by the morphism B → B[2] considered above is an isomorphism for large n. The vertical-horizontal
spectral sequence shows that cohomology groups Hnǫ!B vanish on perfect complexes for large n. It
follows that the Tate cohomology functors
T 0 := colim
−−−→n
H2nǫ!
T 1 := colim
−−−→n
H2n+1ǫ!
}
: Dbc(Zp[̟])→ Zp −mod
factor through T∞−modc (and that the colimits converge in finite time). For a distinguished triangle
M → N → O
+1
−−→ in T∞ −modc we get a 6-periodic long exact sequence
. . .→ T 0M → T 0N → T 0O → T 1M → T 1N → T 1O→ . . . .
We have T 0Zp = Fp, T
1Zp = 0 and it follows that T
0, T 1 are valued in Fp-modules.
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2.5. Tate complex. Consider the 2-periodic acyclic complex
t = (. . .
N
−→ Zp[̟]
1−g
−−→ Zp[̟]
N
−→ Zp[̟]
1−g
−−→ . . .).
If B = (0 → B0 → . . . → Bn → 0) is bounded, then one may compute T
0B, T 1B as the cohomology
of the invariant subcomplex of the totalization of B ⊠Zp t. Indeed the subcomplex in question is the
totalization of the double complex
...
...
↑ 1−g ↑ 1−g
0 → B0 → . . . → Bn → 0
↑ N ↑ N
0 → B0 → . . . → Bn → 0
↑ 1−g ↑ 1−g
0 → B0 → . . . → Bn → 0
↑ N ↑ N
...
...
which coincides with the totalization of B ⊗Zp[̟] i in large positive degrees.
This approach to defining Tate cohomology has the advantage that we do not need to take colimits:
we have obtained a genuine complex whose cohomology groups give the Tate cohomology.
Remark 2.3. It is natural to ask whether one can make a functorial choice of such a complex. Indeed,
one may consider (for instance) the composition:
Dbc(Zp[̟])
I
−→ K+c (Inj(Zp[̟]))
(−)⊗Zp t
−−−−−→ Kac(Inj(Zp[̟]))
ǫ!
−→ K(Inj(Zp))
where the middle functor indicates the totalization of the double complex (−)⊠Zp t. Unfortunately, this
approach seems to be incompatible with what comes next, so we will not pursue it.
2.6. Parity. We say that an object M of T∞ −modc is Tate-even (resp. Tate-odd) if T
1M = 0 (resp.
T 0M = 0). We say that M is Tate-parity if it is a direct sum of an odd and an even object. We have
the following fundamental fact:
Lemma 2.4. (1) Every object of T∞ −modc is Tate-parity.
(2) If M is Tate-even and N is Tate-odd then HomT∞−modc(M,N) = 0.
(3) If M is Tate-even then M ∼= T∗Zkp for some non-negative integer k.
Proof. We will give an argument in the language of homotopy theory, but remark that there is a more
elementary proof using stable module categories, see [2]. As we have already mentioned, T∞−modc is
equivalent to the homotopy category of a certain category of module spectra6 over a certain E∞-ring
spectrum T∞ (see [14]). The homotopy groups of T∞ are equal to the Tate cohomology groups of the
trivial Zp[̟]-module, that is
π•(T∞) ∼= Fp[t, t
−1],
where t is in degree 2. Therefore, unlike T0, T∞ is a good coefficient algebra (see [13]). For an E∞-
algebra E we say that a module spectrum M ∈ Mod(E) is even if all its odd homotopy groups vanish.
Proposition 2.5. [13, Prop. 2.1] Let E be a good coefficient algebra. Then every object M ∈Mod(E)
is isomorphic to a direct sum M0 ⊕ ΣM1, where Mi are both even. Moreover, if M and N are even,
then there are natural isomorphisms
[M,N ] ∼= Homπ0E(π0M,π0N),
[M,ΣN ] ∼= Ext1π0E(π0M,π0N).
6The category of compact module spectra.
PARITY SHEAVES AND SMITH THEORY 7
Parts (1) and (2) of the lemma follow, since a summand of a compact object is compact and
π0T∞ = Fp is a field. For part (3), let M be Tate-even and choose a basis of the finite-dimensional
vector space T 0M , with cardinality k say. Since T 0M = HomT∞−modc(T
∗Zp,M), the choice of basis
induces a map T∗Zkp →M which becomes an isomorphism after applying T
0. Thus the cone is killed
by both T 0, T 1 and so must be 0. 
The following is an immediate consequence:
Proposition 2.6.
(1) The functor (T 0, T 1) is an equivalence between T∞ − modc and the category of Z/2-graded
finite dimensional Fp-vector spaces.
(2) The Grothendieck group of T∞ −modc is isomorphic to Z.
Remark 2.7. Proposition 2.6 shows that there must be an isomorphism T∗Fp ∼= T
∗Zp ⊕ T
∗Zp[1]. It
is an exercise to find an explicit isomorphism.
3. Sheaves
3.1. Disclaimer. Let X be a complex algebraic variety. In the following sections, by a stratification
of X we will mean an algebraic Whitney stratification. Every algebraic but not necessarily Whitney
stratification can be refined to an algebraic Whitney stratification, so that this makes no difference
when working without reference to a fixed stratification. But when working with a fixed stratification,
the Whitney condition ensures the existence of the six functors (in particular of Verdier duality). All of
the arguments of this section work equally well with a fixed algebraic Whitney stratification as without
any fixed choice. It is possible that with a slightly more careful analysis, some of the arguments may
go through for more general stratifications.
3.2. Let X be a complex algebraic variety with an action of the finite group ̟. Let Db̟,c(X ;Zp)
denote the bounded constructible ̟-equivariant derived category of sheaves (for the analytic topology)
of Zp-modules on X . Suppose now that Y is a complex algebraic variety with the trivial action of ̟.
We have an equivalence
Db̟,c(Y ;Zp)
∼= Dbc(Y ;Zp[̟])
where the category on the right is the bounded constructible7 derived category of sheaves of Zp[̟]-
modules onX . Let Perfc(Y ;Zp[̟]) denote the thick subcategory of D
b
c(Y ;Zp[̟]) generated by sheaves
of constructible Zp[̟]-modules whose stalks are all weakly injective. An object of Perfc(Y ;Zp[̟]) is
called a perfect complex. As over a point, Perfc(Y ;Zp[̟]) is a tensor ideal in D
b
̟,c(Y ;Zp).
Definition 3.1. The constructible integral Tate category is the Verdier quotient
Shc(Y ; T∞) := D
b
c(Y ;Zp[̟])/Perfc(Y ;Zp[̟]).
We write T∗ : Dbc(Y
̟;Zp[̟])→ Shc(Y ; T∞) for the projection functor. If S is a fixed stratification
of Y , we will replace the subscript c by the subscript S in any of the above categories to indicate
the full thick subcategory generated by sheaves which are constructible along S and, in the case of
PerfS(Y ;Zp[̟]), have weakly injective stalks.
Remark 3.2. It is not clear a priori whether the natural functor
DbS(Y ;Zp[̟])/PerfS(Y ;Zp[̟])→ ShS(Y ; T∞)
is an equivalence. In fact it is, as we will show in Corollary 3.6.
Remark 3.3. In [14], a slightly different definition of perfect complexes is given: by strict analogy, we
ought to say that a complex is perfect if its stalks are all perfect, i.e. isomorphic to 0 in T∞ −modc.
Certainly our notion of perfect complex is contained within this. In fact, they coincide, as we will see
in Corollary 3.10.
7By bounded, we mean cohomologically; by constructible we mean that the cohomology sheaves are constructible
with respect to some algebraic stratification and have finitely generated stalks.
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3.3. Tate cohomology sheaves. Proposition 2.2 holds for Shc(Y ; T∞), with the same proof. We
may also define the functors T 0, T 1 in the same way(s). That is, for a complex F in Dbc(Y ;Zp[̟]) we
may either consider the colimits of the (eventually constant) systems:
T 0 := colim
−−−→n
H2nǫ!
T 1 := colim
−−−→n
H2n+1ǫ!
}
: Dbc(Y ;Zp[̟])→ Shc(Y ;Fp)
or instead take any bounded complex B quasiisomorphic to F and take the cohomology of the 2-periodic
complex B ⊗Zp[̟] t.
A priori T 0, T 1 are valued in constructible sheaves of Zp-modules, but they are easily seen to be
compatible with stalks and hence they take values in constructible sheaves of Fp-modules. Likewise,
for a fixed stratification S we have the functors
T 0, T 1 : ShS(Y ; T∞)→ ShS(Y ;Fp).
For a distinguished triangle F → G → H
+1
−−→ in Shc(Y ; T∞), we have a six-periodic long exact sequence
. . .→ T 0F → T 0G → T 0H → T 1F → T 1G → T 1H→ . . . .
We may compute the Tate cohomology sheaves in the following case:
Lemma 3.4. Let F be an object of Dbc(Y ;Zp) whose cohomology sheaves H
nF have Zp-free stalks.
Then we have
T iǫ∗F =
⊕
n∈i
Fp ⊗Zp H
nF
for any i ∈ Z/2.
Proof. Fix a bounded complex B quasiisomorphic to F . We have a canonical isomorphism
ǫ∗B ⊗Zp[̟] t =
⊕
d∈Z
B ⊗Zp Fp[2d]
and therefore we identify
T iǫ∗F =
⊕
n∈i
Hn(B ⊗Zp Fp).
There is a Cartan-Eilienberg spectral sequence converging to H•(B ⊗Zp Fp) whose E2 page equals
H•(B) ⊗• Fp. Since Zp has homological dimension 1, the spectral sequence degenerates here for any
B. If further each Hn(B) is Zp-free, then the E2 page lives in a single row, so that the associated
filtration is trivial and we obtain the desired equality. 
3.4. The six functors. The six functors for Db̟,c(−;Zp) all send perfect complexes to perfect com-
plexes (when ̟ acts trivially on the underlying spaces), and so the six functors descend to Shc(−; T∞)
compatibly with T∗; we shall use the standard notations:
f∗, f∗, f!, f
!,D, Hom
for them. We also put x ⊗ y = DHom(x,Dy) and x ⊗! y = Hom(Dx, y). The proof is essentially the
same as for Shc(−, T0) given in [14]. Although it is not stated in [14], it is a formal consequence that
the usual adjunctions hold. We have briefly switched notation from Dbc(−;Zp[̟]) to D
b
̟,c(−;Zp) in
order to emphasize that the Verdier duality and tensor product functors are taken Zp-linearly (and
given, respectively, the inverse and diagonal ̟-equivariant structure). If we were to dualize or tensor
instead over Zp[̟], we would not preserve boundedness.
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3.5. Homs as colimits. There is a relatively simple description of hom-sets in the Tate category.
Recall that in Dbc(Y ;Zp[̟]) we have a natural transformation [0]→ [2] which becomes an isomorphism
after applying T∗. It follows by functoriality that for any F ,G in Dbc(Y ;Zp[̟]), T
∗ induces a map
C : colim
−−−→
n
HomDbc(Y ;Zp[̟])(F ,G[2n])→ HomShc(Y ;T∞)(T
∗F ,T∗G).
This map is functorial in F ,G. Moreover morphisms on the left can be composed in the natural
manner, and C respects composition.
Proposition 3.5. C is an isomorphism.
Proof. Consider the category S˜hc whose objects are the same as those of D
b
c(Y ;Zp[̟]) and satisfying
Hom
S˜hc
(F ,G) = colim
−−−→
n
HomDbc(Y ;Zp[̟])(F ,G[2n]).
Then S˜hc is a triangulated category, and T
∗ factors as the composition of the triangulated functors
Dbc(Y ;Zp[̟])
T˜∗
−→ S˜hc
C
−→ Shc(Y ; T∞).
We claim that T˜∗ kills perfect complexes. It is enough to show that for any perfect complex P , we
have HomDbc(Y ;Zp[̟])(P ,P [n]) = 0 for all n large enough. In fact, we will show that for any F in
Dbc(Y ;Zp[̟]), we have HomDbc(Y ;Zp[̟])(F ,P [n]) = 0 for all n large enough. By Verdier duality, and
since the perfect complexes form a tensor ideal, we may assume F to be the constant sheaf π∗Zp, where
π : Y → pt denotes the constant map. The claim then follows from the fact that a perfect complex in
Dbc(Zp[̟]) has bounded derived invariants, which is true since such a thing is a (finite) iterated cone
of weakly injective (in particular ǫ!-acyclic) Zp[̟]-modules.
It follows that the functor T˜∗ factors as a composition:
Dbc(Y ;Zp[̟])
T
∗
−→ Shc(Y ; T∞)
J
−→ S˜hc
such that C ◦ J ∼= id. But J is full, since T˜∗ is, up to even shift, and Shc(Y ; T∞) is 2-periodic. 
We are now able to demonstrate Remark 3.2. Fix a stratification S of Y and recall that the notations
DbS(Y ;Zp[̟]), ShS(Y ;Zp[̟]), PerfS(Y ;Zp[̟]) denote, respectively, the full thick subcategories of
Dbc(Y ;Zp[̟]), Shc(Y ;Zp[̟]), Perfc(Y ;Zp[̟]) generated by all sheaves constructible along S with, in
the case of PerfS(Y ;Zp[̟]), weakly injective stalks.
Corollary 3.6. The functor
DbS(Y ;Zp[̟])/PerfS(Y ;Zp[̟])→ ShS(Y ;Zp[̟])
is an equivalence.
Proof. It is certainly essentially surjective. We still have that PerfS(Y ;Zp[̟]) is a tensor ideal of
DbS(Y ;Zp[̟]) containing the complex (0→ π
∗Zp[̟]
N
−→ π∗Zp[̟]→ 0), where π : Y → pt denotes the
constant map. The above calculation of hom-sets works out exactly the same way for the LHS of the
claimed equivalence. 
3.6. Modular reduction. Let us write F : Dbc(Y ;Zp)→ D
b
c(Y ;Fp) for the modular reduction functor.
It is left adjoint to the inclusion functor, and right adjoint to the [−1]-shift of the inclusion. Temporarily
writing I for the inclusion functor, we have:
IF(−) = π∗Fp ⊗ (−)
= Hom(π∗Fp,−)[1].
One of the main properties of the Tate category is the following fact:
Proposition 3.7. Let F , G be objects of Dbc(Y ;Zp). Then we have
HomShc(Y ;T∞)(ǫ∗F , ǫ∗G) =
⊕
i∈Z
HomDbc(Y ;Fp)(FF ,FG[2i]).
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Proof. Freely using the fact that the six functors commute with ǫ∗ and T
∗, we have
HomShc(Y ;T∞)(ǫ∗F , ǫ∗G) = HomShc(Y ;T∞)(π
∗Zp, ǫ∗Hom(F ,G))
= HomT∞−modc(Zp, ǫ∗π∗Hom(F ,G))
= T 0ǫ∗π∗Hom(F ,G)
= H0(ǫ∗π∗Hom(F ,G)⊗Zp[̟] t)
= H0(
⊕
i∈Z(π∗Hom(F ,G)⊗Zp Fp[2i]))
=
⊕
i∈ZH
2i(π∗Hom(F ,G)⊗Zp Fp).
Then, by the projection formula we have
H2i(π∗Hom(F ,G)⊗Zp Fp) = H
2i(π∗(Hom(F ,G)⊗ π
∗Fp))
= H2i(π∗Hom(π
∗
Fp, Hom(F ,G))[1])
= H2i(π∗Hom(π
∗Fp ⊗F ,G)[1])
= HomDbc(Y ;Zp)(π
∗Fp ⊗F ,G[2i+ 1])
= HomDbc(Y ;Zp)(IFF ,G[2i+ 1])
= HomDbc(Y ;Fp)(FF ,FG[2i])
which completes the calculation. 
3.7. Addendum. By definition T∗ǫ∗ induces maps
T
∗ǫ∗ : HomDbc(Y ;Zp)(F ,G)→ HomShc(Y ;T∞)(T
∗ǫ∗F ,T
∗ǫ∗G)
which are compatible with all compositions. One may check, by tracing through the calculation of
Proposition 3.7, that the composition
HomDbc(Y ;Zp)(F ,G)
T
∗ǫ∗−−−→ HomShc(Y ;T∞)(T
∗ǫ∗F ,T
∗ǫ∗G) =
⊕
i∈Z
HomDbc(Y ;Fp)(FF ,FG[2i])
is equal to
HomDbc(Y ;Zp)(F ,G)
F
−→ HomDbc(Y ;Fp)(FF ,FG) −→
⊕
i∈Z
HomDbc(Y ;Fp)(FF ,FG[2i])
where the second arrow is the inclusion of the i = 0 summand.
3.8. The Tate hypercohomology spectral sequence. Let π : Y → pt denote the constant map
and consider the dg-algebra
E := (π∗π
∗
Zp)
op.
More precisely, we have E = π0∗C for any coconnective π∗-acyclic dg-algebra C in D
b
c(Y ;Zp[̟]) with
a map π∗Zp → C of dg-algebras which is a quasiisomorphism
8. Such a C certainly exists, and may
be chosen to be bounded since π∗ has finite cohomological dimension. The pushforward π∗ factors
through the functor9
Π∗ : D
b
c(Y ;Zp[̟])→ E − dg −modc.
The underlying object of Dbc(Zp[̟]) of Π∗ is just π∗, but we have given it a different name to indicate
that we are remembering the structure of E-dg-module. We note that C may be taken to have trivial
̟-action, and therefore so may E. But we emphasize that by definition E is a dg-algebra over Zp[̟], so
that E-dg-mod consists of complexes of Zp[̟]-modules (whose Zp[̟] action is not necessarily trivial).
The functor Π∗ is triangulated, and it sends perfect complexes to perfect complexes
10 because π∗ does.
Thus we obtain a functor
Π∗ : Shc(Y ; T∞)→ E − dg −modc/Perf
8Here π0
∗
denotes the underived pushforward.
9Here E − dg −modc denotes the full subcategory of the derived category of dg-modules over E consisting of those
dg-modules whose underlying complex is in Dbc(Zp[̟]).
10An E-dg-module is said to be perfect if it is perfect as an object of Dbc(Zp[̟]).
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where Perf stands for the full subcategory of E − dg −modc spanned by perfect complexes. Taking
Tate cohomology gives us a functor
T •Π∗ : Shc(Y ; T∞)→ T
•E − gr −modc.
We will construct a spectral sequence converging to T •Π∗ whose E2 page is R
•π∗(T
•(−))11. The
construction must be rather standard, but we have not found an explicit reference. Fix a complex F
in Shc(Y ; T∞). Let F → B = (0 → B0 → . . . → Bn → 0) be a bounded replacement of F such that
each Bi is π∗-acyclic and B is a C-dg-module. Then Π∗F is isomorphic to B := π∗B = (0 → π
0
∗B0 →
. . . → π0∗Bn → 0). Therefore T
•Π∗F is computed as the cohomology of B ⊗Zp[̟] t. This complex is
exactly π0∗(B ⊗Zp[̟] t), since B is bounded.
To simplify notation, let us write A• for the complex B ⊗Zp[̟] t. Let I
•,• be a Cartan-Eilenberg
resolution of A (for its existence, see [15]). Thus we have a double complex
...
...
...
↑ ↑ ↑
. . . → In−1,1 → In,1 → In+1,1 → . . .
↑ ↑ ↑
. . . → In−1,0 → In,0 → In+1,0 → . . .
↑ ↑ ↑
. . . → An−1 → An → An+1 → . . .
↑ ↑ ↑
0 0 0
such that the columns of horizontal coboundaries, the columns of horizontal cohomologies, and the
columns themselves, are all exact and consist of injective objects above the row containing A•. It
follows that the E2 page of the horizontal-vertical spectral sequence of the double complex π
0
∗I
•,•
is E•,•2 (π
0
∗I) = R
•π∗(T
•(B)). We claim now that this spectral sequence converges to T •Π∗F . We
note first of all that the E2 page is bounded (vertically), so that the spectral sequence is eventually
constant (so converges). Moreover, this boundedness ensures that for any p, q, we have Ep,q∞ (π
0
∗I) =
Ep,q∞ (
sτ≥p
′,−π0∗I) for some p
′ ≪ p. Here sτ≥p
′,−π0∗I denotes the double complex obtained from
π0∗I by deleting all columns to the left of the p
′th. But this is the image under π0∗ of a Cartan-
Eilenberg resolution of the bounded-below complex sτ≥p
′
A, so its horizontal-vertical spectral sequence
converges to R•π∗
sτ≥p
′
A. But sτ≥p
′
A is a bounded-below complex of π∗-acyclic objects, so we have
R•π∗
sτ≥p
′
A = H•π0∗
sτ≥p
′
A = H•(sτ≥p
′
(B ⊗Zp[̟] t)). This concides with H
•(B ⊗Zp[̟] t) = T
•Π∗F
in all degrees greater than p′, as required.
We will denote this spectral sequence E•,•• (F)
12. As is usual with spectral sequences, each page
E•,•n (F) is a bi-graded dg-module for E
•,•
n (π
∗Zp). In the case where H
∗(Y ;Fp) is concentrated in even
degrees, this structure is easy to describe on the E2 page. Indeed, in that case for π
∗Zp the E2 page
is concentrated in even bi-degrees and so has collapsed, giving the bi-graded algebra
E•,•2 (π
∗
Zp) = H
•(Y ;Fp)[t, t
−1]
with t in bi-degree (2, 0) and H•(Y ;Fp) (the singular cohomology of Y ) with its usual grading inserted
vertically. For any F , E•,•2 (F) is the horizontally 2-periodic double complex H
•(Y ;T •F) (with some
differentials of bi-degree (−1, 2)); the action of H•(Y ;Fp) in the columns is just the usual action on
cohomology with coefficients in the constructible sheaf T •F , and the action of t is just the 2-periodic
structure.
11In terms of the E∞-field T∞, this generalizes the Atiyah-Hirzeburch spectral sequence.
12This is perhaps slightly abusive, since the pages E0, E1 depend on choice of I•,• (although not up to homotopy
equivalence). The E2 page is independent (up to isomorphism) of this choice.
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3.9. Support. As an important application of the Tate hypercohomology spectral sequence, we have
the following fact:
Proposition 3.8. Let F be an object of Shc(T∞) whose stalks are all 0. Then F = 0.
Proof. Using the ‘stalk-preserving’ triangles
j!j
! → id→ i∗i
∗ +1−−→
we may reduce to the case where Y is smooth and F (or rather, an object of Dbc(Y ;Zp[̟]) under-
lying F) is constructible with respect to the trivial stratification. It is enough then to show that
EndShc(Y ;T∞)(F) = 0. But we have:
EndShc(Y ;T∞)(F) = HomShc(Y ;T∞)(T
∗π∗Zp, Hom(F ,F)) = T
0π∗Hom(F ,F).
In general, the costalks of Hom(F ,G) are all 0 if the stalks F or the costalks of G are. When Y is
smooth, then costalks and stalks coincide up to shift on complexes constructible along Y . Therefore
we have that the stalks of Hom(F ,F) are all 0 (in the Tate category); so it is enough to prove that
T 0π∗F = 0 whenever the stalks of F are all 0. But since taking stalks commutes with taking Tate
cohomology sheaves, we have in that case that the Tate cohomology sheaves of F are all 0. But then
the Tate hypercohomology spectral sequence vanishes on the E2 page. 
For an object F of Shc(Y ; T∞), we define the Tate support of F , written suppT (F), to be the set
of points iy : {y} → Y such that i
∗
yF is non-zero as an object of T∞−modc. This is in general smaller
than the support of a complex representing Y . However, it is a closed union of strata (taken from any
stratification along which F is smooth). Indeed, the Tate cohomology functors commute with i∗y, so
that suppT (F) = supp(T
0F) ∪ supp(T 1F). Proposition 3.8 shows that this is a reasonable definition:
Corollary 3.9. Let F be a complex in Shc(Y ; T∞) with Tate-support i : Z → Y . Then the adjunction
map
F → i∗i
∗F
is an isomorphism.
Proof. Indeed, the cone of the adjunction map is j!j
∗F , where j is the inclusion of the open set Y \Z.
The stalks of this are all 0, so it is 0 also. 
Thus any complex in Shc(Y ; T∞) is isomorphic to one whose Tate support is equal to its usual
support (in the derived category, or indeed in the homotopy category). We are also able to remedy the
apparent disparity, mentioned in Remark 3.3, between our definition of the constructible Tate category
and that of [14]:
Corollary 3.10. Let F be an object of Dbc(Y ;Zp[̟]) such that all the stalks of F are isomorphic to
0 in T∞ −modc. Then F is a perfect complex.
Proof. Indeed, in that case T∗F has empty Tate support, so is 0. But the kernel of T∗ is precisely the
category of perfect complexes. 
3.10. The Smith functor. We return now to the situation of a complex algebraic variety X with a
not necessarily trivial action of ̟, and write i : Y → X for the inclusion of the fixed-point subvariety.
We consider the two functors
i!, i∗ : Db̟,c(X ;Zp)→ D
b
̟,c(Y ;Zp)
We have:
Lemma 3.11. The cone of the natural map
i! → i∗
is contained in Perfc(Y ;Zp).
Proof. The proof is easy and exactly the same as the one given in [14] in the Fp-case. 
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It follows that the two functors
T
∗i!,T∗i∗ : Db̟,c(X ;Zp)→ Shc(Y ; T∞)
are naturally isomorphic. We call ‘the’ resulting functor the Smith functor :
Psm : Db̟,c(X ;Zp)→ Shc(Y ; T∞).
By functoriality, it induces maps
Psm :
⊕
i≥0
HomDb̟,c(X;Zp)(F ,G[2i])→ HomShc(T∞)(Psm(F),Psm(G))
compatible with compositions, so that in particular one obtains a map of rings from the ‘even extension’
algebra to the endomorphism algebra in the case F = G.
Lemma 3.12. The map above is surjective.
Proof. By Proposition 3.5, every map a in Shc(Y ; T∞) from Psm(F) ∼= T
∗i∗F to Psm(G) ∼= T∗i!G is
of the form
T
∗i∗F
T
∗b
−−→ T∗i!G[2i] ∼= T∗i!G
for some morphism b : i∗F → i!G[2i] in Db̟,c(Y ;Zp). The morphism b determines by the adjunction
between i∗, i∗ a map
F → i∗i
!G[2i] = i!i
!G[2i]
in Db̟,c(X ;Zp), which determines by the adjunction between i!, i
! a map
c : F → G[2i]
in Db̟,c(X ;Zp). We leave it to the reader to check that Psm(c) = a. 
3.11. Equivariance. IfG is an algebraic group acting on Y then one may analogously define ShG,c(Y ; T∞)
as a localization of the bounded constructible equivariant derived categoryDbG×̟,c(Y ;Zp) = D
b
G,c(Y ;Zp[̟]).
One may also work with a fixed stratification S which is compatible with the G-action, just as in the
non-equivariant case. The six functor formalism also carries over, and we are able to define cohomo-
logical functors
T 0, T 1 : ShG,S(Y ; T∞)→ ShG,S(Y ;Fp)
in essentially the same way; the details are left to the reader. However, we are faced with certain
technical difficulties in this situation which we do not yet know how to resolve; see Remark 4.7. For
that reason, we will not pursue the G-equivariant situation.
4. Tate-parity sheaves
4.1. Reminder on parity sheaves [6]. Let us fix a stratification S of X and a pariversity
† : S → Z/2.
We will usually omit † from our notation. For λ ∈ S we write iλ : Xλ → X for the inclusion of
the corresponding stratum in X . Let k be a complete local PID. Let DbS(X ; k) denote the bounded
S-constructible derived category. A complex F in DbS(X ; k) is said to be ?-even (? = ∗, !) if the
cohomology sheaves of i?λF (which are by definition local systems) have k-free stalks and vanish in
degrees †(λ) + 1. F is simply even if it is both ∗- and !- even. Likewise F is ?-odd (? = ∗, !) if F [1] is
?-even, and simply odd if F [1] is even. F is said to be a parity complex, or just parity, if it is a direct
sum of even and odd complexes. All of these properties are inherited by direct summands.
The category DbS(X ; k) is Krull-Remak-Schmidt, so that every object decomposes uniquely as a
direct sum of indecomposable objects. In particular, every parity complex is a direct sum of indecom-
posable parity complexes.
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4.2. Parity conditions. The theory of parity sheaves works best when S is a JMW stratification,
meaning a Whitney stratification such that the following condition holds:
Condition 4.1. For any λ ∈ S and two local systems L,L′ of free (finite-rank) k-modules on Xλ, the
k-module HomDb
S
(Xλ;k)
(L,L′[n]) is free for all integers n and is equal to 0 when n is odd.
We make this assumption for k = Zp,Fp for the remainder of the paper. Under this assumption, a
complex F in DbS(X ; k) is ?-even (? = ∗, !) if and only if i
?
λF is a direct sum of even shifts of k-free
local systems. The following result classifies indecomposable parity complexes:
Proposition 4.2. [6, Theorem 2.12] Let F be an indecomposable parity complex. Then
(1) The support of F is irreducible, hence of the form Xλ, for some λ ∈ S.
(2) The restriction i∗λF is isomorphic to L[m], for some indecomposable k-free local system L and
for some integer m.
(3) Any indecomposable parity complex supported on Xλ and extending L[m] is isomorphic to F .
The indecomposable parity complex F is called a parity sheaf ifm is equal to the complex dimension
dλ of Xλ in the above proposition. When such a complex exists, it is unique up to isomorphism and
we denote it by E(λ,L). The parity sheaf E(λ,L) may or may not exist, depending on the situation;
the third act of [6] is devoted to proving existence of parity sheaves in several contexts of interest to
geometric representation theory.
4.3. Tate-parity complexes. Suppose now that we are given an action of ̟ on X which respects the
JMW stratification S. An object of the equivariant derived category Db̟,S(X, k) is said to be ∗-even,
!-even etc. if its underlying object in DbS(X, k) is. Let Y = X
̟ with the induced stratification, also
denoted S and required to be a JMW stratification. Our first main definition is the following:
Definition 4.3. Let F ∈ ShS(Y ; T∞). Let ? = ∗ or !.
(1) F is ?-Tate-even if for each λ ∈ S,
T 1(i?λF [†(λ)]) = 0.
(2) F is ?-Tate-odd if F [1] is ?-Tate-even.
(3) F is Tate-even (resp. Tate-odd) if F is ?-Tate-even (resp. ?-Tate-odd) for both ? = ∗ and
? =!.
(4) F is Tate-parity if F is the direct sum of a Tate-even and a Tate-odd object.
The relationship between Tate-parity complexes and parity complexes is somewhat subtle. For
instance, consider the case where Y consists of a single stratum of parity 0. Then any local system of
free Zp-modules is even, by definition. Likewise, any local system of free Zp-modules with trivial ̟-
action is Tate-even. However, any local system of Zp[̟]-modules of the form (Zp[̟]/N)
n is Tate-odd.
Remark 4.4. Remark 2.7 shows that a non-zero complex of Fp-modules can be Tate-parity, contrary
to the fact that it can never be parity in DbS(Y ;Zp). However, it will generally be neither Tate-even
nor Tate-odd, so in particular will not be indecomposable.
4.4. Tate-parity sheaves. We do not know whether the Tate category ShS(Y ; T∞) is Krull-Remak-
Schmidt. However, in the case where the strata are simply connected, we are able to show that the full
subcategory of Tate-parity complexes is Krull-Remak-Schmidt, so that in particular every Tate-parity
complex is a sum of indecomposable Tate-parity complexes in a unique way. We would like to have
some analogue of Proposition 4.2, so that we may define Tate-parity sheaves. In fact, it turns out that
points 1 and 3 are rather straightforward to prove, so that indeed Tate-parity sheaves may be defined
as follows:
Definition 4.5. The complex F in ShS(Y ; T∞) is a Tate-parity sheaf if it is an indecomposable Tate-
parity complex and its restriction to the unique stratum Yλ which is dense in its support is of the form
T∗ǫ∗L[dλ] for some indecomposable Zp-free local system L on Yλ. If such an F exists then it is unique
up to isomorphism, and will be denoted ET (λ,L).
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The purpose of point 2 of Proposition 4.2 is to show that every indecomposable parity complex is
a shift of a parity sheaf. We would like to prove the obvious analogue for Tate-parity complexes. We
are able to do this only in the case where G = 1 and the strata are simply connected, which is enough
for our purposes. When one is interested only in lifting to DbS(Y ;Zp) Tate-parity complexes obtained
by an application of Psm, it is possible to work around this by considering only the full subcategory
of direct sums of Tate-parity sheaves, but this approach seems rather artificial since anyway we expect
the analogue of point 2 to hold in general.
4.5. Single stratum case. Suppose that Y consists of a single stratum, and denote by π : Y → pt
the constant map. We have the following analogue of Proposition 4.2:
Theorem 4.6. Let F be a Tate-parity complex in ShS(Y ; T∞) and suppose Y is simply connected.
Then F ∼= π∗M for some M in T∞ −modc.
Proof. We recall the notations from Section 3.8. We may assume that F is Tate-even. Then E•,•• (F)
collapses at the E2 page, being concentrated in even bi-degrees. If moreover Y is simply connected,
or more generally if each Tate cohomology sheaf T iF is a trivial local system, then E•,•2 (F) is a
free module over E•,•2 (π
∗
Zp). Since it is concentrated in even bi-degrees, we may take generators in
bi-degree (0, 0). It follows that T •Π∗F is free and generated in degree 0 over T
•E.
Recall that in T∞ − modc the functor T
0 is given by HomT∞−modc(T
∗Zp,−). By the natural
tensor-restriction adjunction between E − dg −modc/Perf and T∞ −modc, we see that the functor
T 0 : E − dg − modc/Perf → T
0E − gr − modc is given by HomE−dg−modc/Perf(E,−). Therefore
choosing a basis (of cardinality d say) for T •Π∗F in degree 0 gives a map
f : Ed → Π∗F
in E − dg −modc/Perf which becomes an isomorphism after taking T
•. Since the restriction functor
to T∞ − modc reflects isomorphisms (because it is triangulated and kills no objects) and commutes
with T •, f must be an isomorphism.
Finally, we note that Π∗ is fully faithful (when Y is simply connected). Indeed, being triangulated
it is enough to check on the generators π∗Zp, π
∗Zp[1] of ShS(Y ; T∞). This calculation is more or less
contained in what we have written before; the reader may check the details if he or she wishes. 
Remark 4.7. (1) We suspect that if Y is not simply connected, or in the G-equivariant setting,
then nonetheless any indecomposable Tate-parity complex is of the form T∗ǫ∗L, up to shift,
for some indecomposable Zp-free local system L. The above proof does not work if Y is not
simply connected, because Π∗ is not fully faithful. We also have difficulties when G is, say, an
algebraic torus of positive dimension: if we try to run the above argument with Y = BG, we
are immediately stuck because we cannot take bounded π∗-acyclic resolutions. Hopefully these
issues are not essential.
(2) A good first step to adapting to the G-equivariant case (such that BG satisfies the parity
conditions) would be to compute EndShS,G(Y ;T∞)(π
∗Zp). In the case G = 1 this is H
∗(Y ;Fp).
We expect that the answer is the graded-completion Ĥ∗G(Y ;Fp) of H
∗
G(Y ;Fp).
4.6. JMW redux. Let us assume for the remainder of the paper the strata are simply connected,
so that Theorem 4.6 is in force. As we have already mentioned, in the more general case it is often
possible to work around the absence of Theorem 4.6, but it is easier to phrase our arguments when it
holds. We will leave the details of any work-around to the reader.
Proposition 4.8. Suppose that F is ∗-Tate-parity and G is !-Tate-parity. Then there is a non-
canonical isomorphism of Fp-vector spaces
HomShS(Y ;T∞)(F ,G)
∼=
⊕
λ∈S
HomShS(Y ;T∞)(i
∗
λF , i
!
λG).
In particular, if F is ∗-Tate-even and G is !-Tate-odd then HomShS(Y ;T∞)(F ,G) = 0.
Proof. The proof is identical to that of [6, Prop. 2.6], using the calculations of Theorem 4.6. 
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As promised, we have the fundamental structural result.
Proposition 4.9. The categories of ∗-Tate-even complexes and !-Tate-even complexes are both Krull-
Remak-Schmidt. In particular, the category of Tate-parity complexes is Krull-Remak-Schmidt.
Proof. This is not really a statement about the categories of ∗-Tate-even complexes etc. per se. Rather,
the claim is that a ∗-Tate-even complex in ShS(Y ; T∞) splits as a direct sum of objects of ShS(Y ; T∞),
each of which has a local endomorphism ring; any such summand will automatically be ∗-Tate-even.
Since endomorphism rings of objects of ShS(Y ; T∞) are all finite-dimensional Fp-vector spaces, it
is enough to show that any idempotent endomorphism of a ∗-Tate-even complex is split. In [8] it
is shown that, in any triangulated category, an idempotent endomorphism of a distinguished triangle
which splits on any two terms splits on the third. Therefore using the functorial distinguished triangles
j!j
! → id→ i∗i
∗ +1−−→
which moreover preserve the ∗-Tate-even property, we may reduce to the case of a single connected
stratum. By Theorem 4.6, a Tate-even complex on a single stratum Y is a direct sum of copies of
π∗Zp, whose endomorphism algebra is the local ring H
∗(Y ;Fp).
We argue similarly, using the dual functorial distinguished triangles (preserving the !-Tate-even
property), that any idempotent endomorphism of a !-Tate-even complex is split. Since there are no
maps between Tate-even and Tate-odd complexes, the splitting of idempotent endomorphisms of Tate-
parity complexes follows from the Tate-even case, which follows in turn from the ∗-Tate even case;
that summands of Tate-even complexes are Tate-even is automatic. 
Corollary 4.10. The category of Tate-parity complexes is closed under D.
Proof. Theorem 4.6 shows that D exchanges ∗-Tate-even and !-Tate-even complexes, so sends Tate-even
complexes to Tate-even complexes (as required). 
Corollary 4.11. Suppose F and G are indecomposable Tate-parity complexes of the same parity and
let j : Xµ →֒ X be the inclusion of a stratum Xµ which is open in the support of both F and G. Then
HomShS(Y ;T∞)(F ,G)։ HomShS(Y ;T∞)(j
∗F , j∗G)
is a surjection.
Proof. Let V = suppT (F) ∪ suppT (G), and let i : V \ Xµ →֒ X be the inclusion of the closed
complement. Applying the functor HomShS(Y ;T∞)(F ,−) to the triangle
i∗i
!G −→ G −→ j!j
∗G
+1
−−→
and studying the corresponding long exact sequence, we see that the result follows if
HomShS(Y ;T∞)(F , i∗i
!G[1]) ∼= HomShS(Y ;T∞)(i
∗F , i!G[1])
vanishes. But this follows from Proposition 4.8. 
We are now able to prove the uniqueness property of Tate-parity complexes.
Proposition 4.12. Suppose J : U −→ X is the inclusion of an open union of strata. Then for an
indecomposable Tate-parity complex F , the restriction of F to U is either 0 or indecomposable.
Proof. This follows, as in [6, Prop 2.11], from Corollary 4.11 and the fact that the category of Tate-
parity complexes is Krull-Remak-Schmidt. 
We may now state the analogue of Proposition 4.2 for Tate-parity complexes, which follows from
the results in this section.
Theorem 4.13. Let F be an indecomposable Tate-parity complex.
(1) The support of F is of the form Xλ for a unique stratum.
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(2) Suppose G and F are two indecomposable Tate-parity complexes such that
suppT (G) = suppT (F).
Let j : Xλ →֒ X be the inclusion of the unique stratum open in this support. If j
∗G ∼= j∗F ,
then G ∼= F .
Proof. See [6, Thm 2.12]. 
4.7. Modular reduction revisited. Let k → k′ be a ring homomorphism. We obtain a functor
k′ ⊗Lk (−) : DS(Y ; k)→ DS(Y ; k
′).
The behavior of parity sheaves under this functor is studied in [6, Section 2]. In the case of modular
reduction Zp → Fp, we write this functor as F. The authors prove the following:
Proposition 4.14. [6, Prop. 2.37] A complex F ∈ DbS(X ;Zp) is ?-even/odd/parity if and only if
F(F) ∈ DbS(X ;F) is.
There is also a correspondence between parity sheaves with Zp- and Fp-coefficients:
Proposition 4.15. If E ∈ Db(X ;Zp) is a parity sheaf, then FE is as well. In fact,
FE(λ,L) ∼= E(λ,FL).
The rest of this section is devoted to proving analogues of Propositions 4.14 and 4.15 for Tate-parity
sheaves. For us, the relevant functor is the Tate extension of scalars functor13
T
∗ǫ∗ : D
b
S(Y ;Zp) −→ ShS(Y ; T∞).
Proposition 4.16. Suppose that F is a ?-even (resp. odd) complex (? = ∗, !) in DbS(Y ;Zp). Then
T∗ǫ∗F is ?-Tate-even (resp. odd).
Proof. This is because T∗ǫ∗ is compatible with i
?
λ, and for a local system L of free Zp-modules we have
T iǫ∗L =
{
FL i = 0
0 i = 1
where FL is the local system L mod p. 
Theorem 4.17. Suppose the parity sheaf E = E(λ,L) exists and satisfies HomDbc(Y ;Zp)(E , E [n]) = 0
for all n < 0 (for instance, E may be perverse). Then:
T
∗ǫ∗E = ET (λ,L).
Proof. As T∗ǫ∗ is compatible with i
∗
λ, it is enough to show that ET := T
∗ǫ∗E is indecomposable. By
Proposition 3.7, we have
HomShc(Y ;T∞)(ET , ET ) =
⊕
i∈Z
HomDbc(Y ;Fp)(FE ,FE [2i]).
Since E is parity, the RHS is equal to⊕
i∈Z
FHomDbc(Y ;Zp)(E , E [2i]) =
⊕
i≥0
FHomDbc(Y ;Zp)(E , E [2i])
which is a non-negatively graded algebra whose degree 0 subalgebra is
FHomDbc(Y ;Zp)(E , E).
This is local, being the quotient of a local ring. But any finite-dimensional non-negatively graded
algebra is local if and only if its degree 0 subalgebra is. 
The following is immediate:
13This definition differs from the analogous definiton of −⊗Fp T0 given in [14]. This is the functor intended (up to
analogy) in loc. cit.
18 SPENCER LESLIE AND GUS LONERGAN
Corollary 4.18. Suppose all parity sheaves E(λ,L) exist and satisfy HomDbc(Y ;Zp)(E(λ,L), E(λ
′,L′)[n]) =
0 for all n < 0 (for instance, the parity sheaves may be perverse). Then all Tate-parity sheaves exist
and T∗ǫ∗ induces a bijection between parity sheaves and Tate-parity sheaves.
For the remainder of the section, we assume we are in the setting of Corollary 4.18. It follows that
every Tate-parity complex may be uniquely written as a direct sum of objects of the form T∗ǫ∗E and
T
∗ǫ∗E [1]. Recalling Proposition 3.7, we are able in this situation to construct a factorization
Parity0S(Y ;Zp)
T
∗ǫ∗−−−→ Parity0S(Y ; T∞)
L
−→ Parity0S(Y ;Fp)
where Parity0S(Y ;−) stands for the category of normal (Tate-) parity complexes. Here a (Tate-) parity
complex is said to be normal if it is a direct sum of (Tate-) parity sheaves (without any shifts). Indeed,
for parity sheaves E , E ′ we have
HomShS(Y ;T∞)(T
∗ǫ∗E ,T
∗ǫ∗E
′) =
⊕
i≥0
HomDbc(Y ;Fp)(FE ,FE
′[2i])
which admits as a quotient HomDbc(Y ;Fp)(FE ,FE
′). The quotient map is compatible with compositions,
so that we have a well-defined functor L which takes the object ET (λ,L) = T
∗ǫ∗E(λ,L) to E(λ,FL) =
FE(λ,L). By the Addendum 3.7 to Proposition 3.7, we further see that LT∗ǫ∗ = F. We record this as:
Theorem 4.19. Suppose all parity sheaves E(λ,L) exist and satisfy HomDbc(Y ;Zp)(E(λ,L), E(λ
′,L′)[n]) =
0 for all n < 0 (for instance, the parity sheaves may be perverse). Then there is a functor L :
Parity0S(Y ; T∞)→ Parity
0
S(Y ;Fp) such that the composition
Parity0S(Y ;Zp)
T
∗ǫ∗−−−→ Parity0S(Y ; T∞)
L
−→ Parity0S(Y ;Fp)
is equal to the modular reduction functor F.
4.8. A technical remark. It may happen that there exists a normalization of the indecomposable
parity complexes different from the normalization by parity sheaves which still satisfies the condition
of Proposition 4.15. In that case the results of the previous section hold just the same, because we have
never used the value dλ in any technical way - it is there simply so that the phrase “for instance, the
parity sheaves may be perverse” makes sense. In that case, we will write n for the difference between
this normalization and the normalization by parity sheaves, and write ParitynS(Y ;Zp), Parity
n
S(Y ;Fp),
ParitynS(Y ; T∞) for the corresponding categories. For simplicity of exposition, we will consider only
n = 0 for the rest of this section, but the reader may trivially extend our results to the case of general
n. We will return to this notation in the final section.
4.9. Smith functor revisited. The Smith functor Psm seems unlikely in general to send parity
complexes to Tate-parity complexes (we do not have a counterexample). However, under certain
natural assumptions we may show that it does:
Theorem 4.20. Let E be a parity complex in Db̟,S(X ;Zp) such that for each point ix : {x} → Y and
every k ∈ Z, Hk(i?xE) is trivial as a ̟-module for both ? =!, ∗. Then Psm(E) is Tate-parity.
Proof. We will show that if E is even then Psm(E) is Tate-even. Fix a stratum Xλ and write iλ :
Xλ → X, i
̟
λ : Yλ → Y for the locally closed embeddings and i : Y → X . Let ? = ∗ or !. We have
(i̟λ )
?Psm = (i̟λ )
?T∗i?
= T∗(i̟λ )
?i?
= T∗(iλ)?(iλ)
?.
where iλ : Yλ → Xλ denotes the (regular) embedding. For complexes constructible along Xλ, We have
a Gysin isomorphism between (iλ)∗ and (iλ)! up to a shift by twice the codimension. Let E be as in
the statement of the theorem. Then (iλ)
?E is an even complex on the single stratum Xλ; without loss
of generality we assume †(λ) = 0. We are given that:
(1) Hk((iλ)
?E) is a Zp-free ̟-equivariant local system which vanishes for odd k; and
(2) The cohomology modules of the ?-restriction of (iλ)
?E on any point of Yλ are trivial̟-modules.
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By the Gysin isomorphism above, (iλ)?(iλ)
?E also satisfies these two properties. By the Gysin isomor-
phism arising from the inclusion of any point x in X̟λ , we conclude that the cohomology sheaves of
(iλ)?(iλ)
?E are local systems of free Zp modules with the trivial ̟ action. By the parity conditions,
all odd extensions in Dbc(Yλ,Zp[̟]) between such local systems vanish, so that (i
λ)?(iλ)
?E splits as a
direct sum of its cohomology sheaves. Applying T∗ to this evidently gives a Tate-even complex. 
The main situation we have in mind where this holds is the following:
Lemma 4.21. Suppose the ̟ action on X extends to an action of S1 such that every connected
component of every stratum Yλ contains an S
1-fixed point. Then the conditions of Theorem 4.20 are
satisfied whenever E is S1-equivariant.
Proof. Let Y ′λ be a connected component of Yλ. The cohomology sheaves of the restriction of E to Y
′
λ
are local systems of Zp[̟]-modules with at least one stalk for which the action of ̟ extends to one
of S1, and therefore must be trivial. Since Y ′λ is connected the action of ̟ must be trivial on every
stalk, which proves the case ? = ∗. For the case ? =!, we note that DE is also S1-equivariant, so the
cohomology modules of its stalks on points of Y all have the trivial ̟ action. Since DE is parity, it
follows that these stalks are all isomorphic to their cohomology and therefore that their Verdier duals,
namely the costalks of E , have the required property. 
4.10. Lifting. Let E be a parity complex in Db̟,S(X ;Zp) satisfying the conditions of Theorem 4.20.
Then Psm(E) is a Tate-parity complex. Suppose that all parity sheaves E(λ,L) exist for DbS(Y ;Zp),
and moreover satisfy the conditions of Theorem 4.17, so that T∗ǫ∗ induces a bijection between parity
sheaves and Tate-parity sheaves. Then there is a unique parity complex F , up to even shifts in the
summands, satisfying the equation
Psm(E) ∼= T∗ǫ∗F .
Let us denote by Parityt̟,S(X ;Zp) the full subcategory of D
b
̟,S(X ;Zp) spanned by complexes sat-
isfying the conditions of Theorem 4.20 and whose image under Psm is in Parity0S(Y ; T∞). We may
then consider the composition:
LL : Parityt̟,S(X ;Zp)
Psm
−−−→ Parity0S(Y ; T∞)
L
−→ Parity0S(Y ;Fp).
It is remarkable that this is a functor between two full subcategories of derived categories, but is
constructed by passing through the Tate category.
5. An application to geometric representation theory
5.1. Geometric Satake equivalence. Let G be a complex algebraic group, and let GrG be the affine
Grassmannian of G. It is an ind-algebraic variety, which admits an action of a certain pro-algebraic
group G(O). As a set, GrG is the coset space G(K)/G(O), where K = C((t)), O = C[[t]]. The action
of G(O) factors locally through an algebraic quotient group, so that its orbits are all simply connected
algebraic subvarieties of Gr. Let us fix a maximal torus T of G. It is known that the T -fixed point
set in GrG is equal to the cocharacter lattice X•(T ) = GrT of T . Every G(O)-orbit on GrG contains
a unique Weyl group-orbit in X•(T ). If we fix further a Borel subgroup containing T , then each such
Weyl group-orbit contains a unique dominant cocharacter, so that the G(O)-orbits are in bijection
with the set Λ++ of dominant cocharacters:
GrG =
⊔
λ∈Λ++
Grλ.
This forms a Whitney stratification, called the spherical stratification and denoted sph. Note also that
dim(Grλ) = 〈2ρ, λ〉. The action of Gm on O induces its so-called ‘loop rotation’ action on GrG; this
action is compatible with the action of G(O), so that the orbits of G(O) ⋊ Gm on Gr coincide with
the spherical strata.
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Let k be a Noetherian ring of finite homological dimension. The category DbG(O)⋊Gm(GrG; k) is
equipped with a (convolution) monoidal structure. The geometric Satake equivalence (see [11]) as-
serts that its subcategory PervG(O)⋊Gm(GrG; k) of perverse sheaves is a monoidal subcategory, is
equivalent14 to Pervsph(GrG; k), and that the monoidal functor
PervG(O)⋊Gm(GrG; k)→ Pervsph(GrG; k)
H∗(GrG,−)
−−−−−−−→ k −mod
integrates to a monoidal equivalence15 PervG(O)⋊Gm(GrG; k)
∼= Rep(G∨k ). Here G
∨
k denotes the alge-
braic group over k which is Langlands dual to G.
Fix a regular dominant cocharacter µ, and let RGT : D
b
sph(GrG) −→ D
b
sph(GrT ) denote the corre-
sponding hyperbolic localization functor (see [3]). Then one may realize RGT as the composition
Pervsph(GrG; k) ∼= Rep(G
∨
k )
Res
G∨
k
T∨
k−−−−→ Rep(T∨k ),
with the caveat that the λ-weight space will be placed in homological degree −〈2ρ, λ〉. The hyperbolic
localization is a monoidal functor.
5.2. Parity sheaves and tilting modules. Let p be a good prime for G. It is shown in [10] (following
the original weaker result of [7]) that, when k = Zp or Fp, all spherical parity sheaves with respect to
the dimension pariversity exist and are perverse, and moreover that for k = Fp the geometric Satake
equivalence induces an equivalence
Parity0sph(GrG;Fp)
∼= T ilt(G∨Fp)
where the right-hand side denotes the category of tilting modules. The equivalence PervG(O)⋊Gm(GrG;Zp)
∼= Pervsph(GrG;Zp) factors through an equivalence PervGm,sph(GrG;Zp)
∼= Pervsph(GrG;Zp). Con-
sider the functor
M : Parity0sph(GrG;Zp) −֒→ Pervsph(GrG;Zp)
∼= PervGm,sph(GrG;Zp)→ Perv̟,sph(GrG;Zp).
Here the last arrow is the restriction of equivariance to the subgroup ̟ ⊂ Gm of p
th roots of unity.
The fixed point set Gr̟G is a disjoint union of partial affine flag varieties; we will restrict attention to
the component16 containing pX•(T ). This component, which we denote by
pGrG, is easily seen to be
isomorphic to GrG, embedded in the following way:
pGrG = G(C((t
p)))/G(C[[tp]]) −֒→ G(C((t)))/G(C[[t]]) ∼= GrG.
We note that the stratification of the embedded copy of GrG induced by sph is again sph, and that
for any stratum Grλ of sph, its intersection with the embedded copy of GrG is either empty or λ = pµ
for some cocharacter µ and the intersection pGrG ∩Gr
λ ∼= Grµ is connected of 1/pth the dimension.
We claim that the image of M is contained in Parity0̟,sph(GrG;Zp). Indeed, M does not change
the underlying complex, so it is still parity; since M passes through a restriction of equivariance from
Gm to ̟, by Lemma 4.21 the conditions of Proposition 4.20 hold; thus it remains to show that the
induced functor
Parity0sph(GrG;Zp)→ Paritysph(Gr
̟
G , T∞)
lands inside Parity0sph(Gr
̟
G , T∞). This holds because, in the intersection correspondence between
strata of pGrG and strata of GrG which have non-empty intersection with this embedded copy, dimen-
sions are constant modulo 2.
Thus after composing M with LL, one obtains a functor
P : Parity0sph(GrG;Zp)→ Parity
0
sph(GrG;Fp).
Since the right-hand category is Fp-linear, P factors through a functor
Psm : Parity0sph(GrG;Fp)→ Parity
0
sph(GrG;Fp).
14Under the map which forgets the equivariant structure.
15We are glossing over an issue of sign which is unimportant for our purposes.
16We note that none of the preceding theory is affected by restricting attention to a component of Y .
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On objects, Psm lifts to the corresponding (normal) parity complex with Zp-coefficients (see Propo-
sition 4.15), then applies the functor P .
5.3. Relation to Frobenius contraction. We conclude by identifying the induced functor
T ilt(G∨Fp) −→ T ilt(G
∨
Fp
).
Gros and Kaneda ([4], [5]) have defined and studied a functor Fr(−1) called the Frobenius contraction
functor; it is a right adjoint functor to the functor St⊗2 ⊗ Fr(−). Here St is the Steinberg module
and Fr is the Frobenius twist functor. For any object V in Rep(G∨
Fp
), the representation Fr(−1)V is
determined as a T∨
Fp
-module by (Fr(−1)V )λ = Vpλ for each λ ∈ X
•(T∨). It is known that Fr(−1) takes
tilting modules to tilting modules (see [5, Theorem 3.1]; also [1, Corollary 3.7]), so that we obtain a
functor
Fr(−1) : T ilt(G∨Fp) −→ T ilt(G
∨
Fp
).
Our final result is that the functor Psm corresponds under geometric Satake to this functor:
Theorem 5.1. The diagram
Parity0sph(GrG;Fp)
Psm
−−−→ Parity0sph(GrG;Fp)
↓ ↓
T ilt(G∨
Fp
)
Fr(−1)
−−−−→ T ilt(G∨
Fp
)
commutes, where the vertical arrows are the equivalence induced by the geometric Satake equivalence.
Proof. The diagram is the top face of a cube whose bottom face is the diagram
Paritynsph(GrT ;Fp)
Psm
−−−→ Paritynsph(
pGrT ;Fp)
↓ ↓
Rep(T∨
Fp
)
Fr(−1)
−−−−→ Rep(T∨
Fp
)
whose vertical arrows simply forget the grading. Here n denotes the normalization of indecomposable
parity complexes on GrT inherited from GrG, so that
Paritynsph(GrT ;Fp) =
⊕
λ∈X•(T )
V ectFp [〈2ρ, λ〉].
The action of ̟ is trivial, so that the functor Psm sends Vλ[〈2ρ, λ〉] to Vλ/p[〈2ρ, λ/p〉] if p divides
λ, and 0 otherwise. Thus the bottom face is commutative. The two side faces of the cube are also
commutative, since they simply express that the geometric Satake equivalence intertwines the functors
ResG
∨
T∨ and R
G
T . The back face of the cube is commutative since Psm commutes with hyperbolic
localization17.
The front face of the cube commutes by the very definition of Fr(−1). The two vertical maps on
this front face are both the restriction functor ResG
∨
T∨ , which is faithful and injective on objects (since
its source category is the category of tilting modules, which are determined by their characters). It is
a formal consequence that the top face is commutative, as required. 
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