Corners usually appear very distinct from the rest of the scene in a mechanical scanning imaging sonar (MSIS) image, generally characterized by sharp intensities. The detection of corners is particularly useful in human-structured environments such as tanks because the knowledge on their location provides a way to compute the vehicle position. The combination of some basic operations typically used for image segmentation have great potential to detect and localize corners in sonar images automatically.
I. INTRODUCTION
Recent scientific advances have made possible the development of autonomous underwater vehicles (AUVs) which represent one of the latest great achievements of engineering and science for the exploration and monitoring of the underwater world. However, the exploration of this medium continues to present many challenges to autonomous navigation systems. In particular, the high attenuation suffered by the global positioning system (GPS) and other radio-frequency signals underwater makes it challenging to communicate with vehicles, thereby difficulting underwater navigation.
Imaging sonars are capable of measuring the returning echo intensity values from particular places within the sonar insonified area. These measurements can then be decomposed into an acoustic image of the environment, generally referred to as an acoustic or sonar image.
Mechanical scanning imaging sonars (MSISs) are particularly interesting for incorporation in an AUV. Because of their directionality and beamwidth, this type of sonar sensor is well suited for obstacle detection and characterization. Fig. 1 shows the result of a sonar scan yielded by an MSIS in the middle of a rectangle-shaped tank with dimensions 4.6 m (length) x 4.4 m (width) x 1.8 m (depth). As it can be seen, the way an MSIS maps the surroundings is by an array of bins (or cells) which are characterized by a distance (range), an angle and echo intensity. The mapping results from the rotation of the sensor head along with a given angle interval (a full 360º revolution in this case), yielding for each angular step the mentioned array. It can be represented directly in the polar coordinate system, as shown in fig. 1 . The horizontal parabola-like formats seen correspond to the walls of the tank. Corners have two sides, the interior, and the exterior. In this article, we are only concerned with the interior side, since the characteristics of the interior side, namely, its convex nature, are responsible for the distinct pattern observed in the sonar image. Moreover, the interior is the side available to the sonar sensor inside the tank in which we acquired data. Therefore, throughout this article, when we refer to corners, we are implicitly referring to their interior side only.
As shown in fig. 1 (inside the red rectangles), corners usually appear very distinct from the rest of the scene in an MSIS scan, generally characterized by sharp intensities in an angle interval for a specific range. A vertical intensity pattern is noticeable when looking at it as an image, instead of a set of distance and angle measures. The same pattern does not appear in the cartesian coordinate system representation ( fig. 2) , that is why we will be dealing only with the direct representation.
Corner detection is particularly useful in human-structured environments such as water tanks because the knowledge on their position provides a way to compute the vehicle's localization inside it. This work proposes a set of image segmentation algorithms for corner detection in MSIS scans. It follows [1] in which a simpler feature extraction algorithm was implemented to feed a Kalman filter and estimate the vehicle position within the water tank. The present article focus is on the segmentation and feature extraction part of the process.
Although an MSIS scan returns an array of echo-intensities, these are usually represented in 8 bits and can be displayed as images. The combination of some operations typically used in image processing segmentation can be applied to the resulting sonar image to detect corner patterns. For this work, we focused on combinations of basic operations such as [2] :
• Thresholding (Th); • Horizontal and vertical gradient (Gx, Gy); • Horizontal and vertical Laplacian (Lx, Ly). Derivative horizontal and vertical operations will be performed to images given in polar coordinates and therefore correspond to operations in the distance and angle axes, respectively.
The present article compares and evaluates the performance of these operations in MSIS scan images obtained in different positions inside a tank. Experimental data were acquired with a Tritech Micron Sonar (TMS), but the results obtained can be extended or adapted to other imaging sonar devices with similar characteristics.
It is expected that these algorithms may be integrated into a system such as an autonomous vehicle to aid in its navigation by localizing corners in obstacles or structures. The subsystem running these algorithms waits for an order to detect possible corners in a defined sector characterized by an interval of range and bearing -the master system inputs these values, as well as the specified criteria to follow. The given criteria could be, for example, to adjust the sensitivity to make the algorithms more sensible to corners, therefore increasing the detected corners but also possibly elevating the number of false detections. It then automatically chooses the best algorithm for the given inputs, and it outputs the corner locations found.
The additional information about the surrounding environment can be fed to other subsystems such as a state estimator to improve the precision of the vehicle relative position, therefore contributing to an overall more reliable and safe autonomous navigation.
II. METHOD
The sequence of steps followed to obtain the results needed is summarized in the flow diagram of fig. 3 . 
A. Data Acquisition
In order to get experimental data to test the different algorithms, the MSIS was mounted on the SHAD AUV (Small Hovering AUV with Differential Actuation).
The movement of the vehicle induces a distortion in the acoustic images obtained. Therefore, the AUV was static and fixed to a moveable bridge (see fig. 4 ) during the procedure. There was no object floating on the tank, and the scans were made with the AUV on the surface. The procedure was to perform 360º scans at six different positions in the tank, each of which measured with measuring tape relative to the tank walls (see fig. 5 ).
In order to evaluate the algorithms in different sonar settings, for each of the six positions, eight different 360º scans were performed, varying the range and the gain. The angle step increment was set constant to 1.8º throughout the whole procedure.
Selected maximum ranges were 5 and 10m, and the gain was varied from 0.25 to 1.0 in 0.25 increments, totaling 48 different sonar images. 
B. Corner Detection 1) Algorithms:
A set of algorithms were applied to the echo-intensity matrix in MATLAB. These algorithms consist of individual combinations of the following operations [2] :
• Thresholding (Th); • Horizontal and vertical gradient (Gx, Gy); • Horizontal and vertical Laplacian (Lx, Ly). The function of thresholding is to discard the unwanted lowintensity regions, while keeping the high-intensity ones.
The horizontal gradient and horizontal Laplacian have the same function, that is, to capture this abrupt horizontal transitions.
The vertical gradient and vertical Laplacian are meant to detect spots with a relatively low-intensity vertical transition.
The result of a gradient and a Laplacian applied to the raw image is a matrix in which each pixel holds the resulting value of the respective operation at that position.
All the combining matrices had to be composed of logic ones and zeros to enable their combination. Therefore, after performing the horizontal gradient and Laplacian, the resulting matrix was binarized with a tolerant threshold of 20% of the maximum value in the resulting matrix. For the same reason, and in order to capture the low vertical changes, values greater than 20% of the maximum value present in the resulting matrix of the vertical derivatives performed were set to zero, while lesser or equal values were set to one (see figs. 6n and 6p ).
Multiple threshold values were tested. This threshold values were selected as a percentage of the maximum intensity present in the raw echo-intensity matrix. Percentages considered were in the interval 40%-90% in 5% increments.
Gradient and Laplacian were performed with MATLAB built-in function imgradientxy(). This function computes both directional gradients in each matrix position. The horizontal Laplacian is given by performing imgradientxy() to the horizontal gradient computed earlier, while the vertical Laplacian is computed in the same way with the vertical gradient.
All these operations were performed individually and then combined with AND operators, i.e., after performing an operation to the raw matrix, the resulting binary matrix was combined with the rest. All the possible combinations of the mentioned operations were tested, from a single threshold operation up to a combination of T h. * Gx. * Gy. * Lx. * Ly; the elementwise operator ". * " denoting multiplication or in this case a logical AND.
A total of 157 different combinations were performed to each image. Fig. 6 shows the resulting binary matrices of the different single operations applied to the same image. The white regions seen correspond to ones in the binary matrix. The goal is to discard all the white regions, except for the ones within each corner zone, that is, to isolate the corners.
2) Clustering: An 8-connected component labeling [2] was performed in the binary image to assess the number of pixel regions whose centroid (geometric center) is inside each corner. 8-connected component labelling consists in the labeling of pixels which are in an eight direction neighborhood (see fig. 7 ). (c) Threshold 45% (Th45).
(d) Threshold 50% (Th50).
(e) Threshold 55% (Th55).
(f) Threshold 60% (Th60).
(g) Threshold 65% (Th65).
(h) Threshold 70% (Th70).
(i) Threshold 75% (Th75). (j) Threshold 80% (Th80).
(k) Threshold 85% (Th85). (l) Threshold 90% (Th90). To further isolate the corners and reduce the number of detections, clustering was performed to each 8-connected region labeled. It consists simply in the aggregation of objects or regions following a defined criteria.
The clustering procedure was to group every 8-connected region within a range of 4 lines x 2 columns in the binary matrix and compute the combined centroid. This range corresponds approximately to a tolerance of 7.2º and 2.52 cm for a selected maximum sonar range of 5 m and 7.2º, 5.02 cm for 10 m. The centroid of grouped regions A and B was computed as
Where the area is the number of ones in the corresponding binary image region. The centroid is the location (line, column) of the geometric center of the same region.
The goal was to compute the centroids (geometric center) of the resulting clusters and compare it with the real corner locations obtained through measurements.
C. Ground Truth
With all the measurements taken ( fig. 5 ) the exact position of the sonar relative to the tank walls and corners was known. So, it was possible to synthesize an image mask for each position with the exact spot of the corners marked within a defined tolerance. The sonar parameter range and angle step increment had to be taken into account in the generation of these masks.
Three masks were yielded for each acquired image (see figs. 8a, 8c and 8e). One of the masks marks all the exact corners position in each image ( fig. 8a) , i.e., the positive detections. Each corner was marked correctly inside a tolerance of 8 lines x 4 columns. This dimension was found to be the most suitable for the uncertainty caused by the concavity of the corners. A size of 8 lines x 4 columns in the matrix corresponds sensibly to a tolerance interval of 14,4º in bearing and 5,04 cm in range for a 5 m selected maximum range and 10.04 cm for a 10 m selected maximum range. These intervals are reasonable since the MSIS has a beamwidth of 3º horizontal and 35º vertical ( fig. 9 ). It is important to note that this tolerance has the limitation of not being able to distinguish different corners within an 8 lines x 4 columns matrix range but for the scenario tested there was no risk of that happening as the tank corners were far enough away from each other. 
D. Classification
After the clustering procedure as well as the synthetization of the classification masks (ground truth), the number of corners detected was computed as the number of corner regions in the positive classification mask (see fig. 8a ) that have a cluster centroid within their encompassed area. These cluster centroid locations were used to compare the location of the detected corners with each real corner location. The procedure was: 1) Pick all the cluster centroids localized within each corner region (with ground truth); 2) Compute the combined centroid; 3) Convert each centroid to polar coordinates (ρ, θ); 4) Associate each centroid polar coordinates with the closest real corner location.
In the same way, the number of false and uncertain detections was computed as the number of cluster centroids inside the respective mask regions.
1) Measuring computational performance: Each operation performed was isolated in a function to test its execution time with MATLAB built-in function timeit(). It operates by calling the specified function multiple times and computing the median of the measurements. These tests were taken in a computer which has an Intel Core I7-6700HQ CPU with a base frequency of 2.6 GHz and 16 GB of RAM.
III. RESULTS AND ANALYSIS

A. Algorithm Performance Difficulties
First, it is important to mention some algorithm performance difficulties observed in the images acquired. Mainly, having to do with the selected sonar scan settings, gain, and maximum range, respectively.
As it can be noted by comparing fig. 10 acquired with a selected maximum gain of 1.0 with fig. 11 acquired with a gain of 0.25, intensity saturation occurs in the first, which attenuates the transitions of intensity between pixels, and will, therefore, impact the performance of the derivative operations.
Another struggle happens when the selected maximum range is beyond the tank length. In this case, it will occur multipath echoes ( fig. 12 ), which can shadow the real features in which we are interested. Also, these multipath echoes might be characterized by higher intensities than the real ones, as shown in fig. 12 . This occurrence impacts mainly the performance of the thresholding operations.
It was also observed that in a few cases some corner regions in the positive classification mask synthesized deviate from the place in which a high intensity that characterizes a corner occurs (see fig 13, for example), impacting the classification procedure in those images.
B. Defined Metrics
All the resulting values to be compared between different algorithms were re-scaled to the interval [0,1] with min-max normalization (eq. 2). Variables in which the interest is to minimize such as the number of false detections were also re-scaled in the same way and then subtracted to one (eq. 3).
A set of metrics were defined to evaluate the developed algorithms performance:
• Number of correct corner detections; • Number of false corner detections; • Accuracy of the corners detected; • Computational demand. In cases where it is desirable to maximize the result eq. 2 was applied while in cases where the minimum value is preferred, eq. 3 was applied. The normalization allows combining the results from different metrics. By associating different weights to each metric, it is possible to provide a global performance score for each developed algorithm in a particular scenario of interest where certain metrics can be prioritized over others. With that in mind, four different weights were defined, one for each defined metric, such that
where w i is the defined weight of metric i. The score was computed for each algorithm as
where each c i is the normalized result of an algorithm for the metric i. The normalized accuracy result was computed as the average of the normalized range and angle relative errors: For the considered metric, there is no significant difference between the top results. The combination of thresholding with horizontal and vertical Laplacian yielded the best result.
C. Number of Correct Corner Detections
One noticeable trend considering all the results (not displayed in this article for size reasons), is that the higher the threshold value, the less amount of corners are correctly detected. It is evident that the lower threshold values tested in combination with two different direction derivatives yield best results, and below the 50% threshold mark, the results are constant.
To give a more intuitive view, fig. 15 shows the top results for the ratio of correct corner detections, that is, the ratio of corners detected by each combination out of all the detectable corners. Knowing that in the total of the 48 images acquired, there are 184 detectable corners, the best combination resulted in the detection of 67.9% of the total. Fig. 17 shows the top results for an average ratio of correct to total corner detections, not normalized, for each combination, considering all the scans performed. It is observable that the number of false detections is, in general, significantly larger than the number of correct detections. The best result, yielded by the combination T h80. * Gy. * Ly, accomplished an average of approximately 7.4% ratio of correct to total corner detections, that is, in a total of 100 detections, approximately seven will be correct, on average. This result can be misleading as shown next because, in it, we are averaging for all the sonar scan configurations and all the positions inside the tank. Fig. 18 comprehends only a specific scenario of interest. The scan was made at the center of the tank with a gain of 0.25 and a maximum range of 5 m. The graph shows results with great potential for the same metric analyzed in fig. 17 , with the best algorithm reaching 60% of correct to total corner detections.
D. Number of False Corner Detections
E. Accuracy of the Detected Corners
The bar graph on figs. 19 and 20 display the top results for the range and angle error, respectively, normalized with eq. 3. Looking at the full results (not displayed here for size reasons), it is observable that the results for the two errors analyzed go hand in hand. Therefore, they can be analyzed together. Also, in general, both errors decrease with the threshold percentage value, although this trend stops at the 50% mark as the error for each combination remains constant below that mark. That happens probably because below the 50% threshold mark, corner regions and their neighborhood are no longer affected by the threshold operation as a relatively high intensity characterizes these regions. Therefore, below the 50% mark, corner regions maintain their full characteristics and can only be influenced by the derivative operations, which affect them equally. Fig. 21 compares the average execution time taken for each single operation. It is important to note that every execution and measurement was performed in the same machine at the same conditions. Although the results cannot be replicated in any other system, they still serve the purpose of giving a general idea about the relative computational performance of each algorithm.
F. Computational Demand
The time it took for the gradient operation is on average twice the amount taken for the Laplacian, which makes sense because the Laplacian is simply the gradient performed two times.
The results were normalized with eq. 3 to combine with the other metrics. 
G. Combining Metrics
Following the analysis made for each metric score, all the metrics were then combined with associated weights in order to assess the best overall algorithm score for a particular scenario. The notation for the different weights is the following:
• w dc : Weight of the metric number of correct corner detections. • w fd : Weight of the metric number of false detections. • w accu : Weight of the accuracy metric. • w cd : Weight of the computational demand metric. Three different scenarios are shown as example using eqs. 4 and 5:
1) All the metrics have equal importance -It contemplates a standard situation where all the different metrics have the same importance, that is, each weight has the same value of 0,25. Fig. 22 shows the top results for this metric. 2) Computational performance is not too important, and equal importance is given to the other metrics -It represents a scenario in which the on board computer capacity is not considered a big limitation. The defined weights were w dc = 0, 3; w fd = 0, 3; w accu = 0, 3; w cd = 0, 1. Fig. 23 shows the top results for this metric. 3) Detecting corners is of major importance, accuracy is required, false detections are not too important and computational performance is not considered -It represents a scenario in which it is intended to maximize the number of correct corner detections followed by its accuracy and the on board computer capacity does not present a limitation. The defined weights were w dc = 0, 6; w fd = 0, 1; w accu = 0, 3; w cd = 0. Fig. 24 shows the top results for this metric. 
IV. CONCLUSION
The application of image processing concepts to acoustic signals was accomplished. The continuity nature of the data yielded by a mechanical scanning imaging sonar (MSIS) makes the processing of it as an image useful. It was proven that the integrated processing of a full sonar scan using image processing techniques, allows extracting features of interest by taking advantage of the local proximity in the acquired data.
Metrics were defined to evaluate the performance of the different developed algorithms for corner detection and localization. Using ground truth data it was possible to verify the accuracy of the detection. Naturally, no algorithm is perfect, and therefore several metrics have been created according to the practical interest of each operation (e.g., to detect corners with maximum certainty with minimum error or to avoid false detections).
A tool was developed that allows finding a global performance index that is a weighted combination of the individual metrics. The analysis made it possible to differentiate the algorithms that consistently perform well from the ones that consistently do not. Some of the image processing based algorithms developed have proven to be useful for corner detection in an MSIS scan, and have potential to be integrated into a navigation system to enhance its position estimate and promote simultaneous localization and mapping (SLAM) techniques. The potential is increased by factors such as the usage of simple algorithms that have low computational requirements and can easily be applied to real-time systems. The fact that the sensor produces a quality index associated with range measurements allows it to integrate quickly into a sensory fusion algorithm, providing complementary data to traditional ones, which is useful for example in environments with many structures.
Another possibility that comes to mind it is for the system to be integrated into a localization system to habilitate, for example, directing the sonar sensor to process specific areas of an "image."
Despite the positive results, it would be important to reduce the quantity of non-corner clusters further and to implement the developed algorithms in a real system to test their performance for online corner detection.
