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Abstract: We propose an autoencoding sequence-based transceiver for communication over
dispersive channels with intensity modulation and direct detection (IM/DD), designed as a
bidirectional deep recurrent neural network (BRNN). The receiver uses a sliding window
technique to allow for efficient data stream estimation. We find that this sliding window
BRNN (SBRNN), based on end-to-end deep learning of the communication system, achieves a
significant bit-error-rate reduction at all examined distances in comparison to previous block-based
autoencoders implemented as feed-forward neural networks (FFNNs), leading to an increase of
the transmission distance. We also compare the end-to-end SBRNNwith a state-of-the-art IM/DD
solution based on two level pulse amplitude modulation with an FFNN receiver, simultaneously
processing multiple received symbols and approximating nonlinear Volterra equalization. Our
results show that the SBRNN outperforms such systems at both 42 and 84Gb/s, while training
fewer parameters. Our novel SBRNN design aims at tailoring the end-to-end deep learning-based
systems for communication over nonlinear channels with memory, such as the optical IM/DD
fiber channel.
© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
1. Introduction
Deep learning techniques, enabling the approximation of any nonlinear function [1], allow us to
design communication systems by realizing the optimization of the transceiver in a single end-to-
end process including the complete chain of transmitter, communication channel and receiver.
Such systems, implemented as a single deep neural network, have the prospect of achieving an
optimal end-to-end performance and have attracted attention in communication scenarios where
the optimum pair of transmitter and receiver or optimum processing modules are not known
or not available because of complexity reasons. Recently, this approach has been introduced
and experimentally verified for both wireless [2, 3] and optical fiber communications [4–7].
Applied to intensity modulation/direct detection (IM/DD) fiber-optic systems, this novel design
outperformed both in simulation and experimentally ubiquitously deployed pulse amplitude
modulation (PAM2/PAM4) schemes with specific, conventional linear equalizers [4, 5]. The
IM/DD optical communication channel is nonlinear and has memory due to the effects of intensity
detection by a photodiode (PD) and fiber chromatic dispersion (CD) [8].
In [4, 5], we implemented a block-based end-to-end deep learning optical fiber system, each
block (symbol) representing an independent message of a few data bits only. This allowed us to
design the system as a feed-forward neural network (FFNN) and enabled efficient transceiver
implementation by parallel processing of the blocks. However, the end-to-end FFNN system is
inherently unable to compensate for CD outside of the block, as connections between neighboring
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blocks are not included in the design structure. Thus, the inter-block interference is treated
as extra noise and, as a consequence, the achievable performance, in terms of CD that can be
compensated and hence transmission distance, of such systems is limited by the block size.
In this work, we address the limitations of the FFNN design for communication over nonlinear
channels with memory by implementing sequence-based end-to-end deep learning transceivers
using recurrent neural networks (RNN) [1, 9]. RNNs have been recently demonstrated as a
viable receiver-only signal processing solution in passive optical networks (PON) [10]. We
use RNNs to design an end-to-end optimized fiber-optic system resilient to the nonlinearities
and inter-symbol interference (ISI) present in IM/DD communications over dispersive channels.
More specifically, since CD causes ISI from both preceding and succeeding symbols, we employ
in our design bidirectional RNNs (BRNN) [11]. We operate the trained BRNN transceivers in
a sliding window sequence estimation scheme (SBRNN), which allows us to estimate the data
stream efficiently [12,13]. In contrast to [12,13], where the neural network processing is only
at the receiver side, in our work we employ BRNN structures at both transmitter and receiver
to allow end-to-end optimization of the transmission over the communication channel. Two
variations of the recurrent cell in the RNN structure are examined, a straightforward vanilla
concatenation as well as the long short-term memory gated recurrent unit structure (LSTM-GRU),
specifically designed to handle long term dependencies in the sequence [1, 14–16]. We find that
the LSTM-GRU design has a slightly superior bit error rate (BER) performance compared to the
vanilla SBRNN, however at a higher computational cost.
Our study shows that both SBRNN systems, specifically designed to handle the channel
memory, can significantly outperform the previous end-to-end FFNN. Moreover, we compare the
SBRNNs with PAM2 systems deploying a large FFNN at the receiver, which processes multiple
received symbols also in a sliding window scheme. Such an FFNN receiver has been shown
to perform on par with Volterra equalization and it has been considered in low-cost IM/DD
links such as PONs [17,18]. Our results show that SBRNN outperforms the reference system,
achieving information rates of 42Gb/s below the 6.7% hard-decision forward error correction
(HD-FEC) threshold at distances of 70 km. We also show that with a sufficiently large processing
window, the SBRNN can achieve 84Gb/s at 30 km.
2. End-to-end SBRNN system design
The complete optical communication system is implemented as an end-to-end deep neural
network as in [4], following the idea of [2]. In this work, we use a bidirectional deep recurrent
neural network and Fig. 1 shows the full end-to-end BRNN chain of transmitter, receiver and
communication channel. This section describes in detail all components of the complete design
as well as the sliding window estimation scheme in which the trained transceivers are operated.
2.1. Communication channel
Similar to [4, 5], we consider an optically un-amplified IM/DD link, a preferred solution in
many low-cost short-reach applications. The fiber dispersion and the nonlinearity stemming
from the square-law PD opto-electrical conversion are the dominant limiting factors in such a
communication channel. As a result of the joint effects of dispersion and square-law detection, the
IM/DD channel is nonlinear and has memory, meaning that inter-symbol interference is induced
from both preceding and succeeding symbols. Therefore, sequence processing is required for
communication over such channels. In this work, we assume a channel model that includes
low-pass filtering (LPF) at transmitter and receiver to reflect current hardware limitations, digital-
to-analog and analog-to-digital converters (DAC/ADC), Mach-Zehnder modulation (MZM), PD,
electrical amplification noise and optical fiber transmission. For details we refer the interested
reader to [4]. The optical fiber is modeled as an attenuating and dispersive medium, neglecting
nonlinearities due to the Kerr effect. The MZM is modeled by its sinusoidal electrical field
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Fig. 1. Schematic of the IM/DD optical fiber communication system implemented as a
bidirectional deep recurrent neural network. Optimization is performed between the stream
of input messages and the outputs of the receiver, thus enabling end-to-end optimization via
deep learning of the complete system. Inset figures show the transmitted signal spectrum
both at the output of the neural network and before the DAC.
transfer function. The quantization noise from the DAC/ADC (nDAC(t) and nADC(t)) is modeled
as additive and uniformly distributed, with variance determined by the effective number of bits
(ENOB). Assuming the PAM2 system examined in Sec. 3 and detailed in [4] as a reference, we
use the experimentally obtained received SNR of 19.41 dB at 20 km [4,5] to estimate the variance
σ2r of the additive receiver white Gaussian noise nRec.(t). In contrast to [4, 5], our channel model
includes fiber attenuation and thus σ2r is constant as a function of the transmission distance. We
apply the estimated value of σ2r = 2.455 · 10−4 for all examined systems. As the fiber model
includes attenuation (0.2 dB/km), this will yield different effective SNRs at each transmission
distance.
2.2. Transceiver design
Optical fiber dispersion introduces ISI effects from both preceding and succeeding symbols,
which we take into account by considering an end-to-end design based on bidirectional recurrent
structures. The BRNN at the transmitter encodes a message m ∈ {1, . . . ,M} independently
drawn from a set of M total messages into a vector of n transmit samples. The message m
is represented as a one-hot vector 1m ∈ RM (which contains a “1” at position m and zeros
everywhere else) and fed for processing as input xt to the transmitter RNN cells in both directions.
After propagation through the communication channel, the received samples are applied for
processing in the receiver section of the BRNN.
Figure 2 shows a schematic of the BRNN concept, which we use as building blocks of the
proposed transceiver. In the forward direction, an input xt at time t is processed by the RNN
cell together with the previous output ht−1 to produce an updated output ht . This procedure is
performed across the full data sequence. To account for the interference from the succeeding
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Fig. 2. Bidirectional RNN schematic. The final transmitter/receiver outputs are obtained
by merging the outputs of the forward and backward passes. The transmitter outputs are
sent through the communication channel, while softmax is applied to the receiver outputs
resulting in probability vectors pt , utilized in the sliding window estimation.
symbols, the structure is repeated in the backward direction as well. At the transmitter, we input
one-hot vectors and average the outputs of the RNN cells at the same time instance in both
directions in the Tx merge block. The transmitter output at a time instance t is ht = 12
(−→h t +←−h t ) ,
where
−→h t and←−h t are the outputs of the RNN cells in the forward and the backward directions,
respectively.
At the receiver, we concatenate the two RNN cell outputs in the Rx merge block and at time t,
the output of the BRNN is ht =
(−→hTt ←−hTt )T , where T denotes the matrix transpose operation.
A softmax layer is applied to the output of the receiver BRNN to obtain probability vectors
pt = softmax(WsoftmaxhTt + bsoftmax) with pt ∈ RM ,Wsoftmax ∈ RM×4M and bsoftmax ∈ RM . The
softmax activation function is defined as y = softmax(x) with
yi =
exp(xi)∑
j
exp(xj) . (1)
Our work examines two RNN cells, a vanilla cell, consisting of a simple concatenation, as
well as a variant of the long-short term memory (LSTM) gated recurrent unit (GRU) [1, 14, 15].
We first describe the vanilla RNN cell, shown in Fig. 3(a). The current output of the cell can be
expressed as
ht = α
(
W
(
xTt hTt−1
)T
+ b
)
, (2)
where α is the corresponding activation function at the transmitter/receiver. Note that in contrast
to the feed-forward neural networks [4, Sec. II, Eq. (1)], the recurrent neural networks process
the concatenation of the current input with the previous output. This manifests the application
of RNNs in communication systems, such as the optical IM/DD, where sequence processing
is required. At the transmitter, the activation function limits the outputs to [0; pi/4] to allow
for linear MZM operation. For this reason, we use the clipping activation function [4] at the
transmitter expressed as
αTx(x) = αReLU (x) − αReLU
(
x − pi
4
)
, (3)
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Fig. 3. Schematic of: (a) a vanilla RNN cell, (b) an LSTM-GRU cell. Lines merge when
their content is concatenated and diverge when it is copied.
where y = αReLU(x) is theReLU function applied element-wise, i.e., yi = max(0, xi) [1,19]. At the
receiver, we employ the ReLU activation, i.e., αRx = αReLU(x). The nonlinear processing network
inside the cell consists of a single neural network (NN) layer with parametersW ∈ Rn×(M+n) and
b ∈ Rn (transmitter) orW ∈ R2M×(n+2M) and b ∈ R2M (receiver), respectively.
The alternative LSTM-GRU cell is shown in Fig. 3(b). Compared to the vanilla cell, it consists
of two additional single layer memory gates gat and gbt . Their function is to decide which elements
of the current input/previous output should be preserved for further processing. The current
output of the LSTM-GRU cell is obtained as
gat = σ
(
W1
(
xTt hTt−1
)T
+ b1
)
, (4)
gbt = σ
(
W2
(
xTt hTt−1
)T
+ b2
)
, (5)
ht = (1 − gbt )  ht−1 + gbt  α
(
W3
(
xTt
(
gat  ht−1
)T )T + b3) , (6)
where  denotes the Hadamard product (element-wise multiplication of vectors) andWi and bi
are the layers’ weights and biases, whose sizes are identical to the size of the weight and bias of
the vanilla cell. The function σ(·) denotes the sigmoid activation function [1], i.e., y = σ(x) with
yi =
1
1 + exp(−xi) . (7)
We use the cross entropy between the one-hot vector inputs and the output probability
vectors as a loss function and perform a stochastic gradient descent optimization of the neural
network parameters [1] [4, Sec. II], applying the Adam algorithm [20]. All numerical results
are generated with the deep learning library TensorFlow [21]. The proposed systems are
trained in the following way: A set of B = 250 different sequences of Ttrain = 106 random
input messages mi, j is generated, with i ∈ {1, . . . , B} and j ∈ {1, . . . ,Ttrain}, and to begin, the
outputs
−→h t−1 and←−h t+1 in the forward and backward passes of the BRNN are initialized to 0.
A total of 100 000 optimization iterations is performed. At optimization step s, the batch of
messages mi,(s−1)W+1, . . . ,mi,sW is processed by the transmitter BRNN to obtain the blocks
hi,(s−1)W+1, . . . , hi,sW . Prior to feeding them to the channel, the blocks are transformed into long
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Fig. 4. Schematic of the sliding window sequence estimation technique in which the BRNN
transceiver is operated. Note thatW = 3 is chosen for illustration purposes.
series h1,(s−1)W+1, . . . , h1,sW , h2,(s−1)W+1, . . . , h2,sW , . . . , hB,(s−1)W+1 . . . , hB,sW . At the receiver,
this transformation is reversed and the received blocks yi,(s−1)W+1, . . . , yi,sW are applied to the
BRNN to obtain output probability vectors pi,(s−1)W+1, . . . , pi,sW . The cross entropy loss between
inputs and outputs is averaged over the whole batch and a single iteration of the optimization
algorithm is performed. Note that every 100 steps of the optimization, we re-initialized the
outputs
−→h t−1 and←−h t+1 in the forward and backward passes of the BRNN to 0 to avoid getting
trapped in a local minimum. In Sec. 3 we investigate the impact of the processing window size
W on the system performance. It should be mentioned that convergence of the loss in the trained
models was obtained within the 100 000 iterations, used as a stopping criterion, and thus in our
simulation we ran a single epoch over the training data.
2.3. Sliding window sequence estimation technique
The trained transceivers are employed in the sliding window estimation scheme introduced for
receiver processing in [12] and test results, presented throughout the manuscript, are generated
using an independent set of different 2500 sequences of 1000 randomly chosen messages. Note
that during the training process, we generate the random input messages using a Mersenne twister
as a random number generator. To ensure the independence of training and testing data, and thus
avoid learning representations of a pseudo-random sequence [22], we use a Tausworthe generator
(see [23] for details) in the test stage.
The schematic of operation for the proposed system using the sliding window sequence
processing technique is depicted in Fig. 4, whereW = 3 for illustration purposes. The end-to-end
BRNN is represented by the blocks Tx BRNN, channel and Rx BRNN, each of which was described
in detail in the previous sections. For a given test sequence, the transmitter BRNN processes
the full input stream of one-hot vectors x1, . . . , xT+W−1, where T +W − 1 is the sequence length.
The obtained waveform is transmitted through the communication channel to obtain the sequence
of received blocks of samples y1, . . . , yT+W−1, which are then applied to the receiver BRNN in a
sliding window algorithm described in the following.
Given the sequence of received blocks, the Rx BRNN processes the window of W blocks
yt, . . . , yt+W−1 and correspondingly outputsW probability vectors p(t)t , . . . , p
(t)
t+W−1 for the inputs
xt, . . . , xt+W−1 before its position is shifted one time slot ahead. The final estimated output
probability vector by the SBRNN for the firstW input one-hot vectors x1, . . . , xW is thus given by
pi =
1
i
i∑
k=1
p(k)i , i = 1, . . .W, (8)
where k corresponds to the iteration step of the estimation algorithm. The estimation of the
probability for the inputs xW+1, . . . , xT is obtained as
pi =
1
W
i+W−1∑
k=i
p(k−W+1)i , i = W + 1, . . .T . (9)
Note that the final W − 1 messages xT+1, . . . , xT+W−1 from the input sequence are not fully
estimated by the algorithm and we do not include them in the error rate estimation. In the
following we exemplify the sliding scheme using Fig. 4 as a reference. At the first estimation
step (k = 1) the receiver BRNN processes the sub-sequence of received blocks (y1, y2, y3) for
which the estimated probability vectors
(
p(1)1 , p
(1)
2 , p
(1)
3
)
are the output. Then the Rx BRNN
slides forward to process (y2, y3, y4) at the second instance and the output is
(
p(2)2 , p
(2)
3 , p
(2)
4
)
.
Notice that at this stage the probability p1 is no longer under estimation and thus for input x1
the algorithm has obtained a final estimated output probability vector p1 = p
(1)
1 . Furthermore,
step k = 2 is the last overlap of y2 with the sliding processor and p2 =
1
2
(
p(1)2 + p
(2)
2
)
is output
as a final estimate for input x2. Similarly at the third sliding step, a final probability vector
p3 =
1
3
(
p(1)3 + p
(2)
3 + p
(3)
3
)
is estimated for the input x3, while at k = 4 the decision for x4 will be
given by p4 =
1
3
(
p(2)4 + p
(3)
4 + p
(4)
4
)
. The estimation algorithm carries on across the full sequence
of received blocks, obtaining probabilities for the transmitted messages. Note that as the receiver
BRNN slides through the complete received sequence, the tuples of current outputs from the
forward and the backward neural network passes are also transferred across.
After a final probability vector for a given input is estimated, a decision on the transmitted
message is made. A block error is counted when m , argmax(p), where m is the index of the
element equal to 1 in the input one-hot vector (1m). Consequently, the block error rate (BLER)
for the transmitted sequence is estimated as
BLER =
1
|T |
∑
i∈T
1{mi,argmax(pi )}, (10)
where |T | = 1000 −W + 1 is the number of estimated messages in the test sequence and 1{·}
denotes indicator function, equal to 1 when the argument is satisfied and 0 otherwise.
Throughout the manuscript we use the bit-error rate (BER) metric to evaluate the system
performance. For counting the bit errors from a detected block error, we use bit mapping that
consists of assigning the Gray code to the input m ∈ {1, . . . ,M}. Note that this ad hoc approach
is sub-optimal since the deep learning algorithm aims at minimizing the BLER and a symbol
error may not result into a single bit error. We obtain the final BER of the system as the average
BER over the set of 2500 test sequences.
Table 1. Simulations parameters
Parameter Value
M 64
n 48 or 24
Test sequence length 1000
Processing window W 10
DAC/ADC rate 84 GSa/s
Simulation oversampling 4
Simulation sampling rate 336 GSa/s
Symbol rate 7 or 14 GSym/s
Information rate 6 bits/symbol
LPF bandwidth 32 GHz
DAC/ADC ENOB 6
Fiber dispersion parameter 17 ps/nm/km
Fiber attenuation parameter 0.2 dB/km
Noise variance 2.455 · 10−4
3. System performance validation
Table 1 lists the simulation parameters for the investigated systems. Similar to the study of FFNN
autoencoders [4], in our simulation we assume input messages from a set of M = 64 (6 bits)
which are encoded by the transmitter BRNN into a block (called a symbol) of either n=48 or
n=24 samples for the two examined systems transmitting at 42Gb/s and 84Gb/s, respectively.
To account for possible signal spectral broadening effects, arising from the nonlinearities of the
MZM and the square-law photodiode detection, we apply oversampling inside the transceiver
neural networks by a factor of 4 over the 84GSa/s DAC rate. The symbol rates of the SBRNN
systems become 7GSym/s (n=48) and 14GSym/s (n=24), for which the corresponding bit rates
are 42Gb/s and 84Gb/s, respectively. The bandwidth of the signal is restricted at both transmitter
and receiver by a brick-wall LPF with a cut-off frequency of 32GHz. Note that in practice,
down-sampling by a factor of 4 of the filtered series of symbols can be performed without loss
of information. Due to the low-pass filtering, the original series of symbols, each of n=24 or
n=48 samples at 336GSa/s, can be exactly reconstructed from the down-sampled symbol series
running at the DAC rate of 84GSa/s. Figure 1 shows the signal spectrum at the transmitter both
immediately after the neural network and before the DAC (after the LPF). Because of the LPF, the
spectrum of the transmitted signal is confined within 32GHz. Down-sampling was performed
during the experimental verification of the end-to-end deep learning concept for optical fiber
systems reported in [4, Sec. V], but for simplicity, we omitted it in our simulation. As discussed
in Sec. 2.1, we set the variance of the additive receiver white Gaussian noise to σ2r = 2.455 · 10−4.
The fiber attenuation and CD parameters are α=0.2 dB/km and β=17 ps/nm/km, respectively,
while the DAC/ADC ENOB is 6. We compare the end-to-end vanilla and LSTM-GRU SBRNN
designs to the FFNN [4] as well as PAM2 schemes with multi-symbol FFNN receiver nonlinear
equalization (Tx-PAM2 & Rx-FFNN) [17]. In the following paragraph, we briefly describe
the latter system, while we refer the interested reader to [4, 5] for a thorough description of the
end-to-end FFNN system, whose design is identical in this work.
The PAM2 transmitter directly maps a sequence of bits into a sequence of PAM2 symbols
using the levels {0; pi/4}. The symbols are pulse-shaped by a raised-cosine (RC) filter with 0.25
roll-off factor. For the 42Gb/s system the shaping is performed at g = 8 samples per symbol to
Channel
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. . .
Fig. 5. PAM2 system with multi-symbol FFNN receiver as in [17].
ensure that 48 samples carry 6 bits of information as in the reference SBRNN and FFNN setups.
Similarly, for the 84Gb/s Tx-PAM2 & Rx-FFNN system the pulse-shaping is performed at g = 4
samples per symbol, ensuring 6 bits are carried over 24 samples. The obtained waveform is
transmitted over the communication channel described in Sec.2.1, the first element of which is
the 32GHz-bandwidth LPF. Figure 5 shows a schematic of the receiver section in the Tx-PAM2
& Rx-FFNN system. The distorted sequence of samples is received and samples corresponding
to multiple neighboring symbols are fed to the receiver multi-layer FFNN for equalization. Thus,
the first layer of the deep neural network has parametersW ∈ RZg×Zg and b ∈ RZg, where Z is
the symbol processing window of the system. As recommended in [17], multiple hidden layers
are employed to further process the received samples before a single symbol is estimated. The
number of nodes on each of the hidden layers is given by
⌊
Zg/(2l−1)⌋ , where l = 1 corresponds
to the first hidden layer, l = 2 is for the second hidden layer, etc.. ReLU activation functions
are applied on all layers, except for the final layer which uses the softmax activation and outputs
a probability vector of length 2 for the corresponding transmitted PAM2 symbol p ∈ R2. We
estimate the central of Z input symbols, thus including preceding and succeeding symbols for
receiver processing. After estimation, we slide the processing window one position ahead to
estimate the next PAM2 symbol in the sequence. It has been shown that such systems can
approximate nonlinear Volterra equalizers [17, 18]. Training of the deep FFNN is performed by
labeling the transmitted PAM2 sequences and using the cross entropy loss. As with the other
systems independent data sequences are generated using the Tausworthe generator in the testing
phase. Because of the large size of the receiver FFNN when Z = 61, we use 400 000 optimization
iterations to ensure that training converges.
Table 2 lists the neural network parameters for the SBRNN as well as the Tx-PAM2 & Rx-
FFNN and end-to-end FFNN systems. For the vanilla and LSTM-GRU SBRNN, the processing
window size is fixed toW =10 blocks during optimization and testing, while for the Tx-PAM2
& Rx-FFNN we increase the processing window from Z = 11 to Z = 21 and then to Z = 61.
Moreover, the number of layers in the Tx-PAM2 & Rx-FFNN is increased accordingly. In the
case of the SBRNN, we use single layer networks at transmitter and receiver. It is important to
note that the number of nodes in the proposed SBRNN system does not depend onW , while in
stark contrast, increasing Z in Tx-PAM2 & Rx-FFNN results in a tangible increase in the number
of nodes. As a consequence, the vanilla SBRNN design at 42Gb/s has 209 fewer trainable
parameters, while processing the same amount of received samples. The difference becomes
even more pronounced if the processing window is increased to capture more of the interference.
It should also be mentioned that using embeddings instead of one-hot vector encoding could
potentially further decrease the number of nodes in the end-to-end systems. As an alternative to
Table 2. Parameters of the Utilized Neural Networks
Param. Tx-PAM2 & Rx FFNN FFNN vanilla/GRU SBRNN
Bits per symbol 1 log2(M) = 6 log2(M) = 6
Samples per symbol g = 8/4 n = 48/24 n = 48/24
Processing window Z = 11/21/61 W = 1 W = 10
Layers L = 6/7/9 3 + 3 2 · (1 + 1) + 1
# Nodes Zg +
L−2∑
l=1
⌊
Zg
2l−1
⌋
+ 2 10M + 2n 15M + 6n/35M + 18n
# Nodes for 42Gb/s 1457 (Z = 61) 736 1248/3104
# Nodes for 84Gb/s 728 (Z = 61) 688 1104/2672
performing multiplication with one-hot vectors, embeddings are straightforwardly applied to the
FFNN system and we use them in our simulations. For application of embeddings in recurrent
neural networks we refer the interested reader to [24].
Figure 6(a) shows the BER performance of the examined 42Gb/s systems at different
transmission distances. Note that all systems are trained separately for each distance from 20
to 100 km (in steps of 10 km) and all results represent the average BER achieved by the best
parameter sets found in three independent training runs (with different initializations of both
the NN parameters and the random number generators). It should be mentioned that instead of
training the neural networks at a fixed nominal distance, alternatively, a novel multi-distance
training method can be employed [4]. It enables the generalization of the neural networks’
parameters for operation over a range of link distances, yielding robust and flexible transceivers
which do not require reconfiguration. For further details on the multi-distance parameter training
for end-to-end FFNN systems, we refer the interested reader to [4], while the experimental
verification of the method was reported in [5]. The choice of the particular training procedure is
a trade-off between system versatility and BER. The application of multi-distance training to
systems based on sequence processing, such as the end-to-end SBRNN, falls outside of the scope
of this manuscript and is part of an ongoing investigation. In contrast to the FFNN design, the
SBRNN handles data sequences, having a structure that can mitigate inter-block interference
during transmission. This allows the SBRNN autoencoders to significantly outperform FFNN
at any examined distance. Moreover, our results indicate that the SBRNN designs can enable
communication below the 4 · 10−3 HD-FEC threshold [25] at distances of 70 km, which is a
substantial increase over the achievable distance of 50 km below HD-FEC for the FFNN. The
Tx-PAM2 & Rx-FFNN (Z = 61) system, whose receiver simultaneously processes relatively the
same number of samples as the SBRNN (488 to 480), is as well outperformed by both the vanilla
and the LSTM-GRU designs at all distances up to 80 km. In particular, for distances up to 50 km
both SBRNN systems obtain BERs significantly below the value for the Tx-PAM2 & Rx-FFNN.
Moreover, our simulation prediction indicates that the Tx-PAM2 & Rx-FFNN (Z = 61) cannot
achieve transmission below HD-FEC beyond 60 km, while the vanilla and LSTM-GRU SBRNN
increase the transmission distance to around 70 km. At longer distances all three systems achieve
BERs above 10−2. With Z = 61, the Tx-PAM2 & Rx-FFNN system performs comparably,
however at higher computational cost. Note that with an optimized bit-mapping, the SBRNN
systems can be further improved.
Figure 6(b) shows the systems’ BER performance at distances from 20 to 50 km when the data
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Fig. 6. BER as a function of transmission distance for the end-to-end vanilla and LSTM-GRU
SBRNN systems compared to the end-to-end FFNN as well as the PAM2 system with
multi-symbol FFNN receiver. The systems operate at (a) 42Gb/s and (b) 84Gb/s. (c) BER
versus processing window for the 84Gb/s vanilla and LSTM-GRU SBRNN at 30 km.
transmission is at 84Gb/s. We see that at such rates only the SBRNN systems can achieve reliable
communication below HD-FEC at 20 km, with the BER of the vanilla system slightly lower than
that of the LSTM-GRU. The obtained BERs for the end-to-end FFNN and PAM2 systems are
above 10−2. Nevertheless, we observe that at 30 km and beyond, the SBRNN systems cannot
obtain BERs below the HD-FEC. This is a consequence of the reduced block size (n=24) which
means that the inter-block interference during transmission spans over a greater number of blocks.
We extend our investigation to highlight the impact of an increased SBRNN processing window
to address the CD effects in the 84Gb/s systems. Figure 6(c) shows the BER performance of
the 84Gb/s vanilla and LSTM-GRU at 30 km for varying window size between 5 and 40 blocks.
We see that in both systems, increasingW reduces the BER. In particular an increase toW = 40
decreases the vanilla and LSTM-GRU SBRNN BER to 2.25 · 10−3 and 1.9 · 10−3, respectively,
below the HD-FEC threshold. We also note that the gains of increasing the processing window
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Fig. 7. Cross entropy loss versus training step for the 42Gb/s (a) vanilla and (b) LSTM-GRU
SBRNN systems at 30 km.
start to diminish forW = 40, indicating that effects other than ISI, e.g., noise and nonlinearities,
become dominant.
As an interesting observation, it should be mentioned that, although outperformed by the Tx-
PAM2 & Rx-FFNN (Z = 61), the end-to-end FFNN system is a design with substantially smaller
number of trainable parameters. Moreover, while processing only 48 samples simultaneously
at 42Gb/s, the system achieves BERs comparable to the Tx-PAM2 & Rx-FFNN (Z = 11) and
Tx-PAM2 & Rx-FFNN (Z = 21) systems, which process 88 and 168 samples, respectively. Such
a comparison further highlights the advantage of the end-to-end deep learning-based systems,
which in contrast to systems with neural network processing only at the receiver, leverage the
joint optimization of the message-to-waveform mapping and equalization functions.
It is also worth noting that our results show that the LSTM-GRU SBRNN slightly outperforms
the vanilla architecture, achieving lower BERs in most scenarios. This suggests that the particular
choice of SBRNN design is a trade-off between performance and complexity. We make a direct
comparison between the proposed vanilla and LSTM-GRU designs, examining the training
convergence of two representative 42Gb/s systems at 30 km. The cross entropy loss as a function
of optimization step for the vanilla and LSTM-GRU SBRNN systems is plotted in Fig. 7(a)
and 7(b), respectively. We observe peaks in the loss value that occur every 100 optimization
steps when the outputs in the forward and backward passes of the BRNN are re-initialized to 0
(see Sec. 2.2). Moreover, for a fixed value of the loss, the LSTM-GRU structure requires more
training iterations. This is an outcome of the increased number of parameters in the LSTM-GRU
recurrent structure, which entails a slower training process compared to the vanilla SBRNN. In
particular, Table 2 shows that there are significantly fewer trainable parameters in the vanilla
SBRNN system compared to the LSTM-GRU at both 42 and 84Gb/s. Yet, the performance of
such a design is comparable to that of the LSTM-GRU. This may be accounted to the fact that,
as a result of fiber dispersion neighboring symbols impose stronger interference effects. As a
consequence, structures such as the LSTM-GRU, designed to capture long term dependencies in
a sequence via the sigmoid memory gates, do not significantly improve the performance over
vanilla RNNs, which consist of a simple concatenation between the current input and the previous
output and are sufficient in such applications.
4. Conclusions
For the first time, we propose and investigate end-to-end deep learning of communication
over dispersive channels with nonlinear intensity receivers based on bidirectional recurrent
neural networks. Such a communication scheme is encountered frequently in short-reach
fiber-optic systems. In conjunction with an efficient sequence estimation technique, the proposed
SBRNN autoencoder is specifically designed to handle the memory in nonlinear communication
channels. Our study shows that we can significantly improve the performance of optical IM/DD
communications compared to previous end-to-end deep learning-based systems implemented
as feed-forward neural networks (FFNN). In a comparison with PAM2 systems employing
state-of-the-art nonlinear equalizers, which operate on multiple received symbols simultaneously,
the end-to-end SBRNN allows to increase reach or enhance the data rate for shorter distances, at
lower computational complexity. In particular, the LSTM-GRU variant achieves information
rates of 42Gb/s below the 6.7% HD-FEC at distances of 70 km, while at 30 km, both vanilla
and LSTM-GRU systems can operate at 84Gb/s below the threshold with appropriately chosen
parameters. Our work marks an important milestone in the quest of fully unlocking the potential
of end-to-end optimized transmission via deep learning by innovating a transceiver design tailored
for communication over practical dispersive nonlinear channels.
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