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Abstract
We investigate pattern-avoiding (0, 1)-matrices as generalizations of pattern-avoiding
permutations. Our emphasis is on 123-avoiding and 321-avoiding patterns for which we
obtain exact results as to the maximum number of 1’s such matrices can have. We also
give algorithms which, when carried out in all possible ways, construct all of the pattern-
avoiding matrices of these two types.
Key words and phrases: permutation, pattern-avoiding, 123-avoiding, 312-
avoiding, (0, 1)-matrices.
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1 Introduction
Let n ≥ 2 be a positive integer, and let Sn be the set of permutations of {1, 2, . . . , n}. Let k be a
positive integer with k ≤ n, and let σ = (p1, p2, . . . , pk) be a permutation in Sk. A permutation
pi = (i1, i2, . . . , in) ∈ Sn contains the pattern σ provided there exists 1 ≤ t1 < t2 < · · · < tk ≤ n
such that itr < its if and only if ptr < pts (1 ≤ r < s ≤ k); otherwise, pi is called σ-avoiding; we
also say that pi avoids σ. Patterns in permutations and, in particular, pattern avoidance, have
been extensively studied. If k = 2 and σ = (1, 2), then σ-avoiding means no ascents and the
anti-identity permutation (n, . . . , 2, 1) is the only σ-avoiding permutation in Sn. If σ = (2, 1),
then σ-avoiding means no descents and only the identity permutation (1, 2, . . . , n) is σ-avoiding.
There is a chapter on pattern avoidance in [1].
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Pattern avoidance in permutations is already interesting when k = 3. Using reversal (ij
goes to position n+ 1− j) and complementation (ij is replaced with n+ 1− ij), there are only
two permutations that are inequivalent with respect to pattern avoidance: (1, 2, 3) (which is
equivalent to (3, 2, 1)), and (3, 1, 2) (which is equivalent to (2, 1, 3), (1, 3, 2), and (2, 3, 1)). For
each of the six permutations σ in S3 the number of σ-avoiding permutations is the Catalan
number
Cn =
(
2n
n
)
n+ 1
.
It is sometime useful to think of 1 as S(mall), 2 as M(edium), and 3 as L(arge). Then SML and
LSM are the only two patterns of size 3 that need be considered.
Again let σ = (p1, p2, . . . , pk) be a permutation in Sk. Since permutations pi = (i1, i2, . . . , in) ∈
Sn and n× n permutation matrices are in a bijective correspondence:
(i1, i2, . . . , in)↔ P = [pij] where pk,ik = 1 (k = 1, 2, . . . , n) and pij = 0, otherwise,
σ-avoiding permutations can be studied in terms of permutation matrices. An σ-avoiding per-
mutation matrix is a permutation matrix corresponding to a σ-avoiding permutation. Thus an
n× n permutation matrix P is (1,2,3)-avoiding provided it does not contain as a submatrix the
3× 3 identity matrix
I3 =

 1 0 00 1 0
0 0 1

 ; (1)
P is (3,1,2)-avoiding provided it does not contain as a submatrix the 3× 3 matrix
Π3 =


0 0 1
1 0 0
0 1 0

 . (2)
From now on we usually use the briefer notation j1j2 · · · jk for a permutation (j1, j2, . . . , jk) ∈
Sk. Pattern avoidance when expressed in terms of permutation matrices leads to some inter-
esting questions. The n × n matrix Jn of all 1’s can be decomposed into both 123-avoiding
permutation matrices and 312-avoiding permutation matrices. In fact, Jn can be decomposed
into permutation matrices that are both 123-avoiding and 312-avoiding. This can be done by
considering the n× n permutation matrices corresponding to the n permutations
(n, n−1, n−2, . . . , 2, 1), (n−1, n−2, . . . , 2, 1, n), (n−2, . . . , 2, 1, n, n−1), . . . , (1, n, n−1, . . . , 2)
each of which consists of an decreasing sequence followed by another decreasing sequence (empty
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in one case). For example,
J4 =


1
1
1
1




1
1
1
1




1
1
1
1

+


1
1
1
1

 . (3)
Recall that a permutation i1i2 · · · in is a Grassmannian provided that it contains at most one
descent (so at most one consecutive 21-pattern) and is a reverse-Grassmannian provided that it
contains at most one ascent (so at most one consecutive 12-pattern). The above decomposition
of Jn, illustrated in (3), is a decomposition of Jn into reverse-Grassmanians. A 123-avoiding
permutation need not be a Grassmannian nor a reverse-Grassmanian, for instance, 563412 is a
123-avoiding permutation but is not a Grassmannian as it has two decreases nor is it a reverse-
Grassmannian as it has two increases.
The notion of pattern-avoiding permutations (so pattern-avoiding permutation matrices) has
been extended to general (0, 1)-matrices. Given a k × k permutation matrix Q, one seeks the
largest number of 1’s in an n×n (0, 1)-matrix A such that A does not contain a k×k submatrix
Q′ such that Q ≤ Q′ (entrywise), that is, Q′ has 1’s wherever Q has 1’s but is allowed to have
1’s where Q has 0’s. Put more simply, the matrix A does not contain the pattern prescribed
by Q. The emphasis here seems to have been on (asymptotic) inequalities, in particular, the
Fu˝redi-Hajnal conjecture [3]: Let P be any permutation matrix. Then there is a constant cP
such that the number of 1’s in an n × n (0, 1)-matrix A that avoids P is bounded by cPn.
Marcus and Tardos [5] solved this conjecture by proving: if P is k × k, then the number of 1’s
in A is bounded by 2k4
(
k2
k
)
n. (See also pages 159–164 of [1]). There have been considerable
investigations on avoiding patterns of various types in (0, 1)-matrices, again mostly in terms
of asymptotic inequalities. We mention, for instance, the papers [3, 5, 6, 7, 8] and the thesis
[4]. Our motivation comes from pattern avoiding in permutation matrices and the possibility
of obtaining exact results for specific permutation matrices Q with equality characterizations.
We focus on the two inequivalent patterns of length 3, namely 123 and 312. In the case of 123
we can more generally handle the case of the pattern 12 · · ·k for arbitrary k. Also, there is no
reason to assume that the matrices A are square.
In the next section we consider 12 · · ·k-avoiding, m × n (0, 1)-matrices. We determine the
maximum number cm,n(12 · · ·k) of 1’s such a matrix can contain, and characterize the matrices
achieving this maximum. Surprisingly, it turns out that one can use a ‘greedy’ algorithm that
always results in a 12 · · ·k-avoiding,m×n (0, 1)-matrix with this maximum number cm,n(12 · · ·k)
of 1’s, and when carried out in all possible ways produces all such matrices. In the following
section we obtain similar results for 312-avoiding matrices and its maximum number cm,n(312)
of 1’s. We had hoped to settle the case of k1 · · · (k − 1) for arbitrary k, but its solution has
eluded us thus far, although we are confident of the correct answer. In the final section we
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consider some questions for future investigations.
2 12 · · · k-avoiding (0, 1)-Matrices
Let A be an m× n (0, 1)-matrix. The matrix A is 12 · · ·k-avoiding provided it does not contain
a k × k submatrix of the form 

1 ∗ ∗ ∗ ∗
∗ 1 ∗ ∗ ∗
... ∗
. . . ∗ ∗
∗ ∗ · · · 1 ∗
∗ ∗ · · · ∗ 1


(4)
where ∗ denotes either a 0 or a 1. In terms of the description in the previous paragraph, Q = Ik,
the k × k identity matrix.
We start with the very simple case of k = 2 which contains many of the ideas used for general
k. Let A = [aij ] be an m× n (0, 1)-matrix with m,n ≥ 2. Then A is 12-avoiding provided that
A does not have 2× 2 submatrix of the form[
1 ∗
∗ 1
]
,
where again ∗ denotes a 0 or a 1. A 12-avoiding matrix can be regarded as a generalization
of a non-increasing sequence (permutation) to an arbitrary (0, 1)-matrix. The matrix A has
(m+n− 1) (left-to-right) diagonals (sometimes called Toeplitz diagonals as the entries on them
are constant in Toeplitz matrices) starting from any entry in its first row or first column. If A
is 12-avoiding, each of these diagonals can contain at most one 1 and hence A can contain at
most (m+n− 1) 1’s. We can attain (m+n− 1) 1’s with the matrix A whose first row and first
column contains all 1’s and all other entries are 0. We call such a m × n (0, 1)-matrix a trivial
12-avoiding matrix. Such a matrix contains a (m− 1)× (n− 1) zero submatrix Om−1,n−1 in its
lower right corner.
An m × n (0, 1)-matrix A = [aij ] has a complete right-to-left zigzag path, abbreviated to
complete R-L zigzag path, provided (i) it has (m+ n− 1) 1’s, (ii) a1n = am1 = 1, and (iii) every
1 of A except for am1 has a 1 immediately to its left or immediately below it, but not both.
A complete left-to-right zigzag path (complete L-R zigzag path) is defined in a similar way with
a11 = amn = 1. An m × n matrix with a complete R-L zigzag path has exactly (m + n − 1)
1’s and (m − 1)(n − 1) 0’s. The matrix in Example 1 below has a complete R-L zigzag path.
Notice that its 0’s are obtained by starting with an m×n array containing an (m− 1)× (n− 1)
zero matrix in its lower right corner, partitioning it into a Ferrers array and its complement
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(which we call a reverse-Ferrers array), and then translating the Ferrers array one unit in the
northwest direction (i.e. up along the diagonals).
Example 1 The following is an 12-avoiding 8× 8 (0, 1)-matrix with the maximum number 15
of 1’s: 

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


→


0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 1 1 1
0 0 0 0 0 1 0 0
0 0 1 1 1 1 0 0
0 0 1 0 0 0 0 0
1 1 1 0 0 0 0 0
1 0 0 0 0 0 0 0


.

We have the following elementary lemma.
Lemma 2 Let A = [aij ] be an 12-avoiding m × n (0, 1)-matrix with the maximum number
(m+ n− 1) of 1’s. Then A is obtained from the trivial m× n 12-avoiding matrix by translating
a Ferrers array one unit in the northwest direction creating a complete R-L zigzag path of 1’s.
Proof. The matrix A has (m + n − 1) 1’s with a1n = 1, and either a1,n−1 = 1 or a2n = 1
but not both. We assume that a1,n−1 = 1 and a2,n = 0, since the other case can be handled
similarly. We must have ain = 0 for all i = 3, . . . , n for otherwise we have a 12-pattern. A simple
induction now completes the proof. 
Note that a similar result holds for a 21-avoiding matrix with a ‘Ferrers array’ replaced with
‘reverse Ferrers array’ and ‘R-L zigzag path’ replaced with ‘L-R zigzag path.
For later use we need to consider a generalization of Lemma 2. Let 0 ≤ e1 ≤ e2 ≤ · · · ≤
em ≤ n. Define an m×n staircase matrix A(e1, e2, . . . , em) to be the matrix with ei left-justified
positions in row i removed for 1 ≤ i ≤ m. For instance, with m = 5 and n = 6, we have
A(3, 4, 5, 5, 6) =




.
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Thus we remove a partition of positions from the upper right of an m×n array. If each position
of a staircase matrix is either 0 or 1, then we refer to a (0, 1)-staircase matrix and we write
A(e1, e2, . . . , em) = [aij].
Lemma 3 Let A(e1, e2, . . . , em) = [aij] be a 12-avoiding m×n (0, 1)-staircase matrix. Then the
number of 1’s in A is at most
max{ei +m− i : 1 ≤ i ≤ m}.
Proof. Such a collection of 1’s has to form a collection of zigzag paths. Starting from the
rightmost position of row i of the staircase matrix, the maximum number of 1’s possible is
ei + (m− i). Hence the lemma follows. 
Example 4 Consider the staircase array



→


1 1 1 1 1
1
1
1


.
Then (e1, e2, e3, e4, ef , e6) = (1, 4, 5, 5, 5, 5) and the maximum in Lemma 3 is 8 and it occurs with
i = 3 giving the RL-zigzag pattern above. 
We now consider the general case of 12 · · ·k-avoidingm×n (0, 1)-matrices A = [aij ]. First we
extend the definition of a complete R-L zigzag path to an R-L zigzag path where the beginning
may be at any entry apq and the end may be any entry auv with u ≤ p and v ≤ q (this is
equivalent to a complete zigzag path in a (p− u+ 1)× (q− v + 1) submatrix of A. In a similar
way we have an L-R zigzag path. We illustrate this in the next example.
Example 5 Let m = n = 6 and k = 3. Then the following (0, 1)-matrices are 123-avoiding,
each containing twenty 1’s where the 1’s are partitioned into a R-L zigzag path of 11 1’s and a
complete R-L zigzag path of 9 1’s.

0 0 0 1 1 1
0 0 1 1 1 1
0 0 1 1 1 0
0 1 1 1 0 0
1 1 1 1 0 0
1 1 1 0 0 0


,


1 1 1 1 1 1
1 0 0 0 1 1
1 0 0 1 1 0
1 0 1 1 0 0
1 0 1 0 0 0
1 1 1 0 0 0


,


0 0 1 1 1 1
0 1 1 0 1 1
0 1 0 0 1 0
1 1 0 1 1 0
1 0 0 1 0 0
1 1 1 1 0 0


.
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Lemma 6 Let m,n, k be positive integers with m,n ≥ k ≥ 3. Then the maximum number of
1’s in a 12 · · ·k-avoiding m× n (0, 1)-matrix A is (k − 1)(m+ n− (k − 1)).
Proof. There are two diagonals of A of each length 1, 2, . . . , (k − 2) and (m + n − 2k + 3)
diagonals of length at least (k − 1). Thus the number of 1’s in A is at most
2(1 + 2 + · · ·+ (k − 2)) + (k − 1)(m+ n− 2k + 3) = (k − 1)(m+ n− (k − 1)).
It is straightforward to construct an m× n (0, 1)-matrix which is 12 · · ·k-avoiding and contains
this many 1’s. One can simply mimic the construction of the first matrix in Example 5. For
instance, if m = 6, n = 8 and k = 4, the following matrix is 1234-avoiding with 33 1’s:

1 1 1
1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1


.

We now prove the main theorem of this section.
Theorem 7 Let m,n, k be integers with m,n ≥ k ≥ 3.
(i) The maximum number of 1’s in an m× n (0, 1)-matrix which is 12 · · ·k-avoiding is
(k − 1)(m+ n− (k − 1)).
(ii) Every 12 · · ·k-avoidingm×n (0, 1)-matrix with (k−1)(m+n−(k−1)) 1’s can be decomposed
into (k−1) R-L zigzag paths of lengths m+n−1, m+n−3, m+n−5, . . . , m+n−(2k−3),
respectively.
(iii) If A is a 12 · · ·k-avoiding m×n (0, 1)-matrix containing fewer than (k−1)(m+n−(k−1))
1’s, then there is a 0 in A that can be replaced with a 1 so that the resulting matrix remains
12 · · ·k-avoiding.
Proof. The first assertion (i) of the theorem is Lemma 6, and we now consider assertion
(ii). Let A be a 12 · · ·k-avoiding m × n (0, 1)-matrix with (k − 1)(m + n − (k − 1)) 1’s. By
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maximality, we must have 1’s in the (1, n− 1), (1, n), (2, n) positions. Moreover, row 1 consists
of a string of 0’s followed by a string of 1’s. To see this, suppose that a1,p−1 = 1 and a1p = 0.
Then the diagonal determined by a1p either contains fewer 1’s then a maximal matrix contains
or it contains (k − 1) 1’s, contradicting the assumption that A is 12 · · ·k-avoiding. Thus there
is a p ≥ n−1 such that a11 = · · · = a1,p−1 = 0 and a1p = · · · = a1n = 1. If a2p = 0 then, because
a1p = 1, maximality again is contradicted since we could change a2p to 1; hence a2p = 1. We now
repeat the above argument with a2p replacing a1p, and inductively construct a a complete R-L
zigzag path connecting a1n and am1. This zigzag path contains a 1 from each diagonal of A. Let
A′ be the matrix obtained from A by replacing each 1 on this zigzag path with a 0 and deleting
row 1 and column 1. Then A′ is a 12 · · · (k− 1)-avoiding (m− 1)× (n− 1) (0, 1)-matrix and by
induction can be decomposed into (k−2) zigzag paths of lengths m+n−3, · · · , m+n−(2k−3)
zigzag paths. Thus assertion (ii) holds.
We now prove assertion (iii) of the theorem. Let A = [aij ] be a 12 · · ·k-avoiding m×n matrix
with fewer than (k − 1)(m+ n− (k − 1)) 1’s. Thus one of the diagonals of A does not contain
the maximum allowable 1’s in a 12 · · ·k-avoiding (0, 1)-matrix. Consider the leftmost 1’s in each
row of A. If these leftmost 1’s form a complete R-L zigzag path connecting a1n with am1 we
replace these 1’s with 0’s and delete row 1 and column 1, resulting in an 12 . . . (k − 1)-avoiding
(m− 1)× (n− 1) (0, 1)-matrix with the maximum number of 1’s, and then use induction. Now
suppose that these leftmost 1’s do not form such a zigzag path. Starting from a1n = 1 we follow
a zigzag path, alternating between going as far left as possible then as far down as possible; so
we reach a akl = 1 such that both ak,l−1 = 0 and ak+1,l = 0. Suppose that akp = 1 for some
p with 1 ≤ p ≤ l − 2. Then there cannot exist a 12 · · · (k − 1)-pattern below and to the right
of ak,l−1 since we would then have a 12 · · ·k-pattern. Hence ak,p+1 = · · · = akl = 1 and we can
continue our zigzag path. Now replacing ak+1,l = 0 with a 1 cannot create a 12 · · ·k-pattern for
if it did, akl = 1 would have been part of a 12 · · ·k-pattern. Thus we can increase the number
of 1’s in A if A has fewer than (k − 1)(m+ n− (k − 1)) 1’s, and this proves (iii). 
An m × n (0, 1)-matrix A is maximal 12 · · ·k-avoiding provided A is 12 · · ·k-avoiding and
every (0, 1)-matrix obtained from A by replacing a 0 with a 1 is not 12 · · ·k-avoiding, that
is, by Theorem 7, A has fewer than (k − 1)(m + n − (k − 1) 1’s. By (iii) of Theorem 7, all
maximal matrices contain the same number of 1’s; in the context of graph theory, this can be
viewed as a ‘saturation’ result. It follows from Theorem 7 that the following ‘greedy’ algorithm
can always be carried out to produce a 12 · · ·k-avoiding matrix with the maximum number
(k − 1)(m+ n− (k − 1) of 1’s:
Algorithm for a Maximal 12 · · ·k-avoiding Matrix
(i) Let A be the m× n zero matrix.
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(ii) While A has less than (k − 1)(m+ n− (k − 1) 1’s, locate any 0 of A whose replacement
with a 1 results in a 12 · · ·k-avoiding matrix.
(iii) Output A.
To complete this section we make the following observation. It follows from Theorem 7 that
a maximal 12 · · ·k-avoiding m × n (0, 1)-matrix can be decomposed into (k − 1) R-L zigzag
paths of lengths m + n − 1, m + n− 3, m+ n− 5, . . . , m+ n − (2k − 3). However, one cannot
arbitrarily choose such R-L zigzag paths of these lengths and be assured of obtaining a maximal
12 · · ·k-avoiding (0, 1)-matrix. This is illustrated in the next example.
Example 8 Let m = n = 8 and k = 5, and consider 12345-avoiding 8 × 8 (0, 1)-matrices.
A maximal such matrix can be decomposed into R-L zigzag paths of lengths 15, 13, 11, and 9,
respectively. Suppose we attempt to construct such a matrix by choosing R-L zigzag paths of
lengths 15, 13, and 11 and obtain a 12345-avoiding (0, 1)-matrix. Below we indicate a choice of
such paths by a, b, and c, respectively:

b b b a
b a a
b b b a a c
b a a c
b b b a a c c
b a a c c
b a a c c
a a c c c


.
As is easily checked, there is not any R-L zigzag path of length 9 that can now be inserted. But
we can put in 9 1’s, indicate by d below, so that the result is still 12345-avoiding, and then we
can decompose the resulting matrix into zigzag paths of lengths 15, 13, 11, and 9 indicated by
x, y, z, and u: 

d d d d b b b a
d b d a a
d b b b a a c
d b a a c
b b b a a c c
b d a a c c
b a a c c
a a c c c


→


x x x x x x x x
x y y y y
x y y y z z z
x y z z u
x y y z z u u
x y z z u u
x y z u u
x y z u u


.
9
Moreover, if one has a maximal 12 · · ·k-avoidingm×n (0, 1)-matrix which, by Theorem 7, can
be decomposed into R-L zigzag paths of lengthsm+n−1, m+n−3, m+n−5, . . . , m+n−(2k−3),),
one cannot choose these paths arbitrarily. For instance, let m = n = 6 and k = 3. and consider
the maximal 123-avoiding matrix with 11 + 9 = 20 1’s below. If we choose the R-L zigzag path
of length 11 indicated by the shaded 1’s, then there is not a R-L zigzag path of length 9 that
can be formed from the remaining 1’s.

1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1
1 1


→


1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1
1 1


.

3 312-avoiding (0, 1)-Matrices
An m× n (0, 1)-matrix A is maximal 312-avoiding provided it is 312-avoiding and every matrix
obtained from A by replacing a 0 with a 1 is not 312-avoiding. As for the case of 12 · · ·k-avoiding
we shall see that all maximal 312-avoiding m × n (0, 1)-matrices have the same number of 1’s
(and indeed the same number as maximal 123-avoiding matrices). We also give an algorithm
which, carried out in all possible ways, produces all maximal 312-avoiding (0, 1)-matrices.
There are three (and only three) m × n (0, 1)-matrices which are 312-avoiding and which
have an (m − 2) × (n − 2) zero submatrix. This zero matrix can be in the upper right corner
(the ‘3’ position), the middle left side (the ‘1’ position), and the lower middle (the ‘2’ position).
We illustrate these for m = n = 5 in the next example.
Example 9 Three 312-avoiding 5× 5 (0, 1) matrices with a 3× 3 zero submatrix:

1 1 0 0 0
1 1 0 0 0
1 1 0 0 0
1 1 1 1 1
1 1 1 1 1


,


1 1 1 1 1
0 0 0 1 1
0 0 0 1 1
0 0 0 1 1
1 1 1 1 1


,


1 1 1 1 1
1 1 1 1 1
1 0 0 0 1
1 0 0 0 1
1 0 0 0 1


.
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The matrices 

1 1 1 1 0
0 1 1 1 0
1 1 0 1 0
1 0 0 1 1
1 0 0 1 1


and


1 1 1 1 0 0
0 1 1 1 0 0
1 1 0 1 0 0
1 0 0 1 1 1
1 0 0 1 1 1
1 0 0 0 0 1


are both 312-avoiding. All five of these matrices are easily checked to be maximal 312-avoiding
matrices. 
The position in the upper right corner of an m×n (0, 1)-matrix A is special for the property
of being 312-avoiding. In fact, it is easy to see that if there is a 1 in the upper right corner,
then the matrix A is 312-avoiding if and only if there does not exist a 312-pattern using that 1,
equivalently, if and only if the (m−1)× (n−1)- submatrix A(1, n) obtained from A by deleting
row 1 and column n is 12-avoiding. If, in addition, A is a maximal 312-avoiding matrix, then
the first row and last column of A contain only 1’s. Thus by Lemma 2, A(1, n) contains exactly
((m−1)+(n−1)−1) = (m+n−3) 1’s and A contains exactly (m+n−1)+(m+n−3) = 2(m+n−2)
1’s; in addition, the 1’s in A(1, n) form a complete L-R zigzag path.
Example 10 Let m = 8 and n = 10. Then an 8× 10 312-avoiding (0, 1)-matrix with 32 1’s as
discussed above is 

1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 1 1 0 1
0 0 0 0 1 1 1 0 0 1
0 0 0 1 1 0 0 0 0 1
0 0 1 1 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0 1
1 1 1 0 0 0 0 0 0 1


,
where the L-R zigzag path is given by the shaded 1’s.
Three examples of maximal 312-avoiding matrices where the upper right is the same reverse
Ferrers array of 0’s are given below; the differences are highlighted by shading for contrast, where
the more darkly shaded 1’s are those 1’s that border the reverse Ferrers array. As we show in
the lemma that follows, in a maximal 312-avoiding (0, 1)-matrix there is always a reverse Ferrers
array of 0’s in the upper right corner bordered by a R-L zigzag path of 1’s. Notice that there is
a 1 in the lower left position, and this always holds in a maximal 312-avoiding matrix.
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

1 1 0 0 0 0 0 0
1 1 1 0 0 0 0 0
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0
1 1 1 1 0 0
1 1 1 1 0
1 1 1 1
1 1 1


,


1 1 0 0 0 0 0 0
1 1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 1 1 0 0 0
1 1 1 1 0 0
1 1 1 1 1 1 0
1 1 1 1
1 1 1


,


1 1 0 0 0 0 0 0
1 1 1 0 0 0 0 0
1 1 1 1 0 0 0 0
1 1 1 0 0 0
1 1 1 1 1 0 0
1 1 1 0
1 1 1 1 1
1 1 1


.

The next lemma works more generally for k12 · · · (k − 1)-avoiding matrices.
Lemma 11 Let k ≥ 3 and let A = [aij ] be an m×n (0, 1)-matrix which is maximal k12 · · · (k−
1)-avoiding such that A has a 0 in its upper right corner (a1n = 0). Then the 0’s in the
upper-right hand corner form a reverse Ferrers array bordered by a complete L-R zigzag path of
(m+ n− 1) 1’s.
Proof. The maximality property implies that a11 = a12 = · · · = a1,k−1 = 1 and that
am−k+2,n = am−k+3,n = · · · = am,n = 1, since their positions can never occur in a k1 · · · (k − 1)-
pattern. By maximality there cannot be a 0 followed by a 1 in row 1; since if replacing that 0 by
a 1 creates a k12 · · · (k−1)-pattern, then that 1 itself would be part of a k12 · · · (k−1)-pattern.
We will use both the maximality property and the k12 · · · (k − 1)-avoiding property without
specifically referring to them now, as it should be clear when they are being invoked. Let p1 be
defined by a11 = · · · = a1,p1 = 1, a1,p1+1 = a1,p1+2 = · · · = a1n = 0. We then must have a2,p1 = 1.
There exists p2 > p1 such that a2,p1 = a2,p1+1 = · · · = a2p2 = 1 and a2,p2+1 = · · · = a2n = 0.
Starting from p2, in a similar way we find p3 ≥ p2 such that a3,p2 = a3,p2+1 = · · · = a3,p3 = 1
and a3,p3+1 = · · · = a3n = 0. Continuing like this we obtain a reverse Ferrers array of 0’s in the
upper right corner and a complete R-L zigzag path of (m+n− 1) 1’s bordering it which begins
with a11 = 1 and a12 = 1, and ends at am−1,n = 1 and amn = 1. 
Referring to the complete R-L zigzag path in Lemma 11, we define the 1’s at the intersection
of the horizontal segments of the path with its vertical segments to be the crucial 1’s of the path.
Note that in case of a 1 in the upper right corner, we also have a complete R-L zigzag path (with
an empty reverse Ferrers diagram of 0’s). We usually boldface the crucial 1’s. The matrix A
contains a 312-pattern if and only if there is a 312-pattern using a crucial 1 (in the 3-position).
Each crucial 1 has an associated corner position; these are the positions directly southwest of
12
the crucial 1. In a maximal 312-avoiding matrix, the corner positions are all occupied by 1’s
called corner 1’s; the reason is that if there were a 312-pattern using a corner 1, then the corner
1 can be replaced by its corresponding crucial 1 and give another 312-pattern.
Example 12 We illustrate a complete R-L zigzag path with its crucial and corner 1’s. The
zigzag path is dark-shaded with its crucial 1’s in boldface; the corner 1’s are those in the light-
shaded positions. 

1 1 1 1
1 1 1 1
1 1
1 1 1
1 1 1
1 1
1 1
1 1 1 1
1 1


.
Notice that the corner 1’s give induce another complete R-L zigzag path excluding the crucial
1’s. 
Theorem 13 Let A = [aij ] be a 312-avoiding m× n (0, 1)-matrix.
(i) A has at most 2(m+ n− 2) 1’s.
(ii) The maximum number of 1’s in a 312-avoiding m× n (0, 1)-matrix equals 2(m+ n− 2).
(iii) An m× n maximal 312-avoiding (0, 1)-matrix contains exactly 2(m+ n− 2) 1’s.
Proof. Assume A is maximal 312-avoiding. By Lemma 11, A contains a complete R-L zigzag
path of (m + n − 1) 1’s connecting the (1, 1) then (1, 2)-positions with the (m − 1, n) then
(m,n)-positions, where there is a 1 in all positions of this path, and above and to the right of
this path are all 0’s forming a reverse Ferrers array. All corner positions are occupied by 1’s.
Now delete row 1 and column n of A to obtain an (m−1)× (n−1) matrix A′ whose unspecified
entries are the corresponding unspecified entries of A (that is, the unspecified entries of A below
the zigzag path). The matrix A′ has nonvacuous rows and columns. Since A does not contain
a 312-pattern, below the zigzag path there cannot be a 2× 2 submatrix of the form[
1 1
∗ 1
]
(5)
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for then the two diagonal 1’s of this submatrix, along with a crucial 1, would be part of a
312-pattern.
The 1’s of A below the zigzag path (and so the corresponding 1’s of A′) determine a biadja-
cency matrix of a bipartite graph G contained in the complete bipartite graph Km−1,n−1 whose
edges correspond to these 1’s. We claim that G cannot contain a cycle. For, if G contained a
cycle γ (corresponding therefore to a collection of 1’s with exactly two 1’s in a certain set of
rows and columns), we see that A, and hence A′, contains a submatrix of the form (5) below the
zigzag path: Starting from the lowest 1 in the rightmost column with a 1, there is a 1 above it,
then a 1 to the left of this second 1, and this determines a submatrix of the form (5). Thus G
cannot have any cycles and so, since G has (m+ n− 2) vertices, there are at most (m+ n− 3)
1’s of A below the zigzag path. Hence the number of 1’s of A is at most
(m+ n− 1) + (m+ n− 3) = 2(m+ n− 2).
This proves assertion (i) of the theorem.
To prove assertion (ii) we show how to construct a canonical 312-avoiding m×n (0, 1)-matrix
with 2(m + n − 2) 1’s. Once we have chosen the 1’s of the complete R-L zigzag path (and so
the 0’s above it), we are left with a staircase array. We can insert 1’s in this staircase array and
obtain a 312-avoiding (0, 1)-matrix as long as the new 1’s do not create a pattern as in (5) and,
in particular, correspond to a tree.
To obtain a maximal 312-avoiding matrix, the additional 1’s (including the corner 1’s) should
determine a spanning tree of Km−1,n−1 without a submatrix of the form (5) giving therefore
(m+n−3) more 1’s for a total of (m+n−1)+(m+n−3) = 2(m+n−2) 1’s. One way of doing
this is to form the vertical shadow of any R-L zigzag path illustrated below and then augment
with the remaining elements in row n with the result being the 1’s in the mediums-shaded
positions: 

1 1 1 1 1
1 1
1 1
1 1 1 1 1
1 1
1 1 1 1
1 1
1 1
1 1 1 1
1 1
1 1
1 1 1 1 1 1 1 1 1 1 1 1


.
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This gives an additional (m− 1) + (n− 2) = m+ n− 3 1’s for a total number of 1’s equal to
(m+ n− 1) + (m− 1) + (n− 2) = 2(m+ n− 2),
as wanted, and it is 312-avoiding since the crucial 1’s are not part of a 312-pattern. This shows
that the upper bound in (i) can be attained and completes the proof of assertion (ii).
We now prove assertion (iii). Assume that A is maximal with a given complete R-L zigzag
path of (m+n−1) 1’s connecting the (1, 1) position to the (m,n) position. Since A is maximal,
its (m, 1)-entry equals 1. If all other entries in row m equal 0, then let A′ be the (m − 1) × n
matrix obtained from A by deleting row m. Then A′ is a maximal 312-avoiding and hence by
induction has 2(m− 1+n− 2) = 2(m+n− 2)− 2 1’s. Hence A has 2(m+n− 2) 1’s. Thus we
may assume that row m of A contains at least one other 1. Let the first such 1 occur in column
q. Then column q hits our zigzag path in a 1. Let the last 1 of the zigzag path in column q
be in row p. There are two possibilities to consider: (a) column q contains exactly one 1 of the
zigzag path whose row then contains a crucial 1, or (b) column q contains two or more such 1’s
and thus column q contains a crucial 1.
First assume (a). Then row p contains a crucial 1, say in column k where we have that
k > q. Since A is 312-avoiding, the (m − 1 − p) × (q − 1) submatrix of A determined by
rows (p + 1), . . . , (m − 1) and columns 1, . . . , (q − 1) is a zero matrix. Let the first 1 of the
zigzag path occur in column l where we have that l < q; column l then contains a crucial 1.
Then the submatrices A′ of A determined by rows 1, . . . , p,m and columns 1, . . . , q is maximal
312-avoiding and so is the submatrix A′′ of A determined by rows p, p+ 1, . . . , m and columns
q, q + 1, . . . , n. Thus by induction the number of 1’s in A equals
2((p+ 1) + q − 2) + 2((m− (p− 1)) + (n− (q − 1))− 2)− 2 = 2(m+ n− 2).
Note that the last −2 on the left in this equation accounts for the two 1’s that are in the column
overlapping A′ and A′′.
Now assume (b). Then similarly we have maximal (p+1)×q and (m−(p−1))×(n−(q−1))
submatrices which, by induction, give 2(m+ n− 2) 1’s in A. 
Corollary 14 Every maximal 312-avoiding m× n (0, 1) contains the same number of 1’s. 
The following algorithm, carries out in all possible ways, always constructs a 312-avoiding
(0, 1)-matrix with the maximum number of 1’s.
Algorithm for a Maximal 312-avoiding Matrix
(i) Let A be an m× n matrix without any entries specified.
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(ii) Put (m + n − 1) 1’s in A in the positions of any complete R-L zigzag path connecting
the (1, 1) then (1, 2) positions with the (m− 1, n) then (m,n) positions. Also put a 1 in
position (m, 1). (One could also put 1’s in the corner positions but that is not necessary.)
(iii) Put a 1 in position (m, q) for some q with 1 < q < n. Let the last 1 in column q of A be
in row p.
(iv) Repeat step (iii) recursively to the submatrix of A determined by rows 1, 2, . . . , p,m and
columns 1, . . . , q, and to the submatrix determined by rows p, p + 1, . . . , m and columns
q, q + 1, . . . , n.
(v) Put 0’s in all remaining positions of A and output the resulting matrix A.
Example 15 Let m = n = 10 and consider the following complete R-L zigzag path in a 10×10
matrix where we also put a 1 in the (10, 1)-position and the corner positions:


1 1 1 1
1
1 1 1 1
1
1
1 1
1
1 1 1
1
1 1


→


1 1 1 1
1
1 1 1 1
0 0 0 0 1
0 0 0 0 1
0 0 0 0 1 1
0 0 0 0 1
0 0 0 0 1 1 1
0 0 0 0 1
1 0 0 0 1 1


(q = 5, p = 3).
Now repeat with


1 1 1 1
1
1 1
1 1

 and


1 1 1
1
1
1 1
1
1 1 1
1
1 1


.
16
Iterating we get as one possibility


1 1 1 1
1 1 1
1 1 1
1 1 1 1

 and


1 1 1
1 1 1
1 1
1 1 1
1 1
1 1 1 1
1 1 1 1
1 1 1


and hence the maximal 10× 10 312-avoiding matrix


1 1 1 1
1 1 1
1 1 1 1 1
1 1 1
1 1
1 1 1
1 1
1 1 1 1
1 1 1 1
1 1 1 1 1 1


.

4 Coda
In this final section we discuss some related ideas connected with our investigations reported
above. We put forth a conjecture and prove it in a special case.
Let k ≥ 4 and consider a k12 · · · (k−1)-avoiding m×n (0, 1)-matrices A = [aij ]. (The case of
k = 3 has been dealt with in Section 3.) If a1n = 1, then A contains at most (k−1)(m+n−(k−1))
1’s. This follows from the discussion preceding Example 10 and the fact that a 12 · · · (k − 1)-
avoiding (m− 1)× (n− 1) (0, 1)-matrix A′ has at most (k− 2)((m− 1) + (n− 1)− (k− 2)) 1’s.
The maximality condition implies that all the entries in A in its first row and last column are 1
and hence the number of 1’s in A is at most
(m+ n− 1) + (k − 2)((m− 1) + (n− 1)− (k − 2)) = (k − 1)(m+ n− (k − 1)).
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Moreover, there are m × n k12 · · · (k − 1)-avoiding m × n (0, 1)-matrices with this number of
1’s. For example, with m = n = 8 and k = 5 we have

1 1 1 1 1 1 1 1
1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1
1 1 1 1


with 48 1’s.
Note that it is only necessary to verify that there is not a 51234-sequence of 1’s where the first
1 occurs in the (1, 8)-position.
We conjecture that this works in general for m, n and k ≥ 4.
Conjecture 16 A k12 · · · (k− 1)-avoiding m× n (0, 1)-matrix A contains at most (k− 1)(m+
n − (k − 1)) 1’s and such a (0, 1)-matrix with fewer than this number of 1’s contains a 0 that
can be replaced by a 1 resulting in a k12 · · · (k − 1)-avoiding matrix. 
The upper bound in Conjecture 16 can also be established in case that there is a single 0
in the upper right corner, and we now outline this. Assume that A has the maximum possible
number of 1’s. Then the first row and last column are all 1’s except for a 0 in the (1, n)-position.
For some p, the second row of A consists of (n− p− 1) 0’s followed by p 1’s and then the 1 in
the last column. Similarly, for some q, the second column has an initial 1 in its first row followed
by q 1’s and then (m− 1− q) 0’s. Thus the 1 in position (2, n− 1) is counted by both p and q.
Without loss of generality we may assume that p ≥ q. So we have a total of (m+ n− 2) 1’s in
row 1 and column n. In addition in the second row we have p more 1’s and in the next-to-last
column we have an additional (q−1) 1’s. The number of 1’s in the diagonals, beginning with the
first column from its last position to its position in row 2, counted up to and including column
(n− 2), is at most
1 + 2 + · · ·+ (k − 3) + (m− (k − 2))(k − 2).
Diagonals corresponding to the entries in row 3 beginning with column 2, contain at most the
following number of 1’s:
• (n− p+ 2) of them with at most (k − 2) 1s;
• (p− q) of them with at most (k − 3) 1’s;
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• (q − (k − 1)) of them with at most (k − 4) 1’s;
• Then diagonals with at most, respectively, 1, 2, . . . , (k − 3) 1’s.
So the number of 1’s is at most
(m+ n− 2) + (p+ q − 1) + 2(1 + · · ·+ (k − 3)) + (m− k + 2)(k − 2)+
(n− p− 2)(k − 2) + (p− q)(k − 3) + (q − k + 1)(k − 4).
This simplifies to the desired bound:
(k − 1)(m+ n)− (k − 1)2.
Notice that the (q − (k + 1)) diagonals with at most (k − 4) 1’s take into account the last 1 in
column (n− 1). Also note that for equality to occur we must have p, q ≥ k − 1.
Another way to extend the classical notion of pattern-avoidance in permutations to matrices
is the following which for clarity we discuss in the context of 123-avoidance and 312-avoidance but
can be formulated more generally. Let A be an n×n (0, 1)-matrix. Then A is 123-permutation-
avoiding provided every permutation matrix P with P ≤ A is a 123-avoiding permutation
matrix. Similarly, the matrix A is 312-permutation-avoiding provided every permutation matrix
P with P ≤ A is a 312-avoiding permutation matrix. Thus in both cases, for each i, row i
of the matrix A restricts the possibilities for the ith term in a permutation of {1, 2, . . . , n}. If
there does not exist a permutation matrix P with P ≤ A (entrywise order), then A is both
123-permutation-avoiding and 312-permutation-avoiding. In investigating n × n 123-avoiding
and 312-permutation-avoiding (0, 1)-matrices A, it is therefore natural to assume that A has
total support meaning that A 6= O and every 1 of A is part of some permutation matrix P with
P ≤ A. A property stricter than having total support is the property of full indecomposability
meaning that A 6= O has total support and, after row and column permutations, A is not a
non-trivial direct sum of square matrices (equivalently, deleting any row and any column of A,
leaves a matrix containing a permutation matrix). But row and column permutations clearly
have an effect on pattern-avoiding properties. As a trivial example,[
0 1
1 0
]
is 12-permutation-avoiding and 12-avoiding, but permuting to get[
1 0
0 1
]
results in a matrix which is not 12-permutation-avoiding matrix and not 12-avoiding.
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Question 17 What is the maximum number of 1’s in an n × n (0, 1)-matrix which is 123-
permutation-avoiding and has total support (resp., 312-permutation-avoiding)? 
Recall that the permanent of a square (0, 1)-matrix A is given by
per(A) =
∑
pi∈Sn
n∏
i=1
ai,pi(i)
and counts the number of permutation matrices P ≤ A.
Question 18 What is the maximum permanent of an n×n (0, 1)-matrix which is 123-avoiding
(resp., 123-permutation-avoiding)? These questions are equivalent to finding how many 123-
avoiding permutations can be in n × n 123-avoiding (respectively, 123-permutation-avoiding )
(0, 1)-matrices. There are similar questions with 312 replacing 123. Indeed, one may ask for the
number of 123-avoiding and 312-avoiding permutations in any n × n (0,1)-matrix, indeed the
number of σ-avoiding and σ-avoiding-permutations in any n× n (0,1)-matrix where σ ∈ Sk.
This suggests the following definition. Let k ≤ n and σ ∈ Sk, and let Sn(σ¯) be the set of
σ-avoiding permutations in Sn. Define the σ-avoiding permanent of an n× n matrix A to be
perσ¯(A) =
∑
pi∈Sn(σ¯)
n∏
i=1
ai,pi(i).
Taking A to be Jn the n× n matrix of all 1’s and σ = (1, 2, 3) or (3, 1, 2), we have
perσ¯(Jn) = Cn =
(
2n
n
)
n + 1
.
If A is σ-permutation-avoiding, then per(A) = perσ(A). Are there other families of n × n
matrices An for which perσ¯(An) has a nice formula? 
Question 19 Let σ ∈ Sk. What is the maximum σ-avoiding permanent of an n× n fully inde-
composable (0, 1)-matrix A and which matrices attain this maximum? What is the maximum
number of 1’s in an n × n fully indecomposable σ-permutation-avoiding (0, 1)-matrix A and
which matrices attain this maximum? 
if σ = 312, a guess is that the maximum σ-avoiding permanent occurs for the following
matrix (illustrated for n = 5): 

1 1 1 0 0
1 1 1 1 0
1 0 1 1 1
1 0 0 1 1
1 0 0 0 1


,
20
which has permanent equal to 12.
Another related question is the following.
Question 20 Let k and n be positive integers with k < n. Let σ ∈ Sk. When can a σ-avoiding
permutation of a subset of the integers in {1, 2, . . . , n} be extended to a σ-avoiding permutation
of {1, 2, . . . , n}? For example, if k = 3 and σ = (3, 1, 2), then (4, 6, 1) can be extended to
(2, 4, 5, 6, 3, 1) which is 312-avoiding. 
More background material on (0, 1)-matrices can be found in [2].
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