Classification and interpretation of satellite images are complex processes and that may be affected by various factors. Most fuzzy based soft classification techniques have been used to provide a more appropriate and accurate area estimation when fine, medium and coarse spatial resolution data are being used. Spatial resolution determines the spatial details on the Earth surface and greatly reduces the problem of mixed pixel. This paper examines the effect of weighting exponent "m" parameter of fuzzy c-means (FCM) and possibilistic c-mean (PCM) classifiers with respect to entropy, an uncertainty indicator for different extracted classes. This paper measures uncertainty variations across spatial resolution for different class extraction. Uncertainty can be defined as skepticism wherein entropy is an absolute indicator of an uncertainty. In this research work, fuzzy c-means (FCM) and possibilistic c-mean (PCM) classifiers have been used and entropy is computed to visualize the uncertainty. For this research work Resourcesat-1 (IRS-P6) data sets from AWIFS, LISS-III and LISS-IV sensors of same date have been used. Accuracy assessment of a classified image is an integral part of image classification and in this research two things were involved first optimization of weighting exponent "m", and computation of entropy. From the resultant Table 1 , 2, 3, 4, 5, 6, 7 and 8 shows that the optimum values of "m" for FCM classifier on homogenous land cover classes are 2.9 and for heterogeneous classes are 2.7 where the membership values are varying from 0.8 to 0.9 with lesser entropy values, i.e. 0.35. Similarly for PCM classifier the optimum value of "m" for homogenous land cover classes are 3.2 and for heterogeneous classes are 3.0 where the membership values are varying from 0.8 to 0.9 with lesser entropy values, i.e. 0.78. In the second phase of study, to analyze the effect of uncertain pixels in FCM and PCM classifiers, Euclidean norm has been chosen for both the classifiers whereas the values of weighting exponent "m" varies from 1.1 to 4.0 for Sal forest, Eucalyptus plantation, water bodies, agriculture land with crop, agriculture moist land without crop, and agriculture dry land without crop. It is observed from the result Table 1 , 2, 3, 4, 5, 6, 7 and 8, that uncertainty ratio is almost equal to referential value 2.585, for FCM and PCM classifiers using Euclidean norm. This reflects that fuzzy based soft classifiers FCM and PCM are producing higher classification accuracy with minimum level of uncertainty.
INTRODUCTION
Remote sensing images contain a mixture of pure and mixed pixels. While digital image classification, however, a pixel is frequently considered as a unit belonging to a single land cover class. However, due to limited image resolution, pixels often represent ground areas, which comprise by two or more discrete land cover classes. For this reason, it has been proposed that fuzziness should be accommodated in the classification procedure so that pixels may have multiple or partial class membership [10] . In this case, a measure of the strength of member-ship for each class is output by the classifier, resulting in a soft classification technique [23] . Also recent advances in supervised image classification have shown that conventional "hard" classification techniques, which allocate each pixel to a specific class, are often inappropriate for applications where mixed pixels are abundant in the image [8] & [9] .
Mixed pixels are assigned to the class with the highest proportion of coverage to yield a hard classification. Due to which a considerable amount of information is lost. To overcome this loss, soft classification was introduced. A soft classification assigns a pixel to different classes according to the area it represents inside the pixel. This soft classification yields a number of fraction images equal to the number of land cover classes. Several researchers have addressed this soft mixture problem. Among the most popular techniques for soft classification are artificial neural networks [13] , mixture modeling [14] and supervised fuzzy c-means classification [22] . [2] , [3] and [6] used nonlinearity to fuzzify the crisp cmeans. The method of [2] , [6] , and [18] has another feature: it smoothes the crisp solution into a differentiable one. Moreover this fuzzy solution approximates the crisp one in the sense that the fuzzy solution converges to the crisp solution as;
The use of fuzzy set based classification methods in remote sensing has received growing interests for their particular value in situations where the geographical phenomena are inherently fuzzy [24] . The role of "m" weighting exponent, controls the degree of fuzziness in FCM and PCM classifier. However, in FCM, as "m" in-creases, it represents increase in sharing of pixel in all clusters, whereas in PCM, increased value of "m" represents increased possibility of all pixels in the dataset completely belonging to a given cluster. The output generated by soft classification amounts some degree of uncertainty in the class allocation of each pixel [20] . Further the, soft reference data may also indicate the uncertainty in class allocation on reference data. For the evaluation of uncertainty in classification results, the entropy criterion is proposed. This criteria is able to summarize the classification uncertainty in a single number per pixel, per class or per image [5] . This paper follows the parameter optimization of weighting exponent "m" across all spatial resolution in the classification process. In addition to entropy, as a soft accuracy assessment parameter, this is able to visualize the degree of uncertainty whether it is maximum or minimum. As commercially available image processing software"s were not having soft classification algorithms used in this work. So in-house developed SMIC (Sub-pixel MultiSpectral Image Classifier) System [16] & [17] having fuzzy and entropy based fuzzy classifier with accuracy assessment module for fraction images used in this research work.
CLASSIFIERS AND ACCURACY APPROACHES
Fuzzy c-Means (FCM) was originally introduced by [2] . In this supervised classification technique each data point belongs to a cluster to some degree that is specified by a membership grade, and the sum of the memberships for each pixel must be unity. This can be achieved by minimizing the generalized least -square error objective function given in Eq.
(1),
(1) where X i is the vector denoting spectral response of a pixel i, x is the collection of vector of cluster centers x j ,  ij is class membership values of a pixel, c and N are number of clusters and pixels respectively, m is a weighting exponent (1<m<), which controls the degree of fuzziness,
is the squared distance (d ij ) between X i and x j , and is given in Eq. 
The class membership matrix  ij is obtained using Eq. (5) wherein 2 ik d is computed using Eq. (6), 
In PCM, for a good classification is it expected that actual feature classes will have high membership value, while unrepresentative features will have low membership values [15] . The objective function, which satisfies this requirement, may be formulated as given in Eq.(7)
In Eq. (7) where  j is the suitable positive number, first term demands that the distances from the feature vectors to the prototypes be as low as possible, whereas the second term forces the  ij to be as large as possible, thus avoiding the trivial solution. Generally,  j depends on the shape and average size of the cluster j and its value may be computed as given in Eq.(8); In any closed system, the entropy of the system will either remain constant or increase. This is known as the second law of thermodynamics from where the concept of entropy evolves. In information technology entropy is measure of the uncertainty [5] & [7] . Entropy is a measure of disorder, or more precisely unpredictability [19] . This study usage entropy, as a special criterion for visualizing and evaluating the uncertainty of the classified results of FCM, and PCM classifiers. This criterion is able to purely and completely reflect the uncertainty from the classified image [4] & [11] . The entropy has been expressed by Eqn. (10) 
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STUDY AREA AND DATA USED
The study area is located near Pantnagar town between 28º 53" 57.12" N -28 º 56" 31.22" N latitudes and 79 º 34" 22.92" E -79 º 36" 35.27" E longitudes ( Fig. 1 ).
ResourceSat-1 (IRS-P6), satellite is unique in providing multispectral data at different spatial resolution, while preserving the spectral information. In this research work, AWIFS, LISS-III and LISS-IV data sets from Re-sourceSat-1 (IRS-P6) satellite have been used as shown in Fig.(1) . The fraction images and entropy would be used for the purpose of accuracy assessment. 
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METHODOLOGY
All the three datasets (AWiFS, LISS-III and LISS-IV) were geometrically corrected with RMSE less than 1/3 of a pixel and resampled using nearest neighbor resample method at 60m, 20m and 5m spatial resolution respectively to maintain the correspondence of a AWiFS pixel with specific number of LISS-III pixels (here 9, corresponding to AWIFS) as well as with LISS-IV pixels (here 144 pixels, corresponding to AWIFS) with respect to sampling during accuracy assessment.
Training data set was collected from AWiFS, LISS-III and LISS-IV imageries with reference to toposheet of the same area. There are six information classes i. e. Sal forest, and Eucalyptus plantations are treated as a heterogeneous classes and agriculture land with crop, agriculture moist land without crop, agriculture dry land without crop, and water body classes are considered as a homogenous classes. For the purpose of experimentation, 40 pixels were selected as sample according to 10n rule [12] to train the classifiers. For accuracy assessment 100 pixels per class were randomly selected from corresponding images. The flow chart of the methodology adopted is shown in Fig. 2 .
Fig 2: Methodology adopted
After pre-processing and training dataset collection the AWiFS image was separately classified by FCM and PCM algorithm using Euclidean norm. In this study a Euclidean distance measure that uses mean of the training class has been used for the spectral seperability analysis.
Euclidean Norm of weight matrix "A" in Eq.(3) has been taken, as it gives maximum classification accuracy compared to other weighted norms and less effected with noise outlier present in training data. As Euclidean Norm uses only mean value but other norms uses mean as well as variancecovariance. Mean is less affected than variance-covariance due to the presence of noise in training data [1] & [17] . The accuracy of classified imagery is validated using entropy. The use of entropy based accuracy assessment however provided an absolute uncertainty indication in the classified results.
RESULTS AND DISCUSSIONS
The uncertainty is a significant issue in the classification of remote sensing data. The uncertainty estimation of the classification results is important and necessary to evaluate the classifier performance. This study addresses the evaluation of entropy, based on FCM and PCM classifier which estimates uncertainty in classification results. In varying spatial resolution of classification and reference sub-pixel outputs entropy give the true reflectance of uncertainty ratio among various classes. The uncertainty criteria have been estimated from computed entropy based on actual output of classifier. To investigate the effect of uncertain pixels in FCM and PCM classifiers , Euclidean norm has been chosen for both the classifiers whereas the values of weighting exponent "m" varies from 1.1 to 4.0 for Sal forest, Eucalyptus plantation, water bodies, agriculture land with crop, agriculture moist land without crop, and agriculture dry land without crop. It is observed from the result Table 1 , 2, 3, 4, 5, 6, 7 and 8, that uncertainty ratio is almost equal to referential value 2.585, for FCM and PCM classifiers using Euclidean norm. This reflects that fuzzy based soft classifiers FCM and PCM are producing higher classification accuracy with minimum level of uncertainty. The computation of entropy is an absolute reflector of an uncertainty and this study identifies that entropy criterion provides stable results for FCM and PCM, classifier for optimized value of "m".
For setting the optimized value of m, a number of experiments have been conducted individually for both classifiers by varying m from 1.1 to 4.0. It has been observed from the resultant Tables 1, 2 , 3, 4, 5 and 6 that for homogenous classes like Agriculture land with crop, Agriculture dry land without crop Agriculture moist land without crop, and Water Body for FCM classifiers the optimized value of "m" is 2.9 and PCM classifiers this optimized value of "m" is 3.2. Similarly for heterogeneous classes like Sal forest and Eucalyptus plantation, the optimized value of "m" for FCM classifier is 2.7 and for PCM classifier is 3.0. These findings suggest that using these optimized values of "m" for FCM and PCM classifiers on homogenous and heterogeneous land cover classes the range of the computed entropy varies between the range of [0,3] as shown in resultant Tables 1 to 6 . This in turn states that the information uncertainty is not exceeding more than 3%. In this research entropy has been used to measure the accuracy in terms of uncertainty without using any kind of ground reference data. This classification accuracy is directly measured by entropy. Measuring the spatial statistics of a satellite image using an entropy, of six land cover classes can be measured using Eq. (10) i. e. 6*(-1/6*log21/6)=2.585 [21] . This states that if the computed entropy values of classified images are lying within this range; then indirectly this reflects better classification results. It is shown in Table 1 
CONCLUSION
In this research work it has been tried to generate fraction outputs from FCM and PCM classifiers using Euclidean norm. These outputs have been generated from AWIFS, LISS-III and LISS-IV images of IRS-P6 data. Entropy has been used as assessment parameters of accuracy for various land cover classes i. e. water bodies, Sal forest, Eucalyptus plantation, agriculture land with crop, agriculture moist land without crop, agriculture dry land without crop. Uncertainty is intrinsic in spatial data and this generally refers to error, inexactness, fuzziness and ambiguity. The objective of this research on spatial data is to investigate, how uncertainties arise, or are created and propagated in the spatial data. Based on information theory, considering the characteristics of randomness of positional data and fuzziness of attribute data and taking entropy as a measure, this paper proposes the computational entropy model of spatial positional data uncertainty and fuzzy entropy model of spatial attribute data uncertainty. Usually, both randomness and fuzziness exist in spatial data simultaneously, so their co-uncertainty is also investigated and quantified in this paper. A novel spatial data uncertainty measure, total entropy, is presented. Total entropy can be used as a uniform measure to quantify the total spatial data uncertainty and fuzzy mixture uncertainty. In nutshell this study on spatial variation has identified that total uncertainty which is not exceeding the referential value, 2.585; mentioned in Table 7 and 8 for any of the above mentioned six classes of homogenous and heterogeneous categories. This mathematical model of entropy computation is used as an absolute indicator of measuring uncertainty among various land cover classes, without using any ground reference data. Accuracy assessment of a classified image is an integral part of image classification and in this research two things were involved first optimization of weighting exponent "m", and computation of entropy . From the resultant  table 1 Table 7 and 8, it can be observed that at when the value of weighting exponent "m" is 4.0 the uncertainty is almost stable for all six land cover classes. 
