Abstract. We study polynomial generalizations of the Kontsevich automorphisms acting on the skew-field of formal rational expressions in two non-commuting variables. Our main result is the Laurentness and pseudo-positivity of iterations of these automorphisms. The resulting expressions are described combinatorially using a generalization (studied in [5] ) of the combinatorics of compatible pairs in a maximal Dyck path developed by Lee, Li, and Zelevinsky in [2].
Let k be any field of characteristic zero. Write K = k(X, Y ) for the skew-field of rational functions in non-commutative variables X and Y . Intuitively, writing π : k(X, Y ) → k(x, y) for the commutative specialization, we may formally invert any element W ∈ K for which π(W ) = 0; this idea has been made precise in [7] by considering iterated localizations of the free algebra k X, Y .
For any nonzero polynomial P ∈ k[z], consider the following k-linear automorphism of K:
We remark for later use that the element Q := Y XY −1 X −1 is fixed by F P for any nonzero polynomial P . Also note that F −1 P is given by X → P (X)Y −1 and Y → Y XY −1 . Fix nonzero monic polynomials P 1 , P 2 ∈ k[z] such that P 1 (0) = 1 = P 2 (0), say P 1 (z) = p 1,0 + p 1,1 z + · · · + p 1,d1−1 z d1−1 + p 1,d1 z d1 and P 2 (z) = p 2,0 + p 2,1 z + · · · + p 2,d2−1 z d2−1 + p 2,d2 z d2 with p 1,0 = p 1,d1 = p 2,0 = p 2,d2 = 1. Set A + = Z ≥0 [p 1,i , p 2,j : 0 ≤ i ≤ d 1 , 0 ≤ j ≤ d 2 ] and call this the pseudo-positive semiring associated to P 1 and P 2 . We will writeP 1 (z) = z d1 P 1 (z −1 ) andP 2 (z) = z d2 P 2 (z −1 ) for the polynomials obtained from P 1 and P 2 by reversing the order of the coefficients. Note that these are again polynomials of the same form. For notational convenience, for k ∈ Z we define (1) Remark. When P 1 and P 2 are monic and of the same degree but P 1 (0) = P 2 (0) = 1, this result also holds and can be deduced from the Main Theorem by passing to an appropriate algebraic extension of k, then rescaling all variables. The same is true when the coefficients p 1,0 , p 1,d1 , p 2,0 , p 2,d2 = 0 are arbitrary but satisfy a balancing condition which we leave as an exercise for the reader to work out. Also, since F P (QX) = Y for any polynomial P , we have QX m+1 = Y m for m ≥ 0; in particular, the claim for the X m follows from the claim for the Y m . The combinatorics below can be adapted to these cases, however in everything that follows we assume d 1 d 2 ≥ 4 as these cases may be treated more uniformly.
The Laurentness of X m and Y m has been obtained in [8] in the special case where P k = P 1 for all k ∈ Z. We refer the reader to [4] for an overview of the history of this problem in other special cases. We will prove the Main Theorem by providing a combinatorial construction of the elements Y m , called non-commutative generalized cluster variables. This combinatorics was studied in [5] building upon the notion of compatible pairs in a maximal Dyck path developed by Lee, Li, and Zelevinsky in [2] .
For a = (a 1 , a 2 ) ∈ Z 2 ≥0 , let D := D a denote the lattice path in the rectangle [0, a 1 ] × [0, a 2 ] which begins at (0, 0) takes unit length East and North steps to end at (a 1 , a 2 ) and is maximal among all such Dyck paths that never pass above the main diagonal of the rectangle [0, a 1 ] × [0, a 2 ]. In other words, no lattice point of D lies strictly above the main diagonal and any lattice point which lies strictly above D also lies strictly above the main diagonal.
Label the edges of D as E = {1, . . . , a 1 + a 2 }, where this bijection of ordered sets respects the natural order on edges from (0, 0) to (a 1 , a 2 ). There is a partition E = H ⊔ V , where H (resp. V ) denotes the set of horizontal (resp. vertical) edges of D.
For edges e, e ′ ∈ E, we write ee ′ for the subpath of D beginning with e traveling North-East and ending with e ′ . By convention, this path will be empty if e is to the North-East of e ′ , while the path ee contains the single edge e. Let ee ′ (resp. ee ′ ) denote the path obtained from ee ′ by removing the edge e (resp. e ′ ). Write (ee ′ ) H (resp. (ee ′ ) V ) for the set of horizontal (resp. vertical) edges in the path ee ′ . We abbreviate |ee ′ | H := |(ee ′ ) H | and |ee ′ | V := |(ee ′ ) V |.
Remark 1.1. In [2] and [5] , the definition for subpaths ee ′ of D includes a "wrap-around" condition whereby ee ′ is non-empty for e ′ < e, however following [5, Remark 2 .21] such a condition will not be necessary in our situation and all relevant results quoted from [5] will be modified accordingly. Recall that d 1 , d 2 ∈ Z ≥0 denote the degrees of the exchange polynomials P 1 and P 2 respectively. We say that a grading ω of D is (d 1 , d 2 )-bounded if ω(h) ≤ d 1 for all h ∈ H and ω(v) ≤ d 2 for all v ∈ V . For the remainder of the paper we will restrict to such bounded gradings ω, though we continue to write ω : E → Z ≥0 throughout.
For a (d 1 , d 2 )-bounded grading ω, we associate the non-commutative monomial wt ω (e) to each edge e ∈ E as follows: (2) wt ω (e) = Our proof of this requires a careful understanding of the recursive structure of the maximal Dyck paths D m which we will establish in the next section. In Section 3, we further develop the combinatorics of compatible gradings of D m introduced in [5] . The main aim there is to understand gradings which behave nicely with respect to the recursive structure developed in Section 2. These results produce nicely factorizable summands of Y Dm , facilitating an inductive proof of Theorem 1.3. Section 4 puts these combinatorial results together to establish Theorem 1.3. We finish with Section 5 discussing the specialization from noncommutative variables to quasi-commuting variables. A main goal of this section is proving Corollary 5.7 which gives a combinatorial construction of counting polynomials for Grassmannians of subrepresentations in rigid indecomposable valued quiver representations.
Notation. We adopt the following notational conventions throughout the paper.
• For integers a < b, set [a, b] = {a, a + 1, . . . , b}.
• Given any quantity α defined using the tuple (d 1 , d 2 ) or the pair of polynomials (P 1 , P 2 ), let α ′ denote the same quantity defined using the tuple (d
• Equations that will be referenced globally will be assigned numbers, those that are referenced only locally (i.e. within a single proof) will be assigned symbols (e.g. † or ‡). In particular, symbols labeling equations will be reused but this should not lead to any confusion.
Maximal Dyck Paths
In this section we study the recursive structure present in the maximal Dyck paths D m . To accomplish this, we note that the vectors a m can be written more explicitly in terms of two-parameter Chebyshev polynomials u m,k (m, k ∈ Z) defined recursively by:
where d k denotes the degree of the polynomial P k in equation (1) . Then, for m ≥ 1, we have
Remark 2.1. To see the equivalence with equation (4), one must use the identities u m,k = u m,k+1 for m odd and
We record the next simple observation for future use. Proof. We work by induction on m, the case m = 2 is the trivial inequality 0 < 1. For m ≥ 3, we have
where the inequality above uses induction. The case m ≤ 1 can be handled similarly.
In order to establish a recursive structure for D m we will show that the maximal Dyck paths D m and D In the natural labeling of edges, Lemma 2.7 gives
In particular, we see that u m−1,2 < u m,1 implies D m contains no consecutive vertical edges, while u m,1 < u m−1,2 implies D m contains no consecutive horizontal edges.
For the next result, recall that we work under the assumption 
Combinatorics of compatible pairs
It will be convenient to write ω H and ω V for the restrictions of ω to H m and to V m respectively. In the absence of a total grading ω, we refer to the maps ω H :
respectively as horizontal gradings and vertical gradings of D m . We will often consider ω to be the pair (ω H , ω V ) and refer to ω H and ω V as being compatible if Definition 1.2 is satisfied for ω. Since the first condition (HGC) of Definition 1.2 only involves ω H , we refer to it as the horizontal grading condition. Similarly, we refer to the second condition (VGC) as the vertical grading condition.
Write supp(ω) := {e ∈ E m : ω(e) = 0} and call this the support of ω. Set supp(ω H ) = supp(ω) ∩ H and supp(ω V ) = supp(ω) ∩ V . Define |ω| H := 
We also define the vertical shadow statistic
. It immediately follows from the definitions that the shadow statistics satisfy the following additivity property with respect to concatenation of paths:
(6) f ωH (e 1 e 3 ) = f ωH (e 1 e 2 ) + f ωH (e 2 e 3 ) and f ωV (e 1 e 3 ) = f ωV (e 1 e 2 ) + f ωV (e 2 e 3 )
for edges e i ∈ E m with e 2 ∈ e 1 e 3 . The shadow statistics give the following alternative check for compatibility.
Lemma 3.1. Let ω : E m → Z ≥0 be a compatible grading of D m . For h ∈ H m and v ∈ V m , the following hold:
(a) if f ωH (hv) < 0, then the horizontal grading condition (HGC) is satisfied for the path hv; (b) if f ωV (hv) < 0, then the vertical grading condition (VGC) is satisfied for the path hv.
Proof. We prove (a), the proof of (b) is similar. There is nothing to show when ω H (h) = 0, so assume h ∈ supp(ω H ). Then f ωH (hh) > 0 and as e ranges from h to v the value of f ωH (he) either increases, stays the same, or decreases by 1 with each step. Since f ωH (hv) < 0, we see that f ωH (he) must eventually take the value 0 with e = v, i.e. the horizontal grading condition is satisfied for the path hv.
Apart from their relationship to the compatibility conditions (HGC) and (VGC), the shadow statistics f ωH and f ωV encode the following important information. For each subpath ee ′ ⊂ D m , we obtain a factor Y ee ′ (ω H , ω V ) of the monomial Y Dm (ω H , ω V ) appearing in equation (3) by only multiplying the weights of edges along the path ee ′ .
Lemma 3.2. The quantities f ωH (ee ′ ) and f ωV (ee ′ ) record the total Y -degree and the total X-degree respectively of the monomial Y ee ′ (ω H , ω V ).
The result now follows by comparing the total Y -and X-degrees of Y ee ′ (ω H , ω V ) with the definitions of f ωH (ee ′ ) and f ωV (ee ′ ) respectively. 
By definition we have f ωH D(h; ω H ) = 0 whenever the final edge of D(h; ω H ) is not v um−1,2 . More importantly, writing D(h; ω H ) = he, Lemma 3.1 together with equation (6) imply that f ωH (he ′ ) > 0 and f ωH (e ′ e) < 0 for any proper subpaths he ′ , e ′ e ⊂ D(h; ω H ). Thus we see for h ∈ supp(ω H ) and v ∈ D V (h; ω H ) that the condition (HGC) is not satisfied for the path hv, however for any ω V compatible with ω H the condition (VGC) is satisfied for h and v. In particular, when ω V is compatible with
Similar statements hold using the vertical shadow statistic f ωV .
3.2.
Recursions. We introduce in this section a recursive construction of gradings analogous to the recursive operations on Dyck paths from Lemma 2. Remark 3.3. The remote shadow rsh(ω H ) ⊂ sh(ω H ) of a horizontal grading ω H can be described as the subset consisting of those vertical edges v ∈ sh(ω H ) for which there exists a vertical grading ω V compatible with ω H such that ω V (v) > 0. In particular, any vertical grading ω V compatible with ω H must satisfy
In order to give a relationship between gradings of D m and gradings of D ′ m+1 , we need to partition the remote shadows according to which local shadow contains a given edge.
and h j is the first horizontal edge before v with this property. Define the local remote shadow of the edge
and v t is the first vertical edge after h with this property. Define the local remote shadow of the edge v t as rsh( The next result shows that the remote shadows for ω H and ϕ * ω H are intimately related. 
Define a map Ω = Ω m :
Note that Ω admits an obvious inverse map.
, the map Ω may still be applied to ω V to produce a horizontal grading in G rsh (ϕ * ω H ). This observation will be used without mention in the statements of Lemma 3.9 and Proposition 3.16 as well as in the proof of Corollary 3.23.
The following result shows that we have some control over the shadow statistics under this operation. It is also the essential ingredient for understanding the piecewise compatible gradings introduced in the next section.
. This crucial result also shows that Ω restricts to a map 
for v in the first D m−2−δm subpath of D m−1 and
where we identify subsets of edges in D m with edges of D m−1 as in Definition 2.9. We will refer to any grading on D m obtained in this way as piecewise compatible. 
The next result shows that only the final edge of D m needs to be considered in order to verify (global) compatibility of a piecewise compatible grading. H m,r is empty and thus the compatibility condition of Lemma 3.14 is trivially satisfied.
Next we observe that piecewise compatible gradings are well-behaved under the operations ϕ * and Ω introduced in Section 3.2.
Proof. We prove the forward implication, the other direction can be obtained by reversing the argument. Assume ω is piecewise compatible and, for 1 
m and, by piecewise compatibility, the vertical grading condition (VGC) is satisfied for the path h j v. That is, there exists e ∈ h j v so that f ωV (ev) = 0. By piecewise compatibility, each vertical edge in h j e also satisfies the vertical grading condition with h j . It follows that f ωV (h j v) < 0.
By Lemma 3.9, we thus have We aim now to understand precisely when compatibility fails for a piecewise compatible grading. The definition below provides the necessary conditions for a piecewise compatible grading ω constructed as in Definition 3.11 to be incompatible.
We say a horizontal edge h ∈ H m is blocking for ω H if the following hold:
• h is the maximal (i.e. furthest to the right) horizontal edge with these properties.
We call ω H left-justified at a blocking edge h i ∈ H m if there exists k ≥ i so that ω H (h j ) > 0 for i ≤ j ≤ k and ω H (h j ) = 0 for j > k. Such a horizontal grading is strongly left-justified at h i if in addition the following hold:
Such a vertical grading is strongly right-justified with respect to h i if in addition the following hold:
Proposition 3.18. Let ω : E m → Z ≥0 be a piecewise compatible grading of D m , m ≥ 3, for which ω H admits the blocking edge h i ∈ H m and ω V is strongly right-justified with respect to h i . Then ω H is left-justified at
Proof. Since ω V is strongly right-justified with respect to h i , we have
To see equality of these sets we show that they must have the same cardinality.
As ω V is strongly right-justified with respect to h i , we have
where
. This implies ω H (h) = 0 for each horizontal edge h ∈ v s v um−1,2 . Otherwise both grading conditions would fail for the path hv, where v is the first vertical edge after h, a contradiction with piecewise compatibility of ω.
Then observe that the vertical edge v s has depth
by Lemma 2.7. Using once more that ω V is strongly right-justified with respect to h i , we must also have ω H (h) = 0 for each of the
horizontal edges h immediately preceding v s in order for piecewise compatibility to hold.
The above discussion has shown that ω H (h j ) = 0 whenever j is larger than the following quantity:
where both equalities follow from the identity ⌈n + x⌉ = n + ⌈x⌉ which holds for all real numbers x and all integers n. This discussion also shows that
where the equality can be deduced from the identities in Remark 2.1. By Lemma 2.2, the last expression above is not larger than
where the equality follows from right to left using the identities −⌊x⌋ = ⌈−x⌉, ⌈n + x⌉ = n + ⌈x⌉, and ⌈x⌉ n = x n which hold for all real numbers x and all positive integers n. But h i is blocking and ω H is d 1 -bounded so that
Combining this observation with the inequalities leading up to equation (9), we see that
But either inequality being strict is impossible since supp(ω H ) does not intersect sh(ω V ) \ rsh(ω V ). Thus ω H must be left-justified at h i with
Remark 3.19. The middle equality of equation (10) does not hold for all i, this equality is a consequence of the hypotheses and thus provides a necessary condition for the existence of a piecewise compatible grading as in Proposition 3.18.
The next result will show that this condition is also sufficient and that such gradings are the only piecewise compatible gradings which are not compatible. • ω V (v ℓ+1 ) = dp(v ℓ+1 ) − i and
In either case we have D(v um−1,2 ; ω V ) = h i v um−1,2 with f ωV (h i v um−1,2 ) = 0. Note that in each of the cases above, ω H is left-justified at h i with k = i in Definition 3.17 and ω V is strongly right-justified with respect to h i . This establishes the claims in the first part of (b) for these cases. Observe that our assumptions when m = 4 or m = 5 imply f ωH (h i v um−1,2 ) = 0 and that ω H is strongly left-justified at h i . Since supp(ω H ) ∩ h i v um−1,2 = {h i }, this establishes the second part of (b) in these cases. Now assume m ≥ 4 and ht(h i ) < u m−1,2 −d 1 . Then there must exist j > i so that D(h j ; ω H ) = h j v um−1,2−ℓ with 1 ≤ ℓ ≤ ω H (h i ) − δ 1 (the extra δ 1 must be included here since d 2 = 1 implies all horizontal edges of D m have different heights, in other words d 2 = 1 implies h i is immediately followed by a vertical edge). Assume that j is chosen so that ℓ is minimal, in particular when d 1 = 1 we must have ℓ = 1.
By Lemma 3.14, the vertical grading condition must be satisfied for the paths
Since h i is blocking, it cannot be contained in the shadow of any of these vertical edges. Moreover, when d 1 = 1, the edge h j will also not be contained in the shadow of any of these vertical edges. Thus we see that there are at least 1 + δ 2 horizontal edges of the path h i v um−1,2−1 lying outside the shadows of its vertical edges and applying equation (6) 1,2 ; ω V ) must be a subpath of h j v um−1,2 and so the vertical grading condition is satisfied for the path h i v um−1,2 . In particular, ω is compatible by Lemma 3.14, this completes the proof of (iii).
The arguments above also establish the following when m ≥ 4, d m = 1, and ht(h i ) < u m−1,2 − d 1 : It remains to argue that ω H is strongly left-justified at h i , but this is immediate from Lemma 3.7 and the definition of the maps θ. Indeed, since ω H ′ is strongly left-justified at its blocking edge h Since ω V is strongly right-justified with respect to h i , analogous statements can be made about the remote shadows of the vertical edges in h i v um−1,2 . But the maps θ are compatible with these orderings and so ω V ′ being strongly right-justified with respect to h ′ j forces ω H = Ω m−1 (ω V ′ ) to be strongly left-justified at h i . This completes the proof of (ii) and (iv).
The next result severely restricts which horizontal edges can be blocking. We also obtain the following analogue of Proposition 3.18. Proof. Since ω is not compatible, the grading (
is not compatible by Proposition 3.10, but is piecewise compatible by Proposition 3.16. By Theorem 3.20 the grading (ω H ′ , ω V ′ ) satisfies the hypotheses of Proposition 3.18 and so supp(ω
, where h ′ j denotes the blocking edge of ω H ′ .
By piecewise compatibility, we must have supp(ω V ) ∩ h i v um−1,2 ⊂ rsh(ω H ) ∩ h i v um−1,2 since every vertical edge in supp(ω V ) ∩ h i v um−1,2 is contained in the shadow of ω H . If there exists v ∈ rsh(ω H ) ∩ h i v um−1,2 with ω V (v) = 0, by Lemma 3.7 there will be a horizontal edge
with ω H ′ (h ′ ) = 0, a contradiction. Therefore we must have supp(
As a final consequence we show that the piecewise compatible gradings which are not compatible satisfy a certain upper bound property with respect to compatible gradings. Corollary 3.24. Suppose ω : E m → Z ≥0 is a piecewise compatible grading of D m , m ≥ 3, which is not compatible. Write h i for the blocking edge of ω H . Then the following hold: (a) for any vertical grading χ V ∈ C(ω H ) and any edge v ∈ (h i v um−1,2 ) V , we have χ V (v) ≤ ω V (v); (b) for any horizontal grading χ H ∈ C(ω V ) and any edge h ∈ (h i v um−1,2 ) H , we have χ H (h) ≤ ω H (h).
Proof. We begin by making a few basic observations which allow to deduce part (b) for D m from part (a) for D ′ m−1 . Consider a horizontal grading χ H ∈ C(ω V ) and suppose ω H (h) < χ H (h) for some h ∈ (h i v um−1,2 ) H . This implies ω H (h) < d 1 since we only consider d 1 -bounded horizontal gradings. By Theorem 3.20, we have D(v um−1,2 ; ω V ) = h i v um−1,2 and so every edge of h i v um−1,2 is in the shadow of ω V . Thus we have
where the equality comes from Proposition 3.18. By Theorem 3.20, ω H is strongly left-justified at h i and so the only edge h ∈ supp(ω H ) ∩ h i v um−1,2 which could satisfy
For m = 3, we have supp(ω H ) ∩ h i v um−1,2 = {h i }. Since the horizontal grading condition (HGC) of ω H is not satisfied for the path h i v um−1,2 , the inequality ω H (h i ) < χ H (h i ) implies the horizontal grading condition of χ H is also not satisfied for the path h i v um−1,2 . In particular, (χ H , ω V ) is not compatible, a contradiction.
For m ≥ 4, consider the compatible grading (ω To continue we suppose there exists a vertical grading χ V ∈ C(ω H ) such that χ V (v) > ω V (v) for some v ∈ (h i v um−1,2 ) V . As above, this implies 0 < ω V (v) < d 2 and thus v = v um−1,2−t+1 , where t = | supp(ω V ) ∩ h i v um−1,2 |. In particular, we must have d 2 ≥ 2 and by Corollary 2.8 the Dyck path D m has no consecutive vertical edges.
This contradicts part (a) applied to the grading (ω H
Note that, by Proposition 3.18, there are only two possibilities for the height of the edge h i−1+d . Either ht(h i−1+d ) = u m−1,2 − t so that v um−1,2−t+1 ∈ rsh(h i−1+d ; ω H ) or ht(h i−1+d ) = u m−1,2 − t − 1 with h i−1+d immediately followed by a single vertical edge. In the latter case, ω H (h i−1+d ) > 1 also implies v um−1,2−t+1 ∈ rsh(h i−1+d ; ω H ).
If v um−1,2−t+1 ∈ rsh(h i−1+d ; ω H ), the horizontal grading condition (HGC) is not satisfied for the path h i−1+d v um−1,2−t+1 and we have D(v um−1,2−t+1 ; ω V ) = h i+d v um−1,2−t+1 by Proposition 3.18. But then for χ V as above, the vertical grading condition (VGC) is not satisfied for the path h i−1+d v um−1,2−t+1 . In particular, this implies (ω H , χ V ) is not compatible, a contradiction.
Thus we must have ht(h i−1+d ) = u m−1,2 − t − 1 with h i−1+d immediately followed by exactly one vertical edge and ω H (h i−1+d ) = 1. Then, since ω H is strongly left-justified at h i , we have v um−1,2−t+1 ∈ rsh(h i−2+d ; ω H ) and so the horizontal grading condition (HGC) is not satisfied for the path h i−2+d v um−1,2−t+1 . If h i−1+d ∈ rsh(v um−1,2−t+1 ; ω V ), we must have D(v um−1,2−t+1 ; ω V ) = h i−1+d v um−1,2−t+1 . But then for χ V as above, the vertical grading condition (VGC) is not satisfied for the path h i−2+d v um−1,2−t+1 . In particular, this implies (ω H , χ V ) is not compatible, a contradiction.
Thus the horizontal edge h i−1+d must lie beyond the shadow of v um−1,2−t+1 . By Proposition 3.18, there can be no horizontal edges of height u m−1,2 −t in the remote shadow of ω V and so we must have ω V (v um−1,2−t+1 ) = ℓ, where ℓ < d 2 is the number of horizontal edges immediately preceding v um−1,2−t+1 . For m = 3, this can only occur for t = 1, but v um−1,2 is immediately preceded by d 2 − 1 horizontal edges inside D 3 and thus ω is compatible, a contradiction. 
Proof of Main Theorem
We begin this section with a general statement about non-commutative weights associated to certain gradings of an arbitrary (i.e. not necessarily maximal) Dyck path, here we make no boundedness assumptions on the gradings. Proposition 4.1. Let D be any Dyck path with edges E = H ⊔ V , where H = {h 1 , . . . , h a1 } with a 1 ≥ 1 and V = {v 1 , . . . , v a2 } denote the sets of horizontal and vertical edges of D. Write E = {1, 2, . . . , a 1 + a 2 } for the edges of D taken in the natural order. Let ω : E → Z ≥0 be any grading of D. Given q i,j ∈ k for i ∈ {1, 2} and j ∈ Z ≥0 , define non-commutative weights
and let
Assume ω is compatible and satisfies the following: 
t=1 q 2,ω(vt) . Proof. We first note that the coefficient p is immediate from the definition of the non-commutative edge weights in equation (11). Thus we assume all q i,j = 1 for the remainder of the proof.
We work by induction on a 2 . For a 2 = 0, assumption (a) implies a 1 = 1 and ω H (h 1 ) = 0. The claim follows in this case directly from the definition of the non-commutative edge weights in equation (11).
Suppose a 2 ≥ 1 and consider h i ∈ supp(ω H ) with i maximal. Let v r ∈ V denote the next vertical edge after h i , i.e. the path h i v r consists of several consecutive horizontal edges, say d of them, followed by a single vertical edge. By assumption (a), we have r < a 2 . By assumption (b), we have
Let D be the Dyck path obtained from D by replacing the path h i v r by a single horizontal edge. Write E = H ⊔ V for the edges of D, where H = {h 1 , . . . ,h a1−d+1 } and V = {ṽ 1 , . . . ,ṽ a2−1 } denote the horizontal and vertical edges of D. Define a grading ω : 
Proof. This leads to the following result which is key to our induction argument. 
Proof. We distinguish two cases as in the proof of 
For m ≥ 1, we consider summands of Y Dm given as follows:
Our goal will be to understand the action of F P0 on each of these summands. The first step is given by the following factorization results which allow for an induction argument.
where the sum ranges over piecewise compatible gradings ω of D m for which ω| Hm = ω H . Then there is the following factorization: 
The result then immediately follows from the definition of piecewise compatible gradings in Definition 3.11.
Using Remark 3.13 instead of Definition 3.11, we obtain a similar factorization for piecewise compatible gradings of D 
where the sum ranges over piecewise compatible gradings
Then there is the following factorization:
Proof. By the assumptions on the vertical grading ω V ′ ,dm−δm from Remark 3. 
The factorizations above concerned sums over piecewise compatible gradings. Our goal is to understand sums over compatible gradings, however it will be easier to first focus on piecewise compatible gradings which are not compatible.
where the sum ranges over piecewise compatible gradings ω of D m which are not compatible and satisfy ω| Hm = ω H . Let h i ∈ H m denote the blocking edge of ω H and set
denote the index so that h i ∈ H m,s . Define a horizontal grading χ H :
followed by exactly ℓ vertical edges in this copy of D m−1 . Then there is the following factorization:
Proof. Using the notation of Definition 2.9, for any grading ω : E m → Z ≥0 there is the factorization
By definition of χ H , every term of Y Dm−1 (χ H ) ends with the monomial p which are not compatible.
, m ≥ 3, for which there exists a horizontal grading ω *
where the sum ranges over piecewise compatible gradings ω of D ′ m+1 which are not compatible and satisfy
preceded by exactly ℓ horizontal edges in this copy of D ′ m . Then there is the following factorization:
where Proof of Main Theorem. We work by induction on m ≥ 1. From the definition of the non-commutative weights in equation (2), we immediately see
and so
Suppose supp(ω H ) = ∅. Let h i be the last horizontal edge in supp(ω H ). Then (ω H , ω V ) will be compatible if and only if 
, we may apply Lemma 4.5 to conclude by induction that and so
The same calculation shows F P0 Y D2 (ω H,d1 ) = X 2 Y −1 X −1 by the assumptions on ω H,d1 in Definition 3.11. But then, since p = 1 in this case, we have
We saw above that F P0 Y D2 (ω H,d1 ) = X 2 Y −1 X −1 and so
which is exactly XY 
Moreover, we have 
, the result follows.
Specializations
In this section we consider the specialization to quantum generalized cluster variables. Assume v ∈ k is transcendental over Q. Define the quantum torus algebra T :
2 Z 2 Z 1 and let F denote the skew-field of fractions of T . It will be convenient to consider elements
2 , these form a k-basis of T . Recall the notation (1) for the polynomials P k , k ∈ Z. Consider quantum generalized cluster variables Z (α) k ∈ F , α, k ∈ Z, defined recursively by
Observe that equation (18) immediately implies Z
For a fixed α ∈ Z, the quantum generalized cluster algebra A (α) v (P 1 , P 2 ) ⊂ F is the k-subalgebra generated by the Z (α) k , k ∈ Z. Although they are defined as elements of F , the quantum generalized cluster variables actually live in T . We give a direct proof here, however the combinatorial construction below provides an alternate proof. See [1] for a proof of this result in the special case when P 1 = P 1 and P 2 = P 2 .
k+1 with no constant term and so (Z
k+1 . Thus we may solve for Z
k+2 ) above and see that this generalized cluster variable can be written as a poly-
Remark 5.2. The proof above actually shows more. We see from this proof that
Define the quantum specialization π v : K → F by
Note that for Q = Y XY
Pα−m+1 (X) and observe that Theorem 1.3 provides a combinatorial construction of each X For any nonzero polynomial 
Similarly, by induction on m ≤ −2 we have
m+2 ). Thus, by induction on m ≥ 1 we see
and by induction on m ≤ −1 we see
Applying the quantum specialization π v to Theorem 1. 
p 2,d2−ωV (vt) ;
2ω(e) if e ∈ supp(ω H ) and e ′ ∈ H m−2 ;
2ω(e ′ ) if e ∈ V m−2 and e ′ ∈ supp(ω V ); −2 if e ∈ V m−2 and e ′ ∈ H m−2 ;
if e ∈ H m−2 and e ′ ∈ V m−2 or e ∈ V m−2 and e ′ ∈ H m−2 ;
−(ω(e) + ω(e ′ )) if e, e ′ ∈ H m−2 or e, e ′ ∈ V m−2 .
(b) For m ≤ 0, the quantum generalized cluster variable Z m is computed as follows:
Proof. We prove part (a), the proof of part (b) is essentially the same where the roles of X and Y are interchanged in equation (2) . First note that we have (2), so for the remainder of the proof we assume p i,j = 1 for all i and j.
Note that ′ ∈ E m−2 , the quantity γ ω (e, e ′ ) from equation (21) records the power of v which appears when commuting powers of Z 2 appearing in π v (wt ω (e)) past powers of Z 1 appearing in π v (wt ω (e ′ )); (iii) for e, e ′ ∈ E m−2 , the quantity β ω (e, e ′ ) from equation (22) for appropriate a 1 , a 2 ∈ Z depending on e, e ′ ∈ E m−2 (the −2 here accounts for part (i) above).
Since we have Z m = vπ v (Y Dm−2 ), the result follows by combining the observations above.
Let k = Q(v) for an indeterminate v. When p i,j = 0 for i = 1, 2 and 1 ≤ j ≤ d i − 1, the expansions of the quantum generalized cluster variables as elements of T have been computed [3] using the representation theory of valued quivers as follows. In this case, we drop the adjective "generalized" and refer to the Z 
For a valued representation V of Λ and a dimension vector e ∈ K(Λ), write Gr e (V ) for the Grassmannian of subrepresentations of V with dimension vector e:
Gr e (V ) = {E ⊂ V : [E] = e}.
Since F q is finite, each Grassmannian Gr e (V ) is a finite set. When V is rigid, i.e. Ext 1 (V, V ) = 0, a result of [6] shows that the number of points in Gr e (V ) can be computed by evaluating a polynomial P e,V (t) ∈ Z[t] at q = |F q |. Note that since V is rigid, it is uniquely determined up to isomorphism by its dimension vector [V ] ∈ K(Λ). Corollary 5.7. For m ≥ 1, the counting polynomials P e,Pm (t) and P e,Im (t) are given by When | supp(ω H )| = 0 and | supp(ω V )| = 0, we have γ ω = −2|{e, e ′ ∈ E m : e < e ′ , e ∈ V m , e ′ ∈ H m }|. But these assumptions imply e = (u m,1 , 0) so that P e,Pm (t) = 1 and thus (u m,1 − 1)(u m−1,2 − 1) = 2|{e, e ′ ∈ E m : e < e ′ , e ∈ V m , e ′ ∈ H m }|.
In particular, the case e ∈ V m and e ′ ∈ H m can be ignored when computing γ ω if we omit the term (u m,1 − 1)(u m−1,2 − 1) from the exponent of v. Since | supp(ω H )| = u m,1 − e 1 and | supp(ω V )| = e 2 , the cases e, e ′ ∈ supp(ω H ) and e, e ′ ∈ supp(ω V ) can also be ignored giving This gives the result since v was an indeterminate.
Remark 5.8. The exponents in equation (25) are not manifestly positive, however equation (26) giving the exponents can be refined as follows. Consider e ∈ supp(ω H ) and e ′ ∈ supp(ω V ) with e < e ′ which contributes a term −d 1 d 2 in equation (26). The d 2 horizontal edges preceding e ′ cannot be in the support of ω H by compatibility, moreover each such horizontal edge h satisfies e < h. In particular, these pairs e < h together contribute a term d 1 d 2 in equation (26). Thus the negative contribution to γ ω will always cancel and equation (25) indeed gives P e,Pm (t) as a polynomial in t.
