To understand typical dynamics of an open quantum system in continuous time, we introduce an ensemble of random Lindblad operators, which generate Markov evolution in the space of density matrices of a fixed size. Universal spectral features of such operators, including the shape of the spectrum in the complex plane, are explained with a non-hermitian random matrix model. The structure of the spectrum determines the transient behaviour of the quantum system and the convergence of the dynamics towards the generically unique invariant state. Our approach applies also to classical Markov generators.
Introduction. Any real system is never perfectly isolated from its environment and the theory of open quantum systems [1] [2] [3] provides appropriate tools to deal with such important phenomena as quantum dissipation and quantum decoherence. In the Markovian regime (which assumes a weak coupling between the system and its environment and separation of system's and environmental time scales), the evolution of an N -level open quantum system can be modeled by using the master equationρ t = L(ρ t ). The corresponding Markovian generator L (often called Lindbladian or a Lindblad operator [1, 4] ) has the well known Gorini-Kossakowski-Sudarshan-Lindblad form (GKSL) [5, 6] 
where traceless matrices {F n }, n = 1, 2, 3, . . . , N 2 − 1, satisfy orthonormality condition, Tr(F n F † m ) = δ n,m . Finally, the complex Kossakowski matrix K = {K mn } is positive semi-definite. The solution of the master equationρ t = L(ρ t ) gives rise to the celebrated Markovian semigroup Λ t = e tL , such that for any t ≥ 0 map Λ t represents a quantum channel -a completely positive and trace-preserving linear map [7] .
In this Letter we analyze spectral properties of Lindblad operators. Spectra of dynamical maps were recently addresed in Ref. [9] in connection to quantum non-Markovian evolution. Interestingly, this connection was experimentally verified in Ref. [10] which proves that spectral techniques may be used to characterize nonMarkovian behavior. Here, instead of analyzing specific physical models (like in Refs. [9, 10] ), we look for universal spectral properties displayed by generic Lindblad operators. It should be stressed that the standard examples of generators of order N = 2, usually considered in the literature, do not display universal features. We address the problem by using the powerful apparatus of Random Matrix Theory (RMT) [11] .
RMT already found many important applications in physics. It started form the Wigner statistical approach to nuclear physics with his celebrated surmise for the distribution of energy level spacings in complex nuclei [12] and a series of Dyson papers on statistical theory of spectra [13] [14] [15] [16] . It was soon realized that quantum dynamics corresponding to classically chaotic dynamics can be described by suitable ensembles of random matrices [17] [18] [19] . In the case of autonomous quantum systems, one could mimic Hamiltonians with the help of ensembles of random Hermitian matrices invariant with respect to certain transformations. Depending on the symmetry properties of the system investigated, one may use orthogonal, unitary, or symplectic ensembles [11] . In the case of time-dependent, periodically driven systems, corresponding unitary evolution operators can be described by one of three circular ensembles of Dyson [16] .
Similar ideas found applications in disorder systems, single-particle [20] and many-body [21] ones. From a different perspective, a deep connection to RMT was observed in the models of 2D quantum gravity [22, 23] and gauge theories with the large gauge group U (N ) [24] .
In the case of discrete dynamics described by quantum operations, various ensembles of random channels are known [25] , including the ensemble in which maps are generated from the entire convex set of quantum operations according to the flat, Hilbert-Schmidt measure [26] . Recently, powerful methods of random matrices found interesting applications in quantum information theory [27, 28] . For instance, techniques based on random operations were used by Hastings to refute the celebrated additivity conjecture concerning the minimal output entropy of quantum channels [29] .
In the case of continuous quantum dynamics, a class of random Lindblad equations with decay rates obtained by tracing out a random reservoir, was studied in Refs. [30, 31] . RMT was applied to open quantum systems in the context of scattering matrices and non-Hermitian effective Hamiltonians, see [32] for a review. Our perspective here is entirely different: We introduce an ensemble of random Lindblad operators, which describe generic continuous time evolution of an N -level open quantum system, and evaluate universal properties of operator spectra. Namely, we analyze the distribution of eigenvalues of a random operator L and study the scaling of spectral characteristics with N . A knowledge of the spectrum of a generator is important for the analysis of the corresponding evolution. In particular, the spectral gap controls the relaxation rate towards the stationary (invariant) state and remaining eigenvalues influence the transient regime. Since the quantum evolution with random Hamiltonians was extensively studied by many authors (for a recent review see, e.g., Ref. [33] ), here we consider only purely dissipative generators and assume that H = 0.
Any Lindblad operator (1) gives rise to a family of quantum channels (through simple exponentiation). The converse is not true: by far not all channels have generators of the Lindblad form [34] . We start the analysis of random Lindbladians by briefly recalling main results concerning quantum channels [26] .
Random quantum channels. An ensemble of random channels Φ : M N (C) → M N (C), can be defined by the flat, Hilbert-Schmidt measure in the space of all quantum operations. It is known that the probability density of the corresponding superoperator Φ acting on density matrices of order N consists of the leading eigenvalue, λ 1 = 1, corresponding to the invariant state, while all remaining eigenvalues fill a disk of radius R = 1/N centered at zero; see Fig. 1a . The bulk of the spectrum can be obtained by sampling random matrices 1 N G R [26] with G R being a member of a real Ginibre ensemble [35] . Recall that a real Ginibre ensemble of order N is defined by i.i.d. matrix elements with N (0, 1/N ) and asymptotically the distribution of eigenvalues is uniform on the unit disk with a singular component at the real axis [36] [37] [38] .
Thus for a generic superoperator Φ the size of its spectral gap, ∆ N = λ 1 − |λ 2 | = 1 − 1/N , increases with the matrix dimension N , so the convergence to equilibrium becomes exponentially fast. For a large N a typical channel becomes close to a one-step contraction, which sends any state into the single invariant state, Φ(ρ) = ρ inv = Φ(ρ inv ). It is known [39] that a generic channel is close to be unital and the correction term, Φ(1l) − 1l, behaves like a random hermitian matrix of the Gaussian unitary ensemble with asymptotically vanishing norm.
Random Lindblad operators.
To generate a random operator L, we fix an orthonormal Hilbert-Schmidt basis {F n } [40] and first sample a random Kossakowski matrix K. This matrix of order N 2 − 1 is positive and is generated from the ensemble of complex Wishart matrices, distinguished by the fact that it induces the Lebesgue measure in the space of quantum states [41] . A Wishart matrix [42] has the structure W = GG † ≥ 0, where G is a complex square Ginibre matrix.
We use the following normalization condition TrK = N , that is,
2 − 1, which play the role of decay rates [1] , are distributed according to the universal Marchenko-Pastur law [42] with the mean value γ ∼ 1/N . Once the Kossakowski matrix is obtained, we wrap the sum in Eq. (1), transform the obtained Lindbladian into N 2 × N 2 matrix (by using the Hilbert-Schmidt basis), and finally diagonalize it.
We recall now that diagonalizing the Kossakowski matrix, one can reduce L D to the diagonal form [6] ,
where V m are called 'noise' (or 'jump') operators [1] .
, defines a Kraus representation of completely positive map.
Moreover,
, and 1 is the identity matrix in M N (C). Therefore, Eq. (2) can be rewritten as
which shows that the purely dissipative Lindblad generator is fully determined by a completely positive map Φ. If, in addition, Φ is trace-preserving, i.e., it is a quantum channel, we have L(ρ) = Φ(ρ) − ρ. This is not the case in general, and Hermitian translation matrix, X = Φ † (1l) − 1l, does not vanish. Making use of this notation, we rewrite the Lindblad operator as
If Φ is a quantum channel, the spectrum of L is the spectrum of Φ shifted by −1. Thus the leading eigenvalue, λ 1 = 1, is translated into 1 = 0 and the Girko disk is now centered at z = −1. Due to the trace preserving quantum Markovian dynamics, Lindblad generators have always a zero eigenvalue.
To sample spectra of random Lindbladians, we generate 10 3 realizations for different values of N , ranging from 30 to 100. In order to reveal the universality of spectra of the operators, it is useful to apply an affine transformation, L = N (L + 1) [40] . Then the bulk of the spectrum of L becomes independent of dimension N , see Fig. 2 . Although L is represented by a complex matrix, it can be made real by a similarity transformation, which explains the effect of eigenvalue concentration along the real axis [36, 38, 43] shown in Fig 3a. The shape of the sampled eigenvalue distribution P (Re( ), Im( )) is significantly different from the disk of Girko and displays a universal lemon-like shape. It is noteworthy that already for N = 50, a single realization Random matrix model -We propose here a RMT model explaining the observed spectral properties of Lindblad generators. Let us recall that the spectrum of L represented in (3) coincides with the spectrum of the following
. This matrix becomes real if basis matrices F m are hermitian, due to the fact that L is hermiticity preserving. Another well known matrix representation of the Lindblad operator reproducing its spectrum reads
where Φ =
and V m stands for the complex conjugation. Note that Φ is neither hermitian nor real, however, the term 'X ⊗ 1l + 1l ⊗ X' is perfectly hermitian. To understand the bulk of the spectrum of L, we use both matrix representations and approximate it by the following random matrix model
The matrix G R of size N 2 is taken from the real Ginibre ensemble. The correction term C approximates X by a symmetric GOE matrix [39] of size N .
Matrices are normalized as TrG R G T R = N 2 , so that its spectrum covers uniformly a disk of radius 1, while TrC 2 = N/4 assures that its density forms the Wigner semicircle of radius 1. The scaling and parameters of the model follows from the normalisation of the Kossakowski matrix [40] .
We approach spectral properties of the random matrix model (5) with the quaternionic extension of free proba-bility [44] [45] [46] [47] [48] . Within this framework, we determine the border of the spectrum of L as given by the solution of the following equation involving a complex variable z [40] ,
with
where E(k) and K(k) are complete elliptic integrals of the first and second kind, respectively [40] . The results of the sampling are in perfect agreement with this border, see Figs. 2-3.
Relaxation -Even though the relaxation dynamics induced by an evolution generator cannot be evaluated exhaustively with its eigenvalues only (properties of nonorthogonal eigenvectors are equally important [49] ), the universal structure of the spectra allows one to conjecture about a typical relaxation pathway induced by a random Lindblad operator. The spectral gap ∆ N controls the asymptotic relaxation rate [50] , so on long timescales we expect an exponential relaxation with an exponent
The spectral bulk is centered at z = −1 and this fact determines the initial stage of relaxation since the overlap of a typical initial state will be maximal with the eigen-elements (modes) with Re( ) ≈ −1. Thus, at the beginning we can expect an exponential relaxation with rate ν 1 = 1. Note, that upon the increase of N , the difference between ν 1 and ν 2 quickly abates so for N > 50 the two relaxation stages become hardly distinguishable.
To quantify the relaxation, we use the distance between the asymptotic state σ, Lσ = 0, and current state, (t), (t) − σ * , defined with the trace norm A * = Tr √ AA † [26, 51] . We average this measure over initial pure states (0) = |ψ ψ| (by sampling |ψ from ensemble of random pure states [41] ) and random Lindbladians, θ(t) = (t) − σ * ψ,L . The obtained results, presented in Fig. 4 , validate the above reasoning.
In order to substantiate the arguments concerning the first relaxation stage, we also estimate contributions from the relaxation modes as functions of the real part of their eigenvalues. Namely, the overlap of an initial state with mode M j (right eigen-element) is given by v j [ (0)] = Tr[ (0)S j ], where S j is the corresponding projector (left eigen-element). The contribution of the mode to the initial relaxation is then estimated as
We next sample the spectral density of this quantity, w( ) = lim ε→0 matrices T t = e tL , where N × N matrix (often called 'Kolmogorov generator') satisfies [52] :
, N ).
A random N × N stochastic matrix T ij consists of N random probability vectors, T ij = |z ij | 2 / i |z ij | 2 , where z ij are i.i.d. Gaussian complex variables. The spectrum of random stochastic matrix consists of χ 1 = 1 and the characteristic Girko disk of radius 1/ √ N [53] . Any Kolmogorov generator may be represented in terms of a real matrix M ij ≥ 0 via L ij = M ij − δ ij m j , with m j = i M ij (actually diagonal elements M ii are not essential). The structure of the spectrum can be explained with the following simple random matrix model:
with G R taken from the real Ginibre ensemble and D as a diagonal matrix with i.i.d. Gaussian elements. This model yield the spectrum as a free convolution of the Girko's law with Gaussian distribution (eventually shifted by '1'), as rigorously proven in [54] , see Fig. 5 . The borderline of the spectrum bulk is again given by (6) with G(z) replaced by the expression [40] (8) where Erfi(z) = −iErf(iz) and Erf(z) = random classical generator L derived above is consistent with earlier numerical studies presented in [55] .
Concluding remarks -In this Letter we introduced an ensemble of random Lindblad operators which act in the space of density matrices of a size N . We identified spectra of such operators which consist of the leading eigenvalue equal to zero and the bulk of the spectrum separated by a spectral gap of size 1−2/N . Universal features of the spectra and their lemon-like shape are explained with help of a random matrix model. Similar techniques can be also used in the more general case of Lindblad generators with non-zero Hamiltonian parts (see Ref. [40] for a discussion).
We also demonstrated that an analogous approach works equally well in the classical case for which continuous dynamics in the space of classical probability distributions is determined by the Kolmogorov generators [54, 55] .
Interestingly, the technique used to derive the presented results opens a new application area for the theory of free probability [56] . Our usage of the theory is based on an advanced two-step procedure: the classical convolution of two Hermitian ensembles is followed by a free convolution with the Ginibre ensemble. • N (N − 1)/2 symmetric,
For N = 2 this recipe yields Pauli matrices while for N = 3 it results in the standard eight Gell-Mann matrices. A brute-force sampling by using Eq. (1) becomes extremely slow and ineffective already with N = 30. A single-core implementation of such sampling cannot produce a single realization for N = 100 on the time scale of several days. To overcome this bottleneck, we parallelize the sampling procedure and realize it on a large computational cluster. The detailed information will be presented in a separate paper [S1]; here we only briefly outline two key steps.
First, in order to multiple matrices in Eq. (1), we avoided standard built-on matrix-matrix multiplications because the matrices to multiple a Kossakowski matrix with are very sparse. So this operation has been encoded explicitly, in the element-wise manner.
Second, calculation of the summands on the rhs of Eq. (1), together with corresponding multiplications, was performed in parallel, on several cores simultaneously, and then the results were summed up.
Sampling simulations were performed on the Lobachevsky supercomputer (Nizhny Novgorod) and the MPIPKS cluster (Dresden).
B. Justification of the random matrix model
Since the Kossakowski matrix is positive definite, it can be decomposed as K = Z † Z. If the normalization condition TrK = N is relaxed to TrK = N , then elements of X are i.i.d. Gaussian random variables with the variance
We define a set of N × N matrices Y a =
Note that due to independence of rows of Z, matrices Y a are independent. Moreover, probability distribution for elements of Z is invariant under unitary transformations Z → ZU , thus the statistical distribution of elements of Y a is the same, irrespective of the choice of basis matrices F m . This convinces us that the entries of Y a are almost independent (the only constraint is TrY a = 0), thus in the large N limit eigenvalues of Y a cover uniformly the disk of radius r, where
Here we used the orthogonality of basis TrF m F † n = δ mn and (S1). Matrices Y a allow us to rewrite the Lindblad operator aŝ
All N 2 eigenvalues of Y a ⊗ Y a are in the form of λ i λ j for i, j = 1, . . . , N , where λ i,j are eigenvalues of Y a , thus their density is supported on a disk of radius (N 2 − 1) −1 .Φ is a sum of N 2 − 1 independent matrices Y a ⊗ Y a , thus, according to the central limit theorem for non-hermitian matrices, its spectral density is uniform on the disk of radius (N 2 − 1) −1/2 . As a consequence, in the large N limit,Φ can be modelled as a Ginibre matrix with the spectral radius 1/N .
It is also clear that the matrix
is a shifted and rescaled Wishart matrix, and its spectral density has zero mean and variance σ 2 = 
The above reasoning correctly predicts the 1/N scaling and unit shiftL = −1l + 1 NL and justifies the following approximation ofL
While the matrix representation of Lindblad operator (S3) is not real,L =L, it is related to its complex conjugate via a similarity transformationL = PLP by a symmetric permutation matrix P with a property that for any two matrices A, B of size
holds. Therefore one can take G R as a real Ginibre matrix and C as a symmetric GOE matrix so that C = C. To take into account Hamiltonian part of the dynamics our random matrix model (S7) can be generalized to include also a purely antihermitian part,
which will be analyzed in a separate paper. Here H denotes a Hermitian random matrix of order N from the GUE ensemble representing a generic Hamiltonian.
C. A spectrum of the matrix model for the Lindblad operator
Quaternionic free probability
Here we briefly review the quaternionic extension of free probability to nonhermitian random matrices, developed in [S2-S6] (see also [S7] for a recent rigorous treatment), focusing mostly on the aspects relevant for this study. For a pedagogical introduction and more explicit calculations we refer to [S8] The main object of interest is the spectral density ρ(z,z) = 
To facilitate the calculations in large N limit, one considers the generalized Green's function, which is a 2 × 2 matrix
where we also introduced a block trace (partial trace) operation
Note that Q is a matrix representation of a quaternion, thus we refer to this approach as quaternionic free probability. The upper-left element of G yields spectral density via ρ(z,z) = lim |w|→0 1 π ∂zG 11 , while the product of off-diagonal elements yields the correlation function capturing non-orthogonality of eigenvectors [S10-S12]. An important fact for this paper is that the boundary of the spectrum can be determined from the condition G 12 G 21 = 0.
Knowing the Green's function, one defines also the Blue's function as its functional inverse B(G(Q)) = Q, G(B(Q)) = Q.
Then, the quaternionic R-transform is defined as R(Q) = B(Q) − Q −1 , where the inverse is understood in the sense of 2 × 2 matrix inversion. When two nonhermitian matrices A and B are free, then the R-transform of their sum is a sum of corresponding R-transforms R A+B (Q) = R A (Q) + R B (Q).
(S15)
In that sense, it generalizes the logarithm of the Fourier transform from classical probability to the noncommutative case.
Nonhermitian Pastur equation
We now consider a problem of finding a spectrum of the matrix A + B, where A is a Ginibre matrix and B can be arbitrary. Starting with (S15), we add Q −1 to both sides, obtaining B A+B (Q) = R A (Q) + B B (Q).
Then we make a substitution Q → G A+B (Q) and use the relation between Green's and Blue's function (S14), obtaining Q − R A (G A+B (Q)) = B B (G A+B (Q)).
In the next step we evaluate the Green's function of B at both sides of equation and use (S14) to get
which is the nonhermitian Pastur equation. In our case A is Ginibre, the R-transform of which reads
thus (S18) simplifies to
where we suppressed index 'A + B' when writing components of G A+B . We also used the fact that all important quantities are calculated in the |w| → 0 limit and took this limit at the level of this algebraic equation.
Embedding of hermitian matrices
Equation (S20) is true for general (even not necessarily random) matrix B, but the quaternionic Green's function can be easily obtained for Hermitian matrices. In such a case it reads [S6] G(Q) = γ(q,q)1 2 − γ (q,q)Q † , where K(z) and E(z) are the complete elliptic integrals of the first and second kind, respectively. Substitution into (S28) yields an implicit equation which is then solved numerically, see Fig. 1 for comparison with the numerical simulations.
