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Decision forests are popular tools for classification and regression. These forests nat-
urally produce proximity matrices measuring how often each pair of observations lies
in the same leaf node. Recently it has been demonstrated that these proximity matrices
can be thought of as kernels, connecting the decision forest literature to the extensive
kernel machine literature. While other kernels are known to have strong theoretical
properties, such as being characteristic kernels, no similar result is available for any
decision forest based kernel. We show that a decision forest induced proximity can be
made into a characteristic kernel, which can be used within an independence test to
obtain a universally consistent test. We therefore empirically evaluate this kernel on a
suite of 12 high-dimensional independence test settings: the decision forest induced
kernel is shown to typically achieve substantially higher power than other methods.
1 Introduction
The random forest (RF) procedure is an ensemble method popularized by Breiman [1, 2].
By random partitioning the feature set and constructing a multitude of decision trees via the
training data, it performs very well for classification and regression problems especially in
high-dimensions as shown in Caruana and Niculescu-Mizil [3], Caruana et al. [4]. A proximity
matrix measures how close two observation are in the partition. While there are many potential
procedures for computing proximity from a forest, the proximity for any two observations xi and
xj is popularly defined as the percentage of trees that both observations lie in the same leaf
node. The proximity matrix can be thought of as an induced similarity or kernel matrix from
random forest. In general, any random partition algorithm may induce such a kernel matrix.
In this paper, we investigate the random forest induced kernel for testing independence. The
statistical hypothesis is formulated as follows: given paired sample data {(xi, yi) iid∼ FXY ∈
Rp+q, i = 1, . . . , N}, testing independence determines the existence of the relationship:
H0 : FXY = FXFY ,
HA : FXY 6= FXFY ,
where p denotes the dimension of FX and q denotes the dimension of FY .
The traditional Pearson’s correlation and its rank variants by Pearson [5], Spearman [6],
Kendall [7] are still popular to detect linear and monotone relationships when p = q = 1,
but they are not consistent for testing independence for general relationships. The more re-
cent distance correlation by Szekely et al. [8], Szekely and Rizzo [9] and the kernel correlation
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by Gretton et al. [10, 11] are shown to be consistent for testing independence against any
distribution of finite second moments at any finite p, q. Moreover, any characteristic kernel or
strong negative type metric can be used to yield consistent testing, and these two methods
can be viewed as the same algorithm by a proper transformation between kernel and metric,
see Sejdinovic et al. [12], Lyons [13, 14], Shen and Vogelstein [15].
A central issue is the finite-sample testing power of these methods: despite being consistent
and able to detect any relationship when the sample size is sufficiently large, the finite sample
testing power may be low when the sample size is insufficient for the given dependency, such
as strongly nonlinear dependency, too much noise in the relationship, and too high the dimen-
sionality. The high-dimensional data is a particularly vexing issue as evidenced in Ramdas
et al. [16], Vogelstein et al. [17], and a number of extensions have been proposed to achieve
better power via adaptive metric kernel choice or low-dimensional projections, see Gorfine
et al. [18], Heller et al. [19], Zhu et al. [20], Shen et al. [21], Kim et al. [22].
As random forest is a very competitive learning method for high-dimensional data, we explore
the properties of the random forest induced kernel for testing independence, prove that it can
be made into a characteristic kernel and thus universally consistent for testing, and demon-
strate its empirical advantage for high-dimensional testing.
2 Background
2.1 Characteristic Kernel and Negative Type Metric
Definition. Given sample data X = {xi ∈ Z, i = 1, . . . , j}, where Z is a separable metric
space, e.g., Rp. A kernel function k(·, ·) : Z × Z → R represents the similarity of two
observations in Z , and an n× n kernel matrix is defined byK(i, j) = k(xi, xj).
Kernels are closely related to metrics; both kernels and metrics can have a number of special
properties, some of which that will be important are listed here:
• The kernel function k(·, ·) is nondegenerate if the feature map µ : z → k(·, z) is injective.
• It is a positive definite kernel when for any n ≥ 2, x1, . . . , xn ∈ Z and a1, . . . , an ∈ R, it
holds that
n∑
i,j=1
aiajk(xi, xj) ≥ 0.
• A positive definite kernel is characteristic when it further satisfies E[k(·, X)] =
E[k(·, Y )]⇔ FX = FY .
• A semimetric d(·, ·) : Z × Z → [0,∞) is of negative type, when for any n ≥ 2,
x1, . . . , xn ∈ Z and a1, . . . , an ∈ R such that
∑n
i=1 ai = 0, and
n∑
i,j=1
aiajd(xi, xj) ≤ 0.
• A negative type semimetric is of strong negative type when it further satisfies∫
Y
∫
X
d(X, Y )d(FX − FY )2 = 0⇔ FX = FY , where d stands for the differential sign.
Based on the above definitions, the following results are proved in Shen and Vogelstein [15].
Theorem. There exists a bijective transformation between nondegenerate kernel and semi-
metric that satisfies the following:
• For any nondegenerate and positive definite kernel k(·, ·), the induced semimetric
dˆ(xi, xj) = 1− k(xi, xj)/max(k(·, ·)) is of negative type.
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• For any characteristic kernel k(·, ·), the induced semimetric dˆ(xi, xj) is of strong negative
type.
• For any negative type semimetric d(·, ·), the induced kernel kˆ(xi, xj) = 1 −
d(xi, xj)/max(d(·, ·)). is positive definite.
• For any strong negative type metric, the induced kernel kˆ(·, ·) is characteristic.
2.2 The Random Partition Kernel
For any random partition algorithm such as decision trees applied to X, denote the ran-
dom partition distribution of X as P, and denote φ(xi) as the partition assigned to xi, see
Fernandez-Delgado et al. [23], Chen and Guestrin [24]. The random partition kernel induced
by P is then defined as
kP(xi, xj) = E[I(φ(xi) = φ(xj))]φ∼P,
where I(·) is the indicator function. Namely, the random partition kernel equals the probability
that two observations lie in the same partition, e.g., same leaf in a decision tree, or same
cluster in k-means. Empirically, given a set of m random partitions, the sample ensemble
random partition kernel is defined as
k˜P(xi, xj) =
1
m
m∑
φ∼P
[I(φ(xi) = φ(xj))].
Lemma (Lemma 3.1 and 3.2 of Davies and Ghahramani [25]). kP(·, ·) is a valid positive definite
kernel. Moreover, if each partition φ is independently sampled, the sample random partition
kernel k˜P(xi, xj) converges to kP(xi, xj) with a variance bounded by O( 1m).
Therefore, the sample random partition kernel matrix is asymptotically positive semi-definite
as long as n,m, and n/m→∞, similar to the consistency of k-nearest-neighbor classifier. In
practice, the variance can diminish at a slower rate, since each partition may not be indepen-
dent of each other depending on the actual partition algorithm. The lemma holds regardless
of unsupervised random forest or supervised.
3 Random Forest for Inducing a Universal Kernel
This section shows how to derive a characteristic kernel from any random partition, which is
used with the random forest kernel in the simulation section.
Theorem 1. For any positive definite and nondegenerate kernel k(·, ·) and any r ∈ (0, 1), the
transformed kernel k∗(xi, xj) = 1 − dˆr(xi, xj) = 1 − {1 − k(xi, xj)/maxi,j(k(xi, xj))}r is a
characteristic kernel.
Proof. Given positive definite and nondegenerate kernel, the induced metric dˆ(xi, xj) = 1 −
k(xi, xj)/maxi,j(k(xi, xj)) is of negative type. Then by Corollary 3.18 in Lyons [13], (Z, dr)
is of strong negative type for any exponent r ∈ (0, 1). Thus k∗(xi, xj) = 1 − dˆr(xi, xj) is a
characteristic kernel.
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However, random partition kernel may not always be degenerate. For example, in supervised
partition, two different points xi, xj may be always in the same leaf node. Then k(·, xi) =
k(·, xj), and the feature map is no longer injective. As we show below, for any ensemble
partition algorithm, one can always enforce nondegeneracy by adding a small percentage of
nondegenerate random partitions. For sample partitions, it suffices to add a few trees where
each leaf node only contains one observation, e.g., always add mpi such trees for some pi > 0.
Theorem 2. For any random partition distribution P, define a mixture distribution as P =
(1− pi)P+ piPN , where PN can be any nondegenerate random partition distribution and pi is
a small positive number. Then the induced kernel kP(·, ·) is always nondegenerate.
Proof. By definition, it suffices to show that kP(·, xi) 6= kP(·, xj) when xi 6= xj . Then a
sufficient condition is 1 = kP(xi, xi) 6= kP(xi, xj), namely, two different observations do not
always lie in the same leaf node in P. This is enforced by PN as long as pi > 0.
We thus have the following result:
Corollary 1. For any random partition distribution P, compute the induced kernel kP(·, ·) from
Theorem 2, and derive the transformation to the induced kernel by Theorem 1. Then the
resulting kernel k∗P(·, ·) is a characteristic kernel.
Proof. by Theorem 2 and Davies and Ghahramani [25], kP(·, ·) is nondegenerate and positive
definite. By Theorem 1, k∗P(·, ·) is a characteristic kernel.
For both unsupervised and supervised random forests, it suffices to use k˜∗F(·, ·), which asymp-
totically induces characteristic kernels as n,m, n/m approach infinity and pi is non-zero.
4 Simulations
We compared supervised RF (s-RF) induced kernel, unsupervised RF (u-RF) induced kernel,
Multiscale Graph Correlation (MGC), Distance Correlation (Dcorr), Hilbert-Schmidt Indepen-
dence Criterion (HSIC), and Heller-Heller-Gorfine (HHG) method in increasing-dimensional
settings. As mentioned before, the only difference between HSIC and Dcorr is the default
choice of kernel/metric. For RF, MGC, DCorr, and HSIC, we use their respective R packages
with default settings. For u-RF, we apply u-RF separately to {xi} and {yi}, then compute HSIC
between the two induced kernels via Corollary 1. For s-RF, we apply s-RF to {xi} using {yi}
to derive the induced kernel of {xi}, then use the Euclidean distance of {yi} and transform
it to an induced kernel by Shen and Vogelstein [15], and compute HSIC between these two
kernels. We take 12 simulation settings from Vogelstein et al. [17] and Shen et al. [21], where
p increases from 1 to 1000, q = 1, and n = 100.
For each simulation setting, we generate dependent (xi, yi) for i = 1, . . . , n, compute the test
statistic for each method, repeat for r = 1000 times; then we generate independent (xi, yi) for
i = 1, . . . , n using the same marginals, compute the test statistic for each method, and repeat
for r = 1000 times. Via the empirical alternative and null distribution of the test statistic, we
compute the testing power of each method at type 1 error level α = 0.05.
4
1 1000
0
0.5
1
Linear
1 1000
Exponential
1 1000
Cubic
1 20
Step Function
1 20
Quadratic
1 20
W Shape
1 20
Spiral
1 100
Bernoulli
1 20
Fourth Root
1 20
Two Parabolas
1 20
Circle
Testing Power for Simulated High-Dimensional Settings
1 20
Dimension
Po
w
er
 D
iff
er
en
ce
 w
ith
 M
G
C
Ellipse
S-RF
U-RF
MGC
Dcorr
HSIC
HHG
Figure 1: The testing power with respect to MGC for 12 different settings with increasing p, fixed q = 1,
and n = 100.
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Table 1: The average power of each method at increasing p, for fixed q = 1 and n = 100.
Type S-RF U-RF MGC Dcorr HSIC HHG
Linear 1 0.13 0.83 0.84 0.65 0.28
Cubic 1 0.13 0.75 0.78 0.59 0.25
Exponential 0.95 0.15 0.61 0.67 0.24 0.20
Step Function 0.66 0.20 0.70 0.72 0.55 0.42
Quadratic 0.93 0.35 0.76 0.37 0.43 0.55
W-Shape 0.68 0.33 0.68 0.30 0.27 0.46
Spiral 0.59 0.24 0.48 0.50 0.41 0.27
Bernoulli 0.47 0.36 0.57 0.40 0.68 0.39
Fourth root 0.84 0.33 0.59 0.32 0.40 0.49
Two parabola 0.14 0.15 0.20 0.08 0.23 0.54
Circle 0.20 0.19 0.40 0.09 0.45 0.67
Ellipse 0.26 0.20 0.40 0.09 0.45 0.68
Average 0.64 0.23 0.58 0.43 0.45 0.43
Figure 1 show that, for most simulation settings and dimensions, s-RF is the best performing
method, especially for linear and deterministic relationships. For certain complicated nonlin-
ear dependencies like like fourth root and two parabolas, it also achieves a significantly higher
power than other methods. Table 1 lists the power of each approach averaged over dimen-
sions, summarizing the results from the figure. The RF induced kernel achieves the highest
average power on 7 out of 12 conditions, with an overall average of 0.64, over 10% higher than
any of the other methods.
5 Discussion
The RF induced kernel is, to our knowledge, the first learned kernel that is proven to be univer-
sal. This is a first step towards building lifelong learning kernel machines with strong theoretical
guarantees [26, 27]. The empirical experiments presented here illustrate the potential advan-
tages of learning kernels even for static (rather than lifelong) learning problems, specifically
under independence testing. A previously proposed approach for independence testing called
MGC can be thought of, in a sense, as kernel learning: given n samples, and a pair of kernel
or distance functions, it chooses one of the approximately n2 sparsified kernels, by excluding
all but the nearest neighbors for each data point [17, 21]. Because RF can be thought of as
a nearest neighbor algorithm [28], in a sense, the RF induced kernel is a natural extension
of that work, which leads to far more data adaptive estimates of the nearest neighbors, using
supervised information when available. It will be natural to evaluate the performance of these
RF induced kernels on other kernel learning problems, including classification, regression,
clustering, two-sample testing, and embedding [29].
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