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Dynamical phase transition in quantum many body systems is usually studied by taking it in the
ground state and then quenching a parameter to a new value. We investigate here the dynamics
when one performs the time evolution of a generic state and observe that the rate function related to
the Loschmidt echo shows non-analytic behavior of two types, one related, and the other unrelated,
to the appearance of a quantum phase transition. Specifically, we consider a quantum Ising chain in
an initial configuration which is a generic superposition of the eigenstates, and follow its dynamics
under the transverse Ising Hamiltonian with constant field. Depending on the the configuration
of the initial state, some singularities appear in the rate function which do not correspond to the
equilibrium phase transition of the Hamiltonian. However another class of singularity is found having
connection with the quantum critical point. Some features of the singularities of the rate function
have been derived analytically and it is observed that the occupancy of quasiparticle eigenstates
plays the key role in triggering the non-analyticities.
I. INTRODUCTION
Quantum many body system at low temperatures
has some unique features that gives rise to interesting
physics. Experimental advancements with the ultracold
atoms or traped ions have reinforced the investigation in
this segment [1–4]. One of the attributes that becomes
conspicuous in the low temperature limit is the quantum
fluctuation, which is again the root of the phenomena
of quantum phase transition (QPT) [5, 6]. This kind of
phase transition triggers an abrupt change in the ground
state of a quantum many body system. The appear-
ance of a QPT is associated with non-analytic behavior
of some observables as well in the ground state. An in-
triguing issue is whether this behavior leaves a footprint
in the dynamics of the system when it is out of equi-
librium [7, 8]. To this end, extensive studies have been
made to analyze the effect of a quench on the dynam-
ics of some response function [9, 10]. For example, sup-
pose a Hamiltonian H(p) with some control parameter p,
shows a quantum phase transition at p = pc. We take
the system in the ground state at p = p1, quench it to
p = p2 and observe thereafter some measurable quantity
as a function of time. Will the temporal behavior of that
quantity depend crucially on whether the interval [p1, p2]
includes or excludes pc? It has been reported that, for a
quantum many body system the answer is ‘yes’ in many
cases [11]. One crucial issue is of course the choice of a
suitable measurable quantity.
In some systems it has been observed that, following a
quench, the return probability of the time-evolved wave
function to its initial state bears a signature if a quan-
tum critical point (QCP) has been crossed and it can
be captured by the non-analyticity of a quantity called
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rate function. It was first demonstrated by Heyl et al.
[12] in a transverse-field Ising chain quenched across the
QCP. The singularities were called dynamical quantum
phase transition (DQPT) points. This seminal work in-
fluenced several investigations on many other systems
in search of DQPT [13–25]. For transverse Ising sys-
tem, the DQPT was also observed in experiments with
trapped ions and optical lattices [26, 27]. For this system
it has been observed that the order parameter, namely
the longitudinal magnetization shows an oscillatory de-
cay for quench across the QCP. The periodicity of this
oscillation matches with that of the DQPT points also
[12, 23, 24]. This observation suggests that DQPT has a
close connection with equilibrium quantum phase tran-
sition. However, it has been demonstrated later that,
in some cases the singularities show up even when the
quench does not pass through a critical point and con-
versely, quench across a critical point does not associate
with it any singularity in rate function [28–31].
Phase transitions in dynamical systems generally fall
in two categories [18, 19, 23, 32]: one is a Landau-type
transition where the long-time average of the order pa-
rameter serves as the dynamical order parameter [33] and
the other, which we have already introduced as DQPT,
has no so called order parameter. The latter is generally
observed following a quench in a parameter in the Hamil-
tonian. However, our present study finds that DQPT can
occur in the unitary time evolution of an engineered ini-
tial state also.
The Loschmidt amplitude of a quantum system evolv-
ing from a state |Ψ(0)〉 is defined as G(t) = 〈Ψ(0)|Ψ(t)〉,
where |Ψ(t)〉 represents the wave function of the sys-
tem at time t. The probability of the system return-
ing to its initial state, L(t) = |〈Ψ(0)|Ψ(t)〉|2 is known
as the Loschmidt echo. Another related quantity R(t) =
− lim
N→∞
ln |G(t)|2/N is called the rate function which indi-
cates DQPT by its non-analytic signature along the time
axis. The idea of DQPT has also an analogy with that
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2of the temperature driven phase transition of a quan-
tum system having canonical partition function Z(β) =
Tr [exp(−βH)], where H is the Hamiltonian of the sys-
tem and β is the inverse temperature. Writing return
probability as L(t) = |〈Ψ(0)| exp(−iHt/~|Ψ(0)〉|2, it is
obvious that zeros of L(t) (which should be connected to
singularity of the rate function) occur when the real part
of the complex function Z(z) = 〈Ψ(0)| exp(−zH)|Ψ(0)〉,
called the dynamical partition function, vanishes and Z
lies on the imaginary (time) axis of the z-plane. The
zeros of Re[Z(z)] are called Fisher zeros.
As mentioned earlier, whether DQPT is fundamentally
connected with the equilibrium quantum phase transition
or not is now a debated issue. In search of this answer,
another aspect which is the role of the initial state in
this phenomena becomes important. Only a few works
to our knowledge have dealt with excited initial states in
this regard [15, 34, 35] including the study of Loschmidt
echo starting from a Neel state [36, 37]. Our present
work addresses this matter more generically by making a
quantum many body Hamiltonian evolve from an initial
state which involves all the quasiparticle eigenstates and
eventually proves that the initial configuration can be
manipulated in order to obtain a different type of dynam-
ical quantum phase transition. The observation becomes
more important because many experimental techniques
that can be employed to realize the phenomena may not
always cool down a system perfectly to its ground state.
In this paper, we consider an exactly solvable trans-
verse Ising Hamiltonian which is paradigmatic of the class
of integrable quantum many body system and also has
been demonstrated to possess one kind of DQPT follow-
ing a quench across QCP. We start from a generic state
in the product form of superposition of the quasiparticle
eigenstates. The unitary time evolution under a time-
invariant Hamiltonian reveals that the DQPT occurs at
infinite number of critical values of time, and these points
of DQPT can be categorized into two types, which we call
type A and type B. The latter type occurs only when the
driving Hamiltonian resides in the ferromagnetic phase
whereas the former takes place in both the phases. The
appearance of one class of DQPT irrespective of the mag-
netic ordering of the Hamiltonian seems to provide an
evidence of the fact that DQPT does not always imply
the presence of a quantum critical point. The behav-
ior of Fisher zeros are also different in these two cases.
Type A singularities occur when a family of Fisher ze-
ros are arranged in line along the imaginary axis and the
corresponding DQPT occurs at the boundary points of
each band [24]. On the other hand, a line of such zeros
crosses the time axis in case of type B singularities and
the DQPT occurs at the intersection point.
In the next section, we shall define the initial states
and the expressions of the corresponding rate function
in the form of integrals and in Sec. III we shall study
the behavior of the rate function and obtain their singu-
larities from the locations of Fisher zeros. The behavior
of these quantities near the transition points will also
be analyzed. In Sec. IV we find the occupancies of the
eigenstates to explain the origin of the DQPTs. Finally
we conclude with discussions in Sec. V.
II. ENGINEERED INITIAL STATE AND THE
RATE FUNCTION
We consider a quantum Ising chain under constant trans-
verse field. The N -spin Hamiltonian with periodic
boundary condition is described by
H = −
N∑
i=1
sxi s
x
i+1 − Γ
N∑
i=1
szi (1)
where sx,z are Pauli spin matrices. We have set the spin-
spin interaction strength, J = 1 and Γ is the transverse
field. The quantum critical point in this system is at
Γc = 1 where the Hamiltonian exhibits an order-disorder
transition.
The exact diagonalization of the Hamiltonian can be
performed by mapping it onto that of non-interacting
fermions with the help of Jordan-Wigner transformation.
We can therefore write it as a Kronecker sum of com-
muting Hamiltonians (Hk) of nonlocal free fermions of
momenta k [38–40]
Hk = −2i sin k
[
a†ka
†
−k + aka−k
]
−2(Γ + cos k)
[
a†kak + a
†
−ka−k − 1
]
(2)
where k = (2n− 1)pi/N with n = 1, 2, · · · , N/2. Each of
these Hk’s can be described by four basis states namely,
|00〉k, |11〉k, |10〉k and |01〉k, where the numbers in each
basis signify the occupation status of the fermions having
momenta +k and −k respectively. For example, the state
|11〉k represents the state for which both the +k and −k
modes are occupied by fermions, whereas for the state
|10〉k the −k mode is unoccupied. We neglect the parity-
dependent boundary terms here as we perform all the cal-
culations in the thermodynamic limit. The entire Hilbert
space is therefore composed of the four-dimensional sub-
spaces spanned by these basis states. For each k-mode,
the ground state and the uppermost energy level corre-
spond to the eigenstates having linear combinations of
even-occupation states only. We write those eigenstates
as
|(Γ, k)−〉 = i cos θk|11〉k − sin θk|00〉k
|(Γ, k)+〉 = i sin θk|11〉k + cos θk|00〉k (3)
with their eigenvalues ∓λk = ∓2
√
(Γ2 + 1 + 2Γ cos k) re-
spectively, with tan θk = − sin k/ [Γ + cos k + λk/2 ].
Two other eigenstates are the odd-occupation states,
|01〉k and |10〉k and they have zero eigenvalues. In this
fermionic representation, the ground state of the system
can be written in terms of the quasiparticle ground states.
3In our case we assume, primarily, that the system
starts from such a configuration where each of the quasi-
particle states is an arbitrary superposition of |00〉k and
|11〉k. For each momentum, such a state can, in general,
be written as
|ψk(0)〉 = αk(0)|11〉k + βk(0)|00〉k (4)
with arbitrary combination of the coefficients satisfying
the normalization condition. Starting from such an en-
gineered configuration is somewhat similar to generating
an initial configuration by using different quench proto-
cols performed in most of the works on DQPT. As this
state is spanned by the even-occupation basis states and
the Hamiltonian does not couple it with the two other
basis states |01〉k and |10〉k, the later dynamics also re-
mains confined in the space spanned by even occupa-
tion states only. If the system evolves under the time-
invariant Hamiltonian H of Eq. (1), then |ψk〉 at any
time t may be obtained in the form
|ψk(t)〉 = αk(t)|11〉+ βk(t)|00〉 (5)
The coefficients can be calculated from the unitary evo-
lution of |Ψk〉 under time-invariant Hk.[
αk(t)
βk(t)
]
=
[ U V
−U U∗
] [
αk
βk
]
(6)
where U = cos2 θk exp(iλkt) + sin2 θk exp(−iλkt) and
V = sin 2θk sinλkt with t is scaled by ~ and the zeros in
the initial coefficients have been dropped for the sake of
convenience.
The initial state of the whole system is represented as
|Ψ(0)〉 = |ψk1(0)〉|ψk2(0)〉 · · · |ψkN/2(0)〉 (7)
where kn = (2n−1)pi/N are the wave-vectors, as defined
below Eq. (2). This state can be written in term of
creation and annihilation operators applied to a vacuum
state |V〉, which contains no fermion at any site, as
|Ψ〉 = QN/2QN/2−1 · · · Q2Q1|V〉 (8)
where
Qn = αkn a†kna
†
−kn + βkn 1 (9)
Note that the sites in the lattice are arranged as
k1,−k1, k2,−k2, · · · , kN/2,−kN/2 from left to right. The
wave function at time t, namely |Ψ(t)〉 will also be of
the form of Eq. (7). This enables us to express the
Loschmidt amplitude and the return probability into the
product form in momentum space
G(t) =
∏
k
g(k, t) (10)
and
L(t) =
∏
k
%(k, t) (11)
where g(k, t) = 〈ψk(0)|ψk(t)〉 and %(k, t) =
|〈ψk(0)|ψk(t)〉|2. Consequently the rate function
determined in the thermodynamic limit takes the form
R(t) = − 1
pi
pi∫
0
log %(k, t) dk (12)
where %(k, t) = cos2 λkt+(|αk|2−|βk|2)2 cos2 2θk sin2 λkt.
The non-analyticities in R(t) could be found from
% = 0 only, but we shall explain later that % = 0 does
not always imply the non-analyticity in R(t), which in
another sense is the reason why we consider only the
two end-points of the line of Fisher zeros along time axis
as critical times of DQPT [24].
The rate function derived here shows two types of
non-analyticities as a function of time. We identify them
as follows:
Type A: For |αk| = |βk|, we find repeated kinks along
time-axis, which appear for all values of Γ and hence
has no connection with the QCP of the Hamiltonian
(Fig. 1a).
Type B: For |αk| 6= |βk|, another type of non-analyticity
exists but this exists only when the Hamiltonian is in
ordered (along x-direction) phase, i.e, Γ < 1 (Fig. 1b).
Now we construct a more general form of initial state
which involves all the quasiparticle eigenstates for each
momentum.
|ψk(0)〉 = αk|11〉k + βk|00〉k + γk|10〉k + δk|01〉k (13)
The state of the whole system is still of the form of Eqs.
(7) and (8) with the operator Qn given by
Qn = αkn a†kna
†
−kn + βkn 1+ γknσn a
†
kn
+ δknσn a
†
−kn
(14)
Here, σ1 = 1 and for n > 1,
σn =
n−1∏
j=1
(
1− 2a†kjakj
)(
1− 2a†−kja−kj
)
The coefficients γk and δk of Eq. (13) will not change
with time because of the corresponding eigenstates hav-
ing zero-eigenvalues. One can note that Eq. (10) and
(11) are also valid for the general case of Eq. (13). Also,
the Hamiltonian conserves the total probabilities of even
and odd occupation for each k-mode separately, which
enables us define E = |αk(t)|2 + |βk(t)|2 = |αk|2 + |βk|2
and O = |γk(t)|2+ |δk(t)|2 = |γk|2+ |δk|2 with E+O = 1.
Note that E(O) is the sum for the even(odd) parity states
of each mode and is not the same as the total parity of
the eigenstates of H.
The return probability and the rate function can be
written as those in Eqs. (11) and (12) with
%(k, t) = (O+E cosλkt)2+(|αk|2−|βk|2)2 cos2 2θk sin2 λkt
(15)
4We now discuss the behavior of the rate function and
the Fisher zeros which are the keys to investigate the
DQPT of the system.
III. BEHAVIOR OF THE RATE FUNCTION
AND FISHER ZEROS
The necessary condition for non-analyticity in R(t) is
%(k, t) = 0. It is evident from Eq. (15) that, the rate
function shows no singularity for E < O as the first term
always remains non-zero. On the other hand, for E ≥
O, two different types of non-analyticities are shown by
R(t).
If we consider first the case of |αk| = |βk|, the gen-
eralized expression for %(k, t) reduces to %(k, t) = (O +
E cosλkt)2 and the rate function becomes
R(t) = − 1
pi
pi∫
0
log(O + E cosλkt)2 dk (16)
From the integrand of Eq. (16) it may seem at first sight
that if we are in the regime E ≥ O, then for any t, there
will be some value of k for which cosλkt = −O/E and
the integral will show a non-analyticity. But in practice,
R(t) shows kinks at some particular points (tc) on the
time axis because the integral of such type is dominated
by contributions from the band edge [15]. In other words,
if we define those k-values as critical modes (kc) which
are responsible for the non-analyticity on R(t) then, for
this type of DQPT, kc = 0 and pi.
The rate function has another type of non-analyticity
for |αk| 6= |βk|, when we have cos 2θk = 0 and cosλkt =
−O/E simultaneously in Eq. (15). In this case the critical
momentum mode which make cos 2θk vanish is given by
kc = cos
−1(−Γ) (17)
Noting that λk=kc = 2
√
(1− Γ2), the non-analyticity oc-
curs at
tc =
cos−1(−O/E)
2
√
1− Γ2 (18)
The equations (17) and (18) indicate that this type of
non-analyticity will not exist for Γ > 1 i.e., the quantum
critical point.
However for a special case when E = O = 1/2, the
rate function possesses type A kinks even for unequal
coefficients.
R(t) = − 1
pi
pi∫
0
dk log
[
cos2
λk
2
t
{
cos2
λk
2
t
+4(|αk|2 − |βk|2)2 cos2 2θk sin2 λk
2
t
}]
(19)
Fig. 2 shows the kinks occurred in the rate function for
this case.
The critical exponent for the non-analyticity of rate
function may be defined as
R(t) = A+ B(t− tc)ν (20)
for small values of (t− tc), where A and B are indepen-
dent of time. Generally the DQPT has the critical expo-
nent ν = 1 [24]. However different universality classes of
DQPT have been reported recently with different critical
exponents [41, 42]. In our case of type B non-analyticity,
the critical exponent can be easily derived to be ν = 1.
However, for type A, the exponent is atypically different
in two sides.
The derivative of the rate function diverges when t→
t−c . From Eq. (16) we obtain
∂tR = 2
pi
pi∫
0
Eλk sinλkt
g(k, t)
dk (21)
where g(k, t) = O + E cosλkt. It is easily seen that a
zero value of g(k, t) at some t does not always imply di-
vergence of the integral at the left. Thus, suppose for
some k = kc, one finds some t = tc for which g(k, t) = 0.
Since λk decreases monotonically with k, at k slightly
above (below) kc, the function g(k, t) has a small posi-
tive(negative) value and the integrand has a large posi-
tive(negative) value. These large values cancel out, lead-
ing a finite value of the integral. The situation is however
different for kc = 0 or pi.
For kc = 0, one has O + E cos[2(Γ + 1)tc] = 0, since
λk=0 = 2(Γ + 1). For t = tc − , the function g(k, t)
does not vanish for any k but decreases monotonically
to a small value at k = 0, remaining positive always.
Hence the integral diverges. For t = tc + , the function
g(k, t) vanishes at some small positive value of k, say k0,
and attains small negative(positive) values for k slightly
less(greater) than k0. Hence there is a cancellation of
large positive and negative values of the integrand and
the integral does not diverge. It can be shown similarly
that for kc = pi, the integral remains finite just below tc
but diverges just above tc.
Let us now calculate the exponent of divergence of the
derivative near tc. Noting that if we consider the kinks
of Eq. (16) arising from kc = 0, the derivative ∂tR of
Eq. (21) diverges at t = t−c and remains finite at t = t
+
c ,
indicating a non-analyticity at t = tc and the dominant
contribution to the integral in Eq. (21) comes from small
values of k (say, from the region 0 < k < δ). Let us
assume first t = tc − , where  a positive but small
quantity. We may then expand λk about k = 0 and
retain the leading order terms to obtain
∂tR = 4E(Γ + 1)
pi
δ∫
0
sinϕ
O + E cosϕ dk (22)
where ϕ is a function of k:
ϕ = 2(Γ + 1)tc − 2(Γ + 1)− Γtc
(Γ + 1)
k2
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FIG. 1: Non-analyticities shown by the rate function when E > O: (a) Type A kinks are shown when |αk| = |βk| in
both the cases of Γ < 1 and Γ > 1; (b) Kinks of type B appear when |αk| 6= |βk| and Γ < 1. These kinks do not
appear for Γ > 1. We have taken |αk|2 = 0.5 and |βk|2 = 0.25 in this case.
. In the small  limit, the above integral gives
∂tR = (Γ + 1)
3/2√
Γ cos−1(−O/E) ·
1√
tc − t +
4(Γ + 1)Oδ
pi
√E2 −O2 (23)
where we have put 2(Γ + 1)tc = cos
−1(−O/E). This
proves that ∂tR diverges as t → t−c . A similar situation
occurs for kc = pi as well. Such behavior of the derivative
makes the rate function approach the critical point as
(t − tc)1/2, making the critical exponent, ν = 1/2 in
this case. On the other hand, ν = 1 for t → t+c as ∂tR
remains finite in this regime.
Fisher zeros
The appearance of the above DQPTs can be extracted
from the Fisher zeros of the dynamical partition function
also. The dynamical partition function for the system
starting from the non-eigenstate (13) and evolving under
a constant Hamiltonian can be written as
Z(z) =
∏
k
[O + (|αk|2 cos2 θk + |β|2 sin2 θk) eλkz
+
(|αk|2 sin2 θk + |β|2 cos2 θk) e−λkz](24)
These Fisher zeros of Z(z) produces closely spaced points
for a finite-size systems that would form continuous lines
or surfaces in the thermodynamic limit and when they
cross the imaginary (real time) axis, we expect to observe
DQPTs in the real-time behavior of the system. From
Eq. (24) we obtain a family of lines of Fisher zeros labeled
1
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4
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t
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FIG. 2: Non-analyticities shown by the rate function
when E = O. The upper panel shows both type A and
type B non-analyticities for Γ < 1. Starting from t = 0,
the 1st, 3rd and 4th kinks are of type A and the 2nd
kink is of type B. The lower panel shows
non-analyticities of only type A for Γ > 1. In both the
cases |αk|2 = 0.35
by some integer n:
zn(k) =
1
λk
[ ln r + i(2n+ 1)pi ] (25)
6where r =
O ±√O − E + (|α|2 − |β|2)2 cos2 2θ
E + (|α|2 − |β|2) cos 2θ
The behavior of Fisher zeros on the complex plane give
a good indication to the characteristics of the DQPT.
It can be shown from (25) and Fig. 3 that zn cannot
touch the imaginary axis when E < O which implies the
fact that DQPT cannot occur in this case. On the other
hand, for E > O, two cases arise: (A) the Fisher zeros
fall on the imaginary axis for |αk| = |βk| and (B) for
|αk| 6= |βk|, the lines of zeros cut or do not cut the time
axis depending on whether the transverse field is below
or above the quantum critical point.
In the former case, the DQPT can occur only at the
boundary points of the line of Fisher zeros on the imagi-
nary axis. The analysis of R(t) and ∂tR has already es-
tablished that those points correspond to the band-edges
in the quasiparticle picture.
IV. OCCUPANCY OF EIGENSTATES
The origin of the two types of DQPT can be explained
in the light of the occupancy of the eigenstates of the
Hamiltonian. The time evolution of the system is entirely
governed by two eigenstates, |(Γ, k)−〉 and |(Γ, k)+〉 for
each k-mode (Eq. 3). We define the occupancy of these
states in the initial state as
ngk = |〈(Γ, k)−|ψk(0)〉|2 = |αk|2 cos2 θk + |βk|2 sin2 θk
nek = |〈(Γ, k)+|ψk(0)〉|2 = |αk|2 sin2 θk + |βk|2 cos2 θk(26)
Each k-component of the Loschmidt amplitude defined
in Eq. (10) is given by
g(k, t) = O+ (ngk + nek) cosλkt+ i(ngk − nek) sinλkt (27)
For both types of DQPT, Im [g(k, t)] vanishes when these
two occupancies become equal. The critical modes (kc =
0 and pi for type A and kc = cos
−1(−Γ) for type B) make
the real part of g(k, t) vanish at the corresponding critical
times.
The equal occupancy is interpreted as the maximum
mixing of the quasiparticle eigenstates which can again
be thought of as forming an infinite temperature state
[24]. The time evolution of a generic state ensures the
fact that irrespective of performing a sudden quench or
crossing a QCP in such systems, the equal occupancy
of the eigenstates in k-space that control the dynamics
becomes the crucial necessary condition for DQPT.
V. CONCLUSION AND OUTLOOK
We have studied the time evolution of a generic state
of a transverse Ising Hamiltonian. This simple unitary
evolution identifies two distinct classes of DQPT, both of
which depend crucially on the initial state of the system.
The first type of non-analyticity has not been detected
in any quench protocol studied in this class of system so
far and it has no connection with the quantum critical
point of the Hamiltonian. The existence of the second
type depends on the magnetic phase of the Hamiltonian.
Some particular critical momentum modes are responsi-
ble for the non-analyticities to occur at different critical
times. The critical exponent is found to be 1 for type
B non-analyticity, but it is surprisingly non-identical in
two sides of type A due to the divergence of slope only
on one side of the critical time. Such behavior of the
critical exponent is contradictory to the so called univer-
sality of the DQPT. Moreover, the attributes observed
here indicate the fact that DQPT does not always follow
a quantum phase transition as well. The equal occupancy
of the quasiparticle eigenstates is rather found to be the
necessary condition for this phenomena.
We can therefore classify DQPT in quantum many
body system as two types: one which is independent of
the occurrence of QPT and the other which is associated
to it. However, there are more questions to be answered.
First of all, more investigation on different integrable
and non-integrable systems are needed especially to
explore the possibility of defining the new type of DQPT
in a generic quantum many body system when the quasi-
particle representation is absent. An important question
is how a QPT influences a DQPT at all and whether
the underlying Kibble-Zurek mechanism has any role in
it. Another question which eventually arises is whether
the DQPT can be designated as a phase transition or
not, especially when the characterization is hindered by
its sensitivity towards the initial configuration and no
universal behavior is found to exist. More work on these
issues is in progress.
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