Abstract. We show how to speed up the computation of isomorphisms of hyperelliptic curves by using covariants. We also obtain new theoretical and practical results concerning models of these curves over their field of moduli.
Introduction
Let X 1 and X 2 be two curves of genus g ≥ 2 over a field k. We wish to quickly determine the (possibly empty) set of isomorphisms between them. The standard strategy mainly consists in interpolating the isomorphisms at Weierstrass or small degree places, depending on whether the characteristic of the field is zero or positive [11] . This yields algorithms of complexity at least O(g 6 ) in general, and still at least O(g 2 ) in very favorable cases. In this article we restrict to hyperelliptic curves with equations X i : y 2 = f i (x) over a field k of characteristic different from 2. The issue can then be rephrased in terms of isomorphisms of degree 2g + 2 polynomials under the Möbius action of GL 2 (k) (see Section 1.5.1). Our first contribution is to show how to compute the set of isomorphisms in a much faster way by combining two new ideas. The first one uses the factorization of the Möbius action into a diagonal matrix times a second matrix whose diagonal coefficients are equal to 1. It allows to perform the computation of the isomorphisms with only univariate polynomial calculations (see Section 1.2). The second idea relies on a classical generalization of invariants, called covariants (see Section 1.3) . Using them, we can reduce our search for an isomorphism between f 1 and f 2 to the search of an isomorphism between polynomials of lower degree. This gives us an algorithm for generic hyperelliptic curves of quasi-linear complexity in g (see Section 1.4). In the genus 2 and 3 cases, we analyze the small locus of curves where our strategy fails (see Section 1.5.2). The use of covariants was inspired by [22] , where one applies covariants along with a miraculous isomorphism from representation theory to generically reduce the isomorphism question for ternary quartics to that for binary quartics.
In a related direction, thanks to covariants, we get both theoretical and practical results on descent of hyperelliptic curves. Let X be a hyperelliptic curve defined over k and let M X be its field of moduli, as defined in Definition 2.1. If M X is a field of definition of X, then it is its minimal field of definition (up to a possible purely inseparable extension).
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In Section 2, we first make precise how invariants can be used to get information on the field of moduli. This is probably well-known but we could not find it in the literature. After this, we consider when the field of moduli is also a field of definition; when, in other words, the curve can be descended to its field of moduli. General results on this question can be found in [13] . In practice, though, computing an explicit model over M X for X can be a very hard task, as explained in Section 2.2.1. The main difficulty lies in finding an explicit small degree extension over which a descent isomorphism is defined. As far as we know, there is no easy general way to find such a descent, except when k is finite or when the geometric automorphism group is trivial.
Moreover, there is a refinement of the descent question for hyperelliptic curves, namely to ask for a descent to a model of the form y 2 = f (x), which introduces additional difficulties. The 'magic' of the covariant method is to reduce this problem to lower genus, where a solution may be more easy to determine (Theorem 2.8).
In the typical case of elliptic curves, for example, there is always an explicit model over the field of moduli and we can determine a descent isomorphism to this model thanks to the first part of our work. It turns out that in suitable cases, this descent induces a descent of the original hyperelliptic curve to its field of moduli.
We illustrate this descent to the field of moduli for genus 3 hyperelliptic curves with automorphism group (Z/2Z) 3 , a case which remained unsolved in [17] , see Section 2.3.1. We also look at the case with automorphism group (Z/2Z) 2 for which the field of moduli is not always a field of definition and we prove that we can always find a model over at most a quadratic extension of this field. Finally in Section 2.4, we show that our method can be used to descend families of curves with the example of a dimension 3 family of genus 5 hyperelliptic curves from [9] .
We stress that we are merely beginning to exploit the full strength of these new ideas. An article on non-hyperelliptic curves is in progress. We are also developing a general version of Van Rijnswou's algorithms that is much more effective over finite fields and number fields. Finally, we seek to obtain new theoretical and practical descent results by analyzing the influence of twists on covariants.
Notations. In the following, k denotes a field of characteristic p (prime or 0) with algebraic closure K. Hyperelliptic curves are additionally assumed to be smooth, so that when a singular affine model of a curve is given, we actually consider its desingularization. Unless noted otherwise, (iso)morphisms are defined over the base field k. We use the following notation for groups: C n = Z/nZ; D n is the dihedral group with n elements; U 6 is the group with 24 elements defined by S, T with S 12 = T 2 = 1 and T ST = S 5 ; V 8 is the group with 32 elements defined by S, T with
S n is the symmetric group over n. Finally, for two 'objects' (polynomials, matrices, etc.) f 1 , f 2 over a field k, we will denote
1. Isomorphisms between forms and hyperelliptic curves 1.1. Isomorphisms of binary forms. Let n ≥ 1 be an integer, let V = k 2 be the k-vector space with basis (x, z) and let S n (V ) be the (n + 1)-dimensional vector space of homogeneous forms n i=0 a i x i z n−i of degree n in (x, z). In the sequel, we call an element of S n (V ) a (binary) form. When n = 0, we let
, where the action of a matrix on (x, z) is the standard action on t (x, z).
Definition 1.1. Let f 1 , f 2 be forms of degree n ≥ 1 over a field k. We denote Isom(f 1 , f 2 ) ⊂ PGL 2 (k) the set of matrices M such that M.f 1 ∼ f 2 . Additionally, we denote Aut(f 1 ) = Isom(f 1 , f 1 ).
If Isom(f 1 , f 2 ) = ∅, this set is a homogeneous space over Aut(f 1 ). In particular
We associate to such a form its squarefree partf = s i=1 (α i x − β i z), which is defined up to a multiplicative constant. The action of M on f reflects the classical Möbius action of PGL 2 (K) on the roots (α i : β i ) ∈ P 1 K of f . In particular, two forms of the same degree are K-isomorphic if and only if there exists an M ∈ GL 2 (K) mapping the set of roots of the first form to the set of roots of the second form. Hence
1.2. The direct approach. The classical method to compute isomorphisms between two binary forms f 1 , f 2 of degree n over a field k is to find a PGL 2 (k)-transformation of P 1 which maps the roots of the first form to the root of the second form. The most time-consuming task is to compute an isomorphism between the splitting fields defined by f 1 and f 2 . Even in the most favorable case, that is, a finite field k, the fastest algorithms need at least O(n 2,5+o(1) ) operations in k (see [14] )).
We show here that it is actually possible to get rid of this cumbersome ring isomorphism computation, and describe an algorithm of time complexity only quasilinear in n. This algorithm takes as input
of equal degree n ≥ 3 and with at least three distinct roots. It returns matrices representing the elements of Isom(f 1 , f 2 ). Firstly, we suppose that A n−1 is equal to zero. Note that this is typically not a big restriction, since we may apply linear transformations to f 1 . A notable exception is when p divides n. We therefore assume that p is prime to n.
Secondly, determining Isom(f 1 , f 2 ) is equivalent to determining the matrices
Thirdly, because of homogeneity, we may suppose that the λ in (1) equals 1 after enlarging k by a radical extension if necessary. Note that though this radical extension is a priori unknown, the details of the algorithm below will show how it can be determined.
Finally, we may suppose that the M in (1) are of the form M = 1/α β/δ γ/α 1/δ . Of course this may not be true, because a zero may occur on the diagonal of one of these M . However, one can fix this situation by applying a suitable change of variables to f 2 .
The equation f 2 (m 11 x + m 12 z, m 21 x + m 22 z) = f 1 (x, z) now becomes
Equating the coefficients of x n in both sides of this equation yields A n α n = f 2 (1, γ) , and we can write α n in terms of γ. Similarly, the equality of the coefficients of
enables us to write β in term of γ too. More generally, equating the coefficients of x n−i z i , i = 2, . . . , n, where we substitute α n and β in term of γ yields n − 1 equations of the form
Note that the left hand side of (3) is actually a polynomial multiple of f 2 (x, z) and we can divide both sides by f 2 . This yields equations of degree i (n − 1) in γ and of degree i in δ/α. Now, dividing the square of (3) specialized at i = 3 by the cube of (3) specialized at i = 2 allows to eliminate the unknown δ/α. We end up with a polynomial of degree 6(n − 2) in γ. Similarly, when n > 3, dividing (3) specialized at i = 4 by the square of (3) specialized at i = 2 yields a polynomial of degree 4 (n − 2) in γ. Taking the gcd, we obtain a polynomial of low degree with root γ. Generically, this gcd is of degree 1.
Under the assumptions made, the algorithm is therefore straightforward. For each possible γ, we compute α, β and δ and check whether the resulting matrix is in Isom(f 1 , f 2 ).
The computations involved in this algorithm (taking gcds of polynomials of degree O(n), taking nth roots, etc.) are all of time complexity quasi-linear in n.
We have implemented the algorithm in magma v2.18-2 and have timed the resulting procedure, IsGL2EquivFast, on a laptop (based on a Intel Core i7 M620 2.67GHz processor) for irreducible forms of increasing degree, the most favorable case for the native magma routine IsGL2Equivalent. We compare with IsGL2Equivalent, which implements the classical method, first over the finite field F 10007 , then over the rationals with coefficients bounded by ±2. The results are in Table 1 ; entries '-' stand for computations aborted after 1 hour (see Section 1.4 for the definition of IsGL2EquivCovariant).
As concluding remarks, we note first of all that this algorithm is just as suitable for determining K-isomorphisms. Moreover, in the special case of binary quartics, it is just as efficient as the algorithm given in [5] . Table 1 . Timings for isomorphisms between forms of degree 2g + 2 (seconds)
1.3. The covariant approach. Let k be an infinite field of characteristic p and n > 1 be an integer.
When r = 0, such a C is called a (relative) invariant and denoted by I.
The integer r is called the order of a covariant. If nd − r is odd, then a covariant is necessarily zero. Otherwise the integer ω is unique and called the weight. It is equal to (nd − r)/2. In the sequel, we often identify C with C(f ) for a general form f ∈ F (a 0 , . . . , a n )[x, z] where F is the prime field of k. For instance, the identity function
is a covariant of degree 1 and of order n that we identify with f itself.
Remark 1.4. The determinant factor prevents to add covariants of different weights when G = GL 2 (K). Hence one generally studies the graded algebra C n of covariants and I n of invariants under the action of SL 2 (K). It is easy to see that the homogeneous elements of C n and I n actually are all the covariants or invariants under the action of GL 2 (K). Despite this ambiguity, in the rest of the article we work with G = GL 2 (K) instead of SL 2 (K) because, in practice, it can avoid a quadratic extension of k when looking for an isomorphism M between two forms.
There is a large literature on how to generate invariants and covariants starting from f . Gordan's algorithm [10] allows to find a set of generators for the algebras C n and I n thanks to the use of differential operators, called h-transvectants and defined as follows. Given two covariants C 1 , C 2 of degree d 1 , d 2 and of order r 1 , r 2 and h ≥ 1 an integer, we can create a new covariant, denoted (C 1 , C 2 ) h usually defined as [19, p. 88] 
In practice, we use the univariate counterpart. Looking at C 1 , C 2 has univariate polynomials in x/z, we get [19, Th.5.6] 
Effective computations of sets of generators when K = C have been worked out for n up to 10 (see [7, 23, 8, 1, 21, 6, 3, 2] ). It has been shown that these computations are still valid for g = 2 if p = 2, 3, 5 [16] and for g = 3 if p = 2, 3, 5, 7 [17] when replacing C by an algebraically closed field K of characteristic p.
Our second idea to compute isomorphisms between forms of a given degree is to reduce the question to smaller degree by using covariants. Indeed, the following genuine observation is a simple consequence of the definition itself. Proposition 1.5. Let f 1 , f 2 be forms of even degree n over a field k. Let C be a covariant of order r for binary forms of degree n, defined over the prime field of k and
We illustrate this idea and study its limits with the computation of isomorphisms for forms and hyperelliptic curves in Sections 1.4 and 1.5. As we want c i of the smallest degree possible and Isom(c 1 , c 2 ) finite, we want that deg(c i ) ≥ 3. Actually, in the sequel, we mostly deal with forms of even degree and hence non-zero covariants are of even order. The smallest degree is then 4 and as we give some details for further reference.
Consider a binary quartic q = a 4 x 4 + a 3 x 3 z + a 2 x 2 z 2 + a 1 xz 3 + a 0 z 4 over k with p = 2, 3. Then we define
2 , as in [5] . The form q has distinct roots if and only if ∆ = 4I 3 − J 2 = 0. Given I, J ∈ K such that ∆ = 0, one can easily reconstruct a form with at least three distinct roots which is K-isomorphic to q. We can take
Concerning the geometric automorphisms of binary quartics, we have the following easy result for which we could not find a reference. Proposition 1.6. Let q be a binary quartic form with invariants I, J over K.
Proof. Let Λ ⊂ P 1 (K) be the set of four roots of q. Using the 3-transitivity of the action of PGL 2 (K) on P 1 (K), we may assume that Λ = {0, 1, ∞, λ} for some λ ∈ K\{0, 1}. Then the transformation x → λ/x induces the permutation (0∞)(1λ) of Λ. By symmetry, we see that Stab(Λ) ⊂ Sym(Λ) contains the Viergruppe D 4 ⊂ Sym(Λ).
We are reduced to analysing when Stab(Λ) properly contains D 4 . Since the extension 1 → D 4 → S 4 → S 3 → 1 is split and all subgroups of S 3 of equal order are conjugate, this is in turn equivalent to determining when Stab(Λ) contains an additional given two-or three-cycle. These cases give rise to the exceptional groups in (7) or order 8 and 12.
First let us see for which λ the permutation (1λ) is in Stab(Λ). In this case, the fractional linear transformation fixes 0 and ∞ and is therefore of the form x → cx. This only gives a new automorphism if c = −1, so λ = −1 and J = 0.
In the case where the permutation (01λ) is in Stab(Λ), a slightly more involved calculation gives that λ = ζ 3 + 1 for a primitive third root of unity ζ 3 , and in that case I = 0.
We will also need in the sequel the following result. Proposition 1.7. Let q be a binary quartic form defined over k with distinct roots and let q be the form defined by (6) . Assume that I(q) = 0 and J(q) = 0. Then a K-isomorphism between q and q = z(x 3 +b 1 xz 2 +b 0 z 3 ) is defined over any extension of k where q has a root.
Proof. Let k ′ be an extension of k where q has a root. By a change of variable defined over k ′ , we can map this root on infinity and hence q onto q ′ = zr where
we get the relation a 
1.4. Generic forms of even degree. We now describe an algorithm that is based on the ideas of Sections 1.2 and 1.3 to compute the isomorphisms between two generic binary forms f 1 and f 2 . Our notation is as in 1.2. The following algorithm, denoted IsGL2EquivCovariant, returns the matrices M = (m i,j ) i,j in PGL 2 (k) such that M.f 1 ∼ f 2 for two forms f 1 and f 2 of same degree n ≥ 3.
Order loop: For increasing order o starting from 3 to the bound B order do Degree loop: For increasing degree d starting from 2 to the bound B degree do • Compute a random covariant C of order o and degree d using transvectants.
• IfC(f1) is of degree at least 3, then compute Isom(C(f1),C(f2)) and return the elements which induce isomorphisms between f1 and f2.
• Otherwise, repeat for a fixed number B singular of times the following procedure.
-Compute a new random covariant C ′ of order o and degree d using transvectants and replace C by the covariant C + κC ′ for some random κ in the field k.
-IfC(f1) is of degree at least 3, then compute Isom(C(f1),C(f2)) and return the elements which induce isomorphisms between f1 and f2.
Failure: Return the result of IsGL2EquivFast(f1 , f2).
For the purpose of computing random covariants, we follow Gordan [10] . Given an order o and a degree d, we construct recursively a covariant C = (
When n is even, the transvectant of smallest order and degree is C 2,4 = (f, f ) n−2 . The next simplest transvectant is C 3,4 = ((f, f ) n/2 , f ) n−2 , of order 4 and degree 3. for large orders and degrees, covariants must be computed 'on the fly', specialized for f 1 and f 2 , since expressions are far too large to be precomputed.
So as to completely specify the algorithm, we have to be more precise about how to compute covariants and how to choose the loop bounds B order , B degree and B singular . A straightforward choice for the loop bounds is B order = 4, B degree = 2 and B singular = 0. With this choice, only the covariant C 2,4 = (f, f ) n−2 is tested for n even and when it turns out that the discriminant of this covariant vanishes, we go back to the method IsGL2EquivFast. First note that the covariant (f, f ) n−2 can be easily computed. Let c 4 x
we have using (4),
Moreover, this setting is a good option for generic forms as the following proposition shows.
Proposition 1.8. Let n ≥ 6 be an even integer and p = 2, 3. Let f be a generic binary form of degree n over k. Then the discriminant of C 2,4 (f ) is non-zero.
Proof. It is enough to find a single form f of degree n for which C 2,4 (f ) has non-zero discriminant. First let us suppose that p is coprime to n(n − 2)(n − 3)(n 2 + 3n + 6). We then take f = x n + x n−1 z − xz n−1 − z n . Note that this form is in fact nonsingular because f = (x + z)(x n − z n ). We have that
This form has discriminant equal to 64(n − 3)(n − 2)(n 2 + 3n + 6)/n 6 , which is non-zero by hypothesis.
One calculates similarly that for the other values of p = 2, 3, 5, one can use the form x n + x n−1 z + xz n−1 − z n instead. Indeed, under these hypotheses on p the numerator of the resulting discriminant n 4 + 2n 3 + 5n 2 − 12n + 36 is coprime to the previous numerator. To finish the proof, p = 5 can be excluded using the form x n + x n−1 z + xz n−1 + 2z n .
For non-random forms, especially forms of small degree with non-trivial automorphism group, it may be interesting to test other covariants than merely C 4,2 . We then propose the following settings, B order = min(8, n), B degree = 10 and B singular = 10 .
These bounds are constant in order to keep the total time complexity quasi-linear in n. More precisely, the bound B order is chosen to be at most 8 so as to take advantage of the classification work of [17] , the bound B degree is chosen to cover all the possible fundamental covariants of degree 8 and with order between 4 and 8 (cf. [17, Table  2 ]), and the bound B singular so as to increase the probability that our covariants, if singular, have distinct points of singularity (so that a linear combination may be non-singular). Remark 1.9. We may indeed enter the last loop of the algorithm even if the form f has no geometric automorphisms (for instance for the degree 8 form
We have programmed the algorithm in magma v2.18-2, on the basis of the first setting. In particular, we have implemented the covariant C 4,2 using (8), and we have measured the timings of the resulting procedure, IsGL2EquivCovariant, in the same experiments as in Section 1.2. The results are in Table 1 . As expected, computing isomorphisms is much faster with the help of covariants, even if the forms are split over k.
Application to isomorphisms of hyperelliptic curves.
1.5.1. Isomorphisms of forms and of hyperelliptic curves. A curve X of genus g ≥ 1 defined over k will be called hyperelliptic if X/K allows a separable degree 2 map to P 1 K . The curve X then has a unique involution ι, called the hyperelliptic involution, such that Q = X/ ι is of genus 0. This involution is in the center of Aut K (X). We call Aut(X) = Aut(X) K / ι the reduced automorphism group of X.
Let us assume from now on that p = 2. Then if Q has a rational point, X is birationally equivalent to an affine curve of the form y 2 = f (x) for a separable polynomial f of degree 2g + 1 or 2g + 2. We say that f is a hyperelliptic polynomial and that X has a hyperelliptic equation if a curve in the isomorphism class of X (over k) can be written in the form above. We denote by X f such a curve associated to a hyperelliptic polynomial. A hyperelliptic curve automatically has a hyperelliptic equation when k is algebraically closed or a finite field. However, for more general fields and curves of odd genus, this is not necessarily the case (see [17] ).
By homogenizing to weighted projective coordinates of weight (1, g + 1, 1), we obtain an equation
Here f is seen as a form of degree 2g + 2, taking into account a 'root' at infinity when deg f = 2g + 1. With this convention, the roots of f are the ramification points of the cover X/Q. We will use these conventions for the roots and degree in the sequel when we speak about a hyperelliptic polynomial or the associated form. If f 1 and f 2 are hyperelliptic polynomials of even degree 2g + 2 ≥ 6, then isomorphisms of hyperelliptic curves y 2 = f i (x, z) are represented by (M, e) with M = a b c d ∈ GL 2 (k) and e ∈ k * . To such a couple, one associates the isomorphism (x, z, y) → (ax + bz, cx + dz, ey). The representation is unique up to the equivalence (M, e) ≡ (λM, λ g+1 e) for λ ∈ k * . Hence, if M.f 1 = µ · f 2 then the map
is well-defined up to the choice of a sign. It surjects onto Isom(X f1 , X f2 ), so knowing Isom(f 1 , f 2 ) is enough to determine Isom(X f1 , X f2 ) 'up to the hyperelliptic involution'.
1.5.2. Hyperelliptic curves of genus 2 and 3. The covariant approach requires a covariant with at least three distinct roots, and hence may fail in special cases, which we can specify for small genera. We give some details on the more difficult of the two cases which is the genus 3 case. This problem is naturally stratified by the possible automorphism groups of the curve, which we give in Figure 1 , together with normal models and inclusion relations between the strata. We assume here that p = 0 or p > 7.
The moduli space of hyperelliptic curves of genus 3 is of dimension 5 and can be explicitly described using the Shioda invariants J 2 , J 3 , . . ., J 10 constructed in [21] . These invariants were used to speed up the calculations leading to the proof of the following proposition, which shows that the locus where the covariant method fails is of codimension 4 in the full moduli space. 1 We refer to http://iml.univ-mrs.fr/~ritzenth/programme/explicit-descent/isocovgenus3.zip for the magma parts of our proofs till the end of this section.
Normal models X f : Figure 1 . Automorphism groups of genus 3 hyperelliptic curves Proposition 1.10. Let X f /K : y 2 = f (x) be a genus 3 hyperelliptic curve such that the form f cancels the discriminants of all its quartic covariants. Then
, where C and C ′ run through the 14 fundamental quartic covariants given in [17, Table 2 ], where I(f ) equals either 1 or a Shioda invariant J i (f ), and where κ runs through the integers between 0 and 10. We rewrite the discriminant of these covariants in terms of Shioda invariants and add to them the five Shioda relations [21, Th. 3, p. 1042]. Using magma, we have been able to compute a Gröbner basis of this polynomial system, over Q, for the graded reverse lexicographical (or 'grevlex') order J 2 < J 3 < . . . < J 10 with weights 2, 3, . . . , 10. Upon removing multiplicities, we obtain a basis with 22 polynomials, of total degree between 8 and 20. One then checks, using the stratum formulas from [17] , that the irreducible components of the corresponding subscheme of the moduli space either correspond to families of forms with discriminant zero or to strata of curves X f such that Aut(X f ) contain
Proposition 1.10 does not exhibit separable quartic covariants for the curves with automorphism group D 12 , C 2 × D 8 or C 14 . Using the normal models and Proposition 1.5, one can show that
has non zero discriminant; • if Aut(X) contains C 2 × D 8 or is equal to C 14 then there is no order 4 or 6 covariant with three distinct roots.
The number of covariants considered in the proof of Proposition. 1.10, i.e. 1253, is not minimal, but the redundancy helped magma during the Gröbner basis computations. Nevertheless, similar computations show that we can easily reduce this number for curves with automorphism group larger than C 2 (and moreover impose conditions on the automorphism groups of the covariants, cf. Sections 2.2.2 and 2.3.2). For the following genus 3 hyperelliptic curves over K with given automorphism group, at least one of the following quartic covariants has non-zero discriminant
Remark 1.11. Similar conclusions hold for genus 2. Specifically, there is no quartic covariant with non-zero discriminant for the curves
2. Explicit descent for hyperelliptic curves 2.1. Field of moduli and fields of definition. Let X be a curve defined over K of genus g ≥ 1, let k be a subfield of K, and let F be the prime field of K.
Definition 2.1. The field of moduli of X, denoted M X , is the subfield of K fixed by {σ ∈ Aut(K), X ≃ σ X}.
We now restrict to hyperelliptic curves and we assume that p = 2. So let X = X f be a hyperelliptic curve over K given by a hyperelliptic polynomial f of even degree n. Our first task is to show that we can get information on M X through the invariants.
Lemma 2.2. Let I 1 , I 2 be two invariants of the same degree for binary forms of degree n. Assume that I 1 , I 2 are defined over F and that I 2 (f ) = 0. Then
Proof. It is enough to prove that for all σ ∈ Gal(K/M X ), ι σ = ι. By definition of M X , there exists an isomorphism between X and σ X. We have seen that such an isomorphism induces an element M ∈ Isom(f, f σ ). Therefore
It is not always practical to work with a fixed quotient of invariants as above, since I 2 (f ) may be zero. As shown in [17] , it is better to work inside a weighted projective space, for elements of which one can define a canonical representative as follows. Let (I 1 : . . . : I m ) be a m ≥ 2-uple of invariants of degree d i of degree n binary forms, and suppose each I i is defined over F . Let f be a binary form of degree n. Let d be the gcd of the degree d i of the invariants I i which value at f is not zero. Then there exists c i ∈ Z with c i = 0 if
Proposition 2.3. Let (I 1 : . . . : I m ) be a set of generators for I n defined over F . Then
. . , I m (f )) and I n separates the orbits of separable forms [18, p.78] , there exists a matrix M ∈ GL 2 (K) such that M.f ∼ f σ , hence an isomorphism between X f and σ X f .
With our current knowledge of invariants, we are then able to compute M X f for n = 6, 8, 10. However in the following applications to descent we will see that we often do not need a complete set of invariants.
Definition 2.4. We say that k is a field of definition of X if there exists a curve X /k such that X is K-isomorphic to X. The curve X /k is a model of X over k and we call a geometric isomorphism between the two curves a descent isomorphism.
A classical problem is to know what the smallest field of definition of a curve is. Assuming for simplicity that every subfield of K is perfect, if M X is a field of definition then it is the smallest field possible, since it is the intersection of all the fields of definition (see [15] (or [12, Th.1.5.8]). There might be an obstruction for M X to be a field of definition but if there is none we will denote X a model of X over M X . In the case of hyperelliptic curves of odd genus, there is a subtlety: X does not necessarily admit a hyperelliptic equation. However if it does, we will say that X can be hyperelliptically defined over M X and we denote f ∈ M X [x] a hyperelliptic polynomial associated to this model.
One can find in the literature several sufficient conditions for the curve to be hyperelliptically defined over M X . For instance it is always the case when K is the algebraic closure of a finite field (see [13, Cor.2.11] ). Thanks to the work of Huggins [13] , over an arbitrary algebraically closed field K, if the reduced automorphism group is non cyclic then the curve can be hyperelliptically defined over its field of moduli. For g = 2, it has been proved that if the reduced automorphism group is non-trivial, then the curve can be hyperelliptically defined over its field of moduli [4] . This is still the case for g = 3 except for curves with reduced automorphism group isomorphic to C 2 2 (see [17] and Section 2.3.2). 2.2. Explicit hyperelliptic descent. Now let X f be a hyperelliptic curve over K that can be hyperelliptically defined over M X . We want to find f ∈ M X [x] and A ∈ GL 2 (K) such that f ∼ A.f . The first task is of course to compute M X . As we have seen, this can be done if we have a set of generators for the invariants of the form f . However, if this is not the case and we have only some invariants (I 1 , . . . , I m ) over F with m ≥ 2, we can always try to hyperelliptically descend X f over the field k generated by (I 1 (f ) , . . . , I m (f )). Since k ⊂ M X , if this can be achieved, we are done.
2.2.1. The cocyle approach. The direct approach relies on the following slightly modified version of Weil's cocycle relations (see [17] ). Lemma 2.5. X f can be hyperelliptically defined over k if and only there exists a finite extension k ′ /k such that for all σ ∈ Gal(K/k), there exists
Assume that X f can be hyperelliptically defined over k and let φ : X f → X h be a descent isomorphism. It induces a matrixÃ ∈ Isom K (f, h) ⊂ PGL 2 (K). We can define for all σ ∈ Gal(K/k), M σ = (A −1 ) σ A for any choice of a representative A ∈ GL 2 (K) ofÃ. It is easy to check that it satisfies all the hypotheses of the lemma. Moreover if A is defined over a Galois extension L/k then k ′ ⊂ L and we have for all σ ∈ Gal(K/k) such that σ |L = id that M σ = id. Conversely, the crucial step to construct such an A is to identify a Galois extension L/k satisfying this property, since in this case one can use an explicit version of Hilbert 90 as in [20, p.159, Prop.3] : for a general matrix P ∈ GL 2 (k ′ ) the matrix
gives a descent morphism.
Lemma 2.6. Assume that f is defined over an extension k ′ of k. If Aut K (f ) = {id} then we can take L to be the Galois closure of k ′ /k.
Proof. We have to prove that A can be defined over such an L. Let A ′ be induced by a descend morphism. Since
One can easily check that the λ σ satisfy a cocycle relation so there exists e ∈ K * such that λ σ = e/e σ for all σ. We then define A = e · A ′ and we are done.
As far as we know, there is no easy way to determine such an L when the automorphism group is non trivial (see [17] though when k is a finite field). Naively, one would expect to be able to construct the cocyle over the field L 0 over which all isomorphisms between f and its conjugates are defined. Typically, what then happens is the following. Let σ ∈ Gal(L 0 /k) be an element of order n. Then usually no M σ exists over L 0 such that the cocyle condition 1
We have to work with matrices of the form λM σ , where λ belongs to a quadratic extension L of L 0 . This enlarges the field and the Galois group, which may in turn give rise to more problems of the same type. Even if this problem can be resolved, the computation of (9) is time-consuming and limited to small degree extensions (less than 50) in practice. We present in the next section a new idea which works extremely well in certain cases to get around these difficulties.
Remark 2.7. If we only want X f to have a model over k, instead of a hyperelliptic model, the cocycle condition is weakened to
Here λ ∈ L * , and the pairs (M σ , e σ ) are such that f σ = e 2 σ M σ f . Even under these weaker conditions, we do not know a general method to address the problem effectively.
2.2.2.
The covariant approach. Using covariants, we can sometimes reduce the problem of descent for X f to that for a lower genus curve. Theorem 2.8. Assume that there exists a covariant C of order r ≥ 4 such that c = C(f ) is a hyperelliptic polynomial and let X c : y 2 = c(x) be the associated curve. Then M Xc ⊂ M X f . Moreover, if X c is hyperelliptically defined over M Xc then X f is hyperelliptically defined over an extension of degree at most # Aut K (c)/ Aut K (f ) of M X f . In particular if Aut K (c) = Aut K (f ) and if X c is hyperelliptically defined over M Xc then X f is hyperelliptically defined over M X f .
actually be applied to a generic element of the family but the result is too large to be written down so here is an example.
Example 2.10. When we evaluate the parametrization formulas given in [17, Appendix A] for the stratum C 2.4. Application to a family of Fuertes-Gonzàlez-Diez in genus 5. Let k be the degree 3 Galois extension of Q defined by the irreducible polynomial t 3 − 3t + 1. Let r 1 , r 2 , r 3 be its roots in k. Then as in [9] , we can consider the family y 2 = i=4, 5, 6 (x 4 − 2 (1 − 2 r 3 − r 1 r 3 − r 2 q i − r 2 q 4 − r 1 ) x 2 + 1)
of genus 5 hyperelliptic curves, with q 4 , q 5 , q 6 in Q. It was proved in [9] that the members of the family (10) have field of moduli equal to Q and automorphism group isomorphic to C 3 2 . Moreover, it was claimed in [9] that these curves cannot be hyperelliptically defined over Q, in contradiction with [13] . However, the proof turns out to contain a subtle error. Still, the explicit descent of any of the member of the family was extremely hard.
Using Theorem 2.8, we can, as in Example 2.10, construct an explicit descent for the curves in this family. For this particular family, the descent can even be performed uniformly to yield a general expression in q 4 , q 5 , q 6 . Let F = k(q 4 , q 5 , q 6 ) be the rational function field over k in three indeterminates, and define the binary quartic form f ∈ F [x, z] as the homogenization of the right hand side of (10) . Let c be the transvectant (f, f ) 10 . Then c is a covariant of order 4 with non-zero discriminant and non-zero I(c) and J(c), hence with automorphism group D 4 . The field of moduli of X c is contained in the field of moduli of X f which is a subfield of Q(q 4 , q 5 , q 6 ), therefore the quartic c as in (6) is defined over Q(q 4 , q 5 , q 6 ) and is GL 2 (F )-equivalent to c. Now let L be the degree 4 extension of F defined by the dehomogenization of c. From Proposition 1.7, we can explicitly construct an L-isomorphism between c and c. This transformation gives a descent of the curve corresponding to c, which by Theorem 2.8 also yields a descent of the curve corresponding to f . The resulting expression, though indeed defined over the rationals, is huge and impossible to give here. 4 However, we can give an example for a specialization.
Example 2.12. Take q 4 = 1, q 5 = 2, q 6 = 3. The hyperelliptic equation over Q is 
