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Ingrain Olkin, known affectionately to his friends in his youth as "Red," 
was born July 23, 1924 in Waterbury, Connecticut. He was the only child of 
Julius and Karola (Bander) Olkin. His family moved from Waterbury to New 
York City in 1934. Ingram graduated from the Bronx's DeWitt Clinton High 
School in 1941, and began studying statistics in the Mathematics Department 
at the City College of New York. After serving as a meteorologist in the Air 
Force during World War II (1943-1946), achieving the rank of First Lieu- 
tenant, Ingram resumed his studies at City College. He received his B.S. in 
mathematics in 1947. 
Ingrain then began graduate study in statistics at Columbia University, 
finishing his M.A. in mathematical statistics in 1949. He completed his 
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professional training at the University of North Carolina, Chapel Hill, by 
obtaining a Ph.D. in mathematical statistics in 1951. 
During his tour of duty in the Air Force, Ingrain met Anita Mankin. The; 
were married on May 19, 1945. Their daughters Vivian, Rhoda and Julia were 
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born, respectively, in 1950, 1953 and 1959. Ingram and Anita now are the 
proud grandparents of three grandchildren. 
Ingrain began his academic areer in 1951 as an Assistant Professor in the 
Department of Mathematics at Michigan State University. He early on 
demonstrated his penchant for "'visiting" by spending 1955-1956 at the 
University of Chicago and 1958-1959 at Stanford University. Ingram was 
promoted to Professor at Michigan State, but left in 1960 to become the 
Chairman of the Department of Statistics at the University of Minnesota. 
Shortly afterward in 1961 he moved to Stanford University to take a joint 
position, which he holds to this day, as Professor of Statistics and of 
Education. From 1973-1976, he was also Chairman of the Department of 
Statistics at Stanford. 
Ingram's professional ccomplishments span a broad spectrum, and have 
made and continue to make a significant impact upon the profession of 
statistics. He is an outstanding and prolific researcher and author, with nearly 
thirty Ph.D. students in both statistics and education. The professional 
societies in statistics and their journals have greatly benefited from his 
leadership and guidance. His contributions at the federal evel include his 
work with the National Research Council, National Science Foundation, 
Center for Educational Statistics, and the National Bureau of Standards. 
Over one hundred publications, five authored books, six edited books and 
two translated works are included in his bibliography. Although his prime 
research focus is multivariate statistics, his research contributions cover an 
unusually wide range from pure mathematics to educational statistics. Many 
of his papers and books are virtually classics in their fields--notably his work 
with A1 Marshall on majorization and related istributional and inequality 
results. His statistical meta-analysis research and book with Larry Hedges are 
also extremely influential. His text books on probability and on ranking and 
selection have made novel pedagogical contributions, bringing statistics to a 
broader nontechnical udience. Also of substantial value to the profession has 
been his editing of the Annals of Statistics Index and the three volume set 
Incomplete Data in Sample Surveys which derived from the Panel on 
Incomplete Data, which he chaired (1977-1982) for the National Research 
Council. 
Among Ingram's significant contributions to the statistical profession has 
been his fostering of the growth of quality journals of statistics. He was a 
strong proponent of splitting the Annals of Mathematical Statistics intothe 
Annals of Statistics and the Annals of Probability. He oversaw this transition 
as the last editor (1971-1972) of the Annals of Mathematical Statistics and
the first editor (1972-1974) of the Annals of Statistics. As President of the 
Institute of Mathematical Statistics (1984-1985), he was instrumental in 
initiating the journal Statistical Science and has served in the capacity of 
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co-editor since its inception. He was also influential in introducing the IMS 
Lecture Notes-Monograph Series. Furthermore, he was heavily involved in 
the establishment of the Journal of Educational Statistics, for which he 
served as Associate Editor (1977-1985) and as Chair of the ASA/AERA Joint 
Managing Committee. In all these and numerous other editorial activities, he 
strongly supports and encourages the major statistics journals to publish 
applications of statistics to other fields and to build ties with other scientific 
societies' publications. 
Ingram's activities also extend to his work on governmental committees. 
He was the first Chair of the Committee on Applied and Theoretical 
Statistics (1978-1981) of the National Research Council, and also was a 
member for six years of the Committee on National Statistics (1977-1983). 
He currently is involved with a major project o construct a national data base 
for educational statistics. 
As Ingrain will happily admit, he is a prolific traveler. He has given 
seminars at more than sixty American and Canadian universities, and at 
numerous universities in twenty five other countries. He also has attended 
statistical meetings throughout the world, and has been a visiting faculty 
member or research scientist at Churchill College (Cambridge University), 
Educational Testing Service (Princeton, NJ), Imperial College, the University 
of British Columbia, the University of Copenhagen (as a Fulbright Fellow), 
Eidgeniissische Technische Hochschule (Switzerland), the National Bureau 
of Standards, Hebrew University, and the Center for Educational Statistics. 
Anyone wishing to call Ingrain has to be prepared to be forwarded from one 
phone number to another. 
In his travels, Ingram has tirelessly promoted and advanced the discipline 
of statistics. On an outside review committee at a university, he will convince 
the dean to take steps to form a new department of statistics. On a 
governmental panel, he will persuade an agency to seek input from statisti- 
cians. He has been an effective advocate for increased interdisciplinary ties 
both in universities and in government, and has been equally successful in 
convincing deans and statistics department heads of the need to reward 
statistical eonsulting. At most statistics meetings, you will find Ingram in 
constant conversation--perhaps romoting a new journal, encouraging 
progress of a key committee, or giving advice about seeking grants or 
allocating funds. His public accomplishments are many and impressive, but 
equally important are his behind-the-scenes contributions. 
Ingrain flourishes when working with others. Many of his published 
papers are collaborations, and his collaborative relationships tend to be long 
lasting. Ingrain is always bursting with new ideas and projects, and delighted 
when a common interest develops. His enthusiasm is contagious, and his 
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energy and positive outlook (which are legendary in the field of statistics) are 
tremendously motivating to all around him. 
In describing Ingram, one cannot simply list his personal accomplish- 
ments. He is above all a remarkably charming and unpretentious person, who 
gives much of himself to his family, friends and colleagues. For his former 
students and the many young statisticians he has mentored, he is a continual 
source of wisdom, guidance and inspiration. All of us whose lives have been 
touched by Ingram view him with deep personal affection and great profes- 
sional admiration. 
PH.D. STUDENTS 
1. R. N. P. Bhargava, 1962. 
2. L. J. Gleser, 1963. 
3. J. B. Selliah, 1964. 
4. S. j. Press, 1964. 
5. M. L. Eaton, 1966. 
6. M. D. Perlman, 1967. 
7. H. Nanda, 1967. 
8. T. W. F. Stroud, 1968. 
9. M. Sylvan, 1969. 
10. S. Arnold, 1970. 
11. A. Sampson, 1970. 
12. J. E. Lockley, 1970. 
13. W. Zwirner, 1970. 
14. D. Y. Kim, 1971. 
15. V. Thanyamanta, 1974. 
16. J. L. Tomsky, 1974. 
17. T. H. Szatrowski, 1976. 
18. M. Viana, 1978. 
19. T. Perl, 1979. 
20. L. Brower, 1979. 
21. D. Conway, 1979. 
22. L. Hedges, 1980. 
23. J. Verducci, 1982. 
24. J. Ekstrand, 1983. 
25. D. K. Ahn, 1983. 
26. M. Huh, 1984. 
27. W. Bricken, 1986. 
28. E. Holmgren, 1989. 
LEON J. GLESER ET AL. 
BIBLIOGRAPHY 
Books 
1 A Guide to Probability and Applications (with C. Derman and L. J. 
Gleser), Holt, Rinehart and Winston, New York, 1973. 
2 Selecting and Ordering Populations: A New Statistical Methodology 
(with J. D. Gibbons and M Sobel), Wiley, New York, 1977. 
3 Theory of Majorization and Its Applications (with A. W. Marshall), (a) 
Academic, New York, 1979; (b) translated into Russian by G. P. Gavrilov, 
V. M. Kruzlov, and V. G. Mirantsev, MIR, Moscow, 1983. 
4 Probability Models and Applications (with L. Gleser and C. Derman), 
Macmillan, New York, 1980. 
5 Statistical Methods for Meta-analysis (with L. V. Hedges), Academic, 
New York, 1985. 
Books Edited 
1 Contributions to Probability andStatistics, a volume dedicated to Harold 
Hotelling (I. Olkin, S. G. Ghurye, W. Hoeffding, W. G. Madow, and 
H. B. Mann, Eds.), Stanford U.P., Stanford, Calif., 1960. 
2 Annals of Mathematical Statistics Index, under the editorship of J. Arthur 
Greenwood, Ingrain Olkin, and I. Richard Savage, 1962. 
3 Incomplete Data in Sample Surveys, Vol. 1, Report and Case Studies 
(W. G. Madow, H. Nisselson, and I. Olkin, Eds.), Academic, New York, 
1983. 
4 Incomplete Data in Sample Surveys, Vol. 2, Theory and Bibliographies 
(W. G. Madow, I. Olkin, and D. B. Rubin, Eds.), Academic, New York, 
1983. 
5 Incomplete Data in Sample Surveys, Vol. 3, Proceeding of the Symposium 
(W. G. Madow, and I. Olkin, Eds.), Academic, New York, 1983. 
6 Jack Carl Kiefer, Collected Papers, Vols. I, II, III, (L. D. Brown, I. Olkin, 
J. Sacks, and H. P. Wynn, Eds.), 1985. 
7 Inequalities in Statistics and Probability (Y. L. Tong, Ed., with the 
cooperation of I. Olkin, M. D. Perlman, F. Proschan, and C. R. Rao), IMS 
Lecture Notes Monograph Ser. 5, Inst. of Mathematical Statistics, Hay- 
ward, Calif., 1986. 
Translations 
Linnik, Ju. v. 1993. Linear forms and statistical criteria, I, Ukra~n. Mat. Zh. 
5:207-243, translated jointly with M. Gourary and B. Hannan, in Selected 
BIOGRAPHY OF INGRAM OLKIN 7 
Translations in Mathematical Statistics and Probability, Vol. 3, Amer. 
Math. Soc., pp. 1-40. 
Azlarov, T. A. and Volodin, N. A. Problems Associated with the Exponential 
Distribution, translated by Margaret Stein and edited by Ingrain Olkin, 
Springer-Verlag, New York. 
Book Reviews 
1 Review with S. G. Ghurye and P. Diaconis, Characterization Problems in 
Mathematical Statistics by A. M. Kagan, Yu. V. Linnik, and C. Radha- 
krishna Rao ~translated from the Russian by B. Rachandran), Wiley, Ann. 
Math. Statist. 5:583-592 (1977). 
2 Analysis, reanalyses, and meta-analysis, review with L. V. Hedges, Meta- 
Analysis in Social Research by G. V. Glass, B. McGaw, and M. L. Smith, 
Contemp. Education Rev., 1:157-165 (1982). 
3 Meta analysis: A review and a new view, review with L. V. Hedges, 
Educational Researcher 15:14-21 (1985). 
Articles 
1 The Jaeobians of certain matrix transformations u eful in multivariate 
analysis (with Walter Deemer, Jr.), Biometrika 38:345-367 (1951). 
2 Properties and factorizations of matrices defined by the operation of 
pseudo-transposition (with Leo Katz), Duke Math. J., 20:331-337 
(1953). 
3 Note on "The Jacobians of certain matrix transformations u eful in 
multivariate analysis," Biometrika 40:43-46 (1953). 
4 On multivariate distribution theory (with S. N. Roy), Ann. Math. 
Statist. 25:329-339 (1954). 
5 Unbiased estimation of certain correlation coefficients (with John W. 
Pratt), Ann. Math. Statist. 29:201-211 (1958). 
6 On a multivariate Tchebycheff inequality (with John W. Pratt), Ann. 
Math. Statist. 29:226-234 (1958). 
7 Multivariate ratio estimation for finite populations, Biometrika 
45:54-165 (1958). 
8 An inequality satisfied by the gamma function, Skand Akt. 41:37-39 
(1958). 
9 On inequalities of Szeg5 and Bellman, Proc. Nat. Acad. Sci. 
45:230-231 (1959). 
10 A class of integral identities with matrix argument, Duke. Math. J. 
26:207-213 (1959). 
8 LEON J. GLESER ET AL. 
11 Inequalities for the norms of compound matrices, Arch. Math. (Basel) 
10:241-242 (1959). 
12 Extrema of quadratic forms with applications to statistics (with K. A. 
Bush), Bionustrika 46:483-486; Corrigenda, 48:474-475 (1959). 
13 A bivariate Chebyshev inequality for symmetric onvex polygons (with 
Albert W. Marshall), in Hotelling Volume (I. Olkin, S. G. Ghurye, W. 
Hoeffding, W. Madow, and H. Mann, Eds.), Stanford U.P., 1960, pp. 
299-308. 
14 A one-sided inequality of the Chebyshev type (with Albert W. Marshall), 
Ann. Math. Statist. 31:488-491 (1960). 
15 Multivariate Chebyshev inequalities (with Albert W. Marshall), Ann. 
Math. Statist. 31:1001-1014 (1960). 
16 Extrema of functions of a real symmetric matrix in terms of eigenvalues 
(with K. A. Bush), Duke Math. J. 28:143-152 (1961). 
17 Multivariate correlation models with mixed discrete and continuous 
variables (with R. F. Tate), Ann. Math. Statist. 32:448-465 (1961). 
18 Game theoretic proof that Chebyshev inequalities are sharp (with 
Albert W. Marshall), Pacific J. Math. 11:1421-1429 (1961). 
19 A characterization f tile multivariate normal distribution (with S. G. 
Ghurye), Ann. Math. Statist. 33:533-541 (1962). 
20 A characterization f the Wishart distribution (with Herman Rubin), 
Ann. Math. Statist. 33:1272-1280 (1962). 
21 Reliability testing and estimation for single and multiple enviromnents 
(with S. K. Einbinder), in Proceedings of the Seventh Conference on the 
Design of Experiments in Army Research Development and Testing, 
Report 62-2, 1962, pp. 261-291. 
22 Evaluation of performance reliability (with S. K. Einbinder), in Pro- 
ceedings of the Eight Conference in the Design of Experinwnts' in Army 
Research Development and Testing, Report 63-2, 1962, pp. 473-501. 
23 Multivariate beta distributions and independence properties of the 
Wishart distribution (with Herman Rubin), Ann. Math. Statist. 
35:261-269 (1964). 
24 Inclusion theorems for eigenvalues from probability inequalities (with 
Albert W. Marshall), Numer. Math. 6:98-102 (1964). 
25 Reversal of the Lyapunov, HSlder, and Minkowski inequalities and 
other extensions of the Kantorovich inequality (with Albert W. Mar- 
shall), J. Math. Anal. Appl. 8:503-514 (1964). 
26 Norms and inequalities for condition numbers (with Albert W. Mar- 
shall), Pacific j. Math. 15:241-247 (1965). 
27 On the bias of characteristic roots of a random matrix (with T. Caconl- 
los), Biometrika 52:87-94 (1965). 
28 Integral expressions for tail probabilities of the multinomial and nega- 
BIOGRAPHY OF INGRAM OLKIN 9 
tive multinomial distributions (with M. Sobel), Biometrika 52:167-179 
(1965). 
29 A K-sample regression model covariance (with L. J. Gleser), Proceed- 
ings of the International Symposium in Multivariate Analysis (P. R. 
Krishnaiah, Ed.), Academic, 1966, pp. 59-72. 
30 Correlations revisited, in Proceedings of the Symposium on Educational 
Research: Improving Experimental Design of Statistical Analysis (J. 
Stanley, Ed.), Rand McNally, 1966, pp. 102-156. 
31 Monotonicity of ratios of means and other applications of majorization 
(with A. W. Marshall and F. Proschan), in Proceedings of the Sympo- 
sium on Inequalities (O. Shisha, Ed.), Academic, 1967, pp. 177-190. 
32 A multivariate exponential distribution (with A. W. Marshall), J. Amer. 
Statist. Assoc. 62:30-44 (1967). 
33 A generalized bivariate xponential distribution (with A. W. Marshall), 
J. Appl. Probab. 4:291-302 (1967). 
34 A general approach to some screening and classification problems, with 
discussion (with A. W. Marshall), J. Roy. Statist. Soc. Ser. B, 1968, pp. 
407-433. 
35 Sealing of matrices to achieve specified row and column sums (with 
A. W. Marshall), Numer. Math. 12:83-90 (1968). 
36 Testing for equality of means, equality of variances and equality of 
covariances under restrictions upon the parameter space (with L. J. 
Gleser), Ann. Inst. Statist. Math. 21:33-48 (1969). 
37 Testing and estimation for a circular stationary model (with S. J. Press), 
Ann. Math. Statist. 40:1358-1373 (1969). 
38 Approximate confidence regions for constraint parameters (with A. 
Madansky), in Proceedings of the Second International Symposium in 
Multivariate Analysis (P. R. Krishnaiah, Ed.), Academic, 1969, pp. 
261-268. 
39 Unbiased estimation of some multivariate probability densities and 
related functions (with S. G. Ghurye), Ann. Math. Statist. 
40:1261-1271 ( 969). 
40 Norms and inequalities for condition numbers, II, Linear Algebra 
Appl. 2:167-172 (1969). 
41 An extension of Wilks' test for the equality of means (with S. S. 
Shrikhande), Ann. Math. Statist. 41:683-687 (1970). 
42 Linear models in multivariate analysis (with L. J. Gleser), in S. N. Roy 
Memorial Volume (R. C. Bose, I. M. Chakravarti, P. C Mahalanobis, 
C. R. Rao, and K. J. c. Smith, Eds.), Univ. of North Carolina Press, 
1970, pp. 267-292. 
43 Chebyshev bounds for risks and error probabilities in some classifica- 
tion problems (with A. W. Marshall), in Proceedings of the Interna- 
10 LEON J. CLESER ET AL. 
tional Symposium on Nonparametric Analysis (M. Puri, Ed.), Cam- 
bridge U.P., 1970, pp. 465-477. 
44 A minimum-distance interpretation of limited information estimation 
(with A.'S. Goldberger), Econometrica 39:635-639 (1971). 
45 Estimation and testing for difference in magnitude or displacement in
the mean vectors of two multivariate normal populations (with C. H. 
Kraft and C. Van Eeden), Ann. Math. Statist. 43:455-467 (1972). 
46 Jacobians of matrix transformations and induced functional equations 
(with A. R. Sampson), Linear Algebra Appl. 5:257-276 (1972). 
47 Applications of the Cauchy-Schwarz inequality to some extremal prob- 
lems (with M. L. Eaton)t~in proceedings of the Symposium on Inequali- 
ties III,(0. Shisha, Ed.) r, Academic, 1972, pp. 83-91. 
48 Monotonicity properties of Dirichlet integrals with applications to the 
multinomial distribution and the analysis of variance, Biometrika 
59:303-307 (1972). 
49 Estimation for a regression model with an unknown covariance matrix 
(with L. J. Gleser), in Proceedings of the Sixth Berkeley Symposium on 
Mathematical Statistics and Probability, Vol. I, Univ. of California 
Press, 1972, pp. 541-568. 
50 Inequalities on the probability content of convex regions for elliptically 
contoured istributions (with S. Das Gupta, M. L. Eaton, M. Perhnan, 
L. J. Savage, and M. Sobel), in Proceedings of the Sixth Berkeley 
Symposium on Mathematical Statistics' and Probability, Vol. III, Univ. 
of California Press, 1972, pp. 241-265. 
51 Norms and inequalities for condition numbers, III (with A. W. Mar- 
shall), Linear Algebra Appl. 7:291-300 (1973). 
52 Testing and estimation for strnctures which are circularly symmetric in 
blocks, in Proceedings of the Symposium on Multivariate Analysis, 
Dalhousie, Nova Scotia, 1973, pp. 183-195. 
53 Multivariate statistical inference under marginal structure, I (with L. J. 
Gleser), British J. Math. Statist. Psych. 26:98-123 (1973). 
54 Identically distributed linear forms and the normal distribution (with 
S. G. Ghurye), Adv. Appl. Probab. 5:138-152 (1973). 
55 Inference for a normal population when the parameters exhibit some 
structure, in Reliability and Bio,~wtry: Statistical Analysis of Lifelength 
(F. Proschan and R. J. Serfling, Eds.), SIAM, 1974, pp. 759-773. 
56 Majorization in multivariate distributions (with A. W. Marshall), Ann. 
Statist. 2:1189-1200 (1974). 
57 A note on Box's general method of approximation fbr the null distribu- 
tions of likelihood criteria (with L. J. Gleser), Ann. Inst. Statist. Math. 
27:319-326 (1975). 
58 Multivariate statistical inference under marginal structure, II (with L. J. 
Gleser), in A Survey of Statistical Design and Linear ModeLs' (J. N. 
BIOGRAPHY OF INGRAM OLKIN 11 
Srivastava, Ed.), North-Holland, 1975, pp. 165-179. 
59 Asymptotic distribution of fimctions of a correlation matrix (with M. 
Siotani), in Essays in Probability and Statistics (S. Ikeda, Ed.), Shinko 
Tsusho, Tokyo, 1976, pp. 235-251. 
60 Estimating covariances in a multivariate normal distribution (with J. B. 
Selliah), in Statistical Decision Theory and Related Topics, II (S. S. 
Gupta, Ed.), Academic, 1977, pp. 313-326. 
61 Correlation analysis when some variances and covariances are known 
(with M. Sylvan), in Multivariate Analysis, IV (P. R. Krishnaiah, Ed.), 
North-Holland, 1977, pp. 175-191. 
62 A study of X chromosome linkage with field dependence and spatial 
visualization (with D. R. Goodenough, E. Gandini, L. Pizzamiglio, D.
Thayer, and H. A. Witkin), Behavior Genetics, 7:373-387 (1977). 
63 Characterization problems in mathematical statistics (with S. G. Ghurye 
and P. Diaconis), Ann. Math. Statist. 5:583-592 (1977). 
64 An extremal problem for positive definite matrices (with T. W. Ander- 
son), Linear and Multilinear Algebra 6:257-262 (1978). 
65 Baseball competitions--are enough games played? (with J. D. Gibbons 
and M. Sobel), Amer. Statist. 32:89-95 (1978). 
66 Admissible and minimax estimation for the multinomial distribution 
and for k independent binomial distribution (with M. Sobel), Ann. 
Statist. 7:284-290 (1979). 
67 A subset selection technique for scoring items on a multiple choice test 
(with J. D. Gibbons and M. Sobel), Psychometrika 44:259-270 (1979). 
68 Matrix extensions of Liouville-Dirichlet type integrals, Linear Algebra 
Appl. 28:155-160. 
69 An introduction to ranking and selection (with J. D. Gibbons and M. 
Sobel), Araer. Statist. 33:185-195 (1979). 
70 Vote-counting methods in research synthesis (with L. V. Hedges), 
Psychol. Bull. 88:359-369 (1980). 
71 Unbiasedness of invariant tests for MANOVA and other multivariate 
problems (with M. Perlman), Ann. Statist. 8:1326-1341 ( 981). 
72 A new class of multivariate tests based on the union-intersection 
principle (with J. L. Tomsky), Ann. Statist. 8:792-802 (1981). 
73 Entropy of the sum of independent Bernoulli random variables and of 
the multinomial distribution (with L. A. Shepp), in Contributions to 
Probability (J. Gani and V. K. Rohatgi, Eds.), Academic, New York, 
1981, pp. 201-206. 
74 A comparison of n-estimators for the binomial distribution (with J. 
Petkau and J. Zidek), j. Amer. Statist. Assoc. 76:637-642 (1981). 
75 The asymptotic distribution of commonality components (with L. V. 
Hedges), Psychometrika 46:331-336 (1981). 
76 Maximum likelihood estimation in a two-way analysis of variance with 
12 LEON J. GLESER ET AL. 
correlated errors in one classification (with M. Vaeth), Biometrika 
68:653-660 (1981). 
77 Range restrictions for product-moment correlation matrices, Psycho- 
metrika 46:469-472 (1981). 
78 A model for aerial surveillance of moving objeets when errors of 
observation are multivariate normal (with S. Saunders), in Statistics and 
Probability: Essays in Honor of C. R. Rao (G. B. Kallianpur, P. R. 
Krishnaiah, and J. K. Ghosh, Eds.), North-Holland, Amsterdam, 1982, 
pp. 519-529. 
79 The distance between two random vectors with given dispersion matri- 
ces (with F. Pukelsheim), Linear Algebra Appl. 48:257-263 (1982). 
80 Bounds for a k-fold integral for location and scale parameter models 
with applications to statistical ranking and selection problems (with M. 
Sobel and Y. L. Tong), in Statistical Decision Theo~ d and Related 
Topics, III (S. S. Gupta, Ed.), Academic, 1982, pp. 193-221. 
81 A sampling procedure and public policy (with G. J. Lieberman and F. 
Riddle), Naval Res. Logist. Quart. 29:659-666 (1983). 
82 A convexity proof of Hadamard's inequality (with A. W. Marshall), 
Amer. Math. Monthly 89:687-688 (1982). 
83 Analyses, reanalyses, & recta-analysis (with Larry V. Hedges), Contemp. 
Education Rev. 1:157-165 (1982). 
84 Domains of attraction of multivariate xtreme valne distributions (with 
A. W. Marshall), Ann. Probab. 11:168-177. 
85 Regression models in research synthesis (with L. V. Hedges), Amer. 
Statist. 37:137-140 (1983). 
86 Clustering estimates of effect magnitude from independent studies 
(with L. V. Hedges), Psychol. Bull. 93:563-573 (1983). 
87 Inequalities via majorization--an i troduction (with A. W. Marshall), in 
General Inequalities 3 (E. F. Beekenbach and W. Walter, Eds.), 
Birkh:duser, Basel, 1983, pp. 165-187. 
88 Adjusting p-values to account for selection over dichotomies (with G. 
Sharer), J. Amer. Statist. Assoc. 78:674-678 (1983). 
89 An ineqnality for a sum of forms, Linear Algebra App1. 52/53:529-532 
(1983). 
90 Generating correlation matrices (with G. Marsaglia), SIAM J. Sci. 
Statist. Comput. 5:470-475 (1983). 
91 Joint distribution of some indices based on correlation coefficients (with 
L. V. Hedges), in Studies in Econometrics, Time Series, and Multivari- 
ate Statistics (S. Karlin, T. Amemiya, and L. A. Goodman, Eds.), 
Academic, 1983, pp. 437-454. 
92 Academic statisties: Growth change and federal support (with D. S. 
Moore), Amer. Statist. 38:1-7 (1984). 
93 Multidirectional analysis of extreme windspeed ata (with E. Simiu, 
BIOGRAPHY OF INGRAM OLKIN 13 
E. M. Hendriekson, W. A. Nolan, and C. H. Spiegelman), in Engineer- 
ing Mechanics" in Civil Engineering, Vol. 2 (A. F. Boresi and K. P. 
Chong, Eds.), Amer. Soc. Civil Engrs., New York, 1984, pp. 1196-1199. 
94 Nonparametric estimators of effect size in meta-analysis (with L. V. 
Hedges), Psychol. Bull. 96:573-580 (1984). 
95 Estimating a constant of proportionality for exchangeable random vari- 
ables (with I. Guttman), in Design of Experiments', Ranking and 
Selection (T. J. Santner and A. C. Tamhane, Eds.), Marcel Dekker, 
New York, 1984, pp. 279-285. 
96 A probabilistie proof of a theorem of Schur, Amer. Math. Monthly 
92:50-51 (1985). 
97 A family of bivariate distributions generated by the bivariate Bernoulli 
distribution (with A. W. Marshall), J. Amer. Statist. Assoc. 80:332-338 
(1985). 
98 Meta analysis: A review and a new view (with L. V. Hedges), Educa- 
tional Researcher 15:14-21 (1985). 
99 Estimating the Cholesky decomposition, Linear Algebra Appl. 
67:201-205 (1985). 
100 Statistical inference for constants of proportionality (with I. Guttman 
and D. Y. Kim), in Multivariate Analysis--VI (P. R. Krishnaiah, Ed.), 
Elsevier Science, New York, 1985, pp. 257-280. 
101 Multivariate xponential distributions, Marshall-Olkin(with A. W. Mar- 
shall), in Encyclopedia ~f Statistical Sciences, Vol. 6, (S. Kotz and' N. L. 
Johnson, Eds.), Wiley, New York, 1985, pp. 59-62. 
102 Maximum-likelihood estimation of the parameters of a multivariate 
normal distribution (with T. W. Anderson), Linear Algebra Appl. 
70:147-171 (1985). 
103 Inequalities for the trace function (with A. W. Marshall), Aequationes 
Math. 29:36-39 (1985). 
104 Maximum likelihood estimators and likelihood ratio criteria in multi- 
variate normal distribution (with B. M. Anderson and T. W. Anderson), 
Ann. Statist. 14:405-417 (1986). 
105 Statistical inference for the overlap hypothesis (with L. V. Hedges), in 
Foundations ~f Statistical Inference, Adv. Statist. Sci. 2 (I. B. MacNeill 
and G. J. Umphrey, Eds.), Reidel, Dordrecht, 1987. 
106 A semi-parametric approach to density estimation (with C. Spiegehnan), 
J. Amer. Statist. Assoc. 82:858-865 (1987). 
107 Best invariant estimators of a Cholesky decomposition (with M. L. 
Eaton), Ann. Statist. 15:1639-1650 (1987). 
108 A conversation with Morris Hansen, Statist. Sci. 2:162-179 (1987). 
109 Generation of random orthogonal matrices (with T. W. Anderson and 
L. Underhill), SIAM J. Sci. Statist. Comput. 8:625-629 (1987). 
110 A conversation with Albert H. Bowker, Statist. Sci. 2:472-483 (1987). 
14 LEON J. GLESER ET AL. 
111 A model for interlaboratory differences (with M. Sobel), in Advances 
in Multivariate Statistical Analysis (A. K. Gupta, Ed.), Reidel, Dor- 
drecht, 1987, pp. 303-314. 
112 Peakedness in multivariate distributions (with Y. L. Tong), in Statistical 
Decision Theory and Belated Topics, IV (S. S. Gupta and J. o. Berger, 
Eds.), Springer-Verlag, New York, 1988, pp. 373-387. 
113 Families of nmltivariate distributions (with A. W. Marshall), J. Amer. 
Statist. Assoc. 83:834-841 (1988). 
114 Retention or attrition models (with I. Guttman), J. Educational Statist. 
14:1-20 (1989). 
115 A conversation with Maurice Bartlett, Statist. Sci. 4:151-163 (1989). 
116 Matrix properties of an interbattery factor analytic model (with H. 
Nanda), Linear Algebra Appl. 127:617-630 (1990). 
117 Interface between statistics and linear algebra, Proc. Sympos. Appl. 
Math. 40:233-256 (1990). 
118 inequalities for predictive ratios and posterior variances in natural 
exponential families (with J. B. Kandane and M. Scarsini), J. Multivari- 
ate Anal. 33:275-285 (1990). 
119 Matrix versions of the Cauehy and Kantoro~ich inequalities (with A. 
Marshall), Aequationes Math. 40:89-93 (1990). 
120 Testing correlated correlations (with J. Finn), Psychol. Bull. 
108(2):330-333 (1990). 
1"21 Bivariate distributions generated from Pdlya-Eggenberger u n models 
(with A. W. Marshall), J. Multivariate Anal. 35:48-65 (1990). 
122 History and goals of meta-analysis, in The Future of Meta-analffsis 
(M. Straf, Ed.), Russell Sage Foundation, 1990, Chapter 1, pp. 1-10. 
123 Multivariate distributions generated from mixtures of convolution and 
product families (with A. W. Marshall), in Tol)ics in Statistical Depen- 
dence (H. W. Block, A. R. Sampson, and T. Savits, Eds.), IMS Lecture 
Notes Monograph Ser. 16, Inst. of Mathematical Statistics, Hayward, 
Calif., 1990, pp. 371-393. 
124 Comparison of simulation methods in the estimation of the ordered 
characteristic roots of a random covariance matrix (with V. Luzar), in 
Statistical Multiple Integration (N. Flournoy and R. K. Tsutakawa, 
Eds.), Contemp. Math. 115, Amer. Math. Sot., Providence, 1991, pp. 
189-202. 
125 A nuinerical procedure for finding the positive define matrix closest o 
a patterned matrix (with Hui Hu), Statist. Probab. Lett. 12:511-515 
(1991). 
126 A conversation with W. Allen Wallis, Statist. Sci. 6:121-140 (1991). 
127 Concentration curves (with S. Yitzhaki), in Stochastic Orders' and 
Decision under Bisk (K. Mosler and M. Searsini, Eds.), IM8 Lecture 
BIOGRAPHY OF INGRAM OLKIN 15 
Notes Monograph Ser. 19, Inst. of Mathematical Statistics, Hayward, 
Calif., 1991, pp. 380-392. 
128 Functional equations for multivariate distributions (with Albert W. 
Marshall), J. Multivariate Anal. 39:209-215 (1991). 
129 Gini regression analysis (with S. Yitzhaki), Internat. Statist. Rev. 
60:185-196 (1992). 
130 A matrix formulation on how deviant an observation can be, Amer. 
Statist. 46:205-209 (1992). 
131 Reconcilable differences: Gleaning insight from conflicting scientific 
studies, The Sciences, July-Aug. 1992, pp. 30-36. 
132 Numerical aspects in estimating the parameters of a mixture or normal 
distributions (with M. Evans and I. Guttman), J. Comput. Graphical 
Statist. 1:351-365 (1992). 
133 Maximum likelihood characterization f distributions (with Albert W. 
Marshall), Statist. Sinica 3:157-171 (1993). 
134 Maximum submatrix traces for positive definite matrices (with S. T. 
Rachev), SIAM J. Matrix Anal. Appl. 14:390-397 (1993). 
135 A conversation with Churchill Eisenhart, Statist. Sci. 7:512-530 (1993). 
136 Multivariate assessment of computer-analyzed corneal topographers 
(with M. A. G. Viana and T. T. McMahon), J. Opt. Soc. Amer. A 
10(8):1826-1834 (1993). 
137 Positive dependence of a class of multivariate xponential distributions 
(with Y. Tong), SlAM J. Matrix Anal. Appl., to appear. 
138 Bivariate life distributions from P61ya's urn model for contagion (with 
A. W. Marshall), J. Appl. Probab., to appear. 
139 Functional equations for multivariate exponential distributions (with 
A. W, Marshall), J. Appl. Probab., to appear. 
140 On making the shortlist for the selection of candidates (with M. 
Stephens), Internat. Statist. Rev. 61. 
141 Distributions with given marginals subject o certain constraints (with 
S. T. Rachev), to appear. 
142 Modeling interlaboratory differences (with I. Guttman), to appear. 
143 Interface between statistics and linear algebra II, to appear. 
144 A robust procedure for combining p-values in integrative research 
(with H. Saner), to appear. 
145 Models for estimating the fail-safe number in the file drawer problem 
(with L. J. Gleser), to appear. 
