Abstract-Today, railway actors (including passengers and crew members) obtain information by actively hunting for relevant data in various places -manually linking their personal profile with public transportation time tables, floor plans from railway and underground stations, weather forecasts, etc. Despite the availability of a variety of travel-related data sources, accurate delivery of relevant, timely information to these railway actors is still inadequate. This paper presents a solution to the abovementioned problem in the form of a scalable software framework that is able to interface with any type of (open) data. The framework aggregates a variety of data sources to create tailor-made knowledge, tuned to the dynamic profiles of railway users. The needs of these railway users were extracted using novel user experience techniques in order to determine the requirements of this framework. The resulting OSGi-based framework architecture is two-layered. Core functionality, including predefined load balancing strategies, is implemented in the generic base layer, on top of which a use case specific layerthat is able to cope with the specifics of the railway environment -is built. Data entering the framework is intelligently processed and the result is made available to railway vehicles and mobile devices through REST endpoints.
I. INTRODUCTION
Today more than ever, public transportation operators are aware of the fact that investing in a passenger-focused approach is important. Moreover, meeting passengers' public transportation needs is acknowledged as a central goal in a 2011 transport roadmap of the European Commission. Research has shown that acting on issues important to passengers, such as reducing noise in a train or providing WiFi, does indeed enrich the customer experience [1] . At the same time, due to the current information-centric nature of society, passengers expect public transportation to be more and more socially augmented, as is their virtual world. In addition, recent ICT developments present opportunities to meet passengers' (rising) expectations.
As a result, the amount of available mobile travel applications offering travel information to passengers has grown exponentially [2] . Contemporary mobile applications, such as the travel information apps provided by European railway companies like NMBS, NS, Deutsche Bahn, National Rail and SNCF, mostly offer real time train information (RTTI) about arrival and departure times and ticketing services. Many mobile RTTI applications are mostly contextspecific, single-purpose applications that provide a solution to a particular problem or requirement. However, according to ORR, the (British) Office of Rail Regulation, passengers want to receive live information and they want it at their fingertips [3] . According to the Danish Rail operator DSB for instance, a delay is often not experienced as being problematic, as long as passengers are assisted and know how long they will have to wait, how they could move on from the next station, whether there is still time to grab a coffee, etc. Access to RTTI positively changes passengers' perception and experience of the quality of the public transportation service.
Unfortunately, RTTI as it is currently offered to passengers is still mostly passive (passengers have to actively search for the information they need), based on a single source (i.e. the data base of the train operator) and largely not tailored to the (dynamic) needs of the individual passenger, making it difficult to find relevant information when needed. As such, passengers expect travel information to become more context-aware, more personalized and more social. Another fundamental, yet often unapparent, requirement of RTTI is its reliability in order for the public to be able to confidently use the information available. The full potential of (open) data for railway travel has clearly not been fully materialized yet [3] .
The problems related to RTTI discussed above, together with changing passenger expectations form an interesting gap in the passenger experience that the software framework presented in this paper aims to tackle. Since this software framework was developed in the research project TraPIST 1 , we will refer to this framework as the TraPIST framework (or simply TraPIST) in the remainder of this paper.
The approach taken by the TraPIST framework differs from existing travel applications in many ways. First of all, passengers don't need to actively search for the information they need anymore. Instead, this information is at their fingertips all the time. Second, the information that they need is offered to them when they actually need it (e.g. information about alternative connecting trains only become relevant at the moment a passenger is likely to miss his/her intended connecting train). Third, the way the information is offered is highly personal and adapted to the context of the passenger (e.g. his/her travel goal, destination, activities, company…). Another way in which our solution differs from existing travel applications is the fact that it is based on multiple data sources. As it is not only practical travel information (e.g. from the train operator's database) that is relevant for passengers, TraPIST aims to combine several (existing) sources of data to offer passengers the most interesting and relevant information, including publicly available (open) data sources.
The remainder of this paper is organized as follows: Section II discusses the use cases that our solution wishes to cover. From these use cases, Section III derives the requirements for the architecture of the TraPIST framework, which is presented in Section IV. A proof-of-concept implementation of our multi-source data processing solution for passenger information on board railway vehicles is discussed in Section V. Finally, we conclude this paper in Section VI.
II. FRAMEWORK USE CASES
The goal of the TraPIST software framework is to provide an end-to-end solution for processing data from multiple sources into useful information that can be provided to a wide range of passenger applications. Fig. 1 shows an overview of how this framework is envisioned conceptually.
High volumes of heterogeneous data are transformed by the framework into (digested) information by passing the data through a number of reasoning components involved with near real-time data consolidation and the dynamic profiling of passengers.
In the following subsections we describe a number of use cases for the software framework that are essential in order to achieve the TraPIST goal. For the sake of clarity and ease of reference, the use cases are split up according to the involved actors: content providers, developers, system administrators, devices running the TraPIST framework and finally information consumers. Also note that the presented use cases are not intended as a complete definition of what features the 1 The acronym TraPIST stands for Train Passenger Interfaces for Smart Travel [4] TraPIST software supports, but rather as a set of scenarios by which the resulting proof of concept can be evaluated.
A. Content Provider
A content provider can be any instance that inputs data into the system, either actively or passively. This can be an external instance (e.g. the framework using the news feed of a paper) or an internal instance (e.g. a train equipped with the framework is posting its GPS data to all participating devices). Two of the use cases apply to a content provider. (1) Provide access to data: a content provider makes a data source available to the framework and supplies (developers with the necessary information to implement) a module that allows the framework to extract data from this source. (2) Push new data: a content provider actively pushes new data into the system using the framework API.
B. Developer and System Administrator
In the context of TraPIST, developers are employed to expand upon the original system, offering additional functionality in packaged modules to the framework. The administrator role extends from the typical responsibilities such as managing the users and devices, to deciding which of the provided modules are actively deployed in the framework. This level of control is required as third party developers can also provide modules, but their contributions need to be validated before they are put into use. For a developer, we define the following use cases:
(1) Add input controllers: developers can implement additional input controller modules which allow the framework to extract data from new data source types. This use case is closely related with "Provide access to data" in Section A.
(2) Add reasoning components: developers can implement additional reasoning component modules or incorporate new knowledge descriptions (e.g. in the form of rules) which enable the framework to make new conclusions based on the input data in order to extract new information.
(3) Add information consumers: developers can implement information consumers which can be distributed and deployed by the framework. Information consumers can be any software component that uses the TraPIST framework to enhance the experience of the passengers, crew, etc. Typically, this will be For an administrator we define the following use cases:
(1) Manages devices: administrators are responsible for setting up new framework devices and to review the status of existing ones. Registered devices can run the reasoning modules available in the framework. The framework must facilitate administrators in performing these tasks.
(2) Manages modules: administrators must authorize modules before they can be deployed and installed. They also need to be able to revoke this authorization at a later time.
(3) Manages users: administrators are responsible for the management of users and roles and the assignation of the required user rights.
C. System Device and Information Consumer
A system device can be any device that is equipped with the TraPIST framework and participates in the overall system. An information consumer is a piece of software that is dependent on the TraPIST framework, this can include Android or iPhone apps running on the passenger's phone or native applications that drive the content being displayed on the train screens. Fig. 2 shows the use cases that apply to a system device and how these are related to those of the information consumer. For the system device, we define the following use cases:
(1) Accepts input: each system device must be able to accept input data in a uniform way, either through an API or by using input modules that can actively fetch data from a source.
(2) Hosts reasoning 3 modules: additional modules added by developers (such as reasoning components and on-board passenger service applications) and selected by an administrator can be hosted on each of the system devices.
(3) Provides information: each system device must support a mechanism allowing clients to retrieve specific bits of information. Clients can be passenger applications, but can also be other system devices that require information from their peers.
For the information consumers we define the following use cases:
(1) Receives information: an information consumer must be able to receive/retrieve the required information in a uniform way. The application or services are dependent on a connected system device to support this use case, and TraPIST must support developers in interfacing with the device API.
(2) Generates data: an information consumer can also produce data that can be relevant to the operation of the framework, such as user preferences and user feedback. This data can enter the framework through any of the available system devices. Note that the inner workings and logic performed by an information consumer application or service is out of the scope of the framework.
III. FRAMEWORK REQUIREMENTS
In this section we describe the requirements that can be identified from the use cases presented in Section II. The requirements can be split into two categories: functional requirements and non-functional requirements, the so called quality attributes of the system.
A. Functional Requirements 1) Generic Data Input Module
The framework will interface with a wide range of data sources, some of these will be periodically queried for new information by the framework itself, while other sources will want to actively push new information to the framework using its API. A generic data input module is thus required that offers an elegant solution to handle taking input from any possible data source and to convert this data into something the framework can work with. This is commonly referred to as the "Data Integration" challenge [5] .
2) Modular Reasoning Engine
A large number of datasets will be available to the framework at any time, so some kind of reasoning is required to extract valuable information from this data. However, as reasoning will be performed for topics that can vary in scope, the decision was made that multiple modules, that each perform a certain aspect of reasoning, will be needed. Some of these reasoning modules will make decisions in near real-time based on up-to-date data that is being streamed to the framework, while other modules will periodically generate new information based on historical data. This modular approach also allows us to easily add new functionality when the need arises. A modular reasoning engine thus enables us to modularize the reasoning aspect of the framework and will coordinate the routing of the data between the various modules. Finally, the engine must support running of 3rd party reasoning components without putting the framework's core operators at risk.
3) Information Service
Data is inputted in the system and we will have several reasoning modules in place to extract valuable information from this data. It is essential that the framework can expose this generated information to the interested parties (e.g. passenger applications) in different ways: (1) Querying model for historic 
by actively querying our framework API. (2) Notification/pub-sub mechanism for near real-time information. Some mechanism is required that allows for services or passenger applications to express the topics they are interested in to the framework. This allows the framework to take the initiative by notifying the necessary services or applications whenever new information becomes available that matches their field-of-interest.
B. Quality Attributes 1) Interoperability
Interoperability can be defined as the ability of a system or different systems to operate successfully by communicating and exchanging information with other external systems written and run by external parties. The TraPIST framework requires good interoperability with both a wide range of different data sources and with various passenger applications that will depend on the framework in order to receive filtered, enriched and up-to-date information.
2) Extensibility
Extensibility can be defined as the ability of a system to incorporate future growth on a functional level. Extensible systems are designed to support the addition of new features or modifications while minimizing the impact of these changes on the existing parts of the system. The TraPIST framework requires a high level of extensibility in order to be successful:
• The more data sources that can be supported, the more added-value information can potentially be provided to the end-user.
• When more data sources become available over time, it is only natural that the reasoning logic that processes this data will need to be extended as well.
• For some aspects, the framework will have to rely on modules developed by 3rd party developers. The framework will have to provide so called "hooks" where this applies, in order to give 3rd party developers the tools to extend upon existing functionality without compromising the overall system operations.
3) Scalability
Scalability is the ability of a system to either handle increases in load with little to no impact on the performance of the system, or the ability to be readily enlarged. The framework must be able to support a large amount of data sources while still being able to process this input in a relatively small period time. There is also the implicit user load that the framework needs to take into account. While we expect the framework to serve a whole range of information consumer applications or services, the potential user base for each of these consumers can be very large and the framework must support great numbers of users requesting information through the information consumers concurrently.
4) Usability
The usability of a system is determined by how easy it is for users to interact with it in order to achieve the desired goals. While the focus will clearly be on interoperability, extensibility and scalability; the framework aims to be clear and straightforward to use by applications developers.
IV. ARCHITECTURAL DESIGN
Now that the scope and general technical requirements for the framework have been defined, let us define the architecture of the TraPIST system.
A. Framework Layers
The high-level architecture of the TraPIST ecosystem is shown in Fig. 3 . First, we have an abstraction layer that is built on top of the operating system of the device on which the framework will be running. The goal of this module is to hide all the operating system specific details from the other framework modules, allowing these to run unmodified on all devices for which the abstraction layer can be implemented. As the framework is implemented in the Java programming language, system-independent development is achieved by using the Java Virtual Machine as abstraction layer. On top of the abstraction layer the core platform is built, consisting of a number of utility components that will facilitate the development of the actual TraPIST modules: input adapters and functional components.
Input adapters are needed that can convert data from multiple sources into a format that is compatible with the internal representation of the framework. A distinction can be made between data sources that will autonomously push new data into the framework (usually real-time data, e.g. GPS coordinates posted by a moving train) and data sources that will be queried by the framework itself (e.g. a Web service that can be used to retrieve route information).
The functional components are responsible for implementing the actual logic that will result into the features of the TraPIST framework targeted at providing a better traveling experience. Each such feature can be represented by a functional component that uses various input adapters, core platform components or even other functional components in order to transform unstructured, loose bits of data into useful information for the passenger. The functional components can deploy endpoints to a REST [6] API using the service layer, allowing TraPIST applications (on mobile devices, public screens, etc…) to communicate with the framework.
B. Architectural Overview
From the requirements discussed in the previous sections, it is clear that the TraPIST framework architecture should support a very wide range of possible use cases. The framework can only succeed in such a context when its design incorporates the aspects described in the sections below.
1) Data Representation
The data representation used by the framework must be highly flexible in order to support a wide range of use-cases, while retaining good developer usability and interoperability with existing solutions that input data. The corresponding data model should not be fixed to a predefined schema.
As the native object model for the dynamic scripting language Javascript, JSON 4 matches the requirement for a highly flexible representation. Thanks to its wide adoption in web technologies, JSON has good compatibility with all major programming languages and there is a high probability that most of the input sources for TraPIST will be able to return JSON. In this light it makes sense to use JSON as a uniform data representation throughout the framework.
To model the JSON format internally in an efficient way , the TraPIST framework uses the JsonNode object-hierarchy included in the Jackson JSON Processor library [8] in combination with a number of utility operations in the Json class to make the format easier to use.
2) Dynamic Module System
The framework should be designed for optimal modifiability. Ideally, it should support changes to be made at runtime, in order to avoid unnecessary downtimes of the system. For this reason we introduce a dynamic module system that can be used in combination with the service layer (see Section IV.B.3) to implement a highly adaptable system. We based the dynamic module system for TraPIST on the existing standard specification OSGi [9] , which is particularly well suited for the TraPIST framework.
3) Service Layer
The OSGi specification consists of a service model that provides a very good match with the envisioned TraPIST service layer (see Fig. 4 ). The service layer is one of the most important systems of the framework as it allows modules to communicate while retaining loose coupling, enabling functionality to be extended or replaced at runtime. It also provides the foundation for the dataflow system that is explained in the next section. For more information about the OSGi service model, we refer to [9] .
4) Dataflow System
The dataflow system is an abstraction on top of the service layer that greatly facilitates developers in implementing data oriented processes, which will be at the core of the various usecases that must be supported by TraPIST. Fig. 5 shows the three interfaces that define the components from which entire dataflow processes can be built.
• A producer specifies the generic interface for components that can make data available. It represents a pull-mechanism of communication in which the producer is queried whenever the data it provides is required in some part of the data flow.
• A consumer specifies the generic interface for components that can consume data. It represents a push-mechanism of communication in which the consumer can be actively called whenever up-todate content is available.
• Connectors are the links between producers and consumers in the data flow model. Each connector defines which producer and consumer instances will participate in the connection and provides the logic that allows the data to be captured from the producer-side and transformed into appropriate output that can be delivered to the target instances on the consumer-side.
Components of the connector-type can be activated periodically to perform certain tasks, e.g. a connector that enriches all stored places of interest with up-to-date weather information can be activated hourly. To support these connectors, the framework must integrate a scheduler. We use the Quartz library [10] to actually trigger the recurring tasks while a Connector Scheduler is responsible for the synchronization of schedulable connectors available from the service registry with the triggers that are enabled within the Quartz scheduler. Once a dataflow component is defined and all its properties are set, the framework needs to take this definition and translate it to an active instance of the component that can participate in the various dataflow chains. This process is called the materialization of the component.
5) Storage System
The framework storage system fully embraces the data representation as discussed in section IV.B.1) by using subtypes of JsonNode as the main argument and return types. For the proof of concept (see Section V) we chose to implement the storage service using MongoDB [11] as this technology uses a binary variant of JSON, both for storing data and as a query format for retrieving data. However, this implementation can easily be replaced by other NoSQL type of databases as our JSON representation can be mapped to any hierarchical key-value store.
6) Communication System
The TraPIST framework supports the standard specification JAX-RS [12] , allowing the automated generation of REST web services based on annotated services that are available in the framework. The principle is very similar to how connectors can be scheduled (see Section IV.B.4)): JAX-RS annotated services are added to the service registry. The annotations contain information about the REST service path and the available HTTP methods. A JAX-RS Bridge module connects with the service registry and is continually scanning for new annotated services. The JAX-RS Bridge then calls Apache Wink for each discovered service. Wink is a library that translates the annotated resources to HTTP servlets, which can be hosted in a servlet container [13] .
To facilitate calling the services provided in this way (or external REST services), a client utility library is provided by the framework that can be used to easily call REST services using a minimal amount of code. The client implementation is registered as a service with the service registry, allowing it to be accessed from any module. The client API allows expressing REST calls in a rather natural way, e.g. in order to post a JSON object to an example service, one can write the following statement: With both a way to easily expose REST services (serverside) and a way to fluently call and make use of these services, the framework provides all the features that are required of a basic communication system.
7) Load Manager System
The framework further provides a load manager system which facilitates dataflow component developers in adding robustness and scalability to their services, allowing use-cases to be implemented without introducing a lot of development overhead. For each registered service, the load manager will generate a proxy service that transparently captures all requests sent to the original service and redirects it to the service instance (running locally or remote) that is currently best suited to answer the request. This decision can be based on the number of requests for each instance, the mean response times, etc.
V. PROOF OF CONCEPT IMPLEMENTATION
A proof of concept implementation of the TraPIST framework architecture as described in Section IV has been successfully concluded. We succeeded in building a robust and modifiable framework by using OSGi as a foundation. The latter facilitates the addition of new functionality at any time, even when the system is operational and allows various layers of robustness to be added to the system by introducing the concept of service dynamics. This implies that components are no longer statically bound, but rely on each other through services for which the behavior in case of service failure (e.g. in the event of system or network failures) can be explicitly be defined. 6 shows a screenshot of an on-board display application powered by the TraPIST framework. The application depicts context-aware travel connections for passengers on board the train, i.e., relevant information about multi-modal connecting services at the next calling point of the train. In order to obtain this relevant information, a dataflow was implemented on the TraPIST framework using the dataflow system described in Section IV.B.4). A conceptual overview of this dataflow is drawn in Fig. 7 .
The dataflow is triggered when the client application (i.e., the on-board display application) sends a REST request to the framework i.e., to the URL of the getConnections component. The next stop of the train and its expected time of arrival (ETA) at the next stop are passed as arguments. This activates the input adapters developed to access real-time train (getTrainDepartures) and bus (getBusDepartures) information as well as information from a bike-sharing scheme (getVilloInfo) through REST calls. Train and bus connections are next filtered on due time (dueTime-connector) and travel distance towards the platform of the connection in order to mark services that will already have left by the time passengers from the requesting train arrive as not feasible. Similarly, only operational bike-sharing stands in the vicinity of the next stop are passed through the availability connector. The profile filter further categorizes the connections based on two profiles: mobility impaired passengers and passengers with no mobility impairment where the filter takes into account longer walking distances for the former. As such, the resulting departing services are marked as
• Feasible: when there is sufficient time to board the service taking into account the real-time arrival time of the requesting train and the travel distance towards the platform of this service.
• Tight: when the service is feasible but the margin is less than 60 seconds.
• Not feasible: when the service will no longer be available when the passenger arrives.
The on-board public display application extracts the resulting information from the REST response and properly displays it to train passengers as demonstrated in Fig. 5 . As such, train passengers are provided with timely, relevant information that is the result of combining multiple journeyrelated data sources.
VI. CONCLUSIONS
In this paper, we presented a multi-source, data processing, software framework suitable for the railway transport sector. A real-time data consolidation mechanism has been implemented on top of the service layer of the OSGi based platform. This abstraction allows us to provide the robustness, easy configurability and extensibility to the use cases that are executed by the framework. The TraPIST framework embraces HTTP and other proven Web technologies for transferring data between nodes running on different host machines as well as client applications that make use of the enriched information offered by these nodes. A proof of concept version of the framework was developed and integrated with a passenger information system that visualizes real-time information on onboard public train displays.
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