INTRODUCTION
Fear and anxiety are defensive responses with distinct triggers and durations (Davis et al., 2010) . Fear arises in situations where organisms are confronted with imminent threats, resulting in brief defensive behaviors, like immobility, escape, or attack, depending on threat proximity. In contrast, anxiety is a longerlasting state of increased vigilance and apprehension that develops in the anticipation of uncertain or unpredictable perils.
While functional imaging studies have implicated the human amygdala in fear and anxiety (Ipser et al., 2013) , animal work on the amygdala has focused on fear, particularly classically conditioned fear. These studies, as well as related investigations on appetitive conditioning, have revealed that the acquisition of conditioned emotional responses involves activity-dependent plasticity in the lateral amygdala (LA) (Duvarci and Pare, 2014) . As a result, some LA neurons develop potentiated responses to conditioned stimuli (CSs) that predict aversive or rewarding outcomes (Maren and Quirk, 2004; Paton et al., 2006) .
In the basolateral nucleus of the amygdala (BL), a recipient of LA inputs, neurons also develop responses to aversive and appetitive CSs (Amano et al., 2011; Herry et al., 2008; Lee et al., 2016; Sangha et al., 2013) . In turn, these cells would drive defensive or approach conditioned responses (CRs) via their various targets (Beyeler et al., 2016; Namburi et al., 2015; Stuber et al., 2011) . Indeed, inactivation of LA or BL causes deficit in the acquisition and expression of CRs (Amano et al., 2011; Ambroggi et al., 2008; Herry et al., 2008; Stuber et al., 2011) . However, the incidence of (and overlap between) neurons with excitatory or inhibitory responses to appetitive and aversive CSs is still unclear, as prior studies yielded inconsistent results.
Furthermore, the amygdala, and especially BL, has been implicated in the genesis of anxiety (Davis and Walker, 2014; FelixOrtiz et al., 2013; Tye et al., 2011) . For example, presentation of multiple unpredictable footshocks causes a persistent enhancement of baseline startle, and this anxiety-like state is blocked by inactivating BL (Davis and Walker, 2014) . Also, optogenetic excitation of BL projections to the ventral hippocampus induces an anxiety-like state (Felix-Ortiz et al., 2013) . However, the pattern of BL activity associated with anxiety remains to be characterized. It is still unclear whether the expression of anxiety involves the sustained activation of cells with excitatory responses to aversive CSs or the recruitment of a different group of dedicated neurons. Also unknown is how anxiety affects the subset of BL neurons that supports appetitive CRs (Paton et al., 2006; Stuber et al., 2011) . The present study addressed these questions.
RESULTS
To elicit anxiety-like states, we subjected rats to a mixed appetitive/aversive conditioning paradigm, where rats first learned in one environment (A) that distinct auditory stimuli predicted neutral (CS-N) or rewarding (CS-R) outcomes. Then, in a second context (B), rats learned that a third cue (CS-S) predicted the delivery of footshocks. Next, in context A (the ''safe'' context), rats were first presented with a mixture of CS-Rs and CS-Ns followed by a series of CS-Ss. Presentations of the threatening CS in the safe context produced an anxiety-like state that continued long after the last CS-S ( Figures 1A-1D ). This behavioral state was characterized by persistently increased freezing levels in the absence of immediate threat ( Figures 1B and 1C , ''inter-CS freezing'') and impaired reward-seeking behavior in response to later CS-Rs ( Figures 1A and 1D ). Below, we first characterize the various types of responses elicited in BL neurons by the different CSs and then examine how these transient responses map onto the sustained activity patterns present during anxiety.
Segregation and Overlap between BL Neurons Responsive to CSs of Different Valences
Based on spike width and mean firing rate (FR; Figures S1 and S2), recorded cells (n = 371) were classified as putative principal neurons (PNs; n = 343; Figures 1E-1I and 2; Figure S3 ) or fastspiking interneurons (ITNs; n = 28; Figure S4 ). After conditioning, a minority of PNs showed significant increases in FRs during the CS-R (''R cells''; 7.0%; Figures 1E and 1G ) or CS-S (''S cells''; 10.5%; Figures 1F and 1H ; rank-sum tests, p < 0.005; Figure S3) . In contrast, the incidence of PNs with reduced FRs during these two CSs was much higher (51.0% and 27.4% of cells with the CS-R and CS-S, respectively; Figures 1G and 1H ). Figure S5 shows where CS-responsive PNs are located. To examine whether individual PNs respond to CSs of opposite valence in similar or different ways, we plotted their responses to the CS-R against those to the CS-S. This analysis revealed that while there was little overlap between PNs excited by the CS-R or CS-S (four cells), cells inhibited by both were common (Figures 2A and 2B ). Furthermore, R and S cells often displayed inhibitory responses to the other CS ( Figure 2C ), suggesting that there is an antagonistic relationship between them. Among PNs inhibited during the CS-R (n = 175) or the CS-S (n = 94), respectively, 31% and 58% reduced their FRs during the other CS ( Figure 2C ). Consistent with the neutral outcome of the CS-N, the incidence of PNs with altered FRs during this CS was lower than with the other two CSs (chi-square = 242.7, p < 0.0001; increase, 3.8%; decrease, 15.7%; Figure 1I ), and these firing changes had a lower amplitude than with the other CSs ( Figure S3 ). Last, irrespective of CS identity, unresponsive and inhibited cells were more common among PNs with low FRs and conversely for CS-excited cells ( Figures 1G-1I ). Overall, these results indicate that CS-excited cells are comprised of two largely independent subsets of PNs with opposite response profiles. In contrast, PNs inhibited by the different CSs overlap extensively.
Relative to PNs, a higher proportion of presumed ITNs showed significant increases in FRs (rank-sum tests, p < 0.005) during the various CSs ( Figure S4 ): 57% of ITNs were activated during at least one CS, compared to 17.2% of PNs (chi-square = 25.6, p < 0.0001). However, the incidence of inhibitory responses did not differ (chi-square = 1.47, p = 0.23; respectively, 53.6% and 65.0% of ITNs and PNs were inhibited during at least one CS). As a result, a similar proportion of ITNs showed reductions versus increases in FRs during the various CSs ( Figures S4F-S4H) , with 25% exhibiting responses of opposite polarities during the CS-R and CS-S ( Figure S4K ). Finally, dissimilar to PNs, there was no relationship between baseline FRs and CS response types among ITNs ( Figures S4F-S4H ).
Relation between CS Responsiveness and AnxietyRelated Activity Upon presentation of the first CS-S in the safe context (A), a subset of PNs (11.4%) and ITNs (18%), hereafter termed ''state cells,'' showed persistent increases or decreases in ''baseline FRs,'' as assessed in between the CSs (Kruskal-Wallis ANOVA, p < 0.05; Figure 3 ). These cells were distributed among the various types of CS-responsive neurons described above. Figures 3E and 3F ). Additional state cells are illustrated in Figure S7 . As apparent in these representative examples, the change in baseline activity typically began right after the first CS-S and persisted long after the last CS-S, paralleling the persistent increase in freezing levels ( Figure 1C ) and decrease in reward seeking ( Figures 1D and 3A-3F ) associated with anxiety. Of note, none of the PNs excited by both the CS-R and the CS-S were state cells.
The incidence of anxiety-related neurons varied significantly between the different classes of PNs that we delineated based on their activity during valenced CSs ( Figure 3G ; chi-square = 17.45, p = 0.004). In particular, state cells consisted of $30% of S cells compared to $9% of the other cell classes combined. Moreover, the incidence of PNs with increased, decreased, or unchanged activity during anxiety differed significantly between S cells and R cells (chi-square = 8.46, p = 0.015), and there was a strong correspondence between the polarity of the cells' responses to the different CSs and the polarity of the changes in baseline FRs they displayed during anxiety. Indeed, S cells were ten times more likely to exhibit increased than decreased baseline FRs during anxiety ( Figure 3G ). In contrast, all state cells found among R cells showed a decrease in baseline activity during anxiety ( Figure 3G ).
Consistent with these findings, separately averaging the baseline activity of all PNs (not only the state cells) within the various subclasses delineated in Figure 3G revealed that S cells and R cells underwent sustained alterations in activity during anxiety ( Figure 3H ). On average, S cells displayed an $5-fold increase in baseline FR (Figure 3H , red; signed-rank test, p < 0.001). Conversely, R cells displayed an $60% reduction in baseline activity (Figure 3H , blue; signed-rank test, p = 0.03). No change in baseline activity was detected in the other classes of PNs. Overall, these results suggest that anxiety recruits two types of state cells, with decreased or increased baseline FRs, and that they are differentially represented among R and S cells.
So far, state cells were classified using changes in baseline FRs without considering the temporal structure of their activity. Thus, we next tested whether the ensemble activity of state cells correlated with moment-to-moment variations in freezing behavior using a decoder analysis on recording sessions where plained by freezing versus state using an ANOVA. State accounted for a higher proportion of FR variance than freezing (Figure S8A) . Comparing the FR of state cells during periods devoid of freezing within versus outside the anxiety phase also showed significant FR changes (Figure S8B) , again indicating that state cells encode state even when the contribution of freezing is excluded. In fact, we found that not only state cells, but also cells that responded to the CS-S with increased or decreased firing rates do not only encode freezing as they showed a variable relation to this index of fear ( Figure S9 ). The presence of state cells with increased or decreased FRs among PNs and ITNs raised the possibility that connectivity between specific subsets of state cells contributes to shaping the activity patterns seen during the anxiety-like state. To test this possibility, we carried out cross-correlation analyses between all pairs of simultaneously recorded PNs and ITNs (Tables S1-S4 ). Although these analyses revealed that connections between specific subtypes of PNs and ITNs contribute to shaping their CS responsiveness (Tables S3  and S4 ), we found no evidence that monosynaptic connections between relevant groups of state PNs and ITNs contribute to generate the activity patterns seen in BL during anxiety (Tables  S1 and S2 ).
DISCUSSION
Functional imaging and lesion studies in humans suggest that the basolateral amygdala is involved in the genesis of anxiety. For instance, amygdala activation correlates positively with symptom severity in post-traumatic stress disorder (Rauch et al., 2000) . Moreover, the incidence of this disorder is much lower in war veterans who suffered localized damage to the amygdala than to other brain regions (Koenigs et al., 2008) . However, the neuronal activity patterns that are expressed during anxiety are unknown. The present study aimed to shed light on this question. We found that anxiety is associated with the differential recruitment of competing valence-related BL neurons. The significance of these findings is considered below.
Reward-and Threat-Predicting Cues Recruit Different Subsets of Basolateral Amygdala Neurons
Previously, it was reported that BL modulates anxiety-related behaviors (Davis and Walker, 2014; Felix-Ortiz et al., 2013; Tye et al., 2011) and is involved in the acquisition and expression of appetitive and aversive associative memories (Amano et al., 2011; Ambroggi et al., 2008; Muller et al., 1997; Sierra-Mercado et al., 2011; Stuber et al., 2011) . In mixed appetitive-aversive conditioning paradigms, a variety of CS response types were observed, including cells selectively excited or inhibited by positively or negatively valenced CSs as well as neurons exhibiting responses of the same or opposite polarities to these CSs (Beyeler et al., 2016; Paton et al., 2006; Sangha et al., 2013; Shabel and Janak, 2009 ). However, the incidence of, and overlap between, these various types of neurons in BL remained unclear. Indeed, prior studies yielded inconsistent results, possibly because they used different species and combined data obtained in different nuclei of the amygdala and cell types. Moreover, it remained unknown whether these various subgroups of valence-related BL cells are differentially recruited during anxiety.
In BL, we found that only $27% of PNs remained unresponsive to the CS-R and CS-S after conditioning. Nearly 60% of PNs developed inhibitory responses to one or both of these CSs. A minority ($16%) displayed higher FRs during the CS-R or CS-S, with cells excited by both being very rare ($1%). Instead, PNs excited by the CS-R or CS-S exhibited inhibitory responses during the other CS or were unresponsive to the other CS. While a higher proportion of presumed ITNs increased their FRs during at least one valenced CS (54%), they too displayed a significant degree of separation as only 11% of interneurons were excited by both CSs. Together, our results indicate that in BL, largely non-overlapping subsets of PNs and ITNs are excited by positively or negatively valenced CSs.
These results raise the question of what factors determine the identity of the PNs recruited in aversive and appetitive memories. A first possibility is connectivity. BL contains multiple subgroups of PNs that project to diverse sites (Pitkanen, 2000) , and recent studies have shown that specific BL projections are associated with different behaviors (Ambroggi et al., 2008; Felix-Ortiz et al., 2013; Namburi et al., 2015; Stuber et al., 2011) . The valence-specific subsets of BL neurons observed here may correspond to the distinct BL output circuits evidenced in these prior studies. However, another possible explanation stems from the observation that recruitment of neurons into memory traces is influenced by dynamic factors, like intrinsic neuronal excitability at the time of training, such that different subsets of neurons are recruited at different times (Han et al., 2007; Rashid et al., 2016; Yiu et al., 2014) . Together, these two lines of evidence suggest that BL neurons are flexibly recruited to emotional memories depending on their intrinsic excitability and related molecular expression but that they are selected among pools of neurons that are pre-wired to generate specific behaviors (Ziv et al., 2013) . In this conceptual framework, valence would still be an important factor for the separation of R and S cells. Consistent with this possibility, we previously found that the activity of R cells correlated more strongly with reward-seeking behavior than the CS-R itself . Since reward seeking is not an expected conditioned response to a CS-S, this predicts that the majority of R cells should not overlap with S cells regardless of time or the specific sensory features of the CSs and unconditioned stimuli (USs). Further support for the notion that BL contains distinct valence-specific networks comes from activity-based cell labeling or Ca 2+ -imaging studies with USs (Gore et al., 2015; Grewe et al., 2017) . Another important question raised by our findings is the significance of the widespread inhibitory responses to the CSs. Inhibitory responses were reported in several prior unit-recording studies but in varying proportions (Sangha et al., 2013; Beyeler et al., 2016) . Similarly, bi-directional changes in CS-induced Ca 2+ responses were observed in LA after fear conditioning (Grewe et al., 2017) , indicating that learning produces bidirectional changes in neural activity in the amygdala. In the present study, unlike BL cells excited by the CSs, a large proportion of inhibited cells were inhibited by the CS-R and CS-S (RiSi cells). Due to the lack of valence specificity, these cells are probably not involved in reward-seeking or defensive behaviors but might drive other BL functions or be associated with valence-independent components. BL appears to contain multiple subsets of PNs contributing differentiated projections to distinct effector networks. Presumably, for a behavioral tendency to be expressed, all other incompatible tendencies must be suppressed, explaining why a high number of cells must be inhibited for a specific CR to be expressed. Additionally, it is possible that valence-specific cells inhibited by only one CS regulate behavior via a disinhibitory mechanism at target sites, as demonstrated in central amygdala .
Relation between Responses to Reward-and ThreatPredicting Cues and the Sustained Activity Patterns Present during Anxiety Prior animal studies on anxiety have focused on fear generalization, a hallmark of anxiety disorders (Laufer et al., 2016) . In the basolateral amygdala, fear conditioning enhances the detection of threatening auditory CSs by increasing the responses of neurons whose preferred frequency is near that of the CS. In parallel, fear conditioning widens the tuning curves of cells whose preferred frequency is distant from the CS (Resnik and Paz, 2015) , promoting the generalization of fear responses to safe cues . However, anxiety is not always triggered by sensory stimuli, and when it is, it can persist long after the precipitating event has vanished. In our results, for instance, freezing and the suppression of reward seeking continued long after the last CS-S was presented. Paralleling this protracted time course, a subset of BL neurons (state cells) showed long-lasting increases or decreases in activity, which correlated with temporal variations in anxiety-related behaviors. It seems implausible that such persistent changes could result from the potentiated responses of BL neurons to transient CS-S inputs. More likely possibilities include long-lasting neuromodulatory effects within BL or continuous synaptic inputs from other structures.
Related to this, stress paradigms that promote anxiety-like states leave an enduring trace in the amygdala: they reduce inhibitory transmission while increasing the intrinsic excitability and spine density of principal neurons (reviewed in Chattarji et al., 2015) . While these findings indicate that anxiety is associated with widespread changes in the excitability of BL neurons, such shifts do not necessarily influence all neurons in the same way.
In principle, one could test whether state cells drive anxietyrelated behaviors by selectively manipulating their activity. Unfortunately, this could not be done here because selectively targeting inhibitory or excitatory opsins to particular subtypes of state cells is not possible in the current state of knowledge. However, given that many prior studies found that manipulating BL activity alters manifestations of anxiety (Davis and Walker, 2014; Felix-Ortiz et al., 2013; Tye et al., 2011) , it is likely that many state neurons are ''upstream'' of the behaviors associated with anxiety. State cells with increased baseline activity during anxiety were frequently found among S cells, suggesting that partially overlapping BL circuits support the expression of anxiety and acute fear. In contrast, given that many state cells with decreased activity during anxiety overlap with RiSi and R cells, these state cells are likely related to valence-independent aspects (like attention or arousal) or other functions that must be suppressed during anxiety (like reward seeking). Together, these findings suggest that anxiety involves distributed, but cell-type-specific, changes in neuronal activity in BL and related structures.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Procedures were approved by the Institutional Animal Care and Use Committee of Rutgers University, in compliance with the Guide for the Care and Use of Laboratory Animals (DHHS). We used naive male Sprague-Dawley rats (10-11 weeks old and 310-360 g at the beginning of experiments, Charles River Laboratories, New Field, NJ). All subjects (n = 10) underwent the same initial behavioral training. Then, a subset of five rats that mastered the task, was implanted with multi-shank silicon probes in BL.
METHOD DETAILS Overview of the Experimental Timeline
Rats were maintained on a 12 h light/dark cycle. Experiments were performed during the light phase. After habituation to the animal facility and handling, ten rats were subjected to a food restriction protocol. Then, they received daily training sessions in a rewardseeking task. Rats that mastered the task (n = 5) were implanted with multi-shank silicon probes in BL. Following recovery from the surgery, they were retrained on the reward-seeking task. Once they regained their proficiency, rats were fear conditioned in a different context. BL neurons were recorded while rats were presented with appetitive, neutral, and aversive CSs in the same sessions.
Behavioral Apparatus
The conditioning chamber for the appetitive task (Context A) was a rectangular box made of black polyvinyl chloride (width, length, and height: 28, 29, and 38 cm, respectively) located inside a sound-attenuating box (Coulbourn Instruments, Holliston, MA). One wall featured a water-port located above the floor. The chamber was dimly illuminated ($2 Lux) by a light located 29 cm above the floor and another one near the water-port. An additional house light was installed over the water-port zone to be used as neutral unconditioned stimulus. Two speakers that delivered auditory CSs were attached to the ceiling. Fear conditioning was performed in a standard rodent conditioning chamber (context B) with a metal grid floor and Plexiglas walls. It was enclosed in a sound-attenuating box. This conditioning chamber was dimly illuminated by a single house light.
Appetitive Conditioning
Rats were trained to associate two CSs (CS-R or CS-N) with a rewarding US (20% (w/v) sucrose solution; 30 ml) or neutral US (2 s continuous dim light), respectively. To ensure proper motivation during conditioning, daily access to food was restricted so that the rats' bodyweight was maintained at $85% of their free-feeding weight. In each rat, the CS-R and CS-N were randomly selected among three different pulsing sounds at 75 dB: 4 kHz (0.2 s on, 0.2 s off), 12 kHz (1.4 s on, 0.2 s off) and white noise (1 s on, 0.4 s off). The third sound was used as CS-S for fear conditioning. The CS-R and CS-N lasted 10 s and the CS-S, 20 s.
Termination of the CS-R or CS-N coincided with delivery of the reward or light US, respectively. The sucrose solution was dispensed in the water-port using a solenoid pinch valve. If not ingested by the rat, it was removed from the port by a peristaltic pump, 7 s after delivery. Initially, rats were trained with the CS-R only (60 min daily training sessions with 30 trials each; the inter-CS interval was varied pseudorandomly but averaged 110 s). Rats that reached criterion (consumed R 80% of rewards) were further trained for discrimination between the CS-R and CS-N until water-port approach ratio in response to the CS-R became R 4 times higher than that seen in response to the CS-N. Rats that successfully discriminated the CS-R from the CS-N (n = 5) next underwent stereotaxic surgery.
Surgery
Rats were anesthetized with isoflurane and administered atropine sulfate (0.05 mg/kg, i.m.) to aid breathing. In aseptic conditions, rats were mounted in a stereotaxic apparatus with non-puncture ear bars. A local anesthetic (bupivacaine) was injected in the scalp. Fifteen minutes later, the scalp was incised and a craniotomy performed above the amygdala. Then, 64-channel multi-shank silicon probes (Buzsaki64L, Neuronexus, Ann Arbor, MI) were stereotaxically aimed at the BL using the following coordinates for the initial location: anteroposterior (AP) À2.2 to À3.6, mediolateral (ML) 5 to 5.3, and dorsoventral (DV) 8.4 (in mm, relative to bregma). Silicon probes consisted of eight shanks (inter-shank distance of 200 mm), each with eight recording leads (de-insulated area of 160 mm 2 ) separated by $20 mm dorsoventrally (140 mm between top and bottom lead). They were attached to microdrives, allowing us to modify their position. A craniotomy was also performed above nucleus accumbens (nAc) and the medial prefrontal cortex (mPFC), and pairs of tungsten stimulating electrodes (inter-tip spacing of 1-1.7 mm) were stereotaxically inserted in these two structures (mPFC: AP 2.7-3.7, ML 0.5, DV 3.6-5.2; NAc: AP 1.5, ML 1.35, DV 6.7). Electrical stimuli (%0.2 ms; 0.1-0.6 mA) delivered through these electrodes helped us localize BL, by monitoring the unit responses they evoked.
Fear Conditioning
After recovery from the surgery, rats were re-trained to criterion in the appetitive task over two to three days. Then, on two consecutive days, rats were first habituated to the CS-S (5 unpaired presentations in Context A) and then to Context B (20 min; no CS-S). On the next day, while in Context B, rats received 4 additional unpaired CS-S presentations followed by 5 presentations of CS-S (20 s, inter-CS interval 100 s), each immediately followed by a footshock (0.5 mA, 1 s). After $2 min, rats were removed from the chamber.
Recording Sessions BL unit activity was recorded during two kinds of behavioral sessions termed recall and extinction sessions, performed on different days, but both in Context A. Recall sessions happened 1 or 2 days after fear conditioning. They involved multiple presentations of the CS-R and CS-N in random order (Phase 1, n = 20-67, 42 ± 4 s inter-trial interval), followed by a block of 4 or 5 CS-Ss (Phase 2, 100 s inter-CS interval), and then additional presentations of the CS-R and CS-N in random order (Phase 3). Except where noted, presentations of the CS-R were always reinforced whereas CS-S presentations were not. CS-Ns were $1.6 times more frequent than CS-Rs.
Extinction sessions were conducted 1 to 3 days after the recall sessions. This variation was needed because some rats showed decreased reward-seeking after fear conditioning and required additional training on the appetitive portion of task to return their performance to criterion. Extinction sessions unfolded like recall sessions except for a higher number of CS-Ss (20-23) during phase 2. All other aspects of the extinction sessions were identical to the recall sessions, including the inter-trial intervals, ratio of CS-R to CS-N, and CS durations.
To increase sample sizes, additional recording sessions were performed in four rats one week or more later. Prior to these sessions, rats were re-trained on the appetitive portion of the task and they were fear conditioned one or two days later. A recall session was conducted on the next day, and an extinction session, one to three days later. Silicon probes were moved 35-120 mm between the recall and extinction session and R 140 mm before the second conditioning session, thus avoiding counting some cells twice.
Analysis of Freezing and Reward Seeking
Two digital cameras (15 Hz frame rate) recorded the rats' behavior: one located above the water-port and the other above the center of the conditioning chamber. Scoring of behavior was performed blind to the corresponding unit activity. Time spent freezing (immobility with the exception of breathing) was measured automatically, using a previously validated custom MATLAB script (Haufler et al., 2013 ) that computed movement levels, defined as absolute differences in luminosity values between corresponding pixels in successive video frames. Differences in luminosity were always distributed bimodally and the breakpoint between the two modes was used as cutoff between immobility and movement. When inter-CS freezing levels were plotted as a function of time, we calculated the mean freezing levels of the sampled baseline periods within each time bin. To avoid scoring sleep-related immobility as freezing, we excluded periods of slow-wave sleep, identified as epochs of high power in the 2-20 Hz band of the local field potentials (LFP) recorded in BL (Haufler et al., 2013) . This spectral analysis was done using Chronux (http://chronux.org) with a 5 s window size sliding in 2 s increments. LFP power was distributed bimodally and the breakpoint between the two modes was used as cutoff between wakefulness and slow-wave sleep, which was common at the end of the extinction sessions.
Reward-seeking was measured by examining whether rats approached the water port in response to CS-R. Reward approach analyses involved frame-by-frame video inspection of behavior, which was done manually. Reward-seeking behavior was scored as positive when rats positioned their snout over the water-port during a 1 s time window before CS termination or remained there for > 2 s during the CS period.
Histology
At the end of the experiments, rats were anesthetized with isoflurane. On each shank, one of the recording sites was marked with a small electrolytic lesion (10 mA between a channel and the animals' tail for 10 s). One day later, under deep isoflurane anesthesia, rats were perfused-fixed through the heart, their brains extracted, cut on a vibrating microtome, and the sections counterstained with cresyl violet. We only considered neurons that were histologically-determined to have been recorded in BL.
Data Acquisition and Analysis
Signals were sampled at 25 kHz and stored on a hard drive. The data was first high-pass filtered using a median filter (window size of 1.1 ms), then thresholded to extract spikes. We next ran PCA on the spikes. Using KlustaKwik (http://klustakwik.sourceforge.net/), spikes were automatically sorted into single units using the first three principal components from each of the eight electrodes of each shank. Spike clusters were then refined manually using Klusters (Hazan et al., 2006) . The reliability of cluster separation was verified by inspecting auto-and cross-correlograms. Auto-correlograms had to display a refractory period of at least 2 ms. Cross-correlograms should not show evidence of a refractory period, as this feature betrays overlap between clusters. Units with unstable spike shapes were excluded. In all cases of units kept for the whole recording session, spike shapes remained stable throughout the recording sessions. Figure S1 shows an example of raw data (eight leads from one shank), clustering of the same data, and evidence of recording stability. Slight spike amplitude changes occurred when tonic firing rate shifted strongly, as described previously (Harris et al., 2000) .
BL neurons (110 from recall sessions, and 393 from extinction sessions) from five rats were recorded in the mixed tasks. The proportion of CS-excited or -inhibited cells to CS-R and CS-S are not significantly different between recall sessions and extinction sessions. Thus, we combined the two datasets to examine the proportions of CS-responsive cells. When combining them, we excluded from the extinction session, neurons that had also been recorded during the recall sessions. To identify these neurons, we first noted the position of the recording lead where spikes for a given neuron had the highest amplitude. If the lead position shifted dorsoventrally by the same amount as the silicon probe's displacement (35-120 mm), the cell was eliminated to avoid double counting, yielding a sample of 375 BL neurons.
BL cells were classified as presumed projection cells or interneurons on the basis of their baseline firing rates and spike duration (though to peak interval). To determine spike duration, we first selected the channel where, for a given cell, action potentials had the largest peak to trough amplitude. We then measured spike duration as the time between spike trough and peak (Barthó et al., 2004) . Cells with firing rates < 6 Hz and spike peak-to-through times > 0.5 ms were classified as PNs. Units with firing rates R 2.5 Hz and peak-to-through spike times % 0.5 ms, as ITNs. Four units that only met one of the two criteria were considered unclassified (Figure S2) . However, classifying these cells as PNs or ITNs did not alter the study's conclusions.
QUANTIFICATION AND STATISTICAL ANALYSES
All data are reported as average ± SEM. All statistical tests were two-sided unless stated otherwise. In all cases, all available cells, trials, and subjects were included in the statistical analyses, as appropriate. All of the statistical details of experiments can be found in the figure legends and text of the Results section. The Kolmogorov-Smirnov test was used to assess whether samples were normally distributed. When they were not, we used non-parametric statistical tests, as described below. MATLAB was used for statistical analyses.
To assess whether individual cells exhibited significant changes in FRs during CS presentations, we binned (0.5 s) the baseline period (20 s before CS onset) and CS period, then calculated average bin values across trials. Then, we compared the averaged bin values of the baseline period and CS period using a rank-sum test with a significance threshold of p < 0.005. For the CS-R and CS-N, all available trials were used. For the CS-S, all available trials were used during recall sessions, but only the first 6 trials in the extinction sessions (to avoid the influence of extinction). It should be noted that the number of R-cells and S-cells did not change appreciably with more liberal significance thresholds. The analysis of responses to the various CSs revealed cells that were unresponsive (u), inhibited (i) or excited (e) by one or more CS, delineating several subtypes of neurons. In the main text, to designate these various classes of neurons, we use the lower case letters u, i, or e following the upper case letter R (for CS-R) or S (for CS-S). For instance, RuSi indicates cells unresponsive to the CS-R and inhibited by the CS-S. Conversely, RiSu indicates cells inhibited by the CS-R and unresponsive to the CS-S, and so on.
To determine whether individual cells exhibited significant changes in baseline FRs upon introduction of the CS-S, we compared their baseline activity (mean FR during 20 s just prior to onset of CSs) in 'reward-neutral phase' and 'fear phase'. For the 'fear phase', the time period from the onset of the first to the eleventh CS-S was used in the extinction sessions. In the recall sessions that have a lower number of CS-Ss (4-5), the time period from the onset of the first CS-S to that of the first CS-R after the last CS-S was classified as the 'fear phase'. And additional 20 s period was sampled during each inter CS-S period to compensate for reduced statistical power due to small number of CS-Ss in the recall sessions.
For 'reward-neutral phase', we only used the time period from phase 1 unless an insufficient number of data points were available. In such cases, we also considered phase 3. We added one more consideration for the statistical assessment of the data. We noticed that rats showed more exploration upon entering the test chamber, raising the possibility that differences in locomotor activity and arousal might lead to the spurious detection of significant changes in activity. To avoid this confound, we divided phase 1 in two (early and late parts). The baseline FRs in the early and late parts of phase 1 as well as in 'fear phase' were then compared using a KruskalWallis one-way ANOVA followed by post hoc Tukey's honest significant difference tests (p < 0.05 with Bonferonni correction). When, for a given cell, the baseline FR of 'fear phase' was significantly different from both, the early and late parts of phase 1, and in the same direction, the cell was deemed 'state-modulated'.
For most recall sessions (4 out of 6), phase 1 featured many CSs (34-65), and was divided in two halves of equal durations for the state analyses. In contrast, the other two recall sessions featured few CSs (19-24) in phase 1, requiring a different approach. For these two sessions, we compared 'fear phase' to the entire phase 1 and phase 3 (excluding the first 10 min after the last CS-S). The same approach was used for extinction sessions since they also featured a low number of CSs in phase 1. It should be noted that for the four recall sessions with a high number of CS-Rs and CS-Ns, we obtained nearly identical results when, instead of the above approach, we compared baseline FRs in 'fear phase' to that in the entire phase 1 and phase 3. For graphs that plot baseline FRs against time, mean of baseline FRs of sampled baseline periods located in each time bin was calculated and plotted.
To determine whether the incidence of cells with reduced, enhanced, or unchanged baseline FRs varied significantly in each group relative to the rest of our sample, we performed post hoc Chi-square tests with a significance threshold of 0.05.
To assess whether inter-CS freezing or reward-seeking behavior exhibited significant changes after CS-S presentation, we binned (2 min) the recording session around the onset of the first CS-S, then calculated mean value of available data points (inter-CS freezing or reward approach) in each time bin. For inter-CS freezing, we considered the 20 min period before the first CS-S and the 12 min period after the first CS-S. For reward-seeking behavior, we used the 20 min period before the first CS-S, and 14 min period after the end of the last CS-S. Then, we averaged bin values across trials, and compared the averaged bin values of the 'before' and 'after' period using a rank-sum test with a significance threshold of p < 0.05.
The proportion of variance in the firing rate of state-cells explained by behavior, CS identity, or state was calculated using the omega squared method: (SSfactor -(df *MSE))/(SST+MSE) where SSFactor stands for sum of squares for factor, MSE for mean square error, SST for sum of squares total and df for degree of freedom of factor. Prior to calculating the ANOVA, we normalized the data by linearly interpolating FRs between spikes, smoothed the data with 4 s windows, and then sampled the linear interpolation at a rate of 150 Hz to match the video acquisition frame rate. The factors considered in the ANOVA included behavior, CS-identity, and state, as defined below. Behavior was classified as very low freezing (0%-20% freezing), low freezing (20%-40%), medium freezing (40%-60%), high freezing (60%-80%) and very high freezing (80%-100%). CS identity was classified as no-CS, CS-R, CS-S, and CS-N. State consisted of the anxiety period, as defined above, and outside the anxiety period. The ANOVA was calculated with bins of 1, 2, 5, and 10 s. Periods of slow-wave sleep were excluded from the analyses.
Decoder Analysis
For the decoder analysis, we selected recording sessions in which two or more state cells (including both PNs and ITNs) were simultaneously recorded, to test whether freezing is encoded by the ensemble activity of state-cells. A total of six sessions, including two recall sessions and four extinction sessions met this criterion. During each of these sessions, 2 to 13 state-cells were simultaneously recorded (average of 7.2 ± 1.7 for a total of 43). All these state-cells, including PNs and ITNs, were used for the decoder analysis. Because all available state-cells were recorded during these sessions, they were distributed among the various classes of CS-responsive neurons exactly as depicted in Figure 3G . To test whether the FRs of BL neurons can predict inter-CS freezing levels, a generalized linear model was constructed using inter-CS freezing and FRs of simultaneously recorded state-cells at each time bin. Because CSs are relatively evenly distributed across the recording session, they approximate the time dimension. Thus, the linear model is formulated as LðinterCS freezingðCS m ÞÞ = b 1 zFR 1 ðCS m Þ + b 2 zFR 2 ðCS m Þ + .b n zFR n ðCS m Þ where CS m is m-th presented CS, zFR n (CS m ) is the z-scored mean baseline FR of n-th cell (calculated during the 20 s period preceding CS m onset), inter-CS freezing(CS m ) is the fraction of time that animal spent freezing during the same baseline period, and b n is weight for the n-th cell. For recall sessions, we used the entire recording periods. For extinction sessions, we used a sub-period that included phases 1 and 2. The FR of individual neurons was z-scored using the mean and standard deviation of baseline FRs of a fixed number of inter-CS periods during phase 1 and 3. L is a link function from MATLAB, which assumes a binomial distribution of inter-CS freezing, resulting in predicted inter-freezing values between 0 and 100%. However, binomial and normal distributions yielded qualitatively identical results.
We used a regularized regression of generalized linear model ('lassoglm' in MATLAB) with cross-validation. First, the optimal regularization parameter was determined by choosing a value that generated minimal deviance with the given dataset. After optimization, the decoder analysis was performed with a 10-fold cross-validation. To this end, the entire time period (the combination of all the inter-CS periods) was divided randomly into 10 similarly sized groups. For predicting inter-CS freezing from the FRs of time bins (CSs) in each group, the decoder was trained with the remaining groups (90% of the inter-CS freezing and FRs) and tested on the target group (10% of FRs). This process was repeated 100 times to obtain averaged (±SEM) predicted inter-CS freezing. Finally, for each session, we computed a Pearson correlation between averaged predicted freezing and observed freezing (significance threshold of p < 0.05).
Cross-Correlation Analyses
The spikes of all simultaneously recorded cells were cross-correlated for a total of 7300 cell couples that included 6243 couples of PNs, 1009 couples of PNs and INTs, and 48 couples of ITNs. Since the probability of connections between pairs of PNs was very low (0.67%), we focused on couples that included a PN and an ITN. Each cross-correlogram (CCG) was computed with a bin size of 1 ms in windows of ± 29.5 ms. To determine whether peaks or troughs in the CCGs were significant, we used the procedure described in Fujisawa et al. (2008) .
First, for each couple, the spikes of the reference cell were jittered randomly within an interval of ± 5 ms. Then, the jittered spike train from the reference cell and the original spike train from the target cell were cross-correlated. This procedure was repeated 1000 times to compute 1000 surrogate jittered CCGs. The maximum and minimum values of each of the surrogate CCGs were extracted to compute a distribution of 1000 maximum and 1000 minimum values. In order to be considered significant, the peak of the actual CCG had to exceed 99% of the surrogate maximum values. For inhibitory connections, the trough of the actual CCG had to be lower than the bottom 1% of the surrogate minimum values for at least two consecutive bins. In addition, the peak or trough of the actual CCG had to be located within 0.5 to 5.5 ms of the zero time. For couples in which cells were from the same shank, spike count at single bin at 0 ms was assigned as zero because clustering excluded overlapping spikes from the same shank. This was not compensated, and may bias detection threshold toward lower values for those pairs.
In addition to studying the incidence of connections between the various classes of cells described in the results, we also examined whether the efficacy of the putative monosynaptic connections differed significantly during versus outside the anxiety period. In this case, only for cell couples deemed connected using the above method, we computed two CCGs based either on their activity during anxiety period or outside of it. Then, the values were normalized to the average spike counts before time zero and a signed rank test was used to determine whether a specific class of putative monosynaptic connections showed different efficacies in the two conditions.
DATA AND SOFTWARE AVAILABILITY
The full dataset and custom MATLAB code will be made available upon request.
