While inferring markups from demand data is common practice, estimation relies on difficult-to-test assumptions, including a specific model of how firms compete. Alternatively, markups can be inferred from production data, again relying on a set of difficult-to-test assumptions, but a wholly different set, including the assumption that firms minimize costs using a variable input. Relying on data from the US brewing industry, we directly compare markup estimates from the two approaches. After implementing each approach for a broad set of assumptions and specifications, we find that both approaches provide similar and plausible markup estimates in most cases. The results illustrate how using the two strategies together can allow researchers to evaluate structural models and identify problematic assumptions.
some extent, and instrumental variables are needed for unbiased estimation of demand elasticities, given the potential correlation between prices and demand shocks.
To implement the production approach, researchers must specify a variable input.
Given estimated production function parameters, the conditions for cost-minimization with respect to the variable input allow researchers to compute the marginal cost of production and, therefore, markups. Estimating the production function requires an assumed functional form for the production technology and identifying assumptions to avoid bias from the potential correlation between productivity shocks and variable input levels.
As it stands, most of the fundamental assumptions remained largely untested, and in this paper we seek to shed light on both approaches and how they compare. The two approaches rely on very different data source and make assumptions about entirely different aspects of economic behavior. Thus, each approach provides a potential validation test for the other, and we directly compare estimates of average brewer-level markups in 1992. By comparing the two approaches we are only interested in estimating producerlevel markups, and how they relate to covariates of interest. 3 Our comparison of markup estimates focuses on the US Brewing industry, an important and interesting industry in its own right. The US Brewing industry went through a rapid consolidation period and has served as a prototypical example of oligopolistic market structure, in the US and abroad. It has been the focus of several studies on market power, including Asker (2016) , Rojas (2008) , Hellerstein (2008) , Goldberg and Hellerstein (2013) , and Miller and Weinberg (2016) . After mapping out a broad space of assumptions and specifications for both the demand and the production approach, we find that the two approaches largely agree on the mean levels of markups in the US brewing industry. The results also suggest that using the two approaches together provides an opportunity to evaluate modeling assumptions.
For both approaches, some specifications do deliver implausible estimates, and we argue that these apparent failures can plausibly be attributed to erroneous assumptions.
A related literature attempts to validate the demand approach by performing retrospective assessments of merger simulations. These studies, including Peters (2003) , Weinberg and Hosken (2013) , Weinberg (2011) , and Björnerstedt and Verboven (2013) estimate demand systems using pre-merger data and then predict post-merger prices using an assumed model of competition. An advantage our paper has, relative to these studies, is that our comparison of approaches does not rely on out-of-sample prediction. Proposed mergers generally have purported cost savings, and failing to properly model such cost savings is a potential pitfall of merger simulations. Furthermore, mergers may coincide assumptions, and the degree to which an input is adjustable to a productivity shock. Those timing assumptions are, to some degree, testable. The timing assumptions that underlie the identification arguments are directly related to the time-series property endowed to the structural error term, the productivity shock. It is standard to assume that this follows an exogenous first-order Markov process, and as such it is non-parametric, but recent work has extended this to allow for endogenous productivity processes -see Doraszelski and Jaumandreu (2013) and De Loecker (2013) for a treatment in the case of R&D and exporting, respectively.
The literature on identification of demand systems has primarily focussed on models of discrete choice with random coefficients i.e., the BLP model. Recently, Berry and Haile (2014) provide non-parametric identification results that essentially relies on the insight that when observing standard observables (prices, quantities, characteristics and instruments), that as long as there be no more than a single structural error per endogenous variable and valid instruments, that a flexible random utility model is, non-parametrically, identified.
Practical assumptions. The implementation of each approach comes, however, with a host of issues surrounding measurement of key variables, functional forms, and identifying assumption (i.e., instruments for price in the demand approach and for inputs in the production approach). When it comes to these practical assumptions, it is difficult to say one approach requires stronger assumptions than the other, for both approaches require researchers to make a series of practical assumptions, and the assumptions needed for one approach have little to do with the assumptions associated with other. We discuss the implementation in light of our application in Section 4.
Demand approach
The premise of this approach is that a researcher has data on prices, quantities, and other relevant product attributes for a specific product set across multiple markets (over time and/or over different places). We refer the reader to Ackerberg et al. (2007) or Train (2009) for a more detailed overview, and we briefly discuss some of the main assumptions we want to stress.
A consumer l derives utility from product j: u lj = u(x j , P j , ξ j , ε lj )
where x j is a vector of nonprice characteristics, P j is the price of product j, ξ j is a marketlevel shock, and ε lj is a consumer-level shock. The most popular approach, BLP, considers a linear specification, and permits the coefficients on price and characteristics to be a function of either observed or unobserved consumer characteristics. 6 The specification of consumer heterogeneity is important in that it dictates what sort of substitution patterns the demand model can accommodate. For instance, a model without heterogeneity and ε lj distributed with a Type-I extreme value distribution is the familiar logit model, which implies highly restrictive substitution patterns.
Consumers are fully informed about the choice set S and buy the good to maximize utility. The error term ε lj is typically required to follow a Type-I extreme value distribution.
As shown by Berry (1994) and Berry et al. (1995) , we can solve for the market demand shock ξ as a function of the observed market share s j :
Ultimately, the goal of demand estimation in this context is to estimate θ d -the vector of demand parameters. The recovery of ξ is done for each market, indexed by t. After specifying a vector of instruments Z d jt , θ d can be estimated using the following moments:
The choice of instruments is important both for dealing with the potential endogeneity of price and to identify the heterogeneity in the demand model. Recently, Reynaert and Verboven (2014) and Gandhi and Houde (2015) provide some guidance in constructing instruments that are effective in identifying the distribution of heterogeneity. However, finding instruments which are strong and valid in the presence of price endogeneity remains a challenge without general solutions.
After estimating the distribution of consumer preferences, the final step in recovering markups is to formulate a specific model of competition and conduct. 7 The estimated demand system implies a matrix of own-and cross-price elasticities at the observed prices and quantities. In general, the first-order condition of pricing relates the (observed) price to unobserved marginal cost (c j ) and the markup (µ). The latter is a function of the estimated own-and cross-price elasticities, where the imposed model of competition imposes the functional form of M(s, θ d ):
where the markup depends on data, the vector of (relevant) market shares s, and the estimated demand parameters θ d . For example, in the case of a single-product monopolist facing an aggregate demand, the markup is the inverse of the market-level elasticity -i.e.
the Lerner index. Note that the original Berry et al. (1995) study and most subsequent papers assume that firms sell directly to consumers. This would not be an appropriate assumption for the beer industry, where distributors and retailers stand in between brewers and consumers. Moreover, as discussed below, the production approach delivers markups for beer producers.
In Section 4, we extend the basic demand approach to account for this vertical structure.
Production approach
The production approach relies on optimal input demand conditions obtained from cost minimization and the ability to identify the output elasticity of a variable input free of adjustment costs. These conditions relate the output elasticity of an input to the share of that input's expenditure in total sales and the markup. To obtain output elasticities, we need estimates of the production function, and therefore, just as estimating the demand system in the demand approach, we need to estimate the production function to recover markups. 8 We can formally derive markups by considering how a firm can minimize costs while attaining production level Q f t . In the current period, the firm takes as given the levels of dynamic inputs and relevant state variables, so we consider only the first order conditions for variable inputs (X), of which they are potentially many depending on the application. 9
In particular consider the associated Lagrangian function for producer f :
where P X f t and r f t denote the input price for variable inputs and capital (K), respectively. 10 Taking the first order condition with respect to a variable input (X), rearranging terms and multiplying both sides by
, and let the markup be defined as µ f t ≡ P f t λ f t , we obtain 8 We refer the reader to De Loecker and Warzynski (2012) for a detailed exposition. 9 They typically include intermediate inputs, electricity, and labor. If the researcher allows for multiple variable inputs, overidentifying restrictions can be imposed to estimate markups. Similarly, there can be multiple dynamic inputs in production, and here we use the notation K, since capital is a natural candidate. 10 We use the subscript f to denote the producer. In our application we observe plants, and recover plantlevel markups, which in the case of multi-product plants are a simple weighted average of product-specific markups. We can further aggregate the plant-level markups up to firm level, if we were interested in comparing firm-level markups directly. We are mostly concerned with comparing the mean markup across products, and so in the main analysis the plant is the relevant unit of observation. In addition, the multi-product dimension within plants is significantly reduced. the following expression:
This expression holds for any form of conduct among firms and static demand specification. 11 In order to calculate producer-level markups using production data, we require estimates of the output elasticities of one variable input of production and data on that input's revenue share; where the latter is readily available in most production data sets.
In addition to specifying the production function, which can be kept fairly general of the form (in logs):
we require an explicit form for the productivity process. This process is modeled as a first-order Markov process:
The latter generates the moment conditions used to estimate the production function parameters:
where Z q f t are the instruments used for the various inputs of production. 12 Therefore, with data on outputs and inputs for a panel of producers in a given industry we can calculate markups for a firm f as follows:
where
The data requirements for the two approaches approach are thus radically different. The production approach relies on data for (upstream) producers; the demand approach is typically implemented with data on retail (downstream) purchases. The production approach relies on a panel of producers; the demand approach can be implemented using only a cross section (although many recent implementations rely on market-level panels).
We illustrate the approach with an example of the US automobile industry, and demonstrate the simplicity of this approach by calculating a simple average of the markup (for the upstream producers). Berry et al. (1996) report summary statistics for US car plants using US census data. In Table 2 the authors report three statistics for the year 1982 that are 11 In deriving this expression we have abstracted away from market power in input market or nonlinear input prices. However, we can adjust the expression accordingly. The expression then becomes µ f = θ X P Q P X X
(1 + η −1 ), where θ X is the output elasticity of input X, as before, and η is the elasticity of the input price P X with respect to input demand X. 12 We discuss our choices for the instruments Z q f t and specification of the Markov process g in section 4. 8 sufficient to calculate an average markup: material expenditure per unit of output ($7,493) , unit price ($10,672) and assuming that the output elasticity of materials is 0.85 13 :
which is roughly in line with the reported markups in Table 1 , which are taken directly from BLP, albeit the latter is for the year 1990. Interestingly enough, BLP report an average markup across their entire sample of 1.31, which is in line with the production approach. 14 This calculation merely demonstrates the minimal requirements. For the sake of illustration, we have assumed that the output elasticity of materials is equal to its cost share. We cannot take for granted the equivalence of cost shares and output elasticities if we have both flexible and quasi-fixed inputs, or if we do not want to assume Cobb-Douglas production functions, so we generally require output elasticity estimates from a structural model of production.
How to compare results across approaches?
The demand approach naturally delivers product-specific markups for each firm and so we aggregate these up to the firm level. The production approach delivers markups at the firm level, which are in fact themselves share weighted averages of the product level ones.
However, the weights are the product-level input expenditure shares (for a given variable input) in that total input expenditures. The latter is not observed, and in fact has been a separate topic of interest. 15 The demand approach relies on an explicit market definition by grouping firms, and their associated products, that compete with each other. In addition, in any empirical implementation of a BLP-style demand estimation an assumption of the market size is required. The production approach on the other hand groups producers, and their products, to the extent that they produce under a common technology. 16 We have classified the production and demand data into upstream and downstream to highlight that in many industries the wedge between final prices faced by consumers, and factory prices can be due to a multitude of factors including bargaining or an active distribution industry leading to any form of marginalization (single, double or triple). In the canonical demand estimation approach list prices are assumed to be both directly set by producers, and paid by each and every consumer. On the production approach side, we obtain a measure of price over marginal cost for the products sold. It does, however, not specify and therefore not restrict the nature of the buyer -i.e. whether this is an intermediary, a distribution network, or directly to consumers. In order to compare markups from both approaches, however, we have to make sure that we obtain margins recorded at the same level in the vertical chain. In our application to the beer market we address precisely the vertical nature of the industry, but this is expected to be relevant in many more industries, as long as the interest lies in obtaining producer-level markups.
In many instances we are in fact interested in obtaining measures of cost and therefore profitability of producers (such as the car producers in BLP), and consequently we are required, implicitly or explicitly, to take a stand on how we aggregate up from the downstream demand data to a markup at the producer level. Of course, there are separate applications to the profitability of the downstream firms per se, and then of course, the reverse is true for the production approach.
Data
In this section, we describe the standard demand and production data sets we use for the US Brewing industry. The data sets overlap in 1992, the year we focus on for the comparison of markups. Further details about both data sets are available in the Appendix.
Demand data
On the demand side we rely on data from a large Chicago-based supermarket chain Dominick's Finer Foods . 17 This data has been used extensively for demand estimation, and in particular the recent work of Asker (2016) and Goldberg and Hellerstein (2013) use these data to study the beer market; we refer readers to their data descriptions for further details. Table 3 presents summary statistics.
We consider the period 1991-1995 have a total of 23 firms covering over 100 distinct products. We aggregate over weeks within each calendar month and over stores within each Dominick's pricing zone. We measure quantities in six-pack-equivalent units and prices in dollars per six pack. It is important to note that we directly observe both the retail and wholesale price by product; the wholesale prices play an important role in accounting for the industry's vertical structure.
Our demand data focuses only on a fairly small market in the Midwest, while our production analysis considers all breweries across the US. The difference in scope is not necessarily problematic. For instance, if a company were to have a single brewery and the company chose how much beer to ship to each part of the country to maximize profits, it should equalize marginal revenue (net of shipping costs) for each region of the country.
Thus, if we ignore variation in transportation costs, we should estimate the same marginal revenue (and therefore marginal cost) regardless of which region(s) of the country are included in our demand analysis. The Chicago market is convenient in that it is only a moderate distance away from breweries of each of the major companies, and shipping costs to Chicago may be close to representative of average shipping costs nationally.
Production data
The data on production comes from the U. While our production data covers a broader period than our demand data, ultimately, we will compare estimated markups from the two data sets only for 1992, a year which appears in both data sets.
Demand approach: model of consumer heterogeneity
We consider a logit specification and two mixed logit specifications in which consumer i has the following utility function for product j in period t:
and light j is a dummy indicating a light beer, and x j is a vector of other characteristics for product j. We include product-level dummy variables, which absorb β l and β x x i .
Furthermore, we allow for separate linear time trends in the utility function for each brand.
The main difference in the two mixed logit specifications is whether the heterogeneous characteristics v 1 and v 2 are correlated or not. In our Income-Mixed Logit specification, v 1i = v 2i = inc i , and we simulate a distribution of inc i that approximates the distribution of log income in the region. In our Random-Mixed Logit specification, v i1 and v i2 are independent and have a simulated distribution that approximates the standard normal (using Gauss-Hermite quadrature).
Demand approach: instruments
We consider five different sets of instrumental variables.
(1) Exogenous prices In specifications with exogenous prices, the instruments are price, price squared, price interacted with the light beer dummy, and price interacted with a dummy for the "Big Three" brewing companies (Anheuser-Busch, Miller, and Coors).
(2) Cost-based instruments The cost-based instruments are identical to the instruments with exogenous prices, but with the retailer's measure of the replacement cost replacing prices.
(3) Exogenous product sets The BLP instruments are the number of products in the choice set, the number of light beers, each of these two counts interacted with a light beer dummy, and each of the two counts interacted with the "Big Three" dummy.
(4) Promotion-based instruments The sales-based instruments are a dummy variable for being on sale (given by the retailer), the number of products which are on sale or promotion, the number of light beers on sale, the number of products on sale indicated with a light beer dummy, and the on sale dummy interacted with the light beer dummy.
(5) Optimal instruments For the exogenous price instrument set, we consider an approximation to optimal instruments following Reynaert and Verboven (2014) . See Appendix A for more details.
Demand approach: model of vertical structure
We assume that brewers and distributors function as integrated firms, avoiding any double marginalization issues. 19 Furthermore, we assume that retail markups are exogenous -i.e., the difference between the retail price and wholesale price does not respond to changes in the wholesale prices. In particular, this model of price setting is similar to the following environment: A brewer's f 's profits are given by
where J f is the set of products produced by firm f , and τ represents taxes levied on brewer-distributors, which is not included in the marginal cost of production. In equation (13), demand is a function of retail prices, but the brewer-distributor margins involve wholesale prices. Assuming that retail markups are exogenous, the brewer's profit maximization problem can be written quite simply:
where P w f is the vector of wholesale prices for products produced by f , P w −f is the vector of wholesale prices for other products, and µ r denotes a vector of retail markups.
The Dominick's data includes a measure of the retailer's cost of replacing the product.
We assume that the wholesale price is equal to this cost, implying that retail markups are simply the difference between the product's price and the reported replacement cost.
The assumption of exogenous retail markups means that the µ r terms in a brewer's profit function are simply exogenous constants; they may vary by product-market-year, but they do not respond to changes in upstream pricing.
The first-order conditions for equation (14) can be expressed as follows:
where c f , s f , P w f , and τ f are all |J f | × 1 vectors with rows corresponding to firm f 's products. ∆ f is a |J f | × |J f | matrix which is the Jacobian of s f with respect to P w f (or P r f ).
We apply this calculation separately to each market-week, effectively assuming that brewer-distributors are able to adjust their prices frequently and set different prices in each market.
A potential problem with this model of integrated brewer-distributor pricing is that it ignores distribution costs. With our production-based approach, we recover markups for brewers that do not include distributor costs. A simple way of dealing with this is to include distribution costs in the tax τ f paid by distributors. In our baseline specification, we set τ f = 0.44, reflecting the federal and state taxes levied on beer (per six pack). 20 In a robustness check, we set τ f = .69, matching the average cost of taxes and shipping reported by Consumer Reports (1996) . Increasing the value of τ f in this way mechanically decreases the inferred price received and marginal cost (each by the same amount) for the brewer. As expected, this causes markups to increase, as shown in Table 6 . 21
Production approach: technology
We follow DLW closely and start from a general production function where production takes labor (l), capital (k), and intermediate inputs (m) to produce output (y), while relying on productivity ω f t .
We consider an exhaustive list of empirical models to compute markups by varying the assumptions on i) technology, ii) which inputs to production are not subject to adjustment cost and are freely set by the plant's manager and iii) how productivity evolves. The technologies we consider are gross output, restricted profit value added, and structural value added production functions. For each technology type we also consider the standard Cobb-Douglas and Translog functional forms. With variables measured in logs, a gross output production function with a CobbDouglas specification has a linear functional form:
where f t can be considered measurement error and ω f t can be considered productivity (more on these error terms below). Translog specifications involve second-order terms and interactions of the inputs on the right-hand side of equation (16).
Both value added technologies drop materials from the right hand side of equation (16). In the restricted profit value added specification, the dependent variable is log (
where R f t is sales and M f t is materials expenditures. With restricted profit value added technology, the elasticity should be corrected as follows:
where θ X f t is the elasticity of value added production with respect to input X, and θ X f t is the overall output elasticity that we use for our markup calculations.
In structural value added specifications, the dependent variable is the same as in the gross output case, but materials are simply omitted from the right-hand side. This is justified by a production function with the following form:
Here, labor and capital may be substitutable, but materials are a perfect complement to the combination of labor and capital. Assuming that materials and labor are variable inputs, a cost-minimizing firm will set
justifying the regression of Y f t on labor and capital while ignoring materials. A caveat is that, in theory, equation (19) may not be satisfied in certain situations. If labor and capital are quasi-fixed, and materials is a flexible input, then when output prices are sufficiently low relative to the price of materials, it will be better to set M = 0 and not produce at all.
However, given that our data only includes actively producing breweries, we assume that equation (19) always holds. While structural value added production functions allows us to ignore materials when regressing production on inputs, materials cannot be ignored when calculating markups.
In our derivation of production-based markups above, we considered production functions that were differentiable with respect to a single variable input. Here, we must consider increasing both materials and labor together to have a well-defined marginal product. Marginal costs, by producer f and time t, can be expressed as follows:
where λ F is the marginal cost of an additional unit of F , and λ Q is the marginal cost of an additional unit of output. Accordingly, markups can be computed as follows:
where µ −1 F f t is the markup formula if we treat labor as the variable input and use the original markup formula, and α M f t is the revenue share of materials expenditure.
Production approach: moments and estimation
Constructing moments for estimation begins with recovering productivity. Our strategy follows ACF control function approach, which builds on Olley and Pakes (1996) and Levinsohn and Petrin (2003) . The control function for productivity includes capital, labor, materials, firm-level wages, year dummies, region dummies, and interactions. 22 A first-stage control function regression allows us to purge measurement error from the production function. 23 That is, the production function can be decomposed as y f t = y * f t + f t , and after the control function regression, we have measures of y * f t and f t . 24 Next, given a vector of production function parameters β, we can recover productivity ω f t (β):
Given estimated productivities, we can estimate a first-order Markov process for ω f t . Given the process governing ω f t 's evolution, we can compute innovations in the productivity process:
It is these innovations ν f t (β) that we use to form moments and compute a method of moments estimate of the production function parameters β.
The moments are products of the innovations and inputs. Roughly speaking, for variable inputs x we assume E(ν f t (β)x f t−1 ) = 0, while for fixed inputs k we assume E(ν f t (β)k f t ) = 0. Contemporaneous capital is always included in the moments. As described in the presentation of the results, we either include contemporaneous or lagged labor, depending on the specification. Lagged materials expenditure is included in the moments for gross output production specifications; otherwise, materials expenditure is not included in the moments 22 More specifically, we use a second-order polynomial in the inputs, and interactions between the first-order input terms and wages. The dummy variables are not interacted. The regions are East (CT, DE, MA, MD, ME, NH, NJ, NY, PA , RI, VA, VT), Midwest (CO, IA, IL, IN, KS , KY, MI, MN, MO, NE, OH, ND, SD, WI, WV), South (AL, AR, FL, GA, LA, MS, NC, OK, SC, TN, TX), and West (AK, AZ, CA, ID, HI, MT, NM, NV, OR, UT, WA, WY). 23 The validity of the moments on the variable inputs has been a topic of interest in the recent literature on production function identification. By including wages -a serially correlated input price that varies across producers -in the control function, we can avoid Gandhi et al.'s (2013) non-identification result.
24 Throughout all our specifications we allow for unanticipated shocks to output and measurement error, such that y f t = y * f t + f t . This error captures the differences between expected output, given the information set of the producer, and the actual realization. As proposed by DLW, we correct the markup formula by eliminating measurement error as follows:
Results
In order to put our markups estimates from the two approaches into context we present a reported breakdown of a nationally representative 6-pack of beer (Consumer Reports, 1996) . Table 2 decomposes the final final price for a 6-pack into the various cost of production categories (ingredients, packaging, labor in production and advertising/management), distribution and retail. We use this case study to sketch a broad picture of the margins along the vertical chain, and in particular to get a sense of the markup at the production level.
The average price in our data is $3.25 in 1995 and is slightly below the price of $4.01
(for large brewers) used in this break-down. Treating advertising and management as non-variable expenditures and other costs as fully variable and proportional to output, the report implies a producer-level markup of 1.44 for mass-produced beers. If we also treat labor as a non-variable expenditure, the markup changes to 2.27. We view these as rough upper and lower bounds on the plausible range for the average markup in the industry.
Demand Approach
For each approach, we compute the share-weighted mean markup for US producers in the year 1992. Note that large brewers had a large majority of the market in 1992, so our mean markup estimates can be understood as mean markup estimates for mass-produced beer. For our baseline model of competition and vertical structure in the industry (fixed retail markups and Nash-Bertrand competition among integrated brewer-distributors), Table 5 presents mean markup estimates, mean own-price elasticities, and the proportion of products with well-defined markups. Note that for a single-product firm, the markup is well-defined if and only if the own-price elasticity is less than −1. We consider both the logit and mixed logit models of demand, and we consider various instruments used throughout the literature. Perhaps somewhat surprisingly, we obtain a mean markup estimate in the 1.6-1.7 range in several specifications, very much consistent with the range predicted by the Consumer Reports study.
In Table 6 we vary the model of competition to evaluate the sensitivity of the average markup across models of conduct. This exercise is in the spirit of Bresnahan's (1987b) seminal work on market power in the US automobile industry. Interestingly, monopoly conduct only implies marginally higher markup estimates for the logit specifications and some of the mixed logit specifications with little heterogeneity. 25 This is a result of these specifications having relatively small cross-price elasticities, so taking into account the cross-price effects across all products does not make a huge difference. However, for mixed logit specifications with substantial heterogeneity, particularly those with substantial heterogeneity in the price coefficients, cross-price elasticities are relatively higher, and monopoly conduct implies much larger markups. See Table 11 for a comparison of some cross-price elasticities for a few selected products in two different specifications.
The only instrument set that systematically delivers implausible markup estimates are the instruments based on sales/promotions, which yield relatively elastic demand and implausibly low markup estimates (around 1.35), if we take seriously the lower bound of 1.44 suggested by Consumer Reports. This apparent failure of these instruments might be because the price decreases associated with sales are also accompanied by other promotional activities such as placing the product in a prominent display, as discussed by Hendel and Nevo (2006) . Table 7 presents the markup estimates across different production function specifications, labor or materials (when appropriate) as the variable input, and instruments for the innovations in productivity.
Production approach
For some of the gross output specifications, we obtain very large standard errors on markups, reflecting the difficulty of identifying the production function parameters for variable inputs, especially in the translog case. Within the gross-output estimates, only the case of Cobb-Douglas technology with materials as the variable input has reasonably precise standard errors, and those estimates (1.65) are very much consistent with the demand estimates and fall within the range predicted by the Consumer Reports study. The results from the value added specifications are more striking. The structural value added point estimates (1.59-1.69) are very close to the point estimates on the demand side, and the standard errors are reasonably small (.08). However, the restricted profit value added specifications deliver point estimates which are implausibly high. In the CobbDouglas restricted profit value added specifications, the bottom end of a 90% confidence interval would be near the top end of the plausible range predicted by Consumer Reports.
These apparently problematic results from the restricted profit value added specifications should not be surprising. Gandhi et al. (2013) and caution against using restricted profit value added specifications. While these specifications can be defended as a local approximation, the approximation may break down and deliver biased elasticity estimates when estimating based on cross-section variation in which different plants have very different input levels. Consistent with these claims, Gandhi et al. (2013) argue that restricted profit value added specifications deliver implausibly high output elasticities in their application using Columbian and Chilean data. recommend using only the structural version of value added production functions.
Looking at the production function coefficients in Table 9 , one notable observation is that the coefficients on labor are estimated with relatively small standard errors for value added specifications, but labor and materials coefficients both have large standard errors in the gross output specifications, reflecting high correlation between labor and materials inputs.
We surmise that, at least in the context of modeling breweries, there is much to recommend structural value added specifications. First, the apparent lack of independent identifying variation in materials and labor inputs makes it difficult to estimate a gross output production function with both materials and capital on the right hand side. This lack of independent identifying variation is also entirely consistent with a structural value added production function (equation (18)). Even assuming that all breweries share the same proportionality γ M between materials and output, there would still be some independent variation in labor and materials due to productivity variation. However, this independent variation will not be identifying variation -given the placement of the error terms in the functional form, materials should be a strictly better predictor of output than labor. 26 Second, materials plausibly do come in a fixed proportion with beer output, as there is little substitutability for beer ingredients. It's worth noting that our estimation strategy does not impose that the proportionality γ M between materials and output need not be common across breweries, or even within a brewery over time, meaning that our approach is compatible with different breweries buying inputs with different prices. This proportionality only enters into our framework when computing markups through the α M it term -the ratio of materials expenditure to sales -and this is compatible with the proportionality γ M it varying over breweries and time. 27 Table 8 presents results for different identifying assumptions, focusing on the case of structural value added production functions. At least for Cobb-Douglas specifications, estimated mean markups are completely robust; it makes almost no difference whether we use contemporaneous labor l t or lagged labor l t−1 as an instrumental variable, or whether the Markov process for productivity evolution is assumed to be linear or quadratic in the lagged value of productivity. When lagged labor is used as an instrument in translog 26 We could make this point stronger by placing the productivity term in equation (18) outside the minimum function. In this case, labor and materials will be perfectly collinear, so there is obviously no hope of identifying coefficients on both variables. In the data, labor and materials are not perfectly collinear, so we prefer the form in equation (18), which rationalizes both the independent variation in the two variables and lack of independent identifying variation.
27 Heterogeneous input requirements also allow us to capture the fact that some brewers purchase malt directly while others have malting equipment and purchase grains. This is the only significant possibility for substitution between materials expenditure and the other inputs that we are aware of. specifications, the production coefficients are poorly identified, and consequently standard errors for markups are large, too, but the point estimates remain similar. All together, the estimated mean markups are remarkably stable across identifying assumptions, and we find that varying the identifying assumptions never makes a statistically significant difference in the estimated mean markups.
Comparisons
Both approaches are thus in broad agreement on the overall level of market power in this industry, with markup estimates falling within the 1.5-1.9 range in most specifications with reasonably precise standard errors. 28 Table 12 presents a more quantitative comparison of the two approaches. For each of the demand specifications, we compare the mean markup estimates assuming NashBertrand pricing in wholesale prices to the estimates from a structural value added production specification. 29 We present two pieces of information for each comparison. First, a z-test comparing the two means at a 5% (two-sided) significance level. 30 However, failure to reject the null hypothesis of similar means is not highly informative in cases where we have poor identification on the demand side. Therefore, we also compute the Battacharya coefficient, a measure of how much two distributions overlap, for the two asymptotic distributions. (Zero means the two distributions do not overlap; unity means that the two distributions are identical.) When the two estimates are compatible and the degree of overlap of the two distributions is high, the agreement between the two approaches is meaningful. Table 12 illustrates that we have meaningful agreement between the two approaches in many cases.
On the other hand, we see that there are some cases of strong disagreement, particularly when using instruments based on sales/promotions. This points to the possibility of using the two approaches together to select among models and assumptions. Indeed, the demand approach is unavoidable in certain contexts, for the production approach can not be used to perform prospective merger simulations. However, the production approach could be used to evaluate the demand approach and ensure that the demand model delivers plausible levels of market power. 28 The markups obtained from the production approach are a national average, as we rely on the US census beer producers, whereas the demand approach relies on a more specific market -i.e., the Chicago area. 29 The specification selected for the comparisons has a Cobb-Douglas functional form in capital and labor and uses lagged labor as an instrument, but as Table 8 shows, the markup estimates from different version of structural value added specifications are quite robust 30 Note that the estimated asymptotic distribution of the demand-based markups is often highly non-normal, so this test should be seen as illustrative 20 While inferring markups from demand data is common practice, the estimation relies on specific assumptions on consumer choice and how firms compete in a market. Alternatively, markups can be inferred from production data, relying on the assumption that firms minimize costs with respect to a specified variable input. In this paper, we directly compare markup estimates from both strategies for the case of the US beer industry. We rely on standard data sources for both approaches -i.e., market-level demand data and industrywide production data for the US beer industry.
For most specifications that deliver reasonably precise estimates, we obtain mean markup estimates falling within the 1.5-1.9 range for both the demand and production approaches.
The results indicate fairly broad agreement between the two approaches while highlighting potential pitfalls. We argue that the only well-identified results from either approach that are significantly at odds with the other approach can plausibly be attributed to erroneous assumptions or misspecification. In particular, we find that demand-based markup estimates are sensitive to the choice of instruments, and that instruments on discounts and promotional activity lead to implausibly low markups. On the production side, restricted profit value added specifications lead to implausibly high markups, an expected bias in these specifications.
Structural approaches to studying market power have recently been criticized by Angrist and Pischke (2010), in essence, for relying on a host of hard-to-test assumptions. The results from this paper show that two very different approaches give compatible results on the degree of market power in the US beer industry. At a very minimum, our results support the claim that these structural approaches give plausible estimates when implemented well, and they suggest that combining the demand and production approaches may assist researchers in selecting assumptions and evaluating structural models.
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A Appendix
A.1 Demand estimation
In the terminology of BLP, the nonlinear parameters for our models are β p , σ p , and σ l . We search over these parameters using a global optimization algorithm initially (differential evolution), and then we switch to Nelder-Meade.
A.2 Demand data
We aggregate demand over time and products. We define a product as all UPC codes that share a volume, value for the light beer dummy, and brand. The revenues and quantities (in units of six packs) are added up across such UPC codes for each month, and then prices are recovered by dividing revenues by quantities.
We aggregate stores according to Dominick's pricing zones. See Hellerstein (2008) for details.
We define the market size as two times average monthly traffic (measured as number customer-visits).
At the UPC-week level, we define an "on-sale" dummy that is equal to unity if and only if any sort of promotional activity was recorded in the Dominicks' data for that UPC and week. Then, when aggregating the data across stores, weeks, and UPCs, we take the mean value of this dummy as our product-level measure of sales/promotional activity.
The "number of products on sale" instrumental variable is the sum of our product-level sales/promotion measure over products within a market.
A.3 Optimal instruments
In our demand estimation, we consider an approximation to optimal instruments following Reynaert and Verboven's (2014) adaptation of Chamberlain's (1987) optimal instruments. After estimating the model with the baseline set of instruments for each of the above cases, we compute the derivatives of the error terms ξ with respect to the parameters:
The error term should be evaluated not at the actual prices, but at the expected prices given the instrumentsp. Since we construct these optimal instruments only for a set of baseline instruments that includes the actual price, the projectionp ends up being the actual price. The derivatives in equation (25) are then used as instruments to estimate demand.
A.4 Production data
The Census of Manufactures (CMF) sends a questionnaire to all manufacturing plants in the United States with more than 5 employees every five years. Labor inputs are measured by total production hours. Materials inputs are measured by total expenditure on materials including grains, malt, packaging, electricity, and fuel. Capital is measured using a question on total assets. Capital, materials and sales are deflated using the NBER-CES industry-level deflators into 1997 dollars. Our output measure is the total value of product shipments (deflated). We construct our panel of establishments (plants) as follows. First, we collect all years of data for any establishment listed as having a primary or secondary industry affiliation in NAICS 312120 or SIC 2082. Then, we look at the number of years where that establishment has "good" data. An establishment-year qualifies as "good" if all of the following criteria are met: at least three employees, at least $50,000 in sales, materials and capital inputs are non-missing and non-zero, and the observation was included in tabulations of official census statistics. An establishment is included in our panel only if it has at least two consecutive years of good data, and, over the sample, at least 50% of is sales come from sales of beer. Berry et al. (1995) and reports price-cost margins for the year 1990 but in 1982 dollars. The last column is based on authors own calculations, and reports the price-cost margin as a ratio to compare with the production approach discussed below. Panel (b) reports unit price and material cost for the average car in the sample of Berry et al. (1996) for the year 1982, and the share of material cost in total cost of production. The last row reports the average markup using the FOC on cost minimization as given by equation (10). Notes: 90% confidence intervals in parentheses. Mean markups are share-weighted within domestically produced products with well-defined markups. Mean own-price elasticities are shareweighted within domestically produced products and evaluated at wholesale prices. Markups may be undefined, e.g. when a single-product firm's own price elasticity is less than unity in absolute value. Markups calculated assuming Nash-Bertrand pricing by brewer-distributors and fixed retail markups. Instruments based on: (1) Exogenous retail prices; (2) Exogenous wholesale prices; (3) Exogenous product set (BLP instruments); (4) Exogenous sales/promotions; (5) Approximate optimal instruments with exogenous retail prices. Notes: 90% confidence intervals in parentheses. Estimates are share-weighted means in 1992 within domestically produced products with well-defined markups. Markups may be undefined, e.g. when a single-product firm's own price elasticity is less than unity in absolute value. Instruments based on: (1) Exogenous retail prices; (2) Exogenous wholesale prices; (3) Exogenous product set (BLP instruments); (4) Exogenous sales/promotions; (5) Approximate optimal instruments with exogenous retail prices. Notes: Production-weighted mean markups across all breweries for 1992. Standard errors in parentheses. All specifications assume productivity innovations are uncorrelated with (m t−1 , k t ). Productivity innovations are also assumed uncorrelated with l t−1 or l t , as listed, and productivity either follows a linear or quadratic first-order Markov process. Notes: Standard errors in parentheses. Technology is either Cobb-Douglas or translog. Specification is either gross output, restricted profit value added, or structural value added. Instruments include k t and either l t or l t−1 . Instruments also include m t−1 for gross output specifications and interactions for translog specifications. All specifications shown here assume that expected productivity is linear in lagged productivity. Notes: Standard errors in parentheses. Price coefficient is − exp (θ p + σ p v i,1 ). Light beer dummy coefficient is θ l + σ l v i,2 , where θ l is absorbed by product dummies. In the Random-Mixed Logit, v i,1 and v i,2 have independent discrete distributions that approximate the Standard Normal Distribution. In the Income-Mixed Logit, v i,1 = v i,2 = log (income i ) − 11, using a discrete distribution for income i that approximates the local income distribtion. Missing entries correspond to coefficients that converged to zero and were dropped from the model. Instruments based on: (1) Exogenous retail prices; (2) Exogenous wholesale prices; (3) Exogenous product set (BLP instruments); (4) Exogenous sales/promotions; (5) Approximate optimal instruments with exogenous retail prices. Notes: Comparison of share-weighted mean markups for domestic producers in 1992. Means compared using two-sided z-test at 5% significance, assumes mean markup estimate is asymptotically normal. Battacharya coefficient is q D (µ) q P (µ)dµ, where q D and q P are densities of the asymptotic distributions of the demand-and production-based mean markup estimate. The production specification relies on structural value added Cobb-Douglas techonology, assumes that productivity innovations are orthogonal to lagged materials and contemporaneous labor and capital, and assumes a linear first-order Markov process for productivity. Demand specifications assume static Nash-Bertrand price competition. Instruments based on: (1) Exogenous retail prices; (2) Exogenous wholesale prices; (3) Exogenous product set (BLP instruments); (4) Exogenous sales/promotions; (5) Approximate optimal instruments with exogenous retail prices. Notes: Each panel is a scatter plot of estimated markups (across products and time) for a demand specification with exogenous retail prices, across three models of competition: Nash-Bertrand (our benchmark on the horizontal), Nash-Bertrand without retail, and monopoly. We trim the markup distribution from below at 1 and from above at 15 for each markup distribution. 39
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