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Abstract
String attractors [STOC 2018] are combinatorial objects recently introduced to unify all known
dictionary compression techniques in a single theory. A set Γ ⊆ [1..n] is a k-attractor for a string
S ∈ Σn if and only if every distinct substring of S of length at most k has an occurrence crossing
at least one of the positions in Γ. Finding the smallest k-attractor is NP-hard for k ≥ 3, but
polylogarithmic approximations can be found using reductions from dictionary compressors. It
is easy to reduce the k-attractor problem to a set-cover instance where the string’s positions
are interpreted as sets of substrings. The main result of this paper is a much more powerful
reduction based on the truncated suffix tree. Our new characterization of the problem leads to
more efficient algorithms for string attractors: we show how to check the validity and minimality
of a k-attractor in near-optimal time and how to quickly compute exact solutions. For example,
we prove that a minimum 3-attractor can be found in O(n) time when |Σ| ∈ O( 3+√logn) for
some constant  > 0, despite the problem being NP-hard for large Σ.
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1 Introduction
The goal of dictionary compression is to reduce the size of an input string by exploiting its
repetitiveness. In the last decades, several dictionary compression techniques – some more
powerful than others – were developed to achieve this goal: Straight-Line programs [17]
(context-free grammars generating the string), Macro schemes [23] (a set of substring equations
having the string as unique solution), the run-length Burrows-Wheeler transform [4] (a string
permutation whose number of equal-letter runs decreases as the string’s repetitiveness
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increases), and the compact directed acyclic word graph [3, 6] (the minimization of the suffix
tree). Each scheme from this family comes with its own set of algorithms and data structures
to perform compressed-computation operations – e.g. random access – on the compressed
representation. Despite being apparently unrelated, in [16] all these compression schemes
were proven to fall under a common general scheme: they all induce a set Γ ⊆ [1..n] whose
cardinality is bounded by the compressed representation’s size and with the property that
each distinct substring has an occurrence crossing at least one position in Γ. A set with
this property is called a string attractor. Intuitively, positions in a string attractor capture
“interesting” regions of the string; a string of low complexity (that is, more compressible), will
generate a smaller attractor. Surprisingly, given such a set one can build a data structure of
size O(|Γ| polylog(n)) supporting random access queries in optimal time [16]: string attractors
therefore provide a universal framework for performing compressed computation on top of
any dictionary compressor (and even optimally for particular queries such as random access).
These premises suggest that an algorithm computing the smallest string attractor for
a given string would be a valuable tool for designing better compressed data structures.
Unfortunately, computing a minimum string attractor is NP-hard. The problem remains
NP-hard even under the restriction that only substrings of length at most k are captured by
Γ, for any k ≥ 3 and on large alphabets. In this case, we refer to the problem as k-attractor.
Not all hope is lost, though: as shown in [16], dictionary compressors are actually heuristics
for computing a small n-attractor (with polylogarithmic approximation rate w.r.t. the
minimum), and, more generally, k-attractor admits a O(log k)-approximation based on a
reduction to set cover. It is actually easy to find such a reduction: choose as universe the
set of distinct substrings and as set collection the string’s positions (i.e., set si contains
all substrings crossing position i). The main limitation of this approach is that the set of
distinct substrings could be quadratic in size; this makes the strategy of little use in cases
where the goal is to design usable (i.e., as close as possible to linear-time) algorithms on
string attractors.
The core result of this paper is a much more powerful reduction from k-attractor to
set-cover: the universe U of our instance is equal to the set of edges of the k-truncated suffix
tree, while the size of the set collection S ⊆ 2U is bounded by the size of the (2k−1)-truncated
suffix tree. First of all, we obtain a universe that is always at least k times smaller than the
naive approach. Moreover, the size of our set-cover instance does not depend on the string’s
length n, unless σ and k do. This allows us to show that k-attractor is actually solvable in
polynomial time for small values of k and σ, and leads us to efficient algorithms for a wide
range of different problems on string attractors.
The paper is organized as follows. In Section 1.1 we describe the notation used throughout
the paper and we report the main notions related to k-attractors. In Section 1.2 we give
the main theorem stating our reduction to set-cover (Theorem 5) and briefly discuss the
results that we obtain in the rest of the paper by applying it. Theorem 5 itself is proven in
Section 2 and is used in Section 3 to provide fast algorithms on string attractors. Finally, in
Section 3.4 we introduce and study the complexity of the closely-related sharp-k-attractor
problem: to capture all distinct substrings of length exactly k. The full version [15] of this
paper covers additional material related to the approximation of minimum k-attractors.
1.1 Notation and definitions
Throughout we consider a string S[1..n] of n symbols. We assume the reader to be familiar
with the notions of suffix tree [24], suffix array [18], and wavelet tree [10, 21]. By ST k(S)
we denote a k-truncated suffix tree of S, i.e., a compact trie containing all substrings of S
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of length at most k. E(T ) denotes the set of edges of the compact trie T . L(T ) denotes
the set of leaves at maximum string depth of the compact trie T (i.e., leaves whose string
depth is equal to the maximum string depth among all leaves). Let e = 〈u, v〉 be an edge in
the (truncated) suffix tree of S. With s(e) we denote the string read from the suffix tree
root to (and including) the first character in the label of e. λ(e) = |s(e)| is the length of
this string. We will also refer to λ(e) as the string depth of e. Note that edges e1, . . . , et of
the k-truncated suffix tree have precisely the same labels s(e1), . . . , s(et) of the suffix tree
edges e′1, . . . , e′t at string depth λ(e′i) ≤ k. It follows that we can use these two edge sets
interchangeably when we are only interested in their labels (this will be the case in our
results). Let SA[1..n] denote the suffix array of S. 〈le, re〉, with e ∈ E(ST k(S)) being an
edge in the k-truncated suffix tree, will denote the suffix array range corresponding to the
string s(e), i.e., SA[le..re] contains all suffixes prefixed by s(e).
Unless otherwise specified, we give the space of our data structures in words of Θ(logn)
bits each.
With the following definition we recall the notion of k-attractor of a string [16].
I Definition 1. A k-attractor of a string S ∈ Σn is a set of positions Γ ⊆ [1..n] such that
every substring S[i..j] with i ≤ j < i+ k has at least one occurrence S[i′..j′] = S[i..j] with
j′′ ∈ [i′..j′] for some j′′ ∈ Γ.
When k = n, we simply call Γ an attractor of S.
I Definition 2. A minimal k-attractor of a string S ∈ Σn is a k-attractor Γ such that Γ−{j}
is not a k-attractor of S for any j ∈ Γ.
I Definition 3. A minimum k-attractor of a string S ∈ Σn is a k-attractor Γ∗ such that, for
any k-attractor Γ of S, |Γ∗| ≤ |Γ|.
I Theorem 4. [16, Thm. 4.2] The problem of deciding whether a string S admits a
k-attractor of size at most t is NP-complete for k ≥ 3.
1.2 Overview of the contributions
Our main theorem is a reduction to set-cover based on the notion of truncated suffix tree:
I Theorem 5. Let S′ = #k−1S#k−1, with # /∈ Σ. An instance of k-attractor can be reduced
to a set-cover instance with universe equal to the set of edges of the k-truncated suffix tree of
S and set collection with one element for each leaf of the (2k − 1)-truncated suffix tree of S′.
Figure 1 depicts the main technique (Lemma 11) standing at the core of our reduction: a
set Γ is a valid attractor if and only if it marks (or colors, in the picture), all suffix tree edges.
Using the reduction of Theorem 5, we obtain the following results. First, we present
efficient algorithms to check the validity and minimality of a k-attractor. Note that it is
trivial to perform these checks in cubic time (or quadratic, with little more care). In Theorem
18 we show that we can check whether a set Γ ⊆ [1..n] is a valid k-attractor for S in O(n)
time and O(n) words of space. Using recent advances in compact data structures, we show
how to further reduce this working space to O(n log σ) bits without affecting query times
when k ≤ σO(1), or with a small time penalty in the general case. In particular, when k is
polynomial in the alphabet size, we can always check the correctness of a k-attractor in O(n)
time and O(n log σ) bits of space. With similar techniques, in Theorem 22 we show how to
verify that Γ is a minimal k-attractor for S in near-optimal O(n logn) time. To conclude, in
Theorem 24 we show that a minimum k-attractor can be found in O(n) + exp(O(σk log σk))
time. In particular, this result yields the following corollaries:
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(a) The suffix tree of the string BBBABA, col-
ored corresponding to attractor positions 2, 5, 6.
This attractor is minimal: removing any position
leaves some edge uncolored.
B
A BA
B
A BA
BABA
ABA
(b) The suffix tree of the string BBBABA, col-
ored corresponding to attractor positions 3, 4.
This attractor is minimum: it is minimal and of
minimum size.
Figure 1 A position i “marks” (or, here, colors) a suffix tree edge e if and only if it crosses an
occurrence of the string read from the root to the first letter in the label of e. A set of positions
forms a k-attractor if and only if they color all edges of the k-truncated suffix tree (in this figure,
k = 6 and we color the whole suffix tree). Dashed lines indicate that the edge has multiple colors.
The string terminator $ (and edges labeled with $) is omitted for simplicity.
I Corollary 6. k-attractor is in P when σk log σk ∈ O(logn).
I Corollary 7. For constant k, a minimum k-attractor can be found in O(n) time if there
exists  > 0 such that σk+ ∈ O(logn).
Proof. Let σk+ = σk(1+′), where ′ = /k > 0 is a constant. For any constant ′ > 0 we
have that σk log σk ∈ o(σk · (σk)′) = o(σk(1+′)). It follows that σk log σk ∈ o(logn), i.e., by
Theorem 24 we can find a minimum k-attractor in linear time. J
With the above result we can, for example, find a minimum 3-attractor in O(n) time
when σ ∈ O( 3+√logn), for some  > 0 (keep in mind that 3-attractor is NP-complete for
large alphabets).
2 A better reduction to set-cover
In this section we give our main result: a reduction from k-attractor to set-cover using a
universe smaller than the one used in [16]. We start with an alternative characterization of
k-attractors based on the k-truncated suffix tree.
I Definition 8 (Marker). j ∈ Γ is a marker for a suffix tree edge e if and only if
∃i ∈ SA[le..re] : i ≤ j < i+ λ(e)
Equivalently, we say that j marks e (see Figure 1).
I Definition 9 (Edge marking). Γ ⊆ [1..n] marks a suffix tree edge e if and only if there
exists a j ∈ Γ that marks e.
I Definition 10 (Suffix tree k-marking). Γ ⊆ [1..n] is a suffix tree k-marking if and only if it
marks every edge e such that λ(e) ≤ k (equivalently, every e ∈ E(ST k(S))).
When k = n we simply say suffix tree marking (since all edges satisfy λ(e) ≤ n). We now
show that the notions of k-attractor and suffix tree k-marking are equivalent.
I Lemma 11. Γ is a k-attractor if and only if it is a suffix tree k-marking.
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Proof. (⇒) Let Γ be a k-attractor. Pick any suffix tree edge e such that λ(e) ≤ k. Then,
λ(e) = |s(e)| ≤ k and, by definition of k-attractor, there exists a j ∈ Γ and an i such that
s(e) = S[i..i+ |s(e)| − 1] and i ≤ j ≤ i+ |s(e)| − 1. We also have that i ∈ SA[le..re] (being
〈le, re〉 precisely the suffix array range of suffixes prefixed by s(e)). Putting these results
together, we found an i ∈ SA[le..re] such that i ≤ j ≤ i+ λ(e)− 1 for some j ∈ Γ, which by
Definition 9 means that Γ marks e. Since the argument works for any edge e at string depth
at most k, we obtain that Γ is a suffix tree k-marking.
(⇐) Let Γ be a suffix tree k-marking. Let, moreover, s be a substring of S of length at
most k. Consider the lowest suffix tree edge e (i.e., the e with maximum λ(e)) such that s(e)
prefixes s. In particular, λ(e) ≤ k. Note that, by definition of suffix tree, every occurrence
S[i..i + |s(e)| − 1] = s(e) of s(e) in S prefixes an occurrence of s: S[i..i + |s| − 1] = s. By
definition of k-marking, there exists a j ∈ Γ such that j is a marker for e, which means
(by Definition 8) that ∃i ∈ SA[le..re] : i ≤ j < i + λ(e). Since i ∈ SA[le..re], SA[i] is an
occurrence of s(e), and therefore of s. But then, we have that i ≤ j < i+ λ(e) = i+ |s(e)| ≤
i+ |s|, i.e., S[SA[i]..SA[i] + |s| − 1] is an occurrence of s crossing j ∈ Γ. Since the argument
works for every substring s of S of length at most k, we obtain that Γ is a k-attractor. J
An equivalent formulation of Lemma 11 is that Γ is a k-attractor if and only if it marks
all edges of the k-truncated suffix tree. In particular (case k = n), Γ is an attractor if and
only if it is a suffix tree marking.
Lemma 11 will be used to obtain a smaller universe U in our set-cover reduction. With
the following lemmas we show that also the size of the set collection S can be considerably
reduced when k and σ are small.
I Definition 12 (k-equivalence). Two positions i, j ∈ [1..n] are k-equivalent, indicated as
i ≡k j, if and only if
S′[i− k + 1..i+ k − 1] = S′[j − k + 1..j + k − 1]
where S′[i] = # if i < 1 or i > n (note that we allow negative positions) and S′[i] = S[i]
otherwise, and # /∈ Σ is a new character.
It is easy to see that k-equivalence is an equivalence relation. First, we bound the size of
the distinct equivalence classes of ≡k (i.e., the size of the quotient set [1..n]/ ≡k).
I Lemma 13. |[1..n]/ ≡k | = |L(ST 2k−1(S′))| ≤ min{n, σ2k−1 + 2k − 2}
Proof. By definition of ≡k, the set [1..n]/ ≡k has one element per distinct substring of length
(2k − 1) in S′, that is, per distinct path from the suffix tree root to each of the nodes in
L(ST 2k−1(S′)). Clearly, |L(ST 2k−1(S′))| ≤ n. On the other hand, there are at most σ2k−1
distinct substrings of length 2k − 1 on Σ. Moreover, there are 2k − 2 additional substrings
to consider on the borders of S′ (to include the runs of symbol #). It follows that the
cardinality of L(ST 2k−1(S′)) is upper-bounded also by σ2k−1 + 2k − 2. J
We now show that any minimal k-attractor can have at most one element from each
equivalence class of ≡k.
I Lemma 14. If Γ is a minimal k-attractor, then for any 1 ≤ i ≤ n it holds |Γ ∩ [i]≡k | ≤ 1.
Proof. Suppose, by contradiction, that |Γ ∩ [i]≡k | > 1 for some i. Then, let j, j′ ∈ Γ ∩ [i]≡k ,
with j 6= j′. By definition of ≡k, S′[j − k + 1..j + k − 1] = S′[j′ − k + 1..j′ + k − 1]. This
means that if a substring of S of length at most k has an occurrence crossing position j
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in Γ then it has also one occurrence crossing position j′ ∈ (Γ − {j}). On the other hand,
any other substring occurrence crossing any position j′′ 6= j, j′ is also captured by Γ− {j}
since j′′ belongs to this set. This implies that Γ− {j} is a k-attractor, which contradicts the
minimality of Γ. J
Moreover, if we swap any element of a k-attractor with an equivalent element then the
resulting set is still a k-attractor:
I Lemma 15. Let Γ be a k-attractor. Then, (Γ− {j}) ∪ {j′} is a k-attractor for any j ∈ Γ
and any j′ ≡k j.
Proof. Pick any occurrence of a substring s, |s| ≤ k, crossing position j. By definition of ≡k,
since j′ ≡k j there is also an occurrence of s crossing j′. This implies that Γ′ = (Γ−{j})∪{j′}
is a k-attractor. J
Lemmas 14 and 15 imply that we can reduce the set of candidate positions from [1..n]
to C = {min(I) | I ∈ [1..n]/ ≡k} (that is, an arbitrary representative – in this case, the
minimum – from any class of ≡k), and still be able to find a minimal/minimum k-attractor.
Note that, by Lemma 13, |[1..n]/ ≡k | ≤ min{n, σ2k−1 + 2k − 2}.
We can now prove our main theorem.
Proof of Theorem 5. We build our set-cover instance 〈U ,S〉 as follows. We choose U =
E(ST k(S)), i.e., the set of edges of the k-truncated suffix tree. The set collection S is defined
as follows: let si = {e ∈ E(ST k(S)) | i marks e}, C = {min(I) | I ∈ [1..n]/ ≡k} and put:
S = {si | i ∈ C}.
By definition of ≡k, each I ∈ [1..n]/ ≡k is unambiguously identified by a substring of length
2k − 1 of the string S′ = #k−1S#k−1. We therefore obtain |S| = |L(ST 2k−1(S′))|. We now
prove the correctness and completeness of the reduction.
Correctness. By the definition of our reduction, a solution {si1 , . . . , siγ} to 〈U ,S〉 yields a
set Γ = {i1, . . . , iγ} of positions marking every edge in E(ST k(S)). Then, Lemma 11 implies
that Γ is a k-attractor.
Completeness. Let Γ = {i1, . . . , iγ} be a minimal k-attractor. Then, Lemmas 14 and 15
imply that the following set is also a minimal k-attractor of the same size: Γ′ = {j1 =
min([i1]≡k), . . . , jγ = min([iγ ]≡k)}. Note that Γ′ ⊆ {min(I) | I ∈ [1..n]/ ≡k}. By Lemma
11, Γ′ marks every edge in E(ST k(S)). Then, by definition of our reduction the collection
{sj1 , . . . , sjγ} covers U = E(ST k(S)). J
In the rest of the paper, we use the notation U = E(ST k(S)) and C = {min(I) | I ∈
[1..n]/ ≡k} to denote the universe to be covered (edges of the k-truncated suffix tree) and
the candidate attractor positions, respectively. Recall, moreover, that |U| ≤ min{n, σk} and
|C| ≤ min{n, σ2k−1 + 2k − 2}.
3 Faster algorithms
In this section we use properties of our reduction to provide faster algorithms for a range of
problems: (i) checking that a given set Γ ⊆ [1..n] is a k-attractor, (ii) checking that a given
set is a minimal k-attractor, and (iii) finding a minimum k-attractor. We note that problems
(i)-(ii) admit naive cubic solutions, while problem (iii) is NP-hard for k ≥ 3 [16].
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We assume that the input string S is over the integers alphabet [1..σ] where σ ∈ nO(1).
Note that suffix-sorting can be performed in linear time and space on such alphabets [14].
3.1 Checking the attractor property
Given a string S, a set Γ ⊆ [1..n], and an integer k ≥ 1, is Γ a k-attractor for S? We show
that this question can be answered in O(n) time.
The main idea is to use Lemma 11 and check, for every suffix tree edge e at string depth
at most k, if Γ marks e. Consider the suffix array SA[1..n] of S and the array D[1..n] defined
as follows: D[i] = succ(Γ, SA[i]) − SA[i], where succ(X,x) returns the smallest element
larger than or equal to x in the set X (i.e., D[i] is the distance between SA[i] and the
element of Γ following – and possibly equal to – SA[i]). D can be built in linear time and
space by creating a bit-vector B[1, n] such that B[i] = 1 iff i ∈ Γ and pre-processing B for
constant-time successor queries [13, 5]. We build a range-minimum data structure (RMQ)
on D (O(n) bits of space, constant query time [9]). Then for every suffix tree edge e such
that λ(e) ≤ k, we check (in constant time) that λ(e) > min(D[le..re]). The following lemma
ensures that this is equivalent to checking whether Γ marks e.
I Lemma 16. λ(e) > min(D[le..re]) if and only if Γ marks e.
Proof. (⇒) Assume that λ(e) > min(D[le..re]). By definition of D, this means that there
exist an index i′ ∈ [le..re] and a j ∈ Γ, with j ≥ i = SA[i′], such that j − i = D[i′] < λ(e).
Equivalently, i ≤ j < i+ λ(e), i.e., Γ marks e.
(⇐) Assume that Γ marks e. Then, by definition, there exist an index i′ ∈ [le..re] and a
j ∈ Γ such that SA[i′] = i ≤ j < i+λ(e). Then, j− i < λ(e). Since D[i′] is computed taking
the j ∈ Γ, j ≥ SA[i′], minimizing j − SA[i′], it must be the case that D[i′] ≤ j − i < λ(e).
Since i′ ∈ [le..re], this implies that min(D[le..re]) < λ(e). J
Together, Lemmas 11 and 16 imply that, if λ(e) > min(D[le..re]) for every edge at string
depth at most k, then Γ is a k-attractor for S. Since the suffix tree, as well as the other
structures used by our algorithm, can be built in linear time and space on alphabet [1..n] [7]
and checking each edge takes constant time, we obtain that the problem of checking whether
a set Γ ⊆ [1..n] is a valid k-attractor can be solved in O(n) time and O(n) words of space.
We now show how to improve upon this working space by using recent results in the field of
compact data structures. In the following result, we assume that the input string is packed
in O(n log σ) bits (that is, O(n/ logσ n) words).
We first need the following Lemma from [2]:
I Lemma 17. [2, Thm. 3] In O(n) time and O(n log σ) bits of space we can enumerate the
following information for each suffix tree edge e:
The suffix array range 〈le, re〉 of the string s(e), and
the length λ(e) of s(e).
Proof. In [2, Thm. 3] (see also [1]) the authors show how to enumerate the following
information for each right-maximal substring W of S in O(n) time and O(n log σ) bits of
space: |W | and the suffix array range range(Wb) of the string Wb, for all b ∈ Σ such that
Wb is a substring of S. Since W is right-maximal, those Wb are equal to our strings s(e)
(for every edge e). It follows that our problem is solved by outputting all range(Wb) and
|Wb| returned by the algorithm in [2, Thm. 3]. J
We can now prove our theorem. Note that the input set Γ ⊆ [1..n] can be encoded in n
bits, so also the input fits in O(n log σ) bits.
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I Theorem 18. Given a string S ∈ [1..σ]n, a set Γ ⊆ [1..n], and an integer k ≥ 1, we can
check whether Γ is a k-attractor for S in:
Optimal O(n log σ) bits of space and O(n log n) time, for any constant  > 0, or
O(n(log σ + log k)) bits of space and O(n) time.
Proof. To achieve the first trade-off we will replace the D array (occupying O(n logn) bits)
with a smaller data structure supporting random access to D. We start by replacing the
standard suffix array with a compressed suffix array (CSA) [8, 11]. Given a text stored in
O(n log σ) bits, the CSA can be built in deterministic O(n) time and optimal O(n log σ) bits
of space [20], and supports access queries to the suffix array SA in O(log n) time [11], for any
constant  > 0 chosen at construction time. Given that D[i] = succ(Γ, SA[i])− SA[i] and we
can compute the successor function in constant time using a O(n)-bit data structure (array
B), D[i] can be computed in O(log n) time. Using access to D, the RMQ data structure
(occupying O(n) bits) can be built in O(n log n) time and O(n) bits of space [9, Thm. 5.8].
At this point, observe that the order in which we visit suffix tree edges does not affect the
correctness of our algorithm. By using Lemma 17 we can enumerate λ(e) and 〈le, re〉 for
every suffix tree edge e in linear time and compact space, and check λ(e) > min(D[le..re]),
whenever λ(e) ≤ k (Lemma 16).
To achieve the second trade-off we observe that in our algorithm we only explore the
suffix tree up to depth k (i.e., we only perform the check of Lemma 16 when λ(e) ≤ k),
hence any D[i] > k can be replaced with D[i] = k + 1 without affecting the correctness of
the verification procedure. In this way, array D can be stored in just O(n log k) bits. To
compute the D array in O(n) time and compact space we observe that it suffices to access all
pairs 〈i, SA[i]〉 in any order (not necessarily 〈1, SA[1]〉, 〈2, SA[2]〉, . . . ). From [2, Thm. 10],
in O(n) time and O(n log σ) bits of space we can build a compressed suffix array supporting
constant-time LF function computation. By repeatedly applying LF from the first suffix
array position, we enumerate entries of the inverse suffix array ISA in right-to-left order
in O(n) time [2, Lem. 1]. This yields the sequence of pairs 〈ISA[i], i〉 = 〈j, SA[j]〉, for
i = n, . . . , 1 and j = ISA[i], which can be used to compute D in linear time and compact
space. As in the first trade-off, we use Lemma 17 to enumerate λ(e) and 〈le, re〉 for every
suffix tree edge e, and check λ(e) > min(D[le..re]), whenever λ(e) ≤ k (Lemma 16). J
Note that with the second trade-off of Theorem 18 we achieve O(n) time and optimal
O(n log σ) bits of space when k ≤ σO(1) (in particular, this is always the case when k is
constant). Note also that, since we now assume that the input string is packed in O(n/ logσ n)
words, the running time is not optimal (as Ω(n/ logσ n) is a lower-bound in this model).
3.2 Checking minimality
Given a string S, a set Γ ⊆ [1..n], and an integer k ≥ 1, is Γ a minimal k-attractor for
S? The main result of this section is that this question can be answered in near-optimal
O(n logn) time.
We first show that minimal k-attractors admit a convenient characterization based on
the concept of suffix tree k-marking.
I Definition 19 (k-necessary position). j ∈ Γ is k-necessary with respect to Γ if and only if
there is at least one suffix tree edge e such that:
1. λ(e) ≤ k,
2. j marks e, and
3. If j′ ∈ Γ marks e, then j′ = j
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I Definition 20 (k-necessary set). Γ is k-necessary if and only if all its elements are k-
necessary with respect to Γ.
When Γ is clear from the context, we just say k-necessary (referring to some j ∈ Γ)
instead of k-necessary with respect to Γ.
I Lemma 21. Γ is a minimal k-attractor if and only if:
1. It is a k-attractor, and
2. it is k-necessary.
Proof. (⇒) Let Γ be a minimal k-attractor. Let j ∈ Γ. Since Γ is minimal, Γ− {j} is not a
k-attractor. From Theorem 11, this implies that Γ− {j} is not a k-marking, i.e., there exists
a suffix tree edge e, with λ(e) ≤ k, that is not marked by Γ− {j}. On the other hand, the
fact that Γ is a k-attractor implies (Theorem 11) that Γ is a k-marking, i.e., it also marks
edge e. This, in particular, implies that j marks e. Now, let j′ ∈ Γ be a position that marks e.
Assume, by contradiction, that j′ 6= j. Then, j′ ∈ Γ− {j}, which implies that Γ− {j} marks
e. This is a contradiction, therefore it must be the case that j′ = j, i.e., j is k-necessary.
Since the argument works for any j ∈ Γ, we obtain that all j ∈ Γ are k-necessary.
(⇐) Assume that Γ is a k-attractor and all j ∈ Γ are k-necessary. Then, choose an
arbitrary j ∈ Γ. By Definition 19, there exists an edge e that is only marked by j, i.e.,
for every j′ ∈ Γ − {j}, j′ does not mark e. This implies (Theorem 11) that Γ − {j} is
not a k-attractor. Since the argument works for any j ∈ Γ, we obtain that Γ is a minimal
k-attractor. J
A naive solution for the minimality-checking problem is to test the k-attractor property
on Γ− {i} for every i ∈ Γ using Theorem 18. This solution, however, runs in quadratic time.
Our efficient strategy relies on colored range reporting and consists in checking, for every
suffix tree edge e, if there is only one j ∈ Γ marking it. In this case, we flag j as necessary.
If, in the end, all attractor positions are flagged as necessary, then the attractor is minimal
by Lemma 21. Notice that it can turn out that a single suffix tree edge can be marked by
more than one necessary j ∈ Γ.
I Theorem 22. Given a string S ∈ [1..σ]n, a set Γ ⊆ [1..n], and an integer k ≥ 1, we can
check whether Γ is a minimal k-attractor for S in O(n logn) time and O(n log |Γ|) space.
Proof. We associate to each element in Γ a distinct color from the set ΣΓ = {ci | i ∈ Γ}, and
we build a two-dimensional ΣΓ-colored grid L ⊆ [1..n]2 × ΣΓ (i.e., each point 〈i, j〉 in L is
associated with a color from ΣΓ) defined as L = {〈i,D[i], cSA[i]+D[i]〉, i = 1, ..., n}, that is,
at coordinates 〈i,D[i]〉 we insert a point “colored” with the color associated to the attractor
position immediately following – and possibly equal to – SA[i]. Then, for every suffix tree
edge e we check that L∩ [le..re]× [0..λ(e)−1] contains at least two distinct colors. If there are
at least two distinct colors ck 6= ck′ in the range [le..re]× [0..λ(e)− 1], then we do not mark
k and k′ as necessary (note that they could be marked later by some other edge, though).
However, even if there is only one color ck in the range this may not be enough to mark k as
necessary. The reason for this is that in array D we are tracking only the attractor position i′
immediately following each text position i; it could well be that the attractor position i′′ > i′
immediately following i′ marks e, but we miss it because we track only i′. This problem can
be easily solved inserting in L also a point corresponding to the second nearest attractor
position following every text position (so the number of points only doubles). It is easy to
see that this is sufficient to solve our problem, since we only aim at enumerating at most two
distinct colors in a range.
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At this point, we have reduced the problem to the so-called three-sided colored orthogonal
range reporting problem in two dimensions: report the distinct colors inside a three-sided
orthogonal range in a grid. For this problem, the fastest known data structure takes O(n logn)
space and answers queries in O(log2 n+ i) time, where n is the number of points in the grid
and i is the number of returned points [12]. This would result in an overall running time
of O(n log2 n) for our algorithm. We note that our problem is, however, simpler than the
general one. In our case, it is enough to list two distinct colors (if any); we are not interested
in counting the total number of such colors or reporting an arbitrary number of them.
Our solution relies on wavelet trees [10]. First, we pre-process the set of v ≤ 2n points so
that they fit in a grid [1..v]× [1..v] such that every row and every column contain exactly
one point. Mapping the original query on this grid can be easily done in constant time using
well-established rank reduction techniques that we do not discuss here (see, e.g. [22]). We
can view this grid as an integer vector V ∈ [1..v]v, where each V [i] is associated with a color
V [i].c ∈ ΣΓ. We build a wavelet treeWT (V ) on V . Let us denote the internal node ofWT (V )
reached following the path s ∈ {0, 1}∗. With Vs we denote the subsequence of V associated
with us, i.e., the subsequence of V such that the binary representation of each Vs[i] is prefixed
by s. For each internal node us we store (i) the sequence of colors Cs = Vs[1].c, . . . , Vs[|Vs|].c,
and (ii) a bitvector Bs[1..|Vs|] such that Bs[1] = 0 and Bs[i] 6= Bs[i− 1] iff Cs[i] 6= Cs[i− 1].
We pre-process each Bs for constant-time rank and select queries [13, 5]. Overall, our data
structure takes O(n log Γ) words of space (that is, O(n log Γ logn) bits: at each of the logn
levels of the wavelet tree we store v ≤ 2n colors).
To report two distinct colors in the range [l, r] × [l′, r′], we find in O(log v) time the
O(log v) nodes of WT (V ) covering [l′, r′] as usually done when solving orthogonal range
queries on wavelet trees (see [21] for full details). For each such node us, let the range
Vs[ls, rs] contain the elements in common between Vs and V [l..r] (i.e., the range obtained
mapping [l..r] on Vs). We check whether in Bs[ls..rs] there are two distinct bits at adjacent
positions. If this is the case, we locate their positions Bs[i0] = 0 and Bs[i1] = 1, with
ls ≤ i0 = i1 − 1 ≤ rs (the case i1 = i0 − 1 is symmetric), and return the colors Cs[i0] and
Cs[i1]. By construction of Bs, Cs[i0] 6= Cs[i1] and therefore we are done. Note that i0 and i1
can be easily found in constant time using rank/select queries on Bs.
If, on the other hand, all sequences Bs[ls..rs] are unary, then we just need to retrieve the
O(log v) colors Cs[ls], for all the us covering the interval [l′, r′], and check if any two of them
are distinct (e.g. radix-sort them in linear time). Also this step runs in O(log v) time.
Overall, our solution uses O(n log |Γ|) space and runs in O(n log v) = O(n logn) time. J
3.3 Computing a minimum k-attractor
Computing a minimum k-attractor is NP-hard for k ≥ 3 and large σ. In this section we show
that the problem is actually polynomial-time-solvable for small k and σ. Our algorithm takes
advantage of both our reduction to set-cover and the verification algorithm of Theorem 18.
First, we give an upper-bound to the cardinality of the set of all minimal k-attractors.
This will speed up our procedure for finding a minimum k-attractor (which is, in particular,
minimal). By Lemma 13, there are no more than exp
(O(σ2k)) k-attractors for S. With the
following lemma, we give a better upper-bound to the number of minimal k-attractors.
I Lemma 23. The number of minimal k-attractors is exp
(O(σk log σk)).
Proof. Let minimal(σ, k) denote the maximum number of minimal k-attractors on the
alphabet [1..σ] (independently of the string length n). Let Γ be a minimal k-attractor.
By Lemma 21, for every j ∈ Γ there is at least one edge e ∈ U marked by j only. Let
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edge : Γ → U be the function defined as follows: edge(j) = e such that (i) e is marked by
j only, and (ii) among all edges marked by j only, e is the one with the lexicographically
smallest s(e) (where, if s(e′) prefixes s(e′′), then we consider s(e′) smaller than s(e′′) in
lexicographic order). Let U ′ = edge(Γ) be the image of Γ through edge function. By its
definition, edge is a bijection between Γ and U ′. This implies that |Γ| = |U ′| ≤ |U| ≤ σk:
a minimal k-attractor is a set of cardinality at most σk chosen from a universe C of size
at most |C| ≤ σ2k−1 + 2k − 2 ≤ σ2k, therefore: minimal(σ, k) ≤ ∑σki=1 (σ2ki ). We now give
an upper-bound to the function f(N, t) =
∑t
i=1
(
N
i
)
, where we assume t ≥ 2 for simplicity
(the hypothesis holds in our case since t = σk). Then, we will plug our bound in the above
inequality. Since
(
N
i
)
< N
i
i! , we have that
f(N, t) <
∑t
i=1
Ni
i!
=
∑t
i=1
(
N
t
)i · tii!
≤ ∑ti=1 (Nt )i ·∑ti=1 tii!
∈ O
((
N ·e
t
)t)
We obtain our claim: minimal(σ, k) ≤ f(σ2k, σk) ∈ O(eσk · σkσk) ≤ exp(O(σk log σk)). J
Using the above lemma, we now provide a strategy to find a minimum k-attractor.
I Theorem 24. A minimum k-attractor can be found in O(n) + exp(O(σk log σk)) time.
Proof. Let c(i) = S′[i−k+1..i+k−1], where S′[i] = # /∈ Σ if i < 1 or i > n and S′[i] = S[i]
otherwise, be the context string associated to position i. Consider the string
C = c(i1)$c(i2)$ . . . $c(it)
where {i1, i2, . . . , it} = C and # 6= $ /∈ Σ. By our choice of C, the length of this string is
|C| = (|C| · 2k) − 1 ≤ (σ2k−1 + 2k) · 2k ∈ O(σ2k · k) ≤ exp(O(log σk)). We can build C in
O(n+ |C|) time using the suffix tree of S (i.e., extracting all paths from the root to nodes at
string depth at most 2k − 1).
Let now Γ′′ ⊆ {k · (2j + 1) | j = 0, . . . , t − 1}. It is easy to see that Γ′ = {i | C[i] =
$ or C[i] = #} ∪ Γ′′ is a k-attractor for C if and only if the set Γ = {i(x−k)/(2k) | x ∈ Γ′′}
is a k-attractor for S. Suppose that Γ′ is a k-attractor for C, and consider a substring s
of S of length at most k. By construction of C, s is also a substring of C; in particular,
there is an occurrence C[i..i+ |s| − 1] = s crossing a position k · (2j + 1) ∈ Γ′′, for some j.
Then, ij ∈ Γ and, by the way we defined C, there is an occurrence of s crossing position
ij in S. Conversely, suppose that Γ is a k-attractor for S, and let s be a substring of C of
length at most k. If s contains either $ or #, then it must cross one of the positions in
{i | C[i] = $ or C[i] = #} ⊆ Γ′. Otherwise, it appears inside one of the substrings c(ik),
for some k ∈ [1..t]. But then, this means that s appears in S and, in particular, that it has
some occurrence s′ = s crossing a position ij ∈ Γ. From the way we constructed C, s has an
occurrence in C crossing position k · (2j + 1) ∈ Γ′′ ⊆ Γ′.
At this point, we check whether Γ′ is a k-attractor for C for all possible Γ′′, and return the
smallest such set. Instead of trying all subsets of C, we use Lemma 23 and generate only subsets
of C of size at most σk; these subsets will include all minimal k-attractors and, in particular,
all minimum k-attractors. By Lemma 23, there are at most exp
(O(σk log σk)) such sets, and
each verification takes linear O(|C|) = exp(O(log σk)) time using Theorem 18. Overall, our
algorithm for the minimum k-attractor runs in O(n) + exp(O(log σk)) · exp(O(σk log σk))
time, which simplifies to O(n) + exp(O(σk log σk)). J
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3.4 Sharp attractors
The complexity of k-attractor has been fully characterized in [16], except for the particular
case k = 2: for k ≥ 3, the problem has been proven to be NP-complete, while for k = 1 it is
clearly solvable in linear time. While we have not been able to settle the case k = 2, we show a
polynomial-time solution under the additional constraint that only substrings of length exactly
equal to 2 are captured by the attractor set. We denote with the name k-sharp attractor this
variant. Formally, we define a k-sharp attractor of a string S ∈ Σn to be a set of positions
Γ ⊆ [1..n] such that every substring S[i..j] with j−i+1 = k has an occurrence S[i′..j′] = S[i..j]
with j′′ ∈ [i′..j′] for some j′′ ∈ Γ. In other words, a k-sharp-attractor is a subset that covers
all substrings of length exactly k. By Minimum-k-Sharp-Attractor we denote the
optimization problem of finding the smallest k-sharp attractor of a given input string, and by
k-Sharp-Attractor = {〈T, p〉 | String T has a k-sharp-attractor of size ≤ p} we denote
the corresponding decision problem. In the full version [15] of this paper we show that, for
any constant k ≥ 3, k-Sharp-Attractor is NP-complete. The proof is an adaptation of
the original one proposed for k-attractors in [16], and is based on a reduction from set cover.
Here we show that for k = 2 the problem can be solved in polynomial time (again, the case
k = 1 is trivially solvable in linear time).
I Theorem 25. Minimum 2-sharp-attractor is in P.
Proof. It is easy to show that 2-sharp-attractor is in P by a reduction to edge cover. Given
a string S, let V ⊆ Σ2 be the set of strings of length 2 that occur at least once in S. For
every substring of length 3 of the form xyz, add the edge (xy, yz) to the edge-set E, and
add self-loops for the first and last pair.
A position γ ∈ Γ thus corresponds to an edge, eγ , and it is easy to see that Γ is a
2-sharp-attractor if and only if {eγ |γ ∈ Γ} is an edge cover.
The number of vertices and edges in this graph are both ≤ n, so a minimum edge cover
can be found in O(n√n) time [19]. J
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