Abstract. In this paper we give weighted, or localized, pointwise error estimates which are valid for two different mixed finite element methods for a general second-order linear elliptic problem and for general choices of mixed elements for simplicial meshes. These estimates, similar in spirit to those recently proved by Schatz for the basic Galerkin finite element method for elliptic problems, show that the dependence of the pointwise errors in both the scalar and vector variables on the derivative of the solution is mostly local in character or conversely that the global dependence of the pointwise errors is weak. This localization is more pronounced for higher order elements. Our estimates indicate that localization occurs except when the lowest order Brezzi-DouglasMarini elements are used, and we provide computational examples showing that the error is indeed not localized when these elements are employed.
Introduction
We consider mixed finite element methods for approximating solutions to a general second-order linear elliptic scalar problem for u (x) , where x ∈ Ω, a bounded domain in R n with n ≥ 2. Written in "divergence" form, the problem is to find u satisfying Under minimal smoothness assumptions on the coefficient b, the problem may equivalently be formulated in the "conservation" form
Here c * = c− div b. We shall restrict our attention to the case where the coefficients A, b and c and the boundary ∂Ω are smooth.
In this paper we investigate the pointwise convergence of the "natural" mixed finite element methods corresponding to (1.1) and (1.2). In particular, we prove weighted, or localized, maximum norm estimates in the spirit of [Sch98] . There, instead of proving a typical global almost-best-approximation result of the form
where u h ∈ S r h is a standard Galerkin approximation to u, Schatz considered the error at a single point x 0 . Modulo a logarithmic factor, he proved results of the form
Here r is the order of approximation given by S r h in L p (1 ≤ p ≤ ∞), 0 ≤ s ≤ r − 2, and h is taken to be the diameter of an element in a globally quasi-uniform mesh. The weight σ is defined by
Note that σ is 1 at x 0 and it is O(h) a unit distance away from x 0 . Heuristically these estimates indicate that standard Galerkin methods are "localized" (except in the piecewise linear case r = 2) and that higher order methods are more localized. By "localized", we mean roughly that the pointwise error (u − u h )(x 0 ) is dependent mostly on the best possible approximation error u − χ near the point x 0 and is only weakly dependent on u − χ a unit distance away from x 0 . More precisely, we can see from the estimate (1.4) and the definition (1.5) that the dependence of the finite element error (u − u h )(x 0 ) on the approximation error (u − χ)(y) is weakened by a factor of h r−2 when y is a unit distance away from x 0 . We finally note that the pointwise estimate (1.4) reduces to the global almostbest-approximation estimate (1.3) when s = 0, so that (1.4) is a generalization of (1.3).
Mixed finite element methods for approximating solutions to (1.1) and (1.2) when the coefficient b is nonzero were introduced in [DR82] . Let Q h × V h ⊂ H(div; Ω) × L 2 (Ω) be a mixed approximating subspace, denote by (·, ·) the L 2 (Ω) or [L 2 (Ω)] n inner product, and denote by ·, · the L 2 (∂Ω) inner product. Then the mixed finite element method corresponding to the divergence form (1.1) is as follows: Find a pair { p h , u h } ∈ Q h × V h such that (1.6)
Here the vector variable p h approximates p = −A∇u. The corresponding mixed method for the conservation form problem (1.2) is as follows: Find {p h , u
Existence, uniqueness, and optimal-order L 2 error estimates for the vector and scalar variables were proved in [DR82] for the methods (1.6) and (1.7) when Q h × V h is taken to be one of the Raviart-Thomas family of spaces, and this analysis was extended to encompass all of the mixed finite element spaces usually used in this context in [Dem02] . In the latter paper, computational examples were presented showing that the convergence of the vector approximationp h top in the conservation form method (1.7) is of suboptimal order when one of the BrezziDouglas-Marini, or BDM , family of spaces is used and b is nonzero. Finally, optimal order global maximum norm estimates were proved for the conservation form method employing any member of the Raviart-Thomas family of elements in [GN88] and for methods using general choices of element spaces to approximate solutions to a restricted model problem with no lower-order terms in [GN89] .
In the following analysis we accomplish three major goals. The first is to extend Schatz's sharply localized pointwise analysis of basic Galerkin methods to the mixed finite element methods (1.6) and (1.7). Secondly, the previous global maximum norm analyses cited above do not admit fully general choices of simplicial mixed elements and linear differential operators. We fill these gaps here. Finally, we continue the comparison between varying choices of mixed finite element methods and mixed elements for approximating solutions to elliptic problems that was begun in [Dem02] , where it was shown that suboptimal convergence occurs if the BDM elements are used in the conservation form method (1.7). In this paper, we employ asymptotic error expansion inequalities derived from our localized pointwise results to make the slightly more subtle observation that the lowest-order BDM elements do not in general yield a localized approximation, while the lowest-order RaviartThomas elements do.
We first prove general estimates for errors in the vector variables. Our results are valid for the divergence and the conservation form methods (1.6) and (1.7) using any of the usual choices of simplicial mixed finite elements. We let Π h be a local interpolant for Q h which approximates to order k, and we let P h be the L 2 -projection onto V h , with V h approximating to order j, j = k (e.g., in the case of the Raviart-Thomas elements) or j = k −1 (e.g., in the case of the BDM elements). We recall that p h approximates p = −A∇u in the divergence form method (1.6) andp h approximatesp = −(A∇u − bu) in the conservation form method (1.7). Theorem 1.1. Let the general assumptions of §2 concerning the differential operators, Π h , P h , and the mesh be satisfied. Then there exists a constant C independent of u, p,p, and h such that for any x 0 ∈ Ω, 0 ≤ s ≤ j, and 0 ≤ t ≤ j − 1, 
Here h,3 = 1 if s < j − 1 and h,3 = log 1 h if s = j − 1, and h,4 = 1 if t < j − 2 or j = 1 and h,4 = log
Finally we state asymptotic error expansion inequalities for the vector variables. These results follow from Theorems 1.1 and 1.2 via an elementary argument nearly identical to Schatz's proof, given in [Sch98] , of the corresponding inequalities for the standard Galerkin method. We do not give the proof here. 
(1.12)
where the second term on the right-hand side is taken to be 0 if s = 1. For the conservation form problem, (1.13)
Here h,1 is defined as above.
We now consider the estimate (1.12) for the divergence form method for two choices of element space. If we let Q h × V h be the lowest-order Raviart-Thomas space RT 0 , then j = k = 1, that is, the vector and scalar variables both are approximated to first order. Then with s = j = 1, (1.12) becomes
. Here all terms of lowest order (order one) are dependent only upon u and p and their derivatives at the point x 0 , while all global terms are multiplied by a factor of h 2 and are thus of higher order. The divergence form method is therefore localized when the lowest order Raviart-Thomas spaces are used. A similar conclusion may be drawn for the conservation form method using the lowest order Raviart-Thomas spaces.
We next consider (1.12) for the divergence form method when the lowest order Brezzi-Douglas-Marini space BDM 1 is used. Here k = 2 and j = 1, that is, the vector finite element space is able to approximate to one order higher than the scalar space. With j = s = 1, (1.12) becomes (1.14)
Here there are global terms of lowest order, indicating that the method is not localized. In §5 we present numerical experiments confirming that this estimate is sharp in that
Thus (1.14) is sharp with respect to localization, and (1.8) and (1.9) are sharp with respect to the orders of weights allowed. We note that loss of localization occurs only when using the lowest order BDM elements and not when using the higher order BDM elements.
We summarize here our findings regarding the use of the BDM family of elements for simplicial meshes in mixed methods for elliptic problems. We first note that the BDM family of elements was constructed with the goal of approximating ∇u (or p orp) with maximum efficiency as this is normally the variable of greatest interest in mixed methods. It was previously shown in [Dem02] that this goal is not met when b = 0 and the conservation form method is used asp h converges top at a suboptimal rate for any choice of BDM space for simplicial elements. Here we have shown that if one uses the lowest-order BDM space in the divergence form method, one loses the property of localization (as defined above) while retaining the intended gain in efficiency over the Raviart-Thomas or other elements for which Q h does not consist of [P k ] n , i.e., of a full order of polynomials. We note that localized estimates have been used in [HSWW01] in the analysis of asymptotically exact pointwise a posteriori error estimators for basic Galerkin methods for elliptic problems, and we expect our results for mixed methods to be similarly applicable. Such an analysis is precluded, or at the least greatly complicated, when localization is lost as in the case of the lowest-order BDM elements. Thus use of the lowest order BDM elements in the divergence form method involves a tradeoff in which one gains efficiency while losing localization properties.
Finally, we note that the divergence and conservation form mixed finite element methods for approximating solutions of (1.1) and (1.2) behave in a fashion which is sometimes significantly different than their counterpart when lower-order terms are not present. Put in other words, Poisson's problem is not generally a suitable model problem for studying the behavior of mixed approximations to solutions of (1.1) and (1.2). This is in particular the case when the first-order term b is nonzero. In addition to adding complication to the structure of the error bounds obtained for these methods (and as already mentioned leading to suboptimal bounds when the BDM elements are used in the conservation form method), the proofs of these error bounds are somewhat more complicated when lower-order terms are present. In the present case, the first-order term b prevents a clean development of the technical details in our analysis below, particularly in the conservation form method.
Preliminaries and assumptions
In this section we describe our notation, outline the assumptions under which we shall prove our results, and state results concerning some of the technical tools essential for proving our main theorems. It will be convenient in our technical development to prove certain facts for the conservation and divergence form problems at the same time, and for the sake of convenience we gather here the necessary notational conventions. We shall let u h ∈ V h denote either u h or u * h , depending on whether we are considering the divergence or conservation form case, respectively, and similarly we shall letĉ denote either c or c * . Also, we shall let p denote p orp as appropriate, and similarly we let p h denote either p h orp h . 
We also assume that the coefficients a ij , b i and c are bounded and smooth and that the boundary ∂Ω is smooth. We do not assume coercivity, but rather we only require that solutions of (1.1) and (1.2) exist and that they be unique. Of particular importance in the proofs of our results are the adjoint problems to (1.1) and (1.2). Here we employ the problem (2.1)
In the divergence form case, we shall take b 1 = b, b 2 = 0, andĉ = c so that (2.1) reduces to the adjoint of (1.1). In the conservation form case, we shall take b 1 = 0, b 2 = − b, andĉ = c * so that (2.1) reduces to the adjoint of (1.2). We shall also use the following regularity results for u satisfying (1.1) and (1.2) and φ satisfying (2.1). For f ∈ L 2 (Ω), we require the estimate
and in the case that f = div z for some z ∈ H(div; Ω), we record the easily proven energy-type estimate
We finally state a lemma concerning the Green's functions for the problems (1.1) and (1.2) and their adjoint (2.1). With slight abuse of notation, we shall denote by
Lemma 2.1. There exists a constant C such that for x and y in Ω,
Here C depends only on Ω and the coefficients A, b, and c.
Proof. The inequality (2.4) is proven in [Kra69] . The inequality (2.5) follows in the current context of smooth coefficients and boundary by an elementary argument using the fundamental theorem of calculus and (2.4). We note that (2.5), although very weak, is sufficient for our purposes here, and we do not state a sharp result in order to avoid then having to distinguish between n = 2 and n ≥ 3.
Error equations.
In this section we state error equations for the mixed methods (1.6) and (1.7). We recall our convention that b 1 = b, b 2 = 0, andĉ = c in the divergence form method and associated problems and
in the conservation form method and associated problems. We also let p denote either p (in the divergence form case) orp (in the conservation form case), and we similarly letû h denote either u h or u * h . Using this convention and combining (1.1) and (1.2) with (1.6) and (1.7) under the assumption that all integrals (boundary integrals in particular) are exact, we have
Assumptions on the finite element spaces.
Let {τ h } be a partition of Ω into triangles or simplices having maximum diameter h. Boundary elements are allowed to have one curved face as described in, for example, [DR85] and [BDM85] . We assume that the simplices τ h each satisfy the quasi-uniformity condition ch
For technical reasons we also state the requirement that V h locally contain precisely a full order of polynomials, i.e., V h | τ h = P j−1 on each element τ h . We first require that the commuting diagram property be satisfied. We let
n for some fixed p > 2 and we let P h : L 2 (Ω) → V h be the local (elementwise) L 2 projection. We then require that there exist a local projection operator Π h : W → Q h (also acting elementwise) such that the following diagram commutes.
The commuting diagram property can also be stated in the form
We next state approximation properties. Let D ⊆ Ω, and let
For the vector finite element space Q h with interpolant Π h , we assume there exists an integer k such that for all 1 ≤ s ≤ k and 1 ≤ p ≤ ∞,
n . We then let j = k (as in for example the Raviart-Thomas elements) or j = k − 1 (as in the Brezzi-Douglas-Marini elements) and we require that for the scalar
, where the norm on the left-hand side is computed piecewise over the elements.
Next we state inverse assumptions. With domains D and D as above, we require that
These estimates follow via the usual proofs under the assumption of quasi-uniformity of the mesh in the cases of the elements normally used in this context.
We finally require the following superapproximation properties. For any smooth function ω and any v h ∈ V h , we require that for 1 ≤ p ≤ ∞,
andC, then we require that
for 1 ≤ p ≤ ∞. We remark that for standard element choices, these properties follow by standard proofs (using a sharp form of the Bramble-Hilbert Lemma) given the previously made assumptions concerning inverse properties; cf. [Sch83] .
Discrete δ-functions.
In this subsection we introduce discrete δ functions for both the scalar and vector subspaces. We refer the reader to [SW95] and [Wah91] for proofs of the existence of such functions and their stated properties, respectively, in representative finite element contexts.
In the scalar case, we assume that given x 0 ∈ τ h , there exists a function
We furthermore require that
In the vector case we require the existence of δ 
and for any y ∈ Ω,
Global and local L 2 estimates for the dual problem
In this section we introduce a mixed finite element method corresponding to the adjoint problem (2.1), state global L 2 estimates for the error in the method, and prove a local L 2 estimate essential to the proofs of Theorem 1.1 and Theorem 1.2.
3.1. The dual mixed finite element method. We first state the mixed finite element method for approximating solutions to (2.1), which reduces to (1.6) or (1.7) (with different coefficients and right-hand side) for the allowed choices of b 1 and b 2 andĉ. We seek a pair
We next state global L 2 results for the above method.
Lemma 3.1. For h small enough,
The above three results were proved in [Dem02] , where they can be found in Theorems 1.2 and 1.4, Corollary 3.4, and Remark 3.5, respectively. 
, and let the pair { r h , φ h } ∈ Q h × V h satisfy the mixed finite element equations (3.1a) and (3.1b). Assume also that D is an annulus centered at some point x ∈ Ω (or the intersection of such an annulus with Ω) and that D has radius
Remark 3.3. It is possible to give an alternate proof of Lemma 3.2 which is lengthier but in some sense more traditional. One may first prove general local L 2 bounds of the form
where
is a suitably defined negative norm, γ in (3.3) is a general righthand side which is not required to be in V h , and D is any domain contained in Ω. One may then suitably bound the negative norm terms in (3.5) in order to prove (3.4).
Proof of Lemma 3.2. We begin by bounding Π
is uniformly positive definite with uniformly bounded entries since A is, we find that (3.6)
We next combine the mixed form of (3.3) with the mixed finite element equations (3.1a) and (3.1b) to obtain the error equations
Using the error equation (3.7a) and the commuting diagram property (2.7), we find that
We next use the commuting diagram property (2.7) and the error equation (3.7b) to obtain (3.10)
Combining (3.6), (3.8), (3.9) and (3.10) yields (3.11)
We next use the superapproximation assumptions (2.12b) and (2.12a) and the L 2 stability of P h to obtain (3.12)
Recalling that |∇ω| 1 d , we also find
We next insert (3.12), (3.13) and (3.14) into (3.11) while again noting that
Then taking i > 0, i = 1, 2, recalling that 
.
Inserting (3.15) into (3.6) and taking 1 and 2 small enough to kick back the final term above, we find that
Employing the triangle inequality along with (3.16), we obtain
Iterating (3.17) n + 2j times yields
and changing the domain D (n+2j)d to D .5d (which will change the constant in the above inequality by a constant factor not dependent upon d) gives
We next use the triangle inequality, the inverse property (2.10b), and Hölder's inequality while recalling that h ≤ d to find that
Inserting (3.18) into (3.17) yields
We shall next bound P h φ − φ h D . We note that (3.20)
Thus we let v be supported in D with v D = 1, and we then seek to bound
by the right-hand side of (3.4). We first proceed with a duality argument. We let m solve
Then, with z = −(A∇m + b 2 m) and recalling that b 1 = 0 or b 2 = 0, we have
Using the commuting diagram property (2.7), we note that
We next find that (3.23)
Combining (3.22) with (3.23) and rearranging terms, we thus find that (3.24)
Using (3.7a), we deduce that
Combining (3.21), (3.24) and (3.25) yields (3.26)
We recall that z = −(A∇m + b 2 m) and integrate by parts to find (3.27)
Recalling that γ ∈ V h , we next deduce from (3.1b) and (3.3) that
and thus
Combining (3.26), (3.27), and (3.28) and then rearranging terms yield (3.29)
We finally note that (3.30)
so that inserting (3.30) and (3.31) into (3.29) and then inserting (3.29) into (3.21), we obtain (3.32)
We next find that (3.33)
Using approximation properties, global regularity, and recalling that v D = 1, we obtain
We next note that since the coefficients A, b, and c are smooth and v is supported in D, m must be smooth in Ω \ D d . Then using the approximation property (2.9), we deduce that
Now for any fixed
x ∈ Ω \ D d , m(x) = Ω G(x, y)v(y)dy = D
G(x, y)v(y)dy,
and for any multiindex α with |α| ≤ j,
We next observe that |y − x| ≥ d for y ∈ D, so we may apply Lemma 2.1 while
for any multiindex |α| ≤ j. Combining (3.33), (3.34), (3.35), and (3.36) yields (3.37)
We next find that (3.38)
Using the approximation properties (2.8) and (2.9) along with global regularity yields
Proceeding as in (3.35) through (3.36) while recalling that j ≤ k, we obtain
Combining (3.38), (3.39), and (3.40), we find
Combining (3.20), (3.32), (3.37), and (3.41) while multiplying by
(which is again an inconsequential change of notation), and applying the triangle inequality yield (3.42)
In order to complete the proof of (3.4), we insert In this section we prove Theorem 1.1 and Theorem 1.2. We first state and prove some lemmas and then carry out the proofs.
Discrete Green's functions.
In proving Theorems 1.1 and 1.2, we shall use discrete Green's functions in order to represent the errors
, and (P h u − u * h )(x 0 ) and thereby reduce the problem to bounding certain weighted L 1 norms of the errors in mixed finite element approximations to these discrete Green's functions. We first write down the problems the two necessary discrete Green's functions will solve. In proving Theorem 1.1, we shall employ the problem
With r = −(A * ∇φ + bφ) and recalling our convention that either b 2 = 0 (in the divergence form case) or b 1 = 0 (in the conservation form case), (4.1) has mixed
, with corresponding mixed finite element equations
Similarly, in proving Theorem 1.2 we shall employ the problem
We now state a lemma representing the errors in the mixed finite element approximations in terms of the discrete Green's functions defined above. 
Also, letû h denote u h (in the divergence form case) or u * h (in the conservation form case). Then
(4.8)
Proof. We begin the proof of (4.7) by using (2.14) to write
Using (2.6a), noting that div δ 0 i ∈ V h , and employing (4.3b), we next find that (4.10)
Again using the error equation (2.6a) yields
Employing the dual mixed equation (4.3a), the error equation (2.6b), the commuting diagram property (2.7), and finally (4.3a) once more, we next deduce that (4.12)
Inserting (4.12) into (4.11), we find that (4.13)
We then combine (4.13) with term II from (4.10), rearrange terms, use the dual mixed equation (4.2a), and finally employ the commuting diagram property (2.7) to deduce that (4.14)
We finally note that
Combining (4.9), (4.10), (4.14), and (4.15) completes the proof of (4.7). In order to prove (4.8), we note from (2.13) and (4.6b) that
and we proceed as in (4.10) through (4.15) with appropriate slight modifications.
4.2.
A partition of Ω. We begin this section by partitioning Ω into special subdomains. Recall that we are seeking to estimate the errors in various finite element approximations to u, p, andp at some point x 0 ∈ Ω. We let M > 0 be an arbitrary constant which will later be taken to be large enough and define B Mh = {y ∈ Ω : |y − x 0 | < Mh}. We next let d i = 2 −i for i = 0, 1, 2, ... and define
Thus the Ω i 's are annuli centered at x 0 , with a larger subscript i indicating a smaller radius and a larger number of primes indicating a thicker annulus. For notational ease we shall assume that Ω has unit radius. We then let J be the smallest integer such that Ω = B Mh ∪ (
Finally we recall that
Another lemma: Bounds for approximation errors.
Lemma 4.2. Let φ and r be given by (4.2a) and (4.2b), let 0 ≤ m ≤ j − 1, and let 0 ≤ ≤ j. Then Proof. In order to prove (4.19) and (4.20), we shall need to introduce two new mixed problems. We let ω be a smooth cutoff function which is 1 on Ω i , 0 on Ω \ Ω i , satisfies 0 ≤ ω ≤ 1, and has a bounded first derivative, i.e., ∇ω L∞(Ω) 1 di . We then let φ i,1 and φ i,2 satisfy (4.26)
We also let
. By linearity and uniqueness, we then have φ = φ i,1 + φ i,2 and r = r i,1 + r i,2 . Also, by the linearity of P h and Π h , we have
and (4.29)
Thus we must bound the right-hand sides of (4.28) and (4.29) by the right-hand sides of (4.19) and (4.20), respectively. We first use the approximation property (2.9), the regularity assumptions (2.2) and (2.3), Hölder's inequality, and finally (2.16) to find that (4.30)
We next use Hölder's inequality and the approximation assumption (2.9) to deduce that
We note that div[(1 − ω) δ
is smooth on Ω i . For x ∈ Ω i and |α| ≤ j, we use integration by parts and Lemma 2.1 along with (2.15) and the stability of P h in L 1 to obtain (4.32)
Combining (4.32) with (4.31) and (4.30) yields (4.19). The proof of (4.20) is very similar, and we omit it here.
In order to prove (4.21), we first break (4.1) into two problems with homogeneous Dirichlet boundary conditions, one with right-hand side div δ 0 i and solution φ 1 and the other with right-hand side −P h ( b 2 A − * δ 0 i ) and solution φ 2 . By linearity and uniqueness, φ = φ 1 + φ 2 . We then use the approximation assumption (2.9), the regularity assumptions (2.2) and (2.3), and finally (2.15) to find that
We next use Hölder's inequality, (4.33) and (4.19), and finally (4.16) and (4.18) to find (4.34)
The proofs of (4.22) and (4.23) are similar. In order to prove (4.24), we first use Hölder's inequality and the triangle inequality to obtain (4.35)
). We next find via (2.15) and computations as in (4.33) that
We may also deduce as in (4.30) that (4.37)
and as in (4.32) that
We finally note using (2.16) that
Inserting (4.36), (4.37), (4.38), and (4.39) into (4.35) and summing using (4.17) and (4.18) yield (4.24). In order to prove (4.25), we first use the superapproximation assumption (2.11) and the L 1 stability of P h to find that for any 0 ≤ m ≤ j − 1,
We next obtain (4.41)
Employing the superapproximation assumption (2.11), the L 1 stability of P h , and (4.24), we find
Recalling from (4.26) and (4.27) the definitions of φ i,1 and φ i,2 , we note that
Using Hölder's inequality, the superapproximation assumption (2.11), the L 2 stability of P h , and proceeding as in (4.30), we next find
We next use Hölder's inequality and the approximation assumption (2.9) while noting that D α P h φ ≡ 0 on each element for |α| = j since P h φ is a polynomial of order j − 1 in order to deduce
Proceeding from above while using the stability of P h in W j−1 ∞ and calculating as in (4.32) except now with |α| ≤ j − 1 yields
Combining (4.41) through (4.42) and employing (4.17) and (4.18) while recalling that 0 ≤ m ≤ j − 1, we obtain (4.43)
Combining (4.40) and (4.43) yields (4.25). 
for any 0 ≤ s ≤ j and 0 ≤ t ≤ j − 1, thus completing the proof of (1.8).
In order to prove the inequality (1.9) for the conservation form method, we first note that v L1,x0,−t−1 ≤ 1 h v L1,x0,−t , so that from (4.25) we deduce 
Thus we complete the proof of (1.9) and therefore of Theorem 1.1.
Proof of Lemma 4.4.
We begin by noting that
We next use Hölder's inequality, the global L 2 bounds given in Lemma 3.1, the approximation assumptions (2.8) and (2.9), (2.2), and (2.15) to obtain
(4.53)
We next insert a "dummy" term for later use in a kickback argument, and then we use the local L 2 bound (3.4) from Lemma 3.2 to deduce that
and then we rearrange terms in (4.54) while recalling that
Using in turn the relevant bounds from Lemma 4.2 along with (4.53) while recalling that
We now collect and rearrange terms and then use (4.16), (4.17), and (4.18) while recalling that j ≤ k to obtain (4.55)
. We next take M large enough to kick back the last term in (4.55) and thus deduce that
. Then we insert (4.56) into (4.54) and in turn insert the resulting inequality and (4.53) into (4.52) to find that
. When s = 0 (so that s < j, i.e., j − s > 0 and δ js = 0), (4.57) reduces to
Taking M large enough to kick back the second term above and inserting the result into (4.57), we finally find that for 0 ≤ s ≤ j,
We next note that
We now use Hölder's inequality, the bound (3.2b) from Lemma 3.1, the approximation properties (2.8) and (2.9), global regularity, and (2.15) to obtain (4.60)
We next insert a "dummy" term for later use in a kickback argument and then use the local L 2 bound (3.4) from Lemma 3.2 to deduce that
and then rearrange terms to find that
Using in turn each of the relevant bounds from Lemma 4.2 along with (4.53) while recalling that
In order to complete the proof of (4.50b), we collect and rearrange terms and then use (4.16), (4.17) and (4.18) while recalling that j ≤ k to deduce that (4.62)
Next we take M large enough to kick back the last term in (4.62), and then we insert the result and (4.60) into (4.59) to obtain
Inserting (4.58) (with s = 0) into (4.63), we find that
Employing (4.64) with m = 0 (so that j − m > 0) and taking M large enough to perform a kickback argument yields
The proof of (4.50b) is completed by inserting (4.65) into (4.64), and the proof of (4.50a) is in turn completed by inserting (4.50b) (with m = 0) into (4.58).
In order to complete the proof of (4.50c), we collect and rearrange terms in (4.61) and then use (4.16), (4.17), and (4.18) while recalling that j ≤ k to obtain (4.66)
. We next take M large enough to kick back the last term of (4.66), yielding (4.67)
Inserting (4.50b) and (4.50a) with m = s = 0 into (4.67) and in turn inserting (4.67) and (4.60) (with j ≥ 2, so 1 − δ 1j = 1) into (4.59) yields (4.50c).
4.5. Proof of Theorem 1.2. The proof of Theorem 1.2 is analogous to that of Theorem 1.1. We omit the details.
Numerical results
In this section we present numerical results confirming that the lowest-order BDM elements do not in general yield a localized approximation when used in mixed methods for elliptice problems.
We first recall the relevant parameters and estimates. In the lowest order BDM space BDM 1 in R 2 , Q h consists of the bi-piecewise linear functions with continuous normal traces, while V h consists of the piecewise constants. Thus the vector variable is approximated to order k = 2 by BDM 1 , while the scalar variable is approximated to order j = 1. In Theorem 1.1, the parameter s is thus allowed to be 1, while t must be 0. Applying approximation properties to (1.8) with these allowed choices of s and t yields (5.1)
Note that we have ignored logarithmic factors as they have little effect on the observed rate of convergence. We wish to show that t cannot be larger, in particular that t = 1 is not an allowed choice in this case. If t = 1 were an allowed choice, (4.1) could be reduced to
and the error expansion inequality (1.14) would instead read
localized O(h 2 ). that is, the method would be superconvergent at the point x 0 . Our calculations confirm that no such superconvergence occurs. For comparison we also performed computations using the lowest-order RaviartThomas elements RT 0 . Here j = k = 1, and we recall from (1.14) that
Thus if |α|=1 h|D α p(x 0 )| = 0, our theory predicts that
and our experiments confirm that now this superconvergence indeed occurs.
In our numerical experiments, we chose u so that the derivatives of u up to third order vanish at a specific point x 0 , that is, so that (5.2) holds. In particular, we took u(x, y) = x 4 (1 − x 2 − y 2 ), x 0 = (0, 0), Ω = {(x, y) ∈ R 2 : x 2 + y 2 < 1}, A = diag(2 + y, 3 + x), and b = c = 0. We note here that ∂Ω is smooth and u| ∂Ω = 0.
For each value of the mesh size h, the domain Ω was meshed with a standard mesh, then perturbed randomly twenty times in order to place the origin at different points within elements and rule out superconvergence due to mesh symmetry about x 0 . The mesh sizes were taken to be h = 1 √ 22 , = 1, ..., 6. Computations were performed on each perturbed mesh, and for each value of h, err h,max was taken to be the largest value of the error |( p − p h )(0, 0)| obtained over the twenty mesh perturbations. Estimated rates of convergence were then calculated by r h = log 2 err h,max err h/2,max .
Curved elements were used at the boundary. The triangular portions of all elements were integrated using a seven-point quadrature rule found in [SF73, p. 184] which is exact for polynomials of up to degree 5. The "skin layer" of the curved elements was integrated using 1-dimensional quadrature along the natural linear element edges and from the natural linear element edges to the actual curved element boundary. The quadrature rule, found in [HTB95, p. 522], is exact for polynomials of up to degree 8. A standard interelement Lagrange multiplier scheme for mixed methods (as described in [BDM85] , for example) was employed in order to enable use of an iterative solver. The results of our computations are displayed in Table 1 . We recall that our theory predicts O(h 2 ) convergence at x 0 = (0, 0) when using either RT 0 or BDM 1 . It is clear from our computations that superconvergence is indeed occurring at (0, 0) when RT 0 is used; that is, |( p − p h )(x 0 )| h 2 , whereas RT 0 approximates to first order in general. It is also clear that a full order of superconvergence does not occur at (0, 0) when BDM 1 is used; that is, |( p− p h )(x 0 )| h 
