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Abstract
Capture-recapture (CRC) surveys are widely used to estimate the size of a population whose
members cannot be enumerated directly. When k capture samples are obtained, counts of unit
captures in subsets of samples are represented naturally by a 2k contingency table in which one
element – the number of individuals appearing in none of the samples – remains unobserved.
In the absence of additional assumptions, the population size is not point-identified. Assump-
tions about independence between samples are often used to achieve point-identification. How-
ever, real-world CRC surveys often use convenience samples in which independence cannot be
guaranteed, and population size estimates under independence assumptions may lack empirical
credibility. In this work, we apply the theory of partial identification to show that weak assump-
tions or qualitative knowledge about the nature of dependence between samples can be used to
characterize a non-trivial set in which the true population size lies with high probability. We
construct confidence sets for the population size under bounds on pairwise capture probabilities,
and bounds on the highest order interaction term in a log-linear model using two methods: test
inversion bootstrap confidence intervals, and profile likelihood confidence intervals. We apply
these methods to recent survey data to estimate the number of people who inject drugs in Brus-
sels, Belgium.
Keywords: population size, log-linear model, injection drug use
1 Introduction
Estimating the size of a hidden population is an important problem in demography, ecology, epi-
demiology, and public health research. When the members of a hidden population cannot be
enumerated directly, probabilistic survey methods may be used to obtain statistical estimates of
the population size. Capture-recapture (CRC) surveys obtain several random samples from a hid-
den population, and record the number of unique individuals in each subset of samples. Historically,
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CRC was first used in ecological studies, to monitor animal abundance and related demographic
parameters [1–5]. Recently, CRC surveys have been used in epidemiological studies, to estimate
the size of hidden or hard-to-reach populations, including men who have sex with men [6–8], sex
workers [6–10], people who inject drugs (PWID) [7, 8, 11–13], methamphetamine users [14], mari-
juana cultivation [15], opiate users [16, 17], heroin users [18], and casualties from the Syrian conflict
[19]. In addition, CRC surveys have been used to examine the completeness of case ascertainment,
examples of which include tuberous sclerosis [20], road traffic mortality [21], cancer registration
[22], and rare diseases [23, 24].
When k capture samples are obtained, counts of units captured in subsets of samples are represented
naturally by a 2k contingency table in which one element – the number of individuals appearing
in none of the samples – remains unobserved [25]. Because the missing element can take any non-
negative integer value, the population size is not nonparametrically point-identified in the absence of
additional assumptions. CRC analyses typically make three types of assumptions: 1) independence
assumptions; 2) closed-population assumptions in which the population is assumed to be static in
size and composition during the period of investigation, i.e., the effects of mortality, migration and
recruitment are negligible [1]; and 3) homogeneous capture probability, which means the probability
of being captured in a certain sample is the same across each individual in the population.
The traditional theory of CRC estimation was developed under the strongest independence as-
sumption: all samples are independent; this yields the standard CRC estimator. Because a CRC
survey reveals 2k ´ 1 elements of this table, at most 2k ´ 1 parameters can be identified. However,
in real-world studies of hidden or hard-to-reach populations, even a model with 2k ´ 1 parameters
is still unverifiable and may not be credible when higher-order dependence between samples cannot
be ruled out. Often researchers have only a vague idea about the structure of the target population,
and may not be able to derive higher-order dependence relations from knowledge of the k study
designs. For example, epidemiological and public health studies of hidden populations often use a
convenience sampling method to recruit participants. One prominent example is respondent-driven
sampling (RDS) [26, 27], a social link-tracing procedure for recruiting members of hard-to-reach
populations. In RDS, researchers begin with a set of “seed” individuals already known to the
study. Recruited participants receive coupons that they can use to recruit their social contacts
(who must meet the study inclusion criteria) into the study. RDS can be an effective procedure
for recruiting members of an otherwise hard-to-encounter population, but it can be difficult to
guarantee independence between RDS samples, or between an RDS sample and another sample.
Two RDS samples from the same target population may start with non-independent sets of seeds,
violating the independence assumption. Likewise, administrative lists of individuals who interact
with a a medical clinic, social service provider, or law enforcement entity are sometimes used as
samples in CRC studies. But membership on these lists may not be independent: an individual who
seeks medical care may be more likely to also seek social services, or be less likely to be arrested.
Alternatively membership on a given list may preclude membership in another list. For example,
clinics may serve non-overlapping groups of clientelel, excluding patients from neighboring catch-
ment areas. When capture samples involve a sequence of in-person visits or interviews, subjects
[e.g. sex workers 10] inlcuded in the first vist may be more likely to be included in the second
visit, due to familiarity with researchers. Tilling [28] points out that death certificates and hospital
discharge records are often used as capture and recapture samples in a cancer registry. However,
both samples are more likely to include more severe cases, possibly leading to positive dependence
between samples. In addition, geographically disparate samples may be negatively dependent.
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It is widely known that dependence in CRC can bias estimates of population size [e.g. 28]. Re-
searchers have attempted to deal with issues of dependence when using CRC surveys from different
perspectives. Hook and Regal [29] show that when k ą 2 surveys are available, “internal validity
analysis” can be conducted by comparing estimates under the full k samples with those generated
from all combinations of k ´ 1 surveys. Baffour et al. [30] investigate how the number of surveys
used in CRC impacts bias in population size estimates. Wolter [31] and Bell [32] take advantage
of measured covariates in CRC surveys, and external information about population characteristics,
e.g. estimated sex ratio from other demographic surveys. Brown et al. [33, 34], and Gerritse et al.
[35] use a simulation and sensitivity analysis approach. In a saturated model with 2k ´ 1 free pa-
rameters, they fix the kth (higest-order dependence) parameter at a given value so that all the rest
of the model parameters are point-identified. Then, they vary this chosen parameter to investigate
its impact on the population size estimates. Brown et al. [33] used a CRC with k “ 2 samples,
and conducted a sensitivity analysis by varying the odds ratio of selection probabilities for the two
samples.
In this paper, we describe a partial identification framework for relaxing stringent independence
assumptions to obtain dependence-robust interval estimates for the population size in a CRC survey.
Partial identification uses assumptions weaker than those required for point identification to identify
and estimate sets in which the target estimand lies [36, 37]. Our approach in this paper is similar
in spirit to the technique for sensitivity analysis introduced by Gerritse et al. [35], providing a
rigorous statistical framework for estimating population sizes without specifying particular values
for unknown dependence parameters. The approach is distinct from that of the Bayesian Dirichlet
model Kang et al. [19] because it does not impose a prior distribution over higher-order dependence
terms; rather, we assume that only bounds on these dependence terms are known. The key insight in
this work is that weak assumptions or subjective knowledge, in the form of bounds on dependencee
between samples, can be used to compute non-trivial finite bounds on the estimated population
size. By specifying bounds on odds ratios for pairwise sample inclusion in a CRC study, or bounds
on the highest-order interaction term in a log-linear model, we show how to estimate intervals
that contain the hidden population size with high probability. We conduct statistical inference for
the true population size in two ways: by introducing test inversion bootstrap confidence intervals
and profile likelihood confidence intervals. We apply these methods to estimate the number of
people who inject drugs in Brussels, Belgium using three possibly dependent samples. We conclude
with recommendations for conducting sensitivity analyses of CRC surveys and producing credible
dependence-robust interval estimates for population size estimation.
2 Setting
2.1 Notation
Consider a closed population consisting of M distinguishable units. We obtain k possibly dependent
samples and record the number of units observed to fall within each of the 2k´1 subsets of samples.
Label these subsets i “ 0, . . . , c, where c “ 2k ´ 1; the subset corresponding to label i “ 0 is the
units not appearing in any sample, and the subset correspondiong to i “ c is the units appearing
in all k samples. Denote random variables pNiqci“1 as the number of units in the subset i. Define
the “capture history” of units in subset i as a vector of sample indicators si ” psi1, . . . , sikq. Define
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i si xi Ni
0 (0,0,0) (1,0,0,0,0,0,0,0) N0 “ 49
1 (0,0,1) (1,0,0,1,0,0,0,0) N1 “ 13
2 (0,1,0) (1,0,1,0,0,0,0,0) N2 “ 14
3 (0,1,1) (1,0,1,1,0,0,1,0) N3 “ 2
4 (1,0,0) (1,1,0,0,0,0,0,0) N4 “ 13
5 (1,0,1) (1,1,0,1,0,1,0,0) N5 “ 4
6 (1,1,0) (1,1,1,0,1,0,0,0) N6 “ 4
7 (1,1,1) (1,1,1,1,1,1,1,1) N7 “ 1
Count
Not in sample 3 In sample 3
Not in sample 1 In sample 1 Not in sample 1 In sample 1
Not in sample 2 Missing N4 N1 N5
In sample 2 N2 N6 N3 N7
Figure 1: Illustration of notation for a capture-recapture survey with k “ 3 samples. At upper left,
a Venn diagram of samples shows disjoint subsets labeled by i “ 0, . . . , 23´ 1. Each dot represents
an individual in the target population, for a total of M “ 100 units. At upper right, each subset
i corresponds to a k-vector of binary capture indicators si, a 2
k design vector xi, and the count
of individuals in subset i, Ni. The table at bottom shows the 2
k incomplete contingency table
representation of CRC when k “ 3. The N0 element, representing the units not captured in any of
the three samples, is missing.
xi ” pxi0, xi1, . . . , xicq as a vector of 2k elements mapping the capture history of subset i to fixed
effects in a model of 2k parameters. Figure 1 shows an example of notation for k “ 3 capture
samples, the values for si and xi, and the incomplete contingency table representation.
2.2 Log-linear model
Log-linear models are routinely used with independence assumptions in CRC estimation [25, 38, 39],
and are accepted as one of the most useful representations of count data [40]. This is the most
frequently used method for CRC in social sciences [41–44]. For each subset i, let mi “ ErNis where
expectation is defined with respect to the sampling design for the k samples. Model logmi “ λ1xi,
where λ “ pλ0, . . . , λcq P Rc`1 are coefficients for each term of xi, i “ 0, . . . , c. We adopt a
popular version of log-linear model, the log-linear Poisson model [45, 46], which assumes that
Ni „ Poissonpmiq, i “ 0, . . . , c independently, and the population size is M “ řci“0mi. This
log-linear parameterization is useful because it has a clear interpretation in terms of dependence
between samples. To illustrate, consider the relationship between the rth and tth samples, where
r, t P t1, . . . , ku, r ‰ t. Define
Nd1d2pr, tq “
cÿ
i“1
Ni1tsir “ d1u1tsit “ d2u,
where d1, d2 P t0, 1u. Then N00pr, tq is the count of observed individuals who appear in neither
sample r nor sample t, N10pr, tq is the count of observed individuals who appear in sample r but
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not in sample t, and N11pr, tq is the count of observed individuals who appear in both r and t.
Define the expected value
md1d2pr, tq ” E pNd1d2pr, tqq “
cÿ
i“1
mi1tsir “ d1u1tsit “ d2u,
and pd1d2pr, tq ” md1d2pr, tq{M . Then the odds ratio (OR) for the capture probabilities in samples
r and t is
ORrt ” p11pr, tq{p01pr, tq
p10pr, tq{pp00pr, tq `m0{Mq “
m11pr, tqpm00pr, tq `m0q
m10pr, tqm01pr, tq .
For example, when k “ 2, m00p1, 2q “ 0, then
OR1,2 “ m11p1, 2qm0
m10p1, 2qm01p1, 2q “ e
λ3
under the log-linear model.
3 Methods
3.1 Partial identification
A CRC experiment with k samples is a realization of pN1, . . . , Ncq. From one experiment, we can
estimate pm1, . . . ,mcq with c parameters, providing a perfect fit to the observed data. This means
point identification is infeasible for our parameter of interest M , since this depends on the number of
units not captured in any sample. Instead, without any additional assumptions, we can only achieve
partial identification of M . Although in reality, we can only observe one incomplete 2k contingency
table per CRC study, conceptually, we can imagine that n identically and independently distributed
contingency tables are available from repeated CRC studies for the same target population under the
same sampling design. Denote data in the `-th such table as N` “ pN`1, . . . , N`cq, for ` “ 1, . . . , n.
Define the average occupancy of the ith subset as N¯pnqi “ 1n
řn
`“1N`i.
Let m “ pm1, . . . ,mcq be the mean occupancies of each CRC subset, and let M “ m0 `řci“1mi.
The model parameter vector is θ “ pM,mq P Θ, where Θ Ď Rc`1` is the model parameter space.
Under the log-linear Poisson model, N` „ P P P “ tPθ : θ P Θu i.i.d. The nonempty model Θ is
usually defined through identification assumptions that are formed by empirical knowledge, as we
discuss below. Under the log-linear Poisson model for a given θ P Θ, the probability mass function
of N` is
pθpN`q “
cź
i“1
e´mimNlii
Nli!
.
Under the true data generating process P “ Pθ˚ , where θ˚ “ pM˚,m˚q is the true parameter
vector, define the population criterion function L : Θ Ñ R as
Lpθq “
cÿ
i“1
´mi `mi˚ logmi, (1)
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which equals EP rlog pθpN`qs up to a constant. The identification set ΘIpP q for θ is the set of
maximizers of L,
ΘIpP q “ tθ P Θ : Lpθq “ sup
νPΘ
Lpνqu. (2)
Define the identification set MIpP q for the parameter of interest M as
MIpP q “ tM : pM,mq P ΘIpP q for some mu. (3)
When MIpP q contains only one element (i.e. MI “ tM˚u), the population size M is point-identified.
When tM˚u Ĺ MI Ĺ R`, the population size M is partially identified. Usually, when additional
assumptions are imposed, the size of the identification set MI will shrink accordingly.
Before we proceed, we make three regularity assumptions to ensure that the identification set is
non-trivial and well-defined.
Assumption 1 (Feasibility). The parameter space Θ is non-empty.
Searching for the true model parameter vector in a null set is meaningless. Assumption 1 requires
that the practitioners verify the nonemptiness of Θ after specifying it. This could be nontrivial
when Θ is defined by nonlinear inequalities.
Assumption 2 (Compactness). The parameter space Θ is compact.
Assumption 2 requires that the parameter space Θ is closed and bounded. In particular, m0, m
and M are bounded away from both 0 and 8. This is realistic in empirical studies of large finite
populations in which not every individual in the population is sampled. This is a technical condition
which is majorly used in proofs in the sequel.
Assumption 3 (Correctness). The true parameter θ˚ P Θ.
Assumption 3 requires that the true mean occupancy of each sample subset, as well as the true
population size is an element of the parameter space Θ.
Below we describe two kinds of restrictions on dependence between capture samples that can yield
possibly partial identification of the population size M .
3.2 Restrictions on the highest-order interaction coefficient λc
Consider a k-sample CRC survey in which the usual assumption of λc “ 0 is not credible. Instead,
suppose we only know that λc P r´γ, γs, where γ is a non-negative number. For example, when
k “ 2, specification of λ3 P r´γ, γs allows for both positive and negative dependence between
samples. For k ě 3, this intuition about the sign of λc and positive/negative dependence breaks
down, but smaller values of γ imply a stronger assumption on higher-order dependence. The
saturated log-linear model with c “ 2k ´ 1 parameters is a special case corresponding to λc “ 0.
The following result describes the identification set for the population size M˚ under restrictions
on the highest-order interaction coefficient term λc.
Lemma 1 (Identification set of M˚ under restrictions on λc). Define set I “ ti P t0, 1, . . . , cu :řk
t“1 sit ” 1 pmod 2qu, set J “ tj P t1, . . . , cu :
řk
t“1 sjt ” 0 pmod 2qu. Assume λc P Γ “ r´γ, γs,
where γ is a nonnegative number, then the model space P has
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Θ ”
#
pM,mq P Rc`1` :
cÿ
i“1
mi `
ś
iPI miś
jPJ mj
e´γ ďM ď
cÿ
i“1
mi `
ś
iPI miś
jPJ mj
eγ
+
. (4)
When the true parameter vector is θ˚ “ pm˚,M˚q, the identification set for M˚ is
MIpP q “
«
cÿ
i“1
mi˚ `
ś
iPI mi˚ś
jPJ mj˚
e´γ ,
cÿ
i“1
mi˚ `
ś
iPI mi˚ś
jPJ mj˚
eγ
ff
. (5)
Proof of Lemma 1. By the loglinear model parameterization,
ś
iPI mi
m0
ś
jPJ mj
“ exp
»–λ1
¨˝ÿ
iPI
xi ´
ÿ
jPJYt0u
xj‚˛
fifl .
Consider a perfect binary tree with depth k, where each interior node has two children: a left child
with value 0, and a right child with value 1. We do not assign a value to the root node. Number
the leaves 0, . . . , c from left to right. Then the values appearing along the unique path from the
root to the i-th leaf is represented by si. Now consider each intermediate node at depth k ´ 1.
Regardless of whether the sum of values on the path from the root to this node is odd or even,
when it goes from depth k´ 1 to depth k, it generates exactly one řkl“1 sil with odd value and oneřk
l“1 si1l with even value. Thus, |I| “ |J | ` 1 “ 2k´1. Since xu0 ” 1, for u “ 1, . . . , c, thenÿ
iPI
xi0 ´
ÿ
jPJYt0u
xj0 “ |I| ´ |J | ´ 1 “ 0.
Recall the meaning of xul “ 1, u P t1, . . . , c´ 1u: for a fixed l, it means that specific t components
of the capture history si, with 1 ď t ď k ´ 1, simultaneously equal 1. We can re-label the index of
CRC samples, such that these t components have index 1, . . . , t, and thus the top k levels of the
binary tree will describe the capture history of these t components. Consider all the leaves that
are descendants of the rightmost node of depth t. Using the same arguments above, we haveÿ
iPI
xil “
ÿ
jPJYt0u
xjl “ 2k´t´1.
When l “ c, it is straightforward to verify that řiPI xil ´řjPJYt0u xjl “ p´1qk`1, since xuc “ 1 if
and only if u “ c. Combining the above results, we have
λ1
¨˝ÿ
iPI
xi ´
ÿ
jPJYt0u
xj‚˛“ p´1qk`1λc
With the constraints that λc P Γ “ r´γ, γs, E rNis “ mi, and M “ řci“0mi, under Assumption 2,
we will have (4).
By Assumption 3 and Equation (4), we will have the form of MIpP q in (5).
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3.3 Restrictions on pairwise dependence
We may sometimes have qualitative empirical knowledge about the dependence among samples in
the form of bounds on dependence between pairs of samples. We therefore study restrictions on
the odds ratio (OR) between samples. This approach is flexible in that researchers using CRC do
not need to know all
`
k
2
˘
pairwise dependence relationships. Instead, one can take advantage of
knowledge about the relationship between any pair of samples, and shrink the identification region
accordingly.
If we have information about the dependence between samples r and t, and believe that
ORrt “ m11pr, tqpm00pr, tq `m0q
m10pr, tqm01pr, tq P rη, ξs,
since M “ řd1,d2 md1d2pr, tq, then we obtain restrictions of the form
η ď m11pr, tq rM ´m10pr, tq ´m01pr, tq ´m11pr, tqs
m10pr, tqm01pr, tq ď ξ,
where 0 ď η ă ξ.
Suppose we have dependence restrictions on ω distinct pairs of samples, where ω ď `k2˘, and denote
these pairs as prj , tjq, and their restrictions as pηj , ξjq, j “ 1, . . . , ω. Define mpjqd1d2 ” md1d2prj , tjq.
The following result describes the identification set for the population size M˚ under restrictions
on pairwise dependence.
Lemma 2 (Identification set of M˚ under restrictions on pairwise dependence). Under Assumption
1, given pairwise restrictions prj , tj , ηj , ξjqωj“1, the model space P has
Θ “
#
pM,mq P Rc`1` : ηj ď
m
pjq
11
”
M ´mpjq10 ´mpjq01 ´mpjq11
ı
m
pjq
10 m
pjq
01
ď ξj , for j “ 1, . . . , ω
+
. (6)
When the true parameter vector is θ˚ “ pm˚,M˚q, define m˚pjqd1d2 “
řc
i“1mi˚ 1tsirj “ d1u1tsitj “
d2u. Then the identification set for M˚ is
MIpP q “
«
max
jPt1,...,ωu
#
ηj
m
˚pjq
10 m
˚pjq
01
m
˚pjq
11
`m˚pjq10 `m˚pjq01 `m˚pjq11
+
,
min
jPt1,...,ωu
#
ξj
m
˚pjq
10 m
˚pjq
01
m
˚pjq
11
`m˚pjq10 `m˚pjq01 `m˚pjq11
+ff
.
(7)
Proof of Lemma 2. Given pairwise restrictions prj , tj , ηj , ξjqωj“1, under Assumption 2, the expres-
sion (6) follows from the facts that the OR between list rj , tj equals
m
pjq
11
”
m0`mpjq00
ı
m
pjq
10 m
pjq
01
and M “
m0 `mpjq00 `mpjq10 `mpjq01 `mpjq11 , for all j. By Assumptions 1 and 3 and (6), we obtain (7).
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3.4 Dependence-robust interval estimates
We present interval estimates for the true population size M˚ that accommodate weak assumptions
about the nature of dependence between samples. We describe two methods to construct confidence
intervals forM˚. The first relies on bootstrap techniques [47], and the second relies on the properties
of profile likelihood ratio statistics [48].
3.4.1 Test inversion bootstrap confidence interval
Our goal is to construct a confidence interval by defining hypothesis tests which depend on M , such
that the values of M for which the corresponding null hypothesis is rejected will be excluded from
the confidence interval. As will be clear in the sequel, we first use moment inequalities to define
the identification set of the true population size M˚, and then consider the problem of testing a
finite number of moment inequalities. We then invert the test to obtain the confidence interval.
We establish results using the two-step procedure proposed by Romano et al. [49], which has the
advantages of controlling the size of the tests uniformly, and remaining computationally feasible
when the number of moments is large. Bootstrap resampling is used to compute critical values for
the statistical tests in our paper. The critical values are a function of the unknown true ditribution
P of N`, and are therefore usually unknown. The basic idea behind the bootstrap approach is that
it uses a reasonable approximation to the distribution of P to compute critical values.
Suppose we observe n identically and independently distributed contingency tables, N1, . . . ,Nn „
P P P. To develop the methodology, consider functionals
W` “ g pN`,Mq “ pg1 pN`,Mq , . . . , gρ pN`,Mqq P Rρ,
of the observed data N` and a given M , such that
MIpP q “ tM P R` : EP rg pN`,Mqs ĺ 0u.
The expression EP rg pN`,Mqs ĺ 0 above represents “moment inequalities”, since the first order
moments of a function of observed data and a given M is required to satisfy a group of inequalities.
Here, with the form of the identification sets such as (5) or (7) in mind, g pN`,Mq is derived using
the assumption that Ni, i “ 1, . . . , c are independent Poisson random variables.
Throughout this paper, we only use the log-linear parameterization and Poisson distribution as-
sumption when discussing traditional independence models like those in the“Rcapture” and define
λc. In the remainder, we only use the Poisson distribution assumption, and the log-linear model
is no longer needed. The functional forms of g pN`,Mq under different types of restrictions are
shown below in Sections 3.4.2 and 3.4.3. We first describe the general inferential algorithm for an
generic g pN`,Mq, which can be applied to both highest order interaction and pairwise dependence
restrictions.
To illustrate the construction of a confidence set for the true population size M˚, we describe the
test inversion bootstrap procedure generically. First, choose M P R` and note that W` “ g pN`,Mq
is a function of the given value of M , for ` “ 1, . . . , n. We will consider tests of the null hypotheses
HM : EP rg pN`,Mqs ĺ 0
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that control the probability of a Type I error at level α.
Let µpP,Mq denote the mean of W` under P , i.e. µpP,Mq “ EP rg pN`,Mqs, and let µjpP,Mq
denote the jth component of µpP,Mq. Let P˜n denote the joint distribution of c independent Poisson
distribution with means
`
N¯pnq1, . . . , N¯pnqc
˘
. Here, P˜n is an approximation to the true distribution
P , and will be used to generate samples to compute critical values. This particular form of the
bootstrap is called parametric bootstrap, because it invokes the Poisson distributional assumption
for N`.
Define W¯n “ µ
´
P˜n,M
¯
and W¯j,n “ µj
´
P˜n,M
¯
, the sample analogues of µpP,Mq and µjpP,Mq.
The notation σ2j pP,Mq denotes the variance of the jth component of W` under P and the sample
analogue is S2j,n “ σ2j
´
P˜n,M
¯
. Finally, let S2n “ diag
`
S21,n, . . . , S
2
ρ,n
˘
. Define the test statistics as
Tn “ max
1ďjďρ
?
nW¯j,n
Sj,n
.
Intuitively, a large positive value of Tn suggests a deviation from the null hypothesis, and when
it exceeds a critical value, we will reject the null. Next, we calculate a critical value for Tn using
bootstrap techniques.
First, generate B iid random samples from the empirical distribution P˜n, each with size n. Denote
the bth sample as tNb`u`“1,...,n, for b “ 1, . . . , B. There are two steps in the bootstrap procedure.
Step 1 is used to determine which components of µpP,Mq are “negative”, and this information is
incorporated in Step 2 to reduce the computational burden to compute the critical value.
In Step 1, compute Qnp1´β,Mq, a bootstrap p1´βq confidence region for µpP,Mq with β P p0, αq,
as
Qnp1´ β,Mq “
#
u P Rρ : max
1ďjďρ
?
n
`
uj ´ W¯j,n
˘
Sj,n
ď K´1n
´
1´ β, P˜n,M
¯+
, (8)
where
Knpx, P,Mq “ P
#
max
1ďjďρ
?
n
`
µjpP,Mq ´ W¯j,n
˘
Sj,n
ď x
+
. (9)
Here, Knpx, P,Mq is the Cumulative Distribution Function (CDF) of max1ďjďρ
?
npµjpP,Mq´W¯j,nq
Sj,n
under the true distribution of N`, and K
´1
n
´
1´ β, P˜n,M
¯
is the approximated 1 ´ β quantile of
Knpx, P,Mq computed using parametric bootstrap.
The critical valueK´1n
´
1´ β, P˜n,M
¯
is obtained as follows. For the bth bootstrap sample tNb`u, ` “
1, . . . , n, define N¯ bpnqj “ 1n
řn
`“1N b`j . Let P˜ bn denote the joint distribution of c independent Poisson
distribution with mean
´
N¯ bpnq1, . . . , N¯
b
pnqc
¯
, and W¯ bj,n “ µj
´
P˜ bn,M
¯
, S2,bj,n “ σ2j
´
P˜ bn,M
¯
. Then,
K´1n
´
1´ β, P˜n,M
¯
can be approximated arbitrarily well with large B, as the 1´ β quantile of
$&% max1ďjďρ
?
n
´
N¯pnqj ´ W¯ bj,n
¯
Sbj,n
,.-
B
b“1
.
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As suggested by simulations in Romano et al. [49], β can be conveniently set as α{10, since larger
values of β reduce statistical power in general, and lower values of β require more bootstrap resam-
ples.
In Step 2, for x P R and ζ “ pζ1, . . . , ζρq P Rρ, let
Anpx, ζ, P,Mq “ P
"
max
1ďjďρ
?
n
W¯j,n ´ µjpP,Mq ` ζj
Sj,n
ď x
*
. (10)
Note that
P tTn ď xu “ Anpx, µpP,Mq, P,Mq, (11)
and for any x, P,M , Anpx, ζ, P,Mq is nonincreasing in each component of ζ. Thus, the 1 ´ α
quantile of Anpx, µpP,Mq, P,Mq, A´1n p1´α, µpP,Mq, P,Mq, is the critical value of interest for our
test statistics Tn. To approximate this value, it is tempting to replace P in the right-hand side of
(11) with P˜n. However, this approximation to the distribution of Tn fails when the true parameter
θ˚ is at the boundary of Θ, as shown by Andrews [50]. A provably valid alternative approach, as
shown in [49], is to find a ζ˚ “ pζ1˚ , . . . , ζρ˚ q, such that ζ˚ ľ µpP,Mq with high probability, and
replace µpP,Mq with ζ˚ in (11), then replace the second P in (11) with P˜n.
In (8), we have computed the 1 ´ β confidence region for µpP,Mq, P,Mq. Also, under the null
hypothesis, µpP,Mq ĺ 0. Based on these two facts, define
ζj˚ “ min
$&%W¯j,n ` Sj,nK
´1
n
´
1´ β, P˜n,M
¯
?
n
, 0
,.- , (12)
which is the upper limit of the confidence interval for µjpP,Mq suggested by (8) after being trun-
cated at 0, and
τˆnp1´ α` β,Mq “ A´1n
´
1´ α` β, ζ˚, P˜n,M
¯
, (13)
which is the 1´ α` β quantile of the bootstrap sample"
max
1ďjďρ
?
n
´
W¯ bj,n ´ N¯pnqj ` ζj˚
¯
{Sbj,n
*B
b“1
.
Since Anpx, ζ, P,Mq is nonincreasing in each component of ζ, A´1n p1´α, µpP,Mq, P,Mq ď A´1n p1´
α ` β, ζ˚, P˜n,Mq with high probability, where the added β is to account for the possibility that
µpP,Mq lies outside of Qnp1´ β,Mq. Thus, we will use τˆnp1´ α` β,Mq as our critical value for
Tn.
Finally, we formally define our test as
φnpM,α, βq “
`
1´ 1  Qnp1´ β,Mq Ď Rρ´(˘ p1´ 1 tTn ď τˆnp1´ α` β,Mquq , (14)
where M is chosen at the beginning of the algorithm. Equation (14) states that if either the 1´ β
confidence region Qnp1´ β,Mq is a subset of Rρ´, or Tn is less than or equal to the critical value,
then we will fail to reject the null hypothesis HM , and therefore this M will remain in the confidence
interval. Next, we formally define our test inversion bootstrap confidence interval.
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Definition 1 (Test Inversion Bootstrap Confidence Interval). Fix 0 ă β ă α ď 1. Define the test
inversion bootstrap (TIB) confidence interval
CIn,αTIB “ tM P R` : φnpM,α, βq “ 0u (15)
where φnpM,α, βq is defined in (14).
3.4.2 TIB confidence intervals under restrictions on λc
Restrictions on the highest-order interaction term impose constraints of the form λc P r´γ, γs,
where γ ě 0. We need to first specify the identification set with the moment inequalities to exploit
the algorithm defined in Section 3.4.1. Define
g1 pN`,Mq “
ź
iPI
N`i ` eγ
ź
jPJ
N`j
˜
cÿ
i“1
N`i ´ 2k´1 ´M ` 1
¸
, (16)
g2 pN`,Mq “ ´
ź
iPI
N`i ´ e´γ
ź
jPJ
N`j
˜
cÿ
i“1
N`i ´ 2k´1 ´M ` 1
¸
, (17)
and
W` “ g pN`,Mq “ pg1 pN`,Mq , g2 pN`,Mqq P Rρ (18)
with ρ “ 2.
Lemma 3 (Moment inequality characterization of the identification set under restrictions on λc).
Under the log-linear Poisson model and Assumption 3, with g pN`,Mq defined in (18), and the
parameter space taking the form as in (4),
MIpP q “ tM P R` : EP pg pN`,Mqq ĺ 0u. (19)
Proof. With independence in tN`iuci“1, it is easy to verify that
EP pg1 pN`,Mqq “
˜ź
iPI
mi˚
¸
` eγ
«ź
jPJ
mj˚
˜
cÿ
i“1
mi˚ ´M
¸ff
,
and
EP pg2 pN`,Mqq “ ´
˜ź
iPI
mi˚
¸
´ e´γ
«ź
jPJ
mj˚
˜
cÿ
i“1
mi˚ ´M
¸ff
.
Since EP pg pN`,Mqq ĺ 0, we have
M P
«
cÿ
i“1
mi˚ ` e´γ
ś
iPI mi˚ś
jPJ mj˚
,
cÿ
i“1
mi˚ ` eγ
ś
iPI mi˚ś
jPJ mj˚
ff
.
Now comparing this expression to (5), we obtain MIpP q “ tM P R` : EP pg pN`,Mqq ĺ 0u.
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Next we show that g in (18) is “well-behaved”. This is a regularity condition that is needed to
establish uniform consistency of the confidence interval defined in (15).
Lemma 4 (Uniform integrability of g for restrictions on λc). For κ ą 0, under Assumptions 2 and
3, given g defined in (18), for j “ 1, 2,
lim
κÑ8 supPPP
sup
MPMIpP q
EP
«ˆ
gjpN`,Mq ´ µjpP,Mq
σjpP,Mq
˙2
1
ˆ
|gjpN`,Mq ´ µjpP,Mq
σjpP,Mq | ą κ
˙ff
“ 0
Proof. For ease of notation, in this proof, let gj ” gjpN`,Mq, µj ” µjpP,Mq, σj ” σjpP,Mq. For
all j, since
EP
«ˆ
gj ´ µj
σj
˙2
1
ˆ
|gj ´ µj
σj
| ą κ
˙ff
“ EP
«ˆ
gj ´ µj
σj
˙2ff
EP
„
1
ˆ
|gj ´ µj
σj
| ą κ
˙
` Cov
«ˆ
gj ´ µj
σj
˙2
,1
ˆ
|gj ´ µj
σj
| ą κ
˙ff
ď P
"
|gj ´ µj
σj
| ą κ
*
`
gffeVar«ˆgj ´ µj
σj
˙2ff
Var
„
1
ˆ
|gj ´ µj
σj
| ą κ
˙
“ P
"
|gj ´ µj
σj
| ą κ
*
`
gffeP "|gj ´ µj
σj
| ą κ
*ˆ
1´ P
"
|gj ´ µj
σj
| ą κ
*˙
Var
«ˆ
gj ´ µj
σj
˙2ff
ď P
"
|gj ´ µj
σj
| ą κ
*
`
gffeP "|gj ´ µj
σj
| ą κ
*
E
«ˆ
gj ´ µj
σj
˙4ff
,
and
lim
κÑ8 supPPP
sup
MPMIpP q
P
"
|gj ´ µj
σj
| ą κ
*
“ 0,
we have
lim
κÑ8 supPPP
sup
MPMIpP q
EP
«ˆ
gj ´ µj
σj
˙2
1
ˆ
|gj ´ µj
σj
| ą κ
˙ff
ď
gffesup
PPP
sup
MPMIpP q
EP
«ˆ
gj ´ µj
σj
˙4ff
lim
κÑ8 supPPP
sup
MPMIpP q
d
P
"
|gj ´ µj
σj
| ą κ
*
Thus, to prove Lemma 4, it suffices to show
sup
PPP
sup
MPMIpP q
EP
«ˆ
gj ´ µj
σj
˙4ff
ă 8. (20)
Since m,M are bounded, N`i „ Poissonpmiq, i “ 1, . . . , c, and Poisson variables have any finite
order moments, thus EP
”
pgj ´ µjq4
ı
ă 8, for all P P P,M PMIpP q.
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We first prove that for all P P P,M P MIpP q,Varpgjq ą 0. Otherwise, if there exists P P P,M P
MIpP q, such that Varpgjq “ 0, then gj ” µj ď 0. However, this implies řci“1N`i´2k´1´M`1 ď 0
almost surely for j “ 1, and řci“1N`i ` eγ śiPI N`iś
jPJ N`j
ě 2k´1 `M ´ 1 almost surely for j “ 2. But
this will not happen for any P P P,M PMIpP q. We thus get a contradiction.
Denote σj ” infPPP,MPMIpP q σjpP,Mq. Since P is a parametric family, then σjpP,Mq is a contin-
uous function in pθ˚,Mq, where P “ Pθ˚ . By Assumptions 2 and 3, since the set tpθ˚,Mq : θ˚ P
Θ,M PMIpPθ˚qu is closed and bounded, then by extreme value theorem, σj “ minPPP,MPMIpP q σj ą
0.
Similarly, EP
”
pgj ´ µjq4
ı
is continuous in pθ˚,Mq. Since Poisson variables have any finite or-
der moments, thus EP
”
pgj ´ µjq4
ı
ă 8, for all P P P,M P MIpP q. By Assumptions 2 and 3,
due to the compactness of tpθ˚,Mq : θ˚ P Θ,M P MIpPθ˚qu, supPPP,MPMIpP q EP
´
gj´µj
σj
¯4 “
maxPPP,MPMIpP q EP
´
gj´µj
σj
¯4 ă 8.
Since
sup
PPP,MPMIpP q
EP
ˆ
gj ´ µj
σj
˙4
ď supPPP,MPMIpP q EP pgj ´ µjq
4
σj4
ă 8,
the desired result follows.
Finally, the main result shows that CIn,αTIB is a uniform asymptotic 1´α confidence interval for the
true population size M˚, over P P P and M PMI pP q.
Theorem 1 (Coverage for TIB confidence intervals under restrictions on λc). Under log-linear
Poisson model and Assumptions 2 and 3, with a parameter space taking the form in (4), λc P r´γ, γs,
and g defined in (18), CIn,αTIB defined by (15) satisfying
lim inf
nÑ8 infPPP infMPMIpP q
P
 
M P CIn,αTIB
( ě 1´ α, (21)
where 1´ α is the prespecified confidence level.
Proof. The theorem follows from Lemmas 3 and 4 in this paper, and Theorem 3.1 of Romano et al.
[49].
3.4.3 TIB confidence intervals under the restrictions on pairwise dependence
Under the restrictions on pairwise dependence, we restrict odds ratios for all or selected pairs of
capture samples. Similar to Section 3.4.2, we need to first specify g pN`,Mq which is used to define
the identification sets. Then we apply the inferential procedure described in Section 3.4.1 to obtain
confidence intervals.
Let N
pjq
`d1d2
“ řci“1N`i1tsirj “ d1u1tsitj “ d2u, where d1, d2 P t0, 1u. Define
gj1 pN`,Mq “ ´pN pjq`11q2 ´N pjq`10N pjq`11 ´N pjq`01N pjq`11 ´ ξjN pjq`10N pjq`01 `N pjq`11 `MN pjq`11 (22)
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gj2 pN`,Mq “ pN pjq`11qq2 `N pjq`10N pjq`11 `N pjq`01N pjq`11 ` ηjN pjq`10N pjq`01 ´N pjq`11 ´MN pjq`11 (23)
W` “ g pN`,Mq “ pg11 pN`,Mq , g12 pN`,Mq , . . . , gω1 pN`,Mq , gω2 pN`,Mqq P Rρ (24)
with ρ “ 2ω.
Lemma 5 (Moment inequality characterization of the identification set under restrictions on pair-
wise dependence). Under Assumption 3, given pairwise restrictions prj , tj , ηj , ξjqωj“1, g pN`,Mq
defined in (24), and the parameter space taking the form as in (6),
MIpP q “ tM P R` : EP pg pN`,Mqq ĺ 0u
Proof. Note thatN
pjq
`11, N
pjq
`10, N
pjq
`01 are independent Poisson random variables with meanm
˚pjq
11 , m
˚pjq
10 ,
m
˚pjq
01 , where m
˚pjq
d1d2
“ řci“1mi˚ 1tsirj “ d1u1tsitj “ d2u. Thus,
EP pgj1 pN`,Mqq ď 0 ñ
m
˚pjq
11
´
M ´m˚pjq10 ´m˚pjq01 ´m˚pjq11
¯
m
˚pjq
10 m
˚pjq
01
ď ξj ,
EP pgj2 pN`,Mqq ď 0 ñ
m
˚pjq
11
´
M ´m˚pjq10 ´m˚pjq01 ´m˚pjq11
¯
m
˚pjq
10 m
˚pjq
01
ě ηj .
Thus, compared to Equation (7), it is easy to verify MIpP q “ tM P R` : EP pg pN`,Mqq ĺ 0u.
Next, we show that g in (24) is “well-behaved”.
Lemma 6 (Uniform integrability of g for restrictions on pairwise dependence). Under Assumptions
2 and 3, given g defined by (24), define gq as the q-th element of g, q “ 1, . . . , ρ. Then for all q,
lim
κÑ8 supPPP
sup
MPMIpP q
E
«ˆ
gqpN`,Mq ´ µqpP,Mq
σqpP,Mq
˙2
1
ˆ
|gqpN`,Mq ´ µqpP,Mq
σqpP,Mq | ą κ
˙ff
“ 0
The proof of Lemma 6 is similar to that of Lemma 4 and is omitted.
Theorem 2 (Coverage under restrictions on pairwise dependence). Under Assumptions 2 and 3,
with a parameter space taking the form in (6), given pairwise restrictions prj , tj , ηj , ξjqωj“1, and g
defined in (24), CIn,αTIB defined by (15) satisfying
lim inf
nÑ8 infPPP infMPMIpP q
P
 
M P CIn,αTIB
( ě 1´ α, (25)
where 1´ α is the prespecified confidence level.
Proof. The theorem follows by Lemmas 5 and 6 in this paper, and Theorem 3.1 of Romano et al.
[49].
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3.5 Profile likelihood confidence interval
In this section we introduce an alternative algorithm to construct interval estimates for M˚, which
is based on the profile likelihood function of M . For a sequence of n iid CRC studies under the
same sampling design, we define the sample criterion function as
Lnpθq “
cÿ
i“1
´mi ` N¯pnqi logmi, (26)
where θ “ pM,mq, and define
pΘI “ "θˆ : Lnpθˆq “ sup
θPΘ
Lnpθq
*
. (27)
In point-identified parametric models, confidence intervals constructed by inverting a likelihood
ratio test have been well studied [48, 51, 52], and may have better finite-sample coverage properties
than their Wald-type counterparts. For CRC surveys, we only wish to conduct inference for the
population size M and consider m as nuisance parameters. Thus, by profiling out m, the likelihood
ratio statistics defined below are only a function of M .
Definition 2 (Profile likelihood confidence interval). Define the likelihood-ratio (LR) as LRnpθq “
2nrLnpθˆq ´ Lnpθqs, where θˆ P pΘI and let CM “ tm : pM,mq P Θu. Then define set
CIPL “ tM P R` : inf
mPCM
LRnpM,mq ď χ21,αu, (28)
where χ21,α is the 1´ α quantile of the χ21 distribution, as a Profile Likelihood Confidence Interval,
which is hypothesized to be an asymptotic 1´ α confidence interval.
The establishment of the asymptotic distribution of profile likelihood ratio statistics relies on point
identification as an essential condition [53], so we do not have theoretical guarantees of the asymp-
totic performance of the proposed CIPL as M is possibly partially identified. However, simulations
in Section 4.3 have demonstrated good performance of CIPL, with much less computation needed
than CITIB. At the same time, related theoretical work has appeared recently using χ
2 random
variables to asymptotically stochastically dominate (profile) likelihood ratio statistics for partially
identified parameters. For example, Chen et al. [54] provides a general framework for a class of
partially-identified models with one-dimensional subvectors of interest using profile likelihood ratio
statistics, though their regularity conditions can be difficult to verify. Also, Zhang [55] studies
asymptotic distribution of likelihood ratio statistics for specific applications including nonresponse
and censoring under partial identification.
4 Application: estimating the number of people who inject drugs
in Brussels, Belgium
We apply this methodology to a CRC study to estimate the population size of people who inject
drugs (PWID) in Brussels, Belgium [56]. Because injection drug use is often stigmatized or legally
criminalized, it can be difficult to conduct a systematic survey of PWID [57, 58]. Instead, indirect
estimation techniques like CRC are recommended [41, 58, 59]. The purpose of the original study
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Figure 2: Illustration of data from three semi-overlapping samples of people who inject drugs
in Brussels, Belgium [56]. Samples from low threshold drug treatment centers (MSOC/MASS
and Projet Lama) and a crisis intervention center and shelter (Transit asbl) are obtained from
registration systems. The sample from fieldwork study was collected with RDS. A total of 306
unique PWID were sampled.
was to update official estimates of the number of PWID in Brussels to guide the scale and scope of
treatment and harm reduction services offered to PWID. Plettinckx et al. [56] sought an estimate
for the number of PWID (defined here as individuals who injected drugs within the last 12 months)
in Brussels. Three anonymized PWID samples were obtained between February and April 2019 in
Brussels from the following sources:
1. an RDS fieldwork study designed to include PWID not in contact with public services [60],
2. two low-threshold drug treatment centers (MSOC/MASS and Projet Lama) which offer spe-
cialized drug treatment services and opioid substitution treatment (OST), and
3. a crisis intervention center and shelter (Transit asbl), which offers psycho-social support
during the day and a shelter at night.
In samples 2 and 3, information was obtained from registration systems, while sample 1 arises
from an RDS study starting with a small number of seeds selected from low-threshold treatment
centers or syringe exchange services [60]. The overall subject inclusion criteria, across all three
data sources, were: having injected any substance within the last 12 months, age 18 or older, and
having lived or used drugs in Brussels principally during the last year. RDS respondents had to
be selected by one of the participating organizations as a seed, or have received an invitation by
means of a recruitment coupon from a participant, and had not participated earlier. Counts of
individuals in each sample subset are shown in Figure 2. A total of 306 unique individuals were
sampled, across all three of the studies.
4.1 Inference under traditional independence assumptions
Table 1 shows point estimates (using the log-linear Poisson model) of the size of the PWID popu-
lation in Brussels, along with standard errors, 95% confidence intervals based on the multinomial
profile likelihood, Akaike information criterion (AIC) [61], and Bayesian information criterion (BIC)
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[62], from the R [63] package “Rcapture” [64]. Plettinckx et al. [56] provide similar estimates using
different CRC software.
The “Model” column shows the dependence model assumed, where 1, 2 and 3 are sample indices,
representing “Fieldwork Study”, “Low Threshold Treatment Centers” and “Crisis Intervention Cen-
ter and Shelter” respectively. When these sample indices are not separated by comma, it indicates
the existence of an interaction term among these samples, as well as all its nested interaction terms
in the log-linear model. The model “[123]” is the most general model, leaving every λi, i “ 0, . . . , c
as parameters to estimate; however, this model is unidentifiable. In the upper part of Table 1, the
model “[12,23]” gives the smallest point estimate for the population size M , and the “saturated”
model permitting pairwise dependence “[12,13,23]” gives the highest point estimate.
Based on recommendations by Hook and Regal [29], we investigated interval validity by computing
population size estimates only using every two of three samples with the “Rcapture” package. These
models are labeled as “[1,2]”, “[1,3]” and “[2,3]”, with results shown in the lower part of Table 1.
Estimates using only two samples are generally smaller than those using three samples, possibly
due to positive dependence among capture samples. The low estimates obtained using the model
“[1,3]” suggest strong positive dependence between samples 1 and 3, the Fieldwork Study sample
and the Crisis Intervention Center and Shelter sample, since the estimates is smaller than 306, the
observed count of unique individuals across all samples.
Which estimate in Table 1 is best? In practice, epidemiologists often select one model using
goodness-of-fit criteria commonly used in regression modeling, such as AIC [61] or BIC [62]. But
comparison of AIC or BIC between models with different number of captures k may not be mean-
ingful. Model selection by AIC or BIC may select a model that is more parsimonious than the
most saturated model, which can accommodate complex patterns of dependence. In this way,
model selection via AIC or BIC may bias population size estimates by selecting models that cannot
accommodate dependence exhibited by the samples.
4.2 Inference under weak restrictions
Next, we apply our methodology to estimate the number of PWID in Brussels, under a series of
weak assumptions. In the Brussels PWID CRC study, it is reasonable to postulate that the depen-
dence between the samples from the “Crisis Intervention Center and Shelter” and “Low Threshold
Treatment Centers” are positively dependent. In addition, since the samples from fieldwork started
with a small number of seeds selected by low-threshold treatment centers or needle exchange ser-
vices, then it is likely this sample is also positively dependent with the other two samples. This
observation overlaps with the observations and conjectures made by Hook and Regal [29], stating
that “cases captured by one source are more likely to be captured by some other available source
than are cases selected randomly from the population, and this trend results in a bias toward un-
derestimation”. Translating these subjective beliefs into pairwise restrictions, we have the following
constraints: OR P r1, ξs, for each pairwise dependence odds ratio, with varying degrees of deviation,
represented by ξ “ 3, 5, 10. Confidence intervals for the number of PWID in Brussels under these
assumptions are shown in Table 2.
We also employ restrictions on the highest-order dependence term λc P r´γ, γs. Larger values of
γ ą 0 result in weaker assumptions about possible dependence. Table 2 shows confidence intervals
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Model xM SE CIIND AIC BIC
r12, 13, 23s 880 293.2 (505, 1835) 51.5 77.5
r12, 13s 472 62.3 (381, 643) 62.0 84.4
r12, 23s 370 21.3 (336, 421) 81.4 103.8
r13, 23s 688 97.6 (535, 936) 50.3 72.7
r12, 3s 372 18.8 (340, 414) 79.5 98.1
r13, 2s 530 43.0 (456, 628) 60.9 79.5
r23, 1s 458 29.6 (407, 524) 91.6 110.2
r1, 2, 3s 439 23.4 (397, 490) 92.0 106.9
r1, 2s 553 54.0 (463, 679) 25.0 35.9
r1, 3s 272 18.2 (241, 313) 23.8 33.7
r2, 3s 376 38.6 (312, 467) 24.0 34.1
Table 1: Population size estimates xM , standard errors (SE), 95% confidence intervals CIIND,
Akaike information criterion (AIC), and Bayesian information criterion (BIC) for point-identified
log-linear models under a hierarchy of independence assumptions, computed using R package “Rcap-
ture” Version 1.4-3 [64]. (Sample 1: Fieldwork Study; Sample 2: Low Threshold Treatment Centers;
Sample 3: Crisis Intervention Center and Shelter.)
for M under a sequence of increasing dependence terms, represented by γ “ 0.1, 0.4, 0.7, 1.0. The
upper limit for CITIB is reported as infinite for any γ ą 0. Note that Assumption 2 requires that
M be bounded, and we can always specify a large upper bound ∆ for M , e.g. ∆ “ 108.
Because pairwise dependence can be positive or negative, we refer to “agnostic” restrictions on
pairwise dependence as those that impose the same weak restriction on the ORs between each pair
of samples, i.e.
`
k
2
˘
restrictions. These agnostic restrictions have the form η ď OR ď ξ, where
η “ 1ξ , which makes no assumptions on the direction of dependence. “Positive” restrictions are
of the form 1 ď OR ď ξ. We computed confidence intervals under both agnostic and positive
dependence for ξ “ 3, 5, 10, as also shown in Table 2. Under the log-linear Poisson model, when
the restrictions are very weak, the lower bound of confidence intervals is sometimes smaller than
the count of observed units. We therefore truncate the confidence interval at the count of observed
units 306. Figure 3 shows these results together.
4.3 Simulation study
We investigate the finite-sample performance of our proposed confidence intervals with simula-
tions, and compare our estimates to those obtained under log-linear models with independence
assumptions. We consider the observed data to be given in Figure 2, and set the mean of each
subset count to be equal to these observed counts, i.e. m˚ “ p21, 103, 13, 89, 29, 24, 27q. Then,
we simulate B “ 6000 incomplete 2k contingency tables using the Poisson model. We exclude
tables that contain empty subsets. Uusing the Poisson distribution with mean m˚, and compute
CITIB and CIPL under restrictions on highest order interaction, agnostic pairwise dependence and
positive pairwise dependence, respectively. We also use “Rcapture” package to calculate confidence
intervals under independence assumptions with all 3 samples and only 2 samples. In addition,
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(a) Point estimates and confidence intervals under independece restrictions.
(b) Confidence intervals under restrictions on the highest order interaction.
(c) Confidence intervals under restrictions on the pairwise dependence.
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Figure 3: Illustration of 95% confidence intervals for the number of PWID in Brussels, Belgium.
Panel (a) shows point estimates and confidence intervals under independence assumptions. Panel
(b) shows confidence intervals under restrictions on the highest-order interaction term λc P r´γ, γs
for γ “ 0.1, 0.4, 0.7, 1.0. Panel (c) shows confidence intervals under restrictions on pairwise inde-
pendence between samples, where “Agnostic” estimates are computed with pairwise restrictions of
the form 1{ξ ď OR ď ξ, and “Positive” estimates are computed under pairwise restrictions of the
form 1 ď OR ď ξ. The vertical dashed line is the observed number of unique PWID across all
three samples, 306.
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γ CITIB CIPL
0.1 (411, 8) (493, 2057)
0.4 (350, 8) (442, 2669)
0.7 (318, 8) (404, 3494)
1.0 (306, 8) (375, 4608)
η ξ
1/3 3 (313, 542) (325, 538)
1/5 5 (306, 761) (306, 752)
1/10 10 (306, 1311) (306, 1254)
1 3 (429, 561) (425, 617)
1 5 (434, 784) (454, 754)
1 10 (436, 1310) (454, 1284)
Table 2: Estimated 95% confidence intervals for the PWID population size under restrictions on
the highest-order interaction term λc, and pairwise dependence. The upper limit for CITIB is
infinite for any γ ą 0. Here, “Agnostic” estimates are computed with pairwise restrictions of the
form 1{ξ ď OR ď ξ, and “Positive” estimates are computed under pairwise restrictions of the form
1 ď OR ď ξ.
we use BIC to select the model with lowest BIC among all models using 3 samples, which is
called “BestBIC” model in what follows. The nominal coverage probability is set as α “ 0.05
throughout. We leave the true population size M˚ unspecified, since the data generation and the
identification sets are independent of M˚, under the log-linear Poisson model. If m˚ is known and
M˚ is unspecified, one can still compute lower bounds of ORrt for rth and tth samples. Since
ORrt “ m11pr,tqpm00pr,tq`m0qm10pr,tqm01pr,tq ą
m11pr,tqm00pr,tq
m10pr,tqm01pr,tq , we know OR1,2 ą 0.078,OR1,3 ą 1.5,OR2,3 ą 0.56 in
our simulations. Also, in the simulations, we do not truncate confidence intervals at the count of
total observed units.
We first focus on the case where the model is correctly specified (θ˚ P Θ). Since the performance of
each method may vary under different identification settings, we further divide this case into two
scenarios: (1) The true population size M˚ is point identified; (2) The true population size M˚ is
partially identified. For each scenario, due to the heavy computational burden, it is impossible to
exhaust all the possible model specifications. We therefore present a representative model space Θ
to demonstrate and compare methods’ performance. For example, to correspond to the point and
partial identification scenarios, for highest order interaction restrictions, we use γ “ 0 and 0.3 in
simulations. In fact, γ “ 0 is the only case for point identification; any values of γ greater than 0
will lead to partial identification, and thus we choose γ “ 0.3. For agnostic pairwise restrictions,
we use pη “ 1{2.66, ξ “ 2.66q and pη “ 1{3, ξ “ 3q; for positive pairwise restrictions, we use
pη “ 1, ξ “ 5.10q, and pη “ 1, ξ “ 10q. Similarly, pη “ 1{2.66, ξ “ 2.66q and pη “ 1, ξ “ 5.10q is the
only point-identified case for agnostic and positive pairwise restrictions, respectively; any ξ larger
than this value will lead to partial identification, and any ξ smaller than this value will lead to a
misspecified model. Thus, we choose pη “ 1{3, ξ “ 3q and pη “ 1, ξ “ 10q.
We also investigate the case when the model is incorrectly specified (θ˚ R Θ). Define m “ tm :
pm,Mq P Θ for some Mu, and M “ tM : pm,Mq P Θ for some mu. Specifically, there are two
scenarios of model misspecification of interest:
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1. m˚ Rm, and
2. m˚ Pm, but pm˚,M˚q R Θ.
For highest-order interaction restrictions, scenario 1 is impossible. For agnostic/positive pairwise
dependence restrictions, scenario 1 will occur when the restrictions are strong enough. To investi-
gate its influence, we choose one representative Θ for each: η “ 1{2, ξ “ 2 and η “ 1, ξ “ 3.
Misspecification scenario 2 is possible for both highest order interaction restrictions and pairwise
dependence restrictions. Under this situation, since m˚ P m, we will be able to compute a hy-
pothesized identification set, although the true population size M˚ is not in it. For a confidence
interval, it is expected that the farther M˚ is away from the hypothesized identification set, the
lower the coverage probability will be for M˚. Thus, it is important to know how fast the coverage
probability decays as the distance between M˚ and the hypothesized identification set increases,
across different inferential methods. We therefore compute the coverage probability for each pos-
sible positive integer value of M under each case stated above, as shown in Figure 4 and Figure
5.
In addition, for the correctly specified model, we report the coverage probability of the confi-
dence interval CI for the identification set MIpP q (i.e. P pMIpP q Ă CIq), as well as the aver-
age length of confidence intervals, as summary statistics of a method’s performance. Obviously,
P pMIpP q Ă CIq ď P pM˚ P CIq, since M˚ PMIpP q. The results are shown in Figure 6.
It may occur that when computing CITIB, for all M PM , the null hypothesis HM is rejected, and
thus CITIB “ H, which cannot cover the identification set. In our simulations, the probability of
this occurrence in correctly specified models is less that 0.02%, and is less than 6% for incorrectly
specified models. All the calculations of coverage probabilities reported in Figure 4, 5 and 6 include
this situation.
Figure 4 reflects the restrictive nature of log-linear models under independence assumptions. With
k CRC samples, a hierarchy of 2k models with different independence assumptions are available.
However, each such model is point-identified, and thus aims to only cover its hypothesized identified
population size. As a result, only 2k points of the whole space of the population size, M , may be
covered at the nominal level. What’s worse, as the figure suggests, only a proportion of such models
can actually attain nominal coverage level. All the models except the saturated model “[12,13,23]”
are very sensitive to model misspecification, indicated by the quick decay of coverage probabilities
from their peaks. This illustrates why the common practice of model selection using criteria like
BIC may not be helpful. In our simulations, the coverage probability of the model with lowest BIC
is around 80% at its highest, much lower than the nominal 95%.
Our partial identification approach, on the contrary, is much more flexible. As suggested by Figure
5 and 6, by specifying varied restrictions on highest order interaction or pairwise dependence, the
space of M can be flexibly explored. When the model is correctly specified, the coverage probability
of our proposed inferential procedure, CITIB and CIPL, for the true population size M
˚ and the
whole identification set MIpP q, always attain the nominal level. Additionally, the average length of
confidence interval can be comparable to models with strong independence assumption, with much
higher coverage probability at the same time.
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Figure 4: Coverage probability of nominal 95% confidence intervals for the population size M from
Poisson loglinear models under a hierarchy of independence assumptions. The confidence intervals
were computed by R package“Rcapture” across 6000 simulated tables. The horizontal dashed line
represents the nominal coverage probability 95%. The vertical dashed line is the minimum possible
population size given the true means,
řc
i“1mi˚ “ 306. The method “BestBIC” is the model with
the lowest BIC across all models with independence assumptions.
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Figure 5: Coverage probability of nominal 95% confidence intervals CITIB and CIPL for the pop-
ulation size M in different restriction and identification cases across 6000 simulated tables. Three
models with independence assumptions are also presented as a reference: the independence model
[1,2,3], the saturated model [12,13,23], and lowest BIC model BestBIC. The horizontal line is rep-
resents the nominal coverage probability 95%. (a) The vertical line in point identified cases is the
true population size M˚, and the two vertical lines in partially identified models represent the lower
and upper endpoints of identification sets. (The detailed description of restriction for each case is
described in the main text.)
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5 Discussion
CRC surveys are used in situations where experts and policymakers do not agree on the size of the
target population. Usually independent random sampling requires a “sampling frame” from which
exact or approximate unit sampling probabilities can be computed. When the size of the target
population is truly unknown, construction of a well-defined sampling frame can be problematic.
CRC surveys involve more than one such sample from the target population. When the sampling
frame for each survey is ill-defined, it can be difficult to guarantee independence of samples, or
to estimate the nature of dependence between samples. Current statistical procedures to estimate
the population size may suffer from the biases caused by unknown dependence between samples,
whose directions and magnitudes are unknown. For example, Schouten et al. [65] conclude that
capture-recapture methods may not be useful for everyday surveillance of completeness in cancer
registration in part due to its inability to deal with the violation of sample independence. Hook
and Regal [29] empirically demonstrated a systematic bias in population size estimates in CRC
models with independence assumptions by using a CRC study with 5 samples. Furthermore, no
model selection or model averaging techniques can avoid these biases, since each model candidate
they operate on depends on such assumptions to some extent.
In this paper, we have shown that researchers do not have to make stringent independence assump-
tions in order to obtain credible estimates of population sizes from CRC surveys. The proposed
methodology provides one way to impose qualitative assumptions relating to dependence between
samples to obtain more realistic, plausible and interpretable estimates, with flexibility in strength
and form. Under weak agnostic restrictions in highest order interaction and pairwise dependence,
one can have credible inferential results by sacrificing precision. When empirical knowledge is
available, the precision of confidence intervals under pairwise dependence restrictions can be com-
parable to those relying on strong independence assumptions. The identification set under both
types of restrictions we propose is an interval. But the test inversion bootstrap CI is also valid for
a general identification set (e.g. the union of disjoint intervals) although care must be taken in the
computation and implementation. Throughout the paper, we have assumed a closed population,
no covariates, and homogeneous detection probability. But our approach can also be generalized
to relax or replace these assumptions to make more credible inference.
In our simulations, the profile likelihood confidence interval has almost exact finite sample coverage
probabilities in correctly specified models. However, there are no theoretical guarantees for its
coverage. A valid theoretical justification is needed in future research. In contrast, the test inversion
bootstrap confidence interval can be proved to be uniformly consistent in level under mild regularity
conditions. However, to achieve stable and precise interval estimates, a large number of bootstrap
resamples is needed and thus results in a heavy computational burden.
Choosing the parameters γ, η, and ξ to obtain confidence intervals in an empirical CRC study
can be difficult. However, we note that it is possible to take a data-driven way to heuristically
determine these parameters. For example, point and interval estimates of a lower bound of ORrt
for rth and tth samples, m11pr,tqm00pr,tqm10pr,tqm01pr,tq , can be obtained by using observed data, and thus be used to
determine a reasonable η. Auxiliary data sets can also be useful for determining these parameters
if available.
Generally, weaker assumptions may be more credible to empiricists or policymakers who may
not agree on the exact nature and magnitude of dependence between samples. The methodology
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proposed in this paper provides a starting point for discussions about how to accommodate un-
observable dependence between CRC samples. In empirical CRC studies, we recommend that the
researchers always report and interpret inferential results under carefully chosen and varied values
of γ, η, and ξ, and at the same time, state clearly which assumptions are preferred by them as well
as the rationale. Inferential results under each independence assumption are also encouraged to be
reported simultaneously.
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