This paper provides an explicit closed form of generalized Jacobi-Koornwinder's polynomials of degree r ≤ n in terms of the Bernstein basis of fixed degree n. Moreover, explicit forms of generalized Jacobi-Koornwinder's type and Bernstein polynomials bases transformations are considered.
Introduction
Approximation is important to many numerical methods, as many arbitrary continuous functions can be approximated by polynomials. On the other hand, polynomials can be characterized in many different bases. Every type of polynomial basis, such as the monomial power, Jacobi, Bernstein and Hermite basis form, has its strength. By suitable choice of the basis, numerous problems can be solved and many complications can be removed.
Rababah [13] provided an explicit form of classical Jacobi and Bernstein polynomials bases transformations. In addition, an explicit form for generalized Tschebyscheff polynomials of Koornwinder's type and Bernstein polynomials change of bases was discussed in [1] . In this paper a generalization of the results
Bernstein polynomials
The Bernstein polynomials have been studied thoroughly, there exist many extensive treatments of these polynomials [4] . They are known for their analytic and geometric properties [3, 7, 16] , in particular this basis is known to be optimally stable. where n v are binomial coefficients. Farouki [4] surveyed Bernstein basis properties, he described some of the key properties and algorithms associated with the Bernstein basis. Here, we briefly summarized some of the key properties of these polynomials. Bernstein polynomials are all nonnegative, B The Bernstein polynomials of degree n can be defined by combining two Bernstein polynomials of degree n−1. The kth-nth-degree Bernstein polynomial is given by Moreover, it is possible to write Bernstein polynomials of degree r where r ≤ n in terms of the Bernstein polynomials of degree n using the following degree elevation defined by [5] 
(1.2)
These remarkable properties and others [4] make Bernstein polynomials significant for the development of Bézier curves and surfaces in computer-aided geometric design (CAGD). The Bernstein polynomials are the standard basis for the Bézier representations of curves and surfaces in CAGD. However, the Bernstein polynomials are not orthogonal and could not be used effectively in the least-squares approximation [14] , thus the calculations performed in finding the least-squares approximation polynomial of degree m do not decrease the calculations to obtain the least-squares approximation polynomial of degree m + 1. Since then, a theory of approximation has been developed and many approximation techniques have been presented and examined. The method of least-squares approximation accompanied by orthogonal polynomials is one of these methods.
Least-squares approximation
In the following, we define the continuous least-squares approximations of a function f (x) by using polynomials with standard power basis, {1, 
A necessary condition for E(a 0 , a 1 , . . . , a n ) to have a minimum over all values a 0 , a 1 , . . . , a n is
which gives a system of (n + 1) equations, called normal equations, in (n + 1) unknowns: a i , i = 0, . . . , n. Those (n + 1) unknowns of the least-squares polynomial p * n (x) can be found by solving the normal equations. By choosing φ i (x) = x i , as a basis, then
and the matrix of coefficients of the normal equations are given as 
The coefficient matrix of the normal equations is the Hilbert matrix which has round-off error difficulties and is notoriously ill-conditioned for even modest values of n. However, such computations can be made computationally effective by using orthogonal polynomials. Thus, choosing {φ 0 (x), φ 1 (x), . . . , φ n (x)} to be orthogonal simplifies the least-squares approximation problem. The coefficient matrix of the normal equations will be diagonal, which simplifies calculations and gives a closed form for a i , i = 0, 1, . . . , n. Moreover, once p * n (x) is known, it is only needed to compute a n+1 to get p * n+1 (x), which turns out to be computationally efficient. See [14] for more details on the least-squares approximations.
Classical Jacobi polynomials
The classical Jacobi polynomials of degree n, P (α,β) n (x), are a set of orthogonal polynomials defined as solutions to the differential equation
These polynomials are orthogonal, except for a constant factor, with respect to the weight function
The following orthogonality relation [6, 11] will be used in the proof of the main result:
Univariate classical Jacobi orthogonal polynomials are traditionally defined on [−1, 1]. However, it is more convenient to use [0, 1]. Using Pochhammer symbol is more appropriate, but the combinatorial notation gives more compact and readable formulas, these have also been used by Szegö [15] . For convenience we recall the following explicit expression for Jacobi polynomials of degree n in x [9] :
which can be transformed in terms of the Bernstein basis on x ∈ [0, 1] as
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Generalized Jacobi-Koornwinder's polynomials
Koornwinder [10] introduced orthogonal polynomials for which the weight function is a linear combination of the Jacobi weight function and two delta functions at 1 and −1. He described a general class of Jacobi-type polynomials {P
For α, β > −1 and M, N ≥ 0, generalized Jacobi-Koornwinder's-type polynomials, also referred to as the Jacobi-type polynomials or generalized Jacobi polynomials, are defined [8, 10] by
Using the symmetry relation [10] of generalized Jacobi polynomials
and the recurrence relation [2, 10, 15]
in (1.4) , we obtain the following representation:
Similarly, using the symmetry relation
in (1.5) and (1.6), respectively, we get the following representations:
The representations in (1.7) and (1.8) can be written as
Using nP 10) and can be written as
where
(1.12)
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For more properties of generalized Jacobi polynomials, the reader is referred to [8, 10, 15] .
Main Results
In this section, we show how generalized Jacobi-Koornwinder's polynomials P (α,β,M,N ) r (x) of degree r can be written explicitly as a linear combination of the Bernstein polynomial basis of degree r. Then we provide a closed form for the transformation matrix of generalized Jacobi-Koornwinder's polynomials basis into Bernstein polynomials basis and for Bernstein polynomials basis into generalized Jacobi-Koornwinder's polynomials basis.
Generalized Jacobi-Koornwinder's polynomials using Bernstein basis
The next theorem shows how generalized Jacobi-Koornwinder's polynomials P 
1)
where λ k is defined in (1.12), η 
Bases transformations
Rababah [12] provided some results concerning the univariate Chebyshev case, in the following theorem we use similar approach to generalize the results for generalized Jacobi-Koornwinder's polynomials case. The following theorem combines the superior performance of the least-squares of generalized Jacobi-Koornwinder's polynomials with the geometric insights of the Bernstein polynomials basis. 
Proof. Any polynomial p n (x), x ∈ [0, 1], of degree n can be written uniquely as a linear combination of certain elementary basis. Write p n (x) as a linear combination of the Bernstein polynomial basis
and as a linear combination of generalized Jacobi-Koornwinder's polynomials
We are interested in the transformation matrix M , where c = M · d that transforms the generalized Jacobi coefficients
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Generalized Jacobi-Koornwinder's-type Bernstein polynomials bases transformations
Using Theorem 2.1 we write the generalized Jacobi polynomials (1.11) of degree r ≤ n in terms of Bernstein polynomial basis of degree n as 5) where N n r,i are the entries of the (n + 1) × (n + 1) basis conversion matrix N. Thus the elements of c can be written in the form:
Comparing Eqs. (2.4) and (2.6) shows that M = N T . Now, we need to write each Bernstein polynomial of degree r where r ≤ n in terms of Bernstein polynomials of degree n. By substituting the degree elevation (1.2) defined by [5] into
and rearranging the order of summations, we find that the entries of the matrix N are given by
Thus, the matrix M can be obtained by transposing the entries of the matrix N.
In Corollary 2.1, we express generalized Jacobi-Koornwinder's polynomials P 
Proof. Using (2.5) from the proof of Theorem 2.2, any generalized JacobiKoornwinder's polynomial P We discussed earlier some analytic and geometric properties for Bernstein polynomials, it is worth mentioning that Bernstein polynomials can be integrated as
Moreover, the product of two Bernstein polynomials is a Bernstein polynomial and is given by 
and B(x, y) is the Beta function.
Proof. Using (2.1), the integral
can be simplified to
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The integrals in the last equation are Beta functions B(x i , y i ) with 
