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Entwicklung eines Verfahrens zur
Strompreisvorhersage im kurzfristigen 
Intraday-Handelszeitraum
Andreas Bader
Da elektrische Energie bisher nur begrenzt gespeichert werden kann und somit die Elektrizitäts- 
nachfrage kurzfristig gedeckt werden muss, bestehen für den Strompreis fundamentale 
Abhängigkeiten. Der noch junge, aber stetig an Liquidität wachsende Intraday-Markt in Deutsch-
land ist dabei von großem Interesse. Dieser unterliegt allerdings anderen „Gesetzmäßigkeiten“ als 
bspw. die Vortagesvermarktung.
Die vorliegende Arbeit befasst sich daher mit der Preisbildung am deutschen Intraday-Markt 
und stellt ein neu entwickeltes Verfahren zur Vorhersage des Strompreisverlaufs in den letzten 
Stunden bis zum Handelsschluss am Intraday-Markt vor. Das Verfahren beruht dabei vorwiegend 
auf der Verbindung von Markow-Ketten und der Regressionsanalyse.
In den entwickelten Modellen wird der Einfluss verschiedener Faktoren quantifiziert. Ein deutlicher 
Zusammenhang ergibt sich für den Regelleistungsabruf und untertägige Prognoseabweichungen 
der Einspeisemengen aus Photovoltaik- und Windenergieanlagen. Durch die Kombination 
mehrerer Einflussfaktoren lässt sich eine deutliche Verbesserung der Modellgüte erreichen. Des 
Weiteren zeigen die Ergebnisse den Einfluss verschiedener Modellparameter auf den Intraday-
Preis, wie bspw. die Variation der Vorlaufzeit zwischen Erhalt einer Information und der Preis-
entwicklung am Markt.
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Kapitel 1
Einleitung
1.1 Die Liberalisierung des Strommarktes in
Deutschland
Mit der EU-Richtlinie 96/92/EG vom 19. Dezember 1996 wurde der Grundstein für die
Schaﬀung eines europäischen wettbewerbsorientierten Elektrizitätsbinnenmarktes gelegt.
In Deutschland wurden die von der EU geforderten Vorschriften durch die Neuerung des
Gesetzes über die Elektrizitäts- und Gasversorgung, kurz Energiewirtschaftsgesetz (En-
WG), mit Inkrafttreten zum 29. April 1998 umgesetzt. Das EnWG verfolgt, nach heutiger
erweiterter Fassung, die Ziele eine “möglichst sichere, preisgünstige, verbraucherfreund-
liche, eﬃziente und umweltverträgliche leitungsgebundene Versorgung der Allgemeinheit
mit Elektrizität und Gas, die zunehmend auf erneuerbaren Energien beruht“ [1] zu schaf-
fen.
Ein wesentlicher Bestandteil zur Erreichung der gesetzten Ziele war die rechtliche und
operationelle Auftrennung der Energieversorgungsunternehmen in die Bereiche Stromer-
zeugung, -übertragung und -verteilung. Erzeugungsunternehmen fokussieren sich auf den
Neubau und die Wartung sowie den Betrieb von Kraftwerken. Die in den Kraftwerken
erzeugte Strommenge wird von den Erzeugungsunternehmen an Handelsunternehmen
verkauft. Der Handel befasst sich wiederum mit der wirtschaftlichen Optimierung von
Erzeugungs- und Verbrauchsportfolien, der Kraftwerkseinsatzplanung aller Anlagen und
dem Risikomanagement. Die von den Handelsunternehmen bewirtschafteten Strommen-
gen werden an Großhandelsmärkten gekauft bzw. verkauft. Der Stromhandel erfolgt dabei
über den Terminmarkt, für Handelsaktivitäten bis mehrere Jahre im Voraus, am Tag vor
der Lieferung über Day-Ahead-Auktionen (siehe Kapitel 2.3.1) und anschließend über
den kontinuierlichen Intraday-Handel (siehe Kapitel 2.3.2) bis kurz vor der physikalischen
Lieferung der Strommengen.
1
2 Kapitel 1. Einleitung
Unabhängig von den Erzeugungsunternehmen und Energiedienstleistern agieren die Berei-
che Stromübertragung (Höchst- und Hochspannungsnetze) und -verteilung (Mittel- und
Niederspannungsnetze). Stromübertragungsunternehmen, sogenannte Übertragungsnetz-
betreiber (ÜNB), übernehmen die Verantwortung für den Netzbetrieb und die Systembi-
lanzierung, d.h. das Sicherstellen einer ausgeglichenen Erzeugungs- und Verbrauchsbilanz
in ihrer Regelzone über den Abruf von Regelleistung (siehe Kapitel 2.3.3). Das Übertra-
gungsnetz in Deutschland ist in die vier Regelzonen, regional verbundene Höchst- und
Hochspannungsnetze, der ÜNB 50Hertz Transmission, Amprion, TransnetBW und Ten-
net TSO aufgeteilt. Länderübergreifend sind die ÜNB in Europa in der European Net-
work of Transmission System Operators for Electricity (ENTSO-E) organisiert, die eine
gemeinschaftliche und regelzonenübergreifende Systembilanzierung und einheitliche Re-
gelwerke zum Netzbetrieb sicherstellt. Die ENTSO-E ist in Regionalgruppen unterteilt,
welche jeweils für sich ein verbundenes Drehstromverbundnetz mit synchroner Netzfre-
quenz bilden. Die vier Regelzonen in Deutschland gehören dabei zu der Regional Group
Continental Europe, welche der Union for the Co-ordination of Transmission of Electricity
(UCTE) entspricht.
Durch die rechtliche und operationelle Auftrennung der Energieversorgungsunternehmen
konnte in den vergangenen Jahren in Europa ein wettbewerbsfreundlicher Energiemarkt
geschaﬀen werden. Die Umsetzung der ebenfalls in der EU-Richtlinie formulierten Zie-
le zum weiteren Ausbau erneuerbarer Energien sowie deren Marktintegration wurde in
Deutschland unter Anderem durch das Gesetz für den Vorrang Erneuerbarer Energien
(Erneuerbare-Energien-Gesetz - EEG) geregelt und vorangetrieben. Für die Marktinte-
gration war insbesondere die Novelle des EEG mit Inkrafttreten zum 01.01.2012 mit der
Einführung des Marktprämienmodells von großer Bedeutung. [2]
Seitdem haben Anlagenbetreiber die Wahl ob sie wie bisher für die Einspeisemengen ihrer
EEG-Anlagen eine ﬁxe EEG-Vergütung erhalten oder ob sie die prognostizierten Mengen
an der Strombörse direkt verkaufen, was als Direktvermarktung bezeichnet wird. Für die
Direktvermarktung bekommen die Betreiber neben den Erlösen des Stromverkaufs an der
Börse die Marktprämie ausgezahlt, welche die Diﬀerenz zur bisherigen EEG-Vergütung
kompensiert. Die Höhe der Marktprämie richtet sich dabei an den Einnahmen an der
Day-Ahead-Auktion von Referenzanlagen der selben Technologie. Anlagen, die überdurch-
schnittliche Erlöse an der Börse erzielen, d.h. genau dann Strom einspeisen während die
Referenzanlagen weniger produzieren, haben damit in Summe mit der Marktprämie hö-
here Gesamteinnahmen als durch die bisherige EEG-Vergütung. Des Weiteren erhalten
Direktvermarkter für den entstehenden Mehraufwand, wie bspw. Erstellung von Einspei-
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seprognosen und Marktzugangskosten, zusätzlich die sogenannte Managementprämie. [2]
Mit der EEG-Novelle von 2014 wurde die Managementprämie mit der Marktprämie zu-
sammengeführt und nicht mehr explizit ausgewiesen. [3]
Das Marktprämienmodell hat somit starke Anreize für eine Vermarktung von EEG-
Anlagen an der Strombörse gesetzt. Innerhalb weniger Monate nach dem Inkrafttreten
der EEG-Novelle Anfang 2012 wurde die Marktprämie bereits bei 30% der EEG-Anlagen
in Deutschland in Anspruch genommen. [4] Dieser Anteil stieg bis heute, Mitte 2015, auf
48% der installierten Anlagenkapazität. Bei Windenergie (Onshore) ist der Anteil mit
über 81% vergleichsweise hoch. Da Photovoltaik-Anlagen durchschnittlich im Vergleich
zu Windenergie deutlich kleinere Anlagengrößen aufweisen liegt dort der Anteil bei nur
14% in Deutschland. [5]
Mit der Einführung des Marktprämienmodells sind jedoch auch die Pﬂichten der Bilanz-
kreisverantwortlichen gestiegen, eine ausgeglichene viertelstundenscharfe Leistungsbilanz
des EEG-Bilanzkreises aufzuweisen. Dabei spielen insbesondere Intraday-Märkte eine be-
sondere Rolle. Bilanzkreisverantwortliche können nach Verkauf der prognostizierten Ein-
speisemengen von EEG-Anlagen in der Day-Ahead-Auktion die naturgemäß auftretenden
Prognoseabweichungen der EEG-Einspeisemengen an Intraday-Märkten bis zu 30Minuten
vor Beginn der Lieferung handeln. Kontinuierliche Intraday-Märkte ermöglichen damit zu
jeder Zeit am Tag viertelstundenscharf Abweichungen in den Bilanzkreisen bestmöglich
auszugleichen. Darüber hinaus ergeben sich unter Anderem für Kraftwerksbetreiber zu-
sätzliche Erlöspotentiale durch die untertägige Optimierung der verfügbaren Kraftwerks-
kapazitäten.
In Deutschland wurde der erste Intraday-Markt im Jahr 2006 an der European Power Ex-
change (EPEX), vormals EEX, eingeführt [6]. Zur Markteinführung betrug die Vorlaufzeit
zur physikalischen Lieferung noch 75Minuten. Insbesondere die Einführung der Direktver-
marktung hat in den vergangenen Jahren zu einer Weiterentwicklung und Zunahme der
Liquidität an Intraday-Märkten geführt. Darüber hinaus wurde die Vorlaufzeit schrittwei-
se auf 30Minuten verkürzt, sodass insbesondere auch kurzfristig auftretende Prognoseab-
weichungen der Einspeisemengen aus EEG-Anlagen noch handelbar sind. 2014 wurden an
den Strombörsen EPEX und Energy Exchange Austria (EXAA) durch die Einführung ei-
ner Viertelstunden-Day-Ahead-Auktion eine weitere Möglichkeit zur viertelstundenschar-
fen Bilanzkreisbewirtschaftung bereits am Tag vor der Lieferung geschaﬀen [7] [8]. Für
untertägige Prognoseabweichungen sind die Viertelstunden-Day-Ahead-Auktionen jedoch
nicht anwendbar (siehe Kapitel 2.3.2).
4 Kapitel 1. Einleitung
Da der Intraday-Markt in Deutschland auch in Zukunft eine noch wichtigere Rolle bei der
Marktintegration Erneuerbarer Energie spielen wird, ist es entscheidend, diesen im Ver-
gleich zu Day-Ahead noch neuen Markt zu analysieren und maßgebliche Einﬂussfaktoren
und Charakteristika zu analysieren. Darüber hinaus ist zu erwarten, dass sich ähnliche
Intraday-Märkte in weiteren europäischen Ländern entwickeln werden, die ebenfalls mög-
lichst kurzfristige Handelsvorlaufzeiten zur physikalischen Lieferung haben.
1.2 Ziel und Aufbau der Arbeit
Das Ziel der vorliegenden Arbeit ist die Modellierung einer Preisvorhersage für den In-
traday-Markt. Es sollen dabei preisspeziﬁsche Charakteristika und preisbeeinﬂussende
Faktoren untersucht und ausgewertet werden. Die geograﬁsche Lage Deutschlands, inmit-
ten des zentraleuropäischen Verbundnetzes der ENTSO-E, sowie die politischen Regulie-
rungen zur Realisierung der Energiewende, führten insbesondere in den letzten Jahren
zu einer weitreichenden Entwicklung eines liquiden und anforderungsgerechten Intraday-
Marktes, der eine bestmögliche Marktintegration erneuerbarer Energien gewährleistet.
Die zu entwickelnden Modelle und Verfahren werden daher auf den deutschen Intraday-
Markt exemplarisch angewendet, jedoch ist eine Anwendbarkeit auf gleiche oder ähnlich
funktionierende Kurzfristmärkte sicherzustellen.
In Kapitel 2 wird zu Beginn der betrachtete Zeit- und Systembereich abgegrenzt und
der aktuelle Stand der Forschung zur Erstellung von Preisprognosen für Energiemärkte
dargestellt. Anschließend wird das aktuelle Strommarktdesign in Deutschland erläutert
und die sich daraus für die Modellierung der Prognose ergebenden Einﬂussfaktoren, Pa-
rameter und Randbedingungen abgeleitet. Des Weiteren werden die im Späteren für die
Modellierung notwendigen mathematischen Grundlagen der stochastischen Prozesse und
Regressionsanalyse erklärt.
In Kapitel 3 werden zwei Preisprognosemodelle vorgestellt, das Markow-Ketten-Modell
und das Regressionsmodell. Es werden die für die Modelle notwendigen Anforderungen
aufgeführt und in den jeweiligen Modellbeschreibungen das Zusammenwirken der Einﬂuss-
faktoren und Parameter dargestellt. Außerdem wird der vorherzusagende Strompreis, der
zeitabhängige Intraday-Index, deﬁniert und erläutert. Aufbauend auf den beiden entwi-
ckelten Preisprognosemodellen wird zuletzt ein Verfahren vorgestellt, das die Generierung
von zukünftigen Preispfaden mittels stochastischen Prozessen ermöglicht.
In dem darauﬀolgenden Kapitel 4 werden exemplarische Ergebnisse beider Modelle, ange-
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wendet auf den deutschen Intraday-Markt der EPEX, detailliert ausgewertet. Die Ergeb-
nisse verschiedener Einﬂussfaktoren werden miteinander verglichen sowie entsprechende
Schlussfolgerungen für die Modellierung gezogen. Für das Regressionsmodell wird in die-
sem Kapitel der Vorteil der Kombination mehrerer Einﬂussfaktoren aufgezeigt und die
Variation der Ergebnisse bei Änderung verschiedener Eingangsparameter dargelegt. Ab-
schließend werden die Ergebnisse auf einen gewählten Zeitraum gegengeprüft (Backtes-
ting), um die Anwendbarkeit und Qualität der entwickelten Modelle hervorzuheben.
Die Arbeit schließt in Kapitel 5 mit einer Zusammenfassung und einem Ausblick für
weiterführende Entwicklungsmöglichkeiten der aufgeführten Modelle ab.

Kapitel 2
Analyse
2.1 Abgrenzung des Betrachtungsbereichs
2.1.1 Zeitbereich
Entsprechend der Zielstellung der vorliegenden Arbeit, die Modellierung einer Strom-
preisvorhersage im kurzfristigen Intraday-Markt, ist der Zeitbereich durch die Handels-
zeiträume am Intraday-Markt deﬁniert. Dieser erstreckt sich von der Markteröﬀnung am
Vortag nach der Day-Ahead-Auktion bis hin zum Handelsschluss kurz vor Lieferbeginn
des Produktes. Die Zeitpunkte der Eröﬀnung sowie des Handelsendes sind von der jeweili-
gen Börse und dem Handelsprodukt abhängig. Die entsprechenden Handelszeiträume der
zwei derzeit vorhandenen Intraday-Märkte für das Liefergebiet Deutschland, der EPEX
und der Nord Pool Spot, sind in der folgenden Tabelle aufgelistet.
Börse Handelsprodukt Markteröﬀnung Handelsschluss vor Lieferbeginn
EPEX
Einzelstunden 15:00 Uhr 30 Minuten
Viertelstunden 16:00 Uhr 30 Minuten
Nord Pool Spot
Einzelstunden 15:00 Uhr 30 Minuten
Viertelstunden 15:00 Uhr 30 Minuten
Tabelle 2.1: Handelszeiten für Intraday-Produkte der Börsen EPEX und
Nord Pool Spot in Deutschland [9] [10]
Dabei ist zu beachten, dass der Handelsschluss an der EPEX erst am 16.07.2015 von 45 auf
30Minuten verkürzt wurde [11]. Alle im Rahmen dieser Arbeit verwendeten historischen
Datensätze der EPEX stammen jedoch aus der Zeit vor dieser Umstellung und beziehen
sich daher auf die längere Vorlaufzeit. Auf Grund der deutlich höheren Liquidität am
Intraday-Markt der EPEX und der damit größeren Datenverfügbarkeit beschränken sich
alle Analysen in der vorliegenden Arbeit auf die EPEX-Daten. Die entwickelten Verfahren
sind jedoch auf beliebige andere Börsen übertragbar.
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Der kontinuierliche Handel am Intraday-Markt zwischen Markteröﬀnung und Handels-
schluss des jeweiligen Produktes ﬁndet ausnahmslos an jedem Tag des Jahres statt (siehe
Kapitel 2.3.2). Da der Intraday-Handel sich hauptsächlich auf die letzten fünf Handels-
stunden vor Handelsschluss konzentriert, liegt der Schwerpunkt dieser Arbeit auf der
Prognoseerstellung für diesen Zeitraum.
2.1.2 Systembereich
Zur Modellierung und Erstellung einer Preisprognose muss der Systembereich entspre-
chend abgegrenzt werden. In Abbildung 2.1 ist das in dieser Arbeit betrachtete System im
liberalisierten Strommarkt dargestellt. Zur Deckung des Verbrauchs stehen Erzeugungs-
anlagen, wie bspw. konventionelle Kraftwerke, Speicheranlagen und erneuerbare Energien,
zur Verfügung. Diese sind über die Stromübertragungs- und Stromverteilnetze mit den
Verbrauchsanlagen elektrisch verbunden.
Konventionelle Kraftwerke 
und Speicheranlagen
Erneuerbare Energien Verbraucher
  Stromm?rkte:
Systemdienstleistungen der 
?bertragungsnetzbetreiber Terminmarkt Day-Ahead-Markt Intraday-Markt
?bertragungsnetz
Abbildung 2.1: Abgrenzung des Systembereichs
Der Ausgleich von Erzeugungs- und Verbrauchsmengen erfolgt über die zentralisierten
Märkte für Fahrplanenergie. Langfristige Liefergeschäfte bis zu mehreren Jahren in der
Zukunft werden am Terminmarkt abgeschlossen. Am Vortag vor der physikalischen Lie-
ferung erfolgt die Optimierung am sogenannten Day-Ahead-Markt über eine geschlossene
Auktion (siehe Kapitel 2.3.1). Diesem Markt zeitlich nachgelagert öﬀnet der kontinu-
ierliche Intraday-Handel und ermöglicht bis kurz vor der Lieferung der Fahrplanenergie
weitere untertägige Optimierungen (siehe Kapitel 2.3.2). Neben den Elektrizitätsmärkten
für Fahrplanenergie existiert noch der Regelenergiemarkt für die Vermarktung und den
Abruf von Regelleistung (siehe Kapitel 2.3.3).
Entsprechend der Zielstellung dieser Arbeit und der daraus folgenden Deﬁnition des Zeit-
bereichs (Vgl. Kapitel 2.1.1), wird ausschließlich der Intraday-Markt und seine preisbe-
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einﬂussenden Faktoren untersucht und modelliert.
Die im Rahmen dieser Arbeit entwickelten Modelle werden exemplarisch auf den Intraday-
Markt der EPEX mit dem Liefergebiet Deutschland/Österreich angewandt. Da zwischen
Deutschland und Österreich sowie innerhalb Deutschlands ausreichend Übertragungska-
pazitäten zur Verfügung stehen, ist der Preis in diesem Liefergebiet an allen Orten gleich.
Der Ort der Erzeugung bzw. des Verbrauchs spielt innerhalb der Preiszone Deutsch-
land/Österreich für die Vermarktung daher keine Rolle. Die deutsch-österreichische Preis-
zone eignet sich für die Untersuchungen besonders gut, da dieser Markt auf Grund der
geograﬁschen Lage inmitten Europas und der regulatorischen Voraussetzungen die höchs-
ten Handelsvolumina aufweist [11].
Die vorgestellten Modelle können auf jeden vergleichbaren Intraday-Markt auch in ande-
ren Liefergebieten mit einer Preiszone übertragen werden. Von einer Modellierung und
Betrachtung der Netztopologie und der grenzüberschreitenden Übertragungskapazitäten
zu den Nachbarländern bzw. zu den angrenzenden Liefergebieten wird abgesehen. Neben
der damit wachsenden Komplexität des Modells liegt der Hauptgrund in der aktuellen
Entwicklung des Cross-Border Intraday Market Projects (XBID), das im Jahr 2017 fer-
tiggestellt werden soll. Durch XBID, eine Kooperation der west- und nordeuropäischen
Übertragungsnetzbetreiber und Börsen, werden in naher Zukunft die grenzüberschreitend
verfügbaren Übertragungskapazitäten direkt im kontinuierlichen Intraday-Handel berück-
sichtigt [12]. Marktteilnehmer können dadurch ihre Positionen ohne Einschränkungen über
die Grenzen des eigenen Liefergebietes handeln [13]. Die in dieser Arbeit vorgestellten Mo-
delle können damit auch nach Realisierung von XBID angewendet werden. Da sich durch
XBID letztendlich das Liefergebiet vergrößert, ist eine Zunahme der Liquidität der Han-
delsprodukte zu erwarten.
2.2 Stand der Forschung
Seit der Liberalisierung der Energiemärkte wurden weltweit verschiedene Methoden und
Modelle zur Strompreisvorhersage entwickelt. Da Kurzfristmärkte, insbesondere Intraday-
Märkte, erst seit wenigen Jahren an Bedeutung gewonnen haben, befasst sich die Mehr-
zahl der Modellierungsansätze weiterhin mit Lang- bzw. Mittelfristprognosen und den
Preisvorhersagen für Day-Ahead-Märkte. Grundsätzlich lassen sich aus der Literatur vier
verschiedene Verfahrensansätze für die Prognose von Strompreisen ableiten [14] [15] [16]:
• Statistische Analyseverfahren: Zeitreihenanalyse, basierend auf vergangenen Preis-
daten sowie externer Einﬂussfaktoren, z.B. Regressionsanalyse
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• Stochastische Modellierung: Anwendung stochastischer Prozesse
• Künstliche Intelligenz: Verwendung neuronaler Netze und Fuzzy Logik, basierend
auf historischen Preisdatensätzen
• Vorausschauende kostenminimale Kraftwerkseinsatzplanung: Kostenminimierende
Optimierung der Kraftwerkseinsatzplanung und Modellierung des Erzeugungsparks,
der Verbrauchsmengen sowie der Netzrestriktionen
Eine der am häuﬁgsten verwendeten Methode ist die Zeitreihenanalyse (siehe Kapitel
2.7). Mit Hilfe der Zeitreihenanalyse können Zusammenhänge zwischen historischen Preis-
zeitreihen mit sich selbst und externen Einﬂussfaktoren untersucht werden. In [17] und [18]
werden für Day-Ahead- und Intraday-Märkte über den sogenannten Backshift-Operator,
einer Operation zur Verschiebung der Zeitreihen in die Vergangenheit, Zusammenhänge
zwischen einem Preis Pt und dem zeitlich vorgelagerten Preis Pt−n abgebildet. Die Ana-
lysen in [17] zeigen unter Anderem lineare Zusammenhänge und eine positive Korrelation
zwischen zeitlich benachbarten Intraday-Stundenprodukten, den selben Handelsstunden
verschiedener Tage und zwischen den Day-Ahead- und Intraday-Märkten. Die Untersu-
chungen beschränken sich jedoch lediglich auf den stündlichen Auktionspreis bzw. volu-
mengewichteten Intraday-Preis.
In Kooperation mit der vorliegenden Arbeit wurde in [19] ein Modell vorgestellt, das mit-
tels linearer Regression vereinfacht die Zusammenhänge zwischen dem Intraday-Strompreis
und den Prognoseabweichungen der Einspeisemengen aus Windenergie- und Photovoltaik-
anlagen über verschiedene Zeithorizonte bestimmt. Es ergeben sich dabei negative Korre-
lationen zwischen Prognoseabweichungen und dem Strompreis, d.h. bei zunehmender pro-
gnostizierter Einspeisung aus EEG-Anlagen fällt der Intraday-Preis. Ähnliche Ergebnisse
konnten in [20] mittels linearer Regression auch für den Einﬂuss von Einspeiseprognosen
aus Windenergieanlagen auf den Day-Ahead-Preis erzielt werden.
Ein rein auf vergangenen Preisdaten basierendes Verfahren, ohne explizite Modellierung
externer Einﬂussfaktoren, wird in [21] verwendet. Bei dieser stochastischen Modellierung
werden Markow-Ketten angewandt (Vgl. 2.6.3), um den stündlichen Preisverlauf über
einen Liefertag zu prognostizieren. Das dort vorgestellte Modell berechnet die Übergangs-
wahrscheinlichkeiten zwischen diskretisierten Preisschritten der historischen Daten. So-
wohl der Zeithorizont als auch die Auﬂösung können dabei variabel gesteuert werden.
Die Untersuchungen zeigen, dass mit Hilfe der stochastischen Modellierung der tägliche
Preisverlauf für den Folgetag mindestens genauso gut prognostiziert werden kann, wie bei
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vergleichbaren Methoden der Zeitreihenanalyse. Auch hier liegt jedoch der Fokus auf dem
Auktionspreis und dem stündlich volumengewichteten Intraday-Preis.
In den vergangenen Jahren haben neuronale Netze eine immer größere Bedeutung für
Prognosemodelle bekommen. Neuronale Netze sollen das Zusammenspiel der Neuronen
im menschlichen Gehirn nachbilden. Dazu werden die entsprechenden Modelle auf Basis
vergangener Daten trainiert, verschiedene Muster zu erkennen, um daraus Rückschlüsse
auf die Zukunft abzuleiten. Ein besonderer Vorteil dabei ist, dass die abgeleiteten Muster
und Zusammenhänge nicht linear sein müssen, sondern beliebig funktional zusammen-
hängen können. In [22] wird ein Verfahren aufgezeigt, das verschiedene Inputparameter,
wie bspw. Monat, Wochentag, Lastgang und Preis am Vortag, einbezieht, um den zu
erwartenden minimalen und maximalen Day-Ahead-Preis zu prognostizieren.
Ein Beispiel für die Preismodellierung durch Berechnung der kostenminimalen Kraftwerks-
einsatzplanung zur Deckung der Last ist die Studie “Preisbildungsanalyse des deutschen
Elektrizitätsmarktes“ des Instituts für Energiewirtschaft und Rationelle Energieanwen-
dung an der Universität Stuttgart [23]. Dabei werden technische und ökonomische Neben-
bedingungen, wie bspw. Brennstoﬀpreise, Kraftwerksverfügbarkeiten und Anfahrtkosten
berücksichtigt [23]. Dieser Modellierungsansatz eignet sich insbesondere für Mittel- und
Langfristprognosen, da der Einﬂuss der langfristigen Entwicklung des Erzeugungsparks
und der Verbrauchsmengen simuliert werden kann. In den meisten Fällen, wie auch in
der genannten Studie, werden die stündlichen Day-Ahead-Preise modelliert. Eine feinere
Auﬂösung ist auf Grund der Modellstrukturen sowie der Zielstellungen oft nicht möglich.
Da für diese Modellierung weitreichende, teilweise nicht öﬀentliche Datensätze notwendig
sind, ist eine Übertragung auf die in dieser Arbeit zu untersuchende Fragestellung schwie-
rig. Da am Intraday-Markt in Deutschland lediglich die Abweichungen der Erzeugungs-
und Verbrauchsmengen zum Vortag gehandelt werden, ist eine Modellierung des gesamten
Kraftwerks- und Verbrauchsportfolios nicht notwendig.
Abschließend ist zu erwähnen, dass häuﬁg auch Kombinationen aus den vorgestellten
Modellansätzen verwendet werden [14]. Darüber hinaus sind Erweiterungen mit spiel-
theoretischen Komponenten zur Abbildung des Bietverhaltens und der Preisstrategien
verschiedener Marktakteure anzutreﬀen.
Die Betrachtung der Literatur zeigt, dass keiner der vorgestellten Ansätze zur Untersu-
chung der Fragestellung der vorliegenden Arbeit, der Erstellung einer Preisprognose für
den untertägigen Intraday-Preisverlauf unter Angabe der Prognoseunsicherheiten, aus-
schließlich verwendet werden kann. Zu Beginn ist festzuhalten, dass sich nahezu alle vor-
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gestellten Modelle auf den stündlichen volumengewichteten Intraday-Preis beschränken.
Eine Ausnahme ist das Modell in [19] das in Zusammenarbeit mit der vorliegenden Ar-
beit entstand und den untertägigen Handelsverlauf betrachtet. In der vorliegenden Arbeit
wird dieser Ansatz aufgegriﬀen und erweitert. Dazu wird ein fest deﬁnierter zeitabhängiger
Intraday-Index deﬁniert, der eine frei parametrierbare zeitliche Granularität aufweist.
Zur Untersuchung des Einﬂusses von externen Faktoren auf den Intraday-Preisverlauf wird
auf die Regressionsanalyse zurückgegriﬀen, da ein linearer Zusammenhang angenommen
und auch nachgewiesen werden kann. Im Unterschied zu neuronalen Netzen erlaubt die-
ses Verfahren einen deutlich tieferen Einblick in die Zusammenhänge und Struktur der
Größen [14]. Außerdem wäre die Anwendung neuronaler Netze insbesondere auch dann
nur sinnvoll, wenn kein linearer funktionaler Zusammenhang erwartet wird. Des Weiteren
garantiert der Ansatz eine kurze Berechnungszeit, was insbesondere für den Einsatz im
Intraday-Handel von besonderer Bedeutung ist. Für die Angabe der Vorhersageunsicher-
heit wird ein Verfahren entwickelt, das auf der Fehlerverteilung der Regression basiert.
Zur Untersuchung der Übergangswahrscheinlichkeiten von Preisschritten werden Markow-
Ketten angewandt, ähnlich wie in [21], jedoch erfolgt in der vorliegenden Arbeit die Trans-
formation auf den zeitabhängigen Intraday-Index. Dadurch lassen sich Aufschlüsse über
die Wahrscheinlichkeit der Preisübergänge während des Intraday-Handels und nicht nur
über den volumengewichteten Durchschnittspreis ableiten.
2.3 Strommarktdesign in Deutschland
2.3.1 Preisbildung am Day-Ahead-Markt
Am Tag vor der physikalischen Lieferung werden Strombedarf und -angebot, die noch nicht
in langfristigen Geschäften oder außerhalb der Börse gehandelt wurden, über ein Aukti-
onsverfahren, die sogenannte Day-Ahead-Auktion, zusammengeführt. In diesem Aukti-
onsverfahren werden für jede einzelne Lieferperiode (Stunden und Viertelstunden) die
benötigten Bedarfsproﬁle (Kaufgebote) und die zur Verfügung stehenden Erzeugungska-
pazitäten (Verkaufsgebote) preisabhängig in geschlossenen Orderbüchern bilanziert. Für
jede Lieferperiode werden die zur Verfügung stehenden Kraftwerkskapazitäten nach stei-
genden Grenzkosten in einer sogenannten Merit-Order sortiert. Der Strompreis bildet sich
dabei in der Auktion aus den Grenzkosten der teuersten zur Deckung des Bedarfs notwen-
digen Erzeugungsanlage. Die Grenzkosten entsprechen den für den Kraftwerksbetreiber je
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Erzeugungsanlage anfallenden Stromerzeugungs- und Opportunitätskosten. Die Stromer-
zeugungskosten setzen sich aus variablen (z.B. Brennstoﬀkosten) und ﬁxen (z.B. Personal-
kosten) Kosten zusammen. Opportunitätskosten geben entgangene Erlöse aus alternativen
Vermarktungsmöglichkeiten an. [24] Ein Beispiel hierfür ist die Vermarktung eines Kraft-
werks auch zu Stunden, in welchen der Day-Ahead-Preis unter den Erzeugungskosten liegt,
um die Möglichkeit der untertägigen Einsatzplanung oﬀen zu halten und Anfahrtkosten
zu vermeiden. [25] Eine der wichtigsten Einﬂussgröße auf den Strompreis am Day-Ahead-
Markt in Deutschland ist in den letzten Jahren die erneuerbare Energie. Prognostizierte
Einspeisemengen aus EEG-Anlagen, die nicht regelbar sind und demnach keine Grenz-
kosten haben, werden preisunabhängig, d.h. zu dem niedrigsten in der Auktion zulässigen
Preis, vermarktet. Regelbare Anlagen werden bis zum Erhalt der Marktprämie verkauft,
z.B. bis -60EUR/MWh. Dadurch substituieren EEG-Anlagen konventionelle Erzeugungs-
kapazitäten und reduzieren den Strompreis. Da EEG-Anlagen heute einen beachtlichen
Anteil an den Erzeugungskapazitäten in Deutschland haben, haben deren wetterabhängi-
ge Einspeiseprognosen einen maßgeblichen Einﬂuss auf den Day-Ahead-Strompreis. Diese
Verschiebung der Erzeugungs-Merit-Order wird als Merit-Order-Eﬀekt bezeichnet.
Den Verkaufsmengen der Erzeugungskapazitäten stehen die Kaufgebote (bspw. Bedarfs-
fahrpläne) im Orderbuch gegenüber. Die Kaufmengen entsprechen den täglichen Ver-
brauchsmengen und unterliegen darüber hinaus wetterbedingt saisonalen Schwankungen.
Der Schnittpunkt der Kaufs- und Verkaufskurve ergibt den Market Clearing Price (MCP),
der den Grenzkosten der teuersten zur Deckung des Strombedarfs notwendigen Erzeu-
gungsanlage entspricht und als Preis für alle ausgeführten Kaufs- und Verkaufsgebote
gilt.
In Abbildung 2.2 sind exemplarisch die Erzeugungs-Merit-Order und die Kaufgebote sowie
der sich ergebende Day-Ahead-Preis für ein Stundenprodukt dargestellt. Daraus lässt sich
erkennen, dass sowohl eine Veränderung der verfügbaren Erzeugungsanlagen als auch der
Verbrauchsmengen Einﬂuss auf den Strompreis haben. Der MCP bzw. Day-Ahead-Preis
unterliegt somit den saisonalen und täglichen Schwankungen zwischen Stromangebot und
-nachfrage.
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Abbildung 2.2: Exemplarische Darstellung der Merit-Order und des sich
ergebenden MCP für ein Stundenprodukt
Strombörsen mit großem Handelsvolumen für Day-Ahead-Auktion in Europa sind die
Nord Pool Spot und die EPEX. Im Jahr 2015 betrug das Day-Ahead-Handelsvolumen
für Stundenprodukte allein an der EPEX im Liefergebiet Deutschland/Österreich und
Luxemburg 264TWh und blieb damit im Vergleich zum Vorjahr stabil. Für Viertelstun-
denprodukte betrug das Volumen der erst im Jahr 2014 eröﬀneten Viertelstundenauktion
hingegen nur ca. 4TWh. [11]
Nach dem bereits beschriebenen Auktionsverfahren wird täglich für jede Lieferperiode
am Folgetag ein Strompreis bestimmt. Ein typischer Verlauf der Day-Ahead-Preise für
24 Stunden und 96Viertelstunden über einen Tag wird in Abbildung 2.3 aufgezeigt.
Abbildung 2.3: Exemplarischer Verlauf der Day-Ahead-Preiskurven für
Stunden- und Viertelstundenprodukte
Der Verlauf der Strompreise für Stundenprodukte spiegelt die durchschnittliche Lastgan-
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glinie von Verbrauchern wider. Zu erkennen ist, dass der Strompreis entsprechend des
höheren Stromverbrauchs während des Tages zwischen 7 und 21Uhr höher ausfällt als
während der Nacht. Darüber hinaus zeigen sich die Morgen- und Abendspitzen mit dem
vergleichsweise höchsten Stromverbrauch. Die Einspeisung aus Photovoltaikanlagen, die
zur Mittagszeit ihr Maximum erreicht, führt hingegen zu einer Verringerung des Day-
Ahead-Preises in dieser Lieferzeit.
Wie aus dem Vergleich der Handelsvolumen zwischen Stunden- und Viertelstundenpro-
dukten zu entnehmen ist, wird der Stromverbrauch in der Day-Ahead-Auktion bisher fast
ausschließlich über Stundenprodukte gedeckt, obwohl Erzeugungs- und Verbrauchsmen-
gen in Deutschland viertelstundenscharf abgerechnet werden. Kraftwerksbetreiber ver-
kaufen den stündlichen Mittelwert der benötigten Mengen und folgen diesem stündlichen
Fahrplan. Da die realen Verbrauchsproﬁle jedoch nicht in stündlichen Stufen verlaufen,
gibt es in den Viertelstunden Residualmengen. Während der steigenden Lastrampe am
Morgen liegt jeweils in der ersten Viertelstunde jeder Stunde (Zeitraum 4 bis 8 Uhr in
Abbildung 2.3) der stündliche Mittelwert der zu deckenden Last über dem realen Ver-
brauch. Da die Kraftwerksbetreiber ihre Erzeugungsmenge für diese Stunde konstant ver-
kauft haben, fahren die Kraftwerke entsprechend in diesen Stunden den jeweils mittleren
Stundenwert. Die Erzeugung ist in der ersten Viertelstunde jener Morgenstunden deshalb
größer als der Verbrauch. In der Day-Ahead-Auktion stellen sich für die ersten Viertel-
stunden niedrigere Preise ein als für das gesamte Stundenprodukt, wie in Abbildung 2.3
zu erkennen ist. In der jeweils letzten Viertelstunde am Morgen ist die Erzeugung geringer
als der Verbrauch, wodurch sich höhere Strompreise einstellen. Bei fallender Verbrauchs-
rampe am Abend (Zeitraum 19 bis 24 Uhr in Abbildung 2.3) kehrt sich der beschriebene
Eﬀekt für alle vier Viertelstunden entsprechend um.
Zusätzlich zu den bereits beschriebenen Mechanismen wird im Zuge der Weiterentwick-
lung eines einheitlichen europäischen Strommarktes an einer länderübergreifenden Markt-
kopplung (Market Coupling) in Europa gearbeitet. Market Coupling bedeutet, dass die
verschiedenen Auktionsverfahren der einzelnen Länder zusammengeführt werden und ein
Marktpreis durch optimale Ausnutzung der verfügbaren Übertragungskapazitäten zwi-
schen den Ländern gefunden wird. In einem ersten Schritt wurde am 4. Februar 2014
das Market Coupling in Nordwesteuropa für die Länder Belgien, Dänemark, Deutsch-
land/Österreich, Estland, Finnland, Frankreich, Großbritannien, Niederlande, Lettland,
Litauen, Luxemburg, Norwegen, Polen und Schweden umgesetzt [26]. Am 13. Mai 2015
wurden die Märkte der Länder Portugal und Spanien in das Market Coupling integriert
[27].
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2.3.2 Preisbildung am kontinuierlichen Intraday-Markt
Nach abgeschlossener Day-Ahead-Auktion wird der Intraday-Handel eröﬀnet. Im Gegen-
satz zum Day-Ahead-Auktionsverfahren ﬁndet der Intraday-Handel kontinuierlich mit of-
fenen Orderbüchern statt und schließt mit einer deﬁnierten Vorlaufzeit zur physikalischen
Lieferung des Produktes. An den Börsen EPEX und Nord Pool Spot können Stunden- und
Viertelstundenprodukte derzeit bis zu 30Minuten vor der Lieferung gehandelt werden [9]
[10].
Der kontinuierliche Intraday-Handel bietet u.a. die Möglichkeit, die Einsatzplanung von
regelbaren Erzeugungs- und Verbrauchsanlagen auch untertägig bis kurz vor der Liefe-
rung zu optimieren, um damit zusätzliche Erträge zu erzielen. Des Weiteren können nach
der Day-Ahead-Auktion auftretende Prognoseabweichungen aus ﬂuktuierenden Einspeise-
quellen gehandelt und dadurch Bilanzkreisabweichungen minimiert werden. Der Intraday-
Handel stellt damit eine Kernkomponente bei der Marktintegration erneuerbarer Energien
dar. Dies wird auch an der Entwicklung der Handelsvolumina deutlich. Im Jahr 2012 be-
trug das Volumen an der EPEX für den kontinuierlichen Intraday-Handel von Stunden-
und Viertelstunden im Liefergebiet Deutschland/Österreich insgesamt 16TWh [28]. Im
Jahr 2015 lag das Volumen bereits bei 37TWh, was einer Verdopplung der Handelsmengen
entspricht [11]. Im Dezember 2014 wurde an der EPEX eine Viertelstunden-Day-Ahead-
Auktion eingeführt, die bereits am Vortag vor der Lieferung eine viertelstundenscharfe
Bilanzkreisbewirtschaftung ermöglicht (Vgl. Kapitel 1.1) [7]. Insbesondere für Marktak-
teure, deren Erzeugungs- und Verbrauchsmengen sich untertägig nur geringfügig ändern,
ist dieser Markt eine attraktive Alternative zum kontinuierlichen Viertelstunden-Intraday-
Handel. Im Jahr 2014 wurden im kontinuierlichen Viertelstunden-Intraday-Handel noch
4,8TWh umgesetzt. Dieser Wert sank in 2015 auf 3,9TWh, bei gleichzeitigem Anstieg
des Handelsvolumens der Viertelstunden-Day-Ahead-Auktion von 0,08TWh in 2014 auf
4TWh in 2015. [11] Für Bilanzkreisverantwortliche mit EEG-Anlagen im Erzeugungsport-
folio ist der kontinuierliche Intraday-Handel jedoch nicht durch die Viertelstundenauktion
substituierbar, da dieser durch eine viel kürzere Vorlaufzeit zur Lieferung einen besseren
Ausgleich untertägig auftretender Prognoseabweichungen ermöglicht.
Deﬁnitionsgemäß existiert im kontinuierlichen Handel kein fester Strompreis wie dies im
bereits beschriebenen Day-Ahead-Auktionsverfahren (vgl. 2.3.1) der Fall ist. Der Strom-
preis ist durch alle für dasselbe Produkt getätigten Handelsgeschäfte deﬁniert.
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Für jedes Handelsprodukt wird der Strompreis durch die folgenden vier Kenngrößen be-
schrieben [29]:
• Intraday-Index / Weighted Average: Volumengewichteter Durchschnittspreis aus al-
len getätigten Handelsgeschäften
• High, Low : Höchster bzw. niedrigster Preis bei dem ein Handelsgeschäft getätigt
wurde
• Last : Preis des letzten getätigten Handelsgeschäfts vor Handelsschluss
Ein Handelsgeschäft H ist wiederum durch die folgende Informationen gekennzeichnet [9]:
• Preis HPreis: Ausgeführter Preis in der Einheit EUR/MWh, mit zwei Nachkommas-
tellen im Intervall zwischen -9.999,00 und 9.999,00EUR/MWh
• Zeitstempel HZeit: Zeitpunkt zu welchem das Handelsgeschäft getätigt wurde
• Volumen HV ol: Gehandeltes Volumen in MWh
• Handelsprodukt HProd: Lieferzeitraum (Viertelstunden, Stunden oder Stundenblö-
cke)
Die folgende Tabelle 2.2 zeigt exemplarisch die von der EPEX zur Verfügung stehenden
Datensätze der Handelsgeschäfte. In diesem Beispiel handelt es sich um fünf Transaktionen
für das Stundenprodukt 11 bis 12Uhr am 18.02.2014.
Datum Produkt Volumen
[MWh]
Preis
[EUR/MWh]
Zeitstempel
18.02.14 11-12 15 30,5 18.02.14 06:11:00
18.02.14 11-12 4 30,5 18.02.14 06:24:00
18.02.14 11-12 5 30,5 18.02.14 06:24:00
18.02.14 11-12 10 30 18.02.14 06:25:00
18.02.14 11-12 20 30 18.02.14 06:50:00
Tabelle 2.2: Exemplarischer Datensatz von Transaktionen an der EPEX
Der exemplarischer Handelsverlauf eines Stundenproduktes und die sich aus den Handels-
geschäften ergebenden Kenngrößen sind in der folgenden Abbildung 2.4 dargestellt.
18 Kapitel 2. Analyse
Abbildung 2.4: Exemplarischer Handelsverlauf des Stundenproduktes mit
Lieferung von 11 bis 12 Uhr
Zu erkennen ist, dass die Preise der abgeschlossenen Handelsgeschäfte bis hin zum Han-
delsschluss, hier 45Minuten vor Beginn der physikalischen Lieferung, steigen. Darüber
hinaus lässt sich feststellen, dass die Anzahl der getätigten Geschäfte mit abnehmen-
der Vorlaufzeit zur Lieferung bzw. zum Handelsschluss ebenfalls zunimmt. Das liegt in
der Qualität bzw. Sicherheit der Informationen der Marktteilnehmer zu verschiedenen
Handelszeitpunkten begründet. Kurz vor Handelsschluss sind bspw. die Vorhersageunsi-
cherheiten von Einspeiseprognosen aus erneuerbaren Energien für eine bestimmte Han-
delsperiode naturgemäß deutlich geringer als einige Stunden zuvor. Die Marktteilnehmer
haben damit zu diesem Zeitpunkt die höchste Informationsqualität über ihre noch zu
handelnden Positionen im Bilanzkreis.
Die folgende Abbildung 2.5 zeigt die Entwicklung der durchschnittlichen Handelsvolumi-
na bis zum Handelsschluss für die Handelsprodukte am Tag (Lieferung zwischen 8 und
20Uhr) und in der Nacht (restlichen Lieferstunden des Tages), basierend auf den Daten
der EPEX aus den Jahren 2012 bis 2014.
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Abbildung 2.5: Verlauf der durchschnittlichen Handelsvolumina am
Intraday-Markt für die letzten 5 Handelsstunden
Die Entwicklung der gehandelten Volumen über die Handelsperioden in Abbildung 2.5
bestätigt, dass die Handelsvolumina mit abnehmender Vorlaufzeit zum Handelsschluss
steigen. In den letzten zwei Viertelstunden vor Handelsschluss sind durchschnittlich für
die Stundenprodukte Handelsvolumina von bis zu 350MWh zu verzeichnen. Deutlich zu
erkennen ist das höhere Handelsvolumen an den Tagstunden. Der etwas niedrigere Wert
in der letzten Viertelstunde im Vergleich zu der vorherigen lässt sich nicht fundamental
erklären. Bei Betrachtung der Daten für das Jahr 2015 ist dies nicht mehr zu beobachten.
Da sich untertägig Änderungen sowohl auf der Erzeuger-, als auch auf der Verbraucher-
seite ergeben können, bspw. Änderungen der Einspeiseprognosen erneuerbarer Energien
und der Verfügbarkeit von Kraftwerken (z.B. durch Kraftwerksausfall), entspricht der
Intraday-Preisindex (Weighted Average) nicht zwangsläuﬁg dem Day-Ahead-Preis. Den-
noch ist zu erwarten, dass beide Preise im Mittel gleich sind, da dieses sonst auf eine
systematische Verschiebung zwischen beiden Märkten und demzufolge auf eine unvoll-
ständige Vermarktung in der Day-Ahead-Auktion hinweisen würde. Zur Prüfung dieser
Hypothese werden die Häuﬁgkeitsverteilungen der Abweichungen (Diﬀerenzen) zwischen
den Day-Ahead-Auktionspreisen und den Intraday-Preisindizes bestimmt. Die Verteilun-
gen für die Jahre 2012 bis 2014 sind in Abbildung 2.6 dargestellt.
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Abbildung 2.6: Vergleich der Häuﬁgkeitsverteilungen der Preisdiﬀerenzen
zwischen dem Day-Ahead-Auktionspreis und Intraday-Preisindex für die
Jahre 2012 bis 2014
Es zeigt sich, dass die Verteilungsfunktionen nahezu normalverteilt sind. Darüber hin-
aus lässt sich erkennen, dass die Erwartungswerte der Diﬀerenzen in allen drei Jahren
näherungsweise Null ergeben, was die aufgestellte Hypothese bestätigt. Der Intraday-
Index entspricht demnach im Mittel dem Day-Ahead-Preis, sodass keine systematische
Verschiebung zwischen beiden Märkten ableitbar ist. Das Maß der Streuung der Preise
am Intraday-Markt um den Day-Ahead-Preis wird über die Standardabweichung σ cha-
rakterisiert. Aus den Ergebnissen wird ersichtlich, dass sich die Standardabweichung in
den Jahren von 2012 bis 2014 deutlich verringert hat, von σ2012 = 6, 4EUR/MWh auf
σ2014 = 4, 6EUR/MWh. Die Verringerung der Standardabweichung lässt sich im Wesent-
lichen durch die zunehmende Liquidität am Intraday-Markt erklären. Die Liquidität ist in
den vergangenen Jahren insbesondere durch die weiterhin wachsende Direktvermarktung
von EEG-Anlagen über das Marktprämienmodell (siehe Kapitel 1.1) gestiegen. Direktver-
markter handeln kontinuierlich zu jeder Stunde an jedem Tag des Jahres die untertägigen
Prognoseabweichungen der Einspeisemengen aus erneuerbarer Energien. Die gestiegene
Liquidität garantiert eine höhere Preissicherheit für alle Marktteilnehmer und verringert
somit große Preissprünge.
Obwohl die Standardabweichung sich in den vergangenen Jahren verringert hat, ist die
Streuung der Intraday-Preise um den Day-Ahead-Preis weiterhin beachtlich groß. Mit
4,6EUR/MWh entspricht die Standardabweichung über 15% des derzeitigen Jahresdurch-
schnittspreises am Day-Ahead-Markt von 30EUR/MWh. Daraus wird die Bedeutung der
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Aufgabenstellung der vorliegenden Arbeit ersichtlich, die untertägigen Preisabweichungen
bestmöglich modellieren zu können.
In Abbildung 2.7 ist die Preiskurve der Intraday-Indizes dargestellt, die dem Day-Ahead-
Markt ähnlich ist (vgl. Abbildung 2.3). Auch hier zeigen sich die bereits im Kapitel 2.3.1
beschriebenen charakteristischen Verläufe der Stunden- sowie Viertelstundenpreiskurven.
Abbildung 2.7: Exemplarischer Verlauf der Intraday-Preiskurven für
Stunden- und Viertelstundenprodukte
In den vorangegangenen Betrachtungen werden stets die Häuﬁgkeitsverteilungen der Dif-
ferenz zwischen Day-Ahead-Auktionspreisen und den Intraday-Indizes, dem volumenge-
wichteten Mittelwert aller Handelsgeschäfte eines Produktes, betrachtet. Um die in dieser
Arbeit erzielten Ergebnisse besser bewerten zu können, bedarf es zusätzlich der Vertei-
lungsfunktionen in Abhängigkeit von der Vorlaufzeit zum Handelsschluss. Diese Vertei-
lungsfunktionen können mit Hilfe einer in dieser Arbeit vorgestellten neuen Preiszeitrei-
he, der zeitabhängigen Index-Diﬀerenz Day-Ahead zu Intraday (DIX), bestimmt wer-
den. Dafür wird der Handelsverlauf (siehe Abbildung 2.4) der Produkte in 15 bzw. 60-
minütige Perioden unterteilt. Der Index entspricht dann dem volumengewichteten Mittel-
wert der in den jeweiligen Perioden getätigten Transaktionen abzüglich des Day-Ahead-
Auktionspreises (MCP) dieses Produktes. Die ausführliche Beschreibung der Berechnungs-
vorschrift der in dieser Arbeit neu deﬁnierten Index-Zeitreihe DIX kann dem Kapitel 3.2
entnommen werden.
In der folgenden Abbildung 2.8 werden der Übersichtlichkeit halber für die einzelnen Han-
delsperioden bis zum Handelsschluss, in diesem Beispiel bei 60-minütiger Granularität,
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nur die Standardabweichungen der Verteilungsfunktionen je Handelsabschnitt dargestellt.
Die Darstellung basiert auf den Daten von 2012 bis 2014.
Abbildung 2.8: Standardabweichungen der Verteilungsfunktionen der
Index-Diﬀerenzen zwischen dem zeitabhängigen Intraday-Index und dem
Day-Ahead-Preis
Handelsperiode 1 stellt den letzten Zeitraum zwischen einer Stunde vor Lieferung und
Handelsschluss (45Minuten vor Lieferbeginn) dar, Handelsperiode 2 entsprechend den
Abschnitt zwischen einer und zwei Stunden vor der Lieferung. Alle weiteren Perioden er-
geben sich analog. Abbildung 2.8 zeigt die Standardabweichungen für die Handelsprodukte
am Tag (Lieferung zwischen 8 und 20Uhr) sowie in der Nacht (restlichen Lieferstunden
des Tages). Die verwendeten Daten für diese Auswertung umfassen alle drei Jahre von
2012 bis 2014.
Aus der Abbildung 2.8 wird deutlich, dass die Standardabweichung der Intraday-Handels-
geschäfte im Vergleich zum Day-Ahead-Preis im letzten Abschnitt, der Handelsperiode
1, mit 8,5 EUR/MWh für alle Handelsprodukte (Tag und Nacht) am größten ist. Au-
ßerdem ist zu erkennen, dass die Standardabweichung mit zunehmender Vorlaufzeit zur
Lieferung abnimmt. Für die Handelsperiode 5 zwischen vier und fünf Stunden vor Liefer-
beginn ist die Standardabweichung mit 4,3EUR/MWh lediglich halb so groß. Der Grund
für die abnehmende Streuung der Preise mit zunehmender Vorlaufzeit liegt in den dem
Markt verfügbaren Informationen. Die prognostizierten Einspeisemengen für erneuerbare
Energien sind in der Handelsperiode 5 mit deutlich größeren Vorhersageunsicherheiten
behaftet als in der Periode kurz vor Handelsschluss. Es werden daher vergleichsweise we-
nig Intraday-Handelsgeschäfte getätigt, deren Preis weit vom vortägigen Auktions-Preis
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(MCP) entfernt liegt.
Die Analyse zeigt darüber hinaus, dass die Verteilungsfunktionen für die Handelsprodukte
am Tag (8 bis 20Uhr) in allen Perioden die höchsten Standardabweichungen aufweisen.
Der Unterschied zu den Nachtstunden lässt sich auf die verschiedenen Erzeugungs- und
Verbrauchsproﬁle zwischen den Tag- und Nachtstunden erklären. Während die ﬂuktuie-
rende Einspeisung aus Windkraftanlagen auf alle Handelsprodukte Einﬂuss hat, unter-
liegen die Handelsprodukte mit Lieferung zwischen 8 und 20Uhr dem Einﬂuss ﬂuktuie-
render Einspeisung aus Photovoltaikanlagen. Im Vergleich zu den Nachtstunden sind die
Verbrauchsmengen, die ebenfalls hohe Schwankungen aufweisen, deutlich höher. Des Wei-
teren sind während den Spitzenlaststunden Kraftwerke zur Lastdeckung notwendig, die
durch ständiges An- und Abfahren im Vergleich zu Grundlastkraftwerken eine höhere Aus-
fallwahrscheinlichkeit haben. Die aufgeführten höheren Schwankungen und Unsicherhei-
ten der Erzeugungs- und Verbrauchsmengen müssen von den Bilanzkreisverantwortlichen
gehandelt werden und führen somit zu erhöhten Abweichungen vom Day-Ahead-Preis.
2.3.3 Regelleistung
Für eine stabile Stromversorgung muss zu jedem Zeitpunkt das Gleichgewicht zwischen
Stromerzeugung und -verbrauch gewährleistet werden. Die ÜNB übernehmen die Aufgabe
auftretende Ungleichgewichte durch den Abruf von Regelleistung zu minimieren. Es wird
dabei zwischen Primär-, Sekundär- und Tertiärregelleistung (Minutenreserve) unterschie-
den. [24] Unter der Annahme, dass der Intraday-Strompreis den Gesetzmäßigkeiten von
Angebot und Nachfrage bzw. Erzeugung und Verbrauch folgt, kann der Regelleistungsa-
bruf einen Indikator für den Preis darstellen. Daher werden im Folgenden die Regelleis-
tungsarten kurz vorgestellt.
Primärregelleistung wird bei unvorhersehbaren und kurzfristig auftretenden Abweichun-
gen als erste Regelleistungsart innerhalb weniger Sekunden aktiviert und trägt dadurch zur
Frequenzstabilisierung im Übertragungsnetz bei. Die Aktivierung erfolgt automatisch und
dezentral in allen präqualiﬁzierten Anlagen im synchronen zentraleuropäischen Verbund-
netz UCTE und muss innerhalb von 30 Sekunden voll erbracht werden. Präqualiﬁzierte
Anlagen erbringen entsprechend der aufgetretenen gemessenen Frequenzabweichung vom
Sollwert 50Hz positive oder negative Primärregelleistung durch den kraftwerksspeziﬁschen
Frequenzregler. [30] [24]
Als zweite Regelleistungsart, der Primärregelleistung zeitlich nachgelagert, wird Sekun-
därregelleistung automatisch innerhalb von 5Minuten verursachergerecht abgerufen. Die
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Aktivierung erfolgt in derjenigen Regelzone, in der die Abweichung verursacht wurde.
Durch die Erbringung von Sekundärregelleistung wird entsprechend der sich dem Soll-
wert wieder annähernden Netzfrequenz der Einsatz von Primärregelleistung im UCTE
reduziert, bis das Leistungsgleichgewicht zwischen Stromerzeugung und -verbrauch wie-
der hergestellt ist. Somit ist die bis dahin beanspruchte Reserve aus Primärregelleistung
wieder frei verfügbar und kann für neuerliche Abweichungen eingesetzt werden. [31]
Das beschriebene System des verursacherbasierenden Abrufs der Sekundärregelleistung
hat den Nachteil, dass gegenläuﬁge Leistungsungleichgewichte zur selben Zeit auch zu
gegenläuﬁger Aktivierung in zwei oder mehreren Regelzonen führen können. Obwohl das
deutsche Verbundnetz in vier Regelzonen unterteilt ist, bieten die bestehenden Kuppellei-
tungen hinreichende Übertragungskapazitäten für eine regelzonenübergreifende Optimie-
rung des Regelleistungsabrufs. Daher haben die vier deutschen ÜNB im Jahr 2008 einen
einheitlichen Regelleistungsmarkt und ein einheitliches technisches Konzept für Sekun-
därregelleistung, den deutschen Netzregelverbund (NRV), mit gemeinsamer Merit-Order
gebildet. Die aktivierten Reserveleistungen und die damit verbundenen volkswirtschaftli-
chen Kosten konnten dadurch reduziert werden. Dieses Prinzip wurde in den darauﬀol-
genden Jahren auf mehrere Regelzonen außerhalb Deutschlands zu der International Grid
Control Cooperation (IGCC) erweitert. Heute werden in der IGCC die Leistungsungleich-
gewichte in den Regelzonen der Länder Deutschland, Dänemark, Niederlande, Schweiz,
Tschechien, Belgien und Österreich saldiert und dadurch Kosten in der Größenordnung
von 10MillionenEUR pro Jahr und Regelzone gespart. [32]
Treten Abweichungen für einen längeren Zeitraum auf, muss sichergestellt werden, dass
für etwaige weitere Abweichungen auch die Reserve von Sekundärregelleistung wieder
frei verfügbar ist. In diesem Fall kommt es daher zum Abruf von Minutenreserve in der
verursachenden Regelzone, sodass die Sekundärregelleistung substituiert wird. Der Abruf
erfolgt manuell vom ÜNB direkt beim Kraftwerksbetreiber. Minutenreserve wird mit einer
Vorlaufzeit von bis zu 7,5Minuten aktiviert und muss im Unterschied zur Primär- und
Sekundärregelleistung für mindestens 15Minuten mit konstanter Menge abgerufen wer-
den. Die längere Vorlaufzeit zur Aktivierung sowie die Mindestabrufzeit ermöglichen, dass
bspw. stillstehende Gasturbinen für die Erbringung positiver Tertiärregelleistung angefah-
ren werden können und die Kraftwerksbetreiber eine hinreichende Planungssicherheit in
der Kraftwerkseinsatzplanung haben. [33]
Aufbauend auf diesen Vorbetrachtungen wird der Abruf von Regelleistung durch das
Regelzonensaldo abgebildet, worauf in Kapitel 2.4.3 näher eingegangen wird.
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2.4 Einﬂussfaktoren auf den Intraday-Strompreis
Da am Vortag vor der Lieferung am Day-Ahead-Markt die verfügbaren Kraftwerkskapa-
zitäten zur Deckung der prognostizierten Last bereits vermarktet wurden (Vgl. Kapitel
2.3.1), sind für die Preisbildung am Intraday-Markt die Abweichungen zur Day-Ahead-
Vermarktung ausschlaggebend (Vgl. Kapitel 2.3.2). Einﬂussgrößen auf der Erzeugungssei-
te sind demnach Änderungen aller zur Verfügung stehenden Erzeugungskapazitäten sowie
der wetterbedingten Einspeisemengen erneuerbarer Energien, auf der Verbrauchsseite ent-
sprechend die Abweichungen des prognostizierten Bedarfs.
Durch die im EEG festgelegten Vergütungssätze für die Einspeisemengen aus erneuerbaren
Energien wurden in Deutschland in den vergangen Jahren starke wirtschaftliche Anreize
für den Zubau von EEG-Anlagen gesetzt (Vgl. Kapitel 1.1). Abbildung 2.9 zeigt die durch
den Zubau bedingte Erhöhung der Bruttostromerzeugung aus erneuerbaren Energien von
1990 bis 2014.
Abbildung 2.9: Entwicklung der Bruttostromerzeugung erneuerbarer
Energien in Deutschland von 1990 bis 2014 [34]
Seit 1990 hat sich die Erzeugungsmenge aus Wasserkraft, Biomasse, Windenergie und Pho-
tovoltaik in Deutschland von 19 auf über 160TWh fast mehr als verzehnfacht [34]. Im Jahr
2014 betrug der Anteil am deutschen Bruttostromverbrauch bereits 27,4%, davon entﬁelen
mehr als die Hälfte auf Windenergie und Photovoltaik [34]. Da Windenergie und Photo-
voltaik im Gegensatz zu anderen Technologien wie bspw. Wasserkraft- und Biogasanlagen
naturgemäß kurzfristig größeren Schwankungen der Einspeisemengen unterliegen, ist zu
vermuten, dass beide einen Einﬂuss auf den untertägigen Intraday-Strompreis haben. Ins-
besondere ist in den letzten Jahren für die ﬂuktuierenden Einspeisequellen Windenergie
und Photovoltaik ein sehr großer Zuwachs zu verzeichnen. Durch den weiteren Ausbau ist
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ein zukünftig weiter steigender Anteil ﬂuktuierender Einspeisequellen in Deutschland zu
erwarten.
Während die Abweichungen aus Einspeise- und Verbrauchsprognosen explizit aus Progno-
sedaten berechnet werden können, sind die Daten zu untertägigen Änderungen der Kraft-
werkseinsatzplanung nicht öﬀentlich und liegen nur dem jeweiligen Kraftwerksbetreiber
vor. Dabei sind jedoch nur ungeplante Änderungen von Relevanz wie bspw. Kraftwerks-
ausfälle. Diese lassen sich indirekt aus dem Abruf von Regelleistung der ÜNB ableiten.
Dabei soll auch der Regelleistungsabruf als Einﬂussfaktor analysiert werden.
Aus diesen Vorüberlegungen lassen sich die folgenden fünf Einﬂussfaktoren deﬁnieren:
• Abweichungen der Einspeiseprognosen für Windenergieanlagen (WIND)
• Abweichungen der Einspeiseprognosen für Photovoltaikanlagen (PV)
• Abweichungen der Lastprognosen für Verbraucher (Lastprognosefehler) (LAST)
• Regelzonensaldo: Abruf von Regelleistung durch die ÜNB (RZS)
• Sonstige Faktoren, wie bspw. ungeplante untertägige Änderungen der konventionel-
len Kraftwerkseinsatzplanung (SONST)
Das im Rahmen dieser Arbeit entwickelte fundamentale Modell (siehe Kapitel 3.4) kombi-
niert die aufgeführten Einﬂussfaktoren, kann jedoch aufgrund seines modularen Aufbaus
um weitere Einﬂussfaktoren beliebig erweitert werden. Die einzelnen Einﬂussfaktoren so-
wie deren Kombinationen werden jeweils als eigene Untermodelle betrachtet.
2.4.1 Abweichungen der Einspeiseprognosen für Windenergie- und
Photovoltaikanlagen
Eine Prognose bzw. Vorhersage ist eine Zeitreihe mit zukünftigen Erwartungswerten des
zu prognostizierenden Basiswertes. Oftmals werden zusätzlich Prognoseunsicherheiten in
Quantilen angegeben. Eine Prognose hat stets einen Erstellungszeitpunkt tErstell, einen
Prognosezeitraum mit tErstell ≤ tBeginn < tEnde und eine Prognosegranularität (z.B. 15
oder 60Minuten).
Globale numerische Wettervorhersagemodelle, wie bspw. das Global Forecast System
(GFS), liefern regionale Vorhersagen u.a. für die Basiswerte Windgeschwindigkeit, Luft-
druck, Temperatur und Sonneneinstrahlung. Je nach Modell werden mehrmals täglich
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Vorhersagen erstellt. Basierend auf diesen Daten werden wiederum durch fundamenta-
le oder statische Modelle Einspeiseprognosen für Windenergie- und Photovoltaikanlagen
abgeleitet. Diese Konvertierung, bspw. von der Windgeschwindigkeit in Einspeisemengen
aus Windenergieanlagen, erfordert zusätzliche Informationen zur Topologie des Stand-
ortes, zu lokalen Wettereﬀekten und zu den technischen Speziﬁkationen der Anlagen.
Darüber hinaus werden auch Echtzeitmessungen der Ist-Einspeisung der Anlagen als Ein-
gangsparameter verwendet. [35]
Einspeiseprognosen für Windenergie- und Photovoltaikanlagen werden heutzutage typi-
scherweise mit einer Granularität von 15Minuten angeboten, da dies dem abrechnungs-
relevanten Zeitintervall im Bilanzkreismanagement in Deutschland entspricht [36]. Dabei
werden die Prognosen in Abständen zwischen 15 und 60Minuten fortlaufend aktualisiert.
Zur Vermarktung bzw. zum Verkauf der Einspeisemengen erneuerbarer Energien an der
Day-Ahead-Auktion wird die aktuellste Prognose kurz vor der Auktion, die sogenannte
Day-Ahead-Prognose, verwendet. Alle darauﬀolgenden Aktualisierungen der Prognosen
für den kurzfristigen Intraday-Handel werden als Intraday-Prognosen bezeichnet. Durch
das kontinuierliche Anpassen der Intraday-Vorhersagen mit kurzen Zeitabständen zwi-
schen den Erstellungszeitpunkten können auch kurzfristig auftretende Abweichungen der
Einspeiseprognosen aus erneuerbaren Energien bestmöglich am kontinuierlichen Intraday-
Markt gehandelt werden. Die letzte für den Intraday-Handel noch verwendbare Prognose
kurz vor Handelsschluss (45Minuten vor Lieferung des Produktes) wird Last-tradeable-
Prognose1 genannt.
Abbildung 2.10 zeigt exemplarisch für diesen Datensatz drei Intraday-Prognosen mit 60-
minütiger Granularität, die jeweils zu den Erstellungszeitpunkten (tErstell) 7, 8 und 9Uhr
aktualisiert wurden (siehe Datensatz aus Tabelle A.1).
1Bedeutet übersetzt aus dem Englischen “noch handelbar“.
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Abbildung 2.10: Exemplarische Intraday-Vorhersagen für die Einspeise-
mengen aus Windenergieanlagen
Deutlich zu erkennen sind die Abweichungen nach den verschiedenen Aktualisierungen
der Vorhersagen. In dem gewählten Beispiel werden unter Anderem durch Echtzeitmes-
sungen der Ist-Einspeisung von Windenergieanlagen die Intraday-Prognosen mit jeder
Aktualisierung schrittweise nach unten korrigiert. Während die 7-Uhr-Prognose für den
Lieferzeitpunkt ab 9Uhr noch eine Einspeisung von über 1100MW ausweist, liegt die
9-Uhr-Prognose, die naturgemäß genauer ist als die Vorherigen, nur noch bei ungefähr
900MW. Innerhalb von zwei Stunden ist die Prognose somit um ca. 200MW gefallen.
Aufbauend auf diesen Überlegungen können die folgenden Hypothesen aufgestellt werden:
Hypothese 1. Untertägige Abweichungen der Einspeiseprognosen für Windenergie- und
Photovoltaikanlagen haben Einﬂuss auf den Intraday-Strompreis: Nehmen die vorherge-
sagten Einspeisemengen erneuerbarer Energien ab (Unterdeckung), ist ein Preisanstieg zu
erwarten, bei zunehmenden Einspeisemengen (Überdeckung) eine Verringerung des Strom-
preises.
Hypothese 2. Der Einﬂuss der Prognoseabweichungen ist von der Vorlaufzeit zwischen
der Prognoseerstellung und dem Beginn der Handelsperiode abhängig: Abweichungen kurz
vor Beginn der jeweiligen Handelsperiode haben einen größeren Einﬂuss als bei längerer
Vorlaufzeit.
Kapitel 2. Analyse 29
2.4.2 Abweichungen der Lastprognosen für Verbraucher (Last-
prognosefehler)
Lastprognosen sind Vorhersagen des zu prognostizierenden Basiswertes des Stromver-
brauchs in einem deﬁnierten Gebiet. Je nach Prognosedienstleister stehen Lastprognosen
mit einer Granularität von 15 oder 60Minuten zur Verfügung. Die Häuﬁgkeit der Aktuali-
sierung von derzeit marktüblichen Prognoseanbietern liegt jedoch selten unter 60Minuten.
Ungefähr ein Viertel des Stromverbrauchs in Deutschland stammt von Haushaltskun-
den, die ihren Strom über das Verteilnetz auf Niederspannungsebene beziehen [37]. Groß-
verbraucher, wie bspw. Industrieanlagen, sind an das Mittel-, Hoch- oder Höchstspan-
nungsnetz angeschlossen und werden gesondert behandelt, gemessen und prognostiziert.
Verbrauchsprognosen basieren auf Vorhersagemodellen, die das Verbrauchsverhalten der
Endkunden durch indirekte Parameter, wie bspw. die Temperatur oder den Wochentag,
bestimmen. In der Abbildung 2.11 werden die typischen Verläufe von Lastprognosen in
Deutschland an einem Wochenende und an einem Werktag exemplarisch dargestellt.
Abbildung 2.11: Exemplarische Day-Ahead-Lastprognose an einem Tag
am Wochenende und einem Werktag
Analog zu den in Kapitel 2.4.1 aufgestellten Hypothesen können auch für Lastprognose-
fehler Annahmen wie folgt formuliert werden:
Hypothese 3. Untertägige Abweichungen der Prognosen für Verbrauchsmengen haben
Einﬂuss auf den Intraday-Strompreis: Nehmen die vorhergesagten Verbrauchsmengen ab
(Überdeckung), ist eine Preissenkung zu erwarten, bei zunehmenden Verbrauchsmengen
(Unterdeckung) eine Preiszunahme.
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Hypothese 4. Der Einﬂuss der Lastprognoseabweichungen ist von der Vorlaufzeit ab-
hängig: Abweichungen kurz vor Handelsschluss bzw. vor der physikalischen Lieferungen
haben einen größeren Einﬂuss als die mit längerer Vorlaufzeit.
2.4.3 Abruf von Regelleistung
Wie aus Kapitel 2.3.3 hervorgeht, kommen zur Sicherstellung des Gleichgewichtszustandes
zwischen Erzeugung und Verbrauch drei verschiedene Regelleistungsarten zum Einsatz.
Während die Primärregelleistung gemeinschaftlich im UCTE erbracht wird, erfolgt der
Abruf von positiver sowie negativer Sekundär- und Tertiärregelleistung verursachergerecht
in den jeweiligen Regelzonen. Die Summe der beiden letztgenannten Regelleistungsarten
in den vier deutschen Regelzonen und der grenzübergreifenden Regelleistung im IGCC
wird als Regelzonensaldo (RZS) (ERZS) bezeichnet. Für jede Viertelstunde t15min ergibt
sich das Regelzonensaldo als Summe der folgenden Energiemengen E (unter der Vorgabe,
dass negative Regelenergie das negative Vorzeichen hat):
ERZS(t15min) = ESRL,pos(t15min) + ESRL,neg(t15min)
+ EMRL,pos(t15min) + EMRL,neg(t15min)
+ EIGCC,pos(t15min) + EIGCC,neg(t15min)
(2.1)
Das RZS ist somit ein direkter Indikator für die Abweichung vom Gleichgewichtszustand in
der jeweiligen Regelzone bzw. im Netzregelverbund dar. Ist der Saldo unterdeckt, sind die
Erzeugungsmengen kleiner als der Verbrauch. Bei Überdeckung wird mehr Strom erzeugt
als in der selben Zeiteinheit benötigt wird.
Wie in Kapitel 2.3.2 beschrieben wurde, werden am Intraday-Markt, der dem Regelener-
gieabruf zeitlich vorgelagert ist, die bis dahin bekannten Abweichungen der Erzeugung und
des Verbrauchs gehandelt. Da jedoch nicht alle auftretenden Abweichungen den Markt-
akteuren bekannt sind, nicht gehandelt werden oder nicht mehr handelbar sind, wird
durch die ÜNB in den Regelzonen Regelenergie abgerufen (Vgl. Kapitel 2.3.3). Diese Ab-
weichungen geben damit Aufschluss über das Ungleichgewicht zwischen Erzeugung und
Verbrauch, welche wiederum essentielle Größen für die Preisbildung des dem Day-Ahead-
Markt nachgelagerten Intraday-Marktes sind. Daraus lässt sich die folgende Hypothese
ableiten:
Hypothese 5. Da das Regelzonensaldo (RZS) die Abweichungen von Erzeugungs- und
Verbrauchsmengen bis kurz vor der physikalischen Lieferung indiziert, stellt es einen Ein-
ﬂussfaktor für den Strompreis am Intraday-Markt dar: Bei Unterdeckung (positivem RZS)
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ist die Erzeugung geringer als der Verbrauch, sodass der Intraday-Strompreis steigt. Bei
Überdeckung (negativem RZS) ist die Erzeugung größer als der Verbrauch, sodass der
Intraday-Strompreis fällt. Demnach ist eine positive Korrelation zu erwarten.
Hypothese 6. Der Intraday-Strompreis ist von der Vorlaufzeit zwischen Informations-
erhalt des Regelzonensaldos und dem Beginn der Handelsperiode abhängig: Der Informa-
tionserhalt des RZS kurz vor Handelsschluss bzw. vor der physikalischen Lieferungen hat
einen größeren Einﬂuss als bei längerer Vorlaufzeit.
Das RZS steht über die gemeinschaftliche Webseite der ÜNB www.regelleistung.net mit
einer Zeitverzögeung von derzeit ca. 15-30Minuten nach Lieferung in viertelstündlicher
Granularität zur Verfügung. Bei einem Handelsschluss von 45Minuten vor Beginn der Lie-
ferperiode am Intraday-Markt ergibt sich eine 60- bis 75-minütige Verzögerung zwischen
der Information des Regelzonensaldos und der Möglichkeit der Reaktion der Intraday-
Preise am Markt. Dieser Zeitraum ist bei der Modellierung zu berücksichtigen.
2.4.4 Sonstige Einﬂussfaktoren (z.B. Kraftwerksausfälle)
Untertägig auftretende Änderungen der Einsatzplanung konventioneller Erzeugungsan-
lagen sind nicht als Datensätze öﬀentlich zugänglich, sondern liegen nur den jeweiligen
Kraftwerksbetreibern vor. Eine weiterführende Entwicklung der verpﬂichtend am Markt
zu veröﬀentlichenden Daten, u.a. von Kraftwerksausfällen durch die Regulation on who-
lesale Energy Market Integrity and Transparency (REMIT), kann in Zukunft eine bessere
Datengrundlage für zusätzliche Untersuchungen schaﬀen.
Obwohl keine expliziten Daten vorhanden sind, wird im Rahmen dieser Arbeit in Kapitel
3.4.4 ein Verfahren vorgestellt, das eine näherungsweise implizite Berechnung erlaubt. Da-
für wird das im vorangegangenen Kapitel 2.4.3 beschriebene Regelzonensaldo herangezo-
gen. Aus dem Regelzonensaldo kann abzüglich der Vorhersageabweichungen erneuerbarer
Erzeugungsanlagen und der Lastprognosefehler eine Residualleistung abgeleitet werden.
Diese Residualmenge stellt demnach indirekt alle sonstigen Einﬂussfaktoren dar, für die
keine Daten explizit vorhanden sind.
Da dieser Einﬂussfaktor aus dem Abruf von Regelenergie abgeleitet wird, sind die gleichen
Zusammenhänge wie in den im Kapitel 2.4.3 formulierten Hypothesen zu erwarten.
32 Kapitel 2. Analyse
2.5 Einﬂussfaktoren auf den Abruf von Regelleistung
Bilanzkreisverantwortliche sind dazu verpﬂichtet, in jeder Lieferviertelstunde ihre Erzeug-
ungs- und Verbrauchsmengen vorherzusagen und auftretende Abweichungen durch kon-
tinuierliches Bilanzkreismanagement bestmöglich zu minimieren. Dies gilt insbesondere
für Portfolien aus erneuerbaren Energien, da deren Stromerzeugung naturgemäß Schwan-
kungen unterworfen ist. Trotz bestmöglicher Vorhersagemethoden und -technologien sind
Prognoseabweichungen jedoch unvermeidbar und können lediglich minimiert werden.
Bei einem Ungleichgewicht zwischen Erzeugung und Verbrauch wird zum Ausgleich Rege-
lenergie durch die ÜNB abgerufen (Vgl. Kapitel 2.3.3). Damit ist u.a. eine Abhängigkeit
des Abrufs von Regelleistung von stetig sich ändernden Prognoseabweichungen der Er-
zeugungsmengen erneuerbarer Energien sowie von Verbrauchsmengen zu erwarten.
Aus diesen Überlegungen sowie den Erkenntnissen aus Kapitel 2.3.3 und 2.4 lassen sich für
Abweichungen der prognostizierten Einspeisemengen erneuerbarer Energien die folgenden
zwei Hypothesen ableiten:
Hypothese 7. Abweichungen der Einspeiseprognosen für Windenergie- und Photovol-
taikanlagen haben Einﬂuss auf den Regelenergieabruf: Nehmen die vorhergesagten Ein-
speisemengen ab (Unterdeckung), ist der Abruf von positiver Regelenergie zu erwarten,
bei zunehmenden Einspeisemengen (Überdeckung) negativer Abruf.
Hypothese 8. Mit abnehmender Vorlaufzeit zur physikalischen Erfüllung steigt der Ein-
ﬂuss von Prognoseabweichungen: Für nicht mehr handelbare Prognoseabweichungen, d.h.
Vorhersagen mit Erstellungszeitpunkt nach Handelsschluss, wird der höchste Einﬂuss er-
wartet.
Analog zu diesen Annahmen werden für Lastprognosefehler die folgenden Zusammenhänge
zum Regelenergieabruf erwartet:
Hypothese 9. Abweichungen der Prognosen für Verbrauchsmengen haben Einﬂuss auf
den Regelenergieabruf: Nehmen die vorhergesagten Verbrauchsmengen ab (Überdeckung),
ist der Abruf von negativer Regelenergie zu erwarten, bei zunehmenden Verbrauchsmengen
(Unterdeckung) positiver Abruf.
Hypothese 10. Mit abnehmender Vorlaufzeit zur physikalischen Erfüllung steigt der Ein-
ﬂuss von Prognoseabweichungen: Für nicht mehr handelbare Prognoseabweichungen, d.h.
Vorhersagen mit Erstellungszeitpunkt nach Handelsschluss, wird der höchste Einﬂuss er-
wartet.
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Bevor eine Preisvorhersage basierend auf einem Modell mit allen in Kapitel 2.4 vorge-
stellten Einﬂussfaktoren auf den Intraday-Preis erstellt werden kann, muss sichergestellt
werden, dass die Faktoren untereinander nicht korrelieren. Eine gesonderte Untersuchung
der in diesem Kapitel vorgestellten Zusammenhänge ist daher notwendig.
2.6 Stochastische Prozesse und stochastische Diﬀeren-
tialgleichungen
2.6.1 Einführende Deﬁnitionen
Stochastische Prozesse:
Ein stochastischer Prozess S ist als Familie von Zufallsvariablen deﬁniert und somit als
Abfolge mehrerer Zufallsexperimente interpretierbar. Mit einer nicht-leeren Indexmenge
T wird jedem Element t ∈ T der Abfolge eine Zufallsvariable Xt zugeordnet. Die Diﬀerenz
zweier Zufallsvariablen bzw. um die sich ein Prozess über ein Intervall dt der Indexmenge
ändert, wird als Zuwachs dS bezeichnet. Die Indexmenge T kann sowohl diskret (z.B.
T ∈ Z) als auch kontinuierlich (T ∈ R) sein. Als Zustandsraum Z wird der Wertebereich
der Zustandsvariablen eines stochastischen Prozesses bezeichnet. Dieser kann ebenfalls
diskret oder stetig sein. Häuﬁg kommen stochastische Prozesse mit diskreter Zeit als
Indexmenge zur Anwendung. [38]
Diﬀerentialgleichungen:
Eine Diﬀerentialgleichung beschreibt den Zusammenhang zwischen einer zu bestimmenden
Funktion, die von einer oder mehreren Variablen abhängt, und Ableitungen dieser Funk-
tion. Die höchste in der Gleichung vorkommende Ableitung bestimmt dabei die Ordnung
der Diﬀerentialgleichung. Hängt die gesuchte Funktion von einer Variablen ab, werden die
Diﬀerentialgleichungen gewöhnlich genannten, bei mehreren Variablen als partiell. Durch
diese Betrachtung der meist zeitlichen Ableitungen ﬁnden Diﬀerentialgleichungen zahlrei-
che Anwendungen in verschiedenen Wissenschaften. [39]
Enthält eine Diﬀerentialgleichung einen stochastischen Prozess, handelt es sich um eine
Stochastische Diﬀerentialgleichung (SDGL). Auch für diese Gleichungen gilt der Zusam-
menhang zwischen einer Funktion bzw. eines Prozesses in Abhängigkeit von einer oder
mehreren Variablen und deren Ableitungen.
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2.6.2 Eindimensionaler Random Walk
Ein anschauliches Beispiel eines stochastischen Prozesses ist ein Random Walk2, d.h. eine
Folge von zufälligen Schritten. Ein Schritt wird dabei als Vektor mit zufälliger Richtung
und Länge deﬁniert. Zur Vereinfachung wird im Folgenden der eindimensionale Random
Walk auf einer Geraden mit konstanter Schrittlänge betrachtet. Die Wahrscheinlichkeits-
verteilung der Richtung des Schrittvektors folgt dabei einer Bernoulli-Verteilung, da es
nur zwei mögliche Ereignisse, rechts oder links auf der Geraden, gibt [40]:
P (Xt = “rechts“) = p, P (Xt = “links“) = 1− p (2.2)
Des Weiteren sind die Eintrittswahrscheinlichkeiten der Richtungen gleichverteilt (p =
0, 5), weshalb die Irrfahrt als symmetrisch bezeichnet wird. [40]
Es wird ein stochastischer Prozess Sn mit diskreter Zeit (Indexmenge T ∈ N0) und dis-
kretem Zustandsraum (wertdiskret) Z ∈ Z aufgestellt. Mit dem Startwert Xt=0 und den
stochastisch unabhängigen Zufallsvariablen Xt ergibt sich der stochastische Prozess für
die Position der Irrfahrt zum Zeitpunkt n, bzw. nach n Schritten, wie folgt:
Sn = Xt=0 +
n∑
t=1
Xt (2.3)
Die Wahrscheinlichkeitsverteilung für Sn, d.h. die Wahrscheinlichkeit nach n Schritten
für eine bestimmte Position auf der Geraden, ist eine Binomialverteilung, da die Zufalls-
experimente bernoulli-verteilt sind. Wird der Anfangspunkt mit Xt=0 = 0 festgelegt, ist
der Erwartungswert der Wahrscheinlichkeitsverteilung E(Sn) = 0. Die Varianz ergibt sich
dabei zu V ar(Sn) = σ2. [41]
Die Abbildung 2.12 zeigt exemplarische Ergebnisse der unabhängigen Zufallsvariablen Xt
sowie die sich daraus für die diskrete Irrfahrt ergebende Realisierung von Sn, ausgehend
vom Startpunkt Xt=0 = 0.
2Bedeutet übersetzt aus dem Englischen “Irrfahrt“.
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Abbildung 2.12: Ergebnisse und Realisierung einer eindimensionalen sym-
metrischen Irrfahrt
2.6.3 Markow-Prozesse und Markow-Ketten
Liegt ein zeit- und wertdiskreter stochastischer Prozess in der im Kapitel 2.6.2 beschrie-
benen Form mit z ∈ Z (und wie bereits deﬁniert Z ∈ Z) vor, dann erfüllt dieser Prozess
die Markow-Eigenschaft3, wenn gilt:
P (Xt+1 = zt+1|X0 = z0, . . . , Xt = zt) = P (Xt+1 = zt+1|Xt = zt) (2.4)
Bei dem in Kapitel 2.6.2 gewählten Beispiel des eindimensionalen Random Walks auf ei-
ner Geraden besagt somit die Markow-Eigenschaft, dass die Wahrscheinlichkeit für die
Position nach t + 1 Schritten nur von der Position nach t Schritten abhängt. Die Zu-
kunft des Prozesses ist damit unabhängig von der Vergangenheit. Man spricht dabei von
sogenannter bedingter Unabhängigkeit. Stochastische Prozesse, die diese Eigenschaften
erfüllen, werden Markow-Ketten (bei zeitdiskreter Indexmenge) bzw. Markow-Prozesse
(bei zeitstetiger Indexmenge) 1. Ordnung genannt. Markow-Ketten bzw. -Prozesse k-ter
Ordnung hängen entsprechend von den letzten k Schritten ab. [38]
Die sich aus der Markow-Eigenschaft ergebenden bedingten Wahrscheinlichkeiten werden
als Übergangswahrscheinlichkeiten p(t)ij bezeichnet und geben die Wahrscheinlichkeit für
den Übergang von einem Element zi des Zustandsraums auf ein beliebig in der Kette
folgendes anderes Element zj (i, j ∈ N+) an [38]:
p(t)ij = P (Xt+1 = zi|Xt = zj) (2.5)
3Benannt nach dem russischen Mathematiker Andrei Andrejewitsch Markow.
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Sind die Übergangswahrscheinlichkeiten unabhängig von der Position t (p(t)ij = pij), d.h.
bleiben sie konstant, so ist die Markow-Kette homogen. Alle Übergangswahrscheinlichkei-
ten (Kombinationsmöglichkeiten) zwischen allen Elementen des Zustandsraums aufein-
anderfolgender Schritte bilden eine quadratische |Z| × |Z| Ein-Schritt-Übergangsmatrix
P:
P(t, t+ 1) = P =
⎛
⎜⎜⎝
p11 p1j . . .
pi1 pij . . .
...
... . . .
⎞
⎟⎟⎠ (2.6)
Übergangsmatrizen besitzen die folgenden Eigenschaften [40]
pij ≥ 0 (2.7)
und ∑
j
pij = 1 (Zeilensumme gleich 1). (2.8)
Durch Anwendung der Chapman-Kolmogorov-Gleichung erhält man eine m-Schritt-Über-
gangsmatrix P(t, t + m), d.h. die Wahrscheinlichkeitsverteilung vom Übergang aus den
Zuständen nach t Schritten auf die Zustände nach t +m Schritten, als die m-te Potenz
der Ein-Schritt-Übergangsmatrix P [40]:
P(t, t+m) = Pm (2.9)
Dadurch lassen sich Entwicklungen von Markow-Ketten über mehrere zukünftige Schritte
darstellen. [40]
Mit Hilfe von Markow-Ketten und den damit verbundenen Übergangsmatrizen lassen
sich somit einfache Prognosen für zahlreiche Anwendungen erstellen. Die Übergangswahr-
scheinlichkeiten zwischen Zuständen und somit die entsprechende Übergangsmatrix wer-
den dabei mittels historischer Datensätze wie folgt empirisch bestimmt. Gegeben sei ein
Zustandsraum Z mit den Elementen z ∈ Z. Die Anzahl der Übergänge vom Zustand zi
auf zj mit i, j ∈ N+ wird mit N(i, j) beschrieben. Die Übergangswahrscheinlichkeit pij
vom Zustand zi auf zj ist deﬁniert als Anzahl der Übergänge von zi auf zj normiert auf
die Summe aller Übergänge ausgehend vom Zustand zi mit.
pij =
N(i, j)∑
iN(i, j)
(2.10)
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Die Übergangsmatrix lässt sich nach dieser Vorschrift auch bei großen Datensätzen pro-
grammiertechnisch durch Zählen der Übergänge bestimmen. Die einzelnen aus histori-
schen Datensätzen bestimmten Übergangswahrscheinlichkeiten werden anschließend in
der Modellierung für die Prognoseerstellung verwendet.
2.6.4 Stochastische Prozesse
Ein Wiener-Prozess4 Wt mit t ∈ T ist ein stochastischer Markow-Prozess mit stetiger In-
dexmenge T ∈ R+ und stetigem Zustandsraum Z ∈ R. Wiener-Prozesse beginnen per De-
ﬁnition bei Null (Wt=0 = 0). Des Weiteren sind die Zuwächse dWt eines Wiener-Prozesses
homogen bzw. stationär, voneinander stochastisch unabhängig und normalverteilt [40]
[42]:
dWt ∼ N(0, dt) (2.11)
Die Eigenschaft der normalverteilten Zuwächse erlaubt eine Verfeinerung der Modellie-
rung des im Kapitel 2.6.2 beschriebenen Random Walks. Die dort verwendete Bernoul-
liverteilung mit konstanten Zuwächsen wird durch normalverteilte Zuwächse ersetzt und
ermöglicht somit diﬀerenziertere Modellierungen derartiger Prozesse.
Zur Bildung einer Preisprognose ist die Verwendung der bisher beschriebenen normalver-
teilten Zuwächse über die Zeit jedoch nicht ausreichend, da jegliche Komponenten fehlen
um steigende oder fallende Preisentwicklungen zu modellieren. Es wird daher eine verall-
gemeinerte Form des Wiener-Prozesses wie folgt eingeführt [43]:
Xt = μt+ σWt (2.12)
Der Parameter μ gibt den Trend bzw. Drift an, d.h. die Richtung der Wertentwicklung,
und σ stellt die Volatilität der normalverteilten Zuwächse dar [41]. Dieser stochastische
Prozess mit den beiden beschriebenen Steuerungsparametern wird als arithmetischer Pro-
zess bzw. Standard-Wiener-Prozess bezeichnet. Durch diese Erweiterung lassen sich zahl-
reiche Anwendungsfelder ﬁnden. Beispielhaft sei an dieser Stelle die Modellierung der
Brownschen-Teilchen-Bewegung5 [44] genannt. Das Modell beschreibt das Naturphäno-
men der zufälligen unregelmäßigen Bewegung von Teilchen in einem Medium.
Für eine inﬁnitesimal kleine Änderung der Zeit dt ergibt sich aus Gleichung 2.12 dement-
4Benannt nach dem amerikanischen Mathematiker Norbert Wiener.
5Benannt nach dem Botaniker Robert Brown.
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sprechend die folgende stochastische Diﬀerentialgleichung (SDGL) [43]:
dXt = μdt+ σdWt (2.13)
Aus Gleichung 2.13 geht hervor, dass beide Parameter des Drifts und der Volatilität über
die Zeit konstant deﬁniert sind. Für eine weiterführende Verallgemeinerung sollen daher
beide Parameter von der Zeit und von der stochastischen Variable Xt abhängig sein.
Daraus ergibt sich die folgende SDGL (Vgl. Kapitel 2.6.1) [43]:
dXt = a(Xt, t)dt+ b(Xt, t)dWt (2.14)
Der verallgemeinerte stochastische Prozess in Gleichung 2.14 wird auch als Ito¯-Prozess be-
zeichnet6 [45]. Mit dem Ito¯-Prozess ist eine allgemeine Form eines stochastischen Prozesses
deﬁniert, der sowohl eine deterministische Komponente a(Xt, t)dt (Trend) als auch ei-
ne Zufallskomponente b(Xt, t)dWt (Wiener-Prozess) besitzt. Die Zufallskomponente kann
über die Funktion b(Xt, t) (Volatilität) gesteuert werden. Die Volatilität hängt dabei von
der Zeit und der Zufallsvariable ab. Dadurch kann bspw. eine Zunahme der Varianz der
normalverteilten Zuwächse bei steigenden Preisen modelliert werden. Der Trend a(Xt, t)
ermöglicht wiederum die Anpassung der Richtung der Preisentwicklung. Dabei ist sowohl
eine Änderung der Richtung bspw. in Abhängigkeit der Vorlaufzeit zum Handelsschluss,
als auch zum absoluten Preisniveau realisierbar.
Aus der verallgemeinerten Gleichung 2.14 lassen sich verschiedene Prozesse ableiten, die
auf Grund ihrer verschiedenen Eigenschaften in unterschiedlichen Anwendungsgebieten
zum Einsatz kommen. Bei a(Xt, t) = 0 und b(Xt, t) = 1 erhält man wieder den Wiener-
Prozess mit normalverteilten Zuwächsen, jedoch ohne Steuerungsparameter (Vgl. Glei-
chung 2.11).
Die einfachste Form der stochastischen Diﬀerentialgleichungen stellen arithmetische SD-
GLs mit konstanten Parametern dar: a(Xt, t) = μ und b(Xt, t) = σ [42] (Vgl. Gleichung
2.13). Arithmetische SDGLs lassen sich exakt ohne Näherungsverfahren lösen [46]:
Xt = μt+ σWt +X0 (2.15)
Die Trendfunktion ergibt sich aus Gleichung 2.15 durch Weglassen (σ = 0) der Zufalls-
komponente [42]:
f(t) = μt+X0 (2.16)
6Benannt nach dem japanischen Mathematiker Ito¯ Kiyoshi.
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Daraus lassen sich für arithmetische stochastische Diﬀerentialgleichungen die folgenden
Eigenschaften ableiten [46]:
• Die Trendfunktion ist linear.
• Xt kann negative Werte annehmen.
• Xt ist normalverteilt.
• Die Zuwächse sind unabhängig von der Höhe der Werte von Xt.
Arithmetische SDGLs können auf Grund dieser Eigenschaften für die Modellierung von
Strompreisen verwendet werden, da in kleinen Preisbereichen von linearen Trends ausge-
gangen werden kann und Strompreise auch negative Werte annehmen.
Um der letztgenannten Anforderung gerecht zu werden, wurden geometrische SDGLs
eingeführt. Im Gegensatz zu der vorherig beschriebenen arithmetischen SDGL besteht
eine Abhängigkeit von Xt: a(Xt, t) = μXt und b(Xt, t) = σXt [42]. Es ergibt sich demnach
die folgende SDGL:
dXt = μXtdt+ σXtdWt (2.17)
Auch für geometrische stochastische Diﬀerentialgleichungen existiert die folgende exakte
Lösung für μ ∈ R, σ > 0 [45] [46]:
Xt = X0 exp
{(
μ− 1
2
σ2
)
t+ σWt
}
(2.18)
Die Trendfunktion ergibt sich analog durch Weglassen (σ = 0) der Zufallskomponente
[42]:
f(t) = X0 exp
{
μt
}
(2.19)
Die geometrischen SDGLs haben unter Anderem folgende Eigenschaften [46]:
• Die Trendfunktion ist eine Exponential-Funktion.
• Xt kann keine negativen Werte annehmen.
• Xt ist lognormalverteilt.
• Die Zuwächse sind abhängig von der Höhe der Werte von Xt.
In der folgenden Abbildung 2.13 werden zum Vergleich jeweils eine Realisierung des arith-
metischen und geometrischen Prozesses mit μ = 0, 5, σ = 0, 2, X0 = 1, basierend auf dem
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gleichen Wiener-Prozess, und deren dazugehörigen Trendfunktionen dargestellt. Die dis-
krete Schrittgröße beträgt in diesem Beispiel Δt = 0, 01.
Abbildung 2.13: Exemplarische Realisierungen des arithmetischen und
geometrischen Prozesses mit gleichem Wiener-Prozess
Die Darstellung verdeutlicht, dass die zufälligen Zuwächse bei geometrischen SDGLs ab-
hängig von der Höhe der Werte von Xt sind, d.h. bei hohen Werten ist die Streuung größer
als bei niedrigen Werten [45]. Auf Grund dieser Eigenschaften werden geometrische Dif-
ferentialgleichungen in der Finanzmathematik im Black-Scholes-Modell zur Modellierung
von Aktienkursen verwendet [46]. Obwohl diese Eigenschaft für die Modellierung von
Strompreisen auch sinnvoll sein kann, stellt die Tatsache, dass keine negativen Preise mo-
delliert werden können, ein Problem dar. Eine Verwendung von geometrischen SDGLs für
Strompreise ist daher nur für einen eingeschränkten, positiven Preisbereich möglich.
Obwohl eine Vielzahl weiterer stochastischer Prozesse existieren, werden diese in der vor-
liegenden Arbeit nicht weiter betrachtet, da die Eigenschaften der arithmetischen SDGL
eine vollständige Modellierung der Intraday-Strompreise bereits erlauben. Darüber hinaus
ist anzumerken, dass die meisten weiteren Prozesse keine exakte Lösung haben, was eine
Modellierung der Preisprognose deutlich komplexer und aufwändiger gestaltet. Zur weiter-
führenden Literaturrecherche über stochastische Prozesse und bspw. zu den Anwendungen
in der Finanzmathematik wird auf die Quellen [45], [46] und [42] verwiesen.
2.7 Regressionsanalyse
Mit Hilfe der Regressionsanalyse können funktionale Zusammenhänge zwischen einer ab-
hängigen Variablen y und einer oder mehreren unabhängigen Variablen x ermittelt wer-
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den. Dabei wird aus Messzeitreihen bzw. historischen Datensätzen eine Funktion abgelei-
tet, die bestmöglich diesen Zusammenhang beschreibt. [47]
Im Allgemeinen hat die zu bestimmende Funktion die folgende Form:
y = f(x, β) +  (2.20)
Die Variable y ist somit eine Funktion der unabhängigen Variable x und den zu bestim-
menden konstanten Funktionsparametern β = {β1, . . . , βp}, welche auch als Regressions-
parameter bezeichnet werden. Da bei jedem Experiment stets Messfehler auftreten und
der funktionale Zusammenhang niemals alle Wertepaare vollständig erklären kann, wird
eine Fehlergröße  angegeben, die auch als Residuum bezeichnet wird. Diese Fehlergröße
beschreibt die Messfehler, welche stochastisch unabhängige und normalverteilte Zufalls-
experimente mit Erwartungswert Null und konstanter Varianz darstellen. [47]
Um eine geeignete Funktionsart zu ﬁnden ist es hilfreich, die historischen beobachteten
Daten xi und yi mit i ∈ N+ in einem Streudiagrammen darzustellen. Der Index i steht
dabei für das jeweilige Datenpaar. Aus einem Streudiagramm lässt sich oftmals erkennen,
ob der Zusammenhang linear oder nicht-linear ist. Im einfachsten Fall ist die zu bestim-
mende Funktion linear und y hängt nur von einer unabhängigen Variable x ab, sodass
sich die folgende lineare Regressfunktion ergibt:
yi = f(xi, β) + i = β1 · xi + β2 + i (2.21)
Hängt y von mehreren unabhängigen Variablen gleichzeitig ab, wird die Regression als
multipel bezeichnet. [47]
Im Fall der multiplen Regression ist es wichtig, insbesondere um eine hohe Qualität bzw.
Aussagekraft der Ergebnisse zu erhalten, dass die unabhängigen Variablen auch unterein-
ander nicht voneinander statistisch abhängig sind. Sind zwei unabhängige Variablen x1
und x2 voneinander linear abhängig, wird dies als Kollinearität bezeichnet, im Fall von
mehr als einer Variablen als Multikollinearität. Besteht keine gegenseitige Beeinﬂussung,
was in den meisten Fällen nicht gegeben ist, sind die Variablen zueinander orthogonal.
[48]

Kapitel 3
Modell- und Verfahrensbildung
3.1 Anforderungen an die Modell- und Verfahrensbil-
dung
Basierend auf der Zielstellung der vorliegenden Arbeit und des in Kapitel 2.1 deﬁnierten
Zeit- und Systembereichs werden im Folgenden die Bedingungen deﬁniert, die von den in
diesem Kapitel vorgestellten Modellen erfüllt werden müssen.
Modellierung des Handelsverlaufs des Intraday-Strompreises:
Am Intraday-Markt können im Gegensatz zum geschlossenen Auktionsverfahren des Day-
Ahead-Marktes kontinuierlich Handelsgeschäfte getätigt werden. Der Intraday-Strompreis
für ein Handelsprodukt wird dabei durch Kenngrößen, wie bspw. den volumengewichte-
ten Mittelwert (Index), den Höchst- und Tiefstpreis, beschrieben. Die Aussagekraft dieser
Kennwerte ist jedoch gerade in einem kurzfristigen Markt sehr beschränkt. Daher ist
der Strompreis in Abhängigkeit vom Handelszeitpunkt zu modellieren, sodass sich eine
Prognose des zu erwartenden Preisverlaufs ergibt. Die Vorhersage des Handelsverlaufs er-
möglicht im Vergleich zur Prognose des volumengewichteten Indexes die Verknüpfung mit
ebenfalls zeitabhängigen Einﬂussgrößen, wie bspw. sich fortlaufend ändernden Einspeise-
prognosen erneuerbarer Energien.
Zeithorizont der Preisvorhersage:
Da die höchsten Handelsvolumina kurz vor dem Handelsschluss und demnach nahe an
der physikalischen Lieferung zu verzeichnen sind, liegt der Fokus für die Preisvorhersage
auf den letzten 5 Handelsstunden.
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Variable Handelsprodukte:
Die Modelle müssen auf alle am Intraday-Markt handelbaren Lieferprodukte anwend-
bar sein. An der EPEX und Nord Pool Spot sind dies für das Liefergebiet Deutsch-
land/Österreich die Standardprodukte Einzel- und Viertelstunden.
Kombinierbarkeit von Einﬂussfaktoren:
Im Fall der Modellierung basierend auf fundamentalen Einﬂussfaktoren sind die aus dem
Systembereich ableitbaren Größen zu berücksichtigen. Auch müssen mehrere Faktoren
kombiniert werden können. Die Erweiterung um weitere Größe ist durch ein modulares
Verfahren zu gewährleisten.
Parametrierbarkeit und Übertragbarkeit auf andere Kurzfristmärkte:
Die Modelle und Verfahren sollen derart deﬁniert und aufgebaut sein, dass sie neben dem
Deutschen auch auf andere Kurzfriststrommärkte mit kontinuierlichem Handel übertragen
werden können. Dazu müssen mehrere Parameter variabel einstellbar sein, wie z.B. die
Handelsprodukte, der Handelszeitraum zwischen Markteröﬀnung und Handelsschluss, die
Intervallbreite des zeitabhängigen Indexes und der Zeitraum historischer Datensätze.
Performance und Laufzeit:
Nicht zuletzt soll auf Grund der großen Datenmengen und der Vielzahl möglicher Sze-
narienrechnungen eine programmiertechnische Umsetzung der Modelle erfolgen. Da im
Intraday-Markt kontinuierlich Entscheidungen mit kurzer Vorlaufzeit basierend auf sich
ständig ändernden Eingangsdaten getroﬀen werden, muss die Rechenzeit zur Erstellung
der Preisprognosen möglichst gering gehalten werden.
3.2 Verfahren zur Bestimmung des zeitabhängigen In-
traday-Indexes
Im kontinuierlichen Intraday-Handel können Handelsgeschäfte innerhalb der von den Bör-
sen zugelassenen Handelszeiträume zu jedem beliebigen Zeitpunkt abgeschlossen werden.
Wie bereits in Kapitel 2.3.2 beschrieben, werden kurz vor Handelsschluss (45Minuten
bzw. seit 2015 30Minuten vor Lieferungsbeginn) die meisten Transaktionen getätigt. Das
Handelsvolumen ist größer als zum Handelsbeginn. Der Abstand zwischen den Handels-
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geschäften ist damit über den betrachteten Handelszeitraum nicht konstant, sondern wird
zum Ende hin kleiner.
Da das Ziel dieser Arbeit eine Prognose des Preisverlaufs am Intraday-Markt ist, wird im
Folgenden ein neuer Preisindex eingeführt, der die Preisentwicklung über die Handelszeit
wiedergibt. Dieser Preisindex wird als zeitabhängiger Intraday-Index (IX) bezeichnet und
berechnet sich als volumengewichteter Mittelwert aller in einem Handelsabschnitt t ge-
tätigten k Handelsgeschäfte H. Jedes Handelsgeschäft hat dabei ein Volumen HV ol und
einen Preis HPreis (siehe Kapitel 2.3.2). Die Intervallbreite bzw. Abtastrate (z.B. 15 oder
60Minuten) ist frei wählbar, jedoch über die Zeit der ausgewählten historischen Daten
konstant. Der Handelszeitraum bis zum Handelsschluss wird entsprechend der Intervall-
breite in gleich große Handelsabschnitte t unterteilt, sodass sich der Intraday-Index wie
folgt berechnet:
IXt =
∑
k HV ol,k,tHPreis,k,t∑
k HV ol,k,t
; k ∈ N+ (3.1)
Die Eigenschaft des IX, eine äquidistante Index-Zeitreihe, erweist sich später insbesonde-
re bei der Modellierung der Markow-Ketten (siehe Kapitel 3.3) als hilfreich. Übergangs-
wahrscheinlichkeiten zwischen einzelnen Handelsgeschäften wären vom zeitlichen Abstand
zwischen beiden Transaktionen abhängig. Diese Abhängigkeit würde eine indirekte Vor-
hersage der Zeitpunkte der folgenden Handelsgeschäfte implizieren, die jedoch keine prak-
tische Relevanz haben und bei begrenzter Datenhistorie keine aussagekräftigen Ergebnisse
erwarten ließen. Daher werden für das Markow-Modell die Übergänge zwischen den Ele-
menten der äquidistanten Index-Zeitreihen bestimmt.
Die Verwendung der eingeführten Index-Zeitreihen ist auch für das Regressionsmodell
von Vorteil, da bei der Regressionsanalyse die zu untersuchenden Einﬂussparameter vor-
wiegend in viertelstündlicher Granularität vorliegen und somit eindeutig den Preisindizes
zugeordnet werden können.
Die Abbildung 3.1 zeigt den berechneten zeitabhängigen Intraday-Index IX des in Abbil-
dung 2.4 bereits dargestellten exemplarischen Handelsverlaufs (Beispieldatensätze siehe
Tabelle A.2).
46 Kapitel 3. Modell- und Verfahrensbildung
Abbildung 3.1: Volumengewichteter Intraday-Index IX mit Intervallbreite
15Minuten des exemplarischen Handelsverlauf eines Stundenproduktes mit
Lieferung von 11 bis 12 Uhr
Wurden in einer Handelsperiode am Intraday-Markt keine Transaktionen getätigt, wird
der Intraday-Index der vorherigen Periode fortgeführt. Entsprechend beginnt der zeit-
abhängige Index erst mit der Periode, in der das erste Handelsgeschäft für ein Produkt
durchgeführt wurde.
Für die Verwendung der in dieser Arbeit vorgestellten Modelle sind noch zwei weitere In-
dizes notwendig, die im Folgenden deﬁniert werden. Beispieldatensätze für beide Indizes
sind in Tabelle A.2 aufgeführt. Um die Preisentwicklungen zwischen einzelnen Handels-
abschnitten eines Produktes abbilden zu können, wird die Index-Diﬀerenz Intraday zu
Intraday (IIX) deﬁniert. Für zwei Handelsabschnitte t1 und t2 mit t1 < t2 wird der IIX
wie folgt deﬁniert:
IIXt21 = IXt2 − IXt1 (3.2)
Der zweite wichtige Index ist die Index-Diﬀerenz Day-Ahead zu Intraday (DIX). Da am
Intraday-Markt die Abweichungen von den Angebots- und Verbrauchskurven nach der
Preisbildung am Day-Ahead-Markt gehandelt werden, ist es sinnvoll diese Abweichungen
in Relation zur Preisdiﬀerenz zwischen dem Day-Ahead- und Intraday-Markt zu setzen.
Diese Preisdiﬀerenz, fortlaufend als DIX bezeichnet, wird als Diﬀerenz zwischen absolutem
Intraday-Index (IX) und dem MCP wie folgt deﬁniert:
DIXt = IXt −MCP (3.3)
Dabei gilt zu beachten, dass der Day-Ahead-Preis (MCP). der bereits am Vortag in der
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Auktion bestimmt wurde, sich während der Handelszeit im Intraday-Markt verständli-
cherweise nicht mehr ändert und somit unabhängig vom Handelsabschnitt t ist. Der DIX
kann gemäß der Deﬁnition nur auf Märkte und Produkte angewandt werden, die sowohl
Day-Ahead als auch Intraday existieren. In Deutschland gilt dies seit der Einführung des
Intraday-Markets an der EPEX seit 2006 für Stundenprodukte. Viertelstundenprodukte
existieren in der Day-Ahead-Auktion hingegen erst seit 2014, sodass nur eine beschränk-
te Menge historischer Datensätze vorliegt. Im Rahmen dieser Arbeit werden daher nur
Stundenprodukte untersucht. Auf Grund des Aufbaus der Modelle ist eine Übertragung
auf Viertelstundenprodukte jedoch problemlos möglich.
3.3 Markow-Ketten-Modell
3.3.1 Modellbeschreibung
Das im Folgenden beschriebene Markow-Ketten-Modell ist ein rein stochastisches Mo-
dell, das lediglich auf Basis der historischen Strompreise eine Vorhersage generiert. Im
Rahmen dieser Arbeit wird es daher zur Überprüfung der Hypothese verwendet, dass
zur Vorhersage von Intraday-Strompreisen die historischen Preise allein nicht ausreichend
sind. Historische Preisverläufe würden somit nur begrenzt oder keine Auskunft über die
Zukunft geben. Eine explizite Modellierung fundamentaler Einﬂussfaktoren wäre bei Be-
stätigung der Hypothese notwendig.
Im Folgenden wird ein für Intraday-Strommärkte allgemeingültiges Verfahren vorgestellt,
mit dem die aufgestellte Hypothese geprüft werden kann. Das Verfahren beruht auf der
Modellierung von Markow-Ketten. Die folgende Abbildung 3.2 zeigt den Prozess-Ablauf
von der Dateneingabe, -verarbeitung bis hin zur Auswertung.
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Abbildung 3.2: Prozessdiagramm des Markow-Ketten-Modells
Nach Auswahl der Handelsprodukte (eine oder mehrere Stunden- oder Viertelstunden-
produkte), dem Handelszeitraum und der Intervallbreite, wird im ersten Schritt aus den
Transaktionsdaten der zeitabhängige Intraday-Index (IXt) berechnet (siehe Kapitel 3.2).
Dadurch lassen sich Übergangswahrscheinlichkeiten verschiedener Handelsprodukte und
-zeiträume miteinander vergleichen. Durch die Variation des Handelszeitraums bzw. der
Handelsabschnitte lässt sich die Abhängigkeit der Vorlaufzeit zum Handelsschluss auf
die Preisvorhersage abbilden. Dabei können beliebige Zeiträume ausgewählt werden, wie
bspw. die letzten vier Handelsviertelstunden oder der Handelszeitraum zwei bis vier Stun-
den vor Handelsschluss.
Weiterhin kann der Zeitraum der für die Analyse zu verwendenden historischen Daten-
sätze beliebig variiert werden. Dadurch kann untersucht werden, ob Modelle mit langem
Datenhorizont bessere Ergebnisse erzielen als diejenigen mit kurzem Zeithorizont. Dies
spielt insbesondere dann eine Rolle, wenn Saisonalitäten untersucht werden sollen. Soll
bspw. eine Vorhersage für die Sommermonate erstellt werden, ist hiermit die Selektion
der Zeiträume vergangener Sommermonate möglich. Ist hingegen jeweils nur eine kurze
Datenhistorie gewünscht, kann auch bspw. jeweils der vergangene Monat oder die vergan-
gene Woche ausgewählt werden. Bei kürzerem Zeitraum sinkt jedoch auch die Menge der
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Daten und damit die Aussagekraft einer Vorhersage.
Der zweite Schritt stellt das Kernstück des vorgestellten Verfahrens dar, in dem die k-ten
Ordnungen der Markow-Übergangsmatrizen basierend auf den empirischen aufbereiteten
Preisindizes bestimmt werden (siehe Kapitel 2.6.3). Darüber hinaus wird in Kapitel 3.3.2
beschrieben, wie die historischen Datensätze mit Strompreisen sinnvoll in Datengruppen
zusammengefasst werden können, um die Qualität der Ergebnisse der Übergangsmatrizen
zu verbessern.
Im letzten Schritt werden die Markow-Übergangsmatrizen zur Auswertung graﬁsch dar-
gestellt.
3.3.2 Binning von Datensätzen
Ist der Zustandsraum Z eines stochastischen Prozesses abzählbar-unendlich, z.B. Z ∈ N,
ergeben sich Z2 Kombinationsmöglichkeiten bzw. mögliche Übergänge zwischen allen Ele-
menten bzw. Zuständen von Z. Oftmals erweist es sich als hilfreich, den Zustandsraum Z
in Intervalle bzw. Klassen mit meist konstanter Intervallbreite aufzuteilen. Diese Auftei-
lung wird auch Binning7 genannt, da alle Elemente in deﬁnierte Bins sortiert werden. Bei
der Bestimmung der Übergangsmatrizen und weiteren Modellierung werden folglich auch
nicht mehr die Elemente des Zustandsraums selbst betrachtet, sondern ausschließlich die
festgelegten Bins bzw. Intervalle. Ein klassisches Beispiel für Binning stellen jegliche For-
men von wertediskreten Histogrammen dar, welche bspw. Häuﬁgkeitsverteilungen einer
Größe angeben.
Am Beispiel der im Rahmen dieser Arbeit zu modellierenden Strompreise für Intraday-
Märkte wird der Mehrwert des Binnings für die Anwendung stochastischer Markow-Ketten
ersichtlich. Es soll ein diskreter stochastischer Prozess mit dem Zustandsraum Z, den Ele-
menten bzw. Zuständen z und der Übergangsmatrix P basierend auf einer Zeitreihe mit
historischen Strompreisen aufgestellt werden. Der Strompreis entspricht dabei einem Ele-
ment z des Zustandsraums. Wie bereits in Kapitel 2.3.2 beschrieben, sind Strompreise
mit zwei Nachkommastellen im Intervall zwischen -9.999,00 und 9.999,00EUR/MWh de-
ﬁniert. Der deﬁnierte Zustandsraum hat demnach 1.999.800 einzelne Zustände, sodass
sich eine vergleichsweise große 1.999.800× 1.999.800 Übergangsmatrix mit insgesamt ca.
4Milliarden Übergängen zwischen den Zuständen ergibt. Bei Betrachtung einer begrenz-
ten Anzahl an vorhandenen Datensätzen vergangener Strompreise wird ersichtlich, dass
7“Bin“ bedeutet übersetzt aus dem Englischen “Behältnis“.
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zahlreiche Übergänge gar nicht vorgekommen sind. Wird bspw. aus den vergangenen Da-
ten ein Preissprung von 45EUR/MWh auf 50EUR/MWh mehrfach beobachtet, jedoch
nur einmal von 44,99EUR/MWh auf 50EUR/MWh, sind beide Übergangswahrschein-
lichkeiten sehr verschieden obwohl die absolute Preisspanne ähnlich ist.
Obwohl damit ein Unterschied zwischen den beiden Übergangswahrscheinlichkeiten be-
steht, spielt dieser für eine praxisnahe Preisvorhersage, die der in dieser Arbeit gestellten
Anforderung ohne Nachkommastellen genügt, eine untergeordnete Rolle. Es ist daher
sinnvoll die durch den Wertebereich deﬁnierte Genauigkeit und die damit verbundenen
Informationen mittels Binning zu verdichten. Wird bspw. eine Binbreite von 1EUR/MWh
gewählt, fallen beide genannten Übergänge in den selben Übergang von dem Bin (44, 45]
zu dem Bin (49, 50]. In der vorliegenden Arbeit werden ausschließlich linksoﬀene Intervalle
verwendet.
Um die Informationen der Werte, die durch das Binning verdichtet werden, jedoch trotz-
dem zu nutzen, kann das im Folgenden beschriebene Verfahren verwendet werden. Das
Verfahren beruht auf dem Prinzip einen einzuordnenden Wert nur dann einem Bin voll
zuzuordnen, wenn sich der Wert genau in der arithmetischen Mitte des Bins beﬁndet.
In allen anderen Fällen wird der Wert anteilig auf die zwei benachbarte Bins verteilt.
Abbildung 3.3 stellt diese Methode schematisch dar.
qq - b q + b
- b/2 + b/2
Bin (q-b,q] Bin (q,q+b]
n
Einzuordnendes 
Element
Abbildung 3.3: Aufteilung des einzuordnenden Wertes auf zwei benach-
barte Bins
Bei festgelegter Binbreite b kann die prozentuale Aufteilung basierend auf der Position
des einzuordnenden Elements n in Relation zu den Bingrenzen q für die benachbarten
Bins wie folgt berechnet werden:
Bin(q−b,q] =
q − (n− b
2
)
b
Bin(q,q+b] =
n+ b
2
− q
b
(3.4)
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Das beschriebene Verfahren ließe sich theoretisch auch auf mehr als nur die benachbarten
Bins ausweiten, würde aber wiederum zu einer höheren Komplexität bei der Umsetzung
führen. Eine Prüfung der Relevanz derartiger Auswirkungen auf die Verbesserung der
Prognosegüte sollte daher stets durchgeführt werden.
3.4 Regressionsmodell
3.4.1 Modellbeschreibung
In diesem Kapitel wird ein Verfahren zur Vorhersage des Strompreises am Intraday-Markt
in Abhängigkeit der im Kapitel 2.4 vorgestellten fundamentalen Einﬂussfaktoren beschrie-
ben. Zusätzlich wird ein Maß für die nicht erfassbaren, stochastisch unabhängigen Fakto-
ren aufgezeigt und in die Vorhersage integriert. Da am Intraday-Markt die prognostizierten
Abweichungen der Erzeugungs- und Verbrauchsmengen von der Day-Ahead-Auktion ge-
handelt werden, ist die vorherzusagende Zielgröße die zeitabhängige Index-Diﬀerenz Day-
Ahead zu Intraday (DIX), d.h. die Diﬀerenz zwischen absolutem Intraday-Index (IX) und
dem MCP.
In der Abbildung 3.4 ist das Prozessdiagramm dieses Verfahrens dargestellt.
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Abbildung 3.4: Prozessdiagramm des Regressionsmodells
Im ersten Schritt werden analog zum Markow-Ketten-Modell (Vgl. Kapitel 3.3.1) die
Handelsprodukte, der Handelszeitraum und die Intervallbreite des in Kapitel 3.2 deﬁnier-
ten zeitabhängigen Intraday-Indexes ausgewählt und dieser aus den Handelsgeschäften
berechnet. Des Weiteren wird der Zeithorizont der zu verwendenden Datenhistorie fest-
gelegt.
Der zweite Schritt umfasst die Berechnung der vorherzusagenden zeitabhängigen Intraday-
Indizes sowie deren zu erwartende Vorhersageunsicherheiten. Zur Untersuchung des Zu-
sammenhangs zwischen den aufgeführten Einﬂussfaktoren (siehe Kapitel 2.4) und den
Intraday-Strompreisen wird die im Kapitel 2.7 beschriebene Regressionsanalyse angewen-
det. Soll die Preisvorhersage lediglich in Abhängigkeit eines Einﬂussfaktors stehen, ist
das Regressionsmodell einfach, im Fall mehrerer Faktoren multipel. Die zu bestimmenden
Unsicherheiten werden basierend auf den Abweichungen der aus dem Regressionsmodell
resultierenden Preisprognose zu den vergangenen realisierten Intraday-Indizes berechnet.
Das Verfahren für den beschriebenen zweiten Schritt wird detailliert im Kapitel 3.4.2
beschrieben.
Im letzten Schritt wird die Vorhersage der zeitabhängigen Index-Diﬀerenz, d.h. jeweils die
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Erwartungswerte und Vorhersageunsicherheiten, graﬁsch ausgegeben.
3.4.2 Regressionsmodelle unter Angabe von Vorhersageunsicher-
heiten
Für die im Rahmen dieser Arbeit zu untersuchenden Abhängigkeiten des Intraday-Strom-
preises von verschiedenen Faktoren, unter Einhaltung der aufgestellten Modellanforderun-
gen, eignet sich der Modellansatz der Zeitreihenanalyse, im speziellen die im Kapitel 2.7
vorgestellte Regressionsanalyse. Als Grund ist unter Anderem, wie in Kapitel 2.2 näher
erläutert wird, der lineare Zusammenhang zwischen Strompreis und Einﬂussfaktoren zu
nennen, der sehr gut über die Regression abgebildet werden kann. Im Unterschied zu der in
Kapitel 2.2 aufgeführten Literatur wird über die Deﬁnition des zeitabhängigen Intraday-
Index der Handelsverlauf prognostiziert. Darüber hinaus ermöglicht der modulare Auf-
bau eines Regressionsmodells sowie die Parametrierbarkeit eine einfache Übertragung der
Modelle auf verschiedene Handelsprodukte und Märkte. Nicht zuletzt ermöglicht dieser
Modellansatz basierend auf den vorhandenen Datensätzen eine schnelle Ausführung der
Prognoseberechnung und führt zu einer kurzen Rechenzeit.
Die am Intraday-Markt gehandelten Abweichungen der Erzeugungs- und Verbrauchsmen-
gen können als Verschiebungen der Angebots- und Verbrauchskurven (Vgl. Abbildung
2.2) bildlich veranschaulicht werden. Da die Abweichungen im Vergleich zu den Gesamt-
volumen jedoch relativ klein sind, was auch an den Handelsvolumen am Day-Ahead- und
Intraday-Markt deutlich wird, kann man die Merit-Order als stückweise linear betrachten.
Damit lässt sich auch der Zusammenhang der Faktoren auf den Intraday-Strompreis als
linear annehmen. Die Ergebnisse (siehe Kapitel 4) werden diese Annahme bestätigen.
Abbildung 3.5 zeigt eine Übersicht der in dieser Arbeit gebildeten Untermodelle basierend
auf den fünf Einﬂussfaktoren, welche im Kapitel 2.4 aufgeführt sind.
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Abbildung 3.5: Übersicht der Regressionsmodelle (einfach und multiple)
Bei den einfachen Regressionsmodellen mit Abhängigkeit von einer Variablen sind die drei
Faktoren aus Kapitel 2.4 (Windenergie, Photovoltaik und Last) jeweils Abweichungen zwi-
schen den Day-Ahead- und Intraday-Prognosen (Vgl. Kapitel 2.4.1). Die anderen beiden
Faktoren (Regelenergieabruf und Residualmengen) stellen hingegen absolute Mengen dar
(Vgl. Kapitel 2.4.3 und 2.4.4).
Darauf aufbauend werden für die einzelnen Untermodelle die folgenden Regressionsfunk-
tionen deﬁniert:
DIXWIND,t,i = ΔWINDtErstell,i · βWIND + αWIND + t,i
DIXPV,t,i = ΔPVtErstell,i · βPV + αPV + t,i
DIXLAST,t,i = ΔLASTtErstell,i · βLAST + αLAST + t,i
DIXRZS,t,i = RZStErstell,i · βRZS + αRZS + t,i
DIXSONST,t,i = SONSTtErstell,i · βSONST + αSONST + t,i
(3.5)
Dabei stellt die vorherzusagende Index-Diﬀerenz DIX für den Handelsabschnitt t =
{1, 2, 3, ..., n} (Granularität 15 oder 60Minuten) die abhängige Variable dar. Die unab-
hängige Variable ist jeweils eine der vorher aufgeführten Einﬂussfaktoren. Die Wertepaare
der abhängigen und unabhängigen Variablen sind mit i bezeichnet. α und β entsprechen
den zu bestimmenden Regressionsparametern. Der Zeitpunkt an dem die Information des
jeweiligen Einﬂussfaktors zur Verfügung steht wird über tErstell angegeben. Soll bspw. der
Einﬂuss eines Faktors auf den DIX im Handelsabschnitt t = 1 (dem letzten Abschnitt
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vor Handelsschluss) untersucht werden, und die Information des Faktors ist zwei Stunden
vor Beginn des Handelsabschnitts vorhanden, ergibt sich tErstell = t+2 (bei 60-minütiger
Granularität). t ist der normalverteilte Störterm mit konstanter Varianz σ2 und Erwar-
tungswert gleich Null.
Für Einﬂussfaktoren, die mehrere Erstellungszeitpunkte haben, bspw. untertägig aktuali-
sierende Einspeiseprognosen für Windenergieanlagen, können die beschriebenen Regressi-
onsfunktionen analog auf die Index-Diﬀerenz Intraday zu Intraday IIX übertragen wer-
den.
Da eine Verbesserung der Vorhersagegüte bei Verwendung mehrerer Faktoren zu erwar-
ten ist, werden zusätzlich zwei multiple Modelle aufgestellt. Das eine Modell umfasst
die Kombination der Prognoseabweichungen für Windenergie- und Photovoltaikanlagen.
Dabei wird im Rahmen dieser Arbeit angenommen, dass beide Variablen voneinander
unabhängig sind, was aus meteorologische Gesichtspunkten nur bedingt zutriﬀt. Da eine
Entkopplung jedoch das Einbinden eines eigenständigen meteorologischen Wettermodells
bedingt, wodurch die Modellierung unverhältnismäßig an Komplexität zunehmende wür-
de, kann diese Annahme zur Vereinfachung getroﬀen werden. Das andere multiple Modell
berücksichtigt alle untereinander unkorrelierten Faktoren zusammen.
Da eine Korrelation zwischen dem Abruf aus Regelenergie und den Prognoseabweichungen
besteht, dürfen diese nicht zusammen in einem multiplen Modell kombiniert werden. Statt
des Regelenergieabrufs wird daher der nach dem im Kapitel 3.4.4 beschriebenen Verfahren
gebildete residuale Faktor verwendet, der alle sonstigen Einﬂüsse beinhaltet.
Aus den Überlegungen können folgende zwei multiple Regressionsgleichungen aufgestellt
werden:
DIXEEG,t,i = ΔWINDtErstell,i · βWIND +ΔPVtErstell,i · βPV + αWIND+PV + t,i
DIXGESAMT,t,i = ΔWINDtErstell,i · βWIND +ΔPVtErstell,i · βPV
+ΔLASTtErstell,i · βLAST + SONSTtErstell,i · βSONST
+ αWIND+PV+LAST+SONST + t,i
(3.6)
Mit Hilfe der Methode der kleinsten Quadrate werden die Regressionsparameter α und
β und das Bestimmtheitsmaß R2 bestimmt. Durch Variation der Eingangsparameter,
wie bspw. Datenhistorie, Handelszeitraum und Handelsprodukte, können verschiedene
Szenarien gerechnet und die Ergebnisse der Regressionsanalysen miteinander verglichen
werden.
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Aus der Betrachtung des Störterms t lassen sich Aussagen über die Unsicherheit der
aus der Regression abzuleitenden Vorhersage treﬀen. Dazu wird im Folgenden aus der
diskreten Verteilung des Störterms die Varianz bzw. Standardabweichung bestimmt. Der
Störterm t,i für alle Wertepaare xt,i und yt,i mit i ∈ N+ je Handelsperiode t ist wie folgt
deﬁniert:
t,i = yt,i − f(xt,i, β) (3.7)
Die Varianz beschreibt die quadratische Abweichung einer Variablen, in diesem Fall t,
von dessen Erwartungswert E(t). Da die Variable t diskret ist, ergibt sich die Varianz
V ar(t) mit Hilfe der Einzelwahrscheinlichkeiten pt,i wie folgt [40]:
V ar(t) =
∑
i
(
t,i − t,ipt,i
)2
pt,i =
∑
i
(
t,i − E(t)
)2
pt,i (3.8)
Die Standardabweichung σt berechnet sich aus der Wurzel der Varianz:
σt =
√
V ar(t) (3.9)
Die Abbildung 3.6 zeigt beispielhaft eine Verteilung von t sowie die dazugehörige Nor-
malverteilung, mit Erwartungswert E = 0 und die aus den Werten von t bestimmte
Varianz. In diesem Beispiel hat die Verteilung des Störterms eine Standardabweichung
von 8,1EUR/MWh.
Abbildung 3.6: Verteilung des Störterms t mit angepasster Normalver-
teilung
Das vollständige Preisvorhersagemodell für die verwendeten Einﬂussfaktoren und die je-
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weilige Handelsperiode t ergibt sich damit aus den folgenden zwei Komponenten:
1. Vorhersage des Erwartungswertes: Lineare Regressionsparameter αt,e und βt,e für
Handelsperiode t und die verwendeten Einﬂussfaktoren
e = {WIND;PV ;LAST ;RZS;SONST}
2. Unsicherheit der Vorhersage: Normalverteilung für Handelsperiode t mit der Stan-
dardabweichung der Verteilung des Störterms t,e der jeweiligen Einﬂussfaktoren
Mit Hilfe dieses Modells kann zu jedem beliebigen Zeitpunkt vor Handelsschluss der Er-
wartungswert des zeitabhängigen Intraday-Indexes (Day-Ahead zu Intraday) (siehe Kapi-
tel 3.2) sowie die Unsicherheit dessen für die zukünftigen Handelsperioden prognostiziert
werden. Das gesamte Vorhersagemodell lässt sich dementsprechend wie folgt formulieren:
DIXV orhersage,t,e = f(et · βt,e + αt,e) +N(0, σ)t,e (3.10)
Die folgende Abbildung 3.7 zeigt eine exemplarische Preisprognose des eben beschriebenen
Vorhersagemodells. Als Beispiel wurde der Handelsverlauf des Stundenproduktes 11 bis
12Uhr aus den vorherigen Betrachtungen in Abbildung 3.1 gewählt.
Abbildung 3.7: Exemplarische Visualisierung der Preisprognose aus Er-
wartungswerten und Normalverteilungen
Bis zu dem Zeitpunkt, ab dem die Preisprognose beginnt (hier 8:30Uhr), sind die bereits
am Markt getätigten Handelsgeschäfte sowie der daraus gebildete vergangene 15-minütige
Intraday-Index DIX dargestellt. Die bis zu diesem Zeitpunkt erhaltenen Informationen,
wie bspw. neue Einspeiseprognosen für Windenergieanlagen, werden entsprechend des Mo-
dells für die zeitlich darauf folgende Preisvorhersage verwendet. Die Preisprognose selbst
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des beschriebenen Vorhersagemodells ist analog zu Gleichung 3.10 durch Darstellung des
15-minütigen Erwartungswertes des DIX und einer Normalverteilung je Handelsperiode
visualisiert.
3.4.3 Zusammenhänge zwischen den Einﬂussfaktoren
Zur Prüfung der Zusammenhänge zwischen Einﬂussfaktoren, die in einem gemeinsamen
Regressionsmodell verwendet werden, bietet sich die Regressionsanalyse an.
In der vorliegenden Arbeit existieren für die folgenden vier Einﬂussfaktoren explizite Da-
ten (siehe Kapitel 2.4) zur Anwendung der Regressionsanalyse:
• Abweichungen der Einspeiseprognosen für Windenergieanlagen (WIND)
• Abweichungen der Einspeiseprognosen für Photovoltaikanlagen (PV)
• Abweichungen der Lastprognosen für Verbraucher (Lastprognosefehler) (LAST)
• Regelzonensaldo: Abruf von Regelleistung durch die ÜNB (RZS)
Theoretisch müssen die Zusammenhänge zwischen allen Faktoren einzeln untersucht und
quantiﬁziert werden. Auf Grund der Charakteristik der Einﬂussfaktoren lassen sich je-
doch die folgenden Vorüberlegungen anstellen: Der Einﬂuss der Sonneneinstrahlung auf
die Einspeiseprognosen für Windenergieanlagen stellt ein meteorologisches Phänomen dar,
dessen Modellierung auf Grund der Komplexität nicht Schwerpunkt dieser Arbeit ist. Da
angenommen werden kann, dass Prognosedienstleister diese Zusammenhänge bereits best-
möglich berücksichtigen, werden die Einspeiseprognosen für Windenergie- und Photovol-
taikanlagen im Weiteren als unkorreliert angesehen.
Die von den Bilanzkreisverantwortlichen nicht gehandelten Prognoseabweichungen aus
Windenergie- und Photovoltaikanlagen sowie von Lastprognosefehlern können letztendlich
den Abruf von Regelleistung durch die ÜNB bedingen. Es kann daher ein Zusammenhang
zwischen diesen Größen vermutet werden. Der Regelenergieabruf bzw. das Regelzonensal-
do (RZS) stellt dabei die abhängige Variable und die Prognoseabweichungen die unab-
hängigen Größen dar. Auch bei diesen Untersuchungen ist ein linearer Zusammenhang zu
erwarten. Daraus lassen sich die folgenden linearen Regressionsgleichungen ableiten:
RZSWIND,t,i = ΔWINDtErstell,i · βRZS/WIND + αRZS/WIND + t,i
RZSPV,t,i = ΔPVtErstell,i · βRZS/PV + αRZS/PV + t,i
RZSLAST,t,i = ΔLASTtErstell,i · βRZS/LAST + αRZS/LAST + t,i
(3.11)
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Die Ergebnisse dieser Regressionsanalysen sind in den Kapiteln 4.2.6 und 4.2.7 aufgeführt.
3.4.4 Bestimmung von unkorrelierten Einﬂussfaktoren für multi-
ple Regressionsmodelle
Multiple Regressionsmodelle bilden Zusammenhänge zwischen einer abhängigen Variable
y und mehreren unabhängigen Variablen xk mit k ∈ N+ ab (siehe Kapitel 2.7). Dafür
müssen die verwendeten Variablen xk untereinander unkorreliert sein. Wird mit Hilfe der
Regressionsanalyse ein Zusammenhang zwischen zwei Variablen quantiﬁziert, kann über
das im Folgenden beschriebene Verfahren die Unkorreliertheit durch die Bestimmung einer
neuen Variable wieder hergestellt werden.
Gegeben sei eine Variable y, die von zwei Variablen x1 und x2 abhängig ist. Die Regres-
sionsanalyse zwischen x1 und x2 ergibt einen signiﬁkanten linearen Zusammenhang, der
über die Regressionsparameter α und β charakterisiert ist. Es liegt demnach eine Kol-
linearität zwischen den Einﬂussgrößen vor. Aus der Regressionsanalyse ergibt sich der
folgende Zusammenhang:
x1 = α + β · x2 (3.12)
Im Folgenden wird angenommen, dass basierend auf der Regressionsfunktion 3.12 eine
neue Variable xunkorr,1 bestimmt werden kann, die nicht mit x2 korreliert. Mit der Ver-
nachlässigung der Regressionskonstante (α = 0) ergibt sich nach Umformung der Regres-
sionsfunktion:
xunkorr,1 = x1 − β · x2 (3.13)
Im Folgenden gilt es zu prüfen, ob die neue Variable xunkorr,1 tatsächlich zu x2 unkorreliert
ist. Dazu muss die Kovarianz
Cov(xunkorr,1, x2) = 0 (3.14)
ergeben.
Aus den Gleichungen 3.13 und 3.14 folgt:
Cov(xunkorr,1, x2) = Cov(x1 − β · x2, x2) = 0 (3.15)
Aus der Eigenschaft der Linearität der Kovarianz ergibt sich:
Cov(x1 − β · x2, x2) = Cov(x1, x2)− β · Cov(x2, x2) = 0 (3.16)
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Für die Kovarianz gilt [40]:
Cov(x2, x2) = V ar(x2) (3.17)
Aus den Gleichungen 3.16 und 3.17 folgt:
Cov(x1, x2)− β · V ar(x2) = 0 (3.18)
Mit der Deﬁnition des Regressionskoeﬃzienten β = Cov(x1,x2)
V ar(x2)
kann die aufgestellte Hypo-
these aus Gleichung 3.14 letztendlich bestätigt werden.
Bezogen auf die in dieser Arbeit untersuchten Fragestellungen lässt sich damit bspw. der
Faktor Regelenergieabruf (RZS) um den Einﬂuss von Prognoseabweichungen von Wind-
energieanlagen bereinigen:
RZSunkorr = RZS − βRZS/WIND ·ΔWIND (3.19)
Um die im Kapitel 2.4.4 beschriebene Einﬂussgröße sonstiger Faktoren (SONST) bestim-
men zu können, wird die Gleichung 3.19 für den Regelenergieabruf um die Abhängigkeiten
zu Prognoseabweichungen aus Photovoltaikanlagen und Lastprognosefehlern erweitert. Da
die drei untersuchten Arten der Prognoseabweichungen (WIND, PV und LAST) nicht un-
tereinander korreliert sind, kann die Gleichung 3.19 um die Summanden der fehlenden zwei
Regressionskoeﬃzienten erweitert werden:
RZSunkorr = RZS−βRZS/WIND ·ΔWIND−βRZS/PV ·ΔPV −βRZS/LAST ·LAST (3.20)
3.4.5 Backtesting
Das im Kapitel 3.4.2 beschriebene Modell erlaubt mittels Regressionsanalyse die Bestim-
mung von Zusammenhängen zwischen zwei oder mehreren Variablen allein anhand histo-
rischer Daten. Der Zeitraum der verwendeten historischen Daten für die Bestimmung der
Modellparameter wird hierfür als Modellierungszeitraum (MZ) bezeichnet. Das aus der
Regression berechenbare Bestimmtheitsmaß R2 gibt zwar Auskunft über die Güte der ge-
fundenen Regressionsfunktion, jedoch lässt sich daraus nur bedingt eine Aussage über die
Vorhersagegüte für zukünftige Zeiträume treﬀen. Um dieses Problem zu lösen, wird das
sogenannte Backtestingverfahren angewendet. Backtesting8 bezeichnet eine Methode, mit
deren Hilfe geprüft werden kann, wie gut das Vorhersagemodell für einen Zeitraum, dem
sogenannten Backtestingzeitraum (BZ), funktioniert, der nicht dem MZ entspricht. [49]
8Bedeutet übersetzt aus dem Englischen “Rückvergleich“.
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Für den BZ wird die Preisprognose mit Hilfe der Vorhersagemodelle berechnet und mit den
realisierten Preisen der selben Periode verglichen. Je kürzer der ausgewählte Backtesting-
Zeitraum ist, desto geringer ist die Aussagekraft der Ergebnisse, da diese stark von lokal
auftretenden Preiseﬀekten abhängig sein können. Die Abweichungen zwischen Prognose
und Realisierung werden als Fehler bezeichnet und die Häuﬁgkeitsverteilung der Fehler
als Fehlerverteilung FVBZ,t.
Die Fehlerverteilung FVBZ,t für die Handelsperiode t des BZ ist demnach wie folgt deﬁ-
niert:
FVBZ,t = DIXV orhersage,BZ,t −DIXRealisierung,BZ,t (3.21)
Die Charakteristika dieser Fehlerverteilung, wie bspw. Standardabweichung, Erwartungs-
wert und Verteilungsart, erlauben Rückschlüsse auf die Qualität der Prognose. Sie stellen
damit ein wichtiges Werkzeug zur Bewertung und zum Vergleich der Prognosemodelle
dar. Ist die Fehlerverteilung bspw. keine Normalverteilung mit einem Erwartungswert un-
gleich Null oder mehreren Extrema, lassen sich systematische Einﬂüsse vermuten, die nicht
durch das Modell erfasst wurden. Weiterhin bedeutet eine kleine Standardabweichung eine
entsprechend hohe Vorhersagegüte.
Analog zu Gleichung 3.21 lässt sich aus der Verteilung des Störterms aus Gleichung 3.7
(siehe Kapitel 3.4.2) die Fehlerverteilung FVMZ,t des Modellierungszeitraums MZ als Ab-
weichung zwischen der Regressionsfunktion des DIX und den historischen Preisen ableiten:
FVMZ,t = DIXRegression,MZ,t −DIXRealisierung,MZ,t (3.22)
Der Vergleich beider Fehlerverteilungen ermöglicht weitere Schlussfolgerungen. Auch hier-
für sind die Standardabweichung, Erwartungswert und Verteilungsart wichtige Größen.
Unterschiede zwischen beiden Verteilungsarten kann bspw. auf eine Änderung der funda-
mentalen Preisbildung hindeuten. In Abbildung 3.8 ist zusätzlich zu der exemplarischen
Fehlerverteilung des Modellierungszeitraums aus Abbildung 3.6 noch die Fehlerverteilung
des Backtestingzeitraums des selben Modells dargestellt.
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Abbildung 3.8: Vergleich der Fehlerverteilungen FVMZ,t und FVBZ,t
Der Vergleich zeigt, dass beide Verteilungsfunktionen normalverteilt sind mit einem Er-
wartungswert von näherungsweise Null. Lediglich die Standardabweichung der Fehlerver-
teilungen unterscheidet sich. Während die Standardabweichung der Fehlerverteilung für
den Modellierungszeitraum bei 8,1EUR/MWh liegt, steigt sie für den Backtestingzeit-
raum auf 8,6EUR/MWh. Die quadratischen Fehler haben demnach beim BZ im Vergleich
zum MZ bei gleichem Modell zugenommen.
3.5 Pfadgenerierung der Preisprognose mit stochasti-
schen Prozessen
Im kontinuierlichen Intraday-Markt können Handelsgeschäfte zu beliebigen Zeitpunkten
innerhalb des Handelszeitraums eines Produktes durchgeführt werden. Die Zeitreihe der
einzelnen Handelsgeschäfte ist demnach nicht äquidistant. Für eine eﬀektive Modellie-
rung u.a. mit fundamentalen Einﬂussfaktoren und für die Bildung einer Preisprognose
wird daher im Rahmen dieser Arbeit ein zeitabhängiger Intraday-Index IX (siehe Kapitel
3.2) eingeführt. Dieser Index komprimiert die ursprünglichen Transaktionsdaten zu einer
äquidistanten Preis- und Volumenzeitreihe. Die Preise ergeben sich dabei als volumenge-
wichtete Mittelwerte aller Handelsgeschäfte und das Volumen als kumulierte Summe der
Einzelvolumina bei deﬁnierter Intervallbreite (siehe Gleichung 3.1).
Die entwickelten Preisprognosen stellen demnach eine Folge der erwarteten Preismittel-
werte für zukünftige Handelsperioden dar. Erst durch die Bildung dieses Indexes sind
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die in dieser Arbeit vorgestellten Verfahren und Modelle (siehe Kapitel 3.3 und 3.4) um-
setzbar. Aufbauend auf diesem Modellansatz lässt sich jedoch auch zusätzlich eine Rück-
führung von den gemittelten Preisintervallen auf einen kontinuierlichen Handelsverlauf
durchführen, was insbesondere aus Sicht der Bewertung von Intraday-Produkten hilfreich
sein kann. Das dafür in dieser Arbeit entwickelte Verfahren beruht auf stochastischen
Diﬀerentialgleichungen (Vgl. Kapitel 2.6.4) und wird im Weiteren näher erläutert.
Zur Veranschaulichung ist in der folgenden Abbildung 3.9 exemplarisch der Verlauf des
vergangenen Intraday-Indexes IX und die aus dem Modell resultierende Preisprognose
des IX für zukünftige Handelsperioden (mit 15-minütiger Intervallbreite) dargestellt.
Abbildung 3.9: Exemplarischer Verlauf des vergangenen und prognos-
tizierten Intraday-Indexes IX sowie eine Realisierung des dazugehörigen
arithmetischen Prozesses
Aus der Abbildung 3.9 ist zu erkennen, dass der Intraday-Index der vergangenen drei
Viertelstunden bis zum aktuellen Zeitpunkt, ab dem die Prognose beginnt (8:30Uhr),
zunimmt. Dieser Trend, basierend auf dem Vorhersagemodell für die zukünftigen viertel-
stündlichen Handelsperioden, setzt sich mit der Preisprognose des IX ab 8:30Uhr bis zum
Handelsschluss um 10:15Uhr fort. Dem Trend folgend ist darüber hinaus eine mögliche
Realisierung eines stochastischen Prozesses, der sich aus den Parametern der Preispro-
gnose des IX ableitet, dargestellt.
Um eine derartige Realisierung bzw. einen Preisverlauf zu erhalten, wird auf die in Kapi-
tel 2.6.4 beschriebenen stochastischen Prozesse mit normalverteilten Zuwächsen zurück-
gegriﬀen. In Kapitel 2.6.4 wurden arithmetische und geometrische Prozesse vorgestellt,
die neben einer Vielzahl anderer Prozesse besondere Eigenschaften aufweisen, die für die
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Preismodellierung vorteilhaft sind. Da am Intraday-Markt negative Preise existieren, ist
die Verwendung geometrischer Prozesse für die Modellierung nicht möglich (Vgl. Kapitel
2.6.4). Es wird daher im Weiteren auf arithmetische Prozesse zurückgegriﬀen, die negative
Werte zulassen und eine lineare Trendfunktion haben.
Die exakte Lösung einer arithmetischen stochastischen Diﬀerentialgleichung ergibt sich
wie folgt (Vgl. Gleichung 2.15):
Xt = μt+ σWt +X0 (3.23)
Die Trendfunktion ist dementsprechend linear (Vgl. Gleichung 2.16):
f(t) = μt+X0 (3.24)
Die Modellierung des arithmetischen Prozesses erfordert demnach eine deterministische
und eine stochastische Komponente (Vgl. Kapitel 2.6.4). Die Zufallskomponente wird über
standardnormalverteilte Zuwächse Wt abgebildet, die über den Parameter der Standard-
abweichung gesteuert werden. Für die Standardabweichungen können die Ergebnisse aus
dem Markow-Ketten-Modell (siehe Kapitel 3.3 und 4.1) verwendet werden. Die Zuwächse
können damit in Abhängigkeit des Handelsabschnittes modelliert werden. Weiterhin kön-
nen die Ergebnisse in Abbildung 4.4 Aufschluss über die Streuung der normalverteilten
Zuwächse in Abhängigkeit des absoluten Preisniveaus geben.
Als deterministische Komponente wird eine abschnittsweise lineare Trendfunktion ver-
wendet. Diese ermöglicht beliebige Arten von Trends der Preisprognose abzubilden. In
Abbildung 3.9 ist die stückweise lineare Trendfunktion der exemplarischen Preisprognose
des IX für zukünftige Handelsabschnitte bis zum Handelsschluss dargestellt. Um aus der
Treppenfunktion des IX eine stetige, abschnittsweise lineare Funktion zu erhalten, wird
das Newtonsche Interpolationsverfahren verwendet [50]. Als Stützpunkte für die Interpola-
tion werden jeweils die Zeitpunkte zu Beginn eines Handelsabschnittes verwendet, sodass
die Trendfunktion am Ende eines Abschnittes immer das Niveau des prognostizierten
Erwartungswertes der folgenden Periode annimmt. Da im letzten Intervall vor Handels-
schluss kein weiterer Abschnitt folgt, hat die lineare Trendfunktion in diesem Intervall
einen Anstieg von Null.
Die folgende Abbildung 3.10 zeigt die schematische Anwendung des Newtonschen Inter-
polationsverfahrens zur Modellierung abschnittsweise linearer Trendfunktionen.
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Abbildung 3.10: Schematische Darstellung des Intraday-Indexes IX für
mehrere Handelsabschnitte zur Bestimmung der abschnittsweise deﬁnierten
linearen Trendfunktion
Mit der aufgezeigten Nomenklatur ergibt sich folgendes Newtonsches Interpolationspoly-
nom [50]:
f(t) =
IX(k+1)b − IXk·b
t(k+1)b − tk·b
(
t− tk·b
)
+ IXk·b ; k ∈ N (3.25)
Die Variable k gibt die Nummerierung des Handelsabschnittes an, wobei k = 1 der letzten
Periode vor Handelsschluss entspricht. tk stellt den Zeitpunkt an den Stützstellen dar und
IXk den jeweiligen Erwartungswert bzw. σk die Standardabweichung des prognostizierten
Intraday-Indexes je Handelsabschnitt.
Durch Einsetzen dieser abschnittsweise deﬁnierten linearen Trendfunktion aus Gleichung
3.25 in die Grundgleichung der arithmetischen stochastischen Diﬀerentialgleichung 2.15
ergibt sich die gesuchte Lösung der SDGL:
Xt =
IX(k+1)b − IXk·b
t(k+1)b − tk·b︸ ︷︷ ︸
=μ
(
t− tk·b
)
+ σ(k+1)bWt + IXk·b︸ ︷︷ ︸
=X0
; k ∈ N (3.26)
Mit Hilfe dieser stochastischen Gleichung 3.26 können die am Anfang dieses Kapitels be-
schriebenen Pfade für zukünftige Strompreisverläufe beliebig generiert werden. Auf Basis
dieser Gleichung werden Trend und Streuung in dem Modell dargestellt. Durch eine pro-
grammiertechnische Umsetzung kann eine hinreichend große Anzahl an zufälligen Pfaden
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generiert werden.
3.6 Modellierung mit Python
Zur Modellierung einer Preisprognose ist insbesondere in Kurzfristmärkten eine außeror-
dentlich große Anzahl an Daten eﬃzient und schnell zu verarbeiten (Vgl. Kapitel 3.1).
Darüber hinaus müssen die funktionalen Zusammenhänge, die in den vorangegangen Ka-
piteln der Modell- und Verfahrensbildung erstellt wurden, abgebildet werden. In der vor-
liegenden Arbeit kommt daher die Programmiersprache Python9 zum Einsatz.
Mit Hilfe der Pandas-Bibliothek in Python können insbesondere große Datenmengen eﬃ-
zient verarbeitet werden [52]. Das Verwalten und Ausführen von Rechenoperationen auf
Datentabellen mit mehr als 30Millionen Daten ist ohne Einschränkungen mit sehr guter
Performance umsetzbar. Insgesamt wurden in dieser Arbeit mehr als 6Millionen Transak-
tionen, das entspricht ca. 30Millionen Datenpunkten, sowie 500.000 Prognose- und Ein-
zeldaten ausgewertet. Die graﬁsche Auswertung erfolgt über die Matplotlib-Bibliothek
[53].
Alle Berechnungen und Analysen mit Python wurden auf einem Mac OS X 10.10 mit
1.8GHz Dual-Core Intel Core i7 und 4GB 1333MHz DDR3 Memory durchgeführt.
9Python ist eine höhere objektorientierte Programmiersprache [51].
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4.1 Markow-Ketten-Modell
Das Markow-Ketten-Modell beruht auf der Annahme, dass eine Preisvorhersage mit hoher
Prognosegüte allein basierend auf den vergangenen Preisen erstellt werden kann. Das in
Kapitel 3.3 vorgestellte Modell wurde für die vorhandenen Intraday-Preise im Zeitraum
2012 bis 2014 angewandt. Wie aus der Deﬁnition hervorgeht, beschreibt ein Markow-
Modell stets Übergangswahrscheinlichkeiten zwischen den Elementen einer Kette. Diese
Elemente stellen in diesem Fall die in Preisbins zusammengefassten Intraday-Strompreise,
des zeitabhängigen Intraday-Indexes IX, dar. Aus den historischen Daten vergangener
Übergänge jeweils zwischen zwei Elementen lassen sich Übergangsmatrizen P erstellen
(siehe Formel 2.10), die die Wahrscheinlichkeitsverteilungen des Übergangs von einem
Preisbin zu einem Folgenden beinhalten.
Eine aus den historischen Preisdaten für ein zufällig gewähltes Stundenhandelsprodukt
resultierende (realisierte) Übergangsverteilung ist in der folgenden Abbildung 4.1 dar-
gestellt. Der IX wurde dabei in 15-minütiger Intervallbreite gewählt, um die Grundge-
samtheit der Daten, und damit der Übergänge zwischen den Preisbins, im Vergleich zur
Stundenrasterung zu erhöhen.
67
68 Kapitel 4. Exemplarische Ergebnisse
Abbildung 4.1: Verteilung der Übergangswahrscheinlichkeiten vom Preis-
bin (29,30] auf das folgende Bin bei einer 15-minütigen Intervallbreite des
IX
In Diagramm 4.1 ist, ausgehend vom Preisbin (29,30], die Verteilung der Übergangs-
wahrscheinlichkeiten auf benachbarte Preisbins sowie auf sich selbst dargestellt. Aus den
Ergebnissen wird ersichtlich, dass die Übergangswahrscheinlichkeiten zum nächsten Bin
näherungsweise normalverteilt sind. Die angepasste Normalverteilung ergibt sich dabei
mit einer Standardabweichung von 2,8EUR/MWh. Mit der höchsten auftretenden Wahr-
scheinlichkeit von 16% wird sich der Preis im nächsten Zeitschritt wieder im selben Bin
(29,30] beﬁnden.
Um auszuschließen, dass es sich hierbei um ein zufälliges Ergebnis handelt, wurde die-
se Analyse für alle weiteren Produkte, Intervallbreiten, Handelszeiträume vor Handels-
schluss sowie verschiedene Binbreiten durchgeführt. Zur besseren Veranschaulichung der
weiteren Untersuchungsergebnisse werden in Abbildung 4.2 für ein Stundenprodukt die
Übergangsverteilungen zwischen mehreren benachbarten Bins in einem dreidimensionalen
Diagramm dargestellt. Dabei wird die Intervallbreite auf 5Minuten verkleinert, um die
Grundgesamtheit der Daten zu erhöhen.
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Abbildung 4.2: Dreidimensionale Darstellung der Verteilung der Über-
gangswahrscheinlichkeiten zwischen den Bins im Bereich von 10 bis
39EUR/MWh bei einer 5-minütigen Intervallbreite des IX
Die Abbildung zeigt die Übergangsmatrix mit diagonal verlaufenden näherungsweise nor-
malverteilten Übergangsverteilungen. Der Erwartungswert der Übergangswahrscheinlich-
keiten (z-Achse) liegt somit bei allen Bins im Mittel bei sich selbst. Eine Diagonalma-
trix als Übergangsmatrix bestätigt die bereits vorher geäußerte Vermutung, dass der
Markt keine systematischen Preisbewegungen aufzeigt. Die in der Abbildung ersichtli-
chen Schwankungen bzw. Abweichungen von einer idealen Normalverteilung liegen in der
zu geringen Datenmenge begründet.
Die Projektion der Verteilungen auf eine Fläche (siehe Abbildung 4.2) eignet sich besser
für Auswertungen und Analyse der Verteilungsmuster als die dreidimensionale Graﬁk.
Für einen größeren Bereich der Preisbins, von 0 bis 76EUR/MWh, ist diese Projektion
in Abbildung 4.3 dargestellt.
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Abbildung 4.3: Verteilung der Übergangswahrscheinlichkeiten zwischen
den Bins im Bereich von 0 bis 76EUR/MWh bei einer 5-minütigen Inter-
vallbreite des IX
Die Graﬁk zeigt auch für einen erweiterten Preisbereich, dass die Übergangswahrschein-
lichkeitsverteilungen unabhängig von dem absoluten Preisniveau normalverteilt sind. Nur
bei niedrigen (kleiner als 10EUR/MWh) bzw. hohen (größer als 65EUR/MWh) absoluten
Preisniveaus sind die Verteilungen nicht mehr normalverteilt.
Um die verschiedenen Preisniveaus besser vergleichen zu können, werden im Folgen-
den die mittleren Standardabweichungen der angepassten Normalverteilungen über einen
im Vergleich zur vorherigen Betrachtung nochmals vergrößerten Preisbereich (-17 bis
88EUR/MWh) berechnet. Die Ergebnisse sind in Abbildung 4.4 dargestellt. Dabei wird
die Intervallbreite des zeitabhängigen Intraday-Indexes (IX) mit 5, 15 und 60Minuten
variiert (siehe Kapitel 3.2).
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Abbildung 4.4: Standardabweichungen der Verteilung der Übergangs-
wahrscheinlichkeiten bei 5, 15 und 60-minütigenr Intervallbreite des IX
Aus Abbildung 4.4 ist erkennbar, dass die Standardabweichungen im Preisbereich zwi-
schen 30 und 40EUR/MWh am kleinsten sind. Für eine Intervallbreite von bspw. 60Mi-
nuten liegt σ in diesem Bereich bei 4EUR/MWh. Auch hier zeigt sich wie in der vorherigen
Analyse, dass bei höheren bzw. niedrigeren Preisen die Standardabweichungen zunehmen,
für die selbe Intervallbreite bis 10,6EUR/MWh. Diese Ergebnisse haben zwei Ursachen:
Erstens ist die historische Datenmenge zwischen 30 und 40EUR/MWh im Vergleich zu
den anderen Bereichen und damit auch die Zahl der Übergänge am höchsten. Das bestä-
tigt auch die relative Häuﬁgkeitsverteilung des Intraday-Indexes IX für die letzten fünf
Handelsperioden mit 60-minütiger Intervallbreite in Abbildung 4.5. Im Umkehrschluss
bedeutet das, dass auf Grund der geringen Datenmenge bei sehr kleinen bzw. sehr hohen
Strompreisen nur wenige historische Preisübergänge zwischen den Bins vorliegen. Ausrei-
ßer haben damit einen vergleichsweise größeren Einﬂuss auf die Übergangsverteilungen.
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Abbildung 4.5: Relative Häuﬁgkeitsverteilung der Preisbins der letzten
fünf Handelsperioden bei 60-minütigen Intervallbreite des IX in den Jahren
2012 bis 2014
Die zweite Ursache lässt sich aus der Merit-Order ableiten (Vgl. Abbildung 2.2). Da die
Erzeugungs-Merit-Order, die nach steigenden Grenzkosten sortierten Erzeugungskapazi-
täten, in Deutschland nicht linear ist, haben Verbrauchs- sowie Erzeugungsschwankungen
unterschiedliche große Preiseﬀekte. Im Preisbereich zwischen 30 und 40EUR/MWh ste-
hen hinreichend viel ﬂexible Erzeugungskapazitäten, wie bspw. Kohle- und Gaskraftwerke,
zur Verfügung, deren Einspeisemenge dem Bedarf zeitnahe und kostenminimal angepasst
werden kann. Eine Abweichung des Verbrauchs hat demnach einen geringen Einﬂuss auf
den Strompreis, die Merit-Order ist dementsprechend ﬂach.
Zur Deckung von sehr hohen Verbrauchsmengen kommen jedoch weniger Kraftwerke mit
sehr hohen variablen Kosten zum Einsatz. Eine Verbrauchsabweichung oder bspw. ein
Kraftwerksausfall hat somit eine große Veränderung des Strompreises zur Folge. Das glei-
che gilt für sehr niedrige Preise, insbesondere negative Preise, bei denen nur bedingt
weitere Erzeugungsanlagen abgeschaltet bzw. weitere Verbrauchsanlagen hinzu geschal-
tet werden können. In diesen Preisniveaus führen Abweichungen demnach zu größeren
Preissprüngen als im mittleren Preisbereich, sodass sich auch größere Streuungen bei den
Übergängen zwischen den Preisbins ergeben.
Von weiterem Einﬂuss ist die Intervallbreite. Mit abnehmender Intervallbreite gehen die
Standardabweichungen der Verteilungen zurück. Von 60- auf 5-minütige Granularität sin-
ken die Standardabweichungen um teilweise bis zu 5EUR/MWh. Dieser Einﬂuss lässt sich
wie folgt erklären. Durch die Verkleinerung der Intervallbreite werden die Preissprünge
zwischen Bins in kleinere Schritte aufgeteilt, sodass die Wertediﬀerenz zwischen zwei Bins
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abnimmt. In gleichem Maße steigt die Anzahl der Übergänge. Da die Übergangsverteilun-
gen immer nur relative Preissprünge betrachten, sinkt die Streuung dieser Verteilungen.
Dieser Einﬂuss ist bei sehr hohen bzw. sehr niedrigen Preisniveaus, wie bereits vorher
erläutert auf Grund der größeren Preiseﬀekte, besonders ausgeprägt und führt zu einer
größeren Reduzierung als im Bereich zwischen 30 und 40EUR/MWh. Je nach Art der
Anwendung ist demnach eine entsprechend günstige Intervallbreite zu wählen.
Die Laufzeit für die Berechnung der zeitabhängigen Preisindizes dauerte für die Daten-
historie von 2012 bis 2014 mit ca. 6Millionen Transaktionen etwa 10Minuten. Da die
Preisindizes sowohl für das Markow-Ketten- als auch für die Regressionsmodelle benötigt
werden und bei der Erstellung der Prognose nicht jedesmal neu bestimmt werden müssen,
wurden die Preisindizes nach einmaliger Berechnung im Hierarchical Data Format (HDF)
gespeichert [54] . HDF ermöglicht ein eﬃzientes Speichern großer Datensätzen ohne das
diese dabei ihr Originalformat verlieren. Alle Modelle greifen in den weiteren Verarbei-
tungsschritten wieder auf diese HDF-Dateien zu. Die Laufzeit für den Datenzugriﬀ ist
vernachlässigbar.
Für das Binning und die Berechnung der Übergangsmatrizen lag die Laufzeit je nach
gewählten Parametern, wie bspw. Größe der Datenhistorie und Intervallbreite, maximal
bei ca. 3Minuten. Die Übergangsmatrizen wurden ebenfalls in HDF-Dateien abgelegt,
sodass sie zur Preisprognose ohne zeitliche Verzögerung zur Verfügung stehen.
4.2 Regressionsmodell
4.2.1 Einfaches Regressionsmodell Windenergie
Windenergie hat bis heute den größten Anteil an der gesamten Stromerzeugung aus er-
neuerbaren Energien in Deutschland mit einer Bruttostromerzeugung von ca. 56TWh im
Jahr 2014. Damit wurden 2014 allein aus Windenergie 9,7% des Bruttostromverbrauchs
gedeckt [34]. Da die Einspeisemengen aus Windenergieanlagen natürlichen Schwankun-
gen unterliegen, die trotz bestmöglicher Vorhersagen nicht exakt prognostiziert werden
können, ist ein Einﬂuss dieser Prognoseabweichungen auf den Intraday-Strompreis zu er-
warten. Diese Vermutung wurde in der Hypothese 1 im Kapitel 2.4.1 formuliert.
In Abbildung 4.6 sind die Streudiagramme der Einzelregressionen der Index-Diﬀerenz DIX
in Abhängigkeit von den prognostizierten Einspeisemengen für Windenergieanlagen dar-
gestellt. Dabei werden die Stundenprodukte am Intraday-Markt mit Lieferung tagsüber
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zwischen 8 und 20Uhr mit denen zur Nachtzeit miteinander verglichen. In beiden Fällen
wird die letzte Handelsperiode 1 (vor Handelsschluss) betrachtet. Die Information der
Prognose steht zu Beginn der Handelsperiode zur Verfügung.
Abbildung 4.6: Regressionen des DIX in der letzten Handelsperiode in Ab-
hängigkeit der Prognoseabweichungen von Windenergie während des Tages
und der Nacht
Die Regressionsanalyse bestätigt die erwartete negative Korrelation (Hypothese 1). Die
Regressionskoeﬃzienten βWIND ergeben sich zu -4,4EUR/MWh pro GW Prognoseabwei-
chung für die Handelsprodukte am Tag zwischen 8 und 20Uhr und -5,0EUR/MWh pro
GW für die Nachtstunden von 0 bis 8Uhr und 20 bis 24Uhr. Der Intraday-Strompreis
nimmt demnach mit steigender prognostizierter Windmenge ab. Bei Betrachtung aller
Handelsprodukte (Tag und Nacht / 0 bis 24 Uhr) liegt βWIND für die letzten Handel-
speriode bei -4,7 EUR/MWh pro GW Prognoseabweichung. Die Bestimmtheitsmaße R2
liegen bei maximal 0,12. Der vergleichsweise geringere Einﬂuss am Tag lässt sich da-
durch erklären, dass zu dieser Zeit weitere Einﬂussfaktoren, wie bspw. Photovoltaik, an
der Preisbildung am Intraday-Markt mitwirken. Außerdem ist die Liquidität am Markt in
den Nachtstunden deutlich geringer als am Tag. Die gleiche aus einer Prognoseabweichung
resultierende Energiemenge hat damit in den Schwachlastzeiten einen größeren Preiseﬀekt
als am Tag.
Die zweite im Kapitel 2.4.1 aufgestellte Annahme (Hypothese 2) beschreibt, dass der
Einﬂuss der Prognoseabweichungen mit abnehmender Vorlaufzeit zwischen Informations-
erhalt (Erstellungszeitpunkt tErstell der Prognose) und Handelstätigkeit in der jeweiligen
Handelsperiode zunimmt. Zur Untersuchung dieser Hypothese werden im Folgenden der
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Erstellungszeitpunkt der Prognose sowie die Handelsperiode variiert, alle anderen Para-
meter aber konstant gehalten.
Der Vergleich verschiedener Vorlaufzeiten zwischen dem Erstellungszeitpunkt der Progno-
se und der letzten Handelsperiode für alle Handelsprodukte (Tag und Nacht) zeigen keine
Veränderung der negativen Korrelation. Selbst bei fünf Stunden Vorlaufzeit ergibt sich ein
Regressionskoeﬃzient von -4,8EUR/MWh pro GW Prognoseabweichung. Das Bestimmt-
heitsmaß verringert sich jedoch von 10,0 bei einer Stunde Vorlaufzeit auf 7,1 bei fünf
Stunden.
Im Bezug auf die Hypothese 2 zeigen die Ergebnisse demnach, dass der Einﬂuss von Pro-
gnoseabweichungen aus Windenergie unabhängig von der Vorlaufzeit ist. Dennoch zeigt
sich, dass der lineare Zusammenhang zwischen beiden Variablen mit abnehmender Vor-
laufzeit zunimmt. Die Aussagekraft dieses Modells steigt demnach mit kürzerem zeitlichen
Abstand.
4.2.2 Einfaches Regressionsmodell Photovoltaik
Mit einer Bruttostromerzeugung von ca. 35TWh im Jahr 2014 tragen Photovoltaikanlagen
mittlerweile einen signiﬁkanten Anteil zur Gesamtstromerzeugung in Deutschland bei [34].
Da Photovoltaikanlagen nur tagsüber Strom erzeugen, beschränken sich die folgenden
Ergebnisse der Regressionsanalysen auf den Zeitraum zwischen 7:00 und 21:00 Uhr.
Zu Beginn wird die Sensitivität der Tageszeit betrachtet. Dazu werden die Regressionen
für den Zeitraum zwischen 8 und 20Uhr (Handelsprodukte Stunde 9 bis 20) mit der
Periode mit hoher Sonneneinstrahlung (Vgl. [55]) zwischen 10 und 14Uhr (Handelspro-
dukte Stunde 11 bis 14) verglichen. Beide Streudiagramme der linearen Regressionen der
zeitabhängigen Index-Diﬀerenz Day-Ahead zu Intraday (DIX) in Abhängigkeit von den
Einspeiseprognosen für Photovoltaik sind in Abbildung 4.7 dargestellt.
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Abbildung 4.7: Regressionen des DIX in der letzten Handelsperiode in
Abhängigkeit von den Prognoseabweichungen der Photovoltaik am Tag und
zur Mittagszeit
Die Regressionsanalysen für beide Tageszeiten ergeben die in der Hypothese 1 (siehe
Kapitel 2.4.1) formulierte negative Korrelation. Zunehmende prognostizierte Einspeise-
mengen führen zu einem fallenden Intraday-Strompreis und umgekehrt. Für die Mittags-
zeit (10 bis 14Uhr), bei durchschnittlich höchster Sonneneinstrahlung, ergibt sich βPV
zu -5,5EUR/MWh pro GW Prognoseabweichung. Für den gesamten Zeitraum der Stun-
denprodukte von 8 bis 20Uhr liegt βPV bei -5,0 EUR/MWh. Das Bestimmtheitsmaß R2
für den Zeitraum der Mittagsstunden ist mit 0,25 jedoch nahezu doppelt so hoch wie
für den Tageszeitraum mit lediglich 0,13. Die Unterschiede beider Ergebnisse lassen sich
dadurch erklären, dass in den Mittagsstunden in Deutschland auf Grund der hohen Son-
neneinstrahlung mit der höchsten Stromeinspeisung aus Photovoltaikanlagen zu rechnen
ist. Die Prognosefehler sind demnach in diesem Zeiten am Größten und somit von signi-
ﬁkanterem Einﬂuss als in sonnenschwachen Stunden.
Darüber hinaus zeigt das Diagramm in Abbildung 4.7 für das Tagesprodukt 8 bis 20Uhr
eine große Streuung bei einer Prognoseabweichung von 0MW. Das liegt darin begründet,
dass die Ergebnisse der Regressionsanalyse auf den historischen Daten der zusammenlie-
genden Sommer- und Wintermonate der vergangenen Jahre basieren. Die im Vergleich
zum Sommer kürzere Sonnenscheindauer in den Wintermonaten führt dazu, dass in ei-
nige Handelsprodukten am frühen Morgen und späten Abend, wie bspw. in Stunde 9
und Stunde 20, auf Grund der fehlenden Sonneneinstrahlung keine Stromerzeugung aus
Photovoltaikanlagen erfolgen kann.
Ein Vergleich dieser Ergebnisse mit denen der Regressionsanalyse für Windenergie (siehe
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Kapitel 4.2.1) ist nur bedingt möglich, da der Einﬂuss von Photovoltaik insbesondere nur
zu den Mittagsstunden signiﬁkant ist, während der Einﬂuss der Windenergie ganztägig
vorherrscht.
Im Folgenden wird analog zu Kapitel 4.2.1 die Abhängigkeit der Vorlaufzeit zwischen der
Prognoseerstellung und der Handelsperiode untersucht. Abbildung 4.8 zeigt zwei Streu-
diagramme der Einzelregressionen für die letzte Handelsperiode vor Handelsschluss für
die Stundenprodukte 11 bis 14. Im Gegensatz zu den vorherigen Ergebnissen (siehe Ab-
bildung 4.7), bei denen stets die letzten verfügbaren Prognosen vor Beginn der letzten
Handelsperiode verwendet wurden, werden im Folgenden Prognosen mit einer und vier
Stunden Vorlaufzeit untersucht.
Abbildung 4.8: Regressionen des DIX in der letzten Handelsperiode in
Abhängigkeit der Vorlaufzeit der Prognoseerstellung zum Beginn der Han-
delsperiode
Der Vergleich der Regressionen bestätigt die zweite in Kapitel 2.4.1 aufgestellt Hypo-
these 2 deutlich: Der Einﬂuss nimmt mit zunehmender Vorlaufzeit ab. Für die Stun-
den mit hoher Sonneneinstrahlung (Handelsprodukte Stunde 11 bis 14) liegt βPV bei
-5,5 EUR/MWh pro GW Prognoseabweichung bei Null Stunden Vorlaufzeit. Bei einer
Stunde Vorlaufzeit reduziert sich der Regressionskoeﬃzient auf -5,4 EUR/MWh pro GW.
Das Bestimmtheitsmaß R2 verringert sich jedoch von 0,25 auf 0,19. Ein stärkerer Einﬂuss
zeigt sich bei fünf Stunden Vorlaufzeit. βPV ergibt sich für fünf Stunden zu -4,2EUR/MWh
pro GW Prognoseabweichung und das Bestimmtheitsmaß fällt deutlich auf 0,06. Der
Grund für die Abhängigkeit zur Vorlaufzeit zwischen Informationserhalt der Prognose
(tErstell) und Beginn der Handelsperiode liegt darin, dass die Prognosen mit zunehmen-
der Vorlaufzeit auch unsicherer sind. Es gilt daher im Bilanzkreismanagement von EEG-
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Anlagen das Optimum zwischen Zeitpunkt der Handelsaktivität und Unsicherheit der
Einspeiseprognosen zu ﬁnden.
4.2.3 Einfaches Regressionsmodell Regelenergieabruf
Aus Kapitel 2.4.3 geht hervor, dass das Regelzonensaldo (RZS) ein direkter Indikator
für die Abweichung vom Gleichgewichtszustand im Netzregelverbund (NRV) ist. Der Ein-
ﬂuss des Regelenergieabrufs auf den Strompreis wird daher mittels der Regressionsanalyse
untersucht.
Die Streudiagramme in Abbildung 4.9 zeigen die linearen Regressionen des DIX für die
letzte Periode vor Handelsschluss in Abhängigkeit des RZS für Handelsprodukte mit Lie-
ferung am Tag und während den Nachtstunden. Auf Grund der zeitlichen Verzögerung
zwischen dem Erhalt der Information des RZS und dem Handel am Intraday-Markt (Vgl.
Kapitel 2.4.3), können frühestens die RZS-Werte mit einer Stunde Vorlaufzeit vor Beginn
der Handelsperiode für Handelsentscheidungen verwendet werden.
Abbildung 4.9: Regressionen des DIX in der letzten Handelsperiode in
Abhängigkeit vom RZS für Handelsstunden am Tag und der Nacht
Die Ergebnisse der Einzelregression bestätigen die im Kapitel 2.4.3 aufgestellte Hypothe-
se 5: Die Index-Diﬀerenz Day-Ahead zu Intraday (DIX) zeigt eine positive Korrelation
zum Regelenergieabruf. Bei Abruf positiver Regelenergie für die Stundenprodukte zwi-
schen 8 und 20Uhr (Tag) ergibt sich βRZS zu 10,5EUR/MWh pro GW Regelzonensaldo.
In den Nachtstunden ist der Regressionskoeﬃzient mit 8,6EUR/MWh pro GW geringer.
Die Bestimmtheitsmaße R2 sind im Vergleich zu den anderen Regressionsmodellen, wie
bspw. Windenergie und Photovoltaik, mit einem Einﬂussfaktor deutlich höher, tagsüber
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bei 0,29 und in den Nachtstunden bei 0,13. Es kann angenommen werden, dass das ge-
ringere Bestimmtheitsmaß für die Nachtstunden eine Folge der geringeren Liquidität der
Handelsprodukte ist, da in diesen Stunden der Strompreis größeren Preissprüngen ausge-
setzt ist, die nicht fundamental im Zusammenhang mit dem Regelenergieabruf stehen.
Neben dem Vergleich der verschiedenen Handelsprodukte kann auch die anfangs erläuterte
zeitliche Verzögerung zwischen Informationserhalt und Handel variiert werden. Dabei zeigt
sich eine starke Abhängigkeit der Ergebnisse vom zeitlichen Abstand. Hypothese 6 kann
somit bestätigt werden. Diese Abhängigkeit wird beispielhaft für zwei Regressionen mit
Handelsstunden am Tag mit einer zeitlichen Verzögerung von zwei und fünf Stunden vor
Beginn der letzten Handelsperiode in Abbildung 4.10 dargestellt.
Abbildung 4.10: Regressionen des DIX in der letzten Handelsperiode in
Abhängigkeit vom RZS mit zeitlicher Verzögerung von einer Stunde und
von fünf Stunden
Der Analyse zeigt, dass die positive Korrelation mit zunehmendem zeitlichen Abstand
abnimmt. Lag der Regressionskoeﬃzient in der vorherigen Untersuchung bei einer Stunde
Vorlaufzeit noch bei 10,5EUR/MWh pro GW Regelzonensaldo, verringert sich βRZS bei
zwei Stunden auf 8,8EUR/MWh pro GW und bei fünf Stunden sogar auf 4,9EUR/MWh
pro GW. Die Bestimmtheitsmaße fallen entsprechend auf 0,2 bzw. 0,05. Die Ergebnisse
lassen sich dadurch erklären, dass bei größerer Vorlaufzeit die Wahrscheinlichkeit für Än-
derungen des Abrufs von Regelenergie im NRV grundsätzlich zunimmt. Die Abweichungen
vom Gleichgewichtszustand haben sich daher bei großen zeitlichen Abständen mit hoher
Wahrscheinlichkeit bis zur Handelsentscheidung verändert, sodass deren Einﬂuss geringer
ausfallen muss.
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Eine weitere zu untersuchende Parametervariation ist die Handelsperiode. Bisher wurde
jeweils die letzte Handelsperiode vor Handelsschluss betrachtet. Diese Periode hat die
sichersten Vorhersageinformationen für die 45 bzw. 30Minuten später erfolgende physika-
lische Lieferung. Im Folgenden wird daher für die Tagstunden konstanter Vorlaufzeit die
Handelsperiode variiert. Die Abbildung 4.11 zeigt zwei Streudiagramme der Einzelregres-
sionen für die Handelsperiode 2 und 5.
Abbildung 4.11: Regressionen des DIX in Abhängigkeit vom RZS in den
Handelsperioden 2 und 5
Die Regressionsanalysen ergeben, dass trotz gleicher Vorlaufzeit der Informationen von
einer Stunde der Einﬂuss der Handelsperiode auf den Strompreis mit zunehmendem
Abstand zur Lieferung abnimmt. Für die vorletzte Handelsperiode 2 hat sich der Re-
gressionskoeﬃzient βRZS im Vergleich zur vorher analysierten letzten Handelsperiode
von 10,5EUR/MWh pro GW RZS auf 7,6 EUR/MWh pro GW verringert. Bei länge-
rer Vorlaufzeit zur Lieferung, der Handelsperiode 5, liegt der Koeﬃzient nur noch bei
3,6 EUR/MWh pro GW. Die Bestimmtheitsmaße verringern sich ebenfalls auf 0,27 und
0,16. Aus diesen Ergebnissen wird deutlich, dass der Regelenergieabruf nur für die letzten
Handelsperioden von großer Bedeutung ist und in den vorherigen Perioden andere Ein-
ﬂussfaktoren, wie bspw. die Prognoseabweichungen aus Windenergie und Photovoltaik,
preisbestimmend sind.
4.2.4 Einfaches Regressionsmodell Last
In den vorangegangenen Kapiteln 4.2.1 und 4.2.2 wurde der Nachweis einer Abhängigkeit
des Intraday-Strompreise von Prognoseabweichungen der Einspeisemengen aus erneuerba-
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ren Energien erbracht. Eine Abhängigkeit ist ebenfalls durch Schwankungen der progno-
stizierten Verbrauchsmengen zu erwarten. Die in Kapitel 2.4.2 beschriebene Hypothese
3 nimmt eine positive Korrelation zwischen beiden Größen sowie eine entsprechende Zeit-
abhängigkeit an. Im Folgenden werden diese Annahmen überprüft.
Analog zu den vorherigen Analysen werden die Regressionen der Index-Diﬀerenz DIX für
die letzte Handelsperiode der Handelsprodukte am Tag (8 bis 20Uhr) und zur Nacht (0 bis
8Uhr sowie 20 bis 24Uhr) durchgeführt. Die Abweichungen der Lastprognose sind dabei
die Diﬀerenzmengen zwischen der Day-Ahead-Vorhersage und der letzten, eine Stunde
vor Beginn der Handelsperiode, verfügbaren Intraday-Prognose.
Die Streudiagramme der zwei beschriebenen einfachen linearen Regressionen sind in Ab-
bildung 4.12 dargestellt.
Abbildung 4.12: Regressionen des DIX in der letzten Handelsperiode in
Abhängigkeit von Lastprognoseabweichungen für Handelsstunden am Tag
und der Nacht
In beiden Fällen ist bereits aus den Diagrammen zu erkennen, dass nur sehr geringe bis
keine Abhängigkeiten bestehen. Für die Handelsprodukte zwischen 8 bis 20Uhr ergibt
sich der Regressionskoeﬃzient βLast zu 0EUR/MWh pro GW Lastprognoseabweichung.
Zu Schwachlastzeiten während den Nachtstunden liegt dieser Wert bei 2,5 EUR/MWh pro
GW Abweichung. Da in beiden Fällen das Bestimmtheitsmaß R2 bei Null liegt, besteht
kein eindeutiger Zusammenhang zwischen beiden Variablen. Die Hypothese 3 kann somit
nicht bestätigt werden. Das selbe Ergebnis ergibt sich analog für die Hypothese 4.
Die Ablehnung der Hypothesen kann unter Anderem in der Qualität der Lastprognosen
begründet liegen. Da für Verbrauchsmengen so gut wie keine Echtzeitmessungen vorlie-
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gen, können die Intraday-Verbrauchsprognosen kurz vor der Lieferung nicht angepasst
werden. Außerdem basieren Lastprognosen in Deutschland hauptsächlich auf standardi-
sierten Annahmen zum Verbrauchsverhalten der Endkunden. Einﬂussfaktoren auf das
Verbrauchsverhalten, wie bspw. Außentemperaturen, bleiben bis heute weitestgehend un-
beachtet.
Die geringe Qualität der Intraday-Prognosen führt dazu, dass Bilanzkreisverantwortliche
mit Verbrauchsportfolien nur bedingt Informationen über untertägige Abweichungen ihrer
Verbrauchsmengen haben. Deshalb werden von den entsprechenden Marktakteuren keine
Handelsgeschäfte am Intraday-Markt durchgeführt, sodass kein Preiseﬀekt eintritt. Alle
Abweichungen werden daher durch den Abruf von Regelenergie der ÜNB ausgeglichen,
sodass der Einﬂuss der Lastprognosefehler im Regelenergieabruf enthalten ist.
Da aus den vorhandenen Daten kein Zusammenhang zwischen den Abweichungen der Ver-
brauchsprognosen und dem Intraday-Strompreis abzuleiten ist, bleibt dieser Einﬂussfaktor
bei weiterer Anwendung der multiplen Regressionsmodelle unberücksichtigt.
4.2.5 Einfaches Regressionsmodell Sonstige Faktoren
Die weiteren nicht einzeln erfassbaren Einﬂussfaktoren werden in diesem Kapitel als sons-
tige Faktoren zusammengelegt. Dieser Einﬂussfaktor stellt die residualen Mengen des
Regelenergieabrufs (Vgl. Kapitel 3.4.4) dar.
Für die letzte Handelsperiode sind die Streudiagramme der Einzelregressionen in Abbil-
dung 4.13 dargestellt.
Abbildung 4.13: Regressionen des DIX in der letzten Handelsperiode in
Abhängigkeit von sonstigen Einﬂussfaktoren
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Es zeigt sich die erwartete positive Korrelation: Ein positiver Abruf der residualen Re-
gelenergie führt zu steigenden Intraday-Preisen und ein negativer Abruf zu deren Verrin-
gerung. Im Vergleich zu dem Einﬂussfaktor des gesamten Regelenergieabrufs (Vgl. Ka-
pitel 4.2.3) ergeben sich schlechtere Ergebnisse der Regressionen. Der Regressionskoef-
ﬁzient βSONST für die Handelsprodukte am Tag ist 9,2EUR/MWh pro GW RZS und
7.8EUR/MWh pro GW für die Nachtstunden. Die Bestimmtheitsmaße ergeben sich zu
0,2 und 0,1. Der geringere Zusammenhang im Vergleich zum Faktor RZS lässt sich da-
durch erklären, dass der abgeleitete Regelenergieabruf nicht mehr mit dem Einﬂuss der
Prognoseabweichungen aus erneuerbaren Energien korreliert.
4.2.6 Einﬂuss der Prognoseabweichungen von Einspeisemengen
aus Windenergie- und Photovoltaikanlagen auf den Regel-
energieabruf
In diesem Kapitel werden die Ergebnisse der Analyse zur Prüfung der in Kapitel 2.5 auf-
gestellten Hypothesen vorgestellt. Dabei werden historische Daten aus dem Zeitraum 2012
bis Mitte 2014 verwendet. Da die Viertelstundenprodukte erst seit Ende 2014 bzw. Beginn
2015 an Bedeutung gewonnen haben, die Handelsvolumen im Vergleich zu Stundenpro-
dukten jedoch immer noch weitaus kleiner sind, werden ausschließlich Stundenkontrakte
untersucht. Als Intervallbreite des zeitabhängigen Intraday-Indexes wurde exemplarisch
60Minuten gewählt.
Die Abbildungen 4.14 und 4.15 zeigen die Streudiagramme der Einzelregressionen zwi-
schen dem Regelzonensaldo und den Prognoseabweichungen Day-Ahead zu Intraday sowie
Intraday zu Intraday der Einspeisemengen aus Windenergieanlagen. Beide Diagramme zei-
gen jeweils die Regressionen für drei verschiedene Zeithorizonte. In Abbildung 4.14 sind
die Abweichungen zwischen der Day-Ahead-Vorhersage und den letzten drei stündlich
aktualisierten Prognosen vor dem Regelenergieabruf dargestellt. Die letzte Einspeisepro-
gnose direkt vor dem Regelenergieabruf (null Stunden) ist nicht mehr am Intraday-Markt
handelbar. Abbildung 4.15 zeigt wiederum die Abhängigkeit von untertägigen Prognose-
abweichungen.
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Abbildung 4.14: Regression des Regelzonensaldos in Abhängigkeit der
Abweichungen zwischen Day-Ahead- und Intraday-Vorhersagen für Wind-
energieanlagen
Abbildung 4.15: Regression des Regelzonensaldos in Abhängigkeit der
Abweichungen zwischen Intraday-Vorhersagen für Windenergieanlagen
Aus beiden Abbildungen ist die erwartete negative Korrelation erkennbar. Zunehmende
prognostizierte Einspeisemengen führen zum Abruf negativer Regelenergie und abneh-
mende Mengen zu positivem Abruf. Bei Prognoseabweichungen zwischen Day-Ahead und
Intraday ergibt sich ein maximaler Regressionskoeﬃzient βWIND von -150MW pro GW
Prognoseänderung. Bei untertägigen Abweichungen liegt dieser bei -413MW pro GW.
Obwohl die Prognoseabweichungen zwischen Day-Ahead und Intraday erwartungsgemäß
absolut größer sind als Intraday, lässt sich der größere Einﬂuss der Intraday-Abweichungen
dadurch erklären, dass weniger Zeit zur Verfügung steht um die Diﬀerenzen am Intraday-
Markt zu handeln.
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Darüber hinaus ist aus Abbildung 4.15 ersichtlich, dass der Einﬂuss mit abnehmender
Vorlaufzeit zur physikalischen Lieferung des Produktes zunimmt, was ebenfalls in der
kürzeren Handelszeit begründet liegt. Bei untertägigen Prognosenabweichungen steigt der
Regressionskoeﬃzient bei zwei Stunden Vorlaufzeit von -261MW auf -413MW pro GW
Prognoseabweichung bei null Stunden vor dem Regelenergieabruf. Nicht mehr handelbare
Abweichungen haben somit immer den größten Einﬂuss und führen zum höchsten Abruf
von Regelenergie.
Analog zu den vorherigen Betrachtungen sind in Abbildung 4.16 und 4.17 die Regressionen
zwischen dem Regelzonensaldo und den Prognoseabweichungen der Einspeisemengen aus
Photovoltaikanlagen dargestellt.
Abbildung 4.16: Regression des Regelzonensaldos in Abhängigkeit der
Abweichungen zwischen Day-Ahead- und Intraday-Vorhersagen für Photo-
voltaikanlagen
Abbildung 4.17: Regression des Regelzonensaldos in Abhängigkeit der
Abweichungen zwischen Intraday-Vorhersagen für Photovoltaikanlagen
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Beide Regressionen ergeben, analog zu den Regressionen der Prognoseabweichungen für
Windenergieanlagen, eine negative Korrelation. Die Hypothese 7 kann somit bestätigt
werden. Da Photovoltaikanlagen nur tagsüber Strom erzeugen, werden nur die Handels-
produkte zwischen 9:00 und 18:00 Uhr für die Regressionsanalyse verwendet. Dieser Zeit-
raum wurde so gewählt, dass auch in den Wintermonaten noch eine hinreichend große
Sonneneinstrahlung potentiell zur Verfügung steht [56]. Das vorgestellte Modell erlaubt
eine beliebige Variation der verwendeten Handelsprodukte (z.B. von 6 bis 22Uhr) sowie
eine Auswahl der historischen Daten, wie bspw. nur die vergangenen Sommermonate.
Für Vorhersageabweichungen Day-Ahead zu Intraday ergibt sich ein maximaler Regres-
sionskoeﬃzient βPV von -103MW und für untertägige Abweichungen -342MW pro GW
Prognoseänderung. Der Unterschied liegt ebenfalls an der verkürzten Handelszeit. Auch
bei dieser Analyse zeigt sich, dass nicht mehr handelbare Abweichungen den größten
Einﬂuss haben. In beiden Fällen halbieren sich die βPV ungefähr von 0 auf 2 Stunden
Vorlaufzeit.
Weiterhin konnte gezeigt werden, dass den größten Einﬂuss nicht mehr handelbare Pro-
gnoseabweichungen haben. Damit kann Hypothese 8 bestätigt werden. Sowohl für den
Einﬂussfaktor Prognoseänderung für Windenergie- als auch für Photovoltaikanlagen sind
die Regressionskonstanten αWIND und αPV vernachlässigbar klein. Das Bestimmtheits-
maß R2 liegt dabei maximal bei 0,06.
Durch die in diesem Kapitel durchgeführte Regressionsanalyse konnten beide aufgestell-
ten Hypothesen bestätigt werden. Die Untersuchungen zeigen zudem die Bedeutung der
kontinuierlichen Bilanzkreisbewirtschaftung bis kurz vor Handelsschluss.
4.2.7 Einﬂuss von Lastprognoseabweichungen auf den Regelener-
gieabruf
In diesem Abschnitt werden analog zu dem vorangegangen Kapitel 4.2.6 die Hypothesen
geprüft, ob Lastprognoseabweichungen einen Einﬂuss auf den Regelenergieabruf haben.
Bei abnehmenden Verbrauchsmengen ist der Abruf von negativer, bei zunehmenden Ver-
brauchsmengen von positiver Abruf Regelenergie zu erwarten.
Für diese Arbeit standen ausschließlich Lastprognosen mit Erstellungszeitpunkten am
Vortag (Day-Ahead-Prognose) und eine Stunde vor Lieferung (Intraday-Prognose) zur
Verfügung. Die folgenden Ergebnisse basieren auf den historischen Datensätzen der Jahre
2012 bis 2014 mit einer Intervallbreite des zeitabhängigen Intraday-Indexes von 60Minuten.
Kapitel 4. Exemplarische Ergebnisse 87
Abbildung 4.18 zeigt zwei Streudiagramme der linearen Regression des Regelzonensaldos
und der Lastprognoseabweichungen zwischen Day-Ahead und Intraday für Handelspro-
dukte am Tag zwischen 8 und 20Uhr und in der Nacht zwischen 0 und 8Uhr sowie 20
und 24Uhr. Die Aufteilung in Tag und Nacht entspricht dabei dem typischen Verbrauch-
sproﬁl mit hohem Stromverbrauch tagsüber und niedrigerem in den Nachtstunden (Vgl.
2.4.2).
Abbildung 4.18: Regression des Regelzonensaldos in Abhängigkeit der
Abweichungen der Verbrauchsmengen zwischen Day-Ahead- und Intraday-
Vorhersagen
Aus beiden Diagrammen ist ersichtlich, dass zu keiner Tageszeit ein Zusammenhang zwi-
schen beiden Größen besteht. Sowohl die Regressionskoeﬃzienten βLAST als auch die
Bestimmtheitsmaße R2 beider Regressionen sind Null. Die Hypothese kann somit nicht
bestätigt werden. Ein Grund dafür, dass Lastprognoseabweichungen keinen Einﬂuss auf
den Regelenergieabruf zeigen, kann in der mangelnden Qualität der prognostizierten Ver-
brauchsmengen liegen. Da Verbrauchsmengen von Endverbrauchern bspw. über Standard-
lastproﬁle ermittelt werden und keine Echtzeitmessungen zur Verfügung stehen, kann
angenommen werden, dass die untertägigen Schwankungen der Last nicht in den Progno-
sen antizipiert werden. Eine höhere Prognosegüte könnte bspw. durch Modellierung der
Temperaturabhängigkeit von Standardlastproﬁlen unter Berücksichtigung der gemessenen
Außentemperatur an verschiedenen Standorten in Deutschland erreicht werden. Auch wür-
den Lastprognosen, die mehrmals untertägig aktualisiert werden, weiterführende Analysen
zulassen.
Zusammenfassend lässt sich ableiten, dass basierend auf den vorhandenen Daten kein
direkter Zusammenhang zwischen den Lastprognoseabweichungen und dem Regelenergie-
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abruf gefunden werden konnte. Die Hypothese 9 und Hypothese 10 können somit
beide nicht bestätigt werden.
4.2.8 Multiples Regressionsmodell Windenergie und Photovol-
taik
Zur Verbesserung der Prognosegüte des Intraday-Preises bzw. DIX werden im Unterschied
zu den bisherigen Modellen im Folgenden mehrere unabhängige Variablen betrachtet. In
diesem Kapitel werden die Ergebnisse des multiplen Regressionsmodells mit den unab-
hängigen Variablen der Prognoseabweichungen für Windenergie- und Photovoltaikanlagen
erläutert. Das entsprechende Modell ist im Kapitel 3.4.2 näher beschrieben.
Zum Nachweis der erzielten Verbesserung sind die Bestimmtheitsmaße R2 der multiplen
Regression WIND+PV und der Einzelregressionen WIND sowie PV (Vgl. Kapitel 4.2.1
und 4.2.2) in der Abbildung 4.19 dargestellt. Die Betrachtung bezieht sich auf alle Han-
delsprodukte (Tag und Nacht) für die Handelsperiode 1 bis 5 ohne Vorlaufzeit zwischen
dem Erhalt der Information (tErstell) über die Einspeiseprognose und dem Handelsbeginn
in der jeweiligen Periode.
Abbildung 4.19: Vergleich der Bestimmtheitsmaße der Regressionen
WIND und PV für Handelsperiode 1 bis 5 bei null Stunden Vorlaufzeit
für Tag- und Nachtstunden
Die Ergebnisse zeigen eine eindeutige Verbesserung der Modellgüte. Das multiple Regres-
sionsmodell weist im Vergleich zu den beiden Einzelregressionen ein höheres Bestimmt-
heitsmaß auf. Das Bestimmtheitsmaß steigt bspw. in der letzten Handelsperiode 1 von
0,10 (WIND) bzw. 0,07 (PV) auf 0,17 an. Deutlich zu erkennen ist ebenfalls die Ab-
nahme der Bestimmtheitsmaße mit zunehmender Handelsperiode. Die Handelsperiode 5
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(zwischen vier und fünf Stunden vor dem Beginn der Lieferung) ergibt die niedrigsten Er-
gebnisse. Auf Grund des vergleichsweise langen zeitlichen Abstandes der Handelsperiode
5 von der Lieferung sind die Einspeiseprognosen für erneuerbare Energien noch mit hohen
Unsicherheiten behaftet.
Abbildung 4.20 zeigt die Bestimmtheitsmaße der Regressionen bei vergrößerter Vorlaufzeit
zwischen Informationserhalt und Handelsbeginn der jeweiligen Periode von einer Stunde.
Abbildung 4.20: Vergleich der Bestimmtheitsmaße der Regressionen
WIND und PV für Handelsperiode 1 bis 5 bei einer Stunde Vorlaufzeit
für Tag- und Nachtstunden
Der Vergleich der Abbildungen 4.19 und 4.20 zeigt einen eindeutigen Einﬂuss der Vor-
laufzeit. Wie bereits in den vorangegangenen Analysen der Einzelregressionen (Vgl. Kapi-
tel 4.2.1) aufgezeigt wurde, nimmt der Einﬂuss der Faktoren auf den Strompreis mit
zunehmender Vorlaufzeit ab. Dies zeigt sich auch für das multiple Regressionsmodell
WIND+PV. Im Beispiel der Handelsperiode 1 sinkt das Bestimmtheitsmaß R2 von 0,17
bei null Stunden Vorlauf auf 0,15 bei einer Stunde. Dies liegt, wie bereits auch in den
vorangegangenen Kapiteln bei den Einzelregressionen beschrieben, darin begründet, dass
durch die zunehmende Vorlaufzeit die Prognoseunsicherheit steigt. Bilanzkreisverantwort-
liche werden daher stets die letzte aktualisierte Prognose für ihre Handelstätigkeiten ver-
wenden. Prognosen mit einem Erstellungszeitpunkt der weit vor dem Beginn der jeweiligen
Handelsperiode liegt, verlieren damit für den Bilanzkreisverantwortlichen für die betrach-
tete Periode an Bedeutung.
Die vorgestellten Ergebnisse weisen im Vergleich zu den Einzelregressionen eine deutliche
Verbesserung der Modellgüte auf. Um eine weitere Steigerung zu erzielen, bedarf es der
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Einbeziehung weiterer unabhängiger Einﬂussfaktoren, worauf im folgenden Kapitel 4.2.9
näher eingegangen wird.
4.2.9 Multiples Regressionsmodell Gesamt
Das Regressionsmodell GESAMT führt alle in dieser Arbeit untersuchten und unterein-
ander unkorrelierten Faktoren zusammen (siehe Kapitel 3.4.2). Diese Faktoren sind die
Prognoseabweichungen für Einspeisemengen erneuerbarer Energien und sonstige, aus dem
Regelenergieabruf abgeleiteten Größen (siehe Kapitel 2.4.4). Da die Analysen der linea-
ren Einzelregression für Lastprognosefehler bereits keinen Zusammenhang ergaben (siehe
Kapitel 4.2.4), ﬂießt dieser Faktor im Weiteren nicht mehr direkt in die Untersuchungen
mit ein.
Die Bestimmtheitsmaße der multiplen Regression des Modells GESAMT für die Handels-
perioden 1 bis 5 und null Stunden Vorlaufzeit (tErstell) sind in Abbildung 4.21 dargestellt.
Dabei werden alle Handelsprodukte (Tag und Nacht) betrachtet.
Abbildung 4.21: Vergleich der Bestimmtheitsmaße der Einzelregressionen
mit der Regression GESAMT für Handelsperiode 1 bis 5 bei null Stunden
Vorlaufzeit für Tag- und Nachtstunden
Das multiple Regressionsmodell GESAMT mit den untersuchten unabhängigen Varia-
blen ergibt mit Abstand die höchsten Bestimmtheitsmaße im Vergleich zu den Einzel-
regressionen. Für die Handelsperiode 1 ergibt sich R2 zu 0,3. Auch hier zeigt sich, dass
das Bestimmtheitsmaß mit zunehmendem zeitlichen Abstand zwischen Handelsperiode
und Lieferung abnimmt (Vgl. Kapitel 4.2.8). Die Ergebnisse bestätigen somit den Vor-
teil von multiplen Regressionsmodellen zur Verbesserung der Prognosegüte für Intraday-
Preisvorhersagen.
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Bisher wurden stets alle Handelsprodukte (Tag und Nacht) verwendet. Im Folgenden
werden zum Vergleich nur die Stunden zwischen 10 und 14Uhr betrachtet, der Zeitbereich
mit hoher Sonneneinstrahlung [55]. Die Bestimmtheitsmaße der Einzelregression und des
multiplen Modells GESAMT sind in Abbildung 4.22 dargestellt.
Abbildung 4.22: Vergleich der Bestimmtheitsmaße der Einzelregressionen
mit der Regression GESAMT für Handelsperiode 1 bis 5 bei null Stunden
Vorlaufzeit für die Handelsprodukte zwischen 10 und 14Uhr
Der Vergleich mit Abbildung 4.21 zeigt deutlich höhere Bestimmtheitsmaße. Für die letz-
te Handelsperiode liegt das Bestimmtheitsmaß bei 0,5. Insbesondere der deutlich grö-
ßere Einﬂuss von Prognoseabweichungen für Photovoltaikanlagen trägt maßgeblich zu
den besseren Modellergebnissen bei. Wie aus der Darstellung zu erkennen ist, ergibt sich
auch für die Einzelregression PV ein höheres Bestimmtheitsmaß von bis zu 0,25 vor. Dies
liegt hauptsächlich an der Wahl des Handelsprodukte selbst begründet. Die Lieferperiode
mit Produkten zwischen 10 und 14Uhr hat nachweislich die am Tag höchste Sonnenein-
strahlung und somit höchste Einspeisung elektrischer Energie aus Photovoltaikanlagen
in Deutschland. Die absoluten Prognoseabweichungen sind zu diesen Zeiten im Vergleich
zum Rest des Tages hoch. Werden damit die Ergebnisse für alle Handelsprodukte be-
trachtet, ergibt sich für das Modell PV lediglich ein Bestimmtheitsmaß von 0,07, da die
Lieferperiode auch die Nachtstunden beinhaltet, auf die dieser Faktor überhaupt keinen
Einﬂuss hat.
Neben den Bestimmtheitsmaßen ergibt die Untersuchung der Häuﬁgkeitsverteilung des
Störterms t weitere Erkenntnisse. Insbesondere die Standardabweichung, der Erwartungs-
wert und die Art der Verteilung lassen Rückschlüsse zu, wie gut die Wahl und Parame-
trierung der Einﬂussgrößen ausgeführt wurde (siehe Kapitel 3.4.5).
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Die Häuﬁgkeitsverteilungen der Störterme aller im Rahmen dieser Arbeit untersuchten
Regressionsmodelle sind normalverteilt mit einem Erwartungswert von näherungsweise
Null. Daher wird im Weiteren lediglich die Standardabweichung verglichen.
In Abbildung 4.23 sind die Standardabweichungen der Einzelregressionen WIND, PV
und SONST sowie des Modells GESAMT dargestellt. Zum Vergleich wird das Referenz-
Modell (REFERENZ) herangezogen, das als Intraday-Preisvorhersage ausschließlich dem
Day-Ahead-Preis entspricht. Die Fehlerverteilung ergibt sich dementsprechend als Index-
Diﬀerenz zwischen dem zeitabhängigen Intraday-Index und dem Day-Ahead-Preis (Vgl.
Kapitel 2.3.2 und Abbildung 2.8).
Abbildung 4.23: Vergleich der Standardabweichungen der Regressionsmo-
delle mit dem Referenz-Modell für Handelsperiode 1 bis 5 bei null Stunden
Vorlaufzeit für Tag- und Nachtstunden
Der Vergleich zeigt erstens, dass die Standardabweichung der Fehlerverteilungen aller
Regressionsmodelle für alle Handelsperioden geringer sind als im Referenz-Modell. Die
Verwendung fundamentaler Einﬂussgrößen verringert somit den Fehler der Vorhersage.
Zweitens ist erkennbar, dass die Kombination aller Faktoren im Modell GESAMT zu den
geringsten Standardabweichungen führt. In der letzten Handelsperiode 1 ergibt sich die
Standardabweichung vom Regressionsmodell GESAMT zu 7,1EUR/MWh, einer Reduzie-
rung um ca. 18% im Vergleich zum Referenz-Modell mit 8,4 EUR/MWh. Das bestätigt die
vorherigen Erkenntnisse, die dem multiplen Regressionsmodell die höchste Prognosegüte
zuweisen.
Alle durchgeführten Auswertung für die verschiedenen Regressionsmodelle lassen eindeu-
tig den Schluss zu, dass zur Steigerung der Güte der Preisvorhersage eine sinnvolle Aus-
wahl der Parameter in der Modellierung getroﬀen werden sollte. Die Kombination mehre-
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re Einﬂussgrößen führt dabei zu einer deutlichen Verbesserung der Modellergebnisse. Des
Weiteren kann die Variation der Parameter wie bspw. die Auswahl der Handelsprodukte
die Vorhersagegüte noch weiter steigern.
Da sowohl die Datensätze der Einﬂussfaktoren als auch die zeitabhängigen Preisindizes
in HDF-Dateien abgelegt wurden, lag die Laufzeit für die Berechnung der Preisprogno-
sen in allen Regressionsmodellen unter einer Minuten und genügte damit den gestellten
Anforderungen.
4.2.10 Evaluierung aller Regressionsmodelle durch Backtesting
Die in den vorangegangenen Kapitel vorgestellten Ergebnissen haben die Zusammenhän-
ge zwischen den Einﬂussfaktoren und dem vorherzusagenden zeitabhängigen Intraday-
Index (DIX) unter Berücksichtigung und Variation verschiedener Parameter aufgezeigt.
Für diese Analysen wurden historische Daten des Zeitraums zwischen dem 01.01.2012
und 30.06.2014 verwendet. Die gefundenen Zusammenhänge beruhen dabei auf einer rei-
nen Betrachtung der Vergangenheit.
Um weitere Aussagen über die Vorhersagegüte treﬀen zu können, wird im Folgenden
geprüft, wie gut die Modelle den Intraday-Index für einen anderen Zeitraum vorhergesagt
hätten. Dieses sogenannte Backtestingverfahren ist in Kapitel 3.4.5 im Detail beschrieben.
Für das Backtesting werden die auf den oben genannten Zeitraum folgenden 6Monate
gewählt, d.h. die Zeitspanne vom 01.07.2014 bis zum 31.12.2014.
Für diesen Zeitraum wird nach Gleichung 3.21 die Fehlerverteilung für die Preisvorhersa-
gen des DIX zum realisierten Preisindex bestimmt. Alle Verteilungen sind normalverteilt
mit einem Erwartungswert näherungsweise von Null. Die Standardabweichungen der Ver-
teilungen der Regressionsmodelle WIND, PV, SONST und GESAMT sowie die Referenz-
Prognose (Day-Ahead-Preis MCP) für alle fünf Handelsperioden sind in Abbildung 4.24
dargestellt. Dabei liegt der Informationserhalt der Prognosen direkt am Beginn der Han-
delsperiode. Die Vorlaufzeit ist demnach Null Stunden.
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Abbildung 4.24: Vergleich der Standardabweichungen der Regressionsmo-
delle mit dem Referenz-Modell für Handelsperiode 1 bis 5 bei null Stunden
Vorlaufzeit für Tag- und Nachtstunden im Backtestingzeitraum
Aus dem Diagramm 4.24 wird ersichtlich, dass in allen Handelsperioden der Tag- und
Nachtstunden die verwendeten Modelle eine Fehlerverteilung mit geringerer Standardab-
weichung σ aufweisen als die im vergleichbaren Referenz-Modell. Die Verwendung fun-
damentaler Einﬂussfaktoren für die Modellierung hätte somit auch für den Backtesting-
zeitraum zu einer Verbesserung der Preisprognose geführt. Das multiple Regressionsmo-
dell weist dabei die besten Ergebnisse auf. Für die letzte Handelsperiode 1 reduziert sich
durch Anwendung des Modells GESAMT die Standardabweichung von 6,4EUR/MWh des
Referenz-Modells auf 5,8 EUR/MWh. Das entspricht einer Verbesserung von ca. 10%. Im
Backtesting zeigt sich dabei auch eine zunehmende Standardabweichung mit abnehmen-
der Handelsperiode vor Handelsschluss analog zu den Untersuchungen in den Kapiteln
4.2.9 und 2.3.2.
Die Ergebnisse zeigen jedoch auch, dass die Standardabweichungen der Fehlerverteilungen
bei gleichen Parametern und Einﬂussgrößen für den Backtestingzeitraum (BZ) geringer
sind als für den Modellierungszeitraum (MZ) (Vgl. Abbildung 4.23). Für die Tag- und
Nachtstunden ist die Standardabweichung σ bspw. in der Handelsperiode 1 des Referenz-
Szenarios im BZ um 2,2EUR/MWh kleiner als im MZ. Der Grund dafür liegt in der in
den letzten Jahren gestiegenen Liquidität des Intraday-Marktes begründet (Vgl. Kapitel
2.3.2).
Durch die Einführung der Marktprämie Anfang 2012 erhielten die Bilanzkreisverantwortli-
chen den ﬁnanziellen Anreiz, EEG-Portfolien aktiv und kontinuierlich am Day-Ahead- und
Intraday-Markt zu bewirtschaften. Seitdem haben sich zahlreiche herkömmliche Energie-
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versorgungsunternehmen sowie neugegründete Dienstleister der Direktvermarktung an-
genommen. Damit stieg in den vergangenen Jahren der Anteil der direktvermarkteten
Kapazitäten Erneuerbarer Energien gegenüber der festen EEG-Vergütung enorm an (Vgl.
Kapitel 1.1). Da Direktvermarkter das volle Risiko der Ausgleichsenergie in ihrem EEG-
Bilanzkreis tragen, sind sie stets daran interessiert die Prognosegüten der Windenergie-
und Photovoltaikvorhersagen zu verbessern sowie jede Prognoseabweichung am Intraday-
Markt auch bis kurz vor der Lieferung zu handeln. Dadurch hat sich in den letzten Jahren
der Intraday-Markt weiterentwickelt und die Aktivitäten der Direktvermarkter haben zu
einer höheren Liquidität und damit eﬃzienteren Preisbildung am Intraday-Markt geführt.
4.2.11 Weiterführende Analysemöglichkeiten
Die im Rahmen der vorliegenden Arbeit entwickelten Verfahren erlauben die verschiedenen
Modellparameter, wie bspw. die Einﬂussgrößen, den Handelszeitraum und das Handels-
produkt, zu variieren. Dadurch ergeben sich zahlreiche Kombinationsmöglichkeiten und
damit eine Vielzahl an zu untersuchenden Szenarien. Die in diesem Kapitel vorgestellten
Parameter wurden dabei systematisch variiert und es wurden jeweils nur die aussagekräf-
tigsten Ergebnisse exemplarisch vorgestellt.
Darüber hinaus sind jedoch weiterführende Parametervariationen und Anwendungen mög-
lich. Beispielhaft seien hierfür eine Variation der Wochentage (Werktag gegenüber Sonn-
und Feiertagen), die Verkleinerung der Intervallbreite des zeitabhängigen Indexes auf
5Minuten und die Anwendung der Modelle auf die Intraday-Märkte in Frankreich oder
Großbritannien genannt. Auf Grund der Komplexität und der großen Anzahl möglicher
Parametervariationen und -kombinationen ist eine programmiertechnische Umsetzung,
wie bspw. mit Python, zu empfehlen.

Kapitel 5
Zusammenfassung
In Deutschland nehmen Intraday-Märkte insbesondere seit der Einführung des Marktprä-
mienmodells durch die EEG-Novelle von 2012 eine besondere Rolle ein. An den erst seit
wenigen Jahren existierenden Märkten können Direktvermarkter ihre Prognoseabweichun-
gen bis kurz vor der physikalischen Lieferung ausgleichen und somit ihre Verpﬂichtungen
als Bilanzkreisverantwortliche erfüllen. Ebenso können andere Marktakteure bspw. durch
die kurzfristige untertägige Optimierung der Kraftwerkseinsatzplanung zusätzliche Er-
träge erwirtschaften. Um auch bei weiter zunehmendem Ausbau erneuerbarer Energien
eine volkswirtschaftlich kostenminimale Marktintegration zu gewährleisten, ist zu erwar-
ten, dass die Bedeutung von kontinuierlichen und liquiden Intraday-Märkten noch weiter
steigen wird.
Die vorliegende Arbeit befasst sich daher mit der Preisbildung an Intraday-Märkten und
der Modellierung von Intraday-Preisprognosen. Dafür kommt ein in dieser Arbeit neu
entwickeltes Verfahren zum Einsatz, das im Unterschied zu anderen Forschungsarbeiten
den Preisverlauf innerhalb der letzten Handelsstunden basierend auf historischen Trans-
aktionen prognostiziert. Zur Datenverarbeitung der mehr als 30Millionen Datenpunkte,
zur Erstellung der Preisprognosen und Auswertung sowie zur graﬁschen Visualisierung
wird die objektorientierte Programmiersprache Python eingesetzt.
Da im kontinuierlichen Handel Transaktionen zu jedem beliebigen Zeitpunkt durchgeführt
werden können, sodass die Zeitreihe der Preise von Handelsgeschäften nicht äquidistant
ist, wird ein neuer zeitabhängiger Intraday-Preisindex (IX) deﬁniert. Darüber hinaus wer-
den zwei weitere Diﬀerenz-Indizes vorgestellt, die auf der einen Seite die Preisabweichung
des Intraday-Indexes zum Day-Ahead-Auktionspreis (DIX) und auf der anderen Seite
die Preissprünge zwischen den Intervallen des Intraday-Indexes (IIX) abbilden. Durch
die Einführung dieser neuen Indizes mit Zeitkomponente ergeben sich aufschlussreiche Er-
kenntnisse über die Preisbildung an Intraday-Märkten und ermöglichen die Modellierung
von Handelsverläufen mit zahlreichen Parametrierungsmöglichkeiten. Das entwickelte Ver-
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fahren ist auf vergleichbare Kurzfristmärkte übertragbar.
Zur Modellierung der Preisvorhersagen werden zwei verschiedene Ansätze in der vor-
liegenden Arbeit verwendet: Die Stochastische Modellierung mittels Markow-Ketten und
die Regressionsanalyse fundamentaler Einﬂussfaktoren auf den Intraday-Preisverlauf. Der
rein stochastische Ansatz beruht ausschließlich auf historischen Preisdaten ohne Berück-
sichtigung von externen Einﬂussfaktoren. Dazu werden die Preissprünge zwischen den
einzelnen Intervallen des zeitabhängigen Intraday-Index (IX) als Markow-Übergänge ab-
gebildet und die Markow-Übergangswahrscheinlichkeiten bestimmt. Die in dieser Arbeit
durchgeführten Untersuchungen zeigen, dass die Verteilungsfunktionen der Übergangs-
wahrscheinlichkeiten nahezu normalverteilt sind. Daraus lässt sich schlussfolgern, dass
der Intraday-Strompreis mit der höchsten Wahrscheinlichkeit immer auf dem aktuellen
Preisniveau bleibt, bei dem er sich vor dem Preissprung befunden hat. Die aus dem
Markow-Ketten-Modell resultierenden Ergebnisse zeigen daher, dass eine Betrachtung
fundamentaler Einﬂussgrößen notwendig ist, um den Preisverlauf am Intraday-Markt pro-
gnostizieren zu können.
Aus diesem Grund wird im zweiten Schritt ein Regressionsmodell vorgestellt, das den
Einﬂuss verschiedener Faktoren auf den Intraday-Strompreis basierend auf historischen
Daten quantiﬁziert. In der vorliegenden Arbeit werden verschiedene Faktoren, wie bspw.
die Abweichungen der Einspeiseprognosen für Windenergie- und Photovoltaikanlagen, die
Lastprognosefehler und der Abruf von Regelleistung, analysiert. Die Faktoren werden
sowohl in einfachen Modellen separat betrachtet als auch in multiplen Regressionen zu-
sammengeführt.
Der größte Einﬂuss zeigt sich für den Abruf von Regelleistung. Der Abruf von positiver
Regelenergie führt zu einem Anstieg des Intraday-Preises. Es zeigt sich jedoch auch, dass
der Einﬂuss mit zunehmender Vorlaufzeit zur Lieferung sinkt, da andere Einﬂussfaktoren
die Preisbildung zunehmend überlagern. Prognoseabweichungen aus Windenergie- und
Solaranlagen haben ebenfalls einen starken Einﬂuss auf den Intraday-Index. Abnehmen-
de prognostizierte Einspeisemengen führen demnach zu einer Preiszunahme, fallende zu
einem Anstieg. Auch hier zeigt sich eine Abschwächung des Einﬂusses mit zunehmendem
Abstand zur physikalischen Lieferung des Produkts. Dies liegt darin begründet, dass die
Prognoseunsicherheiten mit größer werdender Vorlaufzeit steigen. Aus dem Regressions-
modell zur Untersuchung von Lastprognoseabweichungen konnte keine Korrelation zum
Intraday-Preis nachgewiesen werden.
Durch die Kombination mehrerer Einﬂussfaktoren in multiple Regressionsmodelle wird
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in der Arbeit gezeigt, dass eine deutliche Verbesserung der Prognosegüte erreicht werden
kann. Das beste Resultat ergibt dabei das Zusammenführen aller untersuchten Faktoren,
wobei jeweils die Unkorreliertheit zwischen den Größen sichergestellt wird. Eine weite-
re Verbesserung der Ergebnisse wird durch die Variation der Handelsprodukte erzielt.
Insbesondere die Mittagsstunden zeigen dabei durch den großen Einﬂuss der Prognoseab-
weichungen aus Photovoltaikanlagen eine sehr hohe Prognosegüte auf.
Abschließend wird ein Verfahren zur Modellierung des zeitlichen Preisverlaufs einzelner
Transaktionen am Intraday-Markt entwickelt. Dabei kommen arithmetische stochasti-
sche Diﬀerentialgleichungen zur Anwendung. Dafür werden die Ergebnissen der Markow-
Ketten- und Regressionsmodelle als Eingangsparameter zur Steuerung des Trends und
der Streuung der Diﬀerentialgleichung verwendet.
Mit der Umsetzung der entwickelten Modelle in der Programmiersprache Python kann
durch eﬃziente Datenverarbeitung und Datenspeicherung in allen Fällen eine Laufzeit von
weniger als einer Minute erreicht werden. Die Preisprognosen sind daher für den Einsatz
und kurzfristige Entscheidungen von Marktakteuren am kontinuierlichen Intraday-Markt
geeignet.
Durch Variation der verschiedenen implementierten Modellparameter lassen sich über die
vorgestellten exemplarischen Ergebnisse hinaus noch eine Vielzahl weiterer Untersuchun-
gen durchführen. Hierzu seien an dieser Stelle die Berücksichtigung von Saisonalitäten
sowie von Wochentagen als Beispiele genannt. Des Weiteren ist eine Erweiterung der
bestehenden Modelle möglich, um bspw. durch Hinzufügen einer Gewichtungsfunktion
Einﬂüsse von naheliegenden Ereignissen stärker in die Regressionsanalyse einbeziehen zu
können.
Durch die modulare Struktur der Modelle sowie die Vielzahl der Parameter ist eine einfa-
che Integration in andere Märkte mit unterschiedlichen Handelsprodukten möglich. Des
Weiteren ist eine länderübergreifende Modellierung denkbar.
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Zeit Day-Ahead-
Prognose
[MWh]
7-Uhr-
Prognose
[MWh]
8-Uhr-
Prognose
[MWh]
9-Uhr-
Prognose
[MWh]
07:00 1083 1150
08:00 1023 1131 1003
09:00 1026 1120 1018 915
10:00 1090 1135 1036 930
11:00 1240 1150 1076 969
12:00 1311 1176 1130 1030
13:00 1364 1200 1176 1089
14:00 1390 1246 1230 1169
15:00 1424 1289 1275 1250
16:00 1473 1387 1377 1350
17:00 1512 1435 1445 1420
18:00 1601 1456 1476 1430
19:00 1600 1457 1499 1430
20:00 1601 1460 1480 1423
21:00 1573 1443 1446 1401
22:00 1500 1414 1424 1380
23:00 1434 1380 1389 1369
00:00 1477 1375 1389 1355
Tabelle A.1: Exemplarischer Datensatz von einer Day-Ahead-Prognose
und drei untertägigen Einspeiseprognosen für Windenergieanlagen
113
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Zeit Volumen
[MWh]
MCP
[EUR/MWh]
IX
[EUR/MWh]
IIX
[EUR/MWh]
DIX
[EUR/MWh]
06:00 15 32,48 30,5 -1,98
06:15 19 32,48 30,24 -0,26 -2,24
06:30 19 32,48 30,24 0 -2,24
06:45 56 32,48 29,52 -0,72 -2,96
07:00 12,9 32,48 29 -0,52 -3,48
07:15 163,1 32,48 29,86 0,86 -2,62
07:30 163,1 32,48 29,86 0 -2,62
07:45 212,9 32,48 29,3 -0,56 -3,18
08:00 178,5 32,48 31,69 2,39 -0,79
08:15 191 32,48 33,94 2,25 1,46
08:30 262,8 32,48 38,88 4,94 6,4
08:45 208,9 32,48 43,39 4,51 10,91
09:00 767,9 32,48 49 5,61 16,52
09:15 470 32,48 50,21 1,21 17,73
09:30 388,8 32,48 50,63 0,42 18,15
09:45 1085,8 32,48 54,07 3,44 21,59
10:00 475,6 32,48 62,11 8,04 29,63
Tabelle A.2: Exemplarischer Datensatz von berechnetem zeitabhängigen
Intraday-Index bei 15-minütiger Granularität
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Zeit IX
[EUR/MWh]
IX Bin k+1
[EUR/MWh]
IX Bin k+2
[EUR/MWh]
IX Bin k+3
[EUR/MWh]
06:00 30,5 (30,31] (30,31] (29,30]
06:15 30,24 (30,31] (29,30] (28,29]
06:30 30,24 (29,30] (28,29] (29,30]
06:45 29,52 (28,29] (29,30] (29,30]
07:00 29 (29,30] (29,30] (29,30]
07:15 29,86 (29,30] (29,30] (31,32]
07:30 29,86 (29,30] (31,32] (33,34]
07:45 29,3 (31,32] (33,34] (38,39]
08:00 31,69 (33,34] (38,39] (43,44]
08:15 33,94 (38,39] (43,44] (48,49]
08:30 38,88 (43,44] (48,49] (50,51]
08:45 43,39 (48,49] (50,51] (50,51]
09:00 49 (50,51] (50,51] (54,55]
09:15 50,21 (50,51] (54,55] (62,63]
09:30 50,63 (54,55] (62,63]
09:45 54,07 (62,63]
10:00 62,11
Tabelle A.3: Exemplarischer Datensatz der k-ten Übergänge der Bins des
Intraday-Index bei 15-minütiger Granularität
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Entwicklung eines Verfahrens zur
Strompreisvorhersage im kurzfristigen 
Intraday-Handelszeitraum
Andreas Bader
Da elektrische Energie bisher nur begrenzt gespeichert werden kann und somit die Elektrizitäts- 
nachfrage kurzfristig gedeckt werden muss, bestehen für den Strompreis fundamentale 
Abhängigkeiten. Der noch junge, aber stetig an Liquidität wachsende Intraday-Markt in Deutsch-
land ist dabei von großem Interesse. Dieser unterliegt allerdings anderen „Gesetzmäßigkeiten“ als 
bspw. die Vortagesvermarktung.
Die vorliegende Arbeit befasst sich daher mit der Preisbildung am deutschen Intraday-Markt 
und stellt ein neu entwickeltes Verfahren zur Vorhersage des Strompreisverlaufs in den letzten 
Stunden bis zum Handelsschluss am Intraday-Markt vor. Das Verfahren beruht dabei vorwiegend 
auf der Verbindung von Markow-Ketten und der Regressionsanalyse.
In den entwickelten Modellen wird der Einfluss verschiedener Faktoren quantifiziert. Ein deutlicher 
Zusammenhang ergibt sich für den Regelleistungsabruf und untertägige Prognoseabweichungen 
der Einspeisemengen aus Photovoltaik- und Windenergieanlagen. Durch die Kombination 
mehrerer Einflussfaktoren lässt sich eine deutliche Verbesserung der Modellgüte erreichen. Des 
Weiteren zeigen die Ergebnisse den Einfluss verschiedener Modellparameter auf den Intraday-
Preis, wie bspw. die Variation der Vorlaufzeit zwischen Erhalt einer Information und der Preis-
entwicklung am Markt.
ISBN 978-3-942789-44-8
