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Abstract
The main purpose of this paper is to introduce a linear transformation, called t , and to
derive its algebraic properties by means of permutation matrices that represent it.
To demonstrate the importance of the t-transformation for the estimation of latent variables
in time series decomposition, we obtain a general expression for smoothing matrices charac-
terized by symmetric and asymmetric weighting systems.
We show that the submatrix of the symmetric weights (to be applied to central obser-
vations) is t-invariant whereas the submatrices of the asymmetric weights (to be applied to
initial and final observations) are the t-transform of each other. By virtue of this relation, the
properties of the t-transformation provide useful information on the smoothing of time series
data.
Finally, we illustrate the role of the t-transformation on the weighting systems of several
smoothers often applied for trend-cycle estimation, such as the locally weighted regression
smoother (loess), the cubic smoothing spline, the Gaussian kernel and the 13-term trend-cycle
Henderson filter.
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1. Introduction
In time series analysis, it is often assumed that the data generating process can
be decomposed into various unobservable components representing the trend, cycli-
cal fluctuations, seasonal effects and irregulars. These latent variables are estimated
by applying linear filters or systems of weights to the observations, in a moving
manner. The filters can be arranged in matrix form such that, applied to the vector
of observations, produce the corresponding estimated values. If the linear filters are
symmetric, say of length 2m + 1, with m positive integer, and applied to a series
of length N > 2m + 1, then it is evident that the components cannot be estimated
for the first and last m observations. However, since for policy and decision making
is of great importance to have estimates of the latent variables up to and including
the most recent observations, asymmetric filters must be applied to the beginning
and ending m values of the series. The entire predictor matrix is here shown to be
invariant with respect to a linear transformation called t and which results from pre-
and post-multiplication of a given matrix by two permutation matrices of suitable
dimensions. In particular, we show that the predictor matrix is centrosymmetric and
that it is formed by a submatrix of symmetric weights (to be applied to central obser-
vations) which is t-invariant or, equivalently, rectangular centrosymmetric, and by
submatrices of asymmetric weights (to be applied to initial and final observations)
which are the t-transform of each other.
We would like to remark that the t-transformation has been improperly (see, for
example [7]) referred to either as a ‘reflection’ by Weaver [23] or as a ‘rotation’ by
Krafft and Schaever [11]. In this paper, we define and study the properties of the
t-transformation and highlight its role in time series filtering.
Section 2 introduces the t-transformation, and derives its basic properties; Section
3 deals with the problem of time series linear filtering by means of the smoothing
matrices that represent the transformations acting on the data to produce smooth
estimates of the latent variables. Finally, Section 4 provides examples of the role of
the t-transformation on most often applied trend smoothers.
2. The t-transformation and centrosymmetric matrices
Let Rm×n denote the set of m × n real matrices and let A ∈ Rm×n be the matrix
of generic element aij , i = 1, . . . , m, j = 1, . . . , n with m, n < ∞. The t-transfor-
mation is defined as follows:
t : Rm×n → Rm×n,
A → t (A),
such that
aij → am+1−i,n+1−j , (1)
for i = 1, . . . , m and j = 1, . . . , n.
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The action of t on A can be described by means of two permutation matrices of
equal form but different dimensions. Precisely, if A ∈ Rm×n, then
t (A) = EmAEn, (2)
where Ek ∈ Rk×k is the permutation matrix with ones on the cross diagonal (bottom
left to top right) and zeros elsewhere. In other words, t acts on A reversing the order
of its rows by premultiplication for Em and then reversing the order of its columns
by postmultiplication for En.
Definition (Weaver [23]). If A ∈ Rm×n and aij = am+1−i,n+1−j , for all i = 1, . . . , m
and j = 1, . . . , n then A is rectangular centrosymmetric.
Centrosymmetric matrices can be found in many applications in statistics and time
series analysis. The most commonly known are: the permutation matrices like Ek ,
used, among others, for the computational solution of various linear model
estimation problems (see [10]); the symmetric Toeplitz matrices R ∈ Rm×m of ge-
neric element rij = ri+k,j+k = rji , i, j = 1, . . . , m, k = 1, . . . , m − 1 for the auto-
correlation of stationary time series (see [18–20]); the commutation matrix Kmn ∈
Rmn×mn such that Kmn vec A = Kmn vec AT, where vec A is the vector obtained by
stacking the column of the matrix A one underneath the other (see [14]). Further-
more, Iosifescu’s [12] and Kimura’s [9] transition matrices for some Markov chain
in genetic problems are centrosymmetric. Recently, (rectangular) centrosymmetric
matrices also can be viewed as a particular case of (generalized) reflexive matrices
whose properties have been recently employed in linear least-squares problems [2].
Concerning the properties of centrosymmetric matrices, useful references can be
found in Andrew [1].
2.1. Properties of the t-transformation
The t-transformation inherits desirable properties from the properties of the per-
mutation matrix Ek which is: (a) symmetric, (b) orthogonal and (c) a reflection, i.e.
Ek
(a)= ETk (b)= E−1k and E2k
(c)= Ik,
where Ik is the identity matrix of order k. These (basic) properties are:
1. t is linear.
2. A ∈ Rm×n, t (t (A)) = A.
3. A ∈ Rm×n, t−1(A) = t (A).
4. A ∈ Rm×n, t (AT) = (t (A))T.
5. A ∈ Rm×m, t (A) = E−1m AEm.
6. A ∈ Rm×n, B ∈ Rn×p, t (AB) = t (A)t (B).
7. A ∈ Rm×m, t (An) = [t (A)]n.
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8. A, B ∈ Rm×m, det{AB} = det{t (A)} det{t (B)}.
9. A ∈ Rm×m, rank{A} = m, t(A−1) = [t (A)]−1.
Proof
1. t (A + B) = Em(A + B)En = EmAEn + EmBEn = t (A) + t (B).
t (λA) = Em(λA)En = λEmAEn = λt (A).
2. t (t (A)) = Em(EmAEn)En = (EmEm)A(EnEn) = A.
3. It follows by 2, given t−1 : Rm×n → Rm×n, t (A) → A.
4. t (AT) = EnATEm = ETnATETm = (EmAEn)T = (t (A))T.
5. It follows by (a) and (b).
6. t (AB) = EmABEp = EmAEnEnBEp = t (A)t (B).
7. The proof is by induction. For n = 1, it trivially holds. For n + 1, t (An+1) =
t (AnA) = by 6 = t (An)t (A) = for the inductive hypothesis = [t (A)]nt (A) =
[t (A)]n+1.
8. By the Theorem of Binet and Cauchy: det{AB} = det{E−1m AEmE−1m BEm} =
det{t (A)} det{t (B)}.
9. t (A−1) = EmA−1Em = E−1m A−1E−1m = (EmAEm)−1 = (t (A))−1. 
Here in the following, we briefly comment the most relevant of the above properties.
Coordinate systems. Property 5 states that a relation of similitude holds between
a square matrix A and t (A). Hence A and t (A) represent the same linear transforma-
tion with respect to different bases. In particular, if A represents a linear transforma-
tion f : Rm → Rm, v −→ f (v), with respect to the canonical basis E = {e1, . . . ,
em}, where ej ∈ Rm, ∀j = 1, . . . , m is the m-dimensional vector with all null com-
ponents except for the j th, is chosen, then t (A) represents the same linear transfor-
mation with respect to the basis E′ = {em, . . . , e1}. Em can be interpreted as the
changing basis matrix from E to E′ having, as columns, the components of the
vectors of the basis E′ taken with respect to the basis E.
Linear transformations. Concerning the action of A ∈ Rm×m and t (A) on a same
vector vT = [v1 v2 · · · vm], we have that Av = w, where wT = [w1 w2 · · · wm]. On
the other hand, t (A)v = EmAEmv = EmAv∗ = Emz∗ = z, where v∗T = [vm
vm−1 · · · v1], z∗T = [zm zm−1 · · · z1], and zT = [z1 z2 · · · zm]. Hence, the compo-
nents of w and of z are the coordinates of the same vector f (v) taken with respect to
the bases E and E′ respectively.
Eigenvalue and eigenvectors. Another relevant consequence of 5 is that A and
t (A) have the same spectrum, σ(A). Notice that if Aλ is the eigenspace of A cor-
responding to the eigenvalue λ, then t (Aλ) is the eigenspace of t (A) corresponding
to the same eigenvalue and it coincides with the subspace of Rm spanned by the
transformed of the eigenvectors spanningA, i.e. ifAλ = {v ∈ Rm, Av = λv} then
t (Aλ) = {t (v) ∈ Rm, t (A)t (v) = λt (v)}. In fact, Av = λv ⇒ EmAEmEmvE1 =
λEmvE1 ⇒ t (A)t (v) = λt (v) ⇒ σ(A) ⊆ σ(t (A)). On the other hand t (A)w = αw
⇒ EmAEmw = αw ⇒ EmEmAEmw = Emαw ⇒ AEmw = αEmw ⇒ AEmwE1 =
αEmwE1 ⇒ At (w) = αt(w) that means that t (w) is an eigenvector for A corre-
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sponding to the eigenvalue α. Hence σ(t (A)) ⊆ σ(A) that together with σ(A) ⊆
σ(t (A)) complete the proof. Further results for centrosymmetric matrices can be
found in [3,15,17].
Projections. It follows by 4 and 7 that if P is an orthogonal projection matrix,
i.e. symmetric and idempotent, then t (P) is an orthogonal projection matrix too. In
particular, if P ∈ Rn×n is an orthogonal projection matrix on a subspace S ⊆ Rn,
then t (P) ∈ Rn×n is the orthogonal projection matrix onto the subspace t (S) ⊆ Rn
spanned by a set of all the t-transformed vectors of a basis of S. In fact, let S =
span{a1, . . . , ap} = C(A), where A ∈ Rn×p, p < n, is the matrix whose columns
span S. Hence P = A(ATA)−1AT and by 4, 6 and 9, t (P) = t (A(ATA)−1AT) =
t (A)[t (ATA)]−1t (A)T = t (A)[t (A)Tt (A)]−1t (A)T that is an orthogonal projection
matrix onto the subspace t (S) = C(t (A)) = span{t (a1), . . . , t (ap)}.
Convolutions. The important properties in time series filtering are 6 and 7, since
matrix product is equivalent to linear filters convolution. As we will see in the follow-
ing, the t-transformation allows an easy and useful description of the structure of the
smoothing matrix that represents the transformation acting on the data to produce
smooth estimates of the latent variables. The relevance of property 6 is that if A
and B are smoothing matrices of a given structure, than AB is still a smoothing
matrix and it conserves the structure of A and B. The same holds when repeatedly
smoothing a vector of observations by the same filter; in this case, property 7 is
applied. These properties are crucial for the construction and study of filters resulting
from the convolution of well-known systems of weights.
3. Smoothing matrices and the role of the t-transformation
In time series analysis, a useful way to estimate the trend underlying the data is
by fitting locally a polynomial function, such that any fitted value at a time point
t depends only on the observations corresponding to time points in some specified
neighborhood of t . Such a fitting curve is smooth by construction. Let us denote a
time series as the set
{(tj , yj ), j = 1, . . . , N},
where each target point tj is the time the observation yj is taken. Any transformation
s acting on the time series to produce smooth estimates is a smoother.
Usually s depends on a smoothing parameter, say η, which is selected according
to the variability of the data and the amount of smoothing desired. The value of
the smoothing parameter determines the number of observations averaged to ob-
tain each estimate. In particular, if η → 0, then the neighborhoods are made of only
one observation and the result of the smoothing is an interpolation, whereas if η →
∞, then all the observations are considered and smoothing produces a constant line
corresponding to the mean of the series.
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Any linear smoother can be represented by a squared matrix, let us call it S, in
such a way that
s : RN → RN,
y −→ ŷ = Sy,
where y ∈ RN is an N-dimensional vector corresponding to the input data and ŷ ∈
RN is the N-dimensional vector representing the smoothed values.
As long as s depends on the smoothing parameter, so does S and the relation
between the original series and the corresponding smoothed estimates becomes
ŷ = Sηy.
It is crucial to remark that linearity holds only for fixed η. In fact, smoothers such
that their smoothing parameters are selected by means of data dependent optimiza-
tion criteria are nonlinear.
Let now whj , h, j = 1, . . . , N , denote the generic element of the smoothing ma-
trix Sη. The whj ’s are the weights to be applied to the observations yj , j = 1, . . . , N,
to get the estimate ŷh, for each h = 1, . . . , N , i.e.
ŷh =
N∑
j=1
whjyj .
These weights depend on the shape of the weight function associated to any
smoother. Once the smoothing parameter has been selected, the whj ’s for the obser-
vations corresponding to points falling out of the neighborhood of any target point
are null, such that the estimates of the N − 2m central observations are obtained by
applying 2m + 1 symmetric weights to the observations neighboring the target point.
The estimates of the first and last m observations can be obtained by applying asym-
metric weights of variable length to the first and last m observations respectively,
i.e.
ŷh =
m∑
j=−m
wh,h−j yh−j , h = m + 1, . . . , N − m (central observations),
(3)
ŷp =
mp∑
r=1
wpryr , p = 1, . . . , m (initial observations), (4)
ŷq =
mq∑
z=1
wq,N+1−zyN+1−z, q = N − m + 1, . . . , N (final observations),
(5)
where 2m + 1 is the length of the time invariant symmetric filter and mp and mq are
the time-varying lengths of the asymmetric filters.
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Hence, the smoothing matrix Sη has the following structure,
Sη =

Wa
(m×2m)
O
(m×N−2m)
Ws
(N−2m×N)
O
(m×N−2m)
Wa′
(m×2m)
 , (6)
where O is a null matrix and Wa , Ws , Wa′ are submatrices whose dimensions are
shown in parentheses.
In particular, Ws is a (2m + 1)-diagonal matrix (in the same sense of a tridiagonal
matrix) and its row elements are the symmetric weights wh,h−j in (3) while the rows
of the matrices Wa and Wa′ are the sets of asymmetric weights wpr and wq,N+1−z
in (4) and (5) respectively. The length of the symmetric filter, as well as that of the
asymmetric filters, depends on: (a) the shape of the smoother chosen to fit the data,
(b) the value of the smoothing parameter and, (c) the number of decimals chosen
for each weight, if the smoother is a continuous function, e.g., as we will see, the
Gaussian kernel.
In the following section we highlight the role of the t-transformation in the anal-
ysis of the smoothing matrices.
4. The t-transformation in time series filtering
Smoothing matrices of the form (6) are centrosymmetric, i.e.
t (Sη) = Sη, (7)
and their submatrices of symmetric weights are rectangular centrosymmetric,
Ws = t (Ws). (8)
Furthermore, the submatrices of asymmetric weights for the first and last obser-
vations are the t-transform of each other,
Wa = t (Wa′). (9)
The consequences of the above relations are important from both computational
and theoretical viewpoints. In fact, relation (9) allows to halve the dimension of
any smoothing problem by considering only m instead of 2m asymmetric filters.
In particular, this reduction is substantial, especially when dealing with long filters
that asymmetrically weight a considerable number of initial and end observations.
On the other hand, theoretically, it becomes significant when asymmetric weights
are derived on the basis of assumptions that are different from those corresponding
to symmetric weights. It is desirable to have asymmetric filters for end points that
converge monotonically to the symmetric ones.
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Examples of well-known smoothers for fixed values of the smoothing parameter
of the form (6) are: (1) the locally weighted regression, or loess, that uses local poly-
nomials of a degree d generally estimated by ordinary or weighted least squares and,
hence, satisfies the criterium of best fit to the data; (2) the cubic smoothing splines,
which search for an optimal compromise between the degree of fitting to the data
and that of smoothing with respect to a second degree polynomial; (3) the Gauss-
ian kernel, a locally weighted average where the weight function is the Gaussian
standard distribution; and (4) the Henderson filters, whose weights derive from the
graduation theory and minimize smoothing with respect to a third degree polynomial
within the span of the filter. A detailed mathematical description of each smoother
and the derivation of its weights are given in Dagum and Luati [5,6].
Next, we briefly introduce the centrosymmetric smoothing matrices associated to
each of the above smoothers.
The symmetric and asymmetric weights of loess are given by the 1 × (2m + 1)
row vector [5]
Sj = tTj (TTj WjTj )−1TTj Wj ,
where tj is a (d + 1)-dimensional row vector of elements of the target point tj with
exponents 0, 1, . . . , d; Tj is an (2m + 1) × (d + 1) matrix of points belonging to the
neighborhood of tj with exponents 0, 1, . . . , d; and Wj is an (2m + 1) × (2m + 1)
matrix of the weights for the observations corresponding to the points in the neigh-
borhood of tj .
The influential matrix [22] associated to a fixed smoothing parameter λ0 of a cubic
smoothing spline is given by
Sλ0 =
[
IN − DT
(
1
λ0
B + DDT
)−1
D
]
,
where IN is the N × N identity matrix and B and D are (N − 2) × (N − 2) and
(N − 2) × N matrices, respectively (see [4]).
For the Gaussian kernel (see [21]), the generic weights whj to be applied to the
observations yj , j = 1, . . . , N , to get the estimate of the observation yh, are given
by
whj =
1√
2πb
exp
{
− 12
(
t∗h−tj
b
)2}
∑N
i=1 1√2πb exp
{
− 12
(
t∗h−ti
b
)2} ,
for h = 1, . . . , N .
The symmetric weights of the 9-term Henderson filter can be obtained from the
general formula [8]
hn = 315[(q − 1)
2 − n2](q2 − n2)[(q + 1)2 − n2](3q2 − 16 − 11n2)
8q(q2 − 1)(4q2 − 1)(4q2 − 9)(4q2 − 25) ,
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by making q = 6 such that the values hn are obtained for each n from −4 to 4. The
explicit form of the asymmetric weights, which do not follow the above assumptions,
is derived by Laniel [13] based on the work of Musgrave [16].
To illustrate the effect of the t-transformation in time series filtering, we consider
the Gaussian kernel and the Henderson filter.
Figs. 1 and 2 show the smoothing matrix (6) associated to a 13-term Gaussian
kernel and to a 9-term Henderson filter to be applied to series of 15 observations,
with values approximated to three decimals. It is evident that these matrices are cen-
trosymmetric as well as those with the symmetric weights. The submatrices with
the asymmetric weights for first and last observations are the t-transform of each
other. Figs. 3 and 4 illustrate the path of the asymmetric and symmetric weights of,
respectively, the 13-term Gaussian kernel and the 9-term Henderson filter for the last
observations. It is apparent that in the case of a continuous weight function, such as
the Gaussian kernel, the asymmetric weights for the last observations monotonically
converge to the symmetric weights. On the other hand, the convergence is not mono-
tonic when the asymmetric weights are based on different assumptions respect to the
symmetric, as is the case of the Henderson filter.
0.347 0.302 0.199 0.100 0.038 0.011 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.232 0.267 0.232 0.153 0.077 0.029 0.008 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.133 0.201 0.231 0.201 0.133 0.066 0.025 0.007 0.002 0.000 0.000 0.000 0.000 0.000 0.000
0.062 0.125 0.189 0.217 0.189 0.125 0.062 0.024 0.007 0.001 0.000 0.000 0.000 0.000 0.000
0.023 0.061 0.122 0.184 0.212 0.184 0.122 0.061 0.023 0.007 0.001 0.000 0.000 0.000 0.000
0.007 0.023 0.060 0.121 0.183 0.210 0.183 0.121 0.060 0.023 0.007 0.001 0.000 0.000 0.000
0.001 0.007 0.023 0.060 0.121 0.183 0.210 0.183 0.121 0.060 0.023 0.007 0.001 0.000 0.000
0.000 0.001 0.007 0.023 0.060 0.121 0.183 0.210 0.183 0.121 0.060 0.023 0.007 0.001 0.000
0.000 0.000 0.001 0.007 0.023 0.060 0.121 0.183 0.210 0.183 0.121 0.060 0.023 0.007 0.001
0.000 0.000 0.000 0.001 0.007 0.023 0.060 0.121 0.183 0.210 0.183 0.121 0.060 0.023 0.007
0.000 0.000 0.000 0.000 0.001 0.007 0.023 0.061 0.122 0.184 0.212 0.184 0.122 0.061 0.023
0.000 0.000 0.000 0.000 0.000 0.001 0.007 0.024 0.062 0.125 0.189 0.217 0.189 0.125 0.062
0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.007 0.025 0.066 0.133 0.201 0.231 0.201 0.133
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.008 0.029 0.077 0.153 0.232 0.267 0.232
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.011 0.038 0.100 0.199 0.302 0.347
Fig. 1. Smoothing matrix S of the 13-term Gaussian kernel smoother for a time series of 15 data points.
0.581 0.424 0.185 -0.034 -0.156 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.298 0.354 0.282 0.126 -0.011 -0.049 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.086 0.242 0.315 0.259 0.120 0.000 -0.022 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
-0.029 0.102 0.255 0.324 0.263 0.120 -0.004 -0.031 0.000 0.000 0.000 0.000 0.000 0.000 0.000
-0.041 -0.010 0.119 0.267 0.330 0.267 0.119 -0.010 -0.041 0.000 0.000 0.000 0.000 0.000 0.000
0.000 -0.041 -0.010 0.119 0.267 0.330 0.267 0.119 -0.010 -0.041 0.000 0.000 0.000 0.000 0.000
0.000 0.000 -0.041 -0.010 0.119 0.267 0.330 0.267 0.119 -0.010 -0.041 0.000 0.000 0.000 0.000
0.000 0.000 0.000 -0.041 -0.010 0.119 0.267 0.330 0.267 0.119 -0.010 -0.041 0.000 0.000 0.000
0.000 0.000 0.000 0.000 -0.041 -0.010 0.119 0.267 0.330 0.267 0.119 -0.010 -0.041 0.000 0.000
0.000 0.000 0.000 0.000 0.000 -0.041 -0.010 0.119 0.267 0.330 0.267 0.119 -0.010 -0.041 0.000
0.000 0.000 0.000 0.000 0.000 0.000 -0.041 -0.010 0.119 0.267 0.330 0.267 0.119 -0.010 -0.041
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.031 -0.004 0.120 0.263 0.324 0.255 0.102 -0.029
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.022 0.000 0.120 0.259 0.315 0.242 0.086
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.049 -0.011 0.126 0.282 0.354 0.298
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.156 -0.034 0.185 0.424 0.581
Fig. 2. Smoothing matrix S of the 9-term Henderson filter for a time series of 15 data points.
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central
first asymmetric
second asymmetric 
third asymmetric
fourth asymm.
fifth asymm.
last point
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6
Fig. 3. Convergence of asymmetric to the symmetric weights of the 13-term Gaussian kernel smoother.
central
first asymmetric
second asymmetric 
third asymmetric
last point
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
-0.1
-0.2
-2 -1 0 1 2 3-3
Fig. 4. Convergence of asymmetric to the symmetric weights of the 9-term Henderson filter.
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