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Summary
Chen, Donoho, & Saunders (1998) deal with the problem of sparse representation of
vectors (signals) by using special overcomplete (redundant) systems of vectors spanning
this space. Typically such systems (also called frames) are obtained either by refining
existing basis or merging several such bases (refined or not) of various kinds (so-called
packets). In contrast to vectors which belong to a finite-dimensional space, the problem
of sparse representation may be formulated within a more general framework of (even
infinite-dimensional) separable Hilbert space (Vesely´, 2002b; Christensen, 2003). Such
functional approach allows us to get more precise representation of objects from such
space which, unlike vectors, are not discrete by their nature. In this Thesis, I attack the
problem of sparse representation from overcomplete time series models using expansions
in the Hilbert space of random variables of finite variance. A numerical study demon-
strates benefits and limits of this approach when applied to generalized linear models or
to overcomplete VARMA models of multivariate stationary time series, respectively. Af-
ter having accomplished and analyzed a lot of numerical simulations as well as real data
models, we can conclude that the sparse method reliably identifies nearly zero parameters
allowing us to reduce the originally badly conditioned overparametrized model. Thus
it significantly reduces the number of estimated parameters. Consequently there is no
care about model orders the fixing of which is a common preliminary step used by stan-
dard techniques. For short time series paths (100 or less samples), the sparse parameter
estimates provide more precise predictions compared with those based on standard maxi-
mum likelihood estimators from MATLAB’s System Identification Toolbox (IDENT). For
longer paths (500 or more), both techniques yield nearly equal prediction paths. On the
other hand, solution of such problems requires more sophistication and that is why a
computational speed is larger, but still comfortable.
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List of symbols
J index set
R set of real numbers
C set of complex numbers
X normed linear space (NL-space) with norm || · ||
f ∈ X objects under consideration (deterministic or stochas-
tic): ||f || is their magnitude measure;
f̂ estimate of f
f⊥ orthogonal complement of f
µ metric on X induced by the norm: µ(f1, f2) = ||f2−f1||
f samples of f on a finite mesh
y f possibly corrupted by a white noise e ∼ WN(0, σ2),
y = f + e
T surjective mapping parametrizing the models: T : P →
H
T ∗ adjoint operator to T
R correlation operator
P parametric space, P ⊆ `2(J) := {{ξj}j∈J |
∑
j∈J |ξj|2 <
∞, ξj ∈ C} of dimension dimP ≤ card (J) ≤ ℵ0
H ⊂ X subspace of X
% suitable optimality measure on X (objective function):
% : X ×X → R
R(·) range space
D(·) domain space
PH orthogonal projection operator PH : X → H
sp({Xt+1−j}∞j=1) separable space spanned by the history of {Xt} up to
the time t
sp(·) closure of linear span
〈·, ·〉 inner-product
L2(Ω,A,P) Hilbert space of all random variables having finite sec-
ond moments and being defined on the same probability
space (Ω,A,P)
`p space of parameters with finite p moments
‖·‖w,p weighted `p norm
ARMA(p, q) zero-mean stationary autoregressive moving average
process of orders p, q
γ(h) autocovariance function with time-shift h
pi invertible representation
ψ causal representation
MOF Method of Frames
MP Matching Pursuit method
BOB Best Orthogonal Basis method
BPA Basis Pursuit Algorithm
BPA4 Basis Pursuit Algorithm extended to functional setting
LP Linear Programming
RMSE Root Mean Squared Error
LSQR Least Square QR factorization
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1. INTRODUCTION
1. Introduction
The Thesis is structured as a commented collection of published works. Following the
Introduction, the state of the art and the description of basic methods and algorithms are
depicted. This requires an introducing of basic terms to keep chapters understandable and
also to avoid misunderstanding and confusion. The next section outlines ’white places’
of the current theory and possible solutions of related problems in detail. The final sec-
tion summarizes conclusions of the thesis. Related publications are listed in the Appendix.
The Thesis is interdisciplinary. It is focused on using mathematical theorems, meth-
ods, and apparatus to solve problems in other sciences, e.g. environmetrics and economics.
From scientific point of view, the main methodological approach is constructivism which
allows us to build models of real (observed) processes.
1.1. Overcomplete Models and Sparse Solutions
Motivation for this research is a huge increase of interest in signal representations in recent
years. The main characteristic of this development is mixing of possible representative
dictionaries together (e.g. Fourier dictionary with wavelets and chirplets etc.) that results
in an overcomplete representation. This means that the representation of a signal in terms
of dictionary’s elements is not unique. In principle, this property could be very useful,
because it gives us a possibility to choose such representation which suits our purposes
the most. On the other hand, some goals must be specified to achieve an estimation of
required quality.
According to [3], the main goals are specified as:
• Sparsity. The sparsest possible representation should be reached in order to aggre-
gate information incorporated in a signal to the fewest significant coefficients.
• Superresolution. The resolution of sparse objects should be higher than in traditional
approaches. The resolution means that significant atoms are well-identified even in
the case of a small distance between them.
• Speed. Time requirement for obtaining the sparse parametrization is O(n log(n)) or
O(n).
However a good specification of goals is not sufficient, we need a tool that allows us
to achieve them. The problem is that traditional methods as the Method of Frames, the
Matching Pursuit Method, or the Best Orthogonal Basis Method are primarily focused
on computational speed, but they do not keep the criteria of sparsity and/or superresolu-
tion. The authors in [3] suggested the method of Basis Pursuit that seeks for the sparsest
representation in overcomplete systems and keeps the above criteria. Since it is based
on l1 - minimization, it is more sparser than traditional methods and because of global
optimalization, it can also super-resolve. The algorithm running the BP method (BPA -
the Basis Pursuit Algorithm) is closely related to linear programming.
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1.2. APPLICATIONS
In general, the goal is to suggest a new approach to parameter estimation in time series
models with large number of parameters using a modified version of the Basis Pursuit
Algorithm (BPA) to verify its applicability to times series modelling.
1.2. Applications
This section explains why it is useful to apply this approach to chosen models. From the
mathematical point of view, the chosen models belong to categories of generalized linear
(GLM) models in the case of environmetric applications and to multivariate autoregres-
sive moving average (VARMA) models in the case of economic applications. It should be
clear that the problem is well described mathematically: the application of BPA on GLM
and VARMA models respectively. There is also another question. Why these models are
constructed as overcomplete. Next paragraphs provide the motivation.
As an environmetric application, the analysis of air pollution by suspended particulate
matter is carried out. The aim is to represent the observed air pollution in terms of air
temperature and humidity, direction and wind speed, weekend effects, staircase function
of jumps etc. There are also autoregression terms. This modelling features a very strong
overparametrization, since many wind directions are considered to identify significant pol-
lution sources. The resulting model is very rich, and thus overcomplete.
In economics, a variety of ways using this approach can be found. For example, near
term forecasts of particular economic variables (for purposes of central bankers) are based
on dynamic factor models. The basic goal of such modelling is to incorporate as much
covariates as possible to predict a future development with the highest possible probabil-
ity. However, this approach often leads to an overcomplete model and to problems with
its estimation. Another example is an estimation of time-varying parameters in dynamic
stochastic general equilibrium (DSGE) models which are widely used for consistent fore-
casting and for a monetary policy analysis (see [27]). These models can be expressed
in state-space forms and consequently in terms of VARMA models when recalling an
interconnection between state-space models and VARMA models.
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2. State of the Art
In principle, the aim is to find the sparsest solution of an underdetermined system of
linear equations in finetely parametrized case. Such system must be solvable (the rank
of the system matrix must equal to the rank of the augmented matrix), but with the
number of unknows exceeding the rank (overcompleteness). This implies infinitely many
solutions, thus the aim is to find such solution that minimizes the number of nonzero
entries. Theoretically, we can look for minimum of the l0 ”norm” of a parameter vector
subject to a system of linear equations. This is an exact formulation of the problem,
unfortunately not solvable in a reasonable amount of time. On the other hand in the
case of the l2 norm, solutions are not sparse. A good compromise is a minimization of
l1 norm which can be transformed to problem of linear programming and solved by the
Basis Pursuit Algorithm.
In the first section, there is also introduced a way how to transform the problem to a
discrete form in order to make numerical computations easier.
2.1. Principle of Sparse Atomic Decomposition
Let (X, %) be a functional normed linear space, H ⊂ X its separable subspace and % :
X ×X → R a suitable optimality measure on X (e.g. a metric). For a function f ∈ X,
let f̂ ∈ H denote a %-optimal approximation of f in H minimizing or maximizing %(f, f̂).
Let T : P → H be a surjective linear mapping from a parametric space P ⊆ `2(J) :=
{{ξj}j∈J |
∑
j∈J |ξj|2 < ∞, ξj ∈ C} of high dimension dimP ≤ card (J) ≤ ℵ0 onto H.
Fixing a basis E := {εj}j∈J in P (usually P = `p(J) with p = 1, 2 and εj = {δjk}k∈J),
there exists a parametric sequence ξ = {ξj}j∈J ∈ P reconstructing f̂ via T :
f̂ = Tξ = T
(∑
j∈J
ξjεj
)
=
∑
j∈J
ξjTεj =:
∑
j∈J
ξjφj. (2.1)
Definition 1 φj := Tεj are called atoms. The expansion f̂ =
∑
j∈J ξjφj is called
atomic decomposition of f̂ (≈ f) in H in terms of the dictionary Φ := {φj}j∈J ,
and the respective ξ is called parametric representation of f̂ (≈ f) in terms of Φ. The
summation is assumed to be unconditional and T continuous in some sense if J is infinite.
For big J (thousands of atoms) such ξ is typically not unique within a numerical precision
tolerance µ(f̂ ,
∑
j∈J ξjφj) < ε measured by a suitable metric µ. In such a case, many of
the atoms are redundant and both the decomposition and the parametric representation
are called overcomplete. T is so-called reconstruction operator.
Choosing a feasible tolerance ε > 0, aim lies in finding a finite F ∗ ⊂ J as small
as possible (cardF ∗ << card J) such that µ(f̂ ,
∑
j∈F ∗ ξ
∗
jφj) < ε. Then
∑
j∈F ∗ ξ
∗
jφj is
called sparse ε-suboptimal atomic decomposition of f̂ and ξ∗ = {ξ∗j }j∈F ∗ its sparse
ε-suboptimal parametric representation.
The standard formulation is usually within the Hilbert-space framework: see [4, 9, 11]
for a more rigorous theoretical treatment. Let us briefly summarize the main issues. X
is assumed to be a Hilbert space (over R or C) with inner-product 〈·, ·〉, H its closed
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subspace and T a bounded linear operator from P onto H. The choice for % and µ is the
least-squares metric induced by the norm ‖x‖ = √〈x, x〉: %(x, y) = µ(x, y) = ‖x − y‖.
The summation in (2.1) is with respect to the same metric. Denoting PH : X → H the
orthogonal projection operator, we have f̂ = PHf .
Corollary 1 Let us construct a ‘weighted discretization’ of f via the adjoint operator
T ∗ : X → `2(J):
〈Tξ, f〉 = 〈
∑
j∈J
ξjφj, f〉 =
∑
j∈J
ξj〈φj, f〉 =
∑
j∈J
ξj〈f, φj〉 = 〈ξ, T ∗f〉 (2.2a)
where
T ∗f = {〈f, φj〉}j∈J = {〈f̂ , φj〉}j∈J = T ∗f̂ (2.2b)
due to 〈f, φj〉 = 〈f̂ + f⊥, φj〉 = 〈f̂ , φj〉+ 〈f⊥, φj〉︸ ︷︷ ︸
0
= 〈f̂ , φj〉.
Proof (T²j = φj ∈ H) ∧ (f⊥ ∈ X −H)⇒ 〈f⊥, φj〉 = 0.
Definition 2 The adjoint T ∗ is often called discretization operator or Bessel oper-
ator.
Theorem 1 As H is closed, one can apply a well-known statement resulting from the
theory of Banach spaces saying that restriction of T ∗ onto the closed range space R(T ) of
T is a topological linear isomorphism T ∗ : H → H ′ where H ′ ⊆ `2(J) is a closed subspace
as well.
Corollary 2 Applying T ∗ to both sides of (2.1), we get an equivalent atomic decomposi-
tion in H ′ having the same set of solutions with respect to ξ as the original one:
T ∗f
(2.2b)
= T ∗f̂ = T ∗Tξ =
∑
j∈J
ξjT
∗Tεj =:
∑
j∈J
ξjRεj =:
∑
j∈J
ξjφ
′
j (2.3a)
where φ′j are atoms of a new overcomplete dictionary in H
′ obtained via new reconstruction
operator R := T ∗T .
Proof See [11, Theorem 3.2].
Definition 3 Operator R is often called correlation operator.
Corollary 3 Atoms φ′j are constructed as φ
′
j = Rεj = T
∗Tεj = T ∗φj = {〈φj, φi〉}i∈J .
Clearly (2.3a) attains the form of a possibly infinite system of linear equations
bi = 〈f, φi〉 = 〈f̂ , φi〉 =
∑
j∈J
Rijξj where Rij = 〈φj, φi〉 and i ∈ J. (2.4)
Proof See [11].
Its left-hand-side plays the role of a discretization of f (or of f̂) weighted by the
atoms φi via the inner product. Atoms φ
′
j of this dictionary are columns of ‘matrix’ [Rij]
and thus sequences or long vectors making numerical computations easier than with the
original dictionary which is from an abstract functional space.
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2.2. Existing Methods
A lot of algorithms have been suggested by various authors (see for example [2], [3], [5])
for searching representations from the overcomplete ones. Mainly the Method of Frames
(MOF), the Orthogonal Matching Pursuit method (OMP), and the Best Orthogonal Basis
method (BOB) are very popular.
The principle of MOF is based on solving
min ||ξ||2 subject to b = Rξ, where ||ξ||2 =
(∑
i
|ξi|2
)1/2
(2.5)
this means that it picks out, among all solutions, one with coefficients featuring minimum
l2 norm. Constructing the Moore - Penrose generalized inverse of R, we can simply obtain
such solution. However, there are two key problems. MOF is not sparsity-preserving and
also it is resolution limited. The first problem arises from the fact that each atom that has
a nonzero inner product with b is usually a member of solution. The second one embodies
in spatially spread-out reconstruction of ξ which is localized by R+Rξ. R+ denotes the
Moore - Penrose generalized inverse of R.
OMP method starts from an initial zero approximation of solution and from an initial
residual equivalent to b. Then it builds up a sequence of sparse approximation stepwise.
After k steps, it identifies the dictionary atom that best correlates with the residual and
then rebuilds the current least squares approximation including a scalar multiple of that
atom. After m steps, one has a solution with a final residual. This method works perfectly
in the case of nearly orthogonal dictionary, but in other cases it might choose wrongly
in the first few iterations and consequently end up spending most of its time correcting
mistakes.
BOB method is developed to be a specific decomposition scheme to orthogonal or
orthonormal bases (for more detailed description of the method see [3]). In such cases,
it delivers near-optimal sparse solutions. However, when b is composed of a moderate
number of non-orthogonal components, the method fails in sparsity due to the fact that
it looks for orthogonal basis, not for sparse representation.
2.3. Basis Pursuit Method and Algorithm
Defining the problem as in (2.5) is very comfortable, because a strictly convex function
|| · ||2 guarantees a unique solution and we dispose many standard tools for solving it.
Unfortunately these methods do not meet our requirments. Another very intuitive and
simple measure of sparsity is to require as few nonzeros in a parameter vector as possible.
More explicitly
min ||ξ||00 subject to b = Rξ, where ‖ξ‖00 = card {j ∈ J | ξj 6= 0} <∞. (2.6)
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Because of the discrete and discontinuous nature of the `0 norm1, the standard convex
analysis cannot be applied. In principle, this is a classical problem of combinatorial search.
We can go through all possible subsystems b = RSξS and check whether these systems
can be solved. However such searching for sparse parameterization is a NP-hard combi-
natorial problem. Now a crucial question arises. Can we find any approximate solutions
with acceptable accuracy?
In general, we can consider the problem as
min ||ξ||pp subject to b = Rξ, (2.7)
where
||ξ||pp =
∑
i
|ξi|p with 0 < p <∞
and the `0 ”norm” is the limit as p→ 0 of the `p norms in the following sense:
||ξ||00 = lim
p→0
||ξ||pp = lim
p→0
∑
i
|ξi|p.
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Figure 2.1: `p norm approaches the indicator function, when p→ 0
However, the case 0 < p < 1 yields a concave functional, the first nearest convex
functional is delivered by p = 1. That is why a choice of p = 1 seems to be a good
approximation of (2.6). Thus to reduce the computational complexity we often solve the
following simpler linear programming problem (see [2] for more detailed treatment):
min ||ξ||1 subject to b = Rξ. (2.8)
Due to the fact that `p norm is not indifferent to the magnitude of the nonzero entries in
ξ for p 6= 0, the columns of the matrix R should be scaled, thus the modificated problem
is
min ||Wξ||1 (or denoted ||ξ||w,1) subject to b = Rξ. (2.9)
1|| · ||p does not yield norm for 0 ≤ p < 1, but || · ||pp yields metric for such cases. However we often
find this connection in literature.
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The weights wjj = ||rj||2 > 0 are chosen as `2 norm of colums Rj in matrix R to balance
contribution of individual parameters to the model. The normalization of atoms to unit
norm yields unit weights wjj.
For solving to (2.9), the Basis Pursuit method originally suggested by Chen et al. [SIAM
Review 43 (2001), No. 1] seems to be the best. Standard methods are based on the min-
imization of l2 norm, what leads to the solution of a system of linear equations. Basis
Pursuit, however, requires the solution of a convex, nonquadratic optimization problem
and this involves more sophistication. Fortunately, there is a connection with linear pro-
gramming (LP).
Definition 4 The standard form of the linear program is a constrained optimization de-
fined in terms of a variable x ∈ Rm by
min cTx subject to Ax = d, x ≥ 0, (2.10)
where cTx is the objective function, Ax = d is a collection of equality constraints and
x ≥ 0 is a set of bounds.
Theorem 2 The Basis Pursuit problem can be equivalently reformulated as a linear prob-
lem in the standard form (2.10) by making following translations:
m⇔ 2n where n := card (J); x⇔ (u, v) where ξ := u− v; c⇔ (1, 1);A⇔ (R,−R); d⇔ b.
(2.11)
The solution of (2.9) can be obtained by solving equivalent linear program. See [11] for
more details.
Proof The equivalence of linear programming and l1 - minimization has been known
since the 1950’s (see [3], page 12).
Remark 1 Finding a solution to the linear program is identical to finding the optimal
basis built by m columns of n×m matrix A where m > n. The collection of atoms in the
optimal basis is not, in overcomplete case, known in advance and depends on the data b.
Basis Pursuit is an optimization principle, however an algorithm is needed. Nowadays
we can use the simplex and interior-points algorithms. Basis Pursuit in highly overcom-
plete cases leads to large-scale optimization problems which can be successfully solved
only because of recent advances in linear programming by interior - point methods, par-
ticularly by a primal-dual logarithmic barrier method (see [3]). Here we refer to
Basis Pursuit executed by a primal-dual logarithmic barrier method as to the Basis Pur-
suit Algorithm (BPA). The following theorem ensures that Basis Pursuit solves (2.6)
in sufficiently sparse cases.
Definition 5 The mutual coherence of a given matrix R is the largest absolute normalized
inner product between two different columns from R. Denoting the kth column in R by
rk, the mutual coherence is given by
ζ(R) = max1≤k,j≤m,k 6=j
|rTk rj|
||rk||2 · ||rj||2 . (2.12)
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Theorem 3 For the system of linear equations b = Rξ (R ∈ Rn×m of full-rank with
n < m), if a solution ξ exists obeying
||ξ||0 < 1
2
(
1 +
1
ζ(R)
)
, (2.13)
that solution is both the unique solution of problem min ||ξ||1 subject to b = Rξ by BPA
and the exact solution of min ||ξ||0 subject to b = Rξ.
Proof See [2, page 46].
2.4. BPA 4
In this Thesis, we use a computationally intensive universal multi-stage iterative procedure
coded in MATLAB which shows to be robust against propagation of numerical errors when
solving inverse problems being extremely badly conditioned. The procedure is based on
BPA for finite-dimensional vectors (see [7]) and later on extended to functional setting
(see [10]). The main steps of the algorithm are (see [11] for more details):
(A0) Choosing a raw initial estimate ξ(0).
(A1) ξ(0) is improved iteratively by stopping at ξ(1) which satisfies optimality crite-
rion %(f, f̂) within numerical precision µ(f̂ ,
∑
j∈J ξ
(1)
j φj) < ε/2. Solution ξ
(1) is
ε-suboptimal but not sparse in general.
(A2) Starting with ξ(1), the aim is loooking for ξ(2) = argminξ∈`2(J)‖ξ‖w,1 subject to
µ(Tξ(1),
∑
j∈J ξ
(2)
j φj) < ε/2, which tends to be nearly sparse and is ε-suboptimal
due to triangle inequality µ(f̂ ,
∑
j∈J ξ
(2)
j φj) ≤ µ(f̂ , T ξ(1)) + µ(Tξ(1),
∑
j∈J ξ
(2)
j φj) <
ε/2 + ε/2 = ε.
(A3) Sparse and ε-suboptimal solution ξ∗ := {ξ(2)j }j∈F ∗ is constructed by choosing zero
threshold δ > 0 as large as possible such that µ(f̂ ,
∑
j∈F ∗ ξ
∗
jφj) < ε still holds with
F ∗ = { j ∈ J | |ξ(2)j | ≥ δ}.
(A4) Optionally step (A1) can be repeated with J replaced by significantly reduced F ∗
and new initial estimate ξ(0) = ξ∗ from the previous step (A3). A possibly improved
sparse representation ξ∗ is expected.
Hereafter we refer to this four-step algorithm as to BPA4.
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3. Structure of Solution
Chapter 2 gives us a tool for looking for the sparsest solution in overcomplete systems.
This is the Basis Pursuit Algorithm or its modification - BPA4. The next step is to trans-
form models to systems of linear equations and possibly to carry out the discretization.
The first section describes a process of the dicretization for a general overcomplete time
series model. Next sections are focused on particular models. Note that the discretization
is carried out only for VARMA models. In the case of generalized linear models, compli-
cations stemming from the existence of link functions are depicted.
The structure of solution is chosen in order to avoid possible complications stemming
from a complexity of problems. This is the reason why I decided to start with the eas-
iest formulation of the problem. First of all, it is necessary to translate the problem to
the form appropriate for the Basis Pursuit Algorithm. In the case of environmetric ap-
plication, simple linear models are constructed in order to improve their complexity by
adding nonlinearity introduced by link functions. In the case of economic application, the
simplest univariate ARMA models of high orders are estimated and are then followed by
general VARMA models.
Finally a comparison of the results with those from standard estimation techniques is
carried out. Simulated or observed time series are separated up. The first part is used for
parameter estimation by various techniques. Forecasts based on resulting models are then
computed and compared with the second part in order to evaluate precision of forecasts.
3.1. Overcomplete Time Series Models
This section is focused on recovering sparse parameter estimates from overcomplete time
series models. The notation of [1] is kept here. Following up with (2.1), (2.3a) and (2.4),
we specialize to the Hilbert space X := L2 := L2(Ω,A,P) of all random variables having
finite second moments and being defined on the same probability space (Ω,A,P). For any
U, V ∈ L2 there the inner product is defined as joint 2-nd moment of U and V , namely
as 〈U, V 〉 = EUV , yielding the root-mean-square norm ‖U‖ = √〈U,U〉 = √E |U |2 and
metric %(U, V ) = µ(U, V ) = ‖U − V ‖.
Let J := {j}Mj=1, 1 ≤M ≤ ∞, stand for a big finite or infinite indexing set associated
with the overcomplete dictionary considered below.
Assume a given fixed Xt to be causally represented by a dictionary {Ut}∞t=−∞, so we
get for arbitrary but fixed t:
• H := Ht = sp({Ut+1−j}Mj=1) which is clearly a separable subspace of L2 and Ht ⊆
Ht+1 holds for M =∞.
• Pt := PHt : L2 → Ht the orthogonal projection operator of L2 onto Ht.
• f := Xt+k where k = 0, 1, . . . is a given time delay.
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Corollary 4 Then (2.1) attains the form
X̂
(k)
t+k = PtXt+k =
M∑
j=1
ξjUt+1−j =: Ttξ (3.1)
of a k-steps delayed predictor of Xt+k given {Uτ}τ≤t which minimizes the mean-square
error %(Xt+k, X̂
(k)
t+k)
2 = E|Xt+k − X̂(k)t+k|2. Let us denote the residual process by Z(k)t+k :=
Xt+k−X̂(k)t+k. For k = 1 it is used to omit the superscript and write simply X̂t+1 := PtXt+1
and Zt+1 := Xt+1 − X̂t+1. In this case, the residual process {Zτ}∞τ=−∞ is not correlated
when M =∞ since Zt+1 ⊥ Ht holds for each t and Xτ , X̂τ as well as their difference Zτ
belong to Ht for τ ≤ t.
Theorem 4 Again instead of (3.1), we can solve the equivalent matrix equation obtained
from (2.4)
b
(k)
t = Rtξ or equivalently b
(k)
i (t) =
M∑
j=1
Rij(t)ξj for i ∈ J. (3.2)
Proof Above there is b
(k)
t = [b
(k)
i (t)]
M
i=1 where b
(k)
i (t) := 〈Xt+k, Ut+1−i〉 = EXt+kU t+1−i is
standing for 2-nd order joint moment of Xt+k and i-th atom Ut+1−i, and Rt = [Rij(t)]Mi,j=1
where Rij(t) := 〈Ut+1−j, Ut+1−i〉 = EUt+1−jU t+1−i is standing for 2-nd order joint moment
of j-th and i-th atom which is a true correlation of them only if they have zero mean and
unit variance. The above reasoning justifies Rt as a correlation matrix operator also from
the viewpoint of statistical terminology.
As sp({Ut+1−j}∞j=1) is dense in sp({Ut+1−j}∞j=1), in practice we can chooseM sufficiently
large but still finite so that µ(X̂t+k,
∑M
j=1 ξjUt+1−j) < ε/2 holds for some ξ. In such a
case all above mentioned assumptions about Ht and Tt are trivially fulfilled because
Ht = sp({Ut+1−j}Mj=1) is finite-dimensional and thus closed which implies also surjectivity
of Tt. In general both the choice of M and any solution ξ sparse or not (see also ξ
∗ and
ξ̂∗ mentioned below) may depend on t. Often we can assume stationarity of this model
where this is not the case. If M = ∞, then the expansions (3.1) is infinite and a more
sophisticated analysis is inevitable. First question arises about its summability in the
mean-square sense. In view of [1, Proposition 3.1.1], this will be guaranteed with ξ ∈ `1(J)
provided that the time series {Ut}∞t=−∞ has bounded mean and variance, or equivalently
if there exists K > 0 such that ‖Ut‖ ≤ K for all t. Then Tt : `1(J) → Ht is a bounded
operator because ‖Ttξ‖ = ‖
∑M
j=1 ξjUt+1−j‖ ≤
∑M
j=1|ξj|‖Ut+1−j‖ ≤ K
∑M
j=1|ξj| = K‖ξ‖1.
The summation is unconditional because ξ =
∑
j∈J ξjεj is unconditional due to absolute
convergence of
∑
j∈J |ξj|. The above offers the choice P = `1(J). Observe that with M
finite `1(J) = `2(J) holds and both spaces have equivalent norms.
Remark 1 If all moments from Rt and b
(k)
t are known, we can use BPA4 to obtain exact
ε-optimal sparse solution ξ∗ of (3.2) where %(b(k)t , Rtξ
∗) should be close to zero because
b
(k)
t ∈ R(Rt). If only moment estimates b̂i(t) and R̂ij(t) are available, then using BPA4
we arrive at an estimate ξ̂∗ of the exact solution ξ∗ where %(b(k)t , R̂tξ̂
∗) may decline from
zero much more because b̂
(k)
t ≈ b(k)t and b̂(k)t may fall outside of R(R̂t).
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Remark 2 Replacing the least-squares optimality criterion % with another one will pro-
vide a sparse estimator of different type. For example in step (A1) we can compute
ξ(1) = argmaxξ∈`2(J)%(Xt+k, Ttξ) if % is the likelihood function (ML-estimate). Having
found the ML-estimate X̂
(k)
t+k = Ttξ
(1) in step (A1) we put b
(k)
t = T
∗
t X̂
(k)
t+k and continue
with steps (A2)–(A4) applied to b
(k)
t = Rtξ
(1). If only sample estimates b̂
(k)
t and R̂t are
available, we insert step (A1) once more to find the least-squares estimate
̂̂
b
(k)
t = R̂tξ̂
(1) of
b̂
(k)
t minimizing ‖b̂(k)t − R̂tξ‖. Afterwards we continue with steps (A2)–(A4) where b(k)t is
replaced by
̂̂
b
(k)
t . We hope
̂̂
b
(k)
t to be close to b
(k)
t , so as the final solution ξ̂
∗ close to ξ∗.
3.2. Overcomplete GLM
In the case of envirometric models the Theorem 4 is not used. This is the reason why
a construction of matrices for BPA is very simple (see publication [18]). However the
whole problem is complicated by link functions associated with GLM and it requires the
following adjustments of BPA4. The main steps of BPA adjusted for GLMs are (see also
[18]):
(S0) In view of observed time series yt ≈ E(yt), we choose a raw initial estimate ξ(0) so
that f (0) := Tξ(0) ∈ D(g−1) ∩H is as close as possible to PHg(yt) where g is a link
function and D(g−1) is the domain of the inverse to g.
(S1) We improve ξ(0) iteratively by stopping at ξ(1) which satisfies optimality criterion,
typically maximum of the associated log-likelihood function
ξ(1) = argmaxξ∈`2(J)L(ξ; yt, T ) subject to Tξ ∈ D(g−1) using fmincon.m or fminunc.m
[MATLAB (Optimization tbx)]. Then Tξ(1) equals to f̂ ∈ H within numerical pre-
cision ‖f̂ − Tξ(1)‖ < ε/2 . Thus solution ξ(1) is ε-suboptimal but not sparse in
general.
(S2) Starting with ξ(1), we are looking for ξ(2) = argminξ∈`2(J)‖ξ‖w,1 subject to
‖Tξ(1) − Tξ(2)‖ < ε/2 which tends to be nearly sparse and is ε-suboptimal due
to triangle inequality
‖f̂ − Tξ(2)‖ ≤ ‖f̂ − Tξ(1)‖+ ‖Tξ(1) − Tξ(2)‖ < ε/2 + ε/2 = ε.
(S3) We construct a sparse and ε-suboptimal solution ξ∗ := {ξ∗j }j∈J ,
ξ∗j =
{
ξ
(2)
j for j ∈ F ∗
0 for j ∈ J − F ∗ by choosing zero threshold δ > 0 as large as possible
such that ‖f̂ − Tξ∗‖ < ε still holds with F ∗ = { j ∈ J | |ξ(2)j | ≥ δ}.
(S4) We repeat step (S1) with significantly reduced number of columns in T where J has
been replaced by F ∗ and starting with more precise initial estimate ξ(0) = {ξ∗j }j∈F ∗
obtained in the previous step (S3). We expect to obtain a possibly improved sparse
representation ξ∗.
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3.3. Overcomplete VARMA Model
The discretization of an (V)ARMA model based on Theorem 4 will be carried out in this
case. The notation as of the section 3.1 is kept here.
As a special case, one can consider an autoregressive model (Ut = Xt) where {Xt} :=
{Xt}∞t=−∞ has bounded mean and variance. Then Ht = sp({Xt+1−j}∞j=1) is a separable
closed space spanned by the history of {Xt} up to the time t. By orthogonalization of
{Xt} we get also Ht = sp({Zt+1−j}∞j=1) where {Zt} is uncorrelated, Zt = Xt − Pt−1Xt,
t ∈ Z. {Xt} is assumed to be zero-mean stationary, {Xt} ∼ ARMA(p, q), in which case
mean and variance are constant and {Zt} is a white noise, {Zt} ∼ WN(0, σ2), σ > 0.
Thus both {Xt+1−j} and {Zt+1−j} are dictionaries in Ht. Merging both dictionaries, we
get an new overcomplete dictionary {Ut+1−j}∞j=1 = {Xt+1−j}∞j=1 ∪ {Zt+1−j}∞j=1 in Ht and
atomic decomposition of X̂t+1:
X̂t+1 = PtXt+1 =
P∑
j=1
ΦjXt+1−j +
Q∑
k=1
ΘkZt+1−k =: T
P,Q
t ξ, 0 ≤ p ≤ P ≤ ∞, 0 ≤ q ≤ Q ≤ ∞,
(3.3)
where ξ := {Φ,Θ} stands for concatenation of coefficient sequences Φ := {Φj}Pj=−∞ and
Θ := {Θk}Qk=−∞. After changing the notation accordingly this model comprises all three
commonly used representations, namely
• invertible representation X̂t+1 =
∑∞
j=1(−pij)Xt+1−j =: T∞,0t (−pi), when putting
pi0 = 1 and pij = 0 for j < 0 we can write also
Zt+1 = Xt+1 − X̂t+1 =
∑∞
j=0 pijXt+1−j =
∑∞
j=−∞ pijXt+1−j;
• causal representation X̂t+1 =
∑∞
k=1 ψkZt+1−k =: T
0,∞
t ψ, when putting ψ0 = 1 and
ψk = 0 for k < 0 we can write also
Xt+1 = X̂t+1 + Zt+1 =
∑∞
k=0 ψkZt+1−k =
∑∞
k=−∞ ψkZt+1−k;
• overcomplete ARMA(P,Q) representation X̂t+1 = T P,Qt ξ with finite but sufficiently
overestimated orders P,Q: p ≤ P <∞, q ≤ Q <∞; the choice P = Q = 10 being
satisfactory in most cases.
Hereafter the third case is ivestigated in more detail, the sparse solution of which is ex-
pected to exclude redundant parameters which are nearly noughts allowing us to approach
the original ARMA(p, q) model and its parameter estimates.
In this case, the expansion (3.3) is finite and thus the equivalent system (3.2) of P +Q
linear equations with P + Q unknowns ΦP := Φ1, . . . , ΦP
T and ΘQ := Θ1, . . . , ΘQ
T may
be solved instead (M = P +Q).
Lemma 1 Let {Xt} be a stationary time series and i, j ∈ Z arbitrary. The following
holds:
(1) If {Xt} is causal then 〈Xt+1−j, Zt+1−i〉 = σ2ψi−j.
(2) If {Xt} is invertible then 〈Xt+1−j, Zt+1−i〉 =
∑∞
k=0 γ(i− j + k)pik.
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Proof
See [17, Lemma 1].
The next theorem reveals the entries bi := bt(i), i = 1, . . . , P + Q, of the left-hand-side
vector b := b
(1)
t and the structure of the matrix R := (T
P,Q
t )
∗
T P,Qt which show to be
independent of t due to stationarity. That is why the subscript t is omitted from the
notation.
Theorem 5
If {Xt} ∼ ARMA(p, q) is zero-mean and causal with autocovariance function γ = {γ(h)}∞h=0,
γ(h) := cov(Xt+h, Xt) = EXt+hX t = 〈Xt+h, Xt〉, then the equation (3.2) attains with
0 ≤ p ≤ P <∞ and 0 ≤ q ≤ Q <∞ the form
b = Rξ with b =
[
γP
σ2ψQ
]
, R =
[
ΓP σ
2Ψ∗
σ2Ψ σ2IQ
]
and ξ =
[
ΦP
ΘQ
]
, (3.4)
where γP := [γ(1), . . . , γ(P )]
T , ψQ := [ψ(1), . . . , ψ(Q)
T ] and σ2 = γ(0)∑∞
k=0|ψk|2 =
γ(0)
‖ψ‖2 .
IQ is identity matrix of order Q, ΓP and Ψ are Toeplitz matrices:
ΓP := γ(i− j)Pi,j=1 =

γ(0) γ(1) · · · γ(P − 1)
γ(1) γ(0) · · · γ(P − 2)
...
... · · · ...
γ(P − 1) γ(P − 2) · · · γ(0)
 and (3.5)
Ψ := ψ(i− j)Q,Pi,j=1 =

1 0 · · · 0
ψ(1) 1 · · · 0
...
... · · · ...
ψ(Q− 1) ψ(Q− 2) · · · ·
 of size Q× P. (3.6)
Proof See [17, Theorem 1].
Corollary 5
If the time series {Xt} from theorem 5 is both causal and invertible, then the entries of
ψQ and Ψ may be evaluated from the invertible representation too:
ψi =
1
σ2
∞∑
k=0
γ(i+ k)pik for i = 0, 1, . . . where (3.7)
σ2 =
∞∑
k=0
γ(k)pik = 〈γ, pi〉 taking the scalar product in `2.
Proof See [17, Corollary 1].
Remark 3 (Special cases)
{Xt} ∼ AR(p): We shall verify existence of a sparse solution with ΘQ = 0. If this is the
case, then
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a) Leading P rows in (3.4) give γP = ΓPΦP which is the well-known Yule-Walker system.
b) Trailing Q rows in (3.4) give σ2ψQ = σ
2ΨΦP . Cancelling σ
2 we arrive at equations
ψ1 = Φ1, ψ2 = Φ1ψ1 + Φ2, ψ3 = Φ1ψ2 + Φ2ψ1 + Φ3, . . .
These are exactly the well-known equations evaluating causal representation of {Xt} ∼
AR(P ) which is derived from the power series product ψ(z)Φ(z) = 1 [1, eq. (3.3.5)].
{Xt} ∼ MA(q): We shall verify existence of a sparse solution with ΦP = 0. If this is the
case, then
a) Trailing Q rows in (3.4) result in Q equations σ2ψi = σ
2Θi, i = 1, . . . , Q confirming
that the MA and causal representations coincide.
b) Leading P rows in (3.4) give γP = σ
2Ψ∗ΘQ which is equivalent with P equations
γ(h) = σ2(Θh+ψ1Θh+1+ψ2Θh+2+· · ·+ψQ−hΘQ) = σ2
∑Q−h
j=0 Θh+jψj = σ
2
∑Q−h
j=0 Θh+jΘj,
h = 1, . . . , P , where γ(h) = 0 for h > Q.
This is exactly the well-known expression for the autocorrelation function of an MA(Q)
process [1, eq. (3.3.12)].
Algorithm
The overall estimation procedure is as follows:
(1) Replace exact autocovariance function γ by its sample estimate γ̂.
(2) Compute estimates ψ̂ and σ̂2 from γ̂. Two methods can be proposed:
(i) Direct method calculating ψ̂ and σ̂2 via iterating Innovations algorithm (IA)
sufficiently many times [1, §8.3]. We iterate until σ̂2 and ψ̂i, i = 1, . . . , Q are
stabilized.
(ii) Indirect method first analogically calculating pi and σ̂2 via iterating Durbin-
Levinson algorithm (DLA) sufficiently many times [1, §8.3] until truncated
sums (3.7) evaluating ψ̂Q and σ̂
2 stabilize. Alternatively, we can look for sparse
solution of the equation X̂t+1 = T
M,0
t (−pi) for largest possible M ≥ P + Q
solving the equivalent Yule-Walker system γM = ΓMΦM via BPA4. Again
the desired estimates ψ̂Q and σ̂
2 may be obtained from (3.7) where for piM :=
[pi1, . . . , piM ]
T we substitute the solution −Φ̂M .
A sparse solution reducing order p significantly below P indicates an AR(p)
model with the desired estimate of Φp obtained by truncating negligible trailing
values in ΦM . If AR(p) model is not evidential, we continue with the next step.
The direct method is to be preferred since it does not rely on invertibility. When
using indirect method, then BPA4 should be preferred to the incremental DLA
where propagation of round-off errors might corrupt the coefficient estimates with
growing number of iterations.
(3) Compute sparse solution ξ∗ =
[ Φ∗P
Θ∗Q
]
of (3.4) via BPA4 with γ, ψ and σ2 replaced
by their estimates. As the initial estimate in step (A0), we can use for example the
pseudoinverse solution ξ(0) = R+b.
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(4) Optional step. We know from the causal representation [1, eq. (3.3.5)] and from
(3.7) that both ψ and σ2 are functions of unknown parameters ΦP and ΘQ. Using
these relations with Φ∗P and Θ
∗
Q obtained in step (3) we can obtain possibly im-
proved estimates ψ̂ and σ̂2 leading to improved Φ∗P and Θ
∗
Q after repeating step (3).
These procedure may be iterated several times. If convergence is exhibited then
the stabilized solution Φ∗P and Θ
∗
Q from the last iteration will be used as the final
parameter estimate, otherwise we keep the initial solution ξ∗ from step (3).
17
4. Results and Conclusions
This chapter summarizes aims, or more precisely, hypotheses of the Thesis that were
proved in attached articles and conference proceedings. The first goal was to verify the
properties of estimates (sparsity, superresolution and speed) when using BPA4 for esti-
mation of overcomplete GLM and VARMA models. The hypothesis was that achieved
results should be better compared to traditional methods. In general, the following sum-
mary can be given.
GLM models were not investigated in general. Aims were defined for the environmetric
application. Appropriate conclusions were published in publication [18] (see appendix
Publications).
1. A systematic study of nine variants of linear (LM) and generalized linear models
(GLM) along with three types of estimation algorithms (one of them using Basis
Pursuit approach) was carried out.
2. An identification of the model and algorithm yielding most precise one-day forecasts
of the level of pollution with regard to the meteorological and seasonal covariates
was expected. Again, predictions based on sparse estimates are more precise.
3. Parameters significance of AR term, wind directions, relative humidity, heating
effect (in winter season) and weekend effects were given. Especially effects of direc-
tions where from winds mostly carry the pollution were detected by Basis Pursuit.
Again, sparse methods deliver as small number of parameters as possible (sparsity)
and identify parameters being the most significant (superresolution).
Particularly for VARMA models:
1. The sparse method significantly reduces the number of estimated parameters (spar-
sity).
2. The sparse method reliably identifies nearly zero parameters in models allowing us
to reduce the originally badly conditioned overparametrized model (superresolu-
tion). Consequently there is no care about model orders the fixing of which is a
common preliminary step used by standard techniques.
3. For short time series paths (100 or less samples), the sparse parameter estimates
provide more precise predictions compared with those based on standard maximum
likelihood estimators from MATLAB’s System Identification Toolbox (IDENT).
4. For longer paths (500 or more), both techniques yield nearly equal prediction paths.
5. As the model usually depends on the estimated parameters, improvement of their
accuracy by iterating BPA several times is expected.
6. Computational speed of the sparse method is larger, but still comfortable.
These conclusions were proved in publications [12]-[14] and [17] (see appendix Publica-
tions). In publications [12] and [17], a numerical study of univariate ARIMA models was
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carried out. Simulated data as well as real economic data were used for evaluating of
forecasts precision. In publications [13] and [14], this study was extended on multivariate
ARMA models.
The second goal was to verify whether results obtained from BPA4 have purposeful
interpretation from an environmetric (e.g. wind directions in [18]) or economic (e.g.
VARMA model for economic developement in [13]) point of view. It should be said
that an efficiency of estimates related to interpretation cannot be evaluated by purely
mathematical methods and a specific knowledge of an expert in the respective field has
to be involved.
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Air pollution analysis based on sparse estimates from an
overcomplete model
Vesely´ V.1, Tonner J., Micha´lek J.1 and Kola´rˇ M.1
Masaryk University of Brno, Czech Republic
Abstract: We use an overcomplete model for the analysis
of air pollution by suspended particulate matter (PM10) in the
city of Brno, Czech Republic (see [1] for more details). We ap-
ply a new sparse parameter estimation technique based on the
Basis Pursuit Algorithm originally suggested by Chen et al [2]
for time-scale analysis of digital signals and utilizing numerical
procedures from [4] and [5]. The new approach allows one to
reliably identify nearly zero parameters in the model. Overcom-
pleteness means that we admit higher range of orders within
which we are looking for lowest possible number of significant
parameters (sparsity). A previous study [3] confirmed that this
relaxation of the commonly used low-order assumption may yield
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Abstract: The analysis of air pollution by suspended particulate matter (PM10) in Brno,
the second largest urban agglomeration of the Czech Republic, is presented in the contri-
bution. Average daily (IHd) and/or average half-hour (IHk) concentrations coming from
(PM10) monitoring for the period 1998–2005 have been processed. The measured me-
teorological factors: air temperature and humidity, direction and velocity of wind were
considered as covariates along with the mean seasonal activity of heating plants as an
auxiliary factor.
The statistical analysis is based on the theory of generalized linear models [1]. The con-
structed model is rather complex exhibiting strong rank-deficiency in the linear predictor
matrix to allow for more precise modeling involving identification of significant air pollution
sources, too.
The standard estimation algorithms failed due to numerical instability caused by strong
overparametrization. That is why we have applied a new sparse parameter estimation tech-
nique based on BPA4 — a four-step modification of the Basis Pursuit Algorithm originally
suggested by Chen et al [2] for time-scale analysis of digital signals, utilizing numerical
procedures from [4] and [5]. This new computationally intensive approach allowed us to
reliably identify nearly zero parameters in the model and thus find numerically stable
sparse solution.
A previous study [3] confirmed that application of this technique to ARMA models over-
parametrized due to the relaxation of the commonly used low-order assumption may yield
more precise forecasts from such models when compared with standard statistical estima-
tion techniques. In this paper an analogical approach is used for the air pollution model.
The results are demonstrated by tables, graphs and maps of pollution and describe the
time and space characteristics of the PM10 field. Then the model is used for the forecast of
the level of pollution by PM10 with regard to the meteorological and seasonal covariates.
References
[1] I. Fahrmeir and G. Tutz. Multivariate Statistical Modelling Based on Generalized Linear Models.
Springer - Verlag. New York, 1994
[2] S. S. Chen, D. L. Donoho, and M. A. Saunders. Atomic decomposition by basis pursuit. SIAM J.
Sci. Comput., 20(1):33–61, 1998. reprinted in SIAM Review, 43 (2001), no. 1, pp. 129–159.
[3] V. Vesely´ and J. Tonner. Sparse Parameter Estimation in Overcomplete Time Series Models.
Austrian Journal of Statistics, 35(2&3): 371-378, 2006.
[4] V. Vesely´. framebox : MATLAB toolbox for overcomplete modeling and sparse parameter estima-
tion, (C) 2001–2007.
[5] M. A. Saunders. pdsco.m: MATLAB code for minimizing convex separable objective functions
subject to Ax = b, x ≥ 0, http://www-stat.stanford.edu/˜atomizer/, 2001.
Supported by MSˇMT CˇR under research contract MSM0021622418.
Vesely´, V., Tonner, J., Hrdlicˇkova´, Z., Micha´lek, J., and Kola´rˇ, M. Analysis
of pm10 air pollution in Brno based on generalized linear model with strongly rank-
deficient design matrix. Environmetrics (2009). Article in journal. Supported
by MSˇMT CˇR (Ministery of Education of the Czech Republic) under research contract
MSM0021622418.
ENVIRONMETRICS
Environmetrics 2009; 20: 676–698
Published online 18 March 2009 in Wiley InterScience
(www.interscience.wiley.com) DOI: 10.1002/env.971
Analysis of PM10 air pollution in Brno based on generalized linear
model with strongly rank-deficient design matrix
Vı´teˇzslav Vesely´1,3∗,†, Jaromı´r Tonner1, Zuzana Hrdlicˇkova´3,4, Jaroslav Micha´lek2,3 and
Miroslav Kola´rˇ2
1Department of Applied Mathematics and Computer Science, Masaryk University, Brno, Czech Republic
2Department of Geography, Masaryk University, Brno, Czech Republic
3Institute of Mathematics, Brno University of Technology, Czech Republic
4Department of Mathematics, Statistics and Physics, University of British Columbia Okanagan, Canada
SUMMARY
An analysis of air pollution by suspended particulate matter (PM10) in Brno, the second largest urban agglomeration
of the Czech Republic, based on generalized linear model (GLM) is presented. Average daily concentrations coming
from PM10 monitoring for the period 1998–2005 have been processed. The measured meteorological factors: air
temperature and humidity, direction and wind speed were considered as covariates along with some additional
seasonal factors.
Three standard and six GLMs with strongly rank-deficient design matrix have been applied. The rank deficiency
is due to overparameterization which allows one more precise modeling involving, among others, identification of
significant air pollution sources (PSs).
From each of them the parameter estimates were obtained using both standard estimation procedure and a new
sparse parameter estimation technique based on a four-step modification of the basis pursuit algorithm originally
suggested for time-scale analysis of digital signals.
As the standard estimation algorithms often fail due to numerical instability caused by strong
overparameterization, we have applied this new computationally intensive approach allowing us to reliably identify
nearly zero parameters in the model and thus to find numerically stable sparse solutions.
The goal of the analysis was to identify the model and algorithm yielding most precise 1-day
forecasts of the level of pollution by PM10 with regard to the meteorological and seasonal covariates.
Copyright © 2009 John Wiley & Sons, Ltd.
key words: air pollution; dust aerosols PM10; generalized autoregressive linear model; sparse estimator; basis
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1. INTRODUCTION
Air pollution (presence of foreign substances with primarily negative impact on living organisms)
has become local as well as regional issue of big cities, industrial centers, and surroundings of
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transport routes, especially roads and motorways, while release of substances primarily harmless but
still fundamentally affecting properties of the atmosphere (such as greenhouse gases or Freon) has
become a global problem.
The primer focus of this paper is to present a new methodology for modeling air pollution with
dust aerosols measured by PM10 fraction size (dust fractions of particles below 10 m). The new
methodology will be demonstrated on data collected in the city of Brno, the second largest urban
agglomeration of the Czech Republic. A detailed discussion of environmental issues related to this data
is out of scope of this work and has not been included. Average daily concentrations come from PM10
monitoring for the period 1998–2005 at five sites located in different town districts, typically at places
exposed to intensive traffic load. Along with PM10 additional meteorological data were collected at
each monitoring station: air temperature, relative humidity and wind direction and speed (Section 2).
Two factors are crucial for successful modeling: choice of an adequate model and a numerically
stable estimation procedure yielding reliable parameter estimates. Unfortunately, the ideas about a
choice of an appropriate model are often very vague and produce models where it is hard to balance the
requirement on sufficient regularity of the model (as few parameters as possible to guarantee numerical
stability) and feasible precision which forces the analyst to increase the number of model components
typically leading to overparameterization accompanied with non-uniqueness and numerical instability
of solutions. Then the obtained numerical solution (parameter estimates) may strongly depend on the
algorithm applied and consequently many of them may accidentally produce instable solutions corrupted
by round-off error propagation. A general advice is to prefer iterative procedures to direct methods when
solving such inverse problems. In the case of linear models (LMs) with rank-deficient design matrix one
has to establish a column basis (one of a big family) to obtain a regular submodel. Unfortunately most
procedures in standard packages solve this by applying direct methods like singular value decomposition
(SVD), QR-decomposition or similar procedures based on rank factorization theorem which themselves
tend to produce unstable results. Then there is a danger that statistical analysis on parameters is partially
or fully not adequate because results of numerical computations may be far away from the theoretically
exact ones (the random effects are buried in round-off errors and cannot be separated).
The iterative algorithm BPA4 implemented by Vesely´ (2001–2007) is a good choice as it automates
selection of a regular submodel (possibly one of many such) by concentrating the information into as
few parameters as possible (sparse solution). Their magnitudes are larger compared with nonsparse
solutions where a big portion of the useful information gets lost because it is spread over a large amount
of small numbers lying below the numerical precision of computations. Yet both sparse and nonsparse
solutions may produce nearly identical fits of the model on data so that residuals can give no answer
about the quality of parameter estimates. Problems will emerge as soon as the estimates enter into some
calculations when big differences can arise. This is typical with forecasting future values of a time series
path where nonsparse solutions often give strongly biased forecasts compared with the sparse ones.
BPA4 is a computationally intensive and data-driven nonlinear sparse parameter estimation technique
obtained as a four-step modification of the basis pursuit algorithm originally suggested by Chen et al.
(1998) for time-scale expansion of digital signals and utilizing numerical procedure by Saunders (1997–
2001). See Appendix A for a theoretical background.
A previous study by Vesely´ and Tonner (2005) confirmed that sparse estimates produced by BPA4
may yield more precise forecasts from overparametrized ARMA models compared with standard
statistical estimation techniques. An analogical approach was successfully applied in a linear ARX
time series model of our PM10 air pollution data as presented in Vesely´ et al. (2006). A parallel
independent statistical study by Hrdlicˇkova´ et al. (2008) suggested autoregressive GLM as a possibly
more appropriate alternative.
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In this paper, we have combined both approaches (Section 3), GLM and BPA4, into one sophisticated
algorithm allowing one to find sparse solutions directly from a GLM in spite of its inherent nonlinearity
introduced by the link function. Fortunately, such a model is based on a composition of a linear mapping
given by the design matrix and the inverse of the link function which is regular and injective.
That is why just a minor correction of the first two steps of BPA4 (Appendix B) is sufficient for the
algorithm to work with GLM, too.
The main goal of this study (Section 4 and 5) is to make a judgment on the best GLM model variant
(inclusively the LM as its special case) both as to the precision of 1-day forecasts of mean level of
pollution by PM10 with regard to the meteorological and seasonal covariates (Section 4.3) and quality
of parameter estimates measured by their numerical and statistical significance within the environmental
context (Section 4.4). For comparison, a standard commercial estimation procedure was also used to
confirm the benefits of BPA4. An empirical distribution of relative one-step prediction errors serves
as the main tool for such an analysis. The performance of the models will be also classified separately for
three pollution levels: low (less than 40 g/m3), medium (between 40 and 60 g/m3) and high (greater
than 60 g/m3). As an additional measure we shall also estimate reliability of forecasted exceedances
of the hygienic limit 50 g/m3 as empirical conditional probabilities card (prediction>50 & observation>50)card (observation>50)
of correct forecasts and card (prediction>50 & observation<=50)card (observation<=50) of incorrect forecasts.
2. CHARACTERIZATION OF MONITORING SITES AND COLLECTED DATA
The data were collected at five monitoring sites. As this paper concentrates on methodological aspects of
modeling and numerical processing, we shall focus mainly only on one of them called ARBORETUM.
The station is located in the botanical garden of Mendel University of Agriculture and Forestry. In
eastern direction close by there is a heavy-traffic crossroads of Drobne´ho, Provaznı´kova, Genera´la Pı´ky,
and Lesnicka´ streets. The station is situated on the top of a hill. In the neighborhood of the station there is
military barracks (north), campus of Mendel University of Agriculture and Forestry (south), residential
housing of the ˇCerna´ Pole district (east) and botanical garden (arboretum) of Mendel University of
Agriculture and Forestry (west). On the western slope of the hill there is another heavy-traffic crossroads
of Drobne´ho and Sportovnı´ main urban roads and industrial plants (heating plant) and also unused land
without greenery. The station is surrounded with areas of reduced humidity.
At each monitoring site the following quantities were measured near the ground level:
 Pmt : suspended particulate matter PM10 [g/m3]
 Tt : air temperature [◦C]
 Hrt : relative air humidity [%] (X)
 Wst : wind speed [ms−1] (X)
 Wdt : wind direction [◦] clockwise north–east–south–west (X)
The monitoring period was from 1 January 1998 to 30 December 2005. The data used in the analysis
are daily means of half-an-hour measurements and thus t (day) denotes a discrete time variable. In
our model described below only the meteorological factors denoted by (X) were considered because
temperature Tt exhibits strong negative correlation with Hrt so that its inclusion into the model showed
completely redundant.
Unfortunately, we were not able to involve the important effect of temperature inversion because
temperature measurements in higher atmospheric layers were not available. Of course, the difference
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Table 1. Activity of heating plants in the Czech Republic
Month January February March April May June–August September October November December
Ht 0.19 0.16 0.14 0.09 0.02 0 0.01 0.08 0.14 0.17
of both temperatures would be a factor helping us to significantly enhance forecasts of extreme Pmt
values.
It is well known that the level of dust aerosol is significantly higher in heating season and that its
values at working days (Monday–Friday) differ from weekend values (see model in Stadlober et al.,
2008).
That is why additional factors were considered as optional variables:
 Ht , 0 ≤ Ht ≤ 1: weight indicating long-term average seasonal activity of heating plants according
to Table 1 in compliance with the Czech Government Decree no. 372/2001 Coll., and summing to 1
over 1-year season of 12 months.
 St : binary effect of weekend days with the value of 1 on Saturdays and Sundays and 0 for the rest of
the week.
 Ct : transient function describing transient effect (change point, jump) at day t:
Ct(τ) :=
{
0 for τ < t
1 for τ ≥ t
Data recordings were corrupted by a lot of missing values scattered over the monitored period.
That is why we had to locate contiguous data sections sufficiently long (several hundreds of days) not
containing missing values to make empirical results from our study plausible. Details about the selection
are summarized in Table 2.
On the ARBORETUM site the three selected data sections reflect typical situations which may occur
in practical forecasting (Figure 1): stable higher level of pollution in interval 1, varying level of pollution
in interval 2 with evident up and down change points at days 56 and 137 caused by temporal traffic
regulation along with gradual decay toward the end of the interval, and finally interval 3 with stable
lower level of pollution.
The main reasons for the pollution decay started in May–June 2003 and clearly seen at Arboretum
data (around day 332 in interval 2) were reduction of emissions from the peak source—the heating plant
ˇCerveny´ Mly´n and a traffic relieve caused by opening the nearby Husovice tunnel.
Hereafter, the detailed steps of our analysis will be illustrated by the three ARBORETUM intervals
only. For the remaining sites only possible differences of the final conclusions will be discussed.
Table 2. Intervals selected for processing at ARBORETUM
Interval 1 Interval 2 Interval 3
Length N = 330 N = 473 N = 402
From 02 September 1998 24 June 2002 18 December 2003
To 28 July 1999 09 October 2003 22 January 2005
Copyright © 2009 John Wiley & Sons, Ltd. Environmetrics 2009; 20: 676–698
DOI: 10.1002/env
680 V. VESEL ´Y ET AL.
Figure 1. Selected daily recordings at ARBORETUM.
3. MODELS AND ALGORITHMS INVOLVED IN THE STUDY
3.1. The general model
We use an autoregressive GLM with link function g (see Fahrmeir and Tutz, 1994) explaining xt :=
g(E(Pmt)), where E stands for the expected value, in terms of a suitable linear predictor based on
covariates specified in Section 2. The choice of the link function and the distribution of the response
variable Pmt is described in Section 3.2.
The wind direction, Wdt , has a circular distribution and is thus not suitable to be a linear
predictor. Clearly a linearization is necessary for the model building. Somerville et al. (1996) suggest
reparameterization of the wind vector from polar coordinates (speed and direction) to cartesian
coordinate system. The estimated substitutive parameters are then back-transformed to obtain the wind
direction of maximum air pollutant.
Here we use an alternative approach allowing us to identify wind directions of possibly several
most significant pollutants. Such improved model sensitivity will be at the expense of its strong
overparameterization in that we transform the wind data prior to fitting the model as follows. We
introduce a set of new explanatory wind variables
Wi,t := Wst cos(Wdt − ρi), i = 1, . . . , m
standing for projections of the wind vector W t = [Wst cos Wdt,Wst sin Wdt] (cf. Figure 2) onto the
line connecting pollution measurement (PM) standpoint with m potential (unknown) PSs distributed
along an arc of 180 degrees at angles ρi.
Copyright © 2009 John Wiley & Sons, Ltd. Environmetrics 2009; 20: 676–698
DOI: 10.1002/env
PM10 ANALYSIS USING STRONGLY RANK-DEFICIENT GLM DESIGN 681
Wd
ρ
i
ρ
i
−Wd
W
i
WsPS
N
EW
S
PM
Figure 2. Projection of the wind vector.
Then the general form of the linear relationship between xt and explanatory variables in our GLM
is as follows:
xt = φ1P˜mt−1 + · · · + φpP˜mt−p autoregression (AR) term for air pollution
+
m∑
i=1
αi,0Wi,t + · · ·αi,rWi,t−r AR term for wind projections
+β0Hrt + · · · + βqHrt−q AR for relative humidity
+ κHt heating activity (optional)
+ ηSt weekend effects (optional)
+ δt1 Ct1 + · · · + δtsCts staircase function of jumps at t1, . . . , ts (optional)
(1a)
where Pmt in the AR term is possibly transformed to P˜mt = ln(Pmt).
If N stands for total length of recorded data (cf. Table 2) and P := max(p, r, q) for the maximum of
the lags (p, r, q non-negative integers) then we arrive at standard matrix form of the model (1a) when
substituting for variables the corresponding column vectors (boldfaced) of their n consecutive values
up to the time t (1 < n ≤ N − P , P + n ≤ t ≤ N):
xt = T tξ with design matrix T t = [G1, . . . ,GM] of size n×M (1b)
where xt := xt(n) := [xt−n+1, . . . , xt]T and columnsGj play the role of atoms (see Appendix A) in the
associated expansion xt =
∑M
j=1 ξjGj: Gj = P˜mt := [P˜mt−j−n+1, . . . , P˜mt−j]
T
, ξ are parameters to
be estimated (ξj = φj for j = 1, . . . , p, etc.).
Observe that as xt depends on t and n, so do all atoms Gj and the matrix T t as a whole. Clearly
one can expect the design matrix T t to be strongly rank-deficient due to large number of columns M
(Mmin := p+m(r + 1)+ q+ 1+ s ≤ M ≤ Mmin + 2) mainly caused by the term m(r + 1) in view
of large number m of PS directions to be scanned.
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Table 3. Summary of nine selected model variants (canonical links set boldfaced)
Shortcut Name AR transformation GLM–PDF Link g(µ) P˜mt p M
lm-0 lm No AR Gaussian µ — 0 40
lm-1 lm No log Gaussian µ Pmt 1 41
lm-2 lm log(AR) Gaussian µ ln(Pmt) 1 41
gl-0 glm No AR Gamma ln(µ) — 0 40
gl-1 glm No log Gamma ln(µ) Pmt 1 41
gl-2 glm log(AR) Gamma ln(µ) ln(Pmt) 1 41
id-0 idglm No AR Gamma −1/µ — 0 40
id-1 idglm No log Gamma −1/µ Pmt 1 41
id-2 idglm log(AR) Gamma −1/µ ln(Pmt) 1 41
Functions like g (e.g., ln) operate on vectors componentwise and are set boldfaced to stress that they
are vector functions. In what follows D(f ) denotes domain of definition for a function f and so does
D(f ) = D(f )n (cartesian power of sets) mean domain of definition for its vectorized analog f .
3.2. Variants of the general model selected for evaluation
The cluster analysis accomplished in Hrdlicˇkova´ et al. (2008) supports the hypothesis about gamma
distribution of Pmt . Either logarithmic or canonical link function were suggested as suitable candidates.
As the LM investigated in Vesely´ et al. (2006) performed very well, we have involved it as a special
case of GLM assuming normal distribution with identical link.
Following up with this reasoning nine model variants shown in Table 3 have been selected.
The following settings are common for all variants:
 m = 36 pollution directions scanned: ρi = 90+ 5(i− 1) [◦], i = 1, . . . , 36;
 lags r = 0 and q = 1;
 s = 0: no jumps considered‡
3.3. Algorithms used for parameter estimation
Given the observation vectorPmt of the length n, we have to find parameters ξ̂t to estimate mean values
P̂mt = g
−1(T t ξ̂t). Parameter estimates maximizing the associated likelihood function L(ξ;Pmt,T t)
are commonly used (ML-estimates)—see Fahrmeir and Tutz (1994). Observe that with LM and Gaussian
p.d.f. the ML-estimates coincide with the least squares estimates. To emphasize that ξ̂t depend not only
on t but also on n, we shall write also ξ̂t(n) if necessary.
In the case of highly rank-deficient design matrix T t the problem of numerical stability comes forth.
That is why we have designed a sophisticated BPA4 algorithm (Appendix B) producing sparse ML-
estimates. Its performance on models listed in Table 3 will be confronted with other two procedures
shown in Table 4.
‡For ARBORETUM 2 data the choice s = 2 with t1 = 56 and t2 = 137 would be more adequate (Figure 1) especially for LM
without AR term (Vesely´ et al., 2006). On the other hand for true GLMs the nonidentical link is not an additive mapping causing
inadequate distortion. As the AR term (if present) does nearly the same job in all models and an a priori identification of change
points may not be an easy task in practice, we have decided to exclude the jump term Ct to keep equal conditions for all models.
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Table 4. Details on three algorithms used for parameter estimation
Name Procedure Toolbox Authorship
Sparse (for LM) frappr Framebox Vesely´ et al. (2006)
Sparse (for GLM) OGLMfit(←frappr) — Vesely´ and Hrdlicˇkova´
(←fmincon, fminuncon) Optimization MATLAB by MathWorks
Standard GLMfit Statistics MATLAB by MathWorks
Reduced standard frappr, GLMfit — Hrdlicˇkova´ et al. (2006)
(shortcuts by underlined letters: sp, st and rs)
Let us comment the algorithms in more detail:
Sparse for LM: original version of BPA4 implemented in frappr.m and designed for finding ε-
suboptimal sparse least squares solutions of linear problems (A2).
Sparse for GLM: a slightly modified version of the above BPA4 (see steps (S0) and (S1) in Appendix B)
implemented in OGLMfit.m and allowing us to search ε-suboptimal sparse ML-estimates for GLMs
with gamma distribution (Table 3). First in steps (S0) and (S1) nonsparse ML-estimates are found via
constrained or unconstrained nonlinear optimization procedures fmincon.m or fminunc.m from the
optimization toolbox by MathWorks making the result completely independent of procedure GLMfit
from statistics toolbox by MathWorks which, of course, might be used for this purpose as well. Then
frappr.m completes the computations by finding ε- suboptimal sparse solution of the embedded
linear problem xt = T tξ with xt obtained in step (S1).
Standard: algorithm implemented in the commercial procedure GLMfit.m from the statistics toolbox.
Reduced standard: the sparse solution from the algorithm “sparse for LM” is used to identify significant
columns (atoms) in the design matrix. The submatrix formed from these columns is then supplied to
GLMfit. Compared with algorithm “standard” one can expect numerically more stable results because
of lower rank-deficiency due to the removal of redundant columns.
4. SEARCHING OPTIMAL MODEL AND/OR ALGORITHM
4.1. Design of the numerical experiment
The main goal of the numerical experiment is to make a judgment on a GLM variant and the applied
estimation algorithm by evaluating precision of 1-day forecasts of mean level of pollution by PM10 with
regard to covariates under consideration. A considered measure of precision will be the relative error
of such forecast defined as
rt+1 := rt+1(n) := 100Pmt+1 − P̂mt+1Pmt+1
[%] (2)
where P̂mt+1 := g−1(Tt+1ξ̂t(n)) is the forecasted pollution level for the day t + 1 based on parameter
estimate ξ̂t(n) from n past samples of explanatory variables up to the day t. As P̂mt+1 is a scalar value,
the matrix T t+1 has just one row formed by actual values of explanatory variables at the day t + 1 (cf.
Equation (1a) with t + 1 substituted for t).
The numerical experiment will simulate real situation by moving the sampling window of some
fixed length n (1 < n << N − P) within admissible time interval T := {t |P + n ≤ t ≤ N − 1} and
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forecasting Pmt+1 1 day ahead. This procedure will be repeated for each out of 27 estimation methods
given by the choice of one of 9 model variants (Table 3) and any of the 3 estimation algorithms (Table 4).
The methods will be labeled by full compound names “model-AR transformation algorithm” or
their shortcuts. For example, “lm-log(AR)-sparse” (or shortly “lm-2-sp”) means method using LM with
logarithmically transformed autoregression term and sparse parameter estimate.
Each method will produce a family of relative forecast errors {rt+1}t∈T allowing us to sort all the
methods according to their overall forecasting performance derived from suitable cumulative quantities
evaluated on {rt+1}t∈T. Moreover, T will be split into three disjoint subsets according to the forecasted
level of pollution:
T
− := {t | t ∈ T,Pmt+1 < 40} low level
T
◦ := {t | t ∈ T, 40 ≤ Pmt+1 ≤ 60} medium level
T
+ := {t | t ∈ T,Pmt+1 > 60} high level
(3)
Thus forecasting ability of methods can be classified separately for each of the three levels, too.
In what followsM will denote the family of all 27 methods described above. Clearly ξ̂t , P̂mt+1 and rt+1
depend not only on n but also on the choice of method M ∈M. If necessary, we shall write ξ̂t(M),
P̂mt+1(M) and rt+1(M) or ξ̂t(n,M), P̂mt+1(n,M) and rt+1(n,M) to emphasize the dependence on
M ∈M or both. Observe that negative (positive) value of rt+1(M) says that the actual pollution level
at day t + 1 is overestimated (underestimated) by the methodM.
4.2. Establishing optimal data window length for parameter estimation
Clearly ξ̂t , and consequently also P̂mt+1, may exhibit nonstationary behavior in time. Our forecasts
rely on the (at least approximate) validity of local stationarity of the estimates within time intervals of
length n. Of course the estimates may significantly vary between seasons (winter, summer) so that n
is expected not to exceed 100 (a quarter of the year). On the other hand, short samples may not carry
enough information. That is why as the first step of our analysis we shall try to find for each dataset an
optimal window length n∗ best matching the requirement of local stationarity.
Let r∗t+1(n) denote the best relative error from all methods at time t + 1, that is such one minimizing
|r∗t+1(n)| = minM∈M(|rt+1(n,M)|) with window length n. From the distribution of r∗t+1(n) over time
t ∈ T we calculate the following cumulative quantities:
µ∗(n) := µt(r∗t+1(n)) mean (4a)
med∗(n) := mediant(r∗t+1(n)) median (4b)
R∗k(n) k% − quantile (4c)
∗k(n) := max(|R∗k(n)|, |R∗100−k(n)|) k% − deviation (4d)
∗(n) := mediant(|r∗t+1(n) − med∗(n)|) median absolute deviation (4e)
σ∗(n) := σt(r∗t+1(n)) standard deviation (4f)
the latter three serving as dispersion measures of {r∗t+1(n)}t∈T.
Table 5 and Figure 3 display the results obtained from numerical computations. Inner solid bars
denote interquartile interval, the outer dotted bars the wider quantile range from R∗10(n) to R∗90(n)
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Table 5. Numerical results at ARBORETUM for all scanned lengths
Arboretum 1 Arboretum 2 Arboretum 3
n σ∗ ∗ ∗25 
∗
10 σ
∗ ∗ ∗25 
∗
10 σ
∗ ∗ ∗25 
∗
10
50 47 3.1 3.6 13 16 3.3 3.2 14 15 2.9 4.3 13
60 18 2.6 3.3 12 16 2.9 3.1 13 13 3 3.3 14
70 18 2.9 3.4 12 16 2.4 2.9 15 13 2.3 3.3 15
80 62 2.8 3.3 12 15 2.5 2.6 12 11 2.7 3.8 11
90 49 2.7 3.1 12 15 3.1 3.8 14 13 2.4 3.5 16
100 15 2.6 2.9 12 14 2.8 3 13 11 2.4 2.8 12
110 50 2.9 3.5 10 14 3 3.4 11 12 2.8 3.3 11
120 52 2.8 3.2 11 15 3.2 3.3 11 11 2.4 2.7 8.2
130 16 2.7 3.1 11 16 2.9 3.1 14 11 2.5 2.9 8.4
140 17 2.6 4 16 18 2.5 2.9 16 12 2.2 3.8 12
150 17 2.7 2.8 11 14 3.1 3.6 12 11 2.2 2.4 7.7
160 60 2.9 5.2 16 18 2.4 3 22 12 2.7 2.8 14
170 17 3 3.5 11 15 2.7 2.7 10 11 2.5 2.5 8.5
180 16 3.4 4 11 16 3.3 4.2 14 12 2.1 2.3 12
190 57 2.3 2.9 9.3 15 3.4 4.5 13 12 2.5 3.3 9.5
200 59 3.1 3.5 11 14 3 4.4 15 12 2.1 2.3 7.8
Figure 3. Median and mean along with interquartile and interquantile interval [R∗10, R∗90].
approximately comprising 80% values r∗t+1(n) closest to med∗(n) which is shown by solid line along
with µ∗(n) (lower dotted line). To compensate for asymmetry of distribution of positive and negative
errors we evaluate also corresponding 25%-quantile deviation (upper dashed line) and 10%-deviation
(upper solid line).
From the above results, we can conclude a known fact that standard deviation σ∗ is very sensitive
to outliers not allowing us to find its local minimum reliably due to fluctuations. On the other hand,
∗ is robust too much. The sensitivity of deviations ∗k (0 < k < 50) grows with decreasing k. The
sensitivity of ∗25 is a little bit higher than that of ∗ but still not satisfactory.
∗10 seems to be a good compromise and has therefore been chosen as primary criterion for
establishing optimal length n. We see from the results that when excluding 20% of most biased forecasts
then the magnitude of relative errors for the remaining ones will mostly not exceed ∗10 ≈ 11% which
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is an acceptable precision tolerance. When looking for its local minima we shall prefer those following
a sufficiently long decrease period and stable enough (not fluctuating much at its neighbors).
If decision is not unambiguous we apply the values of∗25 as a secondary criterion. The boxed values
in the Table 5 indicate optimal lengths n∗1 = 120, n∗2 = 110 and n∗3 = 120 for the respective data section
recorded at ARBORETUM. These lengths are quite in accordance with the expected seasonal period
of 3–4 months.
4.3. Identifying models and algorithms mostly performing best on forecasts
We shall now process data with all methods and optimal window length n∗. Let rt+1(M) denote the
relative error obtained by method M ∈M at time t + 1. From the distribution of rt+1(M) over time
t ∈ T, or alternatively over t ∈ T −, t ∈ T ◦ and t ∈ T + (cf. Equation (3)), we shall again calculate
some of cumulative quantities analogous to those of Equations (4a)–(4f): µ(M), med(M), k(M),
and (M). In addition, we shall evaluate empirical conditional probabilities p+(M) and p−(M) of
correct and incorrect forecasts of hygienic limit exceedances, respectively
p+(M) := card {t ∈ T | P̂mt+1(M) > 50 & Pmt+1 > 50}
card {t ∈ T |Pmt+1 > 50}
probability of correctly
forecasted exceedance (5a)
p−(M) := card {t ∈ T | P̂mt+1(M) > 50 & Pmt+1 ≤ 50}
card {t ∈ T |Pmt+1 ≤ 50}
probability of incorrectly
forecasted exceedance (5b)
Tables 6–9 display summary of results obtained from numerical computations. The symbols NaN
(Not a Number) indicate values which could not be evaluated because of lacking information. By the
same reasons as in Section 4.2 the 10%-deviation 10 has been chosen as a primary criterion. That is
Table 6. Overall (t ∈ T) numerical results at ARBORETUM for all methods
Arboretum 1 Arboretum 2 Arboretum 3
n∗ = 120, card T = 210 n∗ = 110, card T = 363 n∗ = 120, card T = 282
# Method p+ p− 25 10 Method p+ p− 25 10 Method p+ p− 25 10
1 lm-1-st 0.67 0.25 32 48 gl-2-rs 0.75 0.12 33 64 gl-2-rs 0.67 0.01 26 44
2 lm-1-rs 0.62 0.27 35 51 gl-2-sp 0.75 0.13 33 64 gl-2-sp 0.67 0.02 28 46
3 lm-1-sp 0.62 0.27 35 51 gl-2-st 0.74 0.12 32 64 gl-2-st 0.67 0.02 27 46
4 gl-2-st 0.68 0.32 34 55 lm-1-rs 0.70 0.14 34 73 lm-1-rs 0.67 0.01 26 47
5 gl-2-sp 0.67 0.32 33 55 lm-1-sp 0.70 0.15 34 73 lm-1-sp 0.67 0.01 26 47
6 gl-2-rs 0.64 0.30 38 59 lm-1-st 0.69 0.13 35 74 lm-1-st 0.67 0.01 25 47
7 lm-2-st 0.89 0.46 39 64 lm-2-st 0.84 0.22 41 75 lm-2-st 0.17 0.02 28 52
8 lm-2-sp 0.88 0.43 41 68 lm-2-rs 0.87 0.22 47 75 lm-2-rs 0.17 0.01 29 53
9 lm-2-rs 0.88 0.45 40 69 lm-2-sp 0.86 0.22 46 76 lm-2-sp 0.17 0.01 29 54
10 id-0-sp 0.83 0.54 49 70 id-1-st 0.82 0.30 55 99 id-1-st 0.67 0.03 37 58
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
25 gl-0-st 0.33 0.58 83 169 gl-0-st 0.48 0.55 176 369 gl-0-rs 0.00 0.22 110 182
26 gl-0-sp 0.33 0.58 83 169 gl-0-sp 0.48 0.53 172 369 gl-0-sp 0.00 0.23 109 194
27 gl-0-rs 0.32 0.57 83 189 gl-0-rs 0.48 0.53 175 400 gl-0-st 0.00 0.23 109 194
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Table 7. Low-pollution (t ∈ T−) numerical results at ARBORETUM for all methods
Arboretum 1 Arboretum 2 Arboretum 3
n∗ = 120, card T− = 76 n∗ = 110, card T− = 201 n∗ = 120, card T− = 254
# Method p+ p− 25 10 Method p+ p− 25 10 Method p+ p− 25 10
1 gl-2-rs NaN 0.24 50 72 gl-2-rs NaN 0.10 46 78 gl-2-rs NaN 0.01 28 45
2 gl-2-sp NaN 0.24 48 78 gl-2-st NaN 0.09 46 79 gl-2-sp NaN 0.01 29 47
3 gl-2-st NaN 0.25 47 78 gl-2-sp NaN 0.10 46 81 gl-2-st NaN 0.01 29 48
4 lm-1-st NaN 0.17 48 81 lm-1-st NaN 0.10 52 82 lm-1-st NaN 0.00 27 48
5 lm-1-rs NaN 0.21 47 83 lm-1-rs NaN 0.12 51 83 lm-1-rs NaN 0.00 27 50
6 lm-1-sp NaN 0.21 48 85 lm-1-sp NaN 0.12 51 84 lm-1-sp NaN 0.00 28 50
7 id-1-st NaN 0.37 65 86 lm-2-sp NaN 0.17 65 96 lm-2-st NaN 0.01 31 54
8 id-2-sp NaN 0.30 66 93 lm-2-rs NaN 0.17 65 96 id-1-st NaN 0.02 38 58
9 id-0-st NaN 0.45 69 95 id-1-sp NaN 0.12 49 100 lm-2-sp NaN 0.00 31 59
10 id-0-sp NaN 0.43 67 95 lm-2-st NaN 0.17 60 102 lm-2-rs NaN 0.00 31 59
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
25 gl-0-sp NaN 0.59 168 226 gl-0-sp NaN 0.58 268 468 gl-0-rs NaN 0.22 125 198
26 gl-0-st NaN 0.59 168 226 gl-0-rs NaN 0.59 270 473 gl-0-sp NaN 0.22 119 199
27 gl-0-rs NaN 0.59 183 278 gl-0-st NaN 0.61 282 535 gl-0-st NaN 0.22 119 199
Table 8. Medium-pollution (t ∈ T◦) numerical results at ARBORETUM for all methods
Arboretum 1 Arboretum 2 Arboretum 3
n∗ = 120, card T◦ = 82 n∗ = 110, card T◦ = 95 n∗ = 120, card T◦ = 22
# Method p+ p− 25 10 Method p+ p− 25 10 Method p+ p− 25 10
1 lm-0-st 0.66 0.59 24 44 lm-1-sp 0.54 0.22 23 36 lm-1-sp NaN 0.05 28 40
2 lm-0-rs 0.66 0.61 24 44 lm-1-rs 0.54 0.22 23 36 lm-1-rs NaN 0.05 28 40
3 lm-0-sp 0.66 0.61 24 44 lm-1-st 0.54 0.22 23 40 lm-1-st NaN 0.05 23 40
4 lm-1-sp 0.55 0.36 22 44 gl-2-rs 0.65 0.19 25 45 gl-2-st NaN 0.09 22 41
5 lm-1-rs 0.55 0.36 22 44 gl-2-st 0.62 0.22 24 47 lm-0-rs NaN 0.00 32 41
6 lm-1-st 0.58 0.39 23 44 gl-2-sp 0.65 0.21 25 47 lm-0-st NaN 0.00 32 41
7 id-0-rs 0.95 0.75 40 50 lm-2-st 0.68 0.41 33 58 lm-0-sp NaN 0.00 32 41
8 id-0-sp 0.79 0.73 35 51 lm-2-sp 0.76 0.40 34 61 gl-2-sp NaN 0.09 22 42
9 lm-2-st 0.84 0.70 38 51 lm-2-rs 0.76 0.40 34 61 id-0-st NaN 0.09 42 46
10 id-0-st 0.89 0.75 39 52 id-1-rs 0.68 0.55 36 65 id-0-sp NaN 0.09 42 46
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
25 gl-0-sp 0.37 0.57 45 101 gl-0-sp 0.49 0.34 51 176 id-2-st NaN 0.18 45 53
26 gl-0-st 0.37 0.57 45 101 gl-0-st 0.49 0.34 52 176 gl-1-rs NaN 0.36 36 56
27 gl-0-rs 0.34 0.55 38 128 gl-0-rs 0.51 0.34 64 225 id-1-sp NaN 0.00 100 100
why in the tables all methods have been sorted in ascending order along 10 independently at each
interval of ARBORETUM.
To establish best method(s) we are looking for the first upward turning point of 10 and/or 25,
both indicating an abrupt deterioration in the method performance. This should be also supported by an
abrupt decrease of p+ and increase of p− printed in the respective table columns where such turning
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Table 9. High-pollution (t ∈ T+) numerical results at ARBORETUM for all methods
Arboretum 1 Arboretum 2 Arboretum 3
n∗ = 120, card T+ = 52 n∗ = 110, card T+ = 67 n∗ = 120, card T+ = 6
# Method p+ p− 25 10 Method p+ p− 25 10 Method p+ p− 25 10
1 lm-2-st 0.92 NaN 23 38 lm-2-sp 0.91 NaN 33 44 gl-2-st 0.67 NaN 55 70
2 id-0-rs 0.92 NaN 25 39 lm-2-rs 0.93 NaN 32 44 gl-2-sp 0.67 NaN 55 72
3 lm-2-sp 0.92 NaN 25 40 lm-2-st 0.93 NaN 29 45 gl-2-rs 0.67 NaN 49 72
4 lm-2-rs 0.92 NaN 25 40 id-1-st 0.91 NaN 35 46 lm-2-st 0.17 NaN 63 72
5 id-0-st 0.92 NaN 25 40 gl-2-rs 0.81 NaN 33 46 lm-1-st 0.67 NaN 57 72
6 id-1-rs 0.92 NaN 26 41 gl-2-st 0.81 NaN 33 47 lm-2-sp 0.17 NaN 63 73
7 id-1-st 0.90 NaN 28 44 id-1-rs 0.93 NaN 29 47 lm-2-rs 0.17 NaN 63 73
8 id-2-st 0.90 NaN 24 49 gl-2-sp 0.81 NaN 33 48 lm-1-sp 0.67 NaN 53 74
9 id-2-rs 0.90 NaN 21 52 lm-1-st 0.78 NaN 33 48 lm-1-rs 0.67 NaN 55 74
10 lm-1-st 0.73 NaN 39 52 id-2-rs 0.91 NaN 35 48 id-2-sp 0.33 NaN 70 74
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
25 gl-0-rs 0.31 NaN 69 84 gl-0-sp 0.48 NaN 73 147 gl-1-rs 0.67 NaN 1006 1006
26 id-1-sp 0.63 NaN 64 100 gl-0-st 0.48 NaN 73 147 gl-1-sp 0.67 NaN 1013 1013
27 id-2-sp 0.63 NaN 100 100 gl-0-rs 0.46 NaN 75 172 gl-1-st 0.67 NaN 1014 1014
point is indicated by a horizontal line. The methods above the line are classified as the best, those below
the line as worse.
The methods at the bottom of the table, in particular, those falling into the region exhibiting instable
oscillatory behavior of the inspected quantities, can be considered as performing worst and thus not
suitable. We must be careful with conclusions in cases of specific air pollution conditions where only
a few such values were observed. For example, this is the case of high pollution at ARBORETUM 3
where such situation occurred just six times (Table 9) producing statistically inconclusive results and
instability. See also histograms in Figures 6 and 7.
Next Figures 4–7 show histograms of relative error distribution for the respective best methodM∗
(from the first line of the respective table) and all pollution levels at ARBORETUM. The stem plots in
red color visualize position of median med(M∗) (emphasized solid stem with filled marker), µ(M∗)
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Figure 4. Overall histograms of relative errors with best methods at ARBORETUM. This figure is available in color online at
www.interscience.wiley.com/journal/env
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Figure 5. Low-pollution histograms of relative errors with the best methods at ARBORETUM. This figure is available in color
online at www.interscience.wiley.com/journal/env
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Figure 6. Medium-pollution histograms of relative errors with the best methods at ARBORETUM. This figure is available in
color online at www.interscience.wiley.com/journal/env
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Figure 7. High-pollution histograms of relative errors with the best methods at ARBORETUM. This figure is available in color
online at www.interscience.wiley.com/journal/env
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(emphasized dotted stem with filled marker), lower and upper quantiles R10(M∗) and R90(M∗) (pair
of tall solid stems), along with lower and upper quartiles R25(M∗) and R75(M∗) (pair of tall dashed
stems).
These histograms provide us with additional information. For example, Figure 5 exhibits strong
positive bias at ARBORETUM 1 saying that low levels of pollution are underestimated byM∗. This
is probably caused by the fact that parameter estimates reflect overall pollution at ARBORETUM 1
which is quite high (cf. Figure 1). At intervals 2 and 3, the pollution is gradually dropping down which
is being reflected be the decrease in the bias of the relative errors.
4.4. Identification of significant parameters via Basis Pursuit
The purpose of this section is to illustrate functionality of the sparse estimation methods lm-1-sp
(on the left) and glm-2-sp. By the above analysis, they clearly belong to the family of best
methods under almost all pollution conditions, possibly except high level (Table 9) where the
conclusions are a little heterogeneous and thus not fully cogent. We shall also try to assess
the quality of the respective parameter estimates from the environmental viewpoint checking
whether a correct environmental inference can be drawn from them. In no case, this should be
considered as a qualified environmental analysis of the processed data which is not a goal of this
paper.
The next tables and figures demonstrate the style of printed and graphical output generated by
the frappr and OGLMfit MATLAB implementations of BPA4 (see Table 4). Tables 10–12 list the
significant parameters revealed by BPA4 along with their automatically compiled verbal description
and estimated values ξ̂j (cf. Equations (1a)–(1b)). We have fitted the data on an interval of optimal
length n∗ ending at a randomly chosen day t. Two figures coupled with each table illustrate the choice
of the threshold in step (S3) of BPA4 and 1-day forecasts at 17 adjacent days t + h (h = 1, 2, . . . , 17),
all produced by the above estimate (not being refitted for h > 1).
Let us explain the information contents of each triple (table+ two figures underneath) in more detail:
Significance plot: this stem plot comes from step (S3) of BPA4 and shows parameter values (coefficients)
sorted in decreasing order of their normalized magnitudes. They constitute nearly sparse solution
obtained in the previous step (cf. Appendix B). Coefficients below the threshold (horizontal dashed
line) have been discarded from the model by fixing their values to zero. The y-axis is labeled by
the percentage of 1-norm preserved by the significant parameters above the threshold. High values
around 80–90% confirm a very good quality of the sparse solution because only about 10–20% of
information gets lost. Normalization weights are standard euclidean norms of the atoms (cf. Equation
(A2)). Also the sparsity rate is very good typically reducing the number of parameters from 41 to
not more than 7 (reduction ratio about 6:1). Hereafter, significance of this type will be referred to as
numerical significance to make difference to statistical significance mentioned below.
Table: the accompanying table displays actual parameter values (not weighted) ordered according to
the significance plot: the most numerically significant ones on top, the least numerically significant
ones on bottom. Their standard deviations estimated in step (S4) of BPA4 are shown in parentheses.
The parameters statistically significant at level 0.05 are printed in bold face. Using notation from
Equation (1a) we see that φ1 (AR lag 1) and β1 (humidity-R lag 1) typically belong to the numerically
most significant parameters. Also κ (heating) and η (weekend) are quite important while αi,0 (PS
at angle ρi) bring rather a marginal effect. Following the wind projection scheme from Figure 2
the wind parameters are to be interpreted as follows. If αi,0 > 0 then wind blowing from direction
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Table 10. Sparse estimates at ARBORETUM 1 (see also Figures 8, 9)
Significant parameters Estimate (std)
Method: “lm-1-sp”
• Humidity-R lag 1 0.442 (0.215)
Humidity-R lag 0 −0.383 (0.206)
• AR lag 1 0.439 (0.079)
• Weekend 15.195 (4.259)
• Heating 37.455 (14.967)
Wind angle 265 lag 0 −4.479 (23.060)
Wind angle 90 lag 0 1.903 (21.996)
Method: “gl-2-sp”
• AR lag 1 0.783 (0.060)
• Humidity-R lag 1 0.010 (0.004)
• Weekend 0.222 (0.092)
Heating 0.430 (0.297)
Humidity-R lag 0 −0.002 (0.004)
• Wind angle 100 lag 0 0.079 (0.029)
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Figure 8. ARBORETUM 1: Normalized coefficients at step (S3) in decreasing order of their magnitude. This figure is available
in color online at www.interscience.wiley.com/journal/env
0 2 4 6 8 10 12 14 16 180
20
40
60
80
100
120
Im-1-sp gl-2-sp
Comparison of predictions (identity link)
Data samples
lm−1−st:12.0706
lm−1−rs:12.1996
lm−1−sp:12.1699
0 2 4 6 8 10 12 14 16 18
0
20
40
60
80
100
120
Comparison of predictions (log link)
Data samples
gl−2−st:12.2499
gl−2−rs.:12.2499
gl−2−sp:12.2831
Figure 9. ARBORETUM 1: Repeated 1-day forecasts based on the respective parameter estimate. This figure is available in
color online at www.interscience.wiley.com/journal/env
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Table 11. Sparse estimates at ARBORETUM 2 (see also Figures 10, 11)
Significant parameters Estimate (std)
Method: “lm-1-sp”
• AR lag 1 0.562 (0.068)
• Heating 50.313 (10.811)
Humidity-R lag 1 0.124 (0.067)
Wind angle 240 lag 0 −8.817 (40.796)
Weekend 4.348 (2.945)
Wind angle 235 lag 0 −3.150 (43.027)
Method: “gl-2-sp”
• AR lag 1 0.867 (0.051)
• Humidity-R lag 1 0.008 (0.003)
Humidity-R lag 0 −0.003 (0.003)
• Heating 0.528 (0.226)
• Wind angle 260 lag 0 −0.153 (0.044)
Weekend 0.079 (0.069)
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Figure 10. ARBORETUM 2: Normalized coefficients at step (S3) in decreasing order of their magnitude. This figure is available
in color online at www.interscience.wiley.com/journal/env
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Figure 11. ARBORETUM 2: Repeated 1-day forecasts based on the respective parameter estimate. This figure is available in
color online at www.interscience.wiley.com/journal/env
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Table 12. Sparse estimates at ARBORETUM 3 (see also Figures 12, 13)
Significant parameters Estimate (std)
Method: “lm-1-sp”
• AR lag 1 0.660 (0.079)
• Humidity-R lag 1 0.111 (0.049)
• Weekend −2.548 (1.130)
Humidity-R lag 0 0.036 (0.055)
• Heating 46.214 (22.909)
Wind angle 110 lag 0 1.793 (23.741)
Wind angle 105 lag 0 0.983 (23.577)
Method: “gl-2-sp”
• AR lag 1 0.911 (0.045)
• Humidity-R lag 1 0.006 (0.002)
• Weekend −0.131 (0.050)
• Wind angle 115 lag 0 0.114 (0.045)
Heating 1.314 (1.028)
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Figure 12. ARBORETUM 3: Normalized coefficients at step (S3) in decreasing order of their magnitude. This figure is available
in color online at www.interscience.wiley.com/journal/env
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Figure 13. ARBORETUM 3: Repeated 1-day forecasts based on the respective parameter estimate. This figure is available in
color online at www.interscience.wiley.com/journal/env
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at identified angle ρi is raising the pollution at most because the term αi,0Wi,t attains maximal positive
value at this angle. This indicates existence of a PS at that direction. Conversely if αi,0 < 0 then
we conclude in the same way for wind blowing from the opposite direction ρi − 180. If two PSs
exist on opposite sides only the combined effect of both can be identified. This effect depends not
only on the amount of emission produced by the respective PS but also on the prevailing wind
direction and speed typical for the locality. It is known from long-term meteorological observations
that in Brno the winds mostly come from western directions. Thus a PS at perpendicular direction
has little chance to be detected. Numerically significant angles in our estimates range between
235–265 with αi,0 < 0 indicating PS between 55–85 (north–east) and angles 90–115 with αi,0 > 0
(south–east). All values support the hypothesis that a PS exists in the eastern direction. Indeed,
this is a quite realistic result because in this range of angles there is a main road and a heavy-
traffic crossroads. We see that BPA4 seems to be able to reveal this source even though its effect
is dimmed by other dominating meteorological factors. Clearly GLM “gl-2” is statistically more
adequate than LM “lm-1” where all numerically significant wind projection terms are statistically
strongly insignificant. Hence we can conclude that nonsparse estimates obtained by conventional
techniques would be corrupted by round-off error. Not so with BPA4 where numerical significance
of its own in the coarse model “lm-1” is able to identify correct angles close to those obtained by more
adequate GLM.
Forecasts: in addition to the forecast based on the sparse estimate (red solid curve) also forecasts by other
algorithms are shown in different colors and styles (blue dashed, black dash-dotted) to allow comparison.
In the legend the attached numbers indicate root mean square error [∑17h=1 117 ((Pmt+h − P̂mt+h)2]
1
2
of the forecast path produced by the respective method. The precision of forecasts by sparse
methods is quite satisfactory. On the other hand, no big differences between algorithms for the
same model could be observed (see also the overlapping curves in Figures 9, 11, and 13). It
is probably because of the fact that the overparameterization mainly due to the wind projection
terms plays rather marginal role. We see that though all methods exhibit nearly equal prediction
paths there may be big differences in the quality of respective parameter estimates measured by
statistical significance. In general, we conclude that nearly equal residuals and/or prediction paths
from different methods do not imply the same about the quality of respective parameter estimates.
From this point of view, the sparse estimates by numerical significance are much more robust against
propagation of round-off errors and should be preferred to the conventional ones relying on statistical
significance.
5. FINAL DISCUSSION OF RESULTS
In the specialized literature much attention is paid to appropriate and reliable modeling of pollutants of
various kinds, the dust aerosols of PM10 fraction size being one of the most important environmental
risk for human health. A lot of approaches and models are used by various authors ranging from the
simplest LMs (Stadlober et al., 2008) to highly sophisticated procedures.
In this paper, we studied systematically nine variants of linear and GLMs along with three types
of estimation algorithms, one of them using the up-to-date basis pursuit approach not commonly
available in commercial software. Thus altogether 27 estimation methods have been evaluated from
several viewpoints. The processed data were collected in the city of Brno, the second largest urban
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agglomeration of the Czech Republic. Rather than on interpretation and analysis of the results, we were
focusing mainly on the judgment on eligibility of the model variants and/or algorithms for the given
purpose.
We can draw the following conclusions from several viewpoints.
Number of samples: The period of about four months (120 days) seems to be a good choice even though
the decision was not completely unambiguous. Of course, this recommendation cannot be of general
validity for all geographic regions.
Model choice: The GLM variant “gl-2” based on gamma distribution with logarithmic link and
logarithmically transformed AR term (lag 1) as well as the LM variant “lm-1” with AR term (not
transformed) seem to be the most appropriate recommendations. The reliabilty of the decision was
satisfactory with small degree of ambiguity. Even though not presented in this study, lags greater
than one were checked with some covariates. Their positive effect could not be proved so that
they have not been applied at the final stage. The same applies to temperature data which exhibit
correlation close to −1 with relative humidity. Mostly model variants without AR term gave imprecise
forecasts. Consequently, the presence of AR term in the model is important. The best models
seem to work approximately equally well independently of the mean pollution level (low, medium,
and high).
Algorithm choice: All algorithms gave comparable results with all model variants. The basis pursuit
seems to be able to identify even very weak PSs. The standard estimation procedures produce ambiguous
estimates of wind projection parameters. On the other hand, the effect of these parameters proved to be
of marginal importance. This might be the reason why basis pursuit did not bring any specific benefit.
Anyway its usage is highly recommended because it produces more stable results, in general, which
might be crucial under less favorable conditions. This statement is supported by previous experience
of the first two authors with solving a lot of badly conditioned problems.
Parameter significance: AR term, relative humidity, heating effect (in winter season), and weekend
effect in this order. Depending on locality, even marginal effects of directions where from winds mostly
blow, could be detected by basis pursuit.
Forecasts: A lot of forecast paths evaluated at randomly chosen days (much more than we could present
here) seem to prefer GLM for unstable observations (high or variable pollution level) while LM exhibits
slightly lower root mean square error for stable pollution at medium or low level. By visual check this
is apparent as well. See also Tables 8 and 9 along with Figures 9, 11, and 13.
Exceedance of the 50 mg/m3 limit: The probability that the best model will forecast such event correctly
is between 0.65–0.75. The probability of incorrect forecast of exceedance seems to depend on the mean
long-term pollution level and varies from 0.01 (lower level at ARBORETUM 3) to 0.12 (medium level
at ARBORETUM 2) and to 0.25 (high level at ARBORETUM 1).
The same analysis was performed also on data collected at the remaining four measurement sites
and confirmed the validity of the above conclusions there, too.
That is why we believe that the designed methodology is of general applicability in similar contexts
possibly with other datasets and estimation methods as well.
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APPENDIX A: OVERCOMPLETENESS VERSUS SPARSITY: THEORETICAL BACKGROUND
Let us start with some notation and remarks common in the theory of frames [e.g., see Christensen
(2003)]:
 Let us assume H to be a separable closed subspace of a bigger Hilbert space X (over R or C) with
inner-product 〈·, ·〉 and induced norm ‖ · ‖. In our setting X = Rn over R.
 Denote H = {Tξ | ξ ∈ 2(J)} the range space of a bounded linear operator T defined on the Hilbert
space 2(J) := {{ξj}j∈J |
∑
j∈J |ξj|
2 <∞}, J ⊆ Z. In our setting J = {1, 2, . . . ,M} is big but finite
and T stands for a design matrix of size n×M (see T t in Equation (1b)).
 Let PH : X→ H denote the orthogonal projection operator and x̂ := PHx for any x ∈ X.
 Let E = {εj}j∈J be a fixed ONB in 2(J). Without loss of generality we can choose εj = {δjk}k∈J
which is the natural orthonormal basis.

T is associated with unconditional expansion
x̂ = Tξ = T

∑
j∈J
ξjεj

 = ∑
j∈J
ξjGj,Gj := Tεj (A1)
where summation is with respect to the norm ‖ · ‖ on X.
 Gj (columns of T) are called atoms and T itself is called reconstruction operator for dictionary
G = {Gj}j∈J . Any ξ solving (A1) is called parametric representation of x.
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The notion of overcomplete model parameterization:
 card J(= M) > dim H(= rank of T) or the 2-diameter of the set of admissible parameterizations
T−1(Oε(x̂)) is big compared with the diameter 2ε of the ε-neighborhood of x̂ resulting in a badly
conditioned problem (matrix T is rank-deficient).
 Standard numerical procedures usually lead to an instable ε-suboptimal parametric representation
ξ˜ such that x˜ := Tξ˜ ∈ Oε(x̂) where the information is spread over many components ξ˜j most of them
being very small and imprecise due to the parameter redundancy. In practice, there usually exists
small finite F ⊂ J such that ξ˜j = 0 for j ∈ F and ξ˜j = 0 for j ∈ J − F . For simplicity, we write
ξ˜ = {ξ˜j}j∈F .
Our main goal is sparse parameterization:
 Choosing a feasible tolerance ε > 0, we are attempted at finding a finite ε-suboptimal representation
ξ∗ = {ξ∗j }j∈F∗ of x̂ where F∗ ⊂ J is as small as possible (card F∗ << card J) while ‖x̂− Tξ∗‖ < ε
still holds. Such representation will be called ε-suboptimal sparse representation of x̂ in terms of
atoms Gj , j ∈ J .
 Sparse parameterization may be formulated as a NP-hard combinatorial problem as follows:
ξ∗ = argminTξ∈Oε (̂x)‖ξ‖
0
0 where ‖ξ‖
0
0 = card {j ∈ J | ξj = 0} <∞
 To reduce the computational complexity we often solve the following simpler linear programming
problem which is some sort of convex approximation of the above one:
ξ∗ = argminTξ∈Oε (̂x)‖ξ‖w,1 where ‖ξ‖w,1 =
∑
j∈J
wj|ξj| <∞ (A2)
The weights, w = {wj}j∈J , wj > 0, have to be chosen appropriately to balance contribution of
individual parameters to the model on Oε(x̂). The normalization of atoms to unit norm yields unit
weights wj . Either of the above procedures tends to identify significant parameters via establishing
small finite F∗ = F∗(x) ⊂ J which depends on x and we get data-driven model reduction yielding
stable parameterization. Of course, we pay by increased computational effort for this flexibility.
APPENDIX B: FOUR-STEP BASIS PURSUIT ALGORITHM (BPA4)
A lot of algorithms have been suggested by various authors (see Chen et al., 1998) for searching sparse
representations from the overcomplete ones. In this paper, we use a computationally intensive universal
multi-stage iterative procedure frappr.m by Vesely´ (2001–2007) coded in MATLAB which shows
to be robust against propagation of numerical errors when solving inverse problems being extremely
badly conditioned. The procedure is based on basis pursuit algorithm (BPA) originally suggested by
Chen et al. (1998) for finite-dimensional vectors and later on extended to functional setting by Vesely´
(2002).
The main steps of the algorithm are [see also Zelinka et al. (2004)]:
(S0) In view of Pmt ≈ E(Pmt) we choose a raw initial estimate ξ(0) so that x(0) := Tξ(0) ∈ D(g−1) ∩H
is as close as possible to PHg (Pmt).
(S1) We improve ξ(0) iteratively by stopping at ξ(1) which satisfies optimality criterion, typically
maximum of the associated log-likelihood function ξ(1) = argmaxξ∈2(J)L(ξ; Pmt,T) subject to
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Tξ ∈ D(g−1) using fmincon.m or fminunc.m [Optimization toolbox by MathWorks]. Then
we put x := Tξ(1) which equals to x̂ ∈ H within numerical precision ‖x̂− Tξ(1)‖ < ε/2. Thus
solution ξ(1) is ε-suboptimal but not sparse in general.
(S2) Starting with ξ(1) we are looking for ξ(2) = argminξ∈2(J)‖ξ‖w,1 subject to ‖Tξ(1) − Tξ(2)‖ <
ε/2 which tends to be nearly sparse by (A2) and is ε-suboptimal due to triangle inequality
‖x̂− Tξ(2)‖ ≤ ‖x̂− Tξ(1)‖ + ‖Tξ(1) − Tξ(2)‖ < ε/2 + ε/2 = ε.
(S3) We construct a sparse and ε-suboptimal solution ξ∗ := {ξ∗j }j∈J , ξ∗j =
{
ξ
(2)
j for j ∈ F∗
0 for j ∈ J − F∗
by
choosing zero threshold δ > 0 as large as possible such that‖x̂− Tξ∗‖ < ε still holds with F∗ =
{j ∈ J | |ξ
(2)
j | ≥ δ}.
(S4) We repeat step (S1) with significantly reduced number of columns in T where J has been replaced
by F∗ and starting with more precise initial estimate ξ(0) = {ξ∗j }j∈F∗ obtained in the previous step
(S3). We expect to obtain a possibly improved sparse representation ξ∗.
In this paper, we refer to this four-step algorithm as to BPA4. Steps (S1), (S2), and (S4) use primal-dual
barrier method designed by Saunders (1997–2001). This up-to-date sophisticated algorithm allows one
to solve fairly general optimization problems minimizing convex objective subject to linear constraints.
A lot of controls provide a flexible tool for adjusting the iteration process.
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Abstract: We suggest a new approach to parameter estimation in time series mod-
els with large number of parameters. We use a modified version of the Basis Pursuit
Algorithm (BPA) by Chen et al [SIAM Review 43 (2001), No. 1] to verify its ap-
plicability to times series modeling. For simplicity we restrict to ARIMA models
of univariate stationary time series. After having accomplished and analyzed a lot
of numerical simulations we can draw the following conclusions: (1) We were able
to reliably identify nearly zero parameters in the model allowing us to reduce the
originally badly conditioned overparametrized model. Among others we need not
take care about model orders the fixing of which is a common preliminary step
used by standard techniques. (2) As the model usually depends on the estimated
parameters, we tried to improve their accuracy by iterating BPA several times. In
case of convergency we mostly arrived at much better estimates exhibiting narrower
empirical confidence intervals compared with those obtained with MATLAB Sys-
tem Identification Toolbox (IDENT). If the convergency failed, the accuracy of the
initial estimates could not be improved, yet still it was not worse than that from
IDENT. (3) For long memory processes having autocorrelation function with slow
decay there was no benefit from the use of our BPA-based approach and the use of
more precise ARFIMA models cannot be avoided.
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Abstract
The aim of this contribution is to study techniques and al-
gorithms which are appropriate for modeling and analysis
of data in economic models with a lot of parameters. So
the aim is to reach a reduction of information underlying
in data into the least possible number of parameters and
to find their estimates with appropriately constructed and
numerically stable algorithms. An attention will be devoted
to predictions in economic time series and for estimation of
parameters in models of small opened economics. An iden-
tification of redundant parameters and their displacement
from the model will enable us an essential reduction of un-
certainty of estimations of the rest of significant parameters.
In this article we would like to explain and demonstrate
the techniques based on `1 optimization for the estimation
of parameters in models of univariate time series ( ARIMA
models ). We will use simulated data as well as real data.
Keywords
overcomplete system, sparse system, `1 norm optimization,
ARIMA models, stationary time series
1 Chapter - Introduction
Here a new approach to parameter estimation in time series models with
large number of parameters is suggested. We used a modified version [1] of
the Basis Pursuit Algorithm (BPA) by Chen et al [SIAM Review 43 (2001),
No. 1] 1 to verify its applicability to times series modeling. For simplicity
we restrict to AR(I)MA models of stationary time series.
1[2] - Chen, Scott S., Donoho David L., Saunders Michael A.
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We are also interested in testing this method for quantitative analysis of
economic time series and in case of success, a continued research of quan-
titative analysis of economic systems is planned, especially models of small
opened economics. These systems usually have a lot of zero parameters and
that is why we suppose that our method will work very well.
2 Chapter - General algorithm
For the estimation of parameters the following algorithm has been ap-
plied .
1. We will choose a degree of overcompletness.For example for AR(p) it
means to choose an AR process of order much higher than actual p. So we
will estimate AR(m) where m >> p.
2. Now we will find the parameters of this process by PDSCO 1 algorithm
solving Yule - Walker system in the least - squares sense


γ(1)
...
γ(m)

 =


γ(0) . . . γ(m− 1)
...
...
γ(m− 1) . . . γ(0)




φ1
...
φm

 ,
where γ(h) is autocovariance function. If we denote the matrix equation as
b = Ax
( for MA and ARMA processes we have different A and b but the procedure
is the same) so we will have to find x1 ( exponent denotes index ) which
satisfies ||Ax1 − b1||2 → min where we have put b
1 := b.
3. Having the solution x1 from step 2, we put b2 := Ax1. Then we are
going to minimize `1 norm of the parameter vector to approach to sparse
solution. So we will look for x2 satisfying b2 = Ax2 with ||x2||1 minimized.
4.Further we will eliminate those components from vector x2 which are close
to zero. From matrix A and vector b2 we have to eliminate the appropriate
rows and columns.
1[2] - Chen, Scott S., Donoho David L., Saunders Michael A.
391
5. We conclude with step 2 where we use adjusted A and b2. This algorithm
can be applied due to MA or ARMA process analogically except that we
must make provision for unknown Zt. In this case A and b depend on
estimated parameters and the above 5 - step procedure may be iterated
several times possibly to arrive more accurate estimates.
Remark 1. Solutions in steps 2,3 and 5 was obtained via the PDSCO 1
algorithm setting its control parameters accordingly.
3 Chapter - Estimation on simulated data
A lot of computation on simulated processes was carried out. There are some
of them, but only described by words. See [1] for more details regarding the
examples mentioned below.
Example 1. Let Xt is ARMA(2, 3) process with φ = [0.5, 0], θ = [0.8, 0.6, 0]
and σ = 1.5, with length n = 500. We can consider this process overcom-
plete, because the last parameters are zero. We can show that `1 optimization
from step 3 can find these zero parameters. Then we reduce the number of
parameters and so improve our estimation in step 5.
The estimation made by IDENT 2 is inaccurate in comparison with our
procedure. It is because IDENT estimated more parameters. But our algo-
rithm enabled us to remove redundant parameters.
The analysis of residuals of ARMA process confirms white noise.
Example 2. Let Xt is ARMA(4, 2) process with φ = [0.5, 0, 0, −0.2], θ =
[0.8, 0.6] and σ = 1.5, with length n = 500. This process has zero param-
eters and we can show that `1 optimization from step 3 can find these zero
parameters and in further steps we put them equal zero.
The estimation made by IDENT is inaccurate in comparison with PDSCO.
It is because IDENT estimated all parameters even those equaling zero.
The residuum of ARMA process was tested by 4 procedures which did not
refused the hypothesis that the residuum is white noise. We can also note
that the estimation of standard deviation made by PDSCO is nearer the real
standard deviation.
Example 3. Let Xt is ARMA(2, 1) process with φ = [0.9, −0.8], θ = [0.6]
and σ = 1.5, with length n = 500.
1[2] - Chen, Scott S., Donoho David L., Saunders Michael A.
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The matrix of this process is badly conditioned. Our algorithm does not
converge so we have to take estimated parameters in the first step. These
parameters are not worse than parameters estimated by IDENT.
The residuum of ARMA process was tested by 4 procedures which did not
refused the hypothesis that the residuum is white noise. Again the estimation
of standard deviation is nearer the real standard deviation.
Example 4. Let Xt is ARMA(2, 1) process with φ = [0.9, −0.8], θ = [0.6]
and σ = 1.5, with length n = 500. Here we would like to show the comparison
with the previous example.
Because of the bad condition number of estimated matrix our algorithm
does not converge. So if we take any other estimation of parameters than in
the first step, these parameters will be inaccurate.
The analysis of residuals refused the hypothesis that the residuum is white
noise. The estimation of standard deviation does not converge and grows.
The parameter estimates do not converge. Then it is not possible to simulate
real process with bad parameters.
4 Chapter - Estimation on real data
Example 5. Let xt is the inventory investment. I used the real data of U.S.
economy from [4].
The figure 1 shows the original process and differenced process. The sec-
ond figure shows the comparison of the real process and simulated process
made by PDSCO and by IDENT. There ARIMA(3, 1, 4) is simulated. We
can see that simulation made by PDSCO is more accurate than that made by
IDENT. It corresponds with simulated examples. We also carried out com-
parison with solution in [4]. Our procedure gave better simulation in sense
of residuals behavior.
The second figure also shows that this method is very useful for simulation
of processes with bad development and with a lot of shocks.
5 Chapter - Conclusion
After having accomplished and analyzed a lot of numerical simulations in
[1] we can draw the following conclusions:
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(1) We were able to reliably identify nearly zero parameters in the model
allowing us to reduce the originally badly conditioned overparametrized
model. Among others we need not take care about model orders the fix-
ing of which is a common preliminary step used by standard techniques.
(2) As the model usually depends on the estimated parameters we tried
to improve their accuracy by iterating BPA several times. In case of con-
vergence we mostly arrived at much better estimates exhibiting narrower
empirical confidence intervals compared with those obtained with MAT-
LAB System Identification Toolbox (IDENT). If the convergence failed, the
accuracy of the initial estimates could not be improved, yet still it was not
worse than that from IDENT.
(3) For long memory time series having autocorrelation function with slow
decay there was no benefit from the use of our BPA-based approach and the
use of more precise ARFIMA models cannot be avoided.
These conclusions enable us to use our procedure to analyze processes
behaving like ARIMA. Tests on real data show that this method is useful
for quantitative analysis of univariate economic time series and so further
research on economic systems is recommended.
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Time Series Models
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Masaryk University, Czech Republic
Abstract: We suggest a new approach to parameter estimation in time se-
ries models with large number of parameters. We use a modified version of
the Basis Pursuit Algorithm (BPA) by Chen et al. [SIAM Review 43 (2001),
No. 1] to verify its applicability to times series modelling. For simplicity we
restrict to ARIMA models of univariate stationary time series. After hav-
ing accomplished and analyzed a lot of numerical simulations we can draw
the following conclusions: (1) We were able to reliably identify nearly zero
parameters in the model allowing us to reduce the originally badly condi-
tioned overparametrized model. Among others we need not take care about
model orders the fixing of which is a common preliminary step used by stan-
dard techniques. For short time series paths (100 or less samples) the sparse
parameter estimates provide more precise predictions compared with those
based on standard maximum likelihood estimators from MATLAB’s System
Identification Toolbox (IDENT). For longer paths (500 or more) both tech-
niques yield nearly equal prediction paths. (2) As the model usually depends
on the estimated parameters, we tried to improve their accuracy by iterating
BPA several times.
Keywords: Overcomplete Model, Algorithm.
1 Introduction
Chen, Donoho, and Saunders (1998) deal the problem of sparse representation of vectors
(signals) by using special overcomplete (redundant) systems of vectors (atoms) spanning
this space. Typically such systems (also called frames or dictionaries) are obtained either
by refining existing basis or merging several such bases (refined or not) of various kind
(so called packets).
In contrast with vectors which belong to a finite-dimensional space, Vesely´ (2002)
formulates the problem of sparse representation within a more general framework of (even
infinite dimensional) separable Hilbert space. Such functional approach allows us to get
more precise representation of objects from such space which, unlike vectors, are by their
nature not discrete.
In this paper we attack the problem of sparse representation from overcomplete time
series models using expansions in the Hilbert space L2 := L2(Ω, A,P) of random vari-
ables defined on the probability space (Ω,A,P) and having finite variance. With complex
scalars we have inner product defined by 〈X,Y 〉 := EXY . A numerical study demon-
strates benefits and limits of this approach when applied to overcomplete AR(I)MA mod-
els of univariate (covariance) stationary time series.
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2 Recovering Sparse Parameter Estimates from
Overcomplete Time Series Models
In this section we shall keep to the notation of Brockwell and Davis (1991), corrected
second printing.
2.1 Overcomplete ARMA Model for Stationary Time Series
Let Ht = sp({Xt+1−j}
∞
j=1) be a separable closed space in L
2 spanned by the history
of {Xt} up to the time t and Pt : L
2 → Ht the orthogonal projection operator. By
orthogonalization of {Xt}we get alsoHt = sp({Zt+1−j}
∞
j=1)where {Zt} is uncorrelated,
Zt = Xt − Pt−1Xt, t ∈ Z. We shall confine ourselves to {Xt} zero-mean stationary with
autocovariance function γ, {Xt} ∼ ARMA(p, q), in which case mean and variance are
constant and {Zt} is a white noise, {Zt} ∼ WN(0, σ
2), σ > 0. Thus both {Xt+1−j} and
{Zt+1−j} are dictionaries in Ht. Merging both dictionaries, we get a new overcomplete
dictionary {Ut+1−j}
∞
j=1 = {Xt+1−j}
∞
j=1 ∪ {Zt+1−j}
∞
j=1 in Ht. Fixing P,Q such that
0 ≤ p ≤ P ≤ ∞, 0 ≤ q ≤ Q ≤ ∞ we get an overcomplete but still finite atomic
decomposition of X̂t+:
X̂t+1 = PtXt+1 =
P∑
j=1
ΦjXt+1−j +
Q∑
k=1
ΘkZt+1−k =: T
P,Q
t ξ =:
P+Q∑
i=1
Ut+1−iξi , (1)
with atomsUt+1−j := Xt+1−j for j = 1, . . . , P andUt+1−P−k := Zt+1−k for k = 1, . . . , Q
where ξ := {Φ, Θ} stands for the corresponding concatenation of coefficient sequences
Φ := {Φj}
P
j=1 and Θ := {Θk}
Q
k=1. Clearly Tt := T
P,Q
t : `
2(J) → Ht, J := {1, . . . , P +
Q}, is a bounded linear operator with closed range spaceR(Tt) = Ht of finite dimension.
After changing the notation accordingly this model comprises all three commonly used
representations, namely
• invertible representation X̂t+1 =
∑
∞
j=1(−pij)Xt+1−j =: T
∞,0
t (−pi), when putting
pi0 = 1 and pij = 0 for j < 0:
Zt+1 = Xt+1 − X̂t+1 =
∑
∞
j=0 pijXt+1−j =
∑
∞
j=−∞ pijXt+1−j;
• causal representation X̂t+1 =
∑
∞
k=1 ψkZt+1−k =: T
0,∞
t ψ, when putting ψ0 = 1 and
ψk = 0 for k < 0:
Xt+1 = X̂t+1 + Zt+1 =
∑
∞
k=0 ψkZt+1−k =
∑
∞
k=−∞ ψkZt+1−k;
• overcomplete ARMA(P, Q) representation X̂t+1 = T
P,Q
t ξ with finite but sufficiently
overestimated orders P, Q: p ≤ P < ∞, q ≤ Q < ∞; the choice P = Q = 10
being satisfactory in most cases.
Hereafter we shall deal with the third case in more detail, the sparse solution of which
is expected to exclude redundant parameters which are nearly noughts allowing us to
approach the original ARMA(p, q) model and its parameter estimates.
AsR(Tt) = Ht is closed, the restriction of adjoint operator T
∗
t onto Ht is a topologi-
cal linear isomorphism T ∗t of Ht onto a closed subspace H
′
t ⊆ `
2(J), dim Ht = dim H
′
t.
Thus instead of (1) we can solve the underdetermined system of M := P +Q linear equa-
tions (analogy to normal equations known from linear regression) obtained by applying
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T ∗t to both sides of (1):
bt = Rtξ or equivalently bi(t) =
M∑
j=1
Rij(t)ξj for i ∈ J . (2)
In view of T ∗t (X) = {〈X, Ut+i−1〉}
M
i=1, X ∈ L
2, above there is bt = [bi(t)]
M
i=1 where
bi(t) := 〈Xt+1, Ut+1−i〉 = E Xt+1U t+1−i is standing for 2-nd order joint moment of
Xt+1 and i-th atom Ut+1−i, and Rt = [Rij(t)]
M
i,j=1 with Rij(t) := 〈Ut+1−j, Ut+1−i〉 =
E Ut+1−jU t+1−i standing for 2-nd order joint moment of j-th and i-th atom which is a
covariance of them due to zero mean.
Lemma 1 Let {Xt} be a stationary time series and i, j ∈ Z arbitrary. The following
holds:
(1) If {Xt} is causal then 〈Xt+1−j, Zt+1−i〉 = σ
2ψi−j .
(2) If {Xt} is invertible then 〈Xt+1−j, Zt+1−i〉 =
∑
∞
k=0 γ(i− j + k)pik.
Proof.
(1) Causal representation substituted for Xt+1−j yields
〈Xt+1−j, Zt+1−i〉 = 〈
∑
∞
k=0 ψkZt+1−j−k, Zt+1−i〉 =
∑
∞
k=0 ψk〈Zt+1−j−k, Zt+1−i〉 =∑
∞
k=0 ψkσ
2δi,j+k = σ
2ψi−j .
(2) Invertible representation substituted for Zt+1−i yields
〈Xt+1−j, Zt+1−i〉 = 〈Xt+1−j,
∑
∞
k=0 pikXt+1−i−k〉 =
∑
∞
k=0 pik〈Xt+1−j, Xt+1−i−k〉 =∑
∞
k=0 pikγ(t + 1− j − (t + 1− i− k)) =
∑
∞
k=0 pikγ(i− j + k). ¤
The next theorem reveals the entries bi := bi(t), i = 1, . . . , P + Q, of the left- hand-
side vector b := bt in (2) and the structure of the matrix R := (Tt)
∗ Tt = [Rij] which
show to be independent of t due to stationarity. That is why we have omitted the subscript
t from the notation.
Theorem 1 If {Xt} ∼ ARMA(p, q) is zero- mean and causal with autocovariance func-
tion γ = {γ(h)}∞h=0, γ(h) := cov(Xt+h, Xt) = EXt+hX t = 〈Xt+h, Xt〉, then the equa-
tion (2) attains with 0 ≤ p ≤ P < ∞ and 0 ≤ q ≤ Q < ∞ the form
b = Rξ with b =
[
γP
σ2ψQ
]
, R =
[
ΓP σ
2
Ψ
∗
σ2Ψ σ2IQ
]
and ξ =
[
ΦP
ΘQ
]
, (3)
where γP := [γ(1), . . . , γ(P )]
T , ψQ := [ψ(1), . . . , ψ(Q)]
T , σ2 = γ(0)/
∑
∞
k=0|ψk|
2 =
γ(0)/‖ψ‖2, ΦP = [Φ1, . . . , ΦP ]
T , and ΘQ = [Θ1, . . . , ΘQ]
T .
IQ is identity matrix of order Q, ΓP and Ψ are Toeplitz matrices:
ΓP := [γ(i− j)]
P
i,j=1 =


γ(0) γ(1) · · · γ(P − 1)
γ(1) γ(0) · · · γ(P − 2)
...
... · · ·
...
γ(P − 1) γ(P − 2) · · · γ(0)

 and (4)
Ψ := [ψ(i− j)]Q,Pi,j=1 =


1 0 · · · 0
ψ(1) 1 · · · 0
...
... · · ·
...
ψ(Q− 1) ψ(Q− 2) · · · ·

 of size Q× P. (5)
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Proof. As Ut+1−j = Xt+1−j for j = 1, . . . , P and Ut+1−P−k = Zt+1−k, then in view of
(2) we get for R =: [Rij] =:
[
ΓP W
∗
W V Q
]
:
ΓP =: [Rij]
P
i,j=1 where Rij = 〈Ut+1−j, Ut+1−i〉 = 〈Xt+1−j, Xt+1−i〉 = γ(t + 1− j − (t +
1 − i)) = γ(i − j) = γ(j − i);
V Q = [RP+i,P+j]
Q
i,j=1 where RP+i,P+j = 〈Ut+1−P−j, Ut+1−P−i〉 = 〈Zt+1−j, Zt+1−i〉 =
σ2δij which implies V Q = σ
2IQ;
W = [RP+i,j]
Q,P
i,j=1 where RP+i,j = 〈Ut+1−j, Ut+1−P−i〉 = 〈Xt+1−j, Zt+1−i〉 = σ
2ψi−j in
view of lemma 1(1), which implies W = σ2Ψ.
Clearly the above formulas remain valid for Ri0 = 〈Xt+1, Ut+1−i〉 as well when extending
the scope of column index by j = 0. Then we have also
bi = 〈Xt+1, Ut+1−i〉 = 〈Xt+1, Xt+1−i〉 = Ri0 = γ(i) for i = 1, . . . , P ;
bP+i = 〈Xt+1, Ut+1−P−i〉 = 〈Xt+1, Zt+1−i〉 = RP+i,0 = σ
2ψi for i = 1, . . . , Q.
The relation for σ2 is well- known (Brockwell and Davis, 1991, eq.(3.2.4)) and easily
derived from
γ(0) = 〈Xt, Xt〉 = 〈
∑
∞
j=0 ψjZt−j,
∑
∞
j=0 ψkZt−k〉 =
∑
∞
j,k=0 ψjψk〈Zt−j, Zt−k〉 =∑
∞
j,k=0 ψjψkσ
2δjk = σ
2
∑
∞
j=0|ψj|
2. ¤
Corollary 1 If the time series {Xt} from theorem 1 is both causal and invertible, then the
entries of ψQ and Ψ may be evaluated from the invertible representation too:
ψi =
1
σ2
∞∑
k=0
γ(i + k)pik for i = 0, 1, . . . where (6)
σ2 =
∞∑
k=0
γ(k)pik = 〈γ, pi〉 taking the scalar product in `
2. (7)
Proof. Equating both relations for 〈Xt+1−j, Zt+1−i〉 in lemma 1 with j = 0, we get im-
mediately σ2ψi =
∑
∞
k=0 γ(i + k)pik and the relation for σ
2 as its special case with i = 0
due to ψ0 = 1. ¤
2.2 Algorithm for Sparse Parameter Estimation
A lot of algorithms have been suggested by various authors (see Chen et al., 1998) for
searching sparse representations from the overcomplete ones. In this paper we use a
computationally intensive universal multi- stage iterative procedure coded in MATLAB
which shows to be robust against propagation of numerical errors when solving inverse
problems being extremely badly conditioned. The procedure is based on BPA (Basis
Pursuit Algorithm) originally suggested by Chen et al. (1998) for finite- dimensional
vectors and later on extended to functional setting by Vesely´ (2002). The main steps of
the algorithm applied to the solution of (2) are [see also Zelinka et al., 2004]:
(A0) Choosing a raw initial estimate ξ(0).
(A1) We improve ξ(0) iteratively by stopping at ξ(1) which satisfies optimality criterion
‖b−b̂‖ → minwithin numerical precision ‖b̂−Rξ(1)‖ < ε/2, b̂ := PH′tb. Solution
ξ(1) is ε- suboptimal but not sparse in general.
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(A2) Starting with ξ(1) we are looking for
ξ(2) = argminξ∈`2(J)‖ξ‖w,1 subject to ‖Rξ
(1) − Rξ(2)‖ < ε/2, which tends to
be nearly sparse and is ε- suboptimal due to triangle inequality ‖b̂ − Rξ(2)‖ ≤
‖b̂ − Rξ(1)‖ + ‖Rξ(1) − Rξ(2)‖ < ε/2 + ε/2 = ε; ‖ξ‖w,1 :=
∑P+Q
j=1 wj|ξj| is
`1- norm of coefficients weighted in order to balance nonuniform norms of atoms:
wj =
√
γ(0) for j = 1, . . . , P and wj = σ for j = P + 1, . . . , P + Q.
(A3) We construct a sparse and ε- suboptimal solution ξ∗ := {ξ
(2)
j }j∈F ∗ by choosing
zero threshold δ > 0 as large as possible such that ‖b̂−Rξ∗‖ < ε still holds with
F ∗ = { j ∈ J | |ξ
(2)
j | ≥ δ}.
(A4) Optionally we can repeat step (A1) with J replaced by significantly reduced F ∗ and
new initial estimate ξ(0) = ξ∗ from the previous step (A3). We expect to obtain a
possibly improved sparse representation ξ∗.
Hereafter we refer to this four-step algorithm as to BPA4.
The overall estimation procedure is as follows:
(1) Replace exact autocovariance function γ by its sample estimate γ̂.
(2) Compute estimates ψ̂ and σ̂2 from γ̂ via iterating Innovations algorithm (IA) suffi-
ciently many times (Brockwell and Davis, 1991, §8.3) until σ̂2 and ψ̂i, i = 1, . . . , Q
are stabilized.
(3) Compute sparse solution ξ∗ =
[ Φ∗P
Θ
∗
Q
]
of eq. (3) via BPA4 with γ, ψ and σ2 replaced
by their estimates. As the initial estimate in step (A0) we can use for example the
pseudoinverse solution ξ(0) = R+b.
(4) Optional step. We know from the causal representation (Brockwell and Davis,
1991, eq. (3.3.5)) and from (6) that both ψ and σ2 are functions of unknown param-
eters ΦP and ΘQ. Therefore we can reestimate ψ̂ on the basis of sparse solution
obtained in step (3) utilizing Lemma 1(1) where we substitute sample estimates.
Let {xt}
n
t=1 denote sample path of {Xt} and {zt}
n
t=1 errors of one- step predictions
from the model estimated in step (3). Putting t = n − 1 and j = 0 in Lemma 1(1)
we arrive at a possibly improved estimate of ψ:
ψ̂i = 〈Xn, Zn−i〉/σ
2 ≈
(∑n−i−1
m=0 xn−mzn−i−m
)
/
(∑n−i−1
m=0 |z|
2
n−i−m
)
.
This procedure may be iterated several times. If convergence is exhibited then the
stabilized solution Φ∗P and Θ
∗
Q from the last iteration will be used as the final pa-
rameter estimate, otherwise we keep the initial solution ξ∗ from step (3).
3 Design of the Numerical Simulation Study
• simulated lengths: 500 and 100 samples (x), out of which the leading 300 and 80
(xm), respectively, have been used for parameter estimation; the remaining 200 and
20 for verification (xv);
• simulations were done for several AR(I)MA(p, q) models with varying orders and
parameter vectors ΦP and ΘQ (see Tables below);
• 100 simulations were carried out for every pair (length,model);
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• for each simulation the command predict from MATLAB’s System Identification
toolbox (IDENT) designed by Ljung (2002) was used to compute one-step predic-
tions on xv based on exact parameters and on four different estimation techniques:
(1) single sparse using BPA4: steps (1)–(3) of the algorithm from section 2.2,
(2) iterated sparse using BPA4:steps (1)–(4) of the algorithm from section 2.2,
(3) iterated sparse using Moore- Penrose pseudoinverse: the same as (2) except
that (A0) was used instead of BPA4, and
(4) maximum likelihood (ML) estimate using armax function from IDENT;
• for every triple (length,model,simulation) the quality of the prediction was evalu-
ated using function compare from IDENT:
(1) standard deviation of one- step prediction errors,
(2) the percentage of the measured output xv that was explained by the model.
Their mean with sample std in parantheses were summarized in Table 1.
Table 1: Summary of simulation results for the ARMA model
Type of Φ = 0.50− 0.80 0.50− 0.80 0.90− 0.80 0.90− 0.80
estimate Θ = 0.60 0.60 0.60 0.60
for ARMA σ = 1.50 1.50 1.50 1.50 100
n = 500 100 500 100
Single sparse σ̂ 1.629 (0.342) 1.029 ( 0.257) 1.612 (0.191) 1.049 ( 0.295)
LSQ est. % 47.129 (2.704) 66.536 ( 9.929) 59.565 (6.367) 72.567 ( 7.689)
Iter. sparse σ̂ 1.533 (0.139) 1.112 ( 0.283) 1.555 (0.091) 1.230 ( 0.319)
LSQ est. % 49.805 (3.427) 63.917 (10.628) 61.080 (4.010) 67.285 (11.636)
Iter. sparse σ̂ 1.470 (0.109) 1.494 ( 0.086) 1.498 (0.070) 1.279 ( 0.788)
inv. matrix % 51.694 (4.227) 59.518 (18.139) 63.106 (3.399) 62.256 (17.059)
IDENT σ̂ 1.484 (0.102) 1.441 ( 0.243) 1.492 (0.069) 1.451 ( 0.268)
max. lik. % 51.290 (4.450) 53.392 (11.175) 62.634 (3.537) 59.591 (13.781)
Exact σ̂ 1.483 (0.081) 1.407 ( 0.232) 1.486 (0.061) 1.429 ( 0.258)
% 52.079 (4.503) 54.437 (11.374) 62.881 (3.813) 60.226 (13.581)
Type of Φ = 0.30 0.30 1.20− 0.80 1.20− 0.80
estimate Θ = 0.70 0.40 0.70 0.40 0.60 0.60
σ = 1.50 1.50 1.50 1.50 100
n = 500 100 500 100
Single sparse σ̂ 1.477 (0.080) 1.070 ( 0.258) 1.659 (0.390) 1.071 ( 0.313)
LSQ est. % 37.158 (4.151) 46.570 (13.108) 65.648 (8.187) 76.213 ( 7.299)
Iter. sparse σ̂ 1.471 (0.078) 1.083 ( 0.266) 1.643 (0.0972) 1.249 ( 0.395)
LSQ est. % 37.438 (3.715) 45.777 (14.412) 65.363 (3.6007) 71.397 (11.138)
Iter. sparse σ̂ 1.474 (0.076) 1.082 ( 0.290) ∞ (∞) ∞ (∞)
inv. matrix % 37.315 (3.756) 45.707 (14.695) 0 (∞) 0 (∞)
IDENT σ̂ 1.492 (0.080) 1.433 ( 0.312) 1.496 (0.075) 1.426 (0.247)
max. lik. % 36.560 (3.705) 29.422 (13.862) 68.495 (3.339) 67.779 (8.165)
Exact σ̂ 1.481 (0.084) 1.417 ( 0.265) 1.473 (0.073) 1.396 (0.237)
% 36.593 (3.819) 31.312 (12.176) 69.523 (3.360) 68.882 (8.092)
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4 Conclusions
From the table and other experiments we can draw the following conclusions:
• For larger sample sizes (roughly n > 500) the ML-estimate from IDENT and the
sparse estimate produce practically equal predictions even though the parametriza-
tions of both estimates are typically quite different.
• With decreasing sample size the sparse estimate tends to be superior to the ML-
estimate from IDENT as to the precision of predictions.
• The parametrization obtained from a sparse estimate in an overcomplete model
cannot be used as an estimate of the parameters in the ideal ARMA model because
it is related exclusively to the particular sample path. It sometimes produces even
better predictions than the ideal model.
• On the other hand the prediction of any sample path from the model works with
parametrization obtained from any other path with any P ≥ p and Q ≥ q for
the same sample size (short or long). This seems to confirm that our procedure
constructs a new type of estimator for the time series itself not just an estimate of
one particular path.
• The number of significant parameters in the sparse parametrization rarely exceeds
the number of parameters from the ideal ARMA model, it happens very often that
it is smaller.
• Iterated sparse based on BPA4 preserves the quality of predictions and mostly re-
duces their uncertainty compared with single sparse.
• Iterated sparse based onMP-pseudoinverse behaves similarly but sometimes fails to
converge, which is probably a consequence of higher sensitivity to round- off errors
coming from the pseudoinverse of a matrix having accidentally a wrong condition
number.
Table 2: Summary of selected simulation results for the ARIMA model
Type of estimate Φ = 0.50− 0.20 0.50− 0.20 1.20− 0.80 1.20− 0.80
for ARIMA Θ = 0.60 0.60 0.60 0.60
σ = 1.50 1.50 1.50 1.50
[n,D] = 100 1 100 2 100 1 100 2
Single sparse σˆ 2.097 ( 1.236) 8.545 ( 7.892) 1.649 (0.734) 7.133 ( 6.002)
LSQ. est. % 48.030 (13.401) 50.972 (13.095) 76.150 (6.756) 75.557 ( 8.310)
IDENT σˆ 2.876 ( 1.578) 17.844 (12.569) 2.300 (1.038) 18.250 (12.140)
max. lik. % 29.748 (14.045) 30.489 (16.822) 66.263 (9.445) 65.612 ( 9.568)
Exact σˆ 2.788 ( 1.334) 17.196 (11.659) 2.243 (0.981) 18.444 (12.776)
% 31.465 (11.970) 31.902 (15.620) 66.207 (9.557) 67.031 ( 9.156)
Analogical numerical study for ARIMA models leads to the same conclusions (see
Table 2). This is in accordance with our expectation because predictions in ARIMA
model are derived from ARMA- predictions of differenced time series.
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Standard statistical techniques numerically stabilize the parameter estimation in an
ARMA(p, q) model assuming low orders p, q. Our procedure is relaxing this assumption
assuming low number of parameters within a possibly higher range of orders. This is less
restrictive which may explain better precision of predictions in short time series where
there is not enough information inherent in the data to confirm the low order assumption.
That is why in situations where one cannot derive the low order assumption from an
a priori knowledge, the usage of our technique should be preferred.
A continued research is planned for VARMA where the BPA based technique is
promising in revealing sparse structure of parameter matrices which are commonly es-
timated as being full which, of course, may deteriorate the stability and reliability of
estimates and predictions.
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THE PRINCIPLE OF OVERCOMPLETENESS IN VARMA
MODELS
JAROMÍR TONNER
Abstract. In this paper we derive essential relations which are necessary for
application of the principle of overcompleteness to sparse parameter estima-
tion in multivariate ARMA models (VARMA models). This new approach
is based on the Basis Pursuit Algorithm originally suggested by Chen et al
[SIAM Review 43 (2001), No. 1]. Overcompleteness means that we admit
higher range of orders within which we are looking for lowest possible num-
ber of significant parameters (sparsity). A previous study [V. Veselý and
J. Tonner: Austrian Journal of Statistics, Special Issue 2006] confirmed that
this relaxation of the commonly used low-order assumption may yield more
precise forecasts from ARMA models when compared with standard statisti-
cal estimation techniques. The results of the numerical simulation study and
the tests on real data can be seen in [Mathematical Methods in Economics
2006, J. Tonner: The Principle of Overcompleteness in Economic Multivari-
ate Time Series Models].
Keywords: multivariate time series, sparse system, overcomplete system,
VARMA models, `1 norm optimization, stationary time series
AMS classification: 37M10, 41A45, 62M10, 65D15, 65F20, 91B84
1. Introduction
(Chen, Donoho, & Saunders, 1998) deal the problem of sparse representation
of vectors (signals) by using special overcomplete (redundant) systems of vectors
spanning this space.
In contrast with vectors which belong to a finite-dimensional space (Veselý, 2002)
formulates the problem of sparse representation within a more general framework
of (even infinite - dimensional) separable Hilbert space.
In paper [2] we attacked the problem of sparse representation from overcomplete
time series models using expansions in the Hilbert space L2 of real random vari-
ables of finite variance which we extend here to multivariate time series models.
2. Overcomplete VARMA model for stationary time series
Let {Xt+1 = [X
1
t+1, . . . ,X
m
t+1]
′} be zero-mean stationary m - dimensional
process with cross-covariance function γkl(h) = cov(X l
t+1,X
k
t+1−h
),
This paper has been worked as a part of research activities at the grant project of GA CR
No. 402/05/2172.
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Xt+1 ∼ VARMA(p, q)
Xt+1 =
p∑
j=1
ΦjXt+1−j +
q∑
k=0
ΘkZt+1−k, Φ
j , Θk m×mmatrices,(1)
in which case {Zt} is a multivariate white noise, {Zt} ∼WN(0,Σ), Σ is positive
definite. Dealing the process componentwise it is easy to extend the theory derived
in [2] for multidimensional case as follows:
Let Ht = s¯p({X
r
t+1−j}
∞ m
j=1,r=1) be a separable closed space in L
2 spanned
by historical components of {Xt} up to the time t and Pt : L
2 → Ht the or-
thogonal projection operator. By ortogonalization of {Xrt } we get also Ht =
sp({Zrt+1−j}
∞ m
j=1,r=1) where {Z
r
t } is time-uncorrelated, Z
r
t = X
r
t − Pt−1X
r
t , t ∈ Z.
Thus components of both {Xrt+1−j} and {Z
r
t+1−j} are dictionaries in Ht. Merg-
ing both dictionaries, we get an new overcomplete dictionary {Urt+1−j}
∞ m
j=1,r=1) =
{Xrt+1−j}
∞ m
j=1,r=1) ∪ {Z
r
t+1−j}
∞ m
j=1,r=1) in Ht. Fixing P,Q such that 0 ≤ p ≤ P ≤
∞, 0 ≤ q ≤ Q ≤ ∞ we get an overcomplete but still finite atomic decomposition
of Xˆrt+1 (i-th row of (1)):
Xˆrt+1 = PtX
r
t+1 =
P∑
j=1
m∑
s=1
ΦjrsX
s
t+1−j +
Q∑
k=1
m∑
s=1
ΘkrsZ
s
t+1−k =:(2)
=: TP,Qt ξr =:
P+Q∑
l=1
(Ut+1−l)
′ξlr,
with vector atomsUt+1−j :=Xt+1−j for j = 1, . . . , P andUt+1−P−k := Zt+1−j
for k = 1, . . . , Q where ξ := {Φ,Θ}′ is a m(P +Q)×m matrix of concatenation
of coefficient matrix sequences Φ := {Φj}Pj=1 and Θ := {Θ
k}Qk=1, more precisely
ξj := Φj
′
for j = 1, . . . , P and ξk+P := Θk
′
for k = 1, . . . , Q Lower index marks
corresponding column in the coefficient sequences or in the coefficient vectors, if
P <∞ and Q <∞. Clearly Tt := T
P,Q
t : `
2(J)→ Ht, J := {1, . . . ,m(P +Q)}, is
bounded linear operator with closed range space R(Tt) = Ht of finite dimension.
After changing the notation accordingly this model comprises all three commonly
used representations, namely
• invertible representation Xˆt+1 =
∑
∞
j=1(−pi(j))Xt+1−j =: T
∞,0
t (−pi);
• causal representation Xˆt+1 =
∑
∞
k=0ψ(k)Zt+1−k =: T
0,∞
t ψ; ψ(0) = Im
and ψ(k) = 0m for k < 0;
• overcomplete ARMA(P,Q) representation Xˆit+1 = T
P,Q
t ξi with finite but
sufficiently overestimated orders P,Q:
p ≤ P < ∞, q ≤ Q < ∞; the choice P = Q = 10 being satisfactory in
most cases.
Hereafter we shall deal with the third case in more detail, the sparse solution
of which is expected to exclude redundant parameters which are nearly noughts
allowing us to approach the original VARMA(p, q) model and its parameter esti-
mates.
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AsR(Tt) = Ht is closed, the restriction of adjoint operator T
∗
t ontoHt is a topolog-
ical linear isomorphism T ∗t : Ht onto closed subspace H
′
t ⊆ `
2(J),dimHt = dimH
′
t .
Thus instead of (2) we can solve m underdetermined systems of m(P +Q) linear
equations ( analogy to normal equations known from linear regression ) obtained
by applying T ∗t to both sides of (2):
bt = Rtξ or equivalently bi(t) =
M∑
j=1
Rij(t)ξ
j for i = 1, . . . ,M := P +Q.(3)
bt = [bi(t)]
M
i=1 is a column block matrix of type M × 1 where each block bi(t) :=
cov(Ut+1−i,Xt+1) = [〈U
r
t+1−i,X
s
t+1〉]
m
r,s=1 is cross-covariance matrix of Xt+1
and i-th atom Ut+1−i. Similarly Rt = [Rij(t)]
M
i,j=1 is M ×M block matrix where
Rij(t) := cov(Ut+1−i,Ut+1−j) = [〈U
r
t+1−i, U
s
t+1−j〉]
m
r,s=1 is cross-covariance ma-
trix of i-th and j-th atom.
Lemma 1. Let Xt be a stationary multivariate time series and i, j ∈ Z arbitrary.
The following holds: If Xt is causal then cov(Xt−i,Zt−j) =
cov(
∑
∞
k=0ψ(k)Zt−i−k,Zt−j) = ψ(j − i)Σ. Matrices Σ and ψ(k) can be ob-
tained via multivariate Innovation algorithm (see [5]).
Theorem 1. If {Xt} ∼ VARMA(p, q) is zero- mean and causal with covari-
ance (matrix) function γ = {γ(j − i)}∞i,j=0, γ(j − i) := [cov(X
k
t−i,X
l
t−j)]
m
k,l=1 =
[EXkt−iX
l
t−j ]
m
k,l=1 = [〈X
k
t−i,X
l
t−j〉]
m
k,l=1, then the equation (3) attains with 0 ≤ p ≤
P <∞ and 0 ≤ q ≤ Q <∞ the form (time index can be removed due to station-
arity)
b = Rξ, b =
[
γP
ψQΣ
]
, R =
[
ΓP Ψ(IP ⊗ Σ)
(Ψ(IP ⊗ Σ))
′ (IQ ⊗ Σ)
]
, ξ = [Φ,Θ]′(4)
where γP := [γ(1)
′, . . . , γ(P )′]′ are covariance matrices and ψQ :=
= [ψ(1)′, . . . , ψ(Q)′]′. IP , IQ, is identity matrix of order P, resp Q, ΓP and Ψ
are Toeplitz block matrices:
ΓP := γ(j − i)
P
i,j=1 =


γ(0) γ(1) · · · γ(P − 1)
γ(1)
′
γ(0) · · · γ(P − 2)
...
... · · ·
...
γ(P − 1)
′
γ(P − 2)
′
· · · γ(0)

 and(5)
Ψ := ψ(j − i)
Q,P
i,j=1 =


Im ψ(1) · · · ψ(Q− 1)
0m Im · · · ψ(Q− 2)
...
... · · ·
...
0m 0m · · · ·

 of (Q ·m× P ·m).(6)
Now it is possible to find solution for all partial time series simultaneously by
reconstructing b = Rξ
with b = vec(b),R = Im ⊗R and with ξ = vec(ξ).
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3. Conclusions
From experiments which can be seen in [4] we can draw the following conclu-
sions:
• For larger sample sizes (roughly n > 500) the ML-estimate from IDENT
and the sparse estimate produce practically equal predictions even though
the parametrizations of both estimates are typically quite different.
• With decreasing sample size the sparse estimate tends to be superior to
the ML-estimate from IDENT as to the precision of predictions (see Tests
on real data).
• Sparse method significantly reduces the number of estimated parameters.
In the previous chapter sparse method reached a reduction from 160 (=
m
2
·P ) to 4 parameters, but IDENT estimator of VAR(1) was full matrix
(16 parameters).
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The Principle of Overcompleteness in Multivariate Economic
Time Series Models∗
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Abstract
In this paper we apply the principle of overcompleteness to sparse
parameter estimation in multivariate ARMA models (VARMA
models). This new approach is based on the Basis Pursuit Al-
gorithm originally suggested by Chen et al [1]. Overcomplete-
ness means that we admit higher range of orders within which we
are looking for lowest possible number of significant parameters
(sparsity). A previous study [2] confirmed that this relaxation of
the commonly used low-order assumption may yield more precise
forecasts from ARMA models when compared with standard sta-
tistical estimation techniques. Here an analogical approach will
be used for the analysis of multivariate economic time series.
It is well-known that particular time series are strongly cross-
correlated. That is why we expect our technique to be possibly
successful for the multivariate case too.
Keywords
multivariate time series, sparse system, overcomplete system,
VARMA models, `1 norm optimization, stationary time series
JEL: C32
1 Introduction
(Chen, Donoho, & Saunders, 1998) deal the problem of sparse representation of vectors (signals) by
using special overcomplete (redundant) systems of vectors spanning this space.
In contrast with vectors which belong to a finite-dimensional space (Vesely´,2002) formulates the
problem of sparse representation within a more general framework of (even infinite - dimensional)
separable Hilbert space.
In paper [2] we attacked the problem of sparse representation from overcomplete time series models
using expansions in the Hilbert space L2which we extend here for multivariate time series models.
2 Overcomplete VARMA model for stationary time series
Let {Xt+1 = [X1t+1, . . . ,Xmt+1]′} be zero-mean stationary m - dimensional process with cross-
covariance function γkl(h) = cov(X lt+1,Xkt+1−h), Xt+1 ∼ VARMA(p, q)
Xt+1 =
p∑
j=1
Φ
j
Xt+1−j +
q∑
k=0
Θ
k
Zt+1−k, Φ
j, Θkm×mmatrix, (1)
∗This paper has been worked as a part of research activities at the grant project of GA CR No. 402/05/2172.
481
in which case {Zt} is a multivariate white noise, {Zt} ∼ WN(0,Σ), Σ is positive definite. Dealing
the process componentvise it is easy to extend the theory derived in [2] for multidimensional case as
follows:
Let Ht = s¯p({Xrt+1−j}∞ mj=1,r=1) be a separable closed space in L2 spanned by historical com-
ponents of {Xt} up to time t and Pt : L2 → Ht the orthogonal projection operator. By or-
togonalization of {Xrt } we get also Ht = sp({Zrt+1−j}∞ mj=1,r=1) where {Zrt } is time-uncorrelated,
Zrt = X
r
t − Pt−1X
r
t , t ∈ Z. Thus components of both {Xrt+1−j} and {Zrt+1−j} are dictionar-
ies in Ht. Merging both dictionaries, we get an new overcomplete dictionary {U rt+1−j}∞ mj=1,r=1) =
{Xrt+1−j}
∞ m
j=1,r=1) ∪ {Z
r
t+1−j}
∞ m
j=1,r=1) in Ht. Fixing P,Q such that 0 ≤ p ≤ P ≤ ∞, 0 ≤ q ≤
Q ≤ ∞ we get an overcomplete but still finite atomic decomposition of Xˆrt+1 (i-th row of (1)):
Xˆrt+1 = PtX
r
t+1 =
P∑
j=1
m∑
s=1
ΦjrsX
s
t+1−j +
Q∑
k=1
m∑
s=1
ΘkrsZ
s
t+1−k =: T
P,Q
t ξr =:
P+Q∑
l=1
(Ut+1−l)
′ξlr,
(2)
with atoms Ut+1−j := Xt+1−j for j = 1, . . . , P and Ut+1−P−k := Zt+1−j for k = 1, . . . , Q
where ξ := {Φ,Θ}′ is a m(P + Q) × m matrix of concatenation of coefficient matrix sequences
Φ := {Φj}Pj=1 and Θ := {Θk}
Q
k=1, more precisely ξ
j := Φj
′ for j = 1, . . . , P and ξk+P := Θk′
for k = 1, . . . , Q Lower index marks corresponding column in the coefficient sequences or in the
coefficient vectors, if P <∞ and Q <∞. Clearly Tt := TP,Qt : `2(J)→ Ht, J := {1, . . . , P +Q},
is bounded linear operator with closed range space R(Tt) = Ht of finite dimension. After changing
the notation accordingly this model comprises all three commonly used representations, namely
• invertible representation Xˆt+1 =
∑
∞
j=1(−pi(j))Xt+1−j =: T
∞,0
t (−pi);
• causal representation Xˆt+1 =
∑
∞
k=0ψ(k)Zt+1−k =: T
0,∞
t ψ;ψ(0) = Im andψ(k) = 0m
for k < 0;
• overcomplete ARMA(P,Q) representation Xˆit+1 = T
P,Q
t ξi with finite but sufficiently overes-
timated orders P,Q:
p ≤ P <∞, q ≤ Q <∞; the choice P = Q = 10 being satisfactory in most cases.
Hereafter we shall deal with the third case in more detail, the sparse solution of which is ex-
pected to exclude redundant parameters which are nearly noughts allowing us to approach the original
VARMA(p, q) model and its parameter estimates.
As R(Tt) = Ht is closed, the restriction of adjoint operator T ∗t onto Ht is a topological linear iso-
morphism T ∗t : Ht onto closed subspace H
′
t ⊆ `
2(J), dimHt = dimH
′
t . Thus instead of (2) we can
solve the underdetermined system of M := P + Q systems of linear equations ( analogy to normal
equations known from linear regression ) obtained by applying T ∗t to both sides of (2):
bt = Rtξ or equivalently bi(t) =
M∑
j=1
Rij(t)ξ
j for i = 1, . . . ,M. (3)
bt = [bi(t)]
M
i=1 is a column block matrix of typeM×1where each block bi(t) := cov(Xt+1,Ut+1−i) =
[〈Xrt+1, U
s
t+1−i〉]
m
r,s=1 is cross-covariance matrix of Xt+1 and i-th atom Ut+1−i. Similarly Rt =
[Rij(t)]
M
i,j=1 isM×M block matrix whereRij(t) := cov(Ut+1−j,Ut+1−i) = [〈U rt+1−j , U st+1−i〉]mr,s=1
is cross-covariance matrix of j-th and i-th atom.
Lemma 1. Let Xt be a stationary multivariate time series and i, j ∈ Z arbitrary. The following
holds: If Xt is causal then cov(Xt−j,Zt−i) = cov(
∑
∞
k=0ψ(k)Zt−j−k,Zt−i) = ψ(i− j)Σ.
Matrices Σ and ψ(k) can be obtained via multivariate Innovation algorithm (see [3]).
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Theorem 1.
If {Xt} ∼ VARMA(p, q) is zero- mean and causal with covariance (matrix) function γ = {γ(h)}∞h=0,
γ(h) := [cov(Xkt+h,X
l
t)]
m
k,l=1 = [EX
k
t+hX
l
t ]
m
k,l=1 = [〈X
k
t+h,X
l
t〉]
m
k,l=1, then the equation (3) attains
with 0 ≤ p ≤ P < ∞ and 0 ≤ q ≤ Q < ∞ the form (time index can be removed due to stationarity)
b = Rξ with b =
[
γP
ψQ(IQ ⊗ Σ)
]
, R =
[
ΓP (Ψ(IP ⊗ Σ))
′
Ψ(IP ⊗ Σ) (IQ ⊗ Σ)
]
and ξ = [Φ,Θ]′
(4)
where γP := [γ(1)′, . . . , γ(P )′]′ are covariance matrices and ψQ := [ψ(1)′, . . . , ψ(Q)′]′
with Σ from Innovation algorithm. IP , IQ, is identity matrix of order P, resp Q, ΓP and Ψ are
Toeplitz matrices:
ΓP := γ(i− j)
P
i,j=1 =


γ(0) γ(1) · · · γ(P − 1)
γ(1) γ(0) · · · γ(P − 2)
.
.
.
.
.
. · · ·
.
.
.
γ(P − 1) γ(P − 2) · · · γ(0)

 and (5)
Ψ := ψ(i− j)Q,Pi,j=1 =


Im 0m · · · 0m
ψ(1) Im · · · 0m
.
.
.
.
.
. · · ·
.
.
.
ψ(Q− 1) ψ(Q− 2) · · · ·

 of size (Q ·m× P ·m). (6)
Now it is possible to find solution for all partial time series simultaneously by reconstructing b = Rξ
with b = vec(b),R = Im ⊗R and with ξ = vec(ξ).
3 Design of the numerical simulation study
• simulated lengths: 1000 and 200 samples (x), out of which the leading 800 and 160 (xm),
respectively, are used for parameter estimation; the remaining 200 and 40 for verification (xv);
• simulations were done for several VARMA(p, q) models with varying orders and parameter
matrices Φ and Θ (see Tables below);
• 100 simulations were carried out for every pair (length,model);
• for each simulation the command predict from MATLAB’s System Identification toolbox
(IDENT) designed by (Ljung, 2002) was used to compute one-step predictions on (xv) based
on exact parameters and on two different estimation techniques:
1. sparse method using BPA4 (algorithm described in [2]): P=10;
2. maximum likelihood (ML) estimate using arx function from IDENT;
• for every triple (length,model,simulation) the quality of the prediction was evaluated using
function compare from IDENT:
1. standard deviation of one-step prediction errors,
2. the percentage of the measured output (xv) that was explained by the model.
Their mean with sample std were summarized in Table 1 displayed below:
Φ1 =
[
0.5 0.7
0 0.5
]
,Θ1 =
[
0 0
0 0
]
, Σ1 =
[
1 0
0 3
]
,Σ2 =
[
1 −0.7
−0.7 1
]
,
483
Type of metric Φ1 Θ1 Σ1 Φ1 Θ1 Σ2
estimate n = 200 n = 200
X
1
t
X
2
t
X
1
t
X
2
t
IDENT σ̂ 1.0580 ± 0.1192 2.7883 ± 0.3771 1.2659 ± 0.1010 1.2382 ± 0.0920
% 68.7333 ± 3.8606 11.3014 ± 9.9543 21.4143 ± 6.0896 9.3848 ± 8.8330
EXACT σ̂ 1.0590 ± 0.1226 2.7579 ± 0.3363 1.2686 ± 0.0999 1.2396 ± 0.0962
% 68.7727 ± 3.7684 12.8951 ± 7.9589 21.4255 ± 5.6535 9.5208 ± 8.2892
SPARSE σ̂ 1.0657 ± 0.1078 2.7422 ± 0.3755 1.2823 ± 0.1019 1.2436 ± 0.1010
% 68.5538 ± 3.8148 12.7717 ± 10.7699 20.4376 ± 6.6134 9.2889 ± 8.1172
Type of metric Φ1 Θ1 Σ1 Φ1 Θ1 Σ2
estimate n = 1000 n = 1000
X
1
t
X
2
t
X
1
t
X
2
t
IDENT σ̂ 0.9909 ± 0.0506 3.0018 ± 0.1433 1.2205 ± 0.0551 1.2188 ± 0.0575
% 73.1514 ± 2.7664 12.4174 ± 3.7509 21.1064 ± 2.2298 12.6711 ± 3.6243
EXACT σ̂ 0.9902 ± 0.0515 2.9975 ± 0.1430 1.2187 ± 0.0548 1.2171 ± 0.0577
% 73.1707 ± 2.7807 12.5499 ± 3.7888 21.2162 ± 2.2028 12.7909 ± 3.6302
SPARSE σ̂ 0.9914 ± 0.0503 3.0017 ± 0.1452 1.2207 ± 0.0551 1.2179 ± 0.0576
% 73.1354 ± 2.7593 12.4347 ± 3.7373 21.0886 ± 2.2597 12.7363 ± 3.6149
Table 1: Results for 200 resp. 1000 samples long simulations
4 Tests on real data
Let Xt be a four-dimensional time series of real national product, real consumption, real investments
and state bonds 3 months nominal interest rate in the Czech republic between 1st quarter of 1995 and
4nd quarter 2006 (data source: CNB). Data was detrended (Figure 1).
Standard tests suggested VAR(1), so it was used for parameter estimation in IDENT toolbox. Sparse
method estimated VAR(10). One-step ahead predictions for the last ten samples can be seen in Figure
2 ( IDENT estimation ) and Figure 3 ( SPARSE estimation ). The numerical comparison of predictions
is shown in Table 2 where the same criteria as in the previous chapter were used.
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Figure 1: Real data y, c, i and nominal ir
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Figure 2: IDENT predictions
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Figure 3: SPARSE predictions
Type of estimate metric y c i ir
IDENT σ̂ 4.3797 0.7571 1.2456 0.2558
% 61.9368 21.6084 40.4918 22.1080
SPARSE σ̂ 3.3413 0.4753 0.6441 0.3599
% 71.4511 47.3018 73.9310 34.8296
Table 2: Results of one-step ahead predictions for the last 10 samples
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5 Conclusions
From the table and other experiments we can draw the following conclusions:
• For larger sample sizes (roughly n > 500) the ML-estimate from IDENT and the sparse esti-
mate produce practically equal predictions even though the parametrizations of both estimates
are typically quite different.
• With decreasing sample size the sparse estimate tends to be superior to the ML-estimate from
IDENT as to the precision of predictions (see Tests on real data).
• Sparse method significantly reduces the number of estimated parameters. In previous chapter
sparse method reached a reduction from 160 (= m2 · P ) to 4 parameters, but IDENT estimator
of VAR(1) was full matrix (16 parameters).
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