Abstract
Introduction
This paper deals with the problem of automatic pose estimation and calibration of a 2D camera with respect to an acquired geometric 3D model of an urban scene. The pose estimation is part of a larger system which constructs highresolution photorealistic 3D models from unregistered 3D range scans and uncalibrated 2D color images. Our goal is to enhance the geometric model with photographic observations taken from a freely moving 2D camera by automatically recovering the camera's position and orientation with respect to the model of the scene and by automatically calibrating the camera sensor. We are attacking the stated problem under the following assumption: the 3D scene contains 3D lines defining two major orthogonal directions, i.e. one major vertical direction and at least one major horizontal direction. This is a valid assumption that represents the large majority of scenes in urban settings. Most systems recreating photorealistic models of the environment by a combination of range and image sensing [2, 7, 19, 21, 26] solve the 3D range to 2D image registration problem by fixing the relative position and orientation of the camera with respect to the range sensor (the two sensors are rigidly attached on the same platform). The fixed-relative position approach provides a solution that has the following major limitations: A) The 3D-range and 2D-image captures occur at the same point in time and from the same location in space. That leads to a lack of 2D sensing flexibility, since the limitations of 3D-range sensor positioning (standoff distance, maximum distance) will cause constraints on the 2D camera placement. Also, the 2D images may need to be recaptured due to poor lighting conditions at the time of the 3D-range capture. B) The static arrangement of 3D and 2D sensors also means that the 2D camera can not be dynamically adjusted (by changing its focal length and position) to the requirements of each particular scene. C) The fixed approach can not handle the case of mapping historical photographs on the models or of mapping 2D images captured at a different instant in time (under different lighting conditions), something that our method is able to accomplish. In summary, by fixing the relative position between the 3D-range and 2D-sensors, we sacrifice the flexibility of 2D-image capturing. We believe that methods similar to the one provided in this paper are essential for the accurate photorealistic capture of urban scenes.
This work is a continuation of our original contributions on the subject of 3D range to 2D image registration [22, 23] . In previous work, we provided a solution for automatically matching 3D and 2D features from the range and image datasets. The approach involved the utilization of parallelism and orthogonality constraints that naturally exist in urban environments. This paper is based on our original framework, but a number of novel avenues are now explored. Here are our new contributions: µ Extraction of a richer set of 3D features by utilizing data from all registered 3D range images at once. µ Utilization of new type of higher-order clusters of 3D and 2D features. µ Development of a new method for optimizing the internal camera parameters. Úµ Development of a new algorithm for matching 3D with 2D features. Here, we would like to point out that our new algorithm is not a probabilistic RANSAC approach.The whole search space is efficiently and systematically explored. Úµ Development of user-interface for minimal user interaction.
There are many approaches for the solution of pose estimation problem from both point correspondences [17, 20] and line correspondences [5, 10] , when a set of matched 3D and 2D points or lines are known, respectively. In the early work of [6] , the probabilistic RANSAC method for automatically computing matching 3D and 2D points was introduced. This approach works well only when the percentage of outliers (i.e. incorrectly matched pairs) is small. Works in automated matching of 3D with 2D features in context of object recognition and localization includes [3, 9, 11, 13, 14, 18, 25] . Recently, a scale-invariant approach in the context of 2D image registration has been presented in [16] . Teller [1] attacks the 2D image registration problem in urban environment settings as well. In [27] , Zhao uses SFM and stereo algorithms to map a continuous video from an aerial source on a 3D urban model. Ikeuchi [12] presents an automated 3D range to 2D image registration method that relies on the reflectance range image. In our work, we attack the 3D range to 2D image registration problem in an efficient and systematic way (i.e. we do not rely exclusively on 2D images). In order to achieve this, we have implemented novel feature extraction and 3D range to 2D image matching techniques.
3D Feature Extraction
The first step is to acquire Ò range scans to adequately cover the 3D scene. The laser-range scanner is Cyrax 2500 [15] , an active sensor that emits eye-safe laser beams into the scene. It is capable of gathering one million 3D points at a maximum distance of 100 meters. A range scan of an urban scene is shown in (Fig. 1(a) ). Each point is associated with four values´Ü Ý Þ Ðµ Ì , where´Ü Ý Þµ Ì is its Cartesian coordinates in the scanner's local coordinate system, and Ð is the laser intensity of the returned laser-beam. The intensity depends on: the material properties of the physical 3D surface, the distance of the point from the range sensor, and the orientation of the laser beam with respect to the local surface normal at the measured 3D point.
Each range scan is processed via an automated segmentation algorithm [23] . A set of major 3D planes and a set of geometric 3D lines are extracted from each scan ½ Ò . The geometric 3D lines are computed at the intersections between segmented planar regions and at the borders of the segmented planar regions [23] . The range scans are registered in the same coordinate system via the automated range-range feature-based registration method which is described in [4, 24] . As a result, all range scans are registered with respect to one selected pivot scan, in the scene's coordinate system, namely Ë ¿ . In addition to the geometric lines , a set of reflectance 3D lines Ä are extracted from each 3D range scan. They are produced by discontinuities of the laser intensity ( Fig. 1(a) ). We extract 2D lines from the reflectance image using standard image processing techniques (Canny edge detector followed by orthogonal regression). The end points of each reflectance 2D line´Ô ½ Ô ¾ µ correspond to two 3D points´Ü ½ Ý ½ Þ ½ µ and´Ü ¾ Ý ¾ Þ ¾ µ which define a geometric line in 3D space. We call this line a reflectance 3D line because it is computed based on information gathered from the reflectance image alone.
The combination of all 3D geometric and reflectance lines provides a very rich representation of the acquired 3D scene. We use Ä ¿ to represent those lines. Therefore: 
Ë × is defined by the three orthogonal axes
and Ü Ò Ý Ò ¢ Þ Ò . The transformed 3D lines are further clustered into major 3D planes. We call each one of these clusters a 3D
. Each 3D is thus defined by its base-plane and all lines that lie on it. The lines can be either vertical or horizontal but their distances from the base-plane should be smaller than a user-defined threshold Ø .
Rectangular Parallelepiped Extraction
Our goal is to obtain 3D features from the 3D line sets that are matchable with 2D features from the 2D color images. Matching individual 3D lines with individual 2D lines is impractical due to the large size of the generated search space. Another problem is that some 3D lines are not present in the 2D image and vice versa (eg. 2D lines that are generated by shading discontinuities are not present in the 3D model of the scene). Therefore, we use higher level features, i.e. vertical or horizontal 3D rectangular parallelepipeds that can be matched with 2D rectangles obtained from the 2D images.
The rich set of geometric and reflectance lines in a 3D (see section 2) are grouped into sets of lines which ½ Note that we know the rotational and translational transformation between range scans from our range-range registration module. ¾ This pair can be interactively selected by the user via a simple colorbased user interface.
define 3D rectangular parallelepipeds ¿ in space. Fig.1(d) for results.
2D Feature Extraction, Internal Camera Calibration, & Rotation Computation
The internal parameters (focal length and principal point) of the camera sensor can be calculated from a 2D image, if the image contains at least two vanishing points (i.e. the 3D scene which the camera is viewing has at least two major scene directions). We use our previously developed robust methods to generate and cluster 2D lines from a 2D image [22] . The result is a set of major vanishing points Î ½ Î ¾ ¡ ¡ ¡ Î Ò . Using the methods described in [22] Then all 2D lines can be rectified by applying the rotation Ê ¾ about and then by projecting to the image plane.
The center of projection can be further refined as follows. By construction, the rectified 2D lines from Ä ¾ Ú and Ä ¾ should be parallel to the Ý Ü × and Ü Ü × of Ë × , respectively (Fig. 1(f) ). But if the estimation of is not accurate, the angle between the actual direction of a rectified line and its expected direction will not be zero. This per-line computed angle is considered to be an error due to an inaccurate computation. The sum of the errors of all lines,called , is used as a criterion to compute a more accurate center of projection as follows. We consider all possible centers of projections in a small spatial neighborhood around the initially computed center . Searching for the best center of projection ×Ø is done sequentially in a spiral manner in the neighborhood of the initial . ×Ø is the first center of projection that produces an angle error less than a user-defined threshold Ø (normally between 2 to 5 degrees). Then we have the camera calibration matrix Ã as ( [8] ):
The same method is applied to extract horizontal and vertical rectangular 2D features Ê as the one used to extract 3D features ÊÈ in Sec.2.1, except that the extracted 2D features has a zero depth, i.e. they are rectangles instead of parallelepipeds.
Translation Computation
In this section we present the algorithm that automatically computes the translation between the scene Ë ¿ and the camera Ë Ñ Ö coordinate systems (Fig.2) . From the previous steps, we have the sets of 3D parallelepipeds ÊÈ and 2D rectangles Ê ready to be matched in Ë × . The rotation Ê that brings Ë ¿ to Ë Ñ Ö is Ê Ê ¾ ½ ¡Ê ¿ .
The two rotational components Ê ¿ and Ê ¾ were computed in sections 2 and 3, respectively. In order to compute the translation between the scene and camera coordinate systems, we need to identify Ã 3D parallelepipeds ÖÔ(see Fig.1(d) for an example set of 3D features) that match Ã 2D rectangles Ö (see Fig.1 to provide the correct translation as our experiments have shown. This is due to the nature of our extracted features.
However, two correctly matched ÖÔ with 2D Ö are able to provide us a very accurate translation as will be shown in the algorithm to follow. Thus our algorithm searches through all pairs of possible matches systematically. Note that we consider all´AE ¾ µ ¢´Ò ¾ µ · AE Ú ¾ µ ¢´Ò Ú ¾ µ possible matched pairs (where AE AE Ú are the number of horizontal and vertical ÖÔ, respectively, and Ò Ò Ú are the number of horizontal and vertical Ö , respectively). This is a large search space, but it can be efficiently explored as our results show (see Sec.5).
Our algorithm consists of six steps (Fig.2) . In the first four steps, a list of candidate translations are being computed from the exploration of all possible matches between pairs of 3D parallelepipeds and pairs of 2D rectangles. The fifth step determines the grades of each candidate translations based on the number of matching 3D and 2D feature pairs produced by this translation. The candidates with grades smaller than a threshold will be eliminated. The sixth step searches in the neighborhood of each remaining candidate translation for the one that maximizes the amount of overlap. Thus, for each candidate, a final optimized translation Ø ÓÔØ is computed. ratio reflects the scale that should be applied to the 2D image feature (measured in pixels), so that it matches the 3D feature (measured in meters). Then, considering the line segment from the centroid of the 2D feature Ö ½ to the center of projection ×Ø , we find the point d so that ×Ø ×Ø ØÖ ½ ÔÑ, where Ú denotes the norm of vector Ú. The translation vector Ø´Ö Ô½ Ö ½µ can now computed as follows (Fig.3) : Ø´Ö Ô½ Ö ½µ Ö ½ . This translation vector translates the 3D feature ÖÔ ½ (note that ÖÔ ½ is already expressed in the common coordinate system Ë × ) into the unique position that makes its projection to the image plane ¾ have the following properties: A) The length of the projection of ÖÔ ½ is exactly the same as the length of Ö ½ , and B) The centroid of ÖÔ ½ is projected exactly on the centroid of Ö ½ . The estimation of this translation vector can be performed very efficiently in the coordinate system Ë × . This is one of the factors that attributes to the efficiency of our algorithm.
The just obtained translation brings the two features ÖÔ ½ and Ö ½ into alignment (the center of ÖÔ ½ is projected on the center of Ö ½ ). A correct translation will also bring ÖÔ ¾ and Ö ¾ into alignment if these 2 features are corresponding to each other. By applying the translation Ø´Ö Ô½ Ö ½µ to ÖÔ ¾ , and projecting it onto ¾ , we produce a 2D feature called we proceed to the next step; otherwise we go back to step 1, and have the next pair of features to be matched.
(Step 3)
Step 2 is repeated for the computation Ø´Ö Ô¾ Ö ¾µ (we now assume that ÖÔ ¾ matches Ö ¾ ). If the overlap Ç´Ö Ô ½ Ô Ö ½µ is larger than Ç Ø as well, the two pairś ÖÔ Ö µ ¾ ÊÈ ¾ ¢ Ê ¾ are considered as matching candidates (otherwise the next pair of matches is considered at step 1). As a result, the user is presented with a sorted list of Ø ÓÔØ´ µ. In most cases, the translation with the highest grade (i.e. largest number of matching features) is the one that produces the best result. Otherwise, user can select the 2nd, 3rd or other listed translation. This selection is Finally, a point Ü ¿ can be transformed from the 3D scene coordinate system to a point Ü Ñ in the 2D camera coordinate system via:
Results and Conclusions
We performed experiments in three urban settings (buildings 1, 2 and 3). Buildings 1 and 2 are regular urban structures with many windows and large planes (a photograph of building 1 is shown in Fig.1(a) ), while building 3 has a more complicated structure (as shown in Fig.5 bottom  two images) . A number of 3D range scans and 2D images were acquired for each building. After the range scans are registered on the same coordinate system, the 2D images are automatically calibrated and registered on the 3D model of each acquired structure. Fig.4 presents overviews of our texture-mapping results and automatically recovered camera configurations. We have not performed any intelligent blending of overlapping 2D images, something that will be part of our future work. Finally, detailed textured maps are shown in Figs.5. Two of the automated transformations computed from building 3 required a very small correction (few pixels of translational adjustment) by a human user through our easy to use user interface.
The performance of our 3D range to 2D image registration algorithm is shown in Table 1 In this paper, we presented a novel and efficient algorithm for the 3D range to 2D image registration problem in urban scene settings. Our input is a set of 3D range scans and a set of 2D images. The range scans are abstracted into sets of 3D lines, followed by three clustering steps. As a result, sets of 3D features are extracted. For each 2D image, features are generated via vanishing point extraction, camera calibration and rectification steps. Finally, an automated algorithm computes an optimized transformation between the 2D images and 3D range scans. This transformation is based on a match of 3D with 2D features that maximizes an overlap criterion. Our algorithm attacks the hard 3D range to 2D image registration problem in a systematic, efficient, and automatic way, in the context of 
