Abstract. The problem of the existence of an equivariant map is a classical topological problem ubiquitous in topology and its applications. Many problems in discrete geometry and combinatorics have been reduced to such a question and many of them resolved by the use of equivariant obstruction theory. A variety of concrete techniques for evaluating equivariant obstruction classes are introduced, discussed and illustrated by explicit calculations. The emphasis is on D 2n -equivariant maps from spheres to complements of arrangements, motivated by the problem of finding a 4-fan partition of 2-spherical measures, where D 2n is the dihedral group. One of the technical highlights is the determination of the D 2n -module structure of the homology of the complement of the appropriate subspace arrangement, based on the geometric interpretation for the generators of the homology groups of arrangements.
1. Introduction
Computational equivariant topology.
One of the objectives of this paper is to identify the problem of calculating the topological obstructions for the existence of equivariant maps as one of the problems paradigmatic for computational topology. Given a group G, a G-equivariant map f : X → Y between two G-spaces is a symmetry preserving map, i.e. a map satisfying the condition f (g · x) = g · f (x). In applications in discrete and computational geometry, X is usually a manifold of all "feasible" configurations (the configurations space) while Y is typically a complement of a real, affine subspace arrangement (the test space).
The problem of calculating/evaluating the complexity of equivariant obstructions has many aspects relevant for computational topology, including the following.
(A 1 ) The (non)existence of an equivariant map is an essential ingredient in the application of the configuration space/test map scheme [36] , [19] which has proven to be a very effective tool in solving combinatorial or discrete geometric problems of relevance to computing and analysis of algorithms, [19] , [37] . (A 2 ) The existence of an equivariant map can often be interpreted as a problem of mapping an object (often a cell of some dimension) to a Euclidean space, subject to some boundary constraints and avoiding some obstacles (arrangement of subspaces). This aspect can be seen as a relative of the it to the next skeleton X (k+1) . The second is to start with a sufficiently generic, equivariant map f : X → Y and, in the case that the singularity S(f ) := f −1 (Z) is nonempty, try to modify f in an attempt to make the set S(f ) vanish. In both approaches there may appear obstructions which prevent us from completing the process, thus showing that such equivariant maps f : X → Y \ Z do not exist. In the first approach the obstruction is evaluated in the corresponding equivariant cohomology group, while in the second it lies in a "dual" equivariant homology group. When a G-action on X is free and the existence of a G-map f depends on the primary obstruction, these two methods coincide. The connection is the equivariant Poincaré duality map [8, Theorem 1.4] . In this paper we combine both approaches in the process of identifying the obstruction; see Section 4.1 for some technical details and references.
Figure 1
As emphasized in the introduction, we focus in this paper on "effective evaluation" of obstruction classes. This is achieved by a careful analysis of:
(a) the singular set S(f ) = f −1 (Z), which is in this paper just a finite collection S(f ) = {x 1 , . . . , x m } of points in X, (b) the associated "point classes" f (x i ) , understood as "weights" of points x i , recording the position of f (x i ) in Z and the way a small neighborhood of x i ∈ X is mapped to a small neighborhood of f (x i ) ∈ Y . Two naive examples of this procedure are depicted in Figure 1 , where (A) illustrates a nonequivariant problem where X = Y = [−1, +1] and Z = {0}, while (B) corresponds to the case where G = Z 2 , X = S 1 , Y = [−1, +1] and Z = {0}. However simple, these examples capture some of the main features of the general approach, and the reader should keep in mind that all calculations in this paper follow essentially the same pattern. For example the passage from the figure (B) to the figure (A) illustrates the passage from the G-complex X to a "fundamental domain" A ⊂ X, cf. Section 3.1, which allows us to perform the analysis of (a) and (b) in a single, top-dimensional cell e ⊂ X. . . , µ m be proper Borel probability measures on S 2 . All the results can be extended to more general measures, including the counting measures of finite sets; see [3] , [34] , [35] for related examples.
Let (α 1 , α 2 , . . . , α k ) ∈ R k >0 be a vector where α 1 + α 2 + . . . + α k = 1. Following [3] we say that a k-fan (x; l 1 , . . . , l k ) is an α-partition for the collection {µ j } The analysis given in [3] shows that the most interesting cases of the problem are (3, 2) , (2, 3) and (2, 4) . It was shown in [3] and [4] that {( 
2.2.
The configuration space / test map scheme. The configuration space/ test map scheme is a fairly general method of translating combinatorial geometric problems into topological problems, more precisely problems involving equivariant maps; see [19] , [34] , [36] , [37] . It was demonstrated in [3] that the problem of α-partitions of spherical measures (Problem 2.1) also admits such a translation. We briefly review this construction focusing on the apparently most challenging case of 4-fan partitions of two measures on the 2-sphere.
Let µ and ν be two Borel, probability measures on S 2 and F k , the space of all k-fans on the sphere S 2 . The space X µ of all n-equipartitions of the measure µ is defined by
Every n-fan (x; l 1 , . . . , l n ) ∈ X µ is completely determined by the pair (x, l 1 ) or equivalently the pair (x, y), where y is the unit tangent vector to l 1 at x. Thus, the space X µ is the Stiefel manifold V 2 (R 3 ) of all orthonormal 2-frames in
n be a Euclidean space with the standard orthonormal basis e 1 , e 2 , . . . , e n and x 1 , x 2 , . . . , x n the associated (dual) coordinate functions. Let W n be the hyperplane {x ∈ R n | x 1 + x 2 + . . . + x n = 0} and suppose that the α-vector has the form α = (
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The natural group of symmetries arising in this problem is the dihedral group D 2n . It is interesting and often useful to forget a part of the structure and study the associated problem relative to other subgroups G ⊂ D 2n . The associated test subspace is in that case the space
and
Obviously dim L(α) = n − 4 and codim W n L(α) = 3 since for x ∈ W n , one of the
on the configuration space X µ and the test space W n , respectively, is given by
where (x; l 1 , . . . , l n ) ∈ X µ and (
is the smallest D 2n -invariant, linear subspace arrangement which contains the linear subspace L(α). Note that the D 2n -action on the configuration space X µ is free. The test map F ν is a D 2n -equivariant. The configuration space X µ is D 2n -homeomorphic to the Stiefel manifold V 2 (R 3 ), which as a D 2n -space has the action described by
where R x (θ) : R 3 → R 3 is the rotation around the axes determined by x through the angle θ. The following lemma is a consequence of this analysis.
Lemma 2.2. Let α = (
, then for any two measures µ and ν on S 2 , there always exists a 4-fan which simultaneously α-partitions both µ and ν. In other words the nonexistence of such a map implies α ∈ A 2,4 .
In light of Lemma 2.2, it is natural to focus our attention on the following problem as a problem closely related, albeit not equivalent, to the initial α-partition problem. Problem 2.3. For a given subgroup G of the dihedral group D 2n , and the associated G-spaces V 2 (R 3 ) and M G (α), find an explicit description of the set 
Proof. ⇐:
Observe that the quotient map p : X → X/H is a G-map and that the G/H-space X/H is a G-space via the homomorphism π :
As an application of Lemma 2.4 we replace the dihedral group D 2n by the generalized quaternion group Q 4n and the original configuration space V 2 (R 3 ) by the sphere S 3 . Let S 3 = S(H) = Sp(1) be the group of all unit quaternions and let = 2n = cos π n + i sin π n ∈ S(H) be a root of unity. Group is a subgroup of S(H) of order 2n. Then, the generalized quaternion group, [11, p. 253] , is the subgroup 
Proof. Note that n = j 2 acts trivially on W n . Moreover, there is an isomorphism
coincides with the D 2n -action on V 2 (R 3 ) described in the preceding section. Hence, this lemma is a direct consequence of Lemma 2.4. Remark 2.6. The Q 4n -action on S 3 is free. The Q 4n -action on W n is the restriction of the action on R n described by · e i = e (i+1)modn and j · e i = e n−i+1 , where e 1 , . . . , e n is the standard orthonormal basis in R n .
Lemma 2.5 implies the equivalence of Problem 2.3 with the following problem, which appears to be more tractable from the point of view of equivariant obstruction theory. 
2n * P (2) 2n in the case n = 3
Let us represent the sphere S 3 as the join S 3 = P (1) 2n * P (2) 2n of two 2n-gons P
2n and P (2) 2n with respective vertices v i and w j , 0 ≤ i, j ≤ 2n−1. The case n = 3 is depicted in Figure 2 
and A 2 a closely related "skew" rectangle; see Figure 2 . Then both A 1 and A 2 are fundamental domains for the Q 4n -action on S 3 , both inducing Q 4n -invariant CW-structures on S 3 . Recall that a cell A is a fundamental domain for a free G-action of a finite group G on a manifold M if the collection of cells {g(A)} g∈G defines a tiling of the manifold in the sense that M = {g(A)} g∈G and the interiors of cells gA and hA are disjoint for g = h. Once the fundamental domain A is chosen, its boundary provides all the necessary information about the lower dimensional cells of the associated CW-decomposition.
An analysis of the boundary of the fundamental domain A 2 shows that the associated CW-structure has only one Q 4n -cell a in dimension 0, two Q 4n -cells b and b in dimension 1, two Q 4n -cells c and c in dimension 2, and one Q 4n -cell e in dimension 3. The reader can easily check that the associated cellular chain complex {D i (S 3 , Z)} of Z by free Q 4n -modules described on page 253 of the classical monograph [11] . More precisely,
where
On applying the functor Hom Q 4n (·, N), where N := H 2 (M ; Z) is a Q 4n -module, one obtains the sequence (assuming Z coefficients),
. Now it is not hard to prove
where Let A be an arrangement of linear subspaces in the (a+b)-dimensional Euclidean space V and {L 1 , . . . , L k } the set of its elements of maximal dimension. Let us assume that dim 
, which is also called the point class of x, has all these invariance properties as well.
LetV andL i stand for spheres obtained by the one-point compactification. By the definition of the point class x and the associated orientation, the linking number of ∂D ε (x) andL i insideV is +1.
The point classes have the following properties, which can be deduced from Poincaré-Alexander duality and the Goresky-MacPherson formula. The property of point classes (C) from the previous proposition is illustrated in Figure 3a . Figure 3b ) in the following way: The equality (3.1) is easily deduced from the Excision axiom. It is also implied by the existence of a bordism between ∂θ and the union of spheres around each x i ; see Figure 3b .
finite set of points and
(∀x ∈ θ ∩ A) (∃ unique L x maximal element of A) {x} = θ ∩ L x .
The homology class l ∈ H b−1 (M ) represented by the boundary ∂θ of the simplex θ can be represented as the linear combination of point classes (
(3.1) l = I(θ, L x 1 ) x 1 + ... + I(θ, L x k ) x k , where I(θ, L x i ) ∈ {−1,
Calculation of the obstruction element
In this section we introduce, following [13] , the obstruction exact sequence and apply it to the question of the existence of a Q 4n -equivariant map S 3 → M Q 4n (α). The application of the obstruction theory is possible because the Q 4n -action on S 3 is free.
4.1. Obstruction exact sequence. The complement M = M Q 4n (α) of the arrangement A(α) is 1-connected and consequently 2-simple in the sense that π 1 (M ) acts trivially on π 2 (M ). Then by [13, Section II.3] , and by the Hurewicz theorem, there is an isomorphism
Thus, the relevant part of the obstruction exact sequence, [13] , has the following form:
Here S
3
(1) and S
(2) are respectively the 1 and 2-skeleton of the sphere S 3 , relative to some Q 4n -invariant simplicial or CW-structure. Our initial choice is the simplicial structure arising from the join decomposition
2n , where both P
(1) 2n
and P (2) 2n are regular (2n)-sided polygons; see Figure 2 . More precisely, the vertices of these polygons are, respectively, v i := i−1 a and 
The exactness of this sequence means that the set [
) is equal to zero. The class τ ( * ) depends only on M .
The class τ ( * ) can be evaluated by studying the "singular set" of a general position equivariant map, [8, Definition 1.5] . A Q 4n -simplicial map h : S 3 → W n has a "general position property" if for each simplex σ in S 3 and any linear space U in the arrangement A(α) which intersects the h-image of σ, the following conditions are satisfied:
It is not difficult to check that a "generic map" is in general position and that every equivariant, simplicial map can be put in general position by a small perturbation. For each Q 4n -map h : S 3 → W n in general position, there is an associated obstruction cocycle
Before we go further, let us record for future reference an important property of the obstruction cocycle. More details on the restriction and the transfer map can be found in [10, Section III.9].
Lemma 4.1. The cohomology class of the obstruction cocycle c(h) is a torsion element of the group H
Proof. Let H be a subgroup of Q 4n . There exists a natural "restriction" map r :
) to the same cochain interpreted as an H-cochain. It follows from the definition of the obstruction cocycle that r(c(h)) is the obstruction cocycle for the extension of a general position H-map h. Moreover there exists a natural map τ : 
Note that if H is the trivial group, the cohomology class of the obstruction cocycle
Remark 4.2. A consequence of Lemma 4.1 is that special attention should be given to the torsion part of the group H
4.2. The obstruction cocycle.
4.2.1.
General position Q 4n -equivariant maps. Let us start with the description of a general position, simplicial Q 4n -map h : S 3 → W n , where the sphere has the simplicial structure S 3 = P (1) 2n * P (2) 2n , described in Section 4.1 and depicted in Figure 2 . This will be our standard choice of a general position, Q 4n -map, fixed throughout the paper. Let e 1 , . . . , e n be the standard orthonormal basis in R n and let x 1 , . . . , x n be the associated dual linear functions. Let {u 1 , . . . , u n }, where u i = e i − e and e = 1 n n r=1 e r , be the vertex set of a regular simplex ∆ n−1 in W n . If the map h is prescribed in advance on a vertex t ∈ P (1) 2n and if we require that it is a simplicial Q 4n -map, then everything else is completely determined. Let
If the vertices of P (1) 2n and P (2) 2n respectively are v i := i−1 t and w i := i jt, then the equations (4.2) can be rewritten in a particularly simple form as h(v i ) = h(w i ) = u i for each i.
The singular set.
To decide whether h is a general position map, it is necessary to determine which simplices σ = σ 1 * σ 2 ⊂ P (1) 2n * P (2) 2n have the property License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
2n ), we first find the intersection L ∩ sk 3 (∆ n−1 ). Note that by the defining equations (2.1), for a given increasing sequence of indices
Moreover, if these conditions are satisfied, then y = λ 1 
Suppose that σ is in the image h(P (1) 2n * P (2) 2n ). Then, keeping in mind that a typical simplex in h(P (1) 2n * P 
This means that there are only two 3-simplices
2n ) which intersect L. Note that the point of intersection y i is in the interior of τ i ; hence h is a map that always satisfies the first and the third part of the general position condition (4.1) in Section 4.1. The remaining condition that h(σ) ∩ U = ∅ implies dim(U ) = n − 3 will be checked separately in Section 4.2.3, cases (A) to (E).
In order to find the singular set h −1 ( A(α)) ⊆ S 3 , we have to detect all 3-
2n * P (2) 2n in the sphere S 3 with the property σ∩h
This leads us to the following four systems of equations:
It turns out that there are 16, not necessarily different, 3-simplices θ 1, . . . , θ 16 in P (1) 2n * P (2) 2n which have a nonempty intersection with the singular subset h −1 (L), or equivalently which are solutions to one of the four systems of equations (4.4). Here is a complete list where as before v i and w j for i, j ∈ {0, . . . , 2n − 1} are vertices of 
Simplices θ 1 to θ 4 arise as the solutions of the first system in (4.4), simplices θ 5 to θ 8 are solutions to the second system, etc.
The obstruction cocycle c Q 4n (h)
. By the definition of the obstruction cocycle, for a given 3-simplex θ of S 3 ,
where [∂h(θ)] is the homology class determined by the h image of the boundary of θ. Proposition 3.2 implies the formula
In order to simplify the computation, it is convenient to replace the simplicial complex structure P (1) 2n * P (2) 2n on S 3 and its chain complex
by another, more economical Q 4n -invariant, cell complex structure on S 3 . In Section 3.1 two such complexes are introduced. The chain complex {D i (S 3 , Z)} to the fundamental domain A 2 , is the most economical. However its serious disadvantage is that its top cell e is a "skew cell" in the sense that it is not a union of simplices from the original simplicial decomposition P
2n * P (2) 2n . This is the reason why we work with the cell decomposition associated to the fundamental domain A 1 . As noted in Section 3.1, all that appears in calculations is the top-dimensional cell e 1 = A 1 = n−1 j=0 [v j , v j+1 ; w 0 , w 1 ] of this CW-decomposition, so there is no need here to reconstruct the whole CW-complex and the associated chain complex.
The obstruction class computed relative to the cell complex structure based on the cell e 1 
In short, our objective is to inspect the list of all simplices θ i , i = 1, . . . , 16 and determine which group operations turn these simplices into simplices of the form [v k , v k+1 ; w 0 , w 1 ] for some 0 ≤ k ≤ n − 1. By direct calculations we arrive at the following list of simplices and the corresponding group elements:
Strictly speaking there are two more representations of the form g · θ j for each of the simplices σ i . Indeed, if σ i = g · θ j , then σ i = g · θ j , where θ j = n θ j and g = g n . We conclude that there are four (not necessarily different!) simplices σ 1 , σ 2 , σ 3 , σ 4 in the cell e 1 such that h(σ i ) ∩ D(α) = ∅ for each i ∈ {1, 2, 3, 4}. Our next observation is that for each of the simplices σ 1 , σ 2 , σ 3 , σ 4 the intersection h(σ i )∩ D(α) has two (not necessarily different!) points. More explicitly these points are
From here we deduce that 
The "symmetry" set equality
Thus, for each point h(x ij ) there exists a unique, (n − 3)-dimensional subspace U ⊂ D(α) such that h(x ij ) ∈ D(α).
The case when a 1 = a 3 , a 2 = a 4 can be discussed in a similar way with the same conclusion that map h satisfies the general position assumption.
(B) When a 2 = a 4 = a 1 = a 3 the simplices σ 1 , σ 3 , σ 2 , σ 4 coincide and x 11 = x 32 = x 21 = x 42 , x 12 = x 31 = x 22 = x 41 . In this case,
The set of equalities a 1 +a 2 L = L and a 2 L = jL imply that h is in general position:
Now, with the help of two "symmetry" equalities a 1 L = L and jL = L, we obtain
(D) Let a 1 = a 2 = a 3 = a 4 . Then σ 1 = σ 2 and x 11 = x 22 , x 12 = x 21 . In this case,
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With the equality jL = 2a 3 L we have
and conclude that h is in general position.
(E) In all the remaining cases,
Let H be a G-module and K an additive subgroup of H generated by the elements of the form g · x − x, g ∈ G, x ∈ H. The quotient group H/K is the group of coinvariants [10] of the module H and is denoted by H G .
Proof. Before we calculate obstruction cocycles in all these cases remember that
Also, for every g ∈ Q 4n there is an identity [14, Proposition 4.5, p. 198]
The elementary linear algebra calculation implies that
We assume that the orientation on the subspace r jL is induced by the orientation on L. If there is a set equality r jL = k L, then we prefer the orientation induced by k L. From the defining equality for the obstruction cocycle we get
Here [∂h(θ)] denotes the homology class determined by the h image of the boundary of the simplex θ. Also, observe that
Now we are ready to calculate the obstruction cocycle d Q 4n (h)(e). (A) In the case a 1 = a 2 = a 3 = a 4 , according to previous discussion,
(B) If a 2 = a 4 and a 1 = a 3 , or a 1 = a 3 and a 2 = a 4 , then
(F) In all the remaining cases, we have
The cohomology group H
motivates the study of the Q 4n -module structure on H 2 (M (α); Z). 
The Homology of H
The following observation allows us to simplify the computation of the group Ext(H n−5 ( A(α), Z), Z) in all cases we are interested in.
Lemma 4.4. If X is a simplicial complex which is homotopy equivalent to a kdimensional complex Y , then H k (X; Z) has no torsion and consequently the group Ext(H k (X; Z); Z) is a trivial group.
In the process of computing the homology H 2 (M, Z) via the isomorphism (4.8), when the Ext-group is trivial, we use the Goresky-MacPherson decomposition (with Z coefficients)
where P (α) is the intersection poset of the arrangement A(α). Hence, we have to determineH The computation of H 2 (M ; Z) relies on the isomorphism (4.6) and the fact that the homology group H n−4 ( A(α), Z) is free. This means that we actually compute H n−4 ( A(α), Z); i.e., with the help of the Goresky-MacPherson formula we
Proof. (A). In this case there are
the Goresky-MacPherson formula implies that only maximal elements contribute to H n−4 ( A(α), Z). The equation (4.7) also guarantees that the assumption of Lemma 4.4 is satisfied, so the corresponding Ext-group is trivial.
(B), (I), (J) and (M).
The arrangements for these cases have the same property as in the case (A),
Only the number of maximal elements differs. Thus the calculations follow in the footsteps of the case (A).
(C). The arrangement has n maximal elements. The four among them
Then the Hasse diagram of the subposet {p ∈ P (α) : dim p ≥ n − 5} is depicted in Figure 5 . Before using Figure 5 . The Hasse diagram for the case (C) the Goresky-MacPherson decomposition observe that for n ≥ 5,
Indeed, for each element W ∈ P (α) <V such that dim W = n − 4 there exists a unique element V W ∈ P (α) <V with the property dim V W = n − 5 and W < V W . There is a monotone map f :
which satisfies the conditions of the Quillen fiber lemma. This implies that f induces a homotopy equivalence; hencẽ When α = (a 1 , a 2 , a 3 , a 4 ) = (q, q, q, p) , p = 2q, the arrangement has n maximal elements and exactly two,
It is not hard to describe the first three levels of the intersection poset
of dimension n − 6. Thus, the Hasse diagram of the subposet {V ∈ P (α) : dim V ≥ n − 5} is of the form depicted in Figure 7 . We prove that only this part of the Hasse diagram of the intersection poset P (α) contributes to the homology
Let us show that the inclusion i : K → P (α) <V satisfies the assumptions of the Quillen fiber lemma. It suffices to check that for every
As before, from the Goresky-MacPherson formula we deduce the following decomposition:
The case of the group Ext is handled as in previous cases.
(F).
There are exactly two maximal elements p+q L and 2p+q L with the prop-
Since the subposet {V ∈ P (α) : dim V ≥ n − 5} of P (α) has the same shape as the appropriate subposet in the proof of part (E), it is not hard to see that the computation for this case goes completely along the lines of the preceding proof. (G). In this case the arrangement has n maximal elements and two maximal elements, 2p L and
The elements of P (α) of dimension n−5 are:
and only one for n = 6. We use this information to draw the Hasse diagram (Figure 8 ) for the subposet {V ∈ P (α) : dim V ≥ n − 6}, Let us convince ourselves that for n > 6 Figure 8 . The Hasse diagram for the case (G)
Again the Quillen fiber lemma implies that f induces a homotopy equivalence
From here we infer that the Goresky-MacPherson formula decomposition reduces to the first three levels of the Hasse diagram of P (α) and
4.3.2.
The Q 4n -module structure on H 2 (M (α); Z). To detect the Q 4n -module structure on H 2 (M (α); Z) we have to understand how the isomorphisms
, respect the action of the group. In essence the isomorphism φ is given by the linking number of homology classes in the sphereŴ n . The Poincaré-Alexander duality map is a G-map up to an "orientation character". The duality map is defined as the map X → X ∩ O, where O is a fundamental class of S n−1 and "∩" the usual "cap"-pairing between homology and cohomology. So in order to describe the G-action via the Poincaré-Alexander duality (4.6), one has to take into account the associated "orientation character", i.e. the way O transforms by the action of G. Since the action of G on W n ⊂ S n−1 is linear, g(O) = det(g)·O, for each g in G. The isomorphism of the Universal Coefficient Theorem (4.6) is a Thus p * ξ = −ξ. In the same way, for i ∈ {0, 1, ..., p − 1},
and consequently j * ξ = ξ. 
We make this choice because y 1 ∈ intL + (y 1 is given by 4.3). The "opposite" closed half-space will be denoted by L − . Let x, y ∈ H n−4 ( A(α), Z) denote the homology classes induced by L and by 
With 
where vector v ∈ L points inside L + . Summing up with appropriate signs and taking care of orientations, we get the relation
The element −2p j acts on the basis e of I ⊥ by the even permutation 12345 32154 and consequently −2p j acts on the orientation of I by det( −2p j). As we have seen,
Thus the geometric representative of the class −2p j · y has orientation given by
This implies the relation
The reader may find Figure 9 useful as a guide for these calculations. Thus we have Figure 9 . Moving of the element y along the action an isomorphism of Q 4n -modules
Unfortunately, to describe the Q 4n -module structure on Hom(H n−4 ( A(α), Z), Z) we have to work with the concrete basis of H n−4 ( A(α), Z). Let Λ = {x, · x, ..., n−1 ·x, y, ·y, ..., 4p−1 ·y} be a basis of the free abelian group H n−4 ( A(α), Z). Let ξ ∈ Hom(H n−4 ( A(α), Z), Z) be an element given on the basis Λ by
Using the definition of the " * "-action (4.10), we compute Π * ξ on elements of the basis Λ. It can be checked that Π * ξ = 0. For example, for the basis element x we have
Since 3p j · x is not a basis element, ξ is evaluated via the relation (4.13):
For the basis element y, applying relation (4.14) we obtain
Now it is not hard to deduce that there is a Q 4n -module isomorphism . This implies the equality
Let us denote by L
+ and ( L) + the following half-spaces:
In contrast to the previous situation (C), here we have us denote by F 1 , . . . , F 6 the following convex cones:
Let z ∈ H n−4 ( A(α), Z) be the element geometrically represented by the union
. Let us fix a basis for each of the convex cones by Since the element does not change the orientation of S, we have · z − z = 0. On the other hand, the element j does change the orientation of S and so j · z + z = 0. 
be the elements given on the basis Λ by
By direct computation on the basis Λ one can prove that 
with careful orientation calculation, implies the relation (1+det (  − The knowledge of the Q 4n -module structure on H 2 (M ; Z) allows us to read off the group of coinvariants. 
