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Abstract—In this project we develop a quantum algorithm to
realize finite temperature simulation on a quantum computer. As
quantum computers use real-time evolution we did not use the
imaginary time methods popular on classical algorithms. Instead,
we implemented a real-time therom field dynamics formalism,
which has the added benefit of being able to compute quantities
that are both time- and temperature-dependent. To implement
thermo field dynamics we apply a unitary transformation [1] to
discrete quantum mechanical operators to make new Hamiltoni-
ans with encoded temperature dependence. The method works
normally for fermions, which have a finite representation, but
needs some modification to work with bosons. These Hamilto-
nians are then processed into a Pauli matrix representation in
order to be used as input for IBM’s Qiskit package [2]. We then
use IBM’s quantum simulator to calculate an approximation
to the Hamiltonaian’s ground state energy via the variational
quantum eigensolver (VQE) algorithm [3]. This approximation
is then compared to a classically calculated value for the exact
energy. The thermo field dynamics quantum algorithm has
general applications to material science, high-energy physics and
nuclear physics, particularly in those situations involving real-
time evolution at high temperature.
I. INTRODUCTION - DISCRETE QUANTUM MECHANICS
To work on quantum computers, we need to discretize [4]
the operators of regular quantum mechanics. When we create
these operators, we need to choose a basis in which to work.
In our projects we focus on two of these bases, the position
basis and the energy basis.
To create our operators for the position basis, we start by
defining a lattice:
`(a, n) =
2a− 1− n
2
(1)
The index a runs from 1 to 2n, where n is the number of
qubits we want to use. (2n is the number of lattice sites.) Using
this lattice we define the position operator X:
〈j|Xpos |k〉 =
√
2pi
n
`(j, n) δ(j, k) (2)
To define the conjugate momentum operator, we use the
discrete Fourier transform:
〈j|Fn |k〉 = e
2pii
n `(j,n)`(k,n)√
n
(3)
The momentum operator P is then:
Ppos = F
†XposF (4)
In the energy basis, we start by defining the annihilation
operator for the discrete harmonic oscillator:
〈j|A |k〉 =
√
j δ(j, k − 1) (5)
We then define the energy basis position and momentum
operators as follows:
Xen =
A+A†√
2
, Pen =
i(A−A†)√
2
(6)
These operator relations can be inverted to obtain the
creation and annihilation operators in the position basis. We
compare the spectra of the bosonic harmonic oscillator Hamil-
tonian in both bases below:
HP =
X2 + P 2
2
, HE = A
†A+ I/2 (7)
Here I is the identity matrix. Below we compare the spectra
(eigenvalues) of these two Hamiltonians. We can observe from
the plots that they match almost exactly in about half of the
values.
Fig. 1. Spectrum of the harmonic oscillator Hamiltonian, using both position
and energy bases.
In the position basis, the eigenvectors of our operators
represent the probability that a particle will be found at a
particular position on our lattice. In the energy basis, they
represent the probability that a particle will be in a particular
harmonic oscillator energy state. We can recover the position
basis state by multiplying the components of the eigenvector
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by the corresponding Hermite function Hn(x) and taking a
sum:
ψ(x) =
∑
i
ωiHi(x) (8)
Hn(x) =
e−x
2/2√
2nn!
√
pi
(
x− d
dx
)n
· 1 (9)
Discrete quantum mechanics is also developed by Singh in
[5], by Atakishiyev in [6], by Lorente in [7], and by Barker
in [8].
II. THERMO FIELD DYNAMICS
Thermo field dynamics introduces temperature to a pre-
viously defined system through what’s called a Bogoliubov
transformation [9]. This is an (ideally) unitary operator which
can be used on other operators as well as states. The theory
was developed by Takahashi and Umezawa in [10] and by Das
in [1]. It is also covered by Cottrell in [11] and by Wu in [12].
We will focus on a single fermion system for this expla-
nation. We start by creating a thermo double particle for our
fermion. We label the real fermion’s raising operator cL and
the thermo double’s cR. We construct the elevated operators
from the single fermion operator via the Kronecker product:
cL = c⊗ I, cR = σz ⊗ c (10)
The Pauli matrix σz is used in the construction of cR in
order to maintain the anti-symmetry between fermions. We
then use these operators to create a new operator:
G = −iθ(β)(cRcL − c†Lc†R) (11)
Here θ is a factor that we use to introduce temperature
dependence:
tan θ(β) = e−βm/2, β = 1/kT (12)
With this operator, or rather its exponentiation, we can
transform an arbitrary zero-temperature operator A(0) into a
temperature-dependent one:
A(β) = eiGA(0)e−iG (13)
We can also use G to create temperature-dependent states
from zero-temperature ones:
|0(β)〉 = e−iG |0〉 (14)
To calculate the expectation value of a finite-temperature
operator in a zero-temperature state - or equivalently the
expectation value of a zero-temperature operator in a finite-
temperature state - we use the following expression:
E0(β) = 〈0|eiGHe−iG|0〉 (15)
Here H is simply the Hamiltonian for a single fermion
created from our cL operator, not including the zero-point
energy, with m being the mass of the fermion:
H = m(c†LcL) (16)
III. DISCRETE THERMO FIELD DYNAMICS
Because the fermion is can be represented discretely, the
previous construction of G can be used. In the case of the
boson, which cannot be represented with finite matrices, we
need to use a different construction based on the maximally
entangled state:
e−iG =
∑n
j=0
(
e−mβa
†
Ra
†
L/2
)j
/j!
Z(β)1/2
(17)
where Z(β) is the partition function:
Z(β) =
∑
n
e−βEn (18)
In the case of the fermion we can use a simple equation for
the exact energy:
E0E,F (β) =
e−βm
1 + e−βm
(19)
While for the boson we need to explicitly sum over the
finite number of energy states:
E0E,B(β) =
∑n
j=0 e
−βjmjm∑n
j=0 e
−βjm (20)
To visualize the thermal ground state wavefunction in the
position basis, we start with it in the energy basis:
|0(β)〉 =
∑
n e
−βEn/2 |n, n˜〉
Z(β)1/2
(21)
Then we contract it with the vacuum position basis ground
state, which are the Hermite functions Hn from before:
〈x, x˜|0(β)〉 =
∑
n 〈x, x˜|n, n˜〉 e−βEn/2
Z(β)1/2
=
∑
nHn(x)Hn(x˜)e
−βEn/2
Z(β)1/2
=
(22)
Below we plot this wavefunction for various values of β:
Fig. 2. Position ground state wavefunction with β = 0.01.
Fig. 3. Position ground state wavefunction with β = 0.1.
Fig. 4. Position ground state wavefunction with β = 1.
Fig. 5. Position ground state wavefunction with β = 10.
We can see that as temperature decreases (β increases), the
ground state moves closer and closer to the product of two
Gaussians, as we’d expect for the vacuum ground state.
IV. QUANTUM COMPUTING METHODS
If we naively attempt to run the variational quantum eigen-
solver (VQE) [3] algorithm on a finite-temperature Hamilto-
nian, using the procedure described in [13] we get something
like this:
Fig. 6. Convergence plot from a run on a fermionic harmonic oscillator
Hamiltonian modified for finite temperature.
The process seems to converge to something, but it does
not match the ground state energy we get by direct calculation
using equation 19. This is because the Bogoliubov transforma-
tion we use to implement thermo field dynamics is in essence
a change of basis, which doesn’t affect the eigenvalues of our
Hamiltonian matrix. Since the VQE algorithm simply looks
for the lowest eigenvalue of the matrix, it is not sensitive to
this modification. This means we need to explore thermo field
dynamics in quantum computing using a different method.
If we take another look at equation 14, we can observe that
the action of the Bogoliubov transformation on the vacuum
ground state is identical to that of a time-evolution operator,
only that here time is replaced by inverse temperature. So if we
can figure out how to represent the Bogoliubov transformation
in terms of quantum gates, we could set up a quantum circuit
to observe its action on the vacuum ground state directly.
The Qiskit Python package [2] has a function which can
decompose a given unitary matrix into quantum gates, but
it currently only works for 2-qubit (4 × 4) unitary matrices.
This limits us to simulating thermo field dynamics on a single
fermion, since we need to leave room for the thermo double.
Fig. 7. Quantum circuit for thermo field operator as created by Qiskit.
The Qiskit script we wrote starts with two qubits in the vac-
uum state. Then the operator e−iG(β), converted into quantum
gates, acts on the qubits. The qubits are then measured and
the state is recorded. This process is repeated many times for
each value of β we want to probe, and finally the results are
plotted.
V. QUANTUM COMPUTING RESULTS
Fig. 8. Plot of the temperature evolution of the state of a fermion and its
thermo field double, calculated classically using Mathematica.
Fig. 9. Plot of the temperature evolution of the state of a fermion and its
thermo field double, calculated using Qiskit’s quantum simulator.
The results from Mathematica and Qiskit match up almost
exactly. The roughness of the Qiskit plot are due to the
discrete nature of the calculation: the measurement for each
value of β was repeated 1000 times, so what we’re seeing
is essentially 200 histograms in a single plot. If we increase
the number of shots (measurements per step), the plot should
become progressively smoother. The plot tells us that at high
temperature (low β), the state of the qubits is a superposition
of the |11〉 and |00〉 states. As the temperature decreases (β
increases), this mix decays exponentially until the qubits are
in a pure |00〉 state. The mixed state |10〉 and |01〉 are never
seen; this is because the thermo field double is always in the
same state as the “real” fermion.
VI. CONCLUSION
Due to the mathematical properties of the transformation we
apply to our operators in thermo field dynamics, we cannot use
the VQE algorithm in the usual way to find the ground state
energy of modified Hamiltonians. Unless we find a way to
modify the Hamiltonian which encodes information on tem-
perature and changes its eigenvalues, the VQE algorithm won’t
be applicable here. In the future, we also plan to use techniques
from [11], [12], [14] and [15] to perform a variational quantum
computation of the thermo double state. Since the operator
we use is similar to a time-evolution operator, we can use
the techniques of quantum walks to analyze the effect of the
operator on quantum states. The method we used relies on
an algorithm in Qiskit which is currently limited to 2-qubit
unitary matrices. Unless a similar algorithm is found for larger
even numbers of qubits, we won’t be able to perform similar
calculation on larger systems with thermo field dynamics.
We’re still in the regime of small matrices, so these analyses
can still comfortably be done classically for larger systems.
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