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Abstract
The interpretation of a principal component analysis can be complicated because the
components are linear combinations of possibly many observed variables. A rotation
of the principal components can improve the interpretation, however, there are usually
still many small non-informative loadings, which taken together account for a signicant
proportion of the observed variation.
Presented is a new computationally ecient method to nd simple components using
similar criteria to principal components. Simple components are dened to have re-
stricted weights that are proportional to the set of integers f0;1g. This choice ensures
that no subjective decision is required as to whether a weight is important, and an in-
dividual weight is interpreted in a similar way to a correlation of one, minus one or zero
with the component. The algorithm can nd solutions for large problems in tractable
time and can easily accommodate alternative criteria. An application is proposed that
provides a simple component summary of a large data set.
When data is related to an orthogonal basis, these axes represent the maximum sep-
aration of information between axes. An approach is developed that nds orthogonal
rotations of the principal components so that the sum or the sum of the squared co-
variance between a set of components is maximized. This approach can nd a group
of correlated components that explain a latent trait, and in addition explain dierent
aspects of that trait. Another application is developed where an arbitrary congu-
ration of points from a multidimensional scaling or similar method, can be displayed
on a parallel coordinate plot so that the number of cross overs between the axes are
minimized. This aids the identication of clusters and outliers.
In consumer research a respondent's perception is often driven by tacit knowledge, for
example when making product comparisons. However, the traditional variable analogue
scale may not capture this. A two dimensional response is proposed for a multiple prod-
uct comparison. Principal shape analysis is developed to extract latent shape responses
from the questions answered by the respondents. The analysis framework is coordinate
free, and uses a scaled Euclidean distance matrix to represent a conguration of prod-
ucts, which can be considered a shape. A Euclidean distance matrix representation
does not suer from the problems associated with the use of shape coordinate systems.
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Chapter 1
Introduction
Multivariate data consists of more than one observation collected on each object or
individual. There are often many variables which are usually correlated with each
other and have an error structure that is more complex than in the case of a univariate
data set. Also, the number of measured variables can be greater than the number of
individual objects on which they are measured, for example data consisting of spectra
or from some sensory product tests. Additionally, the measured variables may be of
dierent types or on dierent scales. Consequently, the analysis, interpretation and
quantication of uncertainty in such data is challenging. The high dimensional nature
of most multivariate data makes it sparse and dicult to model statistically. Although
work has been done on the estimation and hypothesis testing of population parameters,
the methods cannot be used routinely and the majority of methods develop tools to
explore and visualize the data and understand its structure. These methods can be
considered exploratory. The following list highlights some of the questions that are
commonly posed for multivariate data and gives examples of some methods. The list
is not exhaustive, but is intended to give a avour of the challenges and approaches
commonly used.
1. Can the relationships be understood? This is concerned with obtaining the struc-
ture of the data. For example graphical modelling, path analysis and structural
equation modelling all try to simplify the interdependencies between variables
into a simple map to represent the true relationships. Hypothesis tests can be
formulated to determine the likelihood of the relationships.
2. Can a simple set of variables be found to represent the data? An approach is
to remove those variables that add little information, so called variable selection.
Alternatively, a new set of variables are found that usually consist of linear sums
of the original and simplify the correlation structure. Principal component anal-
ysis (PCA), factor analysis (FA) and canonical correlation analysis (CCA) are
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examples. In doing this the error structure of models for the data is simplied.
3. Can observations and/or variables be classied or grouped? Clustering meth-
ods such as hierarchical clustering and k-means clustering group observations or
variables based on some notion of distance. A discriminant analysis approaches
the problem dierently and nds boundaries in the multidimensional space in
which the data sits, that separates observations into similar groups. Often the
boundaries are formed using linear combinations of the variables, but non-linear
boundaries can be tted, for example using support vector machines.
4. Can a useful visualization be obtained? The previous three tasks in themselves
produce a visualization of the data. In many cases the high number of variables is
an inated estimate of the true dimensionality of the data. A simple illustration
is when the data sits on a straight line on a two dimensional graph. A biplot rep-
resents the relationships between the variables and the individual objects in two
or three dimensions. These are particularly valuable when the true dimensional-
ity of the data is of low order. The generative topographic map nds a exible
manifold embedded in the high dimensional space which can then be displayed
in a small number of dimension, usually two, but preserves the ordering of the
objects. Typically this is used to cluster observations in two dimensions. A dier-
ent approach is a parallel coordinate plot which displays observations across the
variables by representing them by vertical lines. Then relationships and outliers
can be more easily identied.
5. Can the variables be regressed? Multiple linear regression and multivariate anal-
ysis of variance are methods where some assumptions are necessary regarding the
dependencies and distribution of the variables and are multivariate generalizations
of the univariate methods. However, algorithms exist to deal with independent
and dependent sets that exhibit multiple correlation. For example, partial least
squares nds linear sums for both the independent and dependent variable sets,
and maximizes the covariance between the two sets.
The boundaries between the tasks are soft. There are also special types of multivariate
data, such as ordered point sets used to model shape, and multivariate data collected
over time. This thesis develops techniques that relate to principal component analysis,
factor analysis and statistical shape analysis, with examples given from consumer data
from the fast moving goods industry. The following sections of the introduction develop
the ideas behind models that postulate a set of hidden variables called latent variables
and later introduces statistical shape analysis.
Latent variables in the context of the models discussed in this thesis are constructed
from weighted sums of the observed variables. In a latent variable model the observed
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variables are termed manifest variables because the latent variables manifest their hid-
den relationships through them. However, in the rst instance, Principal Component
Analysis (PCA) is described. PCA nds weighted sums of the manifest variables which
can then be considered latent variables. In the context of PCA these are termed com-
ponents. PCA does not conform to the latent variable model framework primarily
because it does not have an error model and explains all the variation in the data by
its principal components. Later the principal component factor analysis model (FA)
is explored where the model is adapted to be a form of the factor model and an error
model is introduced. The purpose for outlining both PCA and FA is that this thesis
develops ideas which simplify the structure of components and their interpretation or
rotate factors to achieve a desired correlation, the main thrust of PCA and FA.
1.1 Principal Component Analysis
Principal component analysis (PCA) is a dimensionality reduction method which seeks
a small set of uncorrelated variables that explain as much of the variation present in
the data as possible. As an example, consider a questionnaire which canvases respon-
dents on their likes and dislikes of a hair conditioner. If seventy questions are posed,
inevitably, a lot of information will be shared between the seventy questions and pos-
sibly a much smaller set of questions could capture the same information. PCA nds
a linear combination of the observed variables that explains the maximum amount of
variation possible. This is the rst principal component. The next linear combination
is then found that explains the next largest amount of variation but is uncorrelated
with the rst. This is the second principal component. This is repeated until a full
set of uncorrelated components are found. It is hoped that the majority of variation
explained by these components is captured by the rst few components which then give
a lower dimensional representation of the data. If the variance explained by this smaller
set is large, for example 90% of the total variation, then the true dimensionality of the
data is likely to be the cardinality of this smaller set e.g. three or four dimensional.
1.1.1 Derivation of Principal Components
Formally, principal components are obtained by nding the linear transformation of the
random variables x = (x1; : : : ; xp)
0 to the principal components y = (y1; : : : ; yp)0, where
the y0s are uncorrelated and labelled so that var (y1)  var (y2)  : : :  var (yp). The
variable y1 has the maximum variance possible subject to a length constraint, y2 has the
maximum variance possible and is uncorrelated with y1, y3 has the maximum variance
possible and is uncorrelated with y1 and y2, and so forth. The derivation of principal
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components can be found in many standard text books, for example Basilevsky (1994),
Bartholomew and Knott (1987), Cox (2005), but is outlined here to link to later work
in the thesis.
PCA transforms x to y such that
1. yj = a1jx1+a2jx2+: : :+apjxp for j = 1; : : : ; p, a
0
jaj = 1, where aj = (a1j : : : apj)
0
2. corr(yj ; yk) = 0 for j 6= k
3. yj 's are labelled so that variances are in descending order, i.e. var (y1)  var (y2) 
: : :  var (yp)
Let the covariance matrix of x be X . The rst principal component is found by
maximizing its variance. Let
V = a 01Xa1   1
 
a 01a1   1

;
where  is a Lagrange multiplier. Dierentiation of V with respect to a1 gives
@V
@a1
= 2Xa1   21a1 = 0;
and so
(X   1I)a1 = 0:
This is a standard eigenvalue problem. The determinant of X   1I must be iden-
tically zero to obtain a solution. Hence 1 must be an eigenvalue of X and a1 its
corresponding eigenvector. The variance of y1 is
var (y1) = var
 
a 01x

= a 01Xa1
= a 011a1
= 1a
0
1a1
= 1:
Thus 1 is the largest eigenvalue of X and a1 its corresponding eigenvector. As X
is positive denite all its eigenvalues must be real and greater than zero.
The next component is found in a similar way except that it is required to be uncor-
related with the rst. This imposes an additional constraint on the maximization as
cov (y1; y2) = a
0
1Xa2 and must be zero. Then the following is maximized
V = a 02Xa2   2
 
a 02a2   1
  12a 02Xa1; (1.1)
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where 2 and 12 are Lagrange multipliers. After dierentiation with respect to a2 and
setting to zero,
@V
@a2
= 2Xa2   22a2   12Xa1 = 0: (1.2)
If this is pre-multiplied by a 01
2a 01Xa2   22a 01a2   12a 01Xa1 = 0:
Now, a 01Xa2 = 0 and a 01a2 = 0 by the orthogonality constraint, so 12 (a1Xa1) =
0) 12 = 0. Substituting back into (1.2) gives
2Xa2   22a2 = 0 (1.3)
or
(X   2I)a2 = 0: (1.4)
Again, the solution is an eigenvalue/eigenvector pair of X and must be the second
largest eigenvalue 2 and its corresponding eigenvector. The variance of y2 is 2. If this
process is repeated the solutions are the p eigenvectors of X with corresponding eigen-
values being the variances. In some cases repeated eigenvalues may occur in which case
there is not a unique eigenvector associated with each of these. In these circumstances
choosing the eigenvectors to be orthogonal to those previously found ensures the pre-
vious arguments hold. Taking all the solutions together, let A = (a1;a2; : : : ;ap) and
then y = A 0x and var (y) = Y , where Y = diag (1 : : : p). In practice, the pop-
ulation covariance matrix X will not be known but can be estimated by the sample
covariance matrix.
When the observed variables are not measured on the same scale it can become
dicult to interpret the components especially if some of the variables have vastly
larger variance, which then dominate the rst principal component. The correlation
matrix can be used instead of the covariance matrix. Unfortunately, there is not a
simple relationship between the principal components of a covariance matrix and those
of its correlation matrix.
The Spectral decomposition
Obtaining the principal components from multivariate data where the population co-
variance matrix X is estimated from the sample covariance matrix SX can be viewed
as a Spectral Decomposition of SX . The linear transformation A is the matrix which
diagonalizes the symmetric positive denite covariance matrix SX into the sum of its
eigenvalue/eigenvector pairs.
SX = AYA
0 =
pX
i=1
ia ia
0
i :
5
The Singular Value Decomposition
The singular value decomposition (SVD) is a convenient way to obtain the principal
components. The SVD of the data matrix X is as follows,
X = U V0
where U has columns consisting of the eigenvectors of XX 0 and V the eigenvectors of
X 0X . Here   is a diagonal matrix of the shared singular values, and are the square
root of the corresponding eigenvalues,
  =
1
2 :
1.1.2 Biplots
Biplots are a set of visualisation techniques for multivariate data. If a technique like
PCA explains most of the variation in a data set within the rst two or three compo-
nents, then biplots are a convenient and intuitive way to visualise the lower dimensional
representation. The plot of the principal component scores is a graphical display for
the observations and a plot of the coecients of the rst principal component against
the second is a graphical display of the variables. A biplot displays both on the same
axis. Biplots were introduced by Gabriel (1971) and an authoritative monograph on
the subject is Gower and Hand (1996). Biplots can represent both continuous and cat-
egorical data. Points on the plot represent observations, and then axes are overlayed
to represent the variables. The classic biplot is obtained by factorizing the data matrix
into row (observations) H and column (variable) G matrices. If k is the rank of X
then,
X (Np) = H(Nk)G(kp):
Approximating the data by approximating H and G by N  2 and 2  p matrices
respectively,
X  H2G2;
then the observations are represented by plotting H2 as points in a two dimensional
space, and the variables are represented as axes on the same plot based on the p vectors
of G2.
The matrices H and G are obtained from the singular value decomposition of X , and
then approximating X with the rst two singular values, and introducing a parameter
,
X = U V0
X  U2 2V02
 (U2 2 )
 
V2 
1 
2
0
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with 0    1. Dierent biplots are obtained by varying . Then U2 2 = H2 is the
N 2 matrix with each row representing an observation of X and  1 2 V02 = G2 is the
2 p vector with each column representing a variable. When  = 1 this is a principal
component biplot.
1.1.3 Example PCA
Much work has been done to frame PCA on the sample covariance matrix in an in-
ferential setting. However, in this thesis the main purpose of a PCA is to reduce the
dimensionality of a set of data and explore relationships. When a high dimensional
data set is intrinsically of much lower dimension, plotting the rst two or three princi-
pal component scores will give a straightforward visual representation of what the data
looks like. This is because the rst q principal components minimize the sum of the
squared projection errors for each data point onto the subspace spanned by the q PCs.
According to Jollie (2002) there are four areas to consider.
1. Which principal components are of interest
2. How many variables to keep
3. Are components considered sequentially or simultaneously
4. What is meant by `approximating' the components
When considering which components are of interest, often the rst q components
are taken based on the proportion of variance explained in the data or a scree plot is
used to see where the change in the variance explained attens o. Alternatives, are
to consider the eigenvalues with unequal variance as judged by a hypothesis testing
procedure or by using a cross-validation process; again Jollie is an authoritative text.
With an analysis on the sample covariance matrix, near zero eigenvalues may indicate
the presence of linear dependencies between the variables which can then be dealt with
(by removing a variable for instance). Linear dependencies and constant relationships
between variables will show on the last principal components and often as large loadings
on these. Therefore it is important also to look at the last principal components as a
diagnostic aid.
The choice of how many variables to include is linked to how many components are
considered. This is not trivial except for maybe a small number of variables. One way
is to use a forward-backward stepwise approach, where subsets are evaluated based on
how well they approximate the chosen subset of principal components (Cadima and
Jollie, 2001).
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PCA considers components sequentially, but in so doing is still optimal in terms of the
variation explained. However, if components are desired which are more interpretable,
then a sequential approach will probably not give a globally optimal solution for the
chosen objective. This is linked to the nal point of what is meant by approximating
a set of components. However, in this thesis, approximating PCA is not the goal,
but rather to nd an interpretable set of components based on a dened simple set of
loadings f-1, 0, 1 g.
The following example, of what might be termed a standard PCA, is taken from a
sensory test where subjects were asked to access deodorant products by answering a
questionnaire. There were 49 sensory questions scored on an ordinal scale, coded as 1 to
5, which represented a strong disagreement to a strong agreement. Additionally, there is
a question scoring overall opinion on a 1 to 7 scale. Three test products were used, each
subject assessed one of the products. There are 450 subjects giving 150 assessments
per product. The attribute descriptors are listed in Table 1.2. One requirement of an
analysis is to determine how the sensory data inuences overall opinion. The correlation
or regression of the principal components with overall opinion can be used to identify
possible drivers. The data is taken as a whole in order to understand how the sensory
questions relate to the overall opinion score. It is hoped that the products in the test
will span the sensory space as measured by the questionnaire.
A PCA on the correlation matrix was used with overall opinion omitted, so that its re-
lationship with the principal components of the sensory variables could be investigated
later. The use of the correlation matrix simplies the interpretation of the loadings,
which are scaled as in Section 1.3.6 , and so also represent the actual correlation of the
variables with the principal components.
Figure 1.1 is a scree plot, which shows the eigenvalues obtained from the analysis.
There is a attening o of the curve after the fth eigenvalue. However, these ve
Figure 1.1: Scree Plot for the deodorant data
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only explain 52% of the total variation, but this is typical of this type of sensory data.
In fact, a good low dimensional representation of these data is not obtained with a
PCA. However, these may still be useful to interrogate the data graphically. Table 1.2
show the loadings for the ve principal components. An hierarchical cluster analysis on
the ve loading vectors helped to identify ve groups of variables, which dierentiate
across the ve vectors. The groups are listed in Table 1.1. For example the Drying
and Deposits have high negative loadings on L1. L1 is capturing the contrast between
positive and negative drivers of overall opinion. Indeed the subject scores for L1 are
highly correlated with overall opinion which was left out of the PCA. Unfortunately,
only this rst and the second loading vectors are easy to label. It is useful to be able
to identify labels for all the loading vectors. To make sense of the loading vectors, it is
necessary to make subjective decisions regarding the importance of individual loadings,
and to interpret across loading vectors. i.e. each loading vector cannot individually
be labelled. The interpretation of the loading vectors and individual loading values (in
this case also correlation), is not trivial. Cadima and Jollie (1995, 2001) explore
Group Label
1 Use of the product applicator
2 Drying and deposits
3 Fragrance
4 Odour and wetness ecacy
5 Tactile properties
Table 1.1: Variable groups identied from the ve principal component loading vectors
issues of interpreting the loadings and correlations. Apart from the rst component
where the variables with the largest absolute loadings are the most highly correlated,
it is not possible to judge the correlation of a particular variable with subsequent
components by purely examining the size of the loadings. When the correlation of a
variable with a component is compared against the corresponding loadings, the size
of a loading does not always give a good indication of the correlation of that variable
with the principal component. In fact, the only time this is guaranteed to be the case
is with the rst principal component in which case the largest absolute loadings will
have the largest correlations. Consequently, variables with high loadings may not be
correlated as strongly as would appear and, conversely, variables with lower absolute
loadings may be more highly correlated. This can also be the case when looking across
component loadings where a given variable can have similar loadings but have very
dierent correlations.
The aforementioned diculties can make the interpretation of principal components
dicult. Commonly, practitioners approximate principal components by ignoring load-
ings with small absolute values. Then, these truncated components are interpreted as
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Code Description Group L1 L2 L3 L4 L5
A1 rollball glided over skin 1 0.55 0.06 0.58 -0.03 0.24
A11 ball rolled freely in pack 0.49 -0.04 0.59 -0.07 0.25
A12 ball did not dry out 0.37 0.03 0.48 -0.10 0.24
A13 pack did not become messy 0.46 -0.06 0.41 -0.20 -0.13
A14 product did not leak out 0.39 -0.11 0.34 -0.23 -0.13
A16 easy of application 0.59 0.06 0.50 -0.07 0.10
A19 how smooth whilst applying 0.57 0.06 0.38 -0.01 0.05
A39 overall opinion packaging 0.41 0.09 0.29 -0.03 -0.08
A17 how product dosed from pack 2 -0.16 0.29 0.43 -0.03 -0.03
A43 felt wet during application -0.64 0.39 0.28 -0.18 -0.17
A44 felt sticky whilst drying -0.69 0.38 0.17 -0.11 -0.11
A45 left visible deposits -0.60 -0.08 -0.03 0.22 0.37
A46 cold on application -0.54 0.07 -0.01 0.03 0.13
A47 marked clothes -0.55 0.04 0.04 0.33 0.42
A48 waited longer than usual- drying -0.68 0.38 0.26 -0.16 -0.06
A49 felt greasy -0.70 0.30 0.02 0.04 0.13
A33 overall opinion fragrance 3 0.42 0.30 0.09 0.60 -0.26
A34 strength fragrance-immediately 0.08 0.42 -0.03 0.51 -0.23
A35 strength fragrance- end of day 0.29 0.55 -0.06 0.44 -0.09
A6 had a pleasant fragrance 0.38 0.29 0.14 0.57 -0.33
A7 fragrance lasted long enough for me 0.46 0.53 -0.10 0.46 -0.15
A10 kept me fresh all day 4 0.67 0.50 -0.23 -0.12 0.18
A28 overall opinion - eective 0.80 0.28 -0.12 0.00 0.12
A29 notice any perspiration 0.45 0.40 -0.30 -0.31 0.14
A30 overall how eective keeping you dry 0.64 0.43 -0.27 -0.29 0.13
A31 notice any odour 0.33 0.48 -0.16 -0.18 0.15
A32 how eective keeping free from odour 0.56 0.54 -0.15 -0.19 0.11
A36 notice visible deposits - skin 0.39 0.00 -0.10 -0.37 -0.52
A37 notice deposits on clothes 0.34 0.01 -0.13 -0.35 -0.51
A38 how easy to wash o skin 0.22 -0.15 0.06 0.02 -0.24
A40 any irritation 0.21 -0.05 0.03 0.09 0.02
A41 any trapping of underarm hair 0.23 0.00 0.15 -0.12 -0.16
A42 how often applied rollon -0.02 0.05 -0.05 -0.05 0.07
A8 gave me daylong protection - BO 0.61 0.53 -0.21 -0.15 0.19
A9 gave me daylong protection- wetness 0.63 0.43 -0.29 -0.26 0.21
A15 easy to apply the right amount 5 0.52 -0.18 0.27 0.06 0.12
A18 ease of applying right amount 0.55 -0.08 0.14 0.07 0.14
A2 felt fresh whilst applying 0.61 0.08 0.23 0.23 0.03
A20 how sticky whilst applying 0.69 -0.36 -0.11 0.10 0.01
A21 how greasy whilst applying 0.61 -0.25 0.09 -0.10 -0.06
A22 how wet whilst applying 0.59 -0.38 -0.33 0.15 0.10
A23 how cold whilst applying 0.50 -0.14 -0.08 -0.05 -0.14
A24 how sticky immediately after application 0.67 -0.38 -0.14 0.10 0.03
A25 speed of drying 0.64 -0.37 -0.30 0.13 0.19
A26 how sticky whilst wearing 0.65 -0.11 -0.04 -0.03 -0.17
A27 how greasy whilst wearing 0.62 -0.07 0.11 -0.16 -0.16
A3 felt smooth whilst applying 0.63 -0.03 0.32 0.17 0.14
A4 dried quickly 0.70 -0.40 -0.30 0.15 0.08
A5 left underarm soft and smooth 0.65 -0.01 -0.02 0.19 -0.03
Table 1.2: The Sensory Attribute Descriptions for the deodorancy example
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weighted averages or contrasts of the remaining loadings. Firstly, together a large num-
ber of small loadings will account for a signicant proportion of the observed variation
and, secondly, approximating components in this way can lead to misinterpretation
due to these truncated components poorly approximating the original components.
A dierent subset of the same size may provide a better approximation. Also, cor-
relations between individual variables and principal components are not appropriate,
except when judging the adequacy of single-variable approximations. In fact, except for
a single variable approximation, nding a subset of variables that closely approximates
the original requires a combinatorial search. Cadima and Jollie recommend measures,
and a search strategy to nd the best subsets for moderate size problems.
The following awed approach is often taken in practice. Considering the deodorant
data and ignoring the small loadings, general patterns may be observed between the
component loadings and the variable groups and these are shown in Table 1.3.
Group Description L1 L2 L3 L4 L5
1 Use of the product applicator + 0 + - +/-
2 Drying and deposits - + + +/- +
3 Fragrance + + 0 + -
4 Odour and wetness ecacy + + - - +/-
5 Tactile properties + - +/- +/- +/-
Table 1.3: Group structure across the loadings by reducing the weights to the sign of
the majority weight in that group on each component
If the panellist scores are plotted against each other then this can highlight unusual
subjects. Figure 1.2 show the scores. To illustrate, the triangles are subjects whose
scores on the rst principal component are low, looking at Table 1.3, this may indicate
that this subject scored higher on the group two variables and had low overall opinion.
The cross, is a subject who has a low score on component four. Most of the negative
loadings on this component are associated with ecacy and also use of the applicator.
So this subject is scoring high on ecacy and applicator use, but has a moderate to low
overall opinion of the product they tested. The square, is a subject who in addition to
scoring low on component one also scored low on the third. Group three constitute the
bulk of the negative loadings on this component, indicating that this subject has scored
high on ecacy, but did not like the product overall. As only 52% of the variation is
explained by the ve chosen components, the dierences between the labelled groups of
variables are blurred, in particular group two and ve. These may dierentiate better
with more components, but the interpretation will become more dicult and potentially
more misleading as more loadings are ignored. Later, in Section 1.3.8 a rotation of the
principal component axes is used to try to separate the loading vectors into independent
latent variables. However, many small loadings are still present. Chapter 2 develops
the ideas behind nding simple components, which do not require subjective decisions
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to be made on whether a particular loading is important or not, and this can lead to
more interpretable components.
Figure 1.2: A Scatterplot matrix of the principal component scores.
Figure 1.3 shows a principal component biplot for the loadings and scores. Note, that
the scores are rescaled to be between  1 and 1. The rst two components only capture
37% of the variation in the data, this is reected by many variables which have short
vectors when projected onto this two dimensional representation. As component one
explains 28% of the variation, it clearly separates low and high overall opinion. Drying
and deposits represent opposite ends of the same axis in two dimensions. Fragrance
and ecacy are correlated with each other. This is not surprising, as one could imagine
that fragrance would inuence the perception of odour ecacy.
12
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
A1
A2
A3
A4
A5
A6
A7 A8
A9
A10
A11
A12
A13
A14
A15
A16
A17
A18
A19
A20
A21
A22
A23
A24A25
A26
A27
A28
A29
30
A31
A32
A33
A34
A35
A36A37
A38
A39
A40
A41
A42
A43A44
A45
A46
A47
48
A49
Component 1
Drying and deposits
(low overall opinion)
Tactile properties 
( high overall opinion)
Fragrance
Efficacy
Use of the 
applicator
(28%) 
(9%) 
Component 2 
Figure 1.3: A biplot showing the sensory variables on the rst two principal compo-
nents. Some of variable clusters identied dierentiate well on the rst two principal
components, however, clearly a higher dimensional representation is required as only
37% of the variation is captured by these two components.
Prin1 0.70
Prin2 0.17
Prin3 -0.10
Prin4 0.21
Prin5 0.08
Table 1.4: The correlation of Overall Opinion with the principal component scores
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Figure 1.4: A plot showing the overall opinion scores against the rst principal compo-
nent scores for the deodorant data
1.2 Multidimensional Scaling
PCA can give a low dimensional map of objects which sit in high dimensional space.
However, there is a broader set of methods called Multidimensional Scaling (MDS)
which take a set of dissimilarities (or similarities) between objects and then nd a
conguration of points in a low dimensional space where each point represents one of
the objects, and is such that distances between pairs of points in the space match the
dissimilarities between the corresponding pairs of objects or the rank order of distances
correspond to the rank order of dissimilarities; matching being that which is best
achievable in some sense. An authoritative monograph on the subject is Cox and Cox
(2000).
MDS methods can be split into metric and non-metric scaling. For metric scaling,
the dissimilarities frsg between pairs of n objects are represented directly by distances
fdrsg between pairs of corresponding points in the conguration.
One type of metric scaling is Classical Scaling. Very briey, let G =
 12d2rs and this
is centred to give B, i.e. B = HGH where H is the centring matrix. Now B = XX 0 is
the inner product matrix (corrected for translation so that its centroid is at the origin)
and is positive semi-denite with p non-zero eigenvalues and n   p zero eigenvalues.
The spectral decomposition of B (see 1.1.1) is B = UU0 and taking the p non-zero
eigenvalues and corresponding eigenvectors so that
B u UppU0p
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then the coordinates are recovered from
X = Up
1
2
p :
It can be shown that if Euclidean distance is used as a measure of dissimilarity then
classical scaling is equivalent to PCA. In this case the points on the map are projected
onto the principal axes.
In general, metric scaling will often minimize a loss function of the formP
r<swrs (drs   rs)2P
r<s rs
;
sometimes called a strain. An example is a Sammon map (Sammon, 1969).
In a non-metric scaling, the magnitude of the distances between pairs of points no
longer approximate the corresponding magnitude of the original dissimilarities. In-
stead, the rank orders are matched as well as possible. One approach to obtain a
representation of the rank order is the minimization of Kruskal's (1964) loss function
of the form
S =
r
S
T 
;
where S =
Pn
r<s

drs   d^rs
2
and T  =
P
r<s d
2
rs is a normalizing term. S is termed
the Stress function and d^rs are called disparities. The set of disparities fd^rsg are
obtained by tting a monotone least squares regression of the fdrsg on the dissimilarities
frsg. An iterative algorithm is used to minimize the stress.
A useful application of later work in the thesis is the convenient display of three
dimensional or higher MDS congurations. In the case of non-metric scaling the axes
are arbitrary and so can be rotated. If the conguration is rotated to maximize the
correlation between object coordinates, then this can aid the search for clusters and
outliers. In the case of classical scaling the points are projected onto the principal axes
and as such have meaning relevant to these. However, rotation to a new set can still
be useful to identify clusters and outliers. An application discussed in this thesis is to
minimize the number of cross overs in a parallel coordinate plot given a conguration
of points obtained from a MDS method. This could be any conguration that can be
rotated (See Chapter 3).
1.3 The Latent Variable Model (LVM)
The latent variable model framework is rst outlined in general. A good introductory
text is Everitt (1984). Given vectors of observed variables x 0 = [x1; : : : ; xp] and latent
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Figure 1.5: The manifest variables x1; x2; x3 are independent of one another conditional
on the latent variables f1; f2.
variables f 0 = [f1; : : : ; fk], k  p, the general latent variable model usually assumes
that the relationships observed between the observed variables are independent given
the much smaller set of latent variables. This is the key assumption, that the latent
variables produce the relationships between the observed variables. Then the behaviour
of the observed variables are essentially random, conditioned on the underlying latent
variables. Subsequently, all latent variable models assume that the joint probability
distribution of x1; : : : ; xp conditioned on f , say (x jf), is such that x1; : : : ; xp, given f
are independent. If x is continuous then  is a density function, but if x is discrete
 is a set of probabilities. The unconditional density function for x is obtained by
integrating the convolution
p(x) =
Z
F
(x jf) h (f) df ;
where h (f) is the joint distribution function of f . The conditional probability (x jf)
is the mapping from the latent variable space to the data space and includes a noise
model to account for random error. It is impossible to infer  and h uniquely from
p(x) without making assumptions. Firstly, as the observed variables are independent,
conditioned on the latent variables,
(x jf) = 1(x1jf)2(x2jf) : : : p(xpjf):
Secondly,  and h are assumed to be of known form but dependent on a set of unknown
parameters which can be identied and estimated. Then inferring  and h is a problem
of estimating these parameters. The idea is illustrated graphically in Figure 1.5. The
observed variables are represented by boxes and the unobserved latent variables by
circles, a joining line indicating a dependency between variables. Notice that there can
be dependency between the latent variables.
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1.3.1 The Factor Analysis Model
The key assumption of the factor analysis model is that given a smaller set of latent
variables, the manifest variables x are essentially independent when conditioned on the
latent variables. What this infers is that the observed inter-correlations between the
observed variables are explained by the latent variable set except for random error. If
they are not, then this indicates that a latent variable is missing from the model or the
model is not adequate for the data. This is the basis of what is termed R-mode factor
analysis. In an R-mode factor analysis the inter-correlations between the observed
variables are modelled. A Q-mode factor analysis concerns how the objects relate to
one another. The R-mode factor model is now discussed. The model is
x =  f + e ; (1.5)
where x is a column vector containing the p observed variables, f = [f1; : : : ; fk]
0 rep-
resent the k latent variables (k  p) or common factors, e = [e1; : : : ; ep]0 are residual
terms and   = [ij ] is a p k matrix of factor loadings. The model postulates that the
observed variables are linear combinations of the latent variables and a residual error.
For any given observed variable xi,
xi =
kX
j=1
ijfj + ei: (1.6)
For a data sample X , of n observations on p variates, the model becomes,
X (np) = F (nk) 0(kp) +E (np): (1.7)
F is the matrix of factor scores,   the matrix of factor loadings and E is a matrix of
residual or error terms.
1.3.2 Variability in the factor model
From equation (1.5) the complete R-mode factor analysis model for the variance and
covariance of the manifest variables is given by
 =   0 +	; (1.8)
where  is the covariance matrix of x , and  =  0 is a (k  k) matrix, the o
diagonal elements contain the correlations between the latent variables. If these are in
standardized form, then the main diagonal of  contains unities. Finally, 	 = [ ii]
is a diagonal matrix containing the variance of the residual errors. Also, if the latent
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variables are uncorrelated then  is an identity matrix and (1.8) implies that the
variances of the observed variables may be split into two parts as follows,
ii =
kX
j=1
2ij +  ii: (1.9)
The rst term
Pk
j=1 
2
ij is called the communality and is the variance that xi shares
with the other observed variables through the factors. The covariances of the observed
variables are given by
ij =
kX
r=1
irjr (1.10)
and it is only the factors that are involved in these. The matrix of factor loadings   is
also known as the factor pattern matrix. When standardized factors are uncorrelated
then,  = I , and then the pattern matrix gives the covariance of the observed variables
with the factors,
cov (xi; fj) = ij : (1.11)
1.3.3 Indeterminacy
For a single factor k = 1 the model described by (1.5) and (1.8) has a unique solution.
However for k > 1 no unique solution exists. To determine a particular solution the
factors have to be referred back to a set of basis vectors. These basis vectors may be
orthogonal or oblique. If the chosen reference basis is oblique the factors are correlated
and a full description of the solution requires both the factor pattern matrix   and the
factor structure matrix  . In which case the coecients of the pattern matrix are
no longer covariances but should be thought of as regression coecients. The factor
model x =   0+	,  = I , has pk+ p = p(k+1) parameters but there are p(p+1)=2
variances and covariances in . The model will only be useful if it has less parameters
than there are unique elements of , so p(k+1)  p(p+1)=2, i.e. k  (p 1)=2. In the
case of a single factor (k = 1) a unique solution exists up to the sign. The following is
an example for p = 3
 =
24 2 2 32 6 6
3 6 10
35 =
24 12
3
35  1 2 3 +
24 1 0 00 2 0
0 0 1
35 :
In some cases it possible to nd solutions where a residual variance is negative and so
not statistically valid. This is known as the Heywood case. For example, replacing the
variance for x3 with 8 rather than 10 gives the same factor but  3 =  1. When the
number of factors is greater than one, a unique solution does not exist, since there is
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an innite number of choices for  . To illustrate, if f is replaced by Rf and   by  R0,
where R is an orthogonal rotation matrix. Then
x =  R0Rf + e;
and since R0R = I the model is unchanged by these transformations. Such a trans-
formation also leads to the same form for the covariance matrix, since the new factors
have a correlation matrix given by
R 0R0 = RR0
so that the new factors Rf and new loadings  R imply that
 = ( R0)(RR0)(R 0) +	;
=   0 +	:
Consequently, the ability of the new factors to account for the variances and covari-
ances of the observed variables is exactly equivalent to the original factors. Such a
transformation corresponds to a rotation of the factors.
1.3.4 Conrmatory Factor Analysis
In some situations an investigator may wish to x certain parameters in   and 	. This
is then termed a conrmatory factor analysis and this may lead to a unique solution for
the free parameters as a rotation would destroy the pattern of the xed parameters. If
the number of xed parameters are denoted respectively by n  and n	 then a necessary
but not sucient condition for a unique solution is
n  + n	  k2:
However, in general it is dicult to give sucient conditions for uniqueness, since the
position of the xed parameters is also important.
1.3.5 Estimating the Model Parameters
To estimate the parameters, a discrepancy function between the parametrized model
covariance matrix  ( ;	) and the unbiased sample covariance matrix S is minimized.
Commonly, maximum likelihood is used, but other discrepancy functions are possible,
for example, ordinary least squares and generalized least squares. See Everitt for details.
The aim is to estimate   and 	 so that
S =  ^ ^
0
+ 	^;
19
where the hat symbol above a parameter, matrix or vector indicates that it is esti-
mated. Here the factors are orthogonal so that  = I . If x , f and e have multivariate
normal distributions then maximizing the log-likelihood is equivalent to minimizing the
discrepancy function
F (S; ( ;	)) = loge jj+ traceS 1   loge jSj   p
with  =   0 +	: This can be minimized using an iterative procedure suggested by
Joreskog (see Mardia et al., 1979, for the detail).
1.3.6 Principal Component Factor Analysis
A PCA is primarily a dimensionality reduction technique. However, if the principal
components y = Ax are now considered to be factors then the principal components
can be reformulated as a factor analysis model. The model becomes, by multiplying
by the inverse of A
x = A 0y : (1.12)
If the rst k components describe the variation in the data that captures the relation-
ships between the observed variables, then the remaining components represent the
residual variation or random error, e and the model can be written
x = A 0kyk + e :
These errors are taken to be uncorrelated. In terms of the covariance of x , this gives
 = var
 
A 0kyk + e

= var
 
A 0kyk

+ var (e) + 2cov
 
A 0kyk; e

= var
 
A 0kyk

+	;
assuming cov (A 0kyk; e) = 0. Then
 =  0 +	;
where   = Ak,  =k and 	 is a diagonal matrix of errors.
The communality h^i of the ith observed variable is dened across a subset of k factors
as
h^i =
kX
j=1
a2ji;
where aji is the ith loading of the jth principal component. The correlation of the
observed variables with each of the factors is important after a PCA on the covariance
matrix, as the magnitude of the loadings, will not in general, represent these corre-
lations, particularly if the variables are measured on dierent scales. For a PCA on
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a correlation matrix the variable loadings on the factors reect its correlation with a
given factor. The covariance of an observed variable xi with a factor yj is given as
cov (yj ; xi) = cov
 
yj ;
pX
k=1
aikyk
!
=
pX
k=1
aikcov (yj ; yk)
= aijvar (yj)
= aijj
and the correlation is given as
corr (yj ; xi) =
aijj

1
2
j
= aij
1
2
j :
So in general
corr (y ;x) = A
1
2 : (1.13)
1.3.7 Factor Rotation
As mentioned in Section 1.3.3, factors are not unique and any rotation of a factor
subset is also a solution. Rotation of a subset of the principal components to a simpler
structure will conserve the total variance explained but it becomes more spread between
components with either a loss of ortho-normality or the introduction of correlation.
What is the best way to choose a solution? One approach is to make factors align
more with the original variables, i.e. making a few of the coecients within factors as
large as possible in magnitude, and the rest small. This can be achieved by applying
additional constraints on the optimization.
Rotation methods have attracted much criticism because the choice of rotation tech-
nique can often aect the nal interpretation of the analysis. However, according
to Everitt these criticisms overlook two important points. Firstly, although the axes
may be rotated about their origin, or become oblique, the distribution of points will
remain invariant. If the loadings are found to be in groups or concentrated in one or
two parts of the space, then it is reasonable to choose new axes in a way which will
allow the positions of these loadings to be described as simply as possible, that is using
as few parameters as possible. Secondly, the rotation methods are of primary relevance
when the investigation is exploratory in nature; in these situations the hope is that
the use of factor analysis methods will allow the experimenter to formulate hypotheses
which can then be submitted to testing on further data by a conrmatory analysis.
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The Orthogonal Rotation
An orthogonal rotation preserves the orthogonality between all the factors but will
induce correlation, unless the factors are standardized by scaling with their standard
deviations,  
1
2 . A varimax rotation (Kaiser, 1958) is a commonly applied orthogonal
rotation. The varimax method searches for a linear combination of a subset of the
original factors, such that the sum of the variances of the squared loadings is maximized,
V =
kX
j=1
 
pX
i=1
a2ij  
1
p
pX
i=1
a2ij
!2
;
with a2ij being the squared loading of the ith variable on the jth factor, and k the
number of factors which are rotated.
There are many orthogonal rotations available, for example others are quartimax and
orthomax rotations. All try to align the new orthogonal axes with the variables. Or-
thogonal rotations are commonly used, and will locate orthogonal variable clusters.
However, axes that align better with natural variable clusters may better fulll Thur-
stone's criteria (see Section 2.1). Oblique rotations relax the condition that factors
must be orthogonal and allow the new axes to take any position in the factor space.
The Oblique Rotation
Methods which relax independence and allow correlated factors are termed oblique, for
example, the Oblimin (Harman, 1976) and Promax (Hendrickson and White, 1964).
Promax is a computationally ecient method which attempts to further polarize the
loadings from an orthogonal position. Harris and Kaiser (1964) give a set of methods
called Orthoblique, which are invariant under rescaling of the axes. Recently, Jennrich
(2002) proposed a gradient projection algorithm as a general method for oblique rota-
tion. Many oblique methods were developed in the psychometric literature, however,
according to Basilevsky (1994), not a great deal of statistical and numerical work has
been done. Authors such as Fabrigar et al. (1999) and Costello and Osborne (2005),
recommend oblique rotations as best practice in exploratory factor analysis. These
authors make a strong argument in favour of oblique rotations rather than orthogonal
solutions. They note that dimensions of interest are not often dimensions that would
be orthogonal. If the latent variables are, in fact, correlated, then an oblique rotation
will produce a better estimate of the true factors and a better simple structure than
will an orthogonal rotation. If the oblique rotation indicates that the factors have close
to zero correlations between one another, then the analyst can go ahead and conduct
an orthogonal rotation (which should then give about the same solution as the oblique
rotation).
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This thesis explores factor rotations that preserve orthogonality while maximizing the
correlation between the factors. The R-mode factor analysis model can be formulated
in two ways; as a true factor analysis in which factors account for the maximum inter-
correlations of the observed variables and principal component factor analysis where
factors account for maximum variance. The next section highlights some key ideas
around the rotation of principal component factors. This links into the work in later
chapters.
1.3.8 Principal Components and Factor Rotation
Orthogonal Rotation of Principal Components
Jollie (1995) discusses the eects of the orthogonal rotation of principal components
and shows why it is not possible to preserve rotated components which are pairwise
uncorrelated and/or whose loadings are orthogonal. Consider the mean centred or
standardized data sample X , then its principal components are given by
Y = XU;
using the spectral decomposition of the covariance matrix of X (Section 1.1.1). Taking
the rst k components and treating the remaining components as residual error, e , a
PC factor model can be written
X = YkU
0
k + e ; (1.14)
and the covariance matrix of X is modelled as
 = UkY
0
kYkU
0
k +	;
	 denoting a diagonal matrix of residual variance. As Yk are principal components,
Y 0kYk = k, which is a diagonal matrix of the rst k eigenvalues of  in descending
order of magnitude. Then,
 = UkkU
0
k +	:
Notice that the factors, Yk and the principal component loading vectors are uncorre-
lated as U0kUk = I and Y
0
kYk = k. As mentioned earlier the model is invariant to
an orthogonal rotation of the principal axes. Let R be an orthogonal rotation, then
R 0R = RR 0 = I and the model becomes
X = (YkR)(UkR)
0 + e
which is equivalent to (1.14). However, the factors will no longer remain uncorrelated,
as
(YkR)
0(YkR) = R 0Y 0kYkR = R
0R :
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The factor loadings will remain orthogonal,
(UkR)
0(UkR) = R 0U0kUkR = I :
In practice the factors are usually standardized, which causes the factors to remain
uncorrelated after an orthogonal rotation (the loadings become non-orthogonal). This
practice is criticized in the literature as standardization eectively stretches the scores
to sit on a hypersphere so that any position of the axes will not induce correlation.
To standardize the factors, let Z = Y 
1
2 , and the factor model becomes,
X = Zk
1
2
kU
0
k + e
and
 = Uk
1
2
kZ
0
kZk
1
2
kU
0
k +	:
Now, Z 0kZk = Ik and the factor loadings are Uk
1
2
k . So after an orthogonal rotation
of the axes, the factors remain uncorrelated as,
(ZkR)
0(ZkR) = Ik
but the loadings are no longer uncorrelated, as
(Uk
1
2
kR)
0(Uk
1
2
kR) = R
0kR :
In the literature, if factors are highly correlated this is taken as meaning the factors
should really be one single factor. Oblique rotations, will better align with natural vari-
able clusters and for this reason are recommended. However, in certain circumstances
it may be useful to obtain orthogonal factors which are highly correlated. For example,
when groups of correlated components dierentiate to describe a latent trait in dierent
ways. Or given a conguration of points from an analysis, for example an MDS, and
the axes are arbitrary, it would be useful to rotate the conguration in such a way that
the correlation or covariance between the latent variables is maximized, but keeping
the axes orthogonal. In this way the latent variables could be displayed on a parallel
coordinate plot. The axes remain independent, but the plot becomes easier to interpret
as groups dierentiate and the number of cross-overs on the plot are minimized. These
applications are investigated in Chapter 3.
Oblique Rotation of Principal Components
As mentioned briey in the last section, an oblique rotation will better align the factors
with natural variable clusters. An application of this is to identify variable clusters and
is discussed in Section 2.9, which looks at a method to obtain a simple interpretation
of a large data set. A brief overview of oblique rotations is given here for reference.
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Firstly, an oblique rotation relaxes the requirement that the axes are orthogonal, and
so nding oblique axes is more akin to regression. Basilevsky has the detail. If both
the variables and factors are standardized to unit length, then, if G = fg1;g2; : : : ;gkg
represents the oblique basis then,
^ = BB0 +	
and
 = G 0G
which is the correlation matrix of the oblique axes. B is described in terms of an
ordinary least squares projection of the data X ,
B0 = (G 0G) 1G 0X (1.15)
and so the estimate of X is
X^ = GB0 = G(G 0G) 1G 0X = PGX
where PG is an idempotent, symmetric projection matrix. From (1.15),
B0 = G 0X :
G 0X is the correlation matrix of the variables and the oblique components, called the
matrix of correlation loading coecients. B are the regression coecients and represent
the coordinates of X with respect to the oblique components G . G is not unique and
to dene the oblique basis a further constraint is required. Criterion such as oblimin
provide this, and in a similar way to the varimax criterion guide the axes position to
align with the variables.
Chapter 3 explores the case where axes can be found which remain orthogonal but
the induced correlation between factors may provide groups of axes which although
correlated, describe dierent aspects of a latent trait.
1.3.9 The Sensory Panel Example Re-visited
In Section 1.1.3, a subset of ve principal components were selected to represent the
data. Unfortunately, many small loadings were present on the loading vectors, and
individual vectors could not be easily labelled. Table 1.7 shows the ve loading vectors
after a varimax rotation. It is now easier to label the individual components, Table 1.5.
For instance RL1 contrasts drying with tactile, RL2, is an average of applicator use
with tactile, RL3, drying with ecacy, RL4, drying with ecacy and tactile and RL5,
fragrance. However, there are still many small non-informative loadings and subjective
decisions have been made in labelling the groups and rotated components. None of the
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rotated component scores correlate with overall opinion as highly as did the rst PC,
Table 1.6, but a regression model using the new factors will be more interpretable. As
mentioned previously, Chapter 2 reviews approaches to deal with the subjective choice
of loadings, and a new algorithm is proposed.
Group Description RL1 RL2 RL3 RL4 RL5
1 Use of product applicator +
2 Drying and deposits - - -
3 Fragrance +
4 Odour and wetness ecacy + +
5 Tactile properties + + +
Table 1.5: A subjective interpretation of the loadings on the rotated principal compo-
nents
Rotated Factor Correlation with overall opinion
Factor1 0.46
Factor2 0.27
Factor3 0.39
Factor4 0.08
Factor5 0.38
Table 1.6: The correlation of the rotated factor scores with overall opinion for the
deodorant data
1.3.10 Other Latent Variable Models
In recent years a number of unsupervised learning algorithms have emerged from the
machine learning literature, with an emphasis on their probabilistic framework. Den-
sity networks were proposed by MacKay and Gibbs (1999). These do not impose
any xed probability distribution on the latent variable model, but instead use Monte
Carlo simulation within a Bayesian framework to learn the intrinsic data manifold.
However, because of the need to take Monte Carlo samples in the latent space, these
grow exponentially with the dimension of the latent space. Svensen (1998) proposed
the generative topographic mapping (GTM), following the LVM framework. It uses a
non-linear mapping from the latent space to the data space in the form of generalized
linear model and uses a mixture of Gaussian distributions to model the induced mani-
fold in data space. It represents a probabilistic alternative to the self organizing map
(SOM). A SOM is an articial neural network which is trained to produce a low di-
mensional topologically ordered map Kohonen (1995). Various other forms of the LVM
model exist including independent component analysis, probabilistic principal compo-
nent analysis, independent factor analysis. These all t the general latent variable
framework mentioned but take dierent forms for the prior, noise and mapping.
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Code Description Group RL1 RL2 RL3 RL4 RL5
A1 rollball glided over skin 1 0.11 0.82 0.13 0.03 0.07
A11 ball rolled freely in pack 0.11 0.80 0.06 0.02 -0.03
A12 ball did not dry out 0.04 0.65 0.11 -0.01 -0.04
A13 pack did not become messy 0.08 0.54 0.02 0.37 -0.01
A14 product did not leak out 0.09 0.46 0.00 0.36 -0.08
A16 easy of application 0.14 0.73 0.15 0.17 0.09
A19 how smooth whilst applying 0.18 0.61 0.15 0.18 0.15
A39 overall opinion packaging 0.07 0.42 0.10 0.23 0.15
A17 how product dosed from pack 2 -0.46 0.27 -0.04 -0.04 0.10
A43 felt wet during application -0.82 -0.12 -0.10 -0.03 -0.03
A44 felt sticky whilst drying -0.77 -0.22 -0.10 -0.13 -0.02
A45 left visible deposits -0.20 -0.23 -0.24 -0.62 -0.14
A46 cold on application -0.35 -0.24 -0.14 -0.32 -0.12
A47 marked clothes -0.23 -0.14 -0.19 -0.69 0.00
A48 waited longer than usual- drying -0.81 -0.13 -0.09 -0.14 -0.08
A49 felt greasy -0.59 -0.30 -0.07 -0.40 -0.04
A33 overall opinion fragrance 3 0.16 0.17 0.03 0.08 0.80
A34 strength fragrance-immediately -0.09 -0.08 0.05 -0.04 0.69
A35 strength fragrance- end of day -0.01 0.04 0.31 -0.05 0.70
A6 had a pleasant fragrance 0.10 0.18 -0.02 0.14 0.79
A7 fragrance lasted long enough for me 0.12 0.07 0.36 0.05 0.77
A10 kept me fresh all day 4 0.23 0.19 0.80 0.12 0.23
A28 overall opinion - eective 0.41 0.33 0.60 0.18 0.28
A29 notice any perspiration 0.12 0.03 0.72 0.16 0.00
A30 overall how eective keeping you dry 0.22 0.14 0.80 0.23 0.07
A31 notice any odour -0.02 0.09 0.63 0.05 0.11
A32 how eective keeping free from odour 0.08 0.19 0.75 0.17 0.20
A36 notice visible deposits - skin 0.10 0.00 0.16 0.73 -0.02
A37 notice deposits on clothes 0.08 -0.06 0.15 0.69 -0.01
A38 how easy to wash o skin 0.16 0.09 -0.12 0.28 0.08
A40 any irritation 0.18 0.12 0.02 0.02 0.09
A41 any trapping of underarm hair 0.03 0.21 0.03 0.27 0.02
A42 how often applied rollon -0.02 -0.03 0.09 -0.04 -0.04
A8 gave me daylong protection - BO 0.16 0.19 0.80 0.10 0.20
A9 gave me daylong protection- wetness 0.24 0.14 0.83 0.15 0.07
A15 easy to apply the right amount 5 0.36 0.50 0.01 0.08 0.05
A18 ease of applying right amount 0.38 0.41 0.14 0.06 0.10
A2 felt fresh whilst applying 0.31 0.48 0.14 0.09 0.36
A20 how sticky whilst applying 0.72 0.24 0.06 0.22 0.06
A21 how greasy whilst applying 0.46 0.37 0.07 0.33 -0.03
A22 how wet whilst applying 0.79 0.03 0.10 0.09 0.03
A23 how cold whilst applying 0.40 0.14 0.11 0.33 0.06
A24 how sticky immediately after application 0.73 0.21 0.05 0.20 0.04
A25 speed of drying 0.81 0.11 0.15 0.04 0.00
A26 how sticky whilst wearing 0.46 0.24 0.16 0.40 0.13
A27 how greasy whilst wearing 0.32 0.36 0.17 0.43 0.05
A3 felt smooth whilst applying 0.35 0.60 0.10 0.05 0.23
A4 dried quickly 0.85 0.10 0.11 0.14 0.05
A5 left underarm soft and smooth 0.47 0.29 0.19 0.18 0.30
Table 1.7: The rotated loading vectors for the deodorant data example, section 1.1.3
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1.4 The Statistical Analysis of Shape
In Chapter 4, the utility of a questionnaire where the response to a question is recorded
in a two dimensional space is explored. In this case respondents do not explicitly
score each object on a linear scale, but rather perform a multiple comparison in the
two dimensional space. The intention is to illicit information that is not consciously
expressed, so called tacit information. Such a response can be thought of as a shape
conguration.
Kendall (1984) pioneered statistical shape analysis using point congurations. In
essence, translation, scale and rotation (the Euclidean similarity transformations) are
nuisance parameters that need to be removed. The analysis of shape can be performed
in a coordinate system or using a non-coordinate approach where, the distance between
points, termed landmarks, represent the conguration. In which case the shape cong-
uration becomes invariant to translation, rotation and reection. To use a coordinate
system, congurations must rst be registered into that system, referred to as a shape
space. This approach follows that detailed in Dryden and Mardia (1998). The sec-
ond option is to use a representation of shape that is coordinate free. The coordinate
free approach is detailed by Lele and Richtsmeier (2000). A coordinate free system,
based on a measure of distance between landmarks has certain advantages over using
a coordinate system.
1.4.1 Shape Coordinate Systems
Registration is the process of removing nuisance parameters by translating, scaling and
rotating shapes into a common shape coordinate system. Many coordinate systems have
been proposed. See Bookstein (1984, 1986), Kendall (1984), Watson (1986). Kendall
proposed a spherical coordinate system which results in a Non-Euclidean shape space.
In general there are k labelled points in m real dimensions. Let the k m matrix X
denote a landmark conguration. If G is dened as a group of operations acting on X,
called a registration group, then G may be one of the following,
 Euclidean similarity group (translation, scale, rotation, reection)
 Isometry group (translation and rotation)
 Ane group (translation, rotation and shears) .
The rst of these is the required group of transformations, as the removal of shear
would lead to a loss of information. Unfortunately, the registration process leaves
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artefacts. For example, Bookstein coordinates x or register two landmarks of a given
conguration leaving the remaining k   2 landmarks. A consequence of this approach
is that the application of a Euclidean distance metric results in inconsistent shape
similarities. In fact a non Euclidean metric is required (Bookstein, 1986).
The process can be illustrated by Kendall's shape space which involves the following
steps. Location is removed by centring the landmark congurations.
Xc = CX ;
C is a centring matrix C = Ik   1k1k10k. Size is removed by rescaling with the centroid
size,
Z =
Xc
S(X)
=
CX
S(X)
:
This is called Pre-shape. The centroid size is the square root of the mean of the
Euclidean squared distances from the centroid of the shape to the landmarks and is
given by S(X) = kCXk. Finally the pre-shapes are rotated to get shape
[X ] = f  : Z  2 SO fmgg
SO(m) is the special orthogonal group of matrices, and [X ] denotes the shape of X .
In general, translation may be removed by pre-multiplying the conguration with a
suitable matrix.
M(X + t) =MX 8 t;
where t is any translation 2 Rm. One option, mentioned previously, is the centring
matrix.
Shape Distances
In order to do geometry in the shape space a dened distance metric is required.
Consider two shapes [X1] and [X2] with pre-shapes Z1 and Z2. The full Procrustes
distance between them is dened as
dF ([X1] ; [X2]) = min
r>0; 
kZ2   rZ1 k
this represents the shortest distance between two points on the shape sphere, which is
a great circle. This is
dF ([X1] ; [X2]) =
8<:1 
 
mX
i=1
i
!29=;
1
2
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where 1  2  : : :  m 1  m are the square roots of the eigenvalues of
Z 01Z2Z
0
2Z1. The minimizing rotation is given by
 ^ = UV0;
where U;V 2 SO fmg and Z 02Z1 = VU0 with  = diag(1; 2; : : : ; m). The
minimizing scale is r^ =
Pm
i=1 i, (see, Kendall, 1984, Dryden and Mardia, 1998).
Table 1.8 summarises Procrustes distance in shape space.
 Partial Procrustes distance, where scale is not removed
dP (X1;X2) = min
 2SOfmg
kZ2   Z1 k
 Full Procrustes distance
dF (X1;X2) = min
r>0; 
kZ2   rZ1 k = sin (X1;X2)
 Riemannian distance
(X1;X2) = 2 arcsin(d12=2)
d12 is the Euclidean distance between X1 and X2
Distance Notation Formula Range
Full Procrustes distance dF

1  (Pmi=1 i)2	 12 0  dF  1
Partial Procrustes distance dP
p
2(1 Pmi=1 i) 12 0  dP  p2
Riemannian distance  arccos(
Pm
i=1 i) 0    2
Table 1.8: Procrustes distances in shape space, taken from Dryden and Mardia (1998)
Tangent Space Coordinates and PCA
A more advanced coordinate system to analyse shape is the tangent space. For a
denition of tangent space please refer to O'Neill (1997). This can be thought as
a linearised version of the shape space. The tangent space coordinates are obtained
by a generalized Procrustes alignment, followed by a projection of the full Procrustes
coordinates into the tangent space about a pole, this is chosen to be the full Procrustes
mean, for details see Dryden and Mardia. Multivariate techniques in tangent space
involving distances to the pole are equivalent to non-Euclidean shape methods requiring
Procrustes distances, provided that the data is not too highly dispersed.
For the analysis and interpretation of multivariate observations, a standard method
which has been used in the tangent space is PCA, for example Cootes et al. (1992).
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1.4.2 Procrustes methods
Procrustes matching has two contexts, matching matrices and matching shape data.
Procrustes techniques were pioneered, initially in the eld of psychology (Mosier, 1939).
Details can be found in Cox and Cox (2000), Gower and Hand (1996). Ordinary Pro-
crustes analysis is the process of matching one matrix to another. The more general
process of matching many congurations is known as general Procrustes analysis which
is an iterative method pioneered by Gower (1975) and Berge (1977), but adapted ex-
plicitly for shapes by Goodall (1991).
1.4.3 An Invariant Approach for the Analysis of Shape
The use of landmark congurations within a coordinate system to describe and analyse
shapes statistically, suers from many diculties. For instance, non-Euclidean distance
metrics and the eects of constrained Euclidean nuisance parameters. The use of a
coordinate free approach overcomes these problems. The matrix of Euclidean distances
between landmarks (EDM) is used to dene shape. For a landmark conguration the
metric distance between labelled points after a suitable normalization is used to dene
its shape. Lele and Richtsmeier (2000) call the matrix of distances between landmarks a
form matrix. As an example consider a simple equilateral triangle X with the following
landmark conguration,
X =
0@ 1 02 0
1:5
p
3
2
1A :
Then the form matrix for X can simply be written as the matrix of Euclidean dis-
tances between landmarks,
FM(X) =
0@ 0 d12 d13d21 0 d23
d31 d32 0
1A :
As dij = dji the unique elements can be taken to give the simplied vector,
FM(X) =
0@ d12d13
d23
1A =
0@ 11
1
1A :
The mean form of a sample is derived from the mean of the corresponding inter-
landmark distances. The nuisance parameters of translation, rotation and scale are
irrelevant. Unfortunately, estimating shape variability still suers from these nuisance
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parameters, but estimators of population moments are statistically consistent. That
is, as the sample size increases the probability that the estimate approaches the true
population moment will increase.
Comparing Form and Shape
As mentioned, the form matrix is purely the inter-landmark Euclidean distances and
so includes size. To get to shape with this approach, the form matrix is scaled using
the geometric mean of the distances,
S(X) =
nY
FMij(X)
o 1
L
:
L is the dimension of the form space, i.e. the number of inter-landmark distances,
L =
k(k   1)
2
and FMi is each inter-landmark distance. So, the shape matrix (SM ) is
SM(X) =
FM(X)
S(X)
;
and the dierence in size between two forms is,
Sdiff =
S(X)
S(Y )
:
As the form space is still Euclidean, dierences in shapes are easily quantied,
SDMi(X ;Y ) = SMi(X)  SMi(Y );
where SDM is the shape dierence matrix and SDMi is shorthand for subtracting
each of the corresponding inter-landmark distance between SM (X) and SM (Y ). If
the mean shapes of two samples are denoted by SM( X) and SM( Y ), then to calculate
the dierence between mean shapes,
SDMi( X ; Y ) = SMi( X)  SMi( Y ):
The Gaussian Noise Model
Quantifying the variability for landmark congurations is more convoluted. The vari-
ability is still dependent on the Euclidean transformations required to match the con-
32
gurations. There are two kinds of variability to consider. The variability between
dimensions and the variability between points. A convenient way to represent this
structure is the Kronecker product. k
m which splits the variance into components
for the k points and m dimensions.
For a Gaussian noise model a conguration has the following distribution,
X  N(X;K 
m):
If translation, t and rotation, R, are applied to the conguration then,
XR + 1t  N(XR+ 1t;k 
R0mR);
which indicates that translation and rotation of a conguration aects both its mean
and its covariance matrix.
As mentioned, the estimation of parameters for a Gaussian model leads to consistent
estimators in the case of an EDM representation, Lele (1993). However, there are
identiability issues. For the EDM approach, the following results hold.
Result 1: The mean landmark conguration matrix X cannot be estimated. However,
FM(X) can be estimated.
Result 2: Neitherk norm can be estimated. Only a singular version ofk denoted
as k and only the eigenvalues of m can be estimated.
k and m are termed the perturbation pattern. The estimation of the exact quan-
tities for the local landmark variation is impossible due to the nuisance parameters.
To summarize, the use of the EDM form representation gives consistent parameter
estimates under a Gaussian noise model. The form matrix is invariant to reection
and the form matrix approach partitions congurations into equivalence classes, called
orbits. This is unambiguous, not suering from the eects of the nuisance parameters.
Methods to explore the form dierence matrix
Often an investigator is interested in local dierences between particular landmarks.
Lele and Richtsmeier (1992) and Lele and Cole (1996) present some tools to investigate
these dierences. A couple of approaches to detect inuential landmarks are outlined.
1. Landmark deletion approach
Dierences between forms can be quantied in terms of the relative form dier-
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ence. In which case, the form dierence matrix of two forms FDM(B;A) consists
of the ratios of the elements of the two forms. Consequently, an element close to
one indicates that the landmark distances are similar between the two forms.
FDM(B;A) =
FMiB
FMiA
Elements of FM(A) and FM(B) are inter-landmark distances. The following
test statistic is used
T =
maxi FDMi(B;A)
mini FDMi(B;A)
to detect inuential landmarks.
(a) Calculate T for all landmarks
(b) For i = 1; : : : ; k delete the ith landmark and recalculate T to give T 1, T 2,
: : : T k
If T exhibits a large drop then this is indicative of inuential landmarks
This procedure can be also be applied to groups of landmarks.
2. Graphical tool for detecting inuential landmarks
The idea is to plot for each landmark the elements of the FDM(B;A) that
include that landmark. This corresponds to rows of the FDM(B;A). Inuential
landmarks can then be identied.
Condence Intervals and Hypothesis Testing using Euclidean Distance Ma-
trix Analysis (EDMA)
Lele and Richtsmeier (1995) introduced procedures to obtain condence intervals for
elements of the form dierence matrix. They proposed two approaches. One is model
based using a Gaussian model for the random error and employs Monte Carlo techniques
to estimate parameters from the samples directly. The second is a bootstrap method,
which does not depend on the assumption of an underlying Gaussian model. The former
is appropriate if the underlying distribution is believed to be Gaussian. If this is not
the case then the bootstrap method is more appropriate provided samples sizes are
sucient. They also propose two methods for hypothesis testing. Essentially, the null
hypothesis states that the shapes are similar. Hypothesis procedures can be employed
to test if dierences in mean form or shape infer that the samples were drawn from
dierent shape or form populations using the SDM and FDM (form dierence matrix).
EDMA-I (Lele, 1991) compares two samples of forms, treating one as a baseline group,
and so is considered a one sided test. There is an assumption that the variances of
the two populations are equal. The procedure calculates the observed ratio Tobs of the
largest and smallest values of the form dierence matrix for the mean shapes of the
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two samples, under the assumption that one group's form is purely a scaled version of
the other.
Tobs =
d^max
d^min
;
where d is an element of the FDM. Tobs can take values greater than or equal to unity
(the baseline group is chosen to ensure this). If the samples are from the same shape
population (any scale dierences between the two groups are removed when taking
the ratio) then Tobs should be close to unity. An estimate for the null hypothesis
distribution of Tobs, stating that the samples are from the same population is obtained
using bootstrap sampling. The null hypothesis is rejected if Tobs falls in the upper %
tail.
EDMA-II (Lele and Cole, 1996) is a two-way test that does not require one group to
be chosen as a baseline. Also, the test does not require the population variance of the
two groups to be equal. The SDM is used to construct the test statistic, which is the
absolute value of the element with the largest absolute value. The mean shape matrices
are dependent on the choice of scaling factor. A Gaussian model is assumed and Monte
Carlo parametric bootstrap samples obtained for the test statistic. The Z statistic is
calculated for each sample. The sample is ordered and used to accept or reject the null
hypothesis if zero is within the chosen 100(1 ) % condence interval. Lele and Cole
point out that if the maximum and minimum absolute values of the SDM(A^ ; B^) are
similar in magnitude the bootstrap histogram may be bimodal, in which case the null
hypothesis should be rejected.
It is emphasized that a simple test between mean shapes is not what is usually
required. Rather, most interest is usually in those dierences within the landmark
congurations. Foe instance, where do landmarks dier signicantly or where are they
similar. This is not captured by simply testing for an overall dierence in shape.
Recovering coordinates from a Euclidean Distance Matrix (EDM)
There is a unique form representation for every landmark conguration,
X 7! FM(X)
which is a single point in the k(k 1)2 dimensional form space. However, there is not a
unique inverse mapping back to the landmark conguration, which is termed an orbit.
A single representative conguration, termed an icon, can be found using metric scaling,
this ensuring the squared Euclidean distance matrix is positive semi-denite. For any
X , k points in Rm, the matrix of Euclidean distances D = [d2rs], where d2rs = kxr   xsk
can be made positive semi-denite, D
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D =  1
2

D   (D1)1
0
k
  1(D1)
0
k
+
10D1
k2

:
Also, given a symmetric D with positive semi-denite D , a conguration of points
can be found in R(k 1) such that D = [d2rs]. A necessary and sucient condition for a
k  k matrix D to be a squared distance matrix is that
w 0Dw  0 8 w 01 = 0,
N.B. rank( D) = rank(X   1(X1)).
The positive semi-denite matrix D will possess m non zero eigenvalues and corre-
sponding eigenvectors. These can now be used to form a representative of the orbit of
FM(X)
Ad = [
p
1v1; : : : ;
p
1vm]:
then, FM(Ad) = FM(X) .
1.4.4 Problems with Procrustes Superimposition
If Procrustes superimposition is applied to a sample of shapes, under the assumption
that they have a Gaussian distribution, then this does not eliminate the Euclidean
nuisance parameters, rather they are constrained. This has the eect of making the
Procrustes mean and variance-covariance matrix inconsistent. Lele (1993) has shown
that in the limit they will not converge to the true population values. Kent and Mardia
(1997) investigated this and found that the Procrustes estimator of shape is consistent
only under the assumption of an isotropic error. Also, PCA based on Procrustes resid-
uals can be misleading when variance is estimated inconsistently (Procrustes residuals
are approximate tangent coordinates). The landmarks farthest away from the cen-
troid are matched closest at the cost of those closer to the centroid. This means that
landmarks close to the centroid have inated variance, while those further away have
deated variance estimates. The eect is most pronounced when the landmark con-
guration is not symmetrical around the centroid. So, for Procrustes superimposition,
variability is driven by the method and not according to the natural variability of the
congurations.
In Chapter 4, an EDM approach is taken to eliminate the problems discussed with
using shape coordinate systems.
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Chapter 2
Simple Component Analysis
2.1 Introduction
In the 1930's Thurstone pioneered the denition of simple structure in factor analy-
sis (for example, Thurstone, 1931). In order to interpret factors, it is desirable to
give the simplest explanation in terms of the observed data. Often no prior labels are
attached to factors and the analysis is used in an exploratory fashion to extract some
lower dimensional denitions from the observed variables. For instance, in a consumer
panel test a derived factor may subsequently be labeled as representing health after
inspection of its weights. Thurstone proposed the following criteria.
1. Factors should have simple structure to explain the correlation between observed
variables, with as many near zero and high weights being present.
2. An observed variable should be weighted heavily on one (or a small number) of
factors.
3. Each factor should have only a few variables highly weighted on it, and therefore
factors are specically related to clusters of interdependent observed variables.
4. Ideally factors should isolate those variables that respond to the same causal
inuence.
PCA (page 3) is a simplifying technique which seeks the true dimensionality of a data
set. A PCA is an optimal linear procedure in that it nds axes in the direction of the
maximum variation in the data and produces scores which are uncorrelated with each
other. Any other linear procedure is sub-optimal to a PCA in this sense. However, a
consequence is that interpretation of its components is compromised and Thurstone's
criteria are not met.
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2.2 The Interpretation of PCA
Table 2.1 shows the loading vectors from a PCA on data collected from another de-
odorant test panel. A subset of twelve variables were chosen for illustration. This
L1 L2 L3 L4 L5
Fresh deodorant -0.287 0.366 -0.212 0.225 -0.008
Fresh on application 0.334 -0.313 0.175 -0.227 -0.201
Pleasant on skin during application 0.339 -0.058 0.122 0.018 -0.433
Gentle on skin 0.324 -0.038 0.008 0.112 -0.514
Did not mark clothes 0.236 0.062 -0.642 -0.136 0.005
Did not leave white marks 0.240 0.048 -0.635 -0.163 -0.002
Feeling fresh all day 0.324 -0.240 -0.018 0.404 0.424
Feeling condent 0.340 -0.236 -0.011 0.398 0.331
Sticky -0.292 -0.356 -0.159 0.341 -0.146
Greasy -0.271 -0.365 -0.181 0.273 -0.214
Wetness -0.271 -0.367 -0.190 0.016 -0.254
Coldness -0.141 -0.501 -0.021 -0.572 0.295
Variance explained 5.45 1.46 1.36 0.89 0.77
Table 2.1: Principal component analysis of deodorant data, showing the rst ve load-
ing vectors. Many small weights are present which together account for a large propor-
tion of the variance. However, these weights make interpretation dicult.
example illustrates that there can be many loadings that although small may together
explain a signicant amount of variation in the data. However, it is dicult to interpret
the importance of each. For example, on L3 there are two values of magnitude 0.6,
ve values of approximate magnitude 0.2 and then ve less than 0.2. These principal
component loadings do not conform to the criteria of Thurstone. Other researchers
have proposed methods to improve the interpretation of PCA. These are outlined in
the following sections and a new method will be discussed in this chapter. The goal
is to replace principal components by a system which is more interpretable. In order
to do this some of the optimal features of a PCA must be sacriced; less variability
will be extracted with each component and they will be correlated with one another,
or axes may become oblique. If the loss is small then it is attractive to use a more
interpretable system. To address this trade o between optimality and simplicity, a
number of approaches have been adopted.
2.2.1 Rotation to Simple Structure
A simpler solution can be sought starting from an optimal system of components ob-
tained from a PCA. A rotation of a subset of the principal components to a simpler
structure will conserve the total variance explained by them, but it becomes more
spread between the components with either a loss of orthonormality or the introduc-
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tion of some correlation between the scores. The varimax procedure, is one of the
earliest methods developed by Kaiser (1958) and forces solutions with a small number
of large weights on each component (page 22). Unfortunately, many small weights can
still be present and although it is tempting to interpret the rotated components in terms
of their large weights, the non-informative weights can still be important. Table 2.2
shows the rotated loadings vectors for the deodorant example.
RL1 RL2 RL3 RL4 RL5
Fresh deodorant -0.253 0.025 -0.076 0.101 -0.327
Fresh on application 0.412 0.026 -0.103 -0.052 0.203
Pleasant on skin during appl 0.443 0.099 -0.186 -0.035 -0.195
Gentle on skin 0.433 0.200 -0.170 0.036 -0.328
Did not mark clothes -0.066 0.038 -0.074 0.568 0.046
Did not leave white marks -0.074 0.026 -0.067 0.566 0.063
Feeling fresh all day -0.197 0.054 0.642 -0.051 -0.008
Feeling condent -0.132 0.079 0.587 -0.052 -0.052
Sticky 0.055 0.487 0.146 -0.012 -0.152
Greasy 0.125 0.484 0.061 0.024 -0.099
Wetness 0.158 0.404 -0.070 0.081 0.056
Coldness 0.009 -0.056 -0.018 0.067 0.805
Variance explained 2.71 2.27 1.91 1.87 1.15
Table 2.2: The rst ve rotated loading vectors for the deodorant example. There
are many more near zero loadings. Although there is now obvious dierentiation, for
instance RL2 where eight of the loadings are near zero, together they still account for
a signicant proportion of the variation.
Practitioners often take loading vectors from a principal component analysis and
select subsets of weights by setting those which appear small to zero. Unfortunately, this
can lead to poor approximations and incorrect interpretation as illustrated by Cadima
and Jollie (1995). They show that interpreting loading vectors based on either the
absolute magnitude of loadings or their correlation with a given component can give
incorrect interpretation of their importance.
2.2.2 The Simplied Component Technique
An alternative to rotated principal components was proposed by Jollie and Uddin
(2000) who formulated the problem into a single step by the addition of a penalty con-
straint to the optimization problem that favours simplicity. This simplied component
technique (SCoT) is formulated by combining the sequential extraction of principal
components with a simplicity constraint such as varimax up front. In so doing, it im-
plicitly manages the trade o between the maximal variance properties of PCA and
simplicity. The method seeks fakg such that
var
 
a 0kx

+ F (ak)
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is maximized, subject to a 0kak = 1 and a
0
jak = 0 or a
0
jak = 0 8 j; k (j 6= k) ; and
where F is a simplicity function such as varimax and  is a simplicity/complexity
parameter. Successive components are found to be either orthogonal or uncorrelated.
SCoT is not equivalent to a PCA followed by the rotation of a subset of components
as the axes remain within the subspace of the chosen components whereas with SCoT
they will not. SCoT nds components sequentially and so those previously found
will not change. However, a rotation of additional PCs may change the nature of all.
SCoT is a more complex optimization problem and nding orthogonal and uncorrelated
components are not equivalent unlike with PCA. As the optimization criteria is more
complex the tendency is to nd local optima. Jollie et al. (2003) replace the explicit
simplifying criterion of SCoT with the LASSO (least absolute shrinkage and selection
operator), Tibshirani (1996), which usually produces some exact zero loadings. In
multiple regression, the LASSO imposes an additional restriction on the coecients.
pX
j=1
jj j  t;
for some tuning parameter t. For suitable values of t, this constraint has the property
that some of the coecients in the regression will be exactly zero. The simplied
component technique using the LASSO (SCotLASS), has the simplifying constraint
pX
j=1
jakj j  t;
where akj is the jth element of the kth loading vector. Like other implementations
of SCoT, SCoTLASS is a non-trivial optimization problem and suers from the same
problems. Zou et al. (2006) point out that SCoTLASS lacks guidance for the choice
of t and that the high computational cost is due to the optimization problem being
non convex. Also the solutions are not sparse enough when requiring a high percent-
age of explained variance. Their method Sparse PCA (SPCA) treats PCA as a ridge
regression problem employing the LASSO. As a procedure, SPCA enjoys advantages in
several aspects, including computational eciency, high explained variance and ability
of identifying important variables. A unied and ecient algorithm has been proposed
to realize SPCA for both regular multivariate data and gene expression arrays where
the number of variables exceeds the number of observations. It allows exible control
of the sparse structure of the resulting loadings. The SPCA criterion gives exact PCA
results when its sparsity (lasso) penalty term vanishes.
2.2.3 Simple Systems of Components
The SCoT and SPCA do not restrict the nonzero loadings to a discrete set of values.
If there is a denition of simplicity then optimal solutions can be sought from simple
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systems of components. These will be truly simple as there is no implicit or explicit
requirement to decide on the importance of particular loadings on the components.
Vines (2000) used simplicity performing transformations to search for loading vectors
which are proportional to integers. These are obtained using constrained rotations and
rescaling with pairs of variables. This approach requires many searches over all pairs of
variables (p (p  1) =2 searches). If in addition to the conditions dened by Thurstone,
simplicity is extended to the form of the weights so that it is not required to decide
if a weight is important then interpretation of individual loadings is trivial; either
anti correlated, correlated or zero. This can be achieved by restricting the weights to
be scaled integers belonging to the set f 1; 0; 1g. This particular set of integers was
termed Hausman weights by Choulakian et al. (2006c) after Hausman (1982) published
a branch and bound algorithm that nds the solution which maximizes the variance but
subject to the integer constraint on the weights. In its original form strict orthogonality
was not imposed, however this was forced by inclusion of a suitable constraint (DeSarbo
and Hausman, 2005). This was shown to be better than an exhaustive search. One
of the problems with this approach is the computational overhead associated with the
branch and bound algorithm and consequently it does not scale well. D'Aspremont
et al. (2004), approximate the covariance matrix by a rank-one matrix using semi-
denite programming to decompose it into sparse factors, minimizing.  aa 0
subject to Card (a)  k. Sparseness is introduced by solving a relaxed optimization
problem where the number of non zero loadings is introduced as a cardinality constraint
k. Recently Witten et al. (2009) consider a penalized matrix decomposition to nd
sparse principal components while Johnstone and Lu (2009) consider their consistency.
A simple system of components using Hausman weights was obtained by the enumer-
ation of all possible congurations for the small deodorant example. The enumerated
solution is shown in Table 2.3 and can be compared with the principal component so-
lution in Table 2.1. The enumerated solutions are found that maximize the objective
function (2.13), and where more than one solution is found the one with the smallest
loss is preferred.
Table 2.3 shows the rst ve unscaled simple components, obtained for the example
deodorant data introduced earlier in this section. These were calculated by the sequen-
tial enumeration of each component. The weights are Hausman weights. In this case
all possible patterns of f-1, 0, 1g are considered for each component and subsequent
components are found subject to those previously found. The coecients 0, 1, are
adjusted to give a component length of unity. The objective function used penalizes
non-orthogonal component loading vectors. This enumeration is not guaranteed to give
the global optimum, which can only be guaranteed if all components are enumerated
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E1 E2 E3 E4 E5
Fresh deodorant 1 1 0 1 0
Fresh on application -1 -1 0 -1 -1
Pleasant on skin during application -1 -1 0 0 -1
Gentle on skin -1 0 0 1 -1
Did not mark clothes -1 1 1 0 1
Did not leave white marks -1 1 1 -1 0
Feeling fresh all day -1 -1 0 1 1
Feeling condent -1 -1 0 1 1
Sticky 1 -1 1 1 0
Greasy 1 -1 1 0 -1
Wetness 1 -1 0 -1 1
Coldness 0 -1 0 -1 1
Variance explained 5.29 1.37 1.17 0.81 0.77
Table 2.3: The unscaled enumerated simple components for the deodorant example
simultaneously. Similarities can be seen between the principal components and the
simple components. The smallest loading on L1 becomes zero on E1. The remain-
ing coecients on E1 are 1, but opposite signs to L1, but these can be reversed.
Corresponding principal components and simple components explain roughly the same
variation. The loadings are clear to interpret, for example, previously L3 had ve load-
ings that were less than 0.2. The enumerated component E3 now is sparse and its
interpretation is a weighted average representing the propensity of the deodorant not
to mark clothes and to feel greasy and sticky. The optimization criterion used for the
enumeration is an analogue of PCA, the loadings obtained after a rotation such as the
varimax may dierentiate better due to the nature of the varimax criterion. However,
any optimization criterion can be used with the enumeration. Another advantage of
this approach over PCA is that the loadings are always Hausman weights. For larger
problems the PCA loadings will become smaller and harder to dierentiate, due to the
length constraint of unity placed on the principal component.
Techniques that approximate principal components
Recently Chipman and Gu (2005) extended the earlier work of Vines to produce load-
ing vectors proportional to vectors of small integers, but individually close to their PC
counterparts (measured by their angle) and pairwise orthogonal. Simplicity is consid-
ered in the broad sense of the appearance of useful structure in the loadings. Rather
than solve an explicitly constrained optimization, Chipman and Gu introduce sparse-
ness and homogeneity into the loadings. A homogeneity constraint causes each weight
to be proportional to 1 or 0, which are Hausman weights. If the weights are con-
strained to sum to zero this will favour contrasts. There are 3p=2 possible values for
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the loading vector a i. To nd the best a i the angle to the ith principal component is
minimized subject to the weights taking values of zero or c, where c is determined by
the length of the vector (2.1). This is tested by minimizing arccos (u 0ia i) or equivalently
maximizing u 0ia i; u i is the ith principal component direction. The original principal
component axis u i, is truncated by taking the largest absolute weights for increasing
length k and replacing with 1 or -1. For illustration, in the example taken from their
article the component direction u i = (0:41; 0:03; 0:42; 0:81) is approximated with k
= 1 to 4 non-zero elements,
a i = ( 0; 0; 0; 1) k = 1
a i =
1p
2
( 0; 0; 1; 1) k = 2
a i =
1p
3
( 1; 0; 1; 1) k = 3
a i =
1
2
( 1; 1; 1; 1) k = 4; (2.1)
in which case [1 0  1 1]=p3 is closest to u i with an angle of 18.8 degrees. Sparse solutions
are desirable as this separates out interdependent variables onto separate components.
Sparsity constraints are implemented using one of the following penalties:
C1 =

(=2)
+
k
p
or
C2 = (p  k) (cos ) ;
where  is the angle between the a i and u i and  is a tuning parameter. In the case
of C1, as  increases the components become more sparse. For C2, the solutions will
become less sparse. A stepwise algorithm is proposed which involves nding each in-
terpretable component sequentially, by deating the covariance matrix after each com-
ponent is found. Then the next component is approximated to the largest eigenvector
corresponding to the largest eigenvalue of the residual covariance matrix.
The algorithm scales linearly, but cannot guarantee explaining maximal variance. Ac-
cording to Chipman and Gu it performs similarly to Vines approach except when Vines
loading vectors are proportional to large integers. As this approach approximates prin-
cipal components by ignoring small weights, it is susceptible to the problems discussed
earlier in Section 1.1.3, as many combinations of variables are ignored and there is
an explicit assumption that the largest weights are the most important. To ensure
that the components do not diverge too far from the principal components, deation
of the covariance matrix is included. Then, subsequent components match the largest
eigenvector of the current deated covariance matrix. Anaya-Izquierdo et al. (2008)
discuss a method to nd simple components that approximate the principal compo-
nents using an approach similar to Chipman and Gu (2005). However, this diers in
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that the algorithm ensures that the components are orthogonal by nding a subspace
that is guaranteed to be orthogonal. However, the weights cannot always be Hausman,
as there is no guarantee that solutions with purely Hausman weights exist in a strictly
orthogonal subspace.
Hausman Principal Components
Choulakian (2001, 2003, 2005, 2006a), Choulakian et al. (2006b) describe a two step
method to obtain Hausman principal components (HPC), using the centroid method
originally proposed by Burt (1917), and further developed by Thurstone (1931). The
centroid method gives approximate principal components with scaled integer weights
belonging to f1; 1g. Weights are then chosen to be zeroed based on nding the subset
that best approximates the original principal component, consistent with the ideas
presented in Cadima and Jollie (1995). The rst stage solves the problem
max aZZ 0a subject to ai 2 f 1; 1g for i = 1; : : : ; n
where Z is a n p standardized data matrix and a 2 Rn. This takes (2p   1) centroid
PCAs which is NP hard and produces loadings of 1 or -1. The second stage is com-
binatorial taking pairs of variables and assessing the change in the average variance
after their deletion from the centroid solution of stage one. A global solution is not
guaranteed.
Clustering Approach
Rousson and Gasser (2004) proposed a method in two steps to nd interpretable com-
ponents. These are suboptimal sacricing some of the information and inducing corre-
lation. The structure in the correlation matrix is exploited by clustering the variables
into multiple blocks that are not too correlated. The correlation between components
should remain low if they are to be interpreted independently. The method allows
more than one block component, unlike PCA which usually denes only one. The
block components are found using agglomerative clustering. Once the blocks are found
contrasts are derived iteratively. The contrasts sum to zero and are found within blocks
by regressing the already extracted components onto the original variables and then
taking the rst principal component of the residual correlation matrix. However, these
are not necessarily orthogonal. As each contrast is found it is simplied by counting
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the number of positive and negative PCA loadings. For example,
PC Loading Simplied Loading
0:027 2
 0:388  4
0:032 2
0:579 2
0:164 2
 0:697  4
so that the principal component loadings in column one would become the contrast
in column two. In this case there are four positive loadings and so the two negative
loadings are replaced by the integer -4 and the positive loadings by the integer 2.
2.2.4 Problem Complexity
In an article by Ferrez et al. (2005) the complexity of solving a xed rank quadratic
optimization with discrete values restricted to be in the set f0; 1g shows the diculty
involved in solving this simpler problem. Due to its combinatorial nature it is not
open to dynamic programming (the centroid method provides an heuristic method to
nd approximate principal components). Other direct optimization approaches such
as branch and bound and semi-denite programming (SDP) do not scale well. As
discussed other approaches either use a penalized form of optimization but still nd
real valued loadings or approximate principal components with discrete values. In some
of the latter cases consideration is given to the problems explored by Cadima and Jollie
(1995, 2001), for example Hausman principal components Choulakian et al. (2006c).
Simple component analysis Rousson and Gasser (2004) retain the sign of the principal
component loadings within contrasts.
Heuristic strategies such as a greedy search have been found to nd good solutions in
tractable time for some problems. A greedy algorithm is any algorithm that follows the
problem solving meta-heuristic of making the locally optimal choice at each stage with
the hope of nding the global optimum (see, Cormen et al., 2001, for an introductory
text). One of the goals of this thesis is to nd tractable simple solutions for large data
sets, containing potentially hundreds of variables. A greedy approach may allow good
solutions to be found in the sense of maximizing variance and can be combined with
other structure simplifying approaches.
2.3 Finding Simple Components
The problem of nding components that sequentially maximize the variance explained
can be posed in a dierent manner to that described in Chapter 1. Components are
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constructed from data as weighted sums of the variables. If X is a n p centred data
matrix (n observations on p variables) then the projection of X onto a vector w1 will
form scores y1 on the axis dened by w1,
y1 = X
w1
kw1k : (2.2)
Principal components nds the axis w1 such that data projected onto it accounts for
the maximum amount of variation, so that
var (y1) =
w01X
0Xw1
w01w1
(2.3)
is maximized.
X 0X is related to the sample covariance matrix S, and is symmetric and positive semi
denite (x 0Sx  0 8 x). The w1 that maximizes the quotient is the eigenvector asso-
ciated with the largest eigenvalue. Then, under the condition of orthogonality between
axes, the next axis w2 explains the most variation after that, subject to w
0
2w1 = 0,
and is the eigenvector associated with the second largest eigenvalue and so on for
w3; : : : ;wp.
Mathematically, the problem of nding Hausman weighted vectors to explain the
maximum amount of variation subject to some penalty is
max
w
w0Sw
w0w
    loss (2.4)
or
max
w
w0S2w
w0Sw
    loss
subject to wi 2 f 1; 0; 1g, and  is a penalty parameter whose value also has to be
chosen. The loss can favour components which are orthogonal, for example
loss =
kX
i=1

a 0iw
ka ik kwk
2
(2.5)
or have uncorrelated scores
loss =
kX
i=1
corr

Xa i
ka ik ;
Xw
kwk
2
(2.6)
where a i is a previously found weight vector and the square is taken to ensure the
loss is greater than zero. Another interesting case is when solutions are sought where
the components have maximum correlation with each, other or within a subset. The
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utility of orthogonal correlated components is investigated in Chapter 3 in the context
of rotating principal components. In the context of simple components a modied loss
could be used. Unfortunately, this is not accessible to techniques such as dynamic pro-
gramming. The complexity of solving the simpler unconstrained convex optimization
problem was mentioned earlier
max
w
w 0Sw subject to wi 2 f0; 1g : (2.7)
In essence, to nd a globally maximum solution previously found, weights may require
further updating. Full enumeration is impracticable for large data sets; for example
a data set with twenty variables would require 3
20
2 comparisons to nd the rst com-
ponent. Greedy algorithms can provide computationally tractable solutions, which
although not globally optimum, may still provide very good solutions.
2.4 A New Greedy Algorithm to Find Simple Compo-
nents
An algorithm is termed greedy if at an iteration it only considers the best local solution
and does not reconsider any previous decision. Full enumeration of a single component
consisting of p loadings requires the comparison of (3p   1) =2 cases. This is feasible
for small problems but not tractable for larger numbers of variables. Dynamic pro-
gramming approaches are not appropriate as previously considered cases can become
important after considering subsequent cases.
It is proposed that variable tuples are considered together and these are fully enumer-
ated. If all combinations of k tuples are taken then solutions are found which although
not guaranteed to be globally optimum may provide good solutions compared to the
optimal properties of PCA. There are p!=(p  k)!k! combinations to consider on a com-
ponent and each k tuple requires 3k patterns to be considered. As a simple illustration
taking pairwise tuples, the patterns to consider for each pair (i; j) of variable loadings
are shown in Table 2.4
The idea is presented in pseudo-code as Algorithm 1. To initialize a random or
homogeneous vector is used. Alternatively the sign function can be applied to threshold
the principal component, where any weight with absolute value less than a chosen
threshold is zeroed. Combinations are considered at random from the p!=(p   k)!k!
possibilities. To extract all p components there are
p3k
p!
(p  k)!k!
combinations to evaluate. To be useful the number of comparisons should be consider-
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ith jth
0 0
0 1
0 -1
1 0
1 1
1 -1
-1 0
-1 1
-1 -1
Table 2.4: Each row is the pair of simple unscaled loadings to consider for the selected
pair of variables
ably less than full enumeration, so that
3k
p!
(p  k)!k! <<
3p   1
2
If k is kept small, less than 3 or 4 then solutions for large data sets become feasible.
In fact k must be less than 0:4p to be a better option than enumeration. For small k
the algorithm may be repeated starting from the best solution found to date. Once a
simple component has been found the next is found subject to maximizing the objective
described earlier in equation (2.4).
If strict orthogonality is required, then a subsequent simple component could be
sought with the extra constraint that it is in the p   q subspace orthogonal to the
q components already found. However, a simple component consisting of Hausman
weights is not guaranteed to be in an orthogonal subspace. Alternatively, in a similar
way to principal component regression the simple components can be regressed onto an
independent variable, in which case it is desirable for them to be uncorrelated.
Finding principal components sequentially is optimal as the global solution is the
solution to an eigenvalue problem, however for simple components this is not the case.
Consequently, better solutions may be obtained by considering groups of simple com-
ponents simultaneously. However, the search space is expanded. If q is the number of
components to consider together and k the tuple size to consider across the q compo-
nents, then the number of comparisons is
3kq
p!
(p  k)!k! (2.8)
as each k tuple across q components requires 3kq comparisons. Sequentially there are
q3k
p!
(p  k)!k! (2.9)
comparisons. So nding components simultaneously requires
p!
 
3qk   q3k
(p  k)!k!
48
extra comparisons or
3k(q 1)
q
times as many. For example to nd 3 simple components simultaneously for a problem
involving 20 variables, simultaneous enumeration requires 3203  41028 comparisons;
simultaneous simple components taking pairs requires 138,510 and sequential simple
components requires 5,130. Sequential enumeration would require 3 320=2  59 com-
parisons. Clearly full simultaneous enumeration is likely to be impractical. Sequential
enumeration would be practical for small problems and simultaneous simple compo-
nents would be tractable for moderate size problems. However a sequential simple
component approach may nd solutions to large problems so long as these solutions
are close to principal components in terms of the variance they explain and their or-
thogonality or correlation.
Input: Covariance matrix S (p p). The number of components to nd. The
number of elements to consider simultaneously k. The penalty weight 
Output: Simple Component set C (q  p)
repeat
repeat
Initialize the simple component f Random, First Principal Component,
Vector of Onesg
Apply threshold to make it simple
Reorganize the vector and covariance into xed and variable parts to
reduce computation
forall the possible patterns (see Table 2.4) for k variables do
Evaluate the loss in Equation (2.13) and keep the best solution
end
until All k combinations of p variables have been evaluated ;
until All q components are extracted ;
Algorithm 1: Outline of the basic greedy search approach to nd simple components.
Returning to the example in Section 2.2, Table 2.5 shows the simple components
found for k = 3 using a squared orthogonal penalty. This can be compared with those
found by enumeration, Table 2.3. Notice that the rst three components describe iden-
tical axes. However, the enumerated solutions explain slightly more variation overall.
This is still encouraging as the number of comparisons is substantially less than full
enumeration. Full enumeration of q components requires q 3
p
2 comparisons. For these
data this equates to 1; 328; 600 comparisons by enumeration compared to 29; 700 us-
ing the simple component search. In this case the simple component solution is more
sparse than after sequential enumeration. For instance SC4 can be easily interpreted
as a contrast between the freshness on application of the deodorant, compared to the
freshness after application and feeling condence. SC5 contrasts freshness with gentle
and pleasant. The performance of the sequential simple component algorithm is ex-
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SC1 SC2 SC3 SC4 SC5
Fresh deodorant 1 1 0 1 1
Fresh on application -1 -1 0 -1 0
Pleasant on skin during application -1 -1 0 0 1
Gentle on skin -1 0 0 0 1
Did not mark clothes -1 1 1 0 0
Did not leave white marks -1 1 1 0 0
Feeling fresh all day -1 -1 0 1 -1
Feeling condent -1 -1 0 1 0
Sticky 1 -1 1 0 0
Greasy 1 -1 1 0 0
Wetness 1 -1 0 0 0
Coldness 0 -1 0 0 1
Variance explained 5.29 1.38 1.17 0.77 0.6
Table 2.5: The unscaled components found with the simple component algorithm (k =
3, squared orthogonal penalty).
plored in the next section. If good solutions are found in polynomial time then there
may be value for large problems.
2.5 Assessing the Quality of Solutions
This section considers the quality of solutions found when nding simple components.
The following are considered when comparing component sets,
1. How much of the variance is explained compared to PCA, which is sequentially
optimal
2. How correlated are the resultant simple component set
3. Is there a loss of orthogonality
4. The reconstruction error when re-estimating the data matrix from a simple com-
ponents set compared to PCA.
5. Interpretable components cannot be guaranteed, however simplicity as measured
by sparsity and contrasts will often lead to more interpretable components.
How to assess the quality of a component set, which can be correlated and non-
orthogonal, is reviewed by Gervini and Rousson (2004). They maintain that any
measure must possess generality and uniqueness. Generality refers to a criteria be-
ing applicable to a broad range of unit norm components with linearly independent
loading vectors. Consequently, any criterion which depends on the loading vectors be-
ing orthogonal or uncorrelated will violate generality. To show uniqueness the variance
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of the measure must be maximized by the rst q principal components, so that any
correlation or loss of orthogonality between a set of loading vectors is penalized. The
best linear predictor (BLP), correlation of projections (CP), generalized variance (GV)
and RV-coecient (RV) do not dierentiate adequately between component sets based
on these criteria. For example, the BLP only depends on the subspace spanned by the
loading vectors and so is invariant after a rotation or any full rank transformation. The
GV is maximized by the principal components, without assuming the loading vectors
are orthogonal or uncorrelated and so satises generality. However, it is invariant under
rotation and so is not unique.
2.5.1 Metrics
The following measures were chosen to quantify the performance of the simple compo-
nent algorithm.
1. Gervini and Rousson develop criteria to evaluate the loss of orthogonality and in-
crease in correlation compared to a subset of principal components. The corrected
sum of the variance (CSV) is dened as
CSV(Aq) =
trace
 
A 0qSAq

trace (q)
 
Pq
k=2

a 0kSA (k 1)

A 0(k 1)SA (k 1)
 1
A 0(k 1)Sak

trace (q)
= Opt1  Opt2; (2.10)
where Aq is the matrix whose columns are the weight vectors of the q chosen
components and q is a diagonal matrix of eigenvalues from the corresponding
q principal components.
It captures the contribution of adding successive components to the system by
summing the residual variance. If the system is correlated then the second term
(Opt2) will be non-zero. In fact, the second term will be zero if and only if the
components are the principal components, and then the rst term (Opt1) will be
unity. Thus, CSV(Aq)  1 in general, with CSV(Aq) = 1 () Aq = Uq, where
Uq is a set of q principal component loading vectors.
The CSV and its components Opt1 and Opt2 can be used to compare systems
for their correlation and orthogonality. The value of Opt2 = Opt1   CSV (Aq)
is a measure of the correlation between components. One draw back is that it
is not symmetric in the q components, so the value of CSV(Aq) depends on the
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ordering of the components. For consistency components are ordered in terms of
the descending variance explained.
2. A simple measure of orthogonality of a set of components A is
P
j>i (a
0
iaj)
2. An
orthogonal set has a value of zero. For equal numbers of components the value
can be used to rank the solutions.
3. Reconstruction error
The principal components will give minimal reconstruction error. If a subset of
component loading vectors are taken Yk = XAk, then the reconstructed data
X^ = Yk(Y
0
kYk)
 1Y 0kX = YkP^. The error is then E = X   X^ = X  YkP^.
The trace of the variance of E gives the unexplained variance when reconstructing
the original data using the chosen k axes of A .
4. Recovery of a known structure would be another possibility.
The solutions are assessed using these metrics.The principal components are optimal
in certain ways. However, another benchmark is the full enumeration of simple compo-
nents by considering every possible combination using the same optimization criterion
as for the simple components. In addition to PCA and full enumeration comparisons
are made against a random search where loadings are selected from Hausman weights
f-1,0,1g at random at each step for the same number of iterations as the simple com-
ponent algorithm.
2.5.2 The Choice of Penalty Parameter
The variable selection algorithm proposed by Cadima and Jollie (2001) was used
to extract a twelve variable subset from the deodorant sensory data introduced in
Section 1.1.3. This subset best correlated with the full set of principal components.
The variables selected are shown in Table 2.6 and these are the ones which will be
used to assess the simple component algorithm and choice of the penalty parameter.
Simple components using an orthogonal loss (2.5) were extracted from the 12 variable
subset using the correlation matrix. Figures 2.1, 2.2 show how the simple component
algorithm performs over a range of tuple sizes from 1 to 11 for the penalty parameter
set to 0.1, 1 and 10. The full set of 12 components are considered. Notice that the
CSV is less than one across the range of k. In all cases the systems are correlated.
The loss of orthogonality for the systems under the three chosen penalty parameters
indicates that even for a penalty parameter of 10 there is some loss of orthogonality
across the range of k and is 1.9 at its lowest for the full set of 12 components. Clearly
for a correlation matrix this suggests that the penalty parameter should be larger than
1.0. In Figure 2.1 the CSV is slightly better at lower k for a penalty of 10, however
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Overall opinion of eectiveness
Dried quickly
Rollball glided over skin
Fragrance lasted long enough for me
Marked clothes
How sticky whilst applying
Gave me day long protection against wetness
Pack did not become messy
Easy to apply the right amount
How cold whilst applying
How easy to wash o skin
How often applied rollon
Table 2.6: The 12 selected variables
this can be explained by the slight loss of orthogonality shown in 2.2. Also even for a
penalty of 10 the CSV < Opt1 indicating that the component scores are correlated. For
k=2 or 3 the values of CSV, Opt1 and the loss of orthogonality are not very dierent
for those for larger values of k. Figures 2.3, 2.41 show similar plots for penalties 10,
100 and 1000 for k 1 to 11. The penalty parameter of 1000 shows the smallest loss of
orthogonality. If the loss is small for k < 4 then the algorithm may be useful for large
data sets.
When using a penalty based on the squared correlation between components, equa-
tion (2.6), the picture is dierent. For this problem  should be greater than one,
however once  is of the of order of 100 or more the performance drops. Figures 2.5
and 2.6, show the performance for  of 0.1, 1 and 10. Figures 2.7 and 2.8 show the
CSV and Opt1 for values of  of 10, 100 and 1000. In Figure 2.7 the CSV is greater and
Opt1 closer to unity when  is 10 than when it is 100 or 1000 and this is the case for all
values of k. An explanation for this may be that because the algorithm is sequential,
if a large  nds a very good solution for the rst components, the second or third for
instance, then this may prevent better solutions being found later and thus reduce the
performance of the complete set.
Variability
Figure 2.9 shows the variability in the CSV and Opt1 performance measures for an
orthogonal penalty and Figure 2.10 for correlation penalty. The variability was calcu-
lated for twenty runs for each tuple size k. and then calculating the mean and standard
1It might be expected that the loss of orthogonality would decrease monotonically with increasing
k, but this is not the case in Figure 2.4. However, as the greedy algorithm is sequential and nds the
best local solution at each step, monotonicity cannot be guaranteed. For example, very good solutions
found early can prevent a better global solution later.
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Figure 2.1: The CSV for simple components using a squared orthogonal penalty. These
are plotted for dierent orders of the penalty parameter ().
deviation of the CSV and Opt1 measures. Figures 2.9, 2.10 show the variability in the
CSV and Opt1 over the lower k range, 1 to 5. The plots are based on ten repeats,
for  = 1000 for an orthogonal penalty and  = 10 for a squared correlation penalty.
The algorithm was seeded with random simple vectors. Variability, even using lower k
values, 2 or 3 is low.
One of the intended applications of simple components in this thesis is the application
to large data sets. The major computational overhead is the choice of k. If the perfor-
mance of the algorithm is good with small k then this makes large problems tractable.
To this end reducing k, but increasing the the number of restarts within the algorithm
may provide a speed up. For each component the best solution found after a complete
step can be fed back in as the new starting vector.
Meta-heuristic Choice for 
For both the orthogonal and correlation penalty, extreme values of  may not produce
the best solutions. At the lower extreme where  is close to zero, a solution will be
obtained where all the components are identical, and the loss of orthogonality is the
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Figure 2.2: The loss of orthogonality for simple components using a squared orthogonal
penalty. These are plotted for dierent orders of the penalty parameter ().
number of variables, p. At the other extreme, when the loss function is driven by the
penalty, directions of high variability are missed when the loss of orthogonality is very
small but acceptable. So low or very high penalty values seem a bad choice.
There is no way to determine the 'best' value for the penalty parameter a priori and
the choice will be problem dependent. If for instance a covariance matrix is used then
the variances may be large, however the loss is always bounded 2
0  loss  p  1:
The variance is partitioned by the eigenvalues of the covariance matrix and these can
provide some guidance as to the magnitude of the penalty parameter.
One strategy is to use the eigenvalue corresponding to the last found component,
and use this as the current penalty parameter. As the variation in the data can be
2At each step the current solution is assessed for its squared orthogonal loss against the previously
found loading vectors. The largest this can be is p  1 as in the case of the nal pth loading vector. In
the general case the maximum loss is the sum of the squared loss between all pairs of loading vectors
and so for the full set is p(p  1)=2. In Figure 2.6 for example, where p = 12, the maximum orthogonal
loss of the system is 66.
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Figure 2.3: The CSV and Opt1 is plotted for the twelve variable deodorant data for
large penalties. The lower lines are the CSV values and the upper the corresponding
Opt1 values. The dierence between Opt1 and the CSV values is a measure of the
correlation of the component system.
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Figure 2.4: The orthogonal loss plotted for the squared orthogonal penalty when  2
f10; 100; 1000g
57
Figure 2.5: The CSV for values of  2 f0:1; 1; 10g when the penalty is based on a
squared correlation.
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Figure 2.6: The loss of orthogonality for a penalty based on a squared correlation, and
 2 f0:1; 1; 10g.
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Figure 2.7: The CSV (lower plots) and Opt1 (upper plots) based on a squared correla-
tion penalty, for high values of the penalty parameter,  .
60
1 2 3 4 5 6
3
4
5
6
7
8
9
10
Simple Components − Orthogonal Loss
k
L
o
s
s
 o
f 
O
rt
h
o
g
o
n
a
lit
y
= 10
= 100
= 1000
t
t
t
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larger penalty parameter values, 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Figure 2.9: The reproducibility in the CSV and Opt1 values for simple components
using a squared orthogonal penalty.
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Figure 2.10: The reproducibility in the CSV and Opt1 for simple components using a
squared correlation penalty.
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partitioned exactly using the eigenvalues these may provide a heuristic approach to
determine some bounds on  . A simple idea is to use the total variation in the data as
a penalty or the largest eigenvalue. If a component becomes close to the rst principal
component then this incurs a penalty of 1 and the objective function is close to zero.
For a given component wk its variance will be bounded by the eigenvalues k 1 and
k+1. If an acceptable loss of orthogonality is dened as , then one strategy is to
choose k to be
k =
(k 1   k+1)

:
The problem of choosing  now becomes that of choosing . The closeness of two unit
vectors is measured by the cosine of the angle  between them,
w 0iw j = cos :
Dening  in terms of this angle,
w 0iw j = cos

2
  

= sin :
If an acceptable loss is chosen to be ve degrees then  is 0:0872 radians and the
objective function becomes
max
wk
w 0kSwk
w 0kwk
  11:5 (k 1   k+1) loss
Another approach is to recognise that early on there are more degrees of freedom
available in the data in which to nd components of high variability that are orthogonal.
It may make sense to weight the loss less severely than later when the amount of
variation available and the degrees of freedom are less. A strategy is to nd w1 from
max
w1
w1
0Sw1
w10w1
< 1; (2.11)
which must be less than the eigenvalue of u1. Now use 1 as the penalty,
max
w2
w2
0Sw2
w20w2
  1  loss: (2.12)
The process continues by nding w3 subject to  = 1+ 2 and so on. So for the nal
component,
max
wp
wp
0Swp
wp0wp
 
p 1X
i=1
i  loss (2.13)
Six strategies are compared, which are listed in Table 2.7. Table 2.8 show the perfor-
mance values obtained for each of the strategies.
All the solutions for both the full set of twelve components, and ve components,
indicate that setting k to the current eigenvalue is a poor choice (strategy 5). In all
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1. The total variation  =
Pp
i=1 i
2. The largest eigenvalue  = 1
3. k = (k 1   k+1) =, where  is the angle in radians. In the case of an orthogo-
nal penalty,  refers to the angle between the component axes. For a correlation
penalty, this is the loss of orthogonality between the component scores. In this
case an orthogonal loss of ve degrees between component axes was chosen, ex-
pressed in radians.
4. k =
Pk 1
i=1 i
5. k = k
6. The CSV used as an optimization criterion, i.e. replacing equations (2.5) or (2.6).
No penalty parameter is required as the CSV is unique and bounded.
Table 2.7: Strategies to choose suitable values of the penalty parameter 
Approach Penalty Type k q CSV Opt1 System Correlation Orthogonal loss
(Opt1 - CSV)
1 Orthogonal 2 12 0.93 0.97 0.11 3.12
2 0.91 1.26 0.26 4.56
3 0.94 0.95 0.09 2.55
4 0.93 0.98 0.15 3.98
5 0.39 2.04 2.32 34.22
6 0.96 1.01 0.05 3.28
1 Correlation 2 12 0.91 0.97 0.05 5.45
2 0.75 1.26 0.51 5.60
3 0.91 0.95 0.04 4.85
4 0.89 0.98 0.08 5.73
5 0.56 2.04 1.48 13.10
1 Orthogonal 2 5 0.86 0.92 0.02 0.00
2 0.94 0.92 0.06 0.55
3 0.90 0.89 0.01 0.00
4 0.91 0.94 0.06 0.45
5 0.65 1.32 1.11 5.12
6 0.95 0.97 0.01 0.60
1 Correlation 2 5 0.92 0.92 0.00 0.20
2 0.92 0.92 0.00 0.27
3 0.88 0.89 0.00 0.59
4 0.94 0.94 0.00 0.18
5 0.79 1.32 0.53 1.53
Table 2.8: Table showing the performance of each of the penalty strategies listed in 2.7.
Solutions were found for ve and twelve components (q), for a tuple size of two (k).
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cases there is a relatively large loss of orthogonality compared to the other strategies
and the CSV is low. This is more marked for an orthogonal penalty than a correlation
penalty. Strategies, 1, 3, 4 and 6 perform well, but 2 does not perform so well on the
full set of components, particularly when a correlation penalty is employed. In fact the
system correlation is higher (0.51) than for the corresponding orthogonal penalty (0.26).
There are dierences between the use of an orthogonal penalty and a correlation penalty.
Strategy 3 performs better with an orthogonal penalty. Using the CSV (strategy 6)
produces good results across the board, as expected it focusses on reducing the system
correlation at the expense of orthogonality, however, this loss is still comparable with
other strategies.
Benchmarks
Figures 2.11, 2.12, show the performance of simple components against random search
and full enumeration. Five components of the twelve possible were extracted. A penalty
of twelve was chosen, which is the total variation using the correlation matrix. Enu-
meration achieves a CSV of 0.95, a Opt1 of 1.07, and a loss of orthogonality of 1.90.
This indicates that the component scores are slightly correlated. For k = 3 or 4, simple
components is performing close to that of sequential enumeration. The random search
performs signicantly worse.
The component loadings for each algorithm are shown in Table 2.9. Both simple
components and enumeration nd the same rst component, however the second dier
slightly in that how easy to wash o skin and how often applied rollon are reversed in
sign. The enumerated solution explains more variation and an interpretation could be
a contrast between ecacy and product properties, where how often applied rollon is
correlated with ecacy and how easy to wash o skin with product properties. E7 is
extremely sparse and is a simple average of how easy to wash o the product and how
often it is applied. None of the simple components are this sparse, but C3 is a simple
contrast between the deodorant's properties on the skin versus how often it is applied
and some aspects of its ecacy i.e. wetness protection and fragrance.
Reconstruction Error
Figures 2.13 shows the reconstruction error, as described in Section 2.5.1, for the full
set of sensory data introduced in Section 1.1.3, consisting of forty nine variables. The
unexplained variance is calculated as each component is added to the component set.
PCA is optimal and has the smallest reconstruction error possible. Notice that for
simple components where k is two or three, the unexplained variance is favourable.
Figure 2.14 shows the unexplained variance for the rst ten components. The variance
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Simple Components (k=3) C1 C2 C3 C4 C5 C6 C7
overall opinion - eective -1 -1 0 0 -1 -1 0
dried quickly -1 0 1 1 0 0 1
rollball glided over skin -1 1 0 -1 -1 0 1
fragrance lasted long enough for me -1 -1 -1 1 1 -1 0
marked clothes 1 0 0 -1 0 -1 1
how sticky whilst applying -1 0 1 1 -1 0 0
gave me day-long protection- wetness -1 -1 -1 -1 -1 1 0
pack did not become messy -1 1 0 -1 0 0 -1
easy to apply the right amount -1 1 0 -1 1 -1 0
how cold whilst applying -1 0 0 0 1 1 1
how easy to wash o skin 0 -1 1 -1 0 -1 0
how often applied rollon 0 1 -1 1 -1 -1 1
Variance explained 3.73 1.14 1.14 0.87 0.84 0.80 0.76
CSV 0.95 Opt1 1.02 Opt2 0.07 Orth loss 2.90
Enumeration E1 E2 E3 E4 E5 E6 E7
overall opinion - eective 1 1 1 0 1 1 0
dried quickly 1 0 0 1 -1 1 0
rollball glided over skin 1 -1 1 0 1 -1 0
fragrance lasted long enough for me 1 1 -1 0 1 0 0
marked clothes -1 0 1 0 1 1 0
how sticky whilst applying 1 0 0 1 -1 1 0
gave me day-long protection- wetness 1 1 -1 0 1 0 0
pack did not become messy 1 -1 -1 -1 0 1 0
easy to apply the right amount 1 -1 -1 -1 0 1 0
how cold whilst applying 1 0 -1 0 -1 -1 0
how easy to wash o skin 0 -1 -1 1 1 0 1
how often applied rollon 0 1 1 -1 -1 0 1
Variance explained 3.73 1.18 1.09 1.07 1.03 0.92 0.89
CSV 0.95 Opt1 1.07 Opt2 0.12 Orth loss 1.90
Random Search (k=3) R1 R2 R3 R4 R5 R6 R7
overall opinion - eective -1 0 1 0 -1 1 -1
dried quickly -1 0 0 0 0 0 1
rollball glided over skin 0 1 1 -1 1 1 1
fragrance lasted long enough for me -1 -1 1 1 1 0 0
marked clothes 1 -1 0 -1 0 1 1
how sticky whilst applying -1 0 0 -1 -1 -1 1
gave me day-long protection- wetness -1 0 0 1 -1 1 1
pack did not become messy 0 1 1 0 -1 -1 1
easy to apply the right amount -1 1 -1 0 1 0 0
how cold whilst applying -1 0 -1 -1 -1 1 0
how easy to wash o skin 0 0 1 -1 0 0 -1
how often applied rollon 1 1 0 1 -1 1 0
Variance explained 3.03 1.43 0.97 0.97 0.93 0.82 0.80
CSV 0.87 Opt1 1.04 Opt2 0.17 Orth loss 4.52
Table 2.9: The loadings for the benchmark example, showing simple components, se-
quential enumeration and random search.
67
Figure 2.11: The comparison of the simple component algorithm against the bench-
marks (enumeration and random search). CSV (lower plots) and Opt1 (upper plots).
explained and cumulative variance explained compared to PCA is shown in Figures 2.15
and 2.16. From the cumulative percentage of variance explained, 80 % of the variation
in the data is explained by twenty principal components, and thirty simple components.
2.5.3 Adaptations
The simple component search nds simple axes which maximize the observed variance
in a data set. Orthogonal axes or uncorrelated scores are preferred by penalizing with
the penalty functions described in equations (2.5) and (2.6). However, these rely on
the choice of a penalty parameter to provide near orthogonal axes or lower correlated
scores. The CSV criterion is generally applicable and unique for any Aq and assesses
the loss of orthogonality and the increase in correlation compared to PCA. It can be
used as an optimization criterion, equation (2.10). This criterion is available in the R
package by Rousson and Maechler (2009), which nds simplied components (Rousson
and Gasser, 2004).
An alternative approach is to use a criterion based on a modication of the CSV.
The objective in equation (2.14) could be used to favour solutions that have orthogonal
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Figure 2.12: The comparison of the simple component algorithm against the bench-
marks (enumeration and random search). Loss of orthogonality.
weight vectors but with highly correlated scores. Opt2 will select components with
correlated scores, while Opt1 will be one if the system is orthogonal, otherwise it can
be greater than or smaller than one. So (1 Opt1)2 can be used to favour solutions
where Opt1 tends to one.
max
a
Opt2     (1 Opt1)2 (2.14)
PCA is a form of projection pursuit where the criterion is to reduce the dimensionality
of a set of multivariate data by nding directions of maximum variance. However, other
criterion are possible. For example an information theoretic measure such as entropy.
The simple component framework is combinatorial and can be adapted to use any
optimization criterion. For instance, including a simplicity function such as varimax,
or the L1 norm constraint on the weight vector to improve robustness.
2.6 Data Examples
The simple component analysis algorithm of Rousson and Gasser (2004) is implemented
as a package for the R project for statistical computing Rousson and Maechler (2009).
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Figure 2.13: Reconstruction Error for PCA (lowest line) and SC over the full set of
forty nine components.
This provides correlation matrices for small data sets which have been analysed in
the literature. The pitprops data arose from a study on the strength of pitprops cut
from timber. The correlation matrix is obtained from thirteen variables which have the
following meaning, Table 2.10,
Code Description
TOPDIAM Top diameter of the prop in inches
LENGTH Length of the prop in inches
MOIST Moisture content of the prop, expressed as a percentage of the dry weight
TESTSG Specic gravity of the timber at the time of the test
OVENSG Oven-dry specic gravity of the timber
RINGTOP Number of annual rings at the top of the prop
RINGBUT Number of annual rings at the base of the prop
BOWMAX Maximum bow in inches
BOWDIST Distance of the point of maximum bow from the top of the prop in inches
WHORLS Number of knot whorls
CLEAR Length of clear prop from the top of the prop in inches
KNOTS Average number of knots per whorl
DIAKNOT Average diameter of the knots in inches
Table 2.10: Variable labels and descriptions for the pitprop data
The thirteen extracted simple components and the performance measures are shown
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Figure 2.14: Reconstruction Error for PCA (lowest line) and SC showing the rst ten
components.
Figure 2.15: Percentage variance explained for PCA (Uq) and simple components (A)
in Table 2.11. Notice that in all cases the rst two components are identical. The
simple components set, using k = 2 is slightly more correlated than the enumerated
set, otherwise the performance is comparable. Opt2 is a measure of the correlation
present within the component system. With a tuple size of k = 2, C1 and C5 split
the variables into a weighted average and a contrast between the remaining variables.
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Figure 2.16: Cumulative percentage variance explained for PCA (Uq) and SC (Aq), 
= 1000.
MOIST, TESTSG, OVENSG and DIAKNOT is contrasted with KNOTS and CLEAR.
Jollie (2002), page 286, compares SCoT, SCoTLASS and the components obtained
by Vines (2000), for the rst and fourth components. Interestingly, SCotLASS produces
a structure for the rst component similar to C1, where there is a small non-informative
weight of 0.05 for RINGTOP, C1 includes this variable. The rst principal component
loadings could be interpreted as a weighted average excluding variables 5, 11 ,12 and 13.
However, this is a subjective interpretation. For the fourth component, SCoTLASS has
the simplest interpretation in Jollie, but is hampered by a number of small dicult to
interpret weights. Vines's simple component is not at all simple and in fact is similar to
interpreting the principal component, as the integer loadings are large and of varying
magnitude making a number of them non-informative. However, the new algorithm
produces a very clear contrast. C7 is interesting as it is sparse, in fact with this simple
component algorithm, interesting contrasts are extracted for low variance components,
which are often simple to interpret. One diculty is that solutions obtained for k = 2
and k = 4 do dier from each other and from the sequential enumeration. It is not clear
what is the best combination of k and the number of algorithm restarts. As mentioned
with a sequential greedy approach, good solutions early on may prevent better solutions
being found for the whole set. Using the greedy search in a simultaneous manner as
described in Section 2.4 may be tractable for problems of this size.
2.7 Re-Analysis of the Sensory Panel Data
Table 2.12 show the rst ve unscaled simple component loadings for the sensory panel
data introduced in Section 1.1.3. The components were obtained using a tuple size of
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Simple components k=2
Code C1 C2 C3 C4 C5 C6 C7
TOPDIAM -1 -1 0 0 0 0 0
LENGTH -1 -1 0 0 0 0 0
MOIST 0 -1 1 1 1 -1 0
TESTSG 0 -1 1 1 1 0 0
OVENSG 0 1 1 0 1 1 1
RINGTOP -1 0 1 0 0 1 -1
RINGBUT -1 1 1 0 0 0 -1
BOWMAX -1 0 -1 1 0 0 1
BOWDIST -1 0 0 0 0 0 1
WHORLS -1 1 0 0 0 -1 0
CLEAR 0 -1 0 1 -1 1 0
KNOTS 0 -1 1 -1 -1 0 1
DIAKNOT 0 -1 -1 -1 1 1 0
Variance explained 3.92 2.15 1.71 1.17 0.72 0.45 0.66
CSV 0.85 Opt1 1.03 Opt2 0.18 Orth loss 2.9
Code k=4
TOPDIAM -1 -1 0 0 0 0 0
LENGTH -1 -1 0 0 0 0 0
MOIST 0 -1 1 1 1 0 0
TESTSG 0 -1 1 1 1 -1 0
OVENSG 0 1 1 1 -1 -1 1
RINGTOP -1 0 1 -1 -1 -1 0
RINGBUT -1 1 1 0 1 1 0
BOWMAX -1 0 -1 1 -1 -1 -1
BOWDIST -1 0 -1 1 0 1 1
WHORLS -1 1 0 0 1 0 0
CLEAR 0 -1 0 1 -1 1 0
KNOTS 0 -1 1 -1 -1 1 0
DIAKNOT 0 -1 -1 -1 1 -1 1
Variance explained 3.92 2.15 1.71 1.25 0.81 0.67 0.70
CSV 0.88 Opt1 1.05 Opt2 0.17 Orth loss 3.34
Enumeration E1 E2 E3 E4 E5 E6 E7
TOPDIAM -1 -1 0 1 0 0 1
LENGTH -1 -1 0 0 0 0 1
MOIST 0 -1 1 1 0 0 -1
TESTSG 0 -1 1 1 1 0 0
OVENSG 0 1 1 0 1 -1 0
RINGTOP -1 0 1 -1 0 0 1
RINGBUT -1 1 1 0 0 0 0
BOWMAX -1 0 -1 0 1 0 -1
BOWDIST -1 0 0 0 0 0 -1
WHORLS -1 1 0 1 -1 0 -1
CLEAR 0 -1 0 -1 1 0 -1
KNOTS 0 -1 1 -1 -1 0 -1
DIAKNOT 0 -1 -1 0 -1 -1 0
Variance explained 3.92 2.15 1.90 1.26 1.05 0.79 0.52
CSV 0.90 Opt1 1.09 Opt2 0.19 Orth Loss 3.10
Table 2.11: Simple components and enumeration of the pitprops strength data. An
orthogonal penalty was used
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three, and the adaptive penalty (4) of Table 2.8. The variables have been clustered
into groups in a similar way to the introduction (see, Section 1.1.3). SC1 is a contrast
between group 3 and the other variables. Group 2 could be further split. The last four
variables in that group are mainly zero across the ve components. This indicates that
they are not important to the respondents or did not dier much between products in
the study, and this is quite clear from the component loadings. For instance trapping of
underarm hair may dierentiate between the products tested, but are only on the fth
component. SC2 can be interpreted as contrasting ecacy and fragrance with greasy,
sticky and how easy a product is to wash o. On SC2 group one loadings are nearly
all zeros. which captures product use properties such as how the rollball performs and
on application feel. SC3 contrasts group 1 (application/product use properties) and
group 5 (product ecacy). SC4 contrasts group 1 with group 4 (fragrance, freshness,
smooth and soft). SC5 is the least clear, however, it contrast group 4 and some aspects
of group 1 and deposits with group 5 (ecacy). Trapping of underarm hair is evident
on this component with the ecacy group.
2.8 Simple Components with Variable Selection
One of the key characteristics of components that are interpretable, is that they are
sparse, so that interdependent variables are found on the same loading vectors, and
groupings dierentiate onto separate loading vectors. A two step approach is to
1. Apply a variable selection algorithm to obtain a subset that best approximates
the subspace spanned by a chosen set of principal components.
2. Find simple components using this subset
Cadima and Jollie (2001) describe a forward backward algorithm for variable se-
lection. The criterion used to access the variable subsets is based on a measure of
how well a subset of variables approximates a given subset of principal components, by
calculating how similar are the subspaces spanned by each. The generalized coecient
of determination (GCD) for instance can be thought of as the average of the squared
canonical correlations between the two sets of variables spanning the subspaces.
2.9 An Application of Simple Components to Large Data
Sets
The enumeration of simple components may become impractical or intractable for very
large data sets. For example for a problem with 500 variables the number of evaluations
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Description Group SC1 SC2 SC3 SC4 SC5
rollball glided over skin 1 1 0 -1 0 1
ball rolled freely in pack 1 0 -1 0 1
ball did not dry out 1 0 -1 -1 1
pack did not become messy 1 0 -1 -1 0
product did not leak out 1 0 -1 -1 0
easy to apply the right amount 1 -1 -1 -1 0
easy of application 1 0 -1 0 1
ease of applying right amount 1 0 0 -1 -1
how smooth whilst applying 1 0 -1 0 1
how cold whilst applying 1 0 0 -1 -1
notice visible deposits - skin 1 0 0 -1 -1
notice deposits on clothes 1 0 0 -1 -1
overall opinion packaging 1 0 -1 0 0
dried quickly 2 1 -1 1 1 -1
how greasy whilst applying 1 -1 0 0 1
how wet whilst applying 1 -1 1 0 -1
speed of drying 1 -1 1 1 0
how sticky whilst wearing 1 -1 0 1 1
how greasy whilst wearing 1 0 0 0 1
how easy to wash o skin 0 -1 0 0 1
any irritation 0 0 0 0 0
any trapping of underarm hair 0 0 0 0 1
how often applied rollon 0 0 0 0 0
how product dosed from pack 3 0 1 -1 1 1
felt wet during application -1 1 -1 0 1
felt sticky whilst drying -1 1 0 -1 0
left visible deposits -1 0 0 1 0
cold on application -1 0 0 1 1
marked clothes -1 0 0 1 1
waited longer than usual- drying -1 1 -1 0 0
felt greasy -1 1 0 0 -1
felt fresh whilst applying 4 1 0 -1 1 -1
felt smooth whilst applying 1 0 -1 1 0
left underarm soft and smooth 1 0 0 1 0
had a pleasant fragrance 1 1 -1 1 -1
fragrance lasted long enough for me 1 1 0 1 -1
how sticky whilst applying 1 -1 0 1 0
how sticky immediately after application 1 -1 0 1 0
overall opinion fragrance 1 1 -1 1 -1
strength fragrance-immediately 0 1 0 1 -1
strength fragrance- end of day 1 1 0 1 -1
gave me day-long protection - BO 5 1 1 1 0 1
gave me day-long protection- wetness 1 1 1 0 1
kept me fresh all day 1 1 1 0 1
overall opinion - eective 1 0 1 0 1
notice any perspiration 1 1 1 -1 0
overall how eective keeping you dry 1 1 1 0 1
notice any odour 1 1 1 0 0
how eective keeping free from odour 1 1 1 0 1
Var Explained 13.30 3.98 2.91 2.12 1.90
Var Explained (PCA) 14.01 4.15 3.15 2.58 1.88
Table 2.12: Simple component unscaled loadings for the sensory panel data
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to calculate the rst 30 components is
30 3kC500k :
The limiting factor is the huge number of combinations to consider for each component.
PCA is ecient and solutions are tractable, but interpretation is exasperated by the
length of the principal components, which scale the loadings so that all are extremely
small. Therefore it becomes acutely dicult to to make subjective decisions as to the
importance of each. When faced with data sets of this kind of magnitude the usual
approaches taken are to reduce the dimensionality in stages. For instance one might
use variable selection techniques to reduce the number of variables. This involves a
search strategy and an appropriate evaluation function. Another approach is to apply
a dimensionality reduction, such as PCA, to extract features and then work with these
new features. An heuristic approach is to use a form of hierarchical clustering (of which
there are many) to group variables. Then these groups are treated as near independent
latent variables. In all cases the intention is that the loss of information is small and
unimportant, so that the key signals in the data are preserved.
According to Thurstone's original criteria variables which are interdependent should
dierentiate onto dierent components. If the idea that interdependent variables should
dierentiate onto block components is used to obtain a rst stage simplication of the
relationships between the random variables then this structure can be used to then nd
simple components within each block as follows.
1. Cluster Variables into interdependent blocks using agglomerative clustering
2. Find principal components within each cluster
3. Take the component explaining the highest variation from within each cluster (or
rst q or the number explaining a minimum percentage in each cluster)
4. Create a covariance or correlation matrix from the cluster component scores
5. Extract simple components from this cluster covariance matrix.
There is then two levels of interpretation,
1. In terms of the clusters
2. In terms of the original random variables .
After selecting principal components from each cluster the covariance matrix is formed
from the principal component scores. Let Ci denote the ith cluster and y ij its jth prin-
cipal component. In the general case where varying numbers of principal components
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are selected within clusters the resulting covariance matrix will have a structure similar
to that in Figure 2.17.
C1 C2 C3
* 0 * * * * y11
C1 0 * * * * * y12
C2 * * * * * * y21
* * * * 0 0 y31
C3 * * * 0 * 0 y32
* * * 0 0 * y33
Figure 2.17: The covariance matrix obtained from the cluster principal components.
An asterisk represents a covariance. Here y11;y12 represent the score vectors which
belong to cluster C1. As within a cluster principal components are uncorrelated and
overall the covariance matrix is sparse.
The use of clustering to group variables into relatively independent blocks is exploited
by Rousson and Gasser (2004), see Section 2.10. However, in this case, information is
discarded by ignoring small correlations. When applied to very large sets of multivariate
data the choice of clustering algorithm will eectively determine a high proportion of
the information loss. The approach in this section will allow the quantication of
information loss by the choice of the number of principal components to keep for each
cluster.
The following example is taken from a consumer preference study and represents a
medium sized problem with seventy two variables, but illustrates the approach. Re-
spondents were asked to rate shampoo/conditioner systems on a scale from 1-5. The
study used a balanced incomplete block design, with 264 respondents, each of which
rated ve systems from a total of eleven, which gave a total of 1,320 observations. Each
respondent scores the shampoo and conditioner separately and together as a set. There
are twenty, twenty ve and twenty seven questions for the conditioner, shampoo and
set respectively. Five clusters were obtained by hierarchical clustering with complete
linkage, using a proximity matrix based on correlation. The clusters are shown in Ta-
ble 2.13. Table 2.14 shows the amount of variation explained by the rst, second and
third principal components from each cluster. The rst principal component from the
clusters were taken to represent the majority of the observed variation. A covariance
matrix is constructed from these principal component scores. For the ith cluster denote
this as yi1, so that the covariance matrix is then
Sc = [y11; y21; y31; y41; y51]
0  [y11; y21; y31; y41; y51]= (n  1) ;
where n is the number of observations. This is a representation of the information in
the data at the cluster level. In this example with only ve clusters it is then easy to
extract the simple components for this covariance matrix. In fact full enumeration is
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Cluster 1 Cluster 2
SET is mild to hair and scalp SET does not build up on my hair
SET makes hair cleaner for longer S is easy to dispense
SET does not cause dandru S has the right thickness
SET leaves my hair clean S is creamy
SET does not irritate scalp S has the right whiteness
SET does not make my hair oily S is soft to touch
SET does not leave my hair limp S easy to spread on hair
S wet hair feels clean after rinse S easy to generate lather
S wet hair is not sticky after rinse S has the right amount of lather
S scalp is not irritated after rinse S lather is soft
S gentle to hair and scalp S lather is creamy
C is easy to rinse o S lather is light
C scalp is not irritated after rinse S is easy to rinse o
C gentle to hair and scalp
Cluster 4
Cluster 3 SET makes my hair feel soft
C looks appealing SET allows my hair to move naturally
C feels smooth soft during rinsing SET moisturises my hair
C feels moisturised when rinsing SET Style
C easy to nger comb during rinse SET makes my hair shiny
C easy to nger comb after rinse SET makes my hair more manageable
C wet hair smooth slip after rinse SET makes my hair smooth
C wet hair feels soft after rinse SET makes hair bouncy
C wet hair does not feel squeaky SET hair easy to comb when wet
C hair is coated after rinsing SET hair easy to comb when dry
C hair is moisturised after rinse SET nourishes my hair
C hair feels coated SET does not make my hair dry
SET prevents hair damage
SET leaves coated feel on dry hair
Cluster 5 SET leaves my hair easy to style
C easy to dispense SET long lasting style
C has the right thickness SET makes hair beautiful
C is creamy SET can shampoo comfortably
C is smooth SET gives hair a light nish
C spreads well on hair S looks appealing
C penetrates well during application S feels smooth or soft during
S easy to nger comb after ri
S wet hair not squeaky after r
S wet hair feels slippery afte
S wet hair feels soft hair rin
S hair is coated after rinsing
S Coated feel on wet hair
S Slippery feel on wet hair
Table 2.13: The cluster structure obtained for the shampoo/conditioner consumer test.
The prex C is conditioner, S is shampoo and SET, both conditioner and shampoo.
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Table 2.14: The percentage variance explained by the principal components in each
cluster
Cluster
1 2 3 4 5
% Var PC1 56.01 56.36 74.65 58.22 71.44
% Var PC2 7.67 9.05 5.92 9.00 10.22
% Var PC3 5.66 8.34 4.28 3.62 7.51
Table 2.15: The unscaled loadings for the ve clusters
Cluster id LV1 LV2 LV3 LV4 LV5
1 1 1 1 1 1
2 -1 -1 0 0 -1
3 1 1 1 1 0
4 1 1 1 1 1
5 1 0 0 1 0
easily tractable. Table 2.15 details the unscaled simple loadings. The clusters could be
labelled as in Table 2.16. Firstly, the clustering algorithm did not dierentiate cluster
Table 2.16: Possible cluster labels
Cluster id Description
1 healthy scalp (gentle, mild, no dandru or irritation)
2 shampoo in-use properties
3 conditioning (moisturise, soft)
4 style, damage, hair feel (manageability, dry, coated feel)
5 conditioner in-use properties
4 well, and this is reected on the unscaled loadings. Cluster 4 is present on all com-
ponents, so this is ignored in the following short discussion. The rst, LV1, contrasts
the shampoo in-use properties with the other clusters. LV2 contrasts health and con-
ditioning (moisturise and soft) with the shampoo in-use properties. LV3 is an average
of health and conditioning. LV4 averages health, conditioning and conditioner in-use
and could be explaining the perception of a conditioner's relative health benets. LV5
contrast health with shampoo in-use and may suggest that scalp health is inuenced
by the usability of the shampoo.
2.10 Related Work
The use of a priori structure present in the correlation matrix has been explored
by Rousson and Gasser (2004), see Section 2.2.3. Rousson and Gasser recommend
median linkage clustering. Vigneau and Qannari (2003) investigate approaches to clus-
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tering around latent variables. The quantity
T = n
KX
k=1
pX
j=1
kj cov
2 (xj ;ak)
is maximized where kj = 1 if the jth variable xj belongs to the kth cluster Gk and zero
otherwise. There are K clusters of variables to consider. The vector ak is the latent
variable associated with the kth cluster and is of length n, where n is the number of
observations, and ak is standardized to unit length so that a
0
kak = 1 . T can also be
written as
T =
1
n
KX
k=1
a 0kXkX
0
kak
where the matrix Xk is formed from the variables belonging to cluster k. A solution
is obtained using an iterative partitioning algorithm in which the variables are allowed
to move in and out of the clusters to increase the value of T . There are three stages to
the algorithm
1. Step 1 Start with K groups of variables by random allocation or from a hierar-
chical clustering
2. Step 2 In cluster Gk, the latent variable ak is dened as the rst standardized
eigenvector of XkX
0
k
3. Step 3 New clusters of variables are formed by assigning a variable to a group if
its squared coecient of covariance with the component of this cluster is higher
than with any other eigenvector of the other clusters.
Vigneau and Qannari propose an alternative objective function when the primary
goal is to capture disagreement, for instance when consumers rate their acceptability
of n products. Then the quantity to maximize is
S =
p
n
KX
k=1
pX
j=1
kj cov (xj ;ak) ;
subject to, a 0kak = 1. The algorithm proceeds as previously except with the following
adaptations.
1. Step 2 In cluster Gk, it's latent variable ak is set to
ak =
xkp
x 0k xk
where xk is the centroid of cluster Gk.
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2. Step 3 New clusters are formed by moving each variable to a new group if its
covariance with the standardized centroid of a group is higher than with any other
standardized centroid.
As with the rst partitioning approach hierarchical clustering is used which nds a
decrease in S.
A recent paper by Gragn and Trendalov (2010) describes a method to nd sparse
principal components using hierarchical clustering. They use hierarchical clustering
but also propose an improved method to cluster the variables, called weighted variance
clustering. They also point out that linkage methods using correlation as a measure of
similarity/dissimilarity suers from documented draw backs.
2.11 Future Work
An oblique rotation of the principal components (section 1.3.7) from the full data set
can align with clusters, this is also a possibility prior to simple components. In this
case the oblique factors would be used to form a correlation matrix, on which simple
components can be extracted.
Alternatively, under a Gaussian assumption for the data distribution the conditional
independence structure can be modelled, in the spirit of Gaussian graphical mod-
elling (Whittaker, 1990, Edwards, 2000), which simplify the probability distribution
into a clique structure. The clique structure is obtained using iterative proportional
tting via a forward or backward selection process. The diculty arises from converting
the clique structure into block components as now cliques are only conditionally inde-
pendent. A simple solution may be to split cliques by distributing any shared variance
between them based on the number of cliques that a variable belongs to. Perhaps a
more principled approach is to apply a network clustering algorithm to extract latent
variables from the cliques.
Simple components may be applied to other multivariate techniques, for instance
canonical correlation analysis and partial least squares. The diculty being that two
sets of components are extracted and related simultaneously.
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Chapter 3
Correlated Components
3.1 Introduction
If a set of random variables are projected onto the principal axes obtained from their co-
variance matrix then this will give uncorrelated scores. These also explain the maximum
amount of variance. However, the interpretation of these principal axes is hampered,
in general, by the large number of small non-informative weights. Specialized rotations
are designed to manipulate the weights to make the axes easier to interpret. This is at
the expense of redistributing variance and inducing correlation between the resulting
scores. In the case of an oblique transformation the axes become dependent. Accord-
ing to Basilevsky (1994), when the new axes are free to take any position in the factor
space, the degree of correlation allowed among factors is, in general, small because two
highly correlated factors are better interpreted as only one factor. However, other ori-
entations may be useful. For instance, if an orthogonal rotation can dierentiate factors
into groups, and within each group the factors are highly correlated, then within group
factors can explain dierent aspects of that group. For example, intelligence consists
of a number of faculties. There may be a group of components describing numerical
skills, which are distinct from verbal skills. However, within the numerical skills group,
components such as algebra, arithmetic, logic will be highly correlated with each other.
An oblique rotation relaxes the condition that factors must be orthogonal and can nd
directions that align naturally with clusters of variables. Although orthogonal and near
orthogonal axes are possible, these are not guaranteed, and the loss of orthogonality
will make interpretation of each axis more dicult.
A principal component factor analysis maintains zero correlation between components
by the use of standardization. If the components are not standardized then a rotation
will induce correlation, (Section 1.3.8). In this chapter, orthogonal rotations, z = A 0y ,
where A 0A = I , of the principal components are investigated that induce maximum
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covariance in the scores. These can be found subject to additional constraints on the
covariance matrix. Specically, the following z 's are found; those that maximize
1
2
pX
i=1
pX
j=1
cov (z i; zj) i; j = 1 : : : p; i 6= j (3.1)
and those that maximize
1
2
pX
i=1
pX
j=1
cov (z i; zj)
2 i; j = 1 : : : p  1; i 6= j: (3.2)
However, it is also desirable that within groups of components that are correlated, their
component loadings dierentiate to explain dierent aspects of the group. In future,
adaptations to dierentiate the found axes will be considered.
Although these criteria are easy to specify, the required orthogonal rotations are
not easy to nd. One method might be to employ Euler angles (see, Slabaugh). For
instance, if E ij (ij) is the Euler matrix that rotates the ith and jth variables through
an angle ij , then the rotation matrix A is given by the product of these rotation
matrices over all possible pairs.
A =
pY
i;j<i
E ij (ij) : (3.3)
In order to compare the resulting covariance matrices for a given criterion, through
small increments in ij and over all possible pairs of rotations is intractable for anything
other than small problems.
Finding correlated, but orthogonal sets of components describing dierent aspects
of a trait is one application. Another application, is to minimize the number of cross
overs in a parallel coordinate plot for an arbitrary conguration of points, such as
the representation obtained after using techniques such as multidimensional scaling or
correspondence analysis.
3.2 Approach
Let x = (x1; : : : ; xp)
0 be a set of p correlated random variables with covariance matrix
X . If x is projected onto the principal axesU, then y = U
0x , in which caseU0XU =
, where  is a diagonal matrix of eigenvalues. As U is invertible, U0U = I , then
x = Uy . So without loss of generality, an orthogonal rotation can be considered from
the principal axes frame of reference, z = A 0y , where z = (z1; : : : ; zp)0. This has the
corollary that any solution for A and Z = AYA
0 = AA 0 can be expressed in
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terms of the eigenvalues of X . The eigenvalues are preserved after an orthogonal
rotation giving p constraints on A . Specic optimization criterion will impact the
rotation A in dierent ways, for instance if the sum of the covariance or sum of the
squared covariance is maximized. So, the problem of nding correlated orthogonal
components consists of three distinct parts
1. Satisfying the eigenvalue constraints, which are universal to all optimization cri-
teria. i.e. the eigenvalues of Z must be the same as X .
2. Finding the specic sets of equations between the covariance parameters of Z
that satisfy the given optimization criterion.
3. Find the orthogonal rotation A from Z .
In general the method to nd A is to rst nd the covariance matrix Z that satises
a specic optimization criterion subject to the constraints on the eigenvalues. So, if the
optimization step yields a valid solution the eigenvalues of Z are identical to those of
X . In which case A is then the matrix whose columns are the eigenvectors of Z .
However, A is the orthogonal rotation that rotates the principal components to z . The
matrix that rotates the original variables x to z is then given by UA , as
z = A 0y = A 0U0x = (UA)0 x :
In the following sections the components of the problem are explored. Then specic
criterion are examined individually.
Eigenvalue Constraints
An orthogonal rotation z = A 0y preserves the eigenvalues of its covariance matrix, so
that, Z and Y have the same eigenvalues, .
Then the characteristic polynomials of Y and Z are identical.
det (Y   I) = det (Z   I) :
This identity enables algebraic expressions to be obtained for the variance and covari-
ance parameters of Z in terms of the eigenvalues of Y . In fact using the diagonalized
form of Y gives the following identity relating the covariances to the eigenvalues of
Z . 
1    0 : : :
0 2    : : :
...
...
. . .
 

V11    V12 V13 : : :
V21 V22    V23 : : :
V31 V32 V33    : : :
...
...
...
. . .
 (3.4)
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where Vii and Vij are the variance and covariance elements of Z . In general the
characteristic polynomial of any p p square matrix M can be written
f() = p   a1p 1 + : : :+ ( 1)p ap
where a1 = trace(M), ap = det(M) and the coecients a2 : : : ap 1 can be expressed in
terms of the powers of the trace of M .
a2 =
1
2

trace(M)2   trace(M2)	
a3 =
1
6

trace(M)3   3trace(M2)trace(M) + 2trace(M3)	
: : :
These algebraic expressions can be found using Newton's identities (Mead, 1992, Kalman,
2000) as follows. Let ek (x1; : : : ; xn), for k > 0, be an elementary symmetric polynomial
in n variables dened as the sum of the products of all k distinct variables. Thus
e0 = 1
e1 = x1 + x2 + : : :+ xn
e2 =
X
i<j
xixj
: : :
en = x1x2x3 : : : xn
ek = 0 for k > n:
Let sk denote the power sum, sk =
Pn
i=1 x
k
i , then Newton's identities can be expressed
in recursive form as
kek =
kX
i=1
( 1)i 1 ek isi; (3.5)
giving
e1 = s1
2e2 = e1s1   s2
3e3 = e2s1   e1s2 + s3
: : :
The coecients a1; a2; : : : an of the characteristic polynomial are equivalent to e1; e2; : : : en
respectively. These elementary symmetric polynomials are connected to the trace (M)
by the fact that
si = trace
 
M i

:
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So, for a2
a2 = e2 =
1
2
fe1s1   s2g
=
1
2

s21   s2
	
=
1
2
n
trace (M)2   trace  M2o :
The characteristic polynomials (3.4) are identical, so the coecients form a set of
identities which can be solved numerically. These equations are obtained by equating
the coecients expressed in terms of their Newton identities
s1 = r1
a1s1   s2 = d1r1   r2
a2s1   a1s2 + s3 = d2s1   d1s2 + s3
: : : ;
where (ai; si) and (di; ri), i = 1; : : : ; p are the corresponding coecients and power sums
of the characteristic polynomials. As ai = di 8 i, these imply by forward substitution
the following set of identities, sk = rk 8 k, which is
trace(kZ) = trace(
k): (3.6)
Thus equation (3.6) relates the covariance parameters of Z to the eigenvalues.
3.3 Specic Optimization Criteria
3.3.1 Maximization of the Sum of the Covariance Parameters
The rst case considers the set of components that maximize the sum of the covariances
between all pairs of scores by nding the orthogonal rotation, A , such that z = A 0y
that maximizes
1
2
pX
i=1
pX
j=1
cov (z i; zj) i; j = 1; : : : ; p i 6= j: (3.7)
This will give orthogonal axes, however, the scores will be correlated. As already
mentioned, in general, the method for ndingA is rst to nd the covariance matrixZ
that satises the specic optimization criterion subject to the eigenvalue constraints.
Then from this nd A .
The loss function, with Lagrange multipliers fig; fijg corresponding to the length
and orthogonal constraints onA , and rotating from the principal components y (where
cov (y) =), is
L =
1
2
X
i
X
j
a 0iaj 
1
2
X
i
i
 
a 0ia i   1
 1
2
X
i
X
j
ij
 
a 0iaj

i = 1; : : : ; p; j = 1; : : : ; p
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Dierentiating L with respect to the a i's and setting to zero
@L
@a i
=
1
2
X
j 6=i
aj   ia i   1
2
X
j 6=i
ijaj = 0: (3.8)
Multiplication of each of these equations by a 0k; k = 1; : : : ; p, gives,
a 0k
@L
@a i
=
1
2
X
j 6=i
a 0kaj  
1
2
ik = 0 k 6= i
a 0k
@L
@a i
=
1
2
X
j 6=i
a 0iaj   i = 0 k = i:
If Vij = a
0
iaj and i; j; k = 1 : : : p, then,
X
j 6=i;k 6=i
Vkj   ik = 0 i; j; k = 1; : : : ; p (3.9)
1
2
X
j 6=i
Vij   i = 0 i = 1; : : : ; p; (3.10)
Let Z denote the covariance matrix of A
0y . The equations generate a set of con-
straints on Z which ensure that its row (or column) sums are identical. To see this,
ij = ji, then from (3.9), and as Vik = Vki,X
j 6=i;k 6=i
Vkj =
X
j 6=k;i 6=k
VijX
j 6=i;k 6=i
Vkj + Vki =
X
j 6=k;i 6=k
Vij + Vik: (3.11)
The left hand side of equation (3.11) is the ith row sum, and the right hand side is the
kth row sum. Hence, all row sums are identical.
Denoting the row sum as t the sum of all the elements can be expressed in terms of
the p row sums. Then the sum of the covariances at the maximum is
M =
X
j>i
Vij =
pt  trace(Z)
2
=
pt  trace()
2
: (3.12)
Further, from (3.9) and (3.10), i = t   Vii and ij = t   Vij . Substituting back
into (3.8) for i and ij .
@L
@a i
=
X
j 6=i
aj   (t  Vii)a i  
X
j 6=i
(t  Vij)aj = 0
=
X
j 6=i
aj   ta i + Viia i  
X
j 6=i
taj +
X
j 6=i
Vijaj = 0
=
X
j 6=i
aj +
0@X
j 6=i
Vijaj + Viia i
1A  ta i  X
j 6=i
taj = 0:
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Now X
j 6=i
Vijaj + Viia i =
pX
j=1
Vijaj ;
so,
@L
@a i
=
X
j 6=i
aj +
X
j
Vijaj   ta i  
X
j 6=i
taj = 0
=
X
j 6=i
aj +
X
j
Vijaj  
0@ta i +X
j 6=i
taj
1A = 0
and
ta i +
X
j 6=i
taj =
X
j
taj ;
so
@L
@a i
=
X
j 6=i
aj +
X
j
Vijaj  
X
j
taj = 0:
Now, summing over all the partial derivatives,X
i
@L
@a i
=
X
i
X
j 6=i
aj +
X
i
X
j
Vijaj  
X
i
X
j
taj = 0
= (p  1)
X
j
aj + t
X
j
aj   pt
X
j
aj = 0;
as X
i
X
j
Vijaj = t
X
j
aj ;
due to symmetry, Vij = Vji. This gives,
[(p  1)  (p  1) t I ]
X
j
aj = 0:
This shows that the row sum t is an eigenvalue of  (one of it's diagonal values), andP
j aj is the corresponding eigenvector. In order to maximize the sum of the covariance
each row sum must be equal to the largest value of , 1,X
j
Vij = 1 8 i = 1 : : : p:
Substituting t back into (3.12) the maximum in terms of the eigenvalues is
M =
p1  
Pp
i=1 i
2
:
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Identiability of Solutions
To maximize
P
j>i cov (z i; zj) the following sets of equations must be satised.
pX
j=1
Vij   1 = 0 i = 1; : : : ; p
trace(ky) = trace(
k) k = 1; : : : ; p: (3.13)
There are p independent row sums and p eigenvalue identities. Finding the p+p(p 1)=2
covariance parameters is equivalent to nding the orthogonal rotation A . This leaves
a requirement of
p+
p(p  1)
2
  2p = p(p  3)
2
additional constraints in order to identify a single solution (or no solution). In the
case of three variables no additional constraints are necessary. For larger p how these
additional constraints are chosen is important. For instance, covariance values could
be xed or constrained in order to obtain a solution conforming to a prescribed pattern
in the covariance matrix. The number to obtain a unique solution rapidly increases,
so a data set with 50 variables, requires 1,175 additional constraints. Importantly, if a
single solution is required from the set of solutions dened by (3.13), it may or may not
be contained within the solution subset that is constrained by the chosen additional
constraints.
If the rotation constraints, eigenvalue constraints and the additional constraints are
combined it is possible to determine the parameters of Z by solving the resulting
set of equations numerically. This is consistent with the number of parameters to
nd in A as there are p length constraints and p(p   1)=2 orthogonality constraints.
An approach to nding a unique solution is to take (3.13) and additional constraints
and solve the resulting set of non-linear equations using a standard method such as
Newton-Raphson. However, because there is no guarantee that a single solution can be
found and the method is sensitive to the choice of starting point, it becomes dicult
to know if there is no solution or a bad starting point has been selected. To address
this a perturbation algorithm has been developed which is not dependent on selecting
starting values and will indicate if a valid solution was found or not. This is outlined
in the next section. Another approach is to incorporate extra constraints explicitly by
including them in the loss function. This line of research has not yet been explored
extensively and is a topic for future work.
A New Perturbation Algorithm
In order to obtain a valid solution for the constraints placed on the covariance structure,
the solution must have the same eigenvalue structure as the original covariance matrix.
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However, the variance parameters are free to take any value provided the eigenvalue
constraints are not violated. The algorithm exploits this by adjusting the variance pa-
rameters of the current solution for the covariance parameters. This avoids solving the
characteristic polynomial explicitly (equation (3.13)) using a Newton-Raphson method.
The following loss function is minimized,
pX
i=1
fi   ig2 (3.14)
where i is the ith largest eigenvalue of X and i the ith largest eigenvalue of the
current solution. The eigenvalues represent the maximum and minimum values the
variances can take. Hence the value of a Vii must lie within the range [p 1] and can
be ordered Vpp  : : :  V11. The algorithm proceeds by taking each Vii in turn and
perturbing it by a small increment and also decrement. Then the row sum equations
are solved to yield updated covariance estimates. The eigenvalues of the updated
covariance matrix are used to calculate the loss, equation (3.14). At each iteration all
Vii are taken in turn and the one which yields the smallest loss is taken forward. This
process is repeated until the algorithm converges to the original eigenvalue structure.
The algorithm is summarized in Algorithm 2. In practice the variances are perturbed
Input: Eigenvalues, 1; : : : ; p of X
Output: V
Initialize by setting Vii = i and Vij = 0 8 i; j
forall the  in [0.1 0.01 0.001 0.0001 0.00001 ...] do
repeat
forall the Vii do
Perturb current Vii by  to give 2p solution sets
Calculate the eigenvalues for each solution set fg
Select the solution set that minimizes the loss
P
i fi   ig2
Update all Vii by solving
P
i Vij = 1 for i; j := 1 : : : p
end
until no further improvement ;
end
Algorithm 2: Iterative algorithm to nd the rotation which maximizes the sum of
the covariance elements
with increasing renement.
3.3.2 Maximization of the Squared Sum of the Covariance Parameters
Changing the optimisation criterion will generate dierent kinds of structures. In the
rst instance
max
X
cov (z i; zj)
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will penalize negative covariance. If the criterion is modied slightly to maximise the
sum of the squared covariance between the components
max
1
2
pX
i=1
pX
j=1
cov (z i; zj)
2 i; j = 1; : : : ; p i 6= j (3.15)
then absolute covariance elements can be large. The modied loss function is
L =
1
2
X
i
X
j;j 6=i
 
a 0iaj
2   1
2
X
i
i
 
a 0ia i   1
 X
i
X
j;j 6=i
ij
 
a 0iaj

i; j = 1; : : : ; p:
Dierentiating L with respect to the a i's and setting to zero gives
L
a i
=
X
j 6=i
 
a 0iaj

aj   ia i  
X
j 6=i
ijaj = 0:
Multiplication of each of these equations by a 0k; k = 1; : : : ; p, generates the set of
equations X
j 6=i
VijVkj   ik = 0 k 6= iX
j 6=k
V 2kj   k = 0 k = i:
Equating the equations sharing a Lagrange multiplier, i.e. ki and ik in the above,
reveals that
VkkVki = ViiVik;
for all i and k, and as Vik = Vki by symmetry in the covariance matrix, then
Vik (Vkk   Vii) = 0:
This implies that if abs(Vik) > 0 then the variance parameters Vii and Vkk must be
identical. In essence, the constraints imposed on the variance parameters are a conse-
quence of the orthogonality constraints placed on the rotation matrix A , which relate
to the ij 's from the Lagrange multipliers. Also,
i =
pX
j=1
V 2ij 8 i = 1; : : : ; p:
However, this does not help solve for the parameters as the i's are unknown. There are
p (p  1) =2 covariance parameters to nd. At the maximum, the variance parameters
are equal if the corresponding covariance parameters are not zero. For the general case
where none are zero the variance parameter is
V =
1
p
trace(X) =
1
p
pX
i=1
i:
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In this case the characteristic equation relates the eigenvalues, , to the covariance
parameters of Z . For the three variable case

V    V12 V13
V12 V    V23
V13 V23 V   
 =

  1 0 0
0   2 0
0 0   3
 : (3.16)
Solutions can be found numerically by solving the sets of identities generated from
these characteristic polynomials, or using the identities given in equation (3.6).
To summarize the problem of nding correlated components where the sum of their
squared covariances is maximized,
Optimization constraint
Vij (Vii   Vjj) = 0 8 i; j = 1 : : : p
When Vij 6= 0 all the variance parameters are identical and then,
Vii =
1
p
trace() 8 i = 1 : : : p:
If Vij is zero then Vii and Vjj are not necessarily identical and may be extra parameters
that need to be estimated. This can only happen if all of the covariance parameters
involving i or j are also zero, that is, when variables are in independent groups.
Eigenvalue Constraints
trace

kZ

 trace

k

8 k = 1 : : : p
Additional Constraints
There are 1+ p(p  3)=2 extra non-dominated constraints required to identify a unique
solution. That is, there are p+ p(p  1)=2 covariance parameters to identify. However,
there are p rotation constraints and p 1 optimization constraints, in that only a single
variance parameter is required for the general case. As pointed out in Section 3.3.1,
where these are placed, their magnitude and form, will impact on whether a unique
solution can be found within the set of valid solutions dened by the optimization and
rotation constraints.
Finding Solutions
Unlike the rst optimization criterion, equation (3.7), where the variance parameters
are free to take any value, the variance parameters have to equal
Pp
i=1 i=p. Although
a general Euler angle approach is intractable, it is used here to rotate pairs of axes until
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their variances are equal. For example, to rotate the rst and fourth axes, a general
rotation of the form
2664
cos  0 0   sin 
0 1 0 0
0 0 1 0
sin  0 0 cos 
3775 (3.17)
is applied. There are
Cp2 =
p(p  1)
2
pairwise rotations to consider. The algorithm is outlined in pseudo code in Algo-
rithm 3. In practice, the Euler angle approach is used to nd a good starting solution
to feed into a non-linear equation solver. In which case, the characteristic equation
identities (3.16) or the trace identities are used (3.6), combined with the variance con-
straint and any additional constraints.
Input: Sample covariance matrix, S0 = [Vij ], number of iterations N
Output: Rotated Covariance matrix, S
Lmin := var (trace (S0))
for cnt := 1 to N do
Select a pair of variables, i; j at random
if Vij 6= 0 then
 := 12 arctan

Vii Vjj
2Vij

else
 := =2
end
Construct R for  as in equation (3.17)
Scnt := R
0S(cnt 1)R
Lcnt := var (trace (Scnt))
if Lcnt < Lmin then
S := Scnt
Lmin := Lcnt
end
end
Algorithm 3: Euler rotation to nd a solution where the variance parameters are
identical. Orthogonality of the axes and the eigenvalues are preserved
3.4 Correlated Component Analysis of the Deodorant Data
The deodorant data introduced in Section 1.1.3, which consists of 49 variables was re-
analysed. Five principal components were extracted and rotated using both the sum of
the covariance, equation (3.7) and the sum of the squared covariance, equation (3.15)
criterion. The resulting correlation between the scores are shown in Table 3.1.
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a.
Z1 1
Z2 0.28 1
Z3 0.46 0.12 1
Z4 0.33 0.01 0.19 1
Z5 -0.59 -0.13 -0.38 -0.20 1
Z1 Z2 Z3 Z4 Z5
b.
Z1 1
Z2 -0.14 1
Z3 0.67 -0.41 1
Z4 0.30 0.00 0.38 1
Z5 -0.48 0.06 -0.51 -0.33 1
Z1 Z2 Z3 Z4 Z5
Table 3.1: a. The correlation between the ve rotated principal components using the
sum of the covariance criterion (3.7). b. Correlations using the sum of the squared
covariance (3.15)
The correlation structure in table a. is more restrictive than that of b. As all the rst
o diagonal correlations are all positive this induces a negative correlation between Z2
and Z5. The structure of b. in this example, results in the correlations between Z2
and Z5, and Z2 and Z4 to be near zero. Table b. also has higher absolute correlations
and is more dierentiated. Tables 3.2 and 3.3 show the component loadings and the
correlation of the variables with the component scores. Components Z2 and Z3 have a
correlation of -0.41. Z2 could be summarized as describing how eective a product is
at keeping the respondent dry and the lack of negative drivers, for instance, didn't feel
greasy, didn't feel sticky and didn't leave deposits, didn't mark clothes, during drying and
on application. Z3 could be summarized as describing the speed of drying properties of
the products in the study. Taken together, Z2 and Z3 can be considered as describing
dierent aspects of product properties whilst drying and on application, where the speed
of drying (Z3) is anti-correlated with whilst drying and on application properties.
Z1 describes the sensory properties in the underarm on application e.g. smooth, soft,
fresh. Z1 also shares some of the properties of Z2, e.g. did not leave visible deposits,
sticky whilst wearing and also with Z5, e.g. eective against wetness and odour. Z4
describes pack properties and performance, however the large correlation between the
variables with this component are negative, which confuses the interpretation as Z4
is anti-correlated with Z5. Z5 describes product ecacy, and is anti-correlated with
Z1, Z3 and Z4, perhaps indicating that a perception of good sensory and skin care
properties also goes hand in hand with a perception of lower ecacy and visa versa.
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Variables CC1 CC2 CC3 CC4 CC5
rollball glided over skin 0.22 0.04 0.09 -0.23 -0.11
felt fresh whilst applying 0.24 -0.01 0.05 -0.04 -0.01
felt smooth whilst applying 0.24 -0.07 0.04 -0.10 -0.07
didn't feel wet during application -0.16 -0.12 0.40 0.03 0.13
didn't feel sticky whilst drying 0.12 -0.41 0.08 0.08 -0.07
dried quickly -0.10 -0.24 0.27 0.13 0.09
left underarm soft and smooth 0.12 -0.03 0.13 0.03 0.02
had a pleasant fragrance 0.32 0.10 0.03 0.12 0.30
fragrance lasted long enough for me 0.21 0.24 0.09 0.31 0.23
did not leave visible deposits 0.09 0.04 0.12 -0.04 -0.08
gave me day-long protection - BO 0.00 0.19 0.13 0.20 -0.21
gave me day-long protection- wetness -0.05 0.13 0.12 0.22 -0.31
kept me fresh all day 0.02 0.15 0.12 0.23 -0.24
not cold on application 0.02 0.07 0.20 -0.06 0.00
didn't mark clothes 0.04 0.00 0.12 -0.05 -0.10
didn't wait longer than usual- drying -0.09 -0.19 0.32 0.08 0.12
didn't feel greasy 0.12 -0.17 0.11 -0.04 -0.05
ball rolled freely in pack 0.18 0.05 0.11 -0.25 -0.10
ball did not dry out 0.20 0.09 0.14 -0.33 -0.14
pack did not become messy 0.08 0.04 0.10 -0.14 -0.06
product did not leek out 0.06 0.01 0.06 -0.09 -0.05
easy to apply the right amount 0.03 0.13 0.31 -0.23 0.06
easy of application 0.15 0.05 0.10 -0.17 -0.08
how product dosed from pack 0.12 -0.01 -0.12 -0.03 -0.06
ease of applying right amount 0.00 0.14 0.30 -0.18 0.04
how smooth whilst applying 0.16 0.00 0.04 -0.10 -0.08
how sticky whilst applying 0.20 -0.38 -0.05 0.08 -0.09
how greasy whilst applying 0.13 -0.15 0.02 -0.06 -0.10
how wet whilst applying -0.16 -0.08 0.29 0.07 0.13
how cold whilst applying -0.01 0.01 0.17 -0.02 0.02
how sticky immediately after application 0.19 -0.42 -0.06 0.11 -0.07
speed of drying -0.09 -0.15 0.19 0.09 0.04
speed of drying compared to usual -0.10 -0.10 0.20 0.10 0.06
how sticky whilst wearing 0.20 -0.20 -0.08 0.08 -0.13
how greasy whilst wearing 0.13 -0.08 0.00 -0.01 -0.11
overall opinion - eective 0.15 0.08 0.15 0.20 -0.21
notice any perspiration -0.03 0.06 0.02 0.15 -0.21
overall how eective keeping you dry 0.00 0.08 0.06 0.19 -0.29
how keeping you dry compares to usual 0.01 0.02 0.05 0.16 -0.14
notice any odour 0.02 0.05 -0.01 0.10 -0.11
how eective keeping free from odour 0.08 0.09 0.01 0.16 -0.21
how free from odour compares to usual 0.03 0.05 0.05 0.14 -0.12
overall opinion fragrance 0.45 0.11 0.01 0.24 0.41
strength fragrance-immediately 0.07 0.07 -0.01 0.09 0.10
strength fragrance- end of day 0.11 0.11 0.01 0.14 0.07
notice visible deposits - skin 0.02 -0.02 0.03 0.00 -0.06
notice deposits on clothes 0.01 -0.01 0.02 0.00 -0.05
how easy to wash o skin 0.04 -0.03 0.02 -0.02 0.01
Table 3.2: Loadings for the correlated component scores obtained by maximizing the
sum of the covariance squared.
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Variables Z1 Z2 Z3 Z4 Z5
rollball glided over skin 0.78 0.60 0.04 -0.77 0.09
felt fresh whilst applying 0.93 0.66 0.44 -0.80 0.09
felt smooth whilst applying 0.87 0.71 0.33 -0.80 -0.03
didn't feel wet during application 0.20 0.67 0.68 -0.83 -0.16
didn't feel sticky whilst drying 0.49 0.83 0.65 -0.69 -0.34
dried quickly 0.23 0.72 0.78 -0.73 -0.25
left underarm soft and smooth 0.80 0.78 0.70 -0.88 0.10
had a pleasant fragrance 0.68 -0.02 0.51 -0.44 0.14
fragrance lasted long enough for me 0.65 0.13 0.69 -0.31 0.56
did not leave visible deposits 0.84 0.82 0.47 -0.84 0.30
gave me day-long protection - BO 0.66 0.68 0.61 -0.38 0.77
gave me day-long protection- wetness 0.61 0.75 0.60 -0.35 0.71
kept me fresh all day 0.69 0.72 0.63 -0.39 0.72
not cold on application 0.65 0.73 0.49 -0.95 0.24
didn't mark clothes 0.72 0.90 0.45 -0.85 0.22
didn't wait longer than usual- drying 0.26 0.71 0.75 -0.80 -0.22
didn't feel greasy 0.65 0.86 0.55 -0.86 -0.19
ball rolled freely in pack 0.71 0.57 -0.02 -0.78 0.06
ball did not dry out 0.68 0.53 -0.09 -0.74 0.10
pack did not become messy 0.70 0.64 0.08 -0.84 0.11
product did not leak out 0.70 0.69 0.09 -0.83 0.07
easy to apply the right amount 0.48 0.49 0.17 -0.94 0.07
easy of application 0.79 0.64 0.12 -0.81 0.16
how product dosed from pack 0.49 -0.10 -0.43 0.28 0.08
ease of applying right amount 0.50 0.56 0.26 -0.94 0.17
how smooth whilst applying 0.87 0.71 0.23 -0.77 0.11
how sticky whilst applying 0.58 0.78 0.59 -0.58 -0.36
how greasy whilst applying 0.71 0.84 0.37 -0.75 -0.21
how wet whilst applying 0.07 0.58 0.73 -0.72 -0.15
how cold whilst applying 0.52 0.78 0.63 -0.95 0.09
how sticky immediately after application 0.52 0.75 0.60 -0.54 -0.41
speed of drying 0.23 0.75 0.79 -0.71 -0.18
speed of drying compared to usual 0.20 0.70 0.82 -0.71 -0.11
how sticky whilst wearing 0.78 0.81 0.57 -0.51 -0.08
how greasy whilst wearing 0.86 0.85 0.43 -0.68 0.05
overall opinion - eective 0.82 0.81 0.69 -0.61 0.51
notice any perspiration 0.53 0.70 0.54 -0.17 0.72
overall how eective keeping you dry 0.65 0.77 0.58 -0.32 0.68
how keeping you dry compares to usual 0.66 0.80 0.74 -0.40 0.57
notice any odour 0.65 0.60 0.54 -0.14 0.76
how eective keeping free from odour 0.76 0.68 0.56 -0.30 0.71
how free from odour compares to usual 0.72 0.74 0.71 -0.40 0.63
overall opinion fragrance 0.69 0.01 0.58 -0.39 0.16
strength fragrance-immediately 0.36 -0.36 0.42 0.05 0.41
strength fragrance- end of day 0.67 0.09 0.60 -0.17 0.64
notice visible deposits - skin 0.74 0.96 0.51 -0.69 0.26
notice deposits on clothes 0.71 0.96 0.50 -0.65 0.31
how easy to wash o skin 0.65 0.58 0.36 -0.87 -0.36
Table 3.3: The correlation of the variables with the correlated component scores. The
sum of the squared covariance was maximized.
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3.5 An Improved Parallel Coordinate Plot for a Rotatable
Conguration of Points
A popular visualization method for multivariate data is the parallel coordinate plot,
which displays variables or dimensions as a set of parallel axes, so that individual ob-
servations can be compared graphically on a two dimensional plot. Figure 3.1 shows
a parallel coordinate plot for a ve dimensional representation, obtained from a non-
metric MDS (see Section 1.2), for the deodorant data introduced in Section 1.1.3. The
conguration represents the forty nine variable attributes embedded in a ve dimen-
sional space. This was obtained from a non-metric MDS using a Euclidean proximity
matrix. In the case of a non-metric MDS, the axes are arbitrary and have no specic
meaning. Hence, the conguration may be rotated to align with any chosen set of
axes. If the conguration is rotated so that the induced correlations are maximized
then the new axes can be used for a parallel coordinate plot and will minimize the
number of cross overs between pairs of axes. One limitation of a parallel coordinate
plot is that axes can only be viewed in a pairwise fashion, i.e. if the axis for Dim2 is
drawn next to Dim1, then the axis for Dim3 cannot be visualised compared to Dim1
without re-ordering the axes. Therefore, the new plot axes are reordered so that the
covariance between pairs of axes is maximized. Finally as the rotation is orthogonal
the conguration will remain in an interpretable coordinate system.
A suitable target pattern for the covariance matrix is a banded structure, Table 3.4.
Successive pairs of variables have a substantial covariance, but not other pairs. In this
case there are 2p   1 parameters to nd, the remaining parameters being constrained
to zero. As there are p eigenvalue constraints and p non redundant constraints imposed
by the covariance constraints, equation (3.1) or (3.2), there must be either a unique
solution or no solution for this structure. In general the eigenvalue constraint will
not be met for this structure and so there will not be a solution. As the objective
Table 3.4: The target structure for a parallel coordinate plot where each successive
variable has the maximum covariance with its neighbour.0BBBBBBBB@
v11 v12
v12 v22 v23
v23 v33 v34
v34 v44 v45
v45 v55 v56
v56 v66 v67
v67 v77
1CCCCCCCCA
of equation (3.1) or (3.2) cannot be met a solution is found which maximizes these
criterion without imposing any additional constraints on the covariance parameters.
This ensures a solution may be found, which may not unique. This solution can then
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be reordered so that the o diagonal elements of the nal correlation matrix are as
large as possible. This is equivalent to reordering the axes in the parallel coordinate
plot. One way to do this is to reorganise to Robinson form (Brusco et al., 2007).
Starting from the principal components of the N  p conguration X .
Y = XU;
whereU are the eigenvectors of SX = X
0X= (N   1). LetA be the orthogonal rotation
obtained from maximizing Equation (3.7) or (3.15). Then,
Z = YA
is the new conguration. A is the matrix whose columns are the eigenvectors of SZ =
Z 0Z= (N   1).
If the covariance matrix SZ is permuted to Robinson form by the permutation matrix
P, where PP = I , then the eigenvectors of PSZP are a permutation of the rows of
A . Let the permutation of A be denoted by A = AP, then the nal conguration is
given by
Z = YA:
As an example, returning to the sensory data introduced in Section 1.1.3. An MDS
on the data produced a ve dimensional representation space. One advantage of using
a parallel coordinate plot in this way is that interrogating a dimensional representa-
tion greater than two or three will retain a high proportion of the variation, which
is otherwise lost. Table 3.5 shows the correlation between the dimensions in the ini-
tial conguration and Table 3.6 the correlations between the rotated dimensions. As
expected using the sum of the covariance criteria, equation (3.7), has pushed the corre-
lations to be positive. In Figure 3.1 the two plots are compared to illustrate the utility
of the new plot to identify potential outliers. While, Figure 3.2 identies a small cluster
of variables consisting of, felt wet during application, felt sticky whilst drying, left visible
deposits, marked clothes, and felt greasy. On the rotated plot it has become easier to
dierentiate this cluster from the main cluster of variables.
Dim1 1
Dim2 -0.66 1
Dim3 0.51 -0.53 1
Dim4 0.73 -0.57 0.66 1
Dim5 -0.48 0.42 -0.59 -0.53 1
Dim1 Dim2 Dim3 Dim4 Dim5
Table 3.5: The correlation between the dimensions in the initial representation space.
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Dim1R 1
Dim2R 0.51 1
Dim3R 0.52 0.58 1
Dim4R 0.44 0.59 0.60 1
Dim5R 0.44 0.59 0.60 0.79 1
Dim1R Dim2R Dim3R Dim4R Dim5R
Table 3.6: The correlation between the new ordered dimensions.
3.6 Future Work
The current general approach suers from two drawbacks. Firstly, the need to include
an increasing number of extra constraints with increasing variable numbers, in order
to nd a unique solution. Secondly, if either criterion is constrained a solution is not
guaranteed. In the case of the parallel coordinate plot this is not such a problem as
the orientation of the axes is arbitrary for the representation space, and so any one
of multiple solutions are potentially useful. This is also true for the general applica-
tion of correlated components. However, as the aim is to nd groups of components
that explain dierent aspects of the same trait, other constraints on the optimization
are desirable. For instance, to dierentiate loadings and increase sparseness. In this
thesis, only the general case is considered where all the covariance parameters are un-
constrained. Explicit constraints on the covariance structure is a dierent problem and
may lead to new insights.
Finding solutions that maximize the sum, or the squared sum, of the correlations of
the principal components has not been considered. The scaling introduced to obtain
correlations increase the complexity of nding suitable optimization criteria.
As already mentioned, explicit constraints on the covariance matrix, such as intro-
ducing zeros and block structure has not been explored.
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Chapter 4
The Analysis and Utility of a
Two-dimensional Response to
Questions Involving Multiple
Comparison
4.1 Introduction
Survey questions are traditionally scored on a number of scales. The visual analogue
scale (VAS) tries to measure a characteristic or attitude that is believed to range across
a continuum of values and cannot easily be directly measured. For example, the amount
of body that a respondent perceives for their hair, after using a shampoo, ranges across
a continuum from none to an extreme amount. From the respondent's perspective
this spectrum appears continuous, their hair's body does not take discrete jumps, as
a categorization of none, mild, moderate and high would suggest. It was to capture
this idea of an underlying continuum that the VAS was devised. Operationally a VAS
is usually a horizontal line, 100 mm in length, anchored by word descriptors at each
end, as illustrated in Figure 4.1. The respondent marks on the line the point that they
feel represents their perception of their current state. The VAS score is determined
by measuring in millimetres from the left hand end of the line to the point that the
respondent marks. As such an assessment is clearly highly subjective, these scales
are of most value when looking at change within individuals, and are of less value for
comparing across a group of individuals at one time point.
Consider the situation where a number of respondents compare product attributes
but the response is now within a two dimensional VAS box. If a respondent wishes they
could score an attribute along a line within the box, however they now have the option
to make multiple comparisons in a more exible way within the two dimensional box.
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After using the shampoo and conditioner.  
How much shine does your hair have?
No Shine Extreme Shine
Figure 4.1: An example of the visual analogue scale
In so doing their subconscious preferences may be captured in a way that cannot by
using a single line scale. These responses could take a number of forms. However, here
consider a general case where the response space does not have any indication of high
or low score based on orientation. Then the distances between the products indicates
similarity. Figure 4.2 illustrates the ideas. The gure shows the two dimensional
responses to the question How do the products compare on softness, for ve products
by three respondents.
Figure 4.2: The example response of three respondents: The letters represent products
compared within a ve product test. The proximity of the points indicate similarity
between products as assessed by each respondent. Respondent 2 can be matched onto
respondent 1's response by scaling, reection and translation and represent similar
responses to the question. Respondent 3's response cannot be matched exactly onto
the other two and as such is showing a dierent preference.
The respondents will record their response with diering notions of orientation and
scale. These scale and orientation dierences are nuisance parameters which need
to be adjusted for. In Euclidean space such dierences are covered by the group
of Euclidean similarity transformations, ftranslation, rotation, reection, scaleg of the
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points. The important information is the relative positions of the points to each other
within a given respondent's response (ordered point set). These ordered point sets
called congurations may be considered shapes under a number of restrictions:
1. A point set will not generally form a shape with a closed boundary.
2. Edges, although they do not exist can be considered the Euclidean distance be-
tween points (straight lines).
These two dimensional responses may be analysed using statistical shape analysis. In
the case of a set of such questions the following may be of interest,
1. Analysis of variance
2. Dene models, for example a Gaussian perturbation model (Goodall, 1991, Lele,
1991)
3. Latent variable representation
4. Clustering and classication
5. Hypothesis tests
4.1.1 Toothbrush Example
Two dimensional data was collected from a small sample of respondents. Six respon-
dents were asked to arrange seven dierent toothbrushes on a piece of A3 paper, in
response to six questions. No indication was given as to scale or orientation. After a
respondent answered a question the coordinates of each toothbrush was marked on the
paper. Later the coordinates were recorded by measuring from the lower left corner
of the paper to the grip of each brush. Figure 4.3 shows the raw data. Questions are
across the top and respondent initials down the side, and each box is a plot of the
coordinates of the toothbrushes. Each toothbrush has a unique number.
To illustrate the data, a general Procrustes superimposition was performed on each
question to match the respondent's responses. Also the Procrustes mean shape was
calculated for each question. The transformed data is shown in Figure 4.4 and the
Procrustes mean shape in Figure 4.5. Interestingly, some respondents are using the
space as a line scale, for example, PH and SB, however NM, more fully utilises the
space. Looking at the Procrustes superimposition the pattern in the data becomes
more apparent. For example, JK for Healthy gums and Reaches dicult areas, where
the toothbrushes separate into clearer clusters. Shapes are preserved, so SB's response
104
0 10 20 30
0
10
20
30
1
3 4
56
7
9
BW
Grip
0 10 20 30
0
10
20
30
1 3 4
5
6
7
9
Appearance
0 10 20 30
0
10
20
30
1
3
45 67
9
Plaque
0 10 20 30
0
10
20
30
13 45
67 9
Healthy gums
0 10 20 30
0
10
20
30
1
3 4
5
6 7
9
Reaches difficult areas
0 10 20 30
0
10
20
30
1
345 6
7 9
Purchase
0 10 20 30
0
10
20
30
1
3
45 679J
K
0 10 20 30
0
10
20
30
134
5679
0 10 20 30
0
10
20
30
1
34
567
9
0 10 20 30
0
10
20
30
1
34
567
9
0 10 20 30
0
10
20
30
1 34
567
9
0 10 20 30
0
10
20
30
1 34567
9
0 10 20 30
0
10
20
30
1
3
4567 9
JS
0 10 20 30
0
10
20
30
134567 9
0 10 20 30
0
10
20
30
1 345 67 9
0 10 20 30
0
10
20
30
1 34567 9
0 10 20 30
0
10
20
30
1 3
45
6
7
9
0 10 20 30
0
10
20
30
13
4
567 9
0 10 20 30
0
10
20
30
1
3
456
79
N
M
0 10 20 30
0
10
20
30
13
4
5
6 79
0 10 20 30
0
10
20
30
1 3
4
5
6
7
9
0 10 20 30
0
10
20
30
13
4
5 6
7
9
0 10 20 30
0
10
20
30
1
3
4
5
67
9
0 10 20 30
0
10
20
30
1
3 45
6
7
9
0 10 20 30
0
10
20
30
1
34
5
67
9
PH
0 10 20 30
0
10
20
30
1 345 6
7
9
0 10 20 30
0
10
20
30
1
3
4
5
6
79
0 10 20 30
0
10
20
30
1
34
56 79
0 10 20 30
0
10
20
30
1
3 4
5679
0 10 20 30
0
10
20
30
1
34 56 7
9
0 10 20 30
0
10
20
30
1
3
4
5
67
9S
B
0 10 20 30
0
10
20
30
1 345 67 9
0 10 20 30
0
10
20
30
1
34
5 67
9
0 10 20 30
0
10
20
30
134 56 79
0 10 20 30
0
10
20
30
1 3
4
5
6
7
9
0 10 20 30
0
10
20
30
1
3
4567
9
Figure 4.3: The raw toothbrush data. Each respondent arranged the seven toothbrush
examples on the A3 piece of paper in response to each of the six questions. No indication
of scale or orientation is presented and the respondents are free to arrange the brushes
in the space as they choose.
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Figure 4.4: The landmark congurations for the toothbrush data after a general Pro-
crustes superposition on each question.
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Figure 4.5: The mean Procrustes conguration for each question, across all respondents
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for Healthy gums remains a straight line. For this small example, it appears that
Reaches dicult areas and Purchase share a similar shape. Brush 7 dierentiates from
the others on Grip and Appearance and Healthy gums. Brush 9 dierentiates on Reaches
dicult areas and Purchase. There has been no statistical comparisons between the
brushes, however, the level of Plaque may split the brushes into two groups.
4.2 Analysis of the Two Dimensional Response using Prin-
cipal Shapes
As a useful tool for the analysis of the two dimensional VAS response, the idea of
principal shapes was investigated. The motivation for principal shape analysis (PSA),
stems from nding an analogue of PCA. PCA will nd orthogonal axes in the data
that maximise the explained variability. In the case of PCA, variability is a measure
of information in the data, so this is maximized. However, with the shape data, di-
rections where variability between shapes is high are directions of low information and
increased random error. So, a direction in which the shape variability is lowest is a
direction of similarity. Here, the aim is to nd a formalization to extract directions
of shape similarity for the two dimensional VAS responses. In the spirit of PCA, a
principal shape (PS) could be a linear combination of a set of landmark congurations
representing responses to questions, such that it pursues directions that minimize the
principal shape variability. One dierence from PCA is that a weighted sum is replaced
by a weighted average,
PS = w1X1 + : : :+ wpXp;
where X i is a landmark conguration and w is a weight, such that
P
iwi = 1 and all
wi > 0. The consequence of this is that the problem of nding the wi's is no longer an
eigenvalue problem.
In order to use the raw conguration data, which is a set of landmark coordinates,
the congurations would be registered into a shape space coordinate system. One way
to do this would be to use general Procrustes superimposition, and so remove transla-
tion, rotation, reection and scale. However, Lele and Richtsmeier (2000) pointed to
potential problems associated with the incorrect estimation of the variance-covariance
matrix. In particular the bias introduced by constrained nuisance Euclidean transfor-
mation parameters. To avoid this a coordinate free approach is used, based on the
Euclidean distance matrix, see Section 1.4. A form consists of the matrix of all inter-
landmark distances and denes a unique point in the form space. Lele and Richtsmeier
show that this enables a consistent algebra for forms to be constructed. Then,
F (PS) = w1F (X1) + : : :+ wpF (Xp)
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can be interpreted as a unique form.
4.2.1 The Variability of the Principal Shapes
The variability of a shape as dened by its Euclidean distance matrix is the sum of the
squared inter landmark distances. LetX be a km matrix representing k landmarks of
dimension m. The quantity DX is the sum of the squared distances between landmarks
DX =
kX
r
kX
s>r
d2rs:
This sum is obtained from the cross product matrix XX 0,
DX = k  trace(XX 0)  10XX 01; (4.1)
where 1 = [1; : : : ; 1]0. To show this the squared Euclidean distance between two points,
xr;xs is,
d2rs = (xr   xs)0 (xr   xs) = x 0rxr + x 0sxs   2x 0rxs:
There are k(k   1)=2 distances between the k landmarks. Summing these up and
simplifying the indices,
DX =
kX
r
kX
s>r
d2rs = k
 X
r
x 0rxr  
X
s>r
x 0rxs
!
:
This is identical to equation (4.1) after expansion into it's sum of squares and cross-
products.
A weighted average of the congurations, such as from a set of two dimensional
responses, is given by
Y = w1X1 + w2X2 + w3X3 +   + wnXn;
where
Pn
i=1wi = 1 and wi > 0 8 i. Then the variability DY of this linear combination
is,
DY = k  trace((w1X1 +   + wnXn)(w1X1 +   + wnXn)0)
 10(w1X1 +   + wnXn)(w1X1 +   + wnXn)01:
Using the distributive law this can be written succinctly as,
DY =
nX
i=1
nX
j=1
wiwj

k  trace  X iX 0j  10X iX 0j1 ;
and
DY =
nX
i=1
nX
j=1
wiwjDij :
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Finally, written compactly in vector form,
DY = w
0Dw ;
with w = [w1; w2; : : :]
0 and D = [Dij ].
The Dii elements represent the variability of the ith conguration, but what do the
Dij elements represent? Clearly they represent some relationship between the ith and
jth conguration. These can be thought of as a measure of covariance. If the Dij
elements are expressed as a set of inner products by letting X i = (x
i
1; x
i
2; : : : ; x
i
k)
0,
where xi1 = (x11; x12; : : : ; x1m) is the rst m dimensional landmark of the ith shape,
then,
Dij = trace[(x
i
1; x
i
2; : : : ; x
i
n)
0  (xj1; xj2; : : : ; xjn)] 
1
k
10(xi1; x
i
2; : : : ; x
i
n)
0  (xj1; xj2; : : : ; xjn)1
and
Dij = trace
24 kX
p=1
kX
q=1
xip  xjq
35  1
k
10
kX
p=1
kX
q=1
xip  xjq1
which reduces to
Dij =
k   1
k
kX
q=1
xiq  xjq  
1
k
kX
p=1
kX
q 6=p
xip  xjq:
The rst term represents the inner products between corresponding landmarks and
the second between the non-corresponding landmarks. Maximizing this expression will
push corresponding landmarks between two congurations closer together and non-
corresponding further apart.
4.2.2 Population Principal Shapes
Let x be a p1 vector of p Euclidean shape vectors andW = [w1; : : : ;wp] be a matrix
of weight vectors, w i = [wi1; : : : ; wip]
0. Where w i1 = 1 and wij > 0. Let, y be a p 1
vector of principal shapes obtained from a linear transformation of x ,
y =W 0x
The covariance of the principal shapes is given by
cov
 
y i;y j

= cov
 
w 0ix ;w
0
jx

= w 0icov (x ;x)w j
= w 0iDXw j :
109
DX = [Dij ] and Dij = cov (xi; xj) = k  trace

xix
0
j

  10

xix
0
j

1 . The variance-
covariance matrix for y is then
cov (y) =W 0DXW
4.2.3 Sample Principal Shapes
In the case of a PCA the raw data is centred or standardized. If the raw congurations
are used then the analogy here is the removal of the Euclidean nuisance parameters of
translation, rotation, reection and scale using a general Procrustes superimposition.
However, if the Euclidean shape matrix is used then there is no requirement (other
than the scaling of the Euclidean form to give a shape). For a set of m respondents
and p questions a conguration data matrix Z can be constructed, where sij is the ith
respondent's Euclidean shape distance vector for the jth question.
Z =
0B@ s11 : : : s1p... . . . ...
sm1 : : : smp
1CA :
The sample principal shape scores Y are then,
Y = ZW ;
whereW = (w1;w2; : : : ;wp) is a matrix whose columns consist of the weight vectors,
and w 0i1 = 1.
A sample covariance matrix can be constructed from this data. The covariance be-
tween two shapes is given by
cov (s1; s2) = s
0
1 s2:
The sample covariance matrix for the questions is then the covariance averaged over
the respondents. The estimate of each covariance parameter is
D^ij =
1
N   1
NX
n=1
s0insjn;
where sin is the shape for the nth respondent for the ith question.
Then the covariance matrix is
DZ = cov (Z) =
1
N   1Z
0Z
where
DZ =
1
m  1
0BBB@
Pm
k=1D
k
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Pm
k=1D
k
12 : : :
Pm
i=1D
k
1pPm
k=1D
k
12
...
. . .Pm
k=1D
k
1p
Pm
k=1D
k
pp
1CCCA ;
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and Dkij is the covariance between question i and j for the kth individual.
4.2.4 The Questionnaire Framework
A framework for analysing the two dimensional response data could be as follows. A
series of Q questions relating to K objects are presented to each of N respondents. The
respondents are asked to arrange the objects on a suitably sized sheet of paper in such
a way that the arrangement represents their perception of how the objects compare in
response to the current question. No indication of orientation or scale is given. The
respondents could be additionally asked to indicate on the paper where they perceive
high and low anchor points to be. However, this is not considered in the rst instance.
The position of each object is marked on the sheet with their identier before continuing
to the next question.
Then the data set consists of a NQ matrix of landmark congurations of dimension
K  2. Each conguration is converted to a column vector of ordered Euclidean inter-
landmark distances to give its form, denoted as fnq. As subjects may scale their
responses dierently, the forms are normalised using a measure of size. In the case of
a form this can be the geometric mean of the inter-landmark distances,
S(f) = f
Y
dig1=L i = 1; : : : ; L:
L is the number of inter-landmark distances (dimension of the form space) and is given
by
L =
K(K   1)
2
:
4.2.5 Finding Principal Shapes
The set of weight vectors are found that sequentially minimize the covariance matrix of
the principal shape scores (produce a set of principal shapes which are most similar).
Consequently, the later principal shapes will have higher variation associated with them,
and so represent non-conformity between the respondent's responses to the questions.
There is no concept of a negative shape, and so a principal shape is a weighted average
of the sample shapes. The subsequent weighted averages represent the principal shapes
within the population. The rst principal shape is found by minimizing,
w 01DZw1;
where w1 is a weight vector. This is similar to PCA, however there are additional
constraints. The coecients of the weight vector must be positive and sum to one, The
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second principal shape is found subject to the rst. The second weight vector cannot be
constrained to be orthogonal to w1, as this is infeasible due to the previously mentioned
constraints. A penalty parameter is used to push the direction of w2 as far away from
w1 as possible. The third principal shape is found subject to the rst and second and
so on.
In general the following is minimized,
L (w i;) = w
0
iDZw i + 
i 1X
j=1
 
w 0iw j
2
+
iX
j=1
j (w j1  1) i = 1; : : : ; Q; (4.2)
where the weight vector elements wij  0 8 ij,
P
j wij = 1 8 i and j is a Lagrange
multiplier and  is a penalty parameter.
This is a standard quadratic optimization problem (see, Fletcher, 2000). The principal
shapes can be converted into a representative landmark conguration (icon) by applying
metric scaling, see Section 1.4.3.
4.3 Principal Shape Analysis of the Toothbrush Data
The analysis was performed using the shape representation based on the Euclidean dis-
tance matrix (EDM). The resulting covariance matrix was standardized by scaling so
that the variances were unity. The resulting correlation matrix was positive denite (as
was the covariance matrix). A range of values for the penalty parameter were experi-
mented with. These gave slightly sparser solutions as the penalty vector increased. The
range used was f1, 10, 100, 1000g, but in all the cases the results were similar. The use
of the correlation matrix set the total variance in the data to six. Consequently, a value
of ten was chosen for the penalty as this was similar in magnitude. In order to visualize
the resulting principal shapes, the respondent's principal shape scores were averaged to
give six mean principal shapes. The mean principal shapes were then converted from
their EDM representation to icons in two dimensional coordinate space using metric
scaling. Finally to aid visual interpretation they were matched using general Procrustes
superimposition. Figure 4.6 shows the mean principal shapes and Table 4.1 shows the
weight vectors. The vectors do not represent orthogonal axes as this is infeasible. Also
their lengths are not constrained to be unity.
Visual examination of the mean principal shapes suggests that respondents split the
toothbrushes into distinct groups. Brushes 4 and 9 dierentiate on all the mean princi-
pal shapes. Brush 3 is grouped with 4 and 9 except in PS6. PS1 and PS2 position the
brushes similarly, except 5 and 6 are transposed. In PS3, 5 and 7 are similar, however,
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Figure 4.6: The mean principal shapes for the toothbrush data.
w1 w2 w3 w4 w5 w6
Grip 0.32 0.37 0.20 0.06 0.00 0.19
Appearance 0.20 0.00 0.08 0.00 0.71 0.04
Plaque 0.00 0.46 0.00 0.35 0.29 0.00
Healthy gums 0.09 0.00 0.00 0.21 0.00 0.71
Reaches dicult place 0.00 0.00 0.46 0.38 0.00 0.00
Purchase 0.39 0.17 0.26 0.00 0.00 0.05
total
Variance explained 0.87 0.89 0.90 0.92 0.94 0.93 5.44
Table 4.1: The weight vectors for the mean principal shapes. All individual weights
are positive and the vectors sum to one.
6 and 1 are separate from each other and the two groups. Toothbrush 1 is consistently
separate from the other brushes, except on PS6. Examining the weight vectors, w1 is
an average of Grip, Appearance and Purchase. This represents the principal shape for
which most respondents agree, i.e. lowest variability. As mentioned this is characterized
by three clusters of brushes, (5,6,7), (3,4,9) and 1. There is no indication as to which
were preferred. The vector w2 are the weights for PS2 and represents the principal
shape that was most similar between respondents, after PS1. This is characterized by
Grip and Plaque; also Purchase, but to a lesser degree. PS2 is characterized by the
same toothbrush groups as PS1. In fact the principal shape patterns are very similar
for PS1, PS2 and PS3, but they appear to extract dierent aspects of a respondents
propensity to purchase a toothbrush. PS3 is loaded heaviest on Reaches dicult places.
PS4 could be interpreted as a mouth health principal shape. PS5 and PS6 which repre-
sent the highest disagreement between respondents dierentiate heavily on Appearance
and Healthy gums respectively. Interestingly, 4 and 9 are set apart on PS6 , which is
dominated by Healthy gums.
4.4 Future and Related Work
In addition to nding principal shapes, it is interesting to estimate the variability
of particular toothbrushes (landmarks). Using a EDM gives consistent estimates of
this variability in the population (see section 1.4.3). Also, the objective function of
equation (4.2) is currently solved sequentially, but weight vectors could be found simul-
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taneously.
Another approach that was considered is the use of individual dierence scaling (IND-
SCAL) (Cox and Cox, 2000) to represent the respondents and questions on separate
two dimensional maps. However, it was discovered that this approach is available using
a technique called napping, see Perrin et al. (2008) for example, which analyses the
napping data using hierarchical multiple factor analysis. Packages are available in R,
to use napping data with INDSCAL, and is part of the SensoMineR package (Le and
Husson, 2008).
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