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METABOLIC SCALING THEORY AND REMOTE SENSING TO MODEL 
LARGE-SCALE PATTERNS OF FOREST BIOPHYSICAL PROPERTIES 
 
SUNGHO CHOI 
Boston University Graduate School of Arts and Sciences, 2017 
Major Professor: Dr. Ranga B. Myneni, Professor of Earth and Environment 
ABSTRACT 
Advanced understanding of the global carbon budget requires large-scale and 
long-term information on forest carbon pools and fluxes. In situ and remote sensing 
measurements have greatly enhanced monitoring of forest carbon dynamics, but 
incomplete data coverage in space and time results in significant uncertainties in carbon 
accounting. Although theoretical and mechanistic models have enabled continental-scale 
and global mapping, robust predictions of forest carbon dynamics are difficult without 
initialization, adjustment, and parameterization using observations. Therefore, this 
dissertation is focused on a synergistic combination of lidar measurements and modeling 
that incorporates biophysical principles underlying forest growth. 
First, spaceborne lidar data from the Geoscience Laser Altimeter System (GLAS) 
were analyzed for monitoring and modeling of forest heights over the U.S. Mainland. 
Results showed the best GLAS metric representing the within-footprint heights to be 
dependent on topography. Insufficient data sampling by the GLAS sensor was 
problematic for spatially-complete carbon quantification. A modeling approach, called 
	 vii 
Allometric Scaling and Resource Limitations (ASRL), successfully alleviated this 
problem. The metabolic scaling theory and water-energy balance equations embedded 
within the model also provided a generalized mechanistic understanding of valid 
relationships between forest structure and geo-predictors including topographic and 
climatic variables. 
Second, the ASRL model was refined and applied to predict large-scale patterns 
of forest structure. This research successfully expanded model applicability by including 
eco-regional and forest-type variations, and disturbance history. Baseline maps (circa 
2005; 1-km2 grids) of forest heights and aboveground biomass were generated over the 
U.S. Mainland. The Pacific Northwest/California forests were simulated as the most 
favorable region for hosting large trees, consistent with observations. Through sensitivity 
and uncertainty analyses, this research found that the refined ASRL model showed 
promise for prognostic applications, in contrast to conventional black-box approaches. 
The model predicted temporal evolution of forest carbon stocks during the 21st century. 
The results demonstrate the effects of CO2 fertilization and climate feedbacks across 
water- and energy-limited environments. 
This dissertation documents the complex mechanisms determining forest structure, 
given availability of local resources. These mechanisms can be used to monitor and 
forecast forest carbon pools in combination with satellite observations to advance our 
understanding of the global carbon cycle.	 	
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Global mean land surface temperature has increased by ~0.85 °C from 1880 to 
2012, and the amount and pattern of precipitation have become atypical compared with 
long-term observations (IPCC, 2013). Recent climate change, of which natural forcing 
alone cannot explain, is ascribed to increasing atmospheric carbon. CO2 flux has been 
quantified to understand the global carbon budget, balanced over a long period through 
both slow and rapid redistribution (Houghton, 2007; Houghton et al., 2009). While the 
uncertainties of carbon flux between the atmosphere, ocean and fossil fuel reservoirs 
have been well constrained, large unknowns are related to the net carbon flux from forest 
ecosystems (Schimel et al., 2015). Community efforts on both in situ and remote sensing 
measurements have greatly benefited the capabilities for forest carbon monitoring, but 
their incomplete data coverage in space and time is still responsible for significant 
uncertainties in carbon accounting (Le Toan et al., 2011). Advanced understanding of the 
global carbon cycle requires a complete interpretation of forest carbon pools and their 
flux. Large-scale and continuous patterns of forest carbon are of interests to current 




1.1.1 Large-scale monitoring of forest structure 
Covering ~30% of global land surface, forests consistently but only partially 
uptake atmospheric CO2 through photosynthesis and store carbon residuals (after 
respiration) in biomass (Pan et al., 2011a). Compared with other vegetation types, forests 
account for relatively large carbon per unit area (> 70% of terrestrial biomass). Carbon 
accumulation in forests is not an unlimited process due to the age-dependent growth rate 
and stand-replacing disturbances. Spatial and temporal variation in forest carbon relies on 
species types, stand ages, environmental conditions, and magnitude and frequency of 
anthropogenic activities (Houghton, 2009). Here, accurate mapping of forest structure is 
needed to identify the spatio-temporal variations, and in turn, to determine scientific 
backgrounds for carbon accounting and management (Avtar et al., 2013).  
Forest height and aboveground biomass (AGB) are major biophysical properties 
used in the forest carbon accounting across scales. Systematic field sampling might be the 
most accurate way for recurrent monitoring of forest structure, and thus in situ data are 
generally acknowledged in research validations. However, this labor-intensive method is 
impractical for large-scale carbon quantification owing to data discontinuity in space and 
time. Remote sensing techniques using passive or active sensors may alleviate the 
constraint of in situ measurement (Goetz et al., 2009).  
Passive optical sensors have been used for estimating percent forest cover and leaf 
area index and for classifying forest types, which are key variables to quantify forest 
carbon. Spectral signals reflected from forests can be combined with field data or models 
to produce spatially explicit estimates of forest structure over large areas. Digital imagery 
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compiled for a long-term at various spatial and temporal resolutions have enabled large-
scale baseline mapping and change detection of forest carbon. However, the saturation in 
the passive optical sensing precludes differentiating spectral signals from forests with 
high level of biomass (e.g., Sanchez-Azofeifa et al., 2009).  
Lidar instruments, emitting laser beams, record the round trip time for photons 
returned from surface. The traveling time is converted to distance from a lidar sensor to 
the surface. The within-footprint height of forests can be estimated from the difference in 
distance between the first return (canopy top) and the last return (ground) of laser signals. 
Lidar remote sensing can capture vertical forest structure with wall-to-wall coverage at 
local scales, but its application to continental and global mapping is still data-limited and 
expensive (Goetz & Dubayah, 2011). Although a spaceborne lidar [Ice, Cloud, and land 
Elevation Satellite (ICESat)/GLAS] has provided global-scale altimetry information, 
spatially complete forest height monitoring is difficult because of the insufficient data 
sampling density. 
Radar instruments emit microwave pulses of polarized electromagnetic radiation, 
and measure the fraction of returned energy in different polarization orientations. The 
backscattering coefficient of radar signals is rich in information of the 3D forest structure, 
and it is used as a proxy for biomass. Conventional radar remote sensing, which preceded 
the Polarimetric Synthetic Aperture Radar (SAR) Interferometry (Pol-inSAR) method, 
can generate high-resolution patterns of forest biomass. Still, they are actually indirect 
estimates where the decorrelation of vegetation signal is problematic (Hall et al., 2011). 
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1.1.2 Large-scale modeling of forest structure 
In order to generate continental and global patterns of forest carbon, spatially and 
temporally incomplete but direct measurements are often combined with multiple geo-
predictors that are already available at large-scales. For instance, climatic variables are 
good candidates for predictors based on an assumption that climate regulates overall plant 
growth. Recent modeling approaches implement spatial statistics and machine learning 
algorithms in their extensive predictions of forest structure across boreal, temperate, and 
tropical forests (e.g., Lefsky, 2010; Saatchi et al., 2011; Simard et al., 2011; Hansen et 
al., 2014). Such models are highly predictive, but often neglect biophysical principles 
underlying forest growth. This limitation may lead to non-physical shifts in the modeled 
outputs that are easily affected by quality and quantity of training data (Stojanova et al., 
2010). Therefore, non-mechanistic models are generally unsuitable for recurring change 
assessments and prognostic applications because the correlations established in the 
models are difficult to reproduce under different conditions of study area and time.  
Theoretical or mechanistic models are the only existing class of models that can 
simulate large-scale baseline patterns of forest carbon and simultaneously diagnose their 
changes under different natural and anthropogenic forcing conditions. As an example, 
Dynamic Global Vegetation Models (DGVMs) have predicted that warming and drought 
will cause losses of forest carbon in Amazonian rainforests with varying mechanisms 
including increases in plant respiration, declines in photosynthesis, and increases in vapor 
pressure deficit (Galbraith et al., 2010). However, without initialization, adjustment, and 
parameterization using actual observations, theoretical and mechanistic models still have 
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significant uncertainties for simulating large-scale forest structure and carbon dynamics. 
Thus, linking in situ and remote sensing data with the models has been suggested for 
robust predictions of forest carbon pools and their flux (Plummer, 2010). This effort 
clearly benefits from the advantages of remote sensing, providing uniform measurements 
across regions and times, and the strengths of ground-based observations, such as detailed 
information of individual trees’ allometry, geometry, growth, competition, and mortality. 
Yet, it still requires fully gridded forest carbon information for model adjustments, and 
such data is currently not available at continental and global scales. 
1.2 Application of metabolic scaling theory and water-energy balance equations 
A new approach exploring a synergistic combination of biophysical mechanisms 
and in situ and remote sensing data is the ASRL model. The ASRL model is rooted in the 
metabolic scaling theory for plants (MST; West et al., 1997) and water-energy balance 
equations (Penman-Monteith (PM); Monteith & Unsworth, 2013). The MST and PM 
theories provide a generalized mechanistic understanding of valid relationships between 
forest structure and geospatial predictors including topography and climatic variables. 
This fusion approach has not been attempted for monitoring, modeling, and forecasting 
large-scale patterns of forest height and AGB. Although it is still dependent on input data 
quality and quantity, this approach does have the merit of being prognostic. 
The MST hypothesizes that plant metabolic rate B (respiration, photosynthesis or 
xylem flow) scales with the geometry of the vascular network (e.g. xylem) and 
consequently dictates the size of the whole plant (volume V or mass M) as: B ∝ Vθ ∝ Mθ 
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(West et al., 1999). The exponent θ is close to 3/4, consistent with the three-quarter 
power rule for living organisms (Kleiber, 1947), although other exponent values could be 
incorporated. The theory supposes an idealized tree with a constant tissue density (M = 
ρV = ρπrstem2h with density ρ, stem radius rstem and tree height h) where the xylem flow 
rate Q0 represents the minimum required (i.e. life sustaining) water circulation. The 
theoretical Q0 is interrelated with rstem2 (the larger the cross-sectional stem area, the lower 
the resistance to water flow) and h, and is assumed to scale with the size-dependent 
metabolic rates as: B ∝ Q0 ∝ rstem2 ∝ M3/4 ∝ (rstem2h)3/4 ∝ h3. This interconnection in tree 
geometry is further explained by a series of assumptions such as the fractal-like, self-
similar, space-filling and area-preserving branching system (West et al., 2009; Savage et 
al., 2010). The MST allows mathematical derivation of many plant features, ranging from 
individual tree spacing to forest biomass density, and provides a potentially powerful 
foundation for numerous ecological and earth-system modeling attempts (Brown et al., 
2004). 
The amount of water and energy used for Q0 given the size of a tree should be 
balanced with local resource availability (Kempes et al., 2011). Water is a key limiting 
factor for maximum tree growth (Ryan & Yoder, 1997), and the potential water inflow Qp 
for the tree is contingent on the absorptance σwater and the accessible water supply Iwater 
as: Qp ∝ σwaterIwater. Energy (light and heat) also constrains maximum tree height 
(Givnish, 1988). Energy used for metabolism can be translated into the evaporative flow 
rate Qe, incorporating local solar radiation, air temperature, humidity and wind speed 
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(Sellers et al., 1997). Here, Qe relies on the effective tree area Atree and the 
evapotranspiration flux Eflux derived from the PM equation as: Qe ∝ AtreeEflux. 
The ASRL model assumes: (1) a tree should obtain sufficient resources to meet its 
needs for growth; (2) absorbed light and water (or nutrients) are dependent on tree size; 
and thus (3) local resource availability limits maximum tree growth (Kempes et al., 
2011). In the model this is expressed by inequalities of three flow rates (Qp ≥ Qe ≥ Q0) 
(Figure 1.1), consisting of the potential rate of water inflow Qp, the rate of evaporative 
flow Qe and the minimum metabolic flow rate Q0. These flow rates are determined by 
both tree size and local environmental conditions. Below we describe the basis for and 
implications of these inequalities. Note that the details on the ASRL model framework 
and improvements are fully described in Appendix B. 
The first part of the inequalities is related to local water availability and basal 
metabolism of trees (Qp – Q0 ≥ 0). A tree must receive enough water to maintain its 
xylem flow based on a function of tree height h: Q0 = ∑12 months β1hη1, where β1 and η1 are 
the normalization constant and exponent for basal metabolism. The potential water inflow 
for trees is given as a function of h, elevation and precipitation: Qp = ∑12 months 
γ(2πrroot2)ΨPinc. The absorption efficiency γ is related to properties of the local soil and 
terrain. The hemispheric root surface area 2πrroot2 is derived from the mechanical stability 
and isometric relationship between the radial root extent rroot and h (Niklas, 2007). 
Elevation is converted into the normalized topographic index Ψ accounting for terrain 
slope and the direction and accumulation of surface water flow. The long-term monthly 
precipitation Pinc is input to the model as a geospatial predictor. 
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The potential water inflow and evaporative flow rates are associated with the 
second part of the inequalities (Qp – Qe ≥ 0). The whole-plant evaporation, Qe = aLvwater 
∑12 months Eflux, should be less than or equal to the water absorption derived from Qp. Here, 
Qe incorporates h, elevation and the other monthly climatic variables, including solar 
radiation, temperature, vapor pressure and wind speed. The effective tree area aL 
accounts for the area of single leaf sleaf and the tree branching architecture (West et al., 
1997; Kempes et al., 2011), and vwater is the molar volume of water. The PM equation 
computes the monthly evaporative molar flux Eflux. Both aL and Eflux are dependent on 
tree size.  
The last part of the inequality is given as: Qe – Q0 ≥ 0. Size-dependent Qe is a 
proxy for metabolic energy use (Sellers et al., 1997). For a given tree size, the life-
sustaining water circulation from Q0 (i.e. the minimum requirement) should not exceed 
the whole-plant Qe determining the water–energy balance. On the whole, Qp ≥ Qe ≥ Q0. 
The ASRL model explores the maximum potential h within the boundary where Qe does 
not violate the upper (Qp) and lower (Q0) limits. The trajectory of all three flow rates 
varies with local environmental conditions and metabolic scaling relationships. 
We are aware of many studies which highlight evidence for deviations from the 
basic MST and include processes regarding intra-/interspecies variation, plant interaction, 
self competition and age-related morphism (Kozlowski & Konarzewski, 2004; Coomes & 
Allen, 2009; Mori et al., 2010; Piao et al., 2010; Pretzsch & Dieler, 2012; Lin et al., 
2013). Nevertheless, it has been generally recognized that species and taxonomic 
deviations should exist and may also represent predictable evolutionary differences 
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compared with the idealized case (e.g. Brown et al., 2004; Kempes et al., 2011, 2012). 
This generalization, along with biophysical principles, is still useful for large-scale forest 
carbon estimations including canopy height and biomass mapping, and the derivations of 
the model do not preclude the incorporation of scaling or process-related differences from 
the basic MST. 
1.3 Objectives and dissertation structure 
The forest carbon monitoring community now has urgent needs for a synergistic 
combination between mechanistic models and continuous observations from across 
boreal, temperate and tropical forests. Boreal forest structural dynamics, for example, are 
of concerns to the forest carbon accounting because trees here are sensitive to changing 
temperature, and this region undergoes the pole-ward amplification of warming with 
twice as fast as the global average (Serreze & Barry, 2011). Concurrent warming and 
drought have resulted in significantly increasing tree mortality in temperate ecosystems 
(e.g., northwestern America; Anderegg et al., 2013) where the world’s tallest forests are 
located with cool summers, mild winters, and sufficient annual precipitation. Future 
tropical forests are also important components in the carbon cycle studies due to their 
largest carbon storage and potential threats of degradation and deforestation (e.g., 
Amazonian forests; Malhi et al., 2008). Nevertheless, the response of forest structure to 
climate change and disturbances is one of the most critical elements that are not well 
incorporated in the global carbon monitoring, modeling, and forecasting. 
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In the above context, this dissertation focuses on the ASRL modeling approach in 
a combination with airborne/spaceborne remote sensing data to predict forest biophysical 
properties given the availability of local resources (water, light, and temperature) and 
disturbance history. The biophysical mechanism integrated within the ASRL model 
enables prognostic applications, which contrasts to conventional black-box approaches. 
This dissertation research will not only mitigate the altimetry data discontinuity in space 
and time, but also facilitate forest carbon monitoring and forecasting; an element that is 
strongly emphasized in the NASA’s carbon science programs and mission.  
The objectives of this dissertation are to (i) implement remote sensing data to 
initialize, adjust, and parameterize the mechanistic model, (ii) extend the ASRL modeling 
approach to produce large-scale and continuous baseline maps of forest height and AGB 
over the U.S. Mainland, (iii) address both average trends and regional variations in forest 
biophysical properties, and finally, (iv) generate forest carbon forecasts given climate 
change scenarios.  
In Chapter 2, the ASRL modeling approach in a combination with remote sensing 
data is tested over the U.S. Mainland. The model is updated and applied to produce a 
baseline map of forest height in Chapter 3. Chapter 4 expands the modeling approach to 
estimate large-scale patterns of AGB and predict the 21st century evolution of forest 
biophysical properties over the U.S. Mainland. Chapter 5 is the concluding chapter. In 
these dissertation chapters, I will answer the following specific research questions: 
a) How well does the mechanistic model in combination with spaceborne and 
airborne remote sensing generate large-scale patterns of forest height and 
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AGB over the U.S. Mainland? What are the remaining error sources that 
we can identify and mitigate? 
b) Which are the dominant ecological drivers (water, light, and temperature) 
of the maximum forest growth and how do they vary across different eco-
regions and forest functional types? 
c) What are the forest carbon implications from model simulations coupled 
with various climate change scenarios? 
1.3.1 Allometric scaling and resource limitations model of tree heights: Combination 
between model and remote sensing altimetry data over the continental USA 
In Chapter 2, a methodology to generate spatially continuous fields of forest 
heights with the ASRL model is reported. The model was combined with the GLAS data. 
Amongst the five possible GLAS metrics that are representative of tree heights, the best 
metric is selected based on how closely the metric resembles field-measured and airborne 
lidar-derived tree heights. This research demonstrates mapping of tree heights over the 
U.S. Mainland at 1 km spatial resolution. The study area is divided into multiple eco-
climatic zones based on forest types, annual total precipitation, and average temperature. 
Three model parameters (area of single leaf, exponent for canopy radius, and root 
absorption efficiency) are selected for the ASRL model adjustment, that is, to minimize 
the difference between actual and modeled tree heights. The ASRL modeled tree heights 
are evaluated using two-fold cross validation and comparisons to existing satellite-based 
forest height maps. Chapter 2 shows that the adjusted ASRL model in a combination with 
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GLAS data satisfactorily reproduces the large-scale pattern of tree heights over the U.S. 
Site-scale tests of the model, specifically at 12 FLUXNET sites where more accurate data 
are available, are also provided. 
1.3.2 Application of the metabolic scaling theory and water–energy balance equation 
to model large-scale patterns of maximum forest canopy height 
Chapter 3 documents an improved modeling approach which links the metabolic 
scaling theory and the water–energy balance equation with actual observations in order to 
produce large-scale patterns of forest heights. The ASRL model accounts for the size-
dependent metabolism of trees whose maximum growth is constrained by local resource 
availability. Geo-predictors used in the model are altitude and monthly precipitation, 
solar radiation, temperature, vapor pressure and wind speed. Disturbance history (i.e. 
stand age) is also incorporated to estimate contemporary forest heights. This chapter 
provides a baseline map (circa 2005; 1-km2 grids) of forest heights over the U.S. 
Mainland. The Pacific Northwest/California is predicted as the most favorable region for 
hosting large trees because of sufficient annual precipitation, moderate solar radiation and 
temperature. The results at sub-regional level are generally in good and statistically 
significant agreement with independent reference datasets: field measurements, airborne 
and spaceborne lidar, and an existing global forest height product. Model uncertainties at 
county level are also discussed in this study. Chapter 3 demonstrates the improvement of 
the metabolic scaling theory to address variations in vertical forest structure due to 
ecoregion and plant functional type. A clear mechanistic understanding embedded within 
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the model allows synergistic combinations between actual observations and multiple geo-
predictors in forest height mapping. This approach shows potential for prognostic 
applications, unlike previous statistical approaches. 
1.3.3 Prognostic application of allometric scaling and resource limitations model: 
The 21st century evolution of forest biophysical properties over the United 
States 
Increased atmospheric CO2 concentration and climate change have significant 
impacts on vegetation, but their mechanisms and feedbacks are still not fully understood. 
Here, we perform prognostic applications to assess the future evolution of forest carbon 
over the United States. Our model, called ASRL, can predict the maximum tree growth 
given the availability of local resources (water, light, and temperature). The ASRL model 
is combined with actual observations to initialize parameters regarding tree metabolism, 
crown geometry, and resource accessibility and use efficiency. New ASRL modules, such 
as CO2 fertilization and biomass estimation, have enabled forecasting of the magnitude 
and sign of the global carbon cycle feedbacks. Based on the off-line model simulation, 
the ASRL model can be run with spatially downscaled outputs from climate model runs 
[Coupled Model Intercomparison Project Phase 5 (CMIP5)] for a range of emission 
scenarios [four Representative Concentration Pathways (RCPs) 2.6, 4.5, 6, and 8.5]. In 
this chapter, the 21st century evolution of AGB well demonstrated the possible slowing-
down of the CO2 fertilization due to the availability of resources (e.g., water). We found 
that future warming and drought will lead to degradation of site quality and productivity 
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in water-limited environments and enhance the AGB pool in energy-limited 
environments. The combined impact of the CO2 fertilization and climate change tends to 
compensate each other (balancing the negative and positive effects) in water-limited 
environment. In contrast, energy-limited environments were predicted to face the 
increasing potential AGB through the longer growing season and warming. Our results 
directly respond to the forest carbon monitoring, modeling, and forecasting in order to 





Figure 1.1 The ASRL modeling framework: Qp ≥ Qe ≥ Q0 (Kempes et al., 2011). In the 
natural logarithm graphs, Qp is the potential inflow rate (dash-dotted line), Qe refers to 
the evaporative flow rate (solid line) and Q0 corresponds to the basal metabolic flow rate 
(dashed line). The model predicts the maximum tree height h where Qe intersects with 
either Qp (water limited) or Q0 (energy limited). Qe does not violate the upper (Qp) or 
lower (Q0) limits in the favorable zone for trees. The trajectory of all three curves reflects 
the heterogeneity in local environmental conditions and metabolic scaling relationships. 
Qp is a function of tree size (h), altitude (alt) and precipitation (prcp), while Qe is derived 
from h, alt, solar radiation (srad), air temperature (tmp), vapor pressure (vp) and wind 
speed (wnd). Q0 reflects tree-size-dependent metabolism. Examples of the maximum 
potential h in the ASRL predictions for (a) a water-limited environment (44.43 °N, 
121.72 °W; maximum potential height hmax = 57.4 m) and (b) an energy-limited 





Allometric scaling and resource limitations model of tree heights: Combination 
between model and remote sensing data over the continental USA 
2.1 Introduction 
Uniform and repeated measurements of tree height, and potentially biomass, are 
now possible with altimetry data from terrestrial, airborne, and satellite lidar. Terrestrial 
laser scanners and small footprint airborne lidar data are key to accurate estimation of 
forest height and biomass at local-to-regional scales (Goetz et al., 2009). Continental and 
global maps of forest height (Lefsky, 2010; Simard et al., 2011) have been generated 
using lidar waveform data from the GLAS instrument aboard the ICESat satellite. The 
global coverage of GLAS has enabled the extensive monitoring of forest structure. 
However, the sparseness of observations is still problematic for generating spatially 
complete maps (Goetz & Dubayah, 2011). 
There are two approaches to alleviate the discontinuity of actual observations: (1) 
the extrapolation of field-measured and/or remote sensing altimetry data based on non-
mechanistic models (e.g., spatial statistics and machine learning algorithms) and (2) the 
prediction using the theoretical and mechanistic models (e.g., DGVMs and ASRL). The 
extrapolation method well estimates large-scale forest structural attributes by exploiting 
the advancement in lidar remote sensing. However, this black-box type of extrapolating 
process has an obvious limitation that it is often done using non-physical procedures in 
conjunction with remote sensing and climate data. Alternatively, theoretical models for 
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mapping height or biomass rely on biophysical mechanisms governing forest growth. The 
ASRL model (Kempes et al., 2011) is one such theoretical/mechanistic model predicting 
local forest height maxima. The ASRL model integrates the allometric scaling laws of 
trees and energy budgets limited by local resource availability such as water, air 
temperature, sunlight, and wind.  
Some studies have demonstrated the applicability of scaling laws for quantifying 
forest structure and dynamics (e.g., Enquist et al., 2009; West et al., 2009) and estimating 
live biomass in forest stands (e.g., Chojnacky. 2002; Cheng et al., 2010). However, other 
researchers (e.g., Kozlowski & Konarzewski, 2004; Zianis, 2008) doubt the relevance of 
plant allometric scaling laws given the high variability observed in actual forests. The 
ASRL model implements the steady-state allometric approach based on the assumption 
that physiological traits of trees generally follow allometric scaling rules and, the 
allometric coefficients and scaling exponents of the ASRL model are assumed constant 
across different eco-climatic zones and forest types varying age classes. This often results 
in disparities between measurements and model predictions. Here, a significant progress 
in mapping forest height and biomass is possible if the power of allometric scaling laws, 
local energy budgets and resource limitations can be incorporated with the advancements 
of remote sensing altimetry (i.e. GLAS data) for scaling purposes. 
With the ultimate goal of generating accurate spatially continuous fields of forest 
height and biomass, this chapter tests the feasibility of ASRL model adjustment with 
remote sensing altimetry data. We investigated the best GLAS metrics representing the 
within-footprint forest heights, and also explored the ASRL model in a combination with 
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GLAS data. The forested lands over the U.S. Mainland were delineated into different 
eco-climatic zones based on dominant forest type, annual total precipitation amount and 
annual average temperature. The model adjustment involved finding the appropriate 
scaling parameters and exponents of the ASRL model in each of the eco-climatic zones 
using the Powell’s optimization method (Powell, 1964). A spatially continuous map of 
forest heights over the U.S. Mainland was reproduced at coarse spatial scales (1 km). The 
methodology is also tested at finer spatial scales, i.e., FLUXNET sites, where more 
accurate information is available. 
2.2. Data  
2.2.1. Field measurements 
This chapter used four in situ datasets to evaluate lidar observations. 82 field plots 
were assembled from seven sites with different acquisition dates with varying size and 
number of subplots (Table 2.1). 
2.2.2. LVIS data 
Laser Vegetation Imaging Sensor (LVIS) is an airborne laser altimeter sensor that 
records the intensity of returned signals from surface (Blair et al., 1999). The within-
footprint heights were extracted from the LVIS standard product (i.e. RH100; footprint 
size = c. 20 m). Topographic gradient effect was corrected with the LVIS preprocessing 
(Lee et al. 2011). LVIS datasets used in this chapter were categorized into two groups. 
The first dataset was used to compare LVIS heights with concurrent field-measured tree 
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heights (Table 2.1). In a separate exercise, the second dataset was used for comparisons 
between LVIS heights and GLAS metrics. Except for the 2008 Sierra Nevada campaign, 
acquisition dates of the second dataset mostly overlapped with GLAS waveform 
acquisition dates (from 2003 to 2006; Table 2.2). 
2.2.3 GLAS data 
GLAS waveform data provide information on land elevation and vegetation cover 
within its ellipsoidal footprints at ~170 m spaced intervals (Zwally et al., 2002). We used 
GLAS Level-2 Land Surface Altimetry (GLA14) product, which includes geolocation of 
footprints and waveform parameters such as signal beginning and echo energy peaks. It is 
difficult to estimate the dimension and shape of every single GLAS footprint. Thus, all 
GLAS footprints were assumed to have a circular diameter of 70 m (Gong et al., 2011). 
Figure 2.1 depicts the sequential preprocessing and filtering steps for selecting 
valid GLAS waveforms. Data from May to October of each year were considered, as this 
period best approximates the growing season. GLAS data were further screened by 
applying several preprocessing filters, such as atmospheric forward scattering and signal 
saturation, background noise level correction and landcover masks (see Appendix A for 
details). 
Three standard altimetry variables are available from the GLA14 data (Harding & 
Carabajal, 2005): (1) signal begin, SigBegOff, (2) signal end, SigEndOff, and (3) centroid 
height for the first or second Gaussian peak, gpCntRngOff. In ideal cases, gpCntRngOff 
and SigEndOff represent the ground elevation within a GLAS footprint, while SigBegOff 
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refers to the highest point of a surface. In practice, height of an object [i.e. (SigBegOff − 
SigEndOff) and (SigBegOff − gpCntRngOff)] may not be identical due to the topographic 
and roughness effect (Lee et al., 2011). 
2.2.4 Input data for the ASRL model 
Key input climatic variables used in the original ASRL model are annual total 
precipitation, average temperature, incoming solar radiation, wind speed and relative 
humidity. The DAYMET provided precipitation, temperature, solar radiation, and vapor 
pressure (Thornton et al., 2014). Relative humidity was calculated using temperature and 
vapor pressure (WMO, 2008). Wind speed was derived from the North American 
Regional Reanalysis (NARR) (Mesinger et al., 2014).  
Two ancillary input data are also needed. The first set of ancillary data [(Digital 
Elevation Model (DEM) and Leaf Area Index (LAI)] is used for the ASRL model 
initialization. The growing season (June to September) average LAI data were calculated 
from the Moderate Resolution Imaging Spectroradiometer (MODIS) for year 2003–2006 
(Myneni et al., 2002). The second set of ancillary data is required to identify the study 
area in this chapter [i.e. deciduous, evergreen, and mixed forests with percent tree cover 
≥50% based on the National Land Cover Database (NLCD) landcover (Fry et al., 2011) 
and MODIS Vegetation Continuous Field (VCF) (Hansen et al., 2003)] (Figure 2.2). 
Table 2.3 lists all the input data. Some finer grid datasets (e.g., 30 m or 250 m pixels) 




2.2.5 FLUXNET data 
Site-scale tests of the ASRL model were performed at 12 FLUXNET sites (Baldocchi 
et al., 2001) where sufficient valid GLAS footprints are available within 10 km radius 
from FLUXNET sites (Figure 2.3 and Table 2.4). Annual precipitation and temperature 
data (from 2001 to 2006) were obtained from the selected FLUXNET sites. 
2.3 Methods  
2.3.1 GLAS metric selection 
Prior to the ASRL model adjustment, we perform an exercise finding the best 
GLAS metric that closely corresponds to the field-measured and LVIS tree heights. This 
analysis is based on two premises: (1) field-measured, LVIS, GLAS heights match well 
as reported in previous studies (Lovell et al., 2003; Anderson et al., 2008) and (2) the best 
GLAS metric, inferred from comparison of five GLAS metrics with LVIS tree heights, 
improves the ASRL model performance. Several recent articles have also evaluated 
GLAS heights directly with field data (Pflugmacher et al., 2008; Rosette et al., 2010) and 
with airborne lidar data (Neuenschwander, 2008; Sun et al., 2008; Chen, 2010).  
a) Comparison between field-measured and LVIS heights: Because of different plot 
designs and missing coordinates of individual trees, we performed comparisons at the 
plot-level. This comparison considered the average of top 25% tree heights in each of 
sample plots (both field and LVIS data). This minimizes overestimations [e.g., using 
only three highest values (Lee et al., 2011)] or underestimations [e.g., using all values 
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(Drake et al., 2002)] if there are large numbers of field-measured trees and LVIS 
footprints in a plot. 
b) Comparison between LVIS and GLAS metrics: The spatial correspondence between 
LVIS and GLAS footprints was determined using the maximum distance from the 
center of GLAS footprint to LVIS footprint (c. 45 m). We stratified the comparison 
samples into three groups, based on topographic conditions over the GLAS footprint, 
as low (slope ≤ 5°), intermediate (5° < slope ≤ 10°) and high (10° < slope ≤ 20°). 
Valid GLAS samples in this comparison exercise were within two standard deviations 
from the mean height (5 m < h ≤ 100 m). We examined five GLAS metrics (HA–E; 
Table 2.5). HA is calculated from the distance between SigBegOff and gpCntRngOff, 
while HB represents the difference between SigBegOff and SigEndOff (Equations 2.1 
and 2.2). Other two GLAS metrics (HC and H`D) are retrieved from HA and HB with 
correction for the topographic effect using Equations 2.3 and 2.4. This chapter 
neglected the surface roughness condition (HD converted from H`D; Equation 2.5). 
Lastly, HE is computed from the integration of HC and HD regardless of the 
topographic gradient effect (Equation 2.6). 
HA = H +
d × tanθ
2  (2.1) 




HC = HA −
d × tanθ
2  (2.3) 
HD' = HB − d × tanθ −
C ×FWHM
2  (2.4) 
HD = HB − d × tanθ  (2.5) 
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HE = 2×HA −HB  (2.6) 
where H is the actual forest height, θ represents the slope, d refers to the diameter of a 
GLAS footprint (c. 70 m), C is the speed of light and FWHM refers to the laser pulse 
width (6 ns equivalent to 1.8 m). The surface roughness also plays a similar role in 
broadening the GLAS waveform. The operation C × FWHM coherently affects the 
laser pulse width, energy distribution and surface roughness. 
c) GLAS heights for the ASRL model adjustment: Gridded GLAS height data at 1 km 
resolution was generated for the ASRL model adjustment (Figure 2.4). Valid GLAS 
footprints should be located within forest pixels with a topographic condition of < 5° 
slope. We averaged the GLAS metrics if two or more footprints fall within a 1-km 
pixel.  
2.3.2 Defining climatic zones 
Forest pixels over the U.S. Mainland were grouped into 841 climatic zones based 
on three forest types, annual total precipitation (30 mm intervals) and annual average 
temperature (2 °C intervals). An orthogonal panel was used to identify the pattern of two 
climatic variables (x-axis: annual precipitation and y-axis: temperature), and to associate 
forested grids to climatic zones (Figure 2.5). The parametric adjustment was performed at 
climatic zone and forest type level because iterative calculation of differences between 
modeled and observed heights over 1.3 million pixels is not computationally practical. 
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2.3.3 Adjustment of the ASRL model 
The model predicts forest heights at 1 km resolution using the input climatic and 
ancillary variables. There are notable disparities between actual observations and model 
predictions because the original model uses constant scaling exponents and parameters 
across different climatic regimes and forest types. Therefore, we applied the parametric 
adjustment of the ASRL model to minimize the difference between actual and potential 
heights (Figure 2.6). Three ASRL parameters, area of single leaf (α), exponent for canopy 
radius (η) and root absorption efficiency (γ), were selected for the model adjustment. 
Initial values of three parameters (α, η, and γ) were set to 13 cm2, 1.14, and 0.33, 
respectively. These values are comparable to the representative values (averages) from 
the TRY database (WWW1). Although there are other physiological traits available from 
the TRY database, this study was limited to adjustment of these three parameters. 
The collection of solar radiation for plant growth is associated with the coefficient 
for canopy transmissions. Here, α produces the total leaf area based on the branching 
generation theory (West et al., 1999). In the ASRL model, the canopy-level budget is 
collected from the energy budget in a single leaf based on the allometric geometry of 
canopy. The value η controls the scaling of canopy radius with tree height, which is 
related to the rate of absorbed solar radiation. Lastly, γ determines the available flow rate 
given the incoming rate of precipitation within root area. The tallest tree takes γ (= 1/3) 




We used the Powell’s optimization method (Powell, 1964) that results in finding 
the minima of a multidimensional function. This algorithm is efficient for generating the 
convergence of a function due to (1) its bi-directional search algorithm over the vector of 
multi-variables and (2) nonessential calculation of derivatives for each variable. A cost 
function involving three variables (Equation 2.7) was formulated and implemented based 
on Press et al. (1992) and Kuusk & Nilson (2000). We also set limits for the realistic 
parameter adjustments such that 1 cm2 ≤ α < 100 cm2, 0.8 ≤ η < 1.5, and 0.1 ≤ γ < 0.8 
(lower and upper boundaries as in the TRY database). 
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where pk is the selected ASRL parameters (k; 1 = area of single leaf, 2 = exponent for 
canopy radius, and 3 = root absorption efficiency). pk0 refers to the initial values of each 
parameter in the original ASRL model. pkb refers to the boundary limits [(lower limit + 
upper limit)/2] for each parameter. ∆pk is the standard deviation associated with each 
parameter with respect to initial values. wk is a scalar weight [wk = 0 when pk ∈ (pk_lower-
limit, pk_upper-limit), otherwise wk = 10]. N is the total number of comparison sets (i) for 
GLAS heights (HGLAS) and ASRL model predictions (HASRL) and ∆H is the standard 
deviation associated with HGLAS and HASRL. The iterative adjustment process continues 
until it finds the minimum of the function J (p1, p2, p3) for each of the climatic zones. 
A noteworthy limitation of this exercise is that forest stand ages are not directly 
involved in the adjustment process. Tree height and growth rate vary depending on forest 
type and location. Those are also clearly related to forest stand ages (Shugart et al., 2010). 
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Note that young forest stands (c. 10 years) grow in southeastern U.S., while old forest 
stands (c. 900 years) inhabit the U.S. northwest (Pan et al., 2011b).  
2.3.4 Evaluation of the adjusted ASRL predictions 
Result evaluations were performed with two objectives in this chapter: (1) two-
fold cross validation and bootstrapping to assess the synergistic combination between the 
ASRL model and GLAS data both over the U.S. Mainland and at 12 FLUXNET sites, 
and (2) inter-comparisons of the adjusted ASRL prediction (Hopt ASRL) with existing forest 
height maps produced by Simard et al. (2011), HSimard and Lefsky (2010), HLefsky. Inter-
comparisons were completed at both climatic zone and individual pixel level. 
Two-fold cross validation randomly divided the GLAS heights into training and 
testing sets. The first half of the GLAS heights was used as a training data to adjust the 
ASRL model in each climatic zone. The testing data were generated by averaging the 
remaining half of the GLAS heights in each climatic zone. Pixel level comparisons were 
also performed to calculate the prediction errors (Hopt ASRL − HGLAS test). Bootstrapping was 
applied specifically for the site-scale tests of the model. Individual FLUXNET sites were 
grouped into eco-climatic zones (Figure 2.7). Each zone consisted of 1 to 2 FLUXNET 
sites at the most. We neglected zones where GLAS footprints were less than 50 based on 
the need for model adjustment. Selected sites include Harvard Forest EMS Tower (US-
Ha1), Howland Forest Main Tower (US-Ho1), Howland Forest West Tower (US-Ho2), 
Harvard Forest Hemlock Site (US-Ha2), Missouri Ozark Site (US-MOz), and Little 
Prospect Hill (US-LPH) within a total of five eco-climatic zones. Bootstrapping also 
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randomly divided the GLAS heights into two groups (training and testing). It generates 
extra comparison sets (subsamples, N = 100) to examine the stability of the adjustment 
results. 
Inter-comparisons at pixel level examined the differences in histograms that were 
differentiated by forest types (i.e. deciduous, evergreen, and mixed forests). Some caveats 
are in order regarding the inter-comparisons: (1) HLefsky represents the Lorey’s height (i.e. 
basal area weighted mean height) whereas HSimard and ASRL heights are the maximum 
forest heights, (2) HSimard does not allow forest heights >40 m, (3) both HLefsky and HSimard 
differ in their definition of forested lands, and (4) final products of HLefsky and HSimard are 
at different spatial resolution (1 km vs. 500 m) and different map projection. 
2.4 Results and Discussion  
2.4.1 Best GLAS metric from comparisons with field-measured and LVIS heights 
We first performed a plot-level comparison between field-measured and LVIS 
heights (Figure 2.8). Statistical significance of this comparison [R2 = 0.76 and Root-
Mean-Squared-Errors (RMSE) = 4.13 m] is comparable to previous reports [footprint-
level comparison (Anderson et al., 2008) and plot-level comparison (Lee et al., 2011)]. 
Slight disagreements are due to differences in data acquisition times. For example, field 
measurements for the Penobscot Experimental Forest (Maine, USA) were conducted in 
2009, while the LVIS data were acquired in 2003. Similarly, the LVIS acquisition date is 
six years prior to field measurements of the 2009 New England Campaign. The average 
tree growth rates in study regions can be approximated using an equation of Shugart et al. 
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(2010). The map of forest age distribution in North America (Pan et al., 2011b) shows 
that forest stands are aged from 41 to 80 in New England (Maine, Massachusetts, and 
New Hampshire). We expect that tree growths in New England can be made roughly up 
to 1.3 m for 6 years.  
Relatively large deviation is found in the results of Barro-Colorado Island. Two 
plausible reasons are associated with (1) tree growth rates and (2) terrain features and 
densely vegetated environment of tropical forests. Tropical forests increase more in size 
(Dubayah et al., 2010) compared to U.S. forests for a similar period. This explains that 
field measured heights (year 2000) are larger than LVIS heights (year 1998). Another 
plausible reason for disagreements is that the LVIS waveform (footprint = 20 m) is 
significantly affected by the topography and denseness of vegetation over the ground 
(Fricker et al., 2012). Especially, Barro Colorado Island consists of dense tropical forest 
and some plots are located over steep terrains. This possibly decreases the accuracy of 
LVIS data, inflating deviations. 
Subsequent analysis was focused on comparison of five GLAS metrics (HA–E) 
with LVIS heights at six study sites with terrain slope condition ≤5° (Figure 2.9). Results 
for other groups are shown in Figures 2.10 and 2.11. We observed an overestimation of 
GLAS heights relative to LVIS heights, similar to previous studies (e.g., Sun et al., 2008). 
Among the five GLAS metrics, HC was best correlated to LVIS heights [R2 of 0.70 and 
RMSE of 4.42 m (P < 0.01)]. This metric was derived from the distance between the last 
Gaussian peak and signal beginning of the GLAS waveform data and incorporated the 
correction of topographic effects. Overestimations are related to both topography and 
29	
	
GLAS waveform parameters. The bias increased with increasing tree heights (HA and HB; 
Figure 2.9a,b). Also, significant biases were generated for taller trees from use of the full 
GLAS waveform (HB and HD; Figure 2.9b,d). As shown in Figure 2.9(e), a relatively less 
agreement with LVIS heights was obtained from the GLAS metric using all three 
waveform parameters (i.e. signal begin, signal end, and the last Gaussian peak). Similarly, 
for regions with intermediate terrain slope (Figure 2.10), HC was best correlated with 
LVIS heights but with a lower R2 and larger RMSE as compared to the low slope 
condition. In the case of high topographic gradients (Figure 2.11), HD showed better 
correspondence with LVIS heights. However, the correlations were significantly lower in 
all five GLAS metrics. 
2.4.2 Initial ASRL model predictions (Potential forest height) 
A continuous map of potential forest heights (Hpotential ASRL) was generated with the 
original ASRL model at 1 km resolution (Figure 2.12a). The maximum forest heights 
were greater than 50 m in both the Northeastern Appalachian and Pacific Northwestern 
forest corridors. The model predicted lower values of potential heights (≤35 m) in the U.S. 
southeast. We noted discrepancies between initial model prediction and GLAS heights 
(HGLAS; actual forest height). A low correlation was observed in each climatic zone (R2 = 
0.06; RMSE = 22.8 m) (Figure 2.12b). There was a significant skewness in the 
histograms of actual (mean = 31.3 m; standard deviation = 11.5) and potential (mean = 
45.5 m; std. dev. = 23.6) forest heights at pixel level (Figure 2.12c). Hpotential ASRL was 
overestimated in the northeastern forests as compared to HGLAS. A plausible reason could 
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be that the original ASRL model does not accurately reflect the spatial and temporal 
dynamics in the estimation of internal water-energy balance (metabolic, available water, 
and evaporative flow rates) across different eco-climatic regimes and forest types. 
2.4.3 Adjusted ASRL model predictions 
The adjusted ASRL model was then used to generate a spatially continuous map 
of forest heights (Hopt ASRL; Figure 2.13a). We noted a significant improvement in model 
predictions both at climatic zone level (Figure 2.13b) and individual pixel level (Figure 
2.13c): (1) RMSE decreased from 22.8 m (without adjustment) to 3.1 m (after adjustment) 
with an increase in R2 from 0.06 to 0.8 (P < 0.01); (2) histograms show a better 
agreement between GLAS heights (mean = 31.3 m; std. dev. = 11.5) and adjusted ASRL 
predictions (mean = 30.4 m; std. dev. = 8.5); and (3) relatively smaller prediction errors 
over the Northeastern Appalachian and Pacific Northwestern forest corridors as 
compared to the original ASRL predictions. 
Figure 2.14 shows that prediction errors at individual pixel level decreased from 
15.10 m (HGLAS − Hpotential ASRL) to −0.80 m (HGLAS − Hopt ASRL). However, the adjusted 
model poorly predicted heights over the complex terrains (e.g., ~20 m underestimation 
for the redwood stands in the Pacific Northwestern mountains of California and Oregon). 
Other GLAS-based products also reported relatively large prediction errors in the 
estimation of forest heights (Lefsky, 2010; Simard et al., 2011) and biomass (Zhang et al., 
2014) over these regions. Interpolated precipitation and temperature data may have 
produced large uncertainties. Note that these are critical inputs to the ASRL model. Other 
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plausible reasons for this discrepancy may be: (1) GLAS undersampling for some of the 
climatic zones that resulted in fewer comparison sets in the model adjustment and (2) 
topographic influence on GLAS waveform data which could not perfectly be rectified by 
our slope gradient filter. 
The adjusted parameters are shown in Figure 2.15. There are notable changes in 
the optimal area of single leaf (initial value α: 13.0 cm2) that ranged from 1.5 cm2 to 90.0 
cm2. Distribution of adjusted leaf area was comparable to TRY database (WWW1). The 
root absorption efficiency (initial value γ: 0.33) converged to a relatively narrower range 
of values (from 0.05 to 0.65), while ~80% of the adjusted exponent for canopy radius η 
fell within the range of ±10% of its initial value (1.14). Kempes et al. (2011) have also 
reported a stable median relative error against the percent change of η. 
The area of single leaf of deciduous forests (mean α = 19.3 cm2) was higher than 
that of evergreen forests (mean α = 9.1 cm2). The original ASRL model did not consider 
the difference in forest types. Our adjustment process allows combining allometric 
scaling laws with features that are representative of specific forest types. Adjusted α 
values are well correlated with the variability in forest types, annual precipitation and 
average temperature in each climatic zone. Warm (annual average temperature = c. 15 °C) 
and wet (annual total precipitation ≥ c. 1,500 mm) regions displayed a larger value of α 
for both deciduous and evergreen forests. In cold regions (annual average temperature = c. 
5 °C), the adjusted value of α for evergreen forests increased with annual precipitation. 
These results are supported by other studies that examined relationships between leaf 
traits and environmental conditions (Grier et al., 1977; Westoby et al., 2002). 
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Similar trends in the adjusted γ values were observed in warm and wet regions. 
However, evergreen forests generally showed higher adjusted γ values compared to 
deciduous forests in relatively dry regions. Water availability is spatially heterogeneous 
for an individual species within a location (Golluscio et al., 2007). For example, 
evergreen and deciduous plants in dry regions have different root systems and water use 
efficiencies [evergreen > deciduous (Medina & Francisco, 1994)]. Kempes et al. (2011) 
have demonstrated an improvement of the ASRL model based on adjustment of γ that 
generated a lower variance in the model error. 
2.4.4 Evaluations 
Figure 2.16(a) shows the two-fold cross validation (R2 = 0.59; RMSE = 3.31 m; P 
< 0.01). Histograms show considerable similarity between the testing GLAS heights 
(mean = 30.8 m; std. dev. = 10.7) and the adjusted ASRL predictions (mean = 30.6 m; std. 
dev. = 8.4) (Figure 2.16b), even though it gives relatively less correlations than using all 
of valid GLAS heights. The satisfactorily low prediction errors (mean = −0.61 m; std. dev. 
= 12.91) are shown in Figure 2.16(c). We achieved the stability of the adjusted ASRL 
model predictions from the two-fold cross validation. 
For tests at the 12 FLUXNET sites, the number of sample GLAS data in the two-
fold cross validation varied from 5 to 34 depending on the site (Table 2.6). A statistically 
significant relationship (R2 = 0.85; RMSE = 1.81 m; P < 0.01) was obtained when 
comparing the adjusted ASRL predictions with the average of testing GLAS heights 
(Figure 2.17a). Adjusting three parameters clearly improved model performance at site-
33	
	
scale. As shown in Figure 2.17b,c, the variance of model errors to the actual observation 
decreased from 0.53 (without adjustment) to 0.01 (after parametric adjustment). 
As shown by the bootstrapping evaluation approach (Figure 2.18a), the adjusted 
model satisfactorily predicted forest heights (R2 = 0.66; RMSE = 2.60 m; P < 0.01). The 
model’s error variance decreased from 0.60 to 0.02 after the adjustments (Figure 2.18b,c). 
Overall, the combination between the ASRL model and GLAS data was successful and 
generated a more robust prediction of forest heights at both continental and site scales.  
Forest height maps from Simard et al. (2011) and our study portray similar 
patterns of forest heights over the U.S. Mainland: (1) larger trees (> 40 m) in the Pacific 
Northwestern forests of California and Oregon, (2) relatively medium-to-tall trees (30 to 
40 m) in the northeastern forested regions, and (3) smaller trees (c. 20 to 30 m) along the 
Great Lake and the Mississippi River basin. It should be noted that the regression tree 
procedure described in Simard et al. (2011) is based on the GLAS altimetry variables of 
the Gaussian decomposition (signal beginning, signal end, and last Gaussian peak). 
Simard et al. (2011) also included a similar set of environmental layers related to 
elevation, temperature, and precipitation. 
Figure 2.19(a) depicts a scenario where Hopt ASRL is relatively higher in the 
northwestern and northeastern forested regions as compared to HSimard. At the scale of 
climatic zones (Figure 2.19b), the adjusted ASRL model predictions are moderately 
correlated to HSimard (R2 = 0.45; RMSE = 8.01 m; P < 0.01). Average values of Hopt ASRL 
for each of the climatic zones were usually higher. Figure 2.19(c) shows that the 
differences between these two maps are nearly independent of forest type. The 
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differences in height values can likely be attributed to differences in definitions of forests. 
Simard et al. (2011) used landcover classes such as mosaic crops, open forest, and saline 
flooded forests. 
We also compared our forest height map with Lefsky (2010)’s original GLAS-
based heights. Figure 2.20(a) shows a one-to-one comparison between the average height 
values obtained from Hopt ASRL and HLefsky for each of the climate zones. Overall, there is a 
moderate correlation (R2 = 0.41; RMSE = 6.72 m; P < 0.01) between Hopt ASRL and HLefsky. 
Mean values of Hopt ASRL are an underestimate. Figure 2.20(b) shows the pixel level 
difference (Hopt ASRL – HLefsky) histograms for three forest types where deciduous forests 
show higher differences (mean = −5.7 m; std. dev. = 10.3) followed by the evergreen 
forests (mean = −4.2 m; std. dev. = 12.6) and mixed forest types (mean = −4.5 m; std. dev. 
= 9.5). A plausible reason could be that Lefsky (2010) applied a different height retrieval 
procedure (statistical) based on full GLAS waveform extents, while our study used the 
standard Gaussian decomposition approach. 
2.5 Conclusion  
Among the five GLAS metrics (HA–E) indicative of forest heights, this research 
was able to find the best GLAS metric (HC). We conducted inter-comparisons showing 
the closeness between: (1) field measured and LVIS heights (R2 = 0.76; RMSE = 4.13 m) 
and (2) LVIS and GLAS heights (R2 = 0.70; RMSE = 4.42 m for HC). HC was retrieved 
from distance between the last Gaussian peak and signal beginning of GLAS waveform 
after correcting the topographic effect. 
35	
	
The ASRL model was successfully combined with GLAS data to generate a 
spatially continuous map of forest heights over U.S. Mainland at 1 km resolution. The 
parametric adjustment minimized differences between the actual heights (GLAS) and 
potential heights predicted by the original ASRL model. The study area was grouped into 
841 climatic zones based on forest types (deciduous, evergreen, and mixed forests), fixed 
intervals of annual total precipitation (30 mm) and annual average temperature (2 °C). 
Three model parameters were simultaneously adjusted in each of the climatic zones (area 
of single leaf, α; exponent for canopy radius, η; and root absorption efficiency, γ). 
Two-fold cross validation and bootstrapping showed the robustness of parametric 
adjustment, combining the ASRL model and spaceborne lidar at both continental and site 
scales. Hopt ASRL explained 59% of variability in HGLAS test on average. However, the 
adjusted ASRL model still poorly predicted forest heights over the Pacific Northwestern 
Mountains of California and Oregon. 
The adjusted model predictions were compared with existing height products 
(Simard et al., 2011; HSimard and Lefsky, 2010; HLefsky). The results indicated moderate 
correlation between Hopt ASRL, and HSimard and HLefsky for all climatic zones (R2 = 0.45 and 
RMSE = 8.01 m for HSimard; R2 = 0.41 and RMSE = 6.72 m for HLefsky). Hopt ASRL was an 
overestimate compared to HSimard and an underestimate compared to HLefsky and with a 
significant skewness at individual pixel level. These discrepancies can be attributed due 
to different definitions of heights and forested lands between these studies and certain 
inherent limitations of the various approaches. 
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The parametric adjustment successfully compensated for certain limitations of the 
original ASRL model, which did not account for effects related to spatio-temporal 
variability in climatic-regimes and forest types. The results demonstrate the potential for 
a synergistic combination between mechanistic models and remote sensing altimetry data. 
Nevertheless, the adjusted ASRL model still yields ambiguous results over complex 
terrains, possibly due to uncertainties in input climatic data and topographic effects in the 
GLAS waveform data. Certain limitations in this research are: (1) a limited number of 
scaling parameters (α, η, and γ) were explored in the adjustment, (b) stand age was not 
directly considered, (c) soil conditions were neglected and (d) we assumed that allometric 
scaling laws at individual tree level were applicable at larger scales. Also, our analysis 
could not take into account the uncertainties derived from resampling and reprojection of 





Figure 2.1 Preprocessing/filtering steps for determining valid GLAS waveform data. 
Ancillary datasets required include NLCD landcover, MODIS VCF and National 





Figure 2.2 Forested lands (1 km spatial resolution) over the U.S. Mainland based on the 
NLCD 2006 landcover. Three forest types (deciduous, evergreen, and mixed forests) with 






Figure 2.3 (a) The 12 selected FLUXNET sites (red triangles) based on the distance from 
valid GLAS footprints (≤ 10 km radius). (b) An example site (ID: US-Syv) located at the 
Sylvania Wilderness Area of Michigan. Purple polygons represent Landsat TM imagery 






Figure 2.4 Distribution of GLAS heights over the U.S. Mainland. We applied a Gaussian 
decomposition approach using the signal begin (SigBegOff) and the last peak of 
Gaussians (gpCntRntOff 1). The potential bias due to topographic conditions has been 
rectified. This GLAS height metric is well correlated to field-measured and airborne 
lidar-derived tree heights. Each raster (size 1 km) is not visible at a continental scale. So, 
we implemented point symbols corresponding to each pixel for better presenting of 





Figure 2.5 Distribution of climatic zones over the empirical orthogonal panel of annual 
total precipitation and annual average temperature climatic zones were defined based on 
three forest types (deciduous, evergreen and mixed forests) and fixed intervals of 
precipitation (30 mm) and temperature (2 °C). The study area was thus confined to 841 
climatic zones. 




Figure 2.6 Diagram showing the ASRL model adjustment. The model predicts potential 
forest heights (initial prediction) based on input climatic and ancillary variables. Three 
allometric scaling parameters (area of single leaf, α, exponent for canopy radius, η and 
root absorption efficiency, γ) are adjusted to minimize the difference between GLAS and 
ASRL modeled heights. This process is done separately for each of the climatic zones. 




Figure 2.7 Distribution of the 12 selected FLUXNET sites in the precipitation and 
temperature space. Eco-climatic zones are defined based on dominant forest type and 
fixed ranges of precipitation (30 mm intervals) and temperature (2 °C intervals). Symbols 
with red color represent FLUXNET sites within a climatic zone. Five climatic zones 
satisfy the criterion that GLAS footprints be ≥ 50. 




Figure 2.8 Comparison of LVIS heights with field measurements. A total of 82 plots 
from seven different sites are considered in this analysis (p < 0.01). # In Sierra National 
Forest, there is one extremely influential observation due to old growth forests (ages > 
150). 
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Figure 2.9 Comparison of five GLAS-derived metrics (HA-E) with LVIS heights. The 
slope of the terrain in all cases is less than or equal to 5°. 
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Figure 2.10 Comparisons between LVIS heights and five GLAS height metrics (HA-E). 
The slope of the terrain in all cases is greater than 5 degrees and less than 10 degrees. 
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Figure 2.11 Comparisons between LVIS heights and five GLAS height metrics (HA-E). 
The slope of the terrain in all cases is greater than 10 degrees and less than 20 degrees. 







Figure 2.12 (a) Map of potential tree heights predicted by the original ASRL model over 
the U.S. Mainland at 1 km resolution. (b) Comparison between GLAS heights and 
original ASRL model predictions in each of the climatic zones. (c) Histograms showing 
pixel level comparison between GLAS and potential forest heights. Number of bins of 
histograms is 50. Frequencies have been normalized by total grids (frequency %). 







Figure 2.13 (a) Spatially continuous map of tree heights predicted by the adjusted ASRL 
model at 1 km spatial resolution. (b) Comparison between GLAS heights and the adjusted 
model predictions in each climatic zone. (c) Histograms at pixel level showing the degree 
of agreement between GLAS heights and the adjusted ASRL predictions. Number of bins 
of histograms is 50. Frequencies have been normalized by total grids (frequency %). 





Figure 2.14 Histograms of ASRL model prediction errors at pixel level. (a) Without 
adjustment (Hpotential ASRL – HGLAS). (b) After parametric adjustments (Hopt ASRL – HGLAS). 







Figure 2.15 Spatial distribution of the three parameters selected for the model 
adjustment. (a) Area of single leaf, (b) Exponent for canopy radius and (c) Root 
absorption efficiency. 







Figure 2.16 A two-fold cross validation approach showing comparisons between testing 
GLAS heights and the adjusted ASRL predictions using training GLAS heights. We 
randomly divided the GLAS height data into two equal sets of training and testing data: 
(a) Scatter plot of heights for each of the climatic zones. A total of 245 climatic zones 
were considered in this comparison (available number of GLAS data ≥ 20 in each 
climatic zone). (b) Pixel level histogram comparison. (c) Model prediction errors (Hopt 
ASRL training − HGLAS test) from pixel level comparison. Number of bins of histograms is 50. 
Frequencies have been normalized by total grids (frequency %).   
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Figure 2.17 (a) Comparison of the adjusted ASRL model predictions with the best GLAS 
metric (HC) at the FLUXNET sites (N = 12). Improvement of the ASRL model prediction 
over 12 FLUXNET sites after the parametric adjustment. The variance of model errors to 
observation, “(GLAS heights – Predicted heights) / GLAS heights”, has decreased from 
(b) 0.53 (without adjustment) to (c) 0.01 (after parametric adjustment). This comparison 
is based on a two-fold cross validation approach that randomly divides GLAS heights 
into two equal sets of training and test data. 
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Figure 2.18 (a) Bootstrapping evaluation of the adjusted ASRL model. The model used 
the best GLAS metric (HC). 100 sets of bootstrapping subsamples were generated for five 
eco-climatic zones. Improvement of the ASRL model prediction over five eco-climatic 
zones after the parametric adjustment. The variance of model errors to observation 
decreased from (b) 0.60 to (c) 0.02. In this bootstrapping evaluation, several FLUXNET 
sites were stratified into five eco-climatic zones delineated by the dominant forest type, 
annual total precipitation class and annual average temperature class. These five zones 
have more than 50 corresponding GLAS footprints. 







Figure 2.19 Inter-comparison of tree heights predicted by the adjusted ASRL model with 
forest canopy heights from Simard et al. (2011) (a) Spatial map showing differences in 
heights (Hopt ASRL − HSimard). (b) Comparison at the climatic zone level. (c) Pixel level 
difference histograms (Hopt ASRL − HSimard) for the three forest types considered in this 
study. Number of bins of histograms is 50. Frequencies have been normalized by total 





Figure 2.20 Inter-comparison of forest heights predicted by the adjusted ASRL model 
with heights from Lefsky (2010): (a) Comparison for each of the climatic zones (Hopt ASRL 
and HLefsky). (b) Pixel level difference histograms (Hopt ASRL − HLefsky) for the three forest 
types considered in this study. Number of bins of histograms is 50. Frequencies have 
been normalized by total grids (frequency %). 
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Table 2.1 Datasets for inter-comparisons between field measured and LVIS heights. 
There are 82 measurement plots spanning seven field sites in this study. 
Sites 










La Selva Biological 
Station, 
Costa Rica 




Barro Colorado Island, 
Panama 







12 2009 50 × 200 
Cook et al. 
(2011) 
2003 
Sierra National Forest, 
California, USA 






2 2007 100 × 100 
2003 
2 2009 50 × 50 
Howland Research Forest, 
Maine, USA 
2 2007 100 × 100 
2003 
2 2009 50 × 50 
Bartlett Experimental 
Forest, 
New Hampshire, USA 
2 2007 100 × 100 
2003 





Table 2.2 Datasets for inter-comparisons between LVIS and GLAS heights (six different 
sites used in this study). 
Sites 
LVIS Data GLAS Data 
Acquisition Year 
White River Wildlife Refuge, AR, USA 2006 2003–2006 
Sierra Nevada, CA, USA 2008 2003–2006 
Harvard Forest, MA, USA 2003 2003–2006 
Patapsco Forest, MD, USA 2003 2003–2006 
Howland Research Forest and Penobscot Experimental 
Forest, ME, USA 2003 
2003–2006 























Annual Average Relative Humidity 
(%) was computed by the formula 





























32 km NARR 
Ancillary 
Variables I 








1 km MODIS LAI  
Ancillary 
Variables II 
Land cover N/A 2006 30 m NLCD 
Percentage of  
Tree Cover 





Table 2.4 The 12 FLUXNET sites selected for analysis in this study based on the 
distance between a site and valid GLAS footprints (≤10 km radius). The three dominant 
forest types at these sites are Evergreen Needleleaf Forest (ENF), Deciduous Broadleaf 
Forest (DBF), and Mixed Forests (MF). Percent tree cover values were derived from the 
MODIS VCF product. 
FLUXNET 
SITE ID 
Site Name Location 
Temporal 







US-Me1 Metolius Eyerly Burn OR, USA 2004–2005 ENF 63 29 
US-Syv Sylvania Wilderness Area MI, USA 2001–2006 MF 52 33 
US-Ha1 Harvard Forest EMS Tower MA, USA 1992–2006 DBF 74 68 
US-Ho1 Howland Forest (main tower) ME, USA 1996–2004 ENF 73 33 
US-MMS Morgan Monroe State Forest IN, USA 1999–2006 DBF 70 18 
US-Bar Bartlett Experimental Forest NH, USA 2004–2006 DBF 93 12 
US-Ha2 Harvard Forest Hemlock Site MA, USA 2004 ENF 74 67 
US-MOz Missouri Ozark Site MO, USA 2004–2007 DBF 51 64 
US-Ho2 Howland Forest (west tower) ME, USA 1999–2004 ENF 74 31 




FL, USA 2008 ENF 51 30 





Table 2.5 Five possible GLAS height metrics based on Gaussian decomposition 
approach and topographic effect correction. Statistical analysis examining the full GLAS 
waveform extents is beyond the scope of this study. 
GLAS Height 
Metrics  Applied GLAS Waveform Parameters 
Topographic Effect 
Correction 
HA SigBegOff − gpCntRngOff No 
HB SigBegOff − SigEndOff No 
HC SigBegOff − gpCntRngOff Yes 
HD SigBegOff − SigEndOff Yes 





Table 2.6 Adjusted allometric parameters of the ASRL model in the two-fold cross 
validation approach. Each of the FLUXNET sites consists of randomly divided two equal 
sets of training and test GLAS waveform data. 
FLUXNET 
Site ID 
Area of Single 
Leaf (α) 




Number of GLAS 
Footprints for Training 
US-Me1 18.9 1.14 0.33 15 
US-Syv 27.2 1.12 0.27 17 
US-Ha1 45.3 1.24 0.32 34 
US-Ho1 21.2 1.18 0.19 17 
US-MMS 14.0 1.16 0.32 9 
US-Bar 18.3 1.14 0.24 6 
US-Ha2 56.0 1.23 0.33 34 
US-MOz 29.9 0.94 0.43 32 
US-Ho2 19.5 1.18 0.19 16 
US-LPH 24.4 1.21 0.19 34 
US-SP3 26.9 1.14 0.38 15 






Application of the metabolic scaling theory and water–energy balance equation to 
model large-scale patterns of maximum forest canopy height 
3.1 Introduction 
Forest height is used in the quantification of forest carbon across local, regional 
and global scales (Pan et al., 2013). Systematic field sampling might be the most accurate 
method for recurrent monitoring of forest heights. However, this labor-intensive method 
is impractical for large-scale carbon accounting owing to data discontinuity in space and 
time. Remote sensing techniques may alleviate the limitation of field measurements 
(Goetz et al., 2009). Airborne lidar and stereo-photogrammetry data can capture vertical 
forest structure with local-to-regional coverage, but the application to continental and 
global mapping is data-limited and expensive (Goetz & Dubayah, 2011). While the 
spaceborne lidar (i.e. ICESat/GLAS) has provided global-scale altimetry information 
(Zwally et al., 2002), these data still have an insufficient sampling density for the 
complete monitoring of equatorial and mid-latitude forests (Tang et al., 2014). 
Recent modeling approaches have combined the sparse observations with 
multiple geospatial predictors, which are already available at large scales, to generate 
continuous patterns of forest height (Lefsky, 2010; Simard et al., 2011; Hansen et al., 
2014). For instance, climatic variables are good candidates for useful predictors based on 
an assumption that climate regulates overall plant growth (Nemani et al., 2003; Wu et al., 
2011; Peng et al., 2013). Such models, including spatial statistics and machine learning 
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algorithms, are highly predictive and enable large-scale monitoring of forest carbon. 
However, physical and biological principles underlying forest growth are often neglected 
in those approaches, and this limitation may lead to non-mechanistic shifts in the 
modeled outputs that are easily affected by the quality and quantity of training data 
(Stojanova et al., 2010). These approaches are generally unsuitable for recurring 
assessments of biomass change or prognostic applications because the correlations 
established in the models are difficult to reproduce for different study areas or times. 
Ideally, a model grounded in explicit mechanistic principles is more prognostic and 
provides a better understanding of forest dynamics or processes governing changes in 
forest carbon pools and their flux. 
This chapter applies and updates a biophysical approach (Kempes et al., 2011), 
which can be combined with actual observations, in order to produce large-scale and 
continuous patterns of forest canopy heights. Considering the limitations of the model 
(Price et al., 2010; Michaletz et al., 2014; Duncanson et al., 2015), we improved the 
original ASRL research (Kempes et al., 2011; Shi et al., 2013). Although it is still 
dependent on the quality and quantity of the input data, our approach does have the merit 
of being prognostic. As a final product, this chapter provides a baseline map (c. 2005; 1-
km2 spatial resolution) of forest heights over the contiguous United States (Figure 3.1). 
Model evaluation and uncertainty are also discussed. 
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3.2 Materials and Methods 
3.2.1 Key improvements in the ASRL model 
Key improvements to the model, which can be grouped into six main categories, 
are detailed in this section and listed in Table 3.1. First, the invariant allometric 
relationship between the height h and the stem radius rstem in the MST model is modified 
(h ∝ rstemϕ with a theoretical ϕ ≈ 2/3). This allows for differences in the scaling exponent 
θ (metabolic flow rate Q0 ∝ mass Mθ) and accounts for variability in metabolic scaling 
(e.g. Pretzsch & Dieler, 2012; Duncanson et al., 2015). The eco-regional ϕ values were 
obtained from field-measured h and rstem (see the Section 3.2.4 Data).  
Second, the ASRL model in this present study takes into account crown plasticity 
(Purves et al., 2007) instead of invariant crown geometry. The MST predicts crown 
height hcro with an isometric relationship: hcro ≈ 0.79 h (Enquist et al., 2009; Kempes et 
al., 2011). However, this connection is weakened in real forests where open habitat is not 
common. Trees would have to change their geometry and metabolic scaling features due 
to interaction between plants (Lin et al., 2013) and self-competition (Smith et al., 2014). 
We retrieved regional h-hcro allometries from in situ data (Section 3.2.4 Data).  
Third, the improved model estimates the whole-plant energy exchange based on 
the PM equation. Previous studies aggregated single-leaf energy fluxes (thermal radiation 
L, sensible heat H and latent heat λEflux) and balanced the sum with the absorbed solar 
radiation Rabs. Instead, the tree crown is treated as a big leaf in our work (Monteith & 
Unsworth, 2013). The soil heat flux G has also been added to the energy balance: Rabs = L 
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+ G + H + λEflux. Whole-plant heat, aerodynamic and vapor conductances are calculated 
using local topographic and climatic variables (Allen et al., 1998; see also Appendix B4.3 
for the detailed formulae). 
Fourth, mean annual geospatial predictors are no longer used in the updated 
model. We used long-term monthly climate data (see the Section 3.2.4 Data) to compute 
and accumulate monthly flow rates (Qp, Qe and Q0). Now, the model considers the 
seasonality in climatic variables, particularly for the evaporative molar flux Eflux and so 
for Qe. This study also incorporates the growing season (monthly mean air temperature ≥ 
5°C) in the estimation of Qe by assuming that cold temperature alters stomatal opening 
and water fluidity (Lambers et al., 2008).  
Fifth, the normalized topographic index Ψ explicitly reflects local terrain features 
(e.g. hill, ridge, valley and saddle) in the revised model. From elevation data (see the 
Section 3.2.4 Data), we generated both terrain slope slp and specific catchment area CA 
that are further used in the calculation of Ψ (Beven & Kirkby, 1979): Ψ = 
ln[CA/tan(slp)]/ln[CA0/tan(slp0)] where CA0 and slp0 are the normalization slope and 
catchment area at a flat hilltop. This topographic index supplements the hypothetical 
water absorption efficiency γ in the preliminary studies (Kempes et al., 2011; Shi et al., 
2013).  
Lastly, we mitigated the reported discrepancy between modeled and 
contemporary heights in disturbed forests. The updated ASRL model first predicts the 
maximum potential heights hmax given local resource availability, and then it produces the 
contemporary heights hc based on the regional h–age trajectories (a generalized growth 
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curve: hc = hmax[1 – exp(–atc)]1/b; Richards, 1959; Chapman, 1961). The local 
metabolic/geometry parameters and geospatial predictors determine the regional hmax. 
Large-scale disturbance history data (see the Section 3.2.4 Data) provides forest age 
information tc for the model. The curvature parameters a and b regulate the inflection 
point, growth rate and maturation age (Garcia, 1983). Field-measured height hf and age tf 
(Section 3.2.4 Data) provide the regional a and b using the above generalized growth 
curve. 
3.2.2 Validation of the model framework, evaluation of results and estimation of 
uncertainty 
The model framework was tested with eddy covariance measurements 
(FLUXNET; see the Section 3.2.4 Data) across different ecoregions. We converted the 
observed latent heat flux λEflux into the evaporative flow rate Qe (Appendix B4) and 
tested if this FLUXNET Qe is within the favorable zone (e.g. Qp ≥ Qe ≥ Q0) for trees as 
previously presented in Figure 1.1. Our final results were evaluated with a variety of 
reference datasets (see the Section 3.2.4 Data) including independent field measurements, 
airborne/spaceborne lidar and existing modeled heights. Model uncertainties at county 
level were also examined to show the robustness of the ASRL modeled height hASRL. We 
estimated local absolute errors relative to the observed heights at each county over the US 
mainland (% absolute errors).  
We additionally included variations in ecoregion and plant functional type in the 
selected model parameters (normalization constant for the basal metabolism β1 for the 
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metabolic flow rate Q0, water absorption efficiency γ for the potential water inflow Qp 
and area of a single leaf sleaf for Qe). The original ASRL model used the bulk quantities of 
β1, γ, and sleaf based on the literature. This is a way to summarize an entire study region 
with single parameter values. However, for realistic model applications, those ASRL 
parameters should not be constant for the whole of the USA. In this study, our parametric 
adjustment was associated with significant changes in the parameters away from their 
initial, literature-prescribed values. Kempes et al. (2011) tested the sensitivity of bulk 
parameters and showed the potential for parametric adjustments.  
3.2.3 Parametric adjustments 
Each flow rate is determined by one free, but meaningful parameter (β1 for the Q0, 
γ for the Qp and area of single leaf sleaf for the Qe). The modeled h is sensitive to all three 
variables, which are simultaneously, and iteratively, adjusted to minimize the overall 
difference between the predictions and input in situ observations for each sub-region. We 
allocate β1 to the second-level factor embracing the intra-/inter-species deviation while 
the η1 is treated as the first-order cue affecting the xylem water fluidity. The natural 
logarithm Q0 curve (Figure 1.1) is transformed by both the β1 and η1 that determine y-
intercept and slope, respectively. 
The parameters γ and sleaf have more apparent controls during the parametric 
adjustment. The local soil and terrain properties are reflected in γ showing how well a 
tree converts accessible water supply into the Qp. A combination of γ, tree size, and local 
water availability attributes to y-intercept of the natural logarithm Qp curve (Figure 1.1). 
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Similarly, aL is a product of the sleaf and number of leaves Nleaf, and thus, sleaf alters the 
Eflux and its expansion to the whole-plant Qe. Both y-intercept and slope of the natural 
logarithm Qe curve (Figure 1.1) couple with the sleaf. The updated model uses a cost 
function J solved by the constrained non-linear multivariable optimization (MathWorks, 
2014) as: J(β1, γ, sleaf) = ∑{[hobs – hc(β1, γ, sleaf)]2} where the cost function J has initial 
ASRL parameters (β1 = 0.010 L day–1 m–η1, γ = 0.5 and sleaf = 0.0010 m2, Enquist et al., 
1998; Kempes et al., 2011). Observed height hobs and the modeled hc are compared in the 
J. For each sub-region, we minimize the J by calibrating all three parameters within 
ranges (0.005 < β1 < 0.020, 0.01 < γ < 1.00 and 0.0001 < sleaf < 0.0100). β1 range was 
derived from Enquist et al., 1998 (based on 95% confidence intervals of scaling exponent 
for stem radius to xylem transport) while sleaf range was achieved from the TRY Database 
(WWW1). The model finally replaces each hc with the hASRL that uses the best-adjusted 
regional parameters as: hASRL(adj-bestβ1, adj-best γ, adj-best sleaf). The justification for the 
parametric adjustments is described in Section 3.4.3. 
3.2.4 Data 
In situ measurement data were obtained from the Forest Inventory and Analysis 
study (FIA; Gray et al., 2012) spanning the years from 2003 to 2007. This study 
incorporated over 2 million valid trees [live and (co-)dominant] to derive the regional 
allometric scaling relationships (tree height h to stem radius rstem and to crown height hcro). 
In order to avoid double counting of trees, we used the latest record if a tree was 
measured more than once. Open grown or overtopped trees defined in the FIA data were 
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excluded in the analyses. Regional stratification of the in situ data was made based on 36 
provinces (190 sections) of the ecoregion map (Cleland et al., 1997) as listed in Table 3.2. 
The maximum height hf and stand age tf over the FIA plots were also retrieved. The data 
were fitted using the robust least-squares regression along with bi-square weights in the 
MATLAB toolbox (MathWorks, 2014). 
For input climate data, including monthly precipitation, solar radiation, air 
temperature and vapor pressure, we used the DAYMET grids (Thornton et al., 2014) 
averaged over multiple years from 1981 to 2005. The remaining climate data, on wind 
speed, were obtained from the long-term monthly National Centers for Environmental 
Prediction/National Center for Atmospheric Research (NCEP/NCAR) Reanalysis product 
for the years 1981 to 2010 (Kalnay et al., 1996). Input elevation data were derived from 
the US Geological Survey (USGS) digital elevation model (Gesch, 2007). For input 
disturbance history data, we used the North American Carbon Program (NACP) forest 
stand age grids (c. 2006; Pan et al., 2011b). All input gridded data were resampled and 
reprojected to generate the modeled heights at a 1-km spatial resolution with a Lambert 
Conformal Conic map projection. 
Sixty-eight AmeriFlux FLUXNET sites (Barr et al., 2015) were chosen to validate 
the ASRL model framework. The sites selected were located over the US mainland and 
active for the years 2001–10 for which the latent heat flux λEflux data (W m–2) from the 
eddy covariance measurement are available for the forest pixels retrieved from the 
MODIS land-cover data (Friedl et al., 2010). We first computed long-term monthly 
averages of λEflux. Our modeled λEflux were then replaced with those FLUXNET 
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measurements in the calculation of evaporative flow rate Qe calculation: aLvwater ∑12 months 
Eflux. Here, we used the ideal latent heat of evaporation λ (= 44000 J mol–1) and the molar 
volume of water vwater (= 1.8 ×10–5 m3 mol–1). The effective tree area aL was a modeled 
variable given a local maximum tree size and leaf area (Appendix B4). 
Reference height data for the evaluation of model results were derived from 
multiple in situ and airborne and spaceborne lidar campaigns. We used the NACP field 
measurements (2007–09; Cook et al., 2011; Strahler et al., 2011), LVIS airborne lidar 
altimetry information from 2003 to 2009 (Blair et al., 2006) and GLAS spaceborne lidar 
data for 2004–06 (Zwally et al., 2012). Lastly, an existing global forest height product 
based on a machine learning algorithm (Random Forest) with comparable geo-predictors 
and GLAS-derived heights (Simard et al., 2011) was used for inter-comparison of the 
modeled height estimations. 
From each reference dataset, within-pixel heights (1-km2 grids) were estimated to 
ensure the validation pairs. For the NACP plots, we used the 90th percentile tree heights 
for each plot to avoid any outliers related to different sample sizes and measurement 
errors. The NACP plots were considered valid when 20 or more trees were measured. For 
LVIS data, the within-footprint maximum metric RH100 was selected. We also obtained 
the 90th percentile of LVIS height hLVIS from about 3000 footprints per pixel. For GLAS 
data, the waveform extent [from the signal beginning to the first (or second) Gaussian 
peak] was used to calculate the within-footprint maximum heights. The terrain effect on 
the large-footprint lidar waveform was corrected (Park et al., 2014). This study excluded 
low-quality GLAS data with possible low energy returns, signal saturation, cloud 
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contamination and slope gradient effects (Choi et al., 2013; Tang et al., 2014). The 
ASRL-to-GLAS validation pairs were generated using the 90th percentile of GLAS 
heights hGLAS from 1 up to 20 footprints per pixel (c. 1.51 footprints on average). 
The parametric adjustments were performed over 180 sub-regions based on the 36 
eco-provinces and five forest plant functional types from the MODIS land-cover data. 
Here it is important to use independent training datasets during the model adjustment 
process. We thus tested two different training datasets derived from the FIA and GLAS 
height observations. There were no overlaps within a 10-km radius of each dataset. This 
study divided the FIA data into two groups where 25% of the data were used for training 
and we kept the rest (75%) for additional evaluation of the modeled heights. This study 
also removed training samples within a 10-km radius from the NACP and LVIS 
measurements to retain the independence of training and evaluation data. Pairing the FIA 
data and ASRL grids was difficult because FIA plot locations were randomly distorted up 
to 1.6 km, and about 20% of FIA plots were swapped with ecologically similar plots 
within the same US county (Guldin et al., 2006). Thus, a 3 km × 3 km moving window 
was applied to search the FIA data spatially corresponding to the ASRL predictions. We 
finally obtained 49,075 pairs of ASRL-to-FIA evaluation data, 17,430 pairs of ASRL-to-




3.3.1 Validation of the ASRL model framework with FLUXNET data 
We found that the values for evaporative flow Qe calculated from eddy covariance 
measurements mostly fall within the feasible regime for tree survival described in the 
model framework (Figure 3.2a–d): 90% of FLUXNET data are between the upper 
(potential water inflow Qp) and lower (basal metabolic flow Q0) boundaries of flow rates 
across multiple regions. Spatial distribution of the FLUXNET sites and four eco-regional 
groups (A–D) are given in Figure 3.2(e). Here, Qp varies with local water availability and 
absorption efficiency, and Q0 reflects the variations in the metabolic scaling and crown 
geometry parameters that are contingent on the ecoregion and forest plant functional type. 
The favorable zone for trees slightly disagrees with seven FLUXNET data, mainly 
associated with evergreen needleleaf forests in Groups A (n = 1), B (n = 3) and C (n = 3). 
Our FLUXNET calculation of Qe combines the local maximum forest height with the 
latent heat exchange averaged over the 0.5–5-km2 footprint of the eddy flux towers 
(Baldocchi et al., 2001). These FLUXNET Qe values could be underestimated due to 
variation in local tree height. This is not the case of violating the upper boundary Qp in 




3.3.2 Result evaluation 
This section provides three case studies of ASRL predictions with (1) no 
parametric adjustments (Figure 3.3a), (2) adjustments using FIA training samples (Figure 
3.3b), and (3) adjustments using GLAS lidar heights (Figure 3.3c). Figure 3.3(a)–(c) 
shows scatter plots of the sub-regional 90th percentile forest heights (n = 190 sections of 
the ecoregion map) from the ASRL predictions, FIA test data, airborne 
(LVIS)/spaceborne (GLAS) lidar data and Simard’s modeled product. For the NACP 
reference data we present pixel-level comparisons (n = 51) instead of the sub-regional 
level evaluation because this field campaign was conducted in a few limited regions 
(three eco-sections), mainly in the north-eastern forests.  
As shown in Figure 3.3(a), case study (1) with the unadjusted ASRL model 
showed slightly larger disagreements compared with the FIA data [mean absolute error 
(MAE) = 8.2 m], NACP field measurements (MAE = 7.5 m), GLAS/LVIS lidar altimetry 
information (MAE = 11.0 m) and Simard’s modeled product (MAE = 8.6 m). Our 
mechanistic model explained only 20–30% of the variations in the in situ and lidar 
heights over the US mainland. Regional Group A (Pacific Northwest, California and 
Rocky Mountain forests; see Figure 3.2e) contributed the largest errors in the modeled 
heights due to either excessive precipitation (e.g. Pacific Northwest forests) or relatively 
cold temperature with a short growing season (e.g. Rocky Mountain forests) that the 
initial parameters could not account for in the ASRL model. 
It has been widely noted that field and remote sensing observations can be used to 
adjust and update theoretical models via initialization or parameterization (Plummer, 
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2000). Process-based models have bulk parameters, which summarize the rich detail of 
biophysical principles. One strategy in the model adjustment is to match model outputs 
with actual observations to find the best parameter values that minimize errors. Thus, we 
conducted the above case studies (2) and (3) with the FIA training data and GLAS lidar 
data as inputs to the ASRL model, allowing us to modify three critical model parameters 
(normalization constant β1 for the basal metabolic flow Q0, water absorption efficiency γ 
for the potential water inflow Qp and area of single leaf sleaf for the evaporative flow Qe). 
In both cases (Figure 3.3b,c), the parametric adjustments resulted in a significant 
improvement in model predictions. We obtained lower MAEs of 4.0 m for case (2) and 
5.0 m for case (3) without outliers (Cook’s distance; Cook, 1977). Our results also 
showed better linear relationships with the FIA test data, explaining 64% and 46% of the 
variations for cases (2) and (3), respectively. 
Comparisons between the modeled and NACP heights still retained large MAEs 
of (2) 7.7 m and (3) 6.5 m. However, the majority of comparison pairs from Group C 
(symbol ×, n = 43; north-eastern forests) are located near the 1:1 line, while the NACP 
data from Group A (symbol *, n = 8; southern California forests) showed an 
underperformance of the ASRL model. Excluding the evaluation pairs from Group A, 
MAEs were reduced to (2) 4.7 m and (3) 5.2 m. The ASRL model with parametric 
adjustments was gave better predictions than the unadjusted model, as shown in 
comparisons with the LVIS and GLAS lidar altimetry data (MAEs of (2) 7.0 m and (3) 
6.0 m). Sub-regional predictions showed better and statistically significant linear 
relationships with the lidar heights [R2 = 0.40, y = 0.8x + 2.6, P < 0.001 for case (2); R2 = 
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0.47, y = 0.7x + 5.2, P < 0.0001 for case (iii)]. Lastly, we obtained good agreement with 
the existing modeled heights (Simard’s heights) in both case studies [MAE = (2) 4.9 m 
and (3) 4.2 m] with reasonable linear relationships [R2 = 0.58 and 0.62 for cases (2) and 
(3), respectively]. Our scatter plots displayed a heavy upper-left tail away from the 1:1 
line and large systematic errors [slope = (2) 1.4 and (3) 1.3, intercept = (2) –9.2 and (3) –
6.1], but this is because of the absence of large tree samples (> 50 m) in Simard’s heights. 
3.3.3 Model uncertainty 
We calculated absolute errors of the ASRL predictions relative to the FIA test 
data (% absolute errors = |FIA – ASRL|/FIA × 100) to examine the model uncertainty. 
From the above three case studies, the 90th percentile heights of the FIA data and model 
predictions were obtained at US county level. FIA plot locations were distorted and 
swapped within the same county (see the Section 3.2.4 Data) and thus, the county-level 
investigation was the best option for minimizing uncertainties unrelated to the model. 
Mean values of percentage errors over the US mainland were 34.5%, 16.8% and 19.9% 
for case studies (1), (2) and (3), respectively. The model parameters were less uncertain 
over the north-eastern Appalachian, south-eastern and outer coastal plain forests given 
that the ASRL model performance was generally good and stable (10–15% errors) in all 
three cases. Our parametric adjustments clearly improved the overall predictions, but the 
quality of the training data may introduce uncertainties in the modeled heights. For 
instance, case study (2) resulted in errors of about 70% over southern Californian (Sierran 
coniferous) forests while GLAS training data mitigated those errors in case study (3). A 
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possible reason for this is the relatively large county size with a higher chance of spatial 
mismatches between the swapped FIA training data and ASRL grids. In future studies it 
will be important to explore the effect of the accuracy of training data on model 
predictions. Lastly, we have the lowest confidence in the model over the intermountain 
semi-desert regions in Groups B, with >44.0% errors. Annual precipitation is low in these 
regions (c. 300 mm on average) and the available water inflow Qp drops below both the 
evaporative flow Qe and basal metabolic flow Q0 without possible corrections as the 
model parameters exceed their adjustable ranges. 
3.3.4 Large-scale pattern of maximum forest canopy heights 
The final map of the maximum canopy heights over the contiguous USA is 
presented in Figure 3.1. We used case study (2) with parametric adjustments using the 
FIA training samples. Table 3.3 shows the regional averages of model predictions and 
geo-predictors. Overall, the 99th percentile of model heights 99thhASRL ranged from 28.6 
m for Group B to 90.6 m for Group A. The Pacific Northwest and Californian forest 
corridors in Group A are predicted to be the most favorable regions for large trees (c. 100 
m) because of sufficient annual precipitation (> 1400 mm) and moderate mean solar 
radiation (c. 330 W m–2) and air temperature (c. 14 °C) during the growing season, where 
monthly mean temperature is more than or equal to 5 °C. Those are mature forests aged c. 
100 years on average. 
The south-western forests in Group B and the Rocky Mountain forests in Group A 
are also mature, but exhibit different patterns of maximum canopy height. Annual 
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precipitation is small (500–800 mm) and thus both regions are exposed to lower potential 
water inflow Qp compared with the Pacific Northwest/Californian forests. Excessive solar 
radiation (c. 400 W m–2) combined with a relatively high mean temperature (c. 16 °C) in 
the south-western forests produces a large evaporative flow rate Qe, and the model 
predicts the lowest hASRL. On the other hand, the model computes smaller Qe for the 
Rocky Mountain forests due to low temperature (c. 13 °C) despite similar values for solar 
radiation. The Rocky Mountain showed the second most favorable environment for large 
trees (c. 50 m). 
Medium-sized trees with 99thhASRL of 35–40 m are located over the north-eastern 
Appalachian forests (Group C) and south-eastern and outer coastal plain forests (Group 
D), for two reasons. First, moderate temperature during the growing season (15–18 °C on 
average) generates substantial Qe, which would compensate for the large water supply 
available with an annual rainfall of 1200–1400 mm. Second, young forests with recent 
disturbance have not reached their maximum growth. This is clearly reflected in the 
predictions, especially for Group D forests aged c. 30 years with disturbances such as 
frequent forest fire and harvest (Pan et al., 2011b). 
3.4 Discussion 
3.4.1 Whole-plant energy balance and long-term monthly variables 
The long-term averages of the DAYMET and NCEP/NCAR data were useful in 
the calculation of whole-plant energy balance. We were able to capture the seasonality in 
the estimation of the evaporative flow rate Qe where mean annual geospatial predictors 
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did not suffice. For instance, the DAYMET data show similar mean temperature of c. 
16 °C during the growing season in the Colorado forests and the central Appalachian 
forests, but their coefficients of variation (CVs; standard deviation divided by mean) are 
0.27 and 0.33, respectively. This implies a possible intra-annual variability in the 
evaporative molar flux Eflux and Qe. Solar radiation over the Californian and south-eastern 
forests also gives different Qe, patterns such that the growing season mean is c. 350 W m–
2 while their respective CVs are 0.36 and 0.19. The whole-plant energy balance (the ‘big-
leaf’ approach in this study) still has limitations due to the sunlit and shaded features of 
leaves (Sprintsin et al., 2012). Nevertheless, our approach was reasonable given the 
availability of DAYMET data because the ‘two-leaf’ model requires extra inputs 
separating direct and diffuse solar radiation. 
3.4.2 Implementation of forest age information 
The initial predictions of the ASRL model represent the maximum potential 
height hmax on the basis of local resource availability and metabolic scaling (Figure 3.4a). 
However, there are disparities between hmax and in situ measurements owing to recent 
disturbances because the theory assumes that all forests are mature. This is shown in the 
right-skewed histogram of relative errors (median = –3.7 m) in Figure 3.4(b). The 
differences are mainly situated over regional Groups C and D including the North Woods, 
north-eastern Appalachian and southeast/outer coastal forests. Comparison between the 
approximated maturation and regional mean forest ages (Figure 3.4c) suggests that the 
majority of regions have not reached their maximum forest growth, except for some 
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unreliable approximations in the intermountain semi-desert forests (Group B). As 
described in the section ‘Model uncertainty’, the model was less predictive in the semi-
desert regions. Figure 3.4(d)–(f) displays examples of h-stand age trajectories used in the 
model. Each of the Sierran coniferous forests (Group A), north-eastern mixed forests 
(Group C) and south-eastern mixed forests (Group D) has three growth curves whose 
upper asymptote is respectively derived from the regional 99th, 50th and 1st percentile 
hmax (red lines) values. These trajectories mostly envelop the field-measured forest 
heights and ages (grey dots). The updated ASRL model first predicts a baseline 
(maximum state) and then subtracts the disturbance effect based on the above h–age 
relationships. 
A highlight of our efforts is that the upper asymptote of the Chapman–Richards’ 
curve is successfully replaced with hmax. This maximum potential is comparable to the 
‘site index’ (Ryan & Yoder, 1997) but can be predicted here from the ASRL model given 
local variations in environment and plant functional type. It is difficult to obtain the site 
index solely from a regression of field-measured data if the data have not reached the 
maximum state of the forest, and it may underestimate the upper asymptote of the growth 
curve. Therefore, our synergistic combination between the ASRL-modeled hmax and the 




3.4.3 Justification for the parametric adjustments 
It should be noted that many widely used models have a variety of parameters that 
are adjusted to local environments or plant functional types (PFTs). A type of strategies 
in the model optimization is matching model outputs with actual observations and finding 
best parameter values that minimize local errors. General circulation models in climate 
change science make numerous assumptions with bulk parameters, and they are 
individually palatable and adjustable in real-world applications. Ecosystem models 
require summarizing the rich detail of ecology and evolution, and those details are 
replaced with bulk parameters when applied to real-world patterns or problems. 
For instance, a bulk quantity, LMA (leaf mass per unit of leaf area), used in the 
LM3-PPA model (Land Model 3-Perfect Plasticity Approximation) cannot be simply 
derived from basic principles. The LM3-PPA model digests PFT-specific constants. 
Weng et al. (2015) tuned several model parameters to yield realistic predictions. In 
addition, a remarkable improvement in the Ecosystem Demography (ED) model 
performance was reported in Medvigy et al. (2009). This was associated with significant 
changes in a number of parameters away from their initial, literature-prescribed values 
when the ED was applied at Harvard forests. 
The original ASRL model also used the bulk quantities of β1, γ, and sleaf. It is a 
way to summarize entire study region with single parameter values. Kempes et al. (2011) 
already tested sensitivity of bulk parameters and showed the potential for the parametric 
adjustments. The bulk parameters allow the flexibility in process-based models. We 
believe that this is an advantage of the ASRL model because the results of the parametric 
82	
	
adjustments provide a set of testable values for future studies, and these values will have 
true biophysical meanings given realistic model predictions for different study regions 
and time. 
We made a simple analysis to show physical meanings of those ASRL parameters. 
For instance, the adjusted sleaf of broadleaf were larger than of needleleaf. This implies 
that the demand for water (Qe) is higher in broadleaf forests than in conifer forests 
(Figure 3.5a,b). It should be noted that the ED model also showed similar water demand 
patterns for hardwoods and coniferous given different specific leaf area (Medvigy et al., 
2009). The adjusted γ were highest at ~100 mm of monthly mean precipitation for 
growing season. Southeast and Northwest forests have relatively low γ that explains large 
amount of annual runoff. Intermediate γ in the US Southwest implies relatively low water 
use efficiency compared to the US Northeast. The γ showed a typical mono-modal curve 
against the growing season mean temperature, which indicates less photosynthetic 
activities or water use efficiency in cold or hot environments (Figure 3.5c–e). Lastly, the 
β1 showed mono-modal relationships with precipitation and temperature (Figure 3.5f–h). 
These patterns can be explained by less xylem water fluidity in cold, hot, or dry regions 
due to less photosynthetic activities (Lambers et al., 2008). 
We spatially compared the adjusted parameters derived from FIA and GLAS case 
studies (Figure 3.6). Comparison pairs are valid when (i) 10 or more pixels are available 
for each group and (ii) absolute relative difference of predicted heights from two case 
studies, |(hcase_fia – hcase glas)|/hcase fia, is less than 20%. The adjusted sleaf (R2 = 0.82) and γ 
(R2 = 0.95) displayed statistically significant agreement. The adjusted β1 explained 96% 
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of variation in the comparison pairs (p < 0.001). Those sleaf and γ pairs are mainly related 
to the ASRL water-limited environment (see Figure 1.1) where the maximum forest 
growth is determined by the water resource availability (~87% of US forests). Rocky and 
Northeastern Appalachian forests (23% of pixels) were associated with the energy-
limited maximum growth and with β1 (Figure 3.6d). Deviations between FIA- and 
GLAS-derived ASRL parameters were mainly obtained from Pacific Northwest and 
California forest (symbol ○) where spatial mismatches between FIA and GLAs data 
might introduce significant deviations. 
3.4.3 Sensitivity analysis and prognostic application 
In contrast to non-mechanistic approaches, the ASRL model is based on a simple 
and clear mechanistic understanding of the relationships between forest structure and 
multiple geo-predictors, including topography and climatic variables. Sensitivity analysis 
has demonstrated the potential for prognostic applications of the ASRL model (Figure 
3.7). As shown in Figure 3.7(a)–(e), the modeled hmax is sensitive to changes in climatic 
variables, and the direction and magnitude of model sensitivity vary across different 
regions. For instance, the Pacific Northwest and Californian forest corridors (Group A, 
symbol ○) are sensitive to both directions of precipitation change and hmax decreases with 
drought, while increasing water availability produces a greater maximum potential height. 
We find a mono-modal sensitivity distribution of hmax with temperature. Either warming (> 
2 °C) or cooling (< –2 °C) would result in a significant decrease in the potential 
maximum height (Δhmax = –5 m) over the Pacific Northwest/Californian forests. Changes 
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in vapor pressure and wind speed show similar patterns of mono-modal sensitivity. Shifts 
in hmax are least sensitive to solar radiation. 
To illustrate how hmax changes (Figure 3.7f) within the ASRL model, it is useful 
to consider the example site of Figure 1.1(a) (44.43°N, 121.72°W) using both 
precipitation (10% decrease) and temperature (1 °C increase) modifications. Drought 
would lower the curve of the potential water inflow rate Qp while warming would lift the 
curve of the evaporative flow rate Qe. Thus, in this water-limited environment the 
intersection between Qp and Qe will be shifted to the left (Δhmax = –15.1 m). This shift is 
greater than the inherent model errors of ±10 m given the 16.8% overall error in the 
predicted hmax (= 57.4 m) with no changes in climatic variables. In this analysis, the 
decrease in hmax implies the degradation of site quality or productivity at a certain forest 
stand age as interpreted from the h–age trajectory of Figure 3.7(f). Additional sensitivity 
test has been performed using concurrently changing climate variables (e.g., precipitation 
and temperature; Figure 3.7g). When compared to the test with single variable changes, 
concurrent warming and drought amplified the negative impacts on potential maximum 
heights. The model is sensitive to the combined changes of climate variables while 
responses still vary across different eco-regions. This enables prognostic predictions in 
Chapter 4 using future temperature and precipitation data. 
3.4.4 Forest canopy heights predicted from water availability 
A recent study (Klein et al., 2015) predicted the maximum forest canopy heights 
using the difference between precipitation (P), which is an explicit input of our model, 
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and potential evapotranspiration (PET), which is similar to our Qe. Overall patterns 
(Figure 2 of Klein et al., 2015) show good agreement with our final maximum canopy 
heights, although their methodology was based on a polynomial regression connecting 
height and water availability (P-PET difference). Figure 1.1(a) shows the best 
mechanistic explanation, highlighting the role of water limitation in setting large-scale 
forest patterns and generating the overall agreement between the ASRL model and the P-
PET approach. However, we believe that the low predictability over the boreal forests 
(Klein et al., 2015) is strongly related to temperature limitation, which can be explained 
by our mechanism for energy-limited environments (Figure 1.1b). The ASRL model and 
the P-PET approach support each other, and this points towards possible future 
application of the ASRL model to boreal and tropical forests. 
3.5 Conclusions 
Community efforts in both in situ and remote sensing measurements have greatly 
benefited the capabilities for monitoring forest carbon, but their incomplete data coverage 
in space and time is still responsible for significant uncertainties in carbon accounting (Le 
Toan et al., 2011). Also, theoretical and mechanistic models require initialization, 
adjustment and parameterization using observations to achieve robust predictions of 
forest carbon (Plummer, 2000). Thus, forest carbon researchers now have an urgent need 
for a synergistic combination between mechanistic models and continuous in situ and 
remote sensing measurements at large scales. 
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This study successfully investigated a mechanistic model in combination with in 
situ and remote sensing measurements to generate large-scale patterns of maximum forest 
canopy height. Error sources were also examined. In addition, we identified dominant 
ecological drivers (water and energy) of maximum forest growth and answered how they 
vary across different ecoregions and forest functional types. The response of forest 
structure to climate change is one of the most critical elements that is not well 
incorporated in global carbon monitoring and forecasting. 
To conclude, there are two main innovations in this work. First, biophysical 
principles embedded within the ASRL framework enabled process-based models and 
actual observations to be combined. We were able to produce large-scale and spatially 
continuous patterns of forest height while providing a mechanistic understanding of the 
relationships between forest growth and geo-predictors. This procedure has advantages 
over non-mechanistic models and simple field measurements. The ASRL model 
alleviated observational discontinuity in space and time. Our strategy in parametric 
adjustments matched the ASRL predictions with actual measurements and provided the 
optimal parameter values for minimizing local errors. Meaningful and valid output error 
specification would be possible using the ASRL model if optimal values of its parameters 
and input errors are known (e.g. Bayesian analysis). The ASRL framework will be useful 
in future studies where we can estimate a probabilistic characterization of output errors, 
which includes the mean and higher-order moments (i.e. bias and uncertainty). Therefore, 
the ASRL model has the merit of being mechanistic, predictive and robust, whereas 
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prognostic applications and error propagations are difficult for previous models that 
lacked biophysical principles. 
Second, we note that the original ASRL research (Kempes et al., 2011; Shi et al., 
2013) has been improved and updated in this chapter (Figure 3.8). Six key improvements 
are summarized here: (1) we used varying metabolic scalings across different ecoregions 
and forest functional types; (2) plant interaction and self-competition were considered; (3) 
the model calculated whole-plant energy balance; (4) long-term monthly climatic 
variables were input as geo-predictors in order to account for seasonality; (5) topographic 
features were also included as model inputs; and, most importantly, (6) we took into 
account the large-scale disturbance histories to reduce the reported discrepancy between 
potential maximum and contemporary forest heights. This greatly reduces the errors in 
the original model, which could not account for forest age information and was in 
essence a steady-state theory. The improved ASRL model can predict both potential 
upper bound and actual tree sizes given local environmental conditions. 
Our research directly responds to major science programs and missions aiming to 
quantify, understand and predict global carbon sources/sinks through spaceborne, 
airborne and field monitoring. Upcoming NASA space missions including ICESat-2 
(WWW2) and the Global Ecosystem Dynamics Investigation Lidar (GEDI; WWW3) will 
soon enable spatially complete forest height monitoring at the global scale. Therefore, the 
ASRL model, in a synergistic combination with these missions, will not only facilitate 
the accurate and continuous forest carbon monitoring but also support carbon forecasting 




Figure 3.1 The final ASRL model predictions over the contiguous USA. Map of the 
maximum forest canopy heights over the contiguous USA (c. 2005; 1-km2 grids; Lambert 








Figure 3.2 (a)–(d) Validation of the ASRL model framework using eddy covariance 
measurements over four ecoregional groups. Long-term monthly averages of latent heat 
flux from 68 FLUXNET towers were translated into the evaporative flow Qe given a 
local tree size. Annual total precipitation and soil/terrain features determine the potential 
water inflow rate Qp, while the basal metabolic flow rate Q0 reflects the variations with 
ecoregion and plant functional type. Favorable zones for trees should fulfill the upper 
boundary Qp (dash-dotted lines) and the lower boundary Q0 (dashed lines) where 
respective lines correspond to the extended (from 25th to 75th percentiles) flow rates for 
each regional group. (e) Spatial distribution of FLUXNET sites. Eco-regional Groups A 
(Pacific Northwest, Californian and Rocky Mountain forests), B (Intermountain, south-
west semi-desert and Great Plain dry steppe forests), C (North Wood, midwest and north-
eastern Appalachian forests), D (south-eastern and outer coastal plain forests). Closed 
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symbols (n = 7) represent the FLUXNET sites that exceeded trees’ favorable zones in the 









Figure 3.3 Evaluation of results and model uncertainty. (a)–(c) ASRL predictions of 
three case studies (1, 2, 3) in comparisons with independent reference datasets: FIA test 
samples, NACP field measurements, airborne LVIS and spaceborne GLAS lidar heights, 
and an existing model product (Simard et al., 2011). Case study (1) represents the model 
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without parameter adjustments, while the other studies (2 and 3) were performed with 
parametric adjustment using the FIA and GLAS training data. Here, the FIA training 
samples were spatially independent of the FIA test data (no overlaps within a 10 km 
radius; see the Section 3.2.4 Data). Scatter plots show the sub-regional 90th percentile 
forest heights (n = 190 sections of the ecoregion map) from ASRL predictions and each 
reference dataset. For the NACP data, we present pixel-level comparisons (n = 51, 
symbol × for the north-eastern forests and * for the southern Californian forests) instead 
of a sub-regional level evaluation due to under-sampling in a few limited regions. MAEs 
were calculated without outliers (> 10 × mean of Cook’s distance). Linear regressions of 
the ASRL-to-reference heights are depicted as a solid black line (R2, slope and intercept 
are provided). For panels (a)–(c), symbols correspond to four regional Groups A–D. ○ , 
Group A – Pacific Northwest, Californian and Rocky Mountain forests; □ , Group B – 
Intermountain, south-west semi-desert and Great Plain dry steppe forests; △ , Group C – 
North Wood, midwest and north-eastern Appalachian forests; ▽ , Group D – south-eastern 
and outer coastal plain forests. All the regression coefficients are significant (P-value < 
0.001). The spatial distribution of reference datasets is given in Figure 3.9. (e)–(f) 
Percentage absolute errors (= |hFIA TEST – hASRL |/ hFIA TEST × 100) for the model 
uncertainty. The 90th percentile heights from the FIA data and model predictions using 
the above three case studies were obtained at US county level to minimize non-model 
driven uncertainties (i.e. uncertainty in FIA plot location; see the Section 3.2.4 Data). 
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Mean values of percentage errors over the US mainland were 34.5%, 16.8% and 19.9% 
for the three case studies (1, 2, and 3), respectively. Grey represents the US counties with 







Figure 3.4 The initial prediction of the ASRL model and the implementation of forest 
age information. (a) The ASRL predictions showing the maximum potential height hmax. 
(b) Right-skewed bar histogram (overestimation) of the errors: hFIA TEST – hmax. There are 
disparities between hmax and hFIA TEST (FIA data) with recent disturbances. Dashed line 
histogram and boxplot are associated with hASRL (median = 0.25 m; Figure 3.1). A solid 
line boxplot over the histogram represents the first and third quartiles (box edges) of the 
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deviations where the median is –3.74 m and whiskers cover 99.3% of data. (c) 
Comparison between the approximated maturation and the ecoregional mean forest stand 
ages. The maturation age is predicted from the regional h-age trajectories (99% of the 
sill). The NACP data provide the contemporary forest ages. Symbols represent regional 
groups: ○ , Group A; □ , Group B; △ , Group C; ▽ , Group D. Our approach may not be 
suitable for ecoregions in Group B (within the dashed ellipse). The regional h–age 
trajectories for the selected regions Ex-A1 (Sierra coniferous forests), Ex-C1 (north-
eastern mixed forests) and Ex-D1 (south-eastern mixed forests) are given in (d)–(f). 
Regional 99th, 50th and 1st percentile hmax determine the upper asymptote for three 
curves in each region. The curvature parameters a and b are from the field data. Grey dots 
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Figure 3.5 Area of single leaf (sleaf), water absorption efficiency (γ), and normalization 
constant for basal metabolism (β1) used in the model after parametric adjustments using 
GLAS data. (a) Five forest functional types (EN: evergreen needleleaf, EB: evergreen 
broadleaf, DN: deciduous needleleaf, DB: deciduous broadleaf, and MX: mixed forests) 
were implemented to group the sleaf. Upper, middle (red line), and lower box edges show 
the 75%, 50%, and 25% percentile of data. (b) Spatial distribution of sleaf over the US 
Mainland. (c) Relationship of γ to growing season monthly precipitation. (d) 
Relationships of γ to growing season monthly mean temperature. Symbol represents 
mean γ for each group with one standard deviation (e) Spatial distribution of γ. (f) 
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Relationships of β1 to growing season precipitation. (g) Relationships of β1 to growing 
season temperature. Symbol represents mean β1 for each group with one standard 









Figure 3.6 Comparisons between FIA- and GLAS-derived parameters. (a) adjusted sleaf, 
(b) adjusted γ, (c) adjusted β1. Valid pairs should include 10 or more 1-km2 pixels. The 
absolute relative difference between two case studies, |(hcase_fia – hcase glas)|/hcase fia, should 
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(Pacific Northwest, California and Rocky Mountain), B: □  (Intermountain, Southwest 
semi-desert and Great Plain Steppe), C: △  (North Wood and Northeastern Appalachian), 
D: ▽  (Southeast and Outer Coastal Plain). Color of each scatter presents number of pixels 
associated with the segments. (d) Distribution of ASRL environments related to water or 
energy-driven maximum growth given bulk quantities of sleaf, γ, and β1. In the US 
Mainland, water resource availability determines maximum tree growths in 87% of US 
forests while Rocky and Northeastern Appalachian (23% of pixels) were predicted as the 
ASRL energy-limited environment. See Figure 1.1 for the definition of water- and 




   
   
 
Figure 3.7 Sensitivity analysis and prognostic application of the ASRL model. (a)–(e) 
The sensitivity of the ASRL model to climatic variables including precipitation, solar 
radiation, air temperature, vapor pressure and wind speed. Changes in the maximum 
potential height hmax were investigated by perturbing each climatic variable while keeping 
others constant. Intervals of variable alteration were 0.2 °C for air temperature (ranging 
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the no change condition for each regional group (A–D) are displayed: ○ , Group A; □ , 
Group B; △ , Group C; ▽ , Group D. (f) Mechanism for the decrease of hmax with both 
precipitation (10% decrease) and temperature (1 °C increase) modifications (example site 
from Figure 1.1a: 44.43 °N, 121.72 °W; Δhmax = –15.1 m). The drought with reduced 
precipitation would lower the curve for the potential water inflow rate Qp while the 
warming with increased temperature would lift the curve for the evaporative flow rate Qe. 
Thus, the intersection between Qp and Qe will be shifted to the left (hmax decrease) in a 
water-limited environment. This also implies the degradation of site quality and 
productivity at a certain forest age shown in the h–age trajectory. (g) Sensitivity of the 







Figure 3.8 Inter-comparisons between reference (FIA) and model predicted heights. (a) 
Data from Kempes et al. (2011). (b) Data from the improved ASRL model. The updated 
model outperformed the original work at individual pixel level. Mean absolute errors 
(MAE) decreased from 16.8 m to 7.1 m while R2 increased from 0.10 to 0.56. 
Underestimations in the original work were associated with needleleaf forests in Pacific 
Northwest and California where the initial sleaf generated excessive water demand 
(symbol ○). Overestimations in the original work were related to Northeastern 
Appalachian (symbol △) where forests are not mature yet. The errors in the original work 
have been significantly reduced after incorporating disturbance histories and parametric 
adjustments into the new ASRL model framework. 
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Figure 3.9 Spatial distribution of independent reference datasets. The FIA (black symbol 
×) and the NACP (black symbols ○ and △) are field measurements. The LVIS (blue 
scatters) and the GLAS (red scatters) are airborne and spaceborne lidar altimetry data, 
respectively. An existing global forest height product (Simard et al., 2011) based on a 
machine learning algorithm (Random Forest) covers all the forest pixels (green) in this 





Table 3.1 Key improvements in the ASRL modelling approach compared with the 
previous studies (Kempes et al., 2011; Shi et al., 2013).  
Preliminary studies Present study 
• Universal metabolic exponent θ (c. 3/4) 
(metabolic flow rate Q0 ∝ body mass Mθ) 
• Varying θ across the contiguous USA 
based on field observations 
• Invariant tree crown geometry (tree height 
h to crown height hcro or to crown radius 
rcro) 
• Crown plasticity (possible plant 
interaction and self-competition for light) 
• Forced up-scaling of single leaf energy 
balance 
• Whole-plant energy balance estimation 
(big leaf) 
• Long-term mean annual geospatial 
predictors 
• Long-term monthly climatic variables 
with seasonality 
• Homogeneous local terrain features (flat 
area) 
• Topographic index given slope, surface 
water flow direction and accumulation 
(e.g., hill, ridge, valley, and saddle) 






Table 3.2 Ecoregions over the contiguous United States. The US Forest Service 
(USFS)’s 36 eco-province codes and full names are provided. Information on the FIA 










242 Pacific Lowland Mixed Forest 5551 (0.3) 20985 (0.6) 
M242 Cascade Mixed Forest, Coniferous Forest & e)AM 72525 (3.6) 210581 (6.0) 
M261 Sierran Steppe, Mixed Forest, Coniferous Forest & AM 69518 (3.4) 158896 (4.6) 
261 California Coastal Chaparral Forest & Shrub 2219 (0.1) 3564 (0.1) 
262 California Dry Steppe 145 (0.0) - (0.0) 
263 California Coastal Steppe, Mixed Forest & Redwood Forest 7210 (0.4) 15167 (0.4) 
M262 California Coastal Range f)OW, Shrub, Coniferous Forest & AM 2813 (0.1) 4435 (0.1) 
M331 Southern Rocky Mountain Steppe, OW, Coniferous Forest & AM 59398 (2.9) 223242 (6.4) 
M332 Middle Rocky Mountain Steppe, Coniferous Forest & AM 54635 (2.7) 188134 (5.4) 
M333 Northern Rocky Mountain Forest, Steppe, Coniferous Forest & AM 41121 (2.0) 146596 (4.2) 
B 
313 Colorado Plateau g)SD 18657 (0.9) 74199 (2.1) 
M313 Arizona-New Mexico Mountains SD, OW, Coniferous Forest & AM 9376 (0.5) 62189 (1.8) 
315 Southwest Plateau, Plains Dry Steppe & Shrub 19545 (1.0) 24297 (0.7) 
321 Chihuahuan SD 4996 (0.2) - (0.0) 
322 American SD & Desert 2072 (0.1) - (0.0) 
331 Great Plains & Palouse Dry Steppe 8600 (0.4) 12733 (0.4) 
332 Great Plains Steppe 4384 (0.2) 1688 (0.0) 
341 Intermountain SD & Desert 16208 (0.8) 18001 (0.5) 
M341 Nevada-Utah Mountains SD, Coniferous Forest & AM 17832 (0.9) 63354 (1.8) 
342 Intermountain SD 5096 (0.3) 12018 (0.3) 
M334 Black Hills Coniferous Forest 4549 (0.2) 11797 (0.3) 
C 
M223 Ozark Broadleaf Forest & Meadow 9416 (0.5) 19795 (0.6) 
231 Southeastern Mixed Forest 259947 (12.9) 456561 (13.1) 
M231 Ouachita Mixed Forest & Meadow 12242 (0.6) 32693 (0.9) 
232 Outer Coastal Plain Mixed Forest 290380 (14.4) 408829 (11.7) 
234 Lower Mississippi Riverine Forest 13920 (0.7) 21685 (0.6) 
255 Prairie Parkland (Subtropical) 15553 (0.8) 45407 (1.3) 
411 Everglades 2773 (0.1) 2933 (0.1) 
D 
211 Northeastern Mixed Forest 92760 (4.6) 168704 (4.8) 
M211 Adirondack-New England Mixed Forest, Coniferous Forest & AM 85737 (4.3) 152217 (4.4) 
212 Laurentian Mixed Forest 391946 (19.4) 291336 (8.4) 
221 Eastern Broadleaf Forest 102251 (5.1) 220796 (6.3) 
M221 Central Appalachian Broadleaf Forest, Coniferous Forest & Meadow 88314 (4.4) 195357 (5.6) 
222 Midwest Broadleaf Forest 89806 (4.5) 37809 (1.1) 
223 Central Interior Broadleaf Forest 108496 (5.4) 167110 (4.8) 
251 Prairie Parkland (Temperate) 26071 (1.3) 12474 (0.4) 
 Total 2016062 (100) 3485582 (100) 
a)Group A–D: Ecoregions aggregated into four groups in this present study (Spatial distribution is depicted in Fig. 3e); 
b)USFS code: Eco-province class codes assigned by the USFS (code “M” refers to mountainous ecoregions); 
c)FIA tree samples: FIA data spanning years from 2003 to 2007 (live and (co-)dominant trees only); 
d)MODIS pixels: MODIS Landcover for the year 2005 (1 km2 grids; forest only); 





Table 3.3 Eco-regional model predictions and geospatial predictors. 
Group a)99thhASRL b)mhASRL c)prcp d)srad e)tmp f)vp g)wnd h)gdm i)age 

































Unit m m mm W m–2 °C hPa m s–1 month year 
a)99thhASRL: The 99th percentile of the modeled maximum forest canopy height hASRL; 
b)mhASRL: Mean of hASRL; 
c)prcp: Annual total precipitation; 
d)srad: Mean solar radiation; 
e)tmp: Mean air temperature; 
f)vp: Mean vapor pressure; 
g)wnd: Mean wind speed; 
h)gdm: Mean growing degree months (monthly mean air temperature ≥ 5 °C); 
i)age: Mean forest stand ages;  
d–g)For the srad, tmp, vp, and wnd, we considered the mean values during the gdm. 
Values in parentheses represent the eco-regional CV (standard deviation divided by mean) 





Table 3.4 FLUXNET data used for the evaluation of the ASRL model framework in this 
study. Spatial distribution is depicted in Figure 3.2(e). 
a)GR
P 
b)FLUX-ID Latitude Longitude PI name GRP FLUX-ID Latitude Longitude PI name 
A 
US-Blo 38.90 –120.63 Goldstein, A 
C 
US-Los 46.08 –89.98 Desai, A 
US-CPk 41.07 –106.12 Ewers, B & Pendall, E US-MMS 39.32 –86.41 
Novick, K & Phillips, 
R 
US-GLE 41.36 –106.24 Massman, B US-MOz 38.74 –92.20 Gu, L 
US-MRf 44.65 –123.55 Law, B US-NMj 46.65 –88.52 Chen, J 
US-Me1 44.58 –121.50 Law, B US-Oho 41.55 –83.84 Chen, J 
US-Me2 44.45 –121.56 Law, B US-PFa 45.95 –90.27 Desai, A & Davis, KJ 
US-Me3 44.32 –121.61 Law, B US-Syv 46.24 –89.35 Desai, A & Davis, KJ 
US-Me5 44.44 –121.57 Law, B US-UMB 45.56 –84.71 Gough, C & Curtis, P 
US-Me6 44.32 –121.60 Law, B US-UMd 45.56 –84.70 Gough, C & Curtis, P 
US-NR1 40.03 –105.55 Blanken, P US-WBW 35.96 –84.29 Meyers, T 
US-Vcm 35.89 –106.53 Litvak, M US-WCr 45.81 –90.08 Desai, A & Davis, KJ 
US-Vcp 35.86 –106.60 Litvak, M US-Wi0 46.62 –91.08 Chen, J 
US-Wrc 45.82 –121.95 
Bible, K & Wharton, 
S 
US-Wi1 46.73 –91.23 Chen, J 
    US-Wi2 46.69 –91.15 Chen, J 
    Us-Wi3 46.63 –91.10 Chen, J 
    US-Wi4 46.74 –91.17 Chen, J 
    US-Wi5 46.65 –91.09 Chen, J 
B 
US-Blk 44.16 –103.65 Meyers, T US-Wi6 46.62 –91.30 Chen, J 
US-Fmf 35.14 –111.73 Dore, S & Kolb, T US-Wi7 46.65 –91.07 Chen, J 
US-Fuf 35.09 –111.76 Dore, S & Kolb, T US-Wi8 46.72 –91.25 Chen, J 
US-Fwf 35.45 –111.77 Dore, S & Kolb, T US-Wi9 46.62 –91.08 Chen, J 
US-FR2 29.95 –98.00 Litvak, M 
D 
US-Ced 39.84 –74.38 Clark, K 
US-Mpj 34.44 –106.24 Litvak, M US-Dix 39.97 –74.43 Clark, K 
US-Wjs 34.43 –105.86 Litvak, M US-Slt 39.91 –74.60 Clark, K 
US-FR3 29.94 –97.99 Heilman, J US-Dk1 35.97 –79.09 Oishi, C et al. 
C 
US-Bar 44.06 –71.29 Richardson, A US-Dk2 35.97 –79.10 Oishi, C et al. 
US-CaV 39.06 –79.42 Meyers, T US-Dk3 35.98 –79.09 Oishi, C et al. 
US-ChR 35.93 –84.33 Meyers, T US-Goo 34.25 –89.87 Meyers, T 
US-GMF 41.97 –73.23 Lee, X US-KS1 28.46 –80.67 Drake, B 
US-Ha1 42.54 –72.17 Munger, W US-KS2 28.61 –80.67 Drake, B 
US-Ha2 42.54 –72.18 
Hadley, J & Munger, 
W 
US-NC1 35.81 –76.71 Noormets, A 
US-Ho1 45.20 –68.74 Hollinger, D US-NC2 35.80 –76.67 Noormets, A 
US-Ho2 45.21 –68.75 Hollinger, D US-Skr 25.36 –81.08 Barr, JG & Fuentes, J 
US-Ho3 45.21 –68.73 Hollinger, D US-SP1 29.74 –82.22 Martin, T 
US-KFS 39.06 –95.19 Brunsell, N US-SP2 29.76 –82.24 Martin, T 
US-Kon 39.08 –96.56 Brunsell, N US-SP3 29.75 –82.16 Martin, T 
a)GRP: Four regional Groups A–D; 
b)FLUX-ID: FLUXNET site IDs; 
Shaded rows represent where the ASRL model framework could not explain the calculated FLUXNET evaporative 






Prognostic application of allometric scaling and resource limitations model: The 
21st century evolution of forest biophysical properties over the United States 
4.1 Introduction 
The first systematic CO2 monitoring at the Mauna Loa Observatory showcases a 
steady increasing trend, and global annual mean CO2 concentration reached ~400 ppm in 
2015 (Dlugokencky & Tans, 2016). Global mean land surface temperature has increased 
by ~0.85 °C from 1880 to 2012, and the amount and pattern of precipitation have become 
atypical compared with long-term observations (IPCC, 2013). Increasing atmospheric 
CO2 and changing climate have significant impacts on vegetation (Zhu et al., 2016), but 
their mechanisms and feedbacks are still not fully understood. What the future holds also 
remains unknown due to uncertainties in emissions, climate sensitivity, and feedbacks.  
Four critical feedbacks between vegetation and atmospheric CO2 concentration 
(Heimann and Reichstein, 2008; Arneth et al., 2010; Schimel et al., 2015) are fertilization, 
climate change, landcover change, and disturbance. For instance, the fertilization effect 
refers to stimulation of photosynthesis due to higher CO2 in the ambient air and is a 
negative feedback on atmospheric CO2. The climate effect represents to stimulation of 
vegetation growth due to changes in temperature and precipitation. This could be either a 
negative feedback with longer growing season from the amplied warming (e.g., Myneni 
et al., 1997; Xu et al., 2013) or a positive feedback due to the concurrent warming and 
drought (e.g., Bi et al., 2013). 
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Here, we investigate a synergistic combination between large-scale observations 
and a theoretical/mechanistic framework, which potentially helps better understanding of 
the global carbon cycle and forecasting of the magnitude and sign of the feedbacks during 
the course of 21st century. The ASRL model can predict the maximum tree growth given 
the availability of local resources (water, light, and temperature). This can be expanded to 
estimate AGB by taking into account two relationships: (1) the allometry between height 
and biomass of individual trees and (2) the size-frequency distribution of trees (Enquist et 
al., 2009). The time rate of changes in the carbon content of AGB is sufficiently slow 
such that the off-line model simulation of carbon forecasting is justified. Therefore, the 
ASRL model can be run with spatially downscaled outputs from climate model runs 
(CMIP5) for a range of emission scenarios (four RCPs 2.6, 4.5, 6, and 8.5). 
Based on large-scale monitoring, modeling, and forecasting framework of forest 
biophysical properties, the objective of this chapter is two-fold: (1) to quantify the current 
(c. 2010) pool of AGB over the U.S. Mainland, and (2) to map the evolution of this pool 
over the course of 21st century. We focus on the CO2 fertilization and climate effects 
amongst the four critical feedbacks. This research will test how these two feedbacks will 
evolve given the emission scenarios. This research will also determine the dominant 
ecological drivers altering forest biophysical properties, which can establish scientific 
backgrounds for carbon accounting and management. It would bring a better mechanistic 




4.2 Materials and Methods 
4.2.1 New theoretical derivation for AGB estimation in the ASRL model 
We refined the conventional power-law size distribution theory for tree stands 
(Niklas et al., 2003), which is the basis for AGB estimates in previous studies. There are 
reports of deviations from the theory due to disturbances in actual forests (Duncanson et 
al., 2015). The power-law size distribution is, F = cnrstemα, where rstem is stem radius and α 
is the size distribution exponent (theoretical value = –2). By definition, there should exist 
one maximum-sized tree (1 = cnrmaxα) when a forest stand is old enough to fully utilize 
available resources, and the normalization constant cn (= rmax–α) is determined by the 
maximum tree size. rmax can be predicted by the updated ASRL model (Choi et al., 2016). 
A forest consists of many individual trees with varying crown covers, C = πrcro2. We 
determine local crown radius rcro to height h geometry (rcro = β1h) and h to rstem allometry 
(h = β2rstemϕ) from field data (see Section 4.2.4 Data). Crown cover can be estimated as, C 
= πrcro2 = π(β1β2)2rstem2ϕ = ccrstem2ϕ. 
At steady state, an ideal mature stand will likely have a closed canopy. Thus, the 
total crown area (size of a forest patch) is Ctotal = ∫C(rstem)F(rstem)dr = cccn / (α+2ϕ+1) × 
[rmaxα+2ϕ+1 – r0α+2ϕ+1]. r0 is the minimum tree size (= 1.25 cm for saplings) as most 
protocols include saplings [Diameter at breast height (DBH) 2.5–12.5 cm] in total AGB 
estimations. After a gap-generating disturbance, new individuals grow quickly in the gap 
due to more available resources (e.g. light). Growing crowns of saplings fill the space. 
Seedlings are consistently recruited depending on mortality and growth rates. Therefore, 
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a disturbed stand will have a new size distribution, F* = cn*rstemα* but with a contemporary 
dominant-sized tree (cn* = rmax*–α*). A recovering stand after disturbances will have an 
invariant total crown cover based on space-filling theory (Enquist et al., 2009), and thus, 
Ctotal = Ctotal* = ∫ C(rstem)F*(rstem)dr = cccn* / (α*+2ϕ+1) × [rmax*α*+2ϕ+1 – r0α*+2ϕ+1]. This 
equation enables derivations of α* for disturbed forests, which can be rearranged as linear 
and exponential functions of α*: (α*+2ϕ+1) / (2ϕ–1) × [rmax2ϕ+1 – rmax2r02ϕ–1] = rmax*2ϕ+1 – 
r02ϕ+1 × (r0 / rmax*)α* where α* ≠ –(2ϕ+1) and we know the exponent for h to rstem 
allometry ϕ, the maximum potential tree size rmax, and the contemporary dominant-sized 
tree rmax* based on model prediction (Figure 4.1).  
This new theoretical derivation of size distribution is applicable to both disturbed 
and mature stands. Therefore, it significantly enhances model applicability. For example, 
the model will be able to predict both potential and actual aboveground biomass based on 
size distribution and allometry. Dry body mass of a tree can be estimated as: m = Sρ 
πrstem2 h = Sρ πrstem2 β2rstemϕ = cm rstemϕ+2 where the shape factor S = 1 for cylinders and ρ 
is the wood density (kg m–3). Therefore, total aboveground biomass in mature and 
disturbed stands is given by, respectively, (1) Mtotal = ∫m(rstem)F(rstem)dr = cmcn / (α+ϕ+3) 
× [rmaxα+ϕ+3 – r0α+ϕ+3] and (b) Mtotal* = cmcn* / (α*+ϕ+3) × [rmax*α*+ϕ+3 – r0α*+ϕ+3].  
4.2.2 CO2 fertilization module in the ASRL model 
There is an increasing need for better integration of observational data and the 
theory of underlying mechanisms of plant response to varying atmospheric CO2. 
Traditional models have utilized simple empirical parameterizations of stomatal 
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sensitivity developed for short-term responses (e.g., Collatz et al., 1991). However, it is 
not known whether these short-term parameterizations adequately describe longer-term 
responses that may be modified by local resource constraints. 
In this study, the refined ASRL model adopted a CO2 fertilization module rooted 
in a mechanistic understanding of long-term vegetation responses to atmospheric CO2 
changes. Evaporative water loss from leaves during the uptake of CO2 is unavoidable. 
Stomatal conductance to CO2, gc, from the atmosphere to the site of carboxylation (i.e. 
leaf) scales with that of water vapor gv due to the binary diffusivity of both molecules 
through air and liquid. These conductances are tightly related to net CO2 assimilation rate 
An. Importantly, the effects of different atmospheric CO2, ca, on gv can be described by a 
simple equation (Franks et al., 2013) as gv(rel) ≈ An(rel) / ca(rel) where “(rel)” denotes the 
conductance or the rate relative to the values in a similar system at current ambient 
atmospheric CO2, ca0 (= 360 ppm; ca(rel) = ca / ca0). 
Because there is at present no generally accepted model for predicting the long-
term An(rel) in response to ca, this research follows the hypothesis of optimal chloroplast 
nitrogen allocation under limiting nitrogen (Vitousek & Howarth, 1991). Franks et al. 
(2013) expresses An(rel) ≈ [(ca – Γ*)(ca0+2Γ*)] / [(ca+2Γ*)(ca0 – Γ*)] where Γ* is the CO2 
compensation point in the absence of dark respiration (40 ppm). We implemented gv at 
different atmospheric CO2 (= gv0 ca0 / ca × [(ca – Γ*)(ca0 + 2Γ*)] / [(ca + 2Γ*)(ca0 – Γ*)]) 
into the refined ASRL model, which calculates the evaporative flow rate Qe of woody 
vegetation. The current vapor conductance gv0 is derived from aerodynamic, boundary 
layer and leaf stomatal conductances based on geo-predictors (e.g., temperature and wind 
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speed). Higher atmospheric CO2 produces lower vapor conductance; that is, increasing 
water use efficiency and less evaporative water loss. In this condition, the ASRL model 
will likely predict larger total AGB (i.e., increasing potential size of woody vegetation). 
Increasing atmospheric CO2 has contributed to increased rates of vegetation 
growth over the past two centuries (Schimel et al., 2015). However, there must be an 
upper limit to the biomass that any given woody vegetation can hold, and the CO2 
fertilization effect will diminish as this limit is approached. The possible slowing-down 
of the CO2 fertilization in the long term could be due to the availability of resources (e.g., 
water and nutrients), which is known to enhance vegetation mortality and suppress its 
growth (Reich et al., 2014). The refined ASRL model accounts for this upper limit of the 
CO2 fertilization effects based on its modules estimating local water availability and use 
efficiency. 
4.2.3 Current and the 21st century evolution of forest biophysical properties 
The refined ASRL model first generates large-scale and continuous patterns of 
forest height using topography, climatic variables, and disturbance history data. Remote 
sensing altimetry data also produce spatially incomplete but verified patterns of forest 
structure, which further initialize the ASRL parameters regarding tree metabolism, crown 
geometry, and resource accessibility and use efficiency. See Section 4.2.4 for information 
on datasets. This parametric adjustment is conducted for each pre-defined segment (forest 
functional types and eco-regional boundaries) to minimize the differences between the 
ASRL modeled and actual measurements (Choi et al., 2016). Next, the successfully 
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initialized ASRL model is used to produce a baseline map of forest AGB over the U.S. 
Mainland. Key inputs for the AGB estimation are the potential and actual forest heights 
from the ASRL predictions and regional mean woody density from field measurements. 
The baseline map is inter-compared with exiting biomass products (Section 4.2.4 Data).  
As we justified the off-line simulations, potential changes in forest biophysical 
properties were predicted using outputs from climate models including future maximum 
and minimum temperature and precipitation datasets under different RCPs scenarios (see 
Section 4.2.4 Data). This permits the use of a process-based forest model that is more 
complete and realistic in its process description, something that is not possible with in-
line climate model runs.  
Four approaches are formulated to show the temporal evolution of AGB (Table 
4.1) based on the selected two feedbacks (CO2 fertilization and climate change) and four 
RCPs (2.6, 4.5, 6, and 8.5). Simulation A1 represents the baseline potential status using 
current atmospheric CO2 and climatic condition, whereas both CO2 fertilization and 
climate effects are incorporated in simulation B2. Each of the two feedbacks is disabled 
in simulations A2 and B1. Various impact assessments are available from comparisons 
between simulations. For instance, the CO2 fertilization effect can be quantified using 
difference between A1 and A2, or between B1 and B2. In order to show the robustness of 
simulations, additional exercise here is to examine whether those two cases (e.g., A1 vs. 
A2 and B1 vs. B2) result in same or being decoupled. Note that the climate change effect 




The following datasets are used in the execution of this research. The majority of 
the data are publically available. (1) Long-term monthly climate variables averaged over 
multiple years 1981 to 2010 from the DAYMET grids (precipitation, solar radiation, air 
temperature, and vapor pressure; Thornton et al., 2014) and the NCEP/NCAR (wind 
speed; Kalnay et al., 1996). (2) Digital elevation database from the USGS (Gesch, 2007). 
(3) NACP forest stand age grids (c. 2006; Pan et al., 2011b). (4) NASA’s ICESat/GLAS 
(Zwally et al., 2012) and LVIS (Blair et al., 2006) altimetry data. (5) MODIS Landcover 
(Friedl et al., 2010). (6) Eco-regional boundary (Cleland et al., 1997). (7) Field-measured 
tree geometry, allometry, woody density from FIA data (Gray et al., 2012). Datasets (1–7) 
are inputs to the ASRL model for generating baseline maps of forest height and AGB. (8) 
Existing AGB maps of National Biomass and Carbon Dataset (NBCD) (Kellndorfer et al., 
2012) and USFS (Blackard et al., 2008) for inter-comparisons. (9) NASA Earth 
Exchange Downscaled Climate Projections (NEX-DCP30) CMIP5 downscaled climate 
projection (Thrasher et al., 2013) including 30-years running averages (from 2010 to 
2100; CMIP ensembles) of maximum and minimum temperature, and precipitation. (10) 
Annual average, global mean atmospheric CO2 from 2010 to 2100 under four different 
RCPs (Meinshausen et al., 2011). Datasets (9–10) are also inputs to the ASRL model and 
used to simulate the 21st century evolution of forest height and AGB. 
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4.3 Results and Discussion 
4.3.1 Baseline estimates of forest biophysical properties 
The baseline map of forest heights (c. 2010, 1-km2) over the contiguous USA is 
presented in Figure 4.2 (a). Based on the ASRL modeling framework, lidar observations 
(GLAS and LVIS) were well combined with geo-predictors including altitude and long-
term monthly precipitation, temperature, solar radiation, vapor pressure and wind speed. 
Figure 4.2(b) is a scatter plot showing the sub-regional 90th percentile forest heights (n = 
190 sections of the ecoregion map) from the ASRL predictions and independent FIA field 
measurements. The majority of comparison pairs are located near the 1:1 line (R2 = 0.66) 
with MAE of 5.0 m. The ASRL parameters regarding tree metabolism, crown geometry, 
and resource accessibility and use efficiency were successfully initialized and applied to 
the future prediction of forest biophysical properties. 
The baseline forest heights were used to generate the large-scale pattern of AGB 
(Figure 4.3a). The size-distribution module in the model requires both contemporary hc 
and potential ASRL hmax heights. Figure 4.3(b) shows the estimated power law exponents 
are converging to the theoretical value (i.e. –2) when forests mature and thus have small 
relative difference between hmax and hc. Disturbed forests introduce seedlings to fill the 
gap openings and generate larger absolute exponent (<–2) in size distribution of trees (see 
Farrior et al., 2016; Duncanson et al., 2016). Our AGB baseline map was evaluated using 
FIA measurements and existing biomass products (NBCD and USFS). The modeled 
AGB errors were MAEs of 46.1, 43.5, to 49.4 ton/ha, respectively (Figure 4.3c-e). Note 
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that desired error for large-scale biomass model is a maximum of 50 ton/ha (Hall et al., 
2011). As shown in Figure 4.3(f), the ASRL model better resembled the FIA estimates 
with the small-to-medium AGBs (< ~150 ton/ha) when compared with the NBCD and 
USFS data. Decoupling at the large AGB is an issue in the ASRL model prediction. 
However, this disagreement could be affected by the saturation of optical remote sensing 
based NBCD and USFS data over dense forests (Neeti & Kennedy, 2016). Both NBCD 
and USFS used a non-parametric regression algorithm (e.g., Random Forest), which 
tends to overestimate low biomass and to underestimate high biomass values.  
4.3.2 The 21st century evolution of AGB 
We predicted that the increasing CO2 and concurrent warming and drought have 
impacts on potential AGB, which is a proxy for the capability of carbon uptake beyond 
the actual baseline AGB (Figure 4.4). The relative contributions of selected feedbacks 
(CO2 fertilization and climate change) have been differently characterized across regions 
[Pacific Northwest/California (CA), Rocky Mountain (RK), Northeastern Appalachian  
(NE)] and four RCPs (2.6, 4.5, 6.0, and 8.5). Interestingly, combining effects of the CO2 
fertilization and climate change were negligible in water-limited environments (see 
Figure 1.1 for our definition). Figures 4.4(a,g) show that the potential AGB of CA and 
NE would not significantly vary over the course of 21st century (deviation < 50 ton/ha) 
and thus, the carbon uptake capacity of CA and NE forests is likely stable for a long-term. 
Drought causes decreasing of the potential water inflow rate Qp, and warming leads to the 
elevated evaporative flow rate Qe for trees. Consequently, in a water-limited condition, 
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the Qe easily exceeds the Qp, violating the trees’ favorable zone at the smaller potential 
size. Our mechanistic understanding suggests that higher water use efficiency given the 
elevated CO2 may compensate the water limitation. However, when separating each of 
feedbacks (Figure 4.4b,c,h,i), the fertilization contributes diverging effects on the 
potential AGB over CA (negative) and NE (slight positive) whereas the climate change 
commonly reduces the potential AGB. The elevated CO2 concentration leads to 
increasing water use efficiency and decreasing water-vapor conductance. It results in less 
evaporative flow (Qe) and consequently, at the initial stage, it enhances the potential 
maximum growth if incoming water flow (Qp) is constant. However, intolerable 
decreasing of Qe may violate the lower limit of tree’s favorable zone (Q0). Therefore, 
CO2 fertilization effects might be diminished (converting water-limited environment to 
energy-limited). The AGB trajectories vary depending on the RCPs but the degree of 
divergence in AGB time series of CA is larger than NE.  
On the other hand, the energy-limited environments (e.g., RK) would benefit from 
the combined impact of two feedbacks (Figure 4.4d). In all RCPs, we predicted that the 
potential AGB significantly increases >200 ton/ha over the 21st century. The fertilization 
is less dominant in RK (Figure 4.4e). Warming-related longer growing season is the main 
candidate for increasing potential AGB (Figure 4.4f). Recent research suggests that the 
fertilization effect was negligible and the climate is the most important feedback in the 
northern ecosystems over the past 30 to 40 years (Forkel et al., 2016; Zhu et al., 2016). 
This result is concurrent with the previous observations because of the energy-limiting 
condition in both RK and boreal-arctic region. However, an unknown behavior is found 
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in the case study with the RCP 8.5 climate change where the sign is inverted at the year 
2031-2060 (Figure 4.4f) and the combined feedback has removed this behavior (Figure 
4.4d). Further mechanistic investigation is required to reconcile this unknown.  
Spatial distribution of the potential AGB trend was derived from forest pixels 
compiled for the 21st century. Throughout the four RCPs (Figure 4.5a-d), the fertilization 
and climate combined impacts result in (1) both positive and negative trend pixels, and 
thus overall the feedback effects canceling each other in CA. (2) Generally positive trend 
in RK, and (3) the majority of pixels are insignificant slope values. Decomposing each of 
feedbacks has generated varying patterns of the potential AGB trends. For instance, CA 
shows the negative trend in the climate study (Figure 4.5i-l), while this region is mainly 
positive in the case study of CO2 fertilization (Figure 4.5e-h). RCPs 2.6 and 8.5 display 
an opposite trend in RK when considering the CO2 effect only (slight positive with 
RCP2.6 and negative with RCP8.5; Figure 4.5e,h). Note that increasing CO2 enhances the 
carbon uptake capacity in Southeastern U.S. 
Table 4.2 summarizes proportion of area (%) by regions (U.S. Mainland, CA, RK, 
and NE) showing statistically significant trend (p-value < 0.1). Positive trend pixels are 
outnumbered negative trend pixels in CA although average time series as seen in Figure 
4.4(a-c). This mismatch is because severe degradations were predicted especially in large 
trees’ favorable regions (e.g., Pacific Northwest forest corridors). Positive trend areas in 
PK were always greater than negative pixels, which is consistent with average time series. 
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4.3.3 Overall impact assessments of feedbacks 
We assessed the overall impact of feedbacks for the U.S. Mainland. Combinations 
of feedbacks are listed in Table 4.1. First, in U.S. Mainland forested land, the combined 
impact of the CO2 fertilization and climate change (Simulation B2 – A1) is less dominant 
throughout the four RCPs (Figure 4.6a). Adverse effect of warming and drought on 
water-limited forests would be offset by the increased water use efficiency in terms of the 
CO2 fertilization. The combined feedbacks are promising for energy-limited forests due 
to the enhanced carbon uptake capacity, but other feedbacks (landcover and nutrients; 
Zhu et al., 2016) should be investigated for robust interpretations. 
Figure 4.6b shows the diverging impact of CO2 fertilization. Median trajectories 
for RCPs suggest the negative-skewed distribution, which is a measure of the asymmetry. 
Therefore, it requires a caution for the qualitative interpretation of average time series in 
Figure 4.4(b,e,h). It has a slight disagreement in the comparisons between A1 and A2 and 
between B1 and B2, but the overall impacts are comparable. The Kolmogorov-Smirnov 
(KS) test supports the same distribution of two comparison sets at the 1% significance 
level (R2 = 0.95). The climate change feedback over the U.S. Mainland is assessed in 
Figure 4.6(c). As expected from previous results, future warming and drought have a 
negative impact on the carbon uptake capacity of U.S. forests. For the RCP8.5, the ASRL 
model predicted that deviation from the baseline condition would be degraded down to –
150 ton/ha in the period of 2071-2100. Two comparison pairs (B1 – A1) and (B2 – A2) 
are also in a good agreement with R2 of 0.98 and KS test rejecting the null hypothesis at 




We tested the forest carbon monitoring, modeling, and forecasting system based 
on the ASRL model in combination with remote sensing data. The research produced 
large-scale baseline maps of forest biophysical properties over the U.S. Mainland and 
addressed both average trends and eco-regional variations in forest height and AGB. 
Pacific Northwest and California forest corridors are predicted as the most favorable 
region for hosting large trees because of sufficient annual precipitation, moderate solar 
radiation and temperature. The ASRL model highly benefited from GLAS and LVIS 
altimetry data to initialize parameters regarding tree metabolism, crown geometry, and 
resource accessibility and use efficiency. 
The biophysical mechanism integrated within the model enabled prognostic 
applications, which contrasts to conventional black-box approaches. The refined ASRL 
model successfully accounted for the CO2 fertilization effects based on its modules 
estimating local water availability and use efficiency. This research considered four RCP 
emission scenarios. Spatially downscaled ensemble CMIP5 climate data from NEX-
DCP30 were used to drive the ASRL model to derive the temporal trajectory of AGB 
carbon pool over the U.S. Mainland. The 21st century evolution of AGB well 
demonstrated the possible slowing-down of the CO2 fertilization due to the availability of 
resources (e.g., water), which is related to vegetation mortality and growth. We found 
that future warming and drought will lead to decreasing potential AGB (i.e. less carbon 
uptake capacity) in water-limited environments (e.g., California) and enhance the AGB 
pool in energy-limited environments (e.g., Rocky mountain). Interestingly, the combined 
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impact of the CO2 fertilization and climate change tended to produce the stable carbon 
uptake capability in water-limited environment. Increased water use efficiency induced 
from the fertilization feedback could compensate the adverse impact of warming and 
drought.  
The carbon cycle feedbacks are complex but mechanistically understandable with 
the power of continuous observations and theoretical/biophysical models. This result 
suggests an area for future carbon research incorporating other feedbacks (e.g., landcover 
change, nutrient limitation, and disturbances). These successful improvements directly 
respond to the forest carbon monitoring, modeling, and forecasting in order to establish 





Figure 4.1 (a) Theoretical derivation of the size distribution exponent α* in disturbed 
forests with example contemporary dominant tree sizes, r*1–7 where the maximum 
potential tree size is 0.5 m in stem radius rmax, the minimum sapling size is 0.0125 m (r0), 
and the exponent for height to stem radius allometry ϕ is 2/3. Solution for theoretical 
derivations α*1–7 are –4.0, –3.4, –3.1, –2.8, –2.5, –2.3, and –2.2, respectively. (b) Full 
spectrum of power-law size distribution exponents with varying contemporary dominant 





Figure 4.2 (a) Map of the maximum forest canopy heights over the contiguous USA (c. 
2010; 1-km2 grids; Lambert Conformal Conic map projection) using ASRL model. The 
parametric adjustments were performed using GLAS and LVIS lidar observations. (b) 
ASRL predictions in comparisons with independent FIA field measurements. Scatter 
plots show the sub-regional 90th percentile forest heights (n = 190 sections of the 







Figure 4.3 (a) Map of the AGB over the contiguous USA (c. 2010; 1-km2 grids; Lambert 
Conformal Conic map projection) using ASRL model. ASRL height predictions were 
applied to new size-distribution and biomass module in the model. (b) Distribution of 
power law exponent (i.e. size distribution) against relative difference between maximum 
height hmax and contemporary height hc: (hmax – hc) / hmax. (c-e) ASRL predictions in 
comparisons with independent FIA field measurements, and existing modeled products 
(NBCD and USFS). (f) Cumulative distribution functions of ASRL, FIA, NBCD, and 
USFS AGB.   
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Figure 4.4 The 21st century evolution of potential AGB over (a-c) Pacific 
Northwest/California, (d-f) Rocky Mountain, and (g-i) Northeastern Appalachian forests. 
Four RCPs (2.6, 4.5, 6.0, and 8.5) were considered in the model simulations. Three case 
studies of off-line model runs are performed: (a,d,g) CMIP5 ensemble future temperature 
and precipitation with the ASRL CO2 fertilization module, (b,e,h) changing ambient CO2 
concentration for the ASRL model but without climate change, and (c,f,i) climate change 
but without the CO2 fertilization module in the model. Baseline actual AGB was depicted 
in a cyan color line. This result used 30 years running mean variables (10-years interval 
between simulations) of CMIP5 data.  
127	
	
    
    
    
Figure 4.5 Spatial patterns of trend for potential AGB during the 21st century using 
simulations of (a-d) combined effect of CO2 fertilization and climate change, (e-h) CO2 
fertilization only, and (i-l) climate change only. Four RCPs (2.6, 4.5, 6.0 and RCP8.5). 
Trend analysis using linear regression for each grid complied for a long-term. Based on 
the two-tailed T test, we calculated p-value. If p-value > 0.1, the trend is insignificant and 







Figure 4.6 Overall impact assessments of (a) combined feedbacks, B2 – A1, (b) CO2 
fertilization only, A2 – A1 (solid line) or B2 – B1 (dashed line), and (c) Climate change 
only, B1 – A1 (solid line) or B2 – A2 (dashed line), for the U.S. Mainland. Shaded area 
with colors represent 25th and 75th percentile of differences. Simulation A1 represents 
the baseline potential status using current atmospheric CO2 and climatic condition, 
whereas both CO2 fertilization and climate effects are incorporated in simulation B2. 
Each of the two feedbacks is disabled in simulations A2 and B1 (Table 4.1). We 




Table 4.1 Approach to study CO2 fertilization and climate change effects. The RCPs are 
described in Meinshausen et al., 2011. 
 
[1] CO2 fertilization 
(disabled) 
[2] CO2 fertilization 
(enabled) 
[A] Climate change 
(disabled) 
Baseline potential map 
ASRL model with CO2 
fertilization module + CO2 
concentration (4 RCPs) 
[B] Climate change 
(enabled) 
ASRL model without CO2 
fertilization module + 
CMIP5 temperature and 
precipitation (4 RCPs) 
ASRL model with CO2 
fertilization module + 
CMIP5 temperature and 
precipitation + CO2 




Table 4.2 Area of regions showing statistically significant (10% level) trend in potential 
AGB. Four RCPs and three feedback combinations were considered. The trends were 
calculated pixel by pixel from ASRL model predictions using 30 years running mean 
variables (10-years intervals from 1950 to 2100). CA: Pacific Northwest/California, RK: 
Rocky Mountain, and NE: Northeastern Appalachian. Positive (P), negative (N), and 
stable (S) pixels are estimated. 
CO2 Fertilization + 
Climate Change 
RCP2.6 RCP4.5 RCP6.0 RCP8.5 
P(%) N(%) S(%) P(%) N(%) S(%) P(%) N(%) S(%) P(%) N(%) S(%) 
USA 55.0 19.4 25.6 49.7 24.9 25.3 48.5 25.0 26.6 43.4 31.4 25.2 
CA 65.8 16.5 17.7 60.6 21.0 18.4 59.3 21.5 19.2 54.5 25.4 20.1 
RK 77.2 12.9 9.9 73.6 16.0 10.5 73.0 15.8 11.2 69.0 18.3 12.8 
NE 41.3 20.2 38.5 31.6 29.2 39.2 31.5 26.5 42.0 22.5 41.2 36.3 
CO2 Fertilization Only 
RCP2.6 RCP4.5 RCP6.0 RCP8.5 
P(%) N(%) S(%) P(%) N(%) S(%) P(%) N(%) S(%) P(%) N(%) S(%) 
USA 79.9 9.7 10.4 75.4 16.0 8.6 73.7 17.2 9.1 69.7 21.1 9.1 
CA 80.6 9.6 9.7 69.0 19.6 11.4 63.7 22.1 14.2 50.8 30.8 18.4 
RK 42.1 36.2 21.7 28.4 52.8 18.8 25.9 55.1 19.0 20.0 62.9 17.0 
NE 96.6 0.1 3.3 99.3 0.1 0.7 99.5 0.1 0.4 99.2 0.2 0.6 
Climate Change Only 
RCP2.6 RCP4.5 RCP6.0 RCP8.5 
P(%) N(%) S(%) P(%) N(%) S(%) P(%) N(%) S(%) P(%) N(%) S(%) 
USA 44.1 28.8 27.1 34.9 40.1 25.0 31.4 42.2 26.4 23.2 51.3 25.5 
CA 51.4 25.2 23.4 39.9 38.7 21.4 36.2 42.3 21.5 24.8 52.9 22.3 
RK 73.8 16.8 9.3 65.4 21.3 13.3 62.3 22.0 15.8 49.1 27.0 23.8 







Community efforts on both in situ and remote sensing measurements have greatly 
benefited the capabilities for forest carbon monitoring, but their incomplete data coverage 
in space and time is still responsible for significant uncertainties in carbon accounting (cf. 
Section 1.1.1; Le Toan et al., 2011). Recent modeling approaches implement spatial 
statistics and machine learning algorithms in their extensive predictions of forest 
structure across boreal, temperate, and tropical forests (e.g., Lefsky, 2010; Saatchi et al., 
2011; Simard et al., 2011; Hansen et al., 2014). Such models are highly predictive, but 
often neglect biophysical principles underlying forest growth. Non-mechanistic models 
are generally unsuitable for recurring change assessments and prognostic applications 
because the correlations established in the models are difficult to reproduce under 
different conditions of study area and time (cf. Section 1.1.2). 
Theoretical or mechanistic models are the only existing class of models that can 
simulate large-scale baseline patterns of forest carbon and simultaneously diagnose their 
changes under different natural and anthropogenic forcing conditions. However, without 
initialization, adjustment, and parameterization using actual observations, theoretical and 
mechanistic models still have significant uncertainties for simulating large-scale forest 
structure and carbon dynamics. Thus, linking in situ and remote sensing data with the 
models has been suggested for robust predictions of forest carbon pools and their flux 
(Plummer, 2010). This effort clearly benefits from the advantages of remote sensing, 
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providing uniform measurements across regions and times, and the strengths of ground-
based observations, such as detailed information of individual trees’ allometry, geometry, 
growth, competition, and mortality.  
A new approach exploring a synergistic combination of biophysical mechanisms 
and in situ and remote sensing data is the ASRL model. The ASRL model is rooted in the 
metabolic scaling theory for plants (West et al., 1997) and water-energy balance 
equations (Monteith & Unsworth, 2013). The MST and PM theories provide a 
generalized mechanistic understanding of valid relationships between forest structure and 
geospatial predictors including topography and climatic variables. This fusion approach 
has not been attempted for monitoring, modeling, and forecasting large-scale patterns of 
forest height and AGB (cf. Section 1.2). Note that large-scale and continuous patterns of 
forest carbon are of interests to current research activities in the NASA Carbon 
Monitoring and NASA Terrestrial Ecology Programs. 
We are aware of many studies which highlight evidence for deviations from the 
basic MST and include processes regarding intra-/interspecies variation, plant interaction, 
self competition and age-related morphism (Kozlowski & Konarzewski, 2004; Coomes & 
Allen, 2009; Mori et al., 2010; Piao et al., 2010; Pretzsch & Dieler, 2012; Lin et al., 
2013). Nevertheless, it has been generally recognized that species and taxonomic 
deviations should exist and may also represent predictable evolutionary differences 
compared with the idealized case (e.g. Brown et al., 2004; Kempes et al., 2011, 2012). 
This generalization, along with biophysical principles, is still useful for large-scale forest 
carbon estimations including canopy height and biomass mapping, and the derivations of 
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the model do not preclude the incorporation of scaling or process-related differences from 
the basic MST. 
This dissertation focused on the ASRL modeling approach in a combination with 
airborne/spaceborne remote sensing data to predict forest biophysical properties given the 
availability of local resources (water, light, and temperature) and disturbance history. The 
biophysical mechanism integrated within the ASRL model enabled prognostic 
applications, which contrasts to conventional black-box approaches.  
First, this research was able to find the best GLAS metric representing the within-
footprint forest heights. The topographic effect, an error source for the GLAS metric, was 
successfully corrected. However, the insufficient data sampling density was problematic 
for the complete mapping of forest heights. Therefore, this research tested the ASRL 
modeling framework combining remote sensing altimetry data (GLAS). The parametric 
adjustments have resolved a limitation of the original ASRL model, which did not 
account for effects related to spatio-temporal variability in climatic-regimes and forest 
types (cf. Section 2). 
Main innovation in the second research is that the original ASRL research has 
been improved and updated. Six key improvements are summarized here: (1) we used 
varying metabolic scalings across different ecoregions and forest functional types; (2) 
plant interaction and self-competition were considered; (3) the model calculated whole-
plant energy balance; (4) long-term monthly climatic variables were input as geo-
predictors in order to account for seasonality; (5) topographic features were also included 
as model inputs; and, most importantly, (6) we took into account the large-scale 
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disturbance histories to reduce the reported discrepancy between potential maximum and 
contemporary forest heights. This greatly reduces the errors in the original model, which 
could not account for forest age information and was in essence a steady-state theory. 
The improved ASRL model can predict both potential upper bound and actual tree sizes 
given local environmental conditions (cf. Section 3). 
From the first and second research, this dissertation was able to produce large-
scale and spatially continuous patterns of forest height while providing a mechanistic 
understanding of the relationships between forest growth and geo-predictors. This 
procedure has advantages over non-mechanistic models and simple field measurements. 
The strategy in parametric adjustments matched the ASRL predictions with actual 
measurements and provided the optimal parameter values for minimizing local errors. 
The ASRL framework will be useful in future studies where we can estimate a 
probabilistic characterization of output errors, which includes the mean and higher-order 
moments (i.e. bias and uncertainty). Therefore, the ASRL model has the merit of being 
mechanistic, predictive and robust, whereas prognostic applications and error 
propagations are difficult for previous models that lacked biophysical principles. 
The strengths of the refined ASRL model are threefold. (1) The model is on the 
basis of the generalized biophysical theories, which are required for the continental and 
global-scale implementations. At the same time, eco-regional and forest functional type 
variations, plant interactions, self-competition and disturbance history are also integrated 
within the model to address possible deviations from the idealized case. This framework 
has well resolved a controversy between the generalization and empirical findings. (2) 
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The model easily incorporates various remote sensing data. Lidar/Radar altimetry 
information is used to initialize model parameters, and secondary ASRL products (e.g., 
albedo and leaf area index) can be evaluated or replaced with spaceborne and airborne 
observations. Thus, the model has potential for further improvements given finer and 
more accurate input remote sensing data. (3) The model can predict potential changes in 
maximum forest growth, and explain its mechanism related to the availability of local 
resources. This allows prognostic model applications using disturbance and climate 
change scenarios. For instance, drought and warming would result in degradation of site 
quality and productivity where the ASRL model can trace its direction and magnitude of 
changes. 
Third research tested the forest carbon monitoring, modeling, and forecasting 
system based on the ASRL model in combination with remote sensing data. The research 
produced large-scale baseline maps of forest biophysical properties over the U.S. 
Mainland and addressed both average trends and eco-regional variations in forest height 
and AGB. The ASRL model highly benefited from GLAS and LVIS altimetry data to 
initialize parameters regarding tree metabolism, crown geometry, and resource 
accessibility and use efficiency. The biophysical mechanism integrated within the model 
enabled prognostic applications, which contrasts to conventional black-box approaches. 
The refined ASRL model successfully accounted for the CO2 fertilization effects based 
on its modules estimating local water availability and use efficiency. The 21st century 
evolution of AGB was well demonstrated in this research (cf. Section 4). 
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The carbon cycle feedbacks are mechanistically understandable with the power of 
continuous in situ and remote sensing observations, and theoretical and biophysical 
models. The results presented in this dissertation imbue that the complex but calculable 
mechanism determining forest structure given local resource availability can significantly 
augment the global carbon monitoring, modeling, and forecasting. This dissertation 
suggests an area for future carbon research incorporating other feedbacks (e.g., landcover 
change, nutrient limitation, and disturbances). These successful improvements directly 
respond to the forest carbon monitoring, modeling, and forecasting in order to establish 
robust scientific backgrounds for the global carbon accounting and management. Also, 
this research generated forest carbon forecasts under various climate change scenarios, 
which are of concerns to the forest carbon monitoring community. These prognostic 
applications directly responds to NASA’s science programs and their mission aiming at 
“characterizing, quantifying, understanding and predicting the evolution of global 
carbon sources/sinks through spaceborne, airborne, and field monitoring (WWW4)”. 
In the future, this research could continue along the following directions: 
(1) We found that nutrient data could potentially enhance the model performance. 
The refined model will incorporate the nutrients availability, which is not fully 
implemented in this current model framework. The absorbed nutrients are transported 
through xylem water flow, and they are used for tree’s metabolism (e.g., photosynthesis). 
Here, the nutrient inflow scales with tree’s water absorption, and limits the maximum tree 
size given the nutrient use efficiency and local availability (Ryan & Yoder, 1997). 
Forthcoming research will build an equation for the nutrient flow rate QN (horizontal 
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curve for upper boundary will be added to Figure 1.1) using the global nutrient 
availability data. 
(2) The ASRL model application will be extended to the circumpolar boreal and 
pan-tropical forests. Additional spaceborne and airborne altimetry data will also be 
prepared to produce discrete but verified patterns of forest structure. The ASRL model 
will be validated at the selected boreal (Laurentides Wildlife Reserve, Québec, Canada) 
and tropical (La Selva experimental forest, Costa Rica and Osa Peninsula, Costa Rica) 
forests to ensure the feasibility of this expansion over extreme cases. 
(3) Future research will propagate different sources of uncertainties to the data 
and model (input, output and structural errors). We will perform the sensitivity analysis 
of the ASRL model at FLUXNET sites to identify the model errors. The resulting ASRL 
model with adjusted optimal parameters when used in conjunction with inputs of known 
errors will result in “optimal” outputs (e.g. forest height and AGB).  
(4) Current and upcoming NASA’s missions could improve the ASRL predictions. 
For instance, MODIS LAI data can be used as a surrogate for ASRL intermediate product 
(area of total leaves) or can be used for its validation. Soil moisture information derived 
from the Soil Moisture Active Passive (SMAP) would better represent the availability of 
local water resources for vegetation (WWW5), rather than using precipitation data only. 
Lidar and Radar altimetry from future GEDI, ICESat-2, and NASA-ISRO SAR (NISAR; 
WWW6) missions would be useful to reduce errors in the ASRL parametric adjustments 
because of their accurate vertical forest profile data. 
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(5) Lastly, we will generate forest carbon forecasts given various disturbance 
change scenarios. To generate disturbance scenarios, we will follow a simple theoretical 
approach – a power law distribution of events. MODIS Fire, Landcover Change and 
Landsat Land-Use Change will provide normalization constant and exponent for a power 




Appendix A: GLAS Data Preprocessing 
A1 Ancillary data for GLAS data preprocessing 
GLAS waveform data should be screened for scientific analysis based on (a) data quality 
flags, (b) data correction factors and (c) ancillary information from other data sources, 
such as elevation maps and land cover data. The GLAS waveform is strongly influenced 
by satellite orbit and attitude, atmospheric delay and forward scattering; e.g., the trailing 
edges of the GLAS waveform shift due to forward or multiple scattering from cirrus 
clouds. This introduces uncertainties in the Gaussian decomposition approach. This 
research used several preprocessing filters to screen invalid GLAS waveform data: 
atmospheric forward scattering and signal saturation, background noise level correction 
and landcover masks derived from the NLCD landcover and MODIS VCF product. 
 
A1.1 NLCD landcover data  
The NLCD 2006 landcover data over the U.S. Mainland at 30 m spatial resolution is 
derived from the Landsat ETM+ data. Among the 16 landcover classes provided in the 
NLCD, three dominant forest classes (deciduous, evergreen, and mixed forests) were 
selected to derive a landcover mask. 
 
A1.2 MOD44B VCF product  
The MODIS VCF product (year 2005) is available from the USGS. The MODIS VCF 
currently provides estimates of percent tree cover at 250 m spatial resolution. The VCF is 
derived from monthly composites of MODIS surface reflectances based on a supervised 
regression tree algorithm. VCF was applied to remove invalid GLAS footprints over non-
tree and bare ground (percent tree cover < 50%). 
 
A1.3 NED DEM data  
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The USGS provides the NED DEM data at a spatial resolution of 1 arc-second (c. 30 m). 
This can be converted into slope, shaded-relief and synthetic drainage information. To 
generate a continuous field of the slope, a 3 by 3 window filter is applied to calculate the 
maximum rate of elevation changes between each grid cell and its corresponding 
neighbors, i.e. the steepest downhill descent for a grid cell. 
 
A2 GLAS data preprocessing steps 
Elevations of the uppermost surface of the tree canopy and of the ground surface can be 
retrieved from the echo waveform of the GLAS waveform data. However, laser returns of 
the GLAS waveform are affected by three degrading factors: (a) atmospheric forward 
scattering and signal saturation, (b) background noise (low cloud) and (c) slope gradient 
effects. Additionally, GLAS footprints over non-forest and bare ground must be filtered 
from analysis. Four screening filters were applied to identify invalid GLAS waveform 
data prior to retrieval of tree heights. All the datasets used in the GLAS preprocessing 
have the same projection. GLAS footprints have a coarser spatial resolution (70 m) than 
ancillary datasets (e.g. NLCD and NED DEM data are at a 30 m spatial resolution). So, 
the values of the pixel nearest to the center of a GLAS footprint were used. 
 
A2.1 Atmospheric forward scattering and signal saturation filter  
Only cloud-free and saturation-free GLAS waveform data were used in this research. 
Internal flags of GLAS data, “FRir_qaFlag = 15” and “satNdx = 0”, remove invalid 
GLAS footprints affected by atmospheric forward scattering and signal saturation. 
 
A2.2 NLCD and VCF filters 
NLCD and VCF filters screen invalid GLAS footprints from non-forested areas and bare 
ground. Using geolocation of NLCD and VCF pixels (pixels nearest to the center of a 
GLAS footprint), GLAS footprints over deciduous, evergreen, and mixed forests with 




A2.3 Background noise level (low cloud) correction filter 
The NED DEM was applied to remove the background noise level (low cloud) effects 
prevalent in GLAS waveform data. Theoretically, laser returns cannot penetrate clouds 
and may record heights of low-level clouds. Hence, a filter was set to remove invalid 
GLAS footprints using the absolute difference (50 m) between the NED DEM and the 
internal elevation value from the GLAS waveform data. 
 
A2.4 Slope gradient correction filter 
The slope generally influences the full GLAS waveform extent. It is necessary to correct 
the topographic gradient effects on the GLAS waveform for accurate retrieval of tree 
heights. The slope gradient filter is based on slope values of < 5°, 5–10° and 10–20° over 




Appendix B: ASRL Model Frame Work 
B1 Tree branching architecture 
Tree geometry is considered using a fractal branching architecture (West et al., 1997). 
The model describes a tree of height h with a terminal branch radius of rN (≈ 4×10–4 m) 
and terminal length of lN (≈ 4×10–2 m) after N branching generations. Each branch 
generation results in n (= 2) daughter branches, in which case h can be expressed as 
(West et al., 1997; 1999): ℎ ≈ 𝑛! !/! 𝑙!1− 𝑛!!/! (B1) 
where ϕ is the regional-specific allometric relationship between h and stem radius 
rstem: h ∝ rstemϕ. We can calculate the number of branch generations as N = (2/ϕ) ln 
[(1 – n–ϕ/2)h/lN] / ln n, and the total number of leaves generated as nN, given overall 
tree size and the theoretical branching architecture.  
 
B2 Basal metabolic flow rate (Q0) 
The basal metabolic flow rate Q0 (unit: L year–1) represents the minimum required, life-
sustaining water circulation. The tree-size dependent Q0 is expressed as: 𝑄! = 𝛽!ℎ!!!" !"#$%&  (B2) 
where β1 and η1 are the normalization constant and exponent for the metabolism, 
respectively. The theoretical value of η1 (= 3) was replaced with the regional-
specific 2/ϕ.  
 
The parameter β1 also varies across study regions and forest plant functional types, and 
their initial values (= 0.0177 L day–1 m–η1 on average from data) are iteratively adjusted 
to minimize the modeling errors. The dashed curve of Figure 1.1 in the main text is 
derived from a natural logarithm equation: ln𝑄! = 𝜂!ln ℎ + ln 𝛽! (B3) 
 
B3 Potential (available) inflow rate (Qp) 
The potential inflow rate Qp (unit: L year–1) is determined by water absorptance and 
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accessible local water supply. Mechanical stability for trees predicts an isometric 
relationship between stem and root mass (Niklas & Spatz, 2004; Niklas, 2007): Mroot ≈ 
β2Mstem (β2 ≈ 0.423 from data). The metabolic scaling theory for plant B ∝ rstem2 ∝ h2/ϕ ∝ 
Mθ ∝ Mϕ/(2+ϕ) allows for mass-to-length inter-conversion: Mstem ∝ h2/(θϕ) ∝ h(2+ϕ)/ϕ and 
Mroot ∝ rroot2/(θϕ) ∝ rroot(2+ϕ)/ϕ. Thus, the radial root extent is given by: rroot = β2ϕ/(2+ϕ)h. We 
used hemispheric root surface area accessible to local water supply: 2πrroot2. The tree-size 
dependent Qp with local water availability is expressed as: 𝑄! =  𝛾(2𝜋𝑟root! )𝛹𝑃inc!" !"#$%& = 𝛾2𝜋 𝛽!!/(!!!)ℎ !𝛹𝑃inc!" !"#$%&  (B4) 
where γ is the absorption efficiency related to local soil/terrain properties, and its 
initial value (= 0.5) is also adjusted during the parametric optimization. The 
normalized topographic index Ψ accounts for both terrain slope and surface water 
flow direction and accumulation. Pinc is an input geospatial predictor representing 
the long-term monthly incoming precipitation rate (unit: m month–1). 
 
Note that the model estimates annual potential inflow rate (unit: L year–1). The dash-dot 
curve of Figure 1.1 in the main text is derived from a natural logarithm equation: ln𝑄! = 2 ln ℎ + ln 𝛾2𝜋𝛽!!!/(!!!)𝛹𝑃inc (B5) 
 
B4 Evaporative flow rate (Qe) 
The evaporative flow rate Qe (unit: L year–1) is a good proxy for the metabolic energy use. 
The effective tree area aL (unit: m2) is derived from the branching architecture and crown 
plasticity (Purves et al., 2007) with possible plant interaction and self-competition for 
light. The Penman-Monteith (PM) theory (Monteith & Unsworth, 2013) estimates 
monthly evaporative molar flux Eflux (unit: Mmol m–2 month–1). The tree-size dependent 
Qe incorporates geospatial predictors such as altitude and long-term monthly solar 
radiation, air temperature, vapor pressure and wind speed and can be expressed as: 𝑄! = 𝑎L𝑣water 𝐸flux!" !"#$%&  (B6) 
where the molar volume of water vwater is  derived from the molar mass of water 
µwater (= 1.8×10–2 kg mol–1) and the density of water ρwater (= 103 kg m–3). The 
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model accumulates the monthly mean evaporative flow rate over the growing-
degree months (unit: L year–1).  
 
The dashed curve of Figure 1.1 in the main text is derived from the Qe. Because both aL 
and Eflux scale with the h, it is difficult to rewrite the Qe in a natural logarithm form, 
opposed to the Q0 and the Qp. Hence, detailed information on the tree-crown geometry 
and the PM equation is delivered in the following sections. 
 
B4.1 Tree crown geometry 
The crown height hcro has an isometric relationship with h (Enquist et al., 2009; Kempes 
et al., 2011): hcro ≈ β3h. The theoretical crown ratio #β3 = 1 – n–1/3 (≈ 0.79) is generally 
greater than the measured β3 in actual forests where open habitat is not common. Trees 
typically compete for light and this changes their crown geometry. This crown-rise (β3 ≤ 
#β3) is likely due to crown plasticity. Our model assumes that the crown-rise should be 
accompanied by shrinking crown radius rcro for the mechanical stability of spheroidal 
tree-crown shape. Self-pruning of branches (or leaves) explains the disparity between the 
actual h to hcro relationships and those predicted by the theory.  
 
The model supposes a large tree at the h with the theoretical crown height #hcro. ℎcro# = 𝛽!# ℎ (B7) 
 
For the simplicity of the model, we retained for each region the uniform crown shape 
factor Fcro = 2rcro/hcro during the self-pruning process. Then, we obtain the theoretical 
crown radius #rcro from 𝑟cro# = ℎcro# 𝐹cro/2 (B8) 
 
The tree branching architecture provides the total number of leaves generated Lgen = nN. 




𝑉cro# = 4/3  𝜋 𝑟cro# ! ℎcro# /2 = 𝜋𝐹!"#! ℎcro# !/6 (B9a) 𝑑leaf = 𝐿gen/ 𝑉cro# = 𝑛!/ 𝑉cro#  (B9b) 
 
Then, the number of leaves Nleaf is calculated from the regional dleaf and the crown 
volume Vcro = (4/3) πrcro2hcro/2. The value of Nleaf does not exceed Lgen: Nleaf ≤ Lgen. 
Because the self-pruning rate is dependent on tree size (Mäkinen & Colin, 1999), we 
further located the regional-specific plant senescence ratio ψ, which is proportional to the 
probability of light interception by the tree crown. We can calculate theoretical total leaf 
area and Leaf Area Index (LAI) as 𝑎L# = 𝑠leaf𝐿gen (B10a) LAI# = 𝑎L# / 𝜋 𝑟cro# !  (B10b) 
where #aL is the theoretical effective tree area with the area of single leaf sleaf ≈ 
0.0010 m2 (initial value from data). The sleaf is iteratively adjusted during the model 
optimization. The theoretical leaf area index #LAI can be calculated using the #aL 
and the #rcro. 
Based on Beer’s law, we can estimate the theoretical crown transmittance of light #τcro 
with the mean reflectivity of a leaf αleaf = 0.5 (full spectrum) and the extinction 
coefficient of the spherical leaf angle distribution Ks = 0.5sec(SZA) = 0.5 (where the 
Solar Zenith Angle (SZA) = 0°). 𝜏cro# = 𝑒𝑥𝑝 − 𝛼leaf𝐾! LAI#  (B11) 
 
The maximal senescence rate ψmax is applied to trees with the least transmittance: ψmax = 
(Lgen – Nleaf) / Lgen. The estimated ψ value is used to calculate the adjusted number of 
leaves adjNleaf = ψLgen. 𝜓 = 1− 1− 𝜓max / 1− 𝜏cro#  (B12) 
 
B4.2 Penman-Monteith equation 
The total Eflux is derived from the PM equation: 𝑅abs − 𝐿 − 𝐺 − 𝐻 − 𝜆𝐸flux = 0 (B13) 
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where Rabs is the absorbed solar radiation (shortwave and longwave, unit: MJ m–2 
day–1), L is the thermal radiation loss (unit: MJ m–2 day–1), G is the soil heat flux 
(unit: MJ m–2 day–1), H is the sensible heat loss (unit: MJ m–2 day–1) and λEflux is 
the latent heat loss (unit: MJ m–2 day–1).  
 
The absorbed shortwave radiation Rsw~abs is obtained from the crown absorptance σcro and 
the total incident solar radiation Rsw~inc (input data, normal to ground, unit: MJ m–2 day–1). 𝑅!"~!"# = 𝜎!"#𝑅!"~!"# (B14) 
 
Here, the crown geometry (aL and LAI using adjNleaf and rcro) and the radiation 
coefficients (αleaf, Ks, τcro, crown reflectance αcro, soil reflectance αsoil and deep soil 
reflectance αsoil*) determine the σcro. We first calculate the adjusted total leaf area, LAI, 
and crown transmittance using the similar equation S10–S11 above: 𝑎! = 𝑠!"#$ 𝑁!"#$!"#  (B15a) LAI = 𝑎!/ 𝜋 𝑟!"#!  (B15b) 𝜏!"# = 𝑒𝑥𝑝 − 𝛼!"#$𝐾!LAI  (B15c) 
 
Then, the crown reflection coefficient αcro can be derived from Eq. B15 based on an 
assumption that canopy is not dense and the effect of the soil is significant (Monteith & 
Unsworth, 2013).  
𝛼!"# = 𝛼!"#$∗ + 𝛼!"#$∗ − 𝛼!"#$𝛼!"#$∗ 𝛼!"#$ − 1 𝑒𝑥𝑝 −2 𝛼!"#$𝐾!LAI1+ 𝛼!"#$∗ 𝛼!"#$∗ − 𝛼!"#$𝛼!"#$∗ 𝛼!"#$ − 1 𝑒𝑥𝑝 −2 𝛼!"#$𝐾!LAI  
(B16) 
where the αsoil = 0.3 (full spectrum) and the αsoil* = 0.11 (full spectrum). 
 
Finally, the crown absorptance σcro can be approximated as: 𝜎!"# = 1− 𝛼!"# − 1− 𝛼!"#$ 𝜏!"# (B17) 
 
The monthly G is estimated from the input air temperature (unit: °C) of preceding month 
mo–1Tair and following month mo+1Tair and the soil heat flux constant csoil = 0.07 (unit: MJ 
147	
	
m–2 day–1 °C–1) as (Allen et al., 1998): 𝐺 = 𝑐!"#$ 𝑇!"#!"!! + 𝑇!"#!"!!  (B18) 
 
The L is obtained from the linearization of the PM given the crown temperature Tcro 
(unit: °K) as: 𝐿 = 𝜖!"#𝜎T!"#! ≈ 𝜖!"#𝜎𝐓!"#! + 𝑐!𝑔! 𝐓!"# − 𝐓!"#  (B19) = 𝑔! + 𝑔! 𝐓!"# − 𝐓!"#   
where the emissivity εcro = 0.95 (leaf) and the Stefan-Boltzmann constant σ = 
4.9×10–9 MJ m–2 day–1 °K–4. The air temperature Tair (unit: °K), the specific heat of 
air cp = 29.3 (unit: J mol–1 °K–1) and the radiative conductance gr = 4εcroσTair3/cp are 
used to estimate the thermal radiative energy loss. The g2 term in the L will be 
combined with the Rsw~abs to achieve the net absorbed solar radiation Rnet~abs. 
 
The H is obtained from the difference between the Tcro and the Tair as: 𝐻 = 𝑐!𝑔!" 𝐓!"# − 𝐓!"#  (B20) = 𝑗! 𝐓!"# − 𝐓!"#   
where gHa is the heat conductance (unit: Mmol m–2 day–1) explained in Appendix 
B4.3. 
 
The λEflux is obtained from the linearization of the PM equation using the crown 
temperature Tcro (unit: °C) and the air temperature Tair (unit: °C) as: 𝜆𝐸flux = 𝜆𝑔! 𝑒! 𝑇!"# − 𝑒! /𝑝!≈ 𝜆𝑔! ∆/𝑝! 𝐓!"# − 𝐓!"# + 𝜆𝑔! 𝑒! 𝑇!"# − 𝑒! /𝑝! (B21) = 𝑓! 𝐓!"# − 𝐓!"# + 𝑓!  
where λ is the latent heat of evaporation (unit: J mol–1). The vapor conductance gv is 
derived from aerodynamic, boundary layer and leaf stomatal conductance values 
(unit: Mmol m–2 day–1) (see Appendix B4.3). The actual vapor pressure ea (unit: 
kPa) is an input geospatial predictor. The input altitude data are used to estimate the 
air pressure pa (unit: kPa) (Allen et al., 1998). The saturation vapor pressure es (unit: 
kPa) is a function of temperature T (unit: °C): es(T) = b1exp[b2T / (b3 + T)] (where 
b1 = 0.61 kPa, b2 = 17.5 and b3 = 240.97 °C). We obtain the derivative of saturation 




To estimate the λEflux, we rearrange the Rsw~abs, G, L and H in the PM equation by 
eliminating the temperature difference term (Tcro – Tair) because it is difficult to obtain 
the Tcro from data. The λEflux is expressed as: 𝜆𝐸flux = 𝑓! 𝑅!"#~!"# − 𝐺 − 𝑓!𝑓! + 𝑔! + 𝑗! + 𝑓! (B22) 
where the Rnet~abs = σcroRsw~inc – Rnet~lw. Because the input solar radiation accounts 
only for the shortwave incident radiation, we should further incorporate the L 
(longwave radiation) to estimate the net absorbed solar energy Rnet~abs (shortwave 
and longwave). We implemented the g2, the clear-sky radiation Rso (based on the 
Sun-Earth geometry, unit: MJ m–2 day–1) and the ea to retrieve the net longwave 
radiation Rnet~lw = g2 (0.34 – 0.14ea1/2) × (1.35Rsw~inc / Rso – 0.35) (Allen et al., 
1998).  
 
B4.3 Conductances (gHa and gv) 
First, we can calculate the friction velocity with surface obstacles using the input wind 
speed data (Gerosa et al., 2012): 𝑢!"" = 𝑢!ln 200 𝑧! /ln(𝑧 𝑧!) (B23a) 𝑢∗ = 𝑘𝑢!""/ln( 200− 𝑑! 𝑧!) (B23b) 
where uz (unit: m s–1) is the wind speed at measurement height z (= 10 m), u200 is 
the wind speed at 200 m height and u* is the friction velocity with surface obstacles. 
The roughness length for open flat terrain zm = 0.03 m, the von Karman constant k 
= 0.41, the displacement height dh = (2/3) h (unit: m), the roughness length for 
forests zl = (1/10) h (unit: m) and the roughness height for heat transfer zh = zl / 
exp(invkB) where the inverse von Karman-Stanton number invkB = 2. The molar 
density of air ρair (unit: mol m–3) is derived from the Tair and the air pressure pa (unit: 
kPa, Boyle-Charles’ law). 
 
Then, gHa (unit: Mmol m–2 day–1) and the aerodynamic conductance gdyn (unit: Mmol m–2 
day–1) can be estimated from the h and the friction velocity u* following 𝑔!" = 𝑔!"# = 𝑘𝑢∗𝜌!"#/ln( 200− 𝑑! 𝑧!) (B24) 
where the molar density of air ρair (unit: mol m–3) is derived from the Tair and the pa 
(Boyle-Charles’ law). 
 
The boundary layer vapor conductance gBv (unit: Mmol m–2 day–1) also incorporates h 
and u* as (Gerosa et al., 2012):  
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𝑔!" = 𝑘𝑢∗𝜌!"#/ 𝑘𝐵!"# / 𝑆𝑐/𝑃𝑟 !/! (B25) 
where Sc is the Schmidt number for water vapor and Pr is the Pradtl number for air. 
 
Lastly, the total stomatal vapor conductance gSv (unit: Mmol m–2 day–1) is estimated as 
(Gerosa et al., 2012):  𝑔!"# = 𝑑!"#𝜌!"#𝐷!"#/ 𝑧!"#𝑎!"# + 𝜋2𝐿!"#  (B26a) 𝑔!" = 𝑔!"# 𝑁!"#$!"#  (B26a) 
where the stomatal vapor conductance for a leaf gstm is derived from the leaf 
stomatal density dstm = 101×106 m–2, the depth of a stoma zstm = 10×10–6 m, the area 
of a stoma astm = 459×10–12 m2 (Kempes et al., 2011), the pore perimeter of a 
cylinder stoma Lstm = 2π(astm/π)1/2 and the vapor diffusivity Dvpr (unit: m2 s–1). 
Combining all conductance terms (gdyn, gBv and gSv), we can obtain the final vapor 
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