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Abstract— We consider a system where agents enter in an
online fashion and are evaluated based on their attributes
or context vectors. There can be practical situations where
this context is partially observed, and the unobserved part
comes after some delay. We assume that an agent, once left,
cannot re-enter the system. Therefore, the job of the system
is to provide an estimated score for the agent based on
her instantaneous score and possibly some inference of the
instantaneous score over the delayed score. In this paper, we
estimate the delayed context via an online convex game between
the agent and the system. We argue that the error in the
score estimate accumulated over T iterations is small if the
regret of the online convex game is small. Further, we leverage
side information about the delayed context in the form of
a correlation function with the known context. We consider
the settings where the delay is fixed or arbitrarily chosen by
an adversary. Furthermore, we extend the formulation to the
setting where the contexts are drawn from some Banach space.
Overall, we show that the average penalty for not knowing the
delayed context while making a decision scales with O( 1√
T
),
where this can be improved to O( log T
T
) under special setting.
I. INTRODUCTION
Our problem is motivated by the following scenarios:
for example, typically tech companies administer a test to
evaluate if candidates are suitable for the job. Also, we
can assume the candidates to be active job-seekers and
are applying to several other companies. Thus, it is of
the companies interest to complete the grading process as
quickly as possible, since delays may result in a qualified
candidate accepting a job at some another company. The
test consists of two different types of questions: the first
type are those that can be automatically graded (e.g. multiple
choice questions) and thus the scores for those are obtained
instantaneously, and questions of the second type are need to
be human-graded as they are more involved (e.g. subjective
type questions). Assuming that the human grading takes a
non-trivial amount of time, if the company waits for the
human graded scores before informing candidates, they may
miss out on hiring qualified candidates. Thus there is a strong
incentive for the company to provide an estimated score
based on just the performance on the automatically graded
questions. The estimated score allows the candidate to infer
their rank. Of course, we want the estimated score to be close
to the true score based on the both the automatically graded
and human graded scores.
Another setting where our formulation is relevant is in
the context of generating crowd-sourced questions (e.g., for
massive online open courses). Candidates take a test in which
they answer a set of questions (which are automatically
graded), but they are also asked to create one or more
new questions for future candidates to answer (which have
to be evaluated manually). The test is scored based on
their performance on questions they answer and the quality
of those that they create, but the candidate is given an
estimate of their score before the quality of their questions
is evaluated. We see that this and the previous problem are
special cases of the following abstract problem:
Problem: In an online setting where a system outputs
scores based on context, that are part-observed and part-
delayed, can we estimate the scores efficiently such that they
are close to the true score (with full context)?
A. Related work and Our Contribution
There has been a series of work in the online learning
literature ([1], [2], [3] to name a few) where a system
learns the environment in an adaptive fashion based on
the feedback it receives from the agents. These ideas can
be generalized to the setting where the system has partial
information about the agent. There are several ways to deal
with this setting, for example, classically one assumes the
delayed data as “missing data” and perform data imputation.
If the distribution from which the data is generated is known,
a naı¨ve approach is “mean-imputation”, i.e., replace the
missing data by the mean. This could work if the distribution
of interest is sub-gaussian or more generally sub-exponential
where the data points concentrate around the true mean with
high probability. In [4], [5] the authors explore a generalized
version of problem-dependent imputation.
If we have reasons to believe that there is some corre-
lation between the observed and the unobserved context,
another systematic approach is to estimate the unobserved
part from the observed context via a correlation function
([6], [7]). Note that, our situation is a little delicate, where
the information is not lost but merely delayed. So one can
leverage the techniques used in delayed online learning in
our scenario. Indeed, [8], [9], and [10] provide a convex
optimization formulation for the delayed data as a function
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of delay. In this paper, we intend to combine the above-
mentioned two approaches.
In this paper, we do not assume that the contexts are com-
ing from a known distribution. Still we can use techniques
from delayed online optimization literature (which typically
have no distributional assumption). Also, we do not assume
that the unknown context is completely determined via a
correlation function of the observed context, rather we allow
the estimate of the unknown context to be partially influ-
enced by the observed context. We develop several online
learning algorithms that capture both delay in information
and correlation from the observed context. Our contribution
can be summarized as follows:
• We provide an online convex optimization formulation
for the estimation of the delayed data, and also allow a
correlation function to influence the estimation process.
We show that, the estimation error is directly related to
the cumulative regret of the online convex optimization
algorithms, and so we focus on minimizing cumulative
regret under different loss function scenarios, e.g., con-
vex, strongly convex etc.
• We present novel delayed online gradient descent and
online mirror descent algorithm with a correlation func-
tion, and provide theoretical analysis for cumulative
regret.
• We analyze the delayed and correlated online convex
programs both with fixed delay, and adversarially cho-
sen (arbitrary) delay and prove theoretical upper bounds
for regret as a function of delay.
• We verify our theoretical findings via simulations. We
compare the performance of our algorithms with a sam-
ple mean based naive heuristic algorithm. We observe
that, when data is not coming from a well behaved
distribution (for example, we let data points drawn ran-
domly from a pentagon), the naive algorithm performs
very poorly in comparison to our newly developed
algorithms.
B. System Model
We now present the system model that will be used
throughout the paper. At time t assume an agent with context
xt ∈ Rd enter the system. A part of xt, xtk ∈ Rd1 is revealed
immediately, where the rest, xtu ∈ Rd2 is unobserved and
revealed after some delay. Hence, xt = (xtk, x
t
u), and we
assume d1 ≥ d2 (note that this is not a strict requirement, we
assume this to get a canonical representation of the influence
function Φ(.), see Section II). The agent is given a score by
the system based on xt, and we assume that there exists a
scoring function g(xt) = g(xtk, x
t
u). An example would be:
g(xt) = c1x
t
k+c2x
t
u, where c1, and c2 are positive constants.
The job of the system is to output an estimate of xtu, xˆ
t
u, such
that the estimated score, g(xtk, xˆ
t
u) is close to the true score
g(xtk, x
t
u). Note that there is no distributional assumptions
on xtk and x
t
u. Rather we let x
t
k and x
t
u be sampled from an
arbitrary convex set K. We also assume that xˆtu is influenced
by xtk via an influence (correlation) function Φ : Rd1 → Rd2 .
We intend to obtain xˆtu via online convex programming.
We model the scenario as a convex game between agents
and the system. At each round t, an agent chooses xˆtu from
a convex body K. Simultaneously, without observing xˆtu, the
system chooses a convex function ft and the agent incurs
a loss of ft(xˆtu). Since, the objective of the system is to
estimate xtu, the loss functions ft(xˆ
t
u) are constrained to have
additional structures. Here we restrict that the loss functions
should be of the form, ft(xˆtu) = f(‖xˆtu − xtu‖2), where
f : R+∪{0} → R+∪{0} satisfies: (a) f(u) is an increasing
function of u and (b) f(0) = 0. We denote the class of
convex functions satisfying the mentioned conditions by F ,
and hence, ft ∈ F . There can be several examples of convex
functions belonging to this class:
• ft(xˆtu) = f(‖xˆtu − xtu‖2) = ‖xˆtu − xtu‖2.
• ft(xˆtu) = (xˆ
t
u − xtu)T (xˆtu − xtu) = ‖xˆtu − xtu‖22 i.e.,
(quadratic loss). This can be generalized to, ft(xˆtu) =
‖xˆtu − xtu‖m2 , where m ∈ Z+.
• ft(xˆtu) = a exp
(
‖xˆtu−xtu‖m2
σ21
)
, for some constants a, σ1
and m ∈ Z+.
The goal of online convex programming is to choose xˆtu
sequentially such that the total loss, defined over the sum
of losses over T episodes is minimized. The online convex
program ensures that the total loss, defined over the sum
of losses over T episodes of the play is small (refer to [11]
for details), i.e.,
∑T
t=1 ft(xˆ
t
u) ≤ miny∈K
∑T
t=1 ft(y)+r(T ),
where a typical example would be r(T ) = O(√T ) and this is
achieved by several optimization algorithms including online
gradient descent ([12]). Notice that, in the upper bound on
total loss, miny∈K
∑T
t=1 ft(y) is the loss in the best case
scenario, where the agent gets to see all the loss functions
and gets to select a fixed decision that minimizes the sum loss
over T episodes. As seen in the online convex optimization
literature ([11],[12]), this term is unavoidable, and hence
the performance of an algorithm is measured relative to
this fixed decision optimal loss. From now on, we denote,
D∗ := miny∈K
∑T
t=1 ft(y).
We further assume that the scoring function is separable,
i.e., there exist functions g1 : Rd1 → R+{0} and g2 : Rd2 →
R+{0}, such that, g(xtk, xtu) = g1(xtk) + g2(xtu). A simple
example would be: g1(t) = c1xtk, g2(t) = c2x
t
u for some
c1 > 0, c2 > 0. Also, we assume g2 to be 1-lipschitz. Under
these assumptions, the estimation error in scores under the
loss function f and with T episodes will be,
T∑
t=1
f
(
|g(xtk, xˆtu)− g(xtk, xtu)|
)
=
T∑
t=1
f
(
|g1(xtk) + g2(xˆtu)− g1(xtk)− g2(xtu)|
)
≤
T∑
t=1
f
(
‖xˆtu − xtu‖2
)
=
T∑
t=1
ft(xˆ
t
u) ≤ D∗ + r(T )
where we use the Lipschitz property of g2, and the
properties of the loss function f . So, we can see that if we
can control r(T ), we have a control over the cumulative error
in estimation. In the following sections, we propose several
iterative algorithms to obtain xˆtu such that r(T ) = o(T ), i.e.,
sublinear in T .
II. SCORE ESTIMATION USING ONLINE CONVEX
OPTIMIZATION WITH FIXED DELAY
We now consider the case where delay in the unknown
context, xtu is fixed and known to the system. We denote the
delay by τ . We will analyze 3 different cases under fixed
delay: (1) when the loss function, ft(.) is convex, (2) when
ft(.) is strongly convex and (3) when we relax the condition
that xtk and x
t
u belong to subsets of Rd1 and Rd2 respectively;
rather assuming that xtk and x
t
u belong to some generalized
Banach space and use mirror-descent type algorithm ([11]).
All the proofs are deferred to Appendix VI.
A. Online learning of convex loss function under fixed delay
We proceed to minimize the total loss accumulated over
T rounds, under the assumption that the delay in observing
the loss function is fixed over all rounds. We stick to the
System model of I-B. Let τ ∈ N be the fixed delay. We also
assume a correlation function, Φ capturing the influence of
xtk over x
t
u. The details are formally stated in Algorithm 1.
Algorithm 1 Delayed Correlated Online Gradient Descent
1: Input: Step size ηt, delay τ ∈ N, influence function Φt(.)
with weight βt.
2: Initialization: set xˆ1u, . . . , xˆ
τ
u = 0
3: For iteration t = τ + 1 to T do
• Obtain ft, incur loss: ft(xˆtu)
• Compute Gradient of the latest completely known
loss: gt−τ = ∇ft−τ (xˆt−τu )
• Update: xˆt+1u = xˆ
t
u − ηtgt−τ + βtΦt+1(xt+1k )
If at any time step, xˆt+1u lies outside the convex set K,
we project it back to K via an euclidean projection. Since K
is convex, euclidean projection exists, and is unique and 1-
Lipschitz (contraction), it is sufficient to analyze the scenario
without projection [12].
At time t+1, the most recent completely known function is
ft−τ , since the information about the loss function is delayed
by τ . For, τ = 0, according to the format of the convex
game, the most recent completely known function would be
ft. The algorithm chooses a direction which is a combination
of a greedy direction where the most recent loss function is
minimized and a direction provided by the influence function.
Also, since the delay is τ , we set the first τ decisions to 0.
In the online scoring of agents scenario, we can think that,
in the first mτ iterations of the algorithm (where, m ∈ Z+, a
small positive number, 2 for example), it provides scores for
dummy candidates, before the real agents are being scored.
This is to smooth out the crude initialization of xˆtu for 1 ≤
t ≤ τ . If we run the algorithm for T rounds, the regret with
respect to the fixed best decision is defined as,
R(T ) =
T∑
t=1
ft(xˆ
t
u)−min
x∈K
ft(x)
We will prove an upper bound on R(T ) as a function of
τ, T for a particular characterization of influence function
Φ(.), via a number of steps, borrowing a few techniques
from [8].
Let x∗ = arg minx∈K
∑T
t=1 ft(x). Since the functions ft
are convex, R(T ) satisfies,
R(T ) ≤
T∑
t=1
〈∇ft(xˆtu), xˆtu − x∗〉 =
T∑
t=1
〈gt, xˆtu − x∗〉
Define, g˜t−τ = gt−τ − βtηt Φt+1(x
t+1
k ), and so,
R(T ) ≤
T∑
t=1
(〈g˜t, xˆtu−x∗〉+〈
βt+τ
ηt+τ
Φt+τ+1(x
t+τ+1
k ), xˆ
t
u−x∗〉)
We now define a deviation function, D(x1||x2) = 12‖x1−
x2‖2 for all x1, x2 ∈ K. We have the following result:
Lemma 1: For all t > τ , we have:
〈xˆt−τu − x∗, g˜t−τ 〉 ≤
1
2
ηt‖g˜t−τ‖2 + D(x
∗||xˆtu)
ηt
−D(x
∗||xˆt+1u )
ηt
+
min(τ,t−(τ+1))∑
k=1
ηt−k〈g˜t−τ−k, g˜t−τ 〉
Assumptions: We assume that the loss functions are L
lipschitz (L > 0). Since the functions ft are convex, this
implies, ‖∇ft(x)‖ ≤ L. We also assume a canonical form
of the influence function Φ(.). For simplicity, from now on
we assume, d1 = d2 (if d1 ≥ d2, one can project xt+1k
on a d2 dimensional space and use the projected vector).
We take, Φt+1(xt+1k ) = λt+1x
t+1
k . If we have reasons to
believe that the correlation coefficient between xt+1k and
xt+1u is positive, we take λt+1 > 0, otherwise λt+1 < 0.
We choose the parameters of the algorithm as follows: ηt =
βt = |λt+1| = σ√t−τ , for t > τ and 0 otherwise, with some
σ > 0. Furthermore, ‖xˆtu‖ ≤ R, and ‖xtk‖ ≤ R for all t, and
so, D(x1||x2) ≤ 2R2 for any x1, x2 ∈ K.
With the above assumptions, we have
‖g˜t−τ‖ ≤ ‖gt−τ‖+ βt
ηt
|λt+1|‖xt+1k ‖ ≤ L+
σ√
t− τ R
≤ L+ σR := L′ for t− τ ≥ 1
Theorem 1: With the given choices of ηt, βt, |λt+1| and
σ := R
L′
√
τ
, the cumulative Regret of the Delayed Correlated
Online Gradient Descent is given by,
R(T ) ≤ C1
√
τT
where C1 is a constant independent of T and τ .
B. Online Learning of Strongly Convex loss function
We now analyze the setting where the loss functions, ft
are strongly convex, with parameter γ (> 0). We choose the
step-size ηt = 1γ(t−τ) for all t > τ and 0 otherwise. We
keep the other assumptions identical to the previous section.
We have the following bound on the regret of the correlated
delayed online gradient descent algorithm.
Theorem 2: With ηt = βt = |λt| = 1γ(t−τ) (for t > τ ),
the regret of Algorithm 1, for γ strongly convex loss,
R(T ) ≤ 2γτR2+2R
2
γ
H(T )+(
1
2
+τ)L′2
1
γ
H(T−τ) ≤ C2τ log T
where, H(.) denotes harmonic number, C2 is a constant, indepen-
dent of T and τ .
Remark 1: The regret scaling with respect to T is better
in this case, since we leverage the fact that the loss functions
are strongly convex. However, the scaling with respect to τ
is worse in this situation. It is linear in this case, in contrast
to
√
τ for the weakly convex losses.
C. Online Correlated Delayed Mirror Descent Optimization
for Generic Banach Spaces
In this section, we generalize Algorithm 1 to a setting,
where, xˆtu ∈ Bd2 , and xtk ∈ Bd1 , where B is a Banach
space (a complete normed space with norm ‖.‖) Like the
previous section, we assume d1 = d2. Correspondingly,
define a mirror map, M : Bd1 → R. Then, the Bregmen
divergence ([11], Chapter 5) between x and y (∈ Bd1 ), with
mirror map M is given by,
DM (x||y) = M(x)−M(y)− 〈x− y,∇M(y)〉
Also, a loss function ft is said to be γ strongly convex with
respect to map M , if, for x, y ∈ Hd1
f(x)− f(y)− 〈x− y,∇f(y)〉 ≥ γDM (x||y)
Furthermore, given a convex function f , the Fenchel dual
of f is defined as, f∗(y) = supx〈x, y〉 − f(x). Using these
set of definitions, we now present the generalized version of
Algorithm 1:
Algorithm 2 Delayed Correlated Online Mirror Descent
1: Input: Mirror Map M , step size ηt, delay τ ∈ N,
influence function Φt(.) with weight βt.
2: Initialization: set xˆ1u, . . . , xˆ
τ
u = 0
3: For iteration t = τ + 1 to T + τ do
• Obtain ft, incur loss: ft(xˆtu)
• Compute Gradient of the last completely known
loss: gt−τ = ∇ft−τ (xˆt−τu )
• Update: xˆt+1u = ∇M∗(∇M(xˆtu) − ηtgt−τ +
βtΦt+1(x
t+1
k ))
Note that, if the mirror map, M(x) = 12‖x‖2, then,∇M(x) = x, and M = M∗, so we get back Delayed
Correlated Online Gradient Descent (Algorithm 1). We will
analyze the regret performance of this algorithm.
Lemma 2: If M is strongly convex with respect to the
norm corresponding to Bd1 , then, the loss minimizer x∗
satisfies,
〈xˆtu−x∗, g˜t−τ 〉 ≤
DM (x
∗||xˆtu)−DM (x∗||xˆt+1u )
ηt
+
ηt
2
‖g˜t−τ‖2∗
where ‖.‖∗ is the dual norm of the norm associated with
Bd1 .
This is a direct consequence of [13], and hence we omit
the proof.
We assume, ‖g˜t−τ‖∗ ≤ L′, ‖xtk‖∗ ≤ R and ‖xˆtu‖∗ ≤ R,
for all t ≥ 0 . Note that, if we are working with `2 norm,
the dual norm is also `2, and hence the assumptions are
identical to that of Section II-A. Also assume d1 = d2, and
Φ(xt+1k ) = βtx
t+1
k .
Theorem 3: Suppose the mirror map, M satisfies,
‖∇M∗(∇M(x)− y)− x‖ ≤ LM‖y‖
with LM > 0. With ηt = βt = σ√t−τ , σ
2 = R
2
τLML′2
, the
regret of Algorithm 2, is given by,
R(T ) ≤ C3
√
LMτT
where C3 is a constant independent of τ and T .
III. FORMULATION WITH ADVERSARIAL DELAY
In this section, we assume that, the delays are not fixed;
rather chosen in an adversarial way, with no assumptions or
restrictions made on the action of the adversary. We start
with some notation:
We continue to assume that each agent enters the system
in an online fashion, and the job of the system is to output an
estimated score based on partially observed context. For each
t > 0, let τt be some non-negative integer denoting delay,
and dt = τt + 1. The feedback from round t, is available,
at the end of iteration t + dt − 1 and may be used by the
system at round t + dt. In the setting of Section II, dt =
τt + 1 = τ + 1, and in the no-delay setting, dt = 1. Let
Ft = {u ∈ {1, 2, . . . , T} : u + du − 1 = t} be the index
of the rounds whose feedback is available at round t. Also
let D =
∑T
i=1 dt, be the sum of all delays. We have, Ft =
{t−τ} and D = τ(T+1) for Section II. Similarly, Ft = {t}
and D = T with τt = τ = 0. The algorithm under this setting
is given in Algorithm 3.
Algorithm 3 Correlated Online Gradient Descent with Ad-
versarial Delay
1: Input: Step size η, set Ft, influence function Φt(.) with
weight β.
2: Initialization: set xˆ1u, . . . , xˆ
τ
u = 0
3: For iteration t = τ + 1 to T do
• Obtain ft, incur loss: ft(xˆtu)
• Construct Ft, and let gs = ∇fs(xˆsu)
• Update: xˆt+1u = xˆ
t
u − η
∑
s∈Ft gs + βΦt+1(x
t+1
k )
Since we are assuming that, xˆtu ∈ K, if the obtained
xˆt+1u falls outside K, we simply project it (via eucledian
projection) back to K. Since, K is convex, the eucledian
projection is be a contraction (1 Lipschitz), and hence we
are simply omitting the projection step in Algorithm 3.
Assuming d1 = d2 and Φt(xt+1k ) = λx
t+1
k , we now
characterize the regret,
Theorem 4: Let η = β and λ be fixed. In presence of
adversarial delay, the regret of Algorithm 3 is given by,
R(T ) ≤ C4( 1
η
+ ηC5(T +D)) ≤ C6
√
D
Fig. 1. The evolution of cumulative loss with respect to time for different
delays. Each point in the plot is an average over 100 trials.
when the last inequality holds if we choose η =
O(1/√T +D). C4, C5 and C6 are constants.
IV. SIMULATIONS
In this section we present empirical validations of the
results presented in the previous sections. First we will
demonstrate how the performance of the system changes with
different delay. We stick to the framework of Section I-B and
take d1 = d2 = 1. We generate correlated gaussian random
variables (for xtu and x
t
k) with unit mean and variance and
choose the following loss function: ft(xˆtu) = a‖xˆtu−xtu‖2+b
(quadratic loss), where a and b are drawn uniformly at
random from [0, 1] at each iteration by the adversary. With
a correlation factor of 0.5 and the step size of 0.5√
t−τ , where
τ is the delay, we run the correlated delayed online gradient
descent algorithm with τ = 10, 15 and 30, and compute the
cumulative loss function (i.e., sum of the loss function) over
the number of iterations (i.e., horizon). The result is shown in
Figure 1. Firstly, the cumulative loss behaves in a logarithmic
fashion with respect to horizon, which is predicted by the
theory. Also, the loss increases as τ increases. Hence the
performance degrades as the information is further delayed.
Also, Section II-B suggests that the cumulative loss upper
bound should behave linearly with τ . From Figure 1, we
observe that this holds true for higher values of horizon T .
Now, keeping everything fixed, we generate xtu and x
t
k
from a correlated gaussian density with varying correlation
factor and we would like to see how correlation plays a role
in estimating xtu. We fix the delay τ = 10. Figure 2 shows the
behavior of cumulative loss for different correlation factors.
It is intuitive to argue that the correlation function plays a
better role when xtu and x
t
k are highly correlated. This is
observed in Figure 2.
A. Comparison with a Naive Heuristic algorithm
Now we compare the delayed gradient approach of esti-
mating xtu to a naive approach based on sample averaging.
We work with fixed delay setting and assume there is no
correlation between xtu and x
t
k (i.e., Φ(.) = 0). At time
t + 1, since the information upto time t − τ (in this case
xku for k = 1, . . . , t− τ ) is known, one can simply form an
estimate, x˜t+1u =
1
t−τ
∑t−τ
k=1 x
k
u. If x
t
u is drawn from a well
Fig. 2. The evolution of cumulative loss with respect to time for different
correlation coefficients between xtu and x
t
k . Each point in the plot is an
average over 100 trials.
Fig. 3. Cumulative loss with respect to time horizon for samples (xtu)
drawn from normal distribution. Each point in the plot is an average over
100 trials.
behaved distribution (e.g. sub-gaussian, sub-exponential) and
the delay is small with respect to the time horizon T , we
can expect the naive estimator to work well since empirical
average is the minimum variance unbiased estimator of the
mean of the distribution and the concentration of measure
phenomenon ensures that the samples are close to the mean
with high probability. However, when xtu is drawn from
some arbitrary convex set, there is no guarantee on the
performance of the naive estimator. Since our framework is
general enough to handle samples from arbitrary convex set,
the guarantees on cumulative loss function continue to hold.
We now simulate two different setting to demonstrate the
performance of the delayed online gradient estimator and
the naive estimator: a) when xtu is drawn from a normal
distribution and b) when xtu is drawn from a pentagon (which
is a convex set). The performance is shown in Figure 3
and 4. Since normal distributions are sub-gaussian, owing
to concentration of measure phenomena, we observe that
the naive estimator performs reasonably well, but for the
second setting (samples drawn from a pentagon), the naive
algorithm performs poorly. This validates the strength and
robustness (i.e., it is independent of the distribution) of the
online delayed gradient descent algorithm.
V. CONCLUSION AND FUTURE WORK
We consider an online optimization approach to tackle the
problem of inference with partial information. Although we
Fig. 4. Cumulative loss with respect to time when xtu is drawn from a
pentagon. Each point in the plot is an average over 100 trials.
can output a score estimate with this approach, we cannot
predict the absolute (which also includes the candidates not
seen upto now) ranking of the agents. Our immediate future
direction is to tackle the issue of online absolute ranking.
Also, we would like to extend the current formulation to a)
a setting with bandit feedback, i.e., the loss function will
not be known, only the value of the loss function at the
chosen action will be revealed and b) a setting where the
loss function is possibly non-convex. We keep these as our
future endeavors.
REFERENCES
[1] A. Kalai and S. Vempala, “Efficient algorithms for online decision
problems,” Journal of Computer and System Sciences, vol. 71, no. 3,
pp. 291–307, 2005.
[2] S. Shalev-Shwartz et al., “Online learning and online convex optimiza-
tion,” Foundations and Trends® in Machine Learning, vol. 4, no. 2,
pp. 107–194, 2012.
[3] A. Blum, “On-line algorithms in machine learning,” in Developments
from a June 1996 Seminar on Online Algorithms: The State of
the Art. Berlin, Heidelberg: Springer-Verlag, 1998, pp. 306–325.
[Online]. Available: http://dl.acm.org/citation.cfm?id=647371.723908
[4] A. N. Baraldi and C. K. Enders, “An introduction to modern missing
data analyses,” Journal of School Psychology, vol. 48, no. 1, pp. 5–37,
2010.
[5] S. Van Buuren, Flexible imputation of missing data. CRC Press,
2012.
[6] P. Joulani, A. Gyorgy, and C. Szepesva´ri, “Online learning under
delayed feedback,” in International Conference on Machine Learning,
2013, pp. 1453–1461.
[7] C. Mesterharm, “On-line learning with delayed label feedback,” in
International Conference on Algorithmic Learning Theory. Springer,
2005, pp. 399–413.
[8] J. Langford, A. J. Smola, and M. Zinkevich, “Slow learners are fast,”
Advances in Neural Information Processing Systems, vol. 22, pp.
2331–2339, 2009.
[9] K. Quanrud and D. Khashabi, “Online learning with adversarial
delays,” in Advances in Neural Information Processing Systems, 2015,
pp. 1270–1278.
[10] P. Joulani, A. Gyo¨rgy, and C. Szepesva´ri, “Delay-tolerant
online convex optimization: Unified analysis and adaptive-gradient
algorithms,” in Proceedings of the Thirtieth AAAI Conference on
Artificial Intelligence, ser. AAAI’16. AAAI Press, 2016, pp. 1744–
1750. [Online]. Available: http://dl.acm.org/citation.cfm?id=3016100.
3016143
[11] E. Hazan, “Introduction to online convex optimization,” Foundations
and Trends in Optimization, vol. 2, no. 3-4, pp. 157–325, 2016.
[Online]. Available: http://dx.doi.org/10.1561/2400000013
[12] M. Zinkevich, “Online convex programming and generalized in-
finitesimal gradient ascent,” in Proceedings of the 20th International
Conference on Machine Learning (ICML-03), 2003, pp. 928–936.
[13] S. Shalev-Shwartz and Y. Singer, “Logarithmic regret algorithms for
strongly convex repeated games,” The Hebrew University, 2007.
APPENDIX
VI. ONLINE LEARNING WITH FIXED DELAY
A. Proof of Lemma 1
From the definition of D(.||.), we have,
D(x∗||xˆt+1u )−D(x∗||xˆtu) =
1
2
‖x∗ − xˆt+1u ‖2 −
1
2
‖x∗
− xˆtu‖2 =
1
2
‖x∗ − xˆtu + ηtg˜t−τ‖2 −
1
2
‖x∗ − xˆtu‖2
=
1
2
η2‖g˜t−τ‖2 − ηt〈xˆtu − x∗, g˜t−τ 〉 =
1
2
η2‖g˜t−τ‖2
− ηt〈xˆt−τu − x∗, g˜t−τ 〉+ ηt〈xˆt−τu − xˆtu, g˜t−τ 〉
We now can further simplify the last term as follows: since
after the initialization phase, τ ≤ t < 2τ , we obtain t − τ
gradients, we have,
〈xˆtu − xˆt−τu , g˜t−τ 〉 =
min(τ,t−(τ+1))∑
k=1
〈xˆt−(k−1)u − xˆt−ku , g˜t−τ 〉
Now the proof follows by plugging xˆt−(k−1)u and rear-
ranging the terms.
B. Proof of Theorem 1
Summing over Lemma 1, we get
T+τ∑
t=τ+1
〈xˆt−τu − x∗, g˜t−τ 〉
=
T+τ∑
t=τ+1
(
1
2
ηt‖g˜t−τ‖2 +
min(τ,t−(τ+1))∑
k=1
ηt−k〈g˜t−τ−k, g˜t−τ 〉)
+
D(x∗||xˆτ+1u )
ητ+1
− D(x
∗||xˆT+τ+1u )
ηT+τ
+
T+τ∑
t=τ+2
(
D(x∗||xˆtu)[
1
ηt
− 1
ηt−1
]
)
(1)
We will now separately control the terms in the above
equation. Via the Lipschitz property of g˜t−τ , we have
T+τ∑
t=1+τ
1
2
ηt‖g˜t−τ‖2 ≤ 1
2
L′2
T+τ∑
t=τ+1
ηt ≤ σL′2
√
T
where the last inequality is derived from the fact that,∑T
k=1
1
2
√
k
≤ ∫ T
0
1
2
√
x
dx =
√
T .
Since, D(x
∗||xˆT+τ+1u )
ηT+τ
is positive, we can get rid of it while
upper-bounding Equation 1. Using the fact that, D(x1||x2) ≤
2R2, we have,
D(x∗||xˆτ+1u )
ητ+1
+
T+τ∑
t=τ+2
(
D(x∗||xˆtu)[
1
ηt
− 1
ηt−1
]
)
≤ 2R
2
σ
+
2R2
σ
T+τ∑
t=τ+2
(
√
t− τ −√t− τ − 1)
=
2R2
σ
√
T
We now analyze the term involving min(τ, t − (τ + 1)).
The dependence on τ comes from this term.
min(τ,t−(τ+1))∑
k=1
ηt−k〈g˜t−τ−k, g˜t−τ 〉
≤
min(τ,t−(τ+1))∑
k=1
ηt−k(L+
σR√
t− τ − k )‖g˜t−τ‖
≤ min(τ, t− (τ + 1))ηt−min(τ,t−(τ+1))
×(L+ σR√
t− τ −min(τ, t− (τ + 1)))‖g˜t−τ‖
Now we have,
T+τ∑
t=τ+1
min(τ, t− (τ + 1))ηt−min(τ,t−(τ+1))
×(L+ σR√
t− τ −min(τ, t− (τ + 1)))‖g˜t−τ‖
≤
2τ∑
t=τ+1
(t− τ − 1)ητ+1(L+ σR√
1
)L′ +
T+τ∑
t=2τ+1
τηt−τ (L
+
σR√
t− 2τ )L
′ ≤
2τ∑
t=τ+1
σ√
1
L′2 +
T+τ∑
t=2τ+1
τ
σ√
t− 2τ L
′2
≤ στ
2
2
L′2 + 2στ
√
TL′2
Now, putting everything together, the regret is computed
as,
R(T ) ≤
T+τ∑
t=τ+1
〈xˆt−τu − x∗〉+
T+τ∑
t=τ+1
〈Φt+1(xt+1k ), xˆt−τu − x∗〉
≤ σL′2
√
T +
2R2
σ
√
T +
στ2
2
L′2 + 2στ
√
TL′2 + 2R2
T+τ∑
t=τ+1
λt+1
≤
(
σL′2 +
2R2
σ
+ 2στL′2 + 4R2σ
)√
T +
στ2
2
L′2
Now, plugging the value of σ(:= R
L′√τ ), we have,
R(T ) = O(
√
τT )
C. Proof of Theorem 2
From the strong convexity of the loss functions,
R(T ) ≤
T+τ∑
t=τ+1
[
〈xˆt−τu − x∗, g˜t−τ 〉+ 〈βt
ηt
φt+1(x
t+1
k ),
xˆtu − x∗〉 − γ
2
‖xˆt−τu − x∗‖2
]
≤
T+τ∑
t=τ+1
[
1
2
ηt‖g˜t−τ‖2
+
D(x∗||xˆtu)−D(x∗||xˆt+1u )
ηt
+
min(τ,t−(τ+1))∑
k=1
ηt−k〈g˜t−τ−k,
g˜t−τ 〉+ 〈βt
ηt
φt+1(x
t+1
k ), xˆ
t
u − x∗〉 − γ
2
‖xˆt−τu − x∗‖2
]
≤
T+τ∑
t=τ+1
[
(
ηt
2
+ τηmax(τ,t−τ−1))L
′2 + γ(t− τ)
×(D(x∗||xˆtu)−D(x∗||xˆt+1u ))− γD(x∗||xˆt−τu )
+〈βt
ηt
φt+1(x
t+1
k ), xˆ
t
u − x∗〉 − γ
2
‖xˆt−τu − x∗‖2
]
Now, we can see a few component telescopes,
R(T ) ≤
T+τ∑
t=τ+1
[
ηt
2
+ τηmax(τ,t−τ−1)
]
L′2
+
1
γ
T+τ∑
t=τ+1
2R2
t− τ +
τ∑
t=1
γ(D(x∗||xT+1)−D(x∗||xt))
≤ 2γτR2 + 2R
2H(T )
γ
+
T+τ∑
t=τ+1
[
ηt
2
+ τηmax(τ,t−τ−1)]L
′2
where H(T ) is the T−th harmonic number. Since ηt is mono-
tonically decreasing with t (for t ≥ τ + 1), we have, ηt ≤
ηmax(τ,t−τ−1) for t ≥ τ + 1. Then, we have,
R(T ) ≤ 2γτR2 + 2R
2
γ
H(T ) + (
1
2
+ τ)L′2
T+τ∑
t=τ+1
ηmax(τ,t−τ−1)
≤ 2γτR2 + 2R
2
γ
H(T ) + (
1
2
+ τ)L′2
T∑
t=1
ηmax(τ,t−1)
= 2γτR2 +
2R2
γ
H(T ) + (
1
2
+ τ)L′2
T∑
t=τ+1
ηt
= 2γτR2 +
2R2
γ
H(T ) + (
1
2
+ τ)L′2
1
γ
H(T − τ)
when T is reasonably large, H(T ) ≈ log T and H(T − τ) ≈
log(T − τ). Plugging the values will yield the result.
D. Proof of Theorem 3
We can write,
〈xˆtu−x∗, g˜t−τ 〉 = 〈xˆt−τu −x∗, g˜t−τ 〉+
τ−1∑
k=0
〈xˆt−ku − xˆt−k−1u , g˜t−τ 〉
We use the assumption on the mirror map to the summation in the
above equation, we have,
〈xˆtu − x∗, g˜t−τ 〉 ≥ 〈xˆt−τu − x∗, g˜t−τ 〉 − τηt−τLML′2
Now using Lemma 2, and summing from τ + 1 to T + τ , using
the same machinery as of Theorem 1, we obtain the given regret
bound.
E. Proof of Theorem 4
We proceed by splitting the sum over gradients, and
analyzing it separately. We borrow a few techniques from
[9]. Let s ∈ Ft, and Ft,s = {t1 ∈ Ft : s > t1}. Let
xˆt,su = xˆ
t
u − η
∑
t′∈Ft,s
gt′ + βΦt(x
t+1
k ) = xˆ
t
u − η
∑
t′∈Ft,s
gt′ + ηλx
t+1
k
Also let s′ = maxFt. Therefore s′ denotes the latest
available information at time t. We have,
‖xˆt+1u − x∗‖2 = ‖xˆt,s
′
u − ηgs′ − x∗‖2
= ‖xˆt,s′u − x∗‖2 − 2η〈gs′ , xˆt,s
′
u − x∗〉+ η2‖gs′‖2
Continue unrolling the first term, we get,
‖xˆt+1u − x∗‖2 = ‖xˆtu − x∗‖2 + 2η
∑
s∈Ft
〈gs, x∗ − xˆt,su 〉
+ η2
∑
s∈Ft
‖gs‖2
Invoking the convexity of f , we have,
〈gs, x∗ − xˆt,su 〉 = 〈gs, x∗ − xˆsu〉+ 〈gs, xˆsu − xˆt,su 〉
≤ fs(x∗)− fs(xˆsu) + 〈gs, xˆsu − xˆt,su 〉
With the assumption ‖gt‖ ≤ L for all t, the regret,
R(T ) =
T∑
t=1
ft(xˆ
t
u)− ft(x∗) =
T∑
t=1
∑
s∈Ft
fs(xˆ
s
u)− fs(x∗)
≤ 1
2η
T∑
t=1
(
‖xˆtu − x∗‖2 − ‖xˆt+1u − x∗‖2 + 2η
∑
s∈Ft
〈gs, xˆsu − xˆs,tu 〉
+η2|Ft|L2
)
=
1
2η
T∑
t=1
(‖xˆtu − x∗‖2 − ‖xˆt+1u − x∗‖2) +
η
2
L2T
+
T∑
t=1
∑
s∈Ft
〈gs, xˆsu − xˆs,tu 〉 ≤
1
2η
+
η
2
L2T +
T∑
t=1
∑
s∈Ft
〈gs, xˆsu − xˆs,tu 〉
where the last inequality follows from telescoping.
T∑
t=1
∑
s∈Ft
〈gs, xˆsu − xˆs,tu 〉 ≤
T∑
t=1
∑
s∈Ft
L‖xˆsu − xˆs,tu ‖
≤ L
T∑
t=1
∑
s∈Ft
‖xˆsu − xˆtu + η(
∑
t′∈Ft,s
gt′)‖+ ηλL
T∑
t=1
∑
s∈Ft
∥∥xt+1k ∥∥
We now invoke the following result proved in [[9], Theorem
2.1]:
L
T∑
t=1
∑
s∈Ft
‖xˆsu−xˆtu+η(
∑
t′∈Ft,s
gt′)‖ ≤ 2ηL2
T∑
t−1
dt = 2ηL
2D
Therefore,
T∑
t=1
∑
s∈Ft
〈gs, xˆsu − xˆs,tu 〉 ≤ 2ηL2D + η|λ|LR
T∑
t=1
|Ft|
= η(2L2D + |λ|LRT )
Plugging in,
Putting everything together,
R(T ) ≤ 1
2η
+ η(
TL2
2
+ |λ|LRT + 2L2D)
Now, choose η such that,
1
η2
= T (L2 + 2|λ|LR) + 4L2D ⇒ η = O(1/√T +D)
Hence,
R(T ) = O(√D + T ) = O(
√
D)
