A general field-theoretic formulation of the Anderson model for the localization of wave functions in a random potential is given in terms of n-component replicated fields in the limit n→0, and is analyzed primarily for spatial dimension d≥4. Lengths ξ 1 and ξ 2 associated with the spatial decay of correlations in the singleparticle and two-particle Green's functions, respectively, are introduced. Two different regimes, the weak coupling and strong coupling, are distinguished depending on whether ξ 1 −1 or ξ 2 −1 , respectively, vanishes as the mobility energy, E c , is approached. The weak-coupling regime vanishes as d→4+. Mean-field theory is developed from the uniform minimum of the Lagrangian for both the strong-and weak-coupling cases. For the strong-coupling case it gives the exponents v a =1/4, γ a =β a =1/2, η=0, and μ=1, where β a is the exponent associated with the density of extended states and μ is that associated with the conductivity. Simple heuristic arguments are used to verify the correctness of these unusual mean-field values. Infrared divergences in perturbation theory for the strong-coupling case occur for d<8, and an ε expansion (ε=8−d) is developed which is found to be identical to that previously analyzed for the statistics of lattice animals and which gives β a =1/2−ε/12, η=−ε/9, v a =1/4+ε/36, and μ=1−5ε/36. The results are consistent with the Ward identity, which in combination with scaling arguments requires that β a +γ a =1. The treatment takes account of the fact that the average of the on-site Green's function [G(x⃗ ,x⃗ ;E)] av is nonzero and is predicated on this quantity being real, i.e., on the density of states vanishing at the mobility edge. We also show that localized states emerge naturally from local minima of finite action in the Lagrangian. These instanton solutions are analyzed on a lattice where the cutoff produced by the lattice constant leads to lattice instantons which exist for all d, in contrast to the case for the continuum model where instanton solutions seem not to occur for d>4. This analysis leads to a density of localized states ρ loc satisfying 1nρ loc~− E 2 at large E and 1nρ loc~− |E−E c | −ζ at the mobility edge, where for the weak-coupling case ζ=(1/2)(d−4) and for the strong-coupling case ζ=(d−2+η)v a −2β a =1/2+ε/18 for d<8 and>ζ=(1/4)(d−6) for d>8. A brief discussion of the relationship between this work and the theories of localization below four dimensions is presented.
. Figures (a) and (b) are for the continuum model of Eq. (2, 27) (x) , where i = l, .. . , 2n and n -0.
However, since information about the conductivity is contained in the two-particle Green's function 8(x, x') , another set of variables Q&&(x) was used to describe the mobility transition. Our study allowed us to (l) identify the dominant fluctuating order parameter at the mobility edge. in meanfield theory to be all components of Q, z and (2) determine d, to be eight (not four or six) by conSidering fluctuations about the mean-fi. eld solution. Previous attempts' to obtain an z expansion for the mobility transition failed to produce either of these results. In this paper, we will study in detail a more general lattice model in which the site potential V(x) and/or the hopping f(x, x') have (-E) in a Gaussian random potential can be obtained from instantons" of finite action in the field-theoretic formulation for the electron Green's function in a random potential. We regard this as an important advance since it emphasized that field-theoretic formulations for the problem of an electron in a random. potential are formally exact. In this paper, we will study instantons in order to obtain the density of localized states from our field theory. Our treatment however, differs in two respects from that of Cardy. First, we study instantons in terms of both the variables %,(x) and Q, &(x), whereas Cardy considered the variable 4', (x). Second, we study instantons on a lattice rather than in a continuum with a random potential having no spatial correlations, i.e. , a white-noise potential. The latter distinction is important since there are no instanton so]utions and no localized states for d & 4 for white-noise potentials. '"" If, however, a lattice or spatial correlations in the random potential were introduced, there are localized states" for d&4.
The principal results of this paper are as follows. (1) For d&d* where d* is almost certainly 4, the density of localized and extended states goes to zero at the mobility edge as shown irk Fig. 1 (x, x; E), (2 'I) where o' assumes the values + and -.As will become clear later on, we will also wish to consider the "two-particle" Qreen's functions 9", (x, x'; E"E, . ) = [gg(x, x'; E"8)g, . ( x, x'; E, ; 8}]" (2.8) 9 «(x, x'; E) = 29"(x, x'; E, E) -G,(x, x'; E)' + [g (x, x; E; 8)g, (x', x'; E; 8)]".
(2.9)
These configurationally averaged Qreen's functions are obviously translationally invariant in the sense that gx, x+ y) is independent of x. One can introduce two correlation lengths $, and $, associated with the spatial extent of phase coherence and amplitude coherence, respectively, of wave functions in the random medium. The single-particle properties, e.g. , G and p, reflect anomalies in g" whereas the two-particle functions 9 reflect anomalies in $, . This concept will be explored in more detail in the next section. The spatial Fourier transforms are defined generally by the generic relation and q is a positive infinitesimal. Unless otherwise specified, the limit g-0 is understood for expr essions having a finite limit. For the real valued potentials considered here the g"(x; 8) are chosen to be real. We have Ae) =+8"'" "'Wx, x') X' as, for example, (2.10) Img, {x, x; E; 8) (8) (x, E(k) = 2t, g cosh, .
)=1 and we will set t, = -, ' for simplicity. The associated pure-system Green's functions are (a) The tight-binding model (0~= 0&=4) with tp= z for d= 3. (b) The tight-binding model in the asymptotic limit 2d= z-' . The curve labeled HC is that for the hypercubic lattice, Eq. (2.52), and that labeled C is that for the Cayley tree, Eq. (2.53).
Q"(x;8)=-g"(x;8), xcb . 
so that the mobility edge at -E, corresponds to zero wave vector. Energies E & -E, will be referred to as "below the mobility edge, " or as "in the localized regime. " (2.58) Thus, if there is a mobility edge at E=E" there is also one at E =-E,.
A similar argument shows that for the nearestneighbor site model for which t(x, x ) =-t,p. -, and V(x) obeys a probability distribution which is an even function of E, the above result also holds: p(E) =p( E) and -a mobility edge at E=E, implies the existence of one at E =-E,.
The commonly held view is that p(E) is smooth at the mobility edge. This situation is shown in Fig. 1 
(3.14)
We wish to consider cases in which the average value of the hopping t(x, x') is nonzero. As noted in Sec. IID, we will set the average value of t(x, x') to be -toy"-"x. For t(x, x') having a Gaussian distribution about this average value we have Using E(ls (3~16) and (3 21) we obtain the second form for the generating function, viz. :
x. x» e-I t%;Q; z j (3.23} 3.24) and integrating by parts we obtain G, (x, 
is the spatial Fourier transform of A(x, x'}. Here and below all averages indicated by ( } will be taken with respect to L, in order to generate the averaged Green 8 funct1ons of 1nterest. Since we w111 be mainly interested in long-wavelength disturbances, the numerical factor by which+~(x)@q(x) and Q,~(x) differ will often be ignored. 
Xs X T ". (3.31) and bond randomness (oe = t() = 0, I = I ),)j where (3.30) I (3.32) «~X , Xleads to an infinite series for I, (Q; E) which differs from the form we obtain below by tex'ms of higher order in Q which are irrelevant for the high spatial dimensj. onality we consider. Thus we claim to capture the essence of the problem with the Gaussian distribution. Pex'forming the integration over 4, we find the third fox"m for the generating function: (3.29) Note that in the case of pure site randomness each term in L in an expansion of Q(x) is spatially nonlocal, whereas in the case of pure bond randomness only the quadratic term is spatially nonlocal.
B. Complete set of 2n X 2n matrices It is somewhat confusing to work with symmetric tensor order parameters, since not all components of such tensors are independent. To circumvent this problem, we introduce a complete set of (2n)(2n+ 1)/2 symmetric matricesIq satisfying Similarly, in equilibrium we have (Q) = Q' = v n (Q, I" , + Q I 0 ) . (8.43) where (3.41} where 1~" is the nxn unit matrix. Note that E only has nonzero components along (0, ++}and (0, --):
E=vm(E I'++E I }. (8.42} Tr I), Ix. = 6), ) (8. 
It is convenient for the purpose of generating correlation functions of Q(x }to consider deviations 5E (x) of E from the diagonal form of Eq. (8.42) and introduce (3.44) H(x)= --, ' Q A '(x, x')6E(x') xã s the field conjugate to Q(x). Similarly, to generate correlation functions involving 4', (x }, we introduce a conjugate field h, (x). H(x) and h(x) appear linearly in an additive term in the Lagrangian: (3.45) SH"(x)SH "(x') ' '" "'=ah, (;)sh"(;) (3. 
We may use I' to generate all correlation functions involving'(x} and Q(x). In particular, we have 8P (3.49a) x,j
(3.49c)
x, X
We will be most concerned with the la.st form which can be expanded in terms of its vertex functions as (3.58) and 6E"=2E, It is clear that the critical properties of the weak-coupling problem are described by the Gaussian fixed point of the field theory of Eq. (3.1V). The strong-coupling problem is described by another universality class which will be studied in the next section and which becomes non-meanfield-like for d'&8. There is also a multicritical point which we will not study in this paper at which both 4 and Q are critical. To obtain the conductivity we set (4.42) In this section we analyze the mean-field equations for the weak-coupling regime. Our principal result will be that the conductivity exponent p, is unity, just as it is for the strong-coupling case.
To study the weak-coupling regime in the simplest way we take o, =0 and we will work in the vicinity of the band edge at negative energy. Then Eq. 2y -p, 2 au (0}~vo t"(l)=e "[R(l)] '/'t"(0) = e " 't" (0) Table I. r"'=r, 3(-r"+r ), swardy" has shown that these instantons of finite action reproduce the tail states for a Gaussian white-noise potential. In this case, the field theory is identical to ours except the field 4(x) exists in continuous space (rather than on a lattice) and the hopping, t,(x, x ), is the kinetic energy operator -K3rr 3/(2m). Solutions t is defined by ln»", --~E-E,~ presumably because there are regions of unbounded variation of the potential that prevent localized states from forming.
On a lattice or when there are spatial correlations in the random potential, there is a length scale or wave-number cutoff, A, associated with the lattice spacing or correlation length of the potential. This makes it possible for localized solutions of finite action to exist even above four dimensions. These solutions can be broken up into a core and a far-field part. The character of the core is determined by the nature of the cutoff whereas that of the far field is very similar to that of the Gaussian white-noise solutions. We call these solutions lattice instantogs. In this section, we will study localized states for Gaussian site randomness. Since we will be interested in states not only near the band edge but also for large E, we begin by adding and subtracting counter terms'9 to L so that G(q =0) will diverge at the band edge in the dilute limit. We therefore write
(6.1)
To one-loop order we set E, ' = E, + v ', G, (x, x; E, ').
In this approximation the band edges occur at E, =~z f -u', G, (x, x; zt In this paper we have studied the problem of localization of electron. s in an Anderson model on a lattice with random site and/or hopping potentials principally in spatial dimension greater than four. We found that the density of states at the mobility edge goes to zero as shown in Fig.  1(d) . This behavior is different from the one depicted in Fig. 1(c) and which is generally believed to be true for 2& d& 4 in which the density of states shows no structure in the vicinity of the mobility edge. For this ease, Wegner' 
