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Outline 
Localization – some aspects 
!  Choosing an optimal localization radius 
!  Regularizing effect 
!  Impact on serial observation processing 
(EnSRF, EAKF) 
I will necessarily miss other aspects, e.g. 
•  Localization and balance 
•  Adaptive localization 
•  … 
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Localization 
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Motivation for Localization 
Ensemble Kalman filter without localization 
!  Compute globally an optimal combination of state estimate and 
observations 
!  small state corrections 
!  strong underestimation of covariances 
Estimated error True error 
Example: SSH assimilation with SEIK filter and FEOM 
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Localization: Why and how?   
!  Combination of observations and  
model state based on ensemble estimates  
of error covariance matrices 
!  Finite ensemble size leads to  
significant sampling errors  
•  errors in variance estimates 
•  errors in correlation estimates 
!  wrong size if correlation exists 
!  spurious correlations when true correlation is zero  
!  Assume that long-distance correlations in reality are small 
!  damp or remove estimated long-range correlations 
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Effect of Localization 
!  Remove estimated long-range correlations 
➜  Increases degrees of freedom for analysis  
(globally not locally!) 
➜  Increases size of analysis correction 
➜  Reduces underestimation of analysis errors 
!  But: 
➜  Also real long-range correlations are removed 
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Effect of Localization 
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Localization Types 
Covariance localization 
!  Modify covariances in forecast 
covariance matrix Pf	

!  Element-wise product with 
correlation matrix of compact 
support 
 
Requires that Pf is computed  
(not in ETKF, SEIK, or ESTKF) 
Observation localization 
!  Modify observation error 
covariance matrix R	

!  Needs distance of observation 
(achieved by local analysis or 
domain localization) 
Possible in all filter formulations 
 
E.g.: Evensen (2003), Ott et al. (2004), 
Hunt et al. (2007) 
E.g.: Houtekamer/Mitchell (1998, 2001), 
Whitaker/Hamill (2002), Keppenne/
Rienecker (2002) 
3 EKF - all observed - simplified equations
Init











xa = xf +K
 
y   xf⇥ (20)




y   xf⇥ (21)










Simplified analysis equation: 
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Domain & Observation localization 
Domain localization 
!  Perform local filter analysis with 
observations from surrounding domain 
Observation localization 
!  Use non-unit weight for observations 
!  reduce weight for remote observations by 
increasing variance estimate 
!  use e.g. exponential decrease or 
polynomial representing correlation  
function of compact support 
!  similar, sometimes equivalent, to 
covariance localization 
S: Analysis region 
D: Corresponding data region 
Domain Localization 















 Different effect of localization methods 
T. Janjic et al., Mon. Wea. Rev. 139 (2011) 2046-2060 
Experimental result: 
!  Twin experiment with simple Lorenz96 model 
!  Use a square-root EnKF and LSEIK 
!  Covariance localization better than observation localization 
(Also reported by Greybush et al. (2011) with different model) 
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 R = 1.0
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 Different effect of localization methods (cont.) 








Localization radius Localization radius 
Covariance localization Observation localization 
 R = 0.1
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Covariance vs. Observation Localization 
Some published findings: 
"  Both methods are “similar” 
"  Slightly smaller width required for 
observation localization 
But note for observation localization: 
"  Effective localization length depends  
on errors of state and observations 
!  Small observation error  
 ➜ wide localization 
!  Possibly problematic: 
•  in initial transient phase  
of assimilation 
•  if large state errors are  
estimated locally 
P: state error variance 
R: observation error variance 
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➜  New localization function for observation localization  
A Regulated Localization Scheme


























































Figure 1. Effective weighting in the Kalman gain for different observation-
error variances σ 2R and state error variance 1. Solid: ith element of the
Kalman gain for CL (Eq. (22)). Dashed: ith element of the gain for OL
(Eq. (23)). The effective weighting is increasingly wider for observation
localization for decreasing σ 2R .
required because of the longer effective localization length-
scale ofOL.Thebetter performanceofCLmight be causedby
the different shape of the effective localization functions for
comparable localization length-scales. Similarly, a different
effect of CL and OL on imbalance (figures 5 and 6 of
Greybush et al., 2011) can be attributed to the different
effective localization length-scales. In addition, the different
shapes of the effective localization functions for comparable
length-scales can lead to different levels of imbalance.
The dependence of the effective localization length of OL
on the relative size of the forecast-error variance and the
observation-error variance can also be relevant during the
initial transient phase of a data-assimilation experiment.
Typically, the initial errors of the state estimate are large.
They are reduced during the initial transient phase of the
data-assimilation sequence until they reach some asymptotic
level. In contrast, the errors of the assimilated observations
are independent of the transient phase. Frequently, the
initially estimated variance of the state is of the same
order as the observation-error variance or larger. If wOL
is identical to wCL, the assimilation with OL will start with
a significantly larger effective localization length than with
CL. Thus, observations at an intermediate distance will have
a larger influence in the analysis. However, if the correlation
functionwOL has compact support, the effective localization
function reaches zero at the same distance as the prescribed
function wOL. In this case, the total number of observations
that are used in the local analysis remains constant.
During the transient phase, the effective localization
length will become shorter until it reaches an asymptotic
level. In general, one could choose the support radius for OL
such that the effective localization width is comparable to
that of CL when the asymptotic phase is reached. However,
in the numerical experiments discussed below, the initially
large effective localization length led to instabilities during
the transient phase of the assimilation process.
4.2. Regulating the localization width
To avoid a long effective localization length, one can adjust
the width of the effective localization, which depends on
the ratio of the observation variance to the forecast-state
error variance. This adjustment is achieved by the regulated
localization function derived in this section.
For the regulated localization method, the single-
observation example of the previous section is considered
again. The same effective localization length for OL and CL
can be obtained by requiring that the right-hand sides of Eqs
(22) and (23) are equal. This condition leads to the equation
for the regulated weight wOLR as a function of wCL:
wOLR = w
CLσ 2R




HPHT + σ 2R
)−1
. (24)
Using Eq. (24) for OL will result in identical effective
localizations of the gain for OL and CL. Further, wOLR is a
correlation function as long as wCL is a correlation function.
The regulated localization functionwOLR is exemplified in
Figure 2 for three values of σ 2R (10, 1 and 0.1). As in Figure 1,
wCL is chosen to be a Gaussian function with variance 1000.
While for σ 2R = 10 both weight functions lie on top of each
other,wOLR narrows with decreasing σ 2R to keep the effective
localization length of the gain constant.
Eq. (24) for the regulated OL is only exact in the case
of a single observation. In general, the exact regulated
function varies with the number of observations. Appendix
B discusses the case of two observations. The computation
of the exact regulated localization function becomes
increasingly costly for multiple observations. However, Eq.

















Figure 2. Gaussian weight function wCL and regulated weight function
wOLR for three different observation-error variances σ 2R . The curves forw
CL
and wOLR with σ 2R = 10 lie on top of each other.
Copyright c⃝ 2011 Royal Meteorological Society Q. J. R. Meteorol. Soc. (2011)
Regulated Localization 
"  formulated to keep effective length constant 
(exact for single observation) 
"  depends on state and observation errors 
"  depends on fixed localization function 
"  cheap to compute for each observation 
"  Only exact for single observation – works for multiple 
L. Nerger et al. QJ Royal. Meterol. Soc. 138 (2012) 802-812 
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Fixed localizati n, N=1 , R=0.5 
Lorenz96 Experiment: Regulated Localization 




































!  Reduced minimum rms errors 
!  Increased stability region 
!  Description of effective localization length explains the 
findings of other studies! 
!  Impact also with FESOM ocean model (but smaller) 
Regulated localization, N=10, R=0.5 




































Lars Nerger – Aspects of localization  lars.nerger@awi.de 
Optimal Localization Radius 
 
 
(Paul Kirchgessner et al.) 
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Domain & Observation localization 
Localization radius can depend on 
!  Ensemble size 
!  Model dynamics & resolution 
!  Field 
 
Optimal localization radius 
!  Typically determined experimentally 
(very costly) 
!  Some authors proposed adaptive methods 
(e.g. Anderson, Bishop/Hodyss)  
"  still with tunable parameters 
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Relation between ensemble size and localization radius 
!  Test runs with Lorenz-96 model 
!  Vary ensemble size and localization radius 
!  White: Filter divergence 
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divergence 
minimum RMSe 
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Optimal localization radius 
!  Optimal localization radius as function of ensemble size 
!  Linear dependence for domain and observation localization 
!  Radius larger for OL than DL 


















































Lars Nerger – Aspects of localization  lars.nerger@awi.de 
Relate domain and observation localizations 
!  Define:  
 Effective observation dimension dW = sum of observation weights 
 
!  Minimum RMS errors when effective obs. dimension slightly larger 
than ensemble size  
!  When dW=ensemble size, errors are almost as small 
(optimal use of degrees of freedom from ensemble?) 
P. Kirchgessner et al. Mon. Wea. Rev. 142 (2014) 2165-2175 
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2D Shallow Water Model 
!  Shallow water model simulating a double gyre in a box 
!  Assimilate sea surface height at each grid point 
 
!  For DL: steps due to addition of observations 
!  dW optimal if about or slightly lower than ensemble size 
!  relation holds for different weight functions 
P. Kirchgessner et al. Mon. Wea. Rev. 142 (2014) 2165-2175 
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Large scale data assimilation: Global ocean model 
•  Finite-element sea-ice ocean 
model (FESOM) 
•  Global configuration  
(~1.3 degree resolution with 
refinement at equator) 
•  State vector size: 107 
•  Scales well up to 256 processor 
cores 
Sea surface elevation 
•  Assimilate synthetic sea surface height data  
for ocean state estimation 
•  Very costly due to large model size 
(using up to 2048 processor cores) 
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Model mesh at the equator 
Drake passage 
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Model Extension for  data assimilation 
Implementation uses parallel 
configuration of ensemble 
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Adaptive localization radius in global ocean model 
•  Localization radius follows mesh resolution 
•  Fixed 1000km radius leads to increasing errors in 2nd half of year 
•  Lower RMS error in SSH than fixed 500km radius 
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Discussion on localization radius 
!  Findings: 
!  Effective observation dimension dW relates to degrees of 
freedom 
!  dW close to ensemble size a good choice 
!  No dependence on model dynamics 
!  Limitations 
!  Observations at each grid point 
(optimal dW smaller for incomplete observations) 
!  Uniform observation error 
!  Ignoring information content of observations 
(e.g. Migliorini, QJRMS 2013) 
P. Kirchgessner et al. Mon. Wea. Rev. 142 (2014) 2165-2175 
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Weight function 
•  Why 5th-order Gaspari/Cohn polynomial? 
•  Covariance function not required for OL 
•  Furrer/Bengtsson (2007) indicate best 
sampling error reduction in Pf for exponential 
covariances 
•  For Lorenz96, some other functions give 
similar errors – but not significantly lower ones 
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Weight function at optimal radius 





(Master thesis Andrea Klus @U Bremen) 
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Regularization in Ensemble Kalman Filters 
•  Write Kalman filter analysis as minimization 
 with  
•  General form (not the same x, y) 
 (standard Tikhonov regularization for L=I) 
Eine bekannte Regularisierungsmethode ist die Tikhonov-Regularisierung (auch Tikhonov-
Phillips-Regularisierung). Hierbei erhält man als regularisiertes inverses Problem gerade
||Ax  y||2 +  ||Lx||2 = min!, (2.3.5)
mit einem stetigen linearen Operator L. Der zweite Term  ||Lx||2 wird Strafterm genannt.
Bei der klassischen Tikonhov-Phillips-Regularisierung ist L = I.
Die Frage ist nun, wie man einen optimalen Regularisierungsparameter  opt bestimmen
kann, um den Gesamtfehler zu minimieren. Eine Methode hierfür ist die L-Kurve (siehe
[Engl u.a. 2000]) . Hierbei werden die Norm des Strafterms ohne Regularisierungsparame-
ter und die Norm des Residuums für verschiedene Werte des Regularisierungsparameters
logarithmisch gegeneinander aufgetragen. Für viele Regularisierungsverfahren entsteht ei-
ne Kurve in “L“-Form, wobei die Stelle der stärksten Krümmung, dem optimalen Re-
gularisierungsparameter entspricht. Die Form einer typischen L-Kurve ist in Abb. 2.2
dargestellt.
Abbildung 2.2: Typischer Verlauf einer L-Kurve
2.4 Schurprodukt
Das Schurprodukt (auch Hadamard-Produkt genannt) ist ein wichtiges Hilfsmittel bei der
Lokalisierung und findet Anwendung bei der Kovarianzlokalisierung in Kapitel 4.2 sowie
der Beobachtungslokalisierung in Kapitel 4.4. Im Folgenden wird zunächst die Definition
des Schurproduktes angegeben, dann einige Eigenschaften beim Anwenden auf Matrizen
bzw. Vektoren sowie das Schurprodukttheorem, das besagt, dass das Schurprodukt von
zwei symmetrisch positiv (semi-)definiter Matrizen wieder symmetrisch positiv (semi-)
definit ist.
Als Referenzwerk wurde [Horn u. Johnson 1985] verwendet.
Definition 2.4.1 (Schurprodukt). Seien A,B 2 Rm⇥n. Dann ist das Schurprodukt defi-
niert als:
(A  B)ij = (A)ij · (B)ij 2 Rm⇥n. (2.4.2)
Es entspricht also einer elementweisen Multiplikation.
Für das Schurprodukt gelten folgende Eigenschaften:
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||(Pf ) 1/2 ||22 + ||R 1/2H   R 1/2(y Hxf )||22 = min!
• ETKF:
||!||22 + ||R 1/2HV!  R 1/2(y Hxf )||22 = min!
• Kovarianzlokalisierung:
||(C  Pf ) 1/2 ||22 + ||R 1/2H   R 1/2(y Hxf )||22 = min!
• Gebietslokalisierung:
||!loc(i)||22 + ||R 1/2TTi (TiHV)!loc(i)  R 1/2TTi Ti(y Hxf )||22 = min!
• Beobachtungslokalisierung:
||(C˜loc(i)   (TiR 1TTi ))1/2(TiHV)!loc(i)   (C˜loc(i)   (TiR 1TTi ))1/2Ti(y Hxf )||22
+||!loc(i)||22 =min!
Betrachtet man nun z.B. das lineare Ausgleichsproblem zum Kalman-Filter, sieht man,
dass es die Form
||A    b||22 + ||(Pf ) 1/2 ||22 = min! (5.3.20)
hat, mit A := R 1/2H und b := R 1/2(y Hxf ). Betrachtet man nun nur
||A    b||22 = min!
sieht man, dass das Problem unterbestimmt ist (A 2 Rm⇥n mit n > m). Somit erhält
man einen Unterraum von möglichen Lösungen. Durch ||(Pf ) 1/2 ||22 erhält man eine
zusätzliche Forderung an  . Anders als bei der Regularisierung eines inversen Problems
wird in diesem Fall der zweite Term benötigt, um eine Lösung zu erhalten. Bei der Regu-
larisierung eines inversen Problems hingegen wird mithilfe eines Straftermes zusätzliche
Information zugeführt, um ein schlecht gestelltes Problem zu lösen. Dies ist z.B. beim
ETKF der Fall. Hier ist AETKF := R 1/2HV 2 Rm⇥r mit m > r und rg(AETKF )  r.
A ist nicht invertierbar und zudem enthält der Term bETKF := R 1/2(y  Hxf ) fehler-
behaftete Daten. Der Term ||!||22 kann nun als ein Strafterm aufgefasst werden, jedoch
ohne Regularisierungsparameter.
40
  = x  xf
•  For ETKF 
Use                  with   
then 
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40
  = V! VVT = Pf
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L-curves 
•  Examine norm of both terms on minimization problem varying λ	

•  Plot residual term vs. penalty term 
•  Example for 4D-Var case (Johnson, Nichols, Hoskins, IJNMF, 2005) 
 with 
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log|| y − Hxa ||2
Figure 5. The L-curve: a parametric plot of the values of log ∥xa(!)− xb∥2 and log ∥yˆ− Hˆxa(!)∥2 for
di!erent values of !2, which are written beside each point.
equivalent to minimizing the function
J˜(!)=!2∥!∥22 + ∥C−1=2R dˆ −C−1=2R HˆC1=2B !∥22 (19)
where !2 ="20="2b. The ratio !
2 can now be interpreted as a regularization parameter or signal-
to-noise ratio that determines the relative weight given to the background state in comparison
to the observations and that "xes the level of "ltering applied in the 4DVar analysis.
We see that if !2 = 0, that is, if there is no background constraint speci"ed, the problem
is ill-posed in the general case where there are fewer observations than degrees of freedom
in the initial states. The problem is then an under-determined least-squares problem, which
does not have a unique solution. Even where there are su#cient observational data to de"ne
a unique solution, the problem is likely to be very ill-conditioned and sensitive to noise. To
ensure that the problem is well-posed, an additional condition is added in order to regularize
the problem and to constrain the solution in the (nearly) null space. Generally this additional
constraint requires the least-square (weighted) length of the solution also to be minimized.
The complete problem is then written in the form (19).
For the regularized problem, if !2 is relatively small, the solution is still sensitive to the
noise, whilst if !2 is relatively large, the useful information in the observations is "ltered.
We aim, therefore, to "nd a value for the parameter !2 that maximizes the conditioning
of the problem, and hence minimizes the sensitivity of the solution, whilst minimizing the
loss in accuracy due to adding the extra (background) constraint. With this value of !2, the
4DVar process can be expected to give the best possible analyses for the given data. Several
techniques for determining !2 are given in the literature. These techniques exploit additional
information inherent in the data to "nd the optimal value for the parameter.
A simple (although still expensive) method is the L-curve technique, illustrated in Figure 5.
Here the logs of the two separate least-square objective functions in (19) are plotted against
each other at the minimum of the regularized problem for various values of !2. The point
at which the curve has maximum curvature is known to give the optimal choice for !2
Copyright ? 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2005; 47:759–771
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A simple (although still expensive) method is the L-curve technique, illustrated in Figure 5.
H re th logs of the two separate leas -squa e objective functions in (19) are plotted against
each other at the minimum of the regularized problem for various values of !2. The point
at which the curve has maximum curvature is known to give the optimal choice for !2
Copyright ? 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2005; 47:759–771
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ETKF with Inflation 
 (not an ‚L‘) 
Regularisierung
Auf Seite 23 wurde erklärt, dass ein Inflationsfaktor eingeführt wird, um die Filterleistung
zu verbessern. Betrachtet man nun das inverse Probem des ETKF mit Inflationsfaktor ⇢
(siehe Gleichung 3.3.11) erhält man als inverses Problem:
J( ) =  T (⇢Pf ) 1  + (y Hx)TR 1(y Hx)
= |⇢ 1| · ||!||22 + ||R 1/2(y H(xf +V!)||22 = min!
|⇢ 1| kann nun als Regularisierungsparameter aufgefasst werden (siehe Gleichung 2.3.5).
Für |⇢ 1| = 0 gilt |⇢ 1| · ||!||22 = 0 8!. Somit ist durch diesen Term für |⇢ 1| = 0
keine Bedingung an ! gestellt. Mithilfe einer L-Kurve kann ein optimaler Wert für |⇢ 1|
bestimmt werden.
Im Folgenden sind ||!opt||2 und ||R 1/2(y  H(xf +V!opt)||2 für r = 10 gegeneinander
aufgetragen (siehe Abb. 6.2). In Abb. 6.3 ist die Abweichung von xa von der wahren
Lösung xt über ⇢ aufgetragen.
Abbildung 6.2: ||!opt||2 über ||R 1/2(y Hxa)||2
Die Stelle mit der stärksten Krümmung in Abb. 6.2 steht für das Wertepaar mit dem
optimalen Regularisierungsparameter. Dies entspricht dem ⇢, bei dem der Fehler F 12 am
geringsten ist. Der ETKF mit Inflationsparameter wurde für verschiedene Ensemblegrö-
ßen r zwischen 5 und 30 betrachtet. Zunächst wurde der Filter mit ⇢ = 1.1 laufen ge-
lassen und im 200ten Zeitschritt wurde der Infaltionsparamter zwischen 0.6 und 3.05
laufen gelassen. Dies wurde 10 Mal wiederholt und gemittelt. Der optimale Wert für ⇢
lag hierbei zwischen 1.00 und 1.05 (siehe Tabelle 6.3). Diese Werte passen zu dem Er-
gebnis aus [Nerger u.a. 2012], in dem ein besonders kleiner Fehler für einen Parameter
von ⇢ = 1/0.95 ⇡ 1.053 erhalten wurde. Laut [Hunt u.a. 2007] ist die Multiplikation der
Einheitsmatrix mit einem Inflationsfaktor (⇢ · ||!||) eine gute Approximation zum Multi-
plizieren mit dem Vorhersageensemble, wenn ⇢ nahe bei Eins ist. Dies ist hier der Fall.
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•  Inflation is a standard method to stabilize ensemble filters 
•  Modify minimization problem to 
•  L-curve (for Lorenz-96 at time step 100 and spin up with ρ=1.05) 




||(Pf ) 1/2 ||22 + ||R 1/2H   R 1/2(y Hxf )||22 = min!
• ETKF:
| |R 1/2HV!  R 1/2(y Hxf )||22 = min!
• Kovarianzlokalisierung:
||(C  Pf ) 1/2 ||22 + ||R 1/2H   R 1/2(y Hxf )||22 = min!
• Gebietslokalisierung:
||!loc(i)||22 + ||R 1/2TTi (TiHV)!loc(i)  R 1/2TTi Ti(y Hxf )||22 = min!
• Beobachtungslokalisierung:
||(C˜loc(i)   (TiR 1TTi ))1/2(TiHV)!loc(i)   (C˜loc(i)   (TiR 1TTi ))1/2Ti(y Hxf )||22
+||!loc(i)||22 =min!
Betrachtet man nun z.B. das lineare Ausgleichsproblem zum Kalman-Filter, sieht man,
dass es die Form
||A    b||22 + ||(Pf ) 1/2 ||22 = min! (5.3.20)
hat, mit A := R 1/2H und b := R 1/2(y Hxf ). Betrachtet man nun nur
||A    b||22 = min!
sieht man, dass das Problem unterbestimmt ist (A 2 Rm⇥n mit n > m). Somit erhält
man einen Unterraum von möglichen Lösungen. Durch ||(Pf ) 1/2 ||22 erhält man eine
zusätzliche Forderung an  . Anders als bei der Regularisierung eines inversen Problems
wird in diesem Fall der zweite Term benötigt, um eine Lösung zu erhalten. Bei der Regu-
larisierung eines inversen Problems hingegen wird mithilfe eines Straftermes zusätzliche
Information zugeführt, um ein schlecht gestelltes Problem zu lösen. Dies ist z.B. beim
ETKF der Fall. Hier ist AETKF := R 1/2HV 2 Rm⇥r mit m > r und rg(AETKF )  r.
A ist nicht invertierbar und zudem enthält der Term bETKF := R 1/2(y  Hxf ) fehler-
behaftete Daten. Der Term ||!||22 kann n n als ein Strafterm aufgefasst werden, jedoch
ohne Regularisieru gsparameter.
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•  Minimize 
•  Vary localization radius l defining C	

•  Use 5th order polynomial for C (Gaspari/Cohn, 1999) 
EnKF with covariance localization 




||(Pf ) 1/2 ||22 + ||R 1/2H   R 1/2(y Hxf )||22 = min!
• ETKF:
||!||22 + ||R 1/2HV!  R 1/2(y Hxf )||22 = min!
• Kovarianzlokalisierung:
||(C  Pf ) 1/2 ||22 + ||R 1/2H   R 1/2(y Hxf )||22 = min!
• Gebietslokalisierung:
||!loc(i)||22 + ||R 1/2TTi (TiHV)!loc(i)  R 1/2TTi Ti(y Hxf )||22 = min!
• Beobachtungslokalisierung:
||(C˜loc(i)   (TiR 1TTi ))1/2(TiHV)!loc(i)   (C˜loc(i)   (TiR 1TTi ))1/2Ti(y Hxf )||22
+||!loc(i)||22 =min!
Betrachtet man nun z.B. das lineare Ausgleichsproblem zum Kalman-Filter, sieht man,
dass es die Form
||A    b||22 + ||(Pf ) 1/2 ||22 = min! (5.3.20)
hat, mit A := R 1/2H und b := R 1/2(y Hxf ). Betrachtet man nun nur
||A    b||22 = min!
sieht man, dass das Problem unterbestimmt ist (A 2 Rm⇥n mit n > m). Somit erhält
man einen Unterraum von möglichen Lösungen. Durch ||(Pf ) 1/2 ||22 erhält man eine
zusätzliche Forderung an  . Anders als bei der Regularisierung eines inversen Problems
wird in diesem Fall der zweite Term benötigt, um eine Lösung zu erhalten. Bei der Regu-
larisierung eines inversen Problems hingegen wird mithilfe eines Straftermes zusätzliche
Information zugeführt, um ein schlecht gestelltes Problem zu lösen. Dies ist z.B. beim
ETKF der Fall. Hier ist AETKF := R 1/2HV 2 Rm⇥r mit m > r und rg(AETKF )  r.
A ist nicht invertierbar und zudem enthält der Term bETKF := R 1/2(y  Hxf ) fehler-
behaftete Daten. Der Term ||!||22 kann nun als ein Strafterm aufgefasst werden, jedoch
ohne Regularisierungsparameter.
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(a) ||(Pf ) 1/2 opt||2 über ||R 1/2(y Hxa)||2 (b) F 12 für den Kalman-Filter mit Kovarianzlokali-
sierung
Abbildung 6.4: Kalman-Filter mit Kovarianzlokalisierung im ersten Zeitschritt
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(a) ||(Pf ) 1/2 opt||2 über ||R 1/2(y Hxa)||2 (b) F 12 für den Kalman-Filter mit Kovarianzlokali-
sie ung
Abbildung 6.4: Kalman-Filter mit Kovarianzlokalisierung im ersten Zeitschritt
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L-curve Analysis error variance 
localization radius 
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zwischen 15 und 25 schwankt.
Die Form der ”L-Kurve“ in Abb. 6.15(a) hat sich im Vergleich zur Gebietslokalisierung
Abb. 6.9(a) kaum verändert. Allerdings ist der optimale Lokalisierungsradius größer und
der Bereich mit einem niedrigen Fehler F 10002 ist breiter geworden. War beim ETKF mit
Gebietslokalisierung bei einer Ensemblegröße von r = 15 der Filter ab ` = 9 divergent,




i ||!G||2 gegen ||R 1/2(y Hxa)||2 (b) F 10002 gegen `
(c) xt, y, xa für ETKF und xa für GL mit `opt (d) `opt über der Zeit
Abbildung 6.15: Gesamtproblem ETKF mit BL r = 15, steps = 1000
Wie auch für die einzelnen Komponenten ist der optimale Lokalisierungsradius für das
Gesamtproblem von der Ensemblegröße abhängig. In Tabelle 6.6 sowie Abb. 6.16(b) sind
Ensemblegröße und zugehöriger optimaler Lokalisierungsradius dargestellt. Hierzu wur-
den die Versuche mit den Ensemblegrößen 5, 10, 15, 20 und 25 zehnmal wiederholt und an-
schließend der optimale Lokalisierungsradius der Zeitschritte tspinup = 200 bis tend = 1000
gemittelt. Zudem wurden als Vergleich die Werte für den optimalen Lokalisierungsradius
für das Gesamtproblem des ETKF mit Gebietslokalisierung eingetragen.
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•  Minimize the local problem 
•  Vary localization radius l defining C and T	

•  Consid r minimizatio  at a sin le grid point, sum over all poi ts 
 (similar behavior at all grid points) 
ETKF with observation localization 
L-curve Analysis error variance 
r 5 10 15 20 25
`opt 2 (1.9750) 5 (4.7213) 7 (7.2713) 11 (10.4900) 13 (12.9637)
Tabelle 6.3: Ensemblegröße und zugehöriger optimaler Lokalisierungsradius für das Ge-
samtproblem






i ||!opt(i)||2 gegen ||R 1/2(y Hxa)||2 (b) `opt über der Ensemblegröße r
Abbildung 6.10: Abhängigkeit des Gesamtproblem ETKF mit GL von r
Dieser Zusammenhang ist auch in Abb. 6.10(a) zu erkennen. Hier sind
P
i ||!opt(i)||2 und
||R 1/2(y Hxa)||2/(2`+1) gegeneinander aufgetragen. Man sieht, dass sich der Graph mit
größerem r zunehmend nach links oben verschiebt und der optimale Lokalisierungsradius
(im ”Knick“) sich zunehmend zu einem größeren Wert von ` verschiebt.
6.6 Kondition und Regularisierung bei der Beobach-
tungslokalisierung
Kondition
Zur Erinnerung, das inverse Problem bei der Beobachtungslokalisierung lautet
||(C˜loc(i)   (TR 1TTi ))1/2(TiHV)!loc(i)   (C˜loc(i)   (TR 1TTi ))1/2Ti(y Hxf )||22
+||!loc(i)||22 = min!
und damit muss die Kondition der Matrix A(i)BL = (C˜loc(i)   (TiR 1TTi ))1/2(TiHV) be-
trachtet werden. Die K ndition ist alsogenau wie beim ETKF mit Gebietslokalisierung
abhängig von der Wahl des Ensembles und dem Lokalisierungsradius.
Sei wie zuvor bei der Betrachtung der Kondition bei der Gebietslokalisierung R eine






zwischen 15 und 25 schwankt.
Die F rm der ”L-Kurve“ in Abb. 6.15(a) hat sich im Vergleich zur Gebietslokalisierung
Abb. 6.9(a) kaum verändert. Allerdings ist der optimale Lokalisierungsradius größer und
der Bereich mit einem niedrigen Fehler F 10002 ist breiter geworden. War beim ETKF mit
Gebi tslokalisierung bei eine E semblegröße von r = 15 der Filter a ` = 9 divergent,




i ||!G||2 gegen ||R 1/2(y Hxa)||2 (b) F 10002 gegen `
(c) xt, y, xa für ETKF und xa für GL mit `opt (d) `opt über der Zeit
Abbildung 6.15: Gesamtproblem ETKF mit BL r = 15, steps = 1000
Wie auch für die ei zelnen Komponenten ist der optimale Lokalisierungsradius für das
Gesamtproblem von der Ensemblegröße abhängig. In Tabelle 6.6 sowie Abb. 6.16(b) sind
Ensemblegröße und zugehöriger optimaler Lokalisierungsradius dargestellt. Hierzu wur-
den die Versuche mit den Ensemblegrößen 5, 10, 15, 20 u d 25 zeh mal wiederholt und an-
schließend der optimale Lokalisierungsradius der Zeitschritte tspinup = 200 bis tend = 1000
gemittelt. Zudem wurden als Vergleich die Werte für den optimalen Lokalisierungsradius
für das Gesamtproblem des ETKF mit Gebietslokalisierung eingetragen.
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Discussion on regularization 
!  Localization regularizes the filter analysis 
!  Analysis for optimal radius is a posteriori 
!  Can we utilize it in practice?  
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Impact of localization 
on serial observation processing 
(EnSRF, EAKF) 
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Serial observation processing   
Synchronous assimilation 
ETKF, SEIK, ESTKF, (EnKF) 
•  Assimilation all observation at a 
given time at once 
•  Usually using ensemble-space 
transformations 
•  Possible for arbitrary observation 
error covar. matrices  
Serial observation processing 
EnSRF, EAKF 
•  Perform a loop assimilating each 
single observation 
•  Efficient: Avoids matrix-matrix 
operations 
•  Requires diagonal observation 
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LESKF: Local Error-Subspace Transform Kalman Filter 
(Nerger et. al., MWR, 2012) 
For obs. error=1.0: 
•  EnSRF and LESTKF almost identical 
(As for square-root filter and LSEIK with regulated 
localization before)  
Test with Lorenz96 
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RMS error over number of observations 
How does the RMS error develop during the loop over all observations? 
At first analysis step: 
•  EnSRF: Compute RMS errors at each iteration 
•  LESTKF: Do 40 experiments with increasing number of obs. 



























8 mR = 0.1
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Instability of serial obs. Processing with localization 
More detailed view: 
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Inconsistent matrix updates 
The Kalman filter updates the covariance matrix according to 
 
With the Kalman gain 
 
this simplifies to  
 
(1) and (3) yield same result only with gain (2)! 






Not fulfilled with localization:  
 
 
!  Update of P is inconsistent in localized EnSRF (already noted by 
Whitaker & Hamill (2002), but never further examined)  
Kloc =
 
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Inconsistent matrix updates (2) 
The inconsistency also occurs in LETKF, LESTKF, LSEIK, EnKF ... 
•  But here: update is only done once followed by ensemble forecast 
•  LESTKF with serial observation processing also shows instability 
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Effect of observation reordering 
•  Before: Assimilated observation from grid point 1 to 40 with 
increasing index 
•  What is the effect when we re-order the observations? 







EnSRF with re−ordered observations












number of assimilated observations






(1, 21, 11, 31, 6, 26,...) 
local observation sorting 
(Whitaker et al. 2008) 
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Serial obs. Processing and localization 
!  Update of covariance matrix is inconsistent  
!  Because of asymmetric update equation 
!  Because of small ensemble 
!  Also the case for synchronous assimilation of observations 
(LETKF, LSEIK, LESTKF) 
!  Instability of serial observation processing 
!  only significant when assimilation has strong influence 
(large state error and small observation error) 
!  Can it happen, when ensemble spread gets large, e.g. due to 
ocean eddies, convection in atmosphere?  
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Summary 
!  Localization 
!  is empirical 
!  it works 
!  regularizes the filter analysis step 
!  does inconsistent covariance updates 
!  Optimal radius influenced by degrees of freedom from ensemble 
!  Interaction of localization and covariance matrix update still open 
Thank you! 
