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ABSTRACT
We present a large high-resolution study of the distribution and evolution of C iv absorbers, including
the weakest population with equivalent widths Wr < 0.3 A˚. By searching 369 high-resolution, high
signal-to-noise spectra of quasars at 1.1 ≤ zem ≤ 5.3 from Keck/HIRES and VLT/UVES, we find
1318 C iv absorbers with Wr ≥ 0.05 A˚ (our ∼50% completeness limit) at redshifts 1.0 ≤ z ≤ 4.75. A
Schechter function describes the observed equivalent width distribution with a transition from power-
law to exponential decline at Wr & 0.5 A˚. The power-law slope α rises and normalization n? falls
by ∼ 20% from 1.0 ≤ z < 2.5 to 2.5 ≤ z ≤ 4.75. We find that the co-moving redshift path density,
dN/dX, of Wr ≥ 0.05 A˚ absorbers rises by ∼ 1.8 times from z = 4.75 to z = 1, while the increase in
the Wr ≥ 0.6 A˚ dN/dX is ∼ 4.5 times as much. We quantify the observed evolution by a model in
which dN/dX decreases linearly with increasing redshift. The model suggests that populations with
larger Wr thresholds evolve faster with redshift and appear later in the universe. The cosmological
Technicolor Dawn simulations at 3 ≤ z ≤ 5 over-produce the observed abundance of absorbers
with Wr ≤ 0.3 A˚, while yielding good agreement at higher Wr. Our empirical linear model successfully
describes C iv evolution in the simulations and the observed evolution of Wr ≥ 0.6 A˚ C iv for the
past ∼12 Gyr. Combining our measurements with the literature gives us a picture of C iv-absorbing
structures becoming more numerous and/or larger in physical size over the last ≈13 Gyr of cosmic
time (z ∼ 6 to z ∼ 0).
Keywords: galaxies: halos — galaxies: evolution — galaxies: intergalactic medium — quasars: ab-
sorption lines – techniques: spectroscopic
1. INTRODUCTION
The processing of baryons within and between galaxies
is fundamental to how galaxies form and evolve, and is
an important phenomenon in shaping the universe as
we observe it today. Obtaining a detailed census of the
cosmic distribution and evolution of metal-enriched gas
is a key step in understanding this “baryon cycle”.
According to our current understanding, metals form
in stars within galaxies and are expelled out to the
circumgalactic medium (CGM) and the intergalactic
medium (IGM) via a variety of feedback processes (e.g.,
Lilly et al. 2013; Dekel & Mandelker 2014; Somerville
& Dave´ 2015; Finlator 2017). Over billions of years,
some of these metals are recycled back into the galax-
ies whence they originated, possibly repeating the cycle
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several times, whereas others may escape the galaxy and
enter the IGM (e.g., Oppenheimer & Dave´ 2008; Ford
et al. 2014; Muratov et al. 2015, 2017). Some fraction of
these metals in the IGM may eventually accrete into the
CGM or interstellar medium of other galaxies (e.g., Op-
penheimer et al. 2010; Brook et al. 2014; Angle´s-Alca´zar
et al. 2017). Metals in the gas phase are therefore an
invaluable and crucial tracer of the baryon cycle (e.g.,
Steidel 1993; Churchill et al. 1999; Kacprzak et al. 2012;
Nielsen et al. 2015; Christensen et al. 2016; Tumlinson
et al. 2017; Lehner et al. 2019).
Fortunately, CGM and IGM gas-phase metals are
directly observable using quasar absorption-line spec-
troscopy, as long as the gas is intervening to the line
of sight of a background quasar. The C iv λλ1548, 1550
resonant fine-structure doublet is one of the most com-
monly observed metal absorption features in quasar
spectra, and has been studied extensively over the red-
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shift range 0 . z . 6.5 (e.g., Sargent et al. 1988; Stei-
del 1990; Petitjean & Bergeron 1994; Rauch et al. 1996;
Chen et al. 2001; Schaye et al. 2003; Adelberger et al.
2005; Songaila 2005; Scannapieco et al. 2006; Becker
et al. 2009; Cooksey et al. 2010, 2013; D’Odorico et al.
2010, 2013; Bordoloi et al. 2014; Burchett et al. 2015;
Boksenberg & Sargent 2015; Codoreanu et al. 2018;
Cooper et al. 2019).
The measured global cosmic evolution of C iv ab-
sorbers provides insights into the universal carbon con-
tent of the universe (e.g., Danforth & Shull 2008; Sim-
coe 2011; Rafelski et al. 2012) and the ionizing ultra-
violet background (UVB, e.g., Faucher-Gigue`re et al.
2009; Haardt & Madau 2012; Becker & Bolton 2013;
Doughty et al. 2018) as traced by moderately low den-
sity warm temperature gas structures, i.e., log nH ∼ −3
[cm−3] and log T ∼ 4.8 [K] (e.g., Steidel 1990; Bergeron
& Herbert-Fort 2005; Churchill et al. 2015). Two of the
most important quantities that quantify the distribution
and evolution of C iv absorbing gas are the co-moving
path number density, dN/dX, which is the number of
absorbers per unit “absorption path” (Bahcall & Peebles
1969), and the equivalent width distribution (EWD),
which provides the number of absorbers per unit equiv-
alent width per unit absorption path (d2N/dWdX).
To date, the largest survey of C iv absorbers was con-
ducted by Cooksey et al. (2013, hereafter C13), who lo-
cated ∼15, 000 absorbers at 1.5 . z . 4.5 in ∼26, 000
quasar spectra from the Sloan Digital Sky Survey
(SDSS, York et al. 2000), comprising a co-moving path
length ∆X'38, 600. They placed robust constraints on
the evolution of strong absorbers, i.e., those with rest-
frame C iv λ1548 equivalent widths Wr(1548) ≥ 0.6 A˚
(hereafter, Wr). Their sensitivity to detecting smaller
Wr absorbers decreased quickly for Wr < 0.6 A˚, reach-
ing ∼20% completeness at Wr = 0.3 A˚.
For Wr ≥ 0.6 A˚ absorbers, C13 found that dN/dX
increased by a factor of ≈ 2.5 from z = 4.5 to z = 1.
Their highly constrained measurement of the increase in
dN/dX with cosmic time is consistent with the trends of
less constraining findings from smaller surveys (e.g., Sar-
gent et al. 1988; Misawa et al. 2002; Pe´roux et al. 2004;
D’Odorico et al. 2016), some of which probed smaller Wr
thresholds. Incorporating absorbers with Wr ≥ 0.3 A˚,
C13 found that the EWD is well-described by an ex-
ponential function, a result consistent with the earliest
surveys (Sargent et al. 1988; Steidel 1990).
Unfortunately, the available information characteriz-
ing “weak” C iv absorbers with Wr < 0.3 A˚ across vari-
ous redshift ranges is limited (Schaye et al. 2003, 2007;
Scannapieco et al. 2006; Cooksey et al. 2010; D’Odorico
et al. 2010; Boksenberg & Sargent 2015; Burchett et al.
2015). As such, the distribution, statistical properties,
and evolution of the Wr < 0.3 A˚ regime of C iv is yet
to be fully characterized. Charting this regime is im-
portant, as it probes moderately low density warm gas
structures optically thin to hydrogen and helium ioniz-
ing photons from the ionizing spectrum, which means
sensitivity to the evolving shape of the UVB can be di-
rectly probed with cosmic time. Furthermore, dN/dX
of weak C iv absorbers can, in a statistical sense, in-
form us of the distribution of carbon and other metals
in optically thin gas structures relative to galaxies as a
function of redshift.
Hydrodynamic cosmological simulations have often
used C iv as a target metal-line absorber to test the-
oretical predictions against observations, hence improv-
ing our understanding of the baryon cycle in the broader
context of galaxy evolution (e.g., Oppenheimer & Dave´
2008; Oppenheimer et al. 2009; Cen & Chisari 2011; Fin-
lator et al. 2015, 2020). One of the reasons for this is
the high cosmic abundance and oscillator strength of the
C+3 ion. Moreover, C+3 serves as a higher-energy com-
plement to the Lyα forest as a probe of the metagalac-
tic UVB, due to the ground-state ionization potential of
C+2 and C+3 being 3.5 Ryd and 4.7 Ryd, respectively.
C iv is also an independent probe in the ionization en-
ergy range of He0 (1.8 Ryd) and He+ (4.0 Ryd). Provid-
ing as stringent observational constraints as possible on
the distribution, incidence, and evolution of the broad-
est range of C iv absorbing gas structures will be key to
driving such studies and progressing our understanding
of the distribution of metals and the evolution of the
ionizing UVB.
To improve the global statistics of C iv absorbers and
provide robust statistics of weak absorbers, we searched
for C iv λλ1548, 1550 doublet absorption in several
hundred high-resolution quasar spectra from both
the Keck/HIRES (Vogt et al. 1994) and VLT/UVES
(Dekker et al. 2000) instruments. We employed an auto-
mated line detection approach similar to that of Zhu &
Me´nard (2013) and intensive visual inspection to iden-
tify and verify each absorption doublet. The high sensi-
tivity of our survey allows us to probe the distribution
and evolution of C iv absorbers an order of magnitude
weaker than those studied by C13 (whose spectral res-
olution was & 20 times lower). In summary, we ana-
lyzed over 1300 C iv absorbers with Wr ≥ 0.05 A˚ span-
ning redshifts 1.0 ≤ z ≤ 4.75 identified in the HIRES
and UVES spectra of 369 quasars distributed over red-
shifts 1.1 ≤ zem ≤ 5.3.
In this paper, we present our survey methods and re-
sults, and our inferences about the nature of C iv ab-
sorbers. The survey design, methods for identifying
C iv absorption doublets, calculation of the redshift-
dependent sensitivity and detection completeness limits,
and measurements of the absorption properties are pre-
sented in Section 2. In Section 3, we describe our analy-
sis methods and present the observed EWD and dN/dX
of C iv absorbers. We also introduce an empirical model
to quantify the observed evolution. In Section 4, we
discuss the observed evolution and our model extrapo-
lations, draw from the literature to augment the redshift
range of our survey, and compare our observations with
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a mock C iv survey generated from the Technicolor
Dawn hydrodynamic cosmological simulations (Finla-
tor et al. 2018). We provide our concluding remarks in
Section 5. When necessary, and for consistent compar-
ison with C13, we adopt the WMAP5 cosmology, with
H0 = 71.9 km s
−1 Mpc−1, ΩM = 0.258, and ΩΛ = 0.742
(Komatsu et al. 2009).
2. DATA AND ANALYSIS
2.1. Quasar spectra
We have analyzed 369 high resolution, high signal-
to-noise quasar spectra obtained with the HIRES spec-
trograph (Vogt et al. 1994) and the UVES spectro-
graph (Dekker et al. 2000) from the Keck and Very
Large Telescope (VLT) observatories, respectively. The
wavelength coverage of the spectra spans approximately
3000 − 10000 A˚, though there is variable coverage in
this range from spectrum to spectrum. The resolving
power of both HIRES and UVES is R = λ/∆λ ≈ 45000,
or ∼ 6.6 km s−1, with 3 pixels per FWHM resolution
element. The FWHM velocity resolution is approxi-
mately constant as a function of observed wavelength.
The signal-to-noise ratios are typically 25−80 per pixel.
Roughly half of the Keck/HIRES spectra were ob-
tained from various observing programs prior to the
creation of the Keck Observatory Archive,1 some hav-
ing been donated in science-ready form by Charles Stei-
del, J. Xavier Prochaska, Christopher Churchill, Michael
Rauch and the late Wallace Sargent. The remaining
Keck/HIRES spectra were obtained from Data Release
1 of the KODIAQ project (O’Meara et al. 2015). The
VLT/UVES spectra were acquired through the efforts of
the UVES SQUAD prior to their Data Release 1 (Mur-
phy et al. 2019).
The journal of quasar spectra used in this study is
listed in Table 1. For each quasar, the columns list
(1) the quasar name, taken from Ve´ron-Cetty & Ve´ron
(2001), (2) the emission redshift, (3) the instrument
with which the spectrum was obtained, (4) the mini-
mum wavelength of the C iv search space in the spec-
trum, set by Lyα λ1215 emission of the quasar (see Sec-
tion 2.3), and (5) the maximum wavelength of the C iv
search space, set by 3000 km s−1 blueward of the C iv
λ1548 emission of the quasar (Section 2.3).
2.2. Reduction of Spectra
The KODIAQ spectra were reduced according to the
prescriptions of O’Meara et al. (2015). The spectra of
Churchill were reduced using the standard Image Re-
duction and Analysis Facility (IRAF2), as outlined in
Churchill (1997). Those of Sargent, Rauch, Prochaska,
and Steidel were reduced using the Mauna Kea Echelle
1 https://www2.keck.hawaii.edu/koa/public/koa.php
2 IRAF is distributed by the National Optical Astronomy Observa-
tories, which are operated by the Association of Universities for
Research in Astronomy, Inc., under cooperative agreement with
the National Science Foundation.
Table 1. Journal of Observations
Quasar zem Instrument(s) λmin
a λmax
b
(A˚) (A˚)
J002830−281704 2.400 HIRES 4133 5211
J064632+445116 3.408 UVES 5358 6756
J010104−285801 3.070 UVES 4947 6238
J102325+514251 3.447 HIRES 5406 6815
J105744+062914 3.142 UVES 5035 6348
J110045+112239 4.707 HIRES 6937 8747
J120207+323538 5.292 HIRES 7648 9643
J155556+480015 3.299 HIRES 5226 6589
J201717−401924 4.131 UVES 6237 7864
J235714−273659 1.732 UVES 3321 4187
a Minimum wavelength of C iv search space, defined by
Lyα λ1215 emission of the quasar (see Section 2.3) b
Maximum wavelength of C iv search space, 3000 km s−1
blueward of the C iv λ1548 emission of the quasar
Note—Table 1 is published in its entirety in machine-
readable format. A portion containing a representative
selection of quasars is shown here for guidance regarding its
form and content.
Extraction (MAKEE) data reduction package, devel-
oped by Tom Barlow (Barlow 2005), which is opti-
mized for the spectral extraction of single, unresolved
point sources. All HIRES spectra were wavelength cal-
ibrated using ThAr lamps to the vacuum heliocentric
standard at rest and were continuum fit by their respec-
tive donors.
The UVES spectra were reduced using the UVES
pipeline in the MIDAS environment (Dekker et al. 2000),
which is provided by the European Southern Observa-
tory (ESO). The wavelength solution is determined us-
ing a standard ThAr lamp exposure corrected to vacuum
heliocentric velocities. The individual exposures were
then combined into one-dimensional spectra using the
UVES POst-Pipeline Echelle Reduction (uves popler)
software (Murphy 2016; Murphy et al. 2019).
Using the interactive mode of the Popler software,
we examined and refined the continuum fits for all
quasar spectra with particular attention to the spec-
tral regions redward of the quasar Lyα λ1215 emission
line following the prescriptions of King et al. (2012) and
Murphy et al. (2016). An example UVES spectrum of
the zem= 3.130 quasar J103909−231326 is shown in Fig-
ure 1. Strong emission lines are labelled, and the spec-
tral region where we searched for C iv λλ1548, 1550 dou-
blet lines is shown (see Section 2.3). C iv absorbers de-
tected at different redshifts are highlighted.
2.3. Identifying and Verifying Absorption Doublets
We surveyed the spectra for the C iv λλ1548, 1550 res-
onance doublet. Such high quality spectra allow for an
in-depth investigation into the cosmic frequency of the
very weakest C iv absorbers, a regime that heretofore
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Figure 1. An example spectrum of the quasar J103909−231326 at zem= 3.130 observed with VLT/UVES and eight of its
C iv λλ1548, 1550 doublets presented in redshift order, z = 2.5228 (purple), z = 2.5333 (blue), z = 2.6949 (teal), z = 2.7787
(green), z = 2.8216 (yellow), z = 3.0061 (orange), z = 3.0302 (red), and z = 3.0861 (magenta). The search range for C iv
doublets is indicated, as are some emission lines from the quasar. Note the coverage gap at ∼ 5760–5840 A˚.
has not been explored in great detail.
To detect intervening C iv λλ1548, 1550 absorption
in our quasar spectra, we confined the search range
to regions of the spectrum redward of the Lyα emis-
sion, as Lyα forest contamination would render auto-
mated detection of weak metal lines nearly impossible.
To avoid selecting C iv absorbers associated with the
quasar environment, we also restrict our absorbers to
those blueshifted by ∆vQSO > 3000 km s
−1 from the
quasar emission redshift. Finally, strong telluric absorp-
tion bands at 6868–6932 A˚ (B-band) and 7594–7700 A˚
(A-band) are excluded as these molecular lines can have
separations and ratios leading to false positives when
searching for C iv doublets.
Our automated search routine is based on the meth-
ods of Zhu & Me´nard (2013). We performed a matched
filter search for C iv λλ1548, 1550 doublet candidates de-
tected by signals exceeding 5σ in local noise of the result-
ing output signal spectrum. We used a two-component
top hat filter separated by the wavelength difference of
the C iv doublet, where each component has a width of
seven pixels, which is 2.33 times the FWHM of an unre-
solved absorption feature. We convolved the filter with
the normalized spectrum to generate the output signal
spectrum in redshift space.
To measure the uncertainty in the output signal spec-
trum at a given pixel, we examined a ∆z ' 0.01 region
corresponding to roughly 3000 pixels centered on the
pixel. We used iterative sigma-clipping (1σ) to remove
outlier signals, leaving only the continuum of the output
signal spectrum. We calculated the standard deviation
of this continuum and adopted it as the noise in the out-
put spectrum at the centered pixel. Further details are
provided in Mathes (2017).
We also measured the equivalent width detection limit
as a function of redshift for all quasar spectra. For each
spectrum, we inserted Gaussian C iv absorption dou-
blets in intervals of seven pixels. We assumed a Gaussian
width, σl, equal to the instrumental line spread function
to represent unresolved absorption lines. We then solved
for the amplitude, Al, of the Gaussian required to de-
tect the unresolved line at a 5σ significance level with
our matched filtering technique. Finally, we integrated
to find the equivalent width, W =
√
2piAlσl, which we
adopted as the minimum detectable observed equivalent
width at that redshift. Converting to the rest-frame
equivalent width at each redshift yielded the detection
threshold spectra. These spectra allow us to accurately
characterize the completeness of our sample and are in-
strumental in quantifying the redshift path covered by
the survey.
Once candidate C iv features are flagged, we define an
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Figure 2. (a) The distribution of quasar emission redshifts, zem. (b) The distribution of C iv absorber redshifts, zabs. Weak
absorbers, i.e., those with Wr < 0.3 A˚ (shown in dark grey), are unique to this survey. (c) The distribution of rest-frame
equivalent widths, Wr, for all redshifts (1.0 ≤ z ≤ 4.75), z < 2.5, and z ≥ 2.5. The vertical dashed line is Wr = 0.05 A˚, where
the full survey is 50% complete (see Figure 4).
“absorber” to include all absorption in C iv λλ1548, 1550
lines detected within ±500 km s−1 of one another. As
the rest-frame velocity separation of the C iv doublet is
∆v = 498 km s−1, we did find a few self-blended ab-
sorbers.
Each candidate absorber was examined visually us-
ing our interactive graphical software Sysanal (see
Churchill 1997; Churchill et al. 1999; Churchill & Vogt
2001). In Sysanal, the absorption profiles of the dou-
blets are aligned in velocity space. Following the meth-
ods of Schneider et al. (1993), the software employs the
“equivalent width spectrum” to objectively locate the
absorption features. We used a 5σ significance level for
the λ1548 transition and a 3σ significance level for the
λ1550 transition, where the latter is examined only in
the velocity range over which λ1548 absorption is de-
tected. Adopting the method described in Churchill
et al. (1999) and Churchill & Vogt (2001), the veloc-
ity extremes of each absorption feature are determined
when the equivalent width spectrum returns to the 1σ
level. Following visual inspection and possible editing of
the defined absorption regions, the software calculates
the optical depth-weighted median absorption redshift,
zabs, setting the final velocity zero point for the absorp-
tion (see Churchill & Vogt 2001). Also computed are
the equivalent widths of the doublet members, appar-
ent optical depth (AOD) column density, and doublet
ratios.
With the absorber redshift determined, we examined
the full quasar spectrum using our software Search (see
Churchill et al. 1999) to examine whether associated ab-
sorption accompanied the C iv absorption. This helped
us identify associated transitions such as Lyα λ1215,
Si iv λλ1393, 1402, Mg ii λλ2796, 2803, or other quasar
absorption lines commonly found in metal-bearing gas
clouds.
For an absorber to be included in our final science
Table 2. C iv Absorbers
Quasar zabs
a Wr (A˚)
b logNc
J000149−015940 2.0107 0.082± 0.002 13.44+0.09−0.10
J003501−091817 2.2211 0.261± 0.009 13.92+0.03−0.04
J074927+415242 2.7650 0.153± 0.009 13.68+0.02−0.03
J111727−083857 4.0481 0.422± 0.018 14.16+0.02−0.04
J115411+063426 2.5634 0.058± 0.003 13.24+0.06−0.07
J123055−113909 3.2060 0.088± 0.007 13.41+0.04−0.06
J164656+551445 3.2887 0.167± 0.007 13.68+0.02−0.03
J214222−441929 2.8526 0.498± 0.013 14.30+0.02−0.03
J225719−100104 1.6613 0.259± 0.007 14.07+0.03−0.04
J235702−004824 2.7448 0.054± 0.006 13.16+0.04−0.07
a Absorber redshift b Equivalent width of the C iv λ1548
transition c AOD column density
Note—Table 2 is published in its entirety in machine-
readable format. A portion containing a representative
selection of absorbers is shown here for guidance
regarding its form and content.
sample, we employed a three-person iterative inspection
system. Each of the three individuals (F.H., B.S., and
C.W.C.) was assigned a subset of candidate absorbers
for which they were the primary inspector. The primary
inspector would assign a rating of 0 to 10 for each of the
candidate C iv absorbers, where 0 indicated zero confi-
dence and 10 indicated total confidence in the reality of
the C iv absorber. In particular, it was checked whether
the doublet ratios, Wr(1548)/Wr(1551), were between 1
and 2 (within uncertainties) as expected from the oscilla-
tor strengths of the doublet members. Alignment of the
absorption profile shapes in velocity space was another
critical aspect of this check. The primary inspector also
provided a second rating of 0 to 10 in their confidence in
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Figure 3. The sensitivity function, g(Wr, z). The heat map details the number of quasar spectra in which we could have
detected C iv absorption with a rest-frame equivalent width of Wr or greater at redshift z at the 3σ significance level. Note the
dark vertical bands at z ∼ 3.5 and z ∼ 3.9 are due to the excluded atmospheric B and A bands, respectively.
the velocity limits obtained with Sysanal as described
above. These limits are critical in defining which pixels
are included in the equivalent width calculations.
A rating of (10, 10) ensured inclusion into the science
sample without further inspection, and a rating of (0, 0)
ensured exclusion without further inspection. Any other
ratings would require an independent assessment from
a secondary inspector. The corroboration of associated
transitions was taken as a strong indicator for a true C iv
absorber. If consensus could not be achieved as to the
reality of the absorber, then the third inspector would
arbitrate while all three individuals inspected and dis-
cussed the absorber. Through this process, we located
a total of 1625 C iv absorbers. For our final science
sample, we use 1318 absorbers with equivalent widths
above our 50% completeness level of Wr = 0.05 A˚ (see
Section 2.6).
In Table 2, we list the 1318 absorbers included in our
final science sample. The columns are (1) the quasar
name, (2) the absorption redshift, (3) the rest-frame
equivalent width of the C iv λ1548 transition, Wr, and
(4) the AOD column density, logN .
2.4. Sample Characteristics
In Figure 2(a), we show the distribution of quasar
emission redshifts, zem. In Figure 2(b), we present the
distribution of absorber redshifts, zabs, for our sam-
ple of C iv absorbers. As this survey is the first large
survey sensitive to “weak” absorbers, i.e., those with
Wr < 0.3 A˚, we indicate the distribution of redshifts for
those absorbers below and above Wr = 0.3 A˚. The weak
absorbers dominate our distribution. In Figure 2(c), we
present the distribution of C iv λ1548 rest-frame equiv-
alent widths, Wr, of the detected absorbers for all red-
shifts (1.0 ≤ z ≤ 4.75), z < 2.5, and z ≥ 2.5.
2.5. Redshift and Co-moving Path of the Survey
From the equivalent width detection limit mentioned
in Section 2.3, we calculate the detection threshold of
our survey. Namely, we construct the redshift path sen-
sitivity function, g(Wr, z) (e.g., Lanzetta et al. 1987),
which is the number of quasars in which an absorber
with rest-frame equivalent width Wr or greater could be
detected at redshift z in our survey,
g(Wr, z) =
∑
q
H(z−z−q )H(z+q −z)H(Wr−3σq(z)) , (1)
where H(x) is the Heaviside step function, z−q , and z
+
q
are the minimum and maximum redshifts of the qth
quasar spectrum, respectively, and σq(z) is the uncer-
tainty in rest-frame equivalent width at redshift z in the
qth quasar spectrum. The sum extends over all quasars
in the sample. We generate the g(Wr, z) function for
Wr,lim ≥ 0.005 A˚ over the range z= 1 to 5. The “heat
map” shown in Figure 3 represents the number of quasar
spectra in which a C iv λλ1548, 1550 feature with a given
equivalent width or greater could be detected at the
3σ level at redshift z. The dark vertical bands around
z ∼ 3.5 and z ∼ 3.9 represent excluded telluric bands at
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6868–6932 A˚ and 7594–7700 A˚, respectively. For a fixed
Wr, the integral of g(Wr, z) over a given redshift range
∆Z(Wr) =
∫ z2
z1
g(Wr, z) dz , (2)
yields the redshift path over which absorbers with equiv-
alent width Wr or greater could be detected in our sur-
vey at a 3σ significance level between z1 and z2. Simi-
larly, the “absorption distance”, which we will call the
co-moving path, is defined as
∆X(Wr) =
∫ z2
z1
g(Wr, z)
dX
dz
dz (3)
where
dX
dz
=
(1 + z)2√
ΩM(1 + z)3 + ΩΛ
(4)
accounts for both the radial and transverse components
of the Hubble expansion. In the modern era of precision
cosmology, the cosmological parameters ΩM and ΩΛ are
known to a few percent accuracy (e.g., Komatsu et al.
2009), so that the function dX/dz is tightly constrained.
As such, all analysis in this work will be conducted in
terms of the co-moving path, as this allows any cosmic
evolution in the absorber population to be directly mea-
sured (see Section 3.2 for details).
2.6. Survey Completeness and Science Sample
The survey detection sensitivity function is defined as
the co-moving path over which an absorber with equiva-
lent width Wr or greater could be detected in our survey
normalized to the total co-moving path of the survey. In
a given redshift range z1 to z2, this function is
C(Wr)
∣∣∣∣z2
z1
=
∆X(Wr)
∆Xmax
, (5)
where ∆X(Wr) is computed from Eq. 3, and ∆Xmax,
the total co-moving path of our survey, is computed from
Eq. 3 with g(Wr, z) calculated such that the Heaviside
function H(Wr−3σq(z)) in Eq. 1 is fixed at unity.
In Figure 4, we show selected survey detection sensi-
tivity functions as a function of Wr. To a high approx-
imation, this function is the 3σ detection completeness
fraction for our survey. We divide our sample into the
two redshift ranges, 1.0 ≤ z < 2.5 and 2.5 ≤ z ≤ 4.75,
because they have equal co-moving path coverage. Over
our total redshift range, 1.0 ≤ z ≤ 4.75, the survey is
∼ 50% complete to Wr = 0.05 A˚. The 1.0 ≤ z < 2.5 red-
shift interval reaches ∼ 50% completeness at Wr = 0.04
A˚, while the 2.5 ≤ z ≤ 4.75 interval is ∼ 50% complete
at Wr = 0.06 A˚. The survey is effectively 100% complete
over all redshifts at Wr = 0.3 A˚.
All subsequent analysis is restricted to C iv absorbers
with Wr ≥ 0.05 A˚, which is the 50% completeness limit
of the full redshift range of the sruvey. Applying this se-
lection criterion, of the total 1625 C iv absorbers we lo-
cated, we include 1318 C iv absorbers with Wr ≥ 0.05 A˚
in our final science sample.
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Figure 4. The 3σ detection threshold completeness, C(Wr),
as a function of rest-frame equivalent width. The black curve
is C(Wr) for the full redshift coverage of the survey. The dot-
dashed blue curve shows C(Wr) for redshifts 1.0 ≤ z < 2.5,
while the dashed red curve shows C(Wr) for 2.5 ≤ z ≤ 4.75.
The blue, red, and black vertical dotted lines represent the
50% completeness limits for 1.0 ≤ z < 2.5, 2.5 ≤ z ≤ 4.75,
and 1.0 ≤ z ≤ 4.75, respectively.
3. RESULTS
3.1. Equivalent Width Distribution
We first characterized n(Wr), the underlying (or true)
equivalent width distribution (hereafter, EWD) of C iv
absorbers. This is defined as the number of absorbers
per unit equivalent width per unit co-moving path,
n(Wr) =
d2N
dWrdX
, (6)
such that ∫ ∞
Wmin
n(Wr) dWr =
dN
dX
, (7)
where dN/dX is the co-moving path density of absorbers
with Wr ≥ Wmin (see Section 3.2). We are especially
interested in the distribution when we account for the
weak absorbers, i.e., those with Wr < 0.3 A˚, as these
have not been studied in previous investigations. We
examined the C iv absorbers in equivalent width bins
defined such that an equal number of absorbers is con-
tained in each bin. The value of n(Wr) in a bin centered
on Wr between Wl and Wh is
n(Wl≤Wr<Wh) = N(Wr)
∆Wr ∆X(Wr)
, (8)
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Figure 5. (a) The C iv λ1548 equivalent width distribution, n(Wr), for the full redshift range of our survey, 1.0 ≤ z ≤ 4.75.
The blue points show our observed n(Wr) in Wr bins, the dashed blue curve shows the Schechter function fit to these binned
data, and the shading represents the ±1σ confidence interval for our fit. (b) Comparison of our n(Wr) with that of C13 for
C13’s redshift range: 1.46 ≤ z ≤ 4.55. Red represents our data and fit; black points and error bars represent C13’s n(Wr) and
associated errors in each Wr bin, while the black curves show C13’s exponential fit to their data. (c) n(Wr) for two different
redshift ranges, 1.0 ≤ z < 2.5 (blue) and 2.5 ≤ z ≤ 4.75 (red), with the best-fit Schechter functions shown by dashed curves and
the ±1σ uncertainties shown by dotted curves. All of our fit parameters are presented in Table 3.
where N(Wr) is the number of absorbers in the bin,
∆Wr = Wh−Wl is the bin width, and the quantity
∆X(Wr) = [∆X(Wl)+∆X(Wh)]/2 is the averaged total
co-moving path length available for the bin as computed
using Eq. 3.
We present the observed EWD, for different ranges,
in Figures 5(a)–(c). The fitted data points are (Wr,
n(Wr)), where Wr is the mean equivalent width of ab-
sorbers in the bin and n(Wr) is given by Eq. 8. The
uncertainties in Wr are the standard deviations of the
equivalent widths of the absorbers in the bin. We adopt
the standard deviations as a true reflection of the dis-
tribution of values inside the bin, rather than the bin
width ∆Wr, which would over-estimate the distribution
of points in the bin. The uncertainties in n(Wr) are ob-
tained assuming Poisson fluctuations; there are roughly
100 absorbers per binned data point.
To explore any difference in the EWD with redshift,
we fit the EWD for 1.0 ≤ z ≤ 4.75 (the full survey range;
Figure 5(a)), and for 1.0 ≤ z < 2.5 and 2.5 ≤ z ≤ 4.75
(Figure 5(c)), which each have equal total co-moving
path lengths, ∆X, for Wr ≥ 0.05 A˚. We also fit the
EWD over 1.46 ≤ z ≤ 4.55 in order to directly compare
our EWD with that of C13 over their redshift range
(Figure 5(b)).
The shape of our observed EWD indicates a slow
power-law decline with Wr at the weak end and a rapid
exponential decline at the strong end of the frequency
distribution. This is not unexpected, as sensitive high-
resolution surveys that probe down to the linear part
of the curve of growth found power-law distributions for
the column density (e.g., Songaila 2001, 2005; D’Odorico
et al. 2010; Boksenberg & Sargent 2015), whereas larger
surveys sensitive to Wr ≥ 0.3 A˚ reported an exponential
distribution for equivalent widths (e.g., Sargent et al.
1988; Cooksey et al. 2010, C13). Thus, following the
parameterization of Kacprzak & Churchill (2011) of the
distribution of strong and weak Mg ii absorbers, we fit
the observed C iv EWD by a Schechter (1976) function
n(Wr) dWr = n?
(
Wr
W?
)α
exp
(
−Wr
W?
)
dWr , (9)
where α is the weak-end power-law slope, W? is the
characteristic equivalent width where the function tran-
sitions from a power-law to an exponential function, and
n? is the normalization.
We obtained best-fit values for n?, W?, and α, using
the least-squares orthogonal distance regression (ODR)
method in the SciPy package,3 which accounts for un-
certainties in both the dependent and independent vari-
ables. We use the ODR method for all subsequent func-
tional fits in this paper.
Before adopting our final best-fit parameters, we per-
form a series of experiments to explore sensitivity to
the number of bins used in the least-squares fit. We
fit the data using 10, 11, 12, 13, and 14 bins, while al-
ways enforcing an equal number of absorbers in each
bin. We also explored the use of 1σ and 3σ uncertain-
ties in the binned Wr, n(Wr) ordered pairs. The fitted
parameters n?, W?, and α are found to be highly robust
against changes in the number of bins and the use of
1σ or 3σ uncertainties, meaning that variations in the
values of the best-fit parameters are within the ±1σ un-
certainties for all experiments. The 12 bin fit yielded the
3 https://docs.scipy.org/doc/scipy/reference/odr.html
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smallest fitted-parameter uncertainties, whereas the 10
and 11 bin fits yielded the largest. The adopted best-fit
Schechter function parameters were obtained by com-
puting the 1σ variance-weighted means of the 10, 11,
12, 13, and 14 bin experiments. These best-fit param-
eters are listed in Table 3. Note that n? is the most
uncertain fitted parameter, while W? and α are better
constrained.
Table 3. EWD Fit Parameters (see Figure 5)
z1 z2 α W? (A˚) n? (A˚
−1)
1.00 4.75 −0.91± 0.04 0.52± 0.04 2.05± 0.30
1.46a 4.55a −0.91± 0.03 0.50± 0.04 2.13± 0.28
1.00 2.50 −0.82± 0.06 0.48± 0.06 2.79± 0.58
2.50 4.75 −0.98± 0.07 0.42± 0.05 2.14± 0.48
aThe redshift range of C13, for comparison.
In Figure 5(a), we present the best-fit Schechter
function for the full redshift range of our sample,
1.0 ≤ z ≤ 4.75. The shaded region represents the ±1σ
confidence interval given the uncertainties in the three
fitted parameters. In Figure 5(b), we compare our EWD
to that of C13 over the redshift range of their sample,
1.46 ≤ z ≤ 4.55. The C13 distribution is fit well by an
exponential function, but their sample is only ∼ 20%
complete at Wr = 0.3 A˚. Our sample is 50% complete
at Wr = 0.05 A˚ and is well-fit to a Schechter function.
Note that the power-law portion of the Schechter func-
tion is clearly established for Wr ≤ 0.3 A˚. For both
1.0 ≤ z ≤ 4.75 and 1.46 ≤ z ≤ 4.55, we obtain virtually
identical Schechter parameters: α ' −0.9, W? ' 0.5 A˚,
and n? ' 2.1.
In Figure 5(c), we present the EWDs for two redshift
ranges, 1 ≤ z < 2.5 and 2.5 ≤ z ≤ 4.75, chosen such
that both redshift ranges have equal survey co-moving
path lengths. Our data indicate a steeper weak-end
power-law slope at higher redshift, α ' −1, than at
lower redshift, α ' −0.8. At higher redshift, we also
find that the normalization, n?, decreases by ∼ 20%,
and the characteristic transition from a power-law to
exponential distribution, W?, falls by ∼ 10%. Taken
together, these best fit parameters indicate redshift evo-
lution in the relative frequencies of weaker and stronger
absorbers; at higher redshifts, the frequency of weaker
absorbers relative to stronger absorbers is higher than
at lower redshifts.
3.2. Co-moving Path Density, dN/dX
For a given population of absorbers, the observed co-
moving path density is proportional to the product of
the absorber cosmic number density, n(z), and the ab-
sorbing structure physical cross-section, σ(z),
dN(z)
dX
≡ NX(z) = c
H0
n(z)σ(z) , (10)
where we hereafter adopt NX(z) to designate the mea-
sured value of co-moving path density. Examination of
dN(z)/dX provides direct insights into the redshift evo-
lution of the product n(z)σ(z); a non-evolving popula-
tion of absorbers will have a constant co-moving path
density as a function of redshift.
Historically, it was the redshift path density, dN/dz,
that has been employed to measure the cosmic evolution
of a population of absorber, where dN/dz is defined as
the observed number of absorbers with equivalent width
Wr or greater per unit of redshift (e.g. Sargent et al.
1988; Steidel 1990; Misawa et al. 2002; Pe´roux et al.
2004). The co-moving path density is related to dN/dz
through the relation
dN(z)
dz
=
dN(z)
dX
dX
dz
, (11)
where the function dX/dz is defined in Eq. 4. Unlike
dN/dX, dN/dz is not a constant for a non-evolving pop-
ulation of absorbers. Thus, we use dN/dX to character-
ize the evolution of C iv absorbers rather than dN/dz.
We examined the co-moving path density as a func-
tion of both redshift and equivalent width. In a given
redshift range spanning z1 to z2, the co-moving path
density and its variance are obtained by summing over
all Nabs absorbers in the redshift range whose rest-frame
equivalent widths are greater than or equal to Wr,lim.
Thus, we measure NX as
NX(Wi≥Wr,lim)
∣∣∣∣z2
z1
=
Nabs∑
i=1
1
∆X(Wi)
,
σ2NX(Wi≥Wr,lim)
∣∣∣∣z2
z1
=
Nabs∑
i=1
[
1
∆X(Wi)
]2
.
(12)
where ∆X(Wi), as computed using Eq. 3, is the total
co-moving path over which absorber i with rest-frame
equivalent width Wi could be detected at the 3σ signif-
icance level accounting for all quasars in the survey.
In applying Eq. 12, we resolve redshift into bins
(z1, z2] such that an equal number of absorbers reside
in each bin for the minimum equivalent width thresh-
old Wr,lim = 0.05 A˚. We use 10 redshift bins, each of
which has ∼130 absorbers. These redshift bins are also
adopted for the Wr,lim = 0.3 A˚ and Wr,lim = 0.6 A˚ pop-
ulations. In Figure 6, we present the observed NX(z)
over the redshift range 1.0 ≤ z ≤ 4.75 for three min-
imum equivalent width thresholds, Wr,lim = 0.05 A˚,
0.3 A˚, and 0.6 A˚. We list our observed NX(z) values
in Table 4. For comparison, we also present NX(z) val-
ues from C13 for Wr,lim = 0.6 A˚ for the redshift range
1.46 ≤ z ≤ 4.55; our values are consistent with those of
C13, who were ∼50% complete at Wr ' 0.6 A˚.
Examination of Figure 6 clearly shows two types of
evolution. First, for all three equivalent width thresh-
olds, the co-moving path density decreases with increas-
ing redshift. Second, this evolution is more pronounced
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Figure 6. The measured C iv absorber co-moving path
density NX(z) = dN/dX as a function of redshift for the
rest-frame equivalent width thresholds of 0.05 A˚ (light blue
circles), 0.3 A˚ (purple squares), and 0.6 A˚ (red triangles),
and associated errors. For comparison, we show NX(z) for
Wr ≥ 0.6 A˚ from C13 (black diamond points). Our measured
values are presented in Table 4.
Table 4. Measured Co-moving Path Density (see Figure 6)
〈z〉 ∆za NX(z) NX(z) NX(z)
(Wr ≥ 0.05 A˚) (Wr ≥ 0.3 A˚) (Wr ≥ 0.6 A˚)
1.338 0.595 2.02± 0.19 0.84± 0.10 0.57± 0.08
1.738 0.206 2.29± 0.21 0.81± 0.11 0.40± 0.07
1.942 0.202 2.16± 0.20 0.75± 0.10 0.36± 0.07
2.131 0.176 2.16± 0.19 0.69± 0.10 0.35± 0.07
2.298 0.157 2.10± 0.18 0.64± 0.10 0.35± 0.07
2.456 0.159 2.09± 0.18 0.61± 0.09 0.20± 0.05
2.640 0.209 1.78± 0.16 0.58± 0.09 0.25± 0.06
2.837 0.185 2.06± 0.18 0.55± 0.09 0.22± 0.06
3.100 0.341 1.57± 0.14 0.46± 0.07 0.13± 0.04
3.990 1.440 1.24± 0.11 0.25± 0.04 0.07± 0.02
aThe redshift bins, ∆z=z2−z1 with 〈z〉=(z1+z2)/2, are
defined such that the Wr,lim=0.05 A˚ sample has equal
numbers of absorbers in each bin.
as the equivalent width threshold is increased. The
ratio of NX(z) of the Wr,lim = 0.05 A˚ sample to the
Wr,lim = 0.6 A˚ sample changes from ∼ 3.5 at 〈z〉 = 1.3
to ∼18 at 〈z〉 = 4.
From Eq. 10, we infer that the product of cosmic
number density and absorber cross-section, n(z)σ(z), in-
creases for all of the populations of absorbers we study
at 1.0 ≤ z ≤ 4.75, with the increase being more rapid for
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Wr,lim, A˚
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
〈N
X
〉
1 ≤ z ≤ 4.75
Figure 7. The observed cosmic mean co-moving path den-
sity of C iv absorbers, 〈NX〉 = (c/H0)〈nσ〉, over the redshift
range 1.0 ≤ z ≤ 4.75 as a function Wr,lim.
absorbers with larger Wr. For the absorbers defined by
Wr ≥ 0.05 A˚, a shallow rise in NX(z) of a factor of '1.8
is observed. The co-moving path density for Wr ≥ 0.3 A˚
absorbers rises by a factor of '3.3 over this period. For
absorbers with Wr ≥ 0.6 A˚, the co-moving path density
increases by a factor of ' 8.1 over this period, which
is ' 2.5 times the rise for Wr ≥ 0.3 A˚ absorbers and
' 4.5 times the rise for Wr ≥ 0.05 A˚ absorbers. These
results reinforce our finding that the EWD is evolving
such that at higher redshifts there are relatively more
weak absorbers to strong absorbers than there are at
lower redshifts (also see Figure 5).
To further characterize the incidence of C iv absorbers,
we define the measured cosmic mean co-moving path
density
〈NX〉 = c
H0
〈nσ〉 , (13)
as the arithmetic mean of the measured NX(z) of an
absorber population, weighted by the variance within
each redshift bin, in the redshift range 1.0 ≤ z ≤ 4.75.
In Figure 7, we show 〈NX〉 over the redshift range
1.0 ≤ z ≤ 4.75 as a function Wr,lim. Over this redshift
range, we see that the cosmic mean co-moving path den-
sity decreases as Wr,lim increases; the mean incidence of
the weakest absorbers with Wr ≥ 0.05 A˚ is almost an
order of magnitude higher than the strongest absorbers
we studied, with Wr ≥ 0.7 A˚.
3.3. Quantifying Evolution
We aim to further quantify the evolutionary charac-
teristics in NX(z), and therefore the product n(z)σ(z),
by examining redshift evolution as a function of mini-
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Figure 8. The observed ratio f(z) = NX(z)/〈NX〉 is plotted as a function of redshift for subsamples having differing minimum
rest-frame equivalent widths. The dashed lines through the data are the least-squares fits to Eq. 15, with the dotted lines
representing the ±1σ confidence intervals. The individual panels are for absorber populations defined by (a) Wr,lim = 0.05 A˚,
(b) Wr,lim = 0.1 A˚, (c) Wr,lim = 0.2 A˚, (d) Wr,lim = 0.3 A˚, (e) Wr,lim = 0.4 A˚, (f) Wr,lim = 0.5 A˚, (g) Wr,lim = 0.6 A˚, (h)
Wr,lim = 0.7 A˚.
mum equivalent width threshold, Wr,lim. We examine
the ratio
NX(z)
〈NX〉 =
n(z)σ(z)
〈nσ〉 = f(z) , (14)
which we can parameterize with an arbitrary function
of redshift, f(z). We considered five equal redshift bins
of ∆z = 0.75 in the range 1.0 ≤ z ≤ 4.75, for absorber
populations with Wr,lim = 0.05 A˚ and with Wr,lim =
0.1 A˚ to 0.7 A˚, in steps of 0.1 A˚.
Based on the evolution exhibited in Figure 6, we
adopted a simple first-order polynomial for f(z),
f(z) = f0 −Az , (15)
where f0 = f(z = 0) and A = −df(z)/dz is the slope,
which gives the negative of the rate of change.
If we are to equate a physical meaning to the model
parameters, we would interpret A as an “evolution
constant” describing the evolution rate of the ratio
n(z)σ(z)/〈nσ〉 over the redshift range 1.0 ≤ z ≤ 4.75.
For the zero intercept, f0, we would interpret this
as the ratio of the present-epoch (z = 0) product
n0σ0 = n(0)σ(0), to the measured cosmic mean, 〈nσ〉.
Our model also yields a derived quantity, which is the
redshift above which the incidence of absorbers in our
survey vanishes, i.e., f(z0) = 0, which corresponds to
z0 = f0/A. We would interpret z0 as an “onset redshift”,
meaning the redshift at which the absorber population
would first appear in the universe. Both f0 and z0 are
based on linear extrapolation of the model, which is fit
only in the redshift range 1.0 ≤ z ≤ 4.75.
We computed f(z) = NX/〈NX〉 in each redshift bin,
for each Wr,lim threshold. The results are presented in
Figures 8(a)–(h). We performed a least-squares fit us-
ing ODR to Eq. 15 for each Wr,lim sample and obtained
the best-fit parameters f0 and A and their uncertain-
ties. The fitted functions are superimposed on the data
in Figures 8(a)–(h). The fitted parameters and the onset
redshift, z0, are listed in Table 5. The positive evolution
constant indicates that the product n(z)σ(z) is increas-
ing with cosmic time (decreasing with redshift).
Figures 8(a)–(h) show that the data are well-described
by a linear evolution with redshift for all populations of
absorbers, with the rate of evolution being more rapid
for larger Wr,lim. The positive evolution constant for all
Wr,lim indicates that the product n(z)σ(z) is increasing
with cosmic time for all populations of C iv absorbers.
In Figure 9(a), we plot the evolution constant as a
function of Wr,lim. With the progression of cosmic time,
the ratio A = n(z)σ(z)/〈nσ〉 increases by a factor of
∼25% per unit redshift for Wr,lim = 0.1 A˚, whereas this
quantity increases by a factor of ∼100% per unit redshift
for Wr,lim = 0.7 A˚. Thus, the product n(z)σ(z) of the
larger Wr absorbers rises much faster than that of the
smaller Wr absorbers.
In Figure 9(b), we plot f0 = n0σ0/〈nσ〉 as a function
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Figure 9. (a) The best-fit parameter A = −df(z)/dz, which we call the evolution constant. This is the rate of evolution of the
product n(z)σ(z) per unit redshift for C iv absorbers having Wr ≥ Wr,lim. A increases linearly with Wr,lim. (b) The best-fit
parameter f0 = NX(z = 0)/〈NX〉, which is the ratio of the product of the present-epoch n0σ0 to the measured cosmic mean
value 〈nσ〉 for a given Wr,lim. Under the assumption that evolution remains linear from z = 1 to z = 0, this ratio is predicted
to increase in direct proportion to Wr,lim. (c) The best-fit parameter z0 = f0/A, which is the onset redshift for C iv absorbers
having Wr ≥Wr,lim. The onset redshift decreases monotonically with increasing Wr,lim, following z0 ∝Wr,lim−0.22.
Table 5. Best-Fit Evolution Model Parameters
Wr,lim 〈NX〉 A f0 z0
(A˚)
0.05 1.85± 0.05 0.22± 0.04 1.56± 0.12 7.16± 1.39
0.1 1.29± 0.04 0.28± 0.03 1.74± 0.10 6.21± 0.84
0.2 0.77± 0.03 0.41± 0.03 2.14± 0.08 5.28± 0.41
0.3 0.50± 0.02 0.48± 0.04 2.39± 0.12 4.96± 0.49
0.4 0.34± 0.02 0.59± 0.04 2.75± 0.11 4.69± 0.34
0.5 0.30± 0.02 0.68± 0.08 2.87± 0.22 4.23± 0.59
0.6 0.23± 0.02 0.88± 0.14 3.47± 0.38 3.95± 0.78
0.7 0.17± 0.01 1.04± 0.13 3.99± 0.36 3.84± 0.61
of Wr,lim. As the minimum redshift of our survey is
z=1.0, the value of f0 has physical meaning only under
the assumption that f(z) can be linearly extrapolated to
z=0. Assuming linear evolution continues to z=0 (over
the last ' 7.7 Gyr of cosmic time), our model would
suggest n0σ0/〈nσ〉 is a factor of∼1.6 forWr,lim = 0.05 A˚
and increases to ∼4.0 for Wr,lim = 0.6 A˚. We investigate
how well the extrapolations for the Wr,lim = 0.05 A˚ and
Wr,lim = 0.6 A˚ populations hold up against the observed
z < 1 data from the literature in Section 4.3.
In Figure 9(c), we plot the onset redshift, z0 = f0/A,
as a function of Wr,lim. For example, our simple model
would suggest that C iv absorbers with Wr,lim = 0.6 A˚
should have a cosmic onset in the approximate redshift
range 3.2 ≤ z ≤ 4.7. Accounting for uncertainties in
the extrapolation to obtain z0, the onset redshifts for
Wr,lim ≤ 0.4 A˚ populations are above z = 4.75, which
are greater than the maximum redshift of our survey.
Thus, for the Wr,lim < 0.4 A˚ absorber populations, z0
is a valid quantity only under the condition that linear
evolution of the absorber populations continues beyond
the redshift range of our model fits.
As Wr,lim of the population is lowered, extrapola-
tion yields onset redshifts that increase such that ab-
sorbers with Wr,lim = 0.3 A˚ would not be present above
z ∼ 5.5 and absorbers withWr,lim = 0.05 A˚ would not be
present above z ∼ 8.6. The uncertainties in these pre-
dicted onset redshifts increase with decreasing Wr,lim.
However, given our simple linear model, allowing for cos-
mic variance, and considering that we have no a priori
expectation for linear evolution to hold for z > 4.75, we
reserve further judgement as to any predictive features
of the linear model. In Section 4.3, we contrast expecta-
tions of the model at higher redshifts with the available
data in the literature, and in Section 4.6, compare both
the model and the data to cosmological simulations.
Table 6. Model Parameters Fits
Parameterization a b
〈NX〉 = aW−b 0.17± 0.02 0.83± 0.05
z0 = aW
−b 3.71± 0.09 0.23± 0.02
A = aW + b 1.08± 0.06 0.17± 0.02
f0 = aW + b 3.32± 0.17 1.42± 0.05
Note—W represents Wr,lim. Fits are
applicable for Wr,lim= 0.05 A˚ to 0.7 A˚ over
the redshift range 1.0 ≤ z ≤ 4.75.
As a guide to the behavior of our fitting parameters
as a function of Wr,lim, we performed least squares fits
to 〈NX〉 (see Figure 7), A, f0, and z0 (see Figure 9).
The cconvenient functional forms of these parameters
are presented in Table 6. Both 〈NX〉 and z0 are well
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fit by a declining power law, whereas A and f0 increase
linearly with Wr,lim.
4. DISCUSSION
This survey has provided a first opportunity to ex-
amine the properties of a sizable sample of “weak”
(Wr ≤ 0.3 A˚) C iv absorbers over the redshift range
1.0 ≤ z ≤ 4.75, which corresponds to a cosmic time from
when the universe was ∼1.5 Gyr old (z = 4.75) to when
it was ∼6 Gyr old (z = 1.0). Thus, we explore the evo-
lutionary behavior of C iv absorption-selected gas struc-
tures for a ∼ 4.5 Gyr period corresponding to ∼ 10%
to ∼ 45% of the present age of the universe. With this
work, we (1) extended previous measurements of the
EWD and dN/dX by an order of magnitude, down to
Wr,lim =0.05 A˚, and (2) characterized redshift evolution
in dN/dX as a function of equivalent width threshold
over three orders of magnitude in Wr.
4.1. C iv Evolution Across 1.0 ≤ z ≤ 4.75
In a pioneering survey, Sargent et al. (1988) found
that the redshift path density, dN/dz, of strong (Wr ≥
0.3 A˚) absorbers increased by a factor of roughly three
from z ∼ 3.4 to z ∼ 1.3. Extending their sample, Stei-
del (1990) reported this increase to be a factor of
roughly four at 1.3 ≤ z ≤ 4. The trend of increasing
redshift path density with cosmic time for strong ab-
sorbers was later confirmed by Misawa et al. (2002)
(2.3 ≤ z ≤ 4.5) and Pe´roux et al. (2004) (1.5 ≤ z ≤ 4.5).
For Wr ≥ 0.3 A˚, C13 found a factor of ' 2.5 increase
in dN/dX from z = 4.55 to z = 2 followed by a
plateau at z ≤ 2 (they had only ∼ 20% completeness
at Wr = 0.3 A˚). Similar to these previous works, we
found Wr ≥ 0.3 A˚ absorbers increase monotonically by
a factor of roughly three over this same cosmic period,
with no sign of a plateau for z ≤ 2 (we are ∼ 100%
complete at Wr = 0.3 A˚).
As reproduced in Figure 6, C13 found that dN/dX of
Wr ≥ 0.6 A˚ absorbers increases by a factor of roughly
2.5 from z= 4.55 to z= 2 and then are consistent with
no evolution or a shallow decline from z∼ 2 to z∼ 1.5.
Our measured dN/dX for Wr,lim = 0.6 A˚ is consistent
with that of C13 in the range 1.6 ≤ z ≤ 3.3, but is
roughly ∼ 2.1 times lower for 3.4 ≤ z ≤ 4.5. For this
population of absorbers, we found that dN/dX increases
monotonically and smoothly by a factor of roughly eight
from z = 4.75 to z = 1.
The new insights into C iv evolution from this work
are that C iv absorbers are evolving linearly with red-
shift over the ∼4.5 Gyr time period from z = 4.75 to
z = 1, such that the rate of evolution is dependent on
the strength of absorption. The higher the Wr,lim of the
absorber population, the steeper the linear increase in
dN/dX with decreasing redshift. This quantifiable “dif-
ferential cosmic evolution” with equivalent width thresh-
old is informing us how the product n(z)σ(z) is evolving
as a function of the absorbing gas optical depth and ve-
locity profile. We discuss physical interpretations of the
observed evolution in Section 4.5.
4.2. Modeling C iv Evolution
The inverse-power law (asymptotic) decline in 〈NX〉
with increasing Wr,lim suggests that the cosmic mean
〈nσ〉 across 1.0 ≤ z ≤ 4.75 is smaller for populations of
absorbers with progressively higher equivalent widths.
In part, this behavior is reflecting the general behav-
ior of the EWD across all redshifts, that smaller Wr
absorbers are more common than larger Wr absorbers.
For a given Wr,lim, the linear decline in NX(z)/〈NX〉 with
redshift is either due to evolution in the number den-
sity, n(z), the statistical absorber cross-section, σ(z),
or some combination of both. The next level of detail
in understanding C iv absorber evolution will consist of
better understanding the evolution in n(z)σ(z) for each
absorber population. The linear model we have formu-
lated can, in principle, be applied to constrain the nature
of this evolution.
Consider the evolution of the Wr,lim =0.6 A˚ popula-
tion. From Table 5, which gives A' 0.9, we infer that
the dimensionless ratio n(z)σ(z)/〈nσ〉 decreases by 90%
for each unit of redshift. Since 〈nσ〉 = (H0/c)〈NX〉,
the evolution can be expressed in physical units. For
Wr,lim = 0.6 A˚, we measured 〈NX〉 = 0.23, which
yields 〈nσ〉 ' 0.055 kpc−1. Multiplying by the evo-
lution constant, we obtain the physical evolution rate,
A = 〈nσ〉A = (0.055) · (0.9) = 0.05 kpc−1 per unit red-
shift.
The physical evolution rate has the potential to pro-
vide powerful constraints on the absorber evolution.
Adopting the definition A = 〈nσ〉A = −d[n(z)σ(z)]/dz,
we have
A = −n(z)dσ(z)
dz
−σ(z)dn(z)
dz
. (16)
Quantifying each term in this equation, n(z), dn(z)/dz,
σ(z), and dσ(z)/dz, as a function of Wr,lim, would com-
pletely specify the statistical evolution of C iv absorbers.
This would require extensive modeling, which would
draw on a broader set of observational constraints to
inform the model. State-of-the-art theoretical simula-
tions hold the key to addressing the physics underlying
the evolution in n(z) and σ(z) and how they manifest
the observed evolution of C iv absorbing structures.
4.3. C iv Evolution Across ∼12 Gyr
In order to construct a broader picture of C iv evolu-
tion from the first ∼ 1 Gyr after the big bang (z ∼ 6) to
the present day (z = 0) and compare to the simple lin-
ear extrapolations of our evolution model, we searched
the literature for observations of dN/dX in the redshifts
z < 1 and z > 4.75.
There are caveats associated with comparing co-
moving path densities from the literature. The lower
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the spectral resolution of a survey, the less sensitiv-
ity it has to lower Wr absorbers and the more rapidly
the survey incompleteness grows as Wr,lim is decreased.
High-resolution surveys, on the other hand, can be sen-
sitive to much smaller Wr. However, low-resolution sur-
veys often comprise vastly greater numbers of quasar
spectra (and therefore total redshift path coverage)
than high-resolution surveys. This results in generally
smaller uncertainties in the dN/dX measurements of
low-resolution surveys and large enough redshift path
length coverage to accurately sample the larger Wr ab-
sorbers, which are rarer due to the exponential drop in
the EWD. Because of the typically shorter total redshift
path coverage of high-resolution surveys, they can suf-
fer from Poisson noise in the counts of the highest Wr
absorbers.
Additional subtleties include the definition of the
search space. C13 restrict their absorbers to those
blueshifted by ∆vQSO > 5000 km s
−1 from the quasar
emission redshift in order to exclude absorbers intrin-
sic to the quasar environment, while we used a slightly
less stringent cut-off of ∆vQSO > 3000 km s
−1. Fortu-
nately, C13 determined that changing from ∆vQSO >
3000 km s−1 to ∆vQSO>5000 km s−1 affects their mea-
sured dN/dX by no more than 2%, which is much
smaller than our uncertainties.
Furthermore, in higher resolution spectra, the defini-
tion of what constitutes a single C iv absorber can vary
from study to study. For instance, D’Odorico et al.
(2013) defined absorbers within a ∆v = ±50 km s−1
velocity window, whereas we used ∆v = ±500 km s−1.
Moreover, some studies use equivalent width as a fun-
damental measurement to define an absorber population
(e.g., Sargent et al. 1988; Steidel 1990), whereas others
use column density (e.g., D’Odorico et al. 2013; Burchett
et al. 2015; Codoreanu et al. 2018). Finally, how one
determines their survey completeness in order to apply
redshift path corrections as a function of Wr,lim or col-
umn density threshold is central to measuring dN/dX.
From our literature search, we found measurements
of dN/dX that extend to both z < 1 and z > 4.75
for only the Wr ≥ 0.05 A˚ and Wr ≥ 0.6 A˚ populations.
For z < 1, we found Wr ≥ 0.05 A˚ measurements from
Cooksey et al. (2010) and Burchett et al. (2015) and
Wr ≥ 0.6 A˚ measurements from Cooksey et al. (2010).
For z > 4.75, we obtained Wr ≥ 0.05 A˚ measurements
from Codoreanu et al. (2018)4 and Wr ≥ 0.6 A˚ mea-
surements from Simcoe et al. (2011). These data thus
provide a comparison over the full redshift range z ∼ 0
to z∼ 6 and enable us to assess the validity of our lin-
ear evolution model in the first 0.9 − 1.5 Gyr and last
∼ 7.7 Gyr of cosmic time for these two C iv absorber
populations.
4 Codoreanu et al. (2018) note that their own measured values of
dN/dX and dN/dz roughly agree with the value they estimated
from the z & 5 high-resolution sample published by D’Odorico
et al. (2013), who did not compute dN/dX nor dN/dz.
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Figure 10. Comparison of our measured dN/dX (black
points) over the range 1.0 ≤ z ≤ 4.75) with measurements
at z ≤ 1 (Cooksey et al. 2010; Burchett et al. 2015, C10 and
B15, respectively) and z ≥ 5 (Simcoe et al. 2011; Codoreanu
et al. 2018, S11 and C18, respectively). Circles represent
Wr ≥ 0.05 A˚ and squares represent Wr ≥ 0.6 A˚ absorbers,
respectively. Our linear best-fit models (Eq. 15) are over-
plotted as a solid blue curve for Wr ≥ 0.05 A˚ absorbers and
as a solid red curve for Wr ≥ 0.6 A˚ absorbers. Light shad-
ings represent the ±1σ confidence intervals of the fits. Model
extrapolations are shown as dashed curves.
For the weak population, the Wr,lim thresholds for
the quoted dN/dX values from Burchett et al. (2015)
and Codoreanu et al. (2018) were not precisely equal
to 0.05 A˚. We first had to convert their column density
thresholds to equivalent width thresholds (there is no
uncertainty in the conversion due to thermal broaden-
ing because the absorption is on the linear part of the
curve of growth). We then applied small correction fac-
tors to scale their measured dN/dX to the threshold
Wr,lim = 0.05 A˚.
For the Burchett et al. (2015) data point at z ' 0,
the correction factor was taken as the ratio of the areas
under their fitted column density distribution (CDD),
which was was normalized to dN/dX in the same man-
ner as our EWD (see Eq. 7). The column density corre-
sponding to Wr,lim = 0.05 A˚ is logN = 13.2 and the cor-
rection factor is 1.21. However, Codoreanu et al. (2018)
normalized their CDD to the number of completeness-
corrected C iv absorbers instead of dN/dX. Therefore,
we used the ratio of the areas under our own mea-
sured EWD at 2.5 ≤ z ≤ 4.75 (for the best-fit param-
eters shown in Table 3) for both the Codoreanu et al.
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(2018) data points at z > 4.75. The converted Wr,lim
from Codoreanu et al. (2018) at z ' 4.8 was 0.015 A˚ and
the correction factor is 0.61; at z ' 5.8, the converted
Wr,lim was 0.06 A˚, and the correction factor is 1.1.
In Figure 10, we present the co-moving path den-
sity of C iv for Wr ≥ 0.05 A˚ (Wr,lim'0.05 A˚) and for
Wr ≥ 0.6 A˚ (Wr,lim ' 0.6 A˚) over the redshift range
0 ≤ z ≤ 6.4. Our data (1.0 ≤ z ≤ 4.75) are black points
and our model fits and regions of ±1σ uncertainty are
represented by curves and shaded regions, respectively.
Absorbers with Wr,lim ' 0.05 A˚ are represented by cir-
cles, while those with Wr,lim'0.6 A˚ are squares.
4.3.1. The Wr ≥ 0.05 A˚ Population
For the absorber population with Wr ≥ 0.05 A˚ at
z < 1, the findings of Cooksey et al. (2010) and Burchett
et al. (2015) indicate that dN/dX evolves with redshift
such that by z = 0, the value of dN/dX increases by
a factor of roughly 4.5 over our linear model extrapo-
lation. The quantity n(z)σ(z) increased by only ' 1.8
times in 4.5 Gyr (over 1.0 ≤ z ≤ 4.75), while in the last
∼ 7.7 Gyr (0 ≤ z ≤ 1), it increased by about a factor
of ' 4.5. Interestingly, this is not a dramatic change in
terms of cosmic time, as n(z)σ(z) increases at a rate of
∼ 0.4 kpc−1 Gyr−1 (from Eq. 10) at 1.0 ≤ z ≤ 4.75 and
∼ 0.6 kpc−1 Gyr−1 at z < 1.
At z > 4.75, dN/dX for Wr ≥ 0.05 A˚ measured by
Codoreanu et al. (2018) at 5.2 ≤ z ≤ 6.2 is consis-
tent within the uncertainties of our model extrapola-
tions. However, there is mild tension between our model
and their measured dN/dX for 4.3 ≤ z ≤ 5.2. As pre-
viously discussed, the correction factor we applied to
scale their measured dN/dX was 0.61. If the weak-end
slope of the true EWD at 5.2 ≤ z ≤ 6.2 is steeper
than at 2.5 ≤ z ≤ 4.75 (a trend that would be consis-
tent with the redshift evolution we have inferred for the
EWD), then the corrected dN/dX value would be in
better agreement with the model extrapolation and con-
sistent with a smooth evolution from z∼3 to z∼6. For
example, to obtained a corrected dN/dX '1.0 to match
our model extrapolation, we would require α to evolve
from the measured −0.98 at z ∼ 3.5 to −1.8 at z ' 5
(yielding a correction factor of 0.29).
Thus, we may infer that linear evolution could re-
main valid at z > 4.75 for Wr,lim ' 0.05 A˚ absorbers
if the EWD has a relatively higher frequency of weak
absorbers as compared to the average relative frequency
over 2.5 ≤ z ≤ 4.75 (i.e. with a weak-end slope that
is steeper by ≈ 80%). Conversely, the data of Codore-
anu et al. (2018) may be indicating that C iv-absorbing
structures are more common than predicted from a lin-
ear extrapolation to z > 4.75 and that linear evolution
of dN/dX with redshift does not continue to higher red-
shifts. Either way, additional data (or a reanalysis of the
current data to ensure a uniform analysis between stud-
ies) would be required to resolve the tension between
the extrapolated linear evolution and the measurement
at 4.3 ≤ z ≤ 5.2.
4.3.2. The Wr ≥ 0.6 A˚ Population
For the Wr ≥ 0.6 A˚ population at z < 1, the reported
dN/dX of Cooksey et al. (2010) is consistent with our
linear evolution model extrapolated to z = 0. This in-
dicates that linear evolution with redshift may be suffi-
cient in describing the incidence of strong systems from
z = 4.75 to z = 0, a cosmic period covering the last
'12.2 Gyr of the universe.
For z>4.75, the results are not as clear. The dN/dX
values from the survey of Simcoe et al. (2011), as com-
puted and presented by C13, suggest a dramatic rise in
strong C iv absorbers between 4.3 ≤ z ≤ 5.3 (i.e., for
cosmic age ∼1.0–1.6 Gyr) such that dN/dX is a factor
of ' 3 higher at z ∼ 4.3 than our measured dN/dX.
The measured value of dN/dX at 5.3 ≤ z ≤ 6.3 (i.e., for
cosmic age ∼ 0.8–1.0 Gyr), is in complete conflict with
the extrapolation of our linear evolution model, as the
onset redshift for the Wr,lim =0.6 A˚ absorber population
is roughly 3 ≤ z ≤ 5.2 (pink shaded area in Figure 10),
suggesting that we should not observe these higher red-
shift absorbers according to our linear model.
4.3.3. Beyond Linear Evolution?
In summary, there are two concrete conclusions that
can be drawn from the z < 1 data comprising Figure 10.
(1) Evolution of the Wr ≥ 0.05 A˚ absorber population
appears to undergo a transition at z ' 1 such that, the
quantity n(z)σ(z) increases by a factor of 4–5 from z = 1
to z = 0 relative to an extrapolation of the linear evo-
lution observed for 1.0 ≤ z ≤ 4.75. (2) For Wr ≥ 0.6 A˚,
linear evolution appears to hold for 0 ≤ z ≤ 4.75, such
that the quantity n(z)σ(z) increases by a factor of ∼10
over the last 12.2 Gyr.
Interestingly, linear evolution with redshift does not
translate to linear evolution with cosmic time. If the
evolution in n(z)σ(z) is examined per unit time, the
rate is actually a fairly constant ∼0.4–0.6 kpc−1 Gyr−1
for the Wr ≥ 0.05 A˚ absorber population over the range
0 ≤ z ≤ 4.75. The “turn up” in redshift for z < 1
is a consequence of a fairly steady evolution and the
compression of the time axis with decreasing redshift
(see Figure 10). For the Wr ≥ 0.6 A˚ population, the
evolution rate is ∼ 1.8 kpc−1 Gyr−1 for the 4.5 Gyr
spanning 1.0 ≤ z ≤ 4.75, and ∼ 0.14 kpc−1 Gyr−1 for
the 7.7 Gyr spanning 0 ≤ z ≤ 1.0. Thus, from the
standpoint of temporal evolution, the strongest systems
evolve most rapidly in the early universe and slower in
the recent universe, even though their evolution is linear
with redshift.
When comparing our dN/dX values with those at
z > 4.75 for both weak and strong absorber populations,
there is unexpected upturn in dN/dX at z ∼ 5, followed
by a decline at z ∼ 6. Our measured dN/dX (and that
of C13 from their SDSS survey) shows a smooth and
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steady decrease with increasing redshift as z = 5 is ap-
proached, and this trend might be expected to continue
to higher redshifts. Thus, the elevated dN/dX at z ∼5
for both weak and strong absorbing structures from the
infrared surveys of Simcoe et al. (2011) and Codoreanu
et al. (2018) places some tension on our expectations of
C iv evolution between the first and second billion years
of the universe.
Notably, the Simcoe et al. (2011) measurement at
4.3 ≤ z ≤ 5.3 for Wr,lim = 0.6 A˚ is based on only two
C iv absorbers and the 5.3 ≤ z ≤ 6.3 measurement is
based on just one absorber. Furthermore, the values re-
ported by Codoreanu et al. (2018) for Wr,lim ' 0.05 A˚
incorporated 30 C iv absorbers for the 4.3 ≤ z ≤ 5.2
measurement and six for the 5.2 ≤ z ≤ 6.2 measure-
ment. However, these 36 absorbers were found in only
four quasar spectra. As such, it is not implausible that
there may exist some systematic uncertainties, such as
cosmic variance, in these high-redshift infrared surveys.
On the other hand, the redshift path coverage of op-
tical surveys declines at z > 3 (see Figure 3), so that in
order to reduce the uncertainties in dN/dX, the redshift
bin is extended. This has the effect of averaging across a
larger redshift range and the loss of “redshift resolution”
for z ' 3 to z ' 4.75. This may be blurring our ability
to resolve an upward trend in our data in this redshift
range.
Alternatively, the infrared data may reflect a true rise
in the cosmic incidence of C iv absorbers in a short pe-
riod of time, only to fall again in a few hundred mil-
lion years. Though a physical argument for such be-
havior may be difficult to formulate and may appear to
be contrived at face value, it cannot yet be ruled out.
For example, such a scenario might require chemical en-
richment in both high and low overdensity astrophysical
environments in such a manner that the different ioniza-
tion conditions in these different environments constrain
both optically thin and optically thick absorbing struc-
tures to evolve similarly over the same narrow cosmic
time period. Future observational programs to study
the high-resolution spectra of a large number of high-
redshift quasars would be key for resolving the tension
in the measured C iv absorber evolution.
4.4. Sizes of C iv Absorbing Structures
To gain further insight into the statistical cross sec-
tion of C iv absorbers, we estimate the σ(z) of the
gas complexes associated with different populations of
C iv absorbers from NX(z) = (c/H0)n(z)σ(z) (Eq. 10).
For this exercise, we assume that these complexes are
the gaseous halos of galaxies, or the CGM. We adopt
the standard Holmberg (1975) scaling relation between
galaxy luminosity, L, and halo absorbing gas radius,
R(L) = R?(L/L?)
β , where β≈0.3–0.4 (e.g., Chen et al.
2001; Kacprzak et al. 2008; Nielsen et al. 2013), and
R? is the effective absorbing gas halo radius for an L?
galaxy. For a given luminosity, the gaseous halo cross
section is σ(z) = pifc(z)R
2(L), where fc(z) is the cov-
ering fraction of the absorbing gas, which may change
with redshift (see e.g. Nielsen et al. 2013).
The cosmic number density of gas structures, n(z),
is given by the observed number density of galaxies,
obtained by integrating the galaxy luminosity func-
tion. We adopt the fitted Schechter functions of Parsa
et al. (2016), who provide the functional parameters
α(z), L?(z), and φ?(z) as fitted functions of redshift
for 0 ≤ z ≤ 8. We then integrated the product
n(z)σ(z) over luminosity from a minimum luminosity
of Lmin(z) = 0.1L?(z) to infinity, and obtain
R?(z) =
[
H0
picfc(z)φ?(z)
NX(z)
Γ [x(z), l(z)]
]1/2
, (17)
where Γ(a, b) is the upper incomplete Gamma function
(Abramowitz & Stegun 1972), NX(z) is the measured
dN/dX at redshift z, l(z) = Lmin(z)/L?(z) = 0.1, and
x(z)=2β+α(z)+1. We assume β = 0.35.
In Table 7, we present selected rounded values of R?
for three redshifts in the range 1.0 ≤ z ≤ 4.75 for three
populations, Wr,lim = 0.05, 0.3, and 0.6 A˚. We assume
a unity covering fraction, where R? ∝ fc(z)−1/2. For
Wr ≥ 0.05 A˚ absorbers, R? ranges from ∼ 210 kpc at
z ' 4 to ∼ 240 kpc at z ' 2.5, which holds roughly
constant down to z ' 1.3. For Wr ≥ 0.3 A˚ absorbers, we
obtained ∼90 kpc at z ' 4 to ∼150 kpc at z ' 1.3. And
for Wr ≥ 0.6 A˚ absorbers, R? ranges from ∼ 50 kpc at
z ' 4 to ∼120 kpc at z ' 1.3. The typical uncertainties
on R? from propagating errors on NX(z) are on the order
of ∼10–20%.
Table 7. Characteristic Absorbing Halo Sizes for
an L? Galaxy
Wr,lim R?(z'1.3) R?(z'2.5) R?(z'4.0)
(A˚) (kpc) (kpc) (kpc)
0.05 230 240 210
0.3 150 130 90
0.6 120 80 50
Under the assumption that n(z) of C iv absorbers is
given by the galaxy luminosity function, the exercise
indicates that R? for Wr ≥ 0.05 A˚ absorber structures
grows at a rate of ∼30 kpc in ≈1.5 Gyr (from z = 4 to
z = 2.5) and then remains constant (within the uncer-
tainties) until z ∼ 1. For the Wr ≥ 0.3 A˚ absorbers, R?
increases steadily and monotonically by ≈13 kpc Gyr−1
for the 4.5 Gyr period covered by our survey, while
the rate of increase of the Wr ≥ 0.6 A˚ absorbers is
≈ 16 kpc Gyr−1. These estimates can be considered
lower limits, as R? increases as the inverse square root
of the covering fraction.
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We did not take into account the possibility of dif-
ferent absorber populations being primarily associated
with different types of galaxies; e.g. stronger absorbers
associated with brighter galaxies. For example, C13 es-
timated R? for Wr ≥ 0.6 A˚ absorbers assuming these
absorbers reside only in the halos of galaxies brighter
than Lmin = 0.5L?. They obtained R? ≈ 50 kpc
at 1.46 ≤ z ≤ 4.55 (noting ∼20 − 60% uncertainties in
their calculated galaxy number densities). If we adopt
Lmin = 0.5L?, our estimated R? increases by ∼ 50% at
z ' 1.3, yielding ∼ 180 kpc, and by ∼ 60% at z ' 4,
yielding ∼ 80 kpc. Any differences between our esti-
mate and that of C13 are likely due to the adoption of
different luminosity functions and Lmin.
There is a well-established anti-correlation between
the strength of C iv absorption and impact parameter
from the host galaxy (Chen et al. 2001; Chen 2012;
Liang & Chen 2014; Bordoloi et al. 2014), which is
interpreted as the absorption strength decreasing with
galactocentric distance. At z ∼ 2.5, Adelberger et al.
(2005) and Steidel et al. (2010) found C iv absorption
out to ∼ 100 kpc around Lyman Break Galaxies, with
the strength of absorption decreasing with increasing
impact parameter. Adelberger et al. (2005) notes that
a Wr = 0.6 A˚ C iv absorber would have a typical im-
pact parameter of 80–85 kpc. Our estimates of R? for
the absorber populations defined by Wr ≥ 0.3 A˚ and
Wr ≥ 0.6 A˚ are in good agreement with these findings.
The virial radius of a Milky Way-sized galaxy halo is
≈ 200 kpc at z = 0 (Navarro et al. 2010). Given our es-
timates for R? of 210 to 240 kpc from z ' 4 to z ' 1.3,
and since the virial radius of Milky Way-like galaxies
is substantially smaller at higher redshift, we may in-
fer that some fraction of the weakest absorbers reside
outside the virial radius of galaxies and perhaps even
in the IGM. This may also hold true at z ' 0, where
we estimate R? ≈ 450 kpc for Wr ≥ 0.05 A˚ based on
the data of Burchett et al. (2015). An understanding
of how metals escape hundreds of kiloparsecs from the
galaxies wherein they are produced will likely be devel-
oped through detailed theoretical modeling with physi-
cally accurate feedback prescriptions.
4.5. Physical Interpretations
As discussed above, the statistical evolution of C iv ab-
sorbers can be understood in terms of the evolution of
the product n(z)σ(z). Physically, these quantities evolve
due to changes in the column densities of the absorb-
ing clouds and the kinematic and dynamical motions
of absorbing gas structures. The monotonic increase in
the evolution constant A with increasing Wr,lim suggests
that the evolution of absorbing clouds is more rapid for
more optically thick and/or kinematically complex ab-
sorbers. That is, the rate of increase of the product
n(z)σ(z) with time is higher for these absorbers than
for optically thin and/or kinematically simple absorbers
(which dominate the overall C iv absorber population).
There are two factors that govern the evolution of C iv
absorbers. The first is the metal enrichment history of
the IGM and CGM and the second is the nature of the
ionization of carbon, which is dependent on both the in-
tensity and spectral energy distribution of the ionizing
spectrum local to the absorbing structures and the op-
tical depth of the absorbing structures themselves. We
first consider the chemical enrichment history and then
the nature of the ionization physics.
Schaye et al. (2003) used pixel statistics obtained from
UVES and HIRES data to derive a model of the metal-
licity distribution ([C/H]) in the IGM and concluded
that there was little enrichment across 2 ≤ z ≤ 4, im-
plying that most of the enrichment must have taken
place prior to z ∼ 4. Indeed, the C iv mass density,
ΩCIV, is observed to be effectively unchanging across
1.5 ≤ z ≤ 4.5 (Pettini et al. 2003; Songaila 2005; Scan-
napieco et al. 2006; Boksenberg & Sargent 2015). Cook-
sey et al. (2010) combined their ΩCIV measurements at
z < 1 with those at higher redshift and found only a
shallow rise in ΩCIV from z ∼ 5 to the present epoch.
Unfortunately, ΩCIV is not an ideal tracer of the total
carbon mass density, ΩC, because ΩCIV  ΩC (Schaye
et al. 2003). Furthermore, ΩCIV is dominated by the few
highest column density C iv absorbers and is thus sen-
sitive to the range of column densities observed, which
can be dependent on the total redshift path covered in
a survey. Incorporating ionization corrections, Simcoe
(2011) found that ΩC increased a factor of no more than
two from z ∼ 4.3 to z ∼ 2.4, which they showed is con-
sistent with the estimated amount of carbon ejected into
the CGM and IGM via supernovae feedback.
Given that the cosmic star formation rate density
peaked around z ∼ 2 (e.g., Madau & Dickinson 2014),
it would seem reasonable that metal enrichment of the
IGM and CGM occurred at redshifts much lower than
z' 4. Indeed, the period known as “cosmic noon”, de-
fined as the epoch at which galaxies assembled roughly
half of their stellar mass, occurred at 1.5 ≤ z ≤ 3 (e.g.,
Murphy et al. 2011; Behroozi et al. 2013; Feldmann et al.
2016). This epoch also saw the peak in galactic-scale
outflows from stellar processes (e.g., Rupke 2018). Large
observational programs are currently underway to char-
acterize the CGM, including C iv absorbers, at cosmic
noon (e.g. Nielsen et al. 2020). The measured dN/dX of
C iv absorbers exhibits only a slow, steady increase dur-
ing cosmic noon, which at face value, does not suggest
a substantial rise in the carbon abundance in the CGM
and IGM in this period. The slow rise in dN/dX is,
however, consistent with a steady increase in the mean
metallicity of the universe from z ∼ 5 to z ∼ 0 (e.g.,
Rafelski et al. 2012; Lehner et al. 2016; McQuinn 2016;
De Cia et al. 2018).
For 1.0 ≤ z ≤ 4.75, it is an open question as to what
degree the evolution of the metagalactic ionizing back-
ground, both globally and local to C iv-absorbing struc-
tures, drives the observed evolution of dN/dX. Of par-
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ticular interest in this regard is to pose the question
of how the UVB may govern the linear evolution of
n(z)σ(z) with redshift such that the rate of evolution
increases for progressively larger Wr,lim populations (re-
call that we find A ∝ Wr,lim, see Table 6). According
to linear evolution, for a given Wr,lim, the evolution of
n(z) and σ(z) are constrained by Eq. 16.
The average global UVB has been known to become
harder (increased relative proportion of higher energy
photons) with time (e.g., Faucher-Gigue`re et al. 2009;
Haardt & Madau 2012; Puchwein et al. 2019), allow-
ing the C iv transition to dominate over lower-ionization
transitions. Theoretical models have often assumed the
UVB is spatially homogeneous and externally imposed
(e.g., Oppenheimer et al. 2010; van de Voort et al. 2011;
Keating et al. 2016; Rahmati et al. 2016), but such mod-
els have often been unsuccessful in reproducing observed
properties of C iv absorbers at z ≥ 4 (Oppenheimer et al.
2009; Rahmati et al. 2016; Finlator et al. 2016; Finlator
et al. 2018). High redshift observational studies have
also identified a need for variations in the local ionizing
radiation field around absorbers (e.g., D’Odorico et al.
2013; Boksenberg & Sargent 2015; Morrison et al. 2019).
While the reionization of hydrogen produces inhomo-
geneities in the UVB only at z > 5, helium reioniza-
tion creates significant spatial variations that persist to
z ' 3 (e.g., Becker et al. 2011). This is due to the
shorter mean free path of He ii-ionizing photons and the
high ionization potential of He ii (4 Ryd) which requires
highly energetic sources with “hard” spectra, such as
quasars (Faucher-Gigue`re et al. 2008). By the end of
He ii reionization near z ' 3, isolated regions as large as
∼ 50 Mpc, characterized as “He iii bubbles”, can have
a harder UVB spectral energy distribution relative to
the average UVB spectral distribution (McQuinn et al.
2009; Furlanetto 2009).
Since the C+3 and He+ ions have very similar ground-
state ionization energies, the fraction of carbon in the
C+3 ionization stage will vary in relation to the He ii
ionization edge opacity, which governs the hardness of
the local UVB for energies above 4 Ryd. Worseck et al.
(2016) show that these He iii bubbles persist for over
∼600 Myr past the end of He ii reionization, lasting until
at least z ∼ 2.7. These He iii bubbles therefore persist
into the early period of cosmic noon, when galaxies begin
to contribute H i and He ii ionizing photons to the UVB
(e.g., Haardt & Madau 2012). As cosmic noon is dialing
down by z = 1.5, we see that the behavior of the UVB
and its influence on the ionization balance of carbon,
and thus the incidence of C iv absorbers, is dramatically
evolving in both its homogeneity and spectral energy
distribution over the redshift range 1.0 ≤ z ≤ 4.75.
Given the complexity of the evolution of the UVB,
it is remarkable that dN/dX of C iv absorbers shows a
monotonic linear increase with decreasing redshift over
the 4.5 Gyr cosmic time covered by our survey. In-
terestingly, Simcoe (2011) found that C iv and higher-
ionization species are more abundant relative to C iii and
lower ionization species from z = 4.3 to z = 2.4; a result
that generally supports a trend in which higher ioniza-
tion states are favored at later times (see also Becker
et al. 2019). This is consistent with a rise in the inci-
dence of C iv absorbers with cosmic time.
Our results for the onset redshift z0 suggest that the
population dominated by weak absorbers, i.e., Wr,lim =
0.05 A˚, would be present as soon as z ∼ 8 (when the
universe was ∼ 600 Myr old), whereas absorbers with
Wr,lim = 0.6 A˚ would appear no earlier than z ∼4 (when
the universe was about 1.8 Gyr old). This would imply
that optically thin C iv clouds came into existence in
the midst of the epoch of H i reionization (e.g., Gnedin
& Ostriker 1997; Gnedin 2000; Barkana & Loeb 2001),
whereas optically thick and/or kinematically complex
clouds arose following the completion of this epoch (e.g.,
Bolton & Haehnelt 2007; Robertson et al. 2013). Estab-
lishing the redshifts at which C iv absorbers first arise
would provide insights into the origins of cosmic carbon
enrichment, the early mechanisms by which metals are
distributed into the IGM and CGM, and details into
the transmission and spectral shape of the ionizing ra-
diation field during the epoch of H i reionization (e.g.,
Becker et al. 2015; Finlator et al. 2015).
Whether the origins and physical processes affect-
ing the weakest absorbers is distinct from that of the
strongest absorbers is an open question. Though some
studies find evidence to relate C iv to galactic winds
(e.g., Fox et al. 2007; Steidel et al. 2010), strong Mg ii is
likely a better tracer of such outflows as their evolution
mimics the star formation and stellar-driven outflow ac-
tivity of the universe (e.g., Me´nard et al. 2011; Matejek
& Simcoe 2012; Zhu & Me´nard 2013; Chen et al. 2015).
Songaila (2006) points out that very weak C iv absorbers
would require unreasonably large outflow velocities if
they were associated with galactic outflows. Alterna-
tively, they argue that these weak absorbers could be
ionized by active galactic nuclei (AGN) spectra, rather
than by local galaxies or the global UVB.
However, if local AGN were indeed the primary cul-
prits behind the incidence of weak C iv absorbers, then
we would expect dN/dX for Wr ≥ 0.05 A˚ to trace the
AGN activity of the universe. As shown in Figure 10,
dN/dX for weak absorbers does not peak around z ∼ 2
nor does it decline at later times that would mirror the
observed AGN luminosity function or cosmic black hole
accretion rate (e.g., Shankar et al. 2009; Kulkarni et al.
2019; Shen et al. 2020). On the contrary, dN/dX for
weak absorbers rises rapidly with decreasing redshift
only below z = 1, well after the epoch of peak AGN
activity. This is also further evidence against outflows
being the source of weak C iv since star formation ac-
tivity peaks around z ∼ 2. At the very least, we would
expect a relatively more rapid increase in C iv dN/dX
from higher redshifts to z ∼ 2 if outflows were the source
of C iv.
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Figure 11. (a) Our observed EWD data points, with best-fit Schechter function parameterization represented by a dashed
black curve, at 3 ≤ z ≤ 4, compared to the TD simulations at z = 3, z = 3.5, and z = 4 (represented by colored shading). (b)
Our observed dN/dX (data points and error bars), compared to the TD simulations at z = 3 (opaque bands). Our linear best-fit
evolution models (Eq. 15) are overplotted in blue, purple, and red dashed lines for Wr ≥ 0.05 A˚, Wr ≥ 0.3 A˚, and Wr ≥ 0.6 A˚
absorbers, respectively, with light shading depicting the ±1σ confidence intervals for those fits. (c) dN/dX as a function of
redshift, for different Wr,lim in the TD simulations. The dashed lines show the linear best-fit models for each absorber species.
4.6. Theoretical Explorations
To augment our theoretical understanding of the ob-
served characteristics and evolution of C iv at high red-
shift, we compared our observations to the predictions
of the cosmological radiation hydrodynamic simulations
Technicolor Dawn (TD, Finlator et al. 2018). The
TD simulations model galaxy growth and the baryon cy-
cle, while self-consistently modeling an evolving multi-
frequency, spatially-inhomogeneous UVB. Though the
TD simulations accurately reproduce observations of the
galaxy stellar mass function, the co-moving path density
of C ii and Si iv absorbers, and the mean transmission in
the Lyα forest, at z ≥ 5 they underproduce the dN/dX
of strong C iv absorbers (Finlator et al. 2018; Doughty
& Finlator 2019; Finlator et al. 2020). Similar results
have been reported for the Eagle simulations (Rahmati
et al. 2016).
Though Finlator et al. (2020) showed that this under-
abundance of C iv absorbers could be evidence for
density-bounded ionizing escape, this interpretation is
not unique in that it is degenerate with the possibility
that the intrinsic stellar emission is too “soft” (deficient
in C iv ionizing photons; see Zackrisson et al. 2013).
Either way, the cosmic epoch of z ≥ 5 is complicated
to simulate as it covers the immediate aftermath of H i
reionization and the earliest stages of He ii reionization.
Previous comparisons of C iv observations to the TD
simulations have been restricted to z & 5 and focused on
column densities (Finlator et al. 2018, 2020). Here, with
our improved observational constraints on the EWD and
dN/dX of C iv for z < 5, we investigate whether the
TD simulations reproduce observed C iv statistics at the
slightly lower redshift range z=3 to z=5, under the as-
sumption of ionization-bounded escape.
We generated a sample of C iv absorbers from the
TD simulations at z = 3.0, 3.5, 4.0, 4.5, and 5.0. The
TD spectra and C iv absorption lines were generated as
described in Finlator et al. (2018) using instrumental
parameters (resolution, pixel sizes, and pixels per reso-
lution element) consistent with the HIRES and UVES
spectrographs. The signal-to-noise ratio of the spectra
was fixed at 50 per pixel, which ensures that the TD
spectra are 100% complete to a 5σ detection threshold
of Wr = 0.05 A˚. To ensure that both the absorber inci-
dence and EWDs are consistent with our survey, we de-
fine a single absorber in the TD spectra to include all ab-
sorption components within a ±500 km s−1 window (see
Section 2.3). The TD simulated C iv absorber catalogs
contain a total of ∼10, 000 absorbers with Wr ≥ 0.05 A˚.
In Figure 11(a), we compare our observed EWD at
3 ≤ z ≤ 4 to the EWDs from TD at z = 3.0, 3.5, and
4.0. We limited the comparison for the EWD to this
redshift range because (1) we have robust statistics in
this range of our survey, and (2) we aim to examine a
regime cleanly segregated from z ≥ 5. The TD EWD
was computed from the simulated C iv absorber cata-
log using methods identical to those we applied to our
observational data (see Section 3.1).
Comparison with our observations indicates that
TD is most successful at reproducing the frequency
of C iv absorbers in the equivalent width range
0.4 ≤Wr ≤ 0.8 A˚. At the strong end, simulations un-
derproduce absorbers with Wr∼1 A˚ by roughly a factor
of five. Moreover, they entirely fail to produce stronger
absorbers with Wr > 1.1 A˚. These discrepancies echo
previous indications that cosmological simulations un-
derproduce strong C iv absorbers (Finlator et al. 2020)
or, equivalently, ΩCIV at z > 4 (Rahmati et al. 2016).
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Our unprecedented dynamic range in Wr now reveals
that the problem is not a simple offset in normalization.
TD overproduces weak absorbers with Wr ≤ 0.4 A˚ by a
factor that increases from ∼ 2 for Wr ≤ 0.3 A˚ to ∼ 3 for
Wr ≤ 0.15 A˚. The higher frequency of Wr ≤ 0.3 A˚ ab-
sorbers in TD relative to observations suggests that the
solution to the C iv mismatch may not be as simple as
uniformly boosting the overall carbon yield or hardening
the UVB.
In Figure 11(b), we compare the 3 ≤ z ≤ 5 ob-
served co-moving path densities, dN/dX, with the TD
dN/dX predictions. The data points show the observa-
tional measurements for Wr ≥ 0.05 A˚, Wr ≥ 0.3 A˚, and
Wr ≥ 0.6 A˚. The dashed and shaded regions show our
best-fit linear evolution models and uncertainties (see
Section 3.3). The opaque bands show the predicted
dN/dX from the TD C iv absorber catalog, where the
thickness reflects Poisson uncertainties. These values
and their uncertainties were computed using identical
methods to those we applied to the observational data
(see Section 3.2).
At 3 ≤ z ≤ 5, the behavior of dN/dX as predicted
by TD is more or less consistent with the uncertainties
in the data for Wr ≥ 0.3 A˚ and Wr ≥ 0.6 A˚ absorbers,
though there is an over-abundance of Wr ≥ 0.3 A˚ ab-
sorbers at z = 3. On the other hand, TD overpredicts
dN/dX of Wr ≥ 0.05 A˚ absorbers across the full range
of z=3–5 with the discrepancy increasing up to a factor
of roughly three by z = 3. Interestingly, the redshift
evolution of the TD C iv absorbers is such that dN/dX
for a given Wr,lim declines toward higher redshifts in
a qualitatively similar manner as the observations. To
quantify this behavior, we examined whether a model
of linear decrease in dN/dX with increasing redshift de-
scribes the evolution in the simulated catalogs, as it did
our observations in Section 3.3.
In Figure 11(c), we show that the dN/dX of differ-
ent species of absorbers defined by progressively increas-
ing Wr,lim all decrease linearly with increasing redshift,
with the rate of this evolution (represented by the slope
of each best-fit line) increasing towards lower Wr,lim.
Though the linear fits to the simulated data were per-
formed over a smaller redshift range than the observed
data, they agree with the qualitative outcomes that (1)
the co-moving path density of C iv absorbers increases
with cosmic time, and (2) the evolution is progressively
more rapid as the optical depth and/or kinematic com-
plexity of the C iv gas clouds increase.
The degree of agreement between the TD predictions
and the observed C iv absorber statistics at z=3 to z=5
is encouraging, and leads us to consider various aspects
of the physical modelling that do and do not yield agree-
ment with the observations. One possibility for why the
simulated abundances better match the observations at
z < 5 is that a reduction in spatial fluctuations in the
simulated UVB as the epoch of H i reionization reaches
completion and as He ii reionization advances, may re-
sult in higher incidences of C iv absorbers. Furthermore,
as mentioned above, the observed mean intensity of the
UVB increases with decreasing redshift.
However, it is difficult to understand the predicted
over-abundance of the weaker C iv absorbers, because
TD yields a UVB mean intensity at z < 5 that is weaker
than what is observed (Hassan et al. 2020). A higher
mean intensity would improve TD’s slight discrepancy
with the observed mean transmission in the Lyα forest
(Finlator et al. 2018), but would further increase the
incidence of weak C iv. Alternatively, the overpredic-
tion of weak C iv by TD may indicate problems with
the feedback model in that the simulated outflows could
eject too many metals or expel them too far from galax-
ies. If outflows eject metals too far from galaxies, then
we might expect too little power in the velocity cluster-
ing function of weak C iv absorbers in TD (see Finla-
tor et al. 2018, 2020). If outflows remove too much (or
not enough) gas from low-mass galaxies, then we would
expect the UV luminosity function and/or stellar mass
function to depart from observations at the faint end.
Finally, because the simulations are quite successful
at reproducing the observed linear redshift-evolution of
C iv absorbers from z = 5 to z = 3, the TD predictions
place further tension on the apparent observed “bump”
in the dN/dX at z ∼ 5 (Simcoe et al. 2011; Codoreanu
et al. 2018, see Figure 10). A theoretical physical mech-
anism for such cosmically brief enhancement is difficult
to understand.
5. CONCLUSION
We conducted a survey of archival high-resolution
Keck/HIRES and VLT/UVES spectra (∼ 6.6 km s−1)
of 369 quasars spanning the range of emission redshifts
1.1 ≤ zem ≤ 5.3. The high survey sensitivity allowed
us to characterize, for the first time, the distribution
and evolution of the weakest C iv absorption systems
with Wr < 0.3 A˚, as well as stronger absorbers with
Wr ≥ 0.3 A˚. Using automated C iv doublet detec-
tion, combined with visual inspections to verify each
candidate C iv absorber, we measured the equivalent
widths of the absorbers and quantified the detection
thresholds, redshift path lengths, and completeness lim-
its of our survey. We find that we are ∼ 50% com-
plete at Wr = 0.05 A˚, and limit our scientific analysis
to absorbers with equivalent widths above this thresh-
old; our survey is ∼ 100% complete to absorbers with
Wr ≥ 0.3 A˚.
Over a total co-moving redshift path of ∆X ' 803, we
detected 1318 C iv absorbers with Wr ≥ 0.05 A˚, within
the redshift range 1.0 ≤ z ≤ 4.75. This corresponds to
a cosmic age from ∼ 1.5 Gyr (z = 4.75) to ∼ 6 Gyr
(z = 1.0), a roughly ∼ 4.5 Gyr period from when the
universe was ∼ 10% to ∼ 45% of its present age. Using
data from the literature, we extended our study to cover
the redshift range 0 ≤ z ≤ 6.4. We then compared
our observational results to theoretical predictions from
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hydrodynamic cosmological simulations.
1. The EWD of C iv is well-fit by a Schechter func-
tion (see Figure 5), with a power law slope of
α ' −0.9 and a characteristic equivalent width
of W? ' 0.5 A˚. In the range 1.0 ≤ z ≤ 4.75, the
EWD evolves from z < 2.5 to z ≥ 2.5 such that the
power-law slope increases by ∼ 20% and the nor-
malization decreases by ∼20%. This suggests that
the cosmic incidence of weaker C iv absorbers rel-
ative to stronger C iv absorbers increases toward
higher redshift.
2. The co-moving redshift path density, dN/dX, in-
creases with cosmic time (decreases with redshift),
with the rate of the increase being larger as the
population is limited to progressively higher Wr
absorbers (see Figure 6). From z = 4.75 to z = 1,
dN/dX rises by a factor of ∼1.8 for Wr ≥ 0.05 A˚
absorbers, ∼ 3.3 for Wr ≥ 0.3 A˚ absorbers, and
∼8.1 for Wr ≥ 0.6 A˚ absorbers.
3. The evolution of dN/dX is well-described by a
linear model. We successfully parameterize the
linear evolution as a function of the minimum
Wr of a population, Wr,lim, using three parame-
ters (see Section 3.3), 〈NX〉, the cosmic mean of
dN/dX, A, the evolution constant, and f0, the
extrapolated value of dN/dX at z = 0. An addi-
tional parameter is z0, the onset redshift. The
model fits yield a quantitative picture of linear
C iv absorption in which populations with progres-
sively higher Wr,lim evolve faster and have smaller
cosmic mean incidence. Simple extrapolation of
the model yields the expectation that populations
with progressively higher Wr,lim might make their
first appearance in the universe at later times than
populations defined by lower Wr,lim.
4. For absorbers with Wr ≥ 0.05 A˚ and absorbers
with Wr ≥ 0.6 A˚, we extended our dN/dX mea-
surements for 1.0 ≤ z ≤ 4.75 with those from the
literature for z < 1 and for z > 4.75, thus ex-
amining C iv evolution across 0 ≤ z ≤ 6.4 (see
Figure 10). For z ≤ 1, the evolution remains con-
sistent with our linear model for Wr ≥ 0.6 A˚ ab-
sorbers. However, for Wr ≥ 0.05 A˚ absorbers, the
evolution rapidly increases relative to the linear
extrapolation. For z > 4.75, both populations of
absorbers have higher dN/dX than what would
be expected based on extrapolation of linear evo-
lution. It is not clear if this is due to small num-
ber statistics in the high redshift measurements, or
if there is an increase in C iv absorbing structure
over a brief ' 0.5 Gyr period around z ' 5. We
argue that it is difficult to understand such rapid
evolution at that epoch.
5. Assuming the gas structures hosting C iv ab-
sorbers are the halos of galaxies, we estimate
the C iv absorbing halo radius, R?, for an L?
galaxy. For Wr ≥ 0.05 A˚ absorbers, R? grows from
∼210 kpc at z ' 4 to ∼240 kpc at z ' 2.5, becom-
ing relatively constant until z ' 1. For Wr ≥ 0.6 A˚
absorbers, R? grows from ∼ 50 kpc at z ' 4 to
∼120 kpc at z ' 1.3. The large halo sizes for the
weakest absorbers would suggest that they could
be found in the outer extremes of the CGM and
that some fraction may even reside in the IGM.
6. A 3 ≤ z ≤ 5 mock survey of C iv absorbers using
the Technicolor Dawn simulations of Finlator
et al. (2018) indicates that the simulations match
the observed EWD and dN/dX of C iv absorbers
more accurately in this redshift range than they
do at z > 5 (see Finlator et al. 2020). Further-
more, consistent with our linear evolution model,
the simulations yield C iv absorber populations for
which dN/dX decreases linearly with increasing
redshift and for which the rate of evolution in-
creases as Wr,lim is increased. The major discrep-
ancy between our observations and the simulations
at z < 5 is the over-abundance of weak absorbers
with Wr ≤ 0.3 A˚, implying the need for modifica-
tions to the simulated UVB and/or the feedback
model.
We discussed the observed C iv evolution in terms of a
changing metal content and a changing metagalactic UV
background of the universe. Whatever the details of the
physical mechanisms manifesting the observed evolution
may be, we can still infer that the rise in cosmic inci-
dence of all populations of C iv absorbers implies that
the structures they trace become increasingly more com-
mon with cosmic time due to higher cosmic number den-
sity and/or larger physical size (physical cross section).
Our estimates of the sizes of the gas structures that
comprise C iv absorbers would suggest that, though
the very strongest C iv absorbers reside well within the
virial radii of galaxies, C iv absorbing gas clouds with
Wr ≤ 0.3 A˚ likely persist out to the extreme limits of
the CGM and may bridge the interface with the IGM.
The weakest absorbing clouds could possibly even reside
in the IGM, perhaps residing in the gaseous filamentary
structures that interconnect galaxies. We wish to ex-
plore this in future work, as well as explore the evolution
in the kinematics of C iv.
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