equivalent sets of parameters to fit an experimental curve comprising N resonant features, of vibrational or electronic origin for example. We provide the algorithm to calculate these sets, among which the most appropriate has to be selected. The main consequences deal with the existence of "ghost resonances", the need of a critical analysis of fit results and the procedure to search for better sets of parameters coherent with applied constraints.
For the past years, infrared-visible Sum-Frequency Generation (SFG) has become a widely used investigation technique for the chemical analysis of interfaces and surfaces. A lot of technical work has been done to improve the experimental set-ups dedicated to the production and detection of SFG photons.
In the nonlinear SFG process, two monochromatic light sources (frequencies ω 1 and ω 2 ) create a second-order polarization when interacting with a material. At the lowest-order (i.e. dipolar) approximation, this polarization is proportional to the product of the incoming electric fields through the second-order susceptibility tensor χ (2) , which accounts for the material's properties. The macroscopic polarization and susceptibility account for spatial averages of microscopic second-order dipole moments and hyperpolarisabilities (β), respectively. The secondorder polarization may oscillate at the sum (ω 1 +ω 2 , SFG) or the difference (|ω 1 -ω 2 |, DFG) of the incoming frequencies, acting as a coherent source of new beams at these frequencies. As such processes have a low cross section, they require the beams to have a high energy density, implying the use of short pulsed lasers. Infrared-visible SFG/DFG spectroscopy uses one beam in the visible range, usually with fixed frequency, which makes the detection of the few SFG photons easier, and a tunable (or broadband) one in the infrared (IR) frequency range. The SFG/DFG process becomes resonant (and therefore amplified) when the energy of the infrared beam matches that of an IR and Raman active vibrational transition of the material, making it a vibrational spectroscopy. The main advantage of the nonlinear vibrational spectroscopies as compared to the linear ones (e.g. IR absorption, Raman spectroscopy) lies in a fundamental property of second-order nonlinear optical (NLO) processes, which vanish within media possessing an inversion symmetry. The direct consequence is that SFG/DFG in centrosymmetric materials is only produced where the symmetry is broken, i.e. at the interface between two media. SFG/DFG spectroscopy is therefore intrinsically specific of interfaces. This has lead to the continuous spreading of this spectroscopic tool over time and its application to various kinds of interfaces ─ molecular monolayers adsorbed at the surface of liquids 1 , solids 2 and nanoparticles [3] [4] [5] [6] ; the surface of liquids 7 ; thin molecular films 8 ─ under diverse environments, for example in vacuum 9 , in catalytic conditions 10 or under electrochemical control 11 .
Additional refinements include SFG imaging [12] [13] [14] , two-color and doubly resonant SFG 2, 15, 16 , and SFG near-field microscopy 17, 18 .
Although IR-visible SFG is mostly used as a vibrational spectroscopy, resonances may occur with any of the three energies involved (i.e. IR, visible, SFG). Resonant second-harmonic generation (SHG) may also be handled within the same theoretical frame, as a special case of SFG.
The theoretical background for any resonant and nonresonant SFG/DFG process has been established in details in many books 19, 20 . The intensity of the generated beam is described by
where subscripts 1 and 2 account for the two incoming beams (degenerate in the SHG case), and ω G stands for either ω 1 +ω 2 , |ω 1 -ω 2 |, 2ω 1 or 2ω 2 . Depending on the polarizations of the three beams and the symmetries of the interface, the susceptibility term χ (2) comprises in general several tensor components.
Resonant processes are embedded into χ (2) and take the form of Lorentzian functions of the resonant frequencies 21, 22 . The Lorentzian description has been widely adopted as a consequence of the quantum perturbation calculation of the nonlinear susceptibility 20 , even if it does not account for the inhomogeneous broadening inside the sample. Doubly resonant processes give birth to products of such Lorentzian contributions 22, 23 .
In a general way, the resonant susceptibility is
where ω is the tunable experimental frequency involved in the resonance (i.e. ω G , ω 1 or ω 2 ).
Resonances are described by their frequencies Ω i , damping constants Γ i and amplitudes A i .
Coefficients A i are in general complex quantities:
The ± sign evidences the difference between SFG/SHG (+) and DFG (-) 24, 25 . In the particular case of vibrational spectroscopy (ω = ω IR ), the summation runs over the N vibration modes of a molecule and the amplitudes involve the product of Raman and IR activities of vibration mode i 22 .
In the following, we focus on IR-visible SFG and DFG experiments, but the analysis below also applies to the other kinds of resonant second order generation processes. In an actual SFG/DFG experiment, additional effects interfere with the resonant (R) response of the sample. The most obvious one is the presence of a so-called nonresonant (NR) contribution, which appears essentially constant when ω scans the infrared frequency range. For vibrational IR-visible SFG/DFG, the nonresonant signal usually arises from the substrate supporting the molecules. Its amplitude and phase strongly depend on the nature of the substrate 26, 27 , and on the frequencies and polarization combinations of the light beams. Therefore the general expression for χ (2) follows:
Additional terms appearing in the calculation of the SFG intensity include Fresnel factors, local field contributions 28 , averaging of the molecular responses (β) into the macroscopic χ ). Most of these effects may be embedded into Equation (4) by using effective susceptibility components.
For the IR-resonant SFG/DFG case, the need for a distinct phase at the numerator of each Lorentzian function may be discussed. In the simple harmonic oscillator description, A i values are essentially real 22 . However, many authors consider the case where A i also must have a specific phase. It is possible to list several cases where complex amplitudes may be required:
-embedding of complex Fresnel factors in the effective amplitudes of the resonances 32, 33 . As an example, in SFG experiments on an isotropic surface in the ppp polarization combination, the effective χ (2) is the sum of four components (i.e. zzz, xxz, xzx and zxx) 26 . Considering a vibration mode excited along the z-direction, Fresnel contributions in that case for parallel and perpendicular components of the electric fields contribute differently to xxz and zzz terms. In the case of substrates with complex refractive indices (e.g. a metal or a dielectric near an absorption edge), the phases of Fresnel terms differ; -the coupling of the SFG process to the localized surface plasmon of nanoparticles -interference between reflected and refracted SF waves in thick structures leading to a sum of χ (2) components with different phases 42, 43 ; -additionally, it is not rare to encounter situations for which fitting with real numerators is simply not possible [44] [45] [46] , even if it is difficult to discriminate between artifactual distortions of the experimental data (due to optical alignments, detection procedures, imperfect calibrations) and theoretical grounds justifying phase shifts between vibrational resonances, as listed above.
From the previous analysis, we deduce that we may write the most general expression for an effective resonant χ (2) as
where χ 0 is set real and positive, ω i stands for Ω i ± iΓ i , and phases Φ i in equation (3) We point out two drawbacks of numerical fits according to equations (1) and (5):
-various choices of the initial guess for the fit parameters may lead to different final fits. For example, Sgura et al. 48 have shown that, in a nonlinear problem for which the best fit is sought by nonlinear least-square adjustment of parameters, it is possible to find several so-called numerical global minima of the objective function, whatever the value of the tolerance used. In other words, a nonlinear fit never ensures that the minimum found is the exact solution sought;
-even in the ideal case of a defect-free algorithm for the fitting procedure, the difference between a generator and its spectrum (i.e. the square modulus operation) raises the question of the singleness of the sets of fit parameters. As an illustration, Le Rille et al. 25 have shown that it is possible to find (and calculate) two sets of fit parameters (i.e. two distinct generators) which build exactly the same SFG spectrum made of one vibrational resonance and a non resonant background.
Therefore, it is reasonable that the growing number of users of SHG/SFG/DFG tools question the trust they may put in the results of their fits.
In this article, we show that care must indeed be taken when performing fits of experimental data according to Equations (1) and (5). The uniqueness of the fit parameters is not ensured, which may raise concerns when extracting chemical information from them. We therefore propose a method to calculate all the equivalent sets of fit parameters, which can be used after fitting to improve or even drastically change the fit results, in order to select the most appropriate parameters according to the physical chemistry of the material under study.
As In fact, the J i 's depend both on A i and ω i , so that a particular property of the A i alone has in general no influence on the generality of the problem. As a consequence, except accidental numerical combinations, there should be only one set of parameters with resonances in phase or having fixed dephasing. However, finding such a function by data fitting is not sufficient to ensure that the best fit has been found, as is illustrated in the second example below.
The most striking consequence of this theoretical analysis is the existence of ghost resonances.
Let Turning to the analysis of experimental data, these results raise several issues. We suppose As an illustration of the ghost resonances issue, we take the example of an SFG experiment in which a strong nonresonant background from a gold substrate (either planar or nanoparticles) interferes with CH 3 vibration modes from adsorbates (e.g. an alkanethiol). We adapt the following from the example of Figure 6 and Table 2 in Ref 34, which studied dodecanethiol adsorbates on spherical gold nanoparticles. Due to the high signal-to-noise ratio in that experiment, it could have been possible to fit not only with the three CH 3 resonances but also with two CH 2 modes, as was done for the data of Figure 5 . In other words, we can introduce two ghost peaks in the original fit parameters.
We therefore take as original parameters: ;
The resonances relate, from 1 to 5, to symmetric CH 3 stretching, CH 3 Fermi resonance, asymmetric CH 3 stretching, CH 2 symmetric and CH 2 asymmetric stretching modes. The corresponding function is drawn on Figure 1(a) . In Table 1 Results are shown in Table 2 , with the corresponding graph in Figure 1 (Table 3 ).
The same observations as above about an organization of the amplitudes around two poles with significantly distinct values can be made. In this case, it is also interesting to look closer at sets 2 and 6. For these, the phases of the three resonances are close to the particular case of ideal and undisturbed harmonic vibrations, in which all phases are equal modulo 180°. We therefore used parameters of fit 2 and 6 as initial guesses to try and improve the fits by imposing such a condition on the phases and letting other parameters (Ã i , Γ i ) free. Set 6 gave the best results, with the following final parameters: Set 2 on the contrary led to a bad quality fit for resonance 3. The curve corresponding to this alternate fit issued from set 6, drawn on Figure 2 , shows that the quality of the fit is rather good.
The amplitudes of modes 2 and 3 exhibit strong variations as compared to the initial parameters. It is therefore possible to find a fit according to Equation (5) with purely real amplitudes. There are indeed discrepancies between the original and the new fit curves, especially for the shape of resonance 3, and we do not claim that the new fit is better than the previous one, in particular because the analysis was not performed on the original data. However, this example illustrates the difficult task of fitting SFG curves ab initio, that is without strong conditions imposed on the parameters. It shows that it seems possible to fit the experimental curve with in phase resonances, probably paying the price of a slightly lower quality fit, but within hypotheses which are much easier to justify. As above, the scientific content and conclusions drawn from both the amplitudes and the phases of the three vibration modes will indeed vary much from one fit to the other. Finding such an alternate fit was possible because the method developed here allowed to scan all the equivalent sets of parameters, only a small number of which could lead to satisfactory fitting functions.
As a conclusion, the data presented in this article illustrate the fact that it is not possible to may also give access to the phases of some of the complex quantities in χ (2) . Finally, the evolution of the IR-visible SFG/DFG/SHG spectra with a tunable parameter (e.g. Table 3 . The eight sets of equivalent parameters for the original curve in Figure 3 .
Original Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 
J ω = K ω for any positive real number ω.
Considering the spectrum as a complex rational fraction with respect to variable ω, its partial fraction decomposition leads to  
where the bars stand for complex conjugation. The last two sums in (A1) are complex conjugates of one another for a real ω. Parameters ω i having a fixed sign for their nonvanishing imaginary parts, they cannot be confused with their conjugates.
We define at this stage a ghost resonance i as one for which the coefficient of pole ω i in (A1)
vanishes. This implies that it is not visible in the spectrum. We first analyze the problem in the absence of ghost resonances in J and K.
The equality of the spectra      the unprimed resonances correspond one to one to the primed ones (uniqueness of the partial fractions). This is equivalent to the fact that N equals N', and that a renumbering exists such that ω' i = ω i (i.e. Ω' i = Ω i and Γ' i = Γ i ).
Only A' i may thus differ from A i from one set of parameters to the other. The problem is therefore reduced as follows: considering 
we have 2 1 Q = for ω real and Q belongs to the unit circle of the complex plane.
The transformation ω i z = ω+i  maps the real axis to the unit circle, its reciprocal is 1 1
Therefore Q, as a function of z, is a rational fraction which maps the unit circle onto itself. As such, As mentioned in the text, the case N=1, with two different sets of solutions, has been evidenced by Le Rille et al 25 .
 
Using the present algorithm also makes it possible to analytically calculate the case N=2. For N>2, a numerical evaluation is necessary.
The reasoning presented here additionally gives an algorithm for such a numerical 
2) The case χ 0 = 0 is treated in the same way, apart from a few differences. For   Consequently, from Eq. (A2) it follows that one half of the generators (labeled N 1 ) have A N+1 = 0, but for the other half A N+1 ≠ 0 (labeled N 2 ). For these latter, the resonance N+1 has a nonvanishing amplitude, even if it does not contribute to the spectrum, it is thus a ghost resonance. It must be stressed that the value of amplitude A N+1 depends on the choice of the parameter ω N+1 .
For generators in N 2 , we therefore have   
