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Figure 1. Given challenging multi-person internet images, the recent state-of-the-art approach, VIBE [20], fails to deal with the trun-
cated and the occluded cases. They suffer from the ambiguity of the image-level features and the complexity of the multi-stage process.
Therefore, to address this, we present a bottom-up single-shot network, Center-based Human Mesh Recovery network (CenterHMR), with
pixel-level representation. As shown in the images, CenterHMR is relatively more robust to the occlusion.
Abstract
In this paper, we propose a method to recover multi-
person 3D mesh from a single image. Existing methods fol-
low a multi-stage detection-based pipeline, where the 3D
mesh of each person is regressed from the cropped image
patch. They have to suffer from the high complexity of
the multi-stage process and the ambiguity of the image-
level features. For example, it is hard for them to esti-
mate multi-person 3D mesh from the inseparable crowded
cases. Instead, in this paper, we present a novel bottom-
up single-shot method, Center-based Human Mesh Recov-
ery network (CenterHMR). The model is trained to simul-
taneously predict two maps, which represent the location
of each human body center and the corresponding param-
eter vector of 3D human mesh at each center. This explicit
center-based representation guarantees the pixel-level fea-
ture encoding. Besides, the 3D mesh result of each per-
son is estimated from the features centered at the visible
body parts, which improves the robustness under occlu-
sion. CenterHMR surpasses previous methods on multi-
person in-the-wild benchmark 3DPW and occlusion dataset
3DOH50K. Besides, CenterHMR has achieved a 2-nd place
on ECCV 2020 3DPW Challenge. The code is released on
https://github.com/Arthur151/CenterHMR.
1. Introduction
Recently, great progress has been made on the 3D hu-
man body pose and shape recovery from a single image. A
lot of single-person methods [20, 21, 17, 22, 4, 52, 42, 45,
36, 9, 41, 24, 18, 35, 49] are proposed. The stability and
the 3D pose accuracy in the single-person scene have been
significantly improved. However, as we progress towards
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more general cases, it is still an open issue for monocular
3D mesh recovery in the multi-person scene.
In the single-person scene, we only have to deal with the
object-occluded [49] or the truncated cases. While in the
multi-person crowded scene, the body parts could be eas-
ily occluded by the others. However, there are only a few
work [48, 47, 12] focused on the multi-person scene and
they all follow the similar top-down pipeline. They first de-
tect the bounding boxes [47, 12] or 3D poses [48] from the
image and then regress the 3D mesh result of each person
from the cropped image [48], 3D pose [48] or a single fea-
ture map of the image patch [12].
Although they have achieved promising performance,
we think the top-down solution is still not the optimal due
to its implicit image-level representation and the multi-stage
design. As shown in Fig. 2, even if the detection algorithm
works great, the cropped image patches of overlapping peo-
ple are almost the same, which may confuse the regression
network. We think the problem lies in its implicit repre-
sentation. The network is forced to choose the right per-
son from similar image patches to estimate his or her mesh.
Usually, we extract a single image-level feature for single-
person SMPL parameter regression, while it is not enough
for multiple people with confused detections. Besides, the
top-down methods have to suffer from the high complexity
of the multi-stage process, whose inference time is influ-
enced by the number of people in the image. Apparently,
the top-down framework is very limited in this situation.
To address these problems, we propose CenterHMR, a
bottom-up single-shot network. As shown in Fig. 2, Cen-
terHMR directly estimates multiple maps, including Center
maps and Parameters maps. At each position of these maps,
we use a vector to represent the confidence of being a hu-
man center and its mesh parameter results. The prediction
of each person is explicitly encoded in these maps. We just
have to sample the parameter vectors from the Parameter
maps based on the direction of Center maps. Multi-person
3D mesh results could be derived from the sampled param-
eter vectors using SMPL [29] human body model. With this
explicit pixel-level representation, the model can be trained
using multi-person samples in an end-to-end manner. Be-
sides, benefited from this center-based representation, full-
body 3D mesh result of each person is estimated from the
features centered at the visible body parts. It makes our
method more robust to the occlusion and truncation cases.
Compared with the top-down methods, CenterHMR ben-
efits from the constant forward complexity regardless of the
person number in image. CenterHMR achieves runner up
in ECCV 3DPW Challenges. Besides, we also evaluated it
on the object-occlusion benchmark 3DOH50K and achieve
state-of-the-art results. To further evaluate the performance
in the multi-person-occlusion scene, we test CenterHMR on
internet videos. Please refer to the demo released on Github.
Figure 2. In natural scenes, the top-down network could be easily
confused by the image patches with inseparable multiple persons.
In summary, the contributions are:
1. To the best of our knowledge, CenterHMR is the first
bottom-up single-shot network for monocular multi-
person 3D mesh recovery.
2. We employ an explicit center-based representation to
make pixel-level full-body mesh regression in an end-
to-end manner. Predicting from the feature centered at
visible body parts makes it more robust to the occlu-
sion and truncation.
3. State-of-the-art results are achieved on multi-person
benchmark 3DPW and occlusion dataset 3DOH50K.
2. Related Work
Many recent methods are proposed to make full-body
3D pose and shape recovery, using a parametric model, like
SMPL [29], from a single image. Most of them only focus
on single-person scenes.
Single-person 3D mesh recovery. At the early stage,
lacking 3D annotations is the biggest challenge for end-
to-end learning. Therefore, various supervision has been
proposed to make use of existing data. HMR [17] has
employed MoCap data to supervise the rationality of the
estimated parameters in a generative adversarial manner.
DenseRaC [45] has rendered the estimated 3D mesh (tex-
tured with the part segmentation map) back to the 2D im-
age plane and used the DensePose results for supervision.
TexturePose [36] has utilized the appearance consistency of
the person among multi-viewpoints (or even adjacent video
frames) for supervision. SPIN [36] has employed the SM-
PLify to refine the estimated results from CNN to provide
supervision.
As 3D data gradually enriches, more and more re-
searchers have realized the importance of proper repre-
sentation. GCMR [23] has employed a graph representa-
tion of the 3D body mesh and estimates the 3D location
of the mesh vertices using a graph convolution network
(GCN). HoloPose [9] has pooled the part-level features
for each joint based on 2D keypoints location and votes
Figure 3. An overview of the framework.
for the result. DSD-SATN [41] has developed a skeleton-
disentangled representation using bilinear transformation to
tackle the feature coupling problem of 2D pose and the
other details. Besides, they also employed a transformer-
based network to learn the temporal smoothness. An un-
supervised adversarial training strategy was developed to
learn the motion dynamics by learning to order the shuffled
frames. VIBE [20] has also developed a temporal network,
which was trained by distinguishing between the real and
the predicted motion sequences.
Multi-person 3D pose estimation is the most relevant
task to ours. Recently, research in this field has experi-
enced explosive growth. Among the recent approaches, the
top-down pipeline is widely adopted, because it is bene-
fited a lot from the success of the R-CNN [38]. The multi-
stage top-down design could easily be used to extend the
single-person method to the multi-stage scenes. For exam-
ple, LCR-Net++ [40] is built on the common two-stages
anchor-based detection framework [38]. They first collect
some pose candidates from the anchor proposals and then
determine the final output by making a score. 3DMPPE [32]
also takes a two-stage detection-based framework. They
propose to learn the 3D absolute root localization and root-
relative pose estimation from the detection results using
separate networks. Other works have explored the bottom-
up single-shot solution. SSMP3D [31] is a single-shot
method for multi-person pose estimation. To deal with the
server occlusion problem in a multi-person scene, they de-
velop occlusion-robust pose-maps to make the redundant
joint estimation at multiple positions. LoCO [8] estimates
the volumetric heatmaps in an encoder-decoder manner and
regress the multi-person 3D pose from them. The inter-
mediate encoded features are supervised using the encoded
feature of the ground truth keypoint heatmaps for compress-
ing volumetric heatmaps. PandaNet [3] is a anchor-based
single-shot model for multi-person 3D pose estimation. It
directly computes the 2D/3D pose results for each anchor
position. For a long time, 3D pose estimation methods dom-
inate this field for its impressive 3D pose accuracy. We
think the part of the reason is that they benefit from the ex-
plicit representation, such as the volumetric heatmap and
bottom-up framework. Our proposed CenterHMR extends
the end-to-end bottom-up process beyond the body joints
estimation.
Multi-person 3D mesh recovery. Compared with the
prosperity of single-person 3D mesh recovery and multi-
person 3D pose estimation, only a few methods have been
proposed for multi-person 3D mesh recovery. Zanfir et.
al. [48] proposed a multi-stage framework based on multi-
person 3D pose estimation. They first make volumetric
heatmap estimation and skeleton grouping to obtain the
multi-person 3D pose results. Multi-person 3D human
meshes are estimated from the 3D pose results one by one.
MSC [47] also take a multi-stage framework. They first
detect each person and then make single-person 3D mesh
recovery. Multiple scene constraints are employed to op-
timize the single-person results. To exclude the case of
volume occupancy, they put a collision constraint into the
objective function. Besides, the ground plane is estimated
in the convenience of modeling the interactions between
the plane and all human subjects. Jiang et. al. [13] also
builds their method on the top of Faster-RCNN [39]. The
RoI-aligned feature is used to predict the SMPL parame-
ters. They also developed a differentiable interpolation loss
for avoiding collision between body meshes. Besides, to
learn the correct depth ordering between multi-person, they
supervise the rendering of multi-person body mesh using
the instance segmentation. All existing methods follow the
top-down pipeline that heavily relies on the detection and
suffers from the complexity of multi-step processes. In-
stead, we propose a simple bottom-up method for end-to-
end learning.
Center-based representation is proposed by Center-
Net [7] and used in the detection task. Inspired by Cor-
nerNet [25], each object is represented as a center keypoint
and a pair of corners. It is regarded as a simple replacement
of the anchor-based representation, which prefers to enu-
merate plenty of potential object locations before making a
classification. Zhou et. al. [50] have further applied it in
other keypoint-relative tasks, such as 3D detection, track-
ing, and 2D pose estimation. They represent the keypoints
as applying an offset to the center. In this work, we extend
it to the multi-person 3D mesh recovery task for explicit
pixel-level regression.
3. Method
3.1. Overview
Overview of the entire framework is presented in Fig. 3.
Given an input image, CenterHMR predicts four maps,
which are (1) Center maps that contain the probability of
each position to be the human center, (2) Camera maps that
contain the camera parameter of the person at that center,
(3) SMPL maps that contain the SMPL parameter of the
person at that center, and (4) 2D pose and identity maps
that contain the 2D pose heatmaps and associate embed-
ding [33]. The parameter map composes of a camera and
an SMPL map. To obtain the final results, we just use the
2D center coordinates parsed from the center maps to sam-
ple the corresponding parameter results from the parameter
map.
3.2. Representations
Center maps. We use the representation of Gaussian
heatmap C ∈ R1×H×W to describe the 2D human body
center in image. Here, we set H = W = 64. Especially,
following [50], the Gaussian kernel size of each center is
relative to the scale of the person. We train the model to
predict the probability of being human body center at each
pixel. The previous center-based methods [7, 50] define the
center point as the center of the bounding box, which may
be outside the body. Here, to ensure that the center position
is inside the body, we define the human body center as the
center of the torso, the average of left/right shoulders, and
left/right hips. When part of the torso keypoints is occluded,
we use the rest torso keypoints to determine the center point
position. When all the torso keypoints are not visible, the
center is simply determined by the average of the visible
joint points.
Camera maps Cam ∈ R3×H×W contains the relative
position of the subject centered at each pixel in the cam-
era space. Weak-perspective camera model is employed to
project the 3D joints Jp3D of estimated 3D body mesh
back to 2D image plane for 2D pose supervision. With
the camera parameter (s, tx, ty) estimated at each position,
we can derive the projected 2D pose via sJp3D + t where
t = (tx, ty). It is widely adopted in previous method, such
as [17, 41], for improving the generalization ability of the
model using in-the-wild 2D pose datasets [27, 2, 14, 1, 44].
SMPL maps S ∈ R142×H×W contains the SMPL pa-
rameters of the subject centered at each pixel. SMPL is a
statistical model of 3D human body mesh. It is employed
to encode the 3D mesh into low-dimensional parameters.
SMPL disentangles the shape and pose of a human body. It
establishes an efficient mapping M(β,θ; Φ) : R|θ|×|β| 7→
R3×6890 from shape β and pose θ to a triangulated mesh
with 6890 vertices, where Φ represents the statistical prior
of human body. The shape parameter β ∈ R10 is the linear
combination weights of 10 basic shape. The pose parame-
ter θ ∈ R3×24 represents relative 3D rotation of 24 joints
in axis-angle representation. Here, we drop the last 2 joints
in both hands, leaving 22 joints for estimation. To improve
the training stability, we adopt the 6D representation [51]
of pose rotation matrix. Besides, a linear regressor P3d is
developed to derive these 24 joints from 6890 vertices of
human body mesh.
2D pose and identity maps. Following HRNet, the 2D
pose is represented by the normal Gaussian heatmap with
constant kernel size. Here we set it to five. Associate
embedding [33] is a well-known representation of personal
identity. We use it to encode personal identity as a feature
vector at each center. The Euclidean distance between the
identity feature vector of different person is supposed to be
large, while small for the same person. Inspired by [46], we
make the network learn the relative task, 2D pose, and per-
son identity, to promote the multi-task representation learn-
ing.
3.3. CenterHMR
3.3.1 Architecture
CenterHMR is a multi-head network based on HRNet [6].
From the backbone feature, each head network is used to
estimate a kind of map results.
Backbone. HRNet is a well-known backbone for its re-
current multi-resolution feature aggregation, which makes
it good at dealing with multi-scale subjects. It is used to
encode the image and output features f ∈ R32×128×128.
Besides, we also adopt the idea of CoordConv [28] and con-
catenate the coordinate index map ci ∈ R2×128×128 with f
to enhance the spatial information at each center.
Head network. All branches of the head network share
the same architectural design. It composes of two basic con-
volution blocks of ResNet with batch normalization. Espe-
cially, at the Center map branch, a softmax lay is employed
to normalize the results.
3.3.2 Inference
Our goal is to estimate the 3D human mesh of each person
in the image. To achieve this, we need to parse the 2D hu-
man center location and corresponding 3D mesh parameter
results from the predicted maps.
We take four steps to obtain the 2D human center loca-
tion: a) processing the predicted Center maps with the max
pooling operation; b) set all values below the threshold to
zero; c) set the value that is not a local maximum to zero;
d) get the 2D coordinates of the non-zero values as the es-
timated human body center. In this way, we get the human
center coordinates and their confidence values. Usually, we
would rank the confidence value of predicted centers and
take the top 15 as the final results. Next, we use the pre-
dicted human center location to sample the corresponding
camera/SMPL parameter results. 3D human mesh results
could be obtained via deforming the SMPL model using
the SMPL parameter results. The camera parameter results
would be used to render the resulting image. Especially, the
depth ordering between multiple persons could be roughly
determined by the confidence value of the center and the
scale s of the camera parameter. For people of different
scales, the people with greater scale are in the front. For
people of similar scale, the people with greater center con-
fidence are in the front.
3.3.3 Supervision
We assign different loss functions to supervise the results
of each branch. CenterHMR is supervised by the sum of
center loss Lcm, parameter loss Lp and 2D loss L2D.
Center maps. To deal with the imbalance of positive
and negative samples in Center maps, we employ the focal
loss [26] for supervision. Given predicted center maps and
the ground truth, Cpred and Cgt , we can derive the Lcm via
Lpos = log(Cpred)(1− Cpred)2Ipos (1)
Lneg = log(1− Cpred)(Cpred)4(1− Ipos) (2)
Lcm = −Lpos + Lneg∑
Ipos
wcm (3)
where Ipos is a binary matrix with positive value at the hu-
man centers.
Parameter maps. We have to match the annotations
with the predicted parameter results for supervision. We use
the body center for matching. Each ground truth body cen-
ter is matched with the closet center estimated. In this way,
annotations are paired with the predicted center. Then we
can obtain the predicted parameter by sampling parameter
map using the predicted center. The paired annotations can
be used to supervise the sampled parameter like the single-
person methods [17, 41].
The Lp is the weighted sum of pose parameter loss
Lpose, shape parameter loss Lshape, absolute 3D joints po-
sition loss Lm, 3D joints loss after Procrustes alignment
Lpm, projected 2D keypoints loss Lpj2d, and the prior loss
Lprior . wm, wpm, wpj2d, wpose, wshape, wprior are their
weights of these loss items. We use mean square error
(MSE) for Lm, Lpm, Lpose, Lpj2d, Lshape. To restrain the
rationality of the 3D joint rotation, we use the Mixture
Gaussian prior Lprior from [29].
2D pose & identity maps. The branch of 2D pose and
identity map outputs the 2D keypoints of multiple persons
in the image. Each 2D pose (keypoint) map has a corre-
sponding identity map. Following [6] and [33], the 2D
loss L2D consists of a keypoint detection loss and a group-
ing loss on the 2D pose map and the identity map, respec-
tively. The keypoint detection loss computes mean square
error between each predicted 2D keypoint heatmap and its
ground truth heatmap. To identify keypoints for each per-
son, the grouping loss supervises the distances between the
predicted identity maps with the ground truth grouping.
That is, the identity maps of the same persons keyoints have
small L2 distance, and vice versa.
4. Experiments
We first introduce the basic setting of the experiments,
including datasets used for training and evaluation, evalua-
tion matrix, and implementation details. Next, we compare
our results with previous single-person and multi-person
state-of-the-art approaches. We also conduct an ablation
study on the architecture design to show the influence of
each component. Finally, we present qualitative results on
evaluation datasets and internet images.
4.1. Datasets and evaluation matrix
3DPW [43] is a multi-person in-the-wild 3D human
mesh dataset. It contains 60 video sequences (24 train, 24
test, 12 validation) of rich activities, such as climbing, golf-
ing, relaxing on the beach, etc. The video is captured in
various scenes, such as the forest, street, playground, the
Table 1. Comparisons to the state-of-the-art methods following the evaluation protocol of ECCV 3DPW Challenge.
Method MPJPE (↓) PA-MPJPE (↓) PCK(↑) AUC(↑) MPJAE(↓) PA-MPJAE(↓) PVE(↓)
OpenPose + SPIN [21] 99.4 68.1 30.8 53.4 24.4 21.2 -
YOLO + VIBE [20] 94.7 66.1 33.9 56.6 25.2 20.46 112.7
CenterHMR 81.8 58.6 37.3 59.9 20.8 19.1 96.0
Table 2. Comparisons to the state-of-the-art methods on occlusion
datasets, 3DOH50K and 3DPW-OC. The evaluation matrix is PA-
MPJPE. The results are obtained from OOH [50].
Method 3DOH50K 3DPW-OC
HMR [17] 83.2 103.8
GCMR [22] 76.3 104.8
SPIN [22] 67.5 95.4
OOH [49] 58.5 72.2
Proposed 37.4 61.47
Table 3. Results of 3D mesh recovery methods on Human3.6M.
Method PA-MPJPE ↓
HMR [17] 56.8
GCMR [22] 50.1
DSD-SATN [41] 42.4
SPIN [21] 41.1
VIBE [20] 41.4
CRMH [12] 52.7
Proposed 50.1
mall, etc. Different methods have set up various protocols
for evaluation.
3DPW-OC is a subset of the 3DPW dataset. We follow
OOH [49] to extract 23 occlusion video sequence. It is used
to evaluate the performance under occlusion.
3DOH50K [49] is a 3D human occlusion dataset. In the
image, the human body is occluded by various objects, such
as a laptop computer, boxes, cheers, and closet. It contains
50310 images for training and 1290 images for testing. It is
used to evaluate the performance under object occlusion.
Human3.6M [11] is the most widely used multi-view
single-person 3D human pose benchmark. It contains 3.6
million 3D human poses and corresponding videos (50fps)
in 15 scenarios, such as discussion, sitting on a chair, tak-
ing photos, etc. For evaluation, videos are downsampled by
every fifth frame for removing the redundancy. We follow
the evaluation protocols of [12] and use it for both training
and evaluation.
MPI-INF-3DHP [30] is a single-person multi-view 3D
pose dataset. It contains 8 actors performing 8 activities.
Over 1.3M frames are captured from all 14 cameras. Ex-
cept for the indoor RGB videos of a single person, they also
provide MATLAB code to generate a multi-person dataset,
MuCo-3DHP, via mixing up segmented foreground human
appearance. We use both MPI-INF-3DHP and MuCo-
3DHP for training.
COCO [27], MPII [2], LSP [14], LSP Extended [15],
PoseTrack [1], AICH [44] are in-the-wild 2D pose
datasets. We use them for training. Especailly, we use
the pseudo SMPL annotations of part images generated by
EFT [16] for training.
Evaluation matrix. We employ all evaluation matrix
used in ECCV 2020 3DPW Challenge for evaluation, in-
cluding mean per joint position error (MPJPE), Procrustes
Aligned MPJPE (PA-MPJPE), Percentage of Correct Key-
points (PCK), area under the PCK-threshold curve (AUC),
mean per joint angle error (MPJAE), Procrustes Aligned
MPJAE (PA-MPJAE). Besides, we also employ the per-
vertices error (PVE) to evaluate the surface error.
4.2. Implement Details
We use HRNet [6] as an image encoder pre-trained on
2D pose estimation. We resize all input image to 512×512,
keeping the same aspect ratio and padding the empty with
zero. Our training uses 4 NVIDIA P40 GPUs with a batch
size of 64. We adopt Adam optimizer [19] for training.
We first train the model with a learning rate of 1e − 4
for 200 epochs and select the checkpoint that achieves the
best performance on the validation set. Next, we fine-
tune the model with a learning rate of 5e − 5 for 20
epoch. Especially, to accelerate the training and reduce the
GPU memory usage, we use the automatic mixed precision
(AMP) training of Pytorch [34]. About the loss weights,
we set wcm = 200, wm = 360, wpm = 400, wpj2d =
420, wpose = 60, wshape = 1, wprior = 1.6, whm =
60000, wae = 500.
4.3. Comparisons to the State-of-the-arts
Our goal is to make multi-person 3D mesh recovery from
the natural images. During the evaluation, the inference
process of the method should not use any annotation. There-
fore, we take the challenging protocol (”with association”)
of the ECCV 3DPW Challenge for evaluation on 3DPW.
Different from the previous protocols of [21, 20], we are not
allowed to use any ground truth during inference, including
using ground truth 2D pose to crop the person out. Ground
truth 2D poses are only used to match the predicted results
with the annotations and determine the person ID, during
evaluation. For fair comparison, the state-of-the-art single-
frame methods [21, 20] use the detection results from Open-
Pose [5] or YOLO [37] for cropping the person image out.
The results of OpenPose + SPIN are obtained from [10].
Figure 4. Qualitative results on 3DPW and 3DOH30K.
The results of YOLO + VIBE are obtained using their of-
ficial code released on Github, which already contains the
YOLO part for human detection. We also evaluate the latest
multi-person method, CRMH [12], using their official code
released on Github. The results are shown in Tab. 1. As
we can see, the proposed CenterHMR significantly outper-
forms the previous state-of-the-art single-person or multi-
person approaches. We also compare the run-time of differ-
Table 4. Ablation study on the architecture design. The evaluation
matrix is PA-MPJPE.
Com. 3DPW Human3.6M 3DOH50K
CenterHMR 57.44 50.06 37.43
Head network architecture
- Single head 58.36 53.18 39.57
Number of convolution block at each head
- 1 block 58.52 54.39 39.64
- 3 block 57.01 51.97 38.65
- 4 block 57.59 52.77 38.83
ent methods. The proposed bottom-up single-shot pipeline
shows obvious advantages in computation efficiency.
To evaluate the occlusion stability, we also compare
with the state-of-the-art methods on occlusion datasets
3DOH50K and 3DPW-OC. The results are presented in
Tab. 4. OOH [50] is a recently proposed method for
dealing with the object occlusion. As we can see, the
proposed methods achieve state-of-the-art performance on
them. Qualitative results are shown in Fig. 4.
Besides, we further evaluate CenterHMR on the single-
person 3D pose benchmark, Human3.6M. The results are
shown in Tab. 3. CenterHMR achieves comparable re-
sults compared with the single-person approaches (the up-
per), while better results compared with the previous multi-
person approach (the lower).
Runtime. We also evaluate the per-frame runtime of
CenterHMR. Using the Nvidia P40 GPU, CenterHMR can
reach about 15 fps on average to process the entire 3DPW
dataset.
Please refer to Github for more internet video demos.
4.4. Ablation Study
The ablation study is carried out on the architecture de-
sign.To evaluate the effectiveness of different settings, we
use the PA-MPJPE on 3DPW, Human3.6M, and 3DOH50K
benchmarks following the evaluation protocols of [20, 17,
49].
Single head v.s. multiple heads. Different from the
multi-branch structure we have shown in Fig. 3, the single
head structure is to use a single branch to jointly estimate
the center map and parameter map. Based on the results
shown in Tab. 4, we demonstrate that the disentangled mul-
tiple heads would benefit the model.
Number of convolution block in each head. We have
compared the performance of using a different number of
convolution block in each head. The results are listed in
Tab. 4
5. Conclusion
CenterHMR is a bottom-up single-shot network for
monocular multi-person 3D mesh recovery. With explicit
center-based representation, we successfully extend the
end-to-end bottom-up process beyond the body joints es-
timation. The experiment results show its advance in per-
formance and occlusion stability.We believe that it could be
a simple but efficient baseline for multi-person 3D mesh re-
covery. Besides, the framework is highly extensible. We
only have to add an extra head branch for solving the rela-
tive tasks, such as depth estimation.
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