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Richard P. Feynman in 1959. Getty Images
“There is plenty of room at the bottom.”
—Richard P. Feynman
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1. Introduction
In a today famous and most visionary talk on December 29, 1959—more than half a century
ago—Richard P. Feynman did no less than proclaim the field of nanotechnology [1]. In his
attempt to discuss “the problem of manipulating and controlling things on a small scale,”
Feynman imagined down-scaling micro-manipulation to what we know as shadow-mask evap-
oration, optical lithography, or focused ion beam microscopy. But he even further described
machines, which would not only operate self-reproducing, but mimicking and miniaturizing
their very own assembly to finally bridge the gap between man-made micro-machining and
what is known in theory as the molecular assembler, a hypothetical tool for bottom-up syn-
thesis of atomic-sized structures.
Consequently, Feynman collected the diverse scientific disciplines we nowadays know were
vastly impacted by the combination of resources and knowledge associated with nanotech-
nology. In medicine, he envisioned to “swallow the surgeon,” i.e. to put a nanometer-sized
surgical robot inside a blood vessel to find its destination, or to enable localized intra-cellular
drug delivery by small machinery. In chemistry, not only synthesizing new materials should
be possible, but also direct visual chemical analysis. Great advances in microbiology would be
enabled by the sheer fact of being able to “just look at the thing!”
Today, magnetic nanoparticles are used as contrast agents for medical magnetic resonance
imaging (MRI), or to be magnetically accumulated in target areas such as organs and tumors
for localized drug delivery and hyperthermia [2–6]. For the latter, i.e. heat treating, energy
absorption from external alternating magnetic fields has been found to be dependent on the
particle shape anisotropy, with nanowires heating tissue more efficiently than nanoparticles
[7].
MRI in the form of magnetic resonance force microscopy (MRFM) has proven to allow for
chemical contrast and thus possibly analysis of chemical compounds [8–10]. Not quite down
to the level of DNA, as Feynman had in mind, but already on the low nanometer-scale, Degen
et al. [11] could demonstrate enormous potential for MRFM as a true three-dimensional imaging
technique for microbiological applications by imaging single viruses.
Most importantly, Feynman envisioned the modern schemes of down-scaling writing and han-
dling of information. In his talk he takes us on the quest of writing the Encyclopedia Britannica
on the head of a pin, calculating that each print-size dot would be demagnified to a size of
1000 atoms. Even more so, by encoding the letters and by estimating a number of 5× 5× 5
atoms per encoded bit, human knowledge (as of 1959) collected in “all the books in the world”
could be written within a cube of about 20 µm width—“which is the barest piece of dust that
can be made out by the human eye. So there is plenty of room at the bottom!”
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By comparing to human cells, which could not only store information as dense as 50 atoms per
bit in DNA, but also “doing something about it,” Feynman went one step further to explain
his ideas on miniaturizing the computer: In 1959, computers would “fill rooms.”—“Why can’t
we make them very small,” he asked, and mentioned wiring of “10 to 100 atoms in diameter,
and the circuits should be a few thousand angstroms across.”
More than 50 years later, nanotechnology has seen the realization of a twelve-atom bita. The
next generation of commercially available storage media reaches Feynman’s benchmark of
about 100 atoms per bitb and transistor sizes in integrated circuits are in the order of just above
100 nm widthc. Although being made of well-characterized materials, reducing the size of these
components goes along with emerging size-dependent properties. Ultimately following the laws
of quantum mechanics, different forces are of importance compared to the macroscopic world.
In physics—yet merely following after Feynman’s far-sightedness—we set out for exploring
these “strange phenomena that occur in complex situations.”
In this thesis, we focus on one particular aspect of nanotechnology, namely the understanding of
magnetic states in nanometer-scale objects. Describing microscopic magnetization states and
reversal is particularly important for the development of magnetic storage media. In order to
further optimize information-bit density, innovative geometries involving magnetic nanowires
have been suggested by Parkin et al. [12]. The realization of both writing and reading in such
magnetic nanowires depends on the reliable induction and control of domain wall movement.
In this thesis we intend to shed light on basic dynamic effects in similar structures.
Ferromagnetic nanotubes are the focus of this work due to their unique magnetic properties and
unusual geometry. The reduced dimensionality of these structures manifests itself in magnetic
configurations not present in macroscopic magnets (section 2.6.2). The magnetic samples that
we are interested in are in the shape of a hollow prism with hexagonal cross-section and a very
high aspect ratio. These structures avoid magnetization point singularities as present in solid
magnetic cylinders, but support core-free magnetization states as a prerequisite for fast and
controllable magnetization reversal. For this thesis, two different sets of magnetic samples are
probed. One set of samples is processed to be Ni nanotubes, the other to be CoFeB nanotubes
(section 4.3).
Dynamic cantilever magnetometry (DCM) allows us to investigate the weak magnetic response
of individual magnetic nanotubes without averaging over an inhomogeneous ensemble. With
this sensitive method we are able to study the magnetization states, magnetization reversal
mechanisms, and demagnetization factors of single nanotubes dependent on the applied field
and the alignment of the sample. The study of demagnetizing factors has been a classical topic
in magnetism since the development of modern electrodynamics by Maxwell [13].
The advantages of our technique are the high precision of the associated frequency measurement
and the potential of investigating arbitrary geometries, even at the nanometer scale. At the
same time, interfering electrostatic and magnetostatic fields are entirely avoided by a purely
aA. Heinrich et al.: “Atomic-scale magnetic memory,” IBM Research – Almaden, 2012-01-05.
bS. Anthony: “Seagate hits 1 terabit per square inch, 60TB hard drives on their way,” ExtremeTech,
2012-03-20.
cWikipedia: “Integrated circuit,” Wikipedia, The Free Encyclopedia, 2014-08-29.
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optical readout. DCM is sensitive to the volume magnetization of the sample, instead of
probing the total magnetic field including the stray field for instance.
An individual nanotube is affixed to the end of an ultrasoft cantilever, which is a mechanical
oscillator exhibiting beam-like shape, clamped at one end, free at the other, and capable of
deflection in one direction only in the fundamental oscillation mode. To fabricate the sample-
on-cantilever system, individual nanotubes are chosen from their substrate under an optical
microscope, and glued to the cantilever using a hydraulic micro-manipulator setup, allowing
the handling of nanometer-scale samples (section 4.4). The torque acting between the magnetic
nanotube and the applied field shifts the resonant frequency of the cantilever. Changes in the
magnetization state can be tracked in timescales in the order of a few cantilever oscillation
cycles.
This thesis is divided into four parts. In chapter 2 we establish the basic concepts of magnetism
and introduce the coordinate systems used throughout the thesis. To explain phenomena such
as magnetic anisotropy, or magnetic domain formation we consider the total magnetostatic
energy of a given sample. Minimization of the energy yields the optimal angle of the mag-
netization within a magnetic particle, as shown for an important model system, the prolate
ellipsoid. We review deviant magnetization states for samples with different geometry.
Chapter 3 introduces our experimental method, DCM, after reviewing other means of mag-
netometry. To later explain our data, we derive the cantilever resonant frequency shift as a
response to an applied magnetic field and discuss found solutions. We also derive demagneti-
zation factors to describe the shape anisotropy of our samples.
In chapter 4 we mention the components necessary to perform DCM measurements, from the
physical properties of the cantilever to the experimental methods. Following in Feynman’s
footsteps, we illustrate bottom-up nanotube sample growth and fabrication methods including
micro-manipulation and focused ion beam microscopy.
Finally in chapter 5 we show and discuss the findings of our measurements. We measure
the shift of the cantilever resonant frequency as a function of both the applied field and the
alignment of the sample in three basic configurations to characterize the sample anisotropy.
k0, le, µ0 physical constants and quantities italic lower case letters
θ, Φ′ angles greek letters
Ms, H vector physical quantities italic boldface upper case letters
Ms, V , H norm of physical quantities italic upper case letters
xˆ, zˆ′ unit vector lower case letters with hat
D tensor physical quantity sans-serif upper case letters
H quantum operator calligraphy letters
Si vector quantum operator boldface calligraphy letters
1 name of sample-on-cantilever
configuration
boxed number
Table 1.1. | Notation
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2. Magnetism
2.1. Introduction
This brief introduction to the basic concepts of magnetism will closely follow the straightfor-
ward completeness of Skomski and Coey [14], the elaborate explanations of Morrish [15] and
the unprecedented elegance of Aharoni [16].
First, the origin of magnetism, basic symbols and the fields involved in the description of
magnetic samples are introduced. After establishing the coordinate systems as foundations
on which the calculations in this theses are performed, the different interactions present in
magnetic material are listed. They provide the basis for the reader to follow into the topics
of magnetic anisotropy and domain formation. We consider the example of an ellipsoidal
magnetic particle, which is an important model system to understand magnetization behavior
in terms of the Stoner-Wohlfarth model. Finally, possible magnetization state and reversal
schemes for non-ideal systems are lain out to form the theoretical prerequisites necessary to
understand later experimental results.
2.2. Magnetic Fields
2.2.1. Magnetization
The force amongst samples of magnetic material is strongest between specific regions of samples
called magnetic poles. In 1789, Coulomb [17] discovered that these forces originate in two types
of magnetic poles. There is a repellent force between two like, and an attractive force between
two unlike magnetic poles. Isolated magnetic poles have never been observed in nature, but in
unlike pairs instead, called magnetic dipoles. The magnetic dipole moment is defined as
m ≡ md,
where d is a vector pointing from the negative (south) to the positive (north) pole, and m the
strength of an isolated pole [15].
A magnetic field H applied to any material leads to the acquisition of a magnetic dipole
moment inside that material. The magnetic dipole moment per unit volume is defined as the
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magnetization M . The response of the magnetization to the total field H ′ (2.2) inside most
(i.e. diamagnetic, see below) materials is linear:
M = χH ′ (2.1)
Exceptions to this rule are discussed in the following. The proportionality constant χ is known
as the susceptibility. In case the magnetic vectors are not parallel the susceptibility is a second
rank tensor [16].
The microscopic origin of magnetic dipoles is found in the orbital and spin angular momentum
of electrons and to minor extent from the nuclear magnetic moment. Thus, in any material,
electrons and nuclei are influenced by a magnetic field. This property is called diamagnetism,
distinguishable by χ < 0. Any other form of magnetism exhibits χ > 0 and a permanent
magnetic moment. In case of small or no coupling (small χ) between the magnetic moments,
the material is called paramagnetic. For large coupling (large χ), when the interaction between
the constituent magnetic moments is strong, the magnetic moments become highly ordered:
If the moments are aligned parallel, the material is called ferromagnetic. If they are aligned
anti-parallel, with no net moment, the material is anti-ferromagnetic, but with a net moment,
it is ferrimagnetic ([14, 15] and figure 2.1).
a) b) c)
Figure 2.1. | Illustration of a) ferromagnetic, b) ferrimagnetic, and c) anti-ferromagnetic order. The arrows
represent microscopic magnetic dipole moments. Illustration reproduced from [14].
In the latter three cases of highly ordered magnetic materials, here summarized as ferromag-
nets, changes in the magnetization are mostly due to rotations of the net magnetization vector.
Namely, ferromagnets are made of magnetic domains, small regions, each spontaneously mag-
netized as depicted in figure 2.1. The net magnetization of the entire sample then is the vector
sum of the magnetization of each domain. An applied field changes the domain arrangement
and thus the net magnetization, which then can even assume zero. For ferromagnets, the sus-
ceptibility is not a constant, but a function of the applied field, additionally dependent on the
temperature, the size, shape and history of the considered sample [14, 15]. For these magnets
the definition of the susceptibility is generalized to
χ ≡ ∂M
∂H
∣∣∣∣
H,T
(also called effective susceptibility) evaluated at a specific applied field H and temperature T .
The magnetization cannot follow the applied field instantaneously in the presence of metastable
energy minima and barriers associated with the microstructure of the ferromagnet, which gives
rise to magnetic hysteresis [14].
The function M(H) is known as the limiting hysteresis curve, see figure 2.2. The curve is
obtained by applying a large enough field to the ferromagnet until the saturation magnetization
Ms is reached and is reproducible in consecutive field cycles. For a fully demagnetized magnet,
8
M(H)
H
Mr
Ms
Hc
Figure 2.2. | Schematic diagram of the limiting hysteresis curve of a typical ferromagnetic material, also
showing the virgin curve, the saturation magnetization Ms, the remanence Mr, and the coercivity Hc. Diagram
reproduced from [16].
the curve is starting a the origin, known as virgin curve. If the field is increased and decreased
before the limiting curve is achieved, a minor hysteresis curve is traced. It is apparent that the
magnetization M is not proportional to the applied field H, in particular it may be non-zero
at H = 0, the so-called remanence Mr. The field for which the magnetization is zero is called
coercivity Hc. The higher the remanence Mr of the magnet, the higher the coercivity to “force”
the magnetization into reversal [16]. For more details on hysteresis refer to section 2.5.4 where
an example of an ellipsoidal magnetic particle is described.
The saturation magnetization Ms is an intrinsic property of the material. It is a function of
the temperature, where above the Curie temperature, TC , Ms becomes zero at zero applied
field: All ferromagnets become paramagnetic above TC [16].
2.2.2. Total Magnetic Field
The magnetization M inside a magnetic material is the result of an applied field H outside
the material (as implied in equation (2.1)). More precisely, the externally applied magnetic
field H is distinguished from the total, internal magnetic field H ′ by the demagnetizing field
Hdm [14]:
H ′ = H +Hdm (2.2)
Hdm can be found by solving the magnetostatic Maxwell equations [13], which is discussed in
more detail in section 2.2.3.
The divergenceless magnetic flux density B, usually used in Maxwell’s equations, is defined by
B ≡ µ0(H ′ +M) (2.3)
with the vacuum permeability µ0 ≡ 4pi · 10−7 V s/(A m), taking into account both internal and
external field contributions. To clarify these contributions, with the help of figure 2.3, consider a
point P inside a bar magnet. The magnet has been uniformly magnetized by an external applied
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field H, which is now switched off (i.e. H ′ = Hdm), see figure 2.3a. Uncompensated surface
momentsa (poles) of the magnetization (depicted in figure 2.3b) produce an inhomogeneous
field Hdm, which is called demagnetizing field inside, and stray field outside the magnet [15].
Relation (2.3) is evaluated at point P as illustrated in figure 2.3c, resulting in the flux density
B (figure 2.3d), obeying Maxwell’s equation ∇B = 0 [14].
c)
P
µ0M
µ0H′
B
a)
P
M
P
B
d)
P
Hdm
b) Stray Field
Demagnetizing Field
Figure 2.3. | Illustration of a bar magnet (in green), depicting a) the magnetization M , b) the demagnetizing
and stray fieldHdm, and d) the magnetic flux density B, evaluated at point P inside the magnet (c). Illustration
similar to [14], adapted from [18].
With equation (2.1), the relation (2.3) simplifies to
B = µH ′,
where µ ≡ µ0(1 + χ) ≡ µ0µr is called the magnetic permeability [16].
2.2.3. Demagnetization Factors
In order to determine the demagnetizing field Hdm of equation (2.2) one can solve the magne-
tostatic Maxwell equations [13], notably
∇×H ′ = 0 (2.4a)
and ∇ ·B = 0. (2.4b)
To proceed one can define the scalar magnetic potential Umag (for any magnetic field) by
H ′ ≡ −∇Umag (2.5)
and substitute expression (2.3) in (2.4b) to get
∇2Umag = ∇ ·M
aAdditional contributions to this field come from uncompensated volume moments, arising from an inho-
mogeneous magnetization, which for clarity are not shown in the illustration.
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inside the magnetic material. The relation obeys Maxwell’s boundary conditions of components
H‖ and B⊥ being continuous parallel and perpendicular to the surface between two magnetic
materials. With these boundary conditions, in principle one can solve for Umag (M(r), r) for
any magnetization and for the whole space. Particularly in the case of uniform magnetization,
where ∇M = 0, once Umag is known we can go back and find Hdm with equation (2.5), for
the volume of the magnetic sample. Hdm is a linear function of the components of M , so we
may write
Hdm ≡ −D ◦M , (2.6)
and hereby define the demagnetization factor tensor D, with TrD ≡ 1 [16].
In uniformly magnetized ellipsoids of revolution calculation of Hdm yields a homogeneous
dipolar demagnetizing field. Symmetry leads to the principal-axis representation of the de-
magnetization factor tensor:
Hdm = −
Dx 0 00 Dy 0
0 0 Dz
 ◦M (2.7)
The matrix elements are the demagnetization factors Dx, Dy, and Dz, with Dx +Dy +Dz = 1.
They correspond to the geometrically defined demagnetization factors Da and Db of the polar
and equatorial semi-axes a and b of the ellipsoid, depending on the orientation of the ellipsoid,
see figure 2.4 (upper right) and table 2.1 (in section 2.5.2). For arbitrary orientations of the
ellipsoid one can always apply a rotation matrix to the demagnetization factor tensor. In the
special case, where the magnetization M and applied field H are both parallel to one of the
ellipsoid semi-axes, the total field (2.2) is given by H ′ = H −DiM (i ∈ {x, y, z}) [14].
For uniformly magnetized, but arbitrarily shaped magnetic materials, even including cavities
for instance, one can still calculate the demagnetization factors by considering an average
demagnetizing field. Using a field average over the whole volume of the sample leads to the so
called magnetometric demagnetization factors [16].
Formulae for the calculation of demagnetization factors (and fully derived examples) can be
found in any of [14–16], reliably referring to Osborn [19]. Within the scope of this thesis the
reader may refer to section 3.5, where the cases important for the interpretation of our data
are considered.
2.3. Definition of Coordinates and Units
2.3.1. Coordinate Systems
The recent definitions of physical quantities have been self-consistent in terms of the used
coordinate systems. In this section a more generalized set of coordinate systems is introduced
to ensure consistency within the thesis.
11
In figure 2.4 two sets of Cartesian coordinates (x, y, z) and (x′, y′, z′) are defined, together
with their spherical coordinate equivalents (r,Θ,Φ) and (r′,Θ′,Φ′). The primed and unprimed
coordinate systems are related by the angle θ, namely the primed coordinates are rotated with
respect to the unprimed coordinates by θ around the x axis. Usually, unless otherwise specified,
the applied magnetic field vector H is fixed along the z axis. The magnetization M is defined
as a three-dimensional vector
M ≡M(sin Θ′ sin Φ′ · xˆ′ + sin Θ′ cos Φ′ · yˆ′ + cos Θ′ · zˆ′) (2.8)
The primed coordinates serve to describe magnetic samples and the magnetization therein. The
primed axes may or may not be aligned to an axis of symmetry of the—in general arbitrary—
magnetic sample. However, ellipsoids of revolution are frequently used as a model system for
they provide analytically solvable problems (in figure 2.4, upper right). These ellipsoids can be
defined self-consistently by the length of their polar and equatorial semi-axes, a and b. There
are three basic configurations 1 , 2 , and 3 for an ellipsoid of revolution to be placed in a
sample-independent coordinate system (x′, y′, z′), with its principal axes each aligned to one
of the coordinate directions (see ellipsoids in figure 2.6, and table 2.1).
M
(r′,Θ′,Φ′)
ݕො′
̂ݖ′
ݔො′
θ
H (r,Θ,Φ)
ݔො ݕො
̂ݖ
b
a
Dx
Dz
Dy
Figure 2.4. | Illustration of sets of primed and unprimed coordinate systems. Two sets of cartesian coordinates
(x, y, z) and (x′, y′, z′) are defined, together with their spherical coordinate equivalents (r,Φ,Θ) and (r′,Φ′,Θ′).
Unprimed coordinates are rotated by the angle θ around the x axis. The applied field H is fixed along the zˆ
direction. The three-dimensional magnetization vector is shown in projection onto the y′-z′-plane. The primed
coordinates serve to describe magnetic samples, drawn schematically, e.g. prolate ellipsoids of revolution, with
polar and equatorial semi-axes a and b, and principle-axis demagnetization factors Dx, Dy, and Dz.
In literature [14–16, 20–22] the magnetization vector often is projected onto the y′-z′-plane,
the necessary coordinates reduce to two dimensions with the polar angle Θ′ and the magnitude
M only. Then the angle between magnetization and applied field is (θ − Θ′). Note, that the
symbol θ in general is not related to otherwise familiar spherical coordinate notation.
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2.3.2. Units
In SI units, the magnetic flux density B is measured in teslas T. In Gaussian-cgs units, B is
measured in gauss G. The conversion is 1 T = 104 G. The applied magnetic field (also called
magnetizing field) H and the magnetization M are measured in amperes per metre A/m in SI
units, and in oersteds Oe in cgs units. The conversion here is 1 A/m = 4pi · 10−3 Oe. In some
older references, including Kittel [23], gauss is also used for the saturation magnetization Ms,
despite the official introduction of oersted in 1930 [24]. Because of relation (2.3), the product
of either M or H with the vacuum permeability µ0 = 4pi · 10−7 V s/(A m) has the SI unit
tesla. To summarize [25]:
[B] = 1 G = 10−4 T
[M ] = [H] = 1 Oe =
103
4pi
A
m
2.4. Total Magnetostatic Energy
2.4.1. Contributing Forms of Energy
The magnetic domain structure, the onset of magnetization reversal, and the rotation of the
magnetization within a given sample is determined by minimizing the total magnetostatic
energy of the sample (see [15, 16] following Brown [26]).
The total magnetostatic energy of a magnetic particle in its most general form is given by
Etot = EZ + Ems + Eex + EK + Eσ + E0, (2.9)
where the used symbols have the following meaning [15]:
EZ : The Zeeman energy EZ is the potential energy of a magnetic particle represented by its
net magnetization M in an applied field H:
EZ = −µ0
∫
M ·H dV
It describes the interaction of the magnetic dipoles within a particle of volume V with the
applied field [14]. For a uniformly magnetized particle with saturation magnetization Ms
using equation (2.8) and a uniformly applied field, it is sufficient to rewrite the expression for
the Zeeman energy to
EZ = −µ0VMsH(sin θ sin Θ′ cos Φ′ + cos θ cos Θ′) (2.10)
In case of purely rotational displacement, interaction between magnetic dipoles is measurable as
a torque τ acting on each magnetic dipole moment towards the applied field. The infinitesimal
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vector ∂α between arbitrary M and H has the magnitude ∂α and the direction of the rotation
axis is αˆ = M×H‖M×H‖ . From the Zeeman energy EZ = −µ0VMsH cosα, the torque then is
τ = −∂EZ
∂α
= −∂EZ
∂α
· αˆ = µ0VM ×H (2.11)
[27] and for uniform fields becomes
τ = µ0VMsH
(
(cos θ sin Θ′ cos Φ′ − sin θ cos Θ′) · xˆ− sin Θ′ sin Φ′ · yˆ)
Note, that there is no component of the torque parallel to the applied field.
Ems: The magnetostatic self-energy Ems of a permanent magnet is
Ems = −µ0
2
∫
M ·Hdm dV. (2.12)
This energy represents the mutual magnetostatic interaction of the elementary magnetic dipoles
inside the volume V of the magnetic material and is derived by pairwise summation (factor 12)
of the Coulomb potentials of each magnetic dipole in the material [14]. The magnetostatic
self-energy can be attributed to two physical causes, which also cause the demagnetizing field
Hdm (see figure 2.3): First, uncompensated surface moments, and second, uncompensated
volume moments, arising from an inhomogeneous magnetization M inside the volume of the
magnetic material [15].
To calculate the magnetostatic self-energy for a uniformly magnetized ellipsoid, we use the
magnetization as defined in equation (2.8). By substituting equation (2.7) in (2.12), Ems
simplifies to
Ems =
µ0
2
VM2s
(
(Dx sin
2 Φ′ +Dy cos2 Φ′) sin2 Θ′ +Dz cos2 Θ′
)
(2.13)
The demagnetization factors characterize the dependence of the energy on the shape of the
magnetic sample, which is why expression (2.13) is also referred to as shape anisotropy energy,
see section 2.4.2.
Eex: The exchange energy Eex is a quantum phenomenon of electrostatic origin, important
for both sub-domain magnetic dipole-dipole alignment and temperature dependence of a fer-
romagnet. Its magnitude is determined by the Heisenberg interaction Hamiltonian
H = − 1
h¯2
∑
i,j
Jij Si · Sj
using Planck’s constant 2pih¯ = 6.6261 · 10−34 J s, the interaction strength constants Jij , and
the three-component spin operators Si,j . A positive or negative sign of Jij determines whether
nearest neighbor magnetic dipoles align parallel or anti-parallel (then called ferro- or anti-
ferromagnetism). The model may be solved within a mean-field approximation, which gives
results equivalent to the behavior of a single spin in a magnetic field. From this model an
expression for the Curie temperature TC can be derived [14].
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EK : The magneto-crystalline anisotropy energy EK is related to intrinsic crystalline lattice
properties. Commonly, in a phenomenological approach, the energy is expressed in a power
series of the angle between magnetization and principal axis of the crystal. The magnitude of
the energy scales with the anisotropy constants Km, which are the coefficients of the expansion
to mth order. There is no local symmetry for non-crystalline particles, thus the magneto-
crystalline anisotropy energy remains undefined [14, 15].
Eσ: The magneto-elastic energy Eσ is a contribution to the total energy originating from
the interaction of magnetization and strain. Like the magneto-crystalline anisotropy energy
it depends on the crystalline directions of the magnetic material, and is therefore zero in
non-crystalline structures [15].
E0: Finally, there may be an additive energy E0, for example accounting for sample inhomo-
geneities, like geometric structure imperfections, or crystal lattice defects [14].
2.4.2. Magnetic Anisotropy
Magnetic hysteresis (figure 2.2) is caused by metastable energy minima associated with pre-
ferred magnetization directions (see section 2.5.4). The presence of energy barriers between
these minima can be attributed to microstructural properties of the magnetic material and any
applied field. The directional dependence of the net magnetization within a magnetic domain
is called magnetic anisotropy. For more details on the associated energies see section 2.4.1.
Figure 2.5. | Illustration of the “easy” (left) and “hard” (right) magnetization direction due to shape
anisotropy in a nanometer-scale magnetic particle. The arrows represent microscopic magnetic dipole moments.
Illustration adapted from [14].
There are several sources for magnetic anisotropy, mainly due to the crystalline structure of
the magnetic material. The source for crystalline anisotropy is the crystalline electrostatic
field, which interacts with electrons in partially filled atomic shells. Crystalline anisotropy
then arises from spin-orbit coupling of these aspherical electron orbits to the magnetization,
such that the electron orbits are linked to the crystalline structure. The associated magneto-
crystalline anisotropy energy EK may exceed other typical anisotropy energies by an order
of magnitude, but is small compared to the exchange energy Eex. In effect the magnitude of
the magnetization is determined almost only by the exchange energy, but the direction of the
magnetization is given by the anisotropy energy [14, 16]. Directions of the magnetization, in
which the anisotropy energy has a local minimum, are called “easy”, whereas directions in
which the anisotropy energy has a local maximum, are called “hard”.
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In non-crystalline nanometer-scale aspherical magnetic particles, shape anisotropy is most dom-
inant. This type of anisotropy is associated with the magnetostatic self-energy Ems (2.12),
where depending on the shape of the magnetic particle uncompensated magnetic moments
lead to a directional dependence of the net magnetization. Therefore the magnetostatic self-
energy is scaled by the shape-dependent demagnetization factors Di of the magnetic particle
together with the magnetization direction, which is why expression (2.13) is also referred to
as shape anisotropy energy. For symmetric particles, e.g. a prolate ellipsoid of revolution as in
figure 2.4, where two demagnetization factors are equivalent, corresponding to two equivalent
equatorial semi-axes, the shape anisotropy is called uniaxial, and the magnetostatic self-energy
can be written in terms of only one demagnetization factor.
In figure 2.5 the “easy” (on the left) and “hard” (on the right) magnetization directions (or
axes) due to shape anisotropy are illustrated. The magnitude of the net magnetization is equal
in each of the magnetic dipole moment configurations. But the magnetostatic self-energy
is lower in case of the magnetization being aligned along the easy axis, due to the reduced
demagnetizing field, see equation (2.12), together with figure 2.3 [14]. By comparison of two
different demagnetization factors for two different axes of the magnetic particle it is possible
to distinguish between an easy and a hard axis: Deasy < Dhard
2.4.3. Magnetic Domain Formation and Single-Domain Particle
The magnetized state of macroscopic magnets is determined by their net magnetization and
demagnetizing field, and thus by the magnetostatic self-energy Ems, see equation (2.12). In
ferromagnets a lower energy state can be achieved by the formation of magnetic domains, each
individually magnetized in different directions, averaging to a macroscopic net magnetization
of the sample, which can assume any value between zero and saturation magnetization. An
applied magnetic field rotates the magnetization of each domain towards its direction, and
for sufficiently large applied fields the sample is uniformly magnetized and will behave as a
single-domain particle with saturation magnetization Ms [14–16].
The local order of the magnetic dipoles within a domain is governed by the exchange energy
Eex. The forces resulting from the exchange energy are much stronger, but also more short
ranged compared to the force exerted by the demagnetizing field. On a range much larger
than nearest neighbors magnetic dipoles, inhomogeneous perturbations in the alignment of the
magnetic dipoles can be present.
Gain in magnetostatic self-energy by domain formation always competes against the exchange
and crystalline anisotropy energy stored in the resulting domain walls. In nanometer-scale
magnetic particles the cost in exchange energy due to the formation of domain walls is higher
than the gain in magnetostatic self-energy, even in the presence of uncompensated surface
poles. There is a critical single-domain radius of a spherical ferromagnetic particle below
which domain formation is suppressed: For cobalt this radius is around 34 nm, and only 16 nm
for nickel [14]. Both for magnetic particles below that size, and for thin magnetic films with
thicknesses below the numbers given, as an estimation, no domain walls are expected.
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To explain the formation of domains, one needs to minimize the total magnetostatic energy.
This is usually done in a continuum approximation, where the magnetization is a continuous
function of space M(r). Only in few cases the minimization procedure leads to analytic
solutions [14].
For this thesis, one example is introduced (section 2.5) and the minimization procedure carried
out (section 3.4), retrieving the optimal angle of the magnetization within a single-domain
particle in an applied field.
2.5. Example: A Prolate Ellipsoid
2.5.1. Stoner-Wohlfarth Model
In single-domain particles the exchange energy is the dominant interaction. Ideally all magnetic
dipoles are aligned so there is no spatial dependence of the magnetization, and the exchange
energy becomes constant throughout the volume of the magnetic material. The magnetiza-
tion then is always the saturation magnetization and can rotate coherently, i.e. uniformly as
a whole, within the magnetic particle. Coherent rotation of the magnetization is understood
as opposed to incoherent rotation, where magnetization reversal nucleates by localized or de-
localized instabilities of the initial magnetization. Note, that nucleation and incoherent rota-
tion are generally independent of the single-domain character of a magnetic particle [14, 16].
The assumption of coherent rotation of the saturation magnetization within non-interacting
particles is known as the Stoner-Wohlfarth model [20].
Minimization of the total magnetostatic energy Etot yields the optimal angle of the saturation
magnetization Ms between the applied field H and the easy axis of the magnetic particle.
That easy axis may be defined by crystalline anisotropy, but in case of non-crystalline material
only shape anisotropy is of importance. Since the mathematical treatment in the minimization
procedure of both anisotropies is similar, we will consider only shape anisotropy here. The
exchange energy is a constant within the assumptions of the Stoner-Wohlfarth model, so it will
not enter in the calculation.
2.5.2. Three Basic Configurations
One can find solutions to the energy minimization problem for magnetic particles in the shape
of ellipsoids of revolution in any alignment with respect to the sample-independent coordinates
(x′, y′, z′) (see figure 2.6). However, we focus on special cases, to illuminate the general behav-
ior. Prolate ellipsoids can be described by their polar and equatorial semi-axes a and b, and
by the corresponding geometrical demagnetization factors Da and Db. There are three basic
configurations of aligning the principle axes of such an ellipsoid to the sample-independent co-
ordinates (x′, y′, z′) with corresponding demagnetization factors Dx, Dy ≡ D⊥, and Dz ≡ D‖.
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The symbols D⊥ and D‖ are used for demagnetization factors in yˆ′- and zˆ′-direction, respec-
tively. These demagnetization factors are convenient for describing our experimental results,
and can be made of any of the geometrical demagnetization factors characteristic for the con-
sidered sample. By realizing the three configurations in experiment, we can measure uniaxial
anisotropy in the y′-z′-plane, expecting different behavior in each configuration. Following
scheme unfolds for the three basic configurations of a prolate ellipsoid of revolution:
Ellipsoid Semiaxes Demagnetization Factors
Coordinate Directions xˆ′ yˆ′ zˆ′ Dx Dy ≡ D⊥ Dz ≡ D‖
Configuration 1 b b a Db Db Da
Configuration 2 b a b Db Da Db
Configuration 3 a b b Da Db Db
Table 2.1. | List of symbols used to describe three basic configurations for an ellipsoid of revolution to be
placed in a sample-independent coordinate system (x′, y′, z′) with the principal axes each aligned to one of
the coordinate directions. The symbols D⊥ and D‖ are used for demagnetization factors perpendicular (in
yˆ′-direction) and parallel to the zˆ′-direction.
2.5.3. Total Magnetostatic Energy
In figure 2.6 is depicted, how the principal axes of a prolate ellipsoid are aligned to the co-
ordinate system (x′, y′, z′) in three basic configurations in accordance with table 2.1. The
coordinates are as shown in figure 2.4. The total magnetostatic energy of an ellipsoid of
revolution then is
Etot = EZ + Ems
= − µ0VMsH(sin θ sin Θ′ cos Φ′ + cos θ cos Θ′)
+
µ0
2
VM2s
(
(Dx sin
2 Φ′ +Dy cos2 Φ′) sin2 Θ′ +Dz cos2 Θ′
)
(2.14)
from the relations for the Zeeman energy EZ (2.10) and the magnetostatic self-energy Ems
(2.13). Other energy terms of (2.9) are ignored, specifically, since the exchange energy is a
constant and the sample material is assumed to be homogeneous, non-crystalline, and un-
strained.
To illustrate the optimal angle for the magnetization at lowest energy, we choose the applied
field H to be fixed and positive in zˆ′-direction (θ = 0◦). Other alignments of the applied field
to one of the axes x′ or y′ can be considered by looking at the three basic configurations under
cyclic permutation of the coordinates. To depict the energy landscape, the magnetization M
of (2.8) is chosen to rotate with either Φ′ = 0 or Θ′ = pi2 fixed (i.e. within the y
′-z′-plane,
or the x′-y′-plane, respectively). For the cases considered here, the total energy can then be
simplified to the reduced energy
etot ≡ 2Etot
µ0VM2s
=

−2H
Ms
cos Θ′ +D⊥ sin2 Θ′ +D‖ cos2 Θ′ if Φ′ = 0 ⇔ y′-z′-plane
Dx sin
2 Φ′ +Dy cos2 Φ′ if Θ′ =
pi
2
⇔ x′-y′-plane
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Figure 2.6. | Illustration and graphs of the total magnetostatic energy of prolate ellipsoids. In the upper row
is depicted, how the principal axes of a prolate ellipsoid are aligned to the coordinate system (x′, y′, z′) in three
basic configurations in accordance with table 2.1. The lower two rows for each configuration show the reduced
energy etot ≡ 2Etotµ0VM2s vs. the angles Θ
′ and Φ′, respectively, as a function of the applied field. Different values
of the applied field are in color, from negative (green), through zero (black), to a higher positive field (red),
symmetrically around zero field. The thick line is the coercivity.
The calculation of the energy minima is carried out in section 3.4. Here, a qualitative analysis
is performed.
2.5.4. State Progression and Hysteresis
In figure 2.6, the middle row for each configuration shows the reduced energy etot vs. the
angle Θ′ (the polar angle of the magnetization) as a function of the applied field, for Φ′ = 0
(the y′-z′-plane). The lower row shows the reduced energy etot vs. the angle Φ′ (the azimuthal
angle of the magnetization) for Θ′ = pi2 (the x
′-y′-plane). For all graphs, the applied field is
increased stepwise from negative (green), through zero (black), to a higher positive field (red),
symmetrically around zero field. The thick line is the coercivity.
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The physical system always assumes a state in which the total magnetostatic energy has a
local minimum. That state is determined by the direction of the magnetization, which again is
dependent on the applied field direction and the shape of the magnetic sample. If we suppose,
that in each graph in figure 2.6 the magnetic sample was initialized to be in the green minimum
by applying a high enough negative field, we can follow the magnetization state progression
with increasing applied field by following the angle of the local energy minimum. The coercivity
Hc is that applied field, which marks the onset of magnetization reversal, that is where energy
minima become metastable. In the presence of shape anisotropy only, the coercivity is
Hc =
 |Ms(D⊥ −D‖)| if Φ
′ = 0
|Ms(Dx −Dy)| if Θ′ = pi
2
(2.15)
[14]. Ultimately the magnetization always is rotated towards the applied field, like in the initial
state, but in positive direction. The procedure is repeatable symmetrically and generally leads
to the hysteresis curve for the magnetization, similar to figure 2.2.
Observing hysteretic behavior is the observation that a measurement of a physical quantity
is giving different results under the influence of the sample history. In an energy picture, the
existence of hysteresis corresponds to a regime in which there are two or more solutions to the
energy minimization problemb (local minima). The physical system always assumes a state of
minimal energy and energy barriers prevent jumps from one solution to another. The energy
landscape here is a function of the applied field and the magnetization assumes an optimal
angle accordingly. But the local minima are metastable due to the applied field dependence.
If one local minimum becomes unstable and vanishes, the magnetization changes direction
immediately, such that the system is at minimal energy again. Which of the local minima is
assumed first, depends on the initial value of the applied field. Therefore the valid solution is
determined by the applied field history of the sample [16].
Once the metastable energy minimum becomes unstable, the rotation of the magnetization is
irreversible. In the cases where there is only one energy minimum present at a time, there is
no hysteresis, and thus the rotation of the magnetization can be stopped anytime during the
sweep and be reversed for instance [15].
2.5.5. Discussion
We may pay special attention to the differences between the three basic configurations in
figure 2.6. The following description is meant to clarify and map the energy landscape for
the three configurations within the y′-z′-, and the x′-y′-plane of the coordinate system. The
magnetization is chosen to be constraint to these planes, such that we can follow the magneti-
zation state progression with increasing applied field by following the angle of the local energy
minimum.
Configuration 1 : Looking at the y′-z′-plane, with increasing applied field the magnetization
stays in the initial direction Θ′ = pi, supported by the anisotropy term in the magnetostatic
bNeglecting the infinite number of solutions due to the pi-periodic symmetry of the physical system.
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Figure 2.7. | Graph of the limiting hysteresis curve of a prolate ellipsoid in configurations 1 and 2 , and
transient configurations. Original figure 6 from Stoner and Wohlfarth [20] (1948). Symbol transcription: satu-
ration magnetization 4piI0 7→Ms, the angle between applied field and magnetization φ 7→ θ −Θ′, reduced field
h ≡ H
(Db−Da)Ms , demagnetization factors Ni 7→ 4piDi, the angle between the ellipsoid polar axis and the applied
field is implicitly defined by the configuration, and the critical reduced field is the reduced coercivity.
energy. At negative coercivity the local energy minimum becomes metastable and is further
destabilized for increasing applied field, but the minimum is still present at a constant angle.
Only when the positive coercivity is reached, the first minimum vanishes, and the magnetiza-
tion immediately jumps to the second emerged minimum in direction Θ′ = 0, thus following
the applied field. So in between the coercivities there are two solutions to the minimization
problem, for higher magnitudes of the applied field, there is only one. This behavior results in
a rectangular hysteresis curve as shown in the original figure 6 of Stoner and Wohlfarth [20]
(1948), reproduced in figure 2.7, labeled 0◦.
Considering the x′-y′-plane we can see, that there is neither a preferred direction of the mag-
netization, nor any applied field dependence. This follows from the circular cross-section of
the prolate ellipsoid perpendicular to its axis of revolution, and from the absence of an applied
field component in the x′-y′-plane.
Configuration 2 : In the y′-z′-plane the magnetization starts out at Θ′ = pi at negative
applied field. The easy axis here however is the yˆ′ direction. From negative coercivity, the
minimum starts to shift towards the easy axis at Θ′ = pi2 . For zero applied field, only the
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shape anisotropy determines the magnetization direction. For positive fields the minimum
continues to follow towards the applied field direction, and with positive coercivity a stable
state directed to Θ′ = 0 is reached. At all times there is only one solution to the minimization
problem present (excluding equivalent solutions due to symmetry). The described behavior
is reflected in the non-hysteretic, diagonal magnetization curve shown in figure 2.7, labeled
90◦.
In the x′-y′-plane, again, there is no applied field dependence, since the applied field does
not exhibit contribution to that plane. In contrast to configuration 1 , a preferred angle of
the magnetization in yˆ′ direction is apparent. These minima are a consequence of the shape
anisotropy energy.
Configuration 3 : In the y′-z′-plane the magnetization stays with the applied field. Once
reaching zero applied field, there are neither constraints due to the applied field, nor due to
the shape (which is circular within the y′-z′-plane). The magnetization in principle is free
to assume any direction. If we consider a continuous applied field sweep, the magnetization
direction jumps from Θ′ = pi to Θ′ = 0 at zero field, such that here the coercivity is Hc = 0,
which follows from equation (2.15) for (D⊥ −D‖) = 0. Therefore always only one solution is
present. The magnetization behavior results in a rectangular magnetization curve similar to
the one encountered in configuration 1 , but with zero width.
The magnetization behavior of configuration 3 in the x′-y′-plane (lower row of figure 2.6)
resembles the description of configuration 2 , except for a shift in Φ′: Here, the easy axis of
the prolate ellipsoid is aligned to the xˆ′-direction.
Despite the described differences between configurations 2 and 3 , the constraint of the
magnetization to the y′-z′-plane in configuration 3 is hypothetical and chosen here only to
illustrate the energy landscape. The actual rotation of the magnetization within a prolate
ellipsoid is determined by its shape and the direction of the applied field only, such that the
behavior of the magnetization within the ellipsoid for configurations 2 and 3 is actually
equivalent.
Hysteresis curves in figure 2.7 labeled 0◦ to 90◦ refer to angles θ between applied field and polar
ellipsoid axis. In a general solution to the energy minimization problem, all these configura-
tions are covered, and corresponding optimal angles of the magnetization within the magnetic
particle can be found. The configurations 0◦ and 90◦ are covered by our configurations 1
and 2 , respectively, see figure 2.6. The configurations 0◦ < θ < 90◦ constitute a transition of
the shape of the hysteresis curve from rectangular to diagonal, i.e. a transition between our
configurations 1 and 2 . For these configurations the coercivity is reduced (dotted line in
figure 2.7), because the energy minima of figure 2.6 are shifted both in magnetization angular
position and magnitude as a function of the angle (θ−Θ′). Additionally, for 0◦ < θ < 90◦, the
magnetization only aligns to the applied field asymptotically: Phenomenologically speaking,
if the magnetization were aligned to the applied field, the torque rotating the magnetization
due to the Zeeman interaction would be zero. The opposing torque arising from the shape
anisotropy, in contrast, is finite, so alignment would only be possible for an infinite applied
field [15].
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2.6. Magnetization States and Reversal Of Non-Ideal Samples
2.6.1. Limits of Stoner-Wohlfarth Model
A nanometer-scale magnetic sample in the shape of a prolate ellipsoid is exactly described
in its magnetization behavior by the Stoner-Wohlfarth model. Although coherent rotation is
not common in real magnetic samples, the model system reproduces many of the features of
experimentally acquired hysteresis data, even for larger samples.
Especially in larger magnetic particles, on a macroscopic level, inhomogeneous perturbations
in the alignment of the magnetic dipoles are present, such that the magnetization M(r) is
no longer constant. Hence the magnetization reversal starts by nonuniform nucleation and
becomes generally incoherent. This effect in principle is measurable in a rise of the coercivity,
but that rise is strongly counteracted by the inhomogeneous structure of most real magnetic
particles, such that experimental coercivities usually are smaller than theoretically calculated
by a factor two to ten [14].
Incoherent nucleation in prolate ellipsoids, as well as in circular cylinders, may take the form
of the curling mode, in which the magnetization has a circumferential component that is a
function of the radial distance to the polar axis. During reversal this curling mode passes
through a state of flux closure, also known as vortex state, for minimal magnetostatic energy
[15].
2.6.2. Nano-Scale Magnetic Samples
In nanometer-scale magnetic samples, the low-dimensionality of these structures results in
magnetic configurations not present in macroscopic magnets. Due to the topology of the sam-
ples described in section 4.3, we are interested in the magnetization reversal of cylindrical and
tubular structures (nanotubes). These structures avoid magnetization point singularities as
present in solid magnetic cylinders [28], but support core-free magnetization states, a prereq-
uisite for fast magnetization reversal [29]. Apart from uniform axial magnetization, with the
magnetic moments pointing along the nanotube axis, at the ends of such nanotubes curling-
mode-like states have been simulated [30] (“twisted bamboo”). Magnetic dipoles in the middle
sections are free to rotate independently [31] (“zig-zag shaped”), and form vortex [29] and
transverse domain walls [32]. Circumferential magnetization vorteces (around the perimeter of
the nanotube) are reported in [33] together with in-plane non-circumferential magnetization
vorteces (only on one side or within one facet of the nanotube) [34].
Magnetization reversal may take the form of propagating vortex or transverse domain walls
[29, 32, 35–37], or a mixed multi-domain combination of the former [29, 38, 39]: Magnetic
moments rotate progressively via propagation of a domain wall, within which magnetic mo-
ments are aligned circumferential or perpendicular with respect to the nanotube symmetry
axis. Micromagnetic simulations may help to better understand the interplay of mixed states.
In [40, 41] an “onion state” is suggested, consisting of two oppositely oriented circumferential
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domains, and confining states in which all magnetic moments align along the applied field or
the easy anisotropy axis.
Recent results hint on how nucleation of magnetization reversal takes place: Nucleation sites
over the full length of the nanotube give rise to simultaneous reversal in several domains.
Micromagnetic simulations reveal possible nucleation sites including inhomogeneities in the
nanotube structure, like surface roughness, or inherent edges of faceted nanotubes [42].
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3. Cantilever Magnetometry
3.1. Introduction
Several experimental methods allow for the measurement of the magnetization and magnetic
anisotropy of small magnetic particles. Before we focus on torque based means of magnetom-
etry, a few other important techniques are briefly introduced in section 3.2 to broaden the
spectrum of available tools, rather than to give a complete list.
For the experiments presented in this thesis, we use dynamic cantilever magnetometry. In
section 3.3 the basic constituents of the technique are explained. The essential component, a
mechanical oscillator, is treated mathematically in detail to predict the data we later obtain
during the measurements. The response of the mechanical oscillator to an applied magnetic
field is a shift in the mechanical resonant frequency. We discuss the according behavior in
section 3.4.
To later quantify the expected frequency shift, one needs to know the micromagnetic demag-
netization factors, scaling the magnetostatic self-energy of the magnetic sample. The formulae
are prepared in section 3.5.
3.2. Methods Overview
3.2.1. Atomic Scale
The origin of magnetism lies in the atomic-scale structure of the magnetic material. To probe
both the crystalline and the magnetic structure, diffraction methods are widely spread. They
rely on a beam of radiation scattered by the electrons or nuclei of the sample material, so
the beam wavelengths should be comparable to the inter-atomic spacing. Interference of the
scattered waves leads to diffraction beams, following Bragg’s law [43], dependent on the lattice
parameters. The desired interaction determines the diffraction method. Neutron diffraction is
sensitive to the magnetic moments of electrons. Magnetic samples typically are prepared as a
powder [14].
By measuring the energy of inelastically scattered beams one can investigate the energy levels
of magnetic samples. Absorption spectroscopy and photoelectron spectroscopy can probe the
structure of surface layer electrons. High spatial resolution can be achieved, when intense
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polarized light sources, possibly of x-ray energies, and polarization sensitive readout of the
emitted photons are available. X-ray magnetic circular dichroism photoelectron emission mi-
croscopy (XMCD-PEEM) is mentioned here [34, 44]. Magnetic circular dichroism refers to the
difference in absorption for left- and right-circular polarized light passing through a magnetic
sample [14].
3.2.2. Bulk Magnetization
Measurements of magnetic fields are categorized by either measuring the force on the magnetic
sample, or the change of magnetic flux in a circuit. Measurements of the magnetization and
stray fields close to the sample surface may be used to visualize their spatial distribution [14].
Force measurement methods rely on the force on a magnetic moment resulting from a gradi-
ent magnetic field, recorded by a balance. The sensitivity of this method can be enhanced
by converting the continuous signal of the balance to an alternating one, realized with an
alternating gradient magnetic field at the mechanical resonant frequency of the balance rod
[14]. A specialized technique for measuring the total anisotropy, including magneto-crystalline
and shape anisotropy, involves the recording of a torque curve. A field is applied in different
directions with respect to the anisotropy axes of the magnetic sample, and a torsion balance is
used to measure the resulting mechanical torque. Some difficulty involves the generation of the
applied field in an air gap to be large enough to saturate the magnetic sample and guarantee
a single-domain character [16]. Also nuclear magnetic resonance (NMR) can be used to probe
magnetic fields knowing the nuclear resonance frequency of the sample isotopes. The signal
is recorded from the response of a mechanical oscillator, called cantilever, with the magnetic
sample affixed to its one end [9].
Methods based on the change of magnetic flux usually involve some sort of inductive pick-up
coil, or the utilization of the Hall effect [45]. Flux changes occur during movement of the
sample, as in vibrating-sample magnetometry (VSM), or within a superconducting quantum
interference device (SQUID). Where for the former a typical application is the fast recording
of limiting hysteresis loops, for the latter, due to its high sensitivity, also small changes during
magnetization reversal can be probed. SQUID magnetometry is suitable for small samples such
as thin magnetic films or magnetic particles comparable to the size of the critical single-domain
radius (section 2.4.3) [14]. Recent experiments include magnetic characterization of ordered
arrays of nanometer-sized tubular magnetic samples (nanotubes) [37, 39, 46, 47], the study
of magnetization reversal [38, 48], and magnetic anisotropy [49]. Nanometer-sized scanning
SQUIDs (nanoSQUIDs) have been used to map the stray field of individual nanotubes while
simultaneously probing their volume magnetization [50].
Visualizing the spatial distribution of magnetization and studies of magnetization reversal
usually depend on the near-surface stray field of the magnetic sample. Not always the surface
domains and domain walls are actually representative for the bulk material. Magnetic force
microscopy (MFM) is a scanning probe technique utilizing a mechanical oscillator (cantilever)
sensitive to the gradients of the stray field. Similar to atomic force microscopy (AFM), the
deflection and the changes in the resonant frequency of the cantilever are registered, with a
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variety of ferromagnetic, inductive, or magneto-resistive pick-up tips. MFM has been used to
study metastable magnetization states [41] and flux closure states [51] in magnetic nanorings,
to observe magnetization switching in magnetic nanotubes [52], and to probe the anisotropy
in nanometer-sized magnetic particles (nanomagnets) [53]. Another emerging high resolution
scanning probe technique involves the utilization of nitrogen vacancy centers (NVCs) in dia-
mond to map magnetic dipole fields in the sub-nanometer range [54]. Furthermore, scanning or
transmission electron microscopy (SEM/TEM) can be used to raster a sample surface and im-
age both microstructure, topology, chemical composition, and magnetic contrast. The relevant
interaction here depends on the Lorentz force [14, 55]. Electron holography, as an extension to
TEM, additionally allows the recording of the electron wave phase shift, carrying information
on in-plane component of the magnetic field [56].
The mapping of magnetic domains is also possible using optical techniques: A beam of radiation
is influenced by the ferromagnetic order in the sample material. For light, the magneto-
optical Kerr effect (MOKE) is mentioned [57, 58]. It is based on the Faraday effect, where
the polarization of light is rotated under passage through magnetic media, by an amount
proportional to the path length in the medium. Since the MOKE refers to reflection, it
can be combined to polarization sensitive optical microscopy, giving simultaneous images of
microstructure and domain structure [14].
Many of the aforementioned methods of magnetometry may provide the means to probe nano-
magnets [37–39, 46–49]. Measurements have been carried out on large ensembles of magnetic
particles, actually recording an average of the individual contributions. Due to interaction
effects between individual particles, and the distribution in sample size, shape and orientation,
these measurements are difficult to interpret [15, 22, 40]. In 2012, Ru¨ffer et al. [40] probed the
magnetic states of a single nanotube, using the anisotropic magneto-resistance effect: Depend-
ing on the orientation of an applied field with respect to the easy and hard axis of the magnetic
sample, the resistivity of the electrically contacted sample is subject to changes. In the case of
atomic-layer-deposited (ALD) Ni nanotubes, the resistivity as a measure for the magnetization
states was reported to only depend on the magnetic shape anisotropy. In our approach, we
focus on the measurement of individual nanotubes using torque magnetometry.
3.2.3. Cantilever Torque Magnetometry
Cantilever torque magnetometry is a sensitive tool to detect the weak magnetic response of
a variety of nanometer-scale systems. Recent experiments include the measurement of mag-
netic fluctuations in nanometer-sized ferromagnetic particles [21], persistent currents in normal
metal rings [59], and of the magnetization of superconducting nanostructures [60]. Cantilever
magnetometry has also been used to detect the magnetization reversal in single Fe-filled car-
bon nanotubes [61] and a single Ni nanorod [62], and to observe mesoscopic vortex physics in
superconductors [63].
We will follow Jang et al. [64] to categorize different approaches of cantilever torque mag-
netometry: Cantilever torque magnetometry is based on the effect of a magnetized particle
on a mechanical oscillator (cantilever) in an applied field. The torque produced by the mag-
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netic moments of the sample mounted on the end of the cantilever modifies the response of
the cantilever. Commonly three different approaches (modes) make use of cantilever torque
magnetometry: In mode 1, the constant deflection of the cantilever is measured in a static
or low frequency applied field, called static cantilever magnetometry (SCM). For mode 2 one
measures the cantilever resonant frequency in a static field, i.e. dynamic cantilever magnetom-
etry (DCM), and mode 3 involves the measurement of the resonant cantilever displacement by
applying a secondary magnetic field at the cantilever resonant frequency. The latter mode is
called phase-locked cantilever magnetometry (PLCM). Where for mode 1 a constant deflection
is recorded typically in form of a direct current signal, the displacement sensitivity is enhanced
for modes 2 and 3 by the quality factor Q of the cantilever by measuring a frequency. In both
mode 2 and 3 the sensitivity benefits from high applied fields, additionally PLCM utilizes a
cantilever deflection-dependent field, which further boosts sensitivity by a factor of the inverse
peak deflection angle. In DCM additional benefit comes from the ability to track changes in
the magnetization in timescales in the order of a few cantilever oscillation cycles [64]. For our
measurements of the magnetic anisotropy and magnetization reversal of individual nanotubes
we use DCM (mode 2).
3.3. Dynamic Cantilever Magnetometry (DCM)
3.3.1. Introduction
To investigate the weak magnetic response of individual magnetic nanotubes without averag-
ing over an inhomogeneous ensemble, we use highly sensitive DCM (mode 2). This technique
allows us to study the magnetization states, demagnetization factors and magnetization re-
versal mechanisms of single nanotubes as a function of the applied field and the alignment of
the sample. A nanotube is affixed to the end of an ultrasoft cantilever, which is a mechanical
oscillator capable of deflection in one direction only and torsion for higher oscillation modes.
The torque acting between the magnetic particle and the applied field shifts the resonant fre-
quency of the cantilever. We measure the resonant frequency as a function of the applied field
by fiber optical laser interferometrya [21, 22, 65].
Compared to other means of cantilever torque magnetometry, with DCM we can achieve a high
precision by counting a frequency, rather than recording a direct current signal. At the same
time interfering electrostatic and magnetostatic fields are entirely avoided by a purely optical
readout. DCM is sensitive to the volume magnetization of the sample, instead of probing the
total magnetic field including the stray field for instance. Changes in the magnetization state
can be tracked in timescales in the order of a few cantilever oscillation cycles.
aMethods see section 4.6.
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3.3.2. Cantilever
The mechanical oscillators used in DCM exhibit beam-like shape, clamped at one end, free at
the other, in the so called cantilever configuration. These cantilevers typically share common
geometrical and mechanical properties, such as cross-sections very small compared to their
length, resulting in a low spring constant k and a high quality factor Q. The implication
of Q as a measure of the rate of energy loss is the description of a cantilever as a damped
oscillator. The lower the dissipation Γ, the higher the dimensionless value of Q. For high Qs,
the motion of the cantilever in each oscillation mode can be described by a damped harmonic
oscillator, where the elastic potential energy of the cantilever material is the dominant origin
of the restoring force of the oscillator. [66, 67].
A damped harmonic oscillator in the realization of a mathematical pendulum implies the
assumption of a massless cord and a point mass at its end containing the total mass of the
harmonic oscillator. If we like to describe the oscillation of a cantilever correctly by the equation
of motion of a damped harmonic oscillator, we need to introduce the concept of an effective
length and mass.
le
l
θ
me
Figure 3.1. | Illustration of a mechanical oscillator in cantilever configuration. Definition of the effective
length le compared to cantilever length l. Illustration not to scale.
The effective length le compensates for the non-linear mode shape of a deflected cantilever and
is defined in figure 3.1 as the length of a straight line with matching displacement and angle at
the cantilever’s tip position. The cantilever is operated under small deflections θ < 0.0005 1
in its fundamental oscillation mode. The aspect ratio of the cantilever cross-section of below
0.03 ensures one-dimensional deflection in the cantilever fundamental oscillation mode and
torsion only in higher modes. The fundamental mode shape and effective length of such a
cantilever is calculated numerically for figure 4.2.
The effective mass me is the motional mass of the cantilever. Each mass element in the volume
of the cantilever individually responds to deflection depending on its position. The effective
mass is a volume average of all mass elements, replacing the total mass of the cantilever, such
that the elastic potential energy is constant. The effective mass for a cantilever with uniform
cross-section is 1/4 of the total mass [8, 67].
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3.3.3. Damped Harmonic Oscillator
The elastic potential energy stored in the cantilevers used in DCM for small deflection angles
θ  1 is
Eosc =
k0
2
(leθ)
2 (3.1)
The index “0” indicates physical quantities of the fundamental oscillation mode. From here
the restoring torque enters the equation of motion of a damped harmonic oscillator:
mel
2
e · θ¨ + Γ0l2e · θ˙ − k0l2e · θ = 0
We find the spring constant, the effective mass and the dissipation by
k0 =
kBT
〈y2〉 , me ≡
k0
ω20
, and Γ0 ≡ meω0
Q0
(3.2)
from experimentally accessible quantitiesa, including the temperature T , the mean square can-
tilever tip deflection 〈y2〉 = l2e〈θ2〉, the fundamental resonant angular frequency of a simple
(i.e. undamped) harmonic oscillator ω0, and the quality factor Q. kB = 1.3806 · 10−23 J/K is
the Boltzmann constant. From the solution of the equation of motion we find the cantilever os-
cillation angular frequency ω =
√
k0
me
−
(
Γ0
2me
)2
. Thus, relative to ω0 the oscillation frequency
is shifted by:
∆ω ≡ ω − ω0 = ω0 ·
√1− ( 1
2Q0
)2
− 1
 (3.3)
Our cantilevers show quality factors of Q0 > 30 000, such that
(
1
2Q0
)2
< 3 · 10−10  1.
3.4. Derivation of Resonant Frequency Shift
3.4.1. Introduction
We derive an expression for the shift of the resonant frequency of a cantilever with a nano-
magnet affixed to its end, as a function of the applied magnetic field. The expression is given
in terms of the saturation magnetization and the demagnetization factors of the magnetic
sample.
Applied field H and magnetization M result in a torque τ (θ) acting on the cantilever, adding
to the mechanical restoring force, effectively stiffening or softening the cantilever, thus shifting
its resonant frequency. By minimizing the total energy of the system we get the preferred
angles Θ′(θ) and Φ′(θ) of the sample magnetization for each deflection angle θ of the cantilever
[16, 20–22, 68–71].
As a magnetic sample we consider an ellipsoidal nanomagnet according to the Stoner-Wohlfarth
model ([20] and section 2.5), exhibiting only shape anisotropy (section 2.4.2). For the derivation
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the coordinates of figure 3.2 are used, in accordance with the previously introduced coordinates
of figure 2.4.
θ
Θ
M
H
Laser
ݔො ݕො
̂ݖ
ݔො′ ݕො′
̂ݖ′
ݔො′ ݕො′
̂ݖ′
Figure 3.2. | Schematic diagram of the coordinate systems and angles used in dynamic cantilever magnetom-
etry. In particular, θ is the angle between the cantilever tip (fixed along the zˆ′ axis) and the applied field H
(fixed along the zˆ axis), i.e. the deflection angle of the cantilever tip. Θ′ is the angle between the cantilever tip
and the magnetization vector M in projection onto the y′-z′-plane. Diagram is to scale, deflection exaggerated
for clarity.
Since now the magnetic sample is affixed to the cantilever, the primed coordinates also become
the coordinates following the cantilever tip motion. In particular, θ is the angle between the
cantilever tip (fixed along the z′ axis) and the applied field (fixed along the z axis), i.e. the
deflection angle of the cantilever tip.
From equations (3.1), (2.10) and (2.13), the total energy Etot of a single-domain ellipsoidal
nanomagnet affixed to the end of a cantilever can be written as the sum of the elastic potential
energy Eosc, the Zeeman energy EZ , and the magnetostatic self-energy Ems:
Etot =
k0
2
(leθ)
2
− µ0VMsH(sin θ sin Θ′(θ) cos Φ′(θ) + cos θ cos Θ′(θ))
+
µ0
2
VM2s
(
(Dx sin
2 Φ′(θ) +Dy cos2 Φ′(θ)) sin2 Θ′(θ) +Dz cos2 Θ′(θ)
)
(3.4)
31
3.4.2. Torque on the Cantilever
In DCM, the torque τ resulting from the magnetic particle in the applied field enters the
equation of motion of the damped harmonic oscillator in its fundamental oscillation mode as
a modified restoring torque:
mel
2
e · θ¨ + Γ0l2e · θ˙ − τ(θ) = 0 (3.5)
The partial derivative of the total energy of the system with respect to the angle of motion θ
of the cantilever leads to the torque τ acting on the cantilever [27], namely
τ = −∂Etot
∂θ
(3.6)
By expressing the torque τ as a function of the deflection angle θ  1 we can write
τ(θ) ≈ τ(0) + ∂τ
∂θ
∣∣∣∣
θ=0
· θ
and with equation (3.6) we arrive at
τ(θ) = − ∂Etot
∂θ
∣∣∣∣
θ=0
− ∂
∂θ
(
∂Etot
∂θ
)∣∣∣∣
θ=0
· θ (3.7)
We can now rewrite the damped harmonic oscillator equation of motion (3.5) with the help of
equation (3.7):
mel
2
e · θ¨ + Γ0l2e · θ˙ +
(
1
l2e
∂2Etot
∂θ2
∣∣∣∣
θ=0
)
l2e · θ = −
∂Etot
∂θ
∣∣∣∣
θ=0
The term in parentheses is identified as an effective spring constant ke ≡ k0 + ∆k(θ) of the
sample-on-cantilever system, with ∆k(θ) effectively stiffening or softening the cantilever com-
pared to a damped harmonic oscillator k0. The right hand side of the equation represents a
constant deflection of the oscillator, as utilized in SCM (mode 1).
Using the effective spring constant, we now can solve the equation of motion. We find the
cantilever oscillation angular frequency to be ω =
√
k0
me
+ ∆k(θ)me −
(
Γ0
2me
)2
. Similar to (3.3)
and for high quality factors
(
Γ0
2me
)2 → 0, we can rewrite the cantilever oscillation angular
frequency shift ∆ω = ω − ω0 as
∆ω = ω0 ·
√1 + ∆k(θ)
k0
− 1
 ≈ ω0
2k0
·∆k(θ) (3.8)
using the approximation
√
1 +  ≈ 2 + 1 for   1. From the known energies (3.4) we can
deduct
1
l2e
∂2Etot
∂θ2
∣∣∣∣
θ=0
=
1
l2e
∂2Eosc
∂θ2
∣∣∣∣
θ=0
+
1
l2e
∂2(EZ + Ems)
∂θ2
∣∣∣∣
θ=0
ke = k0 + ∆k(θ)
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so we can rewrite (3.8) to
∆ω =
ω0
2k0l2e
· ∂
2(EZ + Ems)
∂θ2
∣∣∣∣
θ=0
(3.9)
thus stating, that the curvature of the energy determines the frequency shift. The sum EZ+Ems
is the total magnetostatic energy of the sample-on-cantilever system. Other energy terms of
(2.9) are ignored, specifically, since the exchange energy is a constant and the sample material
is assumed to be homogeneous, non-crystalline, and unstrained. The energy is given in terms
of the angles Θ′(θ) and Φ′(θ) which can be expanded as a function of θ to first order around
θ = 0 for θ  1:
Θ′(θ) ≈ Θ′0 +
∂Θ′
∂θ
∣∣∣∣
θ=0
· θ (3.10a)
Φ′(θ) ≈ Φ′0 +
∂Φ′
∂θ
∣∣∣∣
θ=0
· θ (3.10b)
The second derivative of the energy with respect to θ for (3.9) then is an extensive expression,
for which the reader may refer to appendix A.1. The expression will be given later in the
context of some special case, see equation (3.18).
3.4.3. Minimization of Total Energy
To find the actual frequency shift, we need to know the angles Θ′(θ) and Φ′(θ) of the mag-
netization within the magnetic particle. In ferromagnetic nanotubes, microscopic magnetic
processes occur at a much higher frequency than the cantilever resonant frequency [32, 72, 73],
such that the magnetization is always assumed in equilibrium at an optimal angle between
the applied field and the easy axis of the particle. That angle is determined by minimization
of the total energy (3.4) of the system, i.e. one needs to find the stationary points for which
∂Etot
∂Θ′ =
∂Etot
∂Φ′ = 0.
In figure 3.3 the three basic configurations of an ellipsoidal nanomagnet are shown and the
corresponding total reduced energy etot ≡ 2Etotµ0VM2s is plotted as a function of both the polar
coordinate Θ′(θ) and the azimuthal coordinate Φ′(θ) of the magnetization (2.8), similar to
figure 2.6, but including the cantilever elastic potential energy eosc. The cantilever deflection
θ is chosen small and positive but unequal zero, the applied field H is set above positive
coercivity. Low energy is in blue, high energy in red, local energy minima are indicated by
dotted rectangles, angular changes due to applied field sweeps indicated by arrows.
In configuration 1 the minimal energy is found around Θ′ = 0 for arbitrary Φ′. The asymmetry
of the energy landscape in Φ′ is caused by the deflection angle of the cantilever. During
oscillation the minimum will always stay between the applied field direction and the easy axis
of the sample. Sweeping the applied field will result in the appearance of a secondary energy
minimum around Θ′ = pi, causing the first minimum to become metastable. Only when the
first minimum disappears, the magnetization will instantly assume Θ′ = pi, thus jumping by
180◦.
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Figure 3.3. | Illustration and graphs of the total magnetostatic energy of ellipsoidal nanomagnets. Three basic
configurations are shown and the corresponding total reduced energy etot is plotted as a function of the polar
angle Θ′(θ) and the azimuthal angle Φ′(θ). The cantilever deflection θ is chosen small but unequal zero, the
applied field H is set above coercivity. Low energy is in blue, high energy in red, local energy minima indicated
by dotted rectangles, angular changes due to applied field sweeps indicated by arrows.
In configuration 2 the minimal energy is found for Φ′ = 0 (and Φ′ = pi, due to symmetry).
Sweeping the applied field will result in the energy minimum moving along constant Φ′ between
values of Θ′ = 0 and pi. The oscillation angle θ influences the depth of the minimum but not
its position.
In configuration 3 the minimal energy is found around Φ′ = pi2 . Sweeping the applied field
will result in the energy minimum moving both around values of Φ′ = pi2 , and between values of
Θ′ = 0 and pi. The deflection angle θ influences the depth of the minimum and its position in
Φ′ during cantilever oscillation, note the asymmetric position of the energy minimum around
Φ′ = pi2 . Therefore a general analytical solution to the minimization problem is demanding. In
case of a small deflection angle θ  1 the magnetization behavior of configuration 3 resembles
the description of configuration 2 , except for a shift in Φ′.
For a more elaborate explanation of the underlying physics in terms of magnetism, refer to
section 2.5.5, here we sum up, that a general solution of the energy minimization problem is
possible, but tedious due to the mentioned dependencies on the cantilever oscillation angle θ,
and includes finding the root of a quartic equation [74].
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Special cases including certain assumptions of exact angles can be solved here to illuminate
the general behavior. For configuration 1 , we can find the minimum for arbitrary Φ′ and for
configuration 2 , the minimum is in Φ′ = 0, since we can assume the magnetization to stay in a
plane spanned by the applied field direction and the easy anisotropy axis. For configuration 3
no constant angles can be assumed. In principle one can find a general solution using the same
procedure as shown here, we will focus on the analytical solution for configurations 1 and
2 .
We will investigate the minima of the total energy and thus derive the optimal angle for
the magnetization with following set of equations for configurations 1 and 2 under the
assumption of Φ′ = 0:
Etot =
k0
2
(leθ)
2 − µ0VMsH cos(θ −Θ′) + µ0
2
VM2s
(
D⊥ sin2 Θ′ +D‖ cos2 Θ′
)
(3.11a)
∂Etot
∂Θ′
∣∣∣∣
Φ′=0
= 0 and
∂2Etot
∂Θ′2
∣∣∣∣
Φ′=0
> 0 (3.11b)
Listed is the total energy of the sample-on-cantilever system, and the necessary and sufficient
condition for an energy minimum. Here, the conventions Dy ≡ D⊥ and Dz ≡ D‖ are used.
We start by solving the two conditions (3.11b):
H sin(θ −Θ′) = Ms(D⊥ −D‖) sin Θ′ cos Θ′ (3.12a)
−H cos(θ −Θ′) < Ms(D⊥ −D‖) cos 2Θ′ (3.12b)
To solve equation (3.12a) for arbitrary Θ′, we only consider small deflections θ  1, such
that (3.12a) becomesb:
θ =
Ms
H
(D⊥ −D‖) sin Θ′ + tan Θ′ (3.13)
Solution is possible, if we use the expansion (3.10a) and rewrite it to:
Θ′(θ) = Θ′0 +
(
∂θ
∂Θ′
∣∣∣∣
Θ′=Θ′0
)−1
· θ (3.14)
The derivative ∂θ∂Θ′ may be taken from (3.13):
∂θ
∂Θ′
=
Ms
H
(D⊥ −D‖) cos Θ′ +
1
cos2 Θ′
(3.15)
We have to solve equation (3.12a) at θ = 0 to get Θ′0. Three solutions result in an energy
minimum only for the conditions derived from the second derivative (3.12b):
Θ′0 = 0 ⇔ H >−Ms(D⊥ −D‖) (3.16a)
Θ′0 = pi ⇔ H < Ms(D⊥ −D‖) (3.16b)
Θ′0 = ± arccos
(
− H
Ms(D⊥ −D‖)
)
⇔ |H| < |Ms(D⊥ −D‖)| for (D⊥ −D‖) < 0
(3.16c)
bIn particular, we can use sin(θ −Θ′) ≈ θ cos Θ′ − sin Θ′.
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One more condition |H| > |Ms(D⊥−D‖)| for (D⊥−D‖) > 0 is invalid as an argument for the
arccos in equation (3.16c). We can now substitute the solutions (3.16) in the expansion (3.14):
Θ′(θ) =

H
H +Ms(D⊥ −D‖)
· θ for (3.16a)
pi +
H
H −Ms(D⊥ −D‖)
· θ for (3.16b)
± arccos
(
− H
Ms(D⊥ −D‖)
)
+
H2
M2s (D⊥ −D‖)2 −H2
· θ for (3.16c)
(3.17)
This is the optimal polar angle of the magnetization within a magnetic particle of prolate
ellipsoidal shape in configurations 1 and 2 , for any given applied field and as a function of
the cantilever deflection angle, see figure 3.4.
3.4.4. Frequency Shift
To calculate the actual resonant frequency shift ∆f ≡ ∆ω2pi of the DCM sample-on-cantilever
system for configurations 1 and 2 , according to equation (3.9), we rewrite ∆ω for Φ′ = 0
with the energy (3.4):
∆ω =
ω0
2k0l2e
·
[
−µ0VMsH
(
cos Θ′0
(
1− ∂Θ
′
∂θ
∣∣∣∣
θ=0
)2
− sin Θ′0
∂2Θ′
∂θ2
∣∣∣∣
θ=0
)
(3.18)
+ µ0VM
2
s (D⊥ −D‖)
(
cos 2Θ′0
(
∂Θ′
∂θ
∣∣∣∣
θ=0
)2
+ sin Θ′0 cos Θ
′
0
∂2Θ′
∂θ2
∣∣∣∣
θ=0
)]
Using equations (3.15) and (3.16) to substitute known quantities in (3.18) leads to
∆f(H) =

f0
2
µ0VMsH
k0l2e
Ms(D⊥ −D‖)
H +Ms(D⊥ −D‖)
for H > −Ms(D⊥ −D‖)
f0
2
µ0VMsH
k0l2e
Ms(D⊥ −D‖)
H −Ms(D⊥ −D‖)
for H < Ms(D⊥ −D‖)
f0
2
µ0VMsH
k0l2e
H
Ms(D⊥ −D‖)
2H2 −M2s (D⊥ −D‖)2
M2s (D⊥ −D‖)2 −H2
for |H| < |Ms(D⊥ −D‖)|
and (D⊥ −D‖) < 0
(3.19)
for configurations 1 (D⊥ > D‖) and 2 (D⊥ < D‖).
These formulae serve to describe the response of a magnetic sample-on-cantilever system to
an applied magnetic field within the assumptions of the Stoner-Wohlfarth model. The torque
acting on the cantilever, as a result of magnetization and applied field, stiffens or softens the
cantilever, such that the resonant frequency shifts. The first factor in each formula of (3.19)
scales the resonant frequency with respect to a simple harmonic oscillator. The second factor
represents a normalized torque, see (2.11). The third (and fourth) factor is a result of the
shape anisotropy of the magnetic sample and includes the factor (D⊥ − D‖), which we call
“net anisotropy” with respect to the plane of the cantilever oscillation.
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3.4.5. Discussion
On The Solutions
For clarity, we plot the solutions (3.17) and (3.19) in figure 3.4. The upper row shows the
optimal angle Θ′(θ = 0) of the magnetization from equation (3.17) for zero cantilever deflection
vs. the reduced applied field h ≡ HMs(D⊥−D‖) for configurations 1 and 2 , expressed by
cos Θ′ and sin Θ′ as projection in the zˆ′- and the yˆ′-direction, respectively. The lower row
shows the torque-reduced relative frequency shift ∆f/f0 from equation (3.19) vs. h for both
configurations. Additional grid lines are horizontal and vertical asymptotes.
Δf/f0
0
1 0
−1
cos Θ′(θ=0)
−1
1
−1 1h 0
1 2
−1
1
−1 1h 0
−1 1h 0 −1 1h 0 −1 1h 0 −1 1h 0
sin Θ′(θ=0) cos Θ′(θ=0) sin Θ′(θ=0)
Δf/f0
Figure 3.4. | Graphs of the torque-reduced relative frequency shift ∆f/f0 vs. the reduced applied field h from
equations (3.19) for configurations 1 and 2 . Dashed lines are horizontal and vertical asymptotes.
The multiple solutions (3.17) to the minimization problem represent different domains for the
applied field. Validity of each solution switches at coercivity (|h| = 1). Non-differentiable points
at |h| = 1 in angle are reflected by singularities in frequency shift, where the magnetization—
physically impossible—seems to change its angle “immediately”, which would lead to an infinite
torque.
High field branches (|h| > 1) represent magnetization behavior according to the first two
solutions of (3.17). At high field the system is in a stable local energy minimum, see figure 2.6.
The optimal angles of the magnetization for both configurations then are equal and aligned to
the applied field, where cos Θ′ = 1 corresponds to the +zˆ′-direction, and cos Θ′ = −1 to the
−zˆ′-direction. For high applied field there is no component of the magnetization in yˆ′-direction,
sin Θ′ = 0.
At low field (|h| < 1), it depends on the configuration whether the first two equations of (3.17)
are valid (configuration 1 ), or only the third solution (configuration 2 ). Hence, we find
one of two constant optimal angles of the magnetization for configuration 1 , and a smooth
transition for the angle in configuration 2 . Both angle and frequency in configuration 1 show
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magnetic hysteresis: Following one branch, passing coercivity, the second branch already is a
valid solution, but is physically not occupied, until the metastable energy minimum associated
with the first branch vanishes. At that point a jump to the second branch occurs, see also
figures 2.6 and 3.3.
From the angle graphs in figure 3.4 at low field (|h| < 1) we can see, that in configuration 1
the magnetization either points to the +zˆ′-direction, or to the −zˆ′-direction, depending on the
applied magnetic field sweep history. There is no component in yˆ′-direction for any applied
field (and neither in xˆ′-direction, by early assumption before entering calculation). In configu-
ration 2 the angle graphs show a smooth transition for the magnetization from the +zˆ′- to the
−zˆ′-direction. The projection to the y′-axis reveals the coherent rotation of the magnetization:
When the z′-component of the magnetization is zero, the magnetization in fact is directed in
yˆ′-direction, thus rotated towards the particle easy axis.
On Sign Changes
According to equation (3.19) the frequency shift for both configurations in the high field limit
differs by just a sign: The net anisotropy (D⊥−D‖) for configuration 1 is positive (“positive
anisotropy”, i.e. easy axis along zˆ′), whereas for 2 it is negative (“negative anisotropy”,
i.e. hard axis along zˆ′).
The sign of the frequency shift in (3.9) is attributed to the curvature of the total magnetostatic
energy as a function of the cantilever deflection angle θ: For any given applied field, the
magnetization will find its optimal angle with respect to that field and the anisotropy of the
magnetic particle. Assuming these parameters fixed, oscillating the cantilever by a very small
angle θ then is equivalent to probing how optimal the alignment of the sample with respect to
the fixed parameters is. If the sample alignment is close to an optimum with respect to the
(fixed) applied field and magnetization, such that the energy is minimal, oscillation will yield
a positive frequency shift for a positive energy landscape curvature. In case the alignment is
rather unfavorable the measurement reveals a maximum in energy, i.e. a negative frequency
shift. For clarity: The magnetization is at an optimal angle for the given applied field and given
sample alignment (“configuration”). But if the sample were not fixed, similar to a compass
needle, it may rotate to optimize its alignment. The stiffness of the cantilever is the reason
for that rotation being prevented, and the counteracting torque in essence is measurable as a
frequency shift.
In configuration 2 the smooth transition of the magnetization angle is reflected in frequency
shift by sign changes: For very low applied field (around zero), the magnetization in its optimal
angle is almost parallel to the easy axis, such that probing the alignment of the magnetic
particle means finding it close to a minimum in energy. If the applied field increases a little
bit, the optimal angle of the magnetization rotates away from the easy axis, towards the
applied field direction. Now probing the alignment of the magnetic particle first reveals a zero
frequency shift, namely the point of intermediate alignment at pi/4 = 45◦, and then a negative
frequency shift, when the alignment of particle and magnetization becomes unfavorable, what
is called exhibiting negative anisotropy.
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On A General Solution
A general solution to the energy minimization problem is possible, but tedious due to the
dependence of the magnetization angles Θ′(θ) and Φ′(θ) on the cantilever oscillation angle
θ. What can be found for the frequency shift for an ellipsoidal nanomagnet being in an
arbitrary configuration with respect to the cantilever, is a combination of the characteristics of
configurations 1 , 2 , and 3 [74]. In particular, plotting the projection of the magnetization
to the z′-axis will result in a graph similar to figure 2.7, where the limiting hysteresis curves of
a prolate ellipsoid in configurations 1 and 2 (as in figure 3.4), and transient configurations
are shown. Consequently, a small misalignment of the particle principal axes with respect to
the primed coordinate system (e.g. for non-ideal configurations 2 and 3 ) is expected to cause
hysteresis.
The frequency shift for an ellipsoidal nanomagnet in configuration 3 is expected to be zero for
any applied field: The optimal angle of the magnetization in projection onto the circular sample
cross-section is determined by the applied field only, since no shape anisotropy is apparent.
As a consequence no torque is exerted on the cantilever. This expectation is supported by
equation (3.20), describing high field behavior. Notably, we anticipate only even small deviation
from the ideal alignment of configuration 3 to lead to measurable frequency shift in the first
place, including hysteretic behavior. However, with respect to the applied field the alignment
of a sample in configuration 3 and in configuration 2 is equivalent, so the magnetization
states are expected to be identical for both configurations.
3.4.6. High Field Limit
For sufficiently high fields (HF) in all three basic configurations the magnetization points along
the applied field M ‖H, such that the polar angle of the magnetization equals the deflection
angle Θ′ = θ, and the azimuthal angle Φ′ = 0. The total energy of the sample-on-cantilever
system (3.4) then becomes:
Etot,HF =
k0
2
(leθ)
2 − µ0VMsH + µ0
2
VM2s
(
D⊥ sin2 θ +D‖ cos2 θ
)
With (3.9) the resonant frequency shift is
∆fHF =
f0
2
µ0VM
2
s
k0l2e
(D⊥ −D‖) (3.20)
So for high fields in any configuration the resonant frequency shift is a constant and pro-
portional to the net anisotropy. In particular, if the sample is an ellipsoidal nanomagnet, in
configuration 3 D⊥ = D‖, such that ∆fHF = 0.
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3.4.7. Magnetization Curve
For experimentally given frequency shift data, we can produce a magnetization hysteresis
curve similar to figure 2.2 by solving equation (3.19) for the saturation magnetization and
transforming it into a function of the applied field, Ms 7→M(H):
M(H) =

1
V H
(√
∆f
f0
k0l2e ·
(
∆f
f0
k0l2e +
2V H2
µ0(D⊥ −D‖)
)
+
∆f
f0
k0l
2
e
)
for H > −Ms(D⊥ −D‖)
1
V H
(√
∆f
f0
k0l2e ·
(
∆f
f0
k0l2e +
2V H2
µ0(D⊥ −D‖)
)
− ∆f
f0
k0l
2
e
)
for H < Ms(D⊥ −D‖)
(3.21)
Equation (3.19) assumes the magnetization Ms to be constant in magnitude and directed
in its optimal angle, but the angle is not resolved in that equation. In configuration 1 ,
the magnetization stays collinear with the applied field, whereas in configurations 2 and 3
coherent rotation takes place. Therefore only in configuration 1 the magnetization can be
written as a function of the applied field, with no angular dependence, except for a sign. Then,
∆f(H) is used as a parameter.
3.5. Derivation of Demagnetization Factors
3.5.1. Introduction
By magnetizing a ferromagnetic particle, a so called demagnetizing field is generated inside
the particle (figure 2.3). This field generally is anisotropic and for poly- or noncrystalline
particles only dependent on the shape of that particle (relation (2.7)). The shape anisotropy
energy Ems in equation (2.13) (and hence the resonant frequency shift (3.19)) is governed by
the magnitude of that field, expressed in the demagnetization factors Di. In the following the
demagnetization factors for hollow nanotubes of hexagonal shape are derived for all three basic
sample-on-cantilever configurations, corresponding to the samples we use for later experiments
(section 4.3 and chapter 5).
The basis for the calculation of each demagnetization factor is the solution of Maxwell’s mag-
netostatic equations [13], together with the boundary conditions of components H‖ and B⊥
being continuous parallel and perpendicular to the surface between two magnetic materials
(section 2.2.3). These solutions are taken from literature (Osborn [19], Aharoni [75]), and
adapted for our use.
For non-ellipsoidal magnetic samples neither the magnetization, nor the demagnetizing field
is uniform. In approximation, uniformity of the fields can be achieved for sufficiently high
applied fields. The demagnetization factors presented here are derived from fields averaged
over the whole volume of the magnetic sample, called magnetometric demagnetization factors
(section 2.2.3).
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The shape of our samples roughly resembles a hollow cylinder (nanotube). The consideration
of cylindrical magnetic samples in principle closely follows the earlier discussion for prolate
ellipsoids in section 2.5, but for “ellipsoids” with polar and equatorial semi-axes a b, i.e. an
infinite aspect ratio. In this case of an infinitely long solid cylinder, the demagnetization factors
are Da = 0, and Db =
1
2 [19], with Da+2Db = 1. For each of the three basic configurations the
combination of Da and Db for the coordinate directions xˆ
′, yˆ′, and zˆ′ is as stated in table 2.1,
section 2.5.2.
For hollow cylindrical samples, we expect a deviation of the demagnetizing field from the
solid cylindrical sample due to the alteration of the topology. Numerical simulations suggest
demagnetization factors in the range of Db = 0.4–0.6 [42]. However, since our samples are
grown on a template with hexagonal cross-section, the topology is better described by a hollow
prism with hexagonal cross-section, which we call a hexagonal nanotube.
3.5.2. Demagnetization Factors for a Hexagonal Nanotube
In order to determine the demagnetization factors for the calculation of the magnetostatic
energy of a hexagonal nanotube (2.13), we start by considering a magnetic particle in the
shape of a rectangular prism [75]. To resemble a hexagonally shaped hollow nanotube, we
will arrange six of these prisms and superpose their individual contributions, neglecting any
interaction between them.
See figure 2.4 for the primed coordinate system used in the following calculation. The unit vec-
tors xˆ′, yˆ′, and zˆ′ align to the spanning of the dimensions a, b, and c of one prism, respectively,
as in [75] and figure 3.5. The magnetic field is applied in zˆ′-direction and the demagnetization
factor Dc(a, b, c) in zˆ
′-direction as a function of the dimensions is taken from [75]. Further de-
magnetization factors Da(b, c, a) and Db(c, a, b) (in xˆ
′- and yˆ′-direction, respectively) for that
same prism can be derived by applying the cyclic permutation (a b c), i.e. a 7→ b 7→ c 7→ a,
twice.
−a
H
−b
−c
b ݔො′
ݕො′
̂ݖ′
a
c
Figure 3.5. | Schematic diagram of the coordinate system used for equation (3.22). The magnetic field is
applied in zˆ′-direction. Diagram similar to and adapted from [75].
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pi ·Dc(a, b, c) =
√
a2 + b2 + c2 (a2 + b2 − 2c2)
3abc
− (a
2 + b2)3/2 + (a2 + c2)3/2 + (b2 + c2)3/2
3abc
+
a3 + b3 − 2c3
3abc
+
c
ab
(√
a2 + c2 +
√
b2 + c2
)
+ 2 arctan
(
ab
c
√
a2 + b2 + c2
)
+
b2 − c2
2bc
ln
(√
a2 + b2 + c2 − a√
a2 + b2 + c2 + a
)
+
a2 − c2
2ac
ln
(√
a2 + b2 + c2 − b√
a2 + b2 + c2 + b
)
+
b
2c
ln
(√
a2 + b2 + a√
a2 + b2 − a
)
+
a
2c
ln
(√
a2 + b2 + b√
a2 + b2 − b
)
+
c
2b
ln
(√
a2 + c2 − a√
a2 + c2 + a
)
+
c
2a
ln
(√
b2 + c2 − b√
b2 + c2 + b
)
(3.22)
There exist three basic sample-on-cantilever configurations, which differ in the orientation
of the sample long axis with respect to the cantilever axis zˆ′ (see figure 2.6 and 3.6). For
each of these configurations we choose a primary prism (the side of the hexagonal nanotube
touching the cantilever) of width w, thickness t, and length l, and calculate its demagnetization
factors:
xˆ′ yˆ′ zˆ′
Dw Dt Dla b c
1 w t l Da(w, t, l) = Dc(t, l, w) Db(w, t, l) = Dc(l, w, t) Dc(w, t, l)
2 t l w Dc(t, l, w) Da(t, l, w) = Dc(l, w, t) Db(t, l, w) = Dc(w, t, l)
3 l t w Dc(l, t, w) Db(l, t, w) = Dc(w, l, t) Da(l, t, w) = Dc(t, w, l)
Table 3.1. | On the left, list of dimensions of the primary prisms for the three basic sample-on-cantilever
configurations, according to figure 3.5. On the right, demagnetization factors Dw, Dt and Dl of those primary
prisms, as calculated with the help of equation (3.22).
The demagnetization factors of the five other prisms are derived from the primary one. In order
to do so, we recall the shape anisotropy energy term Ems from equation (2.13) and rewrite it
as a sum of the energies of each of the six prisms:
Ems =
µ0
2
VM2s
(
(Dx sin
2 Φ′ +Dy cos2 Φ′) sin2 Θ′ +Dz cos2 Θ′
)
=
µ0M
2
s
2
6∑
n=1
Vn
(
(Dx,n sin
2 Φ′ +Dy,n cos2 Φ′) sin2 Θ′ +Dz,n cos2 Θ′
)
In a regular hexagon, for reasons of symmetry, we consider three prism pairs instead of six
single prisms. In each prism, the demagnetizing field assumes a value, which corresponds to the
angle between that prism and the applied field in in zˆ′-direction. We can use cos 60◦ = 12 and
cos 30◦ =
√
3
2 , see figure 3.6. Hence the demagnetization factors Dl, Dw, and Dt (corresponding
to the demagnetizing field components in the directions of the length, width, and thickness of
each prism) each contribute only by a trigonometric factor ξi,n to the total demagnetizing field
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H
Figure 3.6. | Schematic diagram of the three basic sample-on-cantilever configurations (see also figure 2.6).
From left to right three configurations 1 , 2 , and 3 are shown, each seen from the side in −xˆ′- and from the
front in −yˆ′-direction. Grey areas symbolize the cantilever, black arrows below indicate the oscillation direction,
green areas show the hexagonal nanotube facets. Inset exemplarily clarifies the orientation of the demagnetizing
field projections within one prism for an applied field along the zˆ′-direction.
(figure 3.6). We derive the overall demagnetization factors from associating the ξi,n with their
contribution to either Dx, Dy or Dz.
Ems =
µ0M
2
s
2
3∑
n=1
2Vn
((
(ξ1,nDl + ξ2,nDw + ξ3,nDt)︸ ︷︷ ︸
Dx,n
sin2 Φ′
+ (ξ4,nDl + ξ5,nDw + ξ6,nDt)︸ ︷︷ ︸
Dy,n
cos2 Φ′
)
sin2 Θ′
+ (ξ7,nDl + ξ8,nDw + ξ9,nDt)︸ ︷︷ ︸
Dz,n
cos2 Θ′
)
=
µ0M
2
s V
2
( 1
3
3∑
n=1
(ξ1,nDl + ξ2,nDw + ξ3,nDt)︸ ︷︷ ︸
Dx
sin2 Φ′ sin2 Θ′
+
1
3
3∑
n=1
(ξ4,nDl + ξ5,nDw + ξ6,nDt)︸ ︷︷ ︸
Dy
cos2 Φ′ sin2 Θ′
+
1
3
3∑
n=1
(ξ7,nDl + ξ8,nDw + ξ9,nDt)︸ ︷︷ ︸
Dz
cos2 Θ′
)
(3.23)
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This relation leads to the demagnetization factors Dx, Dy, and Dz of a hexagonal nanotube
for the three basic sample-on-cantilever configurations, see table 3.2. For the samples used in
our experiments, the calculations are carried out in appendix A.2.
Dx Dy ≡ D⊥ Dz ≡ D‖
1 23Dw +
1√
3
Dt
1√
3
Dw +
2
3Dt Dl
2 1√
3
Dw +
2
3Dt Dl
2
3Dw +
1√
3
Dt
3 Dl
1√
3
Dw +
2
3Dt
2
3Dw +
1√
3
Dt
Table 3.2. | Demagnetization factors Dx, Dy, and Dz of a hexagonal nanotube for the three basic sample-on-
cantilever configurations, including the factors ξi,n of equation (3.23), derived with the help of figure 3.6.
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4. Experimental Setup
4.1. Introduction
In this chapter, we turn toward the specific components used to conduct dynamic cantilever
magnetometry (DCM) measurements on ferromagnetic nanotubes. We specify the properties of
the ultrasoft cantilever in section 4.2, and the probed samples in section 4.3. The experiments
are carried out for two sets of nanotubes, each set grown in the same process, and each probed in
the three basic configurations. Ni and CoFeB nanotubes are affixed to the tip of the cantilever
as described in section 4.4. The basic technique of attaching samples to the tip of a cantilever
can be used for a variety of experiments, we illuminate different possibilities of doing so in
section 4.5. The measurement apparatus and the experimental procedure to obtain DCM data
are explained in section 4.6.
4.2. Cantilever
The results presented in this thesis are obtained using DCM (section 3.3). The main compo-
nent of this technique is a mechanical oscillator exhibiting beam-like shape, clamped at one
end, free at the other, in the so-called cantilever configuration. As depicted in figure 4.1 (scan-
ning electron microscopy (SEM) image), the cantilevers are fabricated as a part of a larger
single-crystal Si substrate, defined by etching and left held by a Si chip holding three of such
cantilevers [76]. Each experiment is carried out with yet another cantilever, i.e. each magnetic
sample is affixed to its own cantilever, see section 4.4.
The cantilevers used here are about 150 µm long, 3.5 µm wide (shaft) and 0.12 µm thick. The
cantilevers include a mass-loaded end (see figure 3.2) of 18 µm length, 4.9 µm width, and 1.7 µm
thickness [76]. The motion of the cantilevers is detected by laser lighta focused onto a 11 µm-
wide paddle near the mass-loaded end [65]. The very end of the cantilever mass is tapered to
a 1 µm-wide tip.
At T = 4.2 K and at zero field the cantilevers (including nanotube samples) have resonant
frequencies from 2.1 kHz to 2.8 kHz and quality factors Q0 from 22 · 103 to 42 · 103. Their
spring constants k0 are determined to range from 40 µN/m to 70 µN/m. We measure a negligible
dependence of the mechanical dissipation on the applied magnetic field beyond that intrinsic
aFiber optical laser interferometry [65], methods see section 4.6.
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100 µm 10 µm
Figure 4.1. | SEM images of ultrasoft Si cantilevers held by a Si chip. On the right, detail of one cantilever.
to Si cantilevers [77]. Detailed data on the mechanical properties of the cantilevers used can
be found in appendices B.1 and B.2.
The use of an effective length le in our calculations takes into account the mode shape of a
deflected cantilever and is defined in figure 3.1. The fundamental mode shape and effective
length of a cantilever as used in the experiments are calculated numerically, shown in figure 4.2
(finite element method, COMSOL Multiphysics, from [67]). In the figure, the graph on top
shows the fundamental oscillation mode shape for the relative deflection y/ymax as a function
of the relative cantilever position z/l, calculated for an oscillation amplitude ymax = 40 nm
and cantilever length l = 155 µm. A linear extrapolation on the 17 µm long mass-loaded end of
the cantilever reveals the effective length le = 0.70 · l = 108 µm. The calculation is performed
for small deflections ymax/le < 0.03
◦  1 on the basis of the coordinates shown in figure 3.2.
The motion of the cantilever is detected at its paddle (red marking, z/l = 0.85), therefore the
tip deflection is larger by a factor c = 1.27.
Below in figure 4.2, a graphical representation of numerical calculation data is given for the
fundamental mode, and the second and third harmonics of the cantilever oscillation. Color
from blue to red encodes increasing displacement. Where the first two harmonics only show
one-dimensional deflection in the yˆ-direction, for the third harmonics a torsional mode enters.
The eigenfrequencies are determined to be f0 = 2.6 kHz, f1 = 34.6 kHz, and f2 = 73.2 kHz,
therefore we do not expect mode coupling.
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Figure 4.2. | Graph and numerical calculation for the fundamental mode shape and the first three harmonics
of a cantilever as used in the experiments. In the graph, the effective length le is marked in blue, and the paddle
position in red, coordinates on the basis of figure 3.2. For the numerical data, color from blue to red encodes
increasing displacement. Numerical data from [67].
4.3. Magnetic Sample
4.3.1. Introduction
Ferromagnetic nanotubes are particularly interesting for their magnetization states, since the
low-dimensionality of these structures results in magnetic configurations not present in macro-
scopic magnets [31, 34, 44, 78]. These structures avoid magnetization point singularities as
present in solid magnetic cylinders [28], but support core-free magnetization states as a pre-
requisite for fast and controllable magnetization reversal, for example via the curling mode,
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vortex wall formation, and propagation [29, 32, 36, 37, 50]. Additionally, possible dynamic
effects during magnetization reversal include magnetic domain wall movement thus generating
spin waves [73].
The magnetic samples that we are interested in are in the shape of a hollow prism with
hexagonal cross-section and a very high aspect ratio above 30 : 1, which we call magnetic
nanotube. The magnetic material is supported by a non-magnetic template, such that the
samples exhibit a core-shell structure, using a hexagonally shaped GaAs nanowire as a core,
and a grown shell of magnetically isotropic material, as shown in figure 4.3.
Magnetic Shell
GaAs Core
Figure 4.3. | Illustration of the principal structure of the investigated samples. The magnetic shell material
(green) is supported by GaAs core material (grey).
For this thesis, two different sets of magnetic samples are probed. Within each set the samples
undergo the same fabrication process. One set of samples is processed to be Ni nanotubes,
the other to be CoFeB nanotubes. To characterize the samples, three nanotubes of each set
are randomly chosen to be affixed to the tip of an ultrasoft cantilever in one of three basic
configurations, see figure 4.8 and section 4.4. The Ni samples are named N1, N2, and N3, and
the CoFeB samples are named C1, C2, and C3, accordingly.
4.3.2. Ni Nanotubes
The Ni nanotubes we use in the experiment consist of a GaAs core and a Ni shell. In a two-
step process, first, GaAs nanowires are grown on a Si(111) substrate in a self-catalysed growth
mode by means of molecular beam epitaxy (MBE) [40]. Second, the Ni shell is fabricated
by atomic layer deposition (ALD). ALD is a chemically assisted deposition technique, which
leads to a conformal coating of the covered surface [79]. During the process, an Al2O3 capping
layer is applied to the GaAs template, to prevent As from diffusing into the magnetic shell.
Using successive precursor pulses the magnetic Ni layer is deposited. Finally NiOx is reduced
to metallic nickel. The Ni shell is polycrystalline, and therefore the Ni nanotube is found to
exhibit no magneto-crystalline anisotropy [40]. The actual composition of the magnetic shell
consists of Ni (80.1 %), Al2O3 (14.3 %), and O (5.6 %) in layers of 40 nm NiOx and 25 nm
AlOx [80]. The nanotube fabrication process is performed by D. Ru¨ffer
b (GaAs nanowires),
bLaboratoire des mate´riaux semiconducteurs (LMSC) de l’institut des mate´riaux (IMX) et Section de science
et ge´nie des mate´riaux (SMX), Faculte´ des sciences et techniques de l’inge´nieur (STI), Ecole polytechnique
fe´de´rale de Lausanne (EPFL), 1015 Lausanne, Suisse.
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R. Huberc, and T. Schwarzec (Ni shell), material analysis by J. Arbiold [22]. The saturation
magnetization of Ni thin films [81] and ultrafine particles [82] at low temperatures is known to
be between µ0Ms = 0.56 T to 0.63 T.
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Figure 4.4. | SEM images showing the three basic configurations 1 , 2 , and 3 of the Ni nanotubes N1,
N2, and N3, each affixed to the tip of an ultrasoft Si cantilever.
In figure 4.4 we show SEM images of the three samples N1, N2, and N3. Each nanotube is
affixed to the tip of an ultrasoft Si cantilever in one of the three basic configurations. The
nanotubes have lengths of about 20 µm. Since the GaAs nanowires have the shape of a slightly
sloped truncated cone, the nanotubes have an outer diameter which narrows from 380 nm to
270 nm. For detailed geometrical properties refer to appendix B.1.
In figure 4.5 we show SEM images of parts of the Ni nanotubes N1, N2, and N3. The upper
row is showing N1 close to the cantilever, some middle part of N3, and one end of N3. From
these details, the surface structure of the Ni nanotubes is visible. Rather than a smooth
surface, slots and dents can be recognized, some of them approximately reaching down to the
template material of the nanotube. The Ni shell is found to exhibit a surface roughness with
peak-to-peak values of about 10 nm [40, 50]. The hexagonal structure of the GaAs template is
not conformally repeated on the surface of the nanotube. Instead, the outer perimeter of the
nanotubes—apart from the roughness—is rather circular in cross-section. In the lower row of
figure 4.5, on the left, the hexagonal GaAs template is visible reaching out at one end of the
nanotube N2. On the right hand side a detailed SEM image of a magnetic material extrusion
at the other end of N2 is shown.
The liquid-like material visible on the cantilevers and nanotubes of figures 4.4 and 4.5 is
likely due to hydrocarbon adsorption during the long periods in the cryogenic measurement
system and/or leftover glue from the fabrication process (see section 4.4). This material is
cLehrstuhl fu¨r Physik funktionaler Schichtsysteme, Physik Department E10, Technische Universita¨t
Mu¨nchen, 85747 Garching, Deutschland.
dInstitucio´ Catalana de Recerca i Estudis Avanc¸ats (ICREA), Group of Advanced Electron Nanoscopy
(GAeN) and Institut de Cie`ncia de Materials de Barcelona (ICMAB-CSIC), Campus de la Universitat Auto`noma
de Barcelona, 08193 Bellaterra, Espan˜a.
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Figure 4.5. | SEM images showing parts of the Ni nanotubes N1, N2, and N3. In the upper row, one can see
N1 close to the cantilever, some middle part of N3, and one end of N3. The liquid-like material visible on N3
likely is leftover glue from the fabrication process. Below both ends of N2 are shown. Note the GaAs template
visible on the left, and the extrusion on the right.
non-magnetic and has not been seen to affect the magnetic response of our measurements. It
will, however, shift the mechanical resonant frequency of the cantilever due to the increase in
mass. This shift is later compensated by considering only the relative frequency shift during
data analysis. Note, that the small material extrusion at one end of N2 may influence the net
anisotropy of the sample.
The considerations of section 3.5 leading to equation (3.23) and the demagnetization factors
of table 3.2 are based on a hexagonal nanotube made up of six separate rectangular prisms.
We use this approximation to describe the Ni nanotubes. We expect this approximation to be
valid, first, due to the hexagonal shape of the GaAs template nanowire (determining the inside
shape of the Ni nanotube), and second, the approximation of the almost circular perimeter of
the Ni nanotube by a hexagon: Where for a circle the ratio of “outer” and “inner” radius is 1,
for a hexagon it is already ≈1.15. Given the volume of the Ni nanotubes (appendix B.1), we
can find the average facet size of a regular hexagonal nanotube with the same volume and shell
thickness. From there we can calculate the expected demagnetization factors of Ni nanotubes
in the three basic configurations as carried out in appendix A.2:
Dx Dy ≡ D⊥ Dz ≡ D‖ (D⊥ −D‖)
N1 0.597 0.645 0.002 0.643
N2 0.645 0.002 0.597 −0.595
N3 0.002 0.644 0.598 0.046
Table 4.1. | Demagnetization factors Dx, Dy, and Dz, and the net anisotropy (D⊥ −D‖) calculated for the
three Ni nanotubes of the three basic configurations.
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4.3.3. CoFeB Nanotubes
Very similar to the Ni nanotubes, the CoFeB nanotubes used in our experiments consist of a
GaAs core and magnetic shell material. In a two-step process, first, GaAs nanowires are grown
on a Si(111) substrate using Ga droplets as catalysts by molecular beam epitaxy (MBE) [83].
Second, the CoFeB shell is fabricated by sputter deposition. Sputter deposition is a physical
vapor deposition method, which involves the ejection of target material onto a substrate.
Here, Xe ions are accelerated from a source into the Co20Fe60B20 target material, which hence
is ejected towards the Si substrate to form a thin film of (30.0± 0.2) nm thickness on impact.
By rotating the substrate sample holder, it is possible to obtain homogeneously thick CoFeB
shells. The boron is included only to avoid crystallization during the process, so there are
only shape anisotropic effects in the amorphous shell material and no magneto-crystalline
anisotropy is observed [84]. The actual composition of the magnetic shell consists of Fe (77 %),
Co (22 %), and Xe (3 %)e [83]. The nanotube fabrication process is performed by D. Ru¨fferb
(GaAs nanowires), F. Heimbachc, and T. Rappc (CoFeB shell), material analysis by J. Arbiold.
The saturation magnetization of the CoFeB shell has been reported by Schwarze and Grundler
[72] to be µ0Ms = 1.80 T.
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Figure 4.6. | SEM images showing the three basic configurations 1 , 2 , and 3 of the CoFeB nanotubes
C1, C2, and C3, each affixed to the tip of an ultrasoft Si cantilever.
In figure 4.6 we show SEM images of the three samples C1, C2, and C3. Each nanotube is
affixed to the tip of an ultrasoft Si cantilever in one of the three basic configurations. The
nanotubes have lengths of about 12 µm. Since the CoFeB nanotubes are hexagonal prisms,
the total diameters are measured by SEM while facing both a facet, and an edge of the prism
successively. Diameters are determined to be in the order of 250 nm. For detailed geometrical
properties refer to appendix B.2.
eThe content of boron cannot be obtained, since boron is not in range of the electron energy loss spectroscopy
(EELS) performed in [83].
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Figure 4.7. | SEM images showing parts of the CoFeB nanotube C2. In the main frame we see C2 affixed to
an ultrasoft cantilever in configuration 2 , facing the tip of the cantilever, and in the two insets, the two ends
of C2 are depicted.
In figure 4.7 we show SEM images of parts of the CoFeB nanotube C2. In the main frame we
see C2 affixed to an ultrasoft cantilever in configuration 2 , facing the tip of the cantilever,
and in the two insets, the two ends of C2 are depicted. The CoFeB shell surface is seen to be
much smoother than compared to the Ni shell (section 4.3.2). The hexagonal cross-section of
the core material is transferred to the CoFeB shell of the nanotube, as is apparent from the
facets showing in the images. For all configurations we denote the alignment of the hexagonal
perimeters to be as shown in figure 3.6: facets face the adherend surface. The spherical
structure in the upper inset is the CoFeB-covered Ga catalyst particle. In the lower inset the
cleaved edge of the GaAs template is visible underneath the shell material.
Demagnetization factors and net anisotropy are calculated for the dimensions found for the
hexagonal CoFeB nanotubes. The cross-section of the nanotubes is not always a regular
hexagon, as can be seen from the measured dimensions (appendix B.2). This may be due
do directional coverage during sputter deposition of the CoFeB. Given the volume of the nan-
otubes, we can find the average facet size of a regular hexagonal nanotube with the same
volume and shell thickness. From there we can calculate the expected demagnetization factors
of CoFeB nanotubes in the three basic configurations as carried out in appendix A.2:
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Dx Dy ≡ D⊥ Dz ≡ D‖ (D⊥ −D‖)
C1 0.596 0.645 0.002 0.643
C2 0.645 0.002 0.597 −0.595
C3 0.002 0.644 0.597 0.047
Table 4.2. | Demagnetization factors Dx, Dy, and Dz, and the net anisotropy (D⊥ −D‖) calculated for the
three CoFeB nanotubes of the three basic configurations.
4.4. Sample Fabrication
4.4.1. Introduction
Each individual nanotube we investigate is affixed to the tip of an ultrasoft cantilever in one
of the three basic configurations 1 , 2 , and 3 shown in figure 4.8. To characterize the full
sample anisotropy, three configurations are necessary. With each configuration we probe the
net anisotropy of one principal axes of the magnetic sample. In agreement with the coordinates
of figure 3.2, in figure 4.8 all configurations are depicted. In the upper row, the oscillation angle
(yellow) of the cantilever is sketched together with the focused laser light (white) used to detect
the motion of the cantilevera. The lower row shows details on the alignment of each sample
with respect to the cantilever.
31 2
31 2
Figure 4.8. | Schematic diagram of the three sample-on-cantilever configurations. Upper row: The oscillation
angle (yellow) of the cantilever is depicted together with the focused laser light (white) used to detect the motion
of the cantilever. Lower Row: Details on the alignment of each sample with respect to the cantilever. Diagram
is to scale, deflection exaggerated for clarity.
The growth of the Ni and CoFeB nanotubes is described in sections 4.3.2 and 4.3.3, respec-
tively, as realized by collaborators. To fabricate the sample-on-cantilever system, individual
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nanotubes are chosen from their substrate under an optical microscope, shown in figure 4.9a
and glued to the cantilever using a micro-manipulator setup. The method was introduced by
Fei Xuef, and has been further developed significantly since.
4.4.2. Standard Procedure
As a tool to handle the nanotubes we use self-made glass needles, which are pulled from solid
glass rods with the help of a two-step weight-controlled puller (Narishige PC-10). Heaters
of the puller are set to about 65 %, pulling distance is 6 mm, using all weights. We achieve
cone-shaped needle tips with tip diameters below 2 µm, see e.g. figure 4.9b. The needles are
controlled by precision hydraulic micro-manipulators (Narishige MMO-202ND, see in 4.9a, one
on each side). During manipulation electrostatic charging can be avoided by putting a weak
radioactive α-source within centimeters to the working area.
Following the optical microscopic images of figure 4.9b–k (magnification ×25 and ×400), fab-
rication starts by preparing a cantilever with epoxy glue (Gatan G1): The glue is prepared
by mixing five parts of the epoxy resin with one part hardener on a glass slide. Then a glass
needle is dipped into the ready glue (figure 4.9b), such that a certain amount is picked up and
held by the needle (figure 4.9c). For the preparation of configuration 2 the cantilever is put
on its side, see figure 4.9d. Touching the cantilever tip with the drop of glue will deposit less
than 100 fL. Minimal use of glue prevents diffusion from the tip towards larger surfaces of the
cantilever.
With a new needle, an individual nanotube is chosen from the substrate surface, figure 4.9e.
A small electrostatic charging here is welcome, since it will help to keep the nanotube at
the needle during transfer. With the glass needle carrying the nanotube we approach the
cantilever (figure 4.9f) and a second needle is used to adjust cantilever and nanotube alignment
(figure 4.9f–h). A remainder drop of glue is visible on the right glass needle in figure 4.9h,
which may well be glue which has already been deposited on the tip of the cantilever. Owing
to the unfortunate tendency of the glue to float towards larger surfaces, one has to take special
care to leave a little amount of glue behind on the cantilever tip.
After making contact between cantilever and nanotube (figure 4.9i), one needle after the other
is released off the nanotube (figure 4.9i–k). This can be problematic due to alternating adhesion
between the two needles and the nanotube. Combining deliberate deflection of the cantilever
with valiant vibration will eventually leave the nanotube affixed to the cantilever. Time can
also help (and hurt) the process for both glueing and nanotube attachment: Constant touch
of two components over a few minutes seems to increase the likelihood of a solid contact.
Finally, the glue needs to cure approximately one day in ambient conditions, but in a undis-
turbed environment: Until final cure, vibrations may well alter the alignment of nanotube and
cantilever unwillingly. Also, it is not advised to leave the sample in the focused light of the
optical microscope, since—depending on the specific sample—it will damage the nanotube.
fHigh Magnetic Field Laboratory (HMFL), Anhui Institute of Optics and Fine Mechanics, Hefei Institutes
of Physical Science, Chinese Academy of Sciences (CAS), Hefei 230031, China.
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Figure 4.9. | Optical image of the optical microscope (a) and optical microscopic images of the sample fabri-
cation procedure (b–k). Magnification is approximately ×400, except for (d), ×25.
4.5. Variations on Sample Fabrication
4.5.1. Introduction
The attachment of a sample to the tip of a cantilever is a basic technique for many experiments.
In the context of magnetometry these samples may be magnetic nanotubes, as described in
[22, 50], and in this thesis. A similar experimental setup has been used to perform magnetic
resonance force microscopy (MRFM) measurements on viruses [11], drops of polystyrene [77],
nanometer-sized GaAs particles [85], and nanowires containing phosphor [86]. Depending on
the general state of the sample matter, different attachment procedures may prove useful.
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4.5.2. Dual Beam Microscopy and Nano-Manipulation
The utilization of optical microscopy and hydraulic manipulators allows the handling of nanometer-
scale samples, as shown in section 4.4.2, but not so much the manual structuring of these ob-
jects. Focused electron and ion beam microscopy and electro-mechanical manipulators allow
full access to the nanometer-scale, up to the point of precision positioning and construction of
sample-on-cantilever systems.
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Figure 4.10. | Collection of SEM and optical images explaining the use of the cantilever Mini Blade Holder.
Further commentary in section 4.5.2.
If an ultrasoft cantilever as in figure 4.10 is subject to a focused electron beam in a SEM or
a focused ion beam (FIB), the impact of the particles will induce oscillation of the cantilever
leading to blurred images, or—much worse—to (ion) particle implantation in the cantilever
shaft. The latter will result in serious damage to the cantilever up to total loss, see figure 4.10b:
Even short exposure can lead to the permanent bending of the cantilever and a reduction of
its quality factor. Both to stabilize the cantilever mechanically and to shield it from ion
beams, we introduce the “Mini Blade Holder” (by Fei Xuef) in figure 4.10c. Figure 4.10a
shows how the cantilevers held by a Si chip each sit on a sub-nanometer sharp SiN blade. The
detail in figure 4.10d reveals the nanotube sample N1 during characterization after the DCM
measurements.
For the preparation of the GaAs sample investigated by Xue et al. [85], the majority of the
fabrication procedure is done inside a dual beam microscope, combining a SEM with a FIB.
The device includes an electro-mechanical nano-manipulator, which is seen in figure 4.11a,
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Figure 4.11. | Collection of SEM and FIB images explaining FIB-based methods of fabrication. Further
commentary in section 4.5.2.
holding a slab of bulk GaAs material, which has just been milled by the FIB from a larger
GaAs substrate. A thin layer of platinum is deposited on top of the slab to protect it from
potential ion damage during the milling. In figure 4.11b the manipulator approaches the
cantilever from “below” as compared to figure 4.10a,d, such that the ion beam is shielded
from the cantilever shaft. Both figures 4.11e,f are micrographs taken with the FIB in imaging
mode. The sample piece then is Pt-welded to the cantilever tip and cut to its final dimensions
2.4 µm× 0.8 µm× 0.3 µm using the FIB as a mill, the result is shown in figure 4.11c. The side
of the sample which formerly was part of the GaAs substrate is oriented such that it faces away
from the cantilever. A roughly 200 nm thick layer of the original Pt protection layer remains
on this side of the sample particle.
4.5.3. Universal Sample-To-Cantilever Attachment Apparatus
For a vast variety of samples, no specialized technique exists for both handling and—much less
so—attachment to a cantilever. Although following procedures pose mere suggestions they
might be useful for future experiments.
In figure 4.12a we can see a device built from mostly optics experiments parts, mounted on a
screw hole plate, allowing great flexibility in an attempt to find a universal sample-to-cantilever
attachment apparatus. On the left is a clamp holding a glass slide, but the central part is a 3D-
adjustable caliper stage. Clamped to its front, a cantilever holder facing down (bright metallic)
maintains one cantilever chip. A magnified image in figure 4.12b reveals how the cantilever
holder can be moved close to what is fastened in between two glass slides. Seen through an
optical microscope, figure 4.12c shows a Cu grid as used as a sample holder in transmission
electron microscopy (TEM). Visible on the left: the two glass slides used as a holder. On the
right: a cantilever chip in an attempt to pick a T4-bacteriophage sample off the grid. As a
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Figure 4.12. | Collection of optical, SEM, and TEM images explaining the use of the universal sample-to-
cantilever attachment apparatus and results of corresponding fabrication procedures. Further commentary in
section 4.5.3.
result, the nanometer-thick membrane, that is stretched within the grid, stays attached to the
cantilever (figure 4.12d, SEM image). The phages are spread on that membrane (figure 4.12e,
TEM image).
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In figure 4.12f the optical microscope is pictured adjusted in front of the universal sample-to-
cantilever attachment apparatus. In focus is a Petri dish containing a sample of Caulobacter
crescentus, a rather large bacterium with an interesting life cycle. The magnified figure 4.12g
shows a specimen colony punctured by a cantilever. In figure 4.12h we can see a cantilever
with three individual bacteria attached. Although this is a nice proof of principle, the yield of
the method is not yet high enough to obtain reliable results.
Figure 4.12l shows the stage which can hold different kinds of sample containers, such that
also samples dissolved in liquids are accessible to the attachment procedure. In figure 4.12i
the cantilever chip is reflected from the liquid, shortly before penetrating its surface. The
liquid in this case also contains Caulobacter crescentus in a phosphoric buffer solution. With
even another method involving the hydraulic micro-manipulators used in section 4.4.2, it is
possible to pick a single bacterium with a glass needle (figure 4.12j). At this point the actual
attachment procedure to the cantilever tip remains unclear, since glueing does not persist.
In another variation to the setup of figure 4.12a, in figure 4.12k we added a UV-light source
on the right side. It may serve as illumination, or to cure a UV-light sensitive glue. A
general problem to the universal sample-to-cantilever attachment apparatus is the likeliness of
contamination of the cantilever with unwanted ambient substances.
4.6. Methods
4.6.1. Cryostat
DCM measurements are carried out isolated from vibrations, in a vacuum chamber with a
pressure below 10−6 mbar, at the bottom of a 4He cryostat (Janis) at 4.2 K. A superconducting
NbTi/Cu magnet (Cryomagnetics) allows the application of a magnetic field µ0H of up to
±6 T parallel to the cantilever axis, i.e. along the ±z axis of the coordinates of figure 3.2. The
magnetic sample is placed in the vacuum chamber such that it is in the center of the solenoid
within a homogeneous region of the generated field. The solenoid has an inner diameter of
15 cm, a height of 28 cm, and an inductance of 27.7 H, limiting the maximum sweep rate and
the linearity of each sweep. We use sweep rates of about 8 mT/s. To confirm the actual
applied field at any point, we use a Hall effect sensor [45] outputting a voltage proportional to
the measured magnetic field.
4.6.2. Laser Interferometer
The motion of the cantilevers is detected by laser light focused onto a 11 µm wide paddle near
the mass-loaded end of the cantilever and reflected back into an optical fiber interferometer
[65]. 100 nW of light are incident on the paddle from a temperature-tuned 1550 nm distributed
feedback laser diode. The interferometer cavity is defined by the paddle single-crystal Si
surface and—for reasons of enhancing the detection sensitivity [87]—a nanometer-thick Si layer
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Figure 4.13. | Schematic diagram of the fiber optical laser interferometer and an optical image of the actual
experimental assembly. Here, x is the length of the interferometer cavity. Diagram adapted from [88]. Our setup
includes a lens within the interferometer cavity to focus the laser light from the fiber core onto the cantilever
paddle and a piezoelectric element to self-oscillate the cantilever.
covering the cleaved end of the optical fiber. For adjusting the interferometer to maximum
sensitivity, by tuning the temperature of the laser diode, the wavelength of the laser light
can be altered. This is equivalent to, but experimentally simpler than adjusting the physical
length of the interferometer cavity. Thereby we reach about 54 % visibility. For details of an
equivalent setup and on the adjustment procedure see [65] and [88]. Figure 4.13 (on the left) is
a schematic diagram of the fiber optical laser interferometer as used in our experiments. Here,
x is the length of the interferometer cavity. Diagram adapted from the original figure 1 of [88].
Our setup (optical image on the right) includes a lens within the cavity to focus the laser light
from the fiber core onto the cantilever paddle, and back.
4.6.3. Experimental Procedure
The interferometric cantilever deflection signal is fed through a field programmable gate array
circuit (FPGA, National Instruments) [87], back to a piezoelectric element which is mechani-
cally coupled to the cantilever (figure 4.13, on the right). In this way we are able to detect the
cantilever fundamental resonant frequency and self-oscillate the cantilever at that frequency
and at the desired amplitude of typically ymax = 40 nm.
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Experimentally accessible quantities not only include the cantilever fundamental resonant fre-
quency f0, but also the spring constant k0, the quality factor Q0, and the dissipation Γ0. The
spring constant of each cantilever is determined through measurements of thermal noise spec-
tra of the cantilevers at several temperatures, the quality factor is fit from the amplitude decay
rate of a cantilever ring-down, and the dissipation can be calculated from the former, using
equations (3.2).
By sweeping the applied magnetic field, we probe the applied field dependence of the resonant
frequency of the cantilever. To ensure a magnetically well-defined state of the nanotube sample
before we start data acquisition, we apply a field above ±1 T to magnetize the nanotube to
saturation. Sweeps are done in both directions towards positive and negative values, stepwise
with different step sizes. After the applied field value is altered by one step, the resonant
frequency of the cantilever is recorded at constant field, ensuring an equilibrated magnetization
state. Each data point is acquired within 15 s to 60 s, depending on the applied field sweep
rate, which makes it arduous to obtain a statistically adequate number of full field sweeps.
The field is swept, and the data is acquired, processed and recorded by a series of computer
programs, called virtual instruments (VIs), that are subroutines of a Laboratory Virtual In-
strument Engineering Workbench (LabVIEW, by National Instruments). These programs are
coded and controlled via visual user interfaces.
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5. Data and Discussion
5.1. Introduction
We present the data obtained by dynamic cantilever magnetometry (DCM) measurements as
a result of the foregoing preparation of theoretical concepts and experimental methods. To
describe our data we introduced the Stoner-Wohlfarth model in chapter 2.5. The model system
is based on an ellipsoidal nanomagnet, exhibiting only shape anisotropy, which is described by
the nanomagnet demagnetizing field. The magnetization within the nanomagnet is assumed
to be constant at saturation and uniform in spatial dependence, allowing for coherent rotation.
Even in the presence of incoherent reversal modes, the Stoner-Wohlfarth model still applies to
sufficiently small magnetic particles, and to reversible changes even in larger magnetic samples,
such as infinite cylinders [15]. For composed samples the model is also valid if separate particles
do not interact.
Our nanometer-sized samples are in the shape of a hollow cylinder with hexagonal cross-
section (“nanotubes”). Their demagnetization factors are calculated for six independent and
non-interacting prisms composing a hexagonal structure. The interpretation of our data is
developed along the lines of the Stoner-Wohlfarth model, complemented by recent studies of
Harris [74] and Ru¨ffer [42] in place of where our model is not able to produce such findings.
However, we do not suppose the Stoner-Wohlfarth model to be valid for low values of the
applied field, where we cannot assume a single-domain structure and neither coherent rotation
or reversible changes are expected.
In DCM we measure the shift of the cantilever resonant frequency as a response to an applied
field, relative to the resonant frequency at zero field. The data obtained for the Ni samples are
qualitatively much alike the data obtained for CoFeB samples. Typical values differ by about
a factor four in applied field, and a factor of two in frequency shift. Nevertheless, we identify
certain features in the Ni data to supposedly depend on their surface roughness. Therefore the
CoFeB nanotubes are considered the more ideal samples in the light of our model. The data
presented for both Ni and CoFeB nanotubes are chosen from several runs of the experiment,
however, the number of runs is not sufficient to provide statistically relevant data, due to the
overall duration of a single applied field sweep. Ni data is previously published in Weber et al.
[22].
We start by presenting obtained data for Ni and CoFeB nanotube DCM measurements in
section 5.2, then we discuss the characteristics and features of the data in section 5.3. We
suggest a model of magnetization state progression in order to give a consistent explanation of
the findings of our experiments in section 5.4, and summarize in 5.5.
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5.2. DCM Measurements
5.2.1. Ni High Applied Field Data
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Figure 5.1. | DCM measurements and model fits of samples N1, N2, and N3 in three basic configurations for
high applied fields. The frequency shift ∆f is plotted as a function of the applied field µ0H. Data points from
applied field sweeps in positive direction are in red, data points from sweeps in negative direction are in blue.
Green lines are model fits, green dashed lines are horizontal asymptotes.
In figure 5.1 we show DCM measurements and model fits of the samples N1, N2, and N3 in
the three basic configurations for high applied fields. The frequency shift ∆f in units of Hz is
plotted as a function of the applied field µ0H in units of T. During measurement, the applied
field is swept from −6 T to 6 T and vice versa, data is shown for the range of −1.5 T to 1.5 T.
Data points from applied field sweeps in positive direction are in red, whereas data points
from sweeps in negative direction are in blue. Green lines are model fits, green dashed lines are
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horizontal asymptotes. Fits and asymptotes are done for both positive and negative applied
fields, but only shown for positive applied fields. For configuration 3 the same scale is chosen
as for configuration 1 to relate the different frequency shift ranges.
The dependence of ∆f on µ0H is fundamentally different for each configuration. In configu-
ration 1 , ∆f is positive for large |H| and approaches a constant value. In configuration 2 ,
∆f becomes negative, and for large |H| eventually approaches a constant negative value. Two
minima in ∆f for each branch are observed near ±0.4 T. Around these minima pronounced
spikes are visible which in fact are not random, but reproducible in all measurement runs. In
configuration 3 , ∆f is positive and goes through maxima at about ±0.2 T, and for large |H|
approaches a small positive value. Also here, in the range between ±0.1 T to ±0.5 T, spikes
occur reproducibly throughout our measurements. From the data shown in figure 5.1, for both
configurations 2 and 3 hysteresis is visible for low applied fields.
Focusing on high applied field data, according to equation (3.19), we can fit the graphs of
configurations 1 and 2 to obtain values for the saturation magnetization Ms and the net
anisotropy (D⊥ − D‖) of samples N1 and N2. In configuration 2 for low applied fields the
third equation of (3.19) is valid. In figure 5.1 this third equation is not fit to the measured
data, but plotted for the parameters fit to the high applied field data. For configuration 3
only a limit on the frequency shift can be fit, the saturation magnetization is estimated to be
the average of N1 and N2. The fit in configuration 3 contains a large but unknown error due
to sample-on-cantilever misalignment, see section 5.3.4. The constants in equation (3.19) are
set to their measured values, see appendix B.1. Results in table 5.1:
lim
|H|→∞
∆f (Hz) µ0Ms (T) (D⊥ −D‖)fit (D⊥ −D‖)calc
N1 131.5 0.40± 0.07 0.66± 0.13 0.64
N2 −150.0 0.53± 0.12 −0.46± 0.13 −0.60
N3 3.0 0.47± 0.12 0.01 0.05
Table 5.1. | Fit parameters for samples N1, N2, and N3. Values for the limit on the frequency shift lim ∆f ,
the saturation magnetization µ0Ms, and the net anisotropy (D⊥ −D‖)fit of samples N1 and N2 are extracted
as fit parameters. For sample N3, only the limit can be fit, the saturation magnetization is set to the average
of N1 and N2. Values of the net anisotropy are compared to their calculated values (D⊥ −D‖)calc of table 4.1.
5.2.2. Ni Low Applied Field Data
In figure 5.2 we show DCM measurements of the samples N1, N2, and N3 in the three basic
configurations for low applied fields. The frequency shift ∆f in units of Hz is plotted as a
function of the applied field µ0H in units of T. The graphs highlight applied field ranges of
−30 mT to 30 mT for configuration 1 and −120 mT to 120 mT for configurations 2 and 3 .
Data points from applied field sweeps in positive direction are in red, whereas data points from
sweeps in negative direction are in blue. Green lines are model fits.
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Figure 5.2. | DCM measurements of the samples N1, N2, and N3 in the three basic configurations. The
frequency shift ∆f is plotted as a function of the applied field µ0H. The graphs highlight low applied field
ranges. Data points from applied field sweeps in positive direction are in red, data points from sweeps in negative
direction are in blue, green lines are model fits.
At low applied fields the data of all configurations show clear hysteresis. All graphs show sign
changes of the frequency shift at least twice, of which one happens exactly at zero field. The
data of configuration 1 exhibits jumps in frequency shift through a series of discrete steps.
These steps occur in all measurement runs of this configuration at similar fields, but not equal
in distribution and height in terms of frequency. Usually two to six steps can be observed in
applied field ranges between ±15 mT to ±25 mT. In configuration 1 , we observe a minimum
in frequency shift near ±15 mT. For fields higher than ±24 mT (i.e. after the jumps), the
difference in frequency shift between the red and blue branch is negligible. Hysteretic behavior
is apparent in configuration 2 from a maximum in frequency shift near ∓50 mT (red/blue
branch, respectively). Similarly, configuration 3 has a minimum at ±20 mT (red/blue branch,
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respectively). Note, that apparent gaps in the data of configurations 2 and 3 are not due to
jumps, but to bad data points.
5.2.3. CoFeB High Applied Field Data
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Figure 5.3. | DCM measurements and model fits of samples C1, C2, and C3 in three basic configurations for
high applied fields. The frequency shift ∆f is plotted as a function of the applied field µ0H. Data points from
applied field sweeps in positive direction are in red, whereas data points from sweeps in negative direction are
in blue. Green lines are model fits, green dashed lines are horizontal asymptotes.
In figure 5.3 we show DCM measurements and model fits of the samples C1, C2, and C3 in
the three basic configurations for high applied fields. The frequency shift ∆f in units of Hz is
plotted as a function of the applied field µ0H in units of T. Data is shown for the range of
−6 T to 6 T. Data points from applied field sweeps in positive direction are in red, whereas
data points from sweeps in negative direction are in blue. Green lines are model fits, green
67
dashed lines are horizontal asymptotes. Fits and asymptotes are done for both positive and
negative applied fields, but only shown for positive applied fields. For configuration 3 the
same scale is chosen as for configuration 1 to relate the different frequency shift ranges.
The dependence of ∆f on µ0H follows the description of what is written for the Ni data,
except for scaling of about a factor of two in frequency and a factor of four in applied field:
In configuration 1 , ∆f is positive for large |H| and approaches a constant value. In configu-
ration 2 , ∆f becomes negative, and for large |H| eventually approaches a constant negative
value. Two minima in ∆f for each branch are observed near ±1.1 T. In configuration 3 , ∆f
is positive and goes through maxima at about ±0.9 T, and for large |H| approaches a small
positive value.
Focusing on high applied field data, according to equation (3.19), we can fit the graphs of
configurations 1 and 2 to obtain values for the saturation magnetization Ms and the net
anisotropy (D⊥ − D‖) of samples C1 and C2. In configuration 2 for low applied fields the
third equation of (3.19) is valid. In figure 5.3 this third equation is not fit to the measured
data, but plotted for the parameters fit to the high applied field data. For configuration 3
only a limit on the frequency shift can be fit, the saturation magnetization is estimated to be
the average of C1 and C2. The fit in configuration 3 contains a large but unknown error due
to sample-on-cantilever misalignment, see section 5.3.4. The constants in equation (3.19) are
set to their measured values, see appendix B.2. Results in table 5.2:
lim
|H|→∞
∆f (Hz) µ0Ms (T) (D⊥ −D‖)fit (D⊥ −D‖)calc
C1 288.0 1.12± 0.02 0.67± 0.02 0.64
C2 −305.2 1.07± 0.02 −0.62± 0.02 −0.59
C3 46.9 1.09± 0.03 0.10 0.05
Table 5.2. | Fit parameters for samples C1, C2, and C3. Values for the limit on the frequency shift lim ∆f ,
the saturation magnetization µ0Ms, and the net anisotropy (D⊥ −D‖)fit of samples C1 and C2 are extracted
as fit parameters. For sample C3, only the limit can be fit, the saturation magnetization is set to the average
of C1 and C2. Values of the net anisotropy are compared to their calculated values (D⊥ −D‖)calc of table 4.2.
5.2.4. CoFeB Low Applied Field Data
In figure 5.4 we show DCM measurements of the samples C1, C2, and C3 in the three basic
configurations for low applied fields. The frequency shift ∆f in units of Hz is plotted as a
function of the applied field µ0H in units of T. On the left, the graphs highlight applied field
ranges of −50 mT to 50 mT for configuration 1 (figure 5.4a) and −500 mT to 500 mT for
configurations 2 and 3 (figures 5.4b–d). On the right hand side, for clarity, graphs for a
medium applied field range are added: For configurations 2 and 3 we show data in the range
of −1.5 T to 1.5 T (figures 5.4e–g). Data points from applied field sweeps in positive direction
are in red, whereas data points from sweeps in negative direction are in blue. Green lines are
model fits.
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Figure 5.4. | DCM measurements of the samples C1, C2, and C3 in the three basic configurations. The
frequency shift ∆f is plotted as a function of the applied field µ0H. On the left (a–d), the graphs highlight low
applied field ranges, on the right hand side (e–g), for clarity, graphs for a medium applied field range are added.
We distinguish a jump-case (c,f) from a no-jump-case (b,e) in configuration 2 . Data points from applied field
sweeps in positive direction are in red, whereas data points from sweeps in negative direction are in blue. Green
lines are model fits.
Statements made for Ni data, accordingly also hold here: At low applied fields the data of all
configurations show clear hysteresis. All graphs show sign changes of the frequency shift at
least twice, of which one happens exactly at zero field.
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The data of configuration 1 exhibits jumps in frequency shift through discrete steps. These
steps occur in all measurements of this configuration at similar fields, but not equal in dis-
tribution and height in terms of frequency. Usually two steps encompassing an intermittent
smooth progression can be observed in an applied field range of about ±25 mT to ±45 mT.
In configuration 1 , we observe a minimum in frequency shift near ±25 mT. For fields higher
than ±39 mT (i.e. after the jumps), the difference in frequency shift between the red and blue
branch is practically zero. The fit of high applied field data still holds for low applied fields.
In contrast to the data obtained for Ni sample N2, we discover a divided behavior of sample
C2 in configuration 2 . Both a jump in frequency shift around ±320 mT (figure 5.4c,f), and
a smooth transition (figure 5.4b,e) together with the appearance of spikes around ±740 mT
to ±890 mT can be observed, where the former case is seen to occur more often. Hysteretic
behavior is apparent in configuration 2 from one maximum in frequency shift per sweep
direction in the jump-case near ∓100 mT (red/blue branch, respectively). In the no-jump-
case only a small hysteresis is visible, together with two rather symmetric maxima also near
±100 mT. Note, an apparent gap in figure 5.4b,e is not due to a jump, but to bad data
points.
For sample C3 in configuration 3 we measure transition via jump only, with the jump occur-
ring at slightly higher applied field as in configuration 2 at ±350 mT. Configuration 3 has
a minimum at ±50 mT (red/blue branch, respectively). Both in configurations 2 and 3 we
observe deviations in the frequency shift curvature around ±200 mT.
5.2.5. Magnetization Curves
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Figure 5.5. | Graphs of the magnetization µ0M as a function of the applied field µ0H (both in units of T)
for configuration 1 of the Ni sample N1 (left hand side) and the CoFeB sample C1 (right hand side).
By the use of equation (3.21) and the fit parameters of tables 5.1 and 5.2, frequency shift data
obtained in configuration 1 can be converted to a magnetization curve. In order to do so,
the parameter Ms is treated as an implicit function of the applied field M (∆f(H)), and the
measured frequency shift is used as a parameter.
Figure 5.5 shows graphs of the magnetization µ0M as a function of the applied field µ0H (both
in units of T) for configuration 1 of the Ni sample N1 (left hand side) and the CoFeB sample
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C1 (right hand side). Both magnetization curves show large spread around zero applied field,
due to zero sensitivity in the frequency shift measurement at zero field, and additionally a
singularity for the applied field in equation (3.21). The visible maximal magnetization under-
values the fit saturation magnetization µ0M
N1
s = (0.40± 0.07) T and µ0MC1s = (1.12± 0.02) T
slightly.
In table 5.3 the coercivities Hc = |Ms(D⊥ −D‖)| for Ni and CoFeB nanotubes N1 and C1 in
configuration 1 are listed, both from fits (figures 5.1 and 5.3) and read from frequency shift
measurements (figures 5.2, 5.4, and 5.5). The fit and measured coercivities differ by a factor
η.
µ0Hc,fit (T) η µ0Hc,meas (T)
N1 0.26 11 0.024
C1 0.75 19 0.039
Table 5.3. | Coercivities for Ni and CoFeB nanotubes,
both from fits and read from frequency shift measure-
ments.
5.3. Discussion
5.3.1. Validity of Model
The model system which is described by the equations (3.19) is based on an ellipsoidal nano-
magnet (sections 2.5 and 3.4), exhibiting only shape anisotropy (section 2.4.2). The mag-
netization within that nanomagnet is assumed to be constant at saturation and uniform in
spatial dependence, allowing for coherent rotation. For composed samples the model is still
valid if separate particles do not interact. The demagnetization factors are calculated for six
independent and non-interacting prisms composing a nanotube with hexagonal cross-section.
For our data (figures 5.1 and 5.3) we can fit the model perfectly for high applied fields in
configurations 1 and 2 . For sufficiently high applied fields, certainly above 1.5 T, all re-
quirements of the model are fulfilled: We probe nanotubes exhibiting only shape anisotropy,
magnetized to saturation, and the magnetization is safely assumed to stay fixed in the direction
of the applied field, thus ensuring uniformity and coherent rotation. Also for such high applied
fields interaction between the six prisms, which actually are well interconnected parts of the
hexagonal nanotube, is irrelevant.
For low applied fields in configuration 1 , as can be seen in figures 5.2 and 5.4, the fit of
high applied field data still holds qualitatively. From the model as described in the context of
figures 2.6 and 3.3, we expect hysteresis and a sudden jump in frequency shift at coercivity.
The reduced coercivity (table 5.3) is expected and explained in section 2.6.1. The assumption
of more complex magnetization reversal mechanisms and/or multi-domain states may explain
the occurrence of both smooth transition and discrete steps, see also section 5.3.5.
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The fit for configuration 2 at low applied fields certainly is questionable. For low applied fields
|H| < |Hc| the third equation of (3.19) is valid. This third equation is not fit to the measured
data, but plotted for the parameters fit to the high applied field data. The magnetization can-
not be assumed to be uniform at low applied fields, nor the rotation to be coherent. From the
model for an ideal configuration 2 neither jumps nor hysteresis is expected. Small misalign-
ment of the sample-on-cantilever system, i.e. non-ideal configuration alignment, together with
certain low field magnetization states, may explain both observations, see also sections 5.3.4
and 5.3.5.
Although we do not provide an analytical expression for configuration 3 we assume the mag-
netization states and reversal mechanisms to be the same in principle as for configuration 2 ,
because the alignment of the nanotube with respect to the applied field is equivalent to con-
figuration 2 , see figure 4.8 for instance.
In all three configurations the assumption of six non-interacting prisms composing the hexag-
onal nanotube may no longer hold for low applied fields. The prisms really are well intercon-
nected such that the nanotube topology may readily cause a significant deviation from the
modeled magnetization behavior.
In the light of numerical calculations including non-ideal configuration alignment [74], Ni data
becomes more comprehensible than CoFeB data. This may be due to the surface imperfections
of Ni nanotubes: While magnetization dynamics hoped for in nanometer-sized samples may
be suppressed, the corrugated Ni surface could cause the nanotube to be in a multi-domain
magnetization state (similar to figure 5.6b), thus following the modeled behavior in terms of a
net magnetization. However, the CoFeB nanotube exhibiting a rather smooth surface structure
may allow for unseen and non-trivial magnetization states at low applied fields.
a) b)
Figure 5.6. | Illustration of a possible “onion” magnetization state (a) within a nanotube, consisting of two
oppositely oriented circumferential domains, and confining states in which all magnetic moments align along
the easy anisotropy axis. Illustration of a possible multi-domain state (b) in configuration 1 . Black arrows
symbolize microscopic magnetic moments.
Possible states include transitional domain structures, which would constrain magnetic mo-
ments within the nanotube, resulting in a positive net anisotropy. One possibility is the “onion
state”, figure 5.6a. Such a transitional domain structure would then occur as a result of the
applied field sweep history, and superimpose hysteresis in addition to possible configuration
misalignment. Micromagnetic simulations and analytic calculations (see section 2.6.2) suggest
the existence of a global vortex state, where the microscopic magnetic moments are aligned
circumferentially around the perimeter of the nanotube sample [29, 33, 40, 41].
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5.3.2. Saturation Magnetization And Net Anisotropy
From the aforementioned we conclude, that the high field fit parameters including the satu-
ration magnetization and the net anisotropy, are systematically accurate. For the saturation
magnetization we fit µ0M
Ni
s = (0.47± 0.12) T and µ0MCoFeBs = (1.09± 0.03) T in average.
The value for the Ni nanotube is consistent with the one reported for bulk Ni (µ0Ms = 0.51 T,
[23]), Ni thin films (µ0Ms = 0.56 T, [81]), and close to what was stated for ultrafine parti-
cles (µ0Ms = 0.63 T, [82]). This is comprehensible since the shell structure of the nanotube
somewhat resembles a rolled-up thin film. Additionally, it can be challenging to determine
the volume of nanometer-sized particles precisely. The fit value for the CoFeB nanotube is
significantly lower than the one reported (µ0Ms = 1.80 T, [72]). This may be due to anomalies
in the CoFeB amorphous structure currently under investigation [42, 83].
Comparing the calculated with the fit net anisotropies, we find excellent agreement (see ta-
bles 5.1 and 5.2), yet the fit values are slightly off the calculated values. Small misalignments
from the ideal configurations 1 , 2 , and 3 can alter the expected frequency shift in the high
field limit [74].
Notably in configuration 3 , from the discussion in sections 3.4.5 and 3.4.6, we expect zero
frequency shift for any applied field, and thus zero net anisotropy for ellipsoidal nanomagnets.
The sheer presence of measurable frequency shift is mainly attributed to configuration mis-
alignment [74]. The actual geometry of the nanotube is expected to play a minor role: In
configuration 3 we probe the cross-section of the nanotube, which for the calculation of the
net anisotropy is modeled as an ideal hexagon made of six independent rectangular prisms.
From figure 4.7 one can see that the latter is a simplification of the real situation. Still, a small
contribution from the probed geometry to the net anisotropy value is possible.
The net anisotropy calculated for sample N2 is still in range of the given standard deviation
of the fit net anisotropy, but shows the largest deviation of all other calculated values. This
deviation might be caused by a small material extrusion at one end of N2, see figure 4.5.
5.3.3. Magnetization Curves
DCM is a tool to probe the saturation magnetization and net anisotropy of magnetic samples.
It is not a method to directly measure the magnetization as a function of the applied field.
Within th assumptions of the Stoner-Wohlfarth model, for an ellipsoidal nanomagnet, one
can calculate the magnetization curve in terms of the applied field from frequency shift data.
Being aware of the limitations of our actual samples, we can still calculate such curves for
configuration 1 by using equation (3.21).
Around zero applied field, the graphs of figure 5.5 show a large spreading, which is due to the
singularity of equation (3.21) at zero applied field.
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Figure 5.5 allows the determination of each coercivity, see table 5.3. The coercivities calculated
from frequency shift fit parameters differ by factor η = 11 and 19, as expected from explanation
in section 2.6.1. From the magnetization curves in figure 5.5, we recognize the characteristic
rectangular shape of the magnetization curves introduced in the context of figure 2.7 for con-
figuration 1 . Assuming a small configuration misalignment, we actually might see a slightly
altered shape, as shown in figure 2.7 for small angle deviations, and as a consequence, might
underestimate the measured coercivity.
From the horizontal asymptotes—the high applied field data—of the magnetization curves we
confirm the saturation magnetization of tables 5.1 and 5.2, noting that the visible maximal
magnetization undervalues the fit saturation magnetization slightly. Assuming small misalign-
ment of the sample-on-cantilever system for both samples in configuration 1 , the fit saturation
magnetization poses the upper limit to the magnetization as stated in section 2.5.5.
5.3.4. Hysteresis
From the model introduced in section 2.5, we calculate three solutions (3.16) to the energy
minimization problem describing the optimal angle of the magnetization within the magnetic
sample. Whether all three of those solutions are valid or only two, depends on the sign of the
net anisotropy (D⊥ −D‖).
In case of positive anisotropy (configuration 1 ), two solutions are valid for the applied field do-
main |H| < |Hc|, allowing for two directions of the magnetization to be energetically favorable.
At coercivity, a discontinuous change (“jump”) in magnetization direction occurs, from one
solutions to the other. Therefore we expect hysteresis for positive anisotropy (section 2.5.4).
In the case the net anisotropy is negative (configurations 2 and 3 ), only one solution is valid
at any timea, as seen in figure 2.6. The magnetization angle shifts smoothly, such that we do
not expect hysteresis within the model assumptions.
We see hysteretic behavior for all samples in all configurations. Slight sample-on-cantilever mis-
alignment, i.e. non-ideal configurations 1 , 2 , and 3 , is shown to give rise to hysteresis: Early
investigation on magnetic samples in the shape of prolate ellipsoids by Stoner and Wohlfarth
[20] show how the transition in alignment of what we call configuration 2 to configuration 1
changes the magnetization curve from being diagonal to rectangular, see figure 2.7.
More recent numerical calculations by Harris [74] lead to the same answer considering the
frequency shift in DCM for arbitrary configurations and a three-dimensional magnetization
vector. Due to the nature of these calculations their results are unsuitable to fit our data. By
assuming approximately ideal configurations and solving special cases in section 3.4.3 we still
can illuminate the general magnetization behavior of our samples.
aNeglecting the infinite number of solutions due to the pi-periodic symmetry of the physical system.
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5.3.5. Discontinuities In Frequency Shift
If we interpret jumps as a signature of positive anisotropy as in configuration 1 , non-ideal
sample-on-cantilever alignment can give reason to the jumps observed in configurations 2 and
3 . Certain magnetization state predispositions may occur statistically, which especially for
very slight sample-on-cantilever misalignment may lead to different applied field ranges for the
discontinuities to appear, as observed for sample C2.
For Ni sample N1, in configuration 1 , the assumption of more than one magnetic domain
explains the occurrence of discrete steps instead of one jump upon magnetization reversal. We
expect a rather simple domain structure from the corrugated surface structure of that sample,
maybe similar to figure 5.6b. Magnetization reversal in these domains may lead to steps in
frequency shift. The statistical nature of domain formation and magnetization reversal may
be the reason for the irregularity of the steps in terms of applied field value and frequency
shift.
In Buchter et al. [50], the nature of jumps in frequency shift for the same sample have been
further investigated. By simultaneous detection of excitations in the cantilever displacement
and jumps in frequency shift during continuous applied field sweeps the mechanical response of
magnetization reversal is revealed. Moreover, by applying both spatially sensitive nanoSQUID-
magnetometry and integral DCM, one can connect the occurrence of jumps in frequency shift
with localized magnetization reversal (supplementary material of [50]).
The surface structure of CoFeB sample C1 is much more well defined. The intermittent smooth
transition in frequency shift in figure 5.4a can be seen in several measurements, and may be
due to actual magnetization rotation, initiated and followed by a discontinuous change. Mag-
netization reversal mechanisms suggested in literature include the curling mode for instance,
see section 2.6.2, which might nucleate by sudden circumferential alignment of the microscopic
magnetic moments in the sample, followed by a moving vortex domain wall. Especially for
smooth transitions around zero frequency shift (see section 5.3.6), the existence of a global
vortex state is suggested, where all magnetic moments are aligned circumferentially around
the perimeter of the nanotube.
In the data taken for Ni sample N2 in configuration 2 , the lack of jumps at lower field may well
be due to the surface roughness of the Ni sample. Interesting microscopic magnetization states
may be hidden in the multi-domain average. At higher field we observe spikes in frequency
shift, see figure 5.1 and highlighted for sample N2 in figure 5.7. The spikes are not random in
nature, but reproducible in many sweeps obtained for these samples.
The energy landscape as depicted in figure 2.6 is highly dependent on the structure of the
nanotube. Even for an ideal sample in configuration 2 , around coercivity the energy curve
is rather flat with two local energy minima relatively close by, only separated by a small
energy barrier. Additional corrugation might make jumping from one minimum to the other
easy under small perturbation. Ni nanotubes exhibit a rather irregular surface structure, as
seen in figure 4.5. A therefore corrugated energy landscape might be the reason for irregular
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Figure 5.7. | DCM measurements of sample N2 in configuration 2 . The frequency shift ∆f is plotted as a
function of the applied field µ0H. The graph highlights applied field ranges showing reproducible spikes in the
frequency shift. Only data points from applied field sweeps in positive direction are shown, in red.
magnetization states during magnetization reversal. Only when the influence of the applied
field is rising, magnetization states may become more well defined.
We expect discontinuities in frequency shift as a signature of positive anisotropy in any configu-
ration for different applied field ranges, dependent on the degree of configuration misalignment.
Our observations are summarized in section 5.4 in an attempt to suggest a consistent magne-
tization reversal model.
5.3.6. Discussion Of Frequency Shift
The sign of the frequency shift determines, whether the occupied magnetization state exhibits
a positive or negative anisotropy, according to the sign of the curvature of the total magneto-
static energy with respect to the cantilever deflection, see section 3.4.5. We examine applied
field sweeps in positive direction for each configuration, statements apply for negative sweep
direction accordingly.
In the high field limit, where the magnetization state is well defined uniformly along the
applied field direction, the sign of the frequency shift tells us the configuration of the sample
in question: From a positive frequency shift we know that the alignment of the magnetization
is in direction of the sample easy axis, thus we look at configuration 1 . From a negative
frequency shift at high applied field, we know the sample easy axis is misaligned with the
magnetization, so we consider configuration 2 . In the case of configuration 3 , we expect a
small positive frequency shift equivalent to the alignment of the magnetization along two edges
of the hexagonal cross-section of the nanotube. Sample-on-cantilever misalignment can cause
changes to these high field limits.
For low applied fields the situation is more complex. In configuration 1 (figures 5.2 and 5.4),
during the applied field sweep in positive direction, we follow the frequency shift progressing
from positive values through the origin to negative values where we then observe discontinuous
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changes towards positive frequency shift. Only positive anisotropy is observed for sample N1
where the magnetization always seems to point along the easy axis of the nanotube, differently
from for sample C1 where we see a smooth transition between the steps (figure 5.4a): If we
assume the initial jump to be the onset of magnetization reversal, we may observe the signature
of the reversal mode in the smooth transition around zero frequency shift. In an energy
picture, the smooth transition from negative frequency shift to positive, is a transition from an
unfavorable energy maximum to a favorable minimum. In case of transversal net magnetization
rotation, zero frequency shift stands for an intermediate angle of the net magnetization between
easy and hard axis of the sample. Micromagnetic simulations and analytic calculations (see
section 2.6.2) suggest magnetization reversal via curling and moving vortex domain walls as
reversal mechanism, including but not limited to a global vortex state, which would show zero
net magnetization by aligning the microscopic magnetic moments circumferentially around the
perimeter of the nanotube sample.
In configuration 2 , coming from negative applied field, we observe the frequency shift pro-
gressing from negative values through zero to a positive maximum at negative low field, and
back through to the origin, see figures 5.1, 5.2, 5.3, and 5.4b,c,e,f. We interpret, that in the
beginning the magnetization points transversal to the easy axis of the nanotube, revealing the
negative anisotropy of the configuration, and then rotating towards the easy axis for increasing
field, thus passing the zero frequency shift, when the net magnetization angle is intermediate,
before the frequency shift is zero again as a consequence of zero applied field.
The fact that the frequency shift is “more negative” around 0.4 T for N2 (1.1 T for C2) than
for the high field limit is attributed to the less strong confinement of the magnetization to the
applied field direction as compared to the high field limit: Probing the alignment of magneti-
zation and easy axis by deflecting the cantilever at very high field will leave the magnetization
practically independent of the anisotropy, which is like probing a wide maximum in energy
(small curvature) in terms of the deflection angle, whereas doing so at lower field will lead to a
small change in angle of the magnetization as a consequence of the influence of the anisotropy,
that is a narrow energy maximum (large curvature) in terms of the cantilever deflection angle.
We will use a similar argument to explain the different depth of the minima around 1.1 T
for C2 in the jump- and no-jump-case (see figure 5.9), after introducing certain microscopic
magnetization states in section 5.4.
Frequency shift progression in configuration 2 from the origin towards positive applied field
shows divided behavior, see figures 5.2, and 5.4b,c,e,f. See figure 5.8 for a comparison of jump-
and no-jump-case. We will focus on the peculiarities of our samples.
The frequency shift progression of sample C2 in the no-jump-case is symmetric in the low field
range, but shows spikes around +800 mT, see figure 5.9. Symmetric behavior is what we would
expect from a unperturbed rotation of the net magnetization, in an ideal configuration 2 , see
section 3.4.5. Ambiguous change between jump- and no-jump-case is associated with certain
magnetization state predispositions.
For sample C2 in the jump-case, at low field on the positive side of the origin we observe a flat
of zero frequency shift, turning towards a negative shift, then a jump towards “less negative”
shift, followed by mentioned high field behavior. Zero frequency shift stands for an intermediate
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Figure 5.8. | DCM measurements of sample C2 in
configuration 2 . The frequency shift ∆f is plotted
as a function of the applied field µ0H. The graph
compares jump- (green, orange) and no-jump-case
(blue, red) in negative (a), and positive (b) applied
field sweep direction, respectively, at low applied field
range.
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Figure 5.9. | DCM measurements of sample C2 in
configuration 2 . The frequency shift ∆f is plotted
as a function of the applied field µ0H. The graph
compares jump- (orange) and no-jump-case (red) in
positive applied field sweep direction at medium ap-
plied field range. Spikes and minima in frequency
shift are highlighted.
angle of the net magnetization between easy and hard axis of the sample, i.e. “neither minimum
nor maximum” in energy, or zero net magnetization. A number of magnetization states may
fulfill these criteria. Among them are curling- or vortex-mode states, or a mixture of these,
and also axial states with anti-parallel alignment of the magnetic moments. These states may
ultimately lead to the observed jump in frequency shift, when the increasing applied field
is suddenly able to realign microscopic magnetic moments to form a more axially uniform
magnetization state, thus respecting the sample easy axis and placing the net magnetization
angle in a “less negative” energy maximum. Suggestions for possible transient magnetization
states are summarized in section 5.4.
Apart from not showing a jump, the behavior of the Ni sample N2 is similar to the one described
for sample C2 in the jump-case. Deviations may well be due to the surface roughness of the Ni
sample. The Ni sample may be well described by a model involving configuration misalignment,
thus expecting a jump, but interesting microscopic magnetization states may be hidden in the
multi-domain average, or entirely suppressed, wherefore we see no jump.
For configuration 3 we observe a small positive frequency shift for high (negative) applied
field, in the progress of increasing applied field towards positive values the frequency shift in-
creases slightly, before it falls to zero at zero applied field. Frequency shift is symmetric except
for a small hysteresis, jumps occur for sample C3, but not for N3. Explanations follow above
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statements: Sample-on-cantilever misalignment may cause jumps in configuration 3 due to
superimposed positive anisotropy, but averaging effects in N3 might hide these discontinuities.
More importantly, said misalignment causes non-zero frequency shift in the first place, sup-
posedly supported by a small positive anisotropy originated in the hexagonal cross-section of
the nanotube, such that the easy axis corresponds to an alignment of the magnetization along
two edges of the hexagon.
5.4. State Progression
In the following we summarize our observations in an attempt to suggest a magnetization
state progression scheme, which—together with the phenomena illustrated before—allows for
a consistent explanation of the data presented. We include recent studies of Harris [74] and
Ru¨ffer [42] in place of where our model of six independent prisms is not able to produce such
findings. These studies include numerical calculations of a model similar to ours, but including
configuration misalignment, and micromagnetic simulations that hint on likely nucleation sites
of magnetization reversal at low applied fields at the inner corners of hexagonal nanotube
samples.
The data obtained for the Ni samples are qualitatively much alike the data obtained for CoFeB
samples. Nevertheless, we identify certain features in the Ni data to supposedly depend on the
sample surface roughness. Therefore the CoFeB nanotubes being the more ideal samples in the
light of our model are the starting point to the suggested magnetization state progression.
We begin by making certain assumptions on how magnetization rotation is prioritized within
a hexagonal nanotube. Within one of the six prisms forming the nanotube (coordinates as
in figure 3.5, Aharoni [75]), it is energetically decreasingly favorable for the magnetization to
rotate
A around yˆ′,
B around xˆ′,
and C around zˆ′,
ݕො′
ݔො′ ̂ݖ′
according to the demagnetization factors calculated in section 3.5. These rules apply to how we
picture the magnetization reversal in each configuration. The sketch above is meant to illustrate
the rotation axis of microscopic magnetic moments within one prism, the magnetization is not
shown.
In figure 5.10 DCM measurements of the sample C1 in configuration 1 are shown for low
applied fields, equivalent to figure 5.4a. The frequency shift ∆f in units of Hz is plotted as a
function of the applied field µ0H in units of T, only the applied field sweep in positive direction
is shown. Certain field ranges are highlighted with grey boxes. Underneath the graph these
boxes are repeated to symbolize suggested magnetization states 1 to 5. The red boxes relate
to the corresponding data points, since we later show figures with two sets of data. Within the
red box we show symbolic pictures of the nanotube sample in configuration 1 , black arrows
represent microscopic magnetic moments.
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Figure 5.10. | DCM measurements of the sample C1 in configuration 1 for low applied fields. The frequency
shift ∆f is plotted as a function of the applied field µ0H. Data points from applied field sweeps in positive
direction are in red. Certain field ranges are highlighted with grey boxes. Underneath the graph these boxes
are repeated to symbolize suggested magnetization states 1 to 5. Black arrows represent microscopic magnetic
moments.
For configuration 1 , in magnetization state 1, coming from high negative applied field, the
magnetization is aligned uniformly along the easy axis of the nanotube. After crossing zero
field, magnetization state 2 is unchanged compared to 1, but the frequency shift is negative due
to different signs of applied field and magnetization direction. After the first jump, in state 3,
magnetization reversal has nucleated via curling mode and changed magnetization direction
discontinuously. From 3 to 4 magnetization rotation following rule A causes a smooth transition
in frequency shift, possibly passing a global vortex magnetization state, until after state 4 the
last jump leads again to a uniform axial magnetization state 5.
In figure 5.11 we see DCM measurements of the samples C2 and C3 in configurations 2 and
3 for medium applied fields, equivalent to figure 5.4e,f,g, respectively, with the no-jump- (or-
ange) and the jump-case (red) depicted in one graph. At the bottom, figure 5.8b is repeated
for configuration 2 and the corresponding data of figure 5.4d is added for configuration 3 ,
magnifying the low field region. Only the applied field sweeps in positive direction are shown.
Certain field ranges are highlighted with grey boxes. Between the graphs these boxes are re-
peated to symbolize suggested magnetization states 1 to 5. The red and orange boxes relate
to corresponding data points. Within the boxes we show symbolic pictures of the nanotube
samples in configurations 2 and 3 , black arrows represent microscopic magnetic moment
vectors. In order to exemplify the three-dimensional orientation of these vectors, in the nan-
otube cross-section may be drawn combined arrows which should be understood to be directed
as according to their vector sum.
For configuration 2 , in magnetization state 1, coming from high magnetic field, the mag-
netization is aligned uniformly along the hard axis of the nanotube. Towards zero field the
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Figure 5.11. | DCM measurements of the samples C2 and C3 in configurations 2 and 3 for medium (at the
top) and low applied fields (at the bottom). The frequency shift ∆f is plotted as a function of the applied field
µ0H. Data points from applied field sweeps in positive direction for the no-jump-case are depicted in orange and
for the jump-case in red. Certain field ranges are highlighted with grey boxes. Between the graphs these boxes
are repeated to symbolize suggested magnetization states 1 to 5. Black arrows represent microscopic magnetic
moments.
magnetization rotates as expected from the analytic model within each prism, first according
to rule C, and then according to rule A. Deviations in the frequency shift curvature around
−0.2 T may be explained by magnetization rotation depending on the hexagonal structure of
the sample. After crossing the zero field, we propose a divided behavior: In one case, in prepa-
ration of the jump (red data), the magnetic moments might realign to an axial anti-parallel
configuration. Initiated maybe by random perturbations, state 2 (red) should be energetically
favorable. In our data the process of the anti-parallel alignment of the magnetic moments may
not be visible, because we have no sensitivity for H = 0 T. This red state 2 then would be
rather stable giving rise to the flat around zero frequency shift, i.e. the magnetic moments add
up to zero net magnetization.
In the other case, when all magnetic moments stay parallel, the magnetization state 2 (orange)
leads to a maximum in frequency shift due to a net magnetization favorably aligned with the
easy axis of the nanotube. In a model-like behavior, these magnetic moments start rotating
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towards the applied field again, as depicted in orange state 3, following rule A, leading to a sign
change in frequency shift at a certain intermediate alignment of magnetization and easy axis.
Supported by micromagnetic simulations, for magnetic moments situated in the edge of the
hexagonal structure, the alignment to the easy axis may persist longer. The orange state 4 then
evolves by rotation of the magnetization towards the applied field still following rule A, and
resembles what has been mentioned as the “onion state”, consisting of two oppositely oriented
circumferential domains, and confining edge states in which all magnetic moments align along
the easy anisotropy axis. In late orange state 4, these confinements release in what we see
as spikes in frequency shift. At this point also, we find the minimum in frequency shift, as a
result of the combination of advanced alignment of magnetization and applied field, and yet
significant influence of the anisotropy axis. In the final orange state 5, the magnetic moments
have completely rotated towards the applied field, by a combination of rule B and C.
From the axial anti-parallel alignment (red state 2), the magnetic moments also start rotating
(rule A), but the net magnetization, by vector sum, then immediately is unfavorably pointing
along the hard axis (red state 3), making the frequency shift negative. This situation is
only released, when a discontinuous change (jump in frequency shift) flips one half of the
magnetic moments to fit the direction of the other half, resembling a somewhat tilted divided-
circumferential state (red state 4). The net magnetization then points more towards easy axis
direction than before, making the state energetically less unfavorable. In late red state 4 we
find the minimum in frequency shift, as a result of the combination of advanced alignment
of magnetization and applied field, and yet significant influence of the anisotropy axis. The
minimum is deeper than in the orange no-jump-case (highlighted in figure 5.9), because the
angular confinement of the net magnetization in the red state is smaller than in the onion
state, such that the onion state superimposes a quasi-positive anisotropy. Speaking in terms of
energy, the red state 4 poses a rather narrow maximum in energy, i.e. a high negative curvature.
The magnetization state from here progresses as one would expect from the analytic model.
The magnetic moments rotate towards the applied field to assume the final red state 5, in
accordance to rule C.
As the reason for hysteresis and thus the occurrence of jumps in configurations 2 and 3 we
propose a small configuration misalignment. For configuration 2 the misalignment supposedly
is very small, such that by random perturbation we observe either the red jump-case, or the
orange no-jump-case: In an ideal configuration 2 for low applied field the magnetization
would rotate as expected from the analytic model. Since there is no preferred direction given
by the configuration with respect to the applied field (or just a very small preference), rotation
continues without discontinuous changes. The red jump-case is characteristic for configuration
misalignment. When the magnetization by rotation aligns with the easy anisotropy axis of the
nanotube, the applied field is small but still non-zero. With even further decreasing, ultimately
zero field, the magnetic moments might realign to the energetically favorable axial anti-parallel
alignment.
For configuration 3 we assume a larger configuration misalignment since we observe only the
jump-case. The symbolic pictures of the magnetization states 1 to 5 are identical to the ones
for the jump-case in configuration 2 , and statements made for that case hold equivalently.
In addition to the superposed positive anisotropy by configuration misalignment, here, we
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probe the magnetization states with respect to the nanotube cross-section, such that any net
magnetization alignment along the actual nanotube hard axis, now is an alignment to the easy
axis of the hexagonal cross-section.
For configuration 3 , in magnetization state 1, coming from high magnetic field, the magneti-
zation is aligned uniformly along the easy axis of the nanotube cross-section. Towards zero field
the magnetization rotates as expected from the analytic model within each prism, first accord-
ing to rule C, and then according to rule A. Deviations in the frequency shift curvature around
−0.2 T may be explained by magnetization rotation depending on the hexagonal structure of
the sample. After crossing the zero field, the magnetic moments might realign to an axial
anti-parallel configuration (state 2) with zero net magnetization. Here, probing the alignment
of the net magnetization reveals a small negative frequency shift as a consequence of possible
misalignment of the magnetic moments with the easy axis of the nanotube cross-section.
From the axial anti-parallel alignment (state 2), the magnetic moments start rotating towards
the applied field direction state 3 according to rule A. The net magnetization in state 3, by
vector sum, then is pointing along the cross-sectional easy axis, making the frequency shift
become positive. When a discontinuous change releases the axial anti-parallel alignment, one
half of the magnetic moments flip to fit the direction of the other half (state 4). The net mag-
netization may loose little magnitude in the direction of the cross-sectional easy axis, resulting
in a jump in frequency shift, marking a less favorable alignment of net magnetization and
anisotropy. From here, as one would expect from the analytic model, the magnetic moments
rotate towards the applied field, in accordance to rule C.
5.5. Findings Review
In summary, by performing DCM measurements we are able to gain insight into the microscopic
magnetization behavior of Ni and CoFeB nanotube samples.
To describe our data we introduce a model system based on an ellipsoidal nanomagnet. The
magnetization is assumed to be constant at saturation and uniform in spatial dependence,
allowing for coherent rotation. By solving for the optimal angle of the sample magnetization
for three special cases of sample-on-cantilever configuration, we can determine basic sample
properties such as saturation magnetization and net anisotropy. For high applied fields we can
describe the obtained data perfectly, while for low applied fields the sensitivity of the experi-
mental method allows us to further illuminate microscopic characteristics. For the saturation
magnetization we fit µ0M
Ni
s = (0.47± 0.12) T and µ0MCoFeBs = (1.09± 0.03) T in average.
Our nanometer-sized samples are in the shape of a hollow cylinder with hexagonal cross-section.
Their demagnetization factors are calculated for six independent and non-interacting prisms
composing a hexagonal structure. Comparing the calculated with the fit net anisotropy, we
find excellent agreement. Depending on the orientation of the nanotube, we find net anisotropy
demagnetization factors of 0.67 (sample C1) and −0.62 (sample C2), numbers detailed for Ni
in table 5.1 and for CoFeB in table 5.2.
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In DCM we measure the shift of the cantilever resonant frequency as a response to an applied
magnetic field. Each sample-on-cantilever configuration gives fundamentally different results.
While the data obtained for Ni samples is qualitatively much alike the data obtained for CoFeB
samples, most statements hold for both sample materials. However, Ni samples generally show
features in frequency shift as a result of a rather corrugated surface structure. Similar to
previous measurements of large ensembles of magnetic samples, a disordered magnetic domain
structure gives an averaged picture, hiding details on microscopic magnetization states, but
providing evidence for distinct multi-domain states.
CoFeB samples, in contrast, show a clean magnetic shell and therefore are considered the more
ideal samples in the light of our model. Frequency shift data reveals the complex signature
of potential circumferential magnetization states, and exposes magnetization reversal modes.
Examples of such signature can be found in configuration 1 where a smooth transition from
negative to positive frequency shift indicates magnetization reversal, maybe via curling mode
and possibly including a global vortex state. In configuration 2 two cases of magnetization
state progression can be observed. By comparison of different magnetization state predisposi-
tions one can potentially identify directionally confining magnetization states such as the onion
state. Frequency shift plateaus at low field highlight the stability of such magnetic moment
configurations.
Hysteresis found in configurations 2 and 3 and a measurable frequency shift in configu-
ration 3 are mostly attributed to sample-on-cantilever misalignment. Complementing the
original model by numerical calculations coping with said misalignment, and micromagnetic
simulations that hint on likely nucleation sites of magnetization reversal helps to provide for
a consistent magnetization state progression scheme to explain our data, but certain features
remain unclear and will be subject to further investigation.
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6. Conclusions
6.1. Summary
For the experiments presented in this thesis we employ highly sensitive dynamic cantilever
magnetometry (DCM). This technique allows us to investigate the weak magnetic response of
individual magnetic nanotubes without averaging over an inhomogeneous ensemble.
DCM is a tool to probe the saturation magnetization and net anisotropy of a wide range of
magnetic samples and to gain insight into microscopic magnetization states and magnetization
reversal mechanisms. In DCM we measure the shift of the cantilever resonant frequency as a
function of both the applied field and the alignment of the sample. Applied field and sample
magnetization result in a torque acting on the cantilever, adding to the mechanical restoring
force, effectively stiffening or softening the cantilever, and thus shifting its resonant frequency
(section 3.3).
Ferromagnetic nanotubes are particularly interesting for their magnetization states, since the
low-dimensionality of these structures results in magnetic configurations not present in macro-
scopic magnets. These structures avoid magnetization point singularities as present in solid
magnetic cylinders [28], but support core-free magnetization states, a prerequisite for fast mag-
netization reversal [29]. A circumferential vortex magnetization state has been reported [33]
and an onion state has been suggested [40, 41], the latter consisting of two oppositely oriented
circumferential domains (section 2.6.2).
The magnetic samples we are interested in are in the shape of a hollow prism with hexagonal
cross-section and a high aspect ratio. Our samples exhibit a core-shell structure, using a
hexagonally shaped GaAs nanowire as a core, and a grown shell of magnetically isotropic
material, such that the nanotubes exhibit shape anisotropy only. Two different sets of magnetic
samples are probed. One set of samples is processed to be Ni nanotubes, the other to be CoFeB
nanotubes (section 4.3).
A single nanotube sample is affixed to the end of an ultrasoft cantilever in one of three ba-
sic configurations 1 , 2 , and 3 (figure 4.8), with the nanotube easy axis aligned along the
z′-, y′-, and x′-axis (figure 2.4), respectively, to characterize the sample anisotropy. To fab-
ricate the sample-on-cantilever system, individual nanotubes are chosen from their substrate
under an optical microscope, and glued to the cantilever using a micro-manipulator setup (sec-
tion 4.4). Measurements are performed in vacuum at cryogenic temperatures in the center of
a superconducting solenoid.
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To describe our data we introduce a model system based on an ellipsoidal nanomagnet. The
magnetization within the nanomagnet is assumed to be constant at saturation and uniform
in spatial dependence, allowing for coherent rotation. By minimizing the total energy of the
sample-on-cantilever-system we can solve for the optimal angle of the sample magnetization for
each deflection angle of the cantilever. The cantilever resonant frequency shift then is a function
of the curvature of the total magnetostatic energy. We derive an expression of the frequency
shift in terms of the applied field, the saturation magnetization and the demagnetization factors
of the magnetic sample (section 3.4). The nanotube demagnetization factors are calculated for
six independent and non-interacting prisms composing a hexagonal structure (section 3.5).
The dependence of the frequency shift on the applied field is fundamentally different for each
configuration. In the special cases of configurations 1 and 2 at high applied field our data
is perfectly described by our model, for configuration 3 we expect zero frequency shift. Hys-
teresis found in configurations 2 and 3 and a measurable frequency shift in configuration 3
are mostly attributed to sample-on-cantilever misalignment. Our model is complemented by
numerical calculations coping with said misalignment [74]. For the saturation magnetization
we fit µ0M
Ni
s = (0.47± 0.12) T and µ0MCoFeBs = (1.09± 0.03) T in average. Comparing the
calculated with the fit net anisotropy, we find good agreement (section 5.3).
We do not suppose the model to be valid for low applied field, where we cannot assume a
single-domain structure and neither coherent rotation or reversible changes are expected. In-
stead, low applied field data shows signature of microscopic magnetization states (section 5.2).
Micromagnetic simulations on magnetization reversal [42] help to provide for a consistent
magnetization state progression scheme to explain our data (section 5.4), but certain features
remain unclear and left to further investigation.
While the data obtained for Ni samples is qualitatively much alike the data obtained for
CoFeB samples, most statements hold for both sample materials. Typical values differ by
about a factor four in applied field, and a factor of two in frequency shift. However, Ni
samples generally show reproducible features in frequency shift as a result of a rather corrugated
surface structure. Similar to previous measurements on large ensembles of magnetic samples,
a disordered magnetic domain structure leads to averaged data [15, 22, 40]. While details
on microscopic magnetization states are hidden, the data provides evidence of distinct multi-
domain states.
CoFeB samples, in contrast, show a clean magnetic shell and therefore are considered the more
ideal samples in the light of our model. Frequency shift data reveals the complex signature
of potential circumferential magnetization states, and exposes magnetization reversal modes.
Examples of such signature can be found in configuration 1 where a smooth transition from
negative to positive frequency shift indicates magnetization reversal, maybe via curling mode
and possibly including a global vortex state. In configuration 2 two cases of magnetization
state progression can be observed. By comparison of different magnetization state predispo-
sitions one can possibly identify directionally confining magnetization states maybe similar to
the onion state. Frequency shift plateaus at low field highlight the stability of such magnetic
moment configurations (section 5.3).
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6.2. Outlook
Our data provides us with most interesting insight on the existence of low applied field magne-
tization states, but DCM is not the ideal tool to identify and prove their microscopic magnetic
moment configuration. While the obtained frequency shift data allows for drawing conclusions
on net magnetization and anisotropic properties of transient magnetization states, the method
lacks in actual spatial information.
One possibility to overcome this limitation is, as shown in Buchter et al. [50], the introduction
of a nanometer-sized scanning superconducting quantum interference device (nanoSQUID) to
the magnetometry setup. Due to its high sensitivity even small magnetization changes during
magnetization reversal can be probed. NanoSQUIDs have been used to map the stray field of
individual nanotubes while simultaneously probing their volume magnetization. For instance,
this potentially allows the distinction of a global vortex state exhibiting vanishing stray field
from other states with zero net magnetization. Additionally, spatial resolution allows for
narrowing down possible magnetization nucleation sites.
Ultimately, the description of magnetic domain structure and magnetic moment configuration
requires actual magnetic imaging techniques. Magnetic force microscopy (MFM) is a scan-
ning probe technique sensitive to the gradients of the stray field. The method is capable of
mapping surface domains and domain walls [41, 51–53], which may prove sufficient for our
magnetic shell thicknesses, but tip-sample interaction may also influence metastable magne-
tization states. Another emerging high resolution scanning probe technique involves nitrogen
vacancy centers (NVCs) in diamond to map magnetic dipole fields in the sub-nanometer range
[54]. Additional information on the magnetization direction in surface domain structures can
possibly be obtained via X-ray magnetic circular dichroism photoelectron emission microscopy
(XMCD-PEEM) [34, 44], and electron holography [56]. Aforementioned methods are reviewed
in section 3.2. A general concern regarding the use of said methods in view of our nanotube
samples is the influence of the tubular sample structure on the interpretation of acquired data.
Also, applying high enough magnetic fields can be experimentally difficult to realize in ambient
conditions.
DCM is distinguished from other means of cantilever torque magnetometry by achieving a high
measurement precision in counting a frequency, rather than recording a direct current signal
[64]. However, the frequency shift is proportional to the applied field and thus zero at zero
applied field.
In order to improve the sensitivity of our method for low applied field measurements one might
employ phase-locked cantilever magnetometry (PLCM, mode 3 in section 3.2) introduced by
Jang et al. [64]. PLCM involves the measurement of the resonant cantilever displacement
by applying a secondary magnetic field at the cantilever resonant frequency. Superposition
of the magnetic fields should leave the net magnetization unperturbed, but allows recording
cantilever response even at zero applied field. The method can be further improved by adding
a third solenoid in a vector magnet configuration. Thereby in principle the exact angle of the
net magnetization within the nanotube can be probed.
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Using our DCM method as it is offers rich opportunity to investigate the magnetization and
anisotropy of a wide variety of samples. Among them are nanotubes of different geometry or
other magnetic materials, there is also room for improvement of existing sample types, as we
can infer from our data.
We have seen the nanotube sample surface structure to have a great influence on the magnetiza-
tion behavior. From a rather corrugated surface of the Ni nanotubes, deposition methods have
come a long way to the fabrication of the much more ideal CoFeB sample. An even smoother
surface may be achieved in another variation on sample processing, in order to optimize the
sample magnetization behavior towards model predictions. From a magnetic material point
of view, permalloy, a Ni-Fe-alloy, would provide for supplementary studies of the saturation
magnetization for comparison to values given in literature.
The investigated samples distinguish themselves from our model especially in shell thickness
and cross-section: To avoid magnetic domain formation, future samples may exhibit reduced
shell thickness, which also may lead to a more conformal coating of the hexagonal core mate-
rial. At the same time, further efforts can be taken in developing our model systems towards
resembling actual sample structures. Numerical calculations and micromagnetic simulations
mark a milestone in the attempt to find a general solution to describe our data [42, 74].
For future DCM experiments it may be interesting to characterize the magnetization behavior
of circular cylinders compared to hexagonal structures, since the influence of shape anisotropy
on the optimal angle of the magnetization within the magnetic sample is significant. Size-
dependent properties may be investigated by probing larger tubular structures like rolled up
nanomembranes [33, 35, 44], and compared to magnetic particles in the nanometer range,
e.g. in the context of carbon nanotubes [61].
Apart from ferromagnets, DCM offers the capability to study other manifestations of mag-
netism. A rather exotic and nontrivial spin structure is represented in magnetic skyrmions
and is subject to current investigation [89]. Doubly clamped mechanical oscillators have been
used to test Abrikosov’s supercurrent vortex theory [63, 90], and PLCM has proven useful for
the study of superconducting material by attachment of annular samples to a cantilever [60],
thus disclosing a whole new range of samples as well for DCM.
With this thesis we demonstrate the potential of DCM as a powerful micromagnetic toolbox.
By establishing a multitude of sample-to-cantilever attachment procedures, numerous samples
are made accessible to cantilever-based magnetometry. DCM is set up as a high precision
method of magnetization data acquisition, while possibly interfering electro- and magneto-
static fields are avoided by a purely optical readout. For data analysis and interpretation,
existing model systems can be adjusted for individual sample geometry and alignment, ad-
vancing dynamic cantilever magnetometry to broaden our understanding of micrometer-scale
magnetism.
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C. Periodic Table of Chemical Elements
Figure C.1. | Periodic Table of Chemical Elements adapted from [91].
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