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Resumo
Dentro do contexto de projetar sistema de comunicac¸a˜o digital em espac¸os homogeˆneos, em
particular, em espac¸os hiperbo´licos, e´ necessa´rio estabelecer um procedimento sistema´tico
para construc¸a˜o de reticulados O, como elemento base para construc¸a˜o de constelac¸o˜es de
sinais geometricamente uniformes. E´ atrave´s desse procedimento que identificamos as es-
truturas alge´brica e geome´trica a fim de construir co´digos geometricamente uniformes em
espac¸os homogeˆneos. Propomos, a partir desses reticulados, a construc¸a˜o de grupos fuchsia-
nos aritme´ticos Γp obtidos de tesselac¸o˜es hiperbo´licas {p, q}, derivados de a´lgebras de divisa˜o
dos quate´rnios A sobre corpos de nu´meros K. Generalizamos o processo de identificac¸a˜o des-
ses grupos em ordens dos quate´rnios (reticulados hiperbo´licos), associadas a`s constelac¸o˜es de
sinais geometricamente uniformes, provenientes de grupos discretos. Esse procedimento per-
mite rotular os sinais das constelac¸o˜es constru´ıdas por elementos de uma estrutura alge´brica.
Palavras-chave: a´lgebra dos quate´rnios, constelac¸a˜o de sinais geometricamente uniforme,
ordem dos quate´rnios, grupo fuchsiano, superf´ıcie quociente, transformac¸a˜o de Mo¨bius.
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Abstract
Within the context of digital communications system in homogeneous space in particular,
in hyperbolic spaces, it is necessary to establish systematic procedure for the construction
of lattices O, as the basic entity for construction of geometrically uniforms signal constel-
lations. By this procedure we identify the algebraic and geometric structures to construct
geometrically uniforms codes in homogeneous spaces. We propose, from lattices, the cons-
truction of arithmetic fuchsian groups Γp obtained by hyperbolic tessellations {p, q}, derived
from division quaternion algebras A over numbers fields K. We generalize the process of
identification of these groups in quaternion orders (hyperbolic lattices), which are associa-
ted with geometrically uniforms signal constellations, proceeding from discrete groups. This
procedure allows us to realize the labelling of the signals belonging to such constellations by
elements of an algebraic structure.
Key-words: quaternion algebra, geometrically uniform signal constellation, quaternion or-
der, fuchsian group, quotient surface, Mo¨bius transformation.
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Cap´ıtulo 1
Introduc¸a˜o
Um sistema de comunicac¸a˜o digital conecta uma fonte ao destinata´rio atrave´s de um canal
que pode ser, por exemplo, uma fibra o´tica, um disco de armazenamento, circuito integrado
digital, etc. Quando do projeto de tal sistema uma das principais preocupac¸o˜es e´ o controle
de erros de forma a garantir que a informac¸a˜o possa ser reproduzida. Em outras palavras,
se uma mensagem recebida conte´m t erros, como detectar e corrigir esses erros e recuperar
a mensagem enviada? E´ sob este enfoque que passamos a considerar a teoria dos co´digos
corretores de erros.
A teoria da codificac¸a˜o teve in´ıcio em 1948, com o trabalho seminal de Shannon, [33].
Nesse trabalho, Shannon demonstrou que, usando co´digos corretores de erros, e´ poss´ıvel pro-
jetar sistemas de comunicac¸o˜es digitais codificados com probabilidades de erros ta˜o pequena
quanto se queira, desde que a taxa de transmissa˜o seja menor que a capacidade do canal.
Desde enta˜o, pesquisas na busca dos bons co´digos previstos pela teoria de Shannon teˆm sido
realizadas.
Os primeiros co´digos de bloco surgiram quando Hamming descreveu uma classe de co´digos
bina´rios capazes de corrigir erros simples. Bose e Ray-Chaudhuri (1960) e Hocquenghem
(1959) propuseram uma classe de co´digos de bloco capazes de corrigir erros mu´ltiplos, os
chamados co´digos BCH, definidos sobre os corpos finitos GF (pr).
Co´digos sobre os ane´is quociente Zm foram considerados inicialmente por Blake em [3] e
por Spiegel em [35]. Em [31], Rifa` apresenta co´digos sobre o grupo dos invert´ıveis do anel
Z[i]/(2n+ i2n). Em 1994, Huber em [17, 18] apresentou co´digos definidos sobre subconjuntos
finitos, convenientes, de ane´is de inteiros de corpos quadra´ticos. Estes subconjuntos teˆm
estrutura de corpo, pois sa˜o formados por representantes das classes do quociente do anel
por um ideal maximal convenientemente escolhido. Em [12], Favareto et al. ampliaram as
famı´lias dos co´digos obtidas por Huber.
Ate´ recentemente existiam duas classes gerais de construc¸a˜o de constelac¸o˜es de sinais, a
saber, a classe associada aos co´digos de Slepian e a classe associada aos co´digos reticulados.
1
2 Introduc¸a˜o
Essas duas linhas de pesquisa praticamente na˜o interagiam entre si, dadas as especificidades
e conceitos matema´ticos inerentes. Todavia, no trabalho seminal de Forney, [14], essas duas
classes passaram a fazer parte de uma classe mais geral de co´digos denominada co´digos
geometricamente uniformes. Desde enta˜o, muitos pesquisadores comec¸aram a desenvolver
pesquisas no sentido de prover a fundamentac¸a˜o matema´tica necessa´ria, [27], bem como de
estabelecer as condic¸o˜es para generalizac¸o˜es e poss´ıveis extenso˜es dessa classe importante de
co´digos, como pode ser constatado em [7], [28], e refereˆncias internas.
A busca por constelac¸o˜es de sinais que apresentem o melhor desempenho, em termos
da probabilidade de erro, esta´ intimamente ligada ao problema de projetar sistemas de co-
municac¸o˜es digitais. Alguns trabalhos tratam sobre constelac¸o˜es de sinais geometricamente
uniformes provenientes de tesselac¸o˜es hiperbo´licas. Em um trabalho pioneiro no contexto da
teoria de comunicac¸o˜es e projeto de sistemas de comunicac¸o˜es no plano hiperbo´lico, Brandani
em [4] considera as tesselac¸o˜es auto-duais {p, p}, um importante subconjunto das tesselac¸o˜es
{p, q} com p 6= q, onde {p, q} denota um pol´ıgono regular de p arestas, onde em cada ve´rtice
q desses pol´ıgonos regulares se encontram tendo em comum somente as arestas. Em [24],
Lazari propo˜e a construc¸a˜o de constelac¸o˜es de sinais geometricamente uniformes no plano
hiperbo´lico atrave´s do processo de construc¸a˜o de cadeias de partic¸o˜es geometricamente uni-
formes a partir do grupo de isometrias do octo´gono, regia˜o fundamental da tesselac¸a˜o {8, 8},
e do grupo de isometrias do p-a´gono da tesselac¸a˜o {p, 3}. Em [5], as tesselac¸o˜es {8, 8} e
{12, 12}, associadas a`s tesselac¸o˜es {4g, 4g}, foram consideradas de modo a obter constelac¸o˜es
de sinais geometricamente uniformes a partir de grupos fuchsianos aritme´ticos. Tesselac¸o˜es
{4g, 4g}, geram os g-toros a partir das identificac¸o˜es das 4g arestas do pol´ıgono regular. Ja´
em [11], foram consideradas tesselac¸o˜es hiperbo´licas da forma {12g−6, 3}, cuja cardinalidade
e´ maior do que as obtidas a partir das auto-duais {4g, 4g}.
Em [6], foi realizada a ana´lise de desempenho de constelac¸o˜es de sinais geometricamente
uniformes provenientes de tesselac¸o˜es hiperbo´licas em espac¸os bidimensionais com curvatura
seccional constante C. Verifica que, em geral, as constelac¸o˜es de sinais em espac¸os com
C < 0 apresentam os melhores desempenhos em termos da probabilidade de erro quando
comparadas com as constelac¸o˜es de sinais em espac¸os com C ≥ 0.
Bavard em [1], mostra que as tesselac¸o˜es do tipo {12g − 6, 3} apresentam densidade de
empacotamento o´tima, ou seja, sa˜o mais densas do que qualquer outra tesselac¸a˜o. Mais
precisamente, associado a uma tesselac¸a˜o da forma {12g− 6, 3} esta´ o valor de densidade de
empacotamento ma´xima, 3
pi
. Mediante um empacotamento por bolas um valor aproximado
de 3
pi
pode ser atingido escolhendo um geˆnero g apropriado. O valor ma´ximo, isto e´, o valor
de 3
pi
e´ atingido por um empacotamento por horobolas, [10]. Portanto, as constelac¸o˜es de
sinais provenientes das tesselac¸o˜es {12g − 6, 3} apresentam melhores desempenhos do que
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qualquer outra constelac¸a˜o obtida a partir de outra tesselac¸a˜o hiperbo´lica. Observamos que
para g = 1, temos a tesselac¸a˜o {6, 3} que fornece a tesselac¸a˜o mais densa no plano euclidiano.
Em [6], e´ verificado tambe´m que dada uma tesselac¸a˜o hiperbo´lica {p, q}, quanto maior e´
o valor de p e quanto mais o valor de q se aproxima de 3, simultaneamente, mais densa e´ a
tesselac¸a˜o e, consequ¨entemente, melhor sera´ a constelac¸a˜o obtida de {p, q}.
Dentro deste contexto, ou seja, a fim de obter um me´todo de rotulagem de sinais das
constelac¸o˜es hiperbo´licas propostas em [5] (quociente de uma ordem por um ideal pro´prio) e´
necessa´rio estabelecer um procedimento sistema´tico de construc¸a˜o de reticulados (ordem dos
quate´rnios). E´ por esse procedimento que identificamos as estruturas alge´brica e geome´trica
de modo a construir co´digos geometricamente uniformes e, consequ¨entemente, alcanc¸ar a
eficieˆncia desejada. Ate´ onde e´ de nosso conhecimento, esta proposta na˜o foi usada anterior-
mente no contexto da teoria de comunicac¸a˜o.
1.1 Descric¸a˜o do Trabalho
O problema central deste trabalho consiste em construir grupos fuchsianos aritme´ticos, asso-
ciados a`s tesselac¸o˜es hiperbo´licas {p, q}, e identifica´-los em ordens dos quate´rnios, de modo a
obtermos uma relac¸a˜o entre esses grupos e as constelac¸o˜es de sinais geometricamente unifor-
mes propostas em [5]. Em s´ıntese, o problema estudado em nosso trabalho e´ descrito como
segue.
Sejam {p, q} uma tesselac¸a˜o hiperbo´lica, onde p = f(λ) = aλ ± b, λ, a, b ∈ N, e Pp o
pol´ıgono hiperbo´lico regular com p arestas associado a essa tesselac¸a˜o. Consideremos Γp um
grupo fuchsiano cujos geradores emparelham as arestas de Pp de modo que D2/Γp representa
uma superf´ıcie de Riemann compacta e orienta´vel de geˆnero g. As arestas do pol´ıgono
Pp constituem a fronteira da regia˜o fundamental de Γp (regia˜o de Dirichlet). Essa regia˜o
fundamental e´ constitu´ıda dos pontos exteriores dos c´ırculos isome´tricos fornecidos pelas
func¸o˜es de emparelhamentos.
Se considerarmos os baricentros desses pol´ıgonos e´ poss´ıvel obter uma constelac¸a˜o de
sinais geometricamente uniforme, desde que exista um grupo que atue transitivamente nos
sinais da referida constelac¸a˜o. As constelac¸o˜es de sinais constru´ıdas em [5], sa˜o constitu´ıdas
de baricentros de pol´ıgonos hiperbo´licos regulares de 4g arestas, P4g, associados a`s tesselac¸o˜es
auto-duais {4g, 4g}. Cada uma dessas constelac¸o˜es e´ na verdade uma Gp-o´rbita de 0 (onde
0 denota o baricentro de P4g) constru´ıdas da seguinte forma:
• Consideremos o grupo fuchsiano Γ, Γ4g < Γ, sendo Γ4g o grupo fuchsiano derivado de
uma a´lgebra dos quate´rnios A = (a, b)K , cujos elementos sa˜o identificados com elementos de
uma ordem dos quate´rnios O em A. A partir do grupo dos invert´ıveis O1 de O, obtemos o
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subgrupo normal O1p de O1 que corresponde a um subgrupo normal Γp (onde p e´ um ideal
do anel de inteiros de K) atrave´s do isomorfismo ϕ : A → ϕ(A), sendo
Γ =
ϕ(O1)
{±I2} e Γp =
ϕ(O1p)
{±I2} ,
de modo que
Γ
Γp
' ϕ(O
1)
ϕ(O1p)
= Gp.
Portanto, a Gp-o´rbita de 0 e´ dada por
Gp(0) = {T (0) : T ∈ Gp}, (1.1)
sendo, assim, uma constelac¸a˜o geometricamente uniforme no espac¸o quociente D2/Gp.
Observamos que as constelac¸o˜es de sinais como em (1.1) podem ser constru´ıdas a partir de
qualquer tesselac¸a˜o hiperbo´lica {p, q}, desde que o grupo Γp, obtido de {p, q}, seja um grupo
fuchsiano derivado de uma a´lgebra dos quate´rnios A. Em [5], foi proposto um algoritmo
de rotulamento alge´brico para os sinais de uma constelac¸a˜o como em (1.1). Entretanto, e´
necessa´rio que os elementos de Γp sejam identificados, via isomorfismo, com elementos de
uma ordem O em A.
Nesse processo, temos em [5] dois casos particulares de identificac¸a˜o. Para g = 2, o
grupo fuchsiano aritme´tico Γ8, proveniente da tesselac¸a˜o hiperbo´lica {8, 8}, e´ identificado
com elementos da ordem OZ[√2]. Para g = 3, o grupo fuchsiano aritme´tico Γ12, proveniente
da tesselac¸a˜o {12, 12}, e´ identificado com elementos da ordem OZ[√3].
Nessa mesma direc¸a˜o, consideramos grupos fuchsianos aritme´ticos associados a`s tes-
selac¸o˜es hiperbo´licas {p, q}, e constru´ımos de forma generalizada os reticulados hiperbo´licos
O nos quais os elementos de Γp sa˜o identificados.
Dividimos o trabalho da seguinte forma:
No Cap´ıtulo 2 revisamos os conceitos da teoria dos nu´meros alge´bricos e de geometria
necessa´rios para o desenvolvimento do texto. Em a´lgebra destacamos os corpos de nu´meros
e ane´is de inteiros. Em geometria consideramos os conceitos de espac¸os me´tricos, espac¸os
hiperbo´licos, grupos fuchsianos, tesselac¸o˜es hiperbo´licas e constelac¸o˜es de sinais.
No Cap´ıtulo 3 destacamos os conceitos de a´lgebra dos quate´rnios e grupos fuchsianos
aritme´ticos. Consideramos tambe´m os reticulados hiperbo´licos (ordem dos quate´rnios). Es-
ses dois u´ltimos conceitos constituem ferramentas fundamentais para a construc¸a˜o das cons-
telac¸o˜es de sinais hiperbo´licas geometricamente uniformes propostas em [5]. Tambe´m carac-
terizamos os grupos fuchsianos aritme´ticos.
Nos Cap´ıtulos 4 e 5 apresentamos nossas contribuic¸o˜es. Primeiramente, no Cap´ıtulo 4,
consideramos as tesselac¸o˜es hiperbo´licas auto-duais {4g, 4g}, e identificamos as ordens dos
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quate´rnios O associadas aos grupos fuchsianos aritme´ticos Γ4g dessas tesselac¸o˜es auto-duais,
para os valores de g, dados por g = m · 2n, onde m = 1, 3, 5 e n ∈ N. O Cap´ıtulo 5 segue
na mesma direc¸a˜o do Cap´ıtulo 4. Constru´ımos famı´lias de emparelhamentos generalizados
associados a` tesselac¸o˜es hiperbo´licas mais densas do que as auto-duais {4g, 4g}. Para a
famı´lia {10λ, 2λ}, apresentamos a identificac¸a˜o dos grupos fuchsianos aritme´ticos Γ10λ em
ordens dos quate´rnios de forma generalizada para λ = 2n, sendo n ∈ N qualquer. Para as
tesselac¸o˜es {12g − 6, 3} e {12λ − 12, 4} consideramos de modo particular, a identificac¸a˜o
dos grupos fuchsianos aritme´ticos Γ30 e Γ60 nas respectivas ordens dos quate´rnios para g =
3 e λ = 6, respectivamente. Encerramos o Cap´ıtulo 5 apresentando alguns exemplos de
rotulamento alge´brico de sinais de uma constelac¸a˜o geometricamente uniforme proveniente
da tesselac¸a˜o {4g, 4g}, com o objetivo de unir o processo de identificac¸a˜o de um grupo
fuchsiano aritme´tico Γ em ordens dos quate´rnios, com o processo de rotulagem de sinais das
constelac¸o˜es consideradas neste trabalho.
Conclu´ımos o trabalho com o Cap´ıtulo 6, onde fazemos as considerac¸o˜es finais e apresen-
tamos sugesto˜es para trabalhos futuros.
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Cap´ıtulo 2
Revisa˜o de Conceitos
Carvalho em [5] estabeleceu um me´todo de construc¸a˜o de constelac¸o˜es de sinais geome-
tricamente uniforme no plano hiperbo´lico associadas a`s tesselac¸o˜es hiperbo´licas auto-duais
{4g, 4g}, sendo g o geˆnero de uma superf´ıcie compacta e orienta´vel. Cada uma dessas cons-
telac¸o˜es constitui uma Gp -o´rbita de 0 em um espac¸o quociente D2/Gp, onde 0 e´ o baricentro
de um pol´ıgono hiperbo´lico regular de 4g arestas e D2 e´ o plano hiperbo´lico, modelo do disco
de Poincare´. Tais constelac¸o˜es conteˆm pm sinais que sa˜o rotulados por elementos de uma
estrutura alge´brica Gpm (um grupo com p
m elementos).
O objetivo central do nosso trabalho esta´ relacionado com o processo de construc¸a˜o e iden-
tificac¸a˜o de grupos fuchsianos aritme´ticos (Sec¸a˜o 3.3) com elementos de ordens dos quate´rnios.
Isso possibilita constru´ırmos os reticulados hiperbo´licos associados a essas constelac¸o˜es, bem
como realizar a rotulagem dos sinais provenientes de tesselac¸o˜es hiperbo´licas {p, q}. Para
o desenvolvimento, faz-se necessa´ria uma revisa˜o dos conceitos e resultados da teoria dos
nu´meros alge´bricos e geometria hiperbo´lica que sera˜o usados no desenvolvimento deste tra-
balho.
Este cap´ıtulo esta´ dividido em duas partes. Na primeira apresentamos o conceito de corpos
de nu´meros, com atenc¸a˜o especial aos seus ane´is de inteiros e algumas de suas propriedades.
Na segunda encontram-se os conceitos de geometria hiperbo´lica relevantes ao trabalho, tendo
como enfoques principais o conceito de grupo fuchsiano e de outros inerentes a este tais como
regia˜o fundamental, c´ırculo isome´trico e o conceito de constelac¸a˜o de sinais geometricamente
uniforme.
Na˜o pretendemos aqui fazer um estudo detalhado dos conceitos supra citados, mas apre-
sentar os que, em geral, sera˜o utilizados nos cap´ıtulos subsequ¨entes. Admitiremos ja´ co-
nhecidos os conceitos e resultados ba´sicos da teoria dos grupos e de ane´is. Para um estudo
detalhado sobre os mesmos, sugerimos as refereˆncias [15, 16, 23].
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2.1 Corpos de Nu´meros e Ane´is de Inteiros Alge´bricos
Uma leitura complementar dos assuntos desta sec¸a˜o pode ser feita nas refereˆncias [30, 32, 36].
Um anel A comutativo com unidade onde todo elemento na˜o-nulo e´ invert´ıvel e´ chamado
corpo. Ou seja, A e´ um corpo se, e somente se, A− {0} e´ um grupo abeliano multiplicativo.
Sejam A e B ane´is (ou corpos). Uma aplicac¸a˜o ϕ : A→ B e´ um homomorfismo de A em
B se valem as seguintes condic¸o˜es:
1. ϕ (a+ b) = ϕ (a) + ϕ (b) , ∀a, b ∈ A;
2. ϕ (ab) = ϕ (a)ϕ (b) , ∀a, b ∈ A;
3. ϕ (1) = 1.
E´ claro que se ϕ : A → B for um homomorfismo de ane´is, enta˜o ϕ (0) = 0. Um homo-
morfismo injetivo e´ chamado de monomorfismo e um homomorfismo bijetivo e´ chamado de
isomorfismo.
Se ϕ : A→ B e´ um isomorfismo, enta˜o dizemos que A e B sa˜o isomorfos e denotamos por
A ' B. Dois ane´is (ou corpos) isomorfos sa˜o considerados ideˆnticos. Analogamente, seguem
as definic¸o˜es de homomorfismo e isomorfismo para grupos.
Dados inteiros positivos p e n, p primo, existe um corpo com pn elementos. Reciproca-
mente, o nu´mero de elementos de qualquer corpo finito e´ uma poteˆncia de um primo. Um
corpo finito com q elementos tambe´m e´ chamado corpo de Galois e e´ denotado por GF (q).
Seja K um corpo. Uma extensa˜o de K e´ qualquer corpo F contendo K como subcorpo.
Para indicar que F e´ uma extensa˜o de K usaremos a notac¸a˜o F/K ou F ⊃ K. Mediante as
operac¸o˜es,
+ : F × F → F
(a, b) 7→ a+ b
e
· : K × F → F
(λ, a) 7→ λ · a
tem-se claramente que F e´ um espac¸o vetorial sobre K. O grau ou ı´ndice de uma extensa˜o
F ⊃ K, denotado por [F : K], e´ a dimensa˜o de F visto como espac¸o vetorial sobre K. A
extensa˜o e´ dita finita se [F : K] = n < ∞, caso contra´rio, a extensa˜o e´ dita infinita. Por
exemplo, o corpo dos nu´meros complexos C e´ uma extensa˜o do corpo dos nu´meros reais R
tal que [C : R] = 2. Ja´ para o corpo dos nu´meros racionais Q, temos R ⊃ Q e [R : Q] =∞.
Dizemos que um elemento α ∈ C e´ um nu´mero alge´brico se existir um polinoˆmio na˜o-nulo
f(x) ∈ Q[x] tal que f(α) = 0. Nesse caso, dizemos que α e´ alge´brico sobre o corpo Q.
Se todo elemento em uma extensa˜o L ⊃ Q e´ alge´brico, enta˜o a extensa˜o L e´ dita ser uma
extensa˜o alge´brica.
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E´ claro que se α e´ um nu´mero alge´brico, enta˜o existe um u´nico polinoˆmio moˆnico p(x) ∈
Q[x] de menor grau tal que p(α) = 0. Verifica-se que o polinoˆmio p(x) e´ irredut´ıvel e chamado
polinoˆmio minimal de α.
O conjunto A de todos os nu´meros alge´bricos sobre Q e´ um subcorpo de C, [36]. Ale´m
disso, [A : Q] =∞.
Por outro lado, um nu´mero complexo θ e´ um inteiro alge´brico se existir um polinoˆmio
moˆnico p (x) com coeficientes em Z tal que p (θ) = 0. Em outras palavras,
θn + an−1θn−1 + · · ·+ a1θ + a0 = 0,
onde ai ∈ Z para todo i = 0, . . . , n− 1.
Observamos tambe´m que o conjunto B de inteiros alge´bricos e´ um subanel de A.
Um resultado que relaciona o grau da extensa˜o Q (α) com o grau do polinoˆmio minimal
de α e´ o seguinte:
Teorema 2.1.1 [16] Se L ⊃ Q, enta˜o α ∈ L e´ alge´brico sobre Q se, e somente se,
Q (α) = {f (α) : f (x) ∈ Q [x]}
e´ uma extensa˜o finita de Q. Neste caso, [Q (α) : Q] = ∂p(x), onde p(x) e´ o polinoˆmio
minimal de α sobre Q, e ∂p(x) denota o grau de p(x).
Isso significa que o corpo Q (α) consiste das seguintes expresso˜es polinomiais em α,
β = k0 + k1α+ · · ·+ kn−1αn−1,
onde ki ∈ Q para todo i = 0, . . . , n− 1. O corpo Q (α) e´ o menor subcorpo de C que conte´m
Q e {α}.
Temos tambe´m que se uma extensa˜o L ⊃ Q e´ finita, enta˜o L = Q (α) para algum α ∈ A,
[36]. Portanto, toda extensa˜o finita e´ alge´brica, mas a rec´ıproca na˜o e´ verdadeira. Por
exemplo, [A : Q] =∞.
Observamos que todos os resultados anteriores podem ser generalizados para qualquer
extensa˜o L ⊃ K. Entretanto, estamos interessados apenas em extenso˜es da forma L = Q (θ)
onde θ ∈ B ⊂ A.
Neste trabalho vamos considerar extenso˜es alge´bricas de Q de grau finito, isto e´, extenso˜es
K ⊃ Q tais que [K : Q] e´ finito. Tais extenso˜es sa˜o denominadas corpos de nu´meros. Desse
modo, temos que K = Q (θ) para algum θ ∈ A.
Sendo K = Q (θ) um corpo de nu´meros, com [K : Q] = n, existem n monomorfismos
ϕi : K → C, i = 1, . . . , n, definidos por, [36],
ϕi (θ) = θi,
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onde θi sa˜o as ra´ızes distintas em C do polinoˆmio minimal de α sobre Q. Ale´m disso, esses
monomorfismos sa˜o tais que ϕi(Q) = Q, i = 1, . . . , n. Desde que C ⊃ K, o conjunto
{ϕ1, . . . , ϕn} constitui o grupo de Galois da extensa˜o K ⊃ Q.
Exemplo 2.1.2 Seja K = Q
(
3
√
5
)
. Como o polinoˆmio minimal de θ = 3
√
5 sobre Q e´
p(x) = x3 − 5, segue que existem treˆs monomorfismos ϕ : K → C, dados por ϕ1(θ) = θ,
ϕ2(θ) = ωθ e ϕ3(θ) = ω
2θ, sendo ω = −1+
√
3i
2
.
Para um corpo de nu´meros K vamos considerar o conjunto
OK = K ∩B,
onde B denota o anel de todos os inteiros alge´bricos. Portanto, OK e´ um subanel de K
chamado anel de inteiros de K. Ale´m disso, como Z ⊆ B, segue que Z ⊆ OK .
O anel de inteiros de um corpo de nu´meros desempenhara´ um papel importante no pro-
cesso de identificac¸a˜o de grupos fuchsianos aritme´ticos em ordens dos quate´rnios.
Vimos que todo corpo de nu´meros K pode ser escrito na forma K = Q (θ) com θ ∈ A.
De modo mais preciso, podemos expressa´-lo como K = Q (θ) onde θ ∈ OK , [36].
Inerentes ao anel de inteiros de um corpo de nu´meros K = Q (θ) existem propriedades
bastantes significativas. Por exemplo, o anel OK e´ noetheriano
1 e, portanto, satisfaz a
condic¸a˜o de cadeia ascendente, bem como a condic¸a˜o maximal de ideais. Mais propriedades
podem ser verificadas em [9] e [36].
Dentre essas propriedades vamos destacar, de modo especial, a de que (OK ,+) e´ um
grupo abeliano livre de posto n, onde [K : Q] = n.
Consideremos o corpo de nu´meros K = Q(θ) e seja {α1, α2, . . . , αn} uma Q-base de K.
O discriminante desta base, denotado por ∆ [α1, α2, . . . , αn], e´ definido como
∆ [α1, α2, . . . , αn] = {det [ϕi (αj)]}2 ,
onde {ϕ1, . . . , ϕn} constitui o grupo de Galois da extensa˜oK ⊃ Q. Desse modo, se {β1, β2, . . . , βn}
e´ uma outra Q-base de K, enta˜o
βk =
n∑
i=1
cikαi (cik ∈ Q) ,
para k = 1, . . . , n. Observe que C = (cik) e´ a matriz de mudanc¸a de base e, portanto,
det (cik) 6= 0. Consequ¨entemente, obtemos a igualdade
∆ [β1, β2, . . . , βn] = [det (cik)]
2∆ [α1, α2, . . . , αn] .
1Equivalentemente, todo ideal em OK e´ finitamente gerado.
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Ale´m disso, ∆ [α1, α2, . . . , αn] ∈ Q− {0}; e se αi ∈ DK , i = 1, . . . , n, enta˜o, [36],
∆ [α1, α2, . . . , αn] ∈ Z− {0}.
O trac¸o e a norma de α, relativos a` extensa˜o K ⊃ Q, [K : Q] = n, denotados respectiva-
mente por TK/Q (α) e NK/Q (α), ou simplesmente, TK(α) e NK(α), sa˜o definidos por
TK(α) = TK/Q (α) =
n∑
i=1
ϕi (α) e NK(α) = NK/Q (α) =
n∏
i=1
ϕi (α) ,
onde ϕi denota o i-e´simo monomorfismo entre K e C. Claramente, NK (α) = 0 se, e somente
se, α = 0. Para quaisquer α, β ∈ K e para quaisquer p, q ∈ Q, valem as propriedades
(a) NK(αβ) = NK(α)NK(β),
(b) TK(αp+ qβ) = pTK(α) + qTK(β),
(c) TK(p) = np,
(d) NK(p) = p
n.
Podemos verificar tambe´m que se α ∈ DK , enta˜o TK(α), NK(α) ∈ Z.
Seja K = Q(θ) com uma Q-base {α1, α2, . . . , αn}. Dado um elemento β do grupo abeliano
(OK ,+), nem sempre existem z1, z2, . . . , zn ∈ Z tais que β se expresse de forma u´nica como
β = z1α1 + z2α2 + · · ·+ znαn.
Isso nos leva a` definic¸a˜o de base integral.
Sabemos que (OK ,+) e´ um grupo abeliano. Uma Z-base para (OK ,+) e´ chamada uma
base integral para K ou para OK . Portanto, {α1, α2, . . . , αs} e´ uma base integral para K se,
e somente se, para todo elemento β ∈ OK existem u´nicos z1, . . . , zs ∈ Z de modo que
β = z1α1 + z2α2 + · · ·+ zsαs,
sendo αi ∈ OK para i = 1, 2, . . . , s.
Teorema 2.1.3 [9] Todo corpo de nu´meros K possui uma base integral com [K : Q] = n
elementos, isto e´, o grupo (OK ,+) e´ abeliano livre de posto n.
Para quaisquer duas bases integrais {α1, α2, . . . , αn} e {β1, β2, . . . , βn} de um corpo de
nu´meros K, vale a igualdade, [36],
∆ = ∆ [α1, α2, . . . , αn] = ∆ [β1, β2, . . . , βn] .
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O valor comum ∆ e´ chamado discriminante de K ou de OK .
E´ claro que toda base integral {α1, α2, . . . , αn} e´ uma Q-base de K = Q(θ). Basta notar
que dado β ∈ K, existe c ∈ Z−{0} tal que cβ ∈ OK ; mas a rec´ıproca na˜o e´ verdadeira. Por
exemplo, para K = Q(
√−7), temos que2 1+
√
7i
2
∈ OK , ou seja, {1,
√
7i} e´ uma Q-base de K,
mas na˜o uma base integral. Isso nos mostra que nem sempre se tem OK = Z[θ].
Mesmo que o Teorema 2.1.3 garanta a existeˆncia de uma base integral para qualquer
corpo de nu´meros K, o mesmo na˜o nos mostra uma forma de encontra´-la. Uma excec¸a˜o sa˜o
os corpos quadra´ticos K = Q(
√
d), [K : Q] = 2 e d livre de quadrado. De fato,
Teorema 2.1.4 [9] Seja d um inteiro livre de quadrado. Enta˜o o anel de inteiros alge´bricos
de Q(
√
d) e´ dado por
OK =

Z[
√
d] se d 6≡ 1 (mod 4) ,
Z
[
1+
√
d
2
]
se d ≡ 1 (mod 4) .
Para o caso de um corpo de nu´meros K, [K : Q] > 2, existem outros crite´rios (um pouco
a´rduos) para determinar uma base integral para K. Dentre esses crite´rios, destacaremos os
seguintes:
Teorema 2.1.5 [36] Suponha que α1, α2, . . . , αn ∈ OK formam uma Q-base para K. Se
∆ [α1, α2, . . . , αn] e´ livre de quadrado, enta˜o {α1, α2, . . . , αn} e´ uma base integral.
E´ claro que a rec´ıproca do Teorema 2.1.5 na˜o e´ va´lida, conforme mostra o Exemplo 2.1.7.
Teorema 2.1.6 [36] Seja G um subgrupo aditivo de OK de posto igual a [K : Q], com uma
Z-base {α1, α2, . . . , αn}. Se G 6= OK, enta˜o existe um inteiro alge´brico da forma
1
p
(λ1α1 + · · ·+ λnαn),
onde 0 ≤ λi ≤ p − 1, λi ∈ Z, i = 1, . . . , n, e p e´ um primo tal que p2 divide ∆G =
∆ [α1, α2, . . . , αn] .
Exemplo 2.1.7 Seja o corpo de nu´meros K = Q(θ), onde θ =
√
2 +
√
2. O polinoˆmio
minimal de θ e´ p(x) = x4 − 4x2 + 2. Consideremos enta˜o os quatro monomorfismos ϕi :
K → C, dados por
ϕ1(θ) =
√
2 +
√
2, ϕ2(θ) = −
√
2 +
√
2,
ϕ3(θ) =
√
2−√2, ϕ4(θ) = −
√
2−√2.
2O polinoˆmio minimal de 1+
√
7i
2 e´ x
2 − x+ 2.
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Seja G um subgrupo aditivo de DK de posto quatro com uma Z-base {1, θ, θ2, θ3}. Atrave´s de
alguns ca´lculos, obtemos
∆G = 2
11.
Sabemos que se α ∈ DK, enta˜o NK(α) ∈ Z. Logo, considerando p = 2, segue que na˜o existe
inteiro alge´brico de K da forma
1
2
(
λ1 + λ2θ + λ3θ
2 + λ4θ
3
)
,
onde 0 ≤ λi ≤ 1, i = 1, . . . , 4, pois caso contra´rio, existem λi, λj ∈ {0, 1} tais que
λ4i ± 2λ4j
4
∈ Z− {0},
o que na˜o e´ poss´ıvel. Portanto, pelo Teorema 2.1.6, temos G = DK, ou seja, DK = Z [θ] .
2.2 Conceitos de Geometria
Nesta sec¸a˜o vamos considerar os conceitos geome´tricos usados na construc¸a˜o dos grupos de
isometrias dos pol´ıgonos hiperbo´licos Pp, ou seja, transformac¸o˜es T tais que T (Pp) = P
′
p
(Pp e P
′
p sa˜o pol´ıgonos isome´tricos ou geometricamente congruentes). Os pol´ıgonos Pp esta˜o
associados a`s tesselac¸o˜es hiperbo´licas regulares {p, q}. Comec¸aremos enta˜o com o conceito de
isometria.
2.2.1 Isometria
Seja E um conjunto na˜o-vazio. Uma me´trica em E e´ uma func¸a˜o d : E×E → R, satisfazendo,
para quaisquer x, y, z ∈ E, as seguintes condic¸o˜es:
1. d(x, y) ≥ 0, com igualdade se, e somente se, x = y,
2. d(x, y) = d(y, x),
3. d(x, y) ≤ d(x, z) + d(y, z).
Nessas condic¸o˜es, d(x, y) recebe o nome de distaˆncia de x a y.
O conjunto E munido com uma me´trica d e´ chamado espac¸o me´trico e indicado por (E, d).
Exemplo 2.2.1 Exemplos cla´ssicos de espac¸os me´tricos sa˜o (R, d1) e (Rn, d2), onde d1(x, y) =
|x− y| e d2 e´ a me´trica euclidiana, ou seja, d2(x,y) = ||x− y||, sendo ||x|| a norma do vetor
x.
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Exemplo 2.2.2 Dado um conjunto na˜o-vazio E, a func¸a˜o d : E × E → R, definida por
d(x, y) =
{
0 se x = y,
1 se x 6= y.
e´ uma me´trica chamada me´trica discreta.
Podemos, a partir da me´trica discreta, definir outra me´trica sobre o conjunto En =
{(x1, . . . , xn) : x1, . . . , xn ∈ E}. De fato, para quaisquerx,y ∈ En, digamos x = (x1, . . . , xn)
e y = (y1, . . . , yn), consideremos
dH(x,y) =
n∑
i=1
d(xi, yi),
sendo d a me´trica discreta. Verifica-se que dH e´ uma me´trica em E
n, chamada me´trica de
Hamming.
Dado um espac¸o me´trico (E, d), uma aplicac¸a˜o T : E → E e´ uma isometria de E se T
preserva a distaˆncia d, isto e´,
d(x, y) = d(T (x), T (y)), ∀ x, y ∈ E.
Toda isometria T e´ uma aplicac¸a˜o injetora. Mais ainda, se T e´ sobrejetora, enta˜o, T−1
tambe´m e´ uma isometria e, para quaisquer duas isometrias T e S de E, a composta T ◦ S
continua sendo uma isometria.
Uma figura geome´trica S e´ um subconjunto de pontos em um espac¸o me´trico E. Duas
figuras geome´tricas S1 e S2 de um espac¸o me´trico E sa˜o geometricamente congruentes (ou
simplesmente congruentes) se existe uma isometria T : E → E tal que T (S1) = S2. Nesse
caso, dizemos que S1 e S2 teˆm a mesma forma.
Uma isometria T que deixa uma figura geome´trica S invariante, ou seja, T (S) = S,
e´ chamada uma simetria de S. O conjunto das simetrias de S, U(S), e´ um grupo sob a
operac¸a˜o de composic¸a˜o, [14]. O grupo U(S) e´ chamado grupo de simetrias de S.
Nos Cap´ıtulos 4 e 5 vamos considerar os grupos de simetrias de pol´ıgonos hiperbo´licos Pp
(grupos fuchsianos).
2.2.2 Espac¸os Hiperbo´licos
Antes de considerarmos o conceito de grupo fuchsiano e alguns resultados inerentes a este,
vamos apresentar os modelos de geometria hiperbo´lica que usaremos no decorrer do trabalho.
Sugerimos as refereˆncias [13, 22] para um estudo aprofundado dos assuntos tratados nesta
sec¸a˜o.
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Consideremos o conjunto
Hn+1 = {(x1, . . . , xn+1) ∈ Rn+1 : xn+1 > 0}
munido da estrutura Riemanniana
ds2 =
dx21 + · · ·+ dx2n+1
x2n+1
. (2.1)
Com essa estrutura, o semi-espac¸o Hn+1 e´ chamado de espac¸o hiperbo´lico (n+1)-dimensional,
e a me´trica ds e´ chamada me´trica hiperbo´lica. A partir de (2.1), vamos considerar conceitos
de comprimento de curvas, geode´sicas e distaˆncia entre pontos de Hn+1.
Seja γ : [a, b]→ Hn+1 uma curva diferencia´vel por partes, onde
γ(t) = (x1(t), . . . , xn+1(t)).
O comprimento hiperbo´lico da curva γ, que denotamos por ||γ||, e´ definido como
||γ|| =
∫ b
a
√(
dx1
dt
)2
+ · · ·+
(
dxn+1
dt
)2
xn+1
dt.
Podemos, sem perda de generalidade, supor que a curva γ esteja definida no intervalo
I = [0, 1]. De fato, considerando a aplicac¸a˜o φ : [0, 1]→ [a, b] definida por φ(t) = a+(b− a)t
e γ˜(t) = (γ ◦ φ)(t) = γ(a+ bt− at), obtemos pela regra da cadeia que
||γ|| =
∫ b
a
r
( dx1dφ )
2
+···+
“
dxn+1
dφ
”2
xn+1
dφ =
∫ 1
0
r
( dx1dt )
2
+···+
“
dxn+1
dt
”2
xn+1
dt = ||γ˜|| .
Com essa considerac¸a˜o, podemos definir a distaˆncia entre dois pontos de Hn+1.
Definic¸a˜o 2.2.3 Dados dois pontos p, q ∈ Hn+1, a distaˆncia entre p e q e´ definida pela
fo´rmula
d(p, q) = inf ||γ|| , (2.2)
onde o ı´nfimo e´ considerado sobre o conjunto das curvas continuamente diferencia´veis por
partes γ : [0, 1]→ Hn+1, com γ(0) = p e γ(1) = q.
Uma prova detalhada de que a distaˆncia definida em (2.2) e´ de fato uma me´trica pode
ser encontrada em [13].
Consideremos agora o conceito de geode´sica em Hn+1.
Definic¸a˜o 2.2.4 Uma curva γ : [a, b]→ Hn+1 e´ dita geode´sica se para quaisquer s, t ∈ [a, b],
tivermos
d(γ(s), γ(t)) = inf
∫ t
s
√(
dx1
du
)2
+ · · ·+
(
dxn+1
du
)2
xn+1
du,
ou seja, se γ minimizar a distaˆncia entre os pontos de seu trac¸ado.
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A partir de agora, vamos considerar dois modelos para a geometria hiperbo´lica plana, que
sa˜o H2 = {z ∈ C : Im(z) > 0}, conhecido como plano de Lobachevski, e D2 = {z ∈ C : |z| <
1}, munido da me´trica Riemanniana
ds =
2 |dz|
1− |z|2 ,
conhecido como disco de Poincare´. Definic¸o˜es de comprimento de curvas em D2, bem como
distaˆncias entre dois pontos p, q ∈ D2 sa˜o ana´logas a`s definic¸o˜es em H2. Apesar de existirem
outros modelos (Klein e de Minkowsky), os dois modelos a serem usados servem melhor aos
objetivos deste trabalho.
Os conjuntos ∂∞H2 = {z ∈ C : Im(z) = 0} ∪ {∞} e ∂D2 = {z ∈ C : |z| = 1} sa˜o
chamados de bordos de H2 e D2, respectivamente. Ja´ o conjunto H2 = H2 ∪ ∂∞H2 e´ o fecho
de H2. De forma ana´loga, D2 = D2 ∪ ∂D2 e´ o fecho de D2.
Teorema 2.2.5 [13] As geode´sicas de H2 sa˜o as semi-retas e semi-circunfereˆncias ortogonais
a ∂∞H2. Ja´ as geode´sicas de D2 sa˜o segmentos de retas e de circunfereˆncias ortogonais a
∂D2.
Considerando a aplicac¸a˜o f : H2 → D2 definida por
f(z) =
zi+ 1
z + i
. (2.3)
Verifica-se que f e´ uma bijec¸a˜o e que
2 |f ′(z)|
1− |f(z)|2 =
1
Im(z)
.
Assim, usando em D2 a me´trica
ds =
2 |dz|
1− |z|2 ,
e usando o fato que Im(z) = z−z
2i
, segue que f torna-se uma isometria.
Dado um conjunto A ⊂ H2, sua a´rea hiperbo´lica µ(A), e´ definida pela seguinte fo´rmula
µ(A) =
∫
A
dxdy
y2
,
se a mesma existir e for finita. Analogamente, se A ⊂ D2, enta˜o
µ(A) =
∫
A
4dxdy
(1− (x2 + y2))2 .
O pro´ximo teorema mostra que a a´rea hiperbo´lica de um triaˆngulo hiperbo´lico depende
apenas de seus aˆngulos.
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Teorema 2.2.6 (Gauss-Bonnet) [13] Seja ∆ um triaˆngulo hiperbo´lico com aˆngulos α, β, γ.
Enta˜o
µ(∆) = pi − α− β − γ.
O pro´ximo passo e´ considerar o conceito de grupo fuchsiano. Antes, precisamos considerar
os conjuntos PSL(2,R) e SL(2,R).
Seja PSL(2,R) o conjunto de todas as transformac¸o˜es lineares fraciona´rias T : C → C,
definidas por
T (z) =
az + b
cz + d
, (2.4)
onde a, b, c, d ∈ R e ad− bc = 1. Essas transformac¸o˜es tambe´m sa˜o chamadas transformac¸o˜es
de Mo¨bius.
Cada transformac¸a˜o TA ∈ PSL(2,R) como em (2.4) pode ser representada pelas matrizes
A = ±
(
a b
c d
)
, (2.5)
onde A ∈ SL(2,R), sendo SL(2,R) o grupo multiplicativo das matrizes reais A com det(A) =
1. O grupo SL(2,R) e´ chamado grupo unimodular. Assim,
TA ∈ PSL(2,R)⇔ A ∈ SL(2,R).
A composta de duas transformac¸o˜es em PSL(2,R) corresponde ao produto de duas ma-
trizes em SL(2,R), e a inversa de TA ∈ PSL(2,R) corresponde a` inversa de A. Portanto,
PSL(2,R) e´ um grupo sob a operac¸a˜o de composic¸a˜o.
Sejam TA ∈ PSL(2,R), TA(z) = az+bcz+d e A como uma das matrizes de (2.5). Observamos
que a func¸a˜o ϕ : SL(2,R)→ PSL(2,R), dada por ϕ(A) = TA e´ um homomorfismo sobrejetor
cujo nu´cleo e´ {±I2}, sendo I2 a matriz identidade de ordem 2. Portanto,
PSL(2,R) ' SL(2,R){±I2} . (2.6)
O grupo quociente em (2.6) e´ chamado grupo projetivo linear.
Teorema 2.2.7 [22] A a´rea hiperbo´lica e´ invariante sob todas as transformac¸o˜es em PSL(2,R),
isto e´, se A ⊆ H2, µ(A) existe e T ∈ PSL(2,R), enta˜o µ(A) = µ(T (A)).
As transformac¸o˜es em PSL(2,R) agem sobre H2 por homeomorfismos, e pode-se mostrar
que sa˜o isometrias de H2 em H2, [22]. Assim, se γ e´ uma geode´sica em H2, enta˜o para
qualquer T ∈ PSL(2,R), T (γ) tambe´m e´ uma geode´sica em H2.
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Lema 2.2.8 [13] As isometrias que manteˆm o disco de Poincare´ invariante, sa˜o as trans-
formac¸o˜es lineares fraciona´rias da forma
T1(z) =
az + b
bz + a
, a, b ∈ C, |a|2 − |b|2 = 1. (2.7)
Essas transformac¸o˜es formam um grupo com a operac¸a˜o de composic¸a˜o. Ale´m disso, essas
isometrias podem ser escritas na forma
T1 = f ◦ T ◦ f−1,
onde T ∈ PSL(2,R) e f como em (2.3).
As transformac¸o˜es em PSL(2,R) sa˜o classificadas em treˆs tipos. Sejam TA ∈ PSL(2,R),
TA(z) =
az+b
cz+d
com ad − bc = 1 e A como uma das matrizes em (2.5). Seja tr(T ) = |a+ d|.
Dizemos que TA e A e´:
1. El´ıptica, se tr(T ) < 2,
2. Parabo´lica, se tr(T ) = 2,
3. Hiperbo´lica, se tr(T ) > 2.
Teorema 2.2.9 [13] Seja TA ∈ PSL(2,R) com TA 6= Id, enta˜o existe uma matriz B ∈
SL(2,R) tal que TB ◦ TA ◦ T−1B e´ uma das matrizes(
cos θ senθ
−senθ cos θ
)
,
(
1 t
0 1
)
,
(
λ 0
0 1
λ
)
, (2.8)
onde 0 < θ < 2pi, t ∈ R∗ e λ ∈ R− {0, 1}.
Portanto, a menos de conjugac¸a˜o, podemos assumir que a matriz A seja uma das matrizes
de (2.8), conforme A seja el´ıptica, parabo´lica ou hiperbo´lica, respectivamente.
De modo natural, podemos identificar cada transformac¸a˜o T ∈ PSL(2,R), T (z) = az+b
cz+d
,
com o elemento (a, b, c, d) ∈ R4. Portanto, como espac¸o topolo´gico, SL(2,R) pode ser iden-
tificado com o subconjunto de R4,
E = {(a, b, c, d) ∈ R4 : ad− bc = 1},
herdando, dessa forma, a topologia de R4.
A aplicac¸a˜o −ϕ : E → E, dada por −ϕ(a, b, c, d) = (−a,−b,−c,−d) e´ um homeomor-
fismo. Ale´m disso, G = {ϕ,−ϕ}, onde ϕ e´ a func¸a˜o identidade sobre E, e´ um grupo c´ıclico
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de ordem 2. Da´ı, E e´ um G-conjunto. Definimos a topologia em PSL(2,R) como o espac¸o
quociente
PSL(2,R) ' SL(2,R){±ϕ} .
A norma em PSL(2,R) e´ induzida de R4 da seguinte forma: para cada T ∈ PSL(2,R),
T (z) = az+b
cz+d
, ad− bc = 1, definimos
||T || =
√
a2 + b2 + c2 + d2,
que esta´ bem definida. PSL(2,R) e´ um grupo topolo´gico com relac¸a˜o a` me´trica d(T, S) =
||T − S||. Temos tambe´m que o grupo das isometrias de H2, que denotamos por I(H2), e´
tambe´m topolo´gico.
Definic¸a˜o 2.2.10 Um subgrupo Γ de I(H2) e´ chamado discreto se a topologia induzida em
Γ e´ discreta, isto e´, se Γ e´ um conjunto discreto no espac¸o topolo´gico I(H2).
Lema 2.2.11 [22] Γ e´ discreto se, e somente se, Tn → Id, Tn ∈ Γ implica que Tn = Id para
n suficientemente grande.
Definic¸a˜o 2.2.12 Um grupo Γ e´ chamado grupo fuchsiano se e´ um subgrupo discreto de
PSL(2,R).
Definic¸a˜o 2.2.13 Seja G um grupo de permutac¸o˜es de um conjunto E 6= ∅. Dado x ∈ E, o
conjunto
G(x) = {T (x) : T ∈ G}
e´ chamado G-o´rbita de x. E o subgrupo de G,
Gx = {T ∈ G : T (x) = x},
e´ chamado estabilizador de x.
O Teorema 2.2.16 caracteriza os grupos fuchsianos. Antes, vamos considerar alguns con-
ceitos, os quais tambe´m nos conduzira˜o a` definic¸a˜o de regia˜o fundamental de um grupo
fuchsiano. No que segue, E e´ um espac¸o me´trico e G e´ grupo de homeomorfismos agindo
sobre E.
Definic¸a˜o 2.2.14 Uma famı´lia {Mα : α ∈ Λ} de subconjuntos de E indexados por elementos
de Λ e´ chamada localmente finita se para qualquer compacto K ⊆ E, Mα ∩ K 6= ∅ apenas
para uma quantidade finita de α ∈ Λ.
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Definic¸a˜o 2.2.15 Dizemos que um grupo G age de maneira propriamente descont´ınua em
E, se a G-o´rbita de qualquer ponto x ∈ E e´ localmente finita.
Como mencionado, os elementos de Γ sa˜o homeomorfismos agindo sobre H2. Ale´m disso,
Teorema 2.2.16 [22] Γ e´ um grupo fuchsiano se, e somente se, Γ age de maneira propria-
mente descont´ınua sobre H2.
Definic¸a˜o 2.2.17 Um subgrupo Γ de PSL(2,R) e´ dito grupo elementar se existir z ∈ H2
tal que a o´rbita Γ(z) seja finita.
Teorema 2.2.18 [13] Seja Γ um grupo fuchsiano na˜o-elementar. Enta˜o Γ possui elementos
hiperbo´licos.
Definic¸a˜o 2.2.19 Sejam Γ um grupo fuchsiano e z ∈ H2.
1. Chamamos de conjunto limite de Γ determinado por z ao conjunto
Λz(Γ) = {ξ ∈ H2 : ξ e´ ponto de acumulac¸a˜o de Γ(z)}.
2. Chamamos de conjunto limite de Γ ao conjunto
Λ(Γ) =
⋃
z∈H2
Λz(Γ).
Sendo Γ um subgrupo discreto, vemos que Γ(z) na˜o possui ponto de acumulac¸a˜o em H2,
isto e´, Λz(Γ) ⊆ R ∪ {∞}. Resultado ana´logo vale para o conjunto limite Λ(Γ). Ale´m disso,
se ξ ∈ Λ(Γ), enta˜o T (ξ) ∈ Λ(Γ), para qualquer T ∈ Γ, [13].
Teorema 2.2.20 Seja Γ um grupo fuchsiano e suponha que Λ(Γ) possua mais do que dois
pontos. Enta˜o uma das duas possibilidades ocorre:
1. Λ(Γ) = ∂∞H2,
2. Λ(Γ) e´ perfeito e magro, ou seja, todo ponto de Λ(Γ) e´ ponto de acumulac¸a˜o de Λ(Γ) e
o complementar de Λ(Γ) e´ denso.
Definic¸a˜o 2.2.21 Dizemos que um grupo fuchsiano e´ de primeiro tipo se Λ(Γ) = ∂∞H2. O
grupo Γ sera´ dito de segundo tipo se Λ(Γ) 6= ∂∞H2.
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Em nosso trabalho vamos considerar apenas grupos fuchsianos do primeiro tipo. Portanto,
tais grupos sa˜o na˜o-elementares, [22] e, assim, possuem elementos hiperbo´licos (Teorema
2.2.18).
Agora vamos destacar o conceito de regia˜o fundamental de um grupo fuchsiano. Esse
conceito esta´ intimamente ligado no processo de construc¸a˜o das constelac¸o˜es de sinais geo-
metricamente uniformes no plano hiperbo´lico consideradas em [5].
Definic¸a˜o 2.2.22 Sejam E um espac¸o me´trico e Γ um grupo de homeomorfismos agindo
sobre E de maneira propriamente descont´ınua. Um subconjunto fechado D ⊂ E com interior
na˜o-vazio e´ chamado regia˜o fundamental de Γ se:
1.
⋃
T∈Γ
T (D) = E,
2.
◦
D ∩ T (
◦
D) = ∅, ∀ T ∈ Γ− {Id}.
O conjunto
◦
D indica o interior de D. A famı´lia {T (D) : T ∈ Γ} e´ chamada tesselac¸a˜o
ou ladrilhamento de E. Observamos que se D e´ uma regia˜o fundamental de Γ, enta˜o T (D)
tambe´m o e´, para todo T ∈ Γ.
Sejam Γ um grupo fuchsiano e z0 ∈ H2 tal que T (z0) 6= z0, para todo T ∈ Γ. Chamamos
domı´nio (ou regia˜o) de Dirichlet de Γ centrado em z0 ao conjunto
Dz0(Γ) = {z ∈ H2 : d(z, z0) ≤ d(z, T (z0)), ∀ T ∈ Γ}. (2.9)
Em outras palavras, Dz0(Γ) consiste de pontos de H2 que esta˜o mais pro´ximos de z0
do que qualquer outro ponto da o´rbita Γ(z0). Por outro lado, como T e´ uma isometria,
d(z, T (z0)) = d(T
−1(z), z0). Portanto, determinar Dz0(Γ) consiste considerar em cada o´rbita
Γ(w), os pontos mais pro´ximos de z0, ou seja,
Dz0(Γ) = {z ∈ H2 : d(z, z0) ≤ d(T (z), z0), ∀ T ∈ Γ}.
Teorema 2.2.23 [13] Se Γ e´ um grupo fuchsiano, enta˜o Dz0(Γ) e´ uma regia˜o fundamental
de Γ. Ale´m disso, Dz0(Γ) e´ localmente finita.
Uma regia˜o fundamental cujo bordo seja a unia˜o de geode´sicas e´ tambe´m chamada regia˜o
poligonal.
Definic¸a˜o 2.2.24 Um grupo fuchsiano Γ e´ chamado geometricamente finito se existir uma
regia˜o fundamental poligonal convexa de Γ com um nu´mero finito de arestas.
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2.2.3 C´ırculo Isome´trico e a Regia˜o de Ford
O conceito de c´ırculo isome´trico desempenhara´ um papel fundamental no processo de de-
terminac¸a˜o dos geradores do grupo fuchsiano Γp associado ao pol´ıgono hiperbo´lico Pp. O
pol´ıgono Pp constitui a fronteira de uma regia˜o de Dirichlet Dz0(Γ) de Γp.
Dada a isometria
T (z) =
az + b
cz + d
∈ PSL(2,R),
temos que
T ′(z) =
1
(cz + d)2
.
Portanto, se z = z(t) for uma curva diferencia´vel tal que |cz(t) + d| ≡ 1, enta˜o a integral de
linha ∫ b
a
|z′(t)| dt =
∫ b
a
|T ′(z(t))| |z′(t)| dt,
isto e´, o comprimento das curvas z(t) e (T ◦ z)(t) coincidem. Disso decorre que a distaˆncia
hiperbo´lica ao longo da curva e a distaˆncia euclidiana ao longo da mesma sa˜o preservadas.
Logo, a restric¸a˜o de T a esta curva e´ uma isometria euclidiana.
Se c 6= 0, enta˜o
|cz + d| = 1⇔
∣∣∣∣z + dc
∣∣∣∣ = 1|c| ,
isto e´, o conjunto de pontos nos quais T age como isometria tanto no sentido hiperbo´lico
quanto no sentido euclidiano e´ um c´ırculo euclidiano de centro −d
c
e raio r = 1|c| .
Seja T (z) = az+b
cz+d
∈ PSL(2,R) uma isometria de H2 com c 6= 0. Chamamos c´ırculo
isome´trico de T o conjunto
I(T ) = {z ∈ C : |cz + d| = 1}.
De modo ana´logo, o c´ırculo isome´trico da isometria T (z) = az+b
bz+a
, b 6= 0, de D2 ⊂ C e´ o
conjunto
I(T ) = {z ∈ C : ∣∣bz + a∣∣ = 1}.
Proposic¸a˜o 2.2.25 [22] Seja I(T ) o c´ırculo isome´trico de uma isometria T em H2. Enta˜o
I(T ) ∩H2 e´ uma geode´sica em H2.
Resultado ana´logo vale para uma isometria em D2.
Seja Γ um grupo discreto de isometrias cujos elementos preservam orientac¸a˜o no disco
unita´rio
D2 = {z ∈ C : |z| < 1},
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que por (2.7), sa˜o da forma (supondo b 6= 0)
T (z) =
az + b
bz + a
, |a|2 − |b|2 = 1, T ∈ Γ.
Vamos considerar tambe´m
Iˇ(T ) = {z ∈ C : ∣∣bz + a∣∣ > 1}.
Enta˜o
R0 = ∩
T∈Γ
Iˇ(T ) ∩ D2
estabelece uma regia˜o fundamental para Γ, onde X denota o fecho do conjunto X. Essa
regia˜o e´ chamada regia˜o fundamental de Ford.
Teorema 2.2.26 [22] R0 e´ uma regia˜o fundamental de Γ.
Assim, R0 e´ uma regia˜o fundamental constitu´ıda dos pontos em D2 que sa˜o exteriores aos
c´ırculos isome´tricos de todas as isometrias de Γ. Sa˜o essas as regio˜es que iremos considerar
no decorrer do trabalho.
2.2.4 Grupos fuchsianos co-compactos
Podemos obter uma superf´ıcie de Riemann considerando, por exemplo, os espac¸os quociente
H2/Γ ou D2/Γp, sendo Γ e Γp grupos discretos agindo de maneira propriamente descont´ınua
sobre H2 ou D2, respectivamente, [2]. O espac¸o H2/Γ e´ constru´ıdo por meio da seguinte
relac¸a˜o de equivaleˆncia sobre H2:
z1 ∼ z2 ⇔ ∃ T ∈ Γ tal que z2 = T (z1). (2.10)
Ale´m disso, a classe de equivaleˆncia de um elemento z ∈ H2, [z], e´ tal que [z] = Γ-o´rbita de
z. Assim, os elementos do espac¸o H2/Γ sa˜o as Γ-o´rbitas, isto e´,
H2/Γ = {[z] : z ∈ H2}.
O espac¸o D2/Γp e´ constru´ıdo de modo ana´logo. Topologicamente, qualquer g-toro Tg local-
mente isome´trico a D2 pode ser obtido pelo quociente de D2 por um grupo fuchsiano Γp, isto
e´3, Tg = D2/Γp. De um modo geral, para cada geˆnero g, a ac¸a˜o do grupo Γp em D2 pode se
processar pela identificac¸a˜o das arestas de um pol´ıgono regular Pp de p arestas em D2 por
isometrias que geram Γp. Na Sec¸a˜o 5.1, ilustraremos este processo considerando tesselac¸o˜es
hiperbo´licas {p, q}.
3Ou Tg = H2/Γ.
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Vamos considerar grupo fuchsiano Γ para o qual o espac¸o quociente H2/Γ seja uma
superf´ıcie compacta. Nesse caso, o grupo Γ e´ chamando grupo fuchsiano co-compacto.
Os dois teoremas a seguir caracterizam os grupos fuchsianos co-compactos.
Teorema 2.2.27 [22] Um grupo fuchsiano Γ e´ co-compacto se, e somente se, toda regia˜o de
Dirichlet de Γ for compacta.
Temos tambe´m,
Teorema 2.2.28 [13] Um grupo fuchsiano Γ e´ co-compacto se, e somente se, Γ na˜o possui
elementos parabo´licos e µ(H2/Γ) <∞.
Desde que a a´rea sobre o quociente H2/Γ e´ induzida pela a´rea hiperbo´lica sobre H2, enta˜o
µ(H2/Γ) (a´rea hiperbo´lica de H2/Γ) esta´ bem definida e e´ igual a µ(D), sendo D a regia˜o
fundamental obtida atrave´s da ac¸a˜o de Γ sobre H2.
Como vamos considerar apenas superf´ıcies H2/Γ compactas e tendo a´rea finita, os grupos
fuchsianos considerados em nosso trabalho na˜o possuem elementos parabo´licos.
2.2.5 A assinatura de um grupo fuchsiano
Sejam Γ um grupo fuchsiano co-compacto e Dz0(Γ) uma regia˜o de Dirichlet de Γ. Existem em
Dz0(Γ) um nu´mero finito de ve´rtices, digamos r, que sa˜o pontos fixos de elementos el´ıpticos
de Γ.
Consideremos enta˜o m1, . . . ,mr as ordens desses elementos el´ıpticos e g o geˆnero da
superf´ıcie compacta e orienta´vel H2/Γ. O conjunto ordenado de inteiros (g;m1, . . . ,mr) e´
chamado assinatura de Γ.
Caso o grupo fuchsiano Γ na˜o possua elementos el´ıpticos, sua assinatura e´ (g; 0, . . . , 0),
ou simplesmente, (g;−). O pro´ximo teorema relaciona a a´rea de H2/Γ com a assinatura de
Γ.
Teorema 2.2.29 [22] Seja Γ um grupo fuchsiano co-compacto com assinatura
(g;m1, . . . ,mr). Enta˜o
4,
µ(H2/Γ) = 2pi
[
(2g − 2) +
r∑
k=1
(
1− 1
mk
)]
. (2.11)
Reciprocamente,
4Se o grupo Γ na˜o possui elementos el´ıpticos, enta˜o µ(H2/Γ) = 2pi[(2g − 2)].
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Teorema 2.2.30 [22] Dados os inteiros g ≥ 0, r ≥ 0, mk ≥ 2 (1 ≤ k ≤ r), tais que
(2g − 2) +
r∑
k=1
(
1− 1
mk
)
> 0.
Enta˜o existe um grupo fuchsiano com assinatura (g;m1, . . . ,mr).
O u´ltimo teorema afirma que dada uma superf´ıcie compacta M com geˆnero g ≥ 2, existe
um grupo fuchsiano Γ tal que M ≡ H2/Γ.
Encerraremos os resultados dessa subsec¸a˜o com o seguinte:
Teorema 2.2.31 [13] Toda superf´ıcie compacta com geˆnero g ≥ 2 pode ser modelada no
plano hiperbo´lico.
No Cap´ıtulo 5 vamos considerar tesselac¸o˜es hiperbo´licas. A partir dessas tesselac¸o˜es,
iremos modelar no plano hiperbo´lico superf´ıcies compactas orienta´veis, de modo a obter os
geradores dos grupos fuchsianos associados a reticulados hiperbo´licos.
2.2.6 Tesselac¸o˜es Regulares no Plano Hiperbo´lico
Com o objetivo de determinar os reticulados hiperbo´licos usados no processo de construc¸a˜o
de constelac¸o˜es de sinais, [5], apresentamos a definic¸a˜o:
Definic¸a˜o 2.2.32 Uma tesselac¸a˜o regular do plano hiperbo´lico e´ uma partic¸a˜o deste plano
em pol´ıgonos regulares isome´tricos na˜o sobrepostos, todos congruentes, sujeitos a` restric¸a˜o de
se interceptarem somente em suas arestas ou ve´rtices, de modo a termos o mesmo nu´mero
de pol´ıgonos partilhando um mesmo ve´rtice, independente do ve´rtice.
Se os pol´ıgonos de uma tesselac¸a˜o de H2 conte´m p arestas, onde cada ve´rtice e´ recoberto
por q desses pol´ıgonos, enta˜o a tesselac¸a˜o sera´ denotada por {p, q}. Em particular, se p = q,
enta˜o a tesselac¸a˜o e´ chamada auto-dual.
Como a soma dos aˆngulos internos de um triaˆngulo hiperbo´lico e´ menor do que pi, {p, q}
e´ uma tesselac¸a˜o regular de H2 se, e somente se,
2pi
p
+
2pi
q
< pi,
ou seja, se, e somente se,
(p− 2)(q − 2) > 4.
Portanto, existem infinitas tesselac¸o˜es regulares em H2. Por outro lado, como a soma dos
aˆngulos internos de um triaˆngulo euclidiano e´ igual a pi, segue que {4, 4}, {6, 3} e {3, 6} sa˜o
as u´nicas tesselac¸o˜es regulares no plano euclidiano. Nesses casos, temos partic¸o˜es de R2 por
quadrados, hexa´gonos regulares e por triaˆngulos equila´teros, respectivamente.
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2.3 Constelac¸o˜es de Sinais Geometricamente Unifor-
mes
Lembramos que nosso objetivo e´ identificar grupos fuchsianos em ordens dos quate´rnios de
modo a considerar constelac¸o˜es de sinais geometricamente uniformes, [5]. Destacaremos agora
esse conceito.
Em sistemas de comunicac¸o˜es digitais, as figuras geome´tricas de interesse sa˜o conjuntos
S de pontos discretos de Rn, [14]. Isso significa que dado s ∈ S, existe r > 0 tal que
Br(s) ∩ S = {s},
sendo Br(s) um bola aberta em Rn de centro s e raio r. Nesse caso, o conjunto S e´ chamado
conjunto de sinais. Em geral, podemos considerar S como um conjunto de pontos discretos
de um espac¸o me´trico qualquer (E, d), desde que tenhamos uma identificac¸a˜o dos pontos de
E por sinais.
Uma constelac¸a˜o de sinais e´ um subconjunto finito K de S.
Definic¸a˜o 2.3.1 Um conjunto de sinais K e´ uma constelac¸a˜o de sinais geometricamente
uniforme se para quaisquer dois pontos k1, k2 ∈ K, existe uma simetria T ∈ U(K) tal que
T (k1) = k2. Nesse caso, dizemos que a ac¸a˜o de U(K) em K e´ transitiva.
Para todo k0 ∈ K, verifica-se que a ac¸a˜o de U(K) em K e´ transitiva se, e somente se,
K = {T (k0) : T ∈ U(K)} = U(k0),
ou seja, K coincide com a o´rbita de k0.
Definic¸a˜o 2.3.2 Chamamos de regia˜o de Voronoi associada a um dado ponto k ∈ K ao
conjunto5
RV (k) = {x ∈ E : d(x, k) ≤ d(x, T (k)), ∀ T ∈ U(K)}.
Em outras palavras, RV (k) consiste de pontos no espac¸o me´trico (E, d) que esta˜o mais
pro´ximos de k do que qualquer outro ponto da o´rbita de k, U(k).
Definic¸a˜o 2.3.3 O perfil de distaˆncia global com relac¸a˜o a k0, denotado por PD(k0), e´ o
conjunto
PD(k0) = {d(k0, k) : k ∈ K}.
No pro´ximo teorema destacamos duas importantes propriedades de uma constelac¸a˜o ge-
ometricamente uniforme.
5Ver (2.9).
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Teorema 2.3.4 Se K e´ uma constelac¸a˜o de sinais geometricamente uniforme, enta˜o:
1. Todas as regio˜es de Voronoi sa˜o da mesma forma,
2. O perfil de distaˆncia global e´ o mesmo para qualquer sinal k ∈ K.
Uma constelac¸a˜o de sinaisK esta´ casada a um grupoG, se existir uma aplicac¸a˜o η : G→ K
tal que
d(η(h1), η(h2)) = d(η(e), η(h
−1
1 h2)), ∀ h1, h2 ∈ G,
onde e e´ o elemento neutro de G e d e´ uma distaˆncia em K. A aplicac¸a˜o η e´ chamada aplicac¸a˜o
casada. Ale´m disso, se η e´ injetora, enta˜o dizemos que η−1 e´ um rotulamento casado. Nesse
caso, dizemos que η e´ um rotulamento isome´trico.
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Cap´ıtulo 3
A´lgebra dos Quate´rnios e Grupos
Fuchsianos Aritme´ticos
Neste cap´ıtulo vamos considerar o conceito de a´lgebra dos quate´rnios A, bem como sua
relac¸a˜o com grupos fuchsianos aritme´ticos Γ. Iremos destacar os resultados necessa´rios, de
modo a identificar os grupos Γ com os reticulados hiperbo´licos O usados no processo de
rotulagem de sinais de uma constelac¸a˜o de sinais geometricamente uniforme com elementos
de um p-grupo Gpm (um grupo com p
m elementos). Por isso, vamos considerar tambe´m o
conceito de ordem dos quate´rnios O de uma a´lgebra A (reticulado hiperbo´lico) e algumas de
suas propriedades.
Este cap´ıtulo e´ composto por treˆs sec¸o˜es. Na Sec¸a˜o 3.1 abordamos o conceito de a´lgebra
dos quate´rnios. Nela, destacamos conceitos importantes que usaremos nos cap´ıtulos sub-
sequ¨entes. Na Sec¸a˜o 3.2, consideramos os reticulados hiperbo´licos, destacando os grupos
fuchsianos obtidos a partir deles. Encerramos com a Sec¸a˜o 3.3, onde estudamos os grupos
fuchsianos aritme´ticos. Esta sec¸a˜o e´ na verdade uma conexa˜o dos conceitos e resultados das
duas primeiras sec¸o˜es. Para mais detalhes sugerimos [21, 22, 29].
3.1 A´lgebra dos Quate´rnios
Os grupos fuchsianos que iremos considerar sa˜o os grupos fuchsianos derivados de uma a´lgebra
A. Na Sec¸a˜o 3.3 iremos considerar esses grupos bem como uma forma de caracteriza´-los.
Antes, veremos o conceito de a´lgebra dos quate´rnios e algumas de suas propriedades.
Definic¸a˜o 3.1.1 Seja K um corpo. Uma a´lgebra B sobre K e´ um espac¸o vetorial com uma
estrutura de anel com identidade 1B, cujas operac¸o˜es de multiplicac¸a˜o do anel e por escalar
sa˜o relacionadas por
α(xy) = (αx)y = x(αy), ∀ α ∈ K e ∀ x, y ∈ B.
Ale´m disso, a a´lgebra B e´ comutativa se esta e´ comutativa sob sua estrutura de anel.
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A definic¸a˜o de a´lgebra dos quate´rnios e´ um caso particular da Definic¸a˜o 3.1.1.
Seja K um corpo. Uma a´lgebra dos quate´rnios A sobre K e´ uma a´lgebra simples central
de dimensa˜o 4 sobre K. Equivalentemente,
1. O radical I de A (um ideal I ⊂ A tal que In = {0} para algum n ∈ N) e´ trivial;
2. Z = {x ∈ A : x · y = y · x, ∀ y ∈ A} = K, (Z e´ o centro de A);
3. dimK(A) = 4.
Supondo que carK 6= 2 (caracter´ıstica de K), e´ poss´ıvel encontrar uma K-base {1, i, j, k}
de A satisfazendo, [21],
i2 = a, j2 = b, k = ij = −ji,
onde a, b ∈ K −{0}. A a´lgebra A sera´ denotada por A = (a, b)K . Como ij = −ji, segue que
na˜o vale a comutatividade numa a´lgebra A.
Se x = x0+ x1i+ x2j + x3k ∈ A, onde x0, x1, x2, x3 ∈ K, enta˜o x = x0− x1i− x2j− x3k
e´ chamado conjugado de x. Observamos que o conceito de conjugado em uma a´lgebra dos
quate´rnios A, estende ao de conjugado em C. Ale´m disso, para quaisquer x, y ∈ A, valem as
propriedades,
x+ y = x+ y, x · y = x · y, x = x. (3.1)
A norma reduzida de x e o trac¸o reduzido de x, denotados, respectivamente, por Nrd(x) e
Trd(x), sa˜o definidos como
Nrd(x) = x · x = x20 − ax21 − bx22 + abx23 e Trd(x) = x+ x = 2x0. (3.2)
Como veremos, a func¸a˜o norma Nrd satisfaz
Nrd(x · y) = Nrd(x) ·Nrd(y), ∀ x, y ∈ A. (3.3)
Sejam A = (a, b)K e M0, M1, M2, M3 matrizes linearmente independentes de M(2, K(
√
a)),
dadas por
M0 =
(
1 0
0 1
)
, M1 =
( √
a 0
0 −√a
)
,
M2 =
(
0 1
b 0
)
, M3 =
(
0
√
a
−b√a 0
)
.
Consideremos agora a aplicac¸a˜o ϕ da a´lgebra A = (a, b)K em M(2, K(
√
a)), definida por
ϕ(x0 + x1i+ x2j + x3k) = x0 ·M0 + x1 ·M1 + x2 ·M2 + x3 ·M3.
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Como ϕ(i2) = aI2, ϕ(j
2) = bI2 e ϕ(i)ϕ(j) = −ϕ(j)ϕ(i), sendo I2 a matriz identidade
de ordem 2, verifica-se que ϕ e´ um isomorfismo de A = (a, b)K em uma sub-a´lgebra de
M(2, K(
√
a)). Dessa forma, cada elemento de A = (a, b)K e´ identificado com
x 7→ ϕ(x) =
(
x0 + x1
√
a x2 + x3
√
a
b (x2 − x3
√
a) x0 − x1
√
a
)
. (3.4)
Com isso, temos dois casos a considerar:
1. Se a = t2 com t ∈ K − {0}, enta˜o A ' M(2, K). Neste caso, dizemos que A e´ na˜o
ramificada.
2. Caso contra´rio, A ' H, onde H e´ uma sub-a´lgebra de divisa˜o de M(2, K(√a)), ou seja,
todo elemento na˜o-nulo de H possui inverso multiplicativo. Neste caso, dizemos que A
e´ ramificada, para algum a ∈ K e √a /∈ K.
A condic¸a˜o (2) e´ consequ¨eˆncia do seguinte resultado:
Teorema 3.1.2 [22] Se A = (a, b)K na˜o e´ isomorfa a M(2, K), enta˜o A e´ uma a´lgebra de
divisa˜o.
Consideremos A = (a, b)K uma a´lgebra dos quate´rnios sobre o corpo K e ϕ : K → F um
homomorfismo de corpos. Definimos,
Aϕ = (ϕ (a) , ϕ (b))ϕ(K) e Aϕ ⊗ F = (ϕ (a) , ϕ (b))F ,
onde Aϕ ⊗ F denota o produto tensorial da a´lgebra Aϕ com o corpo F , que continua sendo
uma a´lgebra central simples, [26]. Para cada homomorfismo ϕ, chamamos a a´lgebra Aϕ =
(ϕ (a) , ϕ (b))ϕ(K) de lugar da a´lgebra dos quate´rnios A.
Seja K um corpo de nu´meros alge´bricos totalmente real de grau n. Isso significa que os n
monomorfismos ϕi : K → C sa˜o tais que ϕi(K) ⊂ R, ou seja, sa˜o monomorfismos de K em
R. Portanto, os n distintos lugares sa˜o definidos pelos R-isomorfismos
ρ1 : Aϕ1 ⊗ R→M(2,R) e ρi : Aϕi ⊗ R→ H, (3.5)
sendo ϕi um mergulho de K em R, i = 1, . . . , n, onde ϕ1 e´ a identidade.
Desse modo, dizemos que A e´ na˜o ramificada no lugar ϕ1 e ramificada nos lugares ϕi,
2 ≤ i ≤ n.
Sejam NrdH e TrdH a norma e o trac¸o reduzidos em H, respectivamente. Dado x ∈ A,
verificamos atrave´s de simples ca´lculos que
Nrd (x) = det (ρ1(x)) e Trd(x) = tr (ρ1(x)) . (3.6)
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E, desde que identifiquemos
xi ⇔ ϕi(xi), i = 0, 1, 2, 3,
obtemos, para todo i, 2 ≤ i ≤ n,
ϕi (Nrd (x)) = NrdH (ρi(x)) e ϕi (Trd(x)) = TrdH (ρi(x)) . (3.7)
Exemplo 3.1.3 Sejam H = (−1,−1)R a a´lgebra dos quate´rnios de Hamilton e
H1 = {x ∈ H : NrdH(x) = 1}.
Enta˜o, dado x = x0+x1i+x2j+x3k ∈ H1, obtemos de (3.2) que NrdH(x) = x20+x21+x22+x23 =
1. Disso segue que TrdH(x) = 2x0 ∈ [−2, 2] , pois |x0| ≤ 1. Logo, T rdH(H1) = [−2, 2].
A a´lgebra H = (−1,−1)R e´ uma a´lgebra de divisa˜o. De fato, A = (a, b)R ' H se, e
somente se, a < 0 e b < 0, [22].
Um invariante de uma a´lgebra dos quate´rnios A e´ seu discriminante d(A), que e´ definido
como o produto dos geradores dos ideais primos nos quais A e´ ramificada.
Se duas a´lgebras A = (a, b)K e A1 = (a1, b1)K sa˜o isomorfas1, enta˜o d(A) = d(A1), [21].
Ale´m disso, se A = (a, b)K e A1 = (ax2, by2)K , enta˜o A ' A1, para quaisquer x, y ∈ K−{0}.
Temos tambe´m (a, b)K ' (b, ab)K , onde K e´ um corpo de nu´meros.
Observac¸a˜o 3.1.4 Consideremos a a´lgebra A = (√2,−1)Q(√2). Enta˜o,
A ' A1 = (−1,−
√
2)Q(
√
2). Portanto, [25],
d(A) = d(A1) =
√
2.
3.2 Reticulados Hiperbo´licos
Sejam A uma a´lgebra dos quate´rnios sobre K e R um anel de K. Uma R-ordem O em A e´
um subanel com unidade de A que e´ um R-mo´dulo finitamente gerado tal que A = KO.
Tambe´m chamaremos uma R-ordem O de reticulado hiperbo´lico, devido a sua identificac¸a˜o
com grupos fuchsianos aritme´ticos.
Os reticulados O sa˜o usados no processo de rotulagem dos sinais de uma constelac¸a˜o de
sinais geometricamente uniforme no plano hiperbo´lico proposto em [5]. Nos Cap´ıtulos 4 e 5
iremos considerar tesselac¸o˜es hiperbo´licas {p, q} associadas a grupos fuchsianos aritme´ticos
Γp, os quais identificaremos com as respectivas ordens O.
1Simbolicamente, A ' A1.
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Sendo O uma ordem em A, existe uma base {e1, e2, e3, e4} de A e um R-ideal a tal que,
[26],
O = ae1 ⊕Re2 ⊕Re3 ⊕Re4,
onde ⊕ denota a soma direta.
Observac¸a˜o 3.2.1 Por definic¸a˜o, dados x, y ∈ O, temos x · y ∈ O. Ale´m disso, como todo
elemento x ∈ O e´ integral sobre R, [29], enta˜o Nrd(x), T rd(x) ∈ R, [21].
Um invariante de uma ordem O, que sera´ usado neste trabalho, e´ seu discriminante d(O)
definido a seguir.
Seja {x0, x1, x2, x3} um conjunto de geradores de O sobre R. O discriminante de O, de-
notado por d(O), e´ definido pela raiz quadrada do R-ideal gerado pelo conjunto de elementos
{det (Trd(xi · x¯j)) : 0 ≤ i, j ≤ 3}. (3.8)
Exemplo 3.2.2 Sejam A = (a, b)K e DK o anel de inteiros de K, onde a, b ∈ DK − {0}.
Enta˜o
O = {x0 + x1i+ x2j + x3k : x0, x1, x2, x3 ∈ DK},
e´ uma ordem em A denotada por O = (a, b)DK . Vamos determinar d(O). Temos que o
R-ideal gerado por (3.8) e´ o seguinte ideal principal, [29],
R · det (Trd(xi · x¯j)) , R = DK ,
com {x0, x1, x2, x3} = {1, i, j, k}. Assim, por definic¸a˜o,
d(O) = (det (Trd(xi · x¯j)))
1
2 .
Por outro lado, verifica-se que (Trd(xi · x¯j)) e´ a seguinte matriz diagonal:
(Trd(xi · x¯j)) =

2 0 0 0
0 −2a 0 0
0 0 −2b 0
0 0 0 2ab
 .
Portanto,
d(O) = 4ab. (3.9)
O objetivo central de nosso trabalho e´ identificar grupos fuchsianos aritme´ticos em uma
ordem dos quate´rnios O, de modo a realizar a rotulagem dos sinais das constelac¸o˜es mencio-
nadas anteriormente (quociente de uma ordem por um ideal pro´prio). Entretanto, para que
a rotulagem alge´brica seja completa, e´ necessa´rio que as respectivas ordens sejam maximais.
Uma ordem M em uma a´lgebra A e´ chamada maximal se M na˜o esta´ propriamente
contida em nenhuma outra ordem em A. A existeˆncia de uma ordem maximalM e´ garantida
pelo seguinte resultado:
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Proposic¸a˜o 3.2.3 [29] Existe pelo menos uma R-ordem maximal em A. Ale´m disso, toda
R-ordem em A esta´ contida em uma R-ordem em A.
Se M e´ uma ordem maximal em A contendo uma outra ordem O, enta˜o o discriminante
satisfaz, [19],
d(O) = d(M) · [M : O], d(M) = d(A).
Reciprocamente, se d(O) = d(A), enta˜o O e´ uma ordem maximal em A.
Exemplo 3.2.4 Consideremos a a´lgebra A = (√2,−1)Q(√2) com uma base {1, i, j, k}, satis-
fazendo
i =
4
√
2, j = Im, k =
4
√
2 Im,
e O = (√2,−1)R, onde
R = { x
2n
: x ∈ Z[
√
2] e n ∈ N}.
Por (3.9), d(O) = −√2. Ale´m disso, como observado em 3.1.4, A ' A1 = (−1,−
√
2)Q(
√
2)
e d(A) = √2. Desta forma, O e´ uma ordem maximal em A.
Para cada ordem O em A, consideremos O1 o conjunto,
O1 = {x ∈ O : Nrd(x) = 1}.
Proposic¸a˜o 3.2.5 O1 e´ um grupo multiplicativo.
Demonstrac¸a˜o: Sejam x, y ∈ O1. Ja´ sabemos que x · y ∈ O. Mas por (3.3), segue que
Nrd(x · y) = Nrd(x) · Nrd(y) = 1. Assim, x · y ∈ O1. Por outro lado, o inverso de x e´ x¯ e
Nrd(x¯) = 1. ¥
Agora, observamos que os grupos fuchsianos podem ser obtidos do isomorfismo ρ1 em
(3.5). De fato, por (3.6) segue que Nrd (x) = det (ρ1 (x)). Disto e da Proposic¸a˜o 3.2.5,
obtemos ρ1 (O1) < SL(2,R), isto e´, ρ1 (O1) e´ um subgrupo de SL(2,R). Portanto, o grupo
derivado de uma a´lgebra dos quate´rnios A = (a, b)K cuja ordem e´ O, denotado por Γ(A,O),
e´ dado por,
Γ(A,O) = ρ1 (O
1)
{±I2} <
SL(2,R)
{±I2} ' PSL(2,R).
Mais ainda,
Teorema 3.2.6 [22] Γ(A,O) e´ um grupo fuchsiano.
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Demonstrac¸a˜o: Vamos provar para o caso em que a a´lgebra de divisa˜o e´ A = (a, b)Q,
a > 0 e O = {x = x0 + x1i + x2j + x3k : x0, x1, x2, x3 ∈ Z}. Para o caso de um corpo
de nu´meros Q(θ), a demonstrac¸a˜o segue o mesmo racioc´ınio com algumas adaptac¸o˜es. E´
necessa´rio encontrarmos uma vizinhanc¸a VId de Id ∈ SL(2,R) que na˜o contenha nenhum
elemento de ρ1 (O1) diferente de Id. Consideremos,
VId =
{
(gij)i,j=1,2 ∈ SL(2,R) : |g11 − 1| < 1
2
, |g12| < 1
2
, |g21| < 1
2
, |g22 − 1| < 1
2
}
.
Seja gx ∈ ρ1 (O1) ∩ VId, digamos,
gx =
(
x0 + x1
√
a x2 + x3
√
a
b (x2 − x3
√
a) x0 − x1
√
a
)
.
Deste modo, 2 |x0 − 1| < 1, ou seja, x0 = 1. Como b > 1 temos, tambe´m, que |x2 − x3
√
a| <
1
2b
< 1
2
e, assim, |2x2| < 1, o que implica que x2 = 0. Por outro lado, |x1
√
a| < 1
2
, |x3
√
a| < 1
2
,
implicando que x1 = x3 = 0 e, consequ¨entemente, gx = Id. Desse modo, Γ(A,O) e´ um
subgrupo discreto de PSL(2,R). ¥
3.3 Grupos Fuchsianos Aritme´ticos
Os grupos fuchsianos aritme´ticos foram considerados no processo de construc¸a˜o de cons-
telac¸o˜es de sinais geometricamente uniformes no plano hiperbo´lico, no trabalho de Carvalho,
[5], onde as partes aritme´tica e geome´trica inerentes a esses grupos sa˜o unidas nesse processo.
Nesta sec¸a˜o vamos considerar grupos fuchsianos aritme´ticos e um crite´rio para caracteriza´-
los. Destacaremos os principais resultados que usaremos no processo de identificac¸a˜o desses
grupos em ordens dos quate´rnios.
Se Γ e´ um grupo fuchsiano de ı´ndice finito de algum Γ(A,O), enta˜o dizemos que Γ e´ um
grupo fuchsiano derivado da a´lgebra dos quate´rnios A.
Dois grupos Γ1 e Γ2 sa˜o chamados comensura´veis se a intersec¸a˜o Γ1∩Γ2 tem ı´ndice finito
em Γ1 e Γ2. Se Γ e´ comensura´vel com algum Γ(A,O), enta˜o Γ e´ chamado grupo fuchsiano
aritme´tico.
Observamos que, por definic¸a˜o, um grupo fuchsiano derivado de uma a´lgebraA e´ aritme´tico.
Agora, mostraremos que podemos caracterizar os grupos fuchsianos aritme´ticos atrave´s do
conjunto dos trac¸os de seus elementos
tr (Γ) = {±tr(T ) : T ∈ Γ},
conforme o Teorema (3.3.6), que e´ o principal resultado desta sec¸a˜o.
A partir de agora, vamos apresentar uma se´rie de resultados que nos conduzira´ ao Teorema
3.3.6.
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Para cada corpo de nu´meros K, vamos considerar,
SL(2, K) =
{(
a b
c d
)
: a, b, c, d ∈ K, ad− bc = 1
}
e
PSL(2, K) =
SL(2, K)
{±I2} .
Lema 3.3.1 [22] Seja Γ um grupo fuchsiano tal que µ (H2/Γ) < ∞. Consideremos o con-
junto formado pelos trac¸os dos elementos de Γ, tr (Γ) , e suponhamos que tr (Γ) ⊂ K1, sendo
K1 um corpo de nu´meros alge´bricos, [K1 : Q] <∞. Enta˜o existem um corpo de nu´meros K
e h ∈ SL(2, K) tais que h−1Γh ∈ PSL(2, K).
Teorema 3.3.2 [22] Assumindo as hipo´teses do Lema 3.3.1, consideremos
K1 = Q (tr (T ) : T ∈ Γ). Enta˜o,
A [Γ] = K1 [Γ] =
{
d∑
i=1
aiTi : ai ∈ K1, Ti ∈ Γ
}
(3.10)
e´ uma a´lgebra dos quate´rnios sobre K1.
Demonstrac¸a˜o: Como µ (H2/Γ) < ∞, temos que Γ e´ um grupo fuchsiano do primeiro
tipo e, portanto, na˜o-elementar. Assim, pelo Lema 3.3.1, podemos supor que Γ conte´m os
elementos
T0 =
(
λ 0
0 λ−1
)
, T1 =
(
a1 1
c1 d1
)
, (c1 6= 0 e λ 6= 1), (3.11)
e Γ ⊆ PSL(2, K), onde K = K1(λ) e´ uma extensa˜o quadra´tica de K1, ou seja,
[K : K1] = 2. Para simplificar a notac¸a˜o, vamos indicar a a´lgebra A [Γ] por A. Dessa forma,
A ⊆M(2, K) e 1 < dimK1(A) ≤ 8. Vamos mostrar agora que:
1. I = {0},
2. Z = K1,
3. dimK1(A) = 4,
onde I e Z denotam o radical e centro de A, respectivamente. Sejam n ∈ N e
T =
(
a b
c d
)
∈ I
tais que T n = 0. Logo, det(T ) = 0. Mas como ad = bc, temos que tr(T n) = tr(T )n, ou seja,
(a+ d)n = 0⇔ tr(T ) = a+ d = 0. (3.12)
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Como I e´ um ideal, obtemos que(
λ 0
0 λ−1
)(
a b
c d
)
=
(
λa λb
λ−1c λ−1d
)
∈ I ⇔ λa+ λ−1d = 0. (3.13)
Portanto, de (3.12) e (3.13), temos que a = d = 0. Analogamente,(
a b
c d
)(
a1 1
c1 d1
)
∈ I.
Assim, bc1 + c = 0 e bc(c1 − a1d1) = 0. Portanto,
bc = 0⇒ b = c = 0.
Consequ¨entemente, I = {0}. Consideremos agora,
T =
(
a b
c d
)
∈ Z.
Como TT0 = T0T , obtemos que
c(λ2 − 1) = 0 e b(λ2 − 1) = 0.
Disso segue que b = c = 0. Mas T tambe´m comuta com T1, assim a = d. Por outro lado, para
qualquer T ′ ∈ A, tr(T ′) ∈ K1. Da´ı, tr(T ) = a+ d = 2a, implicando que a ∈ K1. Portanto,
Z =
{(
a 0
0 a
)
: a ∈ K1
}
' K1.
Por fim, a dimensa˜o de A sobre K e´ um quadrado de um inteiro. Logo dimK1(A) = 4. ¥
Lema 3.3.3 [22] Seja Γ um grupo fuchsiano com µ (H2/Γ) < ∞, K1 = Q (tr (T ) : T ∈ Γ),
[K1 : Q] <∞ e tr(Γ) ⊂ OK1, onde OK1 e´ o anel de inteiros de K1. Enta˜o
O [Γ] = OK1 [Γ] =
{
d∑
i=1
aiTi : ai ∈ OK1 , Ti ∈ Γ
}
(3.14)
e´ uma ordem da a´lgebra dos quate´rnios A [Γ] .
Consideremos T0 e T1 como em (3.11). Verificamos que o conjunto
{I2, T0, T1, T0T1}
e´ uma base para a a´lgebra A [Γ] sobre K1. Consequ¨entemente,
A [Γ] =
{(
a b
b′c1 a′
)
: a, b ∈ K, c1 ∈ K1
}
, (3.15)
onde a
′
e b
′
sa˜o os conjugados de a e b em K = K1(λ), respectivamente. A a´lgebra A [Γ]
desempenhara´ um papel fundamental no estudo dos grupos aritme´ticos Γ < Γ(A,O).
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Lema 3.3.4 Seja Γ um grupo fuchsiano com µ (H2/Γ) <∞ satisfazendo as condic¸o˜es:
1. Seja K1 o corpo Q (tr (T ) : T ∈ Γ). Enta˜o K1 e´ um corpo de nu´meros alge´bricos de
grau finito, e tr (Γ) esta´ contido no anel de inteiros de K1, OK1 ;
2. Seja ϕ um mergulho de K1 em C tal que ϕ 6= Id (identidade). Enta˜o ϕ (tr (Γ)) e´
limitado em C.
Enta˜o K1 e´ um corpo de nu´meros totalmente real. Ale´m disso, ϕ(tr (Γ)) esta´ contido
no intervalo [−2, 2].
Proposic¸a˜o 3.3.5 Seja ϕ um mergulho de K = K1(λ) em C tal que ϕ |K1 6= Id (identidade).
Enta˜o, para qualquer elemento
T =
(
a b
b′c1 a′
)
∈ Γ,
temos |ϕ(a)| ≤ 1. Em particular, para
T1 =
(
a1 1
c1 a
′
1
)
∈ Γ,
obtemos ϕ(c1) < 0.
Demonstrac¸a˜o: Consideremos
T0 =
(
λ 0
0 λ′
)
∈ Γ.
Como TT n0 ∈ Γ temos, pelo Lema 3.3.4, que
|ϕ(tr(TT n0 ))| ≤ 2. (3.16)
Usando o Lema 3.3.4, podemos mostrar que
|ϕ(λ)| = 1 e 1
λ
= λ′.
Desse modo, para a = α0λ+ α1λ
′ ∈ K = K1(λ),
ϕ(a′) = ϕ(a), (3.17)
basta notar que K1 e´ um corpo de nu´meros totalmente real e ϕ(λ
′) = ϕ(λ). Por outro lado,
tr(TT n0 ) = aλ
n + a′(λ′)n.
Da´ı, usando (3.17), obtemos
ϕ(tr(TT n0 )) = ϕ(aλ
n) + ϕ(a′(λ′)n) = ϕ(aλn) + ϕ(aλn),
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isto e´,
ϕ(tr(TT n0 )) = 2Re(ϕ(a)ϕ(λ
n)).
Logo, de (3.16),
|Re(ϕ(a)ϕ(λn))| ≤ 1. (3.18)
Como ϕ(λ)
n 6= 1, para todo n ∈ N, o conjunto {ϕ(λ)m : m ∈ Z} e´ um subgrupo denso de
S1 = {z ∈ C : |z| = 1}. Disso segue que
|Re(ϕ(a) · z)| ≤ 1, ∀z ∈ S1.
Assim, de (3.18), obtemos |ϕ(a)| ≤ 1. Agora, aplicando o mesmo racioc´ınio ao elemento T1,
obtemos |ϕ(a1)| ≤ 1. Por outro lado,
a1a
′
1 − c1 = 1⇔ ϕ(c1) = |ϕ(a1)|2 − 1 ≤ 0.
Mas sendo c1 6= 0, temos que ϕ(c1) < 0. ¥
Sejam K1 um corpo de nu´meros tal que [K1 : Q] = n e
ϕi : K1 → R
os monomorfismos de K1 em R, i = 1, . . . , n, e ϕ1 sendo a identidade. A partir de cada ϕi,
consideremos o isomorfismo2
ψi : K → C,
onde K = K1 (λ), [K : K1] = 2. Logo,
Ψi : A [Γ]→M(2,C),
definido por
Ψi(α) =
(
ψi (a) ψi (b)
ψi (b
′c) ψi (a′)
)
,
com
α =
(
a b
b′c a′
)
,
e´ um mergulho. Portanto,
Aϕi = Aψi = Ψi (A [Γ]) =
{(
ψi (a) ψi (b)
ψi (b
′c) ψi (a′)
)
: a, b ∈ K
}
,
ou seja,
Aϕi =
{(
a b
bψi(c) a
)
: a, b ∈ ψi (K) , c ∈ K1
}
,
2Mais precisamente, ψi : K → ψi(K).
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onde Aϕi e´ uma a´lgebra dos quate´rnios sobre ϕi(K1). Disso segue que, [22],
Aϕ1 ⊗ R 'M(2,R). (3.19)
Por outro lado, usando a Proposic¸a˜o 3.3.5 e considerando que ψi (a
′) = ψi (a) para i 6= 1,
temos, [22],
Aϕi ⊗ R ' H, 2 ≤ i ≤ n. (3.20)
Portanto, de (3.19) e (3.20), conclu´ımos que A[Γ] satisfaz (3.5). Disso segue que A[Γ] e´
uma a´lgebra de divisa˜o sobre K1, [22]. Encerraremos este cap´ıtulo apresentando o resultado
principal, pois a partir dele caracterizamos os grupos derivados de uma a´lgebra dos quate´rnios.
Teorema 3.3.6 [22] Seja Γ um grupo fuchsiano com µ (H2/Γ) <∞. Enta˜o Γ e´ derivado de
uma a´lgebra dos quate´rnios A sobre um corpo de nu´meros K totalmente real se, e somente
se, Γ satisfaz as seguintes condic¸o˜es:
1. Seja K1 o corpo Q (tr (T ) : T ∈ Γ). Enta˜o K1 e´ um corpo de nu´meros alge´bricos de
grau finito, e tr (Γ) esta´ contido no anel de inteiros de K1, OK1 .
2. Seja ϕ um mergulho de K1 em C tal que ϕ 6= Id (identidade). Enta˜o ϕ (tr (Γ)) e´
limitado em C.
Demonstrac¸a˜o: Suponhamos primeiro que Γ seja um subgrupo de ı´ndice finito em Γ(A,O).
Para qualquer T ∈ Γ, tr(T ) ∈ K. Mas, sendo K1 o corpo Q (tr (T ) : T ∈ Γ), temos que K1 ⊆
K. Portanto, K1 tambe´m e´ totalmente real. Como Trd(O) ⊂ DK , obtemos tr (Γ) ⊂ DK .
Com isso, segue a primeira condic¸a˜o. Consideremos agora um mergulho ϕi de K1 em C tal
que ϕi 6= Id. Por (3.7), ϕi(tr (Γ)) ⊂ TrdH(ρi(O1)), para 2 ≤ i ≤ n, [K1 : Q] = n. Por outro
lado, para qualquer x ∈ O1, temos que ϕi (Nrd (x)) = NrdH (ρi(x)). Portanto, ρi(O1) ⊂
H1 = {x ∈ H : NrdH(x) = 1}. Mas pelo Exemplo 3.1.3, sabemos que TrdH(H1) = [−2, 2].
Desse modo,
ϕi(tr (Γ)) ⊂ TrdH(ρi(O1)) ⊂ TrdH(H1) = [−2, 2],
isto e´, ϕi(tr (Γ)) ⊂ [−2, 2]. Logo, ϕi(tr (Γ)) e´ limitado em R. Vamos mostrar que K = K1.
Suponhamos que K seja uma extensa˜o pro´pria de K1. Dessa forma, existe um mergulho
ϕ : K → R, ϕ 6= Id tal que ϕ |K1 = Id . Portanto, pela definic¸a˜o de K1, obtemos ϕ(tr (Γ)) =
tr (Γ) ⊂ [−2, 2]. Isso significa que Γ na˜o conte´m elementos hiperbo´licos, o que contradiz o
fato de Γ ser na˜o-elementar (por hipo´tese, µ (H2/Γ) < ∞), e a segunda condic¸a˜o tambe´m e´
satisfeita.
Consideremos agora a rec´ıproca. Em decorreˆncia da Proposic¸a˜o 3.3.5, mostramos que a
a´lgebra A [Γ] em (3.13) satisfaz as condic¸o˜es de (3.5). Por outro lado, temos que Γ e´ um
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subgrupo de Γ(A [Γ] ,O [Γ]). Mas como H2/Γ e H2/Γ(A [Γ] ,O [Γ]) teˆm volume finito, segue
que Γ e´ um subgrupo de ı´ndice finito em Γ(A [Γ] ,O [Γ]). Por isso, Γ e´ um grupo fuchsiano
derivado de uma a´lgebra dos quate´rnios. ¥
Observac¸a˜o 3.3.7 Na primeira condic¸a˜o do Teorema 3.3.6, o anel de inteiros alge´bricos de
K1, OK1 , pode ser substitu´ıdo por um anel R tal que OK1 ⊂ R ⊂ K1, desde que O = (a, b)R
e A = (a, b)K1.
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Cap´ıtulo 4
Identificac¸a˜o dos Grupos Γ4g em
Ordens dos Quate´rnios Provenientes
das Tesselac¸o˜es {4g, 4g}
As constelac¸o˜es de sinais no plano hiperbo´lico constru´ıdas em [5] sa˜o constitu´ıdas de ba-
ricentros de pol´ıgonos hiperbo´licos regulares de 4g arestas, denotados por P4g, associados
a`s tesselac¸o˜es hiperbo´licas auto-duais {4g, 4g}, onde g e´ o geˆnero da superf´ıcie compacta
D2/Γ4g. Cada baricentro, ou melhor, cada sinal v de uma constelac¸a˜o e´ imagem de outro
sinal w da constelac¸a˜o atrave´s de uma isometria hiperbo´lica T ∈ Γ4g, isto e´, T (v) = w, sendo
Γ4g o grupo fuchsiano associado ao pol´ıgono P4g. Portanto, essas constelac¸o˜es de sinais sa˜o
geometricamente uniformes, a menos de efeito de bordo. Tais constelac¸o˜es conteˆm pm sinais
e esta˜o associadas aos ideais Op na ordem dos quate´rnios OZ[θ].
Katok, [22], e Johansson, [19], considerando os resultados de Takeuchi, [37], propuseram
uma maneira aritme´tica de se obter grupos fuchsianos. Esses grupos sa˜o conhecidos como
grupos fuchsianos aritme´ticos.
Johansson em [20] mostrou que um grupo fuchsiano aritme´tico esta´ associado a uma
ordem O em uma a´lgebra dos quate´rnios A sobre uma extensa˜o quadra´tica K de Q, isto e´,
[K : Q] = 2, onde os geradores de Γ sa˜o da forma
Tl =
1
2
(
a+ b
√
t r1
(
c+ d
√
t
)
r2
(
c− d√t) a− b√t
)
, (4.1)
com a, b, c, d ∈ Z [θ], onde Z [θ] e´ o anel de inteiros de Q (√m), m > 0, r1 = −r2 ∈ Z, t ∈ Z [θ]
e
√
t 6∈ Z [θ].
A partir da identificac¸a˜o de um grupo fuchsiano aritme´tico Γ em uma ordem dos quate´rnios
O, foi apresentado em [5] um algoritmo de rotulamento alge´brico dos sinais pertencentes a
uma constelac¸a˜o de sinais no plano hiperbo´lico por elementos de um p-grupo Gpm , derivado
de uma ordem por um ideal pro´prio. Em decorreˆncia dessa identificac¸a˜o, obtemos os reti-
culados hiperbo´licos associados a` essas constelac¸o˜es. Portanto, a identificac¸a˜o de um grupo
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fuchsiano aritme´tico Γ com uma ordem dos quate´rnios O e´ o principal passo no processo de
rotulamento.
Nesse processo, encontramos em [5] dois casos particulares de identificac¸a˜o. Para g = 2 o
grupo fuchsiano aritme´tico Γ8, proveniente da tesselac¸a˜o {8, 8}, e´ identificado com elementos
da ordem OZ[√2]. Para g = 3 o grupo fuchsiano aritme´tico Γ12, proveniente da tesselac¸a˜o
{12, 12}, e´ identificado com elementos da ordem OZ[√3].
Na˜o e´ trivial verificar se um dado subgrupo discreto de PSL(2,R) e´ ou na˜o aritme´tico.
Uma abordagem sobre grupos de ı´ndices finito em PSL(2,R), ou melhor, de ı´ndices finito
no subgrupo discreto PSL(2,Z) < PSL(2,R), e´ feita em [22].
Este cap´ıtulo tem como objetivo estudar os grupos fuchsianos Γ ' Γ4g, que correspondem
a`s tesselac¸o˜es {4g, 4g}, Γ < PSL(2,R), no sentido de caracteriza´-los quanto a sua aritmeti-
cidade. Estendemos os resultados de [5] e [20] para os casos em que g = m · 2n, m = 1, 3, 5,
e n ∈ N qualquer. Mostramos que esses grupos sa˜o derivados de uma a´lgebra dos quate´rnios
A sobre um corpo de nu´meros K, tal que [K : Q] = 2m, onde 2m denota o grau da extensa˜o
do corpo dos racionais Q, conduzindo ao corpo K e, para esses casos, identificamos as ordens
O em A associadas aos grupos Γ4g. Dessa forma, generalizamos os resultados anteriores.
Dividimos este cap´ıtulo em quatro sec¸o˜es. A Sec¸a˜o 4.1 e´ dedicada a` apresentac¸a˜o dos
grupos Γ4g, associados a`s tesselac¸o˜es hiperbo´licas {4g, 4g}. Na Sec¸a˜o 4.2 estudamos detalha-
damente os grupos Γ4g para o caso g = 2
n. As Sec¸o˜es 4.3 e 4.4 sa˜o completamente ana´logas a`
Sec¸a˜o 4.2. Nelas, estudamos os grupos Γ4g para os casos g = 3·2n e g = 5·2n, respectivamente.
4.1 O Grupo Fuchsiano Γ4g
Nesta sec¸a˜o apresentamos o grupo fuchsiano Γ4g. No que segue, o modelo de espac¸o hi-
perbo´lico a ser usado sera´ o disco de Poincare´, D2. Uma explanac¸a˜o mais detalhada do
processo de construc¸a˜o do grupo Γ4g pode ser encontrada em [5]. De modo sucinto, o grupo
Γ4g e´ constru´ıdo como segue:
Consideremos uma tesselac¸a˜o auto-dual {4g, 4g}, g ≥ 2, e seja P4g o pol´ıgono hiperbo´lico
regular de 4g arestas associado a essa tesselac¸a˜o. O pol´ıgono P4g tessela o plano hiperbo´lico
D2, de modo que cada ve´rtice e´ compartilhado por 4g pol´ıgonos de mesma forma. Logo, para
cada g, Γ4g sera´ grupo que tem P4g como domı´nio fundamental. Algebricamente, temos que
Γ4g ' pi1(Tg), ou seja, grupo fundamental de um g-toro Tg.
Sem perda de generalidade, vamos supor que P4g esteja centrado na origem de D2. Con-
sideremos tambe´m as arestas de P4g dispostas na seguinte ordem c´ıclica fixa no sentido
anti-hora´rio:
τ1, ε1, τ
′
1, ε
′
1, . . . , τg, εg, τ
′
g, ε
′
g,
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e as isometrias hiperbo´licas T1, S1,. . .,Tg, Sg (os geradores do grupo fuchsiano Γ4g) tais que
Tk (τk) = τ
′
k e Sj (εj) = ε
′
j, k, j = 1, . . . , g. (4.2)
Por meio desses emparelhamentos, obtemos uma superf´ıcie compacta e orienta´vel D2/Γ4g de
geˆnero g, [2]. Portanto, definido por uma tesselac¸a˜o auto-dual {4g, 4g}, temos um pol´ıgono
hiperbo´lico regular P4g de 4g arestas, que por sua vez esta´ associado a um grupo fuchsiano
Γ4g, cuja assinatura e´ (g,−). Disso segue que a a´rea hiperbo´lica de P4g e´ dada por, [22],
µ (P4g) = µ
(
D2/Γ4g
)
= 4pi (g − 1) . (4.3)
Observamos que a inexisteˆncia do somato´rio
r∑
k=1
(
1− 1
mk
)
na medida da a´rea hiperbo´lica de
D2/Γ4g em (4.3) fornecida pelo Teorema 2.2.29, e´ equivalente a inexisteˆncia de elementos
el´ıpticos no grupo Γ4g. Isto e´ suficiente para que tenhamos o quociente D2/Γ4g localmente
isome´trico a D2.
Consideremos agora TC como sendo uma transformac¸a˜o el´ıptica de ordem 4g com matriz
associada
C =
(
e
ipi
4g 0
0 e
−ipi
4g
)
, (4.4)
de modo que TC (τ1) = ε1 e rk e´ a poteˆncia de TC tal que
(TC)
rk = TCrk (τ1) ∈ {τk, εk, τ ′k, ε′k}, k = 1, . . . , g. (4.5)
Isto permite escrever os geradores de Γ4g como conjugac¸o˜es de T1 por meio de poteˆncias de TC .
Por exemplo, queremos uma transformac¸a˜o T2 de modo que T2(τ2) = τ
′
2. Mas, T1(τ1) = τ
′
1 e
TC4(τ1) = τ2. Disso segue que TC−4(τ2) = τ1. Logo,
T1(TC−4(τ2)) = τ
′
1 ⇔ TC4(T1(TC−4(τ2))) = TC4(τ ′1) = τ ′2,
ou seja,
TC4 ◦ T1 ◦ TC−4(τ2) = τ ′2.
Dessa forma, basta considerarmos T2 = TC4 ◦ T1 ◦ TC−4 . Para os demais casos, usando (4.2)
e (4.5) obtemos (cf. [5]),
Ak = C
4(k−1)A1C−4(k−1) e Bj = C4j−3A1C−4j+3, (4.6)
onde Ak e Bj sa˜o as matrizes correspondentes a`s transformac¸o˜es Tk e Sj, respectivamente,
com k, j = 1, . . . , g.
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Apo´s algumas manipulac¸o˜es alge´bricas, podemos expressar os geradores do grupo Γ4g em
(4.6) da seguinte forma:
Al =

C2(l−1)A1C−2(l−1) para l ı´mpar
C(2l−3)A1C−(2l−3) para l par
. (4.7)
Portanto, de posse do gerador T1 estamos, consequ¨entemente, determinando os demais gera-
dores. O pro´ximo teorema nos mostra a forma do gerador T1.
Teorema 4.1.1 [5] Seja P4g o pol´ıgono hiperbo´lico regular de 4g arestas, cujo grupo fuchsi-
ano associado e´ Γ4g com assinatura (g,−). Consideremos τ1 como sendo a aresta entre os
argumentos −pi
2
e − (g−1)pi
2g
e T1 a transformac¸a˜o hiperbo´lica que emparelha as arestas τ1 e τ
′
1
do pol´ıgono P4g. Enta˜o
T1(z) =
az + b
bz + a
,
onde a e b sa˜o dados por
arg(a) =
(g − 1)pi
2g
, |a| = tan (2g − 1) pi
4g
e
|b| =
((
tan
(2g − 1) pi
4g
)2
− 1
) 1
2
, arg(b) =
−(2g + 1)pi
4g
.
As demais transformac¸o˜es hiperbo´licas Tk(τk) = τ
′
k e Sj(εj) = ε
′
k geradoras do grupo fuchsiano
Γ4g que realizam os outros emparelhamentos de arestas sa˜o obtidas pelas conjugac¸o˜es
Tk = TCrk ◦ T1 ◦ TC−rk , Sj = TCrj ◦ T1 ◦ TC−rj .
Por meio do processo de construc¸a˜o do grupo Γ4g, podemos determinar sua estrutura
alge´brica atrave´s de sua presentac¸a˜o que e´ dada por,〈
T1, S1, . . . , Tg, Sg : T1S1T
−1
1 S
−1
1 . . . TgSgT
−1
g S
−1
g = Id
〉
.
De fato, por construc¸a˜o, podemos verificar que existe um ve´rtice w ∈ P4g tal que
T1S1T
−1
1 S
−1
1 . . . TgSgT
−1
g S
−1
g (w) = w.
Mas, o estabilizador de w,
{T ∈ Γ4g : T (w) = w} ,
e´ constitu´ıdo apenas da identidade, [22].
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4.2 Caso g = 2n
Nesta sec¸a˜o consideramos os grupos fuchsianos Γ4g em que g = 2
n. Poder´ıamos formalizar
os resultados aqui desenvolvidos juntos com os das Sec¸o˜es 4.3 e 4.4, haja vista serem com-
pletamente ana´logos aos casos g = 3 · 2n e g = 5 · 2n. Mas, para facilitar o entendimento dos
conceitos utilizados na construc¸a˜o dos grupos Γ4g, bem como no processo de identificac¸a˜o de
Γ4g em ordens dos quate´rnios, iremos trata´-los separadamente.
Nosso principal objetivo e´ mostrar que Γ4g e´ derivado de uma a´lgebra dos quate´rnios
A sobre um corpo de nu´meros K, [K : Q] = 2n, onde 2n e´ o geˆnero da superf´ıcie D2/Γ4g,
bem como determinar a ordem dos quate´rnios O em A associada ao grupo Γ4g. Com isso,
generalizamos o processo de identificac¸a˜o dos grupos fuchsianos Γ4g em ordens dos quate´rnios.
Comec¸aremos com a seguinte:
Proposic¸a˜o 4.2.1 Se g = 2n com n > 0, enta˜o
2 tan
(2g − 1) pi
4g
cos
(g − 1)pi
2g
= 2 + θ,
onde θ =
√
2 +
√
2 + · · ·+
√
2 +
√
2 conte´m n radicais.
Demonstrac¸a˜o: Como g = 2n, temos que
2 tan
(2g − 1) pi
4g
cos
(g − 1)pi
2g
= 2 + 2 cos
pi
2n+1
.
Por outro lado, para qualquer x ∈ R,
2 cos x =
√
2 + 2 cos 2x.
Assim, para n ∈ N, vale a igualdade
2 cos
pi
2n+1
=
√
2 + 2 cos
pi
2n
. (4.8)
Para n = 1, isto e´, para g = 2,
2 + 2 cos
pi
4
= 2 +
√
2.
Suponhamos, como hipo´tese de induc¸a˜o, que o resultado seja va´lido para n, ou seja,
2 + 2 cos
pi
2n+1
= 2 + θ,
onde θ conte´m n radicais. Assim, de (4.8), obtemos,
2 cos
pi
2n+2
=
√
2 + 2 cos
pi
2n+1
=
√
2 + θ,
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conte´m n+ 1 radicais, e o resultado segue. ¥
Observamos que cos pi
g
e senpi
g
, bem como cos kpi
g
e senkpi
g
, para todo k ∈ Z, g = 2n, podem
ser calculados a partir da igualdade em (4.8). Desse modo, para qualquer r ∈ Z, r 6= ±1, a
matriz Cr pode ser escrita sob a forma
Cr =
(
x 0
0 x
)
,
com x = a+ bi, onde a, b ∈ Q (θ), sendo C como em (4.4).
Consideremos agora a isometria,
f : H2 → D2
z 7→ zi+1
z+i
.
Enta˜o, Γ = f−1Γ4gf e´ um subgrupo de PSL(2,R). Ale´m disso1, Γ e´ isomorfo a Γ4g. Se-
jam Gl = f
−1Alf os geradores de Γ, para l = 1, . . . , 2n+1. Usando a Proposic¸a˜o 4.2.1, as
igualdades em (4.7) e levando em considerac¸a˜o que T1(z) =
az+b
bz+a
, onde
arg(a) =
(g − 1)pi
2g
, |a| = tan (2g − 1) pi
4g
e
|b| =
((
tan
(2g − 1) pi
4g
)2
− 1
) 1
2
, arg(b) =
−(2g + 1)pi
4g
,
os geradores Gl sa˜o dados por
Gl =
1
2
(
xl + yl
√
θ zl + wl
√
θ
−zl + wl
√
θ xl − yl
√
θ
)
, l = 1, . . . , 2n+1, (4.9)
onde xl, yl, zl, wl ∈ Z [θ] e θ como na Proposic¸a˜o 4.2.1. Observamos que para g = 2n, os
geradores de Γ4g se apresentam da mesma forma como em (4.1) para os casos g = 2 e g = 3.
Nosso objetivo agora e´ mostrar que para cada g = 2n, o grupo Γ4g e´ derivado de uma
a´lgebra dos quate´rnios A sobre um corpo K, [K : Q] = 2n. Inicialmente, vamos considerar o
anel de inteiros de K = Q(θ).
Proposic¸a˜o 4.2.2 Sejam K = Q(θ) e θ como na Proposic¸a˜o 4.2.1. Enta˜o o anel de inteiros
de K e´
DK = Z [θ] .
1A aplicac¸a˜o ξ : Γ→ Γ4g dada por ξ(T ) = f−1Tf e´ um isomorfismo de grupos.
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Demonstrac¸a˜o: Como θ e´ um inteiro alge´brico, claramente Z [θ] ⊆ DK . Mostraremos a ou-
tra inclusa˜o. SejaG um subgrupo aditivo deDK de posto 2
n com uma Z-base {1, θ, . . . , θ2n−1}.
Como os 2n monomorfismos ϕi : K → R , i = 1, . . . , 2n, sa˜o dados por2
ϕi (θ) = ±
√√√√
2±
√
2±
√
2± · · · ±
√
2±
√
2,
temos que o discriminante da base {1, θ, . . . , θ2n−1} e´
∆
[
1, θ, . . . , θ2
n−1] = 2k, k ∈ N.
Logo, fazendo uso do Teorema 2.1.6 com p = 2, conclu´ımos que na˜o existe nenhum inteiro
alge´brico da forma
1
2
(
λ1 + λ2θ + · · ·+ λ2nθ2n−1
)
,
onde 0 ≤ λi ≤ 1, i = 1, . . . , 2n, pois caso contra´rio, existem λi, λj ∈ {0, 1} tais que
λ2
n
i ± 2λ2nj
4
∈ Z− {0},
o que na˜o e´ poss´ıvel. Assim, conclu´ımos que G = DK , ou seja, DK = Z [θ] . ¥
Com relac¸a˜o a um grupo fuchsiano Γ, existem, no processo de construc¸a˜o de constelac¸o˜es
de sinais Gp(0) como em (5.55), bem como no algoritmo de rotulamento para seus sinais,
duas condic¸o˜es a serem satisfeitas. A primeira e´ que os elementos do grupo Γ, associado a
um pol´ıgono hiperbo´lico regular P , sejam identificados com elementos de uma ordem O em
A, onde A e´ uma a´lgebra dos quate´rnios sobre um corpo de nu´meros K. A segunda e´ que
o grupo Γ seja derivado da a´lgebra A. Vamos considerar essas duas condic¸o˜es nos Teoremas
4.2.5 e 4.2.6. Primeiramente, apresentamos a Proposic¸a˜o 4.2.3, cuja demonstrac¸a˜o e´ simples,
e que sera´ fundamental para o estudo dos grupos fuchsianos aritme´ticos.
Proposic¸a˜o 4.2.3 Seja Γ um grupo fuchsiano aritme´tico finitamente gerado por G1, . . . , Gl,
com
Gk =
(
xk + yk
√
θ zk + wk
√
θ
−zk + wk
√
θ xk − yk
√
θ
)
, k = 1, . . . , l,
onde Gk ∈M(2, K(
√
θ)) e θ, xk, yk, zk, wk ∈ K, sendo K um corpo. Enta˜o qualquer elemento
T ∈ Γ assume a mesma forma dos geradores de Γ.
Demonstrac¸a˜o: Sejam G1 e G2 dois geradores de Γ, digamos
G1 =
(
x1 + y1
√
θ z1 + w1
√
θ
−z1 + w1
√
θ x1 − y1
√
θ
)
e G2 =
(
x2 + y2
√
θ z2 + w2
√
θ
−z2 + w2
√
θ x2 − y2
√
θ
)
.
2Os elementos ϕi (θ) sa˜o as ra´ızes do polinoˆmio minimal de θ sobre Q, fθ(x), que e´ da forma fθ(x) =
x2
n
+ a2n−2x2
n−2 + a2n−4x2
n−4 + · · ·+ a2x2 + 2, cujos coeficientes (exceto o l´ıder) sa˜o pares.
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Se G1 ·G2 =
(
a11 a12
a21 a22
)
, enta˜o
a11 = x1x2 − z1z2 + (y1y2 + w1w2)θ + (x1y2 + x2y1 + z1w2 − z2w1)
√
θ,
a22 = x1x2 − z1z2 + (y1y2 + w1w2)θ − (x1y2 + x2y1 + z1w2 − z2w1)
√
θ,
a21 = −z1x2 − x1z2 − (y1w2 − w1y2)θ + (−z1y2 + x2w1 + x1w2 + y1z2)
√
θ,
a12 = z1x2 + x1z2 + (y1w2 − w1y2)θ + (−z1y2 + x2w1 + x1w2 + y1z2)
√
θ.
¥
Proposic¸a˜o 4.2.4 Sejam a a´lgebra A = (a, b)K com uma K-base {1, i, j, k} , r ∈ N − {0}
fixo e R o conjunto
R =
{ α
rm
: α ∈ OK e m ∈ N
}
, (4.10)
onde OK e´ o anel de inteiros do corpo K. Enta˜o
O = (a, b)R = {x = x0 + x1i+ x2j + x3k : x0, x1, x2, x3 ∈ R}
e´ uma ordem em A.
Demonstrac¸a˜o: Temos que R e´ um subanel de K contendo OK e que O e´ um R-mo´dulo.
Por outro lado, se β ∈ K, enta˜o existe c ∈ Z − {0} tal que cβ ∈ DK . Logo, para quaisquer
x0, x1, x2, x3 ∈ K, existem cl ∈ Z − {0} tais que clxl = αl ∈ OK , l = 0, 1, 2, 3. Desse
modo, dado x = x0 + x1i + x2j + x3k ∈ A, existe γ ∈ K tal que x = γx′ , com x′ ∈ O. Ou
seja, A = KO, o que mostra que O e´ uma ordem em A. ¥
Os reticulados hiperbo´licos associados aos grupos Γ4g, g = 2
n, sa˜o descritos no pro´ximo
teorema.
Teorema 4.2.5 Para cada g = 2n com n > 0, os elementos do grupo fuchsiano Γ ' Γ4g
sa˜o identificados, via isomorfismo3, com elementos do grupo dos invert´ıveis O1 da ordem
O = (θ,−1)R, onde
R =
{ α
2m
: α ∈ Z[θ] e m ∈ N
}
(4.11)
e θ como na Proposic¸a˜o 4.2.1. Consequ¨entemente,
{1,
√
θ, Im,
√
θ Im}
e´ uma R-base para o reticulado O, sendo Im a unidade imagina´ria.
3Esse isomorfismo, digamos ϕ, e´ tal que Γ4g ' Γ < Γ(A,O) = ϕ(O
1)
{±I2} , onde O ⊂ A.
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Demonstrac¸a˜o: Consideremos as seguintes matrizes M0, M1, M2 e M3
em M(2,Q(
√
θ)), dadas por
M0 =
(
1 0
0 1
)
, M1 =
( √
θ 0
0 −√θ
)
,
M2 =
(
0 1
−1 0
)
, M3 =
(
0
√
θ√
θ 0
)
.
Se T ∈ Γ, enta˜o pela Proposic¸a˜o 4.2.3 e por (4.9),
T =
1
2s
(
xl + yl
√
θ zl + wl
√
θ
−zl + wl
√
θ xl − yl
√
θ
)
,
onde s ∈ N e xl , yl, zl, wl ∈ Z [θ]. Portanto, T e´ identificado com o elemento x ∈ O1 ⊂ O =
(θ,−1)R,
x =
xl
2s
+
yl
2s
i+
zl
2s
j +
wl
2s
k,
atrave´s do isomorfismo ϕ : A → ϕ(A) definido por4
ϕ(x0 + x1i+ x2j + x3k) = x0 ·M0 + x1 ·M1 + x2 ·M2 + x3 ·M3, (4.12)
ou seja,
ϕ(x) = T,
com i2 = θ, j2 = −1, k = ij e xl, yl, zl, wl ∈ Z[θ]. Portanto, cada elemento do grupo fuchsiano
Γ ' Γ4g e´ identificado, via o isomorfismo ϕ, com um elemento x ∈ O1 ⊂ O = (θ,−1)R e
{1,√θ, Im,√θ Im} e´ uma R-base de O. ¥
Teorema 4.2.6 Para cada g = 2n com n > 0, o grupo fuchsiano Γ ' Γ4g, associado ao
pol´ıgono hiperbo´lico regular P4g, e´ derivado de uma a´lgebra de divisa˜o dos quate´rnios
5 A =
(θ,−1)K sobre o corpo de nu´meros K = Q(θ), [K : Q] = 2n e θ como na Proposic¸a˜o 4.2.1.
Demonstrac¸a˜o: Pela Proposic¸a˜o 4.2.3 e por (4.9), qualquer elemento T ∈ Γ se escreve na
forma
T =
1
2s
(
xl + yl
√
θ zl + wl
√
θ
−zl + wl
√
θ xl − yl
√
θ
)
, (4.13)
onde s ∈ N e xl , yl, zl, wl ∈ Z [θ]. Portanto, pelo Teorema 4.2.5, existe x = xl2s + yl2s i+ zl2s j +
wl
2s
k ∈ O1 ⊂ O = (θ,−1)R tal que ϕ(x) = T . Logo, tr(T ) = tr(ϕ(x)) = Trd(x) = 2xl2s ∈ R.
Desse modo, tr(Γ) ⊂ R. Por outro lado, para o caso g = 2n, temos6
K = Q (tr (T ) : T ∈ Γ) = Q (θ) .
4Ana´logo ao isomorfismo de (3.4). Neste caso, ϕ(A) ⊂M(2,K(√θ)) com A = (θ,−1)K e K = Q(θ).
5Observamos que θ na˜o e´ um quadrado em K = Q(θ), ou seja, na˜o existe t ∈ K − {0} tal que t2 = θ.
6Essa igualdade pode ser verificada usando o fato que tr(T ) ∈ Q(tr(T1)), ∀ T ∈ Γ e tr(T1) = 2 + θ.
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Disso segue que a primeira condic¸a˜o do Teorema 3.3.6 e´ satisfeita.
Agora, seja ϕ2 : K → R um homomorfismo dado por ϕ2(θ) = −θ, o qual estendemos ao
isomorfismo7 ψ2 : L→ C definido por
ψ2(x+ y
√
θ) = ϕ2(x) + ϕ2(y)i
√
θ, x, y ∈ K, (4.14)
onde L = K(
√
θ), [L : K] = 2. Consideremos agora a a´lgebra dos quate´rnios A [Γ] sobre
K = Q (θ) (Teorema 3.3.2),
A [Γ] =
{
d∑
i=1
aiTi : ai ∈ K, Ti ∈ Γ
}
.
Usando as expresso˜es dos geradores de Γ em (4.9), temos que
A [Γ] =
{(
a1 b1
−b′1 a′1
)
: a1, b1 ∈ L
}
,
onde a′1 e b
′
1 sa˜o os conjugados de a1 e b1 em L, respectivamente
8. Seja
Ψ : A [Γ]→M(2,C)
o mergulho definido por
Ψ (α) =
(
ψ2 (a1) ψ2 (b1)
−ψ2 (b′1) ψ2 (a′1)
)
.
Logo,
Aψ2 = Ψ(A [Γ]) =
{(
a b
−b a
)
: a, b ∈ ψ2 (L)
}
.
De (3.20), segue que Aϕ2 ⊗ R ' H, [22]. Por outro lado, se T e´ um elemento qualquer de Γ
e tr (T ) = a+ a′ (o trac¸o de T ), enta˜o usando o Exemplo 3.1.3, temos
ψ2 (a) + ψ2 (a
′) ∈ [−2, 2] .
Mas como a+ a′ ∈ K = Q(θ), temos
ψ2 (a) + ψ2 (a
′) = ψ2 (a+ a′) = ϕ2 (a+ a′) ,
ou seja,
ϕ2 (a+ a
′) ∈ [−2, 2] .
Portanto, ϕ2 (tr (Γ)) e´ limitado em C. Logo, a segunda condic¸a˜o do Teorema 3.3.6 tambe´m
e´ satisfeita. Conclu´ımos que Γ e´ derivado de uma a´lgebra dos quate´rnios9 A sobre K =
Q (tr (T ) : T ∈ Γ) = Q (θ), sendo
θ =
√
2 +
√
2 + · · ·+
√
2 +
√
2
7Ou melhor, ψ2 : L→ ψ2(L).
8Observamos que L e´ uma extensa˜o de K tal que [L : K] = 2, pois x2 − θ e´ o polinoˆmio minimal de √θ
sobre K. Por isso, dado a ∈ L, podemos escreveˆ-lo da forma a = x+ y√θ ⇔ a′ = x− y√θ, x, y ∈ K.
9A a´lgebra e´ A = (θ,−1)Q(θ).
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e [K : Q] = 2n. ¥
Pelo Teorema 4.2.6 temos que o espac¸o das o´rbitas H2/Γ e´ compacto, [22]. Mas por
construc¸a˜o, os emparelhamentos das arestas de P4g sa˜o realizados de modo que a superf´ıcie
H2/Γ seja compacta e orienta´vel. Portanto, para os grupos Γ ' Γ4g, g = 2n, n ∈ N qualquer,
valem a rec´ıproca do seguinte resultado:
Teorema 4.2.7 [22] Seja Γ um grupo fuchsiano derivado de uma a´lgebra de divisa˜o dos
quate´rnios. Enta˜o o espac¸o quociente H2/Γ e´ compacto.
Como uma aplicac¸a˜o dos conceitos estabelecidos anteriormente, iremos apresentar, no
exemplo a seguir, os geradores do grupo fuchsiano Γ4g para g = 4.
Exemplo 4.2.8 Sejam g = 4,
C =
(
e
ipi
16 0
0 e
−ipi
16
)
e A1 =
(
a b
b a
)
,
com arg (a) = 3pi
8
, |a| = tan 7pi
16
, |b| =
((
tan 7pi
16
)2 − 1) 12 e arg (b) = −9pi
16
. Disso segue que
C =
(
x+ yi 0
0 x− yi
)
com
2x =
√
2 +
√
2 +
√
2, 2y =
√
2−
√
2 +
√
2.
Temos tambe´m,
A1 =
 x1(1+i(1+√2))2 −(√2+iy1) 4√2+√22
−(2−iy1) 4
√
2+
√
2
2
x1(1−i(1+
√
2))
2
 .
Portanto, usando as igualdades em (4.7) e o fato que Gl = f
−1Alf , l = 1, . . . , 8, obtemos os
seguintes geradores do grupo fuchsiano aritme´tico Γ ' Γ16 :
G1 =
 x1−y1 4√2+√22 z1−w1 4√2+√22
−z1−w1 4
√
2+
√
2
2
x1+y1
4
√
2+
√
2
2
 = ϕ(x1
2
− y1
2
i+ z1
2
j − w1
2
k),
G2 =
 x1−w1 4√2+√22 z1+y1 4√2+√22
−z1+y1 4
√
2+
√
2
2
x1+w1
4
√
2+
√
2
2
 = ϕ(x1
2
− w1
2
i+ z1
2
j + y1
2
k),
G3 =
 x1+y1 4√2+√22 z1+w1 4√2+√22
−z1+w1 4
√
2+
√
2
2
x1−y1 4
√
2+
√
2
2
 = ϕ(x1
2
+ y1
2
i+ z1
2
j + w1
2
k),
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G4 =
 x1+w1 4√2+√22 z1−y1 4√2+√22
−z1−y1 4
√
2+
√
2
2
x1−w1 4
√
2+
√
2
2
 = ϕ(x1
2
+ w1
2
i+ z1
2
j − y1
2
k),
G5 =
 x1−y1 4√2+√22 z1+w1 4√2+√22
−z1+w1 4
√
2+
√
2
2
x1+y1
4
√
2+
√
2
2
 = ϕ(x1
2
− y1
2
i+ z1
2
j + w1
2
k),
G6 =
 x1+w1 4√2+√22 z1+y1 4√2+√22
−z1+y1 4
√
2+
√
2
2
x1−w1 4
√
2+
√
2
2
 = ϕ(x1
2
+ w1
2
i+ z1
2
j + y1
2
k),
G7 =
 x1+y1 4√2+√22 z1−w1 4√2+√22
−z1−w1 4
√
2+
√
2
2
x1−y1 4
√
2+
√
2
2
 = ϕ(x1
2
+ y1
2
i+ z1
2
j − w1
2
k),
G8 =
 x1−w1 4√2+√22 z1−y1 4√2+√22
−z1−y1 4
√
2+
√
2
2
x1+w1
4
√
2+
√
2
2
 = ϕ(x1
2
− w1
2
i+ z1
2
j − y1
2
k),
onde
x1 = 2 +
√
2 +
√
2, y1 = 2 +
√
2 + 2
√
2 +
√
2,
z1 =
(
1 +
√
2
)
(2 +
√
2 +
√
2), w1 =
√
2.
Assim, a ordem associada ao grupo fuchsiano Γ ' Γ16 e´
O =
(√
2 +
√
2,−1)
)
R
,
sendo R =
{
α
2m
: α ∈ Z[θ] e m ∈ N}, θ =√2 +√2 e{
1,
4
√
2 +
√
2, Im,
4
√
2 +
√
2 Im
}
e´ uma R-base de O, conforme o Teorema 4.2.5.
O processo de identificac¸a˜o dos grupos Γ ' Γ4g em ordens dos quate´rnios atrave´s do
isomorfismo em (4.12), nos permite rotular os sinais da constelac¸a˜o Gp(0) como em (1.1)
obtidas de Γ4g. Na Sec¸a˜o 5.1 ilustraremos esse processo.
4.3 Caso g = 3 · 2n
Nesta sec¸a˜o consideramos o caso g = 3 · 2n. Os procedimentos utilizados nesta sec¸a˜o sa˜o
ana´logos ao caso g = 2n. Por isso, omitiremos alguns passos realizados com detalhes na
Sec¸a˜o 4.2. Comec¸amos com o seguinte resultado:
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Proposic¸a˜o 4.3.1 Se g = 3 · 2n, sendo n um nu´mero natural qualquer, enta˜o
2 tan
(2g − 1) pi
4g
cos
(g − 1)pi
2g
= 2 + θ,
onde θ =
√
2 +
√
2 + · · ·+
√
2 +
√
3 conte´m n+ 1 radicais.
Demonstrac¸a˜o: Como g = 3 · 2n, temos
2 tan
(2g − 1) pi
4g
cos
(g − 1)pi
2g
= 2 + 2 cos
pi
3 · 2n+1 .
Para n = 1, temos que g = 6 e
2 + 2 cos
pi
12
= 2 +
√
2 +
√
3.
Suponhamos, como hipo´tese de induc¸a˜o, que o resultado seja va´lido para n. Como
2 cos
pi
3 · 2n+2 =
√
2 + 2 cos
pi
3 · 2n+1 . (4.15)
temos que
2 cos
pi
3 · 2n+2 =
√
2 + θ
conte´m n+ 2 radicais, e o resultado segue. ¥
De modo ana´logo, observamos que para g = 3 · 2n, cos kpi
g
e senkpi
g
, para todo k ∈ Z,
podem ser calculados a partir da igualdade em (4.15). Desse modo, para qualquer r ∈ Z,
r 6= ±1, verificamos que
Cr =
(
x 0
0 x
)
,
com x = a+ bi, onde a, b ∈ Q (θ), sendo C como em (4.4) e θ como na Proposic¸a˜o 4.3.1.
Notamos que, devido a`s manipulac¸o˜es aritme´ticas que envolvem as expresso˜es de cos kpi
3·2n
e sen kpi
3·2n , k ∈ Z, usadas para determinar as matrizes em (4.7),
√
2 aparece nas entradas de
alguma dessas matrizes. Mas, como podemos escrever
√
2 = (−1 +
√
3)
√
2 +
√
3 ∈ Q (θ) ,
enta˜o, usando a Proposic¸a˜o 4.3.1 e as igualdades em (4.7), obtemos as seguintes expresso˜es
para os geradores de Γ ' Γ4g, g = 3 · 2n,
Gl =
1
2
(
xl + yl
√
θ zl + wl
√
θ
−zl + wl
√
θ xl − yl
√
θ
)
, l = 1, . . . , 3 · 2n+1, (4.16)
onde xl, yl, zl, wl ∈ Z [θ] ⊆ DK , K = Q (θ) e θ como na Proposic¸a˜o 4.3.1.
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Teorema 4.3.2 Para cada g = 3 · 2n, onde n e´ um nu´mero natural qualquer, os elementos
do grupo fuchsiano Γ ' Γ4g sa˜o identificados, via isomorfismo10, com elementos do grupo dos
invert´ıveis O1 da ordem O = (θ,−1)R, onde
R =
{ α
2m
: α ∈ DK e m ∈ N
}
, (4.17)
K = Q(θ), e θ como na Proposic¸a˜o 4.3.1. Consequ¨entemente,
{1,
√
θ, Im,
√
θ Im}
e´ uma R-base para o reticulado O, sendo Im a unidade imagina´ria.
Demonstrac¸a˜o: A demonstrac¸a˜o e´ ana´loga a` do Teorema 4.2.5. De fato, sejam as matrizes
M0, M1, M2 e M3 em M(2,Q(
√
θ)), dadas por
M0 =
(
1 0
0 1
)
, M1 =
( √
θ 0
0 −√θ
)
,
M2 =
(
0 1
−1 0
)
, M3 =
(
0
√
θ√
θ 0
)
.
Pela Proposic¸a˜o 4.2.3 e por (4.16), cada elemento T ∈ Γ pode ser escrito na forma
T =
1
2s
(
xl + yl
√
θ zl + wl
√
θ
−zl + wl
√
θ xl − yl
√
θ
)
, (4.18)
onde s ∈ N e xl , yl, zl, wl ∈ Z [θ]. Portanto, T e´ identificado atrave´s do isomorfismo11
ϕ : A → ϕ(A), com o seguinte elemento x ∈ O1 ⊂ O = (θ,−1)R,
x =
xl
2s
+
yl
2s
i+
zl
2s
j +
wl
2s
k,
onde i2 = θ, j2 = −1, k = ij e xl, yl, zl, wl ∈ Z[θ], ou seja, ϕ(x) = T . Assim, cada
elemento do grupo fuchsiano Γ ' Γ4g e´ identificado, via o isomorfismo ϕ, com um elemento
x ∈ O1 ⊂ O = (θ,−1)R e {1,
√
θ, Im,
√
θ Im} e´ uma R-base de O. ¥
Teorema 4.3.3 Para cada g = 3 · 2n, onde n e´ um nu´mero natural qualquer, o grupo fuch-
siano Γ ' Γ4g, associado ao pol´ıgono hiperbo´lico regular P4g, e´ derivado de uma a´lgebra de
divisa˜o dos quate´rnios A = (θ,−1)K sobre o corpo de nu´meros K = Q(θ), [K : Q] = 2n+1 e
θ como na Proposic¸a˜o 4.3.1.
10Esse isomorfismo, digamos ϕ, e´ tal que Γ4g ' Γ < Γ(A,O) = ϕ(O
1)
{±I2} , onde O ⊂ A.
11Definido de forma ana´loga como em (4.12), onde ϕ(A) ⊂M(2,K(√θ)) com A = (θ,−1)K e K = Q(θ).
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Demonstrac¸a˜o: A demonstrac¸a˜o e´ totalmente ana´loga a do Teorema 4.2.6, apenas com
algumas modificac¸o˜es. Seja T ∈ Γ como em (4.18). Logo, tr(T ) = 2xl
2s
∈ R, sendo R como em
(4.17), ou seja, tr(Γ) ⊂ R, e como K = Q(θ), segue a primeira condic¸a˜o do Teorema 3.3.6.
Por outro lado, seja ϕ2 : K → R um homomorfismo dado por ϕ2(θ) = −θ. Portanto, ψ2 :
L→ ψ2(L) definido por ψ2(
√
θ) = i
√
θ, e´ um isomorfismo, onde L = K(
√
θ). Consideremos,
agora, a a´lgebra dos quate´rnios A [Γ] sobre K = Q (θ) dada por, [22],
A [Γ] =
{
d∑
i=1
aiTi : ai ∈ K, Ti ∈ Γ
}
.
Como as expresso˜es em (4.16) assemelham-se a`s expresso˜es em (4.9), segue que
A [Γ] =
{(
a1 b1
−b′1 a′1
)
: a1, b1 ∈ L
}
.
Portanto,
Aψ2 = Ψ(A [Γ]) =
{(
a b
−b a
)
: a, b ∈ ψ2 (L)
}
,
sendo
Ψ : A [Γ]→M(2,C),
um mergulho dado por
Ψ (α) =
(
ψ2 (a1) ψ2 (b1)
−ψ2 (b′1) ψ2 (a′1)
)
.
Consequ¨entemente, Aϕ2 ⊗ R ' H. Consideremos, agora, T um elemento qualquer de Γ e
tr (T ) = a+ a′. Enta˜o, pelo Exemplo 3.1.3, temos que
ψ2 (a) + ψ2 (a
′) ∈ [−2, 2] .
Mas a+ a′ ∈ K = Q(θ). Assim,
ψ2 (a+ a
′) = ψ2 (a) + ψ2 (a′) = ϕ2 (a+ a′) ,
isto e´,
ϕ2 (a+ a
′) ∈ [−2, 2] .
Portanto, ϕ2 (tr (Γ)) e´ limitado em C. Logo, a segunda condic¸a˜o do Teorema 3.3.6 tambe´m
e´ satisfeita. Conclu´ımos que Γ e´ derivado de uma a´lgebra dos quate´rnios12 A sobre K =
Q (tr (T ) : T ∈ Γ) = Q (θ), sendo
θ =
√
2 +
√
2 + · · ·+
√
2 +
√
3
12A a´lgebra e´ A = (θ,−1)Q(θ).
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e [K : Q] = 2n+1. ¥
Conclu´ımos, tambe´m do Teorema 4.3.3, que para o caso g = 3 · 2n, continua valendo a
rec´ıproca do Teorema 4.2.7 para os grupos Γ ' Γ4g.
Encerraremos esta sec¸a˜o com o Exemplo 4.3.4, onde apresentamos os geradores do grupo
fuchsiano aritme´tico Γ ' Γ24, g = 6.
Exemplo 4.3.4 Sejam g = 6,
C =
(
e
ipi
24 0
0 e
−ipi
24
)
e A1 =
(
a b
b a
)
,
com arg (a) = 5pi
12
, |a| = tan 11pi
24
, |b| =
((
tan 11pi
24
)2 − 1) 12 e arg (b) = −13pi
24
. Portanto,
C =
(
x+ yi 0
0 x− yi
)
com
2x =
√
2 +
√
2 +
√
3, 2y =
√
2−
√
2 +
√
3.
Por outro lado,
A1 =
 x1+iz12 −(w1+iy1) 4√2+√32
−(w1−iy1) 4
√
2+
√
3
2
x1−iz1
2
 .
Desse modo, usando as igualdades em (4.7) e o fato que Gl = f
−1Alf, l = 1, . . . , 12, obtemos
os seguintes geradores do grupo fuchsiano aritme´tico Γ ' Γ24 :
G1 =
 x1−y1 4√2+√32 z1−w1 4√2+√32
−z1−w1 4
√
2+
√
3
2
x1+y1
4
√
2+
√
3
2
 = ϕ(x1
2
− y1
2
i+ z1
2
j − w1
2
k),
G2 =
 x1−y1 4√2+√32 z1+w1 4√2+√32
−z1+w1 4
√
2+
√
3
2
x1+y1
4
√
2+
√
3
2
 = ϕ(x1
2
− y1
2
i+ z1
2
j + w1
2
k),
G3 =
 x1−k1 4√2+√32 z1+l1 4√2+√32
−z1+l1 4
√
2+
√
3
2
x1+k1
4
√
2+
√
3
2
 = ϕ(x1
2
− k1
2
i+ z1
2
j + l1
2
k),
G4 =
 x1−t1 4√2+√32 z1+λ1 4√2+√32
−z1+λ1 4
√
2+
√
3
2
x1+t1
4
√
2+
√
3
2
 = ϕ(x1
2
− t1
2
i+ z1
2
j + λ1
2
k),
G5 =
 x1+t1 4√2+√32 z1+λ1 4√2+√32
−z1+λ1 4
√
2+
√
3
2
x1−t1 4
√
2+
√
3
2
 = ϕ(x1
2
+ t1
2
i+ z1
2
j + λ1
2
k),
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G6 =
 x1+k1 4√2+√32 z1+l1 4√2+√32
z1+l1
4
√
2+
√
3
2
x1−k1 4
√
2+
√
3
2
 = ϕ(x1
2
+ k1
2
i+ z1
2
j + l1
2
k),
G7 =
 x1−y1 4√2+√32 z1−w1 4√2+√32
−z1−w1 4
√
2+
√
3
2
x1+y1
4
√
2+
√
3
2
 = ϕ(x1
2
− y1
2
i+ z1
2
j − w1
2
k),
G8 =
 x1+y1 4√2+√32 z1−w1 4√2+√32
−z1−w1 4
√
2+
√
3
2
x1−y1 4
√
2+
√
3
2
 = ϕ(x1
2
+ y1
2
i+ z1
2
j − w1
2
k),
G9 =
 x1+k1 4√2+√32 z1−l1 4√2+√32
−z1−l1 4
√
2+
√
3
2
x1−k1 4
√
2+
√
3
2
 = ϕ(x1
2
+ k1
2
i+ z1
2
j − l1
2
k),
G10 =
 x1+t1 4√2+√32 z1−λ1 4√2+√32
−z1−λ1 4
√
2+
√
3
2
x1−t1 4
√
2+
√
3
2
 = ϕ(x1
2
+ t1
2
i+ z1
2
j − λ1
2
k),
G11 =
 x1−t1 4√2+√32 z1−λ1 4√2+√32
−z1−λ1 4
√
2+
√
3
2
x1+t1
4
√
2+
√
3
2
 = ϕ(x1
2
− t1
2
i+ z1
2
j − λ1
2
k),
G12 =
 x1−k1 4√2+√32 z1−l1 4√2+√32
−z1−l1 4
√
2+
√
3
2
x1+k1
4
√
2+
√
3
2
 = ϕ(x1
2
− k1
2
i+ z1
2
j − l1
2
k),
onde
x1 = 2 +
√
2 +
√
3, y1 = 2 + 2
√
3 +
(
1 +
√
3
)√
2 +
√
3,
z1 = 4 + 2
√
3 +
(
2 +
√
3
)√
2 +
√
3, k1 = 1 +
√
3 + 2
√
2 +
√
3,
t1 = 1 +
√
3 +
(−1 +√3)√2 +√3, λ1 = 3 +√3 + (1 +√3)√2 +√3,
l1 = 3 +
√
3 + 2
√
2 +
√
3, w1 =
√
2 =
(−1 +√3)√2 +√3.
Assim, a ordem associada ao grupo fuchsiano Γ24 e´
O =
(√
2 +
√
3,−1
)
R
,
sendo R =
{
α
2m
: α ∈ Z[θ] e m ∈ N}, θ =√2 +√3 e{
1,
4
√
2 +
√
3, Im,
4
√
2 +
√
3 Im
}
e´ uma R-base de O, conforme o Teorema 4.3.2.
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4.4 Caso g = 5 · 2n
Finalmente, para o caso g = 5 · 2n, temos:
Proposic¸a˜o 4.4.1 Se g = 5 · 2n, sendo n um nu´mero natural qualquer, enta˜o
2 tan
(2g − 1)pi
4g
cos
(g − 1)pi
2g
= 2 + θ,
onde θ =
√
2 +
√
2 + · · ·+
√
2 +
√
10+2
√
5
2
conte´m n+ 2 radicais.
Demonstrac¸a˜o: Como g = 5 · 2n, temos que
2 tan
(2g − 1) pi
4g
cos
(g − 1)pi
2g
= 2 + 2 cos
pi
5 · 2n+1 .
Mas para n = 1, ou seja, para g = 10,
2 + 2 cos
pi
20
= 2 +
√
2 +
√
10+2
√
5
2
.
Supondo, como hipo´tese de induc¸a˜o, que o resultado seja va´lido para n, e usando (4.8), temos
que
2 cos
pi
5 · 2n+2 =
√
2 + 2 cos
pi
5 · 2n+1 . (4.19)
Disso segue que
2 cos
pi
5 · 2n+2 =
√
2 + θ,
conte´m n+ 3 radicais. ¥
Portanto, usando (4.19), obtemos, para qualquer r ∈ Z, r 6= ±1,
Cr =
(
x 0
0 x
)
,
com x = a + bi, onde a, b ∈ Q (θ), sendo C como em (4.4) e θ como na Proposic¸a˜o 4.4.1.
Ale´m disso, devido a`s expresso˜es que envolvem cos kpi
5·2n e sen
kpi
5·2n , podemos, para g = 5 · 2n,
escrever os geradores Gl de Γ ' Γ4g na seguinte forma
Gl =
1
2s
(
xl + yl
√
θ zl + wl
√
θ
−zl + wl
√
θ xl − yl
√
θ
)
, l = 1, . . . , 5 · 2n+1, (4.20)
onde s ∈ N, xl, yl, zl, wl ∈ Z [θ] ⊆ DK , K = Q (θ) e θ como na Proposic¸a˜o (4.4.1).
Consideremos os reticulados associados aos grupos Γ4g, g = 5 · 2n.
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Teorema 4.4.2 Para cada g = 5 · 2n, onde n e´ um nu´mero natural qualquer, os elementos
do grupo fuchsiano Γ ' Γ4g sa˜o identificados, via isomorfismo13, com elementos do grupo dos
invert´ıveis O1 da ordem O = (θ,−1)R, onde14
R =
{ α
2m
: α ∈ DK e m ∈ N
}
, (4.21)
K = Q(θ), e θ como na Proposic¸a˜o 4.4.1. Consequ¨entemente,
{1,
√
θ, Im,
√
θ Im}
e´ uma R-base para o reticulado O, sendo Im a unidade imagina´ria.
Demonstrac¸a˜o: Consideremos as seguintes matrizes M0, M1, M2 e M3
em M(2,Q(
√
θ)), dadas por
M0 =
(
1 0
0 1
)
, M1 =
( √
θ 0
0 −√θ
)
,
M2 =
(
0 1
−1 0
)
, M3 =
(
0
√
θ√
θ 0
)
.
Pela Proposic¸a˜o 4.2.3 e por (4.20), cada elemento T ∈ Γ pode ser escrito na forma
T =
1
2s
(
xl + yl
√
θ zl + wl
√
θ
−zl + wl
√
θ xl − yl
√
θ
)
, (4.22)
onde s ∈ N e xl , yl, zl, wl ∈ Z [θ]. Portanto, T e´ identificado atrave´s do isomorfismo15
ϕ : A → ϕ(A) com o seguinte elemento x ∈ O1 ⊂ O = (θ,−1)R,
x =
xl
2s
+
yl
2s
i+
zl
2s
j +
wl
2s
k,
onde i2 = θ, j2 = −1, k = ij e xl, yl, zl, wl ∈ Z[θ]. Portanto, cada elemento do grupo
fuchsiano Γ ' Γ4g e´ identificado, via o isomorfismo ϕ, com um elemento x ∈ O1 ⊂ O =
(θ,−1)R e {1,
√
θ, Im,
√
θ Im} e´ uma R-base de O. ¥
Teorema 4.4.3 Para cada g = 5 · 2n, onde n e´ um nu´mero natural qualquer, o grupo fuch-
siano Γ ' Γ4g, associado ao pol´ıgono hiperbo´lico regular P4g, e´ derivado de uma a´lgebra de
divisa˜o dos quate´rnios A = (θ,−1)K sobre o corpo de nu´meros K = Q(θ), [K : Q] = 2n+2 e
θ como na Proposic¸a˜o 4.4.1.
13Esse isomorfismo, digamos ϕ, e´ tal que Γ4g ' Γ < Γ(A,O) = ϕ(O
1)
{±I2} , onde O ⊂ A.
14Observamos que
√
10+2
√
5
2 ∈ DK e, portanto, θ ∈ DK .
15Definido de forma ana´loga como em (4.12), onde ϕ(A) ⊂M(2,K(√θ)) com A = (θ,−1)K e K = Q(θ).
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Demonstrac¸a˜o: De modo ana´logo a` demonstrac¸a˜o do Teorema 4.2.6, usando (4.22), con-
clu´ımos que tr (Γ) ⊂ R, sendo R como em (4.21). Mas para o caso g = 5 · 2n, K =
Q (tr (T ) : T ∈ Γ) = Q (θ). Portanto, a primeira condic¸a˜o do Teorema 3.3.6 e´ satisfeita.
Seja ϕ2 : K → R um homomorfismo dado por ϕ2(θ) = −θ. Desse modo, ψ2 : L → ψ2(L)
definido por ψ2(
√
θ) = i
√
θ, e´ um isomorfismo, onde L = K(
√
θ). Ale´m disso,
Aψ2 = Ψ(A [Γ]) =
{(
a b
−b a
)
: a, b ∈ ψ2 (L)
}
,
sendo
Ψ : A [Γ]→M(2,C)
um mergulho dado por
Ψ (α) =
(
ψ2 (a1) ψ2 (b1)
ψ2 (−b′1) ψ2 (a′1)
)
.
Consequ¨entemente, Aϕ2 ⊗ R ' H. Consideremos, agora, T um elemento qualquer de Γ e
tr (T ) = a+ a′. Assim, usando o Exemplo 3.1.3 e o fato que a+ a′ ∈ K = Q (θ) , temos,
ψ2 (a) + ψ2 (a
′) = ϕ2 (a+ a′) ∈ [−2, 2] .
Portanto, ϕ2 (tr (Γ)) e´ limitado em C. Disso segue que a segunda condic¸a˜o do Teorema 3.3.6
tambe´m e´ satisfeita. Conclu´ımos que Γ e´ derivado de uma a´lgebra dos quate´rnios16 A sobre
K = Q (tr (T ) : T ∈ Γ) = Q (θ) e [K : Q] = 2n+2. ¥
Conclu´ımos que, para g = 5 · 2n, a rec´ıproca do Teorema 4.2.7 para os grupos Γ ' Γ4g e´
tambe´m va´lida. Observamos, tambe´m, que para os casos de g = m·2n, m = 1, 3 e 5, os grupos
Γ4g sa˜o derivados de a´lgebras de divisa˜o dos quate´rnios da forma A = (θ,−1)Q(θ), ou seja,
sa˜o a´lgebras similares17 com a = θ e b = −1, onde o valor de θ esta´ de acordo com o valor de
m (Teoremas 4.2.6, 4.3.3 e 4.4.3 ). Este fato sera´ comum para as a´lgebras consideradas neste
trabalho. Como veremos na Sec¸a˜o 5.7, isso de certo modo facilita o processo de rotulagem
dos sinais das constelac¸o˜es como em (5.55).
Para encerrar este cap´ıtulo, apresentaremos no Exemplo 4.4.4 os geradores do grupo
fuchsiano aritme´tico Γ ' Γ20, g = 5.
Exemplo 4.4.4 Sejam g = 5,
C =
(
e
ipi
20 0
0 e
−ipi
20
)
e A1 =
(
a b
b a
)
,
16A a´lgebra e´ A = (θ,−1)Q(θ).
17Similares, no sentido do valor de b ser sempre −1, onde estamos usando a mesma notac¸a˜o da Sec¸a˜o 3.1.
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com arg (a) = 4pi
10
, |a| = tan 9pi
20
, |b| =
((
tan 9pi
20
)2 − 1) 12 e arg (b) = −11pi
20
. Portanto,
C =
(
x+ yi 0
0 x− yi
)
com,
2x =
√
2 +
√
10+2
√
5
2
, 2y =
√
2−
√
10+2
√
5
2
.
Logo, considerando as igualdades em (4.7) e usando o fato que Gl = f
−1Alf , l = 1, . . . , 10,
obtemos os seguintes geradores do grupo fuchsiano aritme´tico Γ ' Γ20 :
G1 =
 x1−y1 4√10+2√58 z1−4 4√10+2√58
−z1−4 4
√
10+2
√
5
8
x1+y1
4
√
10+2
√
5
8
 = ϕ(x1
8
− y1
8
i+ z1
8
j − 1
2
k),
G2 =
 x1−w1 4√10+2√58 z1+t1 4√10+2√58
−z1+t1 4
√
10+2
√
5
8
x1+w1
4
√
10+2
√
5
8
 = ϕ(x1
8
− w1
8
i+ z1
8
j + t1
8
k),
G3 =
 x1+l1 4√10+2√58 z1+l1 4√10+2√58
−z1+l1 4
√
10+2
√
5
8
x1−l1 4
√
10+2
√
5
8
 = ϕ(x1
8
+ l1
8
i+ z1
8
j + l1
8
k),
G4 =
 x1+t1 4√10+2√58 z1−w1 4√10+2√58
−z1−w1 4
√
10+2
√
5
8
x1−t1 4
√
10+2
√
5
8
 = ϕ(x1
8
+ t1
8
i+ z1
8
j − w1
8
k),
G5 =
 x1−4 4√10+2√58 z1−y1 4√10+2√58
−z1−y1 4
√
10+2
√
5
8
x1+4
4
√
10+2
√
5
8
 = ϕ(x1
8
− 1
2
i+ z1
8
j − y1
8
k),
G6 =
 x1−y1 4√10+2√58 z1+4 4√10+2√58
−z1+4 4
√
10+2
√
5
8
x1+y1
4
√
10+2
√
5
8
 = ϕ(x1
8
− y1
8
i+ z1
8
j + 1
2
k),
G7 =
 x1−4 4√10+2√58 z1+y1 4√10+2√58
−z1+y1 4
√
10+2
√
5
8
x1+4
4
√
10+2
√
5
8
 = ϕ(x1
8
− 1
2
i+ z1
8
j + y1
8
k),
G8 =
 x1+t1 4√10+2√58 z1+w1 4√10+2√58
−z1+w1 4
√
10+2
√
5
8
x1−t1 4
√
10+2
√
5
8
 = ϕ(x1
8
+ t1
8
i+ z1
8
j + w1
8
k),
G9 =
 x1+l1 4√10+2√58 z1−l1 4√10+2√58
−z1−l1 4
√
10+2
√
5
8
x1−l1 4
√
10+2
√
5
8
 = ϕ(x1
8
+ l1
8
i+ z1
8
j − l1
8
k),
G10 =
 x1−w1 4√10+2√58 z1−t1 4√10+2√58
−z1−t1 4
√
10+2
√
5
8
x1+w1
4
√
10+2
√
5
8
 = ϕ(x1
8
− w1
8
i+ z1
8
j − t1
8
k),
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sendo
x1 = 8 + 2
√
10 + 2
√
5, y1 = 4 + 4
√
5 + (1 +
√
5)
√
10 + 2
√
5,
z1 = 10 + 6
√
5 + (2 + 2
√
5)
√
10 + 2
√
5, w1 = 4 + 2
√
10 + 2
√
5,
t1 = 6 + 2
√
5 + (1 +
√
5)
√
10 + 2
√
5, l1 = 6 + 2
√
5 + 2
√
10 + 2
√
5.
Portanto, a ordem associada ao grupo fuchsiano Γ20 e´
O =
(√
10 + 2
√
5,−1
)
R
,
onde R =
{
α
2m
: α ∈ Z[θ] e m ∈ N}, θ =√10 + 2√5 e{
1,
4
√
10 + 2
√
5, Im,
4
√
10 + 2
√
5 Im
}
e´ uma R-base de O, conforme o Teorema 4.4.2.
Cap´ıtulo 5
Identificac¸a˜o dos Grupos Γp em
Ordens dos Quate´rnios Provenientes
de Outras Tesselac¸o˜es
Em [5], as tesselac¸o˜es {4g, 4g} foram usadas com o objetivo de obter constelac¸o˜es de sinais
geometricamente uniformes relacionadas com grupos fuchsianos aritme´ticos, para os casos
particulares de g = 2, 3. No Cap´ıtulo 4, apresentamos os casos em que g = m ·2n, m = 1, 3, 5
e n ∈ N.
Nosso objetivo neste cap´ıtulo e´ considerar tesselac¸o˜es hiperbo´licas {p, q}, p 6= q, mais
densas do que as auto-duais {4g, 4g} e, portanto, reticulados mais densos, de modo a cons-
truir constelac¸o˜es de sinais geometricamente uniformes relacionadas com grupos fuchsianos
aritme´ticos. O problema que surge em decorreˆncia da mudanc¸a da tesselac¸a˜o {4g, 4g} para
uma tesselac¸a˜o {p, q}, e´ a dificuldade em determinar valores de p para os quais os grupos
Γp sejam aritme´ticos. Esse fato e´ evidenciado, por exemplo, quando buscamos a ordem dos
quate´rnios relacionada com o grupo Γ18 associado com a tesselac¸a˜o {12g− 6, 3}, para o caso
g = 2. Essa complexidade consiste na˜o apenas em determinar uma forma padra˜o para os
elementos do grupo Γp (desde que desejamos construir a´lgebra de divisa˜o dos quate´rnios A a
partir de Γp), bem como em determinar de modo expl´ıcito o corpo de nu´meros K e um anel
R ⊂ K tais que A = (a, b)K e O = (a, b)R.
Como mencionamos anteriormente, este cap´ıtulo tem como objetivo considerar grupos
discretos de isometrias obtidos a partir de outras tesselac¸o˜es hiperbo´licas. Portanto, e´ ne-
cessa´rio considerar alguns conceitos e resultados, de modo a estabelecer uma conexa˜o entre
tesselac¸a˜o hiperbo´lica e grupo fuchsiano. Por causa disso, dividimos este cap´ıtulo na seguinte
forma: na Sec¸a˜o 5.1 apresentamos exemplos de emparelhamentos de arestas de pol´ıgonos hi-
perbo´licos regulares Pp associados a`s famı´lias de tesselac¸o˜es hiperbo´licas que constru´ımos. Na
Sec¸a˜o 5.2 abordamos um me´todo de descrever os geradores de um grupo fuchsiano, usando
uma transformac¸a˜o hiperbo´lica fixa do grupo com uma transformac¸a˜o el´ıptica de ordem p,
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que mapeia as arestas de Pp. A Sec¸a˜o 5.3 segue em decorreˆncia da Sec¸a˜o 5.2, onde estabele-
cemos os geradores do grupo fuchsiano associado a` famı´lia de tesselac¸o˜es da forma {10λ, 2λ},
constru´ıda na Sec¸a˜o 5.1. Nela, apresentamos uma generalizac¸a˜o de identificac¸a˜o dos grupos
Γ10λ em ordens dos quate´rnios. Nas Sec¸o˜es 5.4 e 5.5, tambe´m apresentamos casos de iden-
tificac¸a˜o de grupos fuchsianos provenientes das tesselac¸o˜es {30, 3} e {60, 4} em ordens dos
quate´rnios, casos particulares das tesselac¸o˜es {12g − 6, 3} e {12g − 12, 4}, respectivamente.
Na Sec¸a˜o 5.6, fazemos uma ana´lise sucinta sobre as tesselac¸o˜es constru´ıdas na Sec¸a˜o 5.1.
Encerramos o cap´ıtulo com a Sec¸a˜o 5.7, onde exibimos exemplos de rotulamento de sinais de
uma Gp-o´rbita de 0, onde 0 e´ o baricentro do pol´ıgono P4g, para g = 2, 4.
5.1 Exemplos de Emparelhamentos
Como observamos na Subsec¸a˜o 2.2.4, uma superf´ıcie de Riemann pode ser obtida, por exem-
plo, considerando o espac¸o quociente D2/Γp, onde o grupo Γp age de maneira propriamente
descont´ınua sobre D2 (cf. Definic¸a˜o 2.2.15), ou seja, se, e somente se, Γp e´ um grupo fuchsiano
(Teorema 2.2.16) e, portanto, um grupo discreto de isometrias. Nesta sec¸a˜o, fornecemos as
condic¸o˜es necessa´rias para que, a partir de uma tesselac¸a˜o hiperbo´lica {p, q}, possamos obter
grupos fuchsianos Γp. Lembramos que, de um modo geral, este trabalho tem como objetivo
construir, a partir de um grupo fuchsiano aritme´tico, constelac¸a˜o de sinais geometricamente
uniforme, cujos sinais constituem uma Gp-o´rbita de 0 (baricentro de um pol´ıgono Pp). Por-
tanto, a condic¸a˜o do grupo Γp ser discreto e´ imprescind´ıvel no processo de construc¸a˜o dessas
constelac¸o˜es.
Com este objetivo, apresentamos famı´lias de tesselac¸o˜es hiperbo´licas {p, q}, de modo a
estudarmos a aritmeticidade dos grupos fuchsianos Γp por elas obtidos. Essas tesselac¸o˜es sur-
giram de um modo natural atrave´s de uma busca (quase que exaustiva) de um conjunto de
isometrias que identifiquem as arestas de um pol´ıgono hiperbo´lico regular Pp (domı´nio de Di-
richlet de Γp), obedecendo, e´ claro, condic¸o˜es pre´-estabelecidas (Teoremas 5.1.3 e 5.1.5). Por
isso, a presente sec¸a˜o tem tambe´m a finalidade de oferecer um texto sobre emparelhamentos
generalizados de arestas de pol´ıgonos regulares obtendo, como consequ¨eˆncia, superf´ıcies de
Riemann compactas e orienta´veis, localmente isome´tricas a H2/Γ ou D2/Γp, onde1 Γ ' Γp.
A busca dos grupos Γp e, portanto, das superf´ıcies D2/Γp, com o objetivo de construir
constelac¸o˜es de sinais hiperbo´licas provenientes de tesselac¸o˜es {p, q}, e´ equivalente, por exem-
plo, a` busca dos ideais primos p, convenientemente escolhidos, no anel de inteiros DK de um
corpo de nu´meros K, de modo a considerar as constelac¸o˜es de sinais euclidianas, provenientes
1Neste cap´ıtulo (exceto na Sec¸a˜o 5.7), Γ e Γp representara˜o grupos discretos de isometrias agindo em H2
e D2, respectivamente e Γ ' Γp. Ale´m disso, H2/Γ e D2/Γp representam topologicamente a mesma superf´ıcie
(g-toro).
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dos ane´is quocientes DK/p, os quais teˆm estruturas de corpos. Por exemplo, as constelac¸o˜es
de sinais constru´ıdas em [12]. Portanto, enquanto que na construc¸a˜o de constelac¸o˜es de sinais
no plano hiperbo´lico D2 consideramos superf´ıcies de Riemann, para as constelac¸o˜es de sinais
no plano euclidiano consideramos quocientes dotados de uma estrutura alge´brica, que pode
ser tanto a de grupo, (por exemplo, [8] e [31]), como a de ane´is (por exemplo, [17] e [35]).
Consideraremos emparelhamentos das arestas de pol´ıgonos hiperbo´licos regulares Pp de
p arestas que esta˜o associados a`s tesselac¸o˜es hiperbo´licas regulares do tipo {p, q}, p 6= q.
Isso significa que os aˆngulos internos nos respectivos ve´rtices do pol´ıgono Pp e´
2pi
q
. Nesta
direc¸a˜o, apresentamos emparelhamentos generalizados que esta˜o associados a`s tesselac¸o˜es:
{10λ, 2λ}, {12λ− 12, 4}, {12λ− 12, 4λ− 4}, {8λ+ 16, 8}, {10λ, 5}, {2λ2 + 6λ+ 4, 2λ+ 2} e
{λ2 + 3λ+ 2, λ+ 1}, onde λ ∈ N.
Seja Γp o grupo discreto obtido a partir do respectivo emparelhamento, conforme os
Teoremas 5.1.3 e 5.1.5. Para cada tesselac¸a˜o {p, q}, o pol´ıgono Pp constitui a fronteira do
domı´nio de Dirichlet Dz0(Γp) de Γp. Assim, chamamos tambe´m Pp de regia˜o fundamental.
Definic¸a˜o 5.1.1 Seja Γp um grupo discreto de isometrias, e sejam u e v pontos de D2.
Dizemos que u e v sa˜o congruentes se eles pertencem a` mesma Γp-o´rbita.
Observamos primeiramente que dois pontos em uma regia˜o fundamental Pp sa˜o congru-
entes se, e somente se, eles pertencem a` fronteira de Pp.
Ja´ vimos na Subsec¸a˜o 2.2.4 que a relac¸a˜o de congrueˆncia e´ uma relac¸a˜o de equivaleˆncia,
cujas Γ-o´rbitas constituem as classes de equivaleˆncia dos pontos de H2.
Definic¸a˜o 5.1.2 Consideremos v1, . . . , vp os p ve´rtices de Pp. Chamamos de ciclo a classe
de equivaleˆncia obtida a partir de cada um dos ve´rtices, ou seja, um ciclo e´ um conjunto da
forma
Ci = {T (vi) : vi e T (vi) sa˜o ve´rtices de Pp}.
Portanto, para quaisquer dois ciclos Ci e Cj, temos
1. Ci ∩ Cj = ∅ ou Ci = Cj;
2.
⋃
i
Ci = {v1, . . . , vp}.
Se um dos ve´rtices de Pp e´ fixo por um elemento el´ıptico T ∈ Γp, ou seja, se T (vi) = vi,
enta˜o todos os ve´rtices do ciclo Ci sa˜o fixos por elementos el´ıpticos
2 de Γp. Mais precisamente,
se T (vi) = vi e T e´ el´ıptico, enta˜o S(vi) = vj e´ ponto fixo do elemento el´ıptico STS
−1.
Portanto, os estabilizadores Gvi e Gvj de vi e vj, respectivamente, sa˜o conjugados, isto e´,
Gvi = SGvjS
−1 e, assim, teˆm a mesma ordem. Com isso, chegamos ao seguinte resultado:
2O ciclo Ci e´ chamado ciclo el´ıptico.
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Teorema 5.1.3 [13] Seja Pp um domı´nio de Dirichlet de Γp. Sejam v1, . . . , vt os ve´rtices de
um ciclo e θ1, . . . , θt os aˆngulos internos nos respectivos ve´rtices. Se m denota a ordem do
estabilizador em Γp de um dos ve´rtices do ciclo, enta˜o
θ1 + · · ·+ θt = 2pi
m
. (5.1)
Como uma consequ¨eˆncia do Teorema 5.1.3, temos que se um dos ve´rtices {v1, . . . , vt} de
um ciclo na˜o e´ ponto fixo, enta˜o Gvi = {Id}, de modo que m = 1, i = 1, . . . , t.
Observac¸a˜o 5.1.4 Como os grupos fuchsianos Γp que iremos considerar na˜o possuem ele-
mentos el´ıpticos, enta˜o a condic¸a˜o (5.1) resume-se ao caso m = 1 e, portanto, θ1+ · · ·+ θt =
2pi.
O pro´ximo teorema nos mostra como obter um conjunto de geradores de Γp.
Teorema 5.1.5 [13] Seja Dz(Γp) um domı´nio de Dirichlet de Γp. Considere o conjunto {Ti :
Ti ∈ Γp} de elementos de Γp que identificam arestas distintas de Dz(Γp). Enta˜o {Ti : Ti ∈ Γp}
e´ um conjunto de geradores de Γp.
Conclu´ımos dos Teoremas 5.1.3 e 5.1.5, que para obter um grupo discreto de isometrias
Γp, a partir de uma tesselac¸a˜o hiperbo´lica {p, q}, e´ necessa´rio considerar um conjunto de
emparelhamentos das arestas de Pp satisfazendo a condic¸a˜o (5.1)
3. Consequ¨entemente, e´
poss´ıvel obter o geˆnero g da superf´ıcie compacta resultante H2/Γ. O geˆnero g e´ obtido da
caracter´ıstica de Euler, isto e´, [13], χ(H2/Γ) = nu´mero de ve´rtices − nu´mero de arestas +
nu´mero de faces, ou seja,
χ(H2/Γ) =
p
q
− p
2
+ 1 = 2− 2g, (5.2)
para superf´ıcies compactas.
Para proposta do nosso trabalho, e´ imprescind´ıvel que o grupo Γp seja discreto, uma vez
que vamos considerar constelac¸o˜es de sinais que sa˜o Γp-o´rbita de 0, baricentro de Pp.
Se Γp na˜o possui elementos parabo´licos, enta˜o pelo Teorema 2.2.28, temos que D2/Γp e´
compacta. Assim, a assinatura do grupo Γp e´ (g,−), de modo que4
µ(Pp) = µ(D2/Γp) = 4pi(g − 1), (5.3)
pois estaremos supondo que as transformac¸o˜es em Γp − {Id} sa˜o hiperbo´licas, uma vez que
vamos considerar apenas quocientes compactos D2/Γp localmente isome´tricos a D2.
3Se a condic¸a˜o (5.1) na˜o for satisfeita, enta˜o na˜o podemos garantir que o grupo Γp seja discreto.
4A expressa˜o
r∑
k=1
(1 − 1mk ) do Teorema 2.2.29 e´ suprimida pelo fato do grupo Γp na˜o possuir elementos
el´ıpticos.
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Nesta direc¸a˜o, consideremos uma tesselac¸a˜o hiperbo´lica {p, q}, Pp o pol´ıgono fundamental
regular de p arestas associado a {p, q} e Γp o grupo fuchsiano obtido a partir de Pp. Sejam
λ ∈ N, λ ≥ 2 e p como func¸a˜o de λ, digamos p = f(λ) = aλ+ b, a, b ∈ N, a 6= 0. Queremos,
a partir de Γp, obter uma superf´ıcie compacta D2/Γp de geˆnero g. Primeiramente, devemos
ter5, [2],
4g ≤ p ≤ 12g − 6. (5.4)
De modo ana´logo, considerando a restric¸a˜o da relac¸a˜o de equivaleˆncia definida em (2.10)
sobre o conjunto das arestas de Pp,
{τ1, τ2, . . . , τp},
verificamos que cada classe de equivaleˆncia de arestas conte´m exatamente dois elementos.
Portanto, p deve necessariamente ser um nu´mero par. Logo, para uma aresta τi ∈ Pp, existe
uma u´nica aresta τj ∈ Pp e um u´nico elemento T ∈ Γp tal que
T (τi) = τj ⇔ T−1(τj) = τi,
ou seja, a classe de equivaleˆncia de τi e´ {τi, τj}. Nesse caso, dizemos que T relaciona o
par {τi, τj} ou que emparelha as arestas τi e τj. Dizemos tambe´m que as arestas τi e τj
sa˜o congruentes. Observamos ainda que se T relaciona o par {τi, τj}, enta˜o T−1 tambe´m o
relaciona. Usaremos os s´ımbolos
T (τi) = τj ⇔ τi → τj ⇔ {τi, τj}
para indicar que τi e τj pertencem a` mesma classe de equivaleˆncia. E para cada p,
I = {1, 2, . . . , p},
representa um conjunto de ı´ndices com p elementos. Por fim, a adic¸a˜o no ı´ndice da aresta
τk+l e´ realizada mo´dulo p.
Por outro lado, como cada ve´rtice de Pp e´ recoberto por q desses pol´ıgonos, temos, pelo
Teorema 5.1.3, que cada ciclo deve conter exatamente q ve´rtices6, de modo que q deve dividir
p. Essas sa˜o as condic¸o˜es que devemos usar para determinar os emparelhamentos das arestas
de Pp.
Como o processo de construc¸a˜o dos emparelhamentos generalizados que seguem sa˜o um
tanto quanto construtivos, fornecemos para cada um deles um exemplo a fim de tornar o
processo o mais claro poss´ıvel. Desse modo, repetic¸o˜es de expresso˜es nas pro´ximas subsec¸o˜es
sa˜o quase que inevita´veis7.
5O geˆnero g e´ obtido a partir de (5.2).
6O nu´mero de ve´rtices de um ciclo e´ chamado comprimento do ciclo.
7Por exemplo, progressa˜o aritme´tica, ou simplesmente PA, aparecera´ frequ¨entemente.
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5.1.1 Tesselac¸a˜o {10λ, 2λ}
Sejam Pp o pol´ıgono hiperbo´lico regular de p = 10λ arestas associado a` tesselac¸a˜o
8 {10λ, 2λ}
e λ ∈ {2k : k ∈ N} com k > 1. Consideremos
τ1, τ2, . . . , τ10λ e v1, v2, . . . , v10λ,
as arestas e os ve´rtices de Pp, respectivamente, dispostos em ordens c´ıclicas no sentido anti-
hora´rio. Para cada λ, sejam
I1,i = {(i− 1)λ+ i, . . . , i(λ+ 1)− 2}, i = 1, . . . , 4,
I1,5 = {4λ+ 4, . . . , 5λ− 1},
(5.5)
e
I∗1 = {λ+ 1, 2λ+ 2, 3λ+ 3, 5λ, 6λ+ 1, 7λ+ 2, 8λ+ 3, 10λ}, (5.6)
sendo I1,i, i = 1, 2, 3, 4, PA´s com λ − 1 termos e mesma raza˜o r = 1, enquanto que I1,5 e´
uma PA com λ − 4 termos e raza˜o r = 1. Para o caso λ = 4, vamos considerar I1,5 = ∅.
Fac¸amos enta˜o
I1 =
5⋃
i=1
I1,i. (5.7)
Sob essas condic¸o˜es, consideremos agora os emparelhamentos das arestas de Pp dados
por9
τi →

τ5λ+i, se i ∈ I1
τλ+i, se i ∈ I∗1
. (5.8)
Como p
q
= 5, temos um total de cinco ciclos, todos de comprimento 2λ que, por (5.8), sa˜o
especificados por
C1 = {v1, v2 . . . , vλ, v5λ+1, v5λ+2, . . . , v6λ},
C2 = {vλ+1, v2λ+2, . . . , v4λ+4, v5λ, v6λ+1, v7λ+2, . . . , v9λ+4,
v4λ+5, . . . , v5λ−1, v9λ+5, . . . , v10λ},
C3 = {vλ+2, vλ+3, . . . , v2λ+1, v6λ+2, v6λ+3, . . . , v7λ+1},
C4 = {v2λ+3, v2λ+4, . . . , v3λ+2, v7λ+3, v7λ+4, . . . , v8λ+2},
C5 = {v3λ+4, v3λ+5, . . . , v4λ+3, v8λ+4, v8λ+5, . . . , v9λ+3}.
O ciclo C1 e´ dividido em dois blocos. O primeiro bloco consiste dos primeiros λ ve´rtices,
comec¸ando no ve´rtice v1 e terminando no ve´rtice vλ; o segundo tambe´m conte´m λ ve´rtices,
8Isso significa que os aˆngulos internos nos respectivos ve´rtices do pol´ıgono Pp e´ 2piq =
pi
λ .
9Os ı´ndices em I1 indexara˜o os geradores de Γ10λ que identificam as arestas de P10λ diametralmente
opostas. Ja´ os ı´ndices em I∗1 indexara˜o os geradores que identificam as arestas que na˜o sa˜o diametralmente
opostas.
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que comec¸a no ve´rtice v5λ+1 e termina no ve´rtice v6λ. Os ciclos C3, C4 e C5 sa˜o organizados de
forma ana´loga a do ciclo C1. Ja´ o ciclo C2 e´ dividido em quatro blocos. O primeiro consiste
de cinco ve´rtices10, que comec¸a em vλ+1 e termina em v5λ, sendo que os ı´ndices dos quatro
primeiros ve´rtices obedecem uma PA de raza˜o r = λ+1. O segundo conte´m quatro ve´rtices,
cujos ı´ndices esta˜o em PA de raza˜o r = λ+1, que comec¸a em v6λ+1 e vai ate´ v9λ+4. O terceiro
conte´m λ − 5 ve´rtices, onde os seus ı´ndices obedecem uma PA de raza˜o r = 1, comec¸ando
em v4λ+5 e terminando em v5λ−1. Finalmente, o quarto bloco conte´m λ − 4 ve´rtices, onde
seus ı´ndices formam uma PA de raza˜o r = 1, sendo v9λ+5 e v10λ o primeiro e u´ltimo ve´rtices,
respectivamente.
Assim, pelo Teorema 5.1.3, H2/Γ e´ uma superf´ıcie Riemanniana compacta e orienta´vel,
cujo geˆnero, por (5.2), e´ g = 5λ−4
2
. Observamos que
4g ≤ p ≤ 12g − 6⇔ 10λ− 8 ≤ 10λ ≤ 30λ− 30, λ ≥ 2,
de acordo com (5.4).
Exemplo 5.1.6 Para λ = 6, ou seja, g = 13, temos a tesselac¸a˜o {60, 12}. Logo,
I1,1 = {1, 2, 3, 4, 5}, I1,2 = {8, 9, 10, 11, 12},
I1,3 = {15, 16, 17, 18, 19}, I1,4 = {22, 23, 24, 25, 26},
I1,5 = {28, 29}
e
I∗1 = {7, 14, 21, 30, 37, 44, 51, 60}.
Assim, se i ∈ I1 =
5⋃
i=1
I1,i, enta˜o os pares de arestas sa˜o
{τ1, τ31}, {τ2, τ32}, {τ3, τ33}, {τ4, τ34}, {τ5, τ35},
{τ8, τ38}, {τ9, τ39}, {τ10, τ40}, {τ11, τ41}, {τ12, τ42},
{τ15, τ45}, {τ16, τ46}, {τ17, τ47}, {τ18, τ48}, {τ19, τ49},
{τ22, τ52}, {τ23, τ53}, {τ24, τ54}, {τ25, τ55}, {τ26, τ56},
{τ28, τ58}, {τ29, τ59}.
Se i ∈ I∗1 , enta˜o
{τ6, τ60}, {τ7, τ13}, {τ14, τ20}, {τ21, τ27},
{τ30, τ36}, {τ37, τ43}, {τ44, τ50}, {τ51, τ57}.
Logo, obtemos os ciclos
C1 = {v1, v2, v3, v4, v5, v6, v31, v32, v33, v34, v35, v36},
C2 = {v7, v14, v21, v28, v29, v30, v37, v44, v51, v58, v59, v60},
C3 = {v8, v9, v10, v11, v12, v13, v30, v39, v40, v41, v42, v43},
C4 = {v15, v16, v17, v18, v19, v20, v45, v46, v47, v48, v49, v50},
C5 = {v22, v23, v24, v25, v26, v27, v52, v53, v54, v55, v56, v57}.
10Para λ = 4, ordenamos C2 na forma C2 = {v5, v10, v15, v20, v25, v30, v35, v40}.
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Figura 5.1: Tesselac¸a˜o {10λ, 2λ}, λ = 6
Na Figura 5.1, temos o pol´ıgono P60, associado a` tesselac¸a˜o {60, 12}, com os respectivos
emparelhamentos de suas arestas. Obtemos de P60 a superf´ıcie D2/Γ60 de geˆnero g = 13,
localmente isome´trica a D2.
5.1.2 Tesselac¸a˜o {12λ− 12, 4}
O emparelhamento a seguir e´ va´lido para todo λ tal que λ ∈ {2k : k ∈ N}. De modo ana´logo
ao caso anterior, seja Pp o pol´ıgono hiperbo´lico regular com p = 12λ − 12 arestas associado
a` tesselac¸a˜o11 {12λ− 12, 4}. Sejam
τ1, τ2, . . . , τ12λ−12 e v1, v2, . . . , v12λ−12,
as arestas e os ve´rtices de Pp dispostos em ordens c´ıclicas no sentido anti-hora´rio, respecti-
vamente. Consideremos tambe´m
I1 = {2, 4, . . . , 6λ− 6}
11Isso significa que os aˆngulos internos nos respectivos ve´rtices do pol´ıgono Pp e´ 2piq =
pi
2 .
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e
I2 = {1, 3, . . . , 3λ− 3, 6λ− 3, . . . , 9λ− 9},
onde I1 e´ uma PA com n = 3λ − 3 termos e raza˜o r = 2, e o conjunto I2 e´ constitu´ıdo
de duas PA´s12 de mesma raza˜o r = 2 com n = 3λ−2
2
e n = 3λ−4
2
termos, respectivamente.
Consideremos enta˜o os seguintes emparelhamentos
τi →

τ12λ−12−(i−2), se i ∈ I1
τ6λ−4−i, se i ∈ I2
. (5.9)
Neste caso, temos um total de 3λ − 3 ciclos, todos de comprimento q = 4. Usando (5.9)
obtemos13
C1 = {v1, v2, v6λ−5, v6λ−4},
C2 = {v3, v6λ−6, v6λ−3, v12λ−12},
C3 = {v4, v6λ−7, v6λ−2, v12λ−13},
...
C3λ−4 = {v3λ−3, v3λ, v9λ−9, v9λ−6},
C3λ−3 = {v3λ−2, v3λ−1, v9λ−8, v9λ−7}.
Portanto, pelo Teorema 5.1.3, segue que H2/Γ e´ uma superf´ıcie Riemanniana compacta e
orienta´vel de geˆnero g = 3λ−2
2
. Temos tambe´m,
4g ≤ p ≤ 12g − 6⇔ 6λ− 4 ≤ 12λ− 12 ≤ 18λ− 18, λ ≥ 2,
conforme (5.4).
Exemplo 5.1.7 Para λ = 4, ou seja, g = 5, obtemos a tesselac¸a˜o {36, 4}. Logo, se i ∈ I2,
{τ1, τ19}, {τ3, τ17}, {τ5, τ15}, {τ7, τ13}, {τ9, τ11},
{τ21, τ35}, {τ23, τ33}, {τ25, τ31}, {τ27, τ29},
e para i ∈ I1,
{τ2, τ36}, {τ4, τ34}, {τ6, τ32}, {τ8, τ30}, {τ10, τ28},
{τ12, τ26}, {τ14, τ24}, {τ16, τ22}, {τ18, τ20}.
12A primeira PA comec¸a em 1 termina em 3λ− 3. Ja´ 6λ− 3 e 9λ− 9 sa˜o o primeiro e o u´ltimo termos da
segunda PA, respectivamente.
13Quaisquer dois ciclos Ci e Cj , i, j 6= 1, j = i+1, obedecem a seguinte relac¸a˜o: se Ci = {vi+1, vl1 , vl2 , vl3},
enta˜o Cj = {vj+1, vl1−1, vl2+1, vl3−1}.
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Figura 5.2: Tesselac¸a˜o {12λ− 12, 4}, λ = 6
Disso segue que os ciclos sa˜o caracterizados por
C1 = {v1, v2, v19, v20}, C2 = {v3, v18, v21, v36},
C3 = {v4, v17, v22, v35}, C4 = {v5, v16, v23, v34},
C5 = {v6, v15, v24, v33}, C6 = {v7, v14, v25, v32},
C7 = {v8, v13, v26, v31}, C8 = {v9, v12, v27, v30},
C9 = {v10, v11, v28, v29}.
Na Figura 5.2, temos o pol´ıgono P60, associado a` tesselac¸a˜o {60, 4}, com os respecti-
vos emparelhamentos de suas arestas. Em decorreˆncia desses emparelhamentos, obtemos a
superf´ıcie D2/Γ60 de geˆnero g = 8, localmente isome´trica a D2.
5.1.3 Tesselac¸a˜o {12λ− 12, 4λ− 4}
Sejam
τ1, τ2, . . . , τ12λ−12 e v1, v2, . . . , v12λ−12,
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as arestas e os ve´rtices do pol´ıgono hiperbo´lico regular Pp com p = 12λ− 12 arestas associ-
ado a` tesselac¸a˜o14 {12λ − 12, 4λ − 4}, dispostos em ordens c´ıclicas no sentido anti-hora´rio,
respectivamente. O emparelhamento a seguir e´ va´lido para todo λ ı´mpar e λ > 1. Assim,
para cada λ = 2k + 1, k ∈ N, sejam15
I1 =
4⋃
i=1
I1,i
onde
I1,1 = {1, . . . , 2λ− 3}, I1,2 = {2λ− 1, . . . , 3λ− 4},
I1,3 = {3λ− 2, . . . , 5λ− 6}, I1,4 = {5λ− 4, . . . , 6λ− 7},
e
I∗1 = {2λ− 2, 3λ− 3, 6λ− 6, 9λ− 9}.
Considerando os emparelhamentos16
τi →

τ6λ−6+i, se i ∈ I1
τ2λ−2+i, se i ∈ I∗1
,
obtemos treˆs ciclos, cada um de comprimento 4λ− 4, dados por17
C1 = {v1, v2, . . . , v2λ−2, v6λ−5, v6λ−4, . . . , v8λ−8},
C2 = {v2λ−1, v2λ, . . . , v3λ−3, v5λ−4, v5λ−3, . . . , v6λ−6,
v8λ−7, v8λ−6, . . . , v9λ−9, v11λ−10, v11λ−9, . . . , v12λ−12},
C3 = {v3λ−2, v3λ−1, . . . , v5λ−5, v9λ−8, . . . , v11λ−11}.
Portanto, H2/Γ e´ uma superf´ıcie Riemanniana compacta e orienta´vel de geˆnero g = 3λ− 4.
Temos,
4g ≤ p ≤ 12g − 6⇔ 6λ− 4 ≤ 12λ− 12 ≤ 36λ− 54, λ ≥ 3,
de acordo com (5.4).
Exemplo 5.1.8 Para λ = 5, temos g = 11 e, consequ¨entemente, a tesselac¸a˜o e´ {48, 16}.
Desse modo,
I1 = {1, 2, 3, 4, 5, 6, 7} ∪ {9, 10, 11} ∪ {13, 14, 15, 16, 17, 18, 19} ∪ {21, 22, 22}
14Isso significa que os aˆngulos internos nos respectivos ve´rtices do pol´ıgono Pp e´ 2piq =
pi
2λ−2 .
15I1 e´ unia˜o de quatro PA´s, todas de raza˜o r = 1, sendo I1,i a i-e´sima PA de I1, i = 1, . . . , 4, com 2λ− 3,
λ − 2, 2λ − 3 e λ − 2 termos, respectivamente. Os ı´ndices em I1,i, i = 1, . . . , 4, indexara˜o os geradores de
Γ12λ−12 que identificam as arestas de P12λ−12 diametralmente opostas, enquanto os ı´ndices em I∗1 as que na˜o
sa˜o diametralmente opostas.
16Os ı´ndices em I1,i, i = 1, . . . , 4, indexara˜o os geradores de Γ12λ−12 que identificam as arestas de P12λ−12
diametralmente opostas. Ja´ os ı´ndices em I∗1 indexara˜o os geradores que identificam as arestas que na˜o sa˜o
diametralmente opostas.
17Esses ciclos sa˜o constru´ıdos de modo ana´logo aos ciclos da tesselac¸a˜o {10λ, 2λ}.
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e
I∗1 = {8, 12, 24, 36}.
Se i ∈ I1, temos os pares de arestas
{τ1, τ25}, {τ2, τ26}, {τ3, τ27}, {τ4, τ28}, {τ5, τ29}, {τ6, τ30}
{τ7, τ31}, {τ9, τ33}, {τ10, τ34}, {τ11, τ35}, {τ13, τ37}, {τ14, τ38},
{τ15, τ39}, {τ16, τ40}, {τ17, τ41}, {τ18, τ42}, {τ19, τ43}, {τ21, τ45},
{τ22, τ46}, {τ23, τ47},
e para i ∈ I∗1 ,
{τ8, τ48}, {τ12, τ20}, {τ24, τ32}, {τ36, τ44}.
Disso segue que os ciclos sa˜o caracterizados por
C1 = {v1, v2, v3, v4, v5, v6, v7, v8, v25, v26, v27, v28, v29, v30, v31, v32},
C2 = {v9, v10, v11, v12, v21, v22, v23, v24, v33, v34, v35, v36, v45, v46, v47, v48},
C3 = {v13, v14, v15, v16, v17, v18, v19, v20, v37, v38, v39, v40, v41, v42, v43, v44}.
5.1.4 Tesselac¸a˜o {8λ+ 16, 8}
Seja Pp o pol´ıgono hiperbo´lico regular com p = 8λ + 16 arestas associado a` tesselac¸a˜o
18
{8λ+ 16, 8}. Seja λ ∈ N tal que
2λ+ 3 ≡ (mod 4)⇔ λ ∈ {2k + 1 : k ∈ N}.
Analogamente,
τ1, τ2, . . . , τ8λ+16 e v1, v2, . . . , v8λ+16,
denotam as arestas e os ve´rtices de Pp dispostos em ordens c´ıclicas no sentido anti-hora´rio,
respectivamente. Para cada λ = 2k + 1, consideremos os conjuntos
I1 =
4⋃
i=1
I1,i
onde
I1,1 = {2, . . . , λ+ 1}, I1,2 = {2λ+ 6, . . . , 3λ+ 5},
I1,3 = {4λ+ 10, . . . , 5λ+ 9}, I1,4 = {6λ+ 14, . . . , 7λ+ 13},
e
I2 = {3, . . . , 2λ+ 3} ∪ {3λ+ 8, . . . , 4λ+ 7} ∪ {5λ+ 12, . . . , 6λ+ 11},
I3 = {1, λ+ 3, 2λ+ 5, 3λ+ 7}.
18Isso significa que os aˆngulos internos nos respectivos ve´rtices do pol´ıgono Pp e´ 2piq =
pi
4 .
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O conjunto I1 e´ a unia˜o de quatro PA´s
19, todas com n = λ+1
2
termos e raza˜o r = 2,
comec¸ando em 2, 2λ+ 6, 4λ+ 10 e 6λ+ 14, respectivamente. O conjunto I2 e´ unia˜o de treˆs
PA´s de mesma raza˜o r = 2, comec¸ando em 3, 3λ+8 e 5λ+12, respectivamente. A primeira
das treˆs PA´s conte´m λ+ 1 termos e as duas u´ltimas conteˆm λ+1
2
termos.
Agora, seja N = {2, . . . , 2λ} uma PA com λ+1
2
termos e raza˜o r = 4. Sob essas condic¸o˜es,
sejam20
τi →

τ2λ+4+(i−j), se i ∈ I1
τ8λ+16−(i−2), se i ∈ I2
τ4λ+8+i, se i ∈ I3
,
onde i e j ocupara˜o a n-e´sima posic¸a˜o21 tanto em I1,l como em N , respectivamente, com
l = 1, . . . , 4 e n = 1, . . . , λ+1
2
. Desse modo, obtemos os ciclos22,
C1 = {v1, v2, v2λ+5, v2λ+6, v4λ+9, v4λ+10, v6λ+13, v6λ+14},
C2 = {v3, v2λ+4, v2λ+7, v4λ+8, v4λ+11, v6λ+12, v6λ+15, v8λ+16},
C3 = {v4, v2λ+3, v2λ+8, v4λ+7, v4λ+12, v6λ+11, v6λ+16, v8λ+15},
...
Cλ+1 = {vλ+2, vλ+5, v3λ+6, v3λ+9, v5λ+10, v5λ+13, v7λ+14, v7λ+17},
Cλ+2 = {vλ+3, vλ+4, v3λ+7, v3λ+8, v5λ+11, v5λ+12, v7λ+15, v7λ+16},
e assim, H2/Γ e´ uma superf´ıcie Riemanniana compacta e orienta´vel de geˆnero g = 3λ+7
2
.
Observamos que
4g ≤ p ≤ 12g − 6⇔ 6λ+ 14 ≤ 8λ+ 16 ≤ 18λ+ 36, λ ≥ 1,
de acordo com (5.4).
Exemplo 5.1.9 Para λ = 5, temos g = 11 e a tesselac¸a˜o e´ {56, 8}. Desse modo,
I1,1 = {2, 4, 6}, I1,2 = {16, 18, 20}, I1,3 = {30, 32, 34}, I1,4 = {44, 46, 48},
I2 = {3, 5, 7, 9, 11, 13} ∪ {23, 25, 27} ∪ {37, 39, 41},
I3 = {1, 8, 15, 22},
N = {2, 6, 10}.
Se i ∈ I1, enta˜o
{τ2, τ14}, {τ4, τ12}, {τ6, τ10}, {τ16, τ28}, {τ18, τ26}, {τ20, τ24},
{τ30, τ42}, {τ32, τ40}, {τ34, τ38}, {τ44, τ56}, {τ46, τ54}, {τ48, τ52}.
19Sendo I1,i a i-e´sima PA de I1, i = 1, . . . , 4.
20Os ı´ndices em I1 e I2 indexara˜o os geradores de Γ8λ+16 que identificam as arestas de P8λ+16 que na˜o
sa˜o diametralmente opostas. Ja´ os ı´ndices em I3 indexara˜o os geradores que identificam as arestas que sa˜o
diametralmente opostas.
21Por exemplo, se i estiver na terceira posic¸a˜o de I1,2, o j tambe´m estara´ na terceira posic¸a˜o de N . Isso
sera´ feito ate´ que percorramos todos os ı´ndices de I1,2 e N .
22Esses ciclos sa˜o constru´ıdos de modo ana´logo aos ciclos da tesselac¸a˜o {12λ− 12, 4}.
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Se i ∈ I2, enta˜o
{τ3, τ55}, {τ5, τ53}, {τ7, τ51}, {τ9, τ21}, {τ11, τ19}, {τ13, τ17},
{τ23, τ35}, {τ25, τ33}, {τ27, τ31}, {τ37, τ49}, {τ39, τ47}, {τ41, τ45}.
Finalmente, para i ∈ I3,
{τ1, τ29}, {τ8, τ36}, {τ15, τ43}, {τ22, τ50}.
Disso segue que os ciclos sa˜o carcterizados por
C1 = {v1, v2, v15, v16, v29, v30, v43, v44},
C2 = {v3, v14, v17, v28, v31, v42, v45, v56},
C3 = {v4, v13, v18, v27, v32, v41, v46, v55},
C4 = {v5, v12, v19, v26, v33, v40, v47, v54},
C5 = {v6, v11, v20, v25, v34, v39, v48, v53},
C6 = {v7, v10, v21, v24, v35, v38, v49, v52},
C7 = {v8, v9, v22, v23, v36, v37, v50, v51}.
5.1.5 Tesselac¸a˜o {10λ, 5}
No que segue, λ ∈ N e´ tal que
10λ ≡ (λ+ 3)(mod 6)⇔ λ ∈ {2k + 1 : k ∈ N}.
Seja Pp o pol´ıgono hiperbo´lico regular com p = 10λ arestas associado a` tesselac¸a˜o
23 {10λ, 5}.
Sejam
τ1, τ2, . . . , τ10λ e v1, v2, . . . , v10λ,
as arestas e os ve´rtices de Pp dispostos em ordens c´ıclicas no sentido anti-hora´rio, respecti-
vamente. Por convenieˆncia, vamos supor que λ > 3. Para cada λ = 2k + 1, k ∈ N, vamos
considerar os conjuntos
Ij = {19j − 13, 19j − 7, 19j − 1}, j = 1, . . . , k − 1
e
Ik = {19k − 13, 19k − 7, 19k − 1, 19k + 5}.
Consideremos tambe´m
I∗1 =
k⋃
i=1
Ii,
23Isso significa que os aˆngulos internos nos respectivos ve´rtices do pol´ıgono Pp e´ 2piq =
2pi
5 .
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e
I∗2 = {1, 2, 7, 8, . . . , 19, 20, a1 + 2, a1 + 3, a1 + 8, a1 + 9, . . . , ak−1 + 2, ak−1 + 3, ak−1 + 8, ak−1 +
9, . . . , 10λ−(k+4), 10λ−(k+3)}, onde ai e´ o i-e´simo termo de N , sendo N = {24, . . . , 19k−
14} uma PA com24 k−1 elementos e raza˜o r = 19. O conjunto I∗2 e´ constitu´ıdo de 3λ+12 blocos,
cada um com 2 elementos ordenados em ordem crescente25 e e´ obtido ate´ que percorramos
todos os termos de N . Com essas considerac¸o˜es, sejam
τi →

τi+5, se i ∈ I∗1
τi+2, se i ∈ I∗2
,
para i = 5,
τ5 → τp,
e para i ∈ N , 
τ24 → τp−1
τ43 → τp−2
...
τ19k−14 → τp−k+1
.
Com esses emparelhamentos, obtemos os ciclos26
C1 = {v1, v2, v3, v4, v5},
C2 = {v7, v8, v9, v10, v11},
...
C3k−4 = {v18k−29, v18k−28, v18k−27, v18k−26, v18k−25},
C3k−3 = {v18k−23, v18k−22, v18k−21, v18k−20, v18k−19},
C3k−2 = {v18k−17, v18k−16, v18k−15, v18k−14, v18k−13},
C3k−1 = {v18k−10, v18k−9, v18k−8, v18k−7, v18k−6},
C3k = {v18k−4, v18k−3, v18k−2, v18k−1, v18k},
C3k+1 = {v18k+2, v18k+3, v18k+4, v18k+5, v18k+6},
C3k+2 = {v18k+8, v18k+9, v18k+10, v18k+11, v18k+12},
(5.10)
e27
C∗1 = {v6, v12, v18, v24, vp},
C∗2 = {v25, v31, v37, v43, vp−1},
...
C∗k−1 = {v19k−32, v19k−26, v19k−20, v19k−14, vp−(k−2)},
C∗k = {v19k−13, v19k−7, v19k−1, v19k+5, vp−(k−1)}.
24O valor de k e´ obtido de λ = 2k + 1.
25Sejam {l1, l2} e {l3, l4} quaisquer dois blocos em sequeˆncias de I∗2 , l2 = l1+1 e l4 = l3+1. Se l3 = ai+2,
enta˜o l3 = l1 +7. Se l3 6= ai +2, enta˜o l3 = l1 +6. Por exemplo, os pares de blocos {1, 2} e {7, 8}; {19, 20} e
{26, 27}.
26O conjunto {j : vj e´ o j-e´simo ve´rtice de Cl, l = 1, . . . , 3k − 2 } e´ uma PA de raza˜o r = 6. Ana´logo para
os quatro u´ltimos ciclos Cl, l = 3k − 1, . . . , 3k + 2. Por exemplo, para os primeiros ve´rtices dos ciclos Cl,
l = 1, . . . , 3k − 2, temos o conjunto {1, 7, . . . , 18k − 17}.
27O conjunto {j : vj e´ o j-e´simo ve´rtice de C∗l , l = 1, . . . , k} e´ uma PA de raza˜o r = 19, com excessa˜o dos
u´ltimos ve´rtices, que formam uma outra PA de raza˜o r = −1. Por exemplo, para os primeiros ve´rtices dos
ciclos C∗l , l = 1, . . . , k, temos o conjunto {6, 25, . . . , 19k − 13}.
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Consequ¨entemente, H2/Γ e´ uma superf´ıcie Riemanniana compacta e orienta´vel de geˆnero
g = 3λ+1
2
. Temos
4g ≤ p ≤ 12g − 6⇔ 6λ+ 2 ≤ 10λ ≤ 18λ, λ ≥ 5,
de acordo com (5.4).
Exemplo 5.1.10 Para λ = 5, temos g = 8 e a correspondente tesselac¸a˜o e´ {50, 5}. Como
5 = 2 · 2 + 1, temos que k = 2. Assim,
I1 = {6, 12, 18} e I2 = {25, 31, 37, 43}.
Logo,
I∗1 = {6, 12, 18, 25, 31, 37, 43}.
Por outro lado,
N = {24}.
Dessa forma, a1 = 24 e, consequ¨entemente,
28
I∗2 = {1, 2, 7, 8, 13, 14, 19, 20, 26, 27, 32, 33, 38, 39, 44, 45}.
Primeiramente, temos {τ5, τ50}. Agora, para i ∈ I∗1 ,
{τ6, τ11}, {τ12, τ17}, {τ18, τ23}, {τ25, τ30},
{τ31, τ36}, {τ37, τ42}, {τ43, τ48},
para i ∈ N , ou seja, i = 24, {τ24, τ49}. Finalmente, se i ∈ I∗2 , enta˜o
{τ1, τ3}, {τ2, τ4}, {τ7, τ9}, {τ8, τ10},
{τ13, τ15}, {τ14, τ16}, {τ19, τ21}, {τ20, τ22},
{τ26, τ28}, {τ27, τ29}, {τ32, τ34}, {τ33, τ35},
{τ38, τ40}, {τ39, τ41}, {τ44, τ46}, {τ45, τ47}.
Disso segue que os ciclos sa˜o caracterizados por
C1 = {v1, v2, v3, v4, v5},
C2 = {v7, v8, v9, v10, v11},
C3 = {v13, v14, v15, v16, v17},
C4 = {v19, v20, v21, v22, v23},
C5 = {v26, v27, v28, v29, v30},
C6 = {v32, v33, v34, v35, v36},
C7 = {v38, v39, v40, v41, v42},
C8 = {v44, v45, v46, v47, v48},
28Para λ = 7, temos que k = 3 e N = {24, 43}. Assim, a1 = 24 e a2 = 43. Logo,
I∗2 = {1, 2, 7, 8, 13, 14, 19, 20, 26, 27, 32, 33, 38, 39, 45, 46, 51, 52, 57, 58, 63, 64}.
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e
C∗1 = {v6, v12, v18, v24, v50},
C∗2 = {v25, v31, v37, v43, v49}.
5.1.6 Tesselac¸a˜o {p, q}
Agora, ao contra´rio dos exemplos anteriores, consideramos emparelhamentos para famı´lia de
tesselac¸a˜o {p, q}, p 6= q, onde p e´ uma func¸a˜o quadra´tica de λ, isto e´, p = aλ2 + bλ+ c, com
a, b, c ∈ N − {0}. Estes emparelhamentos sera˜o divididos em dois casos, como estabelecidos
nos Teoremas 5.1.11 e 5.1.13.
Teorema 5.1.11 Sejam {p, q} uma tesselac¸a˜o hiperbo´lica com pol´ıgono regular associado Pp
e Γp o grupo fuchsiano obtido de Pp. Se p = 2λ
2 + 6λ + 4 e29 q = 2λ + 2, sendo λ ∈ N um
nu´mero ı´mpar qualquer, enta˜o30
τi →

τα+i, se i ∈
λ+1⋃
i=1
I1,i
τi+λ+1, se i ∈ I∗1
, (5.11)
onde α = p
2
,
I1,i = {(i− 1)λ+ 2i− 1, . . . , i(λ+ 2)− 2}, i = 1, 2, . . . , λ+ 1,
e´ uma PA31 com λ termos e raza˜o r = 1, e
I∗1 = {λ+ 2, . . . , p},
e´ uma PA com 2λ + 2 termos e raza˜o r = λ + 2, fornecem emparelhamentos das arestas de
Pp, tais que H2/Γ resulta em uma superf´ıcie Riemanniana compacta e orienta´vel de geˆnero
g = (λ+1)
2
2
.
Demonstrac¸a˜o: Seja Pp o pol´ıgono regular de p arestas associado a` tesselac¸a˜o {p, q}, onde
τ1, τ2, . . . , τp e v1, v2, . . . , vp,
denotam as arestas e os ve´rtices de Pp dispostos em ordens c´ıclicas no sentido anti-hora´rio,
respectivamente. Suponhamos que p = 2λ2 + 6λ + 4 e q = 2λ + 2, onde λ ∈ N e´ um
29Isso significa que os aˆngulos internos nos respectivos ve´rtices do pol´ıgono Pp e´ 2piq =
pi
λ+1 .
30Os ı´ndices em I1,i, i = 1, 2, . . . , λ + 1, indexara˜o os geradores de Γp que identificam as arestas de Pp
diametralmente opostas. Ja´ os ı´ndices em I∗1 indexara˜o os geradores que identificam as arestas que na˜o sa˜o
diametralmente opostas.
31Para cada i ∈ {1, 2, . . . , λ+ 1}.
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nu´mero ı´mpar qualquer. Com os emparelhamentos em (5.11), obtemos λ+2 ciclos, todos de
comprimento 2λ+ 2, dados por32
C1 = {v1, v2, . . . , vλ+1, vα+1, vα+2, . . . , vα+λ+1},
C2 = {vλ+2, v2λ+4, v3λ+6, . . . , vp}, (5.12)
onde C1 e C2 sa˜o constru´ıdos da seguinte forma: C1 e´ dividido em dois blocos. O primeiro e´
constitu´ıdo dos λ+ 1 primeiros ve´rtices, enquanto que o segundo comec¸a em vα+1 e termina
em vα+λ+1. Ja´ os ı´ndices dos ve´rtices de C2 esta˜o em uma PA de raza˜o r = λ+2. Os λ ciclos
restantes sa˜o organizados como segue33
C3 = {vλ+3, vλ+4, . . . , v2λ+3, vα+λ+3, vα+λ+4 . . . , vα+2λ+3},
C4 = {v2λ+5, v2λ+6, . . . , v3λ+5, vα+2λ+5, vα+2λ+6, . . . , vα+3λ+5},
C5 = {v3λ+7, v3λ+8, . . . , v4λ+7, vα+3λ+7, vα+3λ+8, . . . , vα+4λ+7},
...
Cλ+2 = {vλ2+2λ+1, vλ2+2λ+2, . . . , vλ2+3λ+1, vα+λ2+2λ+1, vα+λ2+2λ+2, . . . , vα+λ2+3λ+1}.
(5.13)
Logo, pelo Teorema 5.1.3, H2/Γ e´ uma superf´ıcie Riemanniana compacta e orienta´vel de
geˆnero g = (λ+1)
2
2
. Temos
4g ≤ p ≤ 12g − 6⇔ 2λ2 + 4λ+ 2 ≤ 2λ2 + 6λ+ 4 ≤ 6λ2 + 12λ, λ ≥ 1,
de acordo com (5.4). ¥
Exemplo 5.1.12 Para λ = 3, temos que g = 8 e {2λ2+6λ+4, 2λ+2} = {40, 8}. Portanto,
p = 40 e α = p
2
= 20. Logo,
I1,1 = {1, 2, 3}, I1,2 = {6, 7, 8},
I1,3 = {11, 12, 13}, I1,4 = {16, 17, 18}
e
I∗1 = {5, 10, 15, 20, 25, 30, 35, 40}.
Se i ∈
4⋃
i=1
I1,i, enta˜o os pares de arestas sa˜o
{τ1, τ21}, {τ2, τ22}, {τ3, τ23}, {τ6, τ26}, {τ7, τ27}, {τ8, τ28}
{τ11, τ31}, {τ12, τ32}, {τ13, τ33}, {τ16, τ36}, {τ71, τ27}, {τ18, τ38}.
Por outro lado, se i ∈ I∗1 , enta˜o
{τ5, τ9}, {τ10, τ14}, {τ15, τ19}, {τ20, τ24},
{τ25, τ29}, {τ30, τ34}, {τ35, τ39}, {τ40, τ4}.
32O valor de α e´ obtido de α = p2 .
33Esses ciclos sa˜o constru´ıdos de modo ana´logo aos primeiros 3k−2 ciclos da tesselac¸a˜o {10λ, 5} em (5.10).
Neste caso, usamos r = λ+ 2. Cada um dos ciclos e´ dividido em dois blocos.
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Disso segue que os ciclos sa˜o caracterizados por
C1 = {v1, v2, v3, v4, v21, v22, v23, v24},
C2 = {v5, v10, v15, v20, v25, v30, v35, v40},
e
C3 = {v6, v7, v8, v9, v26, v27, v28, v29},
C4 = {v11, v12, v13, v14, v31, v32, v33, v34},
C5 = {v16, v17, v18, v19, v36, v37, v38, v39}.
Ana´logo ao Teorema 5.1.11, temos:
Teorema 5.1.13 Sejam {p, q} uma tesselac¸a˜o hiperbo´lica com pol´ıgono regular associado Pp
e Γp o grupo fuchsiano obtido de Pp. Se p = λ
2 + 3λ+ 2 e34 q = λ+ 1, sendo λ ∈ N tal que
λ ≡ 0(mod 4), enta˜o
τi →

τi+2, se i ∈
λ+1⋃
i=1
I1,i
τi+λ+1, se i ∈ I∗1
, (5.14)
sendo
I1,i =
{
(i− 1)λ+ 2i− 1, . . . , i(2λ+4)−(λ+4)
2
}
, i = 1, . . . , λ+ 1,
uma PA35 com λ
2
termos e raza˜o r = 1, e
I∗1 = {λ+ 2, . . . , p},
uma PA com λ + 1 termos e raza˜o r = λ + 2, fornecem emparelhamentos das arestas de
Pp, tais que H2/Γ resulta em uma superf´ıcie Riemanniana compacta e orienta´vel de geˆnero
g = λ(λ+1)
4
.
Demonstrac¸a˜o: Vamos assumir a mesma notac¸a˜o usada na demonstrac¸a˜o do Teorema
5.1.11. Usando os emparelhamentos de (5.14), obtemos λ + 2 ciclos, todos de comprimento
λ+ 1, dados por36
C1 = {v1, v2, . . . , vλ+1}
C2 = {vλ+2, v2λ+4, v3λ+6, . . . , vp},
e37
34Isso significa que os aˆngulos internos nos respectivos ve´rtices do pol´ıgono Pp e´ 2piλ+1 .
35Para cada i ∈ {1, . . . , λ+ 1}.
36C1 e C2 como em (5.12), com a ressalva do ciclo C1 conter apenas um bloco.
37Ana´logos aos ciclos em (5.13), com mesma raza˜o r = λ+ 2. Apenas esta˜o divididos em um bloco.
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C3 = {vλ+3, vλ+4, . . . , v2λ+3},
C4 = {v2λ+5, v2λ+6, . . . , v3λ+5},
C5 = {v3λ+7, v3λ+8, . . . , v4λ+7},
...
Cλ+2 = {vλ2+2λ+1, vλ2+2λ+2, . . . , vλ2+3λ+1}.
Conclu´ımos pelo Teorema 5.1.3 que H2/Γ e´ uma superf´ıcie Riemanniana compacta e ori-
enta´vel de geˆnero g = λ(λ+1)
4
. Observamos que
4g ≤ p ≤ 12g − 6⇔ λ2 + λ ≤ λ2 + 3λ+ 2 ≤ 3λ2 + 3λ− 6, λ ≥ 4,
de acordo com (5.4). ¥
Exemplo 5.1.14 Para λ = 4, temos que g = 5 e {λ2 + 3λ+ 2, λ+ 1} = {30, 5}. Portanto,
I1,1 = {1, 2}, I1,2 = {7, 8},
I1,3 = {13, 14}, I1,4 = {19, 20},
I1,5 = {25, 26},
e
I∗1 = {6, 12, 18, 24, 30}.
Se i ∈
4⋃
i=1
I1,i, enta˜o os pares de arestas sa˜o
{τ1, τ3}, {τ2, τ4}, {τ7, τ9}, {τ8, τ10}, {τ13, τ15}, {τ14, τ16}
{τ19, τ21}, {τ20, τ22} {τ25, τ27}, {τ26, τ28},
e para i ∈ I∗1 ,
{τ6, τ11}, {τ12, τ17}, {τ18, τ23}, {τ24, τ29}, {τ30, τ5}.
Disso segue que os ciclos sa˜o caracterizados por
C1 = {v1, v2, v3, v4, v5},
C2 = {v6, v12, v18, v24, v30}
e
C3 = {v7, v8, v9, v10, v11},
C4 = {v13, v14, v15, v16, v17},
C5 = {v19, v20, v21, v22, v23},
C6 = {v25, v26, v27, v28, v29}.
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5.2 Geradores do Grupo Γp
O objetivo desta sec¸a˜o e´ determinar as isometrias hiperbo´licas que emparelham as arestas
do pol´ıgono hiperbo´lico Pp. Pelo Teorema 5.1.5, essas isometrias geram o grupo fuchsiano
Γp associado a` tesselac¸a˜o {p, q}. Por convenieˆncia, o modelo de geometria hiperbo´lica usado
para determinar esses geradores sera´ o do disco de Poincare´, D2.
Seja Pp o pol´ıgono hiperbo´lico regular com p arestas associado a` {p, q}. Sem perda de
generalidade, podemos supor que Pp esteja centrado em 0, a origem de D2.
Consideremos
τ1, τ2, . . . , τp e v1, v2, . . . , vp,
as arestas e os ve´rtices de Pp dispostos em ordem c´ıclicas no sentido anti-hora´rio, respecti-
vamente. Ligando cada ve´rtice de Pp ao seu baricentro, obtemos p triaˆngulos hiperbo´licos.
Como {p, q} e´ regular, cada um desses triaˆngulos tem aˆngulo 2pi
p
no ve´rtice que e´ o baricentro
de Pp e aˆngulo
pi
q
nos outros dois ve´rtices. Portanto, pela fo´rmula de Gauss-Bonnet (Teorema
2.2.6), cada triaˆngulo tem a´rea igual a
pi(pq − 2q − 2p)
pq
.
Sejam T1 ∈ Γp uma isometria que emparelha a aresta τ1 em outra diametralmente oposta a
esta, isto e´, T1(τ1) = τ p
2
+1, A1 a matriz associada a T1 que, por (2.7), e´ da forma
A1 =
(
a b
b¯ a¯
)
, a, b ∈ C, |a|2 − |b|2 = 1,
e
A−11 =
(
a¯ −b
−b¯ a
)
.
A Figura 5.3 ilustra uma regia˜o fundamental Pp, cujo baricentro e´ o ponto 0 de D2, com
arestas τp, τ1 e τ2 correspondendo aos arcos EH˜, H˜H e HF , respectivamente. Ale´m disso,
R denota o raio do c´ırculo isome´trico I(T1) da isometria T1 e, portanto, dos outros c´ırculos
isome´trico das outras isometrias de emparelhamentos, e D e´ o centro de I(T1).
Como cada triaˆngulo hiperbo´lico tem aˆngulo de 2pi
p
no baricentro 0, segue que ϑ = pi
p
.
Sejam G o ponto de intersec¸a˜o da reta r com o segmento de reta OD e β˜ o aˆngulo no ponto
G. Como ϑ = pi
p
e ν = pi
q
, segue que β˜ = (p+q)pi
pq
. Por outro lado, usando simples relac¸o˜es
trigonome´tricas sobre os triaˆngulos OGH e DHN (DHN e´ iso´sceles) obtemos as seguintes
igualdades
ϑ = pi
p
, β˜ = (p+q)pi
pq
, β = 2pi
q
, γ = α = (q−2)pi
2q
, ν = pi
q
.
Fac¸amos agora x = DG (hipotenusa do triaˆngulo DGH), y = OG e z = GH. Do
triaˆngulo DGH, temos que
R = xsenβ˜ e z = x cos β˜. (5.15)
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Figura 5.3: Triaˆngulo sobre uma tesselac¸a˜o {p,q}
Por outro lado, como o triaˆngulo ODG˜ tambe´m e´ retaˆngulo, onde x + y e´ a hipotenusa de
ODG˜ e G˜ e´ o ponto de intersec¸a˜o do c´ırculo isome´trico I(T1) com o disco D2, temos que
(x+ y)2 = R2 + 1. (5.16)
Usando a lei dos senos no triaˆngulo OGH, obtemos a relac¸a˜o
z
senϑ
=
y
senν
. (5.17)
Substituindo o valor de z de (5.15) em (5.17), conclu´ımos que
y =
xsenpi
q
cos β˜
senpi
p
. (5.18)
Logo, de (5.16) e (5.18), obtemos
x2 =
1 +R2
s
, (5.19)
onde
s =
(
senpi
p
+ senpi
q
cos β˜
senpi
p
)2
.
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Sabemos por (5.15) que R2 = x2sen2β˜. Assim, substituindo o valor de x2 em (5.19), segue
que
R2 =
(
1 +R2
s
)
sen2β˜ ⇒ R2 = sen
2β˜
s− sen2β˜ ,
ou seja,
R2 =
2sen2 pi
p
cos 2pi
p
+ cos 2pi
q
⇒ R =
√
2sen2 pi
p
cos 2pi
p
+ cos 2pi
q
. (5.20)
Portanto,
(x+ y)2 = R2 + 1⇒ (x+ y)2 = 1 + cos
2pi
q
cos 2pi
p
+ cos 2pi
q
,
isto e´,
OD =
√√√√ 1 + cos 2piq
cos 2pi
p
+ cos 2pi
q
. (5.21)
Consequ¨entemente, o centro do c´ırculo isome´trico de T1, I(T1), e´ dado por
e
ipi
p ·
√√√√ 1 + cos 2piq
cos 2pi
p
+ cos 2pi
q
. (5.22)
De forma ana´loga, verificamos que os centros dos c´ırculos isome´tricos das outras isometrias
de emparelhamentos das arestas sa˜o
e
i(1+2k)pi
p ·
√√√√ 1 + cos 2piq
cos 2pi
p
+ cos 2pi
q
, k = 1, . . . , p− 1. (5.23)
Observamos que as arestas de Pp esta˜o contidas nos c´ırculos isome´tricos (c´ırculos euclidianos)
de centro C e raio R, onde C e´ dado por (5.23) e R como em (5.20).
Nosso objetivo e´ determinar os valores de a e b da matriz A1. Como o centro do c´ırculo
isome´trico de T1 e´
−a¯
b¯
, obtemos de (5.22) que
−a¯
b¯
= e
ipi
p ·
√
2sen2 pi
p
cos 2pi
p
+ cos 2pi
q
. (5.24)
Analogamente, o raio R de I(T1) e´
1
|b| . Portanto, de (5.20), temos que
1
|b| =
√
2sen2 pi
p
cos 2pi
p
+ cos 2pi
q
. (5.25)
Por outro lado, o centro do c´ırculo isome´trico de T−11 e´
a
b¯
. Assim, de (5.23), temos que
a
b¯
= e
i(1+p)pi
p ·
√
2sen2 pi
p
cos 2pi
p
+ cos 2pi
q
. (5.26)
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De (5.24) e (5.26), conclu´ımos que
a = −a¯ · e ipip (1+p)e−ipip = −a¯ · eipi = a¯.
Disso segue que38
a2 = a · a¯ = |a|2 = (1 + |b|2) .
Usando (5.25), obtemos
a2 =
(
1 +
cos 2pi
p
+ cos 2pi
q
2sen2 pi
p
)
=
2 cos2 pi
q
2sen2 pi
p
.
Logo,
a =
cos pi
q
senpi
p
. (5.27)
Desse modo,
b¯ =
√
2 cos 2pi
p
+ 2 cos 2pi
q
2senpi
p
· e−i( p+1p )pi.
Portanto, a matriz A1 associada a` transformac¸a˜o T1 e´
A1 =

2 cos
pi
q
2sen
pi
p
r
2 cos
2pi
p
+2 cos
2pi
q
·ei(
p+1
p )pi
2sen
pi
pr
2 cos
2pi
p
+2 cos
2pi
q
·e−i(
p+1
p )pi
2sen
pi
p
2 cos
pi
q
2sen
pi
p
 . (5.28)
Fazendo uso de um conjunto de emparalhamentos das arestas de Pp, podemos, a partir de
T1, determinar as outras isometrias de emparelhamentos e expressa´-las na forma TCriT1TC−ri
ou por expresso˜es como TCriT1TC−rj , sendo TC a transformac¸a˜o el´ıptica de ordem p, isto e´,
C =
(
e
ipi
p 0
0 e
−ipi
p
)
.
Na Sec¸a˜o 5.3 vamos explicitar este processo, e com isso estabelecer os geradores dos grupos
Γ10λ associados a` famı´lia {10λ, 2λ}.
5.3 O Grupo Γ10λ
Vimos na Subsec¸a˜o 5.1.1 que
τi →

τ5λ+i, se i ∈ I1
τλ+i, se i ∈ I∗1
, (5.29)
38Lembramos que |a|2 − |b|2 = 1.
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onde
I1 =
5⋃
i=1
I1,i,
fornecem os emparelhamentos para as arestas de Pp, τ1, τ2, . . . , τp, tais que D2/Γp seja uma
superf´ıcie compacta e orienta´vel, p = 10λ, onde I1,i denota as progresso˜es aritme´ticas em
(5.5) e I∗1 como em (5.6). A fim de determinarmos os geradores de Γ10λ, faremos uso das
progresso˜es aritme´ticas:
I2,i = {(i− 1)λ− (i− 2), . . . , i(λ− 1)}, i = 1, . . . , 5,
sendo I2,i, i = 1, . . . , 4, PA´s com λ − 1 termos e raza˜o r = 1, e I2,5 uma PA com λ − 4
elementos e raza˜o r = 1. Sejam Tk as isometrias que emparelham as arestas de P10λ da forma
Tl(τj) = τj+5λ,
onde l e j sa˜o os n-e´simos termos das progresso˜es I2,i e I1,i, respectivamente, i = 1, . . . , 5.
Consideremos, agora, os conjuntos ordenados em ordem crescente
I3 = {λ+ 1, 2λ+ 2},
I∗3 = {1, 2},
I4 = {3λ+ 3, 5λ, 6λ+ 1, 7λ+ 2, 8λ+ 3, 10λ},
I∗4 = {3, 4, 5, 6, 7, 8},
e sejam Sk as isometrias que emparelham as arestas de P10λ da forma
Sl(τj) = τj+λ,
onde l e j sa˜o os n-e´simos elementos de I∗i e Ii, respectivamente
39, i = 3, 4.
Sejam C a matriz correspondente ao elemento el´ıptico de ordem 10λ, TC ,
C =
(
e
ipi
10λ 0
0 e
−ipi
10λ
)
e A1 a matriz hiperbo´lica correspondente a` transformac¸a˜o
T1(z) =
az + b
bz + a
.
Fixando T1(τ1) = τ5·λ+1, temos que para p = 10λ e q = 2λ, a matriz A1 em (5.28) assume a
forma
A1 =
 2 cos
pi
2λ
2sen pi
10λ
q
2(cos pi5λ+cos
pi
λ)·e
i( 10λ+110λ )pi
2sen pi
10λq
2(cos pi5λ+cos
pi
λ)·e
−i( 10λ+110λ )pi
2sen pi
10λ
2 cos pi
2λ
2sen pi
10λ
 . (5.30)
39Se l for o primeiro elemento de I∗i , enta˜o j tambe´m sera´ o primeiro elemento de Ii.
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As transformac¸o˜es Ti, i = 1, . . . , 5λ − 8, sa˜o obtidas atrave´s de conjugac¸o˜es de T1 por meio
da transformac¸a˜o el´ıptica TC . De fato, usando (5.29) obtemos
Ti = TC(k+i)T1TC−(k+i) , (5.31)
onde
k =

−1 se i ∈ I2,1
1 se i ∈ I2,2
3 se i ∈ I2,3
5 se i ∈ I2,4
6 se i ∈ I2,5
.
As isometrias Si, i = 1, . . . , 8, sa˜o dados por
S1 = TC−(4λ+1)T1TC ,
S2 = TC−3λT1TC−λ ,
S3 = TC−(2λ−1)T1TC−(2λ+1) ,
S4 = TC−(λ−2)T1TC−(3λ+2) ,
S5 = TC(λ−1)T1TC(5λ+1) ,
S6 = TC2λT1TC4λ ,
S7 = TC(3λ+1)T1TC(3λ−1) ,
S8 = TC(4λ+2)T1TC(2λ−2) .
(5.32)
Sejam Ai e Bj as matrizes correspondentes a`s transformac¸o˜es Ti e Sj, respectivamente,
i = 1, . . . , 5λ− 8 e j = 1, . . . , 8, ou seja,
Ai = C
(k+i)A1C
−(k+i)
e
Bj = C
rmA1C
rs .
Portanto,
tr(Ai) = tr(A1) =
2 cos pi
2λ
sen pi
10λ
, i = 1, . . . , 5λ− 8. (5.33)
Por outro lado, verificamos que
Tr(Bj) = a ·
(
x4λ + y4λ
)
, j = 1, . . . , 4 (5.34)
e
Tr(Bj) = a ·
(
x6λ + y6λ
)
, j = 5, . . . , 8, (5.35)
onde a =
cos pi
2λ
sen pi
10λ
, x = e
ipi
10λ e y = x¯ (o conjugado de x). Disso segue que
Tr(Bj) = a · 2 cos 2pi
5
= a ·
(
−1 +√5
2
)
, j = 1, . . . , 4 (5.36)
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e
Tr(Bj) = a · 2 cos 3pi
5
= a ·
(
1−√5
2
)
, j = 5, . . . , 8. (5.37)
Consideremos o grupo Γ = f−1Γ10λf , sendo f como em (2.3). Portanto, Γ ' Γ10λ, onde
Gi = f
−1Aif e Gj = f−1Bjf, (5.38)
sa˜o geradores de Γ.
Nosso objetivo e´ estudar os grupos Γ10λ para os valores de λ = 2
n, n ∈ N. Como veremos
nos Teoremas 5.3.2 e 5.3.1, o estudo desses grupos tanto no sentido aritme´tico, como no
sentido de identificac¸a˜o de Γ10λ em ordens dos quate´rnios e´, de fato, a conexa˜o dos grupos
Γ4g para os casos g = 2
n e g = 5 · 2n.
Fazendo uso da expressa˜o da matriz A1 em (5.30) para λ = 2
n, n ∈ N qualquer, e usando
as igualdades em (5.31) e (5.32), podemos expressar os geradores Gl em (5.38) como
Gl =
1
2s
(
xl + yl
√
θ1 + θ2 zl + wl
√
θ1 + θ2
−zl + wl
√
θ1 + θ2 xl − yl
√
θ1 + θ2
)
, l = 1, . . . , 5λ, (5.39)
onde s ∈ N e xl, yl, zl, wl ∈ Z[θ1 + θ2], sendo
θ1 =
√
2 +
√
2 + · · ·+
√
2 +
√
2 (5.40)
com n− 1 radicais, e
θ2 =
√√√√
2 +
√
2 + · · ·+
√
2 +
√
10+2
√
5
2
(5.41)
com n+ 1 radicais.
Dessa forma, apresentamos o Teorema 5.3.1 que e´ uma conexa˜o dos resultados obtidos
nos Teoremas 4.2.5 e 4.4.2.
Teorema 5.3.1 Para cada λ = 2n com n > 0, ou seja, para cada geˆnero g = 5 · 2n−1 − 2
de D2/Γ10λ, os elementos do grupo fuchsiano Γ ' Γ10λ sa˜o identificados, via isomorfismo40,
com elementos do grupo dos invert´ıveis O1 da ordem O = (θ1 + θ2,−1)R,
R =
{ α
2m
: α ∈ Z[θ1 + θ2] e m ∈ N
}
, (5.42)
sendo θ1 e θ2 como em (5.40) e (5.41). Consequ¨entemente,
{1,
√
θ1 + θ2, Im,
√
θ1 + θ2 Im}
e´ uma R-base para o reticulado O, sendo Im a unidade imagina´ria.
40Esse isomorfismo, digamos ϕ, e´ tal que Γ10λ ' Γ < Γ(A,O) = ϕ(O
1)
{±I2} , onde O ⊂ A.
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Demonstrac¸a˜o: Sejam as matrizes M0, M1, M2 e M3 em M(2,Q(
√
θ1 + θ2)), dadas por
M0 =
(
1 0
0 1
)
, M1 =
( √
θ1 + θ2 0
0 −√θ1 + θ2
)
,
M2 =
(
0 1
−1 0
)
, M3 =
(
0
√
θ1 + θ2√
θ1 + θ2 0
)
.
Se T ∈ Γ10λ, enta˜o pela Proposic¸a˜o 4.2.3 e por (5.39),
T =
1
2m
(
xl + yl
√
θ1 + θ2 zl + wl
√
θ1 + θ2
−zl + wl
√
θ1 + θ2 xl − yl
√
θ1 + θ2
)
, (5.43)
onde m ∈ N e xl, yl, zl, wl ∈ Z[θ1 + θ2]. Portanto41,
ϕ
( xl
2m
+
yl
2m
i+
zl
2m
j +
wl
2m
k
)
= T,
onde i2 = θ1+ θ2, j
2 = −1, k = ij e ϕ : A → ϕ(A) e´ o isomorfismo definido de modo ana´logo
a`quele em (4.12), ϕ(A) ⊂ M(2, K(√θ1 + θ2)) com A = (θ1 + θ2,−1)K e K = Q(θ1 + θ2).
Claramente, {1,√θ1 + θ2, Im,
√
θ1 + θ2 Im} e´ uma R-base de O. ¥
Encerramos os resultados desta sec¸a˜o com o Teorema 5.3.2 que e´ uma conexa˜o dos resul-
tados obtidos nos Teoremas 4.2.6 e 4.4.3.
Teorema 5.3.2 Para cada λ = 2n com n > 0, ou seja, para cada geˆnero g = 5 · 2n−1 − 2 de
D2/Γ10λ, o grupo fuchsiano Γ ' Γ10λ, associado a` tesselac¸a˜o {10λ, 2λ}, e´ derivado de uma
a´lgebra de divisa˜o dos quate´rnios A = (θ1+θ2,−1)K sobre o corpo de nu´meros K = Q(θ1+θ2),
[K : Q] = 2n+1, sendo θ1 e θ2 como em (5.40) e (5.41).
Demonstrac¸a˜o: Inicialmente, vamos estudar o trac¸o do grupo Γ ' Γ10λ. Seja T ∈ Γ como
em (5.43). Pelo Teorema 5.3.1, existe x = xl
2m
+ yl
2m
i+ zl
2m
j + wl
2m
k ∈ O1 ⊂ O = (θ1 + θ2,−1)R
tal que ϕ(x) = T . Logo, tr(T ) = tr(ϕ(x)) = Trd(x) = 2xl
2m
∈ R. Portanto, tr(Γ) ⊂ R. Por
outro lado, como K = Q (tr (T ) : T ∈ Γ) = Q(θ1+θ2), segue a primeira condic¸a˜o do Teorema
3.3.6.
Consideremos agora o monomorfismo ϕ2 : Q(θ1 + θ2) → R definido por42 ϕ2(θ1 + θ2) =
− (θ1 + θ2), e o isomorfismo43 ψ2 : L → C dado por ψ2(
√
θ1 + θ2) = i
√
θ1 + θ2, constru´ıdo
a partir de ϕ2, onde L = K(
√
θ1 + θ2). Seja A [Γ] a a´lgebra dos quate´rnios sobre K =
Q (θ1 + θ2), isto e´,
A [Γ] =
{
d∑
i=1
aiTi : ai ∈ K, Ti ∈ Γ
}
.
41Observe que x = xl2m +
yl
2m i+
zl
2m j +
wl
2m k ∈ O1 ⊂ O = (θ1 + θ2,−1)R.
42As poteˆncias em x do polinoˆmio minimal p(x) de θ1 + θ2 sa˜o todas pares. Dessa forma, −(θ1 + θ2)
tambe´m e´ raiz de p(x).
43Este isomorfismo e´ constru´ıdo de modo ana´logo a`quele em (4.14).
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As expresso˜es dos geradores Gl em (5.39) nos permitem concluir que
A [Γ] =
{(
a1 b1
−b′1 a′1
)
: a1, b1 ∈ L
}
,
onde a′1 e b
′
1 sa˜o os conjugados de a1 e b1 em L, respectivamente. Sendo
Ψ : A [Γ]→M(2,C),
o mergulho dado por
Ψ (α) =
(
ψ2 (a1) ψ2 (b1)
ψ2 (−b′1) ψ2 (a′1)
)
,
enta˜o,
Aψ2 = Ψ(A [Γ]) =
{(
a b
−b¯ a¯
)
: a, b ∈ ψ2 (L)
}
.
Mas de (3.20), segue que Aϕ2 ⊗ R ' H, [22]. Assim, usando o Exemplo 3.1.3, temos, para
qualquer T ∈ Γ, com tr (T ) = a+ a′, que
ψ2 (a) + ψ2 (a
′) = ψ2 (a+ a′) = ϕ2 (a+ a′) ∈ [−2, 2] .
Portanto, ϕ2 (tr (Γ)) e´ limitado em C. Assim, do Teorema 3.3.6, conclu´ımos que Γ e´ derivado
de uma a´lgebra de divisa˜o dos quate´rnios A = (θ1 + θ2,−1)K sobre K = Q (θ1 + θ2) e
[K : Q] = 2n+1. ¥
No pro´ximo exemplo, vamos exibir os geradores G1 dos grupos fuchsianos aritme´ticos
Γ ' Γ10λ para os casos λ = 2, 4. Para tanto, faremos uso das igualdades em (5.39), (5.40) e
(5.41).
Exemplo 5.3.3 Seja Γ10λ o grupo fuchsiano aritme´tico associado a` tesselac¸a˜o {10λ, 2λ}.
1. Para λ = 2, o gerador G1 do grupo Γ20 e´ dado por
G1 =
 x1+y1 4√10+2√58 w1 4√10+2√58
w1
4
√
10+2
√
5
8
x1−y1 4
√
10+2
√
5
8
 ,
onde
x1 = 12 + 4
√
5 + 4
√
10 + 2
√
5, y1 = −2
√
2,
w1 = −2
√
2− 2
√
10− (1 +
√
5)
√√
5 + 5.
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2. Para λ = 4, o gerador G1 do grupo Γ40 e´ dado por
G1 =

x1−4
s
√
2+
r
2+
√
10+2
√
5
2
8
w1
s
√
2+
r
2+
√
10+2
√
5
2
8
w1
s
√
2+
r
2+
√
10+2
√
5
2
8
x1+4
s
√
2+
r
2+
√
10+2
√
5
2
8
 ,
onde
x1 = 12 + 10
√
2 + 4
√
5 + 2
√
10 + (6 + 2
√
2 + 2
√
5 + 2
√
10)
√
5 +
√
5,
w1 = −4− 6
√
2− 4
√
5− 2
√
10−
(
4 +
√
2 +
√
10
)√
5 +
√
5.
Nas Sec¸o˜es 5.4 e 5.5 consideramos as tesselac¸o˜es {12g − 6, 3} e {12λ− 12, 4}, onde iden-
tificamos os grupos Γ30 e Γ60 em ordens dos quate´rnios para os casos em que g = 3 e λ = 6,
respectivamente.
5.4 Identificac¸a˜o de Γ30 em Ordem dos Quate´rnios
Em [11] foi estabelecido um conjunto de emparelhamentos das arestas do pol´ıgono hiperbo´lico
regular P12g−6 associado a` tesselac¸a˜o {12g − 6, 3}, de modo que D2/Γ12g−6 e´ uma superf´ıcie
compacta e orienta´vel de geˆnero g. Essa tesselac¸a˜o e´ a mais densa dentre todas as tesselac¸o˜es,
cuja densidade de empacotamento ma´xima, 3
pi
, e´ alcanc¸ada quando g →∞. Entretanto, um
valor bastante pro´ximo de 3
pi
e´ atingido para pequenos valores de g, (cf. Tabela 5.9). Por
exemplo, para g = 3, {12g − 6, 3} = {30, 3} tem densidade de empacotamento 0.94585 ≈ 3
pi
.
Portanto, este sera´ o caso que iremos considerar.
Teorema 5.4.1 [11] Seja P12g−6 um pol´ıgono hiperbo´lico regular de 12g−6 arestas associado
a` tesselac¸a˜o {12g − 6, 3}. Enta˜o os geradores do grupo fuchsiano Γ12g−6, obtidos de P12g−6,
sa˜o dados por
Tk+1 = TC5k+1T1TC−(5k+1) e Sk+1 = TC5kT1TC−5k , k = {1, . . . , g − 1},
sendo S1 = TCT1TC−1 e
C =
(
e
ipi
12g−6 0
0 e
−ipi
12g−6
)
(5.44)
a matriz el´ıptica de ordem 12g − 6, e T1 ∈ Γ12g−6 e´ tal que T1(τ1) = τ6g−2.
Para g = 3, a matriz A1 em (5.28) associada a T1 assume a forma
A1 =

2 cos
pi
3
2sen
pi
30
r
2 cos
pi
15
+2 cos
2pi
3
·ei(
31
30)pi
2sen
pi
30r
2 cos
pi
15
+2 cos
2pi
3
·e−i(
31
30)pi
2sen
pi
30
2 cos
pi
3
2sen
pi
30
 . (5.45)
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Temos tambe´m
C =
(
e
ipi
30 0
0 e
−ipi
30
)
. (5.46)
Sejam Ai e Bi, i = 1, 2, 3, as matrizes correspondentes a`s transformac¸o˜es Ti e Si, respectiva-
mente. Consideremos tambe´m
Gl = f
−1Alf para l = 1, 2, 3
e
G4 = f
−1B1f, G5 = f−1B2f, G6 = f−1B3f,
os geradores de Γ ' Γ30, sendo f como em (2.3). Usando as matrizes A1 em (5.45) e C em
(5.46) e considerando que
4 cos
pi
15
=
√
9 +
√
5 +
√
30− 6
√
5
obtemos os geradores de Γ ' Γ30, dados por44
G1 =
(
x1−2
√−4+2θ
8
−w1
√−4+2θ
8
−w1
√−4+2θ
8
x1+2
√−4+2θ
8
)
= ϕ(x1
8
− 1
4
i− w1
8
k),
G2 =
(
2x1−y2
√−4+2θ
16
−w2
√−4+2θ
16
−w2
√−4+2θ
16
2x1+y2
√−4+2θ
16
)
= ϕ(x1
8
− y2
16
i− w2
16
k),
G3 =
(
4x1−y3
√−4+2θ
32
w3
√−4+2θ
96
w3
√−4+2θ
96
4x1+y3
√−4+2θ
32
)
= ϕ(x1
8
− y3
32
i+ w3
96
k),
G4 =
(
4x1−y4
√−4+2θ
32
−w4
√−4+2θ
32
−w4
√−4+2θ
32
4x1+y4
√−4+2θ
32
)
= ϕ(x1
16
− y4
32
i− w4
32
k),
G5 =
(
2x1−y5
√−4+2θ
16
−w5
√−4+2θ
16
−w5
√−4+2θ
16
2x1+y5
√−4+2θ
16
)
= ϕ(x1
8
− y5
16
i− w5
16
k),
G6 =
(
2x1−y6
√−4+2θ
16
w6
√−4+2θ
16
w6
√−4+2θ
16
2x1+y6
√−4+2θ
16
)
= ϕ(x1
8
− y6
16
i+ w6
16
k),
onde
i2 = −4 + 2θ, j2 = −1, k = ij,
44O isomorfismo ϕ : A → ϕ(A) e´ definido de forma ana´loga ao de (3.4). Neste caso, ϕ(A) ⊂
M(2,K(
√−4 + 2θ)) com A = (−4 + 2θ,−1)K , onde K = Q(θ1), θ =
√
9 +
√
5 +
√
30− 6√5 e θ1 =
√
3+ θ.
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x1 = 8 + 4
√
5 + (3 +
√
5)θ˜, w1 = 3
√
3 +
√
15 + (2 +
√
5)
√
10− 2
√
5,
y2 = 9 + 5
√
5 + (2 +
√
5)θ˜, w2 =
√
3 +
√
15 +
√
10− 2
√
5,
y3 = 12 + 8
√
5 + (3 +
√
5)θ˜, w3 = 24
√
3 + 12
√
15 + (5
√
3 + 3
√
15)θ˜,
y4 = 6 + 2
√
5 + (1 +
√
5)θ˜, w4 = 10
√
3 + 6
√
15 + (7 + 3
√
5)
√
10− 2
√
5,
y5 = 11 + 3
√
5 + (2 +
√
5)θ˜, w5 =
√
3 +
√
15 + (2 +
√
5)
√
10− 2
√
5,
y6 = 7 + 3
√
5 + (2 +
√
5)θ˜, w6 = 5
√
3 +
√
15 + (2 +
√
5)
√
10− 2
√
5,
θ˜ =
√
30− 6
√
5
e
θ =
√
9 +
√
5 +
√
30− 6
√
5. (5.47)
Portanto, os geradores de Γ30 podem ser escritos na seguinte forma
Gl =
1
96
(
xl + yl
√−4 + 2θ zl + wl
√−4 + 2θ
−zl + wl
√−4 + 2θ xl − yl
√−4 + 2θ
)
, l = 1, . . . , 8, (5.48)
onde xl, yl, zl, wl ∈ Z[θ1] e θ1 =
√
3 + θ. Com as expresso˜es dos geradores de Γ30, podemos
provar que Γ30 e´ um grupo fuchsiano aritme´tico.
Teorema 5.4.2 Os elementos do grupo fuchsiano Γ ' Γ30 sa˜o identificados, via isomor-
fismo45, com elementos do grupo dos invert´ıveis O1 da ordem O = (−4 + 2θ,−1)R, onde
R =
{
α
96n
: α ∈ Z[θ1] e n ∈ N
}
,
sendo θ como em (5.47) e θ1 =
√
3 + θ. Disso segue que {1,√−4 + 2θ, Im,√−4 + 2θ Im} e´
uma R-base de O.
Demonstrac¸a˜o: Sejam as matrizes M0, M1, M2 e M3 em M(2,Q(
√−4 + 2θ)), dadas por
M0 =
(
1 0
0 1
)
, M1 =
( √−4 + 2θ 0
0 −√−4 + 2θ
)
,
M2 =
(
0 1
−1 0
)
, M3 =
(
0
√−4 + 2θ√−4 + 2θ 0
)
.
Se T ∈ Γ30, enta˜o pela Proposic¸a˜o 4.2.3 e por (5.48), podemos escrever
T =
1
96s
(
xl + yl
√−4 + 2θ zl + wl
√−4 + 2θ
−zl + wl
√−4 + 2θ xl − yl
√−4 + 2θ
)
, (5.49)
45Esse isomorfismo, digamos ϕ, e´ tal que Γ30 ' Γ < Γ(A,O) = ϕ(O
1)
{±I2} , onde O ⊂ A.
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onde s ∈ N e xl, yl, zl, wl ∈ Z[θ1]. Portanto46,
ϕ
(
xl
96s
+ yl
96s
i+ zl
96s
j + wl
96s
k
)
= T,
sendo ϕ : A → ϕ(A), ϕ(A) ⊂M(2, K(√−4 + 2θ)), o isomorfismo definido por
ϕ(x0 + x1i+ x2j + x3k) = x0 ·M0 + x1 ·M1 + x2 ·M2 + x3 ·M3,
i2 = −4 + 2θ, j2 = −1, k = ij, A = (−4 + 2θ,−1)K e K = Q(θ1). Temos tambe´m que
{1,√−4 + 2θ, Im,√−4 + 2θ Im} e´ uma R-base de O, onde Im e´ a unidade imagina´ria. ¥
Teorema 5.4.3 O grupo fuchsiano Γ ' Γ30, associado a` tesselac¸a˜o {30, 3}, e´ derivado de
uma a´lgebra de divisa˜o dos quate´rnios47 A = (−4 + 2θ,−1)K sobre o corpo de nu´meros48
K = Q(θ1), [K : Q] = 8, onde
θ1 =
√
3 + θ e θ =
√
9 +
√
5 +
√
30− 6
√
5. (5.50)
Demonstrac¸a˜o: Seja T ∈ Γ com em (5.49). Pelo Teorema 5.4.2, existe x ∈ O1 ⊂ O =
(−4 + 2θ,−1)R tal que ϕ (x) = T . Assim, tr(T ) = tr(x) = 2xl96s ∈ R e, portanto, tr(Γ) ⊂ R.
Por outro lado, como K = Q (tr (T ) : T ∈ Γ) = Q (θ1), segue a primeira condic¸a˜o do Teorema
3.3.6.
Como [K : Q] = 8, enta˜o existem oito monomorfismos
ϕi : Q(θ1)→ R.
Observamos que a aplicac¸a˜o ϕ tal que ϕ(θ1) = −θ1 na˜o define um homomorfismo entre Q(θ1)
e R, uma vez que 1196x3 e´ uma parcela do polinoˆmio minimal p(x) de θ1 sobre Q; isso
significa que p(−θ1) 6= 0. Escolhamos enta˜o ϕ2 : K → R definido por
ϕ2(θ1) = θ
′
1 = −
√
3−
√
9−
√
5 +
√
30 + 6
√
5
e, a partir de ϕ2, consideremos o isomorfismo
49
ψ2 : L→ C
dado por ψ2(
√
θ1) = i
√−θ′1, onde L = K(√θ1) e [L : K] = 2. Seja A [Γ] a a´lgebra dos
quate´rnios sobre K = Q (θ1), isto e´,
A [Γ] =
{
d∑
i=1
aiTi : ai ∈ K, Ti ∈ Γ
}
.
46Observe que xl96s +
yl
96s i+
zl
96s j +
wl
96s k ∈ O1 ⊂ O = (−4 + 2θ,−1)R.
47O elemento −4 + 2θ na˜o e´ um quadrado em K = Q(θ1), ou seja, na˜o existe t ∈ K − {0} tal que
t2 = −4 + 2θ.
48O polinoˆmio minimal de θ1 sobreQ e´ p(x) = x8+4x7−40x6−164x5+274x4+1196x3−160x2−2476x−1499.
49Na verdade, ψ2 : L→ ψ2(L).
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Com as expresso˜es dos geradores Gl de Γ30, obtemos
A [Γ] =
{(
a1 b1
−b′1 a′1
)
: a1, b1 ∈ L
}
,
onde a′1 e b
′
1 sa˜o os conjugados de a1 e b1 em L, respectivamente. Seja
Ψ : A [Γ]→M(2,C)
como sendo o mergulho dado por
Ψ (α) =
(
ψ2 (a1) ψ2 (b1)
ψ2 (−b′1) ψ2 (a′1)
)
.
Enta˜o,
Aψ2 = Ψ(A [Γ]) =
{(
a b
−b¯ a¯
)
: a, b ∈ ψ2 (L)
}
.
Mas de (3.20), segue que Aϕ2 ⊗ R ' H, [22]. Assim, usando o Exemplo 3.1.3, temos, para
qualquer T ∈ Γ, com tr (T ) = a+ a′, que
ψ2 (a) + ψ2 (a
′) = ψ2 (a+ a′) = ϕ2 (a+ a′) ∈ [−2, 2] .
Portanto, ϕ2 (tr (Γ)) e´ limitado em C. Assim, conclu´ımos que Γ e´ derivado de uma a´lgebra
dos quate´rnios A = (−4 + 2θ,−1)K sobre K = Q (θ1) e [K : Q] = 8. ¥
5.5 Identificac¸a˜o de Γ60 em Ordem dos Quate´rnios
Encerraremos o processo de identificac¸a˜o de grupos fuchsianos aritme´ticos em ordem dos
quate´rnios considerando a tesselac¸a˜o {12λ − 12, 4} para o caso particular de λ = 6, {12λ −
12, 4} = {60, 4}, cuja densidade de empacotamento e´ aproximadamente 0.89364. Como o
processo de identificac¸a˜o e´ ana´logo ao da Sec¸a˜o 5.4, apresentaremos apenas um esboc¸o das
demonstrac¸o˜es dos Teoremas 5.5.1 e 5.5.2.
Teorema 5.5.1 Os elementos do grupo fuchsiano Γ ' Γ60 sa˜o identificados, via isomor-
fismo, com elementos do grupo dos invert´ıveis O1 da ordem O = (2θ,−1)R, sendo
R =
{
α
96s
: α ∈ Z[θ1] e m1,m2 ∈ N
}
,
onde s ∈ N,
θ1 =
√
3 + θ e θ =
√
8 + 2
√
9 +
√
5 +
√
30− 6
√
5. (5.51)
Portanto, {1,√2θ, Im,√2θ Im} e´ uma R-base de O.
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Demonstrac¸a˜o: Com os emparelhamentos das arestas de P60 em (5.9), e´ poss´ıvel padronizar
os geradores de Γ60 na forma
Gl =
1
96s
(
xl + yl
√
2θ zl + wl
√
2θ
−zl + wl
√
2θ xl − yl
√
2θ
)
,
onde s ∈ N e xl, yl, zl, wl ∈ Z[θ1]. ¥
Teorema 5.5.2 O grupo fuchsiano Γ ' Γ60 associado a` tesselac¸a˜o {60, 4}, e´ derivado de
uma a´lgebra de divisa˜o dos quate´rnios50 A = (2θ,−1)K sobre o corpo de nu´meros51 K =
Q(θ1), [K : Q] = 8, sendo θ e θ1 como em (5.51).
Demonstrac¸a˜o: Basta considerarmos os emparelhamentos das arestas de P60, constru´ıdos na
Sec¸a˜o 5.5 em (5.9) e fazer uso da matriz A1 em (5.28) com p = 60, associada a` transformac¸a˜o
T1, tal que T1(τ1) = τ31. ¥
5.6 Densidade de Empacotamento
Nesta sec¸a˜o faremos algumas considerac¸o˜es sucintas sobre os desempenhos das tesselac¸o˜es
hiperbo´licas constru´ıdas na Sec¸a˜o 5.1 com relac¸a˜o a densidade de empacotamento, cujos
ca´lculos sa˜o baseados nos resultados obtidos em [10]. Naturalmente, existe uma relac¸a˜o
bastante interessante sobre densidade de empacotamento de uma tesselac¸a˜o hiperbo´lica {p, q}
e a probabilidade de erro associada a sinais de uma constelac¸a˜o de sinais obtida de {p, q}.
Entretanto, esse tipo de ana´lise na˜o se encaixa na proposta de nosso trabalho podendo,
portanto, ser explorada em trabalhos futuros.
Antes de fazer estas considerac¸o˜es, gostar´ıamos de apresentar, mesmo que de forma sin-
tetizada, o conceito de densidade de empacotamento em H2.
Desse modo, definimos o conceito de empacotamento de um domı´nio D ⊂ H2, isto e´, um
subconjunto fechado com interior na˜o-vazio.
Definic¸a˜o 5.6.1 Um empacotamento de um domı´nio D ⊂ H2 e´ uma famı´lia {Di}i∈I , Di ⊂
H2 sendo todos isome´tricos a D com D˚i ∩ D˚j = ∅ se i 6= j.
A seguir a definic¸a˜o de empacotamento de bolas de H2 bem como a definic¸a˜o de ce´lula
de Voronoi.
Definic¸a˜o 5.6.2 Um empacotamento de bolas B = B(r) de H2 e´ um conjunto de bolas
B = B(r) de raio r disjuntas e que na˜o se sobrepo˜em.
50O elemento 2θ na˜o e´ um quadrado em K = Q(θ1).
51O polinoˆmio minimal de θ1 sobre Q e´ p(x) = x8 − 52x6 + 734x4 − 3428x2 + 3721.
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Definic¸a˜o 5.6.3 Consideramos uma ce´lula de Voronoi ou um domı´nio de Voronoi D em H2
como,
D = D(B;B) = {p ∈ H2 : d(p;B) ≤ d(p;B′), ∀B′ ∈ B}. (5.52)
Observamos que D e´ a intersec¸a˜o de uma colec¸a˜o finita de semi-espac¸os em H2, ou seja,
e´ um pol´ıgono convexo. A famı´lia {D(B;B) : B ∈ B} cobre H2 sem sobreposic¸o˜es.
De certo modo, esses conceitos ja´ foram tratados no Cap´ıtulo 2, quando da definic¸a˜o de
regia˜o fundamental de um grupo fuchsiano (Definic¸a˜o 2.2.22).
O conceito mais importante relacionado com empacotamentos e´ o de densidade. De uma
maneira intuitiva, para um empacotamento temos que a densidade e´ a raza˜o entre a soma
das a´reas dos conjuntos convexos empacotados e a do espac¸o no qual foram empacotados,
que sempre e´ um nu´mero menor ou igual a 1.
Consideraremos, agora, a definic¸a˜o precisa de densidade de empacotamento em H2. Vale
observar que, diferente da definic¸a˜o euclidiana de densidade, o conceito de densidade no plano
hiperbo´lico e´ definida de forma local.
Definic¸a˜o 5.6.4 A densidade local ld(B,B) de B em B e´ dada pela densidade de B com
respeito ao seu domı´nio de Voronoi D, isto e´,
ld(B,B) = vol(B)
vol(D) ,
onde D ⊃ B e´ a ce´lula de Voronoi que a conte´m. Observamos que ld(B,B) < 1.
Os domı´nios de Voronoi que estamos interessados sa˜o de grupos fuchsianos Γp, obtidos a
partir de tesselac¸o˜es hiperbo´licas {p, q}, ou seja, de pol´ıgonos hiperbo´licos regulares Pp de p
arestas,
D = Dz0(Γ) = {z ∈ H2 : d(z, z0) ≤ d(z, T (z0)), ∀ T ∈ Γp}.
Lembramos que, se D e´ uma regia˜o fundamental de Γp, enta˜o T (D) tambe´m o e´. Neste caso,
todos pol´ıgonos sa˜o isome´tricos, e da´ı a densidade local esta´ bem definida, independente do
pol´ıgono escolhido. Desse modo, temos que
ld(B,B) = ld(p, q) = a´rea(circunfereˆncia inscrita)
a´rea(pol´ıgono)
=
a´rea(C)
a´rea(Pp)
,
onde C denota o maior c´ırculo hiperbo´lico inscrito em Pp. Portanto, [10],
ld(p, q) = 2
(
cos pi
q
− senpi
p
senpi
p
)(
q
p(q − 2)− 2q
)
. (5.53)
Portanto,
lim
p,q→∞
ld(p, q) =
2
pi
. (5.54)
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λ geˆnero g densidade
2 2 0.70711
3 3 0.68301
4 4 0.67122
5 5 0.66423
6 6 0.65958
7 7 0.65627
8 8 0.65380
9 9 0.65188
10 10 0.65035
1012 1012 0.63662
λ→∞ g →∞ 0.63662
Tabela 5.1: Tesselac¸a˜o {4g, 4g}
λ geˆnero g densidade
3 5 0.75977
5 11 0.69980
7 17 0.679045
9 23 0.66855
11 29 0.66221
13 35 0.65797
15 41 0.65494
17 47 0.652659
19 53 0.65088
21 59 0.64943
1010 + 1 3 · 1010 − 1 0.63662
λ→∞ g →∞ 0.636 62
Tabela 5.2: Tesselac¸a˜o {12λ− 12, 4λ− 4}
λ geˆnero g densidade
3 8 0.76966
5 18 0.73038
7 32 0.70902
9 50 0.69560
11 72 0.68637
13 98 0.67964
15 128 0.67452
17 162 0.67049
19 200 0.66723
2 · 1012 + 1 2 · (1012 + 1)2 0.63662
λ→∞ g →∞ 0.63662
Tabela 5.3: Tesselac¸a˜o {2λ2 + 6λ+ 4, 2λ+ 2}
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λ geˆnero g densidade
4 5 0.84246
8 18 0.76252
12 39 0.72700
16 68 0.70706
20 105 0.69432
24 150 0.68547
28 203 0.67898
32 264 0.67400
36 333 0.67008
4 · 1012 4 · 1024 + 1012 0.66690
λ→∞ g →∞ 0.63662
Tabela 5.4: Tesselac¸a˜o {λ2 + 3λ+ 2, λ+ 1}
λ geˆnero g densidade
2 3 0.88003
4 8 0.76966
6 13 0.72734
8 18 0.70535
10 23 0.69192
12 28 0.68287
14 33 0.67636
16 38 0.67145
18 43 0.66763
2 · 1012 5 · 1012 − 2 0.63662
λ→∞ g →∞ 0.63662
Tabela 5.5: Tesselac¸a˜o {10λ, 2λ}
λ geˆnero g densidade
3 8 0.76966
5 11 0.77386
7 14 0.77617
9 17 0.77764
11 20 0.778 66
13 23 0.7794
15 26 0.77997
17 29 0.78042
19 32 0.78078
210 + 1 3 · 29 + 5 0.78414
λ→∞ g →∞ 0.78421
Tabela 5.6: Tesselac¸a˜o {8λ+ 16, 8}
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λ geˆnero g densidade
3 5 0.84246
5 8 0.84888
7 11 0.85162
9 14 0.85313
11 17 0.85409
13 20 0.85475
15 23 0.85524
17 26 0.85561
19 29 0.85591
2 · 1012 + 1 3 · 1012 + 2 0.85839
λ→∞ g →∞ 0.85839
Tabela 5.7: Tesselac¸a˜o {10λ, 5}
λ geˆnero g densidade
2 2 0.86603
4 5 0.88914
6 8 0.89364
8 11 0.89555
10 14 0.89661
12 7 0.89729
14 20 0.89776
16 23 0.89810
18 26 0.89836
2 · 1012 3 · 1012 − 1 0.90032
λ→∞ g →∞ 0.90032
Tabela 5.8: Tesselac¸a˜o {12λ− 12, 4}
λ geˆnero g densidade
2 2 0.93969
3 3 0.94585
4 4 0.94846
5 5 0.94990
6 6 0.95082
7 7 0.95145
8 8 0.95192
9 9 0.95227
10 10 0.95255
11 11 0.95278
1012 1012 0.95493
λ→∞ g →∞ 0.95493
Tabela 5.9: Tesselac¸a˜o {12g − 6, 3}
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Nas Tabelas anteriores, temos na primeira coluna os valores de λ, na segunda os geˆneros
g e na terceira as respectivas densidades de empacotamento, calculadas usando (5.53).
Por (5.54), conclu´ımos que os valores das densidades de empacotamentos das tesselac¸o˜es
{4g, 4g}, {12λ−12, 4λ−4}, {2λ2+6λ+4, 2λ+2}, {λ2+3λ+2, λ+1} e {10λ, 2λ} covergem
assintoticamente para o valor de 2
pi
, e pelas Tabelas 5.1, 5.2, 5.5, 5.4 e 5.3, {8, 8}, {24, 8},
{20, 4}, {40, 8} e {30, 5} sa˜o as suas tesselac¸o˜es mais densas, respectivamente.
As tesselac¸o˜es {10λ, 5}, {12λ − 12, 4} e {8λ + 16, 8} teˆm densidade ma´xima de 5(1+
√
5)
6pi
,
2
√
2
pi
e
4
√
2+
√
2
3pi
, respectivamente, as quais sa˜o alcanc¸adas quando λ → ∞. Entretanto, como
mostra as Tabelas 5.7, 5.8 e 5.6, valores muito pro´ximos das densidades ma´ximas sa˜o atingidos
para pequenos valores de λ. Em geral, essa propriedade e´ compartilhada por toda tesselac¸a˜o
hiperbo´lica {p, q}, com q fixo.
Denotando por ∆q o valor da densidade de empacotamento da tesselac¸a˜o {p, q}, obtemos,
em geral, as desigualdades
∆4g < ∆4λ−4 < ∆2λ+2 < ∆λ+1 < ∆2λ < ∆8 < ∆5 < ∆4 < ∆3.
5.7 Exemplos de Rotulamento Alge´brico de Sinais de
Constelac¸o˜es Gp(0)
Nesta sec¸a˜o forneceremos alguns exemplos de rotulamentos de sinais de constelac¸o˜es obti-
das a partir de grupos fuchsianos aritme´ticos Γ4g, correspondentes a`s tesselac¸o˜es auto-duais
{4g, 4g}, para os casos g = 2, 4. Antes, apresentamos de modo generalizado as constelac¸o˜es
de sinais geometricamente uniformes consideradas neste trabalho, obtidas de tesselac¸o˜es hi-
perbo´licas {p, q}.
Seja Γp um grupo fuchsiano aritme´tico correspondendo a` tesselac¸a˜o {p, q}, tal que Γp < Γ
(Γp e´ um subgrupo de Γ), com
Γ = Γ(A,O) = ϕ(O
1)
{±I2} ,
onde O e´ uma ordem da a´lgebra A = (a, b)K , associada com o grupo Γp e ϕ : A → ϕ(A)
e´ um isomorfismo, onde ϕ(A) e´ uma sub-a´lgebra de divisa˜o da a´lgebra M(2, K(√a)). Para
um ideal p em OK (anel de inteiros de K),
Γp =
ϕ(O1p)
{±I2} ,
e´ um subgrupo normal de Γ, [5], onde
O1p = {x0 + x1i+ x2j + x3k : x0, x1, x2, x3 ∈ p} ∪ {±1},
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e´ um subgrupo normal do grupo dos invert´ıveis de O, denotado por O1, sendo
{1, i, j, ij},
uma K-base da a´lgebra A satisfazendo
i2 = a, j2 = b, k = ij = −ji.
Desse modo,
Γ
Γp
' ϕ(O
1)
ϕ(O1p)
= Gp.
Portanto, a Gp-o´rbita de 0 (baricentro de um pol´ıgono hiperbo´lico regular Pp),
Gp(0) = {T (0) : T ∈ Gp}, (5.55)
e´ uma constelac¸a˜o de sinais geometricamente uniforme no espac¸o quociente D2/Gp. Obser-
vamos que O1 ' ϕ(O1) e O1p ' ϕ(O1p). Assim,
O1
O1p
' ϕ(O
1)
ϕ(O1p)
. (5.56)
Portanto, a constelac¸a˜o de sinais em (5.55) fica, totalmente caracterizada, pelo grupo quo-
ciente O
1
O1p , isto e´, descrevendo os elementos de
O1
O1p estamos, consequ¨entemente, descrevendo
todos os sinais de Gp(0).
Em [5], foi apresentado um algoritmo de rotulamento para os sinais de uma Gp-o´rbita
como em (5.55), obtida a partir de um grupo Γ4g, cujos elementos sa˜o identificados com
elementos de uma ordem O de uma alge´bra A sobre um corpo de nu´meros K de grau 2, ou
seja, A = (a, b)Q(√d), onde d e´ um nu´mero inteiro positivo livre de quadrado.
Como foi mostrado no Cap´ıtulo 4, os grupos Γ4g, provenientes de tesselac¸o˜es {4g, 4g} que
esta˜o associados a`s ordens dos quate´rnios de a´lgebras sobre corpos de nu´meros de grau 2
sa˜o Γ8 e Γ12, obtidos de {8, 8} e {12, 12}, respectivamente. Para estes casos, o algoritmo e´
descrito como segue.
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Algoritmo de Rotulamento Alge´brico de Constelac¸o˜es de Sinais em Tesselac¸o˜es
{4g, 4g} no Plano Hiperbo´lico.
Passo 1) SejaO1 o grupo dos invert´ıveis da ordemO = (a, b)Z[θ] em uma a´lgebraA = (a, b)Q(√d),
associada ao grupo fuchsiano aritme´tico Γ4g, a = a1 + a2θ,
b = b1 + b2θ ∈ Z[θ], tal que d(O) = d(A).
Passo 2) Considere uma base {1, i, j, ij} de O sobre Z[√d] e determine o polinoˆmio minimal
p(x) de k = ij sobre Q.
Passo 3) Fixe um nu´mero primo p, e considere o polinoˆmio p(x) = p(x)(mod p).
Passo 4) Caso o polinoˆmio p(x) do Passo 3 tenha soluc¸a˜o em Zp, considere os subgrupos
normais O1p ∪ {±1} em O1, para os ideais p em Z[θ] que tenham normas alge´brica
poteˆncias de p.
Passo 5) Caso o polinoˆmio p(x) satisfac¸a o Passo 4, considere a raiz s de p(x) como ro´tulo
do elemento ij.
Passo 6) Se s na˜o for primo, determine a fatorac¸a˜o de s como sendo dois nu´meros inteiros
mo´dulo p, ou seja, s = u · v, 1 < u, v < p. Enta˜o u sera´ o ro´tulo do elemento i e v sera´
o ro´tulo do elemento j, ou vice-versa, caso contra´rio retorne ao Passo 3.
Passo 7) Caso o Passo 6 seja satisfeito, determine as soluc¸o˜es das equac¸o˜es diofantinas
a1 + a2r1 = u
2(mod p) e b1 + b2r1 = v
2(mod p), onde a1, a2, b1, b2 ∈ Z, provenientes de
a = a1 + a2θ, b = b1 + b2θ. Atribu´ımos como sendo r o ro´tulo do elemento θ, onde r e´
dado por r = r1 ou r = r2, mas desde que r1 6= s, u e r2 6= s, v.
Passo 8) Caso todos os Passos anteriores sejam satisfeitos, o ro´tulo do elemento
x = (x0 + x
′
0θ) + (x1 + x
′
1θ)i+ (x2 + x
′
2θ)j + (x3 + x
′
3θ)ij ∈ O1
e´ dado pela func¸a˜o de rotulamento multiplicativo l : O1 → Gp, onde Gp e´ um grupo,
definida por
l(x) = (x0 + x
′
0r) + (x1 + x
′
1r)u+ (x2 + x
′
2r)v + (x3 + x
′
3r)s(mod p).
Observac¸a˜o 5.7.1 O nu´mero primo p (que na˜o tem relac¸a˜o com a notac¸a˜o Γp) do Passo 3
do algoritmo esta´ relacionado com o nu´mero de pontos da constelac¸a˜o de sinais Gp(0) como
em (5.55) e, portanto, da ordem do grupo quociente O
1
O1p em (5.56).
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Os exemplos de rotulamentos a seguir teˆm como objetivo unir, de forma ilustrativa, o
processo de identificac¸a˜o de um grupo fuchsiano aritme´tico Γp em ordens dos quate´rnios
O com os sinais da constelac¸a˜o Gp(0). Como mencionamos anteriormente, a proposta de
descrever Gp(0) como um todo, com os respectivos ro´tulos de seus sinais depende, totalmente,
da apresentac¸a˜o das classes de equivaleˆncias do grupo quociente O
1
O1p . Uma vez apresentadas
essas classes, os sinais de Gp(0), bem como os seus ro´tulos, surgem de forma natural, como
consequ¨eˆncia da identificac¸a˜o dos elementos de Γp com elementos de O. Entretanto, na˜o sera´
esse o caso a ser considerado a seguir. Os Exemplos 5.7.2 e 5.7.3 ilustram, mesmo que de
forma pontual, esse processo.
Exemplo 5.7.2 Seja Γ8 o grupo fuchsiano aritme´tico associado a` tesselac¸a˜o {8, 8}. Pelo
Teorema 4.2.5, os elementos de Γ8 esta˜o associados com elementos da ordem O1 = (
√
2,−1)R
em A = (√2,−1)Q(√2), onde
R =
{ α
2m
: α ∈ Z[θ] e m ∈ N
}
e
{1, i, j, ij} = {1, 4
√
2, Im,
4
√
2 Im}
e´ uma R-base de O. Consideremos tambe´m a ordem O2 = (
√
2
2
, −1
2
)R. E´ claro que O1 = O2.
Entretanto, a escolha de a =
√
2
2
e b = −1
2
e´ apenas um artif´ıcio matema´tico, de modo a
obtermos um nu´mero primo p que satisfac¸a os passos do algoritmo anterior. Ale´m disso, o
isomorfismo em (4.12) foi constru´ıdo usando os valores pre´-estabelecidos de a =
√
2 e b = −1.
Consideremos agora uma R-base de O2,
{1, i′, j′, i′j′} =
{
1,
√
2 4
√
2
2
,
√
2 Im
2
,
4√2 Im
2
}
.
Temos que o polinoˆmio minimal de k′ = i′j′ =
4√2 Im
2
sobre Q e´ p(x) = x4− 1
8
∈ R[x]. Fixemos
o nu´mero primo p = 7. Assim, p1(x) = p(x)(mod 7) = x
4 + 6, ou seja, p1(x) = x
4 + 6, e
s = 6 e´ a soluc¸a˜o de p1(x) em Z7. Sendo O2 = (
√
2
2
, −1
2
)R, enta˜o a =
√
2
2
e b = −1
2
. Logo,
as representac¸o˜es de a e b na R′-base de R,
{
1
2
,
√
2
2
}
, onde R′ =
{ z
2m
: z ∈ Z e m ∈ N
}
,
sa˜o52
a =
√
2
2
= 0 · 1
2
+ 1 ·
√
2
2
⇒ a1 = 0 e a2 = 1,
b = −1
2
= −1 · 1
2
+ 0 ·
√
2
2
⇒ b1 = −1 e b2 = 0.
Considerando a R′-base de R, vamos considerar r o ro´tulo do elemento θ′ =
√
2
2
, ao inve´s de
θ =
√
2. Como s = 3 · 2, vamos escolher u = 3 e v = 2. Desse modo, s = 6 e´ o ro´tulo de
52Na representac¸a˜o de a na R′-base de R, apenas um dos coeficientes e´ diferente de zero, isso se deve a`
expressa˜o da ordem O2 = (
√
2
2 ,
−1
2 )R. O mesmo vale para b.
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i′j′ =
4√2 Im
2
, u = 3 e´ o ro´tulo de i′ =
√
2 4
√
2
2
e v = 2 e´ o ro´tulo de j′ =
√
2 Im
2
. Por outro lado, o
ro´tulo de θ′ e´ obtido por uma das equac¸o˜es diofantinas do Passo 7. Consideremos a equac¸a˜o
a1 + r1a2 = u
2(mod 7), ou seja, r1 = 9(mod 7), de onde obtemos r1 = 2. Como r1 6= 6, 3,
temos que r1 = 2 e´ o ro´tulo de θ
′ =
√
2
2
. Vamos determinar os ro´tulos dos sinais z1 = T1(0)
e z2 = T
2
1 (0) de Gp(0) = {T (0) : T ∈ Gp}, onde p = 〈7〉, provenientes do gerador G1 de Γ8
que, pelas Sec¸o˜es 4.1 e 4.2, e´ dado por53
G1 =
1
2
(
x1 − y1 4
√
2 −z1 + w1 4
√
2
z1 + w1
4
√
2 x1 + y1
4
√
2
)
,
onde x1 = y1 = z1 = 2 +
√
2 e w1 =
√
2. Observamos que G1 = f
−1A1f e G21 = f
−1A21f .
Portanto, ao rotularmos z1 e z2, estamos rotulando
54 z′1 =
b1
a¯1
e z′2 =
b2
a¯2
, z′1, z
′
2 ∈ D2,
respectivamente, onde
A1 =
(
a1 b1
b¯1 a¯1
)
e A21 =
(
a2 b2
b¯2 a¯2
)
.
Sabemos que
O1
O1p
' ϕ(O
1)
ϕ(O1p)
= Gp.
Desse modo, rotulando um elemento x ∈ O1 (ou sua classe [x] ∈ O1O1p ), estamos, consequ¨ente-
mente, rotulando ϕ(x) ∈ ϕ(O1) (ou sua classe [ϕ(x)] ∈ ϕ(O1)
ϕ(O1p)).
a) Ro´tulo do elemento z1 = T1(0). Temos que o elemento
x = 2+
√
2
2
−
(
2+
√
2
2
)
i−
(
2+
√
2
2
)
j +
√
2
2
k ∈ O1,
e´ tal que55 ϕ(x) = G1. Mas,
x =
(
1 +
√
2
2
)
−
(
1 +
√
2
2
)
i−
(
1 +
√
2
2
)
j +
√
2
2
k,
ou seja56,
x =
(
1 +
√
2
2
)
+
(
−1−
√
2
)
i′ +
(
−1−
√
2
)
j′ +
√
2k′.
Disso segue que
l(x) = (1 + 1 · 2) + (−1− 2 · 2) · 3 + (−1− 2 · 2) · 2 + (0 + 2 · 2) · 6(mod 7) = 2,
isto e´, x e´ rotulado por 2. Por outro lado,
z1 = T1(0) =
−z1 + w1 4
√
2
x1 + y1
4
√
2
= 1 + 2
√
2− (2 +
√
2)
4
√
2 ∈ D2,
53G1 e´ a matriz associada a` transformac¸a˜o T1.
54Lembramos que os grupos Γ e Γ4g, onde Γ = f−1Γ4gf , sa˜o isomorfos.
55Onde ϕ e´ o isomorfismo de (4.12).
56Observamos que i =
√
2i′, j =
√
2j′ e k = 2k′.
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e
z′1 =
b1
a¯1
=
− 4√2 (√2 + Im (2 +√2))(
2 +
√
2
)
(1− Im) =
4√2
2
(
2− (1 + Im)
√
2
)
∈ D2,
onde Im2 = −1. Portanto, z1 ⇔ z′1 e´ rotulado por 2.
b) Ro´tulo do elemento z2 = T
2
1 (0). Temos que
57
G21 =
(
x1 − y1 4
√
2 −z1 + w1 4
√
2
z1 + w1
4
√
2 x1 + y1
4
√
2
)
,
onde x1 = 2 + 2
√
2, y1 = z1 = 3 + 2
√
2 e w1 = 1 +
√
2. O elemento
y = 2 + 2
√
2−
(
3 + 2
√
2
)
i−
(
3 + 2
√
2
)
j +
(
1 +
√
2
)
k,
e´ tal que ϕ(y) = G21. Mas,
y = 2 + 2
√
2 +
(
−4− 3
√
2
)
i′ +
(
−4− 3
√
2
)
j′ +
(
2 + 2
√
2
)
k′.
Portanto, o ro´tulo de y e´
l(y) = (2 + 4 · 2) + (−4− 6 · 2) · 3 + (−4− 6 · 2) · 2 + (2 + 4 · 2) · 6(mod 7) = 4.
Agora,
z2 = T
2
1 (0) =
−z1 + w1 4
√
2
x1 + y1
4
√
2
∈ D2,
e
z′2 =
b2
a¯2
=
4
√
2
(−1−√2− Im (3 + 2√2))
2 + 2
√
2− Im(3 + 2√2) ∈ D
2,
onde Im2 = −1. Logo, z2 ⇔ z′2 e´ rotulado por 4. Observamos que l(y) = l(x) · l(x),
como ja´ era esperado.
Agora, estenderemos o algoritmo para constelac¸o˜es de sinais de tesselac¸o˜es hiperbo´licas
{p, q}, cujos grupos fuchsianos Γp esta˜o associados com ordens dos quate´rnios de a´lgebras
A = (a, b)K , [K : Q] = n.
Algoritmo de Rotulamento Alge´brico de Constelac¸o˜es de Sinais em Tesselac¸o˜es
{p, q} no Plano Hiperbo´lico.
Passo 1) Seja O1 o grupo dos invert´ıveis da ordem O = (a, b)R em uma a´lgebra A = (a, b)K ,
associada ao grupo fuchsiano aritme´tico Γp, tal que d(O) = d(A). Sejam58 {θ1, . . . , θn}
uma R′-base de R e
a = a1θ1 + · · ·+ anθn e b = b1θ1 + · · ·+ bnθn,
as representac¸o˜es de a e b nesta base.
57G21 e´ a matriz associada a` transformac¸a˜o T
2
1 .
58O anel R admite uma base com n elementos, onde [K : Q] = n.
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Passo 2) Considere uma base {1, i, j, ij} de O sobre R e determine o polinoˆmio minimal
p(x) de k = ij sobre Q.
Passo 3) Fixe um nu´mero primo p, e considere o polinoˆmio p(x) = p(x)(mod p).
Passo 4) Caso o polinoˆmio p(x) do Passo 3 tenha soluc¸a˜o em Zp, considere os subgrupos
normais O1p ∪ {±1} em O1, para os ideais p em DK que tenham normas alge´brica
poteˆncias de p.
Passo 5) Caso o polinoˆmio p(x) satisfac¸a o Passo 4, considere a raiz s de p(x) como ro´tulo
do elemento ij.
Passo 6) Se s na˜o for primo, determine a fatorac¸a˜o de s como sendo dois nu´meros inteiros
mo´dulo p, ou seja, s = u · v, 1 < u, v < p. Enta˜o u sera´ o ro´tulo do elemento i e v sera´
o ro´tulo do elemento j, ou vice-versa, caso contra´rio retorne ao Passo 3.
Passo 7) Caso o Passo 6 seja satisfeito, determine as soluc¸o˜es em Zp das equac¸o˜es diofantinas
a1r1 + · · · + anrn = u2(mod p) e b1s1 + · · · + bnsn = v2(mod p), onde ai, bi ∈ R′,
i = 1, . . . , n, provenientes de a = a1θ1 + · · · + anθn e b = b1θ1 + · · · + bnθn. Fixe
i ∈ {1, . . . , n} e considere ri e si. Atribu´ımos como sendo r o ro´tulo do elemento θi,
onde r e´ dado por r = ri ou r = si, mas desde que ri 6= s, u e si 6= s, v.
Passo 8) Sejam ri ou si o ro´tulo de θi, conforme o Passo 7. Suponhamos que ri ou si na˜o
sejam primos e que sejam fatorados como produtos de nu´meros inteiros, digamos59
ri = zi = z1 · · · zn−1 ou si = zi = z′1 · · · z′n−1.
Atribu´ımos como sendo zj ou z
′
j o ro´tulo de θj, j ∈ {1, . . . , n} e j 6= i.
Passo 9) Caso todos os Passos anteriores sejam satisfeitos, o ro´tulo do elemento
x = (x1θ1+· · ·+xnθn)+(y1θ1+· · ·+ynθn)i+(x′1θ1+· · ·+x′nθn)j+(y′1θ1+· · ·+y′nθn)ij ∈ O1
e´ dado pela func¸a˜o de rotulamento multiplicativo l : O1 → Gp, onde Gp e´ um grupo,
definida por
l(x) = (x1z1 + · · ·+ xnzn) + (y1z1 + · · ·+ ynzn)u+ (x′1z1 + · · ·+ x′nzn)v + (y′1z1 + · · ·+
y′nzn)s(mod p).
Exemplo 5.7.3 Vamos considerar a tesselac¸a˜o {4g, 4g} para o caso g = 4. Seja Γ16 o
grupo fuchsiano aritme´tico associado a` tesselac¸a˜o {16, 16}. Pelo Teorema 4.2.5, os elementos
59A condic¸a˜o j 6= i tem o seguinte significado: se i = 1, enta˜o r1 = z1 = z2 · · · zn; se i = 2, enta˜o
r2 = z2 = z1z3 · · · zn, e assim sucessivamente. O importante e´ que ri seja fatorado em n− 1 elementos em Z.
O mesmo argumento vale para si = zi = z′1 · · · z′n−1.
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de Γ16 esta˜o associados com elementos da ordem O1 = (θ,−1)R em A = (θ,−1)Q(θ), onde
θ =
√
2 +
√
2,
R =
{ α
2m
: α ∈ Z[θ] e m ∈ N
}
,
e
{1, i, j, ij} =
{
1,
4
√
2 +
√
2, Im,
4
√
2 +
√
2 Im
}
,
e´ uma R-base de O. Ana´logo ao exemplo anterior, consideremos O2 = (
√
2+
√
2
4
, −1
4
)R com
uma R-base
{1, i′, j′, i′j′} =
{
1,
4
√
2+
√
2
2
, Im
2
,
4
√
2+
√
2 Im
4
}
.
Temos que o polinoˆmio minimal de k′ = i′j′ =
4
√
2+
√
2 Im
4
sobre Q e´
p(x) = x8 − x4
64
+ 1
32768
∈ R[x].
Fixemos o nu´mero primo p = 17. Assim, p1(x) = p(x)(mod 17) = x
8+13x4+2. Verificamos
que s = 12 e´ a soluc¸a˜o de p1(x) em Z17. Agora, temos que a =
√
2+
√
2
4
e b = −1
4
. Seja60
{θ1, . . . , θ4} =
{
1
4
,
√
2
4
,
√
2+
√
2
4
,
√
2
√
2+
√
2
4
}
,
uma R′-base de R, onde R′ =
{ z
2m
: z ∈ Z e m ∈ N
}
. Temos61
a =
√
2+
√
2
4
= 0 · 1
4
+ 0 ·
√
2
4
+ 1 ·
√
2+
√
2
4
+ 0 ·
√
2
√
2+
√
2
4
⇒ a1 = a2 = a4 = 0 e a3 = 1,
b = −1
4
= −1 · 1
4
+ 0 ·
√
2
4
+ 0 ·
√
2+
√
2
4
+ 0 ·
√
2
√
2+
√
2
4
⇒ b1 = −1 e b2 = b3 = b4 = 0.
Como s = 12 = 4 · 3, vamos escolher u = 4 e v = 3. Desse modo, s = 12 e´ o ro´tulo de
i′j′ =
4
√
2+
√
2 Im
4
, u = 4 e´ o ro´tulo de i′ =
4
√
2+
√
2
2
e v = 3 e´ o ro´tulo de j′ = Im
2
.
Consideremos a equac¸a˜o a1r1 + · · · + a4r4 = u2(mod 17), ou seja, r3 = 16(mod 17), de onde
obtemos que r3 = 16. Como r3 6= 12, 4, temos que r3 = z3 = 16 e´ o ro´tulo de θ3 =
√
2+
√
2
4
.
Por outro lado, r3 = 16 = 4 · 2 · 2. Consideremos, enta˜o, z1 = 4, z2 = z4 = 2. Disso segue
que, os ro´tulos de θ1 =
1
4
, θ2 =
√
2
4
e θ4 =
√
2
√
2+
√
2
4
sa˜o 4, 2 e 2, respectivamente. Vamos
determinar os ro´tulos dos sinais z1 = T1(0) e z2 = T
2
1 (0) de Gp(0) = {T (0) : T ∈ Gp}, onde62
60Vamos considerar θ1 = 14 , θ2 =
√
2
4 , θ3 =
√
2+
√
2
4 e θ4 =
√
2
√
2+
√
2
4 .
61Ana´logo ao Exemplo 5.7.2, apenas um dos coeficientes de a na R′-base e´ diferente de zero, isso se deve
a` expressa˜o da ordem O2 = (
√
2+
√
2
4 ,
−1
4 )R. O mesmo argumento vale para b.
62A norma do ideal p =
〈
1− 2
√
2 +
√
2
〉
e´(
1− 2
√
2 +
√
2
)(
1 + 2
√
2 +
√
2
)(
1 + 2
√
2−
√
2
)(
1− 2
√
2−
√
2
)
= 17.
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p =
〈
1− 2
√
2 +
√
2
〉
, provenientes do gerador G1 de Γ16, que pelo Exemplo 4.2.8, e´ dado
por63
G1 = f
−1A1f =
1
2
(
x1 − y1 4
√
2 +
√
2 z1 − w1 4
√
2 +
√
2
−z1 − w1 4
√
2 +
√
2 x1 + y1
4
√
2 +
√
2
)
,
onde x1 = 2+
√
2 +
√
2, y1 = 2+
√
2+2
√
2 +
√
2, z1 = (1+
√
2)
(
2 +
√
2 +
√
2
)
e w1 =
√
2.
a) Ro´tulo do elemento z1 = T1(0). Temos que o elemento
x =
2+
√
2+
√
2
2
−
(
2+
√
2+2
√
2+
√
2
2
)
i+
(
(1+
√
2)(2+
√
2+
√
2)
2
)
j −
√
2
2
k ∈ O1,
e´ tal que64 ϕ(x) = G1. Mas,
x =
(
1 +
√
2+
√
2
2
)
−
(
1 +
√
2
2
+
√
2 +
√
2
)
i
+
(
1 +
√
2 +
√
2+
√
2
2
+
√
2
√
2+
√
2
2
)
j −
√
2
2
k,
ou seja,
x =
(
1 +
√
2+
√
2
2
)
−
(
2 +
√
2 + 2
√
2 +
√
2
)
i′
+
(
2 + 2
√
2 +
√
2 +
√
2 +
√
2
√
2 +
√
2
)
j′ − 2
√
2k′.
Desse modo, o ro´tulo de x e´
l(x) = (4 · 4 + 2 · 16)− (8 · 4 + 4 · 2 + 8 · 16) · 4
+ (8 · 4 + 8 · 2 + 4 · 16 + 4 · 2) · 3− (8 · 2) · 12(mod 17) = 3,
ou seja, l(x) = 3. Por outo lado,
z1 = T1(0) =
z1 − w1 4
√
2 +
√
2
x1 + y1
4
√
2 +
√
2
∈ D2,
e
z′1 =
b1
a¯1
=
− (√2 + Im y1) 4√2 +√2
x1
(
1− Im (1 +√2)) ∈ D2,
onde Im2 = −1. Portanto, z1 ⇔ z′1 e´ rotulado por 3.
b) Ro´tulo do elemento z2 = T
2
1 (0). Temos
65
G21 = f
−1A21f =
1
2
(
x1 − y1 4
√
2 +
√
2 z1 − w1 4
√
2 +
√
2
−z1 − w1 4
√
2 +
√
2 x1 + y1
4
√
2 +
√
2
)
,
63G1 e´ a matriz associada a` transformac¸a˜o T1.
64Onde ϕ e´ o isomorfismo de (4.12).
65G21 e´ a matriz associada a` transformac¸a˜o T
2
1 .
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onde
x1 = 4 +
√
2 + 4
√
2 +
√
2, y1 = 8 + 4
√
2 +
(
6 +
√
2
)√
2 +
√
2,
z1 = 8 + 7
√
2 +
(
4 + 4
√
2
)√
2 +
√
2, w1 = 2
√
2 +
√
2
√
2 +
√
2.
O elemento
y =
(
2 +
√
2
2
+ 2
√
2 +
√
2
)
−
(
4 + 2
√
2 + 3
√
2 +
√
2 +
√
2
√
2+
√
2
2
)
i
+
(
4 + 7 ·
√
2
2
+
(
2 + 2
√
2
)√
2 +
√
2
)
j −
(√
2 +
√
2
√
2+
√
2
2
)
k,
e´ tal que ϕ(y) = G21. Mas,
y =
(
2 +
√
2
2
+ 2
√
2 +
√
2
)
−
(
8 + 4
√
2 + 6
√
2 +
√
2 +
√
2
√
2 +
√
2
)
i′
+
(
8 + 7
√
2 + 4
√
2 +
√
2 + 4
√
2
√
2 +
√
2
)
j′ −
(
4
√
2 + 2
√
2
√
2 +
√
2
)
k′.
Portanto, o ro´tulo de y e´
l(y) = (8 · 4 + 2 · 2 + 8 · 16)− (32 · 4 + 16 · 2 + 24 · 16 + 4 · 2) · 4
+ (32 · 4 + 28 · 2 + 16 · 16 + 16 · 2) · 3− (16 · 2 + 8 · 2) · 12(mod 17) = 3,
ou seja, y e´ rotulado por 3. Agora,
z2 = T
2
1 (0) =
z1 − w1 4
√
2
x1 + y1
4
√
2
∈ D2,
e
z′2 =
b2
a¯2
=
(− Imx2 + y2) 4
√√
2 + 2
x′2 − Im y′2
∈ D2,
onde Im2 = −1 e
x2 = 8 + 4
√
2 +
(
6 +
√
2
)√
2 +
√
2, y2 = 2
√
2 +
√
2
√
2 +
√
2,
x′2 = 4 +
√
2 + 4
√
2 +
√
2, y′2 = 8 + 7
√
2 +
(
4 + 4
√
2
)√
2 +
√
2.
Assim, z2 ⇔ z′2 e´ rotulado por 3.
Observac¸a˜o 5.7.4 O fato de x e y serem rotulados por 3, sugere que x ∼ y ⇔ x · y−1 ∈ O1p,
ou seja, [x] = [y] em O
1
O1p .
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Cap´ıtulo 6
Concluso˜es
Em [5], foram estabelecidas as condic¸o˜es alge´bricas necessa´rias para o processo de rotulagem
de sinais de constelac¸o˜es geometricamente uniformes no plano hiperbo´lico, a partir de tes-
selac¸o˜es auto-duais {4g, 4g}. Essa proposta consiste na busca de subgrupos normais Γp com
pm elementos, em grupos fuchsianos aritme´ticos1 Γ4g, atrave´s da identificac¸a˜o dos grupos Γ4g
em ordens dos quate´rnios O de uma a´lgebra A sobre um corpo K = Q(√d), [K : Q] = 2.
Carvalho em [5] e Johansson em [19] mostraram que ordens OZ[θ], sendo Z[θ] o anel de inteiros
do corpo K = Q(
√
d), correspondem a espec´ıficos grupos fuchsianos aritme´ticos.
Em nosso trabalho, generalizamos o processo de identificac¸a˜o de grupos fuchsianos aritme´ticos
em ordens dos quate´rnios de modo a determinar os reticulados hiperbo´licos associados a`s
constelac¸o˜es de sinais geometricamente uniformes, como em [5]. Para tanto, foi necessa´rio
estabelecer um procedimento sistema´tico de construc¸a˜o de grupos fuchsianos aritme´ticos de-
rivados de a´lgebras de divisa˜o dos quate´rnios A sobre corpos de nu´meros K, [K : Q] = 2m.
No Cap´ıtulo 4 estendemos os resultados obtidos em [5] e [19], considerando as tesselac¸o˜es
da forma {4g, 4g}, para g = m · 2n, m = 1, 3, 5, sendo n ∈ N qualquer. Mostramos que, para
esses valores, os grupos Γ4g sa˜o aritme´ticos e determinamos os reticulados nos quais esses
grupos sa˜o identificados.
Nessa mesma direc¸a˜o, trabalhamos tambe´m no Cap´ıtulo 5 com famı´lias de tesselac¸o˜es
hiperbo´licas {p, q}, p 6= q, mais densas do que as tesselac¸o˜es {4g, 4g}. Inicialmente, for-
necemos uma se´rie de exemplos de emparelhamentos que identificam as arestas de Pp, a
fim de obtermos superf´ıcies compactas H2/Γ (particularmente, trabalhamos com {10λ, 2λ}
e {12λ − 12, 4}). Entretanto, o processo de identificac¸a˜o dos grupos Γp associados a {p, q}
em ordens dos quate´rnios se torna um tanto quanto complexo. Como exemplo dessa com-
plexidade, citamos a busca da ordem dos quate´rnios associada ao grupo Γ18 proveniente da
tesselac¸a˜o {12g − 6, 3}, g = 2.
Consideramos treˆs casos de identificac¸a˜o. Exibimos de forma generalizada os reticulados
1Os grupos relacionados com as tesselac¸o˜es {4g, 4g}.
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associados aos grupos Γ10λ associado a` famı´lia {10λ, 2λ} para λ = 2n, n ∈ N qualquer, a
qual tem {20, 4} como sua tesselac¸a˜o apresentando a maior densidade de empacotamento.
Para a famı´lia {12λ− 12, 4}, exibimos um caso particular de identificac¸a˜o para a tesselac¸a˜o
{60, 4}, λ = 6, cuja densidade de empacotamento e´ 0.89363. Para a famı´lia {12g − 6, 3},
apresentamos a ordem O associada ao grupo Γ30 que corresponde a {12g − 6, 3} para g = 3.
A tesselac¸a˜o {30, 3} tem densidade de empacotamento de 0.94585, algo muito pro´ximo da
densidade ma´xima, que e´ 3
pi
≈ 0.95493.
Finalmente, apresentamos alguns exemplos de rotulamento de sinais de uma constelac¸a˜o
de sinais geometricamente uniforme (Gp-o´rbita) obtida da tesselac¸a˜o {4g, 4g}. De modo
particular, consideramos os casos g = 2, 4. Para o caso g = 2, fizemos uso do algoritmo
de rotulamento proposto em [5]. Estendemos esse algoritmo a fim de considerar outros
valores para g (g > 2), uma vez que a proposta de rotulamento em [5] so´ e´ va´lida para
grupos fuchsianos aritme´ticos Γ4g derivado de uma a´lgebra dos quate´rnios sobre um corpo
K, [K : Q] = 2. Como consequ¨eˆncia, propomos um me´todo de rotulagem de sinais de uma
constelac¸a˜o geometricamente uniforme como em (5.55), proveniente de um grupo fuchsiano
aritme´tico Γp, associado a uma tesselac¸a˜o hiperbo´lica {p, q}, cujos elementos sa˜o identificados
com elementos de uma ordem O em uma a´lgebra A sobre um corpo de nu´meros K, tal que
[K : Q] = n.
6.1 Propostas para Trabalhos Futuros
Para finalizar, gostar´ıamos de apresentar de modo sucinto alguns to´picos que podem ser
objetos de estudos para trabalhos futuros. De uma forma indireta, ja´ comentamos sobre
esses to´picos no decorrer do trabalho, que sa˜o:
• O estudo da aritmeticidade dos grupos Γp obtidos das tesselac¸o˜es hiperbo´licas {p, q}
constru´ıdas neste trabalho.
• A identificac¸a˜o dos grupos Γp em ordens dos quate´rnios, de modo a determinar os
reticulados hiperbo´licos associados com as constelac¸o˜es de sinais Gp(0) como em (5.55).
• Para a famı´lia de tesselac¸o˜es {12g−6, 3}, o problema que surge e´ o seguinte: como obter
o reticulado hiperbo´lico associado a {12g2 − 6, 3}, desde que se conhec¸a o reticulado
associado a {12g1 − 6, 3}, sendo g2 um mu´ltiplo de g1? Esse problema trata de fato de
uma generalizac¸a˜o de identificac¸a˜o dos grupos Γ12g−6 em ordens dos quate´rnios.
• A partir da identificac¸a˜o de um grupo Γp em uma ordem dos quate´rnios O, descrever, de
forma geral, a constelac¸a˜o Gp(0) com os respectivos ro´tulos de seus sinais. Para tanto,
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e´ necessa´rio estabelecer as classes de equivaleˆncias do grupo quociente O
1
O1p , atrave´s de
um ideal p ⊂ DK , convenientemente escolhido. Esse e´ um problema que julgamos de
uma complexidade considera´vel.
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