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Kurzfassung
In dieser Arbeit wird die nihtlineare Zustandsshätzung bei mehatronishen Systemen am
Beispiel von Parallelrobotern beshrieben. Das Hauptziel ist, die Reibkräfte und -momente
in den Gelenken des Roboters zu detektieren und diese für regelungstehnishe Zweke zur
Verfügung zu stellen. Das entwikelte Verfahren zur Beobahtung erlaubt die Bestimmung
veränderliher Reibmomente in den Gelenken unter Einbeziehung des vollständigen Robo-
termodells. Ein besonderer Fokus liegt dabei auf der Nutzbarkeit der Informationen zur
Steuerung adaptronisher Gelenke, so dass sih das hier entwikelte Verfahren von adapti-
ven Ansätzen abhebt.
Die Herleitung der Methoden nutzt die besondere Struktur der Modelle mehatronisher
Systeme aus. Ein Shwerpunkt liegt auf der genauen Untersuhung der Beobahtbarkeit der
gesuhten Reibmomente des Systems und die sih daraus ergebenden Bedingungen beim
Entwurf. Das vorgestellte Verfahren basiert auf der Transformation des Systems und nutzt
die Methoden der Dierentialgeometrie zur Analyse nihtlinearer Systeme aus. Der hier
entwikelte Ansatz untersheidet sih von denen der klassishen Form zur Beobahterent-
wiklung und bietet systemunabhängig eine globale Konvergenz in den geshätzten Gröÿen.
Die erzielte Fehlerdynamik ist dabei linear. Die Shlieÿung des Regelkreises über die ge-
shätzten Zustände wird untersuht, um die zur Stabilität notwendigen Bedingungen an die
Entwurfsparameter zu denieren.
Die theoretishen Ergebnisse sind in Simulation und am Versuhsträger veriziert. Da-
zu wurde die Shätzung der Parameter an einem Parallelroboter mit zwei Freiheitsgraden
durhgeführt. Das Verfahren wurde nahträglih in die bestehende Steuerungsstruktur inte-
griert und zur Shätzung der Parameter verwendet. Dazu wurden die bereits vorhandenen
Messwerte benutzt, zusätzlihe Sensoren wurden niht in das System eingebraht.
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Abstrat
This thesis presents a method for non-linear state estimation in parallel kinemati mahines.
These mahines serve as an example for a more general lass of mehatronial systems
that are desribed by similar equations. The main objetive of this work is to detet the
varying torques and fores that are indued by frition within joints. This state information
is supposed to be fed bak into the ontrol system in order to maintain the performane of
the ontroller. Furthermore, the information gained by the observer has to be utilizable as
input for the ontrol of adaptroni joints. The potential use of the state information as the
ontrol variable in losed ontrol loops is the major dierene to adaptive onepts.
The derivation of the observer exploits the speial struture of the dynami equations of
mehatroni systems. Methods from dierential geometry are appliable to the dierential
equations and allow the transformation to more onvenient desriptions of the nonlinear
system. The observability of the system is analyzed in detail. Consequently, onditions for
non-linear observer design are derived. The onept presented here diers from the lassial
non-linear observer and allows the estimation of frition without further restritions to the
systems parameters, while ahieving global onvergene. The error dynamis are desribed
by linear dierential equations. Stability of losed loop ontrol using the estimated states is
analyzed and neessary onditions are derived.
Afterwards, the theoretial results are veried in simulation and on a real system. The
observer was implemented and integrated in an existing ontrol setup of a two dimensio-
nal parallel robot. Without installing additional sensors the derived observer provides the
targeted states.
11 Einleitung
Die Automatisierung von Prozessen in der Industrie gilt nah wie vor als eine der Shlüssel-
tehnologien für europäishe Unternehmen, um im weltweiten Markt konkurrenzfähig pro-
duzieren zu können, vergleihe [1℄. Die wirtshaftlihe Bedeutung der Automation für den
deutshen Markt lässt sih an Hand der Umsatzzahlen festmahen. Trotz des im Jahre 2009
prognostizierten deutlihen Einbruhs im Gesamtumsatz ist ein erneutes Wahstum in den
Folgejahren vorhergesagt. Der Anteil der Robotik am Gesamtvolumen im Bereih Automati-
on stellt mit 25% einen erheblihen Anteil, dessen gröÿter Teil auf den Bereih Handhabung
und Montage entfällt. Industrieroboter stellen damit einen wihtigen Faktor in der deut-
shen Industrielandshaft dar. Mit Industrierobotern sind in diesem Zusammenhang frei
programmierbare Handhabungseinrihtungen bezeihnet, die mit Greifern oder Werkzeugen
am Endeektor ausgestattet sind und mehrere Bewegungsfreiheitsgrade besitzen, siehe [2℄.
Der Einsatz von Robotern im Bereih der Handhabung und Montage fordert die Kom-
bination der Eigenshaften von niedriger Zykluszeit und Präzision. Diese fortshreitenden
Anforderungen lassen sih zum einen durh stetig verbesserte Komponenten in existierenden
Robotern erfüllen oder durh die Nutzung anderer Strukturen und den Einsatz neuer Kompo-
nenten. Der Sonderforshungsbereih 562 Robotersysteme für Handhabung und Montage 
Hohdynamishe Parallelstrukturen mit adaptronishen Komponenten befasst sih mit der
Erforshung von Konzepten für Parallelroboter, um den genannten Anforderungen Rehnung
zu tragen. Die kinematishe Struktur von Parallelrobotern begünstigt die oben aufgeführten
Punkte, Präzision und hohe Dynamik, die letztlih zu geringen Zykluszeiten führen [3℄.
1.1 Parallelroboter
Wie bereits im vorigen Abshnitt erwähnt, weisen Parallelroboter strukturelle Eigenshaften
auf, die die Koppelung von Präzision und Dynamik ermöglihen. Demgegenüber stehen ei-
ne eingeshränkte Positionierbarkeit des Endeektors sowie ein ungünstiges Verhältnis von
Bau- und Arbeitsraum. Parallelroboter untersheiden sih von seriellen Robotern durh das
Vorhandensein geshlossener kinematisher Ketten. Ein Beispiel mit zwei Freiheitsgraden ist
in Abbildung 1.1 illustriert. Die geshlossenen Ketten ermöglihen eine präzise Positionie-
rung des Endeektors, da sih Positionsfehler in den Antrieben niht additiv überlagern [3℄.
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Abbildung 1.1: Gegenüberstellung serielle und parallele Kinematik
Gleihzeitig ergibt sih aus dem erzeugten Kraftuss eine höhere Steigkeit der Struktur
im Vergleih zu ähnlih dimensionierten seriellen Robotern. Dies ermögliht die Verwendung
leihterer Strukturen für die gleihe Nutzlast am Endeektor. In Kombination mit der Option
die Antriebe bei Parallelrobotern sämtlih an der Basis des Systems anbringen zu können,
resultiert dies in deutlih reduzierten Massen im Vergleih zu seriellen Strukturen. Die An-
triebe müssen niht von ihren Vorgängern wie bei seriellen Strukturen mit bewegt werden.
Daraus ergeben sih die für kurze Zykluszeiten notwendigen dynamishen Eigenshaften der
parallelen Kinematiken [4℄. Ein weiteres Merkmal paralleler Kinematiken ist das Vorhanden-
sein passiver Gelenke in der Struktur, siehe Abbildung 1.1. Diese erlauben das Einbringen
zusätzliher Komponenten, wie zum Beispiel halbaktive Gelenke, deren Spiel und damit die
Reibung aktiv beeinusst werden kann.
Diesen Vorteilen stehen auh einige Nahteile gegenüber. Die für den Einsatz im Bereih
Handhabung und Montage wihtigsten sind die geringe Orientierbarkeit des Endeektors
und möglihe Singularitäten im Arbeitsraum. Im Gegensatz zu seriellen Kinematiken gewin-
nen die Parallelstrukturen Freiheitsgrade in diesen Positionen. Dies führt zum Verlust der
Steigkeit, das System ist in diesen Posen unterbestimmt. Dennoh existieren im Bereih
der Handhabung und Montage Szenarien, in denen die eingangs erwähnten Eigenshaften
der Systeme die Nahteile überkompensieren und der Einsatz von Parallelrobotern bzw. hy-
brider Strukturen dem rein serieller vorzuziehen ist. Die Ansätze, die im Sonderforshungsbe-
reih 562 entwikelt und umgesetzt worden sind, erlauben zudem die Kompensation einiger
der strukturell bedingten Nahteile, wie z. B. der Kongurationswehsel zur Verbesserung
des Verhältnisses von Arbeitsraum zu Bauraum [5℄.
1.2 Handlungsbedarf
Die Realisierung hohdynamisher Fahrten mit Parallelrobotern setzt eine exakte und zuver-
lässige Regelung voraus, deren Realisierung unweigerlih ein präzises Modell des Roboters
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fordert. Dieses ist notwendig, um die erforderlihen Stellgröÿen zu generieren, die die Einhal-
tung der Bahn bei Fahrten gewährleisten. Tritt Reibung in den Antrieben oder Gelenken des
Roboters auf, so ist diese im Gegensatz zu den kinematishen und dynamishen Parametern
wie Längen und Massen bzw. Trägheiten unbekannt und zeitlih variant. Um weiterhin eine
präzise Regelung des Systems bei hoh dynamishen Fahrten zu ermöglihen, muss diesen
Einüssen Rehnung getragen werden. In [6℄ wird die Reibung der Getriebemotoren adap-
tiert, um die Qualität der Regelung zu verbessern. In diesem Fall werden quasi-stationäre
Reibgröÿen vorrausgesetzt.
Die Kombination aus hoher Steigkeit und geringer Masse führt neben den herausragen-
den dynamishen Eigenshaften der Systeme auh zu höheren Eigenfrequenzen der Struktur.
Zudem kommen meist Direktantriebe zum Einsatz. Dies führt zu Strukturen, die eine gerin-
ge Dämpfung der eigenen Strukturmoden besitzen. Im Zusammenspiel mit den applizierten
hohen Beshleunigungen führt dies zu vermehrtem Auftreten von Strukturshwingungen im
Betrieb [7℄. Zur präzisen Positionierung eines Bauteils im Kontext der Handhabung und Mon-
tage kann dies bedeuten, dass das Abklingen der Shwingung unter eine Toleranzshwelle
abgewartet werden muss. Dies reduziert die durh die hohe Dynamik gewonnene Zeiterspar-
nis und führt im shlimmsten Fall zu längeren Zykluszeiten. Daher existieren Ansätze durh
aktive Komponenten die Dämpfung im System zu erhöhen. Eine Variante sind dabei adap-
tronishe Gelenke. Diese erlauben durh die Einbringung von zusätzliher Reibung in das
System die Abklingzeiten der Strukturshwingungen zu verkürzen. Durh die aktiv einge-
brahte Reibung ist diese niht mehr länger als quasi-stationär anzusehen, dennoh hat sie
signikante Auswirkungen auf die Charakteristik des Parallelroboters, da unter Umständen
hohe Kräfte entstehen, die niht mehr nur parasitär wirken. Ihr Einuss ist im Sinne einer
präzisen Regelung zu kompensieren.
1.3 Zielsetzung
Die vorliegende Arbeit entstand im Rahmen des Sonderforshungsbereihes 562. Ziel dieses
Forshungsprojektes war es, Parallelroboter für den Einsatz in den Bereihen Handhabung
und Montage nutzbar zu mahen und von ihren stukturellen Eigenshaften bzgl. hohdy-
namisher Bewegungen zu protieren. Die präzise Regelung auh unter Anwesenheit von
Reibung, sowie die möglihe Integration adaptronisher Komponenten zur Ausshöpfung des
vollen Potentials ist daher von besonderer Bedeutung.
Ziel dieser Arbeit ist daher die Möglihkeit zu shaen, die im vorhinein unbekannte
Reibung ohne weitere Sensorik zu bestimmen und für die Regelung nutzbar zu mahen.
Dabei ergeben sih die Teilaspekte:
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• Detektion der Reibung und Rükführung in die Steuerung unter dem Aspekt der Ver-
besserung der Güte der Starrkörperregelung. Dabei soll insbesondere auh solhe Rei-
bung berüksihtigt werden, die niht als (quasi-)stationär angenommen werden kann.
Diese tritt unter anderem beim Einsatz adaptronisher Gelenke auf.
• Nutzung der bestimmten Informationen der Reibung zur Ansteuerung der adaptroni-
shen Komponenten selbst. Dazu müssen die detektierten Gröÿen dem Regelkreis der
Adaptonik zur Verfügung gestellt werden.
In beiden Fällen ergibt sih ein zusätzliher Signalpfad, der neben der Regelung eine zusätz-
lihe Rükkopplung bedeutet. Neben der eigentlihen Detektion der Reibgröÿen muss daher
auh die Stabilität des neuen Gesamtsystems sihergestellt und bewiesen werden. Aus diesem
Grund wird zur Shätzung der Reibung eine nihtlineare Beobahterstruktur herangezogen.
1.4 Stand der Tehnik
Der Einsatz von Beobahtern zur Bestimmung von niht messbaren Gröÿen ist ein ver-
breitetes Konzept. Ausgehend von linearen Systemen ist die Shätzung der Zustandsgröÿen
durh ein parallel gerehnetes Modell, welhes durh die Messgröÿen abgeglihen wird, seit
langem Bestandteil der modernen Regelungstehnik [8, 9℄. Die Analyse ob für die interes-
sierenden Gröÿen ein Entwurf existiert und die Synthese des Beobahters ist in der linearen
Regelungstehnik weitestgehend erforsht [10, 11, 12℄. Im Bereih der nihtlinearen Systeme
existiert keine einheitlihe Theorie zum Entwurf von Beobahtern. Eine Zusammenstellung
vershiedener Konzepte ndet sih in [13℄. Den meisten Ansätzen ist, analog zum linearen
Fall, gemein, dass ein präzises Modell der zu beobahtenden Streke erforderlih ist. Dies ist
bei den vorliegenden mehatronishen Systemen weitestgehend gegeben. Das mathematishe
Modell des als Starrkörper angenommenen Roboters beshreibt die Dynamik des Systems
i. Allg. sehr genau, siehe z. B. [14℄.
Aus diesem Grund qualizieren sih die sogenannten transformationsbasierten Ansätze
für diese Systeme. Diese sind über die Beshreibung nihtlinearer Systeme mit Hilfe der
Methoden der Dierentialgeometrie motiviert [15, 16℄. Sie bieten den Vorteil auf lineare
Fehlerdynamik abzuzielen und damit eine exponentielle Konvergenz der geshätzten Gröÿen
zu ermöglihen.
Für den Einsatz von Beobahtern in der Robotik existieren zahlreihe Beispiele. Ziel der
Shätzung ist in vielen Fällen die Geshwindigkeit der Antriebe, um aufbauend auf dieser
Zusatzinformation eine Regelung entwerfen zu können. So ist in [17℄ ein Beobahter für
die Geshwindigkeiten vorgestellt, dessen Shätzwerte in der Regelung verwendet werden.
Die Implementierung erfolgte für einen Parallelroboter mit sehs Freiheitsgraden. In [18℄ ist
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ebenfalls ein Beobahterentwurf für mehatronishe Systeme gegeben, der die Eigenshaf-
ten der dynamishen Gleihungen des Lagrange-Formalismus ausnutzt. Ziel ist es erneut die
Geshwindigkeit des Systems präzise zu shätzen. Die lineare Fehlerdynamik wird dabei der
Aufweitung der Klasse zulässiger Systeme geopfert. Dies bedeutet auh, dass der Konver-
genzradius des Beobahters einer gesonderten Untersuhung bedarf, um das Einzugsgebiet
zu bestimmen. Die Shätzung der Roboterzustände kann auh durh die Übertragung des
Luenberger Beobahters in die nihtlinearen Gleihungen erfolgen [19℄. Dazu wird in dem
Paper der lineare Teil separiert und für diesen ein linearer Beobahter entworfen. Das niht-
lineare Teilsystem wird als Störung bzw. Unsiherheit aufgefasst, die in der gewählten Beob-
ahterdynamik aufzufangen ist. Der zitierte Artikel benutzt dazu abshnittsweise denierte
Funktionen, um die Stabilität zu erreihen. Die Ausführungen sind daher den Entwürfen mit
hoher Verstärkung (High-Gain) verwandt.
Neben der Shätzung der Geshwindigkeit, werden Beobahter auh zur Entkopplung bei
der Regelung eingesetzt [20, 21℄. Dieser Einsatz gründet sih z. B. auf nur ungenau bekannte
Modelle des Systems, so dass Ansätze mit modellgestützten Reglern niht oder nur ansatz-
weise möglih sind. Der Regelungsansatz ist daher dezentral gewählt. Der Beobahter dient
dazu, die durh die Kopplung auftretenden Eekte zu shätzen und zu kompensieren. Auh
andere Eekte wie Elastizitäten oder Reibung lassen sih berüksihtigen. Durh die Re-
duzierung des Systems auf individuelle Ahsen, entstehen lineare Teilsysteme für die ein
Störgröÿenbeobahter entworfen wird.
Ein Einsatz von Beobahtern in Verbindung mit elastishen Gelenken ndet sih in [22, 23℄.
Ziel ist auh hier die Zustandsshätzung des Starrkörpersystems, also Winkel und Winkel-
geshwindigkeiten. Mittels zusätzliher Beshleunigungssensoren am Roboter wird hier eine
Entkopplung der einzelnen Ahsen angestrebt. Dadurh vereinfaht sih der Entwurf der Be-
obahter, der auf einen linearen Entwurf zurükgeht. Die eigentlihen Beobahtergleihungen
sind linear ausgeführt; die Konvergenz des Entwurfs wird durh die Nutzung hoher Verstär-
kungen in der Beobahterrükführung sihergestellt.
Ebenfalls mit dem Einsatz von Beobahtern bei der Regelung von Robotern mit elas-
tishen Gelenken befasst sih [24℄. Ziel der Shätzung sind hier die elastishen Parameter
des Robotermodells. Dazu erfolgt die Aufteilung des Systems in Bereihe mit vershiede-
nen Zeitskalen, als üblihen Ansatz zur Regelung elastisher Roboter. In diesem Kontext
wird analog zum oben dargestellten Ansatz mit linearen Beobahtergleihungen in transfor-
mierten Koordinaten gearbeitet. Der Artikel fokussiert die Shätzung der Gröÿen, ohne auf
Stabilitätsbetrahtungen einzugehen.
In [25℄ kommt ein Störgröÿenbeobahter bei der Regelung eines Ventils zum Einsatz. Der
Beobahter ist im nihtlinearen Kontext entworfen und basiert ebenfalls auf Zustandstrans-
formationen. Die Shätzung diente zur Erfassung niht messbarer Gröÿen, deren Kenntnis
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zur Steigerung der Regelqualität beitragen. Im Gegensatz zu Parallelrobotern besitzt das
System nur einen mehanishen Freiheitsgrad.
Der Artikel [26℄ befasst sih mit der Kollisionerkennung von Robotern mit der Umgebung
durh die Detektion von plötzlih auftretenden Störmomenten in den Antrieben eines seriel-
len Roboters. Hierzu wird ebenfalls eine Beobahterstruktur entworfen, die durh die Wahl
des generalisierten Momentes als Zustandsgröÿe möglih ist. Dadurh entsteht ein nihtlinea-
rer Beobahter mit linearer Fehlerdynamik, der die Shätzung dieses Störmomentes erlaubt.
Darauf aufbauend erfolgt die Umshaltung der Steuerung des Roboters im Falle von Kolli-
sionen. Der so entworfene Beobahter ist ebenfalls als Störgröÿenbeobahter ausgelegt.
1.5 Inhalt der Arbeit
Die Arbeit gliedert sih wie folgt:
Der Aufbau der Steuerung der eingesetzten Parallelroboter ist in Kapitel 2 abgehandelt.
Hier wird kurz der Signaluss der Steuerung erläutert sowie das zu Grunde liegende Regel-
konzept. Auf Basis dieser Vorgaben lassen sih die Bedingungen ableiten, wie die Detektion
der Reibgröÿen in dem vorhandenen Steuerungskontext zu integrieren ist.
Die Bestimmung von niht messbaren Gröÿen erfordert stets ein Modell, welhes die Aus-
wirkungen auf das Gesamtsystem beshreibt. Daher wird in Kapitel 3 der Aufbau der ad-
aptronishen Gelenke beshieben, die als Quelle der Reibkräfte in der Struktur wirken. Zu-
sätzlih wird hier das den weiteren Berehnungen zu Grunde gelegte Reibmodell der Gelenke
vorgestellt. Mit Hilfe dieses Modells können dann die weiteren Untersuhungen im Folgeka-
pitel durhgeführt werden.
Nah Integration des Reibmodells in die beshreibende Dierentialgleihung des Gesamt-
systems erfolgt die Auslegung der Reibdetektion in Kapitel 4. Nah Analyse der Beobaht-
barkeitsbedingungen, erfolgt die Ableitung der Beobahterkonzepte mit Hilfe von Zustands-
transformation. Die Eignung der Konzepte wird untersuht und eine allgemeine Vorshrift
für die klassizierten Systeme angegeben.
Die Einbeziehung der bestimmten Reibgröÿen in den Kontext der Regelung wird in Ka-
pitel 5 beshrieben. Besonderer Shwerpunkt liegt dabei auf der Garantie der Stabilität des
Gesamtsystems bei allen Konzepten. Die Eignung der geshätzten Gröÿen zur Verbesserung
der Starrkörperregelung und ihr Einsatz zur Regelung der adaptronishen Komponenten
wird untersuht.
Die Ergebnisse des Konzepts werden in Kapitel 6 präsentiert. Hier werden simulative und
experimentelle Ergebnisse des nihtlinearen Beobahters im Einsatz an einem Versuhsträger
des Sonderforshungsbereihes untersuht.
Eine Zusammenfassung shlieÿt die Arbeit ab.
72 Steuerungsarhitektur im
Sonderforshungsbereih
Die in diesem Kapitel vorgestellte Steuerungsarhitektur stellt die im Sonderforshungsbe-
reih eingesetzte Konguration dar. Ihre Kenntnis ist für die Integration des zusätzlihen Be-
obahtermoduls notwendig. Die Steuerung der Roboter im Sonderforshungsbereih umfasst
die komplette Folge von Prozessen beginnend bei der Verarbeitung der Programmieraufgabe
in Form von Aktionsprimitiven bis zur Generierung der Stellgröÿen der Antriebe des Robo-
ters. Die einzelnen Aufgaben wie Trajektoriengenerierung oder Siherheitsfunktionalitäten
sind modularisiert und werden vom zentralen Steuerungskern verwaltet, siehe [27℄.
Diese Modularisierung erlaubt den Entwurf des Beobahters als eigenständiges Modul.
Durh die mittels des Steuerungskerns zur Verfügung gestellte Infrastruktur, ist der Zugri
auf alle notwendigen Zustandsinformationen bzgl. des Roboters sihergestellt. Weiterhin er-
laubt diese Struktur auh die problemlose Verteilung der im Beobahter erzeugten Infor-
mationen an die anderen Module der Steuerung, so dass die eingangs formulierten Ziele,
Nutzung des Beobahters in der Starrkörperregelung und Verwendung der Informationen
zur Steuerung der adaptronishen Gelenke unabhängig voneinander durhführbar sind.
In Abbildung 2.1 ist der grundsätzlihe Signaluss der Steuerung skizziert. Das Konzept
der Steuerung basiert auf den in [28℄ vorgestellten Strukturen und leitet sih aus der Anfor-
derung ab, hybride Roboteraufgaben in beliebigen Koordinatensystemen mittels elementarer
Anweisungen zu denieren. Die Denition der Aufgabe erfolgt in diesem Konzept in Anwen-
derkoordinaten, dem Task-Frame. Die Aufgabe ist dabei in den zur Verfügung stehenden
Ahsen deniert. Die Art der Regelung für jede Ahse ist dabei individuell vorgebbar, so
dass hybride Aufgaben möglih sind. Nah der Überprüfung der Erfüllbarkeit der Aufgabe
erfolgt die Zuordnung der Ahsen auf die einzelnen Bewegungsmodule der Steuerung. Diese
planen die Roboterbewegung in Anwenderkoordinaten, die dann zur Ausführung als Sollwer-
te an den unterlagerten Regler des Roboters in Weltkoordinaten weitergegeben werden. Die
dazu notwendigen Shritte zur Auswahl und Transformation bei hybriden Aufgaben sind in
[27, 29℄ angegeben.
Ein wesentliher Punkt bei der Bewegungsplanung in dieser Steuerungsarhitektur ist der
zunähst niht vorhandene Rükuss der Roboterzustände in die Bewegungsmodule. Die
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Abbildung 2.1: Arhitektur der Robotersteuerung RCA 562
Istwerte von Position und Geshwindigkeit stehen den Trajektorienplanern niht zur Verfü-
gung, siehe Abbildung 2.1. Die aktuellen Zustände werden in Antriebskoordinaten erfasst
und müssen daher in die Koordinaten der Aufgaben transformiert werden. Da parallele Ki-
nematiken jedoh ein komplexes direktes kinematishes Problem besitzen, dessen Lösung im
Ehtzeitkontext nur in Ausnahmefällen gelingt, ist die Transformation der Istwerte in den
Task-Frame niht möglih. Die Bewegungsmodule sind daher als Trajektorienplaner zu ver-
stehen. Da auf ihren Daten auh die Linearisierung des Systems erfolgt, ist die präzise und
shnelle Regelung des Systems von groÿer Bedeutung, um das Auftreten groÿer Shleppfehler
und Bahnverzerrungen zu vermeiden. Die Steuerung sieht dennoh Signalpfade von Sensoren
zu den Bewegungsmodulen vor. Diese sind durh sogenannte Sensormodule realisiert, die es
erlauben aktuelle Daten den Bewegungsmodulen zur Verfügung zu stellen. In Abbildung 2.1
ist dies für die Kraftregelung realisiert, die die Kraftregelung im Task-Frame realisiert, und
daher Zugri auf die gemessenen Werte benötigt. Dieser Mehanismus lässt sih auh für
den Rükuss weiterer Zustandsinformationen verwenden. Das Ende einer geplanten Bewe-
gung signalisieren die Module der Steuerung, ein vorzeitiges Beenden der ursprünglihen
Bewegung ist durh das Auslösen vorgebbarer Abbruhbedingungen möglih.
Die in Abbildung 2.1 dargestellte Kommunikation zwishen den Modulen erfolgt über
die Middleware MiRPA-X , siehe [30℄. Die Daten werden dabei über Nahrihtenkanäle und
shared-memory Regionen ausgetausht. Letztere sind durh geeignete Synhronisationsme-
9hanismen vor Zugriskonikten zu shützen.
Unterlagerte Regelung
Der in Abbildung 2.1 als unterlagerte Starrkörperregelung bezeihnete Blok fasst die Rege-
lung des Roboters zusammen. Dabei ist in diesem Zusammenhang die Regelung des Roboters
als starres Mehrkörpersystem bezeihnet. Die Bedämpfung von Strukturshwingungen ist in
anderen Modulen berüksihtigt und von der Regelung der Bewegung entkoppelt [31℄. Die
Verwendung von Direktantrieben bei den Versuhsträgern begünstigt diese Aufteilung. Der
Verziht auf Getriebe befreit das System von den Rükshlageekten und den Elastizitäten
die durh diese eingebraht würden. Ferner erlauben Direktantriebe eine bessere Ausnutzung
der dynamishen Eigenshaften des Systems.
Die implementierte Regelung hat die Aufgabe die Dynamik des mehanishen Systems zu
kapseln und eine nah auÿen einheitlihe Shnittstelle bereitzustellen. Sie bildet zusammen
mit dem mehanishen System eine stabile und pose-unabhängige Dynamik. Dies erlaubt
die Generation einheitliher Trajektorien in kartesishen Anwenderkoordinaten, und sihert
so die Wiederverwendbarkeit der Bewegungsmodule der Steuerung. Auf Grund der niht
vorhandenen Rükführung aktueller Zustandsgröÿen, siehe voriger Abshnitt, sind diese niht
in der Lage posenabhängige Dynamiken zu berüksihtigen.
Um den dynamishen Anforderungen der Aufgaben im Bereih Handhabung und Montage
gereht zu werden, ist das Starrkörpermodell des Roboters in die Regelung integriert. Das so
linearisierte System erfährt anshlieÿend die Regelung mittels linearer Reglerkaskaden, die
etwaige Modellfehler und niht modellierte Störungen ausgleihen. Dabei zeigt sih [32, 29℄,
dass die Linearisierung mittels Vorsteuerung gegenüber der Ein-/Ausgangslinearisierung Vor-
züge besitzt. Diese benötigt die Spezikation der Trajektorie bis zur zweiten Zeitableitung.
Da die Trajektorien zum Shutz der Struktur ohnehin rukbegrenzt geplant und somit C2-
stetig sind, bedeutet dies keine Einshränkung. Die Varianten zum Entwurf der Regler im
linearen Kontext sind in [33℄ ausführlih erläutert. Auf Grund der präzisen mehanishen
Modelle und der damit verbundenen Vorsteuerung agieren die Regler vornehmlih zur Unter-
drükung von Störungen und sind diesbezüglih optimiert. Zusätzlih sind in der unterlager-
ten Starrkörperregelung hardwarenahe Regelaufgaben realisiert. Der Kongurationswehsel
am Versuhsträger Triglide erfordert z. B. alternative Regelungsshemata. Diese können
durh die in Abbildung 2.1 verzeihneten Kommunikationskanäle von der Steuerung aktiviert
werden.
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3 Reibung in passiven Gelenken
Im Gegensatz zu den klassishen seriellen Robotern, besitzen Parallelroboter strukturbedingt
mehr Gelenke als Freiheitsgrade, siehe Abbildung 1.1. Neben denen zum Antrieb notwendigen
aktiven Gelenken, sind die übrigen Gelenke bei bisherigen Parallelrobotern meist rein passiv
ausgeführt. Sie enthalten weder Aktorik noh Sensorik. Das Ersetzen eines passiven Gelenks
durh ein aktives, führt zu einem Roboter mit mehr Antrieben als Freiheitsgraden. Bei einer
parallelen Kinematik resultiert dies in einem überbestimmten System.
Obwohl diese Antriebsredundanz bezüglih einiger Aufgaben, wie z. B. dem Durhfahren
von Singularitäten, Vorteile mit sih bringt, bedeutet dies auh, dass der den meisten Par-
allelkinematiken inhärente Vorteil der gestellfesten Antriebe und damit geringen bewegten
Massen aufgegeben wird. Insbesondere beim Einsatz mit hohdynamishen Fahraufträgen,
spielt das Eigengewiht der Roboterstruktur eine entsheidende Rolle. Ein vollwertiger zu-
sätzliher Antrieb in der Struktur ist daher in den meisten Fällen niht sinnvoll.
Das Ergebnis vieler Aufgaben kann jedoh auh mit niht vollwertig aktuierten Gelen-
ken verbessert oder überhaupt ermögliht werden. Dazu wurden im Rahmen des Sonder-
forshungsbereihes sogenannte adaptronishe Gelenke entwikelt, die ein veränderbares Ge-
lenkspiel und damit auh eine veränderbare Reibung bis hin zur vollständigen Blokade
des Gelenks besitzen. Diese zusätzlihe Aktorik bringt weniger Masse in die Struktur ein
und bietet gleihzeitig einige der Vorteile eines weiteren Antriebs. Neben der vereinfahten
Fahrt durh Singularitäten kann die Sperrbarkeit der Gelenke auh zur Rekonguration der
Struktur eingesetzt werden.
Von der vollständigen Blokade des adaptronishe Gelenks abgesehen, erlaubt es eben-
falls die selektive Erhöhung der Reibung bzw. die Verringerung des Gelenkspiels. Als mögli-
he Anwendungsfälle sind der Wehsel vom reibungsarmen Verfahren einer Trajektorie zur
gesteigerten Präzision am Endpunkt einer Bahn durh verringertes Gelenkspiel, oder die
Dämpfung von Strukturshwingungen zu nennen. Nahteilig ist jedoh, dass sih die durh
die Gelenke eingebrahte Reibung shwer messen lässt und diese einen niht unerheblihen
Eekt auf die Regelgüte besitzt. Im Folgenden soll daher zunähst der Aufbau der Gelenke
kurz beshrieben werden. Anshlieÿend wird die Reibung modelliert, dabei werden einfahe
Reibmodelle zugrunde gelegt, die im zweiten Teil des Kapitels motiviert werden.
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Abbildung 3.1: Prinzipielle Wirkungsweise eines adaptronishen Gelenks. Die durh die Pie-
zoaktoren erzeugten Kräfte Fp bewirken eine Verringerung des Gelenkspiels
und erzeugen so ein Reibmoment τr im Gelenk.
3.1 Funktionsweise der adaptronishen Gelenke
Der detaillierte Aufbau der Gelenke ist z. B. in [34℄ beshrieben. Ziel der Entwiklung war
es das Gelenkspiel systematish zu verändern um Reibung im Gelenk zu erhöhen und damit
eine gröÿere Dämpfung gewisser Strukturmoden des Roboters zu realisieren [35℄.
Als Aktorik im Gelenk kommen Piezoaktoren zu Einsatz. Diese Form von Aktoren hat
bereits als zusätzlihe Aktorik in den Robotergliedern, sogenannte smart strutures, Ein-
zug erhalten. Das Wirkprinzip der Aktorik im Gelenk ist in Abbildung 3.1 skizziert. Die
Piezoaktoren erzeugen eine Kraft Fp, die die Pressung im Gelenk erhöht und damit, durh
die gestiegene Normalkraft, eine erhöhte Reibung zwishen Ahse und Lagershalen erzeugt.
Damit steigt das resultierende Reibmoment τr im Gelenk an.
Die Piezoaktoren eignen sih für dieses Einsatzgebiet aus dem Grund, dass zwar hohe
Kräfte im Gelenk benötigt werden, der notwendige Stellweg jedoh eher gering ausfällt. Dies
sind Eigenshaften, die Piezoaktoren auszeihnen. Je gröÿer die erzeugte Kraft Fp ausfällt,
desto gröÿer ist auh das Intervall des einstellbaren Reibmomentes. Da für einige der zuvor
erwähnten Einsatzzweke die vollständige Blokade des Gelenks erforderlih ist, sind hier
entsprehende groÿe Kräfte vorzusehen. Die Anforderungen an die Grenzfrequenz fallen für
das beabsihtigte Einsatzgebiet eher moderat aus, da die Dämpfung der Shwingungen niht,
wie z. B. in [7℄ durh destruktive Interferenz, sondern durh das Einbringen einer zusätzlihen
Dämpfung in das System erfolgt. Das Funktionsprinzip der mit Piezoaktoren ausgestatteten
halbaktiven Gelenke ist von dem Lagertyp, Roll- oder Gleitlager, unabhängig einsetzbar.
3.2 Angenommenes Reibmodell
Zur Einbeziehung der adaptronishen Gelenke in die Regelung des gesamten Roboters ist
eine Modellierung ihrer Eigenshaften zwingend erforderlih. Der hauptsählihe Parameter,
auf den durh die Adaptronik Einuss genommen wird, ist das Gelenkspiel, also die Gröÿe
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Abbildung 3.2: Bezeihnung der Gröÿen im eindimensionalen Reibmodell
des Luftspalts zwishen Welle und Lager. Als regelungstehnish relevante Gröÿe erwähst
daraus eine veränderlihe Reibkraft, die die Bewegung des Roboters insgesamt beeinusst.
Als Reibung wird hier wie in [36℄ die Tangentialkraft zwishen zwei Oberähen im Kon-
takt angesehen. Physikalish hängt diese dabei von zahlreihen Einussfaktoren ab, unter
anderem von der Beshaenheit der Oberähen, der Relativgeshwindigkeit zwishen beiden
Oberähen und dem Anpressdruk. Die Modellierung dieses nihtlinearen Phänomens ist
Gegenstand vieler Untersuhungen [37, 38, 39℄ um physikalish motivierte Modelle zu nden.
Diese Modelle deken dabei mit untershiedlihem Detaillierungsgrad Aspekte der Reibung
ab. Insbesondere die Beshreibung bei kleinen Relativgeshwindigkeiten einshlieÿlih der
Geshwindigkeit Null ist dabei problematish.
Daraus leitet sih eine grobe Unterteilung der Reibung in Gleit- und Haftreibung ab. Im
folgenden wird dabei die Gleitreibung im Vordergrund stehen. Diese ist insbesondere für den
späteren Einsatz der Modelle in den Regel- und Shätzalgorithmen wihtig, da diese dann
zur Kompensation genutzt werden kann.
Ein weiterer wihtiger Aspekt im folgenden ist die Reduzierung des Problems auf den ein-
dimensionalen Fall, siehe Abbildung 3.2. Die Gelenke sind mit einem Freiheitsgrad pro Ahse
konzipiert, sodass die Relativgeshwindigkeit zwishen den Oberähen ebenfalls durh einen
eindimensionalen Vektor v
reib
∈ 1 beshrieben werden kann. Damit ist auh die Wirkungs-
rihtung der Reibkraft eindeutig deniert: Sie wirkt der Geshwindigkeit entgegen. Anders
als bei mehrdimensionalen Kontakten sind Geshwindigkeit und Reibkraft zwingend anti-
parallel.
Abhängig von der Art der mathematishen Modellbeshreibung, unterteilt die Literatur,
siehe [36, 40℄, die Reibmodelle in statishe und dynamishe Ansätze. Unter statishen An-
sätzen sind diejenigen zu verstehen, deren Reibvorhersagen sih lediglih auf den momen-
tanen Wert der Zustände stützen. Da die Modellgleihungen algebraish sind, lassen sih
die einzelnen Bestandteile, wie Coulombshe Reibung und viskose Reibung, gut separieren.
In Abbildung 3.3 ist eine Auswahl statisher Modelle bzw. ihre Kombination dargestellt.
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Abbildung 3.3: Einige statishe Reibmodelle. Oben: Coulombshe und viskose Reibung
(linearer Verlauf), unten: Kombination aus beiden mit Haftreibung und
Strybek-Eekt. Zu beahten ist, dass die Reibkraft um die Geshwindig-
keit v
reib
= 0 niht deniert ist, sondern nur siher in einem Intervall liegt.
Die Kernidee, dass die Reibkraft der Bewegung entgegen wirkt, führt zur Berüksihtigung
der Geshwindigkeit in den Modellen. Die Coulombshe Reibung setzt eine konstante, vom
Betrag der Geshwindigkeit unabhängige Reibung an
F
reib
= F

· sgn (v
reib,n
) für v
reib
6= 0. (3.1)
Hingegen ist die viskose Reibung von dem Betrag der Geshwindigkeit abhängig und in ihrer
allgemeinen Form nihtlinear
F
reib
= F
v
|v
reib,n
|r sgn (v
reib,n
) . (3.2)
Die weiteren in Abbildung 3.3 aufgeführten Modelle sind Erweiterungen für geringe Ge-
shwindigkeiten bzw. auh Geshwindigkeit Null. So modelliert der Strybekeekt das Ver-
halten kleiner Geshwindigkeiten, bei dem der eigentlihen Reibung ein negativer Term über-
lagert wird. Diese Modifkation bildet den Übergang vom Haften zum Gleiten ab, bei dem sih
ein Absenken der Reibung beobahten lässt. Die in Abbildung 3.3 gezeigte viskose Reibung
ist für den Sonderfall r = 1 in Gleihung (3.2) dargestellt.
Dynamishe Modelle verwenden Dierentialgleihungen um die auftretenden Reibphäno-
mene zu beshreiben. Eine Verallgemeinerung des Coulombshen Modells stellt dabei das
dynamishe von Dahl [37℄ vorgestellte Modell dar. Es beshreibt die Reibung durh die Dif-
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ferentialgleihung
dF
reib
d t
= σ
(
1− Freib
F

sgn(v
reib,n
)
)r
v
reib
, (3.3)
wobei σ der Steigkeitskoezient ist, mit [σ]
SI
= Nm=1. Die dynamishen Modelle haben
an Komplexität zugenommen, wihtige Vertreter sind das auf der Idee der Borsten basieren-
de LuGre-Modell und der neuere Maxwell-Slip Ansatz, die im Gegensatz zum einfaheren
Dahl Modell weitere Eigenshaften im Reibkontakt abbilden, wie Losbrehkräfte und den
Strybekeekt.
3.2.1 Geshwindigkeitsunabhängige Reibung
Bei der Coulombshen Reibung ist der Wert der Reibkraft vom gegenwärtigen Geshwin-
digkeitsbetrag unabhängig. In den statishen Modellen ndet sih dies in der geshwindig-
keitsunabhängigen Reibung, siehe Gleihung (3.1), wieder. Die Geshwindigkeit bestimmt
lediglih die Wirkrihtung der Reibkraft. Ihr Betrag ist dabei proportional zur Normalkraft
F

= µ0FN. (3.4)
Ein wihtiger Punkt ist die Beshreibung der Coulombshen Reibung an der Stelle v
reib
= 0.
An dieser Stelle ist, anders als die Signumfunktion in Gleihung (3.1) suggeriert, die Reibkraft
niht exakt deniert. Daher ist eine Falluntersheidung notwendig, um diesen Konikt zu
lösen
F
reib
=

Fext, vreib = 0 ∧ Fext < FF

· sgn (v
reib,n
) , v
reib
6= 0
, (3.5)
wobei F
ext
die extern wirkende Kraft ist. Das Modell ist auf Grund der Signumfunktion
nihtlinear. Im Allgemeinen wird die Coulombshe Reibung bzgl. der Geshwindigkeit niht
punktsymmetrish sein. Je nah Vorzeihen der relativen Geshwindigkeit sind die Reibkräfte
unter Umständen vershieden
F
reib
=


F
ext
, v
reib
= 0 ∧ −F−

< F
ext
< F+

F+

, v
reib
> 0
−F−

, v
reib
< 0
. (3.6)
Das Modell von Dahl verallgemeinert die so beshriebene Coulombshe Reibung. Es be-
rüksihtigt die Dynamik der Reibkräfte und integriert daher die Entwiklung der Zustände
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des Systems in die Beshreibung. Wird der Exponent r in Gleihung (3.3) zu Eins gesetzt,
folgt daraus die Dierentialgleihung
dF
reib
d t
= σ
(
1− Freib
F

sgn(v
reib,n
)
)
v
reib
. (3.7)
Die Lösung der Dierentialgleihung (3.7) besitzt den stationären Zustand
lim
t→∞
(F
reib
(t)) = F

sgn(v
reib,n
), (3.8)
der der Coulombshen Reibung entspriht. Das Modell stellt daher im Bereih von v
reib
= 0
eine Erweiterung dar. Es ergänzt das Coulombshe Modell um einige Aspekte im Presliding-
bereih. Um diesen Aspekt zu verdeutlihen, ist es sinnvoll die Dierentialgleihung auf die
Ortskoordinate zu beziehen, so dass die Reibkraft unabhängig von der Zeit formuliert wird.
3.2.2 Geshwindigkeitsabhängige Reibung
Neben der Modellierung der Reibung über geshwindigkeitsunabhängige Modelle, existieren
Modelle, die den Betrag der Geshwindigkeit mit einbeziehen. Anders als bei der geshwin-
digkeitsunabhängigen Reibung wird hier in vershiedene Bereihe unterteilt, die ebenfalls
vom Betrag der Geshwindigkeit abhängen. Dabei wird ein Übergang vom Haften bis zum
vollständigen Gleiten vollzogen. Die physikalishe Erklärung der untershiedlihen Berei-
he ist in [40℄ mit den Zuständen der Grenzshiht zwishen den Materialien erklärt. Im
folgenden Kapitel wird vor allem wihtig sein, dass sih die Reibmodelle dieser Bereihe
Geshwindigkeiten zuordnen lassen.
In der Phase des vollständigen Gleitens liegt ein statishes Modell für diese Komponente
der Reibkraft mit Gleihung (3.2) vor. Der wihtige Spezialfall der geshwindigkeitspro-
portionalen Reibung liegt für den Exponenten r = 1 vor. In diesem Fall ergibt sih für
diese Komponente ein lineares Reibmodell. In der Übergangsphase vom Haften zum Gleiten
kann ein umgekehrter Zusammenhang zwishen Geshwindigkeit und Reibkraft vorliegen,
der sog. Stybek-Eekt. Seine Modellierung erfolgt mittels abklingender Funktionen, siehe
Gleihung (3.9), in v
reib
, wie
F
reib
(v
reib
) = F
s
e
−
∣
∣
∣
v
reib
v
s
∣
∣
∣ ∨ F
reib
(v
reib
) = F
s
(
1 +
v2
reib
v
s
2
)−1
(3.9)
bestimmt. Diese Eigenshaft erlaubt es die Funktionen in das statishe Modell der geshwin-
digkeitsabhängigen Reibung zu integrieren, ohne eine Falluntersheidung, abhängig vom Be-
trag der relativen Geshwindigkeit v
reib
der Körper zu mahen. Lediglih der Bereih vor der
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Abbildung 3.4: Verlauf der Modellierung für Strybekeekt: Exponentieller (durhgezogen)
und gebrohen rationaler (gestrihelt) Ansatz
Haftgrenze ist daher gesondert zu behandeln.
Wie auh bei der geshwindigkeitsunabhängigen Reibung, Gleihung (3.6), ist es sinnvoll
bei den Funktionen eine Asymmetrie für positive und negative Geshwindigkeiten vorzuse-
hen. Dies shlägt sih in den Koezienten wie folgt nieder
F
reib
=

m
+
v
v
reib
+ F+
s
g(v
reib
, v+
s
), v
reib
> 0
m−
v
v
reib
− F−
s
g(v
reib
, v−
s
), v
reib
< 0
, (3.10)
wobei g die entsprehende Funktion für den Strybek-Eekt beshreibt.
3.2.3 Gesamtes Modell
Aus den vorigen Überlegungen lässt sih ein gesamtes Reibmodell erzeugen. Da die gewählten
Modelle, mit Ausnahme des von Dahl, Gleihung (3.7), statishe Beshreibungen sind, lassen
sie sih zu einem Gesamtmodell überlagern
F
reib
=


F
ext
, v
reib
= 0 ∧
−(F−

+ F−
s
) < F
ext
< F+

+ F+
s
m+
v
v
reib
+ F+
s
g(v
reib
, v+
s
) + F+

, v
reib
> 0
m−
v
v
reib
− F−
s
g(v
reib
, v−
s
)− F−

, v
reib
< 0
. (3.11)
Die Verwendung statisher Modelle in der Beshreibung der Reibkraft nah Gleihung (3.11)
verzihtet insbesondere auf Phänomene vor dem Übershreiten der Haftgrenze. Um diese prä-
zise zu modellieren sind dynamishe Modelle notwendig. Die Ausklammerung dieser Aspekte
wird in Kapitel 4 motiviert. Im Vorgri auf das folgende Kapitel sei auf die Beshreibung
der Reibkraft im Stillstand hingewiesen. In diesem Fall ist die Kraft mittels eines Intervalls
beshrieben, so dass die Integration als Zustandsgröÿe in den dynamishen Gleihungen des
Gesamtsystems niht durhführbar ist. Neben weiteren Aspekten ist dies ein Grund den
Bereih um v
reib
= 0 von der Shätzung auszunehmen. Vor diesem Hintergrund wird von
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weiteren Verfeinerungen des Modells abgesehen.
Die explizite Untersheidung der harakteristishen Parameter des Modells abhängig von
der Orientierung der Geshwindigkeit in Gleihung (3.11), erlaubt die Berüksihtigung der
Bewegungsrihtung bei der Angabe der Reibkraft. Eine Positionsabhängigkeit der Parameter
ist jedoh niht vorgesehen, somit ist ein homogener Kontakt angenommen. Eine Totzeit
zwishen Reibkraft und Geshwindigkeit tauht im Modell ebenfalls niht auf.
Hervorzuheben ist die Abhängigkeit von der Normalkraft als zusätzlihe Einussgröÿe.
Sie beeinusst insbesondere die Parameter F±

und m±
v
des Modells. Mit Veränderung des
Gelenkspiels und damit der Anpresskraft wird somit die resultierende Reibkraft beeinusst,
gemäÿ Gleihung (3.4).
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4 Detektion der Reibkraft
Die im vorigen Kapitel skizzierten adaptronishen Gelenke besitzen eine variable Reibkraft,
die die Dynamik des gesamten Systems beeinussen. Weiterhin oenbaren diese Gelenke
aber auh Möglihkeiten, die Qualität der Roboteraufgabe zu erhöhen. Zum einen ist dabei
der Einsatz zur Unterdrükung von Shwingungen zu sehen [41℄. Ein weiterer Aspekt ist die
Anpassung des Gelenkspiels an die jeweilige Roboteraufgabe. Aus regelungstehnisher Siht
sind dabei zwei Punkte relevant
1. Die Verringerung des Gelenkspiels wird auh die Reibung in den Gelenken signi-
kant erhöhen. Da für spezielle Aufgaben sogar die vollständige Blokade des Gelenks
angestrebt wird, ist die damit verbundene Veränderung der Dynamik des Roboters
oensihtlih. Soll die Güte der Regelung sih daher niht vershlehtern, muss der
neuen Dynamik Rehnung getragen werden.
2. Ist eine denierte Verstellung des Gelenkspiels für bestimmte Aufgaben angestrebt, so
muss diese Gröÿe erfasst werden. Bereits in der Konzeptionsphase hat sih gezeigt, dass
diese shwer messbar ist. Der Versuhsstand für die Gelenke greift daher auf die Mes-
sung der Reibung als Ersatzgröÿe für das Gelenkspiel zurük. Daher ist die Kenntnis
der gegenwärtigen Reibung ein Signal, welhes für diese Regelaufgabe verwendbar ist.
Beide Szenarien erfordern die Bestimmung der Zustände des adaptronishen Gelenks. Im
Falle von Punkt 1 ist dies die verursahte Reibung direkt, unter Punkt 2 ist die Reibung eine
zwekmäÿige Ersatzgröÿe oder abhängig von der gestellten Aufgabe die Regelgröÿe selbst.
Trajektorie
Starrkörper-
regelung
Roboter
Beobachter
Abbildung 4.1: Einsatz der detektierten Reibkraft in der Regelung
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Kann die Reibkraft zuverlässig ermittelt werden, so können die oben genannten Punkte abge-
arbeitet werden. Möglihe Signalüsse für das Szenario unter Punkt 1 sind in Abbildung 4.1
illustriert. Die Regelung inklusive Modell und Transformationen sind in dem Blok Starr-
körperregelung zusammengefasst. Die Informationen des Beobahters können sowohl in der
Regelung als auh in der Planung genutzt werden.
4.1 Art der Detektion
Aus den denierten Aufgaben leiten sih die Anforderungen an die Detektion der Reibkraft
ab. Bei der unter Punkt 2 beshriebenen Aufgabe ist der Momentanwert der Reibkraft rele-
vant. Seine Kenntnis ist für den Regler der Adaptronik wihtig, um den gewünshten Zustand
am Gelenk einzustellen. Ein detailliertes Modell der Reibung ist niht zwingend erforderlih,
da keine Vorhersagen zu treen sind. Anders liegt die Situation im Falle von Punkt 2. Um
den Einuss auf die Dynamik entsprehend zu kompensieren, ist die Wahl des Modells von
Bedeutung.
Weiterhin soll die Bestimmung der Reibkraft ohne zusätzlihe Sensorik auskommen. Der
jeweilige Zustand des adaptronishen Gelenks muss daher aus den vorhandenen Gröÿen
im Zusammenspiel mit dem Modell der Streke abgeleitet werden. Generell bietet sih für
derartige Aufgaben die Adaption etwaiger Modellparameter oder eine Zustandsshätzung
mittels Beobahter an. In beiden Fällen, Adaption und Beobahtung, muss für das mit
Reibung beaufshlagte System ein möglihst präzises mathematishes Modell existieren. Die
Komplexität des Modells ist auf der anderen Seite durh den Einsatz im Ehtzeitkontext mit
entsprehend angestrebten niedrigen Zykluszeiten beshränkt.
Da der Einuss auf die Reibung nah bewussten Eingrien erfolgt und daher niht als
quasi-stationär angenommen werden kann, muss das gewählte Verfahren in der Lage sein
diesen Änderungen zu folgen. Weiterhin setzt die Forderung nah Punkt 2 zu Beginn die-
ses Kapitels den Einsatz des Verfahrens im Regelkreis voraus. Diese Gründe sprehen für
den Einsatz eines in diesem Falle nihtlinearen Beobahters, um die Werte der Reibung zu
bestimmen. Im Gegensatz zur Theorie der Zustandsbeobahter im Rahmen linearer Syste-
me, die umfassend in der Literatur beshrieben ist [8℄, fehlt bei nihtlinearen Systemen ein
einheitliher Ansatz. Bei mehanishen Systemen bietet die Dierentialgeometrie jedoh ein
vielversprehendes Werkzeug, um derartige Probleme zu formulieren und zu lösen.
4.1.1 Die Modellierung des Systems
Wie bereits erwähnt, wird für die Zustandsshätzung ein möglihst präzises Modell der Stre-
ke benötigt. Das mehanishe Modell des Roboters wird dabei von der Dierentialgleihung
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abgebildet
M
q
(q) q¨ +C
q
(q, q˙) q˙ + g
q
(q) = τ
d
+ σJTq (q)σr mit q ∈ ndof, (4.1)
mit der Trägheitsmatrix M
q
, der Coriolismatrix C
q
, dem Gravitationsvektor g
q
und den
Antriebsmomenten τ
d
. Die von den passiven adaptronishen Gelenken verursahten Reib-
kräfte bzw. -momente σ
r
werden mit der entsprehenden Jakobimatrix
σJTq in den Raum der
verallgemeinerten Kräfte transformiert. Die Gleihung ist den verallgemeinerten Koordina-
ten formuliert, die hier den Antriebskoordinaten entsprehen. Diese, bei Parallelkinematiken
eher unüblihe Formulierung, bietet den Vorteil die tatsählihen Messgröÿen zu beinhal-
ten. Im Folgenden wird die Koordinatenabhängigkeit der Systemmatrizen aus Gründen der
Übersihtlihkeit weggelassen.
Das mathematishe Modell des Roboters liegt nah Gleihung (4.1) als Dierentialglei-
hung zweiter Ordnung vor. Die weitere Analyse des Systems mit Hilfe der Methoden der
Dierentialgeometrie erfordert die Darstellung im Zustandsraum, also als System von Glei-
hungen erster Ordnung.
Da sih die Gleihung explizit nah der höhsten Ableitung auösen lässt, erfolgt diese
Transformation durh Substitution der Variablen
x =
[
xT
A
xT
B
]
T
=
[
x1 . . . xn
dof
xn
dof
+1 . . . x2n
dof
]
T
=
[
q1 . . . qn
dof
q˙1 . . . q˙n
dof
]
T
(4.2)
und Umstellen der Gleihung nah der zweiten Ableitung der verallgemeinerten Koordinaten.
Die dazu notwendige Inversion der Trägheitsmatrix M
q
unterliegt keiner Beshränkung,
da diese stets regulär ist
q¨ =M−1
q
τ
d
+M−1
q
σJTq σr −M−1q (Cqq˙ + gq)
d
d t

xA
x
B

 =

 xB
−M−1
q
(C
q
x
B
+ g
q
)

+

 
M−1
q
σJTq σr

+

 
M−1
q
τ
d

 . (4.3)
Das Modell nah Gleihung (4.3) enthält die Reibung noh als externen Parameter, der
niht Bestandteil des Zustandsraums ist. Die Methoden der nihtlinearen Beobahter sehen
eine Zustandsshätzung vor, daher ist die Reibung als interne Gröÿe dem Modell hinzuzu-
fügen. Für diese Integration sind die Modelle aus Abshnitt 3.2 notwendig. Mit ihrer Hilfe
lassen sih Kenngröÿen der Reibung in das Gesamtmodell des Systems integrieren und ein
entsprehender Beobahter auslegen. Analog zu linearen Störgröÿenbeobahtern identiziert
sih zunähst der eigentlihe Vektor der Störgröÿen in Gleihung (4.3) zu σ
r
. Dieser koppelt
22 4 Detektion der Reibkraft
über eine zustandsabhängige Matrix in das System ein, ist jedoh bezüglih seiner Elemente
linear. Um die Störgröÿe in die Zustandsdierentialgleihungen mit aufzunehmen, werden
wie im linearen Fall, siehe [11℄, Annahmen über ihren Verlauf getroen. Diese erfolgen mit
den Modellen nah Abshnitt 3.2, dabei wird dass statishe Modell nah Gleihung (3.11)
herangezogen, der Strybek-Eekt wird dabei aus den Gleihungen entfernt. Die Motivation
für dieses Vorgehen leitet sih aus aus den bereits in Kapitel 3 formulierten Überlegungen
ab, die Detektion um den Bereih v
reib
= 0 auszusetzen. Der Strybek-Eekt dient vor al-
lem der präziseren Modellierung dieses Bereihs, so dass seine Berüksihtigung kaum zur
Verbesserung des Modells beiträgt. Da sih die Reibzustände in den Gelenken untereinander
niht beeinussen, gilt für jedes ein individuelles und von den anderen entkoppeltes Modell.
Als Annahme über den Störgröÿenverlauf sind dabei die Parameter F

und m
v
als konstant
bzw. stükweise konstante Funktionen angenommen. Damit vergröÿert sih die Dimension
des Zustandsraumes um die doppelte Anzahl der berüksihtigten Reibmomente n
f
x =
[
xT
A
xT
B
xT
C
xT
D
]
T
=
[
qT q˙T F T

mT
v
]
T
mit
x ∈ n, n = 2n
dof
+ 2n
f
x
C
,x
D
∈ nf . (4.4)
Mit Hilfe des in Gleihung (4.4) denierten Zustandsvektors und den oben getroenen An-
nahmen über das Verhalten der harakteristishen Parameter F

und m
v
deniert sih die
gesamte nihtlineare Zustandsgleihung
d
d t


x
A
x
B
x
C
x
D

 =


x
B
M−1
q
(
σJTq xC +
σJTq diag (xD)xB − (Cq σJqxB + gq)
)



+



M−1
q
τ
d



 , (4.5)
wobei
σJqxB die generalisierten Geshwindigkeiten in den Raum transformiert, in dem die
Reibung deniert ist. Auf Grund der statish-kinetishen Dualität sind die Jakobimatrizen
gleih.
Zur vollständigen Angabe des Zustandsraummodells des Roboters fehlt noh die Deni-
tion der Ausgangsabbildung des Systems, also die Transformation der Zustandsgröÿen auf
die Messgröÿen. Durh die Wahl der generalisierten Koordinaten zur Beshreibung der dy-
namishen Gleihungen, entsprehen die Zustandsgröÿen den tatsählihen Ausgängen des
Systems: Den Antriebspositionen und Geshwindigkeiten
y = hx (x) =
[
xT
A
xT
B
]
T
mit y ∈ 2ndof . (4.6)
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In Gleihung (4.5) ist auf der rehten Seite ein von den Eingangsgröÿen unabhängiger
Summand abgeteilt. Auf diesen Vektor wird im folgenden als Driftfeld referenziert. Der
zweite Term enthält die Eingangsgröÿen. Fasst man die zustandsabhängigen Gröÿen zu einer
Matrix zusammen, so ergibt sih aus den Gleihungen (4.5) und (4.6) das eingangslineare
Zustandsraummodell
x˙ = fx +
n
dof∑
j=1
gx,jτd,j (4.7a)
y = hx. (4.7b)
Damit ist das System für die dierentialgeometrishen Untersuhungen vorbereitet. Das Vek-
torfeld fx und die Komponenten Matrix Gx sind analog zum Zustandsvektor in Teilkom-
ponenten A, . . . , D gegliedert. Über Gleihung (4.7) wird dabei nur ein Teil des gesamten
Zustandsraumes M des Roboters beshrieben. Die einzelnen Teilräume sind durh Singu-
laritäten getrennt. Da die Gestalt der Gleihungen für jeden der Teilräume gleih ist, stellt
dies im folgenden keine Einshränkung dar.
4.2 Beobahtbarkeit des Systems
Das Modell aus Gleihung (4.7) ermögliht nun die Denition der Beobahteraufgabe. Die zu
beobahtenden Zustandsgröÿen sind der Wert der Coulombshen Reibung in den Gelenken,
sowie der Proportionalitätsfaktor der viskosen Reibung, repräsentiert durh x
C
und x
D
im
Zustandsvektor. Das System ist nun auf Beobahtbarkeit zu prüfen, bevor über die Ableitung
des Zustandsshätzers entshieden wird.
Die Beobahtbarkeit von Systemen ist deniert über die Möglihkeit die Zustandsgröÿen
auf Basis der Systemausgänge zu rekonstruieren. Im Gegensatz zu linearen Systemen kann
die Rekonstruierbarkeit bei manhen Eingangssignalen möglih sein, bei anderen niht. Dies
wird bei der Denition der Beobahtbarkeit berüksihtigt.
Denition 1 (Beobahtbarkeit) Für ein System heiÿen zwei Zustände z1, z2 nihtunter-
sheidbar z1 Iz2, g.d.w. für jede zulässige Eingangsfunktion u(t) die jeweiligen Ausgangsab-
bildungen gleih sind y(t, z1,u) = y(t, z2,u), t ≥ 0. Das System heiÿt beobahtbar, wenn die
Nihtuntersheidbarkeit zweier Zustände ihre Identität impliziert
z1 Iz2 ⇒ z1 = z2
2
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Die Formulierung der Beobahtbarkeit nah Denition 1 fordert dabei niht die Unter-
sheidbarkeit für alle Eingangssignale. Weiterhin legt Denition 1 den formalen Begri der
Beobahtbarkeit fest, stellt jedoh kein leiht zu prüfendes Kriterium dar. Die Formulierung
einer Bedingung analog zum linearen Fall unterliegt bei nihtlinearen Systemen der Ein-
shränkung eine lokale Bedingung zu sein [16℄. Die Nihtuntersheidbarkeit zweier Anfangs-
zustände gilt dabei in einer oenen Teilmenge des gesamten Zustandsraums des Roboters
V ⊂ M. Existiert um alle möglihen Anfangszustände eine solhe Umgebung, so heiÿt das
System lokal beobahtbar.
Zur Überprüfung der lokalen Beobahtbarkeit bietet die Dierentialgeometrie Verfahren
an. Diese ermöglihen es, den Test auf Beobahtbarkeit ähnlih im linearen Fall auf Rang-
bedingungen zu projizieren. Bei nihtlinearen Systemen sind dies keine Matrizen sondern
Kodistributionen. Die Bedingungen zur Beobahtbarkeit werden mit Hilfe des Beobahtbar-
keitsraums [16℄ formuliert.
Denition 2 (Beobahtbarkeitsraum) Der Beobahtbarkeitsraum eines nihtlinearen Sys-
tems nah Gleihung (4.7)) ist als derjenige Vektorraum O deniert, der alle Ausgangsab-
bildungen hx,1, . . . , hx,p enthält, sowie alle wiederholten Lie-Ableitungen
Lξ1 Lξ2 · · ·Lξk hx,j(x)
j ∈ {1, 2, . . . , p}
ξi ∈ {fx, gx,1, . . . , gx,q}
.
Demnah ist der Raum abgeshlossen bzgl. der Dierentiation entlang der Vektorfelder ξi.2
Die Vorshrift zur Konstruktion des Beobahtbarkeitsraums nah Denition 2 beshränkt
die Anzahl der Lie-Ableitungen. Es ist eine minimale Basis zu nden.
Satz 1 (Starke lokale Beobahtbarkeit) Ein analytishes nihtlineares System nah Glei-
hung (4.7) ist dann lokal beobahtbar in x0, falls die Kodistribution des Vektorraums nah
Denition 2 in x0 die gleihe Dimension wie das System hat
dim (M) = dim (∆O(x′)) = nf mit ∆O(x′) = span (dΦ(x′)|Φ ∈ O)
Erfüllt das System die Bedingung für alle x0 ∈M, dann ist das System lokal beobahtbar.2
Bemerkung 1 Der Beobahtbarkeitsraum O nah Satz 1 enthält unendlih viele Funktio-
nen. Für die Bewertung der Beobahtbarkeit werden n linear unabhängige Funktionen benö-
tigt. Mit Hilfe dieser erfolgt dann der Test der im selben Satz formulierten Rangbedingung.
Im Allgemeinen sind dies die Ausgangsabbildungen selbst, sowie die ersten Lie-Ableitungen.2
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Neben der Analyse der Beobahtbarkeit mittels der Kodistribution existiert die Möglih-
keit die Beobahtbarkeitsabbildung zu untersuhen, siehe [13℄. Diese untersuht die Möglih-
keit die Zustandsgröÿen aus den Ausgangsgröÿen des Systems zu rekonstruieren.
Denition 3 (Beobahtbarkeitsabbildung ([13℄)) Die Beobahtbarkeitsabbildung für
Systeme nah Gleihung (4.7) mit hinreihend oft dierenzierbarer Ausgangsabbildung lautet
q :=


hx
d
d t
hx
.
.
.
dn−1
d tn−1
hx

 . (4.8)
Damit besteht eine Verwandtshaft zum Beobahtbarkeitsraum, da die Zeitableitungen durh
Lie-Ableitungen entlang des Driftfeldes und der Eingangsgröÿen formulierbar sind. 2
Satz 2 (Globale Beobahtbarkeit ([13℄)) Ein nihtlineares System in der Form von Glei-
hung (4.7) ist dann global beobahtbar, wenn seine Beobahtbarkeitsabbildung nah Deni-
tion 3 auf dem gesamten Denitionsbereih für x, τ
d
eindeutig invertierbar ist. 2
Bei der Beobahtbarkeitsbedingung aus Satz 2 ist zu beahten, dass die Abbildung nah
Denition 3 die totalen Dierentiale der Ausgangsabbildung bzgl. der Zeit enthält und daher
auh Ableitungen der Eingangsgröÿe enthalten kann.
Zur Prüfung der Beobahtbarkeit muss daher der Beobahtbarkeitsraum des Systems nah
Gleihung (4.7) aufgestellt werden. Durh die Beshreibung des Systems in Antriebskoordi-
naten sind die Komponenten der Ausgangsabbildung hx sowie die Vektorfelder hx,i entspre-
hend einfah. Der Raum enthält damit die Zustände x1, . . . , x2n
dof
. Die Lie-Ableitungen
entlang eines Vektorfeldes v der Ausgangsabbildung sind deniert zu
Lv (hx,i) (x) =
∂hx,i
∂xT
· v. (4.9)
Die Ableitung der Ausgangsabbildung kann im Blok erfolgen, so dass gilt
Lv (hx) (x) =
∂hx
∂xT
· v. (4.10)
Zur Berehnung der Lie-Ableitung wird zunähst der linke Term von Gleihung (4.10) be-
rehnet. Die Ableitung der Ausgangsabbildung erfolgt zu
∂hx
∂xT
=
[
∂hx
∂xTA
∂hx
∂xTB
∂hx
∂xTC
∂hx
∂xTD
]2ndof 2nf
=
[
In
dof
  
 In
dof
 
]
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Damit folgt für die Lie-Ableitung entlang des Driftfeldes fx
Lfx (hx) (x) =
[
In
dof
  
 In
dof
 
]
fx,A
fx,B
fx,C
fx,D

 =
[
fx,A
fx,B
]
=
[
x
B
M−1
q
(
σJTq xC +
σJTq diag (xD)
σJqxB − (CqxB + gq)
)
]
Die ersten n
dof
Komponenten der obigen Gleihung sind linear von den Ausgangsabbildungen
abhängig und somit für die Suhe nah den n unabhängigen Funktionen irrelevant. Für ihre
weiteren Ableitungen gilt augensheinlih ebenfalls, dass sie keine weiteren relevanten Funk-
tionen beitragen. Daher wird die zweite Ableitung ausshlieÿlih mit unteren Komponenten
des Vektors gebildet
L2fx (hx,B) (x) = Lfx
(
M−1
q
(
σJTq xC +
σJTq diag (xD)
σJqxB −CqxB − gq
))
(x).
Bei der Bildung der Lie-Ableitung kann ausgenutzt werden, dass das Driftfeld fx Nullkom-
ponenten besitzt. Die Ableitung nah den Zustandsgröÿen xC ,xD kann daher entfallen. Die
Ableitung nah den Positionen und Geshwindigkeiten ist auf Grund der starken Verkopp-
lung in den Matrizen aufwändiger. Um zu einer einheitlihen Shreibweise zu gelangen, wird
auf die Denition der Ableitung von Matrizen nah Vektoren in [42℄ zurükgegrien. Unter
Verwendung des Kronekerproduktes und der Kronekersumme können so die Ableitungsre-
geln aus dem skalaren Bereih übertragen werden. Die Interpretation der Lie-Ableitung als
Zeitableitung stellt siher, dass die Konstrukte auh existieren
1
. Damit lässt sih insbeson-
dere auh die Coriolismatrix über die Massenmatrix denieren, siehe [43℄
C
q
=
(
q˙T ⊗ In
dof
) ∂M
q
∂q
− 1
2
(
In
dof
⊗ q˙T) ∂Mq
∂q
=
(
xTB ⊗ In
dof
) ∂M
q
∂xA
− 1
2
(
In
dof
⊗ xTB
) ∂M
q
∂xA
. (4.11)
Die Ableitung der Komponente fx,B nah den Zustandsgröÿen, wie es für die Lie-Ableitung
benötigt wird, kann in Teilaufgaben unterteilt werden. Zunähst wird die Ableitung nah
den generalisierten Antriebskoordinaten, repräsentiert durh die Gröÿen x
A
, gebildet. Die
Ableitung erfolgt separat für jeden Summanden.
Der Term geshwindigkeitsproportionale Reibung besitzt drei Faktoren, die von den Zu-
1
Bei der Zeitableitung handelt es sih um die Dierentation nah einer skalaren Gröÿe. Diese ist eindeutig
deniert, so dass die Ableitung nah Matrizen und Vektoren hier wieder entsprehend kollabiert.
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standsgröÿen x
A
abhängen. Die Ableitung erfolgt daher mit Korollar 3 um die Faktoren zu
isolieren
∂
∂x
A
(
M−1
q
σJTq diag (xD)
σJqxB
)
= . . .
∂M−1
q
σJTq
∂xT
A
(In
dof
⊗ diag (x
D
) σJqxB) +M
−1
q
σJTq
∂ diag (x
D
) σJqxB
∂xT
A
. (4.12)
Für die Ableitungen in den beiden Summanden kommt erneut die Produktregel zum Einsatz.
Weiterhin wird die Ableitung der inversen Massenmatrix mittels Korollar 5 aufgelöst
∂M−1
q
σJTq
∂xT
A
=
∂M−1
q
∂xTA
(
In
dof
⊗ σJTq
)
+M−1
q
∂σJTq
∂xTA
= −M−1
q
∂M
q
∂xTA
(
In
dof
⊗M−1
q
) (
In
dof
⊗ σJTq
)
+M−1
q
∂σJTq
∂xTA
(4.13)
∂ diag (x
D
) σJqxB
∂xT
A
= diag (x
D
)
∂σJq
∂xT
A
(In
dof
⊗ x
B
) (4.14)
Durh Einsetzen von Gleihungen (4.13) und (4.14) in Gleihung (4.12) ist die Ableitung der
geshwindigkeitsabhängigen Reibung
∂
(
M−1
q
σJTq diag (xD)
σJqxB
)
∂x
A
=
M−1
q
σJTq diag (xD)
∂σJq
∂xT
A
(In
dof
⊗ x
B
)− . . .
M−1
q
∂M
q
∂xTA
(
In
dof
⊗M−1
q
σJTq diag (xD)
σJqxB
)
, (4.15)
wobei die Multiplikationen der Form
∏
(In
dof
⊗ vi) nah Korollar 1 zusammengefasst sind.
Die Ableitung des Summanden mit Coulombsher Reibung ist ähnlih zu den obigen Glei-
hungen. Die Aufteilung ist analog zu Gleihung (4.12), nur dass der abgespaltene Vektor
unabhängig von x
A
ist und seine Ableitung folglih Null ist. Damit ist
∂M−1
q
σJTq xC
∂xT
A
=M−1
q
∂σJTq
∂xT
A
(In
dof
⊗ x
C
)− . . .
M−1
q
∂M
q
∂xT
A
(
In
dof
⊗ (M−1
q
σJTq xC
))
. (4.16)
Die Reibungsanteile sind durh die Gleihungen (4.15) und (4.16) beshrieben. Es bleiben
die Anteile des ursprünglihen Robotermodells. Auh hier gleiht die Struktur der Terme
den bereits behandelten. Die Ableitungen der mit der inversen Massenmatrix multiplizierten
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Coriolisterme und konservativen Kräfte sind daher
∂M−1
q
g
q
∂xT
A
=M−1
q
∂g
q
∂xT
A
−M−1
q
∂M
q
∂xT
A
(
In
dof
⊗ (M−1
q
g
q
))
(4.17)
∂M−1
q
C
q
xB
∂xT
A
=M−1
q
∂C
q
∂xT
A
(In
dof
⊗ x
B
)−M−1
q
∂M
q
∂xT
A
(
In
dof
⊗ (M−1
q
C
q
x
B
))
(4.18)
Mit den Gleihungen (4.15) bis (4.18) stehen nun die Ableitungen nah dem ersten Blok
der Zustandsvariablen zur Verfügung. Die Ableitung der Komponente fx,B nah den gene-
ralisierten Geshwindigkeiten, repräsentiert durh die Zustandsgröÿen x
B
, ist bei nur zwei
der Summanden von Null vershieden: Der geshwindigkeitsabhängigen Reibung und den
Corioliskräften
∂M−1
q
σJTq diag (xD)
σJqxB
∂xT
B
=M−1
q
σJTq diag (xD)
σJq, (4.19)
∂−M−1
q
C
q
x
B
∂xT
B
= −M−1
q
∂C
q
∂xT
B
(In
dof
⊗ x
B
)−M−1
q
C
q
. (4.20)
Mit Hilfe der obigen Teilergebnisse lassen sih nun die Lie-Ableitungen bilden. Es ste-
hen damit insgesamt 4n
dof
Funktionen aus dem Beobahtbarkeitsraum zur Verfügung, um
die Rangbedingung in Satz 1 zu überprüfen. Dies entspriht niht notwendigerweise dem
Systemgrad n. Die Dimension der Ausgangsabbildung bedingt, dass ohne Verletzung der
Symmetrie nur Vielfahe der Systemordnung erreihbar sind. Die Multiplikation der obigen
Ableitungen mit den entsprehenden Komponenten des Driftfeldes ergibt
L2fx (hx,B) (x) =
∂fx,B
∂xT
A
x
B
+
∂fx,B
∂xT
B
fx,B.
In der Gesamtgleihung existieren Terme, die sih zusammenfassen lassen:
−M−1
q
∂M
q
∂xT
A
(
In
dof
⊗ (M−1
q
C
q
x
B
))
x
B
= −M−1
q
(
xT
B
⊗ In
dof
) ∂M
q
∂x
A
M−1
q
C
q
x
B
M−1
q
∂M
q
∂xT
A
(
In
dof
⊗ (M−1
q
g
q
))
x
B
=M−1
q
(
xT
B
⊗ In
dof
) ∂M
q
∂x
A
M−1
q
g
q
M−1
q
∂M
q
∂xT
A
(
In
dof
⊗ (M−1
q
σJTq xC
))
x
B
=M−1
q
(
xT
B
⊗ In
dof
) ∂M
q
∂x
A
M−1
q
σJTq xC
M−1
q
∂M
q
∂xTA
(
In
dof
⊗M−1
q
σJTq diag (xD)
σJqxB
)
x
B
=
M−1
q
(
xT
B
⊗ In
dof
) ∂M
q
∂x
A
M−1
q
σJTq diag (xD)
σJqxB.
Die obigen Umformungen der zweiten Summanden der Gleihungen (4.15) bis (4.18) erfolgten
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mittels der Zerlegung der Coriolismatrix nah Gleihung (4.11) sowie der Anwendung der
Äquivalenzumformungen 1 und 2. Die so enstandenen Terme sind identish mit einem Teil
des zweiten Summanden aus Gleihung (4.20). Da diese die gleihe Struktur besitzen, wird
ein Summand des voll ausmultiplizierten Terms mit v abgekürzt
−M−1
q
C
q
v = −M−1
q
((
xT
B
⊗ In
dof
) ∂M
q
∂x
A
− 1
2
(
In
dof
⊗ xT
B
) ∂M
q
∂x
A
)
v.
Auf Grund des gleihen Vorzeihens kompensieren sih die Terme jedoh niht. Die Auösung
der anderen Terme erlaubt zunähst keine weiteren Vereinfahungen, so dass die zweite Lie-
Ableitung lautet
L2fx (hx) (x) = . . .
M−1
q
σJTq diag (xD)
∂σJq
∂xT
A
(In
dof
⊗ x
B
)x
B
. . .
+M−1
q
∂σJTq
∂xT
A
(In
dof
⊗ diag (x
D
) σJqxB)xB . . .
− 2M−1
q
∂M
q
∂xTA
(
In
dof
⊗M−1
q
σJTq diag (xD)
σJqxB
)
x
B
. . .
+M−1
q
∂σJTq
∂xT
A
(In
dof
⊗ x
C
)x
B
− 2M−1
q
∂M
q
∂xT
A
(
In
dof
⊗ (M−1
q
σJTq xC
))
x
B
. . .
−M−1
q
∂g
q
∂xT
A
x
B
+ 2M−1
q
∂M
q
∂xT
A
(
In
dof
⊗ (M−1
q
g
q
))
x
B
. . .
−M−1
q
∂C
q
∂xT
A
(In
dof
⊗ x
B
)x
B
+ 2M−1
q
∂M
q
∂xT
A
(
In
dof
⊗ (M−1
q
C
q
x
B
))
x
B
. . .
+M−1
q
σJTq diag (xD)
σJqfx,B −M−1
q
∂C
q
∂xTB
(In
dof
⊗ xB) fx,B . . .
−M−1
q
1
2
(
In
dof
⊗ xT
B
) ∂M
q
∂x
A
fx,B (4.21)
Um den Rangtest durhzuführen, wird nun die Kodistribution in den lokalen Koordina-
ten gebildet, die aus den partiellen Ableitungen der Funktionen des Beobahtbarkeitsraums
besteht. Als Funktionen stehen nun zur Verfügung
hx,A,hx,B,Lfx (hx,B) (x) ,L
2
fx
(hx,B) (x) ∈ O. (4.22)
Die partielle Ableitung der Funktionen nah x ist zum Teil bereits zur Bestimmung obi-
gen Lie-Ableitungen geshehen. Es fehlt die partielle Ableitung der zweiten Lie-Ableitung
der Teilfunktionen hx,B der Ausgangsabbildung. Um eine gleihförmige Beobahtbarkeit zu
erreihen, fordert Satz 1 die entsprehende Dimension der Kodistribution des Beobahtbar-
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keitsraums in allen Zuständen x ∈M. Die partielle Ableitung der Ausgangsabbildung liefert
2n
dof
linear unabhängige Vektoren, unabhängig vom Systemzustand. Auf Grund der Wahl
der Antriebskoordinaten als Bezugssystem ist die Ableitung einfah. Die folgenden Vekto-
ren müssen demnah diejenigen Dimensionen aufspannen, die mit den Zuständen x
C
,x
D
assoziiert sind. Daher wird die Ableitung nah den Zuständen x
A
,x
B
für diese Betrahtung
weggelassen
∂
∂xT
Lfx (hx) (x) =
[
∗ ∗ M−1
q
σJTq M
−1
q
σJTq diag (
σJqxB)
]
. (4.23)
Die Ableitung nah Gleihung (4.23) erweitert den aufgespannten Raum genau dann um
n
dof
Dimensionen, wenn das Produkt der MatrizenM−1
q
σJTq den Mindestrang ndof hat. Dies
bedeutet die Jakobimatrix darf keinen Rangverlust besitzen, folglih darf der Roboter niht
in einer singulären Position stehen. Die Einshränkung gilt demnah nur für einzelne Punkte
im Arbeitsraum.
Bei der partiellen Ableitung der zweifahen Lie-Ableitung der Ausgangsabbildung werden
ebenfalls die Ableitungen nah den Zuständen x
A
,x
B
niht bestimmt, da diese keine neuen
Informationen tragen. Zunähst werden diejenigen Terme herausgenommen, die den Zustand
x
C
enthalten. Die Abhängigkeit ist in allen Termen linear, und x
C
lässt sih mit Hilfe der
Äquivalenzumformung 1 stets so isolieren, dass die Ableitung einfah durhführbar ist. Zur
Verkürzung der Gleihungen wird die allen Termen gemeine Linksmultiplikation mit der
inversen Massenmatrix ausgelassen sowie T =M−1
q
σJTq gesetzt
∂
∂xT
C
(
∂σJTq
∂xT
A
(In
dof
⊗ x
C
)x
B
)
=
∂σJTq
∂xT
A
(x
B
⊗ In
dof
)
∂
∂xT
C
(
−2∂Mq
∂xT
A
(In
dof
⊗ (Tx
C
))x
B
)
= −2∂Mq
∂xT
A
(x
B
⊗ In
dof
)T
∂
∂xT
C
(
σJTq diag (xD)
σJqTxC
)
= σJTq diag (xD)
σJqT
− ∂
∂xT
C
(
∂C
q
∂xTB
(In
dof
⊗ xB)TxC
)
=
∂C
q
∂xTB
(In
dof
⊗ xB)T
− ∂
∂xT
C
(
1
2
(
In
dof
⊗ xT
B
) ∂M
q
∂x
A
Tx
C
)
=
1
2
(
In
dof
⊗ xT
B
) ∂M
q
∂x
A
T .
Um die Rangbedingung zu analysieren werden auh die Ableitungen nah der geshwindig-
keitsproportionalen Reibung benötigt. Diese sind jedoh niht sämtlih linear. Unter Aus-
nutzung von Äquivalenzumformung 1 sowie der Äquivalenz diag(x)z = diag(z)x kann in
den linearen Termen x
D
für die Rehnung günstig isoliert werden. Auh hier ist die führende
4.2 Beobahtbarkeit des Systems 31
inverse Massenmatrix ausgelassen undR =M−1
q
σJTq diag (
σJqxB) als Abkürzung eingeführt
∂
∂xT
D
(
σJTq diag (xD)
∂σJq
∂xT
A
(In
dof
⊗ x
B
)x
B
)
= σJTq diag
(
∂σJq
∂xT
A
(In
dof
⊗ x
B
)x
B
)
∂
∂xT
D
(
−2∂Mq
∂xTA
(In
dof
⊗Rx
D
)x
B
)
= −2∂Mq
∂xTA
(x
B
⊗ In
dof
)R
− ∂
∂xT
D
(
∂C
q
∂xTB
(In
dof
⊗ xB)RxD
)
=
∂C
q
∂xTB
(In
dof
⊗ xB)R
∂
∂xT
D
(
1
2
(
In
dof
⊗ xT
B
) ∂M
q
∂x
A
Rx
D
)
=
1
2
(
In
dof
⊗ xT
B
) ∂M
q
∂x
A
R
∂
∂xT
D
(
σJTq diag (xD)
σJq (fx,B −RxD)
)
= σJTq diag (fx,B −RxD) σJq
In der letzten Gleihung ist der Ausdruk fx,B − RxD vom Zustand xD unabhängig. In
einem letzten Shritt folgt nun die Ableitung des nihtlinearen Terms. Er ist bilinear bzgl.
der Komponenten des Teilzustandsvektors x
D
∂
∂xT
D
(
M−1
q
σJTq diag (xD)
σJqM
−1
q
σJTq diag (xD)
σJqxB
)
=
∂
∂xT
D
((
M−1
q
σJTq diag (xD)
σJq
)2
x
B
)
=
∂U 21
∂xT
D
(In
dof
⊗ x
B
)
mit
∂
∂xT
D
(
M−1
q
σJTq diag (xD)
σJq
)
=M−1
q
σJTq U2 (In
dof
⊗ σJq)
U1 =M
−1
q
σJTq diag (xD)
σJq, U2 =
∂diag(x
D
)
∂xT
D
=M−1
q
σJTq U2 (In
dof
⊗ σJq) (In
dof
⊗U1) (In
dof
⊗ x
B
) + . . .
U1M
−1
q
σJTq U2 (In
dof
⊗ σJq) (In
dof
⊗ x
B
)
mit U2 = [U2,1, . . . ,U2,n
dof
] , U2,i : M ∈ nf×nf

mj,k = 1 : j = k = imj,k = 0 : sonst
U2 (In
dof
⊗ v) = [U2,1v, . . . ,U2,n
dof
v] = diag(v)
=M−1
q
σJTq diag (
σJqU1xB) +U1M
−1
q
σJTq diag (
σJqxB)
4.2.1 Untersuhung der Beobahtbarkeit des vereinfahten Systems
Damit liegen die notwendigen partiellen Ableitungen der Funktionen aus Gleihung (4.22)
vor. Die Untersuhung der Beobahtbarkeit erfolgt zunähst für ein vereinfahtes System, um
die Komplexität der Gleihungen zu reduizieren. Im späteren Verlauf des Abshnitts werden
die getroenen Einshränkungen zurükgenommen, um eine allgemein gültige Aussage über
die Beobahtbarkeit zu erzielen. Die temporär angenommenen Einshränkungen lauten:
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1. Konstante Massenmatrix M
q
. Dies ist eine harte Einshränkung an das System, lässt
jedoh viele Gleihungen kollabieren. Es bedeutet insbesondere auh nah Gleihung (4.11),
dass die Coriolismatrix Null ist.
2. Konstante Jakobimatrix
σJq. Die Jakobimatrix ist unter anderem konstant, wenn die
Reibung in den aktiven Gelenken beobahtet werden soll. Die Beobahtbarkeit sollte
auh in diesem Fall sihergestellt sein.
3. Keine konservativen Kräfte g
q
= . Die Beobahtbarkeit soll niht an die Existenz z. B.
vom Gravitationsfeld gebunden sein.
Unter den obigen Bedingungen vereinfahen sih die Ableitungen zu
∂L2fx (hx) (x)
∂x
C
=M−1
q
σJTq diag (xD)
σJqM
−1
q
σJTq
∂L2fx (hx) (x)
∂x
D
=M−1
q
σJTq diag
(
M−1
q
σJTq xC
)
σJq+
M−1
q
σJTq diag (
σJqU1xB) +U1M
−1
q
σJTq diag (
σJqxB)
mit U1 =M
−1
q
σJTq diag (xD)
σJq
Sämtlihe Gleihungen hängen dabei von den Parametern x
C
,x
D
selbst ab. Unter der Vor-
aussetzung, dass Massen- und Jakobimatrix regulär sind, wird der geforderte Rang nah
Satz 1 erreiht, genau dann wenn die zu beobahtenden Gröÿen x
C
,x
D
von Null vershieden
sind.
Das angesetzte Kriterium ist jedoh hinreihend und keine notwendige Voraussetzung für
Beobahtbarkeit. Die Beobahtbarkeit eines Systems basiert auf der Rekonstruktion der Zu-
stände anhand der Ausgangsgröÿen und deren Ableitungen. Die Prüfung der Invertierbarkeit
der Beobahtbarkeitsabbildung gibt daher näheren Aufshluss über das System. Unter den
obigen Voraussetzungen vereinfahen sih die Ableitungen, so dass die Inversion der Ab-
bildung möglih ist. Die Interpretation der Lie-Ableitung als Zeitableitungen ist nur für
ungesteuerte Systeme rihtig. Die folgenden Rehnungen beziehen sih daher auf das System
ohne Eingang
q =


hx,A
hx,B
Lfx hx,B
L2fx hx,B

 =


x
A
x
B
M−1
q
σJTq (xC + diag (xD)
σJqxB)
M−1
q
σJTq diag (xD)
σJqfx

 .
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Die Inversion der ersten beiden vektoriellen Komponenten der Abbildung ist trivial. Für die
übrigen gilt
q
D
=M−1
q
σJTq diag (xD)
σJqqC ⇔ σJq−TMqqD = diag (σJqqC)xD
⇒ x
D
= (diag (σJqqC))
−1 σJq
−TM
q
q
D
x
C
= σJq
−TM
q
q
C
− diag ((diag (σJqqC))−1 σJq−TMqqD) σJqxB.
Die Umkehrung der lautet daher
x
A
= q
A
x
C
= σJq
−TM
q
q
C
− diag ((diag (σJqqC))−1 σJq−TMqqD) σJqqB
x
B
= q
B
x
D
= (diag (σJqqC))
−1 σJq
−TM
q
q
D
.
Die Invertierung der Abbildung in den obigen Gleihungen erfordert die Invertierbarkeit der
Diagonalmatrix diag (σJqqC). Dies bedeutet, dass die mit der Jakobimatrix transformierten
Komponenten der Abbildung von Null vershieden sind. Unter den gegebenen Voraussetzun-
gen entsprehen diese den Beshleunigungen in den passiven Gelenken. Diese Voraussetzung
ist intuitiv erfassbar: Bei konstanter Geshwindigkeit lassen sih Coulombshe und geshwin-
digkeitsproportionale Reibung niht untersheiden.
Bei gesteuerten Systemen ist die Zeitableitung über die Kettenregel unter Einbeziehung
der Eingangsgröÿen deniert, siehe [13℄. Im Gegensatz zu den Zuständen sind die zeitlihen
Ableitungen der Eingangsgröÿen niht substituierbar und werden in die Denition aufge-
nommen
d k
(
x,u, u˙, . . . , d
n u
d tn
)
d t
=
∂k
(
x,u, u˙, . . . , d
n u
d tn
)
∂xT
x˙+
n∑
i=0
∂k
(
x,u, u˙, . . . , d
n u
d tn
)
∂
(
di u
d ti
)
T
d(i+1) u
d t(i+1)
.
Der zugehörige Dierentialoperator ist analog zur Lie-Ableitung deniert. Bei der Anwen-
dung auf die Ausgangsabbildung eines Systems liegt der maximale Grad der Ableitung des
Eingangsvektors fest, so dass diese Information im Operator xiert ist
N0fx hx = hx N
n
fx
hx =
∂
(
Nn−1fx hx
)
∂xT
fx +
n−1∑
i=0
∂Nn−1fx hx
∂
(
di u
d ti
)
T
d(i+1) u
d t(i+1)
(4.24)
Die Invertierbarkeit der mit Rüksiht auf die Eingangsgröÿen denierten Beobahtbarkeits-
abbildung ändert sih in den Komponenten q
C
, q
D
q
C
= Nfx hx,B =M
−1
q
σJTq (xC + diag (xD)
σJqxB) +M
−1
q
τ
d
q
D
= N2fx hx,B =M
−1
q
σJTq diag (xD)
σJq
(
fx +M
−1
q
τ
d
)
+M−1
q
τ˙
d
.
q
C
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Die Berüksihtigung der Eingangsgröÿe ändert die Bedingungen zur Invertierung niht,
die Komponente q
C
enthält zusätzlih die Eingangsgröÿe des Systems. Zusätzlih enthalten
die Gleihungen die Ableitung der Eingangsgröÿe, so dass die Forderung nah hinreihend
glatten Trajektorien hinzukommt.
Beispiel 1 Gegeben ist das durh die folgende Dierentialgleihung beshriebene System
Jφ¨ = u− bfc − bfvbφ˙.
Beim Übertrag in den Zustandsraum mit den Zuständen x1, . . . , x4 und dem Bilden der
notwendigen Lie-Ableitungen folgt
[
x˙1 x˙2 x˙3 x˙4
]
T
=
[
x2 − bx3+b2x2x4m 0 0
]
T
= f (x), y =
[
x1 x2
]
T
Lf (x2) =
[
0 1 0 0
]
f (x) = −bx3 + b
2x2x4
m
L2f(x2) =
[
0 − b2x4
m
− bx3
m
− b2x2
m
]
f (x) =
b3
m2
(x3x4 + bx2x
2
4)
⇒ ∂Lf (x2)
∂xT
=
[
0 b
2x4
m
b
m
b2x2
m
] ∂L2f(x2)
∂xT
=
[
0
b4x2
4
m2
b3x4
m2
b3x3+2b4x2x4
m2
]
.
Dies entspriht der vereinfahten Betrahtung. Der volle Rang wird nur erreiht, wenn zu-
sätzlih zur Geshwindigkeit einer der Zustände x3, x4 von Null vershieden ist. Es zeigt sih
in diesem Beispiel aber auh, dass die Rangbedingung nur eine hinreihende Forderung ist,
da die Invertierung der Beobahtbarkeitsabbildung des Systems gelingt
q =
[
y1 y2 Lf (y2) L
2
f (y2)
]
x1 = q1, x2 = q2
q3 = −bx3 + b
2x2x4
m
q4 =
b2
m
(
bx3 + b
2x2x4
m
)
x4
⇔ q4 = b
2
m
(−q3)x4 ⇔
x4 = −mq4
b2q3
x3 = −mq3
b
+
bx2q4
bq3
.
Die Zustandsgröÿen lassen sih also auh für Werte von Null bestimmen. Ablesen lässt sih
weiterhin, dass gelten muss q3 6= 0. Das heiÿt für konstante Geshwindigkeiten funktioniert
die Invertierung niht. Anshaulih lassen sih dann die geshwindigkeitsproportionale und
die Coulombshe Reibung niht mehr trennen. 2
4.2.2 Beobahtbarkeit des vollständigen Systems
Eine Aussage über die Beobahtbarkeit des vollständigen Systems, ohne Einshränkungen an
Massen-, Jakobi- und Coriolismatrix erfolgt an Hand der Beobahtbarkeitsabbildung Satz 1.
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Der Ansatz im Fall konstanter Matrizen lässt sih transferieren. Die Analyse der zweifahen
Lie-Ableitung Gleihung (4.21) zeigt, dass auh in diesem Fall der entsprehende Parameter
x
D
linear auftritt. Die Bestimmung der Beobahtbarkeitsabbildung erfolgt mit dem Operator
nah Gleihung (4.24) anstelle der Lie-Ableitung. Die sih ergebenden Änderungen sind auf
Grund der Struktur des Systems jedoh minimal
Nfx hx = Lfx hx +M
−1
q
τ
d
, N2fx hx = L
2
fx
hx +
∂M−1
q
∂xT
A
(In
dof
⊗ τ
d
) +M−1
q
τ˙
d
.
Nah Umstellen der ersten Lie-Ableitung zur Substitution der Gröÿe x
C
und deren Einsetzen
ergibt sih
M−1
q
σJTq diag (xD)
∂σJq
∂xT
A
(In
dof
⊗ x
B
)x
B
+ . . .
M−1
q
σJTq diag (xD)
σJqqC = v(q, τd, τ˙d), (4.25)
wobei in v(q) die von Zustand x
D
unabhängigen Terme zusammengefasst sind.
Da die Systemmatrizen nur von den Zuständen x
A
,x
B
abhängig und diese identish mit
den Teilen q
A
, q
B
der Beobahtbarkeitsabbildung sind, lassen sih sämtlihe Zustände aus
der Gleihung eliminieren. Damit lassen sih die Zustände x
D
wie folgt ersetzen
diag (x
D
)
∂σJq
∂xT
A
(In
dof
⊗ x
B
)x
B
+ diag (x
D
) σJqqC =
σJq
−TM
q
v(q, τ
d
, τ˙
d
)
⇔ diag
(
∂σJq
∂xT
A
(In
dof
⊗ x
B
)x
B
+ σJqqC
)
x
D
= σJq
−TM
q
v(q, τ
d
, τ˙
d
).
t
Die eindeutige Lösung des Gleihungssystems gelingt genau dann wenn die Matrix diag(t)
niht singulär ist, d. h. alle Komponenten des Vektors t von Null vershieden sind. Dieser
entspriht den Beshleunigungen des Systems in den betrahteten Gelenken. Die Transfor-
mation der Beshleunigung ergibt sih aus der Beziehung
σ˙ = σJqq˙ ⇒ σ¨ = ˙σJqq˙ + σJqq¨.
Da q
C
die Zeitableitung der Geshwindigkeit in den generalisierten Koordinaten x
B
ist, ent-
spriht der oben denierte Vektor t den Beshleunigungen in den reibbehafteten Koordinaten.
Die Invertierung des Gleihungssystems und damit der Beobahtbarkeitsabbildung erfordert
daher, dass keine der transformierten Beshleunigungen Null ist. In diesem Fall lassen sih
die beiden Reibarten niht untershieden. Damit ergibt sih keine weitere Einshränkung
zum vereinfahten Fall, die Beobahtbarkeit des Systems ist daher in allen anderen Fällen
sihergestellt. Ausgenommen sind die Bereihe von M, die eine der folgenden Bedingungen
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erfüllen:
1. Die Jakobimatrix
σJq ist singulär. Dies korrespondiert mit singulären Posen bzgl. der
Koordinaten der reibbehafteten Gelenke. Im regulären Betrieb kommen diese niht
bzw. nur in speziellen Situationen vor.
2. Eine der transformierten Geshwindigkeiten
σJqxB ist Null. In diesem Fall ist die Reib-
kraft in der entsprehenden Komponente nah Gleihung (3.11) ohnehin niht eindeutig
deniert. Die Systemordnung reduziert sih dann entsprehend, die anderen Kompo-
nenten sind niht betroen.
3. Konstante Geshwindigkeiten in den reibbehafteten Gelenken. Dies stellt vermutlih
die gröÿte Einshränkung dar. Dann ist zwar die Shätzung der momentanen Reib-
kraft im betreenden Gelenk möglih, niht aber die Aufteilung in Coulombshe und
geshwindigkeitsproportionale Reibung. Da sih der Roboter aber niht mit konstan-
ter Geshwindigkeit im regulären Betrieb bewegt, sind dies nur vereinzelte Bereihe in
denen die Untersheidung niht gelingt.
Es ist zu beahten, dass die letzte der oben aufgeführten Einshränkungen aus der Forderung
der Beobahtung beider Reibparameter folgt. Kann eine der beiden Formen vernahlässigt
werden, erweitert sih der beobahtbare Bereih entsprehend.
4.2.3 Beobahtbarkeit im Falle mehrerer Gelenkfreiheitsgrade
Die bisherigen Betrahtungen behandeln die Fälle, bei denen eine Inversion der Jakobimatrix
ohne Informationsverlust möglih ist. Damit ist die Anzahl der möglihen zu beobahten-
den Gelenke auf die Anzahl der Roboterfreiheitsgrade n
dof
beshränkt. Steigt die Anzahl
der zu beobahtenden Gelenke an, so sind mehr Ableitungen notwendig um die Beobaht-
barkeitsabbildung aufzustellen bzw. die Rangbedingung zu überprüfen. Um die Symmetrie
des Systems aufreht zu erhalten, erfolgt die Zusammenfassung der aus den Reibmomenten
folgenden Zustandsgröÿen in Vektoren der Dimension n
dof
q¨ =M−1
q
(
− (C
q
q˙ + g
q
) +
m∑
i=1
σiJTq σi
)
=M−1
q
(
−ξ +
m∑
i=1
σiJTq σi
)
.
In der obigen Gleihung sind zunähst nur die Coulombshen Kräfte berüksihtigt. Grund-
bedingung zur Detektion der einzelnen Komponenten ist die lineare Unabhängigkeit aller
Zeilenvektoren der Jakobimatrizen
σiJTq . Ist dies niht der Fall, so sind die Reibmomente
niht mehr eindeutig zuordnenbar. Die Beobahtbarkeitsabbildung lautet dann in diesem
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Fall
q =
[
hTx (Lfx hx)
T . . .
(
Lmfx hx
)
T
]
T
. (4.26)
Um die Beobahtbarkeitsabbildung geshlossen formulieren zu können, werden die Lie-Ab-
leitungen im folgenden als totales Dierential nah der Zeit interpretiert. Damit lauten die
Komponenten der Vorshrift
q=


q1
q2
q3
.
.
.
qm+2


=


hx,A
hx,B
d
d t
hx,B
.
.
.
dm hx
d tm


=


x
A
x
B
M−1
q
∑m
i=1
(
σiJTq σi
)
+M−1
q
ξ
.
.
.∑m
j=1
((
m
j
)dm−jM
q
d tm−j
∑m
i=1
(
dj σiJTq
d tj
σi
))
+ d
mM−1ξ
d tm


. (4.27)
Das System ist dann beobahtbar, wenn die Abbildung nah Gleihung (4.27) eine eindeu-
tige Umkehrung besitzt. Auf Grund der hohen Zeitableitungen in Gleihung (4.27) ergibt
sih zusätzlih die Forderung nah hinreihend oft dierenzierbaren Trajektorien. Da die Zu-
standsgröÿen x
A
,x
B
ebenfalls direkt auf q1, q2 abgebildet werden, ist die Umkehrung trivial.
Insbesondere erlaubt dies auh die Systemmatrizen in Abhängigkeit der Ausgangsabbildung
zu bestimmen. Die Auösung nah den durh das Reibmodell eingebrahten Gröÿen erfolgt
durh shrittweises isolieren und eliminieren der Parameter. Der Subvektor an der Position
i + 2 dient zur Bestimmung des Zustandsvektors σi. Bei der Auösung der Gleihungen
erweist sih die folgende rekursiv denierte Abbildung als hilfreih
Ξ : (1,T1) → T1
(n,Tm) → dn−1 Tmd tn−1 −
∑n−1
k=1
(
dn−1 Tk
d tn−1
Ξ−1(k,Tk)Ξ(k,Tm)
)
(,ndof×ndof) 7→ ndof×ndof
(4.28)
n ∈ {1, . . . , m} Tj ∈
{
σJTq , . . . ,
σmJTq
}
.
Die Umkehrung der Beobahtbarkeitsabbildung nah Gleihung (4.27) ist genau dann mög-
lih, wenn alle Matrizen der Menge
{
Ξ(1, σJTq ), . . . ,Ξ(m,
σmJTq )
}
existieren und niht sin-
gulär sind. Sämtlihe Rehnungen sind hier unter Einbeziehung der zeitlihen Ableitung der
Matrizen erfolgt. Diese sind im Allgemeinen jedoh meist in Abhängigkeit der Systemgröÿen
gegeben, um eine zustandsabhängige Darstellung zu erhalten. Die Ableitung nah der Zeit
muss dann mittels partieller Ableitungen über die Kettenregel bestimmt werden, also als Lie-
Ableitung. Diese Verkettung erzeugt Polynome höherer Ordnung in den Zustandsgröÿen, die
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eine globale Invertierbarkeit der Abbildung verhindern würden
d2M
q
d t2
(∑m
i=1
σiJTq σi
)
=(
∂2M
q
∂xT
A
2
(
x
B
⊗ In2
dof
)
(x
B
⊗ In
dof
) + ∂Mq
∂xT
A
(fx ⊗ In
dof
)
)∑m
i=1
σiJTq σi.
Die Ableitungsreihenfolge kann jedoh mit Hinblik auf die angestrebte Invertierung auh
in Abhängigkeit voriger Subvektoren der Beobahtbarkeitsabbildung beshrieben werden, so
dass die zu eliminierenden Parameter nur linear auftauhen
q2 = xB q3 =M
−1
q
m∑
i=1
(
σiJTq σi
)
+M−1
q
ξ
qi+1 = Lfx qi =
∂qi
∂xT
A
q2 +
∂qi
∂xT
B
q3.
(4.29)
Die Parameter q2, q3 in Gleihung (4.29) brauhen für die Umkehrabbildung niht aufgelöst
werden, so dass im Falle linearer Parameter σi im Subvektor qi diese Linearität auh im
Subvektor qi+1 erhalten bleibt. Die rekursive Formulierung zeigt, das die Systemgröÿen,
zusammengefasst im Vektor ξ, die Invertierbarkeit niht gefährden.
Durh Hinzunahme der geshwindigkeitsproportionalen Reibung steigen die benötigten
Zeitableitungen zur Aufstellung der Beobahtbarkeitsabbildung weiter an. Das komplette
System inklusive Eingangsgröÿe lautet dann
dx
B
d t
=M−1
q
m∑
i=1
(
σiJTq diag(σv,i)
σiJq
)
x
B
+
M−1
q
m∑
i=1
(
σiJTq σc,i
)
+M−1
q
τ
d
−M−1
q
ξ. (4.30)
Die wiederholte Ableitung des Systems, die die Komponenten zur Beobahtbarkeitsabbildung
liefern, kann wie in Gleihung (4.29) rekursiv deniert werden, so dass sih auh hier ein
lineares Gleihungssystem in den unbekannten σc,i,σv,i ergibt. Der Eingangsgröÿe kommt
eine Sonderrolle zu, da ihre Zeitableitung naturgemäÿ niht über die Zustände beshrieben
werden kann. Die Startwerte für die Rekursion q2, q3 sind deniert wie in Gleihung (4.29)
q2 = xB q3 =
dx
B
d t
(4.31)
qi+1 = Lfx qi =
∂qi
∂xT
A
q2 +
∂qi
∂xT
B
q3 +
i−1∑
j=0
∂qi
∂
(j)
τ
d
T
(j+1)
τ
d
mit
(n)
τ
d
=
dn τ
d
d tn
, (4.32)
womit die Linearität bezüglih der Zustände σc,i,σv,i gewahrt wird. Die Forderungen an die
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x1
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x3 x4
Abbildung 4.2: Manipulator mit einem Freiheitsgrad
Invertierbarkeit der Matrizen ist dann entsprehend umfangreiher.
Beispiel 2 Gegeben ist eine parallele Mehanik nah Abbildung 4.2. In der dargestellten
Konguration
pi
2
< x2 < pi lassen sih die Gröÿen xi beshreiben über die impliziten Funk-
tionen
f3 = l1 sin(x1)− l2 sin(x3) = 0 x3 = arcsin (h(x1))
f2 = pi − x1 − x2 − x3 = 0 x2 = pi − x1 − arcsin (h(x1))
f4 = x4 − l1 cos(x1)− l2 cos(x3) = 0 x4 = l1 cos (x1) + l2
√
1− h2(x1)
h(x1) = l1l
−1
2 sin (x1) ,
und den entsprehenden Jakobimatrizen, die in diesem Fall die Dimension 1 besitzen
j2 = − l1 cos (x1) + l2
√
1− h2(x1)
l2
√
1− h2(x1)
j3 =
l1 cos (x1)
l2
√
1− h2(x1)
j4 = −sin (x1)
√
1− h2(x1) + cos (x1)h(x1)√
1− h2(x1)
.
In Verbindung mit den in den Gelenken induzierten Reibkräften und -momenten folgt die
Darstellung im Zustandsraum.
z˙1 = z2, z˙2 = θ
−1
1
(
3∑
i=1
jizi+2 +
3∑
i=1
jizi+5jiz2 − z2 + u
)
, z˙3 = 0, . . . , z˙8 = 0
Die Hinzunahme des ersten Gelenks erzeugt dabei ein linear abhängiges System von Jako-
bimatrizen: I1 + j3 = j2. Dieser Zusammenhang ist auh an Hand der Funktion f2 ablesbar.
Bei Betrahtung des reduzierten Systems, ohne die geshwindigkeitsproportionalen Reib-
anteile z6, . . . , z8, ergeben sih die Komponenten der Beobahtbarkeitsabbildung zu
q1 = z1 q2 = z2
q3 = θ
−1
1
(∑3
i=1 jizi+2 − z2 + u
)
q4 = θ
−1
1
(∑3
i=1
∂ji
∂z1
q2zi+2
)
− θ−11 q3 + θ−11 u˙
q5 = θ
−1
1
(∑3
i=1
(
∂2ji
∂z12
q2q2zi+2
))
+ θ−11
(∑3
i=1
(
∂ji
∂z1
q3q2zi+2
))
− θ−11 q4 + θ−11 u¨.
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Abbildung 4.3: Nennerterme bei Inversion der Beobahtbarkeitsabbildung. Die gewählten
geometrishen Abmessungen betragen l1 = 2m, l2 = 1m, so dass die Singu-
larität x3 = pi/2 an der Arbeitsraumgrenze x1 = ±pi/3 liegt.
Die Gleihungen bilden ein lineares Gleihungssystem in z. Dessen Lösung erfolgt durh
shrittweises eliminieren der Variablen
z3 = j
−1
1 (θ1q3 + q2 − j2z4 − j3z5 − u)
z4 =
(
j′2q2 − j′1q2j−11 j2
)−1 (
θ1q4 +
(
1− j′1q2j−11 θ1
)
q4 − j′1q2j−11 q2+(
j′1q2j
−1
1 j3 − j′3q2
)
z5 + u˙+ j
′
1q2j
−1
1 u
)
z5 = k
−1
5 (θ1q5 + k1q1 + k2q2 + k3q3 + k4q4 + k6u+ k7u˙+ k8u¨) ,
mitk5 =
(
j′′2q2q2 + j
′
2q3q2 − j′′1 q2q2j−11 j2 − j′1q3q2j−11 j2
) (
j′2q2 − j′1q2j−11 j2
)−1 · . . .(
j′1q2j
−1
1 j3 − j′3q2
)
+
(
j′′3q2q2 + j
′
3q3q2 − j′′1q2q2j−11 j3 − j′1q3q2j−11 j3
)
Die Bedingung zur Lösbarkeit des Gleihungssystems bezieht bei der dritten Zeitableitung
der Ausgangsgröÿe die vorigen Ableitungen mit ein. Gilt q2 = 0 so ist k5 = 0 und die
Beobahtbarkeitsabbildung niht invertierbar. Die Invertierbarkeit des Beispielsystems ist
abseits der singulären Stellungen gegeben. Dabei sind Singularitäten des direkten und in-
versen kinematishen Problems relevant. In Abbildung 4.3 ist der Wert der Nennerterme
für die angegebenen Längenkonstellationen dargestellt. Weiterhin ist anzumerken, dass sih
Vereinfahungen daraus ergeben, dass das hier dargestellte Beispiel ein skalarer Fall ist. Die
Multiplikation ist in diesem Fall kommutativ. Die sih daraus ergebenden Vereinfahungen
sind jedoh niht auf den vektoriellen Fall übertragbar, daher sind diese in den Gleihungen
niht ausgeführt. 2
Generell ist die Beobahtbarkeit in mehr Gelenken als Freiheitsgraden möglih. Die In-
vertierung der Abbildung unterliegt jedoh einer wahsenden Anzahl von Bedingungen, die
erfüllt sein müssen. Die beobahtbare Untermenge der SystemmannigfaltigkeitM shrumpft
nah Satz 2 zusammen. Wesentlih ist auh, das zunehmend Ableitungen der Eingangsgröÿe
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auftauhen und damit ein steigender Anspruh an die Glattheit der Trajektorien gestellt
wird. An den Shaltstellen rukbegrenzter zeitoptimaler Trajektorien ist beispielsweise die
Ableitung der Eingangsgröÿe niht mehr deniert. Die Beobahtbarkeit ist niht mehr allein
durh das System beshränkt, sondern auh durh die Anregung.
4.3 Beobahter mit hohen Verstärkungen
Die Ausführungen in Abshnitt 4.2 zeigen, dass das in Gleihung (4.7) beshriebene System
prinzipiell beobahtbar ist. Je nah Anzahl der zu beobahtenden Reibmomente ist der beob-
ahtbare Teilraum mehr oder weniger eingeshränkt. Da zum Nahweis der Beobahtbarkeit
bereits die Lie-Ableitungen bzw. für gesteuerte Systeme die entsprehende Erweiterung nah
Gleihung (4.24) vorliegen, liegt der Entwurf eines Beobahters basierend auf hohen Verstär-
kungen, siehe z. B. [13℄, nahe. Der Entwurf basiert dabei auf der Transformation des Systems
in die Beobahtbarkeitsnormalform. Diese ist harakterisiert durh die folgende Struktur.
Denition 4 (Nihtlineare Beobahtbarkeitsnormalform (NBKNF), [13℄) Die all-
gemeine Beobahtbarkeitsnormalform für Systeme mit einer Ausgangsgröÿe besteht aus einer
Serienshaltung von Integratoren mit nihtlinearer Rükführung. Die Eingangsgröÿen haben
eine Dreieksstruktur [44℄
z˙ =


z˙1
z˙2
.
.
.
z˙n

 =


z2
.
.
.
zn
a(z)

+


gT1 (z1)
gT2 (z1, z2)
.
.
.
gTn (z1, . . . , zn)

u, y = h(z) = z1.
Die Erweiterung der Normalform auf Systeme mit vektorwertiger Ausgangsabbildung erfolgt
über die Denition von Untersystemen, die die obige Struktur aufweisen. Ausgangsgröÿen
sind die entsprehenden Elemente der Teilsysteme. Die Teilsysteme müssen niht notwendiger
Weise gleihe Ordnung besitzen. Die Bedingung für die Form der Ausgangsgröÿen ist aufge-
weiht, die Dreieksstruktur der Zustände in der Ausgangsmatrix ist im Falle vektorwertiger
Ausgänge niht mehr zwingend. 2
Die Transformation von eingangslinearen Systemen auf die in Denition 4 beshriebene
Form ist in der Literatur angegeben, siehe [44℄,
bkxT =
[
hx,1 . . . L
m1
fx
hx,1 . . . hx,p . . . L
mp
fx
hx,p
]
= bkwzrd. (4.33)
Unter Ausnutzung der Symmetrie der vorliegenden Systemklasse, sind die einzelnen Ord-
nungen der Ableitungen gleih m1 = m2 = · · · = mp. Daher kann das Bilden der Transfor-
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mationsvorshrift vektoriell erfolgen, lediglih die Sortierung der Zustandsgröÿen ist dann
vershieden. Die beshreibende Dierentialgleihung lautet dann
∂bkx
∂t
=
∂bkx
∂xT
dx
d t
=
∂bkx
∂xT
(fx +Gxu)
∣∣∣∣
x=bkw−1
zrd
= A bkx+ϕ
(
bkx,u
)
. (4.34)
Die in Gleihung (4.33) angegebene Transformation ist auh bei niht beobahtbaren Syste-
men möglih. Der Wehsel der beshreibenden Koordinaten ist nur sinnvoll, wenn er ohne
Informationsverlust möglih ist, also umkehrbar ist. Dass die gewünshten Integratorketten
dadurh erreiht werden, lässt sih aus Gleihung (4.34) ablesen
∂bkxi+1
∂t
=
∂bkxi+1
∂xT
fx +
∂bkxi+1
∂xT
Gxu = Lfx
(
bkxi+1
)
+
∂bkxi+1
∂xT
Gxu. (4.35)
Die Lie-Ableitung entspriht dem nahfolgenden Zustand. Die zum Aufstellen der Abbildung
bkwzrd notwendigen Ableitungen liegen durh die Untersuhung der Beobahtbarkeit vor, so
dass nun der Beobahter in den neuen Koordinaten angegeben werden kann
∂bkxˆ
∂t
= A bkxˆ+ϕ
(
bkxˆ,u
)
+K
(
y − h (bkxˆ)) . (4.36)
Die Elemente der Matrix K sind dabei derart gewählt, dass alle Eigenwerte der Matrix
A − K einen negativen Realteil besitzen, siehe [45℄. Die Fehlerdynamik ist genau dann
linear, wenn die nihtlineare Funktion ϕ genau kompensiert wird. Da dies niht der Fall ist,
werden die Elemente der Matrix K derart verzerrt, dass die Stabilität durh die Funktion
ϕ niht gefährdet ist. Daher muss diese Funktion über M bzw. dem beobahtbaren Bereih
beshränkt sein. Beim vorliegenden System ergibt sih die Vorshrift in der Art, dass
K =


k1  
 
  kp

 , ki =


si,m−1
εm
.
.
.
si,0
ε

 , (4.37)
wobei der Realteil der Nullstellen des Polynoms pi(x) =
∑m−1
j=0 si,jx
j
negativ und ε hin-
reihend klein zu wählen ist, um die Stabilität in Gegenwart der nihtlinearen Funktion ϕ
zu garantieren. Bei der vorliegenden Systemklasse besitzen die Teilsysteme konstante Ord-
nung, der Teilgrad der Systeme ist m = 4. Die Existenz des Beobahters ist niht an die
Messbarkeit der Geshwindigkeitssignale gekoppelt. Liegen diese vor, so können die Positi-
onsdaten abgespalten werden und die Ordnung der verbliebenen Teilsysteme reduziert sih
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auf m = 3. Der Vorteil dieses Beobahters ist, dass er kaum Einshränkungen für den Ent-
wurf unterliegt. Für die beobahtbare Untermannigfaltigkeit folgt der Dieomorphismus aus
der Untersuhung der Beobahtbarkeit. Lediglih der Einuss der isolierten Nihtlinearität
muss abgeshätzt werden, um Stabilität im Rahmen der Störungstheorie zu garantieren.
4.4 Normalformbeobahter
Der in Abshnitt 4.3 vorgestellte Ansatz zur Detektion der Reibmomente weist den Nahteil
auf, dass er das Modell des Systems nur unzureihend berüksihtigt. Die Stabilität ist im
entsheidenden Maÿe von der Kompensation der unberüksihtigten Nihtlinearität durh
die hohen Verstärkungen abhängig. Durh die Potenzierung erreihen die einzusetzenden
Verstärkungen shnell groÿe Werte, so dass verraushte Signale problematish sein können.
Dennoh weisen Beobahter mit hohen Verstärkungen dann eine Fehlerdynamik auf, die zu-
mindest den festgelegten Parametern in den Polynomen entspriht. Das Konvergenzverhalten
beruht auf linearen Systemen und ist daher exponentiell.
Eine weiteres Verfahren zum Entwurf nihtlinearer Beobahter mit exponentieller Feh-
lerdynamik basiert ebenfalls auf der Transformation des Systems. Ziel ist es das System
so abzubilden, dass die nihtlinearen Funktionen ausshlieÿlih von den messbaren Gröÿen
abhängen. Dann ist die Kompensation dieser Funktion möglih und es kann ein lineares
Fehlermodell angesetzt werden. Da der Entwurf an die Existenz einer Normalform gebunden
ist, wird im Folgenden als Normalformbeobahter darauf referenziert. Zwar liegt auh der
Ansatz aus Abshnitt 4.3 die Transformation des Systems auf eine Normalform zu Grunde,
dennoh ist die Bezeihnung hier, analog zu [13℄ gewählt.
Denition 5 (Nihtlineare Beobahternormalform (NBNF), [44℄) Die nihtlineare Be-
obahternormalform für Systeme mit einem Ausgang besteht aus einem linearen Anteil und
einer additiven nihtlinearen Funktion, der jedoh ausshlieÿlih von den Ausgangsgröÿen
des Systems abhängt.
z˙ =


z˙1
.
.
.
z˙n

 =
[
T 0
In−1 
]
·


z1
.
.
.
zn

+


ϕ1(zn)
.
.
.
ϕn(zn)

+


gT1 (zn)
.
.
.
gTn (zn)

u, y = h(z) = zn
En
Die Erweiterung auf Systeme mit vektorwertigem Ausgang erfolgt über die Stapelung obiger
Systeme, wobei die Nihtlinearität und die Eingangsmatrix jeweils alle Systemausgänge in
jedem Element enthalten dürfen. 2
Liegt ein nihtlineares System in der in Denition 5 angegebenen Form vor, so ist der
Entwurf des zugehörigen Zustandsbeobahters leiht durhführbar. Die Beobahtergleihung
44 4 Detektion der Reibkraft
lautet dann in vektorieller Form
˙ˆz = En · zˆ + ϕ(y) +G · u+ k · (y − zˆn), (4.38)
mit entsprehend gewähltem Vektor k. Der Entwurf ist damit sehr ähnlih zu der in Ab-
shnitt 4.3 vorgestellten Variante. Der wesentlihe Untershied besteht darin, dass die Niht-
linearität nur vom Systemausgang und niht von den inneren Zuständen abhängt. Daher
ist die Unsiherheit, die bei der Auslegung über die Beobahtbarkeitsnormalform die ho-
hen Verstärkungen erforderte, niht mehr vorhanden. Die geshätzten Zustände tauhen im
nihtlinearen Systemteil niht mehr auf, die Fehlerdynamik e = z − zˆ ist linear.
Die Existenz der in Denition 5 angegebenen Form des Systems unterliegt jedoh weitaus
strengeren Voraussetzungen als die zum Entwurf der Beobahter mit hohen Verstärkungen.
Ist die Existenz der Form nahgewiesen, so ist die Bestimmung des Dieomorphismus, der die
Transformation gewährleistet, niht sihergestellt. Eine einfahe Vorshrift zur Konstruktion
existiert niht, das Finden der Abbildung erfordert das Lösen partieller Dierentialgleihun-
gen.
Zur Überprüfung der Existenz der Transformation bestehen zwei Ansätze. Da die Trans-
formation das Lösen einer partiellen Dierentialgleihung erfordert, muss die Existenz und
Eindeutigkeit der Lösung nahgewiesen werden. Dies kann mit Hilfe der Methoden der Die-
rentialgeometrie erfolgen oder unter Analyse des Systems der partiellen Gleihungen selbst.
Da auf Grund der Analysen in Abshnitt 4.2 bereits die Transformation auf die Beobahtbar-
keitsnormalform vorliegt, erfolgt die Analyse an Hand der Dierentialgleihungen. Dabei wird
die Vorgehensweise aus [44℄ verwendet, die das Finden der Transformationsvorshrift verein-
faht, indem zunähst die Beobahtbarkeitsnormalform gebildet wird. Dieser Zwishenshritt
ist, wie in [44℄ gezeigt, ohne Einshränkungen. In diesem Fall, bei eingangsanen Systemen,
ergibt sih die Existenz der Normalform unmittelbar aus dem Nahweis der Beobahtbarkeit.
Der Dieomorphismus auf die Beobahternormalform wird durh die Invertierung der
Transformation von der Beobahter- zur Beobahtbarkeitsnormalform gewonnen. Die Kon-
struktion dieses Dieomorphismus erfolgt wie in Gleihung (4.35). Da die Beobahternormal-
form noh unbekannt ist, sind nur die allgemeinen Strukturmerkmale dieser Form bekannt.
Daraus ergibt sih ein System partieller Dierentialgleihungen, dessen Lösung, sofern vor-
handen, der gesuhte Dieomorphismus ist
bkw
bnf
=
[
L0
bnffx
bnfhx,1 . . . L
m1
bnffx
bnfhx,1 . . .
L0
bnffx
bnfhx,p . . . L
mp
bnffx
bnfhx,p
]
T
, (4.39)
wobei die Lie-Ableitungen in den Koordinaten der NBNF angegeben sind. Für das Gelingen
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der Transformation nah [44℄ ist notwendig, dass die Eingangsmatrix des auf NBKNF trans-
formierten Systems Diagonalstruktur bzgl. der Zustände aufweist. Diese Forderung konnte
für den Entwurf in Abshnitt 4.2 fallen gelassen werden, hier ist sie jedoh für die Existenz
der Lösung notwendig. Die Bestimmung der Lösung erfolgt erneut einzeln für die Teilsys-
teme. Die Komponenten ϕi, h der Repräsentation in NBNF bestimmen sih dann aus der
partiellen Dierentialgleihung
0 = Lm
bkfx
c+
m−1∑
j=0
(
Li
bkfx
ϕj+1
)
, mit c := bnfh−1x, (y, u) =
bnfxm. (4.40)
Die skizzierte Transformation über den Zwishenshritt der NBKNF ist niht die einzige
Möglihkeit eine Systemtransformation zu nden. Bei der vorliegenden Systemstruktur ist
das Verfahren jedoh am übersihtlihsten durhführbar und ist daher der direkten Transfor-
mation vorzuziehen. Da der Zwishenshritt keine Einshränkung darstellt, sondern immer
möglih ist, wenn die Transformation exisitiert, können auh keine Lösungen untershlagen
werden.
4.4.1 Anwendung des Normalformbeobahters zur
Reibungsdetektion
Zur Anwendung des Normalformbeobahters auf das vorliegende System müssen zunähst die
erwarteten Rahmendaten eingegrenzt werden. Die Anzahl der zu shätzenden Reibmomente
wird erneut mit der Anzahl der Freiheitsgrade gleihgesetzt. Da die Beobahtbarkeitsnormal-
form als Zwishenshritt benötigt wird, und sih an dieser bereits eine notwendige Bedingung,
die Diagonalstruktur, überprüfen lässt, wird diese als erste für das System bestimmt
d
d t


zrdx1
zrdx2
zrdx3
zrdx4

 =


zrdx2
M−1
q
(
τ
d
− ξ + σJTq zrdx3 + σJTq diag(zrdx4) σJq zrdx2
)



 (4.41)
bkx = bkw
zrd
(
zrdx, τ
d
)
. (4.42)
Die Bestimmung der Dierentialgleihung in NBKNF erfolgt niht vollständig, es wird nur
die Existenz der Diagonalform geprüft. Da in der letzten Zeile alle Zustände zulässig sind, vgl.
Denition 4, wird die Dierentialgleihung nur bis zur dritten (vektoriellen) Zeile untersuht.
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Dazu wird zunähst die invertierte Ausgangsabbildung herangezogen
zrdx1 =
bkx1
zrdx2 =
bkx2
bkx3 =M
−1
q
(−ξ + σJTq zrdx3 + σJTq diag(zrdx4) σJq zrdx2)
bkx4 =
(
∂M−1
q
σJTq
zrdx3
∂zrdxT
1
+
∂M−1
q
σJTq diag(
zrdx4)
σJq
zrdx2
∂zrdxT
1
− ∂M−1q ξ
∂zrdxT
1
)
bkx2
+
(
∂M−1
q
σJTq
zrdx3
∂zrdxT
2
+M−1
q
σJTq diag(
zrdx4)
σJq − ∂M
−1
q
ξ
∂zrdxT
2
)
bkx3
⇒ zrdx4 = v
(
bkx1,
bkx2,
bkx3,
bkx4
)
.
Diese Werte in Gleihung (4.34) eingesetzt ergibt
d
d t


bkx1
bkx2
bkx3
bkx4

 =


bkx2
bkx3 +M
−1
q
(
bkx1
) · τ
d
bkx4 +
(
−∂M−1q ξ
∂zrdxT
2
+M−1
q
σJTq diag(
zrdx4)
σJq
)
M−1
q
(
bkx1
)
∗


v
Damit liegt die geforderte Struktur der Eingangsmatrix niht vor, da der Vektor v von al-
len Zuständen abhängt. Die Transformation in NBNF wird daher nah [44℄ niht gelingen.
Wenn auf die geshwindigkeitsproportionale Reibung verzihtet wird, verkleinert sih der
Zustandsraum entsprehend. Die geforderte Struktur bzgl. der Eingangsmatrix liegt in die-
sem Fall vor, so dass die notwendige Strukturbedingung erfüllt ist. Daher wird im folgenden
ausshlieÿlih die Coulombshe Reibung betrahtet.
Die zur Bestimmung des Dieomorphismus notwendige Lösung der nihtlinearen harak-
teristishen Gleihung (4.40) kann nun konkretisiert werden. Im vorliegenden Fall ist diese
Gleihung dritter Ordnung und hier vektoriell formuliert
 = L3
bkfx
bnfhx, + L
2
bkfx
ϕ3 + L
1
bkfx
ϕ2 +ϕ1. (4.43)
Wie aus Gleihung (4.43) ersihtlih erfordert das Aufstellen der Gleihung die mehrfahe
Lie-Ableitung der noh unbekannten Ausgangsabbildung
bnfhx, und der nihtlinearen addi-
tiven Terme φi. Die Ableitung erfolgt entlang des Driftfeldes der NBKNF. Die Verwendung
der Lie-Ableitung anstelle des verallgemeinerten Dierentialoperators ist hier zulässig, da
die Gleihung zeitinvariant und das System eingangsan ist. Zunähst wird die dreifahe
Lie-Ableitung der Ausgangsabbildung bestimmt. Da diese nur von den Ausgangsgröÿen y
abhängt, die in der NBKNF der mit 1 indizierten Zustandsgröÿen zugeordnet sind, verein-
faht sih die Dierenzierung des Vektors. Da die Lie-Ableitung rekursiv deniert ist, folgt
4.4 Normalformbeobahter 47
für die einzelnen Zwishenergebnisse
L
bkfx
bnfhx =
[
∂bnfhx
∂yT
 
]
bkx2
bkx3
bkfx,3

 = ∂bnfhx
∂yT
bkx2
Die Berehnung der zweiten Lie-Ableitung erfolgt mittels Korollar 3, so dass die Teilablei-
tungen ausgewertet werden können
L2
bkfx
bnfhx=
∂
∂bkxT
(
∂bnfhx
∂yT
bkx2
)
bkfx, mitA =
∂bnfhx
∂yT
∂A bkx2
∂bkxT
= ∂A
∂bkxT
(
I3n
dof
⊗ bkx2
)
+A ∂
bkx2
∂bkxT
=
[
A∗  
]
+
[
 A 
]
, mitA∗ = ∂A
∂yT
(
In
dof
⊗ bkx2
)
=A∗ bkx2 +A bkx3.
Die für die harakteristishe Gleihung notwendige dritte Lie-Ableitung folgt nah erneuter
Rekursion
L3
bkfx
bnfhx =
∂
∂bkxT
(
A∗ bkx2 +A bkx3
)
bkfx =
∂A∗ bkx2
∂bkxT
bkfx +
∂A bkx3
∂bkxT
bkfx.
Die beiden Summanden der Gleihung werden separat ausgewertet. Der zweite Summand
der Gleihung kann analog zur zweiten Lie-Ableitung behandelt werden. Lediglih der Zu-
standsvektor ist ausgetausht
∂A∗ bkx2
∂bkxT
bkfx =
∂A∗
∂bkxT
(
I3n
dof
⊗ bkx2
)
bkfx +A
∗ ∂
bkx2
∂bkxT
bkfx
∂A bkx3
∂bkxT
bkfx = A
∗ bkx3 +A
bkfx,3.
Die Matrix A∗ ist niht mehr nur von den Ausgangsgröÿen abhängig, sondern auh von
dem mit Index 2 gekennzeihneten Zustandsvektor. Insgesamt also von den ersten 2n
dof
Ele-
menten des Zustandsvektors in NBKNF. Zur Bestimmung wird erneut auf die Produktregel
(Korollar 3) zurükgegrien
∂A∗
∂bkxT
=
∂
∂bkxT
(
∂A
∂yT
(
In
dof
⊗ bkx2
))
=
∂
∂bkxT
(
∂A
∂yT
)(
I3n
dof
⊗ In
dof
⊗ bkx2
)
+
∂A
∂yT
∂
(
In
dof
⊗ bkx2
)
∂bkxT
. (4.44)
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Dabei gilt im folgenden die Zusammenfassung Λ = In
dof
⊗In
dof
⊗ bkx2 = In2
dof
⊗ bkx2. Damit
lässt sih die Ableitung weiter auswerten. Zur Ableitung des Kronekerproduktes wird auf
Denition 9 zurükgegrien.
∂
∂bkxT
(
∂A
∂yT
)(
I3n
dof
⊗ In
dof
⊗ bkx2
)
=
[
∂
∂yT
(
∂A
∂T
)
 
]
Λ  
 Λ 
  Λ


=
[
∂
∂yT
(
∂A
∂yT
)
Λ  
]
∂
(
In
dof
⊗ bkx2
)
∂bkxT
=
[
∂(In
dof
⊗bkx2)
∂bkx1
. . .
∂(In
dof
⊗bkx2)
∂bkx3n
dof
]
Da die Matrix A nur von der Ausgangsgröÿe abhängt, ist die Ableitung in obigen Gleihun-
gen entsprehend vereinfaht worden. Für die zweite Komponente der Gleihung liefert die
Auswertung der Ableitung des Skalarproduktes
∂
(
In
dof
⊗ bkx2
)
∂bkxi
=




ti  
 
  ti

 = Ti : i ∈ {ndof + 1, . . . , 2ndof}
 : sonst
mit ti =
[
ti,1 . . . ti,n
dof
]
, ti,j =

1 : i = j0 : sonst .
Der gesamte zweite Summand aus der Ableitung ergibt sih mit den obigen Rehnungen zu
∂A
∂yT
∂
(
In
dof
⊗ bkx2
)
∂bkxT
=
∂A
∂yT
[
 . . .  T1 . . . Tn
dof
 . . . 
]
=
[
 . . .  ∂A
∂yT
T1 . . .
∂A
∂yT
Tn
dof
 . . . 
]
∂A
∂yT
Ti =
[
∂2 bnfhx
∂y1∂y1
∂2 bnfhx
∂y1∂y2
. . . ∂
2 bnfhx
∂yn
dof
∂yn
dof
]
Ti
=
[
∂2 bnfhx
∂y1∂yi
. . . ∂
2 bnfhx
∂yn
dof
∂yi
]
=
∂A
∂yi
=
[
 . . .  ∂A
∂y1
. . . ∂A
∂yn
dof
 . . . 
]
.
Beide Summanden können nun überlagert werden. Durh die untershiedlihen Abhängigkei-
ten tauhen sie niht in den gleihen Spalten und Zeilen der Zielmatrix auf. Die Berehnung
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des Teilausdruks ist damit abgeshlossen
∂A∗
∂bkxT
(
I3n
dof
⊗ bkx2
)
bkfx =
[
∂3bnfhx
∂(yT)3
Λ(In
dof
⊗ bkx2) ∂
2bnfhx
∂(yT)2
(In
dof
⊗ bkx2) 
]
Auf die Auösung des Kronekerproduktes in der obigen Gleihung zu einer Summenshreib-
weise wird verzihtet. Das auf die NBKNF transformierte System ist ebenfalls unter Verwen-
dung der Matrizendierentialrehung hergeleitet. Durh die Symmetrie des Systems bzgl. der
einzelnen Dimensionen ist dies die übersihtlihste Darstellung. Insbesondere erlaubt dies die
Isolation der Zustandsvariablen in einheitliher Form. Dies erleihtert die Lösung der niht-
linearen harakteristishen Gleihung. Die dritte Lie-Ableitung liegt nun vor
L3
bkfx
bnfhx =
[
∂3bnfhx
∂(yT)3
Λ(In
dof
⊗ bkx2) 3 · ∂
2bnfhx
∂(yT)2
(In
dof
⊗ bkx2) ∂
bnfhx
∂(yT)
]
. (4.45)
Diese kann nun aus sämtlihen Teillösungen zusammengesetzt werden. Mit den Ableitun-
gen der nihtlinearen additiven Terme verhält es sih ähnlih. Auh diese sind in der NBNF
ausshlieÿlih von den Systemausgängen abhängig, siehe Denition 5. Die zu lösende partielle
Dierentialgleihung lautet
 = ∂
3bnfhx
∂(yT)3
(
In2
dof
⊗ bkx2
) (
In
dof
⊗ bkx2
)
bkx2 . . .
+ 3∂
2bnfhx
∂(yT)2
(
In
dof
⊗ bkx2
)
bkx3 . . .
+ ∂
bnfhx
∂(yT)
bkfx . . .
+ ∂
2ϕ3
∂(yT)2
(
In
dof
⊗ bkx2
)
bkx2 . . .
+ ∂ϕ3
∂(yT)
bkx3 . . .
+ ∂ϕ2
∂(yT)
bkx2 . . .
+ ϕ1
. (4.46)
Für das System muss nun die Existenz einer Lösung überprüft werden. Da auf die Beshrei-
bung mittels Dierentialgeometrie bei diesem Ansatz verzihtet wird, ist die Lösbarkeit der
Gleihungen in [44℄ über die Integratibilität beshrieben. Dafür wird Gleihung (4.46) nah
bkfx aufgelöst. Daraus folgt die Struktur, die die dritte vektorielle Komponente des Systems
in NBKNF ausweisen muss. Anshlieÿend müssen die einzelnen Gleihungen lösbar sein
bkfx =
(
∂bnfhx
∂(yT)
)−1(
∂3bnfhx
∂(yT)3
Ψ1 + 3
∂2bnfhx
∂(yT)2
Ψ2 . . .
+
∂2ϕ3
∂(yT)2
Ψ3 +
∂ϕ3
∂(yT)
bkx3 +
∂ϕ2
∂(yT)
bkx2 +ϕ1
)
, (4.47)
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wobei in Gleihung (4.47) die Matrizen Ψi wie folgt deniert sind
Ψ1 =
(
In2
dof
⊗ bkx2
) (
In
dof
⊗ bkx2
)
bkx2,
Ψ2 =
(
In
dof
⊗ bkx2
)
bkx3 Ψ3 =
(
In
dof
⊗ bkx2
)
bkx2.
Die Analyse erfordert nun die Transformation des Systems in die NBKNF. Durh die Aus-
lassung der geshwindigkeitsproportionalen Reibung ist die Transformation dabei einfaher.
Mit den Ergebnissen aus Abshnitt 4.2 und der Transformationsvorshrift Gleihung (4.33)
folgt für die inverse Transformation
zrdx = bkw−1
zrd
(
bkx
)
=


bkx1
bkx2
σJq
−T (M
q
bkx3 + ξ
)

 .
Durh den komponentenweise durhgeführten Vergleih ergeben sih die partiellen Die-
rentialgleihungen
∂M−1
q
σJTq
zrdx3
∂zrdxT
1
=M−1
q
(
∂σJTq
∂zrdxT
1
(
In
dof
⊗ zrdx3
)− ∂Mq
∂zrdxT
1
(
In
dof
⊗M−1
q
σJTq
zrdx3
))
=M−1
q
∂σJTq
∂zrdxT
1
(
In
dof
⊗ σJq−T
(
M
q
bkx3 + ξ
))
−M−1
q
∂M
q
∂zrdxT
1
(
In
dof
⊗ (M−1
q
ξ
))−M−1
q
∂M
q
∂zrdxT
1
(
In
dof
⊗ bkx3
)
−∂M−1q ξ
∂zrdxT
1
=M−1
q
∂M
q
∂zrdxT
1
(
In
dof
⊗M−1
q
ξ
)−M−1
q
∂ξ
∂zrdxT
1
−∂M−1q ξ
∂zrdxT
2
= −M−1
q
∂ξ
∂zrdxT
2
.
Damit sind die Komponenten der NBKNF bestimmt. Die Ableitungen nah
zrdx1 sind mit
bkx2 zu multiplizieren, diejenigen nah
zrdx2 mit
bkx3. Die markierten Terme kompensieren
sih. Durh die Identitätsabbildungen der ersten Zustandsgröÿen sind die obigen Gleihun-
gen bereits vollständig, mit Ausnahme der Eingangsgröÿe, in NBKNF formuliert. Um die
Integratibilität zu prüfen, werden die noh oenen Ableitungen ausgeführt und in die selbe
Form gebraht, in der auh Gleihung (4.47) vorliegt. Dazu muss der Vektor ξ, der die ver-
allgemeinerten Kräfte zusammenfasst, in seine Komponenten zerlegt werden. Anshlieÿend
wird die Coriolismatrix gemäÿ Gleihung (4.11) zerlegt. In der so enstandenen Gleihung
können die mit
zrdx2 gekennzeihneten Zustände zu isoliert werden
−M−1
q
∂C
q
zrdx2
∂zrdxT2
zrdx3 = −M−1
q
C
q
zrdx3 −M−1
q
∂C
q
∂zrdxT2
(
In
dof
⊗ zrdx2
)
zrdx3.
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Für den ersten Summanden gilt nah Ersetzen der Coriolismatrix
−M−1
q
((
zrdxT2 ⊗ In
dof
) ∂M
q
∂zrdx1
− 1
2
(
In
dof
⊗ zrdxT2
) ∂M
q
∂zrdx1
)
zrdx3
=−M−1
q
(
∂M
q
∂zrdxT1
− 1
2
∂row(M
q
)
∂zrdxT1
)(
In
dof
⊗ zrdx3
)
zrdx2,
und für Ableitungen im zweiten Term
∂
∂zrdxT2
(
zrdxT2 ⊗ In
dof
) ∂M
q
∂zrdx1
=
∂M
q
∂zrdxT1
∂
∂zrdxT2
(
In
dof
⊗ zrdxT2
) ∂M
q
∂zrdx1
=
∂row(M
q
)
∂zrdx1
.
Damit folgt shlieÿlih für den gesamten Ausdruk
−M−1
q
∂C
q
zrdx2
∂zrdxT2
zrdx3 = −M−1
q
K1
((
In
dof
⊗ zrdx3
)
zrdx2 +
(
In
dof
⊗ zrdx2
)
zrdx3
)
= −M−1
q
R(zrdx1)
(
In
dof
⊗ zrdx3
)
zrdx2.
Die Umformungen der obigen Gleihung erfolgt mit Hilfe der Äquivalenzumformungen 3
und 4. Diese erlauben auh die Gleihung auf eine vereinheitlihte Struktur zu transformieren.
Der Anteil der konservativen Kräfte in ξ wurde direkt vernahlässigt, da diese unabhängig
von den Zuständen
zrdx2 sind. Für die Ableitungen nah der anderen Zustandsgröÿe wird
die Coriolismatrix analog aufgelöst
−M−1
q
∂ξ
∂zrdxT1
zrdx2 → −M−1
q
∂C
q
zrdx2
∂zrdxT1
zrdx2 = −M−1
q
∂C
q
∂zrdxT1
(
In
dof
⊗ zrdx2
)
zrdx2.
Der obige Ausdruk enthält die Zustandsgröÿen
zrdx2 in drei Faktoren. Um sie mit der ha-
rakteristishen Gleihung zu vergleihen und die Lösungen zu bestimmen, wird eine Struktur
wie in Gleihung (4.46) angestrebt und die Coriolismatrix entsprehend aufgelöst
−M−1
q
∂C
q
zrdx2
∂zrdxT
1
zrdx2
= −M−1
q
∂2M
q
∂(zrdxT1 )
2
(
In
dof
⊗ zrdx2 ⊗ In
dof
) (
In
dof
⊗ zrdx2
)
zrdx2
+ 1
2
M−1
q
(
In
dof
⊗ zrdx2
)
∂2M
q
∂ zrdx1∂ zrdx
T
1
(
In
dof
⊗ zrdx2
)
zrdx2
= −M−1
q
∂2M
q
∂(zrdxT1 )
2
(
In2
dof
⊗ zrdx2
) (
In
dof
⊗ zrdx2
)
zrdx2
1
2
M−1
q
∂2 rowM
q
∂ zrdx1∂ zrdx
T
1
(
In2
dof
⊗ zrdx2
) (
In
dof
⊗ zrdx2
)
zrdx2
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Zusammengefasst mit der Matrix K1 folgt dann
−M−1
q
∂ξ
∂zrdxT1
zrdx2 = −M−1
q
∂K1
∂zrdxT1
(
In2
dof
⊗ zrdx2
) (
In
dof
⊗ zrdx2
)
zrdx2
Es fehlt noh die Ableitung der durh die konservativen Kräfte eingetragenen Anteile in ξ.
Da diese ausshlieÿlih von den Zuständen
bkx1 abhängig sind, ist die erforderlihe Form
direkt ablesbar
−M−1
q
∂ξ
∂zrdxT1
zrdx2 → −M−1
q
∂g
q
∂zrdxT1
zrdx2
Es existiert ein weiterer Term, der ebenfalls drei Faktoren mit
bkx2 besitzt und auf die obige
Struktur transformiert werden kann
M−1
q
∂σJTq
∂zrdxT
1
(
In
dof
⊗ σJq−Tξ
)
zrdx2
→M−1
q
∂σJTq
∂zrdxT
1
(
In
dof
⊗ (σJq−TK1 (In
dof
⊗ zrdx2
)
zrdx2
))
zrdx2
=M−1
q
∂σJTq
∂zrdxT
1
(
In
dof
⊗ σJq−TK1
) (
In
dof
⊗ ((In
dof
⊗ zrdx2
)
zrdx2
))
zrdx2
=M−1
q
∂σJTq
∂zrdxT
1
(
In
dof
⊗ σJq−TK1
) (
In2
dof
⊗ zrdx2
) (
In
dof
⊗ zrdx2
)
zrdx2.
Weiterhin existiert noh der Term mit den Anteilen aus dem Gravitationsvektor
M−1
q
∂σJTq
∂zrdxT
1
(
In
dof
⊗ σJq−Tξ
)
zrdx2 → M−1
q
∂σJTq
∂zrdxT
1
(
In
dof
⊗ σJq−Tgq
)
zrdx2.
Dieser ist linear von den im Vektor
zrdx2 zusammengefassten Zuständen abhängig. Im ver-
bleibenden Summanden werden nun auh die allgemeinen Kräfte ersetzt
M−1
q
∂σJTq
∂zrdxT
1
(
In
dof
⊗ σJq−T
(
M
q
bkx3
))
bkx2
=M−1
q
∂σJTq
∂zrdxT
1
(
In
dof
⊗ σJq−TMq
) (
In
dof
⊗ bkx3
)
bkx2.
Die Gleihung in NBKNF steht damit fest und die nihtlineare Funktion kann zum Vergleih
herangezogen werden, um die Integratibilität der nihtlinearen harakteristishen Gleihung
zu prüfen. Mittels der Sortierung nah den Zustandsvektoren
zrdx2,
zrdx3 ist der Vergleih
mit der partiellen Dierentialgleihung möglih. Die korrenspondierenden Faktoren können
zugeordnet werden, um anshlieÿend die Lösbarkeit der entstandenen verkoppelten partiellen
Dierentialgleihungen zu prüfen. Die Zusammenfassung sämtliher Summanden ergibt die
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Gleihung
bkfx,3 =M
−1
q(
− ∂K
∂bkxT
1
(
In2
dof
⊗ bkx2
) (
In
dof
⊗ bkx2
)
bkx2 . . .
+
∂σJTq
∂bkxT
1
(
In
dof
⊗ σJq−TK1
) (
In2
dof
⊗ bkx2
) (
In
dof
⊗ bkx2
)
bkx2 . . .
− ∂Mq
∂bkxT
1
(
In
dof
⊗ bkx3
)
bkx2 . . .
+
∂σJTq
∂bkxT
1
(
In
dof
⊗ σJq−TMq
) (
In
dof
⊗ bkx3
)
bkx2 . . .
− R (In
dof
⊗ bkx3
)
bkx2 . . .
+
∂σJTq
∂zrdxT
1
(
In
dof
⊗ σJq−Tgq
)
bkx2 . . .
− ∂gq
∂zrdxT
1
bkx2 )
. (4.48)
Ohne spezielle Forderungen an die Jakobimatrizen ist in Gleihung (4.48) nur die inverse
Massenmatrix allen Summanden gemein. Der Vergleih mit Gleihung (4.47) liefert
M−1
q
=
(
∂bnfhx
∂yT
)−1
⇔ ∂
bnfhx
∂yT
=M
q
.
Daraus folgt: Die Massenmatrix des Roboters muss aus einer Potentialfunktion stammen, um
die Bedingungen zu erfüllen. Da bzgl. der Denition der Ausgangsabbildung in der NBNF
zusätzlih die Forderung gilt, dass die einzelnen Komponenten nur von einer der Ausgangs-
variablen abhängig sein dürfen, siehe Denition 5, wäre die Massenmatrix zwangsweise eine
Diagonalmatrix, eine Forderung die nur in Spezialfällen erfüllt ist. Für die nihtlinearen
additiven Funktionen gilt
∂ϕ3
∂yT
= ⇒ ϕ3 = konst. ∂ϕ2
∂yT
=
∂σJTq
∂yT
(
In
dof
⊗ σJq−Tgq
)− ∂gq
∂yT
ϕ1 = 0.
Auh hier ist die Integratibilität von ϕ2 niht gegeben, der erste Summand verhindert die
Lösung der partiellen Dierentialgleihung. Der spaltenweise Vergleih der Funktionen liefert
[
∂ϕ2
∂y1
. . . ∂ϕ2
∂yn
]
=
[
∂σJTq
∂y1
σJq
−Tg
q
. . .
∂σJTq
∂yn
σJq
−Tg
q
]
.
Die Prüfung der Integratibilität der für die ersten beiden Spalten liefert
∂2ϕ2
∂y1∂y2
=
∂2 σJTq
∂y1∂y2
σJq
−Tg
q
+
∂σJTq
∂y1
σJq
−T∂
σJTq
∂y2
σJq
−Tg
q
+
∂σJTq
∂y1
σJq
−T∂gq
∂y2
∂2ϕ2
∂y1∂y2
=
∂2 σJTq
∂y1∂y2
σJq
−Tg
q
+
∂σJTq
∂y2
σJq
−T∂
σJTq
∂y1
σJq
−Tg
q
+
∂σJTq
∂y2
σJq
−T∂gq
∂y1
.
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Die Gleihheit der beiden Ableitungen, die die Integrierbarkeit siherstellen würden, ist also
nur für Spezialfälle gegeben. Ein Beobahter nah Denition 5 ist unter diesen Vorausset-
zungen niht zu entwerfen.
Beobahterentwurf bei Position und Geshwindigkeit als Ausgangsgröÿe
Die vorigen Ausführungen haben gezeigt, dass der Entwurf eines Normalformbeobahters für
das System, nur durh Stützung auf die Positionswerte, niht möglih ist. Die Hinzunahme
der Geshwindigkeiten als messbare Zustandsgröÿe reduziert die Ordnung der harakteristi-
shen Gleihung. Es existieren dann 3n
dof
Zustandsgröÿen mit 2n
dof
Ausgangsgröÿen. Durh
die Symmetrie bedeutet dies eine Unterteilung in jeweils n
dof
Subsysteme der Ordnung 1
und 2. Da die Ausgangsgröÿen paarweise mit ihren Ableitungen auftreten, ändert sih das
Driftfeld in der NBKNF Form des Systems niht. Die Transformationsvorshrift bleibt gleih,
die Unterteilung in Subsysteme ist eine andere
d
d t


bkx1
bkx2
bkx3

 =


bkx2
bkx3
bkfx

+ bkGτd, y =
[
bkx1
bkx2
]
.
Daraus ergeben sih die harakteristishen Gleihungen
L
bkfx
bnfhx,1 +ϕ1 =  (4.49a)
L2
bkfx
bnfhx,2 + Lbkfx ϕ1 +ϕ3 = . (4.49b)
Aus der ersten partiellen Dierentialgleihung, Gleihung (4.49a) erwahsen keine Bedin-
gungen an das System. Verträglihkeitsbedingungen entstehen nur durh Gleihung (4.49b).
Um diese zu bestimmen und eine Aussage über die Lösbarkeit der Dierentialgleihungen
mahen zu können, die gleihbedeutend mit der Existenz des Normalformbeobahters sind,
kann auf die Ergebnisse des vorigen Abshnittes zurükgegrien werden. Die Ableitung der
noh unbekannten Ausgangsabbildung der NBNF muss jedoh nah dem erweiterten Vektor
y erfolgen
L
bkfx
bnfhx,1 =
∂bnfhx,1
∂yT
1
bkx2 +
∂bnfhx,1
∂yT
2
bkfx
Denition 5−−−−−−→L
bkfx
bnfhx,1 =
∂bnfhx,1
∂yT
1
bkx2.
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Für die zweifahe Lie-Ableitung der zweiten harakteristishen Gleihung gilt
L2
bkfx
bnfhx,2 =
∂2bnfhx,2
∂(yT1 )
2
(
In
dof
⊗ bkx2
)
bkx2 +
∂2 bnfhx,2
∂yT
1
∂yT
2
(
In
dof
⊗ bkx3
)
bkx2
+
∂2 bnfhx,2
∂yT
2
∂yT
1
(
In
dof
⊗ bkx2
)
bkx3 +
∂2bnfhx,2
∂(yT2 )
2
(
In
dof
⊗ bkx3
)
bkx3 +
∂bnfhx,2
∂yT
2
bkfx
Die Ableitungen nah y1 sind nah Denition 5 Null, so dass die nale Gleihung lautet
bkfx = −
(
∂bnfhx,2
∂(yT2 )
)−1(
∂2bnfhx,2
∂(yT2 )
2
(
In
dof
⊗ bkx3
)
bkx3 +
∂ϕ3
∂yT
1
bkx2 +
∂ϕ3
∂yT
2
bkx3 +ϕ2
)
. (4.50)
Da die letzte Komponente des Driftfeldes in NBKNF
bkfx keinen Term enthält, der zu(
In
dof
⊗ bkx3
)
bkx3 korrespondiert, muss die zweifahe Ableitung der Ausgangsabbildung
nah yT2 daher Null sein
∂2bnfhx,2
∂(yT2 )
2 = ⇒
∂bnfhx,2
∂(yT2 )
= konst.⇒ bnfhx,2 =K1y2 +K2. (4.51)
Sämtlihe Terme aus Gleihung (4.48) die eine einfahe Abhängigkeit von
bkx3 aufweisen
können eindeutig zugeordnet werden. Mit Hilfe der Äquivalenzumformung 1 gilt dann
∂ϕ3
∂yT2
=
(
− ∂Mq
∂bkxT1
+
∂σJTq
∂bkxT1
(
In
dof
⊗ σJq−TMq
)− 2K1
)(
bkx2 ⊗ In
dof
)
.
Zur Prüfung ob eine Lösung existiert ist die Verträglihkeit der einzelnen Ableitungen zu
prüfen, um dann an Hand der zweifahen Ableitungen die Integratibilität siherzustellen.
Dazu werden die Spalten der Matrix benötigt
−
n∑
i=1
bkx2,i
∂M
q
∂bkx1,i
Spalte c−−−−→ −
n∑
i=1
bkx2,i
∂m
q,c
∂bkx1,i
= −∂mq,c
∂bkxT1
bkx2
n∑
i=1
bkx2,i
∂σJTq
∂bkx1,i
σJq
−TM
q
Spalte c−−−−→
n∑
i=1
bkx2,i
∂σJTq
∂bkx1,i
σJq
−Tm
q,c
n∑
i=1
∂mT
q,i
∂bkx1
bkx2,i − 2 bkx2,i ∂Mq
∂bkx1,i
Spalte c−−−−→ ∂m
T
q,c
∂bkx1
bkx2 − 2∂mq,c
∂bkxT1
bkx2
Die allgemeine Spalte berehnet sih aus der Summe der obigen Teilergebnisse
∂ϕ3
∂y2,c
=
n∑
i=1
bkx2,i
∂σJTq
∂bkx1,i
σJq
−Tm
q,c +
∂mT
q,c
∂bkx1
bkx2 − 3∂mq,c
∂bkxT1
bkx2. (4.52)
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Die Integratibilität der Gleihung fordert
∂2ϕ3
∂y2,c∂y2,d
=
∂2ϕ3
∂y2,d∂y2,c
. (4.53)
So dass der Ausdruk in Gleihung (4.52) nah einer zweiten Koordinate abzuleiten ist
∂2ϕ3
∂y2,c∂y2,d
= bkx2,d
∂σJTq
∂bkx1,i
σJq
−Tm
q,c +
[
 . . . 
∂m
q,c,d
∂bkx1
 . . . 
]
− 3
[
 . . .  ∂mq,c
∂bkx1,d
 . . . 
]
. (4.54)
Eine allgemeine Symmetrie des Ausdruks bzgl. der Koordinaten c, d existiert niht. Daher
existiert beim vorliegenden Problem keine allgemeingültige Funktionϕ3, die die Bedingungen
erfüllt. Die partielle Dierentialgleihung ist daher nur in Spezialfällen lösbar. Das System
kann daher niht auf die nihtlineare Beobahternormalform nah Denition 5 transformiert
werden, die für den Beobahter mit linearer Fehlerdynamik erforderlih ist. Dies liegt an den
restriktiven Bedingungen, die sih bei Systemen hoher Ordnung aus der harakteristishen
Gleihung ergeben. Ein skalarwertiges System unterliegt dieser Einshränkung hier niht, da
die Integratibilitätsbedingung implizit erfüllt ist.
4.5 Erweiterung auf Siegel Domain Beobahter
Der im vorigen Kapitel dargestellte Entwurf eines Beobahters, basierend auf der nihtli-
nearen Beobahternormalform, sheiterte an den restriktiven Bedingungen die sih durh
die Transformationsvorshrift ergeben. Dennoh ist der Shritt den Beobahter in anderen
beshreibenden Variablen zu entwerfen weiterhin ein gangbarer Weg bei nihtlinearen Sys-
temen. Lässt sih das nihtlineare System nah Gleihung (4.7) derart transformieren, dass
die nihtlinearen Einüsse sämtlih in einem additiven Term zusammengefasst werden, so ist
der Entwurf eines Beobahters mit linearer Fehlerdynamik möglih. Die restriktiven Bedin-
gungen in Form von Integratibilitätsbedingungen die sih aus dem Entwurf nah [44℄ bzw.
als Involutivitätsbedingungen nah [46℄ ergeben, entstehen durh die restriktive Normalform
nah der Transformation. Wie sih im vorigen Kapitel gezeigt hat, erfüllen Mehrgröÿensys-
teme diese Bedingungen im Allgemeinen niht.
Ein Aufweiten der Zielform, insbesondere der Ausgangsabbildung in der Normalform, re-
sultiert in weniger restriktiven Bedingungen zur Transformation. Dieses Vorgehen ist in [47℄
vorgeshlagen und in [48℄ erweitert worden. Obwohl das Verfahren zur Bestimmung eines
lokalen Beobahters ausgelegt ist, lässt sih der Gültigkeitsbereih bei manhen Systemen
bis zum kompletten Arbeitsraum aufweiten. Auh dieses Verfahren basiert auf der Transfor-
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mation des Systems in geeignete Koordinaten.
Denition 6 (Erweiterte nihtlineare Beobahternormalform,[48℄) Die erweiterte niht-
lineare Beobahternormalform für Mehrgröÿensysteme besteht aus einem linearen Teil und
einem nihtlinearen additiven Term, der ausshlieÿlih von den Ausgangsgröÿen des Systems
abhängt
z˙ = A · z +ϕ (y) +G (y) · u, y = h (z) .
Dabei unterliegt die Ausgangsabbildung h : n 7→ p keiner Einshränkung, die konstante
Matrix A hingegen muss Hurwitz sein, d. h. sämtlihe Eigenwerte besitzen einen negativen
Realteil. 2
In den transformierten Koordinaten ergibt sih der Beobahter dann trivial zu
˙ˆz = A · zˆ +ϕ (y) +G (y) · u. (4.55)
Die resultierende Fehlerdynamik ist auf Grund der Forderungen an die Matrix A linear und
asymptotish stabil. Der Dieomorphismus zum Wehsel der Zustandskoordinaten ergibt
sih aus der partiellen Dierentialgleihung
enfx = enfw
zrd
(zrdx)
∂enfw
zrd
∂zrdxT
(zrdx)fx = A
enfw
zrd
(zrdx)−ϕ (h(zrdx)) . (4.56)
Der Nahweis der Existenz und Eindeutigkeit der Lösung von Gleihung (4.56) und damit
die Existenz einer Transformationsvorshrift ist in [48℄ ausgeführt. Der Beweis basiert auf
dem Hilfssatz von Lyapunov. Es wird die Existenz einer lokalen Lösung um den Ursprung
zrdx =  nahgewiesen. Eine Konstruktionsvorshrift für diese Lösung wird jedoh niht
genannt, sondern nur die Konstruktion einer Näherungslösung, die für den relevanten Bereih
die wahre Lösung hinreihend genau nahbildet. Obwohl die Lösung zunähst nur lokaler
Natur ist, ist das Verfahren trotzdem für den Zwek der Reibungsshätzung relevant, falls
der Gültigkeitsbereih groÿ genug ist.
Die Existenz der Lösung von Gleihung (4.56) um den Punkt
zrdx =  ist nah [48℄
gewährleistet, wenn der folgende Satz erfüllt ist.
Satz 3 (Existenz der Transformationsvorshrift auf ENBNF ([48℄)) Gegeben sind das
System nah Gleihung (4.7) der Ordnung n
dof
und die partielle Dierentialgleihung (4.56).
Die Vektorfelder fx,hx,ϕ sind analytish und ihr Wert an der Stelle
zrdx =  ist der Null-
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vektor. Die Ableitung der Vektorfelder im Punkt Null ist
F =
∂fx
∂zrdxT
, H =
∂hx
∂zrdxT
, B =
∂ϕ
∂zrdxT
.
Die partielle Dierentialgleihung (4.56) besitzt eine eindeutige analytishe Lösung
enfw
zrd
,
wenn gilt
∃T mit TF = AT −BH mit T ∈ n×n regulär
|µ−mTλ| ≥ C
(
∑
mi)
v ∀m ∈ ( \ {0})n , C > 0, v > 0,
wobei µi die Eigenwerte der Matrix A und λi die Eigenwerte der Matrix F sind. Die Lösung
enfw
zrd
ist ein lokaler Dieomorphismus um
zrdx=. 2
Interessanterweise bezieht die Beurteilung den noh unbekannten additiven Term ϕ ein.
Die Matrizen H und F müssen ein beobahtbares Paar bilden. Für diese Beurteilung wird
das Kalmankriterium herangezogen, und der Rang der Beobahtbarkeitsmatrix geprüft
Q
B
=


HF 0
.
.
.
HF n−1

 Rang(QB) = n.
Die Restriktionen, die sih aus den Bedingungen an die Eigenwerte der Matrizen ergeben,
shränken die Lösbarkeit kaum ein. Die in Satz 3 zusammengefassten Bedingungen für die
Existenz einer Transformation sind wesentlih geringer als diejenigen des vorigen Kapitels.
Der Satz liefert jedoh auh nur eine Aussage über die Existenz einer lokalen Lösung um
den Koordinatenursprung der Zustände, demnah ist der Dieomorphismus ebenfalls lokal in
einer Umgebung um den Ursprung. Über die Gröÿe des Denitionsbereihes in M ist keine
Aussage getroen. Der daraus konstruierte Beobahter unterliegt den gleihen Einshränkun-
gen, er gilt zunähst nur im Arbeitspunkt. Der Gültigkeitsbereih ist bei diesem Beobahter
stark mit der angenommenen Nihtlinearität verknüpft. Die Nihtlinearität ist dabei niht
Bestandsteil der Lösung des Problems, d. h. im Prinzip kann für jede nihtlineare Abbildung
ϕ, die den Anforderungen aus Satz 3 gereht wird, eine Koordinatentransformation gefunden
werden, die den Entwurf eines lokalen Arbeitspunktbeobahters ermögliht.
Die Forderung an die Eigenwerte der Matrix ist von geringer Einshränkung. In erster
Linie shlieÿt sie Eigenwerte für die Matrix A aus, die sih gemäÿ der folgenden Vorshrift∑
miλi, mi ∈  \ {0} erzeugen lassen. Da die Menge der zulässigen Eigenwerte für A ab
einer gewissen Shwelle von v diht in  ist, sind die Einshränkungen an die Fehlerdynamik,
die durh die Eigenwerte von A bestimmt ist, quasi niht existent.
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Beispiel 3 Gegeben ist der Vektor λ = [2, 3]T. In diesem Fall sheiden alle natürlihen
Zahlen n ≥ 5 für µ aus, da sie sih stets als Kombination darstellen lassen, und dann
mindestens ein Vektor m existiert, für den |µ−mTλ| = 0 ist
µ1 = 5, µn = 2 ·m1 + 3 ·m2
⇒ µn+1 = 2 ·m1 + 3 ·m2 + 1 =

2 · (m1 − 1) + 3 · (m2 + 1) : m1 > 12 · 2 + 3 · (m2 − 1) : m1 = 1 .
Hingegen ist die Menge \ als Lösung zulässig. Kann µ niht direkt erzeugt werden, besteht
die Möglihkeit, dass der Term für |m| → ∞ gegen Null strebt. Es ist dann zu prüfen, ob
die geforderte Bedingung beim Grenzwert gültig bleibt. So ist bei der Kombination
λ =
[√
6,
√
3
]
T
, µ1 =
√
3⇒ m1λ1 −m2λ2 = 0, m1 6= 0⇒
√
6√
3
=
√
2 = m2
m1
.
die letzte Gleihung auf Grund der Irrationalität der Zahlen erst im Unendlihen erfüllt,
strebt dann aber gegen Null. Angenommen es gäbe eine beste Kombination m1, m2
√
2− m2
m1
= k,⇒ 0 < q2
q1
< |k| ⇒
∣∣∣√2− m2q1+m1q2m1q1
∣∣∣ < |k| ∨ ∣∣∣√2− m2q1−m1q2m1q1
∣∣∣ < |k|.
Die Annahme führte zum Widerspruh, daher gilt die Annäherung im Unendlihen. Bei ent-
sprehend groÿem Exponenten v strebt die rehte Seite der Ungleihung aus Satz 3 shneller
gegen Null, so dass eine Konstante C existiert. 2
4.5.1 Beobahtung der Coulombshen Reibung
Der Entwurf des Beobahters durh die erweiterte nihtlineare Beobahternormalform erfolgt
zunähst für ein System mit ausshlieÿlih Coulombsher Reibung. Der angestrebte Verwen-
dungszwek des Beobahters, nämlih die Reibungsdetektion im Arbeitsraum, lässt einen
Beobahter im Arbeitspunkt, wie er durh Satz 3 beshrieben ist, eher ungeeignet ershei-
nen. Da die Reibung nur bei Geshwindigkeiten ungleih Null in den betreenden Gelenken
detektierbar ist, siehe Abshnitt 4.2, existiert kein konstanter Arbeitspunkt. Daher ist ein
entsprehend groÿer Gültigkeitsbereih der Transformation wünshenswert.
Zunähst werden die Bedingungen um den Punkt
zrdx =  geprüft. Die partiellen Ablei-
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tungen des Driftfeldes und der Ausgangsabbildung müssen ein beobahtbares Paar ergeben
∂zrdfx
∂zrdxT
() =


 I 
∂zrdfx,2
∂zrdxT
1
∂zrdfx,2
∂zrdxT
2
∂zrdfx,2
∂zrdxT
3
  

 (), ∂zrdhx∂zrdxT () =
[
I  
 I 
]
Q
B
=


I  
 I 
 I 
∂zrdfx,2
∂zrdxT
1
∂zrdfx,2
∂zrdxT
2
∂zrdfx,2
∂zrdxT
3

⇒ Rang(QB) = 3n g.d.w. ∂
zrdfx,2
∂zrdxT
3
regulär .
Im obigen Fall ist bereits angenommen, dass sowohl Geshwindigkeit als auh Position, reprä-
sentiert durh die Zustandskoordinaten
zrdx1,
zrdx2, messbar sind. Die Matrix verändert sih
jedoh niht, falls nur Positionskoordinaten zur Verfügung stehen. Diese Bedingung ähnelt
der generellen Beobahtbarkeitsbedingung, nur dass hier die Ableitungen im Arbeitspunkt
betrahtet werden. Damit wird die lokale Invertierbarkeit der Funktionen sihergestellt. Die
Bedingung ist strenger als die Invertierbarkeit der Funktion, und daher separat geprüft. Pro-
blematish bei obiger Rehnung ist der Arbeitspunkt, da die Reibung bei Geshwindigkeit
Null undeniert und unstetig ist. Die zweite Bedingung ist erst nah Festlegung des addi-
tiven Terms ϕ prüfbar. Für den Sonderfall T = I ergibt sih der Identitätsbeobahter mit
der aus dem linearen Fall bekannten Auslegung
IF = AI +BH ⇔ A = F −BH ,
mit der Beobahterdynamik A und der Beobahterverstärkung B.
Zum Finden einer Transformation im vorliegenden Fall wird die partielle Dierentialglei-
hung (4.56) betrahtet
∇ enfw
zrd
zrdfx = A
enfw
zrd
+ϕ. (4.57)
Die Gleihung ist zunähst losgelöst von den Eingangsgröÿen. Da das System eingangslinear
ist, sind diese anshlieÿend in die Lösung integrierbar. Bei Gleihung (4.57) handelt es sih
um eine lineare partielle Dierentialgleihung. In niht vektorieller Shreibweise ergibt sih
die Summenform
∇ enfw
zrd
zrdfx = v ⇔
∑ ∂enf(wr)zrd
∂zrdxi
zrdfx,i = vr. (4.58)
Systeme partieller Dierentialgleihungen dieser Art sind in [49℄ als Dierentialgleihungen
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mit gleihem Hauptteil harakterisiert. Ihre Lösung kann auf die Lösung gewöhnliher Dif-
ferentialgleihungen zurükgeführt werden
d zrdxc
d s
= zrdfx,i (c = 1, . . . , n)
d enf(wr)zrd
d s
= vr (r = 1, . . . , n). (4.59)
Die Lösung der nihtlinearen Gleihungen erfordert die Lösung der allgemeinen Dierenti-
algleihung des Systems, in den Ableitungen der Zustandsgröÿen stekt die ursprünglihe
Dierentialgleihung des Systems, siehe Gleihung (4.5). Die Transformation auf das äqui-
valente System vereinfaht daher die Lösung erst einmal niht. Daher wird im Folgenden
nah der direkten Lösung der Gleihung gesuht. Gemäÿ der Struktur des Driftfeldes wird
die Gleihung zunähst aufgeteilt
∂enfw
zrd
∂zrdxT1
zrdx2 +
∂enfw
zrd
∂zrdxT2
zrdfx,2 = A
enfw
zrd
+ϕ. (4.60)
M−1
q
(−C
q
zrdx2 − gq + σJTq zrdx3
)
Als Ansatz zur Lösung wird das Separationsprinzip eingesetzt, wobei auh hier die Gruppie-
rung der Zustandsgröÿen aufreht erhalten bleibt. Dabei ist zu beahten, dass dieser Ansatz
niht automatish die Gesamtheit aller Lösungen liefert [49℄,
enfw
zrd
= ψ1(
zrdx1) +ψ2(
zrdx2) +ψ3(
zrdx3) (4.61)
⇒∇ enfw
zrd
=
[
∂ψ1
∂zrdxT
1
∂ψ2
∂zrdxT
2
∂ψ3
∂zrdxT
3
]
=
[
ψ′1 ψ
′
2 ψ
′
3
]
.
Mit diesem Ansatz in Gleihung (4.60) kann die Lösung angegangen werden. Dabei wird der
additive nihtlineare Term noh niht näher bestimmt. Einzig seine Abhängigkeit von den
Messgröÿen ist festgelegt
ψ′1(
zrdx1)
zrdx2 +ψ
′
2(
zrdx2)M
−1
q
(−C
q
zrdx2 − gq + σJTq zrdx3
)
=
A
(
ψ1(
zrdx1) +ψ2(
zrdx2) +ψ3(
zrdx3)
)
+ϕ(zrdx1,
zrdx2). (4.62)
Die rehte Seite bietet keinen Term der Form ψ′2(
zrdx2)M
−1
q
C
q
zrdx2, so dass ohne konkrete
Forderungen an das System, die einzige Lösung ψ′2 =  ist. Damit ist auh ψ3 als konstanter
Vektor festgelegt. Die resultierende Transformation lautet
enfw
zrd
= ψ1 ⇒ ϕ = ψ′1 zrdx2 −Aψ1(zrdx1).
Da die Lösung jedoh niht alle Zustandsgröÿen enthält und daher niht invertierbar ist, ist
die Zustandstransformation wertlos. Eine Abbildung in einen niederdimensionaleren Raum
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würde Informationen verlieren. Der Ansatz liefert jedoh die Erkenntnis, dass ein Summand
ψ1(
zrdx1) der Lösung stets überlagert werden kann, da er Lösung der Dierentialgleihung
ist. Durh die Hinzunahme weiterer Terme kann nun versuht werden eine Lösung zu kon-
struieren, die alle Zustände enthält und auf einem gewissen Bereih invertierbar ist. In diesem
Denitionsbereih existiert dann ein Beobahter nah Denition 6.
Die vollständige Trennung der Zustände liefert keine brauhbare Lösung der partiellen
Dierentialgleihung. Entsheidend für die Lösung sind diejenigen Terme, die die unter
zrdx3
zusammengefassten Zustandsgröÿen enthalten. Diese lassen sih niht ohne weiteres im ad-
ditiven Term in den transformierten Koordinaten zusammenfassen. Um die noh fehlenden
Zustände in die Lösung aufzunehmen bleibt zu prüfen, ob ein Term der Form
enfw
zrd
= ψ23(
zrdx2,
zrdx3)⇒ ∇ enfwzrd =
[
 ∂ψ23
∂zrdxT
2
∂ψ23
∂zrdxT
3
]
(4.63)
Lösung der Dierentialgleihung ist. Eingesetzt in Gleihung (4.57) kann dies auf die Lösung
des Problems
∂ψ23
∂zrdxT2
M−1
q
(−C
q
zrdx2 − gq + σJTq zrdx3
)
= Aψ23 +ϕ (4.64)
heruntergebrohen werden. Durh die Multiplikation der Ableitung mit dem Driftfeld entste-
hen auf der linken Seite der Gleihung Terme, die von allen Zustandsgröÿen abhängig sind.
Die rehte Seite beinhaltet jedoh nur additive Komponenten mit einzelnen Kombinationen
der Zustandsgröÿen. Es lässt sih jedoh keine Funktion ψ23 nden, welhe obige Gleihung
löst: Ohne das System zu beshränken, können die Abhängigkeiten von
zrdx1 auf der linken
Seite niht entfernt werden. Da kein korrespondierender Term auf der rehten Seite existiert,
bleibt nur die Elimination von
zrdx3 auf der linken Seite. Dies erfordert jedoh ebenfalls die
Abhängigkeit von
zrdx1, so dass ein Widerspruh zum Ansatz entsteht. Ein Ansatz mit
ψ13(
zrdx1,
zrdx3)⇒∇ enfwzrd =
[
∂ψ13
∂zrdxT
1
 ∂ψ13
∂zrdxT
3
]
(4.65)
sheitert aus ähnlihen Gründen. Durh die Multiplikation mit dem Driftfeld entsteht auh
hier ein Term auf der rehten Seite, der von allen Zustandsgröÿen abhängig ist. Die letzte
möglihe Kombination zweier Zustandsgröÿen ist
ψ12(
zrdx1,
zrdx2)⇒∇ enfwzrd =
[
∂ψ12
∂zrdxT
1
∂ψ12
∂zrdxT
2

]
. (4.66)
Die Multiplikation mit dem Driftfeld liefert bis auf einen Fall ausshlieÿlih Terme, die nur
von
zrdx1,
zrdx2 abhängig sind und daher vom additiven Term erzeugt werden können. Mit
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der Zustandsgröÿe
zrdx2 verbleibt der Term
∂ψ12
∂zrdxT2
M−1
q
(
σJTq
zrdx3
)
= Aψ12 +ϕ. (4.67)
Auh in diesem Fall existiert keine Funktion, welhe die Gleihung erfüllen kann. Der Rük-
blik auf den Separationsansatz in Gleihung (4.62) zeigt, dass der Term ψ3 auf der linken
Seite niht auftauht und daher verwendet werden kann, um beliebige Funktionen in
zrdx3
auf der rehten Seite zu erzeugen. Damit ergibt sih als Ansatz
ψ = ψ12 +ψ3 ⇒∇ψ =
[
∂ψ12
∂zrdxT
1
∂ψ12
∂zrdxT
2
ψ3
]
. (4.68)
In Gleihung (4.60) eingesetzt folgt daraus
∂ψ12
∂zrdxT1
zrdx2 +
∂ψ12
∂zrdxT2
M−1
q
(−C
q
zrdx2 − gq + σJTq zrdx3
)
= Aψ12 +Aψ3 +ϕ
⇒ ∂ψ12
∂zrdxT2
M−1
q
σJTq
zrdx3 = Aψ3 ⇒ ∂ψ12
∂zrdxT2
M−1
q
σJTq ∧ψ3.
Aus den so gefundenen Teillösungen lässt sih die Gesamtlösung komponieren, gleihzeitig
legt dies auh den additiven Term ϕ fest. Als oener Auslegungsparameter ist die Beobah-
termatrix A in den Gleihungen vorhanden
enfw
zrd
= ψ1(
zrdx1) +ψ12(
zrdx1,
zrdx2) +ψ3(
zrdx3) (4.69a)
ϕ =
∂ψ1 +ψ12
∂zrdxT1
zrdx2 − ∂ψ12
∂zrdxT2
M−1
q
(
C
q
zrdx2 + gq
)−A(ψ1 +ψ12) (4.69b)
ψ12 =K2
σJq
−TM
q
zrdx2, ψ3 =K3
zrdx3.
Die Matrizen K2,K3,A sind niht unabhängig voneinander. Es gilt der Zusammenhang
AK3 =K2. (4.70)
Invertierbarkeit und Dierenzierbarkeit der Transformation
Nah Festlegung der Transformation und des additiven Terms können alle Bedingungen aus
Denition 6 überprüft werden. Die Transformationsvorshrift nah Gleihung (4.69) enthält
sämtlihe Zustandsgröÿen und ist damit formal ein Kandidat für eine Koordinatentransfor-
mation. Damit die Vorshrift ein Dieomorphimus ist, muss ihre Dierenzierbarkeit und die
Dierenzierbarkeit ihrer Umkehrung geprüft werden. Die Dierenzierbarkeit der Komponen-
ten ψ1,ψ3 ist oensihtlih bzw. die Funktion ψ1 kann entsprehend gewählt werden. Da ψ2
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sih aus den Matrizen des mehanishen Systems zusammensetzt ist auh hier die Glattheit
der Funktionen sihergestellt. Einzig singuläre Positionen können dabei problematish sein.
Zur Invertierung des Systems, wird dieses zunähst wieder blokweise aufgeshrieben
ψ1,1 + K2,1Mq
σJq
−T
zrdx2 + K3,1
zrdx3 =
enfx1
ψ1,2 + K2,2Mq
σJq
−T
zrdx2 + K3,2
zrdx3 =
enfx2
ψ1,3 + K2,3Mq
σJq
−T
zrdx2 + K3,3
zrdx3 =
enfx3
Υ1,1 =K2,2K
−1
2,1 , Υ1,2 =K2,3K
−1
2,1
ψ1,2 − Υ1,1ψ1,1 + K3,2 zrdx3 − Υ1,1K3,1 zrdx3 = enfx2 − Υ1,1 enfx1
ψ1,3 − Υ1,2ψ1,1 + K3,3 zrdx3 − Υ1,2K3,1 zrdx3 = enfx3 − Υ1,2 enfx1
Υ2 = (K3,3 − Υ1,2K3,1) (K3,2 − Υ1,1K3,1)−1
ψ1,3 − Υ1,2ψ1,1 − Υ2 (ψ1,2 − Υ1,1ψ1,1) = enfx3 − Υ1,2 enfx1 − Υ2
(
enfx2 − Υ1,1 enfx1
)
Wenn die letzte Gleihung nah
enfx1 auösbar ist und die in den Zwishenshritten verwen-
deten Matrizen Υi existieren und vollen Rang besitzen, dann ist das Gleihungssystem inver-
tierbar. Um diese Eigenshaften zu prüfen, sind auh Summen von Matrizen auf die Existenz
ihrer Inversen zu prüfen. Im Gegensatz zum Produkt quadratisher Matrizen, welhes genau
dann regulär ist, wenn die Faktoren es sind, ist diese Aussage bei einer Summe generell niht
möglih. Die Beshränkung der beteiligten Matrizen auf eine bestimmte Matrixklasse erlaubt
aber die Vorhersage der Entwiklung der Eigenwerte. Besitzen alle beteiligten Matrizen die
selben Eigenvektoren, so können Aussagen über die Eigenwerte der Summenmatrix getroen
werden, siehe B. Die Kenntnis der Eigenwerte erlaubt die Beurteilung der Invertierbarkeit
der Matrix, so dass mit Hilfe dieser Eigenshaft nah Lösungen gesuht werden kann. Da in
den inversen Matrizen nur Submatrizen der Entwurfsparameter vorkommen wird zunähst
der gemeinsame Eigenraum der betrahteten Matrizen durh die Vorgabe von n
dof
linear
unabhängigen Eigenvektoren festgelegt
W =
[
v
e,1 . . . ve,n
dof
]
mit
n
dof∑
i=1
aive,i = ⇒ a1 = · · · = an
dof
= 0. (4.71)
Für die Betrahtung der Matrizen Υ1,1,Υ1,2 sind die Komponenten der Matrix K2 relevant.
Mittels Festlegung der Eigenvektoren und -werte der Submatrizen von K2 können dann die
in Anhang B angegebenen Beziehungen genutzt werden. Mit den Eigenwerten
ΛW (K2,1) =
[K2,1]
λ , ΛW (K2,2) =
[K2,2]
λ , ΛW (K2,3) =
[K2,3]
λ ,
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folgt dann mit den Korollars 7 und 8
ΛW (Υ1,1) =
[Υ1,1]
λ =
[
[K2,2]
λ1
(
[K2,1]
λ1
)−1
. . .
[K2,2]
λn
dof
(
[K2,1]
λn
dof
)−1]
ΛW (Υ1,2) =
[Υ1,2]
λ =
[
[K2,3]
λ1
(
[K2,1]
λ1
)−1
. . .
[K2,3]
λn
dof
(
[K2,1]
λn
dof
)−1]
.
Aus den Gleihungen folgt, dass alle Teilmatrizen der MatrixK2 regulär sein müssen. Da es
sih dabei nur um Multiplikationen handelt, ist die Beshränkung auf Matrizen mit gleihen
Eigenvektoren hier noh niht wihtig, spielt aber bei der Betrahtung der Matrix Υ2 eine
Rolle
ΛW
((
K3,3 −K2,3K−12,1K3,1
) (
K3,2 −K2,2K−12,1K3,1
)−1)
=
[Υ2]
λn
dof
.
!
= I ⇔K3,2 = I +K2,2K−12,1K3,1
Die Festlegung der zu invertierenden Matrix auf die Einheitsmatrix vereinfaht die Bereh-
nungen im Folgenden. Diese Festlegung weiht von den vorangegangen Beshreibungen der
Matrizen leiht ab. Durh die Sonderrolle der Einheitsmatrix ist dies allerdings unproblema-
tish. Desweiteren habe die Matrix A Blokdiagonalstruktur und die freie Vektorfunktion
ψ1,1 sei linear in
zrdx1
A =


A1,1 A1,2 A1,3
 A2,2 A2,3
  A3,3

 ψ1,1 =


K1,1
K1,2
K1,3

 zrdx1.
Die durh A repräsentierte Fehlerdynamik hat nah dem Entwurfskriterium nur Eigenwerte
mit negativem Realteil, so dass alle Blokdiagonalmatrizen regulär sind. Auf Grund der
Annahmen über ψ1,1 kann die Bedingung an die letzte Zeile des Gleihungssystems formuliert
werden: Die Matrix
K1,3 − Υ1,2K1,1 − Υ2 (K1,2 − Υ1,1K1,1) (4.72)
muss regulär sein. Mit diesen Vorgaben und den vorigen Beziehungen sowie Gleihung (4.70)
lassen sih die Anforderungen an die Matrizen formulieren. Da die Matrix A die Fehlerdyna-
mik des Beobahters enthält, bleibt sie als Entwurfparameter in den Gleihungen erhalten.
66 4 Detektion der Reibkraft
Zunähst werden die Abhängigkeiten bzgl. der Matrix K2 eliminiert
ΛWK2,j =
3∑
i=j
ΛW (Aj,i) · ΛWK3,i j = 1, 2, 3
Daraus lassen sih Bedingungen der Eigenwerte der Teilmatrizen von K3 in Abhängigkeit
der Matrix A denieren. Da die Teilmatrizen zur Bildung der Υ1,i verwendet werden, müssen
alle Eigenwerte von Null vershieden sein. So muss K3,3 regulär sein, für die beiden anderen
Teilmatrizen ergibt sih aus den Eigenwerten
ΛWK3,2 6= ΛWA2,3 · ΛWK3,3
ΛWA2,2
ΛWK3,1 6=
∑3
i=2 ΛWA1,i · ΛWK3,i
ΛWA1,1
. (4.73)
Die Ungleihheit muss elementweise gelten, damit ist die Forderung nah regulären Hilfsma-
trizen Υ1,i gleih mit erfüllt, da diese sih aus dem Produkt ergeben. Für die Hilfsmatrix Υ2
lassen sih Bedingungen analog formulieren. Mit der Forderung, dass der zu invertierende
Term der Einheitsmatrix entspriht, ergeben sih die Bedingungen wie folgt
ΛW I = ΛWK3,2 − ΛWK3,1 ·
∑3
i=2 ΛWA2,i · ΛWK3,i∑3
i=1 ΛWA1,i · ΛWK3,i
ΛWK3,3 6= ΛWK3,1 · ΛWA3,3 · ΛWK3,3∑3
i=1 ΛWA1,i · ΛWK3,i
,
und aus der sih im letzten Shritt zur Lösung des Gleihungssystems ergebenden Matrix
nah Gleihung (4.72) ergibt sih die folgende Bedingung, um die Invertierbarkeit des ge-
samten Systems zu gewährleisten
ΛWK1,3 − ΛWA3,3 · ΛWK3,3 · ΛWK1,1∑3
i=1 ΛWA1,i · ΛWK3,i
−
(
ΛWK3,3 − ΛWK3,1 · ΛWA3,3 · ΛWK3,3∑3
i=1 ΛWA1,i · ΛWK3,i
)
(
ΛWK1,2 − ΛWK1,1 ·
∑3
i=2 ΛWA1,i · ΛWK3,i∑3
i=1ΛWA1,i · ΛWK3,i
)
. (4.74)
Die Darstellung bzgl. der Eigenwerte erlaubt eine einfahe Beurteilung, ob sih Matrizen
nden lassen, die die Bedingungen erfüllen. Es ist festzuhalten, dass die Invertierbarkeit
der Koordinatentransformation in Gleihung (4.69) niht von den Systemmatrizen abhängt
und damit vom konkreten System unabhängig ist. Die Beshränkung der Matrix A auf
Diagonalgestalt bedingt, dass sih die die Fehlerdynamik bestimmenden Eigenwerte in den
Diagonalelementen wiedernden (Korollar 9). Die Invertierung der Abbildung ist unter allen
getroenen Einshränkungen möglih, so dass eine Lösung für das Problem existiert und die
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Koordinatentransformation nah Gleihung (4.69) eine Umkehrung besitzt. Setzt man
K3,1 =K3,2 =K3,3A1,1 = A1,2 = A1,3 A2,2 = A2,3
⇒
ΛWK3,3 = ΛW I − ΛW 2A2,2
ΛW 3A1,1
⇒ ΛW 2A2,2 6= ΛW 3A1,1
ΛWK3,3 6= ΛW I − ΛWA3,3
ΛW 3A1,1
⇒ ΛWA3,3 6= ΛW 3A1,1
so ist diese Bedingung stets erfüllt, solange die Beziehungen zwishen den Eigenwerten der
Teilmatrizen eingehalten werden. Die Invertierbarkeit der noh übrigen Gleihungen ist durh
die freie Wahl der Matrizen K1,i stets sihergestellt.
Die konkrete Umkehrung der Koordinatentransformation muss für die Lösung der Zu-
standsshätzeraufgabe durhgeführt werden. Sie erlaubt, in Verbindung mit ihrer Ableitung,
den Entwurf des Beobahters in Originalkoordinaten bzw. die Rüktransformation der ge-
shätzten Zustände in Originalkoordinaten. Da durh die obige Rehnung sihergestellt ist,
dass Matrizen existieren, welhe die Invertierung der Transformation erlauben, kann diese
angegeben werden. Die Einshränkungen die vorher gemaht worden sind, um die Existenz
der Lösung zu zeigen sind nun aufgehoben. Die Umkehrung der letzten Zeile des Gleihungs-
systems ist hier über die Denition einer Umkehrfunktion gegeben
zrdx1 =
zrd(w1)enf(
enfx) = χ(enfx) (4.75a)
zrdx3 = (K3,2 − Υ1,1K3,1)−1
(
enfx2 − Υ1,1 enfx1 −ψ1,2 + Υ1,1ψ1,1
)∣∣
zrdx1
= zrd(w3)enf(
enfx) (4.75b)
zrdx2 =
(
K2,1Mq
σJq
−T)−1 (
enfx1 −ψ1,1 −K3,1 zrdx3
)
zrdx1
zrdx3
= zrd(w2)enf(
enfx) (4.75)
Die Dierenzierbarkeit der Rüktransformation ist zum einen von der gewählten Funktion
ψ1, der Massenmatrix und der Jakobimatrix abhängig. Letztere sind bis auf die singulären
Stellungen unproblematish. Die Funktion ψ1 ist bei Festlegung der Koordinatentransfor-
mation entsprehend zu wählen.
Der Transfer des Beobahters in Originalkoordinaten erfordert die zeitlihe Ableitung der
Rüktransformation nah Gleihung (4.75). Diese ergibt sih durh Anwenden der Ketten-
regel auf die Transformation
d zrdxˆ
d t
=
∂zrdw
enf
(enfxˆ)
∂enfxˆT
· d
enfxˆ
d t
=
∂zrdw
enf
(enfxˆ)
∂enfxˆT
· (A enfxˆ+ϕ(y)), (4.76)
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die die Dierentialgleihung des Beobahters in den Ursprungskoordinaten liefert. Die Ablei-
tung der Gleihungen (4.75) nah den transformierten Gröÿen lässt sih auf Grund der noh
unbestimmten Funktion ψ1 niht bis ins Letzte auösen. Daher bleibt ihre Ableitung un-
aufgelöst, ebenso wie die Ableitung der ersten Komponente der Koordinatentransformation
∂zrd(w1)
enf
∂enfxT
. Für die Ableitung der Rüktransformation der Zustände
zrdx2,
zrdx3
∂zrd(w3)enf
∂enfxT
= (K3,2 − Υ1,1K3,1)−1
([
−Υ1,1 I 
]
− ∂ψ1,2 ◦ χ
∂enfxT
+ Υ1,1
∂ψ1,1 ◦ χ
∂enfxT
)
∂zrd(w2)enf
∂enfxT
=
∂(σJTqM
−1
q
) ◦ χ
∂enfxT
(
In
f
⊗
(
K2,1
(
enfx1 −ψ1,1 ◦ χ−K3,1 zrd(w3)enf
)))
+
((
σJTqM
−1
q
) ◦ χ)K2,1
([
I  
]
− ∂ψ1,1 ◦ χ+K3,1
zrd(w3)enf
∂enfxT
)
Die verbleibenden Verkettungen der Funktionen lassen sih mittels Korollar 4 weiter auösen.
Sämtlihe Verkettungen haben auf Grund der unbekannten Funktion ψ1 die Struktur X ◦χ,
wobeiX entweder eine Matrix oder ein Vektor abhängig von der Zustandsgröÿe zrdx1 ist. Dies
erlaubt die Überprüfung der Dierenzierbarkeit der Umkehrabbildung. Diese Eigenshaft ist
Vorraussetzung, damit
enfw
zrd
ein Dieomorphismus und somit eine zulässige Transformation
für den Beobahterentwurf ist
∂X ◦ χ
∂enfxT
=
∂X
∂zrdxT1
· ∂χ
∂enfxT
. (4.77)
Neben der Dierenzierbarkeit der Funktion χ ist diese auh für die Funktion ψ1, die Massen-
und die Jakobimatrix gefordert. Letztere erfüllen das Kriterium auf Grund des physikalishen
Hintergrunds, mit Ausnahme singulärer Posen. Die Funktionen ψ1 und damit auh χ sind
frei wählbar. Die Forderung shränkt also nur die Auswahl der Kanditaten ein. Eine zulässige
Kombination ergibt sih für eine lineare Funktion ψ1. Wie Gleihung (4.74) zeigt, ergibt sih
eine konstante Matrix, die an die Zustände auf der rehten Seite des Systems heranmulti-
pliziert wird. Die daraus folgende Funktion χ ist daher ebenfalls linear in enfx und somit
dierenzierbar auf dem gesamten Denitionsbereih.
Transformation der Eingangsgröÿe
Die bisherigen Betrahtungen haben ein autonomes System vorausgesetzt. Eingangsgröÿen
sind in den Überlegungen niht berüksihtigt worden. Bei der Anwendung bei Robotern
spielt dies jedoh eine entsheidende Rolle, da ansonsten die Eingänge als Störung auf die zu
shätzende Gröÿe wirken und das Resultat verfälshen. Für die Qualität der Zustandsshät-
zung ist die Einbeziehung der Eingangsgröÿen daher von elementarer Bedeutung. Ausgehend
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von der Zustandsraumdarstellung als autonomes System in den generalisierten Koordinaten
bisher, kommen nun die Eingangsgröÿen in Form der Antriebsmomente hinzu
d zrdx
d t
= fx +Gxτd. (4.78)
Die Applikation der Koordinatentransformation Gleihung (4.69) darf niht die von Deni-
tion 6 geforderte Struktur verletzen. Für das transformierte System gilt
d enfx
d t
=
∂enfw
zrd
∂zrdxT
· d
zrdx
d t
=
∂enfw
zrd
∂zrdxT
fx +
∂enfw
zrd
∂zrdxT
Gxτd. (4.79)
Die Eingangsgröÿe wirkt in generalisierten Koordinaten nur auf den Geshwindigkeitsterm,
so dass die anderen Teilmatrizen von Gx Nullmatrizen sind. Die partiellen Ableitungen der
Koordinatentransformation werden damit ausgeblendet
[
∂enfw
zrd
∂zrdxT
1
∂enfw
zrd
∂zrdxT
2
∂enfw
zrd
∂zrdxT
3
] [
 M−1
q

]
T
=
∂enfw
zrd
∂zrdxT2
M−1
q
= AK3
σJq
−TM
q
M−1
q
= AK3
σJq
−T = enfG. (4.80)
Die Matrix ergibt sih aus der Multiplikation der konstanten Matrizen der Entwurfspara-
meter des Beobahters und der Jakobimatrix zu den reibbehafteten Freiheitsgraden. Damit
ist sie ausshlieÿlih von den Ausgangsgröÿen des Systems abhängig und erfüllt die für den
ENBNF geforderte Struktur aus Denition 6.
Das gesamte System inklusive Eingangsgröÿen folgt daher in transformierten Koordinaten
der Form
d enfx
d t
= A enfx+ϕ(y) + enfG(y)τ
d
, y = enfh(enfx) =
[
zrd(w1)enf(
enfx)
zrd(w2)enf(
enfx)
]
(4.81)
In Gleihung (4.81) zeigt sih der wesentlihe Untershied der erweiterten Struktur im Ver-
gleih zum Entwurf mittels NBNF. Die Ausgangsabbildung ist, verglihen mit der in De-
nition 5 geforderten Form, deutlih komplexer und hängt von sämtlihen Zuständen im
transformierten Raum ab. Dies stellt deutlih geringere Anforderungen an die Koordinaten-
transformation, so dass in diesem Fall die Lösung möglih ist.
Bemerkung 2 Die Kombination der Zustandsgröÿen
zrdx2 und
zrdx3 führt bei der Multi-
plikation der Ableitung mit der Ausgangsabbildung zu einer Ausgangsabbildung in transfor-
mierten Koordinaten, die niht mehr nur von den messbaren Gröÿen abhängt und damit die
Bedingungen von Denition 6 verletzt. 2
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Reduzierte Ausgangsgröÿen
Steht statt Geshwindigkeit und Position der Antriebe nur die Position zur Verfügung, führt
die Koordinatentransformation nah Gleihung (4.69) niht zur notwendigen Struktur der
Dierentialgleihung im Transformierten. Zwar ist die Eingangsmatrix
enfG nur von der
Position abhängig, die nihtlineare additive Funktion ϕ hängt jedoh zusätzlih von der
Geshwindigkeit ab. Die Denition 6 sagt zwar die Existenz eines Beobahters auh in die-
sem Fall voraus, trit jedoh keine Aussage über die Konstruktion und den Einzugsbereih.
Eine Integration der partiellen Dierentialgleihung ist global niht möglih, so dass das
Geshwindigkeitssignal für die Shätzung benötigt wird.
Mehrere Freiheitsgrade
Die bisherigen Ausführungen setzen voraus, dass die Anzahl der zu shätzenden Reibzu-
stände mit denen der generalisierten Koordinaten übereinstimmt. Die Jakobimatrix zu den
reibbehafteten Gelenken muss invertierbar sein, sonst ist die in Gleihung (4.69) angegebene
Funktion niht umkehrbar und somit kein Dieomorphismus. Daher ist sie als Koordina-
tentransformation unbrauhbar. Bei der Aufteilung der zusätzlihen Reibgröÿen in separate
Terme, wie in Abshnitt 4.2.3, zeigt, dass obiger Ansatz niht zielführend ist. Bereits die
Hinzunahme eines weiteren Terms führt zur partiellen Dierentialgleihung
∇ enfw
zrd
· zrdfx = A enfwzrd +ϕ(y) (4.82)
mit
zrdfx,2 =M
−1
q
(
σJTq
zrdx3 +
σJTq
zrdx4 −Cq zrdx2 − gq
)
.
Die gleihzeitige Kompensation beider Jakobimatrizen ist niht möglih, so dass die Glei-
hung niht integrierbar ist. Da dies die einzige Lösung war die sih im vorigen Kapitel
gezeigt hat, folgt, dass die Hinzunahme weiterer Freiheitsgrade keinen Beobahter mit linea-
rer Fehlerdynamik zulässt.
Weniger Freiheitsgrade
Auh bei der Verwendung von weniger als n
dof
Freiheitsgraden ist die Jakobimatrix niht
mehr quadratish und somit zunähst niht invertierbar. Im Gegensatz zu den im vorigen
Absatz diskutierten Fall kann dieser Fall auh dann auftreten, wenn die eigentlihe Aufgabe
für n
dof
Reibparameter deniert ist. Dies ist zum Beispiel der Fall, wenn die Jakobima-
trix einen Rangverlust erleidet, oder die Shätzung auf Grund der Geshwindigkeit Null im
Gelenk i (zrdx2,i = 0) niht möglih ist. In diesen Fällen reduziert sih die Anzahl der zu
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shätzenden Gröÿen, und die Jakobimatrix weist Rehtekform auf
σJTq ∈ ndof×m, mit m < ndof. (4.83)
Die Beshreibung des Systems im Zustandsraum ändert sih niht, mit Ausnahme der niht
mehr quadratishen Matrix
σJq, siehe Gleihung (4.7). Formal kann daher die Koordinaten-
transformation nah Gleihung (4.69) erhalten bleiben. Anstelle der inversen Jakobimatrix,
die im Fall reduzierter Koordinaten niht existiert, wird die Moore-Penrose Pseudoinverse
der Jakobimatrix angesetzt
enfw
zrd
= ψ1(
zrdx1) +AK3
σJ+Tq Mq
zrdx2 +K3
zrdx3 (4.84)
enfw
zrd
∈ (2ndof+m) σJ+Tq =
(
σJTq
σJq
)−1 σJq.
m×m
Diese so gebildete Funktion ist zwar Lösung für die partielle Dierentialgleihung, aber auf
Grund der degenerierten Jakobimatrix niht mehr invertierbar und ist daher kein Kandidat
für eine Koordinatentransformation. Die Pseudoinverse in der obigen Form ist jedoh niht
die einzige Matrix, die die Anforderungen der Transformation erfüllt. Ziel ist es, dass das
Produkt aus der noh unbekannten Matrix mit der transponierten Jakobimatrix
σJTq eine
konstante Matrix ergibt. Die Matrix selbst muss dabei invertierbar sein, damit die Lösung der
Dierentialgleihung auh als Koordinatentransformation verwendbar ist. Um eine Gleih-
förmigkeit der Lösung zu erhalten, muss die Lösung im Falle einer regulären Jakobimatrix
ihrer Inversen entsprehen. Es ist folgende Matrix gesuht
σJ◦q · σJTq =
[
Im
n
dof
−m,m
]
, mit σJ◦q ∈ ndof×ndof regulär. (4.85)
Beweis (Existenz der Matrix
σJ◦q) Sei
σJTq ∈ ndof×m eine rehtekige Matrix mit
Rang m = Rang(σJTq ). Dann lässt sih die Matrix
σJTq stets mit ndof −m weiteren Spalten-
vektoren zu einer regulären quadratishen Matrix
σJq ergänzen. Die Inverse dieser Matrix
(σJq )
−1
besitzt die geforderten Eigenshaften von
σJ◦q . Die Matrix
σJ◦q ist niht eindeutig
σJTq =
[
v1 . . . vm
]
, σJq =
[
σJTq |vm+1 . . . vn
dof
]
⇒ (σJq )−1 =


vT∗,1
.
.
.
vT∗,n
dof

⇒ 〈v∗,i, vj〉

1 : i = j0 : sonst ⇒
(
σJq
)−1 σJTq =
[
Im
n
dof
−m,m
]

Die so konstruierte Matrix geht im Fall einer quadratishen, regulären Jakobimatrix
σJTq
in die Inverse über.
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Beispiel 4 Gegeben sei die 2× 1 Matrix V , gesuht diejenige reguläre MatrixM , die V in
die geforderte Form überführt
V =
[
v11
v21
]
mitMV =
[
1
0
]
,V  =
[
v11 v12
v21 v22
]
⇒M := (V )−1
MV =
1
det(V )
[
v22 −v12
−v21 v11
][
v11
v21
]
=
1
v11v22 − v12v21
[
v11v22 − v12v21
−v21v11 + v11v21
]
=
[
1
0
]
Aus den Gleihungen ergibt sih die Forderung det(V ) 6= 0 ⇔ v11v22 6= v12v21. Ist diese
erfüllt, dann ist die Matrix regulär. Sie lässt jedoh eine Shar von Matrizen zu. Die Lösung
ist niht eindeutig. 2
Mit den vorhergehenden Überlegungen bleibt die Transformationsvorshrift für Systeme
mit geringerer Anzahl von gesuhten Parametern strukturell unverändert gültig. Weiterhin
sind diejenigen Fälle abgedekt, bei denen die einzelnen Gröÿen auf Grund einer niht vor-
handenen Geshwindigkeit im betreenden Gelenk, von der Shätzung ausgenommen werden
müssen, oder die Matrix degeneriert. Der Rang der Lösung der partiellen Dierentialglei-
hung ist maximal und die Koordinatentransformation damit umkehrbar. Bei der Invertie-
rung der Transformation ist die fehlende Symmetrie in den Dimensionen zu beahten. Damit
entfällt die blokweise Behandlung wie sie im obigen Kapitel praktiziert ist.
Beim Anpassen der Transformation im Betrieb spielen andere Faktoren eine Rolle. Die
MatrixK3 kann entsprehend durh Streihen einer Spalte und Zeile angepasst werden. Der
Rang der Transformation ist dabei niht gefährdet. Shwieriger ist das Anpassen der Matrix
der linearen Beobahterdynamik A und der daran gekoppelte additive nihtlineare Term ϕ.
Da der fehlende Zustand kein direktes Äquivalent im Transformierten besitzt, kann das Sys-
tem niht einfah modiziert werden. Das neue reduzierte System muss dann entsprehend
initialisiert werden. Das System hat dann in der ENBNF ebenfalls einen Zustand weniger.
Entsprehend sind die Matrizen und Vektoren in der Transformation zu kürzen. Besitzt die
Matrix der linearen Beobahterdynamik die Form einer linken oberen Dreieksmatrix, so
wie bei der Blokstruktur bereits angesetzt, so kann die Matrix eingekürzt werden, ohne die
Eigenwerte zu verändern
A =


e1 ∗ ∗
0
en−1 ∗
0 0 en

⇒ Ared =


e1 ∗ ∗
0 ∗
0 0 en−1


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Da sih die Änderungen der Dimension nur in den konstanten Matrizen der Transformation
 mit Ausnahme der Funktion ψ1, die aber linear gewählt werden kann  niedershlagen,
ist die Neubestimmung des nihtlinearen additiven Terms ebenfalls mit wenig Aufwand ver-
bunden. Sämtlihe sih ändernden Matrizen können von der Dierentiation isoliert werden,
so dass die neue Funktion über Matrixmultiplikationen bzw. -addtionen bestimmbar ist. Die
Transformation bleibt weiterhin invertierbar, da eine komplette Zeile und Spalte eliminiert
wird, so dass kein Rangabfall geshieht.
Empndlihkeit der Transformation
Die Koordinatentransformation weist neben der Wahl der Fehlerdynamik weitere Freiheits-
grade auf, die zur Optimierung genutzt werden können. Eine Möglihkeit besteht darin den
additiven Term ϕ zu vereinfahen. Diese Möglihkeit kann sih durh die passende Wahl der
Funktion ψ1 ergeben. Die Analyse des Terms in Gleihung (4.69) zeigt, dass die Kompen-
sation an zwei Stellen theoretish möglih ist: Für diejenigen Terme die entweder nur von
zrdx1 abhängig oder linear in
zrdx2 sind
∂ψ1
∂zrdxT1
zrdx2 = AAK3
σJq
−TM
q
zrdx2 ⇒ ∂ψ1
∂zrdxT1
= A2K3
σJq
−TM
q
⇒ ∂ψ
∗
1
∂zrdxT1
= σJq
−TM
q
Aψ1 = AK3
σJq
−TM
q
g
q
⇒ ψ1 =K3σJq−TMqgq.
Die Kompensation des Gravitationsvektors ist also möglih, sofern die Wahl niht die In-
vertierbarkeit der Koordinatentransformation gefährdet. Zudem ist es fraglih, ob die Aus-
löshung den gesamten Term tatsählih vereinfaht, da in diesem Fall die Ableitung nah
den Zuständen
zrdx1 einen entsprehenden Term generiert. Die Kompensation des Terms
linear in
zrdx1 erfordert die Integrierbarkeit des obigen Ausdruks. Der Jakobimatrix lässt
sih zwar eine vektorielle Potentialfunktion zuordnen, dem Produkt aus Massenmatrix und
inverser Jakobimatrix im Allgemeinen aber niht. Die Kompensation kann daher höhstens
für den Gravitationsterm erfolgen.
Ein anderer Ansatz ist eine möglihst ausgewogene Koordinatentransformation zu errei-
hen. Ziel ist es, eine möglihst gleihwertige Gewihtung der Zustände im Transformierten
zu erreihen. Da es bei Transformation keine direkte Zuordnung der Zustände oder Zustands-
gruppen gibt, kann eine stark untershiedlihe Gewihtung der Zustände das Ergebnis, insbe-
sondere bei endliher Rehengenauigkeit, stören. Als Anhaltspunkt der Gewihtung dienen
die Singulärwerte der Matrizen in der Transformationsvorshrift. Diese geben die gröÿte
möglihe Verstärkung eines Vektors bzgl. der 2-Norm an, siehe [50℄. Da sih auf die Gewih-
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tung der
zrdx1 gezielt Einuss nehmen lässt, ist insbesondere die Verkopplung der übrigen
Zustandsgröÿen interessant, also namentlih die Singulärwerte der Matrix AK3
σJq
−TM
q
im Vergleih zu K3. Da die Systemmatrizen durh das System gegeben sind und als Ent-
wurfsparameter ausfallen, beshränkt sih die Analyse der Singulärwerte auf die konstanten
Matrizen. Ziel ist es demnah, dass AK3 undK3 möglihst ähnlihe Singulärwerte besitzen.
Für die Abshätzung der Singulärwerte liefert Korollar 10 die notwendige Ungleihung.
Für die Betrahtung der Singulärwerte der Matrizen wird zunähst deren Zerlegung gemäÿ
Denition 10 betrahtet
A = U
A
Σ
A
V T
A
K3 = UKΣKV
T
K
.
Bei der Dekomposition der Matrix der linearen Fehlerdynamik A gelte, dass die Singulär-
werte in aufsteigender Reihenfolge, für die Matrix K3 in absteigender Reihenfolge sortiert
sind
Σ
A
=
[
σ1 (A)
σn
f
(A)
]
Σ
K
=


σ1 (K3)
σn
dof
(K3)
 


σi (A) ≤ σi+1 (A) σi (K3) ≥ σi+1 (K3)
Unter der Annahme, dass das Matrixprodukt der beiden unitären Matrizen V T
A
und U
K
die
Einheitsmatrix ergibt, ergeben sih die Singulärwerte des Produkts von AK3 als Produkt
der Singulärwerte. Durh die Beziehung mit Korollar 10 zeigt sih, dass dies die kleinst mög-
lihen Eigenwerte des Produktes sind. Selbst in dieser idealen Kombination gilt, dass die
Singulärwerte der Produktmatrix stets gröÿer sind als die der Matrix K3. Ihr Untershied
ist allein durh die Matrix A bestimmt, deren Eigenwerte und somit auh ihre Singulärwerte
durh die gewünshte Konvergenzgeshwindigkeit bestimmt sind. Ungeahtet dessen, ob die
oben angesetzte Multiplikation der unitären Matrizen tatsählih die Einheitsmatrix ergibt,
folgt aus obiger Analyse, dass die Singulärwerte der Matrizen A und K3 jeweils möglihst
gleih seien sollten. Bei der Matrix A stehen dazu die Eigenvektoren als Freiheitsgrad zur
Verfügung. Damit das System eine gleihmäÿige Konvergenz besitzt liegen die Eigenwerte
der Matrix sinnvollerweise in einem engen Intervall, so dass dies der Forderung zuträglih
ist. Der Einuss der Systemmatrizen M
q
, σJq
−T
ist in den vorangegangenen Überlegungen
vernahlässigt worden. Ihre Multiplikation mit AK3 ändert zwar die Singulärwerte des Fak-
tors vor
zrdx2, allerdings bleiben die Überlegungen bzgl. der Entwurfsvorshriften der beiden
konstanten Matrizen weiter bestehen.
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4.5.2 Beobahtung der geshwindigkeitsproportionalen Reibung
Der vorige Abshnitt 4.5.1 hatte die Beobahtung der Reibung als konstante Zustandsgrö-
ÿe modelliert. Die Beshreibung in Abshnitt 3.2.3 sieht jedoh zusätzlih die Beshreibung
einer geshwindigkeitsproportionalen Komponente vor. Deren Einshluss in die Shätzung
ermögliht dann eine Verbesserung der Qualität des Beobahters, da diese Terme niht der
konstanten Reibung zugeshlagen werden. Die Analyse der Beobahtbarkeit hat zudem erge-
ben, dass diese Komponenten beobahtbar sind. Damit existiert zumindest ein Beobahter
basierend auf hohen Verstärkungen. Der Entwurf mittels der ENBNF wird in diesem Ab-
shnitt untersuht.
Zunähst wird dazu das System ohne die Coulombshen Anteile untersuht und analog wie
in Abshnitt 4.5.1 angenommen, dass die Anzahl der zu shätzenden Freiheitsgrade denen
der messbaren Koordinaten entspriht. Als Zustandsdierentialgleihung ergibt sih daher
das System
d
d t


zrdx1
zrdx2
zrdx3

 =


zrdx2
M−1
q
(
τ
d
−C
q
zrdx2 − gq + σJTq diag(zrdx3) σJq zrdx2
)


 (4.86a)
y = zrdh(zrdx1,
zrdx2). (4.86b)
Für den Entwurf eines Beobahters ist daher wieder ein Dieomorphismus gesuht der das
System nah Gleihung (4.86) in die von Denition 6 geforderte Form transformiert. Dazu
muss die partielle Dierentialgleihung
∇ enfw
zrd
(zrdx) · zrdfx = A · enfwzrd(zrdx) +ϕ(zrdx1, zrdx2)
gelöst werden. In Analogie zur partiellen Dierentialgleihung im vorigen Abshnitt, ist auh
hier, durh den frei wählbaren additiven Term, die Funktion ψ1(
zrdx1) eine zulässige Lösung
der Dierentialgleihung
∂ψ1
∂zrdxT1
zrdx2 = A · enfwzrd(zrdx)−A · enfwzrd(zrdx) + ∂ψ1
∂zrdxT1
zrdx2
= ϕ(zrdx1,
zrdx2),
mit einer entsprehend dünn besetzten MatrixA, um Abhängigkeiten von zrdx3 im additiven
Term auszushlieÿen. Um die Umkehrbarkeit zu erzielen, damit die Lösung als Koordinaten-
transformation verwendbar ist, müssen die anderen Zustände, mit entsprehenden Rangbe-
dingungen, ebenfalls in die Lösungsfunktion integriert werden. Der Transfer der Lösungsidee
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aus dem vorigen Abshnitt erfordert, dass eine zweite Lösungsfunktion zu erzeugen ist, die
den Faktor vor dem Term mit
zrdx3 eliminiert. In diesem Fall gilt also
∂ψ12
∂zrdxT2
M−1
q
σJTq diag
(
σJq
zrdx2
)
zrdx3 =K3
zrdx3
⇒ ∂ψ12
∂zrdxT2
=K3 diag
−1 (σJq zrdx2) σJq−TMq.
Die Forderung ist niht erfüllbar, da die Matrix in obiger Gleihung im Allgemeinen niht
integrierbar ist. Die Integratibilitätsbedingungen liefern für die Komponente der Zeile i
mT
q,ij
∗
1(ji,1
zrdx2,1)
−1 = . . . =mT
q,ij
∗
n
dof
(ji,n
dof
zrdx2,n
dof
)−1, (4.87)
wobei die ji die Spaltenvektoren der Jakobimatrix
σJq sind und die j
∗
i die ihrer Inversen.
Die Massenmatrix zerstört die geforderte Symmetrie zwar niht, die Forderungen an die
Jakobimatrix sind jedoh stark einshränkend. Die Integratibilitätsbedingungen sind daher
nur in Ausnahmefällen erfüllt.
Ein weiterer Ansatz die generalisierten Geshwindigkeiten
zrdx2 in die Koordinatentrans-
formation zu integrieren besteht darin, eine lineare Abhängigkeit im zweiten Term zuzulas-
sen und diese mittels der Ableitung nah
zrdx1 zu kompensieren. Angesetzt wird daher eine
Funktion in Abhängigkeit aller Zustandsgröÿen, die sih als Summe aus zwei Teilzuständen
ergibt
ψ123 = ψ13 +ψ12 = diag(
zrdx3)ψ1 +
σJq
−TM
q
zrdx2. (4.88)
In die partielle Dierentialgleihung eingesetzt folgt dann
∇ψ123 =
[
diag(zrdx3)
∂ψ1
∂zrdxT
1
+
∂σJq
−T
M
q
zrdx2
∂zrdxT
1
+ σJq
−TM
q
diag(ψ1) + 
]
⇒ diag(zrdx3) ∂ψ1
∂zrdxT1
zrdx2 +
∂σJq
−TM
q
zrdx2
∂zrdxT1
zrdx2 − σJq−Tξ+
σJq
−T σJTq diag(
zrdx3)
σJq
zrdx2
?
= A(diag(zrdx3)ψ1 +
σJq
−T
zrdx2) +ϕ.
Es zeigt sih, dass dies keine Lösung ist. Der Term A diag(zrdx3)ψ1 hat keine Entsprehung
auf der linken Seite, die Transformation führt demnah niht auf die gewünshte Form. Der
Term ist notwendig, um einen anderen Term auf der linken Seite der Gleihung zu kompen-
sieren. Da die Jakobimatrix aus der Ableitung der Ortsbeziehungen hervorgeht, existiert für
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sie eine Potentialfunktion, so dass gilt
∂ψ1
∂zrdxT1
= − σJq ⇒ diag(zrdx3) ∂ψ1
∂zrdxT1
zrdx2 + diag(
zrdx3)
σJq
zrdx2 = . (4.89)
Andere Kombinationen als Ansatzfunktionen ersheinen auh vor dem Hintergrund der Ein-
gangsgröÿen, siehe Bemerkung 2, niht sinnvoll. Eine Transformation auf einen Beobahter
mit linearer Fehlerdynamik und entsprehendem Denitionsbereih gelingt niht.
4.6 Zusammenfassung der Beobahtertypen
Dieses Kapitel untersuhte neben der Durhführbarkeit der Zustandsshätzung drei mögli-
he Realisierungen eines Beobahteransatzes für das reibbehaftete System. Alle vorgestell-
ten Ansätze zum Entwurf eines Zustandsshätzers basieren dabei auf der Transformation
des Systems in eine Beshreibung, die die Auslegung des Beobahters begünstigt. Ein we-
sentliher Untershied zum linearen Fall besteht darin, dass trotz der Anfangs bewiesenen
Beobahtbarkeit der Zustände, ein entsprehender Beobahter niht zwangsweise existieren
muss.
In den Abshnitten 4.4 und 4.4.1 wurde gezeigt, dass der klassishe Ansatz des Nor-
malformbeobahters für das System i.Allg. niht durhführbar ist. Die zur Transformation
notwendige Lösung der Dierentialgleihung existiert niht, oder hat keine Lösung von ent-
sprehendem Rang, so dass die Transformation mit einem Informationsverlust einhergehen
würde.
Der Beobahter basierend auf der Transformation in die Beobahtbarkeitsnormalform weist
die geringsten Einshränkungen bzgl. des Systems auf. Die Transformation basiert direkt auf
den Bedingungen, die zum generellen Nahweis der Beobahtbarkeit notwendig sind. Dies
ist ein groÿer Vorteil des Ansatzes. Einer der wesentlihen Nahteile dieses Verfahrens ist,
dass das Modell des Systems zwar zur Transformation herangezogen wird, beim späteren
Entwurf jedoh keine Rolle spielt. Die verbleibende Nihtlinearität des Systems wird als
Störung aufgefasst, die von der für den linearen Teil entworfenen Rükkopplung kompensiert
werden muss. Je gröÿer die Beobahterverstärkung desto stärker wird der nihtlineare Anteil
unterdrükt. Daher erreiht dieser Ansatz nur näherungsweise eine lineare Fehlerdynamik.
Aus den hohen Verstärkungen die sih aus der Unterdrükung der Nihtlinearität ergeben,
folgt zudem ein annähernd dierenzierendes Verhalten des Beobahters. Bei verraushten
Messsignalen führt dies zu Problemen.
Die Erweiterung des Normalformbeobahters zur erweiterten Form hingegen berüksih-
tigt das Modell des Systems auh in den Beobahtergleihungen. Die Nihtlinearität tritt als
zusätzliher additiver Term auf, der, ein exaktes Modell vorausgesetzt, zur Kompensation
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genutzt wird. Dadurh ergibt sih die lineare Fehlerdynamik des Systems und ein expo-
nentielles Abklingen des Shätzfehlers. Die Vorgabe der Fehlerdynamik wird zudem genau
getroen. Eine Existenz dieser Form unterliegt jedoh, wie in Abshnitt 4.5 dargestellt, zu-
sätzlihen Bedingungen. Die Messung der Geshwindigkeit ist eine notwendige Voraussetzung
zum Entwurf. Die Anzahl der shätzbaren Gröÿen fällt zudem geringer aus.
Insgesamt überwiegen jedoh die Vorteile des Beobahters basierend auf der erweiterten
Form. Die Messung der Antriebsgeshwindigkeiten ist bei den vorliegenden Systemen gegeben
und auh die Zahl der benötigten Shätzgröÿen wird im Falle der adaptronishen Gelenke
niht übershritten. Daher wird der Beobahter nah Abshnitt 4.5 zur Bestimmung der
Reibgröÿen herangezogen.
4.7 Diskretisierung des Beobahters
Der in den vorigen Abshnitten entwikelte Beobahter ist im zeitkontinuierlihen Bereih
entworfen. Die Implementierung der Gleihung erfolgt auf Grund ihrer komplexen Struktur
und notwendigen Berehnungen auf entsprehend leistungsfähigen Digitalrehnern. Die Aus-
wertung der Beobahtergleihungen muss dabei konsequenterweise in Ehtzeit erfolgen, um
die Resultate im Kontext der Regelung verwenden zu können. Eine Auswertung der kontinu-
ierlihen Gleihung mittels numerisher Verfahren ist daher niht möglih. Die Gleihungen
sind daher in den zeitdiskreten Bereih zu transferieren. Die einfahste Variante zur Um-
setzung stellt das Eulershe Polygonzugverfahren bzw. die Rükwärtsdierenz dar [51, 52℄.
Dazu wird das System als Anfangswertproblem betrahtet und der Wert zum Folgezeitpunkt
über die lineare Interpolation auf Basis der aktuellen Werte ermittelt
x˜(t) = x(t0) + x˙(t0) · (t− t0),
wobei x˜(t) den Shätzwert darstellt. Für die Beobahterdierentialgleihung nah Glei-
hung (4.81) folgt daraus mit der Abtastzeit Ts
enfx(t) = enfx(t0) +
d
dt
enfx(t)
∣∣
t=t0
· (t− t0)
enfx(t0 + Ts) =
enfx(t0) +
d
dt
enfx(t)
∣∣
t=t0
· (Ts)
enfx(t0 + Ts) =
enfx(t0) + Ts ·
(
A enfx(t0) +ϕ (y(t0)) +
enfG (y(t0)) · τd(t0)
)
. (4.90)
Mit Hilfe von Gleihung (4.90) folgt der Übertrag der Gleihung (4.81) in den zeitdiskreten
Bereih shlieÿlih zu
enfx[k + 1] = enfx[k] + Ts ·
(
A enfx[k] +ϕ (y[k]) + enfG (y[k]) τ
d,k
)
. (4.91)
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Bei entsprehend hohen Abtastzeiten ist die Näherung des Systems hinreihend genau, zumal
eine exakte Transformation der Gleihung niht ohne weiteres möglih ist. Diese würde analog
zum linearen Fall eine Lösung der nihtlinearen Dierentialgleihung (4.90) fordern. Da es
sih um einen Beobahter handelt, werden kleine Abweihungen vom Originalsystem ohnehin
durh die interne Dynamik eliminiert. Die Hinzunahme komplexerer Algorithmen würde
zudem die zur Auswertung benötigten Rehenoperationen steigern, so dass die Abtastzeit
sinken würde.
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5 Regelungstehnishe Nutzung der
Informationen
Die im Kapitel 4 aufgeführten Mehanismen zur Detektion der Reibkraft sollen nun im weite-
ren im regelungstehnishen Kontext genutzt werden. Obwohl auh die Kenntnis der zusätz-
lihen Kräfte eine wertvolle Information darstellt, an Hand derer Entsheidungen getroen
werden können, wie zum Beispiel im Bereih der Adaptronik im Bezug auf die Umshaltung
auf geringere Reibung bei Fahrten mit hoher Geshwindigkeit, so lässt sih die Informa-
tion auh in die Steuerung und Regelung des Starrkörpers integrieren. Vorgestellt werden
in diesem Kapitel zwei Ansätze: Die Kompensation der Reibung durh eine entsprehende
Aufshaltung der geshätzten Gröÿen, sowie den Rükuss der Reibung in die Planung der
Trajektorien. Da die Reibung durh adaptronishe Gelenke explizit in das System einge-
braht wird, ergibt sih ein weiteres Nutzungspotential der aus dem Beobahter gewonnenen
Informationen. Sie können zur Ansteuerung der Gelenke selbst genutzt werden, da sie einen
Rükshluss auf den gegenwärtigen Gelenkzustand erlauben.
5.1 Kompensation der Reibkräfte
Die unmittelbare Kompensation der Reibkräfte ist zunähst der naheliegende Weg die zu-
sätzlih gewonnenen Informationen zu nutzen. Es erfolgt eine Aufshaltung der detektierten
Gröÿen im Regelkreis, so dass sih die Struktur nah Abbildung 5.1 ergibt. Der Vorteil dieser
Methode liegt in der direkten Verwendung der Informationen. In der gesamten Hierarhie
der im SFB 562 aufgesetzten Robotersteuerung, siehe [53℄, siedelt sih diese Verwendung
auf der Ebene der Regelung und somit auf der mashinennahen Shiht an. Ein Rükuss
der Informationen in den übrigen Kontext der Robotersteuerung ist niht erforderlih, wenn
der Beobahter als Bestandteil des Reglers interpretiert wird. In der in Abbildung 5.1 ge-
zeigten Struktur ist die Steuerung stark vereinfaht dargestellt. Insbesondere ist oen, in
welhen Koordinaten über die Shnittstelle kommuniziert wird. Die Vorsteuerung der ge-
shätzten Momente erfolgt hingegen in generalisierten Koordinaten. Unabhängig von der
Reglerstruktur enthält der Systemeingang daher eine neue Komponente τ
f
, die dem Regler-
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maschinenspezifischabstrahiert
Trajektorien-
generator
Regler Roboter
Beobachter
τ f
q, q˙τ dτ u
Abbildung 5.1: Struktur des Regelkreises bei Aufshaltung der detektierten Informationen
auf Reglerebene. Die Shnittstelle zwishen beiden Abstraktionsebenen ist
hier niht näher speziziert. Der Ausgang des Beobahters ist bereits in die
entsprehenden Koordinaten transformiert.
ausgang zugeshaltet wird
d
d t
zrdx = zrdfx(
zrdx) + zrdG(zrdx) · (τ
u
+ τ
f
) (5.1)
τ
f
= − σJTq
[
  In
dof
] (
zrdw
enf
◦ enfh) (enfxˆ)
Durh die Rükkopplung der Signale in den Regelkreis, stellt sih stets auh die Frage nah
der Stabilität der so erzeugten Anordnung. Für die Stabilität des Beobahters ergeben sih
aus der zusätzlihen Einspeisung keine Konsequenzen. Zwar ändert sih die Eingangsgrö-
ÿe, diese ist jedoh im Vorhinein bekannt. Ihr Einuss ist durh die Modellierung in Glei-
hung (4.81) behandelt. Steht die aufgeshaltete Gröÿe zur Verfügung, so ergibt sih die
lineare Fehlerdynamik unabhängig von ihr, da sie kompensiert wird. Der Beobahter kon-
vergiert demnah unabhängig davon, ob die Aufshaltung stattndet oder niht. Ist das
ursprünglih geregelte System ohne Störgröÿenaufshaltungen stabil, so ist es dies auh nah
der Aufshaltung, da die Störgröÿe des Reibmomentes durh die stabile Shätzung, bis auf
eine evtl. Anfangsauslenkung, verringert wird. Bei der Betrahtung um eine Ruhelage liefert
Lyapunov die Möglihkeit die obige Aussage zu verizieren. Ist das geregelte System auh
ohne die Aufshaltung stabil, so existiert für diesen Fall eine Lyapunovfunktion
d
d t
[
zrdx1
zrdx2
]
=
[
zrdfx,1
zrdfx,2 +B(y)
zrdx3 +R(
zrdx1,2)
]
(5.2)
V1 : 
n 7→  V1(
zrdx1,2) > 0
V˙1(
zrdx1,2) ≤ 0
∀ zrdx1,2 ∈ D,
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wobei R den stabilisierenden Regler darstellt. Für die Ableitung der Funktion ergibt sih
daher folgende Bedingung
V˙1(
zrdx1,2) =
∂V1
∂zrdxT1
zrdfx,1 +
∂V1
∂zrdxT2
(
zrdfx,2 +B(y)
zrdx3 +R(
zrdx1,2)
) ≤ 0 (5.3)
⇔ − ∂V1
∂zrdxT1
zrdfx,1 − ∂V1
∂zrdxT2
(
zrdfx,2 +R(
zrdx1,2)
) ≥ ∂V1
∂zrdxT2
B(y) zrdx3. (5.4)
Die obige Aufteilung trennt die Störung von den übrigen Gröÿen ab. Da die Aussage für
alle Störvektoren aus dem Denitionsbereih gelten muss, kann die Bedingung mittels der
Cauhy-Shwarz Ungleihung auf eine obere Shranke abgeshätzt werden. Diese Unabhän-
gigkeit der Bedingung von konkreten Vektoren, bedeutet eine notwendige Vershärfung
∣∣∣∣ ∂V1∂zrdxT2 B(y) zrdx3
∣∣∣∣ ≤
∥∥∥∥ ∂V1∂zrdxT2 B(y)
∥∥∥∥
2
∥∥zrdx3∥∥2.
⇒ − ∂V1
∂zrdxT1
zrdfx,1 − ∂V1
∂zrdxT2
(
zrdfx,2 +R(
zrdx1,2)
) ≥ ∥∥∥∥ ∂V1∂zrdxT2 B(y)
∥∥∥∥
2
∥∥zrdx3∥∥2 (5.5)
Mit Hinzunahme der Störgröÿenaufshaltung ändert sih die Dimension des zu betrah-
tenden Systems. Es wird die Abweihung als zusätzliher
zrdx∗3 =
zrdx3 − zrdxˆ3 Zustand
eingeführt, mit dem sih das System dann beshreiben lässt
d
d t


zrdx1
zrdx2
zrdx∗3

 =


zrdfx,1
zrdfx,2 +R(
zrdx1,2) +B(y)
zrdx3 −B(y) zrdxˆ3
b(zrdxˆ∗)


B(y) zrdx∗
3
(5.6)
Aus der stabil entworfenen Beobahterdynamik folgt, dass der Shätzfehler asymptotish
gegen Null strebt, die über die Funktion b(zrdxˆ∗) beshriebene Dynamik also stabil ist. Daher
existiert auh für diese Dynamik eine Lyapunovfunktion V2(
zrdxˆ∗). Die Superposition beider
Funktionen der Teilsysteme ergibt einen Kandidaten für die Funktion des Gesamtsystems
V3(
zrdx) = V1(
zrdx1,2) + V2(
zrdx∗3). (5.7)
Die Funktion enthält alle Zustände und ist über den gesamten Denitionsbereih gröÿer Null.
Es ist also zu prüfen, ob ihre Ableitung negativ im gesamten Denitionsbereih ist. Durh
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Anwendung der Kettenregel ergibt sih
dV2
d t
=
∂V2
∂zrdxT
· d
zrdx
d t
=
[
∂V2
∂zrdxT
1
∂V2
∂zrdxT
2
∂V2
∂zrdxT
3
]
zrdfx,1
zrdfx,2 +R(y) +B(y)
zrdx∗3
b(zrdxˆ)


=
∂V1
∂zrdxT1
zrdfx,1 +
∂V1
∂zrdxT2
(
zrdfx,2 +R(y) +B(y)
zrdx∗3
)
+
∂V2
∂zrdxT3
b(zrdxˆ)
=
∂V2
∂zrdxT3
b(zrdxˆ) +
∂V1
∂zrdxT1
zrdfx,1 +
∂V1
∂zrdxT2
(
zrdfx,2 +R(y)
)
+
∂V1
∂zrdxT2
B(y) zrdx∗3
= V˙2 < 0 = V˙
∗
1
Der mit V˙ ∗1 bezeihnete Ausdruk ähnelt der Ableitung der ersten Lyapunovfunktion V˙1.
An die Stelle des früheren externen Vektors
zrdx3 ist der Shätzfehler
zrdx∗3 getreten. Dessen
2-Norm ist auf Grund der linearen Fehlerdynamik und einem Startwert von Null stets klei-
ner als der wahre Wert der Norm
∥∥zrdx3∥∥2. Zusammen mit Gleihung (5.5) ergibt sih die
Abshätzung
∣∣∣∣ ∂V1∂zrdxT2 B(y) zrdx∗3
∣∣∣∣ ≤
∥∥∥∥ ∂V1∂zrdxT2 B(y)
∥∥∥∥
2
∥∥zrdx∗3∥∥2 ≤
∥∥∥∥ ∂V1∂zrdxT2 B(y)
∥∥∥∥
2
∥∥zrdx3∥∥2. (5.8)
Da der Betrag des neuen Terms also stets kleiner ist als der entsprehende Term in der ur-
sprünglihen Gleihung, bleibt die notwendige Bedingung, damit die Ableitung der Funktion
V1 stets kleiner Null ist, erfüllt. Damit ist auh die Ableitung V˙3 stets kleiner als Null und
die Funktion ist eine Lyapunovfunktion für das System. Die Hinzunahme der Störgröÿenauf-
shaltung gefährdet die Stabilität des Regelkreises demnah niht und kann vorgenommen
werden.
Die Regelqualität hingegen kann durh die inverse Aufshaltung der Störgröÿe verbessert
werden, da die Vorhersage und damit verbundene Kompensation oder Teilkompensation den
Regelkreis entlastet. Qualitativ lässt sih dieser Eekt auh an der Lyapunovfunktion die zur
Stabilitätsbetrahtung genutzt wurde festmahen: Der Betrag der Ableitung der Funktion
ist gröÿer, somit verliert das System shneller Energie und nähert sih der Ruhelage. Auh
bei der Folgeregelung verbessert die Aufshaltung die Regelqualität. Die in [54℄ beshriebene
Anwendung eines Beobahters zur Detektion der Reibung im System mit anshlieÿender
Kompensation führte zur signikanten Verbesserung der Regelqualität. Dabei verbesserten
sih sowohl die Bahnfehler als auh insbesondere der Einshwingprozess.
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Abbildung 5.2: Blokshaltbilder der zeitoptimal zu steuernden Systeme: Zweifah integrie-
rendes System sowie ungedämpftes PT2-System
5.2 Modizierte Trajektoriengenerierung
Der vorherige Abshnitt stellte die Nutzung der durh den Beobahter gewonnen Informatio-
nen über die adaptronishen Gelenke in Form einer Störgröÿenaufshaltung vor. Durh diese
Aufshaltung wird der Fehler, der durh die Reibung induziert wird, intern kompensiert.
An der Shnittstelle zwishen Planung und Regelung ersheint das System dann wie im Fall
ohne die zusätzlihen Reibmomente. Unabhängig von der gewählten Form der Linearisierung
gilt bei Aufshaltung annähernd die ursprünglihe Dierentialgleihung
d
d t
zrdx =


zrdx2
M−1
q
(
τ
u
−C
q
zrdx2 − gq + σJTq zrdx3 − σJTq zrdxˆ3
)


 . (5.9)
Für die Planung der Trajektorien ergibt sih daher kein Untershied, da das System im
Falle der exakten Ein-/Ausgangslinearisierung wie zuvor auf einen doppelten Integrator
abgebildet wird. Durh die zusätzlihe Aufshaltung des Kompensationsmomentes mittels
M−1
q
σJTq
zrdxˆ3 steigt jedoh in der Beshleunigungsphase der Bedarf der durh die Antriebe
aufzubringenden Momente an, bzw. sinkt während der Verzögerung. Ohne Kommunikation
mit der überlagerten Shiht im gesamten System werden diese Änderungen niht an die Pla-
nung weitergegeben, so dass diese die veränderten Verhältnisse niht berüksihtigt. Liegt
die Berüksihtigung der Reibungseinüsse im Planer, so stellt sih die Frage der Stabilität
auh niht mehr, da der Einuss auÿerhalb des Regelkreises liegt. Lediglih die Stabilität
der Shätzung muss untersuht werden, diese ist jedoh, wie im Kapitel zuvor beshrieben,
von den Einüssen des Reglers unabhängig.
Beispiel 5 Die Motivation für ein solhes Vorgehen kann aus einem linearen Beispiel ab-
geleitet werden. Dabei werden die zeitoptimalen Trajektorien eines Doppelintegrators mit
denen eines über die Position gegengekoppelten Doppelintegrators verglihen, siehe Abbil-
dung 5.2. Ihre Zustandsdierentialgleihungen lauten
Doppelintegrator Ungedämpftes PT2[
x˙1
x˙2
]
=
[
0 1
0 0
][
x1
x2
]
+
[
0
1
]
u
[
x˙1
x˙2
]
=
[
0 1
−1 0
][
x1
x2
]
+
[
0
1
]
u (5.10)
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Die zeitoptimale Steuerung beider Systeme ergibt sih aus dem Optimierungsproblem mit
dem Gütefunktional
J =
ˆ te
0
1dt = te. (5.11)
Zur vollständigen Spezikation des Optimierungsproblems ist die Festlegung eines Endzu-
standes wihtig, der hier, im Falle linearer Systeme, o. B. d.A. auf den Koordinatenursprung
x =  für beide Systeme gelegt ist. Die Eingangsgröÿe ist symmetrish um Null beshränkt
|u(t)| ≤ u
max
. Für den doppelten Integrator gilt der Satz von Feldbaum, siehe [55℄. Für die
zeitoptimale Steuerung liegt daher die Anzahl der Umshaltungen durh die Systemordnung
fest: Es gibt genau einen Wehsel der Eingangsgröÿe. Damit lässt sih die Lösung des Opti-
mierungsproblems vereinfahen. Zur Aufstellung des Gleihungssystems muss die allgemeine
Lösung der Zustandsgleihung bestimmt werden
x = eAItx0 +
ˆ t
0
eAI(t−τ)b
I
udτ x = eAPtx0 +
ˆ t
0
eAP(t−τ)b
P
udτ
eAIt = I + [ 0 t0 0 ] + [
0 0
0 0 ] + · · · = [ 1 t0 1 ] eAPt =
[
cos(t) sin(t)
− sin(t) cos(t)
]
.
Für beide Fälle wird ein Anfangswert der Form x0 = [x10, 0]
T
angesetzt. Mit Hilfe der obigen
Gleihungen und des Satzes von Feldbaum lässt sih nun ein Gleihungssystem zur Lösung
der Optimalaufgabe für den doppelten Integrator konstruieren
x(te) =  =
[
x10
0
]
+
ˆ ts
0
[
teu0 − τu0
u0
]
dτ +
ˆ te
ts
[
−teu0 + τu0
−u0
]
dτ
=
[
x10 + teu0(te − 2ts)− u02 (t2e − 2t2s)
u0(te − 2ts)
]
⇒ te = 2ts
ts =
√
x10/u0
.
Das ungedämpfte PT2-System erfüllt die Voraussetzungen des Satzes von Feldbaum niht,
da die Pole niht rein reell sind. Die Anzahl der Umshaltungen hängt vom Anfangswert
und der Eingangsbeshränkung u
max
ab. Dies zeigt auh die Darstellung des Systems im
Phasenraum, Abbildung 5.3.
Auh wenn sih bereits hier die Umshaltpunkte und deren Anzahl niht mehr so einfah
bestimmen lassen, kann doh die Shaltkurve in der Phasenebene angegeben werden, so dass
sih die Trajektorien für konkrete Anfangswerte bestimmen lassen
s(x1, x2) : (x1 − (2n− 1))2 + x2 = 1, x1 > 0, x2 < 0, n ∈  \ {0}.
∩ (x1 + (2n− 1))2 + x2 = 1, x1 < 0, x2 > 0, n ∈  \ {0}.
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x1
x2
Abbildung 5.3: Darstellung des Vektorfeldes des ungedämpften Systems im Phasenraum,
jeweils mit maximalem Reglereingri ±u
max
und zwei zeitoptimalen Tra-
jektorien mit zwei Umshaltpunkten (shwarz) und einem Umshaltpunkt
(dunkelgrau).
Zum Vergleih wird nun das ungedämpfte System einmal mittels Kompensation und der zeit-
optimalen Trajektorie des doppelten Integrators, sowie einmal mit der angepassten zeitopti-
malen Trajektorie vorgesteuert. Die Eingangsbeshränkung bei der Trajektoriengenerierung
ist in beiden Fällen auf u
max
= 1 festgelegt, als Anfangswerte dienen x01,02 = [1,9; 0]
T, [4; 0]T,
wobei sih die Anzahl der benötigten Umshaltungen in beiden Fällen untersheidet. Die Er-
gebnisse beider Simulationen nden sih in Abbildung 5.4. Sofern die Stellgröÿe auh im
System mit Rükführung das Erreihen der Zielgröÿe mit einer Umshaltung zulässt, unter-
sheiden sih beide Steuerungen in der Zustandsgröÿe x1 kaum voneinander. Die Dierenz
in der Position ist den untershiedlihen Sollverläufen bei der Planung geshuldet, hingegen
ist der Untershied in der Stellgröÿe erheblih. Die Kompensation verzerrt den ursprünglih
shaltenden Verlauf deutlih. Diese zusätzlih benötigte Stellgröÿe muss vorgehalten werden
und steht bei der Planung niht zur Verfügung. Im Falle, dass die Anzahl der benötigten
Umshaltungen gröÿer als 1 werden, untersheiden sih beide Trajektorien komplett. Insbe-
sondere ergibt sih unter Einhaltung der Stellgröÿenbeshränkung auh ein Übershwingen
in der Zustandsgröÿe x1. Bei der Planung von Trajektorien wäre dies niht zulässig. Da im
hier vorliegenden Fall die Störung jedoh durh Reibung verursaht wird, die stets dämpfend
wirkt, ist mit dem Problem des Übershwingens niht zu rehnen, sofern die Stellgröÿen im
ungestörten Fall ausreihen. 2
Der vorhergehende Absatz hat verdeutliht, dass die Einbeziehung der Reibung bei der
Planung der Trajektorie, anstelle der Kompensation im Regler Vorteile haben kann. Da die
Trajektorie im kartesishen Raum geplant wird, wird die Bewegungsgleihung ebenfalls in
diesen Koordinaten betrahtet. Die Form der Gleihung bleibt, es ändern sih nur die Ab-
hängigkeiten. Die Systemmatrizen des Roboters sind daher mit dem Index x gekennzeihnet,
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Abbildung 5.4: Verläufe der Eingangsgröÿe u und der Zustandsgröÿen x1, x2 des ungedämpf-
ten PT2-Systems bei Kompensation (shwarz) und angepasster Trajektorie
(grau). Die Verläufe der ersten Zeile beshreiben den Fall ohne zusätzlihen
Umshaltpunkt im Falle der veränderten Systemdynamik, die zweite Zeile
erfordert eine weitere Umshaltung.
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um den Untershied anzuzeigen
M
x
d2
d t2
zrdx1 +Cx
d
d t
zrdx1 + gx +Gx
σJTq σr = Gxτd. (5.12)
Der Ansatz eines modellgestützten Regelverfahrens, wie der Ein-/Ausgangslinearisierung
oder der Vorsteuerung mittels Computed-Torque, [56℄, werden die entsprehenden Terme der
Dierentialgleihung kompensiert
t
τ
d
= G−1
x
(
M
x
d2
d t2
zrdx
s,1 −Cx d
d t
zrdx
s,1 − gx
)
+ τ
u
. (5.13)
Unter der Annahme einer hinreihend guten Kompensation der Terme bleibt in diesem
Fall für die zweite Zustandsgröÿe die Dierentialgleihung
M
x
d2
d t2
zrdx1 +Gx
σJTq σr =Mx
d2
d t2
zrdx
s,1
⇔ d
2
d t2
zrdx1 +M
−1
x
G
x
σJTq σr =
d2
d t2
zrdx
s,1. (5.14)
Im Gegensatz zum ungestörten System ergibt sih also ein zusätzliher nihtlinearer Term,
so dass das System kein reiner doppelter Integrator mehr ist. Die Nihtlinearität ist aus-
shlieÿlih von den Zustandsgröÿen
zrdx1 anhängig, niht von deren Ableitungen. Weiterhin
ist zu beahten, dass das System nah Gleihung (5.14) noh vektoriell ist.
Wie bei der Bahnplanung üblih, wird die Raumkurve der abzufahrenden Bahn mittels
einer Variablen parametriert, im Allgemeinen bzgl. der Bogenlänge, um die Zeit aus den
Gleihungen zu eliminieren
zrdx
s,1 =
zrdx
s,1(l), mit l . . . Bogenlänge. (5.15)
Damit reduziert sih das Problem auf den eindimensionalen Fall. Auf der zu parametrieren-
den Bahn ist die Zuordnung l → x dann eindeutig. Damit ergibt sih dann das System nah
Abbildung 5.5.
Die nihtlineare Funktion f fasst die notwendigen Abbildungen zusammen. Die Abhän-
gigkeit von der Geshwindigkeit dient ausshlieÿlih zur Bestimmung des Vorzeihens der
in den Gelenken induzierten Reibkräfte. Die Reduzierung auf den skalaren Fall der Bahn
berüksihtigt ferner nur Kräfte die entlang der Bahn wirken. Kräfte die zu einer Verzerrung
der Bahn führen sind im eindimensionalen niht abgebildet. Diese zusätzlihen Kräfte sind
dann auf Gelenkebene zu kompensieren. Mittels des Tangentialvektors t(l) der Kurve im
Punkt l, siehe Abbildung 5.5, ergibt sih für die Abbildung der Reibmomente entlang der
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f(l, l˙)
l∗ ll˙
x1
x2
t(l)
Abbildung 5.5: Rehts: Struktur des dynamishen Systems, für das die Trajektorie zu planen
ist. Der zusätzlihe Integrator zu Beginn ergibt sih aus der Forderung ruk-
begrenzter Trajektorien. Die Rükkopplung ist nihtlinear und stützt sih
auf Position und Geshwindigkeit. Links: Zweidimensionale Trajektorie. Die
Parametrierung der Raumkurve erfolgt mittels der Bogenlänge l.
Bahn als Projektion
f =
tT(l)
‖t(l)‖2
M−1
x
G
x
(
σJTq diag (sgn (
σJqq˙))σr
)
. (5.16)
Das Skalarprodukt bildet die als Kräfte in den kartesishen Raum transformierten Reibmo-
mente auf die Bahn ab. Mit Hilfe der so denierten Dynamik lassen sih dann Trajektorien
für das durh Reibung beeinusste System berehnen. In Zustandsdarstellung gilt


s˙1
s˙2
s˙3

 =


u
s1 + f(s2, s3)
s2

 = a(s) + bu s1 = l∗, s2 = l˙, s3 = l. (5.17)
Mit der Beshränkung der Eingangsgröÿe auf den Wertebereih |u| ≤ u
max
kann nun für
das System eine optimale Trajektorie gemäÿ der gewünshten Vorgaben gesuht werden.
Dabei ist zu beahten, dass der Eingang linear in das System einkoppelt. Für zeitoptimale
Trajektorien ergibt sih mit dem Funktional aus Gleihung (5.11) und den Randwerten
s(t = 0) = s0, s(t = te) =  die Hamiltonfunktion
H = 1 + λT(a(s) + bu), H˜ = H + µ(|u| − u
max
) (5.18)
wobei als Ungleihungsnebenbedingung die Beshränkung der Stellgröÿe einieÿt |u| ≤ u
max
⇒
|u| − u
max
≤ 0. Die Auswertung der Minimierungsbedingung, [55℄,
H(s,λ, u) = minH(s,λ, U) ∀U ∈ Du (5.19)
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liefert Informationen über den Verlauf der Stellgröÿe. Die Ableitung der Hamiltonfunktion
nah der Eingangsgröÿe liefert
∂H
∂u
= λTb. (5.20)
Durh die lineare Einkopplung der Eingangsgröÿe existiert kein Extremwert auf dem Inter-
vall, einzig im singulären Fall λTb = 0 ist die Ableitung Null. Daher sind nur die Randwerte
des Intervalls zu betrahten ±u
max
. Das Minimum der FunktionH ist daher für die folgenden
Bedingungen erreiht
H → min : u(t) =

−umax : λ
Tb > 0
u
max
: λTb < 0
. (5.21)
Trotz der Nihtlinearität ist auh hier die zeitoptimale Regelung eine Shaltende (bang-
bang Strategie). Zur vollständigen Spezikation der Aufgabe fehlen die aus der erweiterten
Hamiltonfunktion abfallenden kanonishen Dierentialgleihungen
s˙ = H˜λ = a(s) + bu λ˙ = −H˜s =
[
λ2
∂f
∂s2
λ2 + λ3
∂f
∂s3
λ2
]
T
, (5.22)
so wie die Transversalitätsbedingung, die sih aus der freien Endzeit ergibt
He(se,λe, ue) = 0⇒ 0 = 1 + λT(te) · (a(s(te)) + bu(te))). (5.23)
Auf Grund der Zeitinvarianz der Hamiltonfunktion, kann aus Gleihung (5.23) gefolgert
werden, dass die Hamiltonfunktion im gesamten betrahteten Intervall Null ist. Die Findung
zeitoptimaler Trajektorien für das gestörte System ist durh die Gleihungen (5.19), (5.22)
und (5.23) mittels der Variationsrehnung beshrieben. Die Ableitungen der nihtlinearen
Funktion nah Gleihung (5.16) lassen sih noh weiter bestimmen. Die Raumkurve und
ihre zeitlihe Ableitung sind gegeben durh
x = k(l) = k(s3) x˙ =
∂k
∂l
l˙ = k′(s3) · s2. (5.24)
Für die Ableitung der nihtlinearen Funktion f nah der Zustandsgröÿe s2 folgt daher
∂f
∂s2
=
∂
∂s2
(
tT(s3)
‖t(s3)‖2
(
M−1
x
G
x
σJTq diag (σr) sgn
(
σJqG
T
x
k′(s3) · s2
)))
=
tT(s3)
‖t(s3)‖2
M−1
x
G
x
σJTq diag (σr)
∂
∂s2
(
sgn
(
σJqG
T
x
k′(s3) · s2
))
= .
2δ
(〈
σJqG
T
x
〉
Zeile i
k′(s3) · s2
) 〈
σJqG
T
x
〉
Zeile i
k′(s3)
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Der obige Ausdruk ist durh die Multiplikation mit der Deltafunktion stets Null, auÿer an
den Stellen, an denen das Argument der Deltafunktion selbst Null ist. Die tritt genau dann
ein, wenn eine der folgenden Bedingungen erfüllt ist:
1. Der Parameter s2 ist Null, also ist die Bahngeshwindigkeit Null. Dies bewirkt, dass
der Ausdruk in allen Zeilen zu Null wird. In diesem Fall ist die Reibung undeniert
und höhstens ein Wertebereih angebbar, siehe Abshnitt 3.2. Bei Fahrten ohne Über-
shwingen, treten diese Phasen allerdings niht auf.
2. Das Skalarprodukt
〈
σJqG
T
x
〉
Zeile i
k′(s3) für eine oder mehrere Zeilen ist Null. Dies
entspriht einem Nulldurhgang der Geshwindigkeiten in den reibbehafteten Gelenken.
Dieser Fall tritt beim regulären Abfahren von Bahnen auf, da die Verkopplung zwishen
kartesishen und generalisierten Koordinaten stark nihtlinear ist und niht monoton
ist. In diesem Fall ndet allerdings auh die Multiplikation der Deltafunktion mit Null
statt, so dass der gesamte Ausdruk ebenfalls Null ist.
Demnah ist die Ableitung der Funktion s2 stets Null. Die Ableitung der Funktion nah
der Zustandsgröÿe s3 erfordert das wiederholte Anwenden der Produktregel für skalare Grö-
ÿen. Die Jakobimatrizen und die Massenmatrix sind mit der die Raumkurve beshreibenden
Funktion verkettet dargestellt, um die Parametrierung mittels der Bogenlänge s3 zu erreihen
∂f
∂s3
=
∂
∂s3
(
tT(s3)
‖t(s3)‖2
· ((M−1
x
◦ k) (s3) · (Gx ◦ k) (s3) · (σJTq ◦ k) (s3) · diag (σr) · . . .
sgn
(
(σJq ◦ k) (s3) · (Gx ◦ k)T (s3) · k′(s3) · s2
)))
.
Die Ableitungen der verketteten Terme ergibt sih nah Korollar 4 zu
∂(X ◦ k)
∂s3
=
∂X
∂kT
(k′ ⊗ In
dof
) . (5.25)
Die Ableitung der Signumfunktion resultiert erneut in der Deltafunktion mit gleihem Argu-
ment, wie im Falle der Ableitung nah s2. Dadurh, dass in diesem Fall niht mit der Trans-
formationsmatrix, sondern mit der entsprehenden Ableitung multipliziert wird, kommt es
bei Rihtungswehseln der Geshwindigkeiten in den reibbehafteten Gelenken niht zur Aus-
löshung der Deltafunktion. Dies ist bei der Lösung der kanonishen Dierentialgleihungen
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nah Gleihung (5.22) zu beahten
∂
∂s3
(
sgn
(
(σJq ◦ k) (s3) · (Gx ◦ k)T (s3) · k′(s3) · s2
))
=
2δ(•)
(
∂(σJq◦k)(s3)
∂s3
· (G
x
◦ k)T (s3) · k′(s3)+
(σJq ◦ k) (s3) · ∂(Gx◦k)
T(s3)
∂s3
· k′(s3)+
(σJq ◦ k) (s3) · (Gx ◦ k)T (s3) · ∂k
′(s3)
∂s3
)
s2
(5.26)
Trotz der Tatsahe, dass die Trajektoriengenerierung im Zeitoptimalen auf eine shaltende
Eingangsfunktion zurükgeführt werden kann, ist keine allgemeine analytishe Lösung des
Dierentialgleihungssystem angebbar. Die Lösung der Gleihungen muss daher numerish
geshehen und kann somit niht im Regeltakt erfolgen. Beim Ansatz numerisher Methoden
im Allgemeinen bieten auh direkte Lösungen des Optimierungsproblems einen Ansatz.
5.3 Vergleih zwishen Kompensation und
Trajektorienanpassung
Die in den Abshnitten 5.1 und 5.2 vorgestellten Verfahren stellen zwei Möglihkeiten zum
Rükuss der durh den Beobahter gewonnenen Informationen in den Regelkreis dar. Die
Nutzung der Informationen bei der Trajektoriengenerierung bietet die bessere Ausnutzung
der möglihen Stellgröÿen, da weniger Reserve bei der Begrenzung der Stellgröÿe berük-
sihtigt werden muss. Dem gegenüber steht, dass die Abbildung in den kartesishen Raum
ohnehin unvollständig ist. Die vom Regler zusätzlih zur Linearisierung aufzubringenden
Stellgröÿen sind bei der Planung unberüksihtigt. Weiterhin berüksihtigt der Ansatz nur
Reibkräfte entlang der Trajektorie, Querkräfte sind ebenfalls niht berüksihtigt. Ein wei-
terer Punkt, der sih durh die numerishe Auswertung des Optimierungsproblems ergibt,
ist, dass Anpassungen zur Laufzeit bei sih ändernder Reibung niht berüksihtigt wer-
den können. Dies ist allerdings beim Einsatz der adaptronishen Gelenke auh während der
Durhfahrt einer Trajektorie gewünsht.
Bei der Verwendung der Kompensation treten die zuletzt genannten Probleme so niht
auf. Die über die Jakobimatrizen eingekoppelte Reibkraft kann im Betrieb geändert wer-
den, um Änderungen im geshätzten Parameter nahzufahren. Das Verfahren sheint daher
für sih ändernde Kongurationen eher geeignet zu sein. Die Planung der Trajektorien än-
dert sih dann niht, bereits existierende Algorithmen können weiter verwendet werden. Die
Vorsteuerung linearisiert die Streke für die Regler zusätzlih mit, so dass auh hier der
Entwurfsprozess niht geändert werden muss.
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Abbildung 5.6: Regelkreis mit Beobahter im Regelkreis zur Ansteuerung der adaptronishen
Gelenke
5.4 Regelung der adaptronishen Gelenke
Die in den bisherigen Abshnitten dieses Kapitels vorgestellten Nutzungsmöglihkeiten der
durh die Beobahter gewonnenen Informationen über die Reibkräfte bzw. -momente in
den passiven Gelenken bezogen sih auf die Aufrehterhaltung der Regelqualität der Starr-
körperregelung. Der Eingri der zusätzlihen Reibung in den Regelkreis führt zu gröÿeren
Abweihungen zwishen Modell und realem System, so dass die Vorsteuerung des Systems
durh gröÿere Eingrie von den Ahsreglern überlagert wird. Ein gänzlih anderer Aspekt
ist die Nutzung der Reibinformationen zur Ansteuerung der adaptronishen Gelenke. Zwar
stellen die integrierten Aktoren die Normalkraft im Lager, jedoh ist die gewünshte Zielgrö-
ÿe das Gelenkspiel bzw. die veränderte Reibung im Gelenk. Ist der gewünshte Zustand der
Gelenke zwishen den Randwerten, Sperrung des Gelenks und geringstmöglihe Anpressung,
angesiedelt, lassen sih die Informationen aus dem Beobahter als Istwerte für eine Rege-
lung nutzen. Zusammen mit der Starrkörperregelung des Roboters ergibt sih damit der in
Abbildung 5.6 dargestellte Regelkreis. Die Einkopplung der Momente ist hier als direkte
Beeinussung der Stellmomente dargestellt, da die adaptronishen Gelenke im Allgemeinen
niht die angetriebenen Gelenke des Roboters sind, ist eine Transformation vorzusehen, die
hier dem nihtlinearen Blok Gelenke zugerehnet ist. Damit shlieÿt sih ein zusätzliher
Regelkreis über den Beobahter und die adaptronishen Gelenke samt Regler. Da im Niht-
linearen das Separationstheorem für den Betrieb eines Reglers über einen Beobahter niht
mehr gilt, ist in die Stabilität gesondert zu untersuhen.
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x˙r = Axr +Brur
yr = Cxr +Drur
x˙s = Asxs +Bsus
ys = Csxs +Dsus
x˙m = Amxm +Bmum
ym = Cmxm +Dmum
Abbildung 5.7: Regelkreis der Gelenke bestehend aus den linearen Systemen der Regler (In-
dex r), der Gelenke (Index s) und der Messung (Index m).
5.4.1 Stabilität bei Beobahtung im Regelkreis
Die Stabilitätsuntersuhung erfolgt für beide Regelkreise getrennt, zum einen die Stabilität
des Regelkreises zum Stellen der adaptronishen Gelenke und zum anderen die Starrkörperre-
gelung. Beide Systeme sind durh den Einuss der Gelenke auf die dynamishen Gleihungen
des Roboters miteinander verkoppelt.
Eine unmittelbare Rükwirkung der Starrkörperregelung auf den Regelkreis der Gelenke
existiert jedoh niht. Falls die Reibungskräfte im Gelenk direkt gemessen werden, ist der
Regelkreis von der Starrkörperregelung unbeeinusst. Die Kopplung entsteht demnah nur
durh den Einsatz des Beobahters zur Bestimmung der im System auftretenden Störgröÿe.
Da der Beobahter eine lineare Fehlerdynamik besitzt, und diese niht durh die Stellgröÿe
der Starrkörperregelung verändert wird, lässt sih sein Einuss auf den Gelenkregelkreis
durh ein lineares System, entkoppelt von der Starrkörperregelung, beshreiben
zrdx˜3 =
zrdx3 − zrdxˆ3 ⇔ zrdxˆ3 = zrdx3 − zrdx˜3, (5.27)
wobei alle Gröÿen eine lineare Dynamik besitzen. Dabei wurden für die Modellierung der
Streke im Gelenk lineare Modelle vorausgesetzt. In diesem Fall bringt der Beobahter also
eine zusätzlihe Dynamik in den Regelkreis ein, die aber von den Zuständen der Starrkörper-
regelung niht beeinusst wird, mit Ausnahme derjenigen Zustände in denen eine Shätzung
niht möglih ist. Dies ist neben singulären Posen des Roboters insbesondere bei Gelenk-
geshwindigkeiten von Null der Fall. Mit einer linearen Regelstreke der Adaptronik, wie
sie zum Beispiel auh in [57℄ angesetzt ist, und einem linearen Regleransatz ergibt sih für
den gesamten Regelkreis das Ersatzsystem nah Abbildung 5.7. Da die Regelung der Ge-
lenke untereinander entkoppelt ist, also keine Rükwirkungen bestehen, ist eine separate
Untersuhung möglih.
Die Stabilisierbarkeit der um eine Messdynamik erweiterten Streke wird im Zustandsraum
untersuht. Dazu wird die Steuerbarkeit und die Beobahtbarkeit der Systeme im Verbund
analysiert. Ist das verkettete System steuer- und beobahtbar, so lässt sih dafür ein Regler
konstruieren der das System stabilisiert. Grundvoraussetzung dafür ist, dass beide Systeme
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für sih jeweils steuer- und beobahtbar sind. Als Kriterium zur Prüfung der Eigenshaften
werden die von Kalman denierten Rangbedingungen der Steuer- bzw. Beobahtbarkeitsma-
trix verwandt, siehe z. B. [11℄
Q
s
=
[
B BA . . . BAn−1
]
Q
b
=
[
CT (CA)T . . . (CAn−1)T
]
T
Rang(Q
s
) = n Rang(Q
b
) = n. (5.28)
Aus den Teilforderungen gilt also für die beiden Systeme
Rang
([
B
s
. . . B
s
An−1
s
])
= ns Rang
([
B
m
. . . B
m
An−1
m
])
= nm
Rang




C
s
.
.
.
C
s
An−1
s



 = ns Rang




C
m
.
.
.
C
m
An−1
m



 = nm. (5.29)
Die Verkettung beider Systeme gemäÿ Abbildung 5.7 bildet sih in der Zustandsraumdar-
stellung durh die folgenden Matrizen ab
Ag =
[
As 
BmCs As
]
Bg =
[
Bs
B
m
D
s
]
Cg =
[
D
m
C
s
Cm
]
.
Die Überprüfung der Steuerbarkeit und Beobahtbarkeit des Systems mittels des Kalmankri-
teriums Gleihung (5.28) liefert für die Steuerbarkeitsbedingung die folgende Matrix, deren
Rang zu überprüfen ist
Q
s
=

Bs BsAs . . . BsAnx−1s +AmBmDs
 B
m
C
s
B
s
. . . Anx−1
m
B
m
D
s
+
nx−1∑
i=1
Anx−i−1
m
B
m
C
s
Ai−1
s
B
s

 , (5.30)
wobei nx = ns + nm die Ordnung des gesamten Systems ist. Die ersten ns Spalten liefern
durh die Voraussetzung der Steuerbarkeit, Gleihung (5.29), der Einzelsysteme ns linear
unabhängige Vektoren. Für die übrigen nm Spalten muss nun die lineare Unabhängigkeit
der Vektoren durh die unteren Teilvektoren sihergestellt werden. Ohne Beshränkung der
Allgemeinheit liege das System s in Beobahternormalform vor, dann ist die Ausgangsmatrix
festgelegt. Im Falle der hier vorliegenden SISO-Systeme entspriht sie der Matrix C
s
=
[0, . . . , 0, 1], d. h. die letzte Zeile des Produktes Ai−1
s
B
s
wird ausgewählt, in diesem Fall ist
dies eine 1×1-Matrix. Damit shreibt sih die Summe der letzten Zeile als Linearkombination
der Vektoren Anx−i−1
m
B
m
, die für i > ns genau denen der Steuerbarkeitsmatrix des mit
Index m bezeihneten Systems entsprehen. Mit fortshreitendem Index steigt die Zahl
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verwendeten Vektoren. Kommt es niht zu einer Multiplikation mit Null, so ist dieses System
auh linear unabhängig und die Matrix hat Höhstrang. Die Beobahtbarkeit des Systems
ergibt sih analog. Die Matrix für die Rangbedingung lautet
Q
b
=


D
m
C
s
C
m
A
s
D
m
C
s
+C
m
B
m
C
s
C
m
A
m
.
.
.
.
.
.
Anx−1
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+
nx−1∑
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C
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Anx−i−1
m
B
m
C
s
Ai−1
s
C
m
Anx−1
m


(5.31)
Die ersten nm Zeilen sind durh die Voraussetzung nah Gleihung (5.29) linear unabhängig.
Das Messsystem liege o. B. d.A. in Regelungsnormalform vor. Dann istBT = [0, . . . , 0, 1] und
es folgt der gleihe Shluss wie bei der Steuerbarkeit. Erfüllt die Verkettung beider Systeme
die Voraussetzungen, so existiert ein stabilisierender Regler, der jedoh vom ursprünglihen
System vershieden sein kann. Problematish sind solhe Fälle, bei denen sih instabile Dy-
namiken verdeken. Ist der Beobahter minimalphasig, kann dies jedoh niht passieren.
Da das System steuer- und beobahtbar ist, existiert insbesondere auh ein stabilisierender
Zustandsregler.
Kombiniertes System aus Streke und Gelenken
Die Analyse des vorigen Abshnitts zeigt, dass i. Allg. ein stabilisierender Regler für das
Gelenksystem gefunden werden kann. Der nähste Shritt untersuht die Auswirkung auf das
Gesamtsystem. Damit erweitert sih die Dierentialgleihung um die Zustände der Gelenke.
Das neue System ergibt sih demnah zu


zrdx1
zrdx2
σ

 =


zrdx2
−M−1
q
η +M−1
q
τ
d
+M−1
q
σJTq Csσ
A
s
σ +B
s
uσ

 . (5.32)
Dabei ergibt sih die Stellgröÿe für die Gelenke aus den durh den Beobahter geshätzten
Reibwerten multipliziert mit der entsprehenden Rükführmatrix. Die vorliegende System-
ordnung ist, je nah Modellierung der Gelenke, gröÿer oder gleih der in Abshnitt 4.5 zum
Beobahterentwurf angenommenen. Durh die Beshreibung als lineares System ist die Trans-
formationsvorshrift jedoh immer noh angebbar. Die Einkopplung der Zustandsgröÿen der
adaptronishen Gelenke in die Starrkörperregelung bleibt unverändert. Das Gesamtsystem
umfasst weiterhin die Zustände des Beobahters und die Zustände des Reglers zur Regelung
des Starrkörpersystems.
98 5 Regelungstehnishe Nutzung der Informationen
Kp Kd Roboter
g q
q˙
Abbildung 5.8: Angenommene Struktur der Regelung zur Stabilisierung des Starrkörpersys-
tems mittels Ausgangsrükführung
Stabilisierung mit PD-Regler Zunähst wird die Stabilisierung des Gesamtsystems mit
Hilfe eines PD-Reglers bzw. einer Ausgangsrükführung untersuht. Die Analyse dieses Reg-
leransatzes bei mehanishen Systemen und insbesondere bei Robotern ist umfassend in
der Literatur beshrieben, siehe z. B. [58℄. Die Stabilität des Systems lässt sih mittels der
direkten Methode von Lyapunov [59℄ überprüfen. Dabei wird für das mehanishe System
direkt die Energiefunktion als Kandidat für die Lyapunovfunktion gewählt, analog zu der
Theorie dissipativer Systeme, die diese Speiherfunktionen als möglihe Lyapunovfunktionen
propagiert ([60℄). Damit ergibt sih als Kandidat für das mehanishe Teilsystem
V
rob
= E
kin
(q, q˙) + E
pot
(q) =
1
2
q˙T ·M
q
(q) · q˙ + E
pot
(q). (5.33)
Die Funktion ist, bei geeigneter Wahl des Bezugspunktes der potentiellen Energie und auf
Grund der positiven Denitheit der Massenmatrix, stets positiv. Die im mehanishen Sys-
tem enthaltene Energie ist dabei natürlih unabhängig von der Reibung. Bei der vorliegenden
Stabilisierung des Systems operieren die Regler auf Ahsebene und können daher individuell
behandelt werden. Zwar bringt die Ausgangsrükführung nah Abbildung 5.8 selbst keine
weiteren Zustände in das System ein, dennoh wird die Lyapunovfunktion des Systems er-
gänzt
V
ntrl
= E
pot
(q)−E
pot
(qs) + g
T
q
(qs) · (q − qs) + (q − qs)T ·Ps · (q − qs), (5.34)
wobei der Index s die Zielkoordinaten des Systems darstellt. Die noh niht näher bestimmte
Matrix Ps ist symmetrish und positiv denit. Der Beweis, dass die Funktion Vntrl gröÿer
als Null ist und somit die Bedingung für eine Lyapunovfunktion erfüllt, kann durh die
Anwendung des Mittelwertsatzes der Dierentialrehnung erfolgen [61, 62℄. Zusammen mit
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der Abkürzung ∆q = q − qs folgt
V
ntrl
=E
pot
(q)−E
pot
(qs) + g
T
q
(qs) ·∆q +∆qTPs∆q
mit f(a+ b) = f(a) + f ′(a + ν(b− a)) · (b− a), ν ∈ [0; 1]
=E
pot
(qs) + g
T
q
(qs + ν∆q)∆q − Epot(qs) + gT
q
(qs)∆q +∆q
TPs∆q
= gT
q
(qs − ν∆q)∆q + gT
q
(qs)∆q +∆q
TPs∆q
= ∆qT∇g
q
(qz)ν∆q +∆q
TPs∆q = ∆q
T (Ps +∇gq(qz)ν)∆q.
Die Funktion ist genau dann stets positiv, wenn die Matrix Ps + ∇gq(qz)ν der letzten
quadratishen Form positiv denit ist. Daraus folgt eine Bedingung an die Matrix Ps die
als Parameter zur Verfügung steht. Die Siherstellung der Denitheit durh den Parameter
Ps setzt voraus, dass die Verstärkung der von den generalisierten Koordinaten abhängigen
Matrix g
q
(q) beshränkt ist. Ihr gröÿter Singulärwert ist also durh eine konstante obere
Shranke abshätzbar: ‖∇g
q
(q)‖∞ ≤ γmax, siehe [61℄. Diese Aussage gilt für serielle Mani-
pulatoren, für parallele jedoh niht. Bei Annäherung an Singularitäten des Typs 2 sind die
durh die Gravitation erzeugten Kräfte unbeshränkt.
Beispiel 6 Für die parallele Kinematik nah Abbildung 5.9a gilt für die potentielle Energie
und ihre Ableitungen in generalisierten Koordinaten
E
pot
(x) = mg sin (arccos(x/(4l))) = mg
√
1− (x/(4l))2
gx = E
′
pot
= x
(
4l2
√
16− (x/l)2
)−1
∇gx = E ′′
pot
= 4
(
(16l2 − x2)
√
16− (x/l)2
)−1
.
Der Grenzwert beider Funktionen ist bei Annäherung an die Singularität niht beshränkt,
siehe auh Abbildung 5.9b
lim
x→4l
gq =∞ lim
x→4l
∇gq =∞. 2
Die singulären Stellungen treten jedoh im normalen Betrieb niht auf, da der Roboter
dann niht mehr vollständig steuerbar ist. Die Beshränkung der Mannigfaltigkeit auf einen
Bereih mit hinreihendem Abstand zu den Singularitäten erlaubt dann wieder eine Ab-
shätzung der obigen Funktionen mittels des gröÿten Singulärwerts der Matrix. Es existiert
demnah stets eine Matrix Ps, so dass die Lyapunovfunktion in Abbildung 5.8 immer positiv
ist.
Beim Beobahter wird die lineare Fehlerdynamik ausgenutzt. Für den Beobahterfehler
w = enfx − enfxˆ gilt die lineare Dierentialgleihung nah Denition 6. Da die Matrix A
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Abbildung 5.9: Parallelstruktur in Beispiel 6
durh den Entwurf nur Eigenwerte mit negativen Realteil besitzt, hat die Gleihung
PbA+A
TPb = −Qb (5.35)
mit positiv semideniter Matrix Qb eine eindeutige Lösung für die Matrix P , siehe [59℄.
Die Lösung ist positiv denit. Das Gleihe gilt für das stabilisierte System der Gelenke. Da
auh hier keine Beeinussung durh die Starrkörperregelung vorliegt und das System mit
Regelung stabil ist, existiert auh hier eine quadratishe Form mit den obigen Eigenshaften
PgAg +A
T
gPg = −Qg. (5.36)
Mit diesen Überlegungen zu den beteiligten Teilsystemen kann nun die Lyapunovfunktion
für das gesamte System aufgestellt werden. Dabei wird der Term der potentiellen Energie
aus Gleihung (5.33) gestrihen, da er in der Funktion Vcntrl berüksihtigt wird. Durh die
Teilfunktionen sind sämtlihe Zustände des Systems in der Funktion enthalten, so dass die
Summenfunktion ein Kandidat für eine Lyapunovfunktion ist
V =
1
2
q˙TM
q
(q)q˙ + E
pot
(q)−E
pot
(qs) + g
T
q
(qs)∆q . . .
+∆qTPs∆q +
1
2
wTPbw +
1
2
σTPgσ. (5.37)
Zur Überprüfung der Stabilität muss die Funktion V nah der Zeit abgeleitet und ihre
Eigenshaft überprüft werden
V˙ =
1
2
q˙TM˙
q
(q)q˙ + q˙TM
q
(q)q¨ + gT
q
(q)q˙ + gT
q
(qs)q˙ + 2∆q
TPsq˙ . . .
−wTQbw − σTQgσ, (5.38)
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wobei hier die Eigenshaft, dass sämtlihe Matrizen der quadratishen Formen symmetrish
sind, zur Vereinfahung herangezogen wurde. Die abgeleiteten Zustandsgröÿen lassen sih
durh die rehte Seite der Systemdierentialgleihungen ersetzen, um die Abhängigkeit der
Ableitung der Lyapunovfunktion ausshlieÿlih von den Zuständen des Gesamtsystems zu
erreihen. Für das durh Regler und Vorsteuerung generierte Antriebsmoment gilt
τ
d
= g
q
(qs)− (Kp +Kv)∆q −Kvq˙, (5.39)
wobei durh die erwähnte Unabhängigkeit der Regler die Verstärkungsmatrizen nur auf der
Hauptdiagonalen besetzt sind Ki = diag(ki). Für die Ableitung der Lyapunovfunktion gilt
mit dieser Gleihung
V˙ =
1
2
q˙TM˙
q
(q)q˙ + q˙T
(
g
q
(qs)− (Kp +Kv)∆q −Kvq˙ −Cqq˙ − gq + σJTq σ
)
. . .
+ gT
q
(q)q˙ + gT
q
(qs)q˙ + 2∆q
TPsq˙ −wTQbw − σTQgσ. (5.40)
In der obigen Gleihung kann die Eigenshaft mehanisher Systeme ausgenutzt werden, das
gilt q˙T
(
M˙
q
− 2 ·C
q
)
q˙ = 0, siehe [63℄. Weiterhin kompensieren sih die Terme, die den
Vektor der Gravitationskräfte enthalten, so dass folgende Gleihung übrig bleibt
V˙ = −q˙T(K
p
+K
v
)∆q − q˙TK
v
q˙ + q˙T σJTq σ + 2∆q
TPsq˙ −wTQbw − σTQgσ
= −q˙TK
v
q˙ −wTQbw − σTQgσ + q˙T (−Kp −Kv + 2Ps)∆q + q˙T σJTq σ. (5.41)
Für die Reibung gilt σ = − diag(k) sgn(σJqq˙) und damit
V˙ = −wTQbw − σTQgσ − q˙TKvq˙ + q˙T (−Kp −Kv + 2Ps)∆q . . .
− q˙T σJTq diag(k) sgn(σJqq˙). (5.42)
Die positiv denite aber ansonsten frei wählbare Matrix Ps ist so zu wählen, dass der Kreuz-
term in der obigen Gleihung herausfällt Ps = (Kp+Kv)/2. Die ersten beiden Summanden
der obigen Gleihung sind nah (5.35) und (5.36) stets negativ, der Dritte ist bei positiven
Verstärkungen der Regler ebenfalls negativ. Da die Reibung ihrem Wesen nah stets dis-
sipativ ist, sind die Elemente des Vektors k sämtlih gröÿer Null. Ein einzelner Term der
quadratishen Form ist mit −〈σJqq˙〉iki〈sgn(σJqq˙)〉i stets kleiner oder gleih Null. Somit ist
die Funktion V˙ negativ semidenit und die Stabilität des Systems sihergestellt. Da die Po-
sition niht in der Ableitung auftauht, kann niht auf einen vershwindenden Regelfehler
geshlossen werden.
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Abbildung 5.10: Angenommene Struktur der Regelung zur Stabilisierung des Starrkörper-
systems mit Integralanteil
Stabilisierung durh Regler mit I-Anteil Um Mängel im Modell zu beseitigen und sta-
tionäre Genauigkeit zu erzielen, enthält das lineare Regelgesetz meist integrierende Anteile.
Bei den vorliegenden Systemen kommt eine Reglerkaskade aus PT1D- und PI-Regler zum
Einsatz, wie in Abbildung 5.10 (siehe [29℄). Analog zum PD-Regler ist auh hier die Kom-
pensation der Gravitation vorgesehen und die linearen Regler arbeiten separat auf den ihnen
zugeordneten Ahsen.
Betrahtet man den linearen Anteil der Regler, so lassen sih diese im Frequenzbereih
analysieren. Da Geshwindigkeit und Positionssignale als Eingänge dienen, handelt es sih
um ein Mehrgröÿensystem. Das Ausgangssignal der Kaskade setzt sih im Frequenzbereih
demnah wie folgt zusammen
U(s) = G
pi
· E1(s) +Gptd ·Gpi · E2(s), mitGpi = ViTis+ 1
Tis
,G
pdt
= Vp
Tzs+ 1
Tns+ 1
. (5.43)
Bei den zu Grunde gelegten Entwurfsregeln der Reglerkaskade kompensieren sih die Pol-
stelle des PT1D-Reglers und die Nullstelle des PI-Reglers im Frequenzbereih Tn = Ti, siehe
[64℄. Weiterhin gilt bei Regelung auf einen Endwert
1
zwishen den Fehlergröÿen der Zusam-
menhang s · E2(s) = E1(s). Damit ergibt sih für das Übertragungsverhalten
U(s) = Vi
Tis+ 1
Tis
· s · E2(s) + VpTzs+ 1
Tis+ 1
· ViTis+ 1
Tis
· E2(s)
=
(
Vis+
Vi + ViVpTz
Ti
+
ViVp
Tis
)
· E2(s). (5.44)
Die Übertragungsfunktion aus Gleihung (5.44) entspriht derjenigen eines idealen PID-
Reglers. Dies erlaubt die entsprehenden Stabilitätsbeweise für Roboter mit dieser Reglerart
auf das vorliegende Problem anzupassen. Die Stabilitätsuntersuhungen setzen dabei i. Allg.
die Messung von Position und Geshwindigkeit voraus, so dass kein ehter dierenzierender
Term vorliegt. Für die weiteren Rehnungen werden Ersatzkonstanten eingeführt, um die
1
Dieser Zusammenhang gilt stets für die aus der Mashine rükgeführten Istwerte, da hier Geshwindigkeit
und Position im physikalishen Zusammenhang stehen. Für die Sollwerte hingegen gilt der Zusammenhang
nur bei entsprehender Vorsteuerung der Geshwindigkeitswerte. Ist der Positionswert unveränderlih, ist
diese Vorsteuerung Null.
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Verstärkungen abzukürzen
Kd = Vi Kp =
Vi + ViVpTz
Ti
Ki =
ViVp
Ti
.
Die Abbildung der Kaskade auf einen PID-Regler shlieÿt nihtlineare Elemente der Kaskade,
wie z. B. Begrenzungen in der Geshwindigkeit, aus. Mit Hilfe der obigen Denitionen ergibt
sih das durh die Motoren erzeugte Moment bei Festpunktregelung im Zeitbereih zu
τ
d
= −Kd(q˙ − q˙d)−Kp(q − qd)−Ki
ˆ t
0
(q − qd)dt (5.45)
Zum Nahweis der Stabilität kann der Ansatz aus [65℄ herangezogen werden. Dieser ba-
siert auf der Aufteilung der beshreibenden Dierentialgleihung in einen linearen Anteil und
einem nihtlinearen Rest. Die Zustandsgröÿen sind zur besseren Beshreibbarkeit der Ma-
trizen umgruppiert, so dass die über Integration verbundenen Gröÿen beieinander stehen.
Die Zustandsgröÿen sind als Dierenzen zum Sollwert ausgewählt. Die Hinzunahme eines
integralen Anteils im Regler bedingt die Erweiterung des Zustandsraumes
zTi =
[´ t
0
∆qidt ∆qi ∆q˙i
]
⇒ zT =
[
zT1 . . . z
T
n
dof
]
. (5.46)
Die Zustandsdierentialgleihung wird umgeshrieben zu
z˙ =Nlz +BΛB
TNlz +Bϕ, (5.47)
wobei Nl und B konstante Matrizen sind. Dadurh ergibt sih in der obigen Dierenti-
algleihung ein linearer Anteil mit einem nihtlinearen Rest. Für die Denition sämtliher
Matrizen in Gleihung (5.47) wird zunähst eine konstante Diagonalmatrix Dm eingeführt,
die in Verbindung mit der Massenmatrix des Systems folgende Eigenshaft aufweist
∥∥M−1
q
(M
q
−Dm)
∥∥
∞ = α < 1.
Für symmetrishe, positive denite Matrizen existiert stets eine Matrix, die obiges leistet.
Beweis Zunähst wird das Produkt innerhalb der Norm ausmultipliziert
∥∥M−1
q
(M
q
−Dm)
∥∥
∞ =
∥∥I −M−1
q
Dm
∥∥
∞ (5.48)
Die unendlih Norm einer Matrix erlaubt die Abshätzung der maximalen Betragsänderung
bei Multiplikation mit einem Vektor ‖Mv‖2 ≤ ‖M‖∞‖v‖2. Damit ist die Formulierung
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äquivalent zu
∥∥(I −M−1
q
Dm
)
v
∥∥
2
< ‖v‖2 ∀v ∈ n,
wobei die Ungleihung für alle Vektoren erfüllt sein muss. Dann gilt
∥∥(I −M−1
q
Dm
)
v
∥∥2
2
=
(
Iv −M−1
q
Dmv
)
T
(
Iv −M−1
q
Dmv
)
= vTv − vTM−1
q
Dmv − vTDmM−1
q
v + vTDmM
−1
q
M−1
q
Dmv < v
Tv
⇔ vT (DmM−1
q
M−1
q
Dm − (DmM−1
q
+M−1
q
Dm)
)
v < 0
⇔ vT (εD∗mM−1q M−1q εD∗m − (εD∗mM−1q +M−1q εD∗m))v < 0
⇔ ε2vT (D∗mM−1q M−1q D∗m − ε(D∗mM−1q +M−1q D∗m))v < 0.
Da quadratishe Formen nah unten in der Art vTmIv < vTPv beshränkt sind, lässt sih
immer ein ε nden, so dass die obige Ungleihung erfüllt ist. 
Bemerkung 3 Auh wenn die letzte Ungleihung im Beweis suggeriert, dass ein kleines ε
die Gleihung immer erfüllt, so stellt dies niht das Optimum da. Die Diagonalmatrix, die
das kleinst möglihe α erzeugt, muss durh Optimierung gefunden werden werden. 2
Für die übrigen eingeführten Matrizen gelten die folgenden Denitionen
Nl =


Nl,1  
 
  Nl,n
dof

 ,Nl,i =


0 1 0
0 0 1
−ρ1,i −ρ2,i −ρ3,i

 ,
ρ1,j = Ki,j/dm|j,j
ρ2,j = Kp,j/dm|j,j
ρ3,j = Kd,j/dm|j,j
B =


B1
.
.
.
Bn
dof

 ,Bi =

 


0
0
1

 

i−1 ndof−i ,Λ =M−1
q
(M
q
−Dm)
ϕ =M−1
q
(C
q
q˙ + g
q
− g
q
(qd) + τf) mit ‖ϕ‖2 = α0 + α1‖z‖2 + α2‖z‖22.
Die Abshätzung der Norm von ϕ ist möglih, da alle Summanden entweder beshränkt sind,
oder zumindest sih durh das Produkt aus einer Konstanten und der 2-Norm des Zustands-
vektors beshreiben lassen. Für die Massenmatrix und den Vektor der Gravitationskräfte
sind bereits obere Shranken der Normen genannt. Für die Coriolismatrix ndet sih ähn-
lihes in der Literatur [66℄ ‖C
q
q˙‖2 ≤ kc‖q˙‖22. Weiterhin werden spezishe Shranken für
die Sollwerte eingeführt. Bei Beshränkung auf konstante Zielvorgaben fallen diese jedoh
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heraus. Die Abshätzung der nihtlinearen Funktion lässt sih weiter verfeinern
∥∥M−1
q
C
q
q˙
∥∥
2
≤ αc‖q˙‖22 = αc‖∆q˙‖22 ≤ αc‖z‖22∥∥M−1
q
(g
q
− g
q
(qd))
∥∥
2
≤ αg‖q − gq(qd)‖2 + αgx = αg‖∆q‖2 + αgx ≤ αg‖z‖2 + αgx∥∥M−1
q
τf
∥∥
2
= αf
⇒ α0 = αgx + αf α1 = αg α2 = αc
Bei der Abshätzung der Reibkräfte ist zu beahten, dass niht nur die maximale Kraft
abzushätzen ist, sondern auh die maximale Transformation auf die Motoren. Treten die
Kräfte in den passiven Gelenken auf, so muss die Übersetzung der Kräfte auf die Antriebs-
koordinaten mittels der Jakobimatrix berüksihtigt werden. Hier gilt bei der Beshränkung
ähnlihes wie bei den Gravitationskräften: Ein hinreihender Abstand zu Singularitäten muss
gewährleistet sein, sonst sind die transformierten Kräfte unbeshränkt.
Für die Beshränkung der durh die Gravitation verursahten Kräfte gelten die beim Ein-
satz des PD-Reglers gemahten Bemerkungen. In der Nähe von Singularitäten des Typs 2
ist eine Beshränkung der Kräfte nah oben nur bei Einhaltung eines Abstands möglih.
Die Forderung, dass die Regler in allen Ahsen gleihes Verhalten besitzen ist bei Paral-
lelrobotern ohne weiteres gegeben, da die Ahsen im Normalfall symmetrish sind. Damit
sind die Koezienten αi, i ∈ {1, 2, 3} deniert und der Stabilitätsnahweis nah [65℄ an-
wendbar. Die Stabilität ist hierbei, im Gegensatz zu den vorherigen Kapiteln, von lokaler
Natur. Der Einzugsbereih liegt nur in einer Umgebung des Endwertes, niht für den ge-
samten Parameterraum. Der Beweis beinhaltet auh, dass eine Abshätzung der Regelung
bei veränderlihen Werten der αi, i ∈ {1, 2, 3} möglih ist. Je gröÿer die einzelnen Werte
sind, desto mehr shränkt sih das Stabilitätsgebiet, insbesondere für die Zustände des In-
tegralanteils im Regler, ein. Sind die Regelparameter im Betrieb niht veränderlih, so ist
die Auslegung einer stabilen Regelung für den Maximalwert der Reibung möglih, der dann
auh für die anderen Fälle gilt. Intuitiv ist auh nahvollziehbar, dass gröÿere Reibmomente
bzw. Reibkräfte die Stabilitätsregion eines PID-Reglers einshränken.
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6 Experimentelle Ergebnisse
Die in Kapitel 4 vorgestellten Verfahren zur Detektion der Reibkraft bei Systemen die durh
die allgemeine dynamishe Gleihung (4.1) beshrieben sind, sollen nun konkret angewandt
werden. Dabei wird der Ansatz zunähst in der Simulation, dann am realen Roboter einge-
setzt.
6.1 Versuhsaufbau
Der Parallelroboter Fünfgelenk dient als Plattform für die in diesem Kapitel durhgeführ-
ten Implementierungen. Der Roboter besitzt zwei Freiheitsgrade in der Ebene. Abbildung 6.1
zeigt den Manipulator und eine Skizze des maximalen Arbeitsraumes. Die kinematishen und
kinetishen Daten des Versuhsträgers nden sih in Tabelle 6.1 wieder.
Die Steuerung des Manipulators ist auf einem PC implementiert, der mit dem Ehtzeit-
betriebssystem QNX betrieben wird. Die in die Steuerung integrierte unterlagerte Antriebs-
regelung ist ebenfalls vollständig auf dem PC implementiert. Dies gestattet den Zugri auf
die vom Ahsregler und der Linearisierung generierten Momente, die dann dem Beobah-
ter zugeführt werden können. Die Momente werden dann per Bussystem zu den Umrih-
tern weitergeleitet. Als Messwerte stehen die Positionen und Geshwindigkeiten der beiden
Antriebe zur Verfügung, so dass ein Beobahter nah der in Abshnitt 4.5 beshriebenen
Methode möglih ist. Die Regelung des Roboters selbst erfolgt mit Hilfe der exakten Ein-
/Ausgangslinearisierung. Auf Grund der Komplexität des direkten kinematishen Problems,
Tabelle 6.1: Kinematishe und Kinetishe Daten des Versuhsträgers Fünfgelenk
Gröÿe Formelzeihen Wert
Kurbellänge l

= 0,3m
Stablänge l
s
= 0,5m
Motorabstand l
d
= 0,3m
Motorträgheit J
m
= 0,04 kgm2
Kurbelmasse m

= 0,42 kg
Stabmasse m
s
= 0,304 kg
Endeektormasse m
e
= 0,114 kg
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(a) Foto des Parallelroboters
Antriebe
Gelenke
Endeffektor
(b) Shematishe Darstellung und Arbeitsraum
Abbildung 6.1: Versuhsträger Fünfgelenk: Planarer Parallelroboter mit zwei Freiheits-
graden
ist diese Art der Regelung bei Parallelrobotern eher ungewöhnlih. Im vorliegenden Fall lässt
sih das Problem jedoh analytish lösen, so dass diese Form der Regelung möglih ist. Für
die Funktionsweise des Beobahters hat dies keine Einshränkung, letztlih benötigt dieser
die in den Ahsen applizierten Momente. Der Entwurf basierte auf den verallgemeinerten
Koordinaten. Diese stehen auh hier zur Verfügung. Als Referenzfahrten dienen im kartesi-
shen geplante gradlinige Trajektorien. Ihre Planung erfolgt zeitoptimal für das ungestörte
System.
6.2 Einsatz in der Simulation
Die Überprüfung der Algorithmen erfolgt zunähst in der Simulation. Dazu ist der Parallel-
roboter Fünfgelenk samt Regelungsshema abgebildet. Auf den zur Verfügung stehenden
Signalen kann dann der Beobahter entworfen und eingebraht werden. Die Simulation er-
laubt auh die Realisierung des Beobahters als kontinuierlihes System, in der Form in der
der Entwurf stattgefunden hat. Der Signaluss der Regelung in der Simulation ist in Abbil-
dung 6.2 dargestellt. Die Linearisierung des Roboters mittels Vorsteuerung ist dabei einem
kleinen Fehler unterworfen, um Eingrie durh die Regler zu erzeugen. Da der Beobahter
jedoh auf den kombinierten Momentenvektor zugreift, τ
d
in Abbildung 6.2, ist dies für die
Funktion des Beobahters niht relevant.
Die Parametrierung der PTD-PI Reglerkaskade erfolgte nah dem Entwurfsmuster aus [64℄
unter Minimierung der Regelähe des linearisierten Systems. Der sih ergebende freie Para-
meter der Dämpfung in der Entwurfsgleihung ist dabei zu D = 1 gesetzt. Die durh das me-
hanishe System eingebrahte Zeitkonstante wird durh die Einträge der Hauptdiagonalen
der Massenmatrix in der symmetrishen Position qT =
[
2pi
3
rad, pi
3
rad
]
abgeshätzt. Daraus
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karthesisch Gelenkraum
Trajektorie
CT-FF
J
IKP PTD PI Roboter
q
q˙
τd
x¨
x˙
x
Abbildung 6.2: Signaluss in der Simulation: Die Trajektorien sind im Kartesishen geplant,
und werden in den Gelenkraum projiziert. Die Linearisierung erfolgt mittels
Vorsteuerung auf Basis der Sollwerte (Computed Torque).
Tabelle 6.2: Reglerparameter in der Simulation. Die Symbole und Indizes korrespondieren
zu der Beshreibung im Frequenzbereih aus Gleihung (5.43).
(a) PI-Regler
Parameter Wert
V
i
55,8375
T
i
0,008 s
(b) PTD-Regler
Parameter Wert
V
p
83,33
T
z
0,004 s
T
n
0,008 s
ergibt sih ein Wert für die mehanishe Zeitkonstante von Tm = 0,1489 s. Für die elektri-
she Zeitkonstante wurde ein Wert von Te = 10
−3
s gewählt. Die sih daraus ergebenden
Parameter der Reglerkaskade sind in Tabelle 6.2 aufgelistet. Auf Grund des symmetrishen
Aufbaus des Versuhsträgers Fünfgelenk sind die Regler beider Ahsen gleih parame-
triert. Die Qualität der Regelung kann durh eine dynamishe Anpassung der Verstärkungen
durh die Massenmatrix verbessert werden, siehe [29℄. Die einzelnen Ahsregler sind dann
auf ein normiertes System parametriert, die Anpassung an die aktuelle Pose geshieht dann
durh die Multiplikation mit dem der Ahse zugeordnetem Element der Hauptdiagonalen
der Massenmatrix. Diese Modikation ist insbesondere bei Parallelrobotern sinnvoll, da bei
diesen die Elemente der Massenmatrix deutlih mit der aktuellen Pose variieren. In der hier
durhgeführten Simulation steht jedoh der Zustandsshätzer im Vordergrund und niht die
Regelung. Daher ist auf dieses Detail der Regelung verzihtet worden. Es ist zur Beurtei-
lung der Shätzergebnisse ohne Bedeutung, da nur dass letztlih applizierte Moment in den
Beobahter einieÿt.
Durh das überlagerte Steuerungs- und Programmiersystem des Roboters, die Aufgaben
werden durh einzelne Skill primitives beshrieben, ist eine gerade Punkt zu Punkt Verbin-
dung in kartesishen Koordinaten als Bahn gewählt. Mit dem Startpunkt bei [−0,075m; 0,35m]T
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Abbildung 6.3: Trajektorie zur Verikation des Zustandsshätzers
und dem Zielpunkt [0,3m; 0,725m]T liegt sie mitten im Arbeitsraum des Roboters, Abbil-
dung 6.3a. Bei den gewählten Randdaten hat die Bahn eine Durhlaufzeit von ∆t = 0,233 s.
Das Geshwindigkeitsprol entlang des Bahnparameters ist in Abbildung 6.3b dargestellt.
Die in der Simulation verwendete Trajektorie ist niht zeitoptimal, nutzt aber die maximale
Bahngeshwindigkeit von v
bahn
= 4m/s aus. Die Reibung tritt in den Gelenken zwishen Kur-
beln und Stäben auf. Als Reibmodell dient die Coulombshe Reibung nah Gleihung (3.6).
Die Haftreibung wird auf Grund der Tatsahe, dass der Shätzer zu dieser Zeit inaktiv ist,
niht gesondert behandelt. Das Reibmoment wird während des Durhfahrens der Trajektorie
in Abhängigkeit der Zeit variiert. Für die um die SI-Einheiten befreiten Funktionen gilt
|σ
r,1| =


10 : t ≤ 0,1
20− 100t : 0,1 < t ≤ 0,15
5 : t > 0,15
, |σ
r,2| =


20 : t ≤ 0,1
5 + 150t : 0,1 < t ≤ 0,15
27,5 : 0,1 < t ≤ 5
,
wobei das Reibmoment stets entgegen der jeweiligen Gelenkgeshwindigkeit wirkt. Die Be-
obahtbarkeit dieser Anordnung ist sihergestellt. In der beshriebenen Konguration sind
die Winkelgeshwindigkeiten der betrahteten Gelenke linear unabhängig. Die Anzahl der
mit Reibung behafteten Gelenke entspriht der Anzahl der Freiheitsgrade. Somit ist die
Jakobimatrix i. Allg. invertierbar und der Entwurf des nihtlinearen Beobahters möglih.
Beobahter mittels ENBNF Zunähst wird die Detektion der Reibung mittels eines niht-
linearen Beobahters untersuht, der mit Hilfe der ENBNF entworfen ist. Der Entwurf folgt
den in Abshnitt 4.5 abgeleiteten Gleihungen. Um linear unabhängige Eigenvektoren zu
erhalten, werden die Eigenwerte der linearen Beobahtermatrix paarweise vershieden ge-
wählt. Das System besitzt mit den durh die Reibung eingebrahten Zuständen die Ordnung
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n = 6. Die Pole der linearen Fehlerdynamik sind pT = −[100; 101; 102; 103; 104; 105]. Nah
Festlegung der Eigenvektoren ergibt sih die lineare Beobahtermatrix dann zu
A =


−100 −1 −100 −1 −100 −1
0 −101 0 −101 0 −101
0 0 −102 −1 −102 −1
0 0 0 −103 0 −103
0 0 0 0 −104 −1
0 0 0 0 0 −105


. (6.1)
Als Startwerte bei der Initialisierung des Beobahters werden die Reibwerte zu Null angenom-
men, Position und Geshwindigkeit aus den aktuellen Istwerten abgeleitet. Die Ergebnisse
sind in den verallgemeinerten Koordinaten aufgetragen, in der auh Regelung und niht-
linearer Beobahter implementiert sind, siehe Abbildung 6.4. Durh die Initialisierung mit
falshen Anfangswerten bei der Reibung, kommt es zunähst zu einer Abweihung, auh in
den messbaren Zuständen von Position und Geshwindigkeit. Nah dem Abklingen der durh
die Initialwerte verursahten Eigenbewegung folgt der Beobahter den realen Werten. Wäh-
rend der Variation der Reibung im Zeitintervall [0,1; 0,15] kommt es zu einem kleinen Fehler
in den Shätzwerten, da die Zustände des Beobahters den realen Werten leiht nahlaufen.
Im anshlieÿenden Intervall, bei dem die Reibung wieder konstant ist, konvergieren die ge-
shätzten Gröÿen rash gegen die realen Werte. Auällig bei den gewählten Parametern ist
das deutlihe Übershwingen der Shätzwerte. Der Prozess lässt sih über die Vorgabe der
linearen Beobahtermatrix A variieren und die Konvergenzgeshwindigkeit durh die Wahl
shnellerer Pole erhöhen. Die Detektion der Reibmomente in den passiven Gelenken hat sih
daher in der Simulation bestätigt.
In einer weiteren Simulation kommt nun die Aufshaltung der Störgröÿe hinzu. Dazu
wird der Vorsteuerung, zur Kompensation der Nihtlinearitäten des Parallelroboters, zu-
sätzlih das detektierte Reibmoment überlagert, um die Linearisierung zu verbessern und
somit den Reglereingri zu minimieren. Dazu wird die gleihe Trajektorie wie im vorigen
Fall abgefahren, die Reibung jedoh konstant gelassen. Die Stabilität des Systems ist durh
die Überlegungen aus Abshnitt 5.1 sihergestellt. Zur quantitativen Beurteilung der Güte
in beiden Fällen, mit und ohne Kompensation der Reibmomente, werden dazu zwei Krite-
rien herangezogen: Der Shleppfehler und die Verzerrung der Trajektorie. Der Shleppfehler
beshreibt den Fehler der Bahn bezogen auf den zeitlihen Durhlauf der Bahn, also den
Abstand des Istwertes von der aktuellen Vorgabe durh die Trajektorie. Seine Denition ist
sowohl im kartesishen Raum als auh im Gelenkraum sinnvoll. Im Gelenkraum ist eine sepa-
rate Behandlung der Regler vorzuziehen, da die Interpretation des Abstandes im Vektoriellen
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Abbildung 6.4: Simulationsergebnisse mit ENBNF Beobahter. Die linke Spalte zeigt ge-
shätzte und reale Zustandsgröÿen im direkten Vergleih. In der rehten
Spalte ist die Dierenz aufgetragen.
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Abbildung 6.5: Ergebnisse der Gütekriterien bei Regelung mit Kompensation der Reibmo-
mente beim Fünfgelenk.
shwierig ist
e
t
(t) := ‖xi(t)− xtraj(t)‖2 (6.2)
e
t,q(t) :=
[
|q1(t)− qtraj,1(t)| . . . |qn
dof
(t)− q
traj,n
dof
(t)|
]
T
, (6.3)
wobei xi(t) und xtraj(t) die Ist- bzw. Sollwerte der kartesishen Bahn darstellen.
Die Verzerrung der Bahn stützt sih ausshlieÿlih auf den räumlihen Teil der Bahn. Die
Verzerrung ist hier als der minimale Abstand der aktuellen Position von der Referenzbahn
deniert
ed(t) := dist(xi(t),B). (6.4)
Dabei bezeihnet B die Menge aller Punkte, die zur Solltrajektorie gehören. Obwohl die Funk-
tion ed(t) die Zeit als Parameter besitzt, wird der zeitlihe Versatz von Soll- und Istbahn
ausgeblendet. Einzig die kartesishe Abweihung von der Bahn wird gewertet, Verzögerungen
in der Bahn erhöhen den Fehler niht. Damit ergibt sih die Möglihkeit die Bahntreue zu
bewerten. Im Gegensatz zum Shleppfehler ist hier beim Übertrag vom Koordinatensystem,
in dem die Aufgabe speziziert ist, in die Gelenkkoordinaten des Roboters kein Informati-
onsgewinn zu erwarten.
Die Ergebnisse der Simulation sind in Abbildung 6.5 aufgetragen. Mit Ausnahme der
durh das Übershwingen der Shätzwerte verursahten Zunahme der Abweihung im Inter-
vall [0,03 s; 0,06 s], liegt der Fehler der kompensierten Bahn unter dem der niht vorgesteu-
erten Simulation. Dies lässt sih auh in den Betragsintegralen der jeweiligen Funktionen
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Abbildung 6.6: Ausgangsgröÿen der Ahsregler im Betrieb mit untershiedliher Kompensa-
tion der Reibmomente.
festmahen
E
d
(t) :=
ˆ te
ta
|e
d
(t)|dt E
t
(t) :=
ˆ te
ta
|e
t
(t)|dt. (6.5)
Damit ergeben sih für die auf den niht kompensierten Fall bezogenen integralen und maxi-
malen Fehler die Resultate in Tabelle 6.3. Neben der Kompensation mittels der Shätzwerte
ist auh die Kompensation mit der bekannten Reibung aufgeführt. Der verbleibende Fehler
in diesem Fall entsteht durh die Nutzung der Trajektoriendaten, die durh Interpolation an
den Zwishenstellen Fehler aufweisen können. Die Ergebnisse im vorliegenden Fall weisen eine
Reduzierung der Verzerrung auf. Deutliher ist der Eekt der Kompensation im Shleppfeh-
ler erkennbar. Zudem zeigen die Ergebnisse aus Abbildung 6.5, dass der Ausgleihsvorgang
zu Beginn, insbesondere das Übershwingen, einen starken Einuss auf die gesamte Güte
haben. Beim Ausblenden dieses Bereihs sind die erzielten Verbesserungen in beiden Krite-
rien gröÿer. Dieser Eekt ndet sih auh in den von den Ahsreglern erzeugten Momenten
wieder, siehe Abbildung 6.6. Die Ausgangsgröÿe der Regler strebt gegen denjenigen Anteil,
der im Falle idealer Kompensation vorliegt. Die Regler gleihen nur Interpolationsfehler der
Tabelle 6.3: Integral des Shleppfehlers bzw. der Verzerrung nah Gleihung (6.5) bezogen
auf den niht kompensierten Fall. Weiterhin ist der maximale Fehler im betrah-
teten Zeitraum angegeben
Verzerrung Shleppfehler
E
d
(t) max (e
d
(t)) E
t
(t) max (e
t
(t))
niht kompensiert 100% 100% 100% 100%
kompensiert 95,0% 77,0% 87,1% 77,0%
ideal kompensiert 0,3% 0,1% 0,1% 0,1%
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Abbildung 6.7: Bahn des Endeektors im Arbeitsraum
Solltrajektorie aus. Diese Reduktion gilt auh für den Integralanteil, der damit in den Be-
obahter vershoben wird. Da im Beobahter die physikalishe Zuordnung der Reibmomente
bzgl. der Pose abgebildet ist, unterliegt dieser keinen Shwankungen im Arbeitsraum.
6.3 Einsatz am Roboter
Neben der Simulation ist der Zustandsshätzer auh am realen System angewendet wor-
den. Die vorliegende Struktur wies jedoh hauptsählih Reibung in den Motoren auf, da
die passiven Gelenke niht als adaptronishe Gelenke ausgeführt und daher vergleihsweise
reibungsfrei sind. Daher ist die Reibung in den Antrieben als Zustandsgröÿe in den Beob-
ahter aufgenommen. In diesem Fall vereinfaht sih die Jakobimatrix zur Transformation
der Reibgröÿen. Die Massenmatrix jedoh bleibt in ihrer Komplexität erhalten, so dass sih
an der grundsätzlihen Problemstellung keine Veränderuing ergibt.
Die im Versuh verwendete Bahn ist in Abbildung 6.7 illustriert. Die Bahngeshwindigkeit
ist hier auf s˙
max
= 2ms=1 beshränkt, für Beshleunigung und Ruk gelten die Begrenzun-
gen s¨
max
= 40ms=2 bzw. ˙¨s
max
= 1000ms=3. Im Gegensatz zur Simulation besteht die Bahn
aus vier Segmenten, bei denen in dreien die maximale Bahngeshwindigkeit erreiht wird.
Dieses bedeutet natürlih keine konstanten Geshwindigkeiten im Gelenkraum. Die Weiter-
shaltung zur nähsten Punkt zu Punkt Fahrt erfolgt, wenn der Zielpunkt mit hinreihender
Genauigkeit erreiht ist.
Die Regelung des Systems ist mittels exakter Ein-/Ausgangslinearisierung in Verbindung
mit einer Kaskadenregelung umgesetzt. Damit liegt, im Untershied zur Regelung in der
Simulation, ein zentrales Regelungskonzept vor, siehe [56℄. Der Ausgang der linearen Regler
wird ebenfalls transformiert. Damit ergibt sih der in Abbildung 6.8 dargestellte Signaluss.
Diese Art der Modelleinbindung ist für parallele Kinematiken niht immer anwendbar, da das
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Abbildung 6.8: Signaluss System
direkte kinematishe Problem zu lösen ist. Die zur Regelung in Ehtzeit notwendige explizite
Lösung steht niht bei allen Kinematiken zur Verfügung. Im Falle bekannter dynamisher
Parameter besitzt diese Regelung jedoh leihte Vorteile gegenüber einer Linearisierung die
auf den Sollwerten basiert ([29℄). Die lineare Regelkaskade arbeitet dabei auh auf den karte-
sishen Werten und damit in dem Raum in dem die Aufgabe geplant ist. Ihre Parametrierung
erfolgt unter den bereits erläuterten Gesihtspunkten. Die am System eingestellten Werte
sind in Tabelle 6.4 zusammengefasst.
Durh die im realen System vorhandenen Störungen auf den Messwerten, ist ein Shwell-
wert festgelegt, ab wann der Beobahter mit ausgeführt wird. Dies ist notwendig, um die
Zustände niht im Stillstand zu bestimmen, da das System dann niht beobahtbar ist. Zu-
dem sind dann die Zustände der Reibung unbestimmt. Ein weiterer wihtiger Aspekt ist
die diskrete Ausführung von Regler und Beobahter. Die kontinuierlihen Gleihungen des
nihtlinearen Beobahters müssen daher in den diskreten Bereih übertragen werden. Beim
durhgeführten Versuh gilt eine Abtastzeit von T
ab
= 750µs. Auh hier ist der Beobahter
zunähst auf die aktuellen Werte von Geshwindigkeit und Position initialisiert. Die Reibung
ist zu Beginn zu Null angenommen. In den Phasen, in denen der Zustandsshätzer niht mit-
läuft, da die Geshwindigkeitsshwelle niht übershritten ist, werden die internen Zustände,
Position und Geshwindigkeit, mit den gegenwärtigen Werten aktualisiert. Ein Vergleih der
internen Zustandsgröÿen mit den tatsählihen Messwerten ist in Abbildung 6.9 dargestellt.
Das eingebrahte Moment ist bei dem Versuhsaufbau niht direkt messbar. Der Beobahter
Tabelle 6.4: Reglerparameter am realen System
(a) PI-Regler
Parameter Wert
Vi 88,889
Ti 0,033 75 s
(b) PTD-Regler
Parameter Wert
Vp 13,169
Tz 0,011 25 s
Tn 0,033 75 s
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Abbildung 6.9: Vergleih der Zustandsgröÿen des Beobahters mit den Messergebnissen am
Versuhsträger Fünfgelenk während der Testfahrt. In der linken Spalte
sind die gemessenen Gröÿen shwarz, die geshätzten Gröÿen grau aufgetra-
gen, in der rehten Spalte stellt der shwarze Verlauf die erste, der graue
Verlauf die zweite Ahse dar.
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Abbildung 6.10: Phasenvershiebung zwishen Eingangssignal und Zustandsgröÿe beim Ein-
gangsvektor bT = [0, 0, 0, 0, 0, 1].
stützt sih daher auf den durh die Regelung vorgegebenen Sollwert ab. Da das von der Re-
gelung bestimmte Moment niht augenbliklih an der mehanishen Struktur anliegt, wird
dem Beobahtereingang eine entsprehend dimensionierte Verzögerung vorgeshaltet und
damit der zeitlihe Zusammenhang zwishen Eingang und Ausgang des Systems aufreht
erhalten.
Der vergröÿerte Abshnitt des Geshwindigkeitssignals zeigt, dass dieses harmonishe
Komponenten besitzt. Die Frequenz ist geshwindigkeitsunabhängig und liegt bei f
v,s
≈
100Hz und damit auh in der Gröÿenordnung der Pole der Fehlerdynamik, die derjenigen
aus der Simulation entspriht. Bei der Dynamik nah Gleihung (6.1) ergibt sih zwishen
Zustandsgröÿe und Eingang, bei einer Frequenz von f = 100Hz, eine deutlihe Phasen-
vershiebung. In Abbildung 6.10 sind die Phasenverläufe eines auf die letzte Zustandsgröÿe
wirkenden Eingangssignals dargestellt. Da dem Systemeingang keine lineare Matrix zugeord-
net werden kann, ist eine Beurteilung der zu erwartenden Dämpfung des Signals an dieser
Stelle niht durhgeführt. Die durh das System verursahte Phasenvershiebung zwishen
Istzuständen und denen des Beobahters, erzeugt daher eine Shwingung des Dierenzsi-
gnals. Dies zeigt ebenfalls der vergröÿerte Ausshnitt in Abbildung 6.9. Diese Shwingung
ndet sih, mehr oder weniger ausgeprägt, auh in den anderen Zuständen des Beobahters
wieder, so dass das Dierenzsignal um die Nulllinie pendelt. Im Intervall t ∈ [2 s; 2,5 s] klingt
das Dierenzsignal zunähst auf, bleibt dann aber innerhalb einer Shranke. Es klingt an
dieser Stelle ebenfalls die Shwingung im vom Beobahter niht beeinussten Geshwindig-
keitssignal auf.
Die Ergebnisse der eigentlih interessierenden Gröÿe zeigt Abbildung 6.11. An den Ergeb-
nissen lässt sih festmahen, dass die Shätzung in den Phasen hoher Verzögerung niht den
Erwartungen entspriht. Das geshätzte Reibmoment ändert in diesem Bereih stark seinen
Wert. Das Reibmoment des zweiten Motors wird sogar positiv und würde somit entlang der
Bewegung wirken. Dieser Eekt kann Störfaktoren geshuldet sein, z. B. Modellierungsfeh-
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Abbildung 6.11: Shätzung der Reibung in den Motoren
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Abbildung 6.12: Shätzung der Reibung in den Motoren mit Hysterese zur Aufnahme der
Shätzung
lern, so dass das Reibmoment niht die einzige Gröÿe ist, die in dem Zustand des Beobahters
geshätzt wird. Die zeitlihe Strekung des Signals in Abbildung 6.11 zeigt, dass die Verän-
derung des Shätzwertes, insbesondere nah einer Pausenzeit des Shätzers erfolgt. Dies ist
der oben erwähnten Shwingung des Geshwindigkeitssignals geshuldet, welhes um den
Shwellwert des Shätzers pendelt. Die Unterdrükung dieses Eektes lässt sih relativ leiht
mit Hilfe einer Hysterese erzielen, die das kurzfristige, erneute Einshalten des Beobahters
unterdrükt. Damit ergeben sih die Verläufe in Abbildung 6.12.
Diese Maÿnahme verhindert den Eekt des kurzfristigen Einshaltens und somit den Abfall
der Messwerte. Die vom Beobahter geshätzten Werte, für die in den Gelenken auftretende
Reibung, sind stabil und liegen sowohl vom Betrag als auh vom Vorzeihen im erwarteten
Bereih. Dies bestätigt sih auh darin, dass die Zustände stets auh den selben Wert anneh-
men, unabhängig von der Position im Arbeitsraum. Auh das Vorzeihen der Reibmomente
ist stets der Bewegung entgegengerihtet. Bei der Reibung im linken Antrieb (i = 1) lässt
sih zudem eine starke Rihtungsabhängigkeit der Reibung feststellen: Bei mathematish
negativem Drehsinn ist die Reibung erheblih geringer als im anderen Fall. Hier liegt die
geshätzte Reibung um τ1 ≈ 0Nm. Die Shwankungen in den positiven Bereih, der eine
Unterstützung der Bewegung bedeuten würde, kann bei diesen kleinen Amplituden auh et-
120 6 Experimentelle Ergebnisse
waigen Modellfehlern geshuldet sein. Der rehte Antrieb hingegen weist keine ausgeprägte
Rihtungsabhängigkeit auf.
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7 Zusammenfassung
Die vorliegende Arbeit beshreibt die Möglihkeit, die auftretende Reibung in den Gelenken
von mehatronishen Systemen zu detektieren und die Ergebnisse in die Regelung dieser
Strukturen zu integrieren. Im Fokus stehen dabei parallele Kinematiken, die sih durh pas-
sive Gelenke in der Struktur auszeihnen. Initiiert wurde die Arbeit insbesondere durh die
Entwiklung der adaptronishen Gelenke, die durh veränderbares Gelenkspiel indirekt die
Reibung in den Gelenken beeinussen und somit innerhalb kurzer Zeitspannen Verände-
rungen der Reibwerte bewirken. Ihr Einsatz erfolgt vornehmlih in den passiven Gelenken
der Struktur. Daher sind adaptronishe Gelenke typisherweise in parallelen Kinematiken
eingesetzt.
Die Detektion der Reibung in den Gelenken erfolgt mittels nihtlinearer Beobahter, die
den Vorzug gegenüber adaptiven Verfahren erhalten haben. Diese Entsheidung begrün-
det sih insbesondere auf der Voraussetzung, mit Hilfe der detektierten Reibung auh die
Ansteuerung der Gelenke zu ermöglihen. Die Systemgleihungen sind auf allgemeine Be-
obahtbarkeit geprüft und die Mannigfaltigkeit bestimmt, in der die Bedingungen für das
System erfüllt sind. Auf dieser Basis ndet der Entwurf der Beobahter statt.
Da die Reibung als zu shätzende Störgröÿe im Vorhinein unbekannt ist und allenfalls
obere und untere Shranken existieren, muss der nihtlineare Beobahter einen entsprehend
hohen Konvergenzradius besitzen. Aus diesem Grund stehen Verfahren die die Streke zum
Entwurf linearisieren niht zur Verfügung. Die Bestimmung des Beobahters erfolgt daher
durh transformationsbasierte Entwurfstehniken, deren Konvergenzradius den zulässigen
Anteil des Zustandsraums umfasst. Die beshreibenden Zustandsgröÿen in den dynamishen
Gleihungen des Roboters sind daher in Räume abgebildet die einen Beobahterentwurf
begünstigen. Im Falle der Coulombshen Reibung erzielen die in dieser Arbeit vorgestell-
ten Konzepte eine lineare Beobahterdynamik, so dass ein exponentielles Einshwingen auf
den Wert erfolgt. Die dabei angegebene Transformation ist allgemein gültig und somit sind
die erzielten Verfahren auf alle Systeme, deren dynamishe Gleihungen diese Struktur auf-
weisen, anwendbar. Die konkrete Ausbildung der Parameter ist beim vorgestellten Ansatz
unerheblih. Die lineare Dynamik zeihnet das gewählte Verfahren daher auh gegenüber
den ebenfalls untersuhten Beobahtern mit hohen Verstärkungen aus. Diese stellen geringe-
re Ansprühe an die Systemstruktur und besitzen ebenfalls einen groÿen Konvergenzradius,
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erreihen jedoh keine lineare Fehlerdynamik. Die Untersuhung der Gleihungen zeigt au-
ÿerdem, dass ein allgemeiner Normalformentwurf nah [15℄ unmöglih ist, sobald das System
mehr als einen Freiheitsgrad besitzt.
Eine umfassende Analyse des gesamten Regelkreises zeigt die Varianten auf, die gewonnene
Information weiter zu verarbeiten. Die Einbindung der Reibinformationen in die Generierung
der Trajektorie ist dabei genauso untersuht, wie die Nutzung der Informationen im Linea-
risierungsshema der Roboterregelung. In beiden Fällen ist aus regelungstehnisher Siht
die Stabilität des Gesamtsystems entsheidend. Bei der Generierung der Trajektorien ist der
Nahweis der Stabilität trivial. Die hier durhgeführte Analyse zeigt, dass die zeitoptima-
le Trajektorie shaltende Funktionen benötigt. Da im zweiten Fall der Regelkreis über den
Beobahter geshlossen wird, ist die Stabilität des Systems explizit zu untersuhen. Sie ist
mittels Lyapunovtheorie bewiesen und frei von vereinfahenden Annahmen und somit auf der
gesamten Zustandsmannigfaltigkeit gültig. Gleihes gilt bei der Nutzung der Informationen
zur Regelung der Gelenke. In diesem Fall ergeben sih ebenfalls vermashte Regelkreise unter
Einbeziehung der Beobahterinformationen. Auh hier ist die Stabilität des Gesamtsystems
mittels Lyapunov bewiesen worden.
Die in dieser Arbeit gesammelten Erkenntnisse erlauben den Entwurf von nihtlinearen
Beobahtern zur Detektion von Reibmomenten in den Gelenken von Robotern. Die erzielten
Ergebnisse sind allgemein gültig und niht von bestimmten strukturellen Voraussetzungen
abhängig. Die Stabilität bei der Rükspeisung der Informationen in den Regelkreis, sowohl
zur Starrkörperregelung als auh zur Ansteuerung etwaiger adaptronisher Gelenke ist siher-
gestellt und bewiesen. Dadurh lassen sih diese neuen Komponenten in Roboterstrukturen
integrieren und nutzen ohne die Dynamik der Regelung negativ zu beeinussen.
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Zur Berehnung der diversen Ableitungen ist die Denition einer Dierentialrehnung hilf-
reih, die Matrizen und Vektoren mit einbezieht, wie z.B. in [42℄. Sie deniert die Operatoren,
dass sih die aus dem Skalaren bekannten Regeln in die Rehnung mit Matrizen übertragen
lassen und somit eine partitionierte Rehnung möglih ist. Die in [42℄ vorgeshlagenen Vor-
shriften besitzen die skalaren Ergebnisse als Spezialfall, sodass die Denitionen konsistent
sind.
Eine der elementaren Operationen bei der Denition der Ableitungen von Matrizen nah
Matrizen ist das Kronekerprodukt.
Denition 7 (Kronekerprodukt) Es seien die Matrizen A ∈ n×m und B ∈ l×k ge-
geben, dann ist das Kroneker Produkt deniert als
A⊗B :=


a1,1B . . . a1,mB
.
.
.
.
.
.
.
.
.
an,1B . . . an,mB

 mit A⊗B ∈ nl×mk. 2
Eine weitere wihtige Operation ist die Umsortierung einer Matrix in einen Vektor. Je
nah angestrebten Zielvektor existieren dafür zwei Operatoren.
Denition 8 (Stapeloperatoren) Sei A ∈ n×m eine Matrix mit
A = [a1, . . . ,am] = [a
∗
1, . . . ,a
∗
m]
T
dann sind folgende Funktionen deniert
col : n×m → nm×1
A 7→ [aT1 , . . . ,aTm]T
row : n×m → 1×nm
A 7→ [a∗1T, . . . ,a∗nT] 2
Ein wihtiger Zusammenhang zwishen Kronekerprodukt und Matrixmultiplikation zeigt
Korollar 1, siehe [67℄ Proposition 7.1.6.
Korollar 1 (Kronekerprodukt und Matrizenmultiplikation) SeienA ∈ n×m,B ∈
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
l×k
, C ∈ m×q und D ∈ k×p Matrizen, dann gilt
(A⊗B) (C ⊗D) = (AC)⊗ (BD) . 2
Korollar 2 (Transpostion Kronekerprodukt, [67℄) Seien A ∈ n×m und B ∈ l×k,
Matrizen, dann gilt für die Transposition des Kronekerproduktes
(A⊗B)T = (AT ⊗BT) 2
Äquivalenzumformung 1 Seien z,x ∈ n×1 zwei Vektoren, dann gilt
(x⊗ In)z = (In ⊗ z)x 2
Beweis
(x⊗ In)z =


x1In
.
.
.
xnIn

 z =


x1Inz
.
.
.
xnInz

 =


z  
 
  z

x = (In ⊗ z)x 
Denition 9 (Matrixableitung) Die Ableitung einer Matrix A ∈ n×m nah einer Ma-
trix Z ∈ x×y ist deniert zu
∂A(Z)
∂Z
:=


∂
∂z1,1
. . . ∂
∂z1,y
.
.
.
.
.
.
∂
∂zx,1
. . . ∂
∂zx,y

⊗A(Z) =


∂A(Z)
∂z1,1
. . . ∂A(Z)
∂z1,y
.
.
.
.
.
.
∂A(Z)
∂zx,1
. . . ∂A(Z)
∂zx,y

 .
Die Resultatsmatrix
∂A(Z)
∂Z
hat die Dimension nx×my. 2
Aus der Denition der elementaren Ableitung nah (Denition 9) folgen Regeln für die
Berehnung zusammengesetzter Ausdrüke, wie das Produkt.
Korollar 3 (Produktregel) Die Ableitung des Produkts zweier Matrizen A ∈ n×m,B ∈

m×l
nah einer Matrix Z ∈ x×y berehnet sih gemäÿ
∂A(Z)B(Z)
∂Z
=
∂A(Z)
∂Z
(Iy ⊗B) + (Ix ⊗A)∂B(Z)
∂Z
,
wobei obige Gleihung nur Matrizenmultiplikation deniert ist. D. h. Skalare sind niht zu-
lässig. 2
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Die Gültigkeit der Regel ergibt sih aus dem Nahrehnen. Die explizite Angabe der Abhän-
gigkeiten ist dabei weggelassen.
Beweis Nah Denition 9 gilt
∂AB
∂Z
=


∂AB
∂z1,1
. . . ∂AB
∂z1,y
.
.
.
.
.
.
∂AB
∂zx,1
. . . ∂AB
∂zx,y

 =


∂A
∂z1,1
B +A ∂B
∂z1,1
. . . ∂A
∂z1,y
B +A ∂B
∂z1,y
.
.
.
.
.
.
∂A
∂zx,1
B +A ∂B
∂zx,1
. . . ∂A
∂zx,y
B +A ∂B
∂zx,y


=


∂A
∂z1,1
B . . . ∂A
∂z1,y
B
.
.
.
.
.
.
∂A
∂zx,1
B . . . ∂A
∂zx,y
B

+


A ∂B
∂z1,1
. . . A ∂B
∂z1,y
.
.
.
.
.
.
A ∂B
∂zx,1
. . . A ∂B
∂zx,y


=


∂A
∂z1,1
. . . ∂A
∂z1,y
.
.
.
.
.
.
∂A
∂zx,1
. . . ∂A
∂zx,y


∂A
∂Z


B  
 
  B


Iy⊗B
+


A  
 
  A


Ix⊗A


∂B
∂z1,1
. . . ∂B
∂z1,y
.
.
.
.
.
.
∂B
∂zx,1
. . . ∂B
∂zx,y


∂B
∂Z
Die letzte Zeile zeigt, dass die Umformungen für Skalare niht gültig sind, da es zum Dimen-
sionskonikt bei der Multiplikation käme. 
Korollar 4 (Kettenregel) Seien A ∈ n×m,Z ∈ l×k,B Matrizen, dann ist
∂A (B (Z))
∂Z
=
(
Il ⊗ ∂A
∂row(B)
)(
∂col
(
BT
)
∂Z
⊗ Im
)
2
Beweis Die Kettenregel ergibt sih durh den Rükgri auf Denition 9
∂A (B (Z))
∂Z
=


∂A(B(Z))
∂z1,1
. . . ∂A(B(Z))
∂z1,k
.
.
.
.
.
.
∂A(B(Z))
∂zl,1
. . . ∂A(B(Z))
∂zl,k


mit
∂A(B(Z))
∂za,b
=
∑l
i=1
∑k
j=1
∂A(B(Z))
∂bi,j(Z)
∂bi,j(Z)
∂za,b
= ∂A(B(Z))
∂row(B(Z))
(
∂row(B(Z))T
∂za,b
col(BT(Z))
⊗ Im
)
=


∂A(B(Z))
∂row(B(Z))
(
∂row(B(Z))T
∂z1,1
⊗ Im
)
. . . ∂A(B(Z))
∂row(B(Z))
(
∂row(B(Z))T
∂z1,k
⊗ Im
)
.
.
.
.
.
.
∂A(B(Z))
∂row(B(Z))
(
∂row(B(Z))T
∂zl,1
⊗ Im
)
. . . ∂A(B(Z))
∂row(B(Z))
(
∂row(B(Z))T
∂zl,k
⊗ Im
)


=
(
Il ⊗ ∂A
∂row(B)
)(
∂col
(
BT
)
∂Z
⊗ Im
)

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Korollar 5 (Ableitung der Matrixinversen) Die A(t) ∈ n×n sei regulär und dieren-
zierbar für alle t im Denitionsbereih, dann gilt
∂A−1
∂t
= −A−1∂A
∂t
A−1.
Diese Beziehung lässt sih für den Matrixfall erweitern, mit Z ∈ x×y
∂A−1
∂X
= − (Ix ⊗A−1) ∂A
∂X
(
Iy ⊗A−1
)
. 2
Beweis Der Nahweis von Korollar 5 erfolgt durh Anwenden der Denition. 
Äquivalenzumformung 2 Seien M ∈ n×n, z ∈ n×1 und x ∈ n×1 Matrizen bzw.
Vektoren, dann gilt
∂M
∂xT
(z ⊗ In) =
(
zT ⊗ In
) ∂M
∂x
. 2
Beweis
(
zT ⊗ In
) ∂M
∂x
=
[
z1In . . . znIn
]
∂M
∂x1
.
.
.
∂M
∂xn

 =
[∑n
i zi
∂M
∂xi
]
=
[
∂M
∂x1
. . . ∂M
∂xn
]


z1In
.
.
.
znIn

 = ∂M∂xT (z ⊗ In) 
Äquivalenzumformung 3 Seien x ∈ n×1 , y ∈ n×1 , z ∈ n×1 und M(x) ∈ n×n
Matrizen bzw. Vektoren, dann gilt
(
In ⊗ zT
) ∂M
∂x
y =
∂rowM
∂x
(In ⊗ y)z. 2
Bemerkung 4 Für symmetrishe Matrizen lassen sih die Vektoren y, z auf der rehten
Seite in Äquivalenzumformung 3 vertaushen. 2
Beweis
(In ⊗ z) ∂M
∂x
y =
[〈
zT
∂M
∂xr
y
〉
r=1...n
]
=
∂rowM
∂x
(In ⊗ y)z 
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Äquivalenzumformung 4 Seien x ∈ n×1 , y ∈ n×1 , z ∈ n×1 und M(x) ∈ n×n
Matrizen bzw. Vektoren, dann gilt
(
zT ⊗ In
) ∂M
∂x
y =
∂M
∂xT
(In ⊗ y)z =
[
∂m1
∂xT
, . . . ,
∂mn
∂xT
]
(In ⊗ z)y. 2
Beweis Durh Nahrehnen ergibt sih die gemeinsame Summenform für jede Zeile r des
Ergebnisvektors
r :
n∑
i
n∑
j
∂mr,i
∂xj
yizj 
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B Eigenwerte
Im Folgenden sind einige Eigenshaften von Matrizen mit gleihen Eigenvektoren zusam-
mengefasst. Für die vereinfahte Shreibweise sei folgender Operator eingeführt.
Denition 1 (Eigenwertoperator) SeiM ∈ n×n eine quadratishe reguläre Matrix mit
n paarweise vershiedenen Eigenwerten λi, i ∈ {1, . . . , n}. Ferner seiW = [ve,1, . . . , ve,n] die
aus den n Rehtseigenvektoren zusammengesetzte Matrix. Dann ist
ΛW (M) = [λ1, . . . , λn]
T
der Vektor der geordneten Eigenwerte der Matrix M sortiert in der Reihenfolge der korre-
spondierenden Eigenvektoren inW , also
Mve,i = λive,i ⇔Mwi = (ΛW (M))iwi. 2
Mit Hilfe dieser Operation lässt sih die Summe zweier Matrizen mit gleihen Eigenvek-
toren klassizieren.
Korollar 6 (Matrizensumme) SeienA,B ∈ n×n reguläre Matrizen mit jeweils paarwei-
se vershiedenen Eigenwerten und gleihen Eigenvektoren vi. Ferner seiW = [ve,1, . . . , ve,n]
und
ΛW (A) = [λ1, . . . , λn]
T , ΛW (B) = [µ1, . . . , µn]
T .
Dann besitzt die Summe der Matrizen die selben Eigenvektoren und es gilt
ΛW (A+B) = [λ1 + µ1, . . . , λn + µn]
T
2
Beweis Bei Multiplikation mit den Eigenvektoren der Summanden gilt
(A+B) ve,i = Ave,i +Bve,i = λive,i + µive,i = (λi + µi)ve,i, ∀i ∈ {1, . . . , n}.
Damit liegen n und damit alle Eigenvektoren der Summenmatrix fest. 
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Bemerkung 5 Da die Einheitsmatrix alle Vektoren auf sih selbst abbildet, sind alle Vek-
toren Eigenvektoren zum Eigenwerte 1. Sie fügt sih daher in die dargestellten Rehenregeln
ein. 2
Korollar 7 (Matrizenprodukt) Seien A,B ∈ n×n reguläre Matrizen mit jeweils paar-
weise vershiedenen Eigenwerten und gleihen Eigenvektoren vi. Ferner seiW = [ve,1, . . . , ve,n]
und
ΛW (A) = [λ1, . . . , λn]
T , ΛW (B) = [µ1, . . . , µn]
T .
Dann besitzt das Produkt der Matrizen die gleihen Eigenvektoren und es gilt
ΛW (AB) = [λ1µ1, . . . , λnµn]
T
2
Beweis Bei Multiplikation mit den Eigenvektoren gilt
(AB) ve,i = A (Bve,i) = Aµive,i = (λiµi)ve,i, ∀i ∈ {1, . . . , n}
Die gemeinsamen Eigenvektoren bleiben Eigenvektoren des Produktes. 
Korollar 8 (Inverse Matrix) Sei A ∈ n×n eine reguläre Matrize mit n paarweise ver-
shiedenen Eigenwerten und den zugehörigen Eigenvektoren W = [ve,1, . . . , ve,n]. Es sei
ΛW (A) = [λ1, . . . , λn]
T
dann gilt für die Inverse der Matrix
ΛW
(
A−1
)
=
[
λ−11 , . . . , λ
−1
n
]
T
2
Beweis Es gilt
Ave,i = λive,i ⇔ A−1Ave,i = A−1λive,i ⇔ λ−1i ve,i = A−1ve,i, ∀i ∈ {1, . . . , n}.
Die Eigenvektoren bleiben nah der Inversion erhalten. 
Korollar 9 (Eigenwerte einer Blokdiagonalmatrix) Seien A,B,D reellwertige regu-
läre Matrizen mit passenden Dimensionen. Dann sind die Eigenwerte der Matrix
M =
[
A B
 D
]
131
gleih der Kombination der Eigenwerte der Teilmatrizen A und D. 2
Beweis Es gilt für die Determinante der Blokmatrix nah [67℄ (Fat 2.13.7.)
det
([
A B
CA D
])
= det(A) · det(D −CB).
Damit ist
det
([
I · s−A −B
 I · s−D
])
= det(I · s−A) · det(I · s−D) 
Singulärwerte
Die Singulärwerte einer Matrix erlauben die Beurteilung der maximalen Verstärkung die ein
Vektor bei Multiplikation mit der Matrix erfahren kann (2-Norm).
Denition 10 (Singulärwertzerlegung) Die Zerlegung einer Matrix A ∈ m×n gemäÿ
A = U
A
Σ
A
V T
A
, mitU ∈ m×m,V ∈ n×n undUTU = I,V TV = I
wobei die Matrix Σ nur die Singulärwerte als Einträge auf der Hauptdiagonalen besitzt,
heiÿt Singulärwertzerlegung der Matrix. 2
Korollar 10 (Abshätzung der Singulärwerte eines Produkts ([67℄)) Seien die Ma-
trizen A ∈ n×n und B ∈ n×m gegeben, dann gilt
σ
min
(A)σi (B) ≤ σi (AB) ≤ σmax (A)σi (B) . 2
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hsträgers
Die Modellierung des Versuhsträgers Fünfgelenk ist hier im Anhang kurz skizziert. Zu-
nähst werden die Kinematik und dierentielle Kinematik abgeleitet. Auf diese Ergebnisse
aufbauend folgt das dynamishe Modell. Bei der Modellierung des planaren Parallelroboters
werden diskrete konzentrierte Elemente für die Stäbe verwendet. Das Vorgehen folgt daher
den z. B. in [43℄ beshriebenen Verfahren, welhes das kinetishe Verhalten der Roboterglie-
der durh verteilte Punktmassen abbildet.
C.1 Kinematik des Roboters
Im Hinblik auf die Verwendung des Modells für den nihtlinearen Beobahter werden die
passiven Winkel in die Modellierung mit einbezogen. Da die Beshreibung des Roboters
basierend auf den Antriebskoordinaten erfolgt, bedeutet dies bei Parallelrobotern häug,
dass die Position niht eindeutig deniert ist. Das gilt auh für das Fünfgelenk. Um eine
eindeutige Postion zu erhalten, wird vorausgesetzt, dass keine Singularitäten des Systems
durhfahren werden. Konkret bedeutet dies die Einshränkung der passiven Winkel nah
Abbildung C.1 auf die Intervalle
α1 ∈ (0, pi) α2 ∈ (0, pi) α3 ∈ (0, pi). (C.1)
Unter dieser Voraussetzung spannen die Glieder des Fünfgelenk stets ein konvexes Fünf-
ek A,B,C,D,E auf, so dass das Dreiek ∆CDE eindeutig ist: Der Punkt D bendet sih
stets links der Steke EC. Die Koordinaten der unteren vier Punkte des Fünfeks sind durh
die Winkel sofort angebbar
a =
[
0
0
]
b =
[
d
0
]
c =
[
d+ l1 cos(φ2)
l1 sin(φ2)
]
e =
[
l1 cos(φ1)
l1 sin(φ1)
]
. (C.2)
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A B
C
D
E
l1
l2
h
φ1 φ2
α1
α2
α3
x
y
z
Abbildung C.1: Shematishe Darstellung des ParallelrobotersFünfgelenkmit Kennzeih-
nung der zur Modellierung verwendeten Gröÿen. Der Ursprung des Koordi-
natensystems liegt im Punkt A.
Weiterhin gilt
c− e = vec R : x→
[
cos(x) − sin(x)
sin(x) cos(x)
]
h = 1
2
√
4l22 − ‖vec‖22
d = e+ 1
2
vec + hR(
pi
2
)
vec
‖vec‖2
. (C.3)
Damit stehen sämtlihe Vektoren zu den Punkten des Fünfeks fest. Aus ihnen lassen sih
alle weiteren Gröÿen bestimmen. Jeder Punkt, der Teil der Roboterstruktur ist, kann aus
der Linearkombination der Vektoren a, b, c,d, e dargestellt werden. Die passiven Winkel in
den Punkten C und E folgen aus dem Kosinussatz
α1 = arccos
(
l21 + l
2
2 − ‖d‖22
2l1l2
)
α2 = arccos
(
l21 + l
2
2 − ‖d− b‖22
2l1l2
)
. (C.4)
Die dierentielle Kinematik eines Punktes folgt nun aus der Dierentiation nah der Zeit.
Diese kann unter zur Hilfenahme der Kettenregel durhgeführt werden, so dass sih die
bekannte Beziehung zur Ermittlung der Jakobimatrix ergibt. Für einen beliebigen Punkt auf
der Struktur gilt daher
x = r1 · a+ r2 · b+ r3 · c+ r4 · d+ r5 · e ri ∈  (C.5a)
dx
d t
=
(
r1 · ∂a
∂φT
+ r2 · ∂b
∂φT
+ r3 · ∂c
∂φT
+ r4 · ∂d
∂φT
+ r5 · ∂e
∂φT
)
dφ
d t
. (C.5b)
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Speziell für den Endeektor gilt dann mit r1,2,3,5 = 0, r4 = 1
dd
d t
=
∂d
∂φT
· dφ
d t
.
C.2 Kinetik des Roboters
Die Dierentialgleihungen des Systems werden, wie im einleitenden Abshnitt erwähnt,
durh eine diskrete Modellierung der Roboterglieder gewonnen. Dazu werden die Glieder
durh Punktmassen ersetzt. Ein Stab der Masse m wird mit der Verteilung der Punktmassen
von
1
6
m an den Stabenden und 2
3
m in der Stabmitte beshrieben. In Kombination mit den
Massen der passiven Gelenke ergeben sih beim vorliegenden Roboter dann n∗p = 4·3+3 = 15
einzelnen Punktmassen an np = 7 vershiedenen Positionen: Die Endpunkte der Stäbe und
Gelenke fallen zusammen, die in die Antriebe vershobenen Punktmassen gehen niht in die
Berehnung ein. Zusammen mit den kinematishen Beziehungen aus Gleihung (C.5b) lässt
sih die Lagrangefunktion aufstellen und die beshreibenden Dierentialgleihungen aus dem
bekannten Formalismus ableiten, siehe z. B. [68℄
E
kin
=
np∑
i=1
E
kin,i =
np∑
i=1
(
1
2
mix˙i
Tx˙i
)
E
pot
=
np∑
i=1
E
pot,i =
np∑
i=1
(
mig
Txi
)
L = E
kin
+ E
pot
⇒ d
dt
(
∂L
∂φ˙T
)
− ∂L
∂φT
= τ . (C.6)
Die letzte Gleihung beinhaltet die Modellierung des Starrkörpersystems ohne Reibung. Die
Antriebsmomente der beiden Motoren sind in dem Vektor τ zusammengefasst.
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