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Abstract 
Deregulation, competitive electricity market, expansion of transmission and distribution network, increased applications of 
power electronics make the power system more complex and the determination of accurate power system frequency becomes 
more difficult. The algorithm based on the Taylors series expansion principle of the least error squares curve fitting technique for 
measuring the practical frequency at a power system bus is presented in this paper. The algorithm was tested practically in 
laboratory and results are presented in this paper. The effect of data window size, sampling frequency, time reference selection 
and Taylor’s series expansion on the performance of the algorithm are also discussed in this paper. 
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1. Introduction 
In a power system, frequency and phasor are the most important and fundamental parameters for power system 
analysis, operation and control because they can reflect the whole power system situation. Phasor can constitute the 
state of the power system, while frequency can represent the dynamic balance between load and generating power. 
Hence fast and precise estimation of frequency and phasor is vitally necessary. In last two decades due to power 
industry deregulation, expansion of the transmission and distribution network, and increased applications of power 
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electronic makes the power system more complex and make the estimation of power system frequency and phasor 
more difficult. 
In the past several frequency and phasor estimation algorithms / techniques have been introduced. The zero 
crossing detection technique and its modifications most commonly used to estimate the frequency of the signal and 
phasor[1-3]. Leakage effect of the discrete Fourier transform (DFT) is another method to estimate frequency and 
phasor [4].Another conceptually similar method is based on the phasor angle analysis [5, 6].The concept of Kalman 
filtering (KF) is also used for power system frequency and phasor estimation [7-9], wavelet approach is another 
method used for power frequency and phasor estimation [10]. The Adaptive neural network (ANN) is the basis for 
another set of approaches for power system frequency and phasor estimation in power system [11, 12]. The concept 
of three phase locked loop (PLL) is also widely used for phase and frequency estimation [13], and so on. However, 
most of the aforementioned methods have tradeoff between accuracy and speed.  
In this paper, we present an algorithm which is based on the Taylors series expansion principle of the least 
squares error curve fitting technique for estimation of power system frequency and amplitude practically using 
Matlab as a software tool. The organization of this paper is as follows, we described the basic principle of least error 
square algorithm in Section 2. Section 3 describes the hardware structure used for algorithm testing. To provide the 
isolation between the computer and power system supply, the gain control circuit is used. Data acquisition card by 
Advantech is used to capture the voltage signals. To evaluate the performance of the proposed algorithm, the voltage 
signal is captured from the mains power supply and recorded at a sampling rate of 1000, 1200, 2500, 5000 samples 
/second. The factors affecting the performance of the algorithm are described in Section 4. The algorithm was tested 
for different sampling rate by varying the time duration in Section 5. Finally, section 6 concludes this paper. 
2. Background of the frequency estimation algorithm 
In this section we present an algorithm for frequency estimation. The Taylors series expansion is the under laying 
principal of the Least Error Squares (LES) technique. Suppose the power signal (system voltage or current signal) is 
sampled for measuring frequency expressed as: 
       2mv t V sin ftS T                                                                                                                                   (1) 
Where Vm is the peak value of the voltage 2 fZ S  represents the actual frequency is the time in seconds, and T is 
an arbitrary phase angle. Using the trigonometric identity  2sin fS T of equation (1) can be expanded as follows: 
     2 2m mv t V cos sin ft V sin cos ftT S T S                                                                                                   (2) 
Expanding the Taylor series of  2sin ftS  and  2cos ftS  centred on the nominal frequency 0f , the first three terms are taken, and substituting in equation (2) the following equation is obtained: 
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Now, putting   )2( 200220 ffffff    in equation (3) and rearranging the terms the resulting equation: 
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If the voltage signal is sampled at ¨t seconds and set of m samples may be defined as      1 2 mv t , v t ...v t
equation (4) can be expressed as: 
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1 2 mv t , v t ...v t , are measured inputs, and all as can be calculated if the nominal frequency ଴݂ and sampling 
instants are known. The only unknowns are values of Xs. Equation (5) in the matrix form for six unknowns can be 
rewritten as follows: 
> @> @ > @A X V                                                                                                                                                     (6) 
Where A is mx6 matrix and m6, the least error square estimation of X is: 
> @ 1T TX A A A Vª ºª º « »¬ ¼¬ ¼                                                                                                                                        
(7) 
With the solution of X, one possible approach is to estimate the frequency deviation ο݂ ൌ ሺ݂ െ ଴݂ሻ using ݔଵǡݔଶ  as 
follows: 
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Frequency of the sampled signal is therefore given by: 
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The frequency deviation was calculated according to equation (10). The pseudo-inverse matrixሾሾܣሿ்ሾܣሿିଵ]ሾܣሿ் can 
be considered a filter, which will amplify or suppress noise depending on its coefficients. Both the sampling rate and 
the window size play rather important roles in determining the pseudo-inverse matrix. 
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3. The hardware structure 
 
Fig. 1. (a) Gain control circuit; (b)Experimental setup for online frequency estimation 
The proposed frequency and amplitude estimation algorithm was implemented on a laboratory designed and 
developed hardware to practically verify the on line results as shown in Fig.1.The hardware structure consist of 
analog scaling, isolation and MS window based host computer. The isolation and analog scaling block consist of the 
gain circuit and voltage transducer. The functions of this block is to reduce the levels of voltage signals to equivalent 
voltage signals and to prevent  the clamping of the input voltage signal and also isolate between the microcomputer 
block and power supply. The microcomputer block consists of Advantech data acquisition card and MSXP based 
host computer. The voltage signals are recorded at a sampling rate of 1000, 1200, 2500, 5000 samples /second. 
4. Factors affecting the algorithm
This algorithm is affected by many factors, such as the size of data window, sampling rate, time reference and 
expansion of Taylor’s series. In this section, implications of using different sizes of data windows, different 
sampling rates and truncation of the Taylor’s series expansions of sine and cosine terms, the choice of the time 
reference are investigated. 
4.1. Data Window Size  
The effect of varying the data window size on algorithm is investigated. The coefficients of left pseudo-inverses 
were calculated for different cases. The study of the sum of the squares of the rows of the left pseudo inverse of 
coefficient matrix revolves that almost all  the elements of the first and rows are numerically less than one where as 
most elements of second and fourth rows are larger than one. The magnitude of filter coefficients determines the 
filtering efficiency i.e. filters would suppress or amplify noise. Thus, Sum of the squares of the filter coefficient is 
measure of noise amplification. If the sum is less than one the noise present in the digitalized input is suppressed, 
otherwise if the sum is greater than one the noise is amplified. From the studies reported so far, it was concluded that 
the filtering effect of the algorithm depends on the processing window length the larger the window, better the 
frequency characteristics. However, using more samples per data window increases the computation time and speed 
of the frequency measurement decreases which will slow down the algorithm response.  
4.2. Sampling Rate 
As discussed in the algorithm each digital sample yield an equation. Since there are minimum six samples at least 
six equations are required to compute the values of unknowns. To examine the effect of sampling rate pseudo 
inverse matrix for different sampling rates such as 1000, 1200, 2500 and 5000 Hz were calculated. The values of 
second and third rows elements of pseudo inverse matrix are very large because the development of matrix [A] is 
very small. If the sampling interval was increased and the elements of the second and third rows of pseudo matrix 
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were calculated and examined it shows that elements of the second and third row of pseudo decreases as the 
sampling rate increased. Large number of samples can also be used, but each additional sample increases the data 
window length. However if the data window length is to long it will adversely affect the algorithm speed. From these 
studies it is recommended that a suitable combination of data window length and sampling rate is to be selected.  
4.3. Time reference 
For a data window if the time reference is selected at the middle of the window length, the elements of the each 
row of pseudo matrix become symmetrical. The effect of shifting time reference from the middle of the data window 
was also verified. If the time reference is moved from the centre of the data window the symmetry upset from the 
results of pseudo matrix. The symmetry reduces the algorithm computation burden and therefore it is essential that 
time reference factor should be considered while designing an algorithm.  
4.4. Expansion of Taylor Series  
The algorithm is developed for three terms of Taylor series expansions of sine and cosine functions were used. 
However the algorithm is tested for more number of Taylor series expansions like 4 and 5. The few terms of Taylor 
series expansion will give reasonable accuracy if the data window size used is small. However if the window used is 
wider than the more number of Taylor series expansion terms are needed to get reasonable accuracy. If the more 
terms of Taylor series expansion are used then the size of window size may have to be increased in order to reduce 
the susceptibility to noise. 
5. Experimental results and discussions  
In this section, we investigate the performance of LES algorithm for frequency and peak value of voltage 
estimation. In order to demonstrate the effectiveness of the proposed algorithm practically, input signals are recorded 
at sampling rates1000, 1200, 2500, 5000 samples/sec. The combinations of six and eight unknowns (Case I and Case 
II) are used in online analysis of LES algorithm for estimating the frequency and peak value of voltage by varying 
the number of samples per cycle and the number of Taylor series expansion terms. 
5.1. Case I 
Tables 1, 2 and 3illustrate the relative frequency and amplitude estimates with the proposed method for case I. 
Comparing to the results obtained for no. of unknowns 6, duration of 0.04, 0.08 and 0.12sec at sampling rates 1000, 
1200, 2500, 5000, samples/sec the estimation of frequency and amplitude of voltage for no. of unknowns 6, duration 
0.12 sec at decided sampling rates, gives better results. Fig. 2 and 3 depicts the frequency and peak value estimates 
of voltage by LES approach using number of unknowns six for the duration of 0.12 sec at sampling rates 1000, 1200, 
2500, 5000 Hz. 
Table 1. Online estimated frequency and voltage magnitude, duration0.04s 
No. of 
Unknowns 
Sampling  
Frequency (Hz) 
Estimated Frequency ( Hz) Estimated Magnitude (V) 
Min Max Avg. Min Max Avg. 
6 1000 45.34 60.28 49.83 6.69 7.21 6.94 
6 1200 45.76 60.63 49.92 6.70 7.24 6.98 
6 2500 33.30 49.85 49.85 6.96 7.22 6.96 
6 5000 -165.2 64.64 48.17 6.95 7.44 7.20 
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Table  2. Online estimated frequency and voltage magnitude duration0.08s
No. of 
Unknowns 
Sampling  
Frequency (Hz) 
Estimated Frequency (Hz) Estimated Magnitude (V) 
Min. Max. Avg. Min. Max. Avg. 
6 1000 -15.58 61.84 49.63 6.85 7.12 6.98 
6 1200 47.47 51.68 49.97 6.85 7.10 6.97 
6 2500 46.48 54.84 49.95 7.08 7.34 7.21 
6 5000 40.25 50.08 49.83 7.11 7.21 7.34 
Table 3. Online estimated frequency and voltage magnitude, duration 0.12s
No. of 
Unknowns 
Sampling  
Frequency(Hz) 
Estimated Frequency(Hz) Estimated Magnitude (V) 
Min. Max. Avg. Min. Max. Avg. 
6 1000 49.89 52.91 50.34 6.91 7.20 7.04 
6 1200 49.10 51.2 50.13 6.93 7.09 7.01 
6 2500 49.0 51.0 49.88 7.04 7.27 7.15 
6 5000 49.4 50.8 49.92 7.07 7.22 7.14 
 
 
Fig. 2. Frequency and amplitude estimation number of unknowns=6, duration=0.12s (a) Fs=1000 Hz; (b) Fs=1200Hz 
 
Fig.3.Frequency and amplitude estimation number of unknowns=6, duration=0.12s;(a) Fs=2500Hz; (b) Fs=5000Hz. 
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5.2. Case II 
Tables 4, 5 and 6 illustrate the relative frequency and amplitude estimates with the proposed method for case II. 
Comparing to the results obtained for no. of unknowns 8, duration of 0.04, 0.08 and 0.12sec at sampling rates 1000, 
1200, 2500, 5000, samples/sec the estimation of frequency and amplitude of voltage for no. of unknowns 8, duration 
0.12 sec at decided sampling rates, gives better results.Fig. 4 and 5 depicts the frequency and peak value estimates of 
voltage by LES approach using number of unknowns six for the duration of 0.12 sec at sampling rates 1000, 1200, 
2500, 5000 Hz. 
Table 4. Online estimated frequency and voltage magnitude, duration 0.04s
No. of 
Unknowns 
Sampling 
Frequency (Hz) 
Estimated Frequency(Hz) Estimated Magnitude (V) 
Min. Max. Avg. Min. Max. Avg. 
8 1000 -1.45 338.3 51.94 6.07 7.77 6.93 
8 1200 15.3 83.33 49.04 6.17 7.72 6.96 
8 2500 -12.08 77.8 49.47 6.01 7.95 7.09 
8 5000 -132.2 1035.7 56.68 6.16 7.94 7.18 
Fig. 4. Frequency and amplitude estimation number of unknowns=8, duration=0.12s;(a) Fs=1000 Hz; (b) Fs=1200 Hz. 
 
Fig.5. Frequency and amplitude estimation number of unknowns=8, duration=0.12s; (a) Fs=2500 Hz; (b) Fs=5000 Hz. 
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Table 5. Online estimated frequency and voltage magnitude, duration 0.08s
No. of 
Unknowns 
Sampling 
Frequency(Hz) 
Estimated Frequency(Hz) Estimated Magnitude (V) 
Min. Max. Avg. Min. Max. Avg. 
8 1000 39.6 62.5 49.51 6.69 7.48 7.08 
8 1200 -55.3 61.8 47.72 6.73 7.47 7.09 
8 2500 25.6 60.2 49.68 6.80 7.51 7.16 
8 5000 31.8 73.8 50.64 6.82 7.50 7.20 
Table 6. Online estimated frequency and voltage magnitude, duration0.12s
No. of 
Unknowns 
Sampling 
Frequency(Hz) 
Estimated Frequency (Hz) Estimated Magnitude (V) 
Min. Max. Avg. Min. Max. Avg. 
8 1000 36.98 64.6 49.68 6.90 7.48 7.16 
8 1200 38.0 52.9 49.74 6.95 7.44 7.18 
8 2500 17.2 68.0 49.62 6.91 7.40 7.14 
8 5000 45.7 56.7 49.94 6.93 7.39 7.16 
6. Conclusion 
The algorithm for frequency tracking and amplitude measurement based on least squares error method was 
discussed and tested in laboratory. Experimental results and online tests indicate that the proposed method is suitable 
for measuring frequency and peak values of a signal. A study of case I and II shows that an error in estimating 
frequencies increases as the data window size increased. Data window size, sampling rate, time reference and 
Taylor’s series expansion are the critical parameters which affect the performance of the algorithm.  
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