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Abstract
Gibbs’ phenomenon occurs for most orthogonal wavelet expansions in one dimension. It also exists in
higher dimensions but fundamental concepts must be redeﬁned. This is done for both separable and non-
separable wavelet expansions in severable variables.
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1. Introduction
Gibbs’ phenomenon [5,10], which involves overshot of an approximation to a function near a
discontinuity, has been recognized for over a century. It has been shown to exists for many natural
approximations, e.g., those involving Fourier series and other classical orthogonal expansions
[14], orthogonal and sampling series of wavelets [8, 16,20,22], various approximations to integral
transforms [7]. A few attempts to extend the concept to higher dimensions have been made, but
have considered only Fourier approximations and special partial sums [6,11–13,19,21,23].
Recently there has been a surge of activity related to multi-dimensional wavelets, in particu-
lar those which are not tensor products of one-dimensional wavelets [1–4,9,15,17]. Since it has
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been shown by Shim and Volkmer [20] that all reasonable continuous wavelet expansions in one
dimension exhibit Gibbs’ phenomenon, one would expect that similar results holds in higher
dimensions. But this is not so clear, particularly for non-separable wavelets. In fact, the basic
concepts such as jump discontinuity in Rd must ﬁrst be redeﬁned as must Gibbs’ phenomenon
itself.
In this work we shall do so. We ﬁrst discuss jump discontinuity in Rd , and then prove a
local convergence theorem for wavelet approximations in Rd . This sets the stage for Gibbs’
phenomenon (henceforth frequently abbreviated as Gibbs) which we shall show to exist under
certain conditions.
2. Jump discontinuities in Rd
We shall assume that the functions are piecewise continuous, that is, continuous on Rd except
for a (d − 1)-dimensional hypersurface given by an equation g(x) = 0. Our prototype function
will be the function which takes the value 1 on a half space and 0 on its complement;
f(x) := H( · x), (2.1)
where  is a unit vector in Rd andH(t) is the Heaviside function on R, that is,H(t) = 1 if t > 0
and H(t) = 0 if t0. We ﬁrst investigate Gibbs for functions given by (2.1) and then use the
results to study the general case.
Let us assume that g ∈ C1(Rd), g(0) = 0 and ∇g(0) = 0. By the implicit function theorem
we can ﬁnd  > 0 such that the surface g(x) = 0 divides the ball B(0, ) into two connected
parts
Z+ := {x ∈ B(0, ) : g(x) > 0}, Z− := {x ∈ B(0, ) : g(x)0}. (2.2)
We call f piecewise continuous at 0 (with respect to g) if there are two continuous functions f±
on B(0, ) such that f (x) agrees with f±(x) on Z±. If f+(0) = f−(0) then we say that f has
a jump discontinuity at 0. Let
 := ∇g(0)|∇g(0)| (2.3)
be the unit normal to the surface at 0. We will investigate the Gibbs’ phenomenon for the wavelet
approximation of f (x) when x approaches 0 along a line passing through 0 with direction vector
 satisfying  ·  = 0. We notice that if  ·  > 0 and ±a > 0 is sufﬁciently small then
a ∈ Z±.
Example. Let
g(x, y) = (x − 1)2 + y2 − 1.
The equation g(x, y) = 0 deﬁnes a circle which passes through the origin. Let f± : R2 → R
be continuous functions. We set f (x, y) = f+(x, y) for (x, y) outside the circle and f (x, y) =
f−(x, y) inside and on the circle. Then f is piecewise continuous at (0, 0). If f+(0, 0) =
f−(0, 0) we have at jump discontinuity at (0, 0). In this case  = (−1, 0) and we will con-
sider the Gibbs’ phenomenon along straight lines passing through the origin except for the line
x = 0.
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3. Multi-dimensional scaling functions
Scaling functions in higher dimensions satisfy the same sorts of properties as in one dimension.
They generate a multi-resolution analysis {Vm}m∈Z of closed subspaces of L2(Rd) such that:
(a) Vm ⊂ Vm+1,m ∈ Z;
(b) ∪j∈ZVj = L2(Rd).
The scaling function (x), x ∈ Rd , has the property that
{(x − n)}n∈Zd
is an orthonormal basis of V0. It satisﬁes a dilation equation
(x) =
∑
k
ck(Ax − k), {ck}k∈Zd ∈ l2(Zd), (3.1)
where A is the dilation matrix. In one dimension this is usually taken to be 2 and is often,
in particular in the separable case, taken to be 2I in higher dimensions. But some interesting
examples use other dilation matrices [2]. In any case, as observed in [3], Amust be non-singular,
map vectors of integers into vectors of integers, and must have eigenvalue all of whose moduli
exceed 1. In the non-separable examples introduced in [2], the matrix is
A =
(
0 2
1 0
)
(3.2)
which is easily seen to satisfy these properties.
The multi-resolution subspaces {Vm} are also related to the dilations based on A:
(c) f (x) ∈ Vm ⇔ f (Ax) ∈ Vm+1.
This ensures that {| detA|m/2(Amx − n)}n∈Zd is an orthonormal basis of Vm. Here detA is the
determinant of the matrix A.
The projection onto the subspace Vm of a function f ∈ L2(Rd) is given by the expression
fm(x) = (Pmf )(x) =
∫
Rd
qm(x, t)f (t) dt, (3.3)
where qm(x, t) is the reproducing kernel of Vm. It is given by
qm(x, t) = |detA|mq(Amx, Amt),
where q is given in turn by the scaling function series
q(x, t) =
∑
n∈Zd
(x − n)(t − n), (3.4)
where(t − n) is the complex conjugation of(t−n). In this paper we only consider real-valued
scaling functions, and so we do not need to use the overline.
From property (b) it follows that fm → f in the sense of L2(Rd). For the moment, we shall
assume that  is -regular in the sense of Meyer [18, p. 21], although many of our calculations
are valid for weaker conditions. This guarantees that the series (3.4) converges uniformly on Rd
in terms of x (or t) when t (or x) is ﬁxed. We also have the property [18, p. 33] that∣∣∣xt q(x, t)
∣∣∣ Ck(1+ |x − t|)−k for every k ∈ N, (3.5)
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where  = (1, 2, . . . , d),  = (1, 2, . . . , d), || = 1 + 2 + · · · + d, and || =
1 + 2 + · · · + d. It also follows [18, p. 38] that
P(x) =
∫
Rd
qm(x, t)P (t) dt
for every polynomial P of degree .
If  is at least 0-regular, the projection Pmf deﬁned by (3.3) remains meaningful if f (x) is
measurable and has at most polynomial growth as |x| → ∞, for example, we can deﬁne Pmf for
the function f (x) = H( · x). This is due to the rapid decay of the reproducing kernel.
We recall the deﬁnition of Gibbs in one dimension before we move to Gibbs in higher
dimensions.
Let f be a function deﬁned on R with a jump discontinuity at x0, which we assume, without
loss of generality to satisfy f (x+0 ) > f (x
−
0 ). We also let (Snf )(x) be the approximation to f
where {Snf }n∈N is a sequence of operators associated with the given system of basis functions.
Deﬁnition 1. The approximation (Snf )(x) exhibits Gibbs at x0 if one or both of the following
holds:
(1) There exists a sequence {xn}n∈N such that (x0 <)xn → x0 as n→∞ and limn→∞(Snf )(xn)
> f (x+0 ).
(2) There exists a sequence {yn}n∈N such that (x0 >)yn → x0 as n→∞ and limn→∞(Snf )(yn)
< f (x−0 ).
For the trigonometric basis functions, (Snf )(x) is the nth partial sum of the Fourier series
and for wavelets it is the orthogonal projection of f onto the subspace Vn. If (Snf )(x) is shift
invariant, it is enough to study Gibbs at 0 because, by taking g as g(x) = f (x − x0), we can
easily see that Gibbs of (Sng)(x) at x0 is equivalent to Gibbs of (Snf )(x) at 0.
The Fourier series is shift invariant for all real numbers, but wavelet approximation is shift
invariant only with respect to dyadic rational numbers, that is, 2−nk, for n ∈ N, k ∈ Z. If we are
interested in Gibbs at a dyadic rational numbers, it is still enough to study Gibbs at 0 for wavelet
series.
To rule out points of continuity in studying Gibbs it is necessary to have a certain kind of
local convergence. Let f be continuous on I and (Snf )(x) be a continuous function on I for each
n ∈ N.We also suppose that Snf converges locally uniformly at x0 ∈ I . Under these assumptions,
we have the property that if (xn), xn ∈ I , is a sequence converging to x0 ∈ I , then
lim
n→∞ (Snf )(xn) = f (x0),
that is, there is no Gibbs.
Here we provide a local convergence theorem of wavelet expansions for regular wavelets. Let
 : Rd → R be a 0-regular scaling function with the dilation matrix A = 2I and fm = Pmf
be the associated wavelet approximation for f . Then we have the following local convergence
property.
Lemma 1. Suppose f : Rd → R is bounded and measurable. LetK be a compact subset of Rd .
If f is continuous at every point x ∈ K then fm(x) converges to f (x) as m →∞ uniformly for
x ∈ K .
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Proof. By the regularity condition it is obvious that the series deﬁning fm(x) converges uniformly
for all x, and therefore fm(x) is a continuous function. Let C := supx∈Rd
∫
Rd |q(x, t)| dt. Using
compactness of K and the fact that f is continuous at every point of K , for a given  > 0, there
exists  > 0 such that
|f (t)− f (x)| < 
2C
whenever x ∈ K, t ∈ Rd , |t − x| < .
For x ∈ K consider the following:
|fm(x)− f (x)| =
∣∣∣∣
∫
Rd
qm(x, t)[f (t)− f (x)] dt
∣∣∣∣

∫
|t−x|<
|qm(x, t)||f (t)− f (x)| dt
+
∫
|t−x|
|qm(x, t)||f (t)− f (x)| dt
= I + J,
where I can be estimated as follows:
I 
2C
∫
|t−2mx|<2m
|q(2mx, t)| dt 
2
.
We choose k > d and estimate J as
J 
∫
|t−2mx|2m
2‖f ‖∞Ck
(1+ |t − 2mx|)k dt =
∫
|t|2m
2‖f ‖∞Ck
(1+ |t|)k dt
which converges to 0 as m → ∞. Therefore, there exists m0 such that J < /2 for all mm0.
So we have
|fm(x)− f (x)| <  for all mm0, x ∈ K,
that is, we have uniform convergence fm → f on K . 
It should be noted that Lemma 1 requires f to be continuous at each x ∈ K as a function on
Rd . It is not sufﬁcient to require that the restriction f |K : K → R is continuous.
4. Gibbs’ phenomenon for wavelets
A few attempts to extend the concept of Gibbs’ phenomenon to higher dimensions have
been made, but most have considered only Fourier approximations and special partial sums (see
[6,11–13,19,21,23]). Since we are interested primarily in wavelet approximations, we shall use
a deﬁnition appropriate to this setting. We adopt the following deﬁnition of Gibbs in higher
dimensions in the presence of a 0-regular scaling function.
Deﬁnition 2. Let f : Rd → R be bounded, measurable and piecewise continuous at 0 with a
jump discontinuity at 0. Let  be deﬁned by (2.3), and let  be a unit vector with  · = 0. Then the
wavelet approximation fm = Pmf of f is said to show Gibbs’ phenomenon at 0 in the direction
 if there is a sequence am such that 0 < am → 0 and fm(am) converges to a number greater
than f (0+) if f (0+) > f (0−) or to a number less than f (0+) if f (0+) < f (0−) as
m→∞.
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If f+(0) = f−(0) then Lemma 1 implies that fm(a)→ f (a) asm→∞ locally uniformly
at a = 0 for every direction  with  ·  = 0. Hence there is no Gibbs at 0.
We ﬁrst investigate Gibbs for the function (2.1) and prove a criterion which is similar to the
known one for a single dimension [16].
Theorem 1. Let  : Rd → R be a 0-regular scaling function with dilation matrixA. Let  and 
be eigenvectors ofA and the adjointA∗, respectively,with the same positive eigenvalues, and such
that || = || = 1 and  ·  > 0. Then the wavelet approximation of the function f (x) = H( · x)
exhibits Gibbs at 0 in the direction  if and only∫
·t>0
q(a, t) dt > 1 for some a > 0. (4.1)
Proof. The wavelet approximation fm is given by
fm(x)=
∫
·t>0
q(Amx, Amt)| detA|m dt
=
∫
·A−mv>0
q(Amx, v) dv. (4.2)
We have A∗ = 	, A = 	 with 	 > 0. Since
 · v = (A∗)m · A−mv = 	m · A−mv,
we obtain, for every b ∈ R,
fm(b) =
∫
·v>0
q(b	m, v) dv. (4.3)
If (4.1) holds then we set b = am = a	−m in (4.3) and ﬁnd
fm(am) =
∫
·v>0
q(a, v) dv > 1.
Therefore, the constant sequence fm(am) converges to a number greater than 1 and since 1 =
f (0+) > f (0−) = 0, we have Gibbs in the direction .
Conversely, suppose that there is a sequence am such that 0 < am → 0 and limm→∞ fm(am)
> 1. Obviously, there must be at least one m such that fm(am) > 1 so (4.3) yields (4.1) with
a = am	m. 
In the most commonly used case the dilation matrix is of the form A = 	I with 	 > 1. Then
all vectors are eigenvectors of both A and its adjoint with eigenvalue 	. Hence the hypotheses are
trivially satisﬁed.
If  and  are eigenvectors of Ap and (A∗)p, respectively, for some given positive integer
p then a similar proof shows that the subsequence {fkp}∞k=1 of the wavelet approximation of
f (x) = H( · x) shows Gibbs at 0 in the direction  if and only if (4.1) holds. For example, the
dilation matrix A deﬁned by (3.2) satisﬁes A2 = 2I , so it is natural to choose p = 2.
We now extend Gibbs to other functions with jump discontinuities taking advantage of the
following lemma. In the rest of this section  is a 0-regular scaling function with dilation matrix
A = 2I .
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Lemma 2. Let f : Rd → R be bounded and measurable. Consider the cone
C := {x ∈ Rd : |x · | cos 
|x|}, (4.4)
where 
 ∈ (0, /2] and  ∈ Rd is a unit vector. Suppose that
(a) f (x) = 0 on C;
(b) limb→0+ f (by) = 0 for almost all y ∈ Rd .
Then fm(a) converges to 0 as m→∞ uniformly for a ∈ R.
Proof. Using (a) we may write fm as follows:
fm(x) =
∫
Rd
qm(x, t)f (t) dt =
∫
Rd\C
qm(x, t)f (t) dt. (4.5)
If x = a with a ∈ R and t ∈ Rd \ C then |x − t| sin 
 |t| so
|qm(x, t)|Ck2m(1+ 2m|x − t|)−kCk2m(1+ 2m sin 
|t|)−k,
where k > d . Therefore, substituting s = 2mt in (4.5) we get
|fm(a)|Ck
∫
Rd
(1+ sin 
|s|)−k|f (2−ms)| ds.
Now applying (b), Lebesgue’s dominated convergence theorem yields that fm(a) → 0 as
m→∞ uniformly for a ∈ R. 
Theorem 2. Let f : Rd → R be bounded, measurable and piecewise continuous at 0 with a
jump discontinuity at 0 in the sense of Section 2. Let  be deﬁned by (2.3), and let  ∈ Rd be a
unit vector with  ·  > 0. Then the wavelet approximation of f exhibits Gibbs’ phenomenon at
0 in the direction  if and only if (4.1) holds.
Proof. Let , Z±, f± be as in Section 2. Replacing f (x) by a linear combination f (x) + 
if necessary, we may assume that f+(0) = 1 and f−(0) = 0. Let 
 ∈ (0, /2) be an angle
less than /2 − , where  is the angle between  and . Deﬁne the cone C by (4.4) and set
C± = {x ∈ C : ±x ·  > 0}. Then C+, C− lie on opposite sides of the tangent plane x ·  = 0. If
 > 0 is sufﬁciently small then also C± ∩ B(0, ) ⊂ Z±. Let F be the function which is equal
to 1 on C+ ∪ Z+ and equal to 0 everywhere else. The function f (x) − F(x) is continuous at
every point a for a sufﬁciently close to 0. Therefore, by Lemma 1, the wavelet approximation
of f shows Gibbs at 0 in the direction  if and only if the wavelet approximation of F does.
Now consider the function G(x) := F(x) − H( · x). This function may not be continuous at
0, so we may not be able to apply Lemma 1. However, it is easy to check that G(x) satisﬁes the
assumptions of Lemma 2. We conclude that Gm(a) → 0 as m → ∞ uniformly for a ∈ R.
Therefore, the wavelet approximation of f shows Gibbs at 0 in the direction  if and only if
the wavelet approximation of H( · x) does. Therefore, application of Theorem 1 completes
the proof. 
The natural question now is to determine vectors ,  which satisfy condition (4.1) for a given
scaling function . While it is possible to compute the integral in (4.1) the computations will be
cumbersome especially in high dimensions. Therefore, in the next section we adopt the indirect
approach from [20].
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5. All regular wavelets with dyadic dilation matrix exhibit Gibbs’ phenomenon
According to [18, p. 33], -regular multi-resolution approximation reproduces polynomials up
to degree , that is,
∫
Rd
q(x, t)t dt = x := x11 x22 . . . xdd (5.1)
for every multi-index  = (1, 2, . . . , d) ∈ Nd such that ||. We shall require only that the
scaling function be 0-regular unless stated otherwise.
We recall periodicity of the kernel q(x, t), that is,
q(x + n, t + n) = q(x, t) for all x, t ∈ Rd , n ∈ Zd . (5.2)
We ﬁrst take  = (1, 0, 0, . . . , 0) ∈ Rd and consider
r(x) := r(x) = H(x1)−
∫
t1>0
q(x, t) dt. (5.3)
More generally  will be treated at the end of this section.
We collect some properties of r(x).
Lemma 3. The function r(x) satisﬁes
r(x + n′) = r(x) for all x ∈ Rd and n′ = (0, n2, . . . , nd) ∈ Zd . (5.4)
Moreover, for every k ∈ N there is a constant C such that
|r(x)|C(1+ |x1|)−k for all x ∈ Rd . (5.5)
Proof. Eq. (5.4) follows from (5.2) and (5.3). Let x10. Then
r(x) = −
∫
t1>0
q(x, t) dt.
By (3.5), there is a constant C1 such that
|r(x)|C1
∫
t1>0
(1+ |x − t|)−k−d dt = C1
∫
t1>|x1|
(1+ |t|)−k−d dt. (5.6)
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If S denotes the surface area of the unit sphere in Rd−1 then∫
Rd−1
(1+ |t|)−k−d dt2 . . . dtd = S
∫ ∞
0
sd−2
(
1+
√
t21 + s2
)−k−d
ds
 S
∫ ∞
0
(
1+
√
t21 + s2
)−k−2
ds
 S2(k+2)/2
∫ ∞
0
(1+ |t1| + s)−k−2 ds
= S2
(k+2)/2
k + 1 (1+ |t1|)
−k−1.
Using this estimate in (5.6), we ﬁnd a constant C2 such that
|r(x)|C2
∫ ∞
|x1|
(1+ t1)−k−1 dt1 = C2
k
(1+ |x1|)−k.
If x1 > 0 we use (5.1) with  = 0 to write
r(x) = 1−
∫
t1>0
q(x, t) dt =
∫
t1<0
q(x, t) dt.
Now we estimate |r(x)| in a similar way to complete the proof of (5.5). 
We introduce the region
F := {(x1, x2, . . . , xd) : x1 ∈ R, xj ∈ [0, 1) for j = 2, 3, . . . , d}.
Lemma 4. For every k ∈ N there is a constant C such that∫
F
|q(x, t)r(x)| dxC(1+ |t|)−k for all t ∈ Rd .
Proof. Let k ∈ N. Using (3.5) and (5.5), there is a constant C1 such that, for all x, t ∈ Rd ,
|q(x, t)r(x)|C1(1+ |x − t|)−k(1+ |x1|)−k−2.
We apply the inequality
(1+ |a|)(1+ |b|)1+ |b− a| for a,b ∈ Rd
and obtain
|q(x, t)r(x)|C1(1+ |x′ − t|)−k(1+ |x1|)−2,
where x′ := (0, x2, . . . , xd). It follows that∫
F
|q(x, t)r(x)| dx2C1 sup{(1+ |x′ − t|)−k : x2, x3, . . . , xd ∈ [0, 1)}.
Since |t| |t − x′| + |x′| |t − x′| + √d − 1 we ﬁnally obtain∫
F
|q(x, t)r(x)| dx2C1(1+
√
d − 1)k(1+ |t|)−k. 
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Lemma 5. For every t1 ∈ R,∫
Rd−1
∫
F
q(x, t)r(x) dx d t˜ = 0,
where t˜ = (t2, t3, . . . , td ).
Proof. Let n ∈ Zd . Then∫
Rd
(x − n)r(x) dx=
∫
x1>0
(x − n) dx −
∫
Rd
(x − n)
∫
t1>0
q(x, t) dt dx
=
∫
x1>0
(x − n) dx −
∫
t1>0
∫
Rd
(x − n)q(x, t) dx dt
=
∫
x1>0
(x − n) dx −
∫
t1>0
(t − n) dt
= 0,
where the application of Fubini’s theorem is easily justiﬁed. It follows that, for every t ∈ Rd ,
∫
Rd
q(x, t)r(x) dx =
∫
Rd
∑
n∈Zd
(t − n)(x − n)r(x) dx = 0 (5.7)
because the interchange of sum and integral is justiﬁed by the decay of  and boundedness of r .
By Lemma 4, q(x, t)r(x) is integrable as a function of x ∈ F and t˜ = (t2, . . . , td ) ∈ Rd−1 for
ﬁxed t1. Therefore, summing over n′ = (0, n2, . . . , nd) ∈ Zd we obtain∫
Rd−1
∫
F
q(x, t)r(x) dx d t˜=
∑
n′
∫
[0,1)d−1
∫
F
q(x, t − n′)r(x) dx d t˜
=
∫
[0,1)d−1
∑
n′
∫
F
q(x, t − n′)r(x) dx d t˜. (5.8)
Now we use (5.4) to write
q(x, t − n′)r(x) = q(x + n′, t)r(x) = q(x + n′, t)r(x + n′).
Therefore, (5.7) and (5.8) give
∫
Rd−1
∫
F
q(x, t)r(x) dx d t˜ =
∫
[0,1)d−1
∫
Rd
q(x, t)r(x) dxd t˜ = 0. 
Theorem 3. If the scaling function  is -regular then
∫
F
x1 r(x) dx = 0 for every  = 0, 1, . . . , .
Proof. By (5.5), x1 r(x) is integrable on F. Using property (5.1), we obtain∫
F
x1 r(x) dx =
∫
F
∫
Rd
q(x, t)t1 r(x) dt dx.
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Now Lemma 4 allows us to interchange integrals, so
∫
F
x1 r(x) dx =
∫ ∞
−∞
t1
(∫
Rd−1
∫
F
q(x, t)r(x) dx dt2 . . . dtd
)
dt1 = 0.
We used Lemma 5 in the last step. 
We now apply Theorem 3 to show that Gibbs must occur.
Theorem 4. Let  be a 1-regular scaling function on Rd with dilation matrix A = 2I . Then the
wavelet approximation of H(x1) shows Gibbs’ phenomenon at 0 in some direction .
Proof. The condition for Gibbs to exist can be expressed in terms of r in (5.3) instead of the
integral in (4.1). If r(x) < 0 for some x with x1 > 0, then
1−
∫
t1>0
q(x, t) dt < 0
and hence Gibbs exists in the direction of x. Similarly if r(x) > 0 for some x with x1 < 0. Let
us assume, if possible, there is no Gibbs in any direction. Then r(x)0 for all x with x1 > 0 and
r(x)0 for all x with x1 < 0. Since  is 1-regular, Theorem 3 yields∫
F
x1r(x) dx = 0.
Since we assumed that x1r(x)0 on Rd it follows that r(x) = 0 almost everywhere in F. But
this cannot happen because r(x)−H(x1) is a continuous function onRd whileH(x1) has a jump
at x1 = 0. Therefore, we obtain a contradiction which proves that Gibbs occurs in at least one
direction. 
The proof shows that we can ﬁnd x ∈ F such that x1r(x) < 0. By (5.4), we conclude that
we also have x1r(x + n′) < 0 for every n′ = (0, n2, . . . , nd) ∈ Zd . So if we have Gibbs in the
direction of x we also have Gibbs in the directions of x + n′ for every n′. As an example, let
us consider the case d = 2. We ﬁnd  = (1, 2) with 1 = 0, 02 < 1 so that the wavelet
approximation ofH(x1) showsGibbs in the direction . Then there is alsoGibbs in the directions
of (1, 2+n) for any integer n. In particular, there isGibbs in directions (1, 2)with arbitrarily
large slope 2/1.
We now look at the wavelet approximation of f(x) = H( · x) for more general . We assume
given a unit vector  such that
 ∈ Zd for some  > 0, (5.9)
and consider
r(x) = H( · x)−
∫
·t>0
q(x, t) dt. (5.10)
Using Schmidt’s orthogonalization process, we construct a d × d orthogonal matrixQ such that
 forms the ﬁrst column of Q and such that Q is a matrix with integer entries for some  > 0.
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For example, in the case d = 2 we may take
Q =
(
1 −2
2 1
)
so that we can choose  = . In dimensions d > 2 it will not always be possible to choose  = .
In (5.10) we transform t = Qs and obtain, for all y = (y1, y2, . . . , yd) ∈ Rd ,
r(Qy) = H(y1)−
∫
s1>0
q(Qy,Qs) ds.
Therefore, r(Qy) is of the form (5.3) but with the kernel q(x, t) replaced by its orthogonal
transform q(Qy,Qs). Since Q has integer entries we obtain from (5.2)
q(Q(y+ n),Q(s+ n)) = q(Qy,Qs) for all y, s ∈ Rd ,n ∈ Zd . (5.11)
The orthogonally transformed kernel q(Qy,Qs) thus shares all properties with q that we used in
the proof of Theorem 3 except for the appearance of the factor  in (5.11). Therefore, if we deﬁne
F := Q{(y1, y2, . . . , yd) : y1 ∈ R, yj ∈ [0, ) for j = 2, 3, . . . , d}, (5.12)
we obtain the following result.
Theorem 5. Let  be an -regular scaling function and  ∈ Zd for some  > 0. Then with F
deﬁned by (5.12) with suitable  > 0 and r deﬁned by (5.10) we have∫
F
( · x)r(x) dx = 0 for every  = 0, 1, . . . , .
Repeating the proof of Theorem 4 we obtain our main theorem as follows.
Theorem 6. Let  be a 1-regular scaling function on Rd with dilation matrix A = 2I . Let
 ∈ Rd be a unit vector such that  has integer components for some  > 0. Then the wavelet
approximation of H( · x) shows Gibbs’ phenomenon at 0 in some direction .
If the dilation matrix A is not a dyadic matrix, but is instead of the form A = aI , where
a is an integer greater than 2, the arguments above continue to hold. But in the general case,
we need to check the eigenvalues and eigenvectors of A to see if they satisfy the hypotheses of
the theorem. It is worthwhile to mention that recently constructed multi-dimensional wavelets
(see [1–3,9,15,17]) satisfy arbitrary high accuracy. Our conjecture is that they all exhibit Gibbs
but we have not as yet made the calculations.
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