Introduction
As part of our symplectic upbringing, our ancestors impressed upon us the Symplectic Creed:
"EVERYTHING IS A LAGRANGIAN SUBMANIFOLD" [11] .
To the uninitiated, this is a ridiculous statement; after all, the letter "X" is not even a manifold. (Exercise: prove this!) Here we attempt to clarify the situation somewhat. To put it as confusingly as possible:
There exist Lagrangian submanifolds which are not Lagrangian submanifolds.
Specifically, we study the degree to which certain (R-)Lagrangian subspaces, namely, graphs of real linear symplectic transformations, fail to be (I-)Lagrangian subspaces, in the setting of complex symplectic linear algebra. The basic formalism is of course not new; indeed, complex symplectic structures naturally appear in the theory of differential equations and have been studied through that lens (see, for example, [8] and [9] , or [3] for another perspective). The point of view of this paper is that elementary linear-algebraic aspects remain unexplored.
First we recall the real setting: a real symplectic vector space is by definition a pair (V, ω), where V is a finite-dimensional vector space over R and ω is a non-degenerate alternating bilinear form on V . The basic example is R n x × R n ξ with the symplectic form ω = n j=1 dξ j ∧ dx j :
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In fact, this is essentially the only example; it is well-known that for a general symplectic vector space (V, ω) one can find a basis {e 1 , . . . , e n , f 1 , . . . , f n } for V such that, for all j, k, ω(e j , e k ) = 0, ω(f j , f k ) = 0, and ω(f j , e k ) = δ jk .
Such a basis is called a symplectic basis, and ω is of the form (1) in these coordinates. (In particular, a symplectic vector space is necessarily even-dimensional.) Note that ω vanishes on the span of the e j , and it vanishes on the span of the f j ; such a subspace is called a Lagrangian subspace: a maximal subspace on which ω vanishes. (A Lagrangian subspace of V is necessarily of dimension n.)
The symplectic formalism is fundamental in Hamiltonian mechanics: the symplectic form provides an isomorphism between tangent space and cotangent space, mapping the Hamiltonian vector field of a function f to the differential of f :
This is equivalent to the property that a symplectic basis is mapped to a symplectic basis.
Let (V, ω V ) and (W, ω W ) be (real) symplectic vector spaces. Then
is a symplectic vector space. (Strictly speaking, we should write i * ω V − j * ω W , where i : V × W → V and j : V × W → W are the natural projections.) We write ω = ω V − ω W so that, by definition,
The following standard fact 1 justifies this choice of the symplectic form:
H : V → W is a linear symplectic transformation if and only if
is a Lagrangian subspace of (V × W, ω).
For a basic example, let
be a linear symplectic transformation. Then graphH is a Lagrangian subspace for
The point of view of this paper is to consider graphH as an R-linear subspace of a complex symplectic vector space. After all, with z j = x j + iy j and ζ j = ξ j + iη j , we have the complex symplectic form
(a non-degenerate alternating bilinear form over C), which is equivalent to the two real symplectic forms
Thus the graph of H : R 2n x,ξ → R 2n y,η may be considered as an R-linear R-Lagrangian subspace of (C n z × C n ζ , ω C ) (that is, Lagrangian with respect to Re ω C ).
or, in terms of (z, ζ), we have
is given by
The symplectic form Re ω C vanishes, but the symplectic form Im ω C might not vanish; that is, graph C H is R-Lagrangian but not necessarily I-Lagrangian.
We have thus defined a map from the group of symplectic matrices to the space of skew-symmetric matrices
The main result of the paper is that we can explicitly construct a generating function Φ for H and thus give an alternate characterization of ω C | graph C H and hence of X:
Moreover, our construction provides an explicit general formula for Φ.
In Section 2, we study elementary linear-algebraic properties of X. In Sections 3 and 4, we write ω C | graph C H in terms of the generating function of H, and we provide an explicit construction; this proves Theorem 1. In Section 5, we give an application: we give an explicit formula for the metaplectic representation of Sp(2n, R) in terms of the generating function we constructed. Finally, in the Appendix, we state partial results about the image of X.
Elementary Properties of X
We first note some standard facts about symplectic matrices that will be used throughout the paper; for further information, see, for example, [1] or [4] . We write
for the matrix representing the standard symplectic form.
Proposition 2. [4] Let H ∈ GL(2n, R).
Then the following are equivalent:
The study of X is complicated by the fact that Sp(2n, R) is a Lie group and so(2n, R) is a Lie algebra. We may write X simply as
but it is a linear map restricted to a non-linear domain.
We take some preliminary examples.
Examples of Symplectic Matrices and Their Images Under
In particular,
Thus in Examples 2 and 3, graph C H is an RI-subspace (R-Lagrangian and I-symplectic). And in Example 4, graph C H is a C-Lagrangian subspace (R-Lagrangian and I-Lagrangian).
The exact nature of the image of X is an open question. The following is a partial result; for additional partial results, we refer to the appendix.
Proof. We fix k ∈ {0, 1, . . . , n} and write
The last statement of the proposition follows from (3).
In the appendix we revisit the question of the image of X, but for now we proceed to construct the generating function of H, to give an alternative representation of X.
Generating Functions: When B is Invertible
Generating functions (in the sense of symplectic geometry) were discovered by Sir William Rowan Hamilton in his extensive work on optics. In modern language (and in the linear case), light rays are specified by the following data: R 2
x is a plane of initial positions perpendicular to the optical axis of the system, ξ ∈ R 2 are the initial "directions" (multiplied by the index of refraction), R 2 y is a plane of terminal positions, and η ∈ R 2 are the terminal directions. The spaces R 4
x,ξ and R 4 y,η are given the standard symplectic structures. Taken piece by piece, the optical system consists of a sequence of reflections and refractions for each light ray, the laws of which were long known; Hamilton's discovery was that, taken as a whole, the optical system is determined by a single function, the generating function, or, as Hamilton called it, the characteristic function, of the optical system. The transformation from initial conditions to terminal conditions is a symplectic transformation given by a single scalar-valued function, "by which means optics acquires, as it seems to me, an uniformity and simplicity in which it has been hitherto deficient" ( [7] , Section IV, Paragraph 20).
The optical framework explains why, in the symplectic matrix H = A B C D , the rank of B plays a special role in the following. The case B = 0 corresponds to perfect focusingall the rays from a given position x arrive at the same position y-and the case det B = 0 corresponds to no focusing. (See [6] for an exposition of symplectic techniques in optics.)
We proceed with the calculations.
We recall that
taken over the reals, is an R-Lagrangian subspace of (C n z × C n ζ , ω C ), and we note that
is an R-linear transformation whose kernel is given by (x, ξ) ∈ {0} × kerB. Thus it is an R-linear isomorphism if and only if B is invertible. In this case, the general theory of symplectic geometry gives the existence of a real C ∞ function Φ defined on graph C H such that graph C H = {z, −2 ∂Φ ∂z (z); z ∈ C n }.
Hence if det B = 0, then
where we write z = p + iq, so that
This function appears in equation (4.54) of [4] and in §11 of [6] . (Note that B −1 A and DB −1 are symmetric since H is symplectic.) Substituting p = x and q = Ax + Bξ, we arrive at the following expression, with the obvious abuse of notation:
Or, writing Φ with respect to z and z, we have
We can directly compute ω C restricted to graph C H in terms of z and z:
If we substitute
then after a lengthy mechanical calculation we recover the expression
Generating Functions: When B is Not Invertible
When B is not invertible, we seek Φ = Φ(z, θ) ∈ C ∞ (C n × R N ) such that
∂Φ ∂θ (z, θ) = 0}. We follow the general method outlined by Guillemin and Sternberg [5] .
Since W is an R-Lagrangian subspace, we know that W ∩ Y and P W ⊂ X are orthogonal with respect to Re ω C , where P is the projection onto X along Y . Indeed,
and we can check directly that, with ξ ∈ kerB,
Since graph C H is not a C-linear subspace but an R-linear subspace, for now we prefer to write W ∩ Y = {(0, ξ; 0, Dξ); ξ ∈ kerB} P W = {(x, 0; Ax + Bξ, 0); (x, ξ) ∈ R 2n }.
We note that P W ⊕ (W ∩ Y ) has real dimension 2n, hence is a Lagrangian subspace of (R 4n , Re ω C ).
We seek to write graphH as the graph of a function from P W ⊕ (W ∩ Y ) to a complementary Lagrangian subspace; as a first step, we choose a convenient symplectic basis. We let {b 1 , . . . , b k } be an orthonormal basis for ker B and extend to an orthonormal basis {b 1 , . . . , b n } for R n , so that {(0, b j ; 0, Db j ); j = 1, . . . , k} is a basis for W ∩ Y , and {(0, 0; Bb j , 0); j = k + 1, . . . , n} ∪ {(b j , 0; Ab j , 0); j = 1, . . . , n} is a basis for P W . We then extend to the following symplectic basis for (R 4n , Re ω C ): where the {β j } n j=k+1 satisfy
One advantage of using this particular symplectic basis (7) is that the vectors on the left are all "horizontal," and the vectors on the right are all "vertical." (The arrows signify the symplectically-dual pairs.)
The following proposition implies the existence of {β j } n j=k+1 .
Proposition 4. The set {Ab 1 , . . . , Ab k , Bb k+1 , . . . , Bb n } is a basis for R n .
Proof. Suppose
We take the dot product with Db J , J ∈ {1, . . . , k}, to get α 1 = · · · = α k = 0, and the rest are zero by the linear independence of {Bb k+1 , . . . , Bb n }.
Thus for J ∈ {k + 1, . . . , n} we can take β J to be the unique vector orthogonal to the set {Ab 1 , . . . , Ab k , Bb k+1 , . . . , Bb J , . . . , Bb n } (where the wide hat denotes omission) and satisfying
We will now describe graphH in terms of the above symplectic coordinate system: we write a general linear combination of the 4n vectors and find necessary and sufficient conditions on the coefficients to make the vector in graphH. Explicitly, we write the general vector in R 4n as
(the superscript primes and double-primes are not necessary but are useful for bookkeeping), and we will describe graphH as (t ′ , θ ′′ ) as a function of (t ′′ , θ ′ ).
We would now like to invert the matrix on the left to get (t ′ , θ ′′ ) as a function of (t ′′ , θ ′ ).
Once we do that, we are close to our goal of expressing graphH in terms of a generating function Φ. Letting Π denote the orthogonal projection onto ker B, we find that the inverse of the matrix on the left side of equation (10) is
Thus, defining the functions
′′ n+j for i = 1, . . . , n, the equation (10) is equivalent to the conditions
and we note that
allowing us to define
Thus the conditions for the vector to be in graphH are equivalent to the conditions
We now define
Then in (t ′ , t ′′ ; θ ′ , θ ′′ )-coordinates, graphH is given as
Or, written in terms of the standard basis, graphH is the set of
We return to complex coordinates, in the standard basis; for that purpose we write the "horizontal" parts of (11) as:
That is,
With the same notation as before, the inverse transformation is given by (12)
. . , n}, and
We write the "vertical" part of (11) as:
Using t = t(z) to denote the transformation (12), we define Φ(z, θ) := ϕ(t(z), θ) so that (13) says ζ = −2 ∂Φ ∂z (z, θ). In summary, we now have the following expression for graph C H:
∂Φ ∂θ (z, θ) = 0}, where the θ ∈ R 2n are considered as auxiliary parameters, as in (6) .
As for ω C | graph C H , we use the expression
where the variables are related by the conditions
Of course, from Section 1, we know that (15) is equal to
We leave it as an exercise for the reader to compute Φ and its derivatives in the cases when B = 0 and when B is invertible (to be compared with the generating function (4) in Section 3).
Application: the Metaplectic Representation
The above generating function Φ, for an arbitrary H ∈ Sp(2n, R), has the property that the 1-forms d
are linearly independent. Equivalently, with the notation from the previous section, the matrix 
has linearly independent columns. (The asterisks denote irrelevant components.) This condition says that that quadratic form Φ = Φ(z, θ) is a non-degenerate phase function in the sense of semiclassical analysis [2] . Thus we can express the metaplectic representation of H ∈ Sp(2n, R) in terms of the generating function Φ:
for 0 < h and some constant a which makes µ(H) unitary on L 2 (R n ). (See [2] for the analytical details.) These are the operators of "Fresnel optics"-a relatively simple model theory for optics which accounts for interference and diffraction-describing the propagation of light of wavelength h [6] . Folland says: "it seems to be a fact of life that there is no simple description of the operator µ(A) that is valid for all A ∈ Sp" ( [4] , page 193); however, we believe that (17) is such a description.
Appendix. Open Problem: Is X Surjective?
The work leading to this paper was motivated by the following, still unanswered, question: Is the map X : Sp(2n, R) → so(2n, R) a surjection?
It is sometimes convenient to work with the extension of X to all of M 2n (R):
Then X : M(2n, R) → so(2n, R) is a linear epimorphism with kernel sp(2n, R), the symplectic Lie algebra (see, for example, Proposition 4.2 of [4] ). Thus the map X| Sp(2n,R) is surjective if and only if every element of the quotient space M(2n, R)/sp(2n, R) contains a symplectic matrix. So our question is:
Question: Can every M ∈ M(2n, R) be written as M = H + A for some H ∈ Sp(2n, R) and some A ∈ sp(2n, R)? 
