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[1] The significance levels of many reported episodes of
Accelerating Moment Release (AMR, a cumulative func-
tion of earthquake magnitude with time) have been shown
to be too low to reject a range of alternative hypotheses
[Hardebeck et al., 2008]. While Mignan [2008] acknowl-
edges the deficiency of power-law fitting alone for fore-
casting large events via AMR, this and the proceeding study
[Mignan and Di Giovambattista, 2008] do not address an
underlying problem of applying standard regression methods
to cumulative data. We consider this a timely opportunity to
emphasize why regression on any cumulative quantity
requires the utmost care and is at best avoided. This
cautionary comment is relevant to a wide range of applica-
tions in geophysics and elsewhere.
[2] Each measurement in a cumulative quantity depends,
via summation, on all the preceding measurements in
addition to the current increment. Even in the simple case
of independent Gaussian increments equally spaced in time,
their cumulative sum is the familiar 2-D random walk (in
3-D, Brownian motion) with periodicities on all timescales.
Low-frequency components have higher amplitudes (hence
the spectral description ‘red noise’) and any trend one
seeks will generally be found somewhere. Figure 1 is an
example of such a process, including two arbitrarily chosen
random trends whose high R2 values clearly tell us nothing
about the process that generated them. The main problem
with the use of cumulative data is that such spurious trends
arise everywhere, even without a systematic driver. For
example, Hardebeck et al. [2008] demonstrate the ease
with which apparent AMR can be identified in simulated
data containing no real AMR, attributing many such events
to careful data selection. Our point here is that this is a
general problem caused by the inapplicability of standard
regression methods to cumulative data.
[3] While one may in some circumstances be confident
that random trends are consistently dominated by a larger
systematic trend, a further obstacle is the failure to meet the
requirements for conventional regression. Regardless of the
details – linear, non-linear, least squares, Poisson – regression
will not maximize the likelihood of the data given the fit
unless the residuals (differences between data and fit) are
independent. Cumulative data, however, are highly corre-
lated, and residuals around a low-frequency fitted function
will display correlation due to trends on shorter timescales.
Furthermore, if the distribution of residuals is non-Gauss-
ian then the least-squares method is inappropriate even for
independent residuals [see, e.g., Greenhough and Main,
2008]. Statistics derived from all such regressions are
therefore ambiguous. For example, whereas it is common
practice to search for AMR by comparing linear and
power-law least-squares fits to cumulative functions of
magnitude (or of event numbers) against time (the c value
[see Mignan et al., 2006, and references therein]), finding
a lower root-mean-square residual for the power law does
not imply that it is the more likely underlying trend. In
spite of warnings in standard texts such as Box and
Jenkins [1970], many other examples of potentially spuri-
ous regression have been identified and discussed in the
fields of climate reconstruction [Thejll and Schmith, 2005],
energy consumption [Lawson, 2007], global consciousness
[Scargle, 2002], and economics [Phillips, 1986]. Since
models of these and other physical systems can carry
significant human impact, the fundamental shortcomings
outlined here should not be ignored.
[4] It is therefore preferable to examine incremental data,
especially where their independence allows rigorous testing
for secular changes; a wealth of material on basic data
analysis exists both on line and in text books. For the
example in Figure 1, we could begin by checking for (i)
independence via a scatter plot and (ii) Gaussianity via a
quantile-quantile plot, and possibly try more sophisticated
diagnostics. If these assumptions are met, a Student’s t-test
could answer the question, ‘Is the mean increment during
the trend significantly different from the mean increment
preceding it?’. As expected for this artificial example, we
cannot reject the hypothesis that the mean increment is
constant. If the increments are correlated, however, then this
property must be modelled and subsequently removed.
When examining earthquake rates, for instance, one must
account for the clustering of events in space and time before
testing for changes in the underlying ‘background’ rate
[Marsan and Nalbant, 2005]. This requires the fitting of a
point-process model such as ETAS [Ogata, 1999], for
which software is readily available; though it is helpful to
plot the integrated fit alongside cumulative event numbers,
it is the individual event times and magnitudes that are used
to optimize correctly the parameters of the model. To test
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for AMR in data free from aftershock sequences, one could
fit a non-stationary Poisson model whose rate increases as a
power law with time. Although the parameters remain
sensitive to data selection, they represent the most likely
model for that selection which cannot, for the reasons
discussed above, be claimed for least-squares fitting to
cumulative data. Meaningful regression on cumulative data
is very challenging [Mizon, 1995] and can indeed be
avoided.
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Figure 1. Solid line: random walk consisting of an
independent increment (displacement) at each of 1000
intervals of 1 time unit. Increments are Gaussian-distributed
with mean 0 and variance 0.001. Dashed lines: arbitrary
examples of linear trends (R2 = 0.84 and 0.92 respectively)
arising randomly with no change in mean increment.
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