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We consider a family of birational transformations of two variables, depending on one parameter,
for which simple rational expressions with integer coefficients, for the exact expression of the dynam-
ical zeta function, have been conjectured. together with an equality between the (asymptotic of the)
Arnold complexity and the (exponential of the) topological entropy. This identification takes place
for the birational mapping seen as a mapping bearing on two complex variables (acting in a complex
projective space). We revisit this identification between these two quite “universal complexities”
by considering now the mapping as a mapping bearing on two real variables. The definitions of
the two previous “topological” complexities (Arnold complexity and topological entropy) are mod-
ified according to this real-variables point of view. Most of the “universality” is lost. However,
the results presented here are, again, in agreement with an identification between the (asymptotic
of some) “real Arnold complexity” and the (exponential of some) “real topological entropy”. A
detailed analysis of this “real Arnold complexity” as a function of the parameter of this family of
birational transformations of two variables is given. One can also slightly modify the definition
of the dynamical zeta function, introducing a “real dynamical zeta function” associated with the
counting of the real cycles only. Similarly one can also introduce some “real Arnold complexity”
generating functions. We show that several of these two “real” generating functions seem to have
the same singularities. Furthermore we actually conjecture several simple rational expressions for
them, yielding again algebraic values for the (exponential of the) “real topological entropy”. In
particular, when the parameter of our family of birational transformations becomes large, we obtain
two interesting compatible non trivial rational expressions. These rational results for real mappings
cannot be understood by any obvious Markov’s partition, or symbolic dynamics hyperbolic systems
interpretation.
PACS numbers: 05.45.+b, 03.20, 46.10, 47.52.+j, 05.50.+q, 02.90.+p
Key words : Arnold complexity, topological entropy, discrete dynamical systems of real variables, birational
mappings, Cremona transformations, rational dynamical zeta functions, complex mappings versus real mappings.
I. INTRODUCTION
The purpose of this paper is to sketch a classification of birational transformations based on various notions of
“complexity”. In previous papers [1–3] an analysis, based on the examination of the successive (bi)rational expressions
corresponding to the iteration of some given birational mappings, has been performed. When one considers the degree
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d(N) of the numerators (or denominators) of the corresponding successive rational expressions for the N -th iterate, the
growth of this degree is (generically) exponential with N : d(N) ≃ λN . λ has been called the “growth complexity” [4]
and it is closely related to the Arnold complexity [6]. A semi-numerical analysis, enabling to compute these growth
complexities λ for these birational transformations, has been introduced in [1,2]. It has been seen, on particular sets
of birational transformations [5], that these “growth complexities” correspond to a remarkable spectrum of algebraic
values [4].
These “growth complexities”, summing up the (asymptotic) evolution of the degree of the successive iterates, amount
to seeing these mappings as mappings of (two) complex variables. However, when one considers the phase portrait
of these mappings, one also gets some “hint” of the “complexity” of these mappings seen as mappings of (two) real
variables. In the following, we will consider a one-parameter dependent birational mapping of two variables. On
this very example, it will be seen, considering phase portraits corresponding to various values of the parameter, that
these “real complexities” vary for the different (positive) values of the parameter. Two universal (or “topological”)
measures of the complexities were found to identify [1,2], namely the (asymptotic of the) Arnold complexity [6] (or
growth complexity) and the (exponential of the) topological entropy [1]. The topological entropy is associated with the
exponential growth hN of the number of fixed points (real or complex) of the N -th iterate of the mapping : looking at
various phase portraits, corresponding to different values of the parameter (see below), it is tempting to define, in an
equivalent way, a “real topological entropy” associated with the exponential growth hNreal of the number of real fixed
points only of the N -th iterate of the mapping. This notion of “real topological entropy” would actually correspond to
the “visual complexity” as seen on the phase portrait of the mapping. Such a concept, corresponding to the evaluation
of the real complexity hreal of the mapping seen as a mapping bearing on real variables, would be less universal:
it would have only “some” of the remarkable topological universal properties of the topological entropy. Similarly,
it is also tempting to slightly modify the definition of the Arnold complexity [6]. The Arnold complexity [6], which
corresponds (at least for the mappings of two variables) to the degree growth complexity [2,3], is defined as the number
of (real or complex) intersections of a given (generic and complex) line with its N -th iterate : it is straightforward to
similarly define a notion of “real Arnold complexity” describing the number of real intersections of a given (generic)
real line with its N -th iterate. This real-analysis concept is, at first sight, also very well-suited to describe the “real
complexity” of the mapping as it can be seen in the phase portrait (see Fig.2 below). Recalling the identification,
seen on this one-parameter family of birational mappings, between the (asymptotic of the) Arnold complexity and the
(exponential of the) topological entropy [1,2], it is natural to wonder if this identification also works for their “real”
partners, or if, as the common wisdom could suggest, real analysis is “far less universal”, depending on a lot of details
and, thus, requires a “whole bunch” of “complexities” (Lyapounov dimensions, ...) to be described properly.
In order to see the previous identification even more clearly, one can also slightly modify the definition of the
dynamical zeta function, introducing a “real dynamical zeta function” associated with the counting of the real cycles
only, and, similarly, one can also introduce some “real Arnold complexity” generating functions. We will show
that several of these two “real” generating functions have the same singularities. Furthermore we will actually
conjecture several simple rational expressions for them, yielding, again, algebraic values for the (exponential of the)
“real topological entropy”. In particular, when the parameter of our family of birational transformations becomes
large, we will get an interesting non trivial rational expression. These rational results for real mappings cannot be
simply understood by any “obvious” Markov’s partition, or symbolic dynamics hyperbolic interpretation.
II. GROWTH (ARNOLD) COMPLEXITY FOR A BIRATIONAL MAPPING
A one-parameter family of birational mappings of two (complex) variables has been introduced in previous pa-
pers [2,8,9] (see definition (3) in [2]). This mapping actually originates from a lattice statistical mechanics framework
that will not be detailed here [8,10,11]. In the following, we will use the extreme simplicity of this mapping of two
(complex) variables to first compare two quite universal (topological) notions of “complexity” namely the growth
complexity λ, which measures the exponential growth of the degree of the successive rational expressions encountered
in an iteration (a notion which coincides with the (asymptotic of the) Arnold complexity1 [6]), and the (exponential
of the) topological entropy [12,13]. In section (IVC), we will go a step further and compare, more particularly, the
1 More precisely the Arnold complexity CA(N) is proportional (for plane maps) to d(N), the degree of the N-th iteration
of the birational mapping which behaves like d(N) ≃ λN . This “degree notion” was also introduced by A. P. Veselov in
exact correspondence with the general Arnold definition [6]. Note that the concept of Arnold complexity is not restricted to
two-dimensional maps.
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notion of “real” Arnold complexity versus the notion of “real” topological entropy. These two notions will be seen to
be suitable to describe the properties of the mapping seen as a mapping of real variables.
A. A one-parameter family of birational transformation
Let us consider the following birational transformation (see (3) in [2]) of two (complex) variables kǫ, depending on
one parameter ǫ :
kǫ : (yn+1 , zn+1) =
(
zn + 1− ǫ , yn ·
zn − ǫ
zn + 1
)
(1)
In spite of its simplicity, this birational mapping can, however, have quite different behaviors according to the actual
values of the parameter ǫ. For example, for ǫ = 0, as well as ǫ = −1, 1/2, 1/3 or 1, the mapping becomes integrable,
whereas it is not [9] for all other values of ǫ.
Let us now compare, in the following, two notions of “complexity” (Arnold complexity versus topological entropy)
according to various values of ǫ .
B. Semi-numerical approach for the growth complexity λ
The (growth) complexity λ, which measures the exponential growth of the degrees of the successive rational
expressions one encounters in the iteration of the birational transformation (1), can be obtained by evaluating the
degrees of the numerators, or equivalently of the denominators, of the successive (bi)rational expressions obtained in
the iteration process. One can actually build a semi-numerical method [1,2] to get the value of the complexity growth
λ for any value of the parameter ǫ. The idea is to iterate, with the birational transformation (1), a generic rational
initial point (y0, z0) and to follow the magnitude of the successive numerators, or denominators, of the iterates.
During the first few steps some accidental simplifications may occur, but, after this transient regime, the integer
denominators (for instance) grow like λn where n is the number of iterations. Typically, a best fit of the logarithm
of the numerator as a linear function of n, between n = 10 and n = 20, gives the value of λ within an accuracy of
0.1%. Let us remark that an integrable mapping yields a polynomial growth of the calculations [11] : the value of the
complexity λ has to be numerically very close to 1 .
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FIG. 1. Complexity λ, for kǫ, as a function of ǫ.
Fig.1 shows the values of the complexity growth λ as a function of the parameter ǫ. One remarks on Fig.1 that all
the values of ǫ (except a zero measure set) give a growth complexity λ ≃ 1.618. The calculations have been performed
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using an infinite-precision2 C-library [14]. This semi-numerical analysis [2] clearly indicates, that, beyond the known
integrable values [9] of ǫ, namely −1, 0, 1/3, 1/2, 1, two sets of values {1/4, 1/5, 1/6, · · · , 1/13} and {3/5, 2/3 , 5/7}
are singled out. This suggests that the growth complexity λ takes lower values than the generic one on two infinite
sequences of values of ǫ, namely ǫ = 1/n and ǫ = (m − 1)/(m+ 3) for n and m integers such that n ≥ 4 and m ≥ 7
and m odd.
C. Generating functions for the degree growth of the successive iterates
One can revisit all these results using the stability of the factorization schemes, performing exact formal (maple)
calculations. For instance, one can consider, for various values of ǫ, the degrees of the successive rational expressions
one encounters when performing the successive iterates, and build various generating functions3 corresponding to
these successive degrees. In particular, having singled out a set of values of ǫ , one can revisit these various values,
to see how the generic growth complexity λ ≃ 1.618 gets modified, and deduce the degree generating functions, and
the associated complexity λ, in each case. Let us denote by Gǫ(t) the degree generating function, corresponding,
for some given value of the parameter ǫ, to the degree of (for instance) the numerator of the z component of the
successive rational expressions obtained in the iteration process of transformation (1).
At this step, it is worth recalling, again, the notion of Arnold complexity [6] which corresponds to iterate a given
(complex) line and count the number AN of intersections of this N -th iterate with the initial line. It is straightforward
to see that these Arnold complexity numbers AN are closely linked to these successive degrees (see for instance [1,2]).
Actually, if one considers the iteration of the y = (1 − ǫ)/2 line4, the generating function of the AN ’s “almost”
identifies (often up to a simple t/(1+ t) factor) with the degree generating functions Gǫ(t). The “Arnold” generating
functions Aǫ(t), and the degree generating functions Gǫ(t), read (up to order fifteen for the “Arnold” generating
functions and order ten, or eleven, for the degree generating functions) :
Aǫ(t) =
t
1 + t
·Gǫ(t) =
t
1− t− t2
, A1/m(t) =
t
1 + t
·G1/m(t) =
t
1− t− t2 + tm+2
, (2)
A(m−1)/(m+3)(t) =
t
1 + t
·G(m−1)/(m+3)(t) =
t
1− t− t2 + tm+2
for m = 9 , 13 , 17 , 21 , . . . ,
A(m−1)/(m+3)(t) =
t · (1 − t(m+1)/2)
1 + t
·G(m−1)/(m+3)(t) =
t · (1 − t(m+1)/2)
1− t− t2 + tm+2
for m = 7 , 11 , 15 , . . . ,
where the expression for Gǫ(t) is valid for ǫ generic and the expressions for G1/m(t) are valid for m ≥ 4 , the
G(m−1)/(m+3)(t) for m ≥ 7 with m odd. One also has for various integrable value of ǫ :
A−1(t) =
t
1 + t
·G−1(t) =
t
1− t2
, A0(t) =
t
1 + t
·G0(t) =
t
(1− t) (1 + t)
,
A1(t) =
t · (1− t)
1 + t
·G1(t) =
t
1− t2
, A1/3(t) =
t · (1 + t) · (1− t)2
1 + t4
·G1/3(t) =
t · (1 + t)
1− t3
, (3)
A1/2(t) =
t
1 + t
·G1/2(t) =
t · (1− t9)
(1− t) · (1− t2) · (1− t3) · (1− t5)
.
These various exact generating functions are in agreement with the previous semi-numerical calculations. In partic-
ular, the first expression in (2) yields an algebraic value for λ in agreement with the generic value of the complexity
λ ≃ 1.618 of Fig.1 (and Fig.1 in [2]).
2 The multi-precision library gmp (GNU MP) is part of the GNU project. It is a library for arbitrary precision arithmetic,
operating on signed integers, rational numbers and floating points numbers. It is designed to be as fast as possible, both for
small and huge operands. The current version is : 2.0.2. Targeted platforms and Software/Hardware requirements are any
Unix machines, DOS and others, with an operating system with reasonable include files and a C compiler.
3Similar calculations of generating functions have been performed [2] using other representations of the mapping related to
3 × 3 matrices [15]. These generating functions, denoted Gǫ(x) in [2], are deduced from the existence of remarkable stable
factorization schemes [2,4,5]. These results are in complete agreement with the one given here for the mapping of two variables
(1) (see for instance equations (11), (12), (13) and (14) in [2]).
4Which is known to be a singled-out line for this very mapping [2] (see also, below, in sections (IVB), (V)).
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III. DYNAMICAL ZETA FUNCTION AND TOPOLOGICAL ENTROPY
It is well known that the periodic orbits (cycles) of a mapping k strongly “encode” dynamical systems [16]. The
fixed points of the N -th power of the mapping being the cycles of the mapping itself, their proliferation with N
provides a “measure” of chaos [17,18]. To keep track of this number of cycles, one can introduce the fixed points
generating function
H(t) =
∑
N
#fix(kN ) · tN (4)
where #fix(kN )) is the number of fixed points of kN , real or complex. This quantity only depends on the number of
fixed points, and not on their particular localization. In this respect, H(t) is a topologically invariant quantity. The
same information can also be coded in the so-called5 dynamical zeta function ζ(t) [13,20] related to the generating
function H(t) by H(t) = t ddt log(ζ(t)). The dynamical zeta function is defined as follows [16,19,20] :
ζ(t) = exp
(
∞∑
N=1
#fix(kN ) ·
tN
N
)
(5)
The topological entropy log h is :
log h = lim
N→∞
log (#fix(kN ))
N
(6)
If the dynamical zeta function is rational, h will be the inverse of the pole of smallest modulus of H(t) or ζ(t) . If the
dynamical zeta function can be interpreted as the ratio of two characteristic polynomials of two linear operators6 A
and B, namely ζ(t) = det(1 − t ·B)/ det(1 − t ·A), then the number of fixed points #fix(kN ) can be expressed from
Tr(AN )−Tr(BN ). In this case, the poles of a rational dynamical zeta function are related to the (inverse of the zeroes
of the) characteristic polynomial of the linear operator A only. Since the number of fixed points remains unchanged
under topological conjugacy (see Smale [24] for this notion), the dynamical zeta function is also a topologically invariant
function, invariant under a large set of transformations, and does not depend on a specific choice of variables. Such
invariances were also noticed for the growth complexity λ. It is thus tempting to make a connection between the
rationality of the complexity generating function previously given, and a possible rationality of the dynamical zeta
function. We will also compare the singularities of these two sets of generating functions,namely the growth complexity
λ and h, the (exponential of the) topological entropy.
Some results for the dynamical zeta function : Let us now get the expansion of the dynamical zeta function
of the mapping kǫ, for generic values of ǫ. We can first concentrate on the specific
7, but arbitrary, value ǫ = 21/25 .
Of course, there is nothing particular with this specific ǫ = 21/25 value : the same calculations have been performed
for many other generic values of ǫ yielding the same number of (complex) fixed points and, thus, the same dynamical
zeta function. The total number of fixed points of kNǫ , for N running from 1 to 14, yields, up to order fourteen, the
following expansion for the generating function H(t) of the number of fixed points :
Hǫ(t) = H21/25(t) = t+ t
2 + 4 t3 + 5 t4 + 11 t5 + 16 t6 + 29 t7 + 45 t8 + 76 t9 + 121 t10 + 199 t11
+320 t12 + 521 t13 + 841 t14 + . . . (7)
This expansion coincides with the one of the rational function8 :
5The dynamical zeta function has been introduced by analogy with the Riemann ζ function, by Artin and Mazur [19].
6For more details on these Perron-Frobenius, or Ruelle-Araki transfer operators, and other shifts on Markov partition in
a symbolic dynamics framework, see for instance [20–23]. In this linear operators framework, the rationality of the zeta
function, and therefore the algebraicity of the (exponential of the) topological entropy, amounts to having a finite dimensional
representation of the linear operators A and B.
7 Another generic value of ǫ, close to the 1/2 value where the mapping is integrable [9], namely ǫ = 13/25 = 0.52, has been
analyzed in some detail in [2]. For this value ǫ = 0.52, the enumeration of the number of fixed points, n-cycles and the actual
status of these fixed points (elliptic, hyperbolic, points ...) are given in [2].
8Valid for generic values of ǫ, up to some algebraic values of ǫ corresponding to cycle-fusion mechanism see (27) and (28)
below and see [3].
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Hǫ(t) =
t ·
(
1 + t2
)
(1− t2) · (1− t− t2)
(8)
which corresponds to a very simple9 rational expression for the dynamical zeta function :
ζǫ(t) =
1 − t2
1 − t − t2
(9)
An alternative way of writing the dynamical zeta functions relies on the decomposition of the fixed points into
irreducible cycles :
ζǫ(t) =
1
(1− t)N1
·
1
(1− t2)N2
·
1
(1− t3)N3
· · ·
1
(1 − tr)Nr
· · · (10)
For generic values of ǫ, one gets the following numbers of irreducible cycles : N1 = 1 , N2 = 0 , N3 = 1 , N4 =
1 , N5 = 2 , N6 = 2 , N7 = 4 , N8 = 5 , N9 = 8 , N10 = 11 , N11 = 18 , · · · It has been conjectured in [2] that the
simple rational expression (9) is the actual expression of the dynamical zeta function for any generic value of ǫ (up to
some algebraic values of ǫ, see below and in section (IVB)). Similar calculations have been performed for the other
values of ǫ that have been singled out in the semi-numerical analysis [3]. For the non generic values of ǫ, ǫ = 1/m
with m ≥ 4, we have obtained expansions compatible with the following rational expression :
ζ1/m(t) =
1 − t2
1 − t − t2 + tm+2
(11)
For the other non generic values, namely ǫ = (m− 1)/(m+3) with m ≥ 7 odd, the expansions are not large enough
to conjecture a single formula valid for any m. For m = 7 (namely ǫ = 3/5) one actually gets a dynamical zeta
function given by (11) for m = 7 and this might also be the case for m = 11 , 15 , · · ·. For m = 9 , 13 , · · · the
expansions are in agreement with a 1 − t − t2 + tm+2 singularity. Comparing the various rational expressions in (2)
corresponding to generic, and non-generic, values of ǫ, with (9), and (11), respectively, one sees that the singularities
(poles) of the dynamical zeta function happen to coincide with the poles of the generating functions of the growth
complexity λ, for all the values of ǫ. In particular, the growth complexity λ and h, the exponential of the topological
entropy, are always equal.
Let us just mention, here, that the modification of the number of fixed points, from the “generic” values of ǫ to
the particular values (1/m, (m− 1)/(m+3)), corresponds to the disappearance of some cycles which become singular
points (indetermination of the form 0/0). These mechanisms will be detailed in [25]. Actually the “non-generic”
values of ǫ , like ǫ = 1/m, correspond to such a “disappearance of cycles” mechanism which modifies the denominator
of the rational generating functions, and, thus, the topological entropy and the growth complexity λ. In contrast,
there actually exists for kǫ, other singled-out values of ǫ , like ǫ = 3 for instance, which correspond to fusion of cycles
(see section (IVB)) : in the ǫ → 3 limit, the order three cycle tends to coincide with the order one cycle, which
amounts to multiplying the dynamical zeta function (9) by 1 − t3. Such “fusion-cycle” mechanism does not modify
the denominator of the rational functions, and thus, the topological entropy, or the growth complexity λ, remain
unchanged.
To sum up : Considering a (very simple) one parameter-dependent birational mapping of only two (complex)
variables, we have deduced an exact identification between the (asymptotic of the) Arnold complexity, that is the
growth complexity λ, and the (exponential of the) topological entropy for all the various ǫ cases (generic or not). This
identification can be understood heuristically [2]. As a byproduct, one finds that these two complexities correspond,
in this very example, to simple algebraic numbers.
A canonical degree generating function : This identification result is not completely surprising : the dynamical
zeta function is a quite “universal” function, invariant under a large set of topological conjugaisons [24], and the concept
of Arnold complexity (or the degree growth complexity λ) also has the same “large” set of (topological and projective)
invariances [6].
Actually, as far as degree generating functions are concerned, it is natural to introduce, instead of some generating
functions of the degrees of the numerator of the z component of the N -th iterate, a more “canonical” degree generating
9As far as symbolic dynamics is concerned, one can associate, to a dynamical zeta function like (9), a clipped Bernoulli shift
with the “pruning rule” to forbid substring −11− (that is 1 must be always followed by 0) in any sequence of 0 and 1. However,
constructing the Markovian partitions (if any), yielding this simple pruning rule for the symbolic dynamics, remains to be done.
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function GHomǫ (t) associated with the birational mapping (1) written in a homogeneous way (see the bi-polynomial
mapping (4) in [2]). Iterating (1), written in a homogeneous way, and, factoring out at each iteration step the gcd’s,
one gets a new degree generating function GHomǫ (t) well-suited, at first sight, to describe such large (topological and
projective) invariances. A simple calculation shows that this (projectively well-suited) degree generating function
reads (for generic ǫ) :
GHomǫ (t) =
1
(1− t) · (1 − t− t2)
(12)
For the ǫ = 1/m particular values, and for the two integrable values, ǫ = 1/2 and ǫ = 1/3, one gets respectively :
GHom1/m (t) =
1− tm+3
(1− t) · (1− t− t2 + tm+2)
(13)
GHom1/2 (t) =
1− t9
(1− t)2 · (1 − t3) · (1− t5)
+
t2 · (1 − t6)
(1− t)2 · (1− t2) · (1 − t5)
(14)
GHom1/3 (t) =
1− t6
(1− t3) (1− t2) (1− t)
2 +
t4
(1− t3) (1− t)
2 (15)
Since the expansions for the infinite set of values of the form (m− 1)/(m+3) for m ≥ 7, can only be performed up
to order eleven (or twelve), it is difficult to “guess” any expression valid for any m like (13). Recalling the results (2)
given in section (II C) for the degree growth generating functions, one may suspect that, among these (m−1)/(m+3)
for m ≥ 7 values, one should make a distinction between m = 7 , 11 , 15 , . . . on one side, and m = 9 , 13 , 17 , . . .
on the other side. In fact, up to order eleven, all our calculations for various (m − 1)/(m + 3) values for m ≥ 7
( ǫ = 3/5 , 2/3 , 5/7 , 3/4 , 7/9 , 4/5 , . . . ) are in agreement with a general equality between GHom(m−1)/(m+3)(t) and
GHom1/m (t). More details are available in Appendix A.
One gets simpler expressions for the integrable values ǫ = 0 , 1 and ǫ = −1:
GHom0 (t) = G
Hom
1 (t) =
1 + t2
(1− t)2
, and : GHom−1 (t) =
1
1− t
(16)
One remarks that GHomǫ (t) verifies the simple functional equation G
Hom
ǫ (t) +G
Hom
ǫ (1/t) = 1, for ǫ = −1 , 1/2 , 1/3,
and GHomǫ (t) = G
Hom
ǫ (1/t) for ǫ = 0 , +1.
For ǫ = 1/2 we have not written any dynamical zeta function ζ1/2(t) because, for such an integrable birational
mapping, there exist, at (almost) any order N of iteration, an infinite number of fixed points of order N (all the
points of some elliptic curves [9]) and, therefore, our previous “simple” definition (5) for the dynamical zeta function
is not valid anymore.
A possible universal relation. One can imagine many simple relations between the “canonical” degree generating
function, GHomǫ (t), and the dynamical zeta function, ζǫ(t). For instance, for generic ǫ, one gets (among many ...)
the relation (1− t) · (1− t2) · GHomǫ (t) = ζǫ(t), however this relation is not anymore valid for ǫ = 1/m. One would
like to find a “true universal” relation between ζǫ(t) and G
Hom
ǫ (t), that is a relation independent of ǫ (generic or
non-generic). In order to achieve this goal one may imagine to barter ζǫ(t), and G
Hom
ǫ (t), for projectively well-suited
generating functions taking into account the point at ∞, namely a dynamical zeta function taking into account the
fixed point at ∞ (see (52) in [3]), ζ(∞)(t), and GHom∞ (ǫ, t) defined as follows :
ζ(∞)ǫ (t) =
ζǫ(t)
1− t
and : GHom∞ (ǫ, t) = G
Hom
ǫ (t) +
t
1− t
(17)
One verifies immediately that the relation :
GHom∞ (ǫ, t) = (1 + t) · ζ
(∞)
ǫ (t) or equivalently : (1 + t) · ζǫ(t) = (1− t) ·G
Hom
ǫ (t) + t (18)
is actually verified for generic values of ǫ, as well as, for the non-generic values of the form ǫ = 1/m, and also some
non-generic values of the form ǫ = (m − 1)/(m + 3) (see Appendix A). A similar relation for the two-parameters
family of birational transformations depicted in [1–3] will be detailed elsewhere. Relation (18) should give some hint
for a true mathematical proof of the relation between Arnold complexity and topological entropy.
Remark : Recalling the “Arnold” generating functions Aǫ(t), (see (2)), which identifies “most of the time” (namely
ǫ generic, ǫ = 1/m, ǫ = (m + 1)/(m + 3) for m = 9 , 13 , 17 , . . .) with the new well-suited generating function
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GHom∞ (ǫ, t), up to a simple multiplicative factor t/(1 + t)
2, one can rewrite, for ǫ generic and ǫ = 1/m, relation (18)
as :
t · ζǫ(t) = (1− t
2) · Aǫ(t) (19)
IV. REAL DYNAMICAL ZETA FUNCTION AND REAL TOPOLOGICAL ENTROPY
As far as the growth complexity λ is concerned, the generic values of ǫ (that is the values different from the
previous 1/m, (m− 1)/(m+ 3) singled-out values) are all on the same “complexity footing” (see the previous Fig.1).
This is clearly confirmed by the exponential growth of the computing time during the iteration process, which seems
to be similar for all these values (and clearly smaller for the 1/m, (m− 1)/(m+ 3) particular values). It is however
worth noticing that these generic values, which are all on the same λ-footing, clearly yield phase portraits which are
quite different and, obviously, correspond to drastically different “visual complexities” of the phase portrait of the
mapping. This “visual complexity” corresponds to the (exponential) growth of the number of (real) fixed points of
the mapping seen as a mapping bearing on two real variables. The previous definitions of the dynamical zeta functions
ζǫ(t) and of the generating function Hǫ(t) counting the number of fixed points, can be straightforwardly modified to
describe the counting of real fixed points :
Hreal(t) =
∑
N
HRN · t
N = t ·
d
dt
log(ζreal(t)) , where : ζreal(t) =
∑
N
zRN · t
N (20)
where the number of real fixed points HRN grow exponentially with the number N of iterates, like ≃ h
N
real. A quick
examination of various phase portrait for various “generic values” of the parameter ǫ seems to indicate quite clearly
that this “real topological entropy” log(hreal) varies with ǫ, in contrast with the “usual” topological entropy log(h).
An obvious inequality is : hreal ≤ h.
A. “Phase portrait gallery”
Let us give here various phase portraits corresponding to different (generic except the first one) values of ǫ. Note
the different scale for the frame of these various phase portraits. For most of the phase portraits below around 300
orbits of length 1000, starting from randomly chosen points inside the frame10, have been generated (only points
inside the frame are shown) :
FIG. 2. Phase portrait of kǫ for ǫ = 1/100 (left) and for ǫ = 9/50 (right).
10With a special non-random treatment of the regular elliptic parts of the phase portraits.
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FIG. 3. Phase portrait of kǫ for ǫ = 33/100.
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FIG. 4. Phase portrait of kǫ for ǫ = 48/100.
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FIG. 5. Phase portrait of kǫ for ǫ = 9/10.
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FIG. 6. Phase portrait of kǫ for ǫ = 34/100.
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FIG. 7. Phase portrait of kǫ for ǫ = 51/100.
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FIG. 8. Phase portrait of kǫ for ǫ = 11/10.
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FIG. 9. Phase portrait of kǫ for ǫ = 3 (left) and for ǫ = 15 (right).
On these various phase portraits one sees that one gets, near the integrable value ǫ ≃ 1/3, quite different phase
portraits which seem, however, to have roughly the same number of (real) fixed points (see Fig.3 and Fig.6). On
these various phase portraits one also sees, quite clearly, that the number of fixed points seems to decrease when ǫ
crosses the integrable value ǫ = 1/2 and ǫ = 1, going, for instance, from ǫ = .48 to ǫ = .51 (see Fig.4 and Fig.7)
or, from ǫ = .9 to ǫ = 1.1 (see Fig.5 and Fig.8). These results will be revisited in a forthcoming section (see section
(V)). Of course, exactly on the integrable value ǫ = 1, the phase diagram corresponds to a (simple) foliation of the
two-dimensional parameter space in (rational) curves (linear pencil of rational curves, see [9]) :
∆(y, z, 1) =
( y z
y − z − 1
)2
= ρ , or equivalently :
y z
y − z − 1
= ± ρ1/2 (21)
where ρ denotes some constant. For the other integrable values one also has either a linear pencil of rational curves,
namely y z = ρ for ǫ = 0, as well as :
∆(y, z,−1) =
1
(1 + z − y)2
= ρ or equivalently : (y − z) · (y − z − 2) =
1
ρ
− 1 (22)
for ǫ = −1, or a linear pencil of elliptic curves for ǫ = 1/2, namely :
∆(y, z, 1/2) =
(1 + z + 2 y z) · (1 − y + 2 y z) · (1 + z − y − 2 y z)
(1 + z − y)2
= ρ (23)
and also :
∆(y, z, 1/3) =
(5 + 3z − 3y + 9 y z) · (1 − z − y + 3 y z) · (1 + z − y − 3 y z) · (1 + z + y + 3 y z)
(1 + z − y)2
= ρ
for ǫ = 1/3. One also remarks that ǫ = 3, which corresponds to the generic λ ≃ 1.618 growth complexity, also
yields a remarkably regular phase portrait, “visually” similar to a foliation of the two-dimensional parameter space in
curves, suggesting a “real topological complexity” hreal very close, or even equal to 1. This fact will also be revisited
in the next section (see section (V)). In order to describe, less qualitatively, the “real topological complexity” hreal
as a function of the parameter ǫ, we have calculated in section (IVC), the first (ten, eleven or even twelve) coefficients
of the expansions of Hrealǫ (t), and of the “real dynamical function” ζ
real
ǫ (t), for various values of ǫ.
B. Number of real fixed points as a function of ǫ.
Let us now try to understand why (and how) hreal varies as a function of ǫ, and why some other values of ǫ,
like ǫ = 3, different from the previous 1/m and (m − 1)/(m + 3) non-generic values, seem to play a special role.
The method to get the fixed points of the N -th iterate of kǫ has been detailed in previous papers [1,2]. Let us just
mention here that, due to the symmetries of this mapping, there exist two singled out lines, namely y = (1 − ǫ)/2
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and y = −z, playing a key role in classifying all these fixed points [7]. The fixed points of kNǫ belong to N -cycles
(if M is a fixed point of kNǫ then k
p
ǫ (M) is also a fixed point of k
N
ǫ , for p = 1 , . . . , N − 1). It can be seen that
there always exist a fixed point in these N -cycles which belongs, either to line y = (1 − ǫ)/2, or to the y = −z
line. We call the fixed points, corresponding to line y = −z, the “P-type” points and the ones, corresponding to line
y = (1− ǫ)/2, the “Q-type” points [25]. For N ≥ 9, other N -cycles with no points lying on these two lines do occur:
other remarkable sets occur like y + z¯ = 0 (see [2,3]). We call the fixed points, corresponding this “remaining” set
of points, the points of the “R-type” [25].
One can use these localization properties to get, very quickly, a subset of all the fixed points, namely, for instance,
the “Q-type” fixed points (one representant in the N -cycle belongs to line y = (1− ǫ)/2). These calculations can be
performed quite efficiently since one can eliminate the y variable ( y = (1− ǫ)/2 ) and, thus, reduce the calculations
to looking for the roots (real or not) of an ǫ-dependent polynomial in this remaining z variable. One gets, for the first
values of N , the following polynomial expressions relating z and ǫ :
Q1(z, ǫ) = 2 · z − (ǫ − 1) = 0, Q3(z, ǫ) = z − (ǫ− 2) = 0,
Q5(z, ǫ) = (3 ǫ− 1) · z
2 − 2 · (ǫ− 3) · (2 ǫ− 1) · z + (ǫ3 − 5 ǫ2 + 10 ǫ − 4) = 0 , . . . (24)
It is easy to see that the number of real roots z, of one of these QN(z, ǫ) = 0 conditions, varies with ǫ by intervals.
The changes of this number of real roots take place at algebraic values of ǫ (resultant of QN (z, ǫ) in z). The details
of the calculations, and a description of these polynomials, will be given elsewhere [25]. The number of the fixed
points of the “Q-type” (see [7]) is, thus, a function of ǫ constant by interval, the limits of the intervals corresponding
to some algebraic values (resultants deduced from the QN ’s by eliminating z). For illustration, let us just plot here
the real roots z, as a function of ǫ, for Q10 :
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FIG. 10. The real roots z of Q10, as a function of ǫ, in the interval [−1.5 , 2.5]. We have included the plot of the total number
of fixed points of k10ǫ (“P-type”, “Q-type” and “R-type”) as a function of ǫ in an interval around [0 , 2].
Let us give, for order 10, a few examples of these algebraic “threshold” real values of ǫ corresponding to the real
roots of such “Q-type” polynomials (24) :
5 ǫ2 − 10 ǫ+ 1 = 0 , 5 ǫ4 − 96 ǫ3 + 114 ǫ2 − 40 ǫ + 1 = 0 (25)
The roots of the first polynomial are of the form (27). The “threshold” values of ǫ are thus given by two real roots
ǫ ≃ .1055 and 1.8944. The second polynomial only gives two real roots ǫ ≃ .02703 and ≃ 17.9549.
Similar calculations can be performed for the fixed points of the “P -type”(see [7]) corresponding to the line y = −z
(see [25]). One can also get the real roots z of P10 as a function of ǫ. The algebraic values of ǫ, occurring in this case,
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are, again, the two roots of the first polynomial in (25) together with the only two real roots ǫ ≃ .1561 and .5013
of polynomial :
ǫ8 − 26 ǫ7 + 343 ǫ6 − 2052 ǫ5 + 6367 ǫ4 − 7178 ǫ3 + 3625 ǫ2 − 824 ǫ+ 64 = 0 (26)
as well as two real roots ǫ ≃ .008999 and .1316 of a polynomial of degree 24 in ǫ that will not be written here.
The last set of points of the “R-type” (see [7]), which corresponds to fixed points that are neither of the “P -type”,
nor of the “Q-type”, give the following real roots ǫ ≃ .2338, .51434, and 33.2517, corresponding to polynomial
ǫ3 − 34 · ǫ2 + 25 · ǫ − 4 = 0. On all these algebraic values of ǫ, one can see a variation of the total number of fixed
points (“P-type”, “Q-type” and “R-type”) of order 10 (see insertion in Fig.10). These values are in fact particular
examples of families of algebraic ǫ values. The simplest family of singled out algebraic values of ǫ, corresponds to the
fusion on an N -cycle with the 1-cycle, and reads :
ǫ =
1− cos(2πM/N)
1 + cos(2πM/N)
, or equivalently : cos(2πM/N) =
1 − ǫ
1 + ǫ
(27)
for any integer N (with 1 < M < N/2, M not a divisor of N). Other cycle-fusion mechanisms take place yielding
new families of algebraic values for ǫ. For instance the coalescence of the (3 × N)-cycles in the 3-cycle, and the
coalescence of the (4×N)-cycles in the 4-cycle, yield respectively (with some constraints on the integer M that will
not be detailed here) :
cos(2πM/N) = 1 −
3
4
ǫ (ǫ− 3)2
(1− ǫ) (1 + ǫ)
, cos(2πM/N) = 1 − 32
ǫ (1− ǫ)2
(1 + ǫ)2 (1− 2 ǫ)
(28)
Status of the fixed points : The fixed point of kǫ, which is elliptic for ǫ > 0, becomes hyperbolic for ǫ < 0. For
three iterations (N = 3) one finds that, moving through the ǫ = 1/3 value, also changes the status of these fixed
points from elliptic to hyperbolic. In fact, the algebraic values, like the ones depicted in (27) or (28), also occur in such
changes of status from elliptic to hyperbolic (see [25]). Therefore, the number of elliptic fixed points, or hyperbolic
fixed points, is not as “universal” as the total number of (complex) fixed points, however it has “some universality” :
for a given value of N , the number of elliptic (resp. hyperbolic) fixed points depends on ǫ also by intervals (staircase
function). This has, again, to be compared with the dependence of the growth complexity λ, seen as a function of
ǫ, depicted in Fig.1. The fact that the number of hyperbolic versus elliptic fixed points, as well as the number of
real versus non-real fixed points, is modified when ǫ goes through the same set of values, like (27) or (28), seems to
indicate that a modification of the number of real fixed points is not independent of the actual status of these points
(hyperbolic versus elliptic). This phenomenon, in fact, corresponds to a quite involved, and interesting, structure [27]
that will be sketched in [25].
C. Some expansions for the “real dynamical zeta function” and Hreal .
Let us recall some results corresponding to ǫ = .52, in particular the product decomposition (10) of the dynamical
zeta function [2,3]. In [2,3], the number of irreducible cycles Ni (see (10)), as well as the number of irreducible cycles
corresponding to hyperbolic points, elliptic points, real points is detailed (see Table I in [3]). These results (and
further calculations) enable to write, for ǫ = .52, the “real dynamical function” ζrealǫ (t) as the following product :
ζreal52/100(t) =
1
(1− t) (1− t3) (1− t4) (1− t5)
2
(1− t7)
2
(1− t8) (1 − t9)4 (1− t10)2
(29)
×
1
(1− t11)6 (1− t12)12 (1− t13)16
· · ·
yielding the following expansion for ζrealǫ (t) and H
real
ǫ (t) :
ζreal52/100(t) = 1 + t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 9 t7 + 13 t8 + 20 t9 + 28 t10 + 40 t11 + 65 t12 + 97 t13 + . . .
Hreal52/100(t) = t+ t
2 + 4 t3 + 5 t4 + 11 t5 + 4 t6 + 15 t7 + 13 t8 + 40 t9 + 31 t10 + 67 t11 + 152 t12 + 209 t13 + . . . (30)
The number of real n-th cycles of the P -type, Q-type and R-type, denoted Pn, Qn, and Rn respectively, are given
in Table IV in Appendix A. For the Rn’s one cannot reduce, in contrast with the P -type or Q-type analysis, the
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calculations to a only one variable : one is obliged to perform a first resultant calculation where one eliminates one
of the two variables and another resultant calculation where one eliminates the other one, and check back, in the
cartesian product of these possible solutions, the solutions which are actually fixed points. In order to get integer
values that can be trusted, one needs to perform these (maple) calculations with more than 2000 digits for order
twelve, but then one faces severe memory limitations in the formal calculations. We have been able to find integer
values for the Rn’s for orders larger than twelve, however it is clear that these integers are just lower bounds of the true
integers (not enough precision does not enable to discriminate between fixed points that are very close). Therefore
we prefer not to give these integers here, and put a “star” in Table IV, as well as in the forthcoming tables given in
Appendix A, when we encounter these computer limitations.
The total number, Tn, of real cycles of the P -type, R-type and Q-type actually corresponds to the exponents
in the product decomposition (29) for the “real dynamical zeta function”. Unfortunately, these series are not large
enough to “guess” any possible (and simple, like (9)) rational expression for ζreal(t), if any ... Series (30), however,
give a first “rough estimate” for the “real topological complexity” hreal: hreal ≃ (97)
1/13 ≃ 1.4217 or may be
hreal ≃ 209
1/13 ≃ 1.508, clearly smaller than the exact algebraic value for h corresponding to (9) : h ≃ 1.61803.
Let us consider other values of ǫ.
• For ǫ < 0, one finds out that all the fixed points seem to be real and, thus, one can conjecture for ǫ < 0 (but
ǫ 6= −1) :
ζrealǫ<0 (t) =
1− t2
1− t− t2
, and : hreal = h ≃ 1.61803 (31)
The number of cycles of the P -type, Q-type and R-type is given order by order in Table I in Appendix A. These
successive integer values for the total number of irreducible real cycles, Tn, yield :
ζrealǫ<0 (t) =
1
(1− t) (1− t3) (1− t4) (1− t5)
2
(1− t6)
2
(1− t7)
4
(1− t8)
5
(1− t9)
8
(1− t10)
11 (32)
×
1
(1− t11)
18
(1− t12)
25
(1− t13)
40
(1− t14)
58
(1− t15)
90
(1− t16)
135
(1− t17)
210
(1− t18)
316 · · ·
• For ǫ = 3, one has, at every order of iteration, up to order twelve, a only one real fixed point (the fixed point of
order one but, of course, many complex fixed points) yielding :
Hreal3 (t) =
t
1− t
and : ζreal3 (t) =
1
1− t
(33)
and, for ǫ very close to 3, the expressions of Hreal(t) and ζreal(t) cannot be distinguished (at the orders where we
have been able to perform these fixed points calculations) from :
Hrealǫ≃ 3(t) ≃
t · (1 + t+ 4 t2)
1− t3
and : ζrealǫ≃ 3(t) ≃
1
(1− t) · (1− t3)
(34)
which just correspond to add an additional 3-cycle.
Expressions (33) are in agreement with the phase portrait of Fig.9 for ǫ = 3. This indicates that, seen as a mapping
of two real variables, the mapping “looks like” an integrable mapping: the “real topological complexity” hreal seems
to be exactly equal to 1 for ǫ = 3 (and hreal ≃ 1 for ǫ ≃ 3). The “real topological entropy” log(hreal) seems to be
exactly zero for ǫ = 3 and is, thus, drastically different from the generic “usual” topological entropy log(1.61803 · · ·) .
The possible foliation of the two-dimensional space in (transcendental) curves is discussed11 elsewhere [26]. For other
values of ǫ the series are not large enough to “guess” a rational expression (if any ...) for the “real dynamical zeta
function” ζreal(t) .
• Miscellaneous examples are given in Appendix B. In particular the number of cycles of the P -type, Q-type and
R-type is given in Table VI for ǫ = 11/10, yielding the following expansion for the real dynamical zeta function :
ζreal11/10(t) = 1 + t+ t
2 + 2 t3 + 2 t4 + 2 t5 + 3 t6 + 5 t7 + 5 t8 + 6 t9 + 10 t10 + 12 t11 + 13 t12 + . . . (35)
11 In particular it is shown that, at least, three of the (real) curves of the phase portrait correspond to divergent series
satisfying an exact functional equation [26].
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clearly yielding a value for hreal close to one (may be hreal ≃ (13)
1/12 ≃ 1.238) significantly smaller than h ≃ 1.618 .
This result has to be compared with the equivalent one for ǫ = 9/10 or for ǫ = 21/25 :
ζreal21/25(t) =
1
(1− t) (1− t3) (1− t4) (1− t7)
2
(1− t8) (1− t10)
2
(1− t11)
4
(1− t12)
2 · · · (36)
= 1 + t+ t2 + 2 t3 + 3 t4 + 3 t5 + 4 t6 + 7 t7 + 9 t8 + 10 t9 + 15 t10 + 23 t11 + 28 t12 + . . .
yielding a larger value for hreal : hreal ≃ (28)
1/12 ≃ 1.32. This expansion is actually compatible with the following
simple rational expression and for its logarithmic derivative Hreal21/25 :
ζreal21/25(t) =
1 + t2
1− t+ t2 − 2 t3
and : Hreal21/25 =
t
(
5 t2 + 2 t4 + 1
)
(1 + t2) · (1− t+ t2 − 2 t3)
(37)
Note that all the coefficients of the expansion of the rational expression (37) and of its logarithmic derivative Hreal21/25
are positive (in contrast with Pade approximation (60) given in Appendix C for ǫ = 2/3 which is ruled out because
coefficient t54 of its expansion is negative). If this simple rational expression is actually the exact expression for
the real dynamical zeta function ζreal21/25(t) this would yield the following algebraic value for hreal, : hreal(21/25) ≃
1.353209964.
For ǫ = 9/10, one gets the same product decomposition, at least up to order ten. The number of n-th cycles of
the P -type, Q-type and R-type for ǫ = 9/10 are given in Appendix B. One thus sees that hreal decreases when ǫ
crosses the ǫ = 1 value.
• For ǫ = 1/4 we have obtained (see Appendix B) :
ζreal1/4 (t) =
1
(1− t) (1− t3) (1− t4) (1− t5)
2
(1− t7) (1− t8) (1− t9)
3
(1− t10)
2
(1− t11)
4
(1− t12)
4
(1− t13)
8 · · ·
= 1 + t+ t2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 8 t7 + 12 t8 + 18 t9 + 25 t10 + 34 t11 + 48 t12 + 70 t13 + . . . (38)
The “non-generic” values ǫ = 1/m and (m− 1)/(m+ 3) require a special and careful analysis12. However, similarly
to what was seen for ζ(t) , one clearly verifies on all these “real dynamical zeta function” ζreal(t) that the coefficients
in these expansions are continuous in ǫ near these points except on these very values of ǫ where one gets smaller
integers and thus smaller values for hreal (the limit on the left and on the right of hreal are equal and larger than
hreal on these very “non-generic” values).
The numbers of irreducible real n-cycles of the P -type, Q-type and R-type are given in Appendix B for miscellaneous
values of ǫ : ǫ = 11/100, ǫ = 5, ǫ = 10, ǫ = 50. We also give, in Appendix C, for various values of ǫ (ǫ = 9/50,
ǫ = 31/125, ǫ = 12/25, ǫ = 17/25, ǫ = 66/125, ǫ = 3/4, ǫ = 3/2), the product decomposition and expansions for
ζrealǫ (t) up to order 11.
Similar calculations of the expansions of Hrealǫ (t) and ζ
real
ǫ (t), for many other values of the parameter ǫ, have
been performed and will be detailed elsewhere. All these results confirm that hreal varies with ǫ when ǫ is positive,
while hreal is constant (except ǫ = −1) when ǫ < 0. When ǫ is positive, the estimates of hreal are in agreement
with the “visual complexity” as seen on the phase portraits (see the previous section). In particular one finds that
hreal roughly decreases as a function of ǫ in the intervals [0
+ , ≃ 1/10] and [≃ 1/3 , 1−], and increases in the interval
[≃ 1/10 , ≃ 1/3], (with a sharp decrease near ǫ ≃ 1/2 and ǫ ≃ 1), that hreal is close or very close to one when ǫ
belongs to an interval [1+ , ≃ 16], that hreal grows monotonically with ǫ for ǫ > 16 to reach some asymptotic value
in the ǫ → ∞ limit. It will be seen, in the next subsection, that the “real topological complexity” hreal , in the
ǫ → ∞ limit, tends to a value hreal ≃ 1.429 clearly different, again, from the generic “topological complexity”
h ≃ 1.618.
D. Seeking for rationality for the “real dynamical zeta function”.
Recalling the large number of rational expressions, obtained for the dynamical zeta functions [2,3] and the degree
generating functions [2,4,5], one may have a rationality “prejudice” for these “real dynamical zeta functions” ζrealǫ (t),
12Some fixed points near these “non-generic” values (ǫ ≃ 1/m), disappear on these very values stricto sensu : they become
singular. One has to verify carefully that all the points, obtained in such calculations, are fixed points and not singular points.
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calculated for a given value of ǫ. However, the occurrence of any symbolic dynamic, and associated Markov partition,
is far from being natural in this real analysis framework [28–30]. If one bets on the rationality of the real dynamical
zeta function ζrealǫ (t) (see (20)), it must, however, be clear that ζ
real
ǫ (t) depends on ǫ in a very complicated way
(piecewise continuous functions, devil’s staircase ? ...). If, for some given value of the parameter ǫ, the partial
dynamical zeta function ζrealǫ (t) actually corresponds to a rational expression, one should, in fact, have an infinite set
of such rational expressions associated with the infinite number of steps (intervals13 in ǫ) in the “devil’s staircase”.
The actual location of these “steps”, that is, the limits of these intervals in ǫ, corresponds to an infinite number of
values of ǫ like (27) or (28) (and others [25]). For a given ǫ, the calculations of the first terms of the expansion of the
“real dynamical zeta function” ζrealǫ (t) do not rule out, at the order for which we have been able to perform these
calculations (ten, eleven), rational expressions (see for instance [26]).
The number of real n-th cycles of the P -type, Q-type and R-type, for ǫ = 50, is given in Table IX in Appendix B.
One remarks that, at order eleven, the number of irreducible real cycles, and therefore the expansion of the “real
dynamical zeta function” are the same for ǫ = 50 , 100 , 1000 , . . . For ǫ = 50, ǫ = 100 one has a product expansion
for the dynamical zeta function identical, up to order eleven, to the product expansion corresponding to the ǫ large
limit (see (39) below). These expansions are, however, different at order twelve, see Appendix B.
• ǫ large. For ǫ large enough one gets the following cycle product decomposition :
ζrealǫ=∞(t) =
1
(1− t) (1 − t3) (1− t5)2 (1− t7)2 (1− t8)
2
(1− t9)2 (1 − t10)3 (1 − t11)4 (1 − t12)6
· · · (39)
corresponding to the number of real P -type, Q-type and R-type n cycles for ǫ = 20000 given in Table XI in Appendix
B. Note that one gets the same table (up to order 16) for ǫ = 1000, 100000 , 1000000.
One finds out easily that these results, for the “real dynamical zeta function” ζreal(t), are (up to order twelve)
actually in perfect agreement with (the expansion of) the rational expression :
ζrealǫ=∞(t) =
1 + t
1− t2 − t3 − t5
=
1− t2
(1− t− t2) + t4 · (1− t+ t2)
(40)
yielding an algebraic value for hreal : hreal ≃ 1.4291. If one “believes” in some symbolic dynamic coding interpreta-
tion, or in the existence of a linear transfer operator14, matrix A, such that the denominator of (40), 1− t2− t3− t5,
can be written as det(Id− t ·A), one finds that a possible choice for this transition matrix is :
A =


0 0 1 0 1
1 0 0 1 0
1 0 0 0 0
0 0 1 0 0
0 1 0 0 0


(41)
In contrast with a Markov’s transition matrix the previous matrix is not such that the sums of the entries in each
row, or column, are equal.
V. “REAL ARNOLD COMPLEXITY”
Let us recall, again, the identification between h, the (exponential of the) topological entropy, and λ, the (asymp-
totic of the) Arnold complexity [2]. Similarly to the topological entropy, the Arnold complexity can be “adapted”
to define a “real Arnold complexity”. The Arnold complexity counts the number of intersections between a fixed
(complex projective) line and its N -th iterate [6] : let us now count, here, the number of real points which are the
intersections between a real fixed line and its N -th iterate. With this restriction to real points we have lost “most of
13In contrast with the situation for the “customary” dynamical zeta function which is equal to one generic universal expression
(like (9)), up to a (zero measure) set of values of ǫ (see Fig.1).
14For more details on linear transfer operators in a symbolic dynamics framework, see for instance [20–23].
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the universality properties” of the “usual” (complex) Arnold complexity. For various values of ǫ, we have calculated
the number of intersections of various (real) lines with their N -th iterates. In contrast with the “usual” Arnold
complexity [6], which does not depend on the (complex) line one iterates (topological invariance [24]), it is clear that
the number of real intersections depends on the chosen line, but one can expect that the asymptotic behavior of these
numbers for N large enough, will not depend too much of the actual choice of the (real) line one iterates. Actually, we
have discovered on this very example, that this seems to be the case (except for some non generic lines). Furthermore,
the real line y = (1 − ǫ)/2, which is known to play a particular role for mapping (1) (see section (IVB)), is very
well-suited to perform these numbers of intersections calculations : for this particular line the successive numbers
of intersections are extremely regular, thus enabling to better estimate this asymptotic behavior λNreal of the “real
Arnold complexity”, but of course similar calculations can be performed with an arbitrary (generic) line. λreal can
be seen as the equivalent, for real mappings, of the growth complexity λ (see section (II B) and [4]). Let us try to get
λreal for various values of ǫ.
Similarly to the semi-numerical method detailed in section (II B), we have developed a C-program using again the
multiprecision library gmp [14], counting the number of (real) intersections of the y = (1 − ǫ)/2 real line with its
N -th iterate. This program does not calculate the precise location of the intersection points : it is based on the
Sturm’s theorem15. All these calculations have been cross-checked by a (maple) program calculating these numbers
of intersections using the sturm procedure in maple16. The results of these calculations are given in Fig.11.
Let us denote by AN the number of (real) intersections for the N -th iterate. In order to estimate “real growth
complexity” λreal we have plotted A
1/N
N , for various values of the number of iterations (N = 13, 14, 15), as a
function of ǫ, in the range [0 , 1] where λreal has a quite “rich” behavior.
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15Assuming that a polynomial P (x) has no multiple roots, one can build a finite series of polynomials corresponding to the
successive Euclidean division of P (x) by its first derivative P ′(x). See for instance [31] for more details on the Sturm sequences
and Sturm’s theorem.
16The sturm procedure one can find in maple gives the number of real roots of a polynomial in any interval [a,b], even the
interval ] −∞ , +∞ [. The procedure sturm uses Sturm’s theorem to return the number of real roots of polynomial P in the
interval [a,b]. The first argument of this sturm procedure is a Sturm sequence for P, which can be obtained with another
procedure, the procedure sturmseq which returns the Sturm sequence as a list of polynomials and replaces multiple roots by
single roots.
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FIG. 11. A representation of λreal(ǫ) by A
1/N
N , as a function of ǫ, in the [0 , 1] interval, for N = 13 (full line) 14
(dashed line), and 15 (dotted line). The singled out ǫ = 1/m values, for m = 2 , 3 , 4 , 5 , . . ., and ǫ = (m− 1)/(m + 3) for
m = 7 , 9 , , . . . clearly play a special role for these various “staircase functions”, in the large N limit.
This behavior should be compared with the “universal” behavior of Fig. 1. On Fig.11, one remarks that the singled
out values ǫ = 1/m, as well as ǫ = (m − 1)/(m + 3) for m = 7 , 9 , , . . ., seem, again, to play a special role in
the large N limit. Of course, recalling the results of section (IVB), it is clear that A
1/N
N is a staircase function of
ǫ, for N finite, the limits of each interval corresponding to algebraic values (like (27)) sketched in sections (IVC),
(IVB). These algebraic values form an infinite set of values which accumulate everywhere in the [0, 1] interval. What
is the limit of these functions A
1/N
N (ǫ) when N gets large : a devil’s staircase or a (piecewise) continuous function?
The “shape” of A
1/N
N , as a function of ǫ, is “monotonic enough” (see Fig.12 below) in different intervals, namely
ǫ < 0 , and in the intervals of ǫ roughly given by : [0+ ,≃ 1/10], [≃ 1/10 , ≃ 1/3], [≃ 1/3 , 1−], [1+ , ≃ 16.8] and
[≃ 16.8 , ∞], that one may expect that the infinite accumulation of these algebraic values (like (27)) could yield a
perfectly continuous function λreal(ǫ) (except on the non-generic values ǫ = 1/m and ǫ = (m − 1)/(m + 3)) and
not a devil’s staircase-like function. This question remains open at the present moment. When ǫ varies from −∞ to
∞ the behavior of the “real growth complexity” λreal, as a function of ǫ, is not as “rich” as in the interval [0
+ , 1−]
depicted in Fig.11. One finds that λreal is close, or extremely close to 1, in a quite large interval [1
+ , ≃ 16.8] and
that it increases monotonically with ǫ in the [≃ 16.8 , ∞] interval to reach some asymptotic value in the ǫ → ∞
limit. In fact, a logarithmic scale in ǫ is better suited to describe λreal as a function of ǫ . Fig.12 represents λreal,
more precisely A
1/13
13 , as a function of log(2 + ǫ). For ǫ = −1 , 0 , 1/3 , 1/2 , 1 we know that λreal will be exactly
equal to 1 (integrable cases [9]). On these points (represented by squares on Fig.12), as well as on the ǫ = 1/m and
ǫ = (m− 1)/(m+ 3) non-generic points, λreal is not continuous as a function of ǫ. We have not represented these
other non generic points. They have to be calculated separately.
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FIG. 12. A representation of λreal by A
1/13
13
, as a function of ǫ, in a log(2 + ǫ) logarithmic scale. The integrable points
ǫ = −1 , 0 , 1/3 , 1/2 , 1 are represented by a square.
A first estimate of λreal, for ǫ large, is λreal ≃ (214)
1/15 ≃ 1.43008 . We are now ready to compare the “real
topological entropy” and the “real Arnold complexity” for different values of ǫ, and see if the identification, between
h, (the exponential of) the topological entropy, and λ, characterizing the (asymptotic behavior of the) usual Arnold
complexity, also holds for their “real partners” namely hreal and λreal. Actually, one finds that this identification
(which is obviously true for ǫ < 0) also holds for ǫ = 3 and give numerical results for various values of ǫ (for
which we have estimated the “real” topological entropy log(hreal) (see section (IVC))), quite compatible with this
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identification. In particular, for ǫ large, we do see that these two “real complexities” give extremely close results,
namely hreal ≃ 1.4291 versus λreal ≃ 1.43.
VI. “REAL ARNOLD COMPLEXITY” GENERATING FUNCTIONS : SEEKING FOR RATIONALITY.
Similarly to the introduction of the “real dynamical zeta functions” ζreal(t), one can introduce the generating
function of the previous “real Arnold complexities” AN :
Aǫ(t) =
∑
N
AN · t
N (42)
Recalling the large number of rational expressions, obtained for the dynamical zeta functions [2,3] and the degree
generating functions [2,4,5], one may have, again, a rationality “prejudice” for these “real Arnold complexity generating
functions”. Let us try to see if the expansions of these generating functions Aǫ(t) could coincide, for some given
values of ǫ, with the expansion of some (hopefully simple) rational expressions.
In order to compare more carefully hreal and λreal, and find some possible non trivial rational expressions for
Aǫ(t), let us give, in the following, miscellaneous expansions of Aǫ(t) for various values of ǫ.
A. Expansions for the “real Arnold complexity” generating functions
In fact, we have not only calculated the real Arnold complexities A13, A14 and A15 required to plot Fig.11 and
Fig.12, but actually obtained all the coefficients up to order 13 for 2000 values of ǫ, and up to order 15 for 200 values
of ǫ. We thus have the expansion of Aǫ(t) up to order 13 (resp. 15) for several thousands of values of ǫ.
Let us first give the expansion of Aǫ(t) for ǫ = .52 for which the expansion of the real dynamical zeta function
has been given previously (see (29) and (30)). One gets the following expansion :
A52/100(t) = t + t
2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 11 t7 + 11 t8 + 16 t9 + 29 t10 + 33 t11 + 46 t12 + 73 t13 + . . . (43)
This series yields a first rough approximation of λreal corresponding to λreal ≃ (73)
1/13 ≃ 1.391, clearly smaller
compared to the generic complexity λ ≃ 1.61803, and in good enough agreement with the estimation of hreal one
can deduce from (30), namely hreal ≃ (93)
1/13 ≃ 1.417. Of course these two series are to short to see if an identity
like hreal = λreal really holds.
Considering hreal as a function of ǫ, it is clear that the general shape of this “curve” looks extremely similar to
the curve corresponding to λreal as a function of ǫ (see Fig.11 and Fig.12) : it is also constant for ǫ negative, gets to
close to 1 around ǫ ≃ 3, grows monotonically for ǫ > 10 and tends to a non-trivial asymptotic value hreal ≃ 1.4291.
Therefore, in order to get some hint on the relevance of a possible hreal = λreal identity, it is necessary to see if
this relation holds for various values of ǫ for which hreal, and λreal, can be calculated exactly or for which very good
approximations of can be obtained, namely ǫ < 0, all the integrable values, or ǫ = 3 and its neighborhood ...
For any negative value of ǫ (except ǫ = −1 see below (49)) the expansion of the “real Arnold complexity” generating
function Aǫ(t) is equal, up to order 15, to :
Aǫ<0(t) =
t
1− t− t2
(44)
in agreement with (31).
For ǫ = 3 the generating function for the “real Arnold complexity” generating function Aǫ(t) is equal, up to order
15, to the simple rational expression:
A3(t) =
t
1− t
(45)
which is in perfect agreement with the result for the “real dynamical zeta function” ζrealǫ=3 (t) (see (33)). For ǫ very
close to 3 one gets :
Aǫ≃3(t) ≃
t
1− t
+
t3
1− t3
=
t · (1 + t + 2 t2)
1 − t3
(46)
again in good agreement with (34).
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Integrable values for ǫ and around. For ǫ = 1/2 the generating function for the “real Arnold complexity”,
Aǫ(t), is equal, up to order 38, to the expansion of the rational expression :
A1/2(t) =
t
(
1− t7
)
(1− t)
2
(1− t5) (1 + t)
+
t4
(
1− t9
)
(1− t) (1− t5) (1− t6) (1 + t)
+
t5
(1− t5) (1− t3) (1 + t)
+ 2
t28
1− t5
(47)
to be compared with A1/2(t) given in (3).
For ǫ = 1/3 the calculations corresponding to the generating function for the “real Arnold complexity” are, in
contrast, quite trivial yielding :
A1/3(t) =
t · (1 + t)
1− t3
= A1/3(t) (48)
For ǫ = −1 the generating function for the “real Arnold complexity” is equal, up to order 15, to the rational
expression :
A−1(t) =
t
1− t2
= A−1(t) (49)
For ǫ = +1 the generating function for the “real Arnold complexity” is equal, up to order 15, to the rational
expression :
A1(t) =
t
(1− t2) · (1− t)
= A1(t) (50)
all these results have to be compared with the generating functions (3).
Non-generic values for ǫ and around. The non-generic values of ǫ require a special attention. For instance
for ǫ = 1/4 one obtains the following expansion17 :
A1/4(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 8 t7 + 11 t8 + 17 t9 + 23 t10 + 31 t11 + 44 t12 + 63 t13
+90 t14 + 128 t15 + 183 t16 + . . .
and for ǫ = 1/5 one gets :
A1/5(t) = t+ t
2 + 2 t3 + 2 t4 + 4 t5 + 4 t6 + 6 t7 + 7 t8 + 12 t9 + 15 t10 + 19 t11 + 28 t12 + 33 t13
+53 t14 + 77 t15 + . . . (51)
Since ǫ = 1/5 is a non-generic value (it is of the form 1/m), the previous expansion (51) can be compared with the
ones corresponding to values very close to 1/5 but not equal, for instance ǫ = 99/500, and ǫ = 101/500 :
A99/500(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 9 t7 + 13 t8 + 18 t9 + 27 t10 + 37 t11 + 62 t12 + 89 t13 + . . .
and :
A101/500(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 9 t7 + 13 t8 + 18 t9 + 27 t10 + 41 t11 + 66 t12 + 85 t13 + . . .
Closer to ǫ = 1/5 one obtains for ǫ = 999/5000, and ǫ = 1001/5000, the following expansions :
A999/5000(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 9 t7 + 13 t8 + 18 t9 + 27 t10 + 41 t11 + 66 t12 + 89 t13 + . . .
and :
A1001/5000(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 9 t7 + 13 t8 + 18 t9 + 27 t10 + 41 t11 + 66 t12 + 89 t13 + . . .
Similar expansions, corresponding to values close to the non-generic value ǫ = 1/4, are given in Appendix D. All
these results show that, similarly to the situation for the customary topological entropy, or the growth complexity λ
17These maple calculations have been performed with 6000 digits, but they are already stable with 2000 digits.
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(see Fig.1), λreal is continuous as a function of ǫ near the non-generic values of ǫ ≃ 1/m, however exactly on these
very non-generic values λreal takes smaller values (continuous function up to a zero measure set).
Remark : It is natural to compare the expansion corresponding to ǫ = 3/5 with the one corresponding to ǫ = 1/7,
since ǫ = 1/7 and ǫ = 3/5 have the same topological entropy (growth complexity λ) associated with 1− t− t2+ tm+2
for m = 7 (see relation (11)). One gets for ǫ = 3/5 :
A3/5(t) = t+ t
2 + 2 t3 + 3 t4 + 2 t5 + 5 t6 + 9 t7 + 8 t8 + 11 t9 + 14 t10 + 18 t11 + 24 t12 + 29 t13 + 41 t14 + 51 t15 + . . .
and for ǫ = 1/7 :
A1/7(t) = t + t
2 + 2 t3 + t4 + 4 t5 + 7 t6 + 7 t7 + 8 t8 + 13 t9 + 16 t10 + 22 t11 + 36 t12 + 43 t13 + 65 t14 + 87 t15 + . . .
These two expansions do not seem to yield the same value for λreal (λreal(3/5) ≃ 51
1/15 ≃ 1.2997 and λreal(1/7) ≃
871/15 ≃ 1.3468) though they share the same growth complexity λ.
The expansions of Aǫ(t) near ǫ = 3/5 are given in Appendix D.
Miscellaneous values of ǫ. For most of the values of ǫ the expansions are not long enough to “guess” rational
expressions (if any ...). One can however get some estimates of λreal that can be compared with hreal.
• For ǫ = 21/25 one gets the following results:
A21/25(t) = t+ t
2 + 2 t3 + 3 t4 + 3 t5 + 6 t6 + 7 t7 + 11 t8 + 12 t9 + 21 t10 + 25 t11 + 36 t12 + 45 t13 + 69 t14 + . . .
This expansions seem to yield the following estimated value for λreal (λreal(21/25) ≃ 69
1/14 ≃ 1.3531 to be compared
with (36)). In fact, one remarks that this expansion is actually compatible with the expansion of the rational expression:
A21/25(t) =
t ·
(
1 + t+ t2 + t3 − 2 t4
)
(1− t) (1 + t)2 (1− t+ t2 − 2 t3)
(52)
One does remark that the rational expression (52) has actually the same singularity that the rational expression (37)
suggested for the real dynamical zeta function ζreal21/25(t). All the coefficients of the expansion of (52) are positive (in
contrast with (60) given in Appendix C which is ruled out because coefficient t54 of its expansion is negative). If this
simple rational expression is actually the exact expression for A21/25(t) this would yield the following algebraic value
for λreal : λreal(21/25) = hreal(21/25) ≃ 1.353209964.
• For ǫ = 3/2 one gets the following results:
A3/2(t) = t+ t
2 + 2 t3 + t4 + 3 t5 + 2 t6 + 3 t7 + 3 t8 + 2 t9 + 3 t10 + 3 t11 + 4 t12 + 3 t13 + . . .
• Near ǫ = 2 (for instance for ǫ = 2001/1000 or ǫ = 1999/1000) one gets :
Aǫ≃2(t) = t+ t
2 + 2 t3 + t4 + t5 + 2 t6 + t7 + 3 t8 + 2 t9 + t10 + 3 t11 + 2 t12 + 3 t13 + . . .
• Some results for ǫ larger than 3 (again obtained with 6000 digits) are given in Appendix D (ǫ = 4 , ǫ = 5,
ǫ = 6, ǫ = 10, ǫ = 20, ǫ = 30 ). These series indicate that an estimated value for λreal could correspond to λreal
very close to 1 for ǫ = 10, and quite close to 1 for ǫ = 20.
B. “Real Arnold complexity” generating functions for ǫ large.
The examination of Fig.12 shows that λreal goes to some non-trivial limit, λreal ≃ 1.429, in the large ǫ limit.
Let us examine the expansion of Aǫ(t) for various increasing values of ǫ, in order to study this ǫ → ∞ limit. The
expansions of Aǫ(t) for ǫ = 40, ǫ = 50, ǫ = 100 are given in Appendix D.
• For ǫ = 500 the expansion of Aǫ(t) reads :
A500(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 8 t6 + 11 t7 + 17 t8 + 24 t9 + 35 t10 + 47 t11 + 64 t12 + 93 t13 + . . .
• For ǫ = 1000 :
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A1000(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 8 t6 + 11 t7 + 17 t8 + 24 t9 + 35 t10 + 51 t11 + 72 t12 + 101 t13 + . . .
For ǫ large the expansion of Aǫ(t), the generating function for the “real Arnold complexity”, is equal, up to order
15, to (for instance18 for ǫ = 20000) :
A20000(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 8 t6 + 11 t7 + 17 t8 + 24 t9 + 35 t10 + 51 t11 + 72 t12 + 105 t13
+149 t14 + 214 t15 + . . . (53)
which actually coincides with the expansion of the simple rational expression :
A∞(t) =
t · (1 + t4)
(1− t2 − t3 − t5) · (1− t)
=
t ·
(
1 + t4
)
(1− t− t2) + t4 · (1− t+ t2)
(54)
This last result has to be compared with the equivalent one for the “real dynamical zeta function” ζrealǫ=∞(t) (see
(40) in section (IVD)). These two non-trivial rational results, for ǫ large, are in perfect agreement, yielding the same
algebraic value for the two “real complexities” hreal and λreal , namely hreal = λreal ≃ 1.42910832.
All the results displayed in this section seem to show that the identification between hreal and λreal actually
holds.
Remark : Recalling the “universal” relation (18), or more precisely (19), which gives (for ǫ generic and for
ǫ = 1/m, ǫ = (m + 1)/(m+ 3) for m = 9 , 13 , 17 , . . .) a ratio ζǫ(t)/Aǫ(t) equal to (1 − t
2)/t, one can look at the
“real ratio” ζrealǫ (t)/Aǫ(t) . Of course for ǫ < 0 this “real ratio” is also equal to (1 − t
2)/t, however in the ǫ → ∞
limit it tends to be equal to (1− t2)/t/(1 + t4). Therefore one should not expect any simple “universal” relation like
(18) between ζrealǫ (t) and Aǫ(t) .
These various Arnold complexity generating functions Aǫ(t) were associated with the iteration of the (real or
complex) line y = (1−ǫ)/2. One could introduce a generating function for each line (or fixed curve) one iterates. The
corresponding series become slightly more difficult to extrapolate but give similar results in particular the asymptotic
values for λreal. The sensitivity of the previous analysis, according to the chosen curve one iterates, will be discussed
elsewhere.
It would be interesting to see if the “real dynamical zeta functions” ζrealǫ (t) , or the “real degree generating functions”
Aǫ(t), could also be rational expressions, for other values of ǫ, or, even, if these “real generating functions” could be
rational expressions for any given value of ǫ. In this last case there should be an infinite number of such rational
expressions : it is clear that they could not all be “simple” like (40) or (54).
VII. CONCLUSION
The results presented here seem to be in agreement with, again, an identification between λreal, the (asymptotic)
“real Arnold complexity”, and hreal, the (exponential of the) “real topological entropy”. In contrast with the “univer-
sal” behavior of the “usual” Arnold complexity, or topological entropy, displayed in Fig. 1, λreal and hreal are quite
involved functions of the parameter ǫ the birational transformations depend on (see Fig. 11 and Fig. 12).
We have, however, obtained some remarkable rational expressions for the real dynamical zeta function ζrealǫ (t) and
for a “real Arnold complexity” generating function Aǫ(t). In particular we have obtained in particular two non-trivial
rational expressions (40) and (54), (yielding algebraic values for hreal and λreal ).
There is no simple down-to-earth Markov partition, symbolic dynamics, or hyperbolic systems interpretation of
these rational results.
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VIII. APPENDIX A : DYNAMICAL ZETA FUNCTIONS VERSUS HOMOGENEOUS DEGREE
GENERATING FUNCTION FOR NON-GENERIC VALUES
Let us consider here various non-generic values of the form (m− 1)/(m+ 3) (with m ≥ 7, m odd).
• For ǫ = 3/5 (corresponding to m = 7) the homogeneous generating function defined in section (III), reads :
GHom3/5 (t) = 1 + 2 t+ 4 t
2 + 7 t3 + 12 t4 + 20 t5 + 33 t6 + 54 t7 + 88 t8 + 142 t9 + 228 t10 + 366 t11 + . . .
which is compatible with the expansion of the rational expression :
GHom3/5 (t) =
1− t10
(1− t) · (1− t− t2 + t9)
Recalling a possible rational expression for the corresponding dynamical zeta function [3] :
ζ3/5(t) =
1− t2
1− t− t2 + t9
, (55)
one immediately verifies that the “universal” relation (18) actually holds.
• For ǫ = 2/3 (corresponding to m = 9) the homogeneous generating function defined in section (III), reads :
GHom2/3 (t) = 1 + 2 t+ 4 t
2 + 7 t3 + 12 t4 + 20 t5 + 33 t6 + 54 t7 + 88 t8 + 143 t9 + 232 t10 + 375 t11 + 605 t12 + . . .
This could be the expansion, up to order twelve, of the simple rational expression :
GHom2/3 (t) =
1− t12
(1− t) · (1− t− t2 + t11)
(56)
These results should be compared with the expansion of the dynamical zeta function. Unfortunately, here, the series
for the dynamical zeta function are not sufficiently large to allow any “safe conjecture”. A possible exact expression
does not seem to be equal to (1− t2)/(1− t− t2 + t11), but could be [3] :
ζ2/3(t) =
1− t2 − t11 − t12 − t13
1− t− t2 + t11
or :
1− t2 − t11 − t12
1− t− t2 + t11
(57)
The “universal” relation (18) is verified with (56) together with (1− t2)/(1− t− t2 + t11) , but not with (56) together
with (57). One can however imagine that the “universal” relation (18) could be slightly modified on some of these
(m− 1)/(m+3) values (m = 9 , 13 , · · ·). For instance, (56) and (57) verify (up to order twelve) the simple relation :
t · ζ2/3(t) − (1− t) ·G
Hom
2/3 (t) + 1 − t
m+2 − tm+3 = 0 where : m = 9 (58)
These calculations need to be revisited.
• For ǫ = 5/7 (corresponding to m = 11) the homogeneous generating function defined in section (III), reads :
GHom5/7 (t) = 1 + 2 t+ 4 t
2 + 7 t3 + 12 t4 + 20 t5 + 33 t6 + 54 t7 + 88 t8 + 143 t9 + 232 t10 + 376 t11 + 609 t12 . . .
This could be the expansion of :
GHom5/7 (t) =
1− t14
(1− t) · (1− t− t2 + t13)
• For ǫ = 3/4 (corresponding to m = 13) the homogeneous generating function reads :
GHom3/4 (t) = 1 + 2 t+ 4 t
2 + 7 t3 + 12 t4 + 20 t5 + 33 t6 + 54 t7 + 88 t8 + 143 t9 + 232 t10 + 376 t11 + 609 t12 + . . .
This series is not large enough. It could be the expansion of the simple expression :
GHom3/4 (t) =
1− t16
(1− t) · (1− t− t2 + t15)
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IX. APPENDIX B : NUMBER OF REAL FIXED POINTS OF THE P -TYPE, Q-TYPE AND R-TYPE.
Let us just give the number of real n-th cycles of the P -type, Q-type and R-type for miscellaneous values of ǫ in
increasing order.
For ǫ < 0 (and ǫ 6= −1) one gets :
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Pn 1 0 1 1 2 2 4 4 6 8 12 12 20 24 30 38 54 65
Qn 0 0 0 0 0 0 0 1 0 1 0 3 0 4 0 9 0 13
Rn 0 0 0 0 0 0 0 0 2 2 6 10 20 30 60 88 156 238
Tn 1 0 1 1 2 2 4 5 8 11 18 25 40 58 90 135 210 316
TABLE I. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ < 0.
For ǫ = 11/100, 1/4, 52/100, 9/10, 11/10, 5, 10, 50, 100, and 20000, one gets the following tables :
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Pn 1 0 1 1 2 1 2 1 4 5 8 5 10 11 14 14 20 21
Qn 0 0 0 0 0 0 0 0 0 1 0 3 0 3 0 5 0 5
Rn 0 0 0 0 0 0 0 0 0 0 * * * * * * * *
Tn 1 0 1 1 2 1 2 1 4 6 * * * * * * * *
TABLE II. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ = 11/100.
n 1 2 3 4 5 6 7 8 9 10 11 12 13
Pn 1 0 1 1 2 0 1 0 3 1 4 2 8
Qn 0 0 0 0 0 0 0 1 0 1 0 2 0
Rn 0 0 0 0 0 0 0 0 0 0 0 0 0
Tn 1 0 1 1 2 0 1 1 3 2 4 4 8
TABLE III. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ = 1/4.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Pn 1 0 1 1 2 0 2 0 4 1 4 2 6 2 8
Qn 0 0 0 0 0 0 0 1 0 1 0 2 0 4 0
Rn 0 0 0 0 0 0 0 0 0 0 2 8 10 * *
Tn 1 0 1 1 2 0 2 1 4 2 6 12 16 * *
TABLE IV. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ = 52/100.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Pn 1 0 1 1 0 0 2 0 0 1 4 0 2 1 6 1 6 3
Qn 0 0 0 0 0 0 0 1 0 1 0 2 0 2 0 4 0 5
Rn 0 0 0 0 0 0 0 0 0 0 * * * * * * * *
Tn 1 0 1 1 0 0 2 1 0 2 * * * * * * * *
TABLE V. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ = 9/10.
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n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Pn 1 0 1 0 0 0 2 0 0 1 2 0 2 1 2 1 4
Qn 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0
Rn 0 0 0 0 0 0 0 0 0 0 0 * * * * * *
Tn 1 0 1 0 0 0 2 0 0 2 2 * * * * * *
TABLE VI. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ = 11/10.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Pn 1 0 1 0 0 0 0 0 0 0 2 0 * 1 0 0 2 0
Qn 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
Rn 0 0 0 0 0 0 0 0 0 0 0 * * * * * * *
Tn 1 0 1 0 0 0 0 0 0 0 2 * * * * * * *
TABLE VII. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ = 5.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Pn 1 0 1 0 2 0 0 1 0 0 2 0 2 1 0 0 2 1
Qn 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1
Rn 0 0 0 0 0 0 0 0 0 0 0 * * * * * * *
Tn 1 0 1 0 2 0 0 2 0 0 2 * * * * * * *
TABLE VIII. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ = 10.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Pn 1 0 1 0 2 0 2 1 2 0 4 1 4 1 2 2 6 3
Qn 0 0 0 0 0 0 0 1 0 1 0 1 0 2 0 3 0 3
Rn 0 0 0 0 0 0 0 0 0 2 0 * * * * * * *
Tn 1 0 1 0 2 0 2 2 2 3 4 * * * * * * *
TABLE IX. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ = 50.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Pn 1 0 1 0 2 0 2 1 2 0 4 1 6 1 6 2 8 3
Qn 0 0 0 0 0 0 0 1 0 1 0 3 0 2 0 3 0 6
Rn 0 0 0 0 0 0 0 0 0 2 0 * * * * * * *
Tn 1 0 1 0 2 0 2 2 2 3 4 * * * * * * *
TABLE X. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ = 100.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Pn 1 0 1 0 2 0 2 1 2 0 4 1 6 1 6 2
Qn 0 0 0 0 0 0 0 1 0 1 0 3 0 4 0 7
Rn 0 0 0 0 0 0 0 0 0 2 0 2 * * * *
Tn 1 0 1 0 2 0 2 2 2 3 4 6 ≥ 8 ≥ 9 ≥ 14 ≥ 17
TABLE XI. Number of real n-th cycles of the P -type, Q-type and R-type for ǫ = 20000.
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X. APPENDIX C : EXPANSIONS OF SOME REAL DYNAMICAL ZETA FUNCTIONS
Let us just give some additional expansions for ζrealǫ (t) for increasing values of ǫ.
For ǫ = 9/50, one obtains the following expansions for ζrealǫ (t) :
ζreal9/50(t) =
1
(1− t) (1− t3) (1− t4) (1− t5)
2
(1− t6) (1− t7)
2
(1− t8)
3
(1− t9)
4
(1− t10)
3
(1− t11)
8 · · ·
= 1 + t+ t2 + 2 t3 + 3 t4 + 5 t5 + 7 t6 + 10 t7 + 16 t8 + 24 t9 + 34 t10 + 52 t11 + . . .
yielding the following “rough” approximation for hreal : hreal ≃ (52)
1/11 ≃ 1.432. For the “non-generic” value
ǫ = 1/5, ζreal1/5 (t) reads :
ζreal1/5 (t) =
1
(1− t) (1− t3) (1− t4) (1− t5)
2
(1− t6) (1− t7) (1− t9)
4
(1− t10)2(1 − t11)5 (1 − t12)4
· · ·
= 1 + t+ t2 + 2 t3 + 3 t4 + 5 t5 + 7 t6 + 9 t7 + 12 t8 + 20 t9 + 28 t10 + 39 t11 + 55 t12 + . . .
yielding the following “rough” approximation for hreal : hreal ≃ (55)
1/12 ≃ 1.3964. For ǫ = 1/5 the previous Qn’s
and Rn’s are equal to zero up to order twelve. The exponents in (59) are thus the Pn’s.
For ǫ = 31/125, ǫ = 12/25, ǫ = 66/125, ǫ = 2/3, ǫ = 17/25, ǫ = 3/4, ǫ = 3/2, one obtains, respectively, the
following expansions for ζrealǫ (t) :
ζreal31/125(t) =
1
(1− t) (1− t3) (1− t4) (1− t5)2 (1− t6) (1− t7)2 (1− t8) (1− t9)4 (1− t10)5 (1− t11)12
· · ·
= 1 + t+ t2 + 2 t3 + 3 t4 + 5 t5 + 7 t6 + 10 t7 + 14 t8 + 22 t9 + 34 t10 + 54 t11 + . . .
yielding the approximation for hreal : hreal ≃ (54)
1/11 ≃ 1.437,
ζreal12/25(t) =
1
(1− t) (1− t3) (1− t4) (1− t5)2 (1− t7)2 (1− t8) (1− t9)6 (1− t10)5 (1− t11)10
· · ·
= 1 + t+ t2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 9 t7 + 13 t8 + 22 t9 + 33 t10 + 49 t11 + . . .
for ǫ = 12/25, yielding the following rough approximation for hreal : hreal ≃ (49)
1/11 ≃ 1.424,
ζreal66/125(t) =
1
(1− t) (1− t3) (1− t4) (1− t7)2 (1− t8) (1− t9)4 (1− t10)2 (1− t11)4
· · ·
= 1 + t+ t2 + 2 t3 + 3 t4 + 3 t5 + 4 t6 + 7 t7 + 9 t8 + 14 t9 + 19 t10 + 27 t11 + . . .
for ǫ = 66/125, yielding hreal ≃ (27)
1/11 ≃ 1.349.
For ǫ = 2/3 (that is (m− 1)/(m+ 3) for m = 9) the real dynamical zeta function reads :
ζreal2/3 (t) =
1
(1− t)(1− t3) (1− t4) (1− t7)
2
(1− t8) (1− t9)
2
(1− t10)
2
(1− t11)
4
(1 − t12)2
· · · (59)
= 1 + t+ t2 + 2 t3 + 3 t4 + 3 t5 + 4 t6 + 7 t7 + 9 t8 + 12 t9 + 17 t10 + 25 t11 + 32 t12 + . . .
yielding hreal ≃ (32)
1/12 ≃ 1.3348. Let us note that one must be careful converting systematically a series to a
rational function (Pade approximation). Up to order twelve, expansion (59) is in agreement with the expansion of
the following simple rational expression :
1 + t+ t3 − t6
1− t2 − 2 t4 + t5 − t6
=
(
1 + t+ t3 − t6
)
· (1− t)
1− t− t2 + t3 · (1− t+ t2)2
(60)
which is reminiscent of the exact expression (40). However, one easily finds that the coefficients of t54 in (60)
becomes negative (the coefficients grow like ≃ (−1.5252)N). Expression (60) cannot be the exact expression of a
(real) dynamical zeta function.
For ǫ = 17/25, the real dynamical zeta function reads :
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ζreal17/25(t) =
1
(1− t) (1− t3) (1− t4) (1− t7)
2
(1− t8) (1− t9)
2
(1− t10)
2
(1− t11)
4 · · ·
= 1 + t+ t2 + 2 t3 + 3 t4 + 3 t5 + 4 t6 + 7 t7 + 9 t8 + 12 t9 + 17 t10 + 25 t11 + . . .
yielding : hreal ≃ (25)
1/11 ≃ 1.3399,
For the non-generic value ǫ = 3/4 (that is (m− 1)/(m+ 3) for m = 13) the real dynamical zeta function reads :
ζreal3/4 (t) =
1
(1 − t)(1− t3) (1− t4) (1− t7)
2
(1− t8) (1− t9)
3
(1− t10) (1− t11)2 (1− t12)
· · ·
= 1 + t+ t2 + 2 t3 + 3 t4 + 3 t5 + 4 t6 + 7 t7 + 9 t8 + 13 t9 + 17 t10 + 23 t11 + 30 t12 + . . .
yielding hreal ≃ (30)
1/12 ≃ 1.3277.
Finally, for ǫ = 3/2, the real dynamical zeta function reads :
ζreal3/2 (t) =
1
(1− t) (1− t3) (1− t7)
2
(1− t10)
2 · · ·
= 1 + t+ t2 + 2 t3 + 2 t4 + 2 t5 + 3 t6 + 5 t7 + 5 t8 + 6 t9 + 10 t10 + 10 t11 + . . .
yielding : hreal ≃ (10)
1/11 ≃ 1.233.
XI. APPENDIX D : EXPANSIONS OF THE “REAL ARNOLD COMPLEXITY” GENERATING
FUNCTIONS
Let us give here a few expansions for the “real Arnold complexity” generating functions Aǫ(t). Let us first give the
expansion of Aǫ(t) corresponding to ǫ = 2/3 in order to compare it with (59) and (60) :
A2/3(t) = t+ t
2 + 2 t3 + 3 t4 + 3 t5 + 6 t6 + 7 t7 + 11 t8 + 14 t9 + 21 t10 + 29 t11 + 37 t12 + 51 t13 + . . .
yielding the following estimation for λreal ≃ (51)
1/13 ≃ 1.3531 to be compared with hreal ≃ (32)
1/12 ≃ 1.3348
from (59). The coefficients of the expansions of ζ2/3(t), and A2/3(t), are very close. Up to order ten, the ratio
ζ2/3(t)/A2/3(t) coincides with the expansion of :
ζ2/3(t)
A2/3(t)
≃
1− t2
t
·
1− t5
1− 2 t4 + t5
(61)
The expansion of Aǫ(t) corresponding to the non-generic value ǫ = 3/4 (that is (m− 1)/(m+3) for m = 13) reads:
A3/4(t) = 1 + t+ t
2 + 2 t3 + 3 t4 + 3 t5 + 6 t6 + 7 t7 + 11 t8 + 12 t9 + 21 t10 + 27 · t11 + 36 t12 + 47 t13 + . . . (62)
The expansions of ζ3/4(t) and A3/4(t) are again very close. Expansion (62) yields the following estimation for
λreal ≃ (47)
1/13 ≃ 1.3446 to be compared with hreal ≃ (30)
1/12 ≃ 1.3276 from (61).
Let us now give the expansion of Aǫ(t) corresponding to values very close to the non-generic value 1/4, for instance
ǫ = 99/400 and ǫ = 101/400 :
A99/400(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 9 t7 + 13 t8 + 22 t9 + 33 t10 + 47 t11 + 70 t12 + 101 t13 + . . .
and :
A101/400(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 6 t6 + 9 t7 + 13 t8 + 22 t9 + 33 t10 + 47 t11 + 70 t12 + 109 t13 + . . .
Near the non-generic value ǫ = 3/5, for instance for ǫ = 299/500 and ǫ = 301/500, one gets :
A299/500(t) = t+ t
2 + 2 t3 + 3 t4 + 3 t5 + 6 t6 + 11 t7 + 11 t8 + 16 t9 + 21 t10 + 29 t11 + 42 t12 + 57 t13 + . . .
and :
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A301/500(t) = t+ t
2 + 2 t3 + 3 t4 + 3 t5 + 6 t6 + 11 t7 + 11t8 + 16t9 + 21t10 + 29 t11 + 42 t12 + 57 t13 + . . .
For the non-generic value ǫ = 1/10 one obtains the following results :
A1/10(t) = t+ t
2 + 2 t3 + t4 + 3 t5 + 8 t6 + 9 t7 + 11 t8 + 16 t9 + 21 t10 + 31 t11 + 48 t12 + 58 t13 + . . .
• ǫ > 3. Let us finally give some results for ǫ larger than 3 (again obtained with 6000 digits).
For ǫ = 4 :
A4(t) = t+ t
2 + 2 t3 + t4 + t5 + 2 t6 + t7 + t8 + 2 t9 + 3 t10 + t11 + 2 t12 + 3 t13 + t14 + . . .
For ǫ = 5 :
A5(t) = t+ t
2 + 2 t3 + t4 + t5 + 2 t6 + 3 t7 + t8 + 2 t9 + 3 t10 + t11 + 2 t12 + 3 t13 + 3 t14 + . . .
For ǫ = 6 :
A6(t) = t+ t
2 + 2 t3 + 3 t4 + t5 + 2 t6 + 3 t7 + 3 t8 + 2 t9 + 3 t10 + 3 t11 + 4 t12 + 3 t13 + . . .
For ǫ = 10 :
A10(t) = t+ t
2 + 2 t3 + 3 t4 + 3 t5 + 2 t6 + 3 t7 + 3 t8 + 4 t9 + 5 t10 + 5 t11 + 4 t12 + 5 t13 + . . .
For ǫ = 20 :
A20(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 4 t6 + 5 t7 + 3 t8 + 8 t9 + 11 t10 + 7 t11 + 10 t12 + 21 t13 + . . .
For ǫ = 30 :
A30(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 4 t6 + 5 t7 + 9 t8 + 8 t9 + 11 t10 + 11 t11 + 14 t12 + 25 t13 + . . .
For ǫ = 40 :
A40(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 4 t6 + 5 t7 + 9 t8 + 10 t9 + 15 t10 + 11 t11 + 14 t12 + 29 t13 + . . .
For ǫ = 50 :
A50(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 4 t6 + 7 t7 + 9 t8 + 10 t9 + 15 t10 + 17 t11 + 22 t12 + 37 t13 + . . .
For ǫ = 100 :
A100(t) = t+ t
2 + 2 t3 + 3 t4 + 5 t5 + 8 t6 + 7 t7 + 9 t8 + 16 t9 + 19 t10 + 29 t11 + 36 t12 + 51 t13 + . . .
[1] N. Abarenkova, J-C. Angle`s d’Auriac, S. Boukraa, S. Hassani and J-M. Maillard, Topological entropy and complexity for
discrete dynamical systems. chao-dyn/9806026 .
[2] N. Abarenkova, J-C. Angle`s d’Auriac, S. Boukraa, S. Hassani and J-M. Maillard, Rational dynamical zeta functions for
birational transformations. chao-dyn/9807014 to be published in Physica A.
[3] N. Abarenkova, J-C. Angle`s d’Auriac, S. Boukraa, S. Hassani and J-M. Maillard, From Yang-Baxter equations to dynamical
zeta functions for birational transformations, to be published by World Scientific
[4] N. Abarenkova, J-C. Angle`s d’Auriac, S. Boukraa and J-M. Maillard, Growth complexity spectrum of some discrete dy-
namical systems. chao-dyn/9807031 to be published in Physica D.
[5] S. Boukraa and J-M. Maillard, Factorization properties of birational mappings. Physica A 220, 403 (1995).
[6] V. Arnold, Developments in Mathematics: The Moscow School. Chapman & Hall, (1989). Problems on singularities and
dynamical systems, Edited by V. Arnold and M. Monastyrsky, Chap. 7, pp. 261-274.
[7] S. Boukraa, S. Hassani and J-M. Maillard, Product of involutions and fixed points. Alg. Rev. Nucl. Sci. 2 (1998) pp. 1–16.
[8] S. Boukraa, J-M. Maillard and G. Rollet, Almost integrable mappings. Int. J. Mod. Phys. B8 (1994), pp. 137–174.
27
[9] S. Hassani, S. Boukraa and J-M. Maillard, New integrable cases of a Cremona transformation : a finite order orbit analysis.
Physica A 240 (1997), p. 586.
[10] S. Boukraa, J-M. Maillard and G. Rollet, Determinantal identities on integrable mappings. Int. J. Mod. Phys. B8 (1994),
pp. 2157–2201.
[11] S. Boukraa, J-M. Maillard and G. Rollet, Integrable mappings and polynomial growth. Physica A 208 (1994), pp. 115–175.
[12] R.C. Adler, A.C. Konheim and M.H. McAndrew, Topological entropy. Trans. Am. Math. Soc. 114 (1965), p. 309.
[13] V. Baladi, Periodic orbits and dynamical spectra. Ergod. Th. Dynam. Sys. 18, 255-292 (1998).
[14] Information on the multi-precision library gmp (GNU MP) can found in the following Home Site :
http://www.nada.kth.se/∼tege/gmp/
Other Links : ftp://prep.ai.mit.edu/pub/gnu/(gmp-*.tar.gz)
Mailing Lists/USENET News Groups : bug-gmp@prep.ai.mit.edu
[15] N. Abarenkova, J-C. Angle`s d’Auriac, S. Boukraa and J-M. Maillard, Elliptic curves from finite order recursions or non-
involutive permutations for discrete dynamical systems and lattice statistical mechanics. The European Physical Journal
B 5 (1998) pp. 647–661.
[16] R. Bowen, Periodic Orbits for hyperbolic flows , Amer. J. Math. 94, (1972), pp 1–30.
[17] K.T. Alligood, T.D. Sauer and J.A. Yorke, Chaos An introduction to dynamical systems. Springer-Verlag New York (1997).
[18] Chaos Classical and Quantum : a Web book to be found in Cvitanovic’s web site http://www.nbi.dk/ChaosBook
[19] M. Artin and B. Mazur, On periodic points. Ann. of Math. 81 (1965), p. 82.
[20] D. Ruelle, Thermodynamic Formalism. Addison-Wesley, Reading, MA, (1978).
[21] R. Bowen, Symbolic dynamics for hyperbolic flows. Amer. J. Math. 95 (1973), p. 429.
[22] R. Bowen, Equilibrium States and the Ergodic Theory of Anosov Diffeomorphisms. Springer Verlag, Berlin, (1975).
[23] R. Bowen, Markov partitions for Axiom A diffeomorphisms , Amer. J. Math. 92, (1970), pp 725–747.
[24] C. Smale, Differentiable dynamical systems. Bull. Amer. Math. Soc. 73 (1967), p. 747.
[25] N. Abarenkova, J-C. Angle`s d’Auriac, S. Boukraa, S. Hassani and J-M. Maillard, Cycle fusion for birational transforma-
tions, in preparation.
[26] J-C. Angle`s d’Auriac, S. Boukraa, and J-M. Maillard, Functional relations in lattice statistical mechanics,enumerative
combinatorics and discrete dynamical systems, to be published in Annals of Combinatorics.
[27] R. W. Ghrist, P. J. Holmes and M. C. Sullivan, Knots and Links in Three-Dimensional Flows. Lecture Notes in Mathe-
matics, 1654, (1998), Springer.
[28] R. W. Easton, Geometrical Methods for Discrete Dynamical Systems. Oxford Engineering Science Series, 50, (1998).
[29] C. Conley and R. Easton, Isolated invariant sets and isolated blocks. Trans. Amer. Math. Soc. 158 (1971), p. 35.
[30] D. Fried, Rationality for Isolated Expansive Sets. Advances in Mathematics 65 (1987), p. 35.
[31] M. Marden, Geometry of polynomials., Amer. Math. Soc. Surveys, second edition (1966).
28
