In this study, a multi-modelling approach is proposed for improved continuous daily streamflow estimation in ungauged basins using regionalization-the process of transferring hydrological data from gauged to ungauged watersheds. Four regionalization models, two data-driven and two hydrological, were used for continuous daily streamflow estimation. Comparison of the individual models reveals that each of the four models performed well on a limited number of ungauged basins while none of them performed well for the entire 90 selected watersheds. The results obtained from the four models are evaluated and reported in a deterministic way by a model combination approach along with its uncertainty range consisting of 16 ensemble members. It is shown that a combined model of the four individual models performed well on all 90 watersheds and the ensemble range can account for the uncertainty of models. The combined model was more efficient and appeared more robust compared to the individual models. Furthermore, continuous ranked probability scores (CRPS) calculated for the ensemble model outputs indicate better performance compared to individual models and competitive with the combined model.
Introduction
Streamflow time series are required for sustainable water resources management, but most of the watersheds across the world are ungauged or poorly gauged. This highlights the need for reliable regionalization models to estimate streamflow time series in ungauged watersheds. In hydrological studies, regionalization is the process of transferring hydrological information from gauged to ungauged watersheds (Sivapalan et al. 2003) . Different approaches have been investigated for continuous streamflow regionalization in the literature (see Razavi and Coulibaly 2012 for a full review, Parajka et al. 2013) along with discussions on their performance and uncertainty analysis (Hrachowitz et al. 2013) . Continuous daily streamflow regionalization can be conducted through hydrological models or data-driven approaches. In the former, the parameters of hydrological models are transferred from gauged to ungauged watersheds, and streamflow time series of ungauged watersheds are estimated through hydrological models. In the latter, the streamflow time series of ungauged watersheds are estimated through data-driven approaches-which were initially developed for gauged watersheds-using watershed attributes or streamflow time series.
In order to reduce the uncertainty of hydrological predictions in gauged and ungauged watersheds, some studies have investigated ensemble modelling and multi-model combination approaches (e.g. Cibin et al. 2014 , Waseem et al. 2015 . Different studies have shown that using multiple models with different structures can improve the reliability and reduce the uncertainty of hydrological predictions (e.g. Li and Sankarasubramanian 2012 , Velázquez et al. 2010 , Coulibaly et al. 2005 . Ensemble predictions in hydrology have been generated using multiple climatological input data (e.g. He et al. 2009) , multiple sets of hydrological model parameters (e.g. McIntyre et al. 2005, Seibert and Beven 2009) or multiple rainfall-runoff model structures (e.g. Velázquez et al. 2010) . Evaluation methods for ensemble prediction systems (EPS) are either deterministic or probabilistic. Deterministic approaches evaluate a weighted or simple average of model outputs, while probabilistic approaches are based on joint distributions of forecasts and observations and consider all or selected model realizations. Probabilistic approaches assess the skill of a forecast by comparing the relative proximity of both the forecast and a benchmark for the observation (Pappenberger et al. 2015) . Criteria that are usually used to evaluate the ensemble realizations include some scores adopted from meteorology, such as the Brier score (Jolliffe and Stephenson 2003) , the continuous ranked probability score (Brown 1974) , the ignorance score (Roulston and Smith 2002) and the cost/loss function (Laio and Tamea 2007) . The results of ensemble modelling can be reported deterministically or probabilistically. Examples of the latter include Bayesian model averaging (BMA) (e.g. Duan et al. 2007) , which produces the posterior probability of model prediction using the prior probability of ensemble model outputs. Deterministic approaches for presenting ensemble modelling combine the outputs of ensemble models. Different model combination approaches have been studied, such as simple or weighted averaging, as well as some more complicated approaches, such as artificial neural networks (Shamseldin et al. 1997 ) and the first-order Takagi-Sugeno method (Xiong et al. 2001) . For example, for estimation of hydrological model parameters in ungauged basins, McIntyre et al. (2005) used a similarity weighted averaging (SWA) method that selects candidate model parameter realizations based on prior likelihood of the parameter models of gauged basins, then considers the attributes of the target ungauged catchment and updates the likelihood (weight) of the model realizations based on the similarity of the gauged watersheds with the ungauged one. Seibert and Beven (2009) used a Monte Carlo approach for ensemble modelling and picked the 100 best parameter sets out of 10 000 sets. They computed the weighted mean using a linear decreasing function for weights based on an objective function.
The most common and popular approach to combining the outputs of multiple hydrological models is the weighted averaging approach, due to its understandable basis and high efficiency. However, the optimal selection of weights remains a challenge. Li and Sankarasubramanian (2012) investigated two weighted averaging methods to combine two hydrological models for improved prediction of monthly flow discharge. In the first, a dynamic weighting approach determined weights based on the inverse value of model error at each time step, while the second method was based on a static optimized weighting approach that assigned weights to individual models by minimizing the errors over the calibration period. They found superior performance for the second approach. Coulibaly et al. (2005) proposed a static weighting approach that assigned weights based on the variance and correlation of model errors in the whole calibration period to combine outputs of a conceptual hydrological model, a neural network model, and a nearest-neighbour model for improved daily reservoir inflow forecasting. Most of the studies of model combinations in ungauged watersheds used multiple parameter sets of rainfall-runoff models in order to account for uncertainty due to model parameters (e.g. McIntyre et al. 2005 , Randrianasolo et al. 2011 ). For example, McIntyre et al. (2005 proposed an ensemble modelling and model averaging approach for streamflow prediction in ungauged basins that selected candidate models based on their performance for gauged watersheds and weighted them accordingly. In a very few studies, multiple structures of hydrological models have been combined for prediction in ungauged basins (e.g. Goswami et al. 2007 , Exbrayat et al. 2011 . Exbrayat et al. (2011) combined the outputs of five rainfall-runoff models using a data-fusion and weighting approach for daily runoff prediction at an ungauged basin.
In the current study, the two main categories of regionalization approaches-hydrological-model-independent (data-driven) and hydrological-model-dependent-are investigated for continuous daily streamflow regionalization. Since the distance between gauged and ungauged watersheds was identified as a key factor in our previous regionalization studies, it is incorporated into all the individual models to improve the results. In the first category (data-driven models) we use inverse distance weighting and physical similarity (IDW-PS) and a multilayer perceptron approach coupled with IDW-PS (MLP-IDW), and in the second category we use two lumped conceptual hydrological models including MAC-HBV (McMaster University Hydrologiska Byråns Vattenbalansavdelning; Samuel et al. 2011) and SAC-SMA (Sacramento Soil Moisture Accounting; Burnash et al. 1973) coupled with the IDW-PS technique. The models in the first category transfer daily streamflow data from gauged to ungauged watersheds through data-driven methods, while the models in the second category transfer the parameters of hydrological models from gauged to ungauged watersheds.
The main objective of this study is to propose a deterministic reliable regionalization model with uncertainty boundaries for all ungauged watersheds in different regions of the province of Ontario, Canada, with different sizes to reduce the uncertainty of regionalization. To the best of our knowledge, ensemble models in the two regionalization categories of data-driven and hydrological-model-dependent have not previously been evaluated both deterministically and probabilistically to improve daily streamflow regionalization.
Study area and data
The study area covers 90 watersheds across Ontario, Canada, having areas ranging from 100 to 100 000 km 2 spread throughout northern, southern and central regions. A full description of the study area can be found in Razavi and Coulibaly (2013) . Two types of meteorological data were used in this study: gauged and gridded daily precipitation and air temperature. The gauged daily precipitation and temperature time series of the climate station closest to the centroid of each watershed were obtained from the Canadian Daily Climate Data, provided by Environment Canada. Also, 10 km gridded precipitation and temperature time series were extracted from interpolated climate data prepared by Natural Resources Canada/ Canadian Forest Service (Hutchinson et al. 2009 ). The daily flow data were obtained from the HYDAT database (Environment Canada 2004) for the period 1976-1994, but the lengths of time series were set equal to the number of days with no missing streamflow values for 90 watersheds during the whole period, which is almost 1246 consecutive days (May 1991 -December 1994 . By not missing any values in the climate and streamflow time series, we can ensure proper training and validation of the MLP-IDW model as well as comparison between the results of all models for consecutive equal days.
Methods
The four regionalization models investigated in this study, IDW-PS, MLP-IDW, MAC-IDW and SAC-IDW (summarized in Table 1 ), and the model combination approach described in the following sections were applied to four hydrologically homogeneous clusters of watersheds. The clusters were identified by compact nonlinear principal component analysis (CNLPCA) in a previous study (Razavi and Coulibaly 2013) , which classified 90 Ontario watersheds into four clusters, with 20, 17, 12 and 41 watersheds in each cluster based on their physical attributes, such as latitude, longitude, area, elevation, slope, and land surface cover. Each model was used to estimate daily streamflow time series of ungauged watersheds using information from the gauged ones. After generating ensemble outputs for each model, the best possible output of each model was selected in the first step for the final combined model, and in the second step four best possible outputs of each model were generated to account for model uncertainty.
Hydrological-model-independent (data-driven) approaches
This category includes approaches that estimate streamflow time series through data-driven models rather than hydrological models. The models developed in this category are the IDW-PS and MLP-IDW models.
Inverse distance weighting and physical similarity (IDW-PS)
Inverse distance weighting (IDW) is an interpolation technique based on the spatial distance of watersheds. According to this approach, the weight is higher for closer watersheds and lower for remote ones. The IDW equation (Shepard 1968) was used to calculate the weight of other watersheds in a cluster on a specific watershed as follows:
where d i is the spatial distance between watersheds and is calculated using the latitude and longitude of the watersheds' centroid, i indicates a specific watershed, while n is the total number of watersheds in the cluster. Physical similarity is a method that identifies which watersheds are the most similar to a specific one within the cluster in terms of some physical attributes. Seven catchment attributes with higher streamflow predictive power were selected from 12 attributes -namely latitude, longitude, mean slope, average elevation, area covered by vegetation with rooting depth greater than 150 cm, area of forest, and area of glacio-fluvial deposits (Samuel et al. 2011) . The IDW-PS method first identified the three gauged watersheds most physically similar and closest to a specific ungauged watershed within a cluster and then the IDW average of their daily streamflow values was determined according to the following equation:
where Q j is the daily streamflow of the ungauged watershed j, w ij is the weight of gauged watershed i on ungauged watershed j, Q i is the streamflow value of each gauged donor watershed ("donor" refers to the gauged watersheds that are used for transferring their streamflow or model parameters to the ungauged watersheds), and n is the total number of gauged donor watersheds (which was 3 in this case). Therefore, in each cluster each watershed was considered as ungauged once and daily streamflow time series were estimated for all watersheds assumed as ungauged within each cluster.
Multi-layer perceptron coupled with IDW-PS (MLP-IDW)
A three-layer feed-forward neural network was applied to estimate the daily streamflow time series of watersheds in homogenous clusters. The model inputs included: daily precipitation time series, daily temperature time series, and seven catchment attributes as used in the IDW-PS approach (previous subsection). The month number was used as a logical input to account for seasonal variability, and model output was set as daily streamflow time series. A tangent sigmoid ("tansig") function was used as a transfer function in the hidden layer and a linear transfer function in the output layer. Each network was trained 250 times using the Levenberg-Marquat training algorithm (Levenberg 1944) with five hidden units to account for random weight and bias values, and the network with the best performance for the training step (gauged watersheds) was selected. The inputs and target from gauged donor watersheds were then used to train the neural network, and the inputs of the hypothetical ungauged watershed were used in the validation period to estimate streamflow values for the ungauged watershed. The lengths of streamflow time series for both training (gauged watersheds) and validation (ungauged watersheds) periods were set equal to the 1246 consecutive days (May 1991 -December 1994 . To select the gauged donor watersheds for each hypothetical ungauged watershed, the three most similar and closely located watersheds inside each cluster were selected using IDW-PS criteria. IDW-PS was used here because the watersheds that have similar attributes and close locations have the most similar network inputs-greater similarity in network inputs should result in better network output. To improve the performance of the MLP-IDW model, several actions were taken. First, the IDW-PS method described in the previous subsection was used to estimate the streamflow time series of the ungauged watershed for 1 year, it was then used as part of the model target with inputs from the ungauged watershed in the training period, because the performance of the network is assumed to be improved if in the training step the inputs or part of the inputs of the ungauged basin are presented to the network. As the second improvement action, more accurate climate data (i.e. 10 km gridded climate dataset) were used in both training and validation periods. The average of the 10 km gridded climate dataset for each watershed was thus used instead of the climate data of the meteorological station closest to the centroid of watersheds. As the last improvement measure, an ensemble averaging approach (based on the performance of ensemble networks in the training period) was used. To perform the ensemble averaging, the network for each ungauged watershed was initially trained 250 times to account for variability in random weight and bias values, and the network with the best performance in the training period (for the gauged donor watersheds, on average) was selected from the multiple trained networks. Since some of the model realizations that had not shown good performance in the training period but might have produced the better results in the validation period were left out, an ensemble modelling approach was used to account for those model realizations, by taking the weighted average of model outputs that passed a performance threshold in the training period. The threshold value was set to be the 90th percentile of NSE (Nash-Sutcliffe efficiency) values, which covers the best 10% of all model realizations (the top 25 out of 250). Weights were defined based on NSE values of all the top 25 outputs using a linear decreasing function.
Hydrological-model-dependent methods
Two lumped hydrological models-MAC-HBV (Samuel et al. 2011) and SAC-SMA (Burnash et al. 1973 )-were used to estimate daily streamflow in the hypothetical ungauged watersheds within each cluster. The MAC-HBV follows the structure of the HBV model (Bergström 1976 ) with a modified routing routine following Seibert (1999) and a simplified Thornthwaite formula to account for daily potential evapotranspiration. The model consists of a snow routine, a soil moisture routine, a response function, and a routing routine. A full description of this model can be found in Samuel et al. (2011) . The SAC-SMA model is widely used by the National Weather Service (NWS) for operational streamflow forecasting and flood warning throughout the United States (Vrugt et al. 2006 ). This hydrological model is a conceptual system for modelling the headwater portion of the hydrological cycle. The first component of the model, i.e. rainfall occurring over the basin, is considered as falling on two basic areas: the pervious area and the impervious area. It consists of a Nash cascade routing method, and the same snow component and evapotranspiration calculation methods as used in MAC-HBV were added to this model. The optimized parameters of hydrological models were transferred from gauged to ungauged watersheds using the IDW-PS approach. Each watershed was considered as ungauged once, while the three most similar watersheds within the cluster were considered as gauged (donor watersheds). The optimized model parameters of the selected gauged watersheds were then transferred to the ungauged one using the IDW averaging method. Parameters optimized using particle swarm optimization (PSO) (Eberhart and Kennedy 1995) for both SAC-SMA and MAC-HBV were used in this study. In the first experiment, the gauged climate data of the station closest to the watersheds' centroid was used. To improve the accuracy of the results, 10 km daily gridded climate data were used in the second experiment.
Deterministic output of ensemble models using model combinations
A weighted averaging approach was applied to the model outputs for each time step. In the first experiment, three models, SAC-IDW, MAC-IDW and MLP-IDW, were combined, and in the second experiment all four models were combined. The weight assigned to model i at time step t (W i , t ) was determined based on the absolute error value for each model applied to the gauged donor watersheds (on average) at each time step (adapted from Li and Sankarasubramanian 2012):
where t is the time step (i.e. day), i indicates individual models, I is the total number of multiple models, and e i , t is the absolute value of error at each time step for gauged donor watersheds. To combine the outputs of the individual models for an ungauged watershed, each model was first applied to the donor gauged watersheds. Its average error for each day was calculated, and then a weight based on this error was assigned to each model output for the ungauged watershed on the same time step (day).
Model evaluation criteria
Nash-Sutcliffe efficiency (NSE) (Nash and Sutcliffe 1970) and root mean square error (RMSE) were both used to evaluate the performance of deterministic models in terms of mean daily streamflow estimation. NSE is presented in Equation (4) and RMSE in Equation (5):
where Q sim and Q obs are the simulated and observed streamflow, respectively, Q obs is the average of observed streamflow values, and N is the number of data points.
Values of NSE and RMSE closer to 1 and 0, respectively, indicate better performance of the hydrological models. We considered good performance of the models in mean daily streamflow regionalization for ungauged watersheds to be NSE values higher than 0.5 and RMSE values less than 0.1. Volume error (VE) of high and low flows is used to evaluate the performance of deterministic models in estimation of daily high and low flows. We considered days with streamflow values higher than 90th percentile flow as days with high flow and days with streamflow values less than 30th percentile flow as days with low flow. For the high flow and low flow days we calculated VE using:
VE values closer to zero indicate better model performance.
For ungauged basins we considered VE values between −0.25 and +0.25 as satisfactory performance.
To evaluate the performance of ensemble model outputs the continuous ranked probability score (CRPS) was calculated as follows (Hersbach 2000) :
where CDF and CDF a are cumulative distribution functions of ensemble model outputs and observed value at each time step. To calculate CDF a the Heaviside function is used:
To calculate CRPS for each time step an empirical cumulative distribution function of 16 ensemble model outputs was used and the integration calculated numerically. For a deterministic model, CRPS is equal to absolute error, therefore it can be used for comparing the performance of ensemble output and deterministic output of models (Hersbach 2000) . Mean CRPS was calculated for each basin and compared with mean absolute error of the individual deterministic models as well as their combination. All of the evaluation criteria were calculated using normalized streamflow to the area of each watershed, therefore they are comparable for watersheds with different sizes.
Ensemble modelling and uncertainty analysis
Four acceptable realizations of each individual model were generated for each watershed assumed to be ungauged. The process of generating ensemble outputs for each regionalization model is summarized in Table 2 . To generate ensemble outputs of the SAC-IDW and the MAC-IDW models, four sets of optimized model parameters of the donor gauged watersheds were transferred to the ungauged watershed using the IDW-PS approach. The parameter sets of each model were optimized using optimization algorithms, including particle swarm optimization (PSO; Eberhart and Kennedy 1995), shuffle complex efficiency (SCE; Duan et al. 1994) , non-sorted genetic algorithm II (NSGA II; Deb et al. 2002) , and a Monte Carlo simulation approach. To generate ensemble outputs of the MLP-IDW model, the four best among 200 trained networks, based on their performance in the training period (for gauged donor watersheds) in terms of NSE value, were selected to estimate streamflow for the ungauged watershed. Finally, to generate ensembles of the IDW-PS model, the IDW average of streamflow values from four different groups of three donor watersheds within each cluster was taken. Therefore, 4 × 4 (16) estimated hydrographs were generated for each ungauged watershed. The minimum and maximum values of the ensemble model outputs were considered as the estimation range and for each basin the percentage of days where an observed value is in the estimation range was calculated. The minimum and maximum limits of ensemble hydrographs were considered as uncertainty bounds for each hypothetical ungauged watershed because all of the ensemble members are logically acceptable. The uncertainty analysis in this study focuses on uncertainty associated with the structure of individual regionalization models. Therefore, the uncertainty limits of the combined model, as well as individual models, were defined by generating best possible ensemble outputs of individual models.
Results

Deterministic model outputs: individual regionalization models and their combination
Comparisons of the four individual regionalization models, SAC-IDW, MAC-IDW, MLP-IDW and IDW-PS, are presented in Tables 3 and 4 . The performance of individual models is compared with their combinations statistically in Figure 1 , and spatially in Figures 2 and 3 , in terms of mean daily streamflow regionalization using NSE and RMSE. In terms of low flow and high flow regionalization, individual models and the combined ones are compared in Table 6 . In a mass analysis we evaluated the performance of models based on the statistics of NSE, RMSE and VE values for all the 90 basins. This analysis showed which models perform better in the majority of basins in the study area. Also, the performance of individual models is compared for individual basins, in terms of NSE of daily streamflow.
Hydrological-model-independent (data-driven) models: IDW-PS and MLP-IDW
The IDW-PS model was applied once to all watersheds of the four clusters assumed as ungauged. NSE statistics (the median and mean values) of this model (Table 3) were close to or Table 2 . Approaches to generate four ensemble outputs of each regionalization model.
Regionalization model Ensemble modelling approach SAC-IDW and MAC-IDW
Four sets of optimized model parameters using PSO, SCE, NSGA II and Monte Carlo optimization algorithms were transferred from gauged donor watersheds to the ungauged one to estimate daily streamflow.
MLP-IDW
The outputs from the best four trained networks among 200 networks were selected based on their performance for the gauged donor watersheds.
IDW-PS
The distance weighted averages of streamflow values for four different groups of three gauged donor watersheds were taken for the ungauged watershed within each cluster.
above 0.5 (very good performance) for all of the clusters of watersheds. The MLP-IDW model was trained with three similar and close watersheds to each ungauged watershed within each cluster and validated for the ungauged watershed for 1991-1994. As described in the methodology, several actions were taken to improve the results of this model. The NSE values of the estimated daily streamflow time series using the MLP-IDW model before and after the improvement measures are presented in Table 3 . In this table the MLP-IDW model before improvement measures (MLP) is compared with the MLP-IDW model after adding simulated streamflow using the IDW-PS technique and input from ungauged watersheds to the training dataset (MLP1), after using average gridded climate data as input (MLP2) and after ensemble weighted averaging of outputs (MLP3). The table indicates that the performance of the MLP-IDW model was significantly improved after the improvement measures, although it was improved slightly further by using the gridded climate data or ensemble weighted averaging of outputs. Therefore, it was assumed that, since neural networks learn the pattern of the input-target during the training period and use the same network to generate output during the validation period, using the same type of climate data in both training and validation periods, the best model performance remains the same. Since even the ensemble weighted averaging approach could improve the results slightly, it was assumed that the maximum potential performance of the neural network was achieved. Therefore, the ensemble weighted averaged output was taken for further analysis because it yielded slightly better results (higher NSE value) on average for all clusters.
Hydrological-model-dependent models: SAC-IDW and MAC-IDW
The parameters of the two conceptual hydrological models, SAC-SMA and MAC-HBV, were estimated using the IDW-PS technique applied on the three most similar watersheds within each cluster. First, climate data from the station closest to the centroid of the watersheds were used as model input. To see whether higher accuracy climate data (i.e. 10 km gridded climate data) can improve the regionalization results using the hydrological model, average precipitation and temperature time series across all grids inside each watershed were used as model inputs. The results of the comparison between the SAC-IDW and MAC-IDW models using the climate data of the climate station closest to the watershed centroid versus the average gridded climate data are presented in Table 4 . According to this table, the MAC-IDW model is competitive with the SAC-IDW model in general performance, while the average gridded climate data could improve the regionalization results in clusters 3 and 4 for both models and in cluster 1 for the MAC-IDW model. The improved results using the gridded climate data were used for further analysis. Table 3 . NSE statistics of continuous daily streamflow regionalization using the IDW-PS and MLP-IDW models before and after improvement actions: adding simulated streamflow using the IDW-PS technique and input from ungauged watershed to training dataset (MLP1); using average gridded climate data as input (MLP2); and ensemble weighted averaging of outputs (MLP3 
Comparison of the individual regionalization models and model combinations
The performance of individual models for different regions was analysed to describe the models' performance in different basins. Table 5 summarizes the performance of the models in different clusters along with specific physical and hydrological characteristics of the basins in these clusters. Proportion of 5th to 95th percentile flow or high flow to low flow (Q5/Q95) and two precipitation indices, i.e. maximum length of consecutive dry days (CDD) and maximum length of consecutive wet days (CWD), for the basins in each cluster were considered as hydrological characteristics. CDD and CWD were calculated as maximum annual consecutive number of days with precipitation less than 0.3 mm and above 0.3 mm, respectively. Furthermore, some of basins' physical characteristics, such as morphology of basins (e.g. area, slope), surficial geology and area coved by lakes, forest, etc., in each cluster were evaluated to find the governing pattern. The physical characteristics with an apparent pattern in each cluster are specified in Table 5 . The MLP-IDW and IDW-PS models reach their best performance, in terms of NSE and RMSE values of mean daily streamflow, in clusters 2 and 3; the SAC-IDW and MAC-IDW models reach their best performance in clusters 4 and 2; and in cluster 1 MAC-IDW and IDW-PS models perform better than other models. It can be concluded that, in large northern watersheds with low Q5/Q95 and higher maximum length of dry spells, MAC-IDW and IDW-PS models perform better than other models, while in small southern watersheds with high Q5/Q95 and lower maximum length of dry spell, SAC-IDW and MAC-IDW models perform better than data-driven models. In watersheds with low elevation, small forest area, moderate value of Q5/Q95 and moderate value of maximum length of dry spell, data-driven models (i.e. MLP-IDW and IDW-PS) perform better. The individual models were also compared with a combination of three poorer models, i.e. SAC-IDW, MAC-IDW and MLP-IDW, and a combination of the four individual models. Figure 1(a) and (b) presents the number of basins with NSE values greater than 0.5 (good performance) and less than 0.1 (poor performance), and Figure 1(c) and (d) presents the box plots of NSE and RMSE values for all 90 watersheds using individual regionalization and the combined models. It can be seen that, with combined models, no watershed has an NSE value less than 0.1, while most produce NSE values greater than 0.5. The median and mean values of NSE and RMSE are higher and lower, respectively, for the IDW-PS model and the combined model, but the box plots indicate fewer outliers for the combined model compared to the IDW-PS and other models. Therefore, the combination of four individual models is more robust than individual models for mean daily streamflow regionalization.
To visualize the performance of each model for individual watersheds, the spatial distributions of NSE values using each of the four regionalization models for all the 90 watersheds across Ontario are presented in Figures 2 and 3 The spatial distribution of NSE values for the IDW-PS model (Fig. 3(a) ) reveals that in about 10% of the watersheds (the specified ones), the performance of this model is very poor (NSE values less than 0.2), while for about 90% of the watersheds it indicates good performance (NSE values greater than 0.5), and for just one watershed, NSE is in the middle level (between 0.2 and 0.5). It can be seen from Figure 3 (a) that in northern large basins and in a few central watersheds, the IDW-PS model has poor performance, but it has robust performance in small dense southern watersheds. A comparison of this map with the spatial distribution of NSE values using the remaining three regionalization models (Fig. 2) shows that those models can perform better than the IDW-PS model in some cases, while each one has a different level of performance. Furthermore, it can be seen that for a nested watershed in the northern area (04CB001, specified in Fig. 3  (a) ) only the MAC-IDW model has satisfactory performance (NSE value between 0.2 and 0.5), while for a large northern watershed (04CC001) MLP-IDW has the best performance (highest NSE value). Figure 3(b) shows the spatial distribution of NSE values for the combination of three models. It can be seen that the combined output of three regionalization models can compete with IDW-PS, and for those watersheds where the IDW-PS model performs poorly the combined model can perform better. In the next step, the outputs of the IDW-PS model were combined with the outputs of other individual models. The spatial distribution of NSE values using the combination of four models is presented in Figure 3 (c). A comparison of this map with IDW-PS and the combination of the three other models indicates that the combination of the four models can improve regionalization performance in general and this combination model does not perform poorly (NSE < 0.2) in any of the watersheds. Table 6 presents the VE values of high and low flows using individual and combined regionalization models. These results indicate that the IDW-PS model and the combination of four models outperform other models in all clusters for high flow regionalization (lower VE values), while for low flows the SAC-IDW model generally outperforms the other models.
Ensemble modelling and uncertainty analysis
The uncertainty bounds of all 90 watersheds were estimated using 16 best possible outputs of the four individual regionalization models. Since the ensemble outputs were generated using the best possible results of individual models, it can be assumed that the combined model fluctuates in this range and it is defined as uncertainty bound. The uncertainty bounds of estimated daily streamflow for all the 90 watersheds were defined. Percentage of days where the observed value is in the range of maximum and minimum values of ensemble model outputs was calculated for each basin. Figure 4 shows the number of basins in each percentage category for which the observed value is in the range of ensemble model values. It can be seen that for most basins, for more than 80% of days, observed streamflow values are in the uncertainty range of model outputs. The uncertainty bounds of estimated daily streamflow for three basins selected earlier (specified in Fig. 2 ) are presented in Figure 5 . This figure shows that, for the three sample basins, the confidence limits of the combination model encompass the observed hydrograph, although for some days or some basins the boundary might not be well defined.
Mean CRPS was calculated for the ensemble model outputs (16 members) for all the 90 watersheds and it is compared with mean absolute error of deterministic models in Figure 6 . This figure shows that the performance of the ensemble model outputs is generally better than the individual models but it is competitive with the combination of four individual models.
Conclusions
In this study, four regionalization models, SAC-IDW, MAC-IDW, MLP-IDW and IDW-PS, were applied to four clusters of 90 Ontario watersheds. An ensemble modelling approach was used to present the uncertainty range of regionalization models. The four models were compared in terms of regionalization of mean daily streamflow using NSE and RMSE values and in terms of high and low flow regionalization using VE values. Comparison of the four regionalization models indicates that the IDW-PS model outperformed other models for almost 90% of the watersheds and the MLP-IDW model had the poorest performance for most of the watersheds in mean, low and high flow estimations. However, the IDW-PS model failed to perform satisfactorily (NSE values less than 0.2) for large northern and some medium central basins. For large northern watersheds with low Q5/Q95 and high maximum length of dry spell, the MLP-IDW model was able to reach a satisfactory performance (NSE value between 0.2 and 0.5), while the MAC-IDW and SAC-IDW models outperformed other models for small southern basins with high Q5/Q95 and lower maximum length of dry spell. Furthermore, for high flows, the IDW-PS model and the combination of four models indicated better performance in terms of VE values compared to other models, while the SAC-IDW and MAC-IDW models performed better for low flows in terms of VE values in the majority of basins.
The results of this study indicate that, although the MLP-IDW model had relatively poor performance in general, and the IDW-PS model outperformed other models in most of the watersheds, none of the four single models performed well in all the selected 90 watersheds for daily streamflow regionalization. A combination of four models could significantly improve the performance of continuous daily streamflow regionalization. The combination of four models performed more reliably in the majority of basins, including the large northern basins where individual models performed poorly. In the case of ungauged basins, where observed streamflow from the past is not available for model calibration to identify the best model, this approach can be considered reliable.
Continuous ranked probability scores (CRPS) indicated better performance for the ensemble model outputs in comparison with deterministic individual model outputs. Uncertainty analysis demonstrated that the observed hydrograph of daily streamflow lay within the defined uncertainty bounds of the ensemble models for most of the basins in more than 80% of estimation cases. The individual models used in this study are recognized as potentially the best models for Ontario's ungauged basins. For ungauged basins in different climate zones, with different physical attributes, it is suggested that one evaluates the performance of potential best regionalization models based on their performance for gauged donor basins and assigns proper weights to achieve a reliable performance with an uncertainty range. This would be particularly useful for large regions with highly variable climate, land cover, and physiographic conditions. Further study should consider developing uncertainty bounds that account for the uncertainty of both the regionalization technique and the hydrological model structure, parameters and climate inputs. Table 6 . VE statistics of high and low flows in each cluster using individual and combined regionalization models. T. RAZAVI AND P. COULIBALY
