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Abstract
We give a 1–1 correspondence between the Young wall realization and the Young tableau real-
ization of the crystal bases for the classical Lie algebras. Moreover, as its application, we give an
insertion scheme for reduced proper Young walls.
 2004 Elsevier Inc. All rights reserved.
Introduction
Young tableaux and Young walls play important roles in the interplay, which can be
explained in a beautiful manner using the crystal base theory for quantum groups, between
the fields of representation theory and combinatorics. Indeed, since representation theory is
known to be a vital tool in the solution of certain kinds of two-dimensional solvable lattice
models in statistical mechanics, Young tableaux and Young walls are central ingredients in
mathematical physics.
The quantum groups introduced by Drinfel’d and Jimbo, independently are deforma-
tions of the universal enveloping algebras of Kac–Moody algebras [2,4]. More precisely,
let g be a Kac–Moody algebra and U(g) be its universal enveloping algebra. Then, for
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whose structure tends to that of U(g) as q approaches 1. The important feature of quan-
tum groups is that the representation theory of U(g) is the same as that of Uq(g). More
precisely, let M be a U(g)-module in the category Oint, which has a weight space de-
composition M = ⊕λ∈P Mλ. Then, for each generic q , there exists a Uq(g)-module
Mq in the category Oqint with a weight space decomposition Mq =
⊕
λ∈P M
q
λ such that
dimC(q)Mqλ = dimC Mλ for all λ ∈ P , and the structure of Mq tends to that of M as q ap-
proaches 1. Therefore, to understand the structure of representations over general quantum
groups Uq(g), it is enough to understand that of representations over Uq(g) for some spe-
cial parameter q which is easy to treat. The crystal bases, introduced by Kashiwara [8,9],
can be viewed as bases at q = 0 for the integrable modules over quantum groups and they
are given a structure of colored oriented graphs, called the crystal graphs, which reflect the
combinatorial structure of integrable modules.
For classical Lie algebras, Kashiwara and Nakashima gave an explicit realization of
crystal bases for finite dimensional irreducible modules [11]. In their work, crystal bases
were characterized as the sets of semistandard Young tableaux with given shapes satisfy-
ing certain additional conditions. In [16], Littelmann gave another description of crystal
bases for finite dimensional simple Lie algebras using the Lakshmibai–Seshadri monomial
theory. His approach was generalized to the path model theory for all symmetrizable Kac–
Moody algebras [17,18]. Littelmann’s theory also gives rise to colored oriented graphs,
which turned out to be isomorphic to the crystal graphs [10]. Moreover, in [15], Littel-
mann gave a generalization of the Littlewood–Richardson rule for the classical Lie algebras
using tableau language developed by Lakshmibai and Seshadri, and in [19], Nakashima
gave also a generalization of the Littlewood–Richardson rule using the crystal basis the-
ory.
In [3,6], Young wall, an affine combinatorial object, was introduced. The crystal bases
for basic representations (i.e., highest weight representation of level 1) for quantum affine
algebras are realized as the sets of reduced proper Young walls. Motivated by the fact that
a classical Lie algebra g lies inside an affine Lie algebra gˆ and any crystal graph B(λ) for
a finite dimensional irreducible g-module V (λ) appears as a connected component in the
crystal graph B(Λ) of a basic representation V (Λ) over gˆ without 0-arrows, Kang, Lee,
and the authors gave a new realization of crystal bases for finite dimensional modules over
classical Lie algebras in terms of Young walls corresponding to the connected component
having the least number of blocks [7].
In this paper, we give a new realization of crystal bases for finite dimensional irre-
ducible modules over classical Lie algebras derived from the Young wall realization. The
basis vector is parameterized by certain tableaux with given shape which is different from
generalized Young diagram given by Kashiwara and Nakashima. Moreover, motivated by
the fact that the tableau realization of B(λ) given by Kashiwara and Nakashima also can
be derived from the Young wall realization of B(λ) corresponding to the connected com-
ponent having the largest number of blocks, we give a crystal isomorphism from our new
realization to that of Kashiwara and Nakashima. Indeed, it will be a part of insertion scheme
for the crystal of the classical Lie algebras given in [1,12–14]. Finally, as an application of
this 1–1 correspondence, we give an insertion scheme for the reduced proper Young walls
for the classical Lie algebras of type An and Cn.
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tal base theory and the tableaux realization of crystal bases for the classical Lie algebras
given by Kashiwara and Nakashima. In Section 2, we recall the notions and properties of
Young walls and the Young wall realization of crystal bases for classical Lie algebras given
in [7]. In Section 3, we give a new realization of crystal bases in terms of new tableaux,
which are obtained from Young wall realization. In the end of Section 3, we give a 1–1
correspondence between our new tableau realization and the one given by Kashiwara and
Nakashima, which turns out to be a crystal isomorphism. Finally, in Section 4, we give an
insertion scheme for the reduced proper Young walls for the classical Lie algebras of type
An and Cn.
1. Quantum groups and crystal bases
Let I be an index set and let (A,Π,Π∨,P,P∨) be a Cartan datum. That is,
A = (aij )i,j∈I is a generalized Cartan matrix,
P∨ = (⊕i∈I Zhi)⊕ (⊕|I |−rankAj=1 Zdj ) is the dual weight lattice,
h= C ⊗Z P∨ is the Cartan subalgebra,
P = {λ ∈ h∗ | λ(P∨) ⊂ Z} is the weight lattice,
Π∨ = {hi | i ∈ I } is the set of simple coroots,
Π = {αi | i ∈ I } ⊂ h∗ is the set of simple roots.
To each Cartan datum, we can associate two algebras g and Uq(g), called the Kac–Moody
algebra and the quantum group [3,5]. The generalized Cartan matrices are classified
into three categories: finite type, affine type, and indefinite type. (See [5] for more de-
tails.) The indecomposable generalized Cartan matrices of finite type give rise to finite
dimensional simple Lie algebras and those of affine type yield infinite dimensional Kac–
Moody algebras called the affine Lie algebras. The corresponding quantum groups will be
called the quantum classical algebras and the quantum affine algebras, respectively. Let
P+ = {λ ∈ P | λ(hi) ∈ Z0 for any i ∈ I } be the set of dominant integral weights and let
Λi ∈ P+ be the fundamental weight defined by Λi(hj ) = δij . From now on, we denote
by λi (i = 1, . . . , n) and Λi (i = 0,1, . . . , n) the fundamental weights for the quantum
classical algebras and the quantum affine algebras, respectively.
The crystal base theory is developed for Uq(g)-modules M in the category Oqint [3].
Let M be a Uq(g)-module in Oqint, then we have the crystal base (L,B) [3,8,9]. The set
B gives a colored oriented graph structure with the arrow defined by b i−→ b′ if and only
if f˜ib = b′. The graph B is called the crystal graph of M and it reflects the combinatorial
structure of M . For instance, we have dimC(q)Mλ = #Bλ for all λ ∈ P . Moreover, it has a
remarkably simple behavior with respect to taking the tensor product [8,9]. Let V (λ) be the
irreducible Uq(g)-module with highest weight λ ∈ P+. Then the existence and uniqueness
of crystal base are given in [8,9].
We close this section with the realization of crystal bases of irreducible highest weight
modules for Uq(g) using Young tableaux, where g= An,Cn,Bn,Dn. In particular, we will
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For a sequence of half integers lj ∈ 12 Z (j = 1, . . . , n), such that lj − lj+1 ∈ Z0, let
Y = (l1, . . . , ln) be a diagram which has n rows with the j th row of length |lj |. Moreover,
if lj ∈ 12 Z0 for all j , Y is called the generalized Young diagram of type Bn. Then there
is a bijection Θ between the set of generalized Young diagrams and the set of dominant
integral weights of Bn defined by Θ : (l1, . . . , ln) 	→∑nj=1 lj j , where (1, . . . , n) is the
orthonormal base of h∗ [19].
The crystal graph B(λ) is realized as the set of tableaux of shape Θ−1(λ) on {i, i¯ |
i ∈ I }∪ {0} with the linear order 1 ≺ 2 ≺ · · · ≺ n ≺ 0 ≺ n¯ ≺ · · · ≺ 2 ≺ 1. Given a column C
of length N containing the entries (reading from top to bottom) i1, i2, . . . , iN , we say that
C satisfies the configuration condition of one column if ip = a and iq = a¯ (a ∈ I ) implies
q − p N − a + 1.
Let C and C′ be adjacent columns of length N and M (1 M  N  n) consisting
of the entries (reading from top to bottom) i1, i2, . . . , iN and j1, j2, . . . , jM , respectively.
(Note that C can be a half-column.) For 1  a  b < n, we say that C and C′ is in
the (a, b)-configuration if there exist 1  p  q < r  s M such that (ip, iq, ir , js) =
(a, b, b¯, a¯) or (ip, jq, jr , js) = (a, b, b¯, a¯). For 1  a < n, we say that C and C′ is in the
(a,n)-configuration if there exist 1 p  q < r = q+1 s M such that ip = a, js = a¯,
and iq and ir are n, 0 or n¯, or jq and jr are n, 0 or n¯. We say that C and C′ is in the (n,n)-
configuration if there exist 1  p < q M such that (ip, jq) = (n,0), (n, n¯) or (0, n¯).
For C and C′ in the (a, b)-configuration, we define p(a, b;C,C′) = (q − p) + (s − r).
In particular, if a = b = n, we set p(a, b;C,C′) = 0. Then given adjacent two columns
C and C′, we say that C and C′ satisfy the configuration condition of two columns if for
every (a, b)-configuration, p(a, b;C,C′) < b − a.
Now, we give a characterization of tableaux for type Bn.
Proposition 1.1. For a dominant integral weight λ, the crystal graph B(λ) is realized as
the set of tableaux T of shape Θ−1(λ) with entries on I ∪ I¯ ∪ {0} such that
(i) the entries in each row are weakly increasing, but the element 0 cannot be repeated;
(ii) the entries in each column are strictly increasing, but the element 0 can be repeated;
(iii) for a half column C of T , i and i¯ cannot appear at the same time;
(iv) for each column C of T , the configuration condition of one column holds;
(v) for each pair of adjacent columns C, C′ of T , the configuration condition of two
columns holds.
2. Young wall realization for the classical Lie algebras
In this section, we review the Young wall realization of crystal bases of irreducible
highest weight modules for the classical Lie algebras g= An,Cn,Bn, and Dn given in [7].
Young wall is a combinatorial object for realizing the crystal bases for quantum affine
algebras. They are built of colored blocks with three different shapes. Given an affine
dominant integral weight Λ of level 1 (i.e., Λ(c) = 1 for the canonical central element c),
we fix a frame YΛ called the ground state wall of weight Λ, and on this frame, we build
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The coloring of blocks, the description of ground state walls, and the patterns for building
the walls are given in [3,6]. Moreover, the notions of removable block, admissible slot,
δ-column, proper Young wall, and reduced Young wall, etc. are also given in [3,6].
Let F(Λ) (respectively Y(Λ)) be the set of all proper (respectively reduced proper)
Young walls on YΛ with a affine dominant integral weight Λ of level 1. Then the functions
wt, εi ϕi and the Kashiwara operators e˜i , f˜i on F(Λ) are defined [3,6]. Moreover, we have
the following proposition.
Proposition 2.1 [3,6]. Let B(Λ) be the crystal basis of the basic representation V (Λ) over
quantum affine algebras, then there exists a crystal isomorphism
Y(Λ) ∼−→ B(Λ) given by YΛ 	→ uΛ,
where uΛ is the highest weight vector in B(Λ).
Let g be the classical Lie algebras of type An, Cn, Bn, and Dn. Then they lie inside
the affine Lie algebras gˆ of type A(1)n , A(2)2n−1, B
(1)
n , and D(1)n , respectively. Fix such a pair
g⊂ gˆ and let Λ be a dominant integral weight of level 1 for the affine Lie algebra gˆ. Then
by Proposition 2.1, the crystal graph B(Λ) is realized as the set Y (Λ) of all reduced proper
Young walls built on the ground-state wall YΛ. If we remove all 0-arrows in Y (Λ), then it is
decomposed into a disjoint union of infinitely many connected components. Moreover, we
can show that each connected component is isomorphic to the crystal graph B(λ) for some
dominant integral weight λ for g. Conversely, any crystal graph B(λ) for g arises in this
way. That is, given a dominant integral weight λ for g, there is a dominant integral weight
Λ of level 1 for gˆ such that B(λ) appears as a connected component in B(Λ) without
0-arrows.
The first step is to identify the highest weight vector Hλ for B(λ) with some reduced
proper Young wall in Y(Λ) which is annihilated by all e˜i for i = 1, . . . , n. However, given
a dominant integral weight λ for g, there are infinitely many such Young walls in Y(Λ).
Equivalently, given λ, there are infinitely many connected components of Y(Λ) without
0-arrows that are isomorphic to B(λ). Among these, Kang, Lee, and the authors choose
the characterization of B(λ) corresponding to the connected components having the least
number of blocks [7].
We define the linear functionals ωi (i = 1, . . . , n) by λi when g= An or Cn. For g= Bn,
we define ωi (i = 1, . . . , n− 1) and ωn by λi and 2λn, respectively. Moreover, for g= Dn,
we define ωi (i = 1, . . . , n − 2), ωn−1, ωn, and ωn+1 by λi , λn−1 + λn, 2λn, and 2λn−1,
respectively. Let F(λ) ⊂ Y(Λ) be the set of all reduced proper Young walls lying between
highest weight vector Hλ and lowest weight vector Lλ. (An algorithm of constructing the
highest weight vector Hλ and lowest weight vector Lλ inside Y(Λ) was given in [7].) Now,
fix a dominant integral weight λ as follows:
λ =


ωi1 + · · · +ωit if g= An,Cn,
ωi1 + · · · +ωit + bλn if g= Bn,
ω + · · · +ω + b λ + b λ if g= D ,
(2.1)
i1 it 1 n−1 2 n n
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For each Y ∈ F(λ), we denote by ◦Yωik (k = 1, . . . , t) (respectively
◦
Yλn−1,
◦
Yλn ) the part
of Y consisting of the blocks lying above Hωik (respectively Hλn−1, Hλn) and we denote
by Yωik (respectively Yλn−1 , Yλn ) the intersection of Y and Lωik (respectively Lλn−1 , Lλn ),
where Hωik (respectively Lωik ) is the Young wall consisting of Hωik (respectively Lωik ),
and ik × (t − k) or ik × (t − k + 12 )-many δ-columns. Moreover, we denote by Yωik +ωik+1
(respectively Yωit +λn−1 , Yωit +λn ) the union of Yωik (respectively Yωit ) and Yωik+1 (respec-
tively Yλn−1 , Yλn ).
Example 2.2. If g= B4, λ = ω3 +ω4 + λ4, and let
Y =
4
4
33
22
1
0
0
1
1
0
2222
3333
44444
44444
333333
2222222
1
0
0
1
1
0
0
1
1
0
0
1
1
01
222222222
3333333333
44444444444
44444444444
Yλ4 Yω4 Yω3
,
we have
◦
Yω3 =
1
2
3 3
4
4
,
◦
Yω4 =
1
2 2
3 3
4
4
4
4
3
2
, and ◦Yλ4 =
4
3
2
1
4
3
2
4
3
4
.
In Yωik+ωik+1 , Yωit +λn−1 , and Yωit +λn of Y , we define
Yωik = ◦Yωik ∩ Lωik+1 reading from top to bottom,
Y
ωik+1 = ◦Yωik+1 ∩ Lωik reading from right to left in Yωik+ωik+1 , and
Yωit = ◦Yωit ∩ Lλn−1, Y λn−1 =
◦
Yλn−1 ∩ Lωit in Yωit +λn−1,
Y ωit = ◦Yωi ∩ Lλn, Y λn =
◦
Yλn ∩ Lωi in Yωi +λn.t t t
734 J.-A. Kim, D.-U. Shin / Journal of Algebra 282 (2004) 728–757For g = Cn,Bn, and Dn, we denote by Y+ωik (respectively Y
−
ωik
) for k = 1, . . . , t the
part consisting of the blocks lying above (respectively below) the n-row in Yωik , where
n-row is a row consisting of n-blocks. In Yωik+ωik+1 of Y , we define L
−
(ωik ,ωik+1 )
(respec-
tively L+(ωik ,ωik+1 )) is the part of Lωik (respectively Lωik+1 ) consisting of the right isosceles
triangular blocks below (respectively above) the n-row. Moreover, L−(ωit ,λn) (respectively
L−(ωit ,λn−1)) and L
+
(ωit ,λn)
(respectively L+(ωit ,λn−1)) are defined by a similar way. (Note that
the definition of L±(ωik ,ωik+1 ) and L
±
(ωit ,λn)
in g = Dn is slightly different from the one in
g= Cn or Bn.) Then
Y±(ωik ,ωik+1 ) = Y ∩ L
±
(ωik ,ωik+1 )
, Y±(ωit ,λn−1) = Y ∩L
±
(ωit ,λn−1)
,
Y±(ωit ,λn) = Y ∩ L
±
(ωit ,λn)
.
Finally, we define |Y−ωik | by the wall obtained by reflecting Y
−
ωik
along the n-row (when
g = Dn, (n,n − 1)-row) and shifting the blocks to the right as much as possible. More-
over, we define |Y−(ωik ,ωik+1 )| (respectively |Y
−
(ωit ,λn−1)
|, |Y−(ωit ,λn)|) by the wall obtained by
reflecting Y−(ωik ,ωik+1 ) (respectively Y
−
(ωit ,λn−1)
, Y−(ωit ,λn)) with respect to the upper n-row
(when g= Dn, (n,n − 1)-row) and shifting the blocks to the right as much as possible.
Example 2.3. Let Y be a Young wall given in Example 2.2, then we have
Y+ω3 = ∅, Y−ω3 =
1
2
3 3
, Y+ω4 = 3
2
, Y−ω4 =
1
2 2
3 3
,
Y ω3 =
3
4
4
, Y ω4 =
2
3 3
4
4
4
4
3
2
in Yω3+ω4 ,
Y ω4 =
4 4
3
2
, Y λ4 =
4
3
2
1
4
3
2
4
3
4
in Yω4+λ4 .
Moreover, the shaded parts represent L−(ω3,ω4), L
+
(ω3,ω4)
, L−(ω4,λ4), and L
+
(ω4,λ4)
, and
Y−(ω3,ω4) = 3
4
, Y+(ω3,ω4) =
4 4
3
2
, Y−(ω4,λ4) =
1
2 2
3 3
4 4
,
Y+(ω4,λ4) = 3
2
1
3
2
3
.4444
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tion: if the top of the pth column of Yωik (respectively Yωit ) from right is a−2
a−1 and the
top of the q th column of Yωik+1 (respectively Yλn−1 , Yλn ) from right is a+1
a
with p > q ,
then it is called Yωik+ωik+1 (respectively Yωit +λn−1 , Yωit +λn ) and satisfies (C1). We define
L+ωik (a;p,q) (respectively L
+
ωik+1
(a;p,q)) to be the right isosceles triangle formed by
a-block in the q th column, (a +p − q − 1)-block in the q th column and (a +p − q − 1)-
block in the (p − 1)th column in Yωik (respectively Yωik+1 ), and we define L−ωik (a;p,q)
(respectively L−ωik+1 (a;p,q)) by the wall obtained by reflecting L
+
ωik
(a;p,q) (respectively
L+ωik+1 (a;p,q)) with respect to the n-row. We also define Y
±
ωik
(a;p,q), Y±ωik+1 (a;p,q),
and Y±ωit (a;p,q) by
Y±ωik (a;p,q)= L
±
ωik
(a;p,q)∩ Y, Y±ωik+1 (a;p,q)= L
±
ωik+1
(a;p,q)∩ Y,
Y±ωit (a;p,q)= L±ωit (a;p,q)∩ Y.
Moreover, |Y−ωik (a;p,q)| is defined to be the wall obtained by reflecting Y
−
ωik
(a;p,q) with
respect to the n-row (when g = Dn, (n,n − 1)-row) and shifting the blocks to the right as
much as possible.
Example 2.4. Let Y be a Young wall given in Example 2.2, then we can see that there exist
2
10 and
3
2
on top of the third and the first columns in Yω3 and Yω4 , respectively. In this case, a = 2
and
Y+ω3(2;3,1)= ∅, Y−ω3(2;3,1)= 3 , Y+ω4(2;3,1)= 3
2
, and
Y−ω4(2;3,1)= 2
3 3
.
For g = Dn, suppose that in Yωik+ωik+1 , Yωit +λn , or Yωit +λn−1 of Y ∈ F(λ), the top
of the pth column of Yωik from the right is
n
n−2 ,
n
n−2 ,
n−1
n−2 , or
n−1
n−2 . In the case of
n
n−2 or
n
n−2 (respectively
n−1
n−2 or
n−1
n−2 ), the top of the q th column of Yωik+1 from the right is
n
n−2
or n
n−2 (respectively
n−1
n−2 or
n−1
n−2 ) when q −p is odd and the top of the q th column of Yωik+1
from the right is n−1
n−2 or
n−1
n−2 (respectively
n
n−2 or
n
n−2 ) when q − p is even. Then it is called
Yωik+ωik+1 , Yωit +λn−1 , or Yωit +λn and satisfies (C2). We define Lωik (n − 1, n;p,q) to be
the parallelogram formed by the (n−q)-block and (n−q+p−1)-block in the q th column,
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We will denote by Lωik+1 (n − 1, n;p,q) the parallelogram formed by the (n − q)-block
and (n− i)-block in the first column, and (n−q+p−1)-block and (n− i+p−1)-block in
the pth column lying above the (n− 1, n)-row. Similarly, we can define the parallelograms
Lωit (n− 1, n;p,q), Lλn(n − 1, n;p,q), and Lλn−1(n − 1, n;p,q). Now, we define
Yωik (n− 1, n;p,q)= Lωik (n− 1, n;p,q)∩ Y,
Yωik+1 (n− 1, n;p,q)= Lωik+1 (n− 1, n;p,q)∩ Y,
Yωit (n− 1, n;p,q)= Lωit (n − 1, n;p,q)∩ Y,
Yλn−1(n− 1, n;p,q)= Lλn−1(n − 1, n;p,q)∩ Y,
Yλn(n− 1, n;p,q)= Lλn(n− 1, n;p,q)∩ Y,
and let |Yωik (n − 1, n;p,q)| be the wall obtained by reflecting Yωik (n − 1, n;p,q) with
respect to the (n−1, n)-row and shifting the blocks to the right as much as possible and let
Y tωik+1
(n − 1, n;p,q) be the wall obtained by shifting the blocks of Yωik+1 (n − 1, n;p,q)
to the right as much as possible.
Example 2.5. If g= D8, λ = ω5 +ω6 and
Y =
6
8
7
7
8
8
666
5555
44444
33333
22222
0
1
1
0
0
1
1
0
0
1
2 2 2 2 2
33 3 3 3 3
444 4 4 4 4
555 5 5 5 5
6666 6 6 6 6
8
7
7
8
8
7
7
8
8
7
7
8
8
7
7
8
8
66666 6 6 6 6
555555 5 5 5 5
4444444 4 4 4 4
3333333 3 3 3 3
2222222 2 2 2 2
0
1
1
0
0
1
1
0
0
1
1
0
0
1
1
0
0
1
1
0
0
1
∈ F(λ),
then we have
Yω5(7,8;3,4)=
3
4 4
5
, Yω6(7,8;3,4)=
6
5
4 4
3
,
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5
4
3
4 , and Y tω6(7,8;3,4)=
6
5
4
3
4
.
Here, the shaded parts represent Lω5(7,8;3,4) and Lω6(7,8;3,4).
Now, we close this section with the realization theorem using Young walls for crystal
bases. Let λ ∈ P+ be a dominant integral weight for the classical Lie algebras g, and write
λ as (2.1). For Y ∈ F(λ), we define the conditions (Y1)–(Y5) as follows:
(Y1) For each k = 1, . . . , t , we have Y+ωik ⊂ |Y
−
ωik
|.
(Y2) For each k = 1, . . . , t − 1, we have
Yωik ⊂ Yωik+1 in Yωik+ωik+1 , Y ωit ⊂ Yλn−1 in Yωit +λn−1,
Y ωit ⊂ Yλn in Yωit +λn .
(Y3) For each k = 1, . . . , t − 1, we have
∣∣Y−
(ωik ,ωik+1 )
∣∣⊂ Y+
(ωik ,ωik+1 )
,
∣∣Y−
(ωit ,λn−1)
∣∣⊂ Y+
(ωit ,λn−1)
,∣∣Y−(ωit ,λn)∣∣⊂ Y+(ωit ,λn).
(Y4) For each k = 1, . . . , t − 1, if Yωik+ωik+1 , Yωit +λn−1 , or Yωit +λn satisfies (C1), then
we have
Y+ωik (a;p,q)⊂
∣∣Y−ωik (a;p,q)∣∣, Y+ωik+1 (a;p,q)⊂ ∣∣Y−ωik+1 (a;p,q)∣∣,
Y+ωit (a;p,q)⊂
∣∣Y−ωit (a;p,q)∣∣.
(Y5) For each k = 1, . . . , t − 1, if Yωik+ωik+1 , Yωit +λn−1 , or Yωit +λn satisfies (C2), then
we have
∣∣Yωik (n− 1, n;p,q)∣∣⊂ Y tωik+1 (n− 1, n;p,q),∣∣Yωit (n− 1, n;p,q)∣∣⊂ Y tλn−1(n − 1, n;p,q),∣∣Yωit (n− 1, n;p,q)∣∣⊂ Y tλn(n− 1, n;p,q).
Moreover, we define Y (λ) to be the set of all reduced proper Young walls satisfying the
following conditions:
{ (Y2) when g= An,
(Y1)–(Y4) when g= Cn or Bn,
(Y1)–(Y5) when g= Dn.
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bras g, then there is an isomorphism of crystal graphs for Uq(g)-modules
Y (λ)
∼−→ B(λ) given by Hλ 	→ uλ,
where uλ is the highest weight vector in B(λ).
3. A new tableau realization of crystal bases
In this section, we give a new realization of crystal bases for finite dimensional irre-
ducible modules over classical Lie algebras derived from Young wall realization Y (λ). The
basis vectors are parameterized by certain tableaux with given shapes, which are different
from generalized Young diagrams given by Kashiwara and Nakashima.
Definition 3.1. Let Y be a diagram which has n rows with the j th row (from bottom to top)
of length |lj |, where lj ∈ 12 Z (j = 1, . . . , n) and lj − lj+1 ∈ Z0 (j = 1, . . . , n − 1). Then
Y is called generalized reverse Young diagram of type An and Cn (respectively Bn) if all
lj are non-negative integers (respectively half integers). Moreover, Y is called generalized
reverse Young diagram of type Dn if all lj are half integers and l1  l2  · · · ln−1  |ln|.
Remark 3.2. A reverse Young diagram is just a diagram obtained by reflecting Young
diagram to the origin, and so there is a bijection Ξ between the set of generalized reverse
Young diagrams and the set of dominant integral weights of g defined by
Ξ : (l1, . . . , ln) 	→
n∑
j=1
lj j ,
where (1, . . . , n) is the orthonormal base of h∗.
Let Y ∈ Y (λ) be a reduced proper Young wall with a dominant integral weight λ. Then
we can associate a tableau TY of shape Ξ−1(λ) determined by the following steps.
Step 1. At first, consider Yωik = (y
ik
ωik
, . . . , y1ωik
) in Y , where yaωik (a = 1, . . . , ik) is the
ath column of Yωik from right. Then each column y
a
ωik
corresponds to a box with an entry,
denoted by T aωik , as follows:
(a) An (n 1):
j 	−→ j+1 (0 j  n);
(b) Cn (n 3):
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1
0 or 0
1 	−→ 2
,
1
0
2
or
0
1
2 	−→ 3 ,
j−2
j−1 	−→ j (4 j  n),
n−1
n 	−→ n¯ ,
j
j+1 	−→ j¯ (2 j  n− 1),
1 or 1 	−→ 1¯ ;
(c) Bn (n 3):
0 or 0 	−→ 1 ,
1
0 or 0
1 	−→ 2
,
1
0
2
or
0
1
2 	−→ 3 ,
j−2
j−1 	−→ j (4 j  n),
n 	−→ 0 ,
n
n 	−→ n¯
,
n
n
n−1 	−→ n−1 ,
j
j+1 	−→ j¯ (2 j  n− 2),
1 or 1 	−→ 1¯ ;
(d) Dn (n 4):
0 or 0 	−→ 1 ,
1
0 or 0
1 	−→ 2 ,
1
0
2
or
0
1
2 	−→ 3 ,
n−1
n or n−1
n 	−→ n−1 ,
n−2
n−1
n
or
n−2
n−1
n 	−→ n−2 ,
j−2
j−1 	−→ j (4 j  n− 1),
n−1 or
n−1 	−→ n
,
n or
n 	−→ n¯
,
j
j+1 	−→ j¯ (2 j  n− 3),
1 or 1 	−→ 1¯ .
740 J.-A. Kim, D.-U. Shin / Journal of Algebra 282 (2004) 728–757Here, the blocks of left-hand side represent the top blocks in each column yaωik of Yωik , and
the boxes with entries of right-hand side represent T aωik . Now, the tableau Tωik correspond-
ing to Yωik is obtained by stacking from T
1
ωik
to T ikωik .
Example 3.3. If g= B4, λ = ω3 and
Y =
1
0
0
1
1
0
2 2
3
4
∈ Y (ω3), then TY =
0
3
2
.
Step 2. Consider Yλn = (ynλn, . . . , y1λn) for g = Bn, and Yλn−1 = (ynλn−1, . . . , y1λn−1) or
Yλn = (ynλn, . . . , y1λn) for g = Dn, where yaλn (respectively yaλn−1 ) for a = 1, . . . , n is the
ath column of Yλn (respectively Yλn−1 ) from right.
At first, consider Yλn for g = Bn. The columns having added blocks above Hλn corre-
spond to boxes with entries as follows:
n
n 	−→ n¯ ,
j+1
j 	−→ j (2 j  n− 2),
n
n
n−1 	−→ n−1, 1 or 1 	−→ 1 .
Suppose that there are k-many (0  k  n) columns with added blocks above Hλn in
Yλn , and they correspond to k-many boxes with entries i1  · · ·  ik ∈ {n¯, . . . , 1}. Let
{j1, . . . , jn−k} = {1, . . . , n} \ {i1, . . . , ik} such that j1  · · ·  jn−k . Then Yλn corresponds
to the tableau of half column of length n with entries i1, . . . , ik, j1, . . . , jn−k from bottom
to top.
Secondly, consider the Yλn−1 and Yλn for g = Dn. The columns having added blocks
above Hλn−1 or Hλn correspond to boxes with entries as follows:
n−1
n or n−1
n 	−→ n−1, 1 or 1 	−→ 1 ,
n−1
n
n−2
or
n−1
n
n−2 	−→ n−2, j+1
j
	−→ j (2 j  n− 3).
Moreover, if the rightmost column on which there is no added block is n , it corresponds
to n¯ . Suppose that there are k-many columns with blocks above Hλn−1 or Hλn in Yλn−1
and Yλn , and they correspond to k-many boxes with entries i1  · · ·  ik ∈ {n¯, . . . ,1}. Let
{j1, . . . , jn−k} = {1, . . . , n} \ {i1, . . . , ik} such that j1  · · ·  jn−k . Then Yλn−1 and Yλn
correspond to tableaux of half column of length n with entries i1, . . . , ik, j1, . . . , jn−k from
bottom to top.
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(a) Let g= B3, λ = λ3 and
Y = (y3λ3, y2λ3, y1λ3)=
333
3
2
1
3
.
Since y1λ3 and y
2
λ3
correspond to 1 and 3 , respectively, we have
TY =
1
3
2
.
(b) Let g= D4, λ = λ3 and
Y = (y4λ3, y3λ3, y2λ3, y1λ3)= 12
3 4
4
3 4
3
.
Then y1λ3 and y
2
λ3
correspond to 1 and 3 , respectively. Moreover, since the rightmost
column on which there is no added block y3λ3 is 4 , it corresponds to 4 . Therefore, we
have
TY =
1¯
3¯
4¯
2
.
Step 3. Finally, the tableau TY corresponding to Y ∈ Y (λ) of shape Ξ−1(λ) is obtained by
attaching Tωik (k = 1, . . . , t − 1) and Tωit to the left-hand side of Tωik+1 and Tλn , respec-
tively, to be bottom-justified.
Example 3.5. If g= B4, λ = ω2 +ω3 + λ4 and
Y =
3
22
1
0
0
1
22
33
44
4444
3333
2222
1
0
0
1
1
0
0
10
1
222222
3333333
44444444
444444444
∈ Y (λ), then TY =
1
4¯2
3¯03
2¯04
.
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will characterize these new tableaux using the conditions in Y (λ). At first, as we have seen,
if we let Y ∈ Y (λ), then Yωik = (y
ik
ωik
, . . . , y1ωik
) corresponds to one column Tωik of TY .
Moreover, one column yaωik (a = 1, . . . , ik) in Yωik corresponds to one box T
a
ωik
in Tωik .
Then since Y is proper and Tωik is obtained by stacking from T
1
ωik
to T ikωik , the entries of
the tableau TY strictly increase down the columns. Further, when g = Bn, we can stack
n-block as n n in Yωik by the pattern of stacking blocks because the n-block is a block
of half-unit-height and Y is proper. So, the 0 element can appear more than once in Tωik .
Finally, when g= Dn, since n-block or (n− 1)-block is a block of half-unit-width, we can
stack n-block or (n − 1)-block as nn−1n−1n in Yωik . It means that we can have the entry n
following n¯ or n¯ following n in Tωik . In particular, if we consider the tableaux Tωn , Tωn+1 ,
Tλn−1 , and Tλn with entries i1, . . . , in reading from bottom to top, then by the pattern of
stacking blocks, we can see that in Tωn and Tλn (respectively Tωn+1 and Tλn−1 ), if ik = n,
then k is odd (respectively even), and if ik = n¯, then k is even (respectively odd).
On the other hand, consider the condition (Y2) that Yωik ⊂ Yωik+1 , Yωit ⊂ Yλn−1 , or
Yωit ⊂ Yλn . Note that yaωik (respectively y
a
ωit
) and yaωik+1 (respectively y
a
λn−1 , y
a
λn
) of Yωik
(respectively Yωit ) and Yωik+1 (respectively Yλn−1 , Yλn ) correspond to the boxes with
entries in the same row in Tωik+ωik+1 (respectively Tωit +λn−1 , Tωit +λn ). Therefore, this con-
dition implies that the entries weakly increase in each rows of TY .
Now, we are in a position to give an another explicit realization of the crystal graph B(λ)
over g= An. For a dominant integral weight λ, we define T (λ) to be the set of tableaux of
shape Ξ−1(λ) with entries {1, . . . , n+ 1} such that the entries of T weakly increase along
the rows and strictly increase down the columns.
We identify a tableau T of shape Ξ−1(λ) with the vector
x1 ⊗ · · · ⊗ xt ∈ B⊗t ,
where B is the crystal of the vector representation, and xi is the entry of T by reading from
top to bottom and from right to left. Then, we have the following theorem.
Theorem 3.6. For a dominant integral weight λ, there exists a crystal isomorphism for
Uq(An)-modules ϕ :Y (λ) → T (λ) sending Y to TY .
Proof. It is clear that ϕ is a bijection. So, it suffices to show that it is a crystal morphism.
Suppose that f˜iY is obtained by stacking the block i on top of some column ya of Y .
Then these columns of Y and f˜iY correspond to the boxes i and i+1 of TY and Tf˜iY .
Moreover, it is easy to see that the i-signatures of each column yk of Y and a corresponded
box ϕ(yk) of TY are the same. Therefore, by the tensor product rule of Kashiwara operators,
it is easy to see that f˜iTY is obtained by acting f˜i on ψ(ya) = i of TY and so we obtain
ϕ(f˜iY ) = f˜iϕ(Y ). For e˜i , it can be proved in the same method. 
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Consider the condition (Y1) that Y+ωik ⊂ |Y
−
ωik
| (1  ik  n) in Proposition 2.6. As we
can see in Fig. 1, it says that the t th block ik−t from top in the pth column from the right of
Y−ωik should be stacked before the t th block ik−t from bottom in the (p − t)th column from
the right of Y+ωik .
It means that the following cannot exist in Tωik as a subtableau:
ik−2
1
1
ik−3
2
2
· · · ik−(a+1)
a¯
a
· · ·
ik−1
ik−1
.
Therefore, if Tωik has a-box and a¯-box, then the number of rows between a-box and a¯-box
is larger than or equals to ik − a. That is, if a-box and a¯-box lie in pth and q th rows of
Tωik
from bottom to top with p > q , we have
p − q − 1 ik − a. (3.1)
Remark 3.7. (a) In fact, we know that the following also cannot exist in Tωik as a sub-
tableau:
ik−(a+1)
a¯
a
· · ·
1
a
ik−(a+2)
a+1
a
· · ·
2
a
· · ·
ik−1
a · · ·
ik−a
a
(1 a < ik).
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the blocks in Young walls and proper condition of Y . Anyway, if Tωik has a-box and b¯-box,
then the number of rows between a-box and b¯-box is larger than or equals to ik−max(a, b).
That is, if a-box and b¯-box lie in pth and q th rows of Tωik from bottom to top with p > q ,
we have
p − q − 1 ik − max(a, b). (3.2)
(b) It is just the configuration condition of one column of Kashiwara–Nakashima
tableaux. We call it the one column condition and denote by (1CC).
Consider the condition (Y3) that |Y−(ωik ,ωik+1 )| ⊂ Y
+
(ωik ,ωik+1 )
, and |Y−(ωit ,λn)| ⊂ Y
+
(ωit ,λn−1)
or Y+(ωit ,λn) in Proposition 2.6. It says that the t th block, (n − t + 1)-block, from bottom
in the q th column from the right of Y+(ωik ,ωik+1 ) (respectively Y
+
(ωit ,λn−1)
or Y+(ωit ,λn)) should
be stacked before the t th block, (n − t + 1)-block, from top in the (q + t)th column from
the right of Y−(ωik ,ωik+1 ) (respectively |Y
−
(ωit ,λn−1)
| or |Y−(ωit ,λn)|). It means that the following
cannot appear in Tωik+ωik+1 (k = 1, . . . , t − 1), Tωit +λn−1 , and Tωit +λn as a subtableau:
(1) g= Cn:
n−a
a
a¯
n−(a+1)
a+1
a+1
· · · n
n¯
.
(2) g= Bn:
n−a
a
a¯
n−(a+1)
a+1
a+1
· · · n
n¯
0 0 ,
n−a
a
a¯
n−(a+1)
a+1
a+1
· · · n
n¯
.
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n−a
a
a¯
n−(a+1)
a+1
a+1
· · · n
n¯
n¯
n
,
n−a
a
a¯
n−(a+1)
a+1
a+1
· · · n
n¯
n¯
n
.
Here, n − ik + 2  a  n and n − it + 2  a  n, respectively. Therefore, if Tωik (re-
spectively Tωit ) and Tωik+1 (respectively Tλn−1 or Tλn ) have a and a¯, respectively, then the
number of rows between a-box and a¯-box is smaller than n−a. That is, if a-box and a¯-box
lie in pth and q th rows of Tωik (respectively Tωit ) and Tωik+1 (respectively Tλn−1 or Tλn )
from bottom to top with p > q , we have p − q − 1 < n− a and so
p − q  n− a. (3.3)
Remark 3.8. (a) In fact, we know that the following also cannot exist in Tωik+ωik+1 for
g= Bn as a subtableau:
n−a
a
a¯
· · ·
a
0
n−(a−1)
a
a−1
· · ·
a
0
· · · ik−2
a
n−(ik−2)
· · ·
a
0
,
where n − ik + 2  a  n. Moreover, the following cannot exist in Tωik+ωik+1 as a sub-
tableau:
0 0
0
0 or n¯
0
0 or n¯
· · · ik−2
0
0 or n¯
.
But, it is clear that this condition is subject to above condition. Anyway, if Tωik and Tωik+1
have a and b¯, respectively, the number of rows between a-box and b¯-box is smaller than
n− min(a, b). That is, if a-box and b¯-box lie in pth and q th rows of Tωik and Tωik+1 from
bottom to top with p > q , we have p − q − 1 < n− min(a, b) and so
p − q  n− min(a, b). (3.4)
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Lie algebras g= Cn and Dn.
(b) If we ignore the shape of the diagrams, this condition contains the same con-
dition as the configuration condition of two columns for the tableaux Y of Kashiwara
and Nakashima when Y is in the (a,n), (n,n)-configuration (respectively part of (n,n)-
configuration) for g = Bn (respectively Dn). In particular, when g = Dn, by the condi-
tion (Y2) in Proposition 2.6, we know that n and n¯ cannot appear in the same row of T . It
means that the following cannot exist in Tωik+ωik+1 as a subtableau:
n
n
n
n¯
n
n
· · · n¯
n¯
n¯
n
n¯
n¯
· · · .
This condition is also a condition similar to the two column condition (2CC) for the tableau
of Kashiwara and Nakashima in the remainder part of (n,n)-configuration. We call it the
first two column condition and denote by (2CC-1).
Consider the condition (Y4) in Proposition 2.6. That is,
Y+ωik (p, q, a)⊂
∣∣Y−ωik (p, q, a)∣∣, Y+ωik+1 (p, q, a) ⊂ ∣∣Y−ωik+1 (p, q, a)∣∣ (1 k  t − 1),
Y+ωit (p, q, a) ⊂
∣∣Y−ωit (p, q, a)∣∣.
At first, we consider the assumption of the condition (Y4). The top of Yωik (respectively
Yωit ) of the pth column from the right is a−2
a−1
and the top of Yωik+1 (respectively Yλn−1
or Yλn) of the q th column from the right is a+1a with p > q . Then this assumption can be
represented in the tableau Tωik+ωik+1 , and Tωit +λn−1 or Tωit +λn as follows:
pth a
qtha¯
pth a
qtha¯
.
Now, consider the subtableau T (p,q)ωik+ωik+1 , T
(p,q)
ωit +λn−1 , and T
(p,q)
ωit +λn consisting of boxes ly-
ing between the q th row and the pth row in Tωik+ωik+1 , Tωit +λn−1 , and Tωit +λn . Then
by the same argument in (Y1), the condition Y+ωik (p, q, a) ⊂ |Y
−
ωik
(p, q, a)| (respectively
Y+ω (p,q, a)⊂ |Y−ω (p,q, a)|), Y+ω (p,q, a) ⊂ |Y−ω (p,q, a)| imply that the followingit it ik+1 ik+1
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(p,q)
ωik+ωik+1 , Tωik+1 ∩T
(p,q)
ωik+ωik+1 , Tωit ∩T
(p,q)
ωit +λn−1 , and Tωit ∩T
(p,q)
ωit +λn
as a subtableau:
p−q−1
a¯
a
p−q−2
a+1
a+1
· · · p−q−(k+1)
a+k
a+k
· · ·
a+(p−q−1)
a+(p−q−1)
.
Therefore, if Tωik and Tωik+1 has b-box and b¯-box between the pth column and the q th
column, then the number of rows of between b-box and b¯-box in Tωik or Tωik+1 is larger
than or equal to p − q − (b − a + 1). That is, if b-box and b¯-box lie in the rth and the sth
rows of Tωik or Tωik+1 from bottom to top with r > s, we have r − s − 1 > p − q − (b −
a + 1) and so
(p − r)+ (s − q) < b − a. (3.5)
Remark 3.9. (a) In fact, we know that the following also cannot exist in Tωik ∩ T
(p,q)
ωik+ωik+1 ,
Tωik+1 ∩ T
(p,q)
ωik+ωik+1 , Tωit ∩ T
(p,q)
ωit +λn−1 , and Tωit ∩ T
(p,q)
ωit +λn as a subtableau:
p−q−(k+a)
a+k
a+k
· · ·
a¯
a+k
p−q−(k+a+1)
a+k+1
a+k
· · ·
a+1
a+k
· · ·
p−q
a+k · · ·
p−q+1−(a+k)
a+k
,
where 0  k  p − q − a + 1. Therefore, if Tωik or Tωik+1 has b-box and c¯-box between
pth column and q th column, then the number of rows of between b-box and c¯-box is larger
than p − q − (max(b, c) − a + 1). That is, if b-box and c¯-box lie in rth and sth rows of
Tωik from bottom to top with r > s, we have r − s − 1 > p − q − (max(b, c)− a + 1) and
so
(p − r)+ (s − q) < max(b, c)− a. (3.6)
(b) If we ignore the shape of the diagrams, this condition is just the configuration con-
dition of two columns for the tableaux Y of Kashiwara and Nakashima when Y is in the
(a, b)-configuration. We call it the second two column condition and denote by (2CC-2).
(c) The first two column condition (2CC-1) covers a lot of parts of this condition
(2CC-2).
Now, we are ready to give an another explicit realization of crystal graph B(λ) over
g= Cn and Bn. For a dominant integral weight λ, we define T (λ) for g= Cn by the set of
tableaux of shape Ξ−1(λ) with entries {i, i¯ | 1 i  n} such that
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(ii) the entries in each column are strictly increasing,
(iii) for each column C of T , (1CC) holds,
(iv) for each pair of adjacent columns C, C′ of T , (2CC-1) and (2CC-2) holds;
and for g = Bn we define T (λ) to be the set of tableaux of shape Ξ−1(λ) with entries
{i, i¯ | 1 i  n} ∪ {0} such that
(i) the entries in each row are weakly increasing, but 0 cannot be repeated,
(ii) the entries in each column are strictly increasing, but 0 can be repeated,
(iii) for a half column C of T , i and i¯ cannot appear at the same time,
(iv) for each column C of T , (1CC) holds,
(v) for each pair of adjacent columns C, C′ of T , (2CC-1) and (2CC-2) holds.
Now, we identify a tableau T of shape Ξ−1(λ) with the vector
x1 ⊗ · · · ⊗ xt ∈ B⊗t or vsp ⊗ x1 ⊗ · · · ⊗ xt ∈ Bsp ⊗ B⊗t ,
where B and Bsp are the crystals of vector representation and spin representation, respec-
tively, and xi is the entry of T by reading from top to bottom and from right to left. Then
we have the following theorem.
Theorem 3.10. For a dominant integral weight λ, there exists a crystal isomorphism for
Uq(Cn) or Uq(Bn)-modules ϕ :Y (λ) → T (Y )sending Y to TY .
Proof. It is clear that ϕ is a bijection. So, it suffices to show that it is a crystal morphism.
Suppose that f˜iY (1 i < n) is obtained by stacking the block i on top of some column
ya of Y . Then these columns of Y and f˜iY correspond to the boxes i and i+1 , or i+1 and
i¯ of TY and Tf˜iY . Moreover, it is easy to see that the i-signatures of each column yk of
Y and the corresponding box ϕ(yk) of TY are the same. Therefore, by the tensor product
rule of Kashiwara operators, it is easy to see that f˜iTY is obtained by acting on ϕ(ya) of
TY and so ϕ(f˜iY ) = f˜iϕ(Y ). For i = n, it is proved by the same method. Moreover, for e˜i ,
it is also proved by the similar argument. 
Consider the condition (Y5) in Proposition 2.6. That is,
∣∣Yωik (n− 1, n;p,q)∣∣⊂ Y tωik+1 (n− 1, n;p,q),∣∣Yωit (n− 1, n;p,q)∣∣⊂ Y tλn−1(n− 1, n;p,q),∣∣Yωit (n− 1, n;p,q)∣∣⊂ Y tλn(n− 1, n;p,q).
At first, we consider the assumption of the condition (Y5). That is, the top of the pth
column of Yωik from the right is
n
n−2 ,
n
n−2 ,
n−1
n−2 , or
n−1
n−2 . In the case of
n
n−2 or
n
n−2 (respectively
n−1
or n−1 ), the top of the q th column of Yωi from the right is
n
or n (respectively
n−2 n−2 k+1 n−2 n−2
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n−2 or
n−1
n−2 ) when q − p is odd and the top of the q th column of Yωik+1 from the right
is n−1
n−2 or
n−1
n−2 (respectively
n
n−2 or
n
n−2 ) when q − p is even. Then the assumption can be
represented in the tableau Tωik+ωik+1 , Tωit +λn−1 , and Tωit +λn as follows:
(a) q − p is odd:
n(n¯)=bq
ap=n(n¯)
n(n¯)=bq
ap=n(n¯)
;
(b) q − p is even:
n(n¯)=bq
ap=n¯(n)
n(n¯)=bq
ap=n¯(n)
.
The Lωik (n − 1, n;p,q) (respectively Lωit (n − 1, n;p,q)) corresponds to the sub-
tableau of Tωik (respectively Tωit ) with entries aq, . . . , aik and Lωik+1 (n − 1, n;p,q) (re-
spectively Lλn−1(n − 1, n;p,q) or Lλn(n − 1, n;p,q)) corresponds to the subtableau of
Tωik+1 (respectively Tλn−1 or Tλn ) with entries b1, . . . , bp. That is,
Lωik
(n− 1,n;p,q)
Lωik+1 (n− 1,n;p,q)
ap = n¯
n¯ = bq
Lωit
(n − 1,n;p,q)
Lλn−1 (n − 1,n;p,q)
or Lλn (n − 1,n;p,q)
ap = n¯
n¯ = bq
It says that the t th (1  t  q − i + 1) block α from bottom in the rth (1  r  p)
column from the right of Lωik+1(n− 1, n : p,q) should be stacked before the rth block α
from bottom in the q + (t − 1)th column from the right of Lωik (n− 1, n : p,q). Therefore,
by similar method of the condition (2CC-1), if Tωik and Tωik+1 have the entries a and a¯,
respectively, the number of the rows between a-box and a¯-box is smaller than n − a. We
will call it the third two column condition and denoted by (2CC-3).
Now, we define T (λ) for g = Dn by the set of tableaux of shape Ξ−1(λ) with entries
{i, i¯ | i = 1, . . . , n} such that
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(ii) the entries of T strictly increase down the columns, but the element n¯ (respectively n)
can appear below the element n (respectively n¯),
(iii) for a half column C of T , i and i¯ cannot appear at the same time,
(iv) for each column C of T , (1CC) holds,
(v) in Tωn and Tλn (respectively Tωn+1 and Tλn−1 ), if ik = n, then k is odd (respectively
even), and if ik = n¯, then k is even (respectively odd),
(vi) for each pair of adjacent columns C, C′ of T , (2CC-1)–(2CC-3) holds.
Theorem 3.11. For a dominant integral weight λ, there is a crystal isomorphism for
Uq(Dn)-modules ϕ :Y (λ) → T (λ) sending Y to TY .
Proof. It is similar to the argument of the proof of Theorem 3.10, we omit it. 
Remark 3.12. For a dominant integral weight λ with the expression (2.1), the tableau
realization B(λ) given by Kashiwara and Nakashima was obtained by imbedding B(λ)
to B(ωi1 ) ⊗ · · · ⊗ B(ωit ) (respectively B(ωi1 ) ⊗ · · · ⊗ B(ωit ) ⊗ B(λn), B(ωi1 ) ⊗ · · · ⊗
B(ωit ) ⊗ B(λn−1)). Similarly, if we imbed B(λ) to B(ωit ) ⊗ · · · ⊗ B(ωi1 ) (respectively
B(λn) ⊗ B(ωit ) ⊗ · · · ⊗ B(ωi1 ), B(λn−1) ⊗ B(ωit ) ⊗ · · · ⊗ B(ωi1)), we can have another
tableau realization S(λ) of shape Ξ−1(λ). Moreover, by the definition of the Kashiwara
operators on the set of Young walls and the tensor product rule of the Kashiwara operators,
and the above crystal isomorphism ϕ, we can see that T (λ) coincides with S(λ).
Example 3.13. If g= D4, λ = ω4 + λ4 = 3λ4 and
Y =
2
3
43
222
1
0
0
1
1
0
01
22222
3
4
4
3
3
4
4
3
3
4
4
3
34
∈ Y (λ), then ϕ(Y ) =
2
4
3¯
1¯
1
3
4
2¯
.
Remark 3.14. We know that the infinitely many copies of crystal graph B(λ) for the quan-
tum classical algebra Uq(g) appear as a connected components in the crystal graph B(Λ)
of basic representation for the quantum affine algebra Uq(gˆ) without 0-arrows. Therefore,
we can obtain a lot of Young wall realizations of the crystal graph B(λ). In particular, if
we choose the Young wall realization of B(λ) corresponding to the connected components
having the largest number of blocks, then applying a similar map to the map ϕ, we can ob-
tain the tableau realization of B(λ) given by Kashiwara–Nakashima. We shall not describe
this Young wall realization and the map similar to ϕ in this paper.
Now, we give a Uq(g)-module crystal isomorphism from our new realization to the
realization of Kashiwara and Nakashima, where g= An,Cn,Bn, and Dn.
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let λ be a dominant integral weight. Then there is a crystal isomorphism ψ :T (λ) → B(λ)
for Uq(g)-modules.
Proof. Let T be a tableau of T (λ) consisting of columns T1, T2, . . . , Tp reading from right
to left. We define ψ(T ) by
T1 ← T2 ← ·· · ← Tp.
Here, the notation T ← U for the tableaux T ,U consisting of one column is referred to
[12]. Then by [12, Theorem 4.14], it is clear that the map ψ is a crystal isomorphism. 
Example 3.16. (a) Let g= B4, λ = ω1 +ω2 +ω3 and
T =
2 3
1
3
3
2
.
Then
ψ(T ) =
3
3
2
←
3
1 ← 2 = 2
3
1 1 1
2 .
(b) Let g= D4, λ = ω1 +ω2 + λ4 and
T =
1 3
4
1
4
3
2
.
Then
ψ(T ) =
1
4
3
2
←
3
4 ← 1 =
3
4
2
1
2
2 4
.
Now, we have a tensor product decomposition rule, so-called Littlewood–Richardson
rule, using tableaux given by Kashiwara and Nakashima. That is,
Proposition 3.17 [1,12–14]. Let Uq(g) (g = An,Cn,Bn,Dn) be a quantum classical Lie
algebra. Let λ and µ be dominant integral weights, and let B(λ) and B(µ) be the crystal
bases of irreducible highest weight modules V (λ) and V (µ) over Uq(g). Then the map
φ :B(λ) ⊗ B(µ) →⊕k B(τk) sending T ⊗ U to T ← U is the crystal isomorphism over
Uq(g)-modules. Here, the notation T ← U for the tableaux T ,U is referred to [12].
By Theorem 3.15 and Proposition 3.17, we have the following theorem.
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λ and µ be dominant integral weights, and let T (λ) and T (µ) be the crystal bases of
irreducible highest weight modules V (λ) and V (µ) over Uq(g) in terms of our tableaux.
Then the map ρ :T (λ) ⊗ T (µ) →⊕k T (τk) sending T ⊗ U to T → U is the crystal
isomorphism over Uq(g)-modules.
Proof. At first, we consider the case that λ = λ1 and T is a tableau with entry i1. Then
we define T → U to be the tableau obtained by the reverse insertion given in [1,12–14].
More precisely, at first, suppose that U is a tableau of one column with entries j1, . . . , jl
from bottom to top. If jl  i1 and the tableau of one column with entries j1, . . . , jl, i1 from
bottom to top satisfies the configuration condition (1CC), then T → U is just the tableau of
one column with entries j1, . . . , jl, i1. If jl  i1 and the tableau of one column with entries
j1, . . . , jl, i1 from bottom to top does not satisfy the configuration condition (1CC), then
deletion occur. Moreover, if jl  i1, then T → U is the tableau obtained by the reverse
bumping rule given in [1,12–14]. Now, suppose that U is a tableau consisting of columns
U1, . . . ,Uq reading from right to left. If i ′ is the entry bumped out from U1 by i1, we repeat
this process for U2 and i ′. Then T → U is the tableau obtained by repeating this process
for bumped entry from Ut−1 and Ut for all t = 2, . . . , q .
Secondly, if λ = λk and T is a tableau with entries i1, . . . , ik from bottom to top, then
T → U is defined by
ik → ·· · → i1 → U.
Finally, for any λ, if T is a tableau of T (λ) consisting of columns T1, T2, . . . , Tp reading
from right to left, we define T → U by
T1 → ·· · → Tp → U.
Then by Theorem 3.15 and Proposition 3.17, it is clear. 
4. Application: insertion scheme for Young walls
In this section, we derive an insertion scheme for the reduced proper Young walls of
type g = An and Cn. Of course, since we have an insertion scheme for other classical
Lie algebras given in [1,12–14], we can obtain a similar results for other types. But, it is
difficult to describe and treat it and so we focus on An and Cn types.
4.1. An type
Let Y = (yN, . . . , y1) be a reduced proper Young wall in Y (λ) with a dominant integral
weight λ and let X = (xtit , . . . , xt1, . . . , x1i1, . . . , x11) be a reduced proper Young wall in
Y (µ) with a dominant integral weight µ = λi1 +· · ·+λit (i1  i2  · · · it ), where yi (i =
1, . . . ,N ) is the ith column of Y from right and xjk (j = 1, . . . , t , k = 1, . . . , ij ) is the kth
column of Xλi from right, respectively. We define Y → X by the Young wall as follows.j
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Young wall obtained by attaching y1 to the left-hand side of X. If there is a column smaller
than or equal to y1 in Xλit , and if we let x
′ be the largest column among the columns
that are smaller than or equal to y1, then y1 bumps out x ′. We repeat this process for x ′
and Xλit−1 .
Secondly, consider the case N = 1. Then Y → X is defined by the Young wall
yN → ·· · → y1 → X.
Proposition 4.1. Let Y and X be reduced proper Young walls for Uq(An). Then Y → X is
a reduced proper Young wall.
Proof. By definition of Y → X, it is clear. 
Remark 4.2. We can see that this insertion is the Young wall version of reverse insertion
of tableaux of type An.
Example 4.3. For Uq(A4), let
Y = 1 2 ∈ Y (λ2) and X =
0 1 2 3
1 2 3 0
1
∈ Y (λ1 + λ3).
Then we have
2 → X =
0 1 2 3 0
1 2 3 0 1
1 2
2 3
0
1
and so
Y → X = 1 →
0 1 2 3 0
1 2 3 0 1
1 2
2 3
0
1
=
0 1 2 3 0 1
1 2 3 0 1 2
1 2 3
0
1
.
Theorem 4.4. Let λ, µ be dominant integral weights. Let Y (λ) and Y (µ) be crystal bases
of irreducible highest weight modules V (λ) and V (µ) over Uq(An) in terms of reduced
Young walls. Then the map Φ :Y (λ)⊗ Y (µ) →⊕k Y (τk) defined by
Φ(Y ⊗X) = Y → X
is the crystal isomorphism over Uq(An)-modules.
Proof. By Theorems 3.6 and 3.18, it is clear. 
754 J.-A. Kim, D.-U. Shin / Journal of Algebra 282 (2004) 728–7574.2. Cn type
Let Y = (yN, . . . , y1) be a reduced proper Young wall in Y (λ) with a dominant integral
weight λ and let X = (xtit , . . . , xt1, . . . , x1i1, . . . , x11) be a reduced proper Young wall in
Y (µ) with a dominant integral weight µ. We define Y → X by the Young wall as follows.
At first, consider the case N = 1. Suppose that Y = (y1) is smaller than xtit , i.e., the
column y1 is lower than the column xt,it . If y1 is a−2
a−1
and there is xtk = a+1
a
such that
k + 1 > a, or if there is a pair (xtp = a+1
a
, xtq = a−2
a−1
) in Xλit such that q > p and q − p <
it − a, then Y → X is defined by
xt,it → ·· · → xt,k+1 → xt,k−1 → ·· · → xt1 → X\Xλit ,
or
y1 → xt,it → ·· · → xt,q+1 → xt,q−1 → ·· · → xt,p+1 → xt,p−1 → ·· · → xt1 → X\Xλit .
Otherwise, Y → X is the Young wall obtained by attaching y1 to the left-hand side of X.
Suppose that there is a column smaller (lower) than or equal to y1 in Xλit , and we let x ′
be the largest (highest) column among the columns that are smaller (lower) than or equal
to y1. If this case does not satisfy the special bumping condition which is given below, then
y1 bumps out x ′. We repeat this process for x ′ and Xλit−1 .
Now, we give the special bumping rules. There are two cases:
(i) x ′ is
a−2
a−1
and there are columns C =
·· ·
a+1
a
a−1
b
b+1
in Xλit such that in adjacent columns,
the difference of heights is 1.
(ii) y1 is a+1
a
and there is a column
a−2
a−1
in X.
At first, consider the case (i). Then x ′ and the columns C are replaced with
y1 and the columns
· · ·
a−1
a
a−2
b
b−1
.
Further, we insert
b−3
b−2
into Xλi .t−1
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(ii-1) There are columns C =
·· ·
a−2
a−1
b−2
b−1
and the right column of this columns is at least
b
b+1
and at most
b+2
b+1
.
(ii-2) There are columns C =
·· ·
a−2
a−1
b−2
b−1
and the right column of this columns is larger
(higher) than
b+2
b+1
.
At first, consider the case (ii-1). Let x ′′ be the column such that the largest (highest)
column among the columns smaller (lower) than or equal to
b+2
b+1
. Then the columns C and
x ′′ are changed to
· · ·
a−1
a
b−1
b
and
b+2
b+1
, respectively. Further, we insert x ′′ into Xλit−1 .
Secondly, consider the case (ii-2). In this case, suppose that the right column of C is
b+1
b
and there are the columns C′ =
·· ·
b+1
b
c+1
c
. (If the right column of C is larger (higher) than
b+1
b
, such columns C′ does not exist.) That is, there are columns
C = ·· ·
· · ·
a−2
a−1
b−2
b−1
b+1
b
c+1
c
.
Then C is changed to
· · ·
· · ·
a−1
a
b−2
b−1
b+1
b
c
c−1
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c−3
c−2
into Xλit−1 .
Finally, consider the case N = 1. Then Y → X is defined by the Young wall
yN → ·· · → y1 → X.
Then from the correspondence, we have the following proposition.
Proposition 4.5. Let Y and X be reduced proper Young walls for Uq(Cn). Then Y → X is
a reduced proper Young wall.
Proof. By definition of Y → X, it is clear. 
Remark 4.6. We can see that this insertion is the Young wall version of reverse insertion
of tableaux of type Cn given in [1,12,13].
Example 4.7. For Uq(C4), let
Y = (y1) = 1
0
2 ∈ Y (λ1) and X = (x4, x3, x2, x1) =
1
1
0
1
0
0
1
0
1
2 2 2 2
3 3 3
4 4
3 3
2
∈ Y (λ4).
Then we have x ′ = x4. Moreover,
since (x2, x1) =
1
0
0
1
2 2
33
4 4
3 3
2
, Y → X =
1
1
0
1
0
1
0
0
1
0
1
2 2 2 2 2
3 3 3 3
4 4 4
3 3 3
2 22
1 0
.
Moreover, we have
Theorem 4.8. Let λ, µ be dominant integral weights. Let Y (λ) and Y (µ) be crystal bases
of irreducible highest weight modules V (λ) and V (µ) over Uq(Cn) in terms of reduced
Young walls. Then the map Φ :Y (λ)⊗ Y (µ) →⊕k Y (τk) defined by
Φ(Y ⊗X) = Y → X
is the crystal isomorphism over Uq(Cn)-modules.
Proof. By Theorems 3.10 and 3.18, we have the crystal isomorphism Y (λ) ⊗ Y (µ) ⊕
k Y (τk). 
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