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Two-dimensional crystals on curved manifolds exhibit nontrivial defect structures. Here, we
consider “active crystals” on a sphere, which are composed of self-propelled colloidal particles. Our
work is based on a new phase-field-crystal-type model that involves a density and a polarization field
on the sphere. Depending on the strength of the self-propulsion, three different types of crystals are
found: a static crystal, a self-spinning “vortex-vortex” crystal containing two vortical poles of the
local velocity, and a self-translating “source-sink” crystal with a source pole where crystallization
occurs and a sink pole where the active crystal melts. These different crystalline states as well as
their defects are studied theoretically here and can in principle be confirmed in experiments.
PACS numbers: 82.70.Dd, 61.72.J-, 02.70.Dh
I. INTRODUCTION
It is common wisdom that the plane can be packed
periodically by hexagonal crystals of spherical particles
but, when the manifold is getting curved, defects emerge
due to topological constraints. The most common exam-
ple is a soccer ball that has a tiling of hexagons and
pentagons. Indeed, similar structures are realized by
Wigner-Seitz cells in particle layers covering a sphere,
which is a topic that has been recently explored a lot
in physics (for reviews see Refs. [1, 2]). Mathematically
this topic is related to the classical problem of finding
the minimal energy distribution of interacting points on
a sphere [3, 4]. Likewise, while a unit vector field can
be uniform in flat space, it is well-known that “a hedge-
hog cannot be combed in a continuous way” [5], which
results in topological defects of an oriented vector field
on a sphere.
Recently, also self-propelled (i.e., “active”) colloidal
particles, which dissipate energy while they move, have
been studied a lot [6–10]. At large density in the plane,
these particles form crystals under nonequilibrium con-
ditions [11–16]. Self-propelled particles can also be con-
fined to a compact manifold like a sphere, as realized by
multicellular spherical Volvox colonies [17], bacteria mov-
ing on oil drops [18] or layered in water drops [19], or by
active nematic vesicles [20]. This has triggered recent
theoretical and simulation work on self-propelled parti-
cles on spheres considering both their individual [21, 22]
and collective [23, 24] dynamics.
Here, we unify the two fields of equilibrium crystals
and self-propelled colloidal particles on curved manifolds
∗ Corresponding author: simon.praetorius@tu-dresden.de
and study an active crystal on a sphere. For this pur-
pose, we use a phase-field-crystal-type model [25–28],
which we obtain by generalizing a previously proposed
phase-field-crystal (PFC) model for active crystals in
the plane [13, 15] to the sphere. The model involves
both a scalar density field and a polarization vector field
on the sphere. Depending on the strength of the self-
propulsion, three different crystalline states are found:
i) a static crystal similar to its equilibrium counterpart,
ii) a self-spinning “vortex-vortex” crystal, which contains
two vortical poles of the local velocity field, and iii) a self-
translating “source-sink” crystal, which has a pole of the
local velocity field where crystallization occurs (“source”)
as well as one where the active crystal melts (“sink”).
Our work goes beyond recent studies on active nematic
shells where the density field is homogeneous [29], Toner-
Tu-like models on curved spaces that cannot describe
crystalline states [30, 31], and a combination of an equi-
librium crystal on a sphere with a single self-propelled
tracer particle [32].
This article is organized as follows: We describe our
PFC model for active crystals on a sphere in Sec. II and
the numerical solution of the associated equations in Sec.
III. The results that we obtained by numerically solving
this PFC model are presented in Sec. IV. Finally, we
conclude in Sec. V.
II. A PHASE-FIELD-CRYSTAL MODEL FOR
ACTIVE CRYSTALS ON A SPHERE
In the plane, active colloidal crystals can be described
by a rescaled density field ψ(r, t), which we simply call
“density field” in the following, and a polarization field
p(r, t), where r and t denote position and time, respec-
tively. While ψ(r, t) describes the spatial variation of the
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2particle number density at time t, p(r, t) describes the
time-dependent local polar order of the particles. Us-
ing suitably scaled units of length, time, and energy, a
minimal field-theoretical model for active crystals in the
plane is given by [13, 15]
∂tψ =4δF
δψ
− v0 divp , (1)
∂tp = (4−Dr)δF
δp
− v0 gradψ . (2)
This PFC model can describe crystallization in active
systems on microscopic length and diffusive time scales.
Here, ∂t = ∂/∂t denotes a partial time derivative, 4
is the ordinary Cartesian Laplace operator, δ/δψ and
δ/δp are functional derivatives with respect to ψ and
p, respectively, and grad and div are the ordinary Carte-
sian gradient and divergence operators, respectively. v0 is
an activity parameter that describes the self-propulsion
speed of the active colloidal particles [13, 33] and Dr
is their rescaled rotational diffusion coefficient. Further-
more, F [ψ,p] = Fψ[ψ]+Fp[p] is a free-energy functional
with the traditional PFC functional [25, 26]
Fψ[ψ] =
∫
R2
(1
2
ψ
(
ε+ (1 +4)2)ψ + 1
4
ψ4
)
d2r (3)
and the polarization-dependent contribution [13, 15]
Fp[p] =
∫
R2
(1
2
C1‖p‖2 + 1
4
C2‖p‖4
)
d2r , (4)
where ‖ · ‖ is the Euclidean norm. The constant ε sets
the temperature [25, 26] and the coefficients C1 and C2
affect the local orientational ordering due to the drive of
the particles. While C1 takes diffusion of the polarization
field into account and should be positive, C2 describes
a higher-order contribution that can be neglected when
studying active crystals [13]. In contrast to the tradi-
tional PFC model [25], there is not the wave number k0
preferred by the system as an additional parameter in Eq.
(3). We set k0 = 1, thus the preferred lattice constant is
2pi in the chosen dimensionless units.
To describe active crystals on a sphere S = R S2
with radius R, where S2 is the three-dimensional unit
sphere, we start from the PFC model for the plane
given by Eqs. (1)-(4) and extend it appropriately. First,
we parametrize the position r, which becomes a three-
dimensional vector that describes positions on the sphere
S, by r(θ, φ) = Ruˆ(θ, φ) with the orientational unit vec-
tor uˆ(θ, φ) = (sin(θ) cos(φ), sin(θ) sin(φ), cos(θ))T and
the spherical coordinates θ ∈ [0, pi] and φ ∈ [0, 2pi).
Next, we define the polarization field p(r, t) as a three-
dimensional vector field that is tangential to S at r, i.e.,
p(r, t) = pθ(r, t)∂θuˆ+pφ(r, t)∂φuˆ ∈ TrS with scalar func-
tions pθ(r, t) and pφ(r, t) and the tangent space TrS of
the sphere S in the point r.
In the free-energy functionals (3) and (4) we have to
replace the integration over the plane R2 by an inte-
gration over the sphere S and the Cartesian Laplace
operator 4 by the surface Laplace-Beltrami operator
4S = divS gradS . With these replacements, Fψ and
Fp become
Fψ[ψ] =
∫
S
(1
2
ψ
(
ε+ (1 +4S)2
)
ψ +
1
4
ψ4
)
d2r , (5)
Fp[p] =
∫
S
(1
2
C1‖p‖2 + 1
4
C2‖p‖4
)
d2r , (6)
respectively. Here,
gradSψ =
1
R
(
(∂θuˆ)∂θψ +
1
sin(θ)2
(∂φuˆ)∂φψ
)
, (7)
divSp =
1
R
(
cot(θ)pθ + ∂θpθ + ∂φpφ
)
(8)
are the gradient and divergence operators in spherical co-
ordinates, respectively. In the dynamic equations (1) and
(2), we have to restrict the dynamics to the sphere S. For
the scalar quantity ψ this has already been done in Refs.
[4, 34]; for the vector quantity p we follow the treatment
of a surface polar orientation field in Ref. [35]. Therefore,
we replace the Cartesian Laplace operator 4 acting on
the scalar-valued δF/δψ by the surface Laplace-Beltrami
operator 4S , the Laplace operator 4 acting on the
vector-valued δF/δp by −4dR with the surface Laplace-
de Rham operator4dR = −gradSdivS−rotSRotS , where
rotSψ =
1
R sin(θ)
(− (∂θuˆ)∂φψ + (∂φuˆ)∂θψ) , (9)
RotSp =
1
R
(
2 cos(θ)pφ− 1
sin(θ)
∂φpθ + sin(θ)∂θpφ
)
(10)
are the surface curl operators in spherical coordinates,
as well as grad and div by gradS and divS , respectively.
This results in the dynamic equations
∂tψ =4S
δFψ
δψ
− v0 divSp , (11)
∂tp = −(4dR +Dr)
δFp
δp
− v0 gradSψ , (12)
which describe active-particle transport tangential to S.
Together with Eqs. (5) and (6), the dynamic equations
(11) and (12) constitute a minimal field theoretical model
for active crystals on a sphere. This model is an extension
of the previously proposed model (1)-(4) for the plane
and locally reduces to the latter in the limit R→∞. For
v0 = 0, Eq. (11) reduces to the traditional PFC model
on a sphere, describing crystallization of passive particles
on a sphere [36].
III. NUMERICAL SOLUTION OF THE PFC
MODEL
In order to study active crystals on a sphere, we solved
the PFC equations (11) and (12) numerically. For this
purpose, we expanded ψ and p in (vector) spherical har-
monics so that the partial differential equations (11) and
3(12) reduce to a set of ordinary differential equations for
the time-dependent expansion coefficients of ψ and p. In
the following, we first address this (vector) spherical har-
monics expansion in more detail. Afterwards, we describe
for which parameters and setups we solved the dynamic
equations and how we analyzed the results.
A. (Vector) spherical harmonics expansion
In order to discretize Eqs. (11) and (12) on the sphere,
an expansion of the fields ψ and p based on spherical
harmonics is used.
We start with the scalar field ψ. Let In = {(l,m) : 0 ≤
l ≤ n, |m| ≤ l} be an index set of the spherical harmonics
Y ml : S → C up to order n. As an orthonormal set
of eigenfunctions of the Laplace-Beltrami operator 4S ,
with
4SY ml (r) = −
l(l + 1)
R2
Y ml (r) for (l,m) ∈ I∞ , (13)
the spherical harmonics are dense in the function space
L2(S) [37, 38]. Therefore, the scalar field ψ can be rep-
resented as the series expansion
ψ(r, t) =
∑
(l,m)∈I∞
ψˆlm(t)Y
m
l (r) (14)
with the expansion coefficients ψˆlm(t).
Considering the time dependence of ψ and p temporar-
ily as a parameter (so that they become functions of only
r) to simplify the notation, we now address the vector
field p : S → TS with the tangent bundle TS of the
sphere S. For this vector field, a different expansion than
for ψ is needed. Since every continuously differentiable
spherical tangent vector field p : S → TS can be decom-
posed into a curl-free field and a divergence-free field [38],
there exist differentiable scalar functions p1, p2 ∈ C1(S)
with
p(r, t) = gradSp1(r, t) + rotSp2(r, t) . (15)
Therefore, a tangent vector field basis can be constructed
from the gradient gradS and curl rotS = uˆ×gradS of the
spherical harmonics basis functions. We introduce the
vector spherical harmonics
y
(1)
lm (r) = R gradSY
m
l (r) , (16)
y
(2)
lm (r) = −
r
‖r‖ × y
(1)
lm (r) (17)
that form an orthogonal system of eigenfunctions of the
Laplace-de Rham operator 4dR with
4dRy(i)lm(r) =
l(l + 1)
R2
y
(i)
lm(r) (18)
for i ∈ {1, 2} and (l,m) ∈ I∞. Also these vector basis
functions build a dense function system so that a series
expansion of p in y
(i)
lm is possible:
p(r, t) =
2∑
i=1
∑
(l,m)∈I∞
pˆ
(i)
lm(t)y
(i)
lm(r) . (19)
Here, pˆ
(i)
lm(t) are the scalar expansion coefficients of p.
Introducing the spaces
Πψn(S) =
{
ψ =
∑
(l,m)∈In
ψˆlmY
m
l
}
, (20)
Πpn(S) =
{
p =
2∑
i=1
∑
(l,m)∈In
pˆ
(i)
lmy
(i)
lm
}
(21)
of truncated (vector) spherical harmonics expansions of
ψ and p, the polar active crystal equations
∂tψ =4S
(
(ε+ (1 +4S)2)ψ + ν
)− v0 divSp , (22)
∂tp = −(4dR +Dr)
(
C1p + C2q
)− v0 gradSψ (23)
with the nonlinear terms ν = ψ3 and q = ‖p‖2p can be
formulated in terms of a Galerkin method [39]. There-
fore, we expand ψ and ν in Πψn(S) and p and q in Πpn(S)
and require the residual of Eqs. (22) and (23) to be or-
thogonal to Πψn(S) × Πpn(S). This leads to the Galerkin
scheme
∂tψˆlm(t) +
l(l + 1)
R2
(
ε+
(
1− l(l + 1)
R2
)2)
ψˆlm(t)
+
l(l + 1)
R2
νˆlm(t)− v0 l(l + 1)
R
pˆ
(1)
lm(t) = 0 ,
(24)
∂tpˆ
(i)
lm(t) +
( l(l + 1)
R2
+Dr
)(
C1pˆ
(i)
lm(t) + C2qˆ
(i)
lm(t)
)
+ v0
δi1
R
ψˆlm(t) = 0
(25)
for i ∈ {1, 2}, (l,m) ∈ In, and t ∈ [t0, tend], where νˆlm(t)
are the expansion coefficients of ν, qˆ
(i)
lm(t) are the expan-
sion coefficients of q, δij is the Kronecker delta function,
and tend is the length of the simulated time interval start-
ing at t0 = 0.
The identification of the expansion coefficients ψˆlm and
pˆ
(i)
lm for given ψ and p requires the evaluation of L
2 inner
products 〈ψ, Y ml 〉S and 〈p, y(i)lm〉S and thus quadrature
on the sphere S. This is realized by evaluating ψ and
p in Gaussian points {(θi, φj) : 1 ≤ i ≤ Nθ, 1 ≤ j ≤
Nφ}, where Nθ and Nφ are the numbers of grid points
along the polar and azimuthal coordinates, respectively,
and utilizing an appropriate quadrature rule [40]. For
the time-discretization of Eqs. (24) and (25), a second-
order accurate scheme similar to that described in Ref.
[4] is applied. Our implementation of the vector spherical
harmonics is based on the toolbox SHTns [40].
B. Parameters and analysis
When solving the PFC model for active crystals on a
sphere numerically, we considered two setups with differ-
4ent simulation parameters (see Tab. I). In the first one,
Parameters Setup 1 Setup 2
R 20 80
ψ¯ −0.4 −0.4
ε −0.98 −0.98
C1 0.2 0.2
C2 0 0
Dr 0.5 0.5
v0 [0, 0.8] [0, 0.8]
n 250 500
Nθ 256 512
Nφ 512 1024
t0 0 0
tend 5000 5000
τ 0.005 0.005
Table I. Simulation parameters for the two different setups we
considered.
the sphere has radius R = 20 and a crystal that covers
the sphere consists of approximately 120 density max-
ima (“particles”); in the second setup, the sphere has the
larger radius R = 80 leading to a crystal with approxi-
mately 1800 density maxima. The mean value of the field
ψ is ψ¯ = −0.4 in both cases. We used this value to allow
a direct comparison of some of our results (see below)
with corresponding results for the flat space presented in
Ref. [13]. For the same reason, we chose always the pa-
rameters in Eqs. (3) and (4) as ε = −0.98, C1 = 0.2, and
C2 = 0 and the rescaled rotational diffusion coefficient
as Dr = 0.5. Regarding the activity parameter v0, val-
ues in the interval [0, 0.8] are considered for both setups.
This interval turned out to be appropriate for observing
the active crystals that constitute the scope of this work.
The maximal order n at which the (vector) spherical har-
monics expansions described in Sec. III A are truncated,
is chosen as n = 250 in the first and n = 500 in the
second setup. Furthermore, the parameters Nθ and Nφ
defining the resolution of the grid of Gaussian points on
the sphere are Nθ = 256 and Nφ = 512 in the first setup
and Nθ = 512 and Nφ = 1024 in the second setup. All
simulations started from a slightly inhomogeneous ran-
dom initial density field ψ(r, 0) and a vanishing initial
polarization field p(r, 0) = 0. We ran the simulations
from t0 = 0 to tend = 5000 with time-step size τ = 0.005.
For the simulation parameters considered in this work,
the time-evolution of the density and polarization fields
ψ(r, t) and p(r, t), respectively, leads to a crystalline
state with local density maxima that can be interpreted
as particles forming a crystal (see Fig. 1 for an exam-
ple). To analyze the emerging patterns of ψ and p, we
introduce some appropriate quantities.
For characterizing the density field, we identify the po-
sitions ri(t) with i ∈ {1, . . . , np(t)} of the local density
maxima (“particle positions”), where np(t) is their total
number in the considered density field at time t. The set
ba
Figure 1. (Color online) Late-time density field ψ(r, t) on
spheres with radii (a) R = 20 and (b) R = 80, relaxed from
a noisy initial density to a crystalline state containing defects
for v0 = 0.31.
{ri(t)} of the particle positions at time t is defined as{
r : ψ(r, t) = max{ψ(r′, t) : r′ ∈ U(r)}
}
(26)
with U(r) = B(d2 , r) ∩ S being a neighborhood around r
on the sphere S, where B(d2 , r) is an open ball of radius
d/2 centered at r and d = 4pi/
√
3 is the center-to-center
distance of neighboring particles in a flat hexagonal lat-
tice with lattice constant 2pi. Since the positions ri(t)
can be time-dependent, we calculate also their velocities
vi(t) =
1
τ
(
ri(t)− ri(t− τ)
)
. (27)
Averaging the velocities vi(t) locally over an appropriate
time interval, which is 3000 ≤ t ≤ 4000 in this work,
and spatial smoothing yields a continuous local velocity
field vl(r) that gives insights into the particle motion at
late times. The mean particle speed vm in the crystalline
state is obtained as
vm =
1
tend − tc
∫ tend
tc
1
np(t)
np(t)∑
i=1
‖vi(t)‖ dt , (28)
where tc, which we chose as tc = 1000, is a sufficiently
large time after which the crystalline state has formed.
To characterize the polarization field, we assign a net
polarization to each density peak. For the ith particle,
being at position ri(t), the net polarization pi(t) is cal-
culated as
pi(t) =
p˜i(t)
‖p˜i(t)‖ , (29)
p˜i(t) =
∫
U(ri(t))
ψ+(r, t)piTiS(t)p(r, t) d
2r (30)
with the shifted density field ψ+(r, t) = ψ(r, t) −
minr(ψ(r, t)), where minr(ψ(r, t)) is the minimal value
of ψ at time t, and the projection piTiS(t) that maps
5onto the tangent plane Tri(t)S. We also define a coarse-
grained polar order parameter
pi(t) =
1
w¯i(t)
∑
j∈Jt(ri(t))
j 6=i
wij(t) pi(t) • pj(t) , (31)
which measures the parallelity of the net polarization
pi(t) of the ith particle with respect to the net po-
larizations of the neighboring particles. In Eq. (31),
Jt(r) = {j : ‖rj(t) − r‖ < rcut} is the index set of
the particles with a distance smaller than the cutoff ra-
dius rcut = 2.5d from r at time t. The weights wij(t) are
chosen as the inverse distance of the ith and jth particle
at time t, i.e., wij(t) = 1/‖rj(t)− ri(t)‖, and w¯i(t) is the
normalization factor
w¯i(t) =
∑
j∈Jt(ri(t))
j 6=i
wij(t) . (32)
By spatially smoothing the discrete polar order parame-
ters pi(t) with i ∈ {1, . . . , np(t)}, a continuous local polar
order parameter p(r, t) is obtained. In addition, we in-
troduce the global polar order parameter
P(t) = 1
np(t)
np(t)∑
i=1
pi(t) , (33)
which is a measure for the local parallelity of the par-
ticles’ net polarizations averaged over the full sphere S,
and the global net polarization vector
P(t) =
np(t)∑
i=1
pi(t) , (34)
which describes the global net polarization of the active
crystal.
IV. RESULTS
When calculating the time evolution of ψ and p for
small v0, a crystalline structure builds up (see Fig. 1).
The polarization field p then evolves to nearly the nega-
tive gradient direction of ψ forming asters at the density
maxima.
At a certain threshold value vth of the activity v0, the
aster-defect positions of p start to depart more and more
from the density maxima at ri (see Fig. 2a), leading to
nonvanishing net polarizations pi (see Fig. 2b) and to
an advection of the density field. This means that be-
low this threshold the crystal is static, whereas above
the threshold the particles in the crystal move in direc-
tions that align with the particles’ net polarizations. A
similar behavior has been found in the case of a flat pe-
riodic domain in Refs. [13, 15, 33]. For the sphere radii
R considered in this work, the activity threshold vth of
a b
Figure 2. (Color online) Detailed view on the density field
ψ(r, t) (background color) from Fig. 1b as well as the associ-
ated (a) local polarization p(r, t) (arrows) and (b) normalized
net polarizations pi(t) (arrows at positions ri). The crystal
moves in the direction of the latter arrows.
the resting to motion transition is vth ≈ 0.3, which is
smaller than the threshold given in Ref. [15] for a flat
system. Both the value for vth observed in our simula-
tions as well as its apparent independence from R are
in very good agreement with results obtained by a linear
stability analysis of Eqs. (11) and (12) (see Appendix A).
This stability analysis shows that vth has in fact a non-
vanishing but only weak dependence on R. The values of
vth vary between a minimum vth,min ≈ 0.28 and slightly
larger values, where the deviations from vth,min decrease
with growing R. For the radii R = 20 and R = 80
considered in our simulations, the activity threshold is
vth ≈ 0.31 and vth ≈ 0.29, respectively, and it asymptot-
ically gets constant for R→∞.
For activities not too far above the threshold value, the
motion of the individual particles leads to a global mo-
tion pattern with a vortex-vortex configuration as shown
in Fig. 3. In this configuration, the net polarizations
Figure 3. (Color online) Maxima (visualized as spherical par-
ticles) of the density field ψ from Fig. 1 as well as the as-
sociated normalized net polarizations pi (arrows, visible in
the insets) and local polar order parameter p (coloring of the
sphere). The crystal has two opposing minima of p and ro-
tates about an axis through these minima.
pi form two vortices at oppositely located poles on the
sphere, resulting in a self-spinning motion of the crystal
about an axis through these poles. Most of the parti-
6cles in such a self-spinning crystal show a strong parallel
local alignment of their net polarizations. The local po-
lar order parameter p(r, t) of a vortex-vortex crystal has
minima at the two poles and it is maximal at the equator.
Figure 4 shows the time-averaged local particle velocity
vl(r) for three values of the activity parameter v0. With
Figure 4. (Color online) Individual particle velocities vi on
a sphere with radius R = 80 averaged over the time inter-
val 3000 ≤ t ≤ 4000. The coloring of a sphere shows the
time-averaged local particle speed vl(r) = ‖vl(r)‖ and the ar-
rows show the time-averaged local direction of particle motion
vl(r)/vl(r).
increasing v0 a transition from a vortex-vortex crystal
(left column) to a source-sink crystal (right column) can
be seen. This transition is smooth, with combinations of
vortex and source or sink defects as intermediate states
(middle column), and leads to a change in the qualitative
behavior of the system. While the vortex-vortex crystal
seems natural and can be observed directly also by clas-
sical particle simulations [23, 41], the source-sink crystal,
though natural for vector fields [2, 23], must be inter-
preted in the sense that at one pole the system crystal-
lizes, whereas at the other pole it melts. The form of Eq.
(11) guarantees mass conservation, but not particle num-
ber conservation, which would be expected in a classical
discrete particle model.
Classification of the observed late-time structures for
different v0 and R into static, vortex-vortex, and source-
sink patterns leads to the state diagram in Fig. 5. Ex-
cept for the static to vortex-vortex transition, there are
broad transition areas between neighboring states. In the
transition area between the vortex-vortex and source-sink
states, combinations of vortex and source or sink defects
are found. When increasing the activity above v0 = 0.8, a
slow transition to a stripe (or lamellar) state is observed.
This state is found also in the case of a plain system [13]
and for other values of the model parameter ε [42, 43].
For a rather high activity, we found traveling stripes. A
more detailed study of this state is, however, beyond the
scope of this work.
The dependency of the particles’ velocities on the ac-
tivity parameter v0 can be studied on the basis of the
Figure 5. State diagram for different activities v0 and sphere
radii R including static, vortex-vortex, and source-sink pat-
terns as well as two broad transition regions. For activities
much larger than v0 = 0.8, a stripe state is found.
mean particle speed vm. In Fig. 6, it is compared to the
activity parameter. Interestingly, the function vm(v0)
Figure 6. (Color online) Mean particle speed vm as a function
of activity v0 for spheres with radii R = 20 and R = 80. For
both radii, the activity threshold, where the particles start to
move, is vth ≈ 0.3. The data are averaged over 50 simulations.
seems to be independent of the sphere radius R. The
observed behavior is qualitatively the same as in Refs.
[15, 33] for the flat periodic case. However, the absolute
value for vth and the slope for vm(v0) differ.
The net polarizations pi build a vector field with global
polar order P. In Fig. 7, the polar order parameter P(t)
is visualized over a large simulation time interval for two
radii R of the sphere and two activity parameters v0.
After an initial relaxation at 0 ≤ t . 1000, the global
polar order has reached its maximum and stays constant.
While for R = 80 nearly the value P = 1 is reached, a
smaller sphere results in a smaller maximal global polar
order. This can be explained by the larger geometrical
constraints on a sphere with smaller surface area. Also a
larger v0 leads to a smaller maximal polar order, since for
larger v0 the particles are more dynamic, which hampers
a parallel alignment of the net polarizations.
7Figure 7. (Color online) Global polar order parameter P as
a function of time t for sphere radii R = 20 and R = 80 and
activities v0 = 0.35 and v0 = 0.8. The data are averaged over
50 simulations.
The different states go along also with different values
of the time-averaged global net polarization P = ‖P‖
(see Fig. 8). In the static crystal at small v0, the net po-
Figure 8. (Color online) Global net polarization P = ‖P‖
averaged over the time interval 1000 ≤ t ≤ 5000 as a function
of activity v0 for spheres with radii R = 20 and R = 80. The
data are averaged over 50 simulations.
larizations pi and thus the global net polarization P van-
ish. At v0 ≈ 0.3, where nonvanishing net polarizations
are established and the density maxima start to move, P
suddenly grows; at v0 ≈ 0.35 the global net polarization
reaches its next minimum, which is associated with the
vortex-vortex crystal; at v0 ≈ 0.4 the global net polar-
ization increases steeply until it reaches its maximum in
the source-sink state. The increase of P from the vortex-
vortex state to the source-sink state can also be expected
from the arrow fields shown in Fig. 4. For large activi-
ties v0 > 0.6 the source-sink crystal gets disturbed and
P decreases again.
We now focus on the occurrence of translational de-
fects (i.e., dislocations) in the crystalline states, which
result from the topological constraints [44]. Examples for
such defects are already visible in Fig. 1. Translational
defects in the crystal structure can be identified by the
coordination number ζi, which is equal to the number of
nearest neighbors of a cell around the node ri in a spher-
ical Voronoi diagram with the particle positions {rj} as
nodes. In a defect-free hexagonal crystal one has ζi = 6
for all i ∈ {1, . . . , np}, but on a sphere a classical theorem
of Euler states that∑
ζ
(6− ζ)Nζ = 6χ(S) = 12 , (35)
where Nζ is the number of nodes with coordination num-
ber ζ and χ(S) = 2 is the Euler characteristic of the
sphere. Typically, there are no fourfold or lower-order
defects in such a crystal. Then the number of fivefold
defects is at least 12 and increases with the number and
order of sevenfold and higher-order defects. Counting the
total number of defects, i.e., the number of index values
i where ζi 6= 6, shows that in our simulations between
10 and 20 percent of the particles in the static crystal
(v0 < 0.3) have more or less than 6 neighbors (see Fig.
9). When the activity forces the crystal to move and
Figure 9. (Color online) Number of defects in the crystalline
structure relative to the overall number of particles as a func-
tion of activity v0 for spheres with radii R = 20 and R = 80.
The data are averaged over the time interval 1000 ≤ t ≤ 5000
and over 50 simulations.
the vortex-vortex state emerges (v0 ≈ 0.3), the parti-
cles are able to improve their spatial arrangement and
the number of defects goes down. For larger activities
the number of defects increases steeply and it becomes
maximal in the source-sink state. This is consistent with
the plots in Figs. 1 and 4, which also indicate that the
source-sink crystal contains more defects than the other
crystalline states.
To study the defects in more detail, we now look at
chains formed by defects of different coordination num-
bers (e.g., pairs of five-fold and seven-fold defects). In
Fig. 10, only the particles with coordination numbers
ζi 6= 6 are shown. There are separated pairs of defects,
but also long chains of defects. This is similar to the pas-
sive case (v0 = 0) for various geometries [44–47], but here
the chains of defects are dynamic. Due to the activity
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Figure 10. (Color online) Chains of defects on a sphere with
radius R = 80 at late times for activities (a) v0 = 0.35 and (b)
v0 = 0.52. Defects are visualized as small spheres, whose col-
ors indicate the length of the corresponding defect chain. The
coloring of the large sphere near a defect depicts the number
of maxima of the density field ψ neighboring the defect, where
dark blue means 5 neighbors and orange denotes 7 neighbors.
Light blue regions of the large sphere are free of defects.
of the particles, the defect chains permanently emerge,
move, change size, and vanish. The numbers of defects
located in these chains are statistically analyzed in Fig.
11 for various activities v0. Already for small activities
Figure 11. (Color online) The number of defect chains of a
particular length on a sphere with radius R = 80 multiplied
by the chain length, i.e., the total number of defects that
are part of the defect chains of this length, as a function of
activity v0 for six different chain lengths. In the activity range
0.3 . v0 . 0.32, the numbers of chains with lengths 5, 7,
and 9 increase, whereas the numbers of chains with the other
lengths decrease. The data are averaged over the time interval
1000 ≤ t ≤ 5000 and over 50 simulations.
there are defect chains of all considered lengths present.
Short chains consisting of only two defects are most fre-
quent, whereas with growing length the chains become
increasingly rare. This is an overall trend and true for
most activities. An exception constitute activities near
the threshold value vth ≈ 0.3, where the overall number
of defects in the system is minimal. For such activities,
the number of defect chains as a function of the activ-
ity v0 has an extremum for all chain lengths. Especially
very short chains with lengths 2 and 3 are less frequent
for v0 ≈ vth than for smaller or larger values of v0. In
contrast, the numbers of longer chains with lengths 5, 7,
and 9 have a maximum near the threshold activity vth.
This means that the vortex-vortex state favors the for-
mation of these longer defect chains. For larger activities,
where the overall number of defects grows with v0, the
number of defect pairs first increases but later decreases
again, whereas the chains consisting of more than two
defects increase in number.
V. CONCLUSIONS AND OUTLOOK
Using a new active phase-field-crystal-type model we
have studied crystals of self-propelled colloidal particles
on a sphere. These “active crystals” have a hexagonal
local density pattern and – due to the topological con-
straints prescribed by the sphere – always some defects.
Three types of crystals are observed: a static crystal, a
vortex-vortex crystal, and a source-sink crystal. When
relaxing the particle density field from a random initial
density distribution, the number of defects at low activ-
ity is 10-20 percent of the total particle number and can
be minimized by choosing an activity that corresponds to
the vortex-vortex state. It should be possible to confirm
the observed crystalline states and the results related to
their defects by particle-resolved simulations and exper-
iments.
With the numerical tools for vector-valued surface par-
tial differential equations developed in Refs. [35, 48, 49],
the problem can even be considered on nonspherical ge-
ometries. It would also be interesting to use PFC models
to study nonspherical self-propelled particles and their
active liquid-crystalline states [50, 51] on a sphere [41]
and other manifolds [52, 53]. Appropriate PFC models
could be obtained by extending the existing PFC models
for liquid crystals [42, 54–57] towards active particles and
curved manifolds.
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Appendix A: Linear stability analysis
In this appendix, we carry out a linear stability ana-
lysis to get more insights into the properties of the PFC
model given by Eqs. (11) and (12). For this stability ana-
lysis, we consider a homogeneous stationary state with
9local density ψ¯ and vanishing local polarization. When
this state is slightly perturbed, ψ(r, t) and p(r, t) can be
written as
ψ(r, t) = ψ¯ + δψ(r, t) , (A1)
p(r, t) = δp(r, t) , (A2)
where δψ(r, t) and δp(r, t) are the small perturbations of
the density and polarization fields, respectively. Insert-
ing Eqs. (A1) and (A2) into Eqs. (11) and (12) and sub-
sequent linearization with respect to the perturbations
results in the equations
∂tδψ =4S
((
3ψ¯2 + ε+ (1 +4S)2
)
δψ
)
− v0 divSδp ,
(A3)
∂tδp = −C1(4dR +Dr)δp− v0 gradSδψ (A4)
that describe the initial time evolution of the perturba-
tions. Next, we expand the perturbations as
δψ(r, t) =
∑
(l,m)∈I∞
δˆψlm(t)Y
m
l (r) , (A5)
δp(r, t) =
2∑
i=1
∑
(l,m)∈I∞
δˆp
(i)
lm(t)y
(i)
lm(r) . (A6)
This leads to ordinary differential equations for the
time-evolution of the expansion coefficients δˆψlm(t) and
δˆp
(i)
lm(t). When defining the perturbation mode vector
δΞˆ = (δˆψlm, δˆp
(1)
lm , δˆp
(2)
lm)
T, these time-evolution equa-
tions can be written as
∂tδΞˆ = −M δΞˆ (A7)
with the matrix M = (Mij)i,j=1,2,3, whose elements Mij
are given by
M11 =
l(l + 1)
R2
(
3ψ¯2 + ε+
(
1− l(l + 1)
R2
)2)
, (A8)
M12 = −v0 l(l + 1)
R
, (A9)
M21 =
v0
R
, (A10)
M22 = M33 = C1
( l(l + 1)
R2
+Dr
)
, (A11)
M13 = M31 = M23 = M32 = 0 . (A12)
The three eigenvalues of this matrix are given by Λ1 =
M22 and Λ2,3 = (M11+M22±
√
D)/2 with the real-valued
D = (M11 −M22)2 + 4M12M21.
We know that the homogeneous state of the model is
stable when the real parts of all eigenvalues are positive
and that it is unstable when at least one eigenvalue has a
negative real part. Otherwise the linear stability analy-
sis does not permit an assessment of the stability of the
homogeneous state. Taking into account that the signs
of M22 and C1 are equal, since always R > 0, Dr > 0,
and l ≥ 0, we find the following stability criteria: The
homogeneous state is
• stable if C1 > 0 ∧ ∀l : M11 +M22−<(
√
D) > 0 and
• unstable if C1 < 0 ∨ ∃l : M11 +M22 −<(
√
D) < 0.
Here, <(√D) denotes the real part of √D. In the case
of an unstable homogeneous state, small perturbations
grow with time and ψ(r, t) and p(r, t) become strongly
inhomogeneous as in the crystalline states described in
Sec. IV. Regarding the unstable case, we can distinguish
two situations: When D ≥ 0, the amplitudes of the in-
homogeneities grow with time, but their positions are
static; in contrast, for D < 0, traveling inhomogeneities
emerge, since the eigenvalues Λ2 and Λ3 are then com-
plex conjugates of each other (see Ref. [58] for details).
This finding is highly interesting, since it is analogous
to the observation of static and traveling crystals in the
simulations.
To consider this finding in more detail, we evaluated
the aforementioned stability criteria for parameter val-
ues that correspond to our simulations. Remarkably, in
these stability criteria the (vector) spherical harmonics
degree l and the sphere radius R occur always together
as the degree parameter l(l+1)/R2. Therefore, we varied
l(l + 1)/R2 and v0 and chose the other parameters as in
Tab. I. This yields the stability diagram presented in Fig.
12. It shows that for all considered activities v0, the ho-
Figure 12. (Color online) Stability diagram showing for var-
ious sphere radii R and activities v0 the degrees l of (vec-
tor) spherical harmonic perturbations to which a homoge-
neous state of the PFC model given by Eqs. (11) and (12)
with local density ψ¯ and vanishing local polarization is stable
(blue) or unstable (green or red). The emergence of inho-
mogeneities leads to the formation of pronounced patterns,
where static inhomogeneities (green) correspond to the static
crystal and traveling inhomogeneities (red) to the dynamic
patterns shown in Fig. 5.
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mogeneous state of the PFC model given by Eqs. (11) and
(12) is unstable to (vector) spherical harmonic perturba-
tions whose degree l is within a certain range of values.
This is in accordance with the fact that we observed the
formation of an inhomogeneous state for all parameter
combinations considered in this work. The band of de-
grees l associated with unstable modes depends on R in
such a way that l(l+1)/R2 is constant for corresponding
modes in systems with different R. Hence, the values of l
associated with unstable modes increase with R. This is
reasonable, since the emerging inhomogeneities are sub-
ject to the fixed lattice constant of 2pi preferred by the
model. Furthermore, the stability diagram shows that
the emerging inhomogeneities are static for small v0 and
traveling for large v0. This is in line with the observation
of the activity threshold vth in Fig. 6. In the stability
diagram in Fig. 12, the activity threshold is the smallest
value of v0 for which a positive integer l associated with
an unstable mode exists. Therefore, by simultaneously
solving the equations M11 + M22 = 0 and D = 0 with
respect to l(l+1)/R2 and v0 and by choosing the solution
with the smallest positive v0, we calculated the coordi-
nates (l(l + 1)/R2, v0) = (αth,min, vth,min) ≈ (0.63, 0.28)
of the point in the left bottom corner of the red area in
the stability diagram. The activity value vth,min ≈ 0.28
is the threshold activity vth for all R for which the equa-
tion l(l+ 1)/R2 = αth,min has a positive integer solution
for l. For all other not too small R, the value of vth is
slightly larger, since it corresponds to the lowest point
on the border between the green and red areas in Fig. 12
for which l is integer. An exception constitute only too
small radii R . 2, for which the equation has no positive
integer solution. This means that for R & 2, the activity
threshold vth has only a weak dependence on R. Its val-
ues vary between vth,min and slightly larger values, where
the deviations from vth,min decrease for growing R and
asymptotically vanish for R → ∞. For the radii R = 20
and R = 80 used in our simulations, the activity thresh-
old is vth ≈ 0.31 and vth ≈ 0.29, respectively. This is in
very good agreement with the threshold value vth ≈ 0.3
in Fig. 6 and its apparent independence of R.
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