ABSTRACT In this paper, we tackle the problem of jointly separating instantaneous linear underdetermined mixtures of latent sources from multiple data sets, where the number of sources exceeds that of observations in each data set. Currently available blind source separation (BSS) methods, including joint BSS (JBSS) and underdetermined BSS (UBSS), cannot address this underdetermined problem effectively. We exploit the second-order statistics of observations, and present a novel BSS method, referred to as underdetermined joint BSS for multiple data sets (UJBSS-m), as a generalization of our previous work on two data sets. In this paper, the cross correlation between each pair of data sets is modeled by a third-order tensor in which a set of spatial covariance matrices corresponding to different time delays are stacked. Considering the latent common structure of these constructed tensors, the mixing matrices are jointly estimated via joint canonical polyadic decomposition of these specialized tensors. Furthermore, we recover the sources from each data set separately based on the estimated mixing matrices. Simulation results demonstrate that the proposed UJBSS-m method yields superior performances when compared with commonly used single-set UBSS and JBSS methods.
I. INTRODUCTION
The increasing availability of multiset and multimodal signals has posed new challenges for conventional blind source separation (BSS) methods which are originally designed to analyze one data set at a time. There are many applications involving multiple datasets which have dependence relationships between them and need to be jointly analyzed [1] - [3] , such as electroencephalography (EEG), electrocardiography (ECG), and magnetic resonance imaging (MRI) data. Hence, joint blind source separation (JBSS) algorithms have attracted great interest in the fields of signal processing owing to their ability to simultaneously recover the underlying and physiologically meaningful components from multiple datasets. The crucial difference between BSS and JBSS is reflected by the fact that BSS only examines each dataset separately, whereas JBSS generalizes BSS to consider the dependence across multiple datasets [4] . Compared with conventional single-set BSS methods, JBSS generally could yield better performances. In addition, JBSS can keep the extracted components aligned across different datasets, an important feature that is not provided by single-set BSS methods.
The most original JBSS method was likely canonical correlation analysis (CCA), which has been popular to analyze relationships between two sets of variables [5] . It seeks a linear transformation of the observations such that the obtained corresponding source components across two datasets are maximally correlated. A generalization of CCA from two datasets to multiple datasets, the multiset canonical correlation analysis (MCCA), was shown to be flexible and powerful for discovering associations across multiple datasets [6] . Another recent extension of CCA is the joint diagonalization of many cross-cumulate matrices [7] , which is especially effective when there is no explicit source distribution known in advance [7] . In addition to CCA-type algorithms, numerous models have been introduced to generalize the idea of single-set BSS to JBSS. Independent component analysis (ICA), for example, has been extended to handle multiple datasets [8] . The group ICA and the joint ICA attempt to concatenate multiple datasets into one dataset in the vertical and horizontal dimension respectively, and then the standard ICA can be performed on the concatenated single dataset [8] . Based on the modular Bayesian framework, Groves et al. proposed a novel Linked ICA [9] , encapsulating the ideas from both the group ICA and joint ICA. Independent vector analysis (IVA) generalizes ICA to multiple datasets by exploring statistical dependences across datasets [8] .
It is worth noting that the above mentioned JBSS algorithms were originally proposed for the determined case, since they generally assume that the number of sources is equal to or less than that of the observations. This assumption may not be true in some practical applications, due to concerns such as the cost or time issues [10] . However, to our best knowledge, in the current literature there is only very limited work on JBSS methods specifically designed for the underdetermined case (i.e., the number of sources is greater than that of observations), even though there have been more single-set underdetermined BSS (UBSS) methods [11] - [17] which can be used to unmix the mixtures from each dataset separately. These UBSS methods can be divided mainly into two categories [18] . Most UBSS methods rely upon the sparsity of source signals in a specific domain, e.g., the timefrequency domain [13] , [16] , [17] . This category of methods usually require exhaustive computation, especially when the number of sources is large. Many algebraic methods were also proposed for unmixing the mixtures in the underdetermined case, most of which are based on decomposition of different data structures, e.g., covariance matrices [12] .
In our previous paper [19] , we proposed an underdetermined joint blind source separation method for two datasets (UJBSS-2) based on the decomposition of a specialized tensor. However, it can only jointly estimate the mixing matrices from two datasets and cannot be extended directly to unmix the mixtures from multiple (larger than two) datasets [20] . To fill this gap in the literature, in this paper, we plan to extend the idea of JBSS to the underdetermined case and generalize the idea of underdetermined joint blind source separation (UJBSS) for two datasets to that for multiple datasets.
More specifically, inspired by the MCCA model and the simultaneous diagonalization of covariance matrices [12] , [21] , [22] , we exploit second-order statistics of the observations in each pair of datasets and propose a novel BSS method, termed as the underdetermined joint blind source separation for multiple datasets (UJBSS-m). Unlike the traditional (over)determined JBSS methods, the proposed UJBSSm consists of two steps: 1) jointly estimate the mixing matrices from multiple datasets, and 2) recover the underlying sources individually based on each mixing matrix estimated in step 1). The most challenging task is to estimate the unknown mixing matrices precisely, which is the main concern of this paper. In this work, this problem is tackled via joint canonical polyadic decomposition of specialized tensors. The dependence information between each pair of datasets is modeled by a third-order tensor where a set of spatial covariance matrices related to different time delays are stacked. Considering the possible combinations of two datasets, the pairs of the corresponding tensors share a common factor and then the mixing matrices (i.e., factor matrices of those tensors) can be jointly estimated by optimization-based methods. The estimated mixing matrices are further used to recover the sources from each dataset. In this work, we explore a novel subspace representation based method [13] to recover the sources.
Our main contributions are summarized as follows: 1) This paper extends the idea of (over)determined JBSS to that of the underdetermined case.
2) Exploiting the cross correlation between each pair of datasets, we propose a novel and effective method to jointly estimate the mixing matrices for multiple datasets. More precise estimates of the mixing matrices can be achieved via the proposed UJBSS-m method compared to several classical single-set UBSS methods and JBSS methods.
3) The proposed UJBSS-m method can be used to solve single set UBSS problems and could achieve better performance in some cases, as demonstrated in the promising application of noise enhanced signal processing.
4) The proposed UJBSS-m method does not rely upon the sparsity of signals and therefore it can be applied to a wide class of signals, e.g., audio/speech and biomedical signals.
II. NOTATIONS AND PRELIMINARIES
In this paper, we generally use the notation of [23] , which was adapted by [24] and [25] . A tensor can be interpreted as multi-index numerical array, whereby the order of a tensor is the dimensionality of the array. Scalars, denoted as lowercase letters, e.g., x, are said to be tensors of zero order. Vectors (first-order tensors) are denoted by boldface lowercase letters, e.g., x. Matrices (second-order tensors) are denoted by boldface capital letters X. Third-order or higherorder tensors are denoted by boldface Euler script letters, e.g., X . The transpose, inverse, Moore-Penrose pseudo inverse, norm are denoted by (
The operation of matricization reorders the elements of a higher-order tensor into a matrix. For example, moden matricization of a N th-order tensor X ∈ R I 1 ×I 2 ×···×I N yields a matrix X (n) ∈ R I n × (I 1 ×I 2 ×···×I n−1 ×I n+1 ×···×I N ) whose columns are all mode-n fibers arranged in a specifically predefined order. In this paper, tensor element x i 1 ,i 2 ,...,i N corresponds to matrix elements x (n) (in,j) , where
The inner product of two same-sized tensors X , Y ∈ R I 1 ×I 2 ×···×I N is the sum of the products of their elements, i.e., < X , Y >=
The Frobenius norm of a tensor X is the square root of its inner product with itself, i.e.,
The outer product of vectors {a (n) } ∈ R I n , n = 1, 2, . . . , N yields a rank-one tensor X = a (1) • a (2) • . . . a (N ) with entries
, where the • represents the outer product operation. The superscript in parentheses represents one element in a sequence, e.g., a (n) represents the nth vector in a sequence of vectors.
In order to demonstrate multi-way models, the usual matrix product, such as Kronecker product and Khatri-Rao product, is not sufficient. A frequently used operation is the moden product, denoted by × n . The mode-n product of a tensor X ∈ R I 1 ×I 2 ×···×I N with a matrix A ∈ R J n ×I n amounts to the product of all mode-n fibers with A and yields a tensor with the size of (
The mode-n product of a tensor and a vector is a special case of the mode-n product of a tensor and a matrix with the size of (1×I n ). Note that the order of the result is (N −1), one less than the order of the original tensor. It is often useful to calculate the product of a tensor with a sequence of vectors. Let X denote a tensor with the size of I 1 × I 2 × · · · × I N , and let {a (n) } (n = 1, 2, . . . , N ), be a sequence of vectors, each with the length of I n . Then the product of X with a sequence of vectors in all modes yields a scalar, i.e.,
We refer the readers to [24] and [25] for further details and discussions about various tensor operations.
III. PROBLEM FORMULATION
The problem of interest here is the underdetermined JBSS for multiple datasets, e.g., K datasets. The M observations of each dataset contain the linear mixtures of the corresponding N sources. We can model the mixing process as follows, 
e., the underdetermined case) denotes the unknown mixing matrix, whose n th column a 
E
(k) means the possible additive noise which is generally assumed to be zero mean, temporally white and uncorrelated with the source signals.
Similar to several existing JBSS methods, e.g. MCCA [6] and JDAIG-SOS [7] , we have the following assumptions regarding the sources:
(1) The sources are uncorrelated within each dataset:
where s (2) Only the corresponding sources from two different datasets have non-zero correlations:
where Diag(·) represents the diagonal matrix, the ρ n (τ ) = E{s
n (t) and s (k 2 ) n (t + τ ). This assumption means that the corresponding sources in multiple datasets are second-order correlated with each other. In addition, the sources within [s (1) i , s (2) i , . . . , s (K ) i ] are uncorrelated with the sources within [s
The task of estimating the mixing matrices {A } and retrieving the underlying sources are not equivalent in the underdetermined case. Therefore, most UBSS methods consist of two stages: estimate the mixing matrices first and then retrieve the underlying sources. The major problem under consideration is to estimate {A } jointly up to permutation and scaling. In this paper, this problem is addressed via a specially designed joint tensor decomposition. In addition, retrieving the underlying sources when the mixing matrices are estimated or known is a classic inverse problem [11] . In order to further demonstrate the performance of the proposed mixing matrices estimation method, we also implement an approach for source recovering based on the estimated A (k) .
IV. CANONICAL POLYADIC DECOMPOSITION OF TENSOR
A polyadic decomposition aims to decompose a higher-order tensor as a linear combination of rank-one tensors [25] , [26] . For the case of a third-order tensor X ∈ R I ×J ×K , it can be written in the form
where N is a positive integer and a n ∈ R I , b n ∈ R J , c n ∈ R K . Equivalently, it can be written element wisely as
where i = 1, 2, . . . , I , j = 1, 2, . . . , J and k = 1, 2, . . . , K . The rank of a tensor is the smallest number of rank-one tensors that yield the tensor in the way as (2) . If rank(X ) = N , (2) is the Canonical Polyadic Decomposition (CPD) of X , which is also known as the canonical decomposition (CAN-DECOMP) or parallel factor analysis (PARAFAC) [23] . The canonical polyadic approximation means that
where N = rank(X ). The factor matrices refer to the combination of the vectors corresponding to each rank-one tensor and can be written as
To a large extent, the power of CPD mainly stems from its uniqueness property. The uniqueness of CPD means that the decomposition is the only possible combination of rank-one tensors which sum to the objective tensor with the exception of the indeterminacies of column permutation and scaling. The permutation indeterminacy refers to the fact that we can permute the rank-one terms arbitrarily. The scaling indeterminacy means that we can scale the individual column of the factor matrices as long as their product remains the same, i.e.,
The uniqueness condition is based on the rank of tensors. The most famous result on uniqueness of CPD was reported by J. Kruskal [27] . Kruskal's theorem states that the CPD of a third-order tensor X ∈ R I ×J ×K is deterministically unique if N (where N = rank(X )) satisfies
where k · denotes the k-rank of a given matrix (·), meaning that k · is the largest integer that any k · columns of the matrix (·) are linearly independent. Checking deterministic conditions can be cumbersome. De Lathauwer have studied different methods to determine the rank of a tensor and concluded that the decomposition of a third-order tensor X ∈ R I ×J ×K is generically unique (i.e., with probability one) [28] provided that N satisfies
Domanov and Lathauwer further complemented the existing bounds for generic uniqueness of the CPD [29] and concluded that the CPD of a third-order tensor X ∈ R I ×J ×K of rank N is generically unique if
There are two main approaches to compute the CPD of a tensor, namely the linear algebra [30] and optimization based methods [23] , [31] . Both types of methods have their own strengths and weaknesses. For a thorough study of the uniqueness conditions and computation, we refer to [25] , [28] , [32] , and the references therein.
V. ALGORITHM FOR ESTIMATING THE MIXING MATRICES IN UJBSS
How to estimate the mixing matrix is still a challenging problem, even for underdetermined case of single dataset. In this paper, we propose a novel and effective algorithm to jointly estimate the mixing matrices from multiple dataset, which can be regarded as an extension of the method based on statistical property of signals, e.g., simultaneous diagonalization of the second order autocovariance and CPD of a specialized tensor [12] , [19] , [21] . For ease of presentation, we take the case of 3 datasets as an example, e.g., X (1) , X (2) and X (3) , and it can be easily generalized to the case of more than 3 datasets. The problem is reformulated as joint canonical polyadic decomposition of a sequence of third-order tensors, which share common factor matrices. It should be mentioned that the proposed method is limited to real-valued problems and cannot be directly generalized to complex-valued cases.
A. TENSOR CONSTRUCTION
The cross covariance of the observations with time delay τ , such as the observations in dataset k 1 , X (k 1 ) (t), and the observations in dataset k 2 with time delay τ , X (k 2 ) (t + τ ), can be formulated as
where k 1 and k 2 represent the index of each dataset and range from 1 to 3. Considering the correlations within and between each pair of datasets, the covariance matrices between X (1) and X (2) with time delay τ satisfy
= E{X (1) 
in which τ l means the time delay and the matrix U
We stack the sequence of covariance matrices P (1) , P (2) , . . . , P (L) , denoted as {P
We define the matrix U VOLUME 5, 2017 FIGURE 1. Illustration of how to generate tensors by incorporating the dependence information between each pair of datasets.
Then we can represent P as (see Fig. 1 ):
in which a (1) n and a (2) n are the n th column of the mixing matrices A (1) and A (2) respectively, and u n is the n th column of the matrix U.
Similarly, the covariance matrix between the other two pairs of observations with time delay τ l , denoted as Q (l) and R (l) satisfy
where
Stack these two sequence of covariance matrices {Q} and {R} in tensors Q ∈ R M ×M ×L and R ∈ R M ×M ×L as follows:
To simplify the notation, we further define the matrix V ∈ R L×N and W ∈ R L×N with the element
. . , N. Then these two tensors can be represented as (see Fig. 1 ):
in which a (k) n is the n th column of the mixing matrices A (k) for k = 1, 2, 3, v n and w n are the n th column of the matrix V and W respectively.
It should be mentioned that the choices of τ 1 , τ 2 , . . . , τ L may affect the estimation precision of the mixing matrices. If τ l is too large, the correlation between two related sources with the delay will be close to 0 and then the covariance matrix might be ill conditioned. It is desired to select τ 1 , τ 2 , . . . , τ L such that U, V and W are well conditioned. In addition, if the time delay τ is too large, the covariance matrix of the sources in two datasets (e.g., U (τ ) ) will be close to a null matrix and thus the assumption (II) may not hold. Here, we heuristically choose the time delay as τ l ∈ [0, 200] data samples. Fig. 1 illustrates how to generate these tensors by incorporating the dependence information between each pair of datasets. It is worth noting that each pair of tensors share a common factor matrix, e.g., P and Q are coupled in the mode of A (1) .
B. JOINT TENSOR POLYADIC DECOMPOSITION
Considering the common latent structure, now the problem of estimating the mixing matrices A (k) can be reformulated as a problem of joint CPD of a collection of tensors, e.g., P, Q and R for the case of three datasets. There are two main approaches to jointly decompose a sequence of tensors, i.e., linear algebra [33] and optimization based methods [34] - [36] . Sørensen et al. [33] took into account the coupling between multiple tensors and developed a linear algebra based algorithm. This method can provide an explicit solution for exact tensor decomposition. However, in practice data are noisy and consequently the estimation may be not accurate. In addition, it is notable that the linear algebra based method requires the full column rank of the common factor matrices whereas the common factors in our problem are rank deficient [33] . In this paper, we generalize the idea of coupled matrix and tensor factorization (CMTF) and jointly decompose a sequence of tensors via gradient-based optimization method [34] - [36] .
The uniqueness condition of the joint CPD is important in practice. Simply said, the solution of the joint CPD will be generic unique if all the individual CPDs are unique. In this paper, we can get the unique solution of each mixing matrix generically, providing the number of sources satisfies the condition (9) or (10). It is worth mentioning that this uniqueness condition of the joint CPD might be further relaxed, but the topic itself deserves a stand-alone theoretical paper and it is out of scope of the current paper.
The aim is to find the factor matrices {A (k)
} ∈ R M ×N and the covariance of sources between different datasets U, V and W ∈ R L×N which can minimize the following objective function, a variant of Frobenius norm of the difference between the given tensors and their canonical polyadic approximation, written as 
Once we get this gradient, we can calculate the factor matrices, including the mixing matrices and the covariance matrices, based on any first-order optimization method. In this paper, we employ the nonlinear conjugate gradient algorithm (NCG) implemented in [37] to solve the unconstrained optimization problem and estimate the mixing matrices of multiple datasets simultaneously. Compared with second-order optimization methods, such as Newtonbased methods, NCG always requires less computation and memory [36] .
VI. SOURCE EXTRACTION BASED ON THE ESTIMATED MIXING MATRICES
Unlike the (over)determined case, the estimation of the mixing matrix is not equivalent to recovering the underlying sources in UBSS. A complete UBSS approach always consists of both mixing matrix estimation and source extraction, even though our main focus in this paper is the estimation of mixing matrices. Extracting the sources when the mixing matrix is estimated is a classic inverse problem. Many techniques have already been proposed in the literature, including array processing techniques [38] and methods exploiting the sparsity of sources in a domain, e.g., the time-frequency (TF) domain [13] . In order to demonstrate the performance of the proposed mixing matrices estimation method, we adopt a recently-developed subspace representation method [15] to recover the latent sources based on the estimated mixing matrices. For simplicity, the proposed method for extracting sources is derived without considering the background noise. However, it was shown to be robust to the background noise [15] . For any underdetermined non-homogeneous linear equation, the complete solution can be represented as the sum of its particular solution and a general solution of the corresponding homogeneous equation. As to the case in this paper,
, the general solution of source S (k) can be written as
where the S 
where (A (k) ) † denotes the pseudo-inverse of the mixing matrix A (k) . In addition, the general solution of the homogeneous equation
= 0 can be expressed as
where V is an N * (N − M ) matrix whose columns are bases of the nullspace of A (k) and Z (k) is an arbitrary matrix with the size of (N − M ) * T (T represents the total number of samples in each channel) [39] . The basis matrix V can be obtained from the mixing matrix A (k) and then the problem which aims to estimate the N dimensional observations boils down to the problem of estimating N − M dimensional latent variable Z (k) . In order to be applicable to a wide class of signals, such as audio and biological signals EEG, EMG, the Generalized Gaussian Distribution (GGD) [40] is utilized to model the source distributions. Mathematically, it is expressed in the following equation
in which (·) is the Gamma function. σ is the standard derivation and µ is the mean of a continuous random variable y. In this paper, the mean of source is assumed to be 0.
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Proposition 1: The partial derivative of the objective function f with respect to each column of the desired matrices , i.e., {a (k) n }, u n , v r and w n , are given by
c ]w c .
We define the parameter set θ = {β, σ } for simplicity, 
|X
(k) , θ) using the Markov Chain Monte Carlo (MCMC) method. Then we recover the underlying sources based on
The major steps of the proposed UJBSS-m algorithm are summarized in Algorithm 1. The number of time delays is 20 in default. The step size of time delays, i.e. τ l+1 − τ l , is suggested to be 2 samples (corresponding to 0.25ms) and 5 samples (corresponding to 5ms) for audio signals and physiological signals respectively.
VII. NUMERICAL STUDY FOR THE MULTIPLE DATASET CASE
To demonstrate the joint separation performance for multiple datasets, simulations are performed on both audio and biological signals when applying the proposed UJBSS-m and several commonly used BSS methods. Two performance indices are used to evaluate the separation performances. One is the estimation error of the mixing matrices, defined as:
whereÂ denotes the optimally ordered estimate of A. The other measures the Pearson correlation coefficient (PCC) between the estimated sources and the original ones, which is defined as
n means the estimate of the source s (k) n in the k th dataset, cov(·, ·) means the covariance between two variables and σ means the standard deviation. In order to ensure the dependence between the sources of each pair of datasets, the sources are synthesized as follows,
= S (1) . * (unifrnd(0, 1, S (1) ), (27) where unifrnd(0, 1, S (1) ) generates a matrix with the same size of S (1) and each element of the matrix is randomly drawn from the continuous uniform distribution on the interval (0,1). The average correlation between the source s (1) n and the corresponding source s (k) n (k = 2, 3) is about 0.85; the average correlation between the source s (2) n and the corresponding source s (3) n is about 0.7, both of which can be regarded as highly correlated.
A. SIMULATION 1: AUDIO SIGNALS
The sources used in this simulation include 8 audio signals, such as two pieces of sound from the cable news network (CNN) news and a piece of sound of an anonymous singer, all of which are publicly available. 1 The sampling rate is 8000Hz. The mixing matrices are generated randomly with }, for k = 1, 2, . . . , K .
STEP 1:
For each pair of datasets, e.g., X (k 1 ) and X (k 2 ) (k 1 = k 2 ), we calculate the cross covariance matrices as (11) and stack them to construct a third-order tensor as in Section V-A. Considering the combination of datasets, we get } as in Section V-B; STEP 3: Estimate the parameters of the Generalized Gaussian distribution based on the EM algorithm.
Initialize: initialize the parameter θ to some random values. E-step: calculate the expected value of the log likelihood function with respect to the conditional distribution of Z (k) given the observation X (k) under the current estimate of θ.
It can be expressed as E p(Z
, where θ * means the parameter value got in the initialization or the previous M-step. M-step: update the parameter set θ to maximize the above expected value. The updated value is
where {Z
|X
(k) , θ) based on the MCMC method. Iterate: iterate the E-step and M-step until convergence. STEP 4: Recover the sources S (k) based on the minimum mean-square error criterion as in Equation (24). elements following the uniform distribution U [−1, 1]. For simplicity, each column of the mixing matrices is normalized into a unit vector. Three datasets are generated following (27) . In our first setting, 5 sources are mixed into 4 observations in each dataset and the corresponding sources in the different datasets are highly correlated. With different signal-to-noise ratios (SNRs), we compare the proposed UJBSS-m method with a commonly-used single-set UBSS method, SOBIUM [12] , when it is applied to each dataset separately. We also test the performance of our recent work on UJBSS for two datasets, UJBSS-2 [19] , when two datasets are available, e.g., X (1) and X (2) . We repeat the simulation 1000 times and the performance is shown in Fig. 2 . Results are given FIGURE 2. Simulation 1: Performance comparisons on audio signals when using the proposed UJBSS-m method and other UBSS methods, including the single-set UBSS method SOBIUM [12] and the UJBSS method for two dataset, i.e., UJBSS-2 [19] . Here the number of sources N = 5 and the number of observations M = 4. The number of time delays L = 20 and the step size of time delays (i.e., τ l − τ l −1 ) is 2 data samples, corresponding to 0.25ms. Similar results are observed for A (2) and A (3) . according to the SNR level in the range of −5dB -40dB. Benefiting from dependence information between different datasets, the proposed UJBSS can provide more accurate estimation of the mixing matrices, while SOBIUM neglects the possible inter-dataset information. Compared with UJBSS-2, the proposed UJBSS-m takes into account more dependence information, among three datasets rather than between two datasets, and yields better performance. We also note that the Error measure from the single set UBSS and UJBSS methods decreases with the increase of the SNR. The proposed UJBSS-m consistently provides the best results over the whole SNR range, suggesting the performance stability of the proposed algorithm. We also examine the performance of the proposed method with the decrement of the under-determinacy level, i.e., the number of the observations increases from 4 to 7 while the number of sources is set to be 8. As noted in Fig. 3 , the estimation performance is getting better when more observations are available. Besides the degraded estimation precision, a higher under-determinacy level also requires higher computational complexity. The performance is getting better when the SNR is increased from −5dB to 20dB. The change of estimation error is not obvious when the SNR is greater than 20dB even there are some fluctuations. It is shown that the estimation performance relies upon several factors such as the noise level SNR, under-determinacy level (i.e., the number of sources for a given number of sensors) and the correlation between each pair of datasets.
We recover the latent sources from each dataset based on the estimated mixing matrices. In an illustrative example, we linearly mix 4 audio sources into 3 observations in each dataset. Fig. 4 shows the separation results of the first dataset in the time domain. The top four subfigures of Fig. 4 represent the original sources, the middle three subfigures are the mixed observations and the bottom four subfigures are the recovered sources via the proposed UJBSS-m method. In addition, we compare the proposed method with other three single-set UBSS methods, including SOBIUM, UBSS based on subspace representation (UBSS-SR for short) [15] and UBSS based on sparse coding (UBSS-SC for short) [14] , as well as the JBSS method MCCA [6] and UJBSS for two datasets UJBSS-2 [19] , in term of the PCC between the original sources and the recovered ones. Both UBSS-SR and UBSS-SC are based on single source detection, which assumes that the TF points are occupied by a single source or the corresponding single source possesses dominant energy. However, the performance of estimating the mixing matrix deteriorates when this assumption is not satisfied. Furthermore, given that the time-frequency analysis method [13] , [19] is memory-intensive and time-consuming, we estimate the mixing matrices via UJBSS-2 and SOBIUM respectively, and then extract the sources using the same method as in UBSS-SR [15] . The performance results of these six methods are reported in Table 1 .
Despite adopting the same technology in extracting sources, the performance of the proposed method is significantly better than that of the single-set SOBIUM and UBSS-SR method. This observation confirms the importance of estimating mixing matrices accurately. In addition, the proposed method also outperforms a recently proposed UBSS method UBSS-SC. The main reason is that such UBSS methods always require the sparsity of the sources to some extent, while the assumption may not be satisfied in reality. MCCA, which has been successfully used in many fields [41] , assumes that the number of sources is equal to the number of observations in each dataset and it could not be used to separate sources in the underdetermined case directly. We add one observation in each dataset so that MCCA can be applied. Therefore it is not really a fair setting and comparison to the proposed method. However, we note that the performance of MCCA is not as good as that of the proposed method, even with an additional observation signal. The following reasons could contribute to the worse performance of MCCA: it is mainly due to the fact that the correlation coefficients between sources in two datasets are quite close [6] , [42] ; the performance of MCCA may suffer from error accumulation of the deflation-based separation methods [7] . 
FIGURE 5. Simulation 2:
Performance comparisons on physiological signals between the proposed UJBSS-m method and two other methods (i.e., the single-set UBSS method SOBIUM [12] and UJBSS method for two dataset, UJBSS-2 [19] ). Here the number of sources N = 4 and the number of observations M = 3. The number of time delays L = 20 and the step size of time delays (i.e., τ l − τ l −1 ) is 2 data samples. Similar results are observed for A (2) and A (3) .
B. SIMULATION 2: PHYSIOLOGICAL SIGNALS
In this experiment, we employ four physiological signals as sources, including ECG, EEG, electrooculography (EOG) and electromyography (EMG) from a publicly available database [43] . The sampling rate is 1000 Hz. The sources corresponding to the other two datasets are generated following (27) . We get similar results as that in the simulation 1. As can be seen from Fig. 5 , the estimation performance is getting better with the increase of the SNR of observations. In the whole SNR range, the proposed UJBSS-m method estimates the mixing matrices with higher accuracy than the single-set UBSS method SOBIUM and UJBSS method for two datasets UJBSS-2. (2) and A (3) .
We also investigate the effect of the time delays, as shown in Fig. 6 . At high SNR level, e.g. SNR = 20dB, the average Error of the proposed UJBSS-m is −11.57dB when the step size of the time delays is 5 data samples,corresponding to 5ms. However, the average Error corresponding to 3 data samples is −6.67dB, significantly larger than that of 5 data samples. The main reason is that the change of the covariance matrices is not obvious for the small step size and the covariance matrices related to these delays could not provide enough information to estimate the common factors, i.e. the mixing matrices. If the time delay is too large, such as more than 500 data samples (corresponding to 500ms), the covariance between two datasets will be close to 0. Here, we select 5 data samples as the step size of the time delays. In practice, we should select the time delays empirically based on the characters of the sources, e.g., we suggest the time delays smaller than 100ms for physiological signals. In addition, we evaluate the role of the number of time delays and find that it has less impact on the performance. In this paper, we set the number of time delays to 20.
We further show the performances in term of the PCC results between the original sources and the estimated ones. As shown in Table 2 , the proposed method yields promising results when it is used to separate the latent and underdetermined mixtures. Compared to the classical JBSS method MCCA, the proposed UJBSS approach needs fewer number of observations in each dataset, while it yields a better performance.
VIII. A CASE STUDY: SOLVE A SINGLE SET UBSS PROBLEM BASED ON UJBSS-m
In this section, we show that the proposed UJBSS-m method can be employed to solve a single set UBSS problem, the noise enhanced signal processing problem, with a superior performance. As in Simulation 1, we employ 5 real audio VOLUME 5, 2017 signals as the sources. These 5 audio signals are mixed into 4 observations with a mixing matrix A (1) whose elements follow the uniform distribution U [−1, 1]. We generate three datasets as
= awgn(X (1) , 20 dB)
where awgn(X (1) , 20 dB) represents adding white Gaussian noise to the signals X (1) (i.e., the real observations) with SNR of 20dB. Noise, traditionally regarded as the unwanted signal, can play a very important constructive role in estimation problems, which is known as noise enhanced signal processing. X (2) and X (3) are random noise added signals based on X (1) . The problem of interest here is to estimate the mixing matrix A (1) . Traditionally, we can estimate A (1) from the dataset X (1) based on the single set UBSS method SOBIUM. Here we also can apply the proposed algorithm as mentioned in Section V. Then we recover the sources via the method mentioned in Section VI based on the estimated mixing matrix A (1) . We repeat the experiment for 1000 times and calculate the sum of the absolute PCC (SAPCC) between the recovered sources and the original ones, which is calculated as
where abs(·) represents the absolute value function. Fig. 7 shows the distribution of the performance for 1000 repeats of the experiments. The average SAPCC for UBSS is 4.53 while that for the proposed UJBSS-m is 4.76, even with the same source extraction technology. The one-way analysis of variance (ANOVA) is performed on the results provided by these 1000 repeats. The obtained p value is 1.5677e-11, which means that the results of the proposed UJBSS-m method and single set UBSS method are significantly different. The proposed UJBSS-m algorithm demonstrates more robust and better performance. This example illustrates that the estimation accuracy could be improved by adding suitable noises to the input signals.
IX. CONCLUSIONS AND DISCUSSION
In this paper, we extend the idea of (over)determined JBSS to the underdetermined case and further generalize the UJBSS for two datasets (i.e., UJBSS-2) to the case of multiple datasets. The basic idea is similar to that in UJBSS-2, which estimate the mixing matrices jointly first and then restore the source signals. In this paper, we exploit the cross correlation of the observations between each pair of datasets and present a novel underdetermined joint blind source separation method, namely UJBSS-m, to jointly estimate the mixing matrices from multiple datasets when the number of observations is smaller than that of the sources. The mixing matrices are accurately estimated through joint canonical polyadic decomposition of a sequence of specialized tensors in which a set of covariance matrices are stacked. Further the sources are recovered based on the estimated mixing matrices. Numerical results on multiple datasets demonstrate the superior performances of the proposed method when compared to the commonly used JBSS and single-set UBSS methods. As an example application for noise enhanced signal processing, we also show that the proposed UJBSS-m method can be utilized to solve the single-set UBSS problem when suitable noise is added to the observations. In addition, the proposed UJBSS-m method does not rely upon sparsity of signals and therefore it can be applied to a wide class of signals.
APPENDIX
The Appendix is the proof of Proposition 1.
Proof:
The three components of the objective function in (16), i.e., f (1) (A (1) , A (2) , U), f (2) (A (1) , A (3) , V ) and f (3) (A (2) , A (3) , W ), share similar structure, which is the difference between one tensor and the corresponding estimated results. Therefore, we take f (1) (A (1) , A (2) , U) and its partial derivative with respect to a (1) n for further analysis. It can be rewritten as f (1) (A (1) , A (2) , U) = P − [[A (1) , A (2) , U]] .
(A.1)
The first summand f where 0 is the zero vector with the same length as a (1) n . The second summand f (1) 2 is the inner product of the tensor P with its its polyadic decomposition, and it can be computed as 
n × 3 u n ) T a (1) n . (A.
3)
The partial derivative of f
2 with respect to each column of A (1) is
The third summand is the square of the Frobenius norm of P's polyadic decomposition, and it can be computed as n )(a (2) n ) T (a (2) n )(u n ) T (u n ), (A.6) and its partial derivative with respect to the n th column of the factor matrix A (1) is ∂F(n, n)
n u T n u n )a (1) n .
(A.7)
The second summand of f
3 does not involve the variable a (1) n and therefore the corresponding partial derivative with respect to a (1) n is the zero vector with the same length as a (1) n . The third summand of f Combining all the above results, i.e., equation (A.2), (A.4) and (A.9), the partial derivative of f (1) (A (1) , A (2) , U) with respect to the a (1) n can be computed as ∂f (1) (A (1) , A (2) , U) ∂a [(a (2) n ) T a (2) c (u n ) T u c ]a (1) c .
(A.10)
Similarly, we can calculate the partial derivative of f (2) (A (1) , A (3) , V ) with respect to the a (1) n as ∂f (2) (A (1) , A (3) , V )
c .
(A.11) VOLUME 5, 2017 f (3) (A (2) , A (3) , W ) does not involve the variable a (1) n and therefore ∂f (3) (A (2) , A (3) , W )
Consequently, the partial derivative of the objective function with respect to a (1) n is ∂f (A (1) , A (2) , A [(a (2) n ) T a (2) c (u n ) T u c + (a
(A.13)
This completes the proof of the first equation in Proposition 1. The proof of other equations is similar to that of (A.13) and thus omitted here.
