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Cuckoo hashing is the task of finding an injective assignment of m objects to n memory
positions, where each object e is only allowed to reside in one of k ≥ 2 different positions
that are chosen for e independently and uniformly at random. It is well understood how the
number of choices k affects the critical density c∗ ∈ (0, 1) around which the probability that
a valid assignment exists jumps from almost 0 to almost 1.
In order to profit from memory caches when searching for an object, it is reasonable in
practice to weaken the requirement that all choices be independent, and instead assign each
object k contiguous memory regions, each of size ` (totalling k ·` choices) that can be searched
with k cache faults only. In previous work, the possible memory regions formed a partition
of the total memory available. Dietzfelbinger and Weidling noticed that space utilisation can
be improved if memory regions are allowed to overlap imperfectly, i.e. the choices for each
object are the union of k intervals of length `, where the start of an interval is not necessarily
a multiple of `. We confirm the experimental results by deriving corresponding thresholds
rigorously.
Our main tool is a theorem due to Lelarge, Leconte and Massoulié which uses methods
from statistical physics. It allows to derive the thresholds from properties of infinite trees
that the underlying hypergraphs converge to.
