It is increasingly acknowledged by landscape architects and urban planners that the soundscape contributes significantly to the perception of urban public open spaces. Describing and classifying this impact, however, remains a challenge. This article presents a hierarchical method for classification that distinguishes between backgrounded and foregrounded, disruptive and supportive, and finally calming and stimulating soundscapes. This four-class classification is applied to a growing collection of immersive audio-visual recordings of sound environments from around the world that could be explored using virtual reality playback. To validate the proposed methodology, an experiment involving 40 participants and 50 soundscape stimuli collected in urban public open spaces worldwide was conducted. The experiment showed that (1) the virtual reality headset reproduction based on affordable spatial audio with 360-degree video recordings was perceived as ecologically valid in terms of realism and immersion; (2) the proposed classification method results in well-separated classes;
Introduction
Soundscape, as defined by the International Organization for Standardization (ISO), is an "acoustic environment as perceived or experienced and/or understood by a person or people, in context" (ISO, 2014) . The urban soundscape contributes to the perceived quality of the urban environment and the identity of a city. Ambient sounds may evoke thoughts and emotions, may influence our mood or steer our behavior. Cities are comprised of many types of public outdoor spaces, each with their distinctive soundscape. Inspired by the potential positive effects a suitable acoustic environment may have on well-being of citizens and the attractiveness of the city, the challenge of designing the acoustic environment of urban public outdoor spaces has attracted attention since long (Schafer, 1994; Southworth, 1969) .
During the past decades, research on the urban sound environment and soundscape has grown, driven by increased population density and abundance of mechanical sounds in mega-cities across the world. Sound in outdoor environments has traditionally been considered in negative terms as both intrusive and undesirable . However, sound may provide positive effects as well, such as enhancing a person's mood, triggering a pleasant memory of a prior experience, or encouraging a person to relax and recover (Payne, 2013) . Where classical noise control exclusively focusses on reducing levels of unwanted sounds, soundscape design requires new tools. Hence the advent of realistic and affordable immersive audio-visual reproduction systems (head-mounted displays), backed by increasingly efficient and realistic acoustic simulation and auralization models (Vorländer, 2008) has been identified as a key enabling technology. Immersive virtual reality could also become a valuable tool for interactive participatory evaluation of the soundscape in urban planning and design projects (Echevarria Sanchez, Van Renterghem, Puyana-Romero, Lopez-Segura, Maffei, Hernández-Molina, & Masullo, 2017) , as virtual reality reproduction systems are rapidly becoming affordable and widely available.
Design is often inspired by good examples. As context is an important part of the soundscape and the visual setting is a string cue for context, examples of acoustic environments should be embedded in accurate 360-degree visualization. To date, however, no unique protocol or standards exist for immersive audio-visual recording and playback of urban environments with soundscape in mind (Hong, He, Lam, Gupta, & Gan, 2017) . In addition to providing examples, highquality immersive recordings of existing spaces are highly valuable to serve as an ecologically valid baseline for studying the perceptual outcome of noise control and soundscape measures. Hence, such recordings are now being collected in cities across the globe. To unlock such collections, a suitable classification is needed and best examples of each class need to be identified.
One could consider a purely acoustical categorization (Rychtáriková & Vermeir, 2013) . However, according to the soundscape definition (ISO, 2014) , soundscape evaluation should not be restricted to acoustical determinations only (Zannin, Calixto, Diniz, & Ferreira, 2003) , as the social context (Maris, Stalen, Vermunt, & Steensma, 2007) , visual context and individual differences need to be included (Dubois, Guastavino, & Raimbault, 2006) .
When asked to describe the urban acoustic environment, persons tend to name audible sounds and their sources and may relate the quality of the environment to the meaning given to these sounds (Dubois et al., 2006) . In view of the importance of audible sounds, classification schemes based on urban sound source sorting have been proposed (Brown, Kang, & Gjestland, 2011; Léobon, 1995) . Such classifications can easily be applied to collections of audio-visual recordings through listening experiments conducted by sound specialists, yet one should remain aware that attention plays an important role in the perception of the acoustic environment in a real context (Oldoni et al., 2013) . Classification based on audible sources does not capture the influence of the composition as a whole on persons and therefore should be complemented by more holistic indicators.
Holistic descriptors that have been proposed previously and that could be used for classification include: pleasantness, music-likeness, restorativeness, appropriateness (Aletta, Kang, & Axelsson, 2016; Botteldooren, De Coensel, & De Muer, 2006) . A lot of research focused on the soundscape descriptors inspired by emotion-denoting adjectives (Aletta et al., 2016; Brown, 2012) . The well-known circumplex model of affect (Russell, 1980) identifies eight affective concepts that can be mapped to a two-dimensional plane. Previous research (Axelsson, Nilsson, & Berglund, 2010; Berglund & Nilsson, 2006) translated core affect to the physical environment that causes it and showed that outdoor soundscape quality may be represented by two main orthogonal components: pleasantness and eventfulness. In such a 2D model specific directions are labelled: exciting (45°), chaotic (135°), monotonous (225°) and calm (315°).
Although popular, this assessment and classification framework has also been subject to some critique. Regarding the core affect model itself, research has identified a main problem with the two-dimensional approach offered by Russell: a variety of overlapping emotional concepts can be placed in the same quadrant of the model (e.g., Ekkekakis, 2008) . Based on the 2D core affect model, Latinjak (2012) proposed a three-dimensional model, where a third dimension, namely "time perspective", was added next to arousal and valence. In addition, the classification of soundscape in the pleasantness -eventfulness plane assumes that the environmental sound is attentively listened to. It assumes that perceiving the sonic environment is a main purpose of an individual visiting a place, which is not often the case. Unawareness of the surroundings (inattentional blindness (Simons & Chabris, 1999) and inattentional deafness (Macdonald & Lavie, 2011) ) occurs especially during moments with reduced attention towards the environment. The sonic environment is thus often backgrounded.
Besides the soundscape descriptors and the 2D core affect model, a triangular qualitative urban sound environment mapping technique was recently proposed (Kamenický, 2018) . This research used activities, mechanisms and presence to build an objective soundscape map based on composition of sound events. A significant correlation between qualitative cognitive-semantic variables clustering and quantitative acoustic and psychoacoustic parameters agglomerative clustering was proposed.
In an urban environment, the soundscape, the landscape, etc., and its users form an ecological entity. It might therefore be more suitable if the soundscape classification of existing urban sites could be treated within such a holistic context. With the aforementioned discussion in mind, we propose a coarse hierarchical classification that could be used for labelling audiovisual collections or as a first mapping of the city. The proposed classification, shown in Fig. 1 , was first suggested in De Coensel, . In a first stage, soundscapes are classified according to whether they are backgrounded or contain foregrounded sound elements when perceived within context (Botteldooren et al., 2015) -where only visual context has been considered here. Foregrounded sound affects the overall perception of the environment. In a second stage, one could distinguish between sonic environments that are disruptive or supportive for the envisaged use. Disruptive sound environments could lead to annoyance. Finally, the sonic environment could be supportive for the overall experience of the living environment in many different ways. Here, the proposed classification follows the arousal dimension of core affect to distinguish between calming (reducing arousal) and stimulating (increasing arousal). We forward the hypothesis that the proposed classification system is strongly related to the sonic environment itself and less sensitive to differences between people than previous classification systems and therefore more appropriate for classifying the audio-visual representation of a place.
It is worth noticing that the proposed classification is not crisp; one could potentially mathematically formalize this classification using fuzzy set memberships.
In this article, the proposed classification will for the first time be made operational through a questionnaire that is administered to a panel of volunteers that is experiencing the immersive playback at the laboratory of audio-visual recordings at urban sites (Section 2.2). This will allow exploring the rationality of the proposed soundscape classification, the underlying affiliation between categories and its comparison with the 2D core affect model (Section 3.2). Classification of a collection achieved by questioning persons about the soundscape as experienced in the virtual reality environment has some drawbacks: because of the variability between persons , this requires an assessment panel of sufficient size, which results in a large effort and cost for classifying new recordings. Hence, this paper also proposes models based on acoustical parameters (Section 3.4).
Methodology

Methods for objective measurements and recording protocol
The methodological approach for the site selection, audio-visual recordings and post-processing of the for the Virtual Reality application are reported in Appendix I. K. Sun, et al. Landscape and Urban Planning 189 (2019) 139-155 2.2. Experiment: Soundscape classification
Materials and participants
In total, 50 one-minute recordings were selected from the complete recording in this experiment (e.g.: Fig. 2 ). One minute is very short for assuring that participants are not focusing on the sound, but this time interval was chosen as a compromise that still gave a good impression but would not take too much time from the users of the collection. The Table IV in Appendix III gives the overview of their basic characteristics namely location, time, and L Aeq,1min (A-weighted equivalent sound pressure levels during the one-minute period). The L Aeq of each stimulus was calculated on the basis of the binaural signal, applying an independent-of-direction (ID) equalization, and taking the energetic average between both ears.
To allow for completely independent validation of prediction models, the whole experiment was repeated two times. First, 25 stimuli (Table IV in Appendix III -collection 1) were chosen for participant group 1 (20 participants, 6 female, Age mean = 28.9 yr, standard deviation 2.8 yr, range: 25-35 yr). Five cities (Montreal, Boston, Tianjin, Hong Kong and Berlin) were included in the experiment, and each city contributed with 5 stimuli. The stimuli were presented city by city to the participants. The city order and the order of stimuli in each city were randomized.
Another 25 recordings (Table IV in Appendix III -collection 2) were presented to participant group 2 (20 participants, 5 female, Age mean = 30.2 yr, standard deviation 5.6 yr, range: 22-46 yr). The number of stimuli per city was different now. These 25 recordings were grouped into 5 groups of 5 stimuli each, avoiding e.g. that one group contained only parks. The group order and the order of stimuli in each group were again fully randomized. To avoid social biases, the participants were a well balance in terms of occupation, nationality and education level.
All participants had normal hearing status which was assessed via pure tone audiometry (PTA) carried out in a soundproof room using a regularly calibrated AC5Clinical Computer Audiometer. All participants had normal color vision which was tested by the "Ishihara test for color deficiency" (Ishihara, 1957) . The participants performed the perception experiment individually, and were offered a gift voucher as compensation.
Experimental setup
Participants joined this experiment inside a soundproof booth ( Fig. 3) , where the process was monitored through a double-glassed window from outside. Stimuli were played back using a PC (placed outside the booth), equipped with the GoPro VR Player 3.0 software, which allowed to play back video with spatial audio. The 360-degree video was presented through an Oculus Rift head-mounted display. The audio was played back through Sennheiser HD 650 headphones, driven by a HEAD acoustics LabP2 calibrated headphone amplifier. The gain of the ambisonics audio has been adjusted such that their level is as close as possible to that of the corresponding binaural audio tracks.
During the experiment, participants remained seated (seat height: 0.50 m), which allowed them to freely move their head and look around in all directions but physically remained at a fixed position. The sensor for Oculus Rift was placed on a tripod (height: 1.20 m), keeping approximately the same height as the participant's head position. A microphone was mounted on the tripod and was driven by a laptop, which was used to monitor the experiment from outside. When participants needed to answer questions during the experiment, they could do it by talking and the experimenter could mark it from outside the booth. By this procedure, a holistic immersed experience was maintained throughout the full experiment.
Procedure
Soundscape classification according to Fig. 1 was achieved via a questionnaire. The questionnaire was designed to follow the hierarchical nature of the classification and with brevity in mind ( Fig. 4 ). To assess foregrounding/backgrounding of the sound within the holistic experience participants were asked: (Q3) How much did the sound draw your attention? To frame this question, a more general question (Q1) In general, how would you categorize the environment you just experienced? was added. The options for answering this question already focus attention on the more pleasurable evaluation: "calming/tranquil" to "lively/active" but with the option "neither" in between. The question distinguishing disruptive from supportive environments relates to possible activities: (Q4) Would the sound environment prevent you from doing the activities above? This is a question that required some framing by listing possible activities in Q2 (see Fig. 4 ). Finally, Q5 evaluates the contribution of the sonic environment as being supportive to the perception of the overall environment. This question defines the labels calming and stimulating as sonic environments that contribute to the calmness/tranquility and the liveliness/activeness of the place, respectively.
Participants experienced the one-minute stimuli first, followed by the 5 questions presented in the VR screen with a black background ( Fig. 4) . Participants needed to answer all 5 questions verbally. Here, a equidistant 5-point answer scale was used which is in agreement with Fields et al. (2001) . Note that question 5 has two versions; only one (5a or 5b) is presented to the participants based on Q1. Participants answering "very calming/tranquil" or "calming/tranquil" received question 5a, the others question 5b. Thus, participants did not have to take off the headset between experiencing each stimulus.
The experiment was divided in 5 sections, each section contained 5 stimuli (in collection 1, one city is one section, while in collection 2, one group is one section, see Section 2.2.1). Between each section, there was a small break where participants could take the headset off. During this break, participants answered additional questions regarding to the 5 stimuli they just experienced. Participants got 5 photos of the opening scenes in the same order as the stimuli play order. Below each photo, participants first needed to put a score on a 11-point scale (from 0: "not K. Sun, et al. Landscape and Urban Planning 189 (2019) 139-155 at all" to 10: "extremely") on the following questions: "How well do you remember the sound environment that goes with this picture?" (which shows whether an environment is memorable), and "How would you rate the sound environment of this place in terms of "full of life and exciting"/ "chaotic and restless"/"calm and tranquil"/"lifeless and boring"?" (Axelsson, 2015) , respectively. After this break, the next 5 stimuli were presented to the participants with the same procedure until all 25 stimuli (i.e. 5 sections) were evaluated.
After the participants finished the 25 stimuli, two questions regarding the overall reproduction quality were asked, specifically on the realism and immersion, using an 11-point scale. The questions presented during the break and at the end of experiment were answered on paper, thus an 11-point scale could be seen as continuous scale.
Data processing
In this study, the fuzzy membership set of the four proposed classes backgrounded, disruptive, calming, and stimulating is based on the answers in question 3, 4, 5a and 5b, as marked in Fig. 4 , where S A (x) is the membership degree of soundscape x in the fuzzy set A. The fuzzy membership set, i.e. the correspondence between the answer on the question and the degree of belonging to each class, is given in Table 1 .
To account for the hierarchical structure of the proposed classification scheme, exclusion rules should be implemented. For example, a soundscape cannot be disruptive if it is backgrounded or it cannot be supportive if it is disruptive. In mathematical form, this implies a transformation of the membership degree: where the AND and NOT operator were implemented as a probabilistic t-norm and fuzzy negation.
The membership data used in the analysis was performed after the above described mathematical transformation (i.e. all S ' ). This procedure was applied to each soundscape-participant combination. For each soundscape, the average membership over all participants on the four classes was also calculated. Next to this, participants also evaluated each soundscape in terms of the 2D core affect model ("full of life and exciting", "chaotic and restless", "calm and tranquil" and "lifeless and boring") on an 11-point scale during the small break in the experiment. Similarly, the average score using the 2D core affect model quadrant categories for each soundscape was also calculated.
Psychoacoustical indicators and saliency
A preliminary study (Appendix II) showed that either ambisonics or binaural recordings could be used for the reproduction. The gain of the ambisonics audio tracks has been adjusted such that their level is as close as possible to that of the corresponding binaural audio tracks. As the binaural tracks were recorded with a fully calibrated setup, the acoustical properties of the recordings are calculated on the basis of the one-minute binaural tracks using HEAD acoustics ArtemiS 8.3. The values for equivalent A-weighted sound pressure level (L Aeq ), percentile (L Axx ) and maximum sound levels (L AFmax ) were calculated as the energetic average of both left and right ears, whereas the values for loudness (N), sharpness (S) and corresponding percentile and maximum values were calculated as the arithmetic average between left and right ear.
Sounds that are noticed have a strong influence on the perception of soundscape (De Coensel et al., 2009; Kang et al., 2016; Terroir, De Coensel, Botteldooren, & Lavandier, 2013) . Noticing of the sound is influenced by two interchanging processes: top-down and bottom-up attention. Top-down attention is voluntary: it assumes an active listening for the sounds occurring in the environment. On the other hand, bottom-up attention is involuntary and is influenced by the sonic environment alone. To investigate the bottom-up attention to sound, saliency as a concept is introduced. Saliency indicates how much the specific sound or a sound event stands out of its background. In consequence, the higher the saliency, the higher the probability of a sound being noticed. Although related to perception, it is possible to define the physical characteristics that contribute to saliency (Kaya & Elhilali, 2017) . In this study, we used a computational model (Filipan et al., 2019) which calculates the saliency of the sound by simulating several aspects of the measured physiological response of the brain. For the full overview of the saliency model used we refer to (Filipan et al., 2019) .
One-minute indicators for the time-evolution of the overall saliency in this study calculated as: maximum (SL_max), average (SL_avg), median (SL_median) and 5, 10, 50, 90 and 95 percentile values (SL_xx).
Visual factors
People density was qualitatively labeled on a 5 point scale. Over the 50 stimuli, 22% had no people at all, while 8% had a very high density.
The intermediate classes occurred 30%, 26% and 14% respectively, sorted following increasing density.
The percentage of green pixels was used as a proxy for vegetation. The opening scene in each stimulus was used. The "RGB greenness" parameter G RGB (Crimmins & Crimmins, 2008; Richardson et al., 2007) is employed and calculated as G RGB = (G-R) + (G-B), where G, R and B are the relative intensities of the green, red and blue channels, respectively. RGB greenness was shown to perform quite similar to the robust NDVI (normalized difference vegetation index) in capturing the amount of vegetation as concluded by Richardson et al. (2007) . In a next step, an appropriate threshold was set. Non-green vegetation is missed in this assessment. However, in this study, vegetation is predominantly green colored. Accidental non-vegetation green-colored objects were manually removed, typically accounting for only small zones in the photographs. Such a manual action was needed in less than 10% of the pictures. In Fig. 5 , examples are shown for a low, a moderate and a high vegetation percentage. 
Statistical analysis
To observe relationships between the proposed soundscape categories, a principal component analysis (PCA) was performed. A PCA was also applied to the quadrant classifications in the 2D core affect model. A mixed factor generalized linear model (GLMM) fit was used to check the relationship between memorization (question during the break, Section 2.2.3) and fuzzy membership for each soundscape. Moreover, a GLMM was constructed for the four proposed categories to analyze the contribution of underlying physical parameters to the classification. The fittest model for each soundscape category was searched, using the Akaike Information Criterion (AIC) as model quality indicator (smaller AIC values fit better). Finally, predicting models from collection 1 and 2 were built via linear regression, to predict the scores on four soundscape categories. A receiver operating characteristic (ROC) analysis was made to check the prediction quality. The statistical analysis in this study was conducted using the SPSS statistics software (version 25).
Results
Correlation between audiovisual perception and soundscape clustering
A crisp way to categorize the soundscapes is to compare the fuzzy membership to the proposed four classes. If the membership to one specific class is much larger than in the others, this soundscape is assigned to this class. Fig. 6 shows the distribution of soundscapes that can be categorized into one of the four classes (i.e. 70.1% of cases), over the general audiovisual perception of the environment (answer to question 1). More specifically, backgrounded was found in 18% of the cases, while disruptive, calming, stimulating was found 18%, 14.5%, 19.6% respectively.
For the backgrounded category, the sound at the location does not lead to the awareness of the acoustical environment. The distribution shows that an overall "very lively/active" environment is very unlikely if the soundscape is backgrounded but then tends more towards a "calming/tranquil" environment. The disruptive category shifts the curve towards the "lively/active" side making a "very calming/tranquil" overall environment very unlikely. The supportive soundscape (calming and stimulating) pushes the curve towards the extremes in overall perception. A higher proportion of calming soundscapes appears in the overall perception cases of "very calming/tranquil". It is striking that for the option "very lively/active", the proportion of disruptive soundscapes is higher than the proportion of stimulating soundscapes, which might suggest that a relatively larger number of environments with a non-supportive soundscape were selected as stimuli.
Principal component analysis
In Fig. 1 , soundscapes are divided into backgrounded and foregrounded by attention causation. The foregrouded soundscapes consist of three categories, corresponding to the negative and positive effects. A principal component analysis (PCA) is applied to the average score on disruptive, calming and stimulating for 50 stimuli. Fig. 7a shows the triangle of three foregrounded soundscape categories in the plane spanned by the two principal components. In particular, component 1 explains 71.1% of variance, while component 2 explains 22.1%.
The average score on the four proposed soundscape classifications forms a 4 × 50 size matrix, with values varying from 0 to 1. A threshold is set to the matrix for binary results to highlight the most pronounced 25% of the scores in the matrix. The threshold is set at 0.32, and 53 values out of 200 are greater than this threshold. It is found that 29 soundscapes clearly belong to one of the four proposed categories (backgrounded: 9, disruptive: 7, calming: 3, stimulating: 10), 12 soundscapes cover two categories and 9 soundscapes cannot be sorted into any of these categories. Fig. 7a shows the distribution of 50 soundscapes in the PCA analysis, they are colored based on the binary results of the proposed classification.
As a comparison, the scores on four quadrant categories in the 2D core affect model (Axelsson et al., 2010) also forms a 4 × 50 size matrix. A threshold of 5.79 is set to the matrix to highlight the most pronounced 25% of the scores. 52 values out of 200 are greater than the threshold in the matrix. It is found that 28 soundscapes are determined by one of the four quadrant categories (chaotic: 6, exciting: 6, tranquil: 16, boring: 0), 12 soundscapes cover two categories and 10 soundscapes cannot be sorted into any of these categories. In Fig. 7b , 50 soundscapes are colored based on the binary results in the 2D core affect model.
Similarly, a PCA is also applied to the four quadrant categories in the 2D core affect model. In Fig. 8a , component 1 explains 55.1% of variance, while component 2 explains 30.9%. Also, Fig. 8 shows the distribution of 50 soundscapes in PCA analysis, colored by the 2D core affect model classification and the proposed classification, respectively. 
Factor analysis
Relationships between soundscape class and memorization
The hypothesis that one tends to memorize foregrounded soundscapes better than backgrounded ones was tested. To evaluate whether this memorization degree has a correlation with the scores on the proposed four soundscape categories, a mixed factor generalized linear model fit was applied, using participants as random factor. It is found that the memorization has significance in backgrounded (F 1,498 = 25.626; p < 0.001) and disruptive (F 1,498 = 6.814; p < 0.01), but not in calming (F 1,498 = 2.238; p > 0.05) and stimulating (F 1,498 = 3.745; p > 0.05). Naturally, the score of the backgrounded category has a negative correlation with memorization, while for the disruptive category, it is positively correlated.
Physical factors explaining soundscape classification
Taking into account all above-mentioned factors, a mixed factor generalized linear model fit was applied, with a stepwise method and using participant as random factor. Table 2 shows the fittest model results, with the Akaike Information Criterion (AIC) as a model quality indicator. The results suggest that the physical parameters that were tested fit the backgrounded category model best. All categories involve both acoustical factors and visual factors, except for the disruptive category. This might indicate that in a disruptive soundscape, the sound is 
Soundscape classification prediction
To create models based on acoustical parameters that predict soundscape classification as accurately as possible within the context of the definition of soundscape, collection 1 and collection 2 (Table IV in Appendix III) were treated as two independent data sets. Each soundscape gets an average membership score for each of the proposed soundscape classes. We will investigate whether a model based on physical parameters that is extracted from one of the classifications can predict this membership score for the other classification.
Prediction models from collection 1
A linear regression on 25 stimuli in collection 1 is applied, using a stepwise approach to access all possible acoustical parameters. Table 3 shows the remaining predictors, as well as the detailed model for each class membership.
When applying the equations in Table 3 , it is easy to get the predicted scores of proposed soundscape categories for 25 stimuli in collection 2. To compare this prediction with the experimental value in collection 2, a receiver operating characteristic (ROC) analysis is applied. Fig. 9 shows the ROC curve of the prediction, referring the experimental binary results of collection 2 as criterion. The parameter in this ROC curve is the threshold for crisp classification. Table 4 further shows the detailed results of the model prediction quality.
As shown in Fig. 9 and Table 4 , the ROC curve shows the numeric results of the predictions. The Youden index (J ) is often used as a criterion for selecting the optimum cut-off point (Schisterman, Perkins, Liu, & Bondell, 2005) . The Youden index is defined as shown in Eq. (1), and it ranges from −1 to 1. A higher value for J represents a lower proportion of totally misclassified results, i.e. a better prediction. Table 5 shows the maximum J value and its corresponding threshold.
= + J sensitivity specificity 1
(1)
Prediction models from collection 2
Vice versa, the same procedure applies to collection 2. Table 6 shows the results of linear regression (stepwise) applied to collection 2 and the model details for each category. The prediction for 25 stimuli in collection 1 is compared with the binary results of the experimental value in collection 1, using ROC analysis (Fig. 10 ). Table 7 further shows the detailed results of the prediction quality. Similarly, Table 8 shows the maximum J value and the corresponding threshold for predictions from collection 2. K. Sun, et al. Landscape and Urban Planning 189 (2019) Sun, et al. Landscape and Urban Planning 189 (2019) 139-155 
Prediction quality comparison
Taking the recommended threshold, the numeric result is transferred into a dichotomous result. As stated before, the experimental binary results are used as criterion. In the ROC analysis, the accuracy
is indicating the proportion of total correctly classified results. Tables 5 and 8 show the accuracy of each prediction taking the recommended threshold, respectively. They indicate that it is better to predict backgrounded soundscape with 1-1, and for disruptive and stimulating soundscape, 1-2 and 1-4 predicts better. Whereas for predicting a calming soundscape, 2-3 is clearly better. Another way to detect the quality of the predictions is considering the true positive to false positive rate (TPR to FPR). As shown in Fig. 11 , a smaller distance between prediction dots and point (0,1) indicates a higher prediction quality. The relative distance also indicates that for the proposed four categories, model 1-1, 1-2, 2-3 and 1-4 are optimized choices.
Models from all 50 stimuli
Based on the above comparison, a better model is selected for each category (model 1-1, 1-2, 2-3, 1-4). Table 9 gives the models that are built on the dataset of all 50 stimuli, with the indicators obtained from the optimized models built on the subgroups that best extrapolated to an independent dataset. Within this study, we cannot test this model with other recordings as verification. However, it can serve as a guideline once the new recordings and new subjective assessment are done.
Discussion
Backgrounded soundscapes
A backgrounded soundscape is defined as one that does not contribute to the overall experience of the place. Thus, it is fair to assume that this class of soundscapes does not catch a lot of attention. If not heard, such a soundscape will neither leave an impression in memory which is supported by a significant negative correlation with memorization (Section 3.3.1). The distribution of this soundscape over general perception of environments shown in Fig. 6 , shows a trend towards an overall "calming/tranquil" perception of the environment. This indicates that a backgrounded soundscape is not often found in a lively and active environment. As the backgrounded soundscape does not attract attention, it covers a separate dimension and hence it was not included in the PCA (Section 3.2). In Figs. 7 and 8 , the stimuli labelled as backgrounded in the proposed classification scheme were labelled as "none" in 2D core affect model, i.e. not dominated by any category. This might be explained by the fact that a backgrounded soundscape could be allocated by all emotional components. It has been argued that a representative soundscape for the "lifeless and boring" label in the 2D core affect model seems rare (Axelsson, 2009; Bahalı & Tamer-Bayazıt, 2017) , which is also the case in this study (Fig. 8a) . However, some backgrounded stimuli are located close to the "lifeless and boring" label in Fig. 8b which might suggest that a "lifeless and boring" soundscape does not attract attention. Hence in an experiment that focusses attention on sound, either sonic environments that could lead to such a soundscape are not included or explicit foregrounding changes people's perception. Note that this does not suggest that the backgrounded and "lifeless and boring" are completely overlapping since the two classifications are from different domains. The generalized linearized model for individual soundscape classification with progressive inclusion of significant physical parameters shows that also visual factors contribute to the soundscape being backgrounded. Visible green reduced the chance for a soundscape to become labelled as backgrounded. This is consistent with previous work highlighting the importance of visual factors in the construct of annoyance at home -the place where backgrounded soundscapes may be most appropriate (Gidlöf-Gunnarsson & Öhrström, 2007; Van Renterghem & Botteldooren, 2016) . While comparing the fittest model for each soundscape category (Table 2) , it seems that physical parameters built the best model for backgrounded (with lowest AIC compared to other categories), thus it seems easier to predict on the basis of physics when the sound environment will not be noticed.
The stable model for predicting backgrounded soundscapes only retains L A5 as an acoustical indicator. To be backgrounded, sonic environments should simply not contain any loud sounds whatever their origin and duration. Focusing on the highest level using low percentile statistical indicators (or an equivalent level) is consistent with models for annoyance at home and the above observation that backgrounded soundscapes might be most appropriate for the environmental contribution to the private dwelling. 
Disruptive soundscapes
Disruptive soundscapes are defined as sonic environments that prevent the users of the space from doing activities they would otherwise engage in. This conceptual soundscape relates very strongly to affordance and activity appropriateness as proposed in Nielbo, Steele, and Guastavino (2013) and Andringa and Van Den Bosch (2013) . It is, to a certain extent, also aligned with the concept of "appropriateness", which has been suggested as key determinant of soundscape evaluation (Axelsson, 2015) .
Among all three foregrounded categories, disruptive is the only one that significantly correlates to memorization (Section 3.3.1), suggesting that such a soundscape leaves a strong -albeit negative -impression. The distribution of disruptive soundscapes over categories of overall appreciation of the environment shows an increasing trend towards "lively/active" and neutral evaluation (Fig. 6) . A straightforward interpretation is that disruptive soundscapes prevent the overall environment to be "calming/tranquil", yet it could be compatible with an environment that is neither calming nor lively or even with a "lively/ active" environment. Soundscapes in this category tend to be loud, accompanied by a high density of people (see Supplement 2).
It seems that disruptive is close to "chaotic and restless" in the 2D core affect model from the description, as well as certain overlaps in binary results of stimuli ( Figs. 7 and 8 ). In the PCA (Fig. 7a) , disruptive determined soundscapes are concentrated in the upper part of the triangle, while two outliers are slightly deviated to the negative axes of component 1. When analyzing these two outliers (R0013 & R0029), a shared trait was found: both stimuli contain a (visually) peaceful park, there are nearly no human activities and the weather is nice. In R0029, a honk from a boat appears all of a sudden. In R0013, a sustained noise from a lawnmower (not visible) appears in the background. These unexpected occurrences trigger some participants to report a disturbance while others chose to ignore these two stimuli and focus on the calming aspects of the soundscape. These two stimuli were labelled as "none" in the PCA analysis based on the 2D core affect model (Fig. 7b) .
The generalized linear model combines many non-orthogonal factors to predict the disruptive category but does not contain visual factors in the fittest model ( Table 2 ). The dominance of sound in such a case is in line with many studies dealing with the perception of "unpleasant" soundscapes (Guastavino, 2006; Davies et al., 2013) . Moreover, disruptive leads to the best prediction model among the three foregrounded categories (Table 2, AIC), which supports the use of the disruptivesupportive subdivision as second stage division (Fig. 1) .
Finally, looking at the predictive models for average soundscape classification (see also Section 3.4), additional insight in this category of soundscape can be obtained. The predictive models contain L A5 and L A95 as acoustic descriptors, or looking in more detail at the signs and magnitude of the coefficients, L A5 and L A5 -L A95 , both with a positive trend. This indicates that in addition to the sound level -measured here as L A5 -that also appears in the classification of backgrounded, the temporal variability of the sound -measured here as L A5 -L A95 -is important for the soundscape to become disruptive. Previous work has suggested the importance of the latter difference or a similar indicator of fluctuation, sometimes referred to as emergence, for predicting the pleasantness of public place soundscapes (Liu & Kang, 2015; Nilsson, Botteldooren, & De Coensel, 2007) , as well as for annoyance at home (Bockstael, De Coensel, Lercher, & Botteldooren, 2011) , but never found such strong effects.
Calming soundscapes
Supportive soundscapes are expected to contribute to the overall experience of a place. They should match expectations created by the context and purpose of the place. In a design phase the type of support expected could be put forward by the urban designer. In this study calming or stimulating support is mainly evoked by visual information.
Therefore, in the procedure (Fig. 4) , questions 5a and 5b were only asked based on the answer in question 1 (i.e. when the overall perception is "calming/tranquil", it is assumed the soundscape would support the "calming/tranquil" atmosphere). If a not very "calming/ tranquil" soundscape appears in an overall "calming/tranquil" environment, the fuzzy scores will only give a lower score for calming, rather than categorizing the soundscape as stimulating. Thus, calming and stimulating are not opposites of each other. Because of this construction, the combined distribution of calming and stimulating soundscapes over overall perception (Fig. 6) is not very informative, but at least shows a somewhat stronger importance of the soundscape in "very calming/tranquil" environments.
Stimuli identified as "calm and tranquil" in the 2D core affect model also appear in the calming region of the PCA based on the proposed classification ( Fig. 7) and vice versa (Fig. 8) . This is not surprising as the distinction between the calming and stimulating type of supportive environments is mainly in the arousal dimension of core affect. In addition, the pleasantness dimension seems to bare some resemblance with not being disruptive. It is also found that the calming category is close to backgrounded, as 8 stimuli out 12 were identified as belonging to these two categories (Fig. 7a ). One possible explanation, focusing on attention, is that as the stimuli in calming soundscapes lead to passive attention fading (Bradley, 2009 ). This shifts the perception towards backgrounded. This vacillates the soundscape perception along the attention causation, which makes it stringent to label a soundscape as calming. However, despite the crossover between calming and backgrounded, these two categories are still different. Firstly, calming soundscapes make the overall environment being perceived as "calm and tranquil" and "very calm and tranquil" (Fig. 6) . Secondly, the percentage of (visual) vegetation is not a significant factor for explaining calming soundscapes (Table 2 and Supplement 2). As for visual factors, a vegetation-dominated view is not a prerequisite for the soundscape to be classified as calming yet the visual presence of people plays a key role: too many people reduce the calmness of the soundscape. Sharpness (S 50 ) and the absence of strong peaks (L AFmax ) appear both in the explorative GLM and the predictive models. Sharpness is typically higher for natural sounds and lower for mechanical ones (Boes, Filipan, De Coensel, & Botteldooren, 2018) . A lot of research confirmed the positive effect of e.g. natural sounds (Payne, 2013; Van Renterghem, 2018) and the negative effect of mechanical sound (Bijsterveld, 2008) .
Stimulating soundscapes
Finally, the simulating category is defined by the questionnaire as a soundscape that supports the liveliness and activeness of the environment. It is expected to arouse people, to encourage them to get involved. Music or music-like sound, for instance, could achieve such an effect (Botteldooren et al., 2006; Raimbault & Dubois, 2005) , which was also found in some stimuli in this study (e.g., R0010, R0058, etc.). This type of soundscape helps the whole environment to be perceived as "lively/active" (Fig. 6 ). However, compared to disruptive, a rather lower proportion of stimulating appears in an overall "very lively/active" perception. This might suggest that environments with such soundscapes attract people's attention but is slightly more likely to cause activity interference. Given a closer look at the 4 stimuli that are crossing these two categories (Fig. 7a ), all of them contain a lot of people, so some people may judge this crowd disturbing for their envisaged activities. When putting stimulating soundscapes in the PCA plane of the 2D core affect model, they lay in between "chaotic and restless" and "full of life and exciting" (Fig. 8a) . As defined in the proposed classification, this category supports the liveliness and activeness of the environment. The GLM suggests that the presence of people is necessary (Table 2) . It is consistent with previous research (Aletta & Kang, 2018;  van den Bosch, Andringa, Post, Ruijssenaars, & Vlaskamp, 2018), which suggests that human sounds add to the eventfulness of a soundscape and the perceived audible safety. It is worth noting that only when the visual person density is high, this category seems to be favored while lower person densities tend to favor calming soundscapes.
Finally, both the explanatory GLM and the predictive models (See also Section 3.4) for stimulating soundscapes contain the continuous fraction of saliency. Saliency, as defined in the model based on amplitude and frequency modulations, focuses strongly on vocalizations. Hence it is also indicative of the presence of human sounds. Previous work showed that the second order time derivative of the level in the 500 Hz octave band -which is also an indicator for amplitude fluctuations -correlates well with the presence of human voices (Aumond et al., 2017) .
The soundscape classification approach
This classification scheme recognizes that, in context, environmental sounds may remain backgrounded and that only sonic environments containing foregrounded elements may significantly contribute to the overall experience of the urban environment. Thus the backgrounded class is introduced as an orthogonal dimension. A good classification of the remaining foregrounded soundscapes: disruptive, calming and stimulating should be minimally overlapping and therefore form a triangle in the principle component space. This was proven to be indeed the case. Moreover, although the classes slightly overlap and soundscapes may have a finite fuzzy membership to multiple classes at the same time, a tendency for good separation is indeed visible (Fig. 7a ). Recent research (Kamenický, 2018) also uses a triangle (activities, mechanisms and presence) for classification, which suggests a spectrum evolution of soundscapes in between the extremes. The evolution between soundscape categories is also embodied by the stimuli crossing two categories. It suggests that the soundscape perception is fluid and could be modified by time, person and context (Maris et al., 2007; .
The proposed classification is compared to the popular classification in a 2D core affect plane. There are some obvious similarities between both classifications yet in the plane of the first two principle components classes, the latter seems less separated. This could be because another dimension is sampled and the core affect classification is richer, but as the variance explained by the first two components is even higher than for the proposed classification, this does not seem the case. This might suggest that in a given soundscape (with fixed physical parameters), detecting attention causation is easier than classifying emotion perception. It highlights the importance of involving attention causation in soundscape classification. None of the observed soundscapes is dominantly "boring" as observed above, which argues in favor of eliminating this dimension. It should be noted however that in this study, the data for the proposed classification were collected right after each stimulus, while the data of the 2D core affect model were collected afterwards (Section 2.2.3). This might introduce the deviation of acoustical memory in perception (Darwin & Baddeley, 1974) . However, no significant correlation was found between memorization and any of the four categories in the 2D core affect model.
Understanding the soundscape needs to isolate it from the whole environment that contains more than the sonic environment, but it is also important to use the whole environment as a guideline to classify the soundscape. Visual context, represented by two items in this study (Supplement 2), were found significant in both whole environment perception and the crisp clustering, though the latter represents 70.1% of the variance (Section 3.1). This is not the case in some of the proposed categories. For example, for disruptive, the visual factors do not influence significantly. On the other hand, the soundscape also modifies the overall perception (e.g., two outliers in disruptive category).
Although soundscape implies perception in context, a classification of sonic environments with soundscape in mind should benefit from capturing common understanding by society rather than personal preferences. Hence the proposed classification avoided the pleasantness dimension in affect which is expected to be more individual than the arousal dimension. If this attempt to remove individual differences from the classification was successful, it should be possible to construct predictive models solely based on physical parameters. This will be shown in the next Section.
Prediction models
The main goal of prediction models is labelling new audio-visual recordings in the collection without the use of a panel. As the main application of the collection is to provide representative exemplars for each category, the prediction models do not need the refinement to resolve ambiguous situations and therefore could be based on a limited database of 50 samples. Another goal of building a model purely based on acoustical parameters could be to construct "soundscape maps". Also for this application simple models are preferred. Of course other modelling options are available (Hong & Jeon, 2015; Yu & Kang, 2015) , but this approach adds to the literature for explained reasons.
Thus, in this study, models predicting soundscape classification with a limited number of acoustical parameters were considered. The strongest possible model validation was assured by confirming model performance on the outcome of independent experiments. The linear models produce a membership degree for each of the four classes. Model comparison is done on sharp, binary classifications. The choice of threshold allows to balance between the risk of obtaining false positives and false negatives.
For model validation, the recommended threshold is based on the Youden Index which selects an optimal balance between sensitivity and specificity. This results in most crisp classification models combine the highest possible specificity with the highest possible sensitivity and appear in the upper left corner of Fig. 11 (7 out of 8 dots) . The recommended threshold for each model (Tables 5 and 8) is lower than the value used to crisply classify the experimental results (0.32). This causes more than 25% data to be classified and therefore the model approach is less critical than the experimental approach. This may lead to false classification but it ensures that all possible example in each category are selected. Because it includes some soundscapes into one category unnecessarily, it might need additional panel tests to purify the selected soundscapes.
An alternative way to select the threshold is to push the outcome to maximal specificity (i.e. minimal FPR component). This method ensures that all automatically selected soundscapes are representative exemplars of a certain category, but it faces the fact that some soundscapes that could be a representative of a certain category, will be filtered out. As more audiovisual recordings are thus thrown out of the classification, this increases the work of site recording as a bigger collection is needed to start from. Thus, both methods for selecting the threshold have advantages and drawbacks. The choice depends on whether panel tests costs more than site recording or the other way around.
Besides the comparison between the models built on subgroups, Table 9 gives the models from the data of all 50 stimuli. Based on this study, they cannot be rigorously bilaterally verified. However, model parameter selection from the best models for the two subgroups are used without adding new parameters, which should reduce the risk of overfitting on the pooled data. Coefficients are nevertheless optimized for the pooled data. The models of Table 9 are therefore our suggestions for best available models.
Limitations
Although using audio-visual reproduction through virtual reality is a huge improvement over older methods to experience sonic environments in context, it still lacks other sensory context: odor, heat and humidity, etc. And, although the 360-degree visual scenery is a very strong cue for setting the context, it does not contain all information about a place, its use, its socio-cultural meaning, etc. The selection procedure for collecting the audio-visual recordings in each city was rather stringent and recordings from cities in different continents were included. Nevertheless, there might be some sampling bias: due to practical considerations, more recordings were made in less crowded environments like parks than in crowded places like shopping streets.
Additional indicators and alternative machine learning techniques could have been used while constructing prediction models. E.g. regarding visual factors, only two items were assessed, although many other aspects were shown to have an impact on soundscape perception (such as sound source visibility, number of vehicles, etc.). The database is open and will be extended in the future, allowing to test more hypotheses.
Conclusions
This study proposes a hierarchical soundscape classification methodology that is grounded in attention causation and reflects the contribution of the soundscape to the overall perception of the environment. The methodology is made operational through a brief questionnaire. The proposed hierarchical classification scheme offers an alternative to the 2D core affect model, and is based on how well the soundscape is noticed, how it interferes with possible activities at the site, and includes the overall appreciation of the environment. It (1) accounts for the existence of backgrounded soundscapes that do not catch attention;
(2) forms a clear triangular construct between disruptive, calming and stimulating, which offers a clear separation of soundscape categories; (3) explores the multiple factors that might modify the four categories, both in terms of acoustics and vision. Finally, a set of models based on acoustical parameters is built to predict the partial membership to the proposed soundscape categories, which might be used to classify soundscapes without involving participants. It has a high proportion of correctly classified soundscapes, validated by verification on a completely independent dataset (other participants and other soundscapes). By using the proposed soundscape classification methodology, it is at least possible to identify the most pronounced examples in each category.
The methodology is developed with the classification of a repository of audiovisual recordings from around the world in mind, yet it could be applied in other application domains. It is tested on an ecologically valid, realistic and immersive soundscape reproduction system to be applied in a laboratory. This holistic method includes soundscape collection, on-site recordings and final playback.
Within the framework of the funded project, more soundscape recordings will gradually be added into the database. It is hoped that, together, this ecologically valid reproduction system and the models that automatically classify soundscapes as the recordings enter the database will allow building a growing international collection. This will offer urban planners the most interesting exemplars worldwide for each type of soundscape, inspiring and guiding future urban sound planning and design.
Site selection protocol
Sampling of urban sites for performing soundscape evaluation studies is most often performed in an ad hoc manner. Systematic site selection methods for landscape studies, conservation and planning are often based on objective factors such as land cover (Gillespie et al., 2017) , as well as perception, visual preference and emotional attachment of local residents (Longstreth, 2008; Walker & Ryan, 2008) . The latter are typically evaluated through surveys or interviews, in order to select a sample of sites covering a wide range of landscapes (Tress et al., 2006) .
A similar approach for site selection was also applied at the early stage of this study. An online questionnaire survey was conducted among 30-50 inhabitants (depending on the city), in which they were asked to pinpoint outdoor public spaces within their city that they perceive along the soundscape perception dimensions of pleasantness and eventfulness. Locations obtained from the online survey were then spatially clustered using the Google MapClusterer API, which allows extracting a shortlist of prototypical locations. This approach was designed to lead to a range of urban sites with a large variety in soundscapes, more or less uniformly covering each of the four quadrants of the 2D core affect perceptual space (Axelsson et al., 2010; Cain, Jennings, & Poxon, 2013) . In each city, participants were recruited among local students, and through calls for participation on relevant Facebook pages and with local guide associations. Details of the site selection protocol can be found in De .
Audio-visual recording
Combined and simultaneous audio and video recordings were performed at the selected locations within each city, using a portable, stationary recording setup (Fig. I) . The setup consists of the following components: binaural audio (HEAD acoustics HSU III.2 artificial head with windshield and SQobold 2-channel recording device), first-order ambisonics (Core Sound TetraMic microphone with windshield and Tascam DR-680 MkII 4channel recording device) and 360-degree video camera (GoPro Omni spherical camera system, consisting of 6 synchronized GoPro HERO 4 Black cameras). The ears of the artificial head, the video camera system and the ambisonics microphone are located at heights of about 1.50 m, 1.70 m and 1.90 m, respectively. It was chosen to stack the audio and video recording devices vertically, such that no horizontal displacement between devices is introduced, which could otherwise result into an angular mismatch for the localization of sound sources in the horizontal plane. A minimal separation distance of about 20 cm between the camera and both the binaural and ambisonics microphones is required, such that these do not show up prominently on the recorded video, and can be masked easily using video processing software. All audio was recorded with a sample rate of 48 kHz and a bit depth of 24 bits, and were stored in uncompressed .wav format; moreover, the binaural recordings were performed according to the specifications set forth in ISO/TS 12913-2:2018 (ISO, 2018 . Note that the recording setup is highly portable: when disassembled, all components can be carried by a single person. Assembling the setup takes about 10 min, and batteries and memory of all recording devices allow for about a full day of recording.
At each location, the recording system is oriented towards the most important sound source and/or the most prominent visual scene-this orientation defines the initial frontal viewing direction for the 360-degree video and ambisonics recordings, and the fixed orientation for the binaural recordings. Time synchronization is performed at the start of each recording by clapping hands directly in front of the system; this also allows checking correct 360-degree alignment of all components when post-processing. At each location, at least 10 min of continuous recordings were performed, such that 1-minute or 3-minute fragments containing no disturbances can be extracted easily. During recording, the person handling the recording equipment was either hiding (in order not to show up on the 360-degree video) or, in case hiding was not possible, blended in the environment (e.g. performing the same activities as the other people around).
Post-processing for virtual reality
Since the six cameras from GoPro Omni use a parallel program, the six individual videos are automatically synchronized. The stitching work that combines these six videos together as a single 360-degree video is achieved with Autopano Video and Autopano Giga from Kolor software team. It gives the postproduction a stable, color-balanced and sustained 360-degree view. Since the postproduction captures the full surroundings, it is impossible to know what the viewer will eventually be focusing on (within the 360-degree sphere) at any given moment. In this study, only the opening scene of each recording (the coordinates of the image) was fixed, which ensures all the participants receive the same view at the beginning. With this setting, it also sets a reference for the audio-spatial synchronization.
Since the GoPro Omni cameras stand between the tripod stand, the HEAD and the Tascam (Fig. 2) , the videos will also record these devices, shown in zenith and nadir (top and bottom) in the postproduction, respectively. These were carefully camouflaged with a patch created in Photoshop, ensuring that no recording equipment appears in the final playback. Also, a color equalization has been applied to the postproduction by using ffmpeg (saturation = 2), which highlights the color vividness in the video. All videos were exported in 4 k quality. Together with the presentation by an Oculus Virtual Reality device, it gives a visually realistic and immersive experience as if the participants were in the place standing right on the recording position.
These 360-degree video is paired with ambisonics audio recording. The reason why first-order ambisonics audio can be used is explained in Appendix II. Video and audio synchronization was conducted by ffmpeg. Google Spatial Media Metadata Injector was used to achieve the spatial audio effect following head rotations.
Appendix II
Preliminary study -Validation of the recording and playback protocol
Overview
With the virtual reality device presents the video, it is expected to pair with corresponding audio recording, that ensures a high quality and spatial effect. Note that the audio recording by GoPro Omni cameras itself was not used in this study. As the recording contains both ambisonics and binaural audio (Fig. 2) , it is essential to decide which audio recording performs better through headphone playback when combined with virtual reality. A preliminary experiment was designed for this purpose.
Binaural audio recordings, performed using an artificial head, are generally considered to provide the highest degree of realism. Using an artificial head, the sound is recorded as if a human listener is present in the original sound field, preserving all spatial information in the audio recording. The main disadvantage of binaural audio recordings is that the frontal direction, and as such the acoustic viewpoint of the listener, is fixed by the orientation of the artificial head during the recording. This drawback could in theory be solved using ambisonics audio recording (Gerzon, 1985) , a multichannel recording technique that allows for unrestricted rotation of the listening direction after recording. In principle, this technique could therefore provide an alternative to binaural recordings in the context of soundscape studies. However, the ambisonics technique has its own disadvantages, such as the more complex process of playback level calibration and equalization as compared to the binaural technique, the necessity of head tracking and real-time HRTF updates in case of playback through headphones, and the limited spatial resolution that can be achieved with lower-order ambisonics recordings-to date, there are no truly portable higher-order ambisonics recording systems available. Nevertheless, (first- K. Sun, et al. Landscape and Urban Planning 189 (2019) 139-155 order) ambisonics has become the de facto standard for spatial audio in VR games and platforms providing 360 video playback such as YouTube or Facebook.
Material & experiment setup
Five 1-minute recordings were chosen for experiment 1 (Table I) . The stimuli contain a fixed HD video, cut out from the original video in the frontal viewing direction, and padded with black in order to obtain again a 360-degree spherical video that can be viewed through a head-mounted display. This creates a "window" effect, forcing the participant to watch only in the frontal direction (Supplement 3). Furthermore, these stimuli are created in two flavors: with first-order ambisonics spatial audio track (allowing for head rotation) and with binaural audio track (which provides a fixed, i.e. head-locked, listening direction).
The experiment setup is the same as described in Section 2.2.2. During the experiment, participants were seated inside a soundproof booth. Recordings are played back using a PC (placed outside the booth), equipped with the GoPro VR Player 3.0 software, which allows to play back video with spatial audio. The 360-degree video is presented through an Oculus Rift head-mounted display, and the participant could freely move the head and look around in all directions. The audio is played back through Sennheiser HD 650 headphones, driven by a HEAD acoustics LabP2 calibrated headphone amplifier. Stimuli with binaural audio track are automatically played back at the correct level, as the headphone amplifier and headphones are calibrated and equalized for the artificial head that made the recordings. The gain of the ambisonics audio tracks have been adjusted such that their level is as close as possible to that of the corresponding binaural audio tracks.
Procedure & participants
Since 5 stimuli paired with 2 audio recordings were involved, these 10 videos were played randomly to participants (20 participants, 6 female, Age mean = 28.9 yr, standard deviation 2.8 yr, range: 25-35 yr). After each video, 6 questions were shown in the VR screen (Table II, Guastavino, Larcher, Catusseau, & Boussard, 2007) . Participants needed to answer each question on a 5-point scale by verbal talking.
Results
Table III shows the results of the comparison between ambisonics (allowing head rotation) and binaural (head-locked) audio playback. The table shows, on a scale from 1 to 5, the median scores on the questions asked (similar results are obtained with average scores). When there is a difference in median between the binaural and ambisonics playback cases, the higher value is underlined.
Earlier research (Guastavino et al., 2007) showed that ambisonics audio results in a high degree of envelopment and immersion. Intuitively, one would expect that the possibility of rotating one's head during playback would result in a higher degree of envelopment and immersion, as compared to the case when one's listening direction is locked. On the other hand, due to the limited spatial resolution offered by first-order ambisonics, one would expect the binaural reproduction to result in a higher degree of readability and realism. The results shown in Table III do not allow to draw these conclusions; using a two-sample t-test with significance level 0.05, no significant difference is found between both sound reproduction methods, for any of the perceptual dimensions considered. Moreover, the difference between soundscapes is found to be larger than between the audio reproduction methods; some differences are significant, e.g. between R0012 and R0030 regarding representation (both ambisonics and 
Table II
Questions asked to the participants in the validation experiment.
Question: Answer (5-point scale):
1. The sonic environment sounds __ enveloping. little -very 2. I feel __ immersed on the sonic environment.
little -very 3. Representation of the sonic environment:
poor -good 4. Readability of this scene:
poor -good 5. Naturalness, true to life: not truthful -truthful 6. The quality of the reproduction is __.
poor -good binaural) and realism (binaural), or between R0012 and R0055 regarding immersion (ambisonics), readability (ambisonics) and representation (both ambisonics and binaural). This pilot test therefore justifies the use of ambisonics in the first stage of the experiment; either reproduction method could have been used.
Table IV
Overview of the stimuli presented in the two repetitions of the soundscape classification experiment: (above division line) collection 1, (below division line) collection 2. 
