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ABSTRACT
Internet or WEB computing concepts, such as the
Web Operating System (WOSTM), require suitable
methods for finding the most effective hardware and
software environment for an application execution
on the network. We present an efficient search
strategy and show that the resulting communication
load penalty is well acceptable while preventing the
network from being flooded by administrative over-
head messages. Using stochastic time estimation,
we demonstrate the favorable response time behav-
ior and performance of the search algorithm.
1 INTRODUCTION
With the rapid development of new forms and con-
cepts of networked and mobile computing, it is in-
creasingly clear that operating systems must evolve
so that all machines in a given network can appear
to be controlled by the same operating system. As a
result, the world-wide interconnected networks, com-
monly called the Internet or the Web, could poten-
tially be supported and managed by a huge virtual
operating system (Reynolds 1996). The transpar-
ent use of heterogeneous networks of computers has
been partially addressed in work on metacomputing,
whose objectives are to transform a network into one
single computer system. However, the Web is more
than just a metacomputer because there is no com-
plete catalogue of all available resources and above
all, such a catalogue is infeasible, given the highly
dynamic and distributed nature of the Web.
Being able to use the global network for par-
allel/distributed execution of a program is clearly
promising. For this to be realistic, mechanisms are
required to distribute the work, collect the results
and coordinate the participating processes or agents.
In particular, before any task can be scheduled to any
suitable computer or sub-architecture, a (nonempty)
set of machines must be found, where
 the necessary software is installed in the right
version,
 enough free resources can be found to execute
the job,
 the job can be finished in the time required and
 the machine is available for remote execution of
the necessary program(s).
It is easily seen that in the huge network of the
Internet a number of communication is necessary to
complete all the above tasks while executing any ser-
vice. In (Ben Lamine et al. 1997) and (Unger et al.
1998) a number of problems was described resulting
from the special situation in the Web where no actual
catalogues of resources are available.
2 CONCEPTS OF A WEB OP-
ERATING SYSTEM (WOS)
The Web Operating System (WOSTM) (Ben Lamine
et al. 1997) is a virtual operating system that sup-
ports and manages distributed/parallel processing on
the Internet. The WOS is a versioned system, in
which different versions not capable of dealing with
a particular request for service, then pass it on to
another version, as currently done for packet rout-
ing. Generalized software configuration techniques,
based on a demand driven technique called educ-
tion (Plaice and Ben Lamine 1997) are being devel-
oped, that can be used to define versions of a WOS
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to be built in an incremental manner. Software and
hardware (description) repositories, or warehouses,
will provide the necessary components for fulfilling a
service requested. The kernel of a WOS is a general
eductive engine responding to requests from users or
other eductive engines and fulfill these requests us-
ing its warehouses.
The WOS then works in the following manner. A
request may be placed by a user to run a particular
program or to initiate some service. The programs or
services might be located at different sites of the net-
work. The eductive engine may then decide whether
it is capable of dealing with the request or whether it
will pass it over to some other eductive engine un-
til finally one engine accepts responsibility for the
request. Once all the resources (programs, services,
hardware) become available, then the program is run
and the requested service fulfilled.
There are numerous projects currently under
way dealing with similar problems as the WOS.
Computer network exploitation approaches, such as
PVM, MPI, CORBA (Mowbray and Zahavi 1995), Le-
gion (Grimshaw et al. 1994), require login privi-
leges and a global catalog of resources, as opposed
to the WOS which uses distributed warehouses.
Other approaches, including : ParaWeb (Brecht et al.
1996), Atlas (Baldeschwieler et al. 1996), and Char-
lotte (Baratloo et al. 1996), create a metacomputing
infrastructure for large networks to enable parallel
execution of applications. The approach proposed by
WebFlow (Bhatia et al. 1996) exploits the Internet
for parallel execution of programs.
The approach closest to the WOS is Super-
Web (Alexandrov et al. 1996). Here, clients sub-
mit requests to service brokers which will allocate
servers to perform the request. The model proposed
includes security aspects as well as a simple eco-
nomic model of resource management. Contrarily to
the WOS, servers and clients must register with the
broker. This implies that the broker manages a com-
plete catalog of resources. This approach may be in-
teresting for a small network, but would prove im-
practical over a large global network.
3 PRINCIPLES OF SERVICE
EXECUTION IN THE WOS
As mentioned above, no global catalogues of re-
sources are available in the Web. Thus all methods
used by the WOS must be based on the existence of
decentralized information warehouses as introduced
in (Ben Lamine et al. 1997). Furthermore, as de-
scribed in (Unger et al. 1998), we suppose that there
is a non-fixed number of such warehouses contain-
ing references to machines which potentially can ex-
ecute a service in a specified area of the Web. There-
fore, searching for any information implies contact-
ing nearby warehouses. If the necessary informa-
tion cannot be found there, other warehouses fur-
ther away must be contacted. At least one warehouse
must give a positive answer to terminate the search
and initiate the service requested (see Fig. 1, 2 and
3).
Machine is down
or out of order
Machine allocates a
large communication
bandwidth
A part of the net
does not work
Available network
without free accessAvailable connection
causing high costs
Other Clusters 
???
!
Busy Net
Figure 1: Example architecture showing some of the
new problems in a WOS
4 MODELING AND ESTIMA-
TION OF THE PRINCIPAL
SEARCH ALGORITHMS
4.1 Basics
Two main strategies can be considered for the com-
munication with the warehouses during the search
process.
1. The Broadcast Request Strategy
In this case the requesting machine broadcasts
the request to a set of a warehouses. These
a warehouses can almost work in parallel such
that answers will quickly be available on the re-
questing machine. The problem is that in this
case 2a messages will be generated; the broad-
cast implementation must be realized as multi-
ple unicasts, hence delaying data transmission.
This strategy implies high network load.
2. The Serial Request Strategy
If a serial request is used, only one message will
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Figure 2: Introducing the idea of Warehouses
be sent by the requesting machine to one ware-
house. If the necessary service is available in
the area of this warehouse, a positive message
is directly sent back to the requesting machine.
Otherwise the request will automatically be di-
rected to the next possible warehouse taken from
a list of warehouses included in the request (un-
til there is no warehouse left in the list). If there
are b warehouses in the list, b + 1 messages will
be generated and sent through the communica-
tion network. The number of messages needed
is much less than in the first case. On the other
hand, the response time of such a request chain
is much higher than in the first case and any
communication problems or long transfer times
directly influence the response time until a suit-
able machine is found.
It is clear that the integration of both strategies
can improve the relations by combining the main ad-
vantages and avoiding the described disadvantages.
We can generate a serial chains, each chain contain-
ing b warehouses. For b = 1, we use the Broadcast Re-
quest Strategy. For a = 1, we use the Serial Request
Strategy. For a first theoretical estimation, other pa-
rameters need to be introduced (see Fig. 4) :
 t
t
, the average transmission time of a message
from one machine to another one;
NETWORK / Internet
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Figure 3: Necessary Protocols in a WOS
 t
v
, the average processing time of each ware-
house, to search whether a service can be exe-
cuted in its area;
 d, the time difference between the transmission
of two broadcast messages within the first com-
mon shared subnetwork;
 p
i
, the probability that the requested service can
be executed in the area of the considered i-th
warehouse (we suppose that this is a constant
for each warehouse and denote this probability
by p);
 q, the probability that the service is found in the
first search period (a message chains of b ma-
chines).
Furthermore, to calculate the expected response
time of a system of a chains of b warehouses, Z
i
shall
denote the response time of the i-th chain. The re-
sponse time can be determined in case of a successful
search from any machine or for a negative answer
after b machines. We are now ready to consider the
behavior of our system.
4.2 Stochastic Time Estimation
From the above, it is clear that Z
i
denotes a proba-
bilistic value, which is identically distributed for all
a chains. If P (Z
i
= x) is the probability that chain
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ities in the used Model
i answers within x time units, the distribution func-
tion for Z
i
is defined by
F
Z
i
(x) = P (Z
i
 x)
For chain i, F can be calculated by
F
Z
i
(x) =
b 1
X
j=1
(p(1 p)
(j 1)
(x (jt
v
+(j+1)t
t
)))+R(x)
with (r) = f1 : r  0; 0 : r < 0g and
R(x) = (1  p)
(b 1)
(x   (bt
v
+ (b+ 1)t
t
))
This includes the case where a negative answer is
provided after b warehouses have been visited.
All the chains work independently, but will be
started by broadcast messages issued from the same
requesting machine. Because of the transmission
mechanism described above, the start of the work of
the i-th chain will be delayed by (i  1)  d. Therefore
the distribution function of the response times must
be modified as follows :
~
F
Z
i
(x; i) = F
Z
i
(x  (i  1)  d)
The response time Z for all chains is the mini-
mum value of all Z
i
. The distribution function for all
chains F
Z
(x) must be determined. Because F
Z
i
(x) =
P (Z
i
 x) = 1  P (Z
i
> x), F
Z
(x) is given by
F
Z
(x) = 1 
a
Y
i=1
P (Z
i
> x) = 1 
a
Y
i=1
(1 
~
F
Z
i
(x; i))
Finally it is known from probability theory that
the expected overall response time Z of the system
can be calculated by
E(Z) =
1
X
x=1
x(F
Z
(x)   F
Z
(x  1))
From the above, it is easy to see that the re-
quested service will be found with probability q on
at least one of n
q
= a  b machines during the first
attempt, if
n
q
 1
X
i=1
p(1  p)
(i 1)
< q 
n
q
X
i=1
p(1  p)
(i 1)
Therefore n
q
can be determined by
n
q
=
ln(1  q)
ln(1  p)
4.3 Results and Consequences
Figures 5, 6 and 7 show the results graphically. Fig-
ure 5 contains a linear correction, for the case where
too many chains are used and the requesting ma-
chine is blocked for a longer time.
In light of the theoretical results for the expected
response time (see Fig. 5 and 7) we should consider
the following :
 A number of about 6-10 chains working in par-
allel results in good response times for all n
q
’s
while avoiding a too large load of the networks.
 Z mostly depends on the probability p that a
service is available in the warehouses; if n
q
is
big enough, it does not influence the expectation
very much. Hence, warehouses with the highest
success probability p
i
should be placed at the be-
ginning of chains.
 The necessary n
q
drastically grows, as q exceeds
the 80 percent border. This is the reason why q
shall be selected around 80 percent in order to
find a suitable n
q
.
 Warehouses being searched should have a simi-
lar distance from the requesting machine and/or
from each machine in a chain to the next one for
achieving similar upper response time limits for
all chains.
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Figure 5: Response time Z as a function of n
q
and a
 The communication time between any two ma-
chines and the response time of each chain must
be restricted to tolerate machine faults or a dras-
tic increase of the communication time in a net-
work structure. Therefore, two timeouts must be
introduced: the first for limiting the waiting time
for a result from a chain, the second to prevent
search messages from running endlessly trough
the system. Such search messages must be ren-
dered invalid and of course be removed from the
system.
 All these characteristics mentioned above recur-
sively apply, if a a warehouse itself starts any
further search actions or if a search must be re-
peated.
5 CONCLUSIONS AND FU-
TURE WORK
A major goal of the WOS system concept is to provide
to a user the most effective hardware and software
q
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Figure 6: n
q
as a function of q and p
environment. In particular, this means providing
the fastest possible application execution, respecting
any possible constraints such as price/performance
demands, security issues or response time require-
ments. To achieve these aims, it is crucial that (1) the
most suitable resources are found (if available at all)
within the desired time, and (2) the communication
network is prevented from being flooded by (valid or
invalid) search messages. The proposed search strat-
egy based on the combination of broadcast and serial
requests has been shown to meet these requirements.
Future work includes exhaustive practical test-
ing of the theoretical results presented in this paper.
First results obtained using a set of machines spread
over the Internet indicate that the search strategy
behaves according to the predictions.
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