Max-stable processes have recently been used in modeling spatial extremes. Due to 7 unavailable full likelihood, inferences have to rely on composite likelihood constructed 8 from bivariate or trivariate marginal densities. Since max-stable processes specify the 9 dependence of block maxima, the data used for inference are block maxima from all 10 sites. The point process approach or the peaks over threshold approach for univariate 11 extreme value analysis, which uses more data and is preferred by practitioners, does 12 not adapt easily to the spatial setting. To use more data in spatial extremes modeling,
Introduction
Without resorting to a spatial version of the POT approach, can we make better use of the
where Φ is the standard normal cumulative distribution function, a 2 = ∆x Σ −1 ∆x, and tribution at site s, respectively. The covariate vector is incorporated into the parameters where g µ , g σ , and g ξ are known link functions for µ, σ, and ξ, respectively, and β =
25
(β µ , β σ , β ξ ) is the vector containing all marginal parameters. The spatial dependence is 26 characterized by a max-stable process (MSP) with dependence parameter θ:
process approach for univariate extreme value analysis, utilizing all full block data but ig- The contribution to the independent loglikelihood from site s, n t=1 1t,s , is simply log-
27
likelihood of the point process approach in a univariate extreme value analysis (Smith,
1989). Since we assume indepdence from block to block, the contribution from block t 29 is 1t = S s=1 1t,s . The maximizer of (3),β n , is the estimator of β.
30
Step 2 The second step uses only block maxima and estimates dependence parameters 
where the contribution from block t is log f i,j (M i,t , M j,t ); θ, β .
Our estimator for θ,θ n , is the maximizer of (4).
8
The asymptotic properties of the two-step estimatorη n = (β n ,θ n ) can be derived 9 with general theory of estimating functions (Godambe, 1991) . Let ψ 1t (β) = ∂ 1t /∂β. Let 10 ψ 2t (β, θ) = ∂ 2t /∂θ. The estimatorη n is the solution to the estimating equations
where 12 ψ t (η) = ψ 1t (β) ψ 2t (β, θ) .
Under mild regularity conditions, as n → ∞, the solutionη n to (5) is consistent to the true 
16
With independent replicates at the block level, Σ can be easily estimated with the sample 17 versions of A and B. We estimate A with
18
A n = 1 n observations need to be generated with care such that the annual maxima follow the max-23 stable process models specified by the marginal GEV models and the Smith dependence 24 structure. For each day, we generated a realization from the simple Smith model with 25 specified dependence level and divided the realization by 365. Assuming independence from 26 day to day (in a real data analysis declustering would be done to account for temporal 27 dependence), the componentwise maximum vector at all sites over 365 days follow the simple
28
Smith model by the max-stability property. The daily series at each site were transformed 29 to have the specified GEV marginal distributions for the annual maxima.
30
For a given dataset, the R package SpatialExtremes (Ribatet, 2011) was used to obtain 31 the pairwise likelihood estimator based on annual maxima data. These estimates were used 32 as the starting values in the two-step approach, where the general purpose optimizer optim 33 in R was used to maximize the composite likelihoods in the two steps. The threshold in the 34 first step of two-step approach was chosen to be the 95th sample percentile at each site. The empirical mean squared error (MSE) of the estimators from the two-step approach 1 and pairwise likelihood approach based on the 1000 replicates are summarized in Table 1 . Table 1 : Empirical MSE for model 1 based on two approaches (M 1 : the existing pairwise likelihood approach using block maxima data; M 2 : the two-step approach using data fusion).
n = 20 n = 50 n = 100 Table 2 : Relative efficiency in MSE for the pairwise likelihood approach using block maxima data relative to the two-step approach using data fusion under marginal model 1. n Σ S σ 11 σ 12 σ 22 β µ,0 β are estimated more precisely with the daily data in the first step.
2
To examine the bias and the performance of the sandwich variance estimator of the two-3 step approach, we summarize in Table 3 the average of biases, the empirical standard error, 4 and the average of the standard error from the sandwich variance estimator based on 1000 5 replicates. To save space, only results for n ∈ {20, 50} are reported; the case of n = 100 is 6 omitted because the results are already good at n = 50. The biases are very small compared empirical coverage rates of 95% confidence intervals are slightly smaller than the nominal 10 rate for some parameters. Nevertheless, with sample size n = 50, the agreement between 11 the empirical standard errors and the average standard errors improves, and the empirical 12 coverage rates of 95% confidence intervals are reasonably close to 95%. 13 We also considered a second marginal model of the form This model had scale parameter depends on the covariates, and generated data with much 16 higher variation than the first model. The relative efficiencies in MSE are summarized in Table 4 , ranging from 22% to 100%. The results indicate that the two-step approach is 18 superior to the pairwise likelihood approach for all parameters in this model too, especially Table 4 : Relative efficiency of MSE of the pairwise likelihood approach using block maxima data relative to the two-step approach using data fusion under marginal model 2.
n Σ S σ 11 σ 12 σ 22 β µ,0 β µ,1 β µ,2 β σ,0 β σ,1 β 
This is the same model as that in Shang et al. (2011) except that the Southern Oscillation 2 Index term is removed, which otherwise would introduce temporal nonstationarity at all 3 sites. The spatial dependence structure is modeled by a Smith model with dispersion matrix 4 Σ.
5
To estimate the parameters with the two-step approach, we chose the 95th sample per-6 centile as the threshold u(s) for each site s. As in standard univariate extreme value analyses, 7 there was temporal dependence in daily precipitation and we needed to remove clustering 8 from the observed data before applying the two-step approach. A simple way of declustering 9 is to define consecutive exceedances of a threshold to belong to the same cluster; the cluster 10 is terminated once an observation falls below u(s) (e.g., Coles, 2001 ). Table 5 summarizes the parameter estimates and their standard errors from the two- third of the estimated σ 22 , indicating anisotropy in the strengths of the spatial dependence.
11

5
The σ 12 is significantly negative, suggesting a rotation in the ellipsoidal dependence along 6 the coast line.
7
The two-step approach yielded marginal parameter estimates that are of similar size 8 to those from the pairwise likelihood approach except for the shape parameter; the shape 9 parameter estimates are 0.173 and 0.092 from the pairwise likelihood approach and the 10 two-step approach, respectively. The dependence parameter estimates from the two-step shows the scatter plot of the 5000 draws of 50-year maxima for each pair based on both In contrast to the existing composite likelihood approach which utilizes only block maxima, 6 our two-step approach fuses block maxima data with daily records and makes more efficient for joint risk measures than the pairwise likelihood approach.
Further research is merited in several aspects to extend the method. In the first step, we 8 did not address threshold selection, an important and still active problem even for univariate weight the pieces in the composite likelihood and its practical utility need to be investigated.
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A Alternative Formula for A n 24
We first look into the contribution of each site and each pair at each year to the terms in
25
A n . Let ψ 1t,s (β) = ∂ 1t,s /∂β. Let 2t,(i,j) (θ, β) = log f i,j (M i,t , M j,t ); θ, β and ψ 2t,(i,j) (β, θ) =
26
∂ 2t,(i,j) /∂θ. Then, A n can be rewritten as
27
A n = 1 n n t=1 S i=1 ∂ψ 1t,s (β n )/∂β S i,j=1;i<j ∂ψ 2t,(i,j) (β n ,θ n )/∂β S i,j=1;i<j ∂ψ 2t,(i,j) (β n ,θ n )/∂θ .
Instead of calculating the second-order derivatives in A n , we use the first-order derivatives 28 based on the second Bartlett identity, assuming that the univariate and bivariate marginal 29 models are correctly specified. Let φ 2t,(i,j) (β, θ) = ∂ 2t,(i,j) /∂β. We can estimate A by 30Â n = − 1 n n t=1 S i=1 ψ 1t,s (β n )ψ 1t,s (β n ) S i,j=1;i<j ψ 2t,(i,j) (β n ,θ n )φ 2t,(i,j) (β n ,θ n ) S i,j=1;i<j ψ 2t,(i,j) (β n ,θ n )ψ 2t,(i,j) (β n ,θ n ) 
