Abstract. We study quasinormal modes for massive scalar fields in Schwarzschildanti-de Sitter black holes. When the mass-squared is above the BreitenlohnerFreedman bound we show that for large angular momenta, , there exist quasinormal modes with imaginary parts of size exp(− /C). We provide an asymptotic expansion for the real parts of the modes closest to the real axis and identify the vanishing of certain coefficients depending on the dimension.
Introduction
Quasinormal modes for Schwarzschild-AdS black holes are a subject of active study in current physics literature -see [5] , [21] and references given there. These modes are mathematically defined as poles of the Green function for the stationary problem and are a special case of scattering resonances -see for example [33] .
Following established tradition we separate variables after which the inverse of the angular momentum, , becomes a semiclassical parameter h. In this note we construct approximate solutions (quasimodes) to the stationary equation with errors of size exp(−C/h). We then apply a modified version of the results of Tang-Zworski [29] and Stefanov [28] to show the existence of quasinormal modes. (The confusing nomenclature seems unavoidable when following trends in the literature: quasimodes refer to approximate solutions and quasinormal modes to the poles of the Green function, namely scattering resonances.) This passage from quasimodes to resonances does not depend on the reduction to one dimension, nor on the analyticity of the potential. Additionally, most of the auxiliary techniques used are suited for higher dimensional analysis. It is likely that a more refined description of quasinormal modes (especially of the imaginary parts) is possible using exact WKB methods [10] , [24] , and encouraging progress has been made in the physics literature [9] , [7] , [13] .
Quasinormal modes are defined using the meromorphic continuation of the Green function. The existence of a meromorphic continuation follows from the general "black box" formalism in scattering theory [27] , [26] using the the method of complex scaling. In a forthcoming paper [11] we adapt this formalism to the case of exponentially decaying perturbations of the Laplacian outside a compact set, with no analyticity assumptions. We should stress, however, that in the exact Schwarzschild-AdS setting the complex scaling approach of [27] is also available. In the analytic black box framework it is also known that the poles of the meromorphic continuation of the resolvent agree with the poles of the scattering matrix [23] .
The Schwarzschild-anti-de Sitter metric in d + 1 dimensions is a spherically symmetric solution of the vacuum Einstein equation with negative cosomological constant. Introduce the function f (r) = r 2 + 1 − µ r d−2 . The parameter µ is a positive constant proportional to the mass of the black hole. Let r + denote the unique positive root of f ; this radius define the event horizon. The region outside the horizon is the product (0, ∞) t × (r + , ∞) r × S d−1 and in these coordinates the metric takes the form
where dΩ 2 d−1 is the standard metric on the sphere S d−1 . We will also make extensive use of the Regge-Wheeler coordinate dz = −dr/f (r), defined on (0, ∞) z -see Section 2.2. Note that in this coordinate the (t, r) part of the metric becomes conformally flat.
Here we are measuring quantities in units of the curvature radius l, related to the cosmological constant by
. Settingr = lr,t = lt and then making the conformal changeĝ = l 2 g, we havê g = −f (r)dt 2 +f (r) −1 dr 2 +r 2 dΩ Consider a scalar field Ψ with mass-squared m 2 propagating in a SchwarzschildAdS background. We allow m 2 to be negative but assume that it lies above the Breitenlohner-Freedman bound, namely
The mass threshhold m 2 BF is related to the stability of the scalar field under small fluctuations [6] and ensures the existence of a positive energy for the Klein-Gordon equation [16] . In that case if we define
then ν > 0. Some of our results also apply when ν = 0 but we exclude this case for simplicity.
Assuming a harmonic time dependence, the Klein-Gordon equation written in the Regge-Wheeler coordinate reduces to a scattering problem on (0, ∞) z by an exponentially decaying potential (Sections 2.2 and 2.3). By a (exponentially accurate) quasimode for this problem we mean a sequence of pairs
where u (z) solves the scattering problem (Equation (2.6)) at energy (ω ) 2 up to an error of size O(e − /C ) (Section 3.4).
Main Theorem. Fix A satisfying
, and let
There is an 0 such that for each angular momentum ≥ 0 there exist m( )-many quasimodes
Moreover, for each fixed angular momentum ≥ 0 , there is a one-to-one correspondence between the ω n, and quasinormal modes ω n, in the corresponding space of spherical harmonics, satisfying
The constants 0 , C 1 , C 2 all depend on A.
In addition, if n ≥ 0 is fixed then we have an asymptotic expansion for the real part of the quasinormal mode in powers of −1/2 ,
When d = 3 we have c n,1 = 0; when d = 4 we have c n,1 = 0 and c n,2 = 0; when d ≥ 5 we have c n,1 = 0 and c n,2 = 0.
The basic idea behind the construction of quasinormal modes is the existence of a potential well near spatial infinity separated from the black hole horizon by a barrier -see Figures 1 and 2 . We consider a related problem supporting bound states by imposing an additional Dirichlet boundary condition in the barrier; by systematically employing the exponential decay of these states in the barrier, we construct quasimodes for the original problem. Finally, the asymptotic expansion (Section 3.3) is established by identifying the Schrödinger operator as a harmonic oscillator plus a perturbation and constructing a harmonic approximation. Although the perturbation is not globally small, we again make use of the exponential decay of various eigenfunctions; the coefficients in the expansion are ordinary Rayleigh-Schrödinger coefficients.
The statement about the vanishing of certain coefficients verifies (in small dimensions) a recent conjecture of Dias et al. [7] .
Existence of quasimodes has been proved independently by Holzegel and Smulevici [19] , more generally for Kerr-AdS black holes. By Duhamel's formula, HolzegelSmulevici use these quasimodes to show a logarithmic lower bound for the decay rate in time of solutions to the Klein-Gordon equation. This also follows from our construction in the case of Schwarzschild-AdS black holes, and in a forthcoming paper [12] we will show how the methods of Nakamura-Stefanov-Zworski [22] give expansions of solutions to the Klein-Gordon equation in terms of resonances. We also remark that logarithmic upper bounds have already been established by Holzegel-Smulevici [17] , and hence this represents an optimal result.
Since our quasimode construction amounts to solving an ODE of Sturm-Liouville type, we can apply a robust numerical solver [3] to compute the associated quasimodes to high precision, even for large values of ∼ 10 4 . We find excellent agreement between these numerically computed values and the ones computed via the asymptotic expansion, with the error behaving as predicted by Proposition 3.19. 
In order to solve (2.1) we expand Ψ in spherical harmonics. Let Y ,j be a spherical harmonic with eigenvalue − ( + d − 2) and consider the ansatz Ψ(t, r, σ; , j, ω) = r −d+1 2 e −iωt Y ,j (σ) ψ(r; , ω).
Applying ( g − m 2 ) to Ψ, we see that ψ must satisfy the equation
for r ∈ (r 0 , ∞). Dividing both sides by f brings the equation into familiar SturmLiouville form.
2.2.
Reduction to the Schrödinger equation. Define the Regge-Wheeler coordinate by the formula
This choice ensures that
which reduces (2.3) to a Schrödinger equation. First we record some basic observations: r → z(r) maps (r + , ∞) analytically onto (0, ∞) with z(r + ) = ∞ and and z(∞) = 0. In particular we have:
as z → 0 and r(z) = r + + O(e −γz ) as z → ∞ for some γ > 0. Both of these asymptotics are differentiable.
near r = ∞, we have z(r) = 1 r − 1 3r 3 + O 1 r 4 also near r = ∞ and hence r(z)
On the other hand, since r + is a simple root of f , expand f at r + and integrate to obtain
where G(r) is analytic near r = r + . By an application of the implicit function theorem, it follows that r(z) = F (e −f (r + )z ) with F analytic near zero and F (0) = r + . The result follows with γ = f (r + ) > 0. Remark 1. Spatial infinity corresponds to r = ∞ while the event horizon corresponds to z = ∞. Since from now on we will mostly use the Regge-Wheeler coordinate, we stress that "infinity" will refer to z = ∞ unless stated otherwise.
Using (2.5), we see the function z → ψ(r(z)) must satisfy the one-dimensional Schrödinger equation
for z ∈ (0, ∞), with the effective potential
and spectral parameter ω 2 .
2.3. Analysis of the effective potential. To study the large angular momentum limit, introduce a semiclassical parameter
so that h → 0 as → ∞. Multiplying Equation (2.6) by h 2 results in a semiclassical Schrödinger equation. Define a new potential and spectral parameter by
Then z → ψ(r(z)) satisfies Equation (2.6) if and only if it satisfies
We will continue to refer to V (z; h) as the effective potential.
Proof. Using Lemma 2.1 we see that f (r(z)) = f (r + + O(e −γz )) = O(e −γz ) for large z. Since the asymptotics of r(z) can be differentiated, it also follows that
) for large z. But V is the product of f and
which is uniformly bounded in z and h along with all of its derivatives. It remains to apply the Leibniz rule.
Different decompositions of the effective potential are useful; with respect to the r-coordinate, the most natural is
where
Here V −1 is the analogue of the usual centrifugal term which appears in spherically symmetric problems after separation of variables, in the sense that it behaves as h 2 (ν 2 − 1/4)z −2 as z → 0. In the same parlance, V 0 plays the role the physical potential, while V 1 is uniformly bounded and hence h 2 V 1 is globally a lower order term in h. On the other hand, from the scattering point of view it is natural to consider −h
as the unperturbed, or free, operator. We therefore define the perturbation W (z; h) by the formula
In light of Lemmas 2.1 and 2.2, we see that W is smooth, uniformly bounded in h, and decays as z → ∞ like an inverse square when ν = 1/2 or exponentially when ν = 1/2. Although W is not in general exponentially decaying, it will be useful in some auxiliary results.
For use in the perturbation expansion of low-lying quasimodes, we also record the following: Lemma 2.3. The effective potential can be written as
Proof. Using Lemma 2.1 we see that near z = 0,
The behavior of the effective potential near the origin depends on the value of ν. For example V is repulsive if ν > 1/2 and weakly attractive when 0 < ν ≤ 1/2. The case ν = 1/2 is the conformally coupled case. Despite the different pointwise behavior of the centrifugal term V −1 , by a Hardy inequality we are able to treat all values of ν > 0 on equal footing. Therefore, we will mostly be concerned with the structure of the physical potential V 0 . We have V 0 (z) > 0 and clearly
Lemma 2.4. The physical potential V 0 has a unique nondegerate local maximum satisfying
and no other local extrema for z ∈ (0, ∞).
Proof. To find the extrema of V 0 (z), it suffices to find the roots of The existence of this local maximum is related to the trapping of null-geodesics on the background [17] . Next, we examine turning points. By the previous lemma, for any real 1 < E < V 0 (z max ) the equation V 0 (z) − E = 0 has two solutions, see Figure 2 . We will denote these two turning points as z A (E) and z B (E) where
Clearly when E is independent of h, so are z A (E) and z B (E) -they are given by z(r A (E)) and z(r B (E)) where r A (E) > r B (E) are the real solutions to
We are also interested in those energies E satisfying E = 1 + T h for fixed T > 0 and h small enough, since at these energy levels the harmonic approximation (Proposition 3.15) is valid.
Lemma 2.5. Suppose E = 1 + T h where T > 0 is independent of h. There exists h 0 > 0 and positive constants z A (T ), z B such that if h ∈ (0, h 0 ) then the following is true:
is a simple root of g(r, 0), so we may apply the implicit function theorem. The root of g(r, 0) at r = 0 is a multiple root, so instead rescale byh = h 1/2 ,r =hr and setg(r,h) =r
Theñ g(r, 0) has a simple root atr = T −1/2 . The proof is finished by an application of the implicit function theorem and the asymptotics of z(r) for large r. Figure 2 . A schematic plot of V 0 and V for ν > 1/2 illustrating the maximum and the left-most turning points.
3. Quasimodes 3.1. Self-adjoint realizations. Our first goal is to give a Hilbert space formulation of the resonance problem. In other words, we are interested in choosing a suitable self-adjoint realization P (h) of −h
Then, in order to construct quasimodes for P (h) we also realize −h
with discrete spectrum. Each eigenfunction of P (h) will give rise to a quasimode for P (h). We therefore begin by discussing self-adjoint realizations of −h 2 d 2 dz 2 + V on an arbitrary interval J = (0, c), where 0 < c ≤ ∞. Of course the whole subtlety here lies in that V has a singularity at the origin -for all the material in this section, we refer to the books [32] , [31] where exhaustive treatments of singular Sturm-Liouville operators can be found. Since W is analytic at the origin, the classical Frobenius theory for ordinary differential equations applies. The regular singular point at the origin has indicial roots ν + = 1/2 + ν and ν − = 1/2 − ν and hence for ν > 0 the equation −h 2 u + V u = 0 has linearly independent solutions of the form
The normalizations are chosen so that their Wronskian is one. When ν ≥ 1, only u + is square-integrable near the origin, while both u + and u − are square-integrable if 0 < ν < 1. This dichotomy corresponds to the fact that a boundary condition at z = 0 must be imposed when 0 < ν < 1, but not when ν ≥ 1. Different boundary conditions have been considered in the physics literature -for a classical discussion see [1] . In this note we only handle the case of a Dirichlet-like condition, but see [30] , [2] for two recent works considering a wider range of boundary conditions.
More precisely, define the minimal operator P min (h) with domain D min as the closure of the expression −h
The corresponding maximal operator P max is given by the same expression on the domain
by the boundedness of W , this set is independent of h. It is well known that P min (h) * = P max (h) and P max (h) * = P min (h) . The following observations on the structure of the maximal domain are classical:
and an absolutely continuous functionũ with the property that
, by variation of parameters we have
When ν ≥ 1, set a = 1, and when 0 < ν < 1 set a = 0. It then follows by CauchySchwarz thatũ
The properties ofũ immediately follow.
The linear functionals b + , b − are referred to as boundary conditions. Since u ∈ L 2 (J), we see that b − (u) = 0 if ν ≥ 1. On the other hand, when 0 < ν < 1, the most general (separated) boundary condition at the origin is of the form
In this paper we take the Dirichlet-like boundary condition b − (u) = 0. This is easily seen to be equivalent to lim
Remark 2. When ν = 1/2 the singularity vanishes and we have an ordinary Dirichlet condition; in fact, for all ν > 0 this boundary condition corresponds to the Friedrichs extension of P min (h) [32] (we will comment on the semiboundedness shortly).
Summarizing the above discussion, we have established the following.
Proof. This follows immediately from the previous lemma combined with b − (u) = 0.
Next we discuss the semiboundedness of −h
The natural approach here is to use a weighted Hardy inequality; the use of such inequalities in the study of massive wave equations on Kerr-AdS backgrounds was pioneered in [16] , [17] . We can use a version of the classical "factorization method" [20] to prove such results: given a second order self-adjoint operator A, find a (non self-adjoint) first order operator B and a number β with the property that A ≥ B * B + β. See also [18] for a similar approach in the current context.
Proof. Here we are writing D z = −i∂ z . Integrate by parts and recall that ∂ r = −f −1 ∂ z . The integration by parts is justified by using Corollary 3.2 near z = 0 and the vanishing of u at z = c.
The following first appeared in [17] ; we offer an alternative proof.
But it is easy to see that this quantity does not exceed − h 2 f for z ∈ (0, ∞) or equivalently r ∈ (r + , ∞). Indeed, that is equivalent to
But both sides assume the same value of −r 2 + when r = r + , while at the same time the left hand side is decreasing and the right hand side is increasing as r increases. The result follows by an application of Lemma 3.3.
Note that this result does not rely on the smallness of h. Furthermore, for each ≥ 0 we clearly have V 0 + h 2 V 1 > 0. We thus define P (h) as the operator −h
Proposition 3.5. The spectrum of P (h) is purely absolutely continuous and equal to [0, ∞).
Proof. We have σ ess (P (h)) = [0, ∞) since P (h) is a relatively compact perturbation of L ν (h), see the proof of Proposition 4.3. But we also know that σ(P (h)) ⊆ [0, ∞) from P (h) ≥ 0. For a nice proof of the absolute continuity of the nonnegative spectrum using one-dimensional techniques, see [31, Theorem 15.3 ].
Next we turn to the construction of the reference operator. Set
Define P (h) to be the self-adjoint operator −h
It is well known that L ν (h) has purely discrete spectrum with eigenvectors given by spherical Bessel functions, see Proposition 4.2. The following spectral properties of P (h) do not follow from any general theory, again owing to the singular endpoint at z = 0 -see [32, p. 208 ] for a summary of the possible spectral behavior. Proposition 3.6. The spectrum of P (h) is purely discrete. The eigenvalues are all simple and can be arranged as
Proof. Since W is bounded and L ν (h) has compact resolvent, it follows that P (h) is again a relatively compact perturbation of L ν (h), and hence P (h) has no essential spectrum. Finally, since z max is a regular endpoint, the eigenvalues of P (h) are all simple by the usual argument.
The corresponding eigenvectors will be denoted u n (h). Using Lemma 3.3 we can show that the spectrum of P (h) is separated from the minimum of the potential. 
on Ω, for some D > 0. We would then have
and the result would follow since V 1 is bounded. So let δ = 1 − 
for r ≥ r max , and set D = 2δ.
Remark 3. The simple choice of Y above is sufficient to show that the first eigenvalue is separated from the minimum of the potential, but the value of C given in the proof is not optimal. Later we will give a full asymptotic expansion for the first eigenvalue which shows that C = 2 is the correct value; it is likely that a more refined choice of Y could recover this value.
Later we will need
Proof. It suffices to show that V (z; h) > h 2 (ν 2 − 1/4)z −2 on Ω. First suppose 0 < ν < 1/2. Let z 0 (h) denote the solution to V (z; h) = 0. By the method of Lemma 2.5, it is easy to see that z 0 (h) = O(h) and hence on (0,
In the case when ν ≥ 1/2, let z 1 (h) denote the point where the minimum of V (z; h) on Ω is attained. Then again we have
Now we define a model operator P (h) which locally near the origin resembles the reference operator. Let P (h) denote the operator
The maximal domain for P (h) is defined here as
Remark 4. The domain D is independent of h. This is because one can show that
Remark 5. When ν is a nonnegative integer, P (h) is just the radial part of the isotropic harmonic oscillator in two dimensions, corresponding to the spherical harmonic indexed by ν.
By a harmonic approximation we will identify the bottom of the spectrum σ(P (h)) by comparing it to σ( P (h)). An integration by parts for u ∈ D shows that
so that P (h) ≥ 1 + 2h. In fact the spectrum is explicitly known.
Proposition 3.9. The spectrum of P (h) is purely discrete. The eigenvalues are all simple and can be arranged as
Moreover the eigenvalues are given bỹ
E n (h) = 1 + 2 (2n + 1 + ν) h, and the normalized eigenvectors are given by
Also see [14] for a detailed discussion of this operator in the context of "spiked hamonic oscillators". Here 1 F 1 (a, b, y) is the confluent hypergeometric function; since n is an integer, 1 F 1 (−n, 1 + ν, y) is just polynomial of degree n, proportional to the Laguerre polynomial L (ν) n (y).
Agmon estimates.
The strategy for producing exponentially accurate quasimodes for P (h) is to truncate an eigenfunction u (h) of P (h) through multiplication by a cutoff function χ and then extend χu (h) by zero as an element of D. If u (h) and its derivative are exponentially small in L 2 on the support of χ then χu (h) will be an exponentially accurate quasimode for P (h). For certain energy levels below the maximum of V 0 there is a classically forbidden region where we can use Agmon-type estimates to obtain exponential decay for u (h). It then remains to choose χ with derivative supported in this region.
Suppose φ ∈ C ∞ (Ω) and f ∈ D . Then e −φ/h f ∈ D and for any E, integration by parts gives Re e φ/h −h
Proof. We have
Taking real parts and integrating by parts the second term on the right hand side gives
For E real set
Then Ω + (E) corresponds to the classically forbidden region inside of Ω in the sense that V 0 > E on Ω + (E).
The following two results show that if E(h) < 1 + T h for some T > 0 then any solution to P (h)u = E(h)u has the property that exp(z 2 /ch)u is controlled by u in L 2 (Ω) for some c > 0. The key here is that z A (1 + T h) = O(h 1/2 ), and hence exp(z 2 /c)u is trivially controlled by u on (0, z A (1 + T h)], despite the fact that we are in the classically allowed region.
Lemma 3.11. Let T > 0, δ > 0. Then there exists k > 0, h 0 > 0 depending on T, δ such that
4(T + 2δ)
.
for h small and small but fixed. We also see that k < 1/8. Thus we have, for example, 
for all h ∈ (0, h 0 ), u ∈ D and E(h) satisfying E(h) < 1 + T h.
Proof. Fix an arbitrary δ > 0. By Lemma 3.11, we can choose c > 0 so that if φ(z) = z 2 /c, then
on Ω + (1 + (T + 2δ)h). Now fix a small ε > 0 and for ease of notation write
Let η be a smooth cutoff function with uniformly bounded derivative so that η ≡ 0 on [0, Z 1 ] and η ≡ 1 on [Z 2 , h −1/2 z max ]. Set χ(z; h) = η(h −1/2 z; h). Then supp χ is contained in Ω + (1 + (T + 2δ)h). Now apply Equation (3.1) with f = e φ/h χu and (3.2). By the inequality (3.3) and Lemma 3.4, along with Cauchy-Schwarz on the term involving (P (h) − E(h))u, we obtain
This inequality is of the form δhp ≤ r + p 1/2 q 1/2 which implies δ 2 h 2 p ≤ 2δhr + q. Thus
and since supp χ = h 1/2 [Z 1 , Z 2 ], we see that
The final result now follows since
For the next proposition, fix an S > 0. We will use the notation Σ i , i = 1, 2 to denote an interval of the form Σ i = (A i , z max ], where z A (1 + S) < A 2 < A 1 . We then have Σ 1 Σ 2 Ω + (1 + S) with respect to the topology on Ω.
Proposition 3.13. Let S > 0 satisfy 1 + S < V 0 (z max ). There exist constants h 0 > 0, C > 0, and > 0 depending on S, such that
for all h ∈ (0, h 0 ), u ∈ D , and each E(h) satisfying E(h) < 1 + S.
Proof. For δ > 0 small enough, we may assume that Σ 2 Ω + (1 + (S + 2δ)). Choose a smooth cutoff χ 1 so that χ 1 ≡ 1 on Σ 1 and supp χ 1 ⊆ Σ 2 . Then choose χ 2 with χ 2 ≡ 1 on supp χ 1 and supp χ 2 ⊆ Σ 2 . Then we can find such that if φ(z) = χ 1 then
on Σ 2 . Now proceed as in the previous proposition, again using Equations (3.1), (3.2), Lemma 3.4, and Cauchy-Schwarz, to obtain
Arguing as in the previous proposition and using that χ 1 ≡ 0 on supp χ 2 , we get that
Multiplying through by e − /h gives the desired result.
We can combine this result with a standard rescaled elliptic estimate [34, Chapter 7] , using the Dirichlet boundary condition at z = z max .
Corollary 3.14. With the same hypotheses as above,
The norm on H
3.3. Asymptotic expansion for low lying quasimodes. Before constructing quasimodes for P (h), we apply the results of the previous section to obtain asymptotic expansions for the lowest eigenvalues of P (h).
Proposition 3.15. Let T > 0. There exists h 0 > 0 depending on T so that for all h ∈ (0, h 0 ) there is a one-to-one correspondence between the numbers E n (h) = 1 + 2(2n + 1 + ν)h and the eigenvalues E n (h) of P (h) which are both less than 1 + T h. Moreover, there are constants C n > 0 so that
Proof. Fix some 1 < S < V 0 (z max ) and note that 1 + T h < 1 + S for h small enough. Fix A > z A (1 + S) and let χ be a smooth compactly supported function with χ ≡ 1 on (0, A] and supp χ = Ω.
First, let E(h) < 1 + T h be an eigenvalue of P (h) with normalized eigenvector u(h). Then χ u(h) ∈ D . We compute
By their explicit forms both u(h) and its derivative are exponentially decaying with
The constants in the O-terms are uniform inẼ(h) < 1 + T h. Thus
, where the O-term is uniform forẼ(h) < 1 + T h, it follows that χ u(h) can be normalized without affecting the O(h 3/2 ) bound. The spectral theorem then guarantees the existence of an eigenvalue E (h) for
For the other direction, suppose u (h) is a normalized eigenvector with eigenvalue E (h). Then χu (h) ∈ D if we extend it by zero outside of Ω. As above, compute
This time we apply Proposition 3.12 and use the fact that
and use Corollary 3.14 to see that
where the constants in the O-terms are uniform in E (h) < 1 + T h. By another application of Proposition 3.13, we write
where the O-term is again uniform for E (h) < 1 + T h. It follows that χ u (h) can be normalized as above and the spectral theorem then guarantees the existence of an eigenvalueẼ(h) for
Next, we improve on the previous result by producing a full asymptotic expansion for the E (h) lying close to E = 1. We refer to [15, Chapter 12] for the usual case of a nondegenerate potential well in
in other words h scales out exactly. Keeping this in mind, we conjugate P (h) by U (h) and collect like powers of h 1/2 in the Laurent series of V (h 1/2 x; h) to formally write
where Q k for k ≥ 1 is a polynomial of degree at most k + 2 (whose coefficients are independent of h). Before proceeding with the construction, we remark that the same methods as in Propositions 3.12 and 3.13 give the following, which we state as lemmas.
Lemma 3.17. Let T > 0. There exist constants C > 0, and c > 0 depending on T such that
for all u ∈ D and E satisfying E < T .
The proof of this fact goes through as before with h = 1; the only difference is that since we now have an unbounded interval, we need to work with the bounded weight φ α = φ 1+αφ
and then justify the limit as α → 0.
Lemma 3.18. Let S > 0. There exist constants h 0 > 0, C > 0, > 0 depending on S, such that for any fixed interval Σ 1 {z :
for h ∈ (0, h 0 ), u ∈ D, and all E(h) < 1 + S, whenever Σ 1 Σ 2 (0, ∞).
Here the proof goes through unchanged. Note that in the proof of both of these results, we should use the ordinary Hardy inequality in place of Lemma 3.4.
Proposition 3.19. Fix n ≥ 0. There exists h 0 > 0 depending on n such that E n (h) has an asymptotic expansion
for h ∈ (0, h 0 ).
Proof. Start with an eigenvector v n,0 = u n (1) of Q 0 with eigenvalue E n,0 = 2(2n+1+ν). We are interested in formally solving
where we need to find the E n,k and v n,k for k ≥ 1. Expanding the product above and collecting like powers of h 1/2 , we find the sequence of equations,
By Fredholm theory, we can solve this equation for v n,k as soon as the right hand side is orthogonal in L 2 (0, ∞) to the kernel of Q 0 − E n,0 , namely span (v n,0 ). We can inductively impose the Fredholm condition by setting
once E n,j and v n,j have been determined for 0 ≤ j ≤ k − 1. Now let χ be the same cutoff function as in Proposition 3.15, and set
We wish to show that
2 ).
The proof proceeds as before by commuting the operator with χ at the loss of a commutator term. We are then left with estimating two terms: first the
where R N is polynomially bounded. Then we need to estimate the H 1 h (supp χ ) norm of w n,N (h). Since v n,0 is exponentially decaying with weight −x 2 /2, and since each term in w n,N now solves an inhomogeneous equation, we use Lemmas 3.17 and 3.18 to inductively obtain the necessary decay of w n,N . Similarly we can show that w n,N is normalizable and by the spectral theorem there is an eigenvalue of P (h) such that the distance to 1 + h
2 ). This eigenvalue must be E n (h) since the lowest eigenvalues of P (h) are separated at a distance greater than Ch.
Remark 6. In the case of a nondegenerate potential well on R, only integral powers of h occur in the expansion of the lowest eigenvalues. This is in contrast to the situation here. Consider for example when d = 3. In that case the Laurent expansion of V is
and so
which is nonvanishing. Of course we are actually interested in an expansion of ω n, = E n (h) -this expansion occurs in half-powers of −1 . In Section 4.3 we examine the vanishing of certain coefficients depending on the dimension. In particular, we address a conjecture of Dias et al. [7] on the behavior of these coefficients in dimensions d = 3, 4, 5.
3.4. Construction of quasimodes. In this section we present the main theorem on the existence of exponentially accurate quasimodes for P (h).
. There exists
with the property that 1 < E n (h) < 1 + S for h ∈ (0, h 0 ).
such that for all h ∈ (0, h 0 ), the functions u n (h) satisfy
Proof. Define m(h) to be the number of E n (h) satisfying E n (h) < 1 + S. Fix A > z A (1 + S) and let χ be a smooth compactly supported function with χ ≡ 1 on (0, A] and supp χ = Ω. Set u n (h) = χ u n (h) for n ∈ {0, 1, . . . , m(h)} so that u n (h) ∈ D if we extend it by zero outside of Ω. Then compute
by Corollary 3.14. Since the u n (h) can be normalized the first claim follows. As for the second claim, simply write u n (h) = u n (h) + (χ − 1)u n (h) where of course we mean the extension of u n (h) by zero outside Ω.
Existence of resonances
4.1. Black box model. To define the resonances of P (h), we first give a formulation in terms of black box scattering. It is important to note that all of the results in this section were first obtained for elliptic operators with coefficients that are dilation analytic at infinity [27] , [26] , [29] , and are all applicable to the problem at hand. The presentation we give here is an alternative based on exponential decay of the potential rather than analyticity [11] . This framework is useful based on the following observation: outside any ball containing the origin, it is V that is exponentially decaying, not W in general. If W was exponentially decaying, we could view L ν (h) as the "free" operator and write P (h) = L ν (h) + W . The (weighted) resolvent of L ν (h) has an explicit integral kernel and continues analytically to a strip in the lower half-plane with favorable norm estimates. It would then be standard to meromorphically continue the (weighted) resolvent of P (h) in terms of the resolvent of L ν (h), see for example [25] . Since this is not the case, the black box model we now present allows us to circumvent this issue.
Let Y denote either Y = R n or Y = (0, ∞) and suppose H is a Hilbert space with an orthogonal decomposition
Suppose P (h) is an unbounded self-adjoint operator on a domain D ⊂ H. We say that P (h) satisfies the black box hypotheses if the following hold:
(3) There exists a symmetric real-valued matrix and a real-valued function
) with all derivatives uniformly bounded in h, so that
(4) The metric coefficients (a ij ) are uniformly elliptic.
(5) The perturbation decays exponentially to the Laplacian in the sense that there exists τ > 0, δ > 0 so that
A parametrix construction and analytic Fredholm theory gives the meromorphic continuation:
Proposition 4.1 ([11, Proposition 1.5]). The resolvent R(E; h) = (P (h) − E) −1 , analytic in the upper half-plane, admits a meromorphic continuation across (0, ∞) to the strip {Re E > 0} ∩ {Im E > −τ h} as a bounded operator from e −τ |y| H to e τ |y| H.
Here we define e
The set of resonances of P (h) in this strip will be denoted by Res P (h) and a typical element will be denoted by r(h). Under these hypotheses, the existence of localized quasimodes implies the existence of resonances rapidly converging to the real axis. This follows from an a priori bound on the continued resolvent of P (h) away from resonances: let Γ = (a, b) + i(c, −(τ − )h) where 0 < a < b and c > 0, > 0. Then there exists some p > 0 such that
Here the operator norm is taken between the exponentially weighted spaces above. If there did not exist resonances close to the real axis, then by a version of the three-lines lemma (often referred to in this context as the "semiclassical maximum principle" [29] ), we could interpolate this bound in the lower half-plane with the self-adjoint bound R(E, h) ≤ C| Im E| −1 in the upper half-plane to deduce a polynomial bound on the resolvent on the real axis. But such a bound would contradict the existence of a sufficiently accurate quasimode. More precisely, in the case of an exponentially decaying potential, [28, Theorem 3] continues to hold:
n=1 are linearly independent, where R(h) ≤ h p+N +1 /C log(1/h) and C 1, N ≥ 0, M > 0. Then there exists C 0 > 0 depending on a 0 , b 0 and the operator P (h) such that for B > 0 there exists h 1 < h 0 depending on A, B, M, N so that the following holds: Whenever h ∈ (0, h 1 ), the operator P (h) has at least m(h) resonances in the strip
To prove (4.1), we construct an associated reference operator P (h) with discrete spectrum such that (P (h) − E)χ = (P (h) − E)χ where χ ≡ 1 near B(0, R 0 ). We then add as an additional hypothesis that the number of eigenvalues in each interval [−L, L] with L ≥ 1 satisfies
This allows us to estimate the singular values of (P (h)−E) −1 χ in terms of (4.2), which is the main ingredient in the proof of (4.1); in fact, the number p > 0 appearing in the exponential bound above is related to n . For our purposes, we can construct P (h) by restricting P (h) to a ball B(0, R 1 ) and imposing a Dirichlet condition on ∂B(0, R 1 ), where R 1 R 0 .
4.2.
Schwarzschild-AdS problem in the black box framework. We now apply the above formalism to our situation. As our Hilbert space we take
for some R 0 z max,0 . Our operator will be P (h) on D and we may take P (h) on D as our reference operator. However, we do need to verify that the eigenvalues of P (h) satisfy (4.2), in this case with n = 1. 
Proof. By Lemma 3.8 we have P (h) ≥ L ν (h) and hence by the max-min principle,
The eigenvalues of L ν (h) are given by k n = h z max,0 2 j 2 ν,n where j ν,n are the zeros of the first Bessel function J ν . The j ν,n satisfy
The result thus follows with C any constant larger than π √ z max,0 .
Proposition 4.3. The Schwarzschild-AdS problem satisfies the black box hypotheses.
Proof. The only fact that needs checking is the compactness of 1 B(0,R 0 ) (P (h) + i) −1 . We view 1 B(0,R 0 ) as multiplication by an indicator function on H and hence interpret 1 B(0,R 0 ) (P (h)+i) −1 as a bounded operator on H. We use the following fact: any operator on
, is Hilbert-Schmidt, see [25, Proposition 2.7] . The proof relies on the fact that the Hankel transform gives an eigenfunction expansion for L ν (h); this fact is classical for ν ≥ 1, while for the case 0 < ν < 1 (and for our choice of boundary condition at z = 0) we refer to [8] . Let
Both summands on the right hand side are Hilbert-Schmidt first by choosing f = 1 B(0,R 0 ) and then f = W .
We finally come to our theorem on the existence of resonances with exponentially small imaginary parts. . Since the width of each box is exponentially small, we see that to quasimode E n (h) we can associate a unique resonance r n (h) satisfying |E n (h) − r n (h)| ≤ e −D 0 /h with a uniform constant D 0 .
The converse follows as in the proof of [22, Lemmas 4.5, 4.6] where it is shown that each resonant state is exponentially small inside the barrier and hence can be truncated to produce a quasimode.
4.3.
Restoring the original parameters. We now restate our results in terms of the angular momentum and the original spectral parameter ω. The corresponding quasimodes and resonances will be denoted by The two term approximation + (2n + ν + d/2) was already proposed in [9] . In a recent work, Dias et al. [7] numerically analyzed the difference Re ω n, −( +2n+ν+d/2). By fitting to a power law, they found the difference behaves as against the difference between the SLEIGN2 value and the first three terms in the asymptotic expansion.
Here we computed the three terms, then took a square root, rather than using (4.3). In the second column we computed ω n (h) using the program SLEIGN2 [3] ; this was done by considering the original equation in Sturm-Liouville form,
and solving the eigenvalue problem on the interval (r max , ∞). The third column represents the Bohr-Sommerfeld approximation and the fourth column is the Breit-Wigner method; the latter two are taken from [5] .
The real parts as computed by SLEIGN2 are in good agreement with the values in [5] . Apart from the lowest mode, the asymptotic expansion did not reliably describe the real parts. However, this is only because is not large enough. In Figure 3 we compare the the real parts as computed by the expansion and SLEIGN2 for a larger range of values of and find the error behaves as predicted by Proposition 3.19.
