Abstract-We consider parameter estimation and error reduction for orthogonal frequency-division multiplexing (OFDM) based highspeed wireless local area networks (WLANs). We devise or select algorithms that can provide benefit to the overall system performance and can be efficiently implemented in real-time. In particular, first, we give a channel model which is especially useful for assessing the channel parameter estimation methods devised for OFDM-based WLANs. Second, we provide a sequential method for the estimation of carrier frequency offset (CFO), symbol timing, and channel response by exploiting the structure of the packet preamble specified by the IEEE 802.11a standard. Finally, to correct the residue CFO induced phase error using the pilot tones, we consider maximum-likelihood phase tracking and least-squares phase fitting approaches; to improve the channel estimation accuracy using the decoded data, we present a semiblind channel estimation method; to mitigate the sampling clock induced time delay error, we provide a sampling clock synchronization approach that obviates the need of an automatic frequency control clock recovery circuit. The overall system performance of using our algorithms is demonstrated via several numerical examples.
INTRODUCTION
O RTHOGONAL frequency-division multiplexing (OFDM) has been selected as the basis for several new highspeed wireless local area network (WLAN) standards [1] , including IEEE 802.11a [2] , IEEE 802.11g, and HIPERLAN/2. IEEE 802.11g and HIPERLAN/2 are very similar to IEEE 802.11a in terms of signal generation and detection/decoding. We use IEEE 802.11a to exemplify our presentation in this paper.
The OFDM-based WLAN system, as specified by the IEEE 802.11a standard, uses packet-based transmission. Each packet, as shown in Fig. 1 , consists of an OFDM packet preamble, a SIGNAL field, and an OFDM DATA field. The packet preamble is used to determine the channel parameters, including the carrier frequency offset (CFO), symbol timing, as well as the channel response between the transmitter and the receiver. These parameters are needed to detect the data bits contained in the SIGNAL field and the OFDM DATA field.
We consider channel parameter estimation and error reduction for the OFDM-based WLANs. We devise or select algorithms that can help improve the overall system performance and can be efficiently implemented in realtime. The overall system performance of using our algorithms is demonstrated via numerical examples. The important issues that we address are stated as follows.
First, we consider the channel modeling problem. The channels for the OFDM signaling is often modeled as an FIR (finite impulse response) filter [3] , [4] . We will clarify the fact, first revealed in [5] , but largely overlooked ever since, that the FIR channel model is only an approximate model for the OFDM signaling. We consider a channel model useful for characterizing the true channels for the OFDM signaling. This channel model is especially useful for assessing the performance of the channel parameter estimation methods devised for OFDM-based WLANs.
Second, we consider the channel parameter estimation problem. Many methods have been proposed to estimate one or two of the aforementioned channel parameters. (See, for example, [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , and the references therein.) Among them, those discussed in [12] , [13] , [14] are particularly tailored to the preamble structure of the IEEE 802.11a standard. However, the methods given in [13] work well only for FIR channels but not for the true channels, especially at high signal-to-noise ratios (SNRs). The symbol timing method of [14] was proposed for Rician fading channels and can also encounter problems for the true channels. We give herein a sequential parameter estimation method that can be used to estimate all of the aforementioned channel parameters for the true channels. The sequential method fully exploits the structure of the packet preamble as specified by the IEEE 802.11a standard.
Finally, we consider the error reduction problem. First, we give a maximum-likelihood (ML) phase tracking approach using pilot tones to estimate (and correct) the residue CFO induced phase error (CPE) for each received data OFDM symbol. Second, we supply a least-squares (LS) phase fitting approach using the estimated CPEs from each of the data OFDM symbols to improve the accuracy of the error estimates. Third, we present a semiblind method, which is a modified version of the one in [15] , to improve the channel estimation accuracy using the decoded data iteratively. Fourth, we provide a sampling clock synchronization approach to mitigate the sampling clock induced time delay error. This synchronization approach is especially useful for the packet-based transmission and eliminates the need of using the AFC (automatic frequency control) clock recovery circuit.
The remainder of this paper is organized as follows: Section 2 gives a channel model for characterizing the true channels for the OFDM signaling and describes the data model for the OFDM-based WLANs. Section 3 presents the sequential parameter estimation method. The error reduction schemes are provided in Section 4. Numerical examples are presented in Section 5. Finally, we conclude in Section 6.
DATA MODEL
In this section, we first give a brief overview of the IEEE 802.11a-based system. Then, we describe the data OFDM symbol generation. Next, we present a channel model for characterizing the true channels for the OFDM signaling. Finally, we give the data model for the OFDM-based WLANs. Fig. 1 shows the packet structure as specified by the IEEE 802.11a standard. The nominal bandwidth of the OFDM signal is 20 MHz and the in-phase/quadrature (I/Q) sampling interval t S is 50 ns. The OFDM packet preamble consists of 10 identical short OFDM training symbols t i ; i ¼ 1; 2; . . . ; 10, each of which contains N C ¼ 16 samples and two identical long OFDM training symbols T i ; i ¼ 1; 2, each of which contains N S ¼ 64 samples. Between the short and long OFDM training symbols, there is a long guard interval (GI2) consisting of 2N C ¼ 32 data samples. GI2 is the cyclic prefix (CP) for the long OFDM training symbol T 1 , i.e., it is the exact replica of the last 2N C samples of T 1 .
IEEE 802.11a Standard
The information carrying data are encoded in the OFDM DATA field. The binary source data sequence is first scrambled and then Convolutionally enCoded (CC) by an industrial standard constraint length 7, rate 1/2 encoder. The CC encoded output is then punctured according to the data rate requirement and is segmented into blocks of length N CBPS (the number of coded bits per data OFDM symbol, which is determined by the transmission data rate), each of which corresponds to a data OFDM symbol. The binary data in each block is first interleaved among the subcarriers and then mapped (in groups of log 2 A bits) into A-QAM symbols, which are used to modulate the different data carrying subcarriers. Each data OFDM symbol in the OFDM DATA field employs N S ¼ 64 subcarriers, 48 of which are used for data symbols and four for pilot tones. There are also 12 null subcarriers with one in the center and the other 11 on the two ends of the frequency band. The data OFDM symbols, each of which consists of N S ¼ 64 samples, are obtained via taking IFFT (inverse fast Fourier transform) of the data symbols, pilot tones, and nulls on these N S subcarriers. To eliminate the intersymbol interference (ISI), each data OFDM symbol is preceded by a CP or guard interval (GI), which contains the last N C samples of the data OFDM symbol.
The SIGNAL field contains the information including the transmission data rate and data length of the packet. The information is encoded in 16 binary bits. There is also a reserved bit (for future use) and a parity check bit. These 18 bits, padded with six zeros, are then CC encoded (by the same encoder as for the OFDM DATA field) to obtain a 48 bit binary sequence. The CC encoded sequence is then interleaved and used to modulate the 48 data carrying subcarriers via BPSK. The SIGNAL field consists of 64 samples and is obtained via taking IFFT of these 48 BPSK symbols, four pilot tones, and 12 nulls. Also, there is a CP of length N C to separate the preamble from the SIGNAL field.
Data OFDM Symbol Generation
Consider the generation of the kth data OFDM symbol in the OFDM DATA field shown in Fig. 1 . Let
k ¼ 1; 2; . . . ; K be a vector of N S symbols, where ðÁÞ T denotes the transpose and x k;n S , n S ¼ 1; 2; . . . ; N S is the symbol modulating the n S th subcarrier and is equal to 0 for the null subcarriers, 1 or À1 for the pilot tones, or a member in a constellation C for data carrying subcarriers. Here, K is the number of data OFDM symbols in a packet and C is a finite constellation, such as BPSK, QPSK, 16-QAM, or 64-QAM. Let W NS 2 C C N S ÂN S be the fast Fourier transform (FFT) matrix. Then, the kth data OFDM symbol s k corresponding to x k is obtained by taking the IFFT of x k . That is,
where ðÁÞ H denotes the conjugate transpose. To eliminate the intersymbol interference (ISI), each data OFDM symbol is preceded by a CP or guard interval (GI) formed using s k . The short and long OFDM training symbols in the packet preamble and the OFDM symbol in the SIGNAL field can be generated similarly. By stacking the packet preamble and the OFDM symbols (together with there corresponding CPs) in the SIGNAL and OFDM DATA fields, we obtain the entire packet s 2 C C ð5þKÞðN S þN C ÞÂ1 . Passing s through a pair of D/A converters (for both the real and imaginary parts of s) and the corresponding lowerpass filters, we obtain the (complex) analog waveform sðtÞ, as shown in Fig. 2 . 
Channel Model
Let
denote the (baseband) time-domain analog channel impulse response of a frequency-selective (multipath) timeinvariant fading channel (called the true channel for short), where p and t p ¼ p t S ( 0 1 Á Á Á PM , t S ¼ 50 ns) are the complex gain and time delay of the pth path, respectively. Then, the (baseband) input to the receiver is zðtÞ ¼ hðtÞ Ã sðtÞ (see Fig. 2 ). To detect the data symbols in each data OFDM symbol, we need to sample zðtÞ (with sampling interval t S ) and process the sampled data in blocks of length N S . Let 
be the corresponding time-domain discrete channel response (referred to as the equivalent discrete channel response of hðtÞ) for the sampled data blocks. Then, the lth element of h ðtÞ , l ¼ 0; 1; . . . ; N S À 1 can be written as
which includes the leakage effect due to the frequencydomain sampling [5] . Note that, by equivalence, we mean the frequency-domain response of (4) is the same as that of (2) on the N S subcarriers, i.e., if
is the sampled frequency-domain channel response, then for n S ¼ 1; 2; . . . ; N S ,
We remark that the length of the equivalent discrete channel response is usually N S (this is true even when we have only one path, but t 0 is not a multiple of t S ), as shown in Fig. 3 . This length is much longer than N C , the length of CP. However, this will not cause the ISI problem as long as P M À 0 N C À 1 and we have the correct symbol timing. The reason is that the (sampled) receiver output due to the multipath channel is not the convolution of the equivalent discrete channel response in (4) with s; rather, it is due to the convolution between hðtÞ and sðtÞ, as shown in Fig. 2 being independent of each other, t n ¼ t r =t S , t r being the root-mean-square (rms) delay spread of the frequencyselective fading channel, L F ¼ d10t n e þ 1, and dxe denoting the smallest integer not less than x. This channel model is sometimes referred to as the exponential channel model [3] . The exponential channel model is efficient for numerical simulations; however, we should not devise parameter estimation methods based on its limited length property, since, as was shown in (4), the FIR filter is only an approximation of the true channel for the OFDM signaling.
The direct simulation of (2) is difficult due to a potentially large P M and the distributions of p . Instead, we modify (6) slightly to better characterize the true channel as follows: where h ðtÞ lF is as in (7) and t lF , l F ¼ 0; 1; . . . ; L F À 1, is uniformly distributed over ½0; t S . We also assume that h
l F ¼0 are independent of each other. This modified exponential channel model is more realistic than the one in (6) due to the time delays t l F f g
lF ¼0 introduced in (8).
Data Model
Consider now the received data model for the OFDM-based WLANs. Let z ne k 2 C C N S Â1 be the noise-free and CFO-free received signal vector, obtained from sampling the baseband signal due to receiving s k ðtÞ, as shown in Fig. 2 , with a correct symbol timing. (Note that N C samples, which include the ISI, have been discarded when forming z
T be the corresponding frequencydomain channel response (on the N S subcarriers). The FFT output of the received data vector
Þ is the additive zero-mean white circularly symmetric complex Gaussian noise with variance 2 =N S , can be written as [4] 
where diagfhg denotes the diagonal matrix formed from h and e k $ N ð0; 2 I N S Þ. The data model in (9) can also represent the OFDM symbols in the SIGNAL field and the packet preamble.
Equation (9) can also be written as
Note that (9) is useful for the data symbol (or data bit) detection whereas (10) can be used for the channel response estimation (with x k being the known training data symbol vector, denoted as x B later in the paper, for the case of channel estimation).
SEQUENTIAL ESTIMATION OF CFO, SYMBOL TIMING, AND CHANNEL RESPONSE
We now present the sequential CFO, symbol timing, and channel response estimation method which exploits the packet preamble structure for the OFDM-based WLAN system. The CFO can be estimated from the samples of two consecutive data blocks due to periodic inputs. Because of the fact that the CFO can be outside the unambiguous range measurable by the long OFDM training symbols, we have to estimate the CFO in two steps: a coarse CFO estimation using the short OFDM training symbols and then a fine CFO estimation, to determine the residue of the coarse CFO correction, using the long OFDM training symbols. After estimating and accounting for the CFO, we can obtain the symbol timing. We estimate the symbol timing also in two steps: the coarse symbol timing and fine symbol timing. The former is obtained by using the later portion of the short OFDM training symbols, which is suggested by the IEEE 802.11a standard for the symbol timing estimation and, hence, the coarse symbol timing can also be considered as the standard symbol timing. The fine symbol timing is obtained using the long OFDM training symbols. Finally, we obtain the channel estimate. The parameter estimates are obtained in the order presented below.
Coarse CFO Estimation
Let zðlÞ ¼ z ne ðlÞ þ wðlÞ denote the lth time sample of the signal received from the receive antenna, starting from the time sample that the receiver AGC (automatic gain control) becomes stationary (the receiver AGC is assumed to become stationary at least before receiving the last two short OFDM training symbols and will remain stationary while receiving the remainder of the packet). The noise-free counterpart of zðlÞ is z ne ðlÞ and wðlÞ is the additive zero-mean white circularly symmetric complex Gaussian noise. In the presence of CFO , we have [7] :
The correlation between two consecutive noise-free received data blocks, each with length N C , can be written as
where ðÁÞ Ã denotes the complex conjugate and k is any nonnegative integer such that z ne ðk þ 2N C À 1Þ is a sample of the receive antenna output due to the input (transmitted signal) being a sample of the short OFDM training symbols of the packet preamble. Then, similarly, in the presence of noise, we have
where e P is due to the noise. We calculate the coarse CFO as [12] 
where ff x denotes taking the argument of x. We next correct the CFO using C to get the data samples z ðCÞ ðlÞ as follows:
In the sequel, we only consider the CFO corrected data as given above. For notational convenience, we drop the superscript of z ðCÞ ðlÞ.
Coarse Symbol Timing Estimation
Now, we can use a correlation method, modified based on the one in [7] , to estimate the coarse symbol timing. The symbol timing is referred to as the starting time sample due to the input being the long OFDM training symbol T 1 . Once the starting time sample, due to the long OFDM training symbol T 1 , is determined, we can determine the starting time sample due to every OFDM symbol thereafter.
(According to the specification of the IEEE 802.11a standard and the sampling rate of 20 MHz, the true symbol timing T 0 is 193, which comes from adding up the lengths of the 10 short OFDM training symbols and the GI2.) From (13), we note that the correlation after the CFO correction, i.e., P S e j2NC C , is approximately the real-valued scalar P plus the complex-valued noise. Hence, we propose herein to use the following real-valued correlation sequence for coarse symbol timing determination. We calculate the correlation sequence iteratively similar to the complex-valued approach in [7] as follows:
where both ReðÁÞ and " ð ðÁÞ denote the real part of a complex entity andð ðÁÞ stands for the imaginary part. We start the iteration by using P R ð0Þ ¼ ReðP S Þ. Note that the new realvalued correlation approach given in (16) is superior to the absolute-valued one given in [7] since the former:
1. uses fewer computations, 2. lowers the noise level (noise variance reduced in half) in the correlation sequence, and 3. drops closer to zero as the sliding data blocks starting to slide out of the region due to the input being the short OFDM training symbols in the preamble. The advantages of items 1 and 2 can be seen readily in (13) and (16) and the advantage of item 3 can be observed from Fig. 4 , where P A ðvÞ denotes the absolute-valued correlation sequence of [7] .
When some of the data samples of the sliding data blocks are taken from the received data due to the input being GI2 or the long OFDM training symbols following the short OFDM training symbols, P R ðvÞ will drop since (11) no longer holds. This property is used to obtain the coarse symbol timing. Let T P denote the first time sample when P R ðvÞ drops to below half of its peak value. We can have the coarse symbol timing estimate as:
The second term at the right-hand side of the above equation is due to the fact that P R ðvÞ will drop to approximately one half of its maximum value when the data samples of the second half of the second of the two sliding blocks are due to the GI2 in the preamble; the third term is due to one half of the length of GI2. When P M À 0 N C À 1, only the first half of GI2 can suffer from ISI. Hence, our goal of coarse timing determination is to place the coarse timing estimate between the true timing T 0 ¼ 193 and T 0 À N C ¼ 177 to make accurate fine CFO estimation possible. This explains why we use N C instead of 2N C for the third term in (17).
We have noticed that the coarse or standard symbol timing is not sufficiently accurate. Hence, a fine symbol timing estimation method is needed. Before we present our fine-timing estimation approach, let us consider the fine CFO estimation first, since a better corrected CFO can lead to a better fine symbol timing estimation.
Fine CFO Estimation
Similar to the coarse CFO estimation case, we calculate the correlation between the received signals due to the two long OFDM training symbols as follows:
Then, the fine CFO estimate can be computed aŝ
We can use F in the same way as C to correct the CFO. We assume that the data we use below have F corrected already.
Fine Symbol Timing Estimation
We now move on to obtain the fine symbol timing by using the long OFDM training symbols. The fine symbol timing is estimated by using a data block of length N S , starting from the time sample T C þ 3N C . With this choice, due to the fact that T 1 is identical to T 2 , the data block is most likely due to the input being the second half of T 1 and the first half of T 2 , even when the coarse symbol timing has a large error. Let y T denote the N S -point FFT of the data block and h ðtÞ be the equivalent discrete channel response in the timedomain between the transmit and receive antennas. Then, by neglecting the existence of the residue CFO, y T can be written as [cf. (10) ]
where X B is a diagonal matrix formed from x B , which is the training data symbol vector consisting of the 52 known BPSK symbols and 12 zeros, used to form the T 1 in Fig. 1 Let T I denote the first index of the elements of jĥ h ðtÞ j that are above 1=3 of the maximum value of the elements of jĥ h ðtÞ j. (Our empirical experience suggests that selecting the threshold to be 1=3 gives the best result.) Then, the fine symbol timing T F is obtained as
The second term above is used to compensate for the aforementioned 3N C shift due to the fact that N S À 3N C ¼ N C and the last term above is chosen to be 3 to ensure that T F > T 0 with negligible probability.
Channel Response Estimation
After we obtain T F , we can now estimate the channel response. Let y L denote the N S -point FFT of the average of the two consecutive received data blocks, z T 1 and z T 2 , each of which is of length N S , due to the input being the two long OFDM training symbols. Let h denote the channel response from the transmit antenna to the receive antenna for the n S th subcarrier, n S ¼ 1; 2; . . . ; N S (we drop the dependence on n S for notational convenience). Then, for the n S th subcarrier, we have
where x B denotes the n S th diagonal element of X B , y L denotes the n S th element of y L , and e L $ N ð0; 2 =2Þ. (Here, the variance 2 =2 is due to averaging the two consecutive data blocks.) We can readily have, from (23), that:
We can readily see that the variance of the estimation error for h is 2 =2. Moreover, 2 , the estimate of 2 , can be easily obtained from the difference z Á ¼ 4 z T1 À z T2 . Let y Á denote the FFT of z Á . Then, y Á $ N ð0; 2 2 I N S Þ. Letỹ y Á be a subvector of y Á containing the elements on the 52 subcarriers other than the null subcarriers. We compute
where k Á k denotes the Euclidean norm. This 2 is needed later by the soft-detector.
ERROR REDUCTION
With the CFO estimated and accounted for as well as the symbol timing and channel response determined, we can proceed to detect the data bits contained in the OFDM DATA field. To improve the detection performance (which can lead to improved decoding performance), we consider several error reduction issues.
ML Phase Tracking
The pilot tones in the data OFDM symbols can be used to track the CPE. This should be performed before data bit detection. For the kth received data block z k [cf. (9) 
This approach computes k from z k . We can compensate out k either in the time domain via z k e Àj k or in the frequency domain via y k e Àj k . After receiving the entire OFDM DATA field, we can improve the phase estimation accuracy by using the LS approach to fit a linear model to the phase estimates since k is caused by the residue CFO and, hence, is a linear function of k in the absence of the oscillator phase noise. This LS approach still works well even in the presence of small to moderate oscillator phase noise, which is often the case in practice. However, the LS approach should be avoided when the oscillator phase noise is large due to the large error in the linear model.
LS Phase Fitting
First, we consider the case where all K data OFDM symbols in the OFDM DATA field are used for fitting the phase errors into a line. The phase error due to the residue CFO can be modeled as
where k ¼ 0 corresponds to the OFDM symbol in the SIGNAL field. We could have used an ML approach to obtain 1 and 2 . However, the ML approach is computationally expensive and does not provide detection improvement over the following simple LS phase error fitting approach, which we prefer over the former. 
where f k g K k¼0 are first obtained with the ML approach in (27) and then phase unwrapped before used in (29). The LS estimate of is then given by:
Once we obtain^ , we remove the linear phase error F ¼ D^ from the data sequence in the OFDM DATA field.
Second, we consider the case where the kth data OFDM symbol and K S < K data OFDM symbols ahead of it are used to form to obtain an improved estimate of the CPE for the kth OFDM symbol. Here, we still estimate^ as shown in (30) (but with D 2 IR ðK S þ1ÞÂ2 ); however, we only usê
as the estimate of the CPE for the kth data OFDM symbol now. We can precompute ðD T DÞ À1 D T to save computations. When k < K S , we can pad zeros at the beginning of so as to use the same CPE estimation formula of (31).
While the first case can give better accuracy, the second case is more suitable for real-time implementations and is referred to as the real-time LS phase fitting approach.
Semiblind Channel Estimation
After decoding the entire packet, we can use the decoded data to improve the accuracy of the channel estimation in a semi-blind way, which, in turn, can lead to a better detection/decoding performance. The semiblind channel estimation can be performed in the following three steps:
First, we generate the estimated data symbols by using the same procedures of scrambling, convolutional encoding, interleaving, and symbol mapping as for the original data symbols, using the decoded data sequence (obtained via the Viterbi decoder).
Second, we determine whether or not the 48 estimated data symbols associated with s k , k ¼ 1; 2; . . . ; K will be used for the semiblind channel estimation. We add this selection step on the data OFDM symbol level for two reasons: 1) the decoding error for the convolutional codes tends to occur in bursts and 2) the interleaving is performed within a data OFDM symbol. Let x k , k ¼ 1; 2; . . . ; K denote the data symbol on the n S th subcarrier, which is used to form the data OFDM symbol s k in the OFDM DATA field. (For notational convenience, we again drop the dependence of our notation on n S .) Let x x k denote the estimate of x k obtained from the decoded data sequence. We calculate the distance
for the n S th subcarrier, where y k is the n S th element of y k in (9) andĥ h is the channel estimate on the n S th subcarrier. We add up such distances for all 48 data carrying subcarriers and compare the sum with a threshold, which we choose to be 96 2 (i.e., twice the noise variance, 48 2 ) herein. If the sum is below the threshold, we use the estimated data symbol x x k associated with s k for the semiblind channel estimation; otherwise, we drop it from further considerations.
Finally, we estimate the channel response for each subcarrier in a semiblind way. Consider the n S th subcarrier. Let y B be the column vector formed by stacking all the y k s associated with the s k s that survive the aforementioned selection process. Let x x B be the vector formed from the corresponding x x k s similarly to y B . We can also form vectors y S and x S similarly to y B and x x B for the long OFDM training symbols. Then,
from which we can obtain the semiblind estimate of h via the LS approach:ĥ
Due to the structure of the preamble, it is easy to verify that
Then, we haveĥ
whereĥ h is the one estimated in (24).
Since it is more complicated to determine the accuracy of h h SB due to the statistical dependence of x x B and y B , we simply ignore the error inĥ h SB when using the soft-detector [cf (43) of the Appendix] and use 2 =jĥ hj 2 instead in the softdetector. This approximation will not have any noticeable effect on the decoding performance since what is important for the soft-information is not the absolute SNR, 2 =jĥ hj 2 , on each subcarrier, but the relative SNR among the subcarriers. We also remark that this semiblind approach can be used iteratively. However, our numerical examples indicate that the iteration is not needed due to negligible performance improvement.
Note that we did not use the SIGNAL field to improve the accuracy of the semiblind channel estimation since the improvement of using the SIGNAL field is negligible for large K. However, if one does not wish to experience the latency caused by using the OFDM DATA field, one can use the SIGNAL field instead. This is referred to as the real-time semiblind channel estimation method. For this approach, the data selection step is not needed due to the high detection accuracy as a result of the simple BPSK used in the SIGNAL field, as well as the high decoding accuracy due to the unpunctured channel coding.
Sampling Clock Synchronization
So far, we have assumed that the receiver sampling clock is synchronized with the transmitter symbol clock frequency. This assumption is valid if the AFC (automatic frequency control) clock recovery circuit suggested in the IEEE 802.11a standard can work well. Unfortunately, this circuit, which usually uses the delay-lock loop (DLL) [10] , does not work well for packet-based short data sequences. We will address this problem by using a signal processing algorithm instead.
The sampling clock synchronization is different from the symbol timing in that the latter is concerned with determining the correct position to discard the GI, while the former focuses on aligning the receiver sampling clock to the transmitter symbol clock. The sampling clock synchronization is important since, without it, the WLAN performance will degrade severely.
The IEEE 802.11a standard suggests that, at the transmitter, both of the transmit center frequency and the symbol clock frequency be derived from the same reference oscillator. We suggest the same at the receiver, i.e., the sampling clock frequency and the receive center frequency be derived from the same reference oscillator. Then, each sample of the received signal will suffer from a delay of f S =f R , where is the true CFO, f S is the sampling frequency, and f R is the receive center or carrier frequency. Both f S and f R are known to the receiver. Although this delay is too small to cause the intercarrier interference (ICI), it will accumulate over time. Let N T ¼ N S þ N C ¼ 80. The accumulated time delays for the samples of the kth data OFDM symbol are different but are approximately equal to
The time delays suffered by the samples of a data OFDM symbol will result in an approximately linear phase change across the subcarriers, which can drastically decrease the detection/decoding performance, as we will demonstrate using the numerical examples in the next section. To address the above problem, we consider the following strategy: LetT T k denote the estimate of T k withT T 0 ¼ 0. For the kth data OFDM symbol, we first compensate out the time delay usingT T kÀ1 to achieve sampling clock synchronization. This approach should work well since T kÀ1 and T k should be quite close to each other. Next, we computeT T k as follows: First, calculate the phase error k using the pilot tones using the method suggested in (27), second, unwrap the phase error k , third, obtain an updated CFO estimate aŝ
where I denote the initial CFO estimate (which includes both the coarse and fine CFO estimates obtained from the packet preamble), and, finally, replace the in (38) using the updated CFO estimate to get
Note that, when we use the semiblind method to improve the channel estimation accuracy, we must first account for the phase change caused by T k for the kth data OFDM symbol, k ¼ 1; 2; . . . ; K, before doing the average in (37).
NUMERICAL EXAMPLES
We provide several numerical examples to demonstrate the overall system performance of using our algorithms. In some of our simulation examples, we consider two transmission data rates: 12 Mbps (where the QPSK constellation is used and the channel coding rate is R ¼ 1=2) and 54 Mbps (where the 64-QAM constellation is used and the channel coding rate is R ¼ 3=4, which comes from puncturing the R C ¼ 1=2 convolutionally encoded sequence with the puncturing rate R P ¼ 2=3). Due to the fact that 52 out of 64 subcarriers are used in the OFDMbased WLAN system, the SNR used in this paper is defined as 52=ð64 2 Þ for the constellations whose average energies are normalized to 1. All simulation results are obtained with 10 4 Monte-Carlo trials.
Example 1. Probability distribution (or histogram) of the coarse and fine symbol timing estimates for different t r s. The probability of the symbol timing estimation over channels generated according to the modified exponential and exponential models are shown in Figs. 5a and 5b, respectively. The two dashed curves in each figure show the probability distribution of the coarse symbol timing estimates for channels with t r ¼ 50 and 150 ns at a low SNR = 10 dB. The two solid curves in the figures show the probability distribution of the fine symbol timing estimates. We can see that the simple fine symbol timing approach gives highly accurate timing estimates, compared to the coarse one, even at the low SNR of 10 dB. We can also see that the fine symbol timing estimation method, like the coarse symbol timing one, works equally well for both the channels.
Example 2. Probability distribution of the coarse and fine symbol timing estimation for different SNRs. Fig. 6a shows the probability distribution of the coarse symbol timing estimates when t r ¼ 100 ns, for SNR ¼ 5 and 10 dB. . The accuracy of the coarse symbol timing estimates does not increase significantly with the increase of the SNR. . Sufficient fine symbol timing accuracy can be achieved even when the SNR is as low as 5 dB. . The fine symbol timing approach can tolerate a large coarse symbol timing error.
Example 3. Overall system performance as a function of SNR with perfectly synchronized sampling clock. This simulation example shows the overall performance, in terms of PER (packet error rate), of a few combinations of our algorithms. In our simulations, one packet consists of 1,000 bytes. According to the IEEE 802.11a standard, even if only one error occurs in a packet, the entire packet is considered to be wrong and is discarded. We consider the following five cases:
. Case 1. Estimated channel parameters (CFO, symbol timing, and channel response are all estimated) together with ML phase tracking using pilot tones; . Case 2. Estimated channel parameters (the same as Case 1) with LS phase fitting using all data OFDM symbols in the OFDM DATA field; . Case 3. Estimated channel parameters (the same as Case 1) with LS phase fitting (the same as Case 2) plus one iteration of the semiblind channel estimation method; . Case 4. Estimated channel parameters (the same as Case 1) with LS phase fitting (the same as Case 2) plus two iterations of the semiblind channel estimation method;
. Case 5. Perfect channel knowledge (with CFO, symbol timing, and channel response all assumed known). In Figs. 7a and 7b , we show the PER performance as a function of the SNR for t r ¼ 100 ns when the transmission data rates are 12 and 54 Mbps, respectively. We observe from the PER curves that:
. The sequential parameter estimation method is effective in that the PER curve with estimated channel parameters is reasonably close to that with perfect channel knowledge. . LS phase fitting can outperform the ML phase tracking by as much as 1 dB for low SNRs; the reason is that the ML phase tracking is not very accurate at low SNRs. . Semiblind channel estimation offers significant additional gain (around 1.5 dB) compared to the case of channel estimation by using the preamble only; however, more than one iteration is not needed.
Example 4. PER as a function of SNR with unsynchronized sampling clock. The simulation conditions are as follows:
1. the same as for Example 3 except for the sampling clock error, 2. f R ¼ 5:25 GHz, and 3. offsets of the reference oscillators at the transmitter and the receiver are identically, independently, and uniformly distributed over ½À20; 20 ppm (parts per million). (The maximum reference oscillator tolerance suggested by the standard is AE20 ppm for both the transmitter and the receiver.) We consider three cases here:
. Case i. Standard processing, i.e., the processing based on estimated channel parameters and tracked CPE, as in Case 1 of Example 3. . Case ii. Standard processing plus sampling clock synchronization.
. Case iii. No sampling clock error, i.e., the same as Case 1 of Example 3, included as a reference.
Figs. 8a and 8b show the PER curves for the above three cases as a function of the SNR for t r ¼ 100 ns when the transmission data rates are 12 and 54 Mbps, respectively. The following observations are immediate:
. The sampling clock error degrades the PER performance severely.
. The sampling clock synchronization approach works effectively in that it improves the PER significantly by pushing the PER curve toward the performance bound represented by the reference curve.
Example 5. PER as a function of SNR for the real-time LS phase fitting approach and the real-time semiblind channel estimation method. With the same simulation conditions as Example 4, we demonstrate the overall system performance using our algorithms without iterative processing. We consider four cases here:
. Figs. 9a and 9b show the PER curves for the above four cases as a function of the SNR for t r ¼ 100 ns when the transmission data rates are 12 and 54 Mbps, respectively. Significant PER improvements can be observed from these figures, especially for the case of lower data rate. The larger gaps between Cases c and d in Fig. 9 as compared to the gaps between Cases 3 and 5 in Fig. 7 are due to the poorer performance of the real-time semiblind method, which uses the SIGNAL field only.
Example 6. Comparison of computational complexities. As a final example, we compare the average MATLAB flops needed by an existing channel parameter estimation method in [13] and our sequential parameter estimation method to demonstrate the computational efficiency of our new method. Numerical results, as shown in Table 1 , manifest that our new sequential method is about 70 times more efficient than the existing one.
CONCLUDING REMARKS
We have devised or selected channel parameter estimation and error reduction algorithms to improve the overall system performance for the OFDM-based WLANs and to be readily implemented in real-time. In particular, first, we have given a channel model which can be used to characterize the true channels for the OFDM signaling. Second, by exploiting the structure of the packet preamble specified by the IEEE 802.11a standard, we have provided a sequential method for the estimation of CFO, symbol timing, and channel response. Unlike some of the existing channel parameter estimation methods, our method works well for the true channels and is 70 times more efficient than an existing method. Finally, to correct the CPE using the pilot tones, we have considered ML phase tracking and LS phase fitting approaches. The proper phase fitting can yield a gain of up to 1.2 dB. Moreover, a semiblind channel estimation method has been presented to improve the channel estimation accuracy, which results in an additional gain of up to 1.5 dB. Furthermore, to correct the sampling clock error, we have provided a sampling clock synchronization approach that avoids the use of an AFC circuit. The algorithms given herein can be readily extended to the case of multiple receive antennas. We are currently implementing our algorithms on the DSP hardware.
APPENDIX A SIMPLE SOFT-DETECTOR
Since we use the estimated channel for detection, a softdetector should take into account the channel estimation error. Consider the n S th subcarrier after taking the FFT of the kth received data OFDM symbol. (For notational convenience, we again drop the dependence on n S .) Then, the received data on the n S th subcarrier can be written as
Since only the estimated channel response is available to the detector, we have 
Note that the error term n k includes both the error due to the estimated channel and the perturbation due to the additive white Gaussian noise. By assuming statistical independence among x k , h Á , and e k and using the facts that E½x k x 
Keeping the values ofx x k and using it together with 3 2 =ð2jĥ hj 2 Þ (see (25) on obtaining 2 ) can provide the softdetection output for the data symbol x k . This output can be converted to the soft-information for each data bit in x k [16] , which is needed by the Viterbi decoder. and Computer Engineering at the University of Florida, Gainesville, working toward a PhD degree, majoring in electrical engineering and minoring in statistics. His research interests include wireless communications, statistical signal processing, and sensor array processing. He is a student member of the IEEE. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
