ABSTRACT Spectrum prediction is a promising technology in cognitive radio networks, since it can reduce considerable time and energy consumed in spectrum sensing process. Many spectrum prediction algorithms have achieved good performance, but majority of them with shallow architecture cannot capture the inherent correlations of spectrum data very well. Long short-term memory (LSTM) neural network in deep learning has been validated to have strong capability of solving time series problems. In this paper, we develop a spectrum prediction framework with a deep learning approach on two real-world spectrum datasets. For the first dataset to predict channel occupancy states, we firstly employ the taguchi method to determine the best optimized configuration of neural network for certain spectrum point and then analyze the effect of each design hyper-parameter. Next, we build LSTM neural networks with two perspectives of regression and classification for spectrum prediction. For the second dataset to predict channel quality, we compare the prediction performance of the LSTM neural network and conventional multilayer perceptron (MLP) neural network. For both of our datasets, results show that the prediction performance varies with frequency bands. From the point of statistics, the LSTM neural network has better prediction performance than the MLP neural network and is more stable as well. Furthermore, we find that the performance of the LSTM neural network with classification perspective is slightly better than that with regression perspective in our first dataset.
development of computing power and the arrival of big data era. It is developed from neural network 1 as a branch of machine learning. Its deep architecture and ingenious structural design make deep learning have better power to model and tackle certain problem, achieving outstanding performance in computer vision [14] , natural language processing [15] and other fields [16] , [17] . One kind of the main architecture in deep learning is convolutional neural network. It behaves very excellent in image classification and target recognition task [14] , but the input data are required to be of the same dimension which prevents its direct application on time series of various lengths [18] . Recurrent neural network (RNN), another main architecture, is more suitable for solving problems related to time series problem. Long short-term memory (LSTM) network is an improved version of RNN to overcome the drawback of long-term dependency, introducing several gates into single neuron to better coordinate historical and current information. These observations motivate us in this paper to consider leveraging LSTM network in deep learning techniques for developing powerful spectrum prediction scheme.
B. RELATED WORK
Majority of existing studies on spectrum prediction can be divided into two groups: i) prediction of channel quality and ii) prediction of channel occupancy. Prediction of channel quality is from the perspective of regression, where prediction models are often performed by an autoregressive integrated moving average (ARIMA) [19] or support vector regression (SVR) [20] . An inconvenience of ARIMA is that its natural tendency to concentrate on the mean values of the past series data, while SVR has a limitation of the absent structured means to determine some key parameters in the model [21] . For the studies on prediction of channel occupancy, binary time series are often considered to represent the channel occupancy state. In [9] , spectrum sensing process is modeled as non-stationary hidden markov model and states are predicted through bayesian inference method according to the duration of channel state and accuracy of sensing. Reference [22] proposes partial periodic pattern mining based model to predict real-world Wi-Fi and personal communication service activities, considering that patterns of real-world signals do not repeat perfectly due to noise, sensing errors, and irregular behaviors. In [23] , the author analyzes the spectrum occupancy in CRNs using different machine learning algorithms including supervised learning and unsupervised learning techniques. Reference [24] designs artificial neural network with three layers to predict channel status in different traffic scenarios. The biggest disadvantage of binary time series prediction lies in that the conversion of observed data into binary series is largely dependent on the threshold setting, which undoubtedly leads to errors [8] . More related work on spectrum prediction can be found in our recent survey and tutorial work [13] .
Though deep learning approach is quite popular in recent years, its applications in communication field are still in its infant stage [25] [26] [27] [28] . How to take advantage of deep learning algorithm to efficiently and effectively make spectrum prediction is an emerging research point. There are relatively few studies considering the application of deep learning in spectrum prediction. One pioneering study is found in [29] , which applies deep learning to predict spectrum availability in cognitive aerospace communications, however, real-world data are transformed into binary channel states like other prediction algorithms. Another study is our recent work [30] , which is, to our best knowledge, the first work to apply LSTM for spectrum prediction in frequency hopping communication. However, in our previous work [30] , frequency hopping sequence is also the binary time series artificially generated. In addition, the hyper-parameters of the LSTM network haven't been optimized, which have a significant impact on prediction accuracy that will be validated in this paper through real-world spectrum analytics.
C. CONTRIBUTIONS
The main contributions of this paper are summarized as follows:
• We develop a spectrum prediction framework with a deep learning approach, which is the first time to predict on the real-world power spectral density (PSD) values. It is interesting for us to apply LSTM network to tackle time series problems in spectrum prediction because LSTM network can have a memory of historical data when it works.
• We design several main trials, leveraging taguchi method with K -fold cross validation, to determine the optimized structure and analyze the effect of each design hyper-parameter of neural network. Taguchi method is introduced here to effectively reduce requirements of time consumption and computational resources.
• We present extensive experiment results with real-world spectrum data analytics. Several interesting insights are found as follows: i) Hyper-parameters of neural network have varying degrees of influence and the depth of network is observed to be more significant; ii) LSTM network is found more stable than multilayer perceptron (MLP) network; iii) LSTM network with regression and classification perspective both outperforms the MLP network, and LSTM network with classification perspective is observed slightly better than another one.
The remainder of this paper is organized as follows. Section II introduces the process of spectrum prediction. Section III mainly presents the structure of two different network type respectively and the metrics to evaluate network performance. Section IV lists some design hyper-parameters involved in network design and the main trials using taguchi method to determine the optimized architecture.
Section V shows the experimental results, followed by conclusions in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In CRN, the secondary user (SU) perceives the channel at the beginning of time slot. Once the collected PSD data are above certain threshold, SU thinks that the licensed users are communicating and then gives up this time slot. Otherwise, SU starts transmission of information until the end of this time slot. We consider that historical data collected by SU are arranged in a 2-D matrix (f j , t i ) for each band, where each row represents the measured data at each spectrum point in chronological order, whereas each column represents the data at different time instants of each spectrum point. We have known that each spectrum point has their unique evolution trajectory. It is possible to impose the negative effect on each other if time-frequency combined prediction is carried out. Because of this, data of single spectrum point with temporal correlation are used to make prediction. Spectrum prediction is to predict the spectrum state in next slot by mining the internal relationship of historical spectrum data. That is to say, given historical data of T slots, measured spectrum data in current time slot t and previous slots x t−T +1 ,x t−T +2 , . . . , x t are used as input of neural network which has been trained to discover the internal relationship. Then, the output of neural network is the prediction value in next slot t + 1.
Neural network is trained to capture inherent correlations of spectrum data dependent on the training set before it is used to predict. Fig. 1 shows the dataset construction of single spectrum point for prediction briefly. q 0 , q 1 , . . . . . . , q 7 refer to the alternative channel measured value in a time slot. Measured data can be received over time, so dataset is constructed by sliding a window with the fixed length T accordingly for single spectrum point. As illustrated in Fig. 1 , fixed window whose length is set five keeps moving a time slot forward to construct multiple samples in the dataset. S j means the input of the jth sample and L j means the corresponding label. The spectrum prediction is tackled using the supervised learning, and the neural network is trained to make the predicted valueL j as close as possible to the real value L j . The whole dataset is shuffled in advance and then divided into training set and testing set to avoid sample distribution imbalance.
III. A DEEP LEARNING FRAMEWORK FOR SPECTRUM PREDICTION
Neural network has been well recognized as a powerful tool for spectrum prediction. The neural network usually consists of the input layer, multiple hidden layers and the output layer. By increasing or decreasing the number of hidden layers and the number of hidden layer neurons, any complex nonlinear function can be constructed. In theory, the network with single hidden layer and different number of neurons can fit out any function. Neural network mainly can be classified into two types: feed-forward neural network and RNN. On behalf of these two types, the MLP network and LSTM network are respectively introduced as follows. 
A. MLP NETWORK
MLP network is a fully connected feed-forward neural network based on back propagation algorithm. As illustrated in the left of Fig. 2 , there are only full connections between adjacent layers, but no connection among the nodes within the same layer. It can only handle the data within the fixedsize window once. It reveals that it is unsuitable for modeling historical dependencies and provides limited capability of temporal modeling and spectrum state prediction. Supposing the size of input data is C × T which means each one of C channels has data of length T , inputs must be reshaped to a column vector. Fig. 2 also illustrates a mathematical model of one ordinary neuron in MLP network in details [31] . When inputs are x 1 , x 2 , . . . , x m , the output of the neuron is calculated as:
where ω with different subscripts is called weights and b is called bias. ϕ(·) represents the activation function which often employs sigmoid or tanh.
B. LSTM NETWORK
RNN network is distinguished from feed-forward network where neurons in hidden layers receives feedback, which is from the previous state to current state. Fig. 3 shows a simple RNN architecture with two hidden layers and unfolded in time domain for three time steps. The input vectors are fed into the RNN, one element at one timestep. This kind of architecture shows the concept of chronological order while the feed-forward network processes an input vector of fixed length, so it can be seen that RNN is superior in solving time series problems. RNN network allows the information of historical inputs to be stored in the network's internal state, and thereby take advantage of all the available input information up to the current time. In theory, RNN can learn the characteristics of any length of time series. However, it is proved by experiments that the performance of RNN network can be restricted due to gradient vanishment or gradient explosion [32] . To tackle the gradient problems faced by RNN network, LSTM network is designed by introducing a key component named memory unit [33] . As illustrated in Fig. 4 , memory unit contains a memory cell and three gates which are named depending on their corresponding practical functionalities. The memory cell has the responsibility to remember the current state of the unit to be used in next timestep. Gates impose controls on the ratio of forgetting and storing related information. The input gate indicted by i controls how much much new information flows into the memory cell. The forget gate indicted by f decides how much of the memory cell should be abandoned in current memory cell. The last gate denoted as o, named by output gate, controls the amount of information to compute the output activation of the memory unit and further flows into the rest of the network. The mathematical calculation of an LSTM unit is as follows [33] :
where in the time slot t the input vector is x t , the hidden state vector is s t and the memory cell is denoted as c t . represents the Hadamard product. 
C. EVALUATION METRICS
It is known that to predict the value of channel quality, the usual perspective is regression. But spectrum prediction can be realized not only by regression but also by classification aspects if measured data are quantized ahead. Accordingly from these two aspects, the evaluation metrics of network performance are root of mean square error (RMSE) and classification accuracy (CA), both of which are mathematically formulated as equation (8) and (9):
where N test is the number of testing samples. Q t and Q t represents the real and predicted category, respectively. The outputs of neural network should be consecutive values in regression. Therefore, the activation in the output layer is set to be linear and network parameters are adjusted to optimize the target function mean square error. In contrast, the outputs of neural network should be discrete category in classification. In addition the labels of samples must be converted to categorical one-hot encoding. The activation in the output layer is set to be softmax which is able to transform outputs to probability distribution. Cross-entropy function is often selected as the optimization target for classification task. The expression of cross-entropy is mathematically formulated as:
where n is the number of training samples. y(t) andŷ(t) represent the probability distribution of true categories and predicted categories, respectively.
IV. TAGUCHI METHOD-BASED HYPER-PARAMETER OPTIMIZATION
As is known, design of the neural network is a quiet challenging task because the performance of the network is influenced by many hyper-parameters, mainly relying on the rich experience of the engineers. When designing optimized structure of neural network, the hyper-parameters that are considered and their corresponding levels are as follows and are presented in Table 1 . 
1) DESIGN HYPER-PARAMETER i
In terms of the neural network size, the number of neurons in the hidden layer has a great impact on performance in addition to the number of layers. We consider network width of 10, 20, 30, 40 as Levels 1, 2, 3, 4 respectively for all hidden layers.
2) DESIGN HYPER-PARAMETER ii
The second design hyper-parameter we consider is the number of hidden layers, which is also very important. The deep architecture of hidden layers is set as 1, 2, 3 and 4.
The deeper the network is, and the stronger ability to model the network has. But it may result in over-fitting if the network has too many layers.
3) DESIGN HYPER-PARAMETER iii
The initial values of neural network parameters have great influence on network performance. An inappropriate initial value may result in failure to achieve optimal results. So we look at four methods of initialization: uniform distribution, glorot uniform distribution, normal distribution and glorot normal distribution.
4) DESIGN HYPER-PARAMETER iv
Activation function which is called relu has been widely used due to its outstanding behavior in deep learning. However, sigmoid and tanh functions which are commonly used may be more effective for different problems. Tanh, sigmoid, relu and hard sigmoid are considered as Levels 1, 2, 3 and 4.
5) DESIGN HYPER-PARAMETER v
Learning rate decides the span at which the parameters of networks are updated. If learning rate is set too small, then more iterations should be carried out until convergence. But being too large will result in missing of the optimal parameters. We consider four levels: 0.001, 0.005, 0.01, 0.05. These involved hyper-parameters have a combined effect on the performance of neural network and cannot be considered separately. Grid search method is often used to select the optimized structure. It is a kind of violent search method and lists all the possible combinations of the considering hyper-parameters. The training set is divided into K subsets which are denoted as x train,i , i = 1, 2, . . . , K at first. Then, for each possible combination of the hyper-parameters, one certain subset is used to test and evaluate this model while others are used for training. Finally, the mean value of K testing performances is considered as evaluation performance of network with this combination. This is what we call the K -fold cross validation, which can find the relatively superior hyper-parameter settings of the network.
Five design hyper-parameters which can influence the performance of network are set as four levels respectively in this paper. Totally, there are 1024 (4 5 ) possible combinations to be analyzed if we use grid search method. It is conceivable that so many experiments will consume much time and require more computational resources. The taguchi method [34] is introduced to find the optimized structure through the orthogonal combination of influencing VOLUME 6, 2018 hyper-parameters, saving a lot of time. It is an orthogonal experimental design method, which originates from quality control method in the engineering field. When evaluation metric is influenced by c design factors and each design factor has b levels, the experimental arrangements can be represent by the orthogonal table L a (b c ), whose subscript a means the quantity of trials. Actually, L a (b c ) is a table with a rows and c columns, where all levels of each design factor for each column appear at the same frequency. Meanwhile, occurrence frequency of a certain level between any two columns is the same. These two characteristics can be found in Table 2 . It skillfully uses the orthogonal experimental arrangements to deal with the non-linear relation between design factors and evaluation metric, and determines the optimized combination of these factors by selecting the level of design factors. An orthogonal array L 16 (4 5 ) is used for the trial design combining the cross validation, listed in Table 2 . The whole process of taguchi method combined with cross validation is shown in Fig. 5 .
V. EXPERIMENT EVALUATION
In this section, we use two real-world spectrum datasets to demonstrate the effectiveness of the proposed scheme. One dataset is from the terrestrial networks and the other is from the satellite networks.
A. CASE STUDY I: TERRESTRIAL DATA ANALYTICS
In this case, we try to make predictions from the perspective of classification. We use spectrum data from the RWTH Aachen University spectrum measurement campaign [35] . 2 After analysis in our previous work [36] , the correlation of time domain in GSM1800 downlink band is strong. Therefore, spectrum data in this frequency band which ranges from 1820.0MHz to 1875.5MHz serve as the dataset in this part. Fig. 6 shows the evolution trajectories of a thirteen day RSS, that is, measured PSD values [37] .
The total amount of original dataset is so large that it will consume long time to fully process the data. Based on this consideration, the original data are sampled in the same interval. The new time series achieved by sampling should be tested for stationarity. Stationarity test is necessary due to that supposing a time series is stationary, it is easier for us to model and therefore to predict. If the series doesn't satisfy the requirements of stationarity, differential operations must be included in data processing. The augmented dickey-fuller (ADF) test is employed here which belongs to root test methods [38] . When p value is above 0.05, null hypothesis test is received. So, the time series has unit root and it is non-stationary. Conversely, the alternate hypothesis test is accepted, indicating that the time series is stationary. After our analysis, the evolution trajectory of RSS for each spectrum point in the GSM1800 downlink band is stationary and that's what we expected. Through quantization the continuous spectrum data are transformed into finite discrete values, that is to say, quantization interval is determined according to the maximum and minimum values of the measured data as well as quantization level which is chosen as 8. The reason why quantization level equals 8 is a tradeoff between prediction accuracy and prediction error. Too large quantization level will increase prediction difficulty and lead to poor prediction accuracy due to quantized spectrum values are close to each other, while too small quantization level may bring out the large discrepancy between quantized value and measured value, which means loss of spectrum information.
Next, we should determine the optimized structure of network. Taking the spectrum point of 1863.6MHz from the perspective of classification as an example, the training set is split into 3 subsets x train,0 , x train,1 , x train,2 at first. For each main trial in Table 2 , 3-fold cross validation is carried out and the corresponding prediction accuracy is listed in the same table. Because the model is a classification one, only the classification accuracy is shown in the table. The last column lists the mean accuracy of cross validation for each trial. We can see that the top two of accuracy are achieved by the 1st and 2nd trial, whose mean accuracy are 0.7139 and 0.7134. The setting of all considered hyper-parameters is in bold when neural network achieves the best performance and as follows: the neurons of the hidden layers are 10, the number of layers is two, learning rate should be 0.005, activation function is chosen sigmoid and the initialization of parameters would better to obey glorot uniform distribution. Finally, the accuracy of testing set achieves 0.7145 with the optimized hyper-parameters setting.
Next, we analyze what effect single design hyperparameter may have on the prediction performance, still using VOLUME 6, 2018 FIGURE 9. Accuracy performance of three networks.
experimental results above. The effects of each design hyperparameter can be separated since for each trial the combinations of design hyper-parameters are orthogonal [39] . The effects of each design hyper-parameter at each level are calculated by taking the corresponding average from Table 2 . For example, the Level 3 of the design hyper-parameter iii is in the 3th, 8th, 9th and 14th main trials, and the average accuracy of this level is 0.7069. Here we introduced range analysis [40] to find the sensitivity of the design hyper-parameters for the spectrum point. Sensitivity of one design hyper-parameter means the difference between the maximum mean accuracy and the minimum mean accuracy, and the results are shown in Table 3 . The effects of each design hyper-parameter at each of the four levels are displayed in Fig. 7 . We find that among these design hyper-parameters, the learning rate has the most important influence on the prediction performance. What's more, the depth of network has more effects on the network performance than the width of network. Both of initializer and activation function have few influences on prediction performance of single spectrum point. So when we design LSTM network for spectrum prediction of all spectrum points in the GSM1800 downlink band, more attention is paid to learning rate and the depth of neural network. The depth of neural network should be one or two layers and the learning rate should be less than 0.005.
Due to the different parameters of neural network during initialization, the results of each experiment will be different. We further compare the stability of three neural networks. LSTM CA model represents the LSTM network with classification perspective and LSTM Linear model represents network from the regression aspect. MLP Linear model is a traditional one as a baseline. The configuration of three models is according to the optimized combination of those design hyper-parameters, and total ten experiments are conducted at the above spectrum point. The experimental and statistical results are shown in Fig. 8 , showing results of each experiment and statistical stability respectively. As can be seen from the figure, the prediction performance of two LSTM models is higher and more stable than MLP model.
As mentioned above, RSS varies from spectrum point to spectrum point. Some spectrum points do not have very obvious tidal effects while some spectrum points are always stationary with PSD value essentially unchanged. It can be assumed that the prediction performance of each spectrum point may not be consistent. Fig. 9 shows the accuracy performance of three models on the same testing set in the GSM1800 downlink bands. For total spectrum points, a little small portion of prediction performance of the MLP network is superior to the LSTM network, which is possible due to different initialization values or optimization targets. In some spectrum points, the performance difference is large while in others the performance is close to each other. It is related to the features of RSS which can be further studied. In the sense of statistics, Fig. 10 shows the cumulative distribution function (CDF) curves of CA performance. We can also conclude that LSTM network with classification aspect is a little better than that with regression aspect.
B. CASE STUDY II: SATELLITE DATA ANALYTICS
In this case, we're going to do the spectrum prediction from a regression aspect. The spectrum data used in this part of experiments are not from open source and are collected from satellite. There are in total 86 frequency bins whose bandwidth is all 20MHz and each frequency bin is split into 32 spectrum points. Satellite measurement campaign starts on 2017-12-01 and ends on 2017-12-11, which can sweep whole frequency band in only 0.8s. Due to the measuring equipment, missing of spectrum data in the whole band occurs in some time periods, so the average value of one spectrum point is filled into those blank slots of that point.
The spectrum data are predicted from the perspective of regression, therefore the evaluation metric of network performance is equation (8) . The RMSE function in this paper is monotonically decreasing. In other words, the larger the prediction error of certain frequency point is, the smaller the corresponding RMSE value is. Here we employ LSTM Linear and MLP Linear network to make prediction from 5270MHz to 5290MHz. Fig. 11 shows the prediction performance of these 32 frequency points and Fig. 12 shows the corresponding CDF curve. As shown in Fig. 11 , the performance advantage of LSTM Linear network is obvious at some frequency points, while the prediction performance at other frequency points is similar to that of MLP Linear network or even worse. As with case study I, the performance difference of these two networks is related to the using rule of frequency point and initialization value of network. In Fig. 12 , RMSE of LSTM Linear network is less than 15.2 for about 90% of the frequency points, and that of MLP Linear network is less than 11.8. On this dataset from the perspective of regression, we further verify the superiority of the LSTM network.
VI. CONCLUSION
In this paper, we develop a spectrum prediction framework with a deep learning approach. We predict real-world spectrum data through the emerging LSTM neural network and the conventional MLP neural network. It is widely known that determining the architecture of a neural network is a very complex problem. Here, we introduce taguchi method instead of grid search method to reduce time consumption and computational resources when we design the best optimized configuration of neural network. For the first dataset, the LSTM network is constructed from classification and regression aspects to evaluate prediction accuracy. For the second dataset, the LSTM network is constructed from regression to evaluate prediction error. The experimental results have demonstrated that LSTM network has some advantages in time series problems and better prediction performance than MLP network. For both LSTM network, network with classification aspect performs slightly better than the one with regression aspect. JIACHEN SUN received the B.S. degree in information engineering from Southeast University, Nanjing, China, in 2016. She is currently pursuing the M.S. degree with the College of Communications Engineering, Army Engineering University of PLA, Nanjing. Her research interests include data analytics, wireless communications, and cognitive radio networks. VOLUME 6, 2018 
