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Abstract
An epidemic model is proposed to describe the dynamics of disease spread between two patches
due to population dispersal. It is proved that reproduction number is a threshold of the uniform per-
sistence and disappearance of the disease. It is found that the dispersal rates of susceptible individuals
do not influence the persistence and extinction of the disease. Furthermore, if the disease becomes
extinct in each patch when the patches are isolated, the disease remains extinct when the population
dispersal occurs; if the disease spreads in each patch when the patches are isolated, the disease re-
mains persistent in two patches when the population dispersal occurs; if the disease disappears in
one patch and spreads in the other patch when they are isolated, the disease can spread in all the
patches or disappear in all the patches if dispersal rates of infectious individuals are suitably chosen.
It is shown that an endemic equilibrium is locally stable if susceptible dispersal occurs and infectious
dispersal turns off. If susceptible individuals and infectious individuals have the same dispersal rate
in each patch, it is shown that the fractions of infectious individuals converge to a unique endemic
equilibrium.
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Threshold for the persistence and extinction of a disease is very important in epidemi-
ology and has been studied by Beretta and Kuang [2] for a marine bacteriophage infection,
by Thieme [9] for nonautonomous epidemic models, by Zhao and Zou [12] for an epidemic
model with a maturation delay.
Communicable diseases such as influenza and sexual diseases can be easily transmitted
from one country (or one region) to other countries (or other regions). Thus, it is important
to consider the effect of a population dispersal on the spread of a disease. In a recent paper,
Brauer and van den Driessche [3] proposed a model with the immigration of infectives,
which simulates the fact that travellers may return home from a foreign trip. The model
describes the dynamics of a disease evolution in a fixed patch and assumes that the flow rate
of the population into the patch is constant, i.e., there is a constant flow of new members
into the population in unit time. Castillo-Chavez and Yakubu [4] studied a two-patch S-I-S
epidemic model with dispersion governed by discrete equations. In paper [11], Wang and
Zhao have proposed an epidemic model with multipatches and established the threshold
between the extinction and uniform persistence of a disease. In this paper, we consider
further an epidemic model with patches the demographic structure of which is different
from that in [11] and is widely used in literature [1,6]. We will show that its reproduction
number is a threshold for the uniform persistence and extinction of the disease. By which
we know clearly the effect of population dispersal on the spread of the disease. We will
also analyze the stability of an endemic equilibrium.
We consider an SIS type of disease transmission. The population is divided into two
classes: susceptible individuals and infectious individuals. Susceptible individuals become
infective after contact with infective individuals. Infectious individuals return to suscepti-
ble class when they are recovered. Gonorrhea and other sexually transmitted diseases or
bacterial infections exhibit this phenomenon. We denote the numbers of susceptible indi-
viduals at time t by S(t) and the numbers of infective individuals at time t by I (t). If there
is no population dispersal among patches, i.e., the patches are isolated, we suppose that the
population dynamics in ith patch is governed by{
S
′
i = µiNi −µiSi − βiSi IiNi + γiIi ,
I
′
i = βiSi IiNi − (µi + γi)Ii ,
(1.1)
where Ni is the number of the population in patch i , µi is its birth rate and death rate, βi
the average number of adequate contacts of an infective per unit time and γi the recovery
rate of an infective individual.
For simplicity, we only consider two patches in this paper. When the patches are con-
nected, we suppose that the dynamics of the individuals are governed by
dS1
dt
= µ1N1 −µ1S1 − β1S1 I1
N1
+ γ1I1 − a1S1 + a2S2,
dS2
dt
= µ2N2 −µ2S2 − β2S2 I2
N2
+ γ2I2 + a1S1 − a2S2,
dI1 = β1S1 I1 − (µ1 + γ1)I1 − b1I1 + b2I2,
dt N1
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dt
= β2S2 I2
N2
− (µ2 + γ2)I2 − b2I2 + b1I1, (1.2)
where a1 represents the rate at which susceptible individuals migrate from the first patch to
the second patch, a2 the rate at which susceptible individuals migrate from the second patch
to the first patch, b1 the rate at which infectious individuals migrate from the first patch to
the second patch, b2 the rate at which infected individuals migrate from the second patch
to the first patch. In this model, we neglect the death and birth process of the individuals
when they are dispersing and suppose that µi , βi , i = 1,2, are positive constants, ai , bi ,
i = 1,2, are nonnegative constants.
The remaining parts of this paper is organized as follows. In the next section, we es-
tablish a threshold between the extinction and persistence of the disease. Based upon this
result, we present three remarks to explain the effect of the population dispersal on the
spread of the disease. Then we consider the stability of an endemic equilibrium in two
cases: susceptible dispersal and identical dispersal rate. Section 4 gives a brief discussion
of main results.
2. Mathematical analysis
2.1. Threshold for the disease spread
In this subsection, we analyze (1.2) to obtain thresholds between the extinction and
uniform persistence of the disease. If N = N1 +N2 = S1 + I1 + S2 + I2, it follows from
N ′ = 0 that N is a constant. In what follows, we suppose N(t) ≡ A> 0. Set s1 = S1/N1,
i1 = I1/N1, s2 = S2/N2, i2 = I2/N2 and define x = 1/N1. By direct calculations, we see
that (1.2) can be reduced to
di1
dt
= (a1 + a2 + β1 − b1 −µ1 − γ1)i1 + (b1 − a1 − β1)i21
− b2i2 + (b2 − a2)i1i2 +Ax(b2i2 − a2i1 + (a2 − b2)i1i2),
di2
dt
= 1
Ax − 1
{
b1i1 + (b2 +µ2 + γ2 − a1 − a2 − β2)i2
+ (a2 + β2 − b2)i22 + (a1 − b1)i1i2
−Axi2
[
(β2 + a2 − b2)i2 − β2 − a2 +µ2 + γ2 + b2
]}
,
dx
dt
= x[a1 + a2 + (b1 − a1)i1 + (b2 − a2)i2 −Ax(a2 + (b2 − a2)i2)]. (2.1)
Clearly, reasonable region for this model is
X = {(i1, i2, x): 0 i1  1, 0 i2  1, 1/A< x}.
We will always consider (2.1) in this region. Let us begin from its equilibria. First, we
suppose that a1 > 0, a2 > 0. Clearly, E0 = (0,0, (a1 + a2)/(Aa2)) is a disease free equi-
librium. The Jacobian matrix of (2.1) at the disease free equilibrium is
J0 =

β1 −µ1 − γ1 − b1 b2a1/a2 0b1a2/a1 β2 −µ2 − γ2 − b2 0
− (a1+a2)(a1−b1) a1(a1+a2)(a2−b2) −a1 − a2

 .a2A a22A
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h1 = β1 −µ1 − γ1 − b1 + β2 −µ2 − γ2 − b2,
h2 = (µ1 + γ1 + b1 − β1)(µ2 + γ2 + b2 − β2)− b1b2.
If
λm =
h1 +
√
h21 − 4h2
2
,
it is easy to see that the disease free equilibrium is asymptotically stable if λm < 0 and is
unstable if λm > 0.
Define
F =
[
β1 0
0 β2
]
, V =−
[−µ1 − γ1 − b1 b2
b1 −µ2 − γ2 − b2
]
.
If R0 := ρ(FV−1), where ρ(FV−1) is the spectral radius of matrix FV−1, it follows from
Diekmann [5] or van den Driessche and Watmough [10] that R0 is a reproduction number
of (1.2). Furthermore, it is easy to see from the proof of Theorem 2 in [10] that R0 < 1 if
and only if λm < 0, and R0 > 1 if and only if λm > 0. We will show below that R0 is a
threshold between the extinction and uniform persistence of the disease.
Theorem 2.1. Let a1 > 0, a2 > 0. Then the disease-free equilibrium of (2.1) is globally
stable if R0 < 1.
Proof. It suffices to prove that each positive solution of (2.1) tends to E0 as t →∞.
This will be done if we prove that each positive solution (S1(t), I1(t), S2(t), I2(t)) of (1.2)
satisfies
lim
t→∞
(
S1(t), I1(t), S2(t), I2(t)
)= (a2A/(a1 + a2),0, a1A/(a1 + a2),0). (2.2)
Let us consider a positive solution (S1(t), S2(t), I1(t), I2(t)) of (1.2). By the third equa-
tion and the fourth equation of (1.2), we obtain
dI1
dt
< (β1 −µ1 − γ1 − b1)I1 + b2I2,
dI2
dt
< (β2 −µ2 − γ2 − b2)I2 + b1I1. (2.3)
Define an auxiliary system by
dI1
dt
= (β1 −µ1 − γ1 − b1)I1 + b2I2,
dI2
dt
= b1I1 + (β2 −µ2 − γ2 − b2)I2. (2.4)
Since each positive solution of (2.4) satisfies
lim I1(t)= 0, lim I2(t)= 0, (2.5)
t→∞ t→∞
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Ii(t)→ 0, i = 1,2, as t →∞.
Note that S2 =A− S1 − I1 − I2. The first equation of (1.2) can be written as
dS1
dt
= a2A− (a1 + a2)S1 + f (t),
where
f (t)= µ1I1(t)− β1I1(t) S1(t)
N1(t)
+ γ1I1(t)− a2
(
I1(t)+ I2(t)
)
.
Since f (t)→ 0 as t →∞, it is easy to see that S1(t)→ a2A/(a1 + a2) as t →∞. It
follows that S2(t)→ a1A/(a1 + a2) as t →∞. This shows the disease free equilibrium is
globally stable. ✷
Theorem 2.2. Let b2 = 0 or b1 = 0 and let ai  0, i = 1,2. Then for any solution of (1.2)
in X, we have limt→∞ Ij (t) = 0, j = 1,2, i.e., the disease becomes extinct in the two
patches, if{
β1 <µ1 + γ1 + b1,
β2 <µ2 + γ2 + b2. (2.6)
Proof. We only consider the case where b2 = 0, the case b1 = 0 being similar. By the third
equation of (1.2), we have
dI1
dt
= β1S1 I1
N1
− (µ1 + γ1)I1 − b1I1 <
[
β1 − (µ1 + γ1 + b1)
]
I1.
It follows from (2.6) that I1(t)→ 0 as t →∞. By the fourth equation of (1.2), we have
dI2
dt
= β2S2 I2
N2
− (µ2 + γ2)I2 + b1I1 <
[
β2 − (µ2 + γ2)
]
I2 + b1I1(t).
Since I1(t)→ 0 as t →∞, it is easy to see from (2.6) that I2(t)→ 0 as t →∞.
Theorem 2.3. Let ai > 0 and bi > 0, i = 1,2. If R0 > 1, then the disease is uniformly
persistent in the two patches, i.e., there is a positive constant ! such that every positive
solution (i1(t), i2(t), x(t)) of (2.1) satisfies
lim inf
t→∞ i1(t) !, lim inft→∞ i2(t) !.
Proof. Define
∂X = {(i1, i2, x) ∈X: i1 = 0 or i2 = 0}, X0 =X \ ∂X.
In order to prove that the disease is uniformly persistent, it suffices to show that ∂X repels
uniformly the solutions of (2.1) in X0.
First, it is not hard to check that X is positively invariant and that ∂X is relatively closed
in X. Furthermore, since the third equation of (2.1) can be written as
dx = x[a1(1− i1)+ a2(1− i2)+ b1i1 + b2i2 −Ax(a2 + (b2 − a2)i2)],
dt
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dx
dt
 x
[
a1 + a2 + b1 + b2 −Axmin(a2, b2)
]
. (2.7)
It follows that
lim sup
t→+∞
x(t) (a1 + a2 + b1 + b2)
/(
Amin(a2, b2)
)
. (2.8)
Thus, (2.1) is point dissipative.
Set
M∂ =
{(
i1(t), i2(t), x(t)
)
:
(
i1(t), i2(t), x(t)
)
satisfies (2.1) and(
i1(t), i2(t), x(t)
) ∈ ∂X, ∀t  0}.
We now show that M∂ = {(0,0, x): x > 1/A}. Assume (i1(t), i2(t), x(t)) ∈ M∂ for all
t  0. It suffices to show that i1(t)= 0 and i2(t)= 0 for all t  0. Suppose not. There is a
t0  0 such that i1(t0) > 0, i2(t0)= 0 or i1(t0)= 0, i2(t0) > 0. In the first case, we have
i ′2(t0)= b1i1(t0)
/(
Ax(t0)− 1
)
> 0.
It follows that there is a δ > 0 such that ij (t) > 0, j = 1,2, for t0 < t < t0 + δ. This means
that (i1(t), i2(t), x(t)) /∈M∂ for t0 < t < t0 + δ. A contradiction. The second case can be
treated similarly. This proves M∂ = {(0,0, x): x > 1/A}.
It is clear that E0 is the unique equilibrium in M∂ . We now show that E0 repels the
solutions of (2.1) in X0. Let us rewrite the first equation and the second equation of (2.1)
as
di1
dt
= [a1 + a2 + β1 − b1 −µ1 − γ1 + (b1 − a1 − β1)i1 − a2Ax]i1
+ [−b2 + (b2 − a2)i1 +Axb2 +Ax(a2 − b2)i1]i2,
di2
dt
= 1
Ax − 1
{
b1i1 + i2
[
b2 +µ2 + γ2 − a1 − a2 − β2 + (a2 + β2 − b2)i2
+ (a1 − b1)i1 −Ax
(
(β2 + a2 − b2)i2 − β2 − a2 +µ2 + γ2 + b2
)]}
. (2.9)
Note that ai > 0, i = 1,2. By the argument before Theorem 2.1 we know that R0 > 1 is
equivalent to λm > 0. Since bi > 0, i = 1,2, it is easy to verify that R0 > 1 if and only if
h2 < 0 or{
h2  0,
h1 > 0.
(2.10)
If h2 < 0, choose ! > 0 small enough such that
(µ1 + γ1 + b1 − β1 − !)(µ2 + γ2 + b2 − β2 − !) <
(
b2a1
a2
− !
)(
a2b1
a1
− !
)
.
(2.11)
If (2.10) holds, choose ! > 0 small enough such that
β1 −µ1 − γ1 − b1 + β2 −µ2 − γ2 − b2 > 2!. (2.12)
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such that if a1 + a2 − !1 < a2Ax < a1 + a2 + !1, i1 < !2 and i2 < !2, we have
a1 + a2 + (b1 − a1 − β1)i1 − a2Ax >−!,
−b2 + (b2 − a2)i1 +Axb2 +Ax(a2 − b2)i1 > b2a1
a2
− !,
b1
Ax − 1 >
a2b1
a1
− !,
1
Ax − 1
[
b2 +µ2 + γ2 − a1 − a2 − β2 + (a2 + β2 − b2)i2
+ (a1 − b1)i1 −Ax
(
(β2 + a2 − b2)i2 − β2 − a2 +µ2 + γ2 + b2
)]
> β2 −µ2 − γ2 − b2 − !. (2.13)
Let us consider an arbitrary positive solution (i1(t), i2(t), x(t)) of (2.1). We now claim
that
lim sup
t→∞
max
j
{
ij (t)
}
> !2. (2.14)
Suppose, for the sake of contradiction, that there is a T > 0 such that ij (t) !2, j = 1,2,
for all t  T . Then by the third equation of (2.1), we have, for t  T ,
x
[
a1 + a2 − !2
(|b1 − a2| + |b2 − a2|)−Ax(a2 + !2(|b1 − a2| + |b2 − a2|))] dx
dt
 x
[
a1 + a2 + !2
(|b1 − a2| + |b2 − a2|)−Ax(a2 − !2(|b1 − a2| + |b2 − a2|))].
Now, by restricting !2 > 0 small enough, we can find a T1 > 0 such that for t  T + T1,
we have a1 + a2 − !1 < a2Ax(t) < a1 + a2 + !1. As a consequence, by (2.9) and (2.13),
we have
di1
dt
> (β1 − b1 −µ1 − γ1 − !)i1 +
(
b2a1
a2
− !
)
i2,
di2
dt
>
(
a2b1
a1
− !
)
i1 + (β2 −µ2 − γ2 − b2 − !)i2. (2.15)
Let us consider an auxiliary system
di1
dt
= (β1 − b1 −µ1 − γ1 − !)i1 +
(
b2a1
a2
− !
)
i2,
di2
dt
=
(
a2b1
a1
− !
)
i1 + (β2 −µ2 − γ2 − b2 − !)i2. (2.16)
Note that the coefficient matrix of the right hand of (2.16) with respect to i1 and i2 has
positive off-diagonal elements. Since (2.11) and (2.12) imply that the matrix has a positive
eigenvalue with positive eigenvector v, it is easy to see that any positive solution of (2.16)
tends to infinity as t tends to infinity. Then by the standard comparison principle, we see
that (i1(t), i2(t))→ (∞,∞) as t →∞. This contradicts ij (t) < !2, j = 1,2. This proves
(2.14). Hence, Ws(E0)∩X0 = ∅. Since E0 is globally stable in M∂ , it follows that E0 is an
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we can conclude that ∂X repeals uniformly the solutions of (2.1) in X0.
Theorem 2.4. Let b2 = 0, b1 > 0, a1 > 0, a2 > 0. Then there is a positive con-
stant ! such that for any positive solution (S1(t), S2(t), I1(t), I2(t)) of (1.2), we have
lim inft→∞ Ij (t) > !, j = 1,2, i.e., the disease is uniformly persistent in the two patches if
β1
µ1 + γ1 + b1 > 1. (2.17)
Proof. By the third equation of (1.2), we have
dI1
dt
= I1
[
β1
(
1− I1
N1(t)
)
− (µ1 + γ1 + b1)
]
. (2.18)
We now view (2.18) as a nonautonomous equation. By repeating the discussions to obtain
(2.8) and using the definition of x , there is an η > 0 and a t0 > 0 such that
N1(t) η, for t  t0.
Hence,
lim
I1→0
β1
I1
N1(t)
= 0, uniformly in t  t0.
By Theorem 5.6 of [9], there is a positive constant !1 > 0 (independent of the choice of the
solution) such that lim inft→∞ I1(t) !1. It follows from the fourth equation of (1.2) that
dI2
dt
>−(µ2 + γ2)I2 + b1η, for t  t0,
which implies
lim inf
t→∞ I2(t) b1η/(µ2 + γ2).
The existence of ! stated in Theorem 2.4 is proved. ✷
By the similar arguments as above, we can obtain
Theorem 2.5. There is a positive constant ! such that for any positive solution (S1(t), I1(t),
S2(t), I2(t)) of (1.2), we have lim inft→∞ Ij (t) > !, j = 1,2, if one of the following con-
ditions is satisfied:
(i) b1 = 0, b2 > 0, a1 > 0, a2 > 0 and β2/(µ2 + γ2 + b2) > 1,
(ii) b1 = 0, b2 = 0, a1 > 0, a2 > 0 and βi > µi + γi , i = 1,2.
Let us discuss the implications of Theorems 2.1–2.5.
Remark 2.1. Theorems 2.1–2.5 show that the threshold conditions for the spread of the
disease are independent of a1 and a2. Thus, the dispersal rates of susceptible individuals
do not influence the permanence of the disease.
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patch if βi > µi + γi and the disease becomes extinct if βi < µi + γi . Let us now consider
the influence of population dispersal on disease spread when a1 > 0, a2 > 0. First, we
suppose that βi < µi + γi , i = 1,2, i.e., the disease becomes extinct in each patch when
they are isolated. It is easy to see that h1 < 0 is automatically satisfied. Note that h2 > 0 is
equivalent to
b1
(
b2
b2 +µ2 + γ2 − β2 − 1
)
<µ1 + γ1 − β1, (2.19)
which is valid due to µ1 + γ1 − β1 > 0. Hence, if the disease becomes extinct when the
two patches are isolated, the disease remains extinct when the population dispersal occurs.
Now, we consider the case where βi > µi + γi , i = 1,2, i.e., the disease spreads in
each patch when they are isolated. Then Theorems 2.3–2.5 show that the disease remains
permanent when the two patches are connected. In fact, if b1 = 0 or b2 = 0, it follows from
Theorem 2.4 or Theorem 2.5 that the disease is uniformly persistent in the two patches.
Suppose b1 > 0 and b2 > 0. If h2 < 0, it is evident that λm > 0. If h2  0, i.e.,
(µ1 + γ1 + b1 − β1)(µ2 + γ2 + b2 − β2) b1b2,
which implies h1 > 0. Hence, λm > 0. It follows from Theorem 2.3 that the disease spreads
in the two patches.
Remark 2.3. Suppose that
β1 <µ1 + γ1, β2 >µ2 + γ2.
This means that the disease cannot spread in the first patch and spreads in the second patch
when they are isolated. We further assume that ai > 0, i = 1,2. If β1 − µ1 − γ1 + β2 −
µ2 − γ2 < 0, Theorem 2.1 implies that the disease becomes extinct in both patches when
(2.19) is valid, and Theorem 2.3 implies that the disease spreads in both patches when
b1
(
b2
b2 +µ2 + γ2 − β2 − 1
)
>µ1 + γ1 − β1. (2.20)
By this formula, we know how to prevent the spread of the disease by controlling the
dispersal rates of infectious individuals.
Now, we suppose that β1 − µ1 − γ1 + β2 − µ2 − γ2 > 0. If b2 < β2 − µ2 − γ2, since
h2 < 0, the disease is uniformly persistent in two patches. If b2 > β2 − µ2 − γ2, since
h1 < 0, it is easy to see that the disease will be extinct in both patches if (2.19) is satisfied
and is uniformly persistent in both patches if (2.20) is valid. Hence, the strategy to prevent
the spread of the disease is to increase b2 and decrease b1.
2.2. Stability of endemic equilibrium
In this subsection, we consider the stability of endemic equilibrium of system (1.2). In
order to be tractable in mathematics, we only consider two special cases. First, we consider
susceptible dispersal.
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We suppose that the susceptible individuals of the two patches disperse between the
two patches but the infective individuals do not. This means that we suppose that a1 > 0,
a2 > 0, b1 = 0 and b2 = 0. Then (2.1) becomes
di1
dt
= i1
[
a1 + a2 + β1 −µ1 − γ1 − (a1 + β1)i1 − a2i2 − a2Ax(1− i2)
]
,
di2
dt
= 1
Ax − 1
{
(µ2 + γ2 − a1 − a2 − β2)i2 + (a2 + β2)i22 + a1i1i2
−Axi2
[
(β2 + a2)i2 − β2 − a2 +µ2 + γ2
]}
,
dx
dt
= x[a1 + a2 − a1i1 − a2i2 − a2Ax(1− i2)]. (2.21)
Suppose that
β1 >µ1 + γ1, β2 >µ2 + γ2. (2.22)
Then (2.1) has a unique positive equilibrium (i∗1 , i∗2 , x∗), where
i∗1 =
β1 −µ1 − γ1
β1
, i∗2 =
β2 −µ2 − γ2
β2
,
x∗ = a1β2γ1 + a1β2µ1 + a2β1µ2 + a2β1γ2
β1Aa2(µ2 + γ2) .
The characteristic equation of (2.21) at this positive equilibrium is
λ3 + d1λ2 + d2λ+ d3 = 0,
where
d1 = β2 + a1 − γ2 −µ2 + a2 + β1 −µ1 − γ1,
d2 =−
[−β21β22 + β21µ2β2 + a2β1γ 22 − a1β1β22 + β21γ2β2 − β21a2β2
+ β2γ 21 a1 + a2β1µ22 + β2µ21a1 + β22γ1β1 + β22µ1β1 − β2µ1β1µ2
− β2γ1β1γ2 − β2µ1β1γ2 − a1β2µ1β1 +µ2a1β1β2 + a1β1β2γ2
− β2γ1β1µ2 − a1β2γ1β1 − β2a2β1µ2 − β2a2β1γ2 + a2β2γ1β1 + a2β2µ1β1
+ 2µ2a2β1γ2 + 2β2µ1a1γ1
]/[β2β1],
d3 = (µ2 + γ2 − β2)(−β1 +µ1 + γ1)(a1β2γ1 + a1β2µ1 + a2β1µ2 + a2β1γ2)
/(β1β2).
By (2.22), it is easy to see d1 > 0 and d2 > 0. Thus, the stability of the positive equilibrium
is determined by the sign of d1d2 − d3. By direct calculations, we obtain
d1d2 − d3 = p0a21 + p1a1 + p2,
where
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(−β1β2 +µ21 + γ 21 + β1γ2 −µ1β1 − γ1β1 + β1µ2 + 2γ1µ1),
p1 = β32β1 + β2µ31 + β2µ1β21 + β1β2µ22 + 2β21β22 − 2β1β2µ21 − 2µ2β22β1
+ a2β22β1 − a2β2µ21 − 2β22µ1β1 + β2γ 31 − a2β1γ 22 − 2β2β21µ2 − 2β2β21γ2
− 2µ2a2β1γ2 − a2β1µ22 − a2β2γ 21 − 2a2β2µ1γ1 + 3β2µ21γ1 + 3µ1β2γ 21
− 2γ2β22β1 − 4β1β2µ1γ1 + β1β2γ 22 − 2β1β2γ 21 + β2γ1β21
+ 2µ2β1β2γ2 + a2β21β2 + 2β2β1γ2µ1 + 2µ2β2β1µ1 + 2µ2β2β1γ1
+ 2β2β1γ2γ1 − 2β22γ1β1,
p2 = β1(a2 + β2 −µ2 − γ2)
(
a2β1β2 + β2a2γ2 − a2β2µ1 − a2µ22 − a2β2γ1
− a2γ 22 +µ2β2a2 − 2a2µ2γ2 +µ2β2µ1 + β2µ21 + β22β1 + β2γ2µ1
+ β2γ2γ1 +µ2β2γ1 − β1β2µ2 − 2β2µ1β1 − β22µ1 + β21β2 + β2γ 21
− β1β2γ2 + 2β2µ1γ1 − 2β2γ1β1 − β22γ1
)
.
Substituting β1 = µ1 + γ1 + t1 and β2 = µ2 + γ2 + t2 into p0/β2, we obtain
p0
β2
= (t1 + t2)(µ1 +µ2)+ t1t2.
Since (2.22) implies that t1 > 0, t2 > 0, it follows that p0 > 0. In a similar manner, we
can show that p1 > 0 and p2 > 0. Consequently, we have d1d2 − d3 > 0. Thus, by Routh–
Hurwitz criteria, we have
Theorem 2.6. Suppose (2.22) holds. Then the positive equilibrium of (2.21) is asymptoti-
cally stable.
Identical dispersal rate for susceptible and infective
We suppose that susceptible individuals have the same dispersal rate as infectious indi-
viduals in each patch, i.e., ai = bi , i = 1,2. Then system (1.2) becomes
dS1
dt
= µ1N1 −µ1S1 − β1S1 I1
N1
+ γ1I1 − a1S1 + a2S2,
dS2
dt
= µ2N2 −µ2S2 − β2S2 I2
N2
+ γ2I2 + a1S1 − a2S2,
dI1
dt
= β1S1 I1
N1
− (µ1 + γ1)I1 − a1I1 + a2I2,
dI2
dt
= β2S2 I2
N2
− (µ2 + γ2)I2 − a2I2 + a1I1. (2.23)
Theorem 2.7. Let a1 > 0 and a2 > 0. Suppose R0 > 1, i.e.,
(µ1 + γ1 + a1 − β1)(µ2 + γ2 + a2 − β2) < a1a2
or
(µ1 + γ1 + a1 − β1)(µ2 + γ2 + a2 − β2) > a1a2 and β1 >µ1 + γ1 + a1.
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steady state as t tends to infinity, i.e., there is an (S∗1 , S∗2 , I∗1 , I∗2 ) > 0 such that
lim
t→∞
(
S1(t), S2(t), I1(t), I2(t)
)= (S∗1 , S∗2 , I∗1 , I∗2 ).
Proof. It is easy to obtain
dN1
dt
=−a1N1 + a2N2,
dN2
dt
= a1N1 − a2N2. (2.24)
Thus, N ′(t) ≡ 0, and therefore, N1(t) + N2(t) ≡ A. Substituting N2 = A − N1 into the
first equation of (2.24), we have
dN1
dt
= a2A− (a1 + a2)N1.
It follows that N1(t) → a2A/(a1 + a2)  N10 and N2(t) → a1A/(a1 + a2)  N20 as
t →∞. Now, we consider the limiting system of (2.23):
dI1
dt
= β1I1
(
1− I1
N10
)
− (µ1 + γ1 + a1)I1 + a2I2,
dI2
dt
= β2I2
(
1− I2
N20
)
− (µ2 + γ2 + a2)I2 + a1I1. (2.25)
An equilibrium of (2.25) satisfies
I2 = I1
a2
(
µ1 + γ1 + a1 − β1 + β1I1
N10
)
,
I1 = I2
a1
(
µ2 + γ2 + a2 − β2 + β2I2
N20
)
. (2.26)
Since the first parabola is convex and the second parabola is concave in the first quadrant,
it is easy to see from R0 > 1 that there is a unique positive equilibrium (I∗1 , I∗2 ) in (2.25).
Furthermore, by the theory of monotonic flow, this positive equilibrium is globally stable.
Let us consider
dN1
dt
=−a1N1 + a2N2,
dN2
dt
= a1N1 − a2N2,
dI1
dt
= β1I1
(
1− I1
N1
)
− (µ1 + γ1 + a1)I1 + a2I2,
dI2
dt
= β2I2
(
1− I2
N2
)
− (µ2 + γ2 + a2)I2 + a1I1. (2.27)
Let Φ(t) :R4+ → R4+ be the solution semiflow of (2.27), i.e., Φ(t)(y1, y2, y3, y4) =
(N1(t),N2(t), I1(t), I2(t)) is the solution of (2.27) with (N1(0),N2(0), I1(0), I2(0)) =
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and y2 > y4 > 0. Since Ni(t)→Ni0 as t →∞, we have ω = {(N10,N20)} ×ωI . Further-
more, for any 0 < ! <Ni0, i = 1,2, there is a T1 > 0 such that
dI1
dt
> β1I1
(
1− I1
N10 − !
)
− (µ1 + γ1 + a1)I1 + a2I2,
dI2
dt
> β2I2
(
1− I2
N20 − !
)
− (µ2 + γ2 + a2)I2 + a1I1. (2.28)
We consider a comparison system
dI1
dt
= β1I1
(
1− I1
N10 − !
)
− (µ1 + γ1 + a1)I1 + a2I2,
dI2
dt
= β2I2
(
1− I2
N20 − !
)
− (µ2 + γ2 + a2)I2 + a1I1. (2.29)
Since R0 > 1, by repeating the discussions to obtain the global stability of (2.25), we see
that this system admits a positive equilibrium which is globally stable. It follows from
the comparison principle that Ii(t), i = 1,2, have positive lower bound for large t . Thus,
ωI = {(0,0)}.
It is easy to see that
Φ(t)|ω(N10,N20, I10, I20)=
(
N10,N20,Φ1(t)(I10, I20)
)
,
where Φ1(t) is the solution semiflow of system (2.25). By [7, Lemma 2.1′], ω is an internal
chain transitive set for Φ(t), and hence, ωI is an internal chain transitive set for Φ1(t).
Since ωI = {(0,0)} and (I∗1 , I∗2 ) is globally asymptotically stable for (2.25) in R2+ \ {0},
we have ωI ∩Ws((I∗1 , I∗2 )) = ∅. By [7, Theorem 3.1 and Remark 4.6], we then get ωI =
(I∗1 , I∗2 ). This proves ω= {(N10,N20, I∗1 , I∗2 )}.
Set S∗i =Ni0− I∗i . Since Ni(t)= Si(t)+ Ii(t), Ni(t)→Ni0 and Ii(t)→ I∗i as t →∞,
we have limt→∞ Si(t)= S∗i and I∗i N∗i . If I∗i =N∗i , i = 1,2, it follows from (2.26) that
a1a2 = (µ1 + γ1 + a1)(µ2 + γ2 + a2)
which implies that µi = γi = 0, i = 1,2, contradicting to our assumptions. If I∗1 = N10
and I∗2 <N20, by the first equation of (2.26) we have
N10 = I∗1 =
a2
µ1 + γ1 + a1 I
∗
2 .
Since N10/N20 = a2/a1, it follows from the second equation of (2.26) that
a1a2 = (µ1 + γ1 + a1)
(
µ2 + γ2 + a2 − β2 + β2(µ1 + γ1 + a1)/a1
)
. (2.30)
It is easy to see that the right hand of (2.30) is greater than a1a2. We have a contradiction.
This means that it is impossible to have I∗1 =N10 and I∗2 <N20. In a similar way, we can
prove that it is impossible to have I∗1 <N10 and I∗2 =N20. Hence, we have I∗1 <N10 and
I∗2 <N20, which means S∗1 > 0 and S∗2 > 0. This completes the proof. ✷
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that each positive solution (S1(t), S2(t), I1(t), I2(t)) of (2.23) satisfies
lim
t→∞
(
i1(t), i2(t)
)= (i∗1 , i∗2 ),
where i(t) is the fraction of infectious individuals in the i-patch.
Proof. Note that limt→∞(i1(t), i2(t))= (I∗1 /N10, I∗2 /N20). Define i∗1 = I∗1 /N10 and i∗2 =
I∗2 /N20. It suffices to show that i∗1 and i∗2 are independent of the choice of a positive solu-
tion. By (2.26), we see that (i∗1 , i∗2 ) satisfies(
µ1 + γ1 + a1 − β1 + β1i∗1
)(
µ2 + γ2 + a2 − β2 + β2i∗2
)= a1a2. (2.31)
Furthermore, since a2N20 = a1N10, it follows from the second equation of (2.26) that
i∗1 =
i∗2
a2
(
µ2 + γ2 + a2 − β2 + β2i∗2
)
. (2.32)
Since (i∗1 , i∗2 ) is the solution of the system of (2.31) and (2.32), it is obvious that it depends
only on the parameters of the system and does not depend on the choice of a positive
solution. This completes the proof. ✷
3. Discussions
In this paper, we have proposed an epidemic model in order to simulate the dynamics
of disease transmission under the influence of a population dispersal among patches. The
population dispersal among patches can be interpreted as the movement that people travel
or migrate from one city to another city or from one country to another country. We have
adopted a constant total population size which is widely used in literature. Our model is
suited to a heterogeneous population in which the vital and epidemiological parameters
may depend on the patches, and incorporates the difference between the dispersal rates of
susceptible individual and the dispersal rates of infective individuals, which simulates the
process of disease control. We have shown that R0 > 1 implies that the disease is uniformly
persistent and R0 < 1 implies that the disease free equilibrium is globally stable. We have
found that the dispersal rates of susceptible individuals do not influence the persistence and
extinction of the disease. Furthermore, if the disease becomes extinct in each patch when
the patches are isolated, the disease remains extinct when the population dispersal occurs;
if the disease spreads in each patch when the patches are isolated, the disease remains
persistent in two patches when the population dispersal occurs; if the disease disappear in
one patch and spreads in the other patch when they are isolated, the disease can spread in
all the patches or disappear in all the patches if dispersal rates of infectious individuals are
suitably chosen. We have shown that an endemic equilibrium is locally stable if susceptible
dispersal occurs and infectious dispersal turns off. If susceptible individuals and infectious
individuals have the same dispersal rate in each patch, we have verified that the fractions
of infectious individuals converge to a unique endemic equilibrium. In contrast, we have a
similar result in the absence of a population dispersal.
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