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agricultural commodity prices; a rise in energy price increases the price of agricultural commodity (see Koirala et al., 2015) . Thus, information on the extent of volatility in energy prices is useful for commodity derivatives valuation as well as hedging decisions. In addition, a number of studies examining the link between energy consumption and growth have demonstrated different forms of causality (growth hypothesis, conservation hypothesis and feedback hypothesis) between the two variables and therefore unfavourable trends in energy prices may adversely impact on energy consumption and by extension exert a drag on economic growth (see Omri, 2014) . Overall, understanding the extent of changes in volatility of energy prices is important for effective investment and policy decisions.
We utilize daily spot prices of seven US energy commodities namely crude oil, gasoline, heating oil, diesel, jet fuel, propane and natural gas. We also consider monthly data on industrial production index and inflation as proxies for real economic activities and macroeconomic uncertainty respectively; in addition to using the realized monthly volatility of the return series of energy prices. The inclusion of these exogenous factors in the model somewhat follows the Arbitrage Pricing Theory which assumes that asset returns are driven by macroeconomic risks such as output volatility, inflation uncertainty, among others. To the best of our knowledge, this is the first paper to examine the return volatility in the selected energy prices using the GARCH-MIDAS approach with exogenous variables whose inclusion is theoretically motivated. A closely related paper to ours is the Valadkhani and Smyth (2017) ; however, we differ both in terms of the direction of relationship and methodology. In their paper, the objective was to examine the impact of the movements in high frequency (daily) oil prices on low frequency output variable while the reverse is the case in our paper. We evaluate how low frequency predictors including output can affect the high frequency energy prices including oil price. As the dependent variable is susceptible to conditional heteroscedasticity, the GARCH variant of the MIDAS framework becomes inevitable in our case. This partly explains why the Autoregressive Distributed Lag (ADL) variant of 5 the MIDAS regression, which ignores conditional heteroscedasticity, is employed in the Valadkhani and Smyth (2017) study. The ADL-MIDAS may be valid in the latter case since the dependent variable is of low frequency which is less likely to exhibit conditional heteroscedasticity. In addition, our analyses capture prominently consumed energy commodities in the US including oil price and therefore we are able to offer some meaningful generalizations about the predictability of the selected macroeconomic indices in forecasting the return volatility of energy prices. Thus, the consideration of energy prices in the practical application of GARCH-MIDAS for forecasting constitutes the main contribution of this paper to the literature on energy modeling.
The remaining part of this paper is structured as follows: Section 2 provides a brief review of the literature; Section 3 provides the model set up including estimation procedure and data issues; Section 4 deals with the discussion of preliminary and main results including in-sample and out-of-sample forecast results; and Section 6 concludes the paper.
A review of the literature on forecasting with energy prices
Contemporary empirical literature on forecasting the energy price volatilities have taken various dimensions. A strand of the literature approach this issue by investigating the forecast of energy price volatilities with other macroeconomic fundamentals (see Kristjanpoller and Minutolo, 2016; Degiannakis and Filis, 2017; Pan et al., 2017) . Most of these studies however focus on oil price volatilities in isolation of other prominent energy prices. Nonetheless, they differ in terms of methodological approaches adopted.
While Degiannakis and Filis, (2017) employ the heterogeneous autoregressive (HAR) model, others adopt multivariate GARCH models such as Artificial Neural Network (ANN)-GARCH model (see Kristjanpoller and Minutolo, 2016) and a regime switching GARCH-MIDAS model (see Pan et al., 2017) .
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Although these studies highlight the importance of macroeconomic variables in predicting future oil return volatility, they examine different macroeconomic fundamentals. For instance, Degiannakis and Filis (2017) confirm that information from four asset classes (that is, stocks, foreign exchange, commodities and bonds) enhance the predictive accuracy of oil price realized volatility at all forecast horizons. Also, Kristjanpoller and Minutolo (2016) show that financial variables such as the Euro/Dollar and Yen/Dollar exchange rates, and the DJIA and FTSE stock market indexes are important to the volatility of oil spot and futures prices. Meanwhile, Pan et al. (2017) find that both level and volatility of oil supply and demand have significant impacts on oil price volatility.
Another strand of current empirical literature seeks to tie variations in agricultural commodity prices to volatility in energy prices (see Koirala et al., 2015; Cabrera and Schulz, 2016) . These studies investigate the nature of linkages between different energy futures prices and agricultural commodities futures prices, albeit in different countries.
One is a study on Germany using the Dynamic Conditional Correlation (DCC) -GARCH model (see Cabrera and Schulz, 2016) while the other focuses on the US and adopts the copula modelling technique (see Koirala et al., 2015) .
Results from these studies are mixed. Findings from Cabrera and Schulz (2016) establish that the concern that biofuel is the cause of high and volatile food prices is unfounded.
On the other hand, Koirala et al. (2015) conclude that increases in the energy prices of natural gas, crude oil, motor gasoline, diesel, and biodiesel would increase agricultural future prices of corn, soybean, and cattle. This indicates that higher energy prices lead to higher costs of production for agricultural commodities.
Another focal point of the recent empirical literature in this line of inquiry is the study of the interdependencies among energy prices (see Koto, 2015; Ziel et al., 2015; Manera et al., 2016; Baruník and Krehlík, 2016; Serletis and Xu, 2016; Xian et al., 2017; Apergis et 7 al., 2017) . These studies however approach the issue from different perspectives, adopting varying methodologies and evaluating different classes of energy prices. For instance, Koto (2015) considers the prices of gasoline, ethanol, natural gas, and crude oil prices with Threshold Autoregressive (TAR) models; Manera et al. (2016) focus on crude oil, heating oil, gasoline and natural gas markets, adopting a plethora of GARCH models; Baruník and Krehlík (2016) analyse the crude oil, heating oil, and natural gas and compare the HAR and ARFIMA models against the ANN model; Serletis and Xu (2016) accommodate oil, natural gas, and coal into a trivariate BEKK model; and Ziel et al. (2015) , Xian et al. (2017) , and Apergis et al. (2017) adopt various GARCH models and divide energy market into renewable and non-renewable energy sources.
In terms of empirical evidence, these studies yield results in support of interactions and spillover effects among the energy prices and their volatilities (see Ziel et al., 2015; Manera et al., 2016; Baruník and Krehlík, 2016; Serletis and Xu, 2016; Apergis et al., 2017) . Results from the other side of the divide however do not reveal evidence in support of energy price volatility interdependencies (see Koto, 2015; Xian et al., 2017) .
In passing, the debilitating effects of the volatility of energy markets have been linked to uncertainties and distrusts among energy companies, investors, consumers, regulators, and legislators (see Baruník and Krehlík, 2016) . This has driven researches aimed at modelling and forecasting energy price volatility to aid hedging, derivatives trading and policy decisions. The interdependencies of energy prices volatilities suggesting spillover effects have been explored, but with restricted classes of energy fuels compared with the present study. Also, attempts at forecasting energy prices volatilities with macroeconomic information have largely been limited to oil, excluding other biofuels. Further, findings from these studies have remained inconclusive. The foregoing therefore represents the gap in the literature to which this study attempts to fill. 
Methodology

The Model
Following the works of Engle et al. (2013) and Asgharian et al. (2013) , we specify the GARCH-MIDAS framework used to forecast the return volatility of energy prices as follows:
where it r denotes return series computed as log difference of day in month . The conditional variance is partitioned into the short-run component   it g (see equation (2)) and the long-run component (see equation (3)). Note that the short run component has GARCH (1, 1)-like while the long-run component is determined by the realized volatility or macroeconomic series. The variable V t in equation (4a) is the realized volatility of the month while the V t in equation (4b) represents the monthly average of an exogenous variable (such as a monthly macroeconomic variable whose value it x is fixed for = 1, … , ). As previously mentioned, the macroeconomic series of interest are industrial production index, a proxy for real economic activities and inflation, a proxy for macroeconomic uncertainty. A long history of
weighted by Beta polynomials (see equation (5a) or (5b)) captures the long-run volatility.
Estimation Procedure
The analyses are partitioned into Full Sample and Sub-Samples. The latter involves the Pre-GFC 1 and the Post-GFC. Indeed, the US energy sector has witnessed significant structural changes since the global financial crisis (see EIA, 2009). As shown in figures 1 to 7, all the energy prices were moderately stable until the period of global financial crisis beyond which the trends became more unsteady and appear to follow irregular patterns. Thus, we further verify whether the chosen predictors matter for forecasting the return volatility of the US energy prices even in the presence of structural shifts (that is, regardless of the sub-periods).
For each of the data samples, we singly include the Realized Volatility, Industrial
Production Index and Inflation as predictors of the return volatility of US energy prices.
The predictability of each of the predictors under the different data scenarios is evaluated based on the significance of the corresponding coefficient in the conditional variance equation. Thereafter, we evaluate their in-sample and out-of-sample forecast performance. We use the 50% of the observations (see Narayan and Gupta, 2014) and balance forms the scope for the out-of-sample forecast. The rolling window approach, in which the long-run component varies every period, is used to generate the forecast results. This is particularly useful when forecasting series that are susceptible to structural changes such as the energy prices.
For the in-sample analyses, our focus is to essentially test the null hypothesis of no predictability for each of the considered predictors and we further complement this outcome by assessing the in-sample forecast accuracy of the predictive models. In other words, the in-sample forecast evaluation involves testing how the predictive models are 10 able to reproduce the actual data. Nonetheless, the out-of-sample forecast evaluation is also required to ascertain the ability of the model to produce accurate forecasts beyond the estimation period. As demonstrated under the estimation procedure, the GARCH-MIDAS allows for the inclusion of macroeconomic series usually collected at a low frequency in the modeling and forecasting of high frequency series like the energy prices. The monthly data for the macroeconomic series considered in this study, which are industrial production index and inflation, are available as far back as 1950. However, for the purpose of estimation, the sample data are restricted to the scope of each of the energy prices. For robustness check, we utilize both headline inflation and core inflation in the predictive model for the return volatility. The core inflation excludes the volatile components of the headline inflation such as food and energy and therefore it does make sense to ascertain whether the effect of macroeconomic uncertainty (where inflation serves as a proxy) on the return volatility of energy price is not due to the volatile components. Data for the macroeconomic series are obtained from the Bloomberg terminal. 
Data Issues
Results
Preliminary Analyses
In this section, we assess the descriptive properties of the energy return series with statistics such as the mean, skewness, kurtosis and standard deviation to comment on the nature of the distribution of the series. We structure the data into full sample, pre-GFC, and post-GFC. The descriptive statistics are reported in Table 2 while Table 3 presents the results for the serial correlation and heteroscedasticity tests. The descriptive analyses reveal similar mean values for diesel, natural gas and crude oil on one hand and gasoline, heating oil, jet fuel and propane on the other hand for full sample. We do not however obtain the same pattern for the pre-GFC sample period as all the return series have similar average values. For the post-GFC era, the mean energy return values are close except for natural gas and propane that are slightly different. A point that is worthy of note here is that the mean returns are all positive values in full sample and pre GFC while they are all negative in post-GFC era.
Further descriptive analyses from the skewness statistics reveal that majority of the daily energy return series (gasoline, heating oil, jet fuel, propane, and crude oil) are negatively skewed while only diesel and natural gas are positively skewed over full sample. However, during pre-GFC, all except heating oil, propane, and crude oil are positively skewed. In the post-GFC era however, only diesel, gasoline and propane returns are negatively skewed. An inspection of the kurtosis values indicates uniformity in the behaviour of the series as all them have their kurtosis values greater than three;
and hence, exhibit leptokurtic distribution across full sample, pre-and post-GFC. The foregoing therefore provides convincing evidence that the energy returns are not normally distributed. Having evaluated the distribution of the energy return series, we analyse the standard deviation values to comment on the return volatility of the energy prices. Although the 13 standard deviation values seem to suggest clustering of the volatility, diesel and crude oil are the least volatile while natural gas price seems to most volatile. In between are propane, heating oil, jet fuel and gasoline for the full sample and pre-GFC periods. For the post-GFC period however, heating oil and diesel returns are the least volatile while natural gas is still the most volatile energy fuel. The movements in both the level and return series of energy prices are also rendered graphically (see Figures 1 to 7) . It evident that there is a notable shift in the level energy prices which coincides with the period of the global financial crisis and that explains why it may be necessary to partition analyses involving such trends into pre-and post-GFC periods.
We proceed to test for the presence of heteroscedascitity and serial correlation in the data in order to formally justify the suitability of a GARCH-based approach for modelling energy returns (see Table 3 ). We employ the ARCH-LM test for heteroscedasticity and the Q-and Q 2 -Statistics for serial correlation. We run both tests using 5, 10 and 20 lag lengths across the full sample, pre-GFC and post-GFC data samples. The results of the ARCH-LM test reject the null hypothesis of no ARCH effects in the energy price returns at the 1 per cent significance level regardless of the lag order.
We complement the ARCH-LM test with the serial correlation test and the results are also reported in Table 3 . The results also largely suggest the presence of statistically significant serial correlations regardless of the sample period. This further reinforces the suitability of a GARCH-based framework for modelling and forecasting the return volatility of energy prices. 
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Predictability Test Results
Full Sample
Given the motivation of this study, we obtain information from realized volatility and two prominent macroeconomic variables namely growth in industrial production and inflation to test whether these variables can help predict the return volatility of energy prices. Although, the realized volatility is used measure macroeconomic volatility in the GARCH-MIDAS framework, however, the additional exogenous variables included become necessary as the former could be a noisy proxy (see Engle et al., 2013) . We also test whether the return volatility is sensitive to the choice of measure for inflation. In other words, we consider both headline inflation and core inflation and thereafter we test the significance of the two measures in predicting energy prices. The tests are conducted for the full sample as well as for the pre-GFC and post-GFC sub-periods. The predictability performance results are contained in Table 6 . These are evaluated based on the significance or otherwise of the respective coefficients of each of the predictors.
Our results are mixed for the three time periods studied. For the full sample (see Table   4 ), our results reveal that virtually all the macroeconomic information considered; realized volatility, output, headline, and core inflation appear as consistent potential predictors of diesel, jet fuel, natural gas, propane and crude oil volatility returns. This evidence is not unexpected since increased productive activities imply a higher consumption of energy products that are used in the production process such as those that are found to respond significantly to the movements in industrial output. Similarly, the co-movement between inflation (both headline and core) and energy prices captures the demand side of the energy in which case increased demands for goods and services may cause the demand for energy products to increase (and by extension energy prices) in order to increase supply to meet such demands. The nexus between CPI-inflation and energy prices in our study particularly for crude oil and diesel prices is consistent with findings from Koirala et al. (2015) ; Cabrera and Schulz (2016); and Al-Madid et al. (2017) . Koirala et al. (2015) adopt copula modeling approach; Cabrera and Schulz (2016) 19 employ the DCC-GARCH model; while Al-Madid et al. (2017) apply the VAR-GARCH framework to establish the significant linkages between volatilities in energy and other prices (i.e. food & agricultural prices). These studies are however less encompassing compared to our study given that we assess return volatilities in energy prices and thereafter evaluate the forecast performance of relevant predictors for a broader number of energy commodities.
In addition, the significance of both realized volatility and industrial growth seems to be in tandem with the results from contemporary researches such as Antonakakis et al.
(2014); Karali and Ramirez (2014) ; Degiannakis and Filis (2017) and Pan et al. (2017) .
These studies highlight the importance of realized volatility, production and the level of global economic activities in providing information for predicting energy volatility.
However, a major drawback in comparing our study with these previous works is that they restricted their analysis to oil price volatility excluding other energy prices.
Pre-GFC vs Post-GFC
Results obtained in the pre-GFC sample period stand in contrast with those of the full sample (see Table 4 ). For the pre-GFC sample, all the four variables appear as potential predictors of diesel, gasoline and propane return volatilities. Realized volatility, headline and core inflation are the likely predictors of heating oil and natural gas return volatilities. While our results show output, headline and core inflation as potential predictors of jet fuel, only endogenous shocks (realized volatility) and core inflation could likely predict crude oil return volatility in the period before the global financial crisis. Core inflation is the only consistent potential predictor of all the energy returns in this period. This implies that the return volatility of energy prices responds more prominently to volatility in non-energy consumer prices during the pre-GFC period (see also Koirala et al., 2015; Cabrera and Schulz, 2016; and Al-Madid et al., 2017) 20 Contrary to the pre GFC but in unison with the full sample results, realized volatility and output emerge as consistent potential predictors of all the seven energy returns in the post-GFC. We can therefore safely infer that the findings of Antonakakis, et al (2014) ; Karali and Ramirez (2014) ; Pan et al. (2017) ; Degiannakis and Filis (2017) In sum, three major conclusions are distinct from the in-sample predictability results.
First, on average, the realized volatility and output offer more useful information for predicting energy return volatility than inflation. Second, the impact of these predictors tends to be more pronounced in the post-GFC period than the pre-GFC period. Third, the information about energy prices contained in headline inflation enhances its predictability of energy returns. Note: For brevity, we report only the results for the predictors in the predictive regression model. Thus, the parameter of interest in the GARCH-MIDAS regression is the  in equation 3. Values in parentheses -() denote standard errors, while ***, ** and * imply significance at 1%, 5% and 10% respectively.
In-Sample Forecast Evaluation
Full Sample
The predictability test results have shown that, on average, realized volatility and output can consistently predict at least five of the energy prices while headline and core inflation play a marginal role. To validate these results, we explore the forecast performance using a simple forecast measure involving the Root Mean Square Error (hereafter, RMSE) 3 . The conventional value of the RMSE is zero and as such, the closer the RMSE value due to a particular predictor to zero, the better the forecasting accuracy of such predictor. The in-sample forecast results of the GARCH-MIDAS for the data samples are presented in Table 5 .
The in-sample performance evaluation of the full sample period reveals that the predictors provide more accurate in-sample forecasts for gasoline return volatility and least accurate in-sample forecasts for propane return volatility. Based on this, the predictors are less accurate in predictive abilities for forecasting heating oil and natural gas. In this light, after gasoline, the predictors provide good in-sample forecast accuracy for diesel, jet fuel and crude oil return volatility, in that order. Our finding that the forecast performance of the macroeconomic information is relatively lower for heating oil and natural gas returns compared to other energy price returns has been previously established by Karali and Ramirez (2014) . Further, the evidence in support of good insample forecast accuracy for gasoline, diesel, jet fuel and crude oil return volatility is partly corroborated by Pan et al. (2017) who model WTI and Brent oil return volatility with a regime switching GARCH-MIDAS model. The study finds good in-sample of macroeconomic variables in the volatility forecasting. Other studies that find that the inclusion of macroeconomic information improve in-sample of energy returns are Kristjanpoller and Minutolo (2016); Manera et al. (2016) ; and Degiannakis and Filis 3 We do acknowledge other prominent measures of evaluating forecast performance measures such as the Diebold and Mariano (1995) and Campbell-Thomson (2008) , among others. However, all these measures are suppressed in this paper since our mean square errors are consistently found to be very small for all the considered energy prices.
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(2017). These studies however include macroeconomic information different from the present study like financial speculation, exchange rate, stock market indices, and commodity prices to predict return volatility in energy prices.
Pre-GFC vs Post-GFC
In the pre-GFC sample period, the predictors record the highest forecast performance for diesel return volatility while the least for natural and propane return volatilities. In between are gasoline, heating oil, jet fuel and crude oil returns with the predictors providing better in-sample forecasts for gasoline after diesel return volatility. These results differ for the post GFC sample period. Based on the RMSE values, the predictors have more accurate in-sample predictive ability for forecasting heating oil returns followed by diesel, propane, gasoline and crude oil return volatility, in that order.
In comparison, the predictors offer a lower forecast performance for natural gas and jet fuel return volatilities in the post-GFC compared with the pre-GFC. This stands in contrast with Barunik and Krehlik (2016) who establish in-sample predictability for natural gas in the post-crisis. However, the difference between Barunik and Krehlik (2016) and the present study is that the former adopts a different methodology -the Artificial Neural Networks (ANN) approach and include only realized volatility in the forecasting model. Nonetheless, our predictors give better in-sample forecast results on the energy return volatility for the post GFC period compared with the pre GFC period. 
4.4
Out-of-sample Forecast Performance Evaluation
Full Sample
The fact that good in-sample forecast results does not necessarily translate to quality out-of-sample forecast performance has been established. On this note, we consider the out-of-sample forecast performance of the GARCH-MIDAS energy returns predictive model. We report the 30-day and the 60-day periods ahead forecast horizons.
Consequently, we evaluate the accuracy of each of the predictors for the out-of-sample forecast. The results are reported in Tables 6 and 7 respectively for 30-day and 60-day forecast horizons.
Our out-of-sample forecast evaluation result for full-sample is consistent with in-sample forecast performance results. These predictors give relatively more accurate out-ofsample forecast for jet fuel and crude oil, and this is consistent for 30-day and 60-day forecast horizons. They are also consistently less-accurate in out-of-sample forecast of natural gas and heating oil in the 30-day and 60-day forecast horizons. In tandem with Haugom et al. (2014) and Pan et al. (2017) that also adopt the GARCH-MIDAS approach; and Barunik and Krehlik (2016) that adopt the ANN modeling framework, we establish that macroeconomic variables offer useful information that can be exploited in order to enhance the out-of-sample predictability of return volatility of energy prices.
Pre-GFC vs Post-GFC
The in-sample forecast evaluation results reveal that the predictors produce least RMSE values for gasoline and diesel and relatively higher RMSE values for natural gas and propane in the pre-GFC. Conversely in the post GFC era, the predictors provide more accurate in-sample forecasts for all the energy returns except natural gas and jet fuel.
Like the in-sample case, our results are also slightly different for the out-of-sample predictability evaluation between the pre-GFC and post-GFC era. The predictors are shown to offer good out-of-sample forecast predictability for gasoline, heating oil and 26 crude oil consistently for 30-day and 60-day forecast horizons in the pre-GFC. However, in the post-GFC period, the predictors consistently offer good out-of-sample forecast predictability for all the energy returns except natural gas. Notwithstanding the mixed results for pre-GFC and post-GFC periods, the predictors have the least out-of-sample forecast predictability for natural gas returns. This further confirms the findings of Manera et al (2016) ; Kristjanpoller and Minutolo (2016) ; and Degiannakis and Filis (2017) and equally corroborates our in-sample predictability evaluation result that find relatively lower predictability performance for natural gas returns when compared with the forecast performance of other return volatilities. 
Conclusion
Several studies in the literature have focused on energy prices to study the volatility and factors responsible for such. Even so, there are still several issues of concern. One of these is that most of the studies that seek to forecast energy prices are limited to oil returns excluding other classes of energy fuels. More so, findings from these studies are not unanimous. Further, many of those that consider various energy prices majorly explore the interdependencies of spillover effects among the energy prices volatilities while the role of macroeconomic factors in such spillovers is not analyzed from a forecasting perspective. This study offers evidence on the modeling of different classes of energy prices in the periods before and after the global financial crisis given the likely impact of the financial crisis on the macroeconomic predictors of energy prices.
We examine the predictive power of such macroeconomic predictors as realized volatility, output, headline inflation and core inflation and adopt the GARCH-MIDAS modelling framework to model and forecast return volatilities in diesel, gasoline, jet fuel, heating oil, natural gas, propane and crude oil. We conduct relevant descriptive statistics and pre-test on the series to reveal the volatilities, serial correlation and autoregressive conditional heteroscedasticity in the energy returns. We conduct the predictability performance tests, the in-sample and out-of-sample forecast performance evaluations for the full-sample, pre GFC and post GFC time bounds.
Our findings show that the macroeconomic information considered in the model are good predictors of energy return volatilities and these predictors have more reliable insample and out-of-sample forecast performances especially in the post-GFC period. In all, this study reveals that realized volatility and output offer more useful information for predicting energy return volatility than inflation. 
