Among the measures for quantifying the similarity between three-dimensional (3D) protein structures, maximum contact map overlap (CMO) received sustained attention during the past decade. Despite this, the known algorithms exhibit modest performance and are not applicable for large-scale comparison. This article offers a clear advance in this respect. We present a new integer programming model for CMO and propose an exact branch-andbound algorithm with bounds obtained by a novel Lagrangian relaxation. The efficiency of the approach is demonstrated on a popular small benchmark (Skolnick set, 40 domains). On this set, our algorithm significantly outperforms the best existing exact algorithms. Many hard CMO instances have been solved for the first time. To further assess our approach, we constructed a large-scale set of 300 protein domains. Computing the similarity measure for any of the 44850 pairs, we obtained a classification in excellent agreement with SCOP. Supplementary Material is available at www.liebertonline.com/cmb.
INTRODUCTION
A fruitful assumption in molecular biology is that proteins sharing close three dimensional (3D) structures are likely to share a common function and in most cases derive from a same ancestor. Computing the similarity between two protein structures is therefore a crucial task and has been extensively investigated (Agarwal et al., 2007; Caprara and Lancia, 2002; Caprara et al., 2004; Carr and Lancia, 2004; Lancia and Istrail, 2004; Gibrat et al., 1996; Godzik, 1996; Godzik and Skolnick, 1994) . Since it is not clear what quantitative measure to use for comparing protein structures, a multitude of measures have been proposed. Each measure aims at capturing the intuitive notion of similarity. We study here the contact-mapoverlap (CMO), a scoring scheme first proposed by Godzik and Skolnick (1994) . This measure is robust, takes partial matching into account, is translation-invariant, and captures the intuitive notion of similarity very well. The protein's primary structure is the linear arrangement of its residues (amino acids). Under specific physiological conditions, this linear arrangement will fold and adopt a complex 3D shape, called tertiary structure. In this folded state, residues that are far away along the linear arrangement may come into proximity in 3D space and form contacts. This proximity relation is captured by a contact map. The contact map of a protein P is a simple graph with vertices corresponding to the residues of P and where a contact edge (i, j) between two residues i and j exists if and only if their Euclidian distance in the protein fold is smaller than a given threshold.
A preliminary version of this article appeared in the proceedings of WABI 2008 . The current study constitutes a considerable improvement of the proceedings version. To wit: (1) A detailed comparison with the other exact algorithms has been added (Section 4); we show that our approach differs from the Lagrangian relaxation by Caprara et al. (2004) , and we also prove that the bounds used by Xie and Sahinidis (2007) correspond to a very particular case of our bounds. (2) Our algorithm has been substantially accelerated by the following modifications: (a) dynamically updating the parameter which defines the step size in the subgradient descent, (b) redefining the shape of the domains in the B&B strategy, (c) tuning the branching factor of the B&B tree to 4 (instead of 2)-all computational results were substantially improved as a consequence. (3) New test sets have been added.
THE MATHEMATICAL MODEL
Our interest in CMO was provoked by its resemblance to the Protein Threading Problem (PTP) for which we have presented a methodology based on the non-crossing matching in bipartite graphs (Andonov et al., 2004) . It yielded a highly efficient algorithm by using Lagrangian duality . We aim to extend this approach to CMO by presenting it as a matching problem in a bipartite graph, which in turn will be posed as a maximum weight augmented path in a structured graph.
Let us first introduce some notation. The contact maps of two proteins P1 and P2 are given by graphs G 1 ¼ (V 1 , E 1 ) and G 2 ¼ (V 2 , E 2 ), with n 1 ¼ jV 1 j and n 2 ¼ jV 2 j. The vertices V m , m ¼ 1, 2 correspond to the residues of the proteins and it is convenient to see them as ordered points on a line. The edges E m correspond to the contacts. The right and left neighbors of vertex i are elements of the sets d
be matched with k 2 V 2 and j 2 V 1 be matched with l 2 V 2 . We will call a matching non-crossing, if i < j implies k < l. Feasible alignments of two proteins P 1 and P 2 are given by non-crossing matchings in the complete bipartite graph B with a vertex set V 1 [ V 2 (Fig. 2, left) .
Let the weight w ikjl of a matching couple (i, k) (j, l) be set as follows :
For a given non-crossing matching M in B we define its weight w(M) as the sum of weights over all pairs of edges in M. CMO consists then in maximizing w(M), where M belongs to the set of all non-crossing matchings in B.
In Andonov et al. (2004) and Yanev et al. (2008) , we have already dealt with similar non-crossing matchings and we have proposed for them a network flow presentation. This approach is adapted to CMO as follows (Fig. 2) . The edges of the bipartite graph B are mapped to the vertices of a n 1 · n 2 rectangular grid alike graph B 0 ¼ (V 0 , E 0 ) according to the rule: a vertex (i, k) 2 V 0 corresponds to the edge (i, k) in B and vice versa. We also add arcs (i, k)(j, l) 2 E 0 iff w ikjl ¼ 1.
FIG. 1. Comparing CMO with MCES. (A)
Vertex set (1, 2, 4) from CM1 is matched with vertex set (1 0 , 3 0 , 4 0 ) from CM2. Common edges (two in this case) are denoted by the same number of vertical dashes. This is an order preserving MCES with maximum score 2. (B) Vertex set (1, 2, 3, 4) from CM1 is matched with vertex set (1 0 , 4 0 , 2 0 , 3 0 ) from CM2. This is a MCES with score 3. The order is not preserved.
Definition 1.
A feasible path in a grid B 0 is an arbitrary sequence
The correspondence between a feasible path and a non-crossing matching is then obvious. Searching for feasible alignments of two proteins is thus converted to searching for a feasible path. In B 0 , solving CMO, corresponds to finding the densest (in terms of arcs) subgraph of B 0 whose vertex set is a feasible path. To each vertex (i, k) 2 V 0 we now associate a 0/1 variable x ik , and to each arc (i, k)(j, l) 2 E 0 , a 0/1 variable y ikjl . Denote by X the set of feasible paths. The problem can be stated as follows :
subject to
The same definition also implies that the j-th residue from P1 could be matched with at most one residue from P2 and vice-versa. This explains the sums on the right hand sides of (3) and (5) (for arcs having their tails at vertex (i, k)); and (4) and (6) (for arcs heading to (i, k)). Any (i, k)(j, l) arc can be activated (i.e., y ikjl ¼ 1) iff x ik ¼ 1 and x jl ¼ 1 and in this case the respective constraints are active because of the objective function. A tighter description of the polytope defined by (3)- (6) and 0 x ik 1, 0 y ikjl could be obtained by lifting the constraints (4) and (6) , as shown in Figure 3 . The gray area contains the predecessors of the vertex (i, k) in the graph B 0 and they form a grid of d (3, 4) (5,5)). The score of the path is the number of these arcs (i.e., 2 in this case).
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correspond to pairwise crossing matchings and at most one of them could be chosen in any feasible solution x 2 X (see (6) ). This ''all crossing'' property holds even if we add to this set the following two sets:
Denote by col ik (l) the union of these three sets, and analogously, by row ik (j) the corresponding union for the j-th row of the grid (col ik (l) (resp. row ik (j)) is illustrated in Figure 3b (resp. d)). When the grid is one column/row, the set col ik (l)/row ik (j) reduces to this column/row only. Now a tighter LP relaxation of (3)- (6) is obtained by substituting (4) with (9), and (6) with (10).
Remark: Since we are going to apply the Lagrangian technique there is no need for either an explicit description of the set X or for lifting the constraints (3) and (5).
METHODS

Lagrangian relaxation
Here, we show how the Lagrangian relaxation of constraints (9) and (10) leads to an efficiently solvable problem, yielding upper and lower bounds that are generally better than those found by the previously published algorithms (Caprara et al., 2004; Xie and Sahinidis, 2007) .
Let k h ikj ! 0 (respectively k v ikj ! 0) be a Lagrangian multiplier assigned to each constraint (9) (respectively (10)). By adding the slacks of these constraints to the objective function with weights l, we obtain the Lagrangian relaxation of the CMO problem
subject to x 2 X, (3), (5) and y ! 0. Now, we are going to show the polynomial (linear) complexity of this problem. The proof is constructive and it is used in the algorithm described in Section 3.3.
Proof. The proof is better seen as a call to two kinds of optimization problems, one is called local and the other one global, which are both solved using the same dynamic programming approach.
, which corresponds to the coefficient value of y ikjl in (11). The local problem is, for each vertex (i, k) 2 V 0 , to find the best subset of its outgoing edges (i.e., to find the values of the corresponding y ikjl variables, All arcs in E 0 outgoing from (i, k) can be put in one-to-one correspondence with the entries of a jd þ 1 (i)j · jd þ 2 (k)j array denoted by t ik . To each entry t ik (j, l) in this array, we assign the profit c ikjl (l). Then, the local problem is equivalent to searching in the array t ik for a maximum weighted ''feasible path'' (i.e., a subset of cells forming a ''feasible path,'' and such that the sum of their weights is maximum).
(where the last two terms are the coefficients of x ik in (11)). The global problem is then to find the values of the x ik variables such that: all activated vertices lie on a ''feasible path,'' the sum of their weights is maximal.
Again, all vertices in V 0 can be put in one-to-one correspondence with the entries of a jV 1 j · jV 2 j array denoted T g , and for all entries in this array, we set
The global problem is then equivalent to searching in T g for a maximum weighted ''feasible path.'' See Figure 4 for an attempt to visualize parts of this proof. Note that because of relaxation some y ikjl variables could be equal to 1 in the optimal solution of LR(l) even though if x jl ¼ 0.
3.1.3. Dynamic programming approach. In this manner, for the both above problems, a 2D array is created. The definition (1) implies that finding a maximum weighted feasible path in a n · m array T can be done by the following dynamic programming (DP) recurrence. Let T s be an array which keeps the value of a maximum weighted feasible path up to the cell T(i, k). Then:
We are looking for the value T s (n, m), which can be computed in O(n · m) time complexity. (Note that a second pass of dynamic programming is needed in order to retrieve the cells participating in this maximum weighted ''feasible path''). Thus, c ik (l) are computed by calling the DP algorithm on the corresponding array t ik and it is done in
The sets of left/right neighbors of a given vertex. The boxes below/above vertex (5, 4) contains its left/right neighbors. The dashed lines symbolize the relaxed constraints (9) and (10) for (i, k) ¼ (5,4). The numbers on its right neighbors correspond to the values of the coefficients c 54jl (l) for a given l. The solution of the local problem in (5,4) equals 2 and is given by vertices (7,8) and (8,9) (indicated by stars). This value is used in the global problem.
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complexity. Then, we can find the (global) optimal solution to LR(l) by calling the DP algorithm on the array T g . This is done in O(jV 0 j) time complexity. This gives us a total time complexity of O(jV 0 j þ jE 0 j) for solving LR(l). &
Subgradient descend
In order to find the tightest upper bound on v(CMO) (or eventually to solve the problem), we need to solve in the dual space of the Lagrangian multipliers LD ¼ min l!0 LR(l), whereas LR(l) is a problem in x, y. A number of methods (Guignard, 2003) have been proposed to solve Lagrangian duals: dual ascent, constraint generation, column generation, etc. Here, we choose the subgradient descent method (Held et al., 1974) , because of our large number of lagrangian multipliers. It is an iterative method in which at iteration t, given the current multiplier vector l t , a step is taken along a subgradient of LR(l); then, if necessary, the resulting point is projected onto the nonnegative orthant. It is well known that practical convergence of the subgradient method is unpredictable. For some problems, convergence is quick and fairly reliable, while other problems tend to produce erratic behavior of the multiplier sequence, or the Lagrangian value, or both. In a ''good'' case, one usually observes a saw-tooth pattern in the Lagrangian values for the first iterations, followed by a roughly monotonic improvement and asymptotic convergence to a value that is hopefully the optimal Lagrangian bound. The computational runs on a rich set of real instances confirm a ''good'' case belonging to our approach at some expense in the speed of the convergence.
In our realization, the update scheme for l ikj (and analogously for l ikl ) is k (9) and (10) for the sum definition) is the subgradient component (0,
2 where Z lb is a known lower bound for the CMO problem and a is a variable which is first initialized to 1, and then depends on the subgradient behavior. Every 5 consecutive improving subgradient iterations (i.e., subgradient iteration which results either in a lower LR(l) or either in a bigger Z lb ), the a value is multiplied by 1.11, and every 5 consecutive non-improving subgradient iterations, it is divided by 1.11. In our experiments, this dynamic update of a proved to be more effective than the use of a fixed value.
Into this approach, the x-components of LR(l t ) solution provides a feasible solution to CMO and thus a lower bound also. The best one (incumbent) so far obtained is used for fathoming the nodes whose upper bound falls below the incumbent and also in section 5 for reporting the final gap. If LD v(CMO) then the problem is solved. If LD > v(CMO) holds, in order to obtain the optimal solution, one could pass to a B&B algorithm suitably tailored for such an upper and lower bounds generator.
Branch and Bound
From among various possible nodes splitting rules, the one shown in Figure 5 gives good results (see Section 5) . Formally, a node of B&B is given by n 2 couples (b k , t k ) for k 2 [1, n 2 ] which define the candidate vertex set Cand (the white area in-between the two broken lines on Fig. 5) . A vertex (j, l) of the graph B 0 belongs to Cand if b l j t l . For any vertex (j, l) in Cand, we can create two sets :
Cand such that i j and k ! l}. By definition, if a feasible path has a vertex in U(j, l), it cannot have one in D(j, l), and vice versa.
Let (rbest, cbest) be the argmax
min (jD(j, l)j, jU(j, l)j). Now, the two descendants of the current node are obtained by discarding from its feasible set the vertices belonging to the two respective domains U(rbest, cbest) and D(rbest, cbest) (Fig. 5) . The goal of this strategy is twofold: to create descendants that are balanced in sense of feasible set size and to reduce maximally the parent node's feasible set. Note that we experimentally found that applying this splitting rule in order to obtain four descendants (by dividing a problem in two sub-problems, and then by dividing each sub-problem in two) greatly speed up the branch and bound algorithm.
Finally, the main steps of the B&B algorithm are as follows: Initialization: Set L ¼ {root} (root is the original CMO problem, i.e., with no restrictions on the feasible paths). Problem selection and relaxation: Select and delete the problem P from L having the biggest upper bound. Solve the Lagrangian dual of P. 
RELATIONSHIP TO OTHER EXACT CMO APPROACHES
Four other exact CMO approaches have been previously published: B&Cut (Carr et al., 2000) , Clique (Strickland et al., 2005) , LAGR (Caprara et al., 2004) , and CMOS (Xie and Sahinidis, 2007) .
B&Cut (Carr et al., 2000) was the first exact CMO solver. It has been outperformed by the recent exact algorithms, and we refer to its results only for the purpose of illustrating the progress in solving CMO.
Clique was designed by Strickland et al. (2005) who reformulated CMO as a maximum clique problem on a specially defined graph. The size of this graph (where any vertex corresponds to a common contact [overlap]) could be very large, and discovering the maximum clique in it is a difficult task.
LAGR was designed by Caprara et al. (2004) and, similarly to our solver, is based on Lagrangian relaxation. However, both algorithms differ in two major characteristics: (1) in the proposed MIP formulation; and (2) in the set of dualized constraints. This can explain the significant discrepancies in the computational behavior. More precisely, in contrast to our formulation, the set of ''feasible paths '' in Caprara et al. (2004) is defined by an exponential number of linear constraints (excluding the usage of any MIP solver); the variables y ikjl are substituted by two variables y ikjl and y jlik and the dualized constraints are y ikjl ¼ y jlik . This kind of Lagrangian relaxation falls in the class of the so called cost-split techniques.
CMOS, recently proposed by Xie and Sahinidis (2007) , is a direct CMO approach without using any mathematical programming models. The main result can be shortly derived in our Lagrangian relaxation approach as explained below. Consider both rectangles (right/left neighbors) associated to any vertex (i, k) in Figure 4 . Denote by p þ (i, k)/p À (i, k) the longest feasible ''path'' with vertices in the right/left rectangle.
is the length of the longest feasible ''path'' passing through (i, k). Let us rewrite the objective function by using the substitutions y ikjl ¼ 0.5(y ikjl þ y jlik ) and let us add the constraint y ikjl ¼ y jlik . The problem obtained by relaxing this constraint (equivalent to dualizing it with zero weight) is polynomialy solvable by DP algorithm. To check that solve the global problem from Theorem 3.1 by setting to 0. k) ) the table entry at the position (i, k) (i.e., T g (i, k)) and where p þ (i, k)/p À (i, k) is computed by solving the local problem in the rectangle jd
The bound, say U(CMOS), obtained in this manner is exactly the one given as Theorem 11 in (Xie and Sahinidis, 2007) . Our initial bound LR(0) in our subgradient descent is similar to U(CMOS), but is obtained by using p
Our improved bound LR(l*) is obtained at the expense of N subgradient iterations needed to solve the Lagrangian dual. We observed on the Skolnick set that LR(l*) is on average about 25% smaller than LR(0). We come to a principle question: is it worthwhile to use better, but N times more expensive bound instead of making zero subgradient iterations and to create N nodes in the B&B tree? To check this, we emulated CMOS with our algorithm and on all Skolnick instances the Lagrangian duality was definitely the winner. 
NUMERICAL RESULTS
The results presented here were obtained on a computer with an AMD Opteron CPU at 2.4 GHz and 4 Gb RAM. Our algorithm, denoted by A_purva, 2 was implemented in C þ þ . To generate contact maps, we consider two residues to be in contact if their C a are within 7.5 Å , without taking into account contacts between consecutive residues.
The protein benchmark sets we used are described in Section 5.1. In Section 5.2, we show that A_purva solves more CMO instances than other known exact CMO algorithms, and does it faster. In Section 5.3, we show that even on instances that were not optimally solved, A_purva's bounds are always tighter than the ones of LAGR (i.e. A_purva is always closer to the optimum). Finally, in Section 5.4, we successfully used A_purva to quickly obtain automatic classifications in very good agreement with the SCOP ones (Andreeva et al., 2007) .
Benchmark set descriptions
In the following experiments, we used three protein structure benchmark sets. The first one, known as Sokol set and described in Table 1 , was first introduced in Carr et al. (2000) and was also used in Strickland et al. (2005) , Xie and Sahinidis (2007) , and Jain and Lappe (2007) . It contains 7 small protein chains, whose number of residues varies from 58 to 62. In the corresponding contact maps, the number of contacts varies from 177 to 197.
The second one-known as the Skolnick set and described in Table 2 -was suggested by J. Skolnick and used in various recent articles related to protein structure comparison (Caprara et al., 2004; Xie and Sahinidis, 2007; Jain and Lappe, 2007; Pelta et al., 2008) . It contains 40 medium size chains/domains from 33 proteins. The number of residues varies from 97 to 256, and in the corresponding contact maps, the number of contacts varies from 320 to 936. According to SCOP classification, the Skolnick set contains five families.
The last test set, denoted by Proteus_300, was proposed by us for the purpose of evaluating the capability of our algorithm to perform as a classifier. This is a large set containing more, and significantly longer proteins: 300 domains, with residues number varying from 64 to 455. The maximum number of contacts is 1761. These domains are classified by SCOP in 24 folds, 27 super-families and 30 families.
For the interested reader, all our benchmarks and obtained results (including solved instances, upper and lower bounds, run time, and classifications) are available online at Supplementary Material at www .libertonline.com/cmb.
Performance
First, in Table 3 , we compare the time needed by the five exact algorithms, B&Cut, Clique, LAGR, 3 CMOS, and A_purva, plus a recent heuristic, SADP ( Jain and Lappe, 2007) , for solving The code of LAGR was kindly provided to us by Giuseppe Lancia. different hardwares and contact maps. Thus, their running times are presented for order-of-magnitude comparison only. Data concerning B&Cut and Clique were taken from Strickland et al. (2005) , the ones of CMOS from Xie and Sahinidis (2007) , and the ones of SADP from Jain and Lappe (2007) . A_purva clearly outperforms all above mentioned algorithms. Note that many instances were solved by A_purva during the first iteration of sub-gradient descent (i.e., the optimal solution of LR(l 0 ) was also the optimal solution of v(CMO)). The other instances only needed few iterations of sub-gradient descent (see last column of Table 3 ).
The second experiment consisted in using LAGR, CMOS and A_purva for aligning all 780 pairs of domains from the Skolnick Set. Again LAGR was executed on the same computer and with the same data as A_purva, while data concerning CMOS were taken from Xie and Sahinidis (2007) . For all algorithms, the execution time was bounded to 1800 seconds per instance. 4 As recapitulated in Table 4 , A_purva succeeded to solve 610 pairs, while LAGR and CMOS solved only 161 pairs.
We observed that the time for aligning similar structures (domains from the same family) varies between 0.02 sec and 2.14 sec (except for two instances). This time varies respectively from 3.47 sec to more than 1800 sec when aligning dissimilar structures (domains from different families). In this manner, our results confirm once more the property (Caprara et al., 2004; Xie and Sahinidis, 2007) that instances, such that both domains belong to the same family, seem to be easily solvable-in contrast to instances that align domains from different families. Note however, that this property is not shared with non CMO methods-exactly the opposite holds for FAST (Zhu and Weng, 2005) , where the average time for aligning similar structures is twice bigger then the one for aligning dissimilar ones. To the best of our knowledge, A_purva is the only solver able to solve many ''hard'' CMO instances (446 in the case of the Skolnick set). Figure 6 compares the time needed by LAGR to the one of A_purva on the set of 161 Skolnick instances solved by both algorithms. We observe that A_purva is significantly faster than LAGR. More precisely, LAGR needed 10 h 03 m 30 sec total time to solve these 161 instances while A_purva needed only 29.37 sec. Thus, A_purva is about 1232 times faster than LAGR on this subset.
We also would like to mention that our approach seems to be not only the fastest exact CMO solver, but it is also noticeable faster than a recently published heuristic VNS (Pelta et al., 2008) , which solved the same 161 instances in 3 h 11 m versus 29.37 sec for A_purva (on similar workstations).
Quality of bounds
When a B&B type algorithm stops because of time limit (1800 sec in our case), it provides an upperbound (UB) and a lowerbound (LB), which is a real advantage compared to any meta-heuristics. The relative gap value UB À LB UB measures how far is the optimization process from finding the exact optimum (small relative gap values relate to near optimality).
Our next observation concerns the quality of relative gaps obtained by LAGR and A_purva on the set of 170 Skolnick instances that both algorithms were not able to solve. Figure 7 shows the relative gaps of A_purva plotted against those of LAGR. The entire is very asymmetric to the advantage of our algorithm since the relative gaps of A_purva are always smaller than those of LAGR, meaning that A_purva was always closer to the optimum. Even on the root of the branch and bound tree, our Lagrangian relaxation algorithm is still able to provide two bounds, an upperbound UB which is the smallest LR(l) value found during the subgradient descent, and a lowerbound LB which is the incumbent value (the biggest value of v(CMO) found so far). In this case, the relative gap value is called Relative Duality Gap (RDG).
In our results, we observed that the RDG is smaller for instances in which both domains come from the same SCOP family. To illustrate this property, we extracted five families (Table 5 ) from Proteus_300 set. We run A_purva on this subset, using only 500 iterations of the sub-gradient descent on the root of branch and bound tree. Table 6 presents the minimum, maximum and average value of the RDG for the corresponding instances. This gap equals zero (i.e., the instance was optimally solved) only for some of the pairs in which both domains come from the same family. Even if it is not zero, for such pairs the RDG is, in average, relatively small. Once again, such instances seem to be easily solvable, in contrast to instances for which the domains belong to different families. As we will see in the next section, this property (the smaller is the relative duality gap, the more similar are the domains) can be successfully used for classification purpose.
A_purva as a classifier
In this section we are interested in checking the ability of A_purva to perform as a classifier in a given small lapse of time. We used the following protocol. We limited the runs of A_purva to the root of the B&B tree, with a limit of 500 iterations for the subgradient descent. To evaluate the similarity between two proteins P 1 and P 2 , we compared two measures. The first was the relative duality gap. To the best of our knowledge, this is the first attempt to use this function (considered as a dissimilarity, i.e., bigger duality gap relates to bigger dissimilarity) as a classifier. The second measure we have dealt with Extended AAA-ATPase domain SCOP family classification of Proteus_300 set (1st column) versus the classifications obtained using the A_purva's relative duality gap (2nd column) and the Sim function (3rd column). The classification obtained by the Sim function is the same as the SCOP classification, except that four of the SCOP families (indicated by *) are each split in two into A_purva's classification.
was the function 5 used in Xie and Sahinidis (2007) , where the similarity between two proteins P 1 and P 2 is given by Sim(P 1 , P 2 ) ¼ 2 · LB jE 1 j þ jE 2 j . The values computed by these two measures were given to Chavl (Lerman, 1993; Lerman et al., 1994) , a publicly available tool which proposes both a hierarchical ascendant classification and the cut corresponding to the best partition level (therefore, it does not require a similarity threshold). The obtained results were compared using the SCOP v1.73 classification as a gold standard.
For the Skolnick set, the alignment of all pairs was done in less than 357 seconds (^0.46 sec/pair). For both measures, the classification returned by Chavl was exactly the same as the classification at the family level in SCOP (which coincides with the fold level classification for the Skolnick set). Note that, in Jain and Lappe (2007) , SADP was also successfully used to automatically classify the Skolnick set, but required about 12 min on similar hardware.
To get a stronger confirmation of A_purva classifier capabilities, we performed the same operation on Proteus_300. Aligning all 44850 pairs required roughly 13 h 38 m (^1.09 sec/pair).
In Table 7 , we compare the SCOP classification at family level (1st column) with the classifications obtained using the relative duality gap and the similarity function Sim(P 1 , P 2 ). The relative duality gap classification (2nd column) contains 17 classes denoted by letters A À Q. Eleven of those classes correspond to SCOP families. The other classes are combinations of different SCOP families. This shows that either the relative duality gap is not specific enough for classification purpose (i.e., it will consider two proteins to be similar even if they are not), or more sophisticate tools are to be used. The results of the Sim function are given in the last column. The obtained classification contains 34 classes. The following four SCOP families: L-arabinose binding protein-like, Tyrosine-dependent oxidoreductases, beta-glycanases and Class I aldolase were each split in two in our classification. Such a divergence can be considered as a good result in the above context.
CONCLUSION
In this article, we give an efficient exact algorithm for contact map overlap problem. The bounds are found by using Lagrangian relaxation, and the dual problem is solved by sub-gradient approach. The performance of the algorithm is demonstrated on the Skolnick set, and its superiority over the existing algorithms is obvious. The capability of the proposed algorithm to provide a similarity measure was tested on a large data set of 300 protein domains. We were able to obtain in a short time a classification in very good agreement to the well-known SCOP database.
