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Abstract: A computationally efficient algorithm for evaluating 
Fourier integrals /! ,f( x)e’““dx using interpolatory quadra- 
ture formulas on any set of collocation points is presented. 
Examples are given to illustrate the performances of interpola- 
tory formulas which are based on the applications of the Fejk, 
Clenshaw-Curtis, Basu and the Newton-Cotes points. Ini- 
tially, the formulas for nonoscillatory integrals are generated 
and then generalizations to finite Fourier integrals are made. 
Extensions of this algorithm to some other weighted integrals 
are also considered. 
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Lagrange interpolation with nonequidistant knots. symmetric 
functions. 
AMS (MOS) Subject Clussifcution: Primary 42A38, 41AS5, 
65030. 
1. Introduction 
An approximation to the integral of a function 
is the integral of an approximation to the function. 
Application of this process leads to interpolatory 
quadrature formulas. The weights for the interpo- 
latory quadrature rules employing certain sets of 
abscissas are readily available in explicit forms in 
the case of nonoscillatory integrals. It is, therefore, 
considered worthwhile to develop a general pur- 
pose quadrature scheme, which does not restrict 
abscissas to specific sets, but can cope with any set 
of collocation points in the nonoscillatory and 
oscillatory cases, and which can be generated auto- 
matically on the computer. In this paper, initially 
the formulas for nonoscillatory integrals are con- 
sidered and then finite Fourier integrals are treated. 
2. Interpolatory rules for nonoscillatory integrals 
The function f(x) may be approximated by an 
n th order interpolation polynomial, for instance, 
of Lagrangian type, yielding the approximate 
Lagrange quadrature formula 
/ +dx= i w,f(x,) 
J-0 
+ &J! 
J 
1 
X ~~+,(x>f(“+“(l(x))dx (1) 
-1 
at the n + 1 nodes. Here, n,+l(x) represents a 
manic polynomial of degree n + 1, which vanishes 
at these collocation points. The choice of an 
equidistant set of points yields the existing New- 
ton-Cotes formulas which are not convergent for 
every continuous function. It is, therefore, useful 
to have interpolatory formulas on sets of abscissas 
other than the equidistant set. In fact, there is a 
wide choice of distribution of interpolation points 
in the range of integration. For instance, if I%#“+~ is 
the maximum absolute value of f(“+‘)(t(x)) in the 
interpolation error expression 
e,(x) = n,+,(x>r”+“(s(x))/(n + l)! (2) 
one can minimize the quantity 
by choosing v,+~(x) to be the Chebyshev poly- 
nomial of the first kind 
%+1(4 = 2-‘7,+1(x) (4) 
yielding the points 
XJ = -cos -.f71 
( 
2j+l 
1 n+l ’ 
j = O(l)n. (5) 
Another choice of data points may be based on 
the requirement of minimizing the quadrature er- 
ror. The quadrature formula (1) is exact if the 
function is a polynomial of degree n or less, but 
for more general functions it has an error, and for 
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functions whose (n f 1)th derivative is bounded 
an obvious partial solution is to minimize the 
integral in the expression 
max If ‘““‘(W)l 
I-%(X)l~ -l”l,;n + 1)’ 
X 
J 
’ k+h)W (6) 
-1 
An elementary but lengthy argument by Todd [22] 
shows that the minimizing polynomial n,,+ i( x) is 
the Chebyshev polynomial of the second kind 
7rU,,(X) = 2-(“+i)u,+i(x) 
= sin(n + 1)8 
sin 8 ’ 
cose=x, (7) 
and the collocation points 
x,‘-cos( (_ln=l_in), j=O(l)n 
are the zeros of this polynomial. 
Another choice of collocation points may be the 
extremes of T,(x), that is the zeros of 
n,+,(x) = 2@-“(l- X’)U”_,(X) 
yielding the Clenshaw-Curtis nodes [8] 
(9) 
xj = -cosj7T/,, i = O(l)n. (IO) 
Alternative choices may be based on the zeros of 
Legendre polynomials, or (1 - x)U,(x), (1 + 
x)U,(x), (1 - x)T,(x) or (1 + x)T,(x) yielding 
half-open quadrature rules, or on any other pre- 
scription such as the zeros of (1 - x~)T,_~(x). The 
equations (5) and (8) give open formulas intro- 
duced by Fejtr [ll]. In both, the Christoffel- 
Darboux formula yields expressions for the 
weights, in the form of a series. These weights 
prove to be positive and hence the approximate 
integrations as n + cc converge to the exact in- 
tegral for f(x) E C[ - 1, 11, and also for functions 
with monotonic singularities at x = + 1, as shown 
by Gautschi [13]. The quadrature formula em- 
ploying Clenshaw-Curtis points is closed in that it 
involves the end points x = - 1 and x = 1. Elliott 
[lo] has pointed out that, in the evaluation of an 
integral, truncation error involved in the use of 
Clenshaw-Curtis points is of order ne3. However, 
when the zeros of Tn+l(x) are used, the truncation 
error is of order n -2. Elliot’s analysis gives back- 
ing to the closed integration formula, that colloca- 
tion at the Clenshaw-Curtis points (10) is better 
than collocation at the first kind Chebyshev zeros 
(5) if one is interested in the integral of f(x) rather 
than in approximatingf(x) itself by an interpola- 
tion polynomial. In discussions of the Clenshaw- 
Curtis method, the points are usually called the 
practical points, while zeros of first kind poly- 
nomials are the classical points or Polya points 
[21]. The zeros of second kind polynomials are 
known as Filippi points [ll]. The zeros of 
7rn+i(X) = 2-‘“_2’(1 - x2)T,_,(x) 
yielding 
xg= -1, 
and 
X” = 1 
xj= -cos(~.~*). j=l,..., n (11) 
are known as Basu points [6]. A recent paper by 
Brass and Schmeisser [7] studies the remainder of 
these interpolatory quadrature formulas and 
estimates upper bounds of the integral 
1 n 
c, < /n _,i oIx-xlldx (12) 
as m + m, where m is the smallest even integer 
satisfying m > n + 1. They show that, for Filippi 
quadrature, i.e. r,,+i( x) a U,+,(x), the relation is 
c, = 0( m-l) (13) 
and for Polya quadrature, T,,+,(X) a T, + 1(x), best 
possible error bound is 
cfn = O(mm2). 04) 
In the case of closed formulas, there is a gain of 
a factor m-2 over the corresponding open rules. 
They state that Clenshaw-Curtis quadrature, 
r,,+,(x)o: (1 - x’)U,_,(x), yields 
CWl = 0( mp3) (15) 
and similarly Basu quadrature, 7~,+i(x) a (1 - 
x2)Tn_ 1( x), gains accuracy over Polya rule and 
yields the expression 
C n) = 0( mw4). (16) 
The quadrature weights corresponding to the 
latter set of abscissas, unlike those of the foregoing 
three rules, are not all positive, for there is a 
double negative weight, for n + 1 z 4. However, its 
effect is not serious, for the sum of the weights is 
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uniformly bounded [21], and convergence to the 
exact integral takes place. 
Both Clenshaw-Curtis and Filippi points ena- 
ble one to use the previously computed function 
values, thus yielding a sequence of common point 
quadrature rules, which provide a basis for an 
automatic scheme. The classical Chebyshev zeros, 
i.e. Polya points, are however unlikely to form a 
good foundation for an automatic scheme since it 
is impossible to construct a common-point se- 
quence. They are, however, useful when an open 
formula is specifically required, such as in the case 
where the integrand has singularities at its end 
points. The weights for the interpolatory quadra- 
ture rules employing the sets of abscissas discussed 
above, are readily available in series forms. How- 
ever, it is considered worthwhile to produce a 
general purpose automatic scheme, which does not 
restrict abscissas to specific sets, but can cope with 
a wide variety of prescriptions, and relieves the 
user of having to think about explicit individual 
forms for the weights. 
3. Fourier integrals for finite ranges 
This effort is particularly justified when the 
evaluation of finite Fourier integrals 
/ 
Itf( x)e’““dx (I? 
are considered. Bakhvalov and Vasil’eva [5] sug- 
gest that if the zeros of Chebyshev polynomials are 
used as the interpolation points in a Lagrange 
interpolation formula, then orthogonality relations 
can be used to evaluate the required coefficients. 
They state that the resulting quadrature formulas 
are complicated and hence quote results only for 
the Legendre polynomial procedure where a closed 
form solution is available for 
/ 
’ Pk(x)eiwXdx = ik(2a/o)“2Jk+1,2(a) (18) 
-1 
where Jk + l/2 is the half-order Bessel function 
A difficulty arises in the evaluation of the in- 
tegrals 
/ 
’ Tk(x)eiwXdx, (19) 
-1 
which cannot be expressed in closed form as in the 
Legendre case. An interesting attempt to overcome 
this problem has been recorded by Piessens and 
Poleunis [19], who employed the infinite expansion 
(1 -x*)-1’2f(x) = f1 CJk(X) (20) 
k=O 
yielding expressions involving infinite series of 
Bessel functions. It is noted that their method is 
effectively equivalent to using the expansion of 
e iwX with x = cos 19 as an infinite series of Bessel 
functions 
e iwx = 2 f i’T,(w)T,(x) 
j-0 
giving 
/ 
’ T,( x)e’““dx 
-1 
(21) 
= -2cpIijJ/(o) ’ 
[ 
1 
j=O (k+j+l+ (k-&l I . 
(22) 
It is the evaluation of this infinite series which 
suggests a defect in the Piessens and Poleunis 
approach. The truncation of the series is effected 
after ~GJ terms, and since the formula would be 
expected to be of greatest value when w is large, 
dependence on o is undesirable. Alternative proce- 
dures which avoid this infinite series are given. 
Alaylioglu et al. [3] have considered the recurrence 
relation approach to the Bakhvalov-Vasil’eva- 
Chebyshev procedure, but deviated from it, be- 
cause of the resulting unstable and nonhomoge- 
neous recurrence relations. An alternative ap- 
proach has been based on the recurrence relation 
yielding the coefficients of T(x) and a scheme 
which picks out these coefficients and integrates 
out the troublesome oscillatory factor. In that 
work, the Clenshaw-Curtis approximation 
f(x) = 
2 “,I a, = ; c f(x,) cos iTj/n 
1’0 
has been considered as an alternative to the 
(24) 
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Chebyshev fit used by Piessens and Poleunis 
f(x) = C’ox4 
r-0 
with 
(25) 
a, = -& $/(Xj, cos( * . iv) (26) 
J-0 
and the advantages of Clenshaw-Curtis quadra- 
ture are retained in the oscillatory case. The ques- 
tion of the Bakhvalov-Vasil’eva-Chebyshev ap- 
proach has been investigated and stable recurrence 
relations are outlined by Patterson [17], where a 
recurrence relation equivalent to that derived by 
Piessens and Branders [18] is solved by the tech- 
nique of Olver [16] and also a stable relation is 
derived by expanding 
nomials and using (17), 
I : If( x)e’““dx 
7;(x) in Legendre poly 
x i ik(2k + 'JRk.jJk+l/2CW) 
k=O 
where 
(27) 
Rk., = I 1 &h)T,(x)dx (28) -1 
and 
Rkt2.,= ( j2[(;y3)* jRk.,. (29) 
The real and imaginary parts separate to give 
/ 
1 f(x) cos wx dx 
-1 
xR,,.,,J,,+,,,b) (30) 
and 
I ’ f(x) sin ox dx -1 
77 
I t-1 2w 
xR 2k+,.2J+,J2k+3,2b) . 
i 
(31) 
Interpolatory quadrature rules using interpola- 
tion at the zeros of the second kind Chebyshev 
polynomials have also been quoted by Patterson 
but for the weighted integral, separating for the 
real and imaginary parts as, 
/ 
1,” -x~)“~~(x)cos wx dx 
[n/21 
=; *Co(-1)*u2~J2~+1(0)(2k+1) 
and 
(32) 
/ 
’ (1 - x’)“*f(x)sin wx dx 
-1 
[(n-1)/21 
=; k;. (-1>“u,,+,J,,+,(w)(2k+2) 
(33) 
where the expansion 
f(x)= i Uk~k(X) (34) 
k-0 
with the coefficients 
uk =;it(l -x’)“‘U,(x)f(x)dx 
=& t (l - x,‘)“k(x,)f(x,> 
r-o 
(35) 
are utilized. Application of Basu points has not 
been considered. 
It is clear that, the approximation of f(x) by a 
series of the form 
f(x) = z? 0,(x) (36) 
1=0 
requires individual analysis to describe an efficient 
and stable integration procedure for the integrals, 
I 1 A,(x);;Wxdx -1 (37) 
arising according to the choices for A,(x), and 
appropriate orthogonality relations are used to 
evaluate the coefficients. It is, therefore, con- 
sidered worthwhile to use the Lagrangian interpo- 
lation directly here to approximatef(x) and gen- 
erate the quadrature coefficients automatically on 
the computer to deal with a diversity of colloca- 
tion points. 
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4. The quadrature formula 
The integral can be expressed as 
I, = 
/ 
)(x)cos wx dx = i f(x,)v (38) 
1-O 
where the quadrature coefficient for cos wx is 
y= 
/ 
’ L,( x)cos Iax dx 
-1 
(39) 
The Lagrange function L,(x) involves 
71,‘(x) = (x, -x0)(x;- x1) 
~~~(x,-xx,-I)(x,-xx,+l)~*~(x,-xx,) 
(40) 
yielding a constant, and the expression 
g =(x-x,)(x-x1) 
I 
-~(x-x,_l)(x-x;+l)--(x-xn) 
(41) 
which represents the product of n linear terms. 
The interpolation point x, is omitted in the terms 
of this product. If these n points are reordered 
from 1 to n and their product is formed 
(x - 71)(x - 112). * * (x - %) 
=x *-(T)1+Tj2+ *.. +?jn)xn-l 
+ ( -qlq, + q1q3 + . . . + q,q/3 + * . . ).F2 
- (~1~2~3 + . . * )x”-3 + * ’ ’ + ?1172773 ’ ’ ’ q,, 
= f a,(i)x’ (42) 
r-0 
is obtained. The coefficients of x’, namely (Y~( i), of 
this symmetric polynomial can be calculated from 
the classical relations between the symmetric func- 
tions 
(r-t l)vr+l(j) = - C n(j)%,+l(j> (43) 
with 
3-O 
Yo’l, “r = Y,-,. r=O(l)n (44) 
and 
(45) 
J-1 J-0 
which have the disadvantage of requiring a large 
number of multiplications. Consequently in the 
present work an alternative approach is used based 
on the recurrence relation 
&.r= ZA-i.r-1 - %Zk-l.r_ 
k=2,3 ,..., n, r=l,2,...,k-1 (46) 
and 
-%$I = -X&,.0, z,., = L,,,-1 (47) 
with initial values 
z,,o= -?13 4.1 = 1 (48) 
yielding the result 
a,(j) = Z,.,. (49) 
Hence, the quadrature coefficients can be ex- 
pressed in the following form suitable for auto- 
matic computation 
and similarly for the sine weight function 
ys= --&-~j:~ %a,(i)x’sin ox dx (51) 
n I r- 
and are evaluated by making use of the results [14] 
J 
1 
xr cos wx dx 
-1 
r xr-’ =/go 0 1 I! I -sin( wx + i/n) @/+l 
-1 
= gc(r, w), 
/ 
1 
xr sin wx dx 
-1 
= - iol! ( ;)~cos(Ldx + q1
(52) 
= &(C cd>. (53) 
Thus, the integrals are easily calculated from 
and similarly from 
(54) 
(55) 
It is noticed that the coefficients (rr are indepen- 
dent of the trigonometric weight factor and are 
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only dependent on the set of collocation points. It 
is, therefore, possible to evaluate and store these 
coefficients, and to use them for oscillatory as well 
as nonoscillatory integrals. Similarly the terms g, 
and g,, which are independent of points x, can be 
evaluated for specific o values and stored if so 
desired. These considerations reduce the total 
number of arithmetic operations when a number 
of integrals of the same form are to be evaluated. 
Extension of this algorithm to some other weighted 
integrals 
/ ’ fbbdx)dx -1 
is possible when the result of 
(56) 
/ 
1 
xrw( x)dx 
-1 
(57) 
is available in a suitable form for automatic com- 
putations as in (52). Explicit expressions for such 
integrals can be obtained from Gradshteyn and 
Ryzhik [14]. 
The finite series in (52) and (53) ‘converge’ 
rapidly when w is large, but the coefficients I!(;) 
may become very large for small w and serious 
instabilities may arise due to the generation of 
large numbers with the resulting cancellation when 
the terms of the series are summed. This effect can 
be avoided by using series expansions for the 
trigonometric functions in (52) and (53). The ex- 
pressions 
/ 
’ x’coswxdx=2E (-l)‘J 
-1 ,_o (21+ r + 1)(21)! ’ (58) 
when r is even and 
/ 1 xr sin wx dx 2 2 l-1) 1 0 2/+1 = 
-1 ,_O (21+ r + 2)(21+ l)! ’ 
(59) 
when r is odd, are readily obtained and are obvi- 
ously most useful in the case of small w and large 
r. In practice, it is easily demonstrated that the 
truncation may be effected after I, terms where 
1,=2[0]+10. (60) 
The infinite series in (58) and (59) exhibit insta- 
bility for large values of w, which is complemen- 
tary to that observed in the finite series when w is 
small. This effect can be discussed by considering 
the general term of the series (58) which is of the 
form 
(-l>‘w”/(21)!, /=o, 1.2 ,... (611 
The factor, l/(21 + r + l), which assists conver- 
gence in any case, has been omitted. An examina- 
tion of the magnitude of terms 0 < Id I0 demon- 
strates that for a given w, the maximum value is 
attained when 21= [w] and this maximum is 
L = &J’“l/[LJ!. (62) 
Consequently when the alternating series for cos o 
is summed this initial increase in the size of the 
terms results in cancellation if L is large and 
produces a loss of roughly s significant figures, 
where s is the logarithm of L. In practice, it is 
observed that for values of w < 4 there is hardly 
any diminution in accuracy. Thus, it is recom- 
mended that for small w, say w < 4, w series should 
be utilised and when o is larger a switch should be 
made to the finite l/o series. 
5. Examples and discussion 
A sequence of quadrature formulas of in- 
creasing order is generated automatically on the 
computer. Performances of the methods using dif- 
ferent sets of collocation points are tested point- 
for-point in several examples by comparing abso- 
lute errors against the number of points of the 
quadrature formula. The choices of quadrature 
points based on equations (4), (7), (9) and (11) are 
indicated by (T), (U), (C) and (B), respectively. 
Firstly convergence is tested for the nonoscillatory 
integral 
/ 
1 1 
-dx = $T 
0 1+x2 
(63) 
and comparisons are made with the results of 
employing equally-spaced data points (N), i.e. 
Newton-Cotes rules. In the 2- and 3-points for- 
mulas, (B), (C) and (N) become identical, since the 
Clenshaw-Curtis and Basu points degenerate into 
the Newton-Cotes equally spaced abscissas 
x/ = cos nj/n = 2 j/n - 1 (64) 
when the orders of the formula n take values 1 and 
2. Considerable improvement in accuracy is 
achieved by (B), (C), (U) and (T) for n z 3 over 
311 
(N). For the lowest number of points, n + 1 = 2 
and 3, it is observed that formula (U) gives the 
highest accuracy, but for larger orders convergence 
of (U) is less rapid than those of (T), (C) and (B). 
When n + 1 > 10, (B) attains the highest accuracy 
and for n + 1 = 14 yields the exact integral. The 
weights of the rules (U), (T) and (C) are all posi- 
tive and uniform convergence to the machine ac- 
curacy is achieved as order n is increased. The 
weights of (B) are not all positive and there exists 
a double negative weight for n + 1 2 4 correspond- 
ing to the abscissas x = k 1. However, the magni- 
tudes of quadrature weights do not vary greatly as 
in the Newton-Cotes and uniform convergence is 
also observed for Basu rules. 
The application of the present algorithm to 
oscillatory integrals by using different sets of ab- 
scissas is first carried out on the integral 
/ 
1 
e%ospxdx= [( 
cosp+psinp)e-l] 
(p’+l) (65) 
0 
for p = lOJ, j = 0(1)4. The computations are done 
in double precision on an IBM 370/l%, and it is 
seen that machine accuracy is approached rapidly 
by applying a sequence of n + 1 points rules. The 
function f(x) = exp( x) is so smooth on [0, l] that 
accurate fitting is possible for a small number of 
points and excellent results are obtained with all 
formulas. When p = 1, i.e. w = i on [ - 1, 11, re- 
sults exhibit behaviour similar to that observed for 
the nonoscillatory integral (63). Formula (U) is 
considerably accurate when n + 1 = 2 and 3 while 
equally spaced (F) rules of Clendenin (n = 1) and 
Filon (n = 2) agree with Clenshaw-Curtis type 
results. Higher order (F) type formulas, e.g. Flinn 
(n + 1 = 6) give slightly less accurate results. When 
p = 10, i.e. w = 5, the integral is not very oscilla- 
tory and convergence to within the limits of mach- 
ine accuracy takes place with all formulas, as the 
number of points increases. Asp gets larger, closed 
formulas converge to the machine accuracy most 
rapidly. The rapidity of convergence of the Basu 
type rule is emphasized as p takes larger values. 
When p = 100 (w = 50), formula (B) converges 
very rapidly for n + 1 > 6. In the extremely oscilla- 
tory cases ( p = 1000 and p = 10000) highest accu- 
racy is achieved by Basu type formula, especially 
when n + 1 >, 6. For the purpose of illustration, 
performances of the quadrature rules are given for 
p = 1000 in Fig. 1. The present algorithm is also 
I-21r 
Fig. 1. Comparison of absolute errors in the numerical evalua- 
tion of /@cos 1000x dx = 0.0022482180859584. 
applied to 
/ 
2n 
x cosx sinpx dx 
0 
-27v/(p2-I), p>l, 
= 
i 
-1 
2.779 p= 1. 
(66) 
It is noted that formulas (B) and (C) converge 
faster and (B) attains highest accuracy. Numerical 
tests are also carried out for the integral 
/ 
2.7 
In x sin px dx 
0 
(67) 
which has a singularity at x = 0. It is noticed that 
all formulas converge very slowly in the case of a 
singularity. The absolute errors are computed for 
p = 30 (w = 30~) where the range is subdivided 
between the complete cycles of sin px and integra- 
tions are carried out between the points x = 2Ti/p, 
i=O, 1 ,. . . ,p. It is seen that closed formulas (B) 
and (C) yield inferior results. More accurate re- 
sults are obtained by formula (U) whose abscissas 
are located away from the end-points. Formula (T) 
converges less rapidly, and as the order of the 
formula increases the abscissas get nearer to the 
end points. To allow the use of high order quadra- 
ture rules when singularity exists at one-end point, 
half-open interpolatory rules (T*) and (U*) based 
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on the zeros of (1 -x)T,(x) and (1 - x)V,(x) 
may be considered. Numerical results indicate that 
the convergence rate of the half-open formula is 
slightly less than the open rule, due primarily to 
the loss of symmetric distribution of the quadra- 
ture points in (- 1, 11. The accuracy of the open 
quadrature rules are compared with those of 
applying the Gauss 32-point rule and the Price 
formula [20] which is given for 
J ,rf( x)sin px dx 
when p is an integer. The number of function 
evaluations required by Price formula is 6p + 2. 
The number of function evaluations used by the 
open formulas is p(n + 1). Fig. 2 demonstrates 
that the formula (U) achieves highest accuracy for 
an equal number of function evaluations. 
The integral, with square root singularity 
/ 
2-n x sin px 
o (1 _ xZ,4nZ)‘/*dx = 2n3J1(2np) (69) 
is also considered, for p = 1 and 30. The results of 
employing whole interval formulas of n + 1 points 
forp = 1 indicate that formulas (B), (T*), (T), (U*) 
and (U) all converge very slowly in this case. 
Formula (U) is the most accurate and the accuracy 
of the Gauss l&point rule is achieved by the 
IO1 r Q G,, 
Number of points in subdivision formula 
Fig. 2. Comparison of absolute errors in the numerical evalua- 
tion of 1:” In x sin 30x dx = -0.19387728 by integrating over 
the separate cycles of sin 30x. 
12-point (U*) and the 11-point (U) rules. In the 
rapidly oscillatory case, p = 30 (w = 307). the re- 
sults of employing a sequence of n + 1 point open 
rules and subdivisions between complete cycles of 
sin 30x, become favourable to the Gauss 540 and 
the Price 182 rules. It is once again observed that 
formula (U) attains highest accuracy when singu- 
larity is present. 
6. Conclusion 
It is seen that if f(x) is well-behaved, it can be 
integrated satisfactorily by a whole interval for- 
mula. However, if f(x) behaves in a nonpoly- 
nomial manner in some part of the range (discon- 
tinous integrand or first derivative) whole interval 
methods become inefficient. There, the interval is 
subdivided between the complete cycles of the 
trigonometric factor and integrations are carried 
out over each cycle separately. Satisfactory results 
are obtained using rules of order n about 12. 
Bearing in mind that the rules with n less than 11 
have been favoured by the designers of automatic 
schemes, the present algorithm can be considered 
extremely useful. The main criticism that can be 
made of this method is that the coefficients (Y, vary 
in magnitude and result in a loss of significant 
figures when n takes large values. A measure of the 
instability can be provided by the ratio of the 
largest to the smallest coefficients. For example, if 
n = 18, the smallest coefficient is of the order 
10w4, thence the ratio becomes 104. This results in 
a loss of 4 significant figures in the computations. 
If n = 25, some coefficients become as small as 
lo-‘, and serious instabilities may arise. Hence, 
the algorithm is proposed as a practical, rapid and 
efficient quadrature scheme to deal with any set of 
collocation points for small and moderate values 
of n. 
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