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Abstract-In this paper, without assuming the boundedness, monotonicity, and differentiability 
of the activation functions, we present new conditions ensuring existence, uniqueness, and global 
asymptotical stability of the equilibrium point of cellular neural network models with fixed time 
delays. The results are applicable to both symmetric and nonsymmetric interconnection matrices, 
and all continuous nonmonotonic neuron activation functions. @ 2003 Elsevier Science Ltd. All 
rights reserved. 
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1. INTRODUCTION 
There has recently been increasing interest in the potential applications of the dynamics of 
artificial neural networks in signal and image processing. Among the most popular models in 
the literature of artificial neural networks is the following continuous time model described by a 
system of ordinary differential equations for ui(t), the voltage on the input of neuron i at time t: 
c, dui(t) G(t) 
a- = -x + ~Ti,&?j(Uj@)) + Ii, dt i=1,2 ,...,n. 
j=l 
(1.1) 
Here, n > 2 is the number of neurons in the network. For neuron i, Ci > 0 and Ri > 0 are 
the neuron amplifier input capacitance and resistance, respectively, and Ii is the constant input 
from outside the system. Matrix T = (Tij),xn is assumed to be irreducible; i.e., the network is 
strongly connected. Functions gj (j = 1,2,. . . , n) are neuron activation functions. This model 
for n neurons was proposed by Hopfield [l] with an electrical circuit implementation, and it is 
thereafter referred to in the literature as a Hopfield-type neural network. In Hopfield’s analysis, 
T is assumed to be symmetric, and functions gj are assumed to be Cm sigmoid functions. 
In hardware implementation, time delays occur due to finite switching speeds of the amplifiers. 
Marcus and Westervelt [2] introduced first a single time delay r > 0 into (1.1). They considered 
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the following system: 
c. d’lL&) 
2- = -T + eTijgj(uj(t - T)) + Ii, ui (t) 
dt z 
i=1,2 ,..., n. 
j=l 
(1.2) 
System (1.2) has much more complicated dynamical behavior than (1.1) due to the incorporation 
of delay. 
Systems (1.1) and (1.2) can be rewritten for u = (u~,zL~,. , u,)~ as 
and 
duct) - = h(t) + Ag(u(t)) + J 
dt 
d’(L(4 - = h(t) + Ag(u(t - T)) + J, 
dt 
(1.3) 
(1.4) 
respectively, where B = diag(-bi, -bz, . . , -b,) with bi = l/(R$i), the connection matrix 
A = (oij),,, with cij = Xi/C, g(u) = (gi(ui),g2(uz), . . ,gn(u,)lT and J = (A, -72,. . , Jn)T 
with Ji = Ii/C, for i, j = 1,.2,. . . , n. 
Gopalsamy and He [3] considered a modification of (1.4) by incorporating different 
rij 2 0 in different communication channels, namely, 
dzl,(t)= 
dt 
-biui(t) + kaijgj(uj(t - Tij)) + Ji, i= 1,2 )..‘) 71. 
j=l 
The initial conditions associated with (1.5) are of the form 
Ui(S) = h(S)7 s E [-T,Ol, 7 = max rij, 
l<i,jgn 
where it is usually assumed that 4i E C( [-T, 01, R), i = 1,2,. . . , n. 
Joy in [4] studied the cellular neural networks as follows: 
dUi(t)= 
dt -h(t) + eeijs,(uj(t)) + ea,gj(uj(t - ~j)) + Ji, i=1,2 )“.) 71. 
j=l j=l 
(1.5) 
(1.6) 
(1.7) 
The presence of the term involving E = (eij)nxn assumes, in addition to the delayed propagation 
of signals, a set of local interactions in the network whose propagation time is instantaneous. 
Clearly, (1.4) and (1.5) are the special cases of (1.7). The initial conditions associated with (1.7) 
are the same as (1.6). 
The neural networks (1.3)-(1.5) and (1.7) and their various generalizations have attracted the 
attention of the scientific community due to their promising potential for tasks of classification, 
associative memory, and parallel computation and their ability to solve difficult optimization 
problems. When a neural network is employed as an associative memory, the existence of many 
equilibrium points is a necessary feature. However, in applications to parallel computation and 
signal processing involving solution optimization problems, it is required that there is a well- 
defined computable solution for all possible initial states. From a mathematical viewpoint, this 
means that the network should have a unique equilibrium point that is globally asymptotically 
stable. Indeed, earlier applications to optimization problems have suffered from the existence 
of a complicated set of equilibria (see [5]). Th us, the globally asymptotical stability of a neural 
network is of great importance for both practical and theoretical purposes. A number of papers 
deal with conditions ensuring globally asymptotical stability for (1.3)-(1.5) and (1.7) and their 
generalizations. See [6-171. 
The results on global asymptotical stability previously quoted are concerned with the case 
where the neuron activations are assumed to be bounded and increasing, namely, under the 
assumptions 
(Hl) foreachjE{1,2,...,n},gjEC’(R),gi(z)>OforzER, 
(H2) foreachjE{1,2,... ,n], ]gj(x)] I M, Mi > 0. 
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Unfortunately, these assumptions make the results inapplicable to some important engineering 
problems. When neural networks are designed for solving optimization problems in the presence 
of constraints (linear, quadratic, or more general programming problems), unbounded activations 
modelled by diode-like exponential-type functions are needed to impose constraints satisfaction. 
The extension of the quoted results to the unbounded case is not straightforward. Different 
from the bounded case where the existence of an equilibrium point is always guaranteed [ll], 
for unbounded activations, it may happen that there is no equilibrium point (see [12]). When 
considering the widely employed piecewise-linear neural networks (see [18,19]), infinite intervals 
with zero slope are present in activations, making it of interest to drop the assumptions of strict 
increasingness and continuous first derivative for the activation. Forti and Tesi [12] studied the 
global asymptotical stability for (1.3) with unbounded monotonic activation function. Morita [20] 
showed that the absolute capacity of an associative memory model can be remarkably improved by 
replacing the usual sigmoid activation functions with nonmonotonic activation functions. There- 
fore, it seems that for some purposes, nonmonotonic (and not necessarily smooth) functions might 
be better candidates for neuron activation in designing and implementing an artificial neural net- 
work. Van Den Driessche and Zou [21] studied the global attractivity in delayed Hopfield neural 
network models with bounded and nonmonotonic activation functions. Joy [4] studied the global 
attractivity in delayed neural networks with bounded or monotonic activation functions. This is 
practical motivation for relaxing Conditions (Hl), (H2) to (A) below. 
ASSUMPTION (A). For each j E {1,2,. . . , n}, gj : R -+ R is globally Lipschitz with Lipschitz 
constant Lj, i.e., ]gj(uj) - gj(vj)] 5 L,]uj - wjujl for all uj,vj. 
Our objective in this paper is to study the conditions on the global stability of the equilibrium 
point for (1.7). Without assuming the boundedness, monotonicity, and differentiability of acti- 
vation functions, by using M-matrix theory, Liapunov function& and functions are constructed 
and employed to establish sufficient conditions for global asymptotic stability independent of 
the delays. We present new conditions ensuring existence, uniqueness, and global asymptotical 
stability of the equilibrium point for a large class of neural networks with delays. 
For convenience, we introduce some notations. 2 = (51,. . . , ZIT~)~ E R” denotes a column 
vector (the symbol (T) denotes transpose). ]z( d enotes the absolute-value vector given by 1x1 = 
(1x1 I,. . , ]x,I)~. For matrix A = (q),,,, AT denotes the transpose of A, A-l denotes the 
inverse of A, [A]” is defined as [A]” = (AT + A)/2, and IAl denotes absolute-value matrix given 
by IA] = (leijI)nxn. If A is a symmetric matrix, A > 0 (A > 0) means that A is positive 
definite (positive semidefinite). If A, B are symmetric matrices, A > B (A 2 B) means that 
A - B is positive definite (positive semidefinite). E, is the identity matrix. By ]]z]], we denote 
a vector norm defined by ]]z]] = (x$ + . .. + cc~)“~, while [IAll denotes a matrix norm defined by 
llAl[ = (max{x : X is an eigenvalue of ATA})‘j2. V denotes derivative of V with respect to time. 
2. EXISTENCE AND UNIQUENESS OF THE EQUILIBRIUM 
We first study the solutions of the nonlinear equations associated with (1.7) as follows: 
Bu + (E + A)g(u) + J = 0. (2.1) 
It is known that the solutions of (2.1) are equivalent to the equilibria in (1.7). 
DEFINITION 2.1. A real n x n matrix A = (qj) is said to be an M-matrix if aij 5 0, i, j = 
1,2,. . . , n, i # j, and all successive principal minors of A are positive. 
LEMMA 2.1. (See 1141.) Let A = (aij) b e an n x n matrix with nonpositive off-diagonal elements. 
Then, the following statements are equivalent. 
(1) A is an M-matrix. 
(2) The real parts of all eigenvalues of A are positive. 
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A is nonsingular and all elements of A-l are nonnegative. 
There exists a vector < > 0 such that ETA > 0. 
There exists a positive definite n x n diagonal matrix D such that matrix AD + DAT is 
positive definite. 
To prove existence and uniqueness of the equilibrium point, we make use of these concepts 
from topology. 
DEFINITION 2.2. A mapping H : Rn + R” is a homeomorphism of R” onto itself if H E Co, 
H is one-to-one, H is onto and the inverse mapping H-l E Co. 
LEMMA 2.2. (See [12].) If H(z) E Co satisfies the following conditions: 
(1) H(z) is injective on R”, 
(‘4 liqZII-OO llH(4II + 00, 
then H(x) is a homeomorphism of R" . 
LEMMA 2.3. Let Q = (qij)nxn be an n x n matrix and -B, L be n x n positive definite matrices, 
i.e., -B = diag(bi, . . . , bn) (bi > 0, i = 1,2, . . , n), L = diag(Li, . . . , L,) (Li > 0, i = 1,2, . , n). 
If Q - B L-’ is an M-matrix, then for each diagonal matrix K = diag(ki, . . . , k,) with 0 < K 5 L, 
QK - B is an M-matrix and 
det(QK -B) # 0, (2.2) 
whereO<K<LimpliesO<ki<Li(i=1,2,...,n). 
PROOF. Because of Q-B L-’ being an M-matrix, from Lemma 2.1, there exist constant numbers 
& > 0 (i = 1,2,. . . , n) such that 
. 
<j (4jj + bjL?‘) + -j&j > 0, j=1,2 ,..., 71. (2.3) 
i=l 
i#j 
If kj > 0, from (2.3), we have 
[jbjL;‘kj + kj 2Eiqij > 0. 
i=l 
(2.4) 
Since bj > 0 and 0 < kj 5 Lj, SO 0 < Li’kj 5 1. From (2.4), we get 
(2.5) 
When kj = 0, [jbj > 0, (2.5) is true for each kj such that 0 < kj < Lj (j = 1,2,. . . , n). From 
Lemma 2.1, QK - B is an M-matrix, and (2.2) is true. The proof is completed. I 
Define the following mapping associated with (2.1): 
H(u) = Bu + (E + A)g(u) + J. (2.6) 
LEMMA 2.4. If g satisfies Condition (A), and o = -[BL-’ + (/El + IA/)] is an M-matrix, then 
for every input J, the mapping H defined by (2.6) is injective. 
PROOF. Suppose, for the purpose of contradiction, that there exist x,y E R” with x $1 y such 
that H(x) = H(y). From (2.6), we get 
B(x - Y) -I- (E -I- ANgtx) - sty)) = 0 (2.7) 
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Ol- 
bib - Yi) = k(eij + aij)[gj(zj) - gj(yj)],, i=1,2 ,...) 72. 
j=l 
Taking absolute values for both sides of the above, we obtain 
bilzi - Yil 2 ~(leijl + Iaijl)lL7j(~j> --Sj(Yj)l, i=1,2 ,...) 71. (2.8) 
j=l 
From Condition (A), there exist 0 < kj 5 Lj such that ]gj(zj) - gj(yj)] = kjlzj - yj I (j = 
1,2,. . . ,n). So (2.8) becomes 
bi]zi -nil 5 k(leijl+ laij()kjlzj -yjl, i=1,2 ,..., 72. (2.9) 
j=1 
Inequality (2.9) can be written as matrix form 
P + WI + I4)Klb - YI 3 0, (2.10) 
where K = diag(ki, kz,, . . , kn). Let -[B + (]E] + lAl)K]lz - yI = C, so C _< 0. Because of 
(Y = -[BL-l+(IEl+lAl)] being an M-matrix, from Lemma 2.3, we know that -[B+(IEI+IAI)K] 
is an M-matrix, and det[B+(]E]+]A])K] # 0, where K is a diagonal matrix satisfying 0 _< K 5 L. 
From Lemma 2.1, all elements of (-[B + (]E] + IAI)K])-’ are nonnegative. Therefore, 
Ix - YI = (-[B + (PI + lAl)KI)-lC 5 0, 
i.e., ]z - y] = 0, which is a contradiction. So mapping H is injective. The proof is completed. m 
LEMMA 2.5. Suppose g satisfies Condition (A), and Q = -[BL-’ + (]E] + [Al)] is an M-matrix. 
Then, for every input J, mapping H is homeomorphism on R”. 
PROOF. Because of (Y = -[BL-’ + ([El + [Al)] b em an M-matrix, from Lemma 2.4, H(u) ’ g 
is an injective mapping on R”. F’rom Lemma 2.2, if IIH(u)II -+ +co as IuI -+ -too, then H 
is a homeomorphism on R”. Let B(u) = Bu + (E + A)(g(u) - g(0)). To show that H is a 
homeomorphism, if suffices to show that Z?(z) is a homeomorphism. 
From Lemma 2.3, we know that -[B + (IEI + IAI)L] is an M-matrix. From Lemma 2.1, there 
exists a positive definite diagonal matrix D = diag(di, . . . , d,) such that 
{D[B + (]E] + ]A])4}” I --E& < 0, (2.11) 
for sufficiently small E > 0, where E,, is the identity matrix. Calculate 
[DzL]~&u) = [DulTIBu + (E + A)(g(v) -g(O))] 
= uTDBu + uTD(E + A)(g(u) - g(0)) 
5 14TDJ4~I + luTID(IEl + I4ld~) - 9oNl 
L 14TDBl~l + luTID(IEl + lAl)j+l 
= bAT[W + WI + IAlPlbl 
= 14TP(B + (PI + l4)~)1”l4 
I --Ellq12. 
From (2.12) and using Schwarz inequality, we get 
+112 5 llDllll4l I[&)[[ , 
namely, 
(2.12) 
(2.13) 
So, when ]]u]] -+ +oo, ]]S(U)]] + foe; i.e., llH(u)II -+ +co. F’rom Lemma 2.2, we know that for 
every input J, mapping H is a homeomorphism on R”. The proof is completed. I 
From Lemma 2.5, we can obtain the sufficient condition for the existence and uniqueness of 
the equilibrium in delayed cellular neural networks. 
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THEOREM 2.1. Suppose g satisfies Condition (A), and Q = - [BL-’ + (IE( + 1 Al)] is an M-matrix. 
Then, for every input J, (1.7) has a unique equilibrium u*. 
PROOF. Lemma 2.5 ensures that H is a homeomorphism on R”. Hence, there exists a unique 
point U* such that H(u*) = 0. The proof is completed. I 
THEOREM 2.2. Suppose g satisfies Condition (A). If there exists a positive definite symmetric 
matrix P such that Q = BT P + PB 5 -pEn (p > 0) is negative definite, and 
6 = p - 2&,(IIPEll + lIPAll) > 0, Lnax = Iy$W, (2.14) 
-- 
then (1.7) has a unique equilibrium u*. 
PROOF. It is only needed to prove that H is a homeomorphism on R’“. First, we will prove that 
H is injective on R”. Suppose, for the purpose of contradiction, that there exist x, y E R” with 
x # y such that H(x) = H(y). From (2.6), we get 
B(x - Y) + (E + A)(g(x) -g(y)) = 0 (2.15) 
or 
bi(xi - yi) = k(eij + aij)[gj(xj) - sj(yj)l, i=1,2 (..., 12. (2.16) 
j=l 
From Condition (A), there exist -Lj 5 kj 5 Lj such that gj(zj) - gj (yj) = k, (xj - y3) (j = 
1,2,. . , n). So, (2.16) becomes 
bi(si - yi) = k(eij + aij)kj(zj - yj), i=1,2 )...) 12. (2.17) 
j=l 
Equation (2.17) can be written as matrix form 
[B + (E + A)K](x - y) = 0. (2.18) 
Now, we prove indirectly det[B + (E + A)K] # 0. C onsidering the following system: 
i = [B + (E + A)K]z. (2.19) 
Letting V(z) = zTPz, calculate and estimate the derivative of V(z) along any trajectory 
of (2.19) as follows: 
P(z) = (VV)Ti = zT(PT + P)i = zT2P[B + (E + A)K]z 
L [-p + 2kmdllPEll + llPAll)]llzl12 I -[p - %n,x(/lP~lI + 
where km,, = maxl<j<, -- {kj}. Now, by the standard Liapunov theorem 
IIWlM4” < 0, 
in ordinary differential 
equations (see [22]), the trivial solution of (2.19) is asymptotically stable, which implies all 
eigenvalues of matrix B + (E + AK) h ave negative real part. So, det[B + (E + AK)] # 0 for 
-L 5 K 5 L. Therefore, x = y, which is a contradiction. So, mapping H is injective. 
In the following, we prove that when I/~11 + +co, llH(u)II -+ +co. Let H(U) = Bu + (E + 
A)(g(u) - g(0)). Calculate 
2uTP17 = 2uTPBu + 2uTP(E + A)(g(u) -g(O)) 5 -~(IuI~~ + 2Lma,(llPE(I + IIPAII)(Iu112 
= [--CL + GnaxW’Ell + llP4>111~ll” = -~l1412. 
Therefore, 
w412 I wlllpll IJw4ll 
Simplifying the above inequality, we get 
So, when [lull -+ +co, Ilw(u)II -+ +co; i.e., llH(u)II -+ $00. From Lemma 2.2, we know that for 
every input J, mapping H is a homeomorphism on R”. The proof is completed. I 
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3. GLOBAL ASYMPTOTIC STABILITY 
OF THE EQUILIBRIUM POINT 
In this section, we give sufficient conditions for global asymptotic stability of the equilibrium 
point of delayed cellular neural networks by applying the method of Liapunov functionals and 
Razumikhin-type theorems (see [23]). 
THEOREM 3.1. Suppose Condition (A) holds and rij 2 0 (i,j = l,... ,n). If (Y = -[BL-1 + 
(IEl + /Al)] is an M-matrix, then for each J E R”, system (1.7) has a unique equilibrium point, 
which is globally asymptotically stable, and independent of the delays. 
PROOF. Since CK = -[BL-1 + ([,!?I + [Al)] . 1s an M-matrix, from Theorem 2.1, (1.7) has a unique 
equilibrium point u*. By coordinate translation z(t) = u(t) - u*, (1.7) can be written as 
- = 4x$) + &jf,(z,(t)) + &jfj(xj(t - Tij)), dxi (t) 
dt 
i= l,...,n, (3.1) 
j=l j=l 
where fj(zj) = gj(zj + UT) - gj(u;) (j = 1,. . . , n). Equation (3.1) has a unique equilibrium at 
x = 0. 
Clearly, U* is globally asymptotically stable for (1.7) if and only if the trivial solution of (3.1) 
is globally asymptotically stable. 
Due to cr = -[BL-I + ([El + IAl)] b em an M-matrix, from Lemma 2.1, there exist [i > 0 ’ g 
(i = 1,2,. . . , n) such that 
Consider a Liapunov functional V(4) defined by 
V(4) =eC /4i(0)l+~Ljbijl/-o Mj(s)lds .
i=l j=l - Tij 
For any z = (zI,z~, . . , z,)~, it is easy to verify that llzll I Czl 1.~1 5 J;;II~ll. Let 
i= 1,2 ,..., 72. (3.2) 
j=l 
(3.3) 
From (3.3), we get &inll4(0)[[ 5 V(4) I Xll41, where X = tmmax(l + naL,,,~)fi. 
Calculate the upper right derivative D+V of V along the solutions of (3.1) 
D+V(4) = e& wh(O) -k&(O) + eeijfj(qhj(0)) + ~u,~,(cJ~~(-T~~)) 
i=l { [ j=l j=l 1 
+$Ljlu~jl(14j(0)l - l4j(-Tij)l) 
1 
5 n 6; 
4 
-QW)l + 2 leijl l.fj(dj(O))I + 2 /aijl Ifj(4jj(--7ij))l 
i=l j=l j=l 
+&M MJjw9I - &% I&(-%j)l 
j=l j=l 1 
(3.4) 
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5 cti -QW)I + 2 IeijlLjl4j(O)I + 2 l~~~(L~l~~j(-~~~)l 
i=l i j=l j=l 
+&4 ldJ~v9l -~Ljl4 l&(-Tij)l 
j=l j=l 1 
= 26 
t 
-bWi(O)I + k(Ieijl + Iuijl)LjIq5j(0)l 
i=l j=l 1 
n 
= 
4 
Ati + 2 Li[j(((ejil + laji)) I&(O)1 
i=l j=l 1 
5 -Pk I44O)l 5 -Pll4(O)ll, 
i=l 
in which --CL = max~<i<,{-b&i+~jn,I LiJj(lejil+lajiJ)} < 0. Now, by Theorem 2.1 on page 105 
in [23], the trivial soiukn of (3.1) is globally asymptotically stable, and therefore, u* is global 
asymptotically stable for (1.7). The proof is completed. I 
Using Theorem 3.1, we give some results for (1.5). 
COROLLARY 3.1. Suppose Condition (A) holds, Tij 2 0 (i, j = 1, . . , n). If 
(3.5) 
then, for every input J, system (1.5) has a unique equilibrium u* that is globally asymptotically 
stable, and independent of the delays. 
PROOF. Let & = 1 (i = 1,2,. . . ,n), from Lemma 2.1, when inequality (3.5) holds, and cy = 
-(BL-1 + [AI) as an M-matrix. From Theorem 3.1, Corollary 3.1 is true. The proof is com- 
pleted. I 
When the functions gj(uj) = tanh(ljzj) (j = 1,2,. . . , n), the result of Corollary 3.1 is equiv- 
alent to Proposition 1 in [3]. 
COROLLARY 3.2. Suppose Condition (A) holds, and rij 2 0 (i,j = 1,. . . , n). If 
(3.6) 
then, for every input J, system (1.5) has a unique equilibrium u* that is globally asymptotically 
stable, and independent of the delays. 
PROOF. Consider the following systems: 
i=l,...,n, 
where fj(Zj) = Ljxj, Lj > 0 (j = 1,. . . ,n). 
Construct a Liapunov function as 
(3.7) 
(3.8) V(x) =p 
z 
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We calculate and estimate the derivative of V(x) with respect to time along the solution of (3.7) 
as follows: 
V(a) = -2 2 2$ + 2 2 2 y2if3(2Tj) 
i=l i=lj=l a 
= -(2 - p)&:(t) < 0. 
i=l 
Now, by the Liapunov theorem in ordinary differential equations (see [22]), for /3 < 2 the trivial 
solution of (3.7) is asymptotically stable, and (B + [AIL) is a stable matrix. F’rom Lemma 2.1, 
-(B + [AIL) is an M-matrix. According to Definition 2.1, it is easy to verify a = -(BL-1 + [Al) 
is an M-matrix, too. From Theorem 3.1, Corollary 3.2 is true. The proof is completed. I 
When activation functions gj(uj), (j = 1,2, . . . , n) satisfy (A) and are bounded, VanDen 
Driessche and Zou gave a result, Theorem 2.2 in [21], which is equivalent to the result of Corol- 
lary 3.2. But, the result of Corollary 3.2 is applicable to unbounded activation functions. 
COROLLARY 3.3. Suppose (A) holds, and rii _> 0 (i, j = 1,. . . , n). If one of the following 
conditions holds: 
(1) P1 = m~i<i+(l/(%)) C3n,l(LjlGjI + blajil) < 1, -- 
(2) P2 = maxi<i<,(l/(%)) &(Lj2lGjl + Iajil) < 1, 
(3) P3 = maxllil,(l/(2bi)) C,“=l(L; + +) < 1, -- 
(4) P4 = m~i<i<n(l/(2bi)) &(Lj + L$J < 1, -- 
then, for every input J, system (1.5) has a unique equilibrium u* that is globally asymptotically 
stable, and independent of the delays. 
PROOF. It is only necessary to prove that if one of (l)-(4) holds, then Q = -(BL-’ + IAl) is an 
M-matrix. Consider the following systems (3.7). Construct a Liapunov function as 
V(2) = &:. 
i=l 
We calculate and estimate the derivative of V(z) with respect to time along the solution of (3.7) 
as follows: 
~(,)=-2f:bi"S+2j:j:lUijl~i~~(zj) <-2~biz:+2j:~lU,llZilL3l~~I. (3.9) 
is1 i=l j=l i=l i=l j=l 
When Condition (1) holds, calculate (3.9) as follows: 
V(z) 5 -2 2 b& + 2 f: lUijlL.j ($ + X3) 
i=l i=l j=l 
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Thus, the trivial solution of (3.7) is asymptotically stable, and (I3 + IA/L) is a stable matrix. 
From Lemma 2.1, -(I3 + IA/L) is an M-matrix, and it is easy to verify (II = -(BL-’ + IA/) is an 
M-matrix, too. From Theorem 3.1, Condition (1) of Corollary 3.2 is true. 
When Condition (2) holds, calculate (3.9) as follows: 
5 -&4-l + h)lx: < 0, 
i=l 
ll4l # 0. 
When Condition (3) holds, calculate (3.9) as follows: 
P(x) < -2 2 bix; + 2 2 (L;x; + afjx;) 5 2,26+-1+ /!?a)]~: < 0, 
i=l i=l j=l i=l 
When Condition (4) holds, calculate (3.9) as follows: 
II4 f 0. 
p(x) 2 -2 2 bix; + 2 2 Lj (x; + u&x;) < 2[2bi(-1+ ,4)1x; < 0, II41 f 0. 
i=l 2=1 j=l i=l 
Similar to the proof of Condition (1) of Corollary 3.3, we know that (2)-(4) of Corollary 3.3 are 
true. The proof is completed. I 
When functions gj(uj) (j = 1,2,. . . , n) are bounded and satisfy 0 < v 5 Lj, Corollary 3.3 
is the main result in [Q]. 
COROLLARY 3.4. Suppose (A) holds, and ri3 1 0 (i,j = 1,. , n). If one of the following 
conditions holds: 
(1) (W4 ~~zI(lejil + lajil) < 1, 
(2) (IPi) Cj”=l[Lj(leijI + bql) + Li(lejil + lajil)] < 2, 
(3) (l/b) Cjn=1(L31eijI + leji( + Ljlaql + Lil+l) < 2, 
(4) (l/hi) Cjn_l(leijI + Lflejil + Ljlaijl + LilajiJ) < 2, 
(5) (llbi) CTE1(LjleijI -t &Jejil + Lj\aijl + la+l) < 2, 
then, for every input J, system (1.7) has a unique equilibrium U* that is globally asymptotically 
stable, and independent of the delays. 
PROOF. Let Ei = I (i = I, 2,. . . , n). F’rom Lemma 2.1, we know that when Condition (1) holds, 
(Y = -@L-l + IEj + IAI) is an M-matrix. So, Corollary 3.4 is true. 
Considering the following systems: 
- = -ki(t) + e(le,l + luijl)fj(xj(t)), 
c&(t) 
dt 
i=l,...,n, 
j=l 
(3.10) 
where fj(~j) = Ljxj, Lj > 0 (j = 1,. . . , n). When one of Conditions (2)-(5) holds, by construct- 
ing Liapunov function V(x) = CL 1 21, it can be proved that Corollary 3.4 is true similar to the 
proof of Corollary 3.3. The proof is completed. I 
When activation functions gj(uj) (j = 1,2,. . . , n) satisfy (A) and are bounded, Corollary 3.4 
is the main result in [8]. 
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COROLLARY 3.5. For matrices E, A such that eij 2 0, aij 2 0 for i, j = 1,2,. . . , n, suppose 
Condition (A) holds, and rij 2 0 (i, j = 1, . . . , n). For every input J, system (1.7) has a unique 
equilibrium u* that is globally asymptotically stable, and independent of the delays, if and only 
if Ly = -(BL-’ + E + A) is an M-matrix. 
PROOF. From Theorem 3.1, the sufficient part is true. In the following, we prove the necessary 
part. Suppose that, for every input J, system (1.7) has a unique equilibrium u* that is globally 
asymptotically stable, and independent of the delays. Then, by coordinate translation z(t) = 
u(t) - u*, (1.7) can be written as 
i= l,...,n, 
j=l j=l 
where fj(xj) = gj(xj +u;) -gj(u;) (j = 1,. . . , n). The above systems have a unique equilibrium 
at x = 0, and z = 0 is globally asymptotically stable. In particular, when fj(xj(t--Tij)) = Ljxj(t), 
Lj>o(j=l,... , n), z = 0 is globally asymptotically stable. So, matrix BL-l + E + A is stable. 
From Lemma 2.1, matrix (Y = -(BL-1 + E + A) is an M-matrix. The proof is completed. m 
Conditions in Theorem 3.1 and Corollaries 3.1-3.5 are explicit form for (1.5),(1.7) and hence 
are convenient to verify in practice. But they have the disadvantage of neglecting the signs of 
entries in the connection matrix E and A, and thus, differences between excitatory and inhibitory 
effects might be ignored. In general, this is overly restrictive. 
When A is symmetric and functions gj(uj) are equal and sigmoid, Belair [6] established a 
criterion for the global attractivity of (1.4) with all bi = 1 and input J = 0. Van DenDriessche 
and Zou [21] extended this result [6] to the general case of (1.4) with gj(Uj) being bounded. We 
next further extend these results to the case of (1.7) with delay 7i.j = 7 (i, J’ = 1,2,. . . , n) and 
with only assumption (A). For that purpose, we apply the Liapunov-Razumikhin technique. 
Consider the functional differential equation 
$p = f(xt), (3.11) 
where f : C -+ R”, with C = C([--7,O], R”), and zt E C is defined by xt (s) = x( t + s) for 
SE[--7,0]. LetV:Rn + R be a Liapunov function, which we define as a C1 function. The 
derivative of V along a solution z(t, 4) of (3.11) is defined to be (see [23, p. 1271) 
7 [V(x(O, d)(h)) - v(wI V(4(0)) = lim /l+o+ h (3.12) 
From Theorems 4.1 and 4.2 in [23], we get the following lemma. 
LEMMA 3.1. Suppose that f is continuous and maps bounded sets in C into bounded sets in R”, 
and f(0) = 0. Suppose a, b, c : R+ + R+ are continuous, nondecreasing functions, a(s), b(s), c(s) 
positive for s > 0, a(0) = b(0) = 0. If there is a continuous function V : R” --+ R such that 
a(llxll) I V(x) I W41)1 x E R", 
and 
V@(O)) 5 -4l14wlo~ ifv(dQ)) I P(V(~(Q))), fJ E b,% (3.13) 
where p is a continuous nondecreasing function and satisfies p(s) > s for s > 0, then the zero 
solution of (3.11) is uniformly asymptotically stable. If a(s) -+ 00 as s + 00, then the zero 
solution of (3.11) is globally asymptotically stable. 
Now, we use the above to establish the following result in terms of the spectral norm. 
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THEOREM 3.2. Suppose g satisfies Condition (A). If there exists a positive definite matrix P 
such that Q = BP + PB 5 -pEn (cl > 0) is negative definite, and 
where X,, (Xmin) is the largest (smallest) eigenvalue of P, then for every input J, (1.7) has a 
unique equilibrium u* that is globally asymptotically stable, and independent of the delays. 
PROOF. From Theorem 2.2, for every input J, (1.7) has a unique equilibrium u*. By coordinate 
translation z(t) = u(t) - u*, (1.7) can be written as 
$ = Bz(t) + EF(z) + AF(z,), 
where F = (fi, . . . , fn)T is defined by 
(3.15) 
We only need to prove that the trivial solution (3.15) is globally asymptotically stable. Now, 
consider Liapunov function V(z) = xT Px. Then, along the solution of (3.15), 
v(x) = xT(2PB)x + 2xTP[EF(x) -t AF(xt)] 
5 -PII~I~ + W4IW-‘EII llJ’(~>II + lIPAll llWx~)ll)~ 
(3.16) 
From (A), we obtain 
and 
llJ’(4112 5 &imxl1412. (3.17) 
Let E > 0 be a small number to be determined. If (3.14) holds, using inequality Xmin112112 < 
V(x) < Xmax~~x(~2, then for t satisfying 
V(xc(t + 5)) 5 (1 + E)w(q), s E [-T, 01, 
we have 
%:(t)) I -/414~)112 + Gnax W’EII Il4Qll + llP4l Ilx(t - ~1111 
I -44t)l12 + %mMEII Il4t)ll + IPAll 
I -&+)l12 + %xWEII Il44ll + lIPAll 
( (’ + ;)l/(z(t))) 
l/2 
mln 5 {-i”+2L... [ lIPElI + lIPAll Cl+ ) ( E 2)“‘l) ll~wl12 
= 
i 
-bf2L maxllPAlI (2) 1’2 [l + (1: 4]‘,2 llW12 
61 
= -X,jnV(Z(t))’ 
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where 61 = 6 - 2Lms,(IPAII(Xma,/Xmin)“2&/[1 + (1 + E)] ‘I2 Because of S > 0, there exists a . 
sufficiently small E > 0 such that Si > 0. By Lemma 3.1, it follows that the trivial solution 
of (3.15) is globally asymptotically stable, and therefore, k* is globally asymptotically stable 
for (1.5). The proof is completed. I 
Theorem 3.2 represents a generalization of the result on globally asymptotic stability in [21]. 
In their study, only bounded and globally Lipschitz activations are considered. On the contrary, 
Theorem 3.2 covers the case of unbounded activation and/or those with infinite intervals with 
zero slope, which are of special interest, e.g., for piecewise linear models. 
We next give an example to show that Theorems 3.1 and 3.2 are independent. If the entries of 
matrices E and A axe not negative, Theorem 3.1 is not only a sufficient condition for existence, 
uniqueness, and globally asymptotical stability of the equilibrium for systems (1.4), but also a 
necessary condition for those. So, in this case, Theorem 3.1 is better than Theorem 3.2. But, if 
some entries in E or A are negative, Theorem 3.1 is not better than Theorem 3.2. For example, 
considering the following sysl terns: 
[::I =- [: Y] [::I + 
1 1 
z -2 
[ I 
1 1 
z z 
( sin d lq(t -T) > + -Ll@ - 7) 8 
sin a ( L2(t-7) + > L2(t - T) a 
Functions gj(u) = sin((l/fi)v) + (l/d) Y satisfy Condition (A) with Lj = 2/a for j = 1,2. 
Then, 
but it is not an M-matrix. So, Theorem 3.1 fails. Let P = E2 (II2 is the identity matrix), 
6 = p - 2L,,(IPAII = 2 - (4/&)(1/2) > 0. Therefore, by Theorem 3.2, system (3.18) has a 
globally asymptotically stable equilibrium. 
4. CONCLUSION 
In the paper, a thorough analysis of existence, uniqueness, and global asymptotic stability of the 
equilibrium point for a large class of neural networks with fixed time delays is given. Without 
assuming the boundedness, monotonicity, and differentiability of the activation functions, the 
conditions ensuring the existence and uniqueness of the equilibrium are obtained. Using M-matrix 
theory, both Liapunov functions and Liapunov functionals are constructed and employed to 
establish sufficient conditions for global asymptotic stability, which is independent of the delays. 
The results are applicable to both symmetric and nonsymmetric interconnection matrices, and 
all continuous nonmonotonic neuron activation functions. 
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