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Einleitung
Mit der Entwicklung von Ontologien sollen Ressourcen entstehen, die fu¨r die unterschied-
lichsten Bereiche ein verbindliches Vokabular und wichtige Relationen zwischen dessen
Elementen in maschinenlesbarer Form bereitstellen – ein Teil des spezifischen Wissens ei-
nes jeden Bereichs. Mit Hilfe dieser Art von Ressourcen soll der Austausch von Wissen
zwischen Maschinen untereinander und zwischen Maschine und Mensch wesentlich erleich-
tert werden sowie sich viele wissensintensive Aufgaben u¨berhaupt automatisieren lassen.
Somit werden Ontologien als Schlu¨sselwerkzeug insbesondere fu¨r Anwendungen angesehen,
mit denen versucht wird, die Informationsflut im Internet zu beherrschen. Die Schwierig-
keiten dabei sind, dass sich das Erfassen von Wissen und die Entwicklung von Ontologien
sehr aufwa¨ndig gestalten und immer der Realita¨t nachhinken.
EFGT-Netze, eine spezielle Art von Ontologien, die am Centrum fu¨r Informations- und
Sprachverarbeitung (CIS) der Ludwig-Maximilians-Universita¨t Mu¨nchen entwickelt wurde,
versuchen einen Teil der natu¨rlichen Sprache zu erfassen. Dabei geht es um sprachliche Aus-
dru¨cke, mit denen Gegensta¨nde, Organisationen, Ereignisse, Personen – oft als Entita¨ten
der Wirklichkeit bezeichnet – benannt werden. Mit Ausdru¨cken dieser Art wie etwa Mount
Everest, Azteken, Alpinsport, Legoland oder Gerhard Polt verbinden Menschen eine schier
unendliche Reihe von Informationen und Themen – das gesamte assoziierte Hintergrund-
wissen, das wesentlich fu¨r das Versta¨ndnis von Texten oder generell von sprachlichen Aussa-
gen ist. Ein EFGT-Netz zielt darauf ab, diese Querverbindungen zwischen Ausdru¨cken und
thematischen Zusammenha¨ngen in seiner Struktur zu modellieren. Als Ressource, die die-
ses Hintergrundwissen zur Verfu¨gung stellt, bieten sich fu¨r EFGT-Netze ebenso vielfa¨ltige
Anwendungen in der automatischen Sprachverarbeitung und der Computerlinguistik.
Das Problem des aufwa¨ndigen Aufbauens trifft auf EFGT-Netze als Ontologie ganz
besonders zu, da es sich dabei um linguistische, breit angelegte Ontologien handelt. Dar-
aus ergeben sich u.a. folgende Fragestellungen: Wie werden im Allgemeinen Ontologien
aufgebaut und welche Lehren lassen sich deshalb fu¨r die effiziente Entwicklung von EFGT-
Netzen ziehen? Wie la¨sst sich eine linguistische Ontologie mit unu¨berschaubar vielen Ein-
tra¨gen u¨berhaupt effizient anlegen? Wie lassen sich extern vorhandene Datenquellen hierfu¨r
in ihrer gesamten Gro¨ße in ein EFGT-Netz integrieren? Wie la¨sst sich deren Qualita¨t und
Aktualita¨t la¨ngerfristig wahren? Die vorliegende Arbeit befasst sich schwerpunktma¨ßig mit
diesen und weiteren damit verbundenen Fragen aus der spezifischen Perspektive, wie sich
in der Praxis der Vorgang der Entwicklung von EFGT-Netzen technisch unterstu¨tzen und
effizienter gestalten la¨sst.
vi
Die ersten zwei Kapitel bilden die Grundlagen der Arbeit. Kap. 1 gibt einen kurzen
U¨berblick u¨ber Ontologien im Allgemeinen und betrachtet verschiedene Strategien, die sich
bei deren Entwicklung verfolgen lassen. Auf EFGT-Netze geht Kap. 2 na¨her ein. Zuna¨chst
werden die Ziele und die Motivation sowie der spezifische EFGT-Formalismus vorgestellt,
um dann die Vorgehensweise zu beschreiben, mit der in der Praxis EFGT-Netze entwickelt
werden. Am Ende dieses zweiten Kapitels werden konkrete technische Ziele definiert.
In den darauffolgenden Kapiteln wird die Umsetzung dieser Ziele diskutiert: Kap. 3
betrachtet das Ziel der Integration von semistrukturierten Daten als grundlegende Maß-
nahme fu¨r den Aufbau eines EFGT-Netzes. Darin wird eine spezielle Sprache entwickelt,
mit der sich ausgehend von vorhandenen Daten ein EFGT-Netz erweitern la¨sst. Es wird
ein System vorgestellt, das auf dieser Sprache aufbaut und mit dem Ontologieentwickler
in den Prozess der automatischen Integration von Daten eingreifen und ihn u¨berwachen
ko¨nnen.
Mit dem thematischen Archivbrowser wird in Kap. 4 eine exemplarische, innovative
Anwendung von EFGT-Netzen vorgestellt, in der ein thematisches Inhaltsverzeichnis fu¨r
das Archiv erzeugt wird. Damit werden Navigation und Suche in der Dokumentensamm-
lung ermo¨glicht und gleichzeitig ein wichtiges Feedback u¨ber den Entwicklungszustand der
Ontologie geliefert.
Kap. 5 befasst sich mit den Mo¨glichkeiten, mit Hilfe einer Textsammlung ein EFGT-
Netz um relevante Entita¨ten zu erweitern. Im Zuge dessen wird eine Erweiterung des
Archivbrowsers aus Kap. 4 erarbeitet, mit der sich ein EFGT-Netz la¨ngerfristig pflegen
la¨sst.
Die Bedeutung dieser Maßnahmen fu¨r den Ablauf der Entwicklung von EFGT-Netzen
wird in Kap. 6 ru¨ckblickend betrachtet. Die Arbeit schließt mit einem U¨berblick u¨ber
mo¨gliche Weiterentwicklungen und interessante Fragestellungen fu¨r die Zukunft.
“Wohl ist’s ersichtlich”, versetzte Don Quijote, “daß du in Sachen der Aben-
teuer nicht kundig bist; es sind Riesen, und wenn du Furcht hast, mach dich
fort von hier und verrichte dein Gebet, wa¨hrend ich zu einem grimmen und
ungleichen Kampf mit ihnen schreite.”
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Die vorliegende Arbeit soll Beitra¨ge zur Verbesserung der Vorgehensweise beim Aufbau
von EFGT-Netzen liefern, eine spezielle Art von Ontologien. Dieses Kapitel gibt einen
allgemeinen U¨berblick u¨ber Ontologien sowie u¨ber Vorgehensweisen fu¨r deren Entwicklung,
sogenannte Methodologien.
Dieser U¨berblick dient als Vorbereitung fu¨r die spa¨tere Definition konkreter Ziele der
Arbeit in Kapitel 2, in dem die Entwicklung von EFGT-Netzen na¨her betrachtet wird.
Da EFGT-Netze als Ressource fu¨r Anwendungen in der Computerlinguistik und natural
language processing (NLP) eingesetzt werden, wird in diesem Kapitel außerdem auf die
Rolle von Ontologien in diesen Bereichen na¨her eingegangen.
1.1 Ontologien
Ontologien spielen heutzutage eine wichtige Rolle in intelligenten, wissensbasierten Syste-
men und sind in vielen Anwendungsbereichen anzutreffen, die fast jeder Computernutzer
kennt: E-Commerce, Information Retrieval, Expertensysteme, Bibliothekssysteme, Natural
Language Processing, Bioinformatik, usw. In den Anfa¨ngen der Entwicklung von solchen
intelligenten Systemen musste fu¨r jede neue Anwendung das Wissen u¨ber den jeweiligen
Anwendungsbereich zusammengetragen und formalisiert werden, sodass Ressourcen mit
jeweils einem starken Bezug auf eine bestimmte Anwendung angelegt wurden. Da das Zu-
sammentragen von Wissen ein sehr aufwa¨ndiger Prozess ist, entstand daraufhin im Bereich
der Ku¨nstlichen Intelligenz zuna¨chst die Vision, nach der neue Systeme durch Ru¨ckgriff auf
bereits vorhandene, wiederverwendbare Komponenten entstehen wu¨rden (vgl. Neches et al.,
1991). Systementwickler sollten sich demnach darauf konzentrieren, einerseits das notwen-
dige Wissen u¨ber den Anwendungsbereich zu modellieren und andererseits allgemeine Pro-
blemlo¨sungsmethoden und Deduktionsmechanismen zur Automatisierung von Aufgaben
und Prozessen zu entwickeln. Neue Systeme wu¨rden dann dadurch entstehen, dass man
das notwendige Wissen u¨ber den spezifischen Anwendungsbereich in einer beschreibenden
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Form ( = “deklarativ”) mit allgemeinen Lo¨sungs- und Deduktionsmechanismen kombinie-
ren wu¨rde. Systeme ko¨nnten mit anderen, bestehenden Systemen interagieren und auf deren
Ergebnissen aufbauen, sodass sie immer umfassender werden ko¨nnten und sich durch das
Teilen des deklarativen Wissens und der internen Logik insgesamt kostengu¨nstiger bauen
ließen.
Die heutige Praxis strebt nach der Umsetzung dieser Vision. Hierbei wird das notwen-
dige Wissen u¨ber den Anwendungsbereich in Form von Ontologien deklarativ bereitge-
stellt: Ontologien liefern das Vokabular, das fu¨r den jeweiligen Anwendungsbereich oder
die Doma¨ne relevant ist. Mit diesem Vokabular wird in der betrachteten Doma¨ne etwa
auf Objekte, Arten von Objekten, Begriffe sowie Beziehungen zwischen Objekten, usw.
Bezug genommen. Dabei wird von den Details eines bestimmten Systems abstrahiert und
der Fokus darauf gelegt, das Charakteristische des Wissensbereiches zu identifizieren und
zu erfassen, sodass eine Wiederverwendung innerhalb verschiedener Anwendungen mo¨glich
wird. Durch die explizite Modellierung der einzelnen Elemente des Vokabulars mittels einer
Ontologiesprache wird ihnen eine formale Bedeutung gegeben, die die maschinelle Verarbei-
tung ermo¨glicht. Die Anbindung der Ontologie an eine spezifische Anwendung kann dann
einfach u¨ber einen Interpreten der Ontologiesprache erfolgen.
In Hinsicht auf die Automatisierung von Prozessen soll mit der Implementierung von
Semantic Web Services (SWS) fu¨r wiederverwendbare Dienste gesorgt werden, die sich zu
neuen Anwendungen zusammenstellen lassen. Dennoch ist eine Situation, in der neue Sy-
steme durch Konfiguration und Vernetzung mit anderen Systemen entstehen, bei weitem
nicht erreicht. Gru¨nde dafu¨r sind Kosten fu¨r das Re-Engineering nach dem neuen Paradig-
ma von bereits bestehenden Anwendungen, die langsame Einigung auf Standards und der
Aufwand, den die Entwicklung von Ontologien nach wie vor darstellt.
Die Trennung von Systemlogik und deklarativem Wissen ist an sich ein gutes Design-
prinzip, das die heutige Verbreitung von Ontologien in der Softwareentwicklung und in
anderen Bereichen nur zum Teil erkla¨rt. Ein wesentlicher Faktor ist hingegen das Aufkom-
men des Internets als gesamtgesellschaftliches Informationsmedium. Die Masse an Infor-
mation, die dieses von Menschen fu¨r Menschen, auf der natu¨rlichen Sprache aufsetzende
Medium bereitstellt und oft den einzelnen Benutzer u¨berfordert, hat die Notwendigkeit ge-
zeigt, bestimmte wissensbasierte Aufgaben sta¨rker zu automatisieren. Das Semantic Web
soll nach Berners-Lee (vgl. Berners-Lee, 1999) eine Erweiterung des heutigen Internets
sein, in der Information mit einer wohldefinierten, vom Computer verarbeitbaren Form
bereitgestellt wird, sodass sowohl Menschen als auch Computersysteme besser miteinan-
der kooperieren ko¨nnen. Dies soll wie in der urspru¨nglichen Vision durch die Vernetzung
von geteilten, wissensbasierten Komponenten ermo¨glicht werden, in denen Ontologien das
statische, doma¨nenspezifische Wissen stellen. Wiederverwendbare Deduktions- und Pro-
blemlo¨sungsmethoden werden dann auf dieses Doma¨nenwissen angewendet, um wissens-
basierte Aufgaben zu erledigen. Die Allgegenwa¨rtigkeit und gesellschaftliche Relevanz des
Internets bedingt die Aktualita¨t des Semantic Web Paradigma, sodass mittlerweile Stan-
dards zur Kodierung von Ontologien vorgeschlagen worden sind und Tools und Methoden
zum Aufbau von Ontologien entwickelt werden.
Das gemeinsame, standardisierte Vokabular, das von einer Ontologie bereitgehalten
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wird und mit dem Bezug auf eine bestimmte Doma¨ne genommen werden kann, erleichtert
vor allem den Austausch und die Wiederverwendung von Wissen u¨ber diese Doma¨ne. Nach
Gru¨ninger und Lee (Gru¨ninger and Lee, 2002, S. 40) ist ein wichtiger Effekt von Ontolo-
gien, die Kommunikation zwischen Menschen, zwischen Computersystemen und zwischen
Computersystemen und Menschen zu verbessern. Daraus ergibt sich ein breites Anwen-
dungsspektrum. Ontologien ko¨nnen u.a. eingesetzt werden, um
• den Datenaustausch zwischen Computersystemen zu erleichtern (Interoperabilita¨t)
• die Kommunikation zwischen Softwareagenten zu gewa¨hrleisten
• Dienste zur Unterstu¨tzung von Wissensarbeitern zu entwickeln, etwa zur Informati-
onssuche in Bibliothekssystemen und im Internet, in Expertensystemen
• die Semantik von strukturierten und semistrukturierten Daten zu kodieren, sodass die
einheitliche Abfrage unterschiedlicher Datenbanken ermo¨glicht wird und sich Daten
u¨bersetzen und in andere Formate exportieren lassen
• die Vereinheitlichung und U¨bersetzung zwischen Wissensrepra¨sentationsformalismen
zu ermo¨glichen
• Wissensressourcen der O¨ffentlichkeit zur Verfu¨gung zu stellen
• wissenschaftliche Daten, etwa in der Medizin oder Molekularbiologie, standardisiert
zu kodieren und zu annotieren
• Theorien abzubilden
• im Software Engineering die Spezifikation zu erleichtern, Konsistenzpru¨fungen durch-
zufu¨hren und die Verla¨sslichkeit von Programmen zu verbessern (Uschold and Gru¨ninger,
1996, S. 3)
• die Wiederverwendung von Softwarekomponenten zu erleichtern
Aktuell spielen Ontologien eine wichtige Rolle in Disziplinen wie Knowledge Management,
Informatik (Semantic Web, Agentensysteme, Webservices), Bioinformatik, E-Commerce.
Als Zusammenfassung und Orientierung fu¨r die na¨chsten Abschnitte sei an dieser Stelle
die Definition einer Ontologie von Borst (Borst, 1997, S. 12) wiedergegeben:
An ontology is a formal specification of a shared conceptualization.
Diese Definition erweitert die von Gruber (vgl. Gruber, 1993), der den Begriff einer Ontolo-
gie in der Informatik gepra¨gt hat, um das Wort shared und fasst somit die angesprochenen
Aspekte einer Ontologie in kompakter Form zusammen. Diese werden in den na¨chsten
Abschnitten behandelt. In Abschnitt 1.2, Ontologien als Formalismus, geht es um die Mit-
tel, die fu¨r die formale Spezifikation einer Ontologie eingesetzt werden. Wie man zu einer
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geteilten Konzeptualisierung einer Doma¨ne gelangt und sich in der Praxis Ontologien ent-
wickeln lassen ist das Thema des Ontology Engineering, Abschnitt 1.3. Daru¨ber hinaus
wird in Abschnitt 1.4 auf die Rolle von Ontologien im natural language processing (NLP)
eingegangen, da EFGT-Netze vorrangig zum Einsatz in Anwendungen aus diesem Bereich
eingesetzt werden.
1.2 Ontologien als Formalismus: Ontologiesprachen
Ein wichtiger Aspekt von Ontologien ist, dass es sich um formale Spezifikationen handelt. In
einer solchen Spezifikation werden die Begriffe, Objekte, Relationen, usw., die das Vokabu-
lar der Ontologie ausmachen, einerseits explizit benannt und andererseits deren Bedeutung
pra¨zise definiert. Fu¨r diese Definition wird eben auf eine formale Sprache zuru¨ckgegriffen,
die Ontologiesprache. In der Praxis heißt das, dass eine von einer Vielzahl von logikba-
sierten Sprachen verwendet wird, die sich als Ontologiesprachen etabliert haben, und die
bekannte, gu¨nstige formale Eigenschaften hat. Damit kann dem Vokabular eine formale
Bedeutung (Semantik) gegeben werden. Somit entspricht eine Ontologie einem mathema-
tischen Modell, das sich als Struktur – etwa als Baum oder Netz – repra¨sentieren la¨sst und
mit dem das abstrakte Modell, mit dem u¨ber die Wissensdoma¨ne gedacht wird, eingefan-
gen wird. Dank der formalen Eigenschaften der Ontologiesprache la¨sst sich die Ontologie
in ihrer wohldefinierten Bedeutung maschinell verarbeiten. Unter anderem lassen sich dann
verschiedene Konsistenztests durchfu¨hren und bestimmte Fakten aus der Ontologie ablei-
ten (automatische Inferenz).
Ontologiesprachen unterscheiden sich in den Ausdrucksmitteln, die sie fu¨r die Angabe
dieser Spezifikation bereitstellen. Allen Ontologiesprachen gemeinsam ist die Mo¨glichkeit,
ein Vokabular von Bezeichnungen fu¨r verschiedene Arten von Objekten und Relationen
zwischen Objekten in dem jeweiligem Wissenbereich zu definieren. Jedes der Elemente
dieses Grundvokabulars la¨sst sich mit Hilfe eines Systems eindeutiger Identifikatoren von
den anderen, im anvisierten Wissensbereich unterschiedenen Objekten auseinanderhalten.
Arten von Objekten werden als Klasse oder Konzept bezeichnet und stellen aus logischer
Sicht Mengen dar, die in einer Ontologie typischerweise u¨ber die Teilklassenrelation oder
auch is-a-Relation in einer Taxonomie, einer hierarchischen Struktur, organisiert sind. Die
Bedeutung einer Klasse kann oft durch die Angabe von Merkmalen (properties, aber auch
slots oder roles) weiter pra¨zisiert werden, die Relationen zu anderen Klassen, zu einzel-
nen Objekten oder auch Datenwerten bezeichnen. Je nach Ontologiesprache lassen sich
die Eigenschaften der properties mit Hilfe von sog. facets oder role restrictions weiter ein-
schra¨nken, etwa in ihrer Multiplizita¨t oder ihren Eigenschaften (Transitivita¨t, usw.). Man-
che Sprachen bieten die Mo¨glichkeit, eine Teilrelation-Relation zu spezifizieren und dadurch
eine Hierarchie von Relationen definieren zu ko¨nnen. Bei ma¨chtigeren Ontologiesprachen
besteht die Mo¨glichkeit, u¨ber Konnektoren und Quantoren neue Konzepte aufbauend auf
bestehenden Konzepten und Relationen zu definieren und auf diese Weise das Vokabu-
lar zu erweitern. Mit manchen Ontologiesprachen kann daru¨ber hinaus die Bedeutung der
Konzepte und Relationen in der Ontologie durch die Angabe allgemeiner Axiome na¨her
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eingeschra¨nkt werden.
Zusa¨tzlich zur Ontologie kann eine Auflistung von Objekten, sog. Instanzen, zu den
verschiedenen Klassen der Ontologie angegeben werden. Typischerweise u¨bersteigt die An-
zahl der Instanzen bei weitem die Anzahl der Klassen in der Ontologie, bei Angabe von
Instanzen zu einer Ontologie spricht man auch von einer Wissensbasis.
Zu den wichtigen formalen Eigenschaften von Ontologiesprachen geho¨ren Entscheid-
barkeit und Komplexita¨t. Diese begrenzen die Ausdrucksmittel, die eine Ontologiesprache
bereitstellen darf, d.h deren Ausdruckssta¨rke, falls der praktische Nutzen der Sprache er-
halten werden soll. Entscheidbarkeit behandelt die Frage, ob sich fu¨r jeden Ausdruck der
Ontologiespezifikation feststellen la¨sst, ob sie zwangsla¨ufig gilt, nicht gilt oder gelten kann.
Ein System, das dies u¨berpru¨ft (Deduktionssystem) sollte korrekt und vollsta¨ndig sein, d.h.
nur gu¨ltige Schlu¨sse ziehen bzw. fu¨r jeden mittels der Sprache gebildeten Ausdruck einen
Schluss ziehen ko¨nnen. Dies wird oft durch die Komplexita¨t der Algorithmen bedingt, die
dafu¨r beno¨tigt werden. Komplexita¨t bezieht sich auf die Zeit und den Speicherplatz, die
im Verha¨ltnis zur Gro¨ße des Problems beno¨tigt werden, um dieses zu lo¨sen. Eine polyno-
mielle Komplexita¨t ist im Allgemeinen akzeptabel, wa¨hrend eine exponentielle als nicht
mehr nutzbar gilt, da fu¨r realistische Aufgaben zu lange gebraucht wird. Beispielsweise
machen die Ausdrucksmittel, die die Pra¨dikatenlogik bereitstellt, sie unentscheidbar. An
Ausdruckssta¨rke zu gewinnen, aber innerhalb der Entscheidbarkeit zu bleiben, ist eine
Motivation fu¨r die Entwicklung verschiedener Logiken und Ontologiesprachen. Da lautet
die Forschungsfrage oft, wie Algorithmen zu finden sind, die “im Normalfall” schnell eine
Lo¨sung versprechen und nur in einzelnen Fa¨llen einen exponentiellen Aufwand besitzen.
Wie bereits angedeutet, haben die Fragen der Entscheidbarkeit und der Verfu¨gbarkeit
eines Deduktionssystems bei der Entwicklung einer Ontologie eine praktische Relevanz.
In der Phase, in der eine Ontologie entwickelt wird, ist es nu¨tzlich, verschiedene Tests an
der Ontologie durchzufu¨hren. Dazu geho¨ren Tests wie die Konsistenz einer Klasse, d.h. zu
testen, ob sie ihrer Definition nach tatsa¨chlich Objekte enthalten kann, sich die Hierarchie
der Klassen (Taxonomie) berechnen zu lassen oder die fu¨r eine Instanz inferierten Typen zu
ermitteln, d.h. die Zugeho¨rigkeit der Instanz zu den verschiedenen Klassen zu berechnen.
Um diese Tests durchzufu¨hren ist eine Inferenzmaschine notwendig.
In Abb. 1.1 sind Ontologiesprachen nach ihrer Ausdruckssta¨rke in der sog. Semantischen
Treppe geordnet. Je sta¨rker die Ausdruckssta¨rke, desto komplexere Strukturen ko¨nnen mit
der Ontologiesprache definiert werden, desto “semantisch reichhaltiger” ko¨nnen die damit
spezifizierten Ontologien sein und desto gro¨ßer ist der Vorteil einer vorhandenen Inferenz-
maschine. Nicht immer ist eine hohe Ausdruckssta¨rke notwendig. So stellen einfachere,
sog. light-weight Ontologien eine Taxonomie dar, deren Klassen u¨ber eine geringe Anzahl
von properties zusa¨tzlich verbunden sind, sowie einzelne zusa¨tzliche Relationen. Die Spe-
zifikation von heavy-weight Ontologien beno¨tigt dagegen erweiterte Ausdrucksmittel, um
etwa role restrictions zu verwenden oder Eigenschaften von Relationen mittels Axiomen
festzulegen.
Es gibt eine Reihe von Formalismen, die von vornherein als Ontologiesprache konzipiert
wurden. Im Bereich der Ku¨nstlichen Intelligenz sind in den neunziger Jahren verschiedene
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Abbildung 1.1: Ontologiesprachen auf der Semantischen Treppe. (Vgl. Uschold and
Gru¨ninger, 2004; Lassila and McGuinness, 2001)
Ontologiesprachen entstanden, wie z.B. Ontolingua1, OCML, usw. (vgl. Abb. 1.2), ohne
dass es sich daraus ein Standard herausbildete. Mit dem Aufkommen des Semantic Web
haben die von W3C Consortium propagierten Formalismen wie RDF und OWL, die auf
Websprachen aufsetzen, eine große Verbreitung erreicht. Diese und der zunehmende Grad
der Standardisierung sind wichtige Voraussetzungen dafu¨r, dass eine Ontologiesprache als
Datenaustauschformat dienen kann und das Versprechen der Wiederverwendung eingelo¨st
werden kann. Abb. 1.2 stellt die Evolution der verschiedenen Ontologiesprachen dar. Eine
Einordnung des EFGT-Formalismus’ als Ontologiesprache erfolgt spa¨ter in Abschnitt 2.2.1.
Eine wichtige Unterscheidung ist die zwischen der Syntax, die von der Ontologiespra-
che definiert wird, und dem mathematischen Formalismus (oft eine bestimmte Logik),
der die Semantik fu¨r die Ausdru¨cke in dieser Syntax bereitstellt. So hat OWL eine auf
XML aufbauende Syntax, es werden aber verschiedene Teilsprachen von OWL unterschie-
den in Abha¨ngigkeit davon, welcher Formalismus davon abgedeckt wird. Jede Teilsprache
u¨bernimmt die formalen Eigenschaften des entsprechenden Formalismus’, eben seine Aus-
druckssta¨rke. OWL-Lite entspricht der Aussagenlogik, wa¨hrend OWL DL einer bestimmten
Beschreibungslogik, na¨mlich SHIOQ, gleichzusetzen ist. Die von der gesamten OWL Spe-
zifikation umfasste Syntax (OWL Full) entspricht einer Logik, die nicht mehr entscheidbar
ist. A¨hnlich umfasst KIF einen Bereich der Pra¨dikatenlogik, wobei die konkrete Syntax
1Literaturverweise zu allen in diesem Abschnitt erwa¨hnten Ontologiesprachen ko¨nnen Go´mez-Pe´rez
et al., 2003, Kap. 4 entnommen werden.
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sich an der Programmiersprache LISP orientiert.
Abbildung 1.2: Evolution von Ontologiesprachen (Go´mez-Pe´rez et al., 2003, S. 200 ff).
Abku¨rzungen: FOL: first order logic (Pra¨dikatenlogik); DL: description logics (Beschrei-
bungslogiken); Frames: Frameformalismen; W3C: Empfehlung des W3C. Verbindungen
zwischen Ontologiesprachen deuten aufeinander aufbauende Spezifikationen bei Webspra-
chen bzw. Abwandlungen bei FOL- und Framesprachen an. Die Trennung zwischen den
zugrunde liegenden Formalismen in der unteren Achse ist nur grob.
In der Informatik und Ku¨nstlichen Intelligenz sind verschiedene Daten- und Wissensmo-
delle vorhanden, die nicht prima¨r als Ontologiesprachen entwickelt wurden, die zumindest
einen Teil der Grundelemente einer Ontologie (Klassen, Relationen zwischen Klassen, In-
stanzen, usw.) zur Verfu¨gung stellen und einen formalen Charakter haben, sodass sie sich
nach obiger Definition dafu¨r eignen wu¨rden, Ontologien zu spezifizieren. Ein Beispiel hier-
von wa¨re das Entity-Relationship-Modell. Die Ausdruckssta¨rke dieser Formalismen la¨sst
jedoch meistens nur die Definition von light-weight-Ontologien zu.
Daru¨ber hinaus lassen sich mit informatischen Mitteln prinzipiell Strukturen darstellen,
die sich als Relationen zwischen Elementen eines Vokabulars auffassen lassen. Auch wenn
das Ziel sein kann, so etwa bei Webverzeichnissen oder Produktkatalogen, einen Wissensbe-
reich zu modellieren, der sich sogar u¨ber geeignete Schnittstellen in andere Anwendungen
einbinden la¨sst, wird hier das Kriterium einer formalen, expliziten Spezifikation verletzt.
Ein Teil dieser zusa¨tzlichen Mittel ist ebenfalls auf Bild 1.1 eingetragen.
Bei der Wahl einer Ontologiesprache fu¨r ein bestimmtes Projekt sind technisch-techno-
logische Aspekte sowie die Ma¨chtigkeit der Sprache zu beru¨cksichtigen. Was hierbei sinn-
volle Kriterien wa¨ren, wird in der Literatur wenig besprochen. Grund hierfu¨r ist eventuell
die beobachtbare, zunehmende Standardisierung in dem Bereich, seitdem das Semantic
Web ausgerufen wurde. In Anlehnung an Go´mez-Pe´rez et al. (Go´mez-Pe´rez et al., 2003, S.
202 ff) seien hier folgende mo¨gliche Kriterien erwa¨hnt:
1.3 Entwicklung von Ontologien: Ontology Engineering 8
• Welche Ausdruckssta¨rke ist notwendig, um die Doma¨ne sinnvoll zu modellieren? Ist
Inferenz no¨tig bzw. sind Inferenzmaschinen fu¨r die anvisierte Sprache verfu¨gbar?
• Ist eine spezifische Ontologie-Entwicklungsumgebung verfu¨gbar, etwa ein Editor fu¨r
die Sprache?
• Welche Anbindungsmo¨glichkeiten an die Anwendung ergeben sich aus der Wahl, etwa
u¨ber einen fu¨r die Sprache geeigneten Interpreten? La¨sst sich ein solcher Interpreter
leicht austauschen?
• Ist die Integration von Weblanguages notwendig fu¨r die spa¨tere Verwendung?
• Ist eine (verlustfreie) U¨bersetzung von eventuell vorhandenen Daten in das anvisierte
Ontologieformat mo¨glich?
• Sind Personen verfu¨gbar, die die Ontologiesprache verstehen und in der Lage sind, sie
anzuwenden? Der Schritt u¨ber Deduktionsmechanismen bei ausdrucksstarken Ontolo-
giesprachen ist oft nicht unmittelbar nachvollziehbar. In vielen Fa¨llen werden deshalb
Formalismen bevorzugt, bei denen man die Struktur direkt angeben kann.
Bescha¨ftigt man sich mit der Beantwortung dieser Fragen, ist man bereits mitten im On-
tology Engineering angekommen.
1.3 Entwicklung von Ontologien: Ontology Enginee-
ring
Ontologien sind formale Spezifikationen einer geteilten Konzeptualisierung eines Wissens-
bereichs. Aber wie gelangt man zu einer solchen, d.h. zu einem abstrakten Modell mit
allen relevanten Begriffen und Relationen? Dass diese Konzeptualisierung außerdem noch
geteilt sein soll, bedeutet, dass sie den Konsens der Vorstellungen u¨ber den Bereich treffen
soll, um die Ontologie in unterschiedlichen Systemen und Szenarien erfolgreich einsetzen
zu ko¨nnen. Wie la¨sst sich ein solcher Konsens erreichen?
Mit diesen praktischen Aspekten der Entwicklung von Ontologien bescha¨ftigt sich das
Feld des Ontology Engineering. Weitere damit verbundenen Fragen sind:
• Was ist eine gute Ontologie und wie kann man Ontologien bewerten?
• Welche Arten von Ontologien gibt es? Wie sehen typische Ontologie-Entwicklungspro-
jekte aus?
• Wie kann man Ontologien entwickeln? Was sind dabei gute Vorgehensweisen und
Methoden, auch im Sinne von Effizienz und Kostengu¨nstigkeit?
• Nach welchen Kriterien soll eine Ontologiesprache fu¨r die Formalisierung gewa¨hlt
werden? Welcher Grad der Formalisierung soll realistisch angestrebt werden?
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• Wie la¨sst sich das notwendige Wissen u¨ber den zu modellierenden Bereich akquirie-
ren?
• Welche Technologien und Systeme sind verfu¨gbar und unterstu¨tzen den Entwick-
lungsprozess?
Seit seinen Anfa¨ngen wird das Feld des Ontology Engineering vom Software Enginee-
ring beeinflusst und hat eine a¨hnliche Entwicklung insofern, dass verschiedene Modelle
vorgeschlagen wurden.
Antworten zu den Fragen oben werden im Rahmen von den in der Literatur vorgeschla-
genen Methodologien zur Entwicklung von Ontologien gegeben. Auf diese Methodologien
wird hier eingegangen, nachdem typische Ontologieprojekte vorgestellt werden. Welche
technischen Mo¨glichkeiten es zur Unterstu¨tzung des gesamten Entwicklungsprozesses gibt,
wird in Abschnitt 1.3.3 beschrieben. Wie daraus resultierende Ontologien evaluiert werden
ko¨nnen wird in Abschnitt 1.3.4 beschrieben.
1.3.1 Arten von Ontologien
Neben der angesprochenen, eher pragmatischen Unterscheidung zwischen light-weight- und
heavy-weigth-Ontologie kann man sich fragen, wie eine typische Ontologie aussieht bzw.
welche Arten von Ontologien entwickelt werden. Hepp et al. (Hepp et al., 2008, S. 8-9)
schlagen sechs Parameter zur Charakterisierung eines Ontologie-Projektes vor, die Einfluss
auf den Entwicklungsprozess der Ontologie nehmen:
• Die Ausdruckssta¨rke des eingesetzten Ontologieformalismus’
• Die Gro¨ße der adressierten Nutzergemeinschaft. Das Erreichen von Konsens wird
hiervon bedingt.
• Der Grad der Dynamik auf der Konzeptualisierungsebene, d.h wie oft neue Konzepte
und A¨nderungen bei konzeptuellen Elementen stattfinden. Wie detailliert eine On-
tologie sein kann und wie leicht sie sich warten la¨sst, ha¨ngt mit diesem Parameter
zusammen.
• Die Anzahl der konzeptuellen Elemente im anvisierten Wissensbereich. Die Visuali-
sierung einer Ontologie ist umso schwieriger, je mehr Elemente sie umfasst. Ebenfalls
mu¨ssen entsprechend effiziente Deduktionsmechanismen eingesetzt werden. Kleinere
Ontologien werden schneller angenommen.
• Der Grad der Subjektivita¨t im jeweiligen Wissensbereich. Fu¨r sehr subjektive Berei-
che la¨sst sich nur eine ungenaue Spezifikation der Ontologie angeben. Eventuell muss
ein spezifisches Verfahren zur Konsensbildung eingesetzt werden.
• Die Durchschnittsgro¨ße der Spezifikation der einzelnen konzeptuellen Elemente. Die-
ser Faktor ist fu¨r den Aufwand der Kodierung oder die Leichtigkeit, mit der eine
Spezifikation angenommen wird, ausschlaggebend.
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Auf der Grundlage dieser Parameter ließe sich beispielsweise ein Strahlendiagramm erstel-
len, in dem Profile fu¨r unterschiedliche Ontologien eingetragen werden. In der Literatur
finden sich vielmehr Ontologieklassifikationen, so etwa nach Anwendungsbereichen, nach
der Ma¨chtigkeit des eingesetzten Formalismus’, nach der modellierten Doma¨ne, dem Grad
der Formalisierung, usw. Ohne dabei ein spezifisches Kriterium zu verfolgen, werden in der
folgenden Auflistung einzelne, oft erwa¨hnte Arten von Ontologien aufgefu¨hrt:
Upper-Level-Ontologien: Upper-Level- oder auch Top-Level-Ontologien modellieren sehr
generische, grundlegende Konzepte wie Zeit, Raum, Entita¨t, Materie, usw., die sich
letztendlich in jedem spezifischenWissensbereich wiederfinden lassen.Upper-Level-Ontologi-
en dienen als Grundlage fu¨r die Modellierung von spezifischen Doma¨nen. Doma¨nenontolo-
gien ko¨nnen auf eine Upper-Level-Ontologie verweisen. Beispiele sind die Suggested Up-
per Merged Ontology (SUMO; vgl. Teknowledge Corporation, 2000) oder die General
Formal Ontology (GFO; vgl. Herre et al., 2007)
Doma¨nenontologien: Die Mehrzahl der verfu¨gbaren Ontologien machen Doma¨nenontolo-
gien aus. Sie modellieren einen bestimmten Teil der Realita¨t und stellen oft das Wissen
einer Gruppe von Fachexperten dar. Wissensbereiche, in denen Ontologien eine breite
Verwendung finden, sind bspw. Medizin, Genetik, Molekularbiologie. Im Sinne ihrer For-
malisierung sind Doma¨nenontologien eine heterogene Gruppe. Dies hat oft historische
Gru¨nde, da man auf bereits vorhandene Daten wie etwa Taxonomien oder Terminolo-
gien zuru¨ckgreift. So wurde etwa bei der Herausgabe einer Ontologie wie das Unified
Medical Language System (UMLS; vgl. U.S. National Library of Medicine, 2006) von
an die hundert bereits aktiv gebrauchten Vokabularien ausgegangen, um sie mittels ei-
ner leichtgewichtigen semantischen Schicht, das sog. Semantic Network, zu integrieren.
Bezu¨glich der Modellierung stellt das Semantic Network einen Kompromiss dar, um die
Vielfalt der eingebundenen Vokabularien u¨berhaupt beru¨cksichtigen zu ko¨nnen. Andere
Doma¨nenontologien wurden bereits von Anfang an als Ontologie konzipiert und sind
in einer Ontologiesprache frei verfu¨gbar, wie etwa das Foundational Model of Anatomy
(vgl. Structural Informatics Group, 2009), das als OWL-Datei erha¨ltlich ist. Im Fall
der Gene Ontology (GO; vgl. The Gene Ontology Consortium, 2000) bezieht sich die
Bezeichnung Ontologie vor allem auf die Tatsache, dass es sich dabei um ein allgemein
akzeptiertes, strukturiertes Vokabular handelt, das mit Hilfe der entsprechenden fach-
lichen Gemeinschaft entwickelt wurde. Die Bestrebung einer expliziten Formalisierung
dessen Bedeutung ist erst entstanden, als die GO verbreitet Anwendung gefunden hat-
te. In anderen Wissensbereichen fa¨llt die Entstehungsgeschichte von Ontologien a¨hnlich
aus. Inzwischen sind in einzelnen Bereichen Ontologiebibliotheken erstellt worden; so
stellt bspw. das Open Biomedical Ontologies (OBO) Foundry (vgl. Smith et al., 2007)
eine Vielzahl von Ontologien aus dem Bereich der Biomedizin zur Verfu¨gung. Nicht
doma¨nenspezifische Bibliotheken und Suchmaschinen fu¨r Doma¨nenontologien sind u. a.
OntoSelect (vgl. Buitelaar et al., 2009) und Swoogle (vgl. Li et al., 2004).
Linguistische Ontologien: Unter den linguistischen Ontologien kann man zwischen sol-
chen unterscheiden, die auf linguistische Theorien Bezug nehmen und bspw. fu¨r die
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Annotation von Corpora verwendet werden, und solchen, die wie ein Lexikon den Wort-
schatz einer natu¨rlichen Sprache erfassen, dessen Bedeutung aber mit Hilfe von Konzep-
ten und semantischen Beziehungen zumindest grob formalisieren. Zu der ersten Gruppe
za¨hlen Ontologien wie das Generalized Upper Model (vgl. Bateman et al., 1995), das
den Charakter einer linguistisch motivierten Top-Level-Ontologie hat, oder GOLD (vgl.
Farrar and Langendoen, 2003) zur Annotation sprachlicher Daten. Das prominenteste
Beispiel der Gruppe der linguistischen Ressourcen ist WordNet (vgl. Fellbaum, 1998).
In diese Gruppe lassen sich ebenfalls EFGT-Netze einordnen. Auf die Rolle von lingui-
stischen Ontologien im natural language processsing (NLP) wird in Abschnitt 1.4 na¨her
eingegangen.
Themenverzeichnisse, Produktkataloge: Bei manchen Internetanwendungen dienen
Strukturen, die einer Ontologie a¨hneln, dazu, den Zugang auf bestimmte Informatio-
nen zu ermo¨glichen. Im Information Retrieval Bereich etwa ordnen Webverzeichnisse
Internetseiten in eine nicht formale Hierarchie von Themen ein und erleichtern da-
mit die Navigation im Netz; beim E-Commerce werden oft hierarchisch organisierte
Produktkataloge eingesetzt, um die Informationen zum Sortiment fu¨r den potenziellen
Ka¨ufer zuga¨nglich zu machen. Auch wenn diese Strukturen teilweise umfangreiche Mo-
dellierungen eines Wissensbereichs darstellen, ist die Bezeichnung dieser Strukturen als
Ontologien nicht gerechtfertigt, da sie in den meisten Fa¨llen nicht in einer expliziten,
formalen Spezifikation vorliegen. Das von Internetnutzern gepflegte Verzeichnis Open
Directory Project (vgl. Netscape, 2009), das von der Firma Netscape betrieben wird,
kann im RDF-Format heruntergeladen werden.
Anwendungsontologien bzw. informatische Ontologien: Das von Anwendungsonto-
logien umfasste Vokabular bezieht sich auf Prozesse und Zusta¨nde einer bestimmten
Anwendung, etwa ein Workflowsystem; in einer spezifischen Anwendung kann eine ein-
gesetzte Doma¨nen- durch eine Anwendungsontologie erweitert werden. In verschiedenen
Bereichen der Informatik sind Ontologien ein Hilfsmittel beim Aufbau der Infrastruk-
tur, etwa bei der Schema-Integration oder bei Semantic Web Services. Diese Art von
Ontologien modellieren keine allgemeine Doma¨ne, sondern nehmen einen starken Bezug
auf die Komponenten und die Anwendung, innerhalb derer sie vermitteln. Ontologien
lassen sich auch in verschiedenen Phasen des Software Engineering Prozesses einsetzen,
so bei der Anforderungsanalyse, bei der Modellierung der Software und der Anwen-
dungsdoma¨ne, zur Dokumentation von Interfaces, zur Modellierung von Middleware,
als Grundlage fu¨r Business Rules, usw.
Wissensrepra¨sentationsontologien: Die unterschiedlichen Primitiva, die in einer spe-
zifischen Ontologiesprache verfu¨gbar sind, ko¨nnen ihrerseits als Konzepte aufgefasst
werden. So ko¨nnen beispielsweise die vom RDF-Schema bereitgehaltenen Sprachele-
mente, mit dem der Aufbau von Daten in RDF beschrieben werden kann, als Wissens-
repra¨sentationsontologie betrachtet werden.
Task-Ontologien: Diese Art von Ontologien stellt Vokabular zur Beschreibung einer ge-
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nerischen Aktivita¨t oder Aufgabe, z.b. diagnostizieren oder die Definition von Ablauf-
pla¨nen von Anwendungen (vgl. Rajpathak et al., 2001).
1.3.2 Methodologien zur Entwicklung von Ontologien
Mit der Entwicklung einer Ontologie sind verschiedene, vielfa¨ltige Aktivita¨ten verbunden.
Aus diesem Grund ist im Ontology Engineering meistens die Rede (in Anlehnung an den
englischen Sprachgebrauch) von Methodologien zur Entwicklung von Ontologien im Sin-
ne einer Sammlung von Methoden. Die im deutschen Sprachgebrauch u¨bliche Auffassung
von Methodologie als Lehre von Methoden, die diese systematisch miteinander vergleicht
und daraus Richtlinien fu¨r die Praxis zu identifizieren versucht, ist damit in der Regel
nicht intendiert. Dennoch wird im Folgenden die Bezeichnung weitergefu¨hrt, um zwischen
einzelnen Methoden und vorgeschlagenen Methodensammlungen unterscheiden zu ko¨nnen.
In der Literatur zum Ontology Engineering ist eine Vielzahl von Methodologien be-
schrieben worden, jedoch hat sich keine davon als die Methodologie etabliert oder haben
sich Paradigmen wie im Software Engineering herausgebildet, wie etwa die Agile Softwa-
reentwicklung (vgl. Fowler, 2005) oder das Rational Unified Process (vgl. Jacobson et al.,
1999). Wie Bontas und Tempich (vgl. Bontas and Tempich, 2006) anmerken, zielen im On-
tology Engineering die Mehrzahl der Arbeiten, die eine bestimmte Methodologie vorschla-
gen, darauf ab, deren Durchfu¨hrbarkeit zu zeigen oder die Anwendung eines bestimmten
Tools im Rahmen der Ontologieentwicklung zu demonstrieren. Dagegen ist die Anzahl der
Arbeiten gering, die eine bereits beschriebene Methodologie aufgreifen und sie innerhalb
eines konkreten Ontologieprojektes anwenden. Das bedeutet, dass die meisten Methodolo-
gien nur in dem Rahmen getestet wurden, fu¨r den sie entworfen wurden und, abgesehen
von Einzelfa¨llen, vom selben Kreis von Personen, die an der Entwicklung beteiligt waren.
Dementsprechend ist wenig bekannt u¨ber die U¨bertragbarkeit vorhandener Methodologien
auf andere Bedingungen und fehlen Beschreibungen, die die unterschiedlichen Aktivita¨ten
und Prozesse beim Ontology Engineering im Allgemeinen operationalisieren.
Das Ziel der vorliegenden Arbeit ist weder die Entwicklung einer allgemeinen Metho-
dologie oder einen systematischen Vergleich durchzufu¨hren – eine echte Methodologie nach
dem deutschen Sprachgebrauch – noch Vorschla¨ge zur Operationalisierung einzelner Ak-
tivita¨ten im Ontology Engineering zu machen, sondern, ausgehend von der tatsa¨chlichen
Vorgehensweise bei der Entwicklung und Pflege von EFGT-Netzen, die existierende tech-
nische Arbeitsumgebung des Ontologieentwicklers zu erweitern und somit einen Beitrag
dazu zu leisten, den gesamten Entwicklungsprozess effizienter zu gestalten.
Bevor in Kapitel 2 auf die spezifischen, mit der Entwicklung von EFGT-Netzen ver-
bundenen Aspekte und Probleme eingegangen wird und konkrete Ziele fu¨r diese Arbeit
ausgearbeitet werden, dient der folgende U¨berblick u¨ber existierende Methodologien da-
zu, vorab verschiedene Gestaltungsmo¨glichkeiten bei der Entwicklung von Ontologien und
sinnvolle Maßnahmen aufzuzeigen.
In den folgenden Abschnitten werden zuna¨chst die verschiedenen Aktivita¨ten beschrie-
ben, die eine Methodologie zu beru¨cksichtigen hat und die den sog. Lebenszyklus einer
Ontologie ausmachen. Anhand der Studie von Ferna´ndez-Lo´pez und Go´mez-Pe´rez (vgl.
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Ferna´ndez-Lo´pez and Go´mez-Pe´rez, 2002) werden anschließend allgemeine Kriterien zum
Vergleich von Methodologien vorgestellt. Vor dem Hintergrund der Schlussfolgerungen,
die die Autoren dieser Studie mit Hilfe dieser Kriterien aus der Betrachtung damaliger
Methodologien ziehen konnten, werden neuere Entwicklungen aufgezeigt, wie sie sich aus
aktuelleren Arbeiten entnehmen lassen. Auf die Rolle einer Endanwendung der Ontologie
in aktuellen Methodologien und auf die Bildung von Konsens u¨ber Ontologien in kol-
laborativen Szenarien wird in jeweils eigenen Abschnitten eingegangen ohne Anspruch,
systematisch vergleichen zu wollen. Diese eher theoretischen Betrachtungen werden den
Ergebnissen der empirischen Studie von Bontas und Tempich (vgl. Bontas and Tempich,
2006) gegenu¨bergestellt, um das Bild des aktuellen Standes von Methodologien im Onto-
logy Engineering zu vervollsta¨ndigen.
Aktivita¨ten im Ontology Engineering und der Lebenszyklus einer Ontologie
Die unterschiedlichen Aktivita¨ten, die wa¨hrend der Entwicklung von Ontologien statt-
finden, wird hier anhand der Beschreibung des ontology development process innerhalb
der Methodologie METHONTOLOGY (vgl. Ferna´ndez-Lo´pez et al., 1997) dargestellt. Die
METHONTOLOGY ist eine der ersten systematischen Methodologien, wobei sie sich noch
stark an Methoden des Software Engineering orientiert. So werden darin die verschiedenen
Aktivita¨ten zur Entwicklung einer Ontologie noch in Anlehnung an den IEEE-Standard
fu¨r den Software-Entwicklungsprozess (vgl. IEEE, 1996) beschrieben und in Gruppen un-
terteilt.
Die Gruppe der Management-Aktivita¨ten fasst alle Aktivita¨ten zusammen, die dazu
dienen, den gesamten Entwicklungsprozess zu steuern. Dazu geho¨ren etwa die Definiti-
on eines Zeitplans fu¨r den gesamten Ablauf (scheduling) als auch Controlling und Qua-
lita¨tssicherungsmaßnahmen.
Die sog. development oriented activities stellen den eigentlichen Entwicklungsprozess
dar. Sie lassen sich in drei Phasen gliedern:
• pre-development-Aktivita¨ten, wie die Durchfu¨hrung von Machbarkeitsstudien, um zu
entscheiden, ob die Entwicklung einer Ontologie bzw. einer ontologiebasierten An-
wendung eine gangbare Lo¨sung ist
• die faktische Entwicklung der Ontologie (development activities), die wiederum weiter
unterteilt werden kann in:
– die Analyse der Doma¨ne, die die Identifikation typischer Einsatzszenarien, die
Spezifikation bzgl. der angedachten Anwendung und die Analyse eventuell be-
reits existierender Lo¨sungen umfasst;
– der Konzeptualisierungsphase, in der ein abstraktes Modell entworfen und for-
malisiert wird, ggf. unter Beru¨cksichtigung bestehender Modelle, die integriert
oder erweitert werden;
– der Implementierung der Ontologie in eine bestimmte Ontologiesprache;
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• post-development-Aktivita¨ten fallen mit dem Einsatz der Ontologie im Rahmen von
Anwendungen an. Mitmaintenance wird die Wartung der Ontologie und das Beheben
von Fehlern bezeichnet, die sich bei ihrer Verwendung zeigen, wohingegen (re)use auf
die Integration und den Einsatz im Rahmen einer oder mehrerer Anwendungen sowie
die Adaption an neue Anforderungen verweist.
Parallel zur Entwicklung findet eine Reihe zusa¨tzlich unterstu¨tzender Aktivita¨ten statt,
sog. ontology support activities:
• Wissensakquisition, d.h. Ermittlung der konzeptuellen Elemente, die das abstrakte
Modell der Doma¨ne ausmachen, etwa durch Befragung von Doma¨nenexperten oder
durch automatisches ontology learning auf der Grundlage von verfu¨gbaren Daten;
• Evaluation der Ontologie;
• Wiederverwendung und Integration bestehender Ontologien, entweder, indem sie in
die entstehende Ontologie eingearbeitet werden (ontology merging) oder auf sie refe-
renziert wird (ontology alignment);
• Dokumentation;
• configuration management: technisches Management der verschiedenen Entwicklungs-
stadien bzw. Versionen der Ontologie, Dokumentation der A¨nderungen, usw..
Charakteristisch fu¨r eine bestimmte Methodologie ist der spezifische Ablauf, in dem
die einzelnen Aktivita¨ten durchgefu¨hrt werden sollen, der sogenannte Lebenszyklus einer
Ontologie. Je nach verfolgter Methodologie durchla¨uft die Ontologie somit unterschiedliche
Schritte oder Stadien, die jeweils an bestimmte Aktivita¨ten gekoppelt sind.
Die Vielfa¨ltigkeit der Aktivita¨ten deuten den potentiellen Aufwand und die Gro¨ße der
Organisation an, die unter Umsta¨nden fu¨r die Entwicklung einer Ontologie notwendig sind.
Unter den verschiedenen Beteiligten an einem Ontologieentwicklungsprojekt la¨sst sich zwi-
schen
• den Experten der anvisierten Wissensdoma¨ne, die das zu modellierende Wissen be-
reitstellen,
• den Ontologieentwicklern (ontology oder knowledge engineers), deren Hauptqualifika-
tion die Vertrautheit mit dem Ontologieformalismus und der Entwicklungsumgebung
ist
• und den Endnutzern der Ontologie im Rahmen einer bestimmten Anwendung
unterscheiden. Manche Methodologien greifen diese Unterscheidung auf und weisen be-
stimmten Personenkreisen verschiedene Aktivita¨ten zu oder beteiligen sie an unterschied-
lichen Phasen des Ontologielebenszyklus’. In anderen Fa¨llen wird weniger scharf differen-
ziert, so fa¨llt etwa oft die Gruppe der Doma¨nenexperten mit dem Endnutzerkreis zusam-
men.
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Kriterien zum Vergleich von Methodologien
Liegt ein Katalog von Aktivita¨ten wie oben beschrieben vor, ko¨nnen Methodologien zur
Entwicklung von Ontologien (“echte” Methodologie, s.o.) dadurch verglichen werden, dass
die darin definierten Aktivita¨ten und die jeweiligen Vorschla¨ge fu¨r deren Durchfu¨hrung
gegenu¨bergestellt werden. Ein solcher Vergleich der Aktivita¨ten im Ontologieentwicklungs-
prozess ist eins der Kriterien, die in der Studie von Ferna´ndez-Lo´pez und Go´mez-Pe´rez
(vgl. Ferna´ndez-Lo´pez and Go´mez-Pe´rez, 2002) eingesetzt wurden, um sieben Methodo-
logien aus den Jahren 1995-2000 zu analysieren und zu bewerten. Als weiteres Kriterium
wurde in dieser Studie der Vergleich von dem, was die Autoren unter Konstruktionsstrategie
zusammenfassen und verschiedenen Aspekten der jeweiligen Methodologie beru¨cksichtigt:
• Angaben zum Lebenszyklus der Ontologie, wobei darunter u¨bliche Modelle aus der
Softwareentwicklung verstanden werden:
– inkrementelle Entwicklung in Versionen (vgl. McCracken and Jackson, 1982):
Verschiedene Zusta¨nde der Ontologie werden mit Versionsnummern versehen;
no¨tige neue Definitionen und sonstige A¨nderungen an einer Version der Ontolo-
gie werden in eine darauffolgende Version aufgenommen.
– im evolving prototypes-Modell (vgl. Kendall and Kendall, 1995): A¨nderungen an
der Ontologie du¨rfen nach Bedarf jederzeit vorgenommen werden; die Ontologie
stellt einen Prototyp dar, an dem fortwa¨hrend gearbeitet wird.
• Strategie bzgl. der Anwendung: Die Entwicklung kann entweder anwendungsorientiert
sein, d.h. auf den Einsatz in einer bestimmten Anwendung fokussiert, anwendungs-
angelehnt, indem bereits in der Spezifikation mo¨gliche Anwendungen der Ontologie
beru¨cksichtigt werden, oder anwendungsunabha¨ngig, d.h. losgelo¨st von der Betrach-
tung mo¨glicher Anwendungen.
• Verwendung von core ontologies als Grundlage fu¨r die neue Ontologie: Damit ist
sowohl die Verwendung einer Top-Level-Ontologie als auch die Integration bereits
vorhandener doma¨nenspezifischer Wissensressourcen gemeint.
• Strategie zur Identifikation von relevantem Vokabular und Aufbau der Taxonomie
(vgl. Uschold and King, 1995; Uschold and Gru¨ninger, 1996):
– bottom-up: Zuna¨chst werden die spezifischsten Begriffe der Doma¨ne identifiziert,
um anschließend die gliedernde Taxonomie durch schrittweises Generalisieren
aufzubauen;
– top-down: Der Aufbau beginnt bei den allgemeinsten Begriffen, die dann suk-
zessiv weiter spezialisiert werden;
– middle-out: Zuna¨chst sind die relevantesten, frequenten Begriffe zu identifizieren,
die dann taxonomisch zueinander in Beziehung gesetzt werden.
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Daru¨ber hinaus verwenden Ferna´ndez-Lo´pez und Go´mez-Pe´rez (vgl. Ferna´ndez-Lo´pez
and Go´mez-Pe´rez, 2002) als Vergleichskriterium die Mo¨glichkeiten der technologischen Un-
terstu¨tzung. Diese bezieht sich im Wesentlichen auf die verfu¨gbaren Tools und Entwick-
lungsumgebungen, die sich im Rahmen der jeweiligen Methodologie einsetzen lassen. Des-
weiteren wird der praktische Einsatz der Methodologie betrachtet, etwa die tatsa¨chliche
Verwendung innerhalb verschiedener Projekte, die Akzeptanz durch externe Entwickler-
gruppen, der Einsatz der damit entwickelten Ontologien in realen Systemen, usw.
Eine Zusammenfassung der Ergebnisse der Studie dient im na¨chsten Abschnitt als Aus-
gangspunkt, anhand neuerer Arbeiten die aktuelle Evolution von Methodologien zu skiz-
zieren.
Evolution von Methodologien und aktuelle Forschungsschwerpunkte
Die Studie von Ferna´ndez-Lo´pez und Go´mez-Pe´rez (vgl. ebd.), die sich auch in einer er-
weiterten Fassung bei Go´mez-Pe´rez et al. (Go´mez-Pe´rez et al., 2003, S.148-154) finden
la¨sst, ist eine analytische Untersuchung, die die sieben in Tabelle 1.1 aufgefu¨hrten Metho-
dologien nach den vorgestellten Kriterien (s. o.) untersucht und miteinander vergleicht.
Wie der Tabelle zu entnehmen ist, stammen alle untersuchten Methodologien aus der Zeit
1995-2001, was sie zu Pionierarbeiten in diesem Bereich za¨hlen la¨sst. Fu¨r eine ausfu¨hrliche
Beschreibung der einzelnen Methodologien wird auf die angegebenen Referenzen verwiesen;
hier wird nur das Bild zusammengefasst, das in der Studie u¨ber den Stand der damaligen
Methodologien gewonnen wurde.
Methodologie Referenzen
CyC Lenat and Guha, 1990
Uschold und King Uschold and King, 1995; Uschold, 1996
Gru¨ninger und Fox Gru¨ninger and Fox, 1995
KACTUS Bernaras et al., 1996
Methontology Ferna´ndez-Lo´pez et al., 1997
Sensus Swartout et al., 1996
On-To-Knowledge Staab et al., 2001
Tabelle 1.1: Von Ferna´ndez-Lo´pez und Go´mez-Pe´rez (vgl. Ferna´ndez-Lo´pez and Go´mez-
Pe´rez, 2002) untersuchte Methodologien
Die untersuchten Methodologien (s. Tab. 1.1) konzentrieren sich allesamt auf die Ent-
wicklung von Ontologien von Grund auf und weniger auf die Wiederverwendung und Ad-
aption bereits bestehender (reuse). Dementsprechend nehmen sie Fokus auf die Beschrei-
bung der Entwicklungsaktivita¨ten im engeren Sinne (ontology development oriented acti-
vities), wobei Aspekte wie Management oder Evaluation gar nicht angesprochen werden
oder ho¨chstens eine untergeordnete Rolle spielen. Letzteres ist der Fall bei den METHON-
TOLOGY und On-To-Knowledge-Methodologien, die vom Umfang der beschriebenen Ak-
tivita¨ten schon als modern angesehen werden ko¨nnen. Die meisten Methodologien in der
Studie geben keinen spezifischen Ontologielebenszyklus an; der Beschreibung nach la¨sst
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sich jedoch vom Modell der evolving prototypes ausgehen (Go´mez-Pe´rez et al., 2003, S. 153-
154). Bezu¨glich der Strategie zur Identifikation und zum Aufbau der Taxonomie als Kern
der Ontologie sind alle drei in Frage kommenden Strategien vertreten, wobei die middle-
out-Vorgehensweise vorherrscht. Bei der Ontologieentwicklung bleibt das Verha¨ltnis zu po-
tenziellen Anwendungen zuna¨chst offen, da alle drei diesbezu¨glich definierten Strategien
vertreten sind. Zum Zeitpunkt der Studie hatten alle Methodologien einen beschra¨nkten
praktischen Einsatz erfahren, da viele nicht von externen Entwicklergruppen verwendet
wurden oder sich auf eine einzige Wissensdoma¨ne oder ein einziges Anwendungsszenario
beschra¨nken.
Etwa die Ha¨lfte der Methodologien nehmen keinen expliziten Bezug auf ein Tool, das sie
bei der Durchfu¨hrung der verschiedenen Aktivita¨ten unterstu¨tzt. Die CyC-Methodologie
beschreibt eine Reihe speziell entwickelter Werkzeuge; im Zentrum der SENSUS-Vorgehens-
weise steht das Programm Ontosaurus, bei On-To-Knowledge ist es die Entwicklungsum-
gebung OntoEdit mit verschiedenen optionalen Erweiterungen (Plug-Ins). Das ganze Spek-
trum der Aktivita¨ten wird jedoch von keinem beschriebenen Programm abgedeckt.
Ein Einblick in neuere Methodologien zeigt klare Tendenzen auf der theoretischen Ebene
auf, selbst wenn man die oben erwa¨hnten Analysekriterien nicht systematisch anwendet.
Fu¨r die folgende, knappe analytische Charakterisierung aktuellerer Methodologien wurden
die in Tabelle 1.2 aufgelisteten Arbeiten herangezogen.
Alle dort aufgefu¨hrten Arbeiten sprechen einen Ontologie-Lebenszyklus an, der als itera-
tiver, zirkula¨rer Prozess verstanden wird, dem ein Modell von evolving prototypes zugrunde
liegt. Charakteristisch ist auch, dass die Einbindung der Ontologie innerhalb einer Anwen-
dung in diesem zirkula¨ren Prozess einen festen Platz hat (HCOME, DILIGENT, Luczak-
Ro¨sch und Heese). Dies ist ein deutlicher Unterschied zu den Ergebnissen der Studie von
Ferna´ndez-Lo´pez und Go´mez-Pe´rez (vgl. Ferna´ndez-Lo´pez and Go´mez-Pe´rez, 2002), in der
noch alle drei Strategien bzgl. der Anwendung vertreten sind. Auf die Rolle der prakti-
schen Anwendung der Ontologie im Entwicklungsprozess wird im na¨chsten Abschnitt (S.
18 ff) separat eingegangen. Ein fester Bestandteil des iterativen Entwicklungsprozesses ist
ebenfalls eine Evaluationsphase, in der die bis dahin entwickelte Ontologie bewertet wird.
Hierfu¨r lassen sich jedoch unterschiedliche Kriterien ansetzen, sodass von keiner etablier-
ten Vorgehensweise gesprochen werden kann. Einen U¨berblick u¨ber Evaluationsverfahren
bietet der Abschnitt 1.3.4.
Das Hauptaugenmerk der aktuelleren Methodologien hat sich weg von der urspru¨ngli-
chen Entwicklung von Grund auf durch einen kleinen Kreis von Ontologie-Experten hin zu
Evaluation, Maintenance und weiterem Ausbau durch den Kreis der Ontologie-Anwender
verlagert. Diese werden letzten Endes als die Experten im jeweiligen Wissensbereich an-
gesehen (DILIGENT, Ontology Maturing). Wichtige Motivationen hierbei sind, den Auf-
wand der Entwicklung insgesamt auf mehrere Personen zu verteilen, sowie fru¨hzeitig die
Akzeptanz der Ontologie zu sichern (Consensus Building). Damit sind auch die betrach-
teten Entwicklungsszenarien explizit verteilt und oft kollaborativ, im Sinne flacher hier-
archischer Strukturen. Das ist ein klarer Gegensatz zur Studie von Ferna´ndez-Lo´pez und
Go´mez-Pe´rez (vgl. ebd.), in dem mo¨gliche Strategien diesbezu¨glich noch nicht betrachtet
werden. Die angegebenen Referenzen thematisieren verschiedene Gestaltungsmo¨glichkeiten
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Methodologie Referenzen
Consensus Building Karapiperis and Apostolous, 2006
HCOME Vouros et al., 2007
DILIGENT Vrandecic et al., 2005; Pinto et al., 2004
Ontology Maturing Braun et al., 2007
Luczak-Ro¨sch und Heese Luczak-Ro¨sch and Heese, 2008
Tabelle 1.2: Einige aktuellere Methodologien zum Aufbau von Ontologien
des Entwicklungsprozesses in einem solchen verteilten, kollaborativen Szenario.
Aus einer technologischen Perspektive haben sich seit dem Bericht von Ferna´ndez-Lo´pez
und Go´mez-Pe´rez (vgl. ebd.) deutliche Weiterentwicklungen bezogen auf die Unterstu¨tzung
der mit dem Ontologielebenszyklus verbundenen Aktivita¨ten ergeben. Dies ist nur zum
Teil aus den Arbeiten in Tab. 1.2 ersichtlich. Heuzutage ist eine Reihe unterschiedlicher
Ontologie-Editoren verfu¨gbar, mit denen zumindest die Formalisierungsphase bewa¨ltigt
werden kann. Auch wenn, wie es bei Ferna´ndez-Lo´pez und Go´mez-Pe´rez (vgl. ebd.) noch
hieß, kein System wu¨rde alle Aktivita¨ten des Lebenszyklus abdecken, ist die Tendenz zu
integrierten Entwicklungsumgebungen, in denen auch neue Techniken zur Unterstu¨tzung
von ontology support-Aktivita¨ten wie etwa die Alinierung oder das automatische Lernen
von Ontologien eingebunden werden, unverkennbar. Na¨here Details der technologischen
Unterstu¨tzung des Ontologieentwicklungsprozesses werden spa¨ter in Abschnitt 1.3.3 be-
sprochen.
Spezifische Aspekte des Managements eines Ontologieentwicklungsprojektes sind in den
angegebenen Referenzen und in der Literatur zum Ontology Engineering generell unter-
repra¨sentiert. Nennenswert in diesem Bereich ist das Kostenmodell fu¨r die Entwicklung
von Ontologie ONTOCOM (vgl. Simperl and Sure, 2008), in dem zumindest der Frage der
Ressourcen nachgegangen wird. Dieses Modell wurde exemplarisch auf die Methodologie
DILIGENT angewendet (vgl. Bontas and Tempich, 2005).
Die in Tab. 1.2 angegebenen Methodologien haben einen begrenzten Einsatz erfahren.
In der Literatur ist aber zu beobachten, dass Entwicklungsszenarien im unternehmerischen
Bereich zunehmend wahrgenommen und damit nicht-akademische Rahmenbedingungen
sta¨rker beru¨cksichtigt werden, wie in der Methodologie von Luczak-Ro¨sch und Heese (vgl.
Luczak-Ro¨sch and Heese, 2008).
Der Ontologielebenszyklus und die Rolle der Anwendung
Wie im vorherigen Abschnitt angedeutet, gehen aktuelle Methodologien davon aus, dass die
Entwicklung einer Ontologie ein zirkula¨rer, iterativer Prozess ist, in dem sich verschiedene
Phasen unterscheiden lassen. Die verschiedenen Vorschla¨ge fu¨r die Gestaltung dieses Pro-
zesses unterscheiden sich im Detail, das Grundschema bleibt jedoch stets a¨hnlich. Stellver-
tretend fu¨r die unterschiedlichen Varianten wird hier ein Ontologielebenszyklus vorgestellt,
der sich an die Beschreibung von Buitelaar (vgl. Buitelaar, 2007) anlehnt:
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Abbildung 1.3: Generischer Lebenszyklus einer Ontologie. Angelehnt an Buitelaar (vgl.
Buitelaar, 2007).
1. Create/ Select: Erfassung von Anforderungen, Erstellung einer Kernontologie der
wichtigsten Objektklassen.
2. Populate: “Bevo¨lkern” der Ontologie, etwa durch Angaben der Instanzen zu den ver-
schiedenen Objektklassen, durch Ontologie-Merging, durch Einbindung bestehender
Daten, usw.
3. Validate/ Consistency Checks: U¨berpru¨fung des formalen Aspekts der Ontologie, z.B.
sicherstellen, dass sich fu¨r Instanzen keine Konflikte ergeben, dass es keine leeren
Klassen gibt, usw.
4. Evaluate: Evaluation der Ontologie.
5. Deploy: Einbindung der Ontologie in eine konkrete Anwendung.
6. Usability Tests: Testen im Rahmen der Anwendung, Berichtigung, Erweiterung bzw.
Anpassung an neue Daten.
7. Maintain/Evolve: Verfeinerung des Modells nach neu gewonnenen Einsichten.
Fest eingeplant in diesem Zyklus ist immer die Einbindung der Ontologie in eine kon-
krete Anwendung – das Deploy im obigen Ablauf. Die Aktivita¨ten vor dem Deploy kor-
respondieren in etwa mit den bereits angesprochenen pre-development und development
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Aktivita¨ten der METHONTOLOGY (vgl. S. 13 ff), wobei hier noch vor der U¨bergabe
der Ontologie ein Evaluationsschritt eingeschaltet wird. Die Schritte danach sind den post-
development Aktivita¨ten gleichzusetzen. Der Kreis spiegelt die Annahme wider, dass der
Einsatz der Ontologie im Rahmen einer Anwendung sta¨ndige A¨nderungen an der Onto-
logie motiviert. Der Grund fu¨r die Einbindung der Anwendung im Ontologielebenszyklus
ist, dass innerhalb der Anwendung eine U¨bergabe der von den Ontologieentwicklern er-
arbeiteten Konzeptualisierung an den jeweiligen Nutzerkreis erfolgt. Damit findet eine
U¨berpru¨fung statt, ob diese Konzeptualisierung geteilt wird. Dementsprechend hat sich
der Fokus der aktuellen Methodologien verlagert von der Entwicklung neuer Ontologien
durch ein Expertenteam hin zur Anpassung und Weiterentwicklung durch ein Kollektiv
von Anwendern. Man kann dabei unterschiedliche Rollen der Anwendung erkennen.
Anwendung als Test: Im oben dargestellten Lebenszyklus ko¨nnte man den Einsatz einer
Anwendung als einen U¨bergang zwischen zwei u¨bergreifenden Phasen ansehen: Einer
Entwicklungsphase im engeren Sinne und einer Maintenance-Phase, in der die Erkennt-
nisse aus der Anwendung der Ontologie eingearbeitet werden. In diesem Fall dient die
Anwendung als Testrahmen der entwickelten Methodologie. Die Gruppen der ontology
engineers und der Anwender bleiben dabei im Prinzip getrennt: Letztere meldet Pro-
bleme an die erste, die sie dann behebt. Die Versionierung der Ontologie ist mit dieser
Vorgehensweise noch mo¨glich. Somit spielt die Anwendung die Rolle eines Tests, wie z.B.
im Lebenszyklus von Buitelaar (vgl. edb.) oder in der On-To-Knowledge-Methodologie.
Oft bleibt die Einbindung der Ontologie in eine praktische Anwendung der einzige durch-
gefu¨hrte Test – die Schritte Evaluate und Usability Tests verschmelzen zu einem.
Anwendung als Teil der Entwicklung: Ein anderer Ansatz besteht darin, einen Teil
der Entwicklung bereits in der Anwendung stattfinden zu lassen. Nachdem ein wesentli-
cher Part der Ontologie bereitgestellt wird, erhalten die Endnutzer die Mo¨glichkeit, sie
innerhalb einer bestimmten Anwendung weiter zu verfeinern oder zu vervollsta¨ndigen.
Hierfu¨r wird die Anwendung in ihrer Nutzen bringenden Funktionalita¨t – bspw. das Fin-
den bestimmter Informationen in einer Dokumentsammlung – erweitert, etwa um einfa-
chere Editierungsmo¨glichkeiten oder Feedbackmechanismen an die Ontologieentwickler
bereitzustellen. Eine wesentliche Motivation dieses Ansatzes liegt darin, den Test, ob
die Konzeptualisierung vom Anwenderkreis akzeptiert wird, mo¨glichst fru¨h im Lebens-
zyklus durchzufu¨hren. Eine weitere Motivation kann die sein, den Entwicklungsaufwand
u¨ber den gro¨ßeren Kreis der Anwender zu verteilen. Die DILIGENT-Methodologie ver-
tritt diesen Ansatz; die im NeOn-Projekt (vgl. S. 28) entwickelte, generische Architektur
eines ontologiebasierten Informationssystems (vgl. Tran et al., 2007) sieht ihn ebenfalls
vor. Eine Folge der Weiterentwicklung durch Anwender ist, dass sie nach dem Modell
der evolving prototypes2 stattfinden muss, da jederzeit A¨nderungen an der Ontologie
erlaubt sind. Die Folge dieses Prozesses, na¨mlich die Evolution der Ontologie, wird
manchmal stellvertretend als Bezeichnung fu¨r den ganzen Ansatz verwendet. Methoden
2Eine technische Definition dieses Begriffes im Kontext des Ontology Engineering findet sich bei Noy
und Klein (vgl. Noy and Klein, 2004)
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zur Handhabung der A¨nderungsvorschla¨ge und zur Erhaltung der Konsistenz der Onto-
logie wurden von De Leenheer und Mens (vgl. De Leenheer and Mens, 2008) erarbeitet.
Anwendung als Katalysator fu¨r die Entwicklung: Eine weitere Mo¨glichkeit besteht
darin, den Endnutzern einer ontologiebasierten Anwendung die Entwicklung der On-
tologie von Grund auf zu u¨berlassen. Meistens wird dieser Ansatz bei Anwendungen
verfolgt, in denen die Nutzer selbst den Inhalt kollaborativ bereitstellen. Dazu geho¨rt
dann auch die Ontologie, die einen Teil der Funktionalita¨t der Anwendung ermo¨glicht.
Dies ist etwa der Fall bei Semantic Wikis (vgl. Schaffert et al., 2007), eine Erweiterung
von sogenannten Wikis, Web-Systemen, mit denen Benutzer Webseiten gemeinschaft-
lich erstellen und aktualisieren ko¨nnen. Bei einem Semantic Wiki versehen die Autoren,
die als Experten des im Wiki erfassten Wissensbereich angesehen werden, die Seiten
mit Annotationen. Diese entsprechen dem Vokabular einer Ontologie und ko¨nnen von
Benutzern selbst definiert werden, wobei sich teilweise sogar Relationen zwischen den
verschiedenen Vokabularelementen definieren lassen. Wichtig ist dabei, dass diese Ent-
wicklung der Ontologie in einem Semantic Wiki ohne den mit einer Ontologiesprache
verbundenen technologischen Zwang selbst von nicht versierten Nutzern vorgenommen
werden kann. Die so entstandene Ontologie, die intern durchaus mit Hilfe einer On-
tologiesprache gespeichert werden kann, bringt der Anwendung zusa¨tzlichen Nutzen,
indem beispielsweise Navigation und Strukturierung der Inhalte verbessert werden oder
eine semantische Suche ermo¨glicht wird, sie la¨sst sich aber auch im Prinzip woanders
weiterverwenden. In diesem Ansatz spielen die Endnutzer die Rolle der Ontologieent-
wickler; ontology engineers werden ho¨chstens nachgeschaltet, um das Ergebnis weiter
zu formalisieren oder nachtra¨glich zu bearbeiten. Auf kollaborative Ontologieentwick-
lungsszenarien wird im na¨chsten Abschnitt na¨her eingegangen.
Ein weiterer Grund dafu¨r, dass aktuell diskutierte Methodologien allgemein anwen-
dungsorientiert oder -angelehnt sind, ko¨nnte die Tatsache sein, dass ontologiebasierte An-
wendungen heute deutlich verbreiterter sind als in der Zeit, in der die ersten Methodologien
entstanden sind. Dies gilt insbesondere fu¨r Anwendungen im Bereich Knowledge Mana-
gement, die von Unternehmen immer mehr als wichtiger Wettbewerbsfaktor betrachtet
werden und um die ein Teil der Softwareindustrie formiert ist.
Dennoch findet faktisch die anwendungsunabha¨ngige Entwicklung von Ontologien statt,
na¨mlich in Bereichen wie Biologie oder Medizin, in denen standardisierte Vokabulare eine
lange Tradition und in vielen Fa¨llen normativen Charakter haben. Ein Beispiel hiervon
ist die Internationale Klassifikation der Krankheiten (ICD), die fu¨r die Verschlu¨sselung
von Diagnosen gesetzlich vorgeschrieben ist. Die Versionierung der Ontologie in diesen
Wissensbereichen ist u¨blich. So ist die aktuelle Version des Functional Catalogue (vgl.
MIPS, 2007), eine Ontologie fu¨r die Annotation von Proteinfunktionen, die vom Munich
Information Center for Protein Sequences (MIPS) vero¨ffentlicht wird, die Version 2.1.
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Konsensbildung und Ontologieevolution in kollaborativen Szenarien
Die von Ferna´ndez-Lo´pez und Go´mez-Pe´rez (vgl. Ferna´ndez-Lo´pez and Go´mez-Pe´rez, 2002)
beru¨cksichtigten Methodologien thematisieren noch nicht explizit, dass die Entwicklung ei-
ner Ontologie in der Regel von mehreren Personen durchgefu¨hrt wird. In den aktuelleren
Methodologien ist es dagegen u¨blich, sowohl die Entwicklung der Ontologie vor der Einbin-
dung in die Anwendung als auch die durch die Interaktion mit den Endnutzern ausgelo¨ste
Evolution der Ontologie als kollaborative Szenarien zu betrachten. Hier ko¨nnen mehrere
Personen gleichzeitig auf die Ontologie zugreifen und sie modifizieren, ohne notwendiger-
weise vorher Absprache miteinander gehalten zu haben. Solche Szenarien ergeben sich
natu¨rlicherweise bei Client-Server-Architekturen, in denen die Anwender ra¨umlich verteilt
sind. Manchmal wird dies ausdru¨cklich angestrebt, um eine Arbeitsteilung zu erreichen
und im besten Falle “von der Intelligenz der Masse” zu profitieren.
Dabei stellt sich die Frage, wie ein (idealer) Zustand erreicht werden kann, in dem
Konsens u¨ber die Ontologie herrscht. Dies wa¨re ein Zustand, in dem alle Beteiligten ei-
ne bestimmte Konzeptualisierung der Doma¨ne teilen, ihre Formalisierung im Rahmen der
Ontologie verstehen und sich damit als gu¨ltiger Repra¨sentation der Konzeptualisierung
einverstanden erkla¨ren, d.h sich zur Ontologie commiten. Je nachdem, wie weit man von
diesem Zustand entfernt ist, spricht man von einer ho¨heren oder niedrigeren Akzeptanz
der Ontologie. In der Praxis zeigt sich, dass das Erreichen von Konsens u¨ber die Onto-
logie oder zumindest einer hohen Akzeptanz wichtiger ist als das Erreichen eines hohen
Wahrheitsgehalts oder eines hohen Grades der Formalisierung. So kann etwa im Bereich
der Bioinformatik beobachtet werden, dass sich als Standard fu¨r die Annotation von Pro-
teinfunktionen eine light-weight-Ontologie, na¨mlich die Function Ontology in GO, etabliert
hat, die als azyklischer, gerichteter Graph wenig formalisiert ist, jedoch kollaborativ ent-
stand und daher breit akzeptiert wird. Vergleichsweise bleibt die Verwendung fu¨r denselben
Zweck von der bereits erwa¨hnten FunCAT eher eingeschra¨nkt und dies trotz der ho¨heren
Detailliertheit, der Formalisierung in einer DL-angelehnten Ontologiesprache und der Her-
ausgabe seitens einer wissenschaftlichen Institution.
Wie kann der soziale Verhandlungsprozess, in dem sich Konsens bilden soll, gestaltet
werden? Euzenat (vgl. Euzenat, 1995) hat schon 1995 ein Protokoll entworfen, das sich an
der von wissenschaftlichen Publikationen eingesetzten peer-review-Methode zur Annahme
von Artikeln orientiert und diese im Rahmen eines Systems zum kollaborativen Aufbau von
Wissensbasen eingesetzt. A¨hnlich schlagen Karapiperis und Apostolous (vgl. Karapiperis
and Apostolous, 2006) in ihrer Methodologie zum Consensus Building vor, die Ontologie
in mehreren Durchga¨ngen von den Entwicklern selbst zu bewerten und evaluieren, bis sich
alle mit der Ontologie einverstanden erkla¨ren.
In anderen Methodologien greifen ausgewiesene ontology engineers in die von Endnut-
zern durchgefu¨hrte kollaborative Entwicklung ein. So du¨rfen in der DILIGENT Methodo-
logie (vgl. Pinto et al., 2004; Vrandecic et al., 2005) die Anwender nach dem Deploy in ei-
ner Anwendung die Ontologie nach den eigenen Bedu¨rfnissen editieren. Diese A¨nderungen
werden von einem Kreis von Experten beobachtet, die entscheiden, welche davon in die
Ontologie aufgenommen werden. Beim Ontology Maturing (vgl. Braun et al., 2007) ist der
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Ausgangspunkt ebenfalls eine Anwendung, innerhalb der ein Kreis von Anwendern ein Vo-
kabular und eine einfache Struktur aufstellt und sukzessiv weiterentwickelt. Erst ab einer
gewissen “Reife” wird dann dieses Vokabular als Ontologie von einem Kreis von Experten
formalisiert.
Eine Reihe von neueren Anwendungen im Internet setzt auf die gemeinschaftliche Betei-
ligung der Endnutzer, um Inhalte zusammenzutragen und o¨ffentlich zuga¨nglich zu machen.
So ko¨nnen Internetnutzer beispielsweise bei del.icio.us (vgl. del.icio.us, 2008) Bookmarks,
bei Flickr (vgl. Flickr, 2008) Fotos oder bibliographische Referenzen bei BibSonomy (vgl.
BibSonomy, 2008) selbst in einer gemeinsamen, offenen Datenbank anlegen. Die Nutzer
versehen die Inhalte selbst mit eigenen Annotationen (tagging), um sie auffindbar zu ma-
chen und mit anderen Anwendern zu teilen. Die Menge der verwendeten Schlagwo¨rter
wird als Folksonomy bezeichnet und kann als ontologisches Vokabular aufgefasst werden.
Folksonomies stellen jedoch wegen ihres Mangels an Struktur und Formalisierung im All-
gemeinen keine Alternativen zu Ontologien dar, vielmehr ist es denkbar, dass sich das
tagging durch den Einsatz von Ontologien organisieren la¨sst (vgl. Gruber, 2007). Dennoch
gibt es Ansa¨tze, die in Folksonomies den Keim einer Ontologie sehen: Durch die Analyse
von Korrelationen zwischen tags (vgl. Schmitz et al., 2006) oder die Annotation der tags
selbst (vgl. Tanasescu and Streibel, 2007) sollen in der Folksonomy Muster und Struktu-
ren erkannt werden, die Relationen einer Ontologie darstellen – die sogenannte emergente
Semantik der Folksonomy.
Insgesamt scheinen die kontrollierte Entwicklung durch einen Kreis von Experten einer-
seits und die wenig formalisierte und spontane Bereitstellung von Wissen seitens der An-
wender anderseits komplementa¨re Aktivita¨ten zu sein. So merkt Mika (vgl. Mika, 2005) an,
dass Folksonomies das Potenzial haben, Neologismen und A¨nderungen im Wortgebrauch
zu erfassen und nur langsam evolvierende linguistische Ontologien wie etwa WordNet zu
bereichern und zu vervollsta¨ndigen. Eine besonders sinnvolle Arbeitsteilung scheint die zu
sein, in der Formalisierung, Qualita¨tssicherung und Standardisierung von einem Kreis von
Ontologieexperten u¨bernommen werden, wa¨hrend der Anwenderkreis das Wissen bereit-
stellt oder die erarbeitete Konzeptualisierung aktuell ha¨lt. Dadurch, dass die Anwender
weder mit der Hu¨rde einer Ontologiesprache noch mit einem fremddefinierten Vokabular
konfrontiert werden, soll fu¨r die Akzeptanz der Ontologie gesorgt werden.
Andere Erkenntnisse aus empirischen Studien
Die Analyse und der Vergleich verschiedener Methodologien ero¨ffnen verschiedene Gestal-
tungsmo¨glichkeiten fu¨r unterschiedliche Prozesse des Ontologieaufbaus und liefern somit
Hinweise dafu¨r, was von einem theoretischen Standpunkt aus als gute Praxis anzusehen
ist. Dem lassen sich Ergebnisse empirischer Studien gegenu¨berstellen, die Daten u¨ber
tatsa¨chlich durchgefu¨hrte Ontologieentwicklungsprojekte erheben. Eine der wenigen sol-
cher Studien ist die von Bontas und Tempich (vgl. Bontas and Tempich, 2006), in der
Teilnehmer aus 34 unterschiedlichen Ontologieprojekten befragt wurden. Diese Studie ver-
deutlicht die Abweichung zwischen dem, was von Projektbeteiligten als besonders wichtige
oder komplexe Schritte wahrgenommen werden, und der Aufmerksamkeit, die diesen Auf-
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gaben in der einschla¨gigen Literatur zum Ontology Engineering gewidmet wird.
Um auf weitere Aspekte hinzuweisen, die in der Praxis besonders zu beachten sind,
werden hier die Prozesse wiedergegeben, die Bontas und Tempich (vgl. edb.) als methodo-
logisch wenig unterstu¨tzt herausstellen:
• Analyse der Anwendungsdoma¨ne und Wissensakquisition: Die Leitlinien, die hierfu¨r
von den unterschiedlichen Methodologien vorgeschlagen werden, werden von den Be-
fragten als zu generisch empfunden; insgesamt scheint dieser Schritt kaum operatio-
nalisiert zu sein. Insbesondere scheint es keine klare Vorgehensweise zu geben bei der
Kombination der unterschiedlichen Techniken und bezu¨glich des Zeitpunktes, wann
Teilergebnisse integriert werden sollen. Dies ist besonders dann der Fall, wenn die
Ontologie mehrere Wissensdo¨manen abdecken soll.
• Die Ontology Population wird dadurch erschwert, dass es keine verfu¨gbaren Tools zum
Extrahieren ontologischer Strukturen aus bestehenden, in vielen Fa¨llen als semistruk-
trierten Daten vorliegenden Ressourcen gibt. Ebenfalls wird die fehlende technische
Unterstu¨tzung bei der Extraktion von Instanzen aus Texten beklagt.
• Eine Evaluation der Ontologie wird in der Regel nicht durchgefu¨hrt, da es im Allge-
meinen unklar ist, wie und wann diese stattfinden soll. Das Fehlen einer inkremen-
tellen Vorgehensweise zur Evaluation entlang des ganzen Entwicklungsprozesses wird
bema¨ngelt. Dies stellt einen klaren Unterschied zu den aktuellen vorgeschlagenen
Methodologien dar, die immer einen Evaluationsschritt vorsehen.
• Eine Phase der ontology maintenance wird in den meisten Projekten nicht explizit
durchgefu¨hrt, was mit dem Fehlen einer anerkannten Evaluationsmethode begru¨ndet
wird: Es ist nicht klar, wann der U¨bergang von der Entwicklung zur Maintenance
stattfinden soll.
Daru¨ber hinaus merken Bontas und Tempich (vgl. ebd.) an, dass den meisten Projekt-
veranwortlichen nicht bewusst ist, dass sich der Prozess des Ontologieaufbaus systematisch
organisieren la¨sst. So folgte keines der befragten Teams einer bestimmten Methodologie.
Das wurde mit aus der Tatsache erkla¨rt, dass keine Methodologie alle Aktivita¨ten ab-
deckt, auch wenn jede davon zumindest in einer bestimmten Methodologie beschrieben
wird. Die Studie besta¨tigt, dass unterschiedliche Projektumgebungen entsprechende, flexi-
ble Zusammenstellungen von Methoden erfordern, im Gegensatz zu den in der Literatur
vorgeschlagenen eher rigiden Abla¨ufen – eben eine Methodologie im engeren Sinne des
Wortes.
1.3.3 Technologische Unterstu¨tzung des Ontologie-Lebenszyklus’
Die Literatur zu Systemen, die unterschiedliche Phasen des Ontologie-Lebenszyklus’ un-
terstu¨tzen, ist sehr umfangreich. Sie la¨sst sich grob in Bereiche unterteilen wie etwa Arbei-
ten zu Editoren und Inferenzmaschinen, zur automatischen Gewinnung von Ontologien aus
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Daten (ontology learning and population), zur Alinierung und Integration von Ontologien
(ontology alignment and merging) sowie zur Wissensakquisition. Es wu¨rde den Rahmen
dieser Arbeit sprengen, na¨her auf die unterschiedlichen Bereiche einzugehen.
Um jedoch einen Eindruck u¨ber den aktuellen Stand der Technologien zur Unterstu¨tzung
des Ontologie-Lebenszyklus’ zu vermitteln, wird nochmals auf die empirische Studie von
Bontas und Tempich (vgl. ebd.) zuru¨ckgegriffen. Vor dem Hintergrund der Bewertung der
verfu¨gbaren Technologien, die sich aus der in der Studie durchgefu¨hrten Befragung fu¨r die
unterschiedlichen Entwicklungsphasen ergab, wird ein kurzes Bild u¨ber den jeweiligen Be-
reich mit Hinweisen auf neuere Entwicklungen gegeben. Die von Bontas und Tempich (vgl.
edb.) betrachteten Phasen der Ontologieentwicklung lehnen sich an die von Ferna´ndez-
Lo´pez et al. (vgl. Ferna´ndez-Lo´pez et al., 1997) beschriebenen Aktivita¨ten an (s. S. 13
ff):
Analyse der Doma¨ne: Die Analyse der anvisierten Doma¨ne ist einer der Bereiche, die
sich in der Studie als nicht ausreichend technologisch unterstu¨tzt herausstellen. In den
befragten Projekten wurden Tools zur Wissensakquisition nicht verwendet oder als
nicht nu¨tzlich bewertet. Daru¨ber hinaus wurde beklagt, dass verfu¨gbare Tools sich auf
die Analyse von Text beschra¨nken, wa¨hrend Extraktion von ontologischen Strukturen
aus vorhandenen Ressourcen, insbesondere semistrukturierten Daten, nicht unterstu¨tzt
wird.
Demgegenu¨ber steht die Aufmerksamkeit, die die Entwicklung von Methoden zur Wis-
sensakquisition in der Forschung verdient. Insbesondere der Bereich des ontology lear-
ning ist aktuell sehr lebendig, wobei der Fokus doch auf der Gewinnung von Ontologien
auf der Grundlage von Textsammlungen liegt; ein aktueller U¨berblick findet sich bei Ci-
miano (vgl. Cimiano, 2006). Stellvertretend fu¨r eine Vielzahl semiautomatischer Ansa¨tze
zur Ontologieextraktion und zur Wissensakquisition sei hier das Text-To-Onto-System
erwa¨hnt (vgl. Maedche and Volz, 2001) und die Arbeit von Maedche und Staab (vgl.
Maedche and Staab, 2001), die auf die Rolle des maschinellen Lernens zum Aufbau
von Ontologien na¨her eingeht. Ein Beispiel der Verwendung von Internetseiten zur Ent-
wicklung von Ontologien stellen Weber und Buitelaar (vgl. Weber and Buitelaar, 2006)
vor.
Bezu¨glich der Integration strukturierter und semistruktierter Daten in Ontologien sind
Systeme beschrieben worden, die von dem Datenbank- bzw. XML-Schema der jeweiligen
Ressource ausgehen, um eine Abbildung auf eine bestimmte Ontologie zu berechnen.
Beispiele hiervon sind ToMAS oder MapOnto, die bei Euzenat und Shvaiko (Euzenat
and Shvaiko, 2007, S. 162 -163) beschrieben sind. Zudem existieren Transformations-
sprachen wie XSLT (vgl. W3C Consortium, 2006) oder Wrapper-Tools wie Lixto (vgl.
Lixto Software GmbH, 2009), mit deren Hilfe sich semistrukturierte Daten zum Zweck
der Integration in eine Ontologie aufbereiten lassen.
Konzeptualisierung und Implementierung: Diese Phasen werden nach Bontas und
Tempich (vgl. Bontas and Tempich, 2006) gut technologisch unterstu¨tzt. Als Grund
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hierfu¨r la¨sst sich die Verfu¨gbarkeit von unterschiedlichen Ontologieeditoren und Infe-
renzmaschinen angeben, die eine gewisse Reife erlangt haben und zum Teil auch kom-
merziell vertrieben werden. Unter den Editoren ist das bekannteste Beispiel Prote´ge´,
es existieren aber einige andere wie SWOOP, EODM oder unter den kommerziellen
etwa OntoStudio, TopBraid Composer und Altova SemanticWorks3. Mit Hilfe eines sol-
chen Editors la¨sst sich eine Ontologie in einer bestimmten Ontologiesprache ha¨ndisch
definieren. Die am meisten unterstu¨tzten Sprachen sind RDF/OWL und F-Logic; man-
che Editoren wie Prote´ge´ unterstu¨tzen mehr als eine Sprache. Als grundlegender Teil
der Entwicklungsinfrastruktur muss meistens zusa¨tzlich zum Editor eine Inferenzma-
schine wie Fact++ oder Pellet herangezogen werden, um wesentliche Tests wie etwa
Konsistenztests an der im Editor definierten Ontologie durchfu¨hren zu ko¨nnen. Die
Inferenzmaschine bedingt ebenfalls, welche Auspra¨gung oder welcher Dialekt der On-
tologiesprache wa¨hrend der Entwicklung verwendet werden kann. In Kombination mit
Editoren werden zur physischen Speicherung und Abfrage von Ontologien Ontology
Repositories eingesetzt. Beispiele hiervon sind Minerva oder Jena.
Ein Grund dafu¨r, dass die Konzeptualisierung, d.h. die Definition eines abstrakten,
zuna¨chst nicht formalen Modells als gut unterstu¨tzt angesehen wird, ist die Tatsache,
dass einige Editoren die Definition einer Ontologie mit Hilfe einer visuellen Sprache er-
lauben, wie bei Altova SemanticWorks oder EODM mit UML-a¨hnlichen Diagrammen.
Fu¨r Prote´ge´ sind Erweiterungen erha¨ltlich, die eine Darstellung der Ontologie als Graph
erzeugen. Eine solche graphische Editierung der Ontologie ermo¨glicht zu einem gewissen
Grad, von den Details der zugrundeliegenden Ontologiesprache zu abstrahieren. In der
Konzeptualisierungsphase la¨sst sich ebenfalls auf prima¨r nicht fu¨r die Ontologieentwick-
lung gedachte Software zuru¨ckgreifen, wie etwa zur Erstellung von Diagrammen oder
Mind Maps.
Kritisiert wird an den vorhandenen Editoren, dass sie monolithisch sind, also nur ei-
ne bestimmte Aufgabe unterstu¨tzen und wenige Schnittstellen zur Kommunikation mit
dem Rest der Entwicklungsinfrastruktur anbieten. Daru¨ber hinaus gehen sie sehr stark
von dem Bild einzelner Benutzer aus, die getrennt voneinander an einer Ontologie ar-
beiten, sodass Funktionen vermisst werden, die die kollaborative Entwicklung fo¨rdern,
wie etwa das Protokollieren verschiedener Vorschla¨ge oder Diskussionen.
Wiederverwendung von Ontologien: Die Studie von Bontas und Tempich (vgl. Bon-
tas and Tempich, 2006) deckt auf, dass die Wiederverwendung von Ontologien und
Wissensressourcen prinzipiell in der Praxis nur begrenzt mo¨glich ist. Etwa die Ha¨lfte
der Projekte verzichtet darauf und entscheidet sich fu¨r den Aufbau einer neuen On-
tologie von Anfang an. Ein wesentlicher Grund hierfu¨r ist der Aufwand, der damit
verbunden ist, die in Frage kommenden Ressourcen auf die Nu¨tzlichkeit fu¨r das eigene
Projekt hin zu analysieren und zu bewerten. Daru¨ber hinaus werden Tools vermisst,
3Literaturverweise zu allen in diesem Abschnitt erwa¨hnten Editoren und Inferenzmaschinen finden sich
bei Waterfeld et al. (vgl. Waterfeld et al., 2008), die aktuell verwendete Ontologieentwicklungsumgebungen
beschreiben und gegenu¨berstellen.
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die ermo¨glichen, relevante Teile aus vorhandenen Ontologien oder semistrukturierten
Daten zu extrahieren, zwischen Ontologiesprachen zu konvertieren oder leicht in eine
andere Ontologie zu integrieren.
Ein Teil der verfu¨gbaren Ontologieeditoren bietet jedoch eine gewisse Unterstu¨tzung fu¨r
diese Aufgaben. So sind fu¨r Prote´ge´ Erweiterungen wie Prompt (vgl. Noy and Musen,
2000) und Anchor-Prompt (vgl. Noy and Musen, 2001) verfu¨gbar, mit denen sich zwei
Ontologien alinieren und ggf. zusammenfu¨hren lassen. Im TopBraid Composer ko¨nnen
verschiedene Datenformate importiert werden. Die Relevanz der Alinierung und Zu-
sammenfu¨hrung von Ontologien fu¨r die Wiederverwendung von Ressourcen wird in der
Forschung zunehmend wahrgenommen, wie das Buch von Euzenat und Shvaiko (Euze-
nat and Shvaiko, 2007) belegt. In dem Bereich la¨sst sich auf bekannte Techniken des
schema matching und record linkage zuru¨ckgreifen.
Dass mittlerweile Ontologiedatenbanken verfu¨gbar sind, auf die mit entsprechenden
Suchmaschinen wie Swoogle (vgl. Li et al., 2004) oder OntoSelect (vgl. Buitelaar et al.,
2009) zugegriffen werden kann, du¨rfte ebenfalls fu¨r eine zunehmende Wiederverwendung
bereits existierender Ontologien sorgen.
Evaluation: Wie bereits erwa¨hnt, findet in den meisten Ontologieentwicklungsprojekten
außer der manuellen U¨berpru¨fung keine Evaluation statt. Hierfu¨r gibt es weder stan-
dardisierte Vorgehensweisen noch allgemein verfu¨gbare Software. Ein U¨berblick u¨ber
akademisch vorgeschlagene Evaluationsmethoden wird in Abschnitt 1.3.4 gegeben.
Ontology Population: Nach Bontas und Tempich (vgl. Bontas and Tempich, 2006) fin-
den sich fu¨r die Unterstu¨tzung dieser Aufgabe nur begrenzt geeignete Programme.
Dies gilt insbesondere fu¨r den Ausbau der Ontologie mit Hilfe vorhandener (semi-)-
strukturierter Daten und Ontologien. Hier kann jedoch gehofft werden, dass ausgereifte
Systeme entstehen, die auf Techniken des ontology alignment/ merging (vgl. Euzenat
and Shvaiko, 2007) aufbauen. In der Forschung konzentriert sich die Aufmerksamkeit
auf die “Bevo¨lkerung” von Ontologien mit Daten aus Textcorpora und dem Internet
(vgl. Cimiano, 2006).
Ontology Maintenance: Nach den Erkenntnissen von Bontas und Tempich (vgl. Bon-
tas and Tempich, 2006) findet in den meisten Ontologieprojekten aufgrund mangelnder
Evaluationskriterien keine bewusste Unterscheidung zwischen Entwicklung und Main-
tenance der Ontologie statt. In der Literatur finden sich wenige Arbeiten, in denen
Systeme oder technische Aspekte dieser Phase beschrieben werden, auch wenn Methodo-
logien wie DILIGENT (vgl. Vrandecic et al., 2005) konkrete Vorschla¨ge hierfu¨r machen.
Nennenswert sind Arbeiten zum change management von Ontologien in kollaborativen
Szenarien (vgl. De Leenheer and Mens, 2008) und das Prote´ge´-PlugIn Prompt-DIFF
(vgl. Noy and Musen, 2002), mit dem verschiedene Versionen einer Ontologie mitein-
ander verglichen werden ko¨nnen. Der Ontolingua Server(vgl. Farquhar et al., 1996), ein
webbasierter, auf der Sprache KIF aufbauender Editor, unterstu¨tzt die Analyse von
A¨nderungen oder die Definition von Modulen, die separat bearbeitet werden ko¨nnen.
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Mit dem Text-To-Onto-System (vgl. Maedche and Volz, 2001) wird die semiautomati-
sche Maintenance anhand von Textcorpora demonstriert.
Dokumentation: In den meisten Ontologieeditoren lassen sich Kommentare zu den ein-
zelnen definierten Elementen ablegen. Daru¨ber hinaus ist keine verfu¨gbare Software zur
Dokumentation von Ontologien vorhanden, die etwa unterschiedliche Versionen oder
kollaborative Aspekte der Ontologieentwicklung beru¨cksichtigt.
Insgesamt betrachtet entstammen die meisten Tools zur Ontologieentwicklung dem aka-
demischen Bereich und fokussieren dementsprechend die Behandlung interessanter Proble-
me, wa¨hrend einfachere, leicht operationalisierbare Ta¨tigkeiten, die einen wichtigen Teil
der praktischen Entwicklungsarbeit ausmachen, kaum technisch unterstu¨tzt werden. Im
Bereich der Editoren lassen sich jedoch ausgereifte, kommerzielle Systeme finden. Die Fest-
stellung der fru¨heren Studie von Ferna´ndez-Lo´pez und Go´mez-Pe´rez (vgl. Ferna´ndez-Lo´pez
and Go´mez-Pe´rez, 2002), dass keine Entwicklungsumgebungen existieren, die das ganze
Spektrum der Aktivita¨ten unterstu¨tzen, ist weiterhin gu¨ltig. Es wurde jedoch erkannt,
dass im Ontology Engineering flexible, erweiterbare Entwicklungsumgebungen notwendig
sind, die sich an die Bedu¨rfnisse der einzelnen Ontologieprojekte anpassen lassen. Dies
zeigt sich etwa an der offenen Architektur mancher Editoren, die sich wie Prote´ge´ mit
PlugIns zu verschiedenen Aufgaben erweitern lassen, an integrierten Toolkits zur Ontolo-
gieentwicklung wie IODT oder an großangelegten wissenschaftlichen Projekten, die wie das
NeOn Projekt (vgl. Mehrere Partner, 2008a) die Unterstu¨tzung aller Aspekte des Ontologie-
lebenszyklus’ als Ziel angeben und generische Software-Architekturen hierfu¨r beschreiben
(vgl. Tran et al., 2007) und implementieren (vgl. Mehrere Partner, 2008b). Bereits in vie-
len Fa¨llen ko¨nnen Editoren, Inferenzmaschinen oder Repositories miteinander interagieren,
sodass zumindest ein Kern austauschbarer, kombinierbarer Komponenten vorhanden ist.
1.3.4 Evaluation von Ontologien
Was ist eine gute Ontologie? Einer der ersten Autoren, der eine Antwort auf diese Frage
versucht hat, war Gruber (vgl. Gruber, 1995) mit seinen fu¨nf Prinzipien fu¨r das Design
von Ontologien:
• Klarheit: Die in der Ontologie enthaltene Konzeptualisierung sollte effizient kommu-
niziert werden, d.h. es sollten Erkla¨rungen und Beispiele angegeben werden, wobei
Ambiguita¨ten zu vermeiden sind; die Begriffe sollen soweit wie mo¨glich mit Hilfe
logischer Axiome spezifiziert werden.
• Koha¨renz, d.h angegebene Axiome sollen logisch konsistent sein und die Erkla¨rungen
und Beispiele durchgehend aufeinander abgestimmt (koha¨rent).
• Erweiterbarkeit: Eine Ontologie, die sich fu¨r unterschiedliche Zwecke leicht erweitern
la¨sst, trifft den richtigen Grad der Abstraktion.
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• mininimal ontological commitment: Eine Ontologie sollte ausreichend Aussagen ma-
chen, die Doma¨ne zu kodieren, zu charakterisieren und somit ungewollte Interpreta-
tionen auszuschließen. Die Aussagen u¨ber die Doma¨ne sollen aber nicht zu spezifisch
sein, sodass die Erweiterung und Wiederverwendung der Ontologie in verschiedenen
Anwendungen verhindert wird.
• minimal encoding bias: Die Konzeptualisierung der Doma¨ne sollte mo¨glichst un-
abha¨ngig sein und nicht von den Details der Formalisierung einer spezifischen Onto-
logiesprache beeinflusst werden.
Diese Kriterien eignen sich jedoch wenig als Grundlage fu¨r ein automatisiertes Verfah-
ren zur Evaluation von Ontologien, da sie sich zum Teil nur subjektiv anwenden lassen.
Die Notwendigkeit einer automatisierten Evaluation, mit der etwa der Zeitpunkt festge-
stellt werden kann, an dem von der aufwa¨ndigen Entwicklung zur einfacheren Pflege der
Ontologie u¨bergegangen werden kann, wurde in der angesprochenen Studie von Bontas und
Tempich (vgl. Bontas and Tempich, 2006) aufgezeigt. Daru¨ber hinaus sehen die meisten
Methodologien eine Evaluationsphase vor, fu¨r die aber keine allgemein anerkannte Methode
existiert.
Eine Reihe von spezifischen Methoden zur Ontologieevaluation ist bereits vorgeschlagen
worden. Ein U¨berblick findet sich bei Hartmann et al. (vgl. Hartmann et al., 2005) sowie
bei Brank et al. (vgl. Brank et al., 2005). Brank et al. (vgl. edb.) nennen vier verschiedene
prinzipielle Ansa¨tze zur Ontologie-Evaluation:
• den Vergleich der Ontologie mit einem golden standard, d.h. einer existierenden Re-
ferenzontologie,
• die indirekte Evaluation der Ontologie, die u¨ber die Evaluation einer bestimmten
Anwendung geht, in der die Ontologie verwendet wird,
• die Evaluation auf der Grundlage von Referenzdaten aus dem anvisierten Wissens-
bereich,
• schließlich die Bewertung der Ontologie durch Personen anhand vordefinierter Krite-
rien und Anforderungen.
Unabha¨ngig vom gewa¨hlten Ansatz kann die Evaluation auf verschiedenen Ebenen
stattfinden. Brank et al. (vgl. edb.) geben vier mo¨gliche Evaluationsebenen an: die le-
xikalische Ebene des von der Ontologie definierten Vokabulars, die relationale Ebene, die
taxonomische und weitere Relationen umfasst, die Ebene der Architektur bzw. des Designs,
etwa, wie gut die Ontologie erweiterbar ist, sowie die philosophische Ebene, bspw. ob das
Kriterium des minimal ontological commitment erfu¨llt ist.
Da EFGT-Netze, wie in Kap. 2 na¨her erla¨utert, fu¨r den Einsatz in Anwendungen der
natu¨rlichen Sprachverarbeitung und des Information Retrieval konzipiert sind, sind im
Rahmen dieser Arbeit die Evaluation bezu¨glich der Anwendung und die auf der Grundlage
von Daten aus dem anvisierten Wissensbereich besonders relevant.
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Die anwendungsbezogene Evaluation einer Ontologie hat die prinzipiellen Nachteile,
dass erstens der genaue Beitrag der Ontologie zur Performanz der Anwendung erst einmal
ermittelt werden muss und zweitens, dass sich die darin gewonnenen Erkenntnisse nicht
unmittelbar auf andere Anwendungen u¨bertragen lassen. Deshalb la¨sst sich mit diesem
Ansatz nicht auf die Gu¨te der Ontologie im Allgemeinen schließen. Außerdem mu¨ssten alle
Ontologien in derselben Anwendung getestet werden, wenn man ein allgemeines, nachvoll-
ziehbares Evaluationskriterium aufstellen wollte. Der Vorteil dieser Vorgehensweise liegt
darin, dass man auf Standardmaße zur Evaluation der Anwendung zuru¨ckgreifen kann.
Um die Maintenance sinnvoll umsetzen zu ko¨nnen ist es außerdem notwendig, die Ontolo-
gie im Rahmen der Anwendung fortlaufend zu evaluieren. Ein Tool, das diese Idee aufgreift
ist OntoManager (vgl. Stojanovic et al., 2003), das fu¨r Anwendungen entworfen wurde, die
Ontologien fu¨r die semantische Indexierung einer Textsammlung und fu¨r die Navigation im
Archiv einsetzen. OntoManager analysiert ein Protokoll der Interaktion der Benutzer mit
dem jeweiligen System, um Schwachstellen der Ontologie aufzudecken und automatische
A¨nderungen daran vorzuschlagen.
Die datenbezogene Evaluation wurde bisher bevorzugt auf Ontologien angewendet, die
mittels eines automatischen Verfahrens aus Daten – meistens Textsammlungen – gewonnen
wurden (ontology learning). Eine datenbezogene Evaluation la¨sst sich jedoch im Prinzip
auch bei manuell erstellten Ontologien einsetzen. Bei dieser Art der Evaluation werden un-
terschiedliche Ressourcen wie Referenzcorpora, Webseitensammlungen, Lexika oder Daten-
banken eingesetzt, die fu¨r den von der Ontologie abgedeckten Wissensbereich repra¨sentativ
sind. Hierbei muss zuna¨chst die Frage gekla¨rt werden, was repra¨sentative Daten bei der
anvisierten Doma¨ne genau sind. Die Evaluation erfolgt, indem die “U¨bereinstimmung” der
Ontologie auf einer der erwa¨hnten mo¨glichen Evaluationsebenen mit den Referenzdaten
gemessen wird. Da dazu oft Texte herangezogen werden, ist eine entsprechende vorherige
Aufbereitung no¨tig, um den Vergleich etwa auf der lexikalischen oder relationalen Ebene
durchfu¨hren zu ko¨nnen. Um den Grad der U¨bereinstimmung zu bestimmen, wird dann je
nach Ebene auf unterschiedliche Maße zuru¨ckgegriffen, die zum Teil aus anderen Bereichen
bereits bekannt sind. So wird etwa bei der Methode EvaLexon (vgl. Spyns and Reinberger,
2005) die Ontologie auf der lexikalischen Ebene mit einer bereinigten Frequenzliste aus
einem Referenzcorpus verglichen; die “U¨bereinstimmung” wird mittels der Maße precisi-
on und recall sowie accuracy und coverage gemessen, die ga¨ngig im Information Retrieval
sind. Brewster et al. (vgl. Brewster et al., 2004) setzen dagegen das sogenannte Tennis-Maß
(vgl. Stevenson, 2002) ein, das strukturelle Absta¨nde zwischen Termini in einer Taxono-
mie beru¨cksichtigt. Sie vergleichen damit die Ontologie mit hierarchisch strukturierten
Vokabular-Clustern, die aus dem Referenzcorpus extrahiert wurden, sodass in diesem An-
satz neben der lexikalischen auch die relationale Ebene bei der Evaluation miteinbezogen
wird.
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1.4 Ontologien in der Computerlinguistik und NLP
Bei der Betrachtung unterschiedlicher Arten von Ontologien in Abschnitt 1.3.1 (S. 9 ff)
wurde die Gruppe der linguistischen Ontologien zweigeteilt. Eine dieser Untergruppen bil-
den die Ontologien, die Bezug auf die Primitiva von linguistischen Theorien nehmen: Das
Vokabular dieser Art von Ontologien umfasst z.B. unterschiedliche Arten von grammati-
schen Einheiten, syntaktischen Kategorien, semantischen Rollen, morphologischen Merk-
malen, usw. Sie dienen in der Computerlinguistik und im NLP vorrangig dazu, sprachliche
Daten zu annotieren. Linguistisch annotierte Daten lassen sich wiederum dafu¨r einsetzen,
NLP-Systeme oder Komponenten zu trainieren, etwa ein Part-of-Speech-Tagger auf der
Grundlage eines syntaktisch annotierten Korpus’. Annotierte Daten ko¨nnen aber auch das
Ergebnis einer Zwischenstufe der automatischen Verarbeitung von Sprache in einem NLP-
System darstellen, etwa wenn Texte vom genannten Tagger prozessiert wurden und auf
dessen Output hin versucht wird, terminologische Ausdru¨cke aufgrund bestimmter Folgen
syntaktischer Kategorien zu identifizieren.
Wenn man von der automatischen Extraktion und Verarbeitung von Bedeutung aus
sprachlichen Daten als einem Ziel vom NLP ausgeht, ist die Verbreitung der zweiten Art
linguistischer Ontologien, der “lexikalischen”, in diesem Bereich leicht nachvollziehbar. Die-
se haben eine duale Natur (vgl. Magnini and Speranza, 2002): Sie sind einerseits lexika-
lische Ressourcen, die sprachliche Ausdru¨cke einer oder mehrerer Sprachen erfassen und
dementsprechend groß sein ko¨nnen. Andererseits wird das darin enthaltene Lexikon auf
semantische Konzepte und Relationen abgebildet, dem ontologischen Teil der Ressource.
Dadurch wird eine Verbindung zwischen der in der natu¨rlichen Sprache beobachtbaren
Ausdru¨cke mit der damit intendierten Bedeutung (Semantik) hergestellt, was den Nutzen
dieser Art von Ontologien im NLP verdeutlicht. Anwendungen von linguistischen, lexika-
lischen Ontologien sind etwa semantische Indexierung, Informationsextraktion, Disambi-
guierung. Sie werden ebenfalls in der Maschinellen U¨bersetzung eingesetzt: Linguistische
Ontologien sind als Lexikon stark sprachabha¨ngig, die semantische Schicht wird jedoch als
sprachunabha¨ngig oder doma¨nenspezifisch angesehen, sodass sie als eine Art Interlingua
zwischen Sprachen vermittelt. Ein fru¨heres Beispiel hiervon ist die Mikrokosmos-Ontologie
(vgl. Mahesh and Nirenburg, 1996). Im Projekt EuroWordNet (vgl. Vossen, 1998) wird der
semantische Aufbau des englischen WordNet als Struktur zur Alinierung anderer Versionen
in unterschiedlichen europa¨ischen Sprachen verwendet.
Linguistische, lexikalische Ontologien sind in der Regel wenig formalisiert. In Ein-
zelfa¨llen wird sogar daru¨ber diskutiert, ob es sich dabei u¨berhaupt um Ontologien handelt.
Dies ist insbesondere so fu¨r die im NLP-Bereich prominenteste, oft als Ontologie bezeich-
nete Ressource, das englische WordNet (vgl. Fellbaum, 1998). WordNet ist eine leichtge-
wichtige Ontologie, die das Vokabular des allgemeinen Englisch anhand von Sinnrelationen
wie Synonymie oder Hyponymie strukturiert. Sie wurde urspru¨nglich jedoch nicht mit Hilfe
einer Ontologiesprache explizit formalisiert, auch wenn inzwischen unterschiedliche Alter-
nativen vorgeschlagen wurden (vgl. Huang and Zhou, 2007; W3C, 2006; Ciora˘scu et al.,
2003). Die mangelnde Formalisierung lexikalischer Ontologien erkla¨rt sich hauptsa¨chlich
aus der Gro¨ße von solchen Ressourcen, die leicht mehrere tausend lexikalische Einheiten
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umfassen ko¨nnen. Weitere inha¨rente Gru¨nde fu¨r diese notgedrungen geringe oder besten-
falls nur leichtgewichtige Formalisierung ko¨nnen anhand der Kriterien von Hepp et al. (s. S.
9) zur Charakterisierung von Ontologien aufgedeckt werden: Neben der großen Anzahl der
konzeptuellen Elemente sorgen die hohe Dynamik natu¨rlicher Sprache, die große Nutzerge-
meinschaft und der hohe Grad der Subjektivita¨t dafu¨r, dass das Aufstellen eines abstrakten
Modells sehr schwierig ist und nur eine kleine Durchschnittsgro¨ße der Spezifikation eines
jeden konzeptuellen Elements zula¨sst. Bei lexikalischen Ontologien ist dementsprechend
der Aufwand fu¨r Pflege und Erhalt der Aktualita¨t hoch.
Viele der doma¨nenspezifischen Ontologien (vgl. S. 10) lassen sich als lexikalische Ontolo-
gie auffassen, die die spezifische Terminologie eines bestimmten Wissensbereichs erfassen.
Diese Ontologien weisen meistens einen ho¨heren Grad der Formalisierung und ein kom-
plexeres Modell bzw. eine komplexere Struktur auf. Aus der Sicht deren Verwendung als
NLP-Ressource ergeben sich in manchen Fa¨llen Probleme aus der Tatsache, dass das darin
enthaltene Vokabular – die spezifische Terminologie – nicht genau die tatsa¨chliche Verwen-
dung in der natu¨rlichen Sprache widerspiegelt. Der Grund dafu¨r ist das prima¨re Interesse
der Ontologieentwickler fu¨r die Modellierung des Bereichs und nicht fu¨r die Erfassung
sprachlicher Ausdru¨cke; letztere stellt ja eine zusa¨tzliche Aufgabe dar, da der sprachliche
Verweis auf ein semantisches Konzept stark variieren kann. Daru¨ber hinaus wird oft nicht
genu¨gend zwischen der (den) verschiedenen sprachlichen Bezeichnung(en) eines Konzepts
und dessen Bezeichner oder Identifikator in der Ontologie unterschieden. Ein Modell, um
diese Unterscheidung explizit zu machen, ist LexOnto (vgl. Cimiano et al., 2007), das bspw.
bei der Abbildung bestehender linguistisch orientierter, terminologischer Lexika in entspre-
chenden Doma¨nenontologien eingesetzt werden kann. LingInfo (vgl. Buitelaar et al., 2006)
ist ein weiteres Modell zur Integration linguistischer Information in Ontologien.
Eine Motivation fu¨r den Aufbau von Ontologien ist die Wiederverwendung im Rahmen
unterschiedlicher Anwendungen. In der Praxis sieht es so aus, dass eine Wiederverwen-
dung von computerlinguistischen Ressourcen nicht uneingeschra¨nkt mo¨glich ist. Das hat
mit dem enormen Aufwand bei der Erfassung lexikalischer Ausdru¨cke zu tun, sodass lingui-
stische Ontologien auch immer der natu¨rlichen Sprache nachhinken. Dies ergibt sich auch
aus der Dynamik, die durch neue Wortscho¨pfungen und Annahme von Neologismen der
Sprache innewohnt und die einer linguistischen Ontologie immer eine open world-Annahme
aufzwingt (vgl. S. 44). Oft besteht daher bei der Aufbereitung einer NLP-Ressource fu¨r
eine spezifische Anwendung eine zentrale Aufgabe darin, auf bestehende, sich erga¨nzende
Ressourcen zuru¨ckzugreifen und zu integrieren. Diesem Prozess kommen Techniken des
ontology merging und des Abgleichs linguistischer Daten zugute.
Wie bereits in Abschnitt 1.3.3 erwa¨hnt, besteht eine weitere Beziehung zwischen auto-
matischer Sprachverarbeitung und Ontologien darin, dass die Methoden, die die automa-
tische Gewinnung oder Erweiterung von Ontologien mit Hilfe textueller Daten anstreben,
oft NLP-Techniken einsetzen.
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1.5 Schlussfolgerungen und Ausblick
Nach einem kurzen U¨berblick u¨ber Ontologien wurde in diesem Kapitel vor allem auf
Methodologien zu deren Entwicklung sowie andere Aspekte des Ontology Engineering,
wie Evaluation oder einsetzbare technische Systeme, na¨her eingegangen. Dabei wurden
sowohl aktuelle wissenschaftliche Fragestellungen als auch Erkenntnisse aus der Praxis
beru¨cksichtigt. Ein mo¨glichst realistisches Bild der relevanten Aspekte, die zur Verbesse-
rung des Lebenszyklus’ einer Ontologie beitragen ko¨nnen, wurde somit umrissen.
Als Resu¨mee la¨sst sich ziehen, dass es keine feste Methodologie gibt, die in jedem Fall
erfolgversprechend ist. Vielmehr sind die verschiedenen Phasen, in die sich der Prozess der
Entwicklung einer Ontologie einteilen la¨sst, an die Anforderungen des jeweiligen Projekts
anzupassen. Bei der Betrachtung verschiedener Arten von Ontologien wurden Kriterien
diskutiert, mit denen sich ein spezifisches Ontologieprojekt charakterisieren la¨sst. Unter
den unterschiedlichen methodologischen Aspekten, die bei der Definition von Maßnahmen
zur Verbesserung eines spezifischen Entwicklungsszenarios zu beru¨cksichtigen sind, lassen
sich unter anderem hervorheben:
• Die Relevanz, die die spezifische Unterstu¨tzung verteilter und kollaborativer Szena-
rien fu¨r die Entwicklung von Ontologien hat.
• In Ermangelung allgemein einsetzbarer Evaluationsmethoden kann dennoch mit Hil-
fe einer anwendungsnahen Entwicklung der Entwicklungszustand der Ontologie ab-
gescha¨tzt und somit eine Steuerung des Entwicklungsprozesses ermo¨glicht werden.
• In vielen Fa¨llen ist es zielfu¨hrender, weniger komplexe, dafu¨r praxisna¨here Aufga-
ben zu operationalisieren, so z.B. die Vervollsta¨ndigung von Ontologien mit Hilfe
semistruktierter Daten, anstatt den Fokus auf zwar viel beachtete, jedoch noch nicht
kontrollierbare Techniken, wie etwa die Extraktion von Ontologien aus Textsamm-
lungen, zu richten.
Daru¨ber hinaus wurden spezifische Merkmale von Ontologien beschrieben, die im Be-
reich des NLP als lexikalische Ressourcen eingesetzt werden, wie deren notwendig leichtge-
wichtige Formalisierung oder der hohe Aufwand, der betrieben werden muss, um sie aktuell
zu halten. Hierfu¨r sind spezifische Methoden zu entwickeln.
Aus der Betrachtung der unterschiedlichen Methodologien la¨sst sich der Schluss zie-
hen, dass es keine klar definierte Lo¨sung gibt, mit der sich der vielzitierte Engpass der
Ontologieentwicklung, der ontology bottleneck, u¨berwinden la¨sst und die Umsetzung der
Semantic Web-Vision im vollen Umfang ermo¨glicht. Die Entwicklung und Pflege von On-
tologien und Wissensressourcen im allgemeinen ist vergleichbar mit der Entwicklung und
Wiederverwendung von Software-Komponenten: Neuentwicklungen und Anpassungen wer-
den bis auf weiteres no¨tig bleiben. A¨hnlich hat sich der Traum der Ku¨nstlichen Intelligenz
von allgemein verfu¨gbaren, wiederverwendbaren Komponenten, die sich zu immer gro¨ßeren
Systemen zusammenfu¨gen lassen, bis jetzt nicht im urspru¨nglich angedachten Ausmaß be-
wahrheitet.
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Im na¨chsten Kapitel wird auf EFGT-Netze eingegangen, eine bestimmte Art leichtge-
wichtiger, lexikalischer Ontologien mit einem eigenen Formalismus. Nachdem die spezifische
Vorgehensweise und vorhandene Infrastruktur zur Entwicklung von EFGT-Netzen darin
beschrieben wird, werden in den darauffolgenden Kapiteln unterschiedliche Maßnahmen




Das allgemeine Ziel der vorliegenden Arbeit ist einen Beitrag zu leisten, um den Aufbau
und die Pflege von EFGT-Netzen effizienter zu gestalten. Dieses allgemeine Ziel hat zwei
Aspekte, na¨mlich einen methodologischen und einen technischen. Aus der methodologi-
schen Perspektive geht es darum, besonders aufwa¨ndige Schritte im Lebenszyklus eines
EFGT-Netzes zu identifizieren und Vorschla¨ge zu machen, die die mit diesen Schritten
verbundene Arbeit erleichtern. Aus der technischen Perspektive ist das Ziel, die Anforde-
rungen, die methodologisch entstehen, durch Konzeption und Realisierung verschiedener
technischer Maßnahmen zu unterstu¨tzen.
In diesem Kapitel werden EFGT-Netze zuna¨chst als Formalismus sowie als real existie-
rende Wissensressourcen vorgestellt. Der zweite Teil des Kapitels beschreibt am Beispiel
einer realisierten Wissensressource, des CoGE-Netzes, die konkrete Vorgehensweise, die
beim Aufbau von EFGT-Netzen verfolgt wurde. Diese Betrachtung vom Lebenszyklus eines
EFGT-Netzes dient als Grundlage, technische Ziele zu identifizieren, die im weiteren Ver-
lauf der Arbeit umgesetzt werden und den Lebenszyklus von EFGT-Netzen unterstu¨tzen.
Alle Arbeiten rund um den EFGT-Formalismus und realisierte EFGT-Netze wurden
am Centrum fu¨r Information- und Sprachverarbeitung der LMU Mu¨nchen durchgefu¨hrt.
Grundlegende Literaturreferenzen zu diesem Kapitel sind Schulz and Weigel, 2003; Brunner
et al., 2006; Weigel et al., 2006; Brunner, 2008.
2.1 U¨berblick u¨ber EFGT-Netze
2.1.1 Motivation
Die urspru¨ngliche Motivation fu¨r die Entwicklung von EFGT-Netzen ist eine grundlegen-
de computerlinguistische Einsicht: Die zentrale Rolle von named entities fu¨r die Einordung
der Thematik und die Bestimmung des Inhalts eines Dokuments. Named entities oder auch
benannte Entita¨ten wie etwa Mario Vargas Llosa, Springer-Verlag, Schwabmu¨nchen oder
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Handbuch der Ontologien sind Ausdru¨cke der natu¨rlichen Sprache, die den allgemeinen
Wortschatz einer Sprache erweitern und dazu benutzt werden, auf einen Begriff zu verwei-
sen, das als Individuum spezieller Natur (Mensch, Ort, Buch, Organisation, usw.) aufgefasst
wird. Wichtig dabei ist, das es sich bei dem Ausdruck nicht um die allgemeinsprachliche Be-
schreibung der Entita¨t handelt. So ist der Ausdruck die von Henry Ford 1903 gegru¨ndete
Firma also keine benannte Entita¨t, Ford oder Ford Motor Company jedoch schon, auch
wenn sie alle dieselbe Entita¨t bezeichnen. Benannte Entita¨ten sind typischerweise Namen
wie Eigennamen und auch Namen, mit denen auf Objekte der Natur verwiesen wird, wie
biologische Spezies und Substanzen.
Benannte Entita¨ten kommen in Texten ha¨ufig vor und bringen einen reichhaltigen se-
mantischen Hintergrund in den Text ein, da der Leser sie mit einer bestimmten Thematik
assoziert und in Beziehung zu anderen benannten Entita¨ten setzt, d.h. etwas u¨ber sie weiß.
Diese Hintergrundinformation ist eine Voraussetzung fu¨r die thematische Einordnung und
das Versta¨ndnis des Textes, sodass die in einem Text vorkommenden benannten Entita¨ten
eine Art semantischen Fingerabdrucks des Inhalts bilden.
Um sich diese Einsicht bei der maschinellen Textanalyse und der computerlinguistischen
Informationsverarbeitung zunutze zu machen, muss die semantische Information, die mit
benannten Entita¨ten assoziert wird, explizit und maschinell verarbeitbar gemacht werden.
Das ist das Ziel eines EFGT-Netzes, wobei der Fokus auf bestimmte Arten von seman-
tischen Informationen gelegt wird. Ein EFGT-Netz ist eine Wissensressource, die einen
temporal, geographisch und thematisch strukturieren Raum bietet, in denen benannte En-
tita¨ten eingeordnet und dadurch explizit in Beziehung zu anderen Entita¨ten gesetzt werden
ko¨nnen.
Dieser Raum bildet ein logisches Modell von prominenten Entita¨ten der Welt und zu-
gleich einen Navigationsraum, in der Entita¨ten in einer thematisch-geographisch-temporalen
Hierarchie eingeordnet sind. Die Knoten in dieser Hierarchie, sogenannte Konzepte, stellen
die benannten Entita¨ten sowie weitere temporale, geographische und thematische Begriffe
dar, die damit verbunden sind und die Hierarchie gliedern. Pfade in dieser Hierarchie kann
man mit Assoziationsketten identifizieren, die, beginnend bei einem Konzept zu weiteren
“verwandten” fu¨hren. Zwei u¨ber einen solchen Pfad verbundene Konzepte werden dadurch
im Netz explizit in Beziehung gesetzt. Charakteristisch ist hier, dass man zu einem Konzept
u¨ber unterschiedliche Ketten gelangen kann.
Das logische Modell eines EFGT-Netzes wird durch eine linguistische Ebene erga¨nzt, die
unterschiedliche Namen und Ausdru¨cke erfasst, mit denen in der natu¨rlichen Sprache auf
einzelne Konzepte verwiesen wird. Sie dient dazu, durch Erkennung dieser Ausdru¨cke das
Netz in zu verarbeitenden Texten zu verankern. Auf diesen beiden Ebenen, der logischen
und der linguistischen, zeigt sich der hybride Charakter des EFGT-Netzes, das sich als
linguistische Ontologie auffassen la¨sst.
In den folgenden Abschnitten wird der Formalismus, der zum Aufbau von EFGT-Netzen
verwendet wird, kurz vorgestellt sowie die Architektur und technische Infrastruktur, die
den physischen Aufbau des Netzes ermo¨glichen. Anschließend werden eine spezielle, als
EFGT-Netz realisierte Wissensressource, das sogenannte CoGE-Netz, und intendierte An-
wendungen beschrieben.
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Die Vorgehensweise oder das Ontology Engineering von EFGT-Netzen ist das Thema
des zweiten Teils des Kapitels.
2.1.2 Der EFGT-Formalismus
Die Designkriterien, die bei der Entwicklung des EFGT-Formalismus’ verfolgt wurden,
sind bei Schulz und Weigel (vgl. Schulz and Weigel, 2003) ausfu¨hrlich beschrieben. Eine
Grundmotivation war dabei der Entwurf einer Systematik – a¨hnlich den Klassifikations-
systematiken aus dem Bibliothekswesen wie etwa Universal Decimal Classification (vgl.
UDC Consortium, 2008), mit der Eintra¨ge einer Wissensressource mittels der Definition
von Identifikatoren in ein abstraktes Ordnungsschema positioniert werden ko¨nnen. Im Fall
eines EFGT-Netzes entspricht das Ordnungsschema einem gerichteten, azyklischen Gra-
phen1. Die Knoten dieses Graphen stellen dabei die Eintra¨ge der Wissensressource dar,
die Kanten des Graphen entsprechen Relationen zwischen den jeweiligen Knoten bzw. Ein-
tra¨gen.
Eine weiteres Designkriterium war, dass die Systematik typisiert sein sollte, d.h. sie
sollte Typen zur Verfu¨gung stellen, die die grundlegenden Klassen von Eintra¨gen zusam-
menfassen. Der Name EFGT-Formalismus verweist auf die grundlegenden Klassen von Ein-
tra¨gen, die im Formalismus unterschieden werden. Im Einzelnen sind das entita¨tsspezifische
Eintra¨ge (E), thematische Eintra¨ge oder auch thematic Fields (F), geographische (G) und
temporale (T) Eintra¨ge. Neben der Unterscheidung nach dem grundlegenden Charakter
des Eintrags wird zusa¨tzlich differenziert, ob das Konzpet sich als Menge von Entita¨ten
interpretieren la¨sst (z.B. Gewa¨sser) oder als einzelne Entita¨t (z.B. der Lech). Dadurch
ergeben sich folgende Typen fu¨r die verschiedenen Konzepte:
E,e: Der Typ E bezeichnet eine Menge von Entita¨ten – etwa Komponisten – wa¨hrend Typ
e fu¨r einzelne Entita¨ten verwendet wird, z.B. J. S. Bach.
F: Typ F wird fu¨r Eintra¨ge verwendet, die explizit ein Themengebiet (thematic F ield)
bezeichnen, etwa Quantenphysik. Da jedes Themengebiet gleichzeitig als eine Menge von
Themengebieten aufgefasst werden kann, ist der Typ f nicht im Formalismus definiert.
G,g: Typ G wird fu¨r Konzepte verwendet, die geographische Sammelbegriffe darstellen
und keinen Bezug auf eine konkrete geographische Position haben, wie etwa Gebirge
oder Wu¨sten. Typ g wird fu¨r individuelle geographische, auf Karten vorkommenden
Gebiete verwendet, z.B. die Alpen oder Sahara.
T,t: Mengen temporaler Zeitra¨ume wie Erdzeitalter oder Kunstepochen erhalten im For-
malismus den Typ T, wa¨hrend t ein individuelles temporales Intervall wie z.B. das
Kambrium oder der 11. September 2001 kennzeichnet.
Die Identifikatoren von Eintra¨gen im EFGT-Formalismus, ID-Strings genannt, enthal-
ten zum einen einen der beschriebenen Typen fu¨r den jeweiligen Eintrag. Zum anderen
1Im Folgenden DAG nach der englischen Bezeichnung: directed acyclic graph
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kodiert der ID-String die Beziehungen zu anderen Eintra¨gen im EFGT-Netz. In diesem
Sinne sind ID-Strings beschreibend und spiegeln den temporalen, geographischen und the-
matischen Gehalt des Konzepts wider. Mit Kodierung wird in der vorliegenden Arbeit
das “Beschreiben” eines Eintrags durch Angabe eines ID-Strings bezeichnet. Durch die
Kodierung eines Eintrags werden implizit die Vorfahrensbeziehungen eines Konzeptes zu
anderen in der Wissensressource spezifiziert und dadurch das Konzept im EFGT-Graphen
positioniert.
Das Spezifizieren eines ID-Strings erfolgt entsprechend einer wohldefinierten Gram-
matik, die angibt, welche syntaktischen Operatoren zur Bildung neuer ID-Strings zur
Verfu¨gung stehen. Im Rahmen der Geschichte des EFGT-Formalismus’ hat diese Gram-
matik verschiedene Varianten gekannt (vgl. Schulz and Weigel, 2003; Brunner et al., 2006;
Weigel et al., 2006). Hier wird Bezug auf die Variante genommen, die beim Aufbau des
CoGE-Netzes verwendet wurde und in Abbildung 2.1 dargestellt ist.
IDString ::= ( ) | (Typ IDString . Index ) | ( IDString( & IDString)+ )
Typ ::= e | E | F | g | G | t | T
Index ::= Ziffer ( 0 | Ziffer )∗
Ziffer ::= ( 1 | . . . | 9 )
Abbildung 2.1: Syntax der ID-String-Identifikatoren
Alle ID-Strings bauen auf dem leeren Identifikator ( ) auf. Dieser Identifikator ist
immer definiert und bezeichnet den (einzigen) Wurzelknoten des EFGT-Netzes, den so-
genannten Topnode, der das allgemeinste, alle anderen Konzepte umfassende Thema des
Netzes darstellt. Ausgehend vom leeren Identifikator stehen zwei Operatoren, na¨mlich die
lokale Einfu¨hrung und die & -Summe, zur Verfu¨gung, mit Hilfe derer neue Identifikatoren
erzeugt werden ko¨nnen.
Lokale Einfu¨hrung: Die lokale Einfu¨hrung entspricht der zweiten Alternative der Regel
fu¨r IDString und erfolgt, in dem ein ID-String φ mit einem Typ τ aus Typ und einem Index
n (einer natu¨rlichen Zahl) zum neuen ID-String ( τφ.n ) erga¨nzt wird. Die Semantik der
lokalen Einfu¨hrung ist, dass das Konzept, dem der neue ID-String ( τφ.n ) zugewiesen
wird, definiert wird als das n-te Unterthema oder Verfeinerung vom Typ τ des Konzeptes,
das mit φ korrespondiert. Der Index n dient also lediglich dazu, mehrere Unterthemen eines
Konzeptes vom selben Typ voneinander zu unterscheiden. Beispielsweise ko¨nnte man den
Begriff Sta¨dte der Welt als geographischen Sammelbergiff direkt unter den Topnode mit-
tels des Identifikators (G().1) in das Netz einfu¨hren und analog Flu¨sse mit dem ID-String
(G().2). Oslo la¨sst sich dann so unter dem Konzept Sta¨dte der Welt mit dem ID-String
(g(G().1).1) lokal einfu¨hren, Stockholm als (g(G().1).2). Probleme der Sta¨dte kann
ebenfalls als Unterthema von Sta¨dte der Welt der Identifikator (F(G().1).1) zugewiesen
werden. Ein Typenwechsel innerhalb einer Reihe von verschachtelten lokalen Einfu¨hrungen
ist erlaubt. Einen Eindruck u¨ber die Mo¨glichkeiten der Beziehung zwischen Basis- und Un-
terthema bei unterschiedlichen Typenkombinationen vermittelt Brunner (Brunner, 2008,
S. 34).
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& -Summe: Die & -Summe, die dritte alternative Regel fu¨r IDString, besteht darin, eine
beliebige Zahl von ID-Strings mittels des Operators & – gelesen: und – zu einem neuen
Identifikator (φ1 &φ2 & . . . &φn ) kommutativ zu verbinden. Die φi der so gebildeten Sum-
me werden in der Folge Summanden oder Komponenten genannt. Semantisch betrachtet
ist die Summe (φ1 &φ2 & . . . &φn ) als ein Konzept aufzufassen, das die Schnittmenge der
Konzepte darstellt, die mit den Summanden φ1 bis φn korrespondieren. In der Topologie
des Netzes wird dabei jede Komponente zu einem u¨bergeordneten Konzept des neuen. Bei-
spielsweise ko¨nnte man das Konzept Personen der Politik als Summe oder “Verundung”
der Konzepte Personen (z.B. (E().1)) und Politik (z.B. (F().1)) auffassen und ihm den
ID-String ((E().1)&(F().1)) geben. Formal gesehen haben & -Summen, deren Kompo-
nenten desselben Typs sind, denselben Typ wie die Komponenten. In den anderen Fa¨llen
entscheiden Regeln u¨ber den Typ des Identifikators. So ist Personen der Politik vom Typ
E , weil dieser Typ “sta¨rker” ist als F . F ist “sta¨rker” als die restlichen Typen: Die Summe
von USA (vom Typ g ) und Wirtschaftspolitik (vom Typ F ) ist wiederum vom Typ F . F
ist ebenfalls der Default-Typ bei anderen Typkombinationen.
Um die Notation der ID-Strings zu vereinfachen und die Lesbarkeit zu erho¨hen, wurden
Schreibkonventionen eingefu¨hrt. Beispielsweise kann in einem ID-String der Identifikator
fu¨r den Topnode weggelassen werden, sodass z.B. (G().1) auch (G.1) geschrieben werden
kann. Ebenfalls ko¨nnen sukzessive lokale Einfu¨hrungen desselben Typs abgeku¨rzt werden:
(E(((F(F(F().1).3).2).1) wird vereinfacht (E(F.1.3.2).1) geschrieben.
Aus einer Menge von ID-Strings, die nach den vorangehenden Regeln aufgebaut wur-
den, la¨sst sich die Struktur des EFGT-Netzes berechnen. Aus der formalen Semantik der
ID-Strings (vgl. Brunner et al., 2006) ergibt sich die Tatsache, dass das Netz mathematisch
betrachtet einem DAG mit einem einzigen Wurzelknoten, dem Topnode, entspricht. Die
Knoten des DAG korrespondieren mit den Eintra¨gen/ Konzepten der Wissensressource; die
Kanten im DAG, die jeweils zwei Knoten verbinden, stellen die Elternteil-Kind-Relation
dar, wobei das Elternteil das “allgemeinere” Konzept mit dem ku¨rzeren ID-String des Paars
darstellt. Die Kanten sind gerichtet und zeigen vom Kind auf das Elternteil. Desweiteren ist
die Vorfahre-Nachfahre-Relation als der transitive Abschluss der Elternteil-Kind-Relation
definiert. Demnach stellt der Topnode das allgemeinste Konzept oder Vorfahre aller Kon-
zepte des EFGT-Netzes dar. Die Berechnung der beiden Relationen erfolgt mit einem
EFGT-Kalku¨l, das von Brunner et al. (vgl. Brunner et al., 2006) und Brunner (Brunner,
2008, S. 36 ff) ausfu¨hrlich beschrieben wird. Hierfu¨r mu¨ssen die ID-Strings wegen der Kom-
mutativita¨t der & -Summe und der Notationskonventionen zuna¨chst in eine Normalform
gebracht werden (Brunner, 2008, S. 32 ff). Ein Merkmal des EFGT-Kalku¨ls ist, dass sowohl
die globale Berechnung der Netzstruktur fu¨r eine gegebene Menge von ID-Strings als auch
das Hinzufu¨gen einzelner Knoten zu einem bestehenden Netz durch die Definition neuer
Identifikatoren sehr performant implementiert werden kann, so dass große2 EFGT-Netze
aufgespannt werden ko¨nnen.
ID-Strings dienen dazu, Eintra¨ge der EFGT-Wissensressource im abstrakten Raum des
EFGT-Netzes zu positionieren. Aber wie sehen diese Eintra¨ge aus? Neben dem zugeho¨rigen
2Bisher liegen Erfahrungen mit EFGT-Netzen mit 105 Knoten vor.
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ID-String wird ein Konzept in der Wissensressource mit einer linguistischen Repra¨sentation
und zusa¨tzlichen optionalen Attributen gespeichert. Die linguistische Repra¨sentation um-
fasst einen natursprachlichen Namen fu¨r das Konzept sowie eine Reihe von Ausdru¨cken,
die in der natu¨rlichen Sprache auf das durch den Eintrag repra¨sentierte Konzept verweisen.
Jede Angabe der linguistischen Repra¨sentation hat drei Eigenschaften:
Annotationsrolle: Jeder Ausdruck hat eine bestimmte Beziehung zu dem Konzept: Er
kann der Name des Konzepts sein, oder ein synonym verwendeter Ausdruck, ein Kom-
mentar zum Konzept, usw. Diese Beziehung wird mit der Annotationsrolle spezifiziert.
Sprache: Hierbei handelt es sich um die natu¨rliche Sprache, der der Ausdruck angeho¨rt.
Linguistischer Typ: Der linguistische Typ gibt die morphosyntaktische Wortart des
Ausdrucks an, wie etwa Nominalphrase, Nomen, Eigennamen, Adjektiv, Text (fu¨r Kom-
mentare), usw.
Optionale Attribute werden verwendet, um zusa¨tzliche Informationen u¨ber das Konezpt
zu speichern. Jedes optionale Attribut hat neben dem Wert zwei Eigenschaften:
Annotationsrolle: Die Annotationsrolle von optionalen Attributen ko¨nnen sehr unter-
schiedlich sein: Biographie-Link, Einwohnerzahl, Geburtsjahr, Homepage, usw.
Datentyp: Beim Wert des Attributs kann es sich um einen String, eine natu¨rliche Zahl,
eine URL, usw. handeln.
Ein Beispiel fu¨r einen Eintrag ist in Abb. 2.3 dargestellt.
Als Schlussbild fu¨r die Beschreibung des EFGT-Formalismus’ sei das EFGT-Netz als
aufgespanntes Fraktal betrachtet (Brunner, 2008, S. 127-128):
Im Netz kann man die einem bestimmten Eintrag unmittelbar untergeordneten Knoten
nach den im Formalismus definierten Grundtypen in Mengen zusammenfassen. D.h. unter
jedem Konzept im Netz ko¨nnen maximal sieben verschiedene Arten von Eintra¨gen vorhan-
den sein. Wa¨hlt man wiederum einen bestimmten Eintrag aus einer dieser Mengen aus,
so kann man unter diesen potenziell dieselbe Struktur vorfinden, in der der Eintrag selbst
enthalten ist. Diese sich beliebig oft fortsetzende Wiederholung einer Struktur innerhalb
eines Elements der gleichen Struktur kann man mit einem Fraktal identifizieren.
2.1.3 Technik
Die Implementierung des EFGT-Formalismus’ und der Infrastruktur zur Speicherung und
Entwicklung von EFGT-Netzen beschreibt Brunner (vgl. Brunner, 2008) im Detail. Zum
Versta¨ndnis sei hier die Architektur des EFGT-Netz-Systems kurz wiedergegeben. Es han-
delt sich hierbei um eine verteilte, sogenanntemulti-tier-Architektur, in der folgende Schich-
ten realisiert sind:
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Datenbank-Server und Calculus-Server: Die beiden Module Datenbank-Server und
Calculus-Server bilden das Herzstu¨ck des EFGT-Netz-Systems. Alle mit einem EFGT-
Netz verbundenen Daten (Eintra¨ge, ID-Strings, abgeleitete Relationen des EFGT-Netzes,
usw.) werden persistent im Datenbank-Server abgespeichert. Der Datenbank-Server ver-
waltet ebenfalls die Berechtigungen fu¨r den Zugriff auf das jeweilige EFGT-Netz. Der
Calculus-Server ist eine algorithmische Komponente, die alle Operationen betreffend
der Struktur des EFGT-Netzes u¨bernimmt, wie die Berechnung der globalen Struktur
und das Lo¨schen und Hinzufu¨gen neuer Eintra¨ge. Der Calculus-Server interagiert mit
dem Datenbank-Server u¨ber eine native Schnittstelle des letzteren.
Das EFGT-Netz-Interface: Diese Komponente stellt alle ha¨ufig beno¨tigten Vorga¨nge
als Operationen bereit, mit denen auf die vorangehende Schicht zugegriffen und so-
mit mit der Wissensressource interagiert werden kann. Beispielsweise kann u¨ber diese
Schnittstelle der Administrator des EFGT-Netz-Systems in einer UNIX-Shell Wartungs-
arbeiten durchfu¨hren. Fu¨r den Zugriff externer Programme steht diese Schnittstelle
sowohl in einer Skriptsprache (Perl) als auch als XML-Dialekt zur Verfu¨gung – das
sogenannte XNet-Interface.
Der Web- und der Socket-Server: Die Wissensressource ist u¨ber diese Module, die
auf dem EFGT-Netz-Interface aufbaut, u¨ber das Internet erreichbar. Der Socket-Server
bietet fremden Applikationen eine Mo¨glichkeit, per SOAP und XML das EFGT-Netz-
Interface anzusprechen und dadurch, die Ressource einzubinden. Der Webserver dient
dazu, Client-Anwendungen, die einen Zugriff auf das EFGT-Netz-Interface beno¨tigen,
im Internet bereitzustellen. Ein Beispiel hiervon ist die Webanwendung, die das Navi-
gieren in der Struktur sowie das Editieren eines Netzes ermo¨glicht und Teil der Infra-
struktur des Ontologieentwicklers ist (s. Abschnitt 2.2.2, S. 45 ff).
Die im Rahmen dieser Dissertation entwickelten Programme bauen auf dieser Archi-
tektur auf, sodass im Laufe der Arbeit Bezug auf obige Komponenten genommen wird und
ggf. weitere Details besprochen werden.
2.1.4 Das CoGE-Netz
Das CoGE-Netz ist ein Beispiel einer nach dem EFGT-Formalismus realisierten Wissensres-
source und wird von Brunner (Brunner, 2008, Kap. 8) ausfu¨hrlich beschrieben. Das Akro-
nym steht in diesem Fall fu¨rCommonGeneral Education und bezieht sich auf den Wissens-
bereich, der von diesem speziellen EFGT-Netz abgedeckt werden soll: Das breite Spektrum
der Allgemeinbildung oder anders ausgedru¨ckt, allgemeines, enzyklopa¨disches Wissen. Als
Referenz dienen aktuelle Ausgaben deutscher Printmedien aus dem Internet.
Das CoGE-Netz hatte zu Beginn der vorliegenden Arbeit rund 60.000 Konzepte. Die
unmittelbar unter dem Topnode ha¨ngenden Konzepte, die sogenannten Topkategorien,
ko¨nnen nach deren verschiedenen Typen betrachtet werden. Die meisten der Topkategorien
stellen thematische Gebiete dar und haben den Typ F. Diese sind in Tabelle 2.1 aufgefu¨hrt.
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1. Politik 8. Bildung, Erziehung und Ausbildung
2. Wirtschaft 9. Sport
3. Finanzen 10. Religion und Weltanschauung
4. Recht und Justiz 11. Freizeit, Abenteuer, Lifestyle,
5. Wissenschaft und Technik Unterhaltung, Hobby
6. Kunst, Kultur, Musik 12. Gesundheit
7. Medien, Information und Kommunikation 13. Zivilisation, Mensch, Natur und Umwelt
Tabelle 2.1: Thematische Topkategorien des CoGE-Netzes
Den Einstieg in die zeitliche Achse bildet die Topkategorie des Typs T zeitliche Gliede-
rung/Geschichte. Die geographische Teilhierarchie wird u¨ber die einzige Topkategorie des
Typs G, Welt und geographische Gliederung erreicht. Drei Topkategorien stellen Klassen
von Entita¨ten dar (Typ E): Personen, Ereignisse und Organisationen, Institutionen und
Einrichtungen.
Von der linguistischen Perspekive her ist das CoGE-Netz multilingual angelegt, wobei
die Hauptsprache Deutsch ist. Die linguistische Repra¨sentation der Konzepte ist eben-
falls in dieser Sprache am reichsten. 80% der Konzepte haben außerdem eine linguistische
Repra¨sentation fu¨r das Englische, sowie jeweils 30% der Konzepte haben linguistische An-
gaben auf Franzo¨sisch und Bulgarisch.
Die Erfahrungen, die beim Aufbau des CoGE-Netzes gesammelt wurden, bilden den
Ausgangspunkt bei der Definition von Zielen fu¨r diese Dissertation. Auf diese Erfahrungen
wird im zweiten Teil des Kapitels eingegangen.
2.1.5 Anwendungen
Die Hauptmotivation fu¨r die Entwicklung des EFGT-Formalismus’ und den Aufbau eines
EFGT-Netzes ist, eine grundlegende Wissensressource wie das CoGE-Netz fu¨r vielfa¨ltige
Anwendungen der computerlinguistischen Textanalyse und Verarbeitung anzulegen. Schulz
und Weigel (vgl. Schulz and Weigel, 2003) und Brunner (vgl. Brunner, 2008) nennen eine
Reihe denkbarer Anwendungen. Exemplarisch seien hier folgende erwa¨hnt:
Semantische Suche auf Dokumentenarchiven: Bei der Implementierung einer Such-
anwendung auf Dokumentensammlungen kann das EFGT-Netz dafu¨r eingesetzt werden,
bei der Vorbearbeitung der Texte wichtige semantische Zusammenha¨nge zu erkennen.
Werden Anfragen auf der Grundlage von Konzepten des Netzes formuliert, so lassen
sich bei der Bestimmung der zu einer spezifischen Anfrage relevanten Dokumentenmen-
ge die vorab ermittelten semantischen Zusammenha¨nge heranziehen. Dies stellt eine
Alternative zur klassischen, stichwortbasierten Volltextsuche dar.
Informationsextraktion: Bei der Extraktion und Formalisierung von Information aus
natursprachlichen Daten kann ein EFGT-Netz sehr nu¨tzlich sein, etwa bei der Erken-
nung von relevanten Entita¨ten sowie bei der Bereitstellung von temporalen und geogra-
phischen Zusammenha¨ngen zur Disambiguierung von gefundenen Daten, usw.
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Semantisches Tagging von Dokumenten: Unter semantischem Tagging wird die An-
notation von Textdokumenten mit semantischen Informationen verstanden, z.B. mit
einer vordefinierten Kategorie, mit im Text enthaltenen, besonders wichtigen Begriffen
oder im Allgemeinen mit Informationen, die vom Inhalt des Dokuments abha¨ngen. Mit
Hilfe eines EFGT-Netzes ko¨nnen im Dokument linguistisch repra¨sentierte Konzepte er-
kannt und als Grundlage zur Ermittlung semantischer Tags, wie eines Themas, fu¨r das
Dokument verwendet werden.
2.2 Ontology Engineering fu¨r EFGT-Netze
Nachdem die Grundzu¨ge des EFGT-Formalismus’ und die Motivationen fu¨r die Entwick-
lung von EFGT-Formalismen vorgestellt wurden, bescha¨ftigt sich dieser Abschnitt mit dem
Aufbau von EFGT-Netzen. Vor dem Hintergrund der konkreten Vorgehensweise beim Auf-
bau des CoGE-Netzes und der dabei gesammelten Erfahrungen werden dann im na¨chsten
Schritt Ziele fu¨r die vorliegende Arbeit definiert.
Zuna¨chst wird das CoGE-Netz als Ontologie-Entwicklungsprojekt charakterisiert, um
anschließend die Vorgehensweise und die Infrastruktur zu beschreiben, mit denen dieses
Projekt umgesetzt wird.
2.2.1 Das CoGE-Netz als Ontologieprojekt
Eine Charakterisierung des CoGE-Netzes als Ontologieprojekt la¨sst sich anhand der sechs
Parameter von Hepp et al. (s. S. 9) bewerkstelligen.
Das CoGE-Netz ist an eine große Nutzergemeinschaft adressiert, da ein breites Spek-
trum der Allgemeinbildung abgedeckt werden soll und dadurch alle Nutzer angesprochen
werden, die Anwendungen in diesem “Wissensbereich” benutzen.
Bezu¨glich seiner Ausdruckssta¨rke ist der EFGT-Formalismus in den ersten Stufen der
Semantischen Treppe (s. S. 5) einzuordnen. Im Gegensatz zu den meisten leichtgewich-
tigen Ontologien, die oft mit Formalismen und Sprachen implementiert werden, die ur-
spru¨nglich fu¨r andere Zwecke als die Kodierung von Ontologien entworfen wurden, beruhen
EFGT-Netze auf der ID-String-Systematik. Diese kodiert Beziehungen und Eigenschaften
von Konzepten explizit und kann daher als “echte” Ontologiesprache betrachtet werden.
Der Formalismus ermo¨glicht zum einen eine explizite Typisierung der Konzepte nach dem
EFGT-Prinzip, zum anderen die Definition zweier Relationen, na¨mlich die Nachfahre- und
die Kind- oder direkte Nachfahre-Relation, die mit Hilfe des & -Operators und der lokale
Einfu¨hrung kodiert werden. Wa¨hrend die Nachfahrerelation im Allgemeinen sich zufrieden-
stellend als thematische Assoziation zweier Konzepte interpretieren la¨sst, wirkt die direkte
Elternteil-Kind-Relation semantisch betrachtet u¨berladen. Dies wird bei der Betrachtung
verschiedener thematischer Bereiche und Typkombinationen der in Beziehung stehenden
Konzepte deutlich: Mal ist das Kind als Element der durch den unmittelbaren Vorfahren
ausgedru¨ckten Menge zu lesen, mal la¨sst sich das Elternteilkonzept als bestimmtes Attri-
but des Kindkonzeptes auffassen – etwa der Beruf einer bestimmten Person –, usw.. Der
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Formalismus bietet jedoch andere Modellierungsmittel, die nicht in allen leichtgewichtigen
Formalismen eine Selbstversta¨ndlichkeit sind. So ko¨nnen Konzepte mehrere Eltern haben,
d.h. die durch den Formalismus kodierte Struktur hat einen beliebigen Verzweigungsgrad.
Außerdem stellt diese Struktur einen wohlfundierten Navigationsraum beliebiger Tiefe dar.
Wie bereits erwa¨hnt, ist die Ausdruckssta¨rke des EFGT-Formalismus’ eine bewusste Wahl,
mit der sich selbst in Ermangelung eines pra¨zisen semantischen Modells thematische Asso-
ziationsketten in vielen Bereichen modellieren lassen. Ein Vergleich mit Beschreibungslo-
giken und anderen Ontologieformalismen ist bei Brunner et al. (vgl. Brunner et al., 2006)
zu finden.
Auf der konzeptuellen Ebene ist beim CoGE-Netz eine hohe Dynamik zu erwarten. Da
das Ziel ist, ein mo¨glichst breites Spektrum an Allgemeinwissen zu erfassen, mu¨ssen fort-
laufend technische Neuerungen, sich ergebende Ereignisse, neue Personen des o¨ffentlichen
Interesses, aktuelle Themen, A¨nderungen, usw. beru¨cksichtigt werden. Das zwingt dem
Netz eine open world assumption auf: Es ist nicht davon auszugehen, dass alle existie-
renden Konzepte und Entita¨ten im Netz erfasst sind. Eine hohe Dynamik schra¨nkt auch
den Grad der Detailliertheit ein, mit der die Kodierung der einzelnen Elemente stattfin-
den kann. In einem feingranularen semantischen Modell ko¨nnen Vera¨nderungen sehr leicht
Konflikte hervorrufen und es ist unwahrscheinlich, dass die Ontolgoie monoton wachsen
kann. Die erwartete Dynamik la¨sst selbst bei einer geringen Detailliertheit einen hohen
Wartungsaufwand voraussagen, um die Ontologie aktuell zu halten.
Wegen des breit angelegten Spektrums und des holistischen Ansatzes des CoGE-Netzes
ist auf der konzeptuellen Ebene ebenfalls von einer sehr großen Anzahl von Elementen
auszugehen. In dieser Hinsicht ist die Skalierbarkeit der dem EFGT-Formalismus zugrunde
liegenden Deduktionsmechanismen ein deutlicher Vorteil. Die große Anzahl der Elemente
kann trotz des gerichteten Navigationsraumes zu Orientierungsproblemen bei den Benut-
zern und Problemen bei der Visualisierung des Netzes fu¨hren. Ein anderer Aspekt ist die
Akzeptanz der Ontologie: Auch wenn in der Regel kleine Ontologien schneller von Nut-
zerkreisen angenommen werden, kann die Gro¨ße eventuell dadurch kompensiert werden,
dass die einzelnen Eintra¨ge jeder fu¨r sich genommen gerade wegen seiner semantisch wenig
differenzierenden Modellierung akzeptabel wirken.
In dieser Hinsicht begu¨nstigt ebenfalls die begrenzte Spezifikationsgro¨ße der konzep-
tuellen Elemente, die im Durchschnitt zwischen zwei und drei Komponenten betra¨gt, die
Bildung von Konsens und es kann verworfen werden, dass sie zum maßgeblichen Faktor
fu¨r den Kodierungsaufwand wird.
Der Grad der Subjektivita¨t der Konzeptualisierung ist gerade bei allgemeinen The-
men wie etwa Politik oder Wirtschaft als hoch einzustufen, auch wenn sicherlich Bereiche
vom CoGE-Netz abgedeckt werden, bei denen sich eine allgemein geteilte Konzeptualisie-
rung leichter finden la¨sst, wie etwa im geographischen oder temporalen Bereich. In den
Bereichen, in denen die Konzeptualisierung subjektiv ist, ist davon auszugehen, dass eine
leichtgewichtige semantische Modellierung leichter angenommen wird.
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2.2.2 Technische Infrastruktur fu¨r den Ontologie-Entwickler
Brunner ermittelt in seiner Doktorarbeit (vgl. Brunner, 2008), in deren Rahmen die grund-
legende technische Infrastruktur fu¨r Aufbau, Pflege und Anwendung von EFGT-Netzen
implementiert wurde, die von der Rolle des Netzentwicklers gestellten Anforderungen. Der
Netzentwickler la¨sst sich in diesem Fall weitgehend mit dem Ontologieentwickler gleichset-
zen. Diesen Anforderungen wird dort mit einer Reihe von Tools begegnet, die die Arbeit-
sumgebung des Ontologieentwicklers im Lebenszyklus eines EFGT-Netzes darstellen und
gleichzeitig den Ausgangspunkt dieser Arbeit bilden.
Laut Brunner (vgl. ebd.) stellt die Gruppe der Netzentwickler folgende Anforderungen
an die technische Infrastruktur:
1. U¨berblicksgewinnung u¨ber Wissensstrukturen innerhalb des EFGT-Netzes, sodass
ein Eindruck von den abgedeckten Wissensgebieten sowie der Struktur des Netzes
entsteht. Dabei soll sowohl die Strukturierung innerhalb eines thematischen Berei-
ches als auch die Vernetzung der unterschiedlichen Bereiche untereinander vermittelt
werden.
2. Aufbau der Ressource durch Erzeugen und Einfu¨gen von Eintra¨gen;
3. Editieren bestehender Eintra¨ge;
4. Editieren der inneren Struktur der Wissensressource.
Zur U¨berblicksgewinnung u¨ber die Ressource stehen dem Netzentwickler zum einen
eine Weboberfla¨che zur Verfu¨gung und zum anderen das sogenannte Atlas-Tool. Die Web-
oberfla¨che ermo¨glicht die Navigation in der DAG-Struktur der Netzes, wobei zu einem be-
stimmten Eintrag jeweils die berechneten Eltern und Kinder angezeigt werden. Innerhalb
der Weboberfla¨che ist ebenfalls mo¨glich, nach Eintra¨gen zu suchen, die einen bestimm-
ten Teilstring enthalten, wodurch der Einstieg in die Navigation erleichtert wird und ein
U¨berblick u¨ber – rudimenta¨r – linguistisch verwandte Eintra¨ge gewonnen werden kann.
Das Atlas-Tool dient der Verdeutlichung der Struktur eines gewa¨hlten Teils des Netzes.
Dafu¨r wird eine Linearisierung der Netzstruktur unterhalb eines bestimmten Eintrags er-
zeugt, ohne jedoch Bla¨tter-Eintra¨ge mit einzuschließen. Diese Ansicht ist zum Ausdrucken
gedacht, wobei die Eintra¨ge eine spezielle Nummerierung erhalten, die das Hin- und Her-
bla¨ttern erleichtern soll. Taxonomische Beziehungen werden durch Einru¨ckung dargestellt.
Das Anlegen eines neuen Eintrags erfolgt mittels eines Eintragsformulars, das in der
Weboberfla¨che integriert ist. Im Formular wird zuna¨chst ein neuer ID-String angegeben,
wodurch die Position des neuen Eintrags in der vorhandenen Netzstruktur ermittelt und
fu¨r die Navigation in der Weboberfla¨che erreichbar gemacht wird. Anschließend ko¨nnen im
Formular der Namen des Eintrags sowie zusa¨tzliche Daten abgegeben werden.
Das Editieren bestehender Eintra¨ge erfolgt ebenfalls mittels des Formulars. Da das
direkte ha¨ndische Editieren eines ID-Strings je nach La¨nge und Verschachtelung wegen
der schlechten Lesbarkeit sehr fehleranfa¨llig ist, wurde ein spezieller Editor hierfu¨r imple-
mentiert. Dieser sogenannte Baumeditor parst den ID-String und stellt ihn als Baum von
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Abbildung 2.2: Weboberfla¨che zur Graphdarstellung und Navigation in einem EFGT-Netz
Teilkomponenten dar. Dadurch wird der Aufbau des Strings visualisiert und der semanti-
sche Gehalt des Eintrags aufgeschlu¨sselt, sodass die Manipulation des ID-Strings wesentlich
erleichtert wird.
Das Editieren der inneren Struktur der Ressource erfolgt auf der Ebene einzelner Ein-
tra¨ge durch das Editieren des entsprechenden ID-Strings im Formular, wobei hierfu¨r sich
der Baumeditor zur Hilfe heranziehen la¨sst. Das Lo¨schen einzelner Eintra¨ge erfolgt in der
Navigationsansicht der Weboberfla¨che u¨ber entsprechende Delete-Kno¨pfe (s. Abb. 2.2). Oft
will man aber einen Eintrag durch Editieren des ID-Strings umha¨ngen und den Effekt an
alle seine Nachfolger weitergeben, die den modifizierten ID-String als Komponente enthal-
ten. Ein solches Umha¨ngen eines ganzen Astes des Netzes kann mit Hilfe des Rename-
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Abbildung 2.3: Beispiel eines EFGT-Netz-Eintrags im Eintragsformular
Tools durchgefu¨hrt werden, das dem Netz-Entwickler das ha¨ndische Editieren aller von der
A¨nderung betroffenen ID-Strings erspart. Zuna¨chst wird eine Vorschau aller A¨nderungen
erzeugt, die sich durch Ersetzen des modifizierten ID-Strings in allen ihn als Teilkompo-
nente enthaltenden ID-Strings ergeben. Dem Benutzer wird hiermit die Mo¨glichkeit ge-
geben, automatisch nicht auflo¨sbare Konflikte ha¨ndisch zu bearbeiten. Anschließend wird
ein Skript erzeugt, mit dem die A¨nderungen in der Datenbank tatsa¨chlich durchgefu¨hrt
werden ko¨nnen.
Weitere Aspekte der Software-Infrastruktur, die die Anforderungen der technischen
Entwickler und Anwender betreffen, wie etwa unterschiedliche Schnittstellen und Anbin-
dungsmo¨glichkeiten, werden im Zusammenhang mit den im Laufe dieser Arbeit entwickel-
ten Programme vorgestellt.
2.2.3 Der Lebenszyklus eines EFGT-Netzes am Beispiel des CoGE-
Netzes
Abbildung 2.5 zeigt eine schematische Darstellung der Vorgehensweise beim Aufbau des
CoGE-Netzes. In folgendem Abschnitt werden die verschiedenen Phasen in diesem Le-
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Abbildung 2.4: Generische und praktische Anwendungsfa¨lle fu¨r den Netzentwickler. Prakti-
sche Anwendungsfa¨lle (links) korrespondieren mit bereitgestellten Anwendungen (Brunner,
2008, S. 46)
benszyklus beschrieben. Hierbei wird oft Bezug auf Ontology Engineering Aktivita¨ten aus
Kapitel 1, S. 13 ff. genommen.
A. Wissensakquisition
Die Wissensakquisition stellt fu¨r ein breit angelegtes Ontologieprojekt wie das CoGE-Netz
eine Herausforderung dar. Das liegt vorrangig an der sehr breit angelegten anvisierten Wis-
sensdoma¨ne und an der Tatsache, dass in dieser Phase zwei komplexe Aktivita¨ten inein-
ander u¨bergehen, wie sich bei genauer Betrachtung herausstellt. Zum einen wird in dieser
Phase implizit die Konzeptualisierung der Wissensdoma¨ne entwickelt, die der Ontologie-
entwickler einzuarbeiten hat. Bei einer Ressource wie dem CoGE-Netz, das thematische
Zusammenha¨nge zu erfassen versucht, die das Allgemeinwissen widerspiegeln, kann der
Ontologieentwickler, der in diesem Fall kein Experte in einem bestimmten Wissensbereich
zu sein braucht, zuna¨chst mal vom eigenen Kenntnisstand ausgehen. Als Vorbereitung fu¨r
die Kodierung vergleicht und erga¨nzt der Entwickler ggf. sein Wissen durch Recherche im
Internet, Nachschlagen in Enzyklopa¨dien, Referenzquellen, usw. Dadurch wird die eigene
Konzeptualisierung u¨berpru¨ft und erweitert bzw. na¨her an eine allgemein geteilte Konzep-
tualisierung geru¨ckt. In den meisten Fa¨llen ist es so, dass der Ontologieentwickler diese
Einsichten dann direkt in die Ressource einarbeitet, d.h. das abstrakte Modell der Konzep-
tualisierung wird ausschließlich durch die Kodierung dokumentiert. Die Konzeptualisierung
wird in der spa¨teren Kodierungsphase (s.u.) weiter pra¨zisiert, sodass die Aufstellung eines
abstrakten Modells sich unscharf u¨ber beide Phasen erstreckt.
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Abbildung 2.5: Phasen im Lebenszyklus eines EFGT-Netzes am Beispiel des CoGE-Netzes
Zum anderen dient die Wissensakquisition dazu, das Datenmaterial zur Verfu¨gung zu
stellen, das in der Kodierungsphase in die Ontologie eingearbeitet wird. Somit stellt diese
Phase mit der Beschreibung der verschiedenen Aktivita¨ten auf S. 13 ff u¨bereinstimmend
eine support activity fu¨r die eigentliche Implementierung der Ontologie dar. Diese Daten
sind unterschiedlicher Natur, je nachdem, welche Teile des Netzes es zu kodieren gilt.
Zum Aufbau eines thematischen Bereiches sind bereits existierende Taxonomien und
Ontologien u¨ber den Bereich besonders nu¨tzlich. Je nach Bereich la¨sst sich hier auf be-
kannte, existierende Quellen wie etwa andere Ontologien zuru¨ckgreifen. Ansonsten kann die
Wissensakquisition durch Recherchen erfolgen, die, wie oben dargestellt, den zusa¨tzlichen
Effekt haben, die Konzeptualisierungsaktivita¨t zu unterstu¨tzen sowie themenspezifische
Begriffe aus Textsammlungen zu ermitteln, die den thematischen Bereich abdecken.
Fu¨r die Population der Ontologie mit Entita¨ten wie Personennamen, Firmennamen,
usw. ist insbesondere die Akquisition von listenartigen oder tabellarischen Daten wichtig,
die Angaben enthalten, die bei der Kodierung die Rolle von Facetten u¨bernehmen ko¨nnen,
z.B. bei Personennamen, Beruf, Nationalita¨t, Geburtsjahr, usw. (vgl. Kap 3, Abschnitt
3.1).
Als Grundlage fu¨r die Kodierung der geographischen Achse des Netzes la¨sst sich in
vielen Fa¨llen auf o¨ffentlich verfu¨gbare Datenbanken zuru¨ckgreifen. Die Hauptaufgabe hier
besteht darin, die Daten aus diesen Datenbanken entsprechend der maßgeblichen Kon-
zeptualisierung strukturiert abzufragen und mit Ergebnissen aus anderen Datenbanken
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zusammenzufu¨hren.
Bei dem Aufbau der zeitlichen Achse des Netzes sind vor allem Daten u¨ber unterschied-
liche Epochen und Zeitintervalle relevant, die in den verschiedenen Disziplinen konzeptuell
existieren, wie etwa Kunst- oder geologische Epochen. Die Akquisition findet hier meistens
ha¨ndisch unter Verwendung von Nachschlagewerken statt.
Unabha¨ngig von dem anvisierten Teil des Netzes fa¨llt ein Teil des Aufwands bei der
Wissensakquisition an die Erfassung und Zusammenfu¨hrung von linguistischen Varianten,
mit denen auf eine bestimmte Entita¨t oder Begriﬄichkeit textuell Bezug genommen wird.
Die in dieser Phase eingesetzten technischen Mittel sind vielfa¨ltig und gehen weit u¨ber
die oben beschriebene Infrastruktur fu¨r den Netzentwickler hinaus. Je nach Datenquelle
werden verschiedene Techniken eingesetzt, wie Wrappertools und Informationsextraktions-
techniken, Crawler zum Zusammentragen von Webdaten und Texten, Tools zur Umforma-
tierung oder auch Methoden der Corpus- und linguistischen Analyse, hier insbesondere der
Kompositaanalyse.
B. Entwicklungsphase: Kodierung des CoGE-Netzes
Mit Kodierung ist das Anlegen neuer Eintra¨ge ins EFGT-Netz gemeint, insbesondere die
Ausarbeitung des zugeho¨rigen ID-Strings zu jedem Eintrag. Die Kodierungsphase korre-
spondiert mit den development activities auf S. 13.
Die Analyse der Doma¨ne hat durch die explizite Zielsetzung des Projektes und die
Designkriterien des EFGT-Formalismus’ bereits im Vorfeld stattgefunden. Zwischen den
Aktivita¨ten der Konzeptualisierung, der Modellierung sowie der Implementierung der On-
tologie mittels des EFGT-Formalismus’ kann, wie oben angesprochen, keine scharfe Gren-
ze gezogen werden. Die Konzeptualisierung wird ohnehin a priori stark beeinflusst durch
die EFGT-Betrachtungsweise, die Entita¨ten in den durch thematische, geografische und
temporale Achsen aufgespannten Raum einordnet. Ein Großteil der Kodierung findet in
einer middle-out-Manier statt. Fu¨r eine thematisch sehr breit gestreute Ontologie wie das
CoGE-Netz bedeutet dies, dass die Konzeptualisierung stark vom Zustand des Netzes zum
Zeitpunkt der Konzeptualisierung beeinflusst wird, da es darum geht, neue Konzepte und
Bereiche in das vorliegende Netz einzuarbeiten. Das ist so, weil der Grad der Subjektivita¨t
je nach Bereich stark variiert.
Die Kodierung eines Konzeptes folgt trotz der hohen Subjektivita¨t der Konzeptual-
sierung in einem bestimmten Sinn einem analytischen Kriterium: Als Grundlage fu¨r die
Definition eines ID-Strings dient der semantische Gehalt des Konzeptes, d.h. dessen Bezie-
hungen zu anderen Konzepten in einem allgemeinen Kontext. Im Gegensatz dazu wu¨rde
ein pragmatisches oder anwendungsorientiertes Kodierungskriterium die Anforderungen ei-
ner bestimmten Anwendung beru¨cksichtigen. Bei einer Suchanwendung beispielsweise wa¨re
dies, dass die Verlinkung des Netzes so angelegt ist, dass durch Navigation mo¨glichst effi-
zient zu den relevanten Dokumenten der indexierten Dokumentensammlung gelangt. Ein
solches pragmatisches Kriterium bei der Implementierung einer grundlegenden, holistischen
Ontologie zu verfolgen wu¨rde jedoch stark das Spektrum der Anwendungen einschra¨nken,
in die sie sich als Ressource einsetzen ließe.
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Phasen der Kodierung Bei der Kodierung eines EFGT-Neztes wie dem CoGE-Netz
werden verschiedene Phasen unterschieden. Am Anfang wird der Kern der Ontologie ent-
wickelt, der das Ru¨ckgrat fu¨r die weitere Entwicklung bildet. Dafu¨r werden die Kategorien
auf der ho¨chsten Ebene der Ontologie definiert, insbesondere die vom Typ F, die den thema-
tischen Umfang der Ontologie bestimmen sowie die Grundmengen fu¨r die unterschiedlichen
Entita¨ten, die in die Ontologie einzuordnen sind. Zum Kern za¨hlen auch die temporale und
die geographische Achse, die orthogonale Dimensionen bilden und sich unabha¨ngig vom
Rest der Ontologie gut in einer top-down Vorgehensweise entwickeln lassen. Der so gebil-
dete Kern sollte mo¨glichst stabil bleiben, weil spa¨tere A¨nderungen an den oberen Ebenen
der Hierarchie zu umfangreichen A¨nderungen an der Struktur des Netzes fu¨hren.
Von der Kodierung des Kerns wird zum Ausbau der Ressource u¨bergegangen, indem
die thematische Achse des Netzes entfaltet wird. Dies erfolgt zum einen durch Verfeine-
rung der vorhandenen thematischen Kategorien, etwa durch Einarbeiten einer Taxono-
mie. Zum anderen wird die thematische Dimension durch Facettierung ausgebaut, d.h.
durch die Kombination bestehender Themen mit einer oder mehreren geographischen bzw.
temporalen Komponenten zu einem neuen Thema. Dadurch entstehen Querverbindungen
zwischen den verschiedenen Dimensionen und das Netz verdichtet sich. Entita¨ten und En-
tita¨tenmengen werden typischerweise ebenfalls durch Facettierung in das Netz eingefu¨hrt,
und bauen somit auf bereits existierenden Konzepten auf. Mit dem Einsatz der Facettie-
rung dru¨ckt sich die middle-out-Strategie aus, die beim Ausbau der thematischen Achse
und der Kodierung von Entita¨ten verfolgt wird.
Als zusa¨tzliche Phase kann man das Befu¨llen oder Population der Ontologie mit einzel-
nen Entita¨ten bezeichnen, die als Instanzen oder Bla¨tter an einzelne Container-Konzepte
geha¨ngt werden. Bei der Kodierung dieser Instanz-Entita¨ten werden bestehende Konzepte
als Facetten fu¨r das neue Konzept ausgewa¨hlt, das typischerweise als neuer Eintrag des
Typs e oder g lokal eingefu¨hrt wird. Als Population ko¨nnte man auch den Ausbau eines
sehr feingliedrigen thematischen Bereichs auffassen. Gerade in dieser Phase ist der On-
tologieentwickler auf Daten aus dem Wissenakquisitionsschritt angewiesen, insbesondere
auf vorab schon (semi-)strukturierte Datenquellen, die die fu¨r die Kodierung notwendige
Information u¨ber mo¨gliche Facetten enthalten.
Die Phasen der Population und des thematischen Ausbaus wechseln sich oft in einem
iterativen Prozess ab.
Probleme der Kodierung Brunner (vgl. Brunner, 2008) beschreibt verschiedene Pro-
bleme, die sich bei der Kodierung ergeben ko¨nnen, wobei manche dieser Probleme vom
EFGT-Formalismus begu¨nstigt werden. Hierzu za¨hlt das sogenannte Problem des schlei-
chenden Kontextes, das entsteht, wenn ein Konzept unter dem Blickwinkel einer bestimm-
ten Disziplin oder Wissensdoma¨ne im EFGT-Netz modelliert wurde, dabei jedoch nicht
beachtet wurde, dass dasselbe Konzept aus einer allgemeineren Perspektive heraus nur
eine unwesentliche Zugeho¨rigkeit zu dem Thema hat. Ein Beispiel ist, wenn Gold als Kon-
zept des Themenbereichs Finanzen etwa als Anlagegegenstand im Rohstoffmarkt model-
liert worden wa¨re. Gold existiert jedoch als Konzept unabha¨ngig von der Finanzwelt und
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taucht deswegen auch in anderen Kontexten auf, etwa als chemisches Element, Schmuck-
gegenstand, als Material in der Odontologie usw.. Sollte Gold ausschließlich als Konzept
der Finanzwelt modelliert worden sein, wa¨ren wegen der Transitivita¨t der thematischen
Relation die anderen Konzepte, z.B. Goldzahn als auf Gold als Komponente aufbauend,
ebenfalls der Finanzwelt untergeordnet – was mehr als fragwu¨rdig wa¨re. Ein Ausweg aus
diesem Problem besteht darin, den spezifischen Aspekt des Konzeptes, der die Modellierung
in dem Themenbereich motiviert, in die Konzeptbezeichnung zu integrieren, etwa Gold als
Rohstoff. Damit la¨sst sich vermeiden, dass jedes textuelle Vorkommen des Konzepts (Gold)
als ein Hinweis auf den spezifischen Themenbereich (Finanzwelt) verstanden wird.
Bei langen Pfaden im Netz ko¨nnen sich außerdem noch thematische Verschiebungen
ergeben, ein weiteres Problem, das eng mit dem EFGT-Formalismus verbunden ist. Da-
bei wird ein untergeordnetes Konzept als nicht mehr zugeho¨rig zu einem weit entfernten
U¨berbegriff empfunden. Zugleich kann jedoch jeder einzelne Schritt in der Kette sinnvoll
und nachvollziehbar erscheinen. Mu¨nchen wu¨rde als Unterbegriff von Sport als unzula¨ssig
wahrgenommen, obwohl es u¨ber dem Konzept Austragungssta¨tten von Olympischen Spielen
durchaus eine sinnvolle Verbindung mit dem Thema geben kann. Eine Lo¨sung zur Vermei-
dung solcher thematischen Verschiebungen ist das Einfu¨hren eines Konzeptes, das dem
im Konflikt stehenden, untergeordneten Konzept als Rolle bezu¨glich des u¨bergeordneten
Themas dient, etwaMu¨nchen als Olympiaaustragungsta¨tte. Durch die neue Verbindung des
sonst “verschobenen” Themas mit dem Rollenkonzept statt mit dem urspru¨nglich Unter-
geordneten wirkt die thematische Einordnung korrekt. Diese Probleme fallen oft erst bei der
Verwendung des Netzes auf und lassen sich nur durch eine Umstrukturierung – womo¨glich
mit Hilfe des Rename Tools – lo¨sen, was mit einem erheblichen Aufwand verbunden ist.
Brunner (Brunner, 2008, S. 129 ff) nennt Kodierungskriterien, die die Gefahr des Auftre-
tens dieser Probleme minimieren sollen.
Andere Kodierungsprobleme entstehen speziell bei der Kodierung einer bestimmten
Achse. Beispielsweise bestehen auf der temporalen Hierarchie unter anderem Schwierig-
keiten mit Zeitra¨umen wie bestimmten Epochen, die unscharf sind, oder die sich in un-
terschiedlichen La¨ndern zu unterschiedlichen Zeiten zugetragen haben. A¨hnlich sind viele
geographische Begriffe in der natu¨rlichen Sprache vage und bezeichnen keine klar definier-
ten Bereiche. Wegen des starken Bezugs mancher geographischen Gebiete zu einem Thema
oder einer Zeitperiode, wie etwa Reich der Pharaonen, ist oftmals die ideale Typenzuord-
nung unklar.
Kodierung eines EFGT-Netzes mit Hilfe der Weboberfla¨che Unabha¨ngig vom
Ontologiebereich erfolgt die Kodierung ha¨ndisch mit Hilfe der oben beschriebenen Webo-
berfla¨che und dem Webformular. Der Aufwand fu¨r einen einzelnen Eintrag entsteht hierbei
hauptsa¨chlich durch die Vorbereitungen, die fu¨r die Realisierung des Eintrags vorgenom-
men werden. Neben dem Aufwand der Wissensakquisition muss der Ontologieentwickler
entweder durch Suche oder durch Navigation passende semantische Komponenten, die der
erarbeiteten Konzeptualisierung entsprechen, im Netz identifizieren und sammeln. Das ist
oft ein aufwa¨ndiger Prozess, da wegen der Breite des Netzes der Entwickler nicht immer
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mit dem Thema vertraut ist und sich verschiedene Mo¨glichkeiten anbieten ko¨nnen. Es
kann auch leicht passieren, dass der neue Eintrag semantisch nicht gut vorbereitet ist und
zusa¨tzliche Konzepte eingefu¨hrt werden mu¨ssen, um eine zufriedenstellende Modellierung
des neuen Eintrags erreichen zu ko¨nnen. In vielen Fa¨llen bedeutet ebenfalls die Angabe
der einzelnen Flektionsformen und Varianten einen ha¨ndischen Aufwand.
Ein Problem ist auch die große Anzahl der Eintra¨ge, die gerade in der Phase der Po-
pulation vorzunehmen sind und einzeln im Webformular bearbeitet werden mu¨ssen. Oft
ha¨ngen die neuen Eintra¨ge zusammen und mu¨ssen in einer bestimmten Reihenfolge bear-
beitet werden, beispielsweise dann, wenn es darum geht, eine Taxonomie in das Netz zu
integrieren. Die Planung dieser Eintra¨ge muss außerhalb der Weboberfla¨che stattfinden, da
sie keine Unterstu¨tzung fu¨r das Einhalten einer bestimmten Eintragsreihenfolge bietet.
C. Anwendung
Wie in Abschnitt 2.1.5 beschrieben, stellen die semantische Annotation (Indexierung) von
Webdokumenten und Dokumentenarchiven auf der Basis eines EFGT-Netzes das grundle-
gende Verfahren dar, dass Anwendungen wie semantisches Retrieval, typed hyperlinking, se-
mantisches Browsen, usw. ermo¨glicht. Die Erfahrungen im Anwendungsbereich von EFGT-
Netzen beruhen bisher auf zwei Systemen, na¨mlich dem EFGT-Netz-Browser-Plug-In (vgl.
Weigel et al., 2006) und einer semantischen Browsinganwendung fu¨r Dokumentenarchive.
Letztere ist allerdings erst im Rahmen dieser Arbeit entstanden (vgl. Kap. 4) und stand
bei der Entwicklung eines wesentlichen Teils des CoGE-Netzes noch nicht zur Verfu¨gung.
Mit dem EFGT-Netz-Browser-Plug-In kann in einem Webbrowser eine Ansicht des
EFGT-Netzes integriert werden, sodass neben dem normalen Anzeigefenster fu¨r das Web-
dokument die Navigation im EFGT-Netz mo¨glich wird. La¨dt man dann wie u¨blich ein Web-
dokument in den Browser, so werden im Dokument die Konzepte markiert, die aus dem
EFGT-Netz bekannt sind. Dieser Schritt der semantischen Annotation bildet die Grundla-
ge fu¨r zusa¨tzliche Funktionen im Browser, die eine Einscha¨tzung des semantischen Gehalts
des aktuell angezeigten Dokuments ermo¨glichen: Es ko¨nnen dann etwa die Treffer eines
bestimmten Typs im Dokument hervorgehoben werden; durch Klicken auf einen Treffer
kann auf die entsprechende Stelle des EFGT-Netzes zuru¨ckgesprungen werden; ebenfalls
ko¨nnen im Dokument die Treffer hervorgehoben werden, die im EFGT-Netz in Verbindung
mit dem in der Navigationsleiste aktuell ausgewa¨hlten Konzept stehen; die Distribution
der Dokumententreffer im Netz wird visualisiert, usw.
U¨ber einen la¨ngeren Abschnitt der Entwicklung des CoGE-Netzes wurde das EFGT-
Netz-Browser-Plug-In mit einer Kontrollfunktion eingesetzt. Durch die bereitgestellten
Funktionen entstand ein Kontext, in dem sich in Bezug auf einzelne Dokumente fu¨r Teile
des Netzes die letztendliche Qualita¨t der entwickelten Konzeptualisierung und der ana-
lytischen Vorgehensweise bei der Kodierung ansatzweise zeigen konnte. Dadurch konnten
Dokumente sowohl einzelne Fehler der Kodierung als auch inha¨rente Probleme der Model-
lierung mit dem EFGT-Formalismus sowie Ambiguita¨ten entdeckt werden. Als weitere
Qualita¨tssicherungsmaßnahme wurde regelma¨ßig mit Hilfe der Weboberfla¨che im CoGE-
Netz themenbezogen navigiert und dabei das Netz von den Kodierern ha¨ndisch u¨berpru¨ft.
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Eine Methode zur automatisierten Evaluation des Netzes (vgl. Kap. 1, Abschnitt 1.3.4),
d.h. von einer pragmatischen Perspektive aus, ist weder definiert noch regelma¨ßig ange-
wendet worden.
D. Pflege und Maintenance bzw. Adaption
Das Beheben von Problemen auf der Modellierungsebene, die etwa im Rahmen einer An-
wendung des EFGT-Netzes entdeckt wurden, ist eine der Funktionen der regelma¨ßigen
Pflege des Netzes (Maintenance). In dieser Hinsicht ist die Maintenance ein Teil des ite-
rativen Entwicklungskreises im Lebenszyklus eines EFGT-Netzes. Beim CoGE-Netz stellt
die Maintenance eine Aktivita¨t dar, die der Kodierung sehr a¨hnlich ist und die zu Beginn
dieser Arbeit mit derselben technischen Infrastruktur erfolgt ist.
Die allgemeine Gefahr der Maintenance besteht darin, dass, motiviert durch eine be-
stimmte Anwendung wie das EFGT-Netz-Browser-Plug-In A¨nderungen an der Kodierung
vorgenommen werden, die sich nachtra¨glich als nicht intendierte Anpassungen an ebendiese
Anwendung herausstellen, sodass die Ressource sich nicht mehr fu¨r den allgemeinen Ein-
satz in unterschiedlichen Anwendungen eignet. In diesem Fall ha¨tte man das Prinzip des
minimal ontology commitment verletzt, indem man sich an einem pragmatischen Kriterium
orientiert.
Unabha¨ngig von einer bestimmten Anwendung ist ein weiteres Ziel regelma¨ßiger Pflege
des Netzes die la¨ngerfristige Qualita¨tssicherung der Ressource in Bezug auf die Zieldoma¨ne.
Je nach Dynamik der Zieldoma¨ne auf der Konzeptualisierungsebene kann man grob zwei
Fa¨lle unterscheiden:
• Eine offene Wissensdoma¨ne, in der immer wieder neue Konzepte entstehen. Aus der
Perspektive des EFGT-Netzes korrespondiert eine offene Doma¨ne mit einer offenen
Dokumentensammlung, in der immer wieder neue Dokumente hinzukommen und die
sich außerdem nicht auf ein bestimmtes Fachgebiet beschra¨nken. Zu einer solchen
thematisch offenen Dokumentensammlung kommen also immer wieder neue Themen
und Entita¨ten hinzu, aber auch erga¨nzende Informationen zu bereits bestehenden,
die eine A¨nderung oder Verfeinerung ihrer Modellierung anregen. Auf der Ebene
des Allgemeinwissens ist das Ziel des CoGE-Netzes, eine solche thematisch offene
Wissensdoma¨ne zu erfassen. In einem Netz wie diesem muss notgedrungen eine open
world assumption gelten.
• Eine geschlossene Wissensdoma¨ne, in der die Liste der relevanten Konzepte endlich
und fest bleibt. Eine solche Doma¨ne wird entweder durch eine zwar variable, aber sich
auf einen wenig innovativen Fachbereich beschra¨nkende Dokumentensammlung – eher
die Ausnahme – oder durch eine geschlossene Dokumentensammlung repra¨sentiert,
auch wenn diese im Prinzip thematisch sehr vielfa¨ltig sein kann.
Die Dynamik der vom CoGE-Netz anvisierten, offenen Wissensdoma¨ne macht eine fort-
laufende Pflege des Netzes notwendig, um auf Dauer seine Qualita¨t zu erhalten. Bei einer
Methodologie, wie sie bei der Entwicklung des CoGE-Netzes verfolgt wurde und bei der der
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Kreis der Ontologieentwickler getrennt vom Anwenderkreis existiert, bedeutet eine fortlau-
fende Maintenance auch eine fortlaufende, vorausschauende Wissensakquisition zusammen
mit einer fortlaufenden (Weiter-)Entwicklung des Netzes und somit einen signifikanten
Aufwand. Eine Alternative hierzu wa¨re, die Nutzer einer bestimmten Anwendung am Pro-
zess der Maintenance zu beteiligen, etwa, indem ihnen die Behebung von Fehlern und die
Weiterentwicklung der Ressource u¨berlassen wird. In einem solchen Szenario ist es jedoch
schwer, die allgemeine Maintenance, in der die Kodierung nach einem analytischen Krite-
rium stattzufinden hat, von der Anpassung an die Anwendung nach einem pragmatischen
Kriterium zu trennen.
Handelt es sich bei der anvisierten um eine geschlossene Doma¨ne im obigen Sinne, las-
sen sich unter dem Gesichtspunkt der Maintenance zwei Fa¨lle unterscheiden. Im Falle eines
Textkorpus’, der sich sehr nach einem bestimmten Wissensbereich richtet, kommt bei der
Realisierung von Anwendungen der Einsatz eines spezialisierten EFGT-Netzes eher in Fra-
ge als ein CoGE-Netz, das einzelne Bereiche weniger detailliert modelliert. Die Maintenance
wu¨rde in diesem Fall, solange keine anwendungsspezifischen A¨nderungen u¨bernommen
werden, zur Qualita¨t des spezialisierten Netzes beitragen. Es ist davon auszugehen, dass
nach einer endlichen Anzahl von Iterationen des Lebenszyklus die Qualita¨t der Ontologie
endgu¨ltig gesichert und der Prozess der Maintenance im Wesentlichen als abgeschlossen
betrachtet werden kann. Hierbei scheint es wegen des starken Bezugs auf einen definierten
Wissensbereich mo¨glich zu sein, keine anwendungsspezifischen Modifikationen einzufu¨hren
und die Wiederverwendbarkeit der Ontologie fu¨r andere Anwendungen zu wahren.
Im anderen Fall, dem einer zwar geschlossenen, jedoch thematisch breit gestreuten
Dokumentensammlung, erscheint der Einsatz des CoGE-Netzes dagegen durchaus sinn-
voll. Als spezialisierte Ressource fu¨r diese Sammlung la¨sst sich das Teilnetz auffassen, das
die in den einzelnen Dokumenten behandelten Themen abdeckt. Bei einer geschlossenen
Dokumentensammlung sind aus der Sicht spezifischer Anwendungen thematische Lu¨cken
jedoch potentiell problematischer als bei einer thematisch offenen. Je nach Streuung und
Vielfa¨ltigkeit der darin repra¨sentierten Wissensbereiche kann es no¨tig sein, weitere in der
Dokumentensammlung vorkommende Konzepte in das Netz aufzunehmen, um einen geeig-
neten Detaillierungsgrad der Ressource zu erreichen. An dieser Stelle ergibt sich die Frage,
nach welchem Kriterium die Kodierung der in der Dokumentensammlung neu entdeckten
Konzepte stattfinden soll.
Zuna¨chst wu¨rde man die neuen Konzepte aus der anwendungsunabha¨ngigen Perspekti-
ve des analytischen Kriteriums kodieren, sodass sie zum Ausbau der allgemeinen Ontologie,
des CoGE-Netzes, beitragen und weiteren potentiellen Anwendungen ebenfalls zugute kom-
men. Oft stellt sich in der Praxis heraus, dass die aufzunehmenden Konzepte durch die
Betrachtung spezieller Kontexte fu¨r eine bestimmte Anwendung eine wichtige Rolle spielen,
auch wenn von einem allgemeinen Blickwinkel aus betrachtet dies nicht der Fall wa¨re (vgl.
S. 51, Probleme der Kodierung; schleichender Kontext). Hier wu¨rde man das analytische
Kodierungskriterium aufgeben, um ein pragmatisches, anwendungszentriertes zu verfolgen
und statt der Maintenance die Adaption des relevanten Teils des Netzes an die spezifische
Dokumentensammlung vornehmen. Die damit entstehende spezialisierte Ressource wa¨re
dann bewusst nicht zur Wiederverwendung gedacht.
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Mit der hier beschriebenen verfu¨gbaren technischen Infrastruktur la¨sst sich die Adap-
tion des Netzes durchfu¨hren, indem ein relevantes Teilnetz etwa durch die Indexierung der
Dokumentensammlung ermittelt und in eine separate Datenbank ausgelagert wird. Zur
tatsa¨chlichen Adaption wird anschließend dieses Teilnetz mit Hilfe der Weboberfla¨che wei-
terentwickelt. Dadurch entsteht eine unabha¨ngige, anwendungsspezifische Ressource mit
einem eigenem Lebenszyklus.
In der Regel geht die Adaption u¨ber die Kodierung zusa¨tzlicher Konzepte hinaus, mit
denen die angemessene Abdeckung der betrachteten Dokumentensammlung sichergestellt
wird: Durch die Einschra¨nkung auf bestimmte Themen werden beispielsweise bestimm-
te Abstraktionsebenen der Hierarchie in der spezialisierten Ressource u¨berflu¨ssig, sodass
es sich anbietet, sie dementsprechend anzupassen. Auch ist es meistens sinnvoll, Ambi-
guita¨ten soweit wie mo¨glich ha¨ndisch aufzulo¨sen, um irrelevante thematische Teilbereiche
auszuschließen, die in der betrachteten Doma¨ne zu einer Fehlinterpretation der Konzepte
mit ambigen Bezeichnern fu¨hren wu¨rden.
Durch die Adaption der Ressource an die Anwendung kann diese profitieren oder
u¨berhaupt erst realisierbar sein. Dass ein solcher Schritt unter Umsta¨nden no¨tig ist, ko¨nnte
einerseits als ein Nachteil der analytischen, von der Anwendung unabha¨ngigen Vorgehens-
weise bei der Kodierung der Ressource aufgefasst werden. Andererseits muss das analytische
Kriterium bewahrt werden, wenn nicht ein neues Netz fu¨r jede neue Anwendung entwickelt
werden soll. Stu¨nden geeignete Methoden zur Verfu¨gung, die eine einfache Adaption der
Ressource an diverse Anwendungen ermo¨glichen wu¨rden, ließe sich sowohl der Aufwand
dieser Phase minimieren als auch die Neuentwicklung anwendungsspezifischer Ressourcen
vermeiden.
Die vorangehende Diskussion zeigt, dass eine Trennung zwischen universeller und spe-
zifischer, anwendungsoptimierter Ontologie schwer zu wahren ist. In jedem Fall liefert der
Einsatz innerhalb einer Anwendung wesentliche Informationen fu¨r die Pflege der Ontolo-
gie; bei der Behebung dieser Probleme muss daher eine bewusste Entscheidung zwischen
Adaption und Maintenance getroffen werden, um die Qualita¨t der Ressource zu sichern.
2.2.4 Schlussfolgerungen
In diesem Abschnitt wurde die Vorgehensweise vorgestellt, die bei der Entwicklung eines
bestimmten EFGT-Netzes, na¨mlich des CoGE-Netzes, verfolgt wird. Diese Beschreibung
hat weniger den Anspruch, best practices darzustellen als zu vermitteln, wie EFGT-Netze
in der Praxis tatsa¨chlich aufgebaut werden. Diese Vorgehensweise weist viele Gemeinsam-
keiten mit anderen, im Kapitel 1 vorgestellten Methodologien auf.
Bei der Entwicklung des CoGE-Netzes wird wie u¨blich eine evolving prototype Strate-
gie verfolgt, in der jederzeit A¨nderungen an der Ressource vorgenommen werden ko¨nnen
und bei der eine klare Trennung zwischen dem Kreis der Ontologieentwickler und dem
Kreis der Ontologieanwender gegeben ist. In der vorgestellten Vorgehensweise durchla¨uft
das CoGE-Netz verschiedene Phasen, die vergleichbar mit dem Lebenszyklus der aktuel-
leren Methodologien aus Kapitel 1 sind. Insbesondere wird eine Endanwendung, na¨mlich
das EFGT-Netz-Browser-Plug-In, eingebunden, mit dem zumindest ein rudimenta¨res Bild
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u¨ber den Entwicklungszustand der Ressource gewonnen werden kann. Allerdings werden
Fehler und Verbesserungsvorschla¨ge, die sich wa¨hrend der Endanwendung ergeben und
spa¨ter in der Maintenancephase genutzt werden ko¨nnen, in keinem organisierten Prozess
systematisch erfasst. Als erga¨nzende Qualita¨tssicherungsmaßnahme findet eine regelma¨ßige
manuelle U¨berpru¨fung der Ontologie durch die Kodierer selbst statt. Ein Merkmal des Le-
benszyklus’ des CoGE-Netzes ist die fortlaufende Maintenance der Ressource, die sich kaum
von einer fortlaufenden Entwicklung unterscheiden la¨sst. Wegen der Breite und Dynamik
des anvisierten Wissensbereiches ist diese fortlaufende Entwicklung mit einem erheblichen
Aufwand bei der Wissensakquisition verbunden. Ein weiteres Merkmal ist das Fehlen eines
definierten Evaluationsschrittes. Da Aktivita¨ten in den einzelnen Schritten der Methodo-
logie wenig operationalisiert sind, hat sie im aktuellen Stadium insgesamt einen experi-
mentellen Charakter. Dies zusammen mit der Offenheit des Entwicklungsprozesses kann
als Grund angesehen werden, dass insgesamt keine Management-Aktivita¨ten stattfinden.
Aus technologischer Sicht fa¨llt bei der vorgestellten Methodologie auf, dass bestimm-
te Anforderungen, die sich erst wa¨hrend des Durchlaufens der unterschiedlichen Phasen
zeigen, von der urspru¨nglich bereitgestellten technischen Infrastruktur (s. Abschnitt 2.2.2)
nicht abgedeckt werden:
• Bei der Wissensakquisition wird auf bereits existierende Daten, Tools und Methoden
zuru¨ckgegriffen. Die Integration der dadurch gewonnenen Daten wird jedoch tech-
nisch nicht unterstu¨tzt. Das trifft sowohl auf die Integration von externen Hierarchien
im EFGT-Netz als auch auf die Population mit facettierten Daten zu.
• Ein kollaboratives Szenario bei der Ontologie-Entwicklung wird zwar durch die Web-
oberfla¨che unterstu¨tzt. Kommentare ko¨nnen den Eintra¨gen angeha¨ngt werden als
Dokumentation des Entwicklungsprozesses. Eine automatisierte Protokollierung der
A¨nderungen findet jedoch nicht statt und es stehen insgesamt keine spezifischen Mit-
tel zur Verfu¨gung, die die Bildung von Konsens zwischen den Kodierern fo¨rdert.
• Es fehlt eine Mo¨glichkeit, mit der Ontologie und einer Dokumentsammlung gemein-
sam zu interagieren, wodurch zugleich eine wichtige Quelle von Feedback fu¨r den
Ontologieentwickler entfa¨llt.
• Es stehen keine automatisierten Evaluationsverfahren zur Verfu¨gung, die die Gu¨te
der Ontologie messen, etwa im Sinne der Abdeckung von Daten einer repra¨sentativen
Ressource oder von signifikativen Textbausteinen in einer Textsammlung.
• Die Maintenance und Adaption der Ressource erfolgt mit denselben technischen
Mitteln wie in der Kodierungsphase. In dieser Hinsicht ist eine spezifische techni-
sche Unterstu¨tzung wu¨nschenswert, die die speziellen Aufgaben in diesen Phasen
beru¨cksichtigt, insbesondere wenn Texte als Datenquelle herangezogen werden.
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2.3 Ziele
Wie im letzten Abschnitt dargestellt, ko¨nnen im Fall der beim Aufbau des CoGE-Netzes
verfolgten Methodologie verschiedene Vorschla¨ge zur Verbesserung des gesamten Lebens-
zyklus’ der Ontologie gemacht werden, insbesondere aus technischer Perspektive. In diesem
Abschnitt erfolgt eine Einschra¨nkung auf konkrete Ziele. Methodologisch betrachtet kon-
zentrieren sich diese Ziele auf zwei besonders aufwa¨ndige Schritte, na¨mlich die Population
und die fortlaufende Maintenance eines EFGT-Netzes, sowie einen weiteren Eckpunkt: Eine
Endanwendung, die als Kontrollschritt im Lebenszyklus der Ontologie dient.
Ziel 1: Technische Unterstu¨tzung fu¨r die halbautomatische Integration von (semi-)struk-
turierten Daten. Die Ontologie wird bisher durch die ha¨ndische Einarbeitung einzelner
Eintra¨ge aufgebaut. Diese Vorgehensweise ist geeignet, um den Kern eines Wissensbe-
reich zu kodieren, aber auf Grund der Anzahl der Eintra¨ge extrem ineffizient beim syste-
matischen Ausbau (Population) der Ressource. Neben der potentiell sehr großen Anzahl
der Entita¨ten, die fu¨r bestimmte Klassen, wie z.B. Personen, vorzunehmen sind, muss
der Aufwand beru¨cksichtigt werden, der bei der Erfassung und Spezifikation der lingui-
stischen Repra¨sentation der einzelnen Konzepte anfallen kann. Dabei sind die Daten, die
dem Kodierer als Ergebnis der Wissensakquisiton vorliegen, meistens vorstrukturiert,
insbesondere dann, wenn sie aus bereits existierenden Ressourcen stammen oder das Er-
gebnis automatisierter Extraktionsverfahren sind. Aus diesem Grund wird angestrebt,
die halbautomatische Integration (semi-)strukturierter Daten technisch zu unterstu¨tzen.
Mit “halbautomatisch” ist gemeint, dass aus den eingehenden Daten Eintra¨ge in der
Wissensressource automatisch generiert werden sollen, jedoch die Ontologieentwickler
die Mo¨glichkeit erhalten, diesen Prozess zu u¨berwachen und bei Bedarf einzugreifen.
Insbesondere soll die Integration von Teil-Hierarchien und Daten, die facettierte Ein-
tra¨ge darstellen, ermo¨glicht werden. Insgesamt soll dadurch ein effizienter Aufbau der
Ressource erreicht werden, ohne dabei die Qualita¨t der Eintra¨ge zu gefa¨hrden.
Ziel 2: Bereitstellung einer Endanwendnug, die Bezug auf Textsammlungen nimmt. End-
anwendungen ko¨nnen als Kontrolle des Entwicklungsprozesses der Ontologie bzw. als
Katalysator fungieren, die die Entwicklung eines neuen thematischen Bereichs auslo¨sen.
Die zu Beginn dieser Arbeit vorhandene Endanwendung, das EFGT-Netz-Browser-Plug-
In, tra¨gt dazu bei, einen Eindruck u¨ber die Ressource anhand einzelner Webdokumente
zu gewinnen. Das Plug-In nimmt jedoch keinen Bezug auf eine repra¨sentative Dokumen-
tensammlung, so dass die Nu¨tzlichkeit der Ressource in ihrer Gesamtheit bei typischen
Einsatzszenarien, wie beispielsweise der thematischen Navigation oder semantischen
Suche nicht u¨berpru¨ft werden kann. Aus diesem Grund wird als Ziel festgelegt, eine
Anwendung bereitzustellen, die ein Feedback u¨ber die Ressource beim Zugriff auf Doku-
mentensammlung vermittelt, so dass die kodierte thematische Einordnung von Entita¨ten
u¨berpru¨fbar und ein Rahmen fu¨r die menschliche Interaktion mit dem EFGT-Netz ge-
boten wird.
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Ziel 3: Dokumentenzentrierte Wissensakquisition und Maintenance innerhalb der Anwen-
dung. In vielen thematischen Bereichen stellen Textdokumente oft die einzige Quelle fu¨r
die Wissensakquisition dar, wie bei aktuellen Ereignissen, aktuellen Themen aus dem
Pressebereich, usw.. Texte bringen die Aktualita¨t ein, die fu¨r die fortlaufende Plege
der Ressource no¨tig ist. Die im zweiten Ziel angestrebte Endanwendung soll in einem
na¨chsten Schritt so ausgebaut werden, dass dem Benutzer im Zuge der Interaktion mit
der Anwendung mo¨glich ist, in einem Dokument vorkommende neue Konzepte in die
Ressource leicht zu u¨bernehmen. Im Rahmen dieser Anwendung, die ja einen Eindruck
vom Entwicklungsstand der Wissensressource in Bezug auf eine Dokumentsammlung
vermitteln soll, sollen sich somit neue Eintra¨ge akquirieren lassen, so dass das jeweili-
ge EFGT-Netz fortlaufend gepflegt oder ggf. an eine bestimmte Dokumentensammlung
adaptiert werden kann.
Zusammenfassend soll durch die Umsetzung dieser Ziele der Aufbau und die fortlaufen-
de Pflege von EFGT-Netzen effizienter gestaltet werden. Hierfu¨r wird technisch betrachtet
von der beschriebenen Situation ausgegangen, in der die grundlegende Infrastruktur zur
Speicherung und zum Aufbau von EFGT-Netzen sowie Schnittstellen zur Anbindung exter-
ner Applikationen bereits existieren. Durch die Festlegung auf obige Ziele entstehen neue
Anforderungen an die Technik, beispielsweise:
• Mo¨glichkeiten zur Definition und Ausfu¨hrung von Schemata, mit denen ausgehend
von bestehenden Daten Eintra¨ge im EFGT-Netz erzeugt werden ko¨nnen (Ziel 1).
• Abgleichsmechanismen, um generierte Eintra¨ge mit bereits bestehenden zu verglei-
chen und dadurch zu verhindern, dass doppelte Eintra¨ge entstehen, Konflikte erken-
nen, usw. (Ziel 1).
• Verfahren, die eine thematische Einordnung von Texten vornehmen (Ziel 2).
• Methoden zur Identifikation von sprachlichen Ausdru¨cken in Texten, die Kandidaten
fu¨r neue Konzepte im EFGT-Netz darstellen (Ziel 3).
Zusa¨tzliche Anforderungen, die sich bei der Umsetzung der festgelegten Ziele stellen,
werden im weiteren Verlauf der Arbeit vorgestellt.
2.3.1 Ausblick
In den folgenden Kapiteln werden die in diesem Abschnitt definierten Ziele ausgearbei-
tet. Mit dem in Kap. 3 vorgestellten Upload-Tool wird auf das Ziel der Integration semi-
strukturierter Daten eingegangen. Kap. 4 beschreibt eine Endanwendung zur Suche und
Navigation in Dokumentenarchiven, in der ein EFGT-Netz eingesetzt wird. Die Erwei-
terung dieser Anwendung zur textbasierten Wissensakquisition und Maintenance erfolgt




Das erste in Kapitel 2 definierte Ziel, das zum effizienten Aufbau von EFGT-Netzen fu¨hren
soll, ist eine technische Infrastruktur hervorzubringen, mit der die semiautomatische Inte-
gration von Daten in das EFGT-Netz mo¨glich ist. Durch die automatische Vorgenerierung
von Eintra¨gen auf der Grundlage vorhandener, in der Phase der Wissensakquisition ge-
wonnener Daten soll dem Ontologieentwickler ein wesentlicher Teil der manuellen Arbeit
abgenommen werden. Gleichzeitig soll der Ontologieentwickler in der Lage sein, den In-
tegrationsprozess zu u¨berwachen und zu steuern, sodass insgesamt der semiautomatische,
datengesteuerte Aufbau der Ressource mo¨glich wird.
In diesem Kapitel wird auf dieses Ziel na¨her eingegangen. Im ersten Teil wird die Grund-
idee vorgestellt, die der Generierung von Eintra¨gen ausgehend von vorhandenen Daten zu-
grunde liegt, sowie Anforderungen an ein System erfasst, das diese Grundidee umsetzen
und den semiautomatischen Aufbau eines EFGT-Netzes ermo¨glichen soll. Im zweiten Teil
des Kapitels wird eine abstrakte Lo¨sung zur Realisierung der Anwendungslogik eines sol-
chen Systems vorgestellt: Eine spezielle Sprache, mit Hilfe derer sich die Integration von
Daten in das EFGT-Netz durchfu¨hren la¨sst. Der dritte Teil des Kapitels widmet sich dem
konkreten System, dem sogenannten Upload-Tool, das im Rahmen dieser Arbeit implemen-
tiert wurde und mit dem auf die speziellen Anforderungen eines menschlichen Benutzers
eingegangen wird, sowie dessen Einsatz beim Ontologieaufbau.
3.1 Ausgangspunkt: Muster bei der Kodierung von
EFGT-Netz-Eintra¨gen
Nachdem der Kern entwickelt, die wichtigsten thematischen Bereiche und die geographi-
schen und temporalen Achsen eines EFGT-Netzes ausgebaut worden sind, werden in der
Phase der Population eines EFGT-Netzes vorrangig Eintra¨ge vorgenommen, die einzelne
benannte Entita¨ten darstellen und in der Struktur des Netzes Bla¨tter bilden (s. Abschnitt
Kodierung, S. 50). Diese benannten Entita¨ten ko¨nnen als einzelne Instanzen verschiedener
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Entita¨tenklassen wie Personen, Gemeinden Deutschlands, Baufirmen in Großbritannien,
usw. aufgefasst werden, die innerhalb einer bestimmten Klasse a¨hnlich konzeptualisiert wer-
den und charakteristische, bina¨re Relationen zu anderen Konzepten des Netzes eingehen.
So kann jede einzelne Instanz des Konzepts Personen als eine Entita¨t mit einer bestimmten
Nationalita¨t, Beruf, Geburtsjahr und einer starken Beziehung zu einem bestimmten Thema
aufgefasst werden. Bei der Kodierung dieser Instanz-Konzepte spiegeln sich die charakteri-
stischen Relationen im Identifikator des Eintrags als Facetten wider. Beispielsweise ko¨nnte
man den ID-String fu¨r das Konzept Gabriel Garc´ıa Ma´rquez folgendermaßen spezifizieren:
(e([Kolumbien]&[Schriftsteller]&[Jahr 1928]&[Fantastischer Realismus]).26)
wobei hier die einzelnen Komponenten des ID-Strings durch ihre natu¨rlichen Namen im
EFGT-Netz ersetzt wurden, um die Lesbarkeit und die Kodierung charakteristischer Re-
lationen zu anderen Konzepten im Netz zu verdeutlichen. Einen validen ID-String erha¨lt
man einfach dadurch, dass fu¨r jede Angabe der Form [Konzept] der korrespondierende ID-
String dieses Konzepts ersetzt wird. So mu¨sste man im obigen Ausdruck die Komponente
[Jahr 1928] durch ihren Identifikator (t((T(t.2).2)&(t.11)).59.1.3.9) ersetzen. Die
charakteristischen Relationen des Konzepts Gabriel Garc´ıa Ma´rquez spiegeln sich in der
Kodierung als &-Summe von Werten charakteristischer Facetten, wobei der Eintrag mit
dem Typ e und einem noch nicht belegten, “frischen” Index (im Bsp. 26) lokal eingefu¨hrt
wird. Fu¨hrt man fu¨r jede Facette im obigen Ausdruck eine Variable ein, die je nach Per-
son einen konkreten Wert annimmt, kann man den ID-String aller Instanzen der Klasse
Personen mit folgendem “Muster” zusammenfassen:
(e(Land & Beruf & Geburtsjahr &Thema).n)
wobei Variablen kursiv geschrieben sind und n einen frischen Index fu¨r jede Person bezeich-
net. A¨hnliche Muster lassen sich fu¨r weitere semantische Klassen wie Gemeinden Deutsch-
lands,Weißweine, usw. angeben, bei denen alle Elemente innerhalb der Klasse “analytisch”
a¨hnlich konzeptualisiert werden.
Auch wenn ein Muster fu¨r die Kodierung der Instanzen einer Klasse angegeben wer-
den kann, ist die Kodierung einer solchen Klasse von benannten Entita¨ten mit signifikan-
tem Aufwand verbunden: Fu¨r jeden einzelnen Eintrag mu¨ssen die Facetten mit konkreten
Werten belegt werden, wofu¨r einschla¨giges Wissen vorausgesetzt wird und die passenden
Konzepte im bereits bestehenden EFGT-Netz gefunden werden mu¨ssen. So wird insgesamt
fu¨r die Kodierung einer ganzen Klasse sehr viel kontingentes Wissen vorausgesetzt, da im
Prinzip jede einzelne Facette sehr viele Werte annehmen kann und sich insgesamt eine hohe
Multiplizita¨t bei der Kombination mehrerer Facetten ergeben kann. Dem kann nur begeg-
net werden, indem eine gezielte, automatisierte Wissensakquisition durchgefu¨hrt oder auf
geeignete externe Wissensressourcen zuru¨ckgegriffen wird.
Fu¨r das Ziel, den anvisierten Wissensbereich angemessen abzudecken und die Aktualita¨t
der Ontologie zu wahren, hat die Population der Ontologie und die regelma¨ßige Pflege
dieser potenziell sehr großen, im Prinzip offenen Klassen von benannten Entita¨ten oder
Lexikon-Klassen jedoch eine zentrale Bedeutung, da benannte Entita¨ten als Verankerung
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des EFGT-Netzes in Texten dienen und somit den Ausgangspunkt fu¨r das thematische
Reasoning darstellen (s. Kapitel 2). Die Existenz von Kodierungsmustern o¨ffnet in dieser
Hinsicht eine Tu¨r zur Automatisierung der Population der Ontologie mit Lexikon-Klassen:
Das Muster kann als Schablone gedacht werden, die fu¨r jede neu einzufu¨hrende Entita¨t mit
akquirierten Daten, die als Werte fu¨r die Facetten fungieren, ausgefu¨llt wird und zu einem
neuen Eintrag in der Ressource fu¨hrt. Hier gilt es, vorhandene, vorstrukturierte Daten in
Form von Eintra¨gen auf das EFGT-Netz abzubilden.
Muster in der Kodierung von Eintra¨gen sind auch in anderen Bereichen zu beobachten.
So ko¨nnen beispielsweise bei der Kodierung einer Taxonomie im EFGT-Netz die einzelnen
ist-eine-Art-von-Kanten, die jedes Element der Taxonomie mit dessen Elternknoten ver-
binden, als Facetten aufgefasst werden. Ein Muster fu¨r den ID-String aller Elemente der
Taxonomie, die drei Elternteile haben, ko¨nnte also folgendermaßen aussehen:
(e(Elternteil1 & Elternteil2 & Elternteil3).n)
Hier gilt, die richtigen Elternteile fu¨r jedes Element der Taxonomie einzusetzen.
Wie an den Beispielen zu sehen ist, ist das jeweilige Muster je nach betrachteter Klasse
oder Bereich semantisch anders zu interpretieren. Die Beziehung des neuen Eintrags zu
den einzelnen Konzepten, die im ID-String-Muster die Variablen belegen, kann semantisch
betrachtet eben eine Rolle, eine ist-eine-Art-von-, d.h. taxonomische Beziehung, oder auch
andere Relationen darstellen. In dem Sinne, in dem die unterschiedlichen, fu¨r jeden Bereich
relevanten Beziehungen durch deren Kodierung im ID-String auf die Vorfahre-Nachfahre-
Relation des Netzes abgebildet werden, ist diese strukturelle Relation semantisch u¨berladen.
Eine andere Art von Mustern kann bei der linguistischen Repra¨sentation des Konzeptes
und der Definition anderer Attribute beobachtet werden. So ist denkbar, bei der Klasse der
Gemeinden Deutschlands neben dem Namen der Gemeinde im Nominativ die Genitiv-Form
durch Hinzufu¨gung eines s automatisch im Eintrag zu erzeugen oder aus den akquirierten
Daten die Anzahl der Anwohner als Attribut zu u¨bernehmen. Bei der Erarbeitung eines
Systems zur automatischen Generierung von Eintra¨gen ist ebenfalls diese Art von Mustern
zu beru¨cksichtigen, da sie einen relevanten Teil des Aufwands der Kodierung ausmachen.
Ausgehend von der Hauptidee, Kodierungsmuster als Grundlage zu nehmen, werden
in diesem Abschnitt zuna¨chst weitere Anforderungen an ein System zur semiautomati-
schen Integration von Daten identifiziert. Im weiteren Verlauf des Kapitels erfolgt dann
die Entwicklung technischer Lo¨sungen fu¨r diese Anforderungen. An dieser Stelle sei darauf
hingewiesen, dass eine Betrachtung des Problems der Wissensakquisition in dieser Ar-
beit ausgeklammert wird. Wie bereits erwa¨hnt, wird hier die Annahme gemacht, dass auf
geeignete bestehende Ressourcen zuru¨ckgegriffen oder bekannte Techniken der Informa-
tionsextraktion, wie der Einsatz von Wrappertools und Crawler, Analyse mit regula¨ren
Ausdru¨cken usw., eingesetzt werden ko¨nnen, um no¨tige Daten fu¨r den Aufbau der Onto-
logie bereitzustellen.
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3.2 Anforderungen an ein System zur Datenintegra-
tion
An ein System, das ausgehend von der oben beschriebenen Grundidee die semiautomatische
Integration von (semi-)strukturierten Daten in das EFGT-Netz ermo¨glichen soll, werden
zum einen Anforderungen an die interne Logik des Systems gestellt, zum anderen solche,
die aus der Perspektive des Ontologieentwicklers maßgeblich sind.
Die Erfordernisse an die interne Anwendungslogik des Systems zum Abbilden von Daten
und automatisierten Erzeugen von Eintra¨gen lassen sich na¨her beschreiben:
• Definition von Schemata fu¨r Eintra¨ge, insbesondere fu¨r den ID-String und andere
Attribute des Eintrags. Desweiteren ist ein Mechanismus erforderlich, mit dem in
einem Schema auf bereits im EFGT-Netz bestehenden Eintra¨ge, auf die die zu gene-
rierenden Eintra¨ge aufbauen sollen, Bezug genommen werden kann.
• Mechanismen zur Belegung der Schemata mit Daten und Generierung von Eintra¨gen.
Hierbei besteht das Hauptproblem darin, unterschiedliche Formate der Daten zu
beru¨cksichtigen und generische Mechanismen anzubieten, mit denen auf Regionen
dieser Daten zugegriffen werden kann, sodass Schemata sukzessiv zu Eintra¨gen ver-
vollsta¨ndigt werden ko¨nnen. Da eine weitgehende Trennung vom Wissensakquisiti-
onsprozess angestrebt wird, bevorzugt man hierfu¨r generische Modelle, die wenige
Voraussetzungen an die Daten stellen. Insbesondere sollen sowohl strukturierte als
auch semistrukturierte Daten beru¨cksichtigt werden.
• Alinierungs- und Abgleichsmechanismen, die generierte und im EFGT-Netz beste-
hende Eintra¨ge miteinander vergleichen und mo¨gliche Konflikte und Duplikate iden-
tifzieren.
Zusammengenommen lassen sich diese drei Ziele mit der Entwicklung einer Integrations-
sprache gleichsetzen, mit Hilfe derer sich Transformationen vorhandener Daten in Eintra¨ge
der Ressource spezifizieren lassen.
Aus dem Betrachtungswinkel des Ontologieentwicklers stellen sich eine Reihe von An-
forderungen, die dem Zweck einer Professionalisierung der Entwicklungsumgebung dienen
und eine effiziente Steuerung und U¨berwachung des Integrationsprozesses großer Daten-
mengen ermo¨glichen sollen:
• Es sollen sich Schemata angeben und editieren lassen, mit denen die Integration von
Daten im Sinne der oben besprochenen Integrationssprache durchgefu¨hrt wird.
• Um die Qualita¨t der Ressource nicht zu gefa¨hrden, mu¨ssen die generierten Eintra¨ge
sowie die Ergebnisse des Abgleichs mit dem EFGT-Netz dem Ontologieentwickler
pra¨sentiert werden, der daru¨ber entscheidet, welche Eintra¨ge tatsa¨chlich u¨bernommen
werden. In dieser Hinsicht ist der Ansatz halbautomatisch. Da große Datenmengen
verarbeitet werden sollen, ist eine geeignete Visualisierung von auftretenden Konflik-
ten und Problemen no¨tig, um die “optische” U¨berwachung des Integrationsprozesses
zu ermo¨glichen.
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• Die Population der Ontologie mit dem System soll ein sicherer, versuchender Vor-
gang sein, in dem Sinne, dass verschiedene Schemata hintereinander ausprobiert, Ein-
tra¨ge vorgeneriert und getestet werden ko¨nnen, ohne dass dabei die Gefahr besteht,
inkorrekte Eintra¨ge in der Ressource zu erzeugen. Werden Eintra¨ge vom Benutzer
besta¨tigt und dem EFGT-Netz hinzugefu¨gt, so sollen diese protokolliert werden und
die Mo¨glichkeit bestehen, sie ru¨ckga¨ngig zu machen. Außerdem sollen ga¨ngige Ope-
rationen fu¨r die Verwaltung von Daten wie etwa die Verwendung von Ergebnissen
fru¨herer Alinierungen sowie das “Einfrieren” des Integrationsprozesses bestimmter
Daten zur Fortsetzung zu einem spa¨teren Zeitpunkt, usw. unterstu¨tzt werden.
• Es wird eine webbasierte Lo¨sung angestrebt, die die gleichzeitige Arbeit mehrerer
Ontologieentwickler am EFGT-Netz ermo¨glicht.
• Das System soll fu¨r naive Benutzer verwendbar sein fu¨r den Fall, dass das Kodie-
rungsmuster vorgegeben ist. D.h., die Bedienung des Systems setzt weniger Wis-
sen u¨ber den EFGT-Formalismus voraus als die Kodierung einzelner Eintra¨ge von
Grund auf, sodass Hilfs-Ontologieentwickler eingesetzt werden ko¨nnen, die sich auf
die U¨berpru¨fung der generierten Eintra¨ge konzentrieren.
• Bei Auftreten von Konflikten und ga¨ngigen Problemen, die zur Generierung fehler-
hafter Eintra¨ge fu¨hrt, mo¨chte man diese Probleme on-the-fly lo¨sen ko¨nnen, d.h. ohne
die Kodierungsoberfla¨che aufzurufen, die Anwendung zu verlassen und den Integra-
tionsprozess unterbrechen zu mu¨ssen. Auch dies soll die Verwendung des Systems
durch naive Anwender unterstu¨tzen.
• Die Multilingualita¨t soll dadurch unterstu¨tzt werden, dass in Schemata Eintragsat-
tribute in mehreren Sprachen gleichzeitig definiert werden ko¨nnen, sodass ggf. auch
bestehende Eintra¨ge erweitert werden.
3.3 Eine Sprache zur Integration von Daten in EFGT-
Netze
Nachdem die Anforderungen an ein System zur Datenintegration na¨her beschrieben wur-
den, wird an dieser Stelle eine Lo¨sung fu¨r den Teil der Anforderungen entwickelt, die sich
auf die Logik eines solchen Systems beziehen und unter dem Stichwort Integrationssprache
zusammengefasst wurden. Diese Lo¨sung, mit der neue Eintra¨ge aus vorhandenen Daten
generiert und in ein EFGT-Netz integriert werden sollen, wird in den na¨chsten Abschnit-
ten zuna¨chst von einer abstrakten, von einer bestimmten Implementierung unabha¨ngigen
Perspektive aus beschrieben. Mit dem Einsatz dieser Integrationssprache im Rahmen eines
konkreten Systems befasst sich der dritte Teil des Kapitels im Abschnitt 3.4.
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3.3.1 Schemata zur Definition generischer EFGT-Netz-Eintra¨ge
Wie in der Einleitung beschrieben, will man Muster bei der Kodierung einer Klasse von
a¨hnlich konzeptualisierten benannten Entita¨ten in einem generischen Eintrag zusammen-
fassen, der fu¨r jede einzelne Entita¨t der Klasse mit passenden Daten ausgefu¨llt wird und
zu einem tatsa¨chlichen Eintrag im EFGT-Netz fu¨hrt. Insbesondere muss in einem solchen
generischen Eintrag – im folgenden auch Template oder EFGT-Netz-Eintragsschema ge-
nannt – ein Muster fu¨r den ID-String angegeben werden, in dem Variablen Platzhalter
fu¨r existierende Konzepte im EFGT-Netz darstellen, zu denen jede einzelne Entita¨t fu¨r
die Klasse charakteristische Beziehungen eingeht. Außerdem muss in einem solchen Ein-
tragsschema die Repra¨sentation des Konzepts durch linguistische und andere Angaben
spezifiziert werden ko¨nnen.
Fu¨r die Spezifikation von solchen Templates wird in diesem Abschnitt eine Sprache ent-
wickelt, die bezu¨glich der Angabe generischer Identifikatoren eine natu¨rliche Erweiterung
der Sprache der ID-Strings darstellt (s. Abschnitt 2.1.2, S. 37).
Die Template-Sprache umfasst einen konstruktiven Teil zur Angabe neuer Eintra¨ge und
einen variablen Teil, der Templates generisch macht. Auf den variablen Teil wird spa¨ter
eingegangen, es sei zuna¨chst der konstruktive Teil betrachtet.




spezifiziert. Der erweiterte ID-String in dieser Deklaration stellt eine Konstruktionsvor-
schrift fu¨r den ID-String des neuen Eintrags dar, die Bezug auf bereits im Netz existierende
Konzepte nimmt. Die Liste der Attribute gibt die linguistische Repra¨sentation und die op-
tionalen Attribute des Eintrags vor. Die Liste der Attribute wird dem korrespondierenden
erweiterten ID-String explizit zugewiesen, indem die a¨ußere Klammer des erweiterten ID-
Strings mit einem sogenannten Anker markiert wird und dieser gefolgt von einem Punkt
vor jeder Attributdeklaration der Liste verwendet wird:




Ein Anker ist schlicht ein alphanumerischer Name, in obiger Deklaration NeuesKonzept.
Die Syntax der Attributdeklarationen ist in Abbildung 3.1 zusammengefasst. Als Beispiel
definiert folgende Deklaration eine einfache linguistische Repra¨sentation in einem neuen
Eintrag fu¨r das Konzept Landkreise in Hessen:
(NeuesKonzept Rest des erweit. ID-Strings)
NeuesKonzept.name.de.nomen = "Landkreise in Hessen"
NeuesKonzept.variante.de.nomen = "Landkreise Hessens"
3.3 Eine Sprache zur Integration von Daten in EFGT-Netze 66
In dem Beispiel wird dem neuen Konzept ein Namen (Annotationsrolle name) auf Deutsch
(Sprache de) mit dem linguistischen Typ nomen sowie eine Variante mit demWert Landkrei-
se Hessens zugewiesen.
AttrList ::= (Anchor .AttrDecl)+
AttrDecl ::= LingAttr |OptAttr
LingAttr ::= AnnoRolle1 .Lang .LingType = "Value "
AnnoRolle1 ::= name | variante | . . .
Lang ::= de | en | . . .
LingType ::= nomen | eigenname | adj | . . .
OptAttr ::= AnnoRolle2 .DataType = "Value "
AnnoRolle2 ::= biolink | gebjahr | homepage | . . .
DataType ::= string | integer | url | . . .
Anchor ::= Alphanum+
Value ::= String
Abbildung 3.1: Grammatik zur Spezifikation von Attributlisten. Eine Liste von Attribut-
deklarationen (Kategorie AttrList) besteht aus beliebig vielen Ausdru¨cken der Kategorie
AttrList, die durch einen Anker (Anchor) qualifiziert sind. Damit ko¨nnen sowohl die lingui-
stische Repra¨sentation (Deklarationen mit LingAttr) des Konzepts als auch die optionalen
Attribute (OptAttr-Deklarationen) definiert werden. Fu¨r eine Erkla¨rung der verschiedenen
Annotationsrollen und deren mo¨glichen Typen vgl. die Beschreibung in Kap. 2, S. 40.
Um das Eintragsschema zu vervollsta¨ndigen, muss ein erweiterter ID-String angege-
ben werden, von dem im obigen Beispiel die a¨ußere Klammerung mit dem Anker fu¨r die
Attributliste sichtbar ist. Mit diesem erweiterten ID-String setzt man den Eintrag in Bezie-
hung zu bestehenden Konzepten, um die Relationen der Konzeptualisierung auszudru¨cken.
Hierfu¨r ko¨nnen die Identifikatoren der angesprochenen Erweiterung der Sprache der ID-
Strings verwendet werden, die IDStringgen genannt wird, in Anlehnung an den Namen der
ID-Strings in Kap. 2, IDString (s. Abb. 2.1, S. 38).
Neben der Verwendung der Anker-Klammerung besteht die Erweiterung hauptsa¨chlich
in der Einfu¨hrung eines verweisenden Sprachkonstrukts, sogenannter Query-Komponenten.
Eine Query-Komponente dient dazu, mittels eines sprachlichen Ausdrucks auf ein im
EFGT-Netz existierendes Konzept zuzugreifen und dessen ID-String fu¨r die Konstruk-
tion des Identifikators im Eintragsschema zu verwenden. Syntaktisch wird eine Query-
Komponente durch Angabe des sprachlichen Ausdrucks zwischen eckigen Klammern ange-
geben. Beispielsweise stellt [Hessen] einen Verweis auf das Konzept Hessen dar. Schließlich
erfolgt die Spezifikation des ID-Strings unter Bezugnahme bestehender Eintra¨ge durch die
Kombination von Query-Komponenten mit den beiden syntaktischen Operationen der ID-
String-Syntax, der lokalen Einfu¨hrung und der & -Summenbildung. Wird im obigen Beispiel
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das Konzept Landkreise in Hessen als eine Menge von geographischen Bereichen konzep-
tualisiert (Typ G ), die unter dem zugeho¨rigen Bundesland lokal einzufu¨hren ist, so la¨sst
sich das entsprechende Eintragsschema folgendermaßen angeben:
( NeuesKonzept G[Hessen].n)
NeuesKonzept.name.de.nomen = "Landkreise in Hessen"
NeuesKonzept.variante.de.nomen = "Landkreise Hessens"
Die Semantik dieses Templates ist ein neuer Eintrag in der Wissensressource. Angenom-
men, der ID-String fu¨r das Konzept Hessen ist (g(G.2).7) im EFGT-Netz, wu¨rde dieses
Template den neuen ID-String (G(g(G.2).7).1) fu¨r Landkreise in Hessen generieren. Die
abgewandelte Form der lokalen Einfu¨hrung mit dem generischen Index .n sorgt dafu¨r, dass
ein frischer Index fu¨r den neuen ID-String ermittelt wird. Im Beispiel wird also zusa¨tzlich
angenommen, dass unter Hessen keine weitere lokale Einfu¨hrung des Typs G vorhanden
ist, sodass n = 1 einen frischen Index darstellt. Der neue Eintrag kann formal als ein Paar
ε = (φ,Ω) aufgefasst werden, wobei φ den erfolgreich konstruierten ID-String darstellt und
Ω die Liste der Attribute, die φ u¨ber den Anker zugeordnet wurden:
ε = ( (G(g(G.2).7).1) ,
{ ( name.de.nomen , ”Landkreise in Hessen”),
( variante.de.nomen , ”Landkreise Hessens”) } )
Attribute werden ebenfalls als Paare aufgefasst, wobei das erste Element des Paars der
komplexe Typ, der durch die Kombination der Annotationsrolle, Sprache, usw. entsteht,
und das zweite Element der Wert des Attributs ist.
IDStringgen ::= (AnchorTyp IDString′ .n) |(AnchorIDString′ & IDString′ )
IDString′ ::= ( ) | [Value ] | (Typ IDStringgen . Index ) |
( IDStringgen & IDStringgen )
Abbildung 3.2: Syntax der erweiterten Identifikatoren IDStringgen (vgl. Abb. 2.1)
Analog zum Beispiel ko¨nnen Query-Komponenten als Summanden einer & -Summe ver-
wendet werden. Die Syntax der erweiterten ID-Strings IDStringgen ist in Abb. 3.2 zusam-
mengefasst. Wie aus dieser Grammatik ersichtlich, ko¨nnen mehrere erweiterte Identifika-
toren ineinander verschachtelt werden, sodass das Eintragsschema auf kompakte Weise
mehrere Eintra¨ge definieren kann. Die durch die Anker markierten Teile des Identifikators
entsprechen jeweils einem neu generierten ID-String, dem im Eintragsschema mittels des
korrespondierenden Anchors Attributdeklarationen zugewiesen werden. Somit kann das
Beispiel-Template erweitert werden, um einen bestimmten Landkreis in die Menge der
Landkreise Hessens einzufu¨hren:
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( Kreis g( Kreismenge G[Hessen].n).n)
Kreismenge.name.de.nomen = "Landkreise in Hessen"
Kreismenge.variante.de.nomen = "Landkreise Hessens"
Kreis.name.de.nomen = "Main-Taunus-Kreis"
Ein Template ist valide, wenn allen im erweiterten Identifikator vorkommenden Anker
jeweils mindestens eine Attributdeklaration zugewiesen wird.
Der eigentliche Nutzen der Templates entsteht jedoch erst durch die Verwendung von
Variablen, sodass ein Eintragsschema generisch wird und durch die wiederholte Belegung
der Variablen mit Werten aus akquirierten Daten insgesamt alle Eintra¨ge fu¨r die anvisierte
Klasse von benannten Entita¨ten erzeugt werden kann. Variablen ko¨nnen entweder in einer
Query-Komponente fu¨r den generischen Verweis auf bestehende Konzepte eingesetzt wer-
den oder in den Werten der Attributzuweisungen. Letzteres kann erreicht werden, indem
die Regel fu¨r Value aus Abb. 3.1 modifiziert wird:
Value ::= String | String? ( Var String? )+
Nach der Erweiterung der Regel um den Ausdruck auf der rechten Seite der Alternative
ko¨nnen Variablen (dargestellt durch Var) in beliebige Strings eingebettet werden. Wie der
Zugriff auf Daten u¨ber Variablen erfolgen kann und die Ausdru¨cke in Var aussehen, wird
in Abschnitt 3.3.3 behandelt: Je nach Art der Daten werden dort unterschiedliche Arten
von Variablen definiert, um je nach Format auf verschiedene Regionen der Daten zugrei-
fen zu ko¨nnen und eine sinnvolle Belegung des Eintragsschemas zu ermo¨glichen. Um die
Ma¨chtigkeit von Variablen an dieser Stelle dennoch zu vermitteln, sei ein weiteres Beispiel
betrachtet: Das Template in Abb. 3.3 – im folgenden Bezirkstemplate genannt – entha¨lt
kursiv geschriebene Variablen und kodiert Eintra¨ge fu¨r Mengen von Bezirken verschiedener
schweizer Kantone, ist im Aufbau jedoch analog zum Template fu¨r die Landkreise Hessens.
Die Variable Kanton steht fu¨r den Kanton. In die zugeho¨rige Bezirksmenge werden einzelne
Bezirke eingefu¨hrt, deren deutscher Namen durch die Variable Bezirk repra¨sentiert wird.
Das fru¨here Beispiel mit den Landkreisen Hessens erweiternd, wird hier außerdem noch ein
Eintrag fu¨r die Haupstadt des Bezirks (Variable Haupstadt) generiert, die im erweiterten
ID-String durch die Summenbildung des Bezirks mit dem Konzept Hauptsta¨dte modelliert
wird.
( Hauptstadt ( Bezirk g( Bezirksmenge G[Kanton ].n).n)&[Haupsta¨dte])
Bezirksmenge.name.de.nomen = "Bezirke in Kanton"
Bezirksmenge.variante.de.nomen = "Bezirke Kantons"
Bezirk.name.de.nomen = "Bezirk"
Hauptstadt.name.de.nomen = "Hauptstadt"
Abbildung 3.3: Eintragsschema zur Kodierung von Bezirken und deren Hauptsta¨dte fu¨r
schweizerische Kantone (sog. Bezirkstemplate)
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Kanton Bezirk Hauptstadt
Thurgau Bezirk Weinfelden Weinfelden
Thurgau Bezirk Bischofszell Bischofszell
Wallis Bezirk Brig Brig-Glis
Wallis Bezirk Visp/Vie`ge Visp
Wallis Bezirk O¨stlich-Raron/Rarogne oriental Mo¨rel
Tabelle 3.1: Geographische Daten bezu¨glich der Schweiz
Sind beispielsweise als Ergebnis der Wissensakquisition die Daten in Tabelle 3.1 vorhan-
den und werden die Variablen des Templates Zeile fu¨r Zeile der Tabelle entsprechend den
Namensspalten mit Werten belegt, so werden fu¨r jede Zeile drei neue Eintra¨ge generiert.
Abbildung 3.4 stellt die erzeugten Eintra¨ge fu¨r die erste Zeile der Tabelle dar.
{ ( (G(g(G().2).3).1), { (name.de.nomen, ”Bezirke in Thurgau”),
(variante.de.nomen, ”Bezirke Thurgaus”) } ),
( (g(G(g(G().2).3).1).3), { (name.de.nomen, ”Bezirk Weinfelden”) } ) ,
( ((g(g(G(g(G().2).3).3).1).3)&(G((G().1)&(F().2)).3)),
{ (name.de.nomen, ”Weinfelden”)} ) }
Abbildung 3.4: Mit dem Bezirkstemplate generierte Eintra¨ge fu¨r die erste Zeile in Tab. 3.1
Semantik von EFGT-Netz-Eintragsschemata
Im vorherigen Abschnitt wurde wa¨hrend der Beschreibung der Syntax der EFGT-Netz-
Eintragsschemata erwa¨hnt, dass die Semantik eines solchen Schemas nach Belegung der
Variablen mit Werten und dessen Auswertung eine Menge von Eintra¨gen ist. Wa¨hrend die
Vervollsta¨ndigung der Attributdeklarationen im Template mit Werten aus den Daten –
soweit diese Werte ermittelbar sind – stets zu korrekten Attributzuweisungen im jeweiligen
Eintrag fu¨hrt, liefert die Auswertung des erweiterten Identifikators nicht in jedem Fall einen
definierten Wert fu¨r die verschiedenen ID-Strings.
Bei der Konstruktion von ID-Strings fu¨r die Eintra¨ge wird der erweiterte Identifika-
tor von innen nach außen und von links nach rechts entsprechend der mit Ankern mar-
kierten Klammerung ausgewertet. Beispielsweise bedeutet dies fu¨r das Bezirkstemplate,
dass zuna¨chst versucht wird, den ID-String fu¨r den Anker Bezirksmenge aufzubauen,
anschließend fu¨r Bezirk und schließlich nach der Auswertung der Query-Komponente
[Hauptsta¨dte] den mit Hauptstadtmarkierten ID-String. Der Grund dafu¨r, dass die Aus-
wertung des erweiterten ID-Strings fehlschlagen kann, sind eingebettete Query-Komponen-
ten, die unter Umsta¨nden nicht durch einen definierten ID-String ersetzt werden ko¨nnen.
Ein ID-String zur Ersetzung einer Query-Komponente wird ermittelt, indem im EFGT-
Netz nach einem Eintrag gesucht wird, der die Angabe in der Query – nachdem Va-
riablen belegt worden sind – als Attribut hat. Diese Suche entspricht einer Funktion
getEntries : String −→ P(E), wobei P(E) die Potenzmenge aller Eintra¨ge im EFGT-
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Netz darstellt. Liefert diese Funktion fu¨r eine Query-Angabe σ getEntries(σ) = {ε} mit
ε ∈ E, so wird die Query-Komponente bei der Auswertung des erweiterten Identifikators
des Templates durch den ID-String von ε ersetzt. In den anderen Fa¨llen, getEntries(σ) = ∅
und getEntries(σ) = A mit |A| > 1, ist der Wert fu¨r die Query-Komponente undefiniert
und die Auswertung des Templates schla¨gt fehl.
Bei der Berechnung von getEntries(σ) kann nu¨tzlich sein, σ mit den in der Wissensres-
source definierten Attributen auf linguistische A¨hnlichkeit hin zu testen, statt lediglich auf
Gleichheit. Die Nu¨tzlichkeit dieses Vergleichs beruht darauf, die Suche permissiver zu ma-
chen und dadurch die Wahrscheinlichkeit, dass die Auswertung einer Query-Komponente
fehlschla¨gt, geringer zu halten. Der Vergleich auf linguistische A¨hnlichkeit hin kann eben-
falls als eine Funktion aufgefasst werden:
lingSim : String −→ P(Attr)
mit Attr der Menge aller im EFGT-Netz definierten Attribute. Mit Hilfe dieser Funktion
kann getEntries folgendermaßen definiert werden:
getEntries(σ) = {ε ∈ E|ε hat ein Attribut aus lingSim(σ)}
Fu¨r die Praxis gilt, eine linguistische A¨hnlichkeitsfunktion zu finden, die gegenu¨ber den in
Daten vorkommenden Varianten tolerant ist, ohne dass jedoch getEntries unno¨tig viele Er-
gebnisse liefert. In der Literatur sind eine Reihe von linguistischen A¨hnlichkeitsfunktionen
vorgeschlagen worden, die sich je nach linguistischer Klasse der Angabe (Mehrwortlexem,
Eigenname, einfaches Wort, usw.) und Sprache unterschiedlich eignen. Fu¨r einen U¨berblick
wird auf Euzenat und Shvaiko (Euzenat and Shvaiko, 2007, S. 74 ff) verwiesen.
Ein weiterer dynamischer Aspekt bei der Auswertung des in einem Template angege-
benen erweiterten ID-Strings ist die Bestimmung eines Wertes fu¨r den generischen Index
in lokalen Einfu¨hrungen. Nach Abb. 3.2 kommen generische Indizes in Ausdru¨cken der
Form (AnchorTypIDString′ .n) vor. Bei der Auswertung von ID-Strings dieser Form ko¨nnen
verschiedene Fa¨lle unterschieden werden, wobei nur die betrachtet werden, bei denen der
eingebettete ID-String (oben durch IDString′ dargestellt) bereits erfolgreich aufgebaut wer-
den konnte. Ist (ρτφ .n) ein solcher Ausdruck, so wird zuna¨chst der ID-String ( τφ .333)
normalisiert (s. S. 39). Ist der normalisierte String ( τφ′ .333) , so werden anschließend
alle ID-Strings ermittelt, die den Teilstring ( τφ′ . enthalten. Folgende Fa¨lle ergeben sich
dann:
1. Ist im EFGT-Netz kein ID-String mit dem Teilstring ( τφ′ . vorhanden, so erha¨lt
der mit ρ markierte Eintrag den Identifikator ( τφ′ .1) , d.h. n = 1 .
2. Lassen sich im EFGT-Netz ein oder mehrere Eintra¨ge mit einem ID-String finden, der
( τφ′ . als Teilstring entha¨lt, so wird der maximale Index max ermittelt, der in allen
ermittelten ID-Strings dem Teilstring folgt. Anschließend wird n folgendermaßen
bestimmt:
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(a) Findet sich in der Datenbank ein Eintrag mit einem gesamten Identifikator der
Form ( τφ′ .x ) , wobei 1 ≤ x ≤ max und sind die Attribute dieses Eintrags
unifizierbar (s.u.) mit den Attributen des im Template mit ρ markierten Ein-
trags, so werden beide Eintra¨ge gleichgesetzt, d.h. in diesem Fall n = x.
(b) Ansonsten n = max+ 1.
Dass die Attribute zweier Eintra¨ge unifizierbar sind, bedeutet, dass alle Attribute eines
Eintrags im anderen enthalten sind. Zwei Attribute sind gleich, wenn sie komponentenweise
verglichen gleich sind (komplexer Typ und Wert).
Durch den im Fall 2.(a) no¨tigen Vergleich zwischen Eintra¨gen ist die Auswertung eines
Templates mit der Alinierung der generierten Eintra¨ge zu den Eintra¨gen im EFGT-Netz
eng verzahnt. Den Details dieser Alinierung widmet sich der na¨chste Abschnitt.
3.3.2 Abgleich und Alinierung generierter Eintra¨ge
Das Ziel der Alinierung der mit einem Eintragsschema erzeugten Eintra¨gen mit dem EFGT-
Netz ist die Ermittlung von Kandidaten, die neue Eintra¨ge darstellen und in die Ontologie
u¨bernommen werden ko¨nnen.
Zur Alinierung der generierten Eintra¨ge mit dem EFGT-Netz kann der Vergleich einer-
seits basierend auf dem ID-String (logisches Matching) erfolgen und anderseits auf Grundla-
ge der definierten Attribute, insbesondere der linguistischen Repra¨sentation (linguistisches
Matching). Fu¨r einen einzigen erzeugten Eintrag reicht bei der Alinierung aus, ihn mit den
Eintra¨gen der Ontologie zu vergleichen. Da der Zweck eines Templates die Erzeugung einer
Vielzahl von Eintra¨gen ist, die erst nach Besta¨tigung durch den Ontologieentwickler in das
EFGT-Netz u¨bernommen werden, werden die erzeugten, noch nicht besta¨tigten Eintra¨ge
solange in einem Eintragsspeicher gehalten. Im Normalfall muss also der Abgleich eines
neu erzeugten Eintrags mit den bereits vorhandenen Eintra¨gen sowohl im Eintragsspei-
cher als auch in der Wissensressource durchgefu¨hrt werden. Somit umfasst der erweiterte
Eintragsraum alle Eintra¨ge, die sich im Speicher oder im EFGT-Netz befinden, und al-
le im folgenden beschriebenen Vergleichsoperationen werden, wenn nichts anderes explizit
vermerkt ist, in diesem Raum durchgefu¨hrt.
Prozedural beginnt der Abgleich eines generierten Eintrags mit dem Aufbau des im
Template spezifizierten ID-Strings fu¨r den Eintrag. Wie im Abschnitt u¨ber die Seman-
tik eines Schemas dargestellt, ist dieser Aufbau im Falle einer lokalen Einfu¨hrung unter
Umsta¨nden mit einem linguistischen Matching (Test auf Unifizierbarkeit) zur Ermittlung
eines passenden Indizes verbunden. Ansonsten kann das logische Vorhandensein des Ein-
trags einfach durch einen Test entschieden werden, ob der ID-String im erweiterten Ein-
tragsraum bereits definiert ist.
Nach dem logischen Matching wird das linguistische Matching durchgefu¨hrt: Es wird
nach Eintra¨gen gesucht, die mit dem generierten Eintrag unifizierbar sind (Definition s.
Abschnitt 3.3.1), wobei im Gegensatz zum logischen Abgleich hier das Ergebnis mehr als
einen Eintrag enthalten kann. Ist das Ergebnis des linguistischen Matchings nicht leer, so
ist der generierte Eintrag bereits linguistisch vorhanden.
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Aus der Kombination der Testergebnisse auf logisches und linguistisches Vorhandensein
ergeben sich die vier ersten Fa¨lle der Tabelle 3.2. Ein generierter Eintrag wird als neuer
Eintrag interpretiert, wenn weder auf der logischen noch auf der linguistischen Ebene ein
Konflikt vorhanden ist. In diesem Fall kann der Eintrag einfach in die Wissensressource
u¨bernommen werden. Ergibt sich ein Namenskonflikt (zweiter Fall), hat das zwei mo¨gliche
Interpretationen: Eine besteht darin, dass die beiden Eintra¨ge, wie von ihren unterschiedli-
chen ID-Strings ausgedru¨ckt, semantisch verschiedene Konzepte darstellen, aber homonym,
d.h. in ihrem Bezeichner ununterscheidbar sind. Durch die U¨bernahme des neuen Eintrags
wu¨rde eine Ambiguita¨t in der Wissensressource entstehen. Um dies zu vermeiden, kann
etwa die Vorzugsbezeichnung des generierten Eintrags gea¨ndert werden. Die andere In-
terpretation eines Nameskonflikts fasst sowohl den generierten als auch den linguistisch
gleich repra¨sentierten, bestehenden Eintrag als dasselbe abstrakte Konzept auf, wobei die-
ses aber in den beiden Eintra¨gen logisch unterschiedlich modelliert wird. In diesem Fall
muss entschieden werden, welcher ID-String u¨bernommen werden soll. Insbesondere ist es
interessant zu pru¨fen, ob einer der beiden ID-Strings eine Verfeinerung des anderen dar-
stellt. Ein logischer Konflikt (dritter Fall) kann ebenfalls zweifach ausgelegt werden. Eine
Mo¨glichkeit ist, dass die linguistischen Repra¨sentationen der beiden Eintra¨ge komplementa¨r
sind und etwa ein Synonym der anderen erfasst. In diesem Fall liegt die Vereinigung beider
Attributmengen nahe. In der anderen, konversen Interpretation bezeichnen beide lingui-
stisch gleiche Eintra¨ge unterschiedliche semantische Konzepte, deren logische Modellierung
zu grob ist, um auf der Ebene der ID-Strings unterschieden werden zu ko¨nnen. Schließlich
liegt ein Konzeptmatch vor, wenn im erweiterten Eintragsraum sowohl linguistisch als auch
logisch der generierte Eintrag von einem vorhandenen ununterscheidbar ist.
Zusa¨tzliche Informationen durch partielles Matching
Mit der Alinierung generierter Eintra¨ge will man verhindern, dass semantisch redundante
Eintra¨ge in der Datenbank entstehen. Der im vorherigen Abschnitt beschriebene Abgleich
identifiziert jedoch potenziell redundante Eintra¨ge auf Grund syntaktischer Hinweise, der
logischen und linguistischen Repra¨sentation. Bei der Interpretation der Konfliktfa¨lle muss
der Ontologieentwickler selbst entscheiden, ob der Eintrag semantisch redundat ist oder
nicht, und ihn entsprechend verwerfen oder vera¨ndern. Zusa¨tzliche Information, die die
Interpretation der unklaren Fa¨lle unterstu¨tzen kann, la¨sst sich gewinnen, indem die Ab-
gleichmethode permissiver gemacht und dadurch bei der Alinierung Eintra¨ge beru¨cksichtigt
werden, die sich in der Attributrepra¨sentation oder im ID-String a¨hneln. Mit Hilfe dieser
zusa¨tzlichen Information ist zu erwarten, dass sich der Integrationsprozess beschleunigen
la¨sst und sicherer bezu¨glich der Vermeidung redundanter Eintra¨ge wird.
Beim Vergleich der Attributrepra¨sentation zweier Eintra¨ge la¨sst sich das in Abschnitt
3.3.1 beschriebene, exakte Verfahren auf unterschiedliche Weise durchla¨ssiger machen. An-
statt die vollkommene Unifizierbarkeit der beiden Attributrepra¨sentationen zu betrachten,
kann etwa gefordert werden, dass nur sie einen bestimmten Anteil gemeinsamer Attribute
haben. Eine andere Mo¨glichkeit ist, Attribute als gleich gelten zu lassen, wenn sie unge-
achtet des Typs den gleichen Wert haben. Außerdem kann der Vergleich der Attributwerte
3.3 Eine Sprache zur Integration von Daten in EFGT-Netze 74
mit Hilfe der Funktion lingSim approximativ gemacht werden: Demnach ist ein Attribut
(τ, σ) – wobei wie bisher τ den komplexen Typ aus der Kombination der Annotationsrolle
mit zusa¨tzlichen Typen und σ den Wert darstellt – mit einem Attribut ρ eines anderen
Eintrags gleichzusetzen, wenn ρ ∈ lingSim(σ). In der Implementierung (s. Abschnitt 3.4)
ist ein Eintrag ε′ aus dem erweiterten Eintragsraum ein partielles linguistisches Match des
generierten Eintrags εgen, wenn sich ein Attribut ρ ∈ ε′ und ein Attribut φ = (τ, σ) ∈ εgen
finden lassen, so dass ρ ∈ lingSim(σ).
Die Definition einer approximativen Vergleichsvorschrift, die die semantische Na¨he zwei-
er ID-Strings bewertet, ist durchaus schwieriger. Bei einem solchen approximativen logi-
schen Matching kann zum einen die Gestalt der beiden ID-Strings miteinander verglichen
werden. Hierbei mu¨ssen unterschiedliche Faktoren und Fa¨lle betrachtet werden. Beispiels-
weise kann man die semantische Na¨he zweier Identifikatoren, die beide eine & -Summe
darstellen und mehrere Komponenten gemeinsam haben, unterschiedlich bewerten, je nach-
dem, wie groß der Anteil der nicht geteilten Komponenten ist. Ein weiterer Fall ko¨nnte der
sein, in dem ID-Strings der Form
Sgen = (e(X &Y &Z ).1)
Sfound = (e(A &Y
′ &Z ).3)
gegeben sind. Hier stehen X, Y , usw. fu¨r spezifischen Komponenten und Y ′ fu¨r einen Vor-
fahren von Y in einem bestimmten EFGT-Netz. Zur Bewertung der semantischen Na¨he
dieser beiden ID-Strings ko¨nnen im Prinzip unterschiedliche Kriterien wie die Anzahl der
gemeinsamen Komponenten, die U¨bereinstimmung der Typen der beiden ID-Strings, der
Grad der semantischen Verwandtheit zwischen Y und Y ′, usw. herangezogen werden. Bei
der Betrachtung dieser und weiterer Fa¨lle ist es unklar, welche Kriterien ein gutes Maß der
semantischen Na¨he auf der Grundlage des Aufbaus der Identifikatoren a priori liefern. Zum
anderen scheint es sinnvoll zu sein, beim approximativen logischen Matching die Topologie
des Netzes zu beru¨cksichtigen, in denen die zu vergleichenden ID-Strings eingebettet sind.
Im obigen Beispiel kann die semantische Na¨he von Sgen und Sfound davon abha¨ngen, wievie-
le Konzepte im spezifischen Netz Y und Y ′ voneinander trennen. Bei der Betrachtung von
ausschließlich zwei ID-Strings kann nichts daru¨ber ausgesagt werden, welche Struktur beide
Konzepte im Netz verbindet. Je nach Gro¨ße des betrachteten EFGT-Netzes und je nach-
dem, welche ID-Strings als Konzepte umgesetzt sind, kann semantische Na¨he topologisch
betrachtet unterschiedlich verstanden werden.
Gute Kriterien fu¨r Maße semantischer Na¨he scheinen sich demnach nur experimentell
bestimmen zu lassen. Außerdem scheint die Interpretation eines solchen Maßes fu¨r den Be-
nutzer schwer zu sein, wenn sich ohnehin keine guten Vergleichskriterien a priori angeben
lassen. Ein partielles logisches Matching wird bis zur Entwicklung einer geeigneten Vor-
schrift nur als theoretische Mo¨glichkeit in Tab. 3.2 aufgenommen. In der Implementierung
liegt ein partielles logisches Match vor, wenn zwei ID-Strings syntaktisch die gleiche lokale
Einfu¨hrung darstellen und sich nur im Index unterscheiden.
Tabelle 3.2 erfasst die zusa¨tzlichen Fa¨lle, die sich bei der Alinierung generierter Eintra¨ge
ergeben, wenn Ergebnisse eines partiellen linguistischen bzw. logischen Abgleichverfahrens
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als Zusatzinformation dienen. Die ersten zwei Fa¨lle unterstu¨tzen die Interpretation des Ab-
gleichs im Konfliktfall. Wenn beispielsweise der ID-String des generierten Eintrags bereits
vorhanden ist und zusa¨tzlich eine partielle U¨bereinstimmung der Attributrepra¨sentation
mit demselben Eintrag vorliegt (Fallcode 21), spricht das fu¨r die erste Interpretation des
vorhandenen logischen Konflikts (Fallcode 01). Die Fa¨lle mit dem Code 22, 20 und 02
stellen Zusatzinformationen im Fall eines potenziellen neuen Eintrags dar.
Auf die in der Tabelle vorgeschlagenen Aktionen zur Lo¨sung der Konflikte wird in der
Implementierung (s. Abschnitt 3.4) eingegangen.
3.3.3 Datenformate und Instanziierung von Schemata
Bei der Beschreibung der Sprache fu¨r die EFGT-Netz-Eintragsschemata in Abschnitt 3.3.1
wurde darauf hingewiesen, dass ein Schema erst durch die Verwendung von Variablen
generisch wird, sodass durch mehrfache Instanziierung dieser Variablen immer wieder neue
Eintra¨ge entstehen. Der Mechanismus, mit dem diese Variablen mit Daten belegt werden,
wurde dabei noch offen gehalten. Darauf wird nun na¨her eingegangen.
Ist ein Template mit Variablen vorgegeben, lassen sich im Allgemeinen aus einer be-
stimmten Datenquelle mehrere Variablenbelegungen dafu¨r gewinnen. Zuna¨chst muss ge-
kla¨rt werden, was sinnvolle Variablenbelegungen sind. Außerdem muss bei der Erzeugung
von Variablenbelegungen das spezifische Format der Daten beru¨cksichtigt werden. Im fol-
genden wird ein Kriterium aufgestellt, mit dem sich sinnvolle Variablenbelegungen iden-
tifizieren lassen. Anschließend wird der Einsatz dieses Kriteriums bei unterschiedlichen
Datenformaten beschrieben. Im einzelnen werden tabellarische Daten, Daten, die als typi-
sierte Felder vorliegen und schließlich XML-Daten betrachtet. Somit wird die prozedurale
Bedeutung eines Templates, wenn spezifischen Daten in einem dieser Formate vorliegen,
beleuchtet.
Funktionale Abha¨ngigkeiten als Orientierung
Bei der Entwicklung von Mechanismen zur Definition von Variablenbelegungen ist folgende
Beobachtung nu¨tzlich: Bei der Kodierung eines Konzeptes ha¨ngt die Wahl der Facetten in
der Konzeptualisierung vom jeweiligen zu kodierenden Konzept ab. So bedingt das Kon-
zept Gabriel Garc´ıa Ma´rquez die Wahl von Kolumbien als in Relation stehendem Land bei
der Kodierung. In einem Template dru¨ckt sich diese Abha¨ngigkeit dadurch aus, dass die
Variablen, die von einer Klammerung mit einem bestimmten Anker umfasst werden, in
Abha¨ngigkeit vom Konzept belegt werden, fu¨r das der aktuelle Anker steht. Beispielsweise
sollte im Template auf Abb. 3.3 (s. S. 68) fu¨r die Variable Kanton der Wert Thurgau ein-
gesetzt werden, wenn der Anker Bezirk u¨ber die Variable Bezirk mit Bezirk Weinfelden
belegt wird und dieses Konzept repra¨sentiert. Anders ausgedru¨ckt, liegen die vom Anker
abha¨ngigen Variablen im syntaktischen Skopus des Ankers. Diese Abha¨ngigkeit ist funk-
tional in dem Sinne, dass das Konzept die Belegung der Variablen eindeutig festlegt. Eine
funktionale Abha¨ngigkeit besteht außerdem noch bei verschachtelten Templates zwischen
den im erweiterten ID-String vorkommenden Ankern: Liegt ein Anker A im syntaktischen
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Skopus eines anderen Ankers B, so ha¨ngt die Belegung vom Konzept A von der des Kon-
zepts B ab, da die Kodierung von A auf der Kodierung von B aufbaut. So bedingt im
Bezirkstemplate (Abb. 3.3) die Belegung der Hauptstadt mit Weinfelden den Wert Bezirk
Weinfelden fu¨r Bezirk.
Wie unten fu¨r die drei unterschiedlichen Formate na¨her erla¨utert wird, kodieren un-
terschiedliche Datenformate auf verschiedene Weise implizit funktionale Abha¨ngigkeiten.
Der Leitgedanke bei der Definition von Mechanismen zur Schema-Instanziierung besteht
darin, zu ermo¨glichen, dass in der Datenquelle mittels des Formats kodierte funktionale
Abha¨ngigkeiten auf solche im Template abgebildet werden ko¨nnen. Demnach mu¨ssen fu¨r
jedes einzelne Format spezifische Verweismechanismen entwickelt werden, sodass auf im
Format kodierte Abha¨ngigkeiten zugegriffen werden kann.
Das Prinzip, sich funktionaler Abha¨ngigkeiten bei der Definition von Variablenbelegun-
gen zu bedienen, schra¨nkt die Datenquellen ein, die mit der hier entwickelten Schemaspra-
che verarbeitet werden ko¨nnen: Das Format der Datenquelle muss dieselben funktionalen
Abha¨ngigkeiten kodieren, die im Template eine Rolle spielen. Anders ausgedru¨ckt, muss
das Format der Datenquelle die Relationen in der Ontologie auf natu¨rliche Weise kodie-
ren. In der Praxis stellte sich heraus, dass das keine wirkliche Einschra¨nkung darstellt.
Der Vorteil dieses Ansatzes liegt darin, dass die Daten im Originalformat belassen werden
ko¨nnen und nicht erst transformiert werden mu¨ssen, um die funktionalen Abha¨ngigkeiten
im Template widerzuspiegeln.
Tabellarische Daten
In einer Tabelle la¨sst sich u¨blicherweise mindestens eine Spalte finden, die als Schlu¨ssel
fu¨r die Werte in den anderen Spalten dient. D.h., dass die Werte in einer Zeile vom Wert
der Schlu¨sselspalte funktional abha¨ngen. Beispielsweise in Tab. 3.1 (s. S. 69) bedingen
sowohl die Spalte Bezirk als auch die Spalte Hauptstadt jeweils die anderen zwei Spal-
ten funktional, sodass Ketten von funktionalen Abha¨ngigkeiten entstehen. Aus jeder Zeile
kann deswegen ein Tupel extrahiert werden, mit dem die im Bezirkstemplate von Abb.3.3
kodierten Abha¨ngigkeiten instanziiert werden ko¨nnen.
Die im Abschnitt 3.3.1 noch kursiv geschriebenen Variablen werden in der Syntax der
Templatesprache mit dem Symbol # markiert. Sind die Spalten der Tabelle benannt, so
kann im Template nach diesem Symbol der Name der Spalte angegeben werden. Ansonsten
werden die Spalten intern von links nach rechts nummeriert, sodass der Verweis u¨ber #1 ,
#2 , #3 , usw. erfolgt. Das Template wird dann zeilenweise ausgewertet. Da fu¨r alle Formate
die Variablen mit # anfangen, wird die Information u¨ber das Format der Daten – in diesem
Fall “Tabelle” – dem Template weitergegeben, um die korrekte Interpretation der Variablen
sicherzustellen. Abbildung 3.5 zeigt das Bezirkstemplate mit konkreten Variablen, die auf
die Daten in Tab. 3.1 verweisen. Bei den in einem String eingebetteten Variablen dient die
Klammerung {...} dazu, die Variable vom umgebenden String zu trennen.
Die Mindestanforderung der Integrationssprache an Tabellen ist das Vorhandensein ei-
ner Schlu¨sselspalte. Tabellen eignen sich daher besonders als Format fu¨r Templates mit ei-
nem einzigen Anker und die Integration von Klassen facettierter Konzepte, die unabha¨ngig
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( Hauptstadt ( Bezirk g( Bezirksmenge G[ #Kanton ].n).n)&[Hauptsta¨dte])
Bezirksmenge.name.de.nomen = "Bezirke in #Kanton"
Bezirksmenge.variante.de.nomen = "Bezirke #{Kanton}s"
Bezirk.name.de.nomen = "#Bezirk"
Hauptstadt.name.de.nomen = "#Hauptstadt"
Abbildung 3.5: Das Bezirkstemplate mit Verweisen auf die Spalten von Tabelle 3.1
voneinander sind, wie Personen, Firmen, usw. Wie am Bsp. gezeigt, lassen sich aber auch
hierarchische Daten wie die geographischen Daten aus Tab. 3.1 in einer Tabelle kodieren,
es gibt allerdings hierfu¨r kompaktere Datenformate, wie etwa XML (s. S. 81 ff).
Bei Tabellen ist es oft zweckma¨ßig, bestimmte Zeilen zu u¨berspringen oder in Abha¨ngig-
keit der Belegung einer bestimmten Spalte verschiedene erweiterte ID-Strings auszuwerten.
Hierfu¨r stellt die Templatesprache eine bedingte Klausel (if-then-else) zur Verfu¨gung,
mit der Bedingungen an Variablen gestellt werden ko¨nnen. Die konkrete Syntax ist im
Anhang A angegeben.
Typisierte Felder
Mit typisierten Feldern wird ein Datenformat bezeichnet, in dem Daten zeilenweise struk-
turiert sind, wobei jede Zeile aus einer variablen Anzahl von Feldern der Form Typ:Wert
besteht. Die u¨bliche Interpretation dieses Formats besteht darin, dass ein fester Typ in
jeder Zeile ein Feld markiert, das als Schlu¨ssel fu¨r die anderen Felder dient, d.h. die ande-
ren Werte in der Zeile ha¨ngen funktional von der Angabe in diesem Feld ab, wobei diese
Abha¨ngigkeit typisiert ist. Dieses Format bietet mehr Flexibilita¨t fu¨r die Kodierung von
Daten in der Hinsicht, dass die Anzahl der Felder in jeder Zeile im Gegensatz zu den Spal-
ten in einer Tabelle unterschiedlich sein kann und die Felder in unterschiedlicher Abfolge
der Typen vorkommen kann. Typisierte Felder sind in der Computerlinguistik ein u¨bliches
Format, das beispielsweise zur Kodierung von Lexika verwendet wird, die aus Eintra¨gen
bestehen, fu¨r die eine unterschiedliche Anzahl von typisierten Merkmalen oder eine un-
terschiedliche Anzahl von U¨bersetzungen in verschiedenen Sprachen angegeben sind, usw.
Dieses Format eignet sich durch seine Flexibilita¨t und Einfachheit als Basisformat, in das
aus komplex strukturierten Daten extrahierte Relationen transformiert werden ko¨nnen.
Insbesondere ko¨nnen in diesem Format Hierarchien kodiert werden, bei denen ein Element
mehrfache ummittelbar u¨bergeordnete Elternelemente haben kann.
Die geographischen Daten u¨ber die Schweiz sind in Abb. 3.6 als typisierte Felder kodiert.
Zur Definition einer Variablenbelegung fu¨r das Template werden die Typen der Felder in
den Variablen angegeben. Fu¨r die Variable, die den Namen des Konzepts bereitstellt, das
durch den a¨ußersten Anker aufgebaut wird, setzt man den Typ des Schlu¨ssels ein. Abb. 3.7
zeigt das Bezirkstemplate fu¨r den Einsatz mit den typisierten Feldern aus Abb. 3.6. Als
Schlu¨ssel dienen die Felder vom Typ hpt, die eine Eins-zu-eins-Beziehung mit dem bzk-Feld




bzk:Visp; fr:Vie`ge; hpt:Visp; kt:Wallis;
bzk:O¨stlich-Raron; fr:Rarogne oriental; kt:Wallis; hpt:Mo¨rel;
Abbildung 3.6: Geographische Daten bezu¨glich der Schweiz als typisierte Felder. Bedeutung
der Typen: bzk: Bezirk; fr: franzo¨sischer Name des Bezirks; kt: Kanton; hpt: Hauptstadt;
( Hauptstadt ( Bezirk g( Bezirksmenge G[ #kt ].n).n)&[Hauptsta¨dte])
Bezirksmenge.name.de.nomen = "Bezirke in #kt"




Abbildung 3.7: Das Bezirkstemplate mit Verweisen auf die typisierten Felder in Abb. 3.6
haben, das in der Formatierung in Abb. 3.6 als Schlu¨ssel suggeriert wird.
Die letzte Zeile des Templates in Abb. 3.7 dient dazu, den optionalen franzo¨sischen
Namen, der im eventuell vorkommenden Feld vom Typ fr angegeben wird, als Attribut fu¨r
das generierte Konzept zu erfassen. Optionale Attribute werden in der Templatesprache
mit dem Symbol =? gesondert ausgezeichnet, da in der Regel nicht belegte Variablen zum
Fehlschlagen der Auswertung des Templates fu¨hren.
Ein weiteres Merkmal des Datenformats typisierte Felder ist, dass in einer Zeile mehre-
re Felder vom selben Typ angegeben sein ko¨nnen. Um diesen Fall zu behandeln, wird fu¨r
dieses Format eine spezielle Art von Variablen (“Multivariablen”) zur Verfu¨gung gestellt,
die mit dem Symbol #* gekennzeichnet werden. Eine solche Variable kann in der Templa-
tesprache in einer Attributdeklaration oder in einer Query-Komponente verwendet werden
und fu¨hrt in der Auswertung zu einer Vervielfa¨ltigung des Elements, in das sie eingebettet
ist. Folgendes Beispiel erla¨utert diesen Effekt. Das Template auf Abb. 3.8 macht Gebrauch
von Multivariablen und dient zur Integration der Daten in Abb. 3.9, die eine Taxonomie
von Krankheiten darstellen. Jede Zeile in Abb. 3.9 kodiert ein Element der Taxonomie,
wobei der deutsche Name im Feld vom Typ mainDE angegeben ist sowie weitere optionale
Namen auf Englisch (en) oder Latein (lt). Die unmittelbaren Oberbegriffe jeden Elements
in der Taxonomie sind mit der unterschiedlich langen Liste von Feldern des Typs kat ko-
diert. Im Template (Abb. 3.8) wird u¨ber die Variable #mainDE der deutsche Name fu¨r
das Konzept angegeben. Optionale Attribute dienen dazu, die englischen und lateinischen
Bezeichnungen zu erfassen, wobei der Verweis auf die entsprechenden Felder u¨ber die Mul-
tivariablen #*en und #*lt erfolgt. Die Semantik einer solchen Spezifikation ist diese: Es
werden so viele englische (lateinische) Varianten als Attribut gespeichert wie mo¨glich, eine





Abbildung 3.8: Ein Template zur Integration der Taxonomie von Krankheiten in Abb. 3.9
Variable #en (#lt) unterschiedlich zu belegen. Das Attribut wird den Daten entsprechend
nach Bedarf vervielfa¨ltigt. Die Verwendung von Multivariablen in Attributdeklarationen
ist nur bei optionalen Attributen mo¨glich.
Im erweiterten String des Schemas fu¨r die Krankheitstaxonomie wird ebenfalls die Mul-
tivariable #*kat eingesetzt als Verweis auf die unterschiedliche Anzahl von Oberbegriffen
in jeder Zeile der Taxonomie. Diese Multivariable ist in ein Konstrukt eingebettet, das die
& -Summe einer unterschiedlichen Anzahl von Query-Komponenten darstellt. Bei der Aus-
wertung wird fu¨r diese Summe pro Feld des Typs kat in einer Zeile eine Query-Komponente
bereitgestellt. So wird das Konstrukt
&*[#*kat]
– eine variable Query-Summe – fu¨r die erste Zeile in Abb. 3.9 folgendermaßen belegt und
ausgewertet:
[Krankheit]&[Immunologie]&[Allergologie]
Diese Summe von Query-Komponenten stellt den Kern fu¨r die lokale Einfu¨hrung von Typ
F dar, als die die Krankheit schließlich kodiert wird.
Die Verwendung von variablen Query-Summen im erweiterten ID-String stellt eine Er-
weiterung der Syntax von IDStringgen dar. In Abb. 3.2 (S. 67) muss dementsprechend die
Regel fu¨r IDString′ um eine weitere Alternative fu¨r die Syntax der variablen Query-Summen
erga¨nzt werden (s. Anhang A).
Kodierung von Hierarchien mittels typisierter Felder. Die Kodierung von Hierar-
chien stellt besondere Anforderungen an das Format typisierte Felder. Neben dem Vorhan-
densein eines Schlu¨sselfelds und Feldern fu¨r die Eltern des Schlu¨sselfelds in der Hierarchie
mu¨ssen beispielsweise die Zeilen in einer bestimmten Reihenfolge angegeben werden: Bei
der Auswertung einer bestimmten Zeile (einer Kategorie in der Hierarchie) muss sicher-
gestellt sein, dass alle die Oberkategorien, auf die in der Zeile verwiesen wird, entweder
im EFGT-Netz vorhanden oder durch Auswertung einer entsprechenden, vorausgehenden
Zeile entstanden sind. Der im Laufe der Auswertung eines Templates aufgebaute Eintrags-
speicher (s. Abschnitt Abgleich und Alinierung generierter Eintra¨ge, S. 71) unterstu¨tzt
diese Anforderung, indem er ermo¨glicht, bei der Auswertung einer bestimmten Zeile auf
Konzepte zu verweisen, die im Rahmen der Evaluation derselben Datei bereits generiert
worden sind.





mainDE:Wurminfektionen;en:worm infections;en:worm infestations;kat:Parasita¨re \
Krankheiten;
mainDE:Milbeninfektionen;en:mite infections;kat:Parasita¨re Krankheiten;





Abbildung 3.9: Eine Taxonomie von Krankheiten im Format typisierter Felder
Im einzelnen sind bei der Kodierung von Hierarchien mittels typisierter Felder folgende
Eigenschaften der Datei sicherzustellen:
• Die Felder in der Datei mu¨ssen syntaktisch wohlgeformt und die Verwendung der
Typen fu¨r den Schlu¨ssel und die Oberkategorien muss konsistent sein.
• Jede Zeile muss frei von redundanten Oberbegriff-Angaben sein. Dies sind solche,
die sich aus der Transitivita¨t der Oberbegriff-Relation in der kodierten Hierarchie
ableiten lassen. So ist in Abb. 3.10 Infektionskrankheiten ein Oberbegriff von Proto-
zoeninfektion. Die Angabe von Infektionskrankheiten als Oberbegriff fu¨r den Eintrag
Giardiasis mit dem unmittelbaren Oberbegriff Protozoeninfektion in Abb. 3.9 ist red-
undant, weil sich diese Beziehung aus der Struktur der Hierarchie ableiten la¨sst.
• Die Kategorien, auf denen die gesamte Hierarchie aufbaut und im EFGT-Netz vor-
ausgesetzt werden, mu¨ssen mit denen u¨bereinstimmen, die sich aus der Kodierung
der Hierarchie ableiten lassen. Dies bedeutet, es mu¨ssen alle Kategorien in der Datei
gefunden werden, die dort erwa¨hnt sind und nicht durch andere Kategorien definiert
werden. Diese Liste muss mit den Konzepten im EFGT-Netz verglichen werden.
• Die in der Datei kodierte Hierarchiestruktur muss frei von Zyklen sein, d.h. zirkula¨re
Kategoriedefinitionen sind nicht erlaubt.
• Die Sortierung der Zeilen muss gewa¨hrleisten, dass die Kategorien, auf die in einer
Zeile als Oberbergiff verwiesen wird, bereits in einer fru¨heren Zeile aufgebaut oder
im EFGT-Netz definiert worden sind.
Da die ha¨ndische U¨berpru¨fung dieser Eigenschaften insbesondere fu¨r große Hierarchi-
en kaum mo¨glich ist, wurde ein Hilfsprogramm entwickelt, welches diese Eigenschaften
u¨berpru¨ft. Dieses Programm dient bei der ha¨ndischen Kodierung und der automatischen
Extraktion von Hierarchien als Kontrolle, bevor die Integration der Hierarchie mittels eines
Eintragsschemas versucht wird.
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Abbildung 3.10: Struktur der in Abb. 3.9 kodierten Krankheitstaxonomie. Die eingerahm-
ten Begriffe werden im EFGT-Netz vorausgesetzt.
XML-Daten
XML eignet sich besonders fu¨r die Kodierung hierarchischer Daten, die eine baumartige
Struktur darstellen. Ein XML-Dokument kann als Baum mit beschrifteten Knoten aufge-
fasst werden. Insbesondere unterscheidet das Document Object Model (vgl. DOM, 2005),
ein Modell fu¨r den sprach- und plattformunabha¨ngigen Zugriff auf HTML- und XML-
Dokumente, drei Arten von Knoten: Elementknoten, Attributknoten und Textknoten. Auf
einem solchen Baum lassen sich strukturelle Relationen zwischen Knoten definieren, die
als Funktion betrachtet werden ko¨nnen. Beispielsweise la¨sst sich fu¨r einen Elementknoten,
der nicht die Wurzel des Dokuments ist, stets eindeutig der Elternknoten bestimmen, so
dass diese Eltern-von-Relation als Funktion betrachtet werden kann. Bestimmte strukturel-
le Relationen sind in jedem XML-Dokument immer funktional, was im XML-Datenmodell
verankert ist. So bestimmt ein Textknoten immer funktional den Elementknoten, der ihn
entha¨lt. Zudem ha¨ngen die Attribute eines Elementknotens immer funktional von diesem
Element ab. In spezifischen XML-Dokumenten ko¨nnen unter Umsta¨nden weitere Relatio-
nen gefunden werden, die im jeweiligen Dokument eine Funktion darstellen. Ein Beispiel
hierfu¨r wa¨re ein Dokument, in dem jeder Pfad, der von einem Elementknoten von Typ b
zum Wurzelknoten fu¨hrt, u¨ber einen einzigen Elementknoten von Typ a geht. In einem
solchen Dokument bestimmt ein jedes b-Element ein eindeutiges a-Element.
Bei der Instanziierung von EFGT-Netz-Eintragsschemata mit Hilfe von XML-Daten
sollen funktionale Strukturrelationen aus der Baumrepra¨sentation des XML-Dokuments
ausgewa¨hlt und auf funktionale Abha¨ngigkeiten im Template abgebildet werden. Hierfu¨r
wird zur Extraktion von Tupeln aus einem XML-Dokument auf die XML-Abfragesprache
XPath (vgl. XPath, 2006) zuru¨ckgegriffen. Variablen werden somit als XPath-Ausdru¨cke
angegeben, die implizit Bezug aufeinander nehmen. Die Vorgehensweise hierbei sei anhand
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Abbildung 3.11: Zwei XML-Darstellungen der Daten in Tabelle 3.1
Abbildung 3.11 zeigt zwei Ausschnitte verschiedener XML-Dokumente, die beide die
Daten in Tabelle 3.1 auf unterschiedliche Weise kodieren. Ausschnitt A kodiert die funk-
tionalen Abha¨ngigkeiten in der Tabelle mit strukturellen Relationen, die in einem XML-
Dokument inha¨rent funktional sind: Der Textknoten “Weinfelden” bestimmt das Element
vom Typ capital eindeutig, das seinerseits zu einem eindeutigen Elternknoten mit der
Beschriftung district mit einem einzigen name-Attribut mit dem Wert “Bezirk Weinfel-
den” fu¨hrt. Im Ausschnitt A bestimmt der Textknoten “Weinfelden” u¨ber eine komplexe
Relation den Wert “Bezirk Weinfelden” eindeutig. Wie kann eine solche Relation in einem
Template mit Hilfe von XPath spezifiziert werden?
Abbildung 3.12 zeigt eine auf Ausschnitt A abgestimmte Variante des Bezirkstemplates.
Bei der Definition von Variablen fa¨ngt man damit an, mit Hilfe eines XPath-Ausdrucks,
die Knotenmenge im XML-Dokument zu bestimmen, die die Werte fu¨r den a¨ußersten An-
ker im Template darstellen. An dieser Stelle sei in Erinnerung gerufen, dass der a¨ußerste
Anker im Template alle anderen Werte im Template bedingt, da notwendigerweise alle
weiteren Variablen im Skopus dieses Ankers liegen. Im Bezirkstemplate ist das der An-
ker Hauptstadt. Die Werte fu¨r diesen Anker ko¨nnen fu¨r Ausschnitt A mit dem XPath-
Ausdruck //capital – der alle capital-Elemente im Dokument selektiert – ausgewa¨hlt
und im Template dem Anker der Reihe nach zugewiesen werden. Da die anderen Variablen
in Abha¨ngigkeit davon belegt werden, welches capital-Element gerade betrachtet wird,
werden alle anderen XPath-Verweise im Template in Bezug auf den Pfad ausgewertet, der
beim aktuellen capital-Element startet und zur Dokumentwurzel fu¨hrt. In XPath-Termini
u¨bersetzt bedeutet dies, dass die anderen Variablen auf der ancestor-or-self-Achse des
aktuellen Knotens ausgewertet werden. Das wird implizit angenommen und braucht im
Template nicht angegeben zu werden. Wenn vom capital-Element “Weinfelden” ausge-
gangen wird, extrahiert demzufolge der Ausdruck district/@name fu¨r den Anker Bezirk
den Wert “Bezirk Weinfelden” sowie canton/@name fu¨r den Kanton den Wert “Thurgau”.
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Im Allgemeinen la¨sst sich die Vorgehensweise bei der Definition von Variablen fu¨r XML-
Daten so zusammenfassen, dass zuna¨chst fu¨r den a¨ußersten Anker im Template ein XPath-
Ausdruck angegeben wird, der die Menge der Knoten bestimmt, mit der der Anker instan-
ziiert wird und als Schlu¨ssel fu¨r die Belegung der anderen Variablen dient. Als na¨chstes
werden die restlichen Variablen in der Reihenfolge “von außen nach innen” bezu¨glich des
Aufbaus vom erweiterten ID-String aus definiert und zwar relativ zur ancestor-or-self-
Achse der einzelnen Knoten in der Schlu¨sselmenge.
Diese Strategie ist sehr flexibel und erlaubt die Verarbeitung der verschiedenen Varian-
ten, mit denen ein und dieselben funktionalen Relationen in einem XML-Dokument kodiert
werden ko¨nnen. Dies ist auch der Fall, wenn die Kodierung der funktionalen Abha¨ngigkeiten
mit Hilfe struktureller Relationen erfolgt, die nur punktuell funktional fu¨r ein bestimmtes
Dokument oder eine Dokumentenart sind, sogenannten Pseudoattributen. So kodiert im
XML-Ausschnitt B (Abb. 3.12) ein Kind-Element des capital-Elements von Typ name
den Namen des Bezirks, statt wie im Ausschnitt A ein Attribut des capital-Elements.
Die Kind-von-Relation zwischen zwei Elementen ist in XML nicht inha¨rent funktional –
das XML-Datenmodell erlaubt einem Element mehrere Kind-Elemente desselben Typs zu
besitzen –, im XML-Dokument B aber durchaus, da jedes capital-Element genau ein
name-Element umschließt. Das name-Element ist in diesem Dokument ein Pseudoattribut
vom capital-Element. Relationen, die Pseudoattribute darstellen, ko¨nnen in einer DTD
oder einem XML-Schema fu¨r das Dokument vorgegeben sein. Im Bezirkstemplate reicht
aus, den Ausdruck reference/@name durch den Verweis district/name zu ersetzen, um
den als Pseudoattribut angegebenen Namen des Bezirks zu erfassen und das Template
korrekt zu instanziieren.
( Hauptstadt ( Bezirk g( Bezirksmenge G[ #canton/@name ].n).n)&[Hauptsta¨dte])
Bezirksmenge.name.de.nomen = "Bezirke in #canton/@name"
Bezirksmenge.variante.de.nomen = "Bezirke #{canton/@name}s"
Bezirk.name.de.nomen = "#district/@name"
Hauptstadt.name.de.nomen = "#//capital"
Abbildung 3.12: Das Bezirkstemplate mit XPath-Variablen fu¨r den XML-Ausschnitt A in
Abb. 3.11
3.4 Die Implementierung: Das Upload-Tool
Bisher wurde in diesem Kapitel eine spezielle Sprache vorgestellt, die als Integrationsspra-
che bezeichnet wurde und eine abstrakte Lo¨sung fu¨r die interne Anwendungslogik eines
Systems darstellt, das zur Generierung und Alinierung von EFGT-Netz-Eintra¨gen aus vor-
handenen Daten dient. In diesem Abschnitt wird die technische Umsetzung dieser Spra-
che im Rahmen eines reellen Systems beschrieben. Dieses System, das Upload-Tool, geht
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daru¨ber hinaus auf das spezielle Ziel ein, die effiziente menschliche Kontrolle der automa-
tisch generierten Eintra¨ge zu ermo¨glichen und den damit verbundenen, in Abschnitt 3.2
bereits betrachteten Anforderungen zu begegnen.
3.4.1 Allgemeiner Ablauf bei der Verwendung des Upload-Tools
Das Upload-Tool hat eine webbasierte Client-Server-Architektur. Im grundlegenden Ablauf
des Hauptanwendungsfalls, der Integration von vorhandenen Daten, ruft der Benutzer in
einem Webbrowser ein Formular auf, mit dem er ein EFGT-Netz-Eintragsschema und die
dazugeho¨rigen Daten hochladen kann. Als Antwort erscheint im Browser eine Darstellung
des Templates und der hochgeladenen Daten, wodurch eine Sitzung beginnt. Im Verlauf
dieser Sitzung ko¨nnen Eintragsschema und Daten u¨berarbeitet und immer wieder ausge-
wertet werden, bis die generierten Eintra¨ge zufriedenstellend sind. Anschließend kann der
Benutzer einzelne generierte Eintra¨ge auswa¨hlen und deren U¨bernahme in das EFGT-Netz
besta¨tigen, wodurch erst die Wissensressource modifiziert wird. Zwischenzeitlich lassen
sich Teile der bearbeiteten Daten exportieren, um sie in einer separaten Sitzung wieder zu
verwenden oder zur Protokollierung.
Der allgemeine Ablauf einer Sitzung und die Funktionen, die dem Ontologieentwickler
dabei zur Verfu¨gung stehen, werden im Abschnitt Steuerung des Integrationsprozesses im
Client (s. S. 95) na¨her betrachtet. Spezielle Abla¨ufe, mit denen weitere Anwendungsfa¨lle
abgedeckt werden, werden im Abschnitt 3.4.5 beschrieben.
3.4.2 Architektur
Die Architektur des Upload-Tools folgt dem aus dem Software-Engineering bekannten Ar-
chitekturmuster des Model-View-Controllers (MVC). Ziel dieses Musters ist es, das Pro-
gramm in drei Einheiten zu teilen: das Datenmodell (engl. model), das die Daten und
meistens die Anwendungslogik entha¨lt, die Pra¨sentation (engl. view), d.h die Darstellung
eines bestimmten Modells, auf der die Interaktion mit dem Benutzer stattfindet, und die
Programmsteuerung (engl. controller), die die Benutzeraktionen entgegennimmt und ent-
sprechende A¨nderungen des zugeho¨rigen Datenmodells umsetzt.
Im Fall des Upload-Tools ist dieses Muster im Rahmen einer webbasierten Client-Server-
Architektur umgesetzt, wodurch ein Szenario ermo¨glicht wird, in dem mehrere Ontologie-
entwickler verteilt an einem EFGT-Netz arbeiten. Abbildung 3.13 zeigt eine schematische
Darstellung dieser Architektur.
Am Anfang der Benutzerinteraktion mit dem Upload-Tool wird das Programm ser-
verseitig von einem Java-Servlet gesteuert, das die Sitzungen der verschiedenen Clients
verwaltet. Es nimmt die vom Benutzer mittels des Formulars u¨bertragenen Daten entge-
gen und baut eine neue Sitzung auf. Aus dem u¨bertragenen Eintraggschema und den Daten
wird zuna¨chst das zugeho¨rige Datenmodell aufgebaut, das ebenfalls in Java implementiert
ist und im Server residiert. Das Datenmodell besteht aus folgenden Teilen:
• Das kompilierte Template, ein komplexes Objekt, das aus dem angegebenen Eintrags-
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schema vom sogenannten Interpreter aufgebaut wird. Das kompilierte Template stellt
eine Art Zusammenstellung abstrakter Eintra¨ge dar: Durch deren Auswertung und
Belegung mit Daten entstehen dann generierte, konkrete Eintra¨ge, die als einzelne
Objekte der Klasse Concept implementiert sind.
• Die Originaldaten werden intern als Objekte repra¨sentiert, die fu¨r jedes Format von
entsprechenden Parsern aufgebaut werden. Dabei werden Tabellen und als typisier-
te Felder kodierte Daten als Objekte einer selbst entwickelten Klasse (DataLines)
repra¨sentiert. XML-Daten werden intern als DOM-Datenstruktur gehalten, was mit
Hilfe der Java-Bibliothek JDOM erfolgt. Den Klassen, die die Originaldaten halten,
werden die im Template definierten Variablen u¨bergeben, worauf die entsprechenden
Variablenbelegungen aus der internen Datenstruktur extrahiert werden. Das Templa-
te wird dann auf Anforderung mit diesen Belegungen instanziiert.
• Der Eintragsspeicher stellt den erweiterten Eintragsraum aus Abschnitt 3.3.2 be-
reit, der die fu¨r die Alinierung no¨tigen Daten entha¨lt. Im Eintragsspeicher werden
alle generierten Eintra¨ge gehalten sowie alle im EFGT-Netz bestehenden Eintra¨ge,
die fu¨r den Abgleich relevant sind. Eine performante Alinierung wird dadurch un-
terstu¨tzt, dass spezielle Indexstrukturen aufgebaut werden (s.u.). Der Eintragsspei-
cher ist zuna¨chst leer und fu¨llt sich im Laufe der Auswertung des Templates auf.
• Einzelne Objekte einer speziellen Klasse repra¨sentieren die Alinierungsergebnisse,
d.h. die Ergebnisse der jeweiligen Instanziierungen des Templates. Ein solches Ob-
jekt fasst die Variablenbelegung, mit der das Template instanziiert worden ist, sowie
resultierende Eintra¨ge oder Warnungen zusammen und dient als Grundlage fu¨r die
Darstellung dieser Ergebnisse im Client.
Die Semantik der in Abschnitt 3.3 entwickelten Integrationssprache wird durch die im
Datenmodell enthaltenen Objekte und ihr Verhalten abgedeckt. Dies bedeutet, dass die
Anforderungen an die Anwendungslogik (s. S. 63) im Datenmodell realisiert sind.
Sind einmal die vom Benutzer u¨bertragenen Daten geparst und das Datenmodell ins-
gesamt aufgebaut, so wird die Pra¨sentation der Daten als HTML-Seite generiert und an
den Client zuru¨ckgeschickt. In dieser Darstellung, in der sowohl die Daten als auch das
Eintragsschema repra¨sentiert und manipulierbar sind, kann der Benutzer diverse Aktio-
nen ausfu¨hren. Wa¨hrend der Sitzung befindet sich das Steuerungsmodul fu¨r die Interak-
tion mit dem Datenmodell im Client und ist Javascript (JS) implementiert. Der Zugriff
u¨ber JS auf die Java-Objekte des Datenmodells im Server erfolgt mit Hilfe einer speziel-
len AJAX Bibliothek fu¨r Java mit dem Namen Direct Web Remotig (vgl. DWR, 2008).
DWR stellt einen Remote Procedure Call-Mechanismus (RPC) bereit, mit dem im Sinne
des AJAX-Paradigmas asynchrone Requests des Clients an den Server abgesetzt werden
ko¨nnen: DWR erzeugt automatisch fu¨r einzelne Methoden einer Java-Klasse korrespondie-
rende JS-Funktionen, die im Client aufgerufen werden ko¨nnen. Ein spezielles Servlet nimmt
von diesen JS-Funktionen gesendete Requests entgegen, ruft die passenden Methoden der
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Abbildung 3.13: Schematische Darstellung der Architektur des Upload-Tools. Dargestellt
sind die Komponenten, die wa¨hrend einer Sitzung aktiv sind.
entsprechenden Java-Objekte aus und gibt die Ru¨ckgabewerte zuru¨ck an den Client, der
sie in die Darstellung einbindet.
Die Funktionalita¨t und die Darstellung des Datenmodells im Client werden separat in
Abschnitt 3.4.4 (s. S. 90 ff) beschrieben, da im Client die Interaktion mit dem Ontolo-
gieentwickler stattfindet und dort den Anforderungen bezu¨glich effizienter Steuerung und
U¨berwachung nachgekommen werden muss.
Im Datenmodell sind besonders wichtige Komponenten der Interpreter und der Kon-
zeptspeicher, da sie einen Großteil der Anwendungslogik zur Generierung und Alinierung
von Eintra¨gen bereitstellen.
Der Interpreter
Der Interpreter wurde mit Hilfe des Java Compiler Generators JavaCC implementiert und
ist dafu¨r zusta¨ndig, das kompilierte, instanziierbare Template aufzubauen. Die vom Inter-
preter verstandene Sprache fu¨r Eintragsschemata weicht von der in Abschnitt 3.3 verwende-
ten, abstrakten Syntax ab. Das gilt auch fu¨r die Darstellungen der Tabellen und typisierten
Felder. Die konkrete Syntax, mit der Schemata und Daten zusammen in einem sogenannte
Upload-File angegeben werden ko¨nnen, wird in Abschnitt 3.4.3 (s. S. 88 ff) beschrieben. Die
Parser fu¨r Tabellen und typisierte Felder basieren auf regula¨ren Ausdru¨cken, wofu¨r auf die
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entsprechende native Java-Bibliothek zuru¨ckgegriffen wurde. Zum Parsen von XML-Daten
wird die bereits erwa¨hnte Bibliothek JDOM eingesetzt. Diese stellt ebenfalls eine Imple-
mentierung von XPath bereit, die im Auswertungsmechanismus fu¨r die XML-spezifischen
Verweise (vgl. S. 81 ff) genutzt wird.
Rolle des Eintragsspeichers bei der Alinierung
Die Alinierung der generierten Eintra¨ge mit dem EFGT-Netz erfolgt auf der Grundlage
des Inhalts des Konzeptspeichers. Hierfu¨r werden alle in derselben Sitzung generierten
Eintra¨ge dieser Komponente hinzugefu¨gt. Ebenfalls werden alle beim Abgleich relevanten
Eintra¨ge aus dem EFGT-Netz geholt und im Speicher gehalten. Der Grund dafu¨r ist, dass
spezielle Indexstrukturen aufgebaut werden, um einen schnellen Zugriff auf die logische und
die Attributrepra¨sentation aller im Speicher enthaltenen Eintra¨ge zu ermo¨glichen. Da die
zu generierenden Eintra¨ge auf bestehenden aufbauen, wird u¨blicherweise innerhalb einer
Sitzung mehrmals auf diese verwiesen. Durch die Aufnahme in den Eintragsspeicher und
die dazugeho¨rigen Indexstrukturen wird der Zugriff auf bestehende Eintra¨ge optimiert.
Der Eintragsspeicher ist die einzige Komponente, die mit der Wissensressource kom-
muniziert. Dies erfolgt u¨ber das vorhandene EFGT-Netz-Interface in seiner XML-Variante
(s. Abschnitt 2.1.3, S. 40). Das bedeutet, das die no¨tige Information zur Auswertung des
erweiterten ID-Strings im Template ebenfalls vom Konzeptspeicher bereitgestellt wird. Zur
Ermittlung von Werten fu¨r die generischen Indizes im Template wird intern ein zusa¨tzlicher
Index von Teil-ID-Strings aufgebaut, die lokale Einfu¨hrungen darstellen (s. S. 70 in Ab-
schnitt Semantik von EFGT-Netz-Eintragsschemata). Die Auswertung von Query-Kompo-
nenten erfolgt mit Hilfe der internen Indexstrukturen und einer Implementierung der Funk-
tion lingSim (s. ebd.), die im Grunde linguistische Angaben bzgl. der Groß-Kleinschreibung,
den Trennern, usw. normalisiert. Dieselbe Funktion wird beim Abgleich der als Attribute
kodierten linguistischen Repra¨sentation der Konzepte verwendet.
Da im Moment fu¨r jede Sitzung ein eigener Konzeptspeicher aufgebaut wird, ko¨nnen
fu¨r den Benutzer unsichtbare Konflikte entstehen, wenn in mehreren parallelen Sitzungen
mit a¨hnlichen Daten gearbeitet wird. In der momentanen Implementierung wird diese Art
von Konflikten erst beim Hochladen der besta¨tigten Eintra¨ge bemerkt, in diesem Fall wur-
de also unno¨tige Arbeit in das U¨berpru¨fen der Eintra¨ge geleistet. Eine einfache Lo¨sung zu
diesem Problem wa¨re, Eintra¨ge des Netzes fu¨r andere Sitzungen zu sperren, solange auf
sie in einer laufenden Sitzung zugegriffen wird. Um die kollaborative Arbeit auf denselben
Eintra¨gen zu ermo¨glichen, muss ein erweiterter Eintragsraum fu¨r alle parallel laufenden
Sitzungen bereitgestellt werden. Dies wu¨rde bedeuten, dass A¨nderungen, die im Konzept-
speicher durch eine bestimmte Sitzung hervorgerufen werden, an die anderen bestehen-
den Sitzungen weitergegeben werden mu¨ssten und deren Alinierungsergebnisse betreffen
ko¨nnten. Dadurch wu¨rde ein Observer-Architekturmuster umgesetzt, bei dem im Daten-
modell auftretende A¨nderungen automatisch an die Pra¨sentation weitergegeben wu¨rden
und zu deren Aktualisierung fu¨hren wu¨rden. Wie bei Webanwendungen u¨blich, ist dieses
Muster im Upload-Tool nicht realisiert worden. Dies wa¨re jedoch im Prinzip mo¨glich, da
die hier verwendete Bibliothek DWR ebenfalls unterstu¨tzt, dass Java-Objekte im Server
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JS-Funktionen im Client aufrufen ko¨nnen, womit auftretenden A¨nderungen im Datenmo-
dell an den Client weitergegeben werden ko¨nnten. Nach den bisherigen Erfahrungen stellt
jedoch die Verwendung eines separaten Eintragsspeichers fu¨r jede Sitzung keine signifikate
Einschra¨nkung dar.
3.4.3 Eine konkrete Syntax fu¨r Templates und Upload-Files
Die bisher in diesem Kapitel aufgefu¨hrten Beispiele fu¨r EFGT-Netz-Eintragsschemata wur-
den in einer abstrakten Syntax angegeben, die sich durch die Verwendung typographischer
Mittel wie etwa unterschiedlicher Schriftgro¨ßen und -arten, tiefgesetzter Wo¨rter, usw. be-
sonders gut lesbar ist.
In der Implementierung lassen sich Eintragsschemata und Daten in einer Datei, dem
sogenannten Upload-File, zusammenfassen, wobei hierfu¨r eine Syntax verwendet wird, die
zwar sehr nah an der bisher eingesetzten liegt, jedoch auf typographische Effekte verzichtet
und auf der Unicode-Zeichensatzkodierung aufbaut.
Um das Parsen der Datei durch den Interpreter zu vereinfachen, wird die Datei durch die
Verwendung spezieller Markierungen in verschiedene Abschnitte unterteilt. Das Aussehen
dieser Markierungen erinnert an die Syntax von LATEX-Steuerungsbefehlen. Jeder Abschnitt
vom Typ <Schlu¨sselwort> beginnt mit einer Markierung der Form \begin{<Schlu¨ssel-










Zeilenumbru¨che und Leerzeichen außerhalb von Klammerungen und Angaben spielen
im Format keine Rolle. Kommentare ko¨nnen außerhalb des upload-Bereichs angegeben
werden.
Das Eintragsschema wird im program-Bereich angegeben, die Daten im data-Teil. Im
program-Abschnitt ko¨nnen mehrere, mit dem Schlu¨sselwort entries markierte Abschnit-
te angegeben werden, die jeweils ein Eintragsschema enthalten. Nach dem Hochladen der
Datei wird immer das Schema im ersten entries-Abschnitt ausgewertet; die anderen
entries-Abschnitte dienen lediglich dazu, verschiedene Varianten des Schemas abzuspei-
chern. Ein entries-Abschnitt entha¨lt den erweiterten ID-String und die Attributdekla-
rationen, die mit dem Schlu¨sselwort names gekennzeichnet werden. Im Template werden
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Anker mit einem Ausdruck der Form _{<Ankernamen>} neben die entsprechende aufge-
hende Klammer des erweiterten ID-Strings gesetzt. Folgender program-Abschnitt stellt ein









Die konkrete Syntax fu¨r Variablen stimmt mit der im Kapitel bisher verwendeten u¨berein
(s. Abschnitt 3.3.3). Dementsprechend stellt im Beispiel der Ausdruck #Staat einen Verweis
auf eine Spalte einer Tabelle dar.
Im data-Abschnitt werden die Daten zur Instanziierung des Schemas angegeben. Die
Syntax fu¨r Tabellen ist ebenfalls an der Tabellensyntax in LATEX angelehnt. In einer Zeile
werden im Normalfall die Zellen mit dem Zeichen & voneinander getrennt und die einzelnen
Zeilen durch die Zeichenfolge \\ abgeschlossen. Andere Trenner ko¨nnen ebenfalls verwendet
werden, wobei sie beim Hochladen des Upload-Files im Formular entsprechend angegeben
werden mu¨ssen. Die Spaltennamen werden im Upload-File unmittelbar nach der Marke
\begin{data} als Liste deklariert:
\begin{data}{#Name|#Ort|#Synonym}
American Stock Exchange & New York & \\
Armenische Bo¨rse & Eriwan & Bo¨rse in Armenien \\
Augsburger Bo¨rse & Augsburg & \\
Australian Securities Exchange & Sidney & australische Wertpapierbo¨rse \\
Berne eXchange & Bern & \\
Bolsa de Valores de Caracas & Caracas & Bo¨rse in Venezuela \\
Bombay Stock Exchange & Mumbai & \\
Bo¨rse Berlin & Berlin & \\
\end{data}
In der Liste werden die einzelnen Spaltennamen mit dem Zeichen | getrennt, wobei jedem
das Zeichen # vorangestellt wird.
Bei typisierten Feldern werden die einzelnen Felder durch ; getrennt; Typ und Wert
eines Feldes durch :. Die Feldtypen, auf die die Variablen Bezug nehmen ko¨nnen, werden
a¨hnlich wie Tabellenspalten spezifiziert, wobei in diesem Fall die Reihenfolge der Aufli-
stung irrelevant ist und auf das Zeichen # verzichtet wird (Bsp. s. Abb. 3.20, S. 102).
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Bei XML-Daten werden diese direkt zwischen die data-Markierungen gesetzt. Eine expli-
zite Deklaration von Element- und Attributnamen im data-Abschnitt ist nicht no¨tig. Fu¨r
das jeweilige Datenformat wird der entsprechende Parser beim Hochladen der Datei im
Formular ausgewa¨hlt.
In Abschnitt 3.4.5 sind mehrere vollsta¨ndige Beispiele von Upload-Files zu finden.
3.4.4 Der Client
Der Client ermo¨glicht die Interaktion des Ontologieentwicklers mit dem Upload-Tool und
stellt hierfu¨r die Funktionen bereit, mit Hilfe derer sich der Integrationsprozess steuern und
u¨berwachen la¨sst. Aus diesem Grund war ein explizites Ziel bei der technischen Umsetzung
des Clients, die Kontrolle der automatisch generierten Eintra¨ge sowie die Analyse und
Behebung auftretender Konflikte mo¨glichst benutzerfreundlich zu gestalten, sodass der
menschliche Aufwand selbst bei der Verarbeitung großer Datenmengen minimal gehalten
wird.
Eine Leitidee dabei ist, dass die Kontrolle der Templateergebnisse sich besonders durch
eine geeignete Visualisierung unterstu¨tzen la¨sst. Demnach sollte der Client ermo¨glichen,
auf einen Blick die Effektivita¨t des Eintragsschemas bezu¨glich der Generierung neuer Ein-
tra¨ge einzuscha¨tzen sowie Konflikte und problematische Datenbereiche schnell zu erkennen.
Durch eine geeignete Darstellung der Alinierung und die Bereitstellung zusa¨tzlicher Infor-
mationen sollten die Arbeitsweise des Templates nachvollziehbar und dessen Ergebnisse
leicht interpretierbar werden.
Bei der Bereitstellung der Funktionen fu¨r den Benutzer wurde, neben der Unterstu¨tzung
der grundlegenden Interaktion mit dem Template, das Hauptaugenmerk darauf gelegt,
Standardlo¨sungen fu¨r ha¨ufige Probleme zu entwickeln und innerhalb der Sitzung verfu¨gbar
zu machen. Insgesamt sollte dadurch die Effizienz einer Sitzung gesteigert und eine bessere
Steuerung des Integrationsprozesses erreicht werden.
Visualisierung generierter Eintra¨ge und Alinierungsergebnisse
Die Visualisierung der Ergebnisse soll den Ontologieentwickler dabei unterstu¨tzen, die von
einem bestimmten Template produzierten Ergebnisse nachzuvollziehen. Schließlich muss
der Ontologieentwickler in der Lage sein, bei Bedarf das Template zu u¨berarbeiten, um
bessere Ergebnisse zu erzielen. Hierbei ist die Darstellung der Variablenbelegungen, mit
denen das Template instanziiert wurde, ein wichtiger Anhaltspunkt. Bei Tabellen und ty-
pisierten Feldern, bei denen aus jeder Zeile eine einzige Variablenbelegung extrahiert wird,
kann dies sehr leicht dadurch erreicht werden, indem die entsprechenden Spaltenzellen bzw.
Felder farblich hervorgehoben werden. Die Hervorhebung von einzelnen Variablenbelegun-
gen ist bei XML-Daten dagegen schwieriger, da in einem XML-Dokument eine bestimmte
Angabe Bestandteil mehrerer Belegungen sein kann und dadurch letztere graphisch auf-
einanderfallen ko¨nnen. In diesem Fall wird daher die Darstellung der einzelnen Belegungen
von der Darstellung der Originaldaten getrennt: Eine Auflistung aller verwendeten Be-
legungen erfolgt in einem separaten Bereich; eine Verbindung zu den Originaldaten wird
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Abbildung 3.14: Der Client des Upload-Tools. Bereiche: A: Sitzungsdaten. B: Editieren
und Kompilieren des Templates. C: Statistiken u¨ber Alinierungsergebnisse. D: Reiter mit
verschiedenen Funktionenmenu¨s. E: Aufgeklapptes Funktionenmenu¨ zur Markierung aller
Instanziierungen bzw. zur Invertierung der Markierung. F: Darstellung der Daten, hier eine
Tabelle. Auf hellblau unterlegte Spalten wird im names-Teil des Template verwiesen, auf
hellrote im ID-String-Muster.
3.4 Die Implementierung: Das Upload-Tool 92
jedoch dadurch behalten, dass das Anklicken einer bestimmten Belegung die Hervorhebung
der entsprechenden Angaben im XML-Dokument auslo¨st. Diese Beziehung zu den Origi-
naldaten ist wichtig, da sie dem Ontologieentwickler als Orientierung bei der Definition
von XPath-Variablen dient.
Ein erster Eindruck, wie gut die Integration der Daten mit dem angegebenen Template
funktioniert, la¨sst sich vermitteln, indem die einzelnen Variablenbelegungen mit unter-
schiedlichen Farben umrandet werden – je nachdem, ob das Ergebnis der entsprechenden
Instanziierung ein neuer Eintrag ist, einen Konflikt darstellt oder auf Grund von Auswer-
tungsfehlern insgesamt nicht ermittelt werden konnte. Abbildung 3.15 zeigt ein Beispiel
dieser globalen Sicht, mit der die Tauglichkeit des Templates optisch eingescha¨tzt werden
kann. Zusa¨tzlich informiert eine Statistik u¨ber die Ergebnisse der Templateauswertung.
Fu¨r die einzelnen Variablenbelegungen kann das genaue Ergebnis der Templateaus-
wertung in der Oberfla¨che aufgeklappt werden. Konnte das Template mit der Belegung
erfolgreich ausgewertet werden, so werden die generierten Eintra¨ge als Baum dargestellt,
der dem Aufbau des erweiterten ID-Strings im Template entspricht (s. Abb. 3.16). Die Kno-
ten im Baum stellen Konzepte des EFGT-Netzes dar, die mit ihrer Vorzugsbezeichnung
repra¨sentiert werden; die Kanten im Baum korrespondieren mit den lokalen Einfu¨hrungen
und die Verwendung des & -Operators im Template. Durch einen mouse-over-Effekt wird
die komplette Attributrepra¨sentation eines Konzeptes angezeigt, wobei die eingesetzten
Daten aus der Variablenbelegung besonders markiert sind. Die Darstellung der Konzep-
te ist anklickbar, um in einem separaten Fenster die Navigationsoberfla¨che erscheinen zu
lassen und die Position des Konzepts im Netz u¨berpru¨fen zu ko¨nnen.
Die Alinierungsergebnisse sind in der Repra¨sentation der generierten Eintra¨ge graphisch
integriert. Eintra¨ge, deren Vorzugsbezeichnung in roter Schrift angegeben ist, sind im
EFGT-Netz vorhandene Eintra¨ge. Blaue Schrift steht fu¨r Eintra¨ge, die in derselben Sitzung
aufgrund einer anderen Instanziierung erzeugt wurden; gru¨ne Schrift stellt neue Eintra¨ge
der aktuellen Variablenbelegung dar. Im Fall neuer Eintra¨ge werden eventuell vorhandene
zusa¨tzliche Informationen aus den approximativen Matchingverfahren (Fa¨lle mit Code 20,
02, 22 in Tab. 3.2, S. 72) unterhalb der Eintragsdarstellung als Liste von anklickbaren
Konzepten angezeigt. Das heißt praktisch, dass ggf. entsprechende lokale Einfu¨hrungen
als partielle logische Matches aufgefu¨hrt werden, bei denen eine zusa¨tzliche U¨berlappung
der linguistischen Repra¨sentation gegeben ist (s. Abschnitt Zusa¨tzliche Information durch
partielles Matching, S.73 ff).
Im Fall eines logischen oder linguistischen Konflikts (Fall 01 bzw. 10) wird der Baum
entsprechend der Auswertungsreihenfolge des erweiterten ID-Strings bis zum ersten auf-
tretenden Konflikt aufgebaut. Eine eventuell vorhandene Zusatzinformation zum Konflikt
(Fa¨lle 21 bzw. 12 in Tab. 3.2) wird ebenfalls ausgegeben.
Kann fu¨r eine bestimmte Variablenbelegung das Template nicht ausgewertet werden,
weil etwa der Wert fu¨r eine bestimmte Variable fehlt, eine Multivariable nicht mindestens
einen Wert entha¨lt usw., wird der Grund als Hinweis an den Benutzer ausgegeben. Im Fall
einer Query-Komponente, die sich bei der Auswertung als ambiger Verweis auf mehrere
Konzepte herausstellt, werden dem Benutzer die entsprechenden Konzepte aufgelistet.
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Abbildung 3.15: Globale Sicht auf Alinierungsergebnisse. Farbliche Unterlegung der Zeilen
entsprechend des Auswertungsergebnisses: gru¨n: konfliktfrei; rot: konflikt; orange: fehlge-
schlagen.
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Abbildung 3.16: Darstellung einzelner, konfliktfreier Alinierungsergebnisse
Abbildung 3.17: Darstellung von Konflikten
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Steuerung des Integrationsprozesses im Client
Nachdem das entsprechende Upload-File hochgeladen wurde, la¨uft eine typische Sitzung
folgendermaßen ab, wobei hierbei verschiedene, vom Client bereitgestellte Funktionen zum
Einsatz kommen:
1. Das im Upload-File angegebene Template wird fu¨r alle erzeugbaren Variablenbele-
gungen ausgewertet.
2. Wird dadurch eine signifikante Anzahl von neuen Eintra¨gen generiert – dies kann
etwa in der vorher beschriebenen globalen Sicht u¨berpru¨ft werden – kann zu Schritt
3 u¨bergegangen werden. Ansonsten kann der Benutzer versuchen, das Eintragsschema
zu editieren und effektiver zu machen.
3. Erfolgreich erzeugte neue Eintra¨ge werden besta¨tigt und dem EFGT-Netz hinzu-
gefu¨gt. Optional kann eine spezielle, als Protokoll dienende Kopie des Upload-Files
erstellt werden (s.u.).
4. Leicht lo¨sbare Konflikte sowie behebbare, auf Grund der Daten verursachte Auswer-
tungsfehler werden behandelt und das Template neu ausgewertet. Anschließend kehrt
man zuru¨ck zu Schritt 3 oder geht u¨ber zum na¨chsten Schritt.
5. Erstellung einer sogenannten Differenzdatei: Bestimmte Daten ko¨nnen in ein separa-
tes Upload-File ausgelagert werden, um sie spa¨ter ha¨ndisch oder mit einem anderen
Schema zu bearbeiten.
Dieser Ablauf stellt nur eine bestimmte Mo¨glichkeit dar, die vom Client bereitgestellten
Funktionen zu verwenden. Im folgenden werden diese na¨her betrachtet, deren Einsatz im
verschiedenen Anwendungsfa¨llen wird in Abschnitt 3.4.5 beschrieben.
Editierung, Kompilierung und Auswertung des Eintragsschemas: Prinzipiell
wird der Integrationsprozess wird dadurch gesteuert, dass das Eintragsschema angegeben
und fu¨r bestimmte Daten ausgewertet wird.
Im Client kann das im Upload-File angegebene Eintragsschema editiert und neu kom-
piliert werden. Dies erfolgt mit Hilfe der konkreten Syntax, wobei eventuelle Fehler in der
Angabe an den Benutzer zuru¨ckgemeldet werden. Wurde das Schema erfolgreich kompi-
liert, kann es instanziiert und ausgewertet werden. Der Benutzer kann entscheiden, ob bei
der Auswertung alle mo¨glichen Belegungen fu¨r die im Template angegebenen Variablen
eingesetzt oder ob nur bestimmte, ausgewa¨hlte Variablenbelegungen – insbesondere eine
einzige – verwendet werden sollen.
Zur Behebung von Problemen bei der Auswertung ko¨nnen hochgeladene Daten in ein-
zelnen Fa¨llen ebenfalls editiert werden (s.u.).
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Konfliktbehandlung: Die von der Oberfla¨che angebotenen Funktionen ermo¨glichen in
vielen Fa¨llen die Behandlung auftretender Alinierungskonflikte innerhalb der Sitzung. Da-
durch soll die Effektivita¨t der Sitzung gesteigert und die Tatsache ausgenutzt werden, dass
die Sitzung einen Kontext darstellt, in dem sich Konflikte leichter interpretieren lassen.
Schließlich wird durch die Alinierung einer bestimmten semantischen Klasse oder Hierar-
chie, die in den Daten repra¨sentiert ist, aus einem bestimmten Blickwinkel auf das EFGT-
Netz zugegriffen.
Das Ziel ist, leicht lo¨sbare und leicht zu verstehende Konflikte on the fly wa¨hrend des
Integrationsprozesses beheben zu ko¨nnen. In der Regel kann ein Konflikt dadurch aufgelo¨st
werden, dass der in Konflikt stehende, im Netz vorhandene Eintrag modifiziert wird. Um
dies innerhalb der Sitzung zu ermo¨glichen, kann je nach Fall die Kodierungsoberfla¨che (s.
Abschnitt 2.2.2) mit einem speziellen Knopf aufgerufen werden. Diese erscheint dann in ei-
nem separaten Fenster, wobei das Eintragsformular entsprechend der Lo¨sung des Konflikts
vorbelegt wird (s.u.). Der Benutzer braucht nur den modifizierten Eintrag zu besta¨tigen,
kann aber auch zusa¨tzliche A¨nderungen vornehmen. Im einzelnen werden vom Upload-Tool
folgende Funktionen zur Behandlung von Konflikten angeboten (vgl. die in Tab. 3.2, S. 72
angegebenen Aktionen):
• Namenskonflikte (Fall 10)
– Will man bei homonymen Konzepten (1. Interpretation) vermeiden, eine Am-
biguita¨t in der Wissensressource einzufu¨hren, kann die Kodierungsoberfla¨che
aufgerufen werden, um die linguistische Repra¨sentation des vorhandenen Ein-
trags zu a¨ndern, etwa dessen Vorzugsbezeichnung. Alternativ kann bei den For-
maten “Tabelle” und “typisierte Felder” der entsprechende Wert direkt in der
Datenrepra¨sentation editiert werden.
– Modelliert der generierte Eintrag ein vorhandenes Konzept logisch anders als der
gefundene ID-String (2. Interpretation) kann die Behandlung des Konflikts mei-
stens nicht innerhalb der Sitzung stattfinden. Dies ist nur dann mo¨glich, wenn
es sich beim vorhandenen Eintrag bezu¨glich der Struktur des EFGT-Netzes um
ein Blatt handelt: Die A¨nderung des vorhandenen ID-Strings muss ansonsten an
die Nachfahren des vorhandenen Eintrags weitergegeben werden. Dies stellt ein
aufwa¨ndiges Verfahren dar, das mit Hilfe des Rename Tools (s. Abschnitt 2.2.2)
außerhalb der Sitzung erledigt werden muss. Das gilt ebenfalls, wenn man die
Modellierung des generierten Eintrags u¨bernehmen will. Nur fu¨r den Fall eines
Blattes wird ermo¨glicht, in der Kodierungsoberfla¨che den vorhandenen ID-String
durch den generierten zu ersetzen.
– In der momentanen Implementierung kann Fall 12 (Namenskonflikt mit parti-
ellem logischen Match) nicht beobachtet werden, da der approximative logische
Abgleich sich darauf beschra¨nkt, lokale Einfu¨hrungen, die sich nur im Index un-
terscheiden, als a¨hnlich zu erkennen. Wa¨re in diesem Sinne der zu generierende
Eintrag einem schon vorhandenen mit derselben linguistischen Repra¨sentation
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logisch a¨hnlich gewesen, wa¨ren sie bereits bei der Templateauswertung mitein-
ander aliniert worden. Eine Art des approximativen logischen Abgleiches, die
ermittelt, ob einer der verglichenen ID-Strings im Sinne zusa¨tzlicher Kompo-
nenten eine Verfeinerung der Modellierung des anderen darstellt, wa¨re beson-
ders interessant. Damit wa¨re fu¨r den Ontologieentwickler sofort erkennbar, in
welchen Fa¨llen der generierte ID-String eine Aktualisierung des vorhandenen
darstellt und ob er u¨bernommen werden sollte. Dies ko¨nnte mit einer geeigne-
ten Visualisierung stark unterstu¨tzt werden.
Aus Effizienzgru¨nden wurden zwei Ausfu¨hrungsmodi realisiert, die Namenskonflikte
ignoriert oder deren Behandlung erzwingt. In Abha¨ngigkeit der vorliegenden Daten
kann die eine oder andere Strategie relevant sein: Bei Toponymen etwa, bei denen
homonyme Namen durchaus u¨blich sind, ist die Zulassung von Homonymie bei der
Erzeugung von Eintra¨gen in der Wissensressource sinnvoll. Bei Personennamen eines
Bereichs kann oft davon ausgangen werden, dass es keine Homonyme gibt, sodass
der Modus, der die Behandlung der Namenskonflikte erzwingt, zur systematischen
U¨berpru¨fung der generierten Eintra¨ge genutzt werden kann.
• Logische Konflikte (Fall 01)
– Erga¨nzt die Attributrepra¨sentation des generierten Eintrags die des vorhande-
nen (1. Intrepretation), kann das Formular des vorhandenen Eintrags aufgerufen
und dann mit den neuen zusa¨tzlichen Attributen erga¨nzt werden.
– Fa¨llt der ID-String des vorhandenen und des generierten Eintrags zusammen
und sind dabei zwei semantisch verschiedene Konzepte gemeint (2. Interpreta-
tion), so ist die Behandlung des Konflikts on the fly nicht immer mo¨glich. Dies
ha¨ngt davon ab – a¨hnlich wie bei der 2. Interpretation eines Namenskonflikts –,
ob der vorhandene Eintrag in der Struktur des Netzes ein Blatt darstellt oder
nicht. Dementsprechend wird die Modifikation des vorhandenen ID-Strings in
der Kodierungsoberfla¨che nur bei Blatteintra¨gen zugelassen.
– Ist der generierte Eintrag dem vorhandenen zudem linguistisch a¨hnlich, (Fall 21),
la¨sst sich der Konflikt wie bei der ersten Interpretation durch U¨berarbeitung der
Attribute des vorhandenen Eintrags im Formular leicht lo¨sen.
Im Fall eines generierten Eintrags, der potenziell neu ist, fu¨r den aber zusa¨tzliche parti-
elle Matches ermittelt wurden, ko¨nnen a¨hnliche Funktionen denen zur Konfliktbehandlung
nu¨tzlich sein. In der aktuellen Implementierung bedeutet der Fall 22 aus Tab. 3.2, dass
eine a¨hnliche lokale Einfu¨hrung mit einem a¨hnlichen Namen zum generierten Eintrag in
der Ressource gefunden wurde. In diesem Fall will man entweder den generierten Eintrag
verwerfen oder die linguistische Repra¨sentation des vorhandenen Eintrags u¨berarbeiten,
was durch Aufruf der Kodierungsoberfla¨che mo¨glich ist. A¨hnlich kann Fall 20 behandelt
werden. Fall 02 liefert in der momentanen Implementierung lediglich Informationen u¨ber
a¨hnliche lokale Einfu¨hrungen.
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Nach der Behandlung des Konflikts kann die entsprechende Variablenbelegung neu
ausgewertet werden, wodurch die Alinierung neu versucht wird. Taucht dabei ein neuer
Konflikt auf, la¨sst er sich wie beschrieben behandeln.
Behebung anderer Probleme bei der Templateauswertung: Bei der Auswertung
des Eintragsschemas kann es vorkommen, dass bei einer bestimmten Instanziierung nicht
alle Variablen mit einem Wert aus den Daten belegt werden ko¨nnen, etwa weil in einer
bestimmten Zeile einer Tabelle kein Wert fu¨r die entsprechende Spalte vorhanden ist. Die
Sprache der Templates stellt verschiedene Mittel zur Verfu¨gung (optionale Attribute, be-
dingte Anweisungen, variable Summen), mit denen sich solche Fa¨lle behandeln lassen. Ist
die Editierung des Templates nicht sinnvoll, ko¨nnen die betroffenen Belegungen einfach
markiert und von der Auswertung ausgenommen werden.
Datensa¨tze, die in Query-Komponenten zum Verweis auf vorhandene Konzepte einge-
setzt werden und kein Ergebnis liefern, lassen sich im Client bei linearen Formaten (Ta-
bellen, typisierten Feldern) direkt editieren. Angedacht ist, bei der Editierung einer Tabel-
lenzelle oder eines typisierten Felds eine Suchfunktion in der linguistischen Repra¨sentation
der im EFGT-Netz vorhandenen Eintra¨ge bereitzustellen, damit ein sinnvoller Ersatz fu¨r
den fehlerhaften Datensatz gefunden werden kann. Bei Query-Komponenten kann es auch
vorkommen, dass der verwendete Verweis ambig ist und mehreren Konzepten im Netz
entspricht. Beim Vorkommen dieser ambigen Referenzen wird dem Benutzer angeboten,
zwischen einer der verschiedenen Interpretationen auszuwa¨hlen, woraufhin die Auswertung
des Schemas neu versucht werden kann.
U¨berwiegen bei der Auswertung des Templates diese Art der Probleme, stellt das Edi-
tieren oder die neue Definition des Schemas oft eine sinnvolle Maßnahme dar.
Protokollierung der Sitzung: Serverseitig werden Sitzungen protokolliert, indem lau-
fend verschiedene Daten festgehalten werden. Dazu geho¨rt der angemeldete Benutzer, das
Datum, usw., vor allem aber die der Wissensressource hinzugefu¨gten generierten Eintra¨ge
sowie jeweils eine Kopie der Variablenbelegung und des dafu¨r verwendeten Eintragssche-
mas. Damit lassen sich im Notfall A¨nderungen zuru¨cknehmen.
Im Client steht dem Benutzer eine Exportfunktion zur Verfu¨gung, mit der eine zusa¨tzliche
Art der Protokollierung ermo¨glicht wird. Die Exportfunktion erzeugt ein neues Upload-File
mit dem aktuellen Zustand des Templates und der Daten. Besonders interessant ist, ein
solches “Bild der Daten” zu machen, unmittelbar nachdem mit einem bestimmten Schema
Eintra¨ge generiert und besta¨tigt wurden. Dieses neue Upload-File kann seinerseits hochge-
laden werden und als Grundlage fu¨r eine neue Sitzung benutzt werden, in der die bereits
durchgefu¨hrten Eintra¨ge neu aufgebaut und mit sich selbst abgeglichen werden. Im Rahmen
dieser Realinierung werden die Eintra¨ge wiedergefunden oder es entstehen Konflikte, weil
zwischenzeitlich einzelne Eintra¨ge vera¨ndert wurden. Dies stellt eine einfache Mo¨glichkeit
dar, A¨nderungen bei semiautomatisch integrierten Daten zu verfolgen.
Es ist geplant, die Exportfunktion so zu erweitern, dass die Identifikationsnummer der
entsprechenden Eintra¨ge in der Wissensressource in das exportierte Upload-File integriert
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wird. Durch die direkte Alinierung der Daten im Upload-File mit Eintra¨gen in der Ressour-
ce u¨ber diese Identifikationsnummer erfolgt eine Art modularer Zugriff auf Eintra¨ge, der
dafu¨r genutzt werden kann, nachtra¨gliche A¨nderungen zu beobachten, Eintra¨ge zu lo¨schen,
in ihrer Attributrepra¨sentation zu erweitern, usw..
Erzeugung von Differenzdateien: Eine andere Verwendung der Exportfunktion be-
steht darin, bestimmte Zeilen (Formate “Tabelle” und “typisierte Felder”) bzw. Variablen-
belegungen (Format “XML”) auszuwa¨hlen und in ein separates Upload-File auszulagern.
Dabei besteht die Option, das aktuelle Schema mit zu u¨bernehmen1. Eine solche Differenz-
datei zu erzeugen kann in verschiedenen Fa¨llen von Nutzen sein; so ko¨nnen fu¨r Konflikte,
die sich nicht innerhalb der Sitzung leicht lo¨sen lassen, die entsprechenden Datensa¨tze
exportiert werden, um sie separat ha¨ndisch zu bearbeiten. Daru¨ber hinaus ko¨nnen Varia-
blenbelegungen in einer Differenzdatei zu einer Klasse zusammengefasst werden, wenn bei
der Betrachtung von Alinierungsergebnissen auffa¨llt, dass bestimmte logische Konflikte sy-
stematisch vorkommen und sich die entsprechenden Datensa¨tze besser mit einem anderen
Template behandeln lassen.
3.4.5 Anwendungsfa¨lle
Population der Ontologie mit facettierten Klassen
Bei der Beschreibung der Steuerung des Integrationsprozesses im Client (s. S. 95) wurde
der Ablauf einer Sitzung skizziert, der die Vorgehensweise bei der Population der Ontologie
mit voneinander unabha¨ngigen, facettierten Eintra¨gen gut beschreibt. Bei der Integration
von Daten, die eine bestimmte Klasse von Elementen darstellen und nicht aufeinander
aufbauen, kann der Integrationsprozess besonders flexibel gestaltet werden. Eine sinnvolle
Strategie besteht darin, alle generierten Eintra¨ge eines produktiven Eintragsschemas zu
u¨bernehmen und erst dann auftretende Probleme zu behandeln. In vielen Fa¨llen lassen
sich Teile der problematischen Variablenbelegungen zu Klassen zusammenfassen, die sich
mit einem eigenen Schema behandeln lassen. Danach kann anhand der u¨brigbleibenden
Konflikte entschieden werden, inwiefern die Bearbeitung der Sonderfa¨lle fu¨r eine zufrie-
denstellende Abdeckung der Klasse notwendig ist.
Wird festgestellt, dass eine Facette von der Wissensressource schlecht abgedeckt wird,
etwa verschiedene Berufe fu¨r die Kodierung von Personen, so ist es sinnvoll, eine Differenz-
datei zu erstellen, die die Zeilen bzw. Variablenbelegungen entha¨lt, bei denen sich Lu¨cken
in der Facette auftun. Diese kann dann im Rahmen der Wissensakquisition gezielt erga¨nzt
werden.
Abb. 3.18 zeigt den Ausschnitt eines Upload-Files, das zur Population der Ontologie
mit Personen verwendet wurde. Im Eintragsschema wird eine bedingte Anweisung verwen-
1Im Fall von XML werden die ausgewa¨hlten Variablenbelegungen als Tabelle mit durchnummerierten
Spalten exportiert. Wird das Eintragsschema ebenfalls in die Datei u¨bernommen, so werden die als Variable
angegebenen XPath-Ausdru¨cke durch Verweise auf die entsprechenden Tabellenspalten ersetzt, um die
Verwendbarkeit der Differenzdatei als Upload-File zu gewa¨hrleisten.
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det, mit der eine unterschiedliche Kodierung einer Person erzeugt wird, je nachdem, ob fu¨r
die Spalte year ein Wert vorhanden ist. Es zeigt ebenfalls eine noch nicht vorgestellte syn-
taktische Variante der variablen Summe, die wie u¨blich durch &* repra¨sentiert wird, in der
jedoch die eingebettete Query-Komponente keine Multivariable entha¨lt. Die Auflistung von
Spaltenvariablen, die durch den Balken | getrennt werden, stellt eine einfache Mo¨glichkeit
dar, bei Tabellen auf eine unterschiedliche Anzahl von belegten Spalten zuzugreifen. Ist in
einer Zeile kein Wert sowohl fu¨r nation als auch fu¨r rolle definiert, so schla¨gt das Schema
fu¨r diese Zeile fehl.
\begin{upload} \begin{program} \begin{entries}











Otto Ubbelohde & Deutschland & Maler & \\
Horst-Rudolf U¨belacker & & Publizist & \\
Paolo Uccello & Italien & Maler & 1397 \\
Hermann Uber & Deutschland & Komponisten & \\
Wendelin U¨berzwerch & Deutschland & Schriftsteller & \\
Jorge Ubico Casta~neda & Guatemala & Pra¨sident & \\
Heinrich U¨bleis & O¨sterreich & Juristen &Evaluate 1993 \\
...
Abbildung 3.18: Upload-File zur Population der Ontologie mit Personen
Eine im Deutschen interessante Klasse von facettierten Eintra¨gen bilden Komposita.
Abb. 3.19 stellt ein Upload-File dar, mit dem auf dem Stamm -tee aufbauende Komposita
kodiert und in die Ontologie integriert werden ko¨nnen. Im Beispiel wird auch die Bedeu-
tung des Eintragsschemas zur effizienten Erzeugung graphischer und Flektionsvarianten
sichtbar. Die systematische Aufbereitung von Komposita-Upload-Files setzt den Einsatz
von Programmen zur Extraktion und Segmentierung von Komposita in ihre Bestandteile
in der Wissensakquisitionsphase voraus.
















Kamille & Kamillen & \\
Pfefferminze & Pefferminz & \\
Fenchel & Fenchel & \\
Salbei & Salbei & \\
...
Abbildung 3.19: Upload-File zur Population der Ontologie mit Komposita
Ausbau des EFGT-Netzes mit Hierarchien
Bei der Integration einer Hierarchie, die im Format typisierte Felder kodiert wurde, ist der
Ablauf der Sitzung weniger flexibel als bei der Population mit voneinander unabha¨ngigen
Eintra¨gen. Ein Unterschied zu diesem Anwendungsfall ergibt sich schon vor Beginn der
Sitzung bei der Aufbereitung des Upload-Files: Es muss u¨berpru¨ft werden, ob das Upload-
File tatsa¨chlich eine Hierarchie kodiert und die Anforderungen an die Wohlgeformtheit der
Datei erfu¨llt sind, die in Abschnitt Kodierung von Hierarchien mittels typisierter Felder,
S. 79 ff beschrieben wurden. Diese Pru¨fung erfolgt mit Hilfe des im selben Abschnitt
angesprochenen, externen Programms, das u.a. die Zeilen im Datenteil des Upload-Files
korrekt sortiert. Ebenfalls mu¨ssen eventuell fehlende vorausgesetzte Eintra¨ge, an die die
Hierarchie im EFGT-Netz anknu¨pft, vorab eingearbeitet werden.
Da die Eintra¨ge der Hierarchie aufeinander aufbauen, mu¨ssen dann innerhalb der Sit-
zung auftretende Konflikte in der Reihenfolge behandelt werden, die der Sortierung der
Zeilen entspricht. In der Regel deckt das Schema alle Eintra¨ge der Hierarchie und braucht
nicht wa¨hrend der Sitzung editiert zu werden. Ein Beispiel ist in Abb. 3.20 dargestellt.

















Abbildung 3.20: Upload-File zum Ausbau der Ontologie mit einer Taxonomie von Krank-
heiten
Erweiterung der linguistischen Repra¨sentation
Eine Anwendung des Upload-Files ist die Erweiterung der linguistischen Repra¨sentation
vorhandener Eintra¨ge. Dies ist besonders nu¨tzlich, wenn die Eintra¨ge semiautomatisch er-
zeugt worden sind, erga¨nzende Daten fu¨r die Attributrepra¨sentation aber erst nachtra¨glich
verfu¨gbar werden, etwa weil sie zwischenzeitlich u¨bersetzt oder aus anderen Quellen ge-
wonnen wurden. Damit wird die Multilingualita¨t der Ressource stark unterstu¨tzt und die
Zusammenfu¨hrung unterschiedlicher Phasen der Wissensakquisition (der Modellierungsda-
ten, der linguistischen Repra¨sentation, usw.) ermo¨glicht.
Abb. 3.21 zeigt eine Beispieldatei, mit der die linguistische Repra¨sentation der Eintra¨ge
der Krankheitstaxonomie (vgl. Abb. 3.20) um zusa¨tzliche Varianten in verschiedenen Spra-
chen erga¨nzt werden kann. Die Daten sind als typisierte Felder kodiert, wobei der Schlu¨ssel
durch das Feld mainDE und die zusa¨tzlichen Varianten auf Englisch und Latein in Feldern
von Typ en bzw. lt definiert werden. Auf diese Felder wird mit Hilfe von Multivariablen
zugegriffen, die zur Definition von optionalen, erga¨nzenden Attributen benutzt werden.
Der Zugriff auf die Eintra¨ge erfolgt u¨ber eine Query-Komponente, die u¨ber den Schlu¨ssel
mainDE la¨uft und der Vereinbarkeit mit der Grammatik in Abb. 3.2 halber mit der Kom-
ponente [Topnode] zu einer Summe erga¨nzt wurde. Der Identifikator des Topnodes fa¨llt
bei der Normalisierung weg, sodass letzten Endes der Abgleich u¨ber den ID-String des
Krankheitseintrags erfolgt. Der erweiterte ID-String ist hier nicht kodierend und dient nur
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als Abfragemechanismus. In der endgu¨ltigen Syntax kann auf die Komponente [Topnode]
verzichtet werden.

















mainDE:Protozoeninfektion;de:Infektionen durch Protozoen;en:protozoan infections;\\
mainDE:Giardiasis;lt:Lambliasis;en:giardiasis;en:lambliasis;\\
...
Abbildung 3.21: Template zur Erweiterung der linguistischen Repra¨sentation
Herausnehmen bestehender Eintra¨ge und Adaption des Netzes
In manchen Situationen kann das Lo¨schen der mit Hilfe eines Upload-Files erzeugten Ein-
tra¨ge sinnvoll sein. Das tritt insbesondere ein, wenn die Ressource zur Erschließung einer
Textsammlung eingesetzt wird, die eine geschlossene Wissensdoma¨ne darstellt (vgl. Ab-
schnitt Pflege und Maintenance bzw. Adaption in Kap. 2, S. 54 ff). Wird eine Kopie des fu¨r
die Textsammlung relevanten Teils der Ressource in eine separate Datenbank ausgelagert,
um diese anschließend anzupassen und weiter zu entwickeln (sog. Adaption) und tra¨gt ein
Upload-File nicht zur Abdeckung der anvisierten Textsammlung bei, so empfiehlt sich,
zur Vermeidung von Ambiguita¨ten die entsprechenden Eintra¨ge wieder heraus zu nehmen.
Beispielsweise stellen die Namen einer Reihe deutscher Gemeinden Homonyme anderer
Entita¨ten aus unterschiedlichen Wissensbereichen dar, wie etwa Hornbach (eine Firma)
oder Nußbaum (eine Baumart). Ist der Wissensbereich Geographie Deutschlands bei der
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betrachteten Textsammlung nicht relevant, so ko¨nnen durch das Lo¨schen der Gemeinde-
Eintra¨ge Ambiguita¨ten vermieden und der relevante Teil der Ressource genauer ermittelt
werden. In dieser Hinsicht kann u. U. ein Upload-File einen Beitrag zur Adaption der
Ressource leisten. A¨hnlich ist dies auch der Fall, wenn bei der Entwicklung der Ressour-
ce nachtra¨glich bemerkt wird, dass bestimmte Bereiche zu feingranular ausgebaut wurden
und zuru¨ckgenommen werden sollten.
Das Herausnehmen erfolgt zuna¨chst durch das Hochladen und Auswerten des entspre-
chenden Upload-Files. Anschließend ko¨nnen einzelne, als vorhanden identifizierte generierte
Eintra¨ge ausgewa¨hlt und mit einem entsprechenden Knopf im Client gelo¨scht werden.
Demnach kann ein Upload-File als eine Art ontologisches Modul aufgefasst werden, das
nach Bedarf eingespielt oder zuru¨ckgenommen werden kann.
Modularisierung vorhandener Upload-Files
Der Einsatz der Exportfunktion zur Erstellung von Differenzdateien wurde bereits ange-
sprochen. Diese Funktion kann dafu¨r verwendet werden, verschiedene Bereiche aus vorhan-
denen Daten auszuwa¨hlen und separat mit geeigneten Schemata abzuspeichern. Beispiels-
weise ko¨nnen Zeilen einer Tabelle, die eine bestimmte Klasse von Eintra¨gen darstellen und
a¨hnlich kodiert werden, ausgewa¨hlt, mittels der Exportfunktion aus der Datei ausgelagert
und mit einem entsprechenden Template versehen werden. Wird gleichermaßen festgestellt,
dass bestimmte Variablenbelegungen sich sinnvoll nur ha¨ndisch kodieren lassen, so ko¨nnen
diese von den leicht zu integrierenden Daten in eine andere Datei separiert werden. Die
Exportfunktion kann ebenfalls eingesetzt werden, bestimmte Belegungen aus einer XML-
Datei zu extrahieren und als Tabelle abzuspeichern. Darauf kann anschließend ein Template
angewendet werden, das auf XPath-Ausdru¨cke verzichtet und dadurch leichter zu lesen ist.
3.5 Schlussfolgerungen und Ausblick
In diesem Kapitel wurde eine spezielle Sprache, die Sprache der EFGT-Netz-Schemata oder
Templatesprache, entwickelt, mit der sich vorhandene Daten zu EFGT-Netz-Eintra¨gen
transformieren lassen. Dabei wurden verschiedene Datenmodelle beru¨cksichtigt, na¨mlich
typisierte Felder, Tabellen und XML, sodass ein breites Spektrum an Daten verarbei-
tet werden kann. Der eingebaute Abgleichmechanismus erlaubt bei der Generierung neue
Eintra¨ge von bereits bestehenden zu unterscheiden sowie Konflikte zu erkennen. Insge-
samt wird damit eine kontrollierte Integration von Daten in ein bestehendes EFGT-Netz
ermo¨glicht, weswegen die Templatesprache auch als Integrationssprache bezeichnet wird.
Auf der Grundlage der Templatesprache wurde mit dem Upload-Tool ein System ent-
wickelt, das Ontologieentwicklern die halbautomatische Integration von Daten in ein beste-
hendes EFGT-Netz ermo¨glicht. Mit dem halbautomatischen Ansatz wurde verfolgt, trotz
der automatischen Generierung neuer Eintra¨ge die Qualita¨tssicherung des Integrations-
prozesses durch menschliche Ontologieentwickler zu ermo¨glichen. Als wesentliche Grund-
lage hierfu¨r dient eine speziell entwickelte Visualisierung der generierten Eintra¨ge und
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Abbildung 3.22: Gesamter Ablauf bei der Integration semistrukturierter Daten mit Hilfe
des Upload-Tools
der Abgleichergebnisse. Mit Hilfe dieser Visualisierung werden eine mo¨glichst effiziente
U¨berpru¨fung der Ergebnisse und eine effektive Steuerung des Integrationsprozesses mitein-
ander verbunden.
Im Lebenszyklus eines EFGT-Netzes tra¨gt das Upload-Tool wesentlich zu dessen syste-
matischem Aufbau und Population, d.h. zur Phase der Entwicklung, bei. Dies ist wegen
der hohen Anzahl der durchzufu¨hrenden Eintra¨ge besonders relevant fu¨r eine linguistische,
lexikalische Ontologie (vgl. Kap 1, Abschnitt 1.4) wie das CoGE-Netz, das eine breit an-
gelegte Wissensdoma¨ne anvisiert und die Erfassung eines Teils der natu¨rlichen Sprache
anstrebt (s. Kap. 2, Abschnitt 2.2.1). Die Tatsache, dass das CoGE-Netz mit Hilfe des
Upload-Tools um Konzepte in der Gro¨ßenordnung von 105 – in der Mehrheit Personen und
geographische Begriffe – erweitert werden konnte, verdeutlicht die grundlegende Relevanz
des Upload-Tools fu¨r die effiziente Entwicklung von EFGT-Netzen.
Der gesamte Ablauf bei der Integration semistrukturierter Daten in EFGT-Netze mit
Hilfe des Upload-Tools ist in Abb. 3.22 schematisch dargestellt. Die allgemeine Aufgabe
der Extraktion und ggf. Transformation relevanter Daten wurde bewusst als separate,
vorgeschaltete Phase der Wissensakquisition betrachtet. Mit den in der Templatesprache
beru¨cksichtigten Datenmodellen werden die Anforderungen an das Format, in dem die
Ergebnisse dieser Phase vorliegen mu¨ssen, mo¨glichst gering gehalten.
Das Upload-Tool ermo¨glicht den Abgleich der Ontologie mit Daten, die unter einem
bestimmten semantischen Gesichtspunkt – z.B. als semantische Klasse oder taxonomische
Struktur – in einem Upload-File zusammengetragen wurden. Somit kann ein fokussierter
Blick auf die Ontologie geworfen werden, um ihren Zustand in Bezug auf diesen semanti-
schen Aspekt hin gezielt zu u¨berpru¨fen sowie sie ggf. zu erga¨nzen. Der Abgleichmechanis-
mus und die bereitgestellten Funktionen ermo¨glichen, komplizierte Eintra¨ge, die etwa eine
ausgefallene Modellierung beno¨tigen, zu finden und separat zu behandeln. Diese Funktiona-
lita¨t und der Effekt einer fokussierten Inspektion der Ontologie erlauben dem Upload-Tool
ebenfalls, eine wesentliche Rolle in der Phase der Maintenance zu spielen.
Ein Upload-File la¨sst sich als semantisches Modul betrachten, das der Ontologie hinzu-
gefu¨gt, dank der im Upload-Tool bereitgestellten Funktionen aber auch entnommen werden
kann. Letzteres la¨sst sich als Beitrag zur Adaption an eine bestimmte Doma¨ne betrachten.
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In diesem Zusammenhang wa¨re interessant, Methoden zu entwicklen, die das Synthetisie-
ren eines neuen EFGT-Netzes aus mehreren vorhandenen Upload-Files erlauben. Hierfu¨r
bietet die hier entwickelte Integrationssprache einen guten Ausgangspunkt.
Die Schematisierung von ID-Strings, wie sie in Templates fu¨r verschiedene semantische
Bereiche erfolgen kann, tra¨gt dazu bei, die Konzeptualisierung unterschiedlicher Arten von
Eintra¨gen transparent zu machen. In dieser Hinsicht ist es denkbar, dass die Zusammen-
stellung einer Bibliothek von Templates fu¨r ein spezifisches EFGT-Netz dazu beitragen
kann, die Entwicklung zu dokumentieren und neue Datenquellen leichter zu integrieren.
Beispielsweise ko¨nnte das Fu¨hren von Statistiken u¨ber die Verwendung verschiedener Sche-
mata dazu dienen, automatisch Vorschla¨ge zu generieren. Eine Bibliothek von Templates
ko¨nnte eine Grundlage darstellen, die Entwicklung in kollaborativen Szenarien durch naive
Benutzer zu steuern.
Unabha¨ngig vom Einsatz innerhalb des Upload-Tools kann die entwickelte Integrati-
onssprache als wesentlicher Beitrag zur Automatisierung verschiedener Prozesse zum On-
tologieaufbau betrachtet werden. Beispielsweise la¨sst sich ein System implementieren, das
regelma¨ßig bestimmte Internetquellen zum aktuellen Kinoprogramm besucht, die entspre-
chenden Seiten mit den Filmlisten mit Hilfe von Wrappern in ein Upload-Tool transfor-
miert, um die neuen Filme dann anschließend in ein EFGT-Netz zu integrieren.
Neben den im Laufe des Kapitels angesprochenen unmittelbaren Weiterentwicklungen
des Upload-Tools sind weitere Verbesserungen denkbar. Dies betrifft insbesondere die Vi-
sualisierung von XML-Daten im Client, in der bisher die Anzeige der Instanziierungen des
Templates ohne Bezug auf die entsprechenden Stellen in den Originaldaten erfolgt. Die gra-
phische Darstellung der von dem definierten Template betroffenen Datenbereiche sowie ein
unmittelbares Feedback auf die verwendeten XPath-Ausdru¨cke wa¨ren hier sinnvolle Erwei-
terungen, die die Definition von Verweisen zur Erfassung funktionaler Abha¨ngigkeiten in
XML-Daten erleichtern wu¨rden. Unabha¨ngig davon kann in Betracht gezogen werden, die
Templatesprache zu einer Abfragesprache zu erweitern, um etwa unter einem bestimmten
semantischen Gesichtspunkt Listen von Konzepten aus einem EFGT-Netz herauszuziehen
und diese dann weiter zu verarbeiten.
Kapitel 4
Thematische Suche und Navigation
in Dokumentarchiven
4.1 Motivation fu¨r den thematischen Archivbrowser
Eine wichtige Erkenntnis, die sich aus der Betrachtung und dem Vergleich verschiedener
Methodologien zur Ontologieentwicklung in Kapitel 1 ergibt, la¨sst sich damit zusammen-
fassen, dass die fru¨hzeitige Einbindung der Ontologie innerhalb einer Anwendung als Kon-
trollschritt im Ontologie-Lebenszyklus dient und zur Qualita¨t der entwickelten Ressource
wesentlich beitragen kann. Eine Anwendung stellt einen konkreten Kontext dar, in dem
die Ontologie getestet wird und der dadurch Vorschla¨ge zu ihrer weiteren Korrektur und
Verfeinerung liefern kann. Aus diesem Grund wurde als zweites Ziel dieser Dissertation
festgelegt, eine exemplarische Anwendung zu erstellen, in der ein Bezug zwischen einem
spezifischen EFGT-Netz und einer bestimmten Dokumentensammlung hergestellt wird (s.
S. 58). Hierbei repra¨sentiert die Dokumentensammlung eine bestimmte Wissensdoma¨ne.
Die in diesem Kapitel zu entwickelnde Anwendung soll ein Feedback u¨ber den Entwick-
lungsstand eines spezifischen EFGT-Netzes liefern. Dieses Feedback ist nach der Integration
großer Datenmengen in die Ressource, wie es mit dem Upload-Tool mo¨glich ist, besonders
wichtig, weil sich das EFGT-Netz von einzelnen Ontologieentwicklern kaum noch in seiner
Gesamtheit u¨berblicken la¨sst. Insbesondere sollen aus der Interaktion mit der Anwendung
Einsichten u¨ber
• die Kodierung der Eintra¨ge und die sich daraus ergebende Struktur des EFGT-Netzes
• die Abdeckung der Wissensdoma¨ne und die Qualita¨t der linguistischen Repra¨sentation
der Konzepte
gewonnen werden. Diese zwei Elemente, Struktur und Vokabular, stehen im Fokus des On-
tologieentwicklungsprozesses und so ist die Mo¨glichkeit der Interaktion mit der Ontologie
in einem Anwendungskontext gerade in der Entwicklungsphase wichtig. Dadurch kann die
ausgearbeitete Modellierung und deren unmittelbare Auswirkung auf die Anwendung vom
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Ontologieentwickler beobachtet werden. Daru¨ber hinaus kann Aufmerksamkeit auf spezifi-
sche Aspekte der Wissensdoma¨ne gelenkt werden, die allein aus der abstrakten Betrachtung
heraus unentdeckt bleiben wu¨rden.
Struktur und Vokabular stellen außerdem die wichtigsten Ebenen dar, die es bei der
Evaluation von EFGT-Netzen und Ontologien im allgemeinen zu betrachten gilt (vgl.
Abschnitt Evaluation von Ontologien, S. 28). Auch wenn eine exemplarische Anwendung
zuna¨chst nur ein qualitatives Feedback u¨ber den Entwicklungsstand der Ressource liefert
und keine quantitative Evaluation ersetzen kann, kann sie dazu dienen, erst einmal die
Aspekte zu identifizieren, die mit Hilfe quantitativer Methoden evaluiert werden sollen. So
kann die Einbindung der Ontologie in eine Anwendung als eine erga¨nzende Maßnahme zur
automatisierten, quantitativen Evaluation der Ressoruce verstanden werden.
Die Ausgangsidee fu¨r die in diesem Kapitel vorgestellte Anwendung besteht darin,
auf der Grundlage des EFGT-Netzes ein thematisches Inhaltsverzeichnis aufzubauen, u¨ber
das strukturiert auf Dokumente der Sammlung zugegriffen werden kann. Die Eintra¨ge
und die Struktur dieses Verzeichnisses korrespondiert mit dem Teil des EFGT-Netzes, das
die Thematik und den durch die Textsammlung repra¨sentierten Wissensbereich abdeckt.
Wa¨hlt man ein Konzept des Verzeichnisses aus, so verschafft die Anwendung Zugang auf die
Dokumente, die – in einer na¨her zu definierenden Form – “relevant” fu¨r das Konzept sind.
Der Name dieser Anwendung, der thematische Archivbrowser, deutet diese Funktionalita¨t
an.
Dadurch, dass der Benutzer zur Sichtung der fu¨r ein spezifisches Konzept relevanten
Dokumente im thematischen Inhaltsverzeichnis navigieren muss, was dem Navigieren im
relevaten Teil des EFGT-Netzes gleicht, kann ein Eindruck u¨ber die Struktur der Res-
source und deren Entwicklungsstand gewonnen werden. Die Zuordnung von Dokumenten
zu einem bestimmten Konzept, die auf Grundlage der im Dokument erkannten Konzepte
und deren Beziehungen zueinander im EFGT-Netz erfolgt, liefert implizit einen weiteres
Feedback u¨ber die sich aus der Kodierung ergebende Netzstruktur. Durch die Sichtung von
Dokumenten, die fu¨r ein Konzept relevant sind, und der darin vorkommenden Begriffe,
entsteht fu¨r den Benutzer ein Bild von der Abdeckung des jeweiligen Wissensbereichs.
Bei der U¨bertragung des EFGT-Netzes als thematisches Inhaltsverzeichnis in die An-
wendung wird die urspru¨ngliche Struktur weitgehend erhalten. Zudem basiert die Berech-
nung der Abbildung von Konzepten auf Mengen relevanter Dokumente auf einfachen und
dadurch transparenten Algorithmen, die auf verschiedene Mo¨glichkeiten der Optimierung
verzichten. Dadurch wird ein unverfa¨lschtes Bild u¨ber den Zustand der Ontologie und
dessen Folgen fu¨r den thematischen Archivbrowser vermittelt, was aus der Sicht des On-
tologieentwicklers besonders nu¨tzlich ist.
Der thematische Archivbrowser wurde eingesetzt, um die Entwicklung des CoGE-Netzes
zu begleiten, das Allgemeinwissen erfassen soll (s. Kap 2). Da als repra¨sentative Dokument-
sammlung hierfu¨r die Nachrichtenerstattung in der Internetpra¨senz deutscher Presseverlage
zugrunde gelegt wird, ist der Vergleich der thematischen Navigation mit den Techniken,
die von Online-Medien verwendet werden, um den Zugriff auf ihre Inhalte zu strukturieren,
interessant – nicht zuletzt deshalb, weil der Archivbrowser ein Eigenleben als Anwendung
hat und als selbsta¨ndiges Produkt betrachtet werden kann.
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4.2 Online-Navigation in Pressearchiven
Seitdem das Internet zu einem o¨ffentlichen Kommunikationsmedium geworden ist, konkur-
rieren klassische Printmedienunternehmen, insbesondere im Bereich der Presse und Nach-
richtenerstattung, nicht nur mit ihren gedruckten Auflagen miteinander sondern immer
sta¨rker u¨ber ihre Onlinepra¨senz. Im neuen Medium begegnet Verlagen ein breites Spektrum
von Anbietern konkurrierender Inhalte, zu denen auch neue Formen der Berichterstattung
und Meinungsbildung wie Blogs, Diskussionsforen, kollaborativ aufgebaute Enzyklopa¨dien,
usw. za¨hlen. Gegenu¨ber diesen Anbietern gilt es, die bisher als Printmedium innegehab-
te Position zu behaupten. Nach Jahren ru¨ckla¨ufiger gedruckter Auflagen hat das Internet
den Printmedien den Rang als Marktplatz fu¨r das Gescha¨ft mit Werbung – ein wichtiges
finanzielles Standbein von Zeitschriftenverlagen – den Rang abgelaufen. Im neuen Medi-
um gilt es, ausfallende Werbeeinnahmen auszugleichen und aus einem potenziell gro¨ßeren
Leserkreis Nutzen zu scho¨pfen.
Vor diesem Hintergrund ist das prima¨re Ziel, u¨ber den Online-Auftritt eine hohe Nut-
zerbindung zu erreichen und neue Nutzerkreise zu erschließen. Eine mo¨gliche Strategie,
um Internetnutzer zu bu¨ndeln und als regelma¨ßige Besucher zu gewinnen, besteht darin,
neue Inhalte und Dienste in die Internetpra¨senz einzubinden. Eine komplementa¨re Stra-
tegie versucht, die im Pressebereich traditionell angebotenen Inhalte neu zu pra¨sentieren
und aufzubereiten. Insbesondere ist es attraktiv, die Masse an u¨ber Jahren angesammel-
ten Informationen in Form von Archiven zu verwerten, indem sie u¨ber das Internet einem
breiterem Publikum zuga¨nglich gemacht werden. Indem der Presseverlag sein Nachrich-
tenarchiv oder spezielle Dossiers anbietet, profiliert er sich nicht nur als Lieferant von Ak-
tualita¨t sondern auch von Hintergrundinformationen mit dem Ziel, Online-Enyklopa¨dien
und Nachschlagewerken einen Teil ihrer Nutzer streitig zu machen. Bei der Vermarktung
von Archiven spielen effektive Navigationsmechanismen in der Internetpra¨senz eine zentra-
le Rolle, mit denen erreicht werden soll, dass mo¨glichst viel der angebotenen Information
vom Benutzer gesichtet wird. Die in diesem Kapitel vorgestellte thematische Navigation
wird spa¨ter (Abschnitt 4.5, S. 130) mit ga¨ngig eingesetzten Mechanismen verglichen. Be-
vor verschiedene Realisierungen von Navigation vorgestellt werden, sei an dieser Stelle der
Vollsta¨ndigkeit halber auf die erste Strategie eingegangen.
Einbindung alternativer Dienste und Inhalte. Die Einbindung alternativer Dienste
und Inhalte soll aus verschiedenen Gru¨nden zu einer hohen Bindung der Nutzer fu¨hren:
• Neben der geschriebenen Nachrichtenerstattung als Quelle von Aktualita¨t erga¨nzen
zusa¨tzliche Inhalte, oft von Drittanbietern, das eigene Angebot um Hintergrundin-
formationen. Beispielsweise pra¨sentiert die Volltextsuche auf der Online-Ausgabe des
Spiegel – unter den Namen SPIEGEL WISSEN (vgl. SPIEGEL ONLINE GmbH,
2008) vermarktet – als Ergebnisse einer Suche sowohl Artikel aus dem eigenen Ar-
chiv als auch einschla¨gige Inhalte von Drittanbietern, etwa Artikel aus bekannten
Nachschlagewerken, aus Zeitschriften derselben Unternehmensgruppe sowie Statisti-
ken und Studien. Damit wird jenseits von Aktualita¨t auf eine Profilierung als allge-
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Abbildung 4.1: Navigationselemente und zusa¨tzliche Dienste auf sueddeutsche.de (unte-
rer Bereich der Seitenaufmachung fu¨r einen Artikel zum Thema Politik). Navigationsele-
mente fu¨r den Zugang auf eigene Inhalte: Verweise auf verwandte Artikel (A) und auf
Dossiers (F); Entita¨tenarten-basierte Navigation (B). Zusa¨tzliche Dienste, die u¨ber die
klassische Nachrichtenerstattung hinausgehen: Externe Anbieter von social bookmarking-
Diensten und Nachrichtenaustausch- und Bewertungsbo¨rsen (C). Logotypen, von li. nach
re.: Mr. Wong; Yigg; Linkarena; Google; Webnews; Folkd; Oneview; Lufee; Wikio. Dienst
zum Meinungsaustausch mit anderen Lesern (D). Thematisch einschla¨gige Dienste: Anfra-
gedienst an Abgeordente (E); politisches Spiel (G).
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meine Informationsquelle abgezielt. Die zusa¨tzlichen Inhalte stellen zudem oft eine al-
ternative Art der Informationsbereitstellung dar. So geho¨ren inzwischen Multimedia-
Inhalte wie Videos, interaktive Graphiken oder Bilderstrecken sowie News-Ticker,
Blogs usw. zum u¨blichen Bild, mit dem sich Zeitungen im Internet pra¨sentieren (s.
Abb. 4.1 und 4.2), sodass die Pra¨ferenzen bestimmter Nutzergruppen beru¨cksichtigt
werden.
• Dienste, die u¨ber die traditionell angebotenen wie Wetter oder Veranstaltungska-
lender hinausgehen, sollen dazu beitragen, den Internetauftritt des Presseanbieters
als Anlaufstelle in verschiedenen Lebenssituationen zu betrachten. So ko¨nnen bei-
spielsweise auf der Internetpra¨senz der Su¨ddeutschen Zeitung (vgl. sueddeutsche.de
GmbH, 2008) unter der Rubrik Infothek verschiedene Dienste mit Titeln wie Tele-
fontarife, Software Portal, Hartz IV-Rechner, usw. genutzt werden. Andere Dienste
werden in Abha¨ngigkeit des Verhaltens des Nutzers angeboten (s. Abb. 4.1).
• Indem der Besucher die Mo¨glichkeit erha¨lt, Nachrichten zu bewerten, zu kommentie-
ren und zu teilen, soll er involviert werden und die emotionale Bindung an die Website
gesteigert werden, die sich als Diskussionsplattform aktueller Themen pra¨sentiert (s.
Abb. 4.1).
• Zur Distribution und Steigerung der Sichtbarkeit der eigenen Inhalte wird auf Me-
chanismen wie RSS-Feeds-Services oder social Bookmarking-Dienste zuru¨ckgegriffen.
Eine Erreichbarkeit der Inhalte u¨ber Suchmaschinen wird nicht aktiv unterstu¨tzt,
da diese als zentraler Eingang zum Internet eine Art Vormachtstellung besitzen und
gerade bezu¨glich Werbung u¨ber Vermarktungsmo¨glichkeiten verfu¨gen, die stark in
Konkurrenz mit denen der Presseanbieter treten und sich deren Kontrolle entziehen.
Navigationsmechanismen zur Aufbereitung von Presseausgaben und Archiven.
Im Internet ko¨nnen Presseinhalte in einer Form pra¨sentiert und aufbereitet werden, die
u¨ber die Mo¨glichkeiten der gedruckten Ausgabe hinausgehen. Das trifft insbesondere auf
Pressearchive zu und ero¨ffnet die Mo¨glichkeit, diese fu¨r ein breiteres Publikum zu vermark-
ten.
In diesem Zusammenhang spielen effektive Formen der Navigation und des Zugriffs auf
Inhalte eine zentrale Rolle. Diese sollen einerseits dem Benutzer bei der Informationssuche
in der Masse der Dokumente eines Archivs helfen, sich zu orientieren, und ihn unterstu¨tzen
und sind eine wichtige Voraussetzung dafu¨r, dass er das Angebot u¨berhaupt sinnvoll nut-
zen kann. Andererseits sollen Navigationsmechanismen dazu animieren, in den Inhalten zu
sto¨bern und so la¨ngere Verweilzeiten oder eine ho¨here Anzahl von Pageimpressions – wich-
tige Kennzahlen im Gescha¨ft der Internet-Werbung – zu erreichen, die zu einer profitablen
Schaltung von Werbeinhalten fu¨hren.
Anhand von Beispielen wird im folgenden auf aktuell verwendete Navigationselemente
eingegangen, mit denen Printmedien das Ziel verfolgen, dass ein Nutzer auf deren Inter-
netpra¨senz mo¨glichst viele Inhalte sichtet. Ein allgemeiner U¨berblick u¨ber verschiedene
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Abbildung 4.2: Thematische Kategorien (topics) bei der New York Times. Ein topic kann
fu¨r einen Begriff, ein Ereignis, eine Person, eine Institution, usw. stehen, wofu¨r jeweils Hin-
tergrundinformationen bereitgestellt werden (C). Topics werden zur Beschlagwortung von
Inhalten verwendet, etwa Artikeln, Multimediainhalten (E) oder Fotos (G). Topics werden
auch in Beziehung zueinander gestellt, wobei hier unterschiedliche Typen beru¨cksichtigt
werden (D). Dadurch wird der Leser auf wichtige Zusammenha¨nge aufmerksam gemacht
und zum Sto¨bern animiert. Mit topics lassen sich ebenfalls Navigationselemente wie ver-
wandte Kategorien (Bereich F) umsetzen. Weitere Navigationsmechanismen auf dem Bild
sind der Reiter zur globalen Navigation u¨ber Rubriken (A) und sogenannte location bread
scrums (B), die die Position der Seite in der Struktur des Webauftritts verdeutlichen.
Navigationselemente und -ansa¨tze beim Aufbau einer Internetpra¨senz findet sich bei Kal-
bach (vgl. Kalbach, 2008).
Als globale Navigation, die eine Orientierung in der gesamten Webpra¨senz ermo¨glicht,
dient meistens ein System von Rubriken und ggf. zugeho¨rigen Unterkategorien, die den
im Pressebereich traditionell verwendeten Rubriken entsprechen. Dadurch wird eine Or-
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Abbildung 4.3: Wortwolke als Themen des Tages bei Spiegel ONLINE. Die angezeigten
Begriffe stellen Querverweise auf Artikel dar, die den jeweiligen Begriff enthalten. Die
Schriftgro¨ße deutet die Relevanz des Begriffs im Vergleich zu anderen Themen des Tages
an. Diese Relevanz kann sowohl statistisch ermittelt als auch manuell gesetzt werden.
ganisation der gesamten Webpra¨senz in einer relativ flachen Struktur von Bereichen er-
reicht. Klassisch ist ebenfalls die Bereitstellung einer Funktion zur Stichwortsuche. Diese
ermo¨glicht einen effizienten Zugang auf Inhalte insbesondere in den Fa¨llen, in denen von
einem pra¨zisen, vorab gekla¨rten Informationsbedarf ausgegangen werden kann. Beispiele
fu¨r die Darstellung dieser beiden Mechanismen sind in Abb. 4.2 und Abb. 4.5 zu sehen.
Erga¨nzend zur globalen Navigation werden verschiedene Mechanismen eingesetzt, die
auf benannten Entita¨ten und feststehenden Begriffen aufbauen, die selbst in den Nachrich-
tentexten vorkommen:
• Wortwolken oder Tagclouds (Abb. 4.3) vermitteln einen graphischen Eindruck von
der Ha¨ufigkeit oder der Relevanz wichtiger Begriffe im Archiv und ermo¨glichen den
Zugang auf Dokumente, die die dargestellten Ausdru¨cke enthalten. Die in einer Wort-
wolke angezeigten Begriffe werden meistens auf der Grundlage der Texte im Archiv
automatisch ermittelt, ko¨nnen aber auch in manchen Fa¨llen ein System ha¨ndisch
gepflegter Schlagwo¨rter widerspiegeln.
• Eingebettet in den Text ko¨nnen Ausdru¨cke eines kontrollierten Vokabulars als Quer-
verweise zu Hintergrundinformationen oder anderen Nachrichten verwendet werden.
Damit wird eine assoziative Navigation ermo¨glicht (Kalbach, 2008, S. 93), mit der
wichtige Querverbindungen u¨ber Hierarchieebenen der Website hinweg ermo¨glicht
werden. Abb. 4.2 zeigt die Zielseite eines Querverweises fu¨r das Wort bailout (dt.:
Schuldenu¨bernahme durch Dritte) in einem Artikel der New York Times u¨ber die ak-
tuelle Finanzkrise. In diesem Fall entha¨lt die Zielseite einen Hintergrundartikel u¨ber
eine Schuldu¨bernahmeplan seitens des Staates in den USA, Verweise auf Multime-
diaangebote und verwandte Themen sowie einschla¨gige Werbeinhalte.
• In einem weiteren Ansatz werden die einzelnen Dokumente des Archivs mit darin
vorkommenden Entita¨ten und wichtigen Ausdru¨cken beschlagwortet, die entweder
automatisch erkannt wurden oder Teil eines kontrollierten Vokabulars sind. Zur Na-
vigation dienen dann Verweise auf andere Dokumente, die Schlagwo¨rter mit dem
angezeigten Dokument teilen. Ein Beispiel ist in Abb. 4.1 zu sehen (Bereich B), wo-
bei die Schlagwo¨rter teilweise nach Entita¨tentypen gruppiert sind.
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Abbildung 4.4: Themenbrowser als Zugangsfunktion auf das Zeit online-Archiv. Darge-
stellt ist der Ausschnitt der Themenhierarchie fu¨r die Kategorie Gesundheit, die unmittel-
bar unterhalb der Wurzel Themen der Zeit liegt. Unterhalb befinden sich Verfeinerungen
des Themas Gesundheit; links und rechts Schwesterkategorien. Die angezeigten Kategorien
stellen Querverweise auf dynamisch erstellte Dossiers zum jeweiligen Thema dar, wobei die
Artikel hierfu¨r mit entsprechenden Suchbegriffen beschlagwortet wurden. U¨ber die Reiter
lassen sich die Artikel nach einem bestimmten Autor filtern (Autoren) sowie das Erschei-
nungsdatum eingrenzen (Ausgabe).
Ein kontrolliertes Vokabular aus relevanten benannten Entita¨ten und feststehenden Be-
griffen kann nicht nur zur Beschlagwortung von Dokumenten eingesetzt werden, sondern
gleichzeitig als Grundlage fu¨r ein leicht strukturiertes System semantischer Kategorien
oder Themenbereiche (engl.: topics) dienen, mit dem komplementa¨r zum globalen Rubri-
kensystem die Navigation in der Website ermo¨glicht wird. So bietet die New York Times
eine Liste von u¨ber 13.000 alphabetisch geordneten topics an, die zu den entsprechend
beschlagworteten Artikeln fu¨hrt. Oft bestehen Beziehungen zwischen verschiedenen Kate-
gorien zueinander. Die u¨blichste Beziehungsart ist die thematische Verwandtheit, die zur
Realisierung assoziativer Navigationselemente eingesetzt wird. Bereich F in Abb. 4.2 zeigt
ein Beispiel hiervon. Auf derselben Abbildung la¨sst sich auch beobachten, dass spezifische
Beziehungsarten zwischen topics und anderen Elementen des kontrollierten Vokabulars zur
Navigation eingesetzt werden. So stellen die aufklappbaren Menu¨s im Bereich D jeweils eine
Relation des angezeigten topic mit wichtigen Begriffen (Terms), Personen (Major Figures)
und Unternehmen (Affected Companies) dar und fu¨hren zu den entsprechenden Inhalten.
Auf der Grundlage der Beschlagwortung lassen sich ebenfalls Dossiers zu einzelnen The-
menbereichen dynamisch erstellen und somit das Angebot der manuell zusammengestellten
Dossiers erweitern. Dieser Ansatz wird bei Zeit Online verfolgt, wobei die Kategorien in
einem Baum von Themen organisiert wurden, in dem mit Hilfe des sogenannten Themen-
browsers navigiert werden kann (Abb. 4.4).
Ausgehend von unterschiedlichen Typen benannter und thematischer Entita¨ten las-
sen sich fu¨r ein Archiv verschiedene Arten von Inhaltsverzeichnissen realisieren. So kann
bei ElPa´ıs.com auf die aktuelle Ausgabe von unterschiedlichen Perspektiven aus zugegrif-
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fen werden: Neben einem Verzeichnis, das von den ga¨ngigen Rubriken ausgeht, stehen
Verzeichnisse jeweils nach geographischen Regionen, nach vorkommenden Personen und
Organisationen (Abb.4.5) und nach thematischen Kategorien (Abb. 4.6) zur Verfu¨gung.
Ebenfalls lassen sich Auflistungen der Inhalte nach ihrer Art (Videos, Fotos, Graphiken,
usw.) aufrufen.
Abbildung 4.5: Personen- und Organisationenverzeichnis fu¨r die ta¨gliche Onlineausgabe
von El Pa´ıs. Dieses spezielle Verzeichnis wurde u¨ber den Reiter zur Hauptnavigation (B)
aufgeschlagen und zeigt eine alphabetisch geordnete Liste von Personen (C), Unternehmen
(E) sowie Organisationen und Einrichtugen (F). Durch das Anklicken einer dieser Entita¨ten
gelangt man zu den Artikeln, in denen diese Entita¨t textuell erwa¨hnt wird. Die Navigation
u¨ber Rubriken erfolgt mit Reiter A, eine Volltextsuche ist u¨ber das Eingabefeld D mo¨glich.
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Abbildung 4.6: Thematisches Inhaltsverzeichnis bei ElPa´ıs.com. Das dargestellte Verzeich-
nis entspricht derselben Ausgabe wie in Abb. 4.5 und ermo¨glicht den Zugang auf Artikel
u¨ber einen flachen Kategorienbaum, der in seiner Darstellung an Webverzeichnisse erinnert.
Die Artikel werden u¨ber eine entsprechende Beschlagwortung den Kategorien zugeordnet.
4.3 Der thematische Archivbrowser
Im thematischen Archivbrowser dient das EFGT-Netz als eine Art Inhaltsverzeichnis der
Dokumentensammlung. Dem Benutzer steht fu¨r die Navigation und Suche im Verzeichnis
und der Dokumentsammlung ein Client zur Verfu¨gung, der sich in einem ga¨ngigen Web-
browser aufrufen la¨sst und dessen Funktionalita¨t im folgenden beschrieben wird. Nach der
Darstellung der Architektur des thematischen Browsers wird na¨her auf das Verfahren ein-
gegangen, mit dem das thematische Inhaltsverzeichnis aufgebaut wird und den Konzepten
des Netzes Dokumente zugewiesen werden.
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Abbildung 4.7: Die Benutzeroberfla¨che des thematischen Archivbrowsers. In diesem Fall
entspricht der indexierte Korpus einer Sammlung von Zeitungsartikeln.
4.3.1 Thematische Navigation und Suche
Aus der Sicht des Benutzers pra¨sentiert sich der thematische Archivbrowser wie in Abb.
4.7 dargestellt. Die linke Spalte entha¨lt verschiedene Kno¨pfe zur Steuerung der Anzeige
(Bereiche mit der U¨berschift Sprache bzw. Hervorhebung), ein Suchfeld (mit der U¨berschrift
Suche) sowie die sogenannte Konzeptumgebung, die mit Kategorien beschriftet ist. In der
Konzeptumgebung erscheinen das aktuelle Konzept – Umweltschutz in der Abbildung –
sowie dessen umittelbare Vor- und Nachfahren im Netz. Die Navigation in der Netzstruktur
erfolgt, indem eines der in der Umgebung erscheinenden Konzepte angeklickt wird, das
dadurch zum aktuellen Konzept wird. Je nachdem, ob man einen unmittelbaren Vorfahren
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Abbildung 4.8: Auto-Vervollsta¨ndigungsfunktion im Suchfeld des thematischen Archiv-
browsers. Nachdem die Anfangsbuchstaben eines Suchbegriffs eingegeben werden, erscheint
eine Liste einschla¨giger, im EFGT-Netz erfasster linguistischer Varianten, u¨ber die sich ein
bestimmtes Konzept auswa¨hlen la¨sst.
oder einen Nachfahren auswa¨hlt, bewegt man sich nach oben – zum Topnode hin – bzw.
nach unten im Netz.
Auf der rechten Seite erscheinen die Ergebnislisten zum aktuellen Konzept. Es werden
zwei Modalita¨ten von Listen relevanter Dokumente angeboten, sogenannte exakte und er-
weiterte Treffer, die u¨ber den entsprechenden Reiter ausgewa¨hlt werden ko¨nnen. Exakte
Treffer sind Dokumente, in denen das aktuelle Konzept vorkommt, wa¨hrend bei den erwei-
terten Treffern nur sichergestellt ist, dass zumindest ein Nachfahre des aktuellen Konzepts
im Netz textuell vorhanden ist. Erweiterte Treffer beru¨cksichtigen somit die Struktur des
Netzes, um relevante Dokumente fu¨r das aktuelle Konzept zu ermitteln.
Die Zahlen neben den Konzepten in der Konzeptumgebung entsprechen jeweils der
Anzahl dieser beiden Arten von Treffern fu¨r das aktuelle Konzept. Durch Anklicken ko¨nnen
sie dazu genutzt werden, das aktuelle Konzept zu wechseln und gleichzeitig die gewa¨hlte Art
der Trefferliste anzuzeigen. Diese Zahlen stellen die Verteilung der Dokumentensammlung
u¨ber die in der Konzeptumgebung angezeigten Kategorien dar – eine Art Verteilungsprofil.
Im Suchfeld ko¨nnen die Anfangsbuchstaben eines Suchbegriffes eingegeben werden,
wodurch eine Liste von Ausdru¨cken aufgebaut wird, zu denen der angegebe Prefix ver-
vollsta¨ndigt werden kann (sog. Auto-Vervollsta¨ndigung, s. Abb. 4.8). Die Ausdru¨cke ent-
sprechen Vorzugsbezeichnungen und Varianten der linguistischen Repra¨sentation von in
der Datenbank vorhandenen Konzepten, sodass durch Auswahl einer dieser Ausdru¨cke im
Client direkt in die Konzeptumgebung des entsprechenden Konzepts gewechselt werden
kann. Ein solches Suchfeld mit Auto-Vervollsta¨ndigung schafft eine Bru¨cke zu den Erwar-
tungen an ein Suchsystem, die durch verbreitete Verwendung von Internet-Suchmaschinen
entstanden sind, und ist besonders nu¨tzlich, wenn ein bestimmtes, aus dem Netz bekanntes
Konzept gezielt gesucht wird.
In den Ergebnislisten werden die Dokumente durch ihren Titel und eine eventuell vor-
handene Rubrik oder eine Kategorisierungsinformation dargestellt, die original aus der Do-
kumentensammlung entnommen wird. Fu¨r jedes Dokument listet ein semantisches Profil
die ha¨ufigsten im Text vorkommenden Konzepte auf. Wa¨hlt man ein bestimmtes Doku-
ment aus, so wird die Ergebnisliste durch dessen textuellen Inhalt ersetzt (Abb. 4.9). Die im
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Text vorkommenden Konzepte des Netzes sind darin farblich gekennzeichnet – die Treffer
im Dokument. Diese ko¨nnen angeklickt werden, wodurch ein Wechsel in die Konzeptum-
gebung des ausgewa¨hlten Begriffs vollzogen wird. Mit diesen Querverbindungen soll der
Anwender dazu animiert werden, von einem Thema u¨ber das Dokument in ein weiteres
Thema zu springen und somit im Netz zu sto¨bern.
Eine weitere Funktion, das semantische Highlighting, verdeutlicht den Zusammenhang
zwischen den Treffern im Dokument und dem aktuellen Konzept in der Konzeptumgebung.
Der mittlere Knopf unter der U¨berschrift Hervorhebung dient dazu, alle Konzepte zu mar-
kieren, die im Text das aktuelle Konzept oder einen seiner Nachfahren darstellen (s. Abb.
4.10). Dadurch kann eine Art graphischer U¨berpru¨fung stattfinden, welcher Anteil an den
Treffern auf das durch das aktuelle Konzept repra¨sentierte Thema zuru¨ckzufu¨hren ist. In
Abb. 4.10 sind es lediglich die Konzepte toxicology und organ toxicology, die die Zuordnung
des Dokuments als erweiterter Treffer von Wissenschaftsgebiete in der Humanmedizin be-
gru¨nden. Die weiteren Kno¨pfe heben die Markierung auf bzw. dehnen sie auf alle Treffer
im Text aus, wie es in Abb. 4.9 der Fall ist.
Abbildung 4.9: Dokumentdarstellung und Markierung der Treffer. Alle Treffer im Doku-
ment erscheinen hier hervogehoben, da der erste Knopf im Bereich links oben (Mark-Up
/Hervorhebung) ausgewa¨hlt wurde. Das Beispiel entstammt einer Instanz des Archivbrow-
sers, die auf das Vorlesungsverzeichnis der University of Lethbridge (Alberta, Kanada)
aufgesetzt wurde.
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Die Anzeigesprache kann mit den entsprechenden Kno¨pfen ausgewa¨hlt werden, wobei
sich dadurch die U¨berschriften und die Vorzugsbezeichnung der Kategorien in der Konzep-
tumgebung a¨ndern. Beispielsweise erfolgt die Anzeige in Abb. 4.10 auf Deutsch. Je nach
Abdeckung der Sprache im EFGT-Netz ko¨nnen hier eventuell Lu¨cken in der Darstellung
der Konzeptumgebung auftauchen. In den Fa¨llen, in denen die ausgewa¨hlte Anzeigespra-
che von der Dokumentsprache abweicht, ko¨nnen zusa¨tzlich innerhalb des Dokuments u¨ber
einen mouse-over-Effekt die U¨bersetzungen in der jeweiligen Sprache fu¨r die Konzepttreffer
eingeblendet werden, so wie in Abb. 4.10 fu¨r den Treffer pharmaceuticals.
Abbildung 4.10: Semantisches Highlighting und U¨bersetzungsfunktionalita¨t. Der “Ver-
wandte Kategorien”-Hervorhebungsmodus (vgl. Abb. 4.9) wa¨hlt im Dokument die Tref-
fer aus, die die Zuordnung des Dokuments zum aktuell angezeigten Konzept (links im
Bereich Kategorien) rechtfertigen. In diesem Fall stellen die Treffer toxicology und organ
toxicology die Beziehung zwischen dem Dokument und ihrem gemeinsamen Vorfahren im
Netz Wissenschaftsgebiete in der Humanmedizin her. Das Dokument wird dadurch zum
erweiterten Dokumenttreffer fu¨r dieses Konzept. U¨ber einen Mouse-over-Effekt wurde eine
U¨bersetzung in der aktuell gewa¨hlten Sprache (Deutsch) fu¨r den Konzepttreffer pharma-
ceuticals eingeblendet.
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4.3.2 Die Architektur des thematischen Archivbrowsers
Wie bereits erwa¨hnt, handelt es sich beim thematischen Archivbrowser um eine Client-
Server-Anwendung, deren Architektur wie beim Upload-Tool ebenfalls dem Model-View-
Controller-Muster folgt (s. S. 84). Eine weitere Gemeinsamkeit mit dem Upload-Tool ist
die technische Infrastruktur, die ebenfalls auf dem Apache Tomcat Server und dem XNet-
Interface aufsetzt. Vom EFGT-Netz-Browser-Plug-In (vgl. Weigel et al., 2006, sowie Kap.
2, S. 53) werden die spa¨ter na¨her erla¨uterte Proxy-Komponente und der Dokumentparser
u¨bernommen. Die Architektur des Archivbrowsers ist in Abb.4.11 schematisch dargestellt.
Im View, der dem Benutzer im Client pra¨sentiert wird, werden imWesentlichen die Kon-
zeptumgebung sowie dazugeho¨rige Dokumentenlisten bzw. Dokumente dargestellt. Dement-
sprechend umfasst das Modell einerseits das Netz, das bereits als EFGT-Netz-Datenbank
vorhanden ist, und andererseits die Abbildung von Konzepten auf Dokumentenmengen
– das eigentliche thematische Inhaltsverzeichnis – sowie die Dokumentensammlung, die
als zusa¨tzliche Tabellen realisiert wurden. Die Tabelle, die die Dokumentensammlung re-
pra¨sentiert und auf der das thematische Inhaltsverzeichnis verweist, dient zur Darstellung
der Trefferlisten. Die einzelnen Dokumente sind darin mittels einer eindeutigen Identifika-
tionsnummer und einer Reihe weiterer Merkmale wie Titel, semantisches Profil, eine URI,
usw. erfasst. Details zur Tabelle, die das thematische Verzeichnis in der Datenbank ha¨lt
Abbildung 4.11: Architektur des thematischen Archivbrowsers. In der Clientdarstellung
kommunizieren die grau unterlegten Bereiche asynchron mit dem Server; im Server sind
die entsprechenden Dienste als Komponenten mit abgerundeten Ecken dargestellt.
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finden sich im nachfolgenden Abschnitt 4.3.3, Berechnung eines thematischen Inhaltsver-
zeichnisses. Entsprechend dieser Erweiterung der EFGT-Netz-Datenbank wurde die Funk-
tionalita¨t des XNet-Interfaces (s. S. 41) ausgeweitet, um den Zugriff auf die neuen Tabellen
zu ermo¨glichen. Die Dokumente selbst, die im HTML-Format vorliegen mu¨ssen, ko¨nnen
entweder physisch auf der Festplatte des Servers gespeichert oder u¨ber externe URLs vom
Internet angefordert werden. Bevor ein Dokument in die Client-Sicht eingebunden wird,
la¨uft es durch eine Proxy-Komponente, die die im Dokument vorkommenden Konzepte des
EFGT-Netzes im Text auszeichnet. Die in der Proxy-Komponente verwendeten Mechanis-
men zur Identifikation von Treffern bauen auf einem Dokumentparser auf, der ebenfalls
vom Indexierer bei der Berechnung des thematischen Inhaltsverzeichnisses eingesetzt wird
und im Abschnitt 4.3.3 na¨her beschrieben wird.
Der Controller besteht aus einem serverseitigen JSP-Skript, das das XNet-Interface
anspricht und mit den so erhaltenen Daten die Sicht fu¨r den Benutzer aufbaut. Dieses
Skript nimmt die durch die Aktionen des Benutzers ausgelo¨sten Requests entgegen und
baut den View entsprechend neu auf.
Im Vergleich zum Upload-Tool fa¨llt die Architektur des thematischen Archivbrowsers
wesentlich schlanker aus, da kein komplexes Modell aus Java-Objekten aufgebaut werden
muss, das außerdem noch serialisiert und dann mit Hilfe eines AJAX-Mechanismus’ in der
Client-Sicht aktualisiert werden muss. Dementsprechend kann auf einen RPC-Mechanismus
– im Fall des Upload-Tools DWR – zur Durchfu¨hrung von Aktionen im Modell verzichtet
werden. Wa¨hrend der Navigation im thematischen Verzeichnis baut der Controller bei je-
dem Wechsel der Konzeptumgebung den View neu auf. Ein Teil der Funktionen im Client
fordern dennoch im AJAX-Stil asynchron Daten beim Server an: Der Suchmechanismus
mit Auto-Vervollsta¨ndigung, die Anzeige der zwei alternativen Trefferlisten zum aktuel-
len Konzept sowie der Dokumenten-Darstellungsmechanismus, der den Proxy anspricht.
Hierfu¨r werden im Server entsprechende Dienste zur Verfu¨gung gestellt.
4.3.3 Berechnung eines thematischen Inhaltsverzeichnisses
Die Berechnung eines thematischen Inhaltsverzeichnisses fu¨r eine bestimmte Dokument-
sammlung auf der Grundlage eines EFGT-Netzes erfolgt in verschiedenen Schritten, die
in Abb. 4.12 schematisch dargestellt sind. Nach der Berechnung liegt das Verzeichnis in
der erweiterten Datenbank vor und kann zur Darstellung im Client u¨ber das erweiterte
XNet-Interface abgefragt werden. Ein thematisches Inhaltsverzeichnis ist vergleichbar mit
einem invertierten Index, der bei einer Internet-Suchmaschine oder einem klassischen Infor-
mation Retrieval (IR)-System1 eingesetzt wird. In diesem Fall sind die Keywords oder der
indexierte Wortschatz die linguistische Repra¨sentation der Konzepte im EFGT-Netz. Im
folgenden wird auf die verschiedenen Schritte der Berechnung und die hierfu¨r entwickelten
Programme eingegangen.
Aus der Perspektive einer Methodolgie fu¨r EFGT-Netze spielt die Berechnung eines the-
matischen Inhaltsverzeichnisses die Rolle eines vorbereitenden Schrittes fu¨r die Adaption
1Ein U¨berblick findet sich bei Baeza-Yates und Ribeiro-Neto (vgl. Baeza-Yates and Ribeiro-Neto, 1999)
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Abbildung 4.12: Phasen der Erstellung eines thematischen Inhaltsverzeichnisses
des Netzes an eine Dokumentensammlung (vgl. Kap. 2, Abschnitt 2.2.3). Mit der Indexie-
rung wird das Teilnetz ermittelt, das in Bezug auf die betrachtete Dokumentsammlung re-
levant ist. Durch die physische Auslagerung dieses Teilnetzes erha¨lt man eine spezialisierte
Ressource, die sich daraufhin weiterentwickeln la¨sst, die durch die Dokumentensammlung
dargestellte Wissensdoma¨ne detalliert zu erfassen.
Erzeugung und Kompilierung eines Lexikons
Als Vorbereitung fu¨r die Indexierung, in der nach Konzepttreffern in den Dokumenten
gesucht wird, muss ein Lexikon der linguistischen Repra¨sention der in der EFGT-Netz-
Datenbank vorhandenen Konzepte erzeugt und kompiliert werden. Hierfu¨r wird zuna¨chst
ein Java-Programm eingesetzt, das fu¨r die als Parameter angegebenen Sprachen – u¨blicher-
weise die Sprache, in der die Texte der Dokumentsammlung verfasst sind – eine Lexikon-
datei aus der Datenbank generiert (1. Schritt in Abb. 4.12). Ein Lexikondatei entha¨lt im
wesentlichen zwei Spalten. Die erste Spalte stellt einen sortierten Schlu¨ssel dar, der u¨ber
alle unterschiedlichen Ausdru¨cke geht, die in der Datenbank fu¨r die angegebenen Sprachen
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als linguistische Repra¨sentation eines Konzepts angegeben sind. Fu¨r einen bestimmten
Ausdruck (einen Schlu¨ssel) wird in der zweiten Spalte eine Liste der Konzepte angegeben,
die den Ausdruck in ihrer linguistischen Repra¨sentation enthalten. In dieser Liste sind die
Konzepte durch ihre Identifikationsnummer in der Datenbank und zusa¨tzliche Angaben
wie Sprache, Konzepttyp, usw. kodiert. Wird in der Liste auf diese Weise mehr als ein
Konzept kodiert, so stellt der dazugeho¨rige Schlu¨ssel einen ambigen Lexikoneintrag dar.
In einem zweiten Schritt (Kompilierung in Abb 4.12) wird vom selben Java-Programm
ein externes aufgerufen, das einen endlichen Automaten aus den Schlu¨sseln der Lexikon-
datei aufbaut. Dieser Automat wird bei der Indexierung von einem extrem effizienten
Transduktor zur Identifikation der Treffer in den Dokumenten eingesetzt (s.u.). Das Kom-
pilierungsprogramm und der Transduktor wurden von Mihov und Schulz (vgl. Mihov and
Schulz, 2007) in C++ implementiert.
Indexierung
Der wesentliche Schritt bei der Erzeugung eines thematischen Inhaltsverzeichnisses ist die
Indexierung – die dritte Phase in Abb. 4.12 –, bei der die Dokumente analysiert wer-
den und die dem Indexierungsschritt beim Aufbau eines klassischen Information Retrieval
(IR) Systems oder einer Internet-Suchmaschine a¨hnelt. Diese Indexierung wird in diesem
Fall vom sogenannten Indexierungsprogramm u¨bernommen, das ebenfalls in Java imple-
mentiert ist. Als Ergebnis dieser Phase erha¨lt man die sogenannten Dokumentprofile, auf
deren Grundlage das thematische Inhaltsverzeichnis in der Datenbank berechnet wird. Ein
Dokumentprofil listet die Konzepttreffer und deren Frequenz im spezifischen Dokument
auf sowie die Daten, mit denen das Dokument in der Datenbank repra¨sentiert wird (Titel,
Identifikationsnummer, semantisches Profil, Rubrik, usw.). Diese Daten werden in den zwei
darauffolgenden Schritte (Schritte 4 und 5 in Abb. 4.12) vom Indexierungsprogramm selbst
direkt in die Datenbank eingespeist.
Die Verarbeitung der Dokumente wird vom Indexierer durchgefu¨hrt, der sich im We-
sentlichen aus zwei Komponenten zusammensetzt, dem Parser und dem Transduktor (s.
Abb. 4.12). Auf diese beiden Komponenten greift ebenfalls das Proxy zuru¨ck, um in den
Dokumenten die Konzepttreffer fu¨r die Darstellung im Client zu kennzeichnen. Dies ga-
rantiert, dass die Treffer, die im Client in einem Dokument dargestellt werden, konsistent
mit den im Inhaltsverzeichnis Erfassten bleiben. Das ist ein wesentlicher Unterschied zur
Indexierung bei einer klassischen Suchmaschine, bei der die Dokumentpositionen und wei-
tere Merkmale der Treffer im Index erfasst werden, um spa¨ter die Darstellung der Treffer
im Dokument zu ermo¨glichen.
Der Parser u¨bernimmt bei der Indexierung folgende Aufgaben:
• Normalisierung der Dokumente. Hier geht es darum, die unterschiedlichen Zeichenko-
dierungen, in denen die HTML-formatierten Dokumente vorliegen ko¨nnen, zu behan-
deln und insbesondere die als HTML-Entities kodierten Sonderzeichen aufzulo¨sen.
• Extraktion der Daten zur Dokumenterfassung in der Datenbank. Angaben wie Ti-
tel, Rubrik, usw. werden aus dem Header-Teil des HMTL-Dokuments extrahiert.
4.3 Der thematische Archivbrowser 125
Zusa¨tzlich weist der Parser jedem Dokument eine eindeutige Identifikationsnummer
zu. Diese Daten werden Bestandteil des Dokumentprofils.
• Wortidentifikation und Normalisierung. Der integrierte Tokenizer identifiziert Wort-
grenzen und bringt die so ermittelten Wo¨rter auf eine Normalform. Diese Behandlung
ist von der Sprache des Dokuments abha¨ngig, um unterschiedliche Schreibkonventio-
nen wie etwa die Groß-/Kleinschreibung zu beru¨cksichtigen, kann aber ingesamt als
konservativ bezeichnet werden. So wurde im Englischen mit einer Stammreduktion
nach dem Porter-Stemmer-Algorithmus experimentiert, dann aber verworfen, weil
sie zu vielen irrelevanten Konzepttreffern gefu¨hrt hatte. Die Implementierung des
Tokenizers baut auf Bibliotheken des Suchmaschinen-Toolbox’ Lucene (vgl. Apache
Software Foundation, 2006) auf. Der Tokenizer wird auch bei der Erzeugung des
Lexikons eingesetzt, um die Eintra¨ge entsprechend der Dokumentaufbereitung zu
generieren.
Eine dynamische Erkennung der Sprache des Dokuments wird durch ihre explizite Angabe
als Parameter des Indexierungsprogramms ersetzt.
Der Transduktor ist ein externes Programm, das im Indexierungsprogramm eingebun-
den wird. Er nimmt das vom Parser aufbereitete Dokument entgegen und ist zusta¨ndig fu¨r
die Erkennung der darin vorkommenden Keywords, die mit den Konzepten im EFGT-Netz
korrespondieren. Dafu¨r setzt er den in Schritt 2 kompilierten Automaten ein. Wird mit Hil-
fe des Automaten im eingehenden Text ein Lexikoneintrag erkannt, ersetzt der Transduktor
im eingehenden Dokument diesen durch einen bestimmten, speziell markierten Ausdruck:
Dieser entha¨lt den erkannten Lexikoneintrag sowie die mit ihm korrespondierende, in der
zweiten Spalte der Lexikondatei kodierte Liste mit den entsprechenden Konzeptangaben
(s. o. Lexikonerzeugung). Bei der Erkennung von Mehrwortausdru¨cken in den Texten wa¨hlt
der Transduktor den la¨ngsten Lexikoneintrag aus, der von der aktuellen Textposition aus
nach links mit den in der Eingabe vorgefundenen Wo¨rtern u¨bereinstimmt (longest left
match-Strategie). Nach dem Scannen mit dem Automaten wird das modifizierte Doku-
ment zuru¨ck an das Indexierungsprogramm geleitet, das die speziell markierten Ausdru¨cke
filtert und sammelt. Die erkannten sprachlichen Ausdru¨cke und die korrespondierenden
Konzept-Identifikationsnummern2 werden vom Indexierungsprogramm im Hauptspeicher
gehalten bis der komplette Text analysiert worden ist, um anschließend eine Frequenzli-
ste und das semantische Profil fu¨r das Dokument zu berechnen. Ist das Dokumentprofil
vollsta¨ndig ermittelt, wird es direkt an die Datenbank u¨bermittelt, in der die na¨chsten
Schritte stattfinden.
2Die anderen Angaben, die in der Lexikondatei vorhanden sind, werden beim Einsatz des Transduktors
in der Proxy-Kompenente beno¨tigt. Das Proxy verarbeitet lediglich die durch den Transduktor speziell
markierten Ausdru¨cke zu einer HTML-Darstellung der Konzepttreffer im Dokument weiter, in der die
zusa¨tzlichen Angaben verwendet werden.
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Ermittlung des relevanten Teilnetzes
Auf der Grundlage der vom Indexierer erstellten Dokumentprofile wird der Teil des EFGT-
Netzes ermittelt, der alle in der Dokumentsammlung identifizierten Konzepte abdeckt und
die im thematischen Inhaltsverzeichnis aufgefu¨hrt werden sollen. Die Konzepttreffer werden
vom Indexierungsprogramm u¨ber das XNet-Interface in eine spezielle Tabelle occurrences,
s.u.) geschrieben. Bei dieser Operation wird in der Datenbank ein Trigger ausgelo¨st, der
dafu¨r zusta¨ndig ist, das relevante Teil des Netzes zu markieren (4. Schritt in Abb. 4.12):
Fu¨r jedes Konzept, das in einem Dokument gefunden wurde, wird beim Konzept selbst
und bei allen seinen Vorfahren im EFGT-Netz ein spezielles Flag gesetzt, die sie als rele-
vant kennzeichnet. Bei ambigen Konzepttreffern werden alle Interpretationen des Treffers
markiert. Dies bedeutet, dass alle Konzepte, fu¨r die der gefundene Ausdruck stehen kann,
sowie deren jeweilige Vorfahren dann zum relevanten Teilnetz geho¨ren.
Aufbau der Indizes und Ranking
Die Daten, die mit den Dokumentprofilen vom Indexierungsprogramm u¨bermittelt werden,
werden im 5. Schritt dafu¨r eingesetzt, die Repra¨sentation der Dokumentsammlung sowie
die Indextabellen aufzubauen. Diese Tabellen liegen der Darstellung der zwei Arten von
Dokument-Ergebnislisten im Client zugrunde und implementieren das thematische Inhalts-
verzeichnis in der Datenbank.
Die Tabelle documents erfasst die Daten, die die Dokumentsammlung repra¨sentieren.
Der Schlu¨ssel dieser Tabelle stellt die vom Indexierer zugewiesene, im Dokumentprofil
angegebene Identifikationsnummer eines jeden Dokuments dar; die Attribute enthalten die
aus dem Dokument extrahierten Daten, die dann im Client in der Ergebnisliste erscheinen
sollen.
Die Listen der Konzepttreffer aus den Dokumentenprofilen werden in der Tabelle occur-
rences gespeichert. Diese entha¨lt Zeilen der Form (Dokument-ID, Konzept-ID, Frequenz),
sodass sich fu¨r ein bestimmtes Konzept direkt die Liste seiner exakten Dokumenttreffer
ablesen la¨sst.
Im 6. Schritt wird eine analoge Tabelle aufgebaut, wide occurrences, die dazu verwen-
det wird, die erweiterten Treffer fu¨r ein bestimmtes Konzept zu ermitteln. Dieser Prozess
wurde als Trigger in der Datenbank implementiert. In einer Zeile von wide occurrences
haben die angegebenen Werte eine andere Interpretation als bei occurrences: Im Doku-
ment mit der in der Zeile aufgefu¨hrten Dokument-ID wurde ein Treffer gefunden, der im
EFGT-Netz ein Nachfahre des Konzepts mit der Identifikationsnummer Konzept-ID ist.
Die in der Zeile an der Stelle der Frequenz angegebene Zahl wird bei der Berechnung des
Rankings fu¨r die Liste der erweiterten Treffer eingesetzt. Fu¨r die Definition dieser Zahl
wurden verschiedene Schemata ausprobiert, die alle derselben Grundidee folgen: Fu¨r das
in der Zeile aufgefu¨hrte Konzept stellt die Zahl ein Gewicht dar, das die Gewichte der
im EFGT-Netz darunter liegenden Konzepttreffer im Dokument vereint. Eine Mo¨glichkeit
besteht darin, die Frequenz der Konzepttreffer im relevanten Teilnetz nach oben zu propa-
gieren, sodass das Gewicht eines bestimmten Konzepts die Summe der Frequenzen der von
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ihm abgedeckten Konzepte darstellt. Ein einfacheres Schema, das einen schnelleren Aufbau
von wide occurrences ermo¨glicht, vergibt an jedes Konzept des relevanten Teilnetzes die
Anzahl der darunter liegenden Konzepttreffer.
wide occurrences beru¨cksichtigt die Struktur des Netzes und somit die Beziehungen
der Konzepte zueinander, um erweiterte Treffer zu einem Konzept zu ermitteln. wide oc-
currences ist wesentlich gro¨ßer als occurrences, da im Prinzip jedes Dokument mit
jedem Konzept des relevaten Teilnetzes in Beziehung gesetzt wird statt nur mit den
Konzepttreffern im Dokument, wie es bei occurrences der Fall ist. occurrences und
wide occurrences u¨bernehmen im thematischen Archivbrowser die Funktion, die in ei-
nem klassichen IR-System der invertierte Index hat.
Fu¨r die Anzeige der Dokument-Trefferlisten wurde ein sehr einfaches Ranking gewa¨hlt,
bei dem das Gewichtungsschema keine wesentliche Rolle spielt und jedes Dokument j in
eine fu¨nfstufige Skala eingeordnet wird:





In der Formel steht i fu¨r die Konzept-ID und cij fu¨r die Zahl, die in der Zeile mit der
Konzept-ID i und der Dokument-ID j in der entsprechenden Tabelle angegeben ist. t la¨uft
u¨ber alle IDs von Dokumenten, die einen Treffer des Konzpets i darstellen. Somit bewertet
dieses Ranking, wieviele Treffer jedes Dokument im Vergleich zum Dokument mit den
meisten Treffern fu¨r das jeweilige Konzept hat.
Da das Hauptziel der Entwicklung des thematischen Archivbrowsers in der Unterstu¨t-
zung des Ontologieentwicklungsprozesses liegt, wurde kein cut-off-Kriterium fu¨r die Ergeb-
nislisten definiert, um einen vollsta¨ndigen Einblick in die Ergebnisse zu gewa¨hren.
4.4 Bedeutung fu¨r den Ontologieentwicklungsprozess
Wie in der Einleitung des Kapitels erla¨utert, soll im Rahmen der Interaktion mit dem the-
matischen Archivbrowser ein qualitatives Bild u¨ber den Entwicklungsstand der Ressource
gewonnen werden. Im konkreten Kontext der Anwendung sollen damit spezifische Proble-
me in Bezug auf die Kodierung aufgedeckt werden, die aus der abstrakten Betrachtung der
Zieldoma¨ne wa¨hrend des Ontologieaufbaus schwer vorauszusehen sind. Dadurch soll be-
gleitend zum Ontologieentwicklungsprozess insgesamt eine qualitative Qualita¨tskontrolle
stattfinden. Die vom thematischen Archivbrowser bereitgestellte Funktionalita¨t kommt
dieser Zielsetzung durchaus nach, auch wenn sie nicht spezifisch dafu¨r entworfen wurde,
eine Evaluation zu ermo¨glichen, sondern vielmehr in Hinblick auf den Einsatz in einer
Endanwendung ausgearbeitet wurde:
Qualitative Bewertung der Netzstruktur
• U¨ber die Navigation im relevanten Teil des EFGT-Netzes kann u¨berpru¨ft werden, ob
die Struktur der Ontologie eine akzeptable Modellierung der Konzeptbeziehungen in
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der Wissensdoma¨ne erfasst. Im Vergleich zur Navigation in der Entwicklungsober-
fla¨che (vgl. Kap. 2, S. 45) stellt dies eine natu¨rliche, zielgerichtete Aktivita¨t dar –
man will ja dadurch zu relevanten Dokumenten gelangen – , bei der die Netzstruktur
unter einer bestimmten Perspektive betrachtet wird. Außerdem erfolgt diese Akti-
vita¨t ausschließlich auf den relevanten Teil der Struktur, wodurch spezifische Details
des EFGT-Netzes im Vordergrund stehen. Bewegt man sich im thematischen Inhalts-
verzeichnis von oben nach unten mit dem Ziel, ein bestimmtes Konzept zu finden, so
muss bei jedem Schritt eine Auswahl aus vorhandenen Konzepten getroffen werden.
Dadurch wird die mittels der Netzstruktur ausgearbeitete Modellierung der Doma¨ne
u¨berpru¨fbar: Sind die an jedem Schritt gemachten Unterscheidungen intutitiv und
gelangt man dadurch zum anvisierten Konzept, so ist sie im Einklang mit der ei-
genen Konzeptualisierung. A¨hnlich vermittelt die Anzahl der Schritte, die fu¨r das
Erreichen eines bestimmten Konzepts no¨tig ist, oder das Ausprobieren verschiedener
zur Verfu¨gung stehenden Wege ein qualitatives Bild der Struktur.
• Fu¨r ein spezifisches Konzept kann mit Hilfe des semantischen Highlightings u¨berpru¨ft
werden, ob die jeweils darunter gefassten Konzepte als thematisch zusammengeho¨rig
empfunden werden. Dieser Mechanismus la¨sst sich außerdem auf unterschiedlichen
Ebenen der Ontologie einsetzen, d.h. fu¨r eine Reihe von allgemeineren bis hin zu spe-
zifischeren Konzepten, sodass in einem bestimmten, fixierten Dokument jeweils un-
terschiedliche “Projektionen” des Netzes beobachtet werden ko¨nnen. Betrachtet man
die in einer solchen Projektion enthaltenen Konzepte zusammen mit dem, von dem
die Projektion ausgegangen ist, so kann man einerseits beurteilen, ob die Konzept-
treffer darin als thematisch zusammengeho¨rig empfunden werden, und andererseits,
ob die Assoziationsketten von den Konzepttreffern zum projizierten Konzept nach-
vollziehbar wirken. Beides ermo¨glicht eine qualitative Bewertung der Netzstruktur.
Einscha¨tzung der Abdeckung. Ein Bild u¨ber den Grad der Erschließung des Wissens-
bereichs, der durch die indexierte Dokumentsammlung repra¨sentiert wird, kann mit Hilfe
der im thematischen Browser bestehenden zweifachen Relation zwischen Dokumenten und
Konzepten gewonnen werden:
• U¨ber die exakten Dokumenttreffer lassen sich Texte besichtigen, in denen ein be-
stimmtes Konzept vorkommt. Dadurch kann ein optischer Eindruck der Abdeckung
des Bereichs gewonnnen werden, in dem das spezifische Konzept eingebettet ist. Je
nachdem, ob in den Texten viele Konzepttreffer beobachtet werden ko¨nnen bzw. of-
fensichtlich wird, dass viele fu¨r den Bereich wichtige benannte Entita¨ten nicht erfasst
sind, kann man von einer besseren oder schlechteren Abdeckung ausgehen. Exak-
te Dokumenttreffer bieten gleichzeitig die Mo¨glichkeit, Beziehungen zwischen einem
Konzept und mit ihm in exakten Treffern korrelierenden zu beobachten, sodass wei-
tere Details der Doma¨ne sichtbar werden.
• Die Beziehung eines Konzepts zu seinen erweiterten Treffern la¨sst sich als – wenn
auch rudimenta¨re – Kategorisierungsfunktion auffassen, in der die mit dem Konzept
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verbundene Netzstruktur einbezogen wird. Sind etwa Texte vorhanden, die als beson-
ders repra¨sentativ fu¨r ein bestimmtes Konzept gelten, so la¨sst sich testen, ob diese
unter dem jeweiligen Konzept als erweiterte Treffer aufgefu¨hrt werden und ob sie an
prominenter Stelle des Rankings erscheinen. Sind die repra¨sentativen Texte richtig
kategorisiert – d.h. haben sie einen hohen Rang bzgl. des ausgewa¨hlten Konzeptes –,
spricht dies fu¨r eine angemessene Abdeckung sowie fu¨r eine sinnvolle Modellierung
des durch das Konzept repra¨sentierte Thema. Erscheint wiederum ein Dokument un-
ter einem bestimmten Konzept als vo¨llig falsch kategorisiert, so ist das meistens auf
eine geringe Abdeckung des eigentlichen Themas des Dokuments oder auf Effekte wie
unaufgelo¨ste Ambiguita¨ten zuru¨ckzufu¨hren.
In der Praxis hat sich herausgestellt, dass die Interaktion mit einem EFGT-Netz im
Rahmen des thematischen Archivbrowsers entscheidend dazu beitra¨gt, fru¨hzeitig auf Pro-
bleme bei dessen Entwicklung aufmerksam zu machen. Beispielsweise wurde begleitend zur
Entwicklung des CoGE-Netzes eine Sammlung von Zeitungsartikeln indexiert und mit Hilfe
des Archivbrowsers darin navigiert. So wurde daraufhin entdeckt, dass es eine U¨berlappung
zwischen den Namen vieler deutscher Gemeinden, die in einem Schritt zuvor mit Hilfe des
Upload-Tools integriert wurden, und dem allgemeinen deutschen Wortschatz gibt. Insge-
samt betrachtet konnte durch den Einsatz des thematischen Browsers der Ausbau des
CoGE-Netzes fokussierter ablaufen. Auch war die Navigation in der Sammlung von Zei-
tungsartikeln in vielen Fa¨llen fu¨r die Entscheidung ausschlaggebend, einen bestimmten
thematischen Bereich auszubauen. Ebenfalls durch die Navigation im thematischen In-
haltsverzeichnis wurde man auf wichtige oder sehr aktuelle Themen aufmerksam.
Wie bereits angesprochen (s. S. 122) stellt die Indexierung einer Dokumentensammlung
einen vorbereitenden Schritt dar, wenn es darum geht, aus einer allgemeinen Ontologie wie
dem CoGE-Netz einen relevanten Teil auszukoppeln, aus dem dann in einer Phase der
Adaption (s. Kap 2, S. 54 ff) eine spezialisierte, auf die Dokumentsammlung abgestimmte
Ontologie entwickelt wird.
Erfahrungen mit einer solchen Adaptionsphase wurden in der Praxis im Rahmen eines
Projektes gemacht, das als Ziel hatte, mit Hilfe des Archivbrowsers einen semantischen Zu-
gang auf das Vorlesungsverzeichnis einer kanadischen Universita¨t bereitzustellen (vgl. Tor-
res Schumann et al., 2008). Die Abbildungen 4.9 und 4.10 zeigen die dazugeho¨rige Variante
des thematischen Browsers. Als Vorbereitung fu¨r die Adaption wurde zuna¨chst das Vorle-
sungsverzeichnis auf der Grundlage des CoGE-Netzes indexiert und das relevante Teilnetz
physisch ausgelagert. Am Anfang der Adaptionsphase zeigte sich, dass durch die anschlie-
ßende Navigation im Archivbrowser eine Reihe von Problemen entdeckt werden konnten,
die sich aus der Einschra¨nkung auf die spezifische Doma¨ne ergaben. So stellte sich vor
dem Hintergrund eines Vorlesungsverzeichnisses die obere Teilhierarchie des CoGE-Netzes
als zu allgemein bzw. zu abstrakt heraus. Es zeigte sich ebenfalls, dass die Modellierung
bestimmter ga¨ngiger Konzepte wie Gold oder Mensch, die gerade im CoGE-Netz aus ei-
ner allgemeinen Perspektive kodiert wurden, im Fall eines Vorlesungsverzeichnisses an das
Versta¨ndnis einzelner Fa¨cher wie Bergbau oder Philosophie anzupassen war; a¨hnlich war
dies der Fall fu¨r ambige Konzepte. Wa¨hrend der tatsa¨chlichen Adaptionsphase lieferte der
4.5 Der thematische Browser als Navigationsmittel fu¨r Pressearchive 130
Archivbrowser ein wichtiges Feedback zur Beurteilung u¨ber den Fortschritt der Arbeiten. In
diesem Projekt war dies besonders der Fall, weil die eigentliche Motivation fu¨r die Adaption
darin bestand, die Navigation im Archivbrowser an die anvisierte Dokumentensammlung
zu optimieren.
Zusammenfassend la¨sst sich sagen, dass die Bereitstellung einer Anwendung, inner-
halb derer ein spezifisches EFGT-Netz eingesetzt wird, zur Steuerung der Entwicklungs-
bzw. Adaptionsphase beitra¨gt, da dadurch fru¨hzeitig Anregungen geliefert bzw. spezifische
Probleme aufdeckt werden. Im Rahmen einer Methodologie, in der ansonsten keine syste-
matische Evaluation durchgefu¨hrt wird, ergibt sich daraus eine wichtige Funktion fu¨r eine
praktische Anwendung.
4.5 Der thematische Browser als Navigationsmittel
fu¨r Pressearchive
Die hier vorgestellte thematische Suche und Navigation mit Hilfe des Archivbrowsers stellt
eine neuartige Erga¨nzung der Navigationsmechanismen dar, die sich aktuell in der Web-
pra¨senz von Presseanbietern beobachten lassen, und hat Merkmale, die besonders fu¨r die
Archivverwertung relevant sind.
Die Struktur des thematischen Inhaltsverzeichnisses stellt eine Gliederung des Archivs
dar, die von sehr allgemeinen Kategorien bis hin zu detaillierten Ansichten einzelner Wis-
sensbereiche reicht. Insbesondere wird dadurch eine hierarchische Navigation ermo¨glicht,
die tiefer greift als die eher flachen Strukturen der u¨blichen Rubriken-Navigation. Dies kann
eine sinnvolle Erga¨nzung zu den u¨brigen aktuell eingesetzten Mechanismen (Querverweise,
verwandte Kategorien, usw.) sein, die hauptsa¨chlich eine assoziative, netzartige Navigation
im Archiv erlauben.
Die hierarchische Struktur des thematischen Inhaltsverzeichnisses kann fu¨r den Benut-
zer eine wichtige Unterstu¨tzung sein, wenn er sich in einem thematischen Bereich nicht
auskennt; sie liefert ihm wichtige Stichwo¨rter fu¨r die Suche. Zudem sind wegen des Auf-
baus des thematischen Inhaltsverzeichnisses alle darin vorkommenden Konzepte fu¨r das
Archiv relevant. Mit einem thematischen Inhaltsverzeichnis wird eine sinnvolle Alternative
zur Volltextsuche bereitgestellt, die nur dann eine besonders effiziente Zugangsmo¨glichkeit
darstellt, wenn a priori klar ist, welche Informationen gesucht werden. Ein weiterer Vorteil
der Struktur des EFGT-Netzes kann darin gesehen werden, dass Begriffe u¨ber verschie-
dene Wege erreicht werden ko¨nnen und somit die darunter klassifizierten Dokumente aus
verschiedenen thematischen Perspektiven zuga¨nglich gemacht werden.
Die strukturelle Navigation im thematischen Archivbrowser wird mit einer assoziativen
u¨ber die im Dokument hervorgehobenen Konzepttreffer kombiniert; sie dienen als Quer-
verweise und fu¨hren zur zentralen Struktur zuru¨ck. Damit entsteht ein geschlossener Kreis,
der zum Sto¨bern und Navigieren im Archiv ermuntert und der Schaltung von Werbeinhal-
ten einen erweiterten Raum bietet. Die Kennzeichnung von Konzepttreffern im Dokument
hat außerdem die Funktion, die Einordnung des Dokuments unter ein bestimmtes Thema
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zu belegen und transparent fu¨r den Benutzer zu machen. Dies wird durch das semantische
Highlighting versta¨rkt, das den Anteil eines Themas am Dokument sichtbar macht. Me-
chanismen zur thematischen Kategorisierung, die intuitiv nachvollziehbar sind, sind fu¨r die
Akzeptanz des Systems durch die Benutzer entscheidend.
Durch die Kombination verschiedener Navigationsmodelle – strukturell, assoziativ, mit
Hilfe von Filtern/ Suche – wird im Archivbrowser eine reichhaltige, ausgewogene Na-
vigationserfahrung (Kalbach, 2008, S. 10 ff) umgesetzt, die unterschiedlichen Benutzer-
bedu¨rfnissen entgegenkommt: U¨berblicksgewinnung, Unterstu¨tzung in unbekannten Wis-
sensbereichen, Suche nach spezifischen Informationen. Damit wird ein System von Zu-
gangsmo¨glichkeiten ero¨ffnet, das auf eine bessere Sichtbarkeit von Archivinhalten abzielt.
Unabha¨ngig von der spezifischen Umsetzung als thematischer Browser kann das CoGE-
Netz als grundlegende Ressource angesehen werden, die sich u¨ber die Realisierung einer
umfangreichen Archivnavigation hinaus fu¨r die automatische Beschlagwortung und das
semantische Tagging von Dokumenten einsetzen la¨sst. Damit kann ein Teil der manuellen
Arbeit entfallen, die es bei der Archivaufbereitung zu leisten gilt, und es kann eine neue
Qualita¨t der Erschließung erreicht werden, auf denen Funktionalita¨ten der Dossiererstellung
und Textklassifikation aufbauen ko¨nnen.
Bei der Weiterentwicklung des thematischen Archivbrowsers zu einem kommerziel-
len Produkt sind verschiedene zusa¨tzliche Funktionen und Verbesserungen denkbar. Dazu
geho¨rt etwa eine Erweiterung der Suchfunktion durch eine komplementa¨re Volltextsuche
oder durch die Mo¨glichkeit, mehrere Konzepte zu kombinieren und damit etwa eine kon-
junktive Anfrage zu stellen. Daru¨ber hinaus ließe sich das semantische Profil zur Charak-
terisierung eines Dokuments in Abha¨ngigkeit des aktuell im Verzeichnis aufgeschlagenen
Konzepts berechnen, um das im Dokument unter dem Gesichtspunkt des Konzepts Spe-
zifische fu¨r den Benutzer sichtbar zu machen. Eine Evaluation unterschiedlicher Ranking-
schemata sowie die Definition eines Schwellenwertes fu¨r die Zuordung von Dokumenten zu
einzelnen Konzepten werden als wichtige Maßnahmen auf dem Weg zu einem kommerziel-
len Produkt erachtet.
Unter dem Aspekt einer kommerziellen Anwendung stellt die hier vorgestellte Imple-
mentierung des Dokumentenindex, die eine Datenbanktabelle mit einer Proxy-Komponente
zur Dokumentendarstellung kombiniert, einen sehr flexiblen Indexierungsmechanismus dar.
So lassen sich ohne gro¨ßeren Aufwand einzelne Dokumente aus dem Index herausnehmen
oder hinzufu¨gen, sodass sich ein thematisches Inhaltsverzeichnis nicht nur fu¨r eine stati-
sche, sondern auch fu¨r eine sich vera¨ndernde Dokumentensammlung aktuell halten la¨sst,
z.B. eine Sammlung neuester Nachrichten.
4.6 Schlussfolgerungen und Ausblick
Mit dem thematischen Archivbrowser wurde eine konkrete Anwendung entwickelt, in der
sich das Zusammenspiel eines EFGT-Netzes mit einer bestimmten Dokumentensammlung
beobachten la¨sst. Die vom Archivbrowser bereitgestellten Funktionen ermo¨glichen, ein de-
tailliertes Bild des Entwicklungszustands der Ontologie in Bezug auf den indexierten Kor-
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pus zu gewinnen. In dieser Hinsicht spielt die hier vorgestellte Anwendung eine wichtige
Rolle als Ersatz fu¨r eine systematische Evaluation, mit der ein zur Steuerung des Ent-
wicklungsprozesses entscheidendes Feedback erhalten wird. Daru¨ber hinaus la¨sst sich die
Aufbereitung einer Dokumentensammlung als ein erster Schritt in der Erstellung einer
spezialisierten Ressource auffassen.
Als Endanwendung erstellt der Archivbrowser automatisch ein thematisches Inhalts-
verzeichnis und ermo¨glicht dadurch die Navigation in einem Dokumentenarchiv. In diesem
Zusammenhang hat der Archivbrowser innovative Merkmale, die unter dem Gesichtspunkt
eines kommerziellen Einsatzes, etwa zur Verwertung von Pressearchiven, relevant sind. Die
darin realisierte Navigation kombiniert assoziative und hierarchische Elemente, die zum
Sto¨bern in der Dokumentensammlung animieren, zugleich aber eine Orientierung im Ar-
chiv geben. Welchen Effekt dies genau auf das Verhalten der Nutzer hat und wie sich
dies in Kennzahlen ausdru¨ckt, die fu¨r die Schaltung von Online-Werbung ausschlaggebend
sind, la¨sst sich nur in einer empirischen Studie herausfinden. Problematische Aspekte des
Archivbrowsers sind sowohl seine manchmal als zu groß empfundene Tiefe des Navigations-
raums als auch einzelne Konzepte, die zwar als Sammelbeha¨lter vieler Konzepte wie Aids
in Afrika dienen, jedoch wie Gesundheitsthemen nach Kontinenten wenig intuitiv sind.
Der thematische Archivbrowser la¨sst sich in verschiedene Richtungen weiterentwickeln,
etwa um eine Funktion zu ermo¨glichen, mit der Benutzer Feedback u¨ber die Interaktion mit
der Ontologie an die Entwickler weiterleiten ko¨nnen, oder durch ein verbessertes Dokument-
ranking. Auf die spezifischen Mo¨glichkeiten, die der Archivbrowser durch den Bezug auf
einen Korpus fu¨r die Akquisition neuer Konzepte und fu¨r die Maintenance der Ontologie






Die Verfu¨gbarkeit des im letzten Kapitel entwickelten Archivbrowsers bedeutet fu¨r den Le-
benszyklus eines EFGT-Netzes, dass ein wesentlicher Schritt der Qualita¨tskontrolle statt-
finden kann. Durch die Interaktion mit dem Archivbrowser kann implizit der Entwicklungs-
zustand eines EFGT-Netzes in Bezug auf die Wissensdoma¨ne – die fu¨r eine spezifische Do-
kumentensammlung steht – u¨berpru¨ft werden. Dadurch ko¨nnen Aspekte des Verha¨ltnisses
zwischen Ontologie und Wissensdoma¨ne aufgedeckt werden, die relevant fu¨r die Entwick-
lung der Ontologie sind und auch deren weiteren Ausbau maßgeblich beeinflussen ko¨nnen.
Vorranging sind das etwa Probleme oder Fehler bei der Modellierung von Konzepten oder
mangelnde Abdeckung der Wissensdoma¨ne.
Wa¨hrend der Navigation in der Dokumentensammlung mit Hilfe des thematischen Ar-
chivbrowsers ko¨nnen aber auch Ausdru¨cke und Phrasen in den Texten beobachtet werden,
die einen Verweis auf noch nicht erfasste Konzepte darstellen. Hierbei erscheinen diese Kan-
didaten fu¨r neue Konzepte jeweils in einem bestimmten semantischen Kontext, der durch
die Konzepte gebildet wird, die auf der Oberfla¨che des thematischen Archivbrowsers gleich-
zeitig mit dem Kandidaten angezeigt werden. So wird im Text ein bestimmter Kandidat in
der Regel von anderen erkannten Konzepten des EFGT-Netzes umgeben; gleichzeitig wird
auf dem Archivbrowser eine bestimmte Region des thematischen Inhaltsverzeichnisses dar-
gestellt, u¨ber die der betreffende Text erreicht wurde. Dieser Kontext, in den der Kandidat
eingebettet ist, liefert einen Hinweis auf dessen thematische Zugeho¨rigkeit und ermo¨glicht
somit, ihn zumindest grob semantisch einzuordnen.
Aus dieser U¨berlegung heraus ist es naheliegend, den thematischen Archivbrowser
fu¨r eine dokumentenzentrierte Akquisition neuer Konzepte einzusetzen. Hierbei stellt sich
zuna¨chst die Frage, wie sich die Funktionalita¨t des Archivbrowsers so erweitern la¨sst, dass
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beobachtete Kandidaten sich leicht im Rahmen der Interaktion mit dem Archivbrowser in
das betreffende EFGT-Netz integrieren lassen. Dies wirft weitere Fragen auf:
• Wodurch lassen sich die Relationen gewinnen, die als Grundlage fu¨r die semantische
Modellierung der neuen Konzepte no¨tig sind?
• Kann zumindest ein Teil dieser Relationen dem Kontext entnommen werden, in dem
der Kandidat im Archivbrowser erscheint?
• Ko¨nnen nach demselben Prinzip auch sprachliche Varianten erfasst werden, mit denen
sich die linguistische Repra¨sentation bestehender Konzepte im Netz erweitern la¨sst?
• Wie la¨sst sich der Prozeß der Akquisition neuer Konzepte in der Dokumentensamm-
lung systematisieren, etwa mit Hilfe der automatischen Identifikation von Kandida-
ten?
Unabha¨ngig von der Antwort auf diese Fragen hat ein erweiterter Archivbrowser, der
sich zur Akquisition neuer Konzepte in einer Dokumentensammlung einsetzen la¨sst, eine
strategische Bedeutung in einer Methodologie zum Aufbau von EFGT-Netzen. Sowohl bei
der Entwicklung als auch bei der regelma¨ßigen Pflege oder bei der Adaption eines bestehen-
den Netzes an eine geschlossene Doma¨ne bedeutet die Akquisition neuer Konzepte eine zen-
trale vorbereitende Aktivita¨t. Daru¨ber hinaus sind Textdokumente eine besonders wichtige
Datenquelle, wenn es um die Erfassung benannter Entita¨ten und eines themenspezifischen
Vokabulars geht. Ein erweiterter Archivbrowser, in dem sich beobachtete Kandidaten leicht
in das Netz integrieren lassen, wa¨re in diesem Zusammenhang eine Mo¨glichkeit, in der ei-
ne explorative, dokumentzentrierte Akquisition stattfinden kann. Ohne diese Mo¨glichkeit
ist man auf die Kodierungsoberfla¨che angewiesen, in der der Kandidat aus dem Kontext
herausgerissen wird, oder es mu¨ssen semistrukturierte Daten bereitgestellt werden, mit
denen sich die Entwicklung eines EFGT-Netzes mit Hilfe des Upload-Tools vorantreiben
la¨sst – in den meisten Fa¨llen wu¨rde dies bedeuten, dass eine separate Phase der Wis-
sensakquisition durchgefu¨hrt werden muss. Eine solche Mo¨glichkeit dokumentenzentrierter
Akquisition ist besonders relevant, wenn es darum geht, die Aktualita¨t des Netzes fortlau-
fend zu sichern: Es ist davon auszugehen, dass neue Ereignisse oder aufkommende benannte
Entita¨ten zuna¨chst in einem Text erwa¨hnt werden, bevor sie in (semi-)strukturierter Form
systematisch etwa in einer Datenbank erfasst werden. Somit stellt im Lebenszyklus eines
EFGT-Netzes ein um Akquisitionsfunktionalita¨t erweiterter Archivbrowser eine wichtige
Erga¨nzung zum Upload-Tool dar, die einen fundamentalen Beitrag zur fortlaufenden Pflege
oder zur systematischen Erfassung einer geschlossenen Doma¨ne leisten kann.
In diesem Kapitel wird eine Konzeption fu¨r die Erweiterung der Funktionalita¨t des
thematischen Archivbrowsers erarbeitet mit dem Ziel, die Akquisition und Integration
von Kandidaten im Rahmen der Navigation zu ermo¨glichen. Im folgenden verweisen die
Namen Browser-Editor oder auch dokumentenzentrierter Editor auf diese Erweiterung des
Archivbrowsers.
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Als Grundanforderung fu¨r den entworfenen Browser-Editor soll die Konzeptakquisition
durch die Interaktion mit seiner Benutzeroberfla¨che mo¨glich sein. Diese soll die Funktio-
nalita¨t des thematischen Archivsbrowsers umfassen und erlauben, Konzeptkandidaten zu
markieren, in Zusammenhang mit bestehenden Konzepten zu bringen und somit in das
Netz zu integrieren. Der Effekt, auf diese Weise das Netz zu erweitern, soll sich sofort im
Archivbrowser – etwa im Ranking – beobachten lassen. Damit bekommt der Ontologie-
editor ein unmittelbares, qualitatives Feedback u¨ber seine Arbeit. Dabei soll weniger von
einer Verwendung durch einen naiven Benutzer ausgegangen werden als vielmehr durch
einen Ontologieentwickler, der den EFGT-Formalismus kennt und etwa in der Lage ist,
das Upload-Tool zu bedienen.
Das Kapitel ist in zwei Teile untergliedert. Im ersten Teil (Abschnitt 5.2) wird zuna¨chst
begru¨ndet, warum die Akquisition neuer Konzepte aus einer methodologischen Betrachtung
heraus ein sinnvoller erster Schritt fu¨r den Ausbau des thematischen Archivbrowsers sein
kann sowie die Voraussetzungen betrachtet, die in einem entsprechenden Browser-Editor fu¨r
die Durchfu¨hrung dieser Aufgabe gegeben sind. Im zweiten Teil des Kapitels (Abschnitt 5.3)
wird eine genauere Konzeption fu¨r den Browser-Editor herausgearbeitet. Eine Beschreibung
der no¨tigen Schritte fu¨r die Implementierung dieser Konzeption dient dabei als eine Art
Machbarkeitsstudie, mit der die Umsetzbarkeit des konzipierten Browser-Editors belegt
wird.
Zur verwendeten Terminologie: Ein Konzeptkandidat ist im folgenden ein sprachlicher
Ausdruck, der in einem Text der Dokumentsammlung beobachtet und als Verweis auf ein
im EFGT-Netz noch nicht erfasstes (semantisches) Konzept wahrgenommen wird. Seman-
tischer Kontext eines Konzeptkandidaten bezeichnet die Konzepte des EFGT-Netzes, die
auf der Oberfla¨che des thematischen Archivbrowsers zu dem Zeitpunkt dargestellt werden,
zu dem der Konzeptkandidat beim Navigieren beoabachtet wird.
5.2 Anforderungen an die Funktionalita¨t des Browser-
Editors
5.2.1 Verschiedene Mo¨glichkeiten fu¨r den Ausbau des themati-
schen Archivbrowsers
Befasst sich man aus einer allgemeinen Perspektive heraus mit der Idee, eine ontologie-
basierte Anwendung so auszubauen, dass man darin die Entwicklung und Plege der On-
tologie durchfu¨hren kann, so ergeben sich eine Reihe unterschiedlicher Mo¨glichkeiten fu¨r
den konkreten Ausbau. Welche Funktionen hierbei relevant sind, ha¨ngt stark mit der Rolle
zusammen, die je nach verfolgter Methodologie die Anwendung im Lebenszyklus der On-
tologie einnimmt. Im Laufe dieser Arbeit wurde an verschiedenen Stellen auf diese Rolle
verwiesen:
• Bei den meisten der in Kap. 1 erwa¨hnten Methodologien stellt die Anwendung einen
konkreten Rahmen bereit, in dem sich die Ontologie tatsa¨chlich einsetzen und testen
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la¨sst. Im Lebenszyklus erfolgt somit ein Schritt der Qualita¨tskontrolle – ebenfalls
eine wesentliche Motivation fu¨r die Entwicklung des thematischen Archivbrowsers
in Kap. 4. In den meisten Methodologien schließt sich an den Evaluationsschritt
eine Phase der Weiterentwicklung oder der Maintenance an, die in der Regel durch
spezialisierte Ontologieentwickler schon außerhalb der Anwendung stattfindet. Hier
stellt sich die Frage, ob zumindest ein Teil dieser Aufgaben sinnvoll innerhalb der
Anwendung unterstu¨tzt werden kann.
• Andere der in Kap. 1 erwa¨hnten Methodologien (s. S. 22 ff.) sehen jedoch in der An-
wendung eine Plattform, in der die Konsensbildung und die Entwicklung der Ontolo-
gie durch Endnutzer des jeweiligen Anwendungsbereichs stattfinden kann. Dement-
sprechend machen diese Methodologien Vorschla¨ge fu¨r die Erweiterung der Anwen-
dungsfunktionalita¨t, um einen wesentlicher Teil der Entwicklung darin abzudecken.
• Speziell beim thematischen Archivbrowser wird ein Bild u¨ber den Zustand der On-
tologie in Bezug auf eine bestimmte Dokumentensammlung vermittelt, sodass nahe-
liegt, die Funktionalita¨t des Archivbrowsers so zu erweitern, bei Bedarf die Adaption
des relevanten Teilnetzes an die Dokumentsammlung durchfu¨hren zu ko¨nnen.
Im Prinzip ergeben sich somit unterschiedliche Mo¨glichkeiten fu¨r den Ausbau des the-
matischen Archivbrowsers, je nachdem, ob man kollaborative Szenarien beru¨cksichtigen,
den Endnutzer an der Entwicklung der Ontologie beteiligen will oder die fortlaufende Pfle-
ge bzw. die Adaption der Ontologie in einem bestimmten Bereich im Vordergrund stehen
soll.
Wie lassen sich die wesentlichen Anforderungen identifizieren, die einen mo¨glichst fle-
xiblen Einsatz des erweiterten Archivbrowsers innerhalb des Lebenszyklus’ eines EFGT-
Netzes erlauben? Dieser Frage wird in den folgenden Abschnitten nachgegangen.
5.2.2 Fokus auf Akquisition
Tabelle 5.1 fasst spezifische Aufgaben zusammen, die im Fall eines bestehenden EFGT-
Netzes bei der Durchfu¨hrung einer Maintenance- bzw. Adaptionsphase auf der Grundlage
einer Dokumentensammlung anfallen. In dieser Gegenu¨berstellung ist erkennbar, dass die
Akquisition neuer Konzepte die einzige Aufgabe ist, die sich im Wesentlichen in beiden
Szenarien auf die gleiche Weise durchfu¨hren la¨sst. Dagegen haben sowohl die Behandlung
von Ambiguita¨ten als auch die Anpassung der Netzstruktur unterschiedliche Ziele in bei-
den Szenarien. Das spricht dafu¨r, den Archivbrowser zuna¨chst nur um die Funktionalita¨t
zu erweitern, die die Akquisition ermo¨glicht. Dadurch wird zum einen vermieden, den er-
weiterten Archivbrowser auf den Einsatz in einer der beiden Phasen zu spezialisieren. Zum
anderen wird der fu¨r die Akquisition vom Archivbrowser spezifisch gebotene Vorteil ausge-
nutzt, der darin besteht, Konzeptkandidaten in einem bestimmten semantischen Kontext
zu beobachten und somit zuna¨chst thematisch einordnen zu ko¨nnen. Im Gegensatz dazu
hat etwa die Darstellung der Netzstruktur im Archivbrowser keine spezifischen Merkmale,
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die eine Funktionalita¨tserweiterung in Hinsicht auf die Editierung der Netzstruktur recht-
fertigen wu¨rde.
Ein weiterer Grund, die Erweiterung des thematischen Archivbrowsers zuna¨chst auf
die Akquisition zu fokussieren, ist die in der Einleitung erwa¨hnte strategische Bedeutung,
die Wissensakquisition auf der Grundlage von Textdokumenten fu¨r den Lebenszyklus eines
EFGT-Netzes hat.
Ein neues Konzept zu akquirieren bedeutet einerseits, dessen linguistische Repra¨senta-
tion zu gewinnen, und anderseits, die fu¨r die semantische Modellierung grundlegenden
Beziehungen zu anderen Konzepten zu kennen. Setzt man sich zum Ziel, im Rahmen des
thematischen Archivbrowsers die Akquisition neuer Konzepte zu ermo¨glichen, so muss man
na¨her untersuchen, wie sich damit diese beiden Arten von Informationen gewinnen lassen.
Fortlaufende Pflege, Maintenance Adaption an geschlossene Doma¨ne
Akquisition neuer aufkommender Konzep-
te (erga¨nzende Population)
Akquisition relevanter spezifischer Kon-
zepte (spezifische Population)
Verfeinerung und Aktualisierung der Mo-
dellierung bestehender Konzepte
Anpassung der Modellierung bestehen-
der Eintra¨ge an Betrachtungsweise der
Doma¨ne
Vornehmen kleinerer Korrekturen bzw.
Erga¨nzungen der Netzstruktur
Anpassung der Netzstruktur je nach Ziel:
• Zur Erfassung der Doma¨ne im an-
gemessenen Detaillierungsgrad, et-
wa durch Elimination von zu allge-
meinen oder zu spezifischen Ebenen
• Fu¨r eine spezielle Anwendung: etwa,
um eine mo¨glichst effiziente Naviga-
tion im Netz zu ermo¨glichen.
Behandlung von Ambiguita¨ten: Sammeln
von Informationen, bspw. Kontextbedin-
gungen, die als Grundlage fu¨r Disambi-
guierungsverfahren dienen.
Auflo¨sung von Ambiguita¨ten: Identifika-
tion der in der eingeschra¨nkten Wissens-
doma¨ne spezifischen Lesarten
Tabelle 5.1: Gegenu¨berstellung von Aufgaben bei der Maintenance bzw. bei der Adaption
von EFGT-Netzen
5.2.3 Akquisition der linguistischen Repra¨sentation
Im Archivbrowser ko¨nnen benannte Entita¨ten und sprachliche Ausdru¨cke, die auf neue
Konzepte verweisen, dadurch entdeckt werden, mit Hilfe des thematischen Inhaltsverzeich-
nisses in der Sammlung zu navigieren und Dokumente zu sichten. Insbesondere la¨sst sich
die Funktionalita¨t des Archivbrowsers so einsetzen, dass auf Dokumente hingewiesen wird,
fu¨r die das verwendete EFGT-Netz eine geringe Abdeckung bietet und in denen wahr-
scheinlich ist, noch nicht erfasste Konzepte zu finden. Hierfu¨r besteht beispielsweise die
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Mo¨glichkeit, fu¨r ein spezifisches Konzept die Liste von erweiterten Treffern zu pru¨fen und
nach aufffa¨llig gerankten Dokumenten zu suchen, wie in Abschnitt Einscha¨tzung der Ab-
deckung (Kap. 4, S. 128 ff) diskutiert. Fu¨r die Handhabung der auf diese Weise gefundenen
Kandidaten in der Benutzeroberfla¨che des Browser-Editors bedarf es dann eines entspre-
chenden Mechanismus’, um sie zu markieren und manipulierbar zu machen.
Die Akquisition von Konzeptkandidaten ko¨nnte weitaus effizienter stattfinden, indem
Methoden eingesetzt werden, die entsprechende sprachliche Ausdru¨cke auf der Grundlage
ihrer computerlinguistischen Eigenschaften automatisiert identifizieren und diese fu¨r den
Benutzer optisch kenntlich machen, indem sie im Text speziell ausgezeichnet sind. U¨ber
eine zusa¨tzliche, spezielle Zugangsmo¨glichkeit im Archivbrowser ko¨nnte man dann eine
systematische Inspektion der Kontexte ermo¨glichen, in denen die erkannten Kandidaten
auftreten.
Fu¨r die Akquisition relevanter sprachlicher Ausdru¨cke kann man auf eine Reihe von
Verfahren zuru¨ckgreifen, die in der Computerlinguistik und angewandten Feldern wie IR
oder Informationsextraktion angewendet werden und u.a. auf die Erkennung benannter
Entita¨ten (named entity recognition) oder des spezifischen Vokabulars einer Doma¨ne (Er-
kennung von Terminologie) in Textdokumenten abzielen. Dazu za¨hlen Methoden, die sich
auf statistische Merkmale dieser Ausdru¨cke verlassen, wie etwa einfache Frequenzlisten, N-
Gramme, Messungen von Entropie, usw. sowie Verfahren, die auf linguistischen Eigenschaf-
ten aufbauen – angefangen bei einfachen regula¨ren Ausdru¨cken u¨ber lokale Grammatiken
bis hin zur Erkennung bestimmter Folgen grammatischer Kategorien, usw.
Zu einer Konzeption des Browser-Editors geho¨rt es, eine Auswahl dieser Verfahren zu
treffen, die sich in die vorhandene Architektur integrieren lassen. In diesem Zusammen-
hang wird hier die These aufgestellt, dass der Browser-Editor die erwa¨hnten Verfahren in
dem Sinne erga¨nzt, dass er eine semantische Einordnung der damit erhaltenen Ergebnisse
ermo¨glicht.
Unabha¨ngig von der automatischen Identifikation von Kandidaten ist es sinnvoll, im
Browser-Editor als grundlegenes Akquisitionsverfahren die Mo¨glichkeit zu behalten, Kan-
didaten ha¨ndisch zu markieren und zu bearbeiten, um eventuelle Unzula¨nglichkeiten des
eingesetzten automatischen Erkennungsverfahrens zu korrigieren.
5.2.4 Akquisition von Relationen fu¨r die Kodierung
Neben der Akquisition der linguistischen Form ist fu¨r die Integration eines neuen Kon-
zeptes in ein bestehendes EFGT-Netz no¨tig, das neue zu modellieren und in Relation zu
bestehenden Konzepten zu setzen, d.h. mittels der Angabe passender Komponenten im ID-
String das Konzept zu kodieren. Unter welchen Voraussetzungen la¨sst sich diese Aufgabe
im angedachten Browser-Editor erfu¨llen?
Ein wesentlicher Faktor ist die Dokumentsammlung, die im Browser-Editor bereitge-
stellt werden soll. Mit dem Aufbau eines EFGT-Netzes wird ein Teil des Hintergrund-
wissens erfasst, von dem in einer bestimmten Doma¨ne ausgegangen wird (s. Kap. 2, S.
35). Es ist anzunehmen, dass in allen Texten, die einer Doma¨ne zuzuschreiben sind, nur
in Einzelfa¨llen auf dieses Hintergrundwissen explizit hingewiesen wird, etwa in Texten, in
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denen die Doma¨ne selbst oder einzelne Begriffe dieser zum Thema gemacht werden. In
der Doma¨ne des Allgemeinwissens ko¨nnten dies bspw. Artikel einer Enzyklopa¨die sein. So
ist davon auszugehen, dass im Browser-Editor die Akquisition von Komponenten fu¨r die
Modellierung erleichtert wird, wenn die entsprechenden semantischen Relationen explizit
im Text angesprochen werden. In diesem Fall ko¨nnte man diese einfach ablesen und durch
die Bereitstellung geeigneter Mechanismen im Browser-Editor wa¨hrend der Navigation di-
rekt u¨bernehmen. Somit ist eine wichtige Voraussetzung hierfu¨r, dass die bereitgestellte
Dokumentensammlung einen entsprechenden, repra¨sentativen1 Korpus darstellt.
Im anderen Fall muss man darauf setzen, dass der vom Browser-Editor bereitgestellte
semantische Kontext, in dem die Konzeptkandidaten beobachtet werden, die fu¨r die Model-
lierung no¨tigen Relationen entha¨lt. Wie wahrscheinlich das ist, la¨sst sich ohne einschla¨gige
Tests kaum voraussagen. Im schlimmsten Fall la¨sst sich der Kandidat nur grob thematisch
einordnen, indem ihm ein geeignetes Konzept aus dem semantischen Kontext zugewiesen
wird. Dies ko¨nnte etwa ein Konzept sein, bei dem der fragliche Konzeptkandidat in einem
seiner erweiterten Dokumenttreffer beobachtet wurde und somit den entsprechenden Text
thematisch kategorisiert. Im gu¨nstigeren Fall ko¨nnen dagegen die relevanten Relationen
am Kontext abgelesen – z.B. an den im Text den Kandidaten umgebenden Konzepten
oder an der dargestellten Netzstruktur – und fu¨r die Modellierung u¨bernommen werden.
In beiden Fa¨llen soll im Browser-Editor dem Benutzer mo¨glich sein, diese Informationen zu
speichern: Im ungu¨nstigen Fall kann die grobe thematische Einordnung der Kandidaten als
Grundlage fu¨r ma¨chtigere, in einer separaten Phase eingesetzte Methoden zur Wissensak-
quisition genutzt werden; im gu¨nstigen Fall lassen sich Hilfe der gesammelten Daten die
entsprechenden Eintra¨ge im EFGT-Netz durchfu¨hren.
Daru¨ber hinaus la¨sst sich fu¨r die Akquisition der nur implizit gegebenen Relationen dar-
auf setzen, dass sich diese durch bestimmte Eigenschaften manifestieren, etwa durch ein
geha¨uftes gemeinsames Auftreten des Kandidaten und der betreffenden Konzepte in den
Texten. Entsprechend kann man die Mo¨glichkeit in Erwa¨gung ziehen, im Browser-Editor
Mechanismen einzubinden, die Hinweise auf implizite Relationen liefern. Die Extraktion
semantischer Relationen aus Textkorpora stellt ein lebendiges Forschungsfeld dar, sodass
hierfu¨r ein breites Spektrum von Verfahren vorhanden ist. Ein Ansatz, der sich im Browser-
Editor leicht realisieren und integrieren la¨sst, besteht darin, Korrelationen zwischen dem
Kandidaten und bestehenden Konzepten zu ermitteln und dem Benutzer anzuzeigen. Kor-
relationen liefern einen Hinweis auf das Bestehen einer semantischen Beziehung und ko¨nnen
auf der Grundlage des gemeinsamen Auftretens in Texten berechnet werden. U¨ber die
Anzeige von Korrelationen im Browser-Editor la¨sst sich ein alternativer Zugang zu den
einzelnen Texten einbauen, um den Kontext des gemeinsamen Auftretens zu sichten.
Die Zuordnung von linguistischen Varianten zu bestehenden Konzepten baut auf der
Erkennung einer bestimmten semantischen Beziehung auf, der Synonymie, und kann als
1In der Computerlingustik wird die Frage, was ein repra¨sentativer Korpus ist und wie sich ein solcher
zusammenstellen la¨sst, oft diskutiert. Die Antwort ha¨ngt meistens mit der Aufgabenstellung zusammen;
manchmal bleibt die Frage auch offen. In dem hier besprochenen Fall wu¨rde “repra¨sentativ” bedeuten,
dass die gesuchten Relationen, die die Kodierung der Konzepte der betrachteten Doma¨ne erlauben, im
Korpus textuell explizit angesprochen werden.
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spezieller Fall betrachtet werden, fu¨r den sich die hier beschriebenen Mittel ebenfalls einset-
zen lassen. So kann man darauf setzen, in einem bestimmten Text neben dem bekannten
Bezeichner zusa¨tzliche sprachliche Varianten fu¨r dasselbe Konzept zu finden oder diese
u¨ber Korrelationen zu entdecken.
Die Fragestellung, wann die beobachteten Relationen allgemein in der Doma¨ne gelten
oder nur punktuell in der betrachteten Dokumentensammlung zutreffen, kann alleine mit
den vom Browser-Editor bereitgestellten Mitteln nicht entschieden werden, selbst wenn eine
statistische Information wie Korrelationen einen Beitrag zur Kla¨rung liefern kann. Diese
Frage wurde in dieser Arbeit bereits in der Diskussion angesprochen, wann eine A¨nderung
in einem EFGT-NetzMaintenance und wann Adaption darstellt (s. S. 54 ff) – sie ha¨ngt eng
mit der Problematik der Zusammenstellung eines repra¨sentativen Korpus’ zusammen. Die
endgu¨ltige Kla¨rung dieser Frage wird hier ausgeklammert, da dies den Rahmen an dieser
Stelle sprengen wu¨rde.
5.3 Eine Konzeption fu¨r die Funktionalita¨t des
Browser-Editors
Nachdem die Hauptanforderung auf die Akquisition neuer Konzepte eingegrenzt wurde
und dementsprechend auf unterschiedliche Mo¨glichkeiten der Akquisition der linguistischen
Repra¨sentation und der semantischen Relationen im Browser-Editor na¨her eingegangen
wurde, wird in diesem Abschnitt eine Spezifikation fu¨r eine konkrete Implementierung
erarbeitet. Diese Spezifikation umfasst zum einen eine Konzeption der Benutzeroberfla¨che,
die die Funktionalita¨t des thematischen Archivbrowsers integrieren soll und mit deren
Hilfe beobachtete Konzeptkandidaten sich leicht wa¨hrend der Navigation im Archiv in das
EFGT-Netz integrieren lassen sollen. Zum anderen wird ein Mechanismus entworfen, mit
dem existente Verfahren zur Erkennung relevanter sprachlicher Ausdru¨cke wa¨hrend der
Indexierung eingebunden werden ko¨nnen, um anschließend die erkannten Ausdru¨cke im
Browser-Editor als Konzeptkandidaten dem Benutzer zur Verfu¨gung zu stellen.
Da die Funktionalita¨t des thematischen Archivbrowsers im Browser-Editor mit ein-
geschlossen werden soll, wird die Architektur des ersteren als Grundlage fu¨r eine Imple-
mentierung des letzteren betrachtet. Die Beschreibung der no¨tigen Erweiterungen dieser
Architektur dient im letzten Teil dieses Abschnittes als Analyse, mit der die Machbarkeit
des Browser-Editors gezeigt werden soll.
5.3.1 Die Benutzeroberfla¨che
Abb. 5.1 zeigt eine schematische Darstellung der Benutzeroberfla¨che des Browser-Editors.
Die obere Ha¨lfte mit den Bereichen Netzstruktur und Ergebnisliste/Dokumentanzeige stellt
die Funktionalita¨t des thematischen Archivbrowsers zur Verfu¨gung. Die Bereiche in der un-
teren Ha¨lfte bieten spezifische Funktionen des Browser-Editors an. Der linke untere Bereich
dient dazu, die Ergebnisse der Akquisition zu verarbeiten, d.h. darin lassen sich beobach-
tete Kandidaten mit Konzepten, die auf der Oberfla¨che gesammelt wurden, in Beziehung
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Abbildung 5.1: Schematische Darstellung der Benutzeroberfla¨che des Browser-Editors. Kur-
sive Schrift deutet die Funktionalita¨t des jeweiligen Bereichs an; normale Schrift wird zur
Darstellung von Elementen und Daten auf der Oberfla¨che verwendet.
setzen und entweder abspeichern oder direkt dem EFGT-Netz hinzufu¨gen. Der Bereich
zur Inspektion von Kandidaten (unten rechts) listet die aktuell bekannten Kandidaten auf
und zeigt Korrelationen zwischen Konzepten und Kandidaten an. Diese Funktion wird hier
Konkordanz genannt, da sie ebenfalls den Zugang zu den textuellen Stellen ermo¨glicht, in
denen ein Kandidat mit einem spezifischen Konzept gemeinsam vorkommt.
Um den Zugriff des Benutzers auf den aktuell angezeigten semantischen Kontext zu
ermo¨glichen, ist ein grundlegendes Funktionsprinzip der Benutzeroberfla¨che, dass sich alle
angezeigten Konzepte und Kandidaten graphisch, d.h. mit der Maus markieren und per
Drag-and-Drop auf die unteren Bereiche ziehen lassen.
Im folgenden wird der Funktionsumfang der verschiedenen Bereiche auf Abb. 5.1 na¨her
spezifiert.
Anzeige der Netzstruktur
Dieser Bereich entspricht weitgehend der Funktion zur Navigation im Netz des Archiv-
browsers. Der Unterschied besteht na¨mlich darin, dass man die als Teil der Netzstruktur
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angezeigten Konzepte, die ja einen Teil des semantischen Kontextes ausmachen, mit der
Maus markieren und in andere Bereiche der Oberfla¨che ziehen kann. Die Kno¨pfe fu¨r das
semantische Highlighting und fu¨r die Sprachauswahl werden ebenfalls in diesem Bereich
angezeigt.
Anzeige von Ergebnislisten bzw. Dokumenten; Handhabung von Kandidaten
Ergebnislisten fu¨r erweiterte und exakte Dokumententreffer eines im Netz ausgewa¨hlten
Konzeptes sollen wie im Archivbrowser im rechten (oberen) Bereich der Benutzeroberfla¨che
dargestellt werden. Ein zusa¨tzlicher Reiter in diesem Bereich soll dazu dienen, zu den
einzelnen Paaren in der Konkordanz die entsprechenden Dokumentlisten anzuzeigen.
Die Konzepte, die in den Dokumentlisten als semantisches Profil der einzelnen Do-
kumente erscheinen, machen einen Teil des semantischen Kontexts aus und sollen per
Drag-and-Drop handhabbar sein.
Als wesentlicher Akquisitionsmechanismus soll in der Darstellung der Texte die Hand-
habung der Konzeptkandidaten ermo¨glicht werden. Dabei sollen sprachliche Ausdru¨cke, die
bereits wa¨hrend der Indexierung automatisch erkannt wurden, im Text grapisch kenntlich
gemacht werden und gema¨ß dem grundlegenden Funktionsprinzip der Oberfla¨che mit der
Maus manipulierbar sein. Zusa¨tzlich soll die Mo¨glichkeit bestehen, im Text interaktiv so-
wohl Kandidaten als auch Stoppwo¨rter ha¨ndisch zu markieren. Dies ko¨nnte etwa dadurch
erfolgen, dass man eine Textpassage mit der Maus auswa¨hlt, der anschließend mit Hilfe
eines u¨ber die rechte Maustaste aktivierbaren Kontextmenus der jeweilige Typ (Kandidat
oder Stoppwort) zugewiesen wird. Daraufhin soll der markierte Bereich farblich hervorge-
hoben werden.
Ha¨ndisch markierte sollen gleichwertig mit automatisch erkannten Kandidaten sein,
d.h. genauso mit der Maus handzuhaben, und außerdem noch in der ganzen Dokument-
sammlung gu¨ltig sowie u¨ber die Konkordanzfunktion und die Kandidatenliste erreichbar
sein.
Die interaktive Auszeichnung von Stoppwo¨rtern auf dem Text dient dazu, Wo¨rter kennt-
lich zu machen, die keine Kandidaten darstellen und somit bei der Akquisition nicht rele-
vant sind. Dies sind etwa Wo¨rter, die nicht spezifisch fu¨r die betreffende Wissensdoma¨ne
sind, Funktionswo¨rter, usw.2 Indem man einen Bereich des Textes mit der Maus auswa¨hlt
und als Stoppwo¨rter deklariert, sollen die darin enthaltenen Wo¨rter in der gesamten Do-
kumentkollektion als Stoppwo¨rter erkannt und bei der Anzeige eines Dokuments farbig
unterlegt werden. Das Ziel ist, Textpassagen graphisch einzugrenzen, die Kandidaten ent-
halten ko¨nnen und somit die interaktive Suche nach ihnen effizienter zu gestalten (s. Abb.
5.2).
2Die Bezeichnung Stoppwo¨rter hier ist aus dem Bereich des Information Retrieval entnommen, in dem
Wo¨rter benannt werden, die sehr ha¨ufig auftreten und keine Relevanz fu¨r die Erfassung des Dokumentin-
halts besitzen, sodass sie in der Regel bei einer Volltextindexierung nicht beachtet werden.
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Abbildung 5.2: Verha¨ltnis zwischen EFGT-Konzepten, Konzeptkandidaten, Stoppwo¨rtern
und sonstigen Ausdru¨cken in einem im Browser-Editor verfu¨gbaren Korpus
Inspektion von Kandidaten und Konkordanzfunktion
Die in diesem Bereich bereitgestellten Funktionen dienen u¨ber die Trefferlisten hinaus als
alternative Zugangsmo¨glichkeit auf die Dokumentensammlung, sodass sich gezielt auf die
Kontexte zugreifen la¨sst, in denen ein spezifischer Kandidat erscheint.
Der in der semantischen Darstellung in Abb. 5.1 skizzierte Reiter Kandidaten soll dazu
dienen, die Liste aller – d.h. sowohl ha¨ndisch markierten als auch automatisch erkannten –
Kandidaten zur Verfu¨gung zu stellen und deren Ha¨ufigkeit im Korpus anzuzeigen. Indem
man einen Kandidaten aus dieser Liste auswa¨hlt, soll man zu den Dokumenten gelangen
ko¨nnen, in denen er gefunden wurde.
Die u¨ber den Reiter Konkordanz erreichbare Funktion soll fu¨r einen bestimmten Kan-
didaten Konzepte und zusa¨tzliche Kandidaten ermitteln, die im Korpus ha¨ufig mit ihm
in einem Dokument vorkommen. Die Interaktion mit dem Benutzer soll folgendermaßen
stattfinden: Um eine Konkordanz anzuzeigen, wird der Kandidat auf das vorhandene Feld
(s. Abb. 5.1) gezogen, woraufhin eine Liste der Konzepte und zusa¨tzlichen Kandidaten
erscheint, die gemeinsam mit dem fraglichen vorkommen. Sie sind nach der Ha¨ufigkeit des
Konkordanzpaares in der Sammlung geordnet; die Anzahl der unterschiedlichen Dokumen-
te wird ebenfalls angegeben. Klickt man auf einen Eintrag der Liste, so wird im rechten
oberen Bereich der Zugang zu den Dokumenten ermo¨glicht, in denen das betreffende Paar
zu beobachten ist.
Die Konkordanzfunktion zielt darauf, fu¨r die einzelnen Kandidaten einen Hinweis auf
Konzepte zu liefern, zu denen eine Beziehung bestehen ko¨nnte. Dadurch, dass die entspre-
chenden Kontexte sich im Browser-Editor u¨berpru¨fen lassen, soll die Relevanz des Paares
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fu¨r die Kodierung des Kandidaten bewertet werden ko¨nnen und gleichzeitig die Konzep-
takquisition gezielt stattfinden.
Konzepteditor und Relationenspeicher
Der linke untere Bereich ist dafu¨r gedacht, Kandidaten und bestehende Konzepte, die
wa¨hrend der Inspektion von Kontexten und der Navigation im Archivbrowser akquiriert
werden, explizit miteinander in Beziehung zu setzen und weiter zu verarbeiten. In die-
sem Bereich sollen hierfu¨r ein Konzepteditor, mit dem sich neue EFGT-Netz-Eintra¨ge
durchfu¨hren lassen sowie ein sogenannter Relationenspeicher, in dem sich akquirierte Kan-
didaten und Relationen sammeln lassen, zur Verfu¨gung gestellt werden.
Fu¨r die Spezifikation von Relationen wird auf das Format “typisierte Felder” fu¨r Upload-
Files aus Kap. 3 (s. S. 77) zuru¨ckgegriffen. Die Editierung einzelner Zeilen in diesem Format
soll mit einem graphischen Mechanismus mo¨glich sein, mit dem sich die mit der Maus ge-
zogenen Konzepte und Kandidaten auf entsprechende Felder platzieren lassen sollen.
Beim Konzepteditor – in Abb. 5.1 als Reiter Editor dargestellt – dient dieser graphische
Mechanismus der Spezifikation der Relationen, die als Grundlage fu¨r die Modellierung eines
Kandidaten eingesetzt werden. Die entsprechende Zeile, die sich als eine Reihe typisierter
Felder auffu¨llen la¨sst, ist in Abb. 5.1 schematisch dargestellt: Der mit “+” gekennzeichnete
Knopf fu¨gt ihr ein neues Feld hinzu, woraufhin zuna¨chst ein Typ fu¨r das Feld anzugeben
ist. Die Spezifikation eines Werts hierfu¨r soll durch verschiedene Eingabeoptionen mo¨glich
sein:
• Markierte Kandidaten oder Konzepte werden mit der Maus in das Feld hineingezogen;
• Ein vorhandenes Konzept wird direkt aus dem Netz ausgewa¨hlt; der angedachte
Mechanismus hierfu¨r a¨hnelt dem der Suchfunktion mit Autovervollsta¨ndigung im
Archivbrowser (s. S. 118);
• Der Wert wird ha¨ndisch angegeben.
Durch ein Kontextmenu, das mit der rechten Maustaste aufgeklappt wird, kann etwa der
gewu¨nschte Eingabemechanismus ausgewa¨hlt werden.
Fu¨r die U¨bersetzung der Eingabezeile in einen Eintrag des EFGT-Netzes wird auf
die Templatesprache des Upload-Tools zuru¨ckgegriffen. Wie im Upload-Tool (s. Kap. 3)
sollen in entsprechenden Feldern ein Schema und eine dazugeho¨rige Attributdeklaration
editierbar sein. Analog zum Upload-Tool sollen Schemata sowohl direkt auf der Oberfla¨che
editierbar sein als auch sich hochladen und exportieren lassen. Auf die Auswertung des
Schemas hin soll eine Darstellung des Ergebnisses wie im Upload-Tool erscheinen und
der neue Eintrag in das EFGT-Netz ladbar sein. Nach der Integration eines bestimmten
Kandidaten soll dieser in der Benutzeroberfla¨che als bestehendes Konzept sowie dessen
Auswirkungen auf die Funktionalita¨t des thematischen Inhaltverzeichnisses (Anpassung
des Rankings, semantisches Highlighting, usw.) im Browser-Editor erkennbar sein.
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Durch den Einsatz der Templatesprache werden im Browser-Editor beide anvisierten
Fa¨lle, na¨mlich sowohl der der Akquisition von Bezeichnern zur Erweiterung der linguisti-
schen Repra¨sentation bestehender Konzepte als auch der der Akquisition von Konzepten
zur Kodierung eines beobachteten Kandidaten einheitlich behandelt.
Der in Abb. 5.1 als Reiter Speicher dargestellte Relationenspeicher soll intern einem
Upload-File im Format “typisierte Felder” entsprechen, das man wa¨hrend des Sto¨berns
im Archiv mit Daten auffu¨llt. Die einzelnen Zeilen der Datei sollen dabei mit demselben
graphischen Mechanismus wie die Input-Zeile im Editor aufgebaut werden. Mittels eines
Knopfes soll sich der Inhalt des Speichers als Upload-File exportieren und separat abspei-
chern lassen. Das exportierte File kann dann im Upload-Tool eingesetzt werden oder zur
weiteren Vervollsta¨ndigung in die Wissensakquisitionsphase geschickt werden.
Mo¨gliche Erweiterungen und offene Fragen
Auf der Grundlage der hier vorgestellten Spezifikation fu¨r die Benutzeroberfla¨che sind
verschiedene Weiterentwicklungen des Browser-Editors denkbar. So la¨sst sich im Prinzip
der allgemein einsetzbare Konzepteditor durch eine Reihe spezieller Formulare ersetzen, die
intern mit unterschiedlichen Templates korrespondieren und verschiedene Fa¨lle abdecken,
wie der Erweiterung der linguistischen Repra¨sentation eines bestehenden Konzepts oder
der Kodierung eines gefundenen Kandidaten. Denkbar ist es auch, auf a¨hnliche Weise ein
spezielles Formular zu entwickeln, mit dem naive Benutzer ohne Kenntnis der ID-String-
Sprache Eintra¨ge im EFGT-Netz durchfu¨hren ko¨nnten. Der Browser-Editor ließe sich dann
als ontologiebasierte Anwendung betrachten, in der sich Endnutzer an der Entwicklung der
Ontologie aktiv beteiligen ko¨nnen.
In der bisherigen Spezifikation wird der Zugang auf die textuellen Kandidatenvorkom-
men sowohl u¨ber das thematische Inhalts- als auch u¨ber das Kandidatenverzeichnis und
die Konkordanzfunktion ermo¨glicht. Dementsprechend ergeben sich im Prinzip verschiede-
ne Kombinationsmo¨glichkeiten fu¨r die mit beiden Zugangsarten verbundene Funktionalita¨t:
Soll das Highlighting des Konkordanzpaares mit dem semantischen Highlighting kombinier-
bar sein? Macht es Sinn, Konkordanzen fu¨r den aktuellen Knoten in der Konzeptumgebung
anzuzeigen, bzw. ein Zusammenspiel zwischen der Konkordanzfunktion und dem Navigie-
ren im Netz zu implementieren?, usw.. Die Frage der Nu¨tzlichkeit dieser Kombinationen
wird hier offen gelassen, da sie sich nur mit entsprechenden Tests in der Praxis angemessen
beantworten la¨sst.
5.3.2 Erkennung von Kandidaten wa¨hrend der Indexierung
Wie in Abschnitt 5.2.3 erla¨utert, existieren eine Reihe von computerlinguistischen Verfah-
ren zur Erkennung sprachlicher Ausdru¨cke wie benannte Entita¨ten oder terminologische
Ausdru¨cke, die sich als Verweise auf Konzepte einer Ontologie verstehen lassen. Eine Ein-
grenzung der Methoden, die wa¨hrend der Aufbereitung der Dokumentensammlung fu¨r
den Browser-Editor hierfu¨r in Frage kommen, erfolgt anhand praktischer und technischer
5.3 Eine Konzeption fu¨r die Funktionalita¨t des Browser-Editors 146
Gru¨nde. Ein wesentlicher Faktor hierbei ist die Tatsache, dass das Aufbereitungsverfahren
auf dem Indexierungsprogramm des Archivbrowsers (s. Kap 4, S. 122 ff) aufbauen soll.
Das Kernstu¨ck des Indexierungsprogramms ist der Indexierer (s. S. 124), der sich bei
der Erkennung der linguistischen Repra¨sentation der Konzepte im EFGT-Netz auf den
sogenannten Transduktor verla¨sst (s. S. 125). Aufgrund der Implementierung des Indexie-
rungsprogramms sind externe Erkennungsprogramme einzubinden, die wie der Transduk-
tor die erkannten sprachlichen Ausdru¨cke direkt in dem betreffenden Dokument markiert.
Damit kann auch das Proxy weiterhin auf dem ausgezeichneten Dokument aufbauen, um
die Dokumentdarstellung fu¨r den Webbrowser zu generieren (s. S. 121). Die eingesetz-
ten Verfahren sollen daru¨ber hinaus eine a¨hnliche Performanz wie die des Transduktors
gewa¨hrleisten. In der Praxis bedeutet dies eine Einschra¨nkung auf Verfahren, die wie der
eingesetzte Transduktor auf finite state-Methoden3 aufbauen.
Aus den benannten Gru¨nden kommen fu¨r eine erste Implementierung des Browser-
Editors Verfahren zur Erkennung von Konzeptkandidaten in Betracht, die endliche Zu-
standsautomaten einsetzen und die erkannte Kandidaten im Text auszeichnen. Folgende
Zusammenstellung zeigt eine mo¨gliche Auswahl:
• Transduktoren zur Erkennung von Kandidaten aus einer vorhandenen Liste. Ist eine
Liste von Kandidaten vorhanden, nach denen spezifisch in der Dokumentsammlung
gesucht werden soll, la¨sst sich mit dem vorhandenen Kompilierungsprogramm (s. S.
124) ein entsprechender Transduktor aufbauen. Die vorhandene Liste spielt hierbei
die Rolle des Lexikons.
• Automatenbasierte Teilstringsuche. Fu¨r die Erkennung bestimmter Kandidatenarten
ist eine Teilstringsuche manchmal nu¨tzlich, z.B. im Deutschen als rudimenta¨re Vorge-
hensweise zur Identifikation von Komposita, die den gesuchten Teilstring als Stamm
haben.
• Regula¨re Ausdru¨cke lassen sich zu einem Automaten kompilieren und anschließend
im Rahmen eines Transduktors einsetzen, der die entsprechenden sprachlichen Muster
als Kandidat im Dokument auszeichnet.
• Lokale Grammatiken (LGs; vgl. Paumier, 2003; Gross, 1997) sind bei der lexikonba-
sierten Erkennung benannter Entita¨ten besonders leistungsfa¨hig. LGs lassen sich mit
Hilfe des Programms Unitex (vgl. Paumier, 2004) definieren und zu einem Trans-
duktor kompilieren. Sie lassen eine hohe syntaktische Variabilita¨t der gesuchten Aus-
dru¨cke zu, wodurch sie der vielfa¨ltigen Erscheinungsformen von Personen-, Firmenna-
men, Rollenbezeichnern, usw. in Texten gerecht werden und dadurch klar im Vorteil
gegenu¨ber einer normalen Stringsuche sind.
Eine Konfigurationsdatei soll dem Benutzer ermo¨glichen, verschiedene der oben genann-
ten, externen Erkennungsverfahren auszuwa¨hlen und im Indexierungsprogramm einzubin-
den.
3Ein U¨berblick u¨ber finite state-Methoden oder auch endliche Zustandsautomaten bietet Mohri (vgl.
Mohri, 1997). Eine umfassende Literaturliste findet sich bei XEROX (vgl. XEROX, 2009).
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5.3.3 Eine Architektur fu¨r den Browser-Editor und Umsetzung
der Implementierung
Bei einer Implementierung des Browser-Editors ist es sinnvoll, von der Architektur des
thematischen Archivbrowsers auszugehen, da dessen Funktionalita¨t in die neue Anwendung
integriert werden soll. In diesem Abschnitt werden die Erweiterungen und A¨nderungen
beschrieben, die an dieser Architektur no¨tig sind, um den spezifizierten Funktionsumfang
im Browser-Editor anzubieten. Mit dieser Beschreibung wird die Realisierbarkeit der bisher
entwickelten Spezifikation aus einer technischen Perspektive untersucht.
Mit der Architektur des thematischen Archivbrowsers als Grundlage (s. Kap. 4, S.
121) ergibt sich fu¨r den Browser-Editor ebenfalls eine Model-View-Controller-Architektur
(vgl. S. 84). An dieser Stelle wird ein kurzer U¨berblick u¨ber die notwendigen A¨nderungen
gegeben, auf die die nachfolgenden Abschnitte na¨her eingehen.
Das Modell, das im Archivbrowser in der EFGT-Netz-Datenbank verwaltet wird und
im wesentlichen das Netz, die Dokumentsammlung und das thematische Inhaltsverzeichnis
umfasst, muss entsprechend der Funktionalita¨t des Browser-Editors erweitert werden, um
zusa¨tzlich Kandidaten, Stoppwo¨rter sowie Konkordanzdaten verwalten zu ko¨nnen (s.u.,
Abschnitt Erweiterung der Datenbank). Daru¨ber hinaus ist das urspru¨nglich beim Archiv-
browser eingesetzte Indexierungsprogramm anzupassen, damit ausgehend von der gegebe-
nen Dokumentensammlung der Aufbau des erweiterten Modells und die Erkennung der
Kandidaten mit Hilfe der vorgeschlagenen Verfahren stattfinden kann (s.u., Anpassung des
Indexierungsverfahrens). Da der Benutzer des Browser-Editors durch die Defintion neuer
Kandidaten und Stoppwo¨rter und durch die Integration neuer Konzepte A¨nderungen am
zugrundeliegenden Modell vornehmen kann, muss ein entsprechender Mechanismus im-
plementiert werden, um die A¨nderungen an das thematische Inhaltsverzeichnis und an die
Konkordanzdaten weiterzugeben. Diese interne Logik des Systems wird im Abschnitt Inkre-
mentelles Indexieren (s.u.) beschrieben. Die Umsetzung des Clients mit dem spezifizierten
Funktionsumfang fu¨r den View kann weitgehend auf der Grundlage von HMTL und Java-
script sowie durch den asychronen Austausch von Daten mit dem Server realisiert werden
(s.u., Abschnitt Umsetzung der Benutzeroberfla¨che). Serverseitig macht dies die Bereitstel-
lung entsprechender Dienste notwendig, die im Abschnitt Serverseitige Komponenten (s.u.)
beschrieben sind.
Erweiterung der Datenbank
Konzeptkandidaten und Stoppwo¨rter sind in der EFGT-Netz-Datenbank persistent zu spei-
chern, da sie sich u¨ber die Dauer einer Sitzung mit dem Browser-Editor hinaus auf ein
spezifisches EFGT-Netz sowie auf eine spezifische Dokumentsammlung beziehen. Hierfu¨r
sind zusa¨tzliche Tabellen erforderlich, wie:
• eine Tabelle mit den Namen candidates, die die sprachliche Repra¨sentation der ein-
zelnen Kandidaten erfasst und ihnen eine eindeutige Identifikationsnummer und einen
Typen zuweist, mit dem interaktiv definierte von automatisch erkannten Kandidaten
unterschieden werden. Sie dient als Grundlage fu¨r die Erzeugung eines Lexikons fu¨r
5.3 Eine Konzeption fu¨r die Funktionalita¨t des Browser-Editors 148
Abbildung 5.3: Eine Architektur fu¨r den Browser-Editor. Grau unterlegte Bereiche auf der
Clientdarstellung kommunizieren asynchron mit dem Server; die entsprechenden Dienste
sind im Server die Komponenten mit abgerundeten Ecken. Diese Architektur baut auf der
des thematischen Archivbrowsers auf (vgl. Abb. 4.11, S. 121).
das inkrementelle Indexieren (s.u.). Zusa¨tzlich dient die Tabelle c occurrences, die
dieselben Felder wie occurrences (vgl. S. 126) hat, dazu, die Vorkommen und die
Frequenz der Kandidaten in den einzelnen Dokumenten zu speichern.
• entsprechende Tabellen, etwa stopwords und sw occurrences, werden zur Verwal-
tung von Stoppwo¨rtern eingesetzt. In diesem Fall ist die Speicherung von Frequenz-
angaben nicht no¨tig, da im spezifizierten Funktionsumfang der Benutzeroberfla¨che
keine Statistiken u¨ber Stoppwo¨rter genutzt werden.
Weiterhin werden die Tabellen gebraucht, die im Archivbrowser das thematische In-
haltsverzeichnis bilden (s. S. 126). Die Berechnung von Konkordanzen la¨sst sich somit durch
einen Join der Tabellen c occurrences und occurrences durchfu¨hren. Dokumentenlisten
zu Konkordanzpaaren und spezifischen Kandidaten lassen sich ebenfalls an c occurrences
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ablesen.
Eine entsprechende Erweiterung des XNet-Interfaces ist fu¨r den Zugriff auf die neuen
Tabellen im Server no¨tig.
Anpassung des Indexierungsverfahrens
Das Indexierungsprogramm muss angepasst werden, um die spezifizierten Verfahren zur
Erkennung von Kandidaten (vgl. Abschnitt 5.3.2, S. 145) einzubinden und die entspre-
chenden Tabellen aufzubauen.
Von dieser Anpassung ist hauptsa¨chlich der Indexierer (vgl. S. 124 sowie Abb. 4.12,
S. 123) betroffen, der sich konfigurieren lassen muss, um die entsprechenden endlichen
Zustandsautomaten zur Kandidatenerkennung einzubinden. Neben dem schon beim Ar-
chivbrowser vorhandenen Transduktor zur Erkennung der EFGT-Konzepte mu¨ssen im In-
dexierer zwei spezielle Transduktoren vorhanden sein, die jeweils fu¨r die Erkennung der
vom Benutzer interaktiv definierten Kandidaten und fu¨r die Erkennung der Stoppwo¨rter
zusta¨ndig sind. Diese Transduktoren lassen sich mit demselben vorhandenen Programm
(s. S. 124) erzeugen, mit dem der Konzepttransduktor aufgebaut wird. Bei der initialen
Indexierung verwenden diese Transduktoren jeweils ein leeres Lexikon, das im Laufe der
Interaktion mit den Benutzern aktualisiert und beim inkrementellen Indexieren (s.u.) ein-
gesetzt wird. Abb. 5.4 zeigt eine schematische Darstellung des modifizierten Indexierers
und der darin enthaltenen Komponenten.
Das beim Archivbrowser bereits verfolgte Prinzip (s. S. 121) soll in diesem Fall auch
beibehalten werden, sodass Indexierungsprogramm und Proxy auf demselben Indexierer
aufbauen, um die Dokumentdarstellung konsistent mit dem Index zu halten. Aus diesem
Grund muss der Indexierer sowohl bei der initialen als auch bei der inkrementellen Inde-
xierung stets dieselben Erkennungskomponenten einbinden.
Die mit dem modifizierten Indexierer erkannten Kandidaten mu¨ssen zusa¨tzlich in den
Dokumentprofilen (s. S. 122 ff) ausgegeben werden, um sie dann in der Datenbank in
die Tabelle candidates und deren Vorkommen in c occurrences einspielen zu ko¨nnen.
Dies macht eine kleinere Anpassung des Indexierungsprogramms bei der Durchfu¨hrung des
fu¨nften Schrittes no¨tig (vgl. Abb. 4.12, S 123).
Inkrementelles Indexieren
Die vom Benutzer interaktiv definierten Konzeptkandidaten und Stoppwo¨rter beziehen sich
nicht nur auf das Dokument, auf dem sie markiert wurden, sondern gelten fu¨r die gesamte
Dokumentsammlung. Dementsprechend sind sie in den anderen Dokumenten ebenfalls dar-
zustellen und in die Kandidatenliste und die Konkordanz aufzunehmen. A¨hnlich mu¨ssen
die A¨nderungen, die sich aus der interaktiven Integration von Konzepten im EFGT-Netz
ergeben, an das thematische Inhaltsverzeichnis weitergegeben und bei der Dokumentdar-
stellung kenntlich gemacht werden.
Das inkrementelle Indexieren dient dazu, das Modell konsistent zu halten, wenn der Be-
nutzer neue Elemente interaktiv definiert. Damit werden die entsprechenden A¨nderungen
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Abbildung 5.4: Interner Aufbau des Indexierers
an den Vorkommentabellen in der Datenbank vorgenommen. Die Implementierung des
inkrementellen Indexierens erfolgt als zusa¨tzlicher Ausfu¨hrungsmodus des angepassten In-
dexierungsprogramms. In diesem Modus werden zuna¨chst die Transduktoren aktualisiert,
die vom Indexierer eingesetzt werden, um die vom Benutzer definierten Kandidaten und
Stoppwo¨rter in der gesamten Dokumentsammlung zu erkennen. Hierfu¨r werden die zugrun-
deliegenden Automaten aus den Lexika der Tabelle stopwords bzw. candidates kompi-
liert. Wurden zudem in der Zwischenzeit dem EFGT-Netz neue Konzepte hinzugefu¨gt, so
muss ebenfalls der entsprechende Transduktor mit dem Konzeptlexikon aktualisiert werden.
Beim inkrementellen Indexieren soll das Indexierungsprogramm in den Dokumentenprofi-
len nur die neuen erkannten Konzepte und Kandidaten ausgeben – daher inkrementell –,
die dann der bestehenden Datenbank hinzugefu¨gt werden. Der Rest des Indexierungsver-
fahrens erfolgt wie gewohnt.
Der zeitliche Aufwand fu¨r das inkrementelle Indexieren der gesamten Dokumentsamm-
lung la¨sst sich mit dem Aufwand fu¨r die normale Indexierung abscha¨tzen. Der maßgebliche
Zeitfaktor hierbei sind die u¨ber den XNet-Interface abgewickelten, dokumentbezogenen Da-
tenbanktransaktionen. In der aktuellen Implementierung muss man von durchschnittlich
einer Sekunde pro Dokument ausgehen. Dies wirft bei gro¨ßeren Dokumentsammlungen die
Frage auf, ob es sinnvoll ist, bei jeder A¨nderung des Modells das inkrementelle Indexieren
anzustoßen. Eine Alternative wa¨re, dies in regelma¨ßigen Absta¨nden durchzufu¨hren und bei
jeder A¨nderung nur die Transduktorenlexika zu aktualisieren. Da das Proxy ebenfalls auf
den Indexierer zugreift, ko¨nnten dadurch die A¨nderungen zumindest in der Darstellung der
Dokumente sofort an den Benutzer weitergegeben werden. Diese Kopplung der internen In-
dexierung an den Zustand der Oberfla¨che ist in einem kollaborativen Szenario besonders
relevant, da damit ein Ontologieentwickler verfolgen kann, was ein anderer mit Hilfe des
Browser-Editors in derselben Dokumentensammlung bearbeitet.
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Abbildung 5.5: Vorga¨nge beim inkrementellen Indexieren. Im Server sind nur die beteiligten
Komponenten dargestellt.
Umsetzung der Benutzeroberfla¨che
Fu¨r den Aufbau des View im Client ist das JSP-Skript, das beim Archivbrowser die Rolle
des Controllers u¨bernommen hat, so zu erga¨nzen, dass neben dem thematischen Inhaltsver-
zeichnis die unteren Bereiche in Abb. 5.1 dargestellt werden. Die spezifische Funktionalita¨t
des Browser-Editors baut auf asynchronen Anfragen an entsprechende Dienste im Server
auf (AJAX). Dies gilt sowohl fu¨r den Konzepteditor, bei dem sich auf das Upload-Tool
zuru¨ckgreifen la¨sst, als auch fu¨r die Kandidatenliste und die Konkordanzfunktion, die ent-
sprechende Abfragen der (erweiterten) EFGT-Netz-Datenbank darstellen.
Die Implementierung des grundlegenden Funktionsprinzips der Oberfla¨che, nach dem
sich Konzepte und Kandidaten mit der Maus kopieren und ziehen lassen, kann mit Hilfe
einer der verschiedenen o¨ffentlich verfu¨gbaren Javascript (JS)-Bibliotheken durchgefu¨hrt
werden, die einen Drag-and-Drop Mechanismus bereitstellen4. Die interaktive Markierung
4Das bekannteste Beispiel hiervon ist script.aculo.us (vgl. Fuchs, 2008). Ein U¨berblick u¨ber verschiedene
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von Textpassagen als Kandidaten bzw. Stoppwo¨rter erfordert zusa¨tzlich die Implementie-
rung mittels JS des angedachten Kontextmenus sowie der graphischen Auszeichnung des
markierten Bereichs. Im Server muss ein entsprechender Dienst verfu¨gbar sein, der die in
der Textpassage enthaltenen Wo¨rter entgegenimmt und in der Datenbank ablegt. Dieser
Dienst ist außerdem dafu¨r zusta¨ndig, die Suche nach weiteren Vorkommen des ha¨ndisch
definierten Kandidaten im Rest der Dokumentensammlung anzustoßen (inkrementelles In-
dexieren).
Der Mechanismus, mit dem die Eingabezeile im Konzepteditor und die durch den Rela-
tionenspeicher dargestellte Datei graphisch editiert werden ko¨nnen, ist ebenfalls clientseitig
auf der Grundlage von HTML, JS und CSS zu implementieren.
Da die meisten Operationen durch AJAX-basierte Funktionen implementiert werden,
la¨sst sich in den meisten Fa¨llen ein Wiederaufbau der Clientdarstellung im Webbrowser
vermeiden. In der Situation jedoch, in der ein Kandidat mit Hilfe des Konzepteditors dem
EFGT-Netz hinzugefu¨gt wurde, muss eine A¨nderung an mehrere, aktuell angezeigte Ele-
mente der Oberfla¨che – etwa die Liste der Kandidaten, ein dargestelltes Dokument, usw. –
weitergegeben werden. In diesem und a¨hnlichen Fa¨llen soll der Einfachheit halber die Cli-
entdarstellung neu aufgebaut werden, um den serverseitigen Zustand der Anwendung an die
Oberfla¨che weiterzugeben. Das Festhalten des Oberfla¨chenzustands vor der Aktualisierung
kann durch entsprechende Cookies im Webbrowser realisiert werden. Eine Einschra¨nkung
der Benutzbarkeit der Oberfla¨che durch den punktuellen Neuaufbau der Darstellung ist
nicht zu erwarten.
Serverseitige Komponenten
Als Gegenpart der AJAX-basierten Funktionen auf der Benutzeroberfla¨che mu¨ssen server-
seitig eine Reihe von Diensten vorhanden sein, wobei manche u¨bernommen werden ko¨nnen:
• Das Upload-Tool als Implementierung des Konzepteditors: Da das Upload-Tool selbst
auf einer AJAX-Infrastruktur aufbaut (s. Kap 3, S. 84 ff), ko¨nnen die meisten
seiner serverseitigen Komponenten ohne gro¨ßere Modifikationen u¨bernommen wer-
den. Durch den vergleichsweise eingeschra¨nkten Funktionsumfang des Konzeptedi-
tors stellt dieser Dienst eine Vereinfachung des Upload-Tools dar. Dieser Dienst
muss jedoch zusa¨tzliche Aufgaben u¨bernehmen: Nach der Integration eines Konzep-
tes ins EFGT-Netz muss der urspru¨ngliche Kandidat aus der entsprechenden Tabelle
gelo¨scht werden; die Aktualisierung des Konzeptlexikons und ggf. das inkrementelle
Indexieren mu¨ssen angestoßen werden.
• Der Abfragedienst fu¨r die Trefferlisten des thematischen Inhaltsverzeichnisses kann
vom thematischen Archivbrowser u¨bernommen werden.
• Die Autovervollsta¨ndigungsfunktion fu¨r das Suchfeld des Archivbrowsers la¨sst sich
ebenso u¨bernehmen. Diese Funktion kann zusa¨tzlich fu¨r den Auswahlmechanismus
Alternativen findet sich bei ajaxPatterns.org (vgl. Mahemoff, 2008).
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(s. S. 144) eingesetzt werden, der im Konzepteditor und im Relationenspeicher zur
Definition von Werten in typisierten Felder dient.
• Dienste zur Abfrage der Kandidatenliste und der Konkordanzfunktion sowie der zu-
geho¨rigen Dokumentlisten sind auf der Grundlage des XNet-Interfaces neu zu imple-
mentieren.
• Ein Dienst zur Verarbeitung von ha¨ndisch markierten Textbereichen muss eben-
falls neu implementiert werden. Dieser Dienst ist dafu¨r zusta¨ndig, die empfange-
nen Textbereiche gema¨ß ihres Typen (Stoppwort bzw. Kandidat) in der Daten-
bank abzulegen, die Aktualisierung der entsprechenden Lexika anzustoßen sowie
ggf. das inkrementelle Indexieren zu starten. Kandidaten werden ohne weitere Mo-
difikation in der candidates-Tabelle gespeichert. Dagegen werden Passagen mit
Stoppwo¨rtern zuna¨chst in Einzelwo¨rter zerlegt, um nur die noch nicht erfassten der
Tabelle stopwords hinzuzufu¨gen.
• Der Dienst zur Darstellung der Dokumente und Konzepttreffer, d.h. die Proxy-
Komponente des Archivbrowsers, muss dahingehend erweitert werden, dass die vom
neuen Indexierer erkannten Stoppwo¨rter und Kandidaten dargestellt werden.
Der Zugriff dieser Dienste auf die erweiterte EFGT-Netz-Datenbank erfolgt u¨ber das
XNet-Interface.
5.4 Schlussfolgerungen
Der in diesem Kapitel vorgestellte Browser-Editor zielt darauf ab, die Mo¨glichkeiten, die der
Archivbrowser zur Navigation in einer Dokumentensammlung bietet, fu¨r die Akquisition
neuer Konzepte zu nutzen. Der Bezug, der beim Archivbrowser im thematischen Inhalts-
verzeichnis zwischen EFGT-Netz und Dokumenten entsteht, ermo¨glicht – so die These –
die thematische Einordnung der wa¨hrend der Navigation beobachteten, signifikativen Text-
bausteine. Mit der im Browser-Editor eingebauten Editierfunktion soll eine textbasierte,
“navigierende” Integration neuer Konzepte in das EFGT-Netz in einer einzigen Anwen-
dung ermo¨glicht werden. Dabei la¨sst sich das Finden signifikativer Textbausteine, die auf
ein neues Konzept hinweisen, durch die Einbindung anerkannter Erkennungsverfahren un-
terstu¨tzen und effizient gestalten.
Mit einem als Browser-Editor ausgebauten Archivbrowser ko¨nnen in einer Methodologie
zum Aufbau von EFGT-Netzen Texte als Quelle fu¨r die Population und Vervollsta¨ndigung
der Ontologie genutzt werden. Dies wird insbesondere als Beitrag zur Maintenance auf-
gefasst, da in vielen Bereichen Texte als Quelle von Aktualita¨t dienen. Fu¨r das CoGE-
Netz bedeutet dies beispielsweise, dessen Qualita¨t langfristig zu sichern, indem regelma¨ßig
Sammlungen aktueller Texte zusammengestellt und anschließend im Browser-Editor ein-
gesetzt werden, um das Netz zu pflegen. Einzelne im CoGE-Netz erfasste Wissensbereiche
lassen sich mit Hilfe entsprechender, spezialisierter Korpora ausbauen und verfeinern.
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Im Lebenszyklus eines EFGT-Netzes la¨sst sich der Browser-Editor als komplementa¨re
Maßnahme zum Upload-Tool auffassen: Die mit dem Upload-Tool integrierten Entita¨ten
aus semistrukturierten Daten dienen als thematische Verankerung fu¨r Texte, die im Browser-
Editor zusa¨tzliche Kandidaten liefern.
Inwieweit der Browser-Editor fu¨r die angesprochenen Ziele nu¨tzlich ist, wird sich erst
durch seine tatsa¨chliche Verwendung zeigen. Ein kritischer Aspekt ist die Akquisition von
Relationen, die als Grundlage fu¨r die Kodierung der neu gewonnenen Kandidaten dienen.
Ob die Konkordanzfunktion oder die gezielte Sichtung von Kontexten ausreicht, um diese
Relationen effizient zu gewinnen, la¨sst sich ohne praktische Tests schwer voraussagen. Selbst
wenn diese Art der Wissensakquisition nicht im gewu¨nschten Ausmaß gelingt, ist davon
auszugehen, dass die Erfassung signifikativer Textbausteine und zumindest die thematische
Einordnung der Kandidaten im Browser-Editor durchgefu¨hrt werden kann.
Auch wenn der Browser-Editor zuna¨chst als Konzeption vorgestellt wurde, belegt die
detaillierte Beschreibung der no¨tigen Schritte fu¨r die Implementierung dessen technische
Machbarkeit. Dies wird dadurch untermauert, dass dabei auf bereits existierende oder
im Rahmen dieser Arbeit umgesetzte entwickelte technische Infrastruktur zuru¨ckgegriffen
wird, vor allem auf den Archivbrowser und das Upload-Tool.
Auch wenn im Browser-Editor sich verschiedene Erkennungsverfahren auswa¨hlen und
einsetzen lassen, ist mit der hier entworfenen Konzeption nicht die Bereitstellung einer all-
gemeinen Toolbox intendiert, mit der sich wie bei GATE (vgl. Bontcheva et al., 2004) oder
UIMA (vgl. IBM, 2007) nach Bedarf verschiedene Methoden der Textanalyse kombinieren
lassen. Vielmehr wird verfolgt, die spezifischen Vorteile des thematischen Archivbrowsers
fu¨r die Konzeptakquisition auszunutzen. Es bedeutet nicht, dass der Browser-Editor sich
weiter ausbauen la¨sst, bspw. um tiefgreifendere Methoden zur linguistischen Akquisition
von Kandidaten und Varianten zu beru¨cksichtigen oder in Hinsicht auf Gewinnung von
Relationen mit statistischen Mitteln. Daru¨ber hinaus ist denkbar, im Browser-Editor auf
zusa¨tzliche Anforderungen wie die Behandlung von Ambiguita¨ten einzugehen, bei denen
ein Bezug auf einen Korpus nu¨tzlich ist.
Ist der Browser-Editor einmal implementiert, ko¨nnen die damit gesammelten Erfah-
rungen dazu dienen, ihn zu einer Anwendung zum kollaborativen Ontologieaufbau durch
nicht spezialisierte Benutzer weiterzuentwickeln. Hierfu¨r ist vor allem eine Vereinfachung




Allgemeines Ziel der vorliegenden Arbeit war, die beim Aufbau von EFGT-Netzen verfolg-
te Methodologie technisch zu unterstu¨tzen und somit dazu beizutragen, den Lebenszyklus
eines EFGT-Netzes effizienter zu gestalten. Fu¨r die Definition konkreter technischer Ziele
wurden in Kap. 2 zuna¨chst die in der Praxis verfolgte Vorgehensweise und die urspru¨nglich
vorhandene technische Infrastruktur na¨her in Augenschein genommen. Als Erga¨nzung der
Infrastruktur wurden in den darauffolgenden Kapiteln das Upload-Tool, der thematische
Archivbrowser und der Browser-Editor ausgearbeitet. Die ersten beiden Systeme wurden
tatsa¨chlich implementiert; die Machbarkeit des Browser-Editors wurde durch die genaue
Beschreibung der no¨tigen, auf tatsa¨chlich vorhandener Infrastruktur aufbauenden Imple-
mentierungsschritte belegt.
Die Bedeutung der ausgearbeiteten Maßnahmen fu¨r den Lebenszyklus eines EFGT-
Netzes wird in der schematischen Darstellung in Abb. 6.1 verdeutlicht. Im Vergleich zum
urspru¨nglichen Bild (s. Abb. 2.5, S. 49) ist darin die Rolle des Upload-Tools fu¨r die syste-
matische Entwicklung und Population eines EFGT-Netzes mit Hilfe strukturierter Daten
erkennbar. Damit ist in der Methodologie eine spezifische Unterstu¨tzung fu¨r die effiziente
Integration von beispielsweise großen semantischen Klassen wie Personen, von vielza¨hligen,
miteinander zusammenha¨ngenden Entita¨ten wie geographischen Daten und von Teilhier-
archien gegeben.
Mit dem thematischen Archivbrowser wurde eine innovative Anwendung entwickelt,
die auch unter kommerziellen Aspekten interessante Merkmale aufweist. Zugleich wurde
damit der Relevanz entsprochen, die eine Anwendung als konkreter Testrahmen fu¨r die
Qualita¨tskontrolle und Weiterentwicklung der Ontologie hat – eine Erkenntnis aus der
allgemeinen Analyse verschiedener Methodologien in Kap. 1.
Mit dem Browser-Editor wurden Textdokumente als weitere Quelle fu¨r die Akquisiti-
on neuer Konzepte beru¨cksichtigt. Dadurch la¨sst sich zum einen das EFGT-Netz auf der
Grundlage geeigneter Korpora regelma¨ßig erga¨nzen und aktualisieren (Maintenance). Zum
anderen wird dadurch die Entwicklung einer auf eine spezifische Dokumentensammlung
abgestimmte Ressource unterstu¨tzt (Adaption).
Indem sie verschiedene Datenquellen beru¨cksichtigen und zu verschieden Phasen des
































































zende Maßnahmen. So dienen in einer Art Bootstrapping-Verfahren die mit dem Upload-
Tool hochgeladenen Entita¨ten als Verankerung fu¨r die Texte, mit denen sich im Browser-
Editor die Ontologie weiter verfeinern la¨sst. Die neu aufgenommenen Konzepte erleichtern
dann eine fokussierte Akquisition weiterer Konzepte. Eine gewisse Flexibilita¨t im Einsatz
der entwickelten Programme, die eine Anpassung an unterschiedliche Projektbedingun-
gen ermo¨glichen, ist ebenfalls gegeben. Beispielsweise la¨sst sich der Browser-Editor neben
den angesprochenen Phasen der Maintenance und der Adaption auch in der Phase der
Entwicklung eines Netzes mit Hilfe eines repra¨sentativen Korpus’ einsetzen.
Die Erfahrungen, die in der Praxis bei der Entwicklung des CoGE-Netzes mit dem
Upload-Tool und dem thematischen Archivbrowser gemacht werden konnten, belegen eine
wesentliche Verbesserung der betroffenen Phasen des Lebenszyklus’ eines EFGT-Netzes.
Der systematische Ausbau des CoGE-Netzes ha¨tte ohne das Upload-Tool kaum in dem
beschriebenen Ausmaß erfolgen ko¨nnen. Eine angemessene Abdeckung der geographischen
Achse mit dem beno¨tigten Detailgrad wa¨re nicht ohne ein Hilfsmittel zur automatischen
Generierung von Eintra¨gen realisierbar gewesen. Die Visualisierung im Upload-Tool zeig-
te sich als geeignetes Mittel, trotz großer Datenmengen eine effiziente U¨berpru¨fung der
generierten Eintra¨ge durchzufu¨hren. Insgesamt konnte die Entwicklung des CoGE-Netzes
fokussierter und effizienter ablaufen, da mit dem thematischen Archivbrowser eine fu¨r
den angedachten Einsatz von EFGT-Netzen repra¨sentative Anwendung zur Verfu¨gung
stand. Aufgrund des Bezugs auf eine Dokumentsammlung hin ermo¨glichte dies, Lu¨cken
in der Abdeckung einzelner Wissensbereiche oder Probleme in der Modellierung zu ent-
decken. Dadurch konnte parallel zur Entwicklung eine regelma¨ßige Qualita¨tskontrolle des
CoGE-Netzes stattfinden. Die Bedeutung des thematischen Archivbrowsers als einleitende
Maßnahme zur Adaption des CoGE-Netzes an eine spezifische Dokumentsammlung wurde
durch die Durchfu¨hrung eines exemplarischen Projekts gezeigt.
Ein Resultat der Betrachtung unterschiedlicher Methodologien und Gestaltungsmo¨glich-
keiten fu¨r den Ontologielebenszyklus in Kap. 1 war die Beobachtung, dass sich eine Verbes-
serung des gesamten Entwicklungsablaufs mehr durch die technische Unterstu¨tzung leicht
operationalisierbarer, jedoch wichtiger Maßnahmen erreichen la¨sst als durch die Entwick-
lung zwar fu¨r sich genommen sehr effizienter, aber komplexer und schwer beherrschbarer
Methoden fu¨r einzelne Aktivita¨ten. In dieser Hinsicht wurde mit der entwickelten Templa-
tesprache ein prinzipieller Mechanismus zugrunde gelegt, der fu¨r verschiedene Zwecke An-
wendung findet, so zur Automatisierung der Integration einzelner Datenquellen, als interne
Repra¨sentationssprache eines graphischen Eintragseditors oder zur Definition spezifischer
Formulare.
Wie am Beispiel des Browser-Editors deutlich zu erkennen ist, lassen sich grundsa¨tzlich
die bisher entwickelten Komponenten je nach Anwendungsszenario unterschiedlich mitein-
ander kombinieren. Somit ergibt sie eine Art Toolbox, mit der sich flexibel auf Anforde-
rungen unterschiedlicher Projektbedingungen eingehen la¨sst. Um dies zur vollen Geltung
zu bringen ist eine weitere Modularisierung der bisher bereitgestellten Komponenten no¨tig,
z.B. indem sie als Web-Services angeboten werden. Der Aufwand, die jetzige Implemen-
tierung in eine solche Form zu u¨berfu¨hren, ist als relativ gering einzuscha¨tzen, da in der
auf dem AJAX-Muster aufbauenden vorhandenen Architektur die meisten Komponenten
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ohnehin bereits als Dienst umgesetzt wurden. Dass die unterschiedlichen Komponenten
nicht von vornherein als unabha¨ngige Module entworfen wurden, liegt an der Ausrichtung
dieser Arbeit, die stark von der Betrachtung der Anforderungen abha¨ngt, die sich in der
Praxis beim Aufbau von EFGT-Netzen stellen, und weniger vom Ziel der Entwicklung einer
generischen Systemarchitektur fu¨r das Ontology Engineering.
Mit den vorgestellten Maßnahmen sind bei weitem nicht alle Mo¨glichkeiten ausgescho¨pft,
den Lebenszyklus von EFGT-Netzen technisch zu unterstu¨tzen. So ermo¨glichen die vor-
gestellten Programme bisher zwar ein verteiltes Arbeiten, bieten aber keine zusa¨tzliche
spezifische Unterstu¨tzung fu¨r die kollaborative Ontologieentwicklung, etwa bezu¨glich der
Erstellung von Dokumentation oder den Austausch zwischen Ontologieentwicklern. An die-
ser Stelle erscheint ein versta¨rkter Einsatz von Methoden zum version bzw. change manage-
ment angebracht, um unterschiedliche Versionen der Ontologie zu verwalten, A¨nderungen
zuru¨ckzuverfolgen oder parallele A¨nderungsvorschla¨ge zu vergleichen. Es ist denkbar, dass
diese Art von Methoden ebenfalls zur Vereinfachung einer sich wiederholenden Adaption
an unterschiedliche Anwendungen beitragen kann. Sie ließe sich außerdem durch spezifi-
sche Methoden zur Behandlung von Ambiguita¨ten oder zur Anpassung der Struktur des
Netzes unterstu¨tzen. In diesem Zusammenhang wa¨re eine interessante Fragestellung, wie
sich Konzepte oder Relationen, die aus einer anwendungsunabha¨ngigen Perspektive als ei-
nem Wissensbereich zugeho¨rig zu betrachten sind, von denen unterscheiden lassen, die nur
anwendungspezifisch relevant erscheinen. Als Ausgangspunkt hierfu¨r ko¨nnte die Erstellung
repra¨sentativer Korpora zu einzelnen Wissensbereichen dienen; fu¨r die Zusammenstellung
solcher Korpora ist wiederum eine Weiterentwicklung des thematischen Archivbrowsers
denkbar.
Abgesehen von der Optimierung von Entwicklungsabla¨ufen bietet die praktische An-
wendung von EFGT-Netzen ein zusa¨tzliches, weites Beta¨tigungsfeld. Neben den angespro-
chenen Verbesserungen im Bereich semantisches Information Retrieval wie Rankingme-
chanismen fu¨r den thematischen Archivbrowser, konjunktive Anfragen an eine Dokument-
sammlung, thematische Kategorisierungsfunktionen, usw. ko¨nnen darunter sogar neue An-
wendungsfelder wie automatische Zusammenfassung und Textklassifikation fallen.
Auch wenn sich der vielbeschworene ontology bottleneck nicht ga¨nzlich umgehen la¨sst,
sollte an dieser Arbeit ersichtlich geworden sein, dass sich selbst fu¨r linguistische Onto-
logien wie EFGT-Netze eine ganze Reihe sinnvoller Maßnahmen finden lassen, die diesen




Folgende Grammatik fu¨r Schema-Ausdru¨cke bildet die konkrete Syntax fu¨r die abstrakte
Sprache IDStringgen aus Kap. 3, S. 66 ff.
Schema ::= IDStringSchema | IfThenElse
IDStringSchema ::= MarkedLocalIntro | MarkedSum
IfThenElse ::= if Condition then Schema ( else Schema )? endif
MarkedLocalIntro ::= (_{ Varname } Type Component .n)








PointerQuery ::= [ SingleQuery ]
VariableQuerySum ::= &*[ Query ( | Query )* ]
DataFunction ::= ( IDSTR ( SinglePointer ) ) // Interpretiert Belegung
fu¨r SinglePointer als
gu¨ltigen ID-String //
UnmarkedLocalIntro ::= ( Type Component ? (. Index )+ )
UnmarkedSum ::= ( Component ( & Component )+ )
VariableQuerySum ::= &*[ Query ( | Query )* ]
Query ::= SingleQuery | StarQuery
SingleQuery ::= ( SinglePointer | Literal )+





Varname ::= [a-Z][a-Z0-9]+ // Alphanumerischer String, der
mit einem Buchstaben anfa¨ngt //
Literal ::= .+ // Beliebiger String //
StarQuery ::= Literal? StarPointer Literal?
StarPointer ::= #* Varname
Condition ::= SinglePointer (
(Operator Value ) | // Vergleich laut Operator //
( =~ /\S/) // Test auf nicht-leerem String //
) ( && Condition )*
Operator ::= eq | ne // Gleichheit bzw. Verschieden-
heit //
Value ::= " SingleQuery "
Type ::= e | E | F | g | G | t | T
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