We study the variation of the φ-Selmer groups of the elliptic curves y 2 = x 3 − Dx under quartic twists by square-free integers. We obtain a complete description of the distribution of the size of this group when the integer D is constrained to lie in a family for which the relative Tamagawa number of the isogeny φ is fixed.
an abuse of notation by the observation that the dual isogeny φ : E −4D → E D is naturally identified with the isogeny φ : E −4D → E 16D defined above.)
In this note we study the behaviour of the groups Sel φ (E D ) as D varies. In order to do this, we organize the curves E D according to their relative Tamagawa numbers
As was first observed by Cassels, T D may be expressed as a product of local factors, and the integer t D ∈ Z can take on any value. If t ∈ Z ≥0 , then we define a probability distribution (π i (t)) ∞ i=0 on {0, 1, 2, . . . } by the formula
.
If t ∈ Z ≤0 , then we define a probability distribution (π i (t)) ∞ i=−t on {0, 1, 2, . . . } by the formula π i (t) = π i+t (−t) if i + t ≥ 0, and π i (t) = 0 otherwise. (See Table 1 in §3.1 below for some numerical values.) We can now state our first main result. Theorem 1.1 (Theorem 5.6). Let t ∈ Z, and for each X > 0 let S t (X) denote the set of fourth-power free integers D such that t D = t and −X < D < X. Then for each k ≥ 1, the limit
exists, and is equal to π k−1 (t).
The above result is derived from another, which is in a sense more precise. Fix a non-zero integer F , and let S 0 denote the set of primes dividing F , together with the prime 2. 1. The relative Tamagawa number T D = 2 −t D is independent of the choice of D ∈ S F,C (X).
For each integer
exists and is equal to π k−1 (t D ).
The proof of Theorem 1.2 follows similar lines to that of [7, Theorem 3] . We first prove a result (Theorem 4.1) modeled after the main theorem of [12] . Given an integer D = F p 1 . . . p N ∈ S F,C (X), the φ-Selmer group can be represented as the kernel of a (#S 0 + N + t D ) × (#S 0 + N ) matrix A = A D with F 2 -coefficients, whose entries can be written down explicitly in terms of Legendre symbols involving the primes of S 0 ∪ {p 1 , . . . , p N }. Supposing these entries to be independently and uniformly distributed, subject only to the constraints coming from quadratic reciprocity, gives a probability distribution on the quantity dim F2 ker(A). We first show that for each k ≥ 1, the limit exists and is equal to π k−1 (t D ). This is done by showing that, as more rows and columns are added to the matrix A, the quantity dim F2 ker(A) evolves, with high probability, according to a Markov process. As N tends to infinity, the probability of being in any given state converges to the invariant distribution of this Markov process, which is exactly (π i (t D )) ∞ i=0 .
To upgrade this to a result about natural densities, we argue as in [7] . The moments of # Sel φ (E D ) are closely related to the average values taken by Dirichlet characters at product of primes. We first establish the following result concerning these moments. (Here we write m n q for the usual q-binomial coefficient; see Proposition 3.2 below.) It should be noted that as X → ∞, the density of S F,C (X) within S F,C (X), goes to 1. We expect that this result should hold with S F,C (X) replaced by S F,C (X), but are unable to prove this for technical reasons. We can then deduce the statement of Theorem 1.2 above. Taking m = 1 in Theorem 1.3, we obtain:
exists, and is equal to 2. In particular, it does not depend on the choice of F or C.
The consideration of this weighted average is natural from the perspective of the calculations appearing in the work of Bhargava and his collaborators; compare, for example, the proof of [1, Proposition 5.12] . One can interpret the number # Sel φ (E D ) − 2 as the number of 'non-trivial' elements of the φ-Selmer group, the 'trivial' ones being represented by the identity and the image of the 2-torsion point (0, 0) (which is almost always non-zero.)
We now describe the organization of this paper. In §2 below, we recall some basic facts about the arithmetic of the curves E D . In particular, we give the definition of the group Sel φ (E D ), and a formula for the relative Tamagawa number T D as a product of local factors. In §3, we study the basic properties of the distributions (π i (t)) ∞ i=0 , and their interpretation in terms of certain Markov chains. Inspired by the work of Poonen and Rains [10] , we also give a heuristic interpretation of these distributions in terms of linear algebra; in this optic, the quantity dim F2 Sel φ (E D ) is distributed as if the φ-Selmer group (modulo the image of the 2-torsion point (0, 0)) were the kernel of a random homomorphism F
, for some indeterminate s. This model also explains the origins of the Markov chains in the description of the evolution of the φ-Selmer group.
In §4, we prove our first approximation to Theorem 1.2. Finally in §5, we prove Theorem 1.2 and Theorem 1.3, and deduce Theorem 1.1 as a consequence.
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Background
We consider again the curves
now assuming for simplicity that D is a fourth-power free integer. The point (0, 0) ∈ E D (Q) is a 2-torsion point, and generates the kernel of the isogeny φ : E D → E −4D of the introduction. For more information about the objects under consideration here, we refer the reader to [11, Ch. X].
Proposition 2.1.
1.
The curve E D has good reduction at all primes p 2D.
2. Suppose that D = −4 and D is not a square. Then E D (Q) tors is generated by (0, 0).
The φ-Selmer group Sel φ (E D ) is defined as the kernel of the natural map of Galois cohomology groups:
the product running over all places v of Q. The reason for studying this group is the existence of the 'Kummer' exact sequence associated to φ:
Thus there is an injection
, with image contained in the (finite) subgroup
) for the image of the group of local points
The following observation is basic to what follows.
Proposition 2.2.
1. There is a canonical isomorphism of finite group schemes E D [φ] ∼ = µ 2 , and hence for any extension k/Q a canonical identification
3. Suppose that v is the place corresponding to an odd prime p, and let p a be the largest power of p dividing D. Then we have
4. Suppose that v is the place corresponding to the prime 2. Then we have
Proof. The first part is immediate. The rest is contained in [4, §3] .
The variation of the Selmer groups Sel φ (E D ) and Sel φ (E −4D ) is subject to one major constraint. We define the relative Tamagawa number of φ as the quotient
A theorem of Cassels [3] implies that this is a purely local quantity:
) is the subspace of local conditions. Comparing with Proposition 2.2, see that the factor |W D,v |/2 can be non-trivial only if v = ∞, 2, or p, where p ≡ 3 mod 4 and p 2 ||D. We make two further remarks. First, the parity of t D is the same as that of the root number of E D :
For the curves E D , this is a theorem of Birch-Stephens [2] . Second, as long as |D| is not a square, the torsion point (0, 0) has non-trivial image in Sel φ (E D ) and Sel φ (E −4D ). If one further assumes that t D < 0, we obtain the inequality
(This is the reason that the probability distributions of the introduction are supported in
Probabilities
In this section we define and study the probability distributions introduced in §1. We then introduce some related Markov chains, and realize the distributions as the invariant distributions of the Markov chains. Finally, we give an interpretation of all of these objects in terms of linear algebra.
A probability distribution
We begin by recalling some remarkable identities.
Lemma 3.1. We have the following equalities of formal power series:
and
where
Proof. The first of these identities is [6, §64, (1)]. We leave the second as an exercise for the reader.
We fix for this section an integer t. (Later, the parameter t will play the role of the exponent of the relative Tamagawa number T D = 2 −t .) Let us first suppose that t ≥ 0. Let q = 2 and z = 2 t in the above identities. Then equation 3.1 gives
. Define π 0 (t) = β and for each i ≥ 1,
Then ∞ i=0 π i (t) = 1, and this does indeed define a probability distribution. If t ≤ 0, when we define π i (t) = π i+t (−t). Then again (π i (t)) ∞ i=0 defines a probability distribution on N, and we have π i (t) > 0 if and only if i ≥ −t. 
In particular, E(2 X ) exists and is equal to 1 + 2 −t . (Here we write
We conclude using the identity for 0 ≤ n ≤ m:
Review of Markov chains
Since this paper is aimed at number theorists, we briefly discuss some basic concepts from the theory of (discrete time) Markov chains. A good starting reference for the reader unfamiliar with Markov chains is [9] . Let I be a countable set, and let P = (p ij ) i,j∈I be a matrix with non-negative real entries such that for all i ∈ I, the sum j∈I p ij equals 1. Let µ = (µ i ) i∈I be a set of non-negative real numbers such that i∈I µ i = 1. A sequence X 0 , X 1 , X 2 , . . . of random variables valued in I is said to be a Markov chain with initial distribution µ and transition matrix P if it satisfies the following conditions:
• For all n ≥ 0, and i 0 , . . . , i n , j ∈ I we have
We think of a Markov chain as evolving through states i ∈ I in discrete time n = 0, 1, . . . , each step of the evolution depending only on the current state, and not on the path through I taken to reach it. It is often useful to consider varying initial distributions µ, in which case we use symbols like P µ (X n = i) to denote the probability that X n = i, when (X n ) n≥0 is a Markov chain with initial distribution µ and fixed transition matrix P . We will write δ i for the Dirac initial distribution concentrated at a state i ∈ I.
We recall some important facts and definitions from the theory of Markov chains:
• A state i ∈ I is called recurrent if P δi (X n = i infinitely often) = 1. It is called positive recurrent if it is recurrent and the expected return time
• A tuple of real numbers (λ i ) i∈I with λ i ≥ 0, i λ i = 1 is called an invariant distribution of P if the equation λP = P holds. It is said to satisfy the detailed balance equations if for all i, j ∈ I, we have
This implies (but is strictly stronger than) that (λ i ) i∈I is an invariant distribution.
• If the matrix P is irreducible (in the obvious sense; see [9, p. 11]), then a state i is positive recurrent if and only if P admits an invariant distribution, and in this case every state is positive recurrent.
The Markov chains considered in this paper will all be of a particularly simple type, called birth-death chains.
(The biological terminology is apt for anyone who has ever killed a Selmer group.) A birth-death chain is a Markov chain with I = N = {0, 1, 2, . . . } and transition matrix of the form
Thus we think of X n measuring 'population size at time n', and at each step in time, the population either grows by 1 (with probability p i ), shrinks by 1 (with probability q i ), or stays the same (with the complementary probability). By convention, we have p i , q i ≥ 0, and q 0 = 0.
A Markov chain
If t ∈ Z ≥0 , we define a Markov chain (X n (t)) n≥0 with state space N = {0, 1, 2, . . . }, and transition probabilities given by:
If t = −s ∈ Z ≤0 , then we define a Markov chain (X n (t)) n≥0 with state space {s, s + 1, s + 2, . . . }, and transition probabilities given by the same formulae. We observe that in this case X • (t) is a Markov chain of type s + X • (s).
The object of this section is to prove the following result.
2. There exist constants C > 0, 0 < ρ < 1 depending only on t such that
Corollary 3.4. Let µ = (µ m ) m≥0 be an initial probability distribution for (X n (t)) n≥0 which is supported in the range sup(0, −t) ≤ m ≤ α, for some α ≥ 1. Then
where the implied constant depends only on t.
The rest of this section is devoted to the proof of Theorem 3.3. By symmetry, we can assume that t ≥ 0. For simplicity, let us in fact assume that t = 0, since this is the 'least recurrent' Markov chain in the family. We now write π i = π i (0) and X n = X n (0).
satisfies the detailed balance equations π i p ij = π j p ji . The only non-trivial ones are when j = i+1 or j = i−1.
In the first case we must check
In the second case we must check
These equations hold, so we're done. In order to bound the transition probabilities p (n) ij = P δi (X n = j), we use the integral representation developed by Karlin and McGregor [8] . We define inductively a sequence of polynomials
(The quantities p i , q i , r i are as in equation 3.5.) Observe that Q n (1) = 1 for all n ≥ 0. Karlin and McGregor show that there is a Borel probability measure ψ, concentrated in the closed interval [−1, 1], and satisfying the relations for all i, j, n ≥ 0:
It follows from the calculations in [13, § §3.3-3.4 ] that in fact the support of ψ consists of countably many atoms concentrated in the closed interval [−1, 1], with 0 as their only limit point; and that ψ({1}) = π 0 , ψ({−1}) = 0. We conclude that there exists 0 < ρ < 1 such that the support of ψ is contained in [−ρ, ρ]∪{1}, and hence that
by the Cauchy-Schwarz inequality and (3.6). Using the explicit expression (3.3) for the π i , we obtain
This completes the proof of the theorem.
Interpretation in terms of linear algebra
Let D be a fourth-power free integer, and let S denote the set of places of Q dividing D, together with 2 and ∞. The group Sel φ (E D ) is, by definition, the kernel of the natural map
2 is the subgroup of elements which are unramified outside S, , for some s ≥ 0. Given the theorems of the introduction, we can rephrase this by asking if the distributions (π i (t))
admit such an interpretation. We now show that this is indeed the case. By symmetry, we can assume that t ≥ 0. Given an integer n ≥ 1, let Ω(n) denote the set of (n+t)×n matrices A with F 2 -coefficients. We endow Ω(n) with the uniform probability measure. If k ≥ 0 is an integer, we let p k,n (t) = P Ω (dim F2 ker(A) = k). exists and is equal to π k (t).
, and x ∈ F 2 . Representing a general vector in F m+1 2
as (y, z) with y ∈ F m 2 , z ∈ F 2 , we calculate
for the codimension 1 subspace where the final co-ordinate is 0, we get
if there exists y ∈ F m 2 with A m y = w and t vy = x, and
otherwise. We have
Splitting into cases, we now have the following possibilities for Z m+1 = dim F2 ker(A m+1 ):
We have P Ω (w ∈ im(A m )) = 2 −(k+t) and P Ω (v ∈ ker(A m ) ⊥ ) = 2 −k . It is now easy to see that the sequence Z • satisfies the Markov property, with transition probabilities given by equation 3.5. Proposition 3.5 now follows from the lemma. Indeed, in the notation of §3.3 we have p k,n (t) = P δ0 (X n (t) = k). This quantity tends to π k (t) as n → ∞, by Corollary 3.4.
Markov density
We now come to our first main theorem. We fix a non-zero integer F , and set S 0 = {2, ∞} ∪ {p|F } = {2, ∞, q 1 , . . . , q s }, say. Fix a class C in the group
We write S(C, N ) for the set of integers of the form F p 1 . . . p N , where the p i are distinct prime numbers, coprime to S 0 , and the product p 1 . . . p N is of class C. We will study the φ-Selmer groups Moreover, for any choice of assignment of these values, subject to the constraint that p 1 . . . p N be of class C, there exists D ∈ S(C, N ) realizing them.
2. Let k ≥ 0 be an integer, and let p k (N ) denote the probability that dim F2 Sel φ (E D ) = k, the above Legendre symbols being distributed according to the uniform probability measure. Then lim N →∞ p k (N ) exists and equals π k−1 (t), where (π i (t)) ∞ i=0 is the probability distribution constructed in §3, with parameter t = − log 2 T D . Here T D is the relative Tamagawa number of the isogeny φ : E D → E −4D , which depends only on F and C.
The rest of this section is devoted to the proof of the above theorem. We first note that, replacing F by −4F , we can assume that F > 0. We now write the quantity Sel φ (E D ) in terms of a morphism of F 2 -vector spaces. Let S = S 0 ∪ {p 1 , . . . , p N }, and let
2 and W v = W D,v is the subspace of local conditions. The F 2 -vector space U S = {λ ∈ Q(S, 2) | λ > 0} has a basis consisting of the elements 2, q 1 , . . . , q s , p 1 , . . . p N . We choose for each v ∈ S 0 a basis of the quotient V v /W v . For each i = 1, . . . , N , we take the basis element of V pi /W pi corresponding to a non-square in Z × pi . Lemma 4.2.
1. The space Sel φ (E D ) ⊂ U S may be identified with the kernel of the following (s
. . . 
Here M is an (s + 1 + t) × (s + 1) matrix which depends only on F and C and not on p 1 , . . . , p N , and the b i are column vectors of length s + 1 + t.
2. There exist matrices S, T and a vector v depending only on F and C such that
if p i ≡ 1 mod 4 and
, for any i such that p i ≡ 3 mod 4.
Proof.
1. The given matrix represents the homomorphism U S → X S , where U S and X S are given the above bases.
2. The existence of the matrices S, T and v follows from quadratic reciprocity. For the spanning statement, it is enough to observe that for any p ∈ S 0 \ {∞}, the space V p is spanned by the images of D, p i , and the images of all primes p which are congruent to 1 mod 4.
It is apparent from Lemma 4.2 that, the integer F and class C having been fixed, the quantity dim F2 Sel φ (E D ) depends only on the Legendre symbols
and pi pj . In particular, this proves the first part of Theorem 4.1. We can write this another way as follows: there is a map (taking p 1 < p 2 < · · · < p N ):
We have shown that the map D → dim F2 Sel φ (E D ) factors through this one. We write Ω(N ) for the image of (4.1), which is the pre-image under the composite (where the first map is projection, and the second is diagonal product)
of the image of the class C in the latter group. It now makes sense to endow Ω(N ) with the uniform probability measure and ask for the distribution of the random variable X = dim F2 Sel φ (E D ), viewed as a function Ω(N ) → Z ≥0 . This distribution is given by the quantities p k (N ) described in the second part of Theorem 4.1. 1. Let Y = dim F2 ker A. Then for all k ∈ Z, we have P Ω (X = k) = P Ω (Y = k − 1).
Let S denote the set of functions Ω(N ) → F 2 consisting of the Legendre symbols
Then the elements of S are mutually independent, identically distributed random variables, each taking the value 0 or 1 with equal probability 1/2.
Proof.
1. We show that X = Y + 1. The element D ∈ Sel φ (E D ) gives an element of ker(A 0 ) with last entry non-zero. It suffices, therefore, to show that j ker(A) ⊂ ker(A 0 ), where j :
is the natural inclusion with image consisting of elements with last entry zero. Equivalently, we must show that if u ∈ U S maps to W v for all v ∈ S \ p N , then it also maps to W p N . This follows from the product formula for the Hilbert symbol (here a sum formula, since we write Legendre and Hilbert symbols additively). Indeed, we have
2 of local conditions under the Hilbert symbol, each individual term in the above sum is equal to 0. This gives the result.
2. We must show the independence of the quantities (1 ≤ i ≤ n):
This follows as
is independent of all other Legendre symbols and takes the values 0 and 1 with equal probability.
In studying the behavior of Y = dim F2 ker A, we may assume without loss of generality that the primes p 1 , . . . , p n1 are congruent to 3 mod 4, and the primes p n1+1 , . . . , p n1+n2 , n 1 + n 2 = n, are congruent to 1 mod 4. This choice having been fixed, the entries of the matrix A are uniformly random subject to the constraint imposed by quadratic reciprocity, namely that Let us therefore introduce the finite set ω(n 1 , n 2 ) of such (s + 1 + t + n 1 + n 2 ) × (s + 1 + n 1 + n 2 ) matrices, endowed with the uniform probability measure. Proof. Let C denote the submatrix of C obtained by deleting the first s + 1 + t rows. We bound P ω (Cv = 0) by P ω (Cv = 0). Let us assume, for simplicity, that the last entry v m of v is non-zero. Let D denote the submatrix of C obtained by deleting the last row and column. Conditioning on the choice of D, it is clear that among the 2 m+s+1 possible choices (this many because of the constraints of quadratic reciprocity mentioned before the lemma) for C, each occurring with equal probability, there are 2 s+1 that give Cv = 0. Thus P ω (Cv = 0) = 2 −m .
If 1 ≤ m ≤ n, we write T m for the (s + 1 + t + m) × (s + 1 + m) matrix given as follows:
. By Markov's inequality, we have
On the other hand, we have T
as required.
2. Let n 1 ≤ m ≤ n, and let C denote the upper-left (s + 1 + t + m)
Proof.
By Markov's inequality and Lemma 4.4,
2. This follows immediately from the second part of Lemma 4.2.
We now fix an integer n 1 ≤ m ≤ n − 1 and a choice of upper-left (s + 1 + t + m) × (s + 1 + m) submatrix C of A, and find the distribution of the upper-left (s + 1 + t + m + 1) × (s + 1 + m + 1) submatrix C of A, conditioned on this choice of C. We can write
where v ∈ F s+1+m 2 and x ∈ F 2 . The choice of C being fixed, there are 2 s+1+m+1 choices of pair (v, x), each occurring with equal probability. . Let k = dim F2 ker(C). Then we have
Proof. A calculation shows that we have the following possibilities (compare the proof of Lemma 3.6):
, and k otherwise.
We have
, these two events are independent, leading to the probabilities described in the statement of the lemma. Theorem 4.8. . We have for all integers k ≥ 0:
Proof. The quantity |P Ω (dim F2 ker(A) = k) − π k (t)| is bounded above by the expression
The first term here tends to zero as n → ∞, by Chebyshev's inequality; for the second term, we have for any α > 0:
Here d n1 is, by definition, the dimension of the kernel of the upper-left (s+1+t+n 1 )×(s+1+n 1 )-submatrix of A. By Lemma 4.6, we have
On the other hand, we have by Corollary 3.4:
where 0 < ρ < 1 and E is the event that T −1
, C the upper left (s + 1 + t + m) × (s + 1 + m) submatrix of A, for some n 1 ≤ m ≤ n − 1. Lemma 4.7 shows that conditional on ω(n 1 , n 2 ) \ E, the quantity dim F2 ker(C) evolves according to the Markov chain (X n (t)) n≥0 described in §3.3.
We have P ω (E) ≤ n 2 2 s+2+t−n1 ≤ n2 s+2+t−n/3 , by Lemma 4.5. We therefore have n1+n2=n n1/2≤n2≤2n1
the implied constant depending only on s and t. Choosing α = − 
Natural Density
For F and C as in Theorem 4.1, let S(C) = ∞ N =0 S(C, N ). Theorem 4.1 tells us about the limiting distribution of ranks of Sel φ (E D ) for D ∈ S(C), in roughly the same sense that [12] tells us about the densities of ranks of 2-Selmer groups of twists of a given elliptic curve with full 2-torsion. In the same way that [7] improved the latter result to talk about the natural density of such twists, we will be able to obtain our results in terms of the natural density as well. In particular, we will show:
The proof of Theorem 5.1 will be analogous to the proof of the main theorem of [7] . In particular, our approach will be to prove that the moments of the size of the Selmer group are correct. In particular, we will restrict our attention to the case when H = D/F has exactly n prime divisors for n ≈ log log N . For convenience of notation, let ω(n) be the number of distinct prime factors of n. Also, let π d,C (n) be p d (n) in the notation of Theorem 4.1.
Throughout the rest of this section, we consider F and C to be fixed.
Proof. For distinct primes p 1 , . . . , p n let A p1,...,pn be the matrix given in Lemma 4.
Therefore we have that
For fixed n ≈ log log(N ) we wish to compute
The thing to note here is that once the values of v j and w j and the values of the p i have been fixed modulo 4, the inner summand can be written as a product of terms of the form pi p and (−1)
(where here (p) = (p − 1)/2), and χ i (p i ) for quadratic characters χ i with modulus dividing |F |. Sums of this form were dealt with extensively in Propositions 9 and 10 of [7] . In order to deal with the dependence modulo 4, let A 1,..., n p1,...,pn be the matrix
Where M is as in Lemma 4. 
For fixed v j , w j , χ, ψ i , i , the innermost sum is now exactly of the form described in Proposition 9 of [7] . In particular, we can write the inner summand as a product
where e i,j , d i,j ∈ {0, 1} and χ i are characters of modulus dividing F . By convention we set e i,j = e j,i when i > j.
We say that an index 1 ≤ i ≤ n is active if e i, = 1 for some . Call i semi-active if it is either active or if χ i has modulus not dividing 4. By Proposition 9 of [7] , we have that if m is the number of semi-active indices and if (log log N )/2 < n < 2 log log N then, for any c > 0,
We would like to show that the contribution from terms with at least one active index is negligible. In order to show this, we will need to bound the number of v j , w j with a small number of active indices. To do this, we note that the exponent of pi p
2 for 1 ≤ i ≤ n be given by
Then the power of Proof. The first claim comes from noting that if S is translated by u i for some inactive index i, then it is Lagrangian because φ(u i + u j ) = 0 for i and j inactive. The second statement follows by noting that if S is the set of values obtain by the u i for i either inactive or some single particle active index j, then φ(u+u ) = 0 for any u, u ∈ S, and thus once again S is contained in a translate of a Lagrangian subspace. On the other hand u j ∈ S, or else j would also be inactive. Thus S S . This completes the proof.
claim 5.4. If (log log N )/2 < n < 2 log log N , then the sum in Equation (5.1) over terms with at least one active index is at most
Proof. We begin by bounding the number of tuples v j , w j with a given value of m, the number of semiactive indices. We note that picking a sequence of
is equivalent to picking u 1 , . . . , u n ∈ F We have left to pick the values for i , ψ i . Naively, we might expect there to be as many as 4 n possibilities, but in practice there will be many fewer than this. There are at most 4 m ways to choose i and ψ i for the semi-active indices, i. For each of the other indices, we note that changing the value of i changes the value of the inner summand by multiplying it by hi pi for some h i > 0 dividing F . We consider two separate cases based on whether of not h i = 1. If h i = 1, we note that the sum over i becomes trivial unless ψ i = 1. In this case, we only need to deal with two possibilities for the pair ( i , ψ i ). On the other hand, if h i > 1, then there will be at most one value of i so that the index i is not semi-active (because one of χ i (p) or χ i (p) hi p will have modulus not dividing 4). Therefore, in this case, we again only have to consider two possible values of the pair ( i , ψ i ). Therefore, we need to consider at most 2 n+m values of ψ i , i . Therefore, the sum over terms in Equation (5.1) with at least one active index is at most
).
We will also need some absolute bound on the sum of terms with no active indices:
claim 5.5. The number of ways to choose v j , w j in Equation (5.1) so that there are no active indices is O k,C (2 kn ). Furthermore, the sum in Equation (5.1) over such terms is at most
Proof. The number of ways of picking v j , w j with m = 0 is at most the number of ways of picking S, times the number of ways of picking u i ∈ S, times O k,C (1) . This is at most O k,C (2 nk ). For each such choice, the inner sum is at most #{|D| ≤ N |F |, D ∈ S(C, n)} Thus the total sum over terms with m = 0 is
Note that if there are no active indices, then the inner summand of Equation (5.1) is a product of (−1) (pi) (pj ) terms of the form χ i (p i ) where χ i is a quadratic character of modulus dividing |F |, and thus depends only on the values of p i (mod |F |). Note that by Proposition 10 of [7] , if v j , w j are chosen so that m = 0 and if (log log N )/2 < n < 2 log log N then
Therefore, combining this with Claim 5.4, we find that when (log log N )/2 < n < 2 log log N the expression in Equation (5.1) is
N log log log(N ) log log(N ) .
Here the expectation above is over primes p i so that the Legendre symbols of p i on p are independent and uniformly distributed for i < as are the values of p i ∈ (Z/|F |) * . On the other hand, this is: To do this, we note by the above (for n ≈ log log(N )) that
Applying this result for larger k, we find that
Thus,
for all d, n. Therefore,
Thus Equation (5.5) follows by dominated convergence. Summing Equation (5.4) over all n with |n − log log(N )| < log log(N ) 3/4 , and noting that almost all H ≤ N have a number of divisors in this range (see [5] Theorem A), we find that Theorem 5.1 now follows in a straightforward manner from Proposition 5.2 after noting that density 1 of numbers less than N have log log(N ) ± log log(N ) 3/4 distinct prime factors.
Complements
We now deduce from Theorem 5.1 the one remaining theorem of the introduction.
Theorem 5.6. Let t ∈ Z, and for each X > 0 let S t (X) denote the set of fourth-power free integers D such that t D = t and −X < D < X. Then for each k ≥ 1, the limit
Proof. Let T (t) be the set of pairs (F, C) that have associated Tamagawa number t D = t so that whenever p|F for p > 2, we have that p 2 |F . Let S(C, X) be the elements of S(C) of absolute value less than X. We have that S t (X) = C∈T (t)
S(C, X).
It should also be noted that each of these terms is of comparable size. In particular,
and |S(C, X)| = d C X + o(X)
for some constant d C > 0. Combining these, we find that |S t (X)| = Ω t (X).
Thus, in order to prove our Theorem, it suffices to show that #{D ∈ S t (X) | dim F2 Sel φ (E D ) = k} = π k−1 (t)#S t (X) + o t (X).
Our basic approach will be to approximate S t (X) by a union of finitely many of the S(C, X). In particular, let T (t, n) be the elements of T (t) for which F is not divisible by the square of any number more than n. It is easily seen that this is a finite set. On the other hand, we have # S t (X) − ∪ C∈T (t,n) C ≤ #{m ∈ Z : |m| < X, m is divisible by the square of a number more than n}
Thus by Theorem 5.1, the quantity #{D ∈ S t (X) | dim F2 Sel φ (E D ) = k} is equal to
(|S(C, X)|π k−1 (t) + o n,t (X)) + O(X/n) = C∈T (t,n)
(|S(C, X)|) π k−1 (t) + o n,t (X) + O(X/n) = (|S t (X)| + O(X/n)) π k−1 (t) + o n,t (X) + O(X/n) = |S t (X)|π k−1 (t) + o n,t (X) + O(X/n) = |S t (X)|π k−1 (t) + o t (X), as desired. This completes our proof.
