We consider Gallager's soft decoding (belief propagation) algorithm for decoding low density parity check (LDPC) codes, when applied to an arbitrary binary-input symmetric-output channel. By considering the expected values of the messages, we derive both lower and upper bounds on the performance of the algorithm. We also derive various properties of the decoding algorithm, such as a certain robustness to the details of the channel noise. Our results apply both to regular and irregular LDPC codes.
I Introduction
Low density parity check (LDPC) codes were introduced by Gallager [5] in 1963, but were relatively ignored for more than thirty years. Recently, following the introduction of turbo codes by Berrou et al. [2] , LDPC codes have attracted a great deal of interest. For various channels, it was demonstrated [12] that when properly designed, these codes can be used to transmit information reliably at rates which may be higher than those achievable with turbo codes. In fact, for a considerable number of examples, the maximal transmission rate at which it is possible to transmit information reliably, using these codes, is very close to channel capacity.
By considering the performance of these codes under optimal (Maximum Likelihood, ML) decoding, LDPC codes have been shown to possess some very desirable properties [5] , [8] , [9] .
In fact, it was shown [9] that for properly chosen ensembles of LDPC codes, which are based on regular bipartite graphs, these codes have an error exponent arbitrarily close to the random coding error exponent.
Maximum Likelihood decoding of LDPC codes is in general not feasible. Instead, Gallager proposed an iterative soft decoding algorithm, which is also called belief propagation [10] . Unfortunately, the performance of this algorithm is difficult to analyze. As an alternative, Gallager proposed analyzing a hard decision decoding algorithm, using that as a lower bound on the performance of belief propagation. In his proof Gallager assumed a tree-like graph structure and showed how to construct such graphs. Luby et al. [7] generalized this argument to random graphs. Gallager also noted that for any given channel conditions, it is possible to evaluate the performance of belief propagation by evolving the distribution of the messages. Richardson and Urbanke [11] extended this idea, and showed how to apply density evolution efficiently.
One practical obstacle encountered when using density evolution is the continuous nature of the messages. This problem may be partially overcome by quantizing the messages using a sufficiently large number of levels. A shortcoming of density evolution is that it is hard to analyze.
As an alternative, for the additive white Gaussian noise channel, Chung et al. [4] proposed using a Gaussian approximation for the message distribution. The evolution of the infinite dimensional density space is then reduced to the evolution of a single parameter.
In this paper we consider Gallager's soft decoding algorithm, when applied to an arbitrary binary-input symmetric-output channel. Similar to [4] , we reduce the evolution of the infinite dimensional space to one dimension. To this end we use a rigorous functional evolution approach.
By considering the conditional expectation of the messages given some known (e.g., the all zero) codeword, we derive both lower and upper bounds on the performance of the algorithm. We also derive various properties of the decoding algorithm. These properties include the fact that the algorithm possesses a certain robustness to the details of the channel noise. Another result applies to LDPC codes, which are based on regular graphs with large enough connectivity. In that case, we show that the decoding error probability after a finite number of iterations is bounded away from zero for a sufficiently large block size. This result is interesting since in that case the error probability of a typical code in the ensemble, when using optimal decoding, can be shown to approach the random coding error exponent [9] . Hence, as the connectivity of the graph increases, the gap in performance between belief propagation and optimal decoding increases. In this paper we analyze both regular and irregular LDPC codes. For the case of irregular LDPC codes, our results may be used for deriving simple methods to design the distribution of edge-degrees in the graph.
The paper is organized as follows. In Section II we provide some background information on regular and irregular LDPC codes. We also briefly describe Gallager's soft decoding algorithm.
In Sections III and IV we analyze the soft decoding algorithm for regular and irregular LDPC codes, respectively. Section V concludes the paper.
II LDPC codes and the soft decoding algorithm
Throughout the paper we assume a binary-input ( {0, 1} ), symmetric-output, memoryless channel. We first describe the ensemble of irregular LDPC codes that we consider in this paper. The regular code ensemble is a special case of the irregular one. The irregular code ensemble is based on an ensemble of irregular bipartite graphs [6] . We first specify two probability vectors
λ l is the fraction of edges with left degree l. ρ l is the fraction of edges with right degree l. Let E denote the total number of edges. Then there are λ l E/l left-nodes with degree l, and ρ l E/l rightnodes with degree l. Let N denote the number of left-nodes. Similarly M denotes the number of right-nodes. Then
The E edges originating from left nodes are labeled from 1 to E. The same procedure is applied to the E edges originating from right nodes. The ensemble of bipartite graphs is obtained by choosing a permutation π with uniform probability from the space of all permutations of {1, 2, . . . , E}. For each i, the edge labeled i on the left side is associated with the edge labeled π i on the right side.
Note that in this way multiple edges may link a pair of nodes.
The nodes on the left side are associated with the codeword bits (variable nodes) and the nodes on the right are associated with the parity-check equations (constraints or check nodes).
The mapping from the bipartite graph space to the parity-check matrix space is such that an element A i,j in the matrix, corresponding to the i-th node on the right and j-th node on the left, is set to '1' if there is an odd number of edges between the two nodes, and to '0' otherwise.
The rate R of each code in the ensemble satisfies R ≥ R, where
(the inequality is due to a possible degeneracy in the M parity check equations).
A special case of the irregular code ensemble that was described above is obtained when all edges have left-degree c and right-degree d. In that case the ensemble is c -d regular and
For various channels it was demonstrated [12] that by setting λ and ρ appropriately, the performance of irregular LDPC codes can be made superior to the performance of both regular LDPC codes and turbo codes.
We now describe the subgraph spanned from some edge e to depth l. Our ensemble of bipartite graphs has the following property [5] , [7] , [11] . Let T l denote the event that the subgraph spanned from some edge e to depth l is tree like. For fixed values of λ, ρ and l, we have
This property also holds for other ensembles of bipartite graphs that define LDPC codes such as
Gallager's original ensemble [5] and the ensemble described in [8] . Consequently, our results in this paper hold for these ensembles as well.
Gallager's soft decoding (belief propagation) algorithm utilizes leftbound and rightbound messages. A leftbound message is a message transmitted from a check node to a variable node. A rightbound message is a messages transmitted from a variable node to a check node.
Let s v v = 1, . . . , N be the channel output for the v-th input bit. η v = P (1 | s v ) denotes the conditional probability that the v-th transmitted bit is one given s v . The algorithm is initialized by assigning rightbound message values to each edge in the graph, such that for an edge e with left vertex v this value is η v . The algorithm then proceeds as described in [5] .
Belief propagation is a "message passing algorithm" in the sense that information is transmitted back and forth between variable and check nodes along the edges. The transmitted message along an edge is a function of all received messages at the node except for the said edge. This property of the algorithm ensures that the incoming messages are independent when the subgraph spanned from e is tree like.
Consider the subgraph of depth two spanned from an edge e, with left vertex v, shown in Figure 1 . We assume that this subgraph is tree like. Denote the edges of this tree by e = (v, w),
for levels 0, 1 and 2 of the tree respectively. Denote by X t+1 the random variable (r.v.) corresponding to the rightbound value passed in the decoding algorithm along e at time t + 1. Similarly, denote by Y t i the leftbound message along the edge e i at time t, and by X t i,j the rightbound message along the edge e i,j at time t. Let η = η v denote the conditional probability that the transmitted bit corresponding to v was 1, given the v-th channel output. Then the following relations hold:
where
The reasoning behind belief propagation is as follows. Suppose that the tree assumption holds.
X t is the probability that v = 1 given the channel outputs corresponding to the leaves of the tree spanned by e to depth 2t. Given this data, ML decoding may be realized by decoding v as zero if X t < 1/2, and as one if X t > 1/2. If X t = 1/2 we choose between zero and one with equal probabilities.
It is easy to verify the following properties of G.
Symmetry:
where (π 1 , . . . , π n ) is some permutation of (1, . . . , n).
Chain rule:
We now discuss the symmetry property of the messages.
Suppose that the all-zero codeword has been transmitted. It was shown in [12] that the η v -s are symmetric and that the messages (both rightbound and leftbound) remain symmetric throughout the evolution of the decoding algorithm (as long as the tree assumption holds). Thus, we may assume that the X t i,j -s are symmetric, and hence also the Y t i -s.
Note: In [12] symmetry is defined for log-likelihood ratio messages. For a continuous random variable with probability density f (u), symmetry may be defined by uf
If the plain likelihood messages satisfy this condition, then their log-likelihood ratio satisfies the symmetry definition in [12] and vice versa. To see that, let U denote the plain likelihood message, and let V denote the log-likelihood ratio message. Then,
Definition 1 utilizes conditional expectations in order to generalize the notion of symmetry to an arbitrary r.v. For convenience we also define the following:
We say that a r.v. U has a binary symmetric distribution with parameter 0 ≤ x ≤ 1, x = 1/2, and denote this as U ∼ BS(x), if U equals x with probability 1 − x, and equals
e. U = 1/2 with probability 1).
Definition 3 For any symmetric r.v. U we say thatŨ is the binary symmetric r.v. corresponding to U ifŨ is a binary symmetric r.v. such that EŨ = EU .
By this definitionŨ
III Bounds on the performance -regular graphs
In order to analyze the algorithm we assume throughout the paper that the all-zero codeword was transmitted. We then obtain bounds on the conditional expectation of the messages given this assumption.
III.1 A lower bound on the performance
Recall that T l denotes the event that the subgraph spanned from some edge e to depth l is tree like. Let l = 2t + 2 and suppose that T l is satisfied. The X t i,j -s are then independent identically distributed (i.i.d) and are also independent of η. Let X t have the same (conditional) distribution as each of the
In fact the expectation is also conditional on an all-zero transmitted codeword. However, in order to avoid complicated notation, we do not explicitly indicate this conditioning throughout the paper. Similarly, 
We make use of the following lemma, proved in Appendix A. 
The lemma asserts that of all symmetric Y i -s with given expectations, the maximum of EZ is obtained when the Y i -s are binary symmetric.
Lemma 1 implies the following.
Theorem 1 Consider a binary-input symmetric-output channel and consider the belief propagation algorithm when applied to decode an LDPC code chosen from the regular bipartite graph
ensemble with parameters c and d. For any > 0, any integer t and N sufficiently large:
and
Note: Recall that η is the conditional probability that the transmitted bit is 1 given the channel output. Our assumption that the all-zero codeword was transmitted determines the distribution of η.
Proof: Recall that T l is the event that the subgraph spanned from some edge to depth l is a tree (with l = 2t + 2). Note that
c denotes complementary event). Recalling (2) and using the fact that 0 ≤ X t ≤ 1 we thus have for any fixed t
To conclude the proof we show that 
Thus by Lemma 1, E X t+1 | T l = EZ ≤ EZ 1 . Now,
Finally (10) follows from (8) and (12). 2
Under the all-zero codeword assumption, E 0 = Eη. Theorem 1 is now written as:
Thus E t approaches 0 exponentially with t. By Markov's inequality,
is just the decoding error probability of the message at the t-th iteration. Thus, if γ < 1 then for t and N large enough (first N → ∞ then t → ∞) the bit error probability can be made arbitrarily small. To show that the block error probability also approaches zero, expander graph arguments [13] may be used. In particular it was shown in [3] that for c > 5 a vanishing bit error probability is a sufficient condition to ensure that for N (code block length) large enough, the algorithm (slightly modified to include appropriate clipping) successfully decodes all N bits with probability arbitrarily close to one.
Let us define 
where y = o(x) denotes y/x → 0 as x → 0 + (a similar expression can be obtained when c is even).
To derive (14), we consider the sum in (9) . By examining the ratio of consecutive terms, we show that the middle term is the dominant term in the sum. Hence for c > 3,
Thus if is sufficiently small then for c > 3,
Hence in this case we require Eη < 1/ (d − 1) ).
In addition to that, in Appendix B we show that f (x, c, d) is monotonically increasing in x. A channel W is physically degraded with respect to some other channel, W , if it can be represented as a concatenation of W and some auxiliary channel Q. For example, a binary symmetric channel (BSC) with some crossover parameter is degraded with respect to a BSC with a smaller crossover. Consider two binary-input symmetric-output channels W and W , such that W is degraded with respect to W . Suppose that belief propagation is applied to decode both channels.
Also suppose that the tree assumption holds. Consider the decoding error probability after some number of iterations in both cases. Then by [11] [Theorem 1], the decoding error probability of W cannot be larger than the error probability of W . Essentially this is due to the fact that under the tree assumption, belief propagation is the ML decoder given the channel outputs corresponding to the leaves of the tree. Hence if using our method above we can show that belief propagation when applied to W satisfies,
the same applies to W .
III.2 A simplified lower bound
The bound in Theorem 1 may be simplified to obtain the following weaker bound: There is another way to simplify Theorem 1. Using hard decision we can turn the channel into a BSC, such that given the received symbol corresponding to some bit v, the output of the BSC is set to one if η v > 1/2 and to zero otherwise. Let η be the r.v. corresponding to the probability that the transmitted symbol was one given the output of the (combined) BSC. Denoting the crossover probability of this BSC by p and assuming that the all-zero codeword was transmitted, η ∼ BS(p ). Consider the belief propagation algorithm when applied to the BSC outputs instead of the original channel outputs. Let X t denote the corresponding message value at time t. By Theorem 1
wheref (·) is defined in (15). Now, under the tree assumption, P (X t+1 ≥ 1/2) is the error probability when using optimal (ML) decoding given the original channel outputs corresponding to the leaves of the tree. P (X t+1 ≥ 1/2) is the error probability when using optimal decoding given the (combined) BSC outputs corresponding to the leaves of the tree. Since the BSC output is determined from the original channel output, we have
(the second transition is Markov's inequality). Hence EX t+1 → 0 implies P (X t+1 ≥ π(c, d) ).
Consider the ensemble of LDPC codes with c = 3 and d = 6. In Figure 2 we plot f (x, c, d) for a BSC with crossover parameter p = 0.0708. In this case f (x, c, d) < x for x ∈ (0, 1/2]. Hence p * (3, 6) ≥ 0.0708. Moreover, for p ≤ 0.0708 the algorithm succeeds for any initial symmetric message distribution. Using density evolution it can be verified that p * (3, 6) = 0.084 [11] . Our bound may also be compared to the bound obtained by using Gallager's hard decoding algorithm A, p * (3, 6) ≥ 0.0395 [1] .
III.3 An upper bound on the performance
In Appendix C we prove the following Lemma, which is analogous to Lemma 1. 
Lemma 2 Let
Note thatŶ i is a symmetric r.v. taking the values 0 and 1/2. Lemma 2 implies the following.
Theorem 3 Consider a binary-input symmetric-output channel and consider the belief propagation algorithm when applied to decode an LDPC code chosen from the regular bipartite graph ensemble with parameters c and d. For any > 0, any integer t and N sufficiently large:
Proof: We follow the proof of Theorem 1. Recalling (11) , it is sufficient to show that 
Using (8) we obtain the required bound. 2 Theorem 3 may be used to obtain a lower bound on EX t . In order to obtain a lower bound on the bit error probability, P (X t ≥ 1/2), the following lemma may be used.
The proof of Lemma 3 is provided in Appendix E. Now suppose that EX t ≥ α. Then by Lemma 3 and (11), for any > 0 and N sufficiently large we have:
Theorem 3 and Lemma 3 imply the following. 
Proof: Fix some 0 < δ < 1/2. If EX t > δ then by Theorem 3 for anyˆ > 0 
Hence, in this case the bit error probability after t iterations approaches the uncoded bit error probability, provided that N is sufficiently large (under the tree assumption the bit error probability is monotonically non-increasing in t).
It follows from Theorem 3.3 in [5] that a necessary condition for a capacity achieving sequence of codes is that the average right degree approaches infinity. Hence the average left degree also approaches infinity (to keep the rate constant). For regular codes this implies c, d → ∞. Combining this with Corollary 1 we see that regular codes cannot approach capacity. This result was shown for the binary erasure channel in [6] .
IV Bounds on the performance -irregular graphs
We now generalize the results of the previous section to the irregular case. (3) and (4) are still valid, but now c and d are random variables. Thus, in place of (8) we now have:
Message symmetry still holds [12] . From (4) and Lemma 1 we have:
whereỸ t i is the binary symmetric r.v. corresponding to Y t i and where q is given by
Recalling (18) and following the proof of Theorem 1 we have:
Theorem 4 Consider a binary-input symmetric-output channel and consider the belief propagation algorithm when applied to decode an LDPC code chosen from the irregular bipartite graph
ensemble with parameters λ and ρ. For any > 0, any integer t and N sufficiently large:
If λ and ρ have only one non-zero component,
where the minimum is taken over all probability vectors λ and ρ, subject to the rate constraint (1).
Γ(R) is monotonically increasing in R.
To see that suppose that λ 1 and ρ 1 achieve the minimum
It is easy to verify that there exists ρ 2 such that (1) holds for R 2 and such that q(ρ 2 ) < q(ρ 1 ) for all 0 < x < 1/2
(by shifting weight towards lower degrees). The assertion follows by the monotonicity of f in q In order to obtain R 0 and the corresponding values of λ and ρ in (20) we may use some general optimization method. As an alternative, linear programming may be employed using a technique similar to the one proposed in [7] in the context of Gallager's hard decoding algorithm.
Given ρ and R, we seek for a probability vector λ that satisfies f (x, λ, ρ)/x < 1 in the interval (0, Eη], as well as the rate constraint (1). If such λ exists then R 0 ≥ R. As in [7] we sample the interval (0, Eη] and search for a feasible solution to a linear programing problem. It was found empirically that it is sufficient to consider only right degree sequences with either one non zero component or two consecutive ones. This observation is in accordance with the results in [1] that apply to Gallager's hard decoding algorithm.
Example: The BSC. Consider a BSC and an LDPC code with R = 1/2. Using the linear programming method discussed above, we designed an irregular code with ρ 15 = 1 and with a maximal left degree 200. The resulting code achieves reliable communication at least for crossover parameter less than 0.092. In Figure 3 we show f (x, λ, ρ) for this code for a crossover parameter p = 0.092. Note that by the converse to the coding theorem, the maximal crossover for any rate 1/2 code is 0.110.
In a similar way to the generalization in Theorem 4, Theorems 2 and 3 may be generalized as follows.
Theorem 5 Consider a binary-input symmetric-output channel and consider the belief propaga-
tion algorithm when applied to decode an LDPC code chosen from the irregular bipartite graph ensemble with parameters λ and ρ. For any > 0, any integer t and N sufficiently large:
and q is given by (19).
Note again that the bound in Theorem 5 depends on the channel only through Eη. Hence if the bound is effective for some channel, it will be equally effective for any other channel with the same quality measure (Eη).
Theorem 6 Consider a binary-input symmetric-output channel and consider the belief propaga-
V Conclusions
We obtained bounds on the performance of Gallager's soft decoding algorithm, and derived various properties of the algorithm. In particular, our bounds indicate that the algorithm possesses a certain robustness to the details of the channel noise. For the case of LDPC codes based on regular bipartite graphs with graph connectivity and block length sufficiently large, we showed that the decoding algorithm cannot be very effective after any fixed number of iterations (it is completely useless in the BSC case).
In order to obtain a lower bound on the performance of belief propagation, Gallager [5] proposed analyzing a hard decoding algorithm. Our approach for lower bounding the performance is different. It utilizes properties of the iterative procedure and results in improved bounds.
In order to derive our results we used the expected value of the messages conditioned on an all zero transmitted codeword assumption. It is possible that our results may be improved by using the same technique with other functionals other than simple expectation.
Appendix

A Proof of Lemma 1
We begin by proving the following lemma:
Lemma 
Proof: We introduce the notation
The following two properties hold for a symmetric r.v. X:
2. Using
we have
Now,
Using (22) we can write:
By (24) and (25)
Now, g(x 1 , x 2 ) is convex ∩ in each argument separately (when the other argument is kept fixed)
in the region 0 ≤ x 1 , x 2 ≤ 1/4. Applying Jensen's inequality we thus obtain
(in the last transition we used the fact that Y 1 and Y 2 are statistically independent). Equations (26) and (27) may be summarized as:
Now, recalling (21) and the definition ofỸ 1 , we haveỸ 1 ≡ EỸ 1 (i.e.Ỹ 1 = EỸ 1 with probability 1).
In addition to that EỸ 1 = EY 1 . Hence by property (23),
(the first equality follows from (26) by replacing Y 1 withỸ 1 ) The claim of the lemma follows from (28) and (29). 2
We are now ready to prove Lemma 1.
symmetric. Furthermore, by using (5) and (6) it may be verified that 
We prove that f (x, c, d) is monotonically increasing in x. We also prove thatf (x, c, d, p) is monotonically increasing both in x and in p.
It is evident from (10) that q is monotonically increasing in x. Showing that f is monotonically increasing in q will thus establish the monotonicity of f (x, c, d) in x.
. Then using (5), (6) and (26) we have 
2
C Proof of Lemma 2
The proof is mostly analogous to that of Lemma 1. The main difference is that instead of using Jensen's inequality (in (27)), we now need the following lemma. 
Eh(X) ≥ Eh(X)
Proof: Let f (x) be a function defined by
Since a ≤ X ≤ b, we have 0 ≤ f (X) ≤ 1. Hence we may define a binary {a, b} r.v. Y as follows:
By (30) we have:
Y andX are both binary {a, b} r.v.-s with the same expectation. Hence they are identically distributed. In particular, Eh(X) = Eh(Y ). To conclude the proof we show that Eh(X) ≥ Eh(Y ).
Using the convexity of h(·) we have
The required result follows from (31) and (32 
(the second transition is due to the statistical independence of Y 1 and Y 2 ; the fourth transition is due to the statistical independence ofŶ 1 and Y 2 ). From (26) and (33) we have:
Lemma 2 is now proved, using Lemma 6, just as Lemma 1 was proved using Lemma 4. 2
D Proof that p ≤ p
We shall need the following auxiliary lemma. We now calculate P (1 | x) , the probability that the transmitted symbol was 1 given that the channel output was x. Let f (x) = P (x | 1). Then P (x | 0) = f (−x) and
Under the all zero codeword assumption, and using (34), 
E Proof of Lemma 3
Since X is symmetric, for any 0 ≤ x ≤ 1/2 we have
where the inequality, rather than equality, is due to the case x = 1/2. Let
, where x is defined in (21). Hence for all 0 ≤ X ≤ 1/4:
Therefore, 
