We prove several existence and non existence results of solitary waves for a class of nonlinear pseudo-relativistic Hartree equations with general nonlinearities. We use variational methods and some new variational identities involving the half Laplacian.
Introduction, motivations and main result
In [19] , Fröhlich and Lenzmann studied the Schrödinger equation with a Hartree nonlinearity
as a description of pseudorelativistic boson stars (see [17] for the rigorous derivation of the model). Here ψ(t, x) is a complex-valued wave field (a one-particle wave function), the symbol * stands for the usual convolution in R 3 , and 1/|x| is the Newtonian gravitational potential (after setting all physical constants equal to 1). The operator √ −Δ + m 2 , which coincides with the so-called half Laplacian (−Δ) 1/2 when m = 0, describes the kinetic and rest energy of a relativistic particle of mass m ≥ 0 1 , and can be defined in several ways.
For example, we can associate to √ −Δ + m 2 its symbol √ k 2 + m 2 in the following way: for any f ∈ H 1 (R N ) with Fourier transform F f , we define
which is actually well defined in H 1/2 (R N ), see [20] for a complete description of this method.
We will follow another approach to define √ −Δ + m 2 , extending to the whole Euclidean space the "Dirichlet to Neumann" procedure (see, for example, [9] ), which consists in realizing the nonlocal operator √ −Δ + m 2 in R 3 through a local problem in R 4 + = R 3 × (0, ∞). In view of our general statements, we will present this procedure in every dimension N ≥ 2: for any function u ∈ S (R N ) there exists a unique function v ∈ S (R N+1 + ) such that
i.e. v is the generalized harmonic extension of u in R
N+1
+ . Here, and in the following, we shall denote by x a generic point of R N . Now, consider the operator T defined as + . Going back to (1.1), such an equation does not take into account the presence of outer influences or mutual interactions among particles, except for the one described by the Newtonian potential, so that it seems natural to include the presence of a forcing term, considering
T u(x)
where λ ∈ R and F : R → R is a C 1 potential having some good invariant (common in Abelian Gauge Theories, see [6] , [24] , [25] ): typically, one requires some conditions of the form F(e iθ u) = F(u) and F (e iθ u) = e iθ F (u) for any function u and any θ ∈ R, which is obviously satisfied by linear combinations of power-like nonlinearities. Finally, W is a radially symmetric weight function which generalizes in R N the Newtonian potential 1/|x| in R 3 . In particular, we will also assume that W can be decomposed as sum of a bounded function plus another function having suitable integrability (see Theorem 1.1 for the precise assumptions).
We are interested in solitary wave solutions of (1.4) of the form ψ(x, t) = e −iωt u(x), where ω ∈ R and u : R N → R;
thus, since the Fourier transform acts only on the x-variables, it is readily seen that u solves
Actually, there is no reason to discard an x-dependence in the potential F = F(x, s), so that we will consider the following nonlinear Hartree equation with potential: √ −Δ + m 2 u − ωu − λ W * u 2 u + F s (x, u) = 0 in R N .
(1.5)
Let us remark that in R 3 with W(x) = 1/|x| such an equation is equivalent to the following system of pseudorelativistic Schrödinger-Poisson type: 6) where the second equation represents the repulsive character of the Coulomb force (the attractive case is described by the equation Δφ = 4πu 2 , see [30] ). We also note that this very last system is the pseudorelativistic version of the classical Schrödinger-Poisson system, or Hartree-Fock equation, which has been object of a lot of interest during the last decade, also for its applications in modelling molecules and crystals, and we only quote [3] , [4] , [10] , [11] , [12] , [13] , [15] , [16] , [23] , [26] , [29] and the papers cited therein as a brief reference list.
When N = 3, the case λ = 1 and F ≡ 0 was studied in [21] (for existence of spherically symmetric solutions), in [18] (for stability of standing wave solutions of (1.1)), in [19] (for instability of standing wave solutions of (1.1) when m = 0).
Since the natural domain for the governing operator in (1.5) is H 1/2 (R N ), the Sobolev Embedding Theorem forces to decrease the range of natural exponents for the nonlinearity F. More precisely, if N = 3 the critical Sobolev exponent for H 1/2 (R N ) is 3; hence, all subcritical superlinearities in the equation may have a growth between 1 and 2. In fact, equation (1.5) was considered in [14] when λ = 1, ω < m and m > 0, with
Let us remark that the prototype potential defined in (1.7) is not positive, while for physical reasons a potential suitable to model physical phenomena should be nonnegative: indeed, the fact that F is nonnegative implies that the potential energy density of a solution of equation (1.5) has more nonnegative contributions, as one can see from the expression of the Lagrangian in equation (2.24) below. Another reason to consider positive potential is that, if we consider the classical autonomous electrostatic case −Δu + F (u) = 0, calling "rest mass" of the particle u the quantity
F(u) dx
(see [7] ), the fact that F is positive implies that the systems under consideration has -a priori -positive mass, which is, of course, relevant from a physical viewpoint. Therefore, in this paper, as far as existence is concerned, we shall consider equation (1.5) under the assumptions that F is nonnegative and m > 0.
Using the approach with the operator T introduced in (1.3), we rewrite equation (1.5) as the following system: 
without assuming any growth condition on F.
In this paper we are concerned with problem (1.8) in presence of a generally nontrivial potential F, always neglected in the previous papers, except for [14] ; hence, in order to cover the trivial case F ≡ 0, for the main existence result (see Theorem 1.1) we shall use the general superlinear and subcritical assumptions listed below. However, these conditions can be relaxed for the other existence and non existence results, see Propositions 1.1, 1.2 and 1.3 and Theorem 1.3.
N and for every s ∈ R, and F(x, 0) = F s (x, 0) = 0 for a.e. x ∈ R N ;
e. x ∈ R N and every s ∈ R;
e. x ∈ R N and every s ∈ R.
is a kind of reversed Ambrosetti-Rabinowitz condition, already used, for instance, in [5] , [25] and [26] .
Remark 1.3
As it will be clear from the existence proof, the requirement that F depends radially on the space variable is a technical assumption which lets us reduce the problem to a radial setting and use some compactness properties in the associated Sobolev space.
Remark 1.4
From F 1 ) we immediately get that F has an absolute minimum point for s = 0 and for a.e. x ∈ R N , so that problem (1.8) always admits the trivial solution u = 0. Moreover, by direct integration of F 2 ) we get
for every s ∈ R and a.e. x ∈ R N , so that the potential F is superquadratic at 0 and subcritical at infinity, as in the case of (1.7). For this reason, in F 3 ) we exclude the case k < 2, since by simple calculations we would get F ≡ 0, already considered in the related literature. Remark 1.5 Our assumptions include the case F ≡ 0, but even the more intriguing cases in which F(x, s) = 0 for x belonging to a proper subset of R N -a ball (so that the potential F is active only in an exterior domain), an annulus, . . . -or for some values of s -for instance when s is large or small. All these situations are completely new, and, to our best knowledge, this paper is the first one to consider (1.8) with a potential, even possibly vanishing somewhere. In particular, we remark that no control from below is assumed on the potential F, as done, for instance, in [6] for a Klein-Gordon-Maxwell system with positive potential.
Since u = 0 is a solution of problem (1.8), we are interested in nontrivial solutions. But, before giving our first existence result, we make precise the assumptions on the weight potential W, which will be assumed from now on:
Remark 1.6 If N = 3 we can take the Newton potential W(x) = 1/|x|, which is bounded at infinity and in L r near the origin for r < N, so that all our results cover the physical problem (1.6). However, if we require that solutions have a constant L 2 norm equal to M (like in [21] ), it turns out that the Newton potential is critical, in the sense that if W(x) = 1/|x|, then a radial, real-valued, nonnegative ground state solitary wave in H 1/2 (R 3 ) does exist only if M < M c , M c being the Chandrasekhar limit mass for boson stars modelled by (1.1) (and in such a case the solution is found via a minimization process). Therefore, not fixing the L 2 norm of solutions leaves us more freedom in the quest for solutions.
Moreover, another classical potential we can treat when N = 3 is any Yukawa type two body interaction, that is W(x) = e −μ|x| |x| , μ ≥ 0. Remark 1.7 In contrast to [14] and to the behaviour of the Newton or Yukava potential, we do not require that W(x) → 0 as |x| → ∞, so that we are allowed to consider a wider class of kernels.
We are ready for our main existence result. 3 we assume that F satisfies a weaker form of F 1 ), though we require that F be independent of the x-variable: indeed, F need not be nonnegative, since it just verifies
The non existence results we shall prove are consequences of the following variational identity involving the generalized half Laplacian, which we consider of independent interest, also because no growth condition on F is assumed, for example F 2 ) or F 3 ), but only that F is integrable along a solution:
is a solution of (1.6) such that
(1.11)
Let us remark that this variational identity is proved only for the prototype case (1.6), since the idea of the proof is to multiply by X · Dv and to use precisely the fact that φ solves the equation −Δφ = 4πu 2 . As aforesaid, by exploiting (1.11) we are able to prove
be a solution of (1.6) such that
As a straightforward application, we have the following
In condition (1.14), contrary to the assumptions of Proposition 1.1, no sign assumption is made on F .
The Corollary above shows that the existence result proved in [14] for λ > 0, ω < m and F(s) = −|s| p /p with 2 < p < 2N/(N − 1) is somehow optimal, since in the supercritical case only the trivial solution shows up, independently of any possible symmetry. On the other hand, such a Corollary also guarantees that our requirement of working with a superquadratic F when λ > 0 and ω < m is not only a technical one, since if F is subquadratic or quadratic (p = 2), then only the trivial solution can exist.
Actually, Theorem 1.3 is a special case of a more general result, which is the following:
We remark that the conditions in (1.16) and (1.17) are not consequences of the corresponding ones in (1.12) and (1.13), since no assumptions on the sign of F or F is ever made. We conclude our list of results with two existence statements which can be proved without condition F 3 ), but only assuming the positivity and the subcriticality of F; in this case, λ appears as a Lagrange multiplier:
for all s ∈ R and a.e x ∈ R N . Then there exists a sequence (λ n ) n ∈ R such that the associated problems (1.8) with λ = λ n admit a couple of nontrivial solutions
From a physical viewpoint, positive solutions are the most interesting ones, and in fact we can prove 
Proofs of the existence theorems
Let us start making some notations precise: 
where
and by the Hölder inequality
By interpolation, the Sobolev inequality and by density, we get that
Applying the Young inequality to (2.19) we also get
for any ε > 0, and in particular, when q = 2, we have
By Hölder's inequality, we can estimate the right hand side of the previous inequality by
Now apply Young's inequality for convolutions, choosing q so that 1/q = 1/r + 1/q − 1, that is q = 2r/(2r − 1), estimating with
note that, since r > N/2, we have 1 < q < N/(N − 1). Finally, by the interpolation and the Sobolev inequalities, we get that there exists C = C(W) > 0 such that
In view of the previous remarks, by exploiting the radial symmetry of W, the proof of the following result is straightforward:
Due to the lack of compactness of the translation group in R N , we will look for critical points of J constrained on the space of functions which are radially symmetric in the first N variables, that is
here O(N) denotes the orthogonal group in R N . Since the problem under consideration is invariant by rotation around the x N+1 -axis, if v ∈ H 
, and the claim follows, since ω < m. 
+ ) be as in the statement above. We first prove that (v n ) n is bounded. Indeed, by assumption, there exist A, B > 0 such that
On the other hand,
by (2.22) applied again with ε = m and by F 3 ). In conclusion, there exist C > 0 such that
and thus 
N−1 , see [22] , we actually have that
Up to subsequence, we can also assume that v n → v a.e. in R
N+1
+ . We will now show that , v) a.e., since F s is a Carathéodory function by F 1 ), and by F 2 )
For instance,
by (2.26) and (2.25). Analogously, we have
and so Lebesgue's Theorem gives
Moreover, for any q ∈ 2,
N+1 , 2 , we get
First, Minkowski's inequality implies that for any ℘ ∈ [1, ∞] there holds
Now, by Hölder's inequality and Young's inequality for convolutions, for any t ∈ (1, ∞) we have 
Since r > N/2, we have
finally, we have the nontrivial possibility q ∈ 2N N+1 , 2 , that is q ∈ 2, 2N N−1 , with obvious meaning if N ≤ 3. In this way (2.28), (2.31) and (2.25) imply the existence of C > 0 such that
(2.32)
On the other hand, proceeding as above, we have
where t can be chosen so that q t = 2σ ∈ 2, 2N N−1 , obtaining, as above,
for some C > 0 and all n ∈ N.
In conclusion, from (2.29) we get
Reasoning as above, one can also prove that
for some C > 0 and all n ∈ N. We also need to prove that v is a critical point of J on H 
Thus, by the weak convergence of v n to v, it is enough to prove that
First, by F 2 ) we have
Hence, by the Generalized Dominated Convergence Theorem
Then,
and starting as in (2.30), we can estimate the previous identity with
where 2σ ∈ 2, 2N N−1 . Hence, proceeding as before to obtain (2.34) and (2.35), the last quantity goes to 0 as n → ∞ and thus we can conclude that v is a critical point of J on H (1)) < 0}. Now, the map t → J(tv) is increasing and has a strict maximum point at t = 1; taken τ > 0 such that J(τv) < 0, definẽ γ(t) = tτ|v|, so thatγ ∈ Γ, by the additional assumption on F. Moreover, the map t → J(t|v|) has a unique maximum point at t = 1. Thus, it is readily seen that J(tτv) ≥ J(γ(t)), so that
J(γ(t)),
Hence, also t → t|v| is a path giving the same critical level. If, by contradiction, |v| were not a critical point for J, we could define a pathγ ∈ Γ, obtained deformingγ via the gradient flow, in such a way that max t∈ [0, 1] J(γ(t)) < β, contradicting the definition of β itself. In conclusion, |v| is also a critical point for J. Remark 2.1 In [14] the proof of the Palais-Smale condition for the related problem is given without using the compact embedding of [22] , but exploiting the assumption that W(x) → 0 as |x| → ∞, which here we do not require.
We now give the Proof of Proposition 1.2. Since ω < m, the quantity
+ ) which is equivalent to the usual one. Indeed, applying (2.22) with ε = m, we get
. Now, let us set
It is easy to see that M is a non empty differentiable manifold of codimension 1. Indeed, for any v ∈ H
It is clear that ψ is a strictly increasing function such that ψ(0) = 0 and ψ(t) → ∞ as t → ∞, and thus M is non empty. Moreover, if v ∈ M and we assume that G (v)(w) = 0, i.e. (using the symmetry of W)
we get in particular
a contradiction with the fact that v ∈ M. Now, since F ≥ 0, we immediately see that the C 1 functional I :
It is readily seen that (v n ) n is bounded, so that we may assume that
N−1 and a.e. in R N . Moreover, by Ekeland's Variational Principle (see for example [32, Theorem 8 .5]) we can also assume that I |M (v n ) → 0, i.e. there exists a sequence (μ n ) n in R such that
as n → ∞ for every w ∈ M, and hence for any w ∈ H
for some universal constant C > 0, since (v n ) n is bounded. In conclusion, also (μ n ) n is bounded. Hence, we can suppose that there exists λ ∈ R such that μ n → λ as n → ∞. Proceeding as in the proof of Lemma 2.1, we can now show that, up to subsequences,
, we get that v ∈ M is a nontrivial minimum point of I in M. Passing to the limit in (2.38), we get
e. v solves (1.8) with λ given as a Lagrange multiplier.
If in addition, 2F(x, s) ≤ F s (x, s)s for all s ∈ R and a.e. x ∈ R N , then
and so λ > 0. 
Then I admits at leastγ(M) pairs of critical points on M.
Here γ(A) denotes the Krasnoselskii genus of a symmetric set A, defined as γ(∅) = 0, and when A ∅,
In particular γ(A) = ∞ for any symmetric set containing 0; see [28] or [31] for an introduction to the genus and some related results and applications. In our case, we proceed as in the previous proof, restricting I on the symmetric manifold M. Imitating the steps above, one can see that I satisfies the (PS ) condition on M, while, applying Theorem 2.1, the existence part of the Proposition follows from the following Lemma, whose proof is given in the Appendix:
The final statement in Proposition 1.3 is exactly as in the previous proof.
We conclude this section with the Proof of Proposition 1.4. If λ ≤ 0, it is enough to repeat the final part of the proof of Proposition 1.2 replacing the functional I by the functional
where v + = max{v, 0}, so that the minimum point solves
Using v − as test function, we find
The strong maximum principle implies v > 0 in both cases.
Variational identities and proof of the non existence results
We start this section with the first non existence result, whose proof is very easy and can be obtained without additional new tools. In particular, here we don't need the new variational identities for the half Laplacian (see Lemma 3.4 and equation (1.3) ), which will be developed below in order to prove the more general non existence results.
Proof of Proposition 1.1. Taking v as test function in (1.9), if ω ≤ 0 we have
and the thesis follows. If ω ∈ (0, m), applying (2.22) with ε = m, we find
for some C > 0, and again the claim is proved. Now, we show by some variational identities that the existence results of the previous section (in particular Theorem 1.1) are, in some sense, optimal, provided that F = F(s).
Let v ∈ H 1 (R N+1 + ) be a solution of (1.8) with F = F(s). By reasoning as in [14, Theorem 3.2 and Proposition 3.9], we can show that
and is a classical solution of (1.8).
Let us set X = (x, x N+1 ) with x = (x 1 , . . . , x N ) ∈ R N . Moreover, define
Finally, for brevity, we write v i in place of v x i . We state the following result for regular functions, like solutions of (1.8) if F is of class C 0,α , with obvious generalization for Sobolev functions in H
, since functions n this space admit traces on every manifold appearing in the calculations below.
and for every R > 0 there holds
Here g : R → R is any continuous function and
Proof. Fix i ∈ {1, . . . , N + 1}. Denoting by ν the outward unit vector to ∂Δ R , we have
For any i, j ∈ {1, . . . , N + 1}, by Green's formula we have
Hence, denoting by δ i j the usual Kronecker symbol, we have
Summing up over i, j ∈ {1, . . . , N + 1}, by (3.41), we get (3.39).
In order to prove (3.40), observe that for any i ∈ {1, . . . , N + 1} we have
Summing up, using (3.41), we obtain (3.40).
We now focus on the 3-dimensional case, i.e. on problem (1.6).
, with φ 2 = R 3 |Dφ| 2 (see also [16] ). Operating as we did to prove Lemma 3.1, replacing Δ R with b R , we can prove that
see also [15, Lemma 3.1] . On the other hand, from (3.43) we have
Starting from (3.44), using (3.46) and (3.45), the claim follows.
, there exists a sequence R n → ∞ such that
Proof. We follow the lines of [8] . First, let us note that on ∂b R n we have
by the Sobolev inequality: hence v 2 φ ∈ L 1 (R 3 ). Thus it is enough to prove that, if f ∈ L 1 (R 3 ), then there exists a sequence R n → ∞ such that
Assume this is not the case, so that there exists ε, R 0 > 0 such that
and a contradiction arises.
Proof. From Lemma 3.2, applying Lemma 3.3, we find
On the other hand, φ being a solution in D 1 (R 3 ) of (3.43), we get
Substituting, we get the claim.
We are now ready to prove the variational identity (1.11) for the generalized half Laplacian, which we believe to be quite useful in studying system (1.6):
Proof of Theorem 1.2. Multiply the first equation in (1.6) by X · Dv and integrate on Δ R . Applying Lemma 3.1 with g(s) = s we get
By the boundary condition in (1.8) we have
Operating as in the proof of Lemma 3.2 (see also [15, Lemma 3 .1]), setting φ = 1 |x| * v 2 , we can prove that
Substituting (3.49) into (3.48), we obtain
As in the proof of Lemma 3.3 we can find a sequence R n → ∞ such that the integrals over ∂b R n and over S + R go to 0 as n → ∞. In this way (3.50) gives
By substituting in the equation above the term |Dφ| 2 taken from (3.47), we finally get (1.11).
We are now ready for the Proof of Theorem 1.3. Since v is a solution of (1.8), we have
Now we isolate R 4 + |Dv| 2 dX in (3.51) and substituting in (1.11), we get 
Thus, if (1.13) holds, again we get v ≡ 0. Now, if ω > 0 and λ ≤ 0, starting from (1.11), using (2.22), we have , by (1.14) we obtain again v ≡ 0. If ω = 0 the conclusion is easier. The last statement needs a longer proof and the following estimate, which also establishes a non vanishing property for nontrivial solutions of (1.6), and for whose proof we direct the reader to the Appendix:
and there exists C = C(m, ω) > 0 such that
for any nontrivial solution of (1.6).
Let us start by noting that for any solution v and for any ρ > 0 we have
(3.54)
Now, take any ρ < 3/2 and start from (3.54); applying (2.22) with ε > 0, we obtain .
Let us remark that the function g(ε) = (6−5εm−3εm 2 /ω)[4(1−εm)] −1 is strictly decreasing in (0, 1/m), and that g(0 + ) = 3/2, so that in the previous computations we are indeed allowed to choose ρ < 3/2 if ε < 1/m. Therefore, passing to the limit as ρ ↑ 3/2 in (3.56), we get
by the assumption on F appearing in (1.15). Since the remaining coefficient is a strictly negative number, we have v 2 φ = 0, and from (3.52) also v ≡ 0. Theorem 1.3 is now completely proved.
We conclude with the Proof of Theorem 1.4. The first part is very similar to the proof of Theorem 1.3, which was obtained adding (1.11)+ρJ (v)v for ρ = 1 and ρ = 2. Now, starting from (3.54), if (1.16) holds, all the coefficients are less than or equal to 0, and we get v ≡ 0; if (1.17) holds, all the coefficients in (3.54) are nonnegative, and we obtain again v ≡ 0. Now assume the (1.18) holds. Since ω ∈ 0, 2m √ (ρ−1)(ρ−2) 2ρ−3
and λ ≤ 0, starting from (3.54) and using (2.22) and the fact that ρ > 2, we find
Both the coefficients of the integrals above are nonnegative provided that
which is possible by the bound on ω.
A Appendix
Proof of Lemma 2.2. Fix k ∈ N and take any subspace H k of H 1 r (R N+1 + ) having dimension k. We first prove that M k := M ∩ H k , which is non empty by the definition of the map in (2.37), and is bounded. Indeed, assume by contradiction that there exists an unbounded sequence (v n ) n in M k . Without loss of generality, we can assume that Proof of Lemma 3.5. In (1.9) take w = v, obtaining 
