In this study we investigated estimation of occupational exposure to 2,3,7,8-tetrachlorodibenzo-pdioxin (TCDD) based on a minimal physiologic toxicokinetic model in humans. Our purpose was to obtain a mathematical tool for dose-response studies based on human data. We first simplified an existing model of TCDD kinetics in humans and estimated its parameters (i.e., liver elimination and background input of TCDD) using repeated measures of serum dioxin taken in Vietnam veterans (Ranch Hand data and data from an unexposed reference group). We carried out computer simulation and estimation of the model parameters both under a nonlinear weighted least-squares model (naive pooled data approach) and under a nonlinear mixed-effects model. The best parameter estimates were obtained with log-transformed data under a mixedeffects model: liver elimination parameter kf = 0.022 days-1 (95% confidence interval [Cl] = 0.020, 0.024), and background input rate input=0.1251 pg/kg/day (95% Cl=0.071, 0.179). The dioxin kinetic model and its estimated parameters were then used to provide dose estimates for a cohort of workers with exposure to TCDD at chemical plants in the United States. First, the model was used to estimate the rate of occupational intake of TCDD in a subset of the cohort consisting of 253 subjects for whom one measure of serum TCDD was available. A model of change in body-mass index over time was also identified for this subsample. The occupational exposure rate was estimated by linear regression using the above values of kinetic parameters and assuming an initial condition for serum TCDD of 7 ppt, i.e., the average level found in unexposed workers. The estimate of the occupational exposure parameter was 232.7 pg/kg/day (95% Cl 192, 273). This value can be applied to the full cohort to obtain for each cohort member the time course of serum dioxin concentration from which exposure indices can be derived. Sensitivity coefficients to model parameters (background input, kf, occupational exposure, and the assumed TCDD concentration at hire) allow for a convenient recalculation of the serum TCDD curve and of the derived exposure indices for different assumed values of the model parameters.
Introduction
2,3,7,8-Tetrachlorodibenzo-p-dioxin of TCDD has been studied in recent years (TCDD) dose-response analyses based on using different mathematical modeling human data require the use of a kinetic approaches, ranging from statistical model for TCDD. The kinetic behavior regression models to comprehensive descriptions of the biologic pathways of TCDD.
Statistical regression models aim at providing a black-box description of the variables that influence TCDD kinetics. These models generally assume a fixed halflife for TCDD and additional covariates account for deviations from the fixed halflife model. One of the first attempts to describe TCDD kinetics in humans, in particular fractional clearance rates, was based on a one-compartment, time invariant, model. An estimate of 7.1 years (95% confidence interval [CI] = 5.8-9.6 years) was obtained for the half-life of TCDD in a group of 36 Ranch Hand (RH) veterans (1) . This estimate changed to 11.3 years (95% CI= 10.0-14.1 years) by extending the study group to 337 veterans (2) . A mixed-effects modeling approach was later adopted for describing TCDD elimination rate as a linear function of individual percent body fat, change in percent body fat, and age (3) . The reported unadjusted estimated half-life is 8.7 years (95% CI = 8.0-9.5 years), although there was a statistically significant increase with increasing body fat but not with age or relative changes in body fat. Regression models incorporating one-compartment first-order kinetics for TCDD have been used also by others (4) (5) (6) .
Physiologic models focus on mechanistic relations between variables. Their scope is often to provide a highly detailed description of the network of biochemical and biophysical processes related to TCDD (7) (8) (9) . Animal experimental data are the source of parameter values and of model validation. The identification of physiologic models for TCDD in humans is complicated by the difficulties in obtaining the necessary observations to estimate parameter values for the modeled processes. Recently, a toxicokinetic model for TCDD based on a minimal physiologic construct has been proposed (10) . The model assumes a fixed fractional clearance rate for hepatic TCDD degradation with a daily TCDD intake proportional to body weight (bw). The model accounts for variations in TCDD serum levels due to variations in body mass, even in the absence of any change in the rate of dioxin intake or elimination from the body. The model is designed to describe long-term behavior of dioxin, and it does not account for fast dynamics nor for liver sequestration and binding of TCDD (11) . A Figure 1 . The model focuses on the dynamics of TCDD in the lipid fractions, and it assumes a continuous equilibrium of TCDD concentration between liver lipids and the remaining lipid compartments. The model requires the estimation of lipid compartment volumes of adipose tissue, liver, and other tissues by means of anthropometric formulas involving body weight and height (12) and of assigned constants of fractional tissue lipid content (13) . The model parameters can be estimated from repeated measures of serum TCDD.
We begin by reviewing the model presented by Dankovic et al. (10) . Next, we reformulate the model as a time-variant compartmental model under the simplifying assumption of constant body height. In the reformulated model, the fractional clearance and serum concentration of TCDD depend on the individual time course of body-mass index (BMI). We then focus on estimating the model parameters from sparse data with the goal of determining the characteristic population kinetic parameters of TCDD, including their interindividual variability. We then extend the model to include occupational exposure, and we estimate the resulting additional parameter. Finally, we use the model to obtain serum TCDD profiles over time and exposure indices (area under the curve) for members of an occupational cohort (14) .
Materials and Methods

Subjc
Ranch Hand Data Set. Operation Ranch Hand was the unit responsible for aerial spraying of herbicides in Vietnam from 1962 to 1971 (7) . Veterans are involved in a 20-year prospective study. Descriptions (11, 19) . This reflects on the assumption of an-equilibrium between TCDD in lipid fraction of blood, liver, and adipose tissue. The model assumes that on a long-term basis the proportion of body mass represented by the adipose tissue becomes the major source of variation in TCDD kinetics across individuals and within individuals over time, given that adipose tissue in humans displays a much larger variation than liver volume.
The model, shown in Figure 1 , is based on the assumption of a dynamic equilibrium of TCDD concentration between various body lipid compartments that form the total distribution volume (TLV= total lipid volume). The elimination ofTCDD due to liver degradation is assumed proportional to the total amount present in the liver with proportionality factor kf Moreover, a daily TCDD intake (pg/kg/day) proportional to body weight is assumed.
The volume/weight (IV, grams). In particular:
LVVother =0.022 Vother.
The MPTK model of TCDD is therefore described by the following linear, timevarying system with first-order dynamics:
where the time dependency of liver lipid volume, total lipid volume, body weight, and daily intake has been indicated explicitly. In Equation 1, X(t) represents the total body TCDD in picograms (pg), with initial condition at time to given by Equation 2, which is calculated from the first measured lipid-adjusted serum concentration (ladj(to) (ppt)). Using the first data point as the initial condition makes it possible to disregard the exposure history before time to which then does not influence the TCDD dynamics after to. This approach was necessary because the exposure history for the RH individuals before to was not available. Equation 3 represents the prediction at time t of the lipidadjusted TCDD concentration.
In the original model formulation (10), daily intake of TCDD was characterized by a parameter input describing background exposure per kilogram body weight. When applying the model to the NIOSH cohort, individual occupational exposure to TCDD is characterized as an additional daily intake per kilogram body weight proportional to the exposure time curve derived from the individual work history. In particular, intake(t) = input for the RH cohort, where input is a constant parameter, and intake(t) = input+ exposure up(t) [4] kf lv,(t) +(BM1(t) dt)xt dt K f tlv(t) BMI(t) + intake(t) [6] x(to)=ladj(to)tdv(to) [7] ladj(t) = x(t)/tlv(t) [8] where tltv(t) = TLV(t)lbw(t).
This simplified model was used to analyze both the RH and the NIOSH cohort data, using different descriptions of daily TCDD intake as described previously.
Comparison with Other ModelingApproaches
In the following we analyze the relationship between the above MPTK model of TCDD and another statistical, black-box, model proposed in literature, in particular the first-order kinetic model adopted by Michalek et al. (3) .
It can be first noted that the dynamic Equation 6 has the following explicit analytical solution:
x(t) = x(to)e Ito + It e inke(s) [9] where g(t) = kf liver(t) + (dBMI(t)ldt) ftlv(t) BMI(t) [10] represents the time-varying fractional clearance rate. Equation 9 follows from Equation 6 because linearity of the system has been assumed (20) , i.e., the fractional where 'C(t) is the TCDD concentration t years after exposure, C0 is the initial concentration, and X is a constant but unknown decay rate" (3). Michalek log(q t)-4)=log(G6)-Xt. [12] The relationship between the two modeling approaches arises by ignoring daily TCDD intake (i.e., intake(t) = 0) in Equation 9 , and by taking the measurement Equation 8 into account. This yields the following equation: log(ladj(t)tlv(t)) = log(Iadj(to)tlv(to)) [13] which is similar to Equation 12 , if one considers the equivalence X=g, with g representing the average value of fractional clearance, i.e., by putting to= 0 = fotg(r)dr t [14] In the interindividual variability of TCDD clearance, a statistical model was used in Michalek et al. (3) , based on a mixedeffects linear approach both without and with adjustment for covariates. For the unadjusted case the model was [15] where subcripts i and j represent the subject and the sampling time, respectively, and (p and PI) represent the fixed population effects, ( ¶q and S-j) the random effects.
The adjustment for covariates, xT, was performed using the following model in Michalek et al. (3) log(Ci(tij) -4) = Ip+XtA + I tij+ 2 + P3Xijtij + £ij. [16] In the MPTK model (Equations 6-8), individual clearance and its variations is given by the integral term on the righthand side in Equation 13 , which depends on changes in BMI (Equation 10 [20] which yields the time course BMI(t) = BMI(t1) + aBMI (t2 -t2) Thomas (26) , the general form of a cumulative exposure index computed at time Tfor the i-th subject, D( lT;n), as a weighted integral of the TCDD plasma concentration profile Di(T;n) = fto f(T -t,it)ldj(t, pi 0)dt, [22] where f(T-t, Ic) is a suitable weighting function parameterized by x, to represents the time of hire, and Tthe time at risk.
Typical choices of f(r,r) are a) the unweighted cumulative exposure with f(r,r) = 1, and b) the lagged cumulative exposure with f(er,i) = .aladj(t,pi I 0) = y3(t, p, 0). [25] aexposure The computation of the sensitivity alad](t,pilO)/akf requires more complex calculations which were performed using the software PANSYM (21) .
Results
Parameter Estimation Nonlinear Weighted Least-Squares. Parameter estimates are dependent on the weighting scheme and on log transformation of the data ( Table 4 ). The best model predictions and distribution of residuals (not shown, see below) were obtained with log transformation of the data, which also yields the smallest background input and the smallest value of the elimination parameter kf.
Nonlinear Mixed-Effects Approach. The parameter estimates obtained from logtransformed data with the nonlinear mixedeffects model are also reported in Table 4 .
The random effect associated with the assignment of the first data point was taken into account in the analysis. Given (17) . The estimates obtained from the model ladj(t,pi kf) = ladj(to) Y1 (t,Pilkf) + exposure y3(t,pi) kf) (Equation 17 ) are shown in Table 5 for both uniform weighting and after log transformation of the data. In the same table we report the median and the 2.5 to 97.5 percentile interval of individual exposure levels. Although this is a rough estimate of individual TCDD exposure, because it is particularly sensible to measurement errors, it suggests that individual exposure levels are highly variable. Moreover, since the median value of this estimate is closer to the estimate obtained with log transformation of the data, it can be assumed once more that this latter estimation approach is preferable to ordinary least-squares. 'Linear model ladj(t,pilkf) = ladj(to)jyl(t,pi/kf) + exposure\y3(t,pi\kf) (ladj(to) = 7 ppt). Ibladjj/y3(tj,pi kf).
cMedian. 2.5-97.5 percentiles.
Results of simultaneous estimation of exposure and input parameters are reported in Table 6. Compared to Table 5 , the estimate of exposure obtained with uniform weighting and with log transformation do not differ as widely.
The value of exposure used for computing exposure indices in the whole NIOSH cohort is the one reported in Table 6 obtained with log transformation. This choice was based on model predictions and on normal quantile plots of residuals (Figure 3) , and it yielded the smallest parameter values, particularly regarding the input parameter. However, even the value of 0.45 for the input parameter would not be consistent with the assumed average population concentration of 7 ppt for unexposed subjects. In fact, assuming zero occupational exposure, the value of 0.45 would yield an average TCDD concentration of 10.3 ppt in the NIOSH subcohort instead of the postulated 7 ppt. We slightly adjusted this parameter to maintain an average concentration of 7 ppt. Therefore, for subsequent calculations we fixed background input at 0.293 (pg/kg/day). 
Estimation ofPopuladon BMI Time Course
We obtained the following estimates: aBMI =-3.755 x 10-3 ± 0.9 X 10-3 (± SE) (kg/m2/year2), and PBMI = 0.26907 ± 0.04 (kg/m2/year). A comparison of the model predictions (Equations 20 and 21) with survey data regarding the rate of change of BMI over time and the corresponding variations from baseline is depicted in Figure 4 .
Example of Calculation of Expsure Indices Figure 5 shows an example of application regarding the calculation of the time course of two exposure indices: serum dioxin concentration and its time integral (area under the curve). Each of these indices was calculated starting from age at hire and ending at age last observed. We also computed the sensitivities of these (Table 1) . It may, however, be of importance for a sizable portion of the NIOSH data (Table 2 ). There is some evidence that human hepatocytes may be less sensitive than rat hepatocytes to the protein-inducing effect of TCDD (27) . In the presence of a relevant liver sequestration of TCDD, its omission from the model might produce biased predictions, which, however, we did not observe.
The (Figure 2) . With the NLME model we were also able to take into account the random effect associated with the assignment of the first data point. Estimates Observations with nondetectable levels were excluded from our analysis. The exclusion affected nine observations in the reference group and three observations in the RH group, with the 1997 level less than 10 ppt. These observations would have provided additional information to estimate the background input parameter. However, imputing a value for these observations was complicated by the variability of the detection limit across measurements. This prevented the use of methods based on the assumption of a common detection limit (28) .
Some of the data used to estimate parameters in the MPTK model were the results of selection: for the exposed RH observations, the follow-up data on serum TCDD were available if the 1987 level was greater than 10 ppt. On the other hand a sample of RH veterans with 1987 serum TCDD less than 10 ppt was offered an additional measure in 1992. There were no selection criteria for the availability of serial measurements in the unexposed reference group. In the context of our modeling approach it was not possible to take into account these complex selection criteria from which the data arose. On the other hand, an analysis of the exposed Ranch Hand data based on a statistical model (3) did take the selection criteria into account following a data-conditioning approach. To assess potential biases in our analysis, we carried out a comparison of the predictions of the MPTK model and of the model in Michalek et al. (3) . By taking hypothetical subjects with constant percent body fat over time and by setting the background input = 0, one can compare the apparent half-life of TCDD between the two models. Results in Table 7 show that within the conditions defined above the agreement between the two approaches is have a clear impact on the apparent half-life ofTCDD. Figure 6 shows that higher values of BMI are associated with longer TCDD half-lives, whereas an increase/decrease in BMI in the same individual is accompanied by a decrease/increase in the apparent halflife of TCDD. This last effect, which is a distinctive feature of the model by Dankovic et al. (10) is due to a change in volumes of distribution. The curves in Figure 6 also represent system impulse responses following Equation 9 , with x(to) = 100 and intake= 0.
The nonlinear mixed-effects approach used here may provide optimistic estimates of parameter variance. Other computationally intensive approaches (29) may provide a more realistic assessment of parameter variability at the population level.
Estimaon ofOccupation Exposure to TCDD
The estimation of the occupational intake rate was conducted by applying the MPTK model with kf = 0.02199 to the NIOSH subcohort of253 workers. We showed theoretically that there is a linear relation between TCDD serum concentration, occu-"pational exposure, background input, and initial TCDD serum concentration. On the other hand, the relation to kfis nonlinear. Estimates of the occupational exposure parameter were sensitive to data transformation. We selected the estimates based on logtransformed data, which yielded an occupational exposure rate of 232.7 pg/kg/day (95% CI = 192, 273). This choice was accompanied by the value of the input estimate, which was the closest value compatible with the observed average concentration of 7 ppt in absence of occupational exposure, and was supported by model predictions and residual plots. The estimate of background input of 0.45 pglkg/day was further adjusted to maintain a prediction of 7 ppt (input = 0.293 pg/kg/day). The need for this adjustment may indicate that parameter estimation in the NIOSH subcohort might benefit from the availability of an additional serial measurement of serum TCDD. While estimating occupational exposure in the NIOSH subcohort we had to assume that the occupational exposure intake of TCDD was identical across exposed jobs, given that a job-exposure matrix was not available. This has the effect of introducing a nondifferential misclassification of exposure, because of the absence of a relation with the outcome (disease) status. Although this has been traditionally associated with the introduction of a bias towards the null in the risk estimates (30), we feel that the direction of the bias is actually unknown, given that predicted serum TCDD is a continuous function of several variables and given the multivariate structure of the risk estimation models in which the TCDD exposure indexes eventually will be used (31) .
The model fit to the NIOSH data showed a higher dispersion than observed in the RH data. This may be due to a combination of the following factors: a higher exposure level in the NIOSH cohort than in the RH group, differences in populations with possible effects on TCDD kinetics, the availability of a single TCDD measurement, and the assumption of a unique exposure level for all exposed jobs, as discussed above.
To account for BMI changes over time in the NIOSH subcohort, we did not rely on simple linear interpolation between the two data points, as we did with the RH data, for which the measurements were taken at relatively short time intervals. In fact, in the NIOSH subsample there is a large time difference between the first (at hire) and the second (several decades later) BMI measures. We selected a model structure for BMI changes over time that was compatible with BMI changes observed in survey data (24) . We then estimated the parameters of this model using the data from the NIOSH subcohort. Given the important effects of BMI changes over serum TCDD kinetics time, we believe that the ad hoc model of BMI change should be more reliable than the use of general population survey data.
Computation ofExposure Indices
Finally, we calculated the time course of serum TCDD and of its area under the curve (cumulative dose) for individual members of the NIOSH cohort. This step was carried out with fixed values of the occupational exposure, background input, kf parameters, and of the assumed TCDD concentration at hire. In addition, this step requires knowledge of BMI at hire and of the complete work history. Each tabulated time of serum TCDD and of the area under the curve is also accompanied by sensitivity coefficients to occupational exposure, background input, kf, and the assumed TCDD concentration at hire. These sensitivity coefficients can be used to obtain alternative values for the exposure indices for different values of the parameters, without having to rerun the kinetic model simulations. The exposure indices thus recalculated are precise for sizable variations of kf (within 30%); they are, however, exact for deviations of any magnitude for the remaining parameters. We believe that the information on parameter sensitivities is very valuable in the dose-response analyses since it makes it convenient to build exposure indices for different values of the model parameters and then to evaluate the robustness of the risk estimates.
