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Получены необходимые и достаточные условия, при которых неавтономные дифференциальные системы с кубической 
правой частью эквивалентны в смысле Мироненко вложимым системам. 
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Necessary and sufficient conditions for nonautonomous differential system with cubic right-hand side  to be  equivalent  to  
embedable system in sense of Mironenko were obtained. 
 




Рассмотрим дифференциальную систему 
( , ),x S t x=  ,t R∈  1( ,..., )T nmx x x R= ∈  (0.1) 
с непрерывно дифференцируемой правой ча-
стью. Отражающей функцией [1] системы (0.1) 
называется функция, определяемая формулой 
( , ) ( ; , ),F t x t t xϕ= −  
где ( ; , )t xϕ τ  есть общее решение системы (0.1) в 
форме Коши. Для любого решения ( )x t  этой 
системы верно тождество 
( , ( )) ( ).
t
F t x t x t≡ −  
Это свойство можно принять и за определение 
отражающей функции [2, с. 16]. Несмотря на то, 
что отражающая функция определяется через 
решения системы, разработаны методы, которые 
позволяют находить отражающую функцию, не 
используя определение. Более того, даже зная 
лишь некоторые свойства (например, периодич-
ность) отражающей функции можно уже иссле-
довать поведение решений самой системы, не 
прибегая к построению отражающей функции. 
Больше о методе отражающей функции и его 
применении можно найти в [2]–[7], а также на 
сайте www.reflecting-function.narod.ru. 
 Простейшим квазимногочленом называется 
комплекснозначная функция переменного t  вида 
,k tt eν   где  0 , .k N Cν∈ ∈   Всякая  линейная ком-
бинация  простейших  квазимногочленов   с  
комплексными коэффициентами называется  
квазимногочленом. Компонента ix  системы  
(0.1) называется вложимой [8, с. 47], если для 
любого решения 1( ) ( ( ),..., ( ))mx t x t x t=  этой сис-
темы функция ( )ix t  является квазимногочленом 
(говоря о решениях системы, мы имеем в виду, 
что они действительны). Компонента ix  системы  
(0.1) вложима тогда и только тогда, когда для 
каждого решения ( )x t  этой системы существует 
линейное стационарное уравнение вида  
( ) ( 1)
1 0... 0,
n n
n na z a z a z
−
−+ + + =  
для которого ( )ix t  является решением. Когда 
компонента ( )ix t  любого решения ( )x t  системы 
(0.1) является одновременно и решением некото-
рого общего для всех решений ( )x t  линейного 
стационарного уравнения, то эта компонента 
называется сильно вложимой. Дифференциаль-
ная система называется вложимой (сильно вло-
жимой) если любая ее компонента вложима 
(сильно вложима). 
 Как вложимые, так и сильно вложимые сис-
темы, как правило, являются существенно нели-
нейными системами. В, частности, как показано 
в [8] они могут иметь несколько положений рав-
новесия, предельные циклы и иметь другие каче-
ственные свойства, присущие только нелиней-
ным системам. 
 С другой стороны, эти системы интегриру-
ются в элементарных функциях. Правило нахож-




                   Проблемы физики, математики и техники, № 4 (9), 2011 76 
см. в [8, c. 45]. Таким образом, мы можем найти 
отражающую функцию вложимой системы, и, 
значит, можем построить целый класс диффе-
ренциальных систем с такой же отражающей 
функцией [3, с. 71]: 
0.5 ( , ) ( , ) ( , ) ( , ),x t xx F t F F F t F R t x R t F= − − + − − −  
где ( , )R t x  есть произвольная вектор-функция. 
Дифференциальные системы из этого класса не 
обязаны быть вложимыми и интегрируемыми в 
квадратурах, однако они будут иметь те же каче-
ственные свойства, что и эквивалентная им вло-
жимая система. 
 
1 Полученные результаты 
 Ниже приведены теоремы, которые позво-
ляют легко проверить любую кубическую отно-
сительно координат фазового вектора систему на 
предмет ее эквивалентности (в смысле совпаде-
ния отражающей функции) вложимым автоном-
ным системам 
2 2,x x y y xy= = −   
или 
2 2 2 2( ), ( ).x y x y y x x y= + = − +   
 Теорема 1.1. Из всех кубических относи-
тельно координат фазового вектора систем 
лишь непрерывно дифференцируемая по t  диф-
ференциальная система вида 
2
2
( ) ( ) ,
( ) ( ) ,
x a t x b t x y




                  (1.1) 
для коэффициентов которой выполнены условия: 
1) функции ( )a t  и ( )c t  – нечетные; 
2) справедливо соотношение 
( ) ( ) 2 2 ( ( ) ( )),b t b t t a t c t+ − = + +  
эквивалентна вложимой автономной системе 
2 2, ,x x y y xy= = −     (1.2) 
и при этом отражающая функция обеих этих 
систем имеет вид 
2 2( , , ) ( , ) .txy txy TF t x y xe ye−=  
Доказательство этой теоремы разбивается 
на два этапа. Сначала необходимо убедиться, что 
данная функция ( , , )F t x y  действительно являет-
ся отражающей функцией вложимой автономной 
системы (1.2). Для этого достаточно проверить 
выполнение основного соотношения для отра-
жающей функции этой системы. Затем мы берем 
произвольную кубическую дифференциальную 
систему 
2 3
00 10 01 20 03
2 3
00 10 01 20 03
... ,
...
x m m x m y m x m y
y n n x n y n x n y
= + + + + +
= + + + + +

  
и подставляем ее правую часть в основное соот-
ношение для отражающей функции ( , , ).F t x y  
Приводим подобные члены относительно степе-
ней 0 2 3, , , ,...,x x y x y  и приравниваем их к нулю, 
чтобы  основное  соотношение выполнялось. 
Отсюда получаем систему вида (1.1) и ограниче-
ния на ее коэффициенты ( ),a t  ( )b t  и ( ).c t  Тем 
самым доказано, что только для кубических диф-
ференциальных систем вида (1.1), функция 
( , , )F t x y  будет отражающей функцией. И, сле-
довательно, система (1.1) и вложимая автоном-
ная система (1.2) эквивалентны.  
Замечание 1.1. Из условий 1) и 2) теоремы 
следует, что коэффициент ( )b t  имеет вид 
( ) 1 ( ) ( ( ) ( ) ( )),b t t t a t c t tα β= + + + +  
где ( )tα  – нечетная функция, а ( )tβ  – четная 
функция. Действительно, из условия 2) мы полу-
чаем четную часть функции ( ) :b t  
( ) ( ) 1 ( ( ) ( )).
2
b t b t t a t c t+ − = + +  
Тогда нечетную часть функции ( )b t  можно за-
писать в виде ( ) ( ),t t tα β+  где ( )tα  – нечетная 
функция, а ( )tβ  – четная  функция. 




sin (1 sin ),
sin (1 sin ).
x x t x y t
y y t xy t
= − + +
= − +

            (1.3) 
Первое условие теоремы, очевидно, выполняет-
ся. Проверим второе условие: 
3 31 sin 1 sin ( ) 2 2 ( sin sin ).t t t t t+ + + − = + − +  
Оба условия теоремы выполнены, поэтому диф-
ференциальная система (1.3) эквивалентна вло-
жимой автономной системе (1.2). 
 Теорема 1.2. Дифференциальная система 
(1.1) с 2ω -периодической по t  правой частью не 
имеет других периодических решений, кроме ре-
шений, начинающихся при t ω= −  на координат-
ных осях. 
Доказательство. Правая часть системы 
(1.1) 2ω -периодична по ,t  а ее решения одно-
значно определяются своими начальными дан-
ными. Согласно основной лемме [3, с. 65] реше-
ние ( ; , )t xϕ ω−  системы (1.1) будет 2ω -перио-













=    (1.4) 
Если 0,x =  то оба уравнения системы (1.4) об-
ращаются в верные равенства для любого y: 
0 0, .y y= =  
Поэтому 0, ( )x y y t= =  есть решение системы 
(1.4). Если 0,x ≠  то можно разделить на него обе 
части первого уравнения системы (1.4): 
2 1.xye ω =  
Отсюда 0.y =  Но 0y =  является решением и 
второго уравнения системы (1.4) при любом x. 
Имеем еще одно решение системы (1.4): 
( ), 0.x x t y= =  
Кубические неавтономные дифференциальные системы, эквивалентные в смысле совпадения отражающих функций… 
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Рассматривая второе уравнение системы (1.4) 
получаем те же самые решения. 
 Таким образом, 2ω -периодическими будут 
лишь те решения системы (1.1), которые начи-
наются на координатных осях. Теорема доказана. 
 Согласно основной лемме [2, c. 12], если мы 
знаем отражающую функцию ( , , ),F t x y  то ото-
бражение за период [ ; ]ω ω−  имеет вид 
( , , ).F x yω−  Периодическое решение устойчиво 
по Ляпунову (асимптотически устойчиво) тогда 
и только тогда, когда неподвижная точка ото-
бражения Пуанкаре устойчива по Ляпунову 
(асимптотически устойчива) [9, с. 177]. Исследо-
вание устойчивости неподвижной точки уже яв-
ляется алгебраической задачей. 
 Теорема 1.3. Отображение за период 
[ ; ]ω ω−  системы (1.1) имеет вид: 
2 2( , ) ( , ) .xy xy TП x y xe yeω ω−=  
 Можно утверждать, что периодические ре-
шения системы (1.1) не будут устойчивыми, так 
как функция 2txyye  неограниченно возрастает 
при росте .t  
 Граничное условие двухточечной краевой 
задачи всегда можно записать в виде 
( ( ), ( )) 0.x xβ αΦ =  
С помощью замены 
2
t α βτ += −  любая двухто-
чечная задача вида ( ( ), ( )) 0x xβ αΦ =  сводится к 
задаче вида 
( ( ), ( )) 0,x s x sΦ − =                 (1.5) 
где .
2
s β α−=  В дальнейшем нам понадобятся 
некоторые сведения из статьи [10, с. 775], кото-
рые можно сформулировать в виде утверждения. 
 Утверждение 1.1. Решение системы (0.1) 
( ),x t  удовлетворяющее начальному условию 
0( ) ,x s x=  будет решением задачи (0.1), (1.5) 
тогда и только тогда, когда оно продолжимо на 
[ , ]s s−  и является решением системы 
0 0( , ( , )) 0.x F s xΦ =  
 Теорема 1.4. Решение системы (1.1) 
( ( ), ( )) ,Tx t y t  удовлетворяющее начальному усло-
вию 0 0( ) , ( ) ,x s x y s y= =  будет решением задачи 
(1.1), (1.5) тогда и только тогда, когда оно явля-
ется решением системы 
0 0 0 0
0 0 0 0
2 2
1 0 0 0 0
2 2
2 0 0 0 0
( , , , ) 0,
( , , , ) 0.
sx y sx y
sx y sx y
x x e y y e




Φ =  
 Доказательство состоит в ссылке на утвер-
ждение 1.1. 
 Как было упомянуто выше, метод отра-
жающей функции позволяет нам построить це-
лый класс дифференциальных систем, решения 
которых будут иметь те же качественные свойст-
ва,  что  и  вложимая  автономная система (1.2). 
В этом классе будут не только кубические сис-
темы вида (1.1), но и дифференциальные систе-
мы, решения которых мы не сможем записать в 
виде отношений, содержащих только квадратуры 
функций, задающих систему. 
 Теорема 1.5. Из всех кубических относи-
тельно координат фазового вектора систем 
лишь непрерывно дифференцируемая по t  диф-
ференциальная система вида 
2 2
2 2
( ) ( ) ( ) ( ),
( ) ( ) ( ) ( ),
x a t x c t y b t y x y
y a t y c t x b t x x y
= + + +
= − − +

        (1.6) 
для коэффициентов которой выполнены условия: 
1) функции ( )a t  и ( )c t  – нечетные; 
2) имеет место соотношение 
( ) ( ) 2 4 ( ),b t b t ta t+ − = +  





x y x y





и при этом отражающая функция обеих этих 
систем имеет вид 
2 2 2 2
2 2 2 2
( , , ) ( cos 2( ) sin 2( ) ,
sin 2( ) cos 2( ) ) .T
F t x y x x y t y x y t
x x y t y x y t
= + − +
+ + +  
Доказательство теоремы проводится анало-
гично доказательству теоремы 1.1. 
Замечание 1.2. По аналогии с замечанием к 
теореме 1 из условий 1) и 2) теоремы 1.5 следует, 
что коэффициент ( )b t  имеет вид 
( ) 1 ( ) 2 ( ( ) ( )),b t t t a t tα β= + + +  
где ( )tα  – нечетная функция, а ( )tβ  – четная 
функция.  
 Теорема 1.6. Дифференциальная система 
(1.6) имеет бесконечно много 2ω -периодических 
решений. Это те и только те решения, которые 
удовлетворяют начальному условию 
2 2( ) ( ) ,kx y πω ω ω− + − =  
где ω  есть полупериод коэффициентов правой 
части. 
Доказательство. Правая часть системы 
(1.6) 2ω -периодична по ,t  а ее решения одно-
значно определяются своими начальными дан-
ными. Согласно основной лемме [3, с. 65] реше-
ние ( ; , )t xϕ ω−  системы (1.6) будет 2ω -периоди-
ческим тогда и только тогда, когда ( , )Tx y  есть 
решение системы 
2 2 2 2
2 2 2 2
cos2( ) sin 2( ) ,
sin 2( ) cos2( ) .
x x y y x y x
x x y y x y y
ω ω
ω ω
+ + + =
− + + + =  (1.7) 
Систему (1.7) можно записать иначе: 
 
2 2 2 2
2 2 2 2
(cos2( ) 1) sin 2( ) 0,
sin 2( ) (cos 2( ) 1) 0.
x x y y x y
x x y y x y
ω ω
ω ω
+ − + + =
− + + + − =  
 
Эта система будет иметь не только нулевое ре-
шение, если определитель системы равен нулю: 
М.С. Белокурский 
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2 2 2 2
2 2 2 2
cos 2( ) 1 sin 2( )
0.
sin 2( ) cos 2( ) 1
x y x y
x y x y
ω ω
ω ω
+ − + =− + + −  
Следовательно, 
2 2 2 2 2 2(cos2( ) 1) sin 2( ) 0.x y x yω ω+ − + + =  
Раскроем скобки и упростим уравнение: 
2 22 2cos2( ) 0.x y ω− + =  
Или 
2 2cos 2( ) 1.x y ω+ =  
Решив это уравнение, получаем 
2 2
0, .
kx y k Nπω+ = ∈  
Теорема доказана. 
 Теорема 1.7. Отображение за период 
[ ; ]ω ω−  системы (1.6) имеет вид: 
2 2 2 2
2 2 2 2
( , ) ( cos 2( ) sin 2( ) ,
sin 2( ) cos2( ) ) .T
П x y x x y y x y
x x y y x y
ω ω
ω ω
= + + +
− + + +  
 Теорема 1.8. Решение системы (1.6) 
( ( ), ( )) ,Tx t y t  удовлетворяющее  начальному  ус-
ловию  
0 0( ) , ( ) ,x s x y s y= =  
 будет решением задачи (1.6), (1.5) тогда и 
только тогда, когда оно является решением 
системы 
2 2 2 2
1 0 0 0 0 0 0 0
2 2 2 2
0 0 0 0 0 0 0
2 2 2 2
2 0 0 0 0 0 0 0
2 2 2 2
0 0 0 0 0 0 0
( , cos2( ) sin 2( ) ,
, sin 2( ) cos 2( ) ) 0,
( , cos2( ) sin 2( ) ,
, sin 2( ) cos2( ) ) 0.
x x x y s y x y s
y x x y s y x y s
x x x y s y x y s
y x x y s y x y s
Φ + − +
+ + + =
Φ + − +
+ + + =
 
 Доказательство состоит в ссылке на утвер-
ждение 1.1 
В качестве примера системы вида (1.6) 
можно рассмотреть дифференциальную систему 
5 2 2
5 2 2
sin 7 cos (1 sin ) ( ),
sin 7 cos (1 sin ) ( ).
x y t t t y x y
y x t t t x x y
= + + +
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