A class of fourth-order boundary value problems with transmission conditions are investigated. By constructing we prove that these class of fourth order problems consist of finite number of eigenvalues. Further, we show that the number of eigenvalues depend on the order of the equation, partition of the domain interval, and the boundary conditions (including the transmission conditions) given.
Introduction
Boundary value problems with finite spectrum have been studied recently [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . These problems come from Atkinson's statement in his book "Discrete and Continuous Boundary Problems" [1] in 1964. In 2001 Kong et al. [2] constructed, for each positive integer , a class of Sturm-Liouville problems with separated and coupled boundary conditions whose spectrum consists of exactly eigenvalues. This is the first time that the finite spectrum results about the boundary value problems are proven. Then in 2009, Kong et al. [3] found the matrix representations of these kinds of S-L problems with finite spectrum. In 2011 and 2012, Ao et al. generalized the finite spectrum results and corresponding matrix representations to S-L problems with transmission conditions [4, 6] . And soon the finite spectrum of fourth-order boundary value problems and the matrix representations are also given by Ao et al. [8, 9] .
In recent years, boundary value problems with transmission conditions or eigenparameter dependent boundary conditions have been an important research topic for their applications in physics [11] [12] [13] [14] . The asymptotic behaviors of eigenvalues and eigenfunctions of a class of fourth-order differential operators with transmission conditions have been studied in [13] . Following [13] and together with [4, 10] , we will consider fourth-order boundary value problems with transmission conditions in this paper. We try to show that these problems also have finite spectrum though the analysis is more complicated than before. The results also show that the number of eigenvalues of these kinds of fourth-order boundary value problems with transmission conditions is dependent on the order of the equation, partition of the domain interval, and the boundary conditions (including the transmission conditions) given. The key to this analysis is still an iterative construction of the characteristic function.
Notation and Preliminaries
We consider the fourth-order boundary value problems (BVPs) consisting of the equation
∈ ( , ) , with − ∞ < < < +∞
together with boundary conditions
, , ∈ 4 (C) ,
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where is an inner discontinuous point, 4 (C) denotes the set of square matrices of order 4 over the complex numbers C, and , are real valued 4 × 4 matrices satisfying det( ) = > 0, det( ) = > 0. Here is the spectral parameter, and the coefficients satisfy the minimal condition
where ( , C) denotes the complex valued functions which are Lebesgue integrable on . Condition (4) is minimal in the sense that it is necessary and sufficient for all initial value problems of (1) to have unique solutions on ; see [15, 16] . By introducing the quasiderivatives 1 = , 2 = , 3 = , 4 = ( ) . Then (1) can be written as the following system representation [17, 18] :
Remark 1. Note that condition (4) does not restrict the sign of any of the coefficients , , . Also, each of , , is allowed to be identically zero on subintervals of . If is identically zero on a subinterval , then there exists a solution which is identically zero on , but one of its quasiderivatives 2 = , 3 = , 4 = ( ) may be a nonzero constant function on .
Definition 2. By a trivial solution of (1) on a subinterval ⊂ we mean a solution which is identically zero on and whose quasiderivatives 2 = , 3 = , 4 = ( ) are also identically zero on .
We comment on the self-adjoint expressions of the fourth-order boundary value problems (1)-(3) briefly. Without the transmission condition (3), it is well known [19, 20] that the self-adjoint BCs of fourth-order problem are the conditions (2) where the matrices , satisfy rank ( : ) = 4, 
However, while the transmission condition (3) occurs in the problem, the self-adjoint conditions are alternatively given by rank ( : ) = 4,
with 4 given as in (7).
An important class of self-adjoint boundary conditions is the separated condition. It has the following canonical representation [19, 20] : 
Then ( ) = Φ( , ) ( ) and [ + Φ( , )] ( ) = 0. From this, it follows that the top component of , say, , is an eigenfunction of the fourth-order problem (1)- (3); this means that is an eigenvalue of this problem. Conversely, if is an eigenvalue and is an eigenfunction of , then
satisfies ( ) = Φ( , ) ( ) and consequently [ + Φ( , )] ( ) = 0. Since ( ) = 0 would imply that is the trivial solution in contradiction to it being an eigenfunction, we have that det[ + Φ( , )] = 0.
Remark 4.
In the proof of Lemma 3, the transmission condition (3) does not affect the proof and only makes the quasiderivatives as piecewise functions. This will be given later (see Remark 10).
Next we find a formula for Δ( ) which highlights its dependence on and on the matrices , . 
where , 1 ≤ , ≤ 4, , 1 ≤ , , , ≤ 4, ̸ = , , 1 ≤ , , , , , ≤ 4, ̸ = ̸ = are constants which depend only on the matrices and .
Proof. Firstly, for any
where ( , ) denotes the sum of the possible products of the elements belonging to different rows and different columns in matrices and .
Hence we have
Since Φ( , ) = , then det(Φ( , )) = 1, and ( , Φ( , )) can be written in the form
Then we can conclude that (13) is followed.
Corollary 6.
Consider the problem (1) with separated selfadjoint BCs (9) . Then the characteristic function Δ( ) of the problem (1), (9) has the form
Proof. Note that the third and fourth row of and the first and second row of in BCs (2) are zero, and hence we have that det( ) = 0, det( ) = 0, and the third part and the fifth part in (13) vanish; then the result follows.
The fourth-order problem (1)-(3), or equivalently (5), (2), and (3), is said to be degenerate if in (13) either Δ( ) ≡ 0 for all ∈ C or Δ( ) ̸ = 0 for every ∈ C.
Fourth-Order Problems with Finite Spectrum
In this section we assume that (2) holds and there exists a partition of the interval
for some positive integers and , such that
Given (18) 
The above mentioned notations are needed later. Following [2] we determine the structure of the principal fundamental matrix of system (5) on which our results are based.
Lemma 7.
Let (4), (18) , and (19) 
Then for 1 ≤ ≤ 2 + 1 we have
And more simpler, if we let
Hence we have the following formula:
Proof. Observe from (5) that 2 is constant on each subinterval [ 2 , 2 +1 ), = 0, 1, . . . , , where is identically zero, and thus on each of these subintervals we have that
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Similarly, because and are identically zero, 4 is constant on each subinterval [ 2 −1 , 2 ), = 1, 2, . . . , −1, so we have
We see that ( ), = 1, 2, 3, 4 are piecewise continuous functions on [ , ) .
and set ( ) ( , ) = ( , ; ), where , = 1, 2, 3, 4 are the standard unit vectors; then it is easy to see that Θ( , ) = [
(1) (2) (3) (4) ]. This establishes (22). 
Similarly, if we let̃0
then
Hence we have the following formula: 
and thus
Let = − −1 , and note that Θ( , ) = Θ( −, ) = Θ( 2 +1 , ) = Φ( −, ), Ψ( , ) = Ψ( 2 +1 , ) and Ψ( , ) = , so we can conclude from Lemmas 7 and 8 that
where Φ( , ) = Φ( 2 +1 , ).
Remark 10. This means that the fundamental matrix solution of the system (5) with interior discontinuous transmission point determined by the initial condition Φ( , ) = can be written as
from Lemmas 7, 8 , and 9.
Note that = 2 +1 . The structure of Θ given in Lemma 7 yields the following. 
In terms of (13) and (41), we conclude that the maximum of the degree of in Δ( ) is 3( + + 1) + 1. Thus from the fundamental theorem of algebra, Δ( ) has at most 3( + + 1)+1 roots. This implies that the fourth-order problem (1)-(3) has at most 3( + + 1) + 1 eigenvalues.
If the BCs are separated self-adjoint boundary conditions given as (9), we can get the following corollary.
Corollary 15. Let , ∈ N, and let (2), (18) , and (19) hold. Then the fourth-order problem (1)-(3) with separated selfadjoint boundary conditions (9) has at most 2( + + 2) eigenvalues.
Proof. From Corollaries 6, 13, and (41) we know that the maximum of degree of in characteristic function Δ( ) is 2( + +2); hence, from the fundamental theorem of algebra, Δ( ) has at most 2( + + 2) roots and the result follows.
Remark 16.
In the end we remark on how the number of eigenvalues depend on the order of the equation, partition of the domain interval, and the boundary conditions (including the transmission conditions). In fact, the characteristic function Δ( ) can be written as Δ( , , , , , , 1/ , , , ) to highlight its dependence on these quantities [15] . Here for fixed , , , , , , 1/ , , , Δ( ) is a polynomial function of , hence, any quantity does have influence on the order of the characteristic polynomial Δ( ). As the number of eigenvalus 3( + + 1) + 1 for example, it can be written as ( −1)( + +1)+1, where denotes the order of the equation, and are related with the partition of ( , ) and ( , ), respectively, and the influences from BCs or transmission conditions can be seen from Theorem 14 and its corollary or Lemma 9.
