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Abstract—This work provides a comprehensive scaling law
based performance analysis for multi-cell multi-user massive
multiple-input-multiple-output (MIMO) downlink systems. Im-
perfect channel state information (CSI), pilot contamination,
and channel spatial correlation are all considered. First, a sum-
rate lower bound is derived by exploiting the asymptotically
deterministic property of the received signal power, while keep-
ing the random nature of other components in the signal-to-
interference-plus-noise-ratio (SINR) intact. Via a general scaling
model on important network parameters, including the number
of users, the channel training energy and the data transmission
power, with respect to the number of base station antennas, the
asymptotic scaling law of the effective SINR is obtained, which
reveals quantitatively the tradeoff of the network parameters.
More importantly, pilot contamination and pilot contamination
elimination (PCE) are considered in the analytical framework. In
addition, the applicability of the derived asymptotic scaling law
in practical systems with large but finite antenna numbers are
discussed. Finally, sufficient conditions on the parameter scalings
for the SINR to be asymptotically deterministic in the sense of
mean square convergence are provided, which covers existing
results on such analysis as special cases and shows the effect of
PCE explicitly.
Index Terms—Massive MIMO, mutli-cell, CSI error, pilot
contamination, scaling law, mean square convergence.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) (also
known as large-scale MIMO) is considered as one of the
most promising technologies for next generation wireless
communication systems [1], [2], since it can provide very high
spectral and energy efficiencies. Besides, for massive MIMO
systems, the effects of small-scale fading and interference can
be significantly reduced with linear signal processing, such as
maximal-ratio transmission (MRT) and zero-forcing (ZF) [3].
The performance of massive MIMO single/multi-cell down-
link systems has been widely studied in the literature. In [4],
the asymptotic signal-to-interference-plus-noise-ratio (SINR)
for linear precoding in single-cell frequency-division-duplex
(FDD) systems was derived based on which the optimiza-
tion of the user number was investigated. In [5], the power
scaling, i.e., how fast the transmission power can decrease
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with the antenna number while maintaining a certain SINR
level, for multi-cell time-division-duplex (TDD) systems was
given based on asymptotic SINR analysis, where the pilot
contamination was shown to be the only performance limit.
In [6], capacity lower bounds and energy efficiency of MRT
and ZF in single-cell TDD systems were studied and compared
with each other. In the parallel field of uplink systems, similar
results were derived in [7], [8]. These works mainly focus
on the derivations of asymptotically deterministic expressions
for the SINR, and the performance analysis only consider
some special cases, e.g., the constant or linearly increasing
user number with respect to the base station (BS) antenna
number, the power scaling for perfect or imperfect channel
state information (CSI) with equal training and transmission
power and constant user number. A mathematical counterpart
can be seen in randomly spread CDMA [9] where the optimum
asymptotic multiuser efficiency can hold when the ratio of the
user number to the chip number is kept constant or grows
logarithmically with the user number.
Recently, along this route, the performance improvement for
using coherent detection based on downlink channel estimation
was shown in [10]–[12], especially for large but finite antenna
numbers. Meanwhile, the impact of other practical factors such
as channel aging [13], [14], hardware limits [15], and Rician
fading [16] on the performance of massive MIMO systems
was studied. However, a comprehensive scaling law analysis
for multi-cell multi-user massive MIMO is still missing in
existing works.
Another important question in the performance analysis of
massive MIMO is when the derived asymptotic results are
applicable in practical systems. While many works derived de-
terministic SINR approximations via calculating the expected
value of the SINR or its compenents, the analysis on whether
the instantaneous SINR becomes asymptotically determinis-
tic and converges to the derived expressions is sometimes
missing. In [5], this problem was studied through the so
called massive MIMO efficiency for the ideal situation that the
noise, channel estimation error, and interference are negligible
compared with pilot contamination, where the dependence of
the massive MIMO efficiency on the ratio of spatial degrees of
freedom/antenna number to the user number and the product of
antenna number and transmit power was shown by simulations.
In [17], via simulations, the convergence speed of the strong
law of large numbers with respect to the antenna number and
the convergence of the SINR of MRT and ZF to their expected
values were both analyzed for fixed ratio of antenna number to
user number. It was shown that the SINR of MRT has slower
2convergence than that of ZF, while the explicit relationship
between the convergence speed and important parameters, i.e.,
antenna number, user number, transmit power, and channel
training energy (CSI quality), is missing.
In this work, by drawing lessons from the analytical method
and the mean square convergence definition in [18], we
provide a comprehensive performance scaling law analysis
for multi-cell multi-user TDD massive MIMO downlink sys-
tems with channel spatial correlation, CSI error, and pilot
contamination, and investigate the applicability of the derived
asymptotic scaling law in practical systems with large but finite
antenna numbers. Extensive simulations are also conducted to
validate the analytical results. Our main new contributions are
summarized as follows.
• We consider a multi-cell multi-user massive MIMO net-
work with correlated channel model, CSI error, and pilot
contamination. In dealing with pilot contamination, recent
advancements in pilot contamination elimination (PCE)
[19]–[23] are also considered, while in existing works it
is treated as a constant bottleneck of massive MIMO. An
approximate model for the PCE effect is proposed.
• A lower bound on the system sum-rate is derived based
on which a general performance scaling law is obtained.
The result reveals the effect and joint interaction of
extensive network parameters, i.e, the channel training
energy, the transmission power, and the user number. In
the scaling-law analysis, a general model is used where
the parameters have continuous scaling exponents with
respect to the number of BS antennas, while in most
existing work, only a few discrete values for the power
scaling exponent, e.g., 0, 1, 1/2, are allowed.
• To understand the applicability of the derived scaling
law in practical systems with large but finite antenna
number, the effect of system parameters on its accuracy
is analyzed and evaluated by simulations.
• We conduct quantitative analysis on the asymptotically
deterministic property of random instantaneous SINR
using the mean square convergence. Sufficient condi-
tions for the instantaneous SINR to be asymptotically
deterministic are given, from which the tradeoff among
different parameter scales is discovered.
The major differences of our work compared with [11], [12],
and [18] are summarized as follows.
• The references [11], [12] focus on the effect of downlink
CSI training on the performance of multi-cell multi-user
massive MIMO TDD networks with uncorrelated chan-
nels via incorporating the the minimum-mean-squared-
error (MMSE) downlink training into the performance
derivations. Whereas, we focus on the performance scal-
ing law analysis and the asymptotic convergence property
of the SINR in multi-cell multi-user massive MIMO
TDD networks with correlated channels. Meanwhile, in
this work, a sum-rate lower bound is derived based
on quantitative analysis with mean square convergence
while the same sum-rate expression is derived as an
approximation in [11], [12] based on the law of large
numbers.
• The reference [18] provides the performance scaling
law and the SINR convergence analysis for multi-user
massive MIMO relay networks with MRT/MRC opera-
tion. While this work adopts the mean square conver-
gence idea and the SINR analysis method from [18], it
considers multi-cell multi-user massive MIMO downlink
networks without relaying. Also, [18] is on independent
and identically distributed (i.i.d.) channels only while
this work adopts a general spatially correlated channel
model. Thus, it is fundamentally different to [18] in
both network model and channel model. Meanwhile,
both MRT and ZF precoders are studied in this work.
Furthermore, the pilot contamination and PCE are taken
into account in our work due to the multi-cell systems.
The corresponding derivation procedures and analytical
results are significantly different. Finally, the analysis on
the effectiveness of the derived scaling law for practically
not-so-large antenna numbers is completely new.
The remaining of the paper is organized as follows. In
Section II, the channel model and system model including
both the multi-cell channel estimation with pilot contamination
and the downlink transmission with MRT are introduced.
Section III shows the performance scaling law result, discus-
sions on typical network scenarios, and the analysis on the
applicability to practical systems with large but finite antenna
numbers. In Section IV, sufficient conditions for the SINR to
be asymptotically deterministic are derived. In Section V, the
ZF counterpart is provided. Section VI shows simulations and
conclusions are provided in Section VII.
In this paper, bold upper case letters and bold lower case
letters are used to denote matrices and vectors, respectively.
For a matrix A, its conjugate transpose, transpose, and trace
are denoted by AH , AT and tr(A), respectively. E(·) and
Var(·) are the mean and variance operators. ∼= means equiv-
alence in probabilistic distribution. Wp(n,V) denotes the
Wishart distribution with degrees of freedom n and scale
matrix V ∈ Cp×p. The notation a = O (b) means that when
M → ∞, a and b have the same scaling with respect to M ,
in other words, for large M , there exists positive constants c1
and c2, such that c1 ≤ |a/b| ≤ c2.
II. SYSTEM MODEL
Consider a multi-cell multi-user massive MIMO network1
consisting of L > 1 cells with one M -antennas BS and K
scheduled single-antenna users in each cell. The BSs and
users are assumed to operate a TDD protocol with universal
frequency reuse.
A. Channel Model
The uplink spatially correlated channel from User m in Cell
j to the antennas of BS l in Cell l can be written as
hljm = R
1/2
ljmzljm, (1)
where Rljm is the channel correlation matrix and zljm is the
independent fast-fading channel vector. This channel model
1We use massive MIMO networks to denote multi-cell multi-user massive
MIMO networks in this paper unless otherwise mentioned.
3is widely adopted in massive MIMO literature and applies
to systems with reasonable antenna array size and BS-users
distance. However, such a correlation-based stochastic model
actually ignores spherical wavefront and non-stationarity in the
spatial domain [24]–[26].
The following assumptions onRljm are made by taking into
consideration the pilot contamination, PCE, and tractability
analysis. The set S
p,s
l denotes the index set of all cells having
pilot contamination to Cell l while So,sl denotes the index set
of remaining cells whose pilot contamination is eliminated.
We assume that for all l,m and j ∈ {l} ∪ Sp,sl ,
Rljm = βljmAA
H , (2)
where the channel direction matrix A is an M ×∆ unitary
matrix and ∆ = cM with c ∈ (0, 1] indicates the channel
correlation level. For example, elements of the channel vector
become i.i.d. when c = 1. Also, βljm is the pass-loss
fading factor where βllm = M/∆ and βljm = αM/∆. The
parameter α ∈ (0, 1) denotes the large-scale fading between
different cells and the intra-cell one is normalized to one2.
For j ∈ So,sl , the pilot contamination from Cell j to Cell
l is eliminated by using the spatial information in channel
correlation matrix. Thus we have
AHRljm = 0. (3)
This channel model considers both the channel correlation
and the inter-cell pass-loss fading. It is similar to the one used
in [5, Section III] where motivations and justifications for this
model can be referred to. A new feature of the modeling in (2)
and (3) is that the possible effect of PCE, i.e., the BSs schedule
users with relatively less pilot contamination for channel
training and transmission, can be embodied. In [20]–[23],
several efficient methods by exploiting the statistical channel
information have been proposed to alleviate the pilot contami-
nation [5], [27]. Generally speaking, the overlap among users’
channel directions can be in any degree leading to different
pilot contamination level [20]. For explicit analytical results,
in (2), we assume that channels from both users in Cell l and
users in other cells with pilot contamination to Cell l have the
same A matrix, while in other cells, pilot contamination is
eliminated by having orthogonal channel directions as shown
in (3). This is a simplified discretization approximation of
the PCE effect and the extension to the case of more general
channel direction distribution is left for future research.
B. Uplink Channel Estimation for Precoding
In the uplink training phase, users in Cell j transmit
mutually orthogonal pilot sequences which are reused by users
in other cells. Denote the length of the pilot sequence as τ
(τ ≥ K for reliable performance [28]). Assume that all K
2In this work, for tractable analysis and to focus on the scaling law analysis,
the parameter α is used to represent the large-scale fading between different
cells. Strictly speaking, the parameter depends on the user locations. But this
simplification will not affect the scaling law analysis result in Section III-B
for constant path-loss exponent and finite distances. It may affect the details
of conclusions on the applicability of the scaling law for not-so-large M in
Section III-D. Further, for the effect of α on the sum-rate performance, please
refer to [11, Fig. 3].
users in each cell use the same training power Pt. Define
Et , τPt which is the channel training energy. By correlating
the received training signals with the pilot sequence of User
k, BS j has the observation ytrjk ∈ CM as
ytrjk =
√
Ethjjk +
√
Et
∑
l 6=j
hjlk + n
tr
jk, (4)
where ntrjk ∼ CN (0, IM ) is the local noise. With MMSE
estimation [28], the estimate hˆjlk is given as
hˆjlk =
√
EtRjlkE{ytrjkytr,Hjk }−1ytrjk
=
√
EtRjlk

EtRjjk + Et∑
l 6=j
Rjlk + IM

−1ytrjk. (5)
We assume that all the L cells have the same pilot contamina-
tion level, i.e.,
∣∣Sp,sj ∣∣ = Lp ∈ [0, L− 1] for all j. By defining
Q =
(
c
Et
+ 1 + Lpα
)−1
(6)
and utilizing (2), (3), we have hˆjlk ∼ CN (0, Θˆjlk) for l ∈
{j} ∪ Sp,sj where
Θˆjlk = cQβ
2
jlkAA
H . (7)
From (5), it can be shown that
hˆjlk = cβjlkhˆjjk for l ∈ {j} ∪ Sp,sj . (8)
This will be utilized to simplify the derivations in later parts.
Define h˜jlk = hjlk − hˆjlk , which is the estimation error.
Due to the feature of MMSE estimation and Gaussian dis-
tribution, hˆjlk and h˜jlk are mutual independent and h˜jlk ∼
CN (0, Θ˜jlk) where
Θ˜jlk = βjlk(1− cQβjlk)AAH . (9)
Note that Q denotes the CSI quality, which is dependent on
both channel training energy and pilot contamination. When
Et →∞, we have Q→ (1 + Lpα)−1 and the CSI quality is
only affected by pilot contamination. If further perfect pilot
contamination elimination is achieved, we have Lp = 0, Q→
1 and perfect CSI can be obtained.
C. Downlink Transmission with MRT
MRT precoding has low computational complexity, robust-
ness, and high asymptotic performance [1]. With the chan-
nel estimation in (5), the MRT precoding matrix of BS l
is Hˆll = [hˆll1, ..., hˆllK ] ∈ CM×K . By assuming channel
reciprocity, the received signal yjm of User m in Cell j is
given as
yjm =
√
ρ
KMQ
L∑
l=1
hHljmHˆllxl + njm, (10)
where ρ denotes the average downlink transmission power or
the signal-to-noise-ratio (SNR), xl = [xl1, ..., xlK ]
T ∈ CK ∼
CN (0, IK) contains the data symbols for the K users in Cell
l, and njm ∼ CN (0, 1) is the receiver noise.
4Further, yjm can be rewritten as
yjm =
√
ρ
KMQ
hˆHjjmhˆjjmxjm︸ ︷︷ ︸
Desired signal
+
√
ρ
KMQ
hˆHjjm
∑
k 6=m
hˆjjkxjk
︸ ︷︷ ︸
Intra−cell interference
+
√
ρ
KMQ
∑
l 6=j
K∑
k=1
hˆHljmhˆllkxlk︸ ︷︷ ︸
Inter−cell interference
+
√
ρ
KMQ
L∑
l=1
K∑
k=1
h˜Hljmhˆllkxlk︸ ︷︷ ︸
Noise due to CSI error
+njm.
(11)
In this formulation, the effective channels hˆHljmhˆllk, ∀l, k are
assumed to be known at User m in Cell j for coherent
detection. This assumption has been used in recent works on
TDD massive MIMO relay networks [29]–[31]. One possible
method to obtain this information is to have BS l send
the information of hˆHljmhˆllk, ∀k to User m in Cell j after
the uplink training period. This is similar to the feedback
procedure in FDD systems where the users feedback their CSI
to the associated BSs. Another method is to obtain effective
downlink channels via downlink training [10]–[12]. In this
case, an estimate of hHljmhˆllk, ∀l, k can be obtained. Strictly
speaking, in this case, the estimate instead of hˆHljmhˆllk should
be used in the analysis. But it actually dose not affect the
sum-rate performance for large M (Details are omitted here).
Therefore, our assumption can also be interpreted as using
hˆHljmhˆllk as an approximation of the estimate of h
H
ljmhˆllk to
avoid insignificant details of the downlink training to better
focus on the main purpose of this paper without loss of
accuracy.
Since the BS contaminated by one user creates interference
to the user in the downlink transmission, we define S
p,d
j
∆
=
{l |l 6= j, j ∈ Sp,sl } and So,dj ∆= {l |l 6= j, j ∈ So,sl } which are
the index sets of cells or BSs which are contaminated and not
contaminated by users in Cell j in the uplink training period,
respectively. For simplicity, we assume
∣∣∣Sp,dj ∣∣∣ = ∣∣Sp,sj ∣∣ = Lp
for all j.
Define
Ps =
∣∣∣hˆHjjmhˆjjm∣∣∣2
M2
, (12)
Pi,in =
1
K − 1
∑
k 6=m
∣∣∣hˆHjjmhˆjjk∣∣∣2
M
, (13)
Pi,out =
1
KLp
∑
l∈S
p,d
j
K∑
k=1
∣∣∣hˆHljmhˆllk∣∣∣2
M2
, (14)
Pe =
1
K(Lp + 1)
∑
l∈{j}∪S
p,d
j
K∑
k=1
E
{
hˆ
H
llkΘ˜ljmhˆllk
M
}
, (15)
which are respectively the normalized power of the desired
signal, intra-cell interference, inter-cell interference, and ef-
fective noise created by unknown CSI error. Their different
normalization factors are used to guarantee that the mean
of each term is bounded as shown in the next section. In
(15), the expectation is over the channel estimations hˆllk and
the channel estimation error h˜Hllk since they are unknown at
the receiver. In the derivations of (14) and (15), we utilize
hHljmhˆllk = 0 for l ∈ So,dj based on (2), (3) and (7).
With the results in (12)-(15), the SINR of User m in Cell
j can be written as:
SINRjm =M
Ps
(K−1)Pi,in+MKLpPi,out+K(Lp+1)Pe+KQρ . (16)
The achievable ergodic rate is thus
Cjm = E
{
log2 (1 + SINRjm)
}
. (17)
III. MEAN SQUARE CONVERGENCE BASED ACHIEVABLE
RATE SCALING LAW
This section studies the general performance scaling law of
the massive MIMO network. First, the means and SCVs of
all random SINR components are calculated. Consequently, a
sum-rate lower bound based on Jensen’s inequality is derived
via exploiting the asymptotically deterministic property of the
desired signal power. Then, the general performance scaling
law is obtained and typical network scenarios for the SINR
to be non-decreasing are discussed. Finally, conditions for
the scaling law to be applicable for large but finite antenna
numbers and extended discussions on the possible effect of
PCE are both given.
A. Sum-Rate Lower Bound and Asymptotically Effective SINR
Different from directly using the almost sure convergence
based lemmas [1], [5], [7] to calculate the deterministic
equivalence of (16), we consider the mean square convergence
[18] and use the SCV (defined as the square of the ratio of the
standard deviation over the mean of a random variable) in the
analysis [18], [32]. With the use of SCV and mean square
convergence, the convergence analysis of the complicated
SINR can be transferred to that of its components, which is
more tractable. Moreover, it can help us to quantize the con-
vergence speed of the SINR and its components. Specifically,
for a random variable sequence XM with a bounded mean, it
converges in mean square to a deterministic value x, denoted
as, XM
m.s.→ x, if lim
M→∞
Var {XM} = 0. Further, XM is said
to be asymptotically deterministic in the sense of mean square
convergence if lim
M→∞
SCV {XM} = 0 [18].
To utilize the mean square convergence, we first calculate
the means and SCVs of all random SINR components and
simplify Pe. The following lemma is obtained.
Lemma 1:
E{Ps} = O(Q2), SCV{Ps} = O
(
4
Mc
)
; (18)
E{Pi,in} = Q
2
c
, SCV{Pi,in} = O
(
1
Mc
+
1
K − 1
)
; (19)
E {Pi,out} = α2Q2
(
1
K
+
1
Mc
)
,
SCV {Pi,out} = 1
LpMc
(
4 + 5(K+1)Mc +
K2+K+4
M2c2
)
(
1 + KMc
)2 ; (20)
5Pe =
Q
(Lp + 1)c
(1−Q+ α (1− αQ)Lp) . (21)
Proof: See Appendix A.
Remark 1: By noticing that c ∈ (0, 1], Q,α ∈ (0, 1), and
Lp ∈ [0, L − 1], it can be seen that the random variables Ps,
Pi,in and Pi,out all have bounded means. Moreover, apparently
the SCV of Ps approaches 0 as M → ∞ with a linear
convergence rate. Thus for large M , Ps can be approximated
with its mean. However, for Pi,in and Pi,out, their SCVs
depend on the scaling of K and Lp which are not necessarily
O(1/M). Thus, at this point, we do not use their mean values
for further derivations, but keep their random nature for more
careful analysis.
Therefore, the SINR expression in (16) becomes
SINRjm ≈ MQ
2
(K−1)Pi,in+MKLpPi,out+K(Lp+1)Pe+KQρ , (22)
based on which the following result on the achievable rate can
be obtained.
Lemma 2: The achievable rate of User m in Cell j in the
massive MIMO network has the following lower bound:
Cjm ≥ Cjm,LB ∆= log2
(
1 + S˜INRjm
)
, (23)
where
S˜INRjm =
1
K
MQc (1 + αLp) + Lpα
2 − 1Mc + KMQρ
. (24)
Proof: As log2 (1 + 1/x) is a convex function of x [33],
according to Jensen’s inequality, we have
Cjm ≥ log2
(
1 + E
{
SINR−1jm
}−1)
. (25)
By applying the SINR approximation in (22), it can be shown
that
E
{
SINR−1jm
}−1
=
MQ2
E
{
(K−1)Pi,in+MKLpPi,out+K(Lp+1)Pe+KQρ
} .(26)
By defining the effective asymptotic SINR as S˜INRjm =
E
{
SINR−1jm
}−1
and directly using the results in (19)-(21),
the lower bound in (23) can be obtained.
In existing works [11], [12], closed-form approximations
of the ergodic rate were derived by using [8, Lemma 1],
i.e., E{log2(1 + XY )} ≈ log2(1 + E{X}E{Y } ), based on the law
of large numbers [8, Lemma 1]. In this work, we utilize
the asymptotically deterministic property of the desired signal
power term in the SINR expression and Jensen’s inequality to
derive a lower bound of the ergodic rate, which has the same
format as the SINR approximations in [11], [12].
Due to (23), understanding the scaling law of the achievable
sum-rate is transformed to understanding the scaling law of
S˜INR where the subscript of user index and cell index in (24)
is omitted due to homogeneous network assumptions.
B. Scaling-Law Results
In this subsection, the scaling law of the asymptotically ef-
fective SINR is analysed to show how the system performance
is affected by network parameters and pilot contamination
level. For all system parameters, including the number of users
K , the transmission power ρ, and the channel training energy
Et, a general scaling model with respect to the BS antenna
numberM is used. Note that other system parameters, i.e., the
channel spatial correlation metric c, the normalized inter-cell
large scale fading α are constant with respect to M .
Assume that
K = O (M rk) , 1
ρ
= O (M rρ) ,
1
Et
= O (M rt) , S˜INR = O (M rs) , (27)
where the exponents rk , rρ, and rt represent the scales of K ,
1/ρ, and 1/Et with respect to M ; and rs represents the scale
of the effective SINR. For practical ranges of the network
parameters, it is assumed that 0 ≤ rk, rρ, rt ≤ 1. The reasons
are given as follows.
Firstly, in typical applications of massive MIMO, K either
increases with M or keeps constant. Thus rk ≥ 0. On
the other hand, K cannot exceed M since the maximum
multiplexing gain is M . Thus, rk ≤ 1. Secondly, due to
the high energy efficiency requirement of massive MIMO
[6], [7], the transmission power ρ should not increase with
M . But it can decrease as M increases with the condition
that its decreasing rate is lower than the increasing rate of
M . This is because that the maximum achievable array gain
for compensating the loss of receiving energy is M . Thus
0 ≤ rρ ≤ 1. For the same reasons, 0 ≤ rt ≤ 1 is considered.
Another important parameter for the performance analysis
is Lp which quantifies the pilot contamination level. Existing
works [1], [5] show that pilot contamination does not vanish
as M grows for i.i.d. channel [1] or spatially correlated chan-
nel with uniform channel directions [5]. For more practical
channel models, by exploiting the large spatial degrees of
freedom provided by the massive antenna array at the BS,
several efficient methods have been proposed to reduce pilot
contamination [20]–[23]. Specifically, the difference among
users’ channel directions [20] or locations [21] and smart pilot
allocation based on them [22] were utilized to avoid pilot
contamination, and corresponding simulations showed that as
M increases, lower pilot contamination level can be achieved.
In our work, the effect of PCE is reflected by the Lp parameter
in our modeling, which is assumed to be a constant. The
special case of Lp = 0 represents perfect PCE
3, while Lp 6= 0
represents that pilot contamination is not fully annihilated and
on average there are Lp cells with pilot contamination to the
cell of interest.
With the above scaling model, the general performance
scaling law is given as follows.
3This case can happen for systems with small c, i.e., highly correlated
channels.
6Theorem 1: For the massive MIMO network with MMSE
channel estimation and MRT, if perfect PCE is achieved, the
performance scaling law is
rs = 1− rt − rk − rρ. (28)
For imperfect PCE, the performance scaling law is
rs = min (1− rt − rk − rρ, 0) . (29)
Proof: The scaling exponent of S˜INR in (24) is deter-
mined by the maximal scaling exponent of the terms in its
denominator. Directly from (24), it can be seen that given
aforementioned parameter range, either Lpα
2 or K/(MQρ)
or both have the highest order with respect to M . Further,
since Q and Et have the same scaling from (6), (28) and (29)
can be obtained from (27).
Since having decreasing performance with respect to M
contradicts the motivations of massive MIMO, we present
the condition for non-decreasing SINR (i.e., rs ≥ 0 ) in the
following corollary.
Corollary 1: For both perfect and imperfect PCE, the
necessary and sufficient condition for the massive MIMO
network with MMSE channel estimation and MRT to have
non-decreasing SINR is
rt + rk + rρ ≤ 1, rt, rk, rρ ∈ [0, 1] (30)
Proof: The result is a straightforward extension from
Theorem 1.
The scaling law in (28) and (29) illustrates quantitatively the
relationship between the performance scaling and scalings of
all important parameters. The condition in (30), on the other
hand, provides useful guidelines for the design of the massive
MIMO network.
Remark 2: Equation (28) shows that with perfect PCE, the
scaling of the SINR rs is determined by the scaling exponent
of the channel training energy rt and per-user transmission
power rk + rρ. Moreover, (28) also shows that the scaling
of the SINR is a decreasing function of both. Thus higher
per-user transmission power and training energy result in im-
proved performance, and one can compensate for the other in
performance. (29) shows that with imperfect PCE, rs is upper
bounded by zero due to the pilot contamination bottleneck and
it can be seen from (24) that S˜INR ≤ 1/(Lpα2). This means
that the asymptotic performance will be constant with respect
to M , while the concrete value is dependent on the efficiency
of PCE, which is more general than the result in [5].
C. Discussions on Typical Massive MIMO Settings
In this subsection, the scaling law in (28) and (29) and the
condition for non-decreasing SINR in (30) are elaborated for
typical network settings.
D1 First, we consider the case of rt = 0, i.e., the training
energyEt is constant. For perfect PCE, rs = 1−(rk+rρ).
For imperfect PCE, rs = min(1 − (rk + rρ), 0). To
have non-decreasing SINR, rk + rρ ≤ 1 is needed.
This shows a tradeoff between the scaling of the user
number K and the transmission power ρ. The most
power-saving design is to make the per-user transmission
power decrease linearly with M , i.e., rk + rρ = 1.
With a larger M , the network can serve more users or
have less power consumption, while maintaining certain
performance. However, improvements in the two aspects
both have a limit: 1) rk = 1, rρ = 0 and 2) rk = 0,
rρ = 1. Case 1) means that when K increases linearly
with M , to achieve non-decreasing SINR, ρ must remain
constant, and thus the goal of reducing ρ cannot be
achieved. Case 2) means that when ρ is scaled inversely
proportional to M , the goal of serving more users cannot
be achieved. The latter case is the major power scaling
scenario considered in the literature [5], [7]. Obviously,
our results cover this case, and shows more insights for
general scalings of K and ρ.
D2 Then we consider the case of rt = 1, i.e., Et = O(1/M).
For perfect PCE, rs = −(rk + rρ). For imperfect PCE,
rs = min(−(rk + rρ), 0). To have non-decreasing SINR,
rρ = rk = 0 is needed, i.e., the transmission power
and the user number should both remain constant. This
shows that the training energy is key to the performance,
i.e., with low training energy, the promising features of
massive MIMO cannot be achieved.
D3 For the general case where rt ∈ (0, 1), non-decreasing
SINR requires rk + rρ ≤ 1 − rt. That is, the scale of
the per-user transmission power should be no less than
1/M1−rt . This shows the trade-off between the training
phase and the data transmission phase.
D4 In previous discussions, the scaling of the training energy
rt is treated as a free parameter, next, the special but
commonly used training case where Pt = ρ/K and τ =
K is considered, i.e., each user uses the same power in
training as that for data transmission. Since in this case,
rt = rρ, we have rs = 1 − 2rρ − rk for perfect PCE
and rs = min(1− 2rρ − rk, 0) for imperfect PCE. Non-
decreasing SINR requires 2rρ + rk ≤ 1. If further K is
constant, rρ ≤ 1/2 is needed, i.e., the transmission power
should scale as 1/
√
M or higher. This is the same as the
results in [5], [7].
D5 Another typical setting from the perspective of supporting
a large number of users is to have K increase linearly
with M , i.e., rk = 1. For this case, rs = −rt − rρ for
perfect PCE and rs = min(−rt − rρ, 0) for imperfect
PCE. Non-decreasing SINR requires rt = rρ = 0. Thus,
to support such a number of users, the training energy
must be constant and the transmission power cannot
decrease with M simultaneously.
D. Applicability of Scaling Law for Large but Finite M
The performance scaling law is derived for M → ∞.
To be practically useful, its effectiveness for large but finite
antenna numbers needs to be understood. In our scaling law
derivation, the term with the highest scaling exponent in the
denominator of (24) is kept while other lower order terms are
neglected. Thus for the interested range of antenna number,
the result is said to be applicable if the term with the highest
order is dominant, in other words, significantly larger (denoted
7by the symbol “≫”) than the rest4. In the following, we
derive conditions for the scaling law to be applicable in
practical systems with large but finite antenna numbers. To
our best knowledge, there has been no analytical studies on
the applicability of asymptotic scaling law in existing work.
Corollary 2: For networks with perfect PCE, the scaling
law in (28) is applicable for large but finite M when
1
ρ
≫ 1
c
(1 − Q
K
).
Proof: In this case, Lp = 0 and the term with the highest
order with respect to M is K/(MQρ). For it to be dominant
in the denominate of (24), it can be seen straightforwardly that
K
Qρ ≫ 1c (KQ − 1) is sufficient.
Corollary 3: For networks with imperfect PCE, the scaling
law in (29) is applicable for large but finite M when the
following holds:

K
MQρ ≫ 1Mcχ+ Lpα2 if 1− rt − rk − rρ < 0
Lpα
2 ≫ 1M (1cχ+ KQρ) if 1− rt − rk − rρ > 0
Lpα
2 ≫ 1M (1cχ+ KQρ)or KQρ ≫ 1cχ if 1− rt − rk − rρ = 0.
(31)
where χ = KQ (1 + αLp)− 1.
Proof: The derivation is almost the same as the one for
Corollary 2. Thus it is omitted.
Remark 3: Corollary 2 shows that for large but finite M ,
the scaling law in (28) for perfect PCE is more accurate for
less correlated channel (larger c) and/or lower transmission
power. This is because the effective antenna number increases
as c increases. On the other hand, when ρ decreases, the
interference power decreases while the effect of noise power
becomes more dominant. This transmission power sensitivity
can be also found in the simulation results on the power scaling
law in [7]. Corollary 3 shows that for large but finite M , the
scaling law in (29) for imperfect PCE is also more accurate
for less correlated channel, while the effect of the transmission
power on the scaling law accuracy is unclear.
The sufficient conditions5 in Corollaries 2 and 3 for the
scaling laws to be applicable provide guidance for using the
results (28) and (29) in practical system design with large but
finite antenna number. For systems that satisfy the conditions
in Corollaries 2 and 3, the derived scaling law can accurately
reflect the network performance; while when the conditions
are not guaranteed, the result becomes less accurate but can
still provide rough suggestions on the performance. Consider
the following two system settings 1) ρ = 1/
√
M and 2) ρ =
20/
√
M , where the other system parameters are as follows:
Lp = 0, c = 0.6, Et = 10 dB, K = 10. When M is in the
range of [200, 600], the ratio of 1ρ to
1
c (1− QK ) approximately
belongs to the interval [9.4, 16.2] for Setting 1 and the interval
[0.47, 0.81] for Setting 2. Thus the scaling law is applicable
4Although there is no quantitative definition on dominance, generally
speaking, a positive number b is said to be dominated by another positive
number a, i.e., a ≫ b, when a is at least one-order high than b, or in other
words, a ≥ 10b. This common practice is used in our work.
5For example, for perfect PCE, the denominate of (24) can be written as
K
MQ
(
1
c
+
1
ρ
)
− 1
Mc
. Thus, another case for the scaling law in (28) to be
applicable is rρ = 0 and
K
Q
≫ 1
1+ c
ρ
.
to Setting 1 but not to Setting 2. This will be shown by the
simulation results in Fig. 1 of Section VI.
E. Effect of Decreasing Pilot Contamination due to PCE
In the scaling law analysis in Section III-B, Lp, the average
number of cells with pilot contamination is assumed to be
a constant. As also mentioned in that section, a decreasing
Lp with respect to M is possible by PCE. To take into
consideration the possible variation of Lp with respect to M ,
the following approximate scaling model for Lp can be used:
1
Lp
≈ O (M rγ ) (32)
where 0 ≤ rγ ≤ 1. The value of the exponent rγ is dependent
on the concrete algorithm. For example, rγ = 0 corresponds to
the imperfect PCE case discussed previously, where no PCE
is available or the pilot contamination is only reduced to a
constant value. Since the highest achievable scaling of pilot
contamination cannot surpass the increasing rate of antenna
number, we have rγ ≤ 1.
With this more general modeling, the corresponding perfor-
mance scaling law by following similar derivation procedure
can be obtained as
rs ≈ min (1− rt − rk − rρ, rγ) . (33)
Remark 4: The expressions in (32) and (33) are approxi-
mations since Lp is modeled as an integer in this paper. Its
variation with respect to M can be roughly fitted with the
function a/M rγ for a constant a. When Lp decreases with M
(meaning high PCE efficiency and a positive rγ), an increasing
effective SINR rather than the bounded one in (29) can be
obtained if 1− rt − rk − rρ > 0, which will be evaluated by
simulations in Section VI.
IV. CONDITIONS FOR THE SINR TO BE ASYMPTOTICALLY
DETERMINISTIC
One important concept in massive MIMO analysis is asymp-
totically deterministic. For example, when the desired signal
power and interference power which are random in finite-
dimension converge to deterministic values as M increases
to infinity [1], [3], their expected values can be used to
replace the random counterparts to simplify the analysis.
Then a natural question is when the massive MIMO system
has asymptotically deterministic SINR for the corresponding
performance analysis to be reliable. In existing literature, the
deterministic equivalence is mainly based on the almost sure
convergence [5]. While many results have been reported based
on the aforementioned analysis, the corresponding conver-
gence condition tends to be vague and explicit analysis of the
effect of parameter scalings on the convergence is missing.
In this section, following the work in [18], we adopt the
mean square convergence [34] for the definition of asymptot-
ically deterministic property, and use the SCV scaling with
respect to M to derive sufficient conditions for asymptotically
deterministic SINR. Finally, typical network scenarios are
discussed.
8Definition 1: The random variable sequence XM is said to
be asymptotically deterministic if its SCV decreases linearly
with M or faster.
Strictly speaking, there is no constraint on the scaling of the
SCV for a random sequence to converge to a constant value
in the mean square sense other than that the SCV converges
to 0 as M → ∞. Notice that for any positive number α,
1/Mα → 0 when M →∞. However, the convergence can be
very slow for small α, in which case, the derived asymptotic
results may not be applicable for practical range of large but
finite M . Thus, for practical system applications, the SINR is
only considered to be asymptotically deterministic when the
SCV decreases linearly with M or faster. With this definition,
we actually derive sufficient conditions for the SINR to be
asymptotically deterministic.
Proposition 1: When M ≫ 1, for perfect PCE, a sufficient
condition for the SINR in (16) to be asymptotically determin-
istic is
2rt + rk + 2rρ ≥ 1. (34)
For imperfect PCE, the SINR is always asymptotically deter-
ministic.
Proof: Please see Appendix B.
Note that the above sufficient conditions are based on the
scaling law in (28) and (29). They can be utilized to justify
whether the cases discussed in D1-D5 (including the power
scaling analysis in existing works [5], [7], [8]) satisfy the
condition for asymptotically deterministic SINR. For perfect
PCE, (34) implies rs ≤ 1/2, meaning that to make the
SINR asymptotically deterministic, the highest possible SINR
scaling is
√
M . Without the constraint for the SINR to be
asymptotically deterministic, the maximum possible value for
rs is 1. For imperfect PCE, Proposition 1 implies that no
new limit is casted to the SINR scaling for the SINR to be
asymptotically deterministic.
Remark 5: The asymptotically deterministic definition of
this work is based on mean square convergence with extra
convergence speed requirement that the SCV decreases lin-
early with M or faster. This is different to the analysis in [1],
[5], where almost sure convergence was used via the law of
large numbers without specification on the convergence speed.
In [1], it was shown that for the case of Lp = L − 1 the
SINR converges to 1/(Lpα
2) when M → ∞ with a fixed
K . First, Proposition 1 of this work shows that the SINR is
asymptotically deterministic under Definition 1. Second, for
constant K case or even further when the user number has
“faster than linear” decay (rk < 1), it can be shown easily
that (24) converges to 1/(Lpα
2) when M → ∞. In [5],
several linear precoders were studied for M,K → ∞ with
fixed M/K , corresponding to rk = 1. It was shown that every
term of the SINR expression is asymptotically deterministic
based on which the deterministic equivalence of the SINR and
the asymptotic sum-rate were derived. Proposition 1 of this
work shows that the condition rk = 1 guarantees the SINR
to be asymptotically deterministic under Definition 1. And the
derived asymptotic SINR in [5] has the similar format to that
in (24).
Next, typical scenarios with asymptotically deterministic
SINR are investigated in which rt is allowed to take values
from {0, 1/2, 1} only. The tradeoff between parameters will
be revealed.
D6 For perfect PCE, to achieve both rs = 1/2 (i.e., the
SINR increasing linearly with
√
M ) and asymptotically
deterministic SINR, the sufficient condition reduces to
rk = 0, rt + rρ = 1/2. It means that the user number
should be constant, the product of training energy and
transmission power must scale as 1/
√
M where the
tradeoff between the energy efficiency in training and
transmission periods can be found. Two typical cases with
constant user number may happen: a) rt = 0, rρ = 1/2;
and b) rt = 1/2, rρ = 0. For Case a), when the training
energy is constant, the transmission power should scales
as 1/
√
M . For Case b), when the training energy scales
as 1/
√
M , the transmission power should be constant.
D7 For imperfect PCE, to achieve both the highest scaling
rs = 0 and asymptotically deterministic SINR, the
sufficient condition is the same as the condition for non-
decreasing SINR in (30), i.e., rk + rρ + rt ≤ 1. It
means that the product of the training energy and the per-
user transmission power should scale as 1/M or higher.
Typical cases are referred to former discussions in Section
III-C.
D8 For perfect PCE, to achieve constant and asymptotically
deterministic SINR, the sufficient condition reduces to
rt + rk + rρ = 1. It means that the product of training
energy and the per-user transmission power must scale
as 1/M . Three typical cases may happen: a) rt =
0, rk + rρ = 1; b) rt = 1/2, rk + rρ = 1/2; and c)
rt = 1, rk + rρ = 0. For Case a), when the training en-
ergy is constant, the per-user transmission power should
scales as 1/M . For Case b), when the training energy
scales as 1/
√
M , the per-user transmission power should
also scales as 1/
√
M . For Case c), when the training
energy scales as 1/M , the per-user transmission power
should be constant.
Remark 6: In existing works, only constant SINR case
(rs = 0) has been considered [5]. The discussion in D6-D8
shows that for perfect PCE, the asymptotically deterministic
SINR can scale as
√
M . For imperfect PCE, at most constant
asymptotically deterministic SINR can be achieved without
any extra conditions besides the one for non-decreasing SINR
in (30).
V. THE ZERO-FORCING COUNTERPART
In this section, we will give the scaling law and applicability
results for the ZF precoder.
A. Downlink Transmission with ZF
With the channel estimation in (5), the ZF precoding
matrix at BS l is Wll = Hˆll
(
HˆHll Hˆll
)−1
, where Hˆll =
[hˆll1, ..., hˆllK ]. The received signals at K users in Cell j can
be written as
yj=
√
ρλxj +
√
ρλH˜HjjWjjxj
9+
∑
l 6=j
√
ρλ
(
HˆHlj + H˜
H
lj
)
Wllxl + nj , (35)
where Hˆlj = [hˆlj1, ..., hˆljK ] is the estimation of the channel
from users in Cell j to BS l, H˜lj = [h˜lj1, ..., h˜ljK ] is the
corresponding channel estimation error, nj ∼ CN (0, IK) is
the noise vector at the user side, and λ is the power constraint
coefficient. Since HˆHll Hˆll
∼= QcXll with Xll ∼ WK(∆, IK)
from (7), it can be shown that E{tr{X−1ll }} = K/(∆ −K)
[7] and thus
λ = E{tr{(HˆHll Hˆll)−1}}
−1
=
MQ(∆−K)
∆K
.
Since hHljmhˆllk = 0, ∀l ∈ So,dj , (35) becomes
yj =
√
ρλxj +
√
ρλH˜HjjWjjxj
+
∑
l∈Sp,dj
√
ρλ(HˆHlj + H˜
H
lj )Wllxl + nj . (36)
From (8), we have hˆljk = cβljkhˆllk, ∀j ∈ {l} ∪ Sp,sl and
Hˆlj = αHˆll, ∀j ∈ Sp,sl . (37)
Thus, (36) can be further simplified to
yj =
√
ρλxj +
∑
l∈Sp,dj
√
ρλαxl
+
∑
l∈{j}∪Sp,dj
√
ρλH˜HljWllxl + nj (38)
and
yjm =
√
ρλxjm +
∑
l∈Sp,dj
√
ρλαxlm
+
∑
l∈{j}∪Sp,dj
√
ρλh˜HljmWllxl + njm. (39)
Similar to the MRT precoding case, the SINR can be
expressed as
SINRZFjm =
ρλ
1 + α2ρλLp + P¯e
, (40)
where the CSI error term P¯e can be calculated by following
the definition of Θ˜ljm in (9) as follows.
P¯e= ρλ
∑
l∈{j}∪Sp,dj
E
{
tr
{
WHll Θ˜ljmWll
}}
=
ρλ
Q
(1−Q)E {tr{X−1jj }}
+
ρλ
Q
α(1 − αQ)
∑
l∈Sp,dj
E
{
tr
{
X−1ll
}}
=
ρ
c
[1−Q+ α(1 − αQ)Lp] . (41)
Further, the SINR can be written as
SINRZF =
1
cK
ρQ(Mc−K) + α
2Lp +
K(1+αLp−Q(1+α2Lp))
Q(Mc−K)
, (42)
which shows that the SINR of ZF is always deterministic due
to the elimination of the random interference terms as opposed
to that of MRT in (16).
B. Scaling-Law Result and Its Applicability
Similar to the proof of Theorem 1, the scaling exponent
of SINRZF is determined by the maximal scaling exponent
of the terms in its denominator. It can be seen that given
aforementioned parameter range, either α2Lp, or
cK
ρQ(Mc−K) ,
or both have the highest order with respect to M . Therefore,
the scaling laws of the ZF precoder for perfect PCE, or
imperfect constant PCE, or decreasing PCE are the same as
those of the MRT precoder. Related discussions on typical
scenarios can be referred to Section III-C.
1) Applicability of Scaling Law for Large but Finite M :
Although the MRT precoder and the ZF precoder have the
same performance scaling law, their applicability for large but
finite M can be different due to the difference in the SINR
expressions.
Corollary 4: For networks with perfect PCE, the scaling
law in (28) is applicable for large but finite M when the
following holds:{
1
ρ ≫ 1−Qc if rk = 1
1
ρ ≫ 1−Qc and Mc≫ K if rk < 1
. (43)
Proof: With perfect PCE, Lp = 0. The term with the
highest order with respect to M is cKρQ(Mc−K) . When rk = 1,
for it to be dominant in the denominate of (42), it can be seen
straightforwardly that 1ρ ≫ 1−Qc is sufficient. Moreover, for
the scaling law with rk < 1 to be accurate,
cK
ρQ(Mc−K) ≈
cK
ρQ(Mc) i.e., Mc≫ K is further needed.
Corollary 5: For networks with imperfect PCE, the scaling
law in (29) is applicable for large but finite M when the
following holds:

1
ρ ≫ α
2LpQM
K +
χ˜
c and Mc≫ K if 1−rt−rk−rρ<0
Lpα
2 ≫ K(
c
ρ
+χ˜)
Q(Mc−K) if 1−rt−rk−rρ>0
Lpα
2≫ K(
c
ρ
+χ˜)
Q(Mc−K) or
{
1
ρ≫ χ˜c and Mc≫K
}
if 1−rt−rk−rρ=0.
(44)
where χ˜ = 1 + αLp −Q(1 + α2Lp).
Proof: The derivation is almost the same as the one for
Corollary 4. Thus it is omitted.
Remark 7: It can be seen from (43) that the effect of c
and ρ on the accuracy of the scaling law for perfect PCE is
similar to that of the MRT. One one hand, since the condition
in Corollary 2 is equal to 1ρ ≫ 1−Q/Kc , the low SNR constraint
for ZF can be relaxed to some extent. On the other hand, an
additional conditionMc≫ K is needed for rk < 1 due to the
cost of degrees of freedom for interference cancellation in ZF.
For imperfect PCE, the scaling law is also more accurate for
larger c (note that ( cρ + χ˜)/(Mc−K) is a decreasing function
of c from χ˜ > 0), while the effect of the transmission power
on the scaling law accuracy is unclear.
For the regularized ZF precoding, due to the complicated
expressions in the precoding matrix and the power normaliza-
tion coefficient, the calculations of the mean and variance of
each random term in the SINR along with the CSI error noise
power and power normalization coefficient are considerably
more challenging, which are left to future work.
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Fig. 1. Effective SINR of MRT for different parameter scaling with perfect
PCE.
VI. NUMERICAL RESULTS
In this section, main analytical results in this paper will be
verified by simulations. We assume that the total number of
cells is L = 7, the spatial correlation metric is c = 0.6, and the
inter-cell normalized large scale fading is α = 0.3. The matrix
A in (2) and (3) is assumed to consist of the firstMc columns
of the M by M discrete fourier transfer (DFT) matrix. Due to
the main focus of this paper, we only consider systems with
non-decreasing SINR scenario as given in Corollary 1. The
first two subsections are for MRT and the last one is for ZF.
A. MRT with Perfect Pilot Contamination Elimination
First, we consider the case of perfect PCE, i.e., Lp = 0
for all simulated antenna numbers. Eleven typical parameter
settings as specified in Table I are considered.
TABLE I
PARAMETER SETTINGS FOR PERFECT PCE
Et ρ K rs DE
Case 1 10 10 ⌊M/10⌋ 0 Y
Case 2 10 1/M 10 0 Y
Case 3 10 1/
√
M
⌊√
M
⌋
0 Y
Case 4 10 1/
√
M 10 0.5 Y
Case 5 10 10
⌊√
M
⌋
0.5 N
Case 6 10 10 10 1 N
Case 7 10/M 10 10 0 Y
Case 8 1/
√
M 1/
√
M 10 0 Y
Case 9 1/
√
M 10
⌊√
M
⌋
0 Y
Case 10 1/
√
M 10 10 0.5 Y
Case 11 10 20/
√
M 10 0.5 *
In Table I, the rs value is the theoretical scaling exponent
calculated by using (28). In the last column, DE = Y or
N indicates that the sufficient condition for the SINR to
be asymptotically deterministic in (34) is satisfied or not,
respectively.
In Fig. 1, the simulated effective SINR in (23) with respect
to M is shown for all parameter settings given in Table I to
verify the performance scaling law in (28). The dotted lines are
the corresponding reference curves with the theoretical scaling
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Fig. 2. Comparison between the sum-rate lower bound and simulated sum-rate
with perfect PCE for MRT.
100 150 200 250 300 350 400 450 500 550 600
M
10-2
10-1
SC
V 
of
 S
IN
R 
Case 1
Case 4
Case 5
Case 6
Fig. 3. The SCV of SINR of MRT for different parameter scaling with perfect
PCE.
exponents. It can be shown that the scaling exponent of Case
6 is 1, the scaling exponents of Cases 4, 5 and 10 are 0.5,
and the scaling exponents of Cases 1, 2, and 3, 7, and 8,
9 are 0, which is in accordance with the theoretical results
given in Table I. The corresponding insights can be found
in Discussions D1-D5. On the other hand, the relatively high
transmit power in Case 11 (although decreasing for largerM ),
makes the scaling law less accurate for the simulated large but
finite antenna numbers. This is in accordance with Corollary
2. For Case 11, the condition in Corollary 2 does not hold.
In Fig. 2, the simulated achievable ergodic sum-rate for
all parameter settings in Table I are compared with their
corresponding lower bounds given in Lemma 2. It can be
shown that the lower bound is tight for all settings, which
validates 1) the analysis based on it and 2) the effectiveness of
the scaling law when the condition in Corollary 2 is satisfied.
In Fig. 3, the simulated SCVs of the SINRs are shown (in
the logarithmic scale) for four of the typical cases. It can be
shown that the SCVs for Cases 1 and 4 are smaller than those
for Cases 5 and 6. Moreover, the decreasing exponents of the
SCVs with respect to M (fitted with the curve model a/M b)
for Cases 1 and 4 are about 1.1 and 0.9, respectively, while
those for Cases 5 and 6 are about 0.6 and 0.12, respectively.
These show that the SINRs of Cases 1 and 4 have faster
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Fig. 4. Effective SINR of MRT for different parameter scaling with imperfect
PCE.
decreasing SCVs with respect to M than those of Cases 5 and
6, which is in accordance with the theoretical results given in
Table I.
B. MRT with Imperfect Pilot Contamination Elimination
Then we turn to the case of imperfect PCE. For
space limit, two sets of values for Lp: [5, 5, 5, 5, 5, 5]
and [5, 5, 4, 4, 3, 3], for the following antenna numbers:
[100, 200, 300, 400, 500, 600], are considered. The scaling ex-
ponent of the former one is rγ = 0 corresponding to the
case discussed in Section III-B. The scaling exponent of the
latter one is approximated as rγ = 0.35 (via curve fitting)
corresponding to the case discussed in Section III-E. The
typical parameter settings are given in Table II.
TABLE II
NETWORK PARAMETERS FOR IMPERFECT PCE
Et ρ K rγ rs
Case 1 0.2 1/
√
M
⌊√
M
⌋
0.35 0
Case 2 0.2 0.1 ⌊M/10⌋ 0.35 0
Case 3 0.2 10 2 0.35 0.35
Case 4 1 20 2 0 0
Case 5 0.2 10 10 0 0
In Fig. 4, the simulated effective SINR with respect to M
is shown for the network settings given in Table II. For the
constant pilot contamination rγ = 0 case, the limiting effect
of pilot contamination on the performance scaling is shown
in Cases 4 and 5. Note that these two cases do not match
the scaling law as well as that of perfect PCE since the pilot
contamination term is not dominant enough for the antenna
number interval in both cases. However, for the simulated
finite antenna numbers, the scaling law for Case 4 is more
reliable compared with that for Case 5. This is because that
the former case has a better compliance with the condition
in Corollary 3. Further, as M increases, the accuracy of
the scaling law for both cases improves. On the other hand,
Cases 1-3 show that for decreasing pilot contamination with
respective to M , an increasing SINR can be obtained (Case
3), which is in accordance with Remark 4.
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Fig. 5. Comparison between the sum-rate lower bound and simulated sum-rate
value with imperfect PCE for MRT.
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Fig. 6. Effective SINR of ZF for different parameter scaling with perfect
PCE.
In Fig. 5, the simulated sum-rate values and the lower bound
given in Lemma 2 are shown for the network settings given
in Table II. It can also been seen that the lower bound well
matches the simulated values.
C. Simulation Results for ZF
The simulation results of ZF precoding for both perfect and
imperfect PCE cases are provided in Fig. 6 and 7 to verify
the scaling law. The parameter settings in Table I and II are
used. It can be seen that the scaling exponents of the cases
are basically the same as those of MRT. The only difference is
that ZF has more relaxed SNR constraint for the applicability
of the scaling law as noted in Remark 7. This is the reason
that the ZF scaling law result of Case 11 is also accurate.
VII. CONCLUSION
For TDD mutli-cell multi-user massive MIMO downlink
systems with CSI error, channel spatial correlation under
MRT and ZF precodings, this paper provided a comprehensive
general scaling law based performance analysis, which quanti-
tatively shows the effect of important network parameters and
the pilot contamination elimination and the tradeoff among
them. The application of the scaling law for large but finite
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PCE.
antenna number was also studied. Moveover, for MRT precod-
ing, a sufficient condition for the SINR to be asymptotically
deterministic in the sense of mean square convergence was
derived. Our results cover existing ones on such analysis as
special cases and show the effect of pilot contamination more
explicitly. For the future work, more general spatial correlation
distribution and more practical modeling on the effect of pilot
contamination elimination should be studied.
APPENDIX A
PROOF OF LEMMA 1
Due to the relationship in (8), the key step for calculating
the means and SCVs of the random SINR components and
Pe is the calculation of E
{
hˆHllkhˆllk
}
, E
{
hˆHllkhˆllkhˆ
H
ssihˆssi
}
,
and E
{∣∣∣hˆHllmhˆllk∣∣∣2
}
, E
{∣∣∣hˆHllmhˆllk∣∣∣2∣∣∣hˆHssmhˆssi∣∣∣2
}
. The fol-
lowing results are derived for all l, s ∈ {j} ∪ Sp,dj and
k, i ∈ {1, ...,K}.
First, with some tedious but straightforward calculations
(the details of which are omitted here), we have
E
{
hˆHllkhˆllk
}
= QM, (45)
E
{
hˆHllkhˆllkhˆ
H
ssihˆssi
}
=


(
Q
c
)2
∆(∆ + 1) s = l, i = k(
Q
c
)2
∆2 (s, i) 6= (l, k)
,(46)
E
{∣∣∣hˆHllmhˆllk∣∣∣2
}
=


(
Q
c
)2
∆(∆ + 1) k = m(
Q
c
)2
∆ k 6= m
, (47)
E
{∣∣∣hˆHllmhˆllk∣∣∣2∣∣∣hˆHssmhˆssi∣∣∣2
}
=
(
Q
c
)4
×
=∆


(∆+1)(∆+2)(∆+3) s = l, i = k = m,
2∆ s = l, i = k, k 6= m
(∆+1) (∆+2) s = l, i 6= k, k = m or i = m
(∆ + 1) s = l, i 6= k, k 6= m, i 6= m
∆(∆ + 1)2 s 6= l, i = k = m
∆ s 6= l, k 6= m, i 6= m
∆(∆ + 1) s 6= l, i 6= k, k = m or i = m
,(48)
where (45)-(48) are derived from properties of Gamma dis-
tribution and in (48), the central limit theorem is used to
approximate the distribution of 1√
M
hˆHllkhˆssi as CN (0, Q2/c)
for all (l, k) 6= (s, i) based on (7).
Based on (45)-(48) and the relationship in (8), the next step
for calculating the means and SCVs of the SINR components
and Pe is to follow their definitions and find the highest order
terms with respect to M .
APPENDIX B
PROOF OF PROPOSITION 1
The SINR expression in (16) can be reformulated as
SINRjm=
Mrs ·Ps/Q2
(K−1)Pi,in
Q2M1−rs
+
MKLpPi,out
Q2M1−rs
+
K(Lp+1)Pe
Q2M1−rs
+ KQ
ρQ2M1−rs
. (49)
The SINR is asymptotically deterministic when its SCV ap-
proaches zero as M →∞. However, the complex structure of
the SINR expression makes it challenging to obtain its SCV
directly. Alternatively, since Ps is asymptotically deterministic
as noted in Remark 1, for the SINR to be asymptotically
deterministic, the sufficient and necessary condition is that
the denominator in (49) is asymptotically deterministic. One
sufficient condition is the SCV of the denominator in (49)
scales no larger than 1/M . When SINRjm is asymptotically
deterministic, SINRjm asymptotically converges to S˜INRjm
as defined in (26). Thus from the definition in (27), i.e.,
S˜INRjm = O (M rs), and Ps
/
Q2
m.s.→ 1 (refer to Lemma 1),
we have
E
{
(K−1)Pi,in
Q2M1−rs
+
MKLpPi,out
Q2M1−rs
+
K(Lp+1)Pe
Q2M1−rs
+
KQ
ρQ2M1−rs
}
= O (1) . (50)
Therefore, the sufficient condition can be rewritten as
Var
{
(K − 1)Pi,in
Q2M1−rs
+
MKLpPi,out
Q2M1−rs
}
≤ C1
M
(51)
for some constant C1. A sufficient condition for (51) is that
the variance of each term in (51) scales no larger than 1/M ,
i.e.,
Var
{
(K − 1)Pi,in
Q2M1−rs
}
≤ C2
M
(52)
Var
{
MKLpPi,out
Q2M1−rs
}
≤ C3
M
(53)
for some constant C2 and C3.
By combining the scaling law in (27-28) and the results in
Lemma 1, the condition (52) becomes
lim
M→∞
log
{
(K − 1) ( 1M2−2rs ) 1c2 (K−1Mc + 1)}
logM
= rk − (2− 2rs) + max (rk − 1, 0)
= rk − 2 + 2rs ≤ lim
M→∞
log C2M
logM
= −1,
i.e.,
rk + 2rs ≤ 1.
Similarly, the condition (53) becomes
rs ≤ 0 for Lp 6= 0.
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Therefore, for perfect PCE, the sufficient condition is
rk + 2rs ≤ 1 and rs = 1− rt − rk − rρ,
which can be simplified to (34). For imperfect PCE, the
sufficient condition is
rk + 2rs ≤ 1, rs ≤ 0 and rs = min (1− rt − rk − rρ, 0) ,
which can be surely satisfied.
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