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Missing data are a significant problem in testing.  Research into strategies for 
dealing with it have yielded no clear consensus about the best approach to take.  
Accuracy of ability estimates, fairness and scoring transparency are affected by the 
choice of missing data handling technique.  In this simulation study, we propose a 
technique of multiple imputation of the guessing parameter using both item difficulty and 
individual ability estimates.  This approach was compared to several other popular 
strategies for imputing values, such as: treating the item as incorrect, imputing a guessing 
parameter of 0.5, proportion correct imputation, multiple imputation of responses, and 
multiple imputation of the guessing parameter value. Assessments of the accuracy of 
ability estimates for each technique were examined in terms of root mean-squared error 
(RMSE) and bias.  These dependent variables were calculated both across the ability 
continuum and as a function of theta.  The implications of these results for real-world 
testing are discussed.  
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Chapter 1 
Introduction 
 
On a psychometric measure, there are multiple possible mechanisms to explain 
item responses that are unanswered.  For example, the design of the administration may 
include planned missing items, in which individuals are deliberately not presented certain 
items.  Alternatively, an examinee may decide not to answer an item because she is 
unsure of the correct response, or may not respond because she finds the item to be 
offensive, intrusive or embarrassing.  The examinee may simply run out of time before 
reaching the item, or skip an item with the intention of returning to answer it later - only 
to run out of time, or forget that he skipped it (De Ayala, 2009; Lord, 1980; Sijtsma & 
van der Ark, 2003).  It is often difficult to ascertain why item responses are missing and 
to determine a fair way to account for them in scoring.  As a result, several techniques 
have been proposed to deal with missing data, but no clear consensus has emerged as to 
the best approach to use. 
The reasons for missingness can be frustrating to pin down, but scoring fairly in 
the presence of missing data is critically important.  Rubin (1976) asserted that when the 
mechanisms of the missing data are correlated with the outcome, scoring schemes that 
fail to account for the pattern of missingness may introduce bias.  However, when the 
missing data mechanism is statistically unrelated to the criterion, there is evidence to 
suggest that the estimation is not always adversely influenced (Mislevy & Wu, 1996). For 
example, consider the student who omits an item because he is unsure of the correct 
response.  In this instance, a low or high level of the construct is associated with the 
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missing data.  For the student who runs out of time, the item is not considered and 
therefore cannot be associated with eh construct of the measure, assuming that speed is 
not a component of the construct.  In the first case, the missing response would be 
considered an omitted item, and in the latter a not-reached response.  Lord (1980) 
emphasized that it is necessary to distinguish between these cases, and asserted that 
omitted responses and not-reached items are mutually exclusive categories.   This 
position has practical implications for testing today.  For instance, the National 
Assessment of Educational Progress (NAEP) implements a scoring protocol such that, if 
at the end of the test two or more items are missing, the first item is scored as incorrect. 
All subsequent items are treated as not-reached.  Any other missing items are scored as 
incorrect  (NCES, 2008).  Should these items be classified as strictly omitted or as not-
reached?  The NAEP scoring method assumes that all students proceed through the 
questions in order, which may not be the case.  Consider the student who skipped an item 
and ran out of time before returning to it.  Oshima (1994) described the practical 
difficulty of discriminating between unreached and unanswered items, especially as test-
taking techniques like “Save the difficult questions for last” and “Guess whenever you 
can eliminate a few choices” become more widely used by examinees.  Neither an item’s 
position on the test nor the presence of subsequent answered items can positively identify 
it as deliberately omitted or not reached.  Should the examiner’s inability to identify the 
mechanism of non-response dictate the examinee’s score in the presence of missing data?   
The not-reached response is a byproduct of a speeded test.  A test is generally 
considered speeded when a substantial percentage of examinees are not able to complete 
all items on the test in the time allotted.  (De Ayala, 2009; van der Linden, 2011a/2011b).  
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This may be desirable on a typing test, when speed and accuracy are the construct being 
measured by the instrument, but more often speededness is an unavoidable consequence 
of testing logistics.  The speed of the response is not included in the defined construct in 
most educational achievement tests; this implies that they are intended to be power tests 
(Lu & Sireci, 2007).  The reality of modern testing is that most standardized 
examinations are speeded to some degree (Lu & Sireci, 2007; Sireci, 2005; Sireci, 
Scarpati, & Li, 2005).  Time limits are imposed for scheduling reasons, to constrain the 
costs of test administration, and to provide a uniform testing experience regardless of the 
date or location.   
These time limits can affect the individual’s performance and raise questions 
about test fairness.  Evans and Reilly (1972) showed that reducing speededness results in 
higher scores for all groups of test-takers, regardless of ability or demographics, yet this 
is not always practical. Grima and Liang (1992) identified cultural differences in risk-
taking behavior that can persistently disadvantage some ethnic groups in testing.   
Individuals with higher risk tolerance tend to make random guesses rather than omitting 
items under time pressure, and some scoring techniques penalize this behavior.  
Bridgeman and Cline (2002, 2004) observed that time pressure forces the average 
Graduate Record Examination (GRE) examinee to guess on the last six questions.  
Because the GRE is a timed adaptive-difficulty test, the number of questions answered 
may not reflect the construct of the examination.  Examinees who provide correct 
responses to early items are subsequently assigned more difficult and time-intensive 
questions than they would be if they missed the initial items. Thus, examinees with 
higher ability tend to respond to fewer items overall than individuals with lower ability 
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do. van der Linden, Breithaupt, Chuah and Zhang (2007) identified a similar effect in 
multistage tests like the Uniform Certified Public Accountant Examination, but noted that 
more generous time limits can reduce the effect of differential speededness on scoring.  
Mislevy and Wu (1996) found that randomized item positioning, which is used to 
discourage cheating by presenting items to each examinee in a different order, 
significantly disadvantages those examinees that receive the time-intensive items earlier 
in the examination.  
There is evidence to suggest that choosing suitable methods for test design and 
handling missing data can mitigate some of the shortcomings of speeded testing (Oshima, 
1994). Assuming that the examiner can differentiate between unreached and unanswered 
items, the question of how to score these items fairly remains.  If a student deliberately 
fails to answer an item, the omission could be due to ability or to a low tolerance for risk-
taking behavior (De Ayala, Plake, & Impara, 2001). In either case, the missing data are 
non-ignorable.    
There is less consensus about how to handle the question of unreached items.  
Lord (1980) argued that items that are not reached should simply be omitted from 
scoring, as missingness is not strongly correlated to ability.  This argument raises 
questions of test fairness; if these items are simply ignored in scoring, it is possible for an 
examinee with more correct answers to receive a lower score than an examinee with 
fewer correct answers but more omissions. Shell, Brooks, and Trainin (2010) suggested 
that missingness does in fact provide useful information that could be incorporated into a 
score; students with higher ability could plausibly work faster, due to chunking.  
Chunking is a mental process of grouping disparate pieces of information, so that they 
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can be recalled more quickly.  Most examinees can immediately recall chunks of seven to 
14 pieces of information, organized in a variety of ways - sequentially, hierarchically, 
conceptually, or mnemonically (Furukawa, 1970; Harris and Burke, 1972).  Efficient 
chunking strategies are correlated with better performance in reading and memory tasks 
(Cromer, 1970).  In a testing situation, an ability to quickly recall more data without 
rereading - say, the points supporting a thesis in a long essay - may translate to additional 
minutes of test-taking time.  Stretch and Osborne (2005) pointed out that examinees may 
not reach items for reasons unrelated to the construct; physical disabilities or language 
barriers can prevent an examinee from completing a test within the time limits. 
Researchers have devised a number of techniques to obtain useful ability 
estimates in the presence of missing data.  The simplest approaches simply ignore or 
substitute a constant value for all missing data.  More computationally-intensive 
approaches involve multiple imputation of missing data based on relationships between 
items or individuals.  Finch (2008) and Huisman and Molenaar (2001) reviewed existing 
multiple imputation techniques and found that they generally provide the most accurate 
estimates of ability for continuous missing data.  Finch (2008) noted that relatively little 
research has been conducted on their effectiveness with ordinal or dichotomous data. 
In this study, we investigate a novel approach to the problem of missing data, 
namely multiple imputation of the guessing parameter from both item difficulty and 
estimates of individual ability.  We compared the performance of this method to several 
other popular strategies for missing data, which include: scoring the item as incorrect, 
proportion correct imputation, multiple imputation of response, and replacing the 
guessing parameter with 0.5. The purpose of this study is to determine the most accurate 
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method of estimating an individual’s ability in the presence of missing data on a multiple-
choice standardized test.  
Datasets were empirically derived from real test data using estimated item 
parameters.  Missing data were simulated from contingency tables, and item-by-person 
ability deciles derived from empirical data. Ability estimates were generated under a 
three-parameter item response theory (IRT) model using each method for handling 
missing data.  Estimated ability of individuals was compared to both the generated theta 
and the estimate of theta without missing data, to provide an approximation of the 
accuracy of each method.  The following section will provide a brief review of IRT and 
missing data techniques, as well as the empirical studies of missing data in testing. 
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Chapter 2 
Theoretical Background 
Item Response Theory 
 The goal of a testing application is to infer the ability level of examinees. In item 
response theory (IRT) ability is considered a latent variable because it cannot be directly 
observed.  Rather, it is inferred or estimated from observable behaviors.  Consider a test 
of spelling proficiency.  Orthographic skill cannot be measured directly - say, by brain 
imaging.  The researcher must observe individuals spelling words to attempt to estimate 
the latent spelling proficiency.   
 The latent variable is assumed to be a continuous variable. Because this 
continuum has no inherent metric, an interval scale is used.  By convention, individuals 
with greater amounts of the latent construct are positioned to the right on this continuum.  
Distance between individual locations corresponds to the difference in ability. 
 Test items are assigned locations along the ability continuum based on their 
difficulty.  Those items that require less proficiency to answer correctly would be placed 
on the left of the continuum, and those which require more would appear farther to the 
right.  The distance between test items corresponds to the difference in difficulty.  By 
comparing the positions of the individual and the item on the ability continuum, we can 
estimate the probability that an individual could answer the item correctly.  When an 
individual and an item occupy the same location on the ability continuum, then the 
individual has a 50% chance of answering the item correctly. 
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 IRT considers the probability of a particular individual providing a particular 
answer to be a function of the latent construct and one or more item parameters. 
Estimation of the latent construct allows scoring in the presence of missing data, and 
permits individuals to receive different test questions without significantly affecting the 
validity of the score. 
 Several IRT models are presented below.  For the following discussion, the index 
i represents an individual and j represents an item.  An individual’s position on the ability 
continuum is denoted by θi.  An item’s position on the ability continuum is denoted by δj. 
 
The 1-pl model   
 IRT requires that we define mathematically how a behavior is dependent on 
ability level. The item response function models the probability of a correct response, 
given the interaction between the individual’s ability and the difficulty of the item.  
Consider the single-parameter logistic model (1-pl model) displayed in Equation 1. 
         (1) 
Here p is the probability of a correct response to item j, given the ability of the test-taker 
and the difficulty of the item. In the 1-pl model, p is simply a function of the distance on 
the continuum between the individual’s ability θ, the item’s difficulty δj, and a multiplier 
factor α which adjusts the slope of the item response function.   
By graphing the 1-pl model, we can visualize the probability that individuals with 
differing ability levels could correctly answer item j.  The location of item j (δj) on the x-
 9 
axis corresponds to a probability of 0.5.  An individual at that position would have a 50% 
chance of answering correctly.  As the individual’s ability parameter increases, the 
likelihood of a correct response increases, but never reaches 1.  This means that, 
regardless of ability level, there is the possibility of an incorrect response.  Similarly, the 
item function asymptotically approaches 0 as the individual’s ability parameter decreases, 
indicating that any individual can still respond correctly, although this is low probability 
for low-ability individuals. 
Figure 1 shows item response functions for a four-item measure graphed on the 
same axis.  The vertical lines correspond to the item location δ for each item.  Comparing 
the functions for item 1 (the least difficult) and item 4 (the most difficult), we can see that 
an individual at any position on the ability continuum has a greater chance of answering 
item 1 correctly than she does item 4. Because the multiplier α is the same for all items, 
the item response functions are parallel. This implies that item 1 is “easier” for 
individuals with ability (-4 < θi  < 4) than is item 4.  
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Figure 1.  Item response functions for a four-item measure, with α held constant and 
varying values of δj.  
 
 
 
    
2-pl model 
In the single-parameter logistic model, the multiplier α is held constant across all 
items. If we permit each item to have a different slope, we have the Birnbaum 2-
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parameter logistic model (2-pl model) (Birnbaum, 1968).  In Equation 2, αj is the 
multiplier for item j. 
        (2) 
The principal difference between this model and the 1-parameter logistic model is 
that every item is assigned its own discrimination parameter αj. This term describes how 
well an individual item differentiates individuals with ability near the item location.  
Although α can range from -∞ to ∞, convention dictates that values of .80 to 2.5 are 
desirable, and negative values indicate model-inconsistent, or miskeyed items (De Ayala, 
2009).   Figure 2 shows item response functions for a four-item measure with different 
discrimination parameters. 
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Figure 2.  Item response functions for a four-item measure, varying values of αj and δj. 
 
 
Items 2 and 3 have αj in the desirable range.  Examining their item response 
functions, we see that increasing the value of αj yields a function with steeper slope.  An 
item with greater discrimination can provide more information about the individuals 
whose ability location θ is near δ than an item with lower discrimination would.   Items 
with higher αj can therefore be used to differentiate individuals who are tightly clustered 
in ability.  This point is illustrated in Figure 3. 
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Figure 3.  Item response functions, effect of varying αj. 
 
 
 
In Figure 3, both items are located at the same point on the ability continuum (δ1 = 
δ2 = 0.5), but α1 is greater than α2. Individuals located at θ = 0.5 on the ability continuum 
have a 50% chance of providing a correct answer to each item.  Those with slightly 
greater ability are much more likely to provide a correct answer to item 1 than item 2; 
similarly, those with lower ability are much less likely to provide a correct answer to item 
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1 than item 2.  Thus, item 1 provides more information to differentiate individuals whose 
ability is tightly clustered around location θ = 0.5. 
However, item 1 provides less ability than item 2 to differentiate individuals 
whose ability lies farther from θ = 0.5.  Consider individuals whose ability location lies in 
the range (-4 < θ < -2).  An individual located at the high end of that range has a greater 
chance of responding correctly to item 2 than an individual at the low end of the range.  
Both individuals have nearly the same probability of giving a correct response to item 1.  
Item 2 is better than item 1 for discriminating individual ability values in this range.  
Note that the same phenomenon occurs in the ability range (2 < θ < 4).   
The item information function makes it easier to visualize the ranges for which a 
particular item provides useful information to differentiate individuals.   Equation 3 
shows the item information function for the 2-pl model.  Figure 4 displays item 
information functions corresponding to the item response functions in Figure 2. 
 
         (3) 
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Figure 4.  Item information functions for the four-item measure. 
 
  
Item 4 has the highest discrimination parameter, and it provides the most 
information for individuals with ability near θ = 2.5.  However, the amount of 
information provided by item 4 diminishes rapidly as the distance to θ = 2.5 increases.  
Item 3 has lower discrimination than item 4.  Its item information function has a smaller 
maximum value than does item 4, but it provides information to differentiate individuals 
over a greater range of ability.  Items 1 and 4 had discrimination parameters that were out 
of the acceptable range.  The maxima of their information functions were smaller than for 
items 2 or 3. 
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When estimating person ability parameters, including items with different 
discrimination parameters can help differentiate individuals at particular locations on the 
ability continuum, especially outliers.  For this reason, some researchers have proposed 
differential weighting of items based on their discrimination at a particular ability 
location (Holland & Wainer, 2012).    Consider two individuals, one whose ability 
location is very near the item location (“near”), and one whose ability location is farther 
away (“far”).   The item provides less information for the far individual than it does for 
the near individual.  Holland and Wainer suggested that, since the item contributes less 
information about the far individual than the near one, it can contribute less to the far 
individual’s score as well.  The authors acknowledged that this is a nonintuitive approach 
and raises questions of fairness, but suggested that it can improve ability estimates 
nonetheless (Holland & Wainer, 2012). 
3-pl model 
Birnbaum (1968) also proposed a three-parameter logistic model, which includes 
a pseudo-guessing parameter χ.  This improvement is intended to account for an 
examinee’s ability to guess the correct answer without knowing how to solve an item.  
Consider a multiple-choice item with four response options.  The probability of selecting 
the right response by chance would be 0.25.   Equation 4 shows the 3-pl model. 
      (4) 
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Embretson and Reise (2000) cautioned that the utility of the 3-pl model depends 
heavily on the correct estimation of the guessing parameter.  For multiple-choice items, 
the pseudo-guessing parameter χ is often fixed as the reciprocal of the number of 
response options, or the reciprocal of the number of response options when “impossible” 
distractors are removed (Lord, 1980).  It is more challenging to select an appropriate 
pseudo-guessing parameter for other item formats, such as essay questions or spoken 
sections on foreign-language examinations (Embretson & Reise, 2000; Lord, 1980).  
 
Assumptions  
As De Ayala (2009) explained, the item response theory models discussed 
previously rely on three assumptions - unidimensionality, local independence, and 
functional form.  Unidimensionality means that items measure a single construct.  Local 
independence means that observation made on an item is independent of the responses to 
any other item conditional on the construct being measured.  Functional form means that 
the empirical data follows the ogive that is specified by the model.  These assumptions 
may be untenable in real-world testing situations. 
Unidimensionality is the assumption that the individual’s perceived behaviors are 
a function of a single continuous latent construct.  For example, in a mathematics test, 
correctly computing the area of a circle would be attributed only to the individual’s 
unobservable degree of mathematical ability.  In practice, other factors can affect an 
individual’s performance on a test.  A fast reader might easily complete all of the items 
within the time limits, while a test-taker with the same mathematical ability but a slower 
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reading speed may not have the opportunity to reach questions at the end of the test.  
Similarly, for two individuals with the same mathematical ability but different degrees of 
risk aversion, the examinee who guesses when she is unsure of an answer may have an 
advantage over the examinee who omits answers if omitted items are scored as incorrect.  
In general, we assume that unidimensionality will be infringed to some extent in 
application. 
Local independence, also known as conditional independence, means that item 
responses are not associated when controlling for latent variables.  In other words, the 
items must be independent of each other when controlling for person location.  Local 
independence can be compromised when one item provides cues to the correct answer to 
another item.  The effect can be subtle.  Suppose several semantically unrelated items in a 
spelling test share a common suffix (e.g. “delicious,” “abstemious” and “nefarious”).  An 
examinee who knows the correct spelling for the first item may make a better guess for 
the subsequent items than she would if she had not encountered the familiar word first.  
Alternatively, consider the case where items on the test share a similar pronunciation but 
different spellings (e.g. “chlorine,” “chlamydia” and “klaxon”).  A test-taker who spelled 
the first two words correctly might be primed to misspell the third.  Another common 
way to compromise local independence is to require a previous response to answer a later 
item.  Consider a mathematics exam in which an examinee is asked to calculate the sum 
followed by the mean value of a list of numbers.  An error in the first calculation may be 
propagated to the second.  While local independence appears easier to control than 
unidimensionality, the instrument format may cause interdependence that is not 
attributable to a latent variable.  
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Because real-world testing conditions cannot always ensure local independence 
and unidimensionality, an entire industry has sprung up to exploit these perceived 
weaknesses.  Test-preparation companies such as Kaplan and Princeton Review advertise 
that students can raise scores significantly by simply developing better test-taking skills, 
such as pacing oneself, skipping difficult questions in the first pass, or reading only the 
thesis sentences in long passages of text (Kaplan, 2014a/2014b).  Test-takers are 
explicitly coached to adapt their guessing strategies to the test’s scoring technique when 
they are unsure or running out of time.  For example, ACT examinees are encouraged to 
eliminate impossible answers and guess from the remaining choices, while SAT 
examinees are instructed to omit items when they are unsure (Kaplan, 2014a/2014b).  
Studies of the effectiveness of paid test preparation have found that such coaching 
confers small but measurable score increases for examinees of average ability, but 
dramatically improves test performance for those with lower scores for multiple choice 
item formats. (Powers & Rock, 1999).  It is clear that the assumptions underpinning the 
IRT model cannot be casually disregarded. 
In the IRT models discussed above, we see that the probability of a correct 
response is a function of both the ability and item parameters.  We use the likelihood 
function to obtain an estimate of ability given a set of observed responses. Assuming 
locally independent items and given θ, we can calculate the probability of observing a 
particular response vector by multiplying the corresponding probabilities of correct and 
incorrect responses given an IRT model. After calculating the likelihood of a particular 
response vector for a number of values of θ, we can determine which ability location 
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corresponds to the highest probability of observing this pattern of responses.   Equation 5 
shows the likelihood function. 
       (5) 
Here xi is a vector of responses from person i, δ is a vector of item difficulty, pj  is 
the probability of person i providing a correct response to item j, xij is the score that 
person i earned for item j, a correct response is scored as 1, and an incorrect response is 
scored as 0.  As the number of items in the response vector increases, the likelihood 
values become smaller. 
To avoid numerical underflow errors, it is preferable to work in a different scale.  
A natural logarithmic transformation is applied to the likelihood function.   This log-
likelihood function appears in Equation 6.  Note that this model is now additive, rather 
than multiplicative. 
       (6)  
 The log-likelihood function is calculated for all values of θ across the continuum. 
In practice, calculating the entire range of the log-likelihood function can be 
computationally tedious. De Ayala (2009) provided a comprehensive explanation of 
empirical maximum likelihood estimation (MLE) and Newton’s method of MLE. 
 
 
Brief introduction to missing data 
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To begin this introduction to the problem of missing data, we must first discuss 
missing data theory.  Missing data patterns refer to the observed and missing values that 
comprise the dataset.  The missing data mechanism explains why the item responses are 
not present. Rubin (1976) defined three distinct missing data mechanisms: missing 
completely at random (MCAR), missing at random (MAR) and missing not at random 
(NMAR).  The MCAR mechanism is invoked when missing values are thought to have 
no systematic cause - that is, the likelihood of a missing value is random and unrelated to 
the data. For example, a scoring error in which some values are not recorded, or an 
examinee who mistakenly skips an item would be associated with the MCAR 
mechanism. The MAR mechanism is invoked when the probability of missing data is 
dependent on a measured variable in the data set, but not dependent on the outcome 
variable. In the case of MNAR, the probability that data will be missing depends on the 
value that the examinee would have provided. To understand the difference between 
MAR and MNAR data, consider the respondent who deliberately omits an answer.  If the 
chance of omission depends on the response that would have been given, as when he is 
simply unable to solve a problem, the mechanism is MNAR.  If the omission depends on 
his perceptions of his response but not the actual ability of the participant, as when he can 
give an answer but is not confident enough to record it, it is considered MAR. (De Ayala 
2009; Finch 2008; Mislevy & Wu 1988).   
The missing data mechanism has implications for analysis.  For example, with 
respect to structural equation modeling (SEM) and in the case of the MCAR mechanism, 
parameter estimates will be unbiased. Estimates obtained under the MAR mechanism will 
not be biased if multiple imputation or a likelihood based analysis is used, provided that 
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assumptions are tenable (Enders, 2010). For this reason, MCAR and MAR data are said 
to be ignorable missing data. MNAR data are considered non-ignorable, and must be 
accounted for in scoring (Lord, 1980). 
Data that are missing on an item level are usually classified either as missing by 
design or by participant non-response (Mislevy & Wu, 1988, 1996). Omitted items are 
considered to be missing data by participant non-response.  These are items that the 
participant has deliberately chosen not to answer, skips by mistake, or fails to reach. (Lu 
& Sireci, 2007; Ludlow & O’Leary, 1999; Mislevy & Wu, 1996). Lord (1980) considered 
these omitted items to be mutually exclusive from not reached items and asserted that 
they should be scored differently.  
 
Omitted items and ability 
 The literature provides some support for the idea that omitting behavior is 
correlated with ability.  Stocking, Eignor and Cook (1988) asserted that omitting behavior 
is a function of both individual ability and the perceived correctness of a response. 
Higher ability individuals tend to omit fewer items than do than lower ability individuals.  
Additionally, individuals who answer a difficult item correctly tend to omit less 
frequently. Mislevy and Wu (1988) argued that the number of not-reached items on a test 
is primarily attributable to the individual’s ability, motivation and test-taking strategy.    
Grandy (1987) examined differences between guessers and non-guessers on the 
GRE.  The study identified demographic groups that were more likely to omit items.  
Women, older individuals, non-white examinees, resident aliens, foreign non-citizens, 
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and children of parents who had less formal education had significantly higher rates of 
omission than did members of other groups.  Academic interests and test performance 
were also linked to omitting behavior. Students entering graduate programs in the 
humanities and social sciences were more likely to omit items than were students in the 
physical sciences, mathematics or engineering (STEM) fields.  Examinees with lower 
than average GRE scores were the most likely group to leave items blank, although it 
important to note that Grandy’s study did not differentiate between omitted and not-
reached items. 
von Schrader and Ansley (2006) explored the effect of gender, grade level, and 
ability on omitting behavior for student achievement batteries in Iowa over a span of 20 
years.  They observed slight differences in the rate of omissions due to gender, but argued 
that the size of the effect rendered it essentially negligible.  They further established that 
students at higher grade levels omit items less frequently than do students at lower grade 
levels.  Differences attributed to grade level may be partly due to the examinee’s degree 
of familiarity with the multiple-choice format of the test (von Schrader & Ansley, 2006). 
 
Speededness 
Tests are characterized in the literature as either being speed or power tests.  A 
speed test is a time-restricted test comprised of relatively easy items.  The length of this 
test makes it impossible for all examinees to reach all items.  Scoring is based on the 
number of items reached as well as the correctness of answers (Rindler, 1979).   One 
example of a speed test is a typing test, which measures both the number of words per 
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minute achieved, as well as the accuracy in copying.  A power test is defined as a test that 
permits all examinees to attempt all items.  Scores depend solely on the accuracy of 
responses.  An example of a power test is a take-home final exam; examinees can take 
the test at their convenience, and time pressure should not affect their performance.    
Most large-scale testing does not consider the speed of response to be part of the 
construct. However, most standardized tests must incorporate time limits to reduce 
administration costs and provide a uniform testing experience (Lu & Sireci, 2007).  
Inevitably, most standardized tests have characteristics of both speed and power tests 
(Sireci, 2005; Sireci, Scarpati, & Li, 2005).  A power test with a speed component is 
called a speeded test. 
The current literature contains no universally-accepted definition or measure of 
test speededness (van der Linden, 2011a/2011b).  Rindler (1979) surveyed early efforts to 
define the amount of variance due to speededness and found a surprising “psychometric 
nonchalance” about the issue.  She found that, before 1950, many test designers 
dismissed the idea that speededness could introduce significant bias, possibly because 
faster work was correlated with higher ability (Rindler, 1979).  Cronbach and Warrington 
(1951) attempted to quantify an index of speededness by administering multiple versions 
of a test to the same pool of examinees, marking the last item reached within a time limit, 
and permitting the examinees to finish the test.  Comparing performance on the speeded 
and unspeeded portions of the tests revealed the amount of variance due to speededness.  
This experiment was important because it recognized that speededness can affect 
performance in multiple ways: examinees who are running out of time may skip items at 
a higher rate, but they are also more prone to make careless mistakes as the deadline 
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approaches (Cronbach & Warrington, 1951).  However, the difficulty and expense of 
determining this index experimentally for each test meant that it is not widely adopted 
(van der Linden, 2011a). 
The Educational Testing Service (ETS) has adopted a policy stating that a test is 
not considered speeded if at least 80% of test takers complete the test, and all test takers 
finish 75% of the test (van der Linden, 2011).  van der Linden criticized this definition 
because it lacks rigor.  He noted that ETS policy contains two distinct criteria that may 
imply different acceptable time limits. This makes it difficult to accurately compare the 
variance due to speededness in different versions of a test.  Furthermore, it is hard to 
establish statistically defensible time extensions for those examinees that require 
disability accommodations (Stretch & Osborne, 2005). van der Linden also asserted that 
this loose definition makes it impossible to determine acceptable numbers of items and 
time limits a priori, since speededness can only be identified after administering the full 
test to a statistically significant population under standard conditions.  Specifically, bias 
in item estimate parameters due to an item-location effect cannot be identified during pre-
testing (van der Linden, 2011a). The ETS policy has also been criticized for being 
arbitrary and not strictly enforced (CEEB, 1984).  
van der Linden (2011a/2011b) attempted to formalize the concept of speededness, 
defining it as the probability that an examinee will run out of time before completing the 
test.  He proposed a model in which speededness is a function of the individual test-
taker’s speed, the time properties of each item, and the time limits of the test.   The test-
taker’s speed may vary due to the latent construct, but also factors such as reading speed, 
physical disabilities, or language barriers.  The time properties of each item reflect the 
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amount and type of effort required to answer; for example, recalling a memorized 
mathematical fact will likely be faster than performing a calculation. van der Linden 
asserted that this approach enables the examiner to establish reasonable time limits, 
develop defensible accommodations for examinees with disabilities, and ensure that 
multiple versions of a test have similar speededness.  The model has been been used to 
analyze the speededness of a number of standardized tests, among them the Armed 
Services Vocational Aptitude Battery (ASVAB), the Graduate Management Admission 
Test (GMAT), and the Law School Admission Test (LSAT) (van der Linden, 2011a). van 
der Linden demonstrated that it was possible to adjust speededness without changing the 
difficulty of items, and to modify the difficulty of items while maintaining the same 
speededness, and asserted that it was even possible to replace all items on a test without 
changing its degree of speededness or difficulty.  While this attempt to formally 
characterize speededness is long overdue, van der Linden’s metrics have not yet been 
widely adopted (van der Linden, 2011a/2011b).   
   
Speededness and Ability 
More generous time limits can reduce test bias due to speeded conditions, but this 
is not always possible in real-world testing situations (Evans & Reilly, 1972).  Thus, 
attention has turned to investigating the relationship between individual ability, missing 
data and overall performance in a speeded environment.  While some trends have been 
identified, there are not enough consistent data to generalize results or recommend 
changes to scoring schemes. 
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Pohl, Gräfe, and Rose (2014) found that not-reached data were domain-specific.  
On a mathematics examination, high-ability students tended to have fewer not-reached 
items than low-ability students did.  However, on a reading examination, high-ability 
students had more not-reached items than did low-ability students.  Pohl et al. cautioned 
that their findings may not be generalizable, as the perceived importance of a test can 
factor into the examinee’s decision to omit answers as well (Pohl et al., 2014). 
Basturk (2009) investigated interactions between examinee gender, test type, test 
completion speed and test scores.  He administered multiple-choice and essay tests to a 
pool of male and female test-takers of similar ability.  For females given multiple-choice 
tests, there was a positive linear relationship between test completion time and score.  No 
such correlation was observed when females were given essay tests.  Conversely, males 
showed a positive linear relationship between completion time and test score for the 
essay tests, but no correlation was observed when males took the multiple-choice tests. 
Basturk concluded that more research into gender effects is needed. 
Weber, Bohnen, and Smith (2011) examined the relationship between the 
completion time of an examination and the grade received.  The group examined essay 
and multiple-choice tests given to graduate and undergraduate students in both timed and 
untimed conditions.  They found positive linear and curvilinear relationships between 
completion time and grade received when undergraduates were given essay and multiple-
choice tests.  However, no such relationship was discovered for the group of graduate 
students, or for undergraduates taking a test comprised of computational problems.   
 28 
Kennedy (1994) also explored the relationship between completion time and test 
scores in an untimed setting.  Kennedy administered five multiple-choice research 
methods tests to groups of graduate students who had received training on the topic.  
Slight correlations, ranging from .30 to .06, were discovered.  Kennedy concluded that 
there was no linear or curvilinear relationship between completion time and test score, 
provided that the students were given unlimited time to complete the test. 
Landrum, Carlson and Manwaring (2009) researched the relationships between 
self-reported completion time and test scores.  Undergraduate students in an introductory 
psychology class were given three multiple-choice tests and asked to report the time they 
completed each test.  The findings were inconclusive; for two of the tests, the research 
group observed significant negative correlations between completion time and test scores, 
but the third test exhibited no such relationship. It is possible these results were affected 
by the perceived low stakes of the exam or the desire of some examinees to impress the 
administrators by reporting faster work (Landrum et al., 2009).     
Foos (1989) had similar findings when examining test scores versus completion 
groups.  Participants were administered multiple-choice and essay tests in a fully crossed 
factorial design and assigned to four groups based on completion time for each type of 
test.  Foos found no significant differences between test type and finishing group.   
Wierzbicki (1994) examined the relationship of order of completion and test 
performance on a combination short answer and multiple-choice exam.  The test was 
given to students in two upper-level psychology classes.  Test time was limited to 50 
minutes and approximately a quarter of the students had difficulty finishing the test 
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within the allotted time. For the overall test, Wierzbicki observed no significant 
relationship between order of test completion and test score.  Students were then divided 
into three groups comprised of early, average, and late finishers.  The test scores' variance 
was compared by class.  Students in the developmental psychology class showed no 
significant differences between groups.  However, for the behavior problems class, 
students in the average finishing group had significantly more variance in scores than did 
students in the early and late finishing groups (Wierzibicki, 1994).        
     
Strategies for Handling Missing Data in the Literature 
Lord (1974, 1980) explored the problem of missing data in standardized 
educational assessments.  At the time, the computational cost of imputation techniques 
meant that they were not universally used; when faced with missing data, the most 
common solution was simply to ignore it.  A standard practice was to treat omitted items 
as strictly incorrect, or as partially correct with a score of 0.25 (Lord, 1974).  Lord 
asserted that a link existed between speeded testing conditions and rate of omissions, and 
argued that simply treating omissions as incorrect answers introduced significant bias to 
scoring.  He proposed adjusting the scores of omitted items with the guessing parameter 
of a 3-pl model, where the reciprocal of the number of response options was the 
probability of correctly guessing the answer (Lord, 1974).  
Lord (1980) later expanded the scope of his inquiry into omitting behavior.  He 
identified several distinct types of missing data, and argued that they were mutually 
exclusive and had to be treated differently.  He asserted that not-reached data could not 
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be considered relevant in ability estimation, due to speededness, but that deliberate 
omissions could be.  Lord was more enthusiastic about model-based imputation 
techniques to account for missing data, but acknowledged that a lack of computational 
power would delay their adoption.  
 Fortunately, the exponential rise in computational resources over the next two 
decades has made more nuanced approaches possible. De Ayala, Plake and Impara 
(2001) performed a two-part Monte Carlo study, in which simulated missing data were 
modeled to empirical missing data using fractals.  This allowed for plausible missingness 
without prior knowledge of the mechanisms of missing data.   In the first part of the 
study, the group compared different approaches to the estimation performance of person 
location in the presence of missing data.  The estimation factor had three levels: biweight, 
EAP, and maximum likelihood estimation (MLE).  For the biweight condition, Tukey’s 
biweight was used in the estimation of θ.  Items were weighted by the distance between 
the item and estimated θ. As the distance increases, the influence of the item on the final 
score decreases (Bock & Mislevy, 1982).  Five different levels of trimming (C = 2, 4, 6, 
8, 10) were used to examine the effect of the amount of trimming.   For the EAP 
condition, the number of quadrature points were varied from 10 to 20. Omitted responses 
were either treated as incorrect or removed from estimation.  For the MLE condition, the 
missing data were either removed from estimation, scored as incorrect, replaced with the 
reciprocal of the median pseudo-guessing parameter (7) or the reciprocal of the number 
of response options.  In all conditions, the amount of missing data were examined by 
number of omitted items (De Ayala et al., 2001).  In the second phase, EAP estimation 
with 10 quadrature points was used to examine several missing data handling techniques, 
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including: treating the omitted data as incorrect, removing the omitted items, and 
replacing the item with the probability of response with the reciprocal of 7, 4, and 2. The 
reciprocal of 2 was chosen to limit the maximum error introduced by the missing data in 
the case that the person would have answered correctly.  Substituting the reciprocal of 2 
gives an expected probability of 0.5.  If the actual probability of a person answering 
correctly is nearly 1, then the margin of error would approach 0.5.  When the reciprocal 
of 4 is used, the error is 0.75, and when the reciprocal of 7 is used, the error is 0.86.  On 
average, using the reciprocal of 2 shrinks the amount of error that is introduced by the 
missing data if the person would have answered correctly (De Ayala et al., 2001). 
De Ayala et al. (2001) concluded that ignoring omitted items had the greatest 
effect on MLE estimation.  When the missing items were not included in the biweight 
estimation, the interaction of the trim level, number of omitted items, and θ could change 
the results dramatically; De Ayala et al. recommended adapting the data trimming to the 
specific situation.  However, when missing items were scored as incorrect, heavy 
trimming provided the best estimation.  In the EAP condition, varying the number of 
quadrature points gave no improvements on estimation.  The second phase of the study 
provided evidence that specifying the value to be 0.5 for missing items minimized the 
magnitude of possible discrepancies between the random guessing model and the 
predicted probability of a correct answer, thereby improving estimates of person location 
(De Ayala et al., 2001).    
 Finch (2008) also examined the suitability of various well-accepted imputation 
methods for dealing with missing data.  Imputation methods attempt to provide a value 
for the missing item response. This can be as simple as substituting a constant value for 
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all missing data.  Finch examined the effect of scoring missing items as not-presented, 
incorrect, and fractionally-correct.  Finch also considered imputation methods such as 
corrected item mean substitution, response function imputation, multiple imputation, and 
expectation maximization.  These substituted values that varied based on the examinee’s 
performance on the nonmissing items.  Thus, an examinee with better overall 
performance should receive a higher imputed value for the missing items than should an 
examinee with worse performance.  Finch performed a simulation study to gauge the 
effectiveness of each method of parameter estimation with data that was either MAR or 
MNAR.  A 20-item instrument with 5%, 15% and 30% missing data were generated, and 
simulated with a sample size of 500 or 1000.  Finch observed that each technique 
introduced some degree of bias in the missing-data conditions, and noted that bias was 
generally greater for MNAR data.  While Finch found that no imputation algorithm was 
clearly superior to the others, he noted that multiple imputation gave slightly less bias in 
most conditions.  Treating missing items as incorrect yielded greater bias in difficulty and 
discrimination estimates.  Considering missing items to be fractionally-correct or simply 
not-presented gave slightly more bias than multiple imputation, but Finch makes the case 
that the computational convenience of these approaches makes them useful. 
Sijtsma and van der Ark (2003) discussed the use of various imputation 
techniques, including person mean imputation, two-way imputation, response function 
imputation and mean response function imputation, in situations of ignorable and non-
ignorable missing data for a variety of sample sizes.  The researchers used data from a 
23-item questionnaire about situations, experiences, memories, thoughts and images that 
made the respondents cry.  Each item was scored 0 if the determinant rarely or never 
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resulted in crying, and 1 if it more often resulted in crying.  Seven hundred and five 
respondents from Australia, Belgium and India who completed the entire questionnaire 
were selected from a larger pool of participants.  Six versions of this dataset were created.  
Three had different levels of ignorable missing data (missing at 0.01, 0.05 and 0.10), 
generated by randomly deleting item responses with a fixed probability.   Three had 
different levels of non-ignorable missing data, simulated by mimicking the patterns of 
omission of items by nationality in the original dataset.  Each technique for handling 
missing data was applied to the six datasets.  Huisman’s global test was used to see if 
each technique properly handled ignorable and non-ignorable missingness.  Quality scale 
indices, Mokken scale analysis, and the Rasch model were compared for each of the 
imputed matrices.  Sijtsma and van der Ark found that response function imputation and 
two-way imputation provided the most useful estimates of ability when the missing data 
were non-ignorable.  Two-way imputation was the most stable form of imputation for 
small sample sizes. 
Ludlow and O’Leary (1999) demonstrated that different methods of missing data 
handling can result in large differences in estimated ability of individuals, as well as 
ordered changes in percentile rank.  They discussed the real-world example of the 
International Association for the Evaluation of Educational achievement (IEA) Reading 
Literacy Study, which scored all missing items as incorrect.  This stood in contrast to the 
NAEP rule, which stated that the first in a string of omitted items at the end of the test 
should be treated as incorrect, and the rest as not-reached.  In 1992, several countries 
formally complained, arguing that the IEA rule penalized their students 
disproportionately because their educational systems encouraged specific test-taking 
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practices, especially with respect to guessing and omission.  The effect was large enough 
to be seen in aggregate national scores.  Ludlow and O’Leary investigated the effect of 
different techniques on the scoring of 116 examinees taking the Grade 7 Numerical 
Reasoning subtest of the Drumcondra Reasoning Test.  The subtest consisted of 40 
multiple choice items with four options each, meant to be completed within 30 minutes.  
The test was chosen because the score was simply the number of correct items, and 
examinees were strongly encouraged to attempt all items.  Individuals at certain positions 
on the ability continuum were identified.  Various techniques were applied to impute 
missing responses, including: treating all missing items as not-administered, treating all 
missing items as incorrect, treating omissions as incorrect and not-reached items as not-
administered, and imputation based on ability and difficulty. Ludlow and O’Leary 
demonstrated that it was possible to change the rankings of individuals with similar 
ability but different omitting behavior.  They also discussed how adapting guessing and 
omitting behavior could tilt the results further in an examinee’s favor.  The researchers 
favored the imputation technique because it did not reward students disproportionately 
for attempting only the easy items.   Ludlow and O’Leary concluded that there is no 
single best practice for all testing situations.  The decision must allow for fairness in 
testing as well as transparency of scoring methods.   
In a simulation study conducted by Oshima (1994), the effect of speededness on 
item and ability parameter estimates were examined with respect to how missing data 
were treated (as not presented, or incorrect), the proportion of the test that was not 
reached (5, 10, or 15 percent) and item ordering (easy to hard, or random).   Oshima 
generated item parameters for a 60-item measure with four response options using the 3-
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pl model.  Ability estimates for 1000 simulated test-takers were generated from a normal 
distribution with a mean of 0 and a standard deviation of 1.  Item responses were 
generated by comparing a random number to the probability of a correct response from 
the 3-pl model.  Ability estimates were obtained and compared to the originally assigned 
values. Oshima found that speededness of a test has a statistically significant impact on 
item parameter estimates. Specifically, the α and δ parameters were overestimated and 
the χ parameter was underestimated for items near the end of the test, where the 
missingness occurred.  Oshima asserted that items that are affected by speeded conditions 
should not be used as linking items for equating tests. She further states that tests should 
be ordered from easy to hard, and that treating the items as not-presented or assigning 
partial credit aided in the recovery of item parameters.   
Culbertson (2011) performed a simulation to examine the effects of seven 
different methods of handling missing data on estimates of theta.  Omitted items could be 
scored as not-administered, as incorrect responses, as fractionally-correct responses with 
a score of 0.5, as fractionally-correct responses with a score of 1/n (where n is the number 
of response options), or as fractionally-correct responses with scores corrected by a 
pseudo-guessing parameter.  Additionally, Culbertson estimated ability using expectation 
maximization and multiple imputation.  Culbertson generated a set of 39 item parameters 
for the 3-pl model, using each of: a standard normal distribution for difficulty parameters, 
a uniform distribution (0.5, 2) of discrimination parameters, and a uniform distribution 
(0.1, 0.4) of pseudo-guessing parameters.  Six simulations were conducted, in which 
simulated examinees randomly omitted 0, 1, 2, 3, 4, or 5 items of the 39.  For each 
simulation, 5000 response patterns were generated at each of 41 equally-spaced points 
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between -2 and 2 on the ability continuum.  Each of the seven methods of handling 
missing data were used to impute responses, the responses were scored, and the ability 
estimates compared to the original assigned value. Culbertson noted that the simplest 
techniques, such as scoring omissions as strictly incorrect or not-reached, provided 
opportunities for the test-taker to artificially inflate his score by adapting his omitting 
behavior to the scoring method when he is unsure about an answer.  However, if a naive 
examinee can be assumed, treating items as not-reached or fractionally-correct produced 
ability estimates with the least amount of bias in this simulation. 
Pohl et al. (2014) compared model-based and classical approaches to dealing with 
omitted and not-reached items in a Rasch model framework.  This simulation study 
examined the performance of models that included manifest and latent propensity scores 
to model-omitted and not-reached missing data.  The classical approaches to handling 
missing data included: treating missing responses as incorrect, ignoring missing 
responses during the estimation of item parameters and scoring them as incorrect for 
person parameters, and ignoring the missing data during estimation.  Pohl et al. found 
that, for item and ability parameter estimates, all approaches other than treating missing 
responses as incorrect performed comparably.    
San Martin, del Pino, and de Boeck (2006) used variants of the 3-pl model that 
they named the 1PL-G model (single-parameter logistical model with guessing) and 1PL-
AG model (single parameter logistical model with ability-based guessing).  These models 
are used to test the proposition that correct guessing is linked to ability. The researchers 
argued that the probability of guessing correctly on an item on a multiple-choice test is 
different for low ability and high ability examinees.  For low ability individuals, the 
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guessing parameter may be the reciprocal of the number of response options.  High 
ability individuals can generally eliminate some response options, so the guessing 
parameter would be the reciprocal of the remaining number of response options.  
Adapting the guessing parameter to the individual may eliminate bias for higher ability 
individuals.  San Martin et al. generated a simulated datasets representing 2000 
examinees taking a test of 43 multiple-choice items.  Data were drawn from the Sistema 
de Medición de la Calidad de la Educación (SIMCE) examination, standardized 
educational assessments given to Chilean students in second through eleventh grades.  
San Martin et al. used data from blocks of examinees who completed all items in the 
language and mathematics assessments.  Item parameters were estimated and used to 
generate item level data, which were scored using the 1PL-G and 1PL-AG models.  The 
researchers judged both models to have good fit at recovering ability estimates.  The 
1PL-AG model outperformed the 1PL-G when the datasets were generated from the 
language tests, but the opposite was true when the data were generated for mathematics 
tests.  In other words, higher ability individuals were better guessers on the language 
tests, but had no significant advantage on the mathematics tests.  The researchers 
contended that the leading nature of the questions on the language assessments rewarded 
examinees with partial knowledge, while the “all-or-nothing” nature of the items on the 
mathematics assessment eliminated any such advantage. San Martin et al. found the 
effect of ability-based guessing significant enough to warrant further study. 
 
Implications for this study 
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Few studies have examined effects the accuracy of ability estimates in the 
presence of missing data for a calibrated test.  Under actual testing conditions, it is 
difficult to determine the missing data mechanisms and positively categorize the missing 
data as omitted or not reached. Therefore, the best way to generate data seems to be an 
empirical approach similar to that employed by De Ayala et al. (2001).  
Previous studies that investigated bias in scoring under these conditions have not 
utilized the 3-pl model to evaluate proposed missing data handling methods.  Lord’s idea 
of replacing the pseudo-guessing parameter with the reciprocal of the number of response 
options, as well as De Ayala’s method of replacing the guessing parameter with 0.5 have 
shown some success.  De Ayala (2009) notes the χj is an item parameter in the model, but 
may be more accurately described as a person characteristic or an interaction of the two. 
San Martin et al. (2006) imputed a person level guessing parameter that was constant 
across persons.  Because the pseudo-guessing parameter may actually be an item by 
person interaction, we propose an imputation method that replaces the guessing 
parameter of omitted items with a parameter that depends on both item and person 
performance.   
 In this study, item level data for a multiple-choice test are simulated empirically 
from item parameter estimates using a 3-pl model.   Missing data are simulated using 
item level probabilities empirically derived from a contingency table.  The contingency 
table differentiates persons by the number of items correctly answered for each item.   
For the dataset with simulated missing data, a number of missing data strategies will be 
used to provide values for the missing responses.  Ability will be scored for the complete 
dataset as well as each dataset with imputed values for missing data. The bias of the 
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ability parameter estimates for the adjusted data will be compared to the ability parameter 
estimates recovered from the complete data. The originally generated values of theta will 
be used to calculate the precision of each missing data technique.  The next section 
provides a detailed explanation of the methods used in this study.    
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Chapter 3 
Methods 
 This study examines the effectiveness of the proposed technique that imputes a 
guessing parameter based on both the examinee’s ability and the item’s difficulty. This 
approach accounts for the possibility that the pseudo-guessing parameter may be 
described as an item by person interaction - that is, while it is an item parameter, it may 
reflect person characteristics as well (De Ayala, 2009).  Individuals with higher ability 
may guess more effectively than individuals with lower ability, possibly because they can 
eliminate more distractors or because they have better test-taking skills.  If this is the 
case, we hypothesize that allowing the imputed value to vary with examinee ability will 
reduce bias and RMSE in ability estimates. This approach was compared to other missing 
data handling techniques, such as: treating missing responses as incorrect, imputing a 
constant guessing parameter of 0.5, proportion correct imputation, and multiple 
imputation of a response.  Each technique is applied to a simulated dataset with plausible 
missing data, derived from real-world test data.  The resulting datasets with imputed 
responses are scored and compared to the original simulated dataset. Performance is 
analyzed in terms of the RMSE and bias introduced by each technique. 
 
Data generation 
The Second Regional Comparative and Explanatory Study (SERCE) is a learning 
achievement test designed by the Latin American Laboratory for Assessment of the 
Quality of Education (LLECE) (UNESCO, 2016).  SERCE measures learning outcomes 
 41 
for third-grade and sixth-grade students.  Subtests measure grade-appropriate skills for 
language, mathematics and the natural sciences. The test format includes both multiple-
choice and free-response questions. Each subtest includes between 60 to 90 items to be 
answered within 60 or 70 minutes. In 2006, the language and mathematics subtests were 
administered to 100,752 third-grade students and 95,288 sixth-grade students in 16 
Central American and South American countries.  The science subtest was administered 
to 55,944 sixth-grade students in nine countries. SERCE was the largest and most 
comprehensive evaluation of learning outcomes performed in the region until the Third 
Regional Comparative and Explanatory Study (TERCE) was performed in 2013.  Results 
and raw data are publicly available available on the UNESCO-LLECE website 
(UNESCO, 2016).  
To generate a simulated dataset that could plausibly mimic a missing data 
mechanism, a portion of the SERCE sixth-grade mathematics assessment results were 
used.  The mathematics assessment was comprised of multiple blocks of questions.  Each 
block consisted primarily of multiple-choice items with four response options, as well as 
one to three constructed-response items.  For this simulation, a block of the assessment 
that was administered to 9010 students was used to generate item level data.   It should be 
noted that the block was likely not designed as a stand-alone examination, so there is a 
possibility that the assumptions underpinning the IRT model may not have been met.  
Calibration of the SERCE dataset was performed using the R 3.01 package irtoys 
and the ltm engine.  Item parameters for 30 multiple-choice items were estimated using 
the 3-pl model function with default settings and ltm engine.  The complete simulated 
dataset was created with item level data generated from SERCE item parameters, again 
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using the irtoys 3-pl model function with default settings (“complete dataset”).  Missing 
items were simulated.  Each of the methods for handling missing data were applied to the 
resulting dataset (“incomplete dataset”).  Summary statistics for the estimated item 
parameters are provided in Table 1 and estimated item parameters appear in Table 2.  For 
the purpose of parameter estimation, only complete cases were used.  The estimated item 
parameters were then used to generate item level data using irtoys. 
 
Table 1. Summary statistics 3-pl item parameter estimates for mathematics test. 
parameter mean sd min max n 𝜒 0.065 0.025 0.004 0.108 30 𝛽 0.501 0.055 0.384 0.592 30 𝛼 1.147 0.086 0.996 1.309 30 
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Table 2. 3-pl item parameter estimates for mathematics test. 
Item 𝜒 𝛽 𝛼  Item 𝜒 𝛽 𝛼 
Item 1 0.071 0.570 1.045  Item 16 0.108 0.551 1.271 
Item 2 0.048 0.509 1.021  Item 17 0.061 0.479 1.149 
Item 3 0.004 0.404 1.032  Item 18 0.087 0.544 1.200 
Item 4 0.084 0.571 1.205  Item 19 0.079 0.537 1.189 
Item 5 0.051 0.451 1.141  Item 20 0.067 0.489 1.094 
Item 6 0.076 0.469 1.233  Item 21 0.068 0.526 1.212 
Item 7 0.069 0.512 1.105  Item 22 0.055 0.546 1.084 
Item 8 0.067 0.468 1.160  Item 23 0.074 0.520 1.245 
Item 9 0.092 0.526 1.201  Item 24 0.059 0.495 1.164 
Item 10 0.038 0.460 1.016  Item 25 0.065 0.456 1.213 
Item 11 0.077 0.583 1.149  Item 26 0.046 0.436 1.154 
Item 12 0.039 0.450 1.058  Item 27 0.104 0.557 1.307 
Item 13 0.007 0.384 0.996  Item 28 0.040 0.427 1.122 
Item 14 0.046 0.458 1.040  Item 29 0.087 0.557 1.188 
Item 15 0.102 0.508 1.309  Item 30 0.089 0.592 1.121 
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The test information function appears as Figure 5.  Note that the test provides 
most of its information at ability location 0.64.   The amount of information falls off 
dramatically outside the range of -2 to 2.   
Figure 5. Test information function of the 30-item math test. 
 
 
 
The goal of this study was to evaluate scoring accuracy along the ability 
continuum. Individuals were simulated by generating 500 ability values (θ) at each of 41 
evenly spaced logits along the continuum from -2 to 2, for a total of 20,500 ability values.  
This method was chosen to ensure adequate coverage of the useful range of the ability 
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continuum.  The range restriction of -2 to 2 was implemented because test information 
was limited outside this range. These values of θ were used to generate item level 
responses for the simulated dataset.      
Simulated item response vectors were generated with the 3-pl model, using the 
estimated item parameters and the simulated ability values θ. The probability that an 
individual with ability θ could provide a correct response to a particular item was 
calculated and compared to a random value generated from a uniform distribution 
between 0 and 1.  If the probability of a correct response was less than the random value, 
the response was scored as incorrect; otherwise, the response was scored as correct.  
These operations were performed using the sim function in the R package irtoys.     
 The simulated response vectors were scored using a 3-pl model to estimate 
person ability using maximum likelihood estimation (MLE).  The scoring estimator was 
adapted by the author from the work of Baker and Kim (2004) and Rose, von Davier and 
Xu (2010).   Baker and Kim (2004) discussed ways to implement various scoring 
estimation algorithms in R, using the 1-pl, 2-pl and 3-pl models.  Issues of computational 
complexity and scalability were raised. Rose et al. (2010) created a basic R function to 
estimate scores using a 2-pl model.   The scoring estimator for this study implements 
MLE using the Newton-Raphson method.  It extends Rose’s technique by adopting the 3-
pl model, permitting the manipulation of guessing parameter values and allowing non-
binary inputs for some missing data handling techniques.  The convergence criterion was 
set to 0.00005 and the maximum number of iterations were 10.  The R function appears 
as Appendix A.  The complete dataset was also scored to permit comparisons of ability 
estimates. 
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Simulating the missing data 
For each simulated individual, the number of correctly answered items was tallied 
to provide a sum score.  This sum score was used to partition the individuals into deciles 
corresponding to the number of items correctly answered. Group 1 contains the lowest-
scoring individuals, and Group 10 contains the highest-scoring individuals. A 
contingency table of items by group was created to determine the percentage of complete 
data present for each group by item.  This information appears in Table 3. 
 
Table 3. Percentage of complete data for each decile by item 1-10. 
Group Item 1 Item 2 Item 3 Item 4 Item 5 Item 6 Item 7 Item 8 Item 9 Item 10 
1 0.895 0.921 0.895 0.895 0.842 0.842 0.895 0.842 0.816 0.711 
2 0.981 0.989 0.973 0.966 0.984 0.975 0.971 0.979 0.966 0.956 
3 0.982 0.993 0.976 0.983 0.990 0.986 0.988 0.989 0.976 0.975 
4 0.986 0.996 0.985 0.991 0.996 0.992 0.986 0.993 0.983 0.975 
5 0.989 0.999 0.983 0.996 0.991 0.994 0.987 0.996 0.987 0.976 
6 0.995 0.997 0.989 0.996 0.995 0.995 0.991 0.998 0.989 0.990 
7 0.993 1.000 0.986 0.995 0.992 0.998 0.992 0.998 0.992 0.992 
8 1.000 1.000 0.997 0.997 0.997 0.997 0.997 1.000 0.997 0.997 
9 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.994 1.000 
10 1.000 1.000 0.993 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
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Table 4. Percentage of complete data for each decile by item 11-20. 
Group Item 11 Item 12 Item 13 Item 14 Item 15 Item 16 Item 17 Item 18 Item 19 Item 20 
1 0.842 0.789 0.711 0.737 0.500 0.632 0.763 0.684 0.658 0.684 
2 0.982 0.962 0.952 0.969 0.667 0.948 0.951 0.948 0.929 0.950 
3 0.988 0.981 0.976 0.989 0.717 0.977 0.976 0.982 0.976 0.983 
4 0.987 0.981 0.987 0.989 0.792 0.991 0.981 0.993 0.989 0.990 
5 0.993 0.982 0.991 0.994 0.857 0.995 0.994 0.996 0.992 0.997 
6 0.997 0.992 0.995 0.996 0.934 0.998 0.991 0.994 0.995 0.994 
7 1.000 0.990 0.995 0.998 0.949 0.997 0.990 0.997 0.990 0.998 
8 1.000 0.994 0.997 0.997 1.000 1.000 1.000 0.997 0.997 1.000 
9 1.000 1.000 1.000 1.000 0.994 1.000 1.000 0.994 1.000 1.000 
10 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
 
 
 
 
Table 5. Percentage of complete data for each decile by item 21-30. 
Group Item 21 Item 22 Item 23 Item 24 Item 25 Item 26 Item 27 Item 28 Item 29 Item 30 
1 0.658 0.684 0.684 0.684 0.737 0.711 0.684 0.711 0.711 0.711 
2 0.933 0.936 0.941 0.944 0.957 0.951 0.914 0.947 0.940 0.828 
3 0.968 0.975 0.978 0.977 0.975 0.969 0.946 0.973 0.968 0.863 
4 0.983 0.987 0.990 0.987 0.989 0.985 0.971 0.983 0.979 0.876 
5 0.988 0.985 0.989 0.987 0.988 0.992 0.971 0.992 0.989 0.887 
6 0.988 0.989 0.995 0.987 0.991 0.994 0.974 0.995 0.994 0.914 
7 0.997 0.995 0.997 0.997 0.997 0.997 0.985 0.995 0.997 0.948 
8 1.000 0.997 1.000 0.994 0.997 1.000 0.987 0.997 0.997 0.971 
9 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.994 0.994 1.000 
10 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.993 
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Figure 6 displays the frequencies of the group makeup.  Although the generated 
ability groups were equal in size and evenly spaced along the continuum, the 3-pl model 
placed simulated examinees in the second and third deciles at a slightly higher rate than 
in the other deciles.  This is most likely due to the guessing parameters used in the model 
to simulate the data. 
Figure 6.  Histogram for decile assignment.
 
 
Missing data were simulated by generating a random number between 0 and 1 
from a uniform distribution for each item for the 20,500 response vectors.  An item (i) by 
person (n) missing data matrix was created. If the value in the contingency table cell was 
less than the random number, the corresponding cell in the missing data matrix was 
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assigned a 0, indicating that the item response for that person was missing. Otherwise, the 
response vector was assigned a 1, indicating that a valid response was given.  The 
missing data matrix was then combined with the simulated response vector matrix to 
provide a matrix of item responses that included plausible missing data. This yielded two 
simulated datasets - one that was complete and one that contained missing data.   
The two simulated datasets enabled a direct comparison of the effectiveness of 
various missing data handling techniques.  Scoring the complete dataset provided an 
estimate of ability for each simulated individual.   Each missing data strategy was applied 
to ‘fill in’ the incomplete dataset, and individual ability was scored for the resulting 
adjusted dataset.  The differences in ability estimates generated from the complete dataset 
and datasets for each missing data condition are examined along the ability continuum; 
this shows which missing data technique mimics the complete data condition most 
closely. 
Ability was scored using the scoring estimator that appears in Appendix A.  This 
estimator is adapted from the work of Baker and Kim (2004) and Rose et al. (2010).  It 
uses the Newton-Raphson method of maximum likelihood estimation in a 3-pl model.  
The convergence criterion was set to 0.00005, and the maximum number of iterations 
was set to 10.   
	
Missing data handling strategies 
The different techniques for handling missing data include: treating the item as 
incorrect, imputing a guessing parameter of 0.5, proportion correct imputation, multiple 
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imputation of responses, and multiple imputation of the guessing parameter value. Each 
of these is discussed in turn. 
For the proportion correct imputation condition, missing item responses for each 
individual were scored as the person’s proportion of correct responses.  For example, an 
individual who attempted 28 items and answered 21 correctly would receive a score of 
0.75 for each of their missing responses.  
For the multiple imputation of response condition, the scores of missing items 
were imputed by a bounded continuous variable.  The R package mice was used to 
impute five data matrices by applying stochastic linear regression using bootstrapping.  
These datasets were scored to obtain an estimate of θ for all individuals in each dataset.  
The estimate of θ was obtained from Equation 7, where m is the number of datasets. 
	 µ
1
1 m
j
jm
θ θ
=
= ∑          (7) 
 
For the multiple imputation of guessing parameter value condition, five data 
matrices were imputed as before using the package mice.  A guessing parameter was 
estimated for each given item and given data matrix; the missing responses were imputed 
using the estimated guessing parameter during scoring.  As in the previous condition, 
estimates of θ were derived from Equation 7.   
The estimates of θ in each missing data condition were then compared to the 
generated values of θ as well as the estimates of θ from the complete data condition. 
During the estimation process, some estimates of individual ability converged for some 
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missing data conditions, but not others.  These data points could not be included in the 
calculations of bias and RMSE.  The number of nonconverging items was much larger on 
the low end of the ability continuum, where test information was low. Table 6 provides 
the proportion of data that did not converge, as well as the correlation of each condition’s 
estimates with the generated values of θ.  Appendix B provides information of the 
proportion of nonconvergence and correlation with θ over each of the 41 ability 
groupings. Using missing data techniques appeared to improve the convergence rate.    
 
Table 6. Proportion of non-convergence and correlation with theta for each condition. 
Condition 	 Proportion of non-
convergence	
Correlation with theta	
No missing data	 0.102	 0.928	
Missing scored as incorrect	 0.082	 0.926	
Guessing parameter imputed 
with .5	
0.067	 0.928	
Proportion correct 
imputation	
0.071	 0.927	
Multiple imputation 	 0.030	 0.930	
Multiple imputation 
replacing the guessing 
parameter	
0.063	 0.927	
 
 
  
The accuracy of each method of missing data handling when estimating θ was 
assessed in terms of bias and root mean square error (RMSE).  The equations for bias and 
RMSE are given as Equations 8 and 9, respectively.  
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Here, θ is the generated ability value is the estimated ability value and n is the number of 
cases in the analysis. 
The goal of this study is to establish whether multiple imputation of the guessing 
parameter outperforms several commonly used techniques. The next section will discuss 
the relative performance of each of these approaches in greater detail.  We comment 
briefly on the bias introduced by each missing data condition along the ability 
continuum.  We compare the accuracy of the estimates of ability calculated from the 
datasets for each missing data condition to those generated from the complete dataset, as 
well as the originally generated values of θ. We comment on the performance of each 
strategy in different regions of the ability continuum, and evaluate the RMSE and bias 
present for each of the 41 groups of generated theta values.    
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Chapter 4 
Results 
  
 The datasets for each missing data condition, as well as the complete simulated 
dataset, were scored using our estimator that appears in Appendix A.  As suggested by 
Rose et. al (2010), the tolerance for convergence was set to 0.00005 and the maximum 
iterations to 10.  The proportion of converged cases for each ability group in each missing 
data condition are shown in Appendix B.  Note that, in the ranges of the ability 
continuum where the test provided the most information (-0.4 < θ < 1.6), 99 percent or 
more of cases converged for all missing data conditions.  We observed more 
nonconverging cases in ranges where the test provided the least information, particularly 
in the lower end of the ability continuum (-2 < θ < -1).  These nonconverging cases were 
not included in the analysis.   We observe that multiple imputation of the response 
yielded much higher convergence rates than any of the other missing data conditions in 
the low end of the ability continuum (-2 < θ < -1).  At the higher end of the ability 
continuum, (1.5 < θ < 2), all of the missing data handling techniques had similar 
convergence rates.  For this simulated dataset and scoring estimator, multiple imputation 
provided the best performance in terms of convergence, with multiple imputation 
replacing the guessing parameter as a close second. 
 The bias and RMSE of each condition is presented in Table 4.  In terms of 
minimizing bias in recovering the generated value of θ, scoring missing items as incorrect 
was the best-performing strategy.  It was followed by multiple imputation replacing the 
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guessing parameter, imputing a guessing parameter of 0.5, multiple imputation, no 
missing data, and proportion correct imputation. 
 When RMSE is considered, all missing data strategies performed comparably.  
The no-missing data condition yielded the least error (RMSE = 0.338), followed by 
proportion correct imputation (RMSE=0.346).  Scoring missing as incorrect performed 
the worst (RMSE = 0.352).  Appendix B includes tables of bias and RMSE for each θ 
group. 
 
Table 7. Bias and RMSE for each condition. 
Condition 	 Bias	 RMSE	
No missing data	 0.045	 0.338	
Missing scored as incorrect	 -0.002	 0.352	
Guessing parameter imputed with 
.5	 0.027	 0.351	
Proportion correct imputation	 0.055	 0.346	
Multiple imputation 	 0.028	 0.350	
Multiple imputation replacing the 
guessing parameter	 0.012	 0.354	
 
 	
To better evaluate how each missing data handling technique performed, bias was 
calculated for each θ grouping for each condition.  The conditional standard deviations of 
the deviations were also calculated and used to indicate variability at each logit.  Figures 
7 through 12 contain these plots.  Note that ability estimates are positively biased near the 
ends of ability continuum, where the test provides little information. Where the test 
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provides the most information, the scores are slightly negatively biased. On the extreme 
low end of the ability continuum, the amount of bias is quite large compared to the rest of 
the range. In the areas with less information, the standard deviation of the differences 
tends to be larger.     
 
Figure 7.    Bias and conditional deviation with no missing data as a function of theta. 
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Figure 8.  Bias and conditional deviation with missing scored as incorrect as a function 
of theta. 
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Figure 9. Bias and conditional deviation with guessing parameter imputed at 0.5 as a 
function of theta. 
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Figure 10. Bias and conditional deviation with proportion correct imputation as a 
function of theta. 
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Figure 11. Bias and conditional deviation with multiple imputation as a function of theta. 
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Figure 12. Bias and conditional deviation with multiple imputation of the guessing 
parameter as a function of theta. 
	
 
 
 
RMSE was evaluated along the continuum of theta as well, and is presented in 
Figures 13 through 18.  Unsurprisingly, in regions where the test provided the most 
information, estimates of θ were more accurate.  Near the ends of the ability continuum, 
where the test provided less information, we see greater error values. 
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Figure 13. RMSE and conditional deviation with no missing data as a function of theta. 
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Figure 14. RMSE and conditional deviation with missing scored as incorrect as a 
function of theta. 
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Figure 15. RMSE and conditional deviation with guessing parameter imputed at 0.5 as a 
function of theta. 
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Figure 16. RMSE and conditional deviation with proportion correct imputation as a 
function of theta. 
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Figure 17. RMSE and conditional deviation multiple imputation as a function of theta. 
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Figure 18. RMSE and conditional deviation with multiple imputation of guessing 
parameter as a function of theta. 
	
 
 
To compare the effects of the different missing data handling techniques, a 
locally-weighted scatterplot smoothing (LOWESS) line was created for the bias and 
RMSE for each condition.  In Figures 19 through 24, LOWESS lines were overlaid to 
depict the relative performance of each of the conditions.  Figure 19 depicts the bias 
introduced by each missing data condition along the ability continuum.  Figure 20 
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includes standard errors in the bias to assess the overlap of the different conditions.  
Similarly, Figure 21 displays the RMSE for each condition along the ability continuum, 
and Figure 22 includes the standard errors for RMSE. 
For Figures 19 through 22, the black solid line represents the complete data 
condition.  This is the criterion. When gauging the performance of the different missing 
data conditions, the line that falls closest to the black line performs best.  Note that 
different conditions outperform the others in different places along the ability continuum. 
In terms of bias, the strategy of scoring missing data as incorrect performed the 
worst along most of the ability continuum (-1.5 < θ < 2).  On the low end of the 
continuum (θ < -1), replacing the guessing parameter with 0.5 gave ability estimates that 
best matched those given by the complete dataset.   In regions where the test provided the 
most information (-0.5 < θ < 1), multiple imputation and proportion correct imputation 
outperformed the others.  On the high end of the continuum (1 < θ), all strategies 
performed comparably, except for scoring missing items as incorrect. 
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Figure 19. LOWESS lines for all conditions predicting bias. 
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Figure 20. LOWESS lines for all conditions predicting bias with standard errors. 
	
 
Inspecting the RMSE for each missing data condition, we see that, for the lower 
end of the ability spectrum (θ < -0.5), replacing the guessing parameter with 0.5 
introduced the least error into ability estimates.  In the range (0 < θ < 2), all techniques 
except scoring the missing data as incorrect performed comparably.  Where the amount 
of test information was greatest (-0.5 < θ < 0.5), scoring the missing data as incorrect 
introduced the most error.    
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Figure 21. LOWESS lines for all conditions predicting RMSE. 
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Figure 22. LOWESS lines for all conditions predicting RMSE with standard errors. 
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Chapter 5 
Discussion 
In this study, we investigated the proposed approach of using multiple imputation 
of the guessing parameter for both the examinee’s ability and the item difficulty for 
addressing missing data.  This technique was compared to other commonly used 
methods, such as scoring missing items as incorrect, imputing a guessing parameter of 
0.5, proportion correct imputation, and multiple imputation of a response.  A complete 
dataset was generated from SERCE data.  Missing data was simulated.  The dataset with 
simulated missing data was adjusted using each missing data technique.  Ability for each 
adjusted dataset was estimated and compared to ability estimates obtained from the 
complete dataset. Aggregate RMSE and bias across theta appear in Table 4.  Plots of 
these values as a function of theta appear as Figures 7 - 18.  For the following discussion, 
it is important to note that RMSE and bias for each missing data technique were not 
constant values for all locations along the ability continuum.  For example, in regions 
were the test provided less information, some missing data handling techniques 
outperformed others, while the opposite might be true in regions where more information 
was available.  Therefore, we advise caution when drawing conclusions from the 
aggregate values for each missing data technique.	
The proposed method, multiple imputation of the guessing parameter using item 
parameters and examinee ability, did not significantly outperform other strategies for 
dealing with missing data.  The proposed approach introduced the most bias in ability 
estimation of all the techniques for individuals at the extreme low end of the ability 
spectrum (θ < -1.5).  This is one region where the test provides the least information.  In 
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the region where the test provides the most information (-0.5 < θ < 0.5), it introduced the 
second-largest amount of bias, next to treating missing data as incorrect.  At the high end 
of the ability spectrum, the proposed method performed similarly to most of the other 
techniques.  In terms of RMSE, the proposed approach performed comparably to most of 
the other techniques across the ability continuum.  In the region of (0 < θ < 2), the 
proposed technique produced a RMSE nearly identical to that of the criterion.  Given the 
difficulty of implementing multiple imputation of the guessing parameter, the proposed 
approach is an unattractive option for missing data handling.  We cannot recommend 
adopting it. 
This study provided further evidence that there is no one-size-fits-all approach to 
missing data handling.  In situations where test information is sparse, such as the extreme 
ends of the ability continuum in this study, replacing the guessing parameter with 0.5 for 
missed items seems to be the most effective technique at this point in the continuum.  It 
introduced the lowest bias and RMSE under these conditions in this study.  These 
findings should be taken with some caution, as the regions of the ability continuum where 
the test provided the least information also had the most issues with score non-
convergence. In the range (-1 < θ < 1.5), convergence rates were higher and this 
technique still performed well.  However, at the locations where the test gave the most 
information, multiple imputation and proportion correct imputation gave the least bias 
and RMSE to ability estimates.   
This study provided further evidence that treating missing data as incorrect yields 
the most inaccurate ability estimates.  This was not surprising, as several other studies 
have had similar findings (De Ayala et al., 2001; Finch, 2008; Oshima, 1994).  For those 
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who are drawn to this technique because of its simplicity, we instead recommend 
replacing the guessing parameter with 0.5. 
For this study, involving a multiple-choice test with missing data, we found that 
multiple imputation, proportion correct imputation or replacing the guessing parameter 
with 0.5 were the best approaches.  When greater accuracy is required where the test 
provides the most information - such as tests with a cutoff score - we find that multiple 
imputation and proportion correct imputation are the best options of the methods we 
investigated.  If scoring accuracy is important in regions where a test provides limited 
information, replacing the guessing parameter with 0.5 could be the best choice. 
In terms of ease of implementation and computation, replacing the guessing 
parameter with 0.5 or using proportion correct imputation are the least cumbersome 
techniques.  Multiple imputation helps with estimation convergence; however, it 
performed so similarly to proportion correct imputation in this study that the additional 
effort of implementing this strategy may not be worthwhile in many cases.    
In real-world testing, other issues must be considered when selecting a method to 
deal with missing data.  We have to account for test fairness, scoring transparency, 
financial considerations and time constraints.  For example, proportion correct imputation 
may be an inappropriate choice for real-world high-stakes testing, because it could give 
an unfair advantage to individuals who understand and adapt their omitting behavior to 
the scoring system.  For example, only answering the questions the individual knows for 
certain would result in a perfect score on the test - even if most of the items were omitted.  
Scoring missing items as incorrect provides an incentive to complete the test, but this 
approach has been shown to disadvantage people with higher risk aversion as well as 
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those with disabilities and language barriers.  Multiple imputation of response was shown 
to produce more accurate ability estimates than scoring missing items as incorrect, but the 
cost and effort required to implement this scoring system may put it beyond the reach of 
all but large-scale standardized tests.   
Because of logistical considerations and the need to provide a uniform testing 
experience, time limits for tests are not going away.  Choosing a fair and accurate method 
for dealing with missing data in the age of speeded tests is of paramount importance. 
	
Limitations   
The complete dataset for this study was empirically simulated from real test data.  
Realistic missing data patterns were simulated using contingency tables and generated 
values of theta for the simulated individuals.  Although this paradigm for creating 
missing data is plausible for the simulated dataset from this specific test, it may not be 
applicable for other tests.  Therefore, the findings of this study may not be generalizable 
to other tests given in other settings to other populations.  The problem is that we can 
never know for certain what missing data mechanisms appear in a real test and still have 
a criterion for accuracy.  Studies with missing data must choose either to have a criterion 
and sacrifice the plausibility of the missing data mechanism, or use empirically-derived 
data to have a realistic missing data mechanism but be left without a criterion. 
In our research design, a plausible criterion was created in the form of ability 
estimates from the complete dataset.   This study generated missingness using a 
contingency table based on fractals derived from correct scores.  Because the original 
SERCE dataset contained missing data, we cannot say for certain that those items would 
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have been answered correctly or incorrectly.  The simulated missingness was based on 
item correct scores of the generated data; it may not perfectly model the mechanisms in 
play on the actual test.   
Because the simulated dataset was drawn from a block of test data, rather than an 
entire stand-alone examination, there exists a possibility that the assumptions of the IRT 
model may have been violated.  In that case, the estimated item parameter values may be 
affected.  However, our basic technique for simulating realistic missing data can easily be 
used with other real-world datasets.  
The scoring estimator used in this study was adapted for the specific purpose of 
this study, and it had issues with nonconvergence on the low end of the ability spectrum 
(θ < -1). We include our observations about performance for this range for completeness, 
but caution that inferences relying on data from this range may be called into question. 
The missing data strategy that was the most effective at the low end of the ability 
continuum was replacing the guessing parameter with 0.5.   
 
Future research  
The use of imputation techniques to aid estimation in the presence of missing data 
should be further examined. Researchers who have investigated different types of 
imputation have reported that they increase the accuracy of ability estimates, although 
they may add considerable cost and effort to the test development cycle (Culbertson, 
2011; Finch, 2008; Huisman & Molenaar, 2001).  While multiple imputation of the 
guessing parameter using item and person information did not produce enough 
improvement in ability estimates to justify wide adoption, it is possible that further 
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refinement of the concept will prove useful in some testing scenarios. We also see a need 
for flexible, modular software packages to further reduce the cost and effort of 
implementing scoring systems involving imputation techniques, especially for smaller-
scale testing.  
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Appendix A  
MLE.estimator	<-	function(resp.vect	,	alpha	,	beta	,	chi,	xi.start	,	tol)	{	
		xi	<-	xi.start	
		d1.logLikDiff	<-	999	
		it.log	<-	matrix(ncol=3,nrow=0)	
		max.itr<-10	
		theta.jump<-.5	
		colnames(it.log)	<-	c("	estimator	",	"d1.logLik",	"d2.logLik")	
			
		while(d1.logLikDiff	>	tol)	
		{	
				probs.1	<-	chi	+	(1-chi)*	
						1/(1+	exp(-alpha*(xi	-	beta)))	
				probs.no.guess<-	1/(1+	exp(-alpha*(xi	-	beta)))	
				probs.0	<-	(1-probs.1)	
				wij=probs.1*(probs.0)	
				vij=(resp.vect	-	probs.1)	
			
				#protection	0	divide	
				probs.1[probs.1<.00001]=.00001	
				probs.1[probs.1>.9999]=.9999	
				psp=(probs.no.guess/probs.1)	
					
#	first	derivative	
				d1.logLik	<-	sum(alpha	*	vij	*	psp)	
					
				#	second	derivative	
 86 
				d2.logLik	<-	-1*	sum((alpha	^2)	*	wij	*	psp	*	psp)	
				it.log	<-	rbind(		it.log,	c(xi	,d1.logLik	,d2.logLik	))	
				delta<-(d1.logLik	/	d2.logLik)	
				if	(delta>theta.jump)	
				{					
						delta=theta.jump	
				}	
				if	(delta<(-theta.jump))	
				{					
						delta=(-theta.jump)	
				}	
				#	Newton	-Raphson	
				xi	<-	xi	-	delta	
				#	convergence	criteria	
				if(nrow(it.log)	>	1)	
				{	
						d1.logLikDiff	<-	abs(d1.logLik	-	it.log[(nrow(it.log)-1),	2])	
				}	
				#xi<-ifelse(is.nan(xi),-4,	xi)	
				#xi<-ifelse(is.infinite(xi),	it.log[(nrow(it.log)-1),	1],	xi)					
				if	(nrow(it.log)>	max.itr)	
				{	
						xi<-NA	
						break	
				}	
		}	
		#	Standard	error	
		SE.xi	<-	1/sqrt(-1	*	d2.logLik)	
		#	Output	of	the	MLE.	estimator	function	
 87 
		Results	<-	list(xi,	SE.xi,	it.log)	
		names(Results)	<-	c("point	estimator	",	"standard	error",	"	iteration	log")	
		return(Results)	
}	 	
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Appendix B	
 
Table 7. Proportion of converged cases over theta grouping -2 to -0.1. 
 
Theta No Missing PCI GPI incorrect MI MIGP 
-2 0.45 0.618 0.608 0.544 0.842 0.662 
-1.9 0.538 0.65 0.644 0.602 0.86 0.678 
-1.8 0.528 0.682 0.668 0.602 0.872 0.72 
-1.7 0.58 0.722 0.7 0.648 0.87 0.746 
-1.6 0.628 0.756 0.742 0.694 0.914 0.764 
-1.5 0.658 0.772 0.75 0.706 0.89 0.782 
-1.4 0.704 0.824 0.81 0.784 0.928 0.83 
-1.3 0.732 0.83 0.816 0.792 0.922 0.842 
-1.2 0.774 0.848 0.846 0.82 0.934 0.86 
-1.1 0.83 0.91 0.9 0.878 0.966 0.912 
-1 0.854 0.924 0.928 0.906 0.962 0.926 
-0.9 0.914 0.95 0.946 0.934 0.976 0.944 
-0.8 0.912 0.944 0.948 0.936 0.978 0.954 
-0.7 0.952 0.976 0.97 0.966 0.994 0.98 
-0.6 0.944 0.978 0.98 0.972 0.99 0.98 
-0.5 0.986 0.992 0.99 0.988 0.998 0.994 
-0.4 0.992 0.998 0.998 0.998 0.998 0.998 
-0.3 0.996 0.998 0.998 0.998 0.998 0.998 
-0.2 0.996 0.998 0.996 0.996 1 0.996 
-0.1 0.998 0.998 0.998 0.996 1 1 
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Table 8. Proportion of converged cases over theta grouping 0 to 2. 
 
 
Theta No Missing PCI GPI incorrect MI MIGP 
0 0.998 1 1 1 1 1 
0.1 0.998 0.998 0.998 0.998 1 1 
0.2 1 1 1 1 1 1 
0.3 1 1 1 1 1 1 
0.4 1 1 1 1 1 1 
0.5 1 1 1 1 1 1 
0.6 1 1 1 1 1 1 
0.7 1 1 1 1 1 1 
0.8 1 1 1 1 1 1 
0.9 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1.1 1 1 1 1 1 1 
1.2 1 1 1 1 1 1 
1.3 1 1 1 1 1 1 
1.4 1 1 1 1 1 1 
1.5 0.996 0.996 0.996 0.996 0.996 0.996 
1.6 0.99 0.99 0.99 0.99 0.99 0.99 
1.7 0.982 0.982 0.982 0.982 0.982 0.982 
1.8 0.986 0.986 0.986 0.986 0.986 0.986 
1.9 0.954 0.954 0.954 0.954 0.954 0.954 
2 0.96 0.96 0.96 0.962 0.962 0.962 
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Table 9. Bias over theta grouping -2 to -.01. 
 
Theta No Missing PCI GPI incorrect MI MIGP 
-2 0.503 0.371 0.477 0.342 0.356 0.309 
-1.9 0.461 0.347 0.450 0.322 0.286 0.298 
-1.8 0.360 0.234 0.338 0.242 0.225 0.182 
-1.7 0.364 0.247 0.331 0.227 0.220 0.175 
-1.6 0.234 0.115 0.194 0.085 0.107 0.078 
-1.5 0.239 0.149 0.208 0.126 0.114 0.105 
-1.4 0.179 0.097 0.168 0.034 0.060 0.055 
-1.3 0.126 0.034 0.100 -0.016 0.016 -0.012 
-1.2 0.054 -0.018 0.056 -0.050 -0.035 -0.049 
-1.1 0.057 -0.027 0.025 -0.072 -0.037 -0.054 
-1 0.059 -0.009 0.056 -0.041 0.003 -0.020 
-0.9 0.014 -0.015 0.027 -0.056 -0.017 -0.029 
-0.8 -0.010 -0.049 0.003 -0.090 -0.054 -0.073 
-0.7 -0.018 -0.029 0.000 -0.078 -0.036 -0.057 
-0.6 -0.025 -0.065 -0.027 -0.104 -0.058 -0.078 
-0.5 -0.015 -0.020 0.008 -0.061 -0.019 -0.041 
-0.4 -0.041 -0.053 -0.023 -0.097 -0.042 -0.066 
-0.3 -0.033 -0.041 -0.018 -0.080 -0.034 -0.054 
-0.2 -0.040 -0.038 -0.017 -0.078 -0.036 -0.051 
-0.1 -0.045 -0.047 -0.025 -0.082 -0.043 -0.060 
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Table 10. Bias over theta grouping 0 to 2. 
 
Theta No Missing PCI GPI incorrect MI MIGP 
0 -0.030 -0.035 -0.017 -0.071 -0.031 -0.046 
0.1 -0.047 -0.052 -0.034 -0.088 -0.052 -0.066 
0.2 -0.019 -0.019 -0.005 -0.050 -0.018 -0.028 
0.3 -0.013 -0.011 0.001 -0.039 -0.010 -0.019 
0.4 0.007 0.006 0.017 -0.019 0.007 -0.001 
0.5 -0.013 -0.014 -0.004 -0.040 -0.014 -0.021 
0.6 0.004 0.006 0.014 -0.019 0.005 -0.001 
0.7 0.017 0.016 0.023 -0.008 0.015 0.010 
0.8 0.018 0.016 0.023 -0.008 0.015 0.010 
0.9 -0.008 -0.008 -0.002 -0.028 -0.008 -0.012 
1 0.032 0.034 0.038 0.018 0.033 0.030 
1.1 0.034 0.036 0.041 0.019 0.035 0.032 
1.2 0.025 0.026 0.029 0.012 0.025 0.023 
1.3 0.030 0.031 0.033 0.020 0.029 0.028 
1.4 0.051 0.050 0.052 0.039 0.049 0.048 
1.5 0.049 0.050 0.051 0.040 0.049 0.047 
1.6 0.075 0.074 0.076 0.065 0.073 0.072 
1.7 0.037 0.036 0.037 0.029 0.035 0.035 
1.8 0.023 0.022 0.023 0.015 0.021 0.021 
1.9 0.065 0.066 0.067 0.059 0.065 0.065 
2 0.008 0.008 0.008 0.003 0.009 0.009 
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Table 11.  RMSE over theta grouping -2 to -.01. 
 
 
Theta No Missing PCI GPI incorrect MI MIGP 
-2 0.570 0.531 0.576 0.523 0.496 0.526 
-1.9 0.540 0.534 0.556 0.509 0.487 0.511 
-1.8 0.493 0.481 0.471 0.447 0.430 0.465 
-1.7 0.498 0.507 0.500 0.481 0.463 0.505 
-1.6 0.431 0.465 0.461 0.447 0.422 0.457 
-1.5 0.448 0.459 0.454 0.437 0.448 0.460 
-1.4 0.418 0.446 0.425 0.461 0.446 0.456 
-1.3 0.391 0.442 0.430 0.441 0.440 0.452 
-1.2 0.404 0.441 0.411 0.437 0.439 0.449 
-1.1 0.366 0.419 0.404 0.427 0.426 0.426 
-1 0.386 0.418 0.392 0.415 0.407 0.416 
-0.9 0.374 0.394 0.383 0.396 0.396 0.395 
-0.8 0.374 0.406 0.385 0.412 0.411 0.415 
-0.7 0.352 0.366 0.363 0.377 0.373 0.378 
-0.6 0.359 0.397 0.386 0.402 0.393 0.399 
-0.5 0.338 0.352 0.344 0.358 0.352 0.360 
-0.4 0.330 0.335 0.328 0.348 0.330 0.339 
-0.3 0.321 0.328 0.322 0.336 0.323 0.331 
-0.2 0.324 0.330 0.327 0.339 0.328 0.332 
-0.1 0.327 0.332 0.327 0.338 0.328 0.334 
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Table 12. RMSE over theta grouping 0 to 2.  
 
Theta No Missing PCI GPI incorrect MI MIGP 
0 0.300 0.309 0.305 0.316 0.305 0.310 
0.1 0.313 0.320 0.314 0.328 0.320 0.326 
0.2 0.284 0.286 0.282 0.296 0.285 0.290 
0.3 0.300 0.300 0.296 0.308 0.298 0.301 
0.4 0.280 0.283 0.281 0.289 0.282 0.285 
0.5 0.264 0.263 0.260 0.269 0.262 0.264 
0.6 0.277 0.281 0.277 0.288 0.279 0.282 
0.7 0.273 0.272 0.270 0.281 0.271 0.274 
0.8 0.268 0.268 0.266 0.277 0.268 0.270 
0.9 0.275 0.275 0.272 0.282 0.273 0.276 
1 0.272 0.273 0.271 0.279 0.273 0.274 
1.1 0.292 0.292 0.290 0.302 0.292 0.294 
1.2 0.297 0.297 0.295 0.306 0.298 0.299 
1.3 0.295 0.294 0.293 0.299 0.295 0.296 
1.4 0.316 0.315 0.315 0.318 0.315 0.315 
1.5 0.329 0.329 0.328 0.335 0.330 0.331 
1.6 0.333 0.334 0.333 0.341 0.334 0.335 
1.7 0.320 0.320 0.319 0.320 0.320 0.320 
1.8 0.347 0.346 0.346 0.352 0.347 0.348 
1.9 0.349 0.350 0.349 0.352 0.350 0.350 
2 0.338 0.338 0.337 0.339 0.339 0.339 
 
 
 
