Methods which do not use any derivative information are becoming popular among researchers, since they allow to solve many real-world engineering problems. Such problems are frequently characterized by the presence of discrete variables, which can further complicate the optimization process. In this paper, we propose derivative-free algorithms for solving continuously differentiable Mixed Integer Non-Linear Programming problems with general nonlinear constraints and explicit handling of bound constraints on the problem variables. We use an exterior penalty approach to handle the general nonlinear constraints and a local search approach to take into account the presence of discrete variables. We show that the proposed algorithms globally converge to points satisfying different necessary optimality conditions. We report a computational experience and a comparison with a well-known derivative-free optimization software package, i.e., NOMAD, on a set of test problems. Furthermore, we employ the proposed methods and NOMAD to solve a real problem concerning the optimal design of an industrial electric motor. This allows to show that the method converging to the better extended stationary points obtains the best solution also from an applicative point of view.
Introduction
Many engineering applications that can be modeled as Mixed Integer Nonlinear Programming (MINLP) problems have a twofold difficulty. On the one hand, the objective and nonlinear constraint functions are of the black-box type, so that first-order derivatives are not available (see [1] for a recent survey on derivative-free methods). On the other hand, the presence of discrete variables requires an ad-hoc treatment. To the best of our knowledge, there exist only a few papers describing derivative-free algorithms for MINLP problems. In [2] , mesh adaptive direct search (MADS) algorithms, originally proposed in [3] , have been extended to handle categorical variables. The extension to mixed variable programming for generalized pattern search (GPS) algorithms, described and analyzed in [4] [5] [6] , has been proposed in [7, 8] for boundconstrained problems. Successively, in [9, 10] , the filter GPS approach for nonlinear constrained problems [11] has been extended to discrete variables. Furthermore, we cite the paper [12] , where a definition of implicitly and densely discrete problems is considered, namely, problems where the variables lie implicitly in an unknown "discrete" closed set (i.e., a closed set of isolated points in R n ). In [12] , a modification of a direct search algorithm is presented to tackle this kind of problems, and a theoretical analysis is reported. In [13] , a linesearch strategy for linearly constrained problems [14] is adopted for the solution of Problem mixed variable problems. In [15] , the derivative-free algorithms proposed in [16] are extended to the solution of mixed variable problems with bound constraints only. In [17] , a probabilistic method using surrogate models for the optimization of computationally expensive mixed integer black-box problems is proposed. The method is proved to be convergent to the global optimum with probability one. Finally, in the recent paper [18] , a scatter search procedure is proposed to solve black-box optimization problems, where all of the variables can only assume integer values.
In this paper, we extend the approach proposed in [19] for box-constrained, mixed integer problems using a sequential quadratic penalty approach described and analyzed in [20] . The presence of both integer variables and nonlinear constraints makes the extension of the approaches proposed in [19] not straightforward. In particular, the possible alternation of minimizations of continuous and discrete variables needs new theoretical analysis of the algorithms. In our framework, continuous variables are managed by means of a linesearch strategy with sufficient decrease acceptability criterion (see, e.g., [21] ). Discrete variables are tackled by suitably developed Local Search procedures, which basically hinge on exploring adaptively determined discrete neighborhoods of points.
We note that the use of a linesearch procedure needs the satisfaction of a sufficient decrease in the new point generated along the search direction, which is a stronger requirement with respect to the simple decrease accepted by, e.g., pattern search meth-ods [4] [5] [6] . However, it should be noted that the stronger requirement imposed by the sufficient decrease condition (over the simple one) does not necessarily bring to the definition of less efficient algorithms both in terms of number of function evaluations and of final function value attained by the search routine. Furthermore, as recently evidenced in [22] , the imposition of a sufficient decrease condition, like the one adopted in the present paper, allows to derive a worst-case complexity bound on the number of iteration of a direct search algorithm. This worst-case complexity bound, which is the number of iterations needed to drive the norm of the objective gradient below a prefixed accuracy , is similar to the one obtained for the steepest descent method in [23] in the presence of first-order derivatives. On the contrary, if a simple decrease condition is imposed, then the worst-case complexity bound on the number of iterations seems only provable under additional strong conditions, like the objective function satisfying an appropriate decrease rate.
The paper is organized as follows. In Sect. 2, some definitions and relevant notations are introduced. Sections 3 and 4 are the main part of the paper and are devoted to the definition and analysis of two different algorithms for the solution of a MINLP problem. A computational experience of the methods proposed and comparison with NOMAD is reported in Sect. 5 both on analytic test problems and on a real optimal design problem. Finally, in Sect. 6, we draw some conclusions and discuss future developments.
Definitions and Notations
In the paper, we consider the following MINLP problem
where x, l, u ∈ R n , I z ⊂ {1, . . . , n}, f : R n → R and g j : R n → R, j = 1, . . . , m. Furthermore, we define I c := {1, . . . , n} \ I z . We assume the objective and general nonlinear constraint functions to be continuously differentiable with respect to x i , i ∈ I z , even though first-order derivatives will not be used. To simplify the mathematical analysis of the proposed methods, we require −∞ < l i < u i < +∞, for all i = 1, . . . , n. Then, let us introduce
For any vector
Furthermore, for every continuously differentiable function h : R n → R, we use the notation ∇ c h(x) ∈ R |I c | to denote the gradient of the function with respect to the continuous variables, namely
Now we give different definitions of neighborhoods that correspond to variations of continuous and discrete variables. These are necessary since the characterization of local minimum points in mixed problems strongly depends on the particular neighborhood we use. Hence, we introduce, for any pointx ∈ R n and ρ > 0, the following:
Now we can define a local minimum point for Problem (1) .
It is possible to give a different definition of local minimum, which has stronger property with respect to discrete variables.
is a local minimum as well. Now, we introduce the following sets of directions that will be used to describe the main theoretical results related to the MINLP algorithms proposed in the paper.
where e i , i = 1, . . . , n, is the unit coordinate vector. Given x ∈ X , we denote by
The following two technical propositions are reported from [20] and [24] , to which we refer the interested reader for their proofs. 
Throughout the paper, we consider the following assumptions to hold true.
Assumption 2.1
For every x ∈ X , there exists a vectord ∈ D(x) such thatd i = 0, for all i ∈ I z , and
Assumption 2.2 One of the following conditions holds
(ii) For every sequence of points {w k }, with w k ∈ X ∩ Z for all k, converging to the pointw ∈ F ∩ Z, and for all the sequencesw k ∈ X ∩ Z such that, for all k
there exists an indexk such that eitherw k ∈ F for all k ≥k orw k / ∈ F for all k ≥k. Assumption 2.1 is quite standard and it is needed to guarantee existence and boundedness of the lagrange multipliers. We note that Assumption 2.1 is well-posed thanks to the standing assumption that I c = ∅. Finally, Assumption 2.2 is more technical and specific to MINLP problems. Part (i) states that the constraints do not depend on the discrete variables. Part (ii) basically states a regularity property of sequences obtained considering points belonging to the discrete neighborhood of w k (where w k are the points of the sequence considered in Assumption 2.2) and is needed to force feasibility of points in the discrete neighborhood of the limit point.
In order to give stationarity conditions for Problem (1), we need to introduce the Lagrangian function associated with it, that is
Repeating the proof of results reported in [25] , we can prove the following necessary optimality conditions. Proposition 2.3 Let x ∈ F ∩Z be a local minimum of Problem (1) . Then there exists a vector λ ∈ R m such that
Proposition 2.4 Let x ∈ F ∩ Z be an extended local minimum of Problem (1) . Then there exists a vector λ ∈ R m such that (2), (4), and (3) are satisfied. Furthermore, for every pointx According to Proposition 2.4, an extended minimum point of Problem (1) has to satisfy the following:
(i) it has to be stationary with respect to the continuous variables, (ii) it must be a local minimum with respect to the discrete variables within the discrete neighborhood B z (x ), (iii) all the pointsx ∈ B z (x )∩F such that f (x) = f (x ) have to satisfy requirements (i) and (ii).
Next, we define stationary points and extended stationary points for Problem (1) . 
In the paper, we consider the following penalty function:
where q > 1. We also introduce the following approximation of multiplier functions.
We are now ready to define different algorithms for the solution of Problem (1) and to analyze their convergence properties. The first algorithm (i.e., DFL) is convergent toward stationary points of the problem. It explores the coordinate directions and updates the iterate whenever a sufficient reduction of the penalty function is found. Hence it performs a minimization of the penalty function distributed along all the variables. The second algorithm (EDFL), which is convergent to extended stationary points, is based on a Local Search procedure that is devised to better investigate the discrete neighborhoods.
A Linesearch Algorithm Model
In this section, we define a first Derivative-Free Linesearch algorithm (DFL) for MINLP problems. The proposed method combines two basic ingredients, which are a derivative-free optimization for bound-constrained, mixed integer problems and a penalty function approach for handling of nonlinear constraints. In particular, integer variables are tackled by a Discrete search procedure which is similar to the one defined in [19] . The presence of nonlinear constraints is accounted for by means of a derivative-free sequential penalty approach like that described and analyzed in [20] .
Algorithm DFL
The main parts of the method are the Continuous search and Discrete search procedures. The Continuous search and Discrete search procedures, which investigate the corresponding coordinate direction, are similar to those described in [19] , but they are applied to the penalty function P(x; ). At the end of every main iteration, the algorithm computes the new values both for the penalty parameter and the sufficient decrease parameter, which are fundamental ingredients in the MINLP case as they allow us to guarantee the convergence of the proposed algorithm. The idea is that, when no discrete variable has been updated during the iteration and the tentative steps for discrete variables are all equal to one, the method updates the sufficient decrease parameter and then checks if the penalty parameter has to be updated. The scheme of the proposed algorithm is reported in Algorithm 3.1. The Continuous search and Discrete search (see [19] ) are reported in Procedures 3.2 and 3.3, respectively.
As it can be seen, Algorithm DFL performs derivative-free searches along the coordinate directions by means of two different procedures that depend on the current coordinate type, namely the Continuous Search and Discrete Search procedures. When the coordinate is continuous, that is, i ∈ I c , the stepsize α i k and the tentative stepsizeα i k are computed as described in [21] . On the other hand, when the coordinate is discrete, that is, i ∈ I z , a kind of "discrete" linesearch is carried out by the method. This discrete linesearch is characterized by a sufficient reduction, controlled by the parameter ξ k . When all the coordinate directions have been explored (inner for loop, i.e., Steps Procedure 3.2 Continuous search (α, y, p, ; α, p + )
Preliminary Convergence Results
In order to carry out the convergence analysis of Algorithm DFL, we introduce the following two sets of iteration indices: 
but this would contradict the assumption that set X is compact.
In the following lemma, we characterize the asymptotic behavior of the sequences {α i k } and {α i k }, i ∈ {1, . . . , n}, produced by DFL. (ii) the set K ξ , defined in (9a), has infinitely many elements. Moreover, if lim k→∞ k = 0, then also the set K , defined in (9b), has infinitely many elements.
Proof First we prove point (i). As it can be seen, the sequence {ξ k } generated by Algorithm DFL is monotonically nonincreasing, that is, 0 < ξ k+1 ≤ ξ k , for all k. Therefore,
By contradiction, we assume that M > 0. In this case, we would have
for all k ≥k, withk > 0 a sufficiently large index. Then, by step 17 of Algorithm DFL, we would also have k+1 = k =¯ , for all k ≥k. Then, by definition of Algorithm DFL and by Step 2 and 4 of the Discrete search procedure, for all k ≥k, an index ı ∈ I z (depending on k) would exist such that
otherwise the algorithm would have performed the parameter updating (i.e., ξ k+1 = θξ k ). By (10), we have
and this contradicts the assumption that P(·;¯ ) is continuous on the compact set X . Finally, we prove point (ii). Point (i) and the updating rule of parameter ξ k in Algorithm DFL imply that the set K ξ is infinite. Furthermore, if lim k→∞ k = 0, the updating rule of Algorithm DFL for ξ k and k implies that the set K is infinite as well. 
Then lim k→∞,k∈K y i k = x * , i = 1, . . . , n + 1.
Proof By considering limit (11), for k ∈K and sufficiently large,
Thus, we have a failure along all the search directions related to the discrete variables, and the trial steps related to those directions cannot be further reduced.
Recalling the definition of K ξ in (9a), by the instructions of the algorithm DFL, for k ∈K , we have
Recalling (12), for k ∈K and sufficiently large, we further have that 
so that by (13) and (14), we can write lim k→∞,k∈K
which completes the proof.
Main Convergence Results
Now we show that accumulation points exist, which are stationary in the sense of Definition 2.3. For the sake of simplicity, we first show stationarity with respect to the continuous variables and then with respect to the discrete ones.
Proposition 3.1 Let {x k } be the sequence of points produced by Algorithm DFL and let K ξ and K defined in (9) . Then,
with respect to the continuous variables; (ii) if lim k→∞ k = 0, then every limit point of {x k } K is stationary for Problem (1) with respect to the continuous variables. Proof Let us consider any limit pointx of the subsequence {x k } K ξ (point (i)) or {x k } K (point (ii)). Then, for k sufficiently large
Now, let us note that, by the instructions of Algorithm DFL, for all k ∈ K ξ ,
Hence, by (15) , for k sufficiently large and k ∈ K ξ (point (i)) or k ∈ K (point (ii)), the discrete variables of x k are no longer updated. The rest of the proof follows exactly the same reasoning as in the proof of Theorem 1 in [20] . The only difference can be found in the definition of subsequence {x k }K . In [20] ,K
Here, due to the presence of the discrete variables, we have to consider different subsequences, namely,K
where K ξ and K are defined as in Lemma 3.3.
Now we prove that accumulation points exist, which are local minima with respect to the discrete variables. Proposition 3.2 Let {x k } be the sequence of points produced by Algorithm DFL. Let K ξ ⊆ {1, 2, . . .} and K ⊆ K ξ be defined in (9) . Then,
Proof Let us denoteK
where K ξ and K are defined in (9) . Let x be any accumulation point of {x k }K and letK ⊆K be an index set such that lim k→∞,k∈K
By Lemma 3.4, we have lim k→∞,k∈K
Let us consider any pointx ∈ B z (x ) ∩ F. By the definition of the discrete neighborhood B z (x) and of the set D z , a directiond ∈ D(x ) ∩ D z exists such that
Taking into account (13) and (17), for k ∈K and sufficiently large, we can write
Now, by Proposition 2.2, we have, for k ∈K and sufficiently large,
Therefore, there exists d i k k such that d i k k =d. As we have a finite set of search directions, we can consider, without any loss of generality, a subsequence such that i k =ī, and we can write
for all k ∈K and sufficiently large. Thus, by (16) and (19), we can write lim k→∞,k∈K
Hence, for all k ∈K and sufficiently large, by (18),
Furthermore, for all k ∈K and considering thatī ∈ I z ,
Then, for k ∈K and sufficiently large, by (20) and (21) and recalling thatx, y¯ı k ∈ X ∩ Z, we have
Therefore, for k ∈K and sufficiently large, the algorithm evaluates the function P in the point y¯ı k + d¯ı k , and obtains
Recalling the expression of the penalty function P(x; ) and of the functions λ l (x; ) (defined in (8)), we can write
Noting that points y i k , i ∈ I c , satisfy the assumptions of Proposition 7.1 in Appendix and recalling that x ∈ F, we have (by Proposition 7.1) lim k→∞,k∈K λ l (y¯ı k ; k )max{0, g l (y¯ı k )} = 0. Therefore, we obtain lim k→∞,k∈K P(y¯ı k ; k ) = f (x ). Now, if part (i) of Assumption 2.2 holds, then we have
If, on the other hand, part (ii) of Assumption 2.2 holds, then for k ∈K and sufficiently large, we have
and, hence, we obtain again lim k→∞,k∈K
Finally, by making the limit in (22) and by using (23) and (24), we obtain
Finally, we can now derive the main theoretical result concerning the global convergence properties of Algorithm DFL. (9) . Then, {x k } admits limit points and (i) if lim k→∞ k =¯ , then every limit point of {x k } K ξ is stationary for Problem (1); (ii) if lim k→∞ k = 0, then every limit point of {x k } K is stationary for Problem (1) .
Proof By the instructions of Algorithm DFL, every iterate x k belongs to X which is compact. Hence {x k } admits limit points. Then, points (i) and (ii) follow by considering Propositions 3.1 and 3.2.
Convergence to Extended Stationary Points
In this section, we suitably modify Algorithm DFL to ensure convergence to extended stationary points. Convergence to such points can be enforced by refining the searches along the directions related to the discrete variables. Indeed, we replace the Discrete Search used in Algorithm DFL with a new one, namely the Local search procedure, which explores more deeply the discrete neighborhoods. Below we report the scheme of the Local Search procedure.
In this procedure, we first verify if a point along the search direction guarantees a sufficient decrease of the penalty function. If so, we accept the point similar to Algorithm DFL. Otherwise and differently from the Discrete Search procedure, we consider two different cases:
(i) the new point is significantly worse (in terms of penalty function value) than the current one, then we discard the new point; (ii) the new point is not significantly worse than the current one, then we perform a "grid search" (i.e., a new search both along continuous and discrete directions starting from the new point). If we find, by means of this "grid search," a new point that guarantees a sufficient decrease of the penalty function, then it becomes the current point. Figure 1 illustrates how the Local Search procedure works in practice. We assume d 1 and d 2 to be the directions related to the discrete variables and d 3 the direction related to the continuous variable. Let us suppose that, along the discrete direction d 1 , the Local Search finds a new point z that is not significantly worse than the current one y (See Fig. 1a ). Then the Local Search procedure performs the Grid Search starting from z (see Fig. 1b ). Finally, Fig. 1c depicts the situation in which the Grid Search As regards cases L 1 − , L 2 − , and L 3 − , we note that L 1 − and L 3 − are similar, respectively, to L 1 + and L 3 + . While in case L 2 − , that is, when both the Local Searches along d i k and −d i k fail, the trial stepsizeα i k is reduced, namelyα i k+1 = max{1, α i k /2 }.
Finally, once all directions have been investigated, or when case L 1 + or L 1 − is executed, the algorithm jumps directly to step 25, where ξ k+1 , k+1 , and η k+1 are computed.
In the following, we carry out the convergence analysis of Algorithm EDFL. (9) . Then, {x k } admits limit points and (i) if lim k→∞ k =¯ , then every limit point of {x k } K ξ is stationary for Problem (1); (ii) if lim k→∞ k = 0, then every limit point of {x k } K is stationary for Problem (1) .
Proof Since the Local Search procedure is an enrichment of the Discrete search procedure used in the definition of Algorithm DFL, the proof follows easily from Theorem 3.1.
Proposition 4.2
Let {x k } and { k } be the sequences produced by Algorithm EDFL. Let K ξ ⊆ {1, 2, . . .} and K ⊆ K ξ be defined in (9) . Then, {x k } admits limit points and (i) if lim k→∞ k =¯ , then every limit point of {x k } K ξ is extended stationary for Problem (1); (ii) if lim k→∞ k = 0, then every limit point of {x k } K is extended stationary for Problem (1) .
Proof As in the proof of Proposition 3.2, let us denotẽ
By the instructions of Algorithm EDFL, every iterate x k belongs to X , which is compact. Hence {x k } admits limit points. Let x be a limit point of {x k }K andK ⊆K be an index set such that lim k→∞,k∈K
By recalling the definition of extended Stationary Point, we have to show that a λ ∈ R m exists such that the pair (x , λ ) satisfies (2) 
, it is possible to find aλ ∈ R m such that the pair (x,λ) satisfies (5), (7) , and (6) .
First we note that, by Lemmas 3.3 and 3.4, we have lim k→∞,k∈K 
Recalling the expression of the penalty function P and the functions λ l (defined in (8)), we can write 
lim k→∞,k∈K 
Therefore, (27) follows. Now we show that lim k→∞,k∈K
for all l = 1, . . . , m. If part (ii) of Assumption 2.2 holds, then by (26) and the fact thatx ∈ F, for sufficiently large k ∈K , we can write
On the other hand, if part (i) of Assumption 2.2 holds, considering that z¯ı k = y¯ı k +d¯ı k ,ī ∈ I z , and recalling the expression (8) of λ l (x; ), we have
Thus, relations (31) follow from the above relation and (30) .
For every k ∈K , it results that
From (26) and (31), we obtain (28) . Then, by (25) , (27) , (28) and by considering that, by assumption, f (x) = f (x ), we get (29) . Point (ii). For every i ∈ I c such that
we have that w i+1 k = w i k , and by Lemma 3.2,α i k → 0, for all i ∈ I c . On the other hand, for those indices i ∈ I c such that
we have, by (29) and (32), that
Hence, recalling that w 1 k = z¯ı k by definition of the Local Search procedure, by (26) , and the fact thatα i k → 0 andα i k → 0, we have that lim k→∞,k∈K
Now, for k sufficiently large, by Proposition 2.2, D(x) ⊆ D(x k ). Since the Grid Search step in the Local search procedure explores, for every index i, both the directions e i and −e i , for every i ∈ I c andd i ∈ D(x), we can define η i k as follows:
Then, we can write 
From (26) 
lim k→∞,k∈K
wherex is a point belonging to the discrete neighborhood ofx. Hence, reasoning as in Proposition 3.2, for k sufficiently large and k ∈K ,
Then, we have
Now we show that lim k→∞,k∈K
for all l = 1, . . . , m. First, if part (ii) of Assumption 2.2 holds, then by (26), (39), (40), and the fact that x ∈ F andx ∈ F, for sufficiently large k ∈K , we can write
On the other hand, if part (i) of Assumption 2.2 holds, considering that, by (26) , (39), and (40), lim k→∞,k∈K
for all l = 1, . . . , m, then we show (42) by proving lim k→∞,k∈K
for all l = 1, . . . , m. Indeed, considering that z¯ı k = y¯ı k + d¯ı k ,ī ∈ I z , and recalling the expression (8) of λ l (x; ), we have
Thus, (42) follows from the above relation and (30) . Hence, by (40) and (42), we can write lim k→∞,k∈K
Now, recalling (25) and (26), relation (6) follows by taking the limit for k → ∞, k ∈K in (41), and considering that, by assumption, f (x) = f (x ).
Numerical Results
In this section, we report the numerical performance of the proposed derivative-free algorithms DFL 1 and EDFL 1 for MINLP (see footnote 1) problems both on a set of academic test problems and on a real application arising in the optimal design of industrial electric motors. Moreover, a comparison with NOMAD v3.6.0, which is a well-known software package for derivative-free optimization [26] , on the same set of test problems and on the real problem is carried out. It is worth noting that the MADS algorithm implemented in NOMAD is designed only for continuous and categorical variables, but can be adapted to take into account the presence of discrete variables. Theory about MADS with discrete variables can be found in [2] . The proposed method has been implemented in double precision Fortran90 and all the experiments have been conducted by choosing the following values for the parameters defining Algorithm DFL: γ = 10 −6 , θ = 0.5, p = 2,
As concerns the penalty parameter, in the implementation of Algorithm DFL, we use a vector of penalty parameters ∈ R m and choose
In order to preserve all the theoretical results, the test at step 14 of Algorithm DFL and at step 26 of Algorithm EDFL max i=1,...,n {α i k , α i k } ≤ p k has been substituted by
The parameters defining Algorithm EDFL have been set to the same values used in DFL except for the new parameter ν of the Local search procedure which is set equal to 1.
Results on Test Problems
We selected a set of 50 test problems from the well-known collections [27, 28] which have been suitably modified by letting some variables assume only a finite number of values. In particular, for every even index i, variable x i ∈ X i with
for h = 0, . . . , 20.
In Table 1 , we report the details of the selected test problems. Namely, for each problem, we indicate by n, the number of variables, and by m, the number of nonlinear plus general linear constraints; f 0 denotes the value of the objective function on the initial point, that is, f 0 = f (x 0 ); finally, viol 0 is a measure of the infeasibility on the initial point, that is, viol 0 = m j=1 max{0, g j (x 0 )}. In the table, we evidenced (by a ' * ' symbol after the name) the problems whose initial points are infeasible with respect to the bound constraints. In those cases, we obtained an initial point by projecting the provided point onto the set defined by the bound constraints.
As concerns NOMAD, we first run the package by using default values for all of the parameters. Then, we run a modified version of NOMAD, namely NOMAD * , in which we set the MODEL_SEARCH parameter to NO, thus disabling the NOMAD search strategy using quadratic models. We give all the solvers a maximum of 1300 function evaluations (i.e., the equivalent of 100 simplex gradient evaluations for a problem with n = 13 variables, like our biggest test problem).
In Fig. 2 , we report the comparison between NOMAD, NOMAD * , DFL, and EDFL in terms of performance and data profiles.
In order to adapt the procedure for constructing performance and data profiles, as proposed in [29] , to the nonlinearly constrained case, we considered the convergence testf
wheref 0 is the objective function value of the worst feasible point determined by all the solvers, τ > 0 is a tolerance, and f L is computed for each problem as the smallest value of f (at a feasible point) obtained by any solver within the allowed 1300 function evaluations. We note that, when a point is not feasible (i.e., viol(x) = m j=1 max{0, g j (x)} > 10 −6 ), we set f (x) = +∞. The results reported in Fig. 2 show that NOMAD and EDFL are slightly the best solvers for τ = 10 −3 , whereas for τ = 10 −1 , DFL outperforms NOMAD. We believe that the performances of both DFL and EDFL could be further improved by introducing in the latter algorithms the use of quadratic models to (possibly) improve the current iterate.
Results on an Optimal Design Problem
In this section, we report the results obtained by the three codes (DFL, EDFL, and NOMAD) on a real optimal design problem. In DFL and EDFL, we use as stopping condition max i∈I c {α i k , α i k } ≤ 10 −6 . We note that, as a consequence of this stopping condition and of the initialization (44), the final values of the penalty parameters are greater than 10 −6 . As for NOMAD, we set the parameter MIN_MESH_SIZE = 10 −6 .
We consider the optimal design of Interior Permanent Magnet (IPM) synchronous motors [30] which are built with magnets placed inside the rotor body and are attracting great attention in several variable speed applications, such as electric vehicles, industrial, and domestic appliances. The most challenging requirements are, among others, high torque at base and maximum speed, limited gross weight, and extended speed range.
In Tables 2 and 3 , we report the meaning of the optimization variables along with their upper (u.b.) and lower (l.b.) bounds. For discrete variables, in Table 3 , we also specify the allowed step. Figure 3 depicts a cross section of one pole of the considered motor and the related design variables. Table 4 reports the nonlinear constraints considered during the optimization and their imposed bounds. Finally, we mention that the objective function employed is given by the following expression:
where f 1 (x) is the gross weight of the motor (to be minimized), f 2 (x) is the torque at base speed (to be maximized), and f 3 (x) is the torque at maximum speed (to be maximized).
We remark that all of the constraints and objective function nonlinearly depend on the design variables. Furthermore, since their values are computed by means of a finite element simulation program (which takes about three minutes for each evaluation), they are black-box-type functions whose expressions and first-order derivatives are not known.
We preliminary tried to solve the design problem by using a naive approach. More in particular, we run our DF algorithm relaxing the integrality constraint on the design variables. This produces solutionx with f (x) = −11.006, which is infeasible because of the nonintegrality of variables x 14 and x 15 . Then, we roundedx 14 andx 15 to the nearest integer, and thus obtaining a pointx which violates a nonlinear constraint, namely g 7 (x). Hence, in order to recover feasibility, we run our method by holding that fixed the discrete variables to their rounded values. This indeed allows to recover feasibility and produces a point x * with f (x * ) = −11.2524.
In Tables 5 and 6 , we summarize the results obtained in terms of black-box evaluations (nf), objective functions values, and computed solution points.
As concerns the performance of the codes on this real problem, DFL requires 585 function evaluations to satisfy the stopping condition (i.e., max i∈I c {α i k , α i k } ≤ 10 −6 ). The final point x , obtained by DFL, has f (x ) = −12.1631 and is feasible. On the Then, we ran NOMAD on the optimal design problem by using the same parameter settings as those used for test problems experimentation. NOMAD stopped after 3267 black-box function evaluations reporting a best feasible point x with f (x ) = −8.7692.
Finally, it is worth noting that the three competing algorithms require a different effort, in term of function evaluations, to find a first feasible solution. In particular, DFL, EDFL, and NOMAD require 297, 1071, and 1216, respectively.
Conclusions
In this paper, we have addressed MINLP problems. First, we have introduced the definition of stationary and extended stationary points, and then we have proposed two algorithms and proved their global convergence. The first algorithm, namely DFL, converges toward stationary points whereas the second algorithm, EDFL, converges toward extended stationary points. The proposed algorithms are of the linesearch type, in the sense that, along the continuous variables, we adopt a well-studied linesearch with sufficient decrease strategy. The two algorithms differ in the way the discrete variables are updated. DFL manages the discrete variables by means of a Discrete search procedure whereas EDFL performs a deeper investigation of the discrete neighborhood by using a Local Search procedure, which is a Discrete search enriched by a so-called Grid search phase. All the methods proposed use a sequential penalty approach to tackle general nonlinear constraints, and thus forcing feasibility of the iterates in the limit as the penalty parameter goes to zero.
The two algorithms have been tested both on a modified set of known test problems and on a real optimal design problem, and their performances have been compared with those of the well-known derivative-free optimization package NOMAD. The numerical experimentation proves the efficiency of the proposed methods and shows that EDFL is able to find better solutions than DFL at the cost of a higher number of function evaluations. (iii)
Then,x is a stationary point for Problem (1) with respect to the continuous variables, that is,x satisfies (2) and (4) where λ j (x; ), j = 1, . . . , m, are defined in (8) .
Proof Considering point (iii), namely that the discrete variables are held fixed in the considered subsequence, the proof is the same as that of Proposition 3.1 in [20] .
