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 要  旨 
レーダ (RADAR: RAdio Detection And Ranging) はアンテナから電波を照射し，ターゲットから
の反射波を計測することで，目標検知及び距離計測を行うリモートセンシングシステムである．
計測にマイクロ波を利用するため天候や雲などの影響を受けずに計測を行うことが可能である．
距離は，送受信時刻の時間差で計測されるため，その計測性能を確保するためには，高分解能高
精度な受信信号の到来時間推定が必要である．従来では，相関処理を用いたパルス圧縮手法が広
く用いられている．同手法は，送信信号を周波数変調することで等価的に送信帯域を広げ，高い
分解能を得る．同技術の距離分解能は送信信号帯域 B の逆数に比例するため，高分解能化を図る
ためには，送信信号の広帯域化が必要である．我国では，電波の周波数利用は，電波法により厳
しく制約されており，パルス圧縮技術による高分解能化には限界がある上利用可能帯域に制限が
存在する．同問題を解決するため，送信信号の周波数帯域に依存しない高分解能手法が求められ
ている．近年，送信信号の周波数帯域に依存しない到来時間推定法として，圧縮センシング (CS: 
Compressed Sensing) と呼ばれる手法が注目されている．圧縮センシングは，劣決定で表される観
測モデルにおいて，原信号の時間または空間分布が十分にスパースであることを条件に，原信号
を推定する手法である．同手法は磁気共鳴画像 (MRI: Magnetic Resonance Imaging) の高速撮像な
どの医用画像処理や，超解像技法によるブラックホール撮像研究等，多様な分野への応用がなさ
れている．レーダ信号処理においても，目標の空間・時間分布がスパースである場合は多数存在
する．これに注目し，筆者は帯域制限信号に対し圧縮センシングを適応した高分解能到来時間推
定法を提案する．しかし，通常の l1 ノルム最小化に基づく最適化手法では雑音に対するロバスト
性が低いという問題点を有する．同問題を解決するため，本論文では事前情報に相互相関出力を
用いた階層ベイズモデルに基づく圧縮センシングを提案する．階層ベイズモデルは脳磁図におけ
る逆問題解法として研究が進められており，事前情報の追加が容易であるという特徴を有する．
提案法では，相互相関処理出力のピーク付近に目標が存在するという事前情報を階層ベイズモデ
ルに導入することで，高分解能な到来時間推定を実現する．数値計算において，複数の帯域制限
信号に対し提案法を適用し，その到来時間推定性能を評価する．さらに，複数金属球を目標に用
いた実験を行い，得られたデータに対し提案法を適用し，従来法に比べ分解能及び推定精度が向
上することを示す． 
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概要
レーダ (RADAR: RAdio Detection And Ranging)はアンテナから電波を照射し，
ターゲットからの反射波を計測することで，目標検知及び距離計測を行うリモート
センシングシステムである．マイクロ波を用いるため，天候や雲などの影響を受け
ずに計測を行うことが可能である．距離は送受信時刻の時間差から求められるた
め，その計測性能を確保するためには高分解能高精度な受信信号の到来時間推定
が必要である．従来の高分解能・高精度な推定法として，相関処理を用いたパルス
圧縮手法が広く知られている．同手法の距離分解能は送信信号帯域Bの逆数に比
例するため，高分解能化を図るためには送信信号の広帯域化が必要である．我国で
は，電波の周波数利用は電波法により厳しく制約されており，パルス圧縮手法によ
る高分解能化には限界がある．同問題を解決するため，送信信号の広帯域化を必要
としない高分解能手法が求められている．
近年，送信信号の広帯域化を必要としない到来時間推定法として，圧縮センシン
グ (CS: Compressed Sensing)を応用する手法が注目されている．圧縮センシング
は，劣決定で表される観測モデルにおいて，原信号の時間または空間分布が十分に
スパースであることを条件に原信号を推定する手法である．同手法は磁気共鳴画
像 (MRI: Magnetic Resonance Imaging)の高速撮像などの医用画像処理や，超解像
技法によるブラックホール撮像研究等，多様な分野への応用がなされている．レー
ダ信号処理においても，目標の空間・時間分布がスパースである場合は多数存在す
る．これに注目し，帯域制限信号に対し圧縮センシングを応用した高分解能到来時
間推定法を提案する．
低 SN比環境下における到来時間推定の分解能及び精度の確保を目的として，本
論文では事前情報に相互相関出力を用いた階層ベイズモデルに基づく圧縮センシン
グ到来時間推定法を提案する．階層ベイズモデルは脳磁図における逆問題解法とし
て研究が進められており，事前情報の追加が容易であるという特徴を有する．提案
法では，相互相関処理出力のピーク付近に目標が存在するという事前情報を階層ベ
イズモデルに導入することで，高分解能な到来時間推定を実現する．数値計算と実
験により，提案法の到来時間推定性能を評価し，従来法に比べ分解能及び推定精度
が向上することを示す．
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第 1 章
序論
1.1 研究背景
レーダ (RADAR: RAdio Detection And Ranging)はアンテナから電波を照射し，
ターゲットからの反射波を計測することで目標検知及び距離計測を行うリモート
センシングシステムである．計測にマイクロ波を用いるため，全天候型かつ高い
透過性を有しており，船舶や航空機の検知，衛星や航空機からの地表面計測，地中
埋没物探知，車載レーダ等多くの分野への応用が可能である．近接目標同士の分
離検出のため，レーダには高い分解能が必要とされており，高分解能化技術は極め
て重要である．レーダでは，距離は反射波の受信時間から計算されるため，高い距
離分解能は，高分解能に到来時間を推定することに帰着される．従来では，レー
ダの高分解能化手法として，パルス圧縮技術が利用されている [1]．同手法は，合
成開口レーダ (SAR: Synthetic Aperture Radar)や地中探査レーダ (GPR: Ground
Penetrating Radar)等に利用されている [2]．同手法は，送信信号を周波数変調す
ることで，送信帯域を広げ，高分解能化を行う．しかし，電子機器の干渉を避ける
ため，使用できる周波数が管理されており，所要の分解能を得るために必要な帯域
を確保することが困難な場合が多い．すなわち，利用可能な周波数帯域が制限され
た環境もしくは干渉が生じる環境では，近接複数目標からの到来信号を分離するこ
とが困難である．これに対し，送信信号の広帯域化を必要としない到来時間推定法
として，Capon法やMUSIC(MUltiple SIgnal Classication) 法が提案されている
[3, 4]．Capon法は電力最小化の原理に基づき，特定の時間の寄与を最大化し，他
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の時間からの寄与を最小化することで高分解能化を行う．MUSIC 法は受信信号か
ら得られる伝達関数の周波数相関行列の固有値分解に基づき，信号空間及び雑音
空間の直交性を利用することで相関処理やCapon 法以上の高い分解能が得られる．
しかし，同手法は到来波数などの先験情報が必要である．さらに，推定目標の散乱
強度を正確に推定できないことや低 SNR 環境下や相関性干渉波が混在する環境下
において，分離性能と推定精度が著しく劣化する問題がある [5]．
近年，圧縮センシング (CS: Compressed Sensing)と呼ばれる高分解能信号処理
法が注目されている [6]．圧縮センシングは，劣決定の連立１次方程式で表される
モデルにおいて，推定するデータが十分にスパースであることを条件に，出力から
入力を推定する手法である．同手法を用いることで，データ取得量の削減や少量の
観測データからの高精度な入力情報推定が可能となる．同手法は信号処理，統計
学，機械学習など多分野を跨って研究されており，磁気共鳴画像 (MRI: Magnetic
Resonance Imaging)の高速撮像などの医用画像処理や，超解像技法によるブラック
ホール撮像研究など，多様な分野へ応用されている [7]．レーダへの応用では，SAR
画像再構成の効率化やパルスドップラーレーダの高分解能化に関する研究が進めら
れている [8]．目標数が観測レンジに比べ少ないという仮定のもと，l1ノルム最小化
を用いた最適化問題を解くことで，帯域が分散した信号を用いた場合においても，
従来では困難であった近接複数目標の到来時間推定が可能である [9]．しかし，同
手法は受信機雑音等の背景雑音が無視できない環境下において推定精度の劣化が顕
著であった．
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1.2 目的
本論文では，上述の課題を解決することを目的として，階層ベイズモデルと相互
相関出力を組合わせた圧縮センシング到来時間推定法を提案する．階層ベイズモデ
ルはベイズ推定法の一手法であり，脳磁図 (MEG: Magneto Encephalo Graph)に
おける逆問題を解く手法として提案されたものである [10]．同手法では，適切な事
前情報を導入することでスパースな解を推定することが可能であり，解の推定には
変分ベイズ法による近似解法が用いられている．提案法では，同手法の事前情報に
相互相関出力の結果を導入することで目標の存在し得る範囲を限定し，高精度な到
来時間推定を実現する．本論文では，まず提案手法の有効性を複数種類の送信信号
を用いて数値計算により示す．さらに，実験データを用いて本手法の有効性を実証
する．
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レーダにおける到来時間推定法
　本章では，レーダ測距の原理と有用性について説明し，到来時間 (TOA: Time of
Arrival)推定法を用いた距離計測について述べる．到来時間推定法として，送信信
号と受信信号の相互相関処理に基づく手法を説明する．また，周波数干渉法に基づ
く手法として，電力最小化原理を応用したCapon法と信号空間と雑音空間の直交
性を利用したMUSIC法について説明する．最後に，l1ノルム最小化に基づく圧縮
センシングを用いた手法と，同手法とベイズ推定との関係性について説明する．
2.1 レーダ測距の原理
レーダは計測に光よりも波長の長いマイクロ波を用いているため全天候型かつ雲
などに対する高い透過性を有している．この特徴により，全天候型の計測システム
として衛星から自動車用まで幅広い分野で研究が進められている．レーダによる測
距では，送信信号をパルス繰り返し周波数 (PRF: Pulse Repetition Frequency)で
定められる間隔で送信し，目標散乱体からの反射波を受信することにより到来時間
を計測する．マイクロ波の伝播速度は光速であるため，到来時間から距離の計測が
可能となる．ここで，2点の点散乱体までの距離 r1;2は次式で表される．
r1;2 =
c1;2
2
(2.1)
ただし，1;2はそれぞれの散乱体からの到来時間であり，cは光速度である．
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図 2.1: 短パルスレーダの空間分解能概要図 ((a).空間分解能以上 (b).空間分解能
以下 (c).空間分解能限界)
図 2.1に送信信号に短パルスを用いるレーダシステムの空間分解能の概要図を示
す．ここで，短パルスとは送信信号に変調をかけない矩形パルスである．図 2.1(a)
は目標間隔が分解能以上，(b)は分解能以下，(c)は分解能の限界をそれぞれ示す．
(a)のように目標点散乱体間の距離が十分に離れている場合，2目標からの反射波
は干渉せず正確な到来時間推定が可能となる．しかし，(b)のように間隔が送信信
号パルス幅以下の場合，2目標からの反射波が干渉するため到来時間推定が困難と
なる．(c)のような識別可能な限界を空間分解能と呼び，同分解能Rは次式で表
される．
R =
c0
2
(2.2)
ただし，0は送信信号パルス幅である．式 (2.2)より，パルスレーダの高分解能化
を達成するためには，送信信号パルス幅を短くすることが必要となる．しかし，よ
り短パルスな信号を送信すると信号電力が低下し，信号対雑音比 (SNR: Signal to
Noise Ratio)が劣化するという問題点を有する．同問題を解決するため，高出力の
短パルスを繰り返し放射することは，瞬間的に大きなエネルギーを出力する必要が
あるためハードウェア的限界が存在する．
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図 2.2: (a).チャープパルス実部 (b).圧縮パルス
2.2 相互相関に基づく手法
2.2.1 パルス圧縮技術
上記の問題点を解決するため，相互相関処理に基づくパルス圧縮技術が提案され
ている [1]．同手法は送信信号に周波数変調をかけたチャープ信号を用いる．
sT(t) = rect(t; 0) exp(j2fct+ jt
2) (2.3)
rect(t; 0) =
8<: 1 (0  t  0)0 (otherwise) (2.4)
ただし，fcは中心周波数，はチャープ定数である．図 2.2(a)にチャープ信号の実
部を示す．同図より，送信パルスが時間と共に変調していることを確認できる．次
に，受信信号について，複数点散乱体からの受信信号を次式で表す．レーダにおけ
る受信信号は，線形・時不変システムの応答と考えられるため，受信信号波形は送
信信号波形と同一であると仮定する．
sR(t) =
LX
i=1
aisT(t  i) (2.5)
ただし，Lは目標数，aiは受信強度，iは点散乱体からの到来時間である．式 (2.5)
で表される受信信号と式 (2.3)で表される送信信号の複素共役を相関処理すること
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でパルス圧縮を実現する．同処理は次式で表される．
scross(
0) =
Z 1
 1
sR(t+ 
0)sT(t)dt (2.6)
ただし， 0は出力の時間変数，は複素共役を示す．一般的に，時間領域における
相関処理は計算量が膨大となるため，整合フィルタを用いて周波数領域で処理を行
う．整合フィルタを用いた場合の出力は次式で表される．
smatch(
0) =
Z 1
 1
SR(!)S

T(!) exp(j!
0)d! (2.7)
ただし，SR(!)，ST(!)は受信信号，送信信号の周波数スペクトルをそれぞれ表す．
図 2.2(b)に (a)に示されるチャープ信号の圧縮パルスを示す．時間幅の短いパルス
が得られていることを確認できる．パルス圧縮を用いた場合の空間分解能は次式で
表される．
R =
c
2B
(2.8)
ただし，Bは送信信号の帯域幅である．式 (2.2)及び式 (2.8)より，パルス幅と送信
信号の帯域幅は次式の関係になる．
0 ' c
B
(2.9)
式 (2.8)より，送信信号帯域幅を拡張することで空間分解能が向上する．同処理は
合成開口レーダや地中レーダなど幅広い分野に応用されている．実際の計測環境下
では電波法による使用可能周波数帯域の制限や，他の電波設備による信号の干渉等
により使用可能帯域幅は制限される．したがって，同処理では分解能が劣化し，近
接目標の到来時間推定が困難になる．図 2.3に相関処理を用いた近接 2目標の到来
時間推定結果を示す．赤点線が真の到来時間を示し，青実線が相関処理結果を示す．
(c)は帯域幅 400MHzの場合における相関処理結果であり 2目標を識別可能である．
一方，(d)は帯域幅 200MHzの場合における相関処理結果であり，1ピークしか検
出できず 2目標の到来時間推定は困難である．また，同手法は送信帯域に制限が存
在する場合，レンジサイドローブの特性が劣化することが報告されている [11]．
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τ1 τ2 τ1 τ2
図 2.3: 相関処理を用いた近接 2目標の到来時間推定例 ((a).送信信号振幅スペクト
ル (帯域幅 400MHz) (b).送信信号振幅スペクトル (帯域幅 200MHz) (c).(a)におけ
る相関処理結果 (d).(b)における相関処理結果)
2.2.2 ビームフォーマ法 (Fourie法)
ビームフォーマ法はパルス圧縮処理と等価な到来時間推定法である．レーダを全
ての到来時間にわたって走査し，応答が最大となる到来時間を探す．同手法では，
目標の周波数伝達関数 Z(!)を次式で定義する．
Z(!) :=
SR(!)
ST(!)
=
LX
i=1
ai exp( j!i) (2.10)
式 (2.10)より，周波数領域において到来時間推定は複素正弦波の周波数推定と等価
になる．周波数伝達関数は複素正弦波の重ね合わせのため相互相関が非常に強く，
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N
M
図 2.4: 周波数平均の概要
到来時間推定が困難となる．相互相関を抑圧するため，次式で表される単純周波数
平均を適用する．
RZZ =
N M+1X
n=1
1
N  M + 1ZnZ
H
n (2.11)
Zn = [Z(!n); Z(!n+1); : : : ; Z(!n+M 1)]
ただし，RZZ は単純周波数平均を適用した相関行列である．また，H は複素共役
転置，N は周波数点数，M は部分相関行列の次元である．図 2.4に周波数平均の
概要を示す．M M の部分相関行列を対角線上に沿って取り出し，加算平均する
ことで相関を抑圧する．次に，ビームフォーマ法の出力を次式に示す．
sBF =
aH()RZZa()
aH()a()
(2.12)
ただし，a()は到来時間のステアリングベクトルであり，次式で表される．
a() = [exp( j!1); : : : ; exp( j!M)] (2.13)
sBFのピーク位置が到来時間を示し，ピークの高さが到来波電力を示す．
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2.3 周波数干渉法に基づく手法
2.3.1 Capon法
超分解能到来時間推定法の 1つに Capon法が知られている．同手法は，ある到
来時間をメインとした時に，他の到来時間にヌルを向けることで寄与を最小化させ
る電力最小化法の原理に基づいた手法である．電力最小化は次式で表される．
min
W

scp =
1
2
WHRZZW

(2.14)
subject to WHa = 1
ただし，W はビームのウエイトベクトルである．式 (2.14)の解であるウエイトベ
クトルは次式で表される．
W CP =
R 1ZZa()
aH()R 1ZZa()
(2.15)
この時，Capon法の出力電力は次式となる．
sCP() =
1
aH()R 1ZZa()
(2.16)
ビームフォーマ法と同様に，ピーク位置が到来時間を示し，ピークの高さが到来波
電力を示す．
2.3.2 MUSIC法
MUSICは各到来波が無相関であるという仮定の下，相関行列を固有値分解し信
号部分空間と雑音部分空間に分離する手法である．信号部分空間と雑音部分空間
の判定には，固有値の大小関係を用いる．雑音空間における固有ベクトルを ei(i =
L+ 1; : : : ; N  M   L+ 1)とすると，雑音空間は式で表される．
En = [eL+1; eL+2; : : : ; eN M L+1] (2.17)
同手法の出力 sMUSIC()は次式で表される．
sMUSIC() =
aH()a()
aH()EnE
H
n a()
(2.18)
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図 2.5: ビームフォーマ法，Capon法及びMUSIC法による到来時間推定 ((a).ビー
ムフォーマ法 (b).Capon法 (c).MUSIC法)
sMUSIC()のピーク位置が到来時間を示す．同手法は，ステアリングベクトルが雑
音空間と直交する時にのみピークを出力するため優れた分解能を有する．しかし，
低 SNR環境下では信号空間と雑音空間の分離が困難になる問題点を有する．また，
出力を規格化するため到来波電力の推定が不可能になる．図 2.5にビームフォーマ
法，Capon法，MUSIC法の出力結果を示す．ただし，受信信号に白色性ガウス雑
音を付加し，雑音の分散は 2 = 0:01，送信信号帯域幅 B = 100MHz，目標信号
強度は 1である．赤点線が真の到来時間，青実線が各手法の出力結果を示す．(c)，
(b)，(a)の順に高い分解能を得られていることが確認できる．また，(b)では到来
波電力を正確に推定可能であることが確認できる．一方，(c)では (b)以上の高分
解能化が可能であるが，出力が規格化されているため到来波電力の推定は不可能で
あることが確認できる．
2.4 圧縮センシングに基づく手法
本節では，圧縮センシングの原理と同手法の到来時間推定への応用及びベイズ推
定との関係について説明する．
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2.4.1 圧縮センシングの原理
圧縮センシングはスパース性 (データの多くの成分がゼロ)を有する未知ベクトル
を，線形関係で表される不良設定逆問題を解くことにより推定する手法である [6]．
同手法において，センサ等で得られた観測信号は線形観測として次式で表される．
y = Ax (2.19)
ここで，y 2 RM は観測信号，x 2 RN は推定対象の未知ベクトルである．また，
A 2 RMN は観測過程を表す行列であり，観測行列 (Measurement matrixまたは
Observation matrix)と呼ばれる．一般的に，観測行列が既知且つ rankA = Nであ
れば逆行列を用いて解を求めることが可能である．一方，rankA < N の場合，解
が一意に定まらずxを推定することは困難となる．同問題に対し，xがスパース性
を有することを仮定し高精度な推定を実現する．xの非ゼロ要素数をKとした場
合，K-スパースであると呼ばれる．解のスパース性を用いた推定手法として，圧
縮センシングではxのノルム最小化問題を解くことで解の推定を行う．まず，lpノ
ルムを次式で定義する．
jjxjjp =
8<: (
PN
n=1 jxnjp)
1
p (0 < p  1)PN
n=1 (xn) (p = 0)
(2.20)
(x) =
8<: 1 (x 6= 0)0 (x = 0) (2.21)
定義から，l0ノルムはxの非ゼロ要素数を表し，jjxjj0 = Kである．l0ノルム最小
化問題は次式で表される．
x^ = arg min
x
jjxjj0 subject to y = Ax (2.22)
しかし，l0ノルム最小化問題は組み合わせ最適化問題であり，xの次元が大きい場
合，厳密解を得ることは困難である．そこで，近似手法として (i)貪欲法による近
似解の計算 (ii)l1ノルム最小化を用いた凸緩和　が用いられる．(i)における代表的
な手法として，基底追跡 (MP: Matching Pursit)法やその改良手法である直交基底
追跡 (OMP: Orthogonal Matching Pursit)法が提案されている．これらの手法は，
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1x
2x
(a)
Axy 
1x
2x
(b)
Axy 
1x
2x
(c)
Axy 
図 2.6: ノルム最小化によって得られる解 ((a).l0ノルム最小化 (b).l1ノルム最小化
(c).l2ノルム最小化)
観測行列Aの中から基底ajを選択し，選択した基底を用いて残差を最小化するよ
う選択していく手法である．一方，l1ノルム最小化問題は，次式で表される．
x^ = arg min
x
jjxjj1 subject to y = Ax (2.23)
l1ノルム最小化は内点法を用いてO(N3)の計算量で解くことが可能な手法である．
ノルム最小化問題によりスパースな解が得られる理由を図を用いて説明する．図
2.6は上記条件の下，l0ノルム，l1ノルム及び l2ノルム最小化を行った場合に得ら
れる解の様子を示したものである．l0ノルム最小化では，常にゼロ要素の解を推定
可能であることが確認できる．l1ノルム最小化では，jjxjj1は軸上に頂点を有する
菱形で表され，制約条件との交点は軸上で得られやすいことが確認できる．一方，
l2ノルム最小化では，解が軸上で得られずらく，大半の成分が非ゼロ値となる．
次に，観測信号に雑音を含む場合について説明する．観測信号に雑音が含まれる
場合，式 (2.23)を用いた推定では雑音を含んだ値が推定される．そこで，二乗誤差
を考慮した最小化問題が提案されている．
x^ = arg min
x
jjxjj1 subject to jjy  Axjj2   (2.24)
ただし，は二乗誤差である．また，二乗誤差を正則化項に含めた次式の最小化問
題が提案されている．
x^ = arg min
x
(jjy  Axjj22 + jjxjj1) (2.25)
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2x
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1x
1
x

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Axy
図 2.7: 二乗誤差を考慮した l1ノルム最小化によって得られる解の様子
ただし，は l1ノルムと l2ノルムのバランスを調整するための正則化係数である．
式 (2.25)は LASSO(Least Absolute Shrinkage and Selection Operator)と呼ばれて
いる [12]．LASSOを解く手法として，xを正の成分 x+n と負の成分 x n に分解し凸
二次計画法の問題として解く手法や，軟判定閾値関数を用いた手法が提案されて
いる [13]．図 2.7に二乗誤差を考慮した最小化問題によって推定される解の様子を
示す．ここで，図中の直線は y = Axを表し，灰色部分は雑音による誤差 を考
慮した領域 (jjy  Axjj2  )を表す．図より，二乗誤差を考慮した最小化問題に
よって推定される解も軸上で得られやすく，推定結果はスパースなベクトルとなる
ことが分かる．圧縮センシングにより正しい解が推定されるか否かは観測行列の性
質により決まる．行列の性質を評価する指標の 1つに制限等長性 (RIP: Restricted
Isometry Property)が存在する [14]．同指標は観測行列の直交性を評価する指標で
あり，次式を満たす最小の K をK次のRIP定数と呼ぶ．
1  K  x
T (ATA)x
xTx
 1 + K (2.26)
ここで，K = 0であれば，式 (2.26)より jjAxjj2 = jjxjj2となる．この場合，xの l2
ノルムは等長変換且つ非ゼロ要素数に関する制約 jjxjj0 = Kが付随する．加えて，
Aが xを等長変換する時，Ax0は一意に定まり完全再構成に有利となる．以上よ
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り，RIP定数が小さいほど再構成に有利となることが確認できる．しかし，RIP定
数の計算には再構成対象である xが必要であり計算が困難となる．そこで，より
簡便な評価指標の１つに行列のコヒーレンス (A)がある．コヒーレンス (A)は
次式で定義される．
(A) := max
1ijN
j hai;aji j
jjaijj2jjajjj2 (2.27)
ただし，ai, ajは行列の列ベクトルを表し，h; iは列ベクトルの内積である．(A)
とRIP定数には次式の関係が成立することが知られている [14]．
K  (A)K (2.28)
式 (2.28)より，(A)が RIPの上界となっていることが確認できる．したがって，
(A)が小さいほど再構成に有利となる．
2.4.2 圧縮センシングを用いた到来時間推定法
本節では，圧縮センシングの原理に基づく到来時間推定法について説明する．レー
ダを用いた観測では，目標数は観測ビン数に比べ非常に少ないため，スパース性の
仮定が有効であると考えられる．同手法における受信信号は送信信号と目標分布と
の畳み込み演算で定義され，次式で表される．
sR(t) =
Z 1
 1
sT()r(t  )d + n(t) (2.29)
ただし，n(t)は白色ガウス雑音である．また，r(t)は目標の時間分布であり次式で
定義される．
r(t) =
LX
i=1
ai(t  i) (2.30)
式 (2.29)をサンプリング周波数 Fsでサンプリングすることで，次式の離散時間信
号へ変換する．
sR(mT ) =
KX
k=1
sT(k)r(m  k) + n(mT ) (2.31)
ただし，Kは送信信号時間長，M は受信信号時間長である．また，T はサンプ
リング周期であり，T = 1=Fsである．式 (2.31)は行列を用いて次式で表される．
sR = Sr + n (2.32)
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図 2.8: 圧縮センシングを用いた到来時間推定結果 ((a).SNR=40dB (b).SNR=20dB)
ただし，
sR = [sR(T ); sR(2T );    ; sR(MT )]T (2.33)
S =
2666664
sT(T )    sT(KT ) 0       0
0 sT(T )    sT(KT ) 0    0
...
. . . . . . . . .
...
0          sT(T )    sT(KT )
3777775 (2.34)
r = [r( KT ); r(( K + 1)T );    ; r(MT )]T (2.35)
である．ただし，r 2 CN(N =M +K   1)は離散時間目標分布，S 2 CMN は観
測行列，sR 2 CM は離散時間受信信号ベクトルである．目標分布を求める最適化
問題は，式 (2.25)を用いて次式で表される．
r^ = arg min
r
(jjsR   Srjj22 + jjrjj1) (2.36)
図 2.8に分散した帯域を有する送信信号に対し，式 (2.36)の評価関数を用いて目
標分布の推定を行った結果を示す．送信信号はチャープ波形を仮定する．目標数
は 2目標，目標間隔は 0.8t(t：帯域幅で定義される理論分解能)である．(a)は
SNR=40dBの場合，(b)は SNR=20dBの場合である．SNRは相互相関出力のピー
ク電力と雑音の時間平均電力の比で定義した．赤点線が真の到来時間，青実線が推
定ベクトルである．(a)では 2目標の分離識別が可能であることが確認できる．し
かし，(b)では 2目標の識別が困難であり，且つ不要な応答が複数発生しているこ
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とが確認できる．これは，レーダを用いた到来時間推定において，コヒーレンス
(A)が非常に大きな値となるため低 SNR環境下における推定性能が劣化するた
めである．同問題を解決するため，レーダの送信信号波形に相関の低い符号変調方
式の波形を用いる手法が提案されている [15]．しかし，符号変調方式を用いるため
には高性能な計測機器が必要となり汎用性が低下する．また，コヒーレンス最小化
に基づく送信信号波形最適化が提案されている [16]．しかし，同手法では目標数が
既知であり，且つ知的信号処理が可能なCognitive Radarでなければ実現困難であ
る．ゆえに，高性能な計測機器を用いない到来時間推定の性能向上が必要である．
2.4.3 ベイズ推定との関係
本節では，圧縮センシングとベイズ推定との関係について説明する．ベイズ推定
は，条件付き確率を反転させるベイズの定理に基づき，受信信号 (結果事象)から
未知の目標分布 (原因事象)を推定する手法である [17]．ベイズの定理は次式で表さ
れる．
P (r) =
P (sRjS; r)P (r)
P (sR)
(2.37)
ただし，P (r)は目標分布の事後確率分布，P (sRjS; r)は受信信号の尤度，P (r)は
目標分布の事前確率分布，P (sR)は周辺尤度である．レーダにおける観測で，確率
的な現象を経て受信信号が得られるとする．この時，圧縮センシングによる目標分
布の推定問題を式 (2.37)で表されるベイズ推定の観点から説明することが可能とな
る．式 (2.36)の第１項目は，目標分布 rと観測行列Sにより受信信号 sRが得られ
る尤度として次式で定義される．
P (sRjS; r) = 1
Z
exp

  1
22
jjsR   Srjj22

(2.38)
ただし，Z は確率分布の規格化係数，2は雑音の分散である．同分布は，雑音に
ガウス雑音を仮定しているためガウス分布に従う．また，第 2項目は，目標分布が
スパース性を有するため，事前分布にラプラス分布を仮定する．
P (r) = exp( cjjrjj1) (2.39)
ただし，cは確率分布のスケールパラメータである．式 (2.38)と式 (2.39)を用いて
事後確率最大化 (MAP: Maximum a Posteriori)推定を考える．同推定法は次式で
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表される．
r^MAP = arg max
r
(logP (r))
= arg max
r

  1
22
jjsR   Srjj22   cjjrjj1

= arg min
r

1
2
jjsR   Srjj22 + 2cjjrjj1

= arg min
r

1
2
jjsR   Srjj22 + jjrjj1

(2.40)
ただし， = 2cである．式 (2.40)の結果から，式 (2.36)で表される最小化問題は
事前確率分布にスパース性を導入した場合におけるMAP推定と等価であることが
確認できる．
2.4.4 スパースベイズ推定
事前分布にARD(Automatic Relevance Determination)分布を用いたスパースベ
イズ推定法が提案されている [18]．同手法は線形離散時間モデル y = Ax+nの未
知変数 xに対し，各要素 xiに固有の分散を有する正規分布を仮定し解を推定する
手法である．ここで，y 2 RM，x 2 RN，A 2 RMN とする．同手法では，まず
データ尤度 P (yjx)と事前分布 P (xj)を次式で表す．
P (yjx) = N (yjAx;  1I) (2.41)
P (xj) = N (xj0; diag() 1)
=
NY
i=1
N (xij0;  1i ) (2.42)
ただし，は雑音の精度 (分散の逆数)，は未知変数の精度を表すパラメータであ
る．一般的に は未知であるが，簡単のため既知とする．ベイズ推定において，2
つの未知パラメータ x, を求める場合，次式で表される結合事後分布 P (x;jy)
を求める必要がある．
P (x;jy) = P (yjx;)P (x;)R R
P (yjx;)P (x;)dxd (2.43)
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しかし，同分布の分母の積分計算は困難であるため，事後分布 P (xjy)の近似解を
求め，それを最大化するxのMAP推定解を求める．ここで，事後分布 P (xjy;)
は次式の正規分布で表される．
P (xjy;) = N (xjx;  1) (2.44)
ただし，  は精度行列，xは平均を表し次式で与えられる．
  =  + ATA (2.45)
x =   1ATy (2.46)
ただし， = diag(^)であり，^はのMAP推定解である．^が定まっている場
合，式 (2.45)及び (2.46)より xを推定することが可能になる．^の推定方法は複
数提案されており，EMアルゴリズムを用いる手法や周辺尤度 P (yj)を直接最大
化する手法が提案されている [18]．
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階層ベイズモデルに基づく到来時間推定法
　本章では，ベイズ推定の一手法である階層ベイズモデル (hierachical Bayes model)
について説明する．同手法を用いることで，圧縮センシングを用いた到来時間推定
において，目標分布に新たな事前情報を付加し雑音に対するロバスト性を向上させ
ることが可能となる．まず，モノスタティックレーダを用いた場合の観測モデルを
示す．次に，階層ベイズモデルの原理及び提案法について説明する．
3.1 システムモデル
図 3.1にシステムモデルを示す．観測目標は静止状態の複数点散乱体と仮定する．
目標の時間分布は複数点散乱体の集合として次式で定義される．
r(t) =
LX
i=1
ai(t  i) (3.1)
ただし，(t)はDiracのデルタ関数，ai及び iは i番目の散乱体の散乱係数と散乱
時間，Lは目標数である．モノスタティックレーダを仮定し，受信信号はA/D変換
することで得られる．送受信信号は同一波形であると仮定し，目標以外からの多重
散乱やクラッタ等は考慮しない．受信信号は送信信号と目標分布の畳み込みで定義
される．
sR(t) =
Z 1
 1
sT()r(t  )d + n(t) (3.2)
ただし，sT(t)は送信信号，n(t)は加法性雑音である．雑音は受信時に加わるもの
とし，その帯域幅は受信信号と等しいと仮定する．式 (3.2)の受信信号をA/D変換
20
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図 3.1: システムモデル
することで得られる離散時間信号を次式で定義する．
sR(mT ) =
KX
k=0
sT(kT )r(mT   kT ) + n(mT ) (3.3)
ただし，TはA/D変換の周期であり，サンプリング周波数Fsの時，T = 1=Fsで
ある．また，Kは送信信号時間長を示す．式 (3.3)は行列を用いて次式で表される．
sR = Sr + n (3.4)
ただし，sRは受信信号ベクトル，rは目標分布ベクトル，nは雑音ベクトルを表
し，次式で定義される．
sR = [sR(T ); : : : ; sR(MT )] (3.5)
r = [r( KT ); r(( K + 1)T ); : : : ; r((M   1)T ); r(MT )] (3.6)
また，Sは送信信号から構成される観測行列であり，次式で定義される．
S =
2666664
sT(T )    sT(KT ) 0       0
0 sT(T )    sT(KT ) 0    0
...
. . . . . . . . .
...
0          sT(T )    sT(KT )
3777775 (3.7)
ただし，M は受信信号時間長である．
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3.2 階層ベイズモデルの原理
階層ベイズモデルは，目標時間分布に対し事前分布を設定するだけでなく，その
ハイパーパラメータに対しても超事前分布を設定することで逆問題の不良設定性を
解消する手法である．同モデルは脳内電流源推定問題等に応用されている [10]．同
モデルを導入することで，他の到来時間推定法を用いて得られた結果を事前情報と
して追加することが可能となる．結果的に，より観測雑音に対しロバストかつ高精
度な到来時間推定が可能になると考えられる．まず，観測雑音がガウス雑音に従う
と仮定すると，目標分布が rであるとき受信信号 sRが観測される確率は次式で与
えられる．
P (sRjr) =

 
2
jjsR   Srjj2

(3.8)
ただし，は雑音の精度である．また，目標分布に対し，スパースベイズ推定と同
様の事前分布を次式で与える．
P (rj) =
NY
i=1
N (rij0;  1i ) (3.9)
ただし，N は目標分布の時間長でありN =M +K   1である．同手法では，他の
到来時間推定法の結果をベイズ推定に導入するため，事前分布の事前分布である超
事前分布 (階層事前分布)を導入する．同分布は次式で与えられる．
P () =
NY
i=1
 (ij0;i; 0;i) (3.10)
=
NY
i=1
 1i

i0;i
0;i
0;i
 (0;i)
 1 exp

 i0;i
0;i

(3.11)
=
NY
i=1
1
Zi

0;i 1
i exp( bii) (3.12)
ただし， (j0;i; 0;i)は平均 0;i，自由度 0;i のガンマ分布である．また， 1Zi =
(
0;i
0;i
)0;i，bi = 0;i0;i である．受信信号 sRが得られた場合における r;の事後分布
はベイズの定理から次式で表される．
P (r;jsR) = P (sRjr)P (rj)P ()
P (sR)
(3.13)
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ただし，P (sR)は周辺尤度であり，次式で与えられる．
P (sR) =
Z Z
P (sRjr)P (rj)P ()drd (3.14)
式 (3.14)は未知数 r;の積分を含んでおり解析的に解を求めることは困難である．
したがって，式 (3.13)を用いて rとの事後分布を求めることは困難である．本
稿では，事後分布を近似的に求める手法として変分ベイズ法を用いる．変分ベイズ
法は自由エネルギー F を最大化する確率分布を求めることで，事後分布を近似的
に求める手法である．自由エネルギー F は次式で定義される．
F [Q(r;)] =
Z
Q(r;)[logP (r; sR;)  logQ(r;)]drd (3.15)
ただし，
P (r; sR;) = P (sRjr)P (rj)P () (3.16)
である．また，Q(r;)は事後分布を近似する試験事後分布である．式 (3.15)より，
自由エネルギーを最大化する試験事後分布Q(r;)を求めることで近似的に事後分
布 P (r;jsR)を得ることが可能になる．自由エネルギーと周辺尤度は次式で関係
付けられる．
logP (sR) = F [Q(r;)] + KL[Q(r;)jjP (r;jsR)] (3.17)
ただし，KL[qjjp]は 2つの確率分布間の差異を表す KLダイバージェンスである．
式 (3.17)より真の事後分布 P (r;jsR)と試験事後分布Q(r;)が等しい場合，周
辺尤度が自由エネルギーと等しくなることが確認できる．式 (3.17)の概念図を図
3.2に示す．一方，自由エネルギー最大化による事後分布の近似は rとの 2重積
分となり計算が困難になる．そこで，同問題を解決するため，事後分布に対し rと
は独立であると仮定する．
P (r;jsR) = P (rjsR)P (jsR) (3.18)
上記の仮定を変分近似 (Variational Approximation)と呼ぶ．変分近似を導入する
ことで，自由エネルギーを次式で近似することができる．
F [Q(r); Q()] =
Z
Q(r)Q()[logP (r; sR;)  logQ(r)  logQ()]drd (3.19)
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F
図 3.2: 自由エネルギー最大化の概念図
式 (3.19)を用いることで，自由エネルギー最大化は次式で表される．
P^ (r^); P^ (^) = arg max
Q(r);Q()
F [Q(r); Q()] (3.20)
subject to
Z 1
 1
Q(r)dr = 1;
Z 1
 1
Q()d = 1
式 (3.20)より，自由エネルギー最大化はQ(r)とQ()の逐次最適化で実現される．
同最適化問題はラグランジュの未定乗数法で解くことが可能であり，Q()を固定
した場合におけるQ(r)は次式で表される．
log P^ (r^) = E[logP (r; sR;)] (3.21)
ただし，E[]は P^ (^)の平均を取ることを示す．式 (3.21)は次式で計算される．
log P^ (r^) = E[logP (sRjr) + logP (rj) + logP ()]
= E
"
 
2
(sR   Sr)T (sR   Sr)  1
2
rTr +
NX
i=1
(0;i   1) logi  
NX
i=1
bii
#
=  1
2
rT (^ + STS)r + rTSsTR + Const: (3.22)
ただし，^ = diag(^)である．式 (3.22)が二次形式で表されることから，P^ (r^)は
正規分布となる．式 (2.44)の結果より，事後分布 P^ (r^)の精度  と平均 r^は次式で
表される．
  = ^ + STS (3.23)
r^ =   1STsR (3.24)
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次に，Q(r^)を固定した場合におけるQ()は次式で表される．
log P^ (^) = Er[logP (r; sR;)] (3.25)
ただし，Er[]は P^ (r^)の平均を取ることを示す．式 (3.25)は次式で計算される．
log P^ (^) = Er[logP (sRjr) + logP (rj) + logP ()]
= Er
"
 
2
jjsR   Srjj2   1
2
rTr +
1
2
log jj+
NX
i=1
(0;i   1) logi  
NX
i=1
bii
#
= Er
"
 
2
jjsR   Srjj2   1
2
rTr +
1
2
NX
i=1
logi +
NX
i=1
(0;i   1) logi  
NX
i=1
bii
#
=  
NX
i=1

bi +
1
2
Er[r
2
i ]

i +
NX
i=1

0;i +
1
2
  1

logi + Const:(3.26)
ただし
Er[r
2
i ] =  
 1
i;i + r^
2
i (3.27)
である．式 (3.26)を整理すると，次式で表される．
P^ (^) /
NY
i=1

0;i+
1
2
 1
i exp

 

bi +
1
2
Er[r
2
i ]

i

(3.28)
式 (3.28)より，P^ (^)はガンマ分布となる．したがって，更新パラメータは次式で
与えられる．
i = 0;i +
1
2
(3.29)
^i =
i
b^i
= i(bi +
1
2
 
  1i;i + r^
2
i

) 1 (3.30)
以上がパラメータの更新則となる．次に，評価関数である自由エネルギー F の計
算は次式で与えられる．
F [P^ (r^); P^ (^)] = ErE[logP (sRjSr)] + ErE[logP (rj)] + ErE[logP ()]
+ H[P^ (r^jsR)] +H[P^ (^)] (3.31)
ただし，ErE[logP (sRjSr)]は尤度の平均，ErE[logP (rj)]は目標分布の平
均データ尤度，ErE[logP ()]は超事前分布の平均データ尤度，H[P^ (r^jsR)]はガ
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ウス分布のエントロピー，H[P^ (^)]はガンマ分布のエントロピーをそれぞれ表す．
式 (3.17)より，自由エネルギーの増加により周辺尤度も増加してゆく．自由エネル
ギーを計算することで，パラメータ更新に伴う自由エネルギーの増加を知ることが
可能となる．自由エネルギーが一定以上上昇しなくなった場合にパラメータ更新を
打ち切る．
3.3 提案法
第２章で従来の圧縮センシングを用いた到来時間法では，低 SNR環境下での到
来時間分解能及び推定精度が劣化することを示した．本節では，この問題を解決す
るため，階層ベイズモデルと相互相関出力を併用した圧縮センシングを提案する．
提案法では，まず従来の相互相関出力の結果から目標の大凡の位置を推定し，その
結果を超事前分布に導入することで高精度な推定を実現する．図 3.3に提案法の概
A
m
p
li
tu
d
e
Time / Δt
図 3.3: 提案法の概念図
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念図を示す．青実線は帯域分散した送受信信号の相互相関出力波形，赤点線は目標
の真値，赤矢印は相互相関出力のピーク位置を示す．同図より，目標が存在しうる
範囲は相互相関出力のピーク付近であることが確認できる．提案法では，上述の情
報を以下の超事前分布のパラメータに与える．
 10;i =
8<: exp
h
  (i Imax)2
22
i
(jij  Ith)
 (otherwise)
(3.32)
ただし，Imaxは相互相関出力のピークに対応する離散時間インデックス，Ithは理
論分解能の 2倍の範囲に対応する離散時間インデックスである．また，標準偏差
 = 0:14Ithとする．式 (3.32)で表したガウシアン状にパラメータ設定を行うこと
で，アンビギュイティの発生する可能性を減らし，より高精度な到来距離推定が可
能になると期待される．提案法の処理手順を以下に示す．
Step 1) 相互相関出力のピークを検出する．同ピークに対応するインデックスを
Ithとする．
Step 2) 超事前分布のパラメータ 0;iを式 (3.32)に従い初期化する．
Step 3) 式 (3.23)，(3.24)，(3.29)及び式 (3.30)に従い，各パラメータを更新する．
Step 4) 自由エネルギー F を式 (3.31)に従い計算する．
Step 5) 自由エネルギーの収束判定を行う．
Step 6) Step3)～Step5)を自由エネルギーが収束するまで繰り返す．
図 3.4に提案法のフローチャートを示す．
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図 3.4: 提案法のフローチャート
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数値計算による性能評価
　本章では，数値計算により提案法の到来時間推定性能を評価する．
4.1 帯域幅を変化させた場合
分散した帯域を有する送信信号波形 I～IIIの 3通りの波形を用いる．各波形は
チャープパルスを仮定する．送信信号波形 sTは次式で与えられる．
sT(t) =
NBX
i=1
rect(t;K) exp(j2fc;nt+ jt
2) (4.1)
rect(t;K) =
8<: 1 (0  t  K)0 (otherwise) (4.2)
ただし，nは分散した帯域のインデックス，NBは帯域分割数，fc;nは各分散帯域の
中心周波数，nは各分散帯域のチャープ率を表す．送信信号のパルス幅は 1sで
ある．送信信号の最大周波数及び最小周波数の差は全ての波形で 400MHzである．
このとき，式 (2.2)より空間分解能はR ' 0:37m，時間分解能はt ' 2:5nsであ
る．サンプリング周波数 Fsは 1GHzである．図 4.1に送信信号の電力スペクトル
を示す．占有帯域幅は (a)が 200MHz(帯域占有率 50%)，(b)が 100MHz(帯域占有
率 25%)，(c)が 50MHz(帯域占有率 12.5%)である．また，目標点散乱体数 L = 2，
散乱係数は複素散乱係数を仮定し a1 = 0:5 + j0:5，a2 = 1:0 + j1:0とする．2目標
の間隔は 0:8tとする．図 4.2に受信信号の電力スペクトルを示す．各受信信号に
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図 4.1: 送信信号パワースペクトル ((a).占有帯域幅 50MHz (b).占有帯域幅 100MHz
(c).占有帯域幅 200MHz)
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図 4.2: 受信信号パワースペクトル ((a).占有帯域幅 50MHz (b).占有帯域幅 100MHz
(c).占有帯域幅 200MHz)
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図 4.3: 受信信号パワースペクトル (受信信号スペクトルと雑音スペクトルは一致
(a).占有帯域幅 50MHz (b).占有帯域幅 100MHz (c).占有帯域幅 200MHz)
32
第 4 章 数値計算による性能評価
は SNR=30dBで白色性ガウス雑音を付加している．ここで，SNRは次式で定義さ
れる．
SNR = 10 log10
max[jsMatched(t)j2]
E[jnMatched(t)j2] (4.3)
ただし，sMatched(t)は受信信号の相互相関出力，nMatched(t)は雑音の相互相関出力，
E[]は時間平均である．本稿では，受信信号スペクトルと雑音スペクトルを一致
させた場合の検討も行う．図 4.3に受信信号スペクトルと雑音スペクトルを一致さ
せた場合の電力スペクトルを示す．性能評価を行う到来時間推定法として，従来法
は式 (2.36)の l1ノルム最小化に基づく手法，式 (2.46)のスパースベイズに基づく
手法を用いる．ここで，スパースベイズに基づく手法，及び提案法である階層ベイ
ズモデルと相互相関出力を併用した圧縮センシングは実数のベクトルや行列を仮定
している．これらの手法を複素信号へ拡張するため，複素信号に対し以下の処理を
行う．
~sR =
24 Re(S)  Im(S)
Im(S) Re(S)
3524 Re(r)
Im(r)
35+
24 Re(n)
Im(n)
35
= ~S~r + ~n (4.4)
ただし，Re()は実部，Im()は虚部を表す．また，~sR 2 R2M1，~S 2 R2M2N，
~r 2 R2N1，~n 2 R2M1である．同処理を適用することで，複素信号を実数信号と
して扱うことが可能になる．
4.1.1 到来時間推定結果
まず，受信信号スペクトルと雑音スペクトルが不一致な場合における到来時間推
定性能を評価する．送信信号の占有帯域幅は 50MHzとする．図 4.4に SNR=40dB
における各手法の到来時間推定結果を示す．加えて，図 4.5に SNR=20dBにおけ
る各手法の到来時間推定結果を示す．l1ノルム最小化における正則化係数は経験的
に  = 0:1とする．図 4.4より，SNR=40dBにおいて，いずれの到来時間推定法
でも近接 2目標の到来時間推定が可能であることが分かる．しかし，図 4.5より，
SNR=20dBにおいて，従来法での到来時間推定が困難であることが確認できる．こ
れは，干渉波や雑音の影響で到来時間推定性能が劣化したためであると考えられ
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図 4.4: 占有帯域幅 50MHz, SNR=40dBにおける到来時間推定結果 ((a).従来法:l1
ノルム最小化 (b).従来法:スパースベイズ推定 (c).提案法)
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図 4.5: 占有帯域幅 50MHz, SNR=20dBにおける到来時間推定結果 ((a).従来法:l1
ノルム最小化 (b).従来法:スパースベイズ推定 (c).提案法)
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図 4.6: 占有帯域幅 50MHz, SNR=20dBにおける到来時間推定結果 (受信信号帯域
幅と雑音帯域幅は一致 (a).従来法:l1ノルム最小化 (b).従来法:スパースベイズ推定
(c).提案法)
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る．一方，提案法では偽応答が発生しつつあるものの，正確に近接 2目標の到来時
間推定が可能であることが分かる．これは，相互相関出力を事前情報として組み込
んだため，干渉波や雑音の影響を抑圧したからであると考えられる．次に，受信信
号スペクトルと雑音スペクトルを一致させた場合における到来時間推定性能を評
価する．SNR=20dBとし，他のパラメータは前述の数値計算と同一とする．図 4.6
に SNR=20dBにおける各手法の到来時間推定結果を示す．図より，受信信号スペ
クトルと雑音スペクトルが一致したことにより雑音電力が減少し，従来法において
も近接 2目標の到来時間推定が可能であることが分かる．また，本稿では数値計算
における SNRの定義に相互相関出力を用いているため，受信信号スペクトルと雑
音スペクトルの一致，不一致にかかわらず SNRはほぼ同一の値となる．
次に，雑音環境下における推定精度を定量的に評価する為，二乗平均平方根誤差
(RMSE: Root Mean Square Error)を導入する．RMSEは次式で与えられる．
RMSE =
r
1
N
jjr   r^jj22 (4.5)
ただし，N は目標分布の信号長である． 図 4.7に受信信号帯域幅と雑音帯域幅が
不一致な場合における各手法の SNRによるRMSEの推移を示す．また，図 4.8に
受信信号帯域幅と雑音帯域幅が一致した場合における各手法の SNRによるRMSE
の推移を示す．ただし，試行回数は各占有帯域幅ごとに雑音パターンを変えて 50
回とする．各プロット点はRMSEの中央値，エラーバーは四分位範囲を示す．図
4.7より，受信信号帯域幅と雑音帯域幅が不一致な場合，提案法は全ての SNR及び
占有帯域幅において，従来法よりも優れた到来時間推定性能を有していることが確
認できる．一方，図 4.8より，受信信号帯域幅と雑音帯域幅が一致した場合，提案
法は占有帯域幅 50MHz，100MHzにおいて到来時間推定性能が劣化していること
が確認できる．また，スパースベイズ推定の到来時間推定性能も l1ノルム最小化に
比べ劣化している．これは，受信信号帯域幅と雑音帯域幅が一致した時に，雑音が
有色化したためであると考えられる．一般的に，ベイズ推定における雑音の仮定は
白色性雑音であり，雑音精度を とした場合，雑音の共分散行列は対角行列  1I
で表される．一方，有色性雑音では雑音の共分散行列が非対角行列となることが知
られている [19]．雑音が有色化した結果，白色性の仮定との不整合が生じ，スパー
スベイズ推定及び提案法は到来時間推定性能が劣化したと考えられる．この問題を
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図 4.7: 各手法の SNRによるRMSEの推移 (受信信号帯域幅と雑音帯域幅は不一致
(a). 占有帯域幅 50MHz (b).占有帯域幅 100MHz (c).占有帯域幅 200MHz)
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図 4.8: 各手法の SNRによる RMSEの推移 (受信信号帯域幅と雑音帯域幅は一致
(a).占有帯域幅 50MHz (b).占有帯域幅 100MHz (c).占有帯域幅 200MHz)
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解決するため，雑音の共分散行列を別手法を用いて推定することが必要となる．し
かし，同問題を解決するためのアルゴリズムの提案及び実装を早急に行うことは困
難であり，今後の課題といえる．
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実験データによる性能評価
　実験データを用いた検証により，提案法の性能を評価する．はじめに，数値計算
モデルと同様のモデルを実現するための実験システムを検討する．次に，点散乱体
に見立てた金属球を目標とし，Vector Network Analyzer(VNA)で取得したデータ
と計算機で作成した波形データを用いて性能評価を行い提案法の有効性を示す．
5.1 実験モデルと観測ジオメトリ
レーダで計測したデータを取得するため，電波暗室において実験を行った．図
5.1に実験システムの外観を示す．目標は点散乱体に見立てた金属球とする．各金
属球の直径は 12.7mm，15.0mm，18.2mmである．アンテナはホーンアンテナであ
り，ビーム幅は 27度，送受信アンテナ間隔は 48mmである．次に，図 5.2に観測
ジオメトリを示す．送受信アンテナ同士が非常に近接していることから，同システ
ムをモノスタティックレーダと仮定することが可能である．VNAにより信号を生
成し，20dB利得の増幅器を介して信号を送信する．目標から散乱した信号を受信
アンテナで受信し，VNAに入力する．
次に，VNAを用いた到来時間推定法について説明する．図 5.3にVNAを含む計
測装置の概要を示す．VNAは一定間隔で変化させた周波数 fpを送信する．
fp = f0 + (p  1)f (p = 1; 2; : : : ; P ) (5.1)
ただし，f0は掃引周波数の初期周波数，fは周波数間隔，P は周波数点数を示す．
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Tx & Rx 
Antennas
Targets
図 5.1: 実験システム外観
VNAに入力される受信信号は周波数伝達関数として次式で表される．
R(fp) =
LX
i=1
ai exp( j2fpi) + np (p = 1; 2; : : : ; P ) (5.2)
ただし，aiは受信強度，Lは目標数，iは各目標の到来時間，npは観測雑音であ
る．式 (5.2)は複素正弦波の重ね合わせであり，同式を逆フーリエ変換することで
到来時間 iを推定することが可能である．同手法をフーリエ変換法と呼称する．同
手法の距離分解能は帯域幅で決定し，次式で与えられる．
R =
c
2B
(5.3)
ただし，cは光速，B = Pf は送信信号の帯域幅である．式 (5.3)より，同手法の
分解能も帯域幅に依存することが分かる．本稿における到来時間推定法は全て時間
領域で推定を行うため，式 (5.2)で得られるVNAデータを直接到来時間推定に導
入することは困難である．また，周波数領域で推定を行う場合，送受信信号の時間
波形を反映できないという問題を有する．これらの問題を解決するため，本稿では
次に示す 2つの前処理を施し到来時間推定を行う．
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図 5.2: 観測ジオメトリ
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図 5.3: 計測装置の概要
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図 5.4: フーリエ変換法の出力波形 (帯域幅 16GHz，目標直径 15.0mm (a).背景雑
音除去前　 (b).背景雑音除去後)
前処理 1) VNAデータからの背景雑音除去
前処理 2) 送信信号波形とVNAデータを組合わせた受信信号波形の生成
まず，図 5.4にフーリエ変換法による到来距離推定結果を示す．ただし，帯域幅は
16GHz，目標直径は 15.0mm，ケーブル長は 4.3657mである．また，直接波からの
応答が 0mになるよう補正しているため，0m未満の範囲はケーブルに対応してい
る．同図 (a)より，目標からの応答の他に直接波や発砲スチロール台からの反射波
が計測されていることを確認できる．この場合，目標からの応答が他の信号に埋も
れてしまい検出が困難になる．この問題を解決するため，前処理 1として，目標の
有無により二回計測を行い，そのVNAデータ同士を引くことにより背景雑音を除
去する．同図 (b)に前処理 1を行った場合のフーリエ変換法出力を示す．出力波形
より，直接波等が抑圧され，2つの金属球からの応答が確認できる．以降の VNA
データには，全てこの前処理 1を行う．
次に，前処理 2で行う受信信号波形の生成について述べる．式 (5.2)より，VNA
で得られる信号は送受信信号の周波数伝達関数として定義される．すなわち，式
(5.2)のVNAデータに対し，計算機で生成した送信信号スペクトルを掛け合わせる
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ことで，受信信号スペクトルを求めることが可能である．同処理は次式で表される．
SR(fp) = R(fp)ST(fp) (5.4)
sR(t) = IFT[SR(fp)] (5.5)
ただし，ST(fp)は送信信号スペクトル，IFT[]は逆フーリエ変換を表す．同処理
を適用することで，送受信信号の時間波形を考慮した実験的検討が可能になる．以
降の到来時間推定では，全てこの前処理 2を施したデータを使用する．
次に，実験的検討における SNRの定義について述べる．SNRは時間領域で定義
する．前処理 1により背景雑音を除去した帯域幅 400MHz分のVNAデータに対し
てフーリエ変換法を適用し，対到来波の最大電力値とケーブル領域平均電力値の比
とする．また，信号の帯域制限を考慮し，帯域幅 200, 100, 50MHzの場合も同様の
手順で最大電力値を算出する．ただし，ケーブル領域平均電力は実験室内の背景雑
音やグレーディングローブ等を考慮し，目標無しでの帯域幅 1GHzのVNAデータ
から算出する．算出した帯域幅 1GHzにおける平均電力から，1GHzに対する占有
帯域幅の割合で各帯域幅における平均電力を決定する．表 5.1に金属球の各直径及
び帯域幅における SNRを示す．SNRは幅広く分布することが確認できる．また，
比較的低 SNRな場合も存在することが確認できる．実験的検討では，多重散乱の
影響やサンプリング点と目標点とのずれなどが発生するため，数値計算と比較し推
定精度が大幅に劣化する可能性がある．
最後に，従来法及び提案法の到来距離推定精度を定量的に評価するため，評価指
標について説明する．評価指標として到来距離推定誤差 rを導入する．同指標は
次式で与えられる．
r =
vuut 1
L
LX
i=1
min
j
(ri   r^j)2 (5.6)
ただし，riは真の到来距離であり，帯域幅 16GHzのVNAデータに対し，フーリエ
変換法と前処理 1を適用した結果から求める．また，r^jは従来法及び提案法出力の
最大値に対応する距離である．
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表 5.1: 金属球の各直径及び帯域幅における SNR値
直径 [mm]
占有帯域幅 [MHz] 12.7 15.0 18.2
400 6.76 21.0 16.9
ピーク電力 [10 7] 200 1.79 1.83 4.57
100 0.283 0.192 0.657
50 0.130 0.101 0.287
400 7.67
ケーブル領域平均電力 [10 11] 200 3.83
100 1.92
50 0.959
400 39.5 44.4 43.4
SNR [dB] 200 36.7 36.8 40.8
100 31.7 30.0 35.6
50 31.3 30.3 34.8
5.2 実験結果と考察
VNAを用いた実験データによる到来時間推定結果について説明する．従来法及
び提案法の超分解能法としての性能を評価するため，2目標の到来距離差が距離分
解能以上の帯域幅で計測し，そのデータを信号処理により帯域制限することで距
離分解能以下での到来距離計測を実現する．VNAデータの観測帯域幅は 1GHzで
あり，送受信信号の生成はその内 400MHzのみを用いる．この時，スラントレンジ
分解能はR ' 0:37mである．次に，前項で述べた通り，真の到来距離は帯域幅
16GHzのVNAデータに対し，フーリエ変換法と前処理 1を適用した結果から求め
る．求められた真の到来距離は，r1 = 0:955m，r2 = r1 + 0:59R mである． 図
5.5から図 5.7に占有帯域幅 50MHz，目標直径 12.7, 15.0及び 18.2mmの場合にお
ける到来距離推定結果を示す．目標直径に依らず，l1ノルム最小化では 2目標の識
別が困難であることが確認できる．これは，l2ノルム及び l1ノルムのバランスを調
整しているパラメータである正則化係数の影響であると考えられる．同パラメータ
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図 5.5: 占有帯域幅 50MHz，目標直径 12.7mmにおける到来時間推定結果 ((a).従
来法:l1ノルム最小化 (b).従来法:スパースベイズ推定 (c).提案法)
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図 5.6: 占有帯域幅 50MHz，目標直径 15.0mmにおける到来時間推定結果 ((a).従
来法:l1ノルム最小化 (b).従来法:スパースベイズ推定 (c).提案法)
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18.2mm
図 5.7: 占有帯域幅 50MHz，目標直径 18.2mmにおける到来時間推定結果 ((a).従
来法:l1ノルム最小化 (b).従来法:スパースベイズ推定 (c).提案法)
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図 5.8: 各手法の到来距離推定誤差 ((a).占有帯域幅:50MHz (b).占有帯域幅:100MHz
(c).占有帯域幅:200MHz) 50
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表 5.2: 到来距離推定誤差の帯域幅ごとの平均値
占有帯域幅 50MHz 100MHz 200MHz
提案法 0.29R 0.34R 0.25R
従来法 (スパースベイズ推定) 0.49R 0.49R 1.14R
従来法 (l1ノルム最小化)  0.34R 0.34R
は，推定結果に大きな影響を与えるパラメータである．理想的には，帯域幅や直径
が変化する毎に最適なパラメータを探索し変更する必要があると考えられる．しか
し，本稿では経験的に決定したパラメータで推定を行っているため，パラメータが
実験データに対し最適化されていない可能性がある．また，推定解が局所解に陥っ
てしまっている可能性が考えられる．次に，スパースベイズ推定では，l1ノルムよ
りも疎な解が得られている．しかし，同手法で得られたピークは目標の真値から外
れており，到来距離推定誤差が増大する可能性がある．また，不要な応答が少数散
見され，誤検出の可能性が発生する．これら従来法の結果に対し，提案法では 2目
標の検出が比較的高精度に可能であることが確認できる．特に，図 5.6において，
2目標の強度比を含め正確に推定可能であることが確認できる．最後に，図 5.8に
各手法の到来距離推定誤差を示す．評価指標は式 (5.6)で与えられる到来距離推定
誤差を用いる．試行回数は 50回とする．プロットされたデータ点は平均値を示す．
ただし，l1ノルム最小化は占有帯域幅 50MHzの場合において到来距離推定誤差が
大きく発散したため結果から除外している．図 5.8より，提案法は従来法の一つで
あるスパースベイズ推定よりも高精度な推定が可能であることが確認できる．直径
18.2mmの場合において，スパースベイズ推定と提案法はほぼ同程度か提案法の性
能がやや下回る場合が存在する．これは，目標直径が大きくなったため SNRが改
善し，提案法の効果が減少したためであると考えられる．一方，l1ノルム最小化と
提案法を比較した場合，直径 15.0mmにおいて大幅な精度向上を達成している．今
回の実験的検討では，l1ノルム最小化ではスパース且つ急峻なピークを得ることは
困難である．実験データに対し，l1ノルム最小化でスパースな解を推定するために
は，帯域幅や目標直径が変化する毎に正則化係数を最適化する必要があると考えら
れる．しかし，実験データに対し正則化係数最適化を早急に実現すことは困難であ
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る．これに対し，提案法では 2目標が存在する可能性の高い範囲外ではアンビギュ
イティが発生しておらず，2目標を正確に識別可能である．また，同手法は正則化
係数のような調整パラメータが不要であるという利点を有する．最後に，各手法の
平均的な到来距離推定性能を評価するため，到来距離推定誤差の帯域幅ごとの平
均値を算出する．表 5.2に算出した平均値を示す．表より，全ての帯域幅において，
提案法の推定誤差は従来法と比較し低減されていることが確認できる．
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結論
　本研究では，帯域制限された信号に対し，事前情報に相互相関出力を導入した階
層ベイズ圧縮センシングを提案した．送信帯域に制限が存在する場合，従来の相互
相関出力による到来時間推定では分解能が制限され，複数のアンビギュイティが発
生する．この問題を解決するため，相互相関出力のピーク付近に目標が存在すると
いう事前情報を階層ベイズモデルに導入することで，高精度，高分解能な推定が実
現できることを示した．
まず，数値計算によりRMSEを指標として提案法の性能を評価した．数値計算を
用いた定量評価では，RMSEを定義し提案法の性能を確認した．その結果，従来法
に対し，雑音環境下において，推定精度が大幅に向上することを確認した．具体的
には，占有帯域幅 200MHz(占有帯域幅の割合 50%)，SNR=20dBの場合に RMSE
が従来法と比較して 50%低下した．それと共に，提案法は有色性雑音に対しロバス
トでない可能性について説明した．同問題を解決するためには，雑音の共分散行列
を推定し，これを白色化する処理を導入する必要があると考えられる．
次いで，実験により提案法の有効性を確認した．電波暗室で取得したデータに提
案法を適用しその性能を評価した．提案法は従来法と比較し，アンビギュイティの
抑圧や推定精度が改善しており，その有用性を確認した．
今後の課題として，前述した有色性雑音に対するロバスト性向上が挙げられる．
また，推定時間の短縮，非スパースな環境下へ提案法の適用等が考えられる．
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A.1超事前分布パラメータの設定方法の違いによる推定精度への影響
超事前分布パラメータの設定方法が推定結果に及ぼす影響について説明する．具
体的には，超事前分布のパラメータを次に示す矩形状に与えた場合と比較する．
 10;i =
8<: 1 (jij  Ith) (otherwise) (1)
まず，数値計算との比較結果について説明する．図 1に超事前分布パラメータを矩
形状に設定した場合とガウシアン状に設定した場合におけるそれぞれのRMSEを
示す．ただし，各図のプロット点は中央値，エラーバーは四分位範囲である．同図
より，設定方法の違いによる RMSEの変化は小さく，数値計算においてその影響
はほぼ無視できると考えられる．
次に，実験的検討の場合について説明する．図 2に超事前分布パラメータを矩形
に設定した場合における到来距離推定結果を示す．青実線は提案法の出力波形，赤
点線は相互相関出力，黒点線は帯域幅 16GHzの実験データから求めた真値を示す．
同図より，提案法出力のピーク値に対応する到来距離が，真の到来距離に対して大
きな誤差を有していることが確認できる．これは，目標とサンプリング点とのずれ
や抑圧しきれなかった背景雑音の影響であると考えられる．よって，実験データに
対して提案法を適用する場合，式 (1)のパラメータ設定では，制約としては不十分
であると考えられる．
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図 1: 左:矩形状にパラメータを設定　右:ガウシアン状にパラメータを設定 (占有帯
域幅 (a). 50MHz (b). 100MHz (c). 200MHz)
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図 2: 超事前分布パラメータを矩形に設定した場合における実験データに対する到
来距離推定結果 (占有帯域幅 100MHz，直径 15.0mm)
60
付録
表 1: 送信信号及び目標のパラメータ
送信帯域のパターン数 3
最大最小周波数間隔 400MHz
占有帯域幅 50MHz
目標数 2
目標強度 0.5+0.5j, 1.0+1.0j
目標間隔 0.8R (R: 帯域幅 400MHzにおける理論分解能)
SNR 25, 35dB
試行回数 50回
A.2 送信帯域のパターンを変更した場合における検討
送信帯域のパターンの変更が推定結果に及ぼす影響について説明する．本検討
は数値計算を用いて行う． 表 1に本検討における各パラメータの設定を示す．ま
た，図 3に送信信号の電力スペクトルを示す．送信帯域のパターンは一様乱数を
用いて決定した．図 4に送信帯域のパターンを変更した場合における Normalized
RMSE(NRMSE)を示す．
NRMSE =
s
1
N
jjr   r^jj2
jjrjj2 (2)
式 (2)にNRMSEの定義を示す．ただし，rは真の目標分布，r^は推定結果，N は
信号長である．左図は SNR=25dB，右図は SNR=35dBの場合である．横軸は送信
帯域のパターン，縦軸は NRMSEである．プロット点は中央値，エラーバーは四
分位範囲を示す．SNR=25dBの場合において，パターン 2でNRMSEの上昇が確
認できる．しかし，この場合におけるNRMSEの値は 0.01程度であり，真値に対
する相対的な誤差は非常に小さいと見做せる．また，SNR=35dBの場合において，
全てのパターンでNRMSEの値は極小であることが確認できる．以上のことから，
送信帯域のパターンを変更した場合においても，提案法の出力は大きく変化しない
と考えられる．
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図 3: 送信信号パワースペクトル ((a). パターン 1 (b). パターン 2 (c). パターン 3)
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図 4: 送信帯域のパターンを変更した場合における NRMSE(左: SNR=25dB 右:
SNR=35dB)
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