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Abstract
Let G = (V (G), E(G)) be a graph with vertex set V (G) and edge set E(G). The subdivi-
sion graph S(G) of a graph G is the graph obtained by inserting a new vertex into every edge
of G. Let G1 and G2 be two vertex disjoint graphs. The subdivision-vertex neighbourhood
corona of G1 and G2, denoted by G1   G2, is the graph obtained from S(G1) and |V (G1)|
copies of G2, all vertex disjoint, and joining the neighbours of the ith vertex of V (G1) to
every vertex in the ith copy of G2. The subdivision-edge neighbourhood corona of G1 and G2,
denoted by G1 G2, is the graph obtained from S(G1) and |I(G1)| copies of G2, all vertex
disjoint, and joining the neighbours of the ith vertex of I(G1) to every vertex in the ith
copy of G2, where I(G1) is the set of inserted vertices of S(G1). In this paper we determine
the adjacency spectra, the Laplacian spectra and the signless Laplacian spectra of G1  G2
(respectively, G1G2) in terms of the corresponding spectra of G1 and G2. As applications,
these results enable us to construct infinitely many pairs of cospectral graphs, and using the
results on the Laplacian spectra of subdivision-vertex neighbourhood coronae, new families
of expander graphs are constructed from known ones.
Keywords: Spectrum, Cospectral graphs, Subdivision-vertex neighbourhood corona, Subdivision-
edge neighbourhood corona, Expander graphs
AMS Subject Classification (2010): 05C50
1 Introduction
All graphs considered in this paper are undirected and simple. Let G = (V (G), E(G)) be
a graph with vertex set V (G) = {v1, v2, . . . , vn} and edge set E(G). The adjacency matrix
of G, denoted by A(G), is the n × n matrix whose (i, j)-entry is 1 if vi and vj are adjacent
in G and 0 otherwise. Denote by di = dG(vi) the degree of vi in G, and define D(G) to be
the diagonal matrix with diagonal entries d1, d2, . . . , dn. The Laplacian matrix of G and the
signless Laplacian matrix of G are defined as L(G) = D(G)−A(G) and Q(G) = D(G) +A(G),
respectively. Given an n× n matrix M , denote by
φ(M ;x) = det(xIn −M),
or simply φ(M), the characteristic polynomial of M , where In is the identity matrix of size n.
In particular, for a graph G, we call φ(A(G)) (respectively, φ(L(G)), φ(Q(G))) the adjacency
(respectively, Laplacian, signless Laplacian) characteristic polynomial of G, and its roots the
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adjacency (respectively, Laplacian, signless Laplacian) eigenvalues of G. Denote the eigenvalues
of A(G), L(G) and Q(G), respectively, by λ1(G) ≥ λ2(G) ≥ · · · ≥ λn(G), 0 = µ1(G) ≤ µ2(G) ≤
· · · ≤ µn(G), ν1(G) ≤ ν2(G) ≤ · · · ≤ νn(G). The collection of eigenvalues of A(G) together with
their multiplicities are called the A-spectrum of G. Two graphs are said to be A-cospectral if
they have the same A-spectrum. Similar terminology will be used for L(G) and Q(G). So we
can speak of L-spectrum, Q-spectrum, L-cospectral graphs and Q-cospectral graphs. It is well
known that graph spectra store a lot of structural information about a graph; see [2, 4, 5] and
the references therein.
Until now, many graph operations such as the disjoint union, the Cartesian product, the
Kronecker product, the corona, the edge corona and the neighborhood corona have been intro-
duced, and their spectra are computed in [2–5, 8, 10, 16, 17], respectively. It is well known [5]
that the subdivision graph S(G) of a graph G is the graph obtained by inserting a new vertex
into every edge of G. We denote the set of such new vertices by I(G). In [11], two new graph
operations based on subdivision graphs: subdivision-vertex join and subdivision-edge join, are
introduced, and their A-spectra are investigated respectively. Further works on their L-spectra
and Q-spectra are given in [13]. In [14], the spectra of the so-called subdivision-vertex corona
and subdivision-edge corona are computed, respectively. Motivated by these works, we define
two new graph operations based on subdivision graphs as follows.
Definition 1.1. The subdivision-vertex neighbourhood corona of G1 and G2, denoted by G1 G2,
is the graph obtained from S(G1) and |V (G1)| copies of G2, all vertex-disjoint, and joining the
neighbours of the ith vertex of V (G1) to every vertex in the ith copy of G2.
Definition 1.2. The subdivision-edge neighbourhood corona of G1 and G2, denoted by G1G2,
is the graph obtained from S(G1) and |I(G1)| copies of G2, all vertex-disjoint, and joining the
neighbours of the ith vertex of I(G1) to every vertex in the ith copy of G2.
Note that if G1 and G2 are two graphs on disjoint sets of n1 and n2 vertices, m1 and m2
edges, respectively, then G1  G2 has n1 +m1 + n1n2 vertices, 2m1 + n1m2 + 2m1n2 edges, and
G1 G2 has n1 +m1 +m1n2 vertices, 2m1 +m1m2 + 2m1n2 edges.
Example 1.3. Let Pn denote a path of order n. Figure 1 depicts the subdivision-vertex neigh-
bourhood corona P4   P2 and subdivision-edge neighbourhood corona P4  P2, respectively.
4P 2P
4P 2P 4P 2P
Fig. 1: An example of subdivision-vertex and subdivision-edge neighbourhood coronae.
In this paper, we will determine the A-spectra, the L-spectra and the Q-spectra of G1  G2
(respectively, G1  G2) for a regular graph G1 and an arbitrary graph G2 in terms of that of
2
G1 and G2 (see Theorems 2.1, 2.5, 2.9, 3.1, 3.5 and 3.8). As we will see in Corollaries 2.4, 2.6,
2.11, 3.4, 3.6 and 3.10, our results on the spectra of G1 G2 and G1G2 enable us to construct
infinitely many pairs of cospectral graphs. Moreover, as stated in Corollary 2.8, by using the
results on the L-spectra of subdivision-vertex neighbourhood coronae, we can construct new
families of expander graphs from known ones.
2 Spectra of subdivision-vertex neighbourhood coronae
In this section, we determine the spectra of subdivision-vertex neighbourhood coronae with
the help of the coronal of a matrix. The M -coronal ΓM (x) of an n × n square matrix M is
defined [3,16] to be the sum of the entries of the matrix (xIn −M)−1, that is,
ΓM (x) = 1
T
n (xIn −M)−11n,
where 1n denotes the column vector of size n with all the entries equal one.
It is known [3, Proposition 2] that, if M is an n × n matrix with each row sum equal to a
constant t, then
ΓM (x) =
n
x− t . (2.1)
In particular, since for any graph G with n vertices, each row sum of L(G) is equal to 0, we have
ΓL(G)(x) =
n
x
. (2.2)
Let M1, M2, M3 and M4 be respectively p× p, p× q, q × p and q × q matrices with M1 and
M4 invertible. It is well known that
det
(
M1 M2
M3 M4
)
= det(M4) · det
(
M1 −M2M−14 M3
)
, (2.3)
= det(M1) · det
(
M4 −M3M−11 M2
)
, (2.4)
where M1−M2M−14 M3 and M4−M3M−11 M2 are called the Schur complements [18] of M4 and
M1, respectively.
The Kronecker product A⊗B of two matrices A = (aij)m×n and B = (bij)p×q is the mp×nq
matrix obtained from A by replacing each element aij by aijB. This is an associative operation
with the property that (A ⊗ B)T = AT ⊗ BT and (A ⊗ B)(C ⊗D) = AC ⊗ BD whenever the
products AC and BD exist. The latter implies (A⊗B)−1 = A−1⊗B−1 for nonsingular matrices
A and B. Moreover, if A and B are n×n and p×p matrices, then det(A⊗B) = (detA)p(detB)n.
The reader is referred to [12] for other properties of the Kronecker product not mentioned here.
Let G1 and G2 be two graphs on disjoint sets of n1 and n2 vertices, m1 and m2 edges,
respectively. We first label the vertices of G1   G2 as follows. Let V (G1) = {v1, v2, . . . , vn1},
I(G1) = {e1, e2, . . . , em1} and V (G2) = {u1, u2, . . . , un2}. For i = 1, 2, . . . , n1, let V i(G2) =
{ui1, ui2, . . . , uin2} denote the vertex set of the ith copy of G2. Then
V (G1) ∪ I(G1) ∪
[
V 1(G2) ∪ V 2(G2) ∪ · · · ∪ V n1(G2)
]
(2.5)
3
is a partition of V (G1  G2). Clearly, the degrees of the vertices of G1  G2 are:
dG1 G2(vi) = dG1(vi), i = 1, 2, . . . , n1,
dG1 G2(ei) = 2 + 2n2, i = 1, 2, . . . ,m1,
dG1 G2(u
i
j) = dG2(uj) + dG1(vi), i = 1, 2, . . . , n1, j = 1, 2, . . . , n2.
2.1 A-spectra of subdivision-vertex neighbourhood coronae
First, we compute the A-spectra of subdivision-vertex neighbourhood coronae. Before pro-
ceeding, we need to mention two basic definitions. The vertex-edge incidence matrix R(G) [7]
of a graph G is the (0, 1)-matrix with rows and columns indexed by the vertices and edges of
G, respectively, such that the ve-entry of R(G) is equal to 1 if and only if the vertex v is in the
edge e. The line graph [7] of a graph G is the graph L(G) with the edges of G as its vertices,
and where two edges of G are adjacent in L(G) if and only if they are incident in G. It is well
known [5] that
R(G)TR(G) = A(L(G)) + 2Im, (2.6)
where m is the number of edges of G.
Theorem 2.1. Let G1 be an r1-regular graph with n1 vertices and m1 edges, and G2 an arbitrary
graph on n2 vertices. Then
φ (A(G1  G2);x) = xm1−n1 ·
(
φ (A(G2);x)
)n1 · n1∏
i=1
(
x2 − (1 + x · ΓA(G2)(x)) (λi(G1) + r1)) .
Proof. Let R be the vertex-edge incidence matrix of G1. Then, with respect to the partition
(2.5), the adjacency matrix of G1  G2 can be written as
A(G1  G2) =

0n1×n1 R 0n1×n1 ⊗ 1Tn2
RT 0m1×m1 RT ⊗ 1Tn2(
0n1×n1 ⊗ 1Tn2
)T (
RT ⊗ 1Tn2
)T
In1 ⊗A(G2)
 ,
where 0s×t denotes the s × t matrix with all entries equal to zero. Thus the adjacency charac-
teristic polynomial of G1  G2 is given by
φ (A(G1  G2)) = det

xIn1 −R 0n1×n1 ⊗ 1Tn2
−RT xIm1 −RT ⊗ 1Tn2
0n1×n1 ⊗ 1n2 −R⊗ 1n2 In1 ⊗ (xIn2 −A(G2))

= det(In1 ⊗ (xIn2 −A(G2))) · det(S)
=
(
φ (A(G2))
)n1 · det(S),
where
S =
(
xIn1 −R
−RT xIm1 − ΓA(G2)(x)RTR
)
4
is the Schur complement of In1 ⊗ (xIn2 − A(G2)) obtained by applying (2.3). It is known
that [5, Theorem 2.4.1] the adjacency eigenvalues of L(G1) are λi(G1)+r1−2, for i = 1, 2, . . . , n1,
and −2 repeated m1 − n1 times. Thus, by applying (2.6) and (2.4), the result follows from
det(S) = xn1 · det
(
xIm1 − ΓA(G2)(x)RTR−
1
x
RTR
)
= xn1 ·
m1∏
i=1
(
x−
(
1
x
+ ΓA(G2)(x)
)(
2 + λi(L(G1))
))
= xm1 ·
n1∏
i=1
(
x−
(
1
x
+ ΓA(G2)(x)
)(
λi(G1) + r1
))
.
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Theorem 2.1 implies the following result.
Corollary 2.2. Let G1 be an r1-regular graph on n1 vertices and m1 edges, and G2 an r2-regular
graph on n2 vertices. Then the A-spectrum of G1  G2 consists of:
(a) 0, repeated m1 − n1 times;
(b) λi(G2), repeated n1 times, for each i = 2, 3, . . . , n2;
(c) three roots of the equation
x3 − r2x2 − (1 + n2)(λj(G1) + r1)x+ r2(λj(G1) + r1) = 0
for each j = 1, 2, . . . , n1.
Proof. By Theorem 2.1, we obtain (a) readily. Since G2 is r2-regular with n2 vertices, by (2.1),
we have
ΓA(G2)(x) =
n2
x− r2 .
The pole of ΓA(G2)(x) is x = r2 = 1(G2). Thus, by Theorem 2.1, for each i = 2, 3, . . . , n2, λi(G2)
is an eigenvalue of G1   G2 repeated n1 times. The remaining 3n1 eigenvalues of G1   G2 are
obtained by solving
x2 −
(
1 + x · n2
x− r2
)
(λj(G1) + r1) = 0
for each j = 1, 2, . . . , n1, and this yields the eigenvalues in (c). 2
Denote by Kp,q the complete bipartite graph with p, q ≥ 1 vertices in the two parts of its
bipartition. It is known [16] that the A(Kp,q)-coronal of Kp,q is given by
ΓA(Kp,q)(x) =
(p+ q)x+ 2pq
x2 − pq .
The A-spectrum of Kp,q [2, 5] consists of ±√pq with multiplicity one, and 0 with multiplicity
p + q − 2. Since ±√pq are the poles of ΓA(Kp,q)(x), Theorem 2.1 implies the following result
immediately. Note that the case when p = q is also covered by Corollary 2.2.
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Corollary 2.3. Let G be an r-regular graph on n vertices and m edges with m ≥ n, and let
p, q ≥ 1 be integers. Then the A-spectrum of G  Kp,q consists of:
(a) 0, repeated m+ (p+ q − 3)n times;
(b) four roots of the equation
x4 − [pq + (1 + p+ q)(λj(G) + r)]x2 − 2pq(λj(G) + r)x+ pq(λj(G) + r) = 0
for each j = 1, 2, . . . , n1.
Until now, many infinite families of pairs of A-cospectral graphs are generated by using
graph operations (for example, [1,13,16]). Now, as stated in the following corollary of Theorem
2.1, the subdivision-vertex neighborhood corona enables us to obtain infinitely many pairs of
A-cospectral graphs.
Corollary 2.4. (a) If G1 and G2 are A-cospectral regular graphs, and H is any graph, then
G1  H and G2  H are A-cospectral.
(b) If G is a regular graph, and H1 and H2 are A-cospectral graphs with ΓA(H1)(x) = ΓA(H2)(x),
then G  H1 and G  H2 are A-cospectral.
2.2 L-spectra of subdivision-vertex neighbourhood coronae
Theorem 2.5. Let G1 be an r1-regular graph on n1 vertices and m1 edges, and G2 an arbitrary
graph on n2 vertices. Then
φ (L(G1  G2);x) = x(x− 2− 2n2 − r1)(x− 2− 2n2)m1−n1 ·
n2∏
i=1
(x− r1 − µi(G2))n1
·
n1∏
i=2
(
x2 − (2 + 2n2 + r1)x+ (1 + n2)µi(G1)
)
.
Proof. Let R be the vertex-edge incidence matrix of G1. Then, with respect to the partition
(2.5), the Laplacian matrix of G1  G2 can be written as
L(G1  G2) =

r1In1 −R 0n1×n1 ⊗ 1Tn2
−RT (2 + 2n2)Im1 −RT ⊗ 1Tn2(
0n1×n1 ⊗ 1Tn2
)T − (RT ⊗ 1Tn2)T In1 ⊗ (r1In2 + L(G2))
 .
Thus the Laplacian characteristic polynomial of G1  G2 is given by
φ (L(G1  G2)) = det

(x− r1)In1 R 0n1×n1 ⊗ 1Tn2
RT (x− 2− 2n2)Im1 RT ⊗ 1Tn2
0n1×n1 ⊗ 1n2 R⊗ 1n2 In1 ⊗ ((x− r1)In2 − L(G2))

= det(In1 ⊗ ((x− r1)In2 − L(G2))) · det(S)
= det(S) ·
n2∏
i=1
(x− r1 − µi(G2))n1 ,
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where
S =
(
(x− r1)In1 R
RT (x− 2− 2n2)Im1 − ΓL(G2)(x− r1)RTR
)
is the Schur complement of In1 ⊗ ((x − r1)In2 − L(G2)) obtained by applying (2.3). Note that
µi(G1) = r1 − λi(G1), i = 1, 2, . . . , n1. Thus, by (2.2) and (2.4), the result follows from
det(S) = (x− r1)n1 · det
(
(x− 2− 2n2)Im1 − ΓL(G2)(x− r1)RTR−
1
x− r1R
TR
)
= (x− r1)n1 ·
m1∏
i=1
(
x− 2− 2n2 −
(
1
x− r1 + ΓL(G2)(x− r1)
)(
2 + λi(L(G1))
))
= (x− 2− 2n2)m1−n1
n1∏
i=1
[
x2 − (2 + 2n2 + r1)x+ (1 + n2)µi(G1)
]
.
2
Theorem 2.5 implies the following result.
Corollary 2.6. (a) If G1 and G2 are L-cospectral regular graphs, and H is an arbitrary graph,
then G1  H and G2  H are L-cospectral.
(b) If G is a regular graph, and H1 and H2 are L-cospectral graphs, then G  H1 and G H2
are L-cospectral.
(c) If G1 and G2 are L-cospectral regular graphs, and H1 and H2 are L-cospectral graphs, then
G1  H1 and G2  H2 are L-cospectral.
Let t(G) denote the number of spanning trees of G. It is well known [4] that if G is a
connected graph on n vertices with Laplacian spectrum 0 = µ1(G) < µ2(G) ≤ · · · ≤ µn(G),
then
t(G) =
µ2(G) · · ·µn(G)
n
.
By Theorem 2.5, we can readily obtain the following result.
Corollary 2.7. Let G1 be an r1-regular graph on n1 vertices and m1 edges, and G2 an arbitrary
graph on n2 vertices. Then
t(G1  G2) =
(2 + 2n2 + r1) · (2 + 2n2)m1−n1 ·
∏n2
i=1(r1 + µi(G2))
n1 ·∏n1i=2(1 + n2)µi(G1)
n1 +m1 + n1n2
.
It is well known that a(G) = µ2(G) is called the algebraic connectivity [6] of G, and a(G)
is greater than 0 if and only if G is a connected graph. Furthermore, a(G) is bounded above
by the vertex connectivity of G. For more properties on the algebraic connectivity, please refer
to [5,6]. An infinite family of graphs, G1, G2, G3, . . ., is called a family of ε-expander graphs [9],
where ε > 0 is a fixed constant, if (i) all these graphs are k-regular for a fixed integer k ≥ 3;
(ii) a(Gi) ≥ ε for i = 1, 2, 3, . . .; and (iii) ni = |V (Gi)| → ∞ as i → ∞. (Here we use the
algebraic connectivity to define expander families. This is equivalent to the usual definition by
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using the isoperimetric number i(G), because a(G)/2 ≤ i(G) ≤ √a(G)(2∆− a(G)) [15] (see
also [5, Theorem 7.5.15]) for any graph G 6= K1,K2,K3 with maximum degree ∆.)
In the following, we will use the subdivision-vertex neighbourhood corona to construct new
families of expander graphs from known ones.
Suppose that G is an r-regular graph with r even, and H is an edgeless graph with r2 − 1
vertices. Then G  H is still an r-regular graph. Moreover, Theorem 2.5 implies that
a(G  H) = r −
√
r2 − r
2
a(G),
since the function
f(x) := r −
√
r2 − rx/2
strictly increases with x in [0, 2r].
Denote the function iteration of f(x) by f1(x) = f(x) and f j+1(x) = f(f j(x)) for j ≥ 1.
Define G1i (H) = Gi   H and G
j+1
i (H) = G
j
i (H)   H for j ≥ 1. Then we have the following
result.
Corollary 2.8. Suppose G1, G2, G3, . . . is a family of (non-complete) r-regular ε-expander graphs
with r even. Let H be an edgeless graph with r/2− 1 vertices. Then Gj1(H), Gj2(H), Gj3(H), . . .
is a family of r-regular f j(ε)-expander graphs.
Remark 1. It is known [5, Theorem 7.4.4] that, if vi and vj are two non-adjacent vertices of a
graph G, then
a(G) ≤ 1
2
(dG(vi) + dG(vj)) .
Thus, we have 0 < ε ≤ a(Gi) ≤ r, which implies that f(ε) < ε. Therefore, f j(ε) decreases as j
increases, since f(x) strictly increases with x in [0, 2r].
2.3 Q-spectra of subdivision-vertex neighbourhood coronae
Theorem 2.9. Let G1 be an r1-regular graph on n1 vertices and m1 edges, and G2 an arbitrary
graph on n2 vertices. Then
φ (Q(G1  G2);x) = (x− 2− 2n2)m1−n1 ·
n2∏
i=1
(x− r1 − νi(G2))n1
·
n1∏
i=1
(
(x− 2− 2n2)(x− r1)−
(
1 + (x− r1)ΓQ(G2)(x− r1)
)
νi(G1)
)
.
Proof. Let R be the vertex-edge incidence matrix of G1. Then the signless Laplacian matrix
of G1  G2 can be written as
Q(G1  G2) =

r1In1 R 0n1×n1 ⊗ 1Tn2
RT (2 + 2n2)Im1 R
T ⊗ 1Tn2(
0n1×n1 ⊗ 1Tn2
)T (
RT ⊗ 1Tn2
)T
In1 ⊗ (r1In2 +Q(G2))
 .
The rest of the proof is similar to that of Theorem 2.5 and hence we omit details. 2
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Again, by applying (2.1), Theorem 2.9 implies the following result.
Corollary 2.10. Let G1 be an r1-regular graph on n1 vertices and m1 edges, and G2 an r2-
regular graph on n2 vertices. Then
φ (Q(G1  G2);x) = (x− 2− 2n2)m1−n1 ·
n2−1∏
i=1
(x− r1 − νi(G2))n1 ·
n1∏
i=1
(a− bνi(G1)),
where a = (x− 2− 2n2)(x− r1)(x− r1 − 2r2) and b = (1 + n2)x− r1 − 2r2 − r1n2.
Theorem 2.9 can enable us to construct infinitely many pairs of Q-cospectral graphs.
Corollary 2.11. (a) If G1 and G2 are Q-cospectral regular graphs, and H is any graph, then
G1  H and G2  H are Q-cospectral.
(b) If G is a regular graph, and H1 and H2 are Q-cospectral graphs with ΓQ(H1)(x) = ΓQ(H2)(x),
then G  H1 and G  H2 are Q-cospectral.
3 Spectra of subdivision-edge neighbourhood coronae
In this section, we determine the spectra of subdivision-edge neighbourhood coronae. Let
G1 and G2 be two graphs on disjoint sets of n1 and n2 vertices, m1 and m2 edges, respec-
tively. First, we label the vertices of G1  G2 as follows. Let V (G1) = {v1, v2, . . . , vn1},
I(G1) = {e1, e2, . . . , em1} and V (G2) = {u1, u2, . . . , un2}. For i = 1, 2, . . . ,m1, let V i(G2) =
{ui1, ui2, . . . , uin2} denote the vertex set of the ith copy of G2. Then
V (G1) ∪ I(G1) ∪
[
V 1(G2) ∪ V 2(G2) ∪ · · · ∪ V m1(G2)
]
(3.1)
is a partition of V (G1 G2). Clearly, the degrees of the vertices of G1 G2 are:
dG1G2(vi) = dG1(vi)(1 + n2), i = 1, 2, . . . , n1,
dG1G2(ei) = 2, i = 1, 2, . . . ,m1,
dG1G2(u
i
j) = dG2(uj) + 2, i = 1, 2, . . . , n1, j = 1, 2, . . . , n2.
3.1 A-spectra of subdivision-edge neighbourhood coronae
Theorem 3.1. Let G1 be an r1-regular graph with n1 vertices and m1 edges, and G2 an arbitrary
graph on n2 vertices. Then
φ (A(G1 G2);x) = xm1−n1 ·
(
φ (A(G2);x)
)m1 · n1∏
i=1
(
x2 − (1 + x · ΓA(G2)(x)) (λi(G1) + r1)) .
Proof. Let R be the vertex-edge incidence matrix of G1. Then, with respect to the partition
(3.1), the adjacency matrix of G1 G2 can be written as
A(G1 G2) =

0n1×n1 R R⊗ 1Tn2
RT 0m1×m1 0m1×m1 ⊗ 1Tn2(
R⊗ 1Tn2
)T (
0m1×m1 ⊗ 1Tn2
)T
Im1 ⊗A(G2)
 .
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Thus the adjacency characteristic polynomial of G1 G2 is given by
φ (A(G1 G2)) = det

xIn1 −R −R⊗ 1Tn2
−RT xIm1 0m1×m1 ⊗ 1Tn2
−RT ⊗ 1n2 0m1×m1 ⊗ 1n2 Im1 ⊗ (xIn2 −A(G2))

= det(Im1 ⊗ (xIn2 −A(G2))) · det(S)
=
(
φ (A(G2))
)m1 · det(S),
where
S =
(
xIn1 − ΓA(G2)(x)RRT −R
−RT xIm1
)
is the Schur complement of Im1⊗ (xIn2−A(G2)) obtained by applying (2.3). It is well known [5]
that RRT = A(G1) + r1In1 . Thus, by (2.3) again, the result follows from
det(S) = xm1 · det
(
xIn1 − ΓA(G2)(x)RRT −
1
x
RRT
)
= xm1 ·
n1∏
i=1
(
x−
(
1
x
+ ΓA(G2)(x)
)(
λi(G1) + r1
))
.
2
Similar to Corollaries 2.2, 2.3 and 2.4, Theorem 3.1 implies the following results.
Corollary 3.2. Let G1 be an r1-regular graph on n1 vertices and m1 edges, and G2 an r2-regular
graph on n2 vertices. Then the A-spectrum of G1 G2 consists of:
(a) 0, repeated m1 − n1 times;
(b) r2, repeated m1 − n1 times;
(c) λi(G2), repeated m1 times, for each i = 2, 3, . . . , n2;
(d) three roots of the equation
x3 − r2x2 − (1 + n2)(λj(G1) + r1)x+ r2(λj(G1) + r1) = 0
for each j = 1, 2, . . . , n1.
Corollary 3.3. Let G be an r-regular graph on n vertices and m edges with m ≥ n, and let
p, q ≥ 1 be integers. Then the A-spectrum of G Kp,q consists of:
(a) 0, repeated (p+ q − 1)m− n times;
(b) ±√pq, repeated m− n times;
(c) four roots of the equation
x4 − [pq + (1 + p+ q)(λj(G) + r)]x2 − 2pq(λj(G) + r)x+ pq(λj(G) + r) = 0
for each j = 1, 2, . . . , n1.
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Corollary 3.4. (a) If G1 and G2 are A-cospectral regular graphs, and H is any graph, then
G1 H and G2 H are A-cospectral.
(b) If G is a regular graph, and H1 and H2 are A-cospectral graphs with ΓA(H1)(x) = ΓA(H2)(x),
then G H1 and G H2 are A-cospectral.
3.2 L-spectra of subdivision-edge neighbourhood coronae
Theorem 3.5. Let G1 be an r1-regular graph with n1 vertices and m1 edges, and G2 an arbitrary
graph on n2 vertices. Then
φ (L(G1 G2);x) = x(x− 2− r1 − r1n2)(x− 2)m1−n1 ·
n2∏
i=1
(x− 2− µi(G2))m1
·
n1∏
i=2
(
x2 − (2 + r1 + r1n2)x+ (1 + n2)µi(G1)
)
.
Proof. Let R be the vertex-edge incidence matrix of G1. Then, with respect to the partition
(3.1), the Laplacian matrix of G1 G2 can be written as
L(G1 G2) =

r1(1 + n2)In1 −R −R⊗ 1Tn2
−RT 2Im1 0m1×m1 ⊗ 1Tn2
− (R⊗ 1Tn2)T (0m1×m1 ⊗ 1Tn2)T Im1 ⊗ (2In2 + L(G2))
 .
Thus the Laplacian characteristic polynomial of G1 G2 is given by
φ (L(G1 G2)) = det

(x− r1 − r1n2)In1 R R⊗ 1Tn2
RT (x− 2)Im1 0m1×m1 ⊗ 1Tn2
RT ⊗ 1n2 0m1×m1 ⊗ 1n2 Im1 ⊗ ((x− 2)In2 − L(G2))

= det(Im1 ⊗ ((x− 2)In2 − L(G2))) · det(S)
= det(S) ·
n2∏
i=1
(x− 2− µi(G2))m1 ,
where
S =
(
(x− r1 − r1n2)In1 − ΓL(G2)(x− 2)RRT R
RT (x− 2)Im1
)
is the Schur complement of Im1 ⊗ ((x − 2)In2 − L(G2)) obtained by applying (2.3). Thus, by
(2.3) again, and (2.2), the result follows from
det(S) = (x− 2)m1 · det
(
(x− r1 − r1n2)In1 − ΓL(G2)(x− 2)RRT −
1
x− 2RR
T
)
= (x− 2)m1 ·
n1∏
i=1
(
x− r1 − r1n2 − n2 + 1
x− 2 · (2r1 − µi(G1))
)
= (x− 2)m1−n1 ·
n1∏
i=1
(
x2 − (2 + r1 + r1n2)x+ (1 + n2)µi(G1)
)
.
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2Theorem 3.5 implies the following results.
Corollary 3.6. (a) If G1 and G2 are L-cospectral regular graphs, and H is an arbitrary graph,
then G1 H and G2 H are L-cospectral.
(b) If G is a regular graph, and H1 and H2 are L-cospectral graphs, then G H1 and G H2
are L-cospectral.
(c) If G1 and G2 are L-cospectral regular graphs, and H1 and H2 are L-cospectral graphs, then
G1 H1 and G2 H2 are L-cospectral.
Corollary 3.7. Let G1 be an r1-regular graph on n1 vertices and m1 edges, and G2 an arbitrary
graph on n2 vertices. Then
t(G1 G2) =
2m1−n1 · (2 + r1 + r1n2) ·
∏n2
i=1(2 + µi(G2))
m1 ·∏n1i=2(1 + n2)µi(G1)
n1 +m1 +m1n2
.
3.3 Q-spectra of subdivision-edge neighbourhood coronae
Theorem 3.8. Let G1 be an r1-regular graph on n1 vertices and m1 edges, and G2 an arbitrary
graph on n2 vertices. Then
φ (Q(G1 G2);x) = (x− 2)m1−n1 ·
n2∏
i=1
(x− 2− νi(G2))m1
·
n1∏
i=1
(
(x− r1 − r1n2)(x− 2)−
(
1 + (x− 2)ΓQ(G2)(x− 2)
)
νi(G1)
)
.
Proof. Let R be the vertex-edge incidence matrix of G1. Then the signless Laplacian matrix
of G1 G2 can be written as
Q(G1 G2) =

r1(1 + n2)In1 R R⊗ 1Tn2
RT 2Im1 0m1×m1 ⊗ 1Tn2(
R⊗ 1Tn2
)T (
0m1×m1 ⊗ 1Tn2
)T
Im1 ⊗ (2In2 +Q(G2))
 .
The result follows by applying RRT = Q(G1) and refining the arguments used to prove Theorem
3.5. 2
By applying (2.1), Theorem 3.8 implies the following result.
Corollary 3.9. Let G1 be an r1-regular graph on n1 vertices and m1 edges, and G2 an r2-regular
graph on n2 vertices. Then
φ (Q(G1 G2);x) = (x− 2)m1−n1 · (x− 2− 2r2)m1−n1 ·
n2−1∏
i=1
(x− 2− νi(G2))m1 ·
n1∏
i=1
(a− bνi(G1)),
where a = (x− r1 − r1n2)(x− 2)(x− 2− 2r2) and b = (1 + n2)x− 2− 2r2 − 2n2.
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Finally, Theorem 3.8 enables us to construct infinitely many pairs of Q-cospectral graphs.
Corollary 3.10. (a) If G1 and G2 are Q-cospectral regular graphs, and H is any graph, then
G1 H and G2 H are Q-cospectral.
(b) If G is a regular graph, and H1 and H2 are Q-cospectral graphs with ΓQ(H1)(x) = ΓQ(H2)(x),
then G H1 and G H2 are Q-cospectral.
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