Introduction
We say a compact Lie group is simple if it is connected, has finite center and is a simple group modulo its center. This paper is mostly concerned with upper bounds for R n (G) , the number of characters of G of degree ≤ n. If is convenient to define the Witten zeta-function
where the sum is taken over all irreducible characters of G. By [LL] , the abscissa of convergence of this Dirichlet series is 2/h, where h denotes the Coxeter number of G. This implies
for all ǫ > 0. One can turn this around and try to bound R n (G) for fixed n and varying G. In this direction, Wallach [W] proved that R n (G) ≤ 7n. Our first result gives the optimal bound for this problem.
Theorem 1. If G is a simple compact Lie group and n is a positive integer, R n (G) ≤ n with equality only if n = 1, G = SU(2), or G = SU(3) and n = 3.
If we exclude groups of low Coxeter number, we can improve on Theorem 1. A formulation in terms of the Witten zeta-function is as follows.
Theorem 2. If G 1 , G 2 , . . . is a sequence of pairwise non-isomorphic simple compact Lie groups, and s > 0, then lim n→∞ ζ Gn (s) = 1.
The authors were partially supported by NSF Grants This can be regarded as an analogue for compact Lie groups of the main theorem of [LS] . An immediate consequence of Theorem 2 is Corollary 3. For every ǫ > 0 there exists N such that if G is a simple compact Lie group of dimension ≥ N, then R n (G) ≤ n ǫ for all n ≥ 1.
As a further application, we prove the following theorem.
Theorem 4. For all ǫ > 0, the number of isomorphism classes of pairs (G, V ) , where G is a compact semisimple group and V is a faithful, irreducible representation of dimension n is O(n ǫ ).
If G is either a connected algebraic group or a compact Lie group, let M(G) denote the set of conjugacy classes of maximal closed subgroups of G (i.e. maximal subgroups among closed proper subgroups). The previous result can be used to give bounds for |M(G)| in characteristic 0. Considering parabolic subgroups (or subspace stabilizers for classical compact groups), we see that |M(G)| is greater than the rank of G. Using the previous result, we can prove:
Theorem 5. Let G be a simple algebraic group over an algebraically closed field of characteristic 0 or a compact Lie group of rank r. Then
With some effort, one could get a more precise upper bound in the previous result. The previous result uses a result of Häsä [H] which does depend upon the classification of finite simple groups. The result for positive dimensional maximal closed subgroups does not depend on this.
The last result of the paper is a result about dimensions of fixed spaces of elements in compact groups. The first author and Malle [GM] showed that if G is an irreducible subgroup of GL(n, k), n > 1 (for any field k), then there is an element g ∈ G with fixed space of dimension at most n/3 (the example SO(3) shows that this is best possible). This answered a conjecture of Peter Neumann. We show that as n increases we can do much better for Lie groups. Let w(g) = w V (g) denote the largest dimension of any eigenspace of g acting on V .
Theorem 6. Let G be a simple compact Lie group. Let V be a finite dimensional irreducible module. Let ǫ > 0. There exists
This immediately implies the same result holds for algebraic groups over algebraically closed fields of characteristic 0.
Counting Representations
We begin by noting that if G is a simple compact Lie group, every representation of G can be regarded as a representation of its universal covering groupG. Thus,
for all n, and
for all s > 0 for which the left hand side is defined. Consequently, it suffices to prove the two theorems for simply connected simple compact Lie groups, and we will assume henceforth that G =G. This is immediate for Theorem 2; for Theorem 1, we note that if G is a non-trivial quotient of SU(2) (resp. SU (3)), R n (G) < n for n ≥ 2 (resp. for n = 3). We therefore consider only simply connected groups henceforth. The irreducible characters χ of G are indexed by dominant weights of G. Let r be the rank of G, and ̟ 1 , . . . , ̟ r the fundamental weights. Then the dominant weights are the non-negative linear combinations
where the c i are positive integers. The half sum ρ of positive roots equals the sum of the fundamental weights [B, VI, §1, Prop. 29] , so
Weyl's dimension formula for the character χ λ of highest weight λ asserts
where Φ + denotes the set of positive roots of G, and α ∨ denotes the dual root of α. We can express this in terms of the c i as follows. If α 
where the a i,j are non-negative integers. As α
where the w i,j = a i,j r j=1 a i,j are non-negative and sum to 1.
By the weighted arithmetic-geometric mean inequality,
Multiplying over i = 1, 2, . . . , u, we obtain
where ζ(s) denotes the Riemann zeta-function, we obtain
for all s for which the right hand side converges. Our next task is to estimate values of Z Φ (s) for the various root systems Φ.
Lemma 7. If Φ is of type A r and the simple roots α i are numbered as usual, then
Proof. The roots of Φ are precisely the sums of consecutive simple roots,
Each such root contributes , then
On the other hand,
which implies the lemma.
Proposition 10. If Φ is of type A r with r ≥ 9, of type D r with r ≥ 5, or of type E r , then ζ G (1) < 13/7.
Proof. Table 1 gives a direct machine computation of the values of
We begin with type A r . Table 1 shows that this inequality is true for 9 ≤ r ≤ 20. We therefore assume r ≥ 21. By (3), Lemma 8, and Lemma 9,
ζ(i log(21/i)) 2 e 1/16 < 13/7. Next, we consider type D r , using the standard numbering of simple roots [B, Planche IV] . If 1 ≤ i ≤ r − 2 and 1 ≤ j ≤ r, there is a unique path from the ith to the jth vertex in the Dynkin diagram; its length is |j − i| unless j = r, in which case it is j − 1 − i = |j − i| − 1. By [B, VI, §1, Prop. 19, Cor. 3] , the sum of the simple roots corresponding to the vertices in this path is again a positive root. It follows that for
for β ∈ {α r−1 , α r } and 1 ≤ p ≤ r − 1. Thus,
. Therefore, in this range the proposition is implied by the result for type A r . For 5 ≤ r ≤ 10, it follows from Table 1 .
Likewise, for E 6 , E 7 , and E 8 , it follows from We can now prove Theorem 1.
Proof. If Φ is among the root systems covered by Proposition 10, then the same is true for its dual, and it follows that ζ G (1) < 13/7. If, for some n ≥ 7, we have R n (G) ≥ n, then
Thus, n ≤ 6. However, dim G ≥ 45 > 6 2 for all the cases covered by Proposition 10, so G has no non-trivial representations of degree ≤ 6. Table 2 indicates the values of ζ G (3/4) 4 for all simply laced root systems of rank ≥ 2 not covered by Proposition 10. An exhaustive machine search for representations in the indicated ranges yields precisely one non-trivial case where R n (G) ≥ n, namely the equality R 3 (SU(3)) = 3. Theorem 1 follows for all G with simply laced root system.
The remaining irreducible root systems all have the same underlying graph as A r , and we use the same numbering convention for the simple roots. By [B, VI, §1, Prop. 19, Cor. 3] , α i + α i+1 + · · · + α j is a positive root for all i ≤ j. Therefore, the dimension of the irreducible representation of G associated to the r-tuple (c 1 , . . . , c r ) is at least as great as the dimension of the irreducible representation of SU(r + 1) associated to the same r-tuple. This proves R n (G) ≤ n for root systems of type B, C, F, and G as well. Moreover, in the case r = 2, the pairs (1, 2) and (2, 1) give representations of B 2 and G 2 of dimension strictly greater than 3. Thus, the non-simply laced root systems give no additional cases for which R n (G) = n > 1. Now we prove Theorem 2.
Proof. Since we are taking the limit as n → ∞, we can exclude the exceptional groups and groups of type D r , r ≤ 8. Then, if G is of rank r and s > 2/(r + 1),
Thus, it suffices to prove that for all s > 0.
(6) lim r→∞ ζ SU(r+1) (s) = 1.
By (4),
If we assume r > (3/s)e 3/s , for each positive integer j, either j > 3/s or r/j > e 3/s , so by Lemma 9,
If N > exp(1/s) and r > N 2 ,
If s > 0 is fixed and N → ∞, the right hand side goes to 0. As ζ G (s) > 1 for all G and all s, this implies (6).
Lemma 11. Let a 1 , a 2 , . . . be a sequence of non-negative real numbers. If a n = O(n ǫ ) for all n > 0, then
for all ǫ > 0.
converges for all s > 0. If a n = O(n ǫ ) for all ǫ > 0, then f (s) converges for all s > 0, so b n = O(n ǫ ) for all ǫ > 0.
Lemma 12. For all positive integers n there exist integers R and m and a finite set Λ ⊂ N m such that if G is a simply connected, simple, compact Lie group of rank r ≥ R and χ λ (1) ≤ r n , then either G is of type A r and
By (1), this implies c i ≤ m/ log 2 for all i. Our goal is therefore, to prove that c i = 1 except when i is bounded above or, in the case of A r , when r − i is bounded above. For A r , this is an easy consequence of Lemma 7. For the remaining root systems, we need only prove that for every constant C, v i (Φ) ≤ C log r implies an upper bound on i. For B r , by [B, Planche II] , for 1 ≤ p < q ≤ r,
Thus, the sum for v i (B r ) contains at least i(2r − 1 − i)/2 terms, each of which is at least 1/(2r − 1). Thus,
so v i (B r ) ≤ C log r implies an upper bound on i independent of r. For C r , by [B, Planche III] , for 1 ≤ p < q ≤ r,
As in the B r case, v i (C r ) is the sum of at least i(2r − 1 − i)/2 terms, each of which is at least 1/(2r − 1), so
which implies an upper bound on i, independent of r. By (5),
for 1 ≤ i ≤ r − 2, and
which again implies an upper bound on i, independent of r.
We now prove Theorem 4.
Proof. If G is a semisimple compact Lie group with universal covering groupG and V is a faithful irreducible representation of G, then we can regard V as an almost faithful irreducible representation ofG. Writing G as a product of its simple factors
where each V i is a non-trivial representation. We can order the factors
Lemma 11, it suffices to prove that for each n, the number of pairs (G, V ) where G is a simply connected, simple, compact Lie group and V is a representation of dimension n is O(n ǫ ) for all ǫ > 0. By Theorem 2, for every ǫ > 0, there exists a finite set Σ of groups such that for every simply connected, simple, compact Lie group G not isomorphic to any element of Σ, we have ζ G (ǫ/2) ≤ 2. For any such G, R n (G) ≤ n ǫ/2 . If we limit ourselves to groups G of rank ≤ n ǫ/2 which do not lie in Σ, the total contribution is bounded by n ǫ . Next we show that for each G ∈ Σ, there are O(n ǫ ) representations of G of degree n. Suppose that G has rank r. The representations of G are indexed by (c 1 , . . . , c r ) ∈ N r . It suffices to show that for each j ∈ {1, . . . , r}, the number of representations with c j > 0 and degree n is O(n ǫ ). Applying [B, VI, §1, Prop. 19, Cor. 3] , for each k ∈ {1, . . . , r}, the sum of all the simple roots corresponding to vertices on the path from j to k is a positive root β k . Clearly, β 1 , . . . , β r span the root system. Ordering the positive roots of G so that β 1 , . . . , β r come first, we deduce from Weyl's dimension formula that
Moreover, the linear independence of β 1 , . . . , β r implies that the r-tuple
a r,j c j determines (c 1 , . . . , c r ). We define and then let e 1 , . . . , e s , s ≤ r + 1, denote the sequence obtained by ordering all elements in the set {d 1 , . . . , d r+1 } which are greater than 1. Thus
By Lemma 11, this sum is O((C G n) ǫ ) and therefore O(n ǫ ). This leaves only groups of rank ≥ n ǫ/2 , and taking n sufficiently large, we may assume that only classical groups need be considered. Setting m = 2/ǫ in Lemma 12, there exists a finite set Λ, so that if G is of type A r , λ is given by (7), and if G is of type B r , C r , or D r , it is given by (8). We claim that for each element (a 1 , . . . , a m ) ∈ Λ and each family A, B, C, D, the dimension of the representation is a strictly monotone function of r. Perhaps the easiest way is note that the branching rules for classical groups [K, 9.14,9.16,9 .18] imply that for X ∈ {A, B, C, D}, the restriction of the representation of X r associated to (a 1 , . . . , a m ) to X r−1 contains the representation of X r−1 associated to (a 1 , . . . , a m ) as a proper subrepresentation. We conclude that the groups of rank ≥ n ǫ/2 contribute at most a constant term |Λ| 2 + 3|Λ| to the total number of pairs (G, V ).
Maximal Subgroups of Classical Groups
Let k be an algebraically closed field of characteristic p ≥ 0. Let G be a simple classical group over k (i.e. G = SL(n), n > 1, Sp(2n), n > 1, SO(2n), n > 3, SO(2n + 1), n > 2, p = 2). We now give Aschbacher's description of proper subgroups in the case of algebraic groups. The proof is much easier in the algebraically closed case. See [A, KL, G, GT, LSe] . Let V denote the natural module for G.
The main idea of the proof is as follows. Let H be a closed proper subgroup of G. We may assume that H acts irreducibly and primitively on V . In particular, any normal subgroup N of H acts homogeneously on V (i.e. V is a direct sum of isomorphic irreducible modules of G). Choose N to be a minimal closed normal noncentral subgroup of H. Then N cannot be abelian (since it acts homogeneously and is noncentral). So either N is of symplectic type (i.e. essentially a finite extraspecial group) or it is a central product of quasimple groups. If N does not act irreducibly, it follows by Clifford theory, that G preserves a tensor structure on V -i.e., V ∼ = V 1 ⊗ V 2 with each V i a module for C 1 H preserves a totally singular or nondegenerate subspace of V C 2 H preserves an additive decomposition of V C 4 V is tensor decomposable for H C 6 H normalizes a subgroup of symplectic type C 7 V is tensor induced for H C 8 V is the natural module for a classical subgroup H; S 1 H is the normalizer of an irreducible quasisimple finite group S S 2 H is the normalizer of an irreducible simple algebraic subgroup S Table 3 . Aschbacher Classes the cover of N. In this case, N will be contained in X ⊗ Y where X is a classical group acting on V i (e.g., for G = SL, N is contained in
). So we may assume that N is irreducible. If N is of symplectic type, then H is contained in the normalizer of N. If N is a central product of quasisimple groups, then either N is finite or semisimple. If there is one more than one term in the central product, it is easy to see that V is tensor induced (i.e. Note that we have kept the same numbering as in Aschbacher's theorem for finite groups but certain cases do not arise in the algebraic group case.
It is easy to see as in the proof [LPS, Lemmas 2.1, 2.4] that:
Lemma 13. Let G be a classical group over k with n being the dimension of the natural module V . The number of conjugacy classes of maximal subgroups of G in ∪ H∈C i is at most n + 3 log n + 3.
We need to deal with the maximal subgroups in S 1 and S 2 . Unfortunately in positive characteristic the results are rather weak and we do not have strong enough information about the subgroups in S i , i = 1, 2 to obtain good upper bounds on the number of conjugacy classes in S i . So now we assume that we are in characteristic 0.
By Theorem 4, it follows that the number of conjugacy classes of maximal subgroups in S 2 (G) is O(n ǫ ).
The result for S 1 we need has recently been obtained by Häsä [H] . This is the only result in the paper that requires the classification of finite simple groups.
Lemma 14. The number of conjugacy classes of maximal subgroups in S 1 (G) is at most O(n). Now Theorem 5 for algebraic groups follows -for if the rank of G is fixed, there is nothing to prove. So we may assume that G is a classical group in sufficiently large dimension and the remarks above immediately give the desired bound.
The result for compact groups follows easily from the result on algebraic groups.
Dimensions of Fixed Spaces
In this section, we prove Theorem 6. Note that since w(g) is constant on an open subvariety of G, it suffices to exhibit just one g satisfying the conclusion (for a given V , an open subvariety of a maximal torus has precisely the same weight spaces as the torus).
So let G be a simple compact Lie group and V a nontrivial irreducible finite dimensional module for G. We require two lemmas. The first is due to Seitz [S] (and the result holds in all characteristics and for finite Chevalley groups).
Lemma 15. Let T be a maximal torus of G. Then the dimension of any weight space for T is at most 1+(dim V )/h, where h is the Coxeter number of G.
This proves the theorem if the rank is increasing. So it suffices to prove the theorem for a fixed G. Daniel Goldstein [Go] proved Theorem 6 in this case. We give a different proof (Goldstein's proof gives somewhat better bounds).
Lemma 16. Let G be a simple compact Lie group. Let V be an irreducible finite dimensional module for G. Let g ∈ G be a regular element of prime order p. Then Note that w V (g) = max λ {m(λ, χ)} ≥ χ(1)/p. Thus the result follows.
Since for any sufficiently large prime p there are regular elements of order p in G, we see that there is some element g ∈ G with w(g) < ǫ dim V as long as dim V is sufficiently large. This completes the proof.
