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Study of a chemo-repulsion model with quadratic production.
Part I: Analysis of the continuous problem and time-discrete
numerical schemes
F. Guillén-González∗, M.A. Rodríguez-Bellido∗ and D.A. Rueda-Gómez∗†
Abstract
We consider a chemo-repulsion model with quadratic production in a bounded domain.
Firstly, we obtain global in time weak solutions, and give a regularity criterion (which is
satisfied for 1D and 2D domains) to deduce uniqueness and global regularity. After, we
study two cell-conservative and unconditionally energy-stable first-order time schemes: a
(nonlinear and positive) Backward Euler scheme and a linearized coupled version, proving
solvability, convergence towards weak solutions and error estimates. In particular, the linear
scheme does not preserve positivity and the uniqueness of the nonlinear scheme is proved
assuming small time step with respect to a strong norm of the discrete solution. This
hypothesis is reduced to small time step in nD domains (n ≤ 2) where global in time strong
estimates are proved. Finally, we show the behavior of the schemes through some numerical
simulations.
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1 Introduction
Chemotaxis is understood as the biological process of the movement of living organisms in res-
ponse to a chemical stimulus which can be given towards a higher (attractive) or lower (repulsive)
concentration of a chemical substance. At the same time, the presence of living organisms can
produce or consume chemical substance. A chemo-repulsive model with generic production can
be given by the following parabolic PDE’s system:{
∂tu−∆u = ∇ · (u∇v) in Ω, t > 0,
∂tv −∆v + v = f(u) in Ω, t > 0,
(1)
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where Ω ⊂ Rd, d = 2, 3, is an open bounded domain with boundary ∂Ω. The unknowns for this
model are u(x, t) ≥ 0, the cell density, and v(x, t) ≥ 0, the chemical concentration. Moreover,
f(u) is a function which is nonnegative for any u ≥ 0. In this paper, we consider the particular
case in which the production term is quadratic, that is f(u) = u2, and then we focus on the
following initial-boundary value problem:
∂tu−∆u = ∇ · (u∇v) in Ω, t > 0,
∂tv −∆v + v = u2 in Ω, t > 0,
∂u
∂n
=
∂v
∂n
= 0 on ∂Ω, t > 0,
u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0 in Ω.
(2)
In the case of linear production, that is f(u) = u, model (1) is well-posed in the following sense
([3]): there exist global in time weak solutions (based on an energy inequality) and, for 1D and
2D domains, there exists a unique global in time strong solution. However, it is interesting to
analyze the case of nonlinear production which is justified biologicaly when the process of signal
production through cells need no longer dependence on the population density in a linear manner,
for instance when saturation effects at large (or short) densities are taken into account (see [20]
and references therein). In particular, we focus in model (2) because the quadratic production
term allows to control an energy in L2(Ω)-norm for u (see (24)-(25)), which is very useful for
performing numerical analysis; and, as far as we know, there are not works studying problem (2).
The aim of this paper is twofold; first to obtain existence of global in time weak solution, which is
unique and regular in 1D and 2D domains, and second to design two energy-stable time-discrete
schemes approaching model (2). Some other properties like solvability, positivity, convergence
towards weak solutions and error estimates will be studied.
There are some works about numerical analysis for chemotaxis models. For instance, for the
Keller-Segel system (i.e. with chemo-attraction and linear production), in [8] it was studied the
convergence of a finite volume scheme. Some error estimates were proved for a fully discrete dis-
continuous Finite Element (FE) method in [6]. In [4], the nonnegativity of numerical solutions to
a generalized Keller-Segel model was analyzed. A mixed FE approximation was studied in [14];
and in [16, 17], were proved error estimates for a conservative FE approximation. In [10], the
authors studied unconditionally energy stable fully discrete FE schemes for a chemo-repulsion
model with linear production. The convergence of a combined finite volume-nonconforming FE
scheme was studied in [2], in the case where the chemotaxis occurs in heterogeneous medium.
In [21], the convergence of a mass-conservative characteristic FE method was studied and some
error estimates were proved.
In order to develop our analysis, we reformulate (2) by introducing the auxiliary variable σ = ∇v.
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Then, the model (2) is rewritten as follows:
∂tu−∇ · (∇u) = ∇ · (uσ) in Ω, t > 0,
∂tσ −∇(∇ · σ) + rot(rot σ) + σ = ∇(u2) in Ω, t > 0,
∂u
∂n
= 0 on ∂Ω, t > 0,
σ · n = 0, [rot σ × n]tang = 0 on ∂Ω, t > 0,
u(x, 0) = u0(x) ≥ 0, σ(x, 0) = ∇v0(x) in Ω,
(3)
where (3)2 is obtained by applying the gradient operator to equation (2)2 and adding the term
rot(rot σ) using the fact that rot σ = rot(∇v) = 0. Once solved (3), v can be recovered from u2
solving 
∂tv −∆v + v = u2 in Ω, t > 0,
∂v
∂n
= 0 on ∂Ω, t > 0,
v(x, 0) = v0(x) ≥ 0 in Ω.
(4)
The use of the variable σ let simplify the notation throughout the paper. On the other hand,
the role of σ will be different for fully discrete schemes where problem (2) and (3)-(4) are not
equivalent. In fact, as will be analyzed in the forthcoming paper [9], by using a FE spatial
discretization it will be very convenient to use the variables (u,σ) in order to obtain an uncon-
ditionally energy-stable scheme.
The outline of this paper is as follows. In Section 2, the notation and preliminary results are given.
In Section 3, the continuous problem (2) is analyzed, defining the concept of global in time weak
solutions, and obtaining global in time strong regularity of the model by assuming the regularity
criterion (38), which is satisfied for 1D and 2D domains. In Section 4, the Backward Euler scheme
corresponding to problem (3)-(4) is analyzed, including cell-conservation, unconditional energy-
stability, solvability, positivity and error estimates of the scheme. In particular, uniqueness of
solution of the scheme is proved under a hypothesis that assumes small time step multiplied by
a strong norm of the scheme (the discrete version of (38)), which can be simplified in the case of
1D and 2D domains where strong estimates are obtained for the scheme. Moreover, the existence
of weak solutions of model (2) is proved throughout the convergence of this scheme when the
time step goes to 0. In Section 5, a linearized coupled scheme for model (3)-(4) is proposed, and
again some properties of this linear scheme are analyzed, comparing to the previous nonlinear
scheme. Finally, in Section 6, some numerical simulations using FE approximations associated
to both time schemes are shown, in order to verify numerically the theoretical results obtained
in terms of positivity and unconditional energy-stability.
2 Notations and preliminary results
Recall some functional spaces which will be used throughout this paper. We consider the
Lebesgue spaces Lp(Ω), 1 ≤ p ≤ ∞, and the Sobolev spaces Hm(Ω), by denoting their norms
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by ‖ · ‖Lp and ‖ · ‖m, respectively. In particular, the L2(Ω)-norm will be represented by ‖ · ‖0.
Corresponding Sobolev spaces of vector valued functions will be denoted by H1(Ω), L2(Ω), and
so on; and we consider the vectorial space
H1σ(Ω) := {σ ∈H1(Ω);σ · n = 0 on ∂Ω}.
The following norms are equivalent in H1(Ω), H2(Ω) ([15]) and H1σ(Ω) ([1, Corollary 3.5])
respectively:
‖u‖21 ∼ ‖∇u‖20 +
(∫
Ω
u
)2
∀u ∈ H1(Ω), (5)
‖v‖22 ∼ ‖∆v‖20 + ‖v‖20 ∀v ∈ H2(Ω), (6)
‖σ‖21 ∼ ‖σ‖20 + ‖rot σ‖20 + ‖∇ · σ‖20 ∀σ ∈H1σ(Ω). (7)
In particular, (7) implies that, for all σ = ∇v ∈H1σ(Ω), the following norms are equivalent
‖∇v‖21 ∼ ‖∇v‖20 + ‖∆v‖20. (8)
If Z is a Banach space, then Z ′ will denote its topological dual. Moreover, the letters C,K will
denote different positive constants always independent of the time step. The following linear
elliptic operators are introduced
Âu = g ⇐⇒

−∆u+ ∫Ω u = g in Ω,
∂u
∂n
= 0 on ∂Ω, (9)
Av = g ⇐⇒

−∆v + v = g in Ω,
∂v
∂n
= 0 on ∂Ω, (10)
and
Bσ = f ⇐⇒
{
−∇(∇ · σ) + rot(rot σ) + σ = f in Ω,
σ · n = 0, [rot σ × n]tang = 0 on ∂Ω.
(11)
The corresponding variational forms are given by Â, A : H1(Ω) → H1(Ω)′ and B : H1σ(Ω) →
H1σ(Ω)
′ such that
〈Âu, u¯〉 = (∇u,∇u¯) +
(∫
Ω
u
)(∫
Ω
u¯
)
, ∀u, u¯ ∈ H1(Ω),
〈Av, v¯〉 = (∇v,∇v¯) + (v, v¯), ∀v, v¯ ∈ H1(Ω),
〈Bσ, σ¯〉 = (∇ · σ,∇ · σ¯) + (rot σ, rot σ¯) + (σ, σ¯), ∀σ, σ¯ ∈H1σ(Ω).
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One assumes the H2 and H3-regularity of problems (9) and (10) (see for instance [5]). Conse-
quently, there exist some constants C > 0 such that
‖u‖2 ≤ C‖Âu‖0 ∀u ∈ H2(Ω); ‖v‖3 ≤ C‖Av‖1 ∀v ∈ H3(Ω). (12)
If the right hand side of problem (11) is given by f = ∇h with h ∈ H1(Ω), then taking σ = ∇v,
the H2-regularity of problem (11) can be proved as follows:
Lemma 2.1. If f = ∇h with h ∈ H1(Ω), then the solution σ of problem (11) belongs to H2(Ω).
Moreover,
‖σ‖2 ≤ C ‖∇h‖0
(
= C ‖Bσ‖0
)
. (13)
Proof. From H3-regularity of problem (10) taking the zero mean value function g = h− 1|Ω|
∫
Ω h,
we have that v ∈ H3(Ω), = Av = h − 1|Ω|
∫
Ω h and ‖v‖3 ≤ C ‖h − 1|Ω|
∫
Ω h‖1 ≤ C‖∇h‖0. Then,
taking σ = ∇v, one has that σ ∈ H2(Ω) solves (11) with f = ∇(h − 1|Ω|
∫
Ω h) = ∇h, and (13)
holds.
Along this paper, the following classical interpolation inequalities will be repeatedly used
‖w‖L4 ≤ C‖w‖1/20 ‖w‖1/21 ∀w ∈ H1(Ω) (in 2D domains), (14)
‖w‖L3 ≤ C‖w‖1/20 ‖w‖1/21 ∀w ∈ H1(Ω) (in 3D domains). (15)
Finally, in order to obtain uniform in time strong estimates for the continuous problem and the
numerical schemes, the following results will be used (see [19] and [18], respectively):
Lemma 2.2. (Uniform Gronwall Lemma) Let g = g(t), h = h(t), z = z(t) be three positive
locally integrable functions defined in (0,+∞) with z′(t) locally integrable in (0,+∞), such that
z′(t) ≤ g(t)z(t) + h(t) a.e. t ≥ 0.
If for any T > 0 there exist a1(T ), a2(T ) and a3(T ) such that∫ t+T
t
g(s)ds ≤ a1(T ),
∫ t+T
t
h(s)ds ≤ a2(T ),
∫ t+T
t
z(s)ds ≤ a3(T ) , ∀ t ≥ 0,
then
z(t) ≤
(
a2(T ) +
a3(T )
T
)
exp(a1(T )), ∀t ≥ T.
Lemma 2.3. (Uniform discrete Gronwall lemma) Let k > 0 and zn, gn, hn ≥ 0 such that
zn+1 − zn
k
≤ gnzn + hn, ∀n ≥ 0. (16)
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If for any r ∈ N with tr = kr, there exist a1(tr), a2(tr) and a3(tr), such that
k
n0+r−1∑
n=n0
gn ≤ a1(tr), k
n0+r−1∑
n=n0
hn ≤ a2(tr), k
n0+r−1∑
n=n0
zn ≤ a3(tr), ∀n0 ≥ 0,
then
zn ≤
(
a2(tr) +
a3(tr)
tr
)
exp {a1(tr)} , ∀n ≥ r.
As consequence of Lemma 2.3 (estimating zn for any n ≥ r) and the classical discrete Gronwall
Lemma (estimating zn for n = 1, . . . , r − 1), the following result can be proved:
Corollary 2.4. Assume conditions of Lemma 2.3. Let k0 ∈ N be fixed, then the following
estimate holds for all k ≤ k0:
zn ≤ C(z0, k0) ∀n = n(k) ≥ 0. (17)
Proof. We fix T = 2k0 and k ≤ k0, and choose r0 ∈ N such that k(r0 − 1) < T ≤ k r0 := tr0 .
Then, from Lemma 2.3 we have
zn ≤
(
a2(tr0) +
a3(tr0)
T
)
exp {a1(tr0)} := C1(k0), ∀n ≥ r0. (18)
On the other hand, applying the classical discrete Gronwall Lemma to (16), one has
zn ≤ (a2(tr0) + z0) exp {a1(tr0)} := C2(z0, k0), ∀n < r0. (19)
Therefore, from (18)-(19) the bound (17) is deduced.
3 Analysis of the continuous model
In this section, the weak and strong regularity of problem (2) is analyzed. Sometimes, we
distinguish for simplicity between 2D or 3D domains, although all results valid for 2D are also
valid for 1D domains.
3.1 The (u, v)-problem (2)
Definition 3.1. (Weak-strong solutions of (2)) Given (u0, v0) ∈ L2(Ω)×H1(Ω) with u0 ≥ 0,
v0 ≥ 0 a.e. x ∈ Ω and let m0 = 1|Ω|
∫
u0. A pair (u, v) is called weak-strong solution of problem
(2) in (0,+∞), if u ≥ 0, v ≥ 0 a.e. (t,x) ∈ (0,+∞)× Ω,
(u−m0, v −m20) ∈ L∞(0,+∞;L2(Ω)×H1(Ω)) ∩ L2(0,+∞;H1(Ω)×H2(Ω)), (20)
(∂tu, ∂tv) ∈ Lq′(0, T ;H1(Ω)′ × L2(Ω)), ∀T > 0, (21)
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where q′ = 2 in the 2-dimensional case (2D) and q′ = 4/3 in the 3-dimensional case (3D) (q′ is
the conjugate exponent of q = 2 in 2D and q = 4 in 3D); the following variational formulation
holds∫ T
0
〈∂tu, u〉+
∫ T
0
(∇u,∇u) +
∫ T
0
(u∇v,∇u) = 0, ∀u ∈ Lq(0, T ;H1(Ω)), ∀T > 0, (22)
the following equation holds pointwisely
∂tv +Av = u
2 a.e. (t,x) ∈ (0,+∞)× Ω, (23)
the initial conditions (2)4 are satisfied and the following energy inequality (in integral version)
holds a.e. t0, t1 with t1 ≥ t0 ≥ 0:
E(u(t1), v(t1))− E(u(t0), v(t0)) +
∫ t1
t0
(
‖∇u(s)‖20 +
1
2
‖∇v(s)‖21
)
ds ≤ 0, (24)
where
E(u, v) = 1
2
‖u‖20 +
1
4
‖∇v‖20. (25)
Remark 3.2. Observe that any weak-strong solution of (2) is u-conservative, because the total
cell mass
∫
Ω
u(t) remains constant in time. Indeed, by taking u = 1 in (22), one holds
∫
Ω
u(t) =
∫
Ω
u0 = m0|Ω|, ∀t > 0. (26)
In particular, u−m0 is a zero mean value function, hence ‖u−m0‖1 is equivalent to ‖∇u‖0.
Remark 3.3. In 2D domains, we can take u = u in (22), and testing (23) by −1
2
∆v, integrating
by parts and using (8), we arrive at the following energy law (in differential version):
d
dt
E(u(t), v(t)) + ‖∇u(t)‖20 +
1
2
‖∇v(t)‖21 = 0 a.e. t > 0. (27)
Naturally, this equality is also true in 3D domains for regular enough solutions.
3.1.1 Justification of the Weak-Strong Regularity (20)-(21)
Observe that from the energy law (24), and using (8), one can deduce{
(u,∇v) ∈ L∞(0,+∞;L2(Ω)×L2(Ω)),
(∇u,∇v) ∈ L2(0,+∞;L2(Ω)×H1(Ω)). (28)
In particular, using (5) and (26), one has
u−m0 ∈ L2(0,+∞;H1(Ω)). (29)
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Rewriting (23) as
∂t(v −m20)−∆(v −m20) + (v −m20) = (u+m0)(u−m0)
and testing by (v −m20) and using (29), one has
d
dt
‖v −m20‖20 + ‖v −m20‖21 ≤ C‖u+m0‖2L2‖u−m0‖2L3 ≤ C‖u−m0‖21 ∈ L1(0,+∞).
Therefore, v −m20 ∈ L∞(0,+∞;L2(Ω)) ∩ L2(0,+∞;H1(Ω)) which, together with (28), imply
v −m20 ∈ L∞(0,+∞;H1(Ω)) ∩ L2(0,+∞;H2(Ω)).
Finally, the time derivative regularity (21) is deduced from the system (22)-(23) using Lp-
interpolation inequalities and the regularity (20).
Remark 3.4. In 2D domains, by using the interpolation inequality (14) (arguing as for the
Navier-Stokes equations [12]), one can deduce the uniqueness of weak-strong solutions of (2).
3.2 The (u,σ)-problem (3)
Definition 3.5. (Weak solutions of (3)) Given (u0,σ0) ∈ L2(Ω) × L2(Ω) with u0 ≥ 0
a.e. x ∈ Ω and m0 = 1|Ω|
∫
Ω u0. A pair (u,σ) is called weak solution of problem (3) in (0,+∞),
if u ≥ 0 a.e. (t,x) ∈ (0,+∞)× Ω,
(u−m0,σ) ∈ L∞(0,+∞;L2(Ω)×L2(Ω)) ∩ L2(0,+∞;H1(Ω)×H1(Ω)),
(∂tu, ∂tσ) ∈ Lq′(0, T ;H1(Ω)′ ×H1(Ω)′), ∀T > 0,
where q′ is as in Definition 3.1; the following variational formulations hold∫ T
0
〈∂tu, u〉+
∫ T
0
(∇u,∇u) +
∫ T
0
(uσ,∇u) = 0, ∀u ∈ Lq(0, T ;H1(Ω)), ∀T > 0, (30)
∫ T
0
〈∂tσ,σ〉+
∫ T
0
〈Bσ,σ〉 = 2
∫ T
0
(u∇u,σ), ∀σ ∈ Lq(0, T ;H1(Ω)), ∀T > 0, (31)
the initial conditions (3)5 are satisfied and the following energy inequality (in integral version)
holds a.e. t0, t1 with t1 ≥ t0 ≥ 0:
E(u(t1),σ(t1))− E(u(t0),σ(t0)) +
∫ t1
t0
(‖∇u(s)‖20 +
1
2
‖σ(s)‖21) ds ≤ 0, (32)
where
E(u,σ) = 1
2
‖u‖20 +
1
4
‖σ‖20. (33)
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3.3 Problems (2) and (3)-(4) are equivalent
Lemma 3.6. If σ0 = ∇v0, problems (2) and (3)-(4) are equivalent in the following sense:
• If (u, v) is a weak-strong solution of (2) then (u,σ) with σ = ∇v is a weak solution of (3).
• Reciprocally, if (u,σ) is a weak solution of (3) and v = v(u2) is the unique strong solution
of problem (4), then σ = ∇v and (u, v) is a weak-strong solution of (2). Indeed, since
u2 ∈ Lp(0, T ;Lp(Ω))∩Lq′(0, T ;L2(Ω)) for p = 5/3 in 3D or p = 2 in 2D and q′ is given in
Definition 3.1, by applying the Lp-regularity of problem (4), [7, Theorem 10.22], one has
v ∈ Lp(0, T ;W 2,p(Ω)) ∩ L∞(0, T ;W 2−2/p,p(Ω)) ∩ Lq′(0, T ;H2(Ω)).
Proof. Suppose that (u, v) is a weak-strong solution of (2), then testing (23) by −∇ ·w, for any
w ∈ Lq(0, T ;H1(Ω)), and taking into account that rot(∇v) = 0, one obtains∫ T
0
〈∂t∇v,w〉+
∫ T
0
〈B∇v,w〉 = 2
∫ T
0
(u∇u,w), ∀w ∈ Lq(0, T ;H1(Ω)). (34)
Then, defining σ = ∇v and assuming the hypothesis σ0 = ∇v0, from (34) one can conclude
that (u,σ) is a weak solution of (3). On the other hand, if (u,σ) is a weak solution of (3) and
v = v(u2) is the unique strong solution of problem (4), reasoning as above, it can be concluded
that ∇v satisfies (34). Therefore, from (31) and (34), one obtains∫ T
0
〈∂t(σ −∇v),w〉+
∫ T
0
〈B(σ −∇v),w〉 = 0, ∀w ∈ Lq(0, T ;H1(Ω)). (35)
Then, since σ −∇v ∈ L∞(0, T ;H1(Ω)′), taking w = B−1(σ −∇v) ∈ L∞(0, T ;H1(Ω)) in (35),
we deduce
1
2
‖B−1(σ(T )−∇v(T ))‖21 +
∫ T
0
‖σ −∇v‖20 =
1
2
‖B−1(σ(0)−∇v(0))‖21 = 0,
where, in the last equality, the relation σ(0) = ∇v(0) was used, and therefore one can deduce
σ = ∇v. Thus, (u, v) is a weak-strong solution of (2).
Remark 3.7. Since v0 ≥ 0 in Ω, then the unique strong solution v = v(u2) of problem (4)
satisfies v ≥ 0 in (0,+∞)× Ω.
Later, in Section 4, uniform estimates of a time discrete scheme approximating problem (3)-(4)
will be proved, which will allow to pass to the limit in the discrete problem in order to obtain
the existence of weak solutions of problem (3)-(4) (in the sense of Definition 3.5). Finally, taking
into account Lemma 3.6, one also has the existence of weak-strong solutions of problem (2) (in
the sense of Definition 3.1).
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3.4 A regularity criterium implying global in time strong regularity
Strong regularity of problem (2) is going to be deduced in a formal manner, without justifying the
computations and assuming sufficient regularity for the initial data (u0, v0). In fact, a rigorous
proof could be made via a regularization argument or a Galerkin approximation.
In order to abbreviate, we introduce the notation:
(uˆ, vˆ) = (u−m0, v −m20).
We consider the following formulation of the problem (2):{
∂tuˆ+ Âuˆ = ∇ · ((uˆ+m0)∇v),
∂tvˆ +Avˆ = (uˆ+ 2m0)uˆ.
(36)
Lemma 3.8. (Strong inequality for (uˆ, vˆ)) It holds
d
dt
(
‖(uˆ, vˆ)‖21×2+‖∂tvˆ‖20
)
+‖(uˆ, vˆ)‖22×3+‖(∂tuˆ, ∂tvˆ)‖20×1 ≤ C1(‖(uˆ, vˆ)‖21×2)d+C2‖(uˆ, vˆ)‖21×2 (37)
where d = 2 for 2D domains and d = 3 for 3D domains.
Proof. By testing (36)1 by Âuˆ + ∂tuˆ and (36)2 by A(Avˆ + ∂tvˆ), bounding the right hand side
using either (14) in 2D or (15) in 3D, and the Young inequality, one has
d
dt
‖(∇uˆ, Avˆ)‖20 + ‖(∂tuˆ, ∂tvˆ)‖20×1 + ‖(Âuˆ, Avˆ)‖20×1
≤ C(‖(uˆ+m0)(∇vˆ + uˆ)‖21 ≤ C ‖(uˆ+m0,∇vˆ)‖d1‖(uˆ,∇vˆ)‖2
≤ 1
2
‖(Âuˆ, Avˆ)‖20×1 + C1
(
‖(∇uˆ, Avˆ)‖20
)d
+ C2‖(uˆ, vˆ)‖21×2
hence (37) holds, taking into account that ‖∇uˆ‖0 is equivalent to ‖uˆ‖1 thanks to (5), ‖Avˆ‖0 is
equivalent to ‖vˆ‖3 thanks to (10), and ‖Aˆuˆ‖0 is equivalent to ‖uˆ‖2 thanks to (9).
Corollary 3.9. (Strong regularity for (u, v)) Let (u0, v0) ∈ H1(Ω)×H2(Ω). Assume
• either dD domains with d ≤ 2, or
• 3D domains and the following regularity criterion:
(u, v) ∈ L∞(0,+∞;H1(Ω)×H2(Ω)). (38)
Then, the following regularity holds
(uˆ, vˆ) ∈ L∞(0,+∞;H1(Ω)×H2(Ω)) ∩ L2(0,+∞;H2(Ω)×H3(Ω)), (39)
(∂tu, ∂tv) ∈ L2(0,+∞;L2(Ω)×H1(Ω)). (40)
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Proof. By using the weak regularity (20), it suffices to apply Lemma 2.2 to (37), directly for 2D
domains, and using previously (38) for 3D domains.
Moreover, taking the time derivative of (2)2 and testing by ∂tv, one obtains
1
2
d
dt
‖∂tv‖20 + ‖∂tv‖21 ≤ 2‖u‖L6‖∂tu‖0‖∂tv‖L3 ≤ ε‖∂tv‖21 + Cε‖u‖21‖∂tu‖20,
hence, since ‖u‖21‖∂tu‖20 ∈ L1(0,+∞), one arrives at
∂tv ∈ L∞(0,+∞;L2(Ω)) ∩ L2(0,+∞;H1(Ω)). (41)
3.5 Global in time higher regularity
Denote u˜ = ∂tu and v˜ = ∂tv. Then, derivating in time (2) one deduces that (u˜, v˜) satisfies{
∂tu˜−∆u˜ = −∇ · (u˜∇v)−∇ · (u∇v˜),
∂tv˜ −∆v˜ + v˜ = 2uu˜.
(42)
Lemma 3.10. Under conditions of Corollary 3.9, it holds
d
dt
(
‖u˜‖20 +
1
2
‖∇v˜‖20
)
+ ‖u˜‖21 +
1
2
‖∇v˜‖21 ≤ C‖u˜‖20. (43)
Proof. Testing (42)1 by u˜ and (42)2 by −1
2
∆v˜ and adding, the terms (u∇v˜, u˜) cancel, taking
into account that
∫
Ω
u˜ = 0, using the 3D interpolation inequality (15) and regularity (38), one
has
1
2
d
dt
(
‖u˜‖20 +
1
2
‖∇v˜‖20
)
+ ‖u˜‖21 +
1
2
‖∇v˜‖21 = −(u˜∇v,∇u˜) + (u˜∇u,∇v˜)
≤ ‖u˜‖L3
(
‖∇v‖L6‖∇u˜‖0 + ‖∇v˜‖L6‖∇u‖0
)
≤ 1
2
(
‖u˜‖21 +
1
2
‖∇v˜‖21
)
+ C‖u˜‖20,
hence (43) holds.
Therefore, since ‖u˜‖20 ∈ L1(0,+∞) (owing to (40)) and using (41), one has
Corollary 3.11. Let (u0, v0) ∈ H2(Ω)×H3(Ω). Under hypotheses of Corollary 3.9, the following
regularity holds
(∂tu, ∂tv) ∈ L∞(0,+∞;L2(Ω)×H1(Ω)) ∩ L2(0,+∞;H1(Ω)×H2(Ω)).
Finally, from system (42) and taking into account (39)-(40), one has
(∂ttu, ∂ttv) ∈ L2(0,+∞;H1(Ω)′ × L2(Ω)).
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Remark 3.12. By following with a bootstrap argument, it is possible to obtain more regularity
for (u, v). For instance, by assuming the H3 and H4-regularity of problems (9) and (10), one
obtains (uˆ, vˆ) ∈ L∞(0,+∞;H2(Ω) ×H3(Ω)) ∩ L2(0,+∞;H3(Ω) ×H4(Ω)), which in particular
implies (u, v) ∈ L∞(0,+∞;L∞(Ω)×L∞(Ω)). Therefore, any global in time weak-strong solution
satisfying (38) does not blow-up, neither at finite time nor infinite one. But we stop here, because
the regularity obtained so far is sufficient to guarantee the hypotheses required later in order to
prove error estimates (see Theorems 4.23, 4.25, 5.6 and 5.7 below).
4 Euler time discretization
In this section, the Euler time discretization for the problem (3)-(4) is studied, proving its solv-
ability, unconditional stability (in weak norms, see Definition 4.6 below), and convergence towards
weak solutions of (3)-(4). Moreover, some additional properties as positivity, u-conservation, and
error estimates are also studied. Finally, unique solvability of the scheme will be proved under a
hypothesis that relates the time step and a strong norm of the scheme (see (50) below, which is
the discrete version of (38)). This strong norm is bounded in the case of 1D and 2D domains.
Let us consider a fixed partition of the time interval [0,+∞) given by tn = nk, where k > 0
denotes the time step (that we take constant for simplicity). Taking into account the (u, v)-
problem (2) and the (u,σ)-problem (3), the two following first-order, nonlinear and coupled
(Backward Euler) schemes are considered (hereafter, we denote δtan = (an − an−1)/k):
• Scheme UV :
Initialization: We take (u0, v0) = (u(0), v(0)).
Time step n: Given (un−1, vn−1) ∈ H1(Ω)×H2(Ω) with un−1 ≥ 0 and vn−1 ≥ 0, compute
(un, vn) ∈ H1(Ω)×H2(Ω) with un ≥ 0, vn ≥ 0 and solving{
(δtun, u) + (∇un,∇u) + (un∇vn,∇u) = 0, ∀u ∈ H1(Ω),
δtvn +Avn − u2n = 0 a.e. in Ω.
(44)
• Scheme US :
Initialization: We take (u0, v0) = (u(0), v(0)) and σ0 = ∇v0.
Time step n: Given (un−1,σn−1) ∈ H1(Ω)×H1σ(Ω) with un−1 ≥ 0, compute (un,σn) ∈
H1(Ω)×H1σ(Ω) with un ≥ 0 and solving{
(δtun, u) + (∇un,∇u) + (unσn,∇u) = 0, ∀u ∈ H1(Ω),
(δtσn,σ) + 〈Bσn,σ〉 − 2(un∇un,σ) = 0, ∀σ ∈H1σ(Ω).
(45)
Once (45) is solved, given vn−1 ∈ H2(Ω) with vn−1 ≥ 0, then vn = vn(u2n) ∈ H2(Ω) (with
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vn ≥ 0) can be recovered by solving:
δtvn +Avn = u
2
n a.e. in Ω. (46)
Remark 4.1 (Regularity and positivity of vn). It is not difficult to prove that, given un ∈
H1(Ω) and vn−1 ∈ H2(Ω), there exists a unique vn ∈ H2(Ω) solution of (46). Even more,
using the H3-regularity of problem (10), we can prove that vn ∈ H3(Ω). Moreover, if vn−1 ≥ 0
then vn ≥ 0. Indeed, testing (46) by (vn)− = min{vn, 0} ≤ 0, and taking into account that
(vn)− ∈ H1(Ω) with ∇((vn)−) = ∇(vn) if (vn) ≤ 0, and ∇((vn)−) = 0 if (vn) > 0, we obtain
1
k
‖(vn)−‖20 −
1
k
∫
Ω
vn−1(vn)− + ‖∇((vn)−)‖20 + ‖(vn)−‖20 =
∫
Ω
u2n(vn)− ≤ 0.
Then, since vn−1 ≥ 0, we conclude ‖(vn)−‖21 ≤ 0, hence (vn)− = 0 a.e. in Ω, i.e. vn ≥ 0 in Ω.
Lemma 4.2 (Equivalence of both schemes). If σn−1 = ∇vn−1, the schemes UV and US
are equivalent in the following sense:
• If (un, vn) solves scheme UV then (un,σn) with σn = ∇vn solves scheme US.
• Reciprocally, if (un,σn) solves scheme US and vn = vn(u2n) is the unique solution of (46),
then σn = ∇vn and (un, vn) solves scheme UV.
Proof. Suppose that (un, vn) is a solution of the scheme UV, then testing (44)2 by −∇ ·w, for
any w ∈H1σ(Ω), and taking into account that rot(∇vn) = 0, we obtain
(δt∇vn,w) + 〈B∇vn,w〉 = 2(un∇un,w), ∀w ∈H1σ(Ω). (47)
Then, defining σn = ∇vn and assuming the hypothesis σn−1 = ∇vn−1, from (47) we conclude
that (un,σn) is solution of the scheme US. On the other hand, if (un,σn) is a solution of
the scheme US and vn satisfies (46), reasoning as above, we conclude that ∇vn satisfies (47).
Therefore, from (45)2 and (47), we obtain
(δt(σn −∇vn),σ) + 〈B(σn −∇vn),σ〉 = 0, ∀σ ∈H1σ(Ω). (48)
Then, taking σ = σn−∇vn in (48) and using the formula a(a− b) = 1
2
(a2− b2) + 1
2
(a− b)2, we
deduce
δt
(
1
2
‖σn −∇vn‖20
)
+
k
2
‖δt(σn −∇vn)‖20 + ‖σn −∇vn‖21 = 0,
which implies that σn = ∇vn using that σn−1 = ∇vn−1. Thus, we conclude that (un, vn) is
solution of the scheme UV.
Remark 4.3. Since both time schemes UV and US are equivalent, we will study the scheme
US in order to facilitate the notation throughout the paper. On the other hand, both schemes will
furnish different fully discrete schemes when considering for instance a Finite Element spatial
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approximation, which will be analyzed in the forthcoming paper [9]. In fact, it will be necessary
to use the variable σn in order to obtain a fully discrete unconditionally energy-stable scheme.
4.1 Conservation, Solvability, Energy-Stability and Convergence
4.1.1 Conservation
Taking u¯ = 1 in (45)1 we see that the scheme US is u-conservative, that is:∫
Ω
un =
∫
Ω
un−1 = · · · =
∫
Ω
u0. (49)
In particular, if we denote uˆn = un −m0, then
∫
Ω
uˆn = 0.
4.1.2 Solvability
Theorem 4.4. (Unconditional existence and conditional uniqueness) There exists (un,σn) ∈
H1(Ω)×H1σ(Ω) solution of the scheme US, such that un ≥ 0. Moreover, if
k ‖(un,σn)‖41 is small enough, (50)
then the solution of the scheme US is unique.
Proof. Let (un−1,σn−1) ∈ H1(Ω) ×H1σ(Ω) be given, with un−1 ≥ 0. The proof is divided into
two parts.
Part 1: Existence of (un,σn) ∈ H1(Ω)×H1σ(Ω) solution of the scheme US, such that un ≥ 0.
We consider the following auxiliary problem:{
(δtun, u) + (∇un,∇u) + ((un)+σn,∇u) = 0, ∀u ∈ H1(Ω),
(δtσn,σ) + 〈Bσn,σ〉 − 2(un∇un,σ) = 0, ∀σ ∈H1σ(Ω),
(51)
where (un)+ = max{un, 0}. In fact, it is the same scheme US but changing un by (un)+ in the
chemotaxis term.
A. Positivity of un: First, we will see that if (un,σn) is a solution of (51), then un ≥ 0. Taking
u = (un)− = min{un, 0} ≤ 0 in (51), and using that ((un)+σn,∇((un)−)) = 0, we obtain
1
k
‖(un)−‖20 −
1
k
∫
Ω
un−1(un)− + ‖∇((un)−)‖20 = 0.
Then, using the fact that un−1 ≥ 0, one has that ‖(un)−‖21 ≤ 0, and thus un ≥ 0 in Ω.
B. Existence of solution of (51): It can be proved by using the Leray-Schauder fixed-point
theorem (see Appendix A).
Then, from parts A and B, we conclude that there exists (un,σn) solution of (51) with un ≥ 0.
In particular, taking into account that un = (un)+, we conclude that (un,σn) is also a solution
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of the scheme US, with un ≥ 0.
Part 2: Uniqueness of solution (un,σn) of the scheme US.
Let (u1n,σ1n), (u2n,σ2n) ∈ H1(Ω) × H1σ(Ω) be two possible solutions of (45). Then, defining
un = u
1
n − u2n and σn = σ1n − σ2n, one has that (un,σn) ∈ H1(Ω)×H1σ(Ω) satisfies
1
k
(un, u) + (∇un,∇u) + (u1nσn,∇u) + (unσ2n,∇u) = 0, ∀u ∈ H1(Ω), (52)
1
k
(σn,σ) + 〈Bσn,σ〉 − 2(u1n∇un,σ)− 2(un∇u2n,σ) = 0, ∀σ ∈H1σ(Ω). (53)
Taking u = un, σ =
1
2
σn in (52)-(53) and adding the resulting expressions, the terms (u1nσn,∇un)
cancel, and using the fact that
∫
Ω
un = 0, one obtains
1
2k
‖(un,σn)‖20 +
1
2
‖(un,σn)‖21 ≤ ‖un‖L3
(
‖σ2n‖L6‖∇un‖0 + ‖∇u2n‖0‖σn‖L6
)
≤ C‖un‖1/20 ‖un‖1/21
(
‖σ2n‖1‖un‖1 + ‖u2n‖1‖σn‖1
)
≤ 1
4
‖(un,σn)‖21 + C‖un‖20 ‖(u2n,σ2n)‖41.
Therefore, assuming hypothesis (50), one has ‖(un,σn)‖1 = 0, thus u1n = u2n and σ1n = σ2n.
Remark 4.5. In the case of 2D domains, using estimate (69) (see Theorem 4.22 below), the
uniqueness restriction (50) can be relaxed to kK20 small enough, where K0 is the constant ap-
pearing in (69) depending on data (Ω, u0,σ0), but it is independent of k and n.
4.1.3 Energy-Stability and uniform weak estimates
Definition 4.6. A numerical scheme with solution (un,σn) is called energy-stable with respect
to the energy E(u,σ) given in (33) if this energy is time decreasing, that is,
E(un,σn) ≤ E(un−1,σn−1), ∀n. (54)
Lemma 4.7. (Unconditional energy-stability) The scheme US is unconditionally energy-
stable with respect to E(u,σ). In fact, for any (un,σn) solution of scheme US, the following
discrete energy law holds
δtE(un,σn)+k
2
‖δtun‖20 +
k
4
‖δtσn‖20 + ‖∇un‖20 +
1
2
‖σn‖21 = 0. (55)
Proof. Taking u = un in (45)1 and σ = 12σn in (45)2 and adding the resulting expressions, the
chemotaxis and production terms cancel, obtaining (55).
Remark 4.8. Comparing the energy law (27) and the discrete version (55), we can say that the
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scheme US introduces the following two first order “numerical dissipation terms”:
k
2
‖δtun‖20 and
k
4
‖δtσn‖20.
Starting from the (local in time) discrete energy law (55), global in time estimates of the scheme
US will be deduced. We will denote by C,Ci,Ki to different positive constants possibly depend-
ing on the continuous data (u0,σ0,Ω), but independent of time size k and time step n.
Theorem 4.9. (Uniform weak estimates for (un,σn)) Let (un,σn) be a solution of the
scheme US. Then, the following estimates hold
‖(un,σn)‖20 + k
n∑
m=1
‖(uˆm,σm)‖21 ≤ K0, ∀n ≥ 1. (56)
Proof. It suffices adding (55) from m = 1, · · · , n and bound the initial energy.
Corollary 4.10. (Uniform strong estimates for vn) If vn = vn(u2n) is the solution of (46)
and vˆn = vn −m20, then
‖vn‖21 + k
n∑
m=1
‖vˆm‖22 ≤ K1, ∀n ≥ 1. (57)
Proof. Rewriting (46) as
δtvˆn −∆vˆn + vˆn = (uˆn + 2m0)uˆn
and testing by vˆn one has
δt‖vˆn‖20 + ‖vˆn‖21 ≤ C‖(uˆn + 2m0)‖2L3/2‖uˆn‖2L6 ≤ C‖uˆn‖21.
By adding from m = 1, · · · , n and using (56), one has
‖vˆn‖20 + k
n∑
m=1
‖vˆm‖21 ≤ K, ∀n ≥ 1.
Finally, since σn = ∇vn, then (57) holds from (56) and this last estimate.
4.1.4 Convergence to weak solutions
Starting from the previous stability estimates, following the ideas of [13] the convergence towards
weak solutions as k → 0 can be proved. For this, let us to introduce the functions:
• (u˜k, σ˜k) are continuous functions on [0,+∞), linear on each interval (tn−1, tn) and equal
to (un,σn) at t = tn, for all n ≥ 0;
• (uk,σk) are the piecewise constant functions taking values (un,σn) on (tn−1, tn], for all
n ≥ 1.
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Theorem 4.11. (Convergence of (u,σ)) There exist a subsequence (k′) of (k), with k′ ↓ 0, and
a weak solution (u,σ) of (3) in (0,+∞), such that (u˜k′ −m0, σ˜k′) and (uk′ −m0,σk′) converge
to (u − m0,σ) weakly-? in L∞(0,+∞;L2(Ω) × L2(Ω)), weakly in L2(0,+∞;H1(Ω) ×H1(Ω))
and strongly in L2(0, T ;L2(Ω)×L2(Ω)), for any T > 0.
Proof. Observe that (45) can be rewritten as:
( d
dt
u˜k(t), u
)
+ (∇uk(t),∇u) + (uk(t)σk(t),∇u) = 0, ∀u = u(t), for t ∈ [0,+∞) \ {tn},( d
dt
σ˜k(t),σ
)
+ 〈Bσk(t),σ〉 − 2(uk(t)∇uk(t),σ) = 0, ∀σ = σ(t), for t ∈ [0,+∞) \ {tn},
(58)
where u(t)|In = un ∈ H1(Ω) and σ(t)|In = σn ∈H1σ(Ω), with In := [tn−1, tn]. From Theorem 4.9
we have that (u˜k, σ˜k) and (uk,σk) are bounded in L∞(0,+∞;L2(Ω)×L2(Ω))∩L2(0, T ;H1(Ω)×
H1(Ω)). Moreover, using (55), it is not difficult to prove that u˜k−uk and σ˜k−σk converge to 0 in
L2(0, T ;L2(Ω)) as k → 0, for any T > 0. More precisely, we have ‖u˜k−uk, σ˜k−σk‖L2(0,T ;L2(Ω)) ≤
(C0k/3)
1/2. Therefore, there exist a subsequence (k′) of (k) and limit functions u and σ verifying
the following convergence as k′ → 0:
(u˜k′ −m0, σ˜k′), (uk′ −m0,σk′)→ (u−m0,σ) in
{
L∞(0,+∞;L2(Ω)×L2(Ω))-weak*
L2(0,+∞;H1(Ω)×H1(Ω))-weak.
On the other hand, one can deduce that ddt(u˜k′ , σ˜k′) is bounded in L
4/3(0, T ;H1(Ω)′×H1(Ω)′).
Therefore, a compactness result of Aubin-Lions type implies that the sequence (u˜k′ , σ˜k′) is com-
pact in L2(0, T ;L2(Ω) × L2(Ω)) for any T > 0. This implies the strong convergence of both
subsequences (u˜k, σ˜k) and (uk,σk) in L2(0, T ;L2(Ω)×L2(Ω)); and passing to the limit in (58),
one obtains that (u,σ) satisfies (30)-(31). Now, in order to obtain that (u,σ) satisfies the energy
inequality (32), we test (58)1 by u = uk(t) and (58)2 by σ = 12σk(t), and taking into account
that u˜k|In = un + tn−tk (un−1 − un) (and σ˜k is defined in the same way), one has
d
dt
(
1
2
‖u˜k(t)‖20 +
1
4
‖σ˜k(t)‖20
)
+ (tn − t)‖(δtun, δtσn)‖20 + ‖∇uk(t)‖20 +
1
2
‖σk(t)‖21 = 0,
for any t ∈ (tn−1, tn), which implies that
d
dt
E(u˜k(t), σ˜k(t)) + ‖∇uk(t)‖20 +
1
2
‖σk(t)‖21 ≤ 0, for t ∈ [0,+∞) \ {tn}. (59)
Then, integrating (59) in time from t0 to t1, with any t0 < t1 ∈ [0,+∞), and taking into account
that ∫ t1
t0
d
dt
E(u˜k(t), σ˜k(t)) = E(u˜k(t1), σ˜k(t1))− E(u˜k(t0), σ˜k(t0)) ∀t0 < t1,
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since E(u˜k(t), σ˜k(t)) is continuous in time, we deduce
E(u˜k(t1), σ˜k(t1))− E(u˜k(t0), σ˜k(t0)) +
∫ t1
t0
(‖∇uk(t)‖20 +
1
2
‖σk(t)‖21)dt ≤ 0, ∀t0 < t1. (60)
Now, we will prove that
E(u˜k′(t), σ˜k′(t))→ E(u(t),σ(t)) a.e. t ∈ [0,+∞). (61)
Indeed, for any T > 0,
‖E (u˜k′(t), σ˜k′(t))− E(u(t),σ(t))‖L1(0,T ) =
∫ T
0
|E(u˜k′(t), σ˜k′(t))− E(u(t),σ(t))|dt
=
∫ T
0
∣∣∣∣12 (‖u˜k′(t)‖20 − ‖u(t)‖20)+ 14 (‖σ˜k′(t)‖20 − ‖σ(t)‖20)
∣∣∣∣ dt
≤ 1
2
‖u˜k′ − u‖L2(0,T ;L2)
(
‖u˜k′‖L2(0,T ;L2) + ‖u‖L2(0,T ;L2)
)
+
1
4
‖σ˜k′ − σ‖L2(0,T ;L2)
(
‖σ˜k′‖L2(0,T ;L2) + ‖σ‖L2(0,T ;L2)
)
. (62)
Taking into account that (u˜k′ , σ˜k′) → (u,σ) strongly in L2(0, T ;L2(Ω)) for any T > 0, from
(62) we conclude that E(u˜k′(t), σ˜k′(t))→ E(u(t),σ(t)) strongly in L1(0, T ) for all T > 0, which
implies (61). In particular, owing to (61), one has
lim inf
k′→0
[
E(u˜k′(t1), σ˜k′(t1))− E(u˜k′(t0), σ˜k′(t0))
]
= E(u(t1),σ(t1))− E(u(t0),σ(t0)),
a.e. t1, t0 : t1 ≥ t0 ≥ 0. On the other hand, since (uk′ ,σk′)→ (u,σ) weakly in L2(0, T ;H1(Ω)×
H1(Ω)), one has
lim inf
k′→0
∫ t1
t0
(‖∇uk′(t)‖20 +
1
2
‖σk′(t)‖21)dt ≥
∫ t1
t0
(‖∇u(t)‖20 +
1
2
‖σ(t)‖21)dt ∀t1 ≥ t0 ≥ 0.
Finally, taking lim inf as k′ → 0 in the inequality (60), the energy inequality (32) is deduced.
Analogously, if we introduce the functions:
• v˜k are continuous functions on [0,+∞), linear on each interval (tn−1, tn) and equal to vn,
at t = tn, n ≥ 0;
• vk are the piecewise constant functions taking values vn on (tn−1, tn], n ≥ 1,
the following result can be proved:
Lemma 4.12. (Convergence of v) There exist a subsequence (k′) of (k), with k′ ↓ 0, and
a strong solution v of (4) in (0,+∞), such that v˜k′ − m20 and vk′ − m20 converge to v − m20
weakly-? in L∞(0,+∞;H1(Ω)), weakly in L2(0,+∞;H2(Ω)) and strongly in L2(0, T ;H1(Ω)) ∩
C([0, T ];Lp(Ω)), for 1 ≤ p < 6 and any T > 0.
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Proof. Observe that (46) can be rewritten as:
d
dt
v˜k(t) +Avk(t) = (uk(t))
2 for t ∈ [0,+∞) \ {tn}. (63)
From estimate (57), v˜k and vk are bounded in L∞(0,+∞;H1(Ω)) ∩ L2(0, T ;H2(Ω)). Moreover,
it is not difficult to prove that v˜k−vk → 0 in L2(0, T ;H1(Ω)) as k → 0, for any T > 0. Therefore,
there exist a subsequence (k′) of (k) and a limit function v satisfying the following convergence
as k′ → 0:
v˜k′ −m20, vk′ −m20 → v −m20 in
{
L∞(0,+∞;H1(Ω))-weak*
L2(0,+∞;H2(Ω))-weak.
On the other hand, one can deduce that ddt v˜k′ is bounded in L
4/3(0, T ;L2(Ω)). Therefore, a
compactness result of Aubin-Lions type implies that v˜k′ → v in L2(0, T ;H1(Ω))∩C([0, T ];Lp(Ω)),
for 1 ≤ p < 6. As before, this strong convergence is satisfied by both subsequences v˜k and vk.
Finally, passing to the limit in (63), we obtain that v satisfies (23).
4.2 Uniform strong estimates
In this section, global in time estimates in strong and more regular norms for (un,σn) any
solution of the scheme US will be obtained. We will again denote by C,Ci,Ki to different
positive constants possibly depending on the continuous data (u0,σ0,Ω), but independent of
time size k and time step n.
First, we are going to show H2-regularity for (un,σn).
Proposition 4.13. Let (un−1,σn−1) ∈ H1(Ω)×H1σ(Ω). If (un,σn) ∈ H1(Ω)×H1σ(Ω) is any
solution of the scheme US, then (un,σn) ∈ H2(Ω) ×H2(Ω). Moreover, the following estimate
holds
‖(uˆn,σn)‖2 ≤ C
(‖(δtuˆn, δtσn)‖0 + ‖(uˆn,σn)‖31 + ‖(uˆn,σn)‖1) . (64)
Proof. Recall that we have assumed the H2 and H3-regularity of problem (9) and (10), which
imply the H2-regularity of problem (11) in the case of f = ∇h for some h ∈ H1(Ω). Moreover,
observe that schemeUS can be rewritten in terms of (uˆn,σn) and the operators Â and B (defined
in (9) and in (11), respectively) as Âuˆn = −δtuˆn +∇ · ((uˆn +m0)σn),Bσn = ∇(−δtvn + (uˆn +m0)2).
Now, since (uˆn,σn) ∈ H1(Ω) ×H1σ(Ω) ↪→ L6(Ω) × L6(Ω), then ∇ · ((uˆn + m0)σn) ∈ L3/2(Ω),
hence from classical elliptic regularity uˆn ∈W 2,3/2(Ω). In particular, since uˆn ∈W 2,3/2(Ω), then
∇uˆn ∈W1,3/2(Ω) ↪→ L3(Ω), and therefore ∇(uˆn+m0)2 ∈ L2(Ω). Thus, using the H2-regularity
of problem (11), one has that σn ∈ H2(Ω). Finally, taking into account that σn ∈ H2(Ω) and
uˆn ∈W 2,3/2(Ω), then ∇ · ((uˆn +m0)σn) ∈ L2(Ω), hence we conclude that uˆn ∈ H2(Ω).
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Besides, from (12)-(13), the interpolation inequality (15), and using the Hölder and Young in-
equalities, one has
‖uˆn‖2 ≤ C (‖δtuˆn‖0 + ‖uˆn∇ · σn‖0 + ‖σn · ∇uˆn‖0 + ‖σn‖1)
≤ C(‖δtuˆn‖0 + ‖σn‖1) + 1
2
‖σn‖2 + 1
4
‖uˆn‖2 + C‖uˆn‖21‖σn‖1 + C‖uˆn‖1‖σn‖21, (65)
‖σn‖2 ≤ C (‖δtσn‖0 + ‖uˆn∇uˆn‖0 + ‖uˆn‖1) ≤ C (‖δtσn‖0 + ‖uˆn‖1) + 1
4
‖uˆn‖2 + C‖uˆn‖31. (66)
Then, adding (65) and (66), one arrives at (64).
From Proposition 4.13, we can consider the following pointwise differential formulation of the
scheme US: {
δtuˆn + Âuˆn = ∇ · ((uˆn +m0)σn) a.e. x ∈ Ω,
δtσn +Bσn = 2(uˆn +m0)∇uˆn a.e. x ∈ Ω.
(67)
Lemma 4.14. (Strong inequality for (un,σn)) It holds
δt‖(uˆn,σn)‖21 + ‖(uˆn,σn)‖22 + ‖(δtuˆn, δtσn)‖20 ≤ C1
(
‖(uˆn,σn)‖21
)d
+ C2‖(uˆn,σn)‖21 (68)
where d = 2 for 2D domains and d = 3 for 3D domains.
Proof. By testing (67)1 by Âuˆn + δtuˆn and (67)2 by Bσn + δtσn, bounding the right hand side
using either (14) in 2D or (15) in 3D, the H2-inequality ‖(uˆn,σn)‖2 ≤ C ‖(Âuˆn, Bσn)‖0 and
the Young inequality, one has
δt‖(uˆn,σn)‖21 + ‖(δtuˆn, δtσn)‖20 + ‖(Âuˆn, Bσn)‖20
≤ C(‖(uˆn +m0)(σn + uˆn)‖21 ≤ C
(
‖(uˆn +m0,σn)‖21
)d/2‖(uˆn,σn)‖2
≤ 1
2
‖(Âuˆn, Bσn)‖20 + C1
(
‖(uˆn,σn)‖21
)d
+ C2‖(uˆn,σn)‖21
hence (68) holds.
Corollary 4.15. (Strong estimates for (un,σn)) Let (u0, v0) ∈ H1(Ω)×H2(Ω). Assuming
the following regularity criterion:
‖(un,σn)‖21 ≤ K0, ∀n ≥ 0, (69)
then the following estimate holds
k
n∑
m=1
(
‖(uˆm,σm)‖22 + ‖(δtuˆm, δtσm)‖20
)
≤ K1, ∀n ≥ 1. (70)
Proof. From (68) and (69)
δt‖(uˆn,σn)‖21 + ‖(uˆn,σn)‖22 + ‖(δtuˆn, δtσn)‖20 ≤ C ‖(uˆn,σn)‖21
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hence by applying (56) the estimate (70) is deduced.
Corollaries 4.10 and 4.15 and the equality σn = ∇vn yield to
Corollary 4.16. (Strong estimates for vn) Let vn be the solution of (46). Under the hypoth-
esis of Corollary 4.15, the following estimate holds
‖vn‖22 + k
n∑
m=1
‖vˆm‖23 ≤ K2, ∀n ≥ 1.
4.3 Uniform regular estimates
Denote by u˜n = δtun and σ˜n = δtσn. Then, by making the time discrete derivative of (45), and
using the equality δt(anbn) = (δtan)bn−1 + an(δtbn), we obtain that (u˜n, σ˜n) satisfies{
(δtu˜n, u) + (∇u˜n,∇u) + (u˜nσn−1,∇u) + (unσ˜n,∇u) = 0, ∀u ∈ H1(Ω),
(δtσ˜n,σ) + 〈Bσ˜n,σ〉 = 2(u˜n∇un−1,σ) + 2(un∇u˜n,σ), ∀σ ∈ H1(Ω).
(71)
Lemma 4.17. (Weak inequality for (u˜n, σ˜n)). It holds
δt
(
1
2
‖u˜n‖20 +
1
4
‖σ˜n‖20
)
+
1
4
‖(u˜n, σ˜n)‖21 ≤ C‖(u˜n, σ˜n)‖20. (72)
Proof. Taking u = u˜n and σ =
1
2
σ˜n in (71) and adding the resulting expressions, the terms
(unσ˜n,∇u˜n) cancel, and taking into account (5) because
∫
Ω
u˜n = 0, one has
δt
(
1
2
‖u˜n‖20 +
1
4
‖σ˜n‖20
)
+
1
2
‖(u˜n, σ˜n)‖21
≤ ‖u˜n‖L3‖σn−1‖L6‖∇u˜n‖0 + ‖u˜n‖L6‖σ˜n‖L3‖∇un−1‖0
≤ 1
4
‖(u˜n, σ˜n)‖21 + C ‖(u˜n, σ˜n)‖20,
where (15) and (69) have been used in the last inequality. Consequently estimate (72) holds.
Corollary 4.18. (Regular estimates for (un,σn)) Assume that (u0,σ0) ∈ H2(Ω)×H2(Ω).
Under the hypothesis of Corollary 4.15, the following estimates hold
‖(δtun, δtσn)‖20 + k
n∑
m=1
‖(δtum, δtσm)‖21 ≤ C1, ∀n ≥ 1, (73)
‖(un,σn)‖2 ≤ C2, ∀n ≥ 0. (74)
Remark 4.19. In particular, from (74) one has ‖(un,σn)‖L∞ ≤ C3 for all n ≥ 0.
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Proof. Observe that from (45) one has that, for all (u,σ) ∈ H1(Ω)×H1σ(Ω),{
(δtu1, u) + (∇(u1 − u0),∇u) + (∇u0,∇u) = −(u1(σ1 − σ0),∇u)− (u1σ0,∇u),
(δtσ1,σ) + 〈B(σ1 − σ0),σ〉+ 〈Bσ0,σ〉 = 2(u1∇(u1 − u0),σ) + 2(u1∇u0,σ).
(75)
Then, testing (75) by u = δtu1, σ = 12δtσ1 and adding, the terms
1
k (u1∇(u1 − u0),σ1 − σ0)
cancel, and using the Hölder and Young inequalities and (69), we deduce
‖(δtu1, δtσ1)‖20 ≤ C ‖(u0,σ0)‖22. (76)
Therefore, estimate (73) is deduced from (72) and using (70) and (76). Finally, from (56), (64),
(69) and (73), it holds (74).
Corollaries 4.10 and 4.18 and the equality σn = ∇vn yield to
Corollary 4.20. (More regular estimates for vn) Let vn be the solution of (46). Under
hypothesis of Corollary 4.18, the following estimate holds
‖vn‖23 ≤ C4, ∀n ≥ 0.
4.3.1 Proof of (69) in 2D domains
In this section, the validity of the estimate (69) in 2D domains will be proved. With this aim,
an auxiliary result will be first considered.
Proposition 4.21. Let (un,σn) be any solution of the scheme US defined in 2D domains. Then,
the following estimate holds
‖(un,σn)‖21 ≤ C‖(un−1,σn−1)‖21. (77)
Proof. Taking u = un − un−1 and σ = 1
2
(σn − σn−1) in (45), and recalling that using (49) the
equality ‖un‖21 − ‖un−1‖21 = ‖∇un‖20 − ‖∇un−1‖20 holds, one has
1
4
‖(un,σn)‖21 −
1
2
‖(un−1,σn−1)‖21 +
1
4
‖(un − un−1, σn − σn−1)‖21
≤ |(un∇un,σn − σn−1)− (unσn,∇(un − un−1))| = |(un,σn · ∇un−1 −∇un · σn−1)|
= |(un, (σn − σn−1) · ∇un−1 − (∇un −∇un−1) · σn−1)|. (78)
Then, by using the Hölder and Young inequalities as well as the 2D interpolation inequality (14)
and estimate (56), we find
|(un, (σn − σn−1) · ∇un−1 − (∇un −∇un−1) · σn−1)|
≤ ‖un‖L4
(
‖∇un−1‖0‖σn − σn−1‖L4 + ‖∇(un − un−1)‖0‖σn−1‖L4
)
≤ 1
8
‖(un − un−1,σn − σn−1)‖21 +
1
8
‖un‖21 + C‖(un−1,σn−1)‖21. (79)
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Therefore, from (78)-(79), it follows that
1
8
‖(un,σn)‖21 ≤
(
1
2
+ C
)
‖(un−1,σn−1)‖21,
hence (77) is deduced.
Theorem 4.22. Let (un,σn) be a solution of the scheme US defined in 2D domains. Then, the
estimate (69) holds.
Proof. From (68) and (77), one can deduce
δt‖(uˆn,σn)‖21 + ‖(Âuˆn, Bσn)‖20 ≤ C‖(uˆn−1,σn−1)‖41 + C‖(uˆn−1,σn−1)‖21.
Then, taking into account (56), Corollary 2.4 can be applied and (69) is deduced.
4.4 Error estimates
We will obtain error estimates for the scheme US with respect to a sufficiently regular solution
(u,σ) of (3) and v of (4). For any final time T > 0, let us consider a fixed partition of [0, T ]
given by (tn = nk)Nn=0, where k = T/N > 0 is the time step. We will denote by C,Ci,Ki to
different positive constants possibly depending on the continuous solution (u, v,σ = ∇v), but
independent of time size k and the length of the time interval T , giving the dependence of T
explicitly. We introduce the following notations for the errors in t = tn:
enu = u(tn)− un, enσ = σ(tn)− σn and env = v(tn)− vn,
and for the discrete norms:
‖(en)‖2l∞X := max
n=1,··· ,N
‖en‖2X , ‖(en)‖2l2X := k
N∑
n=1
‖en‖2X .
4.4.1 Error estimates in weak norms for (enu, enσ)
Subtracting (3) at t = tn and the scheme US, then (enu, enσ) satisfies
(δte
n
u, u) + (∇enu,∇u) + (enuσ(tn) + unenσ,∇u) = (ξn1 , u), ∀u ∈ H1(Ω), (80)
(δte
n
σ,σ) + 〈Benσ,σ〉 = 2(enu∇u(tn) + un∇enu,σ) + (ξn2 ,σ), ∀σ ∈H1σ(Ω), (81)
where ξn1 , ξn2 are the consistency errors:
(ξn1 , ξ
n
2 ) = δt(u(tn),σ(tn))− (ut(tn),σt(tn)) = −
1
k
∫ tn
tn−1
(t− tn−1)(utt(t),σtt(t))dt.
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Theorem 4.23. Let (un,σn) be a solution of the scheme US and assume the following regularity
for the exact solution (u,σ) of (3):
(u,σ) ∈ L∞(0,+∞;H1(Ω)×H1(Ω)) and (utt,σtt) ∈ L2(0,+∞;H1(Ω)′ ×H1σ(Ω)′). (82)
Assuming that
k ‖(∇u,∇ · σ)‖4L∞(L2) is small enough, (83)
then the following error estimate holds
‖(enu, enσ)‖2l∞L2∩l2H1 ≤ K1T exp(K2T ) k2. (84)
Proof. Since u0 = u(t0), then
∫
Ω e
n
u =
∫
Ω e
0
u = 0. Moreover, taking u = enu in (80), σ =
1
2
enσ in
(81), and adding the resulting expressions, the terms (unenσ,∇enu) cancel, and using the Hölder
and Young inequalities and (15), one obtains
δt
(
1
2
‖enu‖20 +
1
4
‖enσ‖20
)
+
1
2
‖(enu, enσ)‖21
≤ 1
4
‖(enu, enσ)‖21 + C‖(ξn1 , ξn2 )‖2(H1)′×(H1σ)′ + C‖(∇u(tn),∇ · σ(tn))‖
4
0‖enu‖20. (85)
Using the Hölder inequality, one can bound
C‖(ξn1 , ξn2 )‖2(H1)′×(H1σ)′ ≤ Ck
∫ tn
tn−1
‖(utt(t),σtt(t))‖2(H1)′×(H1σ)′dt. (86)
Therefore, from (85) and (86),
δt
(
1
2
‖enu‖20 +
1
4
‖enσ‖20
)
+
1
4
‖(enu, enσ)‖21
≤ Ck
∫ tn
tn−1
‖(utt(t),σtt(t))‖2(H1)′×(H1σ)′dt+ C‖(∇u,∇ · σ)‖
4
L∞(L2)‖enu‖20. (87)
Then, multiplying (87) by k and adding from n = 1 to n = r (recall that e0u = e0σ = 0):[
1
4
− Ck‖(∇u,∇ · σ)‖4L∞L2
]
‖(eru, erσ)‖20 +
k
4
r∑
n=1
‖(enu, enσ)‖21
≤ Ck2‖(utt,σtt)‖2L2((H1)′×(H1σ)′)dt+ C‖(∇u,∇ · σ)‖
4
L∞L2k
r−1∑
n=0
‖(enu, enσ)‖20. (88)
Therefore, by applying hypothesis (83) and taking into account (82), we can use the discrete
Gronwall Lemma (see [11], p. 369) in (88) concluding (84).
Remark 4.24. From (84), one deduces that ‖(un,σn)‖21 ≤ K1T exp(K2T ), for all n = 1, ..., N .
In particular, this fact implies that in 3D domains, for finite time, the hypothesis (50) assuring
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the uniqueness of solution (un,σn) can be relaxed to k (K1T exp(K2T ))2 small enough.
4.4.2 Error estimates in strong norms for vn
Subtracting (4) at t = tn and (46), then env satisfies
δte
n
v +Ae
n
v = (u(tn) + un)e
n
u + ξ
n
3 a.e. x ∈ Ω, (89)
where ξn3 is the consistency error associated to (46), that is,
ξn3 = δt(v(tn))− vt(tn) = −
1
k
∫ tn
tn−1
(t− tn−1)vtt(t)dt. (90)
Theorem 4.25. Under hypotheses of Theorem 4.23. Let vn be the solution of (46) and assume
the following regularity for the exact solution v of (4):
vtt ∈ L2(0,+∞;H1(Ω)′). (91)
Then the following error estimate holds
‖env‖2l∞H1∩l2H2 ≤ K3T exp(K4T ) k2. (92)
Proof. Since enσ = ∇env , taking into account (84), it suffices to prove(∫
Ω
env
)2
≤ K3T exp(K4T ) k2, ∀n ≥ 0. (93)
With this aim, integrating (89) in Ω,
δt
(∫
Ω
env
)
+
∫
Ω
env =
∫
Ω
(u(tn) + un)e
n
u +
∫
Ω
ξn3 . (94)
Multiplying (94) by k
(∫
Ω
env
)
and using (90), one has
(1 +
k
2
)
(∫
Ω
env
)2
−
(∫
Ω
en−1v
)2
≤ C k ‖u(tn) + un‖20‖enu‖20 + C k2 |Ω|
∫ tn
tn−1
‖vtt(t)‖2(H1)′ .
Then, adding from n = 1 to n = r and taking into account that u(tn) + un is bounded in l∞L2,
we obtain (recall that e0v = 0)(∫
Ω
erv
)2
+ k
r∑
n=1
(∫
Ω
env
)2
≤ C k2‖vtt(t)‖2L2(H1)′ + C k
r∑
n=1
‖enu‖20. (95)
Thus (93) is deduced, using (91) and (84) in (95).
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5 A linear scheme
In this section, we propose the following first-order in time, linear coupled scheme for (3):
• Scheme LC :
Initialization: We take (u0, v0) = (u(0), v(0)) and σ0 = ∇v0.
Time step n: Given (un−1,σn−1) ∈ H1(Ω)×H1σ(Ω), compute (un,σn) ∈ H1(Ω)×H1σ(Ω)
solving {
(δtun, u) + (∇un,∇u) = −(un−1σn,∇u), ∀u ∈ H1(Ω),
(δtσn,σ) + 〈Bσn,σ〉 = 2(un−1∇un,σ), ∀σ ∈H1σ(Ω).
(96)
Once solved the scheme LC, given vn−1 ∈ H2(Ω) with vn−1 ≥ 0, then vn = vn(u2n) ∈ H2(Ω) can
be recovered by solving (46).
5.1 Conservation, unconditional well-posedness and energy-stability
First of all, notice that scheme LC is also u-conservative (satisfying (49)).
Theorem 5.1. (Unconditional well-posedness) There exists a unique (un,σn) solution of
the scheme LC.
Proof. Let (un−1,σn−1) ∈ H := H1(Ω) ×H1σ(Ω) be given, and consider the following bilinear
form a : H×H→ R, and the linear operator l : H→ R given by
a((un,σn), (u,σ)) =
2
k
(un, u) +
1
k
(σn,σ) + 2(∇un,∇u) + 〈Bσn,σ〉
+2(un−1σn,∇u)− 2(un−1∇un,σ),
l((u,σ)) =
2
k
(un−1, u) +
1
k
(σn−1,σ),
for all (un,σn), (u,σ) ∈ H. Then, using the Hölder inequality and Sobolev embeddings, we can
verify that a(·, ·) is continuous and coercive on H, and l ∈ H′. Thus, from Lax-Milgram theorem,
there exists a unique (un,σn) ∈ H such that
a((un,σn), (u,σ)) = l((u,σ)), ∀(u,σ) ∈ H.
By taking alternatively σ = 0 and u = 0, one has that (un,σn) is the unique solution of (96).
Moreover, following the proof of Lemma 4.7, the unconditional energy-stability of the scheme
LC can be proved.
Lemma 5.2. (Unconditional energy-stability) The scheme LC is unconditionally energy-
stable with respect to E(u,σ). In fact, the discrete energy law (55) holds.
Remark 5.3. By considering a fully discrete Finite Element scheme associated to LC, then its
unconditional well-posedness and energy-stability can be proved following line by line Theorem 5.1
and Lemma 5.2, respectively.
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Remark 5.4. Uniform weak estimates for the solution (un,σn) of the scheme LC can be proved
analogously to Theorem 4.9. Moreover, assuming the H2-regularity of problem (11) (and even
in the case that the right hand side is not the gradient of a function), strong and more regular
uniform estimates for (un,σn) can be deduced as in Subsections 4.2 and 4.3.
Remark 5.5. The positivity of un in the scheme LC is not clear. In fact, in the numerical
simulations of Subsection 6.1 below, very negative cell densities are obtained even when h → 0,
where h > 0 is the spatial mesh size.
5.2 Error estimates
Theorem 5.6. (Error estimates in weak norms for (un,σn)). Let (un,σn) be the solution
of the scheme LC, and assume the regularity (82). Then, the a priori error estimate (84) holds.
Proof. The proof follows the same steps of Theorem 4.23. But, in this case, the hypothesis of
small time step (83) used in order to apply the Discrete Gronwall Lemma is not needed, since
the “semi-explicit” form of the terms (un−1σn,∇u) and (un−1∇un,σ) allow to bound them in a
suitable way.
Moreover, although in this linear scheme LC the relation σn = ∇vn is not clear, it will be
possible to obtain error estimates for vn.
Theorem 5.7. (Error estimates in strong norms for vn). Under hypothesis of Theorem
5.6. Let vn be the solution of (46) (corresponding to the scheme LC), and assume the regularity:
vtt ∈ L2(0,+∞;L2(Ω)). (97)
Then, the a priori error estimate holds:
‖env‖2l∞H1∩l2H2 ≤ C1(T ) k2 + C2(T )3/2k5/2 (98)
where Ci(T ) = K1T exp(K2T ).
Proof. Since in the scheme LC the relation σn = ∇vn is not clear, we will argue in a different
way of Theorem 4.25. Indeed, testing (89) by Aenv , and using the Hölder and Young inequalities,
one obtains
1
2
δt
(‖env‖21)+ 12‖Aenv‖20 ≤ C ‖u(tn) + un‖2L3‖enu‖21 + C ‖ξn3 ‖20. (99)
Observe that from (84) it follows that
r∑
n=1
‖u(tn)− un‖21 ≤ C(T )k with C(T ) = K1T exp(K2T )),
which implies using (82) that
‖un‖21 ≤ C(T ) k + ‖u(tn)‖21 ≤ C(T ) k + C. (100)
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In particular, using (56) and (70),
‖un‖2L3 ≤ C ‖un‖0‖un‖1 ≤ C(T )1/2k1/2 + C.
Then, multiplying (99) by k, adding from n = 1 to n = r and using (100) (recall that e0v = 0),
‖erv‖21 + k
r∑
n=1
‖Aenv‖20 ≤
(
C(T )1/2k1/2 + C
)
k
r∑
n=1
‖enu‖21 + Ck2‖vtt‖2L2(L2). (101)
Therefore, using (97) and (84) in (101), the a priori error estimate (98) is deduced.
6 Numerical simulations
In this section some numerical simulations of the schemes described in this paper will be com-
pared. One considers a Galerkin finite element discretization in space associated to the variational
formulation of schemesUS, LC andUV, where the P1-continuous approximation is taken for uh,
σh and vh (where h is the spatial parameter). In fact, the domain Ω = (0, 2)2 has been discretized
by using a structured mesh, and all the simulations have been carried out using FreeFem++
software. The nonlinear schemes US and UV are approached by Newton’s Method, stopping
when the relative error in L2-norm is less than tol = 10−6.
6.1 Positivity
In this subsection, the schemes US and LC are compared in terms of positivity. For the fully
discretization of both schemes the positivity of the variable uh is not clear. In fact, for the
time-discrete scheme US the existence of nonnegative solution (un, vn) was proved (see Theorem
4.4 and Remark 4.1), but for the time-discrete scheme LC, although the positivity of vn can
be proved, the positivity of un is not clear. For this reason, in Figure 2, the positivity of the
variables uh and vh is compared in both schemes taking meshes increasingly thinner (h = 135 ,
h = 175 and h =
1
150). In all cases, we choose k = 10
−5 and the initial conditions (see Figure 1):
u0 = −10xy (2− x)(2− y) exp(−10(y − 1)2 − 10(x− 1)2) + 10.0001,
v0 = 200xy (2− x)(2− y) exp(−30(y − 1)2 − 30(x− 1)2) + 0.0001.
In the case of the scheme US, it can be observed that uh is negative for some x ∈ Ω in some
times tn > 0, but when h → 0 these values are closer to 0; while in the case of the scheme LC,
when h → 0 very negative cell densities uh are obtained for some x ∈ Ω in some times tn > 0
(see Figure 2(a)-(c)). On the other hand, the same behavior is observed for the minimum of vh
in both schemes. In fact, independently of h, if v0 is positive, then vh is also positive (we show
this behavior in Figure 2(d) for the case h = 135 , but the same holds for the cases h =
1
75 ,
1
150).
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(a) Initial cell density u0 (b) Initial chemical concentration v0
Figure 1 – Initial conditions.
6.2 Unconditional Stability
In this subsection, the stability with respect to the energies E(u, v) and E(u,σ), given in (25)
and (33) respectively, are numerically compared. Following line by line the proof of Lemma 4.7,
the unconditional energy-stability with respect to E(u,σ) for the fully discrete schemes corres-
ponding to schemes US and LC can be deduced. In fact, if (un,σn) is any solution of the fully
discrete schemes associated to US or LC, the following relation holds
RE(un,σn) := δtE(un,σn) + ‖∇un‖20 +
1
2
‖σn‖21 ≤ 0, ∀n. (102)
However, considering the “exact” energy E(u, v) given in (25), in the case of fully discrete schemes,
it is not clear how to prove unconditional energy-stability of schemes US, LC and UV with
respect to this energy. Therefore, it is interesting to study the behaviour of the corresponding
residual
RE(un, vn) := δtE(un, vn) + ‖∇un‖20 +
1
2
‖∆hvn‖20 +
1
2
‖∇vn‖20.
With this aim, we take k = 10−5 (in order to minimize the influence of the numerical dissipation
terms k2‖δtun‖20 and k4‖δtσn‖20), h = 125 and the initial conditions
u0 = −10xy (2− x)(2− y) exp(−10(y − 1)2 − 10(x− 1)2) + 10.0001
v0 = 20xy (2− x)(2− y) exp(−30(y − 1)2 − 30(x− 1)2) + 0.0001.
We obtain that:
(a) The schemes US and LC satisfy the energy decreasing in time property (54) for the
modified energy E(u,σ), see Figure 3(a).
(b) The schemes US and LC satisfy (102), see Figure 3(b).
(c) The schemes US, LC and UV satisfy the energy decreasing in time property for the exact
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(d) Minimum values of vh, with h = 135
Figure 2 – Minimum of uh and vh computed by using the schemes US and LC with different values of h.
energy E(u, v), that is, E(un, vn) ≤ E(un−1, vn−1) for all n, see Figure 3(c).
(d) The schemes US, LC and UV have RE(un, vn) > 0 for some tn ≥ 0. However, it is
observed that the residual RE(un, vn) in the schemes US and LC is much smaller than
the residual of the scheme UV, see Figure 3(d).
Appendix A
In order to prove the solvability of (51), we will use the Leray-Schauder fixed point theorem.
With this aim, we define the operator R : L4(Ω)×L4(Ω)→ L4(Ω)×L4(Ω) by R(u˜, σ˜) = (u,σ),
such that (u,σ) solves the following linear decoupled problems
1
k
(u, u) + (∇u,∇u) = 1
k
(un−1, u)− (u˜+σ˜,∇u), ∀u ∈ H1(Ω),
1
k
(σ,σ) + 〈Bσ,σ〉 = 1
k
(σn−1,σ)− (u˜2,∇ · σ), ∀σ ∈H1σ(Ω).
(103)
1. R is well defined. Let (u˜, σ˜) ∈ L4(Ω) × L4(Ω) and consider the following bilinear forms
a˜ : H1(Ω) ×H1(Ω) → R, b˜ : H1σ(Ω) ×H1σ(Ω) → R, and the linear forms l1 : H1(Ω) → R
and l2 : H1σ(Ω)→ R given by
a˜(u, u) =
1
k
(u, u) + (∇u,∇u), b˜(σ,σ) = 1
k
(σ,σ) + 〈Bσ,σ〉,
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Figure 3 – Energy-stability of the schemes US, LC and UV for both energies E(un,σn) and E(un, vn).
l1(u) =
1
k
∫
Ω
un−1u−
∫
Ω
u˜+σ˜ · ∇u¯, l2(σ) = 1
k
∫
Ω
σn−1σ −
∫
Ω
u˜2∇ · σ,
for all u, u ∈ H1(Ω) and σ,σ ∈ H1σ(Ω). Then, using the Hölder inequality and Sobolev
embeddings, we can verify that a˜ and b˜ are continuous and coercive on H1(Ω) and H1σ(Ω)
respectively, and l1 ∈ H1(Ω)′ and l2 ∈ H1σ(Ω)′. Thus, from Lax-Milgram theorem, there
exists a unique (u,σ) ∈ H1(Ω)×H1σ(Ω) ↪→ L4(Ω)×L4(Ω) solution of (103).
2. Now, let us prove that all possible fixed points of λR (with λ ∈ (0, 1]) are bounded. In
fact, observe that if (u,σ) is a fixed point of λR, then (u,σ) satisfies the coupled problem
a˜(u, u) =
λ
k
(un−1, u)− λ(u+σ,∇u), ∀u ∈ H1(Ω),
b˜(σ,σ) =
λ
k
(σn−1,σ)− λ(u2,∇ · σ), ∀σ ∈H1σ(Ω),
(104)
(because λR(u,σ) = (u,σ) implies R(u,σ) = ( 1λu,
1
λσ)). Proceeding as in Part A of the
proof of Theorem 4.4, it can be proved that if (u,σ) is a solution of (104), then u ≥ 0,
which implies that u = u+. Then, testing by u = u and σ = 12σ in (104)1 and (104)2, and
taking into account that λ ∈ (0, 1], one obtains
1
4
‖(u,σ)‖20 +
k
2
‖(∇u,σ)‖2L2×H1 ≤ Cλ2‖(un−1,σn−1)‖20 ≤ C(un−1,σn−1).
Thus, we deduce that ‖(u,σ)‖L4 ≤ C‖(u,σ)‖1 ≤ C(un−1,σn−1).
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3. We prove that R is continuous. Let {(u˜l, σ˜l)}l∈N ⊂ L4(Ω)×L4(Ω) be a sequence such that
(u˜l, σ˜l)→ (u˜, σ˜) in L4(Ω)× L4(Ω), as l→ +∞. (105)
Therefore, {(u˜l, σ˜l)}l∈N is bounded in L4(Ω) × L4(Ω), and from item 1 we deduce that
{(ul,σl) = R(u˜l, σ˜l)}l∈N is bounded in H1(Ω)×H1(Ω). Then, there exists a subsequence
{R(u˜lr , σ˜lr)}r∈N such that
R(u˜l
r
, σ˜l
r
)→ (u′,σ′) weakly in H1(Ω)×H1(Ω) and strongly in L4(Ω)×L4(Ω). (106)
Thus, from (105)-(106), a standard pass to the limit as r → +∞ in (103), allows to
deduce that R(u˜, σ˜) = (u′,σ′). Therefore, any convergent subsequence of {R(u˜l, σ˜l)}l∈N
converges to R(u˜, σ˜) strongly in L4(Ω)×L4(Ω). From uniqueness of R(u˜, σ˜), one concludes
that R(u˜l, σ˜l)→ R(u˜, σ˜) in L4(Ω)×L4(Ω). Thus, R is continuous.
4. R is compact. In fact, if {(u˜l, σ˜l)}l∈N is a bounded sequence in L4(Ω) × L4(Ω) and we
denote (ul,σl) = R(u˜l, σ˜l), then we can deduce
1
2k
‖(ul,σl)‖20 +
1
2
‖(∇ul,σl)‖2L2×H1 ≤
1
2k
‖(un−1,σn−1)‖20 +
1
2
‖u˜l‖2L4‖σ˜l‖2L4 +
1
2
‖u˜l‖4L4 ≤ C,
where C is independent of l ∈ N. Therefore, we conclude that {R(u˜l, σ˜l)}l∈N is bounded in
H1(Ω)×H1(Ω) which is compactly embedded in L4(Ω)×L4(Ω), and thus R is compact.
The hypotheses of the Leray-Schauder fixed point theorem are then satisfied, and the existence
of a fixed point for the map R is proved. This fixed point R(u,σ) = (u,σ) is a solution of (51).
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