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Oggetto di questo lavoro Ł la probabilit￿ di rovina per una compagnia as-
sicurativa considerando il processo aleatorio del rischio assicurativo per un
orizzonte temporale ￿nito.
In particolare studieremo l’ evoluzione del processo di rischio quando la com-
pagnia ha la possibilit￿ sia di riassicurare parte del rischio che di investire
nei mercati ￿nanziari. In questo contesto infatti l’evoluzione del capitale Ł
in￿uenzata sia dall’ammontare delle richieste di risarcimento che arrivano
da parte dei clienti che dalle variazioni dei prezzi dei titoli su cui la compa-
gnia sceglie di investire. Dunque la compagnia assicurativa pu￿ controllare
il processo di rischio attraverso la scelta progressiva di una politica di rias-
sicurazione e investimento, ovvero la scelta di un livello di riassicurazione e
della quantit￿ di capitale da investire.
Il controllo di un processo di rischio ￿nalizzato alla minimizzazione della pro-
babilit￿ di rovina Ł un’ area di ricerca molto attuale e molto importante per
le scienze attuariali, (si vedano Schmidli, H. (2002) ([10]),Sch￿l, M.( 2004 e
2005 )( [8], e [9]), Diasparra & Romera (2010) ([2]), Edoli & Runggaldier
(2010) ([3])).
Tuttavia riuscire concretamente a minimizzare la probabilit￿ di fallimento di
una compagnia assicurativa Ł un problema tutt’ altro che banale, in contesti
generali infatti, Ł di￿cile riuscire a determinare una formula esplicita per
tale probabilit￿, cos￿ come Ł molto oneroso implementare un programma che
fornisca una soluzione a tale problema.
Per poter superare questi ostacoli, un approccio usato nella teoria della rovi-
na, Ł quello di determinare delle disuguaglianze per la probabilit￿ di rovina.
Tali disuguaglianze vengono poi utilizzate per determinare dei con￿ni supe-
riori alla probabilit￿ di fallimento. Alla luce di ci￿, l’obiettivo diventa quello
di determinare le politiche che minimizzano tali con￿ni, nella speranza che,
cos￿ facendo, si determini al tempo stesso la politica che minimizza il rischio.
I con￿ni superiori trovati in questa tesi possono per￿ non risultare partico-
larmente utili come con￿ni per la probabilit￿ di rovina in quanto non Ł detto
che questi siano inferiori di 1.
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Il vantaggio che deriva per￿ dal minimizzare tali con￿ni superiori Ł che, men-
tre l’e￿ettiva soluzione ottima Ł di￿cile da determinare in quanto Ł una solu-
zione di tipo closed-loop feedback (ossia si basa, oltre che sull’ informazione
disponibile, anche sugli e￿etti che il controllo pu￿ avere sull’ andamento fu-
turo del processo), la politica che minimizza il nostro con￿ne superiore Ł una
politica miope, ovvero una politica che in ogni istante decisionale minimizza
la probabilit￿ di rovina localmente, senza considerare gli e￿etti che essa pu￿
avere sull’evoluzione futura del processo, ed ha dunque una struttura piø
semplice.
Gli elementi stocastici che in￿uenzano l’evoluzione del processo di rischio so-
no, pertanto, gli istanti temporali in cui avvengono i cambiamenti (istanti di
salto), l’ammontare delle richieste di risarcimento, e le variazioni dei prezzi
dei titoli su cui la compagnia investe.
Le richieste di risarcimento, che in seguito chiameremo claim, arrivano in
istanti di tempo casuali e anche l’ entit￿ dei claim Ł stocastica, mentre l’e-
voluzione del prezzo del titolo su cui la compagnia investe Ł usualmente
modellata come un processo a tempo continuo.
Su scale temporali di piccole dimensioni, si pu￿ assumere, senza perdita di
generalit￿, che anche l’evoluzione del prezzo del titolo cambi in istanti casuali
discreti con l’ entit￿ delle variazioni anch’ essa casuale.
Questo ci porta a supporre che gli istanti casuali in cui avvengono i cam-
biamenti ( ovvero gli istanti in cui si veri￿ca una richiesta di risarcimento o
una variazione del prezzo del titolo) siano determinati da un processo semi-
markoviano a tempo continuo.
La tesi Ł strutturata nel seguente modo. Nel primo capitolo tratteremo il
processo del rischio, nel paragrafo 1.1 daremo una breve spiegazione sul per-
chØ la compagnia assicurativa debba riassicurare e =o investire in un titolo
rischioso, nel paragrafo 1.2 de￿niremo i processi che guidano l’evoluzione del
capitale della compagnia e nel paragrafo 1.3 descriveremo la dinamica del
processo di rischio.
Nel capitolo 2,introdurremo la probabilit￿ di rovina. In particolare, dopo
aver dato le de￿nizioni e le notazioni di base ( paragrafo 2.1), nel paragrafo
2.2 determineremo una formula ricorsiva per la probabilit￿ di rovina. Quest’
ultima verr￿ utilizzata nel capitolo 3 per determinare un con￿ne superiore.
Nel capitolo 4 ci occuperemo dell’ ottimizzazione di tale con￿ne. In parti-
colare, nel paragrafo 4.1 introdurremo i problemi di controllo stocastici e i
di￿erenti tipo di controllo, mentre nel paragrafo 4.2 descriveremo l’ algoritmo
che ci permetter￿ di determinare una politica miope ottima per il problema
della minimizzazione del con￿ne superiore alla probabilit￿ di rovina.
Il capitolo 5 sar￿ interamente dedicato ad un esempio in cui verranno scelte
distribuzioni speci￿che per i processi che guidano l’evoluzione del capitale.VI
Sempre seguendo l’ impostazione dell’ esempio 1, nel capitolo 6 verranno
descritti in dettaglio l’algoritmo di policy improvement e il programma uti-
lizzato per simulare l’ andamento del capitale della compagnia.
In￿ne, nel capitolo 7 verranno esposti i risultati numerici, distinguendo nei
vari paragre￿ tra i diversi scenari possibili. Nel capitolo 8 verranno breve-
mente riepilogati i risultati ottenuti.
Nelle appendici, saranno invece inseriti i codici delle implementazioni dell’
algoritmo di policy improvement, delle funzioni necessarie, e del programma
di simulazione delle traiettorie.Indice
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Modello a orizzonte ￿nito e il
processo di rischio
1.1 Considerazioni generali sul modello
Il modello piø semplice per l’evoluzione del rischio tiene in considerazione
solo le entrate (al netto delle spese ) della compagnia assicurativa e la di-
stribuzione nel tempo delle richieste di risarcimento, che spesso chiameremo
claim, cos￿ in ogni istante temporale il capitale della compagnia Ł dato dalla
di￿erenza tra il capitale cumulato nel passato, e le richieste di risarcimento
che pervengono in quell ’istante, dunque, in un tale modello, la compagnia
assicurativa non pu￿ intervenire sul processo per evitare la rovina, in quanto
le entrate sono gi￿ ￿ssate nei contratti e i claim sono aleatori.
La compagnia ha per￿ bisogno di intervenire sul processo di rischio al ￿ne
di controllare la probabilit￿ di rovina, per far ci￿, considereremo un modello
per il processo del rischio che prende in considerazione sia la possibilit￿ di
riassicurarsi che quella di investire nei mercati ￿nanziari.
PerchØ riassicurare ?
Un qualsiasi soggetto (individuo, famiglia, impresa, ecc...) che pu￿ trovarsi
nella situazione di incorrere in certi rischi, pu￿ decidere di trasferire ad al-
tri soggetti, detti enti assicuratori, parte dei rischi. Tale trasferimento sar￿
attuato quando il rischio complessivo che il soggetto dovrebbe sopportare,
supera un livello per lui accettabile. La capacit￿ di ‘sopportare’ dei rischi,
dipende da vari fattori tra i quali ha un evidente ruolo, l’ ammontare del
proprio capitale, ( piø in generale l’ ammontare dei mezzi ￿nanziari ) che
pu￿ essere utilizzato per coprire le possibili perdite. Il trasferimento dei ri-
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schi avviene tipicamente mediante la stipulazione di opportuni contratti di
assicurazione, il soggetto che si accolla i rischi Ł dunque un assicuratore.
Anche una compagnia di assicurazione pu￿ trovarsi nelle condizioni di rite-
nere conveniente operare una riduzione della propria esposizione al rischio,
cedendo parte dei propri rischi ad un’ altro ente assicurativo, cioŁ ‘riassicu-
randosi’. Per e￿etto di tale scelta, l’ assicuratore dovr￿ pagare un prezzo per
il servizio o￿ertogli, ‘il premio di riassicurazione’, pertanto, mentre vedr￿ di-
minuire il rischio del proprio portafoglio, dovr￿ ripartire con il riassicuratore
le proprie entrate in misura dipendente dalle condizioni del contratto.
A volte, per￿, il sacri￿cio delle entrate potrebbe essere considerato eccessivo
dal management della compagnia, in particolare pu￿ accadere che, nonostan-
te, grazie alla riassicurazione, il rischio si riduca ad un livello adeguato per
la compagnia stessa, il valore atteso del patrimonio netto si riduca in una
misura cos￿ elevata da causare un aumento della probabilit￿ di rovina della
compagnia, anzichØ una diminuzione, pertanto, al ￿ne di ridurre la propria
esposizione al rischio, la compagnia potrebbe adottare strategie diverse.
In￿ne, un altro aspetto fondamentale della riassicurazione Ł quello di dare
stabilit￿ economica e ￿nanziaria alla compagnia assicurativa che decide di
riassicurarsi, proteggendo il suo surplus da shock derivanti da un numero
rilevante di richieste di risarcimento o da un evento catastrofale. Attutire
le ￿uttuazioni di tali fenomeni si traduce pertanto nel fatto di aumentare
la capacit￿ di solvibilit￿ della compagnia (ovvero la capacit￿ di tener fede
ai contratti stipulati con i clienti), diminuendone, quindi, la probabilit￿ di
rovina.
PerchØ investire ?
Un altra strada che pu￿ percorrere la compagnia assicurativa per incremen-
tare il proprio capitale Ł quella dell’ investimento nei mercati ￿nanziari.
Investire in tali mercati, per chi vuole veder crescere il proprio capitale, Ł uno
strumento tanto potente quanto pericoloso. Si Ł visto infatti, soprattutto ne-
gli ultimi anni, che investire nel mercato pu￿ non essere piø cos￿ ragionevole
e pu￿ addirittura diventare estremamente pericoloso.
Un’ alta volatilit￿ dei mercati, infatti, pu￿ portare a grossi guadagni cos￿ co-
me a perdite di entit￿ rilevante. Ovviamente, una tale scelta dipende anche
dall’ avversione (propensione) al rischio della compagnia, ma Ł evidente, che
se lo scopo Ł quello di minimizzare la probabilit￿ di rovina, allora la compa-
gnia sar￿ in un certo modo avversa al rischio, ovvero si comporter￿ in modo
da adottare una politica di investimento ‘conservativa’, in particolare pu￿
imporre dei vincoli sugli investimenti, per esempio imponendo un intervallo
all’interno del quale Ł possibile scegliere la politica di investimento.CAPITOLO 1. MODELLO E PROCESSO DI RISCHIO 3
E’ quindi naturale chiedersi se Ł opportuno investire in un determinato titolo
e in caso di risposta a￿ermativa, in che misura farlo.
Inoltre si osservi che il fallimento pu￿ derivare sia da una richiesta di claim
molto elevata, che da una variazione del prezzo del titolo a ribasso, ovvero da
perdite nel mercato ￿nanziario, ci￿ vuol dire che l’investimento nei mercati
￿nanziari Ł a sua volta una potenziale fonte di rischio.
Il nostro obiettivo Ł dunque quello di costruire un modello che preveda la
possibilit￿ sia di riassicurazione che di investimento, e scegliere strategie otti-
me di riassicurazioni e investimento che minimizzino la probabilit￿ di rovina.
Come gi￿ accennato nell’ introduzione, supporremo che gli istanti casuali in
cui avvengano i cambiamenti ( ovvero gli istanti in cui si veri￿ca una richie-
sta di claim o una variazione del prezzo del titolo) siano determinati dallo
stesso processo semi-markoviano a tempo continuo, ove un tale processo Ł
cos￿ de￿nito
De￿nizione 1.
Un processo stocastico a tempo continuo

Xt
  t 2 (0;T]
	
, a valori nello spa-
zio degli stati E, Ł Markoviano, se per ogni sequenza di valori t0 < t1 < ::: <
tn < t la distribuzione di probabilit￿ di Xt condizionata a Xt0;Xt1;:::;Xtn
dipende soltanto dallo stato Xtn , per ogni n > 0 e per ogni valore degli stati
j;i0;i1;:::;in 2 E:
P

Xt = j
 Xt0 = i0;Xt1 =i1;:::;Xtn = in
	
=P

Xt = j
 Xtn = in
	
Dalla de￿nizione di processo Markoviano si ha che la distribuzione del tempo
di permanenza nello stato i Ł di tipo esponenziale con intensit￿ i , ove tale
intensit￿ pu￿ dipendere dallo stato i in cui il processo si trova (assenza di
memoria).
Se si assume che la distribuzione di probabilit￿ del tempo di permanenza
in uno stato non sia esponenziale, ma generale, allora si ha un processo
stocastico semi-Markoviano. In questo caso le transizioni fra stati del processo
avvengono in istanti di tempo con distribuzione di probabilit￿ generale, e il
tempo di intercorrenza tra due salti, pu￿ dipendere dagli stati tra cui avviene
il salto.
Se consideriamo il processo stocastico discreto che registra il valore che il
processo assume negli istanti in cui avvengono i salti, allora ritroviamo una
catena di Markov, tale processo Ł detto catena di salti immersa ( embedded
jump chain ).
Consideriamo dunque un orizzonte temporale ￿nito T > 0. Precisamente,
per modellare gli istanti di accadimento degli eventi ( richiesta di risarcimentoCAPITOLO 1. MODELLO E PROCESSO DI RISCHIO 4
e variazione del prezzo del titolo) introduciamo il processo fKtgt>0 per t < T,
come un processo semi-Markoviano a tempo continuo (SMP) su f0;1g, ove,
Kt = 0 se in t Ł arrivata una richiesta di risarcimento, mentre Kt = 1 se in t
si Ł veri￿cata una variazione del prezzo del titolo. Dalla de￿nizione di SMP
a tempo continuo, segue che la catena di salti associata a fKtgt>0, evolve
secondo la matrice delle probabilit￿ di transizione P = jjpijjji;j2f0;1g che Ł
supposta data, e il tempo di permanenza Ł una variabile casuale la cui distri-
buzione di probabilit￿ pu￿ dipendere solo dagli stati tra cui avviene il salto.
Ritorneremo su questo punto, nelle prossime sezioni.
De￿nizione 2. Diciamo che un processo Tn Ł un processo di punto (univa-
riato),se Tn Ł una sequenza di variabili aleatorie non negative
0 = T0 < T1 < ::: < Tk < :::
che supponiamo non esplodere ossia
T1 = lim
n"+1
Tn = +1 q:c:
ove Tn Ł l’istante casuale in cui avviene l’ n salto, n > 1 . Un’ altra possibile
rappresentazione per il processo di punto Tn si ottiene considerando il pro-
cesso di conteggio (o di punto) associato, Nt , che viene de￿nito come segue
Nt = n se t 2 [Tn;Tn+1); n  0
o, equivalentemente,
Nt =
1 X
j=1
1fTjtg (1.1)
il quale conta il numero di salti che si sono veri￿cati ￿no al tempo t.
E’ cos￿ possibile ride￿nire Tn a partire da Nt come:
Tn = min

t  0
  Nt = n
	
: (1.2)
In ambito assicurativo, cos￿ come in moltri altri contesti, Ł abitudine conside-
rare il processo di punti, Nt, di tipo Poissoniano, in particolare nell’ esempio
che considereremo piø avanti, utilizzeremo proprio un processo di conteggio
di questo tipo.CAPITOLO 1. MODELLO E PROCESSO DI RISCHIO 5
De￿nizione 3. Il processo Nt , de￿nito sullo spazio di probabilit￿ ￿ltrato
(
;F;P) dotato di una ￿ltrazione Ft , Ł un processo di Poisson se
 N0 = 0;
 Nt Ł un processo ad incrementi indipendenti: Nt   Ns Ł indipendente
da Fs 8s  t ;
 Nt Ns Ł una variabile di Poisson di parametro s;t, ove generalmente
s;t =
R t
s udu e u Ł una funzione deterministica.
Il capitolo 1 Ł strutturato nel seguente modo: Nel paragrafo 1.2 introdu-
ciamo alcuni concetti fondamentali per la costruzione del modello che descrive
l’evoluzione del processo di rischio, e verranno fatte alcune assunzioni. Nella
sezione 1.3 verr￿ modellata la dinamica del processo di rischio.
1.2 Il processo di Rischio
In questa sezione costruiremo un modello in grado di descrivere la dinamica
del processo di rischio, supponendo di partire all’ istante t 2 [0;T], ove T Ł
l’ orizzonte temporale ￿ssato.
Introduciamo dunque, i processi stocastici relativi ai claim, agli intertem-
pi di accadimento e al prezzo del titolo.
Siano,
Yn per (n  1), una successione di variabili casuali indipendenti e identica-
mente distribuite (i:i:d) con densit￿ di distribuzione comune F(y). La
variabile Yn descrive l’ ammontare dell’n richiesta di risarcimento, ed
ha supporto nei reali positivi.
Zn per (n  1), una succesione di variabili casuali i:i:d: con funzione di
distribuzione (p:d:f) G(z). La variabile Zn denota il tempo di intercor-
renza tra l’(n 1) e l’n salto della catena semi-Markoviana fKTngn1.
Da ci￿ possiamo dire che le probabilit￿ di transizione della SMP fKtgt>0
sono:
P

KTn+1 = j;Zn+1  s
  KTn = i
	
= pijG(s)
Si noti che in generale, la funzione di distribuzione G(:) pu￿ dipendere
anche dagli stati corrente e futuro su cui si muove la catena di Markov.CAPITOLO 1. MODELLO E PROCESSO DI RISCHIO 6
In ci￿ che segue supporremo che ci￿ non avviene, ovvero G(:) Ł indi-
pendente da i e j.
Wn per (n  1), una successione di variabili casuali i:i:d: con funzione di
distribuzione H(w). La viariazione del prezzo del titolo,SNt, (con St
denotiamo il prezzo scontato), avviene in accordo a:
SNt+1   SNt
SNt
=
 
e
WNt+1   1

KTNt+1: (1.3)
Le variabili Wn assumono valori nell’ intervallo [w;w] con w < 0 < w.
Si noti che si pu￿ anche avere w =  1 e w = +1 .
Per semplicit￿ e senza perdita di generalit￿ consideriamo un unico titolo
di investimento, una generalizzazione immediata si pu￿ ottenere anche
per investimenti nel conto monetario.
Si osservi inoltre che dalla (1.3), supposto che KTNt+1 = 1 segue che:
Et[SNt+1] = Et[SNt + SNt(e
WNt+1   1)]
= SNt + SNtEt[e
WNt+1]   SNt
= SNtEt[e
WNt+1]
Da cui segue che
Et[SNt+1]
8
> > > > > > <
> > > > > > :
> SNt se E[WNt+1] > 0 mercato favorevole
= SNt se E[WNt+1] = 0 mercato equo
< SNt se E[WNt+1] < 0 mercato sfavorevole
Osservazione 4. Il nostro modello esclude la possibilit￿ di salti simultanei
( le variazioni del prezzo del titolo e le rchieste di risarcimento non avven-
gono mai nello stesso istante temporale). Si potrebbe dunque generalizzare il
modello estendendo Kt a tre posibili valori:CAPITOLO 1. MODELLO E PROCESSO DI RISCHIO 7
KTn =
8
> > > > <
> > > > :
0 se in Tn si Ł veri￿cato un salto di tipo claim
1 se in Tn si Ł veri￿cata una variazione del prezzo del titolo
2 se in Tn si sono veri￿cati due salti simultanei
In generale, a￿ermare che il processo pu￿ essere controllato mediante la
scelta di politiche di riassicurazione e investimento, signi￿ca che possiamo
scegliere in corrispondenza agli istanti di tempo in cui avvengono i salti, TNt,
il livello di esposizione al rischio bNt di un contratto di riassicurazione, e l’am-
montare Nt da investire nel titolo rischioso.
Precisamente:
bNt. La politica di riassicurazione , pu￿ assumere valori nell’intervallo (bmin;1],
ove bmin verr￿ de￿nito in seguito.
Nt. La politica di investimento, assume valori nell’intervallo

;

, ove   0
e   0 sono parametri dati in modo esogeno.
E’ importante sottolineare che politiche di investimento negative equi-
valgono a vendite allo scoperto. Per l’azienda, per esempio, pu￿ essere
conveniente vendere allo scoperto in caso di mercati ￿nanziari sfavore-
voli. Viceversa, adottare una politica di investimento che prevede l’in-
debitamento, ovvero   x0, pu￿ essere conveniente nel caso di mercati
favorevoli. E’ chiaro che se una politica ottima richiede l’indebitamen-
to, questo sar￿ solo istantaneo, poichØ ci aspettiamo un aumento del
prezzo del titolo, e gi￿ al salto successivo potremo coprire il debito ac-
cumulato.
Parametri del problema
Indicheremo con :
c : l’ammontare dei premi (in entrata) pagato dai clienti alla compagnia,
per unit￿ di tempo, tale valore Ł un parametro esogeno in quanto gi￿
￿ssato nei contratti di assicurazione.CAPITOLO 1. MODELLO E PROCESSO DI RISCHIO 8
h(b;Y ) : la quota del generico claim Y pagata dall’ assicurazione. In ci￿ che
segue, assumeremo che h(b;Y ) sia della forma h(b;Y ) = bY (propor-
tional reinsurance).
Si osservi che, all’arrivo di una richiesta di risarcimento di ampiezza
Y , se la politica di riassicurazione adottata Ł b, allora l’assicurazione
paga h(b;Y ) = bY , mentre l’ente riassicuratore copre la restante quota
1   h(b;y) = (1   b)Y .
Quindi, scegliere un livello di riassicurazione basso ( b piccolo ) signi-
￿ca coprirsi molto dal rischio di risarcimento , e viceversa scegliere b
prossimo ad 1, signi￿ca accollarsi gran parte del rischio derivante da
un salto di tipo claim.
 : safety loading scelta dall’ente riassicuratore, e quindi esogena.
C(bNt) : Se all’ istante t la compagnia adotta la politica di riassicurazione
bt ,allora dovr￿ pagare all’ ente riassicuratore un premio che dipender￿
da bt.
In particolare il premio per unit￿ di tempo, che indicheremo con cr(b)
dipender￿ solo dal livello di riassicurazione corrente, b. Supponiamo
che cr(b) venga ￿ssato all’istante t0 = 0 e che abbia validit￿ in tutto l’
intervallo [0;T], in accordo con il principio del valore atteso, si ha che
cr(b) Ł dato da:
cr(b) := (1 + )
E fY1   bY1g
E fZ1 ^ Tg
(1.4)
Dunque, all’ istante t, e per tutto il periodo che precede il salto suc-
cessivo, le entrate nette della compagnia, nell’ unit￿ di tempo, saranno
anch’esse funzione solo di bt, e possono quindi essere de￿nite come se-
gue:
C(b) := c   cr(b) = c   (1 + )(1   b)
E fY1g
E fZ1 ^ Tg
: (1.5)
De￿niamo inoltre,
bmin := min

b 2 [0;1]
  c
  C(b)  c
	
; (1.6)
ove c  0 Ł il minimo premio netto in entrata che la compagnia Ł disposta
ad accettare.CAPITOLO 1. MODELLO E PROCESSO DI RISCHIO 9
De￿nizione 5.
Chiameremo controllo al tempo t la coppia t = (bt;t) , con bt 2 (bmin;1]
e t 2

;

. Chiameremo politica una successione  = f(btn;tn)gfn1g di
controlli.
Osservazione 6.
1. Si osservi che nella (1.5) e nella (1.6), abbiamo supposto che il premio
da pagare all’ ente riassicuratore, per unit￿ di tempo, venga ￿ssato all’
istante t0 = 0 , piø in generale, se si suppone che l’istante in cui tale
tasso viene ￿ssato sia l’ istante 0 < t0 < T, ovvero se il tempo residuo
Ł dato da T  t0, basta sostituire nella (1.5) e nella (1.6) T con T  t0.
2. Abbiamo usato, nella de￿nizione di C(b) le variabili Z1 e Y1 poichØ,
grazie all’assunzione di i.i.d, le varie Zn e Yn sono tutte copie identi-
che e indipendenti delle Z1 e Y1.
3. Al ￿ne di mantenere la formula (1.5) semplice e il piø possibile simile
agli standard , al denominatore del membro di destra abbiamo conside-
rato la variabile casuale Z1 tra due istanti di eventi successivi, mentre
avremmo dovuto considerare la variabile casuale che identi￿ca il tempo
intercorso tra due eventi di tipo ‘richiesta di risarcimento’, che in ge-
nerale Ł piø grande.
Per risolvere tale poblema Ł possibile giocare con la safety loading, in-
fatti, se denotiamo con Z0 la variabile casuale che misura gli intertempi
tra due richieste di claim consecutive, e con  Z0 il tempo medio tra due
successivi claim prima di T,
   Z0 = E fZ0 ^ Tg

possiamo de￿nire, per
un dato  :
 0 := (1 + )
 Z0
E fZ1 ^ Tg
  1: (1.7)
Dalla (1.7) segue che
(1+)
EfZ1^Tg = (1+  0)
 Z0 ,e poichØ  Z0 > E fZ1 ^ Tg,
siamo sicuri che 1 +  0 = (1 + )
 Z0
EfZ1^Tg > 1 +  > 1.CAPITOLO 1. MODELLO E PROCESSO DI RISCHIO 10
Assunzioni 7.
(i) Le variabli casuali (Zn;Yn;Wn)n1 sono mutuamente indipendenti.
(ii) De￿niamo  r := sup

r > 0
  E

erY1	
< +1
	
, e assumiamo che  r > 0
e che E

e rY1	
= +1.
(iii) Supponiamo che valga la condizione c >
pk;0E[Y1]G(T t)
EfZ1^(T t)g 8t 2 [0;T].
Osservazione 8.
(i) Per h(b;Y ) = bY , C(b) Ł una funzione strettamente crescente in b,
dunque
c  C(b)  max(c
;C(0))  0;8b 2 (bmin;1]:
Inoltre, dalla (1.6), segue che
bmin =
(
1   (c   c)
E[Z1^T]
E[Y1](1+) se c > C(0)
0 se 0 < c  C(0)
(1.8)
Osserviamo che imporre c > C(0) signi￿ca che le entrate nette, che
la compagnia vuole garantirsi, devono essere maggiori di quelle che
avrebbe se riassicurasse tutto ( b = 0 ), ovviamente questo limita in-
feriormente l’insieme delle politiche ammissibili. D’altra parte, se le
entrate nette sono piø elevate, la compagnia avr￿ a disposizione piø
capitale per far fronte alle richieste di risarcimento o per investire nei
mercati.
C(0) < 0 , vuol dire che riassicurare tutto, b = 0, costa (nell’ unit￿ di
tempo) piø di quanto la compagnia incassa, ovvero cr(0) > c.
Nel caso in cui 0 < c  C(0) ,la politica di riassicurazione b = 0 Ł
tale da soddisfare la condizione c  C(0). Se permettessimo, per￿,
alla compagnia di adottare una tale politica, allora la strategia ottima
sarebbe (b;) = (0;0) ovvero, si riassicura tutto e non si investe nulla,
in tal caso la probabilit￿ di fallire sarebbe nulla, e la soluzione ottima
sarebbe banale.CAPITOLO 1. MODELLO E PROCESSO DI RISCHIO 11
Supponiamo quindi, di introdurre un vincolo per la compagnia assicu-
rativa che vieti livelli di riassicurazione inferiori ad una certa soglia,
per esempio b > 0, e ride￿niamo bmin come segue:
bmin =
(
1   (c   c)
E[Z1^T]
E[Y1](1+) se c > C(0)
b se 0 < c  C(0)
(1.9)
In seguito, dimostreremo che esiste sempre una politica ammissibile
sotto l’ ipotesi di validit￿ dell’assunzione 7 (iii).
(ii) PoichŁ b  1, il punto (ii) nelle assunzioni 7 implica che per
b 2 (bmin;1] ￿ssato:
E

e
rbY1	
< +1
per ogni r 2 [0;  r), e in particolare, se de￿niamo, r :=  r
bmin >  r
E

e
rbY1	
= +1 se r = r

infatti ,
E

e
rbY1	
= E
n
e
 r b
bmin
Y1o
> E

e
 rY1	
= +1
(iii) PoichŁ Y1 ha supporto nei reali positivi, si ha che:
lim
r" r
E

e
rY1	
= +1
e, per un ￿ssato b 2 (bmin;1]
lim
r"r E

e
rbY1	
= +1
Si noti anche che  r pu￿ essere in￿nito, p.e. se Y ha supporto limitato,
e in tal caso , vale r =  r = +1.
(iv) Le precedenti assunzioni seguono l’ impostanzione di Romera & Rung-
galdier (2012) ([6]). Nel loro articolo gli autori assumono che il premio
netto in entrata per una riassicurazione totale, b = 0, sia sempre po-
sitivo. Noi rilassiamo questa condizione. Assumendo la 7 punto (iii),
infatti, si considera sia il caso C(0) > 0 che il caso C(0)  0 purchŁ
valga l’assunzione 7 punto (iii).CAPITOLO 1. MODELLO E PROCESSO DI RISCHIO 12
De￿nizione 9.
Per t 2 [0;T], sia U = [bmin;1] 

;

, diremo che un controllo  = (b;)
Ł ammissibile se (b;) 2 U . Si noti che U Ł compatto.
1.3 Dinamica del processo di rischio
Adesso, abbiamo tutti gli strumenti necessari per la formulazione del modello
che descrive la dinamica del processo di rischio assicurativo.
Se all’istante Tn abbiamo un capitale XTn > 0, e decidiamo di adottare il
controllo n = (bn;n) 2 U, allora all’ istante Tn+1 (ovvero l’istante in cui si
veri￿ca il prossimo salto), il capitale sar￿ dato da:
XTn+1 = XTn+C(bn)Zn+1 (1 KTn+1)bnYn+1+KTn+1n
 
e
Wn+1   1

(1.10)
Per generalizzare il modello Ł necessario descrivere la dinamica in un passo
del processo di rischio, de￿nito in (1.10), per un generico istante di tempo
t < T con capitale iniziale Xt = x.
A tale scopo si noti che, se per un dato t < T si ha Nt = n, allora TNt = Tn
Ł l’istante casuale in cui avviene l’n evento e vale che Tn  t  Tn+1,
in particolare, il controllo da utilizzare nell’ intervallo (TNt;TNt+1] Ł, per
ipotesi, gi￿ stato scelto in TNt, e quindi noto all’istante t. Inoltre, all’ istante t,
conosciamo il tempo trascorso dall’ ultimo evento, ovvero t TNt, cos￿ come il
capitale maturato nell’ intervallo [TNt;t],che Ł dato da ~ x := C(bNt)(t   TNt),
dunque, si pu￿ assumere di partire dall’ istante TNt con capitale XTNt = x ~ x.
Questo spiega perchØ non Ł restrittivo supporre t = TNt .
Dunque, se xt = x Ł il capitale disponibile in t e assumiamo che t = TNt,
possiamo scrivere, per 0  t  T:
XNt+1 = x + C(bNt)ZNt+1   (1   KTNt+1)bNtYNt+1 + KTNt+1Nt(e
WNt+1   1):
(1.11)
In￿ne, introduciamo uno stato assorbente { = 0, tale che se XNt  0 , allora
XNt+1 = 0, 8t  T.
Lo spazio degli stati Ł denotato con  = RCapitolo 2
Formula ricorsiva per la
probabilit￿ di rovina
Inizieremo questo capitolo speci￿cando alcune notazioni e introducendo le
de￿nizioni basilari riguardanti la probabilit￿ di rovina.
2.1 Notazioni e de￿nizioni
Si noti che (1.11) pu￿ essere riscritta come segue, se Nt = n e TNt = t:
Xn+1 = x  
h
(1   KTn+1)bnYn+1  

C(bn)Zn+1 + KTn+1n
 
e
Wn+1   1
i
(2.1)
Da questa espressione si vede che la compagnia fallisce se :
 KTn+1 = 0, bnYn+1   C(bn)Zn+1 > x e Tn+1 < T,
questo signi￿ca che Ł avvenuto almeno un salto di tipo claim nell’ inter-
vallo (TNt;T], e che le entrate dovute al pagamento dei premi nell’in-
tervallo di ampiezza Zn+1, C(bn)Zn+1 e il capitale iniziale x , non sono
su￿cienti a pagare la quota di risarcimento a carico della compagnia
assicuratrice.
 KTn+1 = 1, (e
Wn+1   1)) + C(bn)Zn+1 + x < 0 e Tn+1 < T ,
ovvero Ł avvenuta una variazione del prezzo del titolo nell’ intervallo
(Tn;T] , e le entrate dovute al pagamento dei premi nell’intervallo di
ampiezza Zn+1 piø il capitale iniziale x, non sono su￿cienti a coprire le
perdite dovute agli investimenti.
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In generale dunque, partendo dall’istante t = TNt, con Nt = n si fallisce in
un passo se :

(1   KTn+1)bnYn+1  
 
C(bn)Zn+1 + KTn+1n(eWn+1   1)

 x
Tn+1 < T
o, equivalentemente

C(bn)Zn+1  (1   KTn+1)bnYn+1   KTn+1n(eWn+1   1)   x
Tn+1 < T
Si osservi, che la condizione Tn+1  T, Ł molto importante, infatti , se
XTn > 0 e Tn+1 > T, allora l’eventuale fallimento avviene dopo l’ orizzonte
temporale (caso a cui noi non siamo interessati).
Inserendo dunque quest’ osservazione nella dinamica del processo di rischio
si ha che, nelle stesse ipotesi di sopra:
Xn+1 = x + C(bn)(Zn+1 ^ (T   t))
 1
fZn+1<T tg
h
(1   KTn+1)bnYn+1   KTn+1n(e
Wn+1   1)
i
(2.2)
Cos￿, data una politica  ( della quale nelle de￿nizioni che seguono uti-
lizzeremo solo il generico controllo t = (b;)), introduciamo le seguenti
funzioni
u
(y;z;w;k) := (1   k)by   C(b)z   k(e
w   1) (2.3)

(y;w;k;x) :=
(1   k)by   k(ew   1)   x
C(b)
(2.4)
Dalle de￿nizioni (2.3) e (2.4) segue che : u(y;z;w;k)  x , z  (y;w;k;x).CAPITOLO 2. FORMULA RICORSIVA 15
De￿niamo adesso gli eventi disgiunti :
A
+
x; :=

(y;z;w;k)
  u
(y;z;w;k) < x ; z < T   t
	
=

(y;w;k;x)

 
(y;w;k;x) < z < T   t
	
;
A
 
x; :=

(y;z;w;k)
  u
(y;z;w;k)  x ; z  T   t
	
=

(y;w;k;x)

 min(
(y;w;k;x);T   t)  z
	
;
dunque, partendo da un istante t 2 [0;T] con capitale x > 0, e adottando il
controllo  = (b;), si fallisce in un passo se si veri￿va un evento in A 
x;.
Per semplicit￿ di notazione, in ci￿ che segue scriveremo Xk in luogo di XTk.
Con F
t;m, per m = 0;1;2;:::, denotiamo, per una ￿ssata politica , la
seguente  algebra:
F

t;m := (XNt;ZNt+m;KNt+m;YNt+m;WNt+m) (2.5)
e de￿niamo per m = 0,
F

t;0 := (XNt;ZNt;KNt;YNt;WNt):
Si osservi che
F

Tm;0 = (XNTm;ZNTm;KNTm;YNTm;WNTm)
= (XNt+m;ZNt+m;KNt+m;YNt+m;WNt+m)
= (XNt;ZNt+m;KNt+m;YNt+m;WNt+m)
= F

t;m
ove in (=) si Ł usato il fatto che, ￿ssata una politica  e data l’ informazio-
ne in Tm, cioŁ, osservati i processi (XNt;ZNt+k;KNt+k;YNt+k;WNt+k) ,per k =CAPITOLO 2. FORMULA RICORSIVA 16
0;1;2;:::m, Ł possibile conoscere il processo (XNt+k;ZNt+k;KNt+k;YNt+k;WNt+k),
per k = 0;1;2;:::m, utilizzando ricorsivamente la (1.11).
Ovviamente vale anche il viceversa, nota (XNt+m;ZNt+m;KNt+m;YNt+m;WNt+m)
Ł nota anche ((XNt;ZNt+m;KNt+m;YNt+m;WNt+m)) in quanto la seconda Ł
una sotto--algebra della prima.
De￿nizione 10. Assumiamo di trovarci al tempo t con un surplus iniziale
di Xt = XTNt = x > 0 e con Kt = KTNt = k 2 f0;1g.
Denotiamo con  
1(t;x;k) la probabilit￿ di rovina quando nell’intervallo [t;T]
si veri￿ca al piø 1 salto, e viene adottata la politica .
Formalmente, abbiamo
 

1(t;x;k) := P
  
fXNt+1  0g;fZNt+1  T   tg
  F

t;0

= P
  
fXNt+1  0g;fZ1  T   tg
  F

t;0

= P
  
fXNt+1  0g
  F

t;0

(2.6)
ove abbiamo usato, nella prima uguaglianza, il fatto che le Zn sono tutte
copie identiche e indipendenti della Z1 e, nell’ ultima, il fatto che, se non
avvengono salti in (t;T],ossia fZ1 > T   tg, e x > 0 non si pu￿ fallire prima
di T, ovvero fXNt+1  0g  fZ1  T   tg.
Piø in generale, ricordando che abbiamo supposto X = 0 come stato as-
sorbente e che quindi fXn  0g ) fXk = 0g 8k > n , possiamo dare la
seguente de￿nizione:
De￿nizione 11. Assumiamo di trovarci al tempo t con un surplus iniziale
di Xt = XTNt = x > 0 e con Kt = KTNt = k 2 f0;1g.
Denotiamo con  
n(t;x;k) la probabilit￿ di rovina quando nell’ intervallo [t;T]
si veri￿cano al piø n salti, e viene adottata la politica . Formalmente,
abbiamoCAPITOLO 2. FORMULA RICORSIVA 17
 

n(t;x;k) := P
  
X(Nt+n)^NT  0
	
 F

t;0

:= P
  
X(Nt+n)  0
	
;fTn  Tg
  F

t;0

(2.7)
Il nostro primo obiettivo nel prossimo paragrafo Ł ottenere una formula
ricorsiva per  
n(t;x;k)
2.2 Formula ricorsiva
Al ￿ne di ottenere una formula ricorsiva per  
n(t;x;k), in aggiunta agli in-
siemi A+
x; e A 
x; de￿niamo, per ogni t < T , gli eventi
B := fXNt+1 < 0g & Cn :=
(Nt+n)^NT [
h=Nt+2
fXh < 0g: (2.8)
Si noti che valgono le relazioni:
B \ Cn = ;
Cn \ fNT   Nt  1g = ; ) Cn  fNT   Nt > 1g:
e

X(Nt+n)^NT  0
	
=
(Nt+n)^NT [
h=Nt+1
fXh < 0g = B [ Cn
Inoltre, dato (x;k) il veri￿carsi dell’evento B Ł equivalente al veri￿carsi di
un evento in A 
x;. Dalle de￿nizioni in (2.8) segue,ancora, che:CAPITOLO 2. FORMULA RICORSIVA 18
Cn =
(Nt+n)^NT [
h=Nt+2
fXh < 0g = fXNt+2 < 0g[
(Nt+n)^NT [
h=Nt+3
fXh < 0g
Cn = fXNt+2 < 0g [ Cn 1 (2.9)
Il risultato principale di questo paragrafo Ł la seguente formula ricorsiva.
Proposizione 12. Per un dato istante t 2 [0;T] in cui il capitale Ł x e lo
stato Ł KTNt = k 2 f0;1g, e per una ￿ssata politica , la probabilit￿ di rovi-
na in accordo con la de￿nizione (2.7) ammette la seguente rappresentazione
ricorsiva:
 

n(t;x;k) =
1 X
h=0
pkh
Z w
w
Z 1
0
G(
(y;w;h;x) ^ (T   t))dF(y)dH(w)
+
1 X
h=0
pkh
Z w
w
Z 1
0
Z T t
(y;w;h;x)
 

n 1(t + z;x   u

(y;z;w;h);h)dG(z)dF(y)dH(w)
(2.10)
Dalla relazione precedente segue immediatamente che
 

1(t;x;k)=
1 X
h=0
pkh
Z w
w
Z 1
0
G(
(y;w;h;x)^(T   t))dF(y)dH(w)
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Dimostrazione.
Grazie alle osservazioni sopra e alle de￿nizioni (2.7) e (2.8) possiamo scrivere
 

n(t;x;k) = P
(B [ CnjF

t;0) = P
(BjF

t;0) + P
(CnjF

t;0)
= P
 
A
 
x;
  F

t;0

+ P
 
A
+
x; \ fNT   Nt > 1g \ Cn
  F

t;0

= P
 

(Y1;W1;KTNt+1;x)  Z1 con t + Z1  T

 F

t;0

+P
 

(Y1;W1;KTNt+1;x)  Z1  T   t
	
\ Cn
  F

t;0

= E


1nn
(Y1;W1;KTNt+1;x)Z1
o
\ft+Z1Tg
o
 F

t;0

+E


1nn
(Y1;W1;KTNt+1;x)Z1T t
o
\Cn
o  F

t;0

=
1 X
h=0
pk;h
Z w
w
Z 1
0
Z 1
0
1ff(y;w;h;x)zg\ft+zTggdG(z)dF(y)dH(w)
+E


1nn
(Y1;W1;KTNt+1;x)Z1T t
o
\Cn
o  F

t;0

Ovvero
 

n(t;x;k) =
1 X
h=0
pk;h
Z w
w
Z 1
0
G(
(y;w;h;x) ^ (T   t))dF(y)dH(w)
+ E


1n
(Y1;W1;KTNt+1;x)Z1T t
o
\Cn
  F

t;0

: (2.12)
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E


1nn
(Y1;W1;KTNt+1;x)Z1T t
o
\Cn
o  F

t;0

= E


E


1nn
(Y1;W1;KTNt+1;x)Z1T t
o
\Cn
o  F

t;1
  F

t;0

= E


1n
(Y1;W1;KTNt+1;x)Z1T t
oE
 
1Cn

 F

t;1

 F

t;0

= E

"
1
(Y1;W1;KTNt+1
;x)Z1T t
E


1nn
XNt+Z1
+1<0
o
[Cn 1
o F

t;1
 F

t;0
#
=E

"
1
(Y1;W1;KTNt+1
;x)Z1T t
P
 
XNt+Z1+1 < 0
	
[ Cn 1
 F

t+Z1;0
 F

t;0
#
= E


1
(Y1;W1;KTNt+1
;x)Z1T t
 
 

n 1(t + Z1;x   u
(Y1;Z1;W1;KTNt+1);KTNt+1)

 F

t;0

=
1 X
h=0
pkhE


1f(Y1;W1;h;x)Z1T tg 
 

n 1(t + Z1;x   u
(Y1;Z1;W1;h);h)

 F

t;0

=
1 X
h=0
pkh
Z w
w
Z 1
0
Z T t
(y;w;h;x)
 

n 1(t + z;x   u
(y;z;w;h);h)dG(z)dF(y)dH(w)
Sostituendo questa espressione nella (2.12) otteniamo la (2.10).CAPITOLO 2. FORMULA RICORSIVA 21
Osservazione 13. Si osservi che,  
n(t;x;k) , dipende dalla politica  =
(t;TNt+1;TNt+2;:::;TNt+n^TNT ), mentre  
n 1(t+z;x u
t (y;z;w;h);h) di-
pende dalla politica  solo attraverso i controlli (TNt+1;TNt+2;:::;TNt+n^TNT ).
Si tenga presente che abbiamo assunto di scegliere il controllo, k solo quando
ci si trova all’istante Tk, e quindi tale controllo dipende, dall’ informazione
disponibile all’istante Tk.Capitolo 3
Con￿ni superiori per la
probabilit￿ di rovina
In questa sezione deriveremo dei con￿ni superiori per la probabilit￿ di rovina
in un contesto generale e nella prossima sezione minimizzeremo tali con￿ni
rispetto alle politiche di riassicurazioni e investimento.
Per sottolineare il fatto che il processo X de￿nito in (1.11) corrisponde alla
scelta di una speci￿ca politica , in ci￿ che segue useremo la notazione X.
Piø in generale, per evidenziare la dipendenza di un processo, M, dal con-
trollo scelto al tempo t, useremo la notazione Mt .
Dato un controllo t = (bt;t) 2 U de￿niamo, per t 2 [0;T], la variabile
casuale:
V

t := C(b)
 
ZTNt+1 ^ (T   t)

 1n
ZTNt+1T t
o
h 
1   KTNt+1

bYTNt+1   KTNt+1

e
WTNt+1   1
i
(3.1)
ove b = bt ,  = t e quindi  = t.
Dalla (2.2) e dalla (3.1), segue che, supposto di trovarci in Tn con capitale
XTn = x > 0 e scelto il controllo n = (bn;n), il processo di rischio ha
dinamica di transizione in un passo data da:
23CAPITOLO 3. CONFINI SUPERIORI 24
X
n
Tn+1 = x + V
n
Tn : (3.2)
De￿niamo inoltre, ￿ssato il controllo  = (b;), per r 2 (0;r) e k 2 f0;1g
la funzione:
l

r (t;k) := E
h
e
 rV

t
  F

t;0
i
  1 (3.3)
ove, per ragioni che mostreremo in seguito, distinguiamo la dipedenza di
l da r dalla dipendenza da (t;k).
Osservazione 14. Ricordiamo dalle propriet￿ del valor medio, la regola di
indipendenza.
Se H Ł una  algebra indipendente da ((X);G), allora
E[Xj(H;G)] = E[XjG];q:c:
Consideriamo le  algebre H := (XNt;ZNt;YNt;WNt) e G = (KNt), per
una ￿ssata politica . Segue che F
t;0 = (G;H).
Per l’assunzione 7 punto (i) si ha che H Ł indipendente da G e da (G;(V 
t )),
ma allora per la regola di indipendenza vale che:
E[V

t
  F

t;0] = E[V

t
  (H
;G
)] = E[V

t
  G
] := Ek[V

t ];q:c:
Osservazione 15.
Si noti che, dall’osservazione 8 punto (iii), si ha che
lim
r"r l

r (t;k) = +1 8 = (b;) 2 U
.
Prima di dimostrarlo, osserviamo che:
1. poichØ la funzione f(x) = e x Ł decrescente in x si ha che, per ogni
z 2 [0;+1), w 2 [w;w], h 2 f0;1g
C(b)(z ^ (T   t)) + h1fzT tg (e
w   1)  C(b)(T   t) + 
 
e
w   1
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da cui
e
 r(C(b)(z^(T t))+h1fzT tg(ew 1))  e
 r(C(b)(T t)+(ew 1))
e, in particolare, per la monotonia del valore atteso,
Ek

e
 r

C(b)(Z1^(T t))+KTNt+11fZ1T tg(eW1 1)

 e
 r(C(b)(T t)+(ew 1))
2. Per ogni r  0 ,vale che D(r) := e
 r(C(b)(T t)+(ew 1)) Ł positiva,
limitata e costante in (z;w;h;y).
3. dai punti precedenti si ha che ,
1 + l

r (t;k) = Ek
h
e
 rV

t
i
= Ek

e
 r

C(b)(Z1^(T t)) 1fZ1T tg
h
1 KTNt+1

bY1 KTNt+1(eW1 1)
i
ovvero,
1 + l

r (t;k)
= Ek

e
 r
h
C(b)(Z1^(T t))+1fZ1T tgKTNt+1(eW1 1)
i

 e
r1fZ1T tg

1 KTNt+1

bY1

(1) Ek

e
 r[C(b)(T t)+(ew 1)]e
r1fZ1T tg

1 KTNt+1

bY1

=(2) e
 r[C(b)(T t)+(ew 1)]Ek

e
r1fZ1T tg

1 KTNt+1

bY1

= D(r)

pk;0
Z 1
0
Z 1
0
e
r1fzT tgbydF(y)dG(z) + pk;1

= D(r)
h
pk;1 + pk;0
Z 1
0
 Z T t
0
e
rbydG(z) + (1   G(T t))dF(y)
i
= D(r)
 
1 + G(T   t)pk;0
 
E

e
rbY1
  1
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Ma allora passando al limite per r " r, e assumendo che pk;0 > 0 si ha che:
lim
r"r l

r (t;k)  D(r
)

1 + G(T   t)

(lim
r"r E

e
rbY1
)   1

ove si Ł usato il fatto che il limite del prodotto Ł il prodotto dei limiti.
In particolare dall’ osservazione 8 (iii), dal fatto che D(r) > 0 e b 6= 0, per
il punto precedente (2), segue che
lim
r"r l

r (t;k) = +1
De￿nizione 16.
Diremo che un controllo t = (bt;t) Ł fortemente ammissibile al tempo
t, e denotiamo l’insieme di tali controlli con At se (bt;t) 2 U e, per ogni
k 2 f0;1g vale che EkfV
t
t g > 0.
e di conseguenza,
De￿nizione 17.
Diremo che una politica  = fTngn1 Ł fortemente ammissibile e de-
notiamo l’insieme di tali politiche con A se in ogni istante Tn 2 [0;T] il
corrispondente controllo Tn 2 ATn .
Proposizione 18. Nell’ ipotesi che le assunzioni 7 valgano, possiamo a￿er-
mare che l’insieme delle politiche ammissibili, A, de￿nito come nella de￿ni-
zione 17 Ł non vuoto.
Dimostrazione.
Basta dimostrare, che At Ł non vuoto per ogni t 2 [0;T]. Data una politica
 = (bt;0) 2 U questa Ł fortemente ammissibile se e soltanto seCAPITOLO 3. CONFINI SUPERIORI 27
Ek
h
V
t
t
i
=
= C(bt)Ek [Z1 ^ (T   t)]   pk;0G(T   t)btEk [Y1]
=() C(bt)E [Z1 ^ (T   t)]   pk;0G(T   t)btE [Y1]
=

c   (1   bt)
(1 + )E[Y1]
E fZ1 ^ Tg

E [Z1 ^ (T   t)] +
 pk;0G(T   t)btE [Y1]
= C(0)E [Z1 ^ (T   t)] +
+btE[Y1]

(1 + )
E [Z1 ^ (T   t)]
E [Z1 ^ T]
  pk;0G(T   t)

> 0 (3.4)
ove in =() si Ł usato il fatto che, dall’assunzione 7 punto (i), le variabili Z1
e Y1 sono indipendenti dall’evento fKNt = kg.
Ora, la (3.4) Ł vera, se e soltanto se
1 > bt >  
C(0)E [Z1 ^ (T   t)]E [Z1 ^ T]
E[Y1]
 
(1 + )E [Z1 ^ (T   t)]   pk;0G(T   t)E [Z1 ^ T]
: (3.5)
La (3.5) ha soluzione soltanto seCAPITOLO 3. CONFINI SUPERIORI 28
C(0) >  
E[Y1]
 
(1 + )E [Z1 ^ (T   t)]   pk;0G(T   t)E [Z1 ^ T]

E [Z1 ^ (T   t)]E [Z1 ^ T]
=  E[Y1]

(1 + )
E [Z1 ^ T]
 
pk;0G(T   t)
E [Z1 ^ T   t]

,
c >
pk;0E[Y1]G(T   t)
E [Z1 ^ T   t]
(3.6)
ove, nell’ultima implicazione, abbiamo utilizzato la de￿nizione di C(0).
Si osservi che la (3.6) Ł sempre vera, grazie all’ assunzione 7 punto (iii).
Osservazione 19.
La proposizione precedente a￿erma che A Ł non vuoto nell’ ipotesi che l’as-
sunzione 7 punto (iii) sia vera. Quest’ ultima assume che la prima disugua-
glianza della (3.6) valga per ogni t 2 [0;T) e quindi anche per t " T.
L’ assunzione 7 punto (iii) pu￿ sembrare dunque molto forte, ma si osservi
che, per esempio, se consideriamo Z  exp(), si ha che
G(T t)
EfZ1^(T t)g =  e
quindi Ł costante nel tempo. Segue che, in tal caso, basta che tale assunzione
sia veri￿cata all’istante t = t0 = 0, per avere la certezza che valga per ogni
t 2 [0;T].
Proposizione 20. Nell’ ipotesi che le assunzioni 7 valgano, per un dato con-
trollo  = (b;) 2 U si ha per la funzione l
r la seguente formula esplicita:
l

r(t;k)=
Z T t
0
e
 rC(b)zdG(z)

pk0
Z +1
0
e
rbydF(y) + pk1
Z w
w
e
 r(ew 1)dH(w)

+((1   G(T   t))e
 rC(b)(T t)   1): (3.7)CAPITOLO 3. CONFINI SUPERIORI 29
Dimostrazione.
Dalla (3.1) e dalla (3.3) segue che :
1 + l

r (t;k) = Ek

e
 r
h
C(b)(Z1^(T t)) 1fZ1T tg
h
1 KTNt+1

bY1 KTNt+1(eW1 1)
ii
=
X
h=0;1
pkh
Z 1
0
Z 1
0
Z w
w
e
r
h
C(b)(z^(T t)) 1fzT tg[(1 h)by h(ew 1)]
i
dH(w)dF(y)dG(z)
=
X
h=0;1
pkh
Z 1
0
Z w
w
Z T t
0
e
 r[C(b)z (1 h)by+h(ew 1)]dG(z)dH(w)dF(y) +
+
X
h=0;1
pkh
Z 1
0
Z w
w
Z 1
T t
e
 rC(b)(T t)dG(z)dH(w)dF(y)
=
X
h=0;1
pkh
Z 1
0
Z w
w
Z T t
0
e
 r[C(b)z (1 h)by+h(ew 1)]dG(z)dH(w)dF(y) +
+e
 rC(b)(T t)(1   G(T   t))
Da cui
l

r (t;k) =
Z T t
0
e
 rC(b)zdG(z)
h
pk;0
Z +1
0
e
rbydF(y) + pk;1
Z w
w
e
 r(ew 1)dH(w)
i
+((1   G(T   t))e
 rC(b)(T t)   1):
Ove abbiamo usato, l’ indipendenza delle variabili (Z1;Y1;W1), che ci per-
mette di riscrivere il valor medio del prodotto come il prodotto dei valori
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Proposizione 21.
Per ogni (t;k) 2 [0;T]  f0;1g e ogni controllo t 2 At abbiamo che :
1. Come funzione di r 2 (0;r) con r =  r=bmin e  r tale che le assunzioni
7 (ii) siano soddisfatte, lt
r (t;k) Ł convessa con pendenza negativa in
r = 0 ;
2. l’equazione lt
r (t;k) = 0, vista come equazione nella r, ha un’ unica
radice positiva in (0;r), che denotiamo con Rt (t;k), cos￿ che la rela-
zione che de￿nisce Rt (t;k) Ł:
l
t
Rt(t;k) (t;k) = 0 8(t;k) 2 [0;T]  f0;1g (3.8)
Dimostrazione.
Di￿erenziando rispetto ad r sotto il segno di valore atteso si ha che:
8
> > <
> > :
@
@r
 
lt
r (t;k)

jr=0 = Ekf V
t
t g < 0
@2
@r2
 
lt
r (t;k)

= Ek

V
t
t
2
e rV
t
t

> 0
(3.9)
ove la prima disuguaglianza segue dall’ammissibilit￿ di .
Ora, il punto 1) segue facilmente dalla (3.9) , mentre per dimostrare la 2)
si osservi che dall’ osservazione 15 si ha che limr"r lt
r (t;k) = +1. Questo,
unitamente all’a￿ermazione del punto 1) e alla convessit￿ di lt
r (t;k), ci per-
mette di concludere che esiste un’unica radice positiva.
De￿nizione 22.
Per una data politica t 2 At e per t 2 [0;T] sia
R
t
t := min

R
t (t;0);R
t (t;1)

(3.10)CAPITOLO 3. CONFINI SUPERIORI 31
Figura 3.1: gra￿co di l
r(t;k) al variare di r per 2 ￿ssate politiche
Osservazione 23. Si noti che dall’ osservazione 15 e dalla de￿nizione 22,
possiamo sempre assumere che Rt (t;k) < r 8(t;k) 2 [0;T]  f0;1g.
In particolare, si ha che
l
t
R
t
t
(t;k) = Ek
h
e
 R
t
t V
t
t
i
  1  0 (3.11)
In vista dei risultati che otterremo nella prossima sezione, dimostriamo ades-
so i seguenti lemmi.
Lemma 24.
Supponendo di trovarci all’ istante t 2 [0;T],con KTNt = k 2 f0;1g e capitale
Xt = x > 0, abbiamo
 

1(t;x;k)  e
 R
t x (3.12)
ove R
t Ł come nella de￿nizione 22 (si veda (3.10)) e, in questo caso,  = t.
Dimostrazione.
Si noti innanzitutto che, dalla (3.2) e dalla sua de￿nizione in (3.1), la variabile
casuale V
t
t rappresenta gli incrementi del processo di rischio Xt tra due eventi
successivi, a patto che entrambi gli eventi si veri￿chino prima di T.CAPITOLO 3. CONFINI SUPERIORI 32
In accordo alla de￿nizione della probabilit￿ di rovina in al piø un salto,(2.6),
possiamo scrivere
 

1(t;x;k) = P
 
XNt+1  0
  F

t;0
	
= P


V
t
t   x
  F

t;0

d’altra parte, dalla disuguaglianza di Chebyshev abbiamo per r > 0
P


V
t
t   x
  F

t;0

= P


e
 rV
t
t  e
rx  F

t;0

 e
 rxE

h
e
 rV
t
t
  F

t;0
i
= e
 rxE

h
e
 rV
t
t

 F

t;0
i
= e
 rxE

k
h
e
 rV
t
t
i
ove, l’ultima uguaglianza segue dall’osservazione 14.
Per r = R
t
t , usando le due relazioni precedenti, otteniamo
 

1(t;x;k)  e
 R
t
t xE

k
h
e
 R
t
t V
t
t
i
 e
 R
t
t x
ove, nell’ultima disuguaglianza, abbiamo sfruttato l’osservazione 23 e quindi
il fatto che
E

k
h
e
 R
t
t V
t
t
i
 1CAPITOLO 3. CONFINI SUPERIORI 33
In ci￿ che segue scriveremo E 
 
n 1(t + Z1;Xt+Z1;Kt+Z1)

 F
t+Z1;0

in luogo
di
1 X
h=0
pkh
Z w
w
Z 1
0
Z +1
0
 

n 1(t + z;x   u

(y;z;w;h);h)dG(z)dF(y)dH(w)
facendo cos￿ riferimento al valore atteso della probabilit￿ di rovina in n   1
salti, a partire dall’ istante aleatorio t + Z1 con capitale (aleatorio) Xt+Z1 e
salto (aleatorio) Kt+Z1.
Proposizione 25.
Per ogni coppia (t;k) 2 [0;T]  f0;1g abbiamo
 

n(t;x;k)  E

2
4
(Nt+n)^NT X
h=Nt+1
e
 R
h 1
Th 1
XTh 1  F

t;0
3
5 (3.13)
ove  = (t;TNt+1;:::;TNt+n^TNT ), R
h 1
Th 1 Ł de￿nita come in (3.10) per
t = Th 1 e TNt = t.
Dimostrazione.
Sia F
t;m la  algebra de￿nita come in (2.5). PoichŁ m < m + 1 allora
F

Tm;0 = F

t;m  F

t;m+1 = F

Tm+1;0
e quindi dalle propriet￿ del valore medio condizionato, segue che per ogni
variabile casuale, X, per la quale esiste E[XjF
Tm] vale che :
E[ X
  F

Tm;0] = E[ E[ X
  F

Tm+1;0]
  F

Tm;0]:
Dimostriamo adesso (3.13) per induzione su n.
Per n = 1, la (3.13 ) diventa
 

1(t;x;k) 
(Nt+1)^NT X
h=Nt+1
E


e
 R
h 1
Th 1
XTh 1  F

t;0

= e
 R
t
t xCAPITOLO 3. CONFINI SUPERIORI 34
che Ł vera per il lemma 24, e perchØ si fallisce in un passo solo se NT  Nt  1.
Supponiamo adesso che la (3.13) sia vera per n   1 , ovvero :
per ogni coppia (t;k) 2 [0;T]  f0;1g abbiamo
 

n 1(t;x;k)  E

x;k
2
4
(Nt+n 1)^NT X
h=Nt+1
e
 R
h 1
Th 1
XTh 1  F

t;0
3
5
allora, dalla formula ricorsiva (2.10), dalla 2.11 e dal lemma 24 segue che:
 

n(t;x;k) =
1 X
h=0
pkh
Z w
w
Z 1
0
G(
(y;w;h;x) ^ (T   t))dF(y)dH(w)
+
1 X
h=0
pkh
Z w
w
Z 1
0
Z T t
(y;w;h;x)
 

n 1(t + z;x   u

(y;z;w;h);h)dG(z)dF(y)dH(w)
 e
 R
t x + E
 
 

n 1(t + Z1;Xt+Z1;Kt+Z1)
  F

t;0

 e
 R
t x + E

2
4E

2
4
(Nt+Z1+n 1)^NT X
h=Nt+Z1+1
e
 R
h 1
Th 1
XTh 1  F

t+Z1;0
3
5
  F

t;0
3
5
poichØ nell’intervallo (t;t + Z1] Ł avvenuto un salto e quindi si ha che
Nt+Z1 = Nt + 1 e e R
t x = e
 R
TNt
x
= e
 R
T(Nt+1) 1
x
segue cheCAPITOLO 3. CONFINI SUPERIORI 35
 

n(t;x;k)  e
 R
t x + E

2
4
(Nt+n)^NT X
h=Nt+2
e
 R
h 1
Th 1
XTh 1  F

t;0
3
5
= E

2
4
(Nt+n)^NT X
h=Nt+1
e
 R
h 1
Th 1
XTh 1  F

t;0
3
5Capitolo 4
Ottimizzazione dei con￿ni
superiori
4.1 Politiche
Molti problemi applicativi possono essere modellati come problemi di control-
lo ottimo, ovvero problemi in cui lo scopo Ł quello di determinare un controllo
che sia in qualche senso ‘ottimo’, o ‘quasi ottimo’. In ci￿ che segue, basandoci
su Runggaldier (1993) ([7]) daremo de￿nizioni importanti riguardanti i pro-
blemi di controllo stocastici e i concetti di ottimalit￿. Per maggiori dettagli
sulle politiche e sui problemi di controllo Markoviani si vedano HernÆndez-
Lerma O. (1989) ([5] ) e HernÆndez-Lerma, O. and Lasserre, J. B. (1996) [4]
De￿nizione 26. Una politica Ł una regola (o funzione) che determina una
decisione in base alle informazioni di cui si dispone quando il processo si
trova, in un determinato istante, in un certo stato.
I problemi di controllo stocastici sono intrinsicamente complessi e con-
sentono di de￿nire il concetto di ottimalit￿ in vari modi.
In un tipico problema di controllo si ha un sistema in cui lo stato evolve,
sotto l’in￿uenza del controllo, come un processo stocastico con descrizione
probabilistica nota.
Consideriamo per semplicit￿ una formulazione a tempo discreto su un ￿ssa-
to orizzonte temporale ￿nito T, e denotiamo con Xk lo stato (aleatorio) del
sistema all’istante Tk, una possibile descrizione Ł
Xk+1 = fk (Xk;uk;Vk); k = 0;1;::::;kT   1 (4.1)
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ove uk Ł la variabile di controllo che prende valori in un certo insieme U; Vk Ł
una data perturbazione stocastica (nel nostro caso la terna (Zk+1;Yk+1;Wk+1))
e X0 una variabile casuale (possibilmente degenere).
Indichiamo con Fi = 
 
Xj
  0  j  i

la  algebra generata dal processo
Xn, cioŁ la piø piccola  algebra che rende Xj misurabile per ogni 0  j  i
e con F = (Fi;i  0) la famiglia di tali  algebre, ovvero la ￿ltrazione natu-
rale del processo. Il problema Ł scegliere una ‘politica di controllo’ adattata
alla ￿ltrazione F, ovvero una politica che si basi sull’ informazione dispo-
nibile. Tale informazine consiste nella conoscenza a priori delle propriet￿
strutturali del sistema cos￿ come della storia corrente dei controlli adottati.
Al ￿ne di scegliere la strategia ottima Ł necessario avere un ‘funzione obiet-
tivo’ per il controllo,
J = Et[C(T;X
T
0 ;U
T 
0 )] = E[C(T;X
T
0 ;U
T 
0 )
  Ft]
ove,se kT Ł il numero (deterministico) di istanti decisionali nell’ intervallo
[0;T], con il simbolo XT
0 denotiamo il vettore casuale XT
0 = (Xt0;Xt1;:::;XtkT )
e analogalmente con il simbolo UT 
0 denotiamo il vettore casuale UT 
0 =
(Ut0;Ut1;:::;UtkT  1) , mentre con C(:) indichiamo una data funzione costo
(o guadagno ), che supponiamo essere limitata dal basso (risp dall’ alto).
Osservazione 27.
Si osservi che dalla sua de￿nizione, la funzione obiettivo, Ł il valore atteso
della funzione costo, che non dipende solo dall’ informazione corrente, ma
anche dall’ evoluzione futura del processo. Dunque ogni controllo preso in
qualsiasi istante decisionale avr￿ degli e￿etti sull’evoluzione futura del pro-
cesso, e di conseguenza pu￿ essere scelto tenendo conto di tali e￿etti.
Esiste una variet￿ di politiche di controllo basate sull’ informazione di-
sponibile e possono essere classi￿cate, sulla base di quanta informazione esse
utilizzano.
De￿nizione 28.
Un controllo Ł detto ad anello aperto (O.L) se Ł valutato solo sulla base
della struttura e della descrizione probabilistica del processo degli stati e del-
la funzione costo da minimizzare. In particolare dunque, il controllo ottimo,
pu￿ essere determinato cos￿:
J
OLO := min
U
kT  1
0
E
h
C(T;X
kT
0 ;U
kT 1
0 )
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ove la minimizzazione Ł fatta su U
kT
0 = (u0;u1;:::;ukT 1) che Ł una sequenza
adattata alla ￿ltrazione F, con uk 2 U per h = 0;:::kT   1.
De￿nizione 29.
Un controllo Ł detto ad anello-chiuso con retroazione (feedback) (C.L)
se Ł valutato sia sulla base dell’ intera informazione attuale che sull’ antici-
pazione, in senso casuale, dei feedback futuri.
L’ anticipazione probabilistica di osservazioni future parte da una valutazio-
ne preventiva dell’ impatto che i controlli hanno sulla possibile evoluzione del
processo. Precisamente conduce a stimare, sulla base dei dati disponibili, il
valore dell’ informazione ottenuta dalle osservazioni future.
In particolare dunque, un controllo ottimo di questo tipo , pu￿ essere deter-
minato cos￿:
J
CLO := min
u0
E

::: min
ukT  2
E

min
ukT  1
E

C(T;X
kT
0 ;U
kT 1
0 )
 FkT 2
 FkT 3
 :::
 F0

ove con FkT i indichiamo la -algebra generata da (Xs
  0  s  kT   i).
Si noti che la speranza nidi￿cata mostra che il controllo CL-ottimale an-
ticipa successive retroazioni, ovvero, ogni volta che il controllo Ł calcolato,
viene calcolata la media delle osservazioni successive, condizionatamente al-
l’informazione disponibile.
De￿nizione 30.
Una politica Ł detta miope, se le scelte fatte oggi, non tengono in considera-
zione le ripercussioni che possono avere sull’ evoluzione futura del processo.
Nel nostro contesto, una politica miope Ł ottima se utilizza, ad ogni istante
decisionale, il controllo che minimizza la probabilit￿ di rovina in un passo, o
piø precisamente il suo con￿ne superiore.
In altre parole, una politica miope Ł ottima se, all’ istante t = Tn, con capitale
x = XTn viene adottato il controllo


n = (bn;n) = arg min
n2ATn
e
 R
n
TnXTn (4.2)CAPITOLO 4. OTTIMIZZAZIONE DEI CONFINI SUPERIORI 40
Osservazione 31.
Dalla (3.13), si vede che, minimizzare il con￿ne superiore per la probabilit￿
di rovina in al piø n salti, Ł equivalente a minimizzzare il valore atteso di
una somma, ovvero scegliere la politica  = (Nt;Nt+1;:::(Nt+n)^NT) tale
che:
 = argmin
2A
E

x;k
2
4
(Nt+n)^NT X
h=Nt+1
e
 R
h 1
Th 1
XTh 1
3
5:
Se ci restringiamo alla ricerca di una politica che sia miope, e quindi mini-
mizzare il valore atteso della somma equivale a minimizzare ogni singolo ad-
dendo, allora Ł su￿ciente scegliere la politica  = (Nt;Nt+1;:::(Nt+n)^NT)
tale che ogni singolo controllo, 
Nt+h per h = 0;1;:::;n ^ (NT   Nt) sia so-
luzione della (4.2).
In altri termini, la politica miope ottima che minimizza il con￿ne superiore
per la probabilit￿ di rovina in al piø n salti, Ł la politica che adotta in ogni
istante decisionale TNt+h il controllo 
Nt+h, ovvero il controllo miope ottimo
che minimizza il con￿ne superiore per la probabilit￿ di rovina in al piø un
salto.
Ma allora una tale strategia richiede di scegliere in ogni istante di salto,
TNt+h il controllo 
Nt+h che minimizza e
 R
n
TNt+h
XTNt+h, o equivalentemente
che massimizza R
n
TNt+h.
Osservazione 32.
Si osservi che, data una coppia (t;k), e un ￿ssato controllo, fortemente am-
missibile, 0
t, la funzione l
0
t
r (t;k) avr￿ uno zero positivo, e dunque possiamo
de￿nire R0 := R
0
t
t come in (3.10). Ora, se l’obiettivo Ł quello di massimiz-
zare R
t
t , vogliamo capire come si pu￿ determinare una politica 1
t tale che
R1 := R
1
t
t , sia maggiore di R0.
A tale proposito, si osservi che, se vale la relazione :
l
1
t
R0(t;k)  l
0
t
R0(t;k)  0
allora, R1 > R0 . Dunque, per essere sicuri di determinare 1
t , con le
caratteristiche richieste, si pu￿ minimizzare la funzione lt
R0(t;k) rispetto ai
controlli ammissibili.
Si noti che, agire cos￿, non ci assicura che la politica 1
t trovata sia tale
da rendere massimo R

t , siamo per￿ sicuri che iterando tale procedimento,CAPITOLO 4. OTTIMIZZAZIONE DEI CONFINI SUPERIORI 41
possiamo ogni volta determinare un R

t maggiore del precedente.
PoichŁ dall’ osservazione 23 si ha che R

t < r, possiamo a￿ermare che una
tale procedura converge al controllo ottimo 
t che massimizza R

t .
4.2 Policy Improvement
Come gi￿ detto, in generale non Ł semplice ottenere una soluzione esplicita
al problema di riassicurazione e investimento, se lo scopo Ł quello di mini-
mizzare la probabilit￿ di rovina.
Se ci restringiamo alla ricerca di una politica miope che minimizza il con￿ne
superiore, possiamo in ogni istante, determinare il controllo ottimo risolven-
do la (4.2).
Come gi￿ detto nell’osservazione 31 per ottenere , dato t 2 [0;T], il control-
lo che risolve (4.2) Ł su￿ciente scegliere il controllo che massimizza R
t =
minfR(t;0);R(t;1)g.
A questo scopo, in questa sezione proponiamo un algoritmo di tipo ‘policy
improvement’.
Per quanto riguarda la massimizzazione di R
t , si noti che basta che la scelta
delle politiche di controllo  = (b;) sia fatta solo negli istanti temporali in
cui avvengono i salti Tn. La massimizzazione di R
t rispetto a  2 A Ł quindi
fatta per le coppie (t;k) della forma (Tn;KTn) che portano ad una politica 
con controllo al tempo Tn, Tn = (bTn;Tn) .
Il nostro problema Ł quello di determinare una politica di riassicurazione e
investimento miope ottimale, ove con ottimale intendiamo la politica miope
che minimizza il con￿ne superiore trovato per la probabilit￿ di rovina in un
passo.
Grazie all’ osservazione 32, possiamo dunque determinare in ogni istante tale
controllo risolvendo i seguenti sottoproblemi :
(i) Per una data politica   2 A determinare l 
r (t;k) per le coppie (t;k)
della forma (Tn;KTn) ;
(ii) si determina R  (Tn;KTn) come soluzione rispetto ad r dell’equazione
l 
r (t;k) = 0 e si pone R 
t = min[R  (t;0);R  (t;1)];
(iii) si migliora la politica   minimizzando l
R 
t (t;k) rispetto a  2 A.
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si procede per ogni coppia (Tn;KTn) nel seguente modo:
(a) si parte da una data politica fortemente ammissibile 0
n = (b0
n;0
n) 2 A;
(b) si determina R0
n corrispondente a 0
n;
(c) si determina 1
n 2 A che minimizza l
R0
n(Tn;KTn) rispetto a  2 A;
(d) si ripete l’algoritmo ￿nchŁ non Ł soddisfatto un criterio di arresto, per
esempio quando i+1
n = i
n.
Osservazione 33.
Si osservi inoltre che se il controllo 0 da cui si parte Ł una politica fortemen-
te ammissibile, come nella de￿nizione 16, 0 2 At, allora si pu￿ estendere
la ricerca del minimo ( passo (c) ), a tutte le politiche in U, infatti tra tutte
le politiche ammissibili, quella che minimizza l
R0(t;k) sar￿ necessariamente
fortemente ammissibile.
A dimostrazione di ci￿, si noti che se il controllo   2 U non Ł fortemente
ammissibile, allora dalla de￿nizione 16 si ha E[V 
t ] < 0 e quindi la (3.9)
diventa
8
> > <
> > :
@
@r
 
lt
r (t;k)

jr=0 = Ekf V
t
t g > 0
@2
@r2
 
lt
r (t;k)

= Ek

V
t
t
2
e rV
t
t

> 0
(4.3)
e l
rjr=0(t;k) = 0 per ogni  2 U.
Da ci￿ segue che l 
r(t;k) > 0 8r 2 (0;r), e poichØ l0
R0 = 0,   non minimiz-
za l
R0(t;k).
Per quanto detto ￿nora, si pu￿ a￿ermare che partendo da una politica 0
fortemente ammissibile l’algoritmo di policy improvement determina una po-
litica ottima che Ł fortemente ammissibile.
Osservazione 34.
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arresto i+1
n = i
n, Ł tale che l’ ultima politica trovata Ł quella che massimiz-
za R, inoltre dall’ osservazione precedente segue che tale politica Ł anche
fortemente ammissibile.
Per implementare tale algoritmo basta generare in modo casuale (utilizzan-
do le rispettive distribuzioni) gli istanti di tempo fTngn1 e i tipi di salto
fKTngn1.
In corrispondenza di ciascuna coppia (Tn;KTn) viene determinato il control-
lo ottimo 
Tn = (b
Tn;
Tn), utilizzando l’algortimo di policy improvement
descritto dai punti (a)-(d).
La funzione l
r(t;k) dovr￿, dunque, essere determinata solo per i valori
t = Tn e per i vari valori di k = KTn. Analogalmente per R e per la politica
.Capitolo 5
Esempio 1: Z1  exp()
Il processo di Poisson (si veda de￿nizione 3) Ł il processo comunemente uti-
lizzato per modellare un processo di punto. Le caratteristiche di un tale
processo, infatti, sono riscontrabili in molte situazioni reali e rendono inoltre
la trattazione matematica del problema piø semplice.
Consideriamo, dunque, il seguente esempio.
Esempio 1.
Siano N0
t e N1
t due processi di Poisson indipendenti tra loro con intensit￿
rispettivamente 0 e 1. Possiamo pensare ad N0
t come il processo che conta
il numero dei salti di tipo claim (richiesta di risarcimento) e ad N1
t come al
processo che conta il numero di variazioni del prezzo del titolo su cui investia-
mo. Il processo di Poisson dato dalla somma dei due processi: Nt = N0
t +N1
t
pu￿ intendersi come il processo che conta il numero di salti del processo di
rischio, e poichØ N0
t e N1
t sono indipendenti, il processo Nt Ł un processo di
Poisson di intensit￿  = 0 + 1.
Possiamo porre:
KTn =
8
> > <
> > :
0 se in Tn si Ł veri￿cato un salto in N0
t (claim)
1 se in Tn si Ł veri￿cato un salto in N1
t ( price change)
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Osservazione 35. Osserviamo che:
 Sia Z0 il processo stocastico che misura il tempo trascorso tra due salti
di tipo claim successivi. Dalla letteratura sappiamo che se il processo
che conta il numero di accadimenti di un certo evento in un intervallo
di tempo, Ł un processo di Poisson di intensit￿ , allora il processo Z
degli intertempi di accadimento Ł una variabile esponenziale negativa
di parametro . Dunque, N0
t  Poisson(0) ) Z0  Exp(0).
 Sia Z1 il processo stocastico che misura il tempo trascorso tra due varia-
zioni di prezzo successive. Per le osservazioni fatte al punto precedente,
se N1
t  Poisson(1) ) Z1  Exp(1).
 Indichiamo con Z il processo stocastico che misura il tempo trascorso
tra due salti successivi (di qualsiasi tipo). PoichŁ Nt  Poisson() )
Z  Exp().
Segue facilmente che
P

KTn+1 = j;Zn+1  s
  KTn = i
	
= P

KTn+1 = j
  Zn+1  s;KTn = i
	
P

Zn+1  s
  KTn = i
	
= pijP fZ1  sg = j

 
1   e s
cos￿ che, in questo caso
8
> > > > > > <
> > > > > > :
pij = j
 := pj 8i
G(s) =
 
1   e s
Osservazione 36.
Condizionatamente ad una sola transizione, le probabilit￿ di transizione pj
sono indipendenti dallo stato in cui ci si trova, i.CAPITOLO 5. ESEMPIO 1: Z1  EXP() 47
Parametri del problema
Le variabili esogene sono:
1.  : ovvero la safety loading;
2.  : intensit￿ del processo di Poisson che conta il numero di salti (sia i
salti dovuti a richieste di risarcimento che quelli dovuti alle variazioni
di prezzo del titolo);
3. p0 = P(Kt = 0), da cui segue che p1 = P(Kt = 1) = 1   p0;
4. c : importo lordo delle entrate per la compagnia assicurativa;
5. c : estremo inferiore per l’ importo netto delle entrate. E’ un vincolo
che la compagnia pu￿ imporre per evitare di avere entrate nette troppo
basse;
6. b: livello minimo di rissicurazione ammissibile che viene imposto nel
caso in cui valga la relazione C(0)  c.
7. [w;w]: supporto delle variabili Wn, che guidano le variazione del prezzo
del titolo;
8.

;

: intervallo di ammissibilit￿ delle politiche di investimento;
9. T: orizzonte temporale;
Ricordiamo la de￿nizione di premio netto in entrata per la compagnia di
assicurazioni, per h(b;Y ) = bY ( proportional reinsurance ):
C(b) := c  
(1 + )(1   b)E fY1g
E fZ1 ^ (T)g
(5.1)
Nelle ipotesi dell’esempio 1, Z  Z1  exp(), dunque vale la relazioneCAPITOLO 5. ESEMPIO 1: Z1  EXP() 48
E[Z ^ T] =
Z 1
0
(z ^ T)dG(z)
=
Z T
0
zdG(z) + T
Z 1
T
dG(z)
=
Z T
0
ze
 zdz + T
Z 1
T
e
 zdz
=

 ze
 zT
0 +
Z T
0
e
 zdz + T

 e
 z1
T
=  Te
 T + 1=

 e
 zT
0 + Te
 T
=
(1   e T)

(5.2)
dalla quale segue che le entrate nette assumono la forma:
C(b) := c  
(1 + )(1   b)E[Y1]
E[Z ^ T]
= c  
E[Y1](1 + )(1   b)
(1   e T)
; (5.3)
In particolare, dalla formula (5.2), segue che l’assunzione 7 (iii), pu￿ essere
riscritta come :
Assunzione 37.
c >
p0E[Y1]G(T   t)
E[Z ^ T   t]
= p0E[Y1] (5.4)
Ora dalla (1.6) e dal punto (i) dell’ osservazione 8, (formula (1.9)), segue
che,
bmin =
8
<
:
1 +
(c c)(1 e T)
E[Y1](1+) se c > C(0)
b se 0 < c < C(0)
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Proposizione 38.
Nelle ipotesi di validit￿ delle assunzioni 7 (i)-(ii) e della (5.4), e nelle ipotesi
dell’esempio 1 si ha:
l

r(t) =
 
e
 (+rC(b))(T t)   1

+
 
1   e (+rC(b))(T t)
 + rC(b)




0
Z 1
0
e
rbydF(y) + 
1
Z w
w
e
 r(ew 1)dH(w)

(5.6)
indipendentemente dal valore di k.
Dimostrazione.
Dalla (3.7) si ha subito la tesi, basta infatti osservare che, risolvendo alcuni
semplici integrali, si ottengono le relazioni
((1   G(T   t))e
 rC(b)(T t)   1) =
 
e
 (+rC(b))(T t)   1

e
Z T t
0
e
 rC(b)zdG(z) =

 
1   e (+rC(b))(T t)
 + rC(b)
si noti inoltre che 0 = p0 e 1 = p1.
Proposizione 39. Nelle ipotesi dell’ esempio 1, R

t de￿nito come in (3.10)
Ł indipendente da (t;k) 2 [0;T]  f0;1g .
Dimostrazione.
 L’ indipendenza da k, segue facilmente dalla proposizione 38 cioŁ dal
fatto che la stessa l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 L’ indipendenza da t segue invece dalle seguenti osservazioni:
De￿niamo :
S

r :=


0
Z 1
0
e
rbydF(y) + 
1
Z w
w
e
 r(ew 1)dH(w)



r :=  + rC(b)
g

r := S

r   

r
allora la funzione l
r(t;k) pu￿ essere riscritta come:
l

r(t;k) =

1   e
 

r (T t)

S
r


r
  1

=

1   e 

r (T t)



r

S

r   

r

: (5.7)
Dimostreremo che scelto ^ r > 0 tale che


^ r   S

^ r = 0 (5.8)
allora ^ r = R

t ed Ł indipendente da t.
Per far ci￿, Ł necessario mostrare che per ^ r > 0 si ha
l

^ r(t;k) = 0 , 

^ r   S

^ r = 0:
Si vede facilmente che, per ^ r > 0


^ r   S

^ r = 0 ) l

^ r(t;k) = 0:
Dimostriamo anche il viceversa, ovvero che se esiste ^ r > 0 t.c. l

^ r(t;k) =
0, allora 

^ r   S

^ r = 0.
Per far ci￿, osserviamo che se per r > 0 vale 
r   S
r 6= 0 allora
l
r(t;k) 6= 0.
Infatti dalla (5.7) segue


r > 0 )

1   e 

r (T t)



r
6= 0


r   S

r 6= 0 )

S

r   

r

6= 0
9
> > =
> > ;
) l

r(t;k) 6= 0CAPITOLO 5. ESEMPIO 1: Z1  EXP() 51
Di conseguenza se esiste ^ r > 0 tale che l
r(t;k) = 0, allora deve neces-
sariamente valere 

^ r   S

^ r = 0.
Segue che l’ unico zero positivo di l
r(t;k) Ł uguale ad ^ r t:c: g

^ r = 0 ed Ł
indipendente dal tempo, in quanto g

^ r Ł una funzione che non dipende
da t.
Espressioni esplicite della funzione l
r(t;k) , sono semplici da determinare,
a patto che le distribuzioni di Y1 e W1 siano tali che i corrispondenti integrali
nella (5.6) siano facili da calcolare. In ogni caso, possono essere calcolati
approssimativamente sostituendo gli integrali con le corrispondenti somme
di Riemann-Stiltjies.
5.1 Y1  exp(), W1 discreta
A partire dall’esempio 1 vogliamo scegliere delle distribuzioni F(y) e H(w)
e vedere come si pu￿ implementare l’algoritmo di Policy improvement.
Supponiamo di trovarci nelle stesse ipotesi dell’esempio 1 e di scegliere:
 Yn  Y1  exp(), ovvero l’ampiezza dei claim Ł distribuita come una
esponenziale negativa di parametro , ne segue che
E [Y1] = 1=
.
 Wn  W1 tale che W 2 [w1;::::;ws]; con probabilit￿ : P(W1 = wj) =
qwj; , ovvero W1 Ł una variabile discreta.
Si osservi che, l’importo netto delle entrate pu￿ allora essere riscritto come
C(b) := c   (1 + )(1   b)
E[Y1]
E[Z1 ^ T]
= c  
(1 + )(1   b)
(1   e T)
; (5.9)
In particolare, osserviamo che l’ assunzione 7 (ii) Ł soddisfatta e valgono leCAPITOLO 5. ESEMPIO 1: Z1  EXP() 52
relazioni:
 r =  (5.10)
r
 =

bmin
(5.11)
ove bmin Ł come in ( 5.5 ). Le relazioni (5.10)-(5.11) si ottengono dall’assun-
zione 7 (ii), dalla de￿nizione di r data nell’osservazione 8 (ii) e osservando
che:
 r = sup

r > 0
  E[e
rY1] < +1
	
= sup

r > 0


Z +1
0
e
 ( r)ydy < +1

= sup

r > 0
  r < 
	
= 
Proposizione 40. La funzione l
r(t;k) assume la seguente forma
l

r(t;k) =
8
> > > > <
> > > > :
 
e (+rC(b))(T t)   1

+
(1 e (+rC(b))(T t))
+rC(b) 


p0

( rb) + p1
Ps
i=1 e r(ewi 1)qwi

se    rb  0
+1 altrimenti
(5.12)
Dimostrazione.
Basta osservare che
Z 1
0
e
(rb )ydF(y) =
 
( rb) se    rb > 0
+1 altrimenti
e che, poichØ le Wn sono variabile discrete
Z w
w
e
 r(ewi 1)dH(w) =
s X
i=1
e
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e sostituire queste due espressioni nella (5.6).
In particolare si ha che, dalla proposizione 39, ^ r Ł indipendente da (t;k),
dunque la politica ottima da adottare sar￿ la stessa qualsiasi sia l’ istante di
tempo in cui si veri￿ca il salto.Capitolo 6
Implementazione degli algoritmi
Prima di analizzare i risultati numerici, faremo alcune osservazioni impor-
tanti sull’ algoritmo di policy improvement e sul programma che simula l’an-
damento del capitale. Spiegare le idee che stanno alla base del codice Ł
fondamentale per comprendere i risultati numerici e la qualit￿ dei risultati
ottenuti.
Nelle sezioni che seguono faremo riferimento al caso speci￿co dell’ Esempio 1.
6.1 Algoritmo di Policy Improvement
In questa sezione, spiegheremo come Ł stato implementato l’algoritmo di Poli-
cy Improvement. Il listato di una possibile implementazione di tale algoritmo
lo si trova in appendice D.
Per prima cosa, ricordiamo che dai risultati ottenuti nella sezione 5.1 poichØ
l
r(t) Ł indipendente da k, e poichØ lo zero di l
r(t) Ł indipendente da (t;k),
il controllo miope ottimale, , pu￿ essere scelto all’ istante t = t0, e sar￿
indipendente da t e k. Questo sempli￿ca molto l’algoritmo, infatti, non sar￿
necessario ad ogni istante di salto determinare il controllo miope ottimo per-
chØ si avr￿ semplicemente (Tn;KTn) = ; 8(Tn;KTn) 2 [0;T]  f0;1g.
Da ci￿ deriva che la politica miope che minimizza il con￿ne superiore per la
probabilit￿ di rovina in al piø N salti sar￿ quella che in ogni istante di salto,
adotta tale controllo ottimo, cioŁ sar￿ una politica stazionaria

 = ( 
;
;:::;

| {z }
NT^(Nt+N)volte
):
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Osserviamo che nell’ implementazione dell’ algoritmo sono stati modi￿ca-
ti, per esigenze di scrittura i nomi di alcuni parametri:
 = my  = d_up  = d_low
j = pol(j;:) Rj
t = R_pi(j)
r = r_star c = c_star b = blow
C(0) = c0 qwj = q(j)
Passo a) : si parte da una data politica ammissibile 0 = (b0;0) 2 A;
Dall’ osservazione 33 segue che a￿nchØ l’algoritmo di Policy Improvement
converga ad una politica che sia fortemente ammissibile Ł necessario che la
politica 0 sia fortemente ammissibile.
Abbiamo gi￿ visto nella proposizione 18 che se vale (3.6), allora esiste sicu-
ramente una politica fortemente ammissibile. In particolare vale la seguente
proposizione.
Proposizione 41. De￿nito il controllo:

0 =
8
<
:
(bmin;0) se C(0) > 0 jj c   C(0)
p0(1 e T)
(1+) p0(1 e T)
(bamm;0) altrimenti
(6.1)
ove, per  che Ł una quantit￿ positiva quasi nulla, de￿niamo
bamm :=  
C(0)E [Z1 ^ (T   t0)]E [Z1 ^ T]
E[Y1]
 
(1 + )E [Z1 ^ (T   t0)]   pk;0G(T   t0)E [Z1 ^ T]
 + :
Nelle ipotesi dell’esempio 1 e supponendo valide le assunzioni 7, 0 Ł forte-
mente ammissibile in t0 .
Dimostrazione. Con t0  0 indichiamo l’istante in cui si determina la politica
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Nella dimostrazione della proposizione 18 abbiamo visto che un controllo
(bt;0) 2 U Ł fortemente ammissibile al tempo t se soddisfa la relazione (3.5).
Se C(0) > 0 la (3.5) Ł soddisfatta per ogni bt 2 [bmin;1] infatti, il membro di
destra della (3.5) diventa:
 C(0)
(1   e (T t0))(1   e T)
[(1 + )(1   e (T t0))   p0(1   e (T t0))(1   e T)]
=  C(0)
(1   e T)
[(1 + )   p0(1   e T)]
  C(0)
(1   e T)
[(1 + )]
 0 < bmin
e quindi 0 = (bmin;0) Ł fortemente ammissibile in t0.
Nel caso in cui C(0) < 0 < c, bmin soddisfa la (3.5) se e soltanto se:
bmin   
C(0)(1   e T)
((1 + )   p0(1   e T))
:
Dalla de￿nizione di bmin nel caso dell’ esempio 1 nella formula (5.5) con
E[Y1] = 1= segue che bmin soddisfa (3.5) se
1 + (c
   c)
(1   e T)
(1 + )
  
C(0)(1   e T)
((1 + )   p0(1   e T))
,
c
  [(c  
(1 + )
(1   e T)
)  
C(0)(1 + )
[(1 + )   p0(1   e T)]
]
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c
  C(0)

1  
(1 + )
((1 + )   p0(1   e T))

,
c
   C(0)
p0(1   e T)
(1 + )   p0(1   e T)
(6.2)
ove, in () abbiamo usato la de￿nizione di C(0), C(0) = c  
(1+)
(1 e T).
Segue che se
c
   C(0)
p0(1   e T)
(1 + )   p0(1   e T)
allora 0 = (bmin;0) Ł fortemente ammissibile.
In￿ne, se C(0) < 0 e c <  C(0)
p0(1 e T)
(1+) p0(1 e T) allora poniamo 0 =
(bamm;0).
Per de￿nizione,
bamm :=  
C(0)E [Z1 ^ (T   t)]E [Z1 ^ T]
E[Y1]
 
(1 + )E [Z1 ^ (T   t)]   pk;0G(T   t)E [Z1 ^ T]
 + 
bamm soddisfa la (3.5) e dunque 0 = (bamm;0) Ł ancora fortemente ammis-
sibile.
passo (b): si determina R0 corrispondente a 0;
Piø in generale per determinare la soluzione dell’ equazione in r, li
r (t;k) = 0,
utilizziamo il metodo di bisezione.
Sia  > 0 molto piccolo, in modo che l’intervallo [a0;b0] := [;r] contenga lo
zero cercato. Il metodo di bisezione Ł un metodo iterativo, che funziona nel
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(1) si considera inizialmente l’ intervallo I0 = [a0;b0] := [;r] se la funzione
li
r (t) cambia segno in tale intervallo allora, per il teorema degli zeri, si
ha che Ri 2 [a0;ab].
(2) Si calcola il punto medio di tale intervallo c0 := (a0 + ab)=2 , e si pone
I1 = [a1;b1]. Ove, se li
r (t) cambia segno nell’ intervallo [a0;c0] ,de￿nia-
mo b1 := c0;a1 := a0, se ci￿ non avviene, vuol dire che lo zero cercato
si trova nell’intervallo [c0;b0] e quindi si de￿niscono a1 := c0;b1 := b0.
Si procede poi ricorsivamente, dimezzando ogni volta la lunghezza del-
l’intervallo nel quale si Ł certi di trovare la radice.
L’intervallo Ik = (ak;bk) avr￿ lunghezza
b0 a0
2k e quindi l’errore che si
commette ponendo Ri = ck, decresce esponenzialmente con k.
(3) Si controlla se l’ ampiezza del nuovo intervallo I1 = [a1;b1] Ł minore di
una certa tolleranza pre￿ssata, toll.
Se b1   a1 > toll si torna al punto (2), altrimenti si pone Ri =
(b1 + a1)=2: Si osservi che minore Ł tale tolleranza, migliore sar￿ l’ap-
prossimazione dello zero cercato.
Osservazione 42.
Si noti che, poichØ bmin 6= 0, ovvero r < +1, in [a0;b0], se  Ł su￿cicien-
temente piccolo, la funzione cambia sicuramente segno e quindi l’ algoritmo
di bisezione converge sempre allo zero cercato.
In de￿nitiva, la ricerca della radice col metodo di bisezione consiste nel cal-
colare i termini della successione ricorsiva:
ak =
8
<
:
ak 1 se signl
ck 1(t) 6= signl
ak 1(t)
ck 1 altrimenti
(6.3)
bk =
8
<
:
ck 1 se sign(l
ck 1(t)) 6= sign(l
ak 1(t))
bk 1 altrimenti
(6.4)
ck =
bk + ak
2
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(c): si determina 1 2 A che minimizza l
R0(t0) rispetto a  2 A;
Per quanto detto nell’osservazione 33 si pu￿ estendere la ricerca della po-
litica che minimizza l
R0(t0) alle politiche ammissibili,  2 U in quanto
politiche che sono ammissibili, ma non fortemente ammissibili sono tali che
l
R0(t0) > l0
R0(t0) = 0.
La funzione fmincon di MatLab permette di risolvere problemi di ottimiz-
zazione non lineare vincolata. In appendice A viene spiegato come lavora
tale funzione.
Nel caso del problema in esame, una volta de￿nita la funzione obiettivo
l(r;t;pol;S), (ove S Ł una struttura che contiene tutti i parametri ), viene
determita la politica che minimizza l(:), tramite il comando:
1
sss= @(param)l(R_pi(j), t,param,S);
3
options= optimset(’TolFun’,1e-16,’LargeScale’,...
5 ’off’, ’Display’, ’off’);
7 [x,fval] = fmincon(sss,[bamm,0]’,[],[],[],[],...
... [bmin,d_low]’,[1,d_up]’,[],options);
9
pol(j+1,:) = x’;
I vincoli che dobbiamo imporre sono quelli di ammissibilit￿ della politica,
ovvero  2 U ) b 2 [bmin;1] &  2 [;]:
Criteri di arresto dell’algoritmo
 Se i parametri assegnati sono tali che l’ assunzione 7 punto (iii) (che in
questo contesto diventa c > p0

) non vale, allora l’algoritmo si arresta
e viene stampato un messaggio di avviso :
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 Se pol(j;:) == pol(j + 1;:) allora possiamo fermare l’algoritmo, per-
chØ abbiamo determinato la soluzione ottima cercata. E’ chiaro in-
fatti, che se la politica che minimizza l(R_pi(j);t;pol;S) Ł proprio
pol(j;:), quindi pol(j + 1;:) = pol(j;:), allora l(R_pi(j);t;pol;S) >
l(R_pi(j);t;pol(j;:);S) = 0 8pol 2 A e quindi R_pi(j) = max(R):
In tal caso, viene stampato un messaggio di avviso :
2 Ritrovata la politica precedente.
L’algortimo si arresta ponendo pol_ott = pol(j;:).
In appendice C Ł possibile trovare il codice di implementazione delle funzioni
C(b), bmin e l
r(t).
6.2 Algoritmo di Simulazione
Per quanto riguarda l’algoritmo di simulazione Ł stato seguito il seguente
schema, dove ricordiamo che N Ł il massimo numero di salti che teniamo in
considerazione:
1. viene ￿ssato il numero di simulazioni che si vogliono fare num_simulazioni
2. per ogni simulazione vengono costruite le variabili casuali del modello:
 Si costruiscono i processi, Z0 (intertempi tra claim successivi ) e Z1
(intertempi tra variazioni di prezzo successive) come esponenziali
negative con numerosit￿ rispettivamente N0 := bp0Nc e N1 :=
N   bp0Nc e parametri rispettivamente p0 e p1. Si de￿nisce il
vettore K = (0;0;:::;0 | {z }
N0
;1;1;:::;1 | {z }
N1
).
 A partire da Z0 e Z1 si costruiscono i vettori degli istanti di ac-
cadimento, T0 e T1 ricordando che T0(i) = T0(i   1) + Z0(i) e
T1(i) = T1(i   1) + Z1(i):
 Dai processi T0 e T1 si costruisce il vettore T = [T0;T1] e si rior-
dinano le sue componenti in ordine crescente. Contemporanea-
mente memorizziamo gli indici nel nuovo ordine e riordiniamo allo
stesso modo il vettore K, indicandolo con KTn. In questo modo
se T(j) = T0(m) per qualche m allora KTn(j) = 0, mentre se
T(j) = T1(m) per qualche m allora KTn(j) = 1.CAPITOLO 6. IMPLEMENTAZIONE DEGLI ALGORITMI 62
In de￿nitiva, KTn Ł il processo a valori in f0;1g tale che,
P(KTn = 0) =
N0
N = p0 e P(KTn = 1) =
N1
N = 1   p0.
 A partire dal vettore T si costruisce il processo, ZTn degli inter-
tempi di accadimento (tra salti qualsiasi ) sfruttando la relazione
ZTn(i) = T(i)   T(i   1):
 A questo punto costruiamo i processi YTn e WTn come segue, per
j = 1;2;:::;min(N;NT)
se KTn(j) = 0 , YTn(j) variabile casuale con distribuzione
esponenziale negativa di parametro 1=my e WTn(j) = 0.
se KTn(j) = 1 , YTn(j) = 0 e WTn(j) variabile casuale di-
screta con supporto in w = fw1;w2;:::;wsg e distribuzione di
probabilit￿ q = fq1;q2;:::;qsg .
3. Si simula il capitale utilizzando la formula ricorsiva (2.2) e i processi
ZTn; YTn; WTn , KTn.
4. Si osserva il rapporto tra il numero di fallimenti e il numero di simula-
zioni. Se il numero di simulazioni va ad in￿nito tale rapporto converge
alla probabilit￿ di rovina in al piø N salti. Tramite le simulazioni riu-
sciremo a capire se la politica ottima scelta utilizzando l’algoritmo di
Policy Improvement Ł e￿ettivamente tale che la probabilitit￿ di rovina
in al piø N salti sia piccola.Capitolo 7
Risultati numerici
7.1 Considerazioni preliminari
In questo capitolo, attraverso l’utilizzo di alcune simulazioni numeriche, pro-
cederemo con l’esempli￿cazione di quanto ￿nora detto sul con￿ne superiore
della probabilit￿ di rovina, facendo riferimento all’ esempio 1 con Y1 e W1
come nel paragrafo 5.1.
Al ￿ne di implementare gli algoritmi per le simulazioni e veri￿carne il fun-
zionamento, cos￿ come per l’elaborazione dei dati e dei gra￿ci Ł stato usato
il software MATLAB 7. In appendice si possono trovare i codici delle im-
plementazioni.
Quello che cercheremo di capire attraverso le simulazioni Ł schematizzabile
come segue:
1. E’ sempre conveniente investire in un titolo ￿nanziario? Se lo Ł, quanto
Ł opportuno investire? Per rispondere a queste domande esploreremo
contesti di mercato diversi, analizzando, a parit￿ di tutti gli altri fat-
tori, mercati con diverso andamento medio.
2. E’ sempre ottimale decidere di trasferire parte del rischio all’ ente rias-
sicuratore? Quanto la compagnia pu￿ permettersi di riassicurare? da
cosa dipende tale livello di copertura ottimale?
In ci￿ che segue supporremo costanti alcuni parametri, altri invece verranno
modi￿cati al ￿ne di creare di￿erenti scenari che porteranno alla scelta di
diverse politiche ottime.
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Tra i parametri costanti abbiamo:
Parametri costanti Esempio 1
 = 0:05 T = 10
p0 = 0:3 p1 = 0:7 t0 = 0
b = 0:001 N = 80
 = 5  = 6  = 0
Osservazione 43.
1. Stiamo considerando Z come una variabile esponenziale negativa di pa-
rametro  = 5, ci￿ signi￿ca che nell’ unit￿ di tempo si veri￿cano in
media 5 salti, o, in altri termini, il tempo medio che intercorre tra due
salti successivi (indipendentemente dal tipo di salto) Ł di 1=5. Piø in
dettaglio, il numero medio di richieste di claim nell’ unit￿ di tempo Ł
di 0 = p0 = 1:5 , mentre il numero medio dei cambiamenti dei prezzi
per unit￿ di tempo Ł 1 = p1 = 3:5.
2. consideriamo N = 80, ove N Ł il numero massimo di salti che teniamo
in considerazione, ovvero vogliamo osservare se la comnpagnia fallisce
in al piø N salti.
3.  = 6 ; = 0 , vuol dire che alla compagnia non Ł consentito vendere
allo scoperto (investire quantit￿ negative di denaro). E’ per￿ possibile
l’indebitamento in quanto il vincolo    non dipende dal capitale di-
sponibile.
Come gi￿ accennato suddivideremo l’analisi dei risultati distinguendo vari
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caso 1 0 < c < C(0), vuol dire che il costo che la compagnia dovrebbe a￿ron-
tare per poter cedere per intero il rischio alla compagnia riassicuratri-
ce, cr(0) Ł minore delle entrate lorde. Inoltre b = b soddisfa il vincolo
c < C(b), quindi dalla de￿nizione di bmin in (1.6) si ha che il minimo
livello di riassicurazione ammissibile Ł, dalla (5.5), bmin = b .
caso 2 0 < C(0) < c in un tale contesto nonostante il costo per una riassi-
curazione totale sia inferiore alle entrate lorde, la politica che richiede
di riasssicurare tutto non Ł ammissibile in quanto non soddisfa il vin-
colo c < C(b). Il minimo livello di riassicurazione ammissibile Ł, dalla
(5.5), bmin = 1 +
(c c)(1 e T)
(1+) :
caso 3 C(0) < 0 < c le entrate lorde della compagnia sono minori del costo di
riassicurazione totale, e in particolare la politica che richiede di cedere
per intero il rischio non soddisfa il vincolo C(b) > c. Anche in questo
caso, la minima politica di riassicurazione Ł data, sempre in base alla
(5.5) da bmin = 1 +
(c c)(1 e T)
(1+) .
7.2 0 < c < C(0)
Consideriamo i seguenti valori per i parametri:
Parametri Esempio 1
c = 60 1= = 1=my = 10
x0 = x0 = 2 c = c_star = 6
7.2.1 mercato favorevole
Il supporto w = fw1;w2;:::;wsg e la distribuzione q = fq1;q2;:::;qsg per la
variabile WTn sono in questo contesto de￿niti come in tabella.CAPITOLO 7. RISULTATI NUMERICI 66
Parametri di mercato:
w1 =  1:5 w2 =  1:1 w3 = 0:8 w4 = 1:8
qw1 = 1
8 qw2 = 1
8 qw3 = 1
2 qw4 = 1
4
Tabella 7.1: Dati relativi ad un mercato favorevole
Osservazione 44.
(1) Si noti che in questo caso siamo nell’ ipotesi di mercato favorevole,
infatti E[W1] = 0:5250 > 0
(2) 0 < c < C(0) = 7:5 , in particolare C(0) > 0 signi￿ca che la compa-
gnia pu￿ permettersi di riassicurare tutto. In tal caso dalla 1.9 si ha
bmin = b = 0:001.
In piø, il vincolo dato dall’ imporre un’ entrata netta minima di
c = 6 < C(0) per unit￿ di periodo, non limita dal basso il livello
di copertura ammissibile, in quanto bmin soddisfa tale vincolo, infatti
C(bmin) > C(0) > c .
(3) Si osservi, che se la compagnia ha entrate lorde per unit￿ di tempo
c = 60, e se la media dell’ ammontare dei claim Ł 1=mu = 10, allora
un capitale iniziale x0 = 2 Ł molto basso. Inoltre, nonostante le entrate
lorde siano elevate, riassicurare tutto costa cr(0) = 52:5, e quindi le
entrate nette per un livello di assicurazione elevato (vicino allo 0 )
sono basse,C(0) = c   cr(0) = 7:5.
(4) Dalla proposizione 41, segue che la politica iniziale Ł 0 = (bmin;0) ed
Ł fortemente ammissibile.
(5) La policy improvement ci fornisce il controllo ottimo che Ł dato da :

 = (b
;
); con b
 = 0:001 = b ; 
 = 0:00696
da cui segue,
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(5.2) R  99:8017 < r
(5.3) il con￿ne superiore per la probabilit￿ di rovina in un passo Ł
e Rx0  2:0574  10 87
(6) Si osservi che la politica ottima di investimento richiede di investire nel
mercato molto poco,  = 0:00696, la spiegazione economica Ł che per
la compagnia Ł piø conveniente investire il suo capitale per la coper-
tura dal rischio, scegliendo un livello di riassicurazione, b = 0:001%,
piuttosto che spendere il suo capitale investendo nel mercato ￿nanziario
che, seppur in media favorevole, Ł una potenziale fonte di rischio.
L’output dato dall’ algoritmo di policy improvement Ł :
Insieme delle politiche ammissibili :
2 (b, delta) in ( 0.00100 ,1] x [0.00000, 6.00000]
4 Politica iniziale fortemente ammissibile :
pol_0 = (0.0010, 0.0),
6
8 iterazione 1
10 lo zero della funzione l(r,pol(0)) per la politica
pol(0) = [ 0.00100, 0.00000] e’ R(0) = 99.8013903
12
la politica che minimizza per R(0) = 99.8013903 e’
14 pol(1) = [0.0010,0.00696]
16 il valore di l(R(0), pol(1)) e’
[ l(99.8013903 , 0.00, 0.0010, 0.00696) = -0.0016882 ]
18
20
iterazione 2
22
lo zero della funzione l(r,pol(1)) per la politica
24 pol(1) = [ 0.00100, 0.00696] e’ R(1) = 99.8017272
26 la politica che minimizza per R(1) = 99.8017272 e’
pol(2) = [0.0010,0.00696]
28
il valore di l(R(1), pol(2)) e’CAPITOLO 7. RISULTATI NUMERICI 68
30 l(99.8017272 , 0.00, 0.0010, 0.00696) = -0.0000000
32
34 ritrovata politica dell’ iterazione precedente:
pol(3) = pol(2)
36
38 confine superiore per la probabilit￿ di rovina in un salto
2.057411588525810e-087
Il gra￿co in ￿gura 7:1, rappresenta le iterazioni dell’ algoritmo di policy
improvement, e quindi per ogni i relativa all’ i iterazione dell’ algoritmo
viene disegnata, in funzione di r, la funzione li
r (t) .
Figura 7.1: Policy improvement se 0 < c < C(0)
Si osservi che i tre gra￿ci sembrano coincidere, in realt￿ di￿eriscono tra lo-
ro molto poco, e tale di￿erenza Ł trascurabile rispetto alla scala adottata.
Tale di￿erenza si pu￿ notare dall’ output dell’algoritmo di policy improve-
ment,infatti R0 = 99:8013903 < R(1) = 99:8017272.
Nella ￿gura 7.2, invece, vengono plottati gli andamenti del capitale di 100
simulazioni e si vede come adottando la politica ottima, il rapporto tra nu-
mero di fallimenti e numero di simulazioni Ł 0=100.
In particolare, abbiamo simulato il capitale 10000 volte e il numero di falli-
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Osservazione 45. Si noti, che in tale esempio, la probabilit￿ di fallire in un
passo Ł praticamente nulla, questo perchØ il 99;9% del rischio derivante da
una richiesta di risarcimento Ł stato accollato a terzi, il prezzo da pagare per
cedere tale rischio Ł un prezzo che la compagnia pu￿ permettersi grazie all’
elevato premio lordo in entrata c = 60, inoltre, essendo l’ investimento nei
mercati irrisorio, anche se si dovesse a￿rontare una perdita, la compagnia
avrebbe a disposizione abbastanza capitale per non fallire.
Figura 7.2: Simulazioni del capitale nel caso 0 < c < C(0)
Supponiamo adesso di adottare una politica diversa dalla politica ottima
trovata. Essendo il mercato favorevole, la compagnia assicurativa potrebbe
essere tentata ad investire molto di piø per poter incrementare il suo capitale.
Scegliamo, dunque, la politica _alt = (b;3) e simuliamo l’andamento del
capitale supponendo di adottare tale politica ad ogni istante di salto. Si os-
serva che su 100 simulazioni il numero di fallimenti Ł di 5 come mostrato in
￿gura 7.3. Simulando il capitale 1000 volte si ottiene un numero di fallimenti
circa uguale a 39, ovvero si fallisce in al piø N = 80 salti, circa il 4% delle
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Osservazione 46. Si osservi che a di￿erenza della politica ottima, il rap-
porto tra il numero di fallimenti e il numero di simulazioni, in questo caso, Ł
molto elevato. Questo perchØ la politica considerata richiede di investire mol-
to nel mercato ￿nanziario e quindi un movimento del prezzo a ribasso porta
a consistenti perdite di capitale, e pu￿ condurre la compagnia al fallimento.
Questo ci mostra che, nonostante il mercato sia favorevole, la scelta di inve-
stire molto non solo non Ł ottima, ma Ł molto pericolosa.
Figura 7.3: Simulazioni del capitale nel caso _alt = (0:001;3)
7.2.2 mercato sfavorevole
Supporto di W1
w1 =  3:0 w2 =  1:5 w3 = 0:5 w4 = 1
qw1 = 1
4 qw2 = 1
2 qw3 = 1
8 qw4 = 1
8
Tabella 7.2: Dati relativi ad un mercato sfavorevoleCAPITOLO 7. RISULTATI NUMERICI 71
Osservazione 47.
Quello che di￿erenzia questo caso dal precedente Ł l’andamento del mercato,
infatti, E[W1] =  1:3125 < 0.
La policy improvement ci fornisce il controllo ottimo che Ł dato da :
b
 = 0:001 = bmin ; 
 = 0
da cui segue,
(1) r = =bmin = 100
(2) R  99:8017 < r
(3) il con￿ne superiore per la probabilit￿ di rovina in un passo Ł e Rx0 
2:0588  10 87
Si osservi che la politica ottima di investimento richiede di non investire nel
mercato,  = 0, la spiegazione Ł che un mercato che in media muove a
ribasso, Ł molto rischioso, e quindi anche investimenti molto bassi, fanno
aumentare la probabilit￿ di rovina.
Dall’ output dell’ algoritmo di policy improvement si vede che il con￿ne
per la probabilit￿ di rovina in un passo Ł 2:0588  10 87 .
Figura 7.4: Policy improvement se 0 < c < C(0)CAPITOLO 7. RISULTATI NUMERICI 72
1
Politica iniziale fortemente ammissibile:
3 pol_0 = (0.0010, 0.0),
5 ritrovata politica dell’ iterazione precedente
pol(1) = pol(0)
7
confine superiore per la probabilit￿ di rovina in un salto
9
2.058798487687069e-087
In questo contesto, la policy improvement non determina politiche miglio-
ri della politica iniziale 0 = [0:001;0], e quindi il gra￿co, 7.4, che in genere
mostra l’algoritmo di policy improvement Ł, in questo caso, semplicemente il
gra￿co della funzione l0
r (t), per t = 0.
Nella ￿gura 7.5, invece vengono plottati gli andamenti del capitale di 100
simulazioni, il rapporto tra numero di fallimenti e numero di simulazioni Ł
0=100.
Figura 7.5: Simulazioni del capitale nel caso 0 < c < C(0)CAPITOLO 7. RISULTATI NUMERICI 73
Una politica diversa da quella ottima trovata, ma ragionevole da un punto
di vista intuitivo, potrebbe essere la politica che non richiede investimenti,
 = 0 e che sceglie un livello di rissicurazione piø piccolo. Infatti, poichØ
le entrate lorde per unit￿ di tempo sono elevate c = 60, e poichØ si sceglie
di non investire nel mercato, la compagnia potrebbe decidere di riassicurarsi
meno sperando di poter far fronte con le proprie risorse alla maggior par-
te delle richieste di risarcimento che arrivano. Scegliamo dunque la politica
_alt = (0:1;0). Si osservi che in questo caso stiamo riassicurando il 90%
delle richieste di risarcimento, quindi la copertura dal rischio Ł ancora eleva-
ta. Nonstante ci￿ simulando l’andamento del capitale 1000 volte si ottiene
un numero di fallimenti pari a 18, ovvero si fallisce all’ incirca il 2% delle
volte.
Nel gra￿co 7.6 mostriamo l’andamento del capitale per 100 simulazioni, il
numero di fallimenti in questo caso Ł 2=100.
Figura 7.6: Simulazioni del capitale nel caso _alt = (0:1;0)
7.3 0 < C(0) < c
Consideriamo i seguenti valori per i parametri, utilizzando le stesse notazioni
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Parametri Esempio 2
di (ri)assicurazione e altri
c = 60 E[Y1] = 1= = 10
c = 15 x0 = 2
7.3.1 mercato favorevole
I dati relativi al processo WTn sono quelli della tabella 7.1, ovvero siamo di
nuovo nelle condizioni in cui il mercato Ł favorevole. Si osservi che:
Osservazione 48.
(1) 0 < C(0) < c , e in particolare C(0) > 0, signi￿ca che la compagnia
pu￿ permettersi di riassicurare tutto, ma il vincolo dato dall’ impor-
re un’ entrata netta minima di c = 15 > C(0) per unit￿ di periodo,
limita dal basso il livello di copertura ammissibile. Di conseguenza il
piø basso valore di b che la compagnia pu￿ scegliere si trova imponendo
C(b) = c e si ottiene (come in formula (1.9), per il caso C(0) < c)
bmin  0:14286.
Dalla proposizione 41 si ha che il controllo (bmin;0) Ł fortemente am-
missibile quindi si sceglie 0 = (0:14286;0):
(2) La policy improvement ci fornisce il controllo ottimo che Ł dato da :
b
 = 0:14286 = bmin ; 
 = 1:15834
da cui segue,
(2.1) r = =bmin = 0:7
(2.2) R  0:61224 < r
(2.3) il con￿ne superiore per la probabilit￿ di rovina in un passo Ł e Rx0 
0:294
(3) Si osservi che la politica ottima di investimento richiede di investire nel
mercato una quantit￿ non irrisoria ,  = 1:15834, la spiegazione Ł che
la compagnia avendo delle restrizioni sul livello di riassicurazione adot-
tabile, cerca di incrementare il proprio capitale investendo nel mercato.CAPITOLO 7. RISULTATI NUMERICI 75
Gli investimenti sono ovviamente conseguenza del fatto che in media il
mercato muove a rialzo.
L’output dato dall’ algoritmo di policy improvement Ł :
2 Politica iniziale fortemente ammissibile:
pol_0 = (0.1429, 0.0),
4
iterazione 1
6
lo zero della funzione l(r,pol(0)) per la politica
8 pol(0) = [ 0.14286, 0.00000] e’ R(0) = 0.6000000
10 la politica che minimizza per R(0) = 0.6000000 e’
pol(1) = [0.1429,1.1583]
12
il valore di l(R(0), pol(1)) e’
14 l(0.6000000 , 0.00, 0.1429, 1.1583) = -0.0914924
16
18 iterazione 2
20 lo zero della funzione l(r,pol(1)) per la politica
pol(1) = [ 0.14286, 1.15834] e’ R(1) = 0.6122383
22
la politica che minimizza per R(1) = 0.6122383 e’
24 pol(2) = [0.1429,1.1352]
il valore di l(R(1), pol(2)) e’
26 l(0.6122383 , 0.00, 0.1429, 1.1352) = -0.0000179
28
30 iterazione 3
lo zero della funzione l(r,pol(2)) per la politica
32 pol(2) = [ 0.14286, 1.13518] e’ R(2) = 0.6122404
34 la politica che minimizza per R(2) = 0.6122404 e’
pol(3) = [0.1429,1.1352]
36 il valore di l(R(2), pol(3)) e’
l(0.6122404 , 0.00, 0.1429, 1.1352) = -0.0000000CAPITOLO 7. RISULTATI NUMERICI 76
38
40
ritrovata politica dell’ iterazione precedente
42 pol(4) = pol(3)
44 confine superiore per la probabilit￿ di rovina in un salto
0.29391027588196
Figura 7.7: Policy improvement se 0 < C(0) < c
Il gra￿co che mostra l’algoritmo di policy improvement Ł quello in ￿gura 7.7
Osservazione 49. Si noti, che in tale esempio, il con￿ne superiore per la
probabilit￿ di rovina in un passo Ł di circa il 29%, questo perchØ la compagnia
Ł esposta per circa il 14% al rischio di risarcimento, e, visto l’ammontare di
capitale investito nel mercato, al rischio dovuto a possibili cali del prezzo del
titolo.
Nella ￿gura 7.8, vengono plottati gli andamenti del capitale di 100 simula-
zioni e si vede come adottando la politica ottima, il rapporto tra numero di
fallimenti e numero di simulazioni Ł 4=100.
In particolare, abbiamo simulato il capitale 1000 volte e il numero di falli-
menti sono 34.
Scegliamo una politica diversa da quella ottima, ma che pu￿ sembrare ragio-
nevole. Supponiamo che la compagnia decida di investire di piø nel mercatoCAPITOLO 7. RISULTATI NUMERICI 77
Figura 7.8: Simulazioni del capitale nel caso 0 < c < C(0)
e quindi di adottare una politica di investimento maggiore di 4 =  > ,
questo Ł ragionevole visto che il mercato Ł favorevole, e supponiamo che si
decida di adottare il minimo livello di riassicurazione ammissibile, b = bmin.
Figura 7.9: Simulazioni del capitale nel caso _alt = (0:14286;4)
Simulando l’andamento del capitale, utilizzando tale politica, si sono veri￿ca-
ti 105 fallimenti su 1000 simulazioni, si ha dunque circa il 10% di probabilit￿
di fallire in N salti. Nella ￿gura 7.9 si vede l’andamento del capitale per 100
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7.3.2 mercato sfavorevole
I dati di mercato sono quelli in tabella 7.2.
Osservazione 50.
(1) 0 < C(0) < c , anche in questo caso, come nel punto precedente, bmin
sar￿ tale che C(bmin) = c.
(2) Per le condizioni imposte da una tale scelta di parametri il capitale
iniziale, x0 = 2, Ł molto basso, inoltre, riassicurare tutto costa cr(0) =
52:5, e quindi le entrate nette per un livello di assicurazione elevato
(vicino allo 0 ) sono basse.
(3) bmin = 0:14286; dalla proposizione 41, si ha che il controllo (bmin;0)
Ł ammissibile.
(4) La policy improvement ci fornisce il controllo ottimo che Ł dato da :
b
 = 0:14286 = bmin ; 
 = 0
da cui segue,
(4.1) r = =bmin = 0:7
(4.2) R  0:6 < r
(4.3) il con￿ne superiore per la probabilit￿ di rovina in un passo Ł e Rx0 
0:3012
(5) Si osservi che la politica ottima di investimento richiede di non investire
nel mercato,  = 0, cosa che ci aspettavamo in quanto il mercato Ł
sfavorevole.
L’output dato dall’ algoritmo di policy improvement Ł :CAPITOLO 7. RISULTATI NUMERICI 79
2 Insieme delle politiche ammissibili :
(b, delta) in ( 0.14286 ,1] x [0.00000, 6.00000]
4
Politica iniziale fortemente ammissibile:
6 pol_0 = (0.1429, 0.0),
8 ritrovata politica dell’ iterazione precedente
pol(1) = pol(0)
10
Confine superiore per la probabilit￿ di rovina in un salto
12 0.30119421191234
Il gra￿co che mostra l’algoritmo di policy improvement Ł quello in ￿gura
7.10
Figura 7.10: Policy improvement se 0 < C(0) < c
Osservazione 51. Si noti, che in tale esempio, il con￿ne superiore per la
probabilit￿ di rovina in un passo Ł di circa il 30%, questo perchØ la compagnia
Ł esposta per circa il 14% al rischio di risarcimento.
Nella ￿gura 7.11,vengono plottati gli andamenti del capitale di 100 simu-
lazioni e si vede come adottando la politica ottima, il rapporto tra numero di
fallimenti e numero di simulazioni Ł 6=100. In particolare, abbiamo simulato
il capitale 1000 volte e il numero di fallimenti sono 45.
Se scegliamo la politica alternativa pol_alt = (0:3;0), ovvero scegliamo di
riassucrare meno e quindi di accollarci piø rischio derivante da richieste di ri-
sarcimento e di non investire nel mercato, il rapporto tra numero di fallimentiCAPITOLO 7. RISULTATI NUMERICI 80
Figura 7.11: Simulazioni del capitale nel caso 0 < c < C(0)
e numero di simulazioni, aumenta, come si vede nella ￿gura 7.12, infatti, in
questo caso Ł 16=100:
7.4 C(0) < 0 < c
Consideriamo i seguenti valori per i parametri, utilizzando le stesse notazioni
dei capitoli precedenti:
Parametri Esempio 3
di (ri)assicurazione e altri
c = 60 E[Y1] = 1= = 30
c = 30 x0 = 240
7.4.1 mercato favorevole
Faremo riferimento ai dati di mercato nella tabella 7.1.CAPITOLO 7. RISULTATI NUMERICI 81
Figura 7.12: Simulazioni del capitale nel caso _alt = (0:3;0)
Osservazione 52.
(1) Si noti che in questo caso siamo nell’ ipotesi di mercato favorevole,
infatti E[W1] = 0:5250 > 0
(2) C(0) < 0 ,questo Ł intuitivo in quanto, visto che la media dell’ ammon-
tare dei claim Ł molto elevata, dalla formula (1.4) si vede che riassi-
curare tutto ha un costo molto alto, in particolare tale costo supera le
entrate lorde della compagnia c < cr. Quello che ci aspettiamo Ł che la
politica di riassicurazione minima che la compagnia pu￿ permettersi,
(bmin), sia molto elevata (vicina all’ 1). In altri termini, il rischio che
la compagnia pu￿ permettersi di cedere a terzi Ł molto contenuto.
In piø, il vincolo dato dall’ imporre c = 30, ossia la compagnia vuole
trattenere almeno la met￿ delle entrate lorde, limita ulteriormente dal
basso il livello di copertura ammissibile.
(3) Si osservi che se la compagnia ha entrate lorde per unit￿ di tempo
c = 60, e se la media dell’ ammontare dei claim Ł 1= = 30, allora un
capitale iniziale x0 = 240 non Ł da considerarsi troppo alto.
(4) bmin  0:81; Inoltre poichØ non soddisfa la (3.5) si ha che il controllo
(bmin;0) non Ł fortemente ammissibile e quindi scegliamo come politi-
ca iniziale 0 de￿nita come nella proposizione 41, in questo caso valeCAPITOLO 7. RISULTATI NUMERICI 82
bamm = 0:86666.
(5) La policy improvement ci fornisce il controllo ottimo che Ł dato da :
b
 = 0:93417 6= bmin ; 
 = 6 ( = )
da cui segue,
(5.1) r = =bmin  0:041
(5.2) R  0:0166 < r
(5.3) il con￿ne superiore per la probabilit￿ di rovina in un passo Ł e Rx0 
0:0186  2%
(6) Si osservi che la politica ottima di investimento richiede di investire nel
mercato il massimo livello consentito,  = . Questo Ł comprensibile,
in quanto potendo riassicurare molto poco b = 93%, ovvero avendo
una copertura dal rischio minore del 7% , ed essendo in tale scenario
il mercato favorevole, la compagnia cerca di incrementare il proprio ca-
pitale investendo nel mercato ￿nanziario, e di utilizzare tali ricavi per
poter far fronte alle richieste di risarcimento.
Vedremo nel paragrafo successivo che una tale politica di investimento
non sarebbe ottimale in un contesto in cui il mercato Ł sfavorevole, in
quanto al rischio assicurativo si aggiungerebbe il rischio di perdere ul-
teriore capitale a causa di investimenti molto rischiosi.
L’output dato dall’ algoritmo di policy improvement Ł :
2
Insieme delle politiche ammissibili :
4 (b, delta) in ( 0.80952 ,1] x [0.00000, 6.00000]
6 Politica iniziale fortemente ammissibile:
pol_0 = (0.8677, 0.0),
8
10
iterazione 1
12
lo zero della funzione l(r,pol(0)) per la politica
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16 la politica che minimizza per R(0) = 0.0001104 e’
pol(1) = [1.0000,6.0000]
18
il valore di l(R(0), pol(1)) e’
20 l(0.0001104 , 0.00, 1.0000, 6.0000) = -0.0011108
22
iterazione 2
24
lo zero della funzione l(r,pol(1)) per la politica
26 pol(1) = [ 1.00000, 6.00000] e’ R(1) = 0.0164897
28 la politica che minimizza per R(1) = 0.0164897 e’
pol(2) = [0.9401,6.0000]
30
il valore di l(R(1), pol(2)) e’
32 l(0.0164897 , 0.00, 0.9401, 6.0000) = -0.0015198
34
iterazione 3
36
lo zero della funzione l(r,pol(2)) per la politica
38 pol(2) = [ 0.94012, 6.00000] e’ R(2) = 0.0166082
40 la politica che minimizza per R(2) = 0.0166082 e’
pol(3) = [0.9342,6.0000]
42
il valore di l(R(2), pol(3)) e’
44 l(0.0166082 , 0.00, 0.9342, 6.0000) = -0.0000146
46
iterazione 4
48
lo zero della funzione l(r,pol(3)) per la politica
50 pol(3) = [ 0.93422, 6.00000] e’ R(3) = 0.0166094
52 la politica che minimizza per R(3) = 0.0166094 e’
pol(4) = [0.9342,6.0000]
54
il valore di l(R(3), pol(4)) e’
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58
iterazione 5
60
lo zero della funzione l(r,pol(4)) per la politica
62 pol(4) = [ 0.93417, 6.00000] e’ R(4) = 0.0166094
64 la politica che minimizza per R(4) = 0.0166094 e’
pol(5) = [0.9342,6.0000]
66
il valore di l(R(4), pol(5)) e’
68 l(0.0166094 , 0.00, 0.9342, 6.0000) = 0.0000000
70 ritrovata politica dell’ iterazione precedente
pol(6) = pol(5)
72
confine superiore della probabilit￿ di rovina in un salto
74 0.01856919655957
Il gra￿co in ￿gura 7:13, rappresenta le iterazioni dell’ algoritmo di policy
improvement.
Simulando il capitale della compagnia 1000 volte si ottiene che il numero di
Figura 7.13: Iterazione dell’algoritmo di policy improvement
fallimenti Ł uguale a 13.
Nella ￿gura 7.14 vengono plottati gli andamenti del capitale di 100 simula-
zioni e si vede come adottando la politica ottima, il rapporto tra numero di
fallimenti e numero di simulazioni Ł 2=100.CAPITOLO 7. RISULTATI NUMERICI 85
Figura 7.14: Andamento del capitale in 100 simulazioni
Supponendo di adottare una politica diversa da quella ottima fornita dall’
algoritmo di policy improvement, per esempio una politica piø moderata, in
cui il livello di rissicurazione Ł il minimo consentito,b = bmin e invece il livello
di investimento Ł  = 4 < , il rapporto tra il numero di simulazioni e il
numero di fallimenti Ł di 5=100, come mostrato in ￿gura 7.15, mentre su una
simulazione di 1000 traiettorie del capitale il numero di fallimenti Ł di 24.
Figura 7.15: Simulazione di 100 traiettorie del capitale per _alt = (bmin;4)CAPITOLO 7. RISULTATI NUMERICI 86
Osservazione 53.
I risultati ottenuti in questo paragrafo, potrebbero indurci a pensare che in
un tale contesto, visto l’elevato costo di riassicurazione, la strategia di inve-
stimento ottima possa essere  = , qualsiasi sia il valore di . In realt￿,
non Ł cos￿. Supponendo, infatti, di permettere alla compagnia assicurativa
investimenti molto elevati, per esempio  = 100, la policy improvement resti-
tuisce la politica ottima b = bmin; = 29:637. In altre parole, la compagnia
assicurativa sceglie di investire nel mercato, quella quantit￿ di denaro, chia-
miamola ^ , che le permette di riassicurare il piø possibile, b = bmin. Se tale
investimento non fosse ammissibile, ovvero se ^  >  allora l’ investimento
ottimo per la compagnia sarebbe il massimo consentito, ovvero  = , men-
tre il livello di riassicurazione ottimo b, verrebbe scelto di conseguenza.
Supponendo dunque di porre  = 100, l’output dato dall’ algoritmo di po-
licy improvement Ł:
1
Insieme delle politiche ammissibili:
3 (b, delta) in ( 0.80952 ,1] x [0.00000, 100.00000]
5 Politica iniziale fortemente ammissibile:
pol_0 = (0.8677, 0.0),
7
9
iterazione 1
11 lo zero della funzione l(r,pol(0)) per la politica
pol(0) = [ 0.86767, 0.00000] e’ R(0) = 0.0001104
13
la politica che minimizza per R(0) = 0.0001104 e’
15 pol(1) = [1.0000,100.0000]
17 il valore di l(R(0), pol(1)) e’
l(0.0001104 , 0.00, 1.0000, 100.0000) = -0.0130995
19
21
23
25 iterazione 2
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27 pol(1) = [ 1.00000, 100.00000] e’ R(1) = 0.0161431
29 la politica che minimizza per R(1) = 0.0161431 e’
pol(2) = [0.8701,43.0525]
31
il valore di l(R(1), pol(2)) e’
33 l(0.0161431 , 0.00, 0.8701, 43.0525) = -0.1466417
35
37
iterazione 3
39 lo zero della funzione l(r,pol(2)) per la politica
pol(2) = [ 0.87007, 43.05254] e’ R(2) = 0.0222692
41
la politica che minimizza per R(2) = 0.0222692 e’
43 pol(3) = [0.8095,31.2091]
45 il valore di l(R(2), pol(3)) e’
l(0.0222692 , 0.00, 0.8095, 31.2091) = -0.0321536
47
49
51 iterazione 4
lo zero della funzione l(r,pol(3)) per la politica
53 pol(3) = [ 0.80952, 31.20911] e’ R(3) = 0.0234404
55 la politica che minimizza per R(3) = 0.0234404 e’
pol(4) = [0.8095,29.6498]
57
il valore di l(R(3), pol(4)) e’
59 l(0.0234404 , 0.00, 0.8095, 29.6498) = -0.0002931
61
63
iterazione 5
65 lo zero della funzione l(r,pol(4)) per la politica
pol(4) = [ 0.80952, 29.64978] e’ R(4) = 0.0234504
67
la politica che minimizza per R(4) = 0.0234504 e’
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71 il valore di l(R(4), pol(5)) e’
l(0.0234504 , 0.00, 0.8095, 29.6371) = -0.0000000
73
75
77 iterazione 6
lo zero della funzione l(r,pol(5)) per la politica
79 pol(5) = [ 0.80952, 29.63709] e’ R(5) = 0.0234504
81 la politica che minimizza per R(5) = 0.0234504 e’
pol(6) = [0.8095,29.6371]
83
il valore di l(R(5), pol(6)) e’
85 l(0.0234504 , 0.00, 0.8095, 29.6371) = 0.0000000
87
89 ritrovata politica dell’ iterazione precedente pol(7) = pol(6)
7.4.2 mercato sfavorevole
Sempre utilizzando i valori in tabella 7.2, possiamo osservare che:
Osservazione 54.
(1) Ancora, bmin  0:81 <  
C(0)E[Z1^(T t)]E[Z1^T]
E[Y1]((1+)E[Z1^(T t)] pk;0G(T t)E[Z1^T]) dunque
il controllo (bmin;0) non Ł ammissibile, ma la politica 0 = ((0:8677;0:0)
de￿nita nella proposizione 41, con bamm = 0:86666. Ł fortemente am-
missibile.
(2) La policy improvement ci fornisce il controllo ottimo che Ł dato da :
b
 = 1 ;
 = 0 ( = )
da cui segue,
(2.1) r = =bmin  0:041
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(2.3) il con￿ne superiore per la probabilit￿ di rovina in un passo Ł e Rx0 
0:1353
(3) Si osservi che la politica ottima di investimento, in questo caso, richie-
de di non investire nel mercato,  =  = 0, come nei casi precedenti,
questo Ł dovuto al fatto che in media il mercato muove a ribasso.
(4) Si noti ancora, che il livello ottimo di riassicurazione Ł b = 1 ci￿
signi￿ca che non conviene riassicurare. Infatti, nonostante la riassi-
curazione riduca il rischio ad un livello adeguato per la compagnia, il
costo di riassicurazione fa s￿ che il valore atteso del patrimonio netto
si riduca in una misura cos￿ elevata da causare un aumento della pro-
babilit￿ di rovina della compagnia, anzichØ una diminuzione.
Output dell’ algoritmo di policy improvement :
2 Insieme delle politiche ammissibili:
(b, delta) in ( 0.80952 ,1] x [0.00000, 6.00000]
4
Politica iniziale fortemente ammissibile:
6 pol_0 = (0.8677, 0.0),
8 iterazione 1
lo zero della funzione l(r,pol(0)) per la politica
10 pol(0) = [ 0.86767, 0.00000] e’ R(0) = 0.0001104
12 la politica che minimizza per R(0) = 0.0001104 e’
pol(1) = [1.0000,0.0000]
14
il valore di l(R(0), pol(1)) e’
16 l(0.0001104 , 0.00, 1.0000, 0.0000) = -0.0003274
18
ritrovata politica dell’ iterazione precedente
20 pol(2) = pol(1)
22 Confine superiore per la probabilit￿ di rovina in un salto
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Il gra￿co in ￿gura 7:16, rappresenta le iterazioni dell’ algoritmo di policy
improvement. Nella ￿gura 7.17, invece vengono plottati gli andamenti del
Figura 7.16: Iterazione dell’algoritmo di policy improvement
capitale di 100 simulazioni e si vede come adottando la politica ottima, il
rapporto tra numero di fallimenti e numero di simulazioni Ł 5=100.
Figura 7.17: Andamento del capitale:100 simulazioni
Simulando il capitale della compagnia 1000 volte, si ottiene che il numero di
fallimenti Ł circa uguale a 51.CAPITOLO 7. RISULTATI NUMERICI 91
Figura 7.18: Andamento del capitale in 100 simulazioni per la politica
(bmin;0)
Potrebbe sembrare un’ alternativa migliore quella che impone alla com-
pagnia di riassicurarsi il piø possibile b = bmin e di non investire nel mercato.
Utilizzando la politica alternativa _alt = (bmin;0) viene simulato 1000 l’an-
damento del capitale e il numero di fallimenti Ł 141, dunque si fallisce in piø
del 10% dei casi.
In ￿gura 7.18 viene plottato l’andamento del capitale di 100 simulazioni, in
cui il numero di fallimenti Ł 15.Capitolo 8
Conclusioni
Abbiamo considerato il problema di minimizzare la probabilit￿ di rovina di
una compagnia assicurativa, partendo da un modello per il rischio assicu-
rativo che permemtte la scelta dinamica del livello di riassicurazione e di
investimento nel mercato ￿nanziario.
Il nostro Ł in generale un modello innovativo che descrive in modo uni￿cato
l’ avvenimento degli eventi, che sono gli arrivi delle richieste di risarcimento,
e le variazioni del prezzo del titolo. Esso Ł basato sull’ utilizzo di un processo
semi-Markoviano a tempo continuo. Pensiamo che un tale modello rappre-
senti la realt￿ piø fedelmente di quanto facciano i modelli basati sui processi
di￿usivi. Inoltre tale approccio porta anche alcuni vantaggi nel momento
in cui si devono stimare i parametri del modello, nel senso che permette di
distinguere tra l’informazione ottenuta osservando gli istanti di accadimento
dei singoli eventi, dall’ informazione che si ottiene osservando il tempo che
trascorre tra due eventi successivi.
Ricordiamo inoltre che il nostro con￿ne superiore Ł stato costruito con il prin-
cipale obiettivo di determinare una politica di riassicurazione e investimento
che mantenga bassa la probabilit￿ d rovina.
Le soluzioni ricavate numericamente ci permettono di arrivare alla conclu-
sione che, in generale, per una compagnia assicurativa non Ł conveniente
investire grandi importi di denaro nel titolo rischioso. In particolare, si Ł vi-
sto che qualunque sia il contesto in cui ci si trova, se il titolo rischioso muove
mediamente a ribasso allora la migliore strategia Ł quella di non investire.
Ovviamente, ad una migliore attitudine del mercato corrisponder￿ un mag-
giore livello di investimento.
Se il livello di riassicurazione scelto Ł molto basso (equivalentemente, il livello
di copertura dal rischio Ł molto alto) allora i costi di riassicurzione saranno
elevati e poichØ il mercato azionario pu￿ subire improvvisi cambiamenti del
prezzo a ribasso, una perdita nel mercato potrebbe condurre la compagnia
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al fallimento.
In de￿nitiva, alla compagnia assicurativa, conviene adottare il minimo livel-
lo di riassicurazione ammissibile, i.e. b = bmin, e politiche di investimento
nulle, i.e  = 0, in caso di mercato sfavorevole, e livelli di investimento ‘mo-
derati’, se invece il mercato Ł favorevole.
Si noti in particolare, che nel caso della sezione 7.4 il livello ottimo di riassi-
curazione Ł diverso da quello minimo ammissibile b 6= bmin. Questo perchØ
in tal caso i costi di riassicurazione per b = bmin sono molto elevati, e la com-
pagnia Ł vincolata a non investire piø di  nel mercato. Di conseguenza quello
che la compagnia pu￿ sperare di guadagnare investendo non Ł su￿ciente ad
adottare una politica di riassicurazione abbastanza piccola. In particolare si
Ł visto nell’ osservazione 53 che se la compagnia potesse investire di piø in un
mercato favorevole, potrebbe anche permettersi un livello di riassicurazione
piø basso.
Ricordiamo che le politiche ottime che abbiamo determinato sono politiche
miopi, ovvero politiche che non tengono in considerazione le conseguenze fu-
ture che il controllo scelto oggi pu￿ avere sull’evoluzione del processo. In
ogni caso, come gi￿ accennato nell’ introduzione, una tale politica ottimale a
di￿erenza di una politica i cui controlli sono ad anello chiuso con retroazione,
Ł facile da determinare.
D’altra parte, le simulazioni fatte con il programma in appendice E sugge-
riscono che il rapporto tra il numero di fallimenti e il numero di simulazioni
tende ad un numero abbastanza piccolo al tendere ad in￿nito del numero di
simulazioni.
In altre parole, anche se la politica miope ottima determinata con l’algoritmo
di policy improvemente non Ł la migliore tra tutte le politiche ammissibili, Ł
sicuramente una buona politica nel senso che mantiene su￿cientemente bas-
sa la probabilit￿ di rovina.Appendici
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La funzione fmincon
La funzione fmincon di MatLab permette di risolvere problemi di ottimiz-
zazione non lineare vincolata. Una forma generale per fmincon Ł
1
[x,fval,output]=fmincon(@myfun,x0,A,b,Aeq,beq,lb,ub,options)
Parametri in Ingresso:
myfun myfun Ł una funzione matlab in cui Ł de￿nita la funzione da minimiz-
zare (de￿nita dall’ utente).nel nostro caso sss(param) = l(r;t;param;S),
￿ssati r;t;S:
x0 punto di partenza; vettore in Rn. Pu￿ essere una approssimazione di
un minimo locale oppure, se non si ha alcuna informazione, un punto
arbitrario.
A,b matrice e vettore dei vincoli di disuguaglianza, se non si hanno vincoli
di tale tipo si inserice [];[]
Aeq,beq matrice e vettore dei vincoli di uguaglianza, se non si hanno vincoli
di quetso tipo si inserice [];[]
lb vettore dei con￿ni inferiori di ammissibilit￿.
ub vettore dei con￿ni superiori di ammissibilit￿.
options struttura dati le cui componenti speci￿cano i parametri secondo
cui fmincon opera. Per modi￿care i parametri di default si inserisce
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nel codice la de￿nizione della struttura e si apportano eventuali nuove
modi￿che (Per esempio si possono cambiare le tolleranze).
0LargeScale0;0 off0 Non sono utilizzati algoritmi Large Scale, Ł un’ op-
zione possibile se il numero di variabili rispetto cui minimizzare Ł
medio-basso.
0Display0;0 iter0 Visualizzazione dei risultati dell’ algoritmo di minimiz-
zazione ad ogni iterazione, se invece di ’iter’ si passa ’o￿’ non ven-
gono visualizzati risultati.
’TolFun’ Tolleranza sul valore dell’ incremento della funzione, se
f(x0)   f(x1) < TolFun l’algoritmo si arresta.
Output:
x : E’ il vettore di Rn che minimizza la funzione obiettivo;
fval : E’ il valore che la funzione obbiettivo assume sul suo punto di minimo
x;
exitflag : valore che indica la condizione che si veri￿ca alla ￿ne dell’ esecu-
zione di fmincon:
Valori possibili sono (da notare che exitflag > 0 indica convergenza)
1: Convergenza alla soluzione x .
2: L’incremento di x Ł inferiore alla tolleranza assegnata.
3: L’incremento del valore della funzione Ł inferiore alla tolleranza
assegnata.
4: Il valore della direzione di ricerca minore della tolleranza e la
violazione dei vincoli Ł meno della tolleranza;
5: Il valore della derivata direzionale minore della tolleranza e la
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0: Raggiunto il numero massimo di iterazioni o superato il numero
massimo di valutazioni di funzione;
-1: fmincon Ł stato interrotto dalla funzione myfun() (eventuale
errore nella chiamata di myfun() );
-2: Nessun punto ammissibile.
output : struttura dati che descrive il comportamento di fmincon. Le piø
importanti componenti sono:
output:iterations : numero di iterazioni
output:funcCount : numero di valutazioni di funzione.
output:algorithm : l’algoritmo utilizzato
output:firstorderopt : condizioni di ottimalit￿Appendice B
Generazione dati
Il ￿le genera_dati:m Ł uno script. Un ￿le del genere Ł molto utile per me-
morizzare i valori dei parametri associati a ciascuno dei contesti (Esempio)
che vogliamo analizzare. Utilizzando tale script, una volta ￿nito di studia-
re il contesto ‘Esempio 1’ si pu￿ passare all’ ‘Esempio 2’ cambiando solo il
parametro 00Esempio00 senza dover ogni volta modi￿care tutti i parametri in
tutti i programmi.
In particolare uno script opera sui dati esistenti nell’ ambiente di lavoro, e
pu￿ creare nuovi dati che rimangono nell’ ambiente di lavoro e possono essere
riutilizzati per altri calcoli.
1 % PARAMETRI COSTANTI
t_0 = 0; % istante di tempo in cui viene ￿ssato il tasso C(b)
3 t=t_0; % istante in cui si suppone di trovarsi
5 % intervallo di investimento
d_low= 0;
7 d_up = 6;
9 %limite superiore per r
max_r = inf;
11
%matrice di transizione in un passo
13 p0=0.3; % probabilit￿ di un claim N_t N_t^0 e N_t^1
p1= 1 p0;
15
% orizzonte temporale
17 T=10;
19 % massimo numero di salti preso in considerazione
103APPENDICE B. GENERAZIONE DATI 104
N=80;
21
% minima politica di riassicurazione nel caso in cui 0 < c^  < C(0)
23 b_low= 0.001;
25 switch Esempio
1 case 1,% C(0) <0 Mercato favorevole
3 % capitale iniziale
x0=240;
5
%media di salti nell’unit￿ di tempo
7 lambda=5;
9 %safety loading
theta = 0.05;
11
% tasso dei premi lordi in entrata
13 c=60;
15 % tasso in entrata minimo
c_star = 30;
17
% intensit￿ dell’ ammontare dei claim
19 My = 30;
my = 1/My;
21
23 mercato = 1;
25 pol_alt=[0.8677, 4];
2
case 2,% C(0) <0 Mercato sfavorevole
4
% capitale iniziale
6 x0=240;
lambda=5;
8
%safety loading
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12 % tasso dei premi lordi in entrata
c=60;
14
% tasso in entrata minimo
16 c_star = 30;
18 % intensit￿ dell’ ammontare dei claim
My = 30;
20 my = 1/My;
22 mercato =  1;
24 pol_alt=[0.8677, 0]
1
case 3,% 0<c_star<C(0) fav
3
% capitale iniziale
5 x0=2;
7 lambda=5;
9 %safety loading
theta = 0.05;
11
% tasso dei premi lordi in entrata
13 c=60;
15 % tasso in entrata minimo
c_star =6;
17
% intensit￿ dell’ ammontare dei claim
19 My = 10;
my = 1/My;
21
mercato = 1;
23
pol_alt = [b_low,3];
1
case 4, % 0<c_star<C(0) fav
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% capitale iniziale
5 x0=2;
7 lambda=5;
9 %safety loading
theta = 0.05;
11
% tasso dei premi lordi in entrata
13 c=60;
15 % tasso in entrata minimo
c_star =6;
17
% intensit￿ dell’ ammontare dei claim
19 My = 10;
my = 1/My;
21
mercato =  1;
23
pol_alt = [0.1,0];
1 case 5,% 0<C(0)<c_star fav
% capitale iniziale
3 x0=2;
lambda=5;
5
%safety loading
7 theta = 0.05;
9 % tasso dei premi lordi in entrata
c=60;
11
% tasso in entrata minimo
13 c_star = 15;
15 % intensit￿ dell’ ammontare dei claim
My = 10;
17 my = 1/My;
19 mercato = 1;
21 pol_alt = [0.14286,4]APPENDICE B. GENERAZIONE DATI 107
1
case 6,% 0<C(0)<c_star sfav
3
% capitale iniziale
5 x0=2;
7 lambda=5;
9 %safety loading
theta = 0.05;
11
% tasso dei premi lordi in entrata
13 c=60;
15 % tasso in entrata minimo
c_star = 15;
17
% intensit￿ dell’ ammontare dei claim
19 My = 10;
my = 1/My;
21
mercato =  1;
23
pol_alt = [0.3,0]
25 end
2 % supporto di Wtn
4 %mercato favorevole/Equo
w=[ 1.5,  1.1, 0.8, 1.8];
6
%mercato sfavorevole
8 w2=[ 3.0,  1.5, .5, 1.0];
10 % mercato= 1 favorevole, 0 equo,  1 sfavorevole
12 % distribuzione di Wtn
14 if mercato == 1
q= [1/8,1/8,1/2,1/4]; % mercaro favorevole
16
elseif mercato ==0APPENDICE B. GENERAZIONE DATI 108
18 q= [1/4,1/4,1/4,1/4]; % mercato equo
20 elseif mercato ==  1
22 w=w_2;
q= [1/4,1/2,1/8,1/8]; % mercato sfavorevole
24
end
2 lambda_0= p0lambda; %num claim nell’unit￿ di tempo
lambda_1 = p1lambda;%num variazioni del prezzo nell’unit￿ di tempo
4
% come osservazione 6 pnt 3
6
theta0 = (1+theta)lambda(1 exp( lambda_0(T t_0)))/
8 /( lambda_0(1 exp( lambda(T t_0)))) 1;
10 % se lavoro_theta0 = 1 in seguito useremo theta0
% altrimenti useremo theta
12 lavoro_theta0 = 0;
14 if lavoro_theta0== 1
theta_p=theta0;
16 lambda_p = lambda_0;
else
18 theta_p=theta;
lambda_p = lambda;
20 end
22 % medie degli intertempi di accadimento
mz=1/lambda;
24 mz0 = 1/lambda_0;
mz1= 1/lambda_1;
26
% DEFINIZIONE DI c0 =C(0), c_low=c_r(0)
28 c_low= [(1+theta_p)lambda_p/(my(1 exp( lambda_p(T t_0))))] ;
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% memorizziamo tutti i parametri in due strutture
2 S = struct(’c0’,c0,’t0’,t_0,’T’,T,’my’,my,’max_r’,max_r, ’theta’, theta,...
’lambda’ ,lambda ,’p0’,p0 , ’c’, c , ’c_star’, c_star, ’w’, w ,’q’,q,...
4 ’theta_p’, theta_p, ’lambda_p’, lambda_p, ’b_low’, b_low);
6 S_p= struct(’c0’,c0,’d_low’,d_low, ’d_up’, d_up, ’x0’, x0, ’theta’,theta,...
’My’,My,’N’,N);
8 save strutture S S_pAppendice C
Implementazione delle funzioni
C(:), bmin,l(:)
C.1 C(b)
Nel ￿le cb:m viene de￿nita la funzione C(b) nella formula (5.3) essa Ł fun-
zione del livello di riassicurazione b, e della struttuta S che contiene i valori
assegnati ai parametri.
1 function [C] = cb(b,S)
% lettura dei parametri di interesse
3 t_0= S.t0;
theta_p = S.theta_p;
5 lambda_p= S.lambda_p;
T = S.T;
7 c = S.c;
my= S.my;
9
%__________________ C(b)_____________________
11
C = c   (1+theta_p)(1 b)lambda_p /(my(1 exp( lambda_p(T t_0))));
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C.2 bmin(.)
Nel ￿le bminimo:m viene de￿nita la funzione bmin, ovvero data la struttura
di parametri S viene de￿nito il minimo livello di riassicurazione ammissibile,
de￿nito come in (5.5) con E [Y1] = 1=my.
1
function [bmin]= bminimo(S)
3
% lettura dei parametri di interesse
5 t_0 = S.t0;
c_star= S.c_star;
7 c = S.c;
c0= S.c0;
9 lambda_p = S.lambda_p;
theta_p= S.theta_p;
11 my= S.my;
T=S.T;
13 b_low= S.b_low;
15 %____________________bmin(S)__________________
17 if c0 < c_star
bmin= 1+((c_star c)(1 exp( lambda_p(T t_0)))my)/
19 /((1+theta_p)lambda_p);
else
21 bmin =b_low;
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C.3 l(.)
Nel ￿le l:m viene in￿ne de￿nita la funzione lt
r(b;) = l(r;t;pol;S), utilizzan-
do la formula (5.12).
1
%￿ssati i parametri nella struttura S, l Ł funzione di r, di t,
3 % e della politica b,d.
function [l] = l(r,t,pol,S)
5
% lettura dei parametri di interesse
7 t_0 = S.t0;
T = S.T;
9 my= S.my;
w=S.w;
11 q=S.q;
lambda= S.lambda;
13 p0=S.p0;
15 b=pol(1);
delta=pol(2);
17 C = cb(b,S);
g=[];
19
for n= 1:length(w)
21 g(n) = exp(  rdelta( exp(w(n))  1 ) ) ;
end
23 ew = gq’;
p1=1 p0;
25 %___________________l(r,t,pol,S)__________________
27 if my > rb;
l=((lambda/(lambda+rC))(p0my/(my rb)+p1ew) 1)
29 (1 exp( (lambda+rC)(T t)));
else
31 l=+inf;
endAppendice D
Implementazione algoritmo di
Policy improvement
2 % Esempio : 1) C(0)<0 fav , 2) C(0) <0 , sfav , 3) 0 < c_star < C(0) fav
% 4) 0 < c_star < C(0) sfav 5) 0 < C(0) < c_star fav 6) 0 < C(0) < c_star
sfav
4 Esempio = 1;
generazione_dati
6 j=1;
t=t;
8 load strutture
S =S;
10 toll = 0.000000000001; % = 10^( 12)
R_pi=[];
12 R_pi(1) = 0;
pol_ott=[];
14 iter_max=100;
16 % determiniamo bmin
bmin = bminimo(S); % bmin = min(b in (0,1] t.c. c >= C(b) >= c )
18 r_star= my/bmin; % nel nostro caso r_bar = my
S_e = struct(’bmin’, bmin, ’r_star’, r_star);
20
fprintf(’\n\n my=%2.3f,\nlambda_0= %1.2f,\n lambda_1=%1.3f,
22 \n max_r=%2.3f,\n x0=%d’,my,lambda_0,lambda_1,max_r,x0)
24 fprintf(’\n\n c_star=%2.3f,\n b_min=%1.2f,\n T=%d,\n C(0)=%2.3f,
         \n r^=%2.4f’,c_star,bmin,T,c0,r_star)
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1
% Politica iniziale e politiche ammissibili 
3 passo=(1 b_low)/100;
5 % condizioni per le quali bmin Ł ammissibile
7 if c0 > 0 || c_star >=  c0p0(1 exp( lambda_p(T t_0)))/
/(1+theta_p p0(1 exp( lambda_p(T t_0))))
9
fprintf(’ \n(bmin,0) e’’ ammissibile ’ );
11 b0 = bmin;
13 elseif
c > p0lambda_p/my % assunzione 1 (iii)
15
fprintf(’ \n \n (bmin,0)  non Ł ammissibile,ma A non Ł vuoto...
17     in quanto vale l’’ assunzione c  >  p0lambda_p/my \n ’)
19
bamm=[abs(c0)my(1 exp( lambda_p(T t_0)))]/
21 /(lambda_p(1+theta_p p0(1 exp( lambda_p(T  t_0)))));
23 b0 = bamm+ 0.001;
25 else
27 fprintf(’ \n Non vale l’’ assunzione  c  >  p0lambda_p/my \n ’ )
29 break
31 end
33 fprintf(’\n Insieme delle politiche ammissibili:...
        (b,delta)in(%2.5f,1]x[%2.5f,%2.5f]\n\n’,bmin,d_low,d_up)
35
% POLITICA INIZIALE
37
pol(j,:) = [b0,0];
39
fprintf(’ Politica iniziale fortemente ammissibile:...
41           pol_0=(%2.4f, %2.1f),’,pol(j,1), pol(j,2));APPENDICE D. POLICY IMPROVEMENT 117
2 %_________,....Policy Improvement .....,_______________
4 %Passo A) Si parte da una politica ammissibile iniziale e si determina lo zero:
r0= 0.0001;
6 rb= r_star;
8 while rb   r0 > toll;
rm = (r0+rb)/2;
10
% si controlla se rm Ł lozero cercato
12 if l(rm,t,pol(j,:),S) == 0
R_pi(j) = rm;
14 break
end
16
% se hanno segno opposto
18 if sign( l(r0,t,pol(j,:),S)l(rb,t,pol(j,:),S) ) ==  1
20 if sign( l(r0,t,pol(j,:),S)l(rm,t,pol(j,:),S) ) == 1
r0 = rm;
22 else
rb = rm;
24 end
26 elseif sign( l(rb,t,pol(j,:),S)) == 1
fprintf(’n lo zero Ł maggiore di r_star \n’);
28 R_pi(j) = max_r;
break ;
30
% il seguente caso non dovrebbe mai veri￿carsi perchØ mi muovo
32 % nell’insieme delle politiche ammissibili
34 elseif sign( l(r0,t,pol(j,:),S)) ==1
36 fprintf(’ \n l Ł positiva in r0 = %2.3e \n’, r0);
R_pi(j) = 0
38 break ;
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42 R_pi(j) = (r0 + rb )/2;
44 end
46 non_trovata = isnan(R_pi(1));
2 % se lo zero Ł stato trovato e soddisfa queste due relazioni
4 if R_pi(1) < r_star && (1 non_trovata(1))
6
% POLICY IMPROVEMENT PASSI B) e C) 
8
%PASSO B) determinare per lo zero attuale R_pi(j) la politica
10 %\pi_{h}^{i+1} che minimizza l_r^{\PI} (Tn(h), Ktn(h))in r = R_pi(j)
12 pol_min=[];
iter =0;
14
while iter < iter_max
16 iter=iter+1;
18 % FA IL GRAFICO
k=0;
20 h =(r_star 0.0001)/10000;
22 for r=0.0001:h:min(r_star,max_r)
k = k+1;
24 P(j,k) = l(r,t,[pol(j,1),pol(j,2)],S);
end
26
%DETERMINIAMO LA POLITICA CHE MINIMIZZA
28
if R_pi(j) ~= 0
30
sss= @(param)l(R_pi(j), t,param,S);
32
options=optimset(’TolFun’,1e 16,’LargeScale’,’o￿’,...
34 ’Display’,’o￿’);
36 [x,fval,exit￿ag,output]=fmincon(sss,[b0,0]’,[],[],...APPENDICE D. POLICY IMPROVEMENT 119
[],[],[bmin,d_low]’,[1,d_up]’,[],options);
38
pol(j+1,:) = x’;
40
42
44 % Si controlla che la politica appena trovata non sia
% la stesa dell’ iterazione precedente
46
if pol(j,:) == pol(j+1,:)
48 cx(j) = 1;
else
50 cx(j)= 0;
end
52
cxx = sum(cx);
54
if cxx > 0
56 fprintf(’\n ritrovata politica dell’’ iterazione precedente...
                             pol(%d) = pol(%d) \n’, j , j 1)
58 break;
end
2 % PASSO C) per la politica determinata al passo B) determinare lo zero
4 r0= 0.0000001;
rb= r_star;
6
while rb   r0 > toll; %
8 rm = (r0+rb)/2;
10 if l(rm,t,pol(j+1,:),S) == 0
R_pi(j+1) = rm;
12 break
end
14
if sign(l(r0,t,pol(j+1,:),S)l(rb,t,pol(j+1,:),S))== 1
16
if sign(l(r0,t,pol(j+1,:),S)l(rm,t,pol(j+1,:),S))==1
18 r0 = rm;
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20 rb = rm;
end;
22
elseif sign( l(rb,t,pol(j+1,:),S)) == 1
24
fprintf(’ \n lo zero e’’ maggiore  di r_star  \n’);
26 R_pi(j+1) =r_star;
break
28
end;
30
R_pi(j+1) = (r0 + rb )/2;
32
end;
34
non_trovata(j+1) = isnan(R_pi(j+1));
36
if R_pi(j+1) > r_star
38
fprintf(’ \n lo zero e’’ maggiore  di r_star )\n’);
40 break;
42 end
44 if non_trovata(j+1)
46 fprintf(’ zero non trovato \n’);
break;
48 end
50 j=j+1;
if pol(j,1) ~= pol(j 1,1) || pol(j,2) ~= pol(j 1,2)
52
fprintf(’\n \n iterazione %d \n’,iter)
54
fprintf(’ lo zero della funzione l(r,pol(%d)) per la ...
56                  politica pol(%d) = [ %3.5f, %3.5f] e’’ R(%d) = %3.7f\n’...
, j 2, j 2, pol(j 1,1),pol(j 1,2), j 2, R_pi(j 1))
58
fprintf(’la politica che minimizza per R(%d) = %3.7f ...
60                  e’’ pol(%d) = [%3.4f,%3.4f] \n’, j 2, R_pi(j 1),j 1, ...
pol(j,1), pol(j,2) )
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fprintf(’ il valore di l(R(%d), pol(%d)) e’’ ...
64                  l(%3.7f , %1.2f, %3.4f, %3.4f) = %3.7f  ...
                 \n’, j 2, j 1 , R_pi(j 1),t, pol(j,1), pol(j,2), ...
66 l(R_pi(j 1),t,pol(j,:),S));
68 end
a(j 1)= l(R_pi(j 1),t,pol(j,:),S);
70 Ri=R_pi(j);
end; % chiude if R_pi(j) diverso da zero
72 end; % chiude il secondo while iter < iter_max
end
pol_ott = pol(end,:);
2 Rr=R_pi;
bound=exp( Rr(end)x0)
4 save politica_ottima pol_ott Rr S S_p S_e bmin Esempio
1 % GRAFICO DELLA POLICY IMPROVEMENT
3 if j==1 a(j)=  1; end
leg=[];
5 for h=1:j
str = [’\pi^{ ’ ,num2str(h),’ } ’];
7 leg = strvcat( leg, str ) ;
end
9
pas = min(r_star,max_r)/size(P,2);
11 Rint = [0:pas:min(r_star,max_r) pas];
set(0,’DefaultAxesColorOrder’,[1 0 0;0 1 0;0 0 1],...
13 ’DefaultAxesLineStyleOrder’,’ |  |:’)
15 ￿gure1 = ￿gure(...
’Color’,[1 1 1],...
17 ’PaperPosition’,[0.6345 6.345 20.3 15.23],...
’PaperSize’,[20.98 29.68]);
19
%% Creazione assi
21 axes1 = axes(’FontSize’,20,’Parent’,￿gure1);
axis(axes1,[0 R_pi(end)+0.03 min(a) 0.05, 2 ]);
23 title(axes1,[’Policy Improvement’ ]);
xlabel(axes1,’ r ’);APPENDICE D. POLICY IMPROVEMENT 122
25 ylabel(axes1,’ l_t^{\pi}’);
hold(axes1,’all’);
27 ￿gure(1); plot(...
Rint,P , ...
29 ’LineWidth’,2,...
’Parent’,axes1,...
31 ’DisplayName’,’ ’) ; hold on
legend1 = legend(...
33 axes1,{leg},...
’FontSize’,20,...
35 ’Location’,’NorthEast’);Appendice E
Codice di simulazione del capitale
1 %lettuta della politica ottima
load politica_ottima
3
num_fallimenti=0;
5 J= [];
%alternativa = 0,si simula il capitale utilizzando la poliitica ottima
7 %alternativa = 1,si simula il capitale utilizzando la poliitica alternativa
alternativa=0;
9
% si generano i parametri
11 generazione_dati;
13 %lettuta delle strutture
load strutture
15
bmin= bminimo(S);
17
pol_alte = pol_alt;
19
% processo Wtn
21 w=S.w; % supporto di Wtn
q= S.q;
23 J=[];
25 num_simulazioni= 1000;
27 fprintf(’\n\n my=%2.3f ,\n lambda_0= %1.2f,\n lambda_1 = %1.3f,...
       \n max_r = %2.3f,\n x0 = %d’,my,lambdap0,lambdap1,max_r,x0)
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2 for f = 1:num_simulazioni
4 % de￿niamo i processo aleatori che guidano il processo degli stati X
6 Tn=zeros(1,N+1); % istanti in cui avvengono i salti
Ktn=zeros(1,N+1); % processo di markov a valroi in {0,1}
8 Ytn=zeros(1,N+1); % processo dell’ammontare dei claim
Wtn=zeros(1,N+1); % processo variazione del titolo
10
12 %tempi trascorsi tra claim successivi
Z0n=exprnd((mz0)ones(1,round(p0N)));
14
%tempi trascorsi tra variazioni di prezzo successive
16 Z1n=exprnd((mz1)ones(1,round(p1N)));
18 K = [zeros(size(Z0n)), ones(size(Z1n))];
20 % istanti di tempo in cui avvengono le richieste di risarcimento
Tn0(1)= t ;
22 for i = 1 :length(Z0n) 1
Tn0(i+1) = Tn0(i) + Z0n(i);
24 end
26 % istanti di tempo incui avvengono le variazione del titolo
28 Tn1(1) = t;
for p=1:length(Z1n) 1
30 Tn1(p+1) = Tn1(p) + Z1n(p);
end
32
34 %istanti di tempo dei salti,generici,si crea T =[ Tn0 e Tn1] ,
%poi si mettono in ordine crescente,e si memorizzano gli indici
36 %di tale ordine secondo tale indice si riordina anche K
38 Tn = [ Tn0(2:end) Tn1];
[Tn,IX]=sort(Tn);% riordino gli event times
40 % poichØ Tn1(1)=Tn0(1)=t,dunque Tn(1)= Tn(2) = t
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42
K=K’;
44 Ktn= K(IX(1,2:end));
46 %a partire da Tn si costruisce il processo Zn degli intertempi tra due salti
48 Zn(1)= Tn(1) t;
50 for k = 1:length(Tn) 1
Zn(k+1) = Tn(k+1)  Tn(k);
52 end
54 t_sim = Tn;
56 % processi di claim e di variazioni titolo
58 for i=1:length(Ktn)
60 if Ktn(i)==0
Ytn(i)=exprnd(1/my);
62 Wtn(i)=0;
else
64 Wtn(i)=simdiscreta(1,q,w);
Ytn(i)=0;
66 end
68 % arrestiamo i processi quando i=min{N_T,N}
70 if Tn(i) > T || i == N
Zn=Zn(1:i);
72 Tn=Tn(1:i 1);
74 Ktn=Ktn(1:i 2);
Ytn=Ytn(1:i 2);
76 Wtn=Wtn(1:i 2);
78 break;
end
80
endAPPENDICE E. CODICE DI SIMULAZIONE DEL CAPITALE 126
2
%per la politica presa in considerazione si calcolano le grandezze utili
4
c0= S_p.c0;
6 bmin = S_e.bmin; % bmin = min(b in (0,1] t.c. c >= C(b) >= c )
b_low=bmin;
8 r_star= S_e.r_star; % nel nostro caso r_bar = my
10 if alternativa == 0
pol = pol_ott;
12 else
pol= pol_alte;
14 end
16 C =cb(pol(1),S) ;
18 fprintf(’\n simulaz num %d,politica ottima ...
            [b,delta]=[% 1.3e,%1.3e]’,f,pol(1),pol(2));
1
% PROCESSO DEL RISCHIO
3 cap(f,1)=x0;
5 for i = 2:size(Tn,2)
7 if cap(f,i 1) > 0
9 cap(f,i)= cap(f,i 1)+CZn(i 1) pol(1)Ytn(i 1)+pol(2)(exp(Wtn(i 1)) 1);
11 else
13 cap(f,i)=0;
end
15
end
17
if cap(f,i) >0
19 cap(f,i+1) = cap(f,i) + C (T Tn(end));
else
21 cap(f,i+1)=0;
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23
for h=i+2:N
25 cap(f,h)=cap(f,i+1);
end
27
J=[J,length(Tn) 1];
29
if cap(f,end) == 0
31 num_fallimenti = num_fallimenti +1;
end
33
end % chiude for t
1
% GRAFICO CHE CONTIENE TUTTE LE TRAIETTORIE
3 size(cap);
[num, index] = max(J);
5 pas = T/min(num,N);
Ts = [0:pas:T pas];
7 set(0,’DefaultAxesColorOrder’,[1 0 0;0 1 0;0 0 1],...
’DefaultAxesLineStyleOrder’,’ |  |:’)
9
str=[];
11 leg =[];
13 for j=1:f
str = [’\sim^{ ’ ,num2str(j),’ } ’];
15 leg = strvcat( leg, str ) ;
end
17
leg = cellstr(leg);
19 ￿gure1 = ￿gure(...
’Color’,[1 1 1],...
21 ’PaperPosition’,[0.6345 6.345 20.3 15.23],...
’PaperSize’,[20.98 29.68]);
23
%% Create axes
25
axes1 = axes(’FontSize’,20,’Parent’,￿gure1);
27 axis(axes1,[1 min(num,N)  10 max(max(cap))]);
title(axes1,[’Num fallimenti=’num2str(num_fallimenti),...
29 ’/’num2str(num_simulazioni)]);
xlabel(axes1,’ min(N,N_T) ’);APPENDICE E. CODICE DI SIMULAZIONE DEL CAPITALE 128
31 ylabel(axes1,’ X_n’);
hold(axes1,’all’);
33
￿gure(1); plot(...
35 [1:min(num,N)],cap(:,1:min(num,N)) , ...
’LineWidth’,0.5,...
37 ’Parent’,axes1,...
’DisplayName’,’ ’) ; hold on
39 num_fallimenti/num_simulazioni
41
43 num_fallimenti/num_simulazioni
45
if alternativa == 0
47 bound_inf= exp( x0Rr)lambda(T t_0);
bound_inf(end)
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