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1. Introduction
We consider the following second kind integral equation
(λ− K)u = f . (1)
Let X be a Banach space and K be a compact operator from X into X and f ∈ X . Also we suppose that (λ− K)−1 exists such
that (1) has a unique solution. If we assume that X = L2[0, 1] and define the operator K as the following
(Ku)(x) =
∫ 1
0
k(x, t)u(t)dt, 0 ≤ x ≤ 1,
in which K : L2[0, 1] → L2[0, 1] is a linear compact operator, we can write the Fredholm integral equation of the second
kind in the following form
λu(x)−
∫ 1
0
k(x, t)u(t)dt = f (x), 0 ≤ x ≤ 1, (2)
where the kernel k(x, t) and the function f (x) are known and the function u(x) is unknown. As we know, numerical solution
bymeans of projectionmethods is very important. Indeed, in thesemethods, projection operators are defined from a Banach
space, say X , into its subspace, say Xn. For instance, Galerkin and collocation methods are so-called projection methods.
For more information about error analysis and convergence and stability of these methods see [1–4]. Furthermore, it is
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possible to obtain a solution with a higher order of convergence, say superconvergence, if we can solve (2) using Galerkin
or collocation methods.
To do this, iterated methods were first proposed and introduced by Sloan, [5]. If the kernel and exact solution of (2)
are smooth, and if we consider orthogonal operator projections into piecewise polynomial space with a degree of at most
m−1, then iterated Galerkin or collocationmethods have a superconvergence order of 2m. But using iteratedmethods with
convergence condition ‖K‖ < |λ| is a rigorous problem which decreases their scope of application. So the kernel plays a
very important role in projectionmethods. In otherwords, an approximated kernel with differentmethods leads to different
methods of solution. Also, this problem depends on how the subspace Xn is chosen.
For this purpose, in the last two decades, wavelets were used for solving integral equations and because of the MRA
property, they produced some good approximations [6–12]. This work was begun by Mallat for decomposing an image to
obtain the high and low precision of a picture. To do this, two dimensional wavelets were generated via multiplying of one
dimensional wavelets by each other. This idea was used for the first time by [13] for solving integral equation and is well
known as multilevel projection method for solving operator equations. After this work, obtaining iterated Galerkin method
with superconvergence order was considered and so the multi-projection operators were introduced by [14]. To this end,
decomposition of operator K , which is represented by [KHL ], is considered [15],
[KHL ] =
[
K LL KHL
K LH KHH
]
=
[
PnKPn PnK(I − Pn)
(I − Pn)KPn (I − Pn)K(I − Pn)
]
. (3)
It necessary to note that in decomposition to high and low resolution the kernel of integral equation must satisfy in the
following condition
K =
2−
i=1
2−
j=1
[KHL ](i,j).
Now, we want to use (3) to solve (2). Consequently we have[
uL
uH
]
−
[
K LL KHL
K LH KHH
] [
uL
uH
]
=
[
f L
f H
]
, (4)
therefore, (4) implies that f = f L+ f H and u = uL+uH . Clearly uL and uH are unknowns, since u is unknown. So, for obtaining
them we consider the following orthogonal projection operators
uL = Pnu, uH = (I − Pn)u,
f L = Pnf , f H = (I − Pn)f .
Replacing these into (4), we obtain
uL − (PnKPnuL + PnK(I − Pn)uH) = Pnf , (5)
uH − ((I − Pn)KPnuL + (I − Pn)K(I − Pn)uH) = (I − Pn)f . (6)
Solving (5) and (6) simultaneously, uH and uL will be obtained. But these equations are difficult to solve. Thus it is necessary
to neglect one of the decompositions. To do this, it is sufficient to let KHH = 0. Therefore we obtain another solution, say
u∼. Now we consider this approximation and rewrite (5) and (6)
uL∼ − (PnKPnuL∼ + PnK(I − Pn)uH∼) = Pnf , (7)
uH∼ − (I − Pn)KPnuL∼ = (I − Pn)f . (8)
Thus from (8) we have
uH∼ = (I − Pn)(KPnuL∼ + f ). (9)
Replacing (9) into (7) leads to
uL∼ − PnKPnuL∼ − PnK(I − Pn)KPnuL∼ = Pnf + PnK(I − Pn)f , (10)
where uL∼ will be obtained by solving (10). In (6) we let KHH = 0, so uL is the same as uL∼, i.e. uL = uL∼, and consequently
uL∼ = Pnu is held. Also, for sufficiently large n, we have u = KPnuL∼ + f , thus (I − Pn)u is also obtained. It is shown in [14]
that the solution of (2) by considering KHH = 0 has a convergence order in the form of 3m, while its iterated method has a
convergence order in the form of 4m. So in this paper we use Alpert’s wavelets to obtain a noniterated solution and then the
convergence of the proposed method will be discussed. Also finding a bound for the condition number of the linear system
of equations that leads to estimate uL is considered. The organization of this paper is as follows:
In Section 2 some basic concepts and Alpert’s wavelets will be introduced. In this section, we will try to obtain a bound
on error of the proposed method, and in Section 3, convergence of our method with multi-projection operators will be
discussed. In section4, two theorems will be stated about the convergence of uL and condition number of linear system
of equations from which uL can be computed. Finally, Section 5 will present the numerical results to verify the previous
discussions.
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2. Legendre wavelets and error analysis
We suppose the set of Alpert’s wavelets to be a base of Xn. This means that the interval [0, 1] is partitioned into
2n, n = 0, 1, . . . , subspaces where for each subspace, polynomials with a degree of less thanm are defined. This subspace
is represented by Vmn (dim(V
m
n ) = 2nm and Vm0 ⊆ · · · ⊆ Vmn ⊆ · · ·). Also Wmn is defined as the orthogonal complement
subspace of Vmn . So V
m
n ⊥Wmn and
Vmn+1 = Vmn

Wmn . (11)
Also the dimension of complement orthogonal space equals the dimension of Vmn . Now the elements ofW
m
n must be clarified
and shown, but the elements of this subspace do not have a general form like Harr or Shannon subspace. To construct these
functions, firstly we consider functions fi on the interval [−1, 1]which satisfy the following conditions:
1. The restriction of fi to the interval (0, 1) is a polynomial of degreem− 1.
2. The function fi is extended to the interval (−1, 0) as an even or odd function according to the parity of i+m− 1.
3. The functions fi satisfy the following orthogonality and normality conditions
⟨fi, fj⟩ = δij.
4. The function fi has vanishing moments,∫ 1
−1
fi(x)xj dx = 0, j = 0, 1, . . . , i+m− 2.
Constructing elements of Wmn via fi has been shown in [16]. Now polynomials of maximum degree m − 1 are supposed to
be Legendre orthogonal polynomials Lj(x) [17]. So
Vmn = Span{ϕnjl(x)|j = 0, . . . ,m− 1, l = 0, . . . , 2n − 1},
such that
ϕnjl(x) =

j+ 1
2
2
n+1
2 Lj(2(2nx− l)− 1), x ∈ (2−nl, 2−n(l+ 1)).
Moreover, the orthogonal projection operators are defined as Pmn : L2[0, 1] → Vmn in which
Pmn (f (x)) =
2n−1−
l=0
m−1−
j=0
dnjlϕ
n
jl(x), d
n
jl =
∫ 2−n(l+1)
2−n l
f (x)ϕnjl(x)dx.
Also denote the element of spaceWmn by ψ
n
jl (x) and set
Wmn = Span{ψnjl (x)|j = 0, . . . ,m− 1, l = 0, . . . , 2n − 1},
where
ψnjl (x) = 2
n
2ψj(2nx− l), j = 0, . . . ,m− 1, l = 0, . . . , 2n − 1.
Then we define the orthogonal operator projection Qmn : L2[0, 1] → Wmn , and we have the following relation
Qmn (f (x)) =
2n−1−
l=0
m−1−
j=0
d′njl ψ
n
jl (x), d
′n
jl =
∫ 2−n(l+1)
2−n l
f (x)ψnjl (x)dx. (12)
Two theorems are referred to in the following which will be used to prove the error of the approximated solution in
subspaces Vmn .
Theorem 2.1 ([18]). Let Lj(x) is Legendre polynomials and x ∈ [0, 1], then
Lj(x) = 1
π
∫ π
0
(x+ i

1− x2 cos θ)dθ.
Theorem 2.2 ([19]). If |f (m)(x)| ≤ M and x ∈ [a, b], then
Em−1(f ) ≤ 2Mm!

b− a
4
m
,
where Em−1 is the error term of the interpolation of the function f .
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Using Theorem 2.1, an error bound of Legendre polynomials can be found as follows
|Lj(x)| ≤ 1+ x
2
2
, x ∈ [−1, 1], j ≥ 2. (13)
Since, as mentioned in this section, the elements of theWmn space do not have any general form and since for determining
an error bound of the projection we implicitly use the element of the spaceWmn , the following theorem will be used.
Theorem 2.3 ([20]). Given nodes x0, x1, . . . , xm−1 which are the roots of Lm(x), and the associated Gauss–Legendre quadrature
weights are ω0, ω1, . . . , ωm−1. The functions
lj(x) =
m−1∏
i=0,i≠j

x− xi
xj − xi

, j = 0, 1, . . . ,m− 1,
Rj(x) = 1√
ωj
lj(x), j = 0, 1, . . . ,m− 1,
have the following properties:
1. The functions R0, R1, . . . , Rm−1 form an orthonormal basis on [−1, 1] with respect to the inner product
⟨f , g⟩ =
∫ 1
−1
f (x)g(x)dx.
2. For j = 0, 1, . . . ,m− 1, Rj are a linear combination of Legendre polynomials given by
Rj(x) = √ωj
m−1−
i=0

i+ 1
2

Li(xj)Li(x).
3. Any polynomial of f of degree less than m can be represented by the expansion
f (x) =
m−1−
j=0
djRj(x),
where the coefficients are given by dj = √ωjf (xj), j = 0, 1, . . . ,m− 1.
Now we are ready to state a theorem which gives an error bound for projection method with Legendre wavelets as basis.
Theorem 2.4. Let f ∈ Cm[0, 1] and Pmn (f (x)) ∈ Vmn , then
|f (x)− Pmn (f (x))| ≤ M12−m(n+2) sup
ξ∈[0,1]
|f m(ξ)|,
where M1 is a constant.
Proof. Let A(x) be the interpolation polynomial of f (x)with degreem− 1. From (12) we have
|d′njl | =

∫ 2−n(l+1)
2−n l
f (x)ψnjl dx
 .
Using the moment condition of the Legendre wavelets and Theorem 2.3, then
|d′njl | =

∫ 2−n(l+1)
2−n l
(f (x)− A(x))ψnjl dx

≤ 2 sup
ξ∈[0,1]
|f m(ξ)| 2
−nm
m!4m
∫ 2−n(l+1)
2−n l
2
n
2 |ψj(2nx− l)|dx
= 2 sup
ξ∈[0,1]
|f m(ξ)| 2
−nm
m!4m 2
n
2
∫ 1
0
m−1−
z=0
dzRz(x)
 dx
= 2 sup
ξ∈[0,1]
|f m(ξ)| 2
−nm
m!4m 2
n
2
m−1−
z=0
∫ 1
0
dz√ωz m−1−
z=0

i+ 1
2

Li(xz)Li(x)
 dx.
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Now, supposeM ′ = max |dz√ωz | |Li(xz)|. Using (13) implies
|d′njl | ≤ 2M ′ sup
ξ∈[0,1]
|f m(ξ)| 2
−nm
m!4m 2
n
2
m−1−
z=0
∫ 1
0
1
2
|L0(x)|dx+
∫ 1
0
3
2
|L1(x)|dx+
m−1−
i=2
∫ 1
0

i+ 1
2

|Li(x)|dx

≤ M ′ sup
ξ∈[0,1]
|f m(ξ)| 2
−nm
m!4m 2
n
2 (m+ 1)2,
therefore
|Qmn (f (x))| ≤
2n−1−
l=0
m−1−
j=0
|d′njl | |ψnjl |
≤
2n−1−
l=0
m−1−
j=0
2−nm
m!4m 2
−n
2 (m+ 1)22 n2 |ψj(2nx− l)|.
Also, if γ =

M ′ (m+1)
22nm
m!

, then
|Qmn (f (x))| ≤ γ 2−m(n+2) sup
ξ∈[0,1]
|f m(ξ)|.
Now, considering (11), we have
|f (x)− Pmn (f (x))| ≤
γ 2−m(n+2)
1− 2−2m supξ∈[0,1] |f
m(ξ)|,
so, it is sufficient to setM1 = γ1−2−2m , and the proof is completed. 
3. Multi-projection operators
There are somemethods for approximating the kernel of the integral equations, because this is very important in difficult
situations. Generally, it is approximated by projection operators or orthogonal projection operators, shown by Pn. For
example, in the iteratedGalerkinmethod K has been replacedwith KPn, proposed by Sloan [5]. Also, if the kernel is smoother,
the Kantrovich method is applied, in which K is replaced by PnK and in the Galerkin method K is replaced by PnKPn.
In this study, we approximate the kernel K by KM , where
KM = PnKPn + PnK(I − Pn)+ (I − Pn)KPn,
and therefore, we consider the integral equations in the following [14],
uM∼ − (PnKPn + PnK(I − Pn)+ (I − Pn)KPn)uM∼ = f . (14)
Since, KM is an approximation for K , so uM∼ is an approximation for the exact solution u.
Here, we suppose that Kn and KMn are approximations of K and KM , respectively. Now, the operators Pn and Kn satisfy the
following conditions
(H1) The set of operators Pn : n ∈ N is uniformly bounded, i.e., there exists a positive constant p such that ‖Pn‖ ≤ p for all
n ∈ N .
(H2) Operators Pn converge pointwise to I on V , i.e., for any x ∈ V , ‖Pnx− x‖ → 0, as n →∞.
(H3) The set of operators Kn : n ∈ N is collectively compact, i.e., the setn Kn(B) is relatively compact whenever B ⊂ X is
bounded.
(H4) Operators Kn converge pointwise to K on the setX , i.e., for any x ∈X, ‖Knx− Kx‖ → 0, as n →∞.
Where V is subspace of X andX =∞n=0 Xn that Xn be a sequence of subspace of X .
Definition 3.1. Let X be a Banach space, and T , Tn are bounded linear operators from X to X . {Tn} is said to be v-convergent
to T , if
‖Tn‖ ≤ c, ‖(Tn − T )T‖ → 0, ‖(Tn − T )Tn‖ → 0, as n →∞,
where c is constant independent of n.
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Lemma 3.2 ([15]). Let X be a Banach space and S ⊂ X a relative compact set. Assume that T , Tn are bounded linear operators
from X to X satisfying
‖Tn‖ < c,
for all n ∈ N, and for each x ∈ S,
‖Tnx− Tx‖ → 0, as n →∞,
where c is a constant independent of n. Then ‖Tnx− Tx‖ → 0 uniformly for all x ∈ S.
Theorem 3.3 ([15]). Assume that conditions (H1)–(H4) hold. Then Kn and KMn are v-convergent to K .
Theorem 3.4 ([15]). Assume that (I − K)−1 exists on V (or X), Kn and Pn satisfy conditions (H1)–(H4). Then there is a positive
integer N such that for all n ≥ N, the inverse (I − Kn)−1 and (I − KMn )−1 exist as linear operators defined on V (or X), and there
exists a constant c independent of n such that for all n ≥ N
‖(I − Kn)−1‖ ≤ c, and ‖(I − KMn )−1‖ ≤ c.
Furthermore, the following relations can be obtained from (14)
PnuM∼ − (PnKPnuM∼ − PnK(I − Pn)uM∼) = Pnf , (15)
(I − Pn)uM∼ = (I − Pn)f + (I − Pn)KPnuM∼ . (16)
Combining (15) and (16) leads to
PnuM∼ − (PnKPn + PnK(I − Pn)KPn)PnuM∼ = Pnf + PnK(I − Pn)f . (17)
Now, using Pn on uM∼ − KM = f , and replacing this into (17), we have
−PnKPnuM∼ − PnK(I − Pn)KPnuM∼ = −PnKuM∼ + PnK(I − Pn)f ,
therefore, the following result will be obtained
(I − (I − Pn)KPn)uM∼ = PnKuM∼ + (I − Pn)f .
Using
I
(I − (I − Pn)KPn) = I + (I − Pn)KPn + ((I − Pn)KPn)
2 + · · · + ((I − Pn)KPn)n′
≃ I + (I − Pn)KPn,
the following important relation results
uM∼ = (I + (I − Pn)KPn)(PnuM∼ + (I − Pn)f ).
Also, the orthogonal property leads to
uM∼ = PnuM∼ + (I − Pn)(KPnuM∼ + f ). (18)
Thus the obtained relation (18) is in conformance with the solution of the integral equation with decomposed kernel into
high and low precision. In fact uL∼ = PnuM∼ and uH∼ = (I − Pn)(KPnuM∼ + f ) in which PnuM∼ is obtained from (17).
4. Convergence and condition number
Theorem 4.1. Let X = L2[0, 1] and Xn be an approximation subspace of X such that Xn = Vmn . If uL is the solution of the
multi-projection method, uL − Pmn KuL − Pmn K(I − Pmn )KuL = Pmn f + Pmn K(I − Pmn )f , and |k(x, t)| ≤ M2, x, t ∈ [0, 1], then
‖u− uL‖∞ ≤ 2 n2
√
2m− 1M2M12−m(n+2) sup
ξ∈[0,1]
|f (m)(ξ)|(1+ ‖[AM.PL.W ]−1‖∞2
3n
2 m
√
2m− 1)+ O(2−m(n+2)).
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Proof. Consider
uL − (Pmn KuL + Pmn K(I − Pmn )KuL) = Pmn f . (19)
From (19) we have
uL − (Pmn K(uL + (I − Pmn )K(uL + f )− (I − Pmn )f )) = Pmn f . (20)
Suppose n is sufficiently large then uL + uH∼ → uL + uH . Hence (20) is changed to
uL − (Pmn K(uL + uH − (I − Pmn )f )) = Pmn f .
Now, by substituting the values of uL and uH we obtain
uL − Pmn Ku+ Pmn K(I − Pmn )f = Pmn f .
Hence
(u− uL) = (I − Pmn )u+ Pmn K(I − Pmn )f .
Also let uL∗ denote the solution of (19). Considering Theorem 2.4 we have
‖u− uL∗‖∞ ≤ ‖Pmn K(I − Pmn )f ‖∞ + O(2−m(n+2)). (21)
We use the following inequality to establish the error bound of the numerical method for (17),
‖u− uL‖∞ ≤ ‖u− uL∗‖∞ + ‖uL∗ − uL‖∞.
Also
‖[α∗M.P ] − [αM.P ]‖∞ = ‖[AM.PL.W ]−1(Pmn f )− [AM.PL.W ]−1(Pmn f + Pmn K(I − Pmn )f )‖∞
≤ ‖[AM.PL.W ]−1‖∞‖Pmn K(I − Pmn )f ‖∞,
where [α∗M.P ] and [αM.P ] are projection coefficients corresponding to the uL∗ and uL respectively. Hence, we can estimate a
bound for ‖uL∗ − uL‖∞ in the following form
‖uL∗ − uL‖ ≤
2n−1−
j=0
m−1−
l=0
‖[α∗M.P ] − [αM.P ]‖∞|ϕnjl(x)|
≤
2n−1−
j=0
m−1−
l=0
‖[AM.PL.W ]−1‖∞‖Pmn K(I − Pmn )f ‖∞|ϕnjl(x)|. (22)
Now, by using (21) and (22), we have
‖u− uL‖∞ ≤ ‖Pmn K(I − Pmn )f ‖∞

1+ ‖[AM.PL.W ]−1‖∞

2n−1−
j=0
m−1−
l=0
|ϕnjl(x)|

≤ 2 n2√2m− 1M2M12−m(n+2) sup
ξ∈[0,1]
|f (m)(ξ)|(1+ ‖[AM.PL.W ]−1‖∞2
3n
2 m
√
2m− 1)+ O(2−m(n+2)),
so, the proof is completed. 
Here we are concerned with the condition number of the [AM.PL.W ]. As we know, this matrix is used for obtaining
Pmn u
M∼ . So, in this section the matrix of the operators Pmn f − Pmn K(I − Pmn )f , Pmn KKPmn u and Pmn KPmn KPmn u are
determined. To do this, for simplicity, assume that the elements of Vmn are ϕ
o
i with i = 1, 2, . . . , 2nm. In fact,
ϕn00, . . . , ϕ
n
m−10, ϕ
n
01, . . . , ϕ
n
m−11, . . . , ϕ
n
02n−1, . . . , ϕ
n
m−12n−1 is represented by ϕ
o
1, . . . , ϕ
o
2nm, where each one is defined on
(ai, bi), i = 0, . . . , 2nm respectively. The Galerkin system of linear equations is [IGL.W − BGL.W ][αG] = [FGL.W ], where [IGL.W ]
is the identity matrix and [FGL.W ] and [BGL.W ]matrices are as follows
[BGL.W ](i,j) =
∫ bi
ai
∫ bj
aj
k(x, t)ϕ0i (t)ϕ
0
j (x)dtdx, i, j = 1, 2, . . . , 2nm. (23)
[FGL.W ](i) =
∫ bi
ai
f (x)ϕ0i (x)dx, i = 0, 1, . . . , 2nm.
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So we have
KPmn f = K

2nm−
i=1
⟨ϕoi , f ⟩ϕoi

=
2nm−
i=1
[FGL.W ](i)Kϕoi .
Thus the matrix representation of Pmn f + Pmn K(I − Pmn )f is
[FM.PL.W ](i) = [FGL.W ](i) +

⟨Kf , ϕoi ⟩ −
2nm−
j=1
[FGL.W ](j)[BGL.W ](i,j)

, i = 1, 2, . . . , 2nm.
Also the matrix of Pmn KKP
m
n u, represented by [SM.PL.W ], is
[SM.PL.W ](i,j) =
2nm−
j=1
⟨K(Kϕoj ), ϕoi ⟩, i, j = 1, 2, . . . , 2nm.
Now the matrix of Pmn KP
m
n KP
m
n u is considered. It is represented by [BM.PL.W ] and its elements are
Pmn KP
m
n u = a∗1ϕo1(x)
∫ b1
a1
∫ b1
a1
k(x, t)ϕo1(t)ϕ
o
1(x)dtdx+ · · ·
+ a∗1ϕ2nm(x)
∫ b2nm
a2nm
∫ b1
a1
k(x, t)ϕo1(t)ϕ
o
2nm(x)dtdx
+ a∗2ϕo1(x)
∫ b1
a1
∫ b2
a2
k(x, t)ϕo2(t)φ
o
1(x)dtdx+ · · ·
+ a∗2ϕo2nm(x)
∫ b2nm
a2nm
∫ b2
a2
k(x, t)ϕo2(t)ϕ
o
2nm(x)dtdx+ · · ·
+ a∗2nmϕo1(x)
∫ b1
a1
∫ b2nm
a2nm
k(x, t)ϕo2nm(t)ϕ
o
1(x)dtdx+ · · ·
+ a∗2nmϕo2nm(x)
∫ b2nm
a2nm
∫ b2nm
a2nm
k(x, t)ϕo2nm(t)ϕ
o
2nm(x)dtdx. (24)
Now, using (23) and (24), we have the following relations:
Pmn KP
m
n u = a∗1([BGL.W ](1,1)ϕo1(x)+ · · · + [BGL.W ](2nm,1)ϕo2nm(x))+ a∗2([BGL.W ](1,2)ϕo1(x)+ · · ·
+ [BGL.W ](2nm,2)ϕo2nm(x))+ · · · + a∗2nm([BGL.W ](1,2nm)ϕo1(x)+ · · · + [BGL.W ](2nm,2nm)ϕo2nm(x)).
Multiplying KPmn KP
m
n u by ϕ
o
i (x), integrating on interval (ai, bi), and considering (23), the following relation is obtained.∫ bi
ai
ϕi(x)(KPmn KP
m
n u)dx = a∗1([BGL.W ](1,1)[BGL.W ](i,1) + · · · + [BGL.W ](2nm,1)[BGL.W ](i,2nm))+ a∗2([BGL.W ](1,2)[BGL.W ](i,1)
+ · · · + [BGL.W ](2nm,2)[BGL.W ](i,2nm))+ · · · a∗2nm([BGL.W ](1,2nm)[BGL.W ](i,1) + · · ·
+ [BGL.W ](2nm,2nm)[BGL.W ](i,2nm)), i = 1, 2, . . . , 2nm.
Therefore the element of matrix [BM.PL.W ] can be shown by
[BM.PL.W ](i,j) =

2nm−
l=1
[BGL.W ](l, j)[BGL.W ](i, l)

, i, j = 1, 2, . . . , 2nm. (25)
Now, we want to estimate the condition number of [AM.PL.W ]. To do this, according to what was mentioned before, to obtain
uL, the following linear systems of equation must be solved
[AM.PL.W ][αM.P ] = [FM.PL.W ],
in which vector [αM.P ] = [a∗1 . . . a∗2nm]T is unknown coefficients.
Theorem 4.2. Let X = L2[0, 1], Xn = Vmn be the subspace of X and [AM.PL.W ] = ([IGL.W ] − [BGL.W ] − [SM.PL.W ] + [BM.PL.W ])
the matrix in solving (17). Suppose |k(x, t)| ≤ M2 and n(1), n(2) ≫ n such that 2(n−n(1))m

1
2nm +
M22 (2m−1)
2n

< 1 and
2(n−n(2))m

1
2nm + 2nm

M2(2m−1)
2n
2
< 1, then
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(a)
Cond.([AM.PL.W ]) ≤
2nm
1−M(1)

21−n
(1)

1
2nm
+ M
2
2 (2m− 1)
2n

+ 2−n(2)

1
2nm
+ 2nm

M2(2m− 1)
2n
2
.
(b)
Cond.([AM.PL.W ]) ≤ Cond.([IGL.W ] − [BGL.W ])+ Cond.([IM.PL.W ] − [SM.PL.W ])+ Cond.([IM.PL.W ] − [BM.PL.W ])
where 0 < M(1) < 1.
Proof. (a) To compute a bound for the condition number of [AM.PL.W ], we use this fact that if ‖A‖ ≤ 1, then ‖(I − A)−1‖ ≤
1
1−‖A‖ . Also, we consider the matrix [AM.PL.W ] as the following as well:
[AM.PL.W ] = ([IGL.W ] − [BGL.W ])+ ([IM.PL.W ] − [SM.PL.W ])− ([IM.PL.W ] − [BM.PL.W ]).
First we estimate the condition number of matrix ([IM.PL.W ] − [SM.PL.W ]). Hence
‖[IM.PL.W ] − [SM.PL.W ]‖∞ ≤ sup
1− 2
n−1−
l=0
m−1−
j=0
⟨K(Kϕnjl), ϕnj′ l′⟩

≤ sup

1+
2
n−1−
l=0
m−1−
j=0
∫ 2−n(l+1)
2−n l
ϕnjl(x)
∫ 1
0
k(x, ξ)
∫ 2−n(l′+1)
2−n l′
k(ξ , t)ϕnj′ l′(t)dtdξdx


≤ 2nm

1
2nm
+ M
2
2 (2m− 1)
2n

.
So,
2n
(1)‖([IM.PL.W ] − [SM.PL.W ])−1‖∞ = ‖([IM.PL.W ] + (2n(1)([IM.PL.W ] − [SM.PL.W ])− [IM.PL.W ]))−1‖∞
≤ 1
1− ‖2−n(1)([IM.PL.W ] − [SM.PL.W ])− [IM.PL.W ]‖∞
. (26)
Therefore, using (26), the following bound for the condition number of ([IM.PL.W ] − [SM.PL.W ]), is obtained.
Cond.([IM.PL.W ] − [SM.PL.W ]) = ‖[IM.PL.W ] − [SM.PL.W ]‖∞‖([IM.PL.W ] − [SM.PL.W ])−1‖∞
≤ 2−n(1)
 2nm

1
2nm +
M22 (2m−1)
2n

1− ‖2−n(1)([IM.PL.W ] − [SM.PL.W ])− [IM.PL.W ]‖∞
 .
Subsequently, we estimate a bounded on ‖[AGL.W ]‖∞, i.e.,
‖AGL.W ‖∞ ≤ sup
1+ 2
n−1−
l=0
m−1−
j=0
∫ 2−n(l+1)
2−n l
∫ 2−n(l′+1)
2−n l′
k(x, t)ϕnj′ l′(t)ϕ
n
jl(x)dtdx

≤ 1+ 2nm sup
m−1−
j=0
∫ 2−n(l+1)
2−n l
∫ 2−n(l′+1)
2−n l′
k(x, t)


j′ + 1
2
 Lj′(2(2nt − l′)− 1)


j+ 1
2

× Lj(2(2nx− l)− 1)
 dtdx ≤ 2nm 1
2nm
+ M2(2m− 1)
2n

.
But n(1) ≫ n and 2(n−n(1))m

1
2nm + M2(2m−1)2n

< 1, then
Cond.([AGL.W ]) = ‖[AGL.W ]‖∞‖[AGL.W ]−1‖∞ ≤ 2−n(1)
 2nm

1
2nm + M2(2m−1)2n

1− ‖2−n(1) [AGL.W ] − [IGL.W ]‖
 .
Now to obtain the condition number of matrix ([IM.PL.W ] − [BM.PL.W ]), using (25) yields
Cond.([IM.PL.W ] − [BM.PL.W ]) ≤ 2−n(2)
 2nm

1
2nm + 2nm
M22 (2m−1)2
22n

1− ‖2−n(2)([IM.PL.W ] − [BM.PL.W ])− [IM.PL.W ]‖∞
 .
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Since n(1), n(2) ≫ n, we have
‖2−n(1)([IM.PL.W ] − [SM.PL.W ])− [IM.PL.W ]‖∞ < 1,
‖2−n(1)([IGL.W ] − [BGL.W ])− [IGL.W ]‖∞ < 1,
‖2−n(2)([IM.PL.W ] − [BM.PL.W ])− [IM.PL.W ]‖∞ < 1.
LetM(1) be the maximum value of the left side of the above inequalities. Then the proof is completed.
(b)
Cond.([AM.PL.W ]) = ‖[IGL.W ] − [BGL.W ] − [SM.PL.W ] + [BM.PL.W ]‖ ‖([IGL.W ] − [BGL.W ] − [SM.PL.W ] + [BM.PL.W ])−1‖
≤ {‖[IGL.W ] − [BGL.W ]‖ + ‖[IM.PL.W ] − [SM.PL.W ]‖ + ‖[IM.PL.W ] − [BM.PL.W ]‖}{‖(I − [BGL.W ])−1‖
+‖(I − [SM.PL.W ])−1‖ + ‖([IM.PL.W ] − [BM.PL.W ])−1‖}
= Cond.([IGL.W ] − [BGL.W ])+ ‖[IGL.W ] − [BGL.W ]‖ ‖([IM.PL.W ] − [SM.PL.W ])−1‖ + ‖[IGL.W ]
− [BGL.W ]‖ ‖([IM.PL.W ] − [BM.PL.W ])−1‖ + ‖[IM.PL.W ] − [SM.PL.W ]‖ ‖([IM.PL.W ] − [BGL.W ])−1‖
+ Cond.([IM.PL.W ] − [SM.PL.W ])+ ‖[IM.PL.W ] − [SM.PL.W ]‖ ‖([IM.PL.W ] − [BM.PL.W ])−1‖
+‖([IM.PL.W ] − [BM.PL.W ])‖ ‖([IGL.W ] − [BGL.W ])−1‖
+‖([IM.PL.W ] − [BM.PL.W ])‖ ‖([IM.PL.W ] − [SM.PL.W ])−1‖ + Cond.([IM.PL.W ] − [BM.PL.W ]). (27)
Now, by using the inequalities which have been obtained in part (a) and applying them to (27), we have
Cond.([AM.PL.W ]) ≤ Cond.([IGL.W ] − [BGL.W ])+ Cond.([IM.PL.W ] − [SM.PL.W ])+ Cond.([IM.PL.W ] − [BM.PL.W ]).
So, this proof is completed. 
5. Numerical results
Example 5.1. Consider the following integral equation of the second kind [21],
u(x) = x+ (1− x)ex +
∫ 1
0
x2et(x−1)u(t)dt, x ∈ [0, 1].
where its exact solution is u(x) = ex.
Example 5.2. Consider the Fredholm integral equation of the second kind [22],
λu(x) = f (x)+
∫ 1
0
extu(t)dt, x ∈ [0, 1],
where λ = 50 and f (x) is chosen such that its exact solution is u(x) = ex.
Using the above examples, we want to investigate the efficiency and accuracy of numerical implementations according to
thementioned theoretical results in the previous section. Firstly, we assume that Xn = Vmn and h = 12n , i.e. the interval [0, 1]
is uniformly partitioned as
0 <
1
2n
<
2
2n
< · · · < 1.
Furthermore, since the approximated subspace is Legendre wavelet space, each subinterval mentioned above contains a
polynomial with a degree of at most m − 1. Hence, if we consider m = 1, then the subspace Xn is the set of all functions
that are piecewise constant on [0, 1]. Also, the order of convergence of the Galerkin method and multi-projection operators
are represented with αG(r) and βM.P(r), respectively. Since m = 1, indeed r = 1, therefore αG(1) = 1 and βG(1) = 3.
Now, we consider m = 2. In this case, the subspace Xn is the set of all functions that are piecewise linear on [0, 1] with
breakpoints 0, 12n , . . . , 1. So we have r = 2 and therefore αG(2) = 2 and βM.P(2) = 6, as well. We recall that in all
computations we used the infinite norm. EGn and E
M.P
n , n = 0, 1, . . . represent the Galerkin method and multi-projection
operators errors, respectively. The order of convergence for the Galerkin method is computed by log2

EGn
EGn+1

, shown for
the examples in Tables 1 and 2 in column 3. Similarly, log2

EM.Pn
EM.Pn+1

is used to compute the order of convergence of multi-
projection operators and the computational results in this case are shown for the examples in column 6 of Tables 1 and 2. In
addition, considering equidistance pointswith step size 120 error figureswere shown. Fig. 1(a) and (b) showerrors of Galerkin
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Fig. 1. Errors in solving Example 5.1, using Galerkin and multi-projection operators methods form = 1, 2 and n = 1, 2, . . . , 5.
Table 1
The computed maximum error and order of convergence for Example 5.1, using Galerkin and multi-projection operators methods.
m n EGn αG(1) E
M.P
n βM.P(1)
1 1 5.739329× 10−1 0.880074 3.491869× 10−3 2.291610
1 2 3.118404× 10−1 0.938239 7.132049× 10−4 2.668042
1 3 1.627400× 10−1 0.968954 1.122157× 10−4 2.839494
1 4 8.314003× 10−2 0.984483 1.567764× 10−5 2.921090
1 5 4.201953× 10−2 – 2.069879× 10−6 –
m n EGn αG(2) E
M.P
n βM.P(2)
2 1 4.660022× 10−2 1.861190 6.733199× 10−7 4.167310
2 2 1.282667× 10−2 1.929234 3.747450× 10−8 5.237229
2 3 3.367879× 10−3 1.964276 9.935115× 10−10 5.682076
2 4 8.630788× 10−4 1.982052 1.935074× 10−11 5.939505
2 5 2.184707× 10−4 – 3.153033× 10−13 –
methods for m = 1 and m = 2 respectively. Similarly, Fig. 1(c) and (d) show the errors of multi-projection operators for
m = 1 andm = 2, respectively. Moreover, thementioned remarks on example 2, have been shown in Fig. 2. In what follows,
to test and estimate the obtained result in Theorem 4.2 numerically, using examples one and two, we assume that
S.U.M = Cond.([IGL.W ] − [BGL.W ])+ Cond.([IM.PL.W ] − [SM.PL.W ])+ Cond.([IM.PL.W ] − [BM.PL.W ]),
and the condition number of matrix [AM.PL.W ] is denoted by Cond.([AM.PL.W ]). Finally, Cond.([AM.PL.W ]) ≤ S.U.M for the
examples is shown in Table 3 which we expected.
6. Conclusion
While thewavelet bases have been proved effective after the discretization of the integral equations, there have not been
any attempts to study its error analysis or the condition number of the system resulting. So in this paper, some results on
error analysis and condition number of the Legendre wavelet multi-projection method were established.
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Fig. 2. Errors in solving Example 5.2, using Galerkin and multi-projection operators methods form = 1, 2 and n = 1, 2, . . . , 5.
Table 2
The computed maximum error and order of convergence for Example 5.2, using Galerkin and multi-projection operators methods.
m n EGn αG(1) E
M.P
n βM.P(1)
1 1 5.800303× 10−1 0.887994 4.478790× 10−4 2.841512
1 2 3.134280× 10−1 0.942326 6.248567× 10−5 2.926899
1 3 1.631058× 10−1 0.970737 8.216676× 10−6 2.965328
1 4 8.322399× 10−2 0.985260 1.052067× 10−6 2.983180
1 5 4.203931× 10−2 – 1.330506× 10−7 –
m n EGn αG(2) E
M.P
n βM.P(2)
2 1 4.660053× 10−2 1.861194 4.240505× 10−7 5.743949
2 2 1.282672× 10−2 1.929240 7.912554× 10−9 5.882452
2 3 3.367881× 10−3 1.964277 1.341288× 10−10 5.944595
2 4 8.630789× 10−4 1.982053 2.177813× 10−12 5.955962
2 5 2.184707× 10−4 – 3.508305× 10−14 –
Table 3
The computed condition number and the bound for it, using multi-projection for Examples 5.1 and 5.2.
Example 5.1 Example 5.2
m n S.U.M Cond.([AM.PL.W ]) m n S.U.M Cond.([AM.PL.W ])
1 1 3.788224 1.548472 1 1 3.100868 1.026230
1 2 3.849117 1.593327 1 2 3.103553 1.027831
1 3 3.865541 1.605261 1 3 3.103756 1.027819
1 4 3.869726 1.608290 1 4 3.103807 1.027814
1 5 3.870777 1.609051 1 5 3.103820 1.027816
2 1 3.869311 1.608166 2 1 3.103821 1.027813
2 2 3.871010 1.609231 2 2 3.103824 1.027813
2 3 3.871120 1.609210 2 3 3.103824 1.027813
2 4 3.871127 1.609304 2 4 3.103824 1.027813
2 5 3.871128 1.609304 2 5 3.103824 1.027813
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