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Abstract
We consider the Liouville equation associated with a metric g of class C2 and we prove dispersion and
Strichartz estimates for the solution of this equation in terms of geodesics associated with g. We introduce
the notion of focusing and dispersive metric to characterize metrics such that the same dispersion estimate
as in the Euclidean case holds. To deal with the case of non-trapped long range perturbation of the Euclidean
metric, we prove a global velocity moments effect on the solution. In particular, we obtain global in time
Strichartz estimates for metrics such that the dispersion estimate is not satisfied.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Liouville equation; Dispersion; Strichartz estimates; Geometry of the Hamiltonian flow
1. Introduction
The aim of this article is on the one hand to understand the link between the geometry of the
geodesics associated to g and dispersion phenomena and on the other hand to establish Strichartz
estimates in a very general setting. Before showing which difficulties one encounters in the case
of a variable metric and to expose the results established in this article, let us first introduce some
notations, and recall some well-known results in the case of the Euclidean metric (g = Id).
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In the case where g = Id, the Liouville equation is known as the transport equation{
∂tf + ξ ·∇xf = 0,
f (0, x, ξ) = f in(x, ξ).
This equation models the evolution of a microscopic density of particles which at time t , are at
position x, and have velocity ξ .
Let (q,p, r, a) ∈ [1,+∞]4 and let f be some measurable function of R × Rd × Rd and f in
be some measurable function of Rd × Rd . We denote
‖f ‖Lqt (Lpx (Lrξ )) =
(∫ (∫ (∫ ∣∣f (t, x, ξ)∣∣r dξ) pr dx) qp dt) 1q and∥∥f in∥∥
Lax,ξ
= ∥∥f in∥∥
La(Rd×Rd ).
Let I be a time interval, q  1 and let f :R → R be a measurable function. We denote
‖f ‖LqI := ‖f ‖Lq(I).
Let n ∈ N and let A ⊂ Rn. We denote by IA the indicator function of the set A. We also use
f1  f2 as a notation for f1 Cf2 for some constant C.
Definition 1. Let (q,p, r, a) ∈ [1,+∞]4. We say that the quadruplet (q,p, r, a) is admissible if
it satisfies the following relations
2
q
= d
(
1
r
− 1
p
)
,
1
a
= 1
2
(
1
r
+ 1
p
)
and q > 2 a.
The solution f (t, x, ξ) satisfies, for all p ∈ [1,∞[ the conservation property and for p = +∞
the maximum principle given by∥∥f (t)∥∥
L
p
x,ξ
= ∥∥f in∥∥
L
p
x,ξ
∀t ∈ R.
When we integrate f with respect to the velocity ξ , we obtain a macroscopic density function ρ
given by
ρ(t, x) =
∫
f (t, x, ξ) dξ
which satisfies dispersion properties. Here, ρ models the probability of finding at time t a particle
at the position x.
Concerning the results obtained for the transport equation, C. Bardos and P. Degond have
shown in [2] that the function ρ satisfies the following dispersion estimate
∥∥ρ(t, · )∥∥
L∞x
 1
d
∥∥f in∥∥
L1x(L
∞) ∀t ∈ R.|t | ξ
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admissible quadruplets (q,p,1, a)
‖ρ‖Lqt (Lpx ) 
∥∥f in∥∥
Lax,ξ
and more generally
‖f ‖Lqt (Lpx (Lrξ ))  C(q,p, r, a)
∥∥f in∥∥
Lax,ξ
for all admissible quadruplets (q,p, r, a).
These dispersion estimates are fundamental for the study of certain non-linear transport equa-
tions as Vlasov–Poisson or Boltzmann equations. We refer the reader to the articles of F. Castella
and B. Perthame [8], P.-L. Lions and B. Perthame [19] of F. Golse and L. Saint-Raymond [15]
and of B. Perthame [22] (see also references therein).
Finally, note that it is possible to link the transport equation to the constant coefficients
Schrödinger equation via Wigner transform (see for example the articles of E. Wigner [31],
P. Gérard et al. [14], and P.-L. Lions and T. Paul [18]). More precisely, it has been shown by
B. Perthame in [21] that it is equivalent to establish dispersion estimates for both equations.
In the Euclidean metric case, the flow Ft(x, ξ) = (x − ξ t, ξ) may be written explicitly. Tra-
jectories are straight lines and all the particles leave in a uniform way in all directions. The
dispersion estimate is shown using a change of variables and Strichartz estimates result from the
dispersion estimate and the conservative properties of the equation.
The aim here is to understand what remains of dispersion and Strichartz estimates when we
replace the Euclidean metric by a variable metric.
1.2. Main results
Let f and H be two functions of Rd ×Rd . We denote {H,f } the Poisson bracket between f
and H
{H,f } = ∇ξH∇xf − ∇ξ f∇xH.
We consider here the d-dimensional case with d  2 (see [26] for the one-dimensional case) and
a C2 metric g :Rd → Md(R) satisfying the following condition
∃m> 0, ∃M > 0, mId g MId. (1)
We consider the Liouville equation associated with a metric g{
∂tf + {H,f } = 0,
f (0, x, ξ) = f in(x, ξ), (2)
where the Hamiltonian H is given by
H(x, ξ) :=
d∑
gij (x)ξiξj with gij =
(
g−1
)
ij
.i,j=1
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Ft(x, ξ) =
(
X(t, x, ξ),V (t, x, ξ)
)
with (X,V ) satisfying the Hamiltonian system⎧⎨⎩
dX
dt
= ∇ξH(X,V ),
X(0, x, ξ) = x
and
⎧⎨⎩
dV
dt
= −∇xH(X,V ),
V (0, x, ξ) = ξ.
(3)
We denote by Tg(t)(f in), the solution of the Liouville equation (2) associated with a metric g
at time t with f in as initial data. Using the fact that g ∈ C2b is positive, we obtain the conserva-
tion of H(x, ξ) along trajectories. The method of characteristics gives us the following explicit
representation of the solution f of Eq. (2) in terms of the initial data
f (t, x, ξ) = f in(X(−t, x, ξ),V (−t, x, ξ)).
The evolution of the solution f is therefore given by the behavior of Ft(x, ξ) and qualitative
properties of the solution f are determined by the trajectories X(t, x, ξ).
The difficulty in the case of variable metrics is that the direction of the trajectories can change
over time, which precludes dispersion estimates in the general case. However, we obtain the same
conservation property as in the Euclidean case, i.e. we have for all for all p ∈ [1,+∞],∥∥f (t)∥∥
L
p
x,ξ
= ∥∥f in∥∥
L
p
x,ξ
∀t ∈ R.
Definition 2. Let g be a metric on Rd . Let x ∈ Rd , we denote
S
d−1
x :=
{
ξ ∈ Rd, ‖ξ‖x =
(∑
i,j
gij (x)ξiξj
) 1
2 = 1
}
.
We denote by σx the surface measure of Sd−1x and by σe the surface measure of the Euclidean
sphere Sd−1. Finally, we denote by μ the Lebesgue measure.
Definition 3. We say that a metric g is a non-trapped long range perturbation of the Euclidean
metric if
• trajectories are non-trapped, i.e. for all ξ ∈ Rd \ {0} and x ∈ Rd ,
lim
t→∞
∣∣X(t, x, ξ)∣∣= +∞, (4)
• the metric g is a long range perturbation of the Euclidean metric; i.e.
∃ε > 0, ∀|α| 2, ∀x ∈ Rd \ {0}, ∣∣Dα(gkl − δkl)(x)∣∣ Cα|x|ε+|α| , (5)
where δkl denotes the Kronecker symbol.
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rical assumptions. Here, we cannot hope to prove any dispersion estimate. Instead we rely on
a qualitative study of the solution on small time intervals for initial data with compact velocity
support to obtain Strichartz estimates. We have the following theorem.
Theorem 1. Let I be a finite time interval, (q,p, r, a) an admissible quadruplet and ε > 0. Then
there exists a constant C such that, the solution f of Eq. (2), satisfies
‖f ‖LqI (Lpx (Lrξ )) C
∥∥(1 + |ξ | 1q +ε)f in∥∥
Lax,ξ
.
Moreover, the loss of 1
q
momentum is optimal for the Liouville equation on M × TM for all
Riemannian compact manifold M .
The question is then to know how far one can improve Theorem 1 by introducing additional
assumptions on trajectories.
In the third section, we give a condition on the trajectories which ensures that the solution f
of the Liouville equation (2) satisfies the same dispersion estimate as in the Euclidean case. For
this, we introduce the following definitions.
Definition 4. We say that a metric g is non-focusing if
∃C, ∀(t, x, y) ∈ R2d+1, ∀ε > 0, σx
({
e ∈ Sd−1x , X(t, x, e) ∈ B(y, ε)
})
C
(
ε
|t |
)d−1
,
(6)
i.e. if the trajectories do not concentrate at any point and scatter in all directions. We say that g
is focusing if it does not satisfy condition (6).
Definition 5. Let g be a metric of Rd . We say that g is dispersive if g is non-focusing and further
satisfies the condition
∃C, ∀(x, y) ∈ Rd × Rd, ∀ε > 0, μ({t ∈ R, ∃e ∈ Sd−1x , X(· , x, e) ∈ B(y, ε)}) Cε (7)
where μ denotes the Lebesgue measure.
With those definitions, we obtain the following theorems.
Theorem 2. Let g be a dispersive metric. Then, there exists a constant C such that for all initial
data f in ∈ L1x(L∞ξ ) the solution f of the Liouville equation (2) satisfies the following dispersion
estimate
sup
x
(∫ ∣∣f (t, x, ξ)∣∣dξ) C|t |−d ∫ sup(∣∣f in∣∣(x, ξ))dx.
ξ
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exists a constant C such that for all intial data f in ∈ Lax,ξ , the solution f of the Liouville equa-
tion (2) satisfies the following estimate
‖f ‖Lqt (Lpx (Lrξ )) C
∥∥f in∥∥
Lax,ξ
.
The following theorem gives a partial reciprocal of Theorem 2. More precisely we prove that
if g is focusing then the dispersion estimate does not hold.
Theorem 3. Let g be a focusing metric. Then there exist a sequence (f inn )n∈N∗ of initial data,
a sequence of reals (tn)n∈N∗ , such that the sequence of solutions (fn)n∈N∗ of Eq. (2) with initial
data (f inn )n∈N∗ satisfies
sup
x
∫
ξ
∣∣fn(tn, x, ξ)∣∣dξ  C n|tn|d
∫
sup
ξ
∣∣f inn (x, ξ)∣∣dx.
We show also that the set of dispersive metrics is small. More precisely, we prove in Proposi-
tion 3 that it does not contain the set of non-trapped metrics which coincide with the Euclidean
metric outside a compact and more generally the set of non-trapped long range perturbations
of the Euclidean metric. One expects however better Strichartz estimates than those given by
Theorem 1 to hold for these two types of metrics. One is thus brought to consider other qualita-
tive informations on the solution than the dispersion phenomenon, which is the goal of the next
section.
In the fourth section, we prove a velocity moments effect for the solution of the Liouville
equation (2) associated with a non-trapped long range perturbation of the Euclidean metric.
Proposition 1. Let g be a non-trapped long range perturbation of the Euclidean metric. Let
R > 0, and let γ be a function in D(B(0,R)). Then, there exists C > 0 which only depends
of R, of the constants Cα given in condition (5) and of m, M given in estimate (1), such that the
solution f of the Liouville equation (2) satisfies for all a  1,
∥∥|ξ | 1a γ (x)f (t, x, ξ)∥∥
Lat,x,ξ
C
∥∥f in∥∥
Lax,ξ
.
This velocity moments effect is not related to the dimension insofar as this estimate does not
require a condition concerning the behaviour of the trajectories in terms of directions. We only
need a uniform non-trapped condition on the trajectories. Note that in the case of the transport
equation associated with the Euclidean metric, P.-L. Lions and B. Perthame in [20] have shown
other averaging and velocity moments lemmas in a different setting and Proposition 1 is proved in
the particular case of the Euclidean metric in the article by B. Perthame [22] (see also references
therein).
In the last section, we use the velocity moments effect to prove Strichartz estimates for non-
trapped metrics which coincide with the Euclidean metric outside a compact; and for non-trapped
long range perturbation of the Euclidean metric.
More precisely, we introduce the following function space
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j∈Z
ϕ
(
2−j η
)= 1 ∀η ∈ Rd \ {0}.
Let f :Rd → R be a function. For j ∈ Z, we denote
Πj(f ) = ϕ
(
2−j · )f.
Let (p, q) ∈ [1,+∞). We say that the function f from Rd to R is in the space Mq,p if
‖f ‖Mq,p :=
(∑
j∈Z
‖Πjf ‖pLq
) 1
p
< +∞.
Note that in particular, we have the following embeddings
Mq,p ↪→ Lq if p  q and Lq ↪→ Mq,p if q  p.
The following theorem gives global Strichartz estimates for the case of metrics which are non-
trapped and compactly supported pertubations of the Euclidean metric.
Theorem 4. Let g be a non-trapped metric and let R > 0 such that g coincides with the Euclid-
ean metric on cB(0,R) and let (q,p, r, a) be an admissible quadruplet. Then, there exists a
constan C such that the solution f of the Liouville equation (2) satisfies
‖f ‖Lqt (Lpx (Lrξ ))  C
∥∥f in∥∥
M
a,r
ξ (L
a
x)
.
This theorem gives a global in time Strichartz estimate. Nevertheless, the velocity moments
effect giving poor control on low velocities, the norm in which the initial data is considered is
very slightly weakened compared to the case of the Euclidean metric.
Concerning the case of non-trapped long range pertubation of the Euclidean metric, we obtain
local in time Strichartz estimates with an arbitrary small loss of momentum.
Theorem 5. Let g be a non-trapped metric which is a long range perturbation of the Euclidean
metric. Then, for all ε > 0, for all finite time interval I , for all admissible quadruplet (q,p, r, a),
there exists a constant C such that the solution f of the Liouville equation (2) satisfies
‖f ‖LqI (Lpx (Lrξ ))  C
∥∥(1 + |ξ |)εf in∥∥
Lax,ξ
.
The splitting of the solution used for the proofs of Theorems 4 and 5 is inspired of that made
by N. Burq in [5] and by G. Staffilani and D. Tataru in [30] for the Schrödinger equation. Let us
note that the Helmholtz equation for a non-trapping C2 potential has been studied in the article
by F. Castella and T. Jecko [7].
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properties of the solution to the Schrödinger equation from similar properties for the Liouville
equation. The link between these two equations is established using a semiclassical limit argu-
ment and applying the Wigner transform at scale h. The reader can refer to the works by P. Gérard
et al. [14] and of C. Sparber et al. [28]. The present study shows however an analogy between the
behavior of solutions of the Schrödinger equation and solutions of the Liouville equation with
variable coefficients concerning Strichartz estimates. The classical trajectories modeled by the
Liouville equation are indeed average trajectories and, in the Schrödinger equation with variable
coefficients, one adds some sort of diffusion due to the uncertainly principle, which should not
modify Strichartz estimates.
2. Estimates without geometrical assumptions
The aim of this section is to prove Strichartz estimates without making geometrical assump-
tions on g. To do this, we first study what becomes of dispersion estimates obtained in the
Euclidean case. More precisely, we prove that it is possible to obtain dispersion estimates both
local in time and velocity. Then by combining those localized dispersion estimates with the con-
servative properties, we obtain Strichartz estimates with a loss of momentum.
2.1. Dispersion estimates
If we consider a very general setting in dimension bigger than 2, many pathologies on the
trajectories could prevent dispersion phenomena from happening. We check easily that the dis-
persion estimate established for the Liouville equation is false for all times in the case of trapped
trajectories (see Proposition 2). On the other hand, given an initial velocity ξ , and a small enough
time interval, trajectories do not have the time to roll up, yielding a dispersion estimate local in
both time and velocity, which is states in the following proposition.
Proposition 2. Let h ∈ R+∗ and let ψ :Rd → R be a function of D(B(0,2)) such that ψ ≡ 1 near
the ball B(0,1). Then, there exist C > 0 and C1 > 0 such that for any t ∈ [−Ch,Ch], for all
initial data f in ∈ L1x(L∞ξ ) we have
sup
x
∫ ∣∣ψ(hξ)f (t, x, ξ)∣∣dξ  C1|t |d
∫
sup
ξ
∣∣ψ(Chξ)f in(x, ξ)∣∣dx. (8)
Moreover, we can construct a metric g on Rd with d  2 such that the dispersion estimate (8) is
optimal.
Remark 2. In dimension 1 the dispersion estimate is always satisfied (see [26]).
That proposition is a consequence of the following lemma.
Lemma 1. There exist C1 > 0 and C2 > 0 such that for all t ∈ [−C1h,C1h] \ {0}, for all x ∈ Rd ,
the application
ξ ∈ B
(
0,
1
)
→ X(t, x, ξ),
h
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h
) to
X(t, x,B(0, 1
h
)) with
inf
(x,ξ)∈Rd×B(0, 1
h
)
∣∣det(MJ (X(t, x, ξ)))∣∣ C2|t |d ,
where MJ denotes the Jacobian matrix with respect to the ξ variable.
Proof. We restrict our attention to the case h = 1 via a scaling argument using the following
property on trajectories
∀b 0, ∀(t, x, ξ) ∈ R × Rd × Rd, X(t, x, bξ) = X(bt, x, ξ). (9)
Let (x, ξ) ∈ Rd ×B(0,1). Using the Taylor expansion up to second order, we obtain that
X(t, x, ξ) = X(0, x, ξ)+ t dX
dt
(0, x, ξ)+
t∫
0
(t − s)d
2X
dt2
(s, x, ξ) ds
where (
d2X
dt2
)
i
(t, x, ξ) =
d∑
j,k=1
d
dt
Xk∂xkg
ij (X)Vj (t, x, ξ)+
d∑
j=1
gij (X)
d
dt
Vj (t, x, ξ)
= 2
d∑
j,k,=1
gkl(X)V∂xkg
ij (X)Vj −
∑
j,k,
gij (X)∂xj g
kl(X)VkV.
Moreover
Vi(t, x, ξ) = −
t∫
0
d∑
k,=1
∂xi g
k(X)VkV(s, x, ξ) ds + ξi .
Differentiate X with respect to ξm,
∂ξmXi(t, x, ξ) = 2t∂ξm
(
g−1(x)ξ
)
i
+ 2
t∫
0
(t − s)
d∑
j,k,,b=1
∂ξmXb∂xbg
k(X)V∂xkg
ij (X)Vj (s, x, ξ) ds
+ 2
t∫
0
(t − s)
d∑
j,k,=1
gk(X)∂ξmV∂xkg
ij (X)Vj (s, x, ξ) ds
+ 2
t∫
(t − s)
d∑
j,k,=1
gk(X)V∂xkg
ij (X)∂ξmVj (s, x, ξ) ds0
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t∫
0
(t − s)
d∑
j,k,,b=1
gk(X)V∂ξmXb∂xkxbg
ij (X)Vj (s, x, ξ) ds
−
t∫
0
(t − s)
d∑
j,k,,b=1
∂ξmXb∂xbg
ij (X)∂xj g
k(X)VkV(s, x, ξ) ds
−
t∫
0
(t − s)
d∑
j,k,,b=1
∂ξmXbg
ij (X)∂ξmXb∂xj xbg
k(X)VkV(s, x, ξ) ds
− 2
t∫
0
(t − s)
d∑
j,k,=1
gij (X)∂xj g
k(X)∂ξmVkV(s, x, ξ) ds.
Differentiate V with respect to ξm,
∂ξmVi(t, x, ξ) = −
t∫
0
d∑
k,,b=1
∂ξmXb∂xixbg
k(X)VkV(s, x, ξ) ds
− 2
t∫
0
d∑
k,=1
∂xi g
k(X)∂ξmVkV(s, x, ξ) ds + δim.
Let (x, ξ) ∈ R3 ×B(0,1) and let A(x, ξ) and B(x, ξ) given by
A(x, ξ) = sup{t  0, ∥∥∇ξX(t, x, ξ)∥∥ 2} and
B(x, ξ) = sup{t  0, ∥∥∇ξV (t, x, ξ)∥∥ 4d}.
We have A(x, ξ) > 0 and B(x, ξ) > 0 because ∇ξX(0, x, ξ) = 0, ‖∇ξV (0)‖ =
√
d and ∇ξX,
∇ξV are continuous. Moreover, the conservation of the Halmitonian yields that there exists a
constant C such that for all (t, x, ξ) ∈ R × Rd × Rd∣∣V (t, x, ξ)∣∣ C|ξ |.
We deduce that there exists a constant C > 0 such that for all (x, ξ) ∈ R3 ×B(0,1)
A(x, ξ) C and B(x, ξ) C.
With the equation established on ∇ξX, we deduce that there exists a constant C1 such that for all
(i,m) ∈ {1, . . . , d}, for all (t, x, ξ) ∈ [−C,C] × Rd ×B(0,1)
∂ξmXi(t, x, ξ) = 2t
(
∂ξmg
−1(x)ξ
) + t2Ri,m(t, x, ξ)i
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‖Ri,m‖L∞[−C,C]×Rdx×B(0,1)  C1.
We deduce that there exist two constants C2 > 0 and C3 > 0 such that for all ξ ∈ B(0,1), for all
x ∈ Rd and for all t ∈ [−C3,C3],
inf
(x,ξ)∈Rd×B(0,1)
∣∣det(MJ (X(t, x, ξ)))∣∣C2|t |d
and Lemma 1 follows. 
Proof of Proposition 2. We can now conclude the proof of Proposition 2. Let h ∈ R+∗ and let
ψ :Rd → R be a function of D(B(0,2)) such that ψ ≡ 1 near the ball B(0,1). We have∫ ∣∣f (t, x, ξ)ψ(hξ)∣∣dξ = ∫ ∣∣f in(X(−t, x, ξ),V (−t, x, ξ))ψ(hV (−t, x, ξ))∣∣dξ

∫
sup
v∈Rd
∣∣f in(X(−t, x, ξ), v)ψ(hv)∣∣dξ.
If t ∈ [−Ch,Ch] \ {0} with C small enough, we obtain from Lemma 1 using the change of
variable η = X(t, x, ξ) that∫ ∣∣f in(X(−t, x, ξ),V (−t, x, ξ))ψ(hV (−t, x, ξ))∣∣dξ  1|t |d
∫
sup
σ
∣∣ψ(hσ)f in(η, σ )∣∣dη
which achieves the proof of the dispersion estimate.
To prove that the dispersion estimate given by Proposition 2 is optimal in dimension d  2,
it is enough to construct a metric g on Rd such that there exist R > 0, x0 ∈ Rd and a non-zero
measure set of directions E ⊂ Sd−1x0 such that
∀(t, e) ∈ R × Sd−1x0 , X(t, x0, e) ∈ B(x0,R). (10)
Indeed, let us consider an initial data
f in(x, ξ) = ψ(x)
where ψ ∈D(B(x0,3R)) with ψ ≡ 1 on the ball B(x0,2R). Using spherical coordinates, we get∫
ξ∈B(0,A)
f (t, x0, ξ) dξ =
∫
ξ∈B(0,A)
f in
(
X(−t, x0, ξ)
)
dξ

A∫ ∫
f in
(
X(rt, x0, e)
)
rd−1 dr  Cσx0(E)Ad.0 e∈E
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ξ∈B(0,A)
f (t, x, ξ) dξ ∼ CsteAd
which proves that we cannot obtain a better estimate. We remark that a metric satisfying condi-
tion (10) exists using the link between geodesics and trajectories given by Proposition A.1 (in
Appendix A) and the fact that on the sphere geodesics are great circles. 
2.2. Strichartz estimates
Proof of Theorem 1. We prove this result using the dispersion estimate both local in time
and velocity given by Proposition 2, and a time-velocity splitting of the solution. This split-
ting method has been introduced for the wave equations by H. Bahouri and J.-Y. Chemin in [1]
and used in the case of the Schrödinger equation by N. Burq, P. Gérard, N. Tzvetkov in [6] and
by the author in [25].
We introduce the following partition of unity. Let ϕ˜ ∈ D(Rd) and ϕ ∈ D(Rd \ {0}) be such
that
ϕ˜(ξ)+
∞∑
k=1
ϕ
(
2−kξ
)= 1.
Lemma 2. For all admissible quadruplets (q,p, r, a), there exist C > 0 and α > 0 such that for
all k ∈ N, for all intervals Ik such that |Ik| α2−k the solution f of the Liouville equation (2)
satisfies ∥∥ϕ(2−kξ)f (t, x, ξ)∥∥
L
q
Ik
(L
p
x (L
r
ξ ))

∥∥ϕ(C2−kξ)f in(x, ξ)∥∥
Lax,ξ
.
Using the conservation property, Proposition 2, and following the classical T T ∗ method used
in the article of F. Castella and B. Perthame [8], where T is given here by
T (t)f in = ϕ(2−kξ)IIk (t)Tg(t)f in with |Ik| α2−k,
we deduce that ∥∥ϕ(2−kξ)f (t, x, ξ)∥∥
L
q
Ik
(L
p
x (L
r
ξ ))

∥∥f in∥∥
Lax,ξ
.
Using the fact that the Hamiltonian is preserved in time, we obtain that there exists a constant C
such that
ϕ
(
2−kξ
)
Tg(t)f
in(x, ξ) = ϕ(2−kξ)Tg(t)(ϕ(C2−kξ)f in(x, ξ))
which gives Lemma 2.
Remark 3. Strichartz estimates given by Lemma 2 hold for all time intervals Ik of length less
than α2−k even if we only have a dispersion estimate on an interval Ik which is a neighborhood
of 0. This is due to the fact that in the T T ∗ method, we have a translation invariance.
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in order to apply Lemma 2. We write
I =
Nk∑
j=1
Ij,k
where Ij,k are disjoints intervals of length |Ij,k| ∼ α2−k and Nk  |I |α 2k . We obtain that for all
k ∈ N,
∥∥ϕ(2−kξ)f (t, x, ξ)∥∥q
L
q
I (L
p
x (L
r
ξ ))
=
Nk∑
j=1
∥∥ϕ(2−kξ)f (t, x, ξ)∥∥q
L
q
Ij,k
(L
p
x (L
r
ξ ))
.
Using Lemma 2, we obtain∥∥ϕ(2−kξ)f (t, x, ξ)∥∥q
L
q
I (L
p
x (L
r
ξ ))
Nk
∥∥ϕ(C2−kξ)f in(x, ξ)∥∥q
Lax,ξ
and thus ∥∥ϕ(2−kξ)f (t, x, ξ)∥∥
L
q
I (L
p
x (L
r
ξ ))
 2
k
q
∥∥ϕ(C2−kξ)f in(x, ξ)∥∥
Lax,ξ
.
Since the initial data is localized in ξ in a ring of size ∼ 2k , we deduce that
∥∥ϕ(2−kξ)f (t, x, ξ)∥∥
L
q
Ik
(L
p
x (L
r
ξ ))
 2−kε
∥∥(1 + |ξ | 1q +ε)f in(x, ξ)∥∥
Lax,ξ
.
Therefore
∥∥f (t, x, ξ)∥∥
L
q
I (L
p
x (L
r
ξ ))

+∞∑
k=0
∥∥ϕ(2−kξ)f (t, x, ξ)∥∥
Lq(I)(L
p
x (L
r
ξ ))

+∞∑
k=0
2−kε
∥∥(1 + |ξ | 1q +ε)f in(x, ξ)∥∥
Lax,ξ
 C(ε)
∥∥(1 + |ξ | 1q +ε)f in(x, ξ)∥∥
Lax,ξ
.
Let us prove that the loss of 1
q
momentum is optimal on a all compact Riemannian manifolds M .
We consider the sequence of initial data
f inn (x, ξ) = IM(x)I2n|ξ |2n+1(ξ) where n ∈ N.
We have
‖f ‖Lq(Lpx (Lr )) ∼ I
1
q μ(M)
1
p 2
nd
r and
∥∥f in∥∥
La
∼ μ(M) 1a 2 nda .
I ξ x,ξ
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r
= d
a
+ 1
q
on (q,p, r, a) gives the optimality of Strichartz estimates with a loss
of 1
q
momentum which ends the proof of Theorem 1. 
Remark 4. Concerning the Schrödinger equation with variable coefficients on a compact Rie-
mannian manifold, N. Burq, P. Gérard and N. Tzvetkov, have shown in [6] that we obtain the
following Strichartz estimates for all Riemannian compact manifolds M
‖u‖LqI (Lp(M))  ‖u0‖H 1q (M).
The estimate with a loss of momentum on the initial data obtained in Theorem 1 is replaced by
an estimate with a loss of derivative on the initial data. Moreover, this estimate is optimal in the
case of spheres for q = 2 in dimension d  3. The proof of the optimality of this estimate is
made via a precise study of the spectrum of the Laplacian on the sphere.
3. Dispersive metrics
The aim of this section is firstly to explain why condition (6) has been imposed on g to obtain
dispersion estimates, secondly to prove Theorems 2 and 3 and thirdly to give an example of
focusing metric on R2 which is a non-trapped compactly supported perturbation of the Euclidean
metric.
To better understand the uniform condition (6) required on g to obtain a dispersion estimate,
let us consider the Euclidean case in a 2-dimensional example with an initial data given by
f in(x, ξ) = IB(α,ε)(x)
where I is the indicator function. At a fixed time t and at the position x = 0 we have∫
f (t,0, ξ) dξ = μ({ξ, −tξ ∈ B(α, ε)}).
As illustrated in Fig. 1, we observe that, as ε decreases, the set of directions e ∈ Sd−1 for
which X(t,0, e) is in the ball B(α, ε) gets smaller. Moreover, we have
σe
({
e, X(t,0, e) ∈ B(α, ε)}) ( ε
d(0, α)
)d−1
.
Since X(t, x, ξ) = x − ξ t , we easily remark that if X(t, x, e) ∈ B(α, ε), then we have |t | ∼
d(x,α). Thus
σe
({
e ∈ Sd−1, X(t,0, e) ∈ B(α, ε)}) ( ε|t |
)d−1
.
Condition (6) implies that trajectories associated with the metric g satisfy the same condition of
uniformity as the ones above.
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3.1. Proof of Theorem 2
Let g be a dispersive metric. To prove the dispersion estimate, we first consider the particular
case where
f in(x, ξ) = IB(α1,r1)(x)
with α1 ∈ Rd and r1 ∈ R+ and we then proceed in the general case by an approximation argu-
ment.
We have
f (−t, x, ξ) = IB(α1,r1)
(
X(t, x, ξ)
)
thus f (t, x, ξ) ≡ 0 if X(t, x, ξ) ∈ cB(α1, r1) and∫
f (−t, x, ξ) dξ  μ({ξ, X(t, x, ξ) ∈ B(α1, r1)}).
We have the following lemma.
Lemma 3. Assume that g is a dispersive metric. Then, there exists a constant C > 0 such that for
all x ∈ Rd , for all α1 ∈ Rd , for all t ∈ R \ {0}, and for all r1 ∈ R+, the following estimate holds
μ
({
ξ, X(t, x, ξ) ∈ B(α1, r1)
})
 C|t |−drd1 .
Proof. We have
μ
({
ξ, X(t, x, ξ) ∈ B(α1, r1)
})= ∫
d−1
+∞∫
r=0
IX(rt,x,e)∈B(α1,r1)rd−1 dr dσx(e).e∈Sx
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μ
({
ξ, X(t, x, ξ) ∈ B(α1, r1)
})= 1|t |d
∫
IX(u,x,e)∈B(α1,r1)ud−1 dudσx(e).
For fixed u, using property (6) and integrating on Sd−1x , we obtain with condition (7) that there
exists a set Ir1 of length less than Cr1 such that
μ
({
ξ, X(t, x, ξ) ∈ B(α1, r1)
})

rd−11
|t |d
∫
Ir1
sup
e∈Sd−1x
IX(u,x,e)∈B(α1,r1) du.
We deduce that
μ
({
ξ, X(t, x, ξ) ∈ B(α1, r1)
})

(
r1
|t |
)d
which gives Lemma 3. 
Using Lemma 3, we obtain that Theorem 2 holds for all solution f of the Liouville equa-
tion (2) with an initial data f in of the type
f in(x, ξ) = IB1(x)
where B1 is a ball of Rd .
Let us now prove Theorem 2 for initial data f in ∈ C(Rd(L∞ξ )), the case where the initial data
f in ∈ L1x(L∞ξ ) is then done by a density argument. Let j ∈ Zd , and let Cj,n,d be the square of
dimension d , of center 2
n
j and width 2
n
. Let us define
f˜ in(x) = sup
ξ∈Rd
f in(x, ξ).
We approximate the function f˜ in by a sequence of functions (f˜ inn )n∈N∗ given by
f˜ inn (x) =
n2∑
|j |=−n2
hj ICj,n,d with hj = inf
x∈Cj,n,d
f˜ in(x).
Using Theorem 2 with f˜ inn and the fact that for all (j, k) ∈ Z2d with j = k, Cj,n,d ∩ Ck,n,d is a
set of null measure, we obtain that for all x ∈ Rd
∫
f˜ inn
(
X(−t, x, ξ))dξ  |t |−d n2∑
|j |=−n2
hjμ(Cj,n,d ) |t |−d
∫
f˜ in(y) dy.
Using the fact that
lim
∫
f˜ inn
(
X(−t, x, ξ))dξ = ∫ f˜ in(X(−t, x, ξ))dξn→+∞
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f in
(
X(−t, x, ξ),V (−t, x, ξ))dξ  ∫ f˜ in(X(−t, x, ξ))dξ,
we deduce that ∫
f in
(
X(−t, x, ξ),V (−t, x, ξ))dξ  |t |−d ∫ f˜ in(y) dy,
which gives Theorem 2.
3.2. Proof of Theorem 3
Let us assume that g is a focusing metric. Then by definition, there exist sequences
(tn, xn, yn, εn)n∈N ∈ (R × Rd × Rd × R)N such that
σxn
({
e ∈ Sd−1xn , X(tn, xn, e) ∈ B(yn, εn)
})
 n
(
εn
|tn|
)d−1
.
Let us define
f inn (x, ξ) = IB(yn,2εn)(x) and En =
{
e ∈ Sd−1xn , X(tn, xn, e) ∈ B(yn, εn)
}
.
For all (x, ξ) ∈ Rd × Rd , the function t → X(t, x, ξ) belongs to C1(R). We deduce that for all
(u, t) ∈ R × R, for all (x, e) ∈ Rd × Sd−1x we have
∣∣X(t, x, e)−X(u,x, e)∣∣ ∥∥∥∥dXdt
∥∥∥∥
L∞(Rt×Rdx×B(0,C))
|t − u|
and thus the conservation of the Hamiltonian yields∣∣X(t, x, e)−X(u,x, e)∣∣ |t − u|.
We deduce that there exists θ > 0 such that for all n ∈ N, for all u ∈ [tn − θεn, tn + θεn], for all
e ∈ En we have X(u,xn, e) ∈ B(yn,2εn). Hence for any u in [tn − θεn, tn + θεn]
σxn
({
e ∈ Sd−1xn , X(u, xn, e) ∈ B(yn,2εn)
})
 σxn(En) n
(
εn
|tn|
)d−1
. (11)
Using spherical coordinates with respect to Sd−1xn , yields
∫
fn(−tn, xn, ξ) dξ =
+∞∫
r=0
∫
e∈Sd−1
IX(rtn,xn,e)∈B(yn,2εn)rd−1 dr dσxn(e).xn
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∫
fn(−tn, xn, ξ) dξ = 1|tn|d
+∞∫
u=0
∫
e∈Sd−1xn
IX(u,xn,e)∈B(yn,2εn)ud−1 dudσxn(e).
According to (11), we have
∫
fn(−tn, xn, ξ) dξ C n|tn|d
tn+θεn∫
u=tn−θεn
ud−1 du
(
εn
|tn|
)d−1
and
tn+θεn∫
u=tn−θεn
ud−1 du 1|tn|d−1 =
1
d|tn|d−1
(
(tn + θεn)d − (tn − θεn)d
)
.
Insofar as σxn(Sd−1xn ) < +∞, we have limn→+∞ εntn = 0. Therefore there exists C > 0, there
exists N in N∗ such that for all nN , we have
1
d|tn|d−1
(
(tn + θεn)d − (tn − θεn)d
)
 Cεn.
We deduce that ∫
fn(−tn, xn, ξ) dξ  Cn
(
εn
|tn|
)d
.
Moreover, there exists a constant C > 0 such that∫
sup
ξ
∣∣f inn (x, ξ)∣∣dx = μ({x ∈ B(yn,2εn)})= Cεdn.
So, there exists a constant C such that∫
fn(−tn, xn, ξ) dξ  C n|tn|d
∫
sup
ξ
∣∣f inn (x, ξ)∣∣dx
which gives Theorem 3.
3.3. Example of a non-dispersive metric
The aim of this part is to prove that there exist non-trapped compactly supported perturba-
tions of the Euclidean metric which are non-dispersive. The example is given by the following
proposition.
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ψ ≡ 1 on ]−∞,R] and ψ ≡ 0 on [2R,+∞[
where R is a large enough constant. Let S be the surface of R3 given by
S =
{
(x, y, z) ∈ R3, z = 1
2
r2ψ(r), where r =
√
x2 + y2
}
.
Denote by φ the diffeomorphism from R2 to S given by φ(x, y) = (x, y, 12 r2ψ(r)).
Let g :R2 → M2(R) be the metric given by
gij (x) =
(
∂φ
∂xi
(x)
∣∣∣∣ ∂φ∂xj (x)
)
R3
.
Then, g is a non-trapped compactly supported perturbation of the Euclidean metric and focusing
(and so non-dispersive).
Proof. We can first observe that the proof of this proposition can be reduced to the study of
geodesics on the surface S using Proposition A.1 in Appendix A. To prove Proposition 3, we first
check that geodesics on S are non-trapped and then prove that g does not satisfy condition (6)
using a phenomenon of concentration of geodesics on the paraboloid.
3.3.1. Non-trapped condition
The first lemma shows that g is a non-trapped compactly supported perturbation of the Euclid-
ean metric.
Lemma 4. Let γ : t → (r(t) cos θ(t), r(t) sin θ(t), h(r(t))) where h(r) = 12 r2ψ(r) is a normal
parametrization of a curve of S. Then γ is a geodesic if and only if
r ′′
(
1 + (h′)2)− r(θ ′)2 + h′h′′(r ′)2 = 0,
r2θ ′ = C,
(r ′)2
(
1 + (h′)2)+ r2(θ ′)2 = 1,
where C is a constant. Moreover γ is non-trapped, i.e.
lim
t→+∞
∣∣γ (t)∣∣= +∞.
Proof. For the first part of the proof of this lemma, we refer to the book of C. Doss-Bachelet,
J.-P. Françoise and C. Piquet [13]. To prove that geodesics are non-trapped, we only need to
prove that
lim r(t) = +∞.
t→∞
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not geodesics. In the case where C = 0, we have θ = cste and geodesics are curves given by the
intersection of planes containing the Oz axis and the surface S. Those geodesics are non-trapped.
Let us assume that C > 0 and that there exists t0 ∈ R such that r ′(t0) > 0. Then there exists
ε > 0 such that, on the interval [t0, t0 + ε], r increases. We deduce that on the interval [t0, t0 + ε],
θ ′ decreases because we have for all t , r2θ ′ = C.
In addition, the function h is null for r  2R, so ‖h′‖L∞  A where A is a constant. So we
have on [t0, t0 + ε]
(r ′)2(t) 1 −Cθ
′(t)
1 +A2 
(r ′(t0))2
(1 +A2)2 > 0.
Let us denote
b(t) = 1 −Cθ
′(t)
(1 +A2)2 .
The function b is positive and is increasing on the interval [t0, t0 + ε] because r is increasing
(and so θ ′ is decreasing ) on the interval [t0, t0 + ε]. We deduce that for all t ∈ [t0,+∞[,
(r ′)2(t) b(t) (r
′(t0))2
(1 +A2)2
which gives Lemma 4 in the case where there exists t0 ∈ R such that r ′(t0) > 0. The situation
where r ′(t) 0 for all t ∈ R does not occur. Indeed, let us assume that we have r ′(t) 0 for all
t ∈ R. The function r being non-negative, we have limt→+∞ r(t) =  where   0. We obtain
that
lim
t→+∞ θ
′ = C
2
and lim
t→+∞ r
′(t) = 1 −
C2
2
1 + (h′)2() = 0.
We deduce that
 = C and that lim
t→+∞ r
′′(t) = 1
C(1 + (h′)2(t)) > 0
which is absurd and Lemma 4 is proved. 
3.3.2. Concentration phenomenon on trajectories
The next step in the study of geodesics consists in showing a concentration phenomenon on
geodesics of S which will be useful to prove that g is non dispersive.
To better understand what we mean by concentration phenomenon, let us consider a typical
example where trajectories do not satisfy condition (6).
Example of concentration phenomenon. If we consider the case of the sphere, we know that
geodesics are great circles.
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north pole P = (0,0,1) into R2 given by
ϕ(x1, x2, x3) =
(
2x1
1 − x3 ,
2x2
1 − x3
)
.
Let E1 = (−1,0,0) and E2 = (1,0,0). We know by Proposition A.1 in Appendix A that we
can construct a metric gs on R2 with the metric induced on the sphere such that we are in the
following situation:
There exists a set of non-zero measure E ⊂ S1ϕ(E1), there exists t0 ∈ R+ such that for all
η ∈ E, X(t0, ϕ(E1), η) = ϕ(E2). So we have for a set of non-zero measure, some trajectories
which concentrate at the same time t0 on same position.
The following lemma shows that this concentration phenomenon precludes condition (6).
Lemma 5. Assume that there exist x ∈ R2, a set E ∈ S1x of non-zero measure, t0 > 0 and y ∈ R2
such that for all e ∈ E we have
X(t0, x, e) = y.
Then X does not satisfy condition (6).
Proof. It is enough to prove that there exists a sequence (εn)n∈N such that
σx
({
e ∈ S1x, X(t0, x, e) ∈ B(y, εn)
})
 n εn|t0| .
To do this, take εn = 1n |t0|σx(E) and Lemma 5 is proved. 
The problem of the construction of a metric which is a compactly supported perturbation of
the Euclidean metric with the induced metric on the sphere is that it is not trivial to show that
there is no trapped trajectory. This is the reason why we chose a manifold which is the graph of
a radial function so as to simplify calculations.
In the case of the paraboloid P = {(x, y, z), z = 12 (x2 + y2)}, we do not know if we have for
a set of directions of non-zero measure, some geodesics which start at a point A and which all
gather at the same time t0 at some point B , as is the case on the sphere. On the other hand, they
almost satisfy this concentration phenomenon, which is enough for us to prove that g does not
satisfy condition (6). This is due to the fact that on the paraboloid, there are conjugate points (see
for example the article [23] by P. Piccione, A. Portaluri, and D.V. Tausk).
Proof of concentration phenomenon on geodesics of S. In the first step, we prove that if S has
two conjugate points, then condition (6) cannot be satisfied, and in a second step we use the fact
that the paraboloid has two conjugate points to construct our surface S.
Lemma 6. Let us assume that the surface S given in Proposition 3 has two conjugate points
x = γ (0), y = γ (b) along a geodesic γ (see Section A.2 of Appendix A for the definition of
conjugate points). Then g is non-dispersive.
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x˜ = φ−1(x), y˜ = φ−1(y) and e0 = g(x˜)dφ
−1 ◦ γ
dt
∣∣∣∣
t=0
where φ is the function defined in Proposition 3. Let W be a non-identically null Jacobi field
along γ such that W(0) = W(b) = 0. According to Proposition A.3 in Appendix A, there exists
ε0 > 0 such that for all ε ∈ [−ε0, ε0], the curves
γε(s) = expx
(
s· (γ˙ (0)+ εW ′(0)))
(where W ′ denotes the covariant derivative ∇γ˙ W ) are geodesics of M satisfying
γε(0) = x, γε(b) = y(ε) and d
dε
γε(s)
∣∣∣∣
ε=0
= W(s)
and y(ε) is a regular curvature satisfying y(0) = y and y′(0) = 0. We consider the sequence of
trajectories (Xε)ε∈[0,ε0] defined by
Xε(t, x˜, ξε) = φ−1 ◦ γε(t).
We have ξε = g(x˜)Dφ−1(x˜)(γ˙ (0)+ εW˙ (0)). For all ε ∈ [0, ε0], we denote
Eε =
{
eω = ξω‖ξω‖x˜ , ω ∈ [0, ε]
}
.
We can always assume that W˙ (0) = 0, modulo a change of the first conjugate point from
x = γ (0) to x¯ = γ (t¯) where t¯ is the smallest time in [0, b] such that W˙ (t) = 0. Furthermore,
according to Proposition A.2 in Appendix A, we have for all t ∈ [0, b]〈
γ˙ (t),W(t)
〉= 0.
Differentiating with respect to t , we obtain at time t = 0 that〈
γ˙ (0), W˙ (0)
〉+ 〈γ ′′(0),W(0)〉= 0.
As W(0) = 0, we deduce that γ˙ (0) and W˙ (0) are perpendicular. So we have
• there exists C > 0 such that for all ε ∈ [0, ε0], σx˜(Eε)  Cε because γ˙ (0) and W˙ (0) are
linearly independent,
• there exists C > 0 such that for all eε ∈ Eε0 , ‖eε − ξε‖x˜  Cε2 because γ˙ (0) and W˙ (0) are
perpendicular.
According to Proposition A.3 in Appendix A, we obtain that for all ε ∈ [0, ε0],∣∣Xε(t0, x˜, ξε)− y˜∣∣ Cε2.
D. Salort / J. Differential Equations 233 (2007) 543–584 565Fig. 2. Two conjugate points x and y on the paraboloid.
For all eε ∈ Eε0 , we have ‖eε − ξε‖x˜  Cε2, hence there exists a constant C > 0 such that for all
ε ∈ [0, ε0], ∣∣Xε(t0, x˜, eε)− y˜∣∣Cε2 (12)
holds. Let (εn)n1 defined by εn = 1n2 . We obtain with inequality (12) that there exists a constant
C > 0 such that
σx˜
({
e ∈ S1x˜ , X(t0, x˜, e) ∈ B(y˜, εn)
})
Cnεn|t0|−1
which proves Lemma 6. 
As on the paraboloid, there exists conjugate points (see Fig. 2 and see for example the book of
Spivak [29, vol. IV]); to conclude the proof of Proposition 3, we choose R big enough in Propo-
sition 3 to ensure the existence of two conjugate points on the piece of paraboloid Pb given by
Pb =
{
(x, y, z), z = 1
2
(
x2 + y2) and zR}.
Condition (6) is satisfied according to Lemma 6 and the trajectories are non-trapped according
to Lemma 4 which concludes the proof of Proposition 3. 
4. Velocity moments effect
In this section, we consider the case of metrics which are long range perturbation of the
Euclidean metric and non-trapped. The aim is to prove a global in time velocity moments effect
given by Proposition 1. The following proposition gives a uniform non-trapped condition on the
trajectories.
Proposition 4. Let g be a non-trapped metric which is a long range perturbation of the Euclidean
metric, let K > 0 and ε0 > 0. Then, there exists a constant C such that for all ε ∈ [0, ε0]
∀(x, y, e) ∈ Rd ×B(0,K)× Sd−1x , μ
({
t ∈ R, X(t, x, e) ∈ B(y, ε0)
})
 C(K,ε0).
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Proof of Proposition 1. We denote
A = ∥∥|ξ | 1a γ (x)f (t, x, ξ)∥∥a
Lat,x,ξ
.
We have
A =
∫
|ξ |∣∣γ (x)f in(X(−t, x, ξ),V (−t, x, ξ))∣∣a dt dx dξ.
For fixed t , the application Ft : (x, ξ) → (X(t, x, ξ),V (t, x, ξ)) is a diffeomorphism such that
the Jacobian is equal to 1. Moreover, we have F−1t = F−t . We deduce making the change of
variables (x˜, ξ˜ ) = Ft(x, ξ) that
A =
∫ ∣∣V (t, x, ξ)∣∣∣∣γ (X(t, x, ξ))f in(x, ξ)∣∣a dt dx dξ.
Using the conservation of the Hamiltonian, we know that there exists C > 0 such that for all
(t, x, ξ) ∈ R × Rd × Rd we have ∣∣V (t, x, ξ)∣∣ C|ξ |.
We deduce that
A
∫ ∫ ∫
|ξ |∣∣γ (X(t, x, ξ))f in(x, ξ)∣∣a dt dx dξ.
Rewriting the integral in spherical coordinates, we obtain
A
∫
t
∫
x
∫
e∈Sd−1
+∞∫
0
r
∣∣γ (X(t, x, re))f in(x, re)∣∣ard−1 dt dx de dr.
Using the property on the trajectories X(t, x, be) = X(bt, x, e), we deduce that
A
∫
t
∫
x
∫
e∈Sd−1
+∞∫
0
r
∣∣γ (X(rt, x, e))f in(x, re)∣∣ard−1 dt dx de dr.
Making the change of variables τ = rt , we have the following estimate
A
∫
t
∫
x
∫
d−1
+∞∫ ∣∣γ (X(τ, x, e))f in(x, re)∣∣ard−1 dτ dx de dr.
e∈S 0
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have
μ
({
t ∈ R, γ (X(t, x, e)) = 0}) C(R)
which proves Proposition 1. 
This proposition is very useful to establish Strichartz estimates in particular when one does
not have dispersion estimate. On the other hand, the more localized the solution of Liouville
equation is in velocity near 0, the weaker the information given by the proposition gets.
4.1. Proof of Proposition 4
Before proving the proposition, let us introduce the notion of outgoing trajectories and prove
a non-trapped property on these trajectories.
Definition 7. We define the set S+ by
S+ =
{
(x, ξ),
d∑
k,l=0
xkg
kl(x)ξl  0
}
.
In particular, a trajectory which has an initial data (x, ξ) in S+ satisfies for t = 0
dX
dt
·X|t=0(x, ξ) 0.
We have the following lemma.
Lemma 7. Let g be a metric satisfying condition (5). Then there exist R > 0 and K > 0 (which
depend only of constants C0, C1 and of ε defined in the inequality (5)) such that, for all (x, e) ∈
S+ with e ∈ Sd−1x , |x| >R, for all t  0
t → ∣∣X(t, x, e)∣∣ is increasing and 1
K
(|x| + t) ∣∣X(t, x, e)∣∣K(|x| + t).
The proof of this lemma follows arguments given in the article of W. Craig, T. Kappeler and
W. Strauss [10]. We have
d
dt
∣∣X(t)∣∣2 = 4 d∑
k,j=1
Xkg
kj (X)Vj (t)
and
d2
dt2
∣∣X(t)∣∣2 = 8∑
j,k,l
glkgjk(X)VjVl(t)
+ 8
∑
Xk
(
∂xj g
klgjm(X)− 1
2
gjk∂xj g
lm(X)
)
VlVm(t).j,k,l,m
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k,l
gkl(X)VlVk(t) =
∑
j,k,l
gjkgkl(X)VlVk(t)−
∑
j,k,l
(
gjk − δjk
)
gkl(X)VlVk(t),
we obtain that
d2
dt2
∣∣X(t)∣∣2 = 8H (X(t),V (t))− 8∑
j,k,l
(
δjk − gjk
)
gkl(X)VkVl(t)
+ 8
∑
j,k,l,m
Xk
(
∂xj g
klgjm(X)− 1
2
gjk∂xj g
lm(X)
)
VlVm(t).
Insofar as e ∈ Sd−1x , there exist two constants A0 > 0 and A1 > 0 such that for all (t, x) ∈ R×Rd
H
(
X(t, x, e),V (t, x, e)
)= 1 and A0  V (t, x, e)A1.
Using inequality (5) satisfied by the metric g, we obtain that there exists B0 > 0, depending only
on C0, C1, A0 and A1 such that for all |X|R we have
d2
dt2
∣∣X(t)∣∣2  8H(X,V )− B0
(R)ε
and
d2
dt2
∣∣X(t)∣∣2  8H(X,V )+ B0
(R)ε
.
We deduce that for R large enough, we have for all |X|R
1
10
 d
2
dt2
∣∣X(t)∣∣2  10. (13)
Let T = sup{t, |X(s)|R ∀s ∈ [0, t]}. Using the fact that (x, ξ) ∈ S+, we obtain
d
dt
(|X|2)(0) 0.
Inequality (13) implies that t → d
dt
|X|2 is increasing and so that T = +∞. Integrating inequal-
ity (13) twice with respect to t , we obtain that there exists K > 0 such that for all t ∈ R+ we
have
1
K
(|x| + t) ∣∣X(t)∣∣K(|x| + t)
which concludes the proof of Lemma 7.
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(xn)n∈N, (en)n∈N such that
μ
({
t, X(· , xn, en) ∈ B(yn, ε0)
})
 n.
We can always assume that for all n ∈ N, xn ∈ B(0,K + 2ε0). Indeed, we know that there exists
t1 ∈ R such that X(t1, xn, en) ∈ B(y, εn), so we have X(t1, x, e) ∈ B(0,K + 2ε0). Using the fact
that
X
(
t,X(t1, xn, en),V (t1, xn, en)
)= X(t + t1, xn, en), (14)
we obtain that
μ
({
t, X(· , xn, en) ∈ B(y, ε0)
})= μ({t, X(· ,X(t1, xn, en),V (t1, xn, en)) ∈ B(y, ε0)}).
Let x ∈ B(0,K + 2ε0), and K˜ = max{K + 2ε0,R} where R is the constant defined in Lemma 7.
We define
T +(x, e) = min{t  0, X(t, x, e) /∈ B(0,2K˜)},
T −(x, e) = max{t  0, X(t, x, e) /∈ B(0,2K˜)}.
The non-trapped condition and the fact that X is continuous, show that those two functions are
well defined. As (X(T ±(x, ξ), x, ξ),V (T ±(x, ξ), x, ξ)) ∈ S+, we deduce from Lemma 7 that
for all (x, e) ∈ B(0,K + 2ε0)× Sd−1x , for all y ∈ B(0,K), the set of t ∈ R such that X(t, x, e) ∈
B(0,2K˜) is the interval [T −(x, e), T +(x, e)]. We have
sup
(x,e)∈B(0,K+2ε0)×Sd−1x
T ±(x, e) < +∞. (15)
To prove this, let us assume that
sup
(x,e)∈B(0,K+2ε0)×Sd−1x
T +(x, e) = +∞.
There exists a sequence (xn, en)n∈N such that the sequence (Tn = T +(xn, en))n∈N is increasing
with limn→+∞ T +(xn, en) = +∞. By compactness, we may assume that
xn → x ∈ B(0,K + 2ε0) and en → e ∈ Sd−1x .
Let N ∈ N. As the sequence (Tn)n∈N is increasing, we obtain that for all nN ,
X(TN,xn, en) ∈ B(0,2K˜).
As X is continuous, we deduce that
lim X(TN,xn, en) = X(TN,x, e) and that X(TN,x, e) ∈ B(0,2K˜).
n→+∞
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lim
t→∞
∣∣X(t, x, e)∣∣= +∞
which is absurd and proves inequality (15). But, inequality (15) cannot be true because
μ
({
t, X(· , xn, en) ∈ B(yn, ε0)
})
 n
which is absurd and Proposition 4 follows.
5. Strichartz estimates
In this section, we use the previously established velocity moments effect and local (both
in time and velocity) Strichartz estimates to prove time-global Strichartz estimates localized
in space and velocity. This allows us to obtain Strichartz estimates for non-trapped compactly
supported perturbations of the Euclidean metric and non-trapped long range peturbations of the
Euclidean metric which are very close to the corresponding estimates in the Euclidean case.
5.1. Strichartz estimates localized both in space and velocity
We have the following proposition.
Proposition 5. Let γ ∈D(Rd), let ψ ∈D(R∗) be truncation functions allowing to locate respec-
tively in space and in velocity. Assume that g is a non-trapped long range perturbation of the
Euclidean metric and let (q,p, r, a) an admissible quadruplet. Then, there exists C such that for
all h ∈ R∗+, the solution f of the Liouville equation (2) satisfies∥∥γ (x)ψ(h2H(x, ξ))f ∥∥
L
q
t (L
p
x (L
r
ξ ))
C
∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
.
Proof. Let f be the solution of {
∂tf + {H,f } = 0,
f (0, x, ξ) = f in(x, ξ).
The function v = γf is the solution of the equation{
∂tv + {H,v} = (∇ξH ·∇xγ )f,
v(0, x, ξ) = γf in(x, ξ).
Let ψ ∈D(R∗) and ϕ ∈D(]−1,2[) equal to 1 on [0,1], let h ∈ ]0,1] and  ∈ Z.
We define
vh = ψ
(
h2H(x, ξ)
)
v and vh, = ϕ
(
t
h
− 
)
vh.
The function vh, is the solution of{
∂tvh, + {H,vh,} = βh,,
v (h− h,x, ξ) = 0.h,
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β1h,(s, x, ξ) = ψ
(
h2H(x, ξ)
)
ϕ
(
t
h
− 
)
(∇ξH ·∇xγ )f and β2h,(s, x, ξ) =
ϕ′( t
h
− )
h
vh.
Using Duhamel’s formula, we obtain for all t ∈ [h− h,h+ 2h]
vh,(t) =
t∫
h−h
Tg(t − s)βh,(s) ds.
We deduce with the Minkowski formula that
‖vh,‖Lq[h−h,h+2h](Lpx (Lrξ )) =
∥∥∥∥∥
t∫
h−h
Tg(t − s)βh,(s) ds
∥∥∥∥∥
L
q
[h−h,h+2h](L
p
x (L
r
ξ ))

h+2h∫
h−h
∥∥Tg(t − s)βh,(s)∥∥Lq[h−h,h+2h](Lpx (Lrξ )) ds.
Strichartz estimates both local in time and velocity proved in Lemma 2 and energy conservation
yield ∥∥Tg(t − s)βh,(s)∥∥Lq[h−h,h+2h](Lpx (Lrξ ))  ∥∥Tg(−s)βh,(s)∥∥Lax,ξ = ∥∥βh,(s)∥∥Lax,ξ .
We deduce that
‖vh,‖Lq[h−h,h+2h](Lpx (Lrξ )) 
h+2h∫
h−h
∥∥βh,(s)∥∥Lax,ξ ds.
Hölder’s inequality allows us to deduce that
‖vh,‖Lq[h−h,h+2h](Lpx (Lrξ ))  h
1
a′
∥∥βh,(s)∥∥La[h−h,h+2h](Lax,ξ ).
Summing on  ∈ Z, we obtain that
‖vh‖q
Lq(R)(L
p
x (L
r
ξ ))
 h
q
a′
+∞∑
=−∞
∥∥βh,(s)∥∥qLa[h−h,h+2h](Lax,ξ ).
As q  a, we deduce that
‖vh‖q
Lq(R)(L
p
x (L
r
ξ ))
 h
q
a′
( +∞∑ ∥∥βh,(s)∥∥aLa[h−h,h+2h](Lax,ξ )
) q
a
.=−∞
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
|βh,|Cβh
where
βh = β1h + β2h with
β1h(s, x, ξ) =
∣∣ψ(h2H(x, ξ))(∇ξH ·∇xγ )f ∣∣ and β2h(s, x, ξ) = ∣∣∣∣1hvh
∣∣∣∣.
We conclude that
‖vh‖Lq(R)(Lpx (Lrξ ))  h
1
a′
(∥∥β1h∥∥Lat,x,ξ + ∥∥β2h∥∥Lat,x,ξ ). (16)
Lemma 8. For i = 1,2 the following estimate holds∥∥βih∥∥Lat,x,ξ  h− 1a′ ∥∥ψ(h2H(x, ξ))f in∥∥Lax,ξ .
Proof. We use Proposition 1 and the fact that both functions βih, i = 1,2, are localized in ξ in a
ring of size ∼ h−1.
Let χ ∈D(Rd) be a non-negative function such that χ ≡ 1 on a neighborhood of the support
of γ . We have, for all (x, ξ) ∈ Rd × Rd ,∣∣∇ξH(x, ξ)·∇xγ (x)∣∣ |ξ |χ(x) |ξ | 1a + 1a′ χ(x).
We deduce that ∥∥β1h∥∥Lat,x,ξ  ∥∥|ξ | 1a + 1a′ χ(x)ψ(h2H(x, ξ))f (t, x, ξ)∥∥Lat,x,ξ .
Using the truncation in velocity, we obtain that∥∥β1h∥∥Lat,x,ξ  h− 1a′ ∥∥|ξ | 1a χ(x)ψ(h2H(x, ξ))f (t, x, ξ)∥∥Lat,x,ξ .
According to Proposition 1 and the fact that ψ(h2H(x, ξ)) does commute with the Liouville
equation, we obtain∥∥|ξ | 1a χ(x)ψ(h2H(x, ξ))f (t, x, ξ)∥∥
Lat,x,ξ

∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
which proves Lemma 8 for i = 1. Using the fact that β2h = |h−1γ (x)ψ(h2H(x, ξ))f | is localized
in velocity in a ring of size ∼ h−1, we deduce that∥∥β2h∥∥Lat,x,ξ  h− 1a′ ∥∥|ξ | 1a γ (x)ψ(h2H(x, ξ))f ∥∥Lat,x,ξ .
We conclude the proof of Lemma 8 using Proposition 1. 
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‖vh‖Lqt (Lpx (Lrξ )) 
∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
which proves Proposition 5. 
5.2. Case of non-trapped metrics which coincide with the Euclidean metric outside a compact
set
The aim of this part is to prove Theorem 4. The proof is done in three steps. First, we use
Proposition 5 which gives us a global in time Strichartz estimate for a solution which is localized
in velocity in a ring and which is compactly supported in space. Then, we prove a global in time
Strichartz estimate for a solution which is localized in space outside a ball where the metric g
coincides with the Euclidean metric. Finally, we collect the pieces in space and velocity. The little
loss on the norm of the initial data is related to the bad control of low velocity in the velocity
moments effect.
Let γ ∈ D(Rd) be a function such that γ ≡ 1 near the area where g does not coindice with
the Euclidean metric. We write f = γf + (1 − γ )f . We have the following proposition.
Proposition 6. Let γ be a truncation function such that on the support of (1 − γ ), g = Id, then
for all admissible quadruplet (q,p, r, a), there exists a constant C such that the solution f of
the Liouville equation (2) satisfies∥∥(1 − γ )f ∥∥
L
q
t (L
p
x (L
r
ξ ))
 C
∥∥f in∥∥
Lax,ξ
.
Proof. The function w = (1 − γ )f is the solution of the equation{
∂tw + {H,w} = −(∇ξH ·∇xγ )f,
w(0, x, ξ) = (1 − γ )f in(x, ξ).
As on the support of w, g = Id, we obtain by Duhamel’s formula that
w(t) = TId(t)(1 − γ )f in −
t∫
0
TId(t − s)(∇ξH ·∇xγ )f (s) ds.
We deduce that
‖w‖Lqt (Lpx (Lrξ )) 
∥∥TId(t)(1 − γ )f in∥∥Lqt (Lpx (Lrξ ))
+
∥∥∥∥∥
t∫
0
TId(t − s)(∇ξH ·∇xγ )f (s) ds
∥∥∥∥∥
L
q
t (L
p
x (L
r
ξ ))
. (17)
According to Theorem 2, we have∥∥TId(t)(1 − γ )f in∥∥Lq(Lp(Lr ))  ∥∥f in∥∥La . (18)t x ξ x,ξ
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Lemma 9. ∥∥∥∥∥
t∫
0
TId(t − s)(∇ξH ·∇xγ )f (s) ds
∥∥∥∥∥
L
q
t (L
p
x (L
r
ξ ))

∥∥f in∥∥
Lax,ξ
.
Indeed, let us assume that Lemma 9 is true. According to inequalities (17), (18) and to
Lemma 9, we obtain
‖w‖Lqt (Lpx (Lrξ )) 
∥∥f in∥∥
Lax,ξ
which proves Proposition 6. 
Proof of Lemma 9. We use the following lemma due to H.F. Smith and C.D. Sogge (see [27])
which is a vector valued version of the lemma by M. Christ and A. Kiselev (see [9]).
Lemma 10. Let X and Y be two Banach spaces, and for all t, s ∈ R, consider the operator-
valued kernel K(s, t) :X → Y from X to Y . Suppose we have the estimate∥∥∥∥∫
R
K(s, t)f (s) ds
∥∥∥∥
L(R,Y )
 ‖f ‖Lj (R,X)
with 1 j < +∞. Then we have∥∥∥∥ ∫
s<t
K(s, t)f (s) ds
∥∥∥∥
L(R,Y )
 ‖f ‖Lj (R,X).
We use Lemma 10 with j = a,  = q , X = Lax,ξ and Y = Lpx (Lrξ ). Using conditions on the
quadruplets (q,p, r, a), we remark that we have 1 a < q +∞. One is thus brought back to
show that ∥∥∥∥∥
+∞∫
0
TId(t − s)(∇ξH ·∇xγ )f (s) ds
∥∥∥∥∥
L
q
t (L
p
x (L
r
ξ ))

∥∥f in∥∥
Lax,ξ
.
We have
+∞∫
0
TId(t − s)(∇ξH ·∇xγ )f (s) ds = TId(t)
+∞∫
0
TId(−s)(∇ξH ·∇xγ )f (s) ds.
Applying Strichartz estimates for the operator TId(t), we obtain that∥∥∥∥∥
+∞∫
TId(t − s)(∇ξH ·∇xγ )f (s) ds
∥∥∥∥∥
L
q
(L
p
(Lr ))
 B
0 t x ξ
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B =
∥∥∥∥∥
+∞∫
0
TId(−s)(∇ξH ·∇xγ )f (s) ds
∥∥∥∥∥
Lax,ξ
.
We use a duality argument. We have
B = sup
φ∈La′x,ξ ,‖φ‖La′ =1
∫
x,ξ
+∞∫
s=0
TId(−s)
[
(∇ξH ·∇xγ )f (s)
]
φ ds dx dξ.
We deduce that
B = sup
φ∈La′x,ξ ,‖φ‖La′ =1
∫
x,ξ
+∞∫
s=0
(∇ξH ·∇xγ )f (s)TId(s)φ ds dx dξ.
In addition we have
|∇ξH ·∇xγ | |ξ |χ(x)
with χ ∈D(Rd) such that χ ≡ 1 on a neighborhood of the support of γ . Define
B˜φ =
∣∣∣∣∣
∫
x,ξ
+∞∫
s=0
(∇ξH ·∇xγ )f (s)TId(s)φ ds dx dξ
∣∣∣∣∣.
We have
B˜φ 
∫
x,ξ
+∞∫
s=0
∣∣ξχ(x)f (s)TId(s)φ∣∣ds dx dξ.
Using Hölder’s inequality, we deduce that
B˜φ 
∥∥|ξ | 1a′ χ(x)TId(s)φ∥∥La′t,x,ξ ∥∥|ξ | 1a χ(x)f (s)∥∥Lat,x,ξ .
We obtain from Proposition 1 that
B˜φ  ‖φ‖La′x,ξ
∥∥f in∥∥
Lax,ξ
which shows that ∥∥∥∥∥
+∞∫
TId(t − s)(∇ξH ·∇xγ )f (s) ds
∥∥∥∥∥
L
q
(L
p
(Lr ))

∥∥f in∥∥
Lax,ξ0 t x ξ
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Using Proposition 5 with h = 2−j where j ∈ Z, we deduce that∥∥γ (x)Πj (f )∥∥Lqt (Lpx (Lrξ ))  ∥∥Πj (f in)∥∥Lax,ξ .
Summing on j ∈ Z, we obtain
∥∥γ (x)f ∥∥
L
q
t (L
p
x (L
r
ξ ))

(∑
j∈Z
∥∥γ (x)Πj (f )∥∥rLqt (Lpx (Lrξ ))
) 1
r

∥∥f in∥∥
M
a,r
ξ (L
a
x)
. (19)
With Proposition 6 and the fact that r  a, we have∥∥(1 − γ )(x)f ∥∥
L
q
t (L
p
x (L
r
ξ ))

∥∥f in∥∥
Lax,ξ

∥∥f in∥∥
M
a,r
ξ (L
a
x)
. (20)
Summing inequality (19) and (20), we obtain Theorem 4.
Remark 5. As shown by Theorem 3 and Proposition 3, for this type of metric it may be that the
dispersion estimate is never true for arbitrarily small times.
Concerning the Schrödinger equation associated with a non-trapped metric g which is a com-
pact perturbation of the Euclidean metric and regular, N. Burq showed in [5] that one obtains the
same Strichartz estimates as in the Euclidean case in dimension d  3. This is due to fact that,
for the Schrödinger equation (in the case of non-trapped metric which is a compact perturbation
of the Euclidean metric), there is the following smoothing effect∥∥γ (x)(Id −Δg) 14 u∥∥L2t,x ‖u0‖L2
where Δgu := div(g∇u). For the proof of this result, the reader can refer to the articles of
M. Ben-Artzi and S. Klainerman [3] and of S.-i. Doi [11,12].
One can notice that this smoothing effect does control the low frequencies. In our case, if one
had wanted to have the analogue and to control the low velocities, it would have been necessary
to have the estimate ∥∥γ (x)f (t, x, ξ)∥∥
Lat,x,ξ

∥∥f in∥∥
Lax,ξ
(21)
where γ ∈ D(Rd). This estimate is false. To prove this, we use the following scaling of the
Liouville equation. Let λ ∈ R∗, and let f be the solution of the Liouville equation{
∂tf + {H,f } = 0,
f (0, x, ξ) = f in(x, ξ).
Then fλ(t, x, ξ) = f (λt, x,λ−1ξ) is the solution of the equation{
∂tfλ + {H,fλ} = 0,
f (0, x, ξ) = f in(x,λ−1ξ).λ
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Lat,x,ξ

∥∥f in∥∥
Lax,ξ
λ
1
a
which is absurd.
Remark 6. In this setting, it is enough to assume that g is C2. Concerning the Schrödinger
equation, if g is a non-trapped metric which is a compact perturbation of the Euclidean metric of
class C2, G. Staffilani and D. Tataru in [30] obtain local in time Strichartz estimates.
5.3. Case of non-trapped long range perturbation of the Euclidean metric
In this part, we prove Theorem 5. For this, we use the following strategy. We first prove
Strichartz estimates which are given by Lemmas 11 and 12 and then we put the pieces together.
Lemma 11. Let ψ ∈D(R∗), ε1 > 0 and (q,p, r, a) an admissible quadruplet. Then there exists
a constant C such that for all h ∈ ]0,1] the solution f of the Liouville equation (2) with initial
data ψ(h2H(x, ξ))f in satisfies the estimate∥∥(1 + |x|)−ε1ψ(h2H(x, ξ))f ∥∥
L
q
t (L
p
x (L
r
ξ ))
 C
∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
.
The following lemma gives an estimate of the solution to the Liouville equation which is
localized in velocity in a ring of size ∼ h−1 and such that the support in space is outside the ball
B(0,Rh−1) where R > 0.
Lemma 12. Let φ ∈ D(Rd) such that φ ≡ 1 on the ball B(0,R) where R > 0, let I be a finite
time interval and let (q,p, r, a) be an admissible quadruplet. Then, there exists a constant C
such that for all h ∈ ]0,1] the following estimate holds∥∥(1 − φ(hx))ψ(h2H(x, ξ))f ∥∥
L
q
I (L
p
x (L
r
ξ ))
 C
∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
.
Suppose that those two lemmas are true and let us prove Theorem 5.
Proof of Theorem 5. According to Lemma 11 and the fact that ψ(h2H(x, ξ)) does commute
with the Liouville equation, we have∥∥φ(hx)ψ(h2H(x, ξ))f ∥∥
L
q
t (L
p
x (L
r
ξ ))
 h−ε1
∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
and according to Lemma 12, we obtain∥∥(1 − φ)(hx)ψ(h2H(x, ξ))f ∥∥
L
q
I (L
p
x (L
r
ξ ))

∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
.
We deduce that ∥∥ψ(h2H(x, ξ))f ∥∥
L
q
(L
p
(Lr ))
 h−ε1
∥∥ψ(h2H(x, ξ))f in∥∥
La
.I x ξ x,ξ
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ϕ˜(ξ)+
+∞∑
k=1
ϕ
(
2−kξ
)= 1,
where supp ϕ˜ ⊂ B(0,2). We set h = 2−k and we sum over k ∈ N. For all ε2 > ε1 > 0, we have
‖f ‖LqI (Lpx (Lrξ )) 
∥∥ϕ˜(H(x, ξ))f ∥∥
L
q
I (L
p
x (L
r
ξ ))
+
+∞∑
k=1
∥∥ϕ(22kH(x, ξ))f ∥∥
L
q
[0,1](L
p
x (L
r
ξ ))

∥∥f in∥∥
Lax,ξ
+
+∞∑
k=1
2−k(ε2−ε1)
∥∥|ξ |ε2ϕ(22kH(x, ξ))f in∥∥
Lax,ξ
.
We deduce that
‖f ‖LqI (Lpx (Lrξ ))  C(ε1, ε2)
∥∥(1 + |ξ |)ε2f in∥∥
Lax,ξ
which proves Theorem 5. 
Proof of Lemma 11. Let h ∈ ]0,1]. Let ϕ˜ ∈ D(Rd) and ϕ ∈ D(Rd \ {0}). We introduce the
following splitting in space
ϕ˜(x)+
+∞∑
k=1
ϕ
(
2−kx
)= 1.
Let f be the solution of the Liouville equation with f in = ψ(h2H(x, ξ))f in as initial data. We
split the solution f of the Liouville equation in the following way. We denote f0 = ϕ˜(x)f and
for k  1, fk = ϕ(2−kx)f .
We have f = f0 +∑k1 fk . The function f0 satisfies the assumptions of Proposition 5, we
deduce that
‖f0‖Lqt (Lpx (Lrξ )) 
∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
.
Concerning the functions fk for k  1, we establish Strichartz estimates for a solution localized
in space in a ring of fixed size such that the support of the ring is outside a ball B(0,R) where
R > 0. For this, we introduce for k  1 the functions given by
vk = fk
(
2kt,2kx, ξ
)
and we use the following scaling property on the Liouville equation. If f is the solution of the
Liouville equation {
∂tf + {H,f } = 0,
f (0, x, ξ) = f in(x, ξ)
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∂t f˜λ + {Hλ, f˜λ} = 0,
f˜λ(0, x, ξ) = f in(λx, ξ)
with Hλ(x, ξ) = t ξg(λx)ξ . We deduce that vk is the solution of the equation{
∂tvk + {H2k , vk} = ∇ξH2k∇xϕ(x)f˜2k ,
vk(0, x, ξ) = ϕ(x)f in
(
2kx, ξ
)
,
where f˜2k is the solution of the equation{
∂t f˜2k + {H2k , f˜2k } = 0,
f˜2k (0, x, ξ) = f in
(
2kx, ξ
)
.
Let us study more precisely the metrics (g−1(2k· ))k∈N∗ .
Using condition (5) on g, we obtain that for all x ∈ Rd \ {0}, for all |α| 2,
∣∣∂α(gml(2k· )− δml)(x)∣∣ Cα|x||α|+ε .
So we can apply Proposition 1 to the functions f˜2k with a constant independent of k. Using the
fact that for all |x|R > 0, for all |α| 2
∣∣∂α(gml(2k· )− δml)(x)∣∣ C(R) Cα
(1 + |x|)|α|+ε ,
we obtain that the sequence of metrics (g−1(2k· ))k∈N∗ is bounded in C2(Rd \ B(0,R)) where
R > 0. So we can apply the local both in time and velocity Strichartz estimates given by Lemma 2
to the term vk . Following the proof of Proposition 5, we deduce that there exists a constant C
such that for all k  1, we have
‖vk‖Lqt (Lpx (Lrξ )) C
∥∥ψ(h2H (2kx, ξ))f in(2kx, ξ)∥∥
Lax,ξ
.
Making the change of variables u = 2kt and y = 2kx, we obtain that
‖fk‖Lqt (Lpx (Lrξ ))  2
k( d
a
− d
p
− 1
q
)
∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
.
Using conditions on (q,p, r, a), we obtain that
‖fk‖Lqt (Lpx (Lrξ )) 
∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
.
Putting everything together, we obtain for all ε1 > 0∥∥(1 + |x|)−ε1f ∥∥
L
q
t (L
p
x (L
r
ξ ))
 ‖f0‖Lqt (Lpx (Lrξ )) +
∑
2−kε1‖fk‖Lqt (Lpx (Lrξ ))k1
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L
q
t (L
p
x (L
r
ξ ))

∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
+
∑
k1
2−kε1
∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
.
We deduce that ∥∥(1 + |x|)−ε1f ∥∥
L
q
t (L
p
x (L
r
ξ ))
 C(ε1)
∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
which gives Lemma 11. 
Proof of Lemma 12. Let f be the solution of the equation{
∂tf + {H,f } = 0,
f (0, x, ξ) = ψ(h2H(x, ξ))f in(x, ξ)
and f˜h−1(t, x, ξ) = f (h−1t, h−1x, ξ) the solution of the equation{
∂t f˜h−1 + {Hh−1 , f˜h−1} = 0,
f˜h−1(0, x, ξ) = ψ
(
h2H
(
h−1x, ξ
))
f in
(
h−1x, ξ
)
then v˜h = (1 − φ)f˜h−1 is the solution of the equation{
∂t v˜h + {Hh−1 , v˜h} = ∇ξH
(
h−1x, ξ
)· (∇xφ)f˜h−1 ,
v˜h(0, x, ξ) = ψ
(
h2H
(
h−1x, ξ
))
(1 − φ)(x)f in(h−1x, ξ).
Using the fact that v˜h is localized in velocity in a ring of size ∼ h−1, we obtain with Lemma 2
that
‖v˜h‖Lq[0,h](Lpx (Lrξ )) 
∥∥ψ(h2H (h−1x, ξ))(1 − φ)(x)f in(h−1x, ξ)∥∥
Lax,ξ
+
h∫
0
∥∥∇ξH (h−1x, ξ)· (∇xφ(x))f˜h−1(s, x, ξ)∥∥Lax,ξ ds.
Using Hölder’s inequality, we obtain
‖v˜h‖Lq[0,h](Lpx (Lrξ )) 
∥∥ψ(h2H (h−1x, ξ))(1 − φ)(x)f in(h−1x, ξ)∥∥
Lax,ξ
+ h 1a′ ∥∥∇ξH (h−1x, ξ)· (∇xφ(x))f˜h−1(s, x, ξ)∥∥La[0,h](Lax,ξ ).
The support in space of the function ∇xφ is contained in B(0,R) where R > 0. So we can
apply Proposition 1 for functions ∇ξH(h−1x, ξ)·∇xφf˜h−1 with a constant independent of h. We
deduce that for all h 1, we have
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1
a′
∥∥∇ξH (h−1x, ξ)· (∇xφ(x))f˜h−1(s)∥∥La[0,h](Lax,ξ )  ∥∥∇ξH (h−1x, ξ)· (∇xφ(x))f˜h−1(s)∥∥Lat,x,ξ

∥∥ψ(h2H (h−1x, ξ))f in(h−1x, ξ)∥∥
Lax,ξ
.
We deduce that
‖v˜h‖Lq[0,h](Lpx (Lrξ )) 
∥∥ψ(h2H (h−1x, ξ))f in(h−1x, ξ)∥∥
Lax,ξ
.
Making the change of variables u = h−1t and z = h−1x and using the conditions on the quadru-
plets (q,p, r, a), we obtain that∥∥(1 − φ)(hx)ψ(h2H(x, ξ))f ∥∥
L
q
[0,1](L
p
x (L
r
ξ ))

∥∥ψ(h2H(x, ξ))f in∥∥
Lax,ξ
which proves Lemma 12. 
Remark 7. Concerning the case of a non-trapped long range perturbation of the Euclidean met-
ric which is regular, N. Burq in [5] obtain for the Schrödinger equation in dimension d  3
local in time Strichartz estimates with a loss of derivative arbitrarily small and J.-M. Bouclet
and N. Tzvetkov have shown global in time Strichartz estimates for such metrics in the case of
the Schrödinger equation [4]. L. Robbiano and C. Zuily in [24] have shown that local in time
Strichartz estimates without loss hold for the case of non-trapped and short range metrics which
are regular. A. Hassell, T. Tao and J. Wunsch in [16] have shown the same result for asymptoti-
cally conic manifolds.
Appendix A
In this appendix, we recall some well-known properties in differential geometry that we need
in this article. Firstly, we give a correspondence between geodesics on a Riemannian manifold
and trajectories associated with a metric g. Secondly, we give a survey of notion of conjugate
points. We introduce the following notations which are classical in differential geometry (see for
example the book by E. Hebey [17] and those by M. Spivak [29, vols. I–V]).
Let (M,g) be a Riemannian manifold with a metric g and let x ∈ M . Define
• TxM the tangent space to M at point x.
• TM =⋃x∈M TxM the tangent bundle of M .• expx the exponential map at point x.
A.1. Link between geodesics and trajectories
The link between geodesics on a Riemannian manifold and trajectories associated with a
metric g is given by the following proposition.
Proposition A.1. Let us assume that we have a manifold M in Rd+p which can be written as
follows
M = {f (y), y ∈ Rd}
582 D. Salort / J. Differential Equations 233 (2007) 543–584where f :Rd → Rd+p is a homeomorphism on its range such that for all x ∈ Rd , Df (x) is
one-to-one. We can associate to M a metric g given by
gij (x) =
(
∂f
∂xi
(x)
∣∣∣∣ ∂f∂xj (x)
)
Rd+p
.
Let H : (x, ξ) ∈ Rd × Rd → R defined by H(x, ξ) = t ξg−1(x)ξ . Let (X,V ) be such that⎧⎨⎩
dX
dt
= ∇ξH(X,V ),
X(0, x, ξ) = x
and
⎧⎨⎩
dV
dt
= −∇xH(X,V ),
V (0, x, ξ) = ξ.
Then, for all (x, ξ) ∈ Rd × Rd , f ◦X(t, x, ξ) is the geodesic γ parametrized by t satisfying the
conditions
γ (0) = f ◦X(0, x, ξ) and γ˙ (0) = d
dt
f ◦X(t, x, ξ)
∣∣∣∣
t=0
.
A.2. Notion and properties of conjugate points
For the notion of conjugate points (see Fig. 3), we refer for example to the book of M. Spivak
[29, vol. IV].
Definition A.1. Let (M,g) be a Riemannian manifold and γ : [a, b] → M a C∞ curve. We say
that W : [a, b] → TM is a vector field along γ if for all t ∈ [a, b] we have W(t) ∈ Tγ (t)M .
Definition A.2. A vector field W along γ is called a Jacobi field if it satisfies the Jacobi equation
d2W
dt2
+Rc
(
W,
dγ
dt
)
dγ
dt
= 0
where Rc refers to the curvature of the Levi-Civita connection.
Definition A.3. Let (M,g) be a Riemannian manifold and γ : [a, b] → M a geodesic. We say
that two points x = γ (a) and y = γ (b) are conjugate along γ if there exists a non-identically
null Jacobi field W along γ such that W(a) = W(b) = 0.
Two points x and y of M are conjugate if there exists a geodesic γ : [a, b] → M such that the
points x = γ (a) and y = γ (b) are conjugate along γ .
Recall the following property of Jacobi fields along a geodesic γ which admit two conjugate
points.
Proposition A.2. Let γ : [0, b] → M be a geodesic and x = γ (0), y = γ (b) two conjugate
points along γ . Let W be a non-identically null Jacobi field along γ such that we have
W(0) = W(b) = 0. Then, for all t ∈ [0, b], W(t) is perpendicular to γ .
The next proposition shows that we can construct a family of geodesics with a Jacobi field
along a geodesic γ .
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Proposition A.3. Let (M,g) be a Riemannian manifold and γ : [0, b] → M a geodesic such that
the points x = γ (0) and y = γ (b) are conjugate along γ . Let W be a Jacobi field non identically
null with W(0) = W(b) = 0. Then there exists a constant ε0 > 0 such that for all ε ∈ [−ε0, ε0],
the family
γε(s) = expx
(
s· (γ˙ (0)+ εW ′(0)))
where W ′ indicates the covariant derivative ∇γ˙ W are geodesics of M satisfying
γε(0) = x, γε(b) = y(ε) and d
dε
γε(s)
∣∣∣∣
ε=0
= W(s)
and y(ε) is a regular curve satisfying y(0) = y and y′(0) = 0.
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