In this paper we consider the single machine earliness/tardiness scheduling problem with different release dates and no unforced idle time. We present several heuristic algorithms based on the beam search technique. These algorithms include classical beam search procedures, with both priority and total cost evaluation functions, as well as the filtered and recovering variants. Both priority evaluation functions and problem-specific properties were considered for the filtering step used in the filtered and recovering beam search heuristics. Extensive preliminary tests were performed to determine appropriate values for the parameters used by each algorithm.
Introduction
In this paper we consider a single machine scheduling problem with release dates and earliness and tardiness costs that can be stated as follows. A set of n independent jobs {J 1 , J 2 , · · · , J n } has to be scheduled without preemptions on a single machine that can handle at most one job at a time. The machine is assumed to be continuously available from time zero onwards and unforced machine idle time is not allowed. Job J j , j = 1, 2, · · · , n, becomes available for processing at its release date r j , requires a processing time p j and should ideally be completed on its due date d j . For any given schedule, the earliness and tardiness of J j can be respectively defined as E j = max {0, d j − C j } and T j = max {0, C j − d j }, where C j is the completion time of J j . The objective is then to find a schedule that minimises the sum of the earliness and tardiness costs of all jobs P n j=1 (h j E j + w j T j ), where h j and w j are the earliness and tardiness penalties of job J j .
The inclusion of both earliness and tardiness costs in the objective function is compatible with the philosophy of just-in-time production, which emphasizes producing goods only when they are needed. The early cost may represent the cost of completing a project early in PERT-CPM analyses, deterioration in the produc-tion of perishable goods or a holding cost for finished goods. The tardy cost can represent rush shipping costs, lost sales and loss of goodwill. It is assumed that no unforced machine idle time is allowed, so the machine is only idle if no job is currently available for processing. This assumption reflects a production setting where the cost of machine idleness is higher than the early cost incurred by completing any job before its due date, or the capacity of the machine is limited when compared with its demand, so that the machine must indeed be kept running. Some specific examples of production settings with these characteristics are provided by Korman [5] and Landis [6] . The existence of different release dates is compatible with the assumption of no unforced idle time, as long as the forced idle time caused by the presence of distinct release dates is small or inexistent. If that is not the case, that assumption becomes unrealistic, since it is then highly unlikely that either the machine idleness cost is higher than the early cost or the machine capacity is limited when compared with the demand.
As a generalization of weighted tardiness scheduling [7] , the problem is strongly NP-hard. To the best of our knowledge, the only work in this problem is due to Valente and Alves ([16] , [17] ). In [16] they presented a branch-and-bound algorithm based on a decomposition of the problem into weighted earliness and weighted tardiness subproblems. Two lower bound procedures were presented for each subproblem, and the lower bound for the original problem is then simply the sum of the lower bounds for the two subproblems. In [17] they analyse the performance of various heuristic procedures, including dispatch rules, a greedy procedure and a decision theory search heuristic. The early/tardy problem with equal release dates and no idle time, however, has been considered by several authors, and both exact and heuristic approaches have been proposed. Among the exact approaches, branch-and-bound algorithms were presented by Abdul-Razaq and Potts [1] , Li [8] and Liaw [9] . The lower bounding procedure of Abdul-Razaq and Potts was based on the subgradient optimization approach and the dynamic programming state-space relaxation technique, while Li and Liaw used Lagrangean relaxation and the multiplier adjustment method. Among the heuristics, Ow and Morton [11] developed several dispatch rules and a filtered beam search procedure. Valente and Alves [18] presented an additional dispatch rule and a greedy procedure, and also considered the use of dominance rules to further improve the schedule obtained by the heuristics. A neighbourhood search algorithm was also presented by Li [8] .
In this paper we present several heuristic algorithms based on the beam search technique. These algorithms include classical beam search procedures, with both priority and total cost evaluation functions, as well as the filtered and recovering variants. We have considered both priority evaluation functions and problemspecific properties for the filtering step used in the filtered and recovering beam search heuristics. Extensive computational tests were performed to determine the parameter values that provided the best balance between solution quality and computational effort for each algorithm. We also consider using some dominance rules to improve the solutions obtained by the heuristics. The remainder of the paper is organized as follows. In section 2 we describe the beam search approach and its several variations. The proposed algorithms and the choices made for their main components are presented in section 3. The computational results are reported in section 4 and some concluding remarks are given in section 5.
The beam search approach
Beam search is a heuristic method for solving combinatorial optimization problems. It consists in an adaptation of branch and bound in which only some nodes are evaluated. In the beam search procedure, only the most promising nodes at each level of the search tree are selected for further branching, while the remaining nodes are pruned off permanently. Since a large part of the search tree is pruned aggressively, and only some nodes are retained at each level, the running time is polynomial in the problem size.
Beam search was first used in the artificial intelligence community for the speech recognition [10] and the image understanding [14] problems. A number of applications to scheduling problems have appeared in the literature since then. Fox [3] and Ow and Smith [13] have incorporated a beam search procedure in systems designed for complex job shop environments. Sabuncuoglu and Bayiz [15] presented beam search algorithms for the job shop problem with both makespan and mean tardiness as performance measures. Ow and Morton ([12] , [11] ) proposed a variation of this technique called filtered beam search and applied it to the single machine early/tardy problem. Recently, Della Croce and T'kindt [2] presented another variation of the beam search approach. This new algorithm, called recovery beam search, was tested on the single machine completion time problem with release dates.
The classic beam search approach consists in a truncated branch and bound where only the most promising β nodes (instead of all nodes) at each level of the search tree are retained for further branching; β is the so-called beam width. The other nodes are simply discarded and there is no backtracking, since the intent of this technique is to search quickly. Therefore, beam search methods are not guaranteed to find an optimal solution and cannot recover from wrong decisions: if a node leading to the optimal solution is discarded during the search process, there is no way to reach that optimal solution afterwards. The beam search approach recognizes this danger by selecting a number (the beam width) of promising paths to search concurrently. A wider beam width allows greater safety, but at the cost of increased computational effort. The node evaluation process at each level is a key issue in the beam search technique. Two different types of evaluation functions have been used: priority evaluation functions and total cost evaluation functions. A priority evaluation function simply calculates a priority or urgency rating, typically by computing the priority of the last job added to the sequence using a dispatch rule. A total cost evaluation function calculates an estimate of the minimum total cost of the best solution that can be obtained from the partial schedule represented by the node. This is usually done by using a dispatch rule to complete the existing partial schedule. The priority evaluation function has a local view of the problem, since it considers only the next decision to be made (the next job to schedule), whereas the total cost evaluation function has a more global view, since it projects from the current partial solution to a complete schedule in order to estimate the total cost.
The priority evaluation function approach can pose a slight problem. The dispatch rules used for calculating the urgency rating of the last scheduled job are usually functions of the current partial schedule, namely functions of the current time. Different nodes on the same level correspond to different partial schedules and have different completion times. Therefore, the priorities obtained for the offspring of a node cannot be legitimately compared with the priorities obtained from expanding another node at the same level; these priorities are then context-dependent. This problem can be overcome by initially selecting the best β children of the parent or root node (i.e., the node containing only unscheduled jobs). At lower levels of the search tree we find the most promising descendant of each node and retain it for the next iteration. Thus, only the best descendant of each beam node is saved for the next iteration. The total cost evaluation function is not affected by this problem, since the total cost estimates are context-independent and can be compared. We now present the main steps of both Priority Beam Search and Detailed (or Probe) Beam Search algorithms. Priority beam search uses a priority evaluation function, while detailed beam search uses a total cost evaluation function. Let B be the set of nodes retained in the beam for further branching and C be a set of offspring nodes. Also let n 0 be the parent or root node, i.e., the node that contains only unscheduled jobs.
Priority Beam Search:
Branch n 0 generating the corresponding children.
Perform a priority evaluation for each child node (usually by calculating the priority of the last scheduled job using a dispatch rule).
Select the min {β, number of children} best child nodes (usually the nodes with the highest priority value) and add them to B.
For each node in B:
Branch the node generating the corresponding children.
Select the best child node and add it to C.
Set B = C.
Set C = ∅.
Stopping condition:
If the nodes in B are leaf (they hold a complete sequence), select the node with the lowest total cost as the best sequence found and stop.
Otherwise, go to step 2.
Detailed (Probe) Beam Search:
1. Initialization:
Set B = {n 0 }.
2. For each node in B:
(a) Branch the node generating the corresponding children.
(b) Perform a detailed evaluation for each child node (usually by calculating an upper bound on the optimal solution value of that node) (c) Select the min {β, number of children} best child nodes (usually the nodes with the lowest upper bound) and add them to C.
Select the min {β, |C|} best nodes in C (usually the nodes with the lowest upper bound) and add them to B.
Stopping condition:
Priority evaluation functions are computationally cheap, but are potentially inaccurate and may result in discarding good nodes. Total cost evaluation functions, on the other hand, are more accurate but require a much higher computational effort. The filtered beam search method uses both crude and accurate evaluations in a two-stage approach, thus trying to provide a computationally efficient evaluation that does not degrade the quality of the search. A computationally inexpensive filtering procedure is first applied in order to select some of the children of each beam node for a more accurate evaluation. The selected nodes are then accurately evaluated using a total cost evaluation function and the best β nodes are retained for further branching. Typically, the filtering procedure uses a priority evaluation function to calculate an urgency value for each offspring and then selects the best α children of each beam node for the detailed evaluation step; α is the so-called filter width. Recently, a different filtering procedure was used by Della Croce and T'kindt [2] . This new procedure uses problem-specific properties to determine the nodes that advance to the detailed evaluation step. We now present the main steps of the filtered beam search algorithm.
Filtered Beam Search:
For each node in B:
(b) Add to C the child nodes that are not eliminated by the filtering procedure.
3. Set B = ∅.
For all nodes in C:
(a) Perform a detailed evaluation for that node (usually by calculating an upper bound on the optimal solution value of that node) (b) Select the min {β, |C|} best nodes in C (usually the nodes with the lowest upper bound) and add them to B.
(c) Set C = ∅.
Stopping condition:
The recovering beam search algorithm, like the filtered beam search method, also uses both crude and accurate evaluations in a two-stage approach. However, it differs from filtered beam search in three major ways. First, only one node is retained at each level of the search tree in order to minimise the computation time required by the procedure; this means the beam width has a pre-defined value of one (β = 1). Second, the accurate evaluation is performed by calculating a weighted sum of both lower and upper bounds on the total cost of the best solution that can be obtained from the partial schedule represented by the node. Finally, once the best node and the corresponding best partial solution are retained at each level of the search tree, a recovering step is then applied. This recovering step checks whether the current partial solution σ is dominated by another partial solution σ having the same level of the search tree (typically by applying interchange operators to the current partial solution); if so, σ becomes the new current partial solution. Since the recovering step can only replace a partial solution with another partial solution with the same depth of the search tree, the total number of explored nodes is polynomial. Recovering beam search and classic or filtered beam search methods deal in different ways with the danger of discarding a node leading to the optimal solution during the search process. While classic or filtered beam search allow a number of paths to be searched concurrently, recovering beam search retains only one node at each level and relies on the recovering step to recover from previous wrong decisions. We now present the main steps of the recovering beam search algorithm; let σ denote the node that is retained in the beam and 0 ≤ γ ≤ 1 be the upper bound weight in the weighted sum of lower and upper bounds.
Recovering Beam Search:
Set σ = n 0 .
2. Branch σ generating the corresponding children. Add to C the child nodes that are not eliminated by the filtering procedure.
For all nodes in C:
(a) Calculate a lower bound LB and an upper bound UB on the optimal solution value of that node.
(b) Compute the evaluation function V = (1 − γ) LB + γUB.
4. Let σ * be the node in C with the lowest value of V .
5. Recovering step: search for a partial solution σ that dominates σ by means of interchange operators. If σ is found, set σ = σ.
Stopping condition:
If σ is a leaf node (it holds a complete sequence), stop; σ's total cost is the best objective function value found.
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The proposed heuristic procedures
In this section we describe the several algorithms that were considered. We tested both priority and detailed classic beam search algorithms, as well as filtered and recovering beam search procedures. In order to apply these algorithms to the early/tardy problem, it is necessary to specify their main components, namely the branching scheme, priority evaluation function, upper and lower bounding procedures, filtering procedure and recovering step. The branching scheme, common to all algorithms, is the usual n-ary forward branching: the sequence is constructed by adding one job at a time starting from position 1; the search tree is such that a branch at level l indicates the job scheduled in position l. The priority evaluation function required by the priority beam search algorithm is provided by the LINET dispatch rule. This heuristic (originally developed by Ow and Morton [11] for the problem with identical release dates) provided the best results of all the dispatch rules analysed by Valente and Alves [17] . The priority index of the LINET heuristic is used to calculate the priority of the last scheduled job in each node. The detailed beam search procedure also uses the LINET dispatch rule in its total cost evaluation function. The LINET heuristic is used to complete the existing partial schedule and therefore calculate a total cost estimate. The filtering procedure is used by both filtered and recovering beam search approaches. We considered the two types of filtering procedures that have been previously proposed. The first requires a priority evaluation function and selects the α best children of each beam node for the detailed evaluation step. This priority evaluation function is identical to the one used in the priority beam search algorithm. The second filtering procedure uses problem-specific properties to determine the nodes that advance to the detailed evaluation step. Let x be a partial sequence and let i, j / ∈ x be a pair of jobs that can be feasibly scheduled in the next position in the sequence. We now present three criteria that were used to determine the nodes that are eliminated and do not advance to the detailed evaluation step.
Criterion 1 If i and j are both early, regardless of their order, in the next two positions in the sequence, and h i /p i ≤ h j /p j , then job j is eliminated.
Criterion 2 If i and j are both tardy, regardless of their order, in the next two positions in the sequence, and w i /p i ≥ w j /p j , then job j is eliminated.
Criterion 3 If j is always early and i is always tardy when scheduled in the next two positions in the sequence, then job j is eliminated.
Criteria 1 and 2 are based on local optimality conditions for weighted earliness and weighted tardiness scheduling, respectively. Criterion 3 simply eliminates a job that is early in the next two positions whenever a tardy job is present. The filtered beam search procedure also requires a total cost evaluation function. The LINET dispatch rule is used to complete the existing partial schedule and calculate a total cost estimate, just as in the detailed beam search. The detailed evaluation step in the recovering beam search algorithm requires both upper and lower bound procedures. The upper bound is once again calculated using the LINET heuristic. The lower bound is computed using a procedure presented by Valente and Alves [16] . This procedure relaxes the assumption that a job cannot be scheduled before its release date in order to calculate a lower bound for a problem with identical release dates. Finally, the recovering step uses an insertion procedure to detect whether the current partial solution is dominated by another partial solution having the same level of the search tree. The last job in the current partial schedule is inserted before the previously scheduled jobs until a maximum of δ (n − 1) , 0 ≤ δ ≤ 1 insertions have been performed; this insertion procedure is also stopped if the next insertion would lead to an infeasible schedule (i.e., the last job in the current partial sequence would be scheduled to start before its release date). The parameter δ controls the extent of the local search performed during the recovering step, since it determines the maximum number of insertions (alternative schedules) that are considered.
From now on the priority and detailed (or probe) beam search algorithms will be denoted as PBS and DBS, respectively. The filtered beam search algorithms with priority evaluation function and problem-specific rules filtering procedures will be respectively identified as FBS_P and FBS_R. Similarly, RBS_P and RBS_R will denote the recovery beam search algorithms with priority-based and rules-based filtering procedures. We must also remark that the existence of different release dates motivated a slight change in the PBS, FBS_P and RBS_P procedures. In the previous section we indicated that the PBS procedure selects only the best child of each beam node, while the other two algorithms will also select just a single child node for detailed evaluation when the filter width is one. When release dates are allowed to be different, it is quite possible that the root node has only one (or very few) offspring. If no correction was made to the algorithms, only one node would be retained in the beam throughout the whole procedure, independently of the beam width. Therefore, in such situations the number of chosen offspring is increased temporarily in order to allow the number of beam nodes to increase up to β. The proposed algorithms were compared with two other heuristics, namely the LINET dispatch rule and the Decision Theory Search (DTS) algorithm analysed in Valente and Alves [17] . The DTS algorithm is based on the decision theory approach of Kanet and Zhou [4] , but is identical to the detailed beam search algorithm with a beam width of one.
Ow and Morton [11] and Liaw [9] developed dominance rules for the problem with identical release dates. Ow and Morton's rule imposes a condition on adjacent pairs of jobs, while the dominance rule presented by Liaw applies to non-adjacent jobs with identical processing times. These rules can still be used when the release dates are allowed to differ, provided care is taken to avoid making unfeasible job swaps. Valente and Alves [17] showed that these dominance rules could be used to improve the solution quality of several heuristic procedures with little additional computational effort. We also consider using these dominance rules as an improvement step. Once an initial solution has been obtained by the heuristics, these rules are applied as follows. First, the adjacent dominance rule of Ow and Morton is used. When a pair of adjacent jobs violates that rule, those jobs are swapped. This procedure is repeated until no improvement is found by the adjacent rule in a complete iteration. Then the non-adjacent rule is applied. Once again, if a pair of jobs violates the rule those jobs are swapped, and the procedure is repeated until no improvement is made in a complete iteration. The above two steps are repeated while the number of iterations performed by the non-adjacent rule is greater than one (i.e., while that rule detects an improvement).
Computational results
In this section we present the results from the computational tests. A set of problems with 15, 20, 25, 30, 50, 75, 100, 200, 250 , 300, 400, 500 and 1000 jobs was randomly generated as follows. For each job J j an integer processing time p j , an integer earliness penalty h j and an integer tardiness penalty w j were generated from one of the two uniform distributions [1, 10] and [1, 100] , to create low and high variability, respectively. For each job J j , an integer release date r j was generated from the uniform distribution h 0, R P n j=1 p j i , where R was set at 0.25, 0.50 and 0.75. The maximum value of the range of release dates R was chosen so that the forced idle time would be small or inexistent. Preliminary tests showed that R = 1.00 would lead to excessive amounts of forced idle time, which would be incompatible with the assumption that no unforced idle time may be inserted in a schedule. Instead of determining due dates directly, we generated slack times between a job's due date and its earliest possible completion time. For each job J j , an integer due date slack s d j was generated from the uniform distribution
, where the due date slack range D was set at 0.10, 0.25 and 0.50. The due date d j of J j was then set equal to d j = (r j + p j ) + s d j . For each combination of instance size, processing time and penalty variability, R and D, 50 instances were randomly generated. All the algorithms were coded in Visual C++ 6.0 and executed on a Pentium IV -1500 Mhz personal computer. Due to the large computational times that would be required, the DTS heuristic was not applied to the 1000 job instances, while the DBS algorithm was only used to solve instances with up to 400 jobs. Throughout this section, and in order to avoid excessively large tables, we will sometimes present results only for some representative cases.
Extensive computational tests were first performed to determine appropriate values for the parameters used by the several algorithms. A trade-off exists between solution quality and computational time, since increasing the value of the parameters usually improves the objective function value, but at the cost of increased computation times (the only exception being the γ parameter). Therefore, we tried to determine the values that provided the best balance between solution quality and computational effort. The following values were considered for the several parameters:
The algorithms were then applied to selected problem sizes for all combinations of the relevant parameter values. The objective function values and runtimes were then thoroughly analysed and the parameter values that seemed to provide the best trade-off between solution quality and computation time were selected. These values are presented in table 1 and they provided an adequate compromise between schedule quality and computational effort for all the problem types considered in In table 2 we present the average objective function value (mean ofv) for each heuristic, both before (bfr) and after (aft) the application of the dominance rules, and the average of the relative improvements in the objective function values (%ch), calculated as (H − H DR ) /H * 100, where H and H DR are the objective function values of a heuristic before and after the dominance rules, respectively. We also give the number of times each heuristic produces the best result when compared with the other heuristics (#best), both before and after the use of the dominance rules. A test was also performed to determine if the differences between the heuristic objective function values before and after the dominance rules are statistically significant. Given that the heuristics were used on exactly the same problems, a paired-samples test is appropriate. Since the hypothesis of the paired-samples t-test were not all met, the non-parametric Wilcoxon test was selected. The significance values of this test, i.e., the level of significance values above which the equal distribution hypothesis is to be rejected, were nearly always equal to 0.000, and were never larger than 0.05.
From the objective function values, and the number of times each heuristic is the best, we can conclude the following. The best results are usually given by the DBS heuristic. The DTS and RBS_P are then the best performing algorithms, followed by the FBS_P procedure. The RBS_P and DTS algorithms, in particular, are quite close to the best heuristic procedure, providing results that are usually less than 0.5% (1%) above those of the DBS algorithm for instances with low (high) processing time and penalty variability. The CBS procedure provides better results than the LINET dispatch rule, particularly for instances with high variability. The performance of the FBS_R and RBS_R algorithms is comparatively poor, since they are outperformed by even the simple LINET dispatch procedure. The algorithms with a priority evaluation function filtering procedure clearly outperform their rules-based counterparts. The simple rules that were used cannot avoid elim- In table 4 we present the heuristic runtimes (in seconds); results obtained after the application of the dominance rules are indicated by appending "+ DR" to the heuristic identifiers. The dominance rules require little additional computational effort, and their use is therefore recommended, since they allow for improvements in solution quality. The DBS and DTS heuristics are computationally demanding, and can therefore be used only for small or medium size instances. The filtered beam search algorithms, and particularly the PBS and recovering beam search procedures, are much faster and be applied even to large instances. The variability of the processing times and penalties only has a significant effect on the runtimes of the FBS_R and RBS_R procedures, which require lower computation times when the variability is high. The algorithms with a rule-based filtering procedure are faster than their priority evaluation function counterparts. The recovering algorithms are also much faster than their filtered alternatives, and can solve even medium and large instances within reasonable computation times. low var high var Heur n=200 n=400 n=500 n=1000 n=200 n=400 n=500 n=1000 PBS Table 4 : Runtimes (in seconds)
The heuristic results were also compared with the optimum objective function values for instances with up to 30 jobs. In table 5 we present the average of the relative deviations from the optimum (%dev), calculated as (H − O) /O * 100, where H and O are the heuristic and optimum objective function values, respectively. The number of times each heuristic generates an optimum schedule (#opt) is also given. All heuristics are usually somewhat closer to the optimum for problems with a low processing time and penalty variability. The average performance of the DBS heuristic is quite good, since it provides results that are 0.5% to 1.5% above the optimum and it generates an optimum solution for over 70% (40%) of the 20 (30) job test instances. The RBS_P procedure also performs quite well. This heuristic provides solutions that are about 1% to 2% above the optimum and it calculates an optimal schedule for roughly 60% (30%) of the 20 (30) In table 6 we present the effect of the R and D parameters on the relative deviation from the optimum for the RBS_P + DR heuristic. The relative deviation appears to increase with the due date slack range D, particularly when R is lower than 0.75. The heuristic performance is worst when D is equal to 0.50 and R is equal to 0.25 or 0.50. The heuristics are usually closer to the optimum when D is equal to 0.10 and the range of release dates R is set at 0.25 or 0.50. These results are similar to those reported for the relative improvement provided by the dominance rules, and seem to indicate that the problem is harder when the due date slack range is high and the release dates are not widely spread.
The DBS procedure provides very good results, but its computational requirements are only acceptable for small or medium size instances. The RBS_P heuristic is close to the DBS algorithm in solution quality and is significantly faster, solving even large instances within reasonable computation times. Therefore, this procedure is the heuristic of choice for medium and large size problems. Table 6 : Relative deviation from the optimum for the RBS_P + DR heuristic
Conclusion
In this paper we considered the single machine scheduling problem with earliness and tardiness penalties, different release dates and no unforced idle time. We considered heuristics based on the beam search technique and presented classical beam search algorithms, as well as the filtered and recovering variants. Both priority evaluation functions and problem-specific properties were considered for the filtering step used in the filtered and recovering beam search heuristics. The algorithms use several parameters whose value must be specified. We performed extensive computational tests to determine the parameter values that provided the best balance between solution quality and computational effort. The use of some dominance rules to improve the solutions obtained by the heuristics was also considered. The computational results show that the use of the dominance rules is recommended, since they can improve the solution quality, particularly for instances with a low processing time and penalty variability, and require little additional computational effort. The algorithms with a priority evaluation function filtering procedure outperform their rules-based counterparts in solution quality. The recovering beam search procedures are clearly superior to the filtered beam search alternatives, since they not only provide better solutions, but are also faster. The best results are given by the DBS heuristic, but this algorithm is computationally demanding and can be applied only to small or medium size instances. The RBS_P procedure provides results that are quite close to the best in solution quality and is significantly faster. Therefore, this procedure is then the heuristic of choice for medium and even large size problems. The performance of the recovering beam search algorithm was quite adequate, and this heuristic approach seems to achieve a good balance between solution quality and computational efficiency. These results confirm the potential of this recently introduced technique, and as a possible step for future research it certainly seems worthy to investigate its behaviour on other problems.
