Identifying "synergistic" interactions with respect to the outcome of interest can help accurate phenotypic prediction and understand the underlying mechanism of system behavior. Many statistical measures for estimating synergistic interactions have been proposed in the literature for such a purpose. However, except for empirical performances, there is still no theoretical analysis on the power and limitation of these synergistic interaction measures.
INTRODUCTION
Understanding genotype-phenotype relationships is one of the most critical problems to help identify "causal" risk factors or biomarkers, further develop accurate phenotypic prediction models, and derive effective therapeutic strategies. In statistical learning, risk factor or biomarker identification problems can be formulated as feature selection or feature screening [1] [2] [3] to identify a subset of profiled variables or features that are significantly associated with the system behavior of interest in a statistical sense.
To find important features considering interactive effects, one possible solution is to derive a full Logistic Regression model that incorporates the interactive effects as feature multiplication terms [4] . However, the model complexity can increase exponentially and hence requires a large number of samples to generate reproducible results.
The primary goal of this work is to establish rigorous mathematical theories for feature screening and selection approaches with the consideration of interactive effects under a specific system model based on logistic regression [2, 3] , which has been arguably the most popular model for biomarker identification and phenotypic classification, for example, in Genome-Wide Association Studies (GWAS). We derive a family of interactive measures that can provide accurate detection of such cooperative interactions. We theoretically prove that such interactive measures can indeed be approximated by quadratic functions of the parameters of the cooperative interactions in logistic regression. Finally, we apply our results in both simulated datasets and a real-world GWAS dataset to demonstrate the effectiveness of these information theoretic measures.
SYSTEM MODEL
Consider d independent binary variables X1, X2, . . . , X d and a binary outcome variable Y . The profiled variables are assumed to have the probability distribution Pr(Xi = +1) = pi and Pr(Xi = −1) = qi with pi, qi > 0, pi + qi = 1 for 4th International Workshop on Computational Network Biology: Modeling, Analysis, and Control (CNB-MAC) ACM-BCB'17, August 20-23, 2017, Boston, MA, USA 1 ≤ i ≤ d, and the conditional probability of the outcome variable Y is assumed to take the following form:
where σ(x) := 1/(1 + e −x ) is the sigmoid function and {βS : S ⊆ {1, 2, . . . , d}} is a family of real parameters. For any subset S of {1, 2, . . . , d}, parameter βS measures the amount of the cooperative interaction among the variables Xi's (i ∈ S). We can estimate the cooperative interactions among candidates Xi's and Y via the help of multivariate synergy, which is first suggested in [5] and recently proposed for interaction and association studies in bioinformatics by Anastassiou [6] . Precisely, for any n random variables Z1, Z2, . . . , Zn, the multivariate synergy S of these variables is defined to be S (Z1; Z2; . . . ; Zn)
where H is the Shannon entropy [7, 8] .
RESULTS
The main theoretical result that we establish is to show why such a multivariate synergy can help risk factor identification with interactions. It shows that for any subset S of {1, 2, . . . , d}, the multivariate synergy of XS {Xi : i ∈ S} and Y is approaching a quadratic function over parameter βS of the cooperative interaction corresponding to S. Theorem 1. For any subset S ⊆ {1, 2, . . . , d},
The above theorem shows that the multivariate synergy depends only on the interaction parameters βG for G ⊃ S approximately, when C is small enough.
Corollary 2. Assume that each profiled variable Xi is uniformly distributed. For any set S ⊆ {1, 2, . . . , d}, we have
From this corollary, it is clear that the multivariate synergy mainly depends on βS when C is small enough. Hence, estimating the multivariate synergy can help identify interactions without inferring the full logistic regression model. This result tells us that the highest-order multivariate synergy mainly depends on βS when C is small enough. This indeed guarantees that when the sample size is large enough, we can correctly estimate the highest-order interactions in logistic regression without actually learning the full model. Based on the above results, we find that the multivariate synergy has a monotonic relationship with the magnitude of the interactive effects in the full logistic regression model. We propose an adjusted multivariate synergy, which directly reflects the interactive effect in the logistic regression model with the normalization to adjust for the interference: .
The experiments show the adjusted multivariate synergy achieves an excellent empirical performance in risk factor identification with interactions over both simulated data and real-world GWAS data on Type 1 Diabetes.
