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We address the problem of distributed path selection and
rate allocation for media streaming in overlay networks.
Under the assumption that each node has only a local view
of the network, we propose a distributed algorithm for joint
path selection, and rate allocation, in order to minimize the
end-to-end media distortion. The distributed algorithm per-
forms iteratively, by greedy rate allocation for all incom-
ing media flows on the outgoing links at each intermediate
node. Our algorithm is shown to converge to the optimal
rate allocation solution in a very small number of iterations,
and to outperform heuristic distributed rate allocation mech-
anisms for a number of random network topologies.
1. INTRODUCTION
As the internet is still far from providing any widely
deployed guarantee of service solution, efficient media
streaming strategies have to be devised to get the best out
of the network infrastructure. Lately, multipath streaming
emerged as an interesting solution to overcome some of the
lossy internet path limitations [1, 4]. It allows for an in-
crease in streaming bandwidth, by balancing the load over
multiple network paths between the media server and the
client. It also provides means to limit packet loss effects,
when combined with error resilient streaming strategies and
scalable encoding capabilities of the latest encoding stan-
dards. Multipath streaming can be applied in the context
of CDNs, overlay networks, or wireless and peer-to-peer
scenarios, where the client has easy access to the media
sources, through various network paths.
Most of the scientific work dedicated to multipath stream-
ing focuses on the streaming process itself (media schedul-
ing aspects), but generally not towards finding which paths
should ideally be used for the streaming application, given
an available network topology between a server and a client.
Most of these works rely on classic routing algorithms that
find the best path (or set of paths) given some established
network metrics. While this may be optimal in terms of net-
work utilization, it is certainly suboptimal from the point of
view of the media streaming application [6].
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Our prior work [2] provides a general framework for
the analysis of joint path and rate allocation in multipath
streaming, driven by media-specific metrics. We consider a
network model composed of multiple flows, and a stream-
ing server that can adapt the media source rate to the trans-
mission conditions (by scalable coding, or transcoding, for
example). Given the knowledge of the network parame-
ters, the server computes the optimal set of paths for trans-
mission, along their optimal rate allocation. In this paper
we release the assumption on network status knowledge
at the server, and we propose a distributed path selection
and rate allocation algorithm. Previous works in distrib-
uted video streaming [3, 7, 5] deal with resource allocation
and scheduling on multiple, a priori chosen streaming paths,
with the final goal of minimizing the overall distortion per-
ceived by the media clients. None of these works address
the problem of an optimal choice of streaming paths on an
available network graph, and their corresponding rate allo-
cation.
The rest of this paper is organized as follows. In Sec-
tion 2, we identify the streaming scenario under considera-
tion and briefly present the optimization problem. Section
3 presents our distributed approach towards solving the op-
timization problem. We discuss the performance of our al-
gorithm in Section 4 and present the simulation results in
Section 5. Finally, we conclude in Section 6.
2. PRELIMINARIES
2.1. Video Model
The end-to-end distortion, as perceived by the media client,
can generally be computed as the sum of the source distor-
tion, and the channel distortion. The source distortion DS
is mostly driven by the encoding or streaming rate R, and
the media sequence content, whose characteristics influence
the performance of the encoder. The channel distortion DL
is dependent on the loss probability π of video information,
and the sequence characteristics. It is roughly proportional
to the number of video entities (e.g., frames) that cannot be
decoded. The end-to-end distortion can thus be written as:
D = DS +DL = α ·Rξ + β · π,
where α, β ∈ + and ξ ∈ [−1, 0] are parameters that
depend on the video sequence. This distortion model is a








Fig. 1. Overlay Network Scenario and Network View at
Node Ni.
simple and general approximation, suitable for most com-
mon streaming strategies where the number of packet per
frame is independent of the encoding rate. A validation of
this model through video experiments can be found in [2].
2.2. Network Model
We consider that the media streaming application uses
a large scale overlay network, modelled as a fully con-
nected directed acyclic graph G(V,E) between the stream-
ing server S and the client C (Figure 1). V is the set of
nodes in the network, and E is the set of links. Each link
Lu ∈ E has two associated positive metrics:
• the available bandwidth bu > 0 expressed in some ap-
propriate unit (e.g., kbps), and,
• the average packet loss probability pu ∈ [0, 1], related
to an iid packet loss process, assumed to be indepen-
dent of the streaming rate.
Finally, we define Pi, 1 ≤ i ≤ M , as an end-to-end path
between S and C in G, with parameters bi and pi being the
end-to-end bandwidth and loss probability respectively, and
M the total number of distinct paths. Flow Fi transmitted
on path Pi has a streaming rate ri ≤ bi = min
Lu∈Pi
(bu), and is




2.3. Distributed Optimization Problem
When no single node Ni ∈ V (including S), is aware of the
entire network topology G, we want to find the optimal path
selection and flow rate allocation that minimizes the overall
distortion D, perceived by the client.
Under the assumption that the streaming rate can be con-
trolled (e.g. scalable encoding, transcoding or packet fil-
tering), the server S adapts to the available rate of the
paths/flows used for transmission: R =
n∑
i=1
ri. In the same
time the overall loss process that affects the streaming ap-
plication is computed as π =
∑
i pi · ri∑
i ri
.
Our distributed joint routing and rate allocation prob-
lem translates into finding the optimal rate allocation vector
R∗ = [r1, ...rM ]∗ that minimizes the distortion metric D:
R∗ = arg min
R
(α ·Rξ + β · π) (1)
The goal of the following sections is to provide a new
algorithm that solves the optimization problem in a distrib-
uted way, when each node has only a local view of the net-
work.
3. DISTRIBUTED RATE ALLOCATION
In our previous work [2], we show that the optimal rate al-
location, once the parameters of all paths Pi are known by
S, can be achieved by a greedy path selection algorithm that
starts with the paths affected by the smallest end-to-end loss
process. In the same time, we show that the rate of joint bot-
tleneck links between multiple network paths should be split
among media flows in a similar greedy fashion, and that
once a path Pi is chosen for transmission, it is optimal from
the media application perspective, to stream at rate ri = bi.
The distributed algorithm presented in this paper itera-
tively computes the optimal rate allocation based only on
the local network view at individual nodes. In each round
of the algorithm, each node computes a greedy rate alloca-
tion for the incoming flows, on the outgoing links. Media
flows requested by C, are reserved by S, only if they can
be accommodated by all intermediate nodes. Each round,
the algorithm adds media flows to a partially optimal flow
allocation, finally converging to the optimal path selection
and rate allocation solution.
In order to obtain exact bounds on the performance of
our distributed algorithm, we assume that any two nodes
connected in G can exchange control messages through a
reliable bidirectional control channel, and that all nodes are
synchronized.
The control scheme can be described as follows. Con-
sider any node Ni ∈ V . Let Ii and Oi be the sets of in-
coming and respectively outgoing links to/from Ni. We as-
sume that Ni knows or estimates bu and pu, ∀Lu ∈ Oi. Let
Pi(bi, pi, fi, di) be a path connecting S and Ni, where bi
and pi represent the path parameters, and fi, di = {0, 1}
are decision flags used by our algorithm. fi is a path reser-
vation flag that can only be set/reset by C, respectively S,
while di is a decision flag that can be updated by any in-
termediate node in path Pi. Let Pui = {Pi} be the set of
distinct paths between S and Ni, arriving on Lu ∈ Ii1, and
1Note that two distinct paths Pi and Pj may not necessarily be fully
disjoint. They may share one or more network links.
Algorithm 1 Distributed Rate Allocation
server S: node Ni:
upon receive Recvu, ∀Lu ∈ OS : upon receive Resvu, ∀Lu ∈ Oi:
1. compute PC ; 1. compute PuC from Resvu \ P∗;
2. compute R; 2. ∀Pi(bi, pi, 1, 1) ∈ PuC :
3. if R = ∅, return P∗. set di = 0 if bu < bi, Lu ∈ Pi,
4. else P∗ = P∗ ∪R; according to a greedy allocation;
compute G′S and PuS ; 3. send Resvu, ∀Lu ∈ Ii.
send Pathu, ∀Lu ∈ OS .
node Ni: client C:
upon receive Pathu, ∀Lu ∈ Ii: upon receive Pathu, ∀Lu ∈ IC :
1. compute G′i 1. compute PC ;
2. compute Pi on G′i; 2. compute R∗;
3. compute Puk , ∀Lu ∈ Oi; 3. ∀Pi, r∗i = 0 set fi = di = 1;




Pui . We assume that the set Pi is ordered
according to the increasing value of the path loss probabili-
ties pi. Initially, PS = ∅.
We define ⊕ as the path extension operator between path
Pi ∈ Pi and link Lu ∈ Oi. We compute the parameters of
the extended path Pk = Pi ⊕ Lu as bk = min(bi, bu), and
pk = 1−(1−pi)(1−pu). Puk = Pi⊕Lu is the complete set
of distinct path extensions ∀Pi ∈ Pi and Lu ∈ Oi, where bu
is greedily allocated to paths Pi is ascending order of their
pi. Paths Pk with bk = 0 are omitted.
Let P∗ be the set of successfully reserved paths between
S and C, and let R be the paths reserved by the algorithm
during one round. R = {PC}, ∀PC(bC , pC , 1, 1) ∈ PC ,
until the first PC(bC , pC , 1, 0). Initially P∗ = R = ∅.
We denote Gi as the partial network topology view avail-
able at Ni (Figure 1), and G′i = Gi \ P∗, the residual net-
work view at Ni after allocating bandwidth for the reserved
paths in P∗.
We finally define two control messages, exchanged be-
tween nodes during the execution of the algorithm, on the
control channel. Pathu = {Puk
⋃P∗} is the path discov-
ery message initiated by S, and forwarded by each Ni, on
the control channels associated with Lu ∈ Oi, according to
Algorithm 1. Resvu = {Pui
⋃P∗} is the path reser-
vation message initiated by C upon the reception of Path
messages, and forwarded by Ni towards S, on the backward
control channels ∀Lu ∈ Ii.
Algorithm 1 finally formalizes the execution of our
distributed rate allocation algorithm. It starts at the server,
at Step 4, with P∗ = R = ∅, and returns the optimal set
of transmission paths, along with their rate allocation in a
finite number of rounds. The resulting set of paths P∗ will
ensure the optimal video distortion at the receiving client.
4. ANALYSIS AND DISCUSSION
Now we analyze the performance of Algorithm 1, by
stating some of its most important properties. For the sake
of clarity, we assume that during one run of the algorithm,
the network remains stable.
Property 1. If the paths requested by C do not share any
bottleneck joint link Lu, Algorithm 1 converges in one
round.
Let bi be the rate of requested path Pi. According to the
path extension operation, bi ≤ bu, ∀Lu ∈ Pi. As long
as requested paths do not share a bottleneck link, we also
have
∑
i:Lu∈Pi bi ≤ bu, hence all flows on paths Pi can be
reserved at intermediate nodes. If
∑
i:Lu∈Pi bi > bu, then
link Lu is a bottleneck link for flows on paths Pi.
Property 2. During each round, Algorithm 1 reserves
in the residual network G′, at least the smallest loss proba-
bility flow Pi.
Since at each intermediate node Ni, the rate allocation
for the requested flows is performed greedily, the flow with
the minimum loss probability always has priority. From the
path extension operation we have bi ≤ bu, ∀Lu ∈ Pi, hence
Pi will be reserved at each intermediate node Ni on the
path.
Property 3. Algorithm 1 terminates in maximum n
rounds, where n is the number of requested flows.
This result is a consequence of Property 2. At each round,
the algorithm reserves at least one flow, and the available
rate of the paths in the residual network decreases. Hence,
on subsequent rounds of the algorithm, C will not be able
to request an infinite number of flows.
Finally, we discuss the convergence speed of
Algorithm 1. Observe that one round of the algo-
rithm requires one message exchange between S and C,
on all available paths. Hence, the time required by one
round is in the order of the RTT of the slowest paths in the
network. The computations at intermediate nodes and at S
and C are trivial and their duration can be omitted. Since
the optimal number of used paths is usually small [2], we
expect our algorithm to converge extremely fast.
5. SIMULATIONS
We evaluate the performance of the distributed rate alloca-
tion algorithm in various random network scenarios. We
generate two types of network topologies: (i) Wireless net-
work graphs, with low bandwidth and high error probability
for the intermediate links; and (ii) Hybrid network scenar-
ios, where the server is connected to the wired infrastructure
(high rates, low loss probabilities), and the client can access
the internet via multiple wireless links.
For both scenarios, we generate 500 random graphs, with
10 nodes each. Any two nodes are directly connected with
a probability γ. The parameters for each link are ran-
domly chosen according to a normal distribution, in the in-
terval [Rmin, Rmax], for the bandwidth, and respectively
[pmin, pmax] for the loss probability. The parameters for
the wired and wireless links are presented in Table 1.























Fig. 2. Number of Rounds needed for
Convergence of Algorithm 1.

































Fig. 3. Convergence of the Distributed
Algorithm, in terms of Distortion.





















Fig. 4. Quality Improvement vs.
Heuristic Rate Allocation.
Table 1. Parameters for Random Graph Generation
Parameter Wired Links Wireless Links
Connectivity Probability γ 0.4 0.6
Rmin 10
6bps 105bps
Rmax 3 · 106bps 7 · 105bps
pmin 10
−4 10−3
pmax 5 · 10−3 4 · 10−2
First we analyze the number of rounds in which the dis-
tributed algorithm converges to the optimal rate allocation
given by [2]. The results for both network scenarios are
presented in Figure 2. We observe that the great majority
of tested scenario need less than three iterations in order to
reach the optimal rate allocation. This shows that our algo-
rithm performs very fast and needs only a small number of
control messages.
Next, we test the convergence of the distributed algorithm
in the two network scenarios, in terms of video distortion,
compared to the final optimal distortion value. For each
protocol round, we compute the average distortion differ-
ence for the corresponding rate allocation. The results are
presented in Figure 3. We observe, that even from the first
protocol round, the obtained partial solution is very close
to the optimal one, and that starting with the second round,
virtually there is no difference between the obtained results
and the optimal one. Again, this emphasizes the speed of
convergence of our proposed distributed algorithm.
Finally, we compare the results obtained by the proposed
algorithm, to the ones obtained by a simpler distributed
heuristic which forwards the incoming network flow at each
intermediate node on the best outgoing link in terms of loss
probability. We compute the fraction of simulation scenar-
ios for which our results bring an improvement of [0− 5%],
[5 − 30%], [30 − 60%] and above 60% compared to the
heuristic ones. These results are presented in Figure 4. We
observe that, for both network scenarios, our algorithm ob-
tains significantly better results in more that 70% of the
cases. This motivates the extra control overhead introduced
by our algorithm, needed in order to obtain the final optimal
rate allocation.
6. CONCLUSIONS
We present an optimal distributed path selection and rate
allocation algorithm, for media streaming in overlay net-
works. By performing a distributed rate allocation operation
at each intermediate node, we release the assumption of cen-
tralized network knowledge at one individual node. Simu-
lation results show that our algorithm converges extremely
fast to the optimal solution, hence requires a very small ex-
ecution time and a low number of control messages. In the
same time, compared to other simpler distributed heuristics,
our results in terms of distortion are significantly better in
the great majority of cases. In future work we intend to
extend the analysis of our distributed rate allocation algo-
rithm in typical network topologies, possibly with dynamic
resources.
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