We construct a simple function that has small unbounded-error communication complexity in the k-party number-on-forehead (NOF) model but every probabilistic protocol that solves it with subexponential advantage over random guessing has cost essentially Ω(
Introduction
Over thirty years ago Chandra, Furst and Lipton [10] introduced the "number-on-forehead" (NOF) model of multi-party communication to obtain lower bounds on the size of branching programs. In the NOF model, there are k players each having an input that is metaphorically held on their foreheads. Every forehead is visible to a player except her own. The two features that make this model much more subtle than its classical two-party counterpart, are the mutual overlap of information and the fact that as k grows, each player misses less information. Indeed, starting with the surprising result of Grolmusz [18] , several sets of authors (see, for example, [3, 1, 15] ) constructed counter-intuitive protocols especially when k is greater than log n. This makes proving multi-party lower bounds on the cost of protocols quite challenging. However, researchers have been well motivated to take on this challenge due to many well-known applications of such lower bounds in diverse areas like circuit complexity, proof complexity, and pseudo-random generators. More recently new applications have emerged in areas like data structures [25] and distributed computing [16] .
In a seminal paper, Babai, Frankl and Simon [2] introduced communication complexity classes for the 2-party model. Babai et al. [2] argue that protocols with poly-log (of input length) communication cost is a natural notion of efficient protocols, just as polynomial time is a notion of efficient computation on Turing machines. Armed with this notion, most computational complexity classes have their analogues in communication complexity. This also extends easily to the NOF model and gives rise to complexity classes P In this paper, we consider the class PP cc k . Babai et al. [2] realized that the Turing machine complexity class PP has two different natural versions in the communication world. Let ε be the advantage of a probabilistic protocol over random guessing. Then, one way to measure the cost of the protocol is to add a log(1/ε) term to the total number of bits communicated in the worst case. Functions that admit k-party probabilistic protocols of poly-logarithmic cost in this model form the class PP cc k . The other model is unrestricted: it does not penalize by adding the log(1/ε) term to the cost, i. e., the cost is just the total number of bits communicated in the worst case. Protocols in this model are allowed to use only private random coins (see Section 2.1) and must, on each input, have non-zero advantage over random guessing. Functions that have efficient k-party protocols in this model form the class UPP cc k . It is not difficult to see that PP cc k ⊆ UPP cc k . The fact that this inclusion is strict for k = 2 was shown independently by Buhrman, Vereshchagin and de Wolf [8] and by Sherstov [29] . The two papers use two different functions. However the corresponding separation question for k ≥ 3 players remained unaddressed in the literature.
We consider a simple and natural extension of the function defined by Goldmann, Håstad and Razborov [17] , which we define as follows. where x ∈ {±1} 2n 2 4 k , y i ∈ {±1} n4 k for each i.
We set GHR
N k x, y 1 , . . . , y k := sgn(2P(x, y 1 , . . . , y k ) + 1) ,
where N = 2n 2 4 k .
Our main theorem in this article uses GHR N k to separate PP cc k from UPP cc k for k ≤ δ log N, for any constant δ < 1/4. Note that there is a natural way to assign the input variables to GHR N k to k + 1 players as follows: x is Player 1's input, and y i is Player (i + 1)'s input (for i = 1, . . . , k). Our main theorem is given below. 
Observe that Theorem 1.2 gives a lower bound precisely for the cost of a PP cc k+1 protocol computing GHR N k . On the other hand, note that GHR N k is a composition of a linear threshold function with N parities of arity k + 1. A well-known simple fact (refer to Section 3 for a proof) says that every such function has a UPP cc k+1 protocol of cost O(log N). This immediately yields the following separation result. An additional motivation for our work comes from the study of constant-depth circuits with Threshold gates. There are two types of Threshold gates that have been considered in the literature. The first one is with unbounded weights and the class of such gates is denoted by THR. Formally, define a gate G to be a Threshold gate if there exist integer weights a 0 , a 1 , . . . , a n such that
The second class of gates is those Threshold gates with polynomially bounded weights, called Majority gates. We denote the class of such gates by MAJ.
Goldmann et al. [17] showed that although linear threshold functions with unbounded weights can be simulated by polynomial-size MAJ • MAJ circuits, a simple function computable by linear-size circuits of the form THR • PAR 2 requires exponential size to be computed by MAJ • SYM circuits, where SYM denotes gates computing arbitrary symmetric functions. We strengthen their result to depth-3 circuits as follows. Let us remark that Theorem 1.4 continues to yield non-trivial bounds as long as k < δ log n for any constant 0 < δ < 1/4. It is also worth noting that a result of [17] immediately yields, from the above theorem, the following interesting result. 
Related work
An anonymous reviewer, and subsequently Sherstov [32] , pointed out that a comparatively off-the-shelf Ω((n/4 k ) 1/7 ) separation between PP cc k and UPP cc k is implicit in prior work by combining known results of Sherstov [33] and Beigel [7] . The best PP cc k lower bound that one would get using functions obtained in this way is Ω((n/4 k ) 2/5 ), using a later result of Sherstov [31] and a more recent result of Thaler [35] . In contrast, our Theorem 1.2 obtains a bound of Ω( √ n/4 k ) for a function that is a natural multi-party adaptation of the function used by Goldmann et al. [17] . Our bound is stronger than the above bounds for k ≤ (1/4 − ε) log n players. In particular, for any constant k, we get an Ω(n 1/2 ) bound for our function whereas the best previous implicit bounds are Ω(n 2/5 ). After our result was published in a technical report [14] , Sherstov [34] showed that by carefully piecing together approximation-theoretic ideas from THEORY OF COMPUTING, Volume 14 (21) , 2018, pp. 1-23 his earlier work [30] and the result in [33] , one can obtain an Ω(n/4 k ) lower bound for a non-explicit function. This implies, invoking a standard technique, our lower bound, for an explicit function that is similar to ours. We note that while our result separates PP cc k from UPP cc k for up to k ≤ (1/4 − ε) log n players, Sherstov's separation [34] extends to k ≤ (1/2 − ε) log n players. On the other hand, our method is elementary and self-contained. Using first principles, we prove a strong PP cc k lower bound for a function which remained unanalyzed until this result.
The route of combining earlier work of Sherstov [33] uses unique-disjointness as the inner function. With such an inner function, the previous techniques work with any outer function, like ODD-MAX-BIT, that has large approximation error for any polynomial of degree sufficiently smaller than n. This is in contrast to our use of XOR as the inner function. It is not very difficult to see that ODD-MAX-BIT • XOR has very efficient PP cc k protocols for all k ≥ 2. Thus, our argument has to exploit some feature of the outer function that is not possessed by functions like ODD-MAX-BIT. We find this an independently interesting aspect of the technique used in this article. Indeed, there has been considerable recent interest in studying the communication complexity of XOR functions (see, for example, [36, 21] ).
In summary, progress on separating communication complexity classes in the NOF model has been slow. This article is the first one to explicitly address the question of separating PP cc k and UPP cc k for k > 2.
Our proof technique and organization
We work with the GHR function which is easily seen to be the composition of the universal threshold function [20] and Parity. The universal threshold function derives its name from the fact that by setting some of its bits appropriately one can induce any arbitrary threshold function. In that sense, it is the hardest function of sign-degree 1. To estimate the discrepancy of GHR N k , we extend ideas from [17] where this was estimated in the setting of two players. The basic intuition can be seen after observing that for a given setting of y 1 , . . . , y k the GHR N k function essentially depends on the sign of a plus-minus combination of the A j for 0 ≤ j ≤ n4 k − 1, where
The relevant sign of each A j depends on the parity of the bits y 1, j , . . . , y k, j . Further, the set of bits in x that each A j depends on is disjoint from the set of bits that A j depends on, whenever j = j . We sample x such that each A j is an i.i.d. binomial distribution centered at 0 with range [−2 n + 1, 2 n − 1]. Let this distribution be µ X . We sample each y i uniformly at random. We want to ensure that the GHR N k function, under this distribution, behaves in a way that leaves the players with little clue about the outcome unless the relevant sign to be associated with each A j is determined. The distribution defined above is a product distribution. Sherstov [29] showed that the GHR function has large discrepancy under product distributions. Thus, as done in [17] , one is forced to sample in a slightly more involved way. First sample the y uniformly at random. Then sample x according to µ X , conditioned on the fact that P = ∑ n4 k −1 j=0 A j y 1, j · · · y k, j is very close to its mean compared to its standard deviation (which is as high as exp (Ω(n))). Note that the mean of each A j is 0, which gives us plenty of room to exploit. This turns out to be the hard distribution but to establish this requires technical work. This is mainly because analyzing THEORY OF COMPUTING, Volume 14 (21), 2018, pp. 1-23 the discrepancy under non-product distributions is difficult. As a first step to overcome this difficulty, we follow the ideas of Goldmann et al. [17] , and show that it is sufficient to prove an upper bound on the discrepancy of a function related to the GHR function under a particular product distribution. Analyzing the discrepancy of this related function on the obtained product distribution is still non-trivial, and this is the main technical contribution of our result. Organization: Section 2 develops the basic notions and lemmas. Section 3 establishes our main technical result, Theorem 3.1, an upper bound on the k-wise discrepancy of the GHR function. Using this, we prove Theorem 1. 
Preliminaries 2.1 The NOF model
In the k-party model of Chandra et al. [10] , k players with unlimited computational power wish to compute a function f :
For the purpose of this paper, we consider inputs of the form
, which is why it is figuratively said that x i is on the i-th player's forehead. Players communicate by writing on a blackboard, so every player sees every message. We denote by D k ( f ) the deterministic k-party communication complexity of f , namely the number of bits exchanged in the best deterministic protocol for f on the worst-case input.
A probabilistic protocol Π with access to public (private) randomness computes f with advantage ε if the probability that Π and f agree is at least 1/2 + ε for all inputs. The cost of Π is the maximum number of bits it communicates over its internal random choices in the worst case. Let us define R
to be the cost of the best such protocol. Note that for convenience, we deviate from the notation defined in [23] . For the purpose of this paper, all logarithms are taken in base 2. We now define two other notions.
Note that privateness of the random coins is essential in the definition of UPP k . It is a simple exercise to show that every function can be computed by unbounded-error protocols using 2 bits if allowed public coins. Define PP
where n is the maximum length of an input to a player. Each element in either of these classes refers to a family of functions, f , one for each input length. 
Cylinder intersections, discrepancy and the cube norm
where the maximum is taken over all cylinder intersections S.
The k in Disc k µ denotes the dimension of the underlying cylinder intersections. We will drop this superscript when it is clear from the context what k is.
The discrepancy method is a powerful tool that gives a lower bound on the randomized communication complexity in terms of the discrepancy. The following lemma, due to Babai et al. [4] , can be found, for example, in [23, Sec. 3.5] .
We now recall a useful technique that shows upper bounds on the discrepancy of a function under a product distribution. It is a standard lemma (see, for example, [12] and [27] ).
Remark 2.4. When f is {−1, 1} valued, the left hand side represents the discrepancy of f over the cylinder intersection φ with respect to the distribution µ. However, for our purposes, we are required to use the inequality when f is {−1, 1, 0} valued. 
The binomial distribution
The following lemma tells us that the probability of a binomial distribution taking any value close to its mean is significantly high. 
Proof. Note that for | j| ≥ N/2, the bound to be proved is trivial. Thus we assume | j| < N/2.
since the middle binomial coefficient is the maximum. Thus, we have ∀i, |i| ≤ j,
A discrepancy upper bound for the multiparty GHR function
In this section, we prove essentially an exp − √ N/4 k upper bound on the discrepancy of the GHR N k function where the first player gets N input bits. This gives us an exp −n Ω(1) upper bound on the discrepancy if k ≤ ε log(N) for any constant 0 < ε < 1/4. Goldmann et al. [17] showed that when k = 2, if there is a low cost one-way protocol for GHR N 2 , then it must have low advantage. Sherstov [29] noted that the same proof technique can be adapted to prove an upper bound on the discrepancy on GHR 
where GHR N k is defined as in Definition 1.1, and N is the maximum number of bits a player gets (in this case the first player).
Proof Recall that N = 2n 2 4 k . The proof technique of Theorem 3.1 is inspired from that of Goldmann et al. [17] .
Proof of Theorem. 3.1. Let
It is easy to see that A j can take any integer value in [−2 n + 1, 2 n − 1]. Let µ X be a distribution on the variables x that make the variables A j independent and binomially distributed according to B(2 n − 1) as defined in Definition 2.5. Such a distribution exists because each A j depends on a disjoint set of variables. Let U be the uniform distribution on {−1, 1} n4 k . We choose a tuple (x, y 1 , . . . , y k ) by first picking y i ∼ U independently for each i, and then picking x ∼ µ X under the condition that |P(x, y 1 , . . . , y k )| = 2 k . Let us define µ to be the distribution obtained by this sampling procedure. We will now show an upper bound on the discrepancy of GHR N k under the distribution µ. Let S denote the characteristic function (0-1 valued) of a cylinder intersection. By Definition 2.1, the discrepancy of GHR
The following lemma will enable us to switch to working with a product distribution on the inputs, for which we have convenient techniques for proving discrepancy upper bounds via Lemma 2.3.
Lemma 3.2. For µ X , U as defined above, Proof. We will show that for any fixed y 1 , . . . , y k , if we sample x according to µ X , then
is distributed according to B(n4 k (2 n − 1)). Note that A j y 1 j · · · y k j is always distributed according to B(2 n − 1), no matter what the values of y 1 , . . . , y k are. Next, observe that the sum of binomial distributions is a binomial distribution. This shows that
Hence, by plugging in N = n4 k (2 n − 1) and j = 2 k in Lemma 2.6,
We can discard the second term since it equals
and is dominated by the first term.
Let us now recall the law of total expectation.
Fact 3.3 (Law of total expectation).
For any probability space (Ω, F, ν), any event E ∈ F, and any random variable Z, the following equality holds.
Define a function q by
This means that if (x, y 1 , . . . , y k ) is chosen according to the distribution µ X × U k , then q(x, y 1 , . . . , y k ) = GHR N k (x, y 1 , . . . , y k ) on the support of µ, and 0 otherwise. For any cylinder intersection S, let Z denote the random variable q(x, y 1 , . . . , y k ) · S(x, y 1 , . . . , y k ), let E denote the event |P(x, y 1 , . . . y k )| = 2 k . Using Fact 3.3 and the fact that 
where S denotes a cylinder intersection. It therefore suffices to show that for all cylinder intersections S,
for some constant ε > 0 to give us a discrepancy upper bound of exp −n Ω(1) . For notational convenience, we may switch between the notations Ex and Ex∼µ X from now on. Now that we have a product distribution, we can use Lemma 2.3.
q(x, y
We will now show an upper bound on the RHS of the above equation by splitting the outer expectation into two terms, the first of which has low probability. We will require certain properties of Hadamard matrices to prove an upper bound on the second term. Let β ∈ {0, 1} k . Define 2 k subsets of indices as
Note that {I β : β ∈ {0, 1} k } forms a partition of the indices. Since our distributions on the pairs y 0 i , y 1 i are uniform and independent, each I β is empty with equal probability. An easy counting argument tells us that the probability of I β being empty is
By a union bound, the probability that any one of them is empty is at most
We have the following.
q(x, y 
Let us assume the claim to be true for now. We have from Equation (3.3) that
Using the fact that 1 −
Recall that N = 2n 2 4 k which proves Theorem 3.1.
Now it only remains to prove Claim 3.4.
Proof of Claim 3.4
Recall that we need to show the following. For all y 0 1 , . . . , y 0 k , y 1 1 , . . . , y 1 k such that I β is non-empty for each β , we want For convenience, for all a ∈ {0, 1} k let us denote P(x, y 
It will be useful to note here that W β only takes integral values. We will use this fact crucially later. Let p k denote the 2 k × 1 column vector whose elements are indexed by a = (a 1 , . . . , a k ) ∈ {0, 1} k , and the a-th element of p k is P(x, y
Similarly define column vectors s k (w k , respectively) whose a-th entries are S a (W a , respectively) for all a ∈ {0, 1} k . Although p k , s k and w k depend on x, y 0 1 , . . . , y 0 k , y 1 1 , . . . , y 1 k , we do not make this dependence explicit in the following discussion in order to avoid clutter. 
where H k is a 2 k × 2 k Hadamard matrix defined 1 as
Let us first state a well-known property of H k .
Fact 3.6. Let H k be as defined above. Then, (H k ) i j = (−1) i, j for all i, j ∈ {0, 1} k .
In other words, H k is the communication matrix of the inner product (modulo 2) function. Let us now prove Claim 3.5.
Proof of Claim 3.5. Let
Say j ∈ I β where β ∈ {0, 1} k . Note that (y
We conclude that
1 This is the Sylvester construction of Hadamard matrices.
where (H k ) a denotes the a-th row of H k . Thus, p k = 2s k = 2H k · w k .
On integral solutions to Hadamard constraints
In the remainder of this section, we shall refer to an integral assignment to w k as a valid integral assignment if it satisfies Equation (3.7) for some setting of x, y 0 1 , . . . , y 0 k , y 1 1 , . . . , y 1 k . The conditions on s k will be explicitly stated in each usage.
First, we prove that the number of valid integral assignments to w k satisfying
is equal to the number of valid integral assignments to w k satisfying
Moreover, we show that the total number of such valid integral assignments is small, and the values of |W a | are not too large in any such valid assignment. Recall from Equation (3.6) that for all y 0 1 , . . . , y 0 k , y 1 1 , . . . , y 1 k such that I β is non-empty for each β , we have
Thus, we can pair the valid "positive" and "negative" assignments. Higher-order terms in the difference of probabilities
cancel out. We require the following well-known property of Hadamard matrices. Proof. The constraints we have are H k · w k = s k . Since W a is integral for all a, and H k is a ±1 matrix, this implies that the S a are integral as well. Thus, using Fact 3.7 we get
Let us consider two cases, one where ∀a ∈ {0, 1} k , S a /2 k = 1/2, and another where there exists an a such that S a /2 k = 1/2.
• Let us assume ∀a, S a /2 k = 1/2. We show something slightly stronger, namely that every setting of each S a /2 k to ±1/2 gives us a valid assignment to the W a . Since H k is a ±1 matrix of even dimension, the parity of the number of appearances of +1/2 equals the parity of number of appearances of −1/2 in the sum (H k ) R · (s k /2 k ), where (H k ) R is the R-th row of H k . This holds for every row R. Thus, W R is always an integer. This means the number of valid positive assignments equals the number of valid negative assignments in this case.
• The absolute value of S a must equal a power of 2 for each a since the product of them is a power of 2. If there exists an S a whose value is not ±2 k−1 , then there must exist an S b (consider the last such one) which is a multiple of 2 k since
Since S b /2 k is an integer, and we had a valid integral assignment to w k , flipping the sign of S b can change the value of any W c to W c ± 2 · S b /2 k , which remains an integer. This is a bijection between valid positive and negative assignments. is at most 2 k log(e)2 k .
We use the following standard fact about binomial coefficients. 
Proof of Lemma 3.9. Suppose ∏ a∈{0,1} k S a = ±2 (k−1)2 k . This means we have to distribute (k − 1)2 k powers of 2 among among the integers 2 k S a . The total number of ways to do this equals the number of non-negative integer solutions to
where the last inequality follows by Fact 3.10. Now we use the fact that 1 + x ≤ e x and conclude that
is bounded above by e k2 k , which equals 2 k log(e)2 k . Each of these can give at most one integral assignment to w k because the system of constraints is linearly independent.
We now state an upper bound on the value of |W a | in every integral assignment.
Lemma 3.11. For all a ∈ {0, 1} k , |W a | ≤ 2 (k+1)2 k for any valid integral assignment to w k satisfying
Proof. First note that for each a,
is at most 2 k2 k . Suppose not. By a simple averaging argument, there must be a b such that
, which is at least 2 (k−1)2 k if k ≥ 1. But this is not possible since
and each S a is an integer.
Using properties of the binomial distribution
Recall from Equation (3.6) that for all y 0 1 , . . . , y 0 k , y 1 1 , . . . , y 1 k such that I β is non-empty for each β , we want to show an upper bound on
Recall that we defined
For any β ∈ {0, 1} k , note that W β is always distributed according to B(c β (2 n − 1)), where c β = I β ≥ 1. We can prove this in a manner similar to that in the proof of Lemma 3.2. In Claim 3.8, we showed that the number of valid integral assignments to w k such that
equals the number of integral assignments such that
Note that if the assignment to w k is not integral, then it has probability 0, since for each a,W a takes only integral values. Let us call an assignment to w k positive if the corresponding value of 
Arbitrarily form a matching, denoted by M, between the positive and negative assignments. We will bound the difference of probabilities of each match.
where w = (w a ) a∈{0,1} k is a valid positive assignment and w = (w a ) a∈{0,1} k is the valid negative assignment that is the unique match of w according to M. The term Pr
In Lemma 3.11 we showed that for each β , the absolute value of W β in any integral assignment can be at most
For a particular positive assignment w, negative assignment w and any y 0 1 , . . . , y 0 k , y 1 1 , . . . , y 1 k such that I β is non-empty for each β ,
By plugging in N = c β (2 n − 1) and j = 2 (k+1)2 k in Lemma 2.6, we obtain
For convenience in calculations, let us say
Recall that the variables W β are independent since they depend on disjoint sets of variables. Thus,
The last inequality holds because the highest-order term after binomially expanding both terms is (p 0 ) 2 k , which cancel each other. Note that the sum of the binomial coefficients is 2 2 k , and each term after the first is at most
Thus, the sum of the remaining terms can be bounded above by
By Lemma 3.9, the number of assignments is at most 2 k log(e)2 k . Thus,
which proves Claim 3.4. Using Equation (3.3), this proves Theorem 3.1.
Circuit lower bounds
In this section, we will show how we obtain lower bounds on the size of depth-3 circuits of the type MAJ • THR • ANY k computing the GHR Proof. Since each of the bottom-layer gates has fan-in at most k, there must exist a player who sees all the inputs to it. The protocol decides beforehand which gate "belongs" to which player. All players simultaneously broadcast their contribution to the top SYM gate using at most log(s) bits each.
A consequence of this is an upper bound for randomized protocols for depth-3 circuits, which may be found in [11] , for example, and is stated below without proof. Thus,
By definition, polynomial-size MAJ • MAJ circuits can be simulated by polynomial-size MAJ • SYM circuits. Also, Goldmann et al. [17] (Theorem 26) showed that MAJ • THR circuits can be simulated by MAJ • MAJ circuits with a polynomial blowup. More precisely, a MAJ • THR circuit of size s can be simulated by a MAJ • MAJ circuit of size s α · n β for some constants α, β . Hence, Corollary 1.5 follows by a similar proof as that of Lemma 4.2.
Conclusion
We have shown that GHR k for the NOF model when k ≤ δ · log N for some constant δ > 0. In general, current techniques do not allow us to go beyond log N players to prove lower bounds for the cost of even deterministic protocols. This remains one of the most interesting problems in NOF complexity. However, let us remark that for many of the functions used in the literature (see, for example, [18, 3, 1, 15] ), there are surprisingly efficient protocols when k > log N. Moreover these protocols are typically deterministic and either simultaneous or barely interactive. On the other hand, we do not immediately see an efficient randomized interactive protocol for GHR N k at k > log N. This raises the question of whether GHR N k is a hard function even for k > log N.
Our result shows that the PP cc k complexity of GHR N k is Ω √ N for any constant k. As mentioned in Section 1.1, Sherstov [34] shows existence of functions with Ω(N) cost in PP k but that have efficient UPP k protocols. A question that may be with reach is whether one can come up with an explicit function in UPP cc k that requires Ω(N) PP k cost. Finally, proving super-logarithmic lower bounds for UPP cc k protocols for any explicit function remains a very interesting challenge even for k = 3. Hansen and Podolskii [19] have shown that meeting this challenge is enough to yield super-polynomial lower bounds for THR • THR circuits.
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