Abstract Monthly temperature series for Central Europe back to AD 1500 are developed from documentary index series from Germany, Switzerland and the Czech Republic (1500-1854) and 11 instrumental temperature records . Documentary evidence from the Low Countries, the Carpathian Basin and Poland are used for cross-checking for earlier centuries. The instrumental station records are corrected for inhomogeneities, including insufficient radiation protection of early thermometers and the urban heat island effect. For overlapping period (1760-1854), the documentary data series correlate with instrumental temperatures, most strongly in winter (86% explained variance in January) and least in autumn (56% in September). For annual average temperatures, 81% of the variance is explained. Verification statistics indicate high reconstruction skill for most months and seasons. The last 20 years (since 1988) stand out as very likely the warmest 20-year period, accounting for the calibration uncertainty and decreases in proxy data quality before the calibration period. The new reconstruction displays a previously unobserved 
, the Czech Lands (Brázdil 1996; Dobrovolný et al. 2009 ), Germany (Glaser 1997 (Glaser , 2008 Glaser and Stangl 2004; Glaser and Riemann 2009) , Poland (Przybylak et al. 2005 ) and the Carpathian basin (Rácz 1999; Bartholy et al. 2004) . Moreover, documentary proxy evidence have been used as an integral part of multi-proxy climate reconstructions (e.g. Mann et al. 2000; Luterbacher et al. 2004 Luterbacher et al. , 2007 Guiot et al. 2005; Xoplaki et al. 2005) .
The use of documentary evidence for climate reconstruction is limited due to the fact that a lot of information in traditional sources of historical climatology (e.g. institutional sources, diaries or newspapers) fades away with the onset of instrumental measurements. Thus early instrumental measurements frequently substitute descriptive proxies in these sources and this fact hampers the possibility of finding a relatively long overlapping period between documentary evidence and instrumental data. However, the existence of such an overlapping period is crucial for calibration and verification calculations (e.g. Cook et al. 1994) . As a consequence, it has often not been possible to quantify the robustness of documentary proxy data. Nevertheless, such data have been used and played an important role in reconstructions of temperature, precipitation and atmospheric pressure fields over Europe back to AD 1500 (Luterbacher et al. 2002 (Luterbacher et al. , 2004 Xoplaki et al. 2005; Pauling et al. 2006 ).
Here we explore the possibilities for using documentary data from six European countries/regions-the Czech Republic (CZ), Germany (DE), Switzerland (CH), the Low Countries (LC), Poland (PL) and the Carpathian Basin (CB)-to reconstruct monthly temperatures by calibrating and verifying the proxy data against early instrumental data. Previous existing index series (e.g. Brázdil 1996; Pfister 1999; Rácz 1999) have been revised and substantially updated for this work as part of the EU Sixth Framework Programme project "European climate of the past millennium" (MILLENNIUM). These documentary data are described in Section 2. Further, we use homogenized instrumental temperature records from 11 Central European (hereafter referred to as CEU) stations where all series have been adjusted for inhomogeneities and errors including instrumental errors, urban warming trends, station relocations, and the effect of poorer protection against radiation (see Böhm et al. 2009 ). These instrumental records are described in Section 3.
Documentary proxy series and instrumental measurements are compared for the overlapping period 1760-1854, which appears to be sufficient for statistical calibration, verification and for deriving uncertainty estimates. The core methodological aspects of our reconstruction are explained in Section 4. In Section 5 we present the basic features of the new temperature reconstruction at monthly, seasonal and annual resolution. Finally we discuss our results in a broader European context by comparing them with existing reconstructions and we summarize limitations and benefits of our new half millennium long temperature series.
Documentary evidence for Central Europe since AD 1500
Compared to natural climate proxies, documentary evidence represents a specific form, namely various weather related man-made historical reports. From the categorization given e.g. by Brázdil et al. (2005) , it follows that documentary evidence represents a wide ranging group of direct and indirect data. Long and homogeneous quantitative reports on some temperature-related features can, in some cases, and for some localities, be used for temperature reconstruction directly. For instance Leijonhufvud et al. (2008 Leijonhufvud et al. ( , 2009 ) utilize sources about the beginning of the sailing season in the Stockholm port to derive a winter-early spring temperature reconstruction back to sixteenth century. However, a considerable part of the documentary sources comprises indirect, qualitative, information on weather and climate. Sources including written narrative reports or visual daily weather records are usually transformed into ordinal-scale temperature indices before they can be used for quantitative temperature reconstruction (see Brázdil et al. 2005 for a review).
The transformation from descriptive information to an index scale relies on content analysis of a set of terms that the authors of reports used for description of temperature conditions. Different terms used by individual authors are interpreted as a single index value, where the ordinal scale indices express the extremity of temperature in a given month, usually on a seven-degree scale. Thus, a temperature index value of −3 means extremely cold conditions, −2 very cold, −1 cold, 0 normal, +1 warm, +2 very warm, +3 extremely warm (for more detailed description on construction of temperature indices, see e.g. Brázdil et al. 2005) . Seasonal (winter-DJF, spring-MAM, summer-JJA, autumn-SON) and annual (Ann) temperature indices can be calculated as a sum of the corresponding monthly values. This means that seasonal indices may fluctuate between −9 and +9 and annual indices between −36 and +36. This approach to compiling index series was adopted for all countries involved in the present paper except the Low Countries. The LC index series exist only for warm and cold seasons that are defined differently compared to the standard season delimitation. In the LC case, the cold season index value reflects a cumulative index for November through March ranging from 1 (extremely mild) to 9 (extremely severe). Values for the warm season (May to September) range from 1 (extremely cool) to 9 (extremely warm) (van Engelen et al. 2001; Shabalova and van Engelen 2003) .
In this study, we utilize temperature index series that were constructed exclusively from descriptive documentary evidence and have therefore not been 'biased' with indices constructed from non-systematic early instrumental measurements or from other proxies. Furthermore we prefer to use monthly indices that were constructed year by year using the seven-degree scale. Temperature index series for the following countries and periods were used: DE (1500-1760), CZ (1500 CZ ( -1854 , CH (1501 CH ( -1816 , PL (1501 PL ( -1700 and CB (1516 CB ( -1870 . The LC index data, because of their different definition, are not considered in this section but are used in Section 6 for cross-comparison.
It is one of the specific features of documentary sources, that they do not usually contain relevant weather information for all months of the period in question. Figure 1 presents an insight into the completeness of the national temperature index series. This figure allows a view of the number of available indices for individual monthly, seasonal and annual series through time. While there is an obvious spatiotemporal heterogeneity of documentary sources in the sixteenth to seventeenth centuries, the national index series in the eighteenth century (and in the nineteenth century whenever available) become more complete. Such temporal distribution of the indices reflects the changing character of the 'man-made' proxies; which is one of the main difficulties encountered when using these data for developing continuous temperature reconstructions.
As can bee seen in Fig. 1 , there exist some seasonal index values when corresponding monthly indices are not available and it is important to note that seasonal (DE, 1500 -1760 ), Switzerland (CH, 1501 -1816 , Czech Republic (CZ, 1500-1854), Poland (PL, 1500-1700) and Carpathian Basin (CB, 1516 (CB, -1870 in the sixteenth century (1500-1599). b As a but for the seventeenth century (1600-1699). c As a but for the eighteenth century (1700-1799). d As a but for the nineteenth century indices can sometimes be interpreted directly from documentary sources that provide summary reports or descriptions about the whole season, but do not refer simultaneously to corresponding months. Such summary reports are considered as secondary sources of lower interpretational value in historical climatology. However, besides the conventional means of summing up corresponding monthly indices to provide seasonal values, an interpretation of such summary reports represents another way of deriving indices at seasonal resolution.
There is a long tradition of literary narrative sources (annals, town or family chronicles) in the sixteenth century Central Europe. Narrative reports on weather and climate frequently focus only on individual, mostly extreme events. Personal diaries are another group of sources that date from the second half of the sixteenth century. Compared to subsequent centuries they often cover shorter time spells and are unsystematically derived. However, some outstanding early sources covering several decades of daily weather observations can be found. For example, Wolfgang Haller (1525 -1601 , archdeacon at the Cathedral of Zurich (Switzerland), kept a weather diary for more than 30 years (1545-1576) (Flohn 1979; Pfister 1984) . provide a detailed description of these sixteenth century documentary sources. Over time, new types of documentary sources successively appeared (e.g. newspapers) or some traditional sources became more frequent (weather diaries or sources of economic character). By the end of the seventeenth century weather reports had become a regular topic, e.g. in the "Nordische Mercurius" Newspapers published in Hamburg from 1667 to 1675 (Glaser 2008) . Visual daily weather records from the diaries of the Premonstratensian abbey of Hradisko (Olomouc, CZ) for the period 1693-1783 (with some gaps, Brázdil et al. 2008 ) are of particular value for the eighteenth century.
There is an abundance of plant-phenological evidence in several CEU countries. As an example, Johann Jakob Sprüngli (1717-1803), a parson in the Canton of Bern (Switzerland), systematically documented the seasonal dynamics of 236 plant and 44 animal species as well as the timing of 46 agricultural activities from 1760 to 1803 (Pfister 1984; Burri and Rutishauser 2008) . So called institutional sources (Pfister (Pfister 1981) and the beginning of agricultural activities such as hay, crop or vine harvesting. Such sources are already numerous, especially for Switzerland, from the sixteenth century (Pfister 1992; Meier et al. 2007 ) and for western Hungary since the early seventeenth century.
The description above provides an understanding as to why the national index series in Fig. 1 become gradually more complete towards the nineteenth century. Consequently, their quality improves because the resulting index values can be interpreted from a greater number of different sources. This can be seen as an analogue to the process of data gathering in dendrochronology, where the sample depth usually grows forwards in time. Conversely, the richness of documentary evidence can be influenced by social processes in some periods. While the CH index series show very high data density, except the first three decades of the sixteenth century, the CZ series is almost continuous from the second half of the eighteenth century. While there is a higher density of PL temperature indices in the first part of the sixteenth century, completeness of CB index series greatly improves after the beginning of the eighteenth century. contribute to the reconstruction of temperatures in the pre-instrumental period, but also to what extent it can contribute to calibration and verification (see Section 4). While the indices for Germany are complete from 1500 to 1760, no DE index series from documentary evidence is available after this year. The PL index series ends in 1700, while the CZ, CH and CB index series have data up to various time points in the nineteenth century. The CB series is the most extensive in the nineteenth century and extends to AD 1870. Data coverage for DE, CH and CZ over the common period 1500-1850 is comparable and the overall completeness varies from 70% to 90% for all months and seasons. Completeness of the other series is substantially lower reaching about 40% for CB series and 20% for PL series, respectively. Typically there is better coverage for the winter months compared to the other seasons of the year.
Substantial time heterogeneity of the index series when compared with natural proxies results from the fact that the weather-related notes were made by a varying number of individuals or institutions for a limited number of years. The number of missing values is smaller in time periods covered by multiple documentary sources when several sources are utilized to derive the final index value. However, in periods poorly replicated with documentary evidence, the way to overcome the problem of missing values is to average several regional or national series. Such averaging can usefully reduce some site-specific local influences, but it should be preceded by a comprehensive analysis of mutual relationships of the index series used. Only those index series that come from climatologically homogeneous regions should be combined (see Dobrovolný et al. 2009 for the CZ). Figure 3 shows results of correlation analysis for the five Central European index series. Each individual national series is compared to a simple average from all other national series excluding the series in question (for example DE is correlated with the average of CH, CZ, PL, and CB, etc.). An average value was computed only when at least two indices existed in the four 'other' national series.
The ordinal scale of documentary indices prompts the use of a rank correlation method. However, for the annual data, the index scale has a considerable number of possible values and with averages taken over four national series, the average series are similar to continuous normally distributed data. Because of this mix of data, we calculate correlation coefficients with both the Spearman (S) rank method and the Pearson (P) method. Figure 3 summarizes the results. Corresponding P and S values are very similar. Furthermore, we also found that the index series do not differ significantly from the normal distribution (not shown). Thus, we argue that an application of parametric statistics in our methodological approach (in Section 4) to temperature reconstruction using ordinary scale indices do not significantly influence the results.
High and statistically significant correlations (0.025 level, one-tailed test) are consistently found between the average index series and national DE, CH and CZ series respectively. The highest correlations are found for the winter months and for the DJF season. This can be explained by reference to the higher spatial coherence of winter temperatures in Central Europe, which are more frequently conditioned by large-scale circulation compared to summer conditions that are more determined by smaller scale processes. Several CB monthly index series also show a strong and significant correlation with the other series. The PL indices show overall weaker, and insignificant, correlations with the remaining national index series. We point to the fact that the correlation coefficients presented in Fig. 3 reflect both data quality and the spatial coherence of temperature variability within CEU. For example, temperature patterns of Poland or the Carpathian Basin can be quite different compared to Switzerland and Germany, especially in the summer half-year. A direct comparison of results for different countries in Fig. 3 , is complicated by different lengths of the series. In particular, the PL data are available only before 1700, whereas the CB data are mostly complete after this period.
The analysis of data completeness of the five national index series and also the results of the correlation analysis lead us to the conclusion that, for the purpose of developing a long temperature reconstruction, the strongest potential is currently provided by the index series from Germany, the Czech Republic and Switzerland. Hence, in the following sections, we only use these three national index series for compilation of an averaged Central European temperature index series (as described in Section 4).
Instrumental temperature data
Instrumental temperature data are used for the following reasons: (1) for statistical calibration and verification of the documentary index data, and (2) for providing the necessary information for comparing temperature variations in the more recent period when documentary data are not available. In this section we provide a brief background related to long instrumental records and describe how we select station records and combine them to national averages and Central European average temperature series.
Continuous temperature measurements in Europe started at several places for different years during the eighteenth century and in some cases even in the late seventeenth century (Balling et al. 1998; Camuffo and Jones 2002; Jones 2001; Jones and Briffa 2006) . The long temperature records, however, are in general affected by artificial factors such as station relocations, instrument changes, changes in observation hours, and growing urban heat island. The process of identifying and adjusting for such problems is called homogenization (Peterson et al. 1998) . Careful homogenization has been undertaken for several long instrumental records from the Greater Alpine Region-the HISTALP dataset (Auer et al. 2007; Begert et al. 2005 )-which partly covers the Central European region of interest here. The most recent of the HISTALP homogenization efforts were made by Böhm et al. (2009) , to correct for the bias due to insufficient protection of early thermometers against direct solar radiation (Frank et al. 2007a ). This feature has been labeled the Early Instrumental (EI) warm-bias problem.
We used ten station records from the new EI-adjusted version of the homogenized HISTALP dataset; four series from Germany and three each from Switzerland and Austria. The Austrian series are included, despite the lack of Austrian documentary index data, because they geographically connect the Czech Republic with Switzerland (Fig. 4) . Moreover, due to the increased number of stations, they help to decrease the effect of possible uncorrected errors in individual station records.
We included the long instrumental Prague (Klementinum observatory) series from the Czech Republic. The homogenization of this series was based on results from the Standard Normal Homogeneity Test (SNHT) (Alexandersson 1986) , with the averaged ten selected HISTALP station records as reference series. Corrections to the Prague data were applied separately to each monthly series, whenever significant breakpoints were determined by SNHT. Hence, for this study, we use 11 homogenized station records (Table 1) .
All selected German stations are from the southern part of the country. Although some long records also exist from more northerly located German sites, we did not Table 1 include any of those as they have not been analyzed and corrected for the EI warmbias. Temperature variability in the region covered by the selected stations is highly coherent. For seasonal mean temperatures, the station correlation matrix (Table 2) shows highest values for DJF and MAM, while the correlation is weaker for JJA and SON, but still mostly above 0.8. The strong spatial coherence of temperature variability within the region can be further highlighted using principal component (PC) analysis (e.g. von Storch and Zwiers 1999) of the station records. The first PC explains 91% of variability in DJF, MAM and annual temperatures. Explained variability for JJA and SON temperatures is slightly lower (88%), but all 11 station records have component loadings on the first PC exceeding 0.90. Table 1 From the selected station records, we created national average temperature series for Germany, Switzerland and Austria, respectively. All data were first converted to anomalies with respect to the 1961-1990 reference period. Because the starting year differs somewhat among the stations, the number of available records is less in the earliest years than in the main part of the series. To ensure that this does not cause any artificial change of variance in the national average series, we applied a variance adjustment to the averaged data. We essentially followed the procedure outlined by Jones et al. (2001) . However, their purpose was to adjust the entire time series to have the theoretical variance of infinitely sampled grid-boxes. We rather adjusted the variance only in the years when some stations are missing, to correspond to the variance level for the finite number of complete series in the main part of the time period. For the Czech Republic, however, the national series is simply identical to the Prague series.
Finally, the four national series were arithmetically averaged to form a CEU average temperature series covering the period 1760-2007. Variance adjustment was applied to the average in the early years as not all four national series have data. As can be seen from Table 1 , only two stations (Basel and Geneva) have data before 1767 and not until 1781 do all 11 stations contribute to the CEU average. Our choice of arithmetically averaging the nation-averages rather than equally weighting all 11 stations makes however, due to the very strong coherence of the data, little significant difference to the final result.
The degree of spatial integrity of the CEU average instrumental series across the whole European region can be examined using the HadCRUT3 5
• × 5
• gridded temperature dataset ). Figure 5 presents spatial correlation fields between seasonal CEU average series and HadCRUT3 data for the period 1850-2007. The significant correlations cover a broad region, which can be geographically defined as Central Europe. From that core region correlations decrease with increasing distance. The core region of highest coherence is spatially larger for winter than for summer. This is due to the fact that winter climate is more related to large-scale circulation whereas during summer local scale effects of convective cloudiness and associated differences in radiation balance are more relevant. The high spatial correlations shown in Fig. 5 , along with correlation analysis of both index and instrumental series in Fig. 3 and Table 2 , argue for labeling our analyzed series as Central European. ) for period In this section, we explain the different steps undertaken to derive calibrated monthly, seasonal and annual CEU temperatures and associated uncertainty estimates, based on a composite of the DE, CH and CZ documentary temperature index series. Inspired by working procedures that are well established in dendroclimatology (Cook and Kairiukstis 1990; Cook et al. 1994 ) and multi-proxy climate reconstructions from annually resolved paleoclimatic data (e.g. Rutherford et al. 2005; Luterbacher et al. 2004 Luterbacher et al. , 2007 Xoplaki et al. 2005; Guiot et al. 2005 ), but which are rarely used for documentary evidence, we explore how to use the information from temporally overlapping instrumental and documentary data and also parallel information in the different national documentary index series in the pre-instrumental period. First, we provide a data quality overview. Figure 6 shows running correlations between all pairs of national index series, as well as the corresponding values for instrumental temperature data. The average of the nation-pair correlations (RBAR) is also shown. A running window of length 45 years is chosen (similar to the length of our calibration period-see Section 4.2). However, in order not to loose too many correlation values due to incomplete index series, we allow up to 22 missing values in any particular 45-year windows.
For instrumental data, the running correlations are highest and most stable in the winter months, with RBAR being near 0.9 in the DJF season. Somewhat lower and less stable correlations are seen for the other seasons. Compared to instrumental series, running correlations between documentary index series are more variable and mostly weaker. In some periods, the correlations between the index series are nearly as strong as for the instrumental data (e.g. before around AD 1620 in JJA), but there are also cases when the correlations break down (e.g. near the end of the seventeenth century for April). The strongest correlations among the index series are found (in agreement with instrumental data) for the winter months, with RBAR values between 0.6 and 0.8. Although correlations are weaker for other seasons, the RBAR values rarely fall below the level of a one-tailed significance test at the 0.025 level (r = 0.29 for n = 45), clearly indicating a common signal in the index data in all months and seasons. The most long-lasting case is the first two centuries in October, when RBAR values are constantly near or below the significance level. The weaker correlations for April and October, as typical transition months, can be partly related to the higher number of missing indices compared to winter or summer months (Fig. 2) .
4.1 Derivation of variance-adjusted, unitless, composite CEU series from index data
We derive a unitless average of the three national index series, separately for each month and season, for the period 1500-1854. Prior to averaging, each individual index series is standardized by subtracting its mean and dividing by its standard deviation, which are calculated for the years when all three series of DE, CH and CZ have data in a given month or season. Due to the incompleteness of all three index series, the number of available index series varies with time (see Fig. 1 ). It is therefore not appropriate to use a simple arithmetic average to represent the temperature variations. This is because the variance of an average of three series is less than the variance of an average of two series, which in turn is less than the variance of one single series. The situation is similar to that in dendroclimatology where the number of individual trees in a chronology varies with time. Dendroclimatologists generally apply a variance correction to their averaged tree-ring chronologies defined by the following equation (Osborn et al. 1997) :
where Y(t) is the adjusted mean value at time t. X(t) is the mean value at time t, n(t) is the number of series at time t, andr is the average inter-series correlation between all pairs of time series (RBAR). The theoretical basis for this adjustment is the same as for the case of instrumental temperature data (Section 3). As a slight refinement to Osborn et al. (1997) , following suggestions outlined in Frank et al. (2007b) , the RBAR values are allowed to change with time (see also Leijonhufvud et al. 2009 ). To achieve this we use the running 45-year RBAR-values (Fig. 6 ). As we need RBAR values at the beginning and end of the time series, we 'padded' these parts of the series with the average of the 45 first and last available RBAR values, respectively. Furthermore, to avoid the irregular year-to-year variations due to the finiteness of the running window, we applied a Gaussian low-pass filter (Alexandersson and Eriksson 1989; van Vliet et al. 1998 ) with its standard deviation (σ ) set to 9. This filter is frequently used in climatological applications to obtain a smoothing that approximately corresponds to 30-year running averages (e.g. Tuomenvirta et al. 2000) . After having obtained the smoothed RBAR series, a variance adjusted CEU series was calculated for each month and each season using the equation above. These time series can be regarded as unitless temperature reconstructions, which in the following subsection are calibrated against instrumental data.
Calibration and verification
To perform calibration of the unitless reconstruction to temperature anomalies from the 1961-1990 average, simple linear regression was applied using the instrumental CEU temperature series as the predictand and the unitless reconstruction as predictor over a calibration period of data overlap. Verification of the calibrated data was then made over two other periods of overlapping data. Unfortunately, it is impossible to find calibration and verification periods in which all three national instrumental and index series have data. In particular, the DE index series ends in 1760, which is the starting year of our CEU instrumental record. Moreover, only the CZ index series is available after 1816. As a compromise, we chose the 46-year period 1771-1816 for calibration. Three of the four national instrumental series are complete after 1771 (DE data are available from 1773 onwards), while 1816 marks the end of the CH index series. Therefore, only CZ and CH data are used for the calibration.
The verification was performed over one longer period (1817-1854), when only CZ index data are available, and a shorter period (1760-1770) when both CZ and CH index data exist. Unfortunately, it is not possible to validate the CEU temperature reconstruction directly against the instrumental CEU temperatures in any period where DE index data are included. Validation that includes DE data is only made implicitly (in Section 4.3) by means of correlations between the national index series. Table 3 summarizes the calibration and verification statistics, which are commonly used in dendroclimatology but also applied to other annually resolved proxy data (e.g. Cook et al. 1994; Wilson et al. 2006) . The squared correlation (r 2 ), the standard error of estimate (SE) and the Durbin-Watson (DW) test diagnose the calibration, whereas r 2 , the Reduction of Error (RE), the Coefficient of Efficiency (CE) and the Root Mean Square Error (RMSE) diagnose the verification.
The r 2 quantifies the amount of temperature variance explained by the reconstruction, while SE measures the uncertainty in
• C. The DW tests the first-order The RE statistic compares the Mean Square Error (MSE) of the reconstruction to the MSE of a 'reconstruction' that is constant in time with a value equal to the mean value for the measured temperatures in the calibration period. The CE instead compares the MSE of the reconstruction to a 'reconstruction' that is constant and equal to the mean value of the measured temperatures in the validation period. Both RE and CE can take values between 1 and negative infinity. CE is always less than, or equal to, RE. For both measures, positive values indicate that the linear regression model has some potential for reconstruction skill. CE provides a more rigorous test for the data than RE. Definitions and further discussion on how to interpret RE and CE can be found elsewhere (e.g. Cook et al. 1994; Rutherford et al. 2005; Wilson et al. 2006; Wahl and Ammann 2007) .
As can be seen from the r 2 values (Table 3) , the documentary evidence can explain a large fraction of temperature variability. In the calibration period, the seasonal r 2 values vary from 73% for SON to 83% for DJF, whereas it is 81% for the annual mean. In individual months, r 2 vary between 56% (September) and 86% (January). The DW statistics are within the acceptable range (1.5-2.5) in most cases, but not for August, September, JJA and annual series. This suggests problems with the capability of the documentary data to reliably portray longer-term temperature trends in the summer season and this appears to affect also the annual means.
The RE and CE scores for the longer verification period (1817-1854) are positive for all four seasons and the annual mean, with values up to 0.81 for both RE and CE in DJF. Also MAM and JJA have rather high RE and CE scores (approximately 0.5 to 0.6), whereas SON has the weakest score (0.25). Values for individual months are generally weaker than those for the seasonal averages, with even negative RE and CE in April and October, indicating that the monthly reconstructions are less reliable than the seasonal ones. Nevertheless, the overall strong verification statistics in the longer verification period demonstrate that CZ national index series alone is able to capture a significant fraction of the CEU average temperature variability in all seasons. Verification results for the shorter period (1760-1770; with index data for both CZ and CH) are also generally quite strong, although negative RE and CE values are found for JJA. Moreover, CE for the annual mean is negative despite the rather high RE (0.55) and r 2 (0.53). This is yet another indication of potential problems with reliability of long-term trends in the warm season and that this can affect the annual mean trends. Regarding individual months, May and August have the poorest verification statistics in the shorter period, whereas all other months have acceptable or even strong values.
A simple way to further illustrate the performance of the documentary data is to compare the reconstruction and the instrumental target data in the calibration and verification periods (Fig. 7) . These time series confirm an overall strong capacity of the documentary data to portray the temperature variations, but also shed more light on the cases with rather poor calibration/verification statistics. For example, the negative CE in the annual mean data in the short verification period is due to the instrumental annual target data being slightly colder than the reconstruction in this short 11-year period.
Error estimation
From the calibration and verification exercise, we conclude that the documentary data are useful for reconstructing seasonal and monthly Central European temperatures, albeit with problems noted mainly for parts of the summer season. Here, we derive error estimates for the temperature reconstructions, which are illustrated as time series in Section 5.
The basis for our error estimation for the reconstruction is to simply use the Standard Error (SE) of the estimate, defined by the regression relationship between proxy and instrumental data in the calibration period. This is a standard approach. A drawback, however, is that this uncertainty estimate alone only represents the data properties in the calibration period and hence it is a simplification of the total error estimation problem. Notably, our calibration involves proxy data from only Switzerland and the Czech Republic, but not from Germany. Moreover, the calibration uncertainty does not account for any temporal changes in data quality. Therefore, we seek to account also for these additional factors.
Following ideas and methods discussed in Leijonhufvud et al. (2009) , we argue that information about changes in data quality can be derived from the mean of the running inter-series correlations, i.e. the RBAR values used in Section 4.1. In periods when RBAR is weak, the reconstruction uncertainty is arguably larger than in a period with a strong RBAR. We design a method that accounts for these changes in uncertainty, where we multiply the calibration SE with time varying inflation factors. Our approach to find these factors is to add noise to the proxy data and then perform the calibration again, repetitively for several levels of noise. With more noise, the SE becomes larger up to a maximum level where the proxy data have zero correlation with the instrumental data. Hence, we can derive a numeric relationship between data quality and error inflation. Below we describe the procedure in detail, which also accounts for the circumstance that no German data were included in the calibration. Leijonhufvud et al. (2009) hypothesize that the RBAR values provide an estimate of the common signal among the series and that the strength, or weakness, of this signal can be used to derive an approximation of the error in the composite. A basis for these ideas is the concept of the Expressed Population Signal (EPS), which was first described by Wigley et al. (1984) . These authors were interested in finding an estimate of how strongly an average of a sample of correlated time series correlates with the theoretical population of associated time series. They demonstrated that this theoretical correlation is dependent on the average correlation between the time series pairs (i.e. RBAR) and the number of individual series (n) contributing to the average, according to the following equation:
The approach of Leijonhufvud et al. (2009) is to calculate the EPS-value for the proxy data in the calibration period, and then add noise to the calibration proxy data and repetitively calculating the EPS-value again for several levels of added noise. Thus, they estimate how SE changes as a function of EPS. We follow this idea, but as there are no DE index data in the calibration period, we first had to construct German surrogate proxy data. This was done by adding white noise to the DE instrumental data, such that the resulting surrogate proxy data have the same signal-to-noise ratio (SNR) relative to the original DE instrumental data as the average SNR for the CH and CZ proxy data. Then we obtained an estimate of the calibration EPS and SE for the hypothetical case where the reconstruction is based on index data from all three countries. To obtain stable results, we added 2000 noise realizations to the DE instrumental data. The final estimate of the hypothetical calibration EPS and SE was taken as the average of all cases. Next, we repetitively estimated hypothetical calibration EPS and SE values again after adding different levels of noise to all three national proxy series. For each noise level, we estimated EPS and SE by taking the average of 2000 cases. Figure 8 shows (blue circles) how the ratio between the SE for the noise-added data and the original calibration SE (obtained from CZ+CH index data and represented by the red dot) increases with decreasing EPS. Results are only shown for the seasons, but calculations were also performed for monthly and annual data. The blue circle at EPS = 0 is obtained in a different way; here we calculate SE for a 'reconstruction' that consists of a constant equal to the mean of the instrumental calibration data. This theoretically corresponds to the case when the correlation between the predictor and predictand is zero, and provides the maximum possible error as far as only the regression relationship is concerned.
The ratio between the hypothetical estimated SE and the real calibration SE is henceforth called the SE inflation factor (SE_inflation). We can obtain an estimate of the reconstruction error at any time point by calculating EPS (derived from the smoothed RBAR series described in Section 4.1), and multiplying the calibration SE with the corresponding SE_inflation found by interpolation between the points in Fig. 8 . Figure 9 shows how the monthly and seasonal EPS values vary with time. The slowly varying component of the EPS series is due to variations in RBAR, whereas the year-to-year variations reflect the changing number of contributing index series. DJF has the strongest and most stable signal, mostly above 0.8. Despite the calibration/verification problems reported above, JJA has the second strongest EPSvalues, with pre-1650 values being at about the same level as for DJF. EPS values for MAM and SON are often weaker and show rather strong low-frequency variability. The previously noted breakdown of RBAR in April in the late 1600s is clearly seen also in the EPS series. This is a good example of a period where the error bars should (SE_inflation) between the estimated SE and the original calibration SE. Red circles correspond to the original calibration period statistics. Green circles are obtained using instrumental temperature data as predictor be wider than in the calibration period, where the EPS is quite strong. To interpolate between the pairs of EPS values and SE_inflation, we follow Leijonhufvud et al. (2009) and fit a straight line as shown in Fig. 8 ; thus we derive a time series of SE_inflation factors for each year in the reconstruction. Before the SE time series was multiplied with the SE_inflation series, however, we smoothed the SE_inflation series with a Gaussian low-pass filter (σ = 9) to get rid of the year-to-year variations inherited from the EPS calculations.
As a last step in the error estimation procedure, one final restriction was imposed. We argue that one should not have stronger confidence in any earlier proxy data than those in the calibration period. It is obvious that we cannot strictly verified if any pre-instrumental proxy data are better than those in the calibration period. Hence, we never deflate any SE values-we only adjust them in periods when they should be inflated.
From a practical point of view, it seems that only two pairs of EPS/SE_inflation values are needed to establish the linear relationship; namely the case representing the original calibration (the red dots in Fig. 8 ) and the case where EPS = 0. This would simplify the procedure designed above, as no noise modelling would be needed, and could perhaps be considered by potential users of our error inflation approach. The fit of such a straight line between EPS and SE_inflation pairs is a reasonable approximation as long as we are not interested in extrapolation to stronger EPS-values than in the calibration period. For very strong EPS-values, however, the linear approximation may not be appropriate. In theory, one may argue that if the inter-series correlation among the index series is equal to 1, then they could perfectly portray the temperature variations and hence there would be no error in the temperature estimation. This unrealistic case would correspond to EPS = 1 and SE_inflation = 0. In Fig. 8 , the green circle is inserted to represent a case where the average of the instrumental DE, CH and CZ series is used as the predictor. It can be seen that this point lies approximately on a curve that connects the blue circles with the theoretical point (EPS = 1, SE_inflation = 0). Hence, a curve of some kind fitted to the data seems theoretically more correct than a straight line, but for our purpose a straight line is a reasonable approximation.
The Central European temperature reconstructions
The new Central European temperature reconstructions are presented here as time series with error bars, providing a view of the recent climate in the context of the last five centuries. Figures 10 and 11 show annual, seasonal and monthly series, where the reconstructions (1500-1759) are spliced onto the instrumental data . Here, the variance and mean level of the proxy data have been adjusted to agree with the instrumental data (CEU.instr) in the full period of data overlap . This is done to avoid the artificial reduction of variance due to linear regression calibration (Esper et al. 2005) . The disadvantage of using the variance-and-mean adjusted (CEU.scal) data instead of those obtained from regression (CEU.regr) is that the errors are not minimized in a least squares sense. There is thus a trade-off between minimizing prediction errors and conservation of variance. However, as the correlation between the proxy and instrumental data is very strong, the differences between CEU.regr and CEU.scal are small (see also Section 6.1).
The reconstruction uncertainty derived in Section 4.3 is illustrated in Figs. 10 and 11 as grey error bands defined as CEU.regr ±2 SE (adjusted with the SE_inflation factor), which provide approximate 95% confidence intervals for past temperatures, accounting for calibration uncertainty and temporally changing data quality in the pre-instrumental period. They can, however, not account for all types of errors, such as for instance frequency dependent deficiencies in the instrumental or documentary evidence index data. One such type of error is related to the original assignment of index values in each particular month, e.g., index +1 or 0. This type of error is not explicitly accounted for here, but is to some extent included implicitly through the calibration regression relationship and the variable error inflation factors.
To highlight low-frequency trends, Figs. 10 and 11 include smoothed time series and uncertainty is shown also for the smoothed data as yellow bands defined as smoothed CEU.regr data ±2 SE. The width of these error bands has been adapted according to the degree of smoothing (by decreasing SE), following Briffa et al. (2002) and Gouirand et al. (2008) . By looking at how much the smoothed CEU.scal series (thick blue curves) deviate from the middle of the yellow bands, one can visualize how CEU.scal differs from CEU.regr.
In all seasons, the smoothed CEU temperature series have their highest values in the most recent years, highlighting the unusualness of the current warming in a five century context. This is in good agreement with previous European temperature reconstructions, e.g. Luterbacher et al. (2004 Luterbacher et al. ( , 2007 and Xoplaki et al. (2005) . To further illustrate this, we plot the upper and lower bounds of the smoothed 2 SE error bands as horizontal black lines in Figs. 10 and 11 . The range between these two lines can be viewed as the pre-instrumental range of 20-year smoothed temperatures, including the estimated data uncertainty. The smoothed annual temperatures rose above the upper level in the late 1980s and have since then remained at a high level. The end points of the smoothed curves can not be directly compared to values in the middle of the series because smoothed values at the end are derived only from past values. However, even the unsmoothed data highlight the recent warming; 18 of the last 20 years in the unsmoothed temperature series lie above the upper bound of the 2 SE error for preinstrumental smoothed data. The same 18 years also lie above the upper bound of smoothed CEU.scal ±2.7 SE (not shown), approximately corresponding to a 99% confidence interval of 20-year mean temperatures. Among the seasons, the recent warming is most outstanding in JJA (15 of the last 20 years lie above the 2.7 SE upper error bound for smoothed data), followed by MAM (13 years), DJF (11 years) and SON (6 years). The recent warming is less easily detected in the monthly data, due to their larger variance than seasonal averages. Nevertheless, 6 months (January, February, March, May, July, and August) have at least 11 of the last 20 years lying above the 2.7 SE upper bounds for smoothed data.
Temperatures of the widely discussed warm summer of 2003 (e.g. Luterbacher et al. 2004; Schär et al. 2004 ) exceed the pre-instrumental unsmoothed CEU.regr + 2 SE values in June, August and JJA. Furthermore, July of 2006 was warmer than the +2 SE level for unsmoothed data. Apart from these few values, however, no recent individual monthly or seasonal temperatures have risen above the +2 SE error level for unsmoothed pre-instrumental temperatures.
The coldest periods within the last five centuries seem to have occurred in the preinstrumental period. The smoothed annual, DJF and MAM data have their minima in the 1690s in agreement with recent analysis for the whole of Europe (Luterbacher et al. 2004 Xoplaki et al. 2005) . For SON temperatures, accounting for the −2 SE error, the minimum appears to be in the 1760s while for JJA it is in the 1590s. All four seasons, however, have cold smoothed temperatures around the 1690s and together contribute to the cold level of annual mean temperatures at this time. This corresponds well to the Maunder Minimum (AD 1645-1715) of weak solar activity (Eddy 1976) , which is hypothesized to have caused colder temperatures in Central Europe and some other regions (e.g. Shindell et al. 2001) .
One potential problem with interpreting the long-term trends and low-frequency variations in the new CEU temperature reconstruction is related to the method used to derive the underlying index data. The choice of indices involves somewhat subjective interpretation of the information from documentary evidence. The original weather-related descriptions in these sources were written by people who were influenced by their perception of climate conditions, which were determined by their personal experience of climate during their respective life times. It is thus a risk that, for example, a 'very cold winter' to an individual who lived in one period was not equally cold as another 'very cold winter' was to another individual who lived in a period when climate on average was different. This implies a risk that, in particular, low-frequency temperature variations are likely to be suppressed in amplitude. Further investigation of how serious this problem is would be an important task for future research.
Discussion
In the following discussion the main features of the new CEU temperature reconstruction are compared with existing reconstructions in the European context. Furthermore, we investigate the potential of the new index data for Poland and the Carpathian Basin for developing temperature reconstructions for these regions.
Comparison with other European temperature reconstructions
Comparison with appropriate other European temperature reconstructions reveals to what extent the new CEU reconstruction adds new information and illuminates properties of both the new and existing reconstructions. We compare our results with two available reconstructions:
1. Seasonal mean temperatures 1500-2002 averaged over 5-18
• E, 45-53
• N, from Xoplaki et al. (2005;  spring and autumn months) and Luterbacher et al. (2004, winter and summer months) . Hereafter referred to as LUT. 2. DJF and JJA mean temperatures for the Low Countries 1500-2000 (Shabalova and van Engelen 2003) . Hereafter referred to as LC. Figure 12 compares the CEU, LUT and LC seasonal temperatures, plotted as anomalies with respect to the 1961-1990 climatology. For CEU, we use the same spliced version as in Figs. 10 and 11. Overall, the three series show similar features, but also some notable differences. Running correlations (31-year windows) between CEU and LUT ( Fig. 13) indicate the relationship between these series. Very strong correlations (r > 0.9) in all seasons after AD 1800 are hardly surprising, given that both series are derived from instrumental temperature data during that period. Similarly strong correlations before 1650 undoubtedly reveal that CEU and LUT are to a large extent derived from similar proxy data in this period, implying that early German and Swiss documentary data dominate the early period variability in the selected subset from Xoplaki et al. (2005) . Somewhat weaker correlations between CEU and LUT are seen during 1650-1800, reflecting a larger degree of independency between the raw data; CEU is derived from documentary data before 1760 while LUT is increasingly dominated by instrumental data from 1659. In particular, the new CZ documentary data in CEU are not used in LUT. A large drop in correlation between CEU and LUT in summer around 1750 has a counterpart in the correlation between CEU and LC and also (not shown) between CEU and the Central England temperature series (Manley 1974) . This reflects the fact that CEU and LUT are essentially derived from different data around this period (proxy vs. instrumental), and also possibly suggests a period when CEU and/or LUT summer data appear to be less reliable. We also show running correlations with LUT where CEU proxy data are used during 1760-1854 (dashed lines in Fig. 13 ). These correlations are not as weak as those for JJA around 1750, but clearly weaker than those when instrumental CEU data are used 1760-1854, as might be expected from the calibration and verification statistics in Section 4.
Correlations between CEU and LC are constantly weaker than those between CEU and LUT, which is related to the fact that LC represents a region that is distinct from CEU. Nevertheless, the correlations are always significant at the 0.025 level for a one-sided test, apart from around 1750 in the summer. Correlations between LUT and LC are mostly above 0.9 after around 1700 in DJF, but decreases somewhat in the two first centuries, i.e. in the proxy data part of the two series. LUT vs. LC correlations in JJA fluctuate between around 0.6 and 0.9 throughout the records.
Given the overall reasonable or very strong correlations between the three series, it is not surprising that the overall fluctuations in the time series (Fig. 12) are quite similar. The perhaps most notable difference between CEU and the two other series is that CEU is colder in much of the instrumental period before the 1961-1990 reference period. This is undoubtedly a result of differences between the homogenized temperature records used in CEU compared to those used in LUT and LC. In particular, temperatures in the early part of the instrumental period are colder in CEU than in LUT due to the EI-bias correction in CEU data. For example, the smoothed JJA temperatures in LUT are warmer than the 1961-1990 average during around 1750-1870, whereas those for CEU are mostly colder than the reference period. Consequently, the long-term warming trend since the nineteenth century is more pronounced in CEU compared to LUT (and LC), not only in summer but also in all seasons.
In the pre-instrumental period, i.e. before around 1760, the low-frequency components of CEU and LUT are very similar in DJF, JJA and SON, while MAM temperatures are consistently colder in LUT. The amplitude of interannual variations, however, is smaller in the early part of LUT. This difference in reconstructed temperature variance is due to the different calibration methods. The amplitude and mean level in CEU is determined by the variance matching and mean adjustment derived from the direct overlap between documentary and instrumental data . In LUT, the mean and variance of reconstructed temperatures is instead determined by multivariate regression relationships, obtained between the first few principal components of proxy data (predictors) and gridded instrumental data (predictand) in the twentieth century. Moreover, Luterbacher et al. (2004) and Xoplaki et al. (2005) used a nesting approach with successively fewer predictors back in time. Consequently, their proxy data networks tend to explain less variance in the early part of their reconstruction. Hence, as they used a regression calibration, the resulting temperature reconstructions artificially lose variance, most notably in the early period. Moreover, as their calibration methods were designed for spatial field reconstruction, with an emphasis on reconstructing the large scale patterns, they are not optimized for individual grid points.
Running standard deviations in the CEU and LUT series highlight the effect of the different calibration approaches on the variability in the time series. Figure 14 shows running standard deviations for 31-year windows, comparing LUT (and LC) data with the CEU series-separately for instrumental data (CEU.inst), the regression based reconstruction (CEU.regr) and the variance scaled reconstruction (CEU.scal). CEU.scal and CEU.instr have on average the same variance in their period of overlap (1760-1854). The running correlations, however, show different temporal patterns for CEU.scal and CEU.instr within the overlapping period, indicating that details in variance changes observed in the documentary data should be interpreted cautiously.
Differences in variance between CEU.scal and CEU.regr are very small in DJF and MAM but more clearly seen in JJA and SON. Overall, however, this difference is small and does not affect the observed long-term trends in running standard deviations. Moreover, the CEU.scal (or CEU.regr) and CEU.instr series show a long term reduction in variance in DJF and JJA over the past five centuries, with strong multi-decadal to centennial fluctuations superimposed. MAM rather shows a relatively stable variability before 1850, followed by an overall decrease in variance with some fluctuations. SON data do not show any clear long-term trend in variance, but rather fluctuations around a constant mean level. Zooming in on the twentieth century, the trends in variance are mostly negative in DJF and SON, but increasing in MAM and JJA (although not to the high general level before 1850). To summarize, the CEU temperature reconstruction displays an overall decrease in variability over the past five centuries, for all seasons except SON.
In contrast, LUT does not show any long-term decrease in variance in MAM and JJA, but only in DJF data from around AD 1600. Notably, LUT shows substantially less variance in the proxy data period in all seasons. This observation holds whether comparing to CEU.regr or CEU.scal. Interestingly, the instrumental part of LUT has somewhat less variance than CEU.instr in all seasons, but most pronouncedly in JJA Fig. 12 and SON. This is probably partly because LUT integrates temperature variability over a larger region than CEU.instr, and hence, to a larger degree, spatially smoothes local temperature variations, but partly also because the instrumental portion of LUT before 1900 is affected by some artificial variance reduction due to regression calibration. Running standard deviations in LC shows an increasing rather than decreasing long-term trend in DJF, suggesting an even larger artificial suppression of variance in early proxy data compared to LUT. In JJA, LC shows no clear long-term trend in variance.
Comparison with temperature index series from Poland and the Carpathian Basin
In Section 2 we described temperature index data derived from documentary evidence from Poland and the Carpathian Basin (Hungary, Slovakia, Western Romania), which were not included in the CEU temperature reconstruction. Here, we calculate Pearson correlation coefficients between each of these two index series and the CEU temperature series. The calculations are split into two periods, before and after 1760. Before 1760 we use the proxy data based on CEU reconstruction but after 1760 we use the instrumental data. No documentary PL data are available after 1760. Results are shown for all months and seasons in Table 4 , which also gives the number of years with data and the significance level for the correlations. These are based on one-tailed test as we are only expecting positive correlations. Due to Table 4 Pearson correlation coefficients (r) between the CEU temperature reconstruction and temperature indices from Poland (PL) and the Carpathian Basin (CB) before 1760 and after 1760 the mixture of nominal index data and continuous instrumental data, the significance tests are approximate but nevertheless informative. CB index series correlate, with the exception of September, November and SON, better than PL with CEU proxy data before 1760. Moreover, CB data show significant correlations with CEU in this period in all months and seasons except November and SON. When CB is compared to the instrumental CEU data after 1760, correlations systematically increase and the 0.001 significance level is reached in all months and seasons except October (but the 0.01 level is reached). This clearly indicates a strong potential of using documentary evidence from the CB region as a temperature proxy.
There is potential also for the PL data, but they cannot be conclusively judged from this simple comparison. In particular, the lack of PL documentary evidence in the post-1760 period in this study makes its evaluation difficult. One reason why PL documentary evidence shows weaker correlations with CEU, could be related to real geographic climatological differences between the PL and CEU regions. An overall knowledge of temperature variability in Central Europe can be extended to other studies that used documentary indices defined using different principles. As for Poland, Przybylak et al. (2005) analyzed temperature indices from documentary sources for 1501-1840. Their reconstruction, however, was not developed at a monthly resolution but only for decadal means of winter (DJF) and summer (JJA) temperatures and hence they could not be included in our study. Nevertheless additional information from such analyses of documentary sources has a potential to further refine the current reconstruction or for independent comparison.
Conclusions
In this study we have explored the potential for reconstructing monthly temperatures by using temperature indices derived from documentary evidence from five regions in Central Europe-the Czech Republic, Germany, Switzerland, Poland and the Carpathian Basin. We found that index data from the Czech Republic, Germany and Switzerland could be composited together to derive a complete monthly series of temperature reconstructions for the period AD 1500-1854. Polish documentary index data and those from the Carpathian Basin were considered too incomplete at this time, but comparisons with the other documentary series and with instrumental data indicate a clear reconstruction potential also for these data. This potential is most clearly seen for the Carpathian Basin data, which extend well into the instrumental period. Although in previous studies, documentary climate evidence was traditionally not extended into the instrumental period, our analyses (and also Leijonhufvud et al. 2008 Leijonhufvud et al. , 2009 clearly show the importance of having such a period of overlap between documentary and instrumental data, as this is crucial for both calibration and verification of the reconstructions. The CEU and Stockholm ) documentary based temperature reconstructions have been used in Luterbacher et al. (2009) to study the circulation dynamics and links to late winter/early spring temperature variability over the past half millennium.
The recent warming, expressed in the new reconstruction, is most pronounced in annual mean temperatures, but is very clear also in winter, spring and summer, but somewhat less so in autumn. For annual mean temperatures, eighteen of the last 20 years (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) were warmer than the upper bound of a 99% confidence interval for 20-year averages of reconstructed pre-instrumental temperatures. The corresponding numbers of years in the four seasons are: JJA (15), MAM (13), DJF (11), SON (6). Individual seasonal or monthly temperatures are less easily detected as unusual in a five century perspective, when reconstruction uncertainty is considered. June, August and JJA temperatures in 2003 and July in 2006 are the only recent single temperature values that rise above the estimated 95% confidence interval for pre-instrumental data.
The new reconstruction displays a previously unobserved long-term decrease in temperature variability over last five centuries in winter, spring and summer. This long-term decrease in temperature variance is perhaps the most notable feature that the new CEU reconstruction adds to the knowledge from already available reconstructions. Analysis of output from climate model simulations, with realistic forcing histories, could provide a useful way to check if this feature is also seen in models ).
The new CEU reconstruction offers some important new advances:
1. Monthly temperature reconstructions are provided for the entire period back to AD 1500. 2. The early instrumental data used here are corrected for a systematic warm bias (mainly in the summer) of temperatures measured before screens with proper radiation protection were introduced. 3. Calibration and verification is made directly against overlapping instrumental data. 4. Reliability of proxy data in the pre-instrumental period is quantified by means of the expressed population signal among the individual index series. This information is then included in the error estimation. 5. Due to variance adjustment for changing sample depth, the variance of the reconstructed temperatures is unaffected by variance artifacts related to changes in replication, and, as we calibrate using long continuous composite records, the variance does not decrease backwards in time.
We conclude that the new Central European temperature reconstruction can potentially be used to improve the robustness of current gridded temperature reconstructions for the last 500 years. Even further improvement is expected if more documentary data from other European countries are better explored and made more complete.
