The Fourier optics technique is founded on the transfer function derived from the scalar wave equation and thus has traditionally been applied to monochromatic scalar fields propagating paraxially in isotropic lossless materials. We review scalar and vector diffraction theory to show that the scalar Fourier optics technique can be seamlessly extended to the case of time-dependent nonparaxial and evanescent vector fields propagating in anisotropic and/or absorbing materials. The missing piece is shown to be the Fourier-domain vector boundary conditions that have recently been derived from the real-domain vector Rayleigh-Sommerfeld diffraction integral. These boundary conditions, complemented by the anisotropic transfer functions provided by the roots of the Booker quartic, combine the rigor of Green's function integrals with the intuitive simplicity and general applicability of Fourier optics. We illustrate the power of this technique via analytically simple solutions to traditionally complex problems such as Fresnel transmission between arbitrary media, uniaxial conoscopy, and biaxial conical refraction. The accuracy of vector near-field diffraction is validated via comparison with the finite-difference time-domain method.
Introduction
The canonical problem solved by Fourier optics is the paraxial diffraction of a one-dimensional (1D) monochromatic scalar wave through an opaque mask on a planar boundary between identical isotropic materials. The method is rigorous in that it is known [1] to be equivalent to the real-space scalar RayleighSommerfeld diffraction integral via the convolution theorem but is both more computationally efficient and graphically intuitive. These advantages motivate the application of Fourier optics to two-dimensional (2D) masks [1] or anisotropic materials by replacing the 1D scalar transfer function with an ad hoc 2D vector version derived from the dependence of the refractive index on the propagation angle. This is not rigorous and, as we show below, can result in large errors both in the amplitude of nonparaxial waves (due to the incorrect boundary condition) and in near-field propagation (due to the incorrect transfer function). In this paper, we review scalar isotropic diffraction theory to show that the boundary condition for vector Fourier optics is provided by the Fourier transform of the vector Rayleigh-Sommerfeld diffraction integral and the vector transfer function is provided by the roots of the Booker quartic. We refer to the resulting equations as the k-space method.
The canonical problem of the k-space method is thus to find the vector diffracted electric field ⃗ Et; ⃗ r at all times and all space z > 0 caused by the transmission of an arbitrary spatially and temporally varying incident vector pulse, ⃗ E i t; ⃗ r , through a planar mask described by a transmission function T x; y, which is on the boundary at z 0 between two materials described by dispersive dielectric and conductivity tensorsε 1;2 t andσ 1;2 t. The two steps of this traditional electromagnetic diffraction calculation are to first enforce boundary conditions that determine the surface fields ⃗ Et; x; y; z 0 and then propagate the vector pulse into the half space z > 0. The problem can be solved in real space, as illustrated for the scalar case of a slice at fixed y as shown in Fig. 1 steps c, d , and e, by convolving the fields on the surface with the Green's spatio-temporal impulse response. The surface boundary conditions emerge naturally since they are directly captured in the formulation of the integral. However, propagation into the volume is often theoretically challenging because Green's functions are not known for arbitrarily oriented anisotropic materials and the integrals are often intractable even for simple aperture shapes. Furthermore, these convolution integrals over two transverse spatial dimensions and time are numerically demanding. Figure 1 steps C, D, and E, illustrate the spatio-temporal Fourier-domain solution to the same problem utilizing a single component of the transverse spatial frequency, k x , and temporal frequency ω. Here, the surface fields are transformed to the temporal and transverse spatial-frequency spectral domain. Volume propagation into the half space is calculated by multiplication with the spatio-temporal electromagnetic transfer function, and the final diffraction pattern is calculated via the inverse Fourier transform. Unfortunately, while diffraction into the half space is efficiently calculated in the Fourier domain, boundary conditions have traditionally been written only for uniform interfaces [2] , monochromatic scalar fields [1] , or isotropic materials.
In this paper, we show that these Fourier-domain boundary conditions emerge naturally from the vector Rayleigh-Sommerfeld type I diffraction integral to generalize the approach of Fig. 1C-1E to time-dependent vector fields in anisotropic media. With this extension, the Fourier-domain approach can solve any linear spatio-temporal diffraction problem described by a flat nonconductive mask between two homogeneous materials described by arbitrarily oriented, dispersive dielectric and conductivity tensors, including those that are gyrotropic, uniaxial, biaxial, and/or diattenuating. The calculations for the diffracted vector pulse are analogous to the monochromatic scalar paraxial lossless isotropic case and can be visualized with the same graphical methods [1] .
This approach complements the traditional Green's function integral method in several ways. First, because the two techniques are formally equivalent via the Scalar isotropic Green's integral approach (top path) to the spatio-temporal diffraction problem compared to the scalar isotropic Fourier optics approach (bottom path). A pulse with finite spatial and temporal extent is incident at an angle onto a small aperture. The first step in both approaches is to multiply the incident field (a) by the transmission mask (b) to find the surface fields as a function of time and transverse spatial coordinates (c). Propagation in real space is performed by convolving these surface fields with the spatio-temporal impulse response (d) to find the diffracted pulse (e). The Fourier-domain calculation transforms the boundary fields (c) into the spatio-temporal boundary spectrum (C). Propagation is performed by multiplying this spectrum by the transfer function (D) to find the spectrum of the diffracted fields (E), whose inverse transform yields the diffraction pattern (e). Note that diagrams a-e are plotted versus t at a fixed z. For clarity, the time axis is reversed, which results in field patterns similar to the more common and intuitive rendering of fields versus z at a fixed time t.
convolution theorem [3] , the k-space method can be used to validate new anisotropic Green's functions. Second, while the Fourier calculation requires two transform integrals for each convolution integral in the real domain, these Fourier transforms tend to be mathematically more tractable and numerically more efficient. Third, the simple expressions and graphical representation of the Fourier domain provide insights into the physics of anisotropic dispersion and diffraction in ways the compact dyadic Green's function integrals do not. Finally, the formalism we derive establishes a rigorous foundation for extending Fourier optics of homogeneous materials to scattering inhomogeneous media, which are the subjects of the following papers in this series.
The paper consists of seven sections. Since electromagnetic boundary conditions are rigorously understood and naturally represented via Green's function integrals over the scattering surface, we first review in Section 2 the connection of scalar diffraction integrals to Fourier propagation. This connection is used to illustrate how vector boundary conditions for anisotropic media emerge from the vector Rayleigh-Sommerfeld diffraction integral. In Section 3 we review solutions of the anisotropic wave equation to show that the Booker quartic solution of the anisotropic characteristic equation [3] [4] [5] [6] [7] provides the vector transfer function that propagates these boundary fields into the half space. Since anisotropic diffraction problems often arise at the boundary between dissimilar materials, in Section 4 we show that the k-space representation straightforwardly solves the arbitrary Fresnel transmission problem for a polarized electric-field pulse with arbitrary spatial and temporal profiles incident on the boundary between two arbitrary dielectric media. Conveniently, this transmission function can be written in the same form as the generalized Fourier transfer function. These three results, which constitute the k-space formalism, provide a simple analytic expression that is the formal solution to the vector near-and far-field time-dependent scattering problem for any two homogeneous lossy dielectric media separated by a planar nonconductive mask. In Section 5 we illustrate the utility and accuracy of this k-space formalism for classical vector diffraction and crystal-optics problems via comparison to rigorous numerical and experimental results. In Section 6 we summarize the vast literature to place the k-space technique in the context of previously published techniques. Section 7 concludes the paper.
Vector Fourier Boundary Conditions of Anisotropic Media
In scalar isotropic Fourier optics, the spectrum of the incident field (part C of Fig. 1 ) is simply the x, y, and t Fourier transform of the real-domain scalar surface field (part c). In the vector case, the real-space surface fields are three component vectors that must be expressed as a sum of the two allowed electromagnetic modes in Fourier space. In this section, we find the required relationship in the vector Rayleigh-Sommerfield type I integral.
We first briefly review the connection between real-domain diffraction integrals and Fourier-domain transfer functions to motivate the former as a source of boundary conditions for the latter. This motivates extending the recent derivation of vector Fourier boundary conditions from the isotropic RayleighSommerfeld diffraction integral [8] to the anisotropic case. The result is a simple formula for the spectra of the two polarized fields that radiate from a vector pulse transmitted through a flat screen on the surface of an anisotropic medium, which is our first goal.
Let us begin with the diffraction of scalar fields in an infinite, isotropic sourcefree region in order to compare and contrast this with the diffraction of scalar fields from the boundary of a semi-infinite, isotropic source-free region. The former problem is described by the impulse-driven Helmholtz wave equation
where gt; ⃗ r δr − ct∕n∕r with r j⃗ rj is the outgoing spherical wave in response to an impulse δt; ⃗ r at the origin of a medium of refractive index n. Since our goal is to find the spectral-domain solution to the diffraction problem, let us begin by Fourier transforming Eq. (1) and its impulse response in time, yielding
where temporal and spatial frequencies are related by the speed of light ω kc, k is the wave number 2πn∕λ,gω; ⃗ r e −jkr ∕r F t gt; ⃗ r is the monochromatic spherical wave, δ⃗ r is a spatial impulse at the origin, 1ω is the unit spectral density function, and F t is the forward Fourier transform in time.
A note on Fourier kernel convention is appropriate here. The kernel of the spatio-temporal forward Fourier transform can be defined as either exp−jωt j ⃗ k · ⃗ r corresponding to a forward-traveling wave or exp−jωt − j ⃗ k · ⃗ r , which uses a consistent kernel for both space and time but results in forward-traveling waves that must be represented with negative temporal or spatial frequency. We make the former choice here and use the notation F t;xy as a reminder that the signs of the time and space kernels are different.
The function gt; ⃗ r is the impulse response of an infinite homogeneous space, which, when convolved with the sources in the volume, yields the radiated fields. To instead calculate the fields radiated from a surface excitation radiating into a source-free volume, Stokes's theorem transforms this convolution to the integral theorem of Helmholtz and Kirchhoff for the scalar field u, uω; ⃗ r 1 4π
where ⃗ R ≡ ⃗ r − ⃗ r 0 is the vector from the excitation point on the surface ⃗ r 0 x 0 ; y 0 ; z 0 to the field point in the volume ⃗ r x; y; z and the integral is over the entire closed surface S including the illuminated plane and a spherical cap at arbitrary distance. The spherical surface can be ignored by assuming the Sommerfeld radiation condition [9] , which is that r ∂ũ ∂r jkũ tends to zero as r → ∞.
For the important case in which the surface mask T x; y is a binary function representing an opaque screen at z 0 pierced by an aperture, Kirchhoff's boundary conditions [10] are that the field u and its z derivative are zero on the surface of the screen and unperturbed by the presence of the screen in the aperture. With the assumption that the evaluation point is many wavelengths from the aperture, this yields the monochromatic Fresnel-Kirchhoff diffraction formulã uω; x; y; z 1 4π
where the integral is now over only the aperture A and θ is the angle of the field point from the surface normal. Despite the general success of this formula, it is well known that the simultaneous boundary conditions onũ and ∂ũ∕∂z are inconsistent and that the Fresnel-Kirchhoff diffraction integral yields inaccurate results for classic problems such as Poisson's spot [11] .
These inconsistent boundary conditions were removed by Sommerfeld, who chose a monochromatic Green's functionf ω; ⃗ r that vanishes everywhere on the x, y plane except at the origin. This Dirichlet boundary condition can be derived [12] from the impulse response of the infinite free space of Eq. (2) by using an image source in the plane z 0,
The monochromatic impulse response is found to be [9] f ω; ⃗ r 1 ∓2π
where the upper sign is for z > 0. This three-dimensional (3D) impulse response is a physically reasonable choice for a planar boundary because it reduces to a 2D impulse δx; y on the plane as shown in Fig. 2 . The free-space impulse responsegω; ⃗ r does not have this property.
If we now assume the Sommerfeld boundary conditions, which are that the field is zero on the opaque screen and unperturbed within the aperture, the monochromatic diffracted field can be written [9] as the convolution of the field on the surface S and the impulse responsẽ uω; x; y; z
which is the Rayleigh-Sommerfeld type I diffraction integral [9] . This equation has several important properties. First, the choice of impulse response requires that the boundary be a flat plane. Second, within the limitations of the assumed boundary conditions, the integral includes both propagating (jk∕R) and evanescent fields (1∕R 2 ), which in turn means that arbitrarily rapid variations of the boundary conditionũω; x 0 ; y 0 ; 0 are properly represented in the radiated fields as propagating and evanescent waves. Third, if the 1∕R 2 term in parentheses is retained (which it often is not [1] ), the solution is accurate both in the far field and arbitrarily close to the aperture [13] . Finally and critically for the rest of this paper, the scalar Rayleigh-Sommerfeld diffraction formula reproduces the fields on the boundary. These fieldsũω; x 0 ; y 0 ; z 0 0 are typically taken to be the product of an incident fieldũ i ω; x 0 ; y 0 ; z 0 0 and a transmission function T x; y.
The Rayleigh-Sommerfeld diffraction formula is in the form of a convolution of the boundary field and an impulse response; thus it can also be written as a product of a spatial-frequency spectrum [14] of the boundary field and a transfer function that is the Fourier transform of the impulse response. The transfer function can be most efficiently found using the Weyl representation of a z-propagating spherical wave as a sum of plane waves weighted by 1∕k z . The integral is over all transverse k including both propagating and evanescent components [15] ,
q and where k x ; k y ; k z are the Cartesian components of the wave vector of each plane wave in the expansion and represent the radian spatial frequency of homogeneous waves k i 2π∕λ i along each direction i x; y; z with period λ i . This can be manipulated [16] to find that the Fourier transform of the Sommerfeld monochromatic scalar Green's functionf ω; ⃗ r given by Eq. (6) can be expressed as an equally weighted integral of homogeneous (k This can be interpreted as a Fourier transform in the x, y plane of a delta function on this boundary followed by multiplication by the propagation transfer function exp−jk z z for z > 0 and then an inverse Fourier transform. Thus, the RayleighSommerfeld diffraction formula is equivalent to nonparaxial scalar Fourier Figure 2 Rayleigh-Sommerfeld scalar impulse responsef ω; ⃗ r in the x, z plane represents an infinitesimal point on the z 0 plane radiating into the right half space. This can be interpreted as the radiation pattern from an infinitesimal pinhole in an opaque screen illuminated from the left. Contours, jf j; gray scale,
optics. The properties of the fields calculated by the diffraction integral must therefore also be true for the fields calculated via Fourier optics including the accurate reproduction of the boundary condition, which can be seen by setting z 0 in Eq. (9) .
Based on this equivalence, extension of Fourier optics to the isotropic vector case can be obtained from the vector Rayleigh-Sommerfeld type I diffraction formula. This can be written as a Green's function in terms of the tangential fields on the boundary [15, 17] in a form similar to the scalar integral, Eq. (7), ⃗ Eω; x; y; z − 1 2π
where ⃗ R is the vector from the source point x 0 ; y 0 ; 0 to the field point x; y; z, R is the unit vector in the same direction, andẑ is the unit vector normal to the plane. It is convenient to rewrite this expression to show that the radiated fields depend only on the tangential components of the electric field on the boundary
where ⃗ E ⊥ ≡ E xx E yŷ are the tangential components of the electric field and ∇ ⊥ ≡x∂∕∂x ŷ∂∕∂y is the tangential gradient operator. The first term in this equation is simply the scalar diffraction integral, Eq. (7), for the x and y components on the boundary, which independently generate E x and E y fields in the space z ≥ 0. The new second term generates E z fields, and its interpretation is not entirely obvious in this form. It will become clear in the Fourier version, below. However, since this term is directed normal to the boundary, the vector Rayleigh-Sommerfeld diffraction integral has the property of reproducing the tangential but not the normal electrical fields on the boundary. This conservation of tangential electric fields (only) is the vector generalization of the scalar Rayleigh-Sommerfeld integral. This motivates the conservation of tangential electric fields as the guiding principle when generalizing to the anisotropic case. Equation (11) can be written as convolution of the tangential vector electric field with a monochromatic vector impulse response
where ϕ and ψ are polar and azimuthal angles of a spherical-coordinate system oriented to the vectorζ, which is in the plane of the boundary and orthogonal to the tangential component of the linearly polarized electric field on the boundary, as shown in Fig. 3 (right), such thatζ · ⃗ E T ζ ·ẑ ⃗ r ·ψ ζ ·ψ 0. As it must, this expression agrees with the scalar version, Eq. (6), for s polarizations with field points that lie in the plane orthogonal to the tangential electric-field polarization. For all other field points whose polarization is not purely s, the functional forms differ in their obliquity factor. This difference succinctly illustrates the error in using scalar Fourier optics for 2D nonparaxial boundary value problems. Note that, although the vector impulse response has similar character and shares the nomenclature with the fields radiated from a vector dipole in free space, no general 1∶1 relation exists because the distribution and polarization of the evanescent and far fields here depend on the orientation of the boundary plane with respect to the source [18] .
This monochromatic impulse response can be inverse Fourier transformed to yield the Sommerfeld spatio-temporal vector Green's function for isotropic media [19] ,
where the coordinate system is the same as that in Fig. 3 . As shown in Fig. 4 , this impulse response has a derivative character consistent with Eq. (5).
Since the vector diffraction integral has the character of a convolution integral of boundary fields with a spatio-temporal impulse response, Eq. (13), it can alternatively be written as a product of the spatio-temporal Fourier transform of fields on the boundary and a transfer function that depends on temporal and two spatial frequencies. This transfer function has recently been derived [8] , again by employing the Weyl integral. The transfer function is found to be the same as that in isotropic scalar materials, exp−jk z z, and the radiated fields again depend only on E ⊥ ,
where ⃗ Eω; k x ; k y ; z is the component-by-component 3D t; x; y spatiotemporal Fourier transform of the vector electric field and ⃗ k ⊥ ≡ k xx k yŷ is Figure 3 Left: monochromatic scalar isotropic planar impulse response given by Eq. (6). Right: monochromatic vector isotropic planar impulse given by Eq. (12) . The real part of the electric field greater than zero is rendered as gray scale. The s-polarized impulse response in the plane perpendicular to the tangential electric field (shown as a red vector on the boundary) is identical to the scalar case and has the character of a δ function on the boundary. The p-polarized impulse response in the plane that contains the electric field of the source has the character of a δ function on the boundary for the tangential but not the normal component of the field.
the transverse portion of the 3D wave vector, ⃗ k. The key result for this work is the form of the boundary condition in the braces of Eq. (14) . As in the isotropic vector Green's integral, Eq. (11), the first term reproduces the scalar Fourier optics result independently for the x and y electric-field components, while the second term generates electric fields normal to the boundary. Interpretation of this equation is aided by expanding the second term,
where tan θ x;y ≡ k x;y ∕k z . Note that for s polarizations, the term in square brackets is zero and the amplitude of the transmitted field is j ⃗ E ⊥ j, which is the scalar case, Eq. (9). However, in the case of p polarization, the amplitude of the transmitted field is j ⃗ E ⊥ j ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 2 tan 2 θ p j ⃗ E ⊥ j∕ cos θ, where θ is the angle between ⃗ k and z.
The meaning of this equation is illustrated in Fig. 5 . The vector incident field is first multiplied by the transmission function representing the scattering mask, which in the illustrated case is T x rectx∕L. The two tangential components of the resulting field are Fourier transformed, which in this case generates a boundary spectrum E x k x ; z 0 L sinck x − k sin θ inc L∕2. As shown in the figure, this spatial Fourier spectrum is matched at every spatial frequency onto the propagating mode at the same spatial frequency whose amplitude is selected to preserve the tangential electric fields. This tangential field matching generates the 1∕ cos θ term for p polarizations.
The origin of the z-directed electric fields radiated into the space is now clearthey are the E z components of the propagating and evanescent transversely polarized plane waves required to match the tangential electric fields on the boundary. This is the fundamental property of the scalar Rayleigh-Sommerfeld boundary conditions-the fields on the boundary are preserved by the radiated Figure 4 Left: spatio-temporal scalar isotropic planar impulse response given by the inverse Fourier transform of Eq. (6) [20] . Right: spatio-temporal vector isotropic planar impulse response given by Eq. (13), both plotted at fixed t versus z. The transverse coordinates are oriented to the linearly polarized tangential electric field. The infinitesimal-width function has been broadened for illustration to reveal that the function has the character of the derivative of a delta function, shown with the leading negative (red) and trailing positive (blue) edges.
wave. In the vector case, only the tangential electric fields are preserved and z-directed fields are simply those of the radiated modes that obey the boundary condition.
This vector boundary condition has several counterintuitive features. First, note that diffraction from the mask can generate waves not only whose propagation direction but also whose polarization is perpendicular to those of the incident wave, as shown by the wave labeled ⃗ k p in Fig. 5 . Second, in contrast to the scalar case, the amplitude of the radiated waves is not necessarily equal to the spectrum on the boundary when the radiated wave is not s polarized. This generates an effective filter on the radiation pattern, which in the case of p polarization in isotropic media has the form of cos θ inc ∕ cos θ x for the propagating modes. This implies that the amplitude of the radiated wave in the incident direction is what would be expected in the scalar case but that the amplitude increases to a singularity at θ x π∕2, which is the onset of total internal reflection. The origin of this singularity can be seen in the p-polarized horizontal slice of the vector spatio-temporal impulse response rendered in Fig. 4 (right). 
Interpretation of the isotropic vector Fourier boundary condition, Eq. (15), illustrated for a p-polarized plane wave incident at an angle θ inc on a rectangular aperture in an opaque screen (upper right). The aperture width, L, is chosen in this case to be equal to λ x , the period of the incident wave on the boundary. The surface fields E x ω; x; 0 are the tangential components of the product of the incident field and the surface transmission function, T (upper left). The Fourier spectrum of these tangential fields (lower left) is the source for radiated waves that obey the wave equation and conserve the tangential electric field (lower right). The in-plane elliptical oscillation of the electric field in the evanescent regime is discussed below in Fig. 16 .
The function ⃗ f ω; ⃗ r given by Eq. (12) is the vector Green's function for radiation of electric fields from a planar boundary into an isotropic medium. Unfortunately, this has not been generalized to the case of arbitrarily oriented anisotropic media [21] . However, as shown in the next section, the Fourier transform of the Green's function-the transfer function-is known for arbitrary materials [1] , and thus it is possible to solve the general diffraction problem in Fourier space given a procedure to generate the radiated fields. The previous discussion indicates that compatibility with the vector Sommerfeld boundary conditions requires that the tangential components of the spatial-frequency spectrum of the electric field on the boundary ⃗ Eω; k x ; k y ; 0 be preserved in the radiated fields.
Generalizing this to the anisotropic case, one may enforce this condition by writing the boundary condition as a 2 × 2 linear system,
where 1 and 2 refer to the two allowed polarizations, E t 1;2 are the complex amplitudes of the two transmitted waves,ê 1;2 are the associated unit electric-field polarizations (found in the following section), and ⊥ refers to components in the x, y plane as before. Note that this equation only has meaning in the spectral domain where the condition can be written as a sum over eigenfunctions of the wave equation on the boundary; however, we have omitted the temporal and spatial-frequency dependence ω; k x ; k y of all variables for brevity.
The solution to Eq. (16) can be written in the following convenient form:
Here we have defined two vectors ⃗p 1;2 that serve to project the 3D incident field polarization into the two radiated field amplitudes at each temporal and transverse frequency that obey the boundary condition on the conservation of tangential fields. The z component of both nonunit vectors ⃗p 1;2 is zero, so one could write Eq. (17) in terms of only tangential fields, but this form is more convenient for operations on electric fields that are vectors in three dimensions and will be required when we include Fresnel reflections, below. To confirm that this formalism is consistent with vector Rayleigh-Sommerfeld, letê 1 ŷ be the s polarization andê 2 k z ∕kx − k x ∕kẑ cos θx − sin θẑ be the p polarization for waves with ⃗ k in the x, z plane. The first form ofê 2 with k ≡ j ⃗ kj is general to homogeneous and evanescent modes, while the second is restricted to the propagating regime where θ has meaning. The two polarization projection vectors become
which agrees with the vector Fourier optics transfer function derived previously. Again, the first form for ⃗p 2 applies to p polarizations with both propagating and evanescent spatial frequencies.
The projection vectors defined in Eq. (17) extract the Fourier spectrum of each of the two polarized propagating or evanescent plane waves given a vector electric field ⃗ E i t; ⃗ r incident on a scattering plane represented by a multiplicative thin transparency function T x; y as
where E t m are the complex electric-field amplitudes of each of the two transmitted polarizations m 1; 2. Note that the transmission function T could be timedependent, could be a dispersive function of temporal frequency, and/or could be generalized to a spatially varying 2 × 2 Jones matrix to represent, for example, a segmented waveplate on the boundary.
The most important property of Eq. (19) is that it generalizes directly to the case of an anisotropic material behind the scattering surface. That is, ifê m ω; k x ; k y represent the unit polarizations of the two propagating modes in an anisotropic, gyrotropic, and/or diattenuating material, Eq. (19) calculates the amplitudes of those two propagating modes such that the vector Rayleigh-Sommerfeld boundary conditions are obeyed. We turn next to the calculation of these polarizations and associated transfer functions.
Anisotropic Transfer Function
We review the derivation of the characteristic equation for anisotropic media in both spherical and Cartesian coordinate systems to draw a parallel with the source-filled infinite-space and source-free infinite half-space impulse responses,gω; ⃗ r andf ω; ⃗ r . The Cartesian version, derived first by Booker [4, 5] is shown to supplement Eq. (19) with the required polarizations and transfer functions of the propagating and evanescent modes. This combination of the boundary conditions derived from the vector Rayleigh-Sommerfeld diffraction integral and the polarizations and transfer functions provided by the Booker quartic yields a compact analytic expression for diffraction from the boundary of a crystalline material described by a general dispersive dielectric tensor.
The source-free wave equation for a vector electric field propagating in a material with homogeneous real relative dielectric and conductivity tensors ε 0 t andσt can be written
where the time dependence of the constitutive parameters represents the impulse response of each tensor component and is the temporal convolution operator. 
whereĪ is the identity tensor and the dielectric tensor has been taken to be complex asεω ≡ε 0 ω jε 00 ω ε 0 ω − jσω∕ωε 0 . We restrict this discussion to nonmagnetic media (that is,μ Ī) that are typical of naturally occurring optical materials; extensions to the dielectric-magnetic case can be found in [5, 21] .
In an infinite homogeneous volume, it is natural to write the wave vector in spherical polar coordinates consisting of an amplitude k that depends on the direction described by a unit vectork, that is, ⃗ k kk, where k is a function ofk. Inserting this into Eq. (21) and setting the determinant equal to zero to find the nontrivial solutions yields the characteristic equation [5, 21] for the refractive index n ≡ k∕k 0 as a function only of material propertiesε and propagation directionk,
where adj is the matrix adjoint operator adjĀ Ā 2 − TrĀĀ (21), the associated electric-field polarization,ê m , is the eigenvector whose eigenvalue is zero. Alternatively, rearranging the dispersion equation gives the solution for the eigenpolarization in any directionk not along an optical axis (so that k 2 is not an eigenvalue of k 0ε ) Figure 6 shows these k surfaces and polarizations for uniaxial and biaxial anisotropic media.
The relationship of this k surface to the isotropic Green's functiongω; ⃗ r can be understood through its Fourier transform. For the case of an isotropic medium [22] , Index or "slowness" surfaces, solutions to Eq. which is the transfer function. In this infinite homogeneous space, the solutions of Eq. (22), ⃗ k nω∕ck, are thus the poles of this four-dimensional transfer function. Physically, these poles act as filters on the sources in the volume, selecting only the phase-matched propagating modes allowed by the wave equation. As shown next, the relationship between the solutions of the characteristic equation and the transfer function is quite different for the planar-boundary problem.
The planar-boundary problem begins with Eq. (19) . This equation uses the incident electric field and surface transmission function to calculate the amplitude of the two vector modes on the surface z 0, which, when integrated over temporal frequency ω and two transverse spatial frequencies k x , k y , match the tangential electric fields just past the mask. Since the transverse spatial frequencies are known for each of these modes, the proper representation for the wave vector in this planar-boundary case is not spherical but Cartesian, ⃗ k k xx k yŷ k zẑ . The single unknown variable in this representation is k z , which is the spatial frequency in the direction normal to the boundary launched into the volume by a particular spectral mode ω; k x ; k y on the boundary.
Substituting this expression for ⃗ k into Eq. (21) and again setting the determinant equal to zero yields the Booker quartic [4, 5] , which is the characteristic equation for the z-directed component of the wave vector given the temporal and two transverse spatial frequencies:
The coefficients of the fourth-order polynomial depend only on the complex relative dielectric tensorε, the orientation of the surface with normalẑ, the temporal frequency ω ck 0 , and the two transverse spatial frequencies ⃗ k ⊥ ≡ k xx k yŷ :
Note that k ⊥ ∕k 0 n sin θ is the magnitude of the transverse spatial frequency normalized to 1∕λ 0 . It is equivalent to the numerical aperture, and its conservation at the boundary is the anisotropic generalization of Snell's law. Also note that time-domain dispersion is described by the dependence of the components of ε on ω via the inverse Fourier transform to the time domain.
As in the infinite-space case, the four solutions of the polynomial, k z;m ω; k x ; k y , m 1…4, consist of two forward-and two backward-traveling waves; however, these are now defined relative to the boundary,ẑ. Unlike the sphericalcoordinate case, the four eigenvalues k z;m do not necessarily obey inversion symmetry; that is, their magnitudes are in general unique. Forward modes can have phase velocity with a negative z component (see Fig. 16 below) , so the mode direction must be determined from the outward normal to the k z surface, which is the Poynting vector, ⃗ S. The direction of power flow with respect to the surface normal, ⃗ S ·ẑ, can be found either from the z component of the complex
The electric-field polarizationsê p are found from Eq. (21) . The magnetic field associated with each unit-amplitude electric-field polarization is easily calculated from Faraday's law as ⃗ h m ≡ ⃗ k m ×ê m . Note that these magnetic polarization vectors associated with unit electric polarizations are intentionally not normalized and instead have units of inverse meters. This will be convenient for Fresnel calculations below.
The generality and intuitive appeal of the k-space method arise from the solutions of Eq. (24), so we pause in the derivation to solve it for a number of material classes and orientations, shown in Figs. 7-15. For each of the cases, only the complex dielectric tensorε is changed. The two forward-propagating k z solutions are rendered versus k x and k y at fixed ω. The dominant behavior in the ω axis is the light line k ωn∕c with deviations from this line caused by material dispersion as indicated by the ω dependence of the components of the dielectric tensor. Figure 7 shows the monochromatic k space of the isotropic material class in views that are oblique (left) and perpendicular (right) to the k x ; k y plane. Polarizationsê p are always tangential to their associated k surface and are thus are conveniently visualized as vectors on the k z surface. They are rendered as continuous contours in the propagating regime and as individual vectors in the evanescent regime. When k z has an imaginary component as in the evanescent regime Isotropic lossless. Solution of the monochromatic Booker quartic showing k z;m k x ; k y as surfaces andê m k x ; k y as polarization vectors for both polarizations m 1 (ordinary, blue) and m 2 (extraordinary, green) for an isotropic medium with n 1.5. Real parts of k z are shown as translucent surfaces with continuous polarization contours, while imaginary parts of k z are shown as nearly transparent surfaces with individual polarization vectors. Slices through the origin are rendered on the plot boundary as solid (real) and dotted (imaginary) lines. Polarization vectors are rendered as the trajectory of the electric-field vector in real space over ¾ of an optical cycle, which reveals that extraordinary polarizations are complex in the evanescent regime.
(or in a lossy material, as discussed next), any polarizationê p with a z component must also be complex in order to be orthogonal to the complex k z surface. This results in extraordinary polarizations that oscillate elliptically in the plane of incidence. Note that the polarizations are degenerate everywhere for this symmetry class, so for clarity of numerical rendering, ε 33 is taken to be infinitesimally larger than ε 11 and ε 22 . The k z surfaces within the propagating regime are the expected section of a sphere, while the k z surfaces in the evanescent regime are a hyperboloid of revolution about the k z axis. Figure 8 shows an isotropic absorbing material. There are several interesting differences between this figure and the previous. First, there is now no TIR regime-a real ray angle and z-directed power flow occur for all incident spatial frequencies, although at increasingly large loss. Consistent with this observation Figure 8 Isotropic attenuating. The material is the same as in Fig. 7 but with Uniaxial diattenuating aligned: same material as in Fig. 8 but with increased loss for z-directed polarizations. The nonzero elements of the complex dielectric tensor are ε 11 ε 22 1.5 2 − j0.5 and ε 33 1.5 2 − j1.0. The diattenuation optical axis is indicated with a red line.
is the fact that the loss term Imk z does not go as 1∕ cos θ z as would be expected from the geometry of a tilted ray refracting into a lossless material where θ z is the refraction angle from case (a). The differences arise because there is no eigensolution to Eq. (22) when the material has loss, which is consistent with the fact that the space is infinite. Conversely, the half space of Eq. (24) admits solutions with absorption that decay exponentially away from the boundary. Finally, although the perpendicular (right-hand) views would lead one to believe that the polarizations in Figs. 7 and 8 are the same, this is not the case. In the lossy case, the extraordinary polarizations are complex, oscillating in the plane of incidence. Figure 9 shows how anisotropic absorption, also known as diattenuation, breaks the degeneracy between the two polarizations. Since in this case ε 11 ε 22 , the k surfaces are degenerate when the polarizations are both orthogonal to z, or along the normal axis. The ordinary (blue) polarizations are always orthogonal to z, so they are identical to the isotropic case (Fig. 8) . Figure 10 shows the same material but with the dielectric tensor rotated by 22.5°around y. Uniaxial diattenuating tilted: same material as in Fig. 9 , but the dielectric tensor has been rotated by 22.5°around the y axis. The diattenuation optical axis is indicated with a red line. Figure 11 Uniaxial birefringent aligned. The ordinary index is 1.5, and the extraordinary is 1.7. The retardance optical axis is indicated with a black line. Figures 11 and 12 show the computed k surfaces for a uniaxial birefringent crystal with the axis oriented normal to and tilted away from the boundary. Within the propagating regime, the surfaces are the same as those calculated from the spherical-coordinate characteristic equation, Eq. (22), which can be seen by comparison with Fig. 6 , left. Equation (22) cannot predict the evanescent regimes, however, since these depend on the orientation of the boundary. It also cannot predict the existence of waves with negative z-directed phase velocity (as noted by the black arrow in Fig. 16 ). We will return to this interesting feature shortly. Finally, note that all polarizations in the evanescent regime of the tilted Figure 12 Uniaxial birefringent tilted: same material as in Fig. 11 , but the dielectric tensor has been rotated by 22.5°around the y axis. A 2D slice through this case is shown in Fig. 16 , where it can be seen that there is a region near TIR of the extraordinary mode where the Poynting vector, determined by the outward normal of the k surface, is in the positive z direction but the phase velocity in z is negative. Figure 13 Uniaxial birefringent aligned and optically active: same material as in Fig. 11 , but with the addition of Hermetian conjugate gyrotropy of the form ε 2;1 −ε 1;2 j0.05. The view region is reduced to show how the opposing circular polarizations on axis evolve toward the uniaxial birefringent case away from the axis. Figure 13 shows the computed k surfaces for a uniaxial birefringent crystal with optical activity along the z axis. The optical activity breaks the degeneracy at the optical axis where the polarizations become circular. Note that the magnitude of the optical activity is exaggerated relative to naturally occurring materials for the sake of illustration. These polarizations evolve toward linear ordinary and extraordinary states away from the optical axis. This effect can be visualized with the conoscopy technique, illustrated in Fig. 19 . Subsection 6.4 discusses optical activity in more detail and provides the motivation for the form of the dielectric tensor used here.
Finally, Figs. 14 and 15 show the computed k surfaces of a biaxial crystal whose dielectric tensor is diagonal in the coordinate system of the boundary and one that has been tilted by 22.5°around y, respectively. As in the uniaxial case, the k surfaces and polarization states are the same as the spherical-coordinate system in the propagating regime, as can be seen by comparison with Fig. 6 , right. The tilted case shows the same behavior of negative phase velocity for the extraordinarylike polarization state near cutoff on the side toward which the axes have been tilted. When the crystal is tilted such that one of the optical axes is normal to the boundary, the resulting diffraction patterns are concentric rings, as shown in Fig. 20 below.
Given these solutions for k z as a function of temporal and two transverse spatial frequencies, what are they good for? The planar-boundary transfer function for the two modes in isotropic media, which is the Fourier transform of the isotropic vector impulse response ⃗ f ω; ⃗ r , is shown in Eq. (14) to be exp−jk z ω; k x ; k y z for both polarizations. By extension, the transfer functions for the two polarized forward-propagating modes of an arbitrary anisotropic half space are F m ω; k x ; k y ; z F t;xy f m t; x; y; z exp−jk z;m ω; k x ; k y z:
While the Green's functions for the two polarizations, f m t; x; y; z are not known in all cases, Fig. 7 illustrates that Eq. (24) can be numerically solved for k z;m and thus F m can be found for any dielectric medium regardless of Figure 14 Biaxial birefringent aligned: the diagonal terms of the dielectric tensor are ε 11 1.5 2 , ε 12 1.6 2 , and ε 33 1.7 2 . In this case, all polarizations are shown as individual vectors. As before, the optical axes are indicated with black lines.
anisotropy, gyrotropy, diattenuation, dispersion, or orientation [5, 7] . Combining these transfer functions with Eq. (19) for the amplitudes of the propagating modes generated from the Rayleigh-Sommerfeld boundary condition yields the vector, anisotropic extension of Fourier optics, ⃗ Et; x; y; z F 
The dyadic transfer function F encompasses all of the temporal dispersion and nonparaxial spatial diffraction properties of a vector field propagating in an anisotropic, dispersive dielectric mediumε given a vector electric field on the boundary z 0. The vectors ⃗p m ω; k x ; k y incorporate the RayleighSommerfeld boundary conditions, extracting the amplitude of the two allowed modes with polarizationsêω; k x ; k y such that tangential electric fields are conserved. The function k z;m ω; k x ; k y describes dispersion and diffraction including phase velocity (via the value of k z ), group velocity and anisotropic walk-off angle (via the first derivatives of k z with respect to ω and ⃗ k ⊥ , respectively), and characteristic dispersion and diffraction distances (via the second derivatives of k z with respect to ω and ⃗ k ⊥ , respectively), as well as all higher-order linear effects such as conical diffraction [23] . Biaxial birefringent tilted: same material as in Fig. 14, but the dielectric tensor has been rotated by 22.5°around the y axis. The black arrow highlights the region where the phase velocity of the forward-going wave is in the negative direction.
To illustrate Eq. (27) for an anisotropic vector version of Fig. 1 , consider an exaggerated positive uniaxial medium with ordinary and extraordinary refractive indices of n 11 n 22 ≡ n o 1.3 and n 33 ≡ n e 1.8, respectively, and an optical axis (ĉ) tilted by arctann e ∕n o from the surface normal in the x, z plane to maximize anisotropic walk-off, as shown in Fig. 16 . Again, we restrict ourselves to the monochromatic case, although the full dispersive vectorial spatio-temporal pulse propagation can be found from the monochromatic field components using the dispersive dielectric tensorεω and inverse Fourier transforming in time. The two polarizations with Poynting vector in the positiveẑ direction can be identified as ordinary and extraordinary modes. These are identical in the propagating regime to those shown in Fig. 6 (left) including spherical and elliptical slowness surfaces whose associated polarizations are tangential to the surface, oriented as latitudes and longitudes, respectively, with respect toẑ. For transverse wavelengths smaller than those allowed by the medium, k z becomes imaginary, indicating evanescent decay due to total internal reflection. Since this occurs when the Poynting vector is in the plane of the material boundary and the Poynting vector is normal to the k surface, the band of propagating Figure 16 Example calculation of the anisotropic 1 1-dimensional k surfaces (upper left), the two scalar polarization transfer functions (upper right), and the three nonzero terms of the tensor impulse response (lower) for a tilted uniaxial material in the plane of incidence containing the optical axis. Polarizations, rendered as black vectors on the k surface, are tangential everywhere to the k surface, and Poynting vectors, or walk-off, are perpendicular everywhere to the k surface. The k vector is complex for the evanescent spatial-frequency bands; thus the extraordinary electric-field polarization in the x, z plane must also be complex via Gauss's law ⃗ k ·ε ⃗ E 0. The extraordinary modes also have a phase velocity into or out of the boundary (depending on the sign of k z ) that can be negative for forward-traveling modes, as indicated by the black arrow. spatial frequencies is bounded by the locus where the k surface is tangential to the z axis. As indicated by the solid black arrow, the extraordinary mode has a narrow band where the z component of the phase velocity is negative despite the z component of the Poynting vector being positive.
The two m 1; 2 scalar transfer functions, expjωt − k z;m k x z, illustrated in Fig. 16 (upper right) for a fixed time t, show the combined effect of the propagating (k z real) and evanescent (k z imaginary) modes. The exponential decay length is 1∕Imk z , which reveals the dependence of frustrated total internal reflection (tunneling efficiency) as a function of spatial frequency. The z-directed period of oscillation is 2π∕Rek z , which reveals how the spatial-frequencydependent accumulation of phase causes diffraction. It is interesting to note that the extraordinary polarization exhibits a nonzero real part of k z in the evanescent regime indicating a spatial oscillation of the field in z as well as the usual exponential decay. This occurs only for tilted anisotropic crystals when the k z versus k x surface is not circular.
These two modal transfer functions versus k x and z are multiplied by the dyad ⃗p mêm , summed, and inverse Fourier transformed in k x to find the impulse responses versus x and z. These functions map each E field component on the boundary to each E field component in the half space. The three nonzero terms out of the possible nine are shown in Fig. 16 (lower) . The ordinary or s-polarized impulse response f Y Y is identical to the scalar case shown in Fig. 2 . The diagonal terms of the tensor impulse response have the character of a delta function on the boundary, although f X X has the elliptical symmetry expected of the extraordinary mode. The anisotropic walk-off angle, which is the direction normal to the k surface, is seen in the f X X and f X Z impulse responses to be the angle at which the phase fronts are parallel to the boundary, which is consistent with the HuygensFresnel principle. The f X Z impulse response is not a delta function at z 0 and instead is maximum for waves parallel to the boundary, consistent with Fig. 3 . A portion of the extraordinarily polarized angular spectrum near cutoff (marked by the black arrow) has z-directed phase velocity less than zero despite having a Poynting vector, which is normal to the k surface, directed in positive z.
This procedure calculates the spatio-temporal vector transfer and Green's functions for any lossy anisotropic dielectric material in any orientation relative to the boundary. The transfer functions enable the efficient calculation of the vector diffraction from any given incident field and mask on the boundary of this material, as illustrated in Fig. 17 for a slit illuminated by a normally incident polarized monochromatic plane wave. This example with 1D variation on the boundary simplifies illustration, but the method applies generally to incident fields with two transverse spatial plus temporal variations that are included with an additional temporal Fourier transform at the boundary, propagation of each spectral component, and an inverse temporal Fourier transform at each position throughout the propagation region.
Fresnel Transmission between Arbitrary Materials
Most anisotropic diffraction problems (e.g., electro-optics or acousto-optics) involve diffraction from the boundary of a crystalline material, and thus reflections at the plane of the mask can be significant. The Rayleigh-Sommerfeld boundary conditions assume no reflections in the aperture, equivalent to identical materials before and after the mask. A reasonable generalization of the Rayleigh-Sommerfeld type I condition is to assume that the radiated fields within the aperture are equal to those calculated by Fresnel transmission in the absence of the mask and zero elsewhere. The solutions of the Booker quartic enable a general solution to the Fresnel boundary problem in the form of a Fourier-domain dyadic transfer function. The result is a closed-form expression for the Fresnel coefficients for a boundary between two arbitrary dielectric media for all temporal and transverse spatial frequencies including evanescent fields on both sides of the boundary [4, 24] .
The generalized Fresnel coefficients are found from continuity of the tangential electric and magnetic fields at the boundary between the two materials in the absence of the mask. (While this boundary condition is appropriate for an arbitrary anisotropic dielectric medium, it may not yield correct results for optically active crystals, where it has been proposed that the normal components of B should be conserved rather than the tangential components of H [25] ). Our Fresnel coefficient analysis presumes that the incident fields exist in a homogeneous material and thus can be written as a weighted sum of two eigensolutions of the wave equation,
2 , for each temporal and transverse spatial frequency. Using the polarizations previously found, the boundary problem can be written in the spectral domain as a 4 × 4 linear system and solved independently for each incident polarization n 1; 2 for each temporal and spatial frequency:
where superscripts i, t, and r refer to the fields incident on, transmitted through, and reflected from the boundary, respectively, and ⊥ refers to the transverse Vector anisotropic diffraction of a single-frequency plane wave, polarized 45°b etween x and y, normally incident on an x-directed rectangular slit five λ 0 wide bounding the tilted uniaxial material described by Fig. 16 . The x, y, and z components of the magnitude of the ⃗ E field are rendered as green, blue, and red, respectively. Note that extraordinary (p) waves in green and red walk off in the positive x direction due to the tilt of the k z surface while also diffracting due to the curvature of the k z surface and that these E x and E z diffraction patterns are not identical, as expected by the different impulse responses shown in Fig. 16 . The singularity for p-polarized waves discussed previously generates waves at z 0 traveling along the boundary that then interfere to create the oscillations in E z z 0.
components of the vector; ⃗ h ⃗ k ×ê are the magnetic polarizations associated with each normalized electric polarization. Note that ⃗ h is not normalized to unit magnitude. The solutions to this system are the 2 × 2 Fresnel transmission and reflection coefficient matrices, E t m τ m;n E i n and E r m ρ m;n E i n , that relate the two incident n 1; 2 to the two reflected m 1; 2 and two transmitted m 1; 2 eigenmodes: 
where the first subscript in parentheses applies to m 1 and the second to m 2. While these expressions are lengthy, they have the advantage of complete generality in that they apply to any two materials described by dielectric and conductivity tensors and to modes in the propagating and evanescent regimes. All of the terms on the right-hand side can be derived analytically or found numerically from the Booker quartic at all temporal and transverse spatial frequencies. Via this use of transverse spatial frequencies and not propagation angles, the resulting Fresnel equations avoid transcendental expressions that can often arise in anisotropic boundary value problems.
From this equation, one can write the solution to the Fresnel boundary problem in terms of just incident and transmitted vector electric fields via a series of simple substitutions as
where m 1, 2 are the two transmitted modes and n 1, 2 are the two incident modes for each k x , k y , and ω. Because the two electric-field polarizations at a particular transverse spatial frequency are not guaranteed to be orthogonal, one must define two Gram-Schmidt vectorsŝ i n whose projection onto the incident vector electric field ⃗ E i yields the amplitude of the eigenmodes E i n . With sufficient symmetry,ŝ i n e i n , and for weak anisotropy,ŝ i n ≈ê i n . Note that the vectorsŝ i n project the 3D electric-field vector onto the two 3D eigenpolarizations in the incident half space, while the previously introduced vectors ⃗p 1;2 implement the Rayleigh-Sommerfeld vector boundary condition by projecting the 2D transverse components of the electric-field vector onto the 2D transverse components of the eigenpolarizations of the transmitted half space.
This equation defines the dyadic T ≡ P m;n τ m;nŝ i nê t m that is the vector anisotropic generalization of the Fresnel transmission coefficient for the scalar s or p polarization transmitting through a boundary between isotropic materials. A similar expression can be defined for the reflected fields. Note that this expression applies to all transverse spatial and temporal frequencies including evanescent/ evanescent and evanescent/homogeneous mode coupling across the boundary.
To see that this reduces to the familiar isotropic case, consider incident and transmitted modes 1 and 2 that are the s and p polarizations of isotropic media with index n 1 and n 2 . Equations (30) and (31) simplify to 
where
q is the magnitude of the transverse spatial frequency. The first equations hold for all transverse spatial frequencies, while the second set reproduces the expected Fresnel coefficients, t s and t p , in the propagating regime where k T < n 2 ω∕c. The last expression predicts the transmitted electric field just after the boundary
p as expected. This form of the Fresnel equations complements the solution to the vector anisotropic Rayleigh-Sommerfeld solution found previously since both can be written as dyadic transfer functions operating on the 3D Fourier transform of the forward-propagating vector electric field:
fF t;xy ⃗ E i t; x; y; 0gTε 1 ;ε 2 ; ω; k x ; k y ; ⃗ Et; x; y; z F −1 t;xy X 2 m1 fF t;xy T x; y ⃗ E t t; x; y; 0gFε 2 ; ω; k x ; k y ; z ;
These two equations, which make up the k-space formalism, calculate the Fresnel transmission T of a vector spatio-temporal wave packet ⃗ E i t; ⃗ r incident on a planar boundary between arbitrary materials described by dielectric tensors ε 1 and ε 2 , apply a mask T x; y to this transmitted vector pulse ⃗ E t t; ⃗ r , use the Rayleigh-Sommerfeld type I vector boundary condition F to find the radiated fields behind the mask, and propagate these fields into the half space of the second material. The Fresnel dyadic transmission function T and RayleighSommerfeld dyadic transfer function F depend only on the electric polarizations and wave vectors in the two media described by dispersive dielectric tensors, which, if known analytically, enable them to be found in closed form including evanescent fields. Alternatively, the Booker quartic can be numerically solved to calculate T and F. The results have no approximations save those inherent to the Rayleigh-Sommerfeld boundary conditions. We illustrate the generality of this method in the next section to solve several classically difficult problems of vector diffraction in anisotropic media.
Vector and Anisotropic Diffraction Solutions
To demonstrate the utility and accuracy of the vector Fourier method, we show calculations in isotropic, uniaxial, gyrotropic, and biaxial materials. Crystalographic axes are oriented along the propagation axes, near the axis, and far from the axes in various cases to demonstrate generality. The results are compared to other electromagnetic calculation methods as well as experiment. In all cases, the calculations are performed by finding the two surfaces k z ω; k x ; k y from Eq. (24) and propagating the incident fields into the volume with Eq. (27) . This unified approach is much simpler than the traditional calculations [26] for these problems that can be quite involved.
Validation of Vector Fourier Transfer Function
The vector Fourier propagation equation, Eq. (27), was derived with no approximations from Maxwell's equations save the Rayleigh-Sommerfeld boundary condition. To validate that it can accurately compute vector fields in near through far zones, we compare it to the finite-difference time-domain (FDTD) method [27] in 2D. Figure 18 shows that the Fourier and FDTD results overlay for both s and p polarizations arbitrarily close to the aperture when the Rayleigh-Sommerfeld aperture condition is enforced in the FDTD calculation, confirming that the Fourier propagator is electromagnetically rigorous to within the RayleighSommerfeld approximation. Alternatively, when a metal aperture is illuminated with a tilted plane wave in the FDTD simulation, the fields in the aperture are not precisely equal to the unperturbed plane wave and thus the diffracted fields are also slightly different, illustrating the approximation inherent in the RayleighSommerfeld integral. Note that the amplitude of the propagating mode in the p-polarized case does not equal the aperture transmission function (lower left) because of the effective spectral filter discussed in Fig. 5 required to match the tangential boundary condition on E x . However, it can be seen that this is actually a better match to the true fields in the aperture than the aperture transmission function, T .
Conoscopy of Uniaxial and Gyrotropic Crystals
A common technique employed to accurately locate the optical axis of a uniaxial crystal is conoscopy, named for the rapidly diverging cone of linearly polarized light used to simultaneously probe the k surfaces and polarizations of the crystal at a range of spatial frequencies [28] . As shown in Fig. 19(a) , each spatial frequency of the incident field experiences birefringence with a different retardance and principal-axis orientation. An orthogonal analyzer therefore reveals the orientation of the optical axis as the center of the "bulls-eye" intensity pattern created by the quadratic angular dependence of the multiple-order waveplate.
Calculating this pattern as a function of angle via the anisotropic Snell and the optical path length of rays can be quite challenging [29] ; however, this calculation is performed in the spatial-frequency domain (b) via a single application of Eq. (27) . The Fourier calculation is similarly straightforward for an arbitrarily Comparison of vector Fourier optics and FDTD for tilted s-and p-polarized plane-wave illumination of a metal slit. The amplitude of the transverse electric field (E z ) is rendered in the case of s polarization (top), and the amplitude of the transverse magnetic field (H z ) is rendered in the p-polarization case (bottom). The Fourier calculation (blue) exactly matches the FDTD result (black dots) when the Rayleigh-Sommerfeld boundary condition is enforced in FDTD by filling the aperture with a tilted polarized plane-wave source. When an air-filled metal slit is instead illuminated from the left with a propagating plane wave, currents at the metal edges create ripples in the aperture field, breaking the Rayleigh-Sommerfeld approximation and slightly changing the radiated fields (red line).
cut crystal that is both uniaxial and gyrotropic, as shown in the experimental comparison of (c) and (d).
Conical Refraction in Birefringent Crystals
Internal and external conical refraction of light propagating along the axis of a biaxial crystal was predicted [30] by Hamilton in 1833 and has been referred to as "among the most beautiful and striking effects arising in crystal optics" (Raman, 1941). Internal conical refraction arises from the double cone shape of the interpenetrating k surface near the optical axis and the subsequent anisotropic power walk-off caused by the Poynting vector, which is normal to this surface. The k-space calculation, as shown in Fig. 20 , is identical to that of Fig. 19 save that the elements and orientation of the dielectric tensor have been modified, and the crystal has been aligned with its surfaces perpendicular to one of the optical axes. The k-space surfaces on the left graphically illustrate that the origin of the effect is Poynting walk-off, and the tilt of these surfaces around the optical axis provides the expected diameter of the light ring upon exit surfaces, resulting in the cusp on the front of the lower surface and on the back of the upper surface, and this leads to a null in the propagating rings. As shown on the right, the ring expands linearly with propagation in the crystal but would then exit the crystal face at normal incidence as a hollow cylinder of light. For sufficiently well-resolved beams, the splitting of the ring into two Poggendorff [23] rings becomes apparent at larger propagation distances. This is due to the slightly different tilts of the two surfaces with the outer ring due to the downward curving inner surface and inner ring due to the dimple in the outer surface.
Comparison with Existing Techniques
The problem of diffraction from a planar boundary has been extensively studied for more than a century. We summarize here the most relevant literature in order to place this review in the context of that rich history.
Isotropic Media
The foundation of Fourier optics is the solution of the 3D wave equation as a homogeneous expansion of uniform plane-wave components. This was first introduced in 1903, and we will refer to this as the angular spectral decomposition [31] . In 1919 Weyl developed an integral representation that resolved the monochromatic dipole radiation field into a spectrum of plane waves on a planar boundary that included both the homogeneous propagating and the inhomogeneous evanescent components, which we refer to as the transverse Fourier expansion [32, 33] . The connection between these two approaches was elucidated in 1966 by Banos as a triple Fourier integral of wave vectors [22] , which was shown to be equivalent to the 2D transverse Fourier expansion of the Weyl integral. Since then thousands of papers and scores of books have utilized this spectrum of plane-wave representation [34] [35] [36] [37] . Many recent and classical texts emphasize a simplified analysis of scalar fields with a further simplification to the paraxial regime for ease of representation and manipulation [1] . However, the complete nonparaxial plane-wave decomposition [38] naturally incorporates the aberrations of free-space [39] and near-field phenomena [16] and provides an elegant Fourier formulation connecting the 3D field distribution with the far-field angular spectrum [40] .
The scalar isotropic transverse Fourier expansion has been extended in various ways. The vectorial generalization [8, 41, 42] can utilize a plane-wave decomposition of either the electric field [43, 44] or an electromagnetic potential such as the Hertz vector [45, 46, 47] useful for the formulation of volume source diffraction problems. Pulsed and time-varying fields can be modeled with an additional temporal Fourier decomposition [12] , and the mathematical consequences of diffraction of pulsed beams in free space [48] and in temporally dispersive materials has been evaluated using angular spectrum decomposition [49, 50] . Instead of using an angular expansion of the incident and refracted plane-wave components, the transverse Fourier expansion can be extended to include the evanescent contributions [51, 5] by instead writing an infinite integral over the 2D transverse plane-wave spectral components at a plane or planar boundary between two materials. This provides useful insights into the nature of evanescent fields by separately evaluating the propagating regime in which jk T j < k 0 and the evanescent regime in which jk T j < k 0 [18, 52, 53] . The 3D diffraction calculation can then be formulated as a 3D Fourier transformation of the k-space representation of the propagating field [54, 55] , which can be further generalized to the isotropic vectorial regime [56] .
Uniaxial Materials
The generalization to the case of uniaxially anisotropic media introduces significant analytic complexity, but closed-form solutions for propagation, reflection, and refraction can be found utilizing plane-wave decomposition [5] , and the physics have been clearly illustrated using wave-normal and ray-velocity representation surfaces [57] . Section 3 is founded on the coordinate-free formulation of the plane-wave decomposition [58] studied extensively by Chen, who provided all of the mathematical details to evaluate the propagation of electromagnetic plane-wave components across the planar boundary of a general anisotropic medium with particular attention to the uniaxial case [5, 59] .
The uniaxial planar boundary value problem has been extensively studied with monochromatic plane-wave expansions, either in the paraxial regime [60, 61] where Fourier optics have previously been extended to the anisotropic case [62] or with nonparaxial expansions [48] . These methods have been applied to interfaces between uniaxial media with arbitrary orientation of the optical axes [63] , and for isotropic-uniaxial interfaces [64] [65] [66] [67] [68] , including the reflection from absorbing uniaxial materials, as well as for simpler geometries with the optical axis normal to or parallel with the interface [69, 70, 71] . In addition to these lossless cases, absorbing uniaxial materials have been studied and shown to exhibit complex wave vectors [72] , elliptical eigenmodes [73] , and cones of waves where both eigenmodes have the same phase velocity [74] . These monochromatic studies are complemented by Kong, who provides an excellent introduction to the dispersion relations for anisotopic media and emphasizes the utility of the k-space surface as opposed to the wave-normal and ray surfaces for graphically computing phase matching at a boundary [75] .
We follow Nelson's suggestion in Sections 3 and 4 to avoid spatial boundary conditions by performing the refraction and transmission calculations in wavevector space resulting in generalized Snell's law and Fresnel's equations for anisotropic dielectric interfaces [76] . This yields the amplitude and direction of transmitted rays as well as Poynting's vector from the geometric normal of the wave-vector surface [77] [78] [79] [80] . This approach can be further extended to an anisotropic generalization of Huygens's principles using the ray surface to elucidate propagation in uniaxial media and to make the connection with double refraction and the ray direction [81, 82, 69] .
Fourier analysis of uniaxial propagation has been used to analyze a number of important specific cases, such as double refraction in calcite [83] , similar to Fig. 17 . As illustrated in Fig. 16 , this approach naturally provides insight into total internal reflection in uniaxial crystals [84] and the resulting evanescent fields [85] . Propagation near TIR gives rise to the intriguing D'Yakonov anisotropic surface guided wave, which has recently been observed experimentally for the first time [86] [87] [88] [89] . The Uller-Zenneck surface wave between isotropic materials (one of which is dissipative) has also recently been observed [90] . Important special case excitations of a uniaxial crystal including focused beams [91, 92, 93] , Gaussian beams [71, 94] , diffraction from apertures on the surface [95] , and dipole sources [26, 36, 96] have been studied numerically [97] and experimentally [98] .
Finally, we note that the complementary technique of anisotropic ray tracing is widely utilized to evaluate the effects of uniaxial optical components with planar boundaries [70, [99] [100] [101] [102] [103] [104] as well as lenses with curved boundaries made of uniaxial materials [105, 106, 107] . Anisotropic ray tracing has been used to study the angular and wavelength dependence of waveplates, but the analytically complicated interplay between the ray paths and accumulated phases along these paths [108, 109, 110] makes this approach challenging. In contrast, Fig. 19 illustrates the much simpler k-space formalism for the phase evolution in the direction normal to the surface as found from the roots of the Booker quartic,
Biaxial Materials
Biaxial crystals substantially complicate the intuitive understanding of anisotropic propagation but also introduce novel phenomena such as inner and outer conical refraction [23, 112] (see Fig. 20 ) as predicted in 1832 by Hamilton [30] using the ingenious geometry of the wave surfaces of anisotropic materials conceived by Fresnel, and observed by Lloyd in that same year [113] . Biaxial propagation is often explained in terms of the envelope of the wave planes of the wave-normal velocity surface giving the ray-velocity surface [34, 57] , consistent with Fig. 6 , in which properties are considered to be a function of propagation angle in the crystal [34] . Striking illustrations of these surfaces have been created via numerical propagation of a band limited dipole source [114] [115] [116] . Analytically complex anisotropic ray tracing or beam propagation is possible from this foundation, typically using the paraxial simplification [117] [118] [119] [120] [121] .
Alternatively, the Booker-quartic approach, Eq. (24), yields the magnitude and direction of the wave vector as a function of its transverse components [122] . Then the reflection, refraction, and propagation into the biaxial half space can be found using the corresponding eigenvectors and boundary conditions [2, 24, 78, 123] . Wahlstrom has used this approach to gorgeously illustrate biaxial conoscopy including dispersion of the axes, crossed plane axial dispersion, and rotation of the principal axes in monoclinics [57] . This has been extended to complete spatio-temporally dispersive propagation formulated in the ⃗ k; ω domain including spatially dispersive phenomena such as optical activity describable as a variation of the dielectric tensor with ⃗ k [124, 125] .
Optically Active Materials
Since the discovery 200 years ago of optical rotary power in chiral fluids, or the rotation of the plane of polarization due to circular birefringence, numerous approaches to modeling and describing optical activity in crystals have been employed and debated [124, 126, 127, 128] . Such gyrotropy can be due to chiral constituents or to structural helicity and is sometimes ascribed to the dispersive tails of circular dichroic absorption bands in the UV. Optical activity has been attributed to changing magnetic fields inducing circular electron motion in helical molecules or structures or due to spatially nonlocal dielectric material response. These disparate explanations have led to competing models for the material constitutive relations, in which the induced polarization is either proportional to the curl of the electric field or proportional to the time derivative of the magnetic field [126] . Reciprocity, duality, and time-reversibility considerations have led to symmetrized constitutive relations in which the material magnetization is driven by the curl of the magnetic field or alternatively by the time derivative of the electric field [129] . Just as causal dielectric response for the material polarization leads to temporal frequency dispersion, optical activity can be interpreted as the lowest-order Taylor expansion of a spatially nonlocal material response in which the material polarization contains a term proportional to the spatial derivative of the electric field. For time-harmonic plane-wave fields in anisotropic crystals, both types of models add a weak direction-dependent antisymmetric imaginary perturbation to the dielectric tensor, which can be interpreted as both a frequency and a wave-vector dependence of the dielectric tensor [124] . This is alternatively written as a third-rank antisymmetric gyration tensor times the wave vector or can be interpreted as the curl of an axial gyration vector with the electric field. The gyration vector is parallel to the wave vector and has a direction-dependent magnitude determined as a signed quadratic form of the wave normal with the gyration matrix [28, 130] . This pseudo-tensor displays the crystal point group symmetry for second-rank effects. Of the 21 noncentrosymmetric crystal point groups, 15 actually do possess gyrotropy (five biaxial, eight uniaxial, and two cubic, as well as bi-isotropic fluids) and exhibit direction-dependent optical activity, at least near the optical axes where they are not dominated by linear birefringence [131] . The interplay between the direction dependence of the linear birefringence as revealed by the roots of the Booker quartic and determined by the dielectric tensor [5] and the direction dependence of circular birefringence as manifested by the gyration pseudo-tensor leads to slight splittings of the k surface about the optical axes and yields directiondependent orthogonal elliptical eigenmodes with ellipticity increasing away from the optical axes, as can be seen in Fig. 13 [57, 132] .
The evaluation of reflection and transmission at the boundary of anisotropic optically active media modeled using the spatially dispersive dielectric constitutive relation has led to apparent discrepancies with the conservation of energy, as well as concerns about the lack of the required invariance of Maxwell's equations to duality transformations [133] . This has seemed to require instead the use of the symmetric constitutive relations [129] or, alternatively, a symmetric spatially dispersive constitutive relationship in which similar anisotropic gyration effects are required for material magnetization [134] . Microscopic mechanisms that have been used to self-consistently derive optical activity include interplay between electric and magnetic dipoles as well as electric quadrupoles, which can be incorporated into classical lattice dynamical theories [135] or into quantum mechanical descriptions [136] . By transforming Maxwell's equations and the microscopically derived material response for a half-space boundary with an optically active dielectrically anisotropic wave-vector dispersive medium into frequency and wave-vector representation, and using a self-consistent definition of Pointing's vector, Nelson has solved for the reflection and transmission coefficients. This wave-vector space approach does not require the use of Maxwell boundary conditions that can fail due to the presence of quadrupolar terms. He has shown that the reflection and transmission coefficients do indeed conserve energy, and he has argued against requiring symmetry of the constitutive relation because of the dissimilarity of the microscopic effects of electric and magnetic fields on matter [25] . We utilize a simplified version of his model by incorporating a small direction-dependent imaginary antisymmetric contribution in a modified dielectric tensor, which is of sufficient accuracy to explain the measured direction dependence of the optical activity observed in TeO 2 and shown in Fig. 13 .
Anisotropic Fresnel Coefficients and Multilayers
The study of anisotropic multilayer stacks is closely related to our results since the problem is naturally expressed in terms of Fresnel coefficients and propagation normal to the surface for each transverse Fourier component. The coupled boundary conditions can be formulated as a cascaded 4 × 4 matrix equation that can be solved for reflection, refraction, transmission, and polarization conversion for any incident polarization at any incidence angle (with corresponding transverse ⃗ k T ) onto an arbitrary anisotropic thin film stack [137, 138, 139] . Surprisingly this can be further reduced to a more compact 2 × 2 cascaded matrix equation [4, 7, 140] that can be used to solve this problem without any approximations found in earlier extended Jones matrix approximations [141, 142] that only solved for the off-axis transmission and neglected multiple reflections [143] . The propagation of a superposition of plane waves in terms of a paraxial expansion of the wave vector in anisotropic media [62, 119] has been extended to allow the computation of the propagation of Gaussian beams in such an anisotropic multilayer [144] .
Connection to Dyadic Green's Functions
Dyadic Green's functions, G ω ⃗ r , are commonly utilized in the analysis of anisotropic propagation of monochromatic waves. In the case of infinite uniaxial media, analytic forms of the dyadic Green's function can be found based on a Fourier inversion of the wave-vector expansion of the inverse wave matrix. Alternative analytic forms of the inverse wave matrix have been derived using dyadic and adjoint manipulations of the eigenequation for uniaxially anisotropic media [5, 145, 146] as well as for more general uniaxial bianisotropic media [147, 148] . The k-space forms of the dyadic Green's function, G ω ⃗ k, are available for all types of dielectrically anisotropic optical materials, although they cannot always be analytically inverse Fourier transformed to give G ω ⃗ r . The k-space form G ω ⃗ k can be explicitly written in terms of transfer function phase factors given by the Booker quartic solutions for the k surfaces along with projections onto the corresponding eigenpolarizations [149] .
Multiple studies have examined extensions to biaxial or uniaxial anisotropy. As is discussed in detail above, an important complication of the uniaxial case is optical activity that can occur in 8 of the 19 uniaxial crystal classes. This results in circular birefringence along the optical axis and angularly varying elliptical birefringence near the optical axis [132] and causes tiny deformation of the k surfaces around the optical axis [150] . The case of magnetically gyrotropic media is of less importance in optics but has received substantial attention in the electromagnetics literature due to its importance in plasmas with a DC magnetic field [5, 151] . General uniaxial media in which both the permittivity and permeability tensors are uniaxial arise in relativistic moving media [147, 5] . The Green's function for biaxial anisotropic media can be explicitly expressed as an angular spectrum expansion but cannot be analytically integrated to give the real-space form [152, 153, 154] , although it can be numerically computed [155] . This representation requires the solution of the biaxial dispersion equation or Booker quartic for the roots that give the wave vectors either in terms of the angle of propagation in an infinite medium [156, 157] , expressed in a coordinatefree form [78] , which yields a quadratic equation in n 2 symmetric with respect to direction or in terms of the Cartesian components of the 2D transverse wave vector, ⃗ k T , in either a crystallographic system [158] or a coordinate system perpendicular to the boundary that yields a full quartic [4, 7] . The search for analytic solutions for the infinite medium dyadic Green's function of a variety of special mathematically idealized bianisotropic materials fascinates theorists and is a goal on its own that is the subject of extensive analysis [21, 43, [159] [160] [161] , although these forms for exotic bianisotropic materials have not yet been utilized for solving practical applications in optics. Finally, it should be noted that there also exists vast Russian literature on the crystal-optics problems discussed here, following on the influential book by Fedorov that is only available in Russian [134, 162] , and while some of this literature is mentioned here, most of the Russian literature has not been included.
Conclusion
Our contribution to this extensive body of work is to provide a simple, unified approach to the calculation of anisotropic planar-boundary problems within the familiar framework of Fourier optics. The formalism, expressed compactly as Eq. (33), applies to any two materials that may be described by dispersive dielectric and conductivity tensorsε 1;2 t andσ 1;2 t separated by a planar boundary with a thin transmission function T x; y. It is exact to within the Rayleigh-Sommerfeld boundary approximation including propagation and evanescent modes, near and far fields, and Fresnel refection and transmission coefficients.
