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Résumé  Dans cet article on analyse la stabilité locale d'un algorithme auto-adaptatif capable de séparer des sources sta-
tistiquement indépendantes dont les kurtosis sont de signes diérents, l'un d'entre eux pouvant être très positif. Cet algorithme
s'interprète comme l'optimisation par un gradient relatif modié d'un critère de séparation. Par rappport aux kurtosis des sources,
on montre qu'il admet un domaine de stabilité complémentaire de ceux, plus classiques, découlant de l'optimisation du même
critère par un gradient relatif. Après avoir illustré ses performances sur des signaux synthétiques, on l'utilise pour séparer une
source épileptique des autres contributions cérébrales sur des signaux réels d'EEG.
Abstract  In this paper we analyse the local stability of a self adaptive algorithm which can separate statistically independent
sources with dierent kurtosis signs, one of them can even assume a very positive value. This algorithm can be interpreted as a
modied relative gradient optimization algorithm associated to a separation criterion. In terms of the kurtosis of the sources, we
show that its stability domain is complementary of the relative gradient optimization algorithm. Its good behaviour is illustrated
via simulated data and then demonstrated with real signals in an EEG analysis to separate an epileptic source from other brain
signals.
1 Introduction
La séparation de sources autodidacte a pour but de re-
trouver des signaux sources statiquement indépendants à
partir de la seule observation de plusieurs de leurs mé-
langes linéaires. Le principe fondamantal de cette tech-
nique est, à partir des observations, de construire des si-
gnaux les plus indépendants possible entre eux. Nous nous
intéressons à ces techniques dans le but de les appliquer
à l'analyse de signaux d'EEG. L'électroencéphalographie
permet de mesurer des diérences de potentiel grâce à des
électrodes positionnées sur le scalp. A un instant donné,
sur chaque capteur, le potentiel mesuré s'écrit comme une
combinaison linéaire des potentiels générés par des dipôles
modélisant les populations de neurones qui génèrent les si-
gnaux sources.
On se place ici sous l'hypothèse la plus simple d'un mé-
lange linéaire instantané non bruité et d'un nombre, m,
de sources égal au nombre de capteurs. A l'instant, n,













et de la matrice de mélange A
supposée inversible :
X(n) = AS(n) (1)





où chaque colonne de la matrice H correspond aux poids
d'un neurone linéaire qui doit extraire une source. Donc,
la séparation est eectuée lorsque l'on retrouve les sources
à une permutation près des indices et à m gains non nuls
près, c'est-à-dire, en appelant P une matrice de permuta-




A = P (3)
En l'absence de bruit additif, les algorithmes équivariants
[3] ont la propriété de séparer les sources avec des perfor-
mances indépendantes de la matrice de mélange.
Dans cet article, nous étudions la stabilité d'un algorithme
équivariant proposé par Malouche et Macchi dans [4] [5]
qui s'interprète comme l'optimisation d'un critère de sépa-
ration par un algorithme de gradient relatif modié. Nous
montrons que son domaine de stabilité par rapport au
kurtosis des sources est le complémentaire d'algorithmes
plus classiques comme le gradient relatif, dont la stabilité
est présentée dans [2]. Ainsi cet algorithme modié est
capable de séparer des mélanges comportant des sources
dont les kurtosis sont positifs (l'un d'entre eux pouvant
être arbitrairement grand) et une source de kurtosis néga-
tif. Après avoir vérié ses propriétés sur des signaux syn-
thétiques, on l'utilise pour séparer la source épileptique, de
nature impulsionnelle de kurtosis très positif, des autres
contributions cérébrales à partir de signaux d'EEG.
2 Critère de séparation optimisé par
un gradient relatif
On peut poser le problème de la séparation comme celui
de la minimisation d'un critère de séparation J(H) par















);  > 0 (4)
Il a été montré que la première partie de J(H) est un
critère d'extraction, ne nécessitant pas de blanchiment
des observations, ,qui agît séparément sur chaque neurone
en l'obligeant à extraire une source pure. Le facteur 
2
,
homogène à une puissance de sortie, détermine la puis-
sance de restitution des sources. La deuxième partie du
critère admet un maximun lorsque j det(H)j = 0, ce qui
pénalise le cas où H n'est pas inversible et empêche ainsi
deux neurones d'extraire la même source. De plus, la fonc-
tion logarithme simplie le calcul du gradient r
H
J(H)
qui ne dépend plus de j det(H)j
2
. Enn, l'optimisation de
J(H) par un gradient relatif permet de garantir la pro-
priété d'équivariance de l'algorithme, elle revient à rem-
placer l'incrément r
H





J(H). L'algorithme adaptatif A1 résultant
de cette approche a été proposé dans [1] avec  = 1, nous









H(n + 1) = H(n)   H(n) [Y(n)]
















 étant un petit pas d'incrémentation positif.
3 Stabilité des points stationnaires
de A1
Appelons C = A
T




Lorsque A est inversible, il est plus simple d'étudier l'al-
gorithme global C1,
(C1) : C(n + 1) = C(n)   C(n)(C
T
(n)S(n)) (7)
obtenu en multipliant A1 à gauche par A
T
. L'étude de la












, gradient de l'espérance de l'incrément de













An d'éviter l'utilisation de tenseurs on vectorise une ma-



























. En utilisant l'hypothèse






)] = ; 1 < i < m ; (10)
conséquence directe de (8) qui xe la valeur des gains 
i
,

















































































réduit donc à celui des matrices 2 2, B
ij
. On en déduit
que A1 est localement asymptotiquement stable autour de






















Ainsi, comme le montre la gure 1, A1 sépare les mélanges
dont toutes les sources sont de kurtosis négatifs. Le facteur
 permet aussi de séparer des mélanges comportant des
sources de kurtosis positifs mais inférieurs à .
4 Un gradient relatif modifé
Dans le but de séparer une source de kurtosis très po-
sitif dans un mélange pouvant comporter une source de
kurtosis négatif, ce qui est le cas en EEG en présence des
signaux épileptiques qui sont impulsionnels, nous avons
étudié la stabilité d'un algorithme A2 proposé dans [4] se
déduisant de A1 par transposition de .
(A2) : H(n+ 1) = H(n)   H(n) 
T
[Y(n)] (14)
A2 s'interprète comme la minimisation de J(H) par un
gradient relatif modié qui remplace l'incrément de l'algo-





























































La frontière entre les domaines de stabilité est une hyper-
bole H de centre (; ) passant par l'origine O
On obtient ainsi des conditions de stabilité de A2 complé-















; 1  i; j  m
(16)
Sur la gure 1, ces conditions correspondent au domaine
compris entre les deux branches de l'hyperbole H. Ainsi,
dans le cas où m = 2, A2 est capable de séparer une
source de kurtosis très positif supérieur à  et une source
de kurtosis négatif. Lorsque m > 2, A2 sépare deux types
de mélange ;
 le premier formé de sources de kurtosis positifs in-
férieurs à  et d'une source de kurtosis positif quel-
conque,
 le second, formé d'une source de kurtosis négatif, de
sources de kurtosis positifs proches de  et éventuel-
lement d'une source de kurtosis très positif.
Par conséquent,  doit être xé en fonction de la connais-
sance a priori dont on dispose sur les kurtosis des sources.
Lorsque toutes les sources sont de kurtosis positifs,  est
xé à la deuxième plus grande valeur de leur kurtosis.
Lorsque le mélange contient une source de kurtosis néga-
tif, des sources de kurtosis positifs proches d'une valeur

moy






Dans un premier temps, on vérie la capacité de A2
à séparer trois sources dont deux sont de kurtosis po-
sitifs et une de kurtosis négatif. On simule des sources
dont le mélange est proche de signaux EEG traités dans









est une source impulsionnelle représentant














=  1:18) et s
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= 6:84). La matrice de mélange A est mal
conditionnée, ce qui implique que toutes les observations
se ressemblent, comme c'est le cas sur les signaux EEG
considérés après. Pour séparer ces sources on utilise A2
avec les paramètres ( = 8; 
2
= 1;  = 0:0005). Le choix
de  autour de la valeur médiane du kurtosis des sources
permet de séparer à la fois la source impulsionnelle de
kurtosis très positif et le bruit blanc de kurtosis négatif.

2
inuençant seulement la puissance de restitution des
sources , on le xe à 1, H
T
est initialisée à l'identité. La
gure 2 montre la convergence des sorties de A2 vers les
sources, à une permutation et trois à gains près, après
1600 itérations.
5.2 Signaux d'EEG
Dans un second temps, nous faisons une expérience sur
des signaux biologiques réels. On dispose d'enregistrements
EEG d'un patient atteint d'épilepsie. L'objectif de la sépa-
ration est d'isoler la source épileptique des autres contri-
butions cérébrales, an de pouvoir ultérieurement locali-
ser plus nement le foyer épileptogène. Le modèle de mé-
lange instantané (1) s'applique aux signaux d'EEG car
les temps de propagation des ondes éléctromagnétiques,
émises à diérents endroits du cerveau pour atteindre les
capteurs sont négligeables. La source épileptique est de
nature impulsionnelle : son kurtosis est très positif, il peut
prendre des valeurs de l'ordre de 20 à 40. Il est dicile
de faire des hypothèses sur les densités de probabilité des
autres sources cérébrales. On observe principalement des
sources de kurtosis positif de l'ordre de 
moy
= 5 mais
il se peut aussi que des ondes alpha quasi-sinusoïdales de
kurtosis négatif soient présentes dans le mélange, ainsi que
du bruit de fond.
On utilise l'algorithme A2 pour eectuer la séparation.
On choisit  autour de 
moy
an d'autoriser la source épi-
leptique à avoir un kurtosis très grand tout en autorisant
la présence d'une source de kurtosis négatif. Avant d'ef-
fectuer la séparation, on sélectionne manuellement trois
capteurs proches du foyer épileptogène an que la source
épileptique soit eectivement présente dans le mélange.
Après estimation de la densité spectrale des observations,
on eectue un ltrage dans la bande [0; 25Hz] qui contient
tout le spectre. On sous échantillonne alors de 200Hz à
50Hz an d'alléger les calculs. La gure 3 montre les ré-
sultats fournis par A2 avec les paramètres ( = 5; 
2
=
1;  = 0:0001). D'après l'avis d'experts du service d'épi-
lepsie de l'hopitale de la Salpêtières, l'algorithme dégage
bien sur la sortie du haut les évènements liés à l'épilepsie
avec leur forme caractéristique spécialement sur les pics en
5080, 5500, 5720, tout en éliminent l'artéfact lent en 4550.
Sur la sortie du milieu, l'algorithme retrouve l'activité cé-
rébrale de fond ainsi que l'artéfact lent. La sortie du bas
est plus dicile à interpréter. Ces premiers résultats sont
encourageants et nous travaillons actuellement à adapter







Fig. 2  Résultats de A2 sur des signaux synthétiques
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Fig. 3  Résultats de A2 sur des signaux d'EEG : la source épileptique impulsionnelle, première sortie de A2 en haut,
est isolée de l'activité non pathologique sur la deuxième sortie.
6 Conclusion
Dans cet article nous avons analysé la stabilité d'un al-
gorithme de séparation auto-adaptatif équivariant. Nous
montrons qu'il admet un domaine de stabilité complémen-
taire en terme de kurtosis des sources des algorithmes plus
classiques de gradient relatif. Ainsi il est capable de sépa-
rer des mélanges comportant des sources dont les kurtosis
sont positifs, l'un d'entre eux pouvant être arbitrairement
grand, ainsi qu'une source de kurtosis négatif. Nous ap-
pliquons ensuite cet algorithme en EEG pour séparer une
source épileptique de sources non pathologiques.
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