Nonlinear model-following control design is applied to the problem of control of the six degrees of freedom of an airplane that lacks direct control of lift and side-force. The nonlinear expressions for the error dynamics of the model-following control are examined using Liapunov stability analysis. The analysis results in nonlinear feedforward and feedback gains that are functions of the airplane and model states. As a consequence, gain scheduling requirements for the implementation of the model-following control are reduced to only those involving the estimation of stability and control derivatives of the airplane. The use of these gains is shown through an example application to the control of a nonlinear aerodynamic and engine model provided by NASA Ames-Dryden Flight Research Facility. The model being followed is based on a trajectory generation algorithm, and represents a form of dynamic inversion.
INTRODUCTION
The design methodology to be used is based on the application of nonlinear model-following to the problem of the control of the six degrees of freedom of an airplane. This methodology is related to nonlinear inverse model theory. It is a more complete approach in that it provides a means for analysis of the dynamics of the errors involved in model-following. The particular approach has been successfully applied to the control of a nonlinear aerodynamic model of a High Angle-of-attack Research Vehicle (HARV) through large attitude and angle-of-attack changes.
In general, model-following control attempts to make an actual airplane behave similar to a prescribed mathematical model of an airplane with different force and moment characteristics than the actual airplane. The model behavior may be based on desirable flying qualities, and the matching of those flying qualities is taken to be the design objective. In this case the pilot controls are applied to the model (either conceptually or literally, to a simulation) and the airplane controls are determined.
Alternatively, the mathematical model may be a simplified representation of the actual airplane being controlled, in which case model-following control becomes a solution to the inverse problem. Here the state-trajectory of the model is determined from a specification of a particular flight path or maneuver, and the airplane controls required to follow it are determined. Perfect, explicit model-following solutions to the inverse problem provide more than the open-loop controls required to fly a maneuver, since this formulation allows control of the errors between the airplane and model during the maneuver. It is this application of model-following control that is used in this paper.
In order to develop the nonlinear model-following controller, we will first review the modelfollowing concepts used here. Initially a standard form of the airplane and model equations is presented with the conditions for perfect dynamic matching presented. Associated with the conditions for perfect dynamics matching are differential equations for the error. In many cases these error equations are linearized and standard linear control ideas applied to guarantee stability (i.e., they tend to go to zero in time). Hence one is led to a gain scheduling scheme. In the method presented, however, using an approach based on the stability theory of Liapunov, a set of gains which insure stability of the nonlinear error dynamics can be found. These require no updates but are functions of the current state.
The result of this analysis is illustrated through application to the nonlinear airplane simulation provided by NASA Ames-Dryden Flight Research Facility. In this application, the model being followed is a simplified description of the airplane being controlled. The model is not, however, directly "flown" by externally applied (pilot) controls. Rather, it represents the states and state-rates required to execute some prescribed maneuver.
THEORETICAL BACKGROUND

Standard Form
A standard form for explicit, perfect model-following control for linear plants and models is described in Reference [1] . This standard form derives from a more general formulation applicable to nonlinear plants and models [2] . The following description of the nonlinear version of the standard form differs somewhat from the original in that it is tailored to the problem at hand, i.e., to rigid body equations of motion. Consider a plant and model whose equations of motion are separable into three types as denoted by the superscripts:
With respect to the control model,
The results in equations (19) and (20) are based on the relationships between control model and model in equation (14), and the definitions in equations (10) and (11). Equation (21) results from the definition of the control model in equation (14), the assertions in equations (6) and (7), with the substitution z = ẋ 3 cm in equation (12).
We may therefore write the error dynamics as:
As a consequence of the restrictions placed on the model, and on the construction of the control model, the right-hand-side of equation (22) vanishes when the model and plant are aligned, or when the error is zero.
The evolution of the error when it is non-zero depends on the problem at hand.
The problem is to determine, if possible, the functions f ּ
{0}) such that the error dynamics as given by equation (22) 
Equations of Motion
Euler parameters have been selected for the formulation of the equations of motion. This is done because of the simplifications in the error dynamics equations that result. The rigid body equations of motion are as given in equations (23) through (35). With appropriate subscripts on the forces, moments, states, and state rates, the same set of equations will apply to either the airplane, the model, or the control
Equations (23)- (26) are the Euler parameter equivalents to the usual Euler angle rate equations.
The T ij ּ in equations (28)- (32) are the elements of the body-to-earth transformation matrix:
The forces and moments appearing in equations (28)-(31) are assumed to be separable into those arising from control application (superscript "C"), and those arising from the airframe interaction with the atmosphere (superscript "A"):
The representation of the forces and moments in equation (34) is consistent with the usual Taylor series expansions that result in stability and control derivatives.
Control Law
Note that equations (23) through (26) for the airplane and for the model are functionally identical, do not depend on the controls, and are linear in the state rate terms. Thus they are type 1 equations of the standard form.
If we lack direct control of side-force and lift, we must relegate equations (31) and (32) to the status of type 2 equations. The practical effect of this is to require that the model have exactly the same aerodynamic and control generated lift and side-force characteristics as the airplane. Now, if a solution for the plant control vector in equations (27) through (30) can be found (equation (5)), they will satisfy the requirements for the type 3 equations of the standard form. Finally, if a suitable control model function (equation (15)) that stabilizes the errors can be determined, then perfect model-following is achievable.
Consistent with the partitioning of the standard form, the state vector is defined as
Throughout the following, vectors and matrices will be partitioned in a like manner.
We now assume that the airplane's control generated forces and moments are adequately described by first order (Taylor series) approximations in the usual manner. Equations (27) through (30) can then be represented as (with subscript 'p' to indicate the airplane):
Here, F ּ p is the vector of directly controlled moments and forces,
convenience, the vectored-valued function on the right hand side is separated into two functions, ƒ ּ 1 (x) and
We now seek an expression for the control vector u ּ p . The matrix of partial derivatives on the left side of (40) is "wide" (more independent controllers than directly controlled degrees-of-freedom). The rank of this matrix depends on whether the controllers are independent in their actions.
Here we assume that the control matrix is of full rank (rank = 4), and assume the existence of a solution for the control vector. This may be the minimum norm solution or any other generalized inverse suitable to the problem [6, 7] .
where
The control law is given by equation (12):
Error Dynamics
It now remains to determine a control model function that ensures stability of the errors. Recall that the control model function is absolutely arbitrary, so long as it vanishes identically when e = { } 0 .
Thus it can be linear or nonlinear, and for implementation requires only that it be computable.
The error dynamics are defined according to:
, etc.
and are given by (compare with equation (22)):
Equations (43)- (45) may be linearized about the condition of zero error, and the control model functions become linear feedback gains. That is, for linearized error dynamics,
where K e is a feedback gain matrix (here, of dimension 4x10) operating on perturbations in the error, ∆e.
The k ij in K e would have to be determined at various reference flight conditions, and stored for later use during flight. Alternatively, the nonlinear form of equations (43) We then require control model functions such that 
with similar expressions for 2e ּ . Examination of these equations shows that half the terms cancel if we set
Following this, a bit of algebra yields:
With respect to the errors in P, Q, and R: 
From equations (50) and (51) we see that the three control model functions associated with P, Q, and R may be selected as:
The result of this selection is:
This means that the portion of V arising from errors in the Euler parameters and the body angle rates may be made negative by the appropriate selection of λ ּ are redundant in equation (52), and may be set to 1. γ q becomes an error weighting parameter for all of the Euler parameters.
We proceed by assuming that the errors in angles (Euler parameters) and body angle rates are negligible. This is justified by equation (53) 
In equation (54) 
We take errors in body axis rates to be zero, note that we have required the stability derivatives of this type equation to be the same for plant and model, and assume that
Substituting equation (55) into (54) The parameter γ ּ 10 plays no role in this formulation, and may be set to γ ּ 10 = 1. As a result, we have: 
MODEL TRAJECTORY GENERATION
The control law requires the time histories of the model's body-axis states and of certain of its state-rates. These are normally obtained by "flying the model" in real-time, and continuously feeding the integration results to the control law for computation. Here, however, we have elected to specify a trajectory or maneuver for the airplane to execute. The model is therefore taken to have the same physical properties (mass, inertia, etc.), and the same aerodynamic force characteristics, as the airplane. This makes the problem one of dynamic-inversion, and satisfies the requirements placed on the types 1 and 2 equations of motion.
The problem is to determine the body-axis angular rates and accelerations required to perform the maneuver.
These become inputs to the control law wherein, loosely, the moments (and hence controls) required to generate them are determined. The control law further assures the nominal stability of the errors between model and airplane, and continuously corrects for deviations of the airplane from the desired flight path.
The maneuvers prescribed for the Design Challenge are described in the example that follows. The required model states and state-rates were determined off-line using algorithms developed by one of the authors (Munro) . Complete descriptions of these algorithms may be found in Reference [9] .
EXAMPLE
The airplane is represented by a nonlinear, six degree of freedom aerodynamic and engine data base The simulation used below had provisions for updating all of the airplane stability and control derivatives used in the calculation of the control law, including the pre-computed generalized inverses. These parameters were stored as third order polynomial fits as functions of angle-of-attack only. The frequency of updating the parameters was selected by specifying a discrete step size in angle-of-attack. As the airplane angle-of-attack reached the next 10° multiple of angle-of-attack, the parameters were reevaluated.
Results and Discussion
Figures 1 through 12 show the results of the simulations. In these figures, Euler parameters have been converted to Euler angles, and linear velocity components have been converted to total velocity, angleof-attack, and sideslip angle. Figures 1 and 2 show the results obtained for steady level flight with a vertical gust input between five and nine seconds. Model following errors were unremarkable in all states except total velocity and angle-of-attack. The addition of an external component of velocity causes an error to be generated for the duration of the gust. As the gust is removed, the control law drives the airplane states back to those of the model. As seen in figure 3 , the throttle was saturated by the attempt to control the velocity. For this symmetric maneuver, control saturation is not catastrophic, and serves only to delay the error correction.
The elevator remained within limits throughout (figure 4), reflecting the fact that it is primarily a pitch rate control, and that there were no pitch rate requirements in this maneuver. angle-of-attack is attributed to the simplifying assumption made with regard to the model's aerodynamic lift characteristics, wherein only angle-of-attack dependency was assumed. Likewise, the model's side-force characteristics were taken to be dependent on sideslip only, and presumably caused the sideslip errors seen in figure 11 .
Finally, Figure 12 shows the bank angle response of the airplane. The slight overshoot as the final bank angle is reached is again due to control saturation, as seen in figure 8 .
CONCLUSIONS
The 
