Abstract. We prove a q-analogue of the row and column removal theorems for homomorphisms between Specht modules proved by Fayers and the first author [6] . The original paper considered a complement to (Donkin's generalisations of) James's row and column removal theorems regarding Specht modules for the symmetric groups. Here, we consider the Specht modules of the Iwahori-Hecke algebra HR,q(Sn) when q = −1.
Introduction
Fix a positive integer n ≥ 1 and a commutative ring R. Let q be an invertible element of R and let H = H n = H R,q (S n ) be the Iwahori-Hecke algebra of the symmetric group S n of degree n.
For each partition λ of n Dipper and James [2] defined a right H R,q (S n )-module S λ called a Specht module. These modules are important because when H R,q (S n ) is semisimple the Specht modules form a complete set of pairwise non-isomorphic irreducible H R,q (S n )-modules. More generally, every irreducible H R,q (S n )-module arises as the head of some Specht module.
In this paper we prove the following two theorems, which are q-analogues of the row and column removal theorems for homomorphisms from [6] . Theorem 1.1. Let R be a ring and q an invertible element of R with q = −1. Let λ and µ be partitions of n, and suppose that for some s we have Then, putting m = |λ B | = |µ B |, we have
For any partition ν, let ν be the partition which is conjugate to ν; that is, ν is the partition obtained by swapping the rows and columns of ν. Theorem 1.2. Let R be a ring and q an invertible element of R with q = −1. Let λ and µ be partitions of n, and suppose that for some r we have λ 1 + · · · + λ r = µ 1 + · · · + µ r .
Define λ L = min(λ 1 , r), min(λ 2 , r), . . . , µ L = min(µ 1 , r), min(µ 2 , r), . . . , λ R = max(λ 1 − r, 0), max(λ 2 − r, 0), . . . , µ R = max(µ 1 − r, 0), max(µ 2 − r, 0), . . . .
Then, putting l = |λ R | = |µ R |, we have
The partitions λ, λ L , λ R , λ T , λ B appearing in these theorems may be viewed pictorially as follows:
One of the reasons why these results are interesting is that Donkin [4] and James [8] have proved analogous results for the decomposition numbers of H. To state these results precisely, define e > 1 to be minimal such that 1 + q + · · · + q e−1 = 0 (setting e = ∞ if no such integer exists) and if S is an H-module and D is a simple H-module let [S : D] be the decomposition multiplicity of D in S. Finally, if λ is an e-restricted partition (that is, λ i − λ i+1 < e for all i), let D λ = S λ / rad S λ be the corresponding simple H-module (see, for example, [9] ). Then, under the assumptions of Theorem 1.1 we have
There is an analogous statement under the assumptions of Theorem 1.2. This paper is structured as follows. In the next section we recall the necessary machinery from the literature and also prove some preliminary combinatorial results. Section 3 gives the proof of Theorem 1.1 and Theorem 1.2. Finally, in section 4, we establish analogous results relating homomorphisms between Weyl modules of the q-Schur algebras. For precise statements, see Theorem 4.1 and Theorem 4.2.
Definitions
We begin by establishing some definitions. The notation used will be that of [9] . Definition 2.1. Let n be a positive integer and S n the symmetric group acting on n letters. Suppose R is a ring and let q be an invertible element of R. The Iwahori-Hecke algebra H = H R,q (S n ) of S n is the unital associative R-algebra with generators T 1 , T 2 , . . . , T n−1 and relations
Set s i to be the transposition (i, i + 1) ∈ S n . Let ω ∈ S n and suppose s i 1 s i 2 . . . s i l is a reduced expression for ω; that is, if ω = s j 1 s j 2 . . . s j k then k ≥ l. We say that ω has length l and write
Then H is free as an R-module with basis {T ω | ω ∈ S n }.
Definition 2.2. Let λ and µ be compositions of n. Say that λ dominates µ and write λ µ if
for all k. If λ µ and λ = µ, we write λ µ.
Definition 2.3. Let λ = (λ 1 , λ 2 , . . .) be a composition of some integer n. The diagram of λ is the set {(i, j) | 1 ≤ i and 1 ≤ j ≤ λ i } regarded as an array of nodes in the plane. A λ-tableau is obtained from the diagram of λ by replacing each node with one of the integers 1, 2, . . . , n, allowing no repeats. If t is a λ-tableau we write Shape(t) = λ. A λ-tableau t is row standard if its entries increase along the rows; and is standard if λ is a partition and the entries of t increase across the rows and down the columns. If λ is a partition, define Std(λ) to be the set of standard λ-tableaux. The symmetric group S n acts from the right in a natural way on the set of tableaux.
Definition 2.4. Let λ and µ be compositions of n. A λ-tableau of type µ is obtained by replacing each node in the diagram of λ with one of the integers 1, 2, . . . such that the number i occurs µ i times. A λ-tableau T (of type µ) is semistandard if λ is a partition, and the entries of T are non-decreasing across the rows and strictly increasing down the columns. Let T 0 (λ, µ) denote the set of semistandard λ-tableaux of type µ, and let T λ denote the unique semistandard λ-tableau of type λ.
Definition 2.5. Let λ be a composition of n. Define t λ to be the standard λ-tableau in which the integers 1, 2, . . . , n are entered in increasing order along its rows, and S λ to be the row stabilizer of t λ . Set
We define the permutation module M λ to be the right H-module M λ = m λ H.
Definition 2.6. Suppose that λ is a composition of n and that t is a row standard λ-tableau. Define d(t) ∈ S n to be such that t = t λ d(t). Now define * to be the R-linear anti-automorphism of H determined by
. Then Murphy [10] has shown that {m st | s, t ∈ Std(λ) for some partition λ of n} is a cellular basis of H in the sense of Graham and Lehrer [7] . Further, if µ is any composition of n and s, t are row standard µ-tableaux then m st can be written as a R-linear combination of m uv where u, v ∈ Std(λ), and λ is a partition of n such that λ µ. Definition 2.7. Let λ, µ be compositions of n and let t be a λ-tableau. Define µ(t) to be the λ-tableau of type µ obtained by replacing each entry in t with its row index in t µ .
Suppose that S is a semistandard λ-tableau of type µ and t is a standard λ-tableau. Define
As proved in [10] , M µ is free as an R-module with basis
Definition 2.8. Let λ be a partition of n. Define H λ to be the two-sided ideal of H with basis {m st | s, t ∈ Std(ν) where ν λ} andȞ λ to be the two-sided ideal of H with basis {m st | s, t ∈ Std(ν) where ν λ}.
We define the Specht module S λ to be the right H-module (Ȟ λ + m λ )H.
It follows that S λ is free as an R-module with basis {Ȟ λ + m t λ t | t ∈ Std(λ)}. We now look at the q-Schur algebra. Fix a non-negative integer d and let Λ(d, n) be the set of compositions of n with at most d non-zero parts. Let Λ + (d, n) be the set of partitions contained in Λ(d, n) and for
Definition 2.9. The q-Schur algebra S = S(d, n) is the endomorphism algebra of H defined by
is a cellular basis of S.
By restriction, we will consider ϕ T to be an element of Hom H (M µ , S λ ). Dipper and James [3, Cor. 8.7] have proved a stronger version of the next result for the Specht modules which are dual to the S λ . This lemma can be deduced from the Dipper-James result; however, we give an independent proof of it because the lemma is central to what follows (and the Dipper-James result is more difficult to prove).
If s is a standard tableau let s↓m be the subtableau of s which contains the numbers 1, . . . , m. If s and t are standard λ-tableaux write s t if Shape(s↓m) Shape(t↓m), for m = 1, . . . , n. If s t and s = t we write s t.
The following Lemma should be well-known, however, we do not know of a reference in the literature. (After much work, Dipper and James [3, Cor. 8.7] prove the corresponding result for Specht modules which are dual to the ones considered here.) Lemma 2.12. Let λ and µ be partitions of n and suppose that q = −1. Then Hom H (M µ , S λ ) is free as an R-module with basis {ϕ T | T ∈ T 0 (λ, µ)}.
Proof. First observe that if φ ∈ Hom H (M µ , S λ ) then φ(m µ h) = φ(m µ )h, for all h ∈ H, so φ is completely determined by the value of φ(m µ ). In particular, the maps ϕ T are linearly independent because {ϕ T (m µ ) | T ∈ T 0 (λ, µ)} is linearly independent by the remark after Definition 2.8.
It remains to show that the set {ϕ T (m µ ) | T ∈ T 0 (λ, µ)} spans Hom H (M µ , S λ ). Let φ ∈ Hom H (M µ , S λ ) and write φ(m µ ) = {Ȟ λ + r t m t λ t | t ∈ Std(t)}, for some r t ∈ R. Fix a tableau s such that r s = 0 and r t = 0 whenever s t. We claim that µ(s) is a semistandard tableau. If not, then there exist integers i < j which are in the same column of s such that
Let s = s(j − 1, j). If i < j − 1 then s is a standard tableau and s dominates s , so m t λ s T j−1 = m t λ s , and r s = 0 by the choice of s. However, now ( †) and [9, Cor. 3.9] show that m t λ s appears with non-zero coefficient in φ(m µ ), so this is a contradiction and we must have i = j −1. Therefore, j − 1 and j are in the same column of s and so there exist a v ∈ R such thať
by [9, Cor. 3.21] . Hence, comparing the coefficient of m t λ s on both sides of ( †) shows that r s = −q −1 r s . Since q = −1 we again have a contradiction. Hence, µ(s) is semistandard as claimed.
To complete the proof it is enough to show that r t = r t whenever µ(t) = µ(t ). The proof of this is similar to [9, Prop. 3 .18] and is left as an exercise for the reader.
Then ϕ µ acts as the identity on M µ and zero on M τ for τ = µ. Set M µ to be the right S-module
Then M µ has a basis given by
Definition 2.14. For λ ∈ Λ + (d, n), we define S λ to be the two-sided ideal of S given by
and ν λ} andŠ λ to be the two-sided ideal of S given by
We define the Weyl module W λ to be the right S-module
Then W λ is free as an R-module with basis
In fact, we may identifyŠ λ + ϕ T λ T with the map
Using (2.15) is now straightforward to prove the following.
The Hecke algebras of type A
In this section we prove Theorem 1.1 and Theorem 1.2. We start by showing that these two results are equivalent.
Lemma 3.1. For any partitions λ and µ of n, we have
for all ω ∈ S n . Hence 
.
By Lemma 3.1 we have Hom
and
The proof of the converse is similar.
It is therefore sufficient to prove only Theorem 1.1. Henceforth in this section, we fix a ring R and an invertible element q ∈ R such that q = −1. We also fix integers m and n with 0 ≤ m ≤ n and partitions λ and µ of n which satisfy
for some s. For any composition ν of n which satisfies ν 1 + · · · + ν s = n − m write
Definition 3.3. Let H = H n be the algebra generated by T 1 , T 2 , . . . , T n−1 subject to the relations of Definition 2.1 The subalgebra H T ∼ = H n−m is defined to be the subalgebra of H generated by T 1 , T 2 , . . . , T n−m−1 and the subalgebra H B ∼ = H m is defined to be the subalgebra of H generated by
Define S n−m to be the permutation group acting on the set {1, 2, . . . , n − m} and S B m the permutation group acting on {n − m + 1, n − m + 2, . . . , n}. Suppose that ν is any partition of n such that ν 1 + ν 2 + . . . + ν s = n − m. Define t ν T and t ν B to be the standard ν-tableaux with entries 1, 2, . . . , n − m and n − m + 1, n − m + 2, . . . , n respectively which increase along the rows, and define S ν T ⊆ S n−m and S B ν B ⊆ S B m accordingly. Now define
Note that
Hence we have cellular bases of H T and H B using Definition 2.6 in the obvious way. We may similarly defineȞ ν T ,Ȟ ν B , S ν T and S ν B .
Definition 3.4. Suppose that A T ∈ T 0 (λ T , µ T ) has entry x i j in position i of row j and A B ∈ T 0 (λ B , µ B ) has entry y i j in position i of row j. Define (A T , A B ) to be the λ-tableau of type µ with entry z i j in position i of row j, where
For example, if A T = 
is precisely the set of semistandard λ-tableaux of type µ.
Proof. The first statement is clear. Suppose A is a semistandard λ-tableau of type µ with entry z i j in position i of row j. Then the entries of A strictly increase down the columns, so that for j > s we have that z i j > s. Since the number, n − m, of entries less than or equal to s equals the number of positions in rows 1, . . . , s, it also is also true that z i j ≤ s for j s. So the top s rows of A constitute a λ T -tableau of type µ T (which is clearly semistandard), and a similar statement holds for the lower rows. Definition 3.6. Suppose that a is a ν-tableau which contains the entries 1, 2, . . . , n − m in rows 1, 2, . . . , s. Define a T to be the ν T -tableau consisting of rows 1 to s of a, and a B the ν B -tableau consisting of rows s + 1, s + 2, . . . Similarly, if we have such an a T , a B , define a = (a T , a B ) in the obvious manner. Say that a T ∈ Std(ν T ) if it is a standard ν T -tableau containing the entries 1, 2, . . . n − m and a B ∈ Std(ν B ) if it is a standard ν B -tableau containing the entries n − m + 1, n − m + 2, . . . n.
Proof. This follows from Lemma 3.5.
By Lemma 2.12 and Lemma 3.5 this defines an R-linear bijection
Lemma 3.9. Suppose that λ ν µ. Then ν 1 + . . . + ν s = n − m and either ν T µ T or ν B µ B .
Proof. The proof follows directly from the definition of . Then m = m µ h T h B for some h T , h B such that h T ∈ H T and h B ∈ H B and either
Proof. Define
Then m T ∈ M µ T and so m T = m µ T h T for some h T ∈ H T . Similarly, we can define
Proposition 3.11. Suppose that λ, µ, ν are partitions of n such that λ, ν µ and λ ν. Let S ∈ T 0 (ν, µ), t ∈ Std(ν) and A ∈ T 0 (λ, µ). Then
Proof. Consider the map ϕ T λ A of Definition 2.10. Then ϕ A = πϕ T λ A where π : M λ → S λ is the natural projection, and ϕ T λ A consists of left multiplication by certain elements of H. Now, since m St ∈ H ν , we have that ϕ T λ A (m St ) ∈ H ν , and hence can be written as an R-linear combination of elements of the form m uv where u, v ∈ Std(τ ) for some τ ν. However, ϕ T λ A (m St ) ∈ M λ , and hence can be written as an R-linear combination of elements of the form m uv where u, v ∈ Std(τ ) for some τ λ. Since λ ν, this shows that ϕ T λ A (m St ) ∈Ȟ λ and so ϕ A (m St ) = 0 as required.
Proposition 3.12. Suppose that λ, µ, ν are partitions of n such that λ ν µ and that
are such that
Suppose that
Define the map Φ = (Φ T , Φ B ) as in Definition 3.8. Let S ∈ T 0 (ν, µ), t ∈ Std(ν). Then
Proof. Assume that we have the conditions of Proposition 3.12. Using the notation of Lemma 3.10
Hence we can write
for some ∆ x T y T , ∆ x B y B ∈ R. Now for any such m x T y T , m x B y B we may write
where τ = (τ T 1 , τ T 2 , . . . , τ B 1 , τ B 2 , . . .) is a composition of n such that τ λ and (x T , x B ), (y T , y B ) are row standard τ -tableaux. By Definition 2.6, this can be written as an R-linear combination of terms m uv where u, v ∈ Std(τ ) and τ τ λ.
Hence m x T y T m x B y B ∈Ȟ λ . SinceȞ λ is a right ideal, it follows that m x T y T m x B y B T d(t) ∈Ȟ λ and so Φ(m St ) = 0 as required.
Define the map Φ = (Φ T , Φ B ) as in Definition 3.8, and define the mapΦ :
ThenΦ is a well defined H-homomorphism. 
by Φ =Φπ where π : M µ → S µ is the natural projection. We use analogous notation the for corresponding H T and H B homomorphisms.
Definition 3.15. Suppose thatΦ
as in Definition 3.14. Note that Φ T , Φ B satisfy the conditions of Proposition 3.13. Hence definê
as in Proposition 3.13.
We can now prove the main result of this section.
Proof of Theorem 1.1. We have to show that
and extending linearly. By construction this mapping is clearly injective. It remains only to show that it is surjective. TakeΦ ∈ Hom H (S µ , S λ ) and form the map Φ ∈ Hom H (M µ , S λ ). Then there exist
Choose h T ∈ H T such that m µ T h T ∈Ȟ µ T . It therefore follows that m µ h T ∈Ȟ µ , and so, by construction of the map Φ, we have that Φ(m µ h T ) = 0. Thus
Hence for fixed A B , it is necessary that
can be expressed in terms of m uv where u, v ∈ Std(ν T ) and ν T λ T . Hence
So for fixed A B , the map
is such that the corresponding mapΦ T : S µ T → S λ T is well defined. Suppose that {φ i i ∈ I} form a basis of Hom H T (S µ T , S λ T ). So we can writê
and so
A similar argument for fixed φ i shows that in fact
for all i, j; thus under our mapping, Φ appears as the image of
The q-Schur algebra
Let R be a ring and q an invertible element of R; we allow q = −1. In this section we prove the following analogues of Theorems 1.1 and 1.2 for homomorphisms between Weyl modules.
Define µ T , µ B , λ T , λ B as in Theorem 1.1 and suppose that
Then we have
and suppose that for some r we have
Before we begin the proof, we note that in almost all cases these two results follow directly from Theorem 1.1 and Theorem 1.2 because Dipper and James [3, Cor. 8, 6] have shown that
whenever q = −1 or µ is 2-restricted. We give a direct argument so as to cover these cases as well.
The next lemma shows that we can reduce to the case where
Proof. This follows from the general theory of Schur functors, as can be found in [1, §3.1]. To see
If λ, µ ∈ Λ + (d, n) then every composition factor of the S(d + 1, n)-modules W λ and W µ are contained in the head of P , so Hom
To show that Theorem 4.1 and Theorem 4.2 are equivalent we need some more notation. Fix an integer d ≥ n and for λ ∈ Λ(d, n) define
Set N λ = n λ H and let S R = S R (d, n) be the endomorphism algebra
where # is the automorphism used in the proof of Lemma 3.1. Therefore, N λ ) and, consequently, # induces a canonical algebra isomorphism β :
is an analogue of a Weyl module for the algebra S R (d, n).
Donkin has shown that if d ≥ n then S R (d, n) is the Ringel dual of the q-Schur algebra S(d, n) [5] . Consequently, we have a contravariant functor γ which sends S(d, n)-modules to
Proofs and further explanations of these results can be found in [5] . Lemma 4.4. Suppose that d ≥ n and λ, µ ∈ Λ + (d, n) Then
is the Ringel dual of S(d, n). Therefore, using the functors above, we have
by duality,
where the last line follows by applying γ. 
for some s and
We use the definitions of H T ∼ = H n−m and H B ∼ = H m from Definition 3.3 and define
to be an endomorphism algebra of H,
to be an endomorphism algebra of H T and
to be an endomorphism algebra of H B . Then modules such as M τ T , W τ T are defined in the obvious way.
Definition 4.6. Let
and define
Note that by Lemma 2.17, this defines a bijection
Define the map θ = (θ T , θ B ) as in Definition 4.6. Then
Then, using the notation of Lemma 3.10, there exist h T ∈ H T , h B ∈ H B such that
Also,
Proposition 4.8 now follows from the proof of Proposition 3.13.
Define the map θ = (θ T , θ B ) as in Definition 4.6, and define the mapθ :
Thenθ is a well defined S-homomorphism.
Proof. It is sufficient to show that if f ∈ S is such that ϕ µ f ∈Š µ then [θ(ϕ µ )]f = θ(ϕ µ f ) = 0. Suppose f satisfies these conditions. Then ϕ µ f is an R-linear combination of terms of the form ϕ U V where U ∈ T 0 (ν, µ) and 
in the obvious manner; that is, θ T =θ T π T and θ B =θ B π B where π T and π B are the projections onto W µ T and W µ B respectively. Note that θ T and θ B satisfy the conditions of Proposition 4.9.
Hence defineθ = (θ T ,θ B ) ∈ Hom S (W µ , W λ )
as in Proposition 4.9.
Proposition 4.11. Let θ ∈ Hom S (M µ , W λ ) be such that θ(ϕ µ f ) = 0 for any f ∈ S such that ϕ µ f ∈Š µ .
Then there exist Γ A T A B ∈ R such that
Fix A B and consider
Then θ T (ϕ µ T f ) = 0 for any f ∈ S T such that ϕ µ T f ∈Š µ T .
Proof. Suppose we have the conditions of Proposition 4.11. By Proposition 4.7 and Proposition 4.9, it is sufficient to show that θ T (ϕ U V ) = 0 for any U ∈ T 0 (ν T , µ T ), V = T ν T such that ν T ∈ Λ + (d, n) and λ T ν T µ T . We have Similarly, ifθ ∈ Hom S (W µ , W λ ), define θ ∈ Hom S (M µ , W λ ) by θ =θπ where π : M µ → W µ is the natural projection. We use analogous notation for the corresponding S T and S B homomorphisms.
We can now prove our second main result.
Proof of Theorem 4. 
