1. Introduction. In 1859, Cayley [7] solved the problem of finding the number of different products of given terms in a given order, under a nonassociative multiplication.
More recent references to the same problem are found in the writings of Jacobson [9] , Becker [2] , Motzkin [ll] , and Bourbaki [3; 4] . This paper will be concerned with a natural generalization of Cayley's problem, and will show that the solution to the generalized problem contains all of the combinatorial information needed to establish the well known formula of Lagrange for the reversion of power series.
To describe the problem, we consider expressions which are built from operator symbols and argument symbols, using a prefix notation for operators. Weights are assigned to the symbols in an expression, an argument symbol having the weight 0 and an w-ary operator symbol having the weight n. Expressions are of various types, the type of an expression depending only on the weights of the symbols in it and on the order in which they appear. The expression (a+b)+c, tor example, is written ++abc and is of the type 22000, while a + (b+c) is written +a+bc and is of the type 20200. The expression F(G(x, H(y, z), t), K(u)) is of the type 230200010. Following P. C. Rosenbloom [13], we call those finite sequences of natural numbers which designate the types of expressions "words." Definitions and some special properties of these sequences are stated in §2.
The general problem mentioned above can now be stated: Let ax, a2, • • ■ be a sequence of natural numbers in which only a finite number of terms are different from zero. How many words are there in which there are exactly Oi occurrences of 1, a2 occurrences of 2, etc.? Since for words the number of occurrences of 0 is determined by the formula ao = l + 2Z<"i (i-l)ait it is not necessary to mention ao in stating the problem.
It is advantageous to enumerate not just single words, but lists of words having a specified composition and this is done in Theorem 2.2 below. Theorems 2.3 and 2.4 express some properties of the solution to this enumeration problem, and form the basis for the rest of the paper.
In §3 and §4 the combinatorial information developed in §2 is expressed in the form of equations which hold in the large algebra of a certain semigroup. In §5 the Lagrange inversion formula is obtained from these equations by using a suitable homomorphism from this large algebra to the algebra of 2. The number of lists of words having a specified composition. A finite sequence of the natural numbers 0, 1, 2, • • • will be called a string. The number of terms in the sequence will be called the length of the string. If the string a has length m, the set of natural numbers which are less than m will be called the domain of <r (written D(a)); we shall consider cr to be a function from this domain into the set of natural numbers. For each kED(a), let gk be the permutation of £(cr) which is defined as follows: if xED(a) and x+k<m, then gk(x)=x+k, and if xED(a) and x + k^m, then gk(x)=x + k -m. The permutations gk form a cyclic group whose order is m, the length of cr. For each kED(a), the composite function agk is a string whose length is m; the string agk will be called a cyclic variant of the string a.
If cr is a string and i is a natural number, define pi(a) to be the number of x££(cr) for which a(x)=i; then 2I<-o Ptiff) is the length of a. Define r(a), the rank of a, to be ^"0 (i-l)Pi(<^)-If ff' is a cyclic variant of a, then r(a')=r(a).
If cr and r are strings, define or to be the string which results from the concatenation of cr and t. For every natural number i, pi(ar) =pi(o)+pi(r); hence r(ar) =r(a)+r(r). lly=ar then a is called a head of 7; if t is not empty, then a is called a proper head of 7.
Certain strings are called words. The string of length 1 whose only term is 0 is a word. If n is a natural number other than 0 and if ai, a2, • • • , a" are words, then the string waia2 • • • a" is a word. P. C. Rosenbloom has shown [13] that for a string 7 to be a word it is necessary and sufficient that r(y) = -1 while for every proper head a ol 7, r(a) ^0.
Certain strings are called lists of words. The empty string is a list of 0 words. For w^ 1, if a is a word and (8 is a list of n -1 words, then a{i is a list of n words. Using Rosenbloom's result one can prove inductively that for a string 7 to be a list of n words it is necessary and sufficient that r(y) = -n, while for every proper head a ol 7, r(a) > -n. Theorem 2.1. // n is a natural number other than zero and if a is a string whose rank is -n, then there are exactly n natural numbers k in the domain of a such that the string agk is a list of n words.
Proof. Of all the heads of all the cyclic variants of cr let a be one whose rank is maximum and which has maximum length within that rank. Let <ri be a cyclic variant of cr such that a is a head of cri.
Let t be a proper head of <7i and suppose that r(r) ^ -n. If t is a head of a, then for some 7, a =ry, and r(a) =r(r)+r(y) ^ -n+r(y). Since n is greater than zero, r(a) <r(y). However, 7 is a head of a cyclic variant of a, so that this result would contradict the fact that a has maximum rank. Therefore t is not a head of a and <rj.=a5e where ab = r and e is not empty. Then -re = r(<r) = r(ai)=r(T)+r(t)S-n+r(t).
It follows that OSr(e), and r(a)gr(«)+r(a) = r(ea). Since ea is a head of a cyclic variant of cr, namely tab, and since ea is longer than a, either a does not have maximum rank or a does not have maximum length within that rank. The supposition that r(r) S -n has led to a contradiction; thus it is proved that if t is a proper head of a\, then r(r)> -n.
There is a shortest head of <ri whose rank is -1. Call it «i and let cn = aifii. If p\ has been defined and has rank i -n<0, then let a,+1 be the shortest head of j8j whose rank is -1 and let /3,-=at+i/3,-+1. Continue in this manner until /3" has been defined, obtaining cn = axa2 • ■ ■ a"/3". Since r(ai • • • af) = r(«i) + • • • +rian) = -n,ai • • • an cannot be a proper head of cn; hence p\, is empty, and cn =«i ■ ■ -a". Let <n =aia2 ■ • • a"_ia", <r2 = a2
, each a, is a word and each cn is a list of n words. Even though the cn are not necessarily all distinct, they are the strings erg* for n distinct natural numbers k in the domain of a.
If there is still another natural number k! in the domain of a such that o-gk' is a list of n words, then erg*-has the form /3y5 where /8 and 5 are both nonempty and 5/3 = a,-for some i. Then r(5) ^0, since a,-is a word. It follows that rifiy) S -n, and this contradicts the assumption that agv is a list of n words. This completes the proof of Theorem 2.1.
Let ai, a2, • ■ ■ be an infinite sequence of natural numbers of which at most a finite number of terms are different from zero. We will say that the string cr has composition (re; Oi, a2, • • • ) if r(cr) = -n and p<(er)=a,-for Proof. Let 5 be the set of strings with composition (re; d, a2, • • • ) and let IF be the set of lists of re words with composition (re; au a2, ■ ■ ■ ). For every aES, po(<r) =Oo, and, since m= 2~lo-oai, all strings in S have the length m. The number of strings in 5 is M(cxo, ai, a2, ■ ■ ■ ). Let G be the cyclic group of permutations g* for 0Sk<m, and let P be the set of ordered pairs (g, <r)
such that gEG, aES, and ogEW. By Theorem 2.1, each member of 5 is the second element of re different ordered pairs in P, if re>0. Therefore, P has nMiao, ai, a2, • • • ) members, if re>0. Since P(re; oi, a2, • • • ) denotes the number of members of IF, the Cartesian product GXW has mLin; au a2, • • • ) members. For gEG, \EW, define 9(g, X) = (g, g_1X). Then 6 is a one-one mapping from GXW onto P. Therefore mL(n; au a2, where the summation extends over the set of ordered pairs (t, u) such that t+u = s. Following Bourbaki [5] , we call As the large algebra of the semigroup S relative to the ring A. Definition 3.2. Let 7 be an indexing set, and let P: 7->AS. If for every sES, the set of iEI such that (F(i))(s)^0 is finite, then P is called a summable family of elements of As. If P is a summable family, then the function (X)P): S-+A is defined as follows: (2~2P)is)~ 2^(P(i))(5)> where the summation extends over the set of iEI such that (F(i))(s)9£0, and the sum is zero in case this set is empty. We may sometimes write 2~2i^i F(i) tor 2~2P- = 2~2&ix)hifix)), where the summation extends over the set of xES such that 0(x) =y and p\x) f^O, and the sum is zero in case this set is empty.
With these definitions it can be established in a straightforward manner that 77 is a summability preserving homomorphism from As into BT. Some special elements of P are the identity element 0 = (0, 0, ■ • • ) and the "Kronecker delta" elements J,-for *s£l, all of whose terms are zero except the ith term, which is 1.
Some special elements of Ap are the zero element 0*, defined by 0*(p") =0
for every pEP, the unit element P*, defined by E*ip)=0 for pVO and From a theorem on formal power series which corresponds to the implicit function theorem (see Bourbaki [6] ) it follows that for each sequence a0, Oi, • ■ • of elements of A there is exactly one wEAN such that In like manner, using homomorphisms from Ap into algebras of formal double series, triple series, etc., one can obtain formal solutions of polynomial equations of fixpoint type having two, three, or more variable coefficients. This is closely related to work of Appell and Kampe de Feriet [l] on the solution of algebraic equations by general hypergeometric functions. One can also apply the information contained in (6.1) and (6.2) to the algebra of formal Dirichlet series, or to the algebra of formal power series with coefficients which are integers modulo a prime.
7. Convolution formulas. Proof. The a(m, n) are completely determined by the o(l, n), using (7.1). for «i, a2EA, nEN.
