As one of the most challenging and attractive issues in pattern recognition and machine learning, the imbalanced problem has attracted increasing attention. For two-class data, imbalanced data are characterized by the size of one class (majority class) being much larger than that of the other class (minority class), which makes the constructed models focus more on the majority class and ignore or even misclassify the examples of the minority class.
Introduction
The class imbalance problem, which is also named the skewed or rare class problem, refers to a dataset with at least the examples of one of its classes outnumbered by other classes [1] [2] [3] . For two-class data, the examples are commonly categorized into the majority class or the minority class, and the cost of misclassifying the minority class examples is often higher than the contrary cases, particularly for medical datasets, where high-risk patients tend to be the minority class. For example, in cancer detection, most patients have the common disease, while rare patients may have cancer, and how to effectively recognize cancer patients is notably meaningful. However, most conventional classification methods attempt to train models with high accuracy by assuming that the number of examples of each class is similar to each other, which makes the minority class examples often be ignored and misclassified as the majority class [4] . Many methods to handle imbalanced problems have been proposed, and the sampling technique and ensemble learning are two candidates of the most often used approaches. The sampling techniques, including undersampling and oversampling, aim to balance the dataset with a skew distribution to remove the harm of the imbalanced problem by sampling the data space. Undersampling techniques such as random undersampling [4, 5] , which is the simplest sampling method, attempt to eliminate the harms of the imbalanced distribution by [7, 8] .
Ensemble learning, which has often been used to solve challenging issues such as medical detection [11] , image recognition [12, 13] , and software defect prediction [14] , is an effective technique for the imbalanced problem. Ensemble methods can be grouped into two levels: iterative-based ensembles and parallel-based ensembles. Boosting is the most common and effective iterative-based ensemble learning method and is usually used to handle imbalanced data by combining data-preprocessing techniques such as the undersampling technique into the learning process. In this manner, these methods alter and bias the data distribution to train the next classifier toward the minority class, e.g., RUSBoost [15] , EUSBoost [3, 16] , and BNU-SVMs [17] .
BalanceCascade [5] is a boost-like method for class-imbalance data; after learning an individual classifier, it removes the majority class examples that are correctly classified by the classifier for further consideration. The parallel-based ensembles refer to ensemble models where each classifier can be trained in parallel. The undersampling technique is often combined with a parallel-based ensemble such as UnderBagging [18] and EasyEnsemble [5, 19] , where UnderBagging uses undersampling techniques to create diverse bags to learn individual classifiers. The UnderBagging method has been used with different names such as asymmetric bagging [20] and roughly balanced bagging [21] . Like UnderBagging, EasyEnsemble learns each individual class in each diverse bag, but EasyEnsemble uses AdaBoost to train the individual classifiers. Therefore, EasyEnsemble is an ensemble of ensembles.
In this paper, an improved undersampling-based ensemble method is proposed by embedding rotation forest [22] into the ensemble learning process, i.e. learning each classifier using rotation forest. The idea is inspired by two observations: 1) rotation forest has higher generalization ability than other ensemble methods such as bagging [23] , boosting [24] , and random forest [25] , particularly for small-sized data; and 2) it is more sensitive to the sampling technique with diversity than some robust methods including SVM and neural network. Thus, it is easier to create individual classifiers using rotation forest. Like the undersampling-based ensemble methods proposed by Liu et al. [5, 19] , this paper implements two versions of undersampling-based ensemble methods: 1) undersampling subsets from the majority class and learning each classifier using rotation forest on the data obtained by combing each subset with the minority class and 2) similarly to the first method, with the exception of removing the examples of the majority class that are correctly classified with high confidence after learning each classifier for further consideration. For the prediction, individual classifiers produce estimates of the posterior probabilities for each class. These probabilities are averaged across the classifiers, and the most probable class is assigned. The experimental results show that the proposed methods show significantly better performance on measures of recall, g-mean, f-measure, and AUC than other state-of-the-art undersamplingbased methods on 30 datasets with various data distributions and different imbalance ratios.
The remainder of this paper is organized as follows: after presenting the strategies to handle the imbalanced problem in Section 2, Section 3 describes the proposed method; Section 4 presents the experimental results; and, finally, Section 5 concludes this work.
Related work
Imbalance problems arise from the scarce representation of the most important examples, which leads to the fact that the learned models tend to focus more on the majority class examples, overlooking the minority class ones. Numerous techniques have been developed to solve the problem of class-imbalance datasets, and the sampling technique and ensemble learning are two of the most often used methods.
Sampling technique
Sampling techniques aim to alleviate the effect of the class imbalance distribution through sampling data space to rebalance the corresponding imbalanced dataset, so that the conventional learning methods pay more attention to the minority class. Resampling methods are notably versatile because they are independent of the selected classifier [26] . Commonly used sampling techniques belong to three categories depending on the method to balance the class distribution: undersampling, oversampling, and hybrid methods.
Undersampling techniques
Undersampling techniques eliminate the harms of a skewed distribution by discarding the intrinsic examples of the majority class. Random undersampling, which is a commonly used sampling method, randomly discards the majority class examples until a relatively balanced distribution is reached. The problem in random undersampling is that useful examples may be eliminated, causing a worse classification performance [27] . To overcome this drawback, many methods have been proposed to retain useful information in the majority class, such as the condensed nearest neighbor (CNN) rule [28] and Tomek links [29] . The CNN attempts to remove redundant examples of the majority class, and Tomek links discard the borderline and noisy examples. Japkowicz [30] discussed the sampling technique and observed that the technique was notably effective; furthermore, she noted that using sophisticated sampling techniques does not provide any clear advantage in solving the class imbalance problem. The studies of Sun et al. [31] showed that the random undersampling approaches often outperform complicated undersampling methods.
In this paper, we consider the undersampling technique to learn an ensemble instead of a single model to avoid the problem of the technique: useful examples may be eliminated and cause a worse classification performance.
Oversampling techniques
Oversampling techniques aim to create new minority class examples to eliminate the harms of the imbalanced problem. Random oversampling is one of the most widely used oversampling methods, which randomly duplicates the minority class examples such that the class distribution is more balanced. Although the oversampling technique creates a more balanced distribution, it suffers from the drawback of overfitting [27] . SMOTE [7] 
Hybrid method
A hybrid method is a combination of the oversampling and undersampling methods. As an example, DTE-SBD (decision tree ensemble based on SMOTE, bagging, and Dsr) [33] uses differentiated sampling rates for the minority and majority classes with different principles. SMOTE is used to increase the examples of the minority class without repeating, and bagging is used to draw the majority class subset with a certain degree of diversity. Estabrooksetal et al. [34] suggested that a combination of oversampling and undersampling might be more effective to solve the class-imbalance problem.
Ensemble methods
Classifier ensembles, also named multiple classifier systems, are known to enhance the performance of a single classifier by combining several base classifiers. According to Guo et al. [1] , the classifier ensembles for the class-imbalance problem can be grouped into two categories: iterative-based and parallel-based ensembles.
Iterative-based ensembles
Boosting is the most common and most effective iterative-based method for ensemble learning, which attempts to embed techniques for data preprocessing into the boosting algorithms for class-imbalance data. In this manner, these methods alter and bias the weight distribution that is used to train the next classifier toward the minority class. An undersampling technique is often combined with boosting methods for imbalanced problems. BalanceCascade [5, 19] is a boosting-like method, which sequentially trains individual classifiers. For each iteration, BalanceCascade removes the majority class examples that are correctly classified by the current classifier, i.e. the examples are not considered in further iterations. In addition, BalanceCascade trains each classifier using AdaBoost instead of a single model; thus, BalanceCascade is a hybrid model, i.e. an ensemble of ensembles. Like BalanceCascade, Adaptive EUSBoost learns each classifier using AdaBoost on each undersampled data. Unlike BalanceCascade, Adaptive EUSBoost embeds a cost-sensitive weight modification and an adaptive boundary decision strategy into the learning process to improve the model performance on class-imbalance data.
This paper proposes a new iterative-based ensemble. Similar to BalanceCascade and EUSBoost, the proposed method learns each classifier on undersampled data, but it learns each classifier using rotation forest to improve the performance of the individual classifiers.
Parallel-based ensembles
In this study, parallel-based ensembles refer to ensemble models where each base classifier can be trained in parallel. Bagging is the most often used parallel-based ensemble method and is often combined with an undersampling technique for imbalanced learning. Examples include UnderBagging [18] and Ensemble Undersampling [35] , where UnderBagging trains each classifier using a balanced dataset obtained by undersampling the majority class set. Let IR be the imbalance ratio defined by the ratio between the sizes of the majority class set and minority class set. Ensemble undersampling randomly partitions the majority class set into IR disjoint subsets and combines each subset with the minority class set as a balanced one to learn an individual classifier.
As a special version of UnderBagging, EasyEnsemble [5, 19] undersamples several subsets from the majority class, trains an individual classifier on each subset, and combines the outputs of individual classifiers. Unlike UnderBagging, the base classifier of EasyEnsemble is learned by the ensemble learning method AdaBoost instead of a single model, and AdaBoost is mainly used to reduce the bias, whereas bagging mainly reduces the variance. Therefore, like BalanceCascade, EasyEnsemble is an ensemble of ensembles. This paper proposes a new parallel-based ensemble method. Similar to undersampling and EasyEnsemble, the proposed method learns each classifier on balanced data from the randomly sampling majority class, but it learns each classifier using rotation forest to improve the accuracy of the classifier on the small balanced data. Table 1 . Rotation forest.
Input: the training set X in form of N × n matrix; the labels Y of training set in form of N × 1 matrix;
the number of iterations I to train individual classifiers; and K, the number of splitting feature set F into disjoint subsets
Split the feature set F into K subsets: Fi,j (j = 1 to |F|/K); 4.
for j = 1 to K do 5.
Let Xi,j be the dataset X for the features in Fi,j ; 6.
Eliminate from Xi,j a random subset of classes; 7.
Sample from Xi,j with 75% of the size of Xi,j denoted the new dataset by X ′ i,j ; 8.
Apply PCA to obtain the coefficients in a matrix Ci,j ; 9. end for 10. Arrange the Ci,j in a matrix Ci, j = 1 to /K; 11. Construct R by rearranging the columns of Ci to match the order of features in F; 12. Build hi using (XRi, Y);
and hi(x, j) is the probability that decision tree hi predicts x to be class j. Table 2 . IUE-I: the first version of the improved undersampling-based e nsemble. Input: the majority class set Xmaj ; the minority class set Xmin; the number T of subsets sampled from Xmaj ; and I, the number of iterations for training rotation forest
Randomly sampling a subset Xmaj,i from Xmaj with |Xmaj,i| = |Xmin|; 4. Xi = Xmaj,i ∪ Xmin;
5.
Let Yi be the label vector corresponding to Xi; 6.
Call rotation forest to train the classifier Hi with I base classifiers using balanced data (Xi, Yi);
and Hi(x, j) is the probability that rotation forest Hi predicts x to be class j.
Proposed method
The class-imbalance problem exists in many applications [1, 2] and decreases the performance of conventional classifier learning methods. Undersampling-based ensemble methods are often used to handle the imbalanced problem, and the key issue of these methods is how to improve the performance of individual classifiers on limit 
Randomly sampling a subset Xmaj,i from Xmaj with |Xmaj,i| = |Xmin|; 5.
Xi = Xmaj,i ∪ Xmin;
6.
Let Yi be the label vector corresponding to Xi; 7.
Call rotation forest to train the classifier Hi with I base classifiers using balanced data (Xi, Yi); 8.
Removing from Xmaj the former f examples that are correctly classified by Hi with high confidence; 9.
Hi(x, j) is the probability that rotation forest Hi predicts x to be class j.
balanced data obtained by undersampling the majority class, without harming the diversity among individual classifiers. This section proposes an improved undersampling-based ensemble (IUE) method using rotation forest. Two versions of IUE are implemented: IUE-I and IUE-II.
IUE-I
x n ] is a data point described by n features, and let X maj be the majority class set containing objects in the form of an N maj × n matrix and X min be the minority class set in a form of an N min × n matrix. IUE-I uses a straightforward way to build an undersampling-based ensemble method. Like EasyEnsemble, IUE-I undersamples several subsets X maj,1 , X maj,2 , · · · , X maj,T from X maj with the size of X maj,i equal to that of X min for i = 1, 2, · · · , T , and learns a classifier H i using X maj,i and all of X min .
Rotation forest [22] , which is an ensemble learning method, is used to train each classifier (subensemble) H i .
The main heuristic of rotation forest is to apply feature extraction to subsets of features and reconstruct a full feature set for each base classifier, randomly splitting the feature set into K disjoint subsets, running principal component analysis (PCA) on each subset with a bootstrap sample of training set, and then organizing all the principal components in a sparse rotation matrix R . A classifier is trained on the whole training set in the feature space defined by R . A decision tree is selected as the base learner as it is sensitive to feature rotation. Table 1 shows the pseudocode for rotation forest. Therefore, IUE-I is an ensemble of ensembles.
For the prediction, unlike EasyEnsemble, individual classifiers of IUE-I produce estimates of the posterior probabilities for each class. These probabilities are averaged across the classifiers, and the most probable class is assigned. The pseudocode for IUE-I is shown in Table 2 .
The idea behind IUE-I is simple. Similar to underbagging [18] and EasyEnsemble [5, 19] , IUE-I generates T balanced subproblems and combines the T results to further exploit the majority class examples, which are ignored by the undersampling. In addition, since the decision tree is sensitive to the sampling technique, rotation forest, which is an ensemble of decision trees, is also sensitive to the sampling technique. Therefore, IUE-I guarantees the high diversity among individual classifiers learned by rotation forest, which is a key to the success of an ensemble. Furthermore, the minority class set X min is often notably small; thus, the training set X i is notably small, i.e. |X i | = 2|X min | = 2N min . Therefore, how to learn individual classifiers with high performance is a challenge, which is another key to the success of an ensemble. Since rotation forest is observed to be notably accurate, it is used as the weak learner (although it is not weak) in this paper.
IUE-II
Unlike IUE-I, which uses an unsupervised strategy to learn each classifier, IUE-II learns each classifier in a supervised manner. Specifically, after constructing classifier h i , the examples of the majority class that are correctly classified by h i with high confidence are removed to train classifier h i+1 following BalanceCascade. The rationality is that given classifier h i , the examples that are correctly classified by h i are somewhat redundant. Like IUE-I, rotation forest is used as the weak learner. Table 3 describes the pseudocode of IUE-II. IUE-II is similar to IUE-I with the exception of lines 2 and 8 of Table 3 . Therefore, at the beginning of the T th iteration, X maj has been shrunk T − 1 times, and the current size of
For prediction, individual classifiers of IUE-II produce the estimates of the posterior probabilities for each class. These probabilities are averaged across the classifiers, and the most probable class is assigned. 
Experiments

Datasets and experimental setup
Thirty binary datasets are selected from the KEEL dataset repository [36] for comparison, and the details are described in Table 4 , where #Attr and #IR are the attributes number and imbalanced ratio, respectively. The imbalanced ratio is defined as the ratio between the size of the majority class set and that of the minority class set. The datasets are from various application domains, and the imbalanced degree of the datasets varies from 41.4 (highly imbalanced) to 3.2 (only slightly imbalanced). In this section, a 5 × 2 -fold cross-validation strategy [37] is conducted to evaluate the performance of the proposed method. Ten methods were selected as candidates to test the performance of the proposed method:
• U ndersampling-C45 (UC) [38] preprocesses the training set using the random undersampling technique to obtain a relatively balanced dataset and learns a model using C4.5 [39] on the balanced set.
• U nderBagGing (UBG) [18] learns each member on the undersampled subset from the majority class set, and C4.5 is selected as the base learner. The number of members T is set to be 100.
• RUSBoosT (RBT) [15] combines the undersampling technique into the boost learning process. The number of members T is set to be 100; for each member, a subset with size equal to the minority class is sampled (without replacement) from the majority class. Then C4.5 is used to train a classifier using the subset and minority class set.
• EasyEnsemble (EE) [5, 22] samples T subsets from the majority class and trains AdaBoost with J weak learners using each subset. We select C4.5 as the weak classifier and set T = 10 and J = 10.
• Ensemble U nderSampling (EUS) [35] randomly partitions the majority class set into several disjoint subsets, and the size of each subset is equal to that of the minority class set. EUS combines the minority class set and each subset to train a base classifier. Therefore, the number of ensemble members is equal to the imbalanced ratio. We set C4.5 as the base learner.
• Adaptive Ensemble U ndersampling-Boost (AEUB) [16] randomly partitions the majority class set into several disjoint subsets (like EUS), learns an individual classifier using AdaBoost, and determines the weight of each individual classifier. After learning an ensemble, the optimal adaptive decision boundary is determined using validation data. In this section, the number of the base classifiers of AdaBoost is set to 10. Following [16] , one-third of the original training set is used as the validation data and the others as the training set.
• BalanceCascade (BC) [5, 22] is similar to EasyEnsemble with the exception of removing the correctly classified major class examples from further consideration. C4.5 is selected to train the weak classifiers, and we set T = 10 and J = 10.
• DTE_SBD [33] constructs a decision tree ensemble based on SMOTE, undersampling, and differentiated sampling rates. The number of individual classifiers is set to 100. The k -nearest neighbor parameter of SMOTE is set to 5, and C4.5 is selected to train the weak classifiers.
• IUE-I. The number of subsets is T = 10 , and the number of iterations of rotation forest is I = 10 (refer to Table 2 ). C4.5 is used as the base learner of rotation forest and K (the number of splitting feature set F of rotation forest) is set to be F/3 (refer to Table 1 ).
• IUE-II. The experimental setting is the same as that of IUE-I. 
Evaluation measure
Evaluation measure is extremely essential to assess the effectiveness of an algorithm, and for imbalanced problems, precision, recall, f-measure, g-mean, and AUC are the most frequently used ones. The examples predicted by a classifier can be categorized into four groups as shown in Table 5 , and the precision and recall are defined as precision = T P /(T P + T F ) and recall = T P /(T P + F N ). F-measure is a harmonic mean between recall and precision, defined as
where δ , often set to be 1, is a coefficient to adjust the relative importance of precision versus recall.
G-mean is another metric considering both the positive class and negative class, defined as
Therefore, g-mean uses the geometric mean of the recall of the positive class and that of the negative class to measure a classifier performance. Besides, AUC is a commonly used measure to evaluate models' performances on imbalanced problems. According to [27] , AUC can be estimated by
In this paper, recall, f-measure, g-mean, and AUC are employed to evaluate the classification performance on imbalanced datasets. 
Experimental results
To evaluate the performance of IUE (the proposed method), AEUB, DTE_SBD, RBT, BC, EE, EUS, UBG, and UC were selected as the comparison methods (for more details of the methods, refer to Section 4.1). The results are reported in Tables 6, 7 , 8, and 9, which report the summary results of the compared methods on the measures of recall, g-mean, f-measure, and AUC. The tables also report the average value on each measure for each algorithm, the winning times, and the times that an algorithm ranks in the top 3 of the 30 datasets. Table 6 reports the summery results of the ten algorithms on recall. From Table 6 , it can be seen that IUE outperforms the other undersampling-based ensemble methods. Specifically, IUE-II (IUE-I) has the best recall on 14 (7) The Friedman test [42] , which is a nonparametric statistical test, is used to determine whether the superiority of our methods is accidental. The Friedman test can be used to detect differences across multiple algorithms based on the ranks of the algorithms on multiple datasets. STAC [43] , which is a web platform to compare algorithms using statistical tests, was used for the experiments. We assume that the performances of all ten methods for comparison are identical and set the P-value at 0.05. The experimental result shows that the hypothesis that all algorithms have identical performance is rejected with an extremely low P-value (P < 0.00001).
To further differentiate these algorithms, the Nemenyi post hoc test was also used after the hypothesis "the performance of the comparisons of the groups of data is similar" was rejected. The Nemenyi test computes an average ranking difference threshold CD , and the hypothesis will be rejected if the average ranking difference is larger than CD/2 [44] , where CD is defined as
where k is the number of algorithms, N is the number of datasets, and q a is the critical range of Tukey's distribution. We set a = 0.05 . Figure b shows the Nemenyi figure of the compared algorithms on the recall. From Figure b , IUE-II performs similarly to IUE-I and significantly outperforms other undersampling-based ensemble methods. IUE-I significantly outperforms DTE_SBD, RBT, EUS, and UC, and there is no significant difference between IUE-I and each of the other methods. Table 7 and Figure c report the summary results and average rank of the ten algorithms on g-mean,
respectively. Similar to the results on recall, Table 7 shows that IUE-II (IUE-I) has the best g-mean on 19 (4) of the 30 datasets and performs in the top 3 on 28 (21) datasets. In addition, Figure c shows that the average ranks of IUE-II and IUE-I on most datasets are much smaller than those of the other methods, and IUE-II ranks first with the average rank of 1.58, followed by IUE-I with the average rank of 3.40, DTE_SBD with 4.75, BC with 4.87, AEUB with 5.05, EE with 5.37, UBG with 5.38, EUS with 6.73, RBT with 8.43, and UC with 9.43. In addition, combining the results of Table 6 , we observe that the proposed methods show better performance on g-mean than on recall compared to the other methods, which indicates that the proposed methods are more accurate than other undersampling-based methods on the majority class.
The Friedman test shows that the hypothesis of all algorithms with identical performance on g-mean is rejected with an extremely low P-value (P < 0.00001). The Nemenyi post hoc test was used for further comparison. Figure d reports the Nemenyi figure of compared algorithms on the g-mean. From Figure d , both IUE-II and IUE-I significantly outperform the other methods, since the average ranking difference exceeds CD/2 = 1.215 . In addition, in Figure d , FIUE-II significantly outperforms IUE-I on the g-mean. Table 8 and Figure e report the summary results and average ranks of the compared methods on f1measure, respectively. Table 8 shows that IUE-II and IUE-I have much larger average f1-measures than the other methods, and IUE-II(IUE-I) performs the best for f1-measure on 18 (4) of 30 datasets and performs in The Nemenyi test was used for further comparison of the algorithms on the f1-measure, since the hypothesis of all algorithms with identical performance on the g-mean is rejected by the Friedman test. Table 9 shows that our proposed methods are superior for most of the 30 sets compared to other methods. Specifically, IUE-II (IUE-I) performs best on 22 (4) 
Conclusion
Imbalanced learning has received sufficient attention in machine learning and pattern recognition, and undersamplingbased ensemble methods are notably effective in handling imbalanced problems. However, the training sets obtained by undersampling techniques to train individual classifiers are often notably small because of the limit of the minority class examples. Therefore, how to improve individual classifiers on limited datasets is notably meaningful. In this paper, we propose an improved undersampling-based ensemble (IUE) using rotation forest, since it is notably accurate, particularly for small datasets. In addition, it is easier to create individual classifiers with diversity using rotation forest, since rotation forest is more sensitive to the sampling technique than robust methods such as SVM and neural networks. The experimental results show that IUE significantly outperforms other undersampling-based ensemble methods for imbalanced datasets on the measure of recall, g-mean, f-measure, and AUC.
