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AbstractmThe multiquadric (MQ) method, when converted into a proper integral equation, is a 
potential function. As A numerical method, it is capable of interpolation without he mmal redprocal 
distance singularities. An umumel result of a more detailed study is that the Newtonian attraction 
generated by each volume lement inside a mterial  body is a constant, proportional to the product 
of G mad the density. Consequently, potential at the boundary is identlc.~d, whether computed inter- 
nally with a p~roper integral for materiel space, or externally by the approach of unit mmmes from 
in/Tmlty in free space to the bmmdary points of a sphere. The capability of the proper integral foam, 
and the corresponding MQ numerical pproximation provides a basis for interpolation of potential 
and its functio-Ah inside and on the boundary of the Earth. 
1. INTRODUCTION 
The MQ method of interpolation and prediction was discovered in the late 1960s and has attained 
prominence among radial basis functions because of its accuracy and simplicity. See Hardy [1,2]. 
The method was named "multiquadric" because it was originally understood, in only geometric 
terms, as a linear combination of quadric surfaces. Eq. (1) represents he original concept. 
a(x,Y) =  q[(x - xq)  + (Y  - + (1) 
q~-.1 
The points X, Y represent an infinite set of prediction points, among which is a finite set of 
measured ordinates H(X, Y) at scattered points i -- 1, 2, 3, . . . ,  n. An undetermined constant 
coefficient ~ is associated with every point source q which can be collocated With the points i 
where ordinates H(X, Y) have been measured, provided A -- 0. For this case, each term of the 
summation is a two-sheet conical surface centered at each data point and corresponding source. 
If A ~ 0, then the proper meaning of A is that it is the perpendicular distance from the X, Y 
plane to the vertices of a pair of hyperboloids. 
An irregular MQ surface can be generated by an arbitrary choice of coefficients ~, with generally 
varying magnitudes and algebraic signs. The magnitude of a coefficient quantifies the slopes and 
ordinates of each corresponding cone or hyperboloid, and the algebraic sign determines which of 
the two sheets is to be entered into the summation. But the most advantageous property is that 
the procedure is reversible. With n observations and n sources, a set of simultaneous equations 
in n unknown coefficients can be solved. Then Eq. (1) can be rewritten for any desired array 
of H(X,Y) at points p, including observed H(X,Y) at points i. The MQ surface is then found 
to fit data points exactly, and to generally provide high quality interpolations in a grid or other 
array for contouring. 
This presentaticm is dedicated to the memory of Brigadier Martin Hotine, R.E. Pet (1897-1968), whose bril~ant 
dedication to the development of geometric and mathematical geodesy, and whose personal words of ¢ n ~  
at LuceTne in 1967 concerning the publication of my own ideas, contributed to the publlcaticll of this and my 
previous papers. 
I have benefited extensively from comments by two Merees. 
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Each term in Eq. (1) is the product of a constant coefficient and a 3-dimensional distance 
from p to the source q. We re-express the distance term as 
[ (x ,  - x~) ~ + (~ - Y,)~ + ~l~/~ = t,~, (2) 
in which A2 can be viewed as 
4 2 = (z ,  - z . )  2 = (0 ± z . )  2, (3) 
since p is taken to be in the X, Y plane, and the source q is now considered to be outside the 
X, Y plane. 
We note here also, that taking A as a small quantity, such as an infinitesimal e, is sufficient to 
assure continuity of the first partial derivatives of H(X, Y) in the forms ~t[:, ~ .  
Extending these properties to 3-dimensional interpolation, we let 
[ (x ,  - x~)  = + (Y, - Yq)= + (z ,  - zq) = + d] I /=  = tp.. (4) 
in which p as well as q can be in 3-dimensional space. The infinitesimal e is included again to 
provide continuity of the first partial derivatives, including ~r/~, and later we see that it accounts 
for the non-zero dimensions of a volume element surrounding the source q. 
Since it is the purpose of this paper to deal with a spherical approxirrmtion of the Earth, and 
further to discuss volume fitting of scattered ata inside the crust of the Earth, we transform 
Eq. (4) into spherical coordinates. Thus, 
(r~ + raq - 2rpr, cos ~ + ~2)1/2 ._ tp,, (5) 
where 
cos tbpq = sin ~b~ sin ~p + cos ~q cos ~p cos(~q - ~q), (6) 
in which rp, Op, Ap are the spherocentric radius, latitude, and longitude of prediction points p, 
and rq, Or, At are the corresponding quantities for source points q. 
In the following sections, we will show how the multiquadric method is related to point mass 
models and the classical integral equation for potential. This leads to an unusual and significantly 
advantageous property for MQ interpolation based on an integral equation previously developed 
in potential theory to prove existence of potential inside a material body. 
2. THE POINT MASS MODEL AND A CORRESPONDING 
INTEGRAL EQUATION 
A point mass model of the form 
= t,-; (7) 
q----1 
may be viewed as a numerical approximation of the well-known, classical integral equation 
Vp - G / / /~  dv¢, (8) 
vol 
in which V is gravitational potential at a single point p in free space including the boundary, 
G is Newton's constant, 6 is the unknown but continuous mass density function at every q in 
the volume, and t is the variable distance from an evaluation point p to source densities in the 
volume elements dv at every point q. 
As noted by Heislmnen and Moritz [3], to mention only one among many possible references, 
it is a well-accepted concept hat as point masses pq in Eq. (7) are continuously and uniformly 
distributed in the volume, then the summation becomes the integral in Eq. (8). 
However, Eq. (8) is an improper integral for evaluating potential at a point p inside the volume, 
even if 6 is known or assumed known, since a singularity occurs when t - 0. 
Cc~atrlbution f the multiquadrlc method 83 
Also, it is generally not a goal of the model in Eq. (7) to determine stimates of ~ at interior 
points q which realistically correspond in some sense to G6dv at q's in the formal integral. 
Instead, it is to determine fictitious values (point masses) which will cause the summation to 
fit n observations of potential V at a set , of scattered ata points f not collocated with 
points q. Then, from the sum of the products of the ~'s and corresponding reciprocal distances 
t -1 between a prediction point p and sources q, one can predict V at any number of evaluation 
points p including exact fits at the set of points p'. In brief, Eq. (7) can be used somewhat 
effectively (with care) as an interpolation scheme based on the same harmonic property as the 
potential function to he interpolated. 
A disadvantage of the point mass model is that it is deficient in the same manner as the 
corresponding improper integral in Eq. (8). It will fail completely if an evaluation point p coincides 
with any source point q, making t - 0. There is also difficulty in determining, in advance, how 
far away from sources an evaluation point must be in order to avoid serious distortions of the 
potential field. 
3. THE MQ MODEL AND A CORRESPONDING INTEGRAL EQUATION 
As frequently mentioned in the author's literature [4-8] there were striking, but until now, 
elusive similarities and dissimilarities of the MQ method to the point mass model in Eq. (7). Let 




Compared with Eq. (7), we make the following observations. Eq. (7) represents a linear com- 
bination of 3-dimensional reciprocal distances. MQ summation in Eq. (9) represents a linear 
combination of 3-dimensional distances. The reciprocal distance in 3-dimensions as in Eq. (7) is 
harmonic; the distance in 3-dimensions as in Eq. (9) is hihsrmonic [5-8]. This is surely more 
than a coincidence hut by itself does not provide sufficient justification for asserting that Eq. (9) 
can represent a potential function inside a rrmterial body. 
But we can make another observation concerning Eq. (9). The sum of products of constant 
coefficients aq and distances t~q, can represent work in a very simple way. That is, each constant 
af (if it is a force) multiplied by a distance tpq in the same direction would be a scalar increment 
of total work in the system. 
Gravitational potentiM involves a special kind of work, namely the work done by gravitation 
in moving a fictitious unit mass at a dimensionless point p from one location to another. With 
this outlook one is justified in investigating Eq. (9) as a potential function, by assuming each aq 
at q is a constant gravitational force acting on an attracted unit mass as it is moved through a 
distance t from a fixed evaluation point p in the boundary to a source point q. 
Figure 1 illustrates the nature of the speculation concerning the postulate that MQ summation 
can be a potential function. The evaluation point p is on the boundary of a material sphere. The 
investigation involves a single volume element dv containing a point density source at q. This 
single source will induce a single differential of potential dV at p. The classical way to determine 
potential dV at point p is to compute the work done by Newtonian gravitation generated by 
GSdv at q (virtually a particle) in moving a unit mass in free space from infinity by any path to 
the position p which is a distance t from q. The computation is as follows: 
G6qdvq /oo 1 G6qd~q = dVp. (10) 
Jr,, -~ de = tp, 
This is none other than the integrand in Eq. (8) which will produce the potential V at p on 
the boundary or in free space by integrating the effect of all sources at q in the body. 
The left hand side of Figure 1 represents material space. We know from many classical text- 
books on potential, e.g., [9,10] that potential is continuous across boundaries, potential exists 
inside material bodies, and a proper integral exists to evaluate potential at points on the bound- 
ary or inside a material body. What has been left unsaid, if it were ever known, is how to define a 
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dV,= t , ,  = 
/ 
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Figure 1. Free space mad material space ord~es  of potential at p in the boundary 
gener~Lted by a single source G6qd~q in a material body at q. 
differential of potential at the boundary of a material body in terms of the work done by internal 
(material space) gravitation in moving a unit mass from a density source at q to a boundary 
point p, or vice versa. 
Section 4 of this paper will completely explain the results of that investigation, including the 
fact that G6dv/l  2 can be a constant in a material body for a single fixed volume element at q as 
indicated on the left hand side of Figure 1. The relationship (G6dv/t2)t -- G~dv/t, as shown on 
the respective sides of Figure 1, seems to be mathematically trivial, but the reader should keep 
in mind that the left hand version is a representation in material space whereas the right hand 
version is a representation in free space. The difference in physical meaning is not trivial, which 
probably accounts for a failure by other authors to discuss this point in classical potential theory. 
Although we have not identified the proper integral equation for use in material space that 
corresponds to MQ summation i Eq. (9), we can deduce the following conditions concerning the 
nature of such an integral if the postulate about Eq. (9) is true. 
Consider the point mass model in Eq. (7). Assume a number n sufficiently large to represent 
density at all q's in the volume, or equivalently that ~'s at every q are continuously and uniformly 
distributed in the volume so that the summation is equal to integration. Then for MQ summation 
in Eq. (9) to represent true potential at the same p on the boundary from the same volume 
distribution of density sources in the body the following conditions would have to be satisfied. 
Every ~ at q in Eq. (9) would have to correspond positiouwise (on a point by point basis) 
to the location of every fl at q in Eq. (7). Also, every distance l in Eq. (9) between a single 
fixed point p in the boundary and the fixed locations of all q's inside the body would have to 
correspond lengthwise with every t in the reciprocal distance t -1. In brief, as both summations 
become integrals, simultaneously, each sequential term of the two summations should be related 
as follows 
(11) 
Now we can obtain a physical interpretation of (~¢ in terms of ~¢ - G6~dv 9 -" Gdmq in the 
integral. Namely, we have 
Gdrnq (12) 
which appears on the left hand or material space side of Figure I. The physical interpretation 
appears to be that ~q represents gravitational ttraction upon a unit mass (I) generated by the 
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source q as it moves from q to p (or vice versa) inside the body. Note that aq depends only 
on the source at q, whereas the equal quantity on the right side of Eq. (12) suggests that the 
gravitation depends on both p and q. This seems to be a contradiction but it is not. Eq. (12) 
is certainly a contradiction, if we choose to think in terms of free space, but it is not necessarily 
a contradiction i  material space. Keep in mind that material space happens to be the domain 
under consideration. 
For example, if the volume element dv in the numerator of Eq. (12) is found to contain lpq 2, 
which in every case is identical to lpq 2 in the denominator, then the expression is still gravitation 
but its magnitude is a constant directly proportional to the product of G and the point value 
of density 6 in the volume element at q. Hence, the gravitational dependence on p in Eq. (12) 
would be eliminated. The distance and direction from the origin at p depends on both p and q, 
but gravitation only on the source at q. Then the product of a constant attraction generated 
at q and the distance t from p to q would produce the same differential of potential at p on the 
boundary in Figure 1, as that accomplished in free space with variable gravitation. There would 
be no self potential at q, when ~ is zero. The product of a constant force (G6dv/l 2) times the 
distance t would be the work done against gravitation, in moving a unit mass to the boundary. 
These relationships are proven in the next section. 
4. A COROLLARY TO THE PROOF OF EXISTENCE OF POTENTIAL  
INSIDE A MATERIAL BODY 
The proof of existence of potential inside a material body as given by Peirce [9], and MacMil- 
lan [10], to mention a few examples, consists essentially of the following procedure. First they 
define, or call attention to the classical integral for evaluating ravitational potential V at a 
point p outside the body. This integral is identical to that given in Eq. (8), and all definitions are 
the same. We re-emphasize that a 'Tree space p" is specified because the integral in Eq. (8) is 
improper otherwise. Note also that integration of the integral with a known, or assumed known, 
density function ~ can result in only a single value ~ for each single integration. 
The next step is to consider the placing of this single point p inside the volume, and to 
demonstrate that V is not actually infinite as it seems in Eq. (8) when lpq = 0. The key to 
this result is to make the evaluation point p the origin of a system of spherical coordinates and 
to define the volume elements dvq of the body in that system. Only one point q in the body 
is needed to demonstrate the effect of this coordinate transformation i producing a new and 
proper integral for evaluation of V at p inside the body. 
Figure 2 is based on an illustration by Peirce [9]. However, it contains more details than his 
illustration to assist in the discussion here which goes beyond the existence proof. It will be 
helpful to point out that if the density function is first known in the coordinate system centered 
at the origin 0, then it will be necessary to re-express the density function in terms of the origin 
at p by a coordinate transformation. Only then can a valid integration through the body with 
respect o the new origin be accomplished. It will also be necessary to change the limits of the 
definite integral to correspond to the new variable (density function) within the boundary of the 
body. Keep in mind that it is the origin of coordinates in the body that has been moved, not the 
body itself. The density ~q at q in Figure 2 has the same value in both systems, and also in all 
additional systems as p is moved for successive integrations. 
Naturally, one must define the location of each p with respect o the origin at 0 to provide 
explicit quantities for the described transformation. In Figure 2, these are represented by ge- 
ographical spherical coordinates of p with respect o an origin at 0, namely r0p, O0p, and A0p, 
where r is a variable radius from 0, ~ is latitude north or south of an equatorial plane, and ~ is 
longitude astward from the zero meridian. 
In an '~} centered" coordinate system the volume element at q is 
dv¢ - r~q cos ~boq dOo¢ dAoq drop. (13) 
But in the more general "p centered" systems the volume element at q is 
d~, -- l~, cos6 ,  d6 ,  dXp, dep,. (14) 
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JR  
Figure 2. One fixed point  P and  one fixed point  Q inside sphere R.  
In what follows, we will drop the subscripts in Eq. (13) and (14) for all quantities except '0¢ 
and tpq, since these quantities alone identify the nature of the subsequent terms and differentials. 
When the right hand side of Eq. (14) is substituted into Eq. (8) for dvg, we have 
- G / / / tpq6q cos 0 dO dA dL (15) 
voi 
This is the equivalent of integrals by Peirce [9] and others to prove the existence of finite potential 
inside material bodies. The remarkable aspect of Eq. (15) is that tpg appears in the numerator, 
making it a proper integral, whereas/pq appears in the denominator fEq. (8) making it improper 
for p inside the body. 
To my knowledge an extended interpretation f Eq. (15) has never been accomplished tototally 
justify the construction of a numerical method based upon it. 
Recalling that Eq. (7) is based on Eq. (8) and cannot interpolate ffectively inside a material 
body, it is advantageous to consider an interpolation method based on Eq. (15) which can in- 
terpolate ffectively inside a material body. The search should not be hopeless. After all it has 
been shown that the integral in Eq. (15) can be derived in a mathematically simple way from 
Eq. (8). Obviously Eq. (15) is still a potential function but it is not harmonic because it must 
satisfy Poisson's equation inside the body as opposed to the special case of Laplsce,s equation 
outside the body. But the kernel in Eq. (15) is biharmonic, suggesting an entirely new field of 
investigation i potential theory. 
It is certainly easy to visualize the t~q's in Eq. (9) as being discrete values of distance corre- 
sponding to certain continuous tpf's where the q's are point locations of continuous distributions 
of density in Eq. (15). The more difficult part of the visualization is to discover in what sense the 
accompanying G6q cos 0 d0 d)t d / in  Eq. (15) represents a constant gravitational ttraction upon 
a unit mass as it moves from p to a volume element containing a point value of 6 at q or vice 
versa .  
In studying the quantity G6q cos 0 dO d~ dr, the most promising aspect is that G6~ cont~s  no 
dependence on p, or on the distance tpq. If the given expression represents constant attraction 
as speculated, the increment of potential difference between p and q depends on the product of 
l~q and the constant attraction, but the attraction itself could not depend on tp¢. A hint of the 
direction to go in proving that G6~ cos 0 d~ d~ dt is, in effect, a constant attraction of magnitude 
GSq cos0 is the fact that it should involve a volume element containing the quantity tpg 2 as in 
Eq. (14), but it does not. Strictly speaking Eq. (15) is not a good representation f itself. 
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One of the reasons for this is that the cancellation of one of the t~q's in the volume element 
of Eq. (14) occurred as a result of the reciprocal distance in Eq. (8). The remaining t~q in 
the original volume element became, in effect, the biharmonic kernel function tpq in the new 
integral, Eq. (15). Hence, the remaining part of the integral for a single volurne lement, namely 
G6g cos ~ d~ d~ dl contains no evidence of tpq other than dr. 
To understand the physical meaning of this important part of the integral, perhaps it would 
be useful, for viewing purposes, to restore the tp¢ 2 of the volume element to the expression but 
without changing the magnitude of the expression. The right hand side of the equation below is 
identical to the left hand side but we have multiplied the right hand side by Ipq2/tpq 2= I. Note 
that the iimlpq2/lpq 2 is always (1), not a meaningless 0/0 as ~q --~ 0 as a limit. Hence, 
G6qcos@d~d~dt- G6q(t~¢2 cos~d~d~dt)(1) Gdm¢ -- t-~--2 (1). (16) 
On the right hand side of this equation drnq is the attracting mass in the volume element 
at q. The quantity (1) is the unit attracted mass. Eq. (16), as a whole, should be recognized as a 
special case of Newton's law of attraction. It represents the constant attraction, within a material 
body, of a density source at q upon a fictitious unit mass as it moves from p to q (or vice versa). 
Actually, it doesn't matter where we place the point p inside the body as long as we transform 
the density function appropriately with respect o each new origin which is also an evaluation 
point p. This includes the special case of all possible new points f on the straight line between 
an originally designated origin at p and any fixed source at q. Consider every subsequent point p~ 
placed on the line in sequence (keeping qfixed in the body), with an accompanying transformation 
that maintains a constant value 6q at the fixed q. Then the numerator in Eq. (16) will always 
contain lpq 2 as a part of the volume element, and the denominator will always contain the same 
lpq ~- as required by Newton's law. This provides a corollary of the proof of ezistence of potential 
inside a material body. With the construction as provided for above, the attraction of each single 
density source at q upon a unit mass at any point p inside the body, including the set of points 
p~ on the straight line between p and q is, in effect, constant. It is also relevant to note that at 
any point along the line joining p and q, cos @ is constant and, therefore, the attraction must be 
constant provided the density at q remains fixed. 
Naturally, the integral in Eq. (15) represents he total potential V at a single point p in the 
body generated by moving s unit mass from p to every separate q in the body or vice versa 
depending on the sign convention. 
The insight provided by a proper understanding of Eq. (15) is rather emarkable. For example, 
the self potential of a single source at q where lp¢ --* 0 as a limit is zero, not infinity as implied by 
the improper integral in Eq. (8). The strength of the source at q is irrelevant, being necessarily 
finite by definition. But whatever it is, 6q cannot produce a potential difference at virtually zero 
distance because there has been virtually no displacement of the unit mass in the vicinity of q 
where lp¢ --, 0 is a limit. It is an engineering type of consideration. It doesn't matter how much 
force is applied to move s given load. If the load doesn't move then technically no work has been 
done. 
The behavior of MQ summation duplicates, in a discrete sense, the behavior of the formal 
integral in Eq. (15). As a consequence one may regard MQ summation i Eq. (9) as the numerical 
analog of the integral in Eq. (15). The discrete distances tp¢ in Eq. (9) correspond to particular 
point values of the continuously variable distance tpq in Eq. (15), and the discrete constant 
coefficients ~q correspond to point values of the expression G8¢ cos ~b d~b d~ dl, constant for each 
given 6q. As with the point mass model, one is justified in an assumption that with point densities 
distributed uniforndy and continuously in a volume, then the sum in Eq. (9) becomes the integral 
in Eq. (15). 
In the following section, we will provide another numerical relationship to the proper integral 
for material space potential in Eq. (15). It involves the equivalent of an expansion of the distance 
kernel t into s spherical biharmonic series. This is related in a surprisingly simple way to a 
spherical harmonic series as used for the reciprocal distance 1-1 in Eq. (8). The expected property 
of a spherical biharmonic series, to be applied later in practice by this author and others, is that 
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it will be absolutely convergent inside and at the boundary of material space corresponding to
the integral in Eq. (15). For a brief, but highly relevant, series of cmmn~ts on the relationship 
of improper and absolutely convergent integrals related to gravitational potential (see Sternberg 
and Smith [11, p. 126]). 
5. CONCERNING A SPHERICAL BIHARMONIC SERIES 
It is known from Bhattacharayya [12] and Jaswon and Symm [13] that the product of distance 
squared in two or three dimensions, and a harmonic function in two or three dimensions, respec- 
tively, will produce a unique biharmonic function. This certainly applies to two highly successful 
interpolation methods, although neither of these was referenced in [12] and [13]. One of these is 
the two-dimensional thin plate spline (TPS) of Duchon [14]. The other is the three-dimensional 
multiquadric biharmonic (MQ-B) method of Hardy [2]. 
The two-dimensional interpolant of Duchon is based on the variable deflection D of a weight- 
less, infinite two-dimensional p ane elastic plate. It is maintained in equilibrium by scattered 
concentrated loads perpendicular to both sides of the plate, such that the sum of the forces and 
the sum of the moments about axes z and y are each equal to zero. Without the terms involving 
equilibrium the Duchon interpolant reduces to 
rt 
= (17)  
q=l  
The coefficients Lq, representing unknown concentrated loads, generate interpolated eflections 
Dp at all points q in the plate, and fit the observed eflections De at load points exactly. The 
distance squared in the two dimensions of this interpolant is 
= - + (ye  - (18)  
Log rpq in two dimensions i logarithmic potential, and when this is multiplied by req 2 the product 
becomes a biharmonic function. 
As to Hardy's MQ-B method, it has been noted in Section 3 of this paper that teq in Eq. (9) 
is biharmonic. This can easily be seen to have resulted from multiplying the three-dimensional 
reciprocal distance le9 -1 (which is harmonic) by teq 2 which is distance squared in three dimen- 
sions. The homogenous biharmonic result is easily confirmed by geometry and calculus, taking 
the double Laplacian of l, i.e., V~l = 2l -x, then V~(V2l) = V4t =: 0 . But if we add s bit 
of gravitational physics in the form of a constant density 6q in an infinitesimal volume element 
surrounding q,we obtain s non-homogenous re ult. In this case taking the double Laplacian pro- 
duces, V2($ft~q) = 2$ft;  1, then V4(6qteq) = 2V2(6t;e l) = -8~rG& The last result is obviously 
the biharmonic equivalent of Poiason's equation, differing by s factor of two. See [13, pp. 106-109] 
for an identical result based on Dirac's delta function centered on q. 
The two interpolation methods above were tested in 1979, along with about thirty other well- 
known methods, by Franke [15,16]. Franke noted the similarity of the Duchon and Hardy methods 
without recognizing their common basis in biharmonic theory. See his report for comparative 
accuracies of these and other methods, based on six test functions and three different data 
densities. 
Inasmuch as we are considering eodetic and geophysical applications where spherical har- 
monics are frequently used for approximation, it seems appropriate to consider the matter of 
generating spherical biharmonics, using the principle described above. 
The only distance variable in solid spherical harmonics is the radial distance r. Using the 
notation of Heiskanen and Moritz [3] the external free space potential form of solid spherical 
harmonics is 
oo 1 n 
= , . .+ ,  (19) 
n----O m~-0 
in which Ynm(8, ~) represents a set of surface spherical harmonics, not dependent on r, i.e., 
Ynm -- [anmPnm(cos 8) cos rn)t + bnmPnm(Cos 8) sin rnA]. (20) 
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Multiplying the right hand side of Eq. (19) by r 2 will produce a solid spherical biharmonic 
series, but we must pause to consider carefully what the new series will represent physically. It 
cannot represent biharmonic potential outside the sphere in free space because that is the domain 
of Eq. (19). 
Now, to visualiT.e what it can be instead of what it can't be, let us visualize the building up of 
a n~terial body by adding together variable density in surface layers from r = 0, at the center of 
a hollow sphere, up to any given re = Rp, i.e., the final boundary. Then Eq. (19) applies to the 
exterior free space potential at the given Rp, plus all r > Re in free space. But for all designated 
points r e inside the boundary and including P~p at the boundary, the potential for s known 
or assumed known variable density distribution can be determined by the absolutely convergent 
proper integral in Eq. (15). Moreover it is known, at the given boundary point Re, that the results 
of the free space integral in Eq. (8) and the material space integral in Eq. (15) are identical. It 
is also known that the kernel t of Eq. (15) was obtained by the equivalent of multiplying the 
kernel 1-1 in Eq. (8) by the distance ~2. Hence, the multiplication of I / r  n+x of the solid spherical 
harmonics, in free space exterior to a sphere, by r 2 should produce a solid spherical biharmonic 
series in the material space inside a sphere. This amplifies a statement by MacMillan [I0], in 
his description of the potential of a spherical shell that, "the potential is continuous everywhere, 
although in different regions of space it is represented by different analytic functions." In his case 
he was describing the expressions for exterior and internal free space potential with respect o a 
spherical shell. But in the case being discussed here, his statement is equally relevant o exterior 
free space potential as compared with interned material space potential where no shell exists. 
As a consequence of this reasoning, the following is a solid spherical biharmonic series for the 
boundary and inside a material sphere containing a continuous variable density function in terms 
of r, 0, A, based on multiplying Eq. (19) by r2: 
oo n 
l~(r,O,A)- E ~ E Y---"m(0'A)' (21) 
r n -  I 
n=O m=O 
in which 
= v. (co, o) co. mA + V.m(Co. 0) sin real. (22) 
The change in coefficient symbols, i.e., replacing ann, brim, with Cnm, dnm, is a useful aid in 
distinguishing a bihsrmonic series for interior material space potential from a harmonic series 
for interior free space potential (hollow sphere). 
A line of reasoning similar to that for Eq. (21) leads to a spherical biharmonic series at the 
boundary and within the material space located outside a spherical free space, namely, 
co rt 
v.( , - ,o, ;O = Y__.,.(o,;O. (23) 
n----0 m----0 
This form, which replaces r" in the harmonic form with r "+2, will have little or no use in the 
gravitational pplications of geodesy and geophysics. 
A complete derivation of both spherical harmonics, and spherical biharmonics has been devel- 
oped independently b  Priovolos [17] in his Appendix A, pages 119-124. 
He found the well-known solid spherical harmonic multipliers to be r" and r -("+:) as given by 
Heiskanen and Moritz [3, p. 20]. He also found the solid spherical biharmonic multipliers to be 
r n+2 and r -("-x)) which are the respective harmonic multipliers multiplied by r 2. This confirms 
the much simpler approach to Eqs. (21) and (23) as given here. 
However, Priovolo" combined the solid harmonic and solid biharmonic multipliers as follows to 
produce 
I~(r, O, A) -- r" E Ynm(P,),)+r"+2 E Y_~m(O,A) (24) 
n=O m=0 i~----0 
and 
v,(, . ,o,,x) = Y,,,.(o,),)+-.;zr_ 
I'l.----u Irn ----'0 lrn--O 
which, for our purposes, is not a correct procedure. 
(25) 
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6. EVALUATION AND INTERPOLATION OF POTENTIAL 
INSIDE MATERIAL SPACE 
A. Previous Methods 
Textbooks on potential theory by Peirce [9] and MacMillan [10], already cited for proofs of 
existence of potential inside material space, provide formulas for computing potential inside s 
sphere of constant density. Their formulas are in complete agreement. Peirce, on page 36 of [9], 
acknowledges that all or part of this model is based on the methods of Thomson and 'Ikit [18]. 
Their methods are based on combining the free space potential at the inner surface of s spherical 
shell, with the free space potential at the boundary of a solid sphere contained inside, and in 
contact with the spherical shell. Adding these two free space potentials together at a radius rv, 
being the surface of contact between a sphere of radius r~ and a shell of outer radius R produces 
This is certainly correct as to magnitude, but a paradox is associated with it. With p inside 
the body at rp < R, Poisson's equation V2Vv = -4wG6 v should hold; but the sum of two free 
space potentials, Vpl = 0 and Vp2 = 0 does not satisfy Poisson's equation. This paradox is easily 
explained by the simplicity of the model used. Each of the two separate bodies, shell and sphere, 
act as point masses at the center of the sphere. It is evident hat for several specialized models 
of this type, the paradox between the Poisson and Laplace equation can occur. Of course the 
described model is only of academic value, not useful at all with respect o the real Earth for 
obvious reasons. 
Kellog has improved the models of Peirce and MacMillan to s significant extent. On pp. 57-58 
of [19] he considers the variable density of a sphere, dependent only on the radius. He expresses 
it as a continuous function 6(s), where s refers to particular values of r. He then expresses the 
internal and exterior potential U in the following forms 
/: 1 U, = 41rG ~ 6(r)r 2 dr + 6(r)rdr , 0 < s <_ R, (27) 1/R GM 
U, = 41rG ~ ~(p)l "2 dr = s ' R _ < s. (28) 
For the special case of 6(v) being constant, Eq. (27) is identical to Eq. (26). Kellog also shows 
that Poisson's equation 
V2U = -4~G6 (29) 
applies internally to density varying radially. 
This model provides considerable practical merit over the Peirce and MacMillan models. Nev- 
ertheless, a retention of the concept hat density is not dependent on 0 and ~ (colatitude and 
longitude, respectively) must be regarded as a severe limitation caused by an overly specialized 
model. 
Rubincam, Chao, and Schatten [20] used the equivalent of the Kellog model, although they 
attribute it (unreferenced) to a method commonly used in electroet~tic f eld theory. This illus- 
trates the multidisciplinary aspects of all potential theory. Eq. (4) in their paper, which we will 
not show here, is essentially Eq. (27) of this paper, in which ~(r) is replaced with a radial density 
function p(r) as follows: 
co l 2 
p(r) = (n). (30) 
l=0 rnf0 i=I 
The right hand side of Eq. (30) is essentially a surface spherical harmonic in which the anm, 
b,,n coefficients, dependent on 8, A, only, are replaced with Port1, Ptm2, which are dependent 
only on r. In s sense Rubincam ef ,l., seem to have defined a harmonic-like function that is no 
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longer harmonic, particularly when it represents density and not potential. The reason for this 
is that p(r), for an internal gravitational pplication, exists only in material space. Substituting 
p(r) in this form into an expression for potential inside material space leads to a contradiction 
in the definition of harmonic functions. It is well-known that harmonic functions are solutions 
of Laplace's equation. Thus, gravitational potential is harmonic in free space. In material 
space it satisfies Poisson's equation. For example, see reference [3, p. 5]. Statements in [20] 
by Rubincam et al., to the effect that they have provided a spherical harmonic expansion for 
gravitational potential inside the Earth which satisfies Poisson's equation are misleading. What 
they actually did was construct a potential f~nction dependent on the Earth's radial densfly only, 
which satisfies Poisson's equation. The proof that their construction satisfies Poisson's equation 
is equivalent to proof that their construction is non-harmonic. 
I insist on making this distinction because it is extremely important in the understanding of 
biharmonic-harmonic relationships in gravitational pplications, which is a major goal of this 
paper. 
However, the mistake in terminology mentioned above did not adversely affect the goals of 
Rubincam et al. Their paper was designed to develop numerical evidence that "gravity anomalies 
can masquerade asthe 'fifth force' if not properly accounted for." The so-called "fifth force" is a 
name given to a controversial suggestion regarding non-Newtonian gravity in mine shafts, going 
back to Stacey and Tuck [21] in 1981, if not earlier. 
In their non-Newtonian i vestigation Rubincam et al., modified their Kellog related concept 
to include homogenous ellipsoidal shells being removed from a rotationally flattened Earth, down 
to various levels of gravity measurements made in mine shafts or bore holes. The gravitational 
attraction inside such a shell is zero, the same as a homogenous spherical shell which is a special 
case of ellipsoidal shells. Assuming the above conditions and computations are correct, the 
attraction of the mass in the ellipsoid remaining below a gravitational observation is the true 
attraction on the gravimeter. The difference between the observed value and the assumed true 
value is, of course, a free air gravity anomaly in the mine shaft. 
For single bore holes or mine shafts the unknown lateral variations of density cannot be in- 
cluded in the computation. An assumption is made that the known local density in the vicinity 
of the gravimeter, being nearest he gravity measurements, has the greatest affect on the com- 
puted results. Based on this approach, and other considerations including gravity gradients, 
Rubincam et al., urged caution in attributing non-Newtonian gravity to discrepancies of gravity 
observations in mine shafts, which could involve a lack of knowledge of the behavior of gravita- 
tion and potential inside the Earth. Their paper [20] was presented orally at a "Big G Session" 
of the American Geophysical Union in San Francisco in December, 1988. The abstract of their 
pre-publication presentation appears in [22]. 
I also gave an oral presentation at the "Big G Session" and urged caution in substantial 
agreement with Kubincam et ai., although our respective presentations were quite different. 
see [231. 
My presentation suggested a method based on "biharmonic sources" rather than "harmonic 
sources," as a powerful research tool in evaluating disturbing potential and gravity disturbances 
continuously within a region of the Earth "based on gratify observations in scatlered mine shafts." 
Emphasis has been supplied here, in a quotation from my abstract, to point out that simultane- 
ous 3-dimensional interpolation, both horizontally and vertically throughout a regional volume 
distribution of mass, could be done by the biharmonic method. The biharmonic method in- 
volves material space potential in an absolutely convergent form, by which the effects of density 
variations not only in r, but also in 0 and A can be handled. 
Of all the references to those previously concerned with evaluating potential inside material 
bodies, which up to now include [9,10,19,20,22], excepting myself, the most general concept has 
been provided by Hotine [24]. 
The approach of Hotine was to suggest the substitution of complete spherical harmonics (sep- 
arately) for both a central sphere rp and a shell of non-uniform thickness urrounding it. He did 
not limit the suggestion to either a constant density in the body, or density that varies only as 
a function of the radius. He did not claim that the sum of two spherical harmonic series would 
satisfy Poisson's equation. He speculated that a spherical hsxmonic representation unrestricted 
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as to e, 0, A, could be used for exterior free space potential at p on the boundary of the sphere rp, 
and that an unrestricted spherical harmonic representation could be used for the internal free 
space potential at p on the inner surface of an irregular outer shell surrounding the sphere rp. 
These potentials could be combined, as in his equation 21.096, [24, p. 173], to represent the po- 
tential at p. This part of his presentation clearly resembles that of Peirce and MacMillan, except 
for replacement of constant densities with variable densities by complete spherical harmonics. He 
then identifies a correction from A.H. Cook [25] which would theoretically eliminate the need to 
know or to assume mass densities inside some inner sphere rp based on artificial satellite geodesy. 
According to Chovitz [26], equations 21.096 and 21.097 of Hotine were considered erroneous 
by Petrovakaya [27], but she provided essentially no new information, and later withdrew her 
criticism. 
In any case, Hotine realized that anomalous densities anywhere in the irregular outer shell 
would cause anomalous values of potential down to the boundary of the inner sphere rp, and he 
was so honestly conservative about the value of his presentation that it must be regarded as more 
of a conjecture than a proof. 
Quoting from the preamble to his description of the problem, Hotine states, "For some purposes, 
it is desirable to have formulas for the potential at points inside the Earth, developed from 
the same geometrical definition of a Newtonian potential, although the physical result may be 
doubted ... " Here, without overtly saying so, he must have been concerned that the sum of 
two spherical harmonics does not necessarily provide a solution of Poisson's equation for material 
space potential. 
Near the end of his brief presentation (less than one full page), he states, "In deriving the 
preceding formulas, we have assumed that both series for the internal and external contributions 
to the potential at p are convergent actually on their respective spheres of convergence, an 
assumption which is not necessarily true ... " 
To date I have found nothing in the literature that either confirms or rejects the conjectures 
he has made on this point. I personally believe his doubts were justified (because I can see 
an easier and more understandable way), but this is without intending to be critical of him 
or his speculation in any way. Having known Hotine personally, I believe he would have been 
enthusiastic about the prospects of an easier way, and would have given me full encouragement 
to proceed as I am doing. That is the basis for the dedication of this article to his memory. The 
dedication is virtually identical to that provided by me in [28] relatively soon after my first article 
on multiquadrics, [1]. 
In summary, my opinion at present is that none of the above described methods, based largely 
on harmonic (free space) methods of evaluating potential inside a material body, have been proven 
to be convergent at a point p inside the body for anything more than a few highly specialized 
cases. In general, they are unrealistic in terms of the read Earth. Moreover, none of them have 
been expressed in a form that provides for a means of interpolating in three dimensions between 
points of either observed or computed potential, and functionals derived therefrom. 
B. The MQ-B Method 
There are three ways of evaluating potential inside a material body of known density distribu- 
tion, based on what is called the biharmonic method. One of these is the absolutely convergent, 
proper integral in Eq. (15). Two other methods, which are numerical methods related to the 
Eq. (15), are available for practical consideration. One of these is the spherical biharmonic 
method, and the other is multiquadric summation. 
If one chooses the spherical biharmonic method, Eq. (21), for evaluating potential at a given 
point p, with a known or assumed known density distribution expressed in terms of the origin at 
p, then the c,,~, dnm coefficients can be determined tosome truncation level by integral formulas 
similar to those in [3, p. 59]. Substitution of these coefficients into Eq. (21) will produce the 
capability of evaluating potential at the given origin p, with no question of convergence. 
In a similar, but much less complicated way, a known or assumed known density distribution 
function with an origin at p can be evaluated in a dense volume grid and then substituted in 
Eq. (9), taking aq - G6q cos~bqAvq. (In interpolation ~q is a single unknown.) 
Ccatr]bution of the multlqtmdrlc method 93 
In most cases, perhaps al] practical cases, the discretisation would be limited to anomalous 
densities in the Earth's crust to a depth seldom exceeding thirty kilometers. As an interesting 
side light, it is relevant to note here that when MQ summation represents disturbing potential, as 
generated by anomalous densities, then the MQ coefficients should be constrained to the condition 
~'-~ Ct¢ = 0, 
4=1 
which will cause disturbing potential to decay to zero at infinity in free space in the same manner 
as the standard potential. 
As to internal interpolation of potential which is not a property of the methods covered in 
part A of this section, we find the situation quite different for the MQ-B method. Aside from its 
usage for computing disturbing potential from known density anomaly functions, the MQ method 
has already demonstrated its capability of fitting scattered ata, and of interpolating functions 
occupying the whole of a volume in a domain, based on observations in that domain. The fact 
that MQ summation is a potential function simply enlarges its scope from being an excellent 
interpolator of general 3-dimensional interest, to one of particular interest in potential theory, 
especially biharmonic potential theory in self-attracting bodies. 
Among the three-dimensional applications which have made use of MQ summation are the 
distribution of chemicals in a water reservoir, the distribution of ore percentages within under- 
ground mineral resources, and the distribution of both wind velocities and temperatures in an 
atmospheric volume. See [29-31]. Also, Barnhill [32] has simulated and graphically illustrated 
thermal distribution within a solid body. All of these have involved scattered three-dimensional 
data, either real or realistically simulated. Of special interest is the exact fitting of scattered ore 
samples from bore holes. This suggests the relevance of considering the MQ-B method for fitting 
gravity data between scattered mine shafts of a region as a geophysical pplication. 
Several of the MQ-B applications mentioned above seem to be related to other potential fields 
such as velocity potentials, geothermal fields, and diffusion. But here we will return to a consid- 
eration of gravitational potential. 
In particular, let us develop some comparative insight into the capability of the MQ-B method 
for dealing with collocated ensity sources and gravity anomalies, versus the harmonic methods 
for dealing with gravity anomalies at the surface. The results of tests conducted in 1983 using 
real data, will be presented in a form similar to that of Hardy and Nelson [33]. 
The concept of testing MQ-B against other methods of interpolating surface gravity data 
was developed by Hardy [7] in 1983 or earlier, based on intuitive ideas rather than the explicit 
knowledge now available. It was assumed in [7] that disturbing potential Tp could be expressed 
in the form n 
Tp = G~-'~%tp,, (31) 
q=l 
which is a simple variation of Eq. (9) in this paper. For disturbing potential, the coefficients ~g 
have a new meaning of density anomalies rather than densities at q. 
Mukhtar in [34] differentiated Tp with respect o R, at or near the boundary of the Earth. This 
result was substituted in the third boundary value problem of physical geodesy, i.e., 
OT 2T 
Ag - OR R '  (32) 
which produced the following multiquadric expression for Ag 
= -G - cos  + 
q=l  ~Pq 
(33) 
Without the remedies explained below, this form does not permit rg -- Rp and ~pg = 0, 
simultaneously. In that case, the first term in the parentheses of Eq. (33) is in the indeterminant 
NIII-N 
94 R.L. Hxm)v 
form 0/0. However, Mukhtar [34] easily removed this indeterminant form (details omitted here) 
by a limiting process which produced 
agp = -G  ~ =q 5 1 - c~ eel 
q=l  2 " 
(34) 
In preparing for this paper, I have restudied Mukhtar's equations and found both of them to 
be correct. I will provide a generalized version of Eq. (33) later in this section. Eq. (33) was used 
for cases involving rq ~ R, and Eq. (34) for cases/~ = r~. 
Mukhtar used both of these equations in a test with real free air gravity anomaiy data at 
sea level, located in Manitoba, Canada. The data was contsined in a report by SjSbarg [35] 
in which he described and compared two harmonic-related methods, namely the so -~ Dirac 
method of Bjerhammar snd the collocation method of Morits. Both of these methods, for ressons 
related to point mass models, need what is known as a Bjerhammar sphere. This requires an 
empirical finding of the depth for which the respective method performs best in interpolating 
gravity anomalies at or near the surface of the Earth. To find the best depth for each of the 
two methods, Sj6berg repeated the solutions of the test data in 5 km increments downward from 
6370 km (near the Earth's surface, usually treated as 6371 kin) to 6315 km. 
A major purpose of introducing the MQ-B method into comparative tests with Sj6berg's re- 
sults for two other methods was to demonstrate that determining an empirics] location of a 
Bjerhammar sphere would not be necessary for the MQ-B method. 
Before discussing the results and explaining Table 1, a brief description of the size and scope 
of the data will be given. The basic control data, used by all methods tested, cons~ted of 87 
given free air anomalies. The data was scattered, with an average spacing of about 50 kin. The 
average terrain height above mean sea level to which the surface anomalies were reduced in ~frse 
air" was about 400 meters. Each method was used to predict gravity anomalies at 50 scattered 
points, based on exact fits to the 87 given anomalies. The predicted values by each method at 
the 50 points were compared with the "true values" (actually observed and reduced) at the 50 
points. RMS errors for the region were then computed from the discrepancies of each method, 
and for each Bjerhammar sphere in Table I. The 50 predicted points were within the boundary 
of the given control data so that extrapolation was not involved. 
Table I. Cmnparlaon ofRMS errors (regal). 
,~ O~m) Depth (~n) D a c c MQ-B D 
6315 55 lO.T 11.8 
6320 50 10.6 11 .T 
6325 45 10.5 II.5 
6330 40 10.4 11.3 
6335 35 10.2 II .I 
6340 30 I 10.2 [ 10.9 
6345 25 10.2 10.6 
6350 20 10.4 10.4 
6355 1,5 11.0 110.2  [ 
6360 I0 12.0 10.4 
6365 5 13.2 11.9 
63T0 0 13.5 13.5 ] 
I 
A Radlm d Bjerhammar .phe~e 
10.2 
a Dirac method Bjerhammar, Sj~be~ (1978) 
c Collocation method of Morlts, SjSberg (1978) 
D Mu/tiquadrle-bntarmonic method of Hardy (Eq. (34)) 
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The four columns on the left in Table 1 were determined by Sj6berg's computation in 1978. 
The last column on the right was determined by Mukhtar [34], using Eq. (34). As anticipated 
there was no need to empirically determine a Bjerhsmmar sphere for the MQ-B method. An 
RMS error of 10.2 mgal occurred as predicted, using collocated ata and biharmonic sources at 
the boundary. The discrete biharmonic sources may be viewed as the analog of a material layer 
on the inside of the spherical surface. 
On the other hand, the least RMS errors of 10.2 mga] for the other methods were found 
empirically by Sj6berg [35], to exist at a depth of about 30 km for Bjerhammar's Dirac method 
and about 15 kln for Moritz' collocation method. Sj~berg [35] mentions, as a rule of thumb for 
the Dirac method, that the best distance of the sources from the prediction surface is on the 
order of one half the data spacing. This is an indication of how dense discrete data would have 
to be in a harmonic method in order to come close to collocating ravity anomalies with density 
sources. 
Although results were obtained by Mukhtar, using Eq. (33) at the same depths (except zero) 
as the Dirac and Collocation methods, they are not given here because they are irrelevant. They 
only show that if one insists on separating sources and data then the biharmonic method will 
behave like a harmonic function. The MQ-B method, using Eq. (33), produced another minimum 
of 10.2 mgal at a depth of about 25 km which is near the mean of the two harmonic methods. 
But related to these findings is a contrary finding by Priovolos [17, p. 77], in another test 
involving surface gravity. He states '°The radius of the internal sphere is as important with 
Hardy's predictor as with Bjerhammar's predictor." This is incorrect. No explanation was offered 
by Priovolus although he referenced Hardy and Nelson [33] and should have been aware of the 
pitfalls of Eq. (33) at that time, as compared with Eq. (34), which he evidently did not use. 
Here we will modify Eq. (33) to make it useful for fitting gravity anomalies anywhere they 
are measured inside the Earth, collocating data and sources. When Ag v is measured inside the 
Earth, its coordinates are rp, Or, Ap, with rp < R. The coordinates of sources located at the same 
point are r~, 0¢, Ag. (Recall that 0 and A are contained in ~.) Rewriting Eq. (33) by replacing R 
with rp, we have 
Agp = a ~ a,  rp - r ,  cos ~p, + 2t , ,  (35) 
q=l  tpq rp " 
We use another method than that used to produce Eq. (34) by Mukhtar [34] and eliminate the 
indeterminate form in a new way. The key to a more genera] solution is in Eq. (5) where we have 
defined tpq to include an infinitesimal e which accounts for a non-zero dimension of the volume 
element surrounding the source q. This has virtually no effect on the geometric distance t ;  hut 
it is consistent with the density at q, i.e., the ratio of mass to volume in the element as the 
greatest chord approaches zero as a limit. This also assures continuity of at least the first partial 
derivatives of potential inside a material body. For a more formal treatment of internal derivatives 
see [11, p. 130-131]. Now consider Eq. (35) when rp - r¢ and ~pq -- 0. The numerator of the first 
term in the parentheses is zero. But the denominator, containing tpq with e sufficiently small to 
define density at q as a constant is not zero; so the first term in parentheses is zero. Now consider 
the second term in the parentheses. The quantity rp in the denominator, for most geodetic and 
geophysical purposes, will be almost as large as R; on the other hand the numerator is virtually 
zero, consisting of the magnitude of 2 infinitesimals. For all practical purposes, there is a null 
response when rp = re and ~pq --- 0 at collocated ata and source points. 
For numerical computation purposes, it is sufficient o assign an arbitrary small number to 
in the programming of Eq. (5). Then the diagonal terms of the MQ-B coefficient matrix are zero, 
instead of a meaningless 0/0 that will generate rror messages until it is corrected. For proper 
choices of e the computation of off-diagonal terms will not he affected to any specified number 
of decimal places. 
Hopefully, new readers of this material will understand that the biharmonic method is the 
most promising method on the scientific horizon to deal successfully with the evaluating and 
interpolating of potential inside a material body, both theoretically and practically. 
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7. COMMENTS AND SUGGESTIONS FOR ADDITIONAL RESEARCH 
There is little more to say in these concluding remarks. Meet of the relevant comments were 
made concurrently with the presentation of the preceding six sections of this paper. 
More specialized information on geodetic applications will be contained in future papers. One 
of these will include tests of the MQ-B method pertaining to interpolation of real subsurface 
gravity anomalies and gravity gradients on a regional basis. Another will involve real gravity 
anomaly and deflection of the vertical data in s combined mode at the sea level surface. 
Meanwhile the author suggests the use of the MQ-B and bihannonic methods as s research 
tool by other geodesists and geophysicists in the processing of data at the surface and inside the 
Earth. 
Because of the interdisciplinary and multidisciplinary aspects of potential theory and its ap- 
plications, it is suggested that other researchers consider MQ-B and hiharmonic methods as a 
research tool in specialized areas of concern such as: 
(a) solid mechanics of elasticity rather than thin plate mechanics, 
(b) fluid dynamics, 
(c) geomagnetic fields, 
(d) geothermed fields, 
(e) diffusion processes, 
(f) velocity potential in atmospheric science, and 
(g) electrostatics. 
Also, because of the work by Kanss especially in [36], the MQ method should continue to 
be investigated and compared with classical methods in approxin~ting the solution of partial 
differential equations. Kansa has found the MQ method to he somewhat advantageous over 
finite difference methods and also suggests possible advantages over finite element methods. 
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