Abstract-This paper presents a gradient-based parameter optimization method to find the optimal compensator that minimizes the standard deviation ( PES ) of the position error signal (PES) in a hard disk drive servo system. By using the plant response data and the PES gradient information based on the nominal plant model, optimal digital controllers that minimized the 3 PES of a plant with uncertainty were selected within a pre-found robust stable region. As a result, an optimal track-following controller that minimized the standard deviation of the measured PES ( PESm ) was able to be obtained without the prior knowledge of the disturbance and noise model. Furthermore, we proved that if the measurement noise is white, an optimal controller that minimizes the 3 PESm also minimizes the 3 PES . Both simulation and implementation results suggest that such a gradient-based search process is faster than nongradient optimization methods such as Random Neighborhood Search and genetic algorithms.
I. INTRODUCTION

I
MPROVING the servo system performance for lower track mis-registration (TMR) is one of the prerequisites of moving to higher recording density in hard disk drives (HDDs). To cope with the challenge of the actuator pivot nonlinearity, high-frequency uncertainty, the effects of various external disturbances and noises, many efforts on the spindle motor, air flow, and arm/suspension designs have been made to reduce disturbance level and increase the actuator resonance frequency [1] . In addition, the improved servo control designs, such as proportional-integral-derivative (PID), LQG/LTR [2] , [3] , multirate control [4] , [5] , disturbance observer [6] , and mode-switching control [7] also have been studied extensively as a cost-effective way toward higher track density. However, due to the limitation of the accuracy and uncertainty of the plant and disturbance models, system sampling frequency, controller order, stable margin requirements, and plant input saturation, the real servo system could not increase its bandwidth to an arbitrarily high value and achieve the best disturbance rejection. On the other hand, with the development of modern optimization theory, more and more control problems are solved by applying optimization methods, in which certain control law structure and dynamic order are prescribed and the parameters of control law are optimized considering both performance and robustness of the system. In a practical sense, HDDs are mass produced and, as such, the exact parameters of their servo systems are unknown in advance. Due to the rapid development of digital signal processors, to remain cost effective while being performance competitive, various numerical optimization methods have been studied recently to get a fine-tuned controller for each drive rather than using a generic one which is likely to be conservative [8] - [11] .
Among those optimization methods, Random Neighborhood Search (RNS) [12] , genetic algorithms (GAs) [13] , [14] , artificial neural networks (ANN's) [15] and some other random optimization methods incorporated with statistical techniques [13] , [16] have been employed for their well-known robustness property to the error of objective function and ability of global search. Furthermore, Simplex method [4] , and Sequential Quadratic Programming (SQP) [17] were also used to find the optimal controller within a convex subregion of performance surface. However, all of them as well as other nongradient-oriented methods suffer from the disadvantage of huge time consumption. Therefore, it is appealing to incorporate some gradient information based on nominal model into the optimization algorithm to accelerate the search process [10] , provided that the performance surface is convex within the allowable controller parameters region.
Given the bound of plant uncertainty, there are several ways to determine the bounds of admissible set of controller parameters. For example, Guo et al. [19] employed Algebraic Riccati Equations (AREs) to check the robust stability of an observer-based state feedback controller. Ding et al. [20] proposed to check the structured singular value of corresponding interconnection functions for an output feedback controller according to theory. In [8] and [9] , a series of linear inequalities and an ANN were used, respectively, to represent the robust stable region bounds based on phase margin, bandwidth, and gain margin requirements. Since the computation involved is quite complicated, such work has to be done offline. In this paper, we also employ several linear inequalities to represent the robust stable region bounds to satisfy 30 phase margin and 6-dB gain margin requirements as well as 1.5-kHz bandwidth limits.
Since the major contributor of the TMR during track following mode is the 3-standard deviation of the true 0278-0046/03$17.00 © 2003 IEEE PES, we will call the true TMR, and the measured TMR for simplicity. In this paper, the gradient of the measured TMR with respect to parameters of a controller of arbitrary order is derived. The relationship between the true TMR gradient and the measured TMR gradient is also investigated. Guided by the estimated gradient based on the nominal plant model, a set of real-time optimization algorithms using quasi-Newton method is employed to find the optimal compensator which are selected from a pre-found robust stable region. A PID controller is used as an example to illustrate application of the proposed method. Both simulation and implementation results are provided to show the effectiveness of the proposed method.
II. SUMMARY OF THE DESIGN PROCEDURE
In this section, true TMR and measured TMR of HDD servo systems are defined and their gradients with respect to controller parameters are derived. After that, the proposed optimization procedure will be given.
A. System Model and Optimization Objectives
Consider the following discrete time plant: (1) where , is the nominal model with uncertainty of , and . is plant state. and are the controlled and measured system outputs, respectively. and are control, the process, and measurement noise, respectively.
The discrete-time controller can be described as (2) where , , . is controller state and is the reference. The objective of the track-following servo control is to maintain a minimum tracking error regardless of the actuator, measurement noise, and process noise. The true TMR, defined as the 3 times the standard deviation of the true position error signal (PES) , is a measure of the tracking error.
If the number of PES samples is large enough, its covariance depends only on the magnitude of the difference in observation times, i.e.,
. It follows that the standard deviation of the true PES could be given by [12] ( 3) where is the spectrum of true PES, which is the -transform of covariance of true PES . However, only the measured PES , i.e., true PES polluted by measurement noise, is available for implementation. Similarly, we could get the standard deviation of the (4) where is the spectrum of , the -transform of covariance . In this paper, all the estimation of the covariance functions depends on the ergodic assumption that the stochastic expectations can be computed as a time average.
Actually, most real-time HDD servo control tuning schemes (such as in [15] and [21] ) are measured as TMR based. In later sections, we will discuss the relationship between the true TMR and the measured TMR in our controller tuning.
B. Optimization Algorithm
Compensator optimization methods can be broadly classified based on whether or not the derivative information is used. Search methods using only the function evaluations, such as Simplex search and random search, are most suitable for nonlinear cost minimization [22] . When the objective function gradient information is available, gradient methods generally are faster. Among the gradient-based methods, the quasi-Newton methods are very popular. These methods build up curvature information at each iteration to formulate a quadratic problem of the form (5) where is the controller parameter vector. is a constant vector, and is a constant. The positive-definite symmetric Hessian matrix can be updated at each iteration by many methods by using the observed behavior of and estimated gradient information [23] . There are also many methods to update the search step length. In this paper, the formula of Broyden, Fletcher, Goldfarb, and Shanno (BFGS) and Cubic Interpolation [23] are employed to update the Hessian matrix and step length , respectively. At each iteration, the controller parameters will be updated with (6) where is the controller parameter vector at the th iteration. The inverse of the estimated Hessian matrix at the th iteration is updated with (7) where , and . The step length at the th iteration is updated with (8) where We note here that when the Hessian matrix is a unity matrix, the quasi-Newton method becomes the Deepest Descent Method (DDM). In our case, within the neighborhood of the minima, the difference between two performance index observations becomes not so reliable due to the accuracy of measured TMR estimation. Thus, DDM would be adopted at this stage so that the search direction and step length no longer depend on the measured TMR value.
Next, we will discuss two cases: the system with white measurement noise and that with colored noise.
C. White Measurement Noise Case
Under the assumption of white measurement noise, for the system described by (1) and (2), it can be proved that a pair of controller parameters makes also makes [see (21) If such a difference is small enough, the estimated gradient is still useful to accelerate the optimization process.
D. Colored Measurement Noise Case
In the case where the measurement noise is a colored one, it is necessary to look for a performance criterion that is associated with the true PES. In our case, we used an estimated true PES which is reconstructed from the measurement noise model and the measured PES.
Assume that the measurement noise model is pre-known and could be described as (12) where is unity white noise. Then, the covariance of measurement noise is [18] for (13) where is the solution of the discrete Lyapunov equation . Once the spectrum of the measurement noise is obtained, we can estimate the spectrum of the true PES by (see the Appendix) (14) where is the nominal discrete-time complementary sensitivity function of plant output. Consequently, the gradient of standard deviation of estimated true PES with respect to controller parameters is (15) Along the gradient of TMR, we can reselect the controller parameters in the allowable parameter bounds to improve the closed-loop system performance. Fig. 1 shows the block diagram of the proposed control system. For each step of real-time controller tuning, the disk drive is doing short track seeks times from different directions in a particular zone of the disk surface and, hence, PES samples are collected to evaluate the performance index. The following steps are adopted to find the optimal controller.
E. Summary
Step 1) Find a robust stable region in controller parameter space offline, given the discrete nominal model of plant (1) and preset parameter uncertainty. Step 2) Use an available controller to control the HDD. Do one-track seeks in a particular zone of the disk surface and collect the PES samples. Calculate the measured TMR using (4).
Step 3) Estimate the gradient of the measured TMR with respect to each pair of controller parameters with (9), which could be rewritten into the form of summation ofdiscretenumbers.Forexample,thegradientofmeasured TMR at the th iteration could be obtained with (16) where is the th element of controller parameter vector and is the th element of , which is the impulse responses of with a realization of ; and , . . Step 4) Tune the controller parameters with quasi-Newton method using (6) . If the variance of performance indexes (TMRs) for each controller is larger than the difference of mean performance indexes of two controllers, DDM will be used. For simplicity, we could use only DDM in the real-time controller tuning. Step 5) Repeat Steps 2), 3), and 4) until there is no significant improvement in the performance index. Note that the estimated gradient based on the discrete plant nominal model is not the real gradient of TMR, but it can provide an approximate search direction and, thus, accelerate the process of optimization. Furthermore, we used the plant response during short-track seek for the optimization so that the plant dynamics are fully excited. Since the transient response is considered in the optimization cost function, the final controller will have slightly more phase margin compared with using the steady-state output error alone in the cost function. Next, the optimization method will be applied to an HDD to test its effectiveness.
III. APPLICATION EXAMPLE
In this section, the proposed design method is applied to a disk drive servomechanism. 
A. Plant and Controller Models
A measured Bode diagram of an HDD actuator driven by a transconductance amplifier is shown as the solid line in Fig. 2 . The dashed-dotted line is the identified plant model with a transfer function of (17) where m/V is the plant gain, Hz , and . Although the proposed design method can be extended to any higher order controllers with convex performance surface, we now show how it works with a PID-type controller written in state space as (18) where . Thus the gradient of controller transfer function with respect to controller parameters is (19) where , Fig. 3 . Robust stability bound. 
B. Simulation Result With White Noise
Before searching for the optimal controller parameters, firstly a robust stable region of controller parameters based on a nominal model has to be found, within which the optimization process then can be performed. Fig. 3 shows the robust stable regions for and if a 6-dB gain margin and a 30 phase margin are required, subject to a maximum of 1500-Hz open-loop bandwidth for robustness reasons. During the implementation, the robust stable region was represented by some linear constraints [8] . For the high-dimensional problem, an ANN can be trained to represent the bound of allowable controller parameter region [9] . Fig. 4 shows the optimization process trajectory of the estimated true TMR of the nominal plant when , assuming that the covariances of the measurement noise and disturbances are known. In this case, the optimization target is actually the weighted 2-norm of the transfer function connecting disturbances/noise and true PES. It is also equivalent to the situation when , i.e., the covariance of measured PES is converged, and noise model is known. Fig. 5 shows the optimization process trajectory of the measured TMR of nominal models with a white measurement noise when . Obviously, when the measurement noise is white, the optimal compensator for measured TMR is also an optimal one for true TMR. Fig. 6 shows the frequency components of non-repeatable runout (NRRO) disturbance and noise and Bode plots of sensitivity function before and after optimization. As can be seen, the bandwidth for the optimal controller was lower than that of the original one. It suggests that boosting the servo system bandwidth may not necessarily reduce the TMR. Also, our results show that our performance index is convex with respect to the state (augmented with integrator) feedback and estimator gains.
C. Simulation Result With Colored Noise
To check the effect of the different noise on the optimal performance, let us assume that the noise has a low-pass feature as (20) where and are the gain and bandwidth of the noise model. The power of such a colored noise is . Fig. 7 shows the relative error between the true TMR achieved by the optimal controller for measured PES and that achieved by the optimal controller for estimated true PES with respect to the measurement noise bandwidth normalized by the closed-loop bandwidth of the optimal system. To make the comparison nontrivial, the power of measurement noise is fixed. For the plant given by (17) , if noise spectrum is flat within the closed-loop bandwidth (1.5 2.5 kHz), then the relative error of the true TMR obtained by minimizing the measured TMR will be less than 1%. For our problem, the measurement noise bandwidth is larger than 2 kHz, thus, the optimal compensator parameters could simply be obtained via minimizing the measured TMR. Fig. 8 compares the number of iterations needed to achieve m of the measured PES, for a set of plant models with the boundary parameter uncertainty using the proposed method (solid line) and RNS method (dashed line), respectively. From the simulation tests we can see that: 1) the proposed gradient search method was effective even with the plant uncertainties present, in spite of the difference between the estimated gradient and the real gradient; 2) the average number of iteration needed (ten iterations) to achieve measured PES of 0.075 m using the gradient method was much lower than using the RNS method (21 iterations); 3) in the worst case, the gradient method needed only 20 iterations to obtain the preset target while the RNS needed 50 iterations. Since the time spent on gradient calculation is in-between PES samplings, the proposed method can reduce the optimization time by about 50%. Step responses before and after optimization. 
D. Comparison With RNS Method
E. Implementation Result
Next, we applied the design method to an HDD servo control test setup shown in Fig. 9 . The HDD actuator was driven by a voice coil motor (VCM) driver. The disk was spun at 5400 r/min. A TMS-C30 floating-point digital signal processor (DSP) board is used for controller implementation. A Laser Doppler Vibrometer (LDV) was used to measure the VCM position signal. The DSP board sampled the LDV displacement output at 5000 Hz.
The 10-m step responses of the initial and optimized controllers using the proposed method are shown as dashed-dotted and solid lines, respectively, in Fig. 10 . The PES improved by about 19.5% from 0.0992 to 0.0799 m (Fig. 11 ). An average of ten searching iterations is needed using the proposed method, whereas the RNS method needs an average of about 25 iterations to achieve the same performance.
IV. CONCLUSION
In this paper, real-time optimization of HDD servo controllers using gradient-based search method has been studied. Simulation and implementation results showed that, with the incorporation of the gradient information, the optimization time was able to be reduced by about 50% despite the lack of exact plant parameters and external disturbance model. Furthermore, we proved that, for white measurement noise, an optimal controller that minimizes the measured TMR also minimizes the true TMR. For the example system studied in this paper, the relative error between the optimal true TMR achieved by minimizing measured TMR and estimated true TMR was less than 1% when the measurement noise bandwidth was higher than system closed-loop bandwidth.
APPENDIX RELATION BETWEEN TRUE TMR AND MEASURED TMR
For the system defined in (1) and (2), if the disturbance , and measurement noise are independent random variables, and is white noise, then the standard deviation of true PES and measured PES have following relations: (21) meaning the minima (local or global) of the measured TMR are also the minima (local or global) of true TMR. As such, a controller that minimizes the measured TMR also minimizes the true TMR.
Proof: For the system described by (1) and (2), if both the measurement noise and disturbances are independent of each other, the spectrums of true PES and measured PES, and , can be given as follows: (22) where ; , and are the spectrum of input and output disturbances and measurement noise respectively.
Meanwhile, the gradient of true PES standard deviation square and measured PES standard deviation square with respect to controller parameters are (23) Since , the difference of spectrum of true PES and measured PES is (24) Thus, the difference of gradient of standard deviation square of true PES and measured PES with respect to controller parameters is (25) If the measurement noise is white noise, i.e., its spectrum is a constant , and due to the unit delay in the system (the model of plant is strictly proper), we could get (26) It means (27) From the definitions in (3) and (4), (21) is obtained.
