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Abstract
Electric currents induced in conductive planetary interiors by time-varying magnetospheric
and ionospheric current systems have a significant effect on electromagnetic field obser-
vations. Complete characterization of induction effects is difficult owing to non-linear
interactions between the three-dimensional electrical structure of a planet and spatial
complexity of inducing current systems. We present a general framework for time-domain
modeling of 3-D electromagnetic (EM) induction effects in heterogeneous conducting plan-
ets. Our approach does not require assumption about the potential nature of the mag-
netic field, allows for an arbitrary distribution of electrical conductivity within a planet
and can deal with spatially heterogeneous time-varying current systems. The method
is applicable to data measured at stationary observatories and satellite platforms and
allows for the calculation of 3-D EM induction effects in real-time settings.
1 Introduction
The effect of telluric currents induced in subsurface was observed in time series of
geomagnetic field variations as early as in Schuster (1889), where it was also proposed
that this effect depends on the electrical conductivity at depth. Subsequent studies have
led to the establishment of an entirely new research field that uses electromagnetic (EM)
induction to sound planetary interiors (Price, 1967). However, present studies focusing
on natural current systems, such as in magnetosphere or ionosphere, often neglect the
effect of the currents induced in the subsurface or treat it by using a variety of simplis-
tic assumptions. However, as model parameterizations have become more realistic, and
accuracy of the geomagnetic measurements has improved, the effect of induction may
no longer be neglected or significantly simplified, creating a need for efficient methods
which can account for it.
There are two approaches to account for the induction effects in geomagnetic data.
First, one can separate observed vector magnetic field into inducing (external) and in-
duced (internal) parts by using the classic Gauss’ method (Gauss, 1877). However, lim-
itations imposed by this method, namely that the magnetic field must be potential and
measured in a region between the inducing and induced currents, either restrict or in-
validate its applicability. Besides, including more unknowns in statistical models to con-
strain the induced part may quickly degrade the quality of the models given noisy data
with limited coverage. An alternative to that is to model (through governing Maxwell’s
equations) the EM induction effect due to extraneous currents and explicitly account for
it.
The latter approach has several advantages. Unlike Gauss method, the modeling
approach is agnostic to the position of measurements relative to the inducing and induced
regions and remains valid in regions where the field is not potential. Additionally, this
has a positive effect for the conditioning of statistical models because it eliminates ex-
tra unknowns used to describe the induced part.
The complication behind modeling EM induction in geomagnetic observations is
twofold. First, one needs to assume a subsurface conductivity model. A number of re-
gional and global conductivity models exist. This study will not focus on how these mod-
els are constructed and whether they represent the subsurface accurately, although in-
accurate conductivity models may bias results. However, it is expected that our knowl-
edge about the electrical structure of the subsurface will continuously improve, allow-
ing for the construction of more accurate models at different scales (Kelbert, 2020). Sec-
ond, even if a distribution of the subsurface conductivity was known, modeling induced
response of a 3-D heterogeneous planet remains a computationally demanding problem.
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Our goal is to develop an efficient time-domain method for calculating the EM in-
duction effect of a planet with an arbitrary 3-D conductivity distribution that is suit-
able for both ground and satellite observations.
One way to calculate a planet’s EM induction effect is through frequency domain
transfer functions, which describe a response due to ”elementary” extraneous currents.
Modelling 3-D EM induction effects with transfer functions was previously applied to
analyse daily harmonics of the magnetic Sq variations (Yamazaki & Maute, 2017) in ground
(Kuvshinov et al., 1999; Koch & Kuvshinov, 2013; Guzavina et al., 2019) and satellite
measurements (Sabaka et al., 2004, 2015; Chulliat et al., 2016; Sabaka et al., 2018). It
was also applied in the analysis of aperiodic geomagnetic variations in ground observa-
tions (Olsen & Kuvshinov, 2004; Pu¨the et al., 2014; Sun et al., 2015; Honkonen et al.,
2018; Munch et al., 2020). These studies Fourier transformed data and applied trans-
fer functions in frequency domain, followed by inverse fast Fourier transform (FFT) to
obtain time domain results. Therefore, all aforementioned studies effectively worked in
frequency domain.
However, the frequency domain approach based on transfer functions has limita-
tions in many practical scenarios. For instance applications involving nearly real-time
predictions of induction effects with constantly augmented time series, such as space weather
hazard assessment, or estimation of steering errors in geomagnetic navigation while drilling.
The limitations of the frequency domain approach are also apparent when working with
data from constantly moving satellites due to spatio-temporal aliasing. To overcome these
restrictions, transfer functions can be converted into impulse responses and applied to
the data directly in time domain. This approach was adopted by Maus and Weidelt (2004);
Olsen et al. (2005); Thomson and Lesur (2007) for modeling EM induction effects in satel-
lite data. However, these works only considered the induction effect due to a source de-
scribed by a single spherical harmonic function assuming a 1-D subsurface conductiv-
ity distribution. The extension of this concept to general settings constitutes the main
novelty of this study.
Here, we calculate impulse responses of a medium by converting transfer functions
pre-calculated in frequency domain. We achieve high computational efficiency by apply-
ing optimal digital linear filters (DLF) (Ghosh, 1970, 1971a) with the lagged convolu-
tion method (Anderson, 1975), which require only a small set of (computationally ex-
pensive) frequency domain solutions. For this we designed new DLFs using the method-
ology presented in Werthmu¨ller et al. (2019). Alternatively, evaluation of impulse responses
of a 3-D medium can be done by means of dedicated time-domain induction solvers (Vel´ımsky`
et al., 2003; Vel´ımsky` & Martinec, 2005).
The methods developed here are applied to describe induction effect due to iono-
spheric and magnetospheric currents in ground and satellite geomagnetic observations.
However, the formalism is amenable to observations made around other planets, where
conventional methods may be too restrictive (e.g. Olsen et al., 2010).
2 Methods
2.1 Governing equations
Electromagnetic field variations are governed by Maxwell’s equations. Adopting
time dependency eiωt, yields equations in frequency domain
1
µ0
∇× ~B = σ ~E +~jext (1)
∇× ~E = −iω ~B, (2)
where µ0 is the magnetic permeability of free space; ~j
ext(~r, ω) the extraneous (impressed)
electric current density; ~B(~r, ω;σ), ~E(~r, ω;σ) are magnetic and electric fields, respectively;
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σ(~r) spatial distribution of electrical conductivity; position vector ~r = (r, ϑ, ϕ) describes
a spherical coordinate system, with r, ϑ and ϕ being distance from the Earths centre,
colatitude, and longitude, respectively, and angular frequency ω. Note that displacement
currents were neglected (quasi-static approximation).
We assume that the current density, ~jext(~r, ω), can be represented as a linear com-
bination of spatial modes ~ji(~r),
~jext(~r, ω) =
∑
i
~ji(~r)ci(ω), (3)
where ~ji(~r) in practice can include electric dipoles (or combinations thereof) or current
loops (Sun & Egbert, 2012), among others.
By virtue of linearity of Maxwell’s equations with respect to the ~jext(~r, ω) term,
we can expand total (i.e. inducing plus induced) EM field as a linear combination of in-
dividual fields ~Bi, ~Ei,
~B(~r, ω;σ) =
∑
i
~Bi(~r, ω;σ)ci(ω), (4)
~E(~r, ω;σ) =
∑
i
~Ei(~r, ω;σ)ci(ω). (5)
The ~Bi(~r, ω;σ) and ~Ei(~r, ω;σ) fields are solutions of the following Maxwell’s equa-
tions,
1
µ0
∇× ~Bi = σ ~Ei +~ji, (6)
∇× ~Ei = −iω ~Bi, (7)
and, following definitions in Appendix A, represent EM transfer functions of a medium.
Therefore, a transfer function at a position ~r depends on the subsurface conduc-
tivity distribution and frequency of excitation as well as on the spatial geometry of the
current density expressed through the ~ji term.
2.2 Current density representation
We now elaborate on the form of current density term ~jext. In this study, we as-
sume that electric currents flow within an insulated spherical shell above the ground. This
allows us to collapse any current density distribution within the shell into a current sheet
characterized by a stream function
~jext(~r, ω) = −δ(r − b)eˆr ×∇HΨ(θ, φ, ω), (8)
where a is planet’s radius, b = a+ h, where h is the altitude of the current sheet,
∇Hf = 1
r
∂f
∂θ
eˆθ +
1
r sin θ
∂f
∂φ
eˆφ, (9)
and eˆr is the unit vector in radial direction. Consequently, we can expand the stream
function as a linear combination of spatial modes with scalar coefficients, that is
Ψ(θ, φ, ω) =
∑
i
Ψi(θ, φ)ci(ω). (10)
Using eqs. (3) and (10), we can rewrite eq. (8) as
~jext(~r, ω) = −δ(r − b)
∑
i
[eˆr ×∇HΨi(θ, φ)] ci(ω). (11)
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2.3 Spherical harmonic representation
The choice of spatial functions Ψi is generally problem dependent. In this study,
we will adopt spherical harmonic (SH) representation. Then, for an external source, a
stream function can be written as (Schmucker, 1985)
Ψe(~r, ω) = − a
µ0
∑
(n,m)∈M
2n+ 1
n+ 1
(
b
a
)n
εmn (ω)S
m
n (θ, φ), (12)
where
Smn (θ, φ) = P
|m|
n (cos θ) exp (imφ) (13)
is a spherical harmonic (SH) function of degree n and order m with P
|m|
n being Schmidt
semi-normalized associated Legendre polynomials and M is a set of SH functions with
corresponding complex-valued SH coefficients εmn (ω).
This allows us to rewrite eq. (11) as
~jext(~r, ω) =
∑
(n,m)∈M
~jmn (~r)ε
m
n (ω), (14)
with
~jmn (~r) =
δ(r − b)
µ0
2n+ 1
n+ 1
(
b
a
)n−1
eˆr ×∇⊥Smn (θ, φ), (15)
where ∇⊥ = r∇H . Accordingly, following eqs. (4-5), total electric and magnetic fields
at a position ~r can be expressed as
~B(~r, ω;σ) =
∑
(n,m)∈M
~Bmn (~r, ω;σ)ε
m
n (ω), (16)
~E(~r, ω;σ) =
∑
(n,m)∈M
~Emn (~r, ω;σ)ε
m
n (ω), (17)
where ~Bmn ,
~Emn are magnetic and electric field transfer functions due to the current den-
sity distribution as given by eq. (15). In what follows, we will work with the magnetic
field only.
Note that eqs. (12-17) are only valid for a source that is external relative to the
observer. The equivalent derivations for internal sources (such as, for example, ionosphere
in satellite data) can be carried by taking (Schmucker, 1985)
Ψi(~r, ω) =
a
µ0
∑
(n,m)∈M
2n+ 1
n
(a
b
)n+1
ιmn (ω)S
m
n (θ, φ) (18)
instead of eq. (12).
2.4 Impulse responses and transfer functions
In this section, we present methods to calculate the EM signals induced by the elec-
tric current of the form (15) and measured on the ground or in space.
2.4.1 Local impulse responses
For reasons that were discussed in the introduction, it is more natural to work with
the data in time domain. Therefore, total magnetic field at a location ~r and time t can
be best described by eq. (16) after its transformation to the time domain. Eq. (16) can
be written in time domain as a convolution integral (see Appendix A for more details)
~B(~r, t) =
∑
(n,m)∈M+
∫ t
−∞
[
~Bm(c)n (~r, τ ;σ)q
m
n (t− τ) + ~Bm(s)n (~r, τ ;σ)smn (t− τ)
]
dτ, (19)
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where M+ is a set of SH functions with non-negative orders (m ≥ 0); q, s inducing SH
coefficients as defined in (25); ~B
m(c)
n and ~B
m(s)
n are impulse responses of a medium for
the qmn and s
m
n coefficients, respectively. They are defined as
~Bm(c)n (~r, t;σ) = −
2
pi
∫ ∞
0
Im
[
~Bmn (~r, ω;σ) +
~B−mn (~r, ω;σ)
2
]
sin (ωt)dω (20)
and
~Bm(s)n (~r, t;σ) =
2
pi
∫ ∞
0
Im
[
~Bmn (~r, ω;σ)− ~B−mn (~r, ω;σ)
2i
]
sin (ωt)dω. (21)
The integrals in eqs. (20-21) are evaluated by using the digital linear filter method as
explained in Appendix B.
2.4.2 Global impulse responses
For satellite measurements, using local impulse responses becomes impractical since
it requires calculating eqs. (20-21) for every satellite location. Therefore, to describe EM
induction effects in satellite data, we resort to different transfer functions, namely Q-responses
and Q-matrices, which enable factorization of spatial and temporal effects. However, while
transfer functions in eq. (16) are valid everywhere, Q-responses and Q-matrices are valid
only in regions where the magnetic field is potential.
Recall that if a magnetic field at a position ~r and a time t is potential, we have
~B(~r, t) = −∇ (V e(~r, t) + V i(~r, t)) , (22)
where inducing and induced parts of the potential are given by
V e(~r, t) = a
N∑
n=1
n∑
m=0
(qmn (t) cosmφ+ s
m
n (t) sinmφ)
( r
a
)n
Pmn (cos θ)
= Re
{
a
N∑
n=1
m∑
m=−n
εmn (t)
( r
a
)n
Smn (θ, φ)
}
(23)
and
V i(~r, t) = a
K∑
k=1
k∑
l=0
(
glk(t) cos lφ+ h
l
k(t) sin lφ
) (a
r
)k+1
P lk(cos θ)
= Re
{
a
K∑
k=1
k∑
l=−k
ιlk(t)
(a
r
)k+1
Slk(θ, φ)
}
. (24)
Note that we stated the potential using both real and complex notations with the fol-
lowing relation between the coefficients,
εmn =

qmn −ismn
2 , m > 0
q|m|n +is
|m|
n
2 , m < 0
qmn , m = 0
. (25)
The relation between internal coefficients glk, h
l
k and ι
l
k is derived in an identical way.
We can now rewrite the induced magnetic field (24) in terms of transfer functions.
Before going to a general 3-D case, we first consider a case where Earth’s conductivity
distribution is assumed to be 1-D, i.e., σ(~r) ≡ σ(r). In this case, each coefficient εmn
induces one internal coefficient of the same degree and order (e.g. Price, 1967). Induc-
ing and induced coefficients can be related via a scalar transfer function called Qn-response.
In frequency domain, this relation reads
ι˜mn (ω;σ) = Q˜n(ω;σ)ε˜
m
n (ω). (26)
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Note that Qn is independent of order m (Schmucker, 1985).
Following derivations in Appendix A, transforming eq. (26) to time domain and
separating spatial sine and cosine terms leads to a pair of convolution integrals (e.g. Schmucker,
1985)
gmn (t) = Qn ∗ qmn =
∫ t
−∞
Qn(t− τ ;σ)qmn (τ)dτ , (27)
hmn (t) = Qn ∗ smn =
∫ t
−∞
Qn(t− τ ;σ)smn (τ)dτ . (28)
Subsequently, substituting eqs. (27-28) in eq. (24) yields internal magnetic poten-
tial
V i(~r, t) = V i(c)(~r, t) + V i(s)(~r, t) (29)
with
V i(c)(~r, t) = a
∑
(n,m)∈M+
[Qn ∗ qmn ] cos(mφ)
(a
r
)n+1
Pmn (cos θ), (30)
V i(s)(~r, t) = a
∑
(n,m)∈M+
[Qn ∗ smn ] sin(mφ)
(a
r
)n+1
Pmn (cos θ). (31)
For a general 3-D Earth’s conductivity distribution σ(~r), each coefficient εmn induces
infinitely many internal coefficients (Olsen, 1999). The relation between inducing and
induced coefficients is then described by a set of transfer functions called Q-matrix
ι˜lk(ω;σ) =
∑
n,m
Q˜lmkn(ω;σ)ε˜
m
n (ω). (32)
An element of the Q-matrix is given by
Q˜lmkn(ω;σ) =
1
(k + 1)‖Slk‖2
∫
S
(
Bmn,r(~ra, ω;σ)−Bm,extn,r (~ra)
)
Sl∗k (θ, φ) sin θdθdφ, (33)
where ∗ denotes complex conjugation, ~ra = (a, θ, φ) is the position vector at the sur-
face of a planet. The radial magnetic field Bmn,r is (numerically) computed for a given
3-D Earth’s model induced by a unit amplitude (ε˜ = 1) SH current source described by
eq. (15), and
Bm,extn,r (~ra) = −nSmn (θ, φ) (34)
is the inducing (external) part of the radial magnetic field.
In this case, the internal magnetic potential becomes
V i(c)(~r, t) = a
∑
(n,m)∈M+
∑
k,l
[
Qlm,qgkn ∗ qmn +Qlm,sgkn ∗ smn
]
cos(kφ)
(a
r
)k+1
P lk(cos θ),(35)
V i(s)(~r, t) = a
∑
(n,m)∈M+
∑
k,l
[
Qlm,qhkn ∗ qmn +Qlm,shkn ∗ smn
]
sin(kφ)
(a
r
)k+1
P lk(cos θ),(36)
where ∑
n,m
=
K∑
k=1
k∑
l=0
. (37)
After some algebra, the convolution kernels in eqs. (35-36) can be calculated via
sine transform (see eq. A9) of the spectra, which are related to the frequency domain
Q-matrix (32) via relations below (the dependence on ω and σ is omitted).
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For l > 0,m > 0:
Q˜lm,qgkn =
Q˜lmkn + Q˜
l−m
kn + Q˜
−lm
kn + Q˜
−l−m
kn
2
, (38)
Q˜lm,qhkn = i
Q˜lmkn + Q˜
l−m
kn − Q˜−lmkn − Q˜−l−mkn
2
, (39)
Q˜lm,sgkn = i
−Q˜lmkn + Q˜l−mkn − Q˜−lmkn + Q˜−l−mkn
2
, (40)
Q˜lm,shkn =
Q˜lmkn − Q˜l−mkn − Q˜−lmkn + Q˜−l−mkn
2
, (41)
for l = 0,m > 0:
Q˜0m,qgkn =
Q˜0mkn + Q˜
0−m
kn
2
, (42)
Q˜0m,sgkn = i
−Q˜0mkn + Q˜0−mkn
2
, (43)
for l > 0,m = 0:
Q˜l0,qgkn = Q˜
l0
kn + Q˜
−l0
kn , (44)
Q˜l0,qhkn = i(Q˜
l0
kn − Q˜−l0kn ), (45)
and for l = 0,m = 0:
Q˜00,qgkn = Q˜
00
kn. (46)
Note that both internal potentials (30-31) and (35-36) depend only on the pre-calculated
Q and inducing coefficients. Additionally, Q does not depend on location, making it par-
ticularly well-suited for satellite data.
2.5 Determination of inducing coefficients
The methods presented in the previous sections enable estimation of time-series of
inducing coefficients in discrete non-overlapping time intervals (time windows). Let us
define time intervals of length ∆t centered at values tj = j∆t, where j ≥ 0 is a posi-
tive integer. We assume that inducing coefficients are piece-wise constant within these
time intervals. Then, convolution integrals such as eq. (19) or eqs. (27-28) can be ap-
proximated by discrete sums. For instance, eq. 27 can be rewritten as
gmn (tj) ≈
Nt∑
i=0
IQn(i)q
m
n (tj − i∆t), (47)
where
IQn(i) =
∫ i∆t+∆t/2
i∆t−∆t/2
Qn(t)dt. (48)
Similar expressions are relevant for other convolution integrals.
With this, the coefficients for a time window centered at t can be estimated by solv-
ing a minimization problem,
q∗, s∗ = arg min
q,s
∥∥∥∥∥∥
∑
i∈Dt
∑
α∈{θ,φ}
Boα,i − ∑
(n,m)∈M+
Bmn,α(~ri, t)
∥∥∥∥∥∥
2
, (49)
where Dt is a set of magnetic field observations in the current time window with Boα,i
being the i-th observation of a horizontal magnetic field component at location ~ri and
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time ti; q, s are vectors of inducing SH coefficients from the set M+; and the modelled
fields are given by
Bmn,α(~ri, t) =
Nt∑
j=0
(
Im(c)n (j)q
m
n (t− j∆t) + Im(s)n (j)smn (t− j∆t)
)
. (50)
For ground observations (see Section 2.4.1), we used
Im(c)n (j) =
∫ tj+∆t/2
tj−∆t/2
Bm(c)n,α (~ri, τ)dτ, (51)
Im(s)n (j) =
∫ tj+∆t/2
tj−∆t/2
Bm(s)n,α (~ri, τ)dτ. (52)
For satellite measurements (see Section 2.4.2) and a 1-D subsurface conductivity distri-
bution, we take
Im(c)n (j) = I
m(s)
n (j) = IQn(j)
(
a
ri
)n+2
∇αPmn (ϑi, ϕi). (53)
Similar, but more lengthy, expressions can be derived for the case of 3-D subsurface con-
ductivity distribution (see eqs. 35-36).
Note that since we have eliminated internal coefficients, it suffices to use only hor-
izontal magnetic field components in eq. (49) to determine inducing coefficients. This
allows for more accurate description of the inducing source since horizontal components
are less sensitive to the currents induced in the subsurface compared to the vertical com-
ponent. Since the problem is linear with respect to the inducing coefficients, we used a
Huber-weighted robust regression method to find the minimizer of (49).
For every time window, the performance of the model can be evaluated by means
of R2 statistics, called coefficient of determination. To define it, let us assume that all
observations and modelled fields in a time window j are collected into a vector bobsj and
bmodj such that
rj = b
obs
j − bmodj (54)
is the vector of residuals. Then
R2j = 1−
〈rj , rj〉
〈bobsj − b
obs
j ,b
obs
j − b
obs
j 〉
(55)
is the coefficients of determination for time window j.
2.6 Determination of induced coefficients
Previous sections concentrated on evaluation of inducing coefficients. Once they
are estimated, we can evaluate induced coefficients. This is useful in induction studies,
where pairs of inducing and induced coefficients are used to derive subsurface transfer
functions, which can be ultimately inverted for the electrical conductivity distribution
in the subsurface.
By adopting our approach, induced coefficients can be estimated by using only the
radial component. This is advantageous since the radial field exhibits higher sensitiv-
ity to the subsurface induction effects and was excluded from the estimation of the in-
ducing coefficients (see eq. 49).
Assuming that the inducing coefficients qmn , s
m
n were determined, the induced part
of the total magnetic field can be isolated. In particular, for the radial magnetic field,
Bintr (~r, t) = B
o
r (~r, t) +
∑
(n,m)∈M+
(qmn (t) cosmφ+ s
m
n (t) sinmφ)n
( r
a
)n−1
Pmn (cosϑ), (56)
–9–
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where the latter term essentially calculates the inducing part of the radial field follow-
ing eq. (22). By means of eq. (24), the remaining induced part of the radial field above
the ground can be expanded as
Bintr (~r, t) =
K∑
k=1
k∑
l=0
(
glk(t) cos kφ+ h
l
k(t) sin kφ
)
(k + 1)
(a
r
)k+2
P lk(cos θ), (57)
which is suitable for the estimation of the induced coefficients in a statistical manner.
Specifically, we can estimate coefficients for a time bin centered at tj = j∆t by solv-
ing a minimization problem
g∗,h∗ = arg min
g,h
∥∥∥∥∥∑
i∈Dt
[
Bintr,i −
K∑
k=1
k∑
l=0
(
glk,j cos kφi + h
l
k,j sin kφi
)
(k + 1)
(
a
ri
)k+2
P lk(cos θi)
]∥∥∥∥∥
2
.
(58)
3 Data
3.1 Geomagnetic observatories
We will apply the developed methods to the ground geomagnetic observatory data.
Specifically, we took a set of quality-controlled measurements of the hourly mean vec-
tor magnetic field collected by the BGS (Macmillan & Olsen, 2013). We concentrate here
on the Swarm era measurements and use a data collected between 01-12-2013 and 01-
11-2019. The model of the core and crustal fields as given by the CI model (Sabaka et
al., 2018) was subtracted. The distribution of the observatories over the time range used
in this study is shown in Figure 1. We further excluded observatories poleward of the
56◦ and equatorward of 5◦ geomagnetic latitudes. Thus, the variations in the remain-
ing data set are predominantly driven by the mid latitude ionospheric and magnetospheric
currents. The polar and equatorial latitudes are excluded because the present distribu-
tion of geomagnetic observatories can not adequately resolve spatiotemporal structures
of the current systems dominant at these latitudes.
3.2 Geomagnetic satellites
We used nearly six years (01.12.2013 – 01.11.2019) of the geomagnetic field mea-
surements taken by the ESA’s Swarm Alpha and Bravo satellites. Similar to the obser-
vatory data, core and crustal fields as given by the latest CI model were subtracted. The
time windows of three hours were used, which corresponds to two full orbits and aims
to improve the data coverage within a window. Here, we concentrate on studying the
EM induction effects of the large-scale magnetosphere currents of external origin and thus
day side data, namely between 5 AM and 7 AM local time. Although the methodology
set out earlier allows for modeling inducing sources of external and internal origins to-
gether, elaboration of this will be presented elsewhere.
4 Results
4.1 Transfer functions and impulse responses
All transfer functions and corresponding impulse responses referred to as ”1-D” were
calculated by taking a conductivity model that consisted of a 1-D conductivity profile
from Grayver et al. (2017) with a 7000S conductance layer that represents average con-
ductance of the oceans and sediments. For the results referred to as ”3-D”, a laterally
heterogeneous conductivity shell of 1/4◦ resolution was used to account for the varia-
tions in the ocean and sediments. For the 1-D case, transfer function were calculated an-
alytically, whereas 3-D transfer functions were calculated numerically by solving Maxwell’s
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Figure 1. Top: Distribution of geomagnetic observatories. Empty circles show all obser-
vatories, whereas filled circles show observatories used in this study after discarding high and
equatorial geomagnetic dipole latitudes. Bottom: number of used observatories over the time
period of the study.
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Figure 2. Real (A) and imaginary (B) parts of the Q˜n transfer functions (eq. 26) for dif-
ferent degrees n and 1-D conductivity profile of Grayver et al. (2017). The magnitudes of the
corresponding discrete impulse responses (eq. 48) are shown in plot (C).
equations in a Spherical shell with a Finite Element code GoFEM (Grayver & Kolev,
2015; Grayver et al., 2019; Arndt et al., 2020).
Figure 2 shows 1-D transfer functions and corresponding discrete impulse responses.
Following expected, we generally see that the induction effect for higher degrees n de-
cays faster, implying that smaller scale inducing currents are attenuated more. At pe-
riods of 1 year and longer, real part of the transfer function flattens as a result of induc-
tion effect of the core, which has finite conductivity (Vel´ımsky` et al., 2003).
Figure 3 shows a set of discrete impulse responses from the 3-D Q-matrix for dif-
ferent external and internal degrees and orders. First of all, note that in 3-D the matrix
is dense, i.e. each inducing coefficients leads to infinitely many induced coefficients. How-
ever, we observe that the diagonal elements dominate the matrix, whereas off-diagonal
entries are small, although the cumulative effect can become significant.
Finally, Figure 4 shows examples for local impulse responses at several observatory
locations where both 1-D and 3-D responses are plotted to highlight the effect of the ocean
and sedimentary cover on induction kernels. We see that the discrepancy between 1-D
and 3-D is particularly large for island and coastal locations.
4.2 Model of external magnetic field variations from ground observa-
tions
We determined SH coefficients up to degree nmax = 3 and order mmax = 3 within
hourly time bins. The length of impulse responses was set to six months, thus transient
effects older than six months are neglected. This choice is justified since impulse responses
for time lags beyond six months are ≤ 10−6 (see Figures 2-4), thus the transient effects
are negligible for majority of practical applications. Otherwise, data pre-processing and
method of evaluating SH coefficients are described in Sections 3.1 and 2.5, respectively.
The coefficients were determined using both 1-D and 3-D impulse responses from
azimuthal magnetic field components (Bθ, Bφ). Subsequently, R
2 statistics (coefficient
of determination) was calculated for every time bin using eq. 55 and three components
separately, including Br which was not used for model construction. Figure 5 shows his-
tograms of R2 coefficient for 1-D and 3-D models. One apparent observation is signif-
icantly better fit of the radial component with 3-D conductivity model. The fit for hor-
izontal components is virtually identical, small differences are minute and likely fall within
the modelling and observation errors. Noteworthy that among all components, the high-
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Figure 3. A selection of the 3-D discrete impulse responses from the Qlm,qgkn and Q
lm,qh
kn ma-
trices (eqs. 35-36) due to the q01 (top row) and s
2
2 (bottom row) inducing terms. Dashed lines
denote responses which are non zero only in the case of a 3-D conductivity distribution.
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Figure 4. Local magnetic field discrete impulse responses (eq. 20) due to q01 inducing field
for three magnetic field components (columns) at three locations: Fu¨rstenfeldbruck (FUR), Her-
manus (HER) and Gan, Maldives (GAN). Both 1-D (dashed lines) and 3-D responses (solid lines)
are shown.
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Figure 5. Histograms of the R2 statistics (coefficient of determination) for individual mag-
netic field components and all time windows. The R2 statistics was determined following eq. 55
between observatory data and model predictions. The model details are described in Section 4.2.
Figure 6. Same as Figure 5, but restricted to time windows when Dst > 40 nT.
est coherency is observed for the longitudinal component. This confirms that our model,
especially the one based on a 3-D model, has some predictive power.
To test whether the observed distribution of the model fit changes with magnetic
conditions, we further plot histograms of R2 statistics for times when magnetic varia-
tions are dominated by magnetospheric disturbances (here defined as Dst > 40 nT) in
Figure 6. Although we still observe a significant improvement in coherency for Br, gen-
erally the correlation is lower for Br, Bθ, whereas it remains high for the longitudinal com-
ponent. Further, we plot R2 histograms for times when Kp < 2. The reason to use Kp
instead of Dst this time is to emphasize contribution of the ionosphere state. Similar to
the examples with disturbed magnetosphere, we again observe significant improvements
in the radial component related to using a 3-D model. In contrast to the previous case,
however, we see systematically higher R2 values for all components. Therefore, despite
our model exhibits better fit during quiet times, the improved fir of the Br with the 3-
D model is covers all times and magnetic conditions, indicating that proper inclusion of
the ocean effect is essential when modeling both magnetospheric and ionospheric vari-
ations.
To better quantify the effect of the improved fit due to usage of 3-D model, we cal-
culated ratio of the 3-D and 1-D R2 values for radial magnetic field component at all ob-
servatory locations. These values, plotted as a function of the distance to the shoreline,
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Figure 7. Same as Figure 5, but restricted to time windows when Kp < 2.
Figure 8. Ratio of the 3-D to 1-D models R2 coefficients for Br field at individual observa-
tories plotted versus distance to the shoreline. Values > 1 indicate improvement over the 1-D
model.
are shown in Figure 8. We observe improve fit at virtually all locations with the most
significant improvement up to the factor of 11 for observations that are ≤ 200 km from
the coast. However, even locations as far as 3000 km exhibit considerably better fit.
Finally, we inspect the observed and modelled time series at a selection of coastal
and island observatories. Here, we also added predictions based on the Dst index, cal-
culated as
BDstθ (~r, t) = −(Est(t) + Ist(t)) sin(θ) (59)
BDstr (~r, t) = (Est(t)− 2Ist(t)) cos(θ), (60)
where Dst(t) = Est(t) + Ist(t) is a sum of inducing and induced terms (Maus & Wei-
delt, 2004; Olsen et al., 2005). Figures 9-10 show one week of observed variations and
model predictions covering magnetic storms and quiet periods.
Part of the discrepancy in amplitude between the observed and modelled fields orig-
inates from the usage of the global average conductivity profile whereas the bulk sub-
surface conductivity affecting the amplitude varies laterally.
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Figure 9. Time series of observed and modelled variations in horizontal (Bθ) and radial (Br)
components at a set of observatories, ordered by latitude. Predictions based on 1-D and 3-D con-
ductivity models are shown along with Dst-based fields (eq. 59). The offset between dotted lines
is 100 nT.
Figure 10. Same as Figure 9, but for a different time period.
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Figure 11. Histograms of the R2 statistics (coefficient of determination) for individual mag-
netic field components and all time windows. The R2 statistics was determined following eq. (55)
between observatory data and predictions from satellite data model described in Section 4.3.
4.3 Model of magnetospheric ring current variations from Swarm ob-
servations
In this section, the model of inducing coefficients was determined by using satel-
lite data, which was described in Section 3.2. Since we work with only night-side data
and two satellite, we determined SH coefficients up to degree nmax = 2 and order mmax =
1 using time bins of 3 hours. Therefore, the longitudinal resolution of this model is ex-
pected to be lower than the observatory data model. Other parameters pertained to data
pre-processing and evaluation of SH coefficients are described in Sections 3.1 and 2.5,
respectively.
As in the previous section, we first look at the distribution of R2 statistics for all
time bins and magnetic field components (see Figure 11). First observation that we make
is that R2 values are very similar between 1-D and 3-D models, indicating that most of
3-D induction effects are attenuated at satellite altitude. Interestingly that now we also
have much higher R2 values for the radials component compared to the Bθ, even though
Br was not used in the construction of the model.
Finally, Figure 13 plots time series of q01 coefficient determined using the observa-
tory and satellite data. For reference, we also plot the Dst index. We observe very good
match between coefficients estimated from satellite and observatory data, confirming the
validity of both models and approaches.
5 Conclusions
The EM induction effect from time-varying magnetic field plays significant role in
magnetic field observations, where it can be both a polluting signal to be accounted for
or a primary signal for mantle induction and space weather studies. We showed that the
inducing currents of ionospheric and magnetospheric origin can be effectively estimated
while the effect of the planetary induced response is modelled. Previous studies in this
field were limited in that they considered narrow period bands (for instance, only daily
band), only lowest order zonal current effects (”ring current”) with 1-D subsurface mod-
els assumed or carried analysis in frequency domain, thus limiting applicability in case
of satellite data. This work has presented a unified framework for modeling EM induc-
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Figure 12. Same as Figure 11, but restricted to time windows when Kp < 2.
Figure 13. Time series of the first zonal SH coefficient, q01 , determined by using satellite and
observatory data in geomagnetic coordinate frame. Two five months intervals featuring quiet
and disturbed magnetic conditions are shown. For comparison, the negative Dst magnetic index
is plotted. Systematic offset in Dst against q
0
1 seen in Figures 13 is due to the absence of stable
quiet time ring current in the Dst index.
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tion effects in ground and satellite data by means of time domain impulse responses due
to arbitrary external sources and in presence of a 3-D subsurface conductivity distribu-
tion. This approach is amenable to integrate with models that involve constantly aug-
mented time series and require ”on the fly” updates of geomagnetic models.
We have elaborated the underlying mathematical machinery for the case when ba-
sis functions used for spatial parameterization of magnetic field are given by Spherical
Harmonic functions. This choice was made owing to ubiquitous use of SH in present mod-
els. However, the approach is generic and straightforward to extend to other basis func-
tions depending on practical applications.
We further showed that the effects from heterogeneity in subsurface electrical con-
ductivity can dominate radial magnetic field component and should be accounted for pro-
vided that some knowledge about 3-D subsurface conductivity structure is available. Con-
trary to the common assumption taken in some models, the 3-D effects are significant
during both quiet and disturbed magnetic conditions since the effect is transient, hence
widely used selection criteria based on instant values of magnetic indices and local time
do not completely eliminate the effects of EM induction, making the modelling presented
here to be the most consistent approach.
Appendix A Properties of transfer functions and impulse responses
Convolution integrals in such as (19) and (27-28) represent a response of a medium
to a time-varying extraneous current. These relations follow from the (often omitted)
properties of a physical system that we model. We state these properties here and dis-
cuss implications. Our presentation closely follows a more detailed analysis by Svetov
(1991).
1. Linearity allows us to define a response, ζ(t), of a medium at time t to an extra-
neous forcing as
ζ(t) =
∫ ∞
−∞
F(t, t′)χ(t′)dt′, (A1)
where χ is the extraneous forcing that depends on time t′ and F(t, t′) is the medium
Green’s function that does not depend on the amplitude of the exerted force.
2. Stationarity implies that the response of a medium does not depend on the time
of occurrence of the excitation. In this case F(t, t′) ≡ f(t−t′) and eq. (A1) can
be rewritten as a convolution integral
ζ(t) =
∫ ∞
−∞
f(t− τ)χ(τ)dτ =
∫ ∞
−∞
f(τ)χ(t− τ)dτ, (A2)
where f(t) represents the impulse response of a medium. In frequency domain,
the convolution integral reduces to
ζ˜(ω) = f˜(ω)χ˜(ω), (A3)
where f˜(ω) is called the transfer function and we used tilde sign (˜·) to denote com-
plex quantities. Eqs. (A2) and (A3) are related through the Fourier transform
f˜(ω) =
∫ ∞
−∞
f(t)eiωtdt. (A4)
3. We work in time domain with real values, hence impulse response is also real. To
see the implications of this, let us define the inverse Fourier transform of f˜(ω) =
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fR(ω) + ifI(ω) as
f(t) =
1
2pi
∫ ∞
−∞
f˜(ω)e−iωtdω
=
1
2pi
∫ ∞
−∞
[fR(ω) cosωt+ fI(ω) sinωt] dω
− i
2pi
∫ ∞
−∞
[fR(ω) cosωt+ fI(ω) sinωt] dω. (A5)
For an impulse response to be real, the last term in the integral (A5) has to van-
ish. This is possible only if fR(ω) and fI(ω) are even and odd functions of frequency
ω, respectively. Therefore, eq. (A5) reduces to
f(t) =
1
pi
∫ ∞
0
[fR(ω) cosωt+ fI(ω) sinωt] dω. (A6)
4. Impulse response is causal. This property implies that f(t) = 0 for t < 0. Un-
der this assumption, the convolution integral (A2) can be recast to
ζ(t) =
∫ ∞
0
f(τ)χ(t− τ)dτ =
∫ t
−∞
f(t− τ)χ(τ)dτ. (A7)
Due to causality, the impulse response can be determined by using either only real
or imaginary part of f˜(ω):
f(t) =
2
pi
∫ ∞
0
fR(ω) cos (ωt)dω (A8)
= − 2
pi
∫ ∞
0
fI(ω) sin (ωt)dω. (A9)
Note that for sake of clarity the dependence on spatial variables and electrical con-
ductivity was omitted from the equations above.
In practice, we observed that using sine transform (A9) results in a slightly bet-
ter accuracy compared to the cosine transform A8.
Appendix B Digital Linear Filters
In order to carry out the sine transform (A9) efficiently, we applied the linear dig-
ital filter method (DLF). DLF was introduced to geophysics by Ghosh in the early 70s
(Ghosh, 1971a, 1971b), as a means of fast computations for electromagnetic type curves
(e.g., Wenner or Schlumberger arrays). The method was subsequently improved and ex-
panded to other methods by many authors, and a lot of filters have been published. There
are two particular developments, out of all these improvements, which are relevant for
our application: (1) The kernel under consideration were early on always Bessel func-
tions of some sort, and it was Anderson (1973) who first applied it to Fourier sine and
cosine transforms. (2) If the kernel computation is very expensive the lagged-convolution
type DLF introduced by Anderson (1975) is very powerful, as additional times come at
no or very little extra cost due to the reuse of the already computed kernels for new times.
Although the use of DLF in geophysics is focused on Hankel- and Fourier transforms in
electromagnetics, the method itself works for any linear transform.
Werthmu¨ller et al. (2019) presented a tool to design filters for any linear transform
provided that there exist (a) an analytical transform pair, or (b) a numerical computa-
tion in both domains with sufficient accuracy and precision over a wide range of base val-
ues. We refer to that publication for an in-depth review of DLF in geophysics.
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With the substitutions ω = ex and t = e−y we can rewrite (A9) as a convolu-
tion integral and approximate it by a N -point digital filter η as
f(t) ≈
N∑
n=1
fI(bn/r)ηn
r
, (B1)
where the log-spaced filter abscissa values bn are a function of spacing ∆ and shift ν,
bn(∆, ν) = exp [∆(−b(N + 1)/2c+ n) + ν] . (B2)
The optimal values for ηn,∆ and ν in eqs. (B1-B2) were found by following the
method of Werthmu¨ller et al. (2019). In this work, we designed a 50-point filter such that
it requires as few values of f˜(ω) as possible without compromising accuracy. To this end,
we used the following analytic transform pair
pi exp (−ab)
2
=
∫ ∞
0
x
a2 + x2
sin(xb)dx. (B3)
The Figure B1 shows the designed filter and its performance for the chosen analytic pair.
Figure B1. Left: minimum recovered value of the analytic pair (B3) as a function of spac-
ing and shift. Center: filter values for the best filter with ∆ = 0.114 and ν = 1.07. Right: the
performance of the filter on the eq. (B3).
Note that the naive application of eq. (B1) will require N×Nt, where Nt is the
length of the impulse response in time domain. This number can be drastically reduced
by invoking the aforementioned lagged convolution approach. To give an example, our
filter requires the evaluation for a maximum of 112 frequencies that range ≈ 12 decades
for the one year long impulse response with the hourly time step (i.e., Nt = 8766).
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