Abstract-The newly defined MPEG-4 Advanced Simple (AS) profile delivers single-layered streaming video in digital television (DTV) quality in the promising 1-2 Mbit/s range. However, the coding tools involved add significantly to the complexity of the decoding process, raising the need for further hardware acceleration. A programmable multicore system-on-chip (SOC) architecture is presented which targets MPEG-4 AS profile decoding of ITU-R 601 resolution streaming video. Based on a detailed analysis of corresponding bitstream statistics, the implementation of an optimized software video decoder for the proposed architecture is described. Results show that overall performance is sufficient for real-time AS profile decoding of ITU-R 601 resolution video.
I. INTRODUCTION

W
ITH MPEG-4 [1] , the Moving Picture Experts Group (MPEG) has created a universal standard intended to cover virtually every possible aspect of multimedia data compression. While MPEG-4 itself comprises a toolbox of coding instruments, the combination of specific coding tools is organized in profiles and levels, each targeting a preferred application field [2] . As more important multimedia applications continue to emerge, new profiles are under consideration. The newly defined Amendment 4 [3] standardizes two new profiles for MPEG-4 streaming video: the Advanced Simple (AS) profile for the base layer and fine granularity scalability (FGS) profile for temporal and spatial enhancement layers. In particular, the AS profile provides the capability to distribute single layered frame-based video at a wide range of bit rates, targeting video over Internet. Using MPEG-4 AS profile, video in digital television (DTV) quality can be delivered at bit rates as low as 1-2 Mbit/s, making the profile particularly attractive for upcoming third-generation mobile video phones or for DSL-based video services over Internet.
Several new tools have been added to achieve this superior coding efficiency. Specifically, advanced motion compensation (MC) tools such as quarter-pel MC (QMC) and global MC (GMC) have been introduced to further reduce the prediction error in the encoder. Furthermore, particularly at low bit rates, sophisticated post-processing tools for deblocking and deringing may improve subjective visual quality. However, all Manuscript received December 2001; revised April 8, 2002 . This work was supported in part by the European MEDEA M4M Project through Robert Bosch GmbH, Hildesheim, Germany.
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these tools add significantly to the complexity of the overall decoding process. Therefore, quantifying this complexity is essential to estimate implementation cost and to identify optimization potential for an actual implementation.
As one approach to complexity analysis of video coding standards, the number of required instructions has been roughly estimated on a theoretical level (e.g., [4] ). Another, more accurate, approach relies on tool-based profiling of "RISC-like" instructions [5] . With instruction profiling, however, the practical relevance of the results is restricted to the specific software implementation and architectural platform that has been used for profiling. In order to gain insight on computational complexity on a more general, platform-independent level, analysis based on bitstream statistics appears to be more appropriate. Bitstream statistics have already been employed for implementation of graceful degradation decoder techniques [6] . In this paper, the bitstream statistics of the MPEG-4 AS profile at 1.5-3 Mbit/s and ITU-R 601 session size are analyzed and a breakdown of execution frequencies for a number of subtasks of an AS profile decoder is derived. While a number of real-time decoder/codec implementations has already been proposed for the MPEG-4 Simple profile (QCIF/CIF format) [7] - [9] , the results of the bitstream analysis show that the processing demands of the AS profile are significantly higher than for the Simple profile due to the new tools included, particularly when considering ITU-R 601 resolution (720 576 at 25 fps).
We propose a programmable multicore system-on-chip (SOC) architecture that integrates a RISC core for streaming data, systems processing, and synchronization; a 64-bit, split-arithmetic [10] dual-issue very-long-instruction-word (VLIW) macroblock engine (MBE); and I/O modules for external memory accesses, all tied to a 64-bit high-performance AMBA AHB system bus [11] . Both the RISC core and the MBE have instruction set architecture (ISA) extensions with specific support for video processing.
In the following section, the MPEG-4 AS profile is introduced in more detail. Section III gives results of a bitstream analysis performed on MPEG-4 AS profile streams. Section IV presents the architecture of the programmable multicore SOC dedicated to MPEG-4 decoding, while Section V describes the optimized real-time implementation of an MPEG-4 AS profile video decoder on that processor based on the bitstream analysis.
II. MPEG-4 AS PROFILE
A. Overview
The AS profile belongs to the group of streaming video profiles as defined in the MPEG-4 Amendment 4. It provides the ca-1051-8215/02$17.00 © 2002 IEEE pability to distribute single-layered frame-based video at a wide range of bit rates, targeting video over Internet. The AS profile, in particular, combines high coding efficiency and reasonable implementation complexity. With bidirectionally predicted video object planes (B-VOPs) and advanced MC tools such as QMC and GMC, the coding performance is clearly superior to the Simple profile. Omitting arbitrarily shaped objects, on the other hand, keeps the implementation complexity significantly lower than, e.g., for the advanced cding efficiency (ACE) profile or even the core profile.
Six levels (L0-L5) have been defined for the AS profile in total, with maximum bit rates from 128 kbit/s (L0, L1) to 8 Mbit/s (L5) and typical session sizes from QCIF (176 144 for L0, L1) up to ITU-R 601 resolution (720 576 for L5). Up to four rectangular objects (AS or Simple type) are supported. L4 and L5 additionally include support for interlaced video coding.
With its capability to deliver video in DTV quality at bit rates around 1-2 Mbit/s, the MPEG-4 AS profile is clearly superior to the conventional MPEG-2 video standard in terms of compression efficiency. Therefore, in existing services, a rapid replacement of MPEG-2 with the MPEG-4 AS profile can be expected. In addition, new applications will emerge: At the lower bit rates, the AS profile becomes particularly attractive, e.g., for third-generation mobile video services.
B. Tools and Characteristics
The actual implementation complexity of an MPEG-4 AS profile decoder is determined by the complexity of the individual tools contained in the AS profile and by the frequency of their execution. While the set of tools is specified by the standard, their execution frequency has to be determined by a detailed analysis of video streams at specific bit rates.
The required set of processing steps further depends on the specific pattern of input data, namely the macroblock (MB) (16 16 pixel block) type and on the employed block pattern specifying whether a block is coded or not. The set of possible MB types, on the other hand, is determined by the VOP type.
In MPEG-4, audio-visual objects are composed from multiple video object layers. A snapshot in time of such a video object layer is called a VOP. For the AS profile, which uses only rectangular video, a VOP corresponds to a picture or frame in other standards, e.g., MPEG-2. Besides the new tools added, MPEG-4 continues to rely on proven coding techniques from both H.26x and earlier MPEG standards, such as intraframe coding, forward prediction MC and bidirectional MC. This way, I-VOPs, P-VOPs, and B-VOPs are defined that are intra coded, forward predicted, or bidirectional predicted. New to the AS profile are S(GMC)-VOPs that include affine transform of the predicted MB.
Assuming a typical VOP pattern of I-S(GMC)-B-B-S(GMC)… for the AS profile stream, an overview on the processing steps arising in each possible VOP/MB combination is given in Table I . The combinations without entry do not exist in MPEG-4.
Generally, inverse quantization (IQ) has to be performed for all blocks with coded coefficients. Inverse DC/AC prediction, in contrast, arises only in intra MBs. Inverse discrete cosine transform (IDCT), like IQ, is performed whenever coded coefficients MC is required whenever motion vectors have been transmitted, i.e., in inter MBs, as well as bidirectionally predicted MBs. For bidirectional MBs, MC has to be performed on both reference VOPs, hence 2 MC. In GMC MBs, local MC is replaced by a global warping (affine transform) operation on the reference VOP. The method of reconstruction after MC depends on the existence of coded coefficients; for a block not coded, a simple copy operation of the predicted MB data suffices. In the other case, the decoded prediction error has to be added to the predicted MB data. For bidirectional MBs, both motion-compensated reference MBs have to be averaged prior to the copy or add operation.
Optionally, a deblocking filter may be performed across block boundaries of all MBs regardless of their type. The particular filter mode depends on the block pixel values and the block quantization parameters. Deblocking is proposed as a nonmandatory tool for post-processing in the Annex F of MPEG-4 [1] .
III. BITSTREAM ANALYSIS
A. Analysis Method
The computational complexity of decoding is influenced by the bit rate of a video stream. In general, the lower the bit rate, the lower are the processing demands for sequences encoded under the same conditions. Larger shares of skipped blocks and more coefficients quantized to zero simplify processing. However, computational demands may again increase with decreasing bit rate if more aggressive compression tools are employed or deblocking is applied to compensate degrading visual quality. Therefore, a detailed investigation on the statistical properties of the bitstream and the resulting distribution of processing steps is necessary.
In order to estimate processing demands of an MPEG-4 AS decoder and to identify optimization potential, a bitstream analysis has been performed across several MPEG-4 AS streams. Specifically, the execution frequency of each processing step in the preceding section can be derived from the analysis. The methodology applied here can be employed universally for performance estimation of multimedia applications on any target platform [12] . The results have been used to further guide the implementation process.
For the bitstream analysis, three different video sequences have served as test material. Two sequences (s1, s3) originate from TV advertisements; one sequence (s2) is taken from a TV drama. All sequences contain several scene cuts, fast and slow movements, fading in/out and zooms, yielding a representative mix of challenges for the encoder. The test sequences have been encoded in ITU-R 601 resolution at a frame rate of 25 fps compliant to the MPEG-4 AS profile. As for the target bit rate, subjective tests on these sequences revealed an acceptable quality already at 1.5-2 Mbit/s, provided that a deblocking filter is employed in the decoder. In consequence, postprocessing, while not being a normative part of the MPEG-4 standard, is recommended to be included in the decoder for the low bit rate streams.
Encoding has been carried out using the MoMuSys verification model (VM) implementation [13] of the MPEG-4 Amendment 1. In fact, due to the current lack of a VM implementation supporting the AS profile, the MoMuSys encoder has been configured to generate ACE profile streams with only rectangular VOPs. The encoder parameters and data specific to each sequence are given in Table II. For bitstream analysis, decoder software has been instrumented by inserting counters on various elements of the bitstream and statistics have been generated during the decoding process. As a reference decoder, the VM 15 software [14] supporting MPEG-4 Amendment 1 [1] has been used. 1 The results have been collected for all test sequences at 1.5 Mbit/s (s1_150, s2_150, s3_150). In order to investigate the influence of higher bit rate, the first sequence has been analyzed additionally at 3 Mbit/s (s1_300).
Statistics have been gathered for the following bitstream parameters:
• MB type;
• coded block pattern;
• number of coded DCT coefficients per block;
• distribution of DCT coefficients in a block;
• resolution of motion vectors;
• distribution of quantization parameters and pixel values across block boundaries. The MB type has a direct influence on the required set of processing steps according to Table I. The same holds for the coded TABLE II  SEQUENCE AND ENCODING PARAMETERS OF THE TEST SEQUENCES block pattern. The number of DCT coefficients in a block-if any-has an effect particularly on the number of IQ operations required. Further, from the distribution of DCT coefficients in a block, the specific type of IDCT can be obtained; reduced-complexity versions are frequently sufficient, such as only for the DC coefficient, only for the first row/column of the block, or only for the top left 4 4 submatrix.
The resolution of motion vectors decides about the particular interpolation method to be employed in MC, as illustrated in Table III . In addition to the conventional linear interpolation for half-pel motion vectors in one dimension and bilinear interpolation for half-pel vectors in two dimensions, an 8-tap finite impulse response (FIR) filter has to be applied to luminance blocks for all fractional motion vectors when QMC mode is enabled.
Finally, the statistics on quantization parameters and pixel values on block boundaries allow to conclude on the distribution of deblocking filter modes.
B. Analysis Results
Table IV gives a complete overview on the distribution of data as derived from the bitstream analysis.
1) MB Types:
The distribution of MB is, naturally, highly related to the VOP pattern employed in encoding, as Table I shows. While different reconstruction methods are already distinguished here, different MC variants resulting from motion vector resolutions are discussed later.
As Table IV shows, the distribution of MB types varies with different sequences, but is not affected by the bit rate, with the exception of the GMC/skipped GMC MB tradeoff. Skipped inter or bidirectional MBs did not occur in these sequences; skipped intra MBs do not exist in MPEG-4. The upper bounds for bidirectional MBs and GMC MBs and the lower bound for intra MBs are given by the distribution of VOPs in the encoding pattern: 67% B-VOPs, 29% S(GMC)-VOPs, and 4% I-VOPs.
2) Coded Blocks: Originating from the DCT followed by quantization, a number of DCT coefficients may yield zero and can be omitted. In consequence, some blocks may contain no coefficients at all and can be marked as not coded. In intra MBs, however, blocks that are not coded still contain the DC coefficient. The share of coded blocks shows a strong dependency on the bit rate, but not on the specific sequence. Table I demonstrates how blocks that are not coded reduce the required set of processing steps.
3) IDCT Variants: All MPEG video coding standards so far have relied on the 8 8 DCT as coding tool. Therefore, efficient implementation of the IDCT has already been studied for many decoder designs. In general, the 2-D IDCT can be separated into 1-D schemes. A further significant reduction of complexity can be achieved by considering case distinctions for sparse matrices. In particular, efficient implementations are possible for: 1) the existence of only the DC coefficient; 2) only the first row of coefficients; 3) only the first column of coefficients; or 4) only the upper left 4 4 submatrix. The degree of complexity reduction highly depends on the target architecture. One example is a reduction of 40% for the 4 4 case up to 90% for the DC-only variant compared to the full IDCT [16] . As the results indicate, simplified versions suffice for the majority of transforms.
4) Nonzero DCT Coefficients: For the reason given above, the actual number of DCT coefficients that remain to be transmitted is much lower than the maximum of 64 positions per 8 8 block. Coding of sparse matrices is well supported by MPEG's run-level coding scheme that efficiently skips longer sequences of zeros. The very low number of nonzero DCT coefficients per block obtained in the analysis-even for higher bit rates, an average of about two nonzero symbols per coded block is not exceeded-reveals high optimization potential for the implementation of the IQ.
5) Motion Vectors:
As extension to the half-pel MC scheme employed in previous MPEG standards, the MPEG-4 AS profile also includes QMC. The exact set of processing steps required for MC depends on the resolution of the motion vectors, as indicated in Table III . QMC-specific processing steps, consisting of an 8-tap FIR filter, are only applied to luminance blocks, whereas chrominance blocks are compensated conventionally, i.e., linear or bilinear interpolation is applied. In the analysis, motion vectors have been counted separately for each 8 8 block and prediction direction (forward and backward) in order to make different prediction modes comparable. The exact distribution of motion vector resolutions varies with the specific sequence, but does not depend on the bit rate.
6) Postprocessing (Deblocking):
Although postprocessing is not a normative part of the MPEG-4 standard, we considered the employment of deblocking as part of the proposed postprocessing tools. While postprocessing includes both deblocking and deringing filters, PSNR as well as subjective tests revealed that the deringing filter has not contributed much to the improvement of visual quality on the examined sequences. Deblocking, on the other hand, showed a significant subjective improvement particularly in our tests with decoding of low bit rate streams. As postprocessing in general has been reported as very costly to implement [17] , only deblocking is considered in the following as an optional tool, with its employment being highly dependent on the bit rate of the stream. As the tool is not part of the codec loop, it is a candidate for computational scalability that can be included when idle CPU cycles are available [18] .
The implementation of deblocking according to MPEG-4 Annex F distinguishes two filter modes that may be applied separately, combined, or even be skipped, depending on the range of pixel values at block boundaries and the quantization parameters in adjacent blocks. The implementation complexity of the respective filter modes may differ considerably.
C. AS Profile Decoder Complexity
We utilized the statistical bitstream properties to optimize the software implementation of an AS profile video decoder. In particular, the given data was used to assist in the decision on implementation alternatives for particular subtasks. Wherever necessary or useful, special instruction set extensions were developed and applied to increase decoder software performance.
In the following, the number of executions per second of various decoder subtasks are calculated on the basis of the obtained statistics. For the 1.5 Mbit/s sequences, typical values have been interpolated from the results of all three sequences; these are contrasted with the results of the 3 Mbit/s sequence.
Execution frequencies of functions in a program may also be obtained using the gprof tool. This approach is, however, is not comparable to the work presented here; the frequencies derived from the bitstream statistics offer the flexibility of investigating different implementation variants (as, e.g., for the IDCT), whereas gprof can only deliver results on functions that have already been implemented in the software.
In one second, 40 500 MBs or 243 000 8 8-blocks (162 000 for luminance, 81 000 chrominance) have to be decoded for real-time performance. Table V shows the derived execution frequencies for the decoder subtasks given in units per second. With the exception of IQ, which is given in coefficients per second, all subtasks are given in units of blocks per second. The number of IQs is calculated directly from the number of nonzero DCT coefficients. Inverse DC/AC prediction is derived from the number of intra MBs. The figures for IDCT have been calculated on the basis of coded blocks. The MC method is determined by the distribution of MBs as well as the resolution of motion vectors. For reconstruction, both MB type and share of coded blocks are relevant. Deblocking, finally, solely depends on the distribution of filter modes; it is applied to each block as the final step after reconstruction in the sequences considered here. Not covered here are tasks like variable-length decoding (VLD) or motion vector decoding.
An influence of the bit rate is observed for IQ, IDCT and reconstruction. Inverse DC/AC prediction, MC, and deblocking, on the other hand, do not display any significant dependency on the bit rate for the range covered here.
The numbers in Table V can be interpreted as follows. Each clock cycle saved in the block-based implementation of a subtask results in a total saving of clock cycles per second corresponding to the figure given in the table. For example, ten clock cycles saved in deblocking a block in DC offset mode makes a difference of 2 MHz for the target processor clock frequency. The highest gain from optimization can be expected for the subtasks with the highest execution frequencies. Basic full-pel MC mode, DC offset deblocking mode, 8-tap FIR filter, and-for lower bit rates-the average operation for reconstruction; consequently, these subtasks are the first optimization targets. The execution frequency of a subtask, however, does not necessarily correlate with its total computational complexity; it also depends on how efficiently a task can be implemented on the target architecture. The blockwise copy operation, for example, while being one of the more frequent subtasks, can be expected to contribute only few to the overall complexity due to its relative computational simplicity.
In order to estimate the computational complexity of the AS profile decoder on a specific processor, the execution frequencies for each subtask as given in Table V have to be multiplied by the number of cycles required for each subtask on the target platform and accumulated, as (1) Theresultwill betheperformanceestimate.Thedatagiven here allows to quickly evaluate the effect of modifications in the im-plementation of a subtask on the overall performance budget of a processor by varying its respective . By using distinct sets of for all subtasks, AS profile decoder implementations on different platforms can easily be compared in terms of the required clock rate. This approach can be extended further, e.g., to obtain a comparison in terms of power consumption when being used in combination with dynamic voltage scaling [19] .
IV. ARCHITECTURE FOR MPEG-4 STREAMING VIDEO
The statistical bitstream properties derived in the preceding section have guided both the architecture development of a programmable multicore processor targeted as a flexible device for different types of MPEG applications and the optimized implementation of an AS profile decoder on that processor.
A. Multicore SOC Architecture
The many different modes, options, and switches that are possible in an MPEG-4 bitstream lead to an increasing interaction between different tasks or function-specific hardware blocks. As a consequence, usage and efficiency of dedicated architectures will suffer significantly unless higher levels of flexibility are provided in the individual modules. Another side effect of MPEG-4 is the increasing computational complexity for decoding of audio and visual objects. Two conclusions can be drawn. First, for processing of MPEG-4 data, further parallelization is necessary. Second, processing hardware must be flexible enough to allocate processing resources, memories, and arithmetic units to different tasks at different points of time. Therefore, if MPEG-4 applications are targeted, programmable solutions will be the preferred choice. With programmable processing cores, several different algorithms can be executed on the same hardware and the functionality of a specific system can be easily upgraded by a change in software.
There are several different ways to accelerate execution on programmable processors. Most of them employ some kind of parallelization technique. Parallelization can take place at instruction, data, and task level. Another very powerful means to accelerate multimedia processing is to adapt programmable processors to specific algorithms by introducing specialized instructions for frequently occurring operations of higher complexity. However, processing requirements for MPEG-4 multimedia systems are so demanding that multiple acceleration techniques have to be combined to meet real-time conditions.
Array processors offer high peak processing levels, but are inflexible and expensive if many different and specialized instructions are to be supported. Therefore, programmable, heterogeneous processors are the preferred choice for the implementation of MPEG-4 systems. Architectures with support for parallelism that are well suited for heterogeneous instruction sets include VLIW processors, multiple instructions, multiple data (MIMD) processors, or coprocessor architectures [20] . In addition, the tremendous progress in VLSI technology allows to integrate more extensive processing resources on a single chip, leading to an SOC architecture.
The VLIW architecture concept aims at exploiting the instruction-level parallelism that is inherent in many multimedia algorithms. Multiple operations are specified within a single long instruction word for concurrent execution on multiple function units. Specialized instructions are easily implemented by simply adding a dedicated function unit that is optimized for a specific multimedia signal processing scheme. The major advantage of VLIW processors is their architectural simplicity due to the absence of dynamic scheduling hardware. Examples for commercial VLIW processors include the Philips TriMedia processor [21] or the TI TMS320C6x [22] DSP.
Coprocessor architectures implement specialized function units attached to a general purpose RISC processor. This concept allows an adaptation similar to the VLIW paradigm, but lacks its flexibility and high-level language support due to the loose coupling of the RISC and the dedicated arithmetic modules. An example for a coprocessor architecture is the AxPe640V [23] .
An MIMD architecture typically consists of a homogeneous array of identical processor cores coupled with another array of shared memories. In contrast, the SOC concept follows a more heterogeneous approach by employing multiple cores that can be adapted to different classes of algorithms using specialized instruction sets. SOCs are attractive candidate architectures for MPEG-4 implementations because the set of MPEG-4 tools can be partitioned in stream oriented, (video) block-oriented, and (audio) DSP oriented functions, which can all be processed in parallel on different cores.
We already proposed an SOC architecture based on a multicore concept [25] for implementation of a real-time MPEG-4 Simple profile codec in QCIF/CIF format. Based on this architecture concept, a decoder for the MPEG-4 AS profile in ITU-R 601 resolution has been derived. Fig. 1 shows the proposed processor architecture. Basically, it consists of two programmable cores: an MBE with an architecture and instruction set particularly optimized for block-based video processing tasks and a scalar RISC core adapted to stream processing and employed as global controller; an audio DSP may optionally be added. No particular effort was made to support operations on floating-point data, since their use in the investigated applications is very limited.
The processor cores are connected via shared on-chip memories for the exchange of control information. A powerful 64-bit wide AMBA AHB bus gives access to off-chip SDRAM memory. The bus provides a modular and scalable architectural framework where additional cores, like the audio DSP, or further interfaces can easily be added. For the MBE, an AHB bus master controller is responsible for sophisticated direct memory access (DMA) based memory transfer operations. The decoder design was implemented and simulated in RTL-level VHDL. Synthesis results show that at 0.13 m, the complete decoder chip will consume just about 10 mm and operate at 200-MHz clock frequency.
B. Stream Processor Core
The stream processor is based on a scalar standard RISC core [26] and serves for overall system control, bitstream parsing, VLD, and some additional video decoding tasks. All these tasks are inherently sequential and highly data-dependent, offering only few potential for parallelization. In principle, these tasks could also be performed by the VLIW MBE, but utilization of processing resources would be low. Another problem solved by the use of an additional RISC control processor is system processing: coordinating the flow of MB data in the decoding process is a demanding task, which is typically performed using interrupts. Interrupts, however, have the known side-effect to reduce performance of VLIW processors [27] , since they reduce options for parallel code scheduling. The RISC core, on the other hand, can be highly optimized for short interrupt-response times without any significant performance penalties. Using advanced VLSI technology, simple RISC cores consume only a small silicon area on a chip, making them an attractive choice for system control tasks [28] .
When decoding video sequences at higher bit rates (i.e., in ITU-R 601 resolution), parsing of a nondeterministic number of bits from an incoming serial bitstream, which is an essential part of any MPEG video compression scheme, can become a challenging tasks. MPEG-4 further increases the computational burden for this task by the introduction of error resilience tools. Among other techniques, these tools provide a recovery technique for data that otherwise would be lost. This is accomplished by the use of reversible variable-length codes (RVLD), which enable the reverse (backward) decoding from the end of the current video packet to the error point to recover the lost portion of data.
Software implementations of bitstream parsing, VLD, and RVLD algorithms suffer from reduced performance because many elementary shift, arithmetic, and branch operations are required. However, a pure software implementation is preferred to enable multistandard support for the decoder. Therefore, we propose specific instruction set extensions for a standard RISC core for software based acceleration of VLD and bitstream parsing
In VLD, code words of variable length have to be sliced off the incoming bitstream and translated into symbols of fixed length. A consequence of the arbitrary length of the code words is that decoding of the next code word can only be initiated after the preceding code word and its length have been determined. This strict data dependence complicates the parallelization of VLD and bitstream parsing. Typically, the functions ShowBits, GetBits, and FlushBits are used for reading an arbitrary number of (variable-length-coded) bits from the incoming sequential bitstream. The difference between these functions is illustrated in Fig. 2 : ShowBits copies the current bits from the incoming bitstream aligned into another register, but does not modify the current bit position pointer. GetBits reads and removes the next bits. FlushBits skips the subsequent bits from the incoming bitstream. GetBits can be implemented by a combination of ShowBits and FlushBits . We implemented all three functions as elementary RISC instructions that execute in a single clock cycle, independent of buffer word boundaries. This is achieved with direct hardware support using a 64-bit rotator circuit, which basically consists of a 64-bit barrel shifter.
In addition to a standard RISC core, 9K gates of logic (for the rotator and control logic) and 8 kB of RAM (for the Huffman code tables) are needed to implement the special instructions with support for all MPEG-4 video coding tables. On a 0.13-m library, the complete core extensions need only a fraction of a square milimeter of chip area. Synthesis results show an estimate of 200-MHz achievable clock frequency, which leaves enough headroom for the stream processor to perform other decoding tasks as well (e.g., run-length decoding).
C. MBE Core 1) Data Path Architecture:
The structure of the MBE is characterized by the existence of two parallel units: scalar and vector (Fig. 3) . The scalar data path operates on 32-bit data words in a 32-entry register file and provides control instructions such as jump, branch and loop. The vector unit is particularly optimized for high-throughput video signal processing by offering up to 8-way single instruction, multiple data (SIMD) style parallel processing, specialized instruction set extensions [24] , saturation mode, a dual 32 32-bit multiply-accumulate (MAC) unit with 128-bit result vector and conditional execution support on subword level.
The vector data path is equipped with a 64-entry register file of 64-bit width. The 64-bit-wide arithmetic execution units in the vector path, e.g., MUL/MAC or ALU, incorporate subword parallelism by processing either two 32-bit, four 16-bit, or eight 8-bit data entities in parallel within a 64-bit register operand. The MUL/MAC unit even delivers a 128-bit result by writing back two 64-bit registers, thus preserving the full precision of the computed result. This way four 16-bit multiplications with 32-bit accumulation can be performed in parallel (Fig. 4) . With its support for subword parallelism, the vector data path is particularly suited to process the repetitive operations of typical MB algorithms.
The MBE's parallel data paths are controlled by a dual-issue 64-bit VLIW. By default, the first slot's instruction is issued to the vector path and the second one is issued to the scalar path, enforcing parallel execution. However, two vector or two scalar instructions can also be paired within a VLIW. With four read/two write ports on the vector register file, even two vector instructions can execute in parallel provided they do not belong to the same instruction group (i.e., are not executed on the same hardware unit), thus further increasing the achievable performance by a factor of two on many algorithms. If parallelization is not possible, the instruction decoder autonomously serializes the execution of instructions. The flexible utilization of the VLIW minimizes the number of void instruction slots and promotes code density.
Instructions and data are supplied to the MBE via local memories, which are accessible within a single clock cycle. The use of local memories rather than caches has advantages in multimedia applications due to more predictable memory access behavior [29] . Transfers between external RAM and local memories are performed in the background by programmed DMA as the program execution continues. For the core video algorithms, the scalar and the vector path can operate in concert to exchange blocks of video data between the second-level memory and the vector register file without stall cycles by performing parallel stores and loads.
2) Instruction Set: The instruction set of the MBE falls into two parts: Scalar instructions and vector instructions. Only vector instructions support subword parallelism. Common features of both instruction types include signed/unsigned interpretation of operands and saturation/modulo arithmetic variants where useful.
The instruction set can be divided into the following groups: Arithmetic, logic, shift/round, min/max/clip, data formatting, program control, and data transfer. The arithmetic group includes, among others, the MUL/MAC operation with multiple precision. The RND instruction in the shift/round group combines an arbitrary shift with different rounding modes as defined by MPEG-4. MIN, MAX, and CLIP instructions eliminate comparisons and associated branches in frequent video operations. The data formatting group comprises instructions for arbitrary permutations of data fields. Table VI shows the implemented vector instruction types and their characteristic properties and operating modes.
The vector data path supports parallel processing on subwords. Originally, SIMD-style processing of data types packed into a single word assumes the same operation to be applied uniformly to all data items. Whenever subword data items are to be treated differently, program execution has to be serialized, resulting in a loss of performance. This limitation can be removed by the introduction of field-wise conditional execution that allows to sustain the SIMD scheme even for data-dependent processing like in if/else clauses. A set of condition flags is available for each data field in the vector path, whose state is determined by the execution of a previous instruction (with the explicit permission to modify the flags). A subsequent conditionally executed instruction then calculates the result of an operation depending on the state of the condition flags. Fig. 5 shows the example of a conditional move instruction, which moves the contents of a sub-field depending on the status of a certain conditional bit that has been set individually for each data field by previous operations. Further instructions have been included that are useful only in conjunction with the conditional execution mode; the ADDSUB instruction, e.g., performs an addition for the "true" case and a subtraction for the "false" case.
Another problem of SIMD-style parallel processing is that the number of condition codes increases with the degree of paral- lelism. In our case, each subword can generate a condition code for an arithmetic operation (e.g., compare), resulting in either 1, 2, 4, or even 8 condition flags. However, since the branch decision is inherently a scalar one, a selection has to be performed. We have added a new instruction that implements certain types of parallel branch decisions. Branch if all subwords fulfill the condition (i.e., their condition flags are set) or branch if at least one subword fulfills the condition. Such an instruction is very useful to parallelize adaptive filtering when the processing depends on certain conditions to be fulfilled (e.g., a variable threshold value is exceeded). Fig. 6 shows the implementation of the parallel branch instruction named Branch on Vector Status register Relative with the syntax BVSR, Condition, Mask, Lop, JumpLabel. The first immediate operand (Condition) references a specific condition code like the zero flag. As a result, eight condition bits from the eight vector pipes are read. The second immediate operand (Mask) then masks the status bits from the eight vector pipes. A "1" in the mask denotes an active and a "0" an inactive pipe. The masked status bits of only the active pipes are then reduced to a single bit to be used for the branch decision by applying a bitwise logical operation to them, which is specified by the Lop operand. The Lop operation can either be a logical AND or OR operation-AND branches if the condition is true for all active pipes, whereas OR branches if the condition is true for at least one active pipe. If the resulting bit is set, the program counter is modified by adding the signed immediate JumpLabel and the branch will become effective with the next clock cycle.
V. OPTIMIZED AS PROFILE DECODER IMPLEMENTATION
In accordance with the architectural concept of the decoder chip, the tasks of the MPEG-4 AS profile are partitioned on the different processor cores. The stream processor performs all bitstream parsing-related tasks as well as VLD and reversible VLD. In addition, as result of the bitstream analysis, the stream processor will also perform inverse DC/AC prediction and IQ, owing to the very low number of coded coefficients, which lies below two coefficients per coded 8 8 block. The extensive parallel processing capabilities of the MBE would be wasted here. After IQ, the stream processor prepares the DCT coefficients MB-wise in the shared on-chip memory and signals their availability to the MBE for further processing. Likewise, decoded motion vectors and coding mode information are also ex- changed between stream processor and MBE through the shared memory. In conclusion, partitioning of tasks on the different processor cores is driven by processing characteristics as well as by bitstream analysis results.
All subsequent steps are performed on the MBE, in dependence of the VOP/MB type and the signaled coding mode. The IDCT is efficiently implemented on the MBE with its four 16-bit MACs operating in parallel. Table VII shows that the IDCT implementation on the MBE competes with other available multimedia processors and multimedia-enhanced general-purpose processors. Furthermore, usage of reduced-complexity versions of the IDCT can save up to 90% of cycles for the DC-only case compared to the full IDCT. Pixel interpolation for half-pel MC is supported by the MBE's average instruction that also takes into account the rounding control parameter. FIR filtering in QMC relies on the MAC instruction. VOP reconstruction benefits from the saturation mode offered by the MBE's arithmetic instructions. The implementation of the different deblocking modes, finally, heavily relies on conditional execution on the subword level.
The organization of memory transfers is of particular importance when implementing the AS profile decoder in ITU-R 601 format. With utilization of the several data transfer paths offered by the MBE, memory cycles can be hidden almost completely behind the processing cycles. The data transfer paths include: stream processor/MBE shared memory to second level memory, shared memory to vector register file, second level memory to vector register file, or second level memory to external frame buffer via autonomous DMA of the AMBA bus master. Both vector unit and scalar unit can initiate memory transfers simultaneously.
Programming is performed in C/C++ on the stream processor core and in assembly language on the MBE. Due to the standard RISC architecture of the stream processor, a compiler can easily perform the task of mapping high-level language code onto the processing resources. Thus, even the MPEG-4 VM code [14] can be used as a starting point for the implementation of the bitstream-related tasks on the stream processor. After successful optimization on C/C++ language level, the specific instruction set extensions can be accommodated for by replacing the respective C functions with appropriate assembly instructions. Optimizations guided by profiling data are further possible with respect to the cache architecture in order to minimize costly instruction cache misses and associated data transfers on the shared system bus [35] . As current compiler technology is not able to efficiently exploit data parallelism in scalar code, the MBE with its 64-bit split vector data path has to be hand-coded in assembly language. An optimizing assembler is however available that performs scheduling and instruction pairing in compliance with the architectural rules and without assistance of the programmer. The large majority of code running on the MBE consists of frequently executed block-or MB-level subtasks that require a high level of optimization in order to achieve the required high performance; this is another reason why a compiler would fall short on the MBE. For code and data organization in memory, an approach similar to [35] can be applied to minimize refill cycles of local instruction and data memory via the system bus.
The resulting number of required clock cycles per block for the implementation of the relevant decoder subtasks on the MBE are given in Table VIII . By weighting the cycles per block with the number of executions per second (Table V) , the resulting performance requirements are obtained in megahertz (MHz). Here, the average of the 1.5 and 3 Mbit/s streams in Table V has been assumed. In total, around 180 MHz are required on the MBE to perform real-time MPEG-4 AS profile decoding.
Besides delivering an estimate of the performance attained on the multicore SOC, the results presented here can serve as a starting point for further evaluation of software or hardware optimization effects. The distribution of processing demands among the processing steps reveals that GMC (57 MHz) and deblocking in DC offset mode (52 MHz) together account for about 2/3 of the total processing requirements. Therefore, additional function-specific instruction set extensions for these two algorithms may be considered for further reduction of the overall processing load. Particularly for GMC, a specialized instruction that performs the pixel interpolation for the inverse affine transform has been devised saving 400 cycles/MB or k MHz (see Table V ). Another specialized instruction calculating pixel and submask addresses in the reference VOP when performing the inverse affine transform saves further 250 cycles/GMC MB or k MHz. On the other hand, the required reduction in clock cycles for a particular subtask in order to achieve a given target performance for the complete decoder can also be calculated from these data. The required cycle reduction is calculated from the number of cycles of the subtask , the weight of the subtask in percent and the current performance as well as the target performance (in megahertz according to (2) as follows: (2) For example, the required performance of the MBE for the AS profile decoder can be reduced from 180.7 down to 150 MHz by decreasing the number of clock cycles spent for GMC by about cycles, either by hardware optimization, by software optimization, or by a combination of both.
The results and methodology presented here easily allow to extend the performance estimate to decoding of bitstreams at higher bit rates, other MPEG-4 profiles, or even other coding schemes, such as H.26L [36] or the Joint Video Team (JVT) codec [37] , as most of the subtasks involved here are also part of the other schemes. With only a bitstream analysis on the respective profile or standard, its performance on the MBE can be predicted. For example, decoding a CIF resolution (352 288@30 Hz) AS profile stream encoded at 1 Mbit/s requires about 44 MHz on the MBE including deblocking and about 28 MHz without deblocking. It has to be noted that at this bit rate in CIF resolution, acceptable visual quality is most probably achieved already without deblocking. Excluding the AS profile specific subtasks (GMC warping, QMC 8-tap filter) from these results, a performance figure of 14 MHz remains a realistic estimate for MPEG-4 Simple profile decoding in CIF resolution on the MBE. These results demonstrate the large performance differences among different MPEG-4 profiles depending on the resolution, bit rate and the tools employed. The proposed programmable multicore SOC architecture is able to accommodate to this large range of requirements, offering a multistandard platform solution.
VI. CONCLUSION
A multicore SOC architecture for MPEG-4 streaming video and an optimized AS profile video decoder implementation for that processor architecture have been presented. The specific processing requirements have been derived from a detailed bitstream analysis of test sequences. Results of an optimized software implementation, utilizing the special architectural support offered by the multiple processor cores, have been discussed and can serve as a starting point for the optimized implementation of other emerging video schemes on this platform. As a result, MPEG-4 AS profile sequences in ITU-R 601 format at 1-2 Mbit/s can be decoded in real-time at around 180 MHz, yielding an attractive solution for streaming video in DTV quality. Future work will focus on the implementation of other emerging schemes, such as JVT, on this architecture.
