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A jump system is a set of lattice points satisfying a certain exchange axiom. This
notion was introduced by Bouchet and Cunningham [2], as a common generaliza-
tion of (among others) the sets of bases of a matroid and degree sequences of sub-
graphs of a graph. We prove, under additional assumptions, a min-max formula for
the distance of a lattice point from a jump system. The conditions are met in the
examples above, and so our formula contains, as special cases, Tutte’s f-factor-
theorem and Edmonds’ matroid intersection theorem.  1997 Academic Press
1. INTRODUCTION
Two of the most well-known and important classes of combinatorial
optimization problems are the matching problem and the matroid intersec-
tion problem. These two problems have a lot in common: both are polyno-
mial time solvable; the bipartite matching problem is a common special
case; and many of the algorithms to solve them use alternating paths. It is
therefore a natural idea to find a common generalization of them.
Several common generalizations of these two basic problems have been
proposed. Many of these turn out to be equivalent: matchoids, matroid
parity, matchings in 2-polymatroids (see [12], Chapter 11). Unfortunately,
these problems are exponential time in the worst case in the oracle model,
and NP-hard for appropriate special classes. While they can be solved for
a rather large class of problems including the matching problem, no
natural polynomially solvable class of (say) the matroid parity problem is
known that includes both matchings and matroid intersection.
Jump systems were introduced by Bouchet and Cunningham [2]. The
membership problem for jump systems can be viewed as another common
generalization of the matching and matroid intersection problems, with
article no. TB971744
45
0095-895697 25.00
Copyright  1997 by Academic Press
All rights of reproduction in any form reserved.
File: 582B 174402 . By:CV . Date:27:03:97 . Time:13:08 LOP8M. V8.0. Page 01:01
Codes: 2889 Signs: 2216 . Length: 45 pic 0 pts, 190 mm
an integer programming flavor. Jump systems are more general than
matchoids, and the membership problem is NP-hard for some explicit
jump-systems.
In this paper we describe a characterization of the membership problem
for jump systems, which is ‘‘good’’ (i.e., co-NP) for a natural class of jump
systems, including both the matching problem and the matroid intersection
problem. The method is an extension of the treatment of the matchings in
[8, 9].
2. JUMP SYSTEMS
The facts discussed in this section are (mostly) recalled from [2]. Let x
and y be two lattice points in Zn. Their l1 -distance (Manhattan distance)
is defined by d(x, y)=i |xi& yi |. The box spanned by x and y is defined
as the set of all lattice points z such that d(x, z)+d(z, y)=d(x, y), and is
denoted by [x, y]. Clearly, z # [x, y] if and only if zi lies between xi and
yi (allowing equality) for all i=1, ..., n. A lattice point x$ is called a step
from x to y, if x$ # [x, y] and d(x, x$)=1.
For two non-empty sets A, B # Zn we define
d(A, B)=min[d(a, b) : a # A, b # B].
Definition 2.1. A non-empty set J # Zn of lattice points is called a
jump system, if for every two lattice points x, y # J, and every step x$ from
x to y, either x$ # J, or there exists a step x" from x$ to y such that x" # J.
We also refer to this property of J as the 2-step axiom. The geometric
nature of the definition implies immediately that we can translate a jump
system by any lattice vector, or reflect it in any lattice hyperplane, to get
another jump system. This convenient feature of jump systems simplifies
many of the arguments.
We shall assume in this paper that our jump systems are finite. All
results could be extended to infinite jump systems with some care.
Next, we describe some examples of jump systems.
2.2 Boxes. Let aibi be integers, Bi=[ai , bi] an interval in Z
(i=1, ..., n), and B=B1_ } } } _Bn , a box in Zn. Then B is a jump system.
2.3 Degree sequences. Let G=(V, E) be a graph. For each subgraph
H of G, let dH(v) denote the degree of v # V in H. The vector
(dH(v) : v # V) # ZV is called the degree sequence of H. The set JG of degree
sequences of all subgraphs of G is a jump system. We call this jump system
the degree system of G. Note that in this case, it is not straightforward to
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decide if a given vector belongs to JG : this is exactly the b-matching
problem.
It will be convenient to allow loops (edges with both endpoints at the
same node, contributing 2 to the degree) and half-loops, edges with just one
endpoint, contributing 1 to the degree of this node. These half-loops do
behave differently in many respects, and so graphs with half-loops added
will be called quasi-graphs to emphasize the difference.
2.4 Matchable subsets. Let G be a graph on V=[1, ..., n] and let J
be the set of (incidence vectors of) those subsets of V that induce a sub-
graph with a perfect matching. A very substantial part of matching theory
can be formulated as a study of this jump system. Much of this seems to
be unexplored at the moment.
2.5 Matroids. The set of incidence vectors of bases of a matroid
(E, M) is a jump system; this follows easily from the exchange axiom for
matroids. We call these jump systems matroid basis systems. Similarly, the
set of incidence vectors of all independent sets is a jump system.
We continue with a brief discussion of several general operations on
jump systems leading to new jump systems. Most of these constructions are
motivated, or at least illustrated, by the examples above.
2.6 Products. The example of boxes can be viewed more generally as
follows. Let [1, ..., n]=S1 _ S2 be a partition, and let Ji be a jump system
in ZSi (i=1, 2). Then it is easy to check that the Cartesian product J1 _J2
is a jump system. Boxes are Cartesian products of intervals, which are
clearly jump systems.
(More generally, it is easy to check that one-dimensional jump systems
are just those sets of integers that contain no 2-element gaps. The Cartesian
product of n such sets does play a role in matching theory [9, 4]. We do
not consider this extension in this paper.)
2.7 Sums. We can look at the degree system from a more general point
of view as follows. Let J1 and J2 be jump systems in Zn. Define their sum
by
J1+K2=[x1+x2 : xi # Ji].
It is not quite easy to prove that the sum of two jump systems is a jump
system again (see [2] for a simple proof attributed to A. Sebo ).
The degree system JG of a (quasi)-graph G is the sum of the sets JGe ,
where e # E and Ge is the graph with node set V and edge set [e]. Thus JGe
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consists of two vectors (the zero vector and the incidence vector of e), and
so it is clearly a jump system. Note that the incidence vector of a loop at
node i is 2ei , while the incidence vector of a half-loop at node i is ei .
More generally, one can look at bidirected graphs, where the 1’s in the
incidence vector of each edge e can be replaced by \1. The construction
above associates a degree system with such graphs.
2.8 Faces. The two jump systems associated with a matroid illuminate
another general construction. Let J be a jump system in Zn and let a # Rn.
Assume that a x remains bounded over x # J, and let J[a] denote the set
of elements of J maximizing a x; we call this set a face of J. If a face J[a]
can be defined by a vector a whose coordinates are &1, 0 or 1, then we
call a Manhattan face of J. A face of a jump system is a jump system again
(this fact follows e.g. from lemma 4.2 and theorem 6.2 below, but I under-
stand that Bouchet and Cunningham were aware of it.)
Thus the jump system of matroid bases is the Manhattan face of the
jump system of independent sets, maximizing the objective function i xi .
The simplest example of a Manhattan face is obtained when a=\ei is
a unit vector; we call every face obtained this way a simple face. A greedy
face is a jump system obtained by repeatedly taking simple faces. A greedy
face can also be obtained as the set of points obtained by maximizing a
linear objective function using the greedy algorithm. It follows by the
results in [2, 5, 6] that, at least if the jump system is bounded, then every
linear objective function can be maximized over it greedily, and if all the
non-zero coefficients have different absolute value, then every optimum
point will be obtained by the greedy algorithm. We shall discuss this fact
in section 6.
An obvious but nice property of faces is that every face of a sum of two
(or more) jump systems is the sum of faces of each. A similar assertion
holds for Manhattan, simple and greedy faces. It is easy to see that greedy
faces of degree systems [matroid, matroid basis, box jump systems] are
themselves degree systems [matroid, matroid basis, box jump systems].
Such an assertion does not hold for Manhattan faces, nor for the construc-
tions that follow.
2.9 Projection. For every jump system J # Zn and every S[1, ..., n],
the (orthogonal) projection of J onto ZS is a jump system. (This is not
quite straightforward.)
Projections of matroid jump systems are matroid jump systems again,
and projections of degree systems of quasi-graphs are degree systems of
quasi-graphs. The quasi-graph representing the projection of J[G] onto a
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set UV(G) is the sub-quasi-graph induced by U, to which we add a half-
loop at node v # U for each edge connecting v to V(G)"U. However, a pro-
jection of the degree system of a graph G onto a set UV(G) is, in general,
not a projection of the degree system of any graph: it is a degree system of
a graph if and only if U is the union of some connected components of G.
2.10 Intersection with a box. It is easy to see that the intersection of
a jump system with a box is a jump system again. As a special case, we see
that the jump system of matchable sets of a graph is the intersection of its
degree system with the unit cube.
Another special case of this construction is intersection with a box of the
form [x1]_ } } } [xm]_Zn&m. This means fixing the first m coordinates.
Projecting on the last n&m coordinates, we get a jump system in Zn&m.
A jump system obtained by fixing some coordinates and projecting to the
others is called a minor. Note that greedy faces are minors.
Some special jump systems will play an important role. We say that a
jump system J is odd (resp. even) if i xi is odd (even) for every x # J. Odd
and even jump systems will be said to have constant parity. We say that a
jump system J has constant sum if i xi is the same for all x # J.
Degree systems of graphs and matchable subset jump systems are even.
Matroid basis systems have constant sum.
It is clear that oddness and evenness are preserved under sign flipping
and constant parity is preserved by translation. The constant sum property
is also preserved by translation, but not by sign flipping. It is also clear that
both the constant parity and constant sum properties are preserved under
sums and also under taking Manhattan faces and intersecting with a box.
They are in general not preserved by projection.
A jump system is convex if it contains every integer point in its convex
hull. It follows e.g. from corollary 5.3 below that every constant-sum jump
system is convex (this was essentially conjectured by Tamir [13]).
Convex jump systems have been studied in various disguises. It is proved
in [2] that convex jump systems are the same as sets of lattice points in
‘‘bisubmodular polyhedra.’’ We refer to [2] for a discussion of these
polyhedra and their relationship with earlier research.
It is also proved in [2] that ‘‘filling in’’ the lattice points in the convex
hull of a jump system, we get a convex jump system, and that every projec-
tion of a convex jump system is convex.
3. THE MEMBERSHIP PROBLEM
Let J be a jump system Zn an and z # Zn. We are going to study the
problem of deciding whether z # J.
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Remark 3.1. One should include a little discussion of this problem here.
Of course, we are not going to assume that the jump system is explicitly
given (as a list of its elements); rather, we have an implicit description in
mind as, say, in example 2.3. In the case of many combinatorial structures
(say, matroids), one considers the membership test as a primitive opera-
tion, an ‘‘oracle.’’ We don’t take this approach here, since e.g. in the case
of a degree system, the membership problem is equivalent to the b-match-
ing problem, which is exactly one of the problems whose solution we want
to capture in this model.
For most of our structural results the question of how the jump system
is given does not matter. Still, it might be useful to remark that we will take
greedy faces freely. For the applications we want to give, our jump systems
will be given as sums of simpler jump systems for which taking greedy faces
will be trivial, and a greedy face of the whole jump system is just the sum
of the corresponding gready faces of these summands.
We can reduce the question whether the intersection of two jump
systems is empty to the membership problem. More exactly, let J1 and J2
be two jump systems. Then
J1&J2=[x1&x2 : xi # Ji]
is a jump system (the sum of J1 and the reflection of J2), and clearly
0 # J1&J2 if and only if the two jump systems have an element in common.
The most important special case of the intersection problem is the
matroid intersection problem: for two matroids (S, M1) and (S, M2) on the
same set of elements and with the same rank, we want to decide whether
they have a basis in common.
We can also formulate the matroid parity problem as a special case. Let
(V, M) be a matroid with |V| even, together with a partition P of its
elements into pairs. We want to decide if the matroid has a basis that is the
union of some of these pairs. We construct two jump systems as follows.
First, we take the jump system of bases of the matroid. Second, we consider
P as a 1-regular graph G=(V, E) (E is a single perfect matching). Then
the basis system J1 of the matroid has a non-empty intersection with the
degree system J2 of the graph if and only if the matroid has a basis which
is matched with itself in G.
This reduction also shows that the membership problem has special
cases which are polynomially unsolvable [11].
We can ask a question that is slightly more general than the membership
problem on two counts: we can ask for the distance from the jump system,
and we can replace the point by a box (for this box, we allow some coor-
dinates to be unbounded; so the box is a Cartesian product of intervals,
semilines, and lines). Thus, the problem we consider is the following: given
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a jump system JZn and a box B # Zn what is the distance of B from J (in
the l1-norm)? This question is easily reducible to the membership problem,
e.g. by introducing the jump systems
J (k)=[x # Zn : d(x, J)k].
and then checking if 0 # J (k)&B for k=1, 2, ... . However, it will be very
useful to work with this more general form of the problem. Our results will
extend recent work by S. Fujishige [7], who gives a min-max formula for
the distance of a point from a bisubmodular polyhedron; this corresponds
to the case when the jump system is convex.
We remark that much of the considerations below would remain valid if
we replaced the box by the direct product of 1-dimensional jump systems,
and some, even if we replaced it by a general jump system. But we do not
go into these generalizations in this paper.
4. OPTIMAL POINTS
Let J # Zn be a jump system and
B=[a1 , b1]_ } } } _[an , bn]=B1_ } } } _Bn ,
a box in Zn. To exclude some trivial complications, we assume that B inter-
sects the smallest box containing J ; in other words, no coordinate-parallel
hyperplane separates B from J. We say that a point x # J is optimal, if
d(x, B)=d(J, B).
(In particular, if J & B{< then the optimal points are exactly the com-
mon points of J and B.) We denote by JB the set of optimal points of J.
Let x # J and assume that xi>bi for some i. The point x$=x&ei is a
step from x toward some y # J ; in fact, by,the assumption that B and J can-
not be separated by a coordinate-parallel hyperplane, there is a y # J with
yibi . Hence, by the jump system property, there exists a point x" # J
such that either x"=x$ or x" is a step from x$ toward y. Since d(x$, B)<
d(x, B), we have d(x", B)<d(x, B). We say that x" arises by pushing x at i
(toward B).
If, in particular, d(x, B)=d(J, B), then it follows that we must have
equality here, i.e., x" is also closest to B. Note that d(x", y)<d(x, y), so in
particular x"{x. Of course, we can do the same if xi<ai .
Lemma 4.1. Let J be a jump system and B, a box. Then for every x # J
there exists a y # JB that can be obtained from x by a sequence of pushes.
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Proof. Let z # JB and let y be a point that arises from x by a sequence
of pushes with d( y, z) as small as possible. Suppose that y  JB , then
d( y, B)>d(z, B) and hence there is an i such that either yi<min[ai , zi] or
yi>max[bi , zi]. Assume e.g. that the second possibility occurs; then we
can push y at i to get a point y$ # J with d( y$, z)<d( y, z), a contradiction.
Lemma 4.2. For any jump system J and any box B, the set JB is a jump
system.
Proof. Let x, y # JB , we prove the 2-step axiom by induction on d(x, y).
Let x$ be a step from x toward y. We may assume that x$=x+e1 . Since
the whole set J is a jump system, either x$ # J or we can make another step
toward y to get a point x" # J. In the first case, we set x"=x$.
Now if x" # JB , then we are done, so assume that d(x", B) > d(x, B).
This in particular implies that d(x$, B)>d(x, B), and hence d( y1 , B1)
d(x1 , B1). We must have a coordinate i with d(xi" , Bi)>d(xi , Bi). Since xi"
is between xi and yi , we must have d( yi , Bi)>d(xi , Bi).
First assume that there exists an i>1 with d( yi , Bi)>d(xi , Bi), and e.g.
yi>xi . Let y$= y&ei . Then d( y$, B)<d( y, B) and hence y$  J. Also, y$ is
a step from y toward x, and thus we can make another step from y$ toward
x to get a point y" # J. Since d( y", B)<d( y$, B)+1d( y, B), it follows
that y" # JB . Also, the step from y$ to y" must have increased the distance
from B, and hence this step could not have decreased the first coordinate.
Thus y"1x1+1 and hence x$ is a step from x toward y". The 2-step axiom
follows by induction since y" # [x, y] and d(x, y")<d(x, y).
Second, assume that d( yi , Bi)d(xi , Bi) for all i>1. Then we must have
d( y1 , B1)>d(x1 , B1) and since d( y, B)=d(x, B), there exists a j>1 with
d( yi , Bj)<d(xj , Bj). We may assume that yj>xj , then x*=x+ej is a step
from x toward y. Similarly as above, we see that d(x*, B)<d(x, B) and
hence x*  J. Thus by the 2-step axiom applied to J, we can make another
step toward y to get a point x** # J. It follows again that x** # JB and that
the step from x* to x** must have increased the distance from B. Since
d( yi , Bi)d(xi , Bi) for all i>1, it follows that this step must have
increased the first coordinate, i.e., x**=x+ej+e1=x$+ej . Thus x**
establishes the validity of the 2-step axiom. K
The next lemma is the key to many of the arguments that follow.
Lemma 4.3. Let J be a jump system and let B1B2 } } } Br be boxes
in Zn. Then JB1 & JB2 & } } } & JBr {<.
Proof. We use induction on r. The case r=1 is trivial. Assume that
r>1 and let x # JB1 & } } } & JBr&1 . By Lemma 4.1, we can obtain a point
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y # JBr from x by a series of pushes toward Br. Since a push toward Br is
also a push toward Bi for i<r, we have y # JBi for all i<r. K
It was kindly pointed out by one of the referees of this paper that this
lemma is in fact a characterization of jump systems. Indeed the 2-step
axiom can be stated as follows: Let x, y # J and let x$ be a step from x
to y. Let B1=[x$] and B2=[x$, y]. Then JB1 & JB2 {<.
As a first application of this lemma, we prove a useful property of JB .
Similar results are known for bisubmodular polyhedra, see [7] and [3].
Lemma 4.4. Let J be a jump system and B, a box in Zn. Let v # J. Then
there exists a vector u # JB such that u is contained in the box B$ spanned by
B and v. In particular, if B=[0], then the support of u is contained in the
support of v.
Proof. Since v # B$, we have d(J, B$)=0. Let u # JB & JB$ (such a point
exists by lemma 4.3). Then d(u, B$)=0, and hence u # B$. K
If B and C are two boxes, then we define B 6C as the smallest box con-
taining both B and C.
Lemma 4.5. Let J be a jump system in Zn, and let B and C be two boxes
such that B & C{<. Then
d(J, B & C)+d(J, B 6 C)d(J, B)+d(J ; C).
Proof. It is easy to check that for every point x,
d(x, B & C)+d(x, B 6 C)=d(x, B)+d(x, C).
By lemma 4.3, we may choose x here so that x # JB & C & JB 6 C . Then we
have
d(J, B & C)+d(J, B 6 C)=d(x, B & C)+d(x, B 6 C)
=d(x, B)+d(x, C)d(J, B)+d(J, C). K
As an immediate consequence of the last lemma we get that if B, C and
D are boxes such that BC & B and d(J, B)=d(J, C)=d(J, D) then we
also have d(J, C 6D)=d(J, B). Hence for each box B there exists a unique
largest box B containing B such that d(J, B)=d(J, B ). Clearly, B [ B is a
closure operator. Boxes of the form B will be called J-closed.
Lemma 4.6. Let B=B1 _ } } } _Bn be a J-closed box. Then for each i, Bi
is either infinite or a singleton.
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Proof. Assume that for some i, Bi=[ai , bi] is finite, but ai<bi . Define
B$=[a+ei , b], B"=[a, b+ei], and B*=[a&ei , b]. Then clearly B$
BB" and hence by Lemma 4.3, there exists a point x # JB$ & JB & JB" .
Now d(J, B")<d(J, B) by the closedness of B, and hence we must have
xi>bi . Hence it follows that
d(J, B$)=d(x, B$)=d(x, B)=d(J, B).
On the other hand, we have B$BB*, and hence by Lemma 4.3 again,
there exists a point y # JB$ & JB & JB* . Similarly as above, we have
d(J, B*)<d(J, B) and hence yi<ai . But then
d(J, B$)=d( y, B$)>d( y, B)=d(J, B),
a contradiction. K
For a given box B, let I1 denote the set of coordinates i for which B i=Z;
let I2 denote the set of coordinates i for which B i is infinite but not Z; and
let I3 be the set of coordinates i for which B i is a singleton. Clearly, B i is
the set of integers on a semiline for i # I2 . We may partition I2 into I$2 _ I"2 ,
where I$2 is the set of indices i for which B i is bounded from below, and I"2 ,
the set of indices i for which B i is bounded from above. Sometimes it will
be convenient to translate J and flip coordinates so that B i=Z+ for i # I2
and B i=[0] for i # I3 .
The following lemma characterizes this partition of the index set in terms
of the vectors in JB .
Lemma 4.7. Let 1in and Bi=[ai , bi]. Let Xi=[xi : x # JB].
(a) If i # I1 then Xi Bi .
(b) If i # I$2 then Xi is an interval [ai&di , ai] with di>0.
(c) If i # I"2 then Xi is an interval [bi , bi+di] with di>0.
(d) If i # I3 then ai=bi and Xi=[ai&1, ai , ai+1] or Xi=[ai&1,
ai+1].
Proof. I. Suppose that xi<ai for some x # JB . Then adding ai&1 to
Bi decreases d(B, x) and hence also d(B, J). Thus B i cannot contain ai&1.
Hence we must have i # I$2 _ I3 . Similarly, if xi>bi for some x # JB then
i # I"2 _ I3 . From this, (a) follows immediately.
II. Conversely, we show that if i # I$2 _ I3 , then there exists an x # JB
with xi<ai . Define a box B$=B$1_ } } } _B$n by
B$j={[&, bj],Bj ,
if j=i,
otherwise.
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Then BB$ and hence by lemma 4.3, there is an x # JB & JB$ . But clearly
B$3 B , and hence d(B$, J)<d(B, J). This implies that d(B$, x)<d(B, x),
which is only possible if xi<ai .
III. Next we proceed to prove (b). Let i # I$2 . We show that then xi<ai
for all i. To this end, consider the above box B$ and, in addition, the box
B"=B"1_ } } } _B"n defined by
Bj"={[aj+1, ],Bj ,
if j=i,
otherwise.
Then clearly B"B$ and hence by lemma 4.3, there exists a point
y # JB & JB" . Since d(J, B$)<d(J, B), we must have yi<ai . Hence
d(J, B")=d( y, B")=d( y, B$)+2=d(J, B$)+2=d(J, B)+1.
Hence for every x # JB ,
d(x, B")d(J, B")=d(J, B)+1=d(x, B)+1,
which implies that xiai .
IV. To complete (b), we have to show that Xi is an interval. Let x # JB
such that xi<ai ; we show that xi+1 # Xi . Push x at i towards B to get a
point x$ # JB . By the definition of push, we have either x$=x+ei+ej for
some j{i or x$=x+2ei . In the first case we are done, so suppose that the
second case occurs. Then either xiai&2, in which case d(B, x$)<d(B, x)
(contradicting the optimality of x), or xi=ai&1, in which case x$i>ai
(contradicting III).
Thus we have (b); (c) follows similarly.
V. To prove (d), assume that i # I3 . By lemma 4.6, ai=bi . By II, we
know that there exists an x # JB with xi<ai and an x$ # JB with x$i>ai .
It suffices to prove that necessarily xi=ai&1. Suppose that xiai&2.
Define the boxes B$=[a, b+ei] and B"=[a&2ei , b+ei] Then clearly
BB$B" and hence by lemma 4.3, there exists a point y # JB & JB$ & JB" .
Since d(J, B$)<d(J, B)by the closedness of B, we must have yi>bi . Hence
d(J, B")=d( y, B")=d( y, B$)=d( y, B)&1=d(J, B)&1.
On the other hand,
d(J, B")d(x, B")=d(x, B)&2=d(J, B)&2,
a contradiction. K
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5. FAT BOXES
We can obtain a trivial lower bound on the distance of a jump system
and a box. Let w # [&1, 0, 1]n, then
d(J, B)min
x # J
wx&max
x # B
wx. (1)
(in fact, this holds for any two sets of lattice points J and B). Note that
maxx # B wx is trivial to compute; we’ll return to the computation of
minx # J wx in the next section.
We show that in at least one important special case, there is a w achiev-
ing equality in (1). This will also characterize the disjointness of a jump
system and a box in this case.
Theorem 5.1. Let J be a jump system and B=B1_ } } } _Bn , a box such
that |Bi |>1 for each i. Then there exists a vector w # [&1, 0, 1]n such that
d(J, B)=min
x # J
wx&max
x # B
wx.
Corollary 5.2. Let J be a jump system and B=B1_ } } } _Bn , a box
such that |Bi |>1 for each i. Then J & B=< if and only if there exists a vec-
tor w # [&1, 0, 1]n and an integer | such that wx<| for every x # J but
w| for every x # B.
Proof. By the assumption about B, B i is never a singleton, i.e., I3=<.
The conclusion is invariant under translation by integer vectors and flip-
ping coordinates; hence we may assume that B i=Z for i # I1 and B i=Z+
for i # I2 . But then the vector w defined by
wi={1,0,
if i # I2 ,
if i # I1 ,
and |=0 will satisfy the requirements of the theorem. It is clear that
wx0 for all x # B. Consider any x # J, and let K=maxi |xi |. Define a
box B$ by
B$i={[K, ],Z,
if i # I2 ,
if i # I1 .
Then B$=B , and hence by Lemma 4.3, there exists a lattice point
y # JB & JB$ . By Lemma 4.7, we have yi0 for all i # I2 , andhence
d(J, B$)=d( y, B$)=d( y, B)+K |I2 |=d(J, B)+K |I2 |.
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On the other hand,
d(J, B$)d(x, B$)= :
i # 21
(K&xi)=K |I2 |&wx.
Hence
w x&d(J, B)<0.
This proves the theorem. K
Unfortunately, the last theorem does not say anything in the most
important special case, when B is a single point. But with a little trick, we
can solve this case too at least for constant-sum jump systems. (To solve
more general cases, we’ll have to do more work in the next sections.)
Corollary 5.3. Let J be a jump system in Zn with constant sums : and
v # Zn. Then v  J if and only if either i vi {:, or there exists a subset
A[1, ..., n] such that
:
i # A
xi< :
i # A
vi
for all x # J.
Proof. Suppose that i vi=:. The problem can also be phrased as
follows: let B=B1_ } } } _Bn , where Bi=[vi , ), then v # J if and only if
J & B{< (since every vector in J satisfies i xi=i vi , and hence the
only point that can possibly be a common point of J and B is v). Now B
satisfies the assumption of theorem 5.1, and hence if J & B=< then there
exists a vector w # [&1, 0, 1]n and an integer | such that wx<| for
every x # J but wx| for every x # B. It is clear that wi=&1 cannot
occur, and so w is the incidence vector of a set A. Then
|wv=i # A vi . K
This last corollary implies the matroid intersection theorem. Consider
the jump system consisting of the differences of bases of two matroids
(E, M1) and (E, M2), of the same rank k (see section 3). Clearly, the two
matroids have a common basis if and only if 0 # J. If this is not the
case, then Corollary 5.3 implies that there exists a set A of elements
such that for every basis B1 of M1 and every basis B2 of M2 , we have
|A & B1 |<|A & B2 |. It is easy to check that this is equivalent to saying that
r1(A)+r2(E"A)<k.
6. GREEDY FACES
We insert here a brief discussion of the application of the greedy algo-
rithm to jump systems. The main facts proved here are known [2, 5, 6, 1];
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but we need some details of the proofs for later reference. It might also be
of some interest to show how well the greedy algorithm fits into the
framework developed above. I am grateful to Andra s Sebo for showing
how this connection can be made simpler and more explicit.
Let J be a jump system in Zn, and consider a vector a # Rn. We want to
maximize the linear objective function ax over x # J.
First we show how to reduce the optimization of a general linear objec-
tive function to the optimization of linear objective functions with 01 coef-
ficients. By flipping coordinates if necessary, we may assume that a0.
Thus we may assume that a=(a1 , a2 , ..., an), where a1a2 } } } 
an0. We can then write a=*w1+*2w2+ } } } +*k wk , where *i>0 and
wi is a 0-1 vector of the form wi=e1+e2+ } } } +eti , for some 1t1<
t2< } } } <tk . We call w1 , ..., wk the level vectors of a.
Lemma 6.1 Let J be a bounded jump system. Let a # Rn+ and let
w1 , ..., wk be its level vectors. Then a point x # J maximizes the linear objec-
tive function ax over J if and only if it maximizes each of the linear
objective functions wi x, 1ik.
Proof. The ‘‘if ’’ part is trivial. The ‘‘only if ’’ part will follow if we show
that there exists a point x # J that simultaneously maximizes each of the
objective functions wi x.
Let #i=max[xi : x # J]; by the general assumption that 0 is in the box
spanned by J, we have #i0. Consider the boxes
Bi=[#1 , )_ } } } _[#ti , )_Z
n&ti.
Then, for every point x # J,
d(x, Bi)= :
ti
j=1
(#i&xi)= :
ti
j=1
#i&wi x,
and hence a point x # J is in JBi if and only if it maximizes wi x.
Now since B1#B2# } } } #Bk, lemma 4.3 proves that there is an element
of J that maximizes each of the wi x. K
Next we show that the greedy algorithm will maximize any linear objec-
tive function over a jump system.
Define :1 , ..., :n recursively, letting :i+1 be the maximum of the coor-
dinate xi+1 over x # Ji , where Ji is the greedy face of J defined by
x1=:1 , ..., xi=:i (in particular, J0=J).
Theorem 6.2. Every x # Jn maximizes ax over J.
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Proof. By Theorem 6.1, it suffices to prove this for 0-1 vectors (note
that the coordinates of each level vector wi are also non-increasing). We
may ignore the 0 coordinates, and assume that a is the all-1 vector.
Consider the following boxes:
B=[#1 , )_ } } } _[#n , ),
and
C=[:1 , )_ } } } _[:n , ).
As we have seen,
max {:i x : x # J==#&d(B, J), (2)
where #=i #i , and the vectors in J maximizing i xi are exactly the vec-
tors in JB .
On the other hand, from the definition of the :i it follows that
d(C, J)=0. Consider any x # JC=J & C. Then xi:i for i=1, ..., p, and by
the definition of the :i , we in fact must have xi=:i for i=1, ..., p. Thus
JC=J & C is exactly the greedy face Jn . In particular, i xi=: for all
x # JC .
Now since BC, we have JB & JC {< by Lemma 4.3. Since all points
in JC attain the same value of the objective function i xi , it follows that
JC JB , i.e., all points on the greedy face Jn are optimal.
7. CRITICAL JUMP SYSTEMS
We say that the jump system J is critical if the box B=[0] is J-closed.
If J is critical then I1=I2=<, and it follows immediately from Lemma
4.7 that if x # JB then xi # [&1, 0, 1] for all i. The following Lemma implies
that it suffices to know all [0, 1]-vectors in JB .
Lemma 7.1 Let J be critical and x # JB . Then every [&1, 0, 1]-vector
with the same support as x belongs to JB .
Proof. It suffices to prove that if we change the sign of a non-zero coor-
dinate in x, then we get another vector in JB . We may assume that
xj={1,0,
if 1 jk,
otherwise.
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Then it suffices to prove that the point x$ defined by
&1, if j=1,
xj$={1, if 2 jk,0, otherwise.
belongs to JB .
Define a box B$=B$1_ } } } _B$n by
B$j={[&1, 0],[0],
if j=1,
otherwise,
and another box B"=B"1 _ } } } _B"n by
[&1, 1], if j=1,
Bj"={[0, 1], if 2 jk,[0], otherwise.
Then clearly BB$B" and hence by Lemma 4.3, there exists a point
y # JB & JB$ & BB" . Since d(J, B$)<d(J, B) by the closedness of B, we have
y1<0. By Lemma 4.7, y1=&1. Moreover, x # B" and hence d(J, B")=0.
Hence y # B", that is, yj=0 for j>k, and d( y, B)=d(x, B)=k. Therefore,
we must have yj=1 for 2 jk. Thus x$= y # JB . K
For each A[1, ..., n], we consider the box BA=B1_ } } } _Bn , where
Bi={[0, 1],[0],
if i # A,
otherwise.
Define r(A)=d(J, B)&d(J, BA). Observe that r is the rank function of a
matroid without loops. In fact, trivially r(<)=0; if A is a singleton then
r(A)>0 by the closedness of B, but also trivially r(A)<1. It is clear that
r is monotone increasing, and it is submodular by Lemma 4.5. We call this
matroid the local matroid of J.
Let B be the set of bases of the local matroid of a critical jump system
J. Then B consists of all minimal subsets A[1, ..., n] whose incidence
vector belongs to JB . Let P1 , ..., Pm be the points (closed sets of rank 1) in
this matroid.
Lemma 7.2. Let S/V be a flat in the local matroid (V, B) of a critical
jump system J. Let J$ be the projection of J on the coordinates in V"S. Then
J$ is critical, and its local matroid is obtained from (V, B) by contracting S.
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Proof. First we note that for every vector v # J, we have
:
i # V "S
|vi |r(V)&r(S), (3)
where r is the rank function of the local matroid (V, B). In fact, Lemma
4.4 tells us that there exists a point u # JB in the interval [0, v]. Then u is
(up to signs) the incidence vector of a basis of (V, B), and hence
:
i # V "S
|vi | :
i # V "S
|ui |r(V)&r(S).
It also follows that equality holds if and only if vi=ui for i # V"S and u
corresponds to a basis which intersects S in r(S) elements. Thus the restric-
tion of v to V"S is a signed version of a basis of the local matroid
(V"S, BS) obtained from (V, B) by contracting S. It is straightforward to
see that every signed version of a basis of (V"S, BS) is in J$B . This also
implies that [0] is a closed box in J$. K
8. REDUCTION TO THE CRITICAL CASE
We proceed to proving a theorem that allows us to reduce the problem
to the case of critical jump systems. The following theorem can be viewed
as an extension of bound (1).
Theorem 8.1. Let J be a jump system, w # [&1, 0, 1]V, SV, and
assume that wi=0 for i # S. Let F be a greedy face of J maximizing wx,
and let | be the optimum value. Let FS be the projection of F onto S. Then
d(J, 0)d(FS , 0)&|. (4)
Moreover, there exists an S and w such that equality holds here and FS is
critical.
Proof. By flipping and permuting coordinates, we may assume that
a=e1+ } } } +ep and S=[q+1, ..., n]( pq). We use the notation of sec-
tion 6. Also let :+i =max[0, :i]. Define
A=[:+1 , )_ } } } _[:
+
p , )_[0]
n& p,
B=[:1 , )_ } } } _[:p , )_Zq& p_[0]n&q,
C=[:1 , )_ } } } _[:p , ) # Zn& p.
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For every y # J[0] we have
d( y, A)= :
p
i=1
| yi&:+i |+ :
n
i=q+1
| yi |
 :
n
i=1
| yi |+ :
p
i=1
:+i =d( y, 0)+:
i
:+i . (5)
Hence
d(J, A)d(J, 0)+ :
p
i=1
:+i .
Since ABC, there exists an x # J that is simultaneously optimal with
respect to A, B and C. We have seen in Section 6 that JC=F and xi=:i
for i=1, ..., p. Hence
d(J, 0)d(J, A)&:
i
:+i =d(x, A)&:
i
:+i =d(x, B)&:
i
:i . (6)
Since x # F, we have d(x, B)=d(J, B)=d(F, B)=d(FS , 0). Moreover,
i :i=| by the greedy algorithm, which proves (4).
To construct a vector w and a set S attaining equality, consider the max-
imal box 0 containing 0 with d(0 , J)=d(0, J). Let V0 be the set of indices
i for which 0 i is a semiline to , V1 , the set of indices for which 0 i is a
semiline to & and V2 , the set of indices for which 0 i is the whole line.
Let S=V"(V0 _ V1 _ V2). We may assume without loss of generality that
V0=[1, ..., p], V1=<, and V2=[ p+1, ..., q]. We claim that choosing w
as the incidence vector of V0 , the last sentence in the theorem will be
satisfied.
First, note that for every 0 -optimal point y, we have equality in (5), by
Lemma 4.7. Hence, considering a vector y # JA & J0 , it follows that
d(J, 0)=d(J, 0 )=d( y, 0 )d( y, 0)=d( y, A)& :
p
i=1
:+i =d(J, A)+ :
p
i=1
:+i .
This proves that equality is attained.
Finally, the fact that FS is critical can be shown as follows. Let
q+1in. Since (0 ) i=[0], it follows that d(J&ei , 0)<d(J, 0). But then
applying (4) to the jump system J&ei , we get
d(FS&ei , 0)=d(F&ei)S , 0)=d(J&ei , 0)+|<d(J, 0)&|=d(FS , 0).
This also holds for FS+ei , proving that FS is critical. K
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9. A MIN-MAX THEOREM
We formulate a general min-max formula for the distance problem for a
certain class of jump systems (containing the two motivating special cases,
matchings and matroids). While this condition is somewhat artificial and it
does not capture all the polynomially solvable special cases (e.g., linear
matroid parity, [10]) it does indicate the possibility of obtaining quite
general results in the framework of jump systems. Hopefully this is not the
last word in this direction.
A jump system J will be called 1-critical if it is critical and d(0, J)=1.
We say that a jump system has the odd-critical property if every projection
of a greedy face that is 1-critical is also odd. We’ll see in the next Chapter
that several important jump systems have this property.
While the definition of this property involves only 1-critical projections
of greedy faces, it does imply that all critical projections of greedy faces
have a simple structure.
Lemma 9.1. If J is a critical jump system with the odd-critical property
then its local matroid is the direct sum of uniform matroids of rank 1.
Proof. Let W be any cocircuit in (V, B), and consider the projection J*
of J onto W. Then by Lemma 7.2, J* is 1-critical and hence, by the odd-
critical property, J* is odd. This implies in particular that B & W is odd for
every basis of (U, B). By elementary matroid theory, there is no circuit
intersecting both W and V"W, and hence W must be a direct summand in
(U, B), and also r(W)=1. Since this holds for every cocircuit, (U, B) must
be the direct sum of these cocircuits. K
We now state our main theorem. For simplicity, we state it for the case
when B=[0]. The case when |Bi |=1 for all i can be reduced to this by
translation. We have already discussed the ‘‘fat’’ case, i.e., when |Bi |>1 for
all i. The mixed case (when some |Bi |=1 and some |Bi |>1 could be
handled similarly, or reduced to the case B=[0] here by considering the
jump system J&B.
Let J be a jump system and let P=V0 _ V1 _ } } } _ Vk be a partition
of V. Let w # Zn be defined by
1, if i # V0 ,
wi={&1, if i # V1 ,0, otherwise.
Let F denote a greedy face maximizing wx over J, and let :=:(P) be
the maximum value (cf. Section 6). Let {={(P) denote the number of
those indices j, 2 jk, for which FVj is an odd jump system.
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Theorem 9.2 For every jump system JZn, and every partition P of V,
d(0, J){(P)&:(P).
If the jump system has the odd-critical property, then there exists a partition
P of V with
d(, J)={(P)&:(P).
Corollary 9.3. Let J be a jump system with the odd-critical property.
Then 0 # J if {(P):(P) for every partition P of V.
Proof. The inequality follows from theorem 8.1 (with the given w and
S=V"(V0 _ V1)) and the observation that d(FS , 0)>{(P).
To get a partition with equality, let w and S achieve equality in Theorem
8.1, such that FS is critical. Let V0 = [i : wi=1], V1 = [i : wi=&1],
V2=V"(V0 _ V1 _ S).
Let (U, B) be the local matroid of FS . By lemma 9.1, (U, B) is the direct
sum of rank 1 matroids; let V3 , ..., Vk be the underlying sets of these sum-
mands. Then r(U)=k&2, and thus d(0, FS)=k&2. It also follows that
every projection onto a Vi , i3, is odd, and hence
d(0, J)=d(0, FS)+:(P)=(k&2)+:(P),
which proves the theorem. K
10. GRAPH MATCHING AND MATROID INTERSECTION
We show how to apply the general results in the previous sections to
more specific situations including matroid intersection and matching. We
start with proving that certain kinds of jump systems cannot be critical. It
is trivial that a convex jump system cannot be critical. The following is
another useful observation:
Lemma 10.1. If J is any jump system, then the sum J$=J+[0, ei],
where ei is a unit vector, cannot be critical.
Proof. It is easy to see that iff J$ is critical, then [&ei , 0] is a J-closed
box, which is impossible by Lemma 4.6.
As an immediate corollary we obtain
Corollary 10.2. Let J be the degree system of a quasi-graph G. If J&a
is critical for some vector a, then G is a graph.
In the case of degree systems, the structure of the local matroid is trivial.
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Lemma 10.3. Let J be the degree system of a graph G and assume that J&a
is critical for some a # Zn. Then [P1 , ..., Pm] is exactly the partition of V(G) into
the connected components of G, and B is the direct sum of rank-1 matroids.
Proof. First we show that there is no edge connecting Pi and Pj for
i{ j. Consider the projection on V"Pi . This jump system is critical, so
the quasi-graph defining it has no halfloops, by Corollary 10.2. But this
means that no edge leaves Pi . Hence each Pi is the union of one or more
connected components.
For each node k # Pi , there exists a subgraph whose degree differs from ak at
node k but is equal to aj for every other node j{k in Pi . Hence aj must sum
to an odd number over the component of G containing k, and to an even num-
ber over every other component contained in Pi . But this must hold for every
node in Pi , and thus Pi must consist of a single connected component of G.
The second assertion is an obvious consequence of the first. K
As a corollary to these lemmas, we can conclude that several families of
jump systems have the odd-critical property.
If a jump system is convex then so is every greedy face of it. Hence, no
projection of any greedy face of it is critical. Hence a convex jump system
has the odd-critical property in a trivial way. In particular, every constant-
sum jump system has this property. Note that this includes the difference
of two matroid basis systems.
Degree-sequence jump systems also have the odd-critical property. This
follows immediately from Corollary 10.2.
Thus we can apply the results of the previous section to degree-sequence
jump systems, to derive Tutte’s f-Factor Theorem [14], characterizing
graphs that have no subgraph with specified degrees. Applying our general
results to the difference of two matroid basis systems, we get another way
of deriving the matroid intersection theorem.
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