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Abstract
In this paper, we present a new method to calculate the box dimension of a graph of continuous functions.
Using this method, we obtain the box dimension formula for linear fractal interpolation functions (FIFs).
Furthermore we prove that the fractional integral of a linear FIF is also a linear FIF and in some cases, there
exists a linear relationship between the order of fractional integral and box dimension of two linear FIFs.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let x0 < x1 < · · · < xN be real numbers. Let L i (x) be the linear map satisfying
L i (x0) = xi−1, L i (xN ) = xi , i = 1, 2, . . . , N . (1.1)
Denote K = [x0, xN ] × R. Let {yi }Ni=0 be a given data set. For i = 1, 2, . . . , N , define a
continuous map Fi : K → R such that, for a constant 0 < α < 1,
Fi (x0, y0) = yi−1, Fi (xN , yN ) = yi , (1.2)
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|Fi (x, y′)− Fi (x, y′′)| ≤ α · |y′ − y′′|
for all x ∈ [x0, xN ] and y′, y′′ ∈ R. Now, define functions ωi : K → K for i = 1, 2, . . . , N by
ωi (x, y) = (L i (x), Fi (x, y)). (1.3)
Then {K , ωi : i = 1, 2, . . . , N } is an iterated function system (IFS).
Barnsley [1] proved that the IFS {K , ωi : i = 1, 2, . . . , N } defined above has a unique
attractor G, i.e., G = ∪Ni=1 ωi (G). Furthermore, G is the graph of a continuous function
f : [x0, xN ] → R which obeys
f (xi ) = yi , i = 0, 1, 2, . . . , N .
We call such a function a fractal interpolation function or FIF for short. As a result, we have
f (L i (x)) = Fi (x, f (x)), for all x ∈ [x0, xN ], i = 1, 2, . . . , N . (1.4)
On the other hand, it is easy to show that if g is a continuous function on [x0, xN ] satisfying
g(L i (x)) = Fi (x, g(x)), for all x ∈ [x0, xN ], i = 1, 2, . . . , N ,
then the graph of g is an attractor of IFS {K , ωi : i = 1, 2, . . . , N } so that g = f .
The FIF f determined by (1.3) is called a linear FIF if for any 1 ≤ i ≤ N ,
Fi (x, y) = di y + qi (x), (1.5)
where |di | < 1 and qi is continuous. Barnsley and Harrington [3] proved that integral of a linear
FIF is still a linear FIF. There are many works devoted to linear FIFs and related topics [4,5,7,8,
10]. In this paper, we will consider box dimension and fractional integral of linear FIFs.
Let f ∈ L1(a, b),−∞ < a < b < +∞, ν > 0. We call
I νa+ f (x)
de f= 1
Γ (ν)
∫ x
a
(x − t)ν−1 f (t) dt, x ∈ (a, b),
the left-sided fractional integrals of the order ν. See [9] for details.
The paper is organized as follows. In Section 2, we present a new method to calculate the
box dimension of graph of continuous functions. In Section 3, we use the method to obtain box
dimension formula for linear FIFs. In Section 4, we prove that fractional integral of a linear FIF
is also a linear FIF and in some cases, there exists a linear relationship between the order of
fractional integral and box dimension of two linear FIFs.
2. The box dimension of continuous functions
For any k1, k2, . . . , kn ∈ Z and ε > 0, we call ∏ni=1[kiε, (ki + 1)ε] an ε-coordinate cube in
Rn . Let E be a bounded set in Rn andNE (ε) the number of ε-coordinate cubes intersecting E . If
lim
ε→0
logNE (ε)
log 1/ε
exists, then it is called the box dimension of E and denoted by dimB(E) (see [6]).
If g is a continuous function on [a, b] and Γ g = {(x, g(x)) | x ∈ [a, b]} is the graph of g, we
can use another method to obtain dimB(Γ g).
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Definition 1. For 0 < ε < (b − a)/2, {τ`}m`=0 is called an ε-partition of [a, b] if τ0 = a, τm = b
and
ε/2 < τ`+1 − τ` ≤ ε, ` = 0, 1, 2, . . . ,m − 1. (2.1)
For any ε-partition {τ`}m`=0 of [a, b], we define
N ∗Γ g(ε, {τ`}) = ε−1
m−1∑
`=0
O(g, τ`, ε), (2.2)
where O(g, p, ε) is the oscillation of g on [p, p + ε] ∩ [a, b] for any p ∈ R, i.e.,
O(g, p, ε) = sup{g(x ′)− g(x ′′) | x ′, x ′′ ∈ [p, p + ε] ∩ [a, b]}.
Lemma 1. Let g be a continuous function on [a, b]. Then, there exists a constant γ1 > 0
depending on g such that for any ε-partition {τ`}m`=0 of [a, b],
1
3
N ∗Γ g(ε, {τ`}) ≤ NΓ g(ε) ≤ γ1ε−1 + 4N ∗Γ g(ε, {τ`}).
Proof. Let integer k and positive integer t satisfy [kε, (k + t)ε] ⊃ [a, b] and (k + 1)ε >
a, (k + t − 1)ε < b. Let Mg = maxx∈[a,b] g(x) and mg = minx∈[a,b] g(x), then
NΓ g(ε) ≥ ε−1
t−1∑
i=0
O(g, (k + i)ε, ε),
NΓ g(ε) ≤ 2t + ε−1
t−1∑
i=0
O(g, (k + i)ε, ε)+ 2
[
Mg − mg
ε
+ 2
]
.
Let γ1 = 6(b − a)+ 2(Mg − mg). Since t ≤ (b − a)/ε + 2 < 2(b − a)/ε, we have
1
ε
t−1∑
i=0
O(g, (k + i)ε, ε) ≤ NΓ g(ε) ≤ γ1
ε
+ 1
ε
t−1∑
i=0
O(g, (k + i)ε, ε). (2.3)
For any i ∈ {0, 1, . . . , t − 1}, we define
P(i) = {` | [τ`, τ` + ε] ∩ [(k + i)ε, (k + i + 1)ε] 6= ∅}.
Then #P(i) ≤ 4, where for any set A, #A denotes the number of elements in A. Note that
O(g, (k + i)ε, ε) ≤∑`∈P(i) O(g, τ`, ε), we have
t−1∑
i=0
O(g, (k + i)ε, ε) ≤ 4
m−1∑
`=0
O(g, τ`, ε). (2.4)
Similarly, for any ` ∈ {0, 1, . . . ,m − 1}, we define
R(`) = {i | [(k + i)ε, (k + i + 1)ε] ∩ [τ`, τ` + ε] 6= ∅}.
Then #R(`) ≤ 3 and
m−1∑
`=0
O(g, τ`, ε) ≤ 3
t−1∑
i=0
O(g, (k + i)ε, ε). (2.5)
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By (2.3)–(2.5), we can see Lemma 1 holds. 
Define N ∗Γ g(ε) = inf{N ∗Γ g(ε, {τ`}) | {τ`} is an ε-partition of [a, b]}. By Lemma 1,
1
3
N ∗Γ g(ε) ≤ NΓ g(ε) ≤ γ1ε−1 + 4N ∗Γ g(ε).
Note that dimB(Γ g) is always larger than or equal to 1 if it exists, we have
Theorem 1. For any continuous function g on [a, b],
dimB(Γ g) = max
{
1, lim
ε→0
logN ∗Γ g(ε)
log 1/ε
}
,
if the limit exists.
Remark 1. Our method to obtain dimB(Γ g) is similar to Barnsley et al.’s in [2]. The main
difference is: we use oscillation of function to define N ∗Γ g(ε, {τ`}) and N ∗Γ g(ε) while Barnsley
et al. use ε-column cover
C = {[τk, τk + ε] × [ξk + ( jk − 1)ε, ξk + jkε] : jk = 1, . . . , nk; k = 0, 1, . . . ,m}
to define N ∗Γ g(ε). The method of ε-column cover is effective for case in [2], where ωi is affine.
However, in general case, ωi is not affine so that for a column R, ωi (R) and ω
−1
i (R) may be
complicated and hard to be estimated. Thus, we use oscillation of function which is more precise
and is suitable to compare
∑N
i=1
|di |
ai
N ∗Γ f (ε/ai ) and N ∗Γ f (ε) as stated in Lemma 2.
3. The box dimension of linear FIFs
In [2], Barnsley, Elton, Hardin and Massopust considered the box dimension of linear FIF f
with L i (x) = ai x + bi and Fi (x, y) = ci x + di y + ei , i = 1, 2, . . . , N , where ai , bi , ci , di and
ei are real numbers. By (1.1) and (1.2), for any i = 1, 2, . . . , N ,
ai = (xi − xi−1)/(xN − x0),
bi = (xN xi−1 − x0xi )/(xN − x0),
ci = (yi − yi−1)/(xN − x0)− di (yN − y0)/(xN − x0),
ei = (xN yi−1 − x0yi )/(xN − x0)− di (xN y0 − x0yN )/(xN − x0),
(3.1)
where di can be chosen arbitrary in (−1, 1). Barnsley et al. proved that if
N∑
i=1
|di | > 1 and {(xi , yi )}Ni=0 is not collinear, (3.2)
then dimB(Γ f ) is the unique solution s ∈ (1, 2), denoted by D({ai , di }), of the equation
N∑
i=1
as−1i |di | = 1. (3.3)
We will consider the box dimension of general linear FIFs in this paper.
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Lemma 2. Let f be the linear FIF determined by {L i (x), Fi (x, y)}Ni=1 where L i (x) = ai x + bi
and Fi (x, y) = di y + qi (x). Suppose dimB(Γqi ) = 1 for any 1 ≤ i ≤ N. Then for any δ > 0,
there are some β1, β2 > 0 such that
N∑
i=1
|di |
ai
N ∗Γ f (ε/ai )− β1ε−1−δ ≤ N ∗Γ f (ε) ≤
N∑
i=1
|di |
ai
N ∗Γ f (ε/ai )+ β2ε−1−δ
for any 0 < ε < 12 min{xi − xi−1 | i = 1, 2, . . . , N }.
Proof. Let i ∈ [1, N ]∩N. For any ε-partition {τi,`}mi`=0 of [xi−1, xi ], we defineN ∗i,Γ f (ε, {τi,`}) =
ε−1
∑mi−1
`=0 O( f, τi,`, ε) and
N ∗i,Γ f (ε) = inf{N ∗i,Γ f (ε, {τi,`}) | {τi,`} is an ε-partition of [xi−1, xi ]}.
It is obvious that N ∗Γ f (ε) ≤
∑N
i=1N ∗i,Γ f (ε).
Let {τ`}m`=0 be a ε-partition of [a, b]. For any i = 1, 2, . . . , N , we define I(i) = {` |[τ`, τ`+ ε] ⊂ [xi−1+ ε, xi − ε]}. Note that we can add xi−1, xi and at most two other points into
{τ`}`∈I(i) such that the obtained set, denoted by {τi,`}u(i)`=0, is the ε-partition of [xi−1, xi ]. Thus
N ∗Γ f (ε, {τ`}) ≥ ε−1
N∑
i=1
∑
`∈I(i)
O( f, τ`, ε)
≥ ε−1
N∑
i=1
[
u(i)∑
`=0
O( f, τ`, ε)− 4(M f − m f )
]
≥
N∑
i=1
N ∗i,Γ f (ε)− 4N (M f − m f )ε−1.
Let γ2 = 4N (M f − m f ), we can conclude that
N ∗Γ f (ε) ≤
N∑
i=1
N ∗i,Γ f (ε) ≤ N ∗Γ f (ε)+ γ2ε−1. (3.4)
By (1.4) and Fi (x, y) = di y + qi (x), we have
f (L i (x)) = di f (x)+ qi (x). (3.5)
It follows that for any ε-partition {τi,`}mi`=0 of [xi−1, xi ], we have
O( f, τi,`, ε) ≥ |di |O( f, L−1i (τi,`), ε/ai )− O(qi , L−1i (τi,`), ε/ai ), ` = 0, 1, . . . ,m.
Note that {L−1i (τi,`)}mi`=0 is an ε/ai -partition of [x0, xN ], we have
N ∗i,Γ f (ε, {τi,`}) ≥
|di |
ai
N ∗Γ f (ε/ai , {L−1i (τi,`)})−N ∗Γqi (ε/ai , {L−1i (τi,`)}).
By dimB(Γqi ) = 1 and Lemma 1, for any δ > 0, there exists a constant ξi > 0 such that
N ∗Γqi (ε/ai , {L−1i (τi,`)}) ≤ ξiε−1−δ for any 0 < ε < 12 (xi − xi−1). Thus,
N ∗i,Γ f (ε) ≥
|di |
ai
N ∗Γ f (ε/ai )− ξiε−1−δ.
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By (3.4), there exists a constant β1 > 0 such that
N ∗Γ f (ε) ≥
N∑
i=1
|di |
ai
N ∗Γ f (ε/ai )− β1ε−1−δ
for any 0 < ε < 12 min{xi − xi−1 | i = 1, 2, . . . , N }.
On the contrary, for any ε/ai -partition {τ`}m`=0 of [x0, xN ], {L i (τ`)}m`=0 is an ε-partition{τ`}m`=0 of [xi−1, xi ]. From (3.5), we have
O( f, L i (τ`), ε) ≤ |di |O( f, τ`, ε/ai )+ O(qi , τ`, ε/ai ), ` = 0, 1, . . . ,m.
We can deduce as above that for any δ > 0, there exists a constant β2 > 0 such that
N ∗Γ f (ε) ≤
N∑
i=1
|di |
ai
N ∗Γ f (ε/ai )+ β2ε−1−δ
for any 0 < ε < 12 min{xi − xi−1 | i = 1, 2, . . . , N }. 
Theorem 2. Let f be the linear FIF determined by {L i (x), Fi (x, y)}Ni=1 where L i (x) = ai x+bi
and Fi (x, y) = di y + qi (x). Suppose∑Ni=1 |di | > 1 and dimB(Γqi ) = 1 for any 1 ≤ i ≤ N.
Then
dimB(Γ f ) = D({ai , di }) or 1,
where D({ai , di }) is the unique solution s of the equation∑Ni=1 as−1i |di | = 1.
Proof. Suppose dimB(Γ f ) > 1. Let s = D({ai , di }). From ∑Ni=1 |di | > 1 and dimB(Γ f ) > 1,
we can select 0 < δ < min{s−1, dimB(Γ f )−1} such that λ =∑Ni=1 |di |aδi > 1. By Lemma 2,
there exist β1, β2 > 0 such that
N∑
i=1
|di |
ai
N ∗Γ f (ε/ai )− β1ε−1−δ ≤ N ∗Γ f (ε) ≤
N∑
i=1
|di |
ai
N ∗Γ f (ε/ai )+ β2ε−1−δ
for any 0 < ε < 12 min{xi − xi−1 | i = 1, 2, . . . , N }.
Define
a = min
1≤i≤N{ai }, a = max1≤i≤N{ai }.
By 0 < δ < dimB(Γ f ) − 1, there exists 0 < ε0 < a · 12 min{xi − xi−1} such that for any
0 < ε ≤ ε0/a,
N ∗Γ f (ε) ≥
2β1
λ− 1ε
−1−δ.
Select k1 > 0 small enough such that k1ε
−s
0 ≤ (β1/(λ−1))ε−1−δ0 and select k2 > 0 large enough
such that for any ε0 ≤ ε ≤ ε0/a,
N ∗Γ f (ε) ≤
β2
1− λε
−1−δ + k2ε−s .
Then for any ε0 ≤ ε ≤ ε0/a,
β1
λ− 1ε
−1−δ + k1ε−s ≤ N ∗Γ f (ε) ≤
β2
1− λε
−1−δ + k2ε−s . (3.6)
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If aε0 ≤ ε ≤ ε0, then ε ≤ ε/ai ≤ ε0/a so that
N ∗Γ f (ε) ≥
N∑
i=1
|di |
ai
N ∗Γ f (ε/ai )− β1ε−1−δ ≥
β1
λ− 1ε
−1−δ + k1ε−s,
N ∗Γ f (ε) ≤
N∑
i=1
|di |
ai
N ∗Γ f (ε/ai )+ β2ε−1−δ ≤
β2
1− λε
−1−δ + k2ε−s .
This means that (3.6) holds for any aε0 ≤ ε ≤ ε0/a. By induction, we can show that (3.6) holds
for any anε0 ≤ ε ≤ ε0/a, n = 1, 2, . . . . Thus (3.6) holds for any 0 < ε ≤ ε0/a. Note that
s > 1+ δ, we have dimB(Γ f ) = s. 
Remark 2. In case of qi is a linear function for all i , Barnsley et al. proved in [2] that
dimB(Γ f ) = D({ai , di }) iff (3.2) holds.
4. Fractional integral of linear FIFs
Let f be a linear FIF determined by {L i (x), Fi (x, y)}Ni=1 with (1.5). Notice that linear FIF
is continuous on [x0, xN ], we can define I νx0+ f (x0) = 0 and I νx0+ f (xN ) = 1Γ (ν)
∫ xN
x0
(x −
t)ν−1 f (t) dt . It is easy to check that I νx0+ f is continuous on [x0, xN ]. We will show that I νx0+ f
is also a linear FIF.
Theorem 3. Let f be the linear FIF determined by {L i (x), Fi (x, y)}Ni=1 where L i (x) = ai x+bi
and Fi (x, y) = di y + qi (x), then I νx0+ f is the linear FIF associated with {L i (x), F̂i,ν(x, y)}Ni=1
where ŷ0,ν = 0, and for i = 1, 2, . . . , N,
F̂i,ν(x, y) = aνi di y + q̂i,ν(x),
ai = (xi − xi−1)/(xN − x0),
q̂i,ν(x) = ŷi−1,ν + fi,ν(x)+ aνi I νx0+qi (x),
ŷi,ν = I νx0+ f (xi ),
fi,ν(x) = 1Γ (ν)
∫ xi−1
x0
[(L i (x)− t)ν−1 − (xi−1 − t)ν−1] f (t) dt.
Proof. By (1.4), we have
f (L i (x)) = di f (x)+ qi (x).
Thus, for all x ∈ [x0, xN ] and i = 1, 2, . . . , N ,
I νx0+ f (L i (x)) =
1
Γ (ν)
∫ L i (x)
x0
(L i (x)− t)ν−1 f (t) dt
= 1
Γ (ν)
∫ xi−1
x0
(xi−1 − t)ν−1 f (t) dt
+ 1
Γ (ν)
∫ xi−1
x0
[(L i (x)− t)ν−1 − (xi−1 − t)ν−1] f (t) dt
+ 1
Γ (ν)
∫ L i (x)
xi−1
(L i (x)− t)ν−1 f (t) dt
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= ŷi−1,ν + fi,ν(x)+ 1Γ (ν)
∫ L i (x)
xi−1
(L i (x)− t)ν−1 f (t) dt
= ŷi−1,ν + fi,ν(x)+ 1Γ (ν)
∫ x
x0
(L i (x)− L i (u))ν−1 f (L i (u)) ai du
= ŷi−1,ν + fi,ν(x)+ aiΓ (ν)
∫ x
x0
{ai (x − u)}ν−1[di f (u)+ qi (u)] du
= ŷi−1,ν + fi,ν(x)+ aνi di I νx0+ f (x)+ aνi I νx0+qi (x)
= F̂i,ν(x, I νx0+ f (x)).
Note that
F̂i,ν(x0, ŷ0,ν) = F̂i,ν(x0, 0) = q̂i,ν(x0) = ŷi−1,ν,
and by the proof above,
F̂i,ν(xN , ŷN ,ν) = aνi di I νx0+ f (xN )+ (ŷi−1,ν + fi,ν(xN )+ aνi I νx0+qi (xN ))
= I νx0+ f (L i (xN )) = ŷi,ν .
Hence IFS {L i (x), F̂i (x, y)}Ni=1 determine a linear FIF and I νx0+ f is the linear FIF. 
The following theorem shows the relationship between the order ν of fractional integral and
box dimension of two linear FIFs f and I νx0+ f .
Theorem 4. Let f be the linear FIF determined by {L i (x), Fi (x, y)}Ni=1 where L i (x) = ai x+bi
and Fi (x, y) = di y + qi (x). Suppose
N∑
i=1
|di | > 1 and dimB(Γ f ) = D({ai , di }). (4.1)
Then for any 0 < ν < D({ai , di })− 1, we have
dimB(Γ I νx+0
f ) = dimB(Γ f )− ν (4.2)
if dimB(Γ I νx+0
qi ) = 1 for any 1 ≤ i ≤ N and dimB(Γ I νx+0 f ) > 1.
Proof. Define f˜i,ν(x) =
∫ xi−1
x0
(L i (x)− t)ν−1 f (t) dt . Then f˜i,ν is continuously differentiable on
(x0, xN ] and limx→x0+ f˜i,ν(x) = f˜i,ν(x0) is bounded. Thus by the definition of box dimension,
we can easily obtain dimB(Γ f˜i,ν) = 1. Note that fi,ν(x)− 1Γ (ν) f˜i,ν(x) is a constant function on
[x0, xN ], we have dimB(Γ fi,ν) = 1. Combining this with the assumption dimB(Γ I νx0+qi ) = 1,
and noting that for any f1, f2 ∈ C[x0, xN ], dimB(Γ f1) = dimB(Γ f2) = 1 always implies
dimB(Γ ( f1 + f2)) = 1, we have dimB(Γ qˆi,ν) = 1. From the definition of D({ai , di }), we know
that
N∑
i=1
aD({ai ,di })−1i |di | = 1.
Thus, if 0 < ν < D({ai , di }) − 1, then ∑Ni=1 aνi |di | > 1. Also, it is easy to check that
D({ai , aνi di }) = D({ai , di }) − ν. From Theorems 2 and 3, dimB(Γ I νx+0 f ) = D({ai , a
ν
i di }) =
D({ai , di })− ν = dimB(Γ f )− ν. 
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Fig. 1. The figure of f .
Fig. 2. The figure of I 0.20+ f .
Conjecture 1. Theorem 4 still holds without the assumptions dimB(Γ I νx+0
qi ) = 1 for any
1 ≤ i ≤ N and dimB(Γ I νx+0 f ) > 1.
In the remaining of the paper, we will restrict x0 = 0, xN = 1 and restrict f to be the linear
FIF determined by {L i (x), Fi (x, y)}Ni=1 where L i (x) = ai x + bi and Fi (x, y) = di y+ ci x + ei .
Define qi (x) = ci x + ei for 1 ≤ i ≤ N . For any ν > 0,
I ν0+qi (x) =
1
Γ (ν)
∫ x
0
(x − t)ν−1(ci t + ei ) dt = 1Γ (ν + 1)
[
ci xν+1
ν + 1 + ei x
ν
]
so that dimB(Γ I ν0+qi ) = 1 for any i . By Remark 2, (3.2) implies (4.1). Thus, from Theorem 4,
dimB(Γ I νx+0
f ) = dimB(Γ f )−ν if (3.2) holds, 0 < ν < D({ai , di })−1 and dimB(Γ I νx+0 f ) > 1.
Example 1. Let N = 3, xi = i/N for i = 0, 1, 2, 3 and
y0 = 0, y1 = 0.5, y2 = 0.5, y3 = 0, d1 = 0.6, d2 = −0.6, d3 = 0.8.
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Fig. 3. The figure of I 0.40+ f .
Fig. 4. The figure of I 0.60+ f .
Let all ai , bi , ci , ei are determined by (3.1). Let f be the corresponding linear FIF. Fig. 1 shows
the graph of f . Since (3.2) holds, we have
dimB(Γ f ) = D({ai , di }) = 1+ log3 2 ≈ 1.6309.
Figs. 2–4 show the graphs of the fractional integral of f of the orders 0.2, 0.4 and 0.6.
Numerically, it is easy to check that dimB(Γ I 0.20+ f ) > 1 so that by the above discussion,
dimB(Γ I 0.20+ f ) = dimB(Γ f ) − 0.2 ≈ 1.4309. Similarly, we can see from the numerical point
that dimB(Γ I 0.40+ f ) = dimB(Γ f )− 0.4 ≈ 1.2309.
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