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Abstract This study presents a rapid and reliable technique
for the inspection of defects in a two-dimensional periodic
image using a multi-band-pass filter. More importantly, the
blurring effect of the resultant defect images is significantly
reduced, thereby resulting in a more precise estimation of
the size of defects when compared with methods that use
low-pass filtering. As a filter-based approach, the present
technique does not require an alignment procedure. In addi-
tion, computational time is reduced by implementing multi-
band-pass filters with convolution masks when the filters
are operated in the spatial domain. Further, this approach
involves mostly addition operations with very few multipli-
cations; hence, computational time is significantly reduced
when compared with those for existing approaches. The
efficiency and effectiveness of the proposed multi-band-pass
filter is verified through examples. It is observed that there
is a significant reduction in blurring effects, leakage effects,
and computational effort. It is noteworthy that though the
proposed approach is presented as a two-dimensional filter-
ing problem, it can be reduced to a one-dimensional filtering
problem under the assumption that the misorientation angle
of the inspected periodic pattern is negligibly small.
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1 Introduction
Due to rapid growth in the batch production processes in the
semiconductor industry, automatic optical surface inspection
techniques used to detect defects (e.g., defects in semicon-
ductor wafers and integrated circuits) have become increas-
ingly important. These inspection techniques require high
image resolution, high precision, and high computational
speeds. Automated inspection systems scan the devices under
inspection as periodic patterns. Defect inspection techniques
in two-dimensional (2D) periodic patterns have a wide range
of industrial applications in areas such as memory chips, shift
registers, switched capacitors, charge-coupled device (CCD)
arrays, and liquid crystal displays (LCDs).
Most existing approaches for defect inspection in periodic
patterns can be divided into three main classes: (1) template
matching [1–13]; (2) neural networks [14–20]; and (3) fil-
ter approaches [21–33]. A few other studies have reported
approaches other than the abovementioned [34].
The template-matching process is divided into two catego-
ries. The traditional template matching method uses an exter-
nal golden template created by the image registration and
segmentation process to discriminate defects [2–4]. An alter-
native approach is the die-to-die inspection method [4–12]
that can be considered as a special form of the template-based
approaches that have been adopted in many industrial appli-
cations. This approach is well-known for its simplicity and
computational efficiency. In this approach, identical areas on
two or more neighboring dies are compared based on the dif-
ferences that are caused by all the defects and noises present
in the dies. However, both these approaches require precise
alignment and segmentation of the periodic patterns to find
the corresponding pixels in each die. Further, the required
precisions increase with the density of the periodic pat-
terns [10–13]. Moreover, as the sizes of the defects decrease
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(making defect detection much more difficult), these pro-
cesses can become fairly complicated and computationally
demanding.
In approaches using neural networks and statistical meth-
ods [14–20], it is difficult to discriminate the defective area
with periodic backgrounds. Therefore, neural networks have
limited applications in the mura inspection of thin film tran-
sistor-liquid crystal displays (TFT-LCDs) [14,15] and in the
relatively simple patterns of light emitting diodes (LEDs)
[16,17]. In particular, the support vector data description
(SVDD) method using a fuzzy penalty function has been pro-
posed to inspect defects in gate electrodes [15,18]. However,
this method is valid only for inspecting defects with a clear
background. Two previous studies have reported remarkable
increases in defect discrimination ability by repeatedly train-
ing cellular neural networks [19,20]. However, it is time-
consuming to collect a sufficient number of typical trained
patterns (as required in the above approaches) with normal
and abnormal images in actual applications. Besides, small
defects escape detection easily because the cellular neural
network cannot learn to describe an accurate shape. There-
fore, these methods cannot meet current requirements in
industrial applications.
The third class of detection is the use of filter-based tech-
niques [21–33] such as the Gabor filter [21–24], the wave-
let transform [25–27], and the discrete Fourier transform
(DFT) [28–33]. The Gabor filter uses a Gaussian-type band-
pass filter to extract defects; here, the defect spectrum must
be exactly mapped in order to extract the defects [21–24].
The wavelet transform approach uses different order band-
pass filters and down-sampling techniques to separate the
background of periodic patterns. In addition, the approach
may be used in the pre-processing stage of defect inspection
[25–27]. However, the processes of forward and backward
wavelet transforms usually consume more time than the per-
mitted inspection time in the semiconductor industry. The
Discrete Fourier Transform (DFT) is also used to separate
the background of periodic patterns; this involves less com-
putational effort than the aforementioned filter-based tech-
niques [28–33]. The DFT has been applied to discriminate a
defective textile from a good one by analyzing its frequency
spectrum [24,28,32]. However, none of these reported stud-
ies has ever attempted to determine the location and shape of
defect areas in periodic patterns although this is a common
requirement in the automatic optical inspection (AOI) and
the automatic vision inspection (AVI) industries.
Some previous authors have attempted to locate defect
areas and their shapes in a periodic pattern using a 1D or
a 2D low-pass filter [29–31]. In these approaches, the DFT
is applied first to an image containing the periodic patterns;
a 1D or a 2D low-pass filter is subsequently designed to
eliminate the periodic patterns, resulting in the extraction of
the defect areas. This approach assumes inherently that the
periodic patterns are confined to the medium- and high-fre-
quency spectrum; the defect spectrum is thereby assumed to
be limited to the low frequency range, so introducing blurring
effects on the defects.
In the light of this assumption, the size of the defect areas
must be sufficiently large, and the periodic patterns must
have very strong contrast and a relatively small period. Oth-
erwise, the spectrum of the defect areas may seriously overlap
with the periodic patterns, causing difficulties in choosing an
appropriate threshold. Besides, all the transformations tech-
niques between the spatial domain and the frequency domain
are computationally demanding and time consuming; there-
fore, they fail to meet the requirements of high speed and high
resolution inspections required in certain industrial applica-
tions.
In order to meet the demands of increasingly high reso-
lution and high-speed inspection techniques, we have devel-
oped an approach that uses multi-band-pass filters with a
pattern padding technique and a 2D convolution mask for
the inspection of defects in periodic patterns; this approach
is based on a preliminary study carried out by one of us [35].
Our approach in this study mainly consists of two steps. First,
a pattern padding technique is introduced to reduce the leak-
age effect during DFT process. Second, a multi-band-pass
filter is designed to sharply separate the periodic pattern from
the defect patterns. This approach has the following advan-
tages: (1) the total computational effort is significantly less
than that of most frequency domain approaches due to the
usage of convolution masks, and it is of the same order as
that of the basic die-to-die inspection method; (2) there is no
need to perform alignment, segmentation, and golden tem-
plate generation; (3) the filter can detect defect areas more
sharply than most of the existing techniques; and (4) the pres-
ent method robustly resists errors caused by changes in the
luminosity and the orientation of the test image.
This paper is organized as described below. First, the char-
acteristics and the frequency spectrum of a 2D periodic pat-
tern are thoroughly investigated in Sect. 2. This is done to
show the necessity of inspecting the periodic pattern in two
dimensions rather than reducing it into a one-dimensional
(1D) problem in the presence of angular misorientation. In
addition, the effectiveness of using a multi-band-pass filter
over a low-pass filter is shown. Subsequently, Sects. 3.1 and
3.2 show that multi-band-pass filtering and the pattern pad-
ding technique can be used to significantly reduce blurring
effects caused by a traditional low-pass filter. Section 3.3
presents the design of a convolution mask to approximate
the multi-band-pass filter; the mask is directly applied to
the test image with the periodic pattern image. Further, it
is shown that the proposed convolution mask can realize
the multi-band-pass filter in the spatial domain and signif-
icantly reduce computational effort. Sect. 3.4 describes the
numerical efficiency of the present approach. Finally, Sect. 4
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gives examples to verify the performance of the proposed
approach, and Sect. 5 concludes this paper.
2 Effects of misorientation and leakage
This section discusses two main effects—misorientation of
the inspected device and energy leakage during the DFT
process—with respect to defect detection within periodic pat-
terns. Section 2.1 shows that in the presence of device misori-
entation, a 2D periodic pattern should not be treated as a 1D
periodic signal. Further, the leakage phenomenon owing to
the windowing effects of a discrete signal will be thoroughly
investigated in Sect. 2.2 to reveal the shortcomings of pre-
vailing low-pass filtering techniques in defect detection.
2.1 Effects of misorientation
Some researchers have used 1D filtering techniques to detect
defects in a 2D pattern to simplify the task of detection
[29,30]. However, in this section we shall show that the anal-
ysis of a 2D image should not be replaced by that of a 1D
image in the presence of angular misorientation.
Let p(x, y) be a signal defined in the interval x ∈
[0, Tx ], y ∈ [0, Ty], where the spatial periods are Tx and
Ty , and p(x, y) repeats itself in f (x, y). That is,
f (x, y) = p(x¯, y¯) (1)
if and only if x = x + mTx and y = y + nTy . Here, m and
n are integer values (m = 0, 1, 2, . . . and n = 0, 1, 2, . . .).
Let us assume that f (x, y) represents a 2D periodic signal
with a number of samples. Because of misorientation of the
inspected object, the periodic patterns now appear to have
new periods T ′x along the x ′ axis and T ′y along the y′ axis.
As shown in Fig. 1, the new period T ′x is the length of the




















Fig. 1 Periodic patterns with tilt angle
signal location. The dashed line is at an angle θ with respect to
the x axis in the counterclockwise direction. The two points
(x1, y1) and (x2, y2) have now shifted to the new coordinates
(x ′1, y′1) and (x ′2, y′2), respectively, because of the rotation of
the 2D Cartesian coordinates. The relation between the rota-



















Here, the coordinates (x1, y1) and (x2, y2) are given by x1 =
m1Tx + x, y1 = n1Ty + y and x2 = m2Tx + x, y2 =
n2Ty + y, respectively, where m1, m2, n1 and n2 are inte-
ger values. The two points located on the horizontal dashed
line related to the new coordinates have the same value along
the Y ′ axis. Because y′2 = y′1 in the repeated signal location
and m = m2 − m1, n = n2 − n1, we obtain the relation
nTy = mTx tan θ. (3)
It is clear that when θ is specified such that tan θ ≈ 0.5, (3)
reduces to
nTy = 0.5mTx + δ, (4)
and δ denotes the approximation in (4) within an error bound.
It is possible to find m, n such that they are almost integer
values for a specific value of θ . Further, if θ is not negligi-
bly small, the new periods T ′x are generally different from
the original period Tx . However, it is difficult to find integer
values for m, n in the bounded image size. In such cases, the
result of defect detection using a 1D filtering technique will
fail.
2.2 Effects of leakage
In most previous studies, such as [29–31], it has been
assumed that the inherent energy in a periodic pattern is con-
centrated in the high frequency range, while all the energy
present in the lower frequency range are assumed to be due
to defects. However, the actual energy distribution of a peri-
odic pattern is more complicated than the aforementioned
assumption due to reasons such as leakage effects or the
Gibbs phenomenon [37]. This subsection is devoted to the
study of the energy distribution pattern of a periodic image
in order to derive a better approach for defect detection.
Let
f (n) be a 1D discrete signal. Its finite length signal
f (n) with a finite window length L be expressed as
f (n) = f̂ (n)w(n) (5)
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The window function w(n) is given as
w(n) =
{
1, 0 ≤ x ≤ L − 1
0, otherwise . (6)
The Fourier transform of this function is
W (ω) = sin(ωL/2)
sin(ω/2)
e− jω(L−1)/2. (7)
Therefore, if we have a periodic image with the image size
Nx × Ny , the DFT of the discrete periodic signal f (x, y) will
be given by
f (x, y) = f̂ (x, y)w(x, y). (8)
The windowing function w(x, y) is a 2D generalization of
the classical windowing function,
w(x, y) =
{
1, 0 ≤ x ≤ Nx − 1 and 0 ≤ y ≤ Ny − 1
0, otherwise (9)
whose Fourier transform is






where u = 2π/Tx and v = 2π/Ty and W (u, v) is responsi-
ble for the leakage effect wherever W (u, v) is valid. Substi-
tuting u = 2π/Tx and v = 2π/Ty into (10) and eliminating
u and v, we obtain





e− jπ(Ny−1)/Ty . (11)
Equation (11) indicates that |W (u, v)| = 0 and the leakage
effect vanishes whenever either Nx/Tx = nx or Ny/Ty =
ny , where nx and ny are integer values. Besides, |W (u, v)|
and the leakage effect reach their maxima at Nx/Tx = (2nx+
1)/2 or Ny/Ty = (2ny + 1)/2 for given integer values of nx
and ny .
For instance, consider an image f (x, y) with periodic pat-
terns shown in Fig. 2a, where f (x, y) consists of Nx × Ny =
256 × 256 pixels while the periods are Tx = 8 pixels and
Ty = 16 pixels. The gain plot of the DFT of f (x, y) is shown
in Fig. 2b, where the leakage effect does not occur owing to
the fact that |W (u, v)| = 0 for all u and v when Nx/Tx = 32
and Ny/Ty = 16. Let us now assume that f (x, y) remains
the same but the period Ty=16 is replaced by Ty = 17. Con-
sequently, leakage occurs along the horizontal direction in
the gain plot of the DFT of f (x, y) as shown in Fig. 2c; this
is due to the fact that Ny/Ty is no longer an integer value.
Further, if Tx = 7 pixels and Ty = 17 pixels, leakage occurs
along both the horizontal and vertical directions in the gain
plot of the DFT of f (x, y), as shown in Fig. 2d. Neither
Nx/Tx nor Ny/Ty is an integer values.
(a) (b)
(c) (d)
Fig. 2 Discrete Fourier transform (DFT) of f (x, y) with leakage
effects. a Original image f (x, y), Nx × Ny = 256 × 256. b DFT
of f (x, y), Tx = 8, Ty = 16. c DFT of f (x, y), Tx = 8, Ty = 17.
d DFT of f (x, y), Tx = 7, Ty = 17
(a) (b)
Fig. 3 Leakage spectrum of liquid crystal display (LCD) array.
a Image of a LCD array f (x, y). b Spectrum of the LCD array
|F(u, v)| = |{ f (x, y)}|
In many applications of signal processing, this leakage
is treated as unwanted noise to be filtered out. In the case
of AOI, leakage is an essential part of a ‘normal image’;
it should not be filtered out in the generation of a golden tem-
plate. For instance, Fig. 3 shows the real image of a TFT-LCD
panel and its spectrum with leakage effects. The image size
in Fig. 3a is Nx ×Ny = 256×256 pixels while the periods of
the pattern are Tx = 6 pixels and Ty = 17 pixels. The height
axis in Fig. 3b indicates the spectrum energy of the image
in Fig. 3a at coordinates (u, v) in the frequency domain.
The highest peak occurs at the location (u, v) = (0, 0) and
the other peaks correspond to periods that are integer multi-
ples of the fundamental frequency at (u, v) = (nxωx , nyωy),
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with nx and ny taking integer values. The leakage effect must
be handled carefully to obtain a sharp image of the defects
in the pattern.
3 Defect detection using pattern padding
and multi-band-pass filter technique
This section proposes an multi-band-pass filter to accurately
extract defects from a periodic pattern. Section 3.1 discusses
the use of a multi-band-pass filter for defect detection in a
periodic pattern. In Section 3.2, the performance of this multi-
band-pass filter is shown to be enhanced using a padding
technique to minimize the leakage energy. In order to min-
imize computational effort, the proposed multi-band-pass
filter is realized as a spatial convolution mask; this is
described in Sect. 3.3. Section 3.4 compares the numerical
efficiency of the present approach against those using DFT
and Fast Fourier Transform (FFT).
3.1 Defect detection by multi-band-pass filtering
In this section, a new approach using a 2D DFT is presented
for the reconstruction of a golden template from a possibly
defective periodic pattern. The requirement is to sensitively
and sharply discriminate the periodic pattern from defects to
obtain the precise location and shape of the defect areas.
Let f (x, y) be a 2D periodic signal with a finite number
of samples. The DFT of a function f (x, y) of image size
Nx × Ny is given by the equation







f (x, y)e− j2πvy/Ny (12)
for u = 0, 1, 2, . . . Nx − 1 and v = 0, 1, 2, . . . Ny − 1. Sim-
ilarly, via the inverse Fourier transform, f (x,y ) is given by
the expression










for x = 0, 1, 2, . . . Nx − 1 and y = 0, 1, 2, . . . Ny − 1. This
DFT analysis can extract the individual energy values for
the periodic patterns and the defect pattern in the frequency
domain. A proper mask filter can discriminate these energy
values, and using an inverse DFT, the original defect patterns
can be reconstructed.
If the periodic pattern has periods Tx and Ty along the x
and y axes, respectively, their fundamental frequency periods
are ωx = u = 2π/Tx and ωy = v = 2π/Ty , respec-
tively. The masks for the designed multi-band-pass filter are
located at the origin, fundamental frequency coordinates, and
the coordinates of integer multiples of the fundamental fre-
quency. The golden template of a possibly defective periodic







∣∣∣ ≤ bx and
∣∣∣v − m 2πTy
∣∣∣ ≤ by n, m = 0, 1, 2 . . .
0 otherwise
(14)
Here, the bandwidth values bx and by are selected to accom-
modate the leakage effect of the periodic pattern. That is, the
closer the values Nx and Ny are to the integer multiples of
Tx and Ty , respectively, the smaller should be the values of
bx and by . In the extreme case, bx ≈ 0 and by ≈ 0 when Tx
and Ty are integer multiples of Nx and Ny , respectively.
In theory, the multi-band-pass filter H(u, v) can be imple-
mented either using the DFT or its convolution mask. Once
the golden template is generated using (14), the image with
the defects can easily be obtained by comparing the test image
against the golden template. Unlike low-pass filters, the pres-
ent approach can sharply discriminate the energy distribu-
tions of the defect pattern and the periodic pattern in the
high frequency range so that both images will be sharp and
accurate. In addition, the method can still implement defect
detection with 1D periodic patterns in the absence of mis-
orientation. Thus, the multi-band-pass filter can be used for
both 1D and 2D periodic patterns.
3.2 Reduction of leakage effect by pattern padding
The smaller the leakage effect, the better the present approach
performs. This subsection proposes a technique called ‘pat-
tern padding’ that can suppress the leakage effect even when
Nx and Ny values differ greatly from integer multiples of Tx
and Ty .
It has been established in Sect. 2.2 that the leakage effect
reaches its maximum when Nx/Tx = (2nx + 1)/2 and
Ny/Ty = (2ny + 1)/2 for given integer values of nx and
ny , and vanishes whenever Nx/Tx and Ny/Ty are integer
values. Hence, the technique of ‘pattern padding’ is used to





N y/Ty are as close to integer values as
possible. This can be done by copying a part of the original
test image, whether it contains defects or not, and pasting it





N y is formed. To implement this process in
the two-dimensional image, the last incomplete patterns in
the most right and bottom position of an image must be com-
pensated with a complete periodic pattern. The sum square
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Fig. 4 Comparison of leakage effect with and without pattern padding






( f (x, y) − p(x¯, y¯))2 (15)
is adopted to verify the position, where f (x, y) is an inspec-
tion image and p(x¯, y¯)is one complete periodic pattern
image. The image is extensible in directions x and y until
the image size can be near an integer multiple of the pattern.
The effectiveness of pattern padding is shown in the
following examples. Figure 4 compares the leakage effect
before and after pattern padding. As shown by the solid line,
the leakage effect is suppressed to a negligibly small value
when the length of the data along one axis is increased from
Nx/Tx = 54.47 to

N x/Tx = 55.
3.3 Defect detection of periodic patterns
using a spatial filter
The multi-band-pass filter H(u, v) can give very sharp
images of defects on a periodic pattern; however, it is compu-
tationally demanding. Hence, it should be approximated by a
2D convolution mask of a small size in actual applications in
order to save computational effort while obtaining sufficient
sharpness in the shapes of the defects.






δ(x − nTx )δ(y − mTy). (16)
Consequently, the periodic signal f (x, y) can be expressed
as the unit pattern p(x, y) convoluted with the comb function
h(x, y) as the following:
f (x, y) = p(x, y) ⊗ h(x, y). (17)
Here, ⊗ denotes the convolution operator. It can also be
shown using the discrete convolution theorem [36] that
F(u, v) = P(u, v) · H(u, v). (18)






δ(u − nωx )δ(v − mωy), (19)
where ωx = 2π/Tx and ωy = 2π/Ty . That is, F(u, v) is
the product of P(u, v) and the comb function H(u, v) in the
frequency domain. In other words, H(u, v) has an intensity
value of 0 everywhere except at the origin (u = 0, v = 0)
and the coordinates of the fundamental frequency and its
integer multiples in the 2D frequency domain. The corre-
sponding amplitudes of the frequencies are decided by the
shape and size of the unit pattern P(u, v).
Accordingly, a defect-free 2D periodic signal can be
obtained from an input image using a comb filter h(x, y).
Subsequently, the defects can easily be obtained by com-
paring the defect free periodic signal with the test image.
Moreover, in this approach, the complete spectrum of the
defect free periodic signal is retained; hence, the signal cor-
responding to the defects can be extremely sharp with almost
no blurring effects at the edges of the defects.
In actual applications, the ideal multi-band-pass filter
H(u, v) is first decomposed into an ideal comb filter
H1(u, v), an ideal low-pass filter H2¯(u, v), and the dc-gain
F(0, 0) of an image f (x, y), as depicted in Fig. 5. Subse-
quently, the multi-band-pass filter can be realized in the spa-
tial domain. This is expressed as the following equation
H(u, v) = H1(u, v) − H2¯(u, v) + F(0, 0). (20)
The advantage with this implementation scheme lies in the
fact that the comb filter H1(u, v) can easily be obtained by
the up-sampling of a moving average filter [36]. The mov-
ing average filter fMA is a finite impulse response (FIR) filter
involving only one parameter, i.e., the filter length L , as given
by the equation
fMA = [1111 . . . 11]/L . (21)
The comb filter fComb can be designed by the up-sampling
of the moving average filter, as given by the equation
fComb = (↑ u) fMA (22)
The method inserts a value of 0 between the coefficients
of the moving average filter. For instance, if the moving
average filter is given by f3 = [111]/3, then the comb
filters of the second, third, fourth orders of up-sampling
are related to the moving average filter by the relations
(↑ 2) f3 = [1 0 1 0 1]/3, (↑ 3) f3 = [1 0 0 1 0 0 1]/3 and
(↑ 4) f3 = [1 0 0 0 1 0 0 0 1]/3, respectively.
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(a) (b)
(c) (d)
Fig. 5 Decomposition of the multi-band-pass filter. a Expected filter.
b Ideal comb filter H1(u, v). c Ideal low-pass filter H2¯(u, v). d Spec-
trum center F(0, 0)
For example, in order to realize the multi-band-pass filter,
the bandwidths of the 2D moving average filter are chosen
as 0.5ωx and 0.5ωy , and a 3 × 3 matrix
fM A =
⎡






is used to approximate the moving average filter. Further-
more, let the comb filter H1(u, v) and its associated convo-
lution mask 1 h1(x, y) be the up-sampled moving average
filter by the orders of ux = 17 and uy = 6 as given below.
h1(u, v) = fComb =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

















The result of this approximation in the frequency domain is
shown in Fig. 6a. With respect to the low-pass filter H2¯(u, v),
we need a moving average filter of sufficient length with a
very narrow bandwidth. This can result in large amounts of
computational effort. In order to reduce computational effort,
we can sequentially pass the signal through convolution
(a) (b)
Fig. 6 Frequency response of H1(u, v) and H2¯(u, v). a Comb filter
H1(u, v). b Low-pass filter H2¯(u, v)
masks h1(x, y)and h2(x, y). The two convolution masks
are combined to form a sufficiently narrow low-pass filter
H2¯(u, v). In the above examples, the convolution mask 2
h2(x, y) can be reduced to a 5 × 11 moving average fil-
ter, and via these two convolution masks, the low-pass filter
H2¯(u, v)can be realized. This is shown in Fig. 6b. There-
fore, the overall approach needs only two convolution masks
to realize an equivalent multi-band-pass filter in the spatial
domain.
3.4 Numerical efficiency of the present approach
The applied multi-band-pass filter requires large amounts of
computational effort in the frequency domain. For example,
the fast Fourier transforms (FFT) require four complex num-
ber multipliers and eight complex number additions for one
pixel in a 256×256 pixel image (seen in Table 1); in addition,
its inverse transformation also requires an identical number of
computations. This means that a total of 8 complex number
multipliers and 16 complex number additions are required
for one pixel in a 256 × 256 pixel image. Furthermore, one
complex number multiplier requires four real number multi-
pliers and two real number additions and one complex num-
ber addition requires two real number additions. This means
that the frequency filter computation requires 32 real number
multipliers and 48 real number additions for one pixel. How-
ever, for the same image size, the direct spatial filter uses
only the two convolution masks h1(x, y) and h2(x, y). The
computations required in this case are 1+1 real number mul-
tipliers and 9 + 55 real number additions for one pixel. The
computations in the frequency domain are 32 multipliers
Table 1 Calculation order of 2D fast Fourier transform (FFT)
Image size Complex multiplier Complex addition
order order
N × N (N 2/2) log2 N N 2 log2 N
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and 48 additions in total; for the spatial domain, the
corresponding numbers are 2 and 64. The spatial filter
requires 7 % (.=·2/32) less computational effort than that of
the frequency filter with regard to real number multiplier
calculations. The method not only provides an inspection
performance identical to other methods, but it also saves a
large amount of computational time. Besides, the proposed
spatial filter is also superior to the die-to-die method [8] that
requires 9 + 9 real number multipliers for linear interpola-
tion in defining the building blocks and building a defect-free
image. The method can thus immensely benefit applications
for AOI and AVI.
4 Experimental results
In Sect. 4.1, we report defect detection in periodic patterns
using an multi-band-pass filter in the frequency domain.
Further, we reconstruct the image of a defect-free periodic
pattern and extract a sharp defect image. The illustrative
examples show that the multi-band-pass filter using pattern
padding exhibits a performance superior to that of the low-
pass filter in the frequency domain.
In Sect. 4.2, it is seen that the presented spatial convolu-
tion mask can approximate the aforementioned multi-band-
pass filter. We show that this convolution mask can extract
sharp defect images with significantly decreased computa-
tional effort. Thus, we prove that the method is suitable for
actual industrial applications.
Finally, Sect. 4.3 demonstrates the robustness of defect
detection in periodic patterns at different luminosities and
misorientation angles of the device under inspection. This
makes the method suitable for varied industrial applications.
4.1 Defect detection in periodic patterns using
multi-band-pass filter in frequency domain
The application of the multi-band-pass filter method in the
frequency domain involves a number of processes. These
processes include the application of FFTs, period eval-
uation, filter mask design, pattern padding, inverse FFT
process, and setting of a binary threshold. In order to simul-
taneously inspect micro and macro defects, as observed in
Fig. 7a–d, we chose the bandwidth values of the selected
filter mask to be bx = 5 · (2π/256) (rad/pixel) and by =
5·(2π/256) (rad/pixel). Subsequently, we applied this multi-
band-pass filter to the test image with defects in the fre-
quency domain and via inverse FFT, obtained a defect-free
image with pure periodic patterns. This image when sub-
tracted with the original test image resulted in a defect
image with a background having a grey level value between
−42 ∼85. In order to enhance image contrast, the process
of a statistical binary threshold was applied to this differen-
tial image. The mean (m) and standard deviation (σ ) of the
intensity about the differential image was obtained by his-
togram analysis. Based on this statistical analysis, the opti-
mal value of the binary threshold was selected as m + 4σ .
Figure 7 shows the resulting grey and binary images with
acceptable defects, hole defects, dust defects, and scratch
defects.
Figure 8 shows a comparison between operation of a
multi-band-pass filter and a low-pass filter implemented in
the frequency domain. To describe the performance clearly,
the accurate size of the detected defect areas according to
various approaches can be adopted to describe the blurring
effects as shown in Table 2. When the blurring effects appear,
the defects have more area size. Besides, the numbers of con-
nected defect components among the varied approaches can
be adopted to describe the appearance of defects as shown in
Table 3. The exact numbers of connected defect components
have fewer defects with false alarm and escape statistically.
As observed in Table 2, the areas of defects extracted by the
low-pass filter, corresponding to Fig. 8j–l, are larger than
those extracted by the multi-band-pass filter, correspond-
ing to Fig. 8f–h. As observed in Table 3, the numbers of
connected defect components differ greatly from the actual
value in the case of the low-pass filter. The multi-band-pass
filter in the frequency domain is thus superior to the low-pass
filter in terms of extraction of micro defects. Furthermore,
Fig. 9 shows that the use of pattern padding can decrease
the leakage effects in the image. In Fig. 9e–h, the position
located by circle marks indicate noise areas (not defects)
in the circumference of the inspection images without pat-
tern padding. In Fig. 9i–l, the circles marks indicate more
micro defects and the previous noise areas disappear with pat-
tern padding. Therefore, the process of pattern padding can
result in the more accurate detection and location of micro
defects.
4.2 Defect detection of periodic patterns
using multi-band-pass filter in spatial domain
In addition, we verify the application of the multi-band-
pass filter method in the spatial domain. This process
includes period evaluation, convolution mask implementa-
tion, pattern padding, and setting of a binary threshold. The
main difference in the processes involved in the frequency
and spatial domains is the use of the convolution mask,
whose design is described in Sect. 3.3. Even in the spa-
tial domain, we show that the use of the multi-band-filter
allows for a more accurate detection of micro and macro
defects and gives better inspection results (without blur-
ring effects) than those obtained using the low-pass filter.
Tables 2 and 3 show that the areas and numbers of connected
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Fig. 7 Results of defect inspection using reported multi-band-pass fil-
ter. a Image 1 with acceptable defect. b Image 2 with hole defect.
c Image 3 with dust defect. d Image 4 with scratch defect. e Grey
image of defects. f Grey image of defects. g Grey image of defects.
h Grey image of defects. i Binary image of defects. j Binary image of
defects. k Binary image of defects. l Binary image of defects
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Fig. 8 Comparison between operation of multi-band-pass filter imple-
mented in frequency domain and low-pass filter. a Image 1 with accept-
able defect. b Image 2 with hole defect. c Image 3 with dust defect.
d Image 4 with scratch defect. e Multi-band-pass filter in frequency
domain. f Multi-band-pass filter in frequency domain. g Multi-band-
pass filter in frequency domain. h Multi-band-pass filter in frequency
domain. i Low-pass filter. j Low-pass filter. k Low-pass filter. l Low-pass
filter
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Table 2 Comparison of
detected defect areas among
multi-band-pass filter in
frequency domain,
multi-band-pass filter in spatial
domain and low-pass filter
Performance Size of detected defect areas (pixels)
Methods Image 1 Image 2 Image 3 Image 4
Actual defect judged by human eyes 12 325 265 110
Multi-band-pass filter in frequency domain 12 320 261 107
Multi-band-pass filter in spatial domain 10 318 259 101
Low-pass filter 1 351 294 150
Table 3 Numbers of connected
defect components detected
using multi-band-pass filter in
frequency domain,
multi-band-pass filter in spatial
domain and low-pass filter
Performance Numbers of connected defect components
Methods Image 1 Image 2 Image 3 Image 4
Actual defect judged by human eyes 4 13 36 29
Multi-band-pass filter in frequency domain 4 13 34 28
Multi-band-pass filter in spatial domain 2 22 35 34
Low-pass filter 1 1 13 22
defect components obtained using the multi-band-pass filter,
corresponding to Fig. 10e–h, is more accurate than that
obtained for the low-pass filter, corresponding to Fig. 10i–l.
It is noteworthy that the multi-band-pass filter implemented
in the spatial domain, corresponding to Fig. 10e–h, provides
poor results when compared with its operation in the fre-
quency domain, corresponding to Fig. 8e–h. This is because
larger masks used in the comb filter (in the spatial domain)
lead to the preservation of the relatively less defect energy
existing at lower frequencies when compared with the defect
energies encountered in the frequency domain operation.
The actual defects will be broken into a number of smaller
defects, which will result in a larger number of connected
defect components with smaller area. Therefore, it is impor-
tant to adequately select convolution mask implemented in
the spatial domain; this factor can otherwise offset the sig-
nificant decrease in calculation time.
4.3 Performance of defect detection in periodic patterns
with different luminosities and misorientations
In industrial applications, image luminosity problems and
misorientations of the inspected device usually occur in
the defect detection process. The image luminosity and the
device misorientations depend on the environmental lighting
and mechanical alignment, respectively. In our approach, this
problem is addressed as described below.
We individually processed 150 periodic pattern samples
with different luminosities and small tilt angles (misori-
entations) through two multi-band-pass filter processes in
frequency and spatial domains. Owing to our use of the
multi-band-pass filter, we were able to thoroughly remove
the pattern energies existing at higher frequencies along with
the dc energy. The defect energy existing at lower frequencies
was preserved completely. Further, changes in luminosity
values did not affect our proposed method in the frequency
and spatial domains. This was proved by the fact that 150
test images with 3 different defects captured at random lumi-
nosity values showed identical defect areas and numbers of
connected defect components.
When the tilt angles vary within a small range of
0◦ − 2◦, the multi-band-pass filter is rotated with the corre-
sponding angles in the frequency and spatial domains. Table 4
shows that defects can still be thoroughly extracted within
area error values of three pixels in the frequency domain
method. In addition, Table 5 shows that the number of con-
nected defect components remains exactly the same at five
different angles. Table 6 shows that the defects can still be
thoroughly extracted within area error values of five pixels
in the spatial domain method. Further, Table 7 shows that
the number of connected defect components at five different
angles remains exactly the same. Therefore, the multi-band-
pass filter can provide a superior and robust defect detection
technique in terms of different image luminosity values and
misorientations of the device under inspection.
5 Conclusions
In this study, we proposed and implemented a multi-
band-pass filter using pattern padding for inspecting
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Fig. 9 Comparison of multi-band-pass filter operation with and with-
out pattern padding. a Image 1 with acceptable defect. b Image 2 with
hole defect. c Image 3 with dust defect. d Image 4 with scratch defect.
e Without pattern padding. f Without pattern padding. g Without pat-
tern padding. h Without pattern padding. i With pattern padding. j With
pattern padding. k With pattern padding. l With pattern padding
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Fig. 10 Comparison between operation of multi-band-pass filter
implemented in spatial domain and low-pass filter. a Image 1 with
acceptable defect. b Image 2 with hole defect. c Image 3 with dust
defect. d Image 4 with scratch defect. e Multi-band-pass filter in spa-
tial domain. f Multi-band-pass filter in spatial domain. g Multi-band-
pass filter in spatial domain. h Multi-band-pass filter in spatial domain.
i Low-pass filter. j Low-pass filter. k Low-pass filter. l Low-pass filter
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Table 4 Detected defect areas among different tilt angles using multi-
band-pass filter in frequency domain
Performance Size of detected defect areas (pixels)
Tilt angle Image 1 Image 2 Image 3 Image 4
0◦ 12 320 261 107
0.5◦ 12 321 262 105
1◦ 11 320 260 106
1.5◦ 11 322 259 105
2◦ 11 321 259 104
Table 5 Numbers of connected defect components detected for differ-
ent tilt angles using multi-band-pass filter in frequency domain
Performance Numbers of connected defect components
Tilt angle Image 1 Image 2 Image 3 Image 4
0◦ 4 13 34 28
0.5◦ 4 13 34 28
1◦ 4 13 34 28
1.5◦ 4 13 34 28
2◦ 4 13 34 28
Table 6 Detected defect areas among different tilt angles using multi-
band-pass filter in spatial domain
Performance Size of detected defect areas (pixels)
Tilt angle Image 1 Image 2 Image 3 Image 4
0◦ 10 318 259 101
0.5◦ 10 315 257 99
1◦ 10 314 255 99
1.5◦ 9 315 254 99
2◦ 9 313 254 98
Table 7 Numbers of connected defect components detected for differ-
ent tilt angles using multi-band-pass filter in spatial domain
Performance Numbers of connected defect components
Tilt angle Image 1 Image 2 Image 3 Image 4
0◦ 2 22 35 34
0.5◦ 2 22 35 34
1◦ 2 22 35 34
1.5◦ 2 22 35 34
2◦ 2 22 35 34
periodic patterns with micro and macro defects. Our
technique exhibits an implicit defect-free reference image
that avoids scaling and alignment procedures. Further, the
retention of the high frequency spectrum of the defects
reduces the blurring effects and produces a sharp defect
image. Besides, the method reduces computational effort
using spatial convolution masks. In addition, the robustness
of this method of inspection is vastly improved in terms of
variations in the sample luminosity values and tilt angles
of the inspected device. In conclusion, this study provides
a rapid and reliable technique for the inspection of defects
and irregularities in periodic patterns for various industrial
applications.
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