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We give a probabilistic algorithm that constructs an RSA modulus
M = pl with prescribed bit patterns, where primes p and l are
both of n-bit size. Assume the Generalized Riemann Hypothesis.
We show that the algorithm can generate an RSA modulus M with
the n − 3 log2 n least signiﬁcant bits prescribed in advance, with
time complexity of polynomial in n.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
For an integer n, we denote by Pn the set of primes p with 2n−1 < p < 2n . Let Mn be the set of
RSA moduli M = pl with p, l ∈ Pn . Thus each M ∈Mn has either 2n − 1 or 2n bits which are usually
numbered from the right to the left.
For some cryptographic applications, some heuristic algorithms have been given to construct mod-
uli M ∈Mn having a suﬃciently long speciﬁed in advance bit pattern (see [3] and [6], for example).
In [1] and [5], an algorithm named RSA-Modulus(n,m, σ ) was given to construct such kind of moduli
M ∈Mn . However the number of bits prescribed in advance is less than the heuristic algorithms in [3]
and [6].
In [1], it is claimed that for m = n − n 34 lnn and any binary string σ of length m, the algo-
rithm RSA-Modulus(n,m, σ ) terminates in expected polynomial time. From m = n−n 34 lnn > 0, one
deduces that n 213. Thus the result of [1] makes sense for n 213.
Here we propose an algorithm that can generate an RSA modulus with almost half of the least
signiﬁcant bits prescribed in advance. We show that the result m = n − n 34 lnn > 0 of [1] can be
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algorithm is based on the distribution of zeros of the Dirichlet L-functions under the Generalized
Riemann Hypothesis (GRH) and some classical results about the distribution of prime numbers.
As a byproduct, a slight modiﬁcation on the argument gives a probabilistic polynomial time algo-
rithm to construct sparse moduli M ∈Mn with at least (1+ o(1))n zero bits. Such sparse moduli may
be useful for the Paillier cryptosystem (see [4]), where one computes Mth power.
Throughout the paper, P denotes the set of primes and ln z denotes the natural logarithm of z > 0,
and log z denotes log2 z.
The remainder of the paper is organized as follows. In Section 2, we present an algorithm and
show its time complexity. Conclusions are ﬁnally drawn in Section 3.
2. RSA moduli with prescribed bit patterns
In [1] and [5], an algorithm is proposed to generate an RSA modulus M having a desired bit
pattern on certain positions. Here we describe an algorithm which generates an RSA modulus having
a desired bit pattern on the half least signiﬁcant bits.
If a binary string denotes an odd integer, we call it an odd binary string. Given an odd binary
string σ of length m, we denote by Mn,m(σ ) the set consisting of M ∈ Mn such that the m least
signiﬁcant bits of M form the binary string σ .
Algorithm 1.
1. Choose a prime p ∈ Pn uniformly at random and an odd integer k whose binary representation
coincides with an odd binary string σ .
2. Compute the positive integer r < 2m which satisﬁes the congruence
pr ≡ k mod 2m. (1)
3. Choose an integer n3/2 < a  n3. Test whether l = a · 2m + r > 2n−1, l = p and also test l for
primality, if l is prime, then output M = pl. Otherwise go to step 1 and start a new round of the
algorithm.
Clearly, if Algorithm 1 terminates it outputs M ∈Mn,m(σ ). For Algorithm 1, we have
Theorem 1. Assume GRH. For m = n − 3 logn and any odd binary string σ of length m, Algorithm 1 termi-
nates in expected polynomial time.
To prove Theorem 1, we need the following lemmas.
Lemma 1. Let q  1 be an integer and χ a character modulo q, and let x 2. Then for any T , 2 T  x, we
have
∑
ux
χ(u)Λ(u) = E0x−
∑
ρ
|γ |T
xρ
ρ
+ O
(
x
T
ln2(qx)
)
.
Here E0 = 1, if χ is the principle character of q; E0 = 0, otherwise. And the summation is over all of the
nontrivial zeros ρ = β + iγ of the Dirichlet L-function L(s,χ) in the strip 0< Re s < 1.
This is Proposition 5.25 in [2].
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congruence
pl ≡ k mod 2m. (2)
Assume GRH. For m = n − 3 logn, we have
N(k,m) >
22n
2m+2(n ln 2)2
+ O (2n). (3)
Proof. Denote by Λ(u) the Mangoldt function which is deﬁned as
Λ(u) =
{
ln p, if u = pt, where p ∈ P, t  1;
0, otherwise.
Deﬁne
N¯(k,m) =
∑
uv≡k mod 2m
2n−1<u,v<2n
Λ(u)Λ(v).
We have
N¯(k,m) =
∑
pl≡k mod 2m
p,l∈Pn
ln p ln l +
∑
pslt≡k mod 2m
2n−1<ps,lt<2n
p,l∈P, s>1, t>1
ln p ln l
=
∑
pl≡k mod 2m
p,l∈Pn
ln p ln l + O (2n). (4)
If p, l ∈ Pn , we have that 0< ln 2n − ln p < ln 2 and
0< (n ln 2)2 − ln p ln l < 2n ln2 2.
By the above and (4), we have
0<
∑
pl≡k mod 2m
p,l∈Pn
(
(n ln 2)2 − ln p ln l)
= (n ln 2)2N(k,m) −
∑
pl≡k mod 2m
p,l∈Pn
ln p ln l
= (n ln 2)2N(k,m) − N¯(k,m) + O (2n).
Thus we have
N(k,m) > N¯(k,m)(n ln 2)−2 + O (2nn−2). (5)
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The orthogonality relation of χ is as follows,
∑
χ∈X
χ(u) =
{
0, if u ≡ 1 mod 2m;
2m−1, if u ≡ 1 mod 2m.
We have
N¯(k,m) = 1
2m
∑
χ∈X
χ¯ (k)
∑
2n−1<u,v<2n
χ(uv)Λ(u)Λ(v)
= 1
2m
∑
χ∈X
χ¯ (k)
∑
2n−1<u<2n
χ(u)Λ(u)
∑
2n−1<v<2n
χ(v)Λ(v). (6)
The Generalized Riemann Hypothesis asserts that the nontrivial zeros of all Dirichlet L-functions
have real part equal to 1/2. Assume GRH, by Lemma 1, we have
∑
2n−1<u<2n
χ(u)Λ(u) = E02n−1 + O
(
2
n
2n
)
, (7)
where E0 = 1, if χ is the principle character of 2m; E0 = 0, otherwise. By (6) and (7), we have that
N¯(k,m) = 1
2m
(
2n−12n−1 + 2m−1O ((2n/2n)2))
= 2
2n
2m+2
+ O (2nn2), (8)
for m = n − 3 logn. By this and (5), we have
N(k,m) > N¯(k,m)(n ln 2)−2 + O (2nn−2)
>
22n
2m+2(n ln 2)2
+ O (2n).
This completes the proof of Lemma 2. 
Now we can give the proof of Theorem 1.
Proof of Theorem 1. Let I denote the interval of integers between n
3
2 and n
3. If pl ≡ k mod 2m with
p ∈ Pn and l ∈ Pn , we have that the prime l can be written as
l = l0 + a · 2m
where l0 = kp−1 mod 2m and a ∈ I . By Lemma 2, there are at least 22n2m+2(n ln 2)2 + O (2n) pairs (p, l)
satisfying the congruence
pl ≡ k mod 2m,
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2n
2m+2(n ln 2)2 + O (2n) pairs (p,a) satisfying
p
(
l0 + a · 2m
)≡ k mod 2m, p ∈ Pn and l0 + a · 2m ∈ Pn. (9)
By the prime number theorem, there are about 2
n−1
n ln2 primes p in Pn . And there are
n3
2 integers
a ∈ I . The total number of the pairs (p,a) with p ∈ Pn and a ∈ I is at most
2n−1
n ln 2
· n
3
2
= 2
nn2
4 ln2
. (10)
Choosing p ∈ Pn and a ∈ I uniformly at random, by the above discussions, the probability that
(p,a) satisfy (9) is
the number of (p,a) satisfying (9)
the total number of (p,a) with p ∈ Pn and a ∈ I >
(
22n
2m+2(n ln 2)2
+ O (2n)
)
·
(
2nn2
4 ln2
)−1
>
1
2n
.
Here the last inequality has applied m = n−3 logn. Thus after performing Algorithm 1 2n times, the
probability of ﬁnding a right pair (p, l) is close to 1− 1/e. This completes the proof of Theorem 1. 
As it is remarked in [5], Theorem 1 immediately yields the following corollary which have some
applications for the Paillier cryptosystem (see [4]).
Corollary 1. Let m = n − 3 logn and σ = (0,0, . . . ,0,1) is an m-dimensional string with m − 1 zeros and
one 1. Assume GRH. Algorithm 1 terminates in expected polynomial time and with probability 1+o(1) outputs
a modulus M ∈Mn with at most (1/2+ o(1))n nonzero bits.
3. Conclusion
We propose an algorithm which can construct an RSA modulus M = pl having the n − 3 logn
least signiﬁcant bits prescribed in advance with primes p and l of the same bit-length. This enlarges
the number of bits prescribed in advance that was shown in [1] and [5]. Assume the Generalized
Riemann Hypothesis. We show that the algorithm is probabilistic polynomial time.
Clearly, as it is remarked in [5], we can also generate smooth integers with a prescribed bit pattern
in advance.
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