Abstract-The performance of real time applications such as video and voice streams relies on packet delay jitter. Large delay jitter causes buffer overflow or underflow at the receiver end and the user encounters interrupts. The delay jitter is mainly due to the perturbation of background traffic in the bottleneck router. Fulton and Li 1121 provide an analytical approximation for the tirst-order and second-order statistics of delay jitter. However, their analysis is based on a Markovian model of the hackground traffic, which is not quite suitable for Internet traffic and requires lots of computational effort. We propose an efficient method to predict the jitter variance of a CBR (constant-bit rate) connection based on the wavelet model of the background traffic. The wavelet analysis extracts the statistical properties of background traffic and the analysis result can be used to predict an upper hound for the jitter variance of the CBR connection.
Abstract-The performance of real time applications such as video and voice streams relies on packet delay jitter. Large delay jitter causes buffer overflow or underflow at the receiver end and the user encounters interrupts. The delay jitter is mainly due to the perturbation of background traffic in the bottleneck router. Fulton and Li 1121 provide an analytical approximation for the tirst-order and second-order statistics of delay jitter. However, their analysis is based on a Markovian model of the hackground traffic, which is not quite suitable for Internet traffic and requires lots of computational effort. We propose an efficient method to predict the jitter variance of a CBR (constant-bit rate) connection based on the wavelet model of the background traffic. The wavelet analysis extracts the statistical properties of background traffic and the analysis result can be used to predict an upper hound for the jitter variance of the CBR connection. sensitive to the connection quality such as the packet jitter in the network. The traffic behavior of a real time application is usually quite smooth and stable. After entering the network, the real time packet stream is multiplexed and shares the link bandwidth with the background traffic. Hence, the packet jitter is mainly due to the perturbation of the background traffic in the bottleneck router. Most jitter analysis methods [12] [4] [21] are based on Markovian models of the background traffic. However, recent studies [25] [24] [20] [14] on Internet traffic have shown that the aggregate background traffic driven by TCP is long range dependent and selfsimilar. Wavelet analysis [29] [13] also demonstrates that background traffic is monofractal (self-similar) at large [20] . In order to predict the jitter more efficiently and accurately, we applied wavelet analysis to characterize the background traffic and propose an upper bound for the jitter variance of a constant-bit rate connection.
I n d a
The arrangement of this paper is as follows. In the next section, we briefly introduce the wavelet analysis for traffic and show the multifractal behavior of a real traffic trace. In section 3, the background traffic is characterized by the Logscale diagram. An approximation of queue length distribution is derived from properties of wavelets and the Logscale diagram. The upper bound of CBR jitter variance is developed in section 4. Sitnulition and analysis results are demonstrated in section 5. Section 6 contains conclusions and suggestions for future work.
WAVELET ANALYSIS OF THE BACKGROUND TRAFFIC
The wavelet technique is a multi-resolution analysis tool widely used in signal processing and data analysis [7] 
It can be shown that the dj>k and$j2kform an orthonormal basis. X ( t ) has the following representation
For the discrete time process Xi, i = 0 , l ; 2; ..., the discrete wavelet transform can be implemented by the fast pyramidal algorithm [26] . Veitch and Arby [27] developed an asymptotically unbiased and efficient joint estimator for the parameter cy and C ( q $ 0 ) . They also provided a closed-form expression for the covariance matrix of the estimator and showed its accuracy. The Logscale diagram not only demonstrates the long range dependence property of the traffic but also extracts the second order statistics at every time scale. In this paper, we characterize the traffic in terms of the traffic mean rate and the Logscale diagram. With the Logscale diagram, we are able to predict the overflow urobabilitv and the iitter variance at the bottleneck router. A . 
Since the rth moment ofthe Lognormal distribution has probabiliry o f a FIFO qlreue is:
a closed-form:
1: 1~ > 0. (14) 2 4 (18) where K is the maximum octave and 2 K A is the maximum time scale. Figure 4 shows simulation results of the queue length distribution and the upper bound. The simulation result shows that this upper bound provides a good approximation of the steady state queue length distribution. We will apply this result to predict the jitter variance of a CBR traffic at the bottleneck router. this paper. The packet size of the CBR process is set to be small enough so that its mean rate is negligible to the handwidth at the bottleneck link. The statistical property of the background traffic is described by its mean rate m (6yteslA) and the Logscale diagram L, := log, Var [dj] of the wavelet analysis. The delay jitter of CBR is defined as follows: 1v. UPPER BOUND FOR JITTER VARIANCE In this section, we propose an efficient method to predict the jitter variance of a CBR connection based on the Logscale diagram of the hackground traffic at the bottleneck router. Consider the following scenario. In Figure 5 , there is one CBR process sharing the bandwidth and buffer with the background traffic at a FIFO queue. 
We also define An,i as the total arrival bytes of the background traffic in the ith time slots. The duration of each time slot is T := 2ILA sec.
Lemma: Let the current time be t = iT and assume that the current queue length is q ( t ) 2 6 := 2"+'A(C-
Proof: Without loss of generality, let the CBR packets arrive at times 0, T , and 2T, which have queuing delay do, d l and d,, respectively. As shown in Figure 6 , the total arrival bytes of the background traffic in the ith time
is An,i. Since the current length q(0) 2 6 is quite large, it is reasonable to say that the output link is always busy during the Oth and lt'l time slots. Moreover, the buffer size is infinite so that there is no packet loss event. The Lindley equation:
can be simplified as (22) Hence, the packet delay di = q(iT)/C and the interdeparture time is process is Hence, the conditional jitter variance of the CBR On the other hand, if the current queue length is small (q(t) < b), we assume that there is at least one idle server event happening in the next two time slots. The simple relations of eq. (22) and eq. (23) do not hold. Since there is at least one idle event in this period, the sequence of interdeparture times I, and the sequence of packet delays d, can he treated as uncorrelated random sequences respectively. We have the following approximation:
c 2 o<j<n other side has 800 web servers. The server is running HTTP I. 1 protocol and has a Pareto file size distribution with parameters (K=2.3Kbytes, ~1 . 3 ) .
The propagation delay of each server link is uniformly distributed and the mean round-trip time is about 128ms. Note that the mean arrival rate of the web (background) traffic is around 1.2Mbps. we have 
A . Jitter at a FIFO Queue
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B. Jitter at a RED Queue
We replace the FIFO queue by an adaptive RED queue at the bottleneck router. The adaptive RED queue [ 1 I]
[lo] will keep the average queue length located in a desired region by randomly dropping the TCP packets. Since the queue length is in the desired region, the link has a 100% utilization and no idle event happened. Hence, the jitter variance is bounded by equation (26) . Figure 8 shows that the prediction method also provides a tight bound for the jitter variance when a different queuing policy such as RED is employed.
The network topology in our experiment is the simple dumbbell with a single bottleneck link. One side of the bottleneck link consists of 800 web clients, each client sends a web request and has an Exponential think time with mean 50sec after closing the current session. The
VI. CONCLUSIONS
The performance of video and voice streams mainly depends on the delay jitter in the network. Recent studies show that Intemet traffic is multifractal, which can not be 
