We use high-resolution spectral emission line data obtained by the SERTS instrument during three rocket flights to demonstrate a new approach for constraining electron densities of solar active region plasma. We apply differential emission measure (DEM) forward-fitting techniques to characterize the multithermal solar plasma producing the observed EUV spectra, with constraints on the high-temperature plasma from the Yohkoh Soft X-ray Telescope. In this iterative process, we compare line intensities predicted by an input source distribution to observed line intensities for multiple iron ion species, and search a broad range of densities to optimize χ 2 simultaneously for the many available density-sensitive lines. This produces a density weighted by the DEM, which appears to be useful for characterizing the bulk of the emitting plasma over a significant range of temperature. This "DEM-weighted density" technique is complementary to the use of density-sensitive line ratios and less affected by uncertainties in atomic data and ionization fraction for any specific line. Once the DEM shape and the DEM-weighted density have been established from the iron lines, the relative elemental abundances can be determined for other lines in the spectrum. We have also identified spectral lines in the SERTS wavelength range that may be problematic.
INTRODUCTION
Plasma temperatures, densities, and elemental abundances are crucial parameters required to understand and model the solar corona. Despite the fact that differential emission measure (DEM) modeling has been available since the 1960s, most temperature measurements have been made under the assumption that the emitting plasma was isothermal. Recent results, however, imply that this simplification may not apply to as many coronal structures as we once thought. Densities, n e , are usually found from the ratio of intensities of two spectral lines of the same ionization stage of a given element. When an appropriate pair of lines is not available, however, densities are sometimes estimated from observations of the emission measure, EM = n 2 e dl, where the emitting length (l) is determined from an inspection of the image and an assumption about the filling factor. Elemental abundances affect cooling timescales, energetics, pressure balance, and also determine the shape of the radiative loss function. They are tracers of the origins of the solar system, and have been used to track various components of the solar wind, solar energetic particles (SEPs), and coronal mass ejections back to the solar source.
Spectroscopic , SEP (Reames 1995) , and solar wind (von Steiger et al. 2000 (von Steiger et al. , 2010 data suggest that the coronal-to-photospheric abundance ratios of elements with low first ionization potential (FIP < 10 eV) seem to be enhanced relative to those with high FIP (>11 eV). This fractionation probably results from a separation of ions and neutrals. Two different empirical models have been suggested in the literature: (1) low-FIP elements may be enhanced by about a factor of four with respect to their photospheric values while high-FIP elements are the same in the corona and the photosphere (Feldman 1992) , or (2) low-FIP elements may be the same in the corona and the photosphere while high-FIP elements are depleted by about a factor of four with respect to their photospheric values (Meyer 1985) . However, many of the elemental abundance measurements made in the 1980s and 1990s and used to support one or the other of these models were derived with old atomic data and under the assumption that the coronal plasma was isothermal.
In this paper, we take advantage of the improved understanding of the thermal structure of the corona, better multithermal analysis techniques, and most importantly, updated atomic modeling and ionization balance calculations for coronal emission lines. The spectral data from three different active regions observed during the 1993, 1995, and 1997 flights of the Goddard Solar EUV Rocket Telescope and Spectrograph (SERTS-93, SERTS-95, and SERTS-97) were described in detail by Brosius et al. (1996 Brosius et al. ( , 1998 Brosius et al. ( , 2000 . We have used these spectra along with updated atomic physics data from CHIANTI v.7 (Dere et al. 1997; Landi et al. 2012) to derive the DEM for the observed active region plasma. Broadband X-ray filter data from the Yohkoh Soft X-ray Telescope (SXT) were used to constrain the high-temperature end of these DEM distributions. These results were used to derive a DEM-weighted plasma density and to test the new set of "recommended coronal" elemental abundances proposed by , an update of the "hybrid" abundances of Fludra & Schmelz (1999) .
OBSERVATIONS
The SERTS (Neupert et al. 1992 ) payloads were launched on Terrier-boosted Black Brant rockets from White Sands, New Mexico. Each incorporated a grazing incidence Wolter 2 telescope, which formed a real image of the Sun on the entrance aperture of a quasi-stigmatic spectrograph. The aperture allowed spectra to be obtained along a long narrow slit which connected two rectangular lobes, within which spectroheliograms were imaged. In our analysis, SERTS images were used only for coregistration of the SERTS and SXT data; otherwise, only the SERTS slit spectra of the active region targets were considered.
In each of the three flights (see Brosius et al. 1996 Brosius et al. , 1998 Brosius et al. , 2000 , the instrument included a multilayer-coated toroidal diffraction grating which enhanced the instrument sensitivity over a portion of the spectrum as compared with that of a standard gold grating (such as that used in the 1989 SERTS flight). SERTS-93 and SERTS-97 used the same multilayercoated grating, which enhanced the first-order response around 300 Å by up to a factor of nine over a gold grating. SERTS-95 used a different grating, which enhanced the sensitivity of the second-order wave band (171-225 Å), producing greatest sensitivity in the range ∼182-208 Å.
SERTS-93 was launched on 1993 August 17 at 1800 UT and recorded spectrographic data between 100 and 492 s after launch. Spectra were obtained from 235 to 450 Å; the measured instrumental FWHM resolution varied in a known way along the slit and was typically ∼55 mÅ; spatial resolution was ∼5 arcsec. An active region spectrum with 65 prominent lines was obtained from an average of the 163 arcsec portion of the slit that bisected Active Region (AR) 7563 (at heliographic coordinates S01 W15); the slit was roughly parallel to the direction of the loops.
SERTS-95 was launched on 1995 May 15 at 1800 UT and recorded spectrographic data for nearly 7 minutes. The FWHM spectral resolution was ∼30 mÅ in second order (171-225 Å) and ∼55 mÅ in first order (235-335 Å); the spatial resolution was ∼5 arcsec. A spectrum was obtained for AR 7870 (at N09 W22), by averaging the spectra over a 226 arcsec portion of the slit that bisected the region; in this case, the slit was approximately perpendicular to the direction of the loops and crossed near the loop tops. Over 100 lines were identified in the spectrum.
SERTS-97 was launched on 1997 November 18 at 1935 UT and recorded spectrographic data for nearly 400 s. The FWHM spectral resolution was 115 mÅ; the spatial resolution was ∼7 arcsec. A spectrum was obtained for AR 8108 (at N21 E18) by averaging over a 221 arcsec segment of the slit covering the region. The spectrum included 95 emission lines-52 identified spectral lines plus 43 weaker features that correspond to blends or have uncertain identification.
The SXT images are taken in broadband soft X-rays (approximately 2-60 Å). Details of the instrument and operation modes can be obtained from the paper by Tsuneta et al. (1991) ; the Yohkoh Analysis Guide (www.lmsal.com/SXT/) documents much of the available software for data reduction and analysis. Also, please see the Yohkoh Legacy data Archive (ylstone.physics.montana.edu/ylegacy/). SXT provided cotemporal high-temperature (>2 MK) images of the targeted active regions. The data were co-registered by the SERTS team. For SERTS-93, they used partial-frame, high-resolution (2.455 arcsec pixel) images in three filters: 
ANALYSIS
In this paper, we analyze active region data obtained simultaneously by SERTS and SXT. The SERTS iron lines used in this analysis are listed in Table 1 and the non-iron lines are listed in  Table 2 . These data, including the line identifications and wavelengths, are from the original SERTS papers by Brosius et al. (1996 Brosius et al. ( , 1998 Brosius et al. ( , 2000 . If a line appeared in more than one data set, we listed the wavelength from Brosius et al. (2000) . The uncertainty of the line centroid is typically less than 10 mÅ for most lines (Brosius et al. 1996) . We have also listed the wavelengths from CHIANTI v.7 for comparison. By themselves, the available SERTS data do not constrain higher temperature active region plasma. The SERTS wavelength range does include higher temperature flare lines, but none of them were detected for these active regions, and the signal-to-noise level was not high enough to use the absence of the lines as a significant hightemperature constraint. Combining SXT data with the SERTS data provides the constraint on the high-temperature end of the DEM curve which is typically poorly defined in studies using EUV data alone.
Although the majority of the SERTS emission lines have significantly cooler temperature response than that of the dominant SXT response, there is sufficient overlap of temperature sensitivity to permit consistency checks between the SERTS and SXT analyses. So, the combined data set is able to yield a reliable multithermal analysis over the range (1-10 MK) needed to adequately characterize the thermal distribution of coronal plasma in the observed active regions.
The SXT response functions are computed by folding a synthetic solar spectrum through the measured effective area for each of the five different filters. Standard SXT analysis was done with the ionization balance calculations of Arnaud & Rothenflug (1985) and Meyer (1985) coronal abundances. Standard SERTS analysis, however, used Arnaud & Raymond (1992) ionic fractions for iron and Feldman (1992) abundances. Schmelz et al. (1999) showed that the choice of abundance normalization and/or ionization fraction used in the SXT analysis can severely affect models of the coronal plasma that require the temperature or emission measure distribution. Given the sensitivity of the SXT filter responses to the change in elemental abundance normalization and iron ionization fractions, joint use of the SXT and SERTS data requires that the SXT response functions and the SERTS contribution functions be generated with the same set of elemental abundances and ionization fractions. For the multithermal analysis presented in this paper, we adopted the ionization fractions of Bryans et al. (2009) , which the CHIANTI team has recalculated with a temperature resolution of log T = 0.05. For our initial best guess of the elemental abundances, we have adopted the recommended coronal abundance set of .
Method
We use two different DEM methods in our multithermal analysis. The first, DEM_manual (Schmelz et al. 2011a (Schmelz et al. , 2011b , is a forward-fitting technique with a manual manipulation of the DEM. The best fit is determined from a χ 2 minimization of the differences between the observed and predicted line fluxes. The main advantages of this method are that no smoothing is required beyond that imposed by the temperature resolution of the spectral line contribution functions or SXT response functions. Also, no a priori shape (Gaussian or double Gaussian, for example) is imposed on the final DEM curve. The main disadvantage of DEM_manual is that it is not usually possible to explore a broad parameter space, so families of solutions might be missed. Our second DEM method is xrt_dem_iterative2, a program first developed (Weber et al. 2004 ) and tested (Schmelz et al. 2009 ) for XRT data alone, but now applied more generally (see, e.g., Schmelz et al. 2010; Winebarger et al. 2011) . The routine employs a forward-fitting approach where a DEM is guessed and folded through each response to generate predicted fluxes. This process is iterated to minimize χ 2 for the predicted-to-observed flux ratios. The DEM function is interpolated using N i − 1 splines, representing the degrees of freedom for N i observations. This routine uses Monte Carlo iterations to estimate errors on the DEM solution. For each iteration, the observed flux in each line/filter was varied randomly and the program was run again with the new values. The distribution of these variations was Gaussian with a centroid equal to the observed flux and a width equal to the uncertainty.
The intensity for each spectral line observed by SERTS is proportional to
where A is the elemental abundance, G(T ) is the contribution function (erg cm 3 s −1 ) from CHIANTI, and DEM is the differential emission measure (cm −5 K −1 ). The intensity for each SXT filter is proportional to Resp(T )×DEM(T )ΔT , where Resp(T ) is the response function (DN s −1 pixel −1 per unit emission measure) calculated from the instrument effective areas available in SolarSoft and the CHIANTI synthetic solar spectrum with the same abundance and ionization equilibrium assumptions used for the spectral lines. Note that the SERTS and SXT data do not have to be converted to the same units, as long as the proper contribution and response functions are used.
The DEM curves in Figure 1 were constructed using only the SERTS iron lines (Table 1 ) and the SXT broadband filter data, which depend strongly on the strengths of the iron lines in the synthetic spectrum that is folded through the effective area of each filter. These curves were constructed with DEM_manual. Figure 2 shows the comparison of the DEM_manual curve in black and the Monte Carlos from xrt_dem_iterative2 in red. This plot is made with the SERTS-97 data set only, but the results apply more generally to SERTS-93 and SERTS-95. Both the agreement between the different methods and the tightness of the Monte Carlos are encouraging, showing that the DEM shape is indeed determined by the data. Integrating over the coronal temperature range for the curves in Figure 1 , we find that the total column emission measure is EM = 1.2 × 10 28 cm −5
for SERTS-93, EM = 2.8 × 10 28 cm −5 for SERTS-95, and EM = 1.5 × 10 28 cm −5 for SERTS-97. Figure 3 shows results for the SERTS-95 data using xrt_dem_iterative2. The DEM in the top panel uses the SERTS iron lines only (without SXT). The Monte Carlos begin to deviate above log T = 6.6, indicating that the DEM is not well constrained by the data. The bottom panel shows the improvement when SXT data are included in the analysis. The distribution of Monte Carlos is tight, even at high temperatures, indicating that the DEM is now well constrained. In the following analysis, we use the DEM results obtained with the combination of the SERTS iron lines and the SXT data.
Deriving the Electron Density from DEM Analysis
The density is a key parameter of the coronal plasma, essential for trying to understand the fundamental physics of complex phenomena such as coronal heating and loop dynamics. Plasma densities are usually determined from the ratio of intensities of two spectral lines, ideally from the same element and ionization state to avoid having to know the elemental abundances and the ionization fractions. For example, Brosius et al. (1996) used this line-ratio method to calculate the electron density for the core of AR 7563 from several pairs of iron lines observed during SERTS-93. Their results showed a wide range of densities (1.5 × 10 9 to 2.0 × 10 10 cm −3 ), even within the same ion species (Fe xiii) where one might expect more consistency in the absence of systematic uncertainties in the atomic data.
The plots in Figure 4 represent the SERTS-93 data set only, but the results apply more generally to SERTS-95 and SERTS-97 as well. These panels show the predicted-to-observed intensity ratios for each of the iron lines listed in Table 1 , for three different adopted values of the plasma electron density. The black stars represent spectral lines that are not sensitive to density changes (in this range), the blue squares represent lines whose predicted-to-observed intensity ratio decreases with increasing density, and red diamonds represent lines whose predicted-to-observed intensity ratio increases with increasing density. In the top plot (n e = 2 × 10 8 cm −3 ;χ 2 = 15.9), the squares are too high and the diamonds are too low; the reverse is true for the bottom plot (n e = 2 × 10 10 cm −3 ;χ 2 = 11.1). The middle plot (n e = 2 × 10 9 cm −3 ;χ 2 = 2.7) gives the best match of predicted-to-observed intensities for the three densities tested. The best-fit densities using this method are n e = 2.2 × 10 9 cm −3 withχ 2 = 2.3 for SERTS-93, n e = 2.9 × 10 9 cm −3 withχ 2 = 7.4 for SERTS-95, and n e = 2.3 × 10 9 cm −3 withχ 2 = 1.5 for SERTS-97.
Using these densities, the total column emission measure calculated in the previous subsection, and assuming a path length of (1) ∼2 × 10 9 cm, a typical loop width, or (2) ∼2 × 10 10 cm, a typical loop height (Bray et al. 1991) , we can calculate the geometric density, n g , and the resulting filling factor for each SERTS observation: (1) n g = 2.4 × 10 9 cm −3 and ff = 1.1 for SERTS-93, n g = 3.7 × 10 9 cm −3 and ff = 1.3 for SERTS-95, and n g = 2.8 × 10 9 cm −3 and ff = 1.2 for SERTS-97. (2) n g = 7.8 × 10 8 cm −3 and ff = 0.35 for SERTS-93, n g = 1.2 × 10 9 cm −3 and ff = 0.41 for SERTS-95, and n g = 8.7 × 10 9 cm −3 and ff = 0.38 for SERTS-97. This illustrates the problem with the geometric method: it depends strongly on the estimate of the path length, a parameter which is not easy to pin down. For typical values, the filling factor can range from ∼30% to 40% up to one, within the uncertainties. These values are consistent with the range of filling factors for active regions present in the literature.
Our approach for constraining the density seemed promising for SERTS-93 (Figure 4 ) and SERTS-97, but the agreement between the observed and predicted values for some iron lines in the SERTS-95 data set was so bad that we would never get close to an acceptable value forχ 2 if we used all the available lines. A number of line predictions might well be inaccurate because of problems with the atomic data or ionization fraction and there might be systematic errors for observed intensities with poor signal to noise. Therefore, we investigated the following possibility: could we get an acceptable fit for a single density by successive elimination of lines with the greatest predictedto-observed discrepancies from the derived DEM? If we could Table 1 . The points are plotted in temperature order for different values of the electron density: (a) n e = 2 × 10 8 cm −3 andχ 2 = 15.9, (b) n e = 2 × 10 9 cm −3 andχ 2 = 2.7, and (c) n e = 2 × 10 10 cm −3 andχ 2 = 11.8. The black stars represent spectral lines that are not sensitive to density changes (in this range), the blue squares represent lines whose predicted-to-observed intensity ratio goes down as density increases, and red diamonds represent lines whose predicted-to-observed intensity ratio goes up as density increases. (A color version of this figure is available in the online journal.) achieveχ 2 1 while keeping adequate temperature coverage with a sufficient number of density-sensitive lines, that would allow us to estimate 1σ uncertainties on the density by finding the density values for which the total χ 2 increased by unity from the best-fit value (i.e., Δχ 2 = χ 2 min + 1; see, e.g., Bevington & Robinson 1992, pp 144-147) .
The results of this approach for the SERTS-95 data are shown in Figure 5 . The dotted curve shows the initialχ 2 distribution where we used all available iron lines, the dot-dashed curve shows the changes if we remove lines for which the predictedto-observed intensity ratio was >5σ from unity, the dashed curve shows the changes if we remove lines for which the predicted-to-observed intensity ratio was >3σ from unity, and the solid curve shows the final distribution where we remove even those lines with predicted-to-observed intensity ratios that were >2σ from unity. This method left adequate coverage for fitting density over the temperature range 6.0 log T 6.4. The best-fit density is given by the lowest point in the solid curve. The density for the SERTS-95 data set obtained using this method is n e = (6.9 +26.
−5.2 ) × 10 9 cm −3 . As noted above, the quoted uncertainties are 1σ and correspond to an increase of one in Δχ 2 . There is no a priori reason to think that all the EUV/X-ray emission from the core of a given active region would come from loops with a single mean electron density across a broad temperature regime. Rather, these DEM-weighted values are exactly those densities responsible for the bulk of the observed emission. Because the method uses a large number of spectral lines simultaneously, it is not heavily biased by potential atomic data uncertainties in any given line ratio. We suggest that determining the DEM-weighted density might be a powerful density diagnostic tool, complementary to the standard lineratio method. In addition, DEM forward-fitting may provide a straightforward method to estimate realistic uncertainties. Figure 6 shows the predicted-to-observed intensity ratios for the SERTS-93 lines. The top panel shows the iron lines, the middle panel shows the non-iron lines with Schmelz et al. (2012) abundances, and the bottom panel shows the non-iron lines with Plots ofχ 2 as a function of electron density for SERTS-95. The dotted curve shows the initialχ 2 distribution, the dot-dashed curve shows the changes if we remove lines where the predicted-to-observed intensity ratio was >5σ from unity, the dashed curve shows the changes if we remove lines where the predicted-toobserved intensity ratio was >3σ from unity, and the solid curve shows the final distribution where we remove lines where the predicted-to-observed intensity ratio was >2σ from unity. The minimum in the solid curve represents the best-fit density, where theχ 2 has dropped to ∼1. There are many SERTS detections that are <3σ in significance. These are labeled with a "1" in the last column of Tables 1 and 2. Lines that are blended are labeled with a "2" and are not used in the DEM analysis. Lines where the predicted-toobserved intensity ratios are >5σ lower than unity are labeled with a "3" and lines where the predicted-to-observed intensity ratios are >5σ higher than unity are labeled with a "4." Adjusting the DEM curve, the electron density, or the elemental abundance did not improve the fit. The problems with these lines may result from unidentified blends or poor signal to noise. There are also two Fe xvii lines where the differences between the observed and predicted values for the intensity are so large that we suspect that these lines may be misidentified, blended, or require improved atomic data. These lines were also excluded from the DEM analysis.
Problematic Lines and Uncertainties
The notes column of Tables 1 and 2 shows that there is only one line labeled with a "4," the Fe xiv line at 219.121 Å observed as part of SERTS-95. It is a relatively strong, well-detected line and appears to be properly identified. A high predicted-toobserved intensity ratio could result from resonance scattering, but this seems unlikely (see, e.g., Brickhouse & Schmelz 2006) . A more plausible explanation may be related to the density sensitivity since it does not appear to agree with the results of the other SERTS-95 Fe xiv lines. Many more lines, however, are labeled with a "3" in the notes column indicating that the predicted-to-observed intensity ratios are too low. This implies that the problem may be either missing lines (unknown blends) or missing flux from processes that are not yet accounted for. This problem is more prevalent for the SERTS-95 lines, perhaps because this wavelength range is not as well studied.
Relative Elemental Abundances
We were interested in seeing how well the three DEM curves in Figure 1 , created with iron lines alone, predicted the intensities for the non-iron lines. Initially, the unadjusted abundance values (relative to the iron abundance) from were used for each separate SERTS data set. The results of the analysis are shown in the three middle panels of Figures 6-8. We discuss each element separately below.
Magnesium. The DEM curves optimized for the iron lines do a good job of reproducing the magnesium line intensities. There is one caveat, however. Many of the lines considered here are from the Mg v-Mg viii ionization stages, with peak formation temperatures of log T = 5.5-5.9. We have to bootstrap the iron-only DEM curves to slightly lower temperatures. As a result, there is some uncertainty in the exact placement of the low-temperature end of the DEM curve, and therefore, the exact value of the magnesium abundance required to bring the observed and predicted values for the intensities into agreement. There is, however, Fe x-Mg ix overlap for SERTS-93, each with a peak formation temperature of log T = 6.0, as well as Fe viii and Fe ix in SERTS-95. In summary, the SERTS data give us no reason to think that the recommended abundance value for magnesium from needs to be adjusted.
Aluminum. The Al x line at 332.784 Å is the only aluminum line observed, but it is listed in all three data sets. There are two strong detections: 8σ in SERTS-93 and 6.2σ in SERTS-97. The SERTS-95 detection is only 4σ . The line has a peak formation temperature of log T = 6.10, so its predicted intensity is well constrained by the iron-line DEMs. The SERTS-93 aluminum abundance needs to be reduced to 64% ± 10% of the recommended value in order to minimize χ 2 , whereas the SERTS-95 value must be increased to 190% ± 70%. The 1997 value is consistent with the recommended Figure 6 . Predicted-to-observed intensity ratios for the spectral lines observed by SERTS-93. Top: the iron lines only; middle: the non-iron lines with the abundance normalization of ; and bottom: the non-iron lines with the abundance values adjusted to best match the total SERTS data set.
abundance. Strictly speaking, the SERTS results themselves are not mutually consistent. However, we hesitate to draw strong conclusions based on a single line, and do not necessarily consider this difference to be the result of abundance variability.
Silicon. There were more lines of silicon than of any other element except iron, with 11, four, and nine usable lines in the SERTS-93, -95, and -97 data sets, respectively. These silicon lines were produced from a variety of ionization stages from Si viii to Si xi, with a range of peak formation temperatures of log T = 5.9-6.2. The iron-only DEM curves do a good job of constraining all of these except for the SERTS-93 and -97 Si viii, but these were both bootstrapped using cooler magnesium lines (see above). The SERTS-93 and -97 data indicate that the silicon abundance should be lowered to 85% ± 10 % and 75% ± 10 % of the recommended value, respectively. The four SERTS-95 silicon lines do not agree with the scaling or with each other. We suspect that the SERTS-95 Si viii 214.76 Å line and the Si x 261.04 Å line may be blended with lines that are not yet part of the CHIANTI database. If we eliminate these lines from our analysis, our results indicate that the silicon recommended abundance should be lowered to ∼85% of its current value.
Sulfur. The elemental abundance of sulfur is notoriously difficult to pin down because it (along with phosphorus) is the so-called intermediate-FIP element. Two SERTS-95 S xi lines at 247.14 and 281.36 Å are consistent with unidentified blends and inconsistent with the results of the other sulfur SERTS lines. If we eliminate these lines from our analysis, our results indicate that the recommended sulfur abundance of is too high, and should be lowered to ∼65% of its current value.
Argon. Argon is the only high-FIP element in the data set. The only detections were from SERTS-95, and two of these were eliminated because they were weak ( 3σ detection). The best-fit abundance (102 ± 33) for the single remaining line is consistent with the recommended value of but does not tightly constrain it.
Calcium. There is one weak (<3σ ) Ca vii line in the SERTS-97 data set and four lines formed at higher temperatures in the SERTS-95 data set. The Ca xiv line is not in the CHIANTI database and the Ca xvii is blended. The remaining Ca xiv and xv lines are 5σ detections, but Figure 7 shows that the predicted-to-observed intensity ratio for the first is high and the second is low. The available SERTS calcium data do not appear to present a viable case for changing the recommended value of .
Nickel. The nickel lines from SERTS-93 and SERTS-95 are consistent with the recommended abundance value, with best-fit results of 106% ± 10% and 87% ± 16%, respectively.
Chromium. There are two chromium lines in the SERTS-93 data set and one in the SERTS-97 data set. All are consistent with the recommended value.
Manganese. There is one Mn xv line in the SERTS-93 data set. had no results for manganese itself, but if we apply their algorithm for low-FIP elements to manganese, we find that the resulting abundance value is consistent with the SERTS data (see Figure 6 ).
DISCUSSION

Comparison of Forward-fitting with Inverse DEM Curves
The differences between our SERTS-93 DEM curve in Figure 1 and the distribution published originally by Brosius et al. (1996, see their Figure 8(a) ) were discussed in detail by Schmelz et al. (1999) and are summarized here. Both analyses used the same SERTS data, but the normalizations and the shapes of the two resulting curves are distinctly different. In our analysis, the normalization of the curve conforms to the definition of DEM as n 2 e dl/dT ; in addition, we have used the recommended coronal abundances of instead of the old values of Feldman (1992) . The main difference in the shapes of the two curves can be attributed to our use of cotemporal data from three SXT broadband filters (thin Al, AlMgMn, and thick Al) as a high-temperature constraint (see Schmelz et al. 1999 ). The Fe xv and Fe xvi SERTS lines as well as the Ni xviii lines were in agreement with the SXT data. The predicted-to-observed ratios of the two weak Fe xvii lines at 347.8 and 350.5 Å, however, were still too low by more than a factor of two and would have required an unrealistically large cross-calibration correction factor to bring them into agreement. Since this discrepancy could not be attributed to statistical or systematic uncertainties, Schmelz et al. (1999) suggested that the atomic physics for these lines be reexamined.
There is no DEM curve for the SERTS-95 data published previously by the SERTS team or-to the best of our knowledge-by anyone else, to compare with our DEM curve. Our curve, shown by the dashed line in Figure 1 , is well covered from log T = 5.9-6.4, by multiple lines from each ionization stage of iron from Fe ix through Fe xvi inclusive. There are also two Fe viii lines, but one is blended and one is a <3σ detection, so extending the DEM curve to lower temperatures is problematic. As in the SERTS-93 case, plasma at higher temperatures is nicely constrained by the SXT broadband filter data (see Figure 3) .
For the SERTS-97 data, after we adjusted the normalization of the DEM curve obtained by Brosius et al. (2000) as discussed above for the SERTS-93 data, our respective distributions are essentially identical for temperatures above log T = 5.8 (cf. their Figure 4 and the dash-dotted line in our Figure 1 ). We attribute this agreement to the fact that Brosius et al. chose not to use the discrepant Fe xvii lines at 347.8 and 350.5 Å mentioned above in their SERTS-97 DEM analysis. This agreement is encouraging since their method uses an automated inversion and ours uses two different forward-fitting approaches, and there have not been many direct comparisons of DEM curves from the two methods for real data published in the literature. Figure 1 shows that different active regions have different DEM shapes (in addition, see Warren et al. 2012; Schmelz & Pathak 2012) . The agreement between the results from DEM_manual and xrt_dem_iterative2 as well as the older inversion results (where available) described above gives us confidence that the SERTS plus SXT data together provide a robust determination of the curve, and that the differences are not attributable to possible idiosyncrasies in the DEM methods. Some of these differences are most likely related to the core heating of the region, whether it is steady (Winebarger et al. 2011) or nanoflare (Tripathi et al. 2011) heating, for example. With these new DEM techniques and the improved atomic data available in CHIANTI v.7, we expect to make significant progress in obtaining the more accurate physical quantities needed to understand such important physical phenomena as active region heating.
Absolute Elemental Abundances
From a survey of absolute coronal abundance values published in the literature, found that the abundances of elements with low FIP were enhanced over the photospheric values reported by Caffau et al. (2011) and Lodders et al. (2009) by a mean value of 2.14 ± 0.46 (rather than the factor of four proposed by Feldman 1992) ; and the abundances of high-FIP elements were depleted by a mean factor of 0.71 ± 0.14 (rather than 0.25 as proposed by Meyer 1985) . The resulting set of recommended coronal abundances of is approximately the geometric mean of the Feldman (1992) and the Meyer (1985) abundance sets.
Absolute abundances in the corona are still a subject of some controversy. For example, the measured differences between Raymond et al. (1997) and Feldman et al. (1998) for streamer abundances may be the result of gravitational settling. The different iron abundance values obtained by White et al. (2000) using Solar and Heliospheric Observatory CDS iron lines and thermal bremsstrahlung emission from the hydrogen continuum measured by the Very Large Array (VLA) are a factor of two higher than those of Zhang et al. (2001) who did a similar analysis using EIT and the VLA. These results relied heavily on the instrument cross-calibrations, but there is no way to tell which was right (or even which was better.) The one thing we seem to know for certain is that coronal abundances differ from their photospheric counterparts in a way that depends primarily on FIP, although under certain conditions, additional physical mechanisms may need to be taken into account (see, e.g., Schmelz 1993) .
There is also evidence for abundance variability in flares (e.g., Sylwester et al. 1984) , from active region to active region (e.g., Strong et al. 1988) , and between and within different kinds of coronal structures (e.g., Widing & Feldman 1989) . Some of the apparent variations reported in these older papers might be attributable to instrument calibration problems, atomic physics uncertainties, or temperature effects. A deeper understanding of these possible variations might result from our improved understanding of the thermal structure of the corona, better multithermal analysis techniques (e.g., DEM_manual and xrt_dem_iterative2, with high-and low-temperature constraints as appropriate), and most importantly, updated atomic modeling for coronal emission lines now available in CHIANTI v.7. In fact, we tried to do this very analysis of SERTS plus SXT data about 10 years ago with atomic data from CHIANTI v.2 and the cruder DEM techniques we had available at the time. The results were sufficiently disappointing that we put the project on hold until about six months ago.
Although it is impossible to provide a single model satisfying all observations, and although it is vital to account for the possibility of abundance variability, it is often useful to begin a new research project (like this one) with a given set of abundances. The results presented here support use of the recommended coronal abundances of , which were derived from work by several groups using various types of data from different instruments on numerous spacecraft, as the default values in future investigations.
FIP Effect
The SERTS results reported herein suggest that two small changes might need to be made to the coronal abundance values. Silicon could be lowered to ∼85% of its current value, which is within the 1σ uncertainty. Sulfur, on the other hand, might need to be lowered to ∼65% of its current value. The lower sulfur abundance is consistent with the spectroscopic measurements from Veck & Parkinson (1981) and Fludra & Schmelz (1999) , but at odds with the SEP data from Reames (1995) and the solar wind data from von Steiger et al. (2000 Steiger et al. ( , 2010 . Abundance results for this intermediate-FIP element are difficult to pin down, and further analysis will be required to sort out this problem.
One thing the SERTS data do not provide, however, is strong observational evidence of the traditional FIP step, i.e., that the coronal-to-photospheric abundance ratios of low-FIP elements seem to be enhanced relative to those of high-FIP elements. This is because the only high-FIP coronal detections in the data sets were of the argon lines from SERTS-95, which were simply too weak to provide strong constraints on the coronal abundance. The other SERTS high-FIP detections were for transition region lines of neon and oxygen. These lines were too cool to be included in our DEM analysis, which was constrained by the SERTS iron lines (Table 1 ) and the SXT data. Strong coronal lines from high-FIP elements tend to have higher energies than the SERTS lines, so future joint EUV-Xray spectroscopy observations would be required to address this issue satisfactorily.
CONCLUSIONS
We have used the set of recommended coronal abundances from for our multithermal analysis of active region data. We feel that these abundances provide the best default characterization of the low corona when specific information on the composition of the coronal plasma under study is lacking. It gives the mean values of a large number of spectroscopic, particle, and solar wind observations from many different sources, and it typically reduces the uncertainties by a factor of two from either extreme of the two standard coronal abundance sets (Meyer 1985; Feldman 1992) . The absolute normalization of the abundances is critical for determining the amount of emitting plasma, the radiative losses, and all of the physics depending on those quantities (such as the heating requirements and the energy budget).
We have used two iterative forward-fitting techniques to determine the DEM for the core structures in three active regions, using high-resolution EUV spectra from three SERTS rocket flights, in conjunction with high-temperature constraints from cotemporal broadband soft X-ray data from Yohkoh SXT. Elemental abundance uncertainties were not a major factor in deriving the shape of the distribution because we chose to work only with iron lines in the SERTS data, and iron lines dominate the SXT filter responses at active region temperatures.
For the radiometrically calibrated SERTS-97 spectrum, the DEM curve we obtained with forward fitting is virtually identical to the curve derived from an inversion method by Brosius et al. (2000) , for temperatures above log T = 5.8. This agreement is encouraging, especially since there have been few direct comparisons of DEM curves obtained from the two methods for real data published in the literature.
For each set of active region spectra, we were able to establish a characteristic electron density of the emitting plasma in the temperature range 6.0 log T 6.4 from the DEM-weighted density technique. We considered electron densities ranging from 10 8 to 10 10 cm −3 and found that the lowestχ 2 values were achieved with n e = 2.2 × 10 9 cm −3 withχ 2 = 2.3 for SERTS-93, n e = 2.9 × 10 9 cm −3 withχ 2 = 7.4 for SERTS-95, and n e = 2.3 × 10 9 cm −3 withχ 2 = 1.5 for SERTS-97. In each case, an electron density significantly higher or lower than this best value made it increasingly difficult to derive an emission measure distribution with good agreement between theoretical and observed line intensities. We went one step further for SERTS-95, which had a number of bad results. We systematically eliminated these lines until we could getχ 2 ∼ 1, giving n e = (6.9 +26 −5.2 ) × 10 9 cm −3 .
