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Resumo
Neste trabalho apresentamos resultados sobre o fluxo de curvatura média, Gauss e
harmônica de superfícies de revolução sujeito a condições de fronteira do tipo Dirichlet,
Neumann ou singular. Soluções de alguns dos fluxos de curvatura com alguma destas
condições de fronteira ou se anulam em tempo finito ou existem globalmente no tempo
convergindo a um segmento de reta.
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Abstract
In this thesis we present results on mean curvature flow, Gaussian curvature flow
and harmonic mean curvature flow subject to boundary conditions of Dirichlet type,
Neumann or singular. Solutions to some of curvature flows with some of these boundary
conditions quench in finite time or exist globally in time and converge to a straight
line.
x 
xi
Notações
• C(D), espaço das funções reais contínuas em D.
• Cn(D), espaço das funções que possuem todas as derivadas até ordem n contínuas
em D.
• Cm,n(D), espaço das funções que possuem todas as derivadas até ordem m com
relação a primeira variável contínuas em D e todas as derivadas até ordem n com
relação a segunda variável contínuas em D.
• H l(Ω) é o espaço de Banach cujos os elementos são funções u contínuas em Ω
com derivadas até a ordem [l] contínuas e
| u |(l)Ω = 〈u〉(l)Ω +
[l]∑
j=0
〈u〉(j)Ω <∞,
〈u〉(0)Ω =| u |(0)Ω = max
Ω
| u |<∞,
〈u〉(j)Ω =
∑
(j)
| Djxu |(0)Ω <∞,
〈u〉(l)Ω =
(l)∑
Ω
=
∑
(l)
〈D[l]ux 〉l−[l]Ω <∞.
• H l,l/2(Ω× (0, T )) é o espaço de Banach de todas as funções contínuas u(t, x) em
QT = Ω× (0, T ) que tem todas as derivadas DrtDsx contínuas para 2r + s < l e
| u |(l)QT= 〈u〉
(l)
QT
+
[l]∑
j=0
〈u〉(j)QT <∞,
〈u〉(0)QT =| u |
(0)
QT
= max
QT
| u |<∞,
xii
〈u〉(j)QT =
∑
2r+s=j
| DrtDsxu |(0)QT<∞,
〈u〉(l)QT = 〈u〉
(l)
x,QT
+ 〈u〉(l/2)t,QT <∞,
〈u〉(l)x,QT =
∑
2r+s=[l]
〈DrtDsxu〉(l−[l])x <∞,
〈u〉(l/2)t,QT =
∑
0<l−2r−s<2
〈DrtDsxu〉t,QT <∞,
〈u〉(α)x,QT = sup
((x,t),(x′,t)∈QT ,|x−x′|≤ρ0
| u(x, t)− u(x′ , t) |
| x− x′ |α <∞, 0 < α < 1,
〈u〉(α)t,QT = sup
((x,t),(x,t′)∈QT ,|t−t′|≤ρ0
| u(x, t)− u(x, t′) |
| t− t′ |α <∞, 0 < α < 1.
• Para α ∈ (0, 1], H2+α(Ω× (0, T )) = {u | | u |2+α<∞}, onde
| u |2+α; Ω =
∑
β+2j≤2
sup
Ω
| DβxDjt | +[u]2+α + 〈u〉2+α,
com
[u]2+α =
∑
β+2j=2
sup
X 6=Y
| DβxDjt (X)−DβxDjt (Y ) |
| X − Y |α ,
onde | X |= max{| x |, | t | 12} e
〈u〉2+α = sup
(x,t)6=(x,s)
| Dxu(x, t)−Dtu(x, s) |
| t− s | 1+α2 .
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Capítulo
1
Introdução
1.1 História e Motivações
Sejam Mn, n ≥ 1, uma variedade Riemanniana n−dimensional e F0 : Mn −→ Rn+1
uma imersão suave deMn em uma hipersuperfície no espaço Euclidiano Rn+1. Dizemos
queM0 = F0(Mn) evolui através de um fluxo de curvatura se existe uma família F (t, .)
de imersões suaves, com hipersuperfícies correspondentes Mt = F (t, .), satisfazendo
∂F
∂t
(t, p) = −f(t, p)ν(t, p), p ∈Mn,
F (0, .) = F0,
(1.1)
onde f(t, p) e ν(t, p) são respectivamente alguma curvatura e vetor normal exterior à
hipersuperfície Mt em F (t, p).
Definindo por λ1, . . . , λn as curvaturas principais da hipersuperfície Mt, temos que
quando
f = f(λ1, . . . , λn) = −H = −λ1 + · · ·+ λn
n
o problema (1.1) é chamado de fluxo de curvatura média, quando
1
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f = f(λ1, . . . , λn) = −K = −λ1. . . . .λn
o problema (1.1) é chamado de fluxo de curvatura de Gauss, quando
f = f(λ1, . . . , λn) = − 1
H
o problema (1.1) é chamado de fluxo de curvatura média inversa e quando
f = f(λ1, . . . , λn) = −K
H
o problema (1.1) é chamado de fluxo de curvatura média harmônica.
Tais fluxos de curvatura tem sido estudados por muitos autores. Nesta seção iremos
apresentar alguns resultados conhecidos sobre eles e o que motivou a estudá-los.
1.1.1 Fluxo de curvatura média
Uma motivação para este tipo de fluxo é encontrada em [9], em que é estudada uma
superfície que se encontra entre os estados físicos, líquido e sólido, movendo-se a uma
velocidade v proporcional a curvatura média. Se esta superfície for convexa, então em
[51], foi mostrado que permanece convexa para todo tempo, e se encolhe a um ponto.
Entretanto, uma superfície não convexa pode se dividir em outras duas. Por exemplo,
quando constituída de duas esferas grandes e um tubo ligando-as, um haltere. Em [44]
foi mostrado que as duas esferas encolhem mais devagar do que o tubo que as liga.
Em [19] e [29], os autores estudaram o fluxo de curvatura média em superfícies de
revolução. Este fluxo neste tipo de superfície se reduz a uma equação de evolução em
uma dimensão. Desta forma, os autores nestes trabalhos conseguiram descrever em de-
talhes como a evolução de superfícies via fluxo de curvatura média ocorre. Uma solução
u da equação de evolução que representa o fluxo de curvatura média em superfícies de
revolução existe até um tempo finito T, com u(t, x) → 0 quando t → T− somente em
um único ponto x e com alguma de suas derivadas explodindo neste ponto.
Em superfícies mais gerais, Huisken provou em [51] que a forma limite de uma
superfície inicial convexa é a de uma esfera quando a evolução se dá pelo fluxo de
curvatura média. Extraímos o seguinte teorema de [51].
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Teorema 1.1. Seja n ≥ 2 e suponhamos que os autovalores da segunda forma fun-
damental de M0 são estritamente positivos. Então, a equação de evolução (1.1), com
f = H, tem uma solução suave em um intervalo de tempo finito 0 ≤ t < T que converge
a um ponto P quando t→ T.
1.1.2 Fluxo de curvatura de Gauss
Em [33], o fluxo de curvatura de Gauss foi estudado com a motivação de que este modela
a mudança no formato de uma pedra ao se chocar contra uma superfície. Supõe que
a pedra é sujeita a colisões em todas as direções com intensidade uniforme. Neste
artigo o autor conjectura que, independentemente da forma inicial, a forma limite seria
a de uma esfera. Tal conjectura foi provada em [5] usando idéias de [79] que prova
a existência, unicidade e convergência de uma hipersuperfície convexa fechada a um
ponto. O seguinte teorema foi demonstrado em [5].
Teorema 1.2. SejaM0 = x0(M) uma superfície em R3 compacta, suave e estritamente
convexa, dada por um mergulho x0. Então, existe uma única solução suave {Mt =
x(M, t)} da equação (1.1), caso f = K, para t ∈ [0, T ), onde T = V (M0)
4pi
e V (M0) é
o volume da região formada por M0. Além disso as superfícies Mt são estritamente
convexa e converge a um ponto q ∈ R3 quando t→ T.
Em superfícies de revolução, Jeffres prova em [61], que independentemente da con-
vexidade de uma superfície de revolução inicial esta evolui pelo fluxo de curvatura de
Gauss a um segmento de reta ou a um cilindro em tempo infinito.
1.1.3 Fluxo de curvatura média inversa
O interesse no estudo do fluxo de curvatura média inverso vem do papel que ele de-
sempenha na interpretação geométrica de alguns fatos da Teoria da Relatividade rela-
cionados com o conceito de massa quase local de Hawing, conforme [56]. Neste mesmo
artigo foi introduzida a noção de solução fraca para este fluxo com a restrição de que a
hipersuperfície inicial fosse de curvatura média positiva. Com a hipótese adicional de
limitação por baixo da curvatura média da hipersuperfície inicial, o artigo [54], mostra
resultados sobre regularidade do fluxo de curvatura média inversa.
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1.1.4 Fluxo de curvatura média harmônica
Este fluxo trata-se de uma equação totalmente não linear que torna-se degenerada
quando K → 0 e singular quando H → 0. Em [3] foi mostrado a existência de solução
suave para este tipo de fluxo com a hipótese de que o hipersuperfície inicial M0 fosse
convexa.
Teorema 1.3. Seja M0 uma hipersuperfície compacta em R3 de classe C2,1 tal que
H(M0) > 0. Então, existe um tempo T > 0 tal que a deformação desta hipersuperfí-
cie pelo fluxo de curvatura de Gauss admite solução única Mt de classe C2,1 tal que
H(Mt) > 0, para t ∈ [0, T ).
Também neste artigo, Andrews mostra que a solução do fluxo curvatura média
harmônica evolui a um ponto em um tempo finito T0. Mais tarde, Dieter estatabeleceu
em [18] a existência local para uma classe mais geral de fluxos. Em [13], foi estudado
o fluxo de curvatura média harmônica de superfícies de revolução e com este estudo os
autores concluiram que este tipo de fluxo não se comporta como o fluxo de curvatura
média no sentido de que uma superfície do tipo halter se entrangula quando fazemos
esta evoluir pelo fluxo curvatura média, vide [19], e não quando esta superfície evolui
pelo fluxo curvatura média harmônica.
1.2 Os problemas estudados
Considere um conjunto de superfícies formado pela rotação de uma curva em torno do
eixo Ox. Para cada t a superfície é
σ(t, θ, x) = (x, u(t, x) cos θ, u(t, x) sin θ)
Derivando-se obtemos
σt = (0, ut cos θ, ut sin θ),
σθ = (0,−u sin θ, u cos θ)
e
σx = (1, ux cos θ, ux sin θ).
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O vetor normal à superfície σ(t, θ, x) é ~n =
(
ux√
1 + (ux)2
,
cos θ√
1 + (ux)2
,
sin θ√
1 + (ux)2
)
.
Derivando-se mais uma vez temos
σθθ = (0,−u cos θ,−u sin θ),
σθx = (0,−ux sin θ, ux cos θ)
e
σxx = (0, uxx cos θ, uxx sin θ).
Assim conseguimos determinar os coeficientes da primeira forma fundamental da geo-
metria diferencial (5.13) (vide Apêndice E)
E = 〈σθ, σθ〉 = u2,
F = 〈σθ, σx〉 = 0,
G = 〈σx, σx〉 = 1 + (ux)2
e também os coeficientes da segunda forma fundamental da geometria diferencial (5.14)
(vide Apêndide F)
e = 〈σθθ, ~n〉 = − u√
1 + (ux)2
,
f = 〈σθx, ~n〉 = 0,
g = 〈σxx, ~n〉 = uxx√
1 + (ux)2
.
As curvaturas média (H), de Gauss (K), harmônica (A) e média inversa (H−1) são
dadas pelas expressões
H =
1
2
eG− 2fF + Eg
EG− F 2 =
1
2
√
1 + (ux)2
(
−1
u
+
uxx
1 + (ux)2
)
,
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K =
eg − f 2
EG− F 2 = −
uxx
u(1 + (ux)2)2
,
A = 2
eg − f 2
eG− 2fF + Eg = −2
uxx
(1 + (ux)2)
1
2
(
1
uuxx − (1 + (ux)2)
)
,
e
H−1 = 2
EG− F 2
eG− 2fF + Eg = 2
(1 + (ux)
2)
3
2u
uuxx − (1 + (ux)2) .
Assim as equações de fluxo curvatura média, Gauss, harmônica e média inversa
respectivamente, são dadas pelas equações abaixo:
∂γ
∂t
= −2H~n,
∂γ
∂t
= −K~n,
∂γ
∂t
= −1
2
A~n,
e
∂γ
∂t
= −1
2
H−1~n
quando γ for uma superfície de revolução, estas equações podem ser reescritas da
seguinte forma:
ut =
uxx
1 + (ux)2
− 1
u
,︸ ︷︷ ︸
Fluxo de curvatura média
ut =
uxx
u(1 + (ux)2)
3
2
,︸ ︷︷ ︸
Fluxo de curvatura de Gauss
ut =
uxx
−uuxx + (1 + (ux)2)︸ ︷︷ ︸
Fluxo de curvatura harmônica
e
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ut =
(1 + (ux)
2)2u
uxxu− (1 + (ux)2) .︸ ︷︷ ︸
Fluxo de curvatura média inversa
O objetivo do nosso trabalho foi estudar os seguintes problemas de valor inicial e
de fronteira:
• Fluxo de curvatura média em superfícies de revolução com as condições de fron-
teira: Dirichlet (1.2), Neumann (1.3) e Singular (1.4),

ut =
uxx
1 + (ux)2
− 1
u
, x ∈ (0, a), t > 0,
ux(t, 0) = 0, u(t, a) = 1, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, a],
(1.2)

ut =
uxx
1 + (ux)2
− 1
u
, x ∈ (0, a), t > 0,
ux(t, 0) = 0, ux(t, a) = 0, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, a],
(1.3)

ut =
uxx
1 + (ux)2
− 1
u
, x ∈ (0, 1), t > 0,
ux(t, 0) = 0, ux(t, 1) = − 1
u(t, 1)β
, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, 1],
(1.4)
onde β ∈ R e β > 0.
• Fluxo de curvatura de Gauss em superfícies de revolução com as condições de
fronteira: Dirichlet (1.5), Neumann (1.6) e Singular (1.7),

ut =
uxx
u(1 + (ux)2)
3
2
, x ∈ (a, b), t > 0,
u(t, a) = u0(a), u(t, b) = u0(b), t > 0,
u(0, x) = u0(x) > 0, x ∈ [a, b],
(1.5)

ut =
uxx
u(1 + (ux)2)
3
2
, x ∈ (a, b), t > 0,
ux(t, a) = 0, ux(t, b) = 0, t > 0,
u(0, x) = u0(x) > 0, x ∈ [a, b],
(1.6)
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
ut =
uxx
u(1 + (ux)2)
3
2
, x ∈ (0, 1), t > 0,
ux(t, 0) = 0, ux(t, 1) = − 1
u(t, 1)β
, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, 1],
(1.7)
onde β ∈ R e β > 0.
• Fluxo de curvatura harmônica em superfícies de revolução com as condições de
fronteira Dirichlet (1.8) e Singular (1.9)

ut =
uxx
−uuxx + (ux)2 + 1 , x ∈ (0, 1), t > 0,
ux(t, 0) = 0, u(t, 1) = 1, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, 1],
(1.8)

ut =
uxx
−uuxx + (ux)2 + 1 , x ∈ (0, 1), t > 0,
ux(t, 0) = 0, ux(t, 1) = − 1
u(t, 1)β
, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, 1],
(1.9)
onde β ∈ R e β > 0.
Não iremos estudar o fluxo de curvatura média inversa e o fluxo de curvatura
harmônica com condição de fronteira tipo Neumann.
Alguns destes problemas já foram estudados por alguns pesquisadores da área e
outros são novos. Nesta tese iremos apresentar tanto os resultados novos quanto os re-
sultados já conhecidos. Isto será feito porque temos como objetivo fazer um estudo geral
de alguns fluxos em superfícies de revolução com as três condições de fronteira Dirich-
let, Neumann e Singular. Nesta introdução iremos apresentar os principais resultados
do trabalho, dividindo-os em resultados obtidos nesta tese e resultados conhecidos. As
demonstrações de tais resultados encontram-se no corpo da tese.
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1.2.1 Resultados obtidos nesta tese
Fluxo de Curvatura Média
Resultados sobre o problema (1.4)
O primeiro resultado sobre o problema (1.4) diz sobre a existência e o anulamento
em tempo finito de sua solução. Para mostrarmos a existência de solução, primeira-
mente estudamos um problema auxiliar que tem solução pelo Teorema 5.2 do Apêndice
A e provamos que a solução do problema auxiliar é também solução do problema (1.4)
(demonstração vide Teorema 2.13 da seção 2.4). Para mostrar o anulamento, usamos
técnicas similares às ténicas utilizadas em [17] para se provar o anulamento em tempo
finito de outro tipo de problema (demonstração vide Teorema 2.15 da seção 2.4).
Teorema 1.4. Se u0 ∈ C2([0, 1]), então existe solução para o problema (1.4) em
C1,2([0, T )× [0, 1]), para algum T <∞ e esta se anula em T somente em x = 1.
O segundo resultado sobre o problema (1.4) exibe o comportamento de sua solução
próximo do ponto e do tempo de anulamento (demonstração vide Proposição 2.16 da
seção 2.4). A técnica utilizada foi aplicar o Princípio do Máximo 5.6 do Apêndice B
como em [29] que estuda os problemas (1.2) e (1.3).
Proposição 1.5. Se u0 ∈ C3([0, 1]), então a solução u do problema (1.4) satisfaz as
seguintes estimativas:
a) u(t, x) ≥ C1(T − t) 12 para todo x ∈ [0, 1] e t ∈ [0, T ),
b) −ux(t, x) ≤ C2(T − t)−β2 para todo x ∈ [0, 1] e t ∈ [0, T ),
onde C1, C2 são constantes dependendo apenas β e T, o tempo de anulamento.
Fluxo de Curvatura de Gauss
Resultados sobre (1.7)
O primeiro resultado a seguir versa sobre a existência de solução global no tempo
do problema (1.7) para dados iniciais não convexos e que a solução neste caso converge
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a um segmento de reta quando t→∞. Por outro lado , este mesmo resultado mostra
que, para dados iniciais convexos, existe solução de (1.7) que se anula em tempo finito
(demonstração vide Teoremas 3.5, 3.7 e 3.8 da seção 3.4). Para a existência de solução,
usamos ténicas similares as das referências [16], [17], [61] que provam a existência de
solução para outros tipos de problemas.
Teorema 1.6. Se u0 ∈ C2([0, 1]), então o problema (1.7) admite solução em C1,2([0, T ]×
[0, 1]). E mais,
a) Se u0 for um dado inicial não convexo, então a solução de (1.7) é definida para
todo t e lim
t→∞
u(t, x) é um segmento de reta.
b) A solução do fluxo de curvatura de Gauss (1.7) com dado inicial convexo se anula
em tempo finito.
O segundo resultado sobre o problema (1.7) é sobre o comportamento de sua solução
próximo do tempo e ponto de anulamento. Para a demonstração deste resultado, cuja
a demonstração pode ser encontrada na seção 3.4 Teorema 3.16, utilizamos o Princípio
do Máximo 5.6 do Apêndice B.
Teorema 1.7. Se u0 for um dado inicial convexo, positivo e u0 ∈ C3([0, 1]), então
existe uma constante C1 tal que
u(t, 1) ≤ C1(T − t)
1
2(β+1) , para todo t ∈ [0, T ).
Fluxo de Curvatura Harmônica
Resultados sobre (1.8)
O resultado sobre o problema (1.8) versa sobre existência global no tempo de sua
solução e o comportamento desta solução quando t→∞. Para a existência de solução,
primeiramente estudamos um problema auxiliar que tem solução pelo Teorema 5.2 do
Apêndice A e depois provamos que a solução do problema auxiliar é também solução do
problema (1.8) (demonstração completa vide Teorema 4.1 da seção 4.2). Para mostrar
o comportamento assintótico utilizamos um funcional como na referência [61] onde é
estudado o fluxo de curvatura de Gauss nos casos Dirichlet e Neumann (demonstração
vide Teorema 4.2 da seção 4.2).
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Teorema 1.8. Se o dado inicial u0 ∈ C2([0, 1]), então existe solução para o problema
(1.8) em C1,2([0, T )× [0, 1]). E mais, se u0 for convexo, então a solução converge para
um segmento de reta quando t→∞.
Resultados sobre (1.9)
O primeiro resultado sobre o problema (1.9) versa sobre a existência e anulamento
em tempo finito de sua solução. Para provarmos a existência usamos o método de sub
e supersolução (demonstração vide 4.6 da seção 4.3) e para o anulamento em tempo
finito fizemos comparação com um problema que tem solução explícita se anulando em
tempo finito e aplicamos o Princípio do Máximo 5.6 do Apêndice B (demonstração
completa vide 4.7 da seção 4.3).
Teorema 1.9. Se o dado inicial u0 ∈ C2([0, 1]), então o problema (1.9) admite solução
em C1,2([0, T ) × [0, 1]). Além disso, se o dado inicial for convexo, então a solução de
(1.9) se anula em tempo finito somente em x = 1.
Os dois últimos resultado sobre o problema (1.9) são sobre o comportamento da
solução de (1.9) próximo do ponto e do tempo de anulamento (demonstrações Propo-
sições 4.8 e 4.9 da seção 4.3). Para obtermos tais estimativas, usamos o Princípio do
Máximo como em [30].
Proposição 1.10. Se u0 ∈ C5([0, 1]) e u(i)0 ≤ 0, i = 1, ...5, são não positivas, então
obtemos as seguintes estimativas:
a) u(t, x) ≥ C1(T − t)λ para todo x ∈ [0, 1] e t ∈ [0, T ),
b) −ux ≤ C2(T − t)λ− 12 para todo x ∈ [0, 1] e t ∈ [0, T ),
onde C1, C2 são constantes dependendo apenas de β e u0, λ =
1
2(β+1)
e T o tempo de
anulamento.
Proposição 1.11. Se u0 estiver nas condições da Proposição anterior, então obtemos
as seguintes estimativas:
a) u(t, 1) ≤ C3(T − t) 12 para todo x ∈ [0, 1] e t ∈ [0, T ),
b) −ut ≤ C4(T − t)−λ para todo x ∈ [0, 1] e t ∈ [0, T ),
onde C3, C4 são constantes dependendo apenas de β e u0.
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1.2.2 Resultados conhecidos
Fluxo de curvatura média
Os resultados sobre os problemas (1.2) e (1.3) enunciados abaixo, são retirados das
referências [19] e [29]. Tais referências não tratam da questão de existência de solução
para tal problema. Nesta tese melhoramos os trabalhos de [19] e [29] mostrando a
existência e a regularidade de solução para os problemas (1.2) e (1.3).
Resultados sobre (1.2)
O primeiro resultado sobre (1.2) versa sobre o anulamento em tempo finito da
solução de (1.2) cuja demonstração pode ser encontrada no corpo da tese Teorema 2.11
da seção 2.3.
Teorema 1.12. Para cada a, sejam w1(x, a) e w2(x, a) soluções do problema estacio-
nário associado a (1.2). Se o dado inicial u0 ∈ C3([0, a]) e for não negativo, então a
solução de (1.2) satisfaz as seguintes propriedades:
a) Se a ≤ a0 e 0 < u0(x) ≤ w2(x, a), u0(0) < w2(0, a), então a solução do fluxo
curvatura média (1.2) se anula em tempo finito somente em x = 0.
b) Se a < a0 e w2(x, a) ≤ u0(x) ≤ 1, u0(x) 6= w2(x, a), então a solução de (1.2)
converge para w1(x, a) quando t→∞.
c) Se a > a0 e 0 < u0(x) ≤ 1, então a solução de (1.2) se anula em tempo finito
somente em x = 0.
O segundo resultado, cuja a demonstração se encontra na seção 2.3 Teorema 2.12,
mostra como a solução de (1.2) se comporta próximo do tempo de anulamento T.
Teorema 1.13. Se u0 satifaz as condições do Teorema anterior. Então, existem cons-
tantes L1, L2 e L3 tais que a solução u de (1.2) satisfaz as seguintes condições:
a) L1 ≤ u(t, x)(T − t)− 12 , para x ∈ [0, a] e 0 < t < T .
b) u(t, 0)(T − t)− 12 ≤ L2, para 0 < t < T .
c) −ut(t, x)(T − t) 12 ≤ L3, para x ∈ [0, a] e 0 < t < T .
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Resultados sobre (1.3)
O primeiro resultado sobre o fluxo (1.3) diz sobre o anulamento em tempo finito de
sua solução. A demonstração pode ser encontrada na seção 2.2 Teorema 2.3.
Teorema 1.14. Se u0 ∈ C2([0, 1]), u′0 6= 0 e suas derivadas u(j)0 , j = 1, 2, são não
negativas, então u se anula em tempo finito somente em x = 0.
O segundo resultado sobre (1.3) exibe o comportamento de sua solução próximo do
tempo de anulamento T e do ponto de anulamento x = 0 (demonstração vide Teorema
2.5 da seção 2.2).
Teorema 1.15. Se u0 ∈ C5([0, 1]), u′0 6= 0 e suas derivadas u(j)0 , j = 1, . . . 5, são não
negativas, então existem constantes K1, K2, K3 tais que:
a) K1 ≤ u(t, x)(T − t)−
1
1+β , para x ∈ [0, a] e 0 < t < T .
b) u(t, 0)(T − t)− 11+β ≤ K2, para 0 < t < T .
c) −ut(t, x)(T − t)
β
1+β ≤ K3, para x ∈ [0, a] e 0 < t < T .
Fluxo de curvatura de Gauss
Na referência [61] são estudados os problemas (1.5) e (1.6). Os resultados obtidos
neste artigo são a existência, regularidade e comportamento assintótico de solução para
os problemas (1.5) e (1.6). Os resultados são enunciados abaixo e detalhados no corpo
da tese.
Resultados sobre (1.5)
O resultado sobre o fluxo (1.5) garante existência de solução globalmente no tempo
para este tipo de fluxo e mostra o comportamento assintótico desta solução quando
t→∞ (demonstração vide Teoremas 3.3 e 3.4 da seção 3.3).
Teorema 1.16. Se u0 é uma função positiva em H
2+α(a, b) com segundas derivadas
contínuas até o bordo satisfazendo
u′′0(a) = u
′′
0(b) = 0.
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Então existe uma solução u ∈ H2+α((0, 1)× (0,∞)) para o problema (1.5). A solução
é suave para t > 0 e quando t→∞ u(t, .) converge para um segmento de reta unindo
(a, u0(a)), (b, u0(b)).
Resultados sobre (1.6)
Este resultado, cuja a demonstração se encontra no corpo da tese Teoremas 3.1 e
3.2 da seção 3.2, versa sobre a existência de solução do fluxo de curvatura de Gauss
com condição de fronteira do tipo Neumann.
Teorema 1.17. Se u0 é uma função positiva em H
2+α(a, b) com segundas derivadas
contínuas até o bordo. Suponhamos que a primeira derivada de u0 assume valor zero
no pontos x = a e x = b. Então existe uma solução u ∈ H2+α((a, b) × (0,∞)) para o
problema (1.6). A solução é suave para t > 0 e u(t, .) converge para um segmento de
reta horizontal quando t→∞.
1.3 Comparações dos Resultados
Nesta seção iremos fazer uma comparação entre resultados já existentes e os resultados
obtidos nesta tese (novos).
Em [61], a autora mostra a existência e regularidade de solução para os problemas
(1.5) e (1.6), porém nos artigos [19] e [29] a questão de existência e regularidade de
solução para os problemas (1.2) e (1.3) não é tratada. Nesta tese melhoramos os
trabalhos [19] e [29] provando a existência e regularidade de solução para os problemas
(1.2) e (1.3).
Na dissertação de mestrado [73] estudamos, com base em [30], o seguinte problema
de valor inicial e de fronteira:
ut = uxx, x ∈ (0, 1), t > 0,
ux(0, t) = 0, ux(1, t) = −[u(1, t)]−β, t > 0,
u(x, 0) = u0(x) > 0, x ∈ [0, 1],
(1.10)
onde β > 0 e u0 é suficientemente suave. Nesta dissertação foi provada a existência de
solução para o problema (1.10) via método de sub e supersolução, o anulamento em
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tempo finito T da solução de (1.10) somente em x = 1 e obtido o comportamento da
solução próximo do ponto x = 1 e do tempo T através das seguintes estimativas:
K1(1− x)2 ≤ u(x, t) ≤ K2(1− x)2λ,
K3(T − t)λ ≤ u(1, t) ≤ K4(T − t)λ
e
−(T − t)1−λut(x, t) ≤ K5,
para x ∈ [0, 1] e t ∈ [0, T ),
onde K1, K2, K3, K4 e K5 são constantes positivas e
λ =
1
2(β + 1)
.
Este trabalho de mestrado juntamente com as referências [19] e [29] nos motivou a
estudar os fluxos de curvatura média, de Gauss e harmônica com a condição de fronteira
do problema (1.10). Nesta tese provamos a existência e regularidade de solução para
os problemas (1.4), (1.7) e (1.9), o anulamento em tempo finito destas soluções para
dados iniciais convexos e obtivemos algumas estimativas parecidas com as obtidas acima
mas para as soluções de (1.4), (1.7) e (1.9) perto do seus tempos e seus pontos de
anulamento. A existência e regularidade, o anulamento e estimativas das soluções do
problemas (1.4), (1.7) e (1.9) para dados iniciais convexos são novos.
Em [61], a autora demonstra, sem qualquer hípotese sobre a convexidade da super-
fície inicial, tanto o fluxo (1.5) quanto o fluxo (1.6) existem globalmente no tempo e
convergem, quando t → ∞, para um segmento de reta. Nesta tese, com a hipótese
de não convexidade no dado inicial, mostramos que o fluxo (1.7) tem o mesmo com-
portamento. A existência, regularidade e comportamento assintótico da solução do
problema (1.7) são novos.
O fluxo de curvatura harmônico com condição de fronteira do tipo Dirichlet (1.8)
nunca foi estudado anteriormente. Nesta tese provamos a existência e regularidade de
solução globalmente no tempo para o problema (1.8) e obtivemos o comportamento
assintótico de sua solução.
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Resumindo, as contribuições desta tese são:
• Existência e regularidade de solução para o fluxo de curvatura média com condi-
ção de fronteira do tipo Dirichlet (Teorema 2.6 da seção 2.3).
• Existência e regularidade de solução para o fluxo de curvatura média com condi-
ção de fronteira do tipo Neumann (Teorema 2.1 da seção 2.2).
• Existência e regularidade de solução para o fluxo de curvatura média com condi-
ção de fronteira singular (Teorema 2.13 da seção 2.4).
• Existência e regularidade de solução para o fluxo de curvatura harmônica com
condição de fronteira do tipo Dirichlet (Teorema 4.1 da seção 4.2).
• Existência e regularide de solução para o fluxo de curvatura harmônica com
condição de fronteira singular (Teorema 4.6 da seção 4.3).
• Anulamento em tempo finito e estimativas da solução do fluxo de curvatura média
com condição de fronteira singular (Teorema 2.15 e proposição 2.16 da seção 2.4).
• Anulamento em tempo finito e estimativas da solução do fluxo de curvatura de
Gauss com condição de fronteira singular e condição inicial convexa (Teoremas
3.8 e 3.16 da seção 3.4).
• Comportamento assintótico da solução do fluxo de curvatura de Gauss com con-
dição de fronteira singular e condição inicial não convexa (Teorema 3.7 da seção
3.4).
• Comportamento assintótico da solução do fluxo de curvatura de harmônica com
condição de fronteira do tipo Dirichlet (Teorema 4.2 da seção 4.2).
• Anulamento em tempo finito e estimativas da solução do fluxo de curvatura
harmônica com condição de fronteira singular (Teorema 4.7, Proposição (4.8) e
Proposição 4.9 da seção 4.3).
Capítulo
2
Fluxo de curvatura média
Neste capítulo iremos demonstrar resultados sobre os problemas (1.2), (1.3) e (1.4).
Na seção 2.1 iremos demonstrar como fica o fluxo curvatura média em superfícies de
revolução. A seção 2.2 será dividida em duas subseções, na primeira delas iremos apre-
sentar resultados de existência e regularidade do problema (1.2) e na segunda resultados
sobre anulamento e estimativas de sua solução perto do seu ponto e seu tempo de anu-
lamento. Os resultados da subseção 2.2.1 são novos, porém os da subseção 2.2.2 são já
conhecidos (vide [19] e [29]). A seção 2.3 também será dividida em duas subseções, na
subseção 2.3.1 iremos demonstrar a existência de solução para o problema (1.2) e na
subseção 2.3.2 mostraremos o anulamento em tempo finito e estimativas de sua solução
perto do seu tempo e ponto de anulamento. Os resultados da subseção 2.3.1 são novos,
mas os da subseção 2.3.2 já são conhecidos (vide [19] e [29]). Finalizando o capítulo
temos resultados sobre o problema (1.4) divididos em duas subseções, na subseção
2.4.1 demonstraremos a existência e regularidade de solução para o problema (1.4) e
na subseção 2.4.2 mostraremos o anulamento em tempo finito e estimativas de sua
solução perto do seu tempo e ponto de anulamento. Os resultados das duas subseções
2.4.1 e 2.4.2 são novos. A justificativa de detalharmos resultados já conhecidos neste
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capítulo é que temos como objetivo fazer um estudo mais geral de fluxo de curvatura
em superfícies de revolução com as três condições de fronteira: Dirichlet, Neumann e
singular.
2.1 Motivação
Considerando uma família de superfícies γ(t, θ, x) ⊂ R3, dada por:
γ(t, θ, x) = (x, u(t, x) cos θ, u(t, x) sin θ),
onde θ ∈ [0, 2pi] e x ∈ [0, a]. Fazendo esta evoluir através do fluxo curvatura média,
isto é
γt = −2H.~n, (2.1)
onde H respresenta a curvatura média e ~n o vetor normal exterior à superfície, con-
cluímos que u satisfaz
ut =
uxx
1 + (ux)2
− 1
u
, (2.2)
observando queH = 1
2
(1+(ux)
2)−
1
2
(
uxx
1 + (ux)2
−1
u
)
e ~n = 1√
1+(ux)2
(
ux,− cos θ,− sin θ
)
.
2.2 Fluxo de curvatura média com condição de fron-
teira do tipo Neumann
A equação deduzida anteriormente com condição de fronteira tipo Neumann foi estu-
dada nos artigos [19] e [29]. Em nenhuma destas referência a questão de existência do
problema foi tratada. Esta seção será dividida em duas subseções, na primeira delas
iremos apresentar resultados sobre existência e regularidade do problema (1.3) e na
segunda resultados sobre o anulamento em tempo finito e estimativa para este tipo de
fluxo perto do seu tempo e seu ponto de anulamento. Os resultados da subseção (2.2.1)
são novos, mas os da subseção 2.2.2 já são conhecidos (vide [19] e [29]).
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2.2.1 Existência e Regularidade
O problema a ser estudado nesta seção é o problema (1.3), ou seja
ut =
uxx
1 + (ux)2
− 1
u
, x ∈ (0, a), t > 0,
ux(t, 0) = 0, ux(t, a) = 0, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, a],
Teorema 2.1. Se u0 ∈ C2([0, a]), então existe T > 0 tal que o problema (1.3) admite
solução em C1,2([0, T )× [0, a]).
Demonstração: Considere o seguinte problema auxiliar
vt = F (t, x, v, vx, vxx), x ∈ (0, a), t > 0,
vx(t, 0) = 0, vx(t, a) = 0, t > 0,
v(0, x) = v0(x) > 0, x ∈ [0, a],
(2.3)
onde F (t, x, z, p, r) =
r
1 + p2
− 1
z
para x ∈ (0, a), m
2
< z < M e | p |< C, com
m = min
x∈[0,a]
v0(x),
M = max
x∈[0,a]
v0(x)
e
C = max
x∈[0,a]
u′0(x).
Com estas condições sobre a F, garantimos a existência de solução para o problema
auxiliar (2.3) através do Teorema 5.4 do Apêndice A.
De fato, as condições (i), (ii), (iii) e (iv) no Teorema 5.4 do Apêndice A são satis-
feitas, tomando
µ(| z |) = 2
m
+ | z |,
a1 =
2
m
+ | p |,
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Λ0 = 1+ | p |,
a0 =
1
1 + C2
,
a1 = 1
e para qualquer função crescente a0 e quaisquer constantes não negativas M0 e M1.
A condição (v) do Teorema 5.4 do Apêndice A é satisfeita se tomarmos c1 =
m2
4
e
c2 = 2C.
De fato, primeiramente observemos que∣∣∣∣∣F (t, x, z, p, r)− F (t, y, w, q, r)
∣∣∣∣∣ ≤
∣∣∣∣∣ (q2 − p2)r(1 + p2)(1 + q2) + z − wwz
∣∣∣∣∣.
Usando o Teorema do Valor Médio e os valores de c1 e c2 obtemos
∣∣∣∣∣F (t, x, z, p, r)− F (t, y, w, q, r)
∣∣∣∣∣ ≤ (|x− y|+ |z − w|+ |p− q|)(c1 + c2).
Assim, como as hipóteses do Teorema 5.4 do Apêndice A são satisfeitas, concluímos
sobre a existência de solução para o problema auxiliar (2.3).
Em seguida vamos provar que v satisfaz as condições que foram impostas sobre a
F concluindo assim que v é também solução do problema (1.3).
Observe que a solução de (2.3) satisfaz
m
2
≤ v ≤ M e |vx| ≤ C, para algum T > 0
com t ∈ [0, T ] e x ∈ [0, a]. De fato, pelo Princípio do Máximo 5.5 do Apêndice B
obtemos
m = min
x∈[0,a]
v0, M = max
x∈[0,a]
v0
e
C = max
x∈[0,a]
v′0(x)
tais que
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v(t, x) ≤M e | vx(t, x) |≤ C, (2.4)
para algum T0 fixado e (t, x) ∈ [0, T0]× [0, a].
Considerando a função w = v − m
2
+ kt, temos que w satisfaz o seguinte problema
de valor inicial e de fronteira:
wt − F (t, x, w, wx, wxx) ≥ 0, x ∈ (0, a), t ∈ (0, T ),
wx(t, 0) = 0, wx(t, a) = 0, t ∈ (0, T ),
w(0, x) = v0 − m
2
> 0, x ∈ [0, a].
(2.5)
Daí, pelo Princípio do Maximo 5.6 do Apêndice B temos que w ≥ 0, para x ∈ [0, a] e
t ∈ [0, T0].
Assim, existem T < min{T0, m
k
} tal que
v ≤ m
2
, (2.6)
para x ∈ [0, a] e t ∈ [0, T ].
Logo, de (2.4) e (2.6) concluímos que v satisfaz as condições impostas sobre F.
Assim v é solução do problema de valor inicial e de fronteira (1.3).

2.2.2 Anulamento e Estimativas
Nesta seção iremos descrever as técnicas utilizadas nas referências [19] e [29] para a
obtenção do anulamento em tempo finito T das soluções de uma classe de problemas
que contém o problema de valor inicial e de fronteira (1.3). Além disso apresentaremos
resultados sobre o comportamento da solução próximo do tempo T .
Considerando o problema de valor inicial e de fronteira:
ut = (φ(ux))x − 1
uβ
, x ∈ (0, a), t > 0,
ux(t, 0) = 0, ux(t, a) = 0, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, a],
(2.7)
onde β > 0 e φ é uma função, temos os seguintes resultados:
Lema 2.2. Suponhamos que φ ∈ C3([0,∞)), então temos as seguintes propriedades:
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a) Se u0 ∈ C1([0, a]) e u0 ≥ 0, em [0, a], então ux ≥ 0 em [0, a]× [0, T ).
b) Se u0 ∈ C2([0, a]) e [φ(u′0)]′ − 1uβ0 ≤ 0, então ut ≤ 0 em [0, a]× [0, T ).
c) Se u0 ∈ C3([0, a]), satisfaz as hipóteses dos item anteriores e{
[φ(u0)
′]′ − 1
uβ0
}′
≥ 0, então uxt ≥ 0 em [0, a]× [0, T ).
Demonstração: a) Definindo α = ux, temos que α resolve o seguinte problema:

αt = (φx(ux))αxx + (φxx(ux))αx + βu
−β−1α, x ∈ (0, a), t > 0,
α(t, 0) = 0, α(t, a) = 0, t > 0,
u(0, x) = (u0)x(x) ≥ 0, x ∈ [0, a],
(2.8)
Logo, pelo Princípio do Máximo 5.6 do Apêndice B, concluímos que ux ≥ 0 em [0, a]×
[0, T ).
b) Observe que, definindo h = ux, temos que h satisfaz o seguinte problema

ht = (φx(ux))hxx + (φxx(ux))hx + βu
−β−1h, x ∈ (0, a), t > 0,
h(t, 0) = 0, h(t, a) = 0, t > 0,
u(0, x) = [φ((u0)x)]x − 1
uβ0
≤ 0, x ∈ [0, a],
(2.9)
Assim, pelo Princípio do Máximo 5.6 do Apêndice B, concluímos que ux ≥ 0 em
[0, a]× [0, T ).
c) Usando os itens anteriores deste lema e definindo r = utx, obtemos que r satisfaz
rt − φ′(ux)rxx − φ′′(ux)uxxrx − (φ′′′(ux)u2xx + βu−β−1)r = −β(β + 1)u−β−2uxut > 0,
com r(t, 0) = 0 = r(t, a) e
r(0, x) =
(
[φ((u0)x)]x − 1
uβ0
)′
(x) ≥ 0.
Portanto, pelo Princípio do Máximo 5.6 do Apêndice B concluímos que utx(t, x) ≥ 0,
para t ∈ [0, T ) e x ∈ [0, a].

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Teorema 2.3. Se φ e u0 satisfazem as hipóteses (a), (b) e (c) do Lema 2.2 e u
′
0 6= 0,
então a solução u do problema (2.7) se anula em tempo finito somente em x = 0. Em
particular a solução de (1.3) também se anulam em tempo finito somente em x = 0.
Demonstração: Comparamos o problema (2.7) com
θt = − 1
θβ
, x ∈ (0, a), t > 0,
θx(t, 0) = 0, θx(t, a) = 0, t > 0,
θ(0, x) = M = max
x∈[0,a]
u0(x) > 0, x ∈ [0, a].
(2.10)
A solução de (2.10) é explícita e é dada por:
θ(t) = [M − (β + 1)t] 1β+1 .
Usando o Princípio do Máximo 5.6 do Apêndice B, podemos concluir que u < θ em
[0, a]× [0, Tθ). Assim, como θ se anula em tempo, então u se anula em tempo finito.
Do item (a) do Lema 2.2, temos u(t, 0) ≤ u(t, x) para todo x ∈ (0, a]. Portanto u
se anula em tempo finito em x = 0.
Para mostramos que ela se anula somente em x = 0, dividiremos em dois casos:
Se u′0 > 0 concluímos, pelo Teorema do Valor Médio e pelo item (c) do Lema 2.2,
que
u(t, x)− u(t, 0) = ux(t, ξ)x ≥ u′0(ξ)x > 0,
para x ∈ (0, a]. Daí
lim
t→T
u(t, x) > 0,
para x ∈ (0, a].
Caso contrário, se existe um x0 = min{x > 0|u′0(x) = 0}. Primeiramente, com o
mesmo argumento do caso anterior, conseguimos mostrar que
lim
t→T
u(t, x) > 0,
para x ∈ (0, x0], e para concluir utilizamos o item (a) do Lema 2.2 para obtermos
lim
t→T
u(t, x) > 0,
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para x ∈ (0, a].

O resultado obtido anteriormente coincide com o resultado gerado numericamente
pelo software Maple segundo a figura abaixo. Neste caso, aproximamos o problema
(1.3) pelo seguinte problema com  > 0 :
(u)t =
(u)xx
1 + (u)2x
− (u)
((u) + )β+1
, x ∈ (0, a), t > 0,
(u)(t, 0) = 0, (u)(t, a) = 0, t > 0,
u(0, x) = u0(x), x ∈ [0, a]
e o resolvemos numericamente dando valores u0(x) = x2 + 1, 5, β = 1 e  = 0, 2
Linhas de Comando:
>PDE := diff(u(x, t), t) = (diff(u(x, t), x, x))/(1 + (diff(u(x, t), x))2)− u(x, t)/(0.2 + u(x, t))2
> IBC := u(x, 0) = x2 + 1.5, (D[1](u))(0, t) = 0, (D[1](u))(1, t) = 0
> pds := pdsolve(PDE, IBC, numeric)
> pds: −plot3d(t = 0..1.3, x = 0..1)
Como no Lema 2.2 e no Teorema 2.3 foram colocadas várias hipóteses sobre φ e
u0, no próximo resultado mostramos que de fato existe um dado inicial que satifaz tais
hipóteses.
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Teorema 2.4. Se φ ∈ C1([0,∞)) e φ′ > 0 em [0,∞), então existe u0 satisfazendo as
hipóteses do Lema 2.2 com u′0 6= 0.
Demonstração: Consideremos o problema
φ′(v′)v′′ − 1
vβ
= δ, x ∈ (0, a), t > 0,
v(0) = α > 0,
v′(0) = 0.
(2.11)
temos que este é equivalente ao seguinte sistema
v′ = w,
w′ =
1
φ′(w)
(v−β − δ)α > 0,
(v(0), w(0)) = (α, 0), α > 0.
(2.12)
Observando que o único ponto crítico do sistema é {(δ− 1β )}, pois φ′ > 0 em [0,∞),
temos que a matriz de linearização em torno deste ponto crítico é(
0 1
−d 0
)
onde d =
β
φ′(0)
δ
β+1
β . Assim os autovalores são ±√di e portanto (−δ− 1β , 0) é um centro.
Definindo
F (v, w) =

∫ w
0
rφ′(r)dr +
v−β+1
β − 1 + δv, β 6= 1∫ w
0
rφ′(r)dr − ln v + δv, β = 1
temos que dF
dt
(v(t), w(t)) = 0, portanto F é uma integral primeira para o sistema (2.12).
Assim, pelo Teorema de Lyapunov, existem soluções periódicas (v(x, δ, µ), w(x, δ, µ))
com período mínimo 2pi√
d
tais que
(
v(0, δ, µ), w(0, δ, µ)
)
= (δ−
1
β , 0). Logo v(x, δ, µ) é
solução de (2.11).
Por continuidade dos dados iniciais para α bem próximo e menores que δ−
1
β teremos
v(x, δ, α) bem próximo de v(x, δ, µ). Assim para α < δ−
1
β , como v(x, δ, µ) são periódicas
de período 2pi√
d
, temos que v(x, δ, α) para α bem próximo de δ−
1
β também o são.
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Como v′′(0, δ, α) > 0, existe b > 0 tal que v′(x, δ, α) > 0 para todo 0 ≤ x ≤ 2pib√
d
.
Daí, se δ for pequeno teremos d pequeno e então 2pib√
d
será grande. Portanto, certa-
mente a < 2pib√
d
, concluindo assim o resultado.

Depois de exibir as ténicas utilizadas nas referências [19] e [29] para provar o anu-
lamento em tempo finito somente em um ponto, iremos obter o comportamento das
soluções de (2.7) próximo do seu tempo de anulamento.
Teorema 2.5. Se u0 satifaz as condições do Lema 2.2 e φ ∈ C3([0,+∞)), φ′(s) > 0,
s ≥ 0 e φ′′(s) ≤ 0, s ≥ 0. Então, existem constantes K1, K2, K3 tais que:
a) K1 ≤ u(t, x)(T − t)−
1
1+β , para x ∈ [0, a] e 0 < t < T .
b) u(t, 0)(T − t)− 11+β ≤ K2, para 0 < t < T .
c) −ut(t, x)(T − t)
β
1+β ≤ K3, para x ∈ [0, a] e 0 < t < T .
Demonstração: a) Pelo Princípio do Máximo 5.6 do Apêndice B ut < 0 em (0, a)×
(0, T ). Usando o item (c) do Lema 2.2 concluímos ut(t, 0) ≤ ut(t, x) em [0, a)× (0, T )
Seja 0 < η < T , com η pequeno. Observe que −ut(η, x) e uβ(η, x) são positivos
para x ∈ [0, a− η], pois x = 0 é o único ponto de anulamento da função u e definamos
δ1 = min
x∈[0,a−η]
{−ut(η, x)uβ(η, x)}.
Observe também que o item (b) do Lema 2.2 implica 0 < u(T, a− η) ≤ u(t, a− η),
para todo t ∈ [0, T ). Como x = 0 é o único ponto de anulamento de u podemos definir
δ2 = min
t∈[η,T )
{−ut(t, a− η)uβ(t, a− η)}.
Tomando δ = min{δ1, δ2, 1}, definindo J(t, x) = ut(t, x) + δu−β(t, x) e derivando J
obtemos
Jt − φ′(ux)Jxx−
[
φ′′(ux)
φ′(ux)
uxt + βu
−β−1
]
J = (1− δ)φ
′′(ux)
φ′(ux)
uxtu
−β
− β(β + 1)φ′(ux)δu−β−2(ux)2 ≤ 0.
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Já sabemos que
J(η, x) = ut(η, x) + δu
−β(η, x) ≤ 0, para todo x ∈ [0, a− η] e
J(t, a− η) = ut(t, a− η) + δu−β(t, a− η) ≤ 0, para todo t ∈ [η, T ).
Daí, pelo Princípio do Máximo 5.6 do Apêndice B concluímos que J ≤ 0 em [η, T ) ×
[0, a− η].
Assim ut(t, x) ≤ −δu−β(t, x) em [0, a− η]× [η, T ), ou seja ut(t, x)uβ(t, x) ≤ −δ em
[0, a − η] × [η, T ). Particularmente temos ut(t, 0)uβ(t, 0) ≤ −δ. Se t > η, integrando
de t a T temos
uβ+1
β + 1
(T, 0)− u
β+1
β + 1
(t, 0) ≤ −δ(T − t)
e como u(T, 0) = 0 obtemos
u(t, 0)(T − t)− 1β+1 ≤ [δ(β + 1)] 1β+1 ,
para todo η < t < T.
Uma vez que u(t, 0)(T − t)− 1β+1 é uma função contínua positiva em [0, η].
Tomando K1 = min
{
min
[0,η]
{u(t, 0)(T − t)− 1β+1 , [δ(β + 1)] 1β+1}
}
concluímos
u(t, 0)(T − t)− 1β+1 ≥ K1.
Para obter a desigualdade para todo x, basta observar o item (a) do Lema 2.2.
b) Fixando t, u(t, x) assume valor mínimo em x = 0, pois o item (a) do Lema 2.2
é válido. Assim uxx(t, 0) ≥ 0 e então
ut(t, 0) ≥ u−β(t, 0).
Integrando de 0 a T , sabendo u se anula em tempo finito para x = 0 e tomando
K2 = (β + 1)
1
β+1 concluímos o item b).
c) Como uxt ≥ 0 em [0, a]× [0, T ) pelo item (c) do Lema 2.2 teremos
ut(t, x) ≥ ut(t, 0) = φ′(ux(t, 0))uxx(t, 0)− u−β(t, 0)
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Por hipótese temos que φ(s) > 0, para todo s ≥ 0 e como u(t, x) atinge seu mínimo
para t fixado em x = 0 obtemos uxx(t, 0) ≥ 0.
Usando o item a) concluímos que
ut(t, x) ≥ −u−β(t, 0) ≥ −K−β1 (T − t)−
β
β+1 .
Daí, tomando K3 = K
−β
1 , finalizamos o item c).

2.2.3 Interpretação dos Resultados
Para finalizarmos, vamos interpretar os resultados (2.3) e (2.5) da subseção anterior
(2.2.2). Uma superfície inicial à esquerda evolui pelo fluxo curvatura média em super-
fícies de revolução com condição de fronteira do tipo Neumann a superfície à direita
2.3 Equação curvatura média com condição de fron-
teira do tipo Dirichlet
Estudar a equação fluxo curvatura média com condição de fronteira Dirichlet também
fez parte do trabalho das referências [19] e [29]. Porém, como no problema com condi-
ção de fronteira tipo Neumann, a questão de existência e regularidade não foi tratada.
Esta seção será dividida em duas subseções, na primeira iremos mostrar a existência
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e regularidade de solução até um tempo finito T para o problema (1.2) e na segunda
apresentar os principais resultados e técnicas utilizadas nos trabalhos [19] e [29] para
descrever o comportamento da solução de tal problema próximo do tempo de anula-
mento. Os resultados da subseção 2.3.1 são novos, porém os da subseção 2.3.2 já são
conhecidos (vide [19] e [29]).
2.3.1 Existência e Regularidade
O problema tratado nesta seção é o problema (1.2), ou seja
ut =
uxx
(1 + (ux)2)
− 1
u
, x ∈ (0, a), t > 0,
ux(t, 0) = 0, u(t, a) = 1, t > 0,
u(0, x) = u0(x), x ∈ [0, a],
A existência e regularidade são obtidas, como em [16] Teorema 2.1, estudando a
existência e regularidade de um problema auxiliar e depois provando que a solução do
problema auxiliar também é solução de (1.2).
Teorema 2.6. Se u0 ∈ C2([0, a]), então existe T > 0 tal que o problema de valor inicial
e de fronteira (1.2) tem solução em C2([0, a]× [0, T )).
Demonstração: Considere o seguinte problema
ut =
uxx
1 + (ux)2
− b(u), x ∈ (0, a), t > 0,
ux(t, 0) = 0, ux(t, a) = 0, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, a],
(2.13)
onde b é uma função positiva limitada inferiormente e superiormente respectivamente
por constantes positivas C1 e C2, com derivada negativa e limitada inferiormente por
uma constante negativa C3.
Utilizando o Teorema 5.1 do Apêndice A temos a existência de solução do problema
auxiliar (2.13). De fato, os coeficientes e os dados de fronteira satisfazem as hipóteses
do Teorema 5.1 do Apêndice A para m = 0, ν = 1, µ = 3, µ1 = 2 max{12, C2} e
 = −C3). De fato, neste caso temos
aij(t, x, u, p) = (1 + p
2)−1
2.3 Equação curvatura média com condição de fronteira do tipo Dirichlet 30
e
a = b(u).
Assim, como | p |≤ 1 + p2, | x | +x
2
1 + x2
≤ 2, temos
1 ≤ 1 + 2 | p | +p
2
1 + p2
=
(1+ | p |)2
1 + p2
= 1 + 2
| p |
1 + p2
≤ 3
2|p|(1 + |p|)
3
(1 + p2)2
+ b(u) ≤ 2 | x | (1+ | x |)
1 + x2
.
(1+ | x |)2
1 + x2
+ b(u) ≤ 2.2.3 + C2 ≤ µ1,
e sabendo que a derivada de b é limitada inferiormente temos
−b′(u) ≤ −C3.
Portanto, temos a existência e regularidade do problema auxiliar.
Em seguinda iremos mostrar que a solução do problema auxiliar é também solução
do problema (1.2).
Observamos, usando o Princípio do Máximo 5.6 do Apêndice B como em 2.2, que
a) Se u0 ∈ C1([0, a]) e u′0 ≥ 0, em [0, a], então a derivada com relação a variável x
da solução do problema auxiliar ux ≥ 0 em [0, a]× [0, T ).
b) Se u0 ∈ C2([0, a]) e a curvatura média da superfície de rotação inicial u0 for
não positiva, então a derivada com relação a variável t da solução do problema
auxiliar ut ≤ 0 em [0, a]× [0, T ).
Assim, se o dado inicial v0 satisfaz as condições a) e b) acima, então a solução
do problema auxiliar é também solução do problema (1.2). De fato, como a solução
do problema auxiliar (2.13) é regular e tem dado inicial positivo, existe T0 tal que
m = u(T0, 0) > 0. Note que dos itens a) e b) obtemos respectivamente
u(t, x) ≥ m
e
u(t, x) ≤M,
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para x ∈ [0, a] e t ∈ [0, T0], onde M = max
x∈[0,a]
u0(x).
Assim se b(u) = 1
u
teremos
1
M
≤ b(u) ≤ 1
m
e
b′(u) ≥ − 1
m2
.
Logo, existe T > 0 tal que T ∈ [0, T0], onde a solução do problema auxiliar (2.13)
é também solução do problema (1.2) para t ∈ [0, T ) e x ∈ [0, a].

2.3.2 Anulamento e Estimativas
Nesta seção apresentaremos resultados e ténicas utilizadas em [19] e [29] sobre um
classe de problemas que contêm o problema (1.2) (fazendo β = 1 e φ(s) = arctg(s))
que exibem o comportamento das soluções desta classe de problemas perto dos seus
tempos e dos pontos de anulamento.
Considerando o problema de valor inicial e de fronteira:
ut = (φ(ux))x − 1
uβ
, x ∈ (0, a), t > 0,
ux(t, 0) = 0, u(t, a) = 1, t > 0,
u(0, x) = u0(x), x ∈ [0, a],
(2.14)
temos os seguintes resultados:
Lema 2.7. Se φ ∈ C3([0,∞)), temos:
a) Se u0 ∈ C2([0, a]) e [φ(u′0)]′ − 1uβ0 ≤ 0, então ut ≤ 0 em [0, a]× [0, T ).
b) Se u0 satisfaz as hipóteses do item a) e u0 ≥ 0 em [0, a], então ux ≥ 0 em
[0, a]× [0, T ).
c) Se u0 ∈ C3([0, a]), satifaz as hipóteses dos itens a) e b) e ainda{
[φ(u′0)]
′ − 1
uβ0
}′
≥ 0, então uxt ≥ 0 em [0, a]× [0, T ).
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Demonstração: a) Como o dado inicial é uma função par, u solução de (2.14)
pode ser estendida de forma par, isto é u(t,−x) = u(t, x), para x ∈ [0, a].
Definindo α = ut e derivando temos
αt − φ′(ux)αxx − φ′′(ux)uxxαx − βu−β−1α = 0,
α(t)(t,−a) = 0 = α(t, a) e α(0, x) = (φ′(u′0)u′′0 − (u0)−β) ≤ 0.
Daí, pelo Princípio do Máximo temos ut ≤ 0 em [0, a]× [0, T ).
b) Se β = ux. Derivando β obtemos

δt − φ′(ux)δxx − φ′′(ux)δx − u−β−1δ = 0, x ∈ (0, a), t > 0,
δ(t, 0) = 0, δ(t, a) ≥ 0, t > 0,
δ(0, x) = (u0)x(x) ≥ 0, x ∈ [0, a],
(2.15)
Daí, pelo Princípio do Máximo, concluímos que ux ≥ 0 em [0, a]× [0, T ).
c) Definindo θ = uxt e derivando obtemos
θt − φ′(ux)θxx − 2φ′′(ux)uxxθx − (φ′′(ux)uxxx + φ′′′(ux)(uxx)2 + βu−β−1)θ =
= −β(β + 1)u−β−2utux ≥ 0,
θ(t, 0) = 0, θ(t, a) ≥ 0 e θ(0, x) = (φ′(u′0)u′′0 − (u0)−β)′ ≥ 0. Logo, pelo Princípio do
Máximo 5.6 do Apêndice B uxt ≥ 0 em [0, a]× [0, T ).

Com os sinais das derivadas obtidos no Lema anterior, concluímos o anulamento
em tempo finito da solução de (2.14), em particular o anulamento da solução de (1.2),
através do seguinte resultado:
Teorema 2.8. Seja T, o tempo maximal de existeˆncia de v e h(x) = pi
2a
cos
(
pi
2a
x
)
.
Suponha que φ(0) = 0, φ(t) ≤ k1t + k2 e [φ((u0)x)]x − 1
uβ0
≤ 0 então as seguintes
afirmações seguem:
(a) Se
∫ a
0
u0(x)h(x)dx é pequeno, então T < +∞.
(b) Se a é grande, então T <∞. Mais precisamente,
k1 ≤ 0 e a > 3k22 ⇒ T <∞,
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k1 ≤ 0 e k2 ≤ 0 e a >
√
k1 ⇒ T <∞ e
k1 ≤ 0 e k2 ≥ 0 e a > 43k2 + 43
√
k22 +
16
3
k1 ⇒ T <∞.
Demonstração: (a) Definindo I1(t) =
∫ a
0
u(t, x)h(x)dx, derivando e substituindo
ut obtemos
I ′1(t) =
∫ a
0
(φ(ux))xhdx−
∫ a
0
u−βhdx.
Integrando por partes e usando as hipóteses concluímos
I ′1(t) ≤ −
∫ a
0
φ(ux)hxdx−
∫ a
0
u−βhdx
Pela desigualdade de Jensen 5.27 temos
[I1(t)]
−β =
[∫ a
0
uhdx
]−β
≤
∫ a
0
u−βhdx
e então
I ′1(t) ≤ −
∫ a
0
φ(ux)hxdx− (I1(t))−β.
Usando a hipótese φ(t) ≤ k1t + k2, substituindo o valor de hx e integrando por
partes temos
I ′1(t) ≤
pi2
4a2
k1 − pi
2
4a2
k1I1(t) +
pi
2a
k2 − (I1)−β.
O item (b) do Lema 2.7 implica que
I1(t) =
∫ a
0
u(t, x)h(x)dx ≤
∫ a
0
u0(x)h(x)dx
Assim I1(t) é pequeno e portanto (I1(t))−β é grande. Daí obtemos
I ′1(t) ≤ −c, c > 0.
Se T = +∞ teremos lim
t→+∞
I ′1(t) = 0, pois I1(t) é descrente e limitada inferiormente.
Isto não é possível. Logo T < +∞.
(b) Multiplicando ut − (φ(ux))x = −u−β por w(x) = a2 − x2, definindo I2(t) =∫ a
0
u(t, x)w(x)dx e derivando obtemos
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I ′2(t) =
∫ a
0
ut(t, x)w(x)dx =
∫ a
0
(φ(ux))xw − u−βwdx.
Integrando por partes, observando que u(t, x) ≤ u(0, x) = u0(x) ≤ 1 e usando a
hipótese de limitação por uma função linear obtemos
I2(t) ≤ 2
∫ a
0
k1uxxdx+ 2
∫ a
0
k2xdx−
∫ a
0
(a2 − x2)dx.
Integrando por partes o primeiro termo do lado direito e calculando os outros dois
temos
I ′2(t) ≤ 2k1a− 2k1
∫ a
0
udx+ k2a
2 − 2a
3
3
Se k1 ≤ 0 temos 2k1a − 2k1
∫ a
0
udx ≤ 0. Daí I ′2(t) ≤ k2a2 − 23a3 = a2(k2 − 23a).
Assim se a > 3
2
k2 e k1 ≤ 0 temos T < +∞
Logo, se k1 ≥ 0 teremos
I ′2(t) ≤ 2k1a+ k2a2 −
2
3
a3 = a
(
2k1 + k2a− 2
3
a2
)
.
As raizes do polinoˆmio são 4
3
k2 ± 43
√
k22 +
16
3
k1.
Daí se a > 4
3
k2 +
4
3
√
k22 +
16
3
k1 e k1 ≥ 0 então T < +∞.
Se k1 ≥ 0 e k2 ≤ 0 temos I ′2(t) ≤ 2k1a − 23a3. Assim, se k1 ≥ 0, a >
√
k1 e k2 ≤ 0
então T < +∞.

O próximo resultado dos trabalhos [19] e [29] que vamos apresentar é o anulamento
em tempo finito da solução de (2.14) somente em x = 0. Para se chegar a este resultado
foi preciso primeiro fazer uma análise do problema estacionário associado.
Lema 2.9. Suponha que β = 1 e φ satifaça as condições:
a) φ ∈ C1([0,∞)), φ′(r) > 0 para r ≥ 0,
b) lim
r→∞
ξ(r) = lim
r→∞
∫ r
0
ηφ′(η)dη = +∞,
c)
∫ 1
0
1
ξ−1(η)
dη < +∞.
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Então, existe a0 > 0 tal que:
(a) Se a < a0 existem duas soluções, w1(x, a) > w2(x, a), positivas de (2.16).
(b) Se a > a0 o problema de valor de fronteira (2.16) não tem solução.
(c) Se a = a0 existe exatamente uma única solução de (2.16).

(φ(wx))x =
1
w
, x ∈ (0, a)
wx(0) = 0,
w(a) = 1.
(2.16)
Demonstração: Pela hipótese a) e pela positividade de u temos que wxx > 0 em
(0, a)× (0, T ). Assim, wx é crescente e como wx > 0 em (0, a).
Para facilitar a notação chamamos w0 = w(0).
Observe que a seguinte equivaleˆncia é válida: w é solução de (φ(wx))x =
1
w
, x ∈ (0, a)
wx(0) = 0,
(2.17)
se e somente se w for solução da equação integral
ϕ(wx) :=
∫ wx
0
ηφ′(η)dη = ln
(
w(x)
w0
)
.
De fato, para ida multiplique a equação de (2.17) por wx. Integrando de 0 a x
temos ∫ x
0
φ′(w′)w′′w′ds = ln(w(x))− ln(w0).
Definindo η = w′(s) temos
ϕ(wx) =
∫ wx
0
ηφ′(η)dη = ln
(
w(x)
w0
)
.
Para a volta basta definir η = w′.
Daí, como ϕ é invertível, obtemos wx = ϕ−1
(
ln
(
w(x)
w0
))
. Integrando de 0 a x
temos
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∫ x
0
w′
ϕ−1
(
ln
(
w(x)
w0
))ds = x.
Definindo η = w(s) obtemos∫ w
w0
1
ϕ−1
(
ln
(
η
w0
))ds = x.
Desta forma o número de soluções de (2.16) é igual ao número de soluções w0 da
equação integral ∫ 1
w0
1
ϕ−1
(
ln
(
η
w0
))ds = a.
Substituindo y = ln
(
η
w0
)
temos
w0
∫ ln( 1
w0
)
0
ey
ϕ−1(y)
dy = a.
Como w′ > 0 em (0, a) teremos que w(x) ≤ w(a) = 1. Definindo z = 1
w0
obtemos
1 ≤ 1
w0
. Daí devemos contar o número de soluções de
H(z) :=
∫ ln z
0
ey
ϕ−1(y)
dy = az.
Derivando H observamos que ela é crescente e coˆncava em z. Notando as outras
informações sobre H conseguimos esboçar um gráfico.
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Assim existe um único a0 tal que a reta y = a0z tangencia H(z). Mais ainda, para
a < a0 temos duas soluções de H(z) = az as quais denotaremos por z1(a) e z2(a) com
z1(a) < z2(a) e para a > a0 não teremos solução de H(z) = az.
Observemos também que lim
a→0
z1(a) = 1 e lim
a→0
z2 = +∞, correspondentemente temos
para a < a0 duas soluções w1(x, a) e w2(x, a) do problema (2.16) tais que wi(0, a) =
1
zi(a)
.
Como z1(a) < z2(a) temos w2(0, a) < w1(0, a). Mostremos que w1(x, a) > w2(x, a)
em (0, a). Suponha que não, isto é, existe y em (0, a) mínimo tal que w1(y, a) = w2(y, a).
Note que w2(x, a) < w1(x, a), para todo 0 ≤ x < y, pela definição de y. Daí y é ponto
de mínimo de w1 − w2 em [0, y]. Logo (w1)x(y, a) = (w2)x(y, a). Portanto
ϕ((w1)x(y, a))− lnw1(y, a) = ϕ((w2)x(y, a))− lnw2(y, a)
e da equação integral concluímos
w1(0, a) = w2(0, a)
contradição. Então w1(x, a) > w2(x, a) em (0, a).

Depois de ter sido feita uma análise do problema estácionário, antes de mostrar a
existência do anulamento em tempo finito para solução de (2.14), vamos apresentar um
resultado que mostra que se há anulamento então este só pode acontecer em x = 0.
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Lema 2.10. Suponhamos que β = 1 e que φ safisfaça as hipóteses do Teorema 2.9 e
mais ou φ é convexa ou s ≥ φ(s) para s ≥ 0. Suponha também que as hipóteses do
Lema 2.7 são satisfeitas e que u se anula em T ∈ (0,+∞]. Então u se anula somente
em x = 0.
Demonstração: Caso φ convexa: Inicialmente observamos que temos o re-
sultado se provarmos que para cada b ∈ (0, a) e para algum (b, δ) a desigualdade
J(t, x) := ux(t, x)− (x− b) é válida em Qb = [b, a]× [0, T ).
De fato, se a desigualdade é válida temos∫ x
b
us(t, s)ds ≥ (x− b)
2
2
.
Assim
u(t, x) ≥ (x− b)
2
2
+ u(t, b) > 0,
para x ∈ (b, a), isto é u não se anula em (b, a). Como b é arbitrário e u se anula no
tempo T então u vai se anular somente na origem.
Voltamos a analisar o sinal de J em Qb. Derivando temos
Jt − φ′(ux)Jxx = ux
u2
+ φ′′(ux)(uxx)2.
Usando o Lema 2.7 obtemos
Jt − φ′(ux)Jxx ≥ 0.
Analisando na fronteira parabólica temos
J(t, b) = ux(t, b) ≥ 0
J(t, a) = ux(t, a)− (a− b)
J(0, x) = ux(0, x)− (x− b) ≥ (u0)x(x)− (a− b)
Tomando  = min
{
δ
a−n , minx∈[b,a]
(u0)x
a− b
}
temos
2.3 Equação curvatura média com condição de fronteira do tipo Dirichlet 39
J(t, b), J(t, a) e J(0, x) ≥ 0.
Logo, pelo Princípio do Máximo 5.6 do Apêndice B temos J ≥ 0 em [b, a]× [0, T ).
Caso s ≥ φ(s) ≥ 0: Definindo J˜(t, x) := φ(ux)− (x− b) e derivando obtemos
J˜t − φ′(ux)J˜xx = φ′(ux)ux
u2
.
Usando as hipóteses e o Lema 2.7 concluímos que
J˜t − φ′(ux)J˜xx ≥ 0.
A análise na fronteira parabólica fica
J˜(t, b) = φ(ux(t, b)) ≥ 0,
J˜(t, a) = φ(ux(t, a))− (a− b) ≥ φ(δ)− (a− b)
e
J˜(0, x) = φ(ux(0, x))− (x− b) ≥ φ((u0)x(x))− (a− b).
Tomando  = min
{
φ(δ)
a−b , minx∈[b,a]
φ((u0)x(x))
a− b
}
e usando o Princípio do Máximo 5.6
do Apêndice B concluímos que J˜ ≥ 0 em [b, a] × [0, T ). Como vimos anteriormente
integrando temos
u(t, x)− u(t, b) ≥ (x− b)
2
2
,
para todo x ∈ [b, a]. Como por hipótese u se anula em tempo finito T , então u se anula
somente na origem.

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Finalmente, utilizando teoria de semigrupos, mostraremos o anulamento em tempo
finito da solução de (2.14) Particularmente, estaremos mostrando o anulamento da
solução de (1.2).
Teorema 2.11. Se β = 1 e φ e u0 satisfazem as hipóteses do Lema 2.10, então:
a) Se a ≤ a0 e 0 < u0(x) ≤ w2(x, a), u0(0) < w2(0, a), então u se anula em tempo
finito somente em x = 0.
b) Se a < a0 e w2(x, a) ≤ u0(x) ≤ 1, u0(x) 6= w2(x, a), então u converge assintoti-
camente para w1(x, a) quando t→∞.
c) Se a > a0 e 0 < u0(x) ≤ 1, então u se anula em tempo finito somente em x = 0.
Demonstração: Item a): Suponha que u não se anula em tempo finito
Consideremos X = {u0 ∈ C(−a, a), u0 > 0} e definimos F : X → R dada por
F (u0) = 2pi
∫ a
−a
u0(x)√
1 + ((u0)x)2
dx.
Derivando temos que J é funcional de Lyapunov. Daí pelo Teorema 5.1 do livro
[64] temos que u converge para solução estacionária w1 ou w2. Se convergir para w1
teremos uma contradição com a ordem de w1 e w2 e se ela convergir para w2 teremos
uma contradição com a hipótese do item a). Portanto u se anula em tempo finito.
item b): Do item a) o problema estacionário admite um funcional de Lyapunov.
Daí estamos nas hipóteses do Teorema 5.1 encontrado em [64]. Assim u irá convergir
para w1 ou w2. Concluímos pela estabilidade de w1, que u converge para w1.
item c): Analogamente ao item a) observando que na conclusão teremos u con-
vergindo para uma solução do problema estacionário, porém neste caso não há solução
deste problema criando assim uma contradição com o fato de u não se anular em tempo
finito. Daí u vai se anular em tempo finito.

Com o auxílio do software Maple, vemos que o resultado obtido anterioremente (Te-
orema 2.11) coincide com o resultado númerico. Aqui estamos aproximando o problema
(1.2) pelo seguinte problema
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
(u)t =
(u)xx
1 + (u)2x
− (u)
((u) + )β+1
, x ∈ (0, a), t > 0,
(u)x(t, 0) = 0, (u)(t, a) = 1, t > 0,
u(0, x) = u0(x), x ∈ [0, a].
e em seguida resolvendo este problema aproximado usando o Maple, fazendo β = 1,
 = 0, 2 e u0(x) = −x2 + 2.5
Linhas de Comando:
> PDE := diff(u(x, t), t) = (diff(u(x, t), x, x))/(1+ (diff(u(x, t), x))2)− u(x, t)/(0.2+ u(x, t))2
> IBC := u(1, t) = 1, u(x, 0) = −x2 + 2.5, (D[1](u))(0, t) = 0
> pds := pdsolve(PDE, IBC, numeric)
> pds: −plot3d(t = 0..1.2, x = 0..1)
Para concluir esta seção apresentamos o comportamento da solução de (2.14) pró-
ximo do tempo de anulamento T e do ponto x = 0.
Teorema 2.12. Se β = 1 e u0 satifaz as condições do Lema 2.7 e φ ∈ C3([0,+∞)),
φ′(s) > 0, s ≥ 0 e φ′′(s) ≤ 0, s ≥ 0. Então, existem constantes L1, L2 e L3 tais que:
a) L1 ≤ u(t, 0)(T − t)− 12 ≤ L2, para 0 < t < T .
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b) −ut(t, x)(T − t) 12 ≤ L3, para x ∈ [0, a] e 0 < t < T .
Demonstração: a) Observando inicialmente que w = ut satifaz
wt − φ′(ux)wxx − φ′′(ux)wx − βuβ−1w = 0
em (0, T )× (0, a).
Assim, o mínimo e o máximo de w são atingidos na fronteira parabólica e portanto
ut < 0 em (0, T ) × (0, a), pois se vt(t0, x0) = 0 para (t0, x0) ∈ (0, T ) × (0, a) teríamos
(t0, x0) ponto interior da fronteira parabólica sendo máximo. Sabendo que ut ≤ em
[0, T )× [0, a] pelo Lema 2.7 e usando o Princípio do Máximo temos ut = 0 em [0, T )×
[0, a] o que implica que u(t, x) = u(T, x), para todo t < T.
Como u(T, 0) = 0 teríamos u(t, 0) = 0, para todo t < T.
Mas T é o mínimo tal que u(t, 0) = 0. Assim ut < 0 para t ∈ (0, T ) e x ∈ (0, a).
Sabendo que uxt ≥ 0 em [0, T ) × [0, a] temos ut,0 ≤ ut(t, x) ≤ 0, para t ∈ (0, T ) e
x ∈ (0, a).
Logo ut(t, 0) < 0, concluindo assim que ut < 0 em (0, T )× (0, a).
Definindo 0 < η < T, observando que −ut(η, x) e uβ(η, x) são positivos para x ∈
[0, a− η], definindo
δ1 = min
x∈[0,a−η]
{−ut(η, x)uβ(η, x)}
e notando que δ1 = min
x∈[η,T )
{−ut(t, a−η)} existe e é positiva, pois ut satisfaz uma equação
parabólica.
Como ut ≤ 0 temos
0 < u(T, a− η) ≤ u(t, a− η) ≤ u(0, a− η) = u0(a− η).
Seja δ2 = min
t∈[η,T )
{−ut(t, a− η)uβ(t, a− η)}, tomando δ = min{δ1, δ2, 1} temos
δ ≤ δ1 ⇒ δ ≤ −ut(η, x)uβ(η, x),
x ∈ [0, a− η], ou seja
ut(η, x) + δu
−β(η, x) ≤ 0,
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para todo x ∈ [0, a− η].
Temos ainda que δ ≤ δ2 implica que
δ ≤ −ut(t, a− η)uβ(t, a− η),
para t ∈ [η, T ), ou seja
ut(t, a− η) + δu−β(t, a− η) ≤ 0,
para todo t ∈ [0, T ).
Definindo J(t, x) = ut(t, x) + δu−β(t, x) temos
J(η, x) = ut(η, x) + δu
−β(η, x) ≤ 0,
para todo t ∈ [0, a− η]
J(t, a− η) = ut(t, a− η) + δu−β(t, a− η) ≤ 0,
para todo t ∈ [η, T )
e
Jx(t, 0) = 0,
para todo t ∈ [0, T ) e sabendo que Jt − φ′(ux)Jxx −
[
φ′′uxx
φ′(ux)uxt + βu
−β−1
]
J ≤ 0, con-
cluímos pelo Princípio do Máximo 5.6 do Apêndice B que
J ≤ 0 em [η, T )× [0, a− η],
ou seja
ut(t, x) ≤ −δu−β(t, x),
para t ∈ [η, T ) e x ∈ [0, a− η].
Particularmente temos
ut(t, 0)u
β(t, 0) ≤ −δ.
Se t > η. Integrando de t a T e usando o fato de que u(T, 0) = 0 obtemos
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−uβ+1(t, 0) ≤ −δ(β + 1)(T − t),
ou seja
u(t, 0)(T − t)− 1β+ ≥ [δ(β + 1)]frac1β+1,
para η < t < T.
Como u(t, 0)(T − t) 1β+1 é uma função conínua positiva em [0, η], tomando
L1 = min
{
min
[0,η]
{u(t, 0)(T − t)− 1β+1}, [δ(β + 1)] 1β+1
}
temos
u(t, 0)(T − t)− 1β+1 ≥ C1.
Como u(t, .) é mínimo em x = 0, pois ux ≥ 0, temos uxx(t, 0) ≥ 0 e portanto
ut(t, 0) = φ
′(ux(t, 0))uxx(t, 0)− u−β(t, 0) ≥ −uβ(t, 0),
isto é
ut(t, 0)u
β(t, 0) ≥ −1.
Integrando de t a T e sabendo que u(T, 0) = 0, existe C2 = (β + 1)
1
β+1 tal que
u(t, 0)(T − t)− 1β+1 ≤ L2.
b) Como, pelo Teorema 2.7 temos que uxt ≥ 0, em [0, T )× [0, a] temos
ut(t, x) ≥ ut(t, 0) = φ′(ux(t, 0))uxx(t, 0)− u−β(t, 0) ≥ −u−β(t, 0).
Sabendo que φ(s) > 0 para todo s ≥ 0 e como u(t, .) atinge mínimo em x = 0, então
uxx(t, 0) ≥ 0.
Utilizando o item anterior obtemos
L1(T − t)
−β
β+1 ≤ u(t, 0) ≤ L2(T − t)
−β
β+1
Daí
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−L−β1 (T − t)
−β
β+1 ≤ −u−β(t, 0) ≤ −L−β2 (T − t)
−β
β+1
e portanto existe L3 = L
−β
2 tal que
−(T − t) ββ+1ut(t, x) ≤ L3.

2.3.3 Interpretação dos Resultados
De acordo com o lema 2.10 e o teorema 2.12 da seção anterior 2.3.2, o fluxo de cur-
vatura média em superfícies de revolução com condição de fronteira do tipo Dirichlet
transforma uma superfície inicial à esquerda em uma superfície a direita da figura
abaixo.
2.4 Fluxo de curvatura média com condição de fron-
teira singular
O estudo de equações do fluxo curvatura média com condição singular foi motivado
pelo que fizemos na dissertação de mestrado [73], pelos artigos [19] e [29] e pelo motivo
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de que não há bibliografia que consta tal estuda. Todos os resultados desta seção
são novos. Esta seção será dividida em duas subseções, inicialmente provaremos a
existência e regularidade de solução até um tempo finito T do problema (1.4) e depois
mostraremos resultados sobre o comportamento da solução de (1.4) próximo do seu
tempo e seu ponto de anulamento.
2.4.1 Existência e Regularidade
O problema a ser estudado nesta seção é o problema (1.4), ou seja
ut =
uxx
1 + (ux)2
− 1
u
, x ∈ (0, a), t > 0,
ux(t, 0) = 0, ux(t, a) = − 1
u(t, x)β
, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, a],
onde β > 0.
A existência de solução de tal problema é obtida estudando-se a existência de solu-
ção de um problema auxiliar e depois provando que toda solução de (1.4).
Teorema 2.13. Se u0 ∈ C2([0, a]), então o problema (1.4) tem solução em C2,1([0, a]×
[0, T )).
Demonstração: Considere o seguinte problema de valor inicial
vt = F (t, x, v, vx, vxx), x ∈ (0, a), t > 0,
vx(t, 0) = 0, vx(t, a) = −g(t, x, u(t, a)), t > 0,
v(0, x) = v0(x) > 0, x ∈ [0, a],
(2.18)
onde F (t, x, z, p, r) =
r
1 + p2
− 1
z
para x ∈ (0, a) m
2
< u < M e | p |< C, com
m = min
x∈[0,a]
v0(x),
M = max
x∈[0,a]
v0(x)
e
C = max
x∈[0,a]
u′0(x)
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e g uma função limitada.
Com estas condições sobre a F, garantimos a existência de solução para o problema
(2.18) através do Teorema 5.4 do Apêndice A. De fato, as condições (i), (ii), (iii) e (iv)
no Teorema 5.4 do Apêndice A são satisfeitas tomando-se
µ(| z |) = 2
m
+ | z |,
a1 =
2
m
+ | p |, Λ0 = 1+ | p |, a0 = 1
1 + C2
, a1 = 1 e para qualquer função crescente
a0 e quaisquer constantes não negativas M0 e M1.
A condição (v) do Teorema 5.4 do Apêndice A é satisfeita se tomarmos c1 =
m2
4
e
c2 = 2C. De fato:∣∣∣∣∣F (t, x, z, p, r)− F (t, y, w, q, r)
∣∣∣∣∣ ≤
∣∣∣∣∣ (q2 − p2)r(1 + p2)(1 + q2) + z − wwz
∣∣∣∣∣
Usando o Teorema do Valor Médio e os valores de c1 e c2
Obtemos
∣∣∣∣∣F (t, x, z, p, r)− F (t, y, w, q, r)
∣∣∣∣∣ ≤ (|x− y|+ |z − w|+ |p− q|)(c1 + c2).
Logo, existe solução para o problema auxiliar (2.18).
Finalmente para concluir a prova, basta observamos que pelo Princípio do Máximo
5.6 do Apêndice B que
m
2
≤ u(t, x) ≤M e | ux |≤ C.
Assim a solução do problema inicial e de fronteira auxiliar também é solução de
(1.4) .

2.4.2 Anulamento e Estimativa
Nesta seção mostraremos resultados que conseguimos obter sobre anulamento somente
em x = 1 da soluções de uma classe de problemas que inclui o problema (1.4) (Tomando
α = 1 e φ(s) = arctg(s)).
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Considerando a classe de problemas
ut = (φ(ux))x − 1
uα
, x ∈ (0, 1), t > 0,
ux(t, 0) = 0, ux(t, 1) = −(u(t, 1))−β, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, 1],
(2.19)
onde α, β > 0, temos os seguintes resultados:
Lema 2.14. a) Se φ′(u′0)u
′′
0 − 1uα0 ≤ 0 em [0, 1], então ut ≤ 0 em [0, 1]× [0, T ).
b) Se u′0 ≤ 0 em [0, 1], então ux ≤ 0 em [0, 1]× [0, T ).
c) Se
(
φ′(u′0)u
′′
0 − 1uα0
)′
≤ 0 em [0, 1] e as hipóteses do item a) e b) são satisfeitas,
então uxt ≤ 0 em [0, 1]× [0, T ).
Demonstração: a) Definindo w = ut temos
wt − φ′(ux)wxx − φ′′(ux)wx − u−β−1w = 0,
wx(t, 0) = 0, wx(t, 1) = βu
−β−1(t, 1)w(t, 1) e w(0, x) = φ′(u′0)u
′′
0 − 1uα0 ≤ 0.
Definindo v = eψ(x)w temos
vt − 1
1 + u2x
vxx +
[
2ψ2
1 + u2x
− 2uxuxx
(1 + u2x)
2
]
vx +
[
ψ′′ − (ψ′)2
1 + u2x
+
2uxuxxφ
2
(1 + u2x)
2
− 1
u2
]
v = 0,
vx(t, 0)− ψ(0)v(t, 0) = 0 e vx(t, 1)− [βu−β−1(t, 1) + ψ′(1)]v(t, 1).
Tomando ψ de forma que φ′(0) ≤ 0 e [βu−β−1(t, 1)+ψ′(1)] < 0 e usando o Princípio
do Máximo 5.6 do Apêndice B temos que v ≤ 0 em [0, 1]× [0, T ), ou seja
ut(t, x) ≤ 0,
em [0, 1]× [0, T ).
b) Definindo h = ux, temos
ht − φ′(ux)hxx − φ′′(ux)hx − u−β−1h = 0
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Como h(t, 0) = 0, h(t, 1) = −uβ(t, 1) ≤ 0 e h(0, x) = u′0(x) ≤ 0. Assim, pelo
Princípio do Máximo 5.6 do Apêndice B temos
ux(t, x) ≤ 0,
para todo x ∈ [0, 1] e t ∈ [0, T ).
c) Definindo de r = uxt e usando os itens anteriores temos
rt − φ′(ux)rxx − φ′′(uxx)uxxrx − (φ′′′(ux)u2xx + βu−β−1)r = −β(β + 1)u−β−2utux ≤ 0
Observe também que
r(t, 0) = uxt(t, 0) = 0,
r(t, 1) = uxt(t, 1) = βu
β+1(t, 1)ut(t, 1) ≤ 0
e
r(0, x) =
(
φ′(u′0)u
′′
0 −
1
uα0
)′
≤ 0.
Daí, pelo Princípio do Máximo, concluímos que uxt ≤ 0, para t ∈ [0, T ) e x ∈ [0, 1].

Teorema 2.15. Se φ é não decrescente φ(0) = 0 e φ(u) < 0, para u < 0, então a
solução do problema (2.19) se anula em tempo finito. Em adicional, se as hipóteses
do Lema 2.14 são satisfeitas então esta solução se anula em tempo finito somente em
x = 1. Particularmente, a solução de (1.4) se anula em tempo finito somente para
x = 1.
Demonstração: Defina F (t) =
∫ 1
0
u(t, x)dx.
Derivando obtemos
F ′(t) =
∫ 1
0
utdx =
∫ 1
0
(φ(ux))x− 1
uα
dx ≤
∫ 1
0
(φ(ux))x = φ(ux(t, 1))−φ(ux(t, 0)) = φ(−(u(t, 1))β).
Usando as hipótese −(u(t, x))−β decrescente e φ não decrescente concluímos que
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F ′(t) ≤ φ(−u0(1)−β).
Assim F (t) ≤ F (0)− φ(−u0(1)−β))t e daí existe t0 > 0 tal que F (t0) = 0. Como u
é não negativa e ux ≤ 0 existirá um T (0 < T ≤ t0) tal que lim
t→T−
u(t, 1) = 0.
Para a unicidade basta aplicarmos o Teorema do Valor Médio:
u(t, 1)− u(t, x) = ux(t, ξ)(1− x) ≤ u′0(ξ)(1− x) < 0,
para 0 ≤ x < 1.
Daí lim
t→T−
u(t, x) > 0, para 0 ≤ x < 1.

Na figura abaixo, o resultado obtido numericamente pelo software Maple aproxi-
mando o problema (1.4) do seguinte problema
(u)t =
(u)xx
(1 + (u)2x)
− (u)
(u + )2
, x ∈ (0, 1), t > 0,
(u)x(t, 0) = 0, (u)x(t, 1) = − (u)(t, 1)
(u + )β+1
, t > 0,
(u)(0, x) = u0(x) > 0, x ∈ [0, 1],
(2.20)
fazendo u0(x) = −x10 +1, 5, β = 1 e  = 0, 2, concorda com o que conseguimos mostrar
anteriormente (Teorema 2.15).
Linhas de Comando:
>PDE := diff(u(x, t), t) = (diff(u(x, t), x, x))/(1 + (diff(u(x, t), x))2)− u(x, t)/(0.2 + u(x, t))2
>IBC := (0.2 + u(1, t))2 ∗ (D[1](u))(1, t) = −u(1, t), u(x, 0) = −x10 + 1.5, (D[1](u))(0, t) = 0
> pds := pdsolve(PDE, IBC, numeric)
> pds: −plot3d(t = 0...8, x = 0..1)
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Finalmente para concluir este capítulo sobre equações fluxo curvatura média mos-
tramos o comportamento da solução da equação fluxo de curvatura média com condição
de fronteira tipo mista singular próximo do tempo de anulamento T.
Proposição 2.16. Se as hipóteses do Lema 2.14 são satisfeitas para o dado inicial,
então obtemos as seguintes estimativas:
a) C1 ≤ u(t, 1)(T − t)
−1
α+1 ≤ C2 para todo t ∈ [0, T ),
b) −ut(t, x)(T − t) αα+1 ≤ C3 para todo x ∈ [0, 1] e t ∈ [0, T ),
c) C4 ≤ −ux(t, 1)(T − t)
−β
α+1 ≤ C5 para todo t ∈ [0, T ),
onde C1, C2 são constantes dependendo apenas de α e β e T o tempo de anula-
mento.
Demonstração: a) Observemos inicialmente que w = ut satisfaz
wt − φ′(ux)wxx − φ′′′(ux)wx − αu−α−1w = 0
em (0, 1)× (0, T ).
Assim o mínimo e o máximo de w são atingidos na fronteira parabólica e portanto
ut < 0 para t ∈ (0, 1)×(0, T ), pois se ut(t0, x0) = 0 para (t0, x0) ∈ (0, 1)×(0, T ) teríamos
(t0, x0) ponto interior da fronteira parabólica sendo o máximo, visto que ut ≤ 0 em
[0, 1]× [0, T ) pelo Lema 2.14.
Daí, pelo Princípio do Máximo 5.6 do Apêndice B teríamos ut = 0 em [0, 1]× [0, T )
o que implica que u(t, x) ≤ u(T, x), para todo t < T.
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Como u(T, 1) = 0, pelo Teorema 2.15, teríamos u(t, 1) = 0, para todo t < T.
Portanto, como T é o mínimo tal que u(t, 0), temos ut < 0, para t ∈ (0, T ) e x ∈ (0, 1).
Como pelo item c) do Lema 2.14 temos uxt ≤ 0, em [0, 1]× [0, T ) teríamos
ut(t, 1) ≤ ut(t, x) < 0,
para t ∈ (0, T ) e portanto ut < 0 em (0, 1]× (0, T ).
Observe que −ut(η, x) e uβ(η, x) são positivos para x ∈ [η, 1− η] e pelo fato de que
ut satisfaz uma equação parabólica e ut < 0 em (0, 1]× (0, T ) temos que
min
t∈[η,T )
{−ut(t, η)}, min
t∈[η,T )
{−ut(t, 1− η)}
existem
Assim, definindo δ1 = min
x∈[η,1−η]
{−ut(η, x), uβ(η, x)}, δ2 = min
x∈[η,T )
{−ut(t, η)uα(t, η)} e
δ3 = min
x∈[η,T )
{−ut(1, 1− η)uα(t, 1− η)}, tomando δ = min{δ1, δ2, δ3} e definindo
J(t, x) = ut(t, x) + δu
−α(t, x)
temos J ≤ 0 em [0, 1]× [0, T ).
Como, pelos itens b) e c) do Lema 2.14, temos u(t, 1) ≤ u(t, x) e ut(t, 1) ≤ ut(t, x)
em [0, 1]× [0, T ) obtemos
ut(t, 1)u
α(t, 1) ≤ −δ.
Integrando de 0 a T temos para t > η a seguinte desigualdade
u(t, 1)α+1 ≥ α(α + 1)(T − t),
Como, pelo item a) do Lema 2.14
ut ≤ 0
em [0, 1]× [0, T ), temos que existe C1 = [α(α + 1)] 11+α tal que
u(t, 1) ≥ C1(T − t) 1α ,
para todo t ∈ [0, T ).
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Utilizando o item b) do Lema 2.14, temos que a função u(t, .) atinge seu mínimo
em x = 1 e portanto uxx(t, 1) ≥ 0.
Assim,
ut = φ
′(ux)uxx − u−α ≥ −u−α,
ou seja
utu
α ≥ −1,
em [0, 1]× (0, 1).
Integrando de t a T obtemos C2 = (1 + α)
1
α+1 tal que
u(t, 1) ≤ C2(T − t) 1α+1
b) Como pelo item c) do Lema 2.14 temos uxt ≤ 0 em [0, 1]× [0, T ) obtemos
ut(t, x) ≤ ut(t, 1) = φ′(ux(t, 1))uxx(t, 1)− u−β(t, 1) ≥ −u−β(t, 1).
Note que para obtermos a desigualdade anterior observamos que φ(s) > 0, para
todo s > 0 e como u(t, .) atinge mínimo em x = 1 temos uxx(t, 1) ≥ 0.
Do item anterior a) temos
C1(T − t) 11+α ≤ u(t, 1) ≤ C2(T − t) 11+α
e portanto
−C−α1 (T − t)−
α
1+α ≤ −u(t, 1)−α ≤ −C−α2 (T − t)−
α
1+α ,
isto é existe C3 = Cα1 tal que
ut(t, x) ≤ −u−α(t, 1) ≥ −C3(T − t)− α1+α .
c) Sabendo que ux(t, 1) = −u−β(t, 1) utilizando o item a) obtemos C4 = C−β2 e
C5 = C
−β
1 tal que
C4 ≤ −ux(t, 1)(T − t)
β
α+1 ≤ C5,
para todo t ∈ [0, T ).

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2.4.3 Interpretação dos Resultados
Sabendo que a evolução de superfícies de revolução via fluxos de curvatura podem ser
encaradas como evolução de curvas. O Teorema 2.15 e a Proposição 2.16 da seção
anterior 2.4.2 garantem que uma superfícies inicial do lado esquerdo da figura abaixo
evolui pelo fluxo de curvatura média com condição de fronteira singular a uma superfície
ao lado.
Capítulo
3
Fluxo de curvatura de Gauss
Neste capítulo iremos estudar os problemas (1.6), (1.5) e (1.7). Na primeira seção deste
capítulo, deduziremos a equação do fluxo de curvatura de Gauss em superfícies de revo-
lução. As duas seções posteriores, 3.2 e 3.3, serão ambas divididas em duas subseções,
na subseção 3.2.1 (3.3.1) mostraremos a existência e regularidade global no tempo da
solução para o problema (1.6)((1.5)) respectivamente e na subseção 3.2.2 (3.3.2) exibi-
remos o comportamento assintótico desta solução. Todos os resultados das seções 3.2
e 3.3 já são conhecidos, vide [61]. Os resultados novos deste capítulo encontram-se na
seção 3.4. Esta última seção é dividida em três subseções, na primeira mostraremos
resultados sobre a existência e regularidade de solução para o problema (1.7), na se-
gunda exibiremos o comportamento assintótico da solução de (1.7) para dados iniciais
não convexos e na última subseção demonstraremos o anulmento em tempo finito e
estimativas da solução de (1.7) para dados iniciais convexos. Os resultados já conhe-
cidos deste capítulo serão detalhados nesta tese, pois temos como objetivo fazer um
estudo mais geral de fluxos de curvatura com as três condições de fronteira: Dirichlet,
Neumann e singular.
55
3.1 Motivação 56
3.1 Motivação
Considerando uma família de superfícies γ(t, θ, x) ⊂ R3 dada por:
γ(t, θ, x) = (x, u(t, x) cos θ, u(t, x) sin θ), (3.1)
onde x ∈ [a, b] e θ ∈ [0, 2pi]. Fazendo esta evoluir através do fluxo curvatura de Gauss,
isto é
γt = −K.~n, (3.2)
onde K respresenta a curvatura de Gauss e ~n o vetor normal à superfície, concluimos
que u satisfaz
ut =
uxx
u
[
1 + (ux)2
] 3
2
, (3.3)
observando queK = − uxx
u(1 + ux)2
e ~n =
(
− ux√
1 + (ux)2
,
cos θ√
1 + (ux)2
,
sin θ√
1 + (ux)2
)
.
3.2 Fluxo de curvatura de Gauss com condição de
fronteira do tipo Neumann
A equação deduzida anteriormente com condição de fronteira tipo Neumann, problema
(1.6), foi objeto de estudo no artigo [61]. Os resultados obtidos em [61] sobre o problema
(1.6) são existência e regularidade de sua solução para todo t> 0 e comportamento
assintótico desta solução. Nesta seção iremos detalhar os principais resultados da
referência [61]. Primeiramente apresentaremos resultados de existência e regularidade
de solução para (1.6).
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3.2.1 Existência e Regularidade
Consideramos nesta seção o problema de valor inicial e de fronteira (1.6), ou seja
ut =
uxx
u
[
1 + (ux)2
] 3
2
, x ∈ (a, b), t > 0,
ux(t, a) = 0, ux(t, b) = 0, t > 0,
u(0, x) = u0(x) > 0, x ∈ [a, b],
(3.4)
Em [61] prova-se existência de solução global no tempo para o problema (1.6) utili-
zando o Teorema 5.3 do Apêndice A. Prova-se também que a solução tem regularidade
H2+α((a, b)× [0,∞)) (Ver Notações)
Teorema 3.1. Seja u0(x) um dado inicial positivo em [a, b], com u0 ∈ H2+α(a, b) e
derivadas de segunda ordem contínuas satisfazendo
u′0(a) = u
′
0(b) = 0.
Então, existe uma solução u ∈ H2+α((a, b)× [0,∞)) do problema (1.6).
Demonstração: Seja M = max
x∈[a,b]
{u0(x)} e  > 0. Definindo
v(t, x) = M + + 
t
t+ 1
− A sin
(
pi
x− a
b− a
)
,
onde A é uma constante positiva satisfazendo
A < min
{
1,
M(b− a)2
pi2(T + 1)2
}
.
Desta maneira −vt + 1
v(1 + v2x)
3
2
vxx < 0 e portanto u(t, x) ≤ v(t, x), para todo
x ∈ [a, b]× [0, T ). De fato, primeiramente temos que
(u− v)t − 1
u(1 + u2x)
3
2
uxx +
1
v(1 + v2x)
3
2
vxx ≤ 0
Sabendo que nas condições de fronteira temos ux(t, a) = 0, ux(t, b) = 0, vx(t, a) < 0
e vx(t, b) > 0, temos pelo Princípio do Máximo que
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u(t, x) ≤ v(t, x) ≤ sup
[a,b]×[0,T )
v(t, x) = M + 2.
Como  foi tomado arbitrariamente, temos u(t, x) ≤ M, para todo x ∈ [a, b] e
t ∈ [0, T ). Assim estamos nas hipóteses do Teorema 5.2 do Apêndice A e portanto
concluímos a existência de solução para o problema (1.6).

3.2.2 Comportamento Assintótico
Também em [61] foi obtido, sem qualquer hipótese de convexidade sobre o dado inicial,
o comportamento assintótico da solução de (1.6) pelo seguinte Teorema:
Teorema 3.2. Se u0 é uma função positiva em H
2+α(a, b) com segundas derivadas
contínuas até o bordo. Suponha que a primeira derivada de u0 assume valor zero no
pontos x = a e x = b. Então a solução de (1.6) u(t, .) converge para um segmento de
reta horizontal, quando t→∞.
Demonstração: Definindo E(t) =
∫ b
a
(1+u2x)dx, derivando, integrando por partes
e utilizando as condições de fronteira do problema (1.6) obtemos
E ′(t) = 2
∫ b
a
uxuxt = 2
∫ b
a
uxutxdx = −
∫ b
a
utuxxdx
Sabendo que ut e uxx tem o mesmo sinal temos E ′(t) ≤ 0 e como E é limitada
inferiormente devemos ter E(t) decresce para uma constante e E ′(t) → 0 quando
t→ +∞.
Assim utuxx → 0 quando t → ∞ e usando a equação de (1.6) temos que ut → 0 e
uxx → 0 quando t→∞.
Logo, como u se torna independente de t com segunda derivada u′′∞(x) = 0 temos
que u(t, .) converge a um segmento de reta.

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Aproximando o problema (1.6) do problema
(u)t =
(u)xx
(u) + )
[
1 + (u)x)2
] 3
2
, x ∈ (a, b), t > 0,
(u)x(t, a) = 0, (u)x(t, b) = 0, t > 0,
(u)(0, x) = u0(x) > 0, x ∈ [0, 1]
(3.5)
e utilizando o software Maple, conseguimos obter as solução númericas nos casos
dado inicial não convexo ( = 0, 2, u0(x) = x10 + 2, a = 0 e b = 1) e no convexo
( = 0, 2, u0(x) = −x10 + 2, a = 0 e b = 1) respectivamente. Em ambas as figuras
podemos observar a concordância do resultado númerico com o resultado analítico
obtido na referência [61].
Linhas de comando para o problema de Gauss com condição de fronteira
Dirichlet e condição inicial não convexa:
>PDE := diff(u(x, t), t) = (diff(u(x, t), x, x))/((u(x, t) + 0.2) ∗ (1 + (diff(u(x, t), x))2)1.5
>IBC := u(x, 0) = x10 + 2, (D[1](u))(0, t) = 0, (D[1](u))(1, t) = 0
>pds := pdsolve(PDE, IBC, numeric)
>pds: −plot3d(t = 0..3, x = 0..1)
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Linhas de comando para o problema de Gauss com condição de fronteira
Dirichlet e condição inicial convexa:
>PDE := diff(u(x, t), t) = (diff(u(x, t), x, x))/((u(x, t) + 0.2) ∗ (1 + (diff(u(x, t), x))2)1.5
>IBC2 := u(x, 0) = −x10 + 2, (D[1](u))(0, t) = 0, (D[1](u))(1, t) = 0
>pds2 := pdsolve(PDE, IBC2, numeric)
>pds2: −plot3d(t = 0..3, x = 0..1)
3.2.3 Interpretação dos Resultados
Segundo o Teorema 3.2 e o software matemático Maple, o fluxo curvatura de Gauss
com condição de fronteira Neummann transforma superfícies iniciais do lado esquerda
das figuras em superfícies do lado direito respectivamente.
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3.3 Fluxo de curvatura de Gauss com condição de
fronteira do tipo Dirichlet
A equação fluxo de curvatura de Gauss com condição de fronteira tipo Dirichlet, pro-
blema (1.5), também foi objeto de estudo da referência [61]. Neste artigo os resultados
obtidos sobre o problema (1.5) foram existência e regularidade de sua solução, na sub-
seção 3.3.1, e o comportamento assintótico desta solução, na subseção 3.3.2. Nesta
seção apresentaremos os principais resultados do trabalho [61].
3.3.1 Existência e Regularidade
Consideramos nesta seção o problema de valor inicial e de fronteira (1.5), ou seja
ut =
uxx
u
[
1 + (ux)2
] 3
2
, x ∈ (a, b), t > 0,
u(t, a) = u0(a), u(t, b) = u0(b), t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, 1],
Em [61] prova-se existência de solução global no tempo para o problema (1.5) uti-
lizando o Teorema 5.3 do Apêndice A.
Teorema 3.3. Se u0(x) for positiva em [a, b], com f ∈ H2+α((a, b)) e com segunda
derivada contínua satisfazendo
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u′′0(a) = u
′′
0(b) = 0.
Então, existe uma solução u ∈ H2+α((a, b)× [0,∞)) para o problema (1.5).
Demonstração: Consideramos o seguinte problema auxiliar
ut =
uxx
g(u)
[
1 + (ux)2
] 3
2
, x ∈ (a, b), t > 0,
u(t, a) = u0(a), u(t, b) = u0(b), t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, 1],
(3.6)
onde m = min
x∈[a,b]
u0(x) e g(z) é uma função decrescente em [0,∞), g(z) = m4 , para
z ≤ m
4
, g(z) = z, para z ≥ m
2
e g(z) é estendida de maneira simétrica para valores
negativos.
Pelo Princpio do Máximo 5.6 do Apêndice B temos que u atinge seu máximo na
fronteira parabólica. Como u(t, a) = u0(a) e u(t, b) = u0(b), temos que o máximo de u
é realizado por f e portanto
u(t, x) ≤M = max
x∈[a,b]
u0(x),
para x ∈ [a, b] e t ∈ [0, T ).
Sabendo que g foi definida simetricamente, então −u é solução do problema (3.6)
e pelo Princípio do Máximo 5.6 do Apêndice B temos
m ≤ u(t, x),
para x ∈ [a, b]× [0, T )
Definindo v(t, x) = max
Γ
ux(t, x), onde Γ é a fronteira parabólica, obtemos usando
o Princípio do Máximo 5.6 do Apêndice B que u(t, x) ≤ v(t, x). Assim, estamos nas
condições do Teorema 5.2 do Apêndice A, portanto concluímos a existência de solução
do problema (1.5).

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3.3.2 Comportamento Assintótico
Tambem em [61] foi obtido, sem qualquer hípotese de convexidade no dado inicial, o
comportamento assintótico da solução pelo seguinte Teorema:
Teorema 3.4. Se u0 é uma função positiva em H
2+α(a, b) com segundas derivadas
contínuas até o bordo. Suponha que
u′′0(a) = u
′′
0(b) = 0.
Então a solução de (1.5) u(t, .) converge para um segmento de reta unindo (a, f(a)), (b, f(b)),
quando t→∞.
Demonstração: Definindo E(t)
∫ b
a
(1 + u2x)dx, derivando, integrando por partes e
substituindo as condições de fronteira do problema (1.5) temos
E ′(t) = 2
∫ b
a
uxuxtdx = 2
∫ b
a
uxutxdx = −
∫ b
a
utuxxdx.
Como ut e uxx tem o mesmo sinal temos que E(t) decresce para um constante e
E ′(t)→ 0, quando t→∞.
Daí pela equação (1.5) temos ut → 0 e uxx → 0, quando t→∞.
Como u se torna independente de t com segunda derivada u′′∞(x) = 0. Portanto a
solução de (1.5) u(t, .) converge a um segmento de reta.

Aproximando o problema (1.5) do problema
(u)t =
(u)xx
((u) + )
[
1 + (u)x)2
] 3
2
, x ∈ (a, b), t > 0,
(u)x(t, a) = u0(a), (u)x(t, b) = u0(b), t > 0,
u(0, x) = u0(x) > 0, x ∈ [a, b],
(3.7)
e utilizando o software Maple, tanto para o caso em que o dado inicial é convexo
( = 0, 2, u0(x) = x10 + 2, a = 0 e b = 1) como no não convexo ( = 0, 2, u0(x) =
−x10 + 2, a = 0 e b = 1) respectivamente. Em ambos os casos podemos observar
nas figuras que os resultados númericos coincidem com o resultado analítico obtido no
trabalho [61].
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Linhas de comando para o problema de Gauss com condição de fronteira
Dirichlet e condição inicial não convexa:
>PDE := diff(u(x, t), t) = (diff(u(x, t), x, x))/((u(x, t) + 0.2) ∗ (1 + (diff(u(x, t), x))2)1.5
>IBC := u(0, t) = 2, u(1, t) = 3, u(x, 0) = x10 + 2
>pds := pdsolve(PDE, IBC, numeric)
>pds: −plot3d(t = 0..3, x = 0..1)
Linhas de comando para o problema de Gauss com condição de fronteira
Dirichlet e condição inicial convexa:
>PDE := diff(u(x, t), t) = (diff(u(x, t), x, x))/((u(x, t) + 0.2) ∗ (1 + (diff(u(x, t), x))2)1.5
>IBC2 := u(0, t) = 2, u(1, t) = 1, u(x, 0) = −x10 + 2
>pds2 := pdsolve(PDE, IBC2, numeric)
>pds2: −plot3d(t = 0..3, x = 0..1)
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3.3.3 Interpretação dos Resultados
Com base no Teorema 3.4 e com o auxílio do software Maple concluímos que as su-
perfícies do lado esquerdo das figuras evoluem via fluxo de curvatura de Gauss com
condição de fronteira Dirichlet a superfícies do lado direito respectivamente.
3.4 Fluxo de curvatura de Gauss com condição de
fronteira singular
O estudo da equação de fluxo curvatura de Gauss com condição de fronteira tipo
singular, isto é o problema (1.7), não consta em nenhuma referência da área. Todos os
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resultados desta seção são novos. Nesta seção mostraremos todos os resultados obtidos
sobre o estudo do problema (1.7).
3.4.1 Existência e Regularidade
O objetivo desta seção é estudar sobre o problema de valor inicial e de fronteira (1.7),
ou seja 
ut =
uxx
u
[
1 + (ux)2
] 3
2
, x ∈ (a, b), t > 0,
ux(t, a) = 0, ux(t, b) = − 1
u(t, b)β
, t > 0,
u(0, x) = u0(x) > 0, x ∈ [a, b],
onde β > 0.
Como o problema acima (1.7) não está nas condições dos teoremas 5.1, 5.2 e 5.3
do Apêndice A, então, para provar a existência de solução de (1.7), provamos que a
solução do problema auxiliar (3.8), obtida diretamente aplicando o Teorema 5.3 do
Apêndice A, é também solução de (1.7).
Teorema 3.5. Seja u0 ∈ C2([0, 1]), então o problema (1.7) tem solução em C1,2([0, T )×
[0, 1]) para algum T > 0.
Demonstração: Considere o problema auxiliar
ut =
uxx
g(u)
[
1 + (ux)2
] 3
2
, x ∈ (a, b), t > 0,
ux(t, a) = 0, ux(t, b) = − 1
(g(u(t, b)))β
, t > 0,
u(0, x) = u0(x) > 0, x ∈ [a, b],
(3.8)
onde β > 0, g(u) = m
4
, para u ≤ m
4
, g(u) = u, para u ≥ m
2
, g estendida por simetria
para valores negativos e m = min
x∈[a,b]
u0(x).
Nestas condições, aplicando o Teorema 5.3 do Apêndice A, obtemos uma solução
para o problema auxiliar (3.8). Em seguida iremos provar que toda solução do problema
auxiliar (3.8) é também solução do problema (1.7).
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Primeiramente observamos que a solução do problema auxiliar (3.8) satisfaz as
hipóteses do Teorema 5.3 do Apêndice A, isto é, que a solução u de (3.8) é tal que
min
x∈[a,b]
u0(x) = m ≤ u ≤M = max
x∈[a,b]
u0(x).
De fato, definindo
v(t, x) = M + + 
t
t+ 1
− A sin
(
pi
x− a
b− a
)
,
onde A < min
{
1,
M(b− a)2
pi2(T + 1)2
}
e suficiente pequeno de forma que
vt >
vxx
g(v)
[
1 + (vx)2
] 3
2
. (3.9)
Note que v é tal que vxx ≤ 0 e M ≤ v ≤M + 2.
Note também que u(t, x) < v(t, x) para (t, x) ∈ [a, b] × [0, T ]. De fato, u e v não
se interceptam em t = 0 pois u0(x) ≤ M e v0(x) > M e além disso u e v não se
interceptam em t0 > 0 e x ∈ (a, b), pois se isto ocorresse supondo que t0 é o primeiro
tempo que u e v se interceptam no interior de [a, b] existirá um x0 ∈ (a, b) tal que
v(t, x0) > u(t, x0), para t < t0, vt(t0, x0) − ut(t0, x0) ≤ 0, vx(t0, x0) = ux(t0, x0) e
vxx(t0, x0) = uxx(t0, x0). Assim
vt(t0, x0) < ut(t0, x0) =
uxx(t0, x0)
g(u(t0, x0))(1 + (ux(t0, x0))2)
3
2
=
vxx(t0, x0)
g(v(t0, x0))(1 + (vx(t0, x0))2)
3
2
,
o que contraria (3.9).
u e v também não se interceptam em t0 > 0 e x = a ou b pois as condições de
fronteira ux(t, a) = 0, ux(t, b) ≤ 0, vx(t, a) < 0 e vx(t, b) > 0 indicam que se u e v se
interceptam na fronteira de [a, b] então certamente u e v também se interceptam no
interior de [a, b], o que já provamos que não ocorre.
Assim como u0 ≤M temos u < v em [0, T ]× [a, b].
Logo, v ≤M + 2 e u < v implicam que u < M + 2 e pelo fato de  ser arbitrário
concluímos que u ≤M em [0, T ]× [a, b].
Para obter a estimativa de u por baixo, observamos que g é uma função simétrica,
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min
x∈[a,b]
u0(x) = − max
x∈[a,b]
−u0(x), inf u = − sup(−u).
e
m = min
x∈[a,b]
u0(x) e M = max
x∈[a,b]
u0(x).
Finalmente, finalizamos o problema de existência de solução para o problema (1.7)
observando que toda solução de (3.8) é também solução de (1.7), De fato, como a
solução do problema auxiliar (3.8) satisfaz u ≥ m > m
2
e como por definição g(u) = u,
para u ≥ m
2
segue o resultado.

3.4.2 Comportamento Assintótico(Condição inicial não convexa)
Os resultados desta seção diferem um pouco dos resultados obtidos em seção anteri-
ores (seções 3.2 e 3.3). A hipótese de convexidade sobre o dado inicial é de extrema
importância, uma vez que os resultados obtidos para o caso dado inicial convexo e não
convexo são diferentes. Nesta seção iremos mostrar resultados sobre o comportamento
assintótico da solução da equação de fluxo de curvatura de Gauss com condição de
fronteira tipo singular e com dado inicial não convexo.
Lema 3.6. Se u0 ∈ C2([a, b]) e u′′0 ≥ 0, então ut ≥ 0 em [a, b]× [0, T ).
Demonstração: Definindo h = ut e derivando obtemos
ht =
1
u(1 + u2x)
3
2
hxx +
3ux
u2(1 + u2x)
5
2
hx +
[
uxx
u2(1 + u2x)
3
2
+
u(1 + u2x)
3
2
]
h.
Nas condições de fronteira temos
hx(t, 0) = 0 e hx(t, 0) = βu−β−1(t, 1)h e na condição inicial
h(0, x) =
u′′0(x)
u0(x)(1 + (u′0)2)
3
2
.
Assim, aplicando o Princípio do Máximo 5.6 do Apêndice B temos o resultado.

Teorema 3.7. Se u0 estão nas condições do Lema 3.6 então a solução de (1.7) é
definida para todo t e lim
t→∞
u(t, x) é uma segmento de reta.
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Demonstração: Defina E(t) =
∫ b
a
(1 + (ux)
2)dx. Derivando e depois integrando
por partes obtemos
E ′(t) = 2
∫ b
a
uxuxtdx = 2
(
ux(t, b)ut(t, b)− ux(t, a)ut(t, a)−
∫ b
a
utuxxdx
)
.
Da equação do problema (1.7) concluímos que ut e uxx tem o mesmo sinal. Usando
as condições de fronteira de (1.7) obtemos E ′(t) ≤ 0. Assim, E é uma função decres-
cente.
Como E é limitada inferiormente, ou seja
E(t) ≥ b− a,
e E é uma função descrescente, temos que lim
t→∞
E ′(t) = 0. Assim utuxx → 0.
Sabendo que ut =
1
u(1 + (ux)2)
3
2
concluímos que ut → 0 e ux → 0.
Como u(t, x) é limitado por cima e por baixo e não descrescente em t. Assim existe
u∞(x) tal que lim
t→∞
u(t, x) = u∞(x) e esta convergência é uniforme pois [0, 1] é compacto.
Assim, usando o Teorema 5.25 temos que u′′∞(x) = 0, ou seja um segmento de reta.

Aproximando o problema (1.7) do problema
(u)t =
(u)xx
((u) + )
[
1 + (u)x)2
] 3
2
, x ∈ (0, 1), t > 0,
(u)x(t, 0) = 0, (u)x(t, 1) = − u(t, 1)
((u) + )β+1
, t > 0,
(u)(0, x) = u0(x) > 0, x ∈ [0, 1],
(3.10)
e resolvendo o problema aproximado numericamente pelo software Maple fazendo
 = 0, 2, u0(x) = x
5 + 1, 5 e β = 1, podemos observar que o resultados analítico desta
seção coincidem com o resultado númerico plotado pelo software através da figura
abaixo:
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Linhas de Comando:
> PDE := diff(u(x, t), t) = (diff(u(x, t), x, x))/((u(x, t) + 0.2) ∗ (1 + (diff(u(x, t), x))2)1.5)
>IBC2 := {(0.2 + u(1, t))2 ∗ (D[1](u))(1, t) = −u(1, t), u(x, 0) = x5 + 1.5, (D[1](u))(0, t) = 0}
> pds2 := pdsolve(PDE, IBC2, numeric)
> pds2:−plot3d(t = 0..3.6, x = 0..1)
3.4.3 Anulamento e Estimativas(Condição inicial convexa)
Nesta seção iremos apresentar os resultados sobre a equação de fluxo curvatura de
Gauss com condição de fronteira singular. Nos próximos resultados mostraremos que a
solução de (1.7) no caso convexo se anula em tempo finito T e de que forma tal solução
se comporta próximo do tempo de anulamento T.
Os primeiros resultados apresentados são sobre o anulamento em tempo finito da
solução de (1.7).
Teorema 3.8. Se β ≥ 1 e u′′0 ≤ 0, então a solução de (1.7) se anula em tempo finito.
Demonstração: Considerando o problema auxiliar:
ht =
hxx
h
[
1 + (hx)2
] 3
2
, x ∈ (0, 1), t > 0,
hx(t, 0) = 0, hx(t, 1) = − 1
h(t, 1)
, t > 0,
h(0, x) =
√
r2 − x2, x ∈ [0, 1],
(3.11)
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cuja solução explícita é h(t, x) =
√
(r3 − 3t) 23 − x2. Se tomarmos
r ≥ max
{√
1 + max
x∈[0,1]
(u0(x))
2,
1
3
√
3
}
,
compararmos este problema auxiliar com o problema (1.7)(0 < β ≤ 1) usando o
Princípio do Máximo 5.6 do Apêndice B, concluímos que u ≤ h em [0, 1] × [0, Th).
Como h se anula em tempo finito, u vai se anular caso β ≥ 1.

Lema 3.9. a) Se u0 ∈ C1([0, 1]) e u′0 ≤ 0 em [0, 1], então ux ≤ 0 em [0, 1]× [0, T ).
b) Se u0 ∈ C2([0, 1]) e u′′0 ≤ 0, então ut ≤ 0 em [0, 1]× [0, T ).
c) Se u0 ∈ C3([0, 1]) e
{
u′′0
u0{1+[(u′0)]2}
3
2
}
x
≥ 0, então uxt ≥ 0 em [0, 1]× [0, T ).
Demonstração:
a) Definindo α = ux temos que α satisfaz o problema:

αt =
1
u
[
1 + (ux)2
] 3
2
αxx − 3uxxux
u
[
1 + (ux)2
] 5
2
αx − uxx
u2
[
1 + (ux)2
] 3
2
α, x ∈ (0, 1), t > 0,
α(t, 0) = 0, α(t, 1) = − 1
u(t, 1)β
≤ 0, t > 0,
α(0, x) = u′0(x) ≤ 0, x ∈ [0, 1],
Assim, usando o Princípio do Máximo 5.6 do Apêndice B, temos ux ≤ 0 em [0, 1]×[0, T ).
b) Definindo h = ut temos que h satisfaz o problema

ht =
1
u
[
1 + (ux)2
] 3
2
hxx − 3uxxux
u
[
1 + (ux)2
] 5
2
hx − uxx
u2
[
1 + (ux)2
] 3
2
h, x ∈ (0, 1), t > 0,
hx(t, 0) = 0, hx(t, 1) = β
1
u(t, 1)β+1
h(t, 1) ≤ 0, t > 0,
h(0, x) =
u′′0(x)
u0(1 + (u10)
2)
3
2
≤ 0, x ∈ [0, 1],
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Assim, usando o Princípio do Máximo 5.6 do Apêndice B, temos ut ≤ 0 em [0, 1]×
[0, T ).
c) Observando que uxt satisfaz uma equação parabólica e suas condições de fronteira
são
uxt(t, 0) = 0 e uxt(t, 1) = βu−β−1ut(t, 1),
concluímos, pelos Princípio do Máximo que utx ≥ 0 em [0, 1]× [0, T ).

Teorema 3.10. Se u0 satisfaz as hipóteses do Lema 3.9 e u solução de (1.7) se anula
em tempo finito, então ela se anula somente em x = 1.
Demonstração: Se (u0)x < 0 , pelo Teorema do Valor Médio e pelo item c) do
Lema 3.9 existe um η ∈ (a, x) tal que
u(t, a)− u(t, x) ≤ (u0)x(η)(a− x) < 0.
Daí lim
t→T
u(t, x) > 0, para todo x ∈ [0, 1). Se não, existe um 0 < x0 ≤ 1 tal que
(u0)x(x) < 0, para x ∈ [x0, 1]. Assim, usando o Teorema do Valor Médio e o item c)
do Lema 3.9, temos que lim
t→T
u(t, x) > 0, para todo x ∈ [x0, 1). Observando o item a)
do Lema 3.9 concluímos que lim
t→T
u(t, x) > 0, para todo x ∈ [0, 1).

Aproximando o problema (1.7) do problema
(u)t =
(u)xx
((u) + )
[
1 + (u)x)2
] 3
2
, x ∈ (0, 1), t > 0,
(u)x(t, 0) = 0, (u)x(t, 1) = − u(t, 1)
((u) + )β+1
, t > 0,
(u)(0, x) = u0(x) > 0, x ∈ [0, 1],
(3.12)
e resolvendo numericamente o problema aproximado para um dado inicial convexo
através do software matemático Maple fazendo  = 0, 2 u0(x) = −x5 + 1, 5 e β = 1,
podemos observar que o resultado analítico que obtemos coincide com o resultado
númerico gerado pelo software.
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Linhas de Comando:
>PDE := diff(u(x, t), t) = (diff(u(x, t), x, x))/((u(x, t) + 0.2) ∗ (1 + (diff(u(x, t), x))2)1.5)
>IBC := (.2 + u(1, t))2 ∗ (D[1](u))(1, t) = −u(1, t), u(x, 0) = −x5 + 1.5, (D[1](u))(0, t) = 0
> pds := pdsolve(PDE, IBC, numeric)
> pds: −plot3d(t = 0..1.6, x = 0..1)
Os próximos resultados mostramos são direcionados ao estudo do comportamento
da solução do problema (1.7) com dado inicial convexo próximo do tempo de anula-
mento T .
Primeiramente observamos que o problema (1.7) tem um funcional de Lyapunov.
Lema 3.11. O problema (1.7) admite um funcional de Lyapunov.
Demonstração: Considerando o funcional
J(u(t, x)) =
∫ 1
0
1
2
u2x(t, x)dx+
1
1− βu
1−β(t, 1)
e derivando-o com relação a variável t ao longo das órbitas obtemos dJ
dt
(u(t, x)) ≤ 0,
portanto J é um funcional de Lyapunov para o problema (1.7)
Considerando os seguintes problemas auxiliares de valor inicial e de fronteira:
vt =
vxx
v
, x ∈ (0, 1), t > 0,
vx(t, 0) = 0, vx(t, 1) = − 1
v(t, 1)β
, t > 0,
v(0, x) = v0(x) > 0, x ∈ [0, 1],
(3.13)
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
wt = C
wxx[
1 + (wx)2
] 3
2
, x ∈ (0, 1), t > 0,
wx(t, 0) = 0, wx(t, 1) = − 1
w(t, 1)β
, t > 0,
w(0, x) = w0(x) > 0, x ∈ [0, 1],
(3.14)
onde β > 0 e C =
(
max
{
u0(x), x ∈ [0, 1]
})−1
, temos os seguintes resultados:

O primeiro deles versa sobre os sinais das deridadas da solução de (1.7)
Lema 3.12. Seja Tw o tempo de anulamento de w, então:
a) Se w0 ∈ C1([0, 1]) e (w0)x ≤ 0 em [0, 1], então wx ≤ 0 em [0, 1]× [0, Tw).
b) Se w0 ∈ C2([0, 1]) e (w0)xx ≤ 0, então wt ≤ 0 em [0, 1]× [0, Tw).
c) Se w0 ∈ C3([0, 1]) e
{
(u0)xx
{1+[(u0)x]2}
3
2
}
x
≥ 0, então wxt ≥ 0 em [0, 1]× [0, Tw).
Demonstração: a) Definindo α = ux temos que α satisfaz o problema:
αt =
[
C
(1 + w2x)
3
2
]
αxx +
[
Cwxxwx
(1 + w2x)
5
2
]
αx, x ∈ (0, 1), t > 0,
α(t, 0) = 0, α(t, 1) = − 1
u(t, 1)β
≤ 0, t > 0,
α(0, x) = (u0)x(x) ≤ 0, x ∈ [0, 1],
Assim, usando o Princípio do Máximo 5.6 do Apêndice B, temos ux ≤ 0 em [0, 1]×[0, T ).
b) Definindo h = ut e derivando obtemos
ht =
[
C
(1 + w2x)
3
2
]
hxx +
[
Cwxxwx
(1 + w2x)
5
2
]
hx, x ∈ (0, 1), t > 0,
hx(t, 0) = 0, hx(t, 1) = β
1
u(t, 1)β+1
h(t, 1), t > 0,
h(0, x) =
u′′0
u0(1 + (u′0)2)
3
2
≤ 0, x ∈ [0, 1],
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Assim, aplicando o Princípio do Máximo 5.6 do Apêndice B, obtemos
ut ≤ 0,
para todo x ∈ [0, 1] e t ∈ [0, Tw).

Em seguida temos resultados sobre o comportamento da solução de problemas per-
turbados e do problema (1.7).
Lema 3.13. Seja Tv o tempo de anulamento de v, então:
a) Se v0 ∈ C1([0, 1]) e (v0)x ≤ 0 em [0, 1], então vx ≤ 0 em [0, 1]× [0, Tv).
b) Se v0 ∈ C2([0, 1]) e (v0)xx ≤ 0, então vt ≤ 0 em [0, 1]× [0, Tv).
c) Se v0 ∈ C3([0, 1]) e
[
(v0)xx
v0
]
x
, então vxt ≥ 0 em [0, 1]× [0, Tv).
Demonstração: a) Definindo α = vx temos que α satisfaz o problema:
αt =
[
1
v
]
αxx +
[
vxx
v2
]
α, x ∈ (0, 1), t > 0,
α(t, 0) = 0, α(t, 1) = − 1
u(t, 1)β
≤ 0, t > 0,
α(0, x) = (u0)x(x) ≤ 0, x ∈ [0, 1],
Assim, usando o Princípio do Máximo 5.6 do Apêndice B, temos ux ≤ 0 em [0, 1]×[0, T ).
b) Definindo h = ut e derivando obtemos
ht =
[
1
v
]
hxx +
[
vxx
v2
]
h, x ∈ (0, 1), t > 0,
hx(t, 0) = 0, hx(t, 1) = β
1
u(t, 1)β+1
h(t, 1), t > 0,
h(0, x) =
u′′0
u0(1 + (u′0)2)
3
2
≤ 0, x ∈ [0, 1],
Assim, aplicando o Princípio do Máximo 5.6 do Apêndice B, obtemos
ut ≤ 0,
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para todo x ∈ [0, 1] e t ∈ [0, Tw).

Lema 3.14. Se w0 satisfaz as hipóteses do Lema 3.12, então existe uma constante C1
tal que
w(t, 1) ≤ C1(Tw − t)
1
2(β+1) , para todo t ∈ [0, Tw).
Demonstração: Defina J(t, x) = ux(t, x)+φ(x)w−β(t, x). Derivando J e tomando
φ da mesma forma que foi tomada em [30](Lema 2.5i)) obtemos:
C(1+w2x)
3
2Jt−Jxx = −3C(1+w2x)
1
2wxwxt−β(β+1)φw−β−1(wx)2 +2βφxw−β−1wx−
φxxw
−β ≤ 0 e concluímos com o Princípio do Máximo 5.6 do Apêndice B que J ≤ 0
em [0, 1]× [0, Tw).
Já que J ≤ 0 em [0, 1]× [0, Tw) e J(t, 1) = 0 temos que Jx(t, 1) ≥ 0. Assim
Jx(t, 1) = wxx − βφw−β−1(t, 1)wx(t, 1) ≥ 0,
onde substituindo os valores de fronteiras temos
(w2(β+1)(t, 1))t ≥ −2β(β + 1)C.
Daí, integrando de 0 a T , concluímos tomando C1 = (2βC(β + 1))
1
2(β+1) que
w(t, 1) ≤ C1(Tw − t)
1
2(β+1) ,
para todo t ∈ [0, Tw).

Lema 3.15. Se v0 satisfaz as hipotóses do Lema 3.13, então existem constantes C2 e
C3 tais que
a) v(t, 1)(Tv − t)−
1
2β+3 ≥ C2, para todo t ∈ [0, Tv).
b) −vx(t, x)(Tv − t)
β
2β+3 ≤ C3, para todo t ∈ [0, Tv).
Demonstração: a) Considerando ψ(u) = 1
2
u2 e g(u) = −u−β no artigo [17],
estaremos nas hipóteses do Teorema (3.2) página 579 de [17]. Assim,
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∫ v(t,1)
0
s
(−s−β)(−βs−β−1)ds ≥ K(Tv − t),
onde K é a constante obtida no Teorema (3.2) em [17]. Portanto,
v(t, 1)(Tv − t)−
1
2β+3 ≥ C2,
onde C2 = [β(2β + 3)K]
1
2β+3 .
b) Pelo Lema 3.13 temos que uxx ≤ 0 em [0, 1]× [0, Tv). Assim,
−vx(t, x) ≤ −vx(t, 1) = u−β(t, 1).
Usando o item a) concluímos
−vx(t, x)(Tv − t)
β
2β+3 ≤ C3,
onde C3 = C
−β
2 .

Teorema 3.16. Se u0 satisfaz as hipóteses do Lema 3.12 então existe uma constante
C1 tal que
u(t, 1) ≤ C1(T − t)
1
2(β+1) , para todo t ∈ [0, T ).
Demonstração: Inicialmente comparamos os problemas (3.13) e (3.14) e concluí-
mos, usando o Princípio do Máximo 5.6 do Apêndice B, que u ≤ w em [0, 1] × [0, T ).
Aplicando o Lema 3.14, obtemos
u(t, 1) ≤ C1(T − t)
1
2(β+1) ,
para todo t ∈ [0, T ).

3.4.4 Interpretação dos Resultados
De acordo com o Teorema 3.7 e o software Maple, uma superfície inicial não convexa
a esquerda da figura abaixo evolui pelo fluxo curvatura de Gauss com condição de
fronteira singular a um segmento de reta.
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Por outro lado com os Teoremas 3.8 e 3.10 e o software Maple concluímos que
uma superfícies inicial que se encontra no lado esquerda da figura abaixo evolui via
fluxo curvatura de Gauss com condição de fronteira singular a uma superfície do lado
esquerdo da mesma figura.
Capítulo
4
Fluxo de curvatura Harmônica
Neste capítulo serão demonstrados resultados sobre os problema (1.8) e (1.9). A pri-
meira seção deste capítulo deduziremos a equação do fluxo de curvatura harmnônica
em superfícies de revolução. A seção posterior 4.2 será dividida em duas subseções, na
primeira demonstraremos resultados de existência e regularidade para o problema (1.8)
e na segunda exibiremos o comportamento assintótico da solução de (1.8). Na última
seção deste capítulo apresentaremos resultados sobre o problema (1.9) divididos em
duas subseções, na subseção 4.3.1 mostraremos a existência e regularidade de solução
para o problema (1.9) e na subseção 4.3.2 mostraremos o anulamento em tempo finito e
estimativas da solução de (1.9) perto do seu tempo e seu ponto de anulamento. Todos
os resultados deste capítulo são novos.
4.1 Motivação
Considerando uma família de superfícies γ(t, θ, x) ⊂ R3 dada por:
γ(t, θ, x) = (x, u(t, x) cos θ, u(t, x) sin θ), (4.1)
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onde θ ∈ [0, 2pi] e x ∈ [0, 1]. Fazendo esta evoluir através do fluxo curvatura harmônica,
isto é
γt = − K
2H
.~n, (4.2)
onde K representa a curvatura de Gauss, H a curvatura média e ~n o vetor normal à
superfície, concluímos que u satisfaz
ut =
uxx
−uuxx + (ux)2 + 1 , (4.3)
observando que K = − uxx
u(1 + ux)2
, H = 1
2
(1 + (ux)
2)−
1
2
(
uxx
1 + (ux)2
− 1
u
)
e
~n =
(
− ux√
1 + (ux)2
,
cos θ√
1 + (ux)2
,
sin θ√
1 + (ux)2
)
.
4.2 Fluxo de curvatura harmônica com condição de
fronteira do tipo Dirichlet
O estudo de equação de fluxo de curvatura harmônica com condição de fronteira tipo
Dirichlet, isto é o problema (1.8), não consta em nenhuma referência da área. Portanto
todos os resultados desta seção são novos. Nesta seção mostraremos resultados sobre
existência e regularidade de solução para o problema (1.8), assim como resultados sobre
o comportamento assintótico da solução de tal problema.
4.2.1 Existência e Regularidade
Primeiramente mostraremos resultados sobre existência e regularidade estudando um
problema auxiliar que tem solução regular pelo Teorema 5.3 do Apêndice B como em
[16] e depois provando que toda solução do problema auxiliar é também solução do
problema original.
Consideremos o problema de valor inicial e de fronteira (1.8), ou seja
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
ut =
uxx[
−uuxx + (ux)2 + 1
] , x ∈ (0, 1), t > 0,
ux(t, 0) = 0, u(t, 1) = 1, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, 1],
Teorema 4.1. Seja u0(x) ∈ C2([0, 1]) e convexo então existe um T > 0 tal que o
problema (1.8) admite solução em C1,2([0, T )× [0, 1]).
Demonstração: Obtemos existência do problema acima estudando o seguinte
problema auxiliar
ut = F (t, x, u, ux, uxx), x ∈ (0, 1), t > 0,
ux(t, 0) = 0, u(t, 1) = 1, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, 1],
(4.4)
onde satisfaz as seguintes condições:
(i) Existe uma função crescente µ tal que | F (X, z, p, 0) |≤ µ(| z |)(| p |2 +1)
(ii) Existem funções a0, a1 e Λ0 crescentes tais que
sgnzF (X, z, p, 0) ≤ a0(| p |) | z | +a1(| p |),
| Fr(X, z, p, r) |≤ Λ0(| p |)
(iii) Existem constantes b0 e b1 tais que b0 ≤ Fr ≤ b1,
(iv) Existem constantes não negativas M0 e M1 tais que
sgnzg(X, z) ≥ −M1,
para | z |≥M0.
(v) Supondo que exista uma constante K ≥ 0, existem constantes c1 e c2 tais que
| F (X, z, p, r)− F (Y,w, q, r) |≤ [| X − Y | + | z − w | + | p− q |]β[c1 + c2 | r |],
para X e Y em Ω e sempre que | z | + | w | + | p | + | q |≤ K.
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(vi) g ∈ H1+α(∂Ω× [−K,K]), para alguma constante positiva K.Então para qualquer
ψ ∈ H2+α.
Neste caso o problema (4.4) tem solução pela teoria de equação totalmente não
lineares,
Mas o nosso objetivo é provar que toda solução do problema perturbado (4.4) e
também solução do problema original (1.8). Para isto, vamos verificar que a solução u
de (4.4) para F (t, x, z, p, r) =
r
−rz + p2 + 1 satifaz as condições (i)− (iv) acima.
Observe que se o dado inicial u0 for positivo e convexo, temos que existem constantes
C1, C2 e C3 tais que a solução u do problema (1.8) satisfaz as seguintes desigualdades:
C1 ≤ u ≤ C2, | u2x |≤ C3e − uxx ≤ C4,
para x ∈ [0, 1] e t ∈ R. Em particular a solução de (4.4) é também solução de (1.8). De
fato, pelo Princípio do Máximo para equações parabólicas, a solução de (1.8) atinge
seu máximo na fronteira parabólica. Assim existe C2 = max
{
1, max
x∈[0,1]
u0(x)
}
tal que
u(t, x) ≤ C2, para x ∈ [0, 1] e t ∈ R. Desde que −u também satisfaz a equação
do problema (1.8) e minu = −max−u, existe C1 = min
{
1, min
x∈[0,1]
u0(x)
}
tal que
u(t, x) ≥ C1, para x ∈ [0, 1] e t ∈ R. Também, pelo Princípio do Máximo para equações
parabólicas obtemos C3 = max
x∈[0,1]
{u′0(x)}. e C4 = max
x∈[0,1]
{u′′0(x)} tais que | uxmid2 ≤ C3
e −uxx ≤ C3, para x ∈ [0, 1] e t ∈ R.
Assim, a solução de (4.4) é também solução de (1.8), concluindo assim a existência
de solução para o problema (1.8).

4.2.2 Comportamento Assintótico
Nesta seção iremos mostrar, com a hipótese de convexidade sobre o dado inicial u0,
resultados sobre o comportamento assintótico da solução de (1.8).
Teorema 4.2. Se o dado inicial u0 é positivo e convexo, então a solução u(t, .) de
(1.8) converge para um segmento de reta quando t→∞.
Demonstração: Considerando a função E(t) =
∫ 1
0
(1+(ux)
2)dx e diferenciando-a
obtemos
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E ′(t) = 2
(
uxut |10 −
∫ 1
0
utuxxdx
)
.
Sabendo que ux(t, 0) = 0 = ut(t, 1) temos
E ′(t) = −2
∫ 1
0
utuxxdx.
Assim, usando a equação do problema (1.8), concluímos que E(t) é uma função
decrescente. Portanto E(t) é uma função limitada inferiormente que descresce, logo
E ′(t)→ 0 quando t→∞.
Daí, como ut e uxx tem mesmo sinal, concluímos que utuxx → 0.
Desta forma ut → 0 e uxx → 0, já que C1 ≤ u ≤ C2, | u2x |≤ C3 e −uxx ≤ C4 com
constantes C1, C2 C3 e C4 independente de t. Assim, u(., t) converge para uma função
cuja a segunda derivada é nula, isto é um segmento de reta.

Utilizando o software matemático Maple podemos observar que o resultado gerado
numericamente pelo Maple no estudo do problema
(u)t =
(u)xx
−(u + )(u)xx + (u)2x + 1
, x ∈ (0, 1), t > 0,
(u)x(t, 0) = 0, (u)(t, 1) = 1, t > 0,
(u)(0, x) = u0(x), x ∈ [0, 1],
(4.5)
através da figura abaixo tem o mesmo comportamento do resultado que obtivemos
analiticamente. Neste caso fizemos  = 0, 2 e u0(x) = 12x
2 + 1
2
Linhas de Comando:
> PDE := ((−u(x, t) + 0.2) ∗ (diff(u(x, t), x, x)) + (diff(u(x, t), x))2 + 1) ∗ (diff(u(x, t), t)) =
diff(u(x, t), x, x)
IBC := u(1, t) = 1, u(x, 0) = (1/2) ∗ x2 + 1/2, (D[1](u))(0, t) = 0
pds := pdsolve(PDE, IBC, numeric)
pds : −plot3d(t = 0..4, x = 0..1)
A figura a seguir mostra a comportamento assintótico de u.
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4.2.3 Interpretação dos Resultados
De acordo com o Teorema 4.2 da seção anterior 4.2.2 e o software Maple, o fluxo de
curvatura harmônica com condição de fronteira dirichlet deforma uma superfície do
lado esquerdo da figura abaixo em uma superfície ao seu lado.
4.3 Fluxo de curvatura harmônica com condição de
fronteira singular
O estudo sobre a equação de fluxo de curvatura harmônica com condição de fronteira
tipo singular, isto é o problema (1.9), não consta em nenhuma bibliografia da área.
Todos os resultados mostrados nesta seção são novos. Neste seção mostraremos pri-
meiramente resultados sobre existência e regularidade de solução até um tempo finito
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T para o problema (1.9) e depois mostraremos o comportamento assintótico da solução
de (1.9) próximo do tempo de seu tempo e seu ponto de anulamento.
4.3.1 Existência e Regularidade
A existência de solução para o problema (1.9) será mostrada através do método de sub
e supersolução como no trabalho [73] e na referência [74] para mostrar existência de
solução para outros tipos de problemas. As técnicas utilizadas no capítulos anteriores,
para concluir a existência de solução, não se aplicam para este tipo de problema.
Considerando problema de valor inicial e de fronteira (1.9), ou seja
ut =
uxx[
−uuxx + (ux)2 + 1
] , x ∈ (0, 1), t > 0,
ux(t, 0) = 0, ux(t, 1) = − 1
u(t, 1)β
, t > 0,
u(0, x) = u0(x) > 0, x ∈ [0, 1],
onde β > 0, temos os seguintes resultados:
Lema 4.3. Se u0 for tal que u0(x) > 0 u
′
0(x), u
′′
0(x) ≤ 0 em [0, 1] e curvatura média
H(u0) > 0 então ut, ux e uxx ≤ 0 em [0, 1]× [0, T ).
Demonstração: Definindo v = ut temos
vt − (ux)
2 + 1
(−uuxx + (ux)2 + 1)2vxx +
2uxuxx
(−uuxx + (ux)2 + 1)2vx −
(uxx)
2
(−uuxx + (ux)2 + 1)2v = 0
e w = eϕ(x)v onde ϕ será tomada posteriormente obtemos
−uuxx + (ux)2 + 1)2wt =
{[
(ux)
2 + 1
]
wxx −
[
2uxuxx + 2ϕ
′
(
(ux)
2 + 1
)]
wx
+
[
2ϕ′uxuxx + uxx +
(
(ϕ′)2 − ϕ′′
)(
(ux)
2 + 1
)]
w
}
,
wx(t, 0)− eϕ(0) uxt(t, 0)︸ ︷︷ ︸
=0
−ϕ′(0)w(t, 0) = 0
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wx(t, 1)− [β(u(t, 1))−(β+1) + ϕ′(1)]w(t, 1) = 0
e
w(0, x) =
u′′0(x)(
−u0(x)u′′0(x) + (u′0(x))2 + 1
) = u′′0(x)
u0(x)
(
1 + (u′0(x))2
) 3
2
1
H(u0(x))
≤ 0.
Assim, tomando ϕ tal que [β(u(t, 1))−(β+1) +ϕ′(1)] ≤ 0 estaremos nas hipóteses do
Lema 5.6 do Apêndice B. Logo podemos concluir que ut ≤ 0, para todo x ∈ [0, 1] e
t ∈ [0, T ).
Como
H(u) =
−uuxx + 1 + (ux)2
u(1 + (ux)2)
3
2
e H(u0) > 0 ⇒ H(u) > 0(resultado de [18]) concluímos que uxx ≤ 0, para todo
x ∈ [0, 1] e t ∈ [0, T ).
Definindo f = ux temos
(−uuxx + (ux)2 + 1)2ft =
[(
(ux)
2 + 1
)
fxx − 2uxuxxux + uxxf
]
,
f(t, 0) = 0 e f(t, 1) ≤ 0
e
f(0, x) = ux(0, x) = u
′
0(x) ≤ 0.
Portanto, pelo Princípio do Máximo 5.6 do Apêndice B obtemos ux ≤ 0, para todo
x ∈ [0, 1] e t ∈ [0, T ).

Lema 4.4. O problema (1.9) admite subsolução e supersolução
Demonstração: Primeiramente encontraremos uma supersolução. Notemos que
esta é facilmente encontrada, já que u(t, x) = K = max{u0(x), x ∈ [0, 1]} é supersolu-
ção para o problema (1.9). De fato,
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(u)t = 0 =
uxx
−u(u)xx + (u)2x + 1
,
∂u
∂ν
(t, 0) = 0
e
∂u
∂ν
(t, 1) =≥ −K−β = −(u(t, 1))−β
Procuremos uma subsolução para o problema (1.9). Na referência [73] prova-se que
u(t, x) = − θ
2
xn + θ − σt, onde σ = θ
2
n(n− 1), θ = minu0, x ∈ [0, 1] e n é tal que
−θ
2
n ≤ −
(
θ
4
)−β
,
é subsolução do seguinte problema:
vt = vxx, x ∈ (0, 1), t > 0,
vx(t, 0) = 0, vx(t, 1) = − 1
u(t, 1)β
, t > 0,
v(0, x) = u0(x) > 0, x ∈ [0, 1],
(4.6)
Porém, pelo Lema 4.3 temos uxx ≤ 0. Assim,
(u)t ≤ (u)xx ≤ (u)xx−u(u)xx + (u)2x + 1
e portanto u é subsolução de (1.9).

Lema 4.5. A subsolução e a supersolução encontradas anteriormente estão ordenadas
Demonstração: Tomando F (t, x, p, pi, pij) = − pij−ppij+(pi)2+1 , v = u e w = u temos
vt = ut > F (t, x, u, ux, uxx) = F (t, x, v, vx, vxx)
em (0, 1)× (0, T ) e
wt = ut ≤ F (t, x, u, ux, uxx) = F (t, x, w, wx, wxx)
em (0, 1)× (0, T ).
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Assim, aplicando o Teorema 5.8 do Apêndice B, obtemos
v > w,
em (0, 1)× (0, T ).

Teorema 4.6. Se u0 ∈ C2([0, 1]), então o problema (1.9) admite solução em C1,2([0, T )×
[0, 1], para algum T.
Demonstração: Do Lema 4.4 garantimos a existência de uma subsolução e de
uma supersolução para o problema (1.9). Usando, o Lema 4.5 concluímos que u < u,
em (0, 1) × (0, T ). Daí, pelo Lema (5.9) do Apêndice C, as sequências {u(k)} e {u(k)}
estão bem definidas e estão em C1,2((0, T )× (0, 1)). Logo, aplicando o Teorema 5.13 do
Apêndice C, temos a existência e regularidade para o problema (1.9).

4.3.2 Anulamento e Estimativas
Nesta seção iremos mostrar resultados sobre o anulamento em tempo finito da solução
de (1.9) e sem seguida resultados sobre como a solução de (1.9) se comporta próxima
ao tempo de anulamento T.
Primeiramente mostraremos o anulamento em tempo finito da solução de (1.9),
utilizando comparação de problemas.
Teorema 4.7. Se as hipóteses do Lema 4.3 são satisfeitas para o dado inicial u0 e
u′0 6= 0, então a solução do problema 1.9, para β ≥ 1, se anula em tempo finito
somente em x = 1.
Demonstração: Considerando o problema de valor inicial e de fronteira
vt =
vxx
−vvxx + v2x + 1
, x ∈ (0, 1), t ∈ (0, r),
vx(t, 0) = 0, vx(t, 1) = − 1
v(t, 1)
, t ∈ (0, r),
v(0, x) =
√
r + (1− x2), x ∈ [0, 1],
(4.7)
cuja uma solução algébrica é v(t, x) =
√
(r − t) + (1− x2) e definindo w = u−v, temos
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wt =
uxx
−uuxx + u2x + 1
− vxx−vvxx + v2x + 1
=
=
1
−uuxx + u2x + 1
.
1
−vvxx + v2x + 1
[
(−vvxx + v2x + 1)uxx −−uuxx + u2x + 1)vxx
]
Definindo a(t, x) =
1
−uuxx + u2x + 1
.
1
−vvxx + v2x + 1
obtemos
wt = a(wxx − vxxuxxw + v2xuxx − u2xvxx)
Pelo Teorema do Valor Médio, existe ξ(t, x) tal que
wt = a
(
(1 + v2x))wxx + 2vxxξ(t, x)wx − vxxuxxw
)
Nas condições de fronteira temos
wx(t, 0) = ux(t, 0)− vx(t, 0) = 0− 0 = 0
e
wx(t, 1) = ux(t, 1)− vx(t, 1) = −u−β(t, 1) + v−1(t, 1)
Como, pelo Lema 4.3 temos ut ≤ 0, para todo x ∈ [0, 1] e t ∈ [0, T ) podemos supor
que 0 < u(t, x) ≤ 1, para x ∈ [0, 1] e t ∈ [0, T ). Como por hipótese β > 1 obtemos
u−β > u−1 e portanto
wx(t, 1) ≤ −u−1(t, 1) + v−1(t, 1) = 1
uv
[−v + u].
Definindo h = eφ(x)w temos
∂h
∂ν
(t, 0) + φ′(0)h(t, 0) ≤ 0
e
∂h
∂ν
(t, 1)−
[
1
uv
+ φ1(1)
]
h(t, 1) ≤ 0
Na condição inicial tomamos r grande o suficiente para que
√
r + (1− x2) ≥ u0(x).
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Assim, tomando φ tal que φ′(0) ≥ 0 e φ′(1) ≤ − 1
uv
e usando o Princípio do Máximo
5.6 do Apêndice B, obtemos
u ≤ v,
para todo x ∈ [0, 1] e t ∈ [0, T ).
Logo, como v se anula em tempo finito, então u se anulará em tempo finito.
Para unicidade de anulamento, utilizamos o Teorema do Valor Médio
u(t, 1)− u(t, x) = ux(t, ξ)(1− x),
para algum ξ ∈ (0, 1) e em seguinda o Lema 4.3
ux(t, ξ) ≤ u′0(ξ)(1− x) < 0.
Assim, como u se anula em tempo finito temos que isto só ocorre em x = 1.

Usando o software matemático Maple, iremos aproximar o problema (1.9) pelo
seguinte problema
(u)t =
(u)xx
−(u)(u)xx + (u)2x + 1
, x ∈ (0, 1), t > 0,
(u)x(t, 0) = 0, (u)x(t, 1) = − 1
(+ (u)(t, 1))β
, t > 0,
(u)(0, x) = u0(x), x ∈ [0, 1],
(4.8)
e então resolver numericamente dando valores β = 2,  = 0.2 e u0 = −x3 + 20.
Linhas de Comando
> PDE := (−u(x, t)∗(diff(u(x, t), x, x))+(diff(u(x, t), x))2+1)∗(diff(u(x, t), t)) = diff(u(x, t), x, x)
> IBC := (0.2 + u(1, t))2 ∗ (D[1](u))(1, t) = −u(1, t), u(x, 0) = −x3 + 20, (D[1](u))(0, t) = 0
> pds := pdsolve(PDE, IBC, numeric)
> pds : −plot3d(t = 0..0.5e− 2, x = 0..1)
A figura a seguir descreve o comportamento de u antes do tempo de anulamento.
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Finalmente para concluir o trabalho temos resultados sobre o comportamento da
solução de (1.9) próximo do tempo de anulamento T.
Proposição 4.8. Se u
(i)
0 ≤ 0, i = 1, ...5 e as hipóteses do Teorema 4.7 são satisfeitas,
então obtemos as seguintes estimativas:
a) u(t, x) ≥ C1(T − t)λ para todo x ∈ [0, 1] e t ∈ [0, T ),
b) −ux ≤ C2(T − t)λ− 12 para todo x ∈ [0, 1] e t ∈ [0, T ),
onde C1, C2 são constantes dependendo apenas de β e u0, λ =
1
2(β+1)
e T o tempo de
anulamento.
Demonstração: a) Considerando o problema de valor inicial e de fronteira
vt = vxx, x ∈ (0, 1), t > 0,
vx(t, 0) = 0, vx(t, 1) = − 1
v(t, 1)β
, t > 0,
v(0, x) = u0(x) > 0, x ∈ [0, 1],
(4.9)
e definindo w = u− v, temos que existe θ(t, 1) uma função positiva tal que
wt = wxx, x ∈ (0, 1), t ∈ (0, TM),
wx(t, 0) = 0, wx(t, 1) + θ(t, 1)w ≥ 0, t ∈ (0, TM),
w(0, x) = 0, x ∈ [0, 1],
(4.10)
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onde Tm = max{Tu, Tv}. Assim aplicando o Princípio do Máximo 5.6 do Apêndice B
temos que
u(t, x) ≥ v(t, x), (4.11)
para todo x ∈ [0, 1] e t ∈ [0, TM) e portanto Tu ≥ Tv.
Usando o Lema 2.4 i) da referência [30], temos
vt(t, 1) ≤ − β
2 + 
2(2β + 1)
v−2β−1(t, 1)
Integrando de t a T = Tu temos
v(T, 1)
2β + 2
− v
2β+2(t, 1)
2β + 2
≤ − β
2 + 
2(2β + 1)
(T − t).
Sabendo, da referência [25], que a solução pode ser estendida e v(t, 1) = 0, para
todo t > T temos
v2β+2
2β + 2
(t, 1) ≥ β
2 + 
2(2β + 1)
(T − t),
ou seja
v(t, 1) ≥
(
β2 + 
2(2β + 1)
) 1
2(β+1)
(2β + 2)
1
2(β+1) (T − t) 12(β+1) .
Daí, existe C1 =
(
β2+
2(2β+1)
) 1
2(β+1)
(2β + 2)
1
2(β+1) tal que
u(t, 1) ≥ v(t, 1) ≥ C1(T − t)λ.
Como, pelo Lema 4.3 temos ux ≤ 0 em [0, T )× [0, 1], então concluímos a demons-
tração do item a), isto é
f(t, x) ≥ C(T − t)λ,
para todo x ∈ [0, 1] e t ∈ [0, T ).
b) Usando a desigualdade uxx ≤ 0 para todo x ∈ [0, 1] e t ∈ [0, T ) provada no Lema
4.3 temos
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ux(t, 1) ≤ ux(t, x).
Substituindo a condição de fronteira e usando o item anterior a) obtemos
−ux(t, x) ≤ −ux(t, 1) = u−β(t, 1) ≤ C−β1 (T − t)−λβ = C−β1 (T − t)λ−
1
2 ,
isto é, existe C2 = C
−β
1 tal que
−ux(t, x)(T − t)−λ+ 12 ≤ C2,
para todo x ∈ [0, 1] e t ∈ [0, T ).

Proposição 4.9. Se as hipóteses da Proposição4.8 então obtemos as seguintes estima-
tivas:
a) u(t, 1) ≤ C3(T − t) 12 para todo x ∈ [0, 1] e t ∈ [0, T ),
b) −ut ≤ C4(T − t)−λ para todo x ∈ [0, 1] e t ∈ [0, T ),
onde C3, C4 são constantes dependendo apenas de β e u0 e T é o tempo de anulamento
de u.
Demonstração: a) Pelo Lema 4.3 temos que uxx(t, x) ≤ 0 para x ∈ [0, 1] e
t ∈ [0, T ).
Assim
−uuxx + u2x + 1 ≥ −uuxx ⇒
1
−uuxx + u2x + 1
≤ 1−uuxx ⇒
⇒ uxx−uuxx + u2x + 1
≥ −1
u
⇒ ut ≥ −1
u
⇒ uut ≥ −1⇒
(
1
2
u2
)
t
≥ −1.
Integrando de t a T temos
u2(T, x)
2
− u
2(t, x)
2
≥ −(T − t).
Avaliando em x = 1 e utilizando o Teorema 4.7 temos
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−u
2(t, 1)
2
≥ −(T − t),
ou seja, existe uma constante C3 =
√
2 tal que
u(t, 1) ≤ C3(T − t) 12 .
b) Como, pela Proposição4.8 temos
u(t, x) ≥ C1(T − t)λ
e sabendo, pelo item anterior a, que ut ≥ −1
u
temos
ut(t, x) ≥ − 1
C1
(T − t)−λ,
isto é, existe C4 = 1C1 tal que
ut(t, x) ≤ C4(T − t)−λ.

4.3.3 Interpretação dos Resultados
Com base no Teorema 4.7, nas Proposições 4.8 e 4.9 e fazendo uso do Maple concluímos
que o fluxo de curvatura harmônica deforma uma superfícies do lado esquerdo da figura
abaixo em uma superfície do lado direito da mesma figura.
Capítulo
5
Apêndices
Este capítulo será dividido em 6 seções. Na primeira delas, o apêndice A, apresenta-
remos resultados importantes sobre existência e regularidade de equações parabólicas
quasilineares e equações parabólicas totalmente não lineares. Na segunda, o apêndice
B, versaremos sobre resultados sobre Princípio do Máximo e Teoremas de Comparação
para uma classe de equações parabólicas. No apêndice C, nos preocuparemos em lidar
com resultados sobre o método de sub e super solução, No apêndice D exibiremos resul-
tados sobre teoria de semigrupos. Na penúltima seção, o apêndice E, introduziremos
noções importantes de geometria diferencial e na última, o apêndice F, enunciaremos
outros resultados importantes que utilizamos durante o desenvolvimento do trabalho.
5.1 Apêndice A: Teoremas de Existência
Neste apêndice apresentaremos resultados os quais foram importantes para provarmos
a existência e regularidade de solução dos fluxos de curvatura estudados anteriormente,
decidimos colocá-los separadamente por questões de estética do texto.
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Teorema 5.1. (Teorema 4.1, página 558 do livro [63]) Considere o seguinte problema
de valor inicial e de fronteira ut − aij(t, x, u, ux)uxixj + a(t, x, u, ux) = 0, em Ω× (0, T ),uΓT = ψΓT , (5.1)
onde ΓT é a fronteira parabólica e definida por ΓT = Ω× [0, T ]− Ω× (0, T ].
Suponha que as seguintes condições são satisfeitas:
a) aij(t, x, u, 0)ξiξj ≥ 0.
b) ua(t, x, u, 0) ≥ −b1u2 − b2, onde b1 e b2 são constantes não negativa.
c) aij(t, x, u, p) e a(t, x, u, p) são continuamente diferenciáveis com respeito a todas
as suas variáveis.
d) Existam constantes positivas ν, µ, µ1, m,  e uma função contínua não negativa
P (ρ) onde P (ρ)→ 0, quando |ρ| → ∞, tais que
ν(1 + |p|)m−2ξ2 ≤ aij(t, x, u, p)ξiξj ≤ µ(1 + |p|)m−2ξ2,
∣∣∣∣∣∂aij∂pk
∣∣∣∣∣(1 + |p|)3 + |a|+
∣∣∣∣∣ ∂a∂pk
∣∣∣∣∣(1 + |p|) ≤ µ1(1 + |p|)m,
∣∣∣∣∣∂aij∂xk
∣∣∣∣∣(1 + |p|)2 +
∣∣∣∣∣ ∂a∂xk
∣∣∣∣∣ ≤ (+ P (|p|))(1 + |p|)m+1,
∣∣∣∣∣∂aij∂u
∣∣∣∣∣ ≤ (+ P (|p|))(1 + |p|)m−2
e
−∂a
∂u
≤ (+ P (|p|))(1 + |p|)m
e) A condição de fronteira ψ(t, x) está em H2+β,1+β/2(Q¯T ) e as condições de com-
patibilidade são satisfeitas.
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f) S = ∂Ω ∈ H2+β.
Então existe uma única solução do problema (5.1) em H2+β,1+β/2(Q¯T ).
Teorema 5.2. ( Teoremas 8.2 e 8.3, páginas 200 e 201 do livro [70]) Suponha que
ΓT ∈ Hδ e ψ ∈ Hδ(ΓT ) para algum δ ∈ (1, 2). Então existe uma constante positiva
 tal que o problema (5.1) tem solução em H2+α,−δ para T = . Se ΓT , ψ ∈ H2+α e
as condições de compatibilidade são satisfeitas, então u ∈ H2+α. Mais ainda, se existe
uma constante Mδ(independente de ) tal que toda solução de (5.1) é tal que
|u|δ ≤Mδ,
então existe uma solução de (5.1).
Teorema 5.3. ( Teorema 14.24 página 379 da referência [70])Considere o problema−ut + F (t, x, u, ux, uxx) = 0, em QT = Ω× (0, T ),uΓT = ψΓT . (5.2)
Se ΓT ∈ H2+α e que F satisfaz as seguintes condições:
(i) Existem constantes positivas λ e Λ tais que λ ≤ F (X, z, p, r) ≤ Λ,
(ii) Existem constantes k e b1 tais que zF (X, z, 0, 0) ≤ k | z |2 +b1,
(iii) Existem constantes a0 e a1 tais que a0 ≤ Fr ≤ a1,
(iv) Supondo que exista uma constante K ≥ 0, existem constantes c1 e c2 tais que
| F (X, z, p, r)− F (Y,w, q, r) |≤ [| X − Y | + | z − w | + | p− q |]β[c1 + c2 | r |],
para X e Y em Ω e sempre que | z | + | w | + | p | + | q |≤ K. Então para
qualquer ψ ∈ H2+α, existe uma solução u ∈ C2,1 do problema (5.3).
Teorema 5.4. (Teorema 14.25 página 379 da referência [70])Considere o problema
−ut + F (t, x, u, ux, uxx) = 0, em Ω× (0, T ),
ux = g(t, x, u), em ∂Ω× (0, T ),
u(0, x) = u0(x), em Ω.
(5.3)
Se ΓT ∈ H2+α e que F satisfaz as seguintes condições:
5.2 Apêndice B: Princípios do Máximo e da Comparação 98
(i) Existe uma função crescente µ tal que | F (X, z, p, 0) |≤ µ(| z |)(| p |2 +1)
(ii) Existem funções a0, a1 e Λ0 crescentes tais que
sgnzF (X, z, p, 0) ≤ a0(| p |) | z | +a1(| p |),
| Fr(X, z, p, r) |≤ Λ0(| p |)
(iii) Existem constantes b0 e b1 tais que b0 ≤ Fr ≤ b1,
(iv) Existem constantes não negativas M0 e M1 tais que
sgnzg(X, z) ≥ −M1,
para | z |≥M0.
(v) Supondo que exista uma constante K ≥ 0, existem constantes c1 e c2 tais que
| F (X, z, p, r)− F (Y,w, q, r) |≤ [| X − Y | + | z − w | + | p− q |]β[c1 + c2 | r |],
para X e Y em Ω e sempre que | z | + | w | + | p | + | q |≤ K.
(vi) g ∈ H1+α(∂Ω× [−K,K]), para alguma constante positiva K.Então para qualquer
ψ ∈ H2+α, existe uma solução u ∈ C2,1 do problema (5.4).
5.2 Apêndice B: Princípios do Máximo e da Com-
paração
Nesta seção iremos exibir resultados sobre Princípio do Máximo e Teoremas de Compa-
ração que são importantes para todo o desenvolvimento dos capítulos anteriores, desde
a existência de solução até o comportamento assintótico ou anulamento em tempo finito
das soluções das equações de fluxo de curvatura.
Teorema 5.5. (Teorema 9.6 página 215 da referência [70]) Seja
Pu = −ut + aij(t, x, u,Du)Diju+ a(t, x, u,Du)
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um operador quasilinear. Supondo que P seja parabólico e que exista constante não
negativa µ tal que
a(t, x, z, p)sgnz
aij(x, z, p)pipj
≤ µ| p | .
Se Pu ≥ 0 em Ω, então
sup
Ω
u ≤ sup
PΩ
u+.
Lema 5.6. (Lema 2.1 página 54 da referência [74].) Seja w ∈ C(Ω¯×(0, T ))⋂ C1,2(Ω×
(0, T )), onde Ω é o domínio da função w. Suponha que
wt(t, x)− L(w(t, x)) ≥ 0, x ∈ Ω, t ∈ (0, T ),
α0(t, x)
∂w
∂ν
(t, x) + β0(t, x)w(t, x) ≥ 0, x ∈ ∂Ω, t ∈ (0, T ),
w(0, x) ≥ 0, x ∈ Ω¯,
onde L(w(t, x)) =
n∑
i,j=1
ai,j(t, x)wxixj(t, x)−
n∑
j=1
bj(t, x)uxj(t, x)+c(t, x)w(t, x), α0 ≥
0, β0 ≥ 0, α0 + β0 > 0 em ∂Ω × (0, T ) e c uma função limitada em Ω¯ × (0, T ), então
w(t, x) ≥ 0 em Ω¯× [0, T ).
Teorema 5.7. ( Teorema 1.4 página 53 da referência [74]) Seja w ∈ C2,1(QT ) tal que
wt − Lw + cw ≥ 0 (t, x) ∈ QT
onde L é o mesmo operador do Lema anterior. Se w atinge um valor mínimo m0
em um ponto em QT então w(t, x) = m0 em QT . Se ∂Ω tem a propriedade da esfera
inferior e u atinge o mínimo em um ponto (t0, x0) ∈ ST , então ∂w
∂ν
< 0 em (t0, x0)
quando w não for constante.
Teorema 5.8. (página 52 da referência [34]) Seja v(t, x), w(t, x) funções contínuas em
QT . Suponha que ux, vx, ut e vt contínuas em QT . Seja F (t, x, p, pi, pij)(i = 1, . . . , n)
uma função contínua com uphk contínua em um domínio E contendo o fecho dos pontos
(t, x, p, pi, pij), onde
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(t, x) ∈ QT , p ∈
(
v(t, x), w(t, x)
)
,
pi ∈
(
vxi(t, x), wxi(t, x)
)
, pij ∈
(
vxixj(t, x), wxixj(t, x)
)
;
onde (a, b) denota o intervalo que liga a e b. Suponha que
(
Fphk
)
é uma matriz semi
definida positiva. Se
vt > F
(
t, x, v, vxi , vxixj
)
emQT , (5.4)
wt ≤ F
(
t, x, w, wxi , wxixj
)
emQT , (5.5)
e se
v > w ∈ QT , (5.6)
então v > w em QT .
5.3 Apêndice C: Método de sub e supersolução
Esta seção será dedicada a exibir o método de sub e supersolução, utilizado algumas
vezes para provar-se existência de alguns problemas parabólicos. Esta seção foi baseada
nas referências [73] e [74]. A questão de existência de solução para a equação de fluxo
curvatura harmônica com condição de fronteira tipo singular estudado anteriormente
(seção 3 do Capítulo 4) foi respondida provando a existência por este método.
Para obter solução para o problema
ut(x, t) = L(u(x, t)), Ω× (0, T ],
∂u
∂ν
(x, t) = g(x, t, u), ∂Ω× (0, T ],
u(x, 0) = u0(x), Ω,
(5.7)
onde g é contínua em ∂Ω × (0, T ] × J , em que J é um setor entre a subsolução u e a
super solução u, e satisfaz a condição abaixo
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• Existem funções b e b ∈ C(∂Ω× (0, T ]) tais que
−u(u1 − u2) ≤ g(t, x, u1)− g(t, x, u2) ≤ b(u1 − u2) (5.8)
em ∂Ω× (0, T ], onde u2 ≤ u1 e u1 e u2 estão em J, utilizaremos o método de sub-
supersolução. É um processo iterativo em que criaremos uma sequência de funções a
partir de uma subsolução e outra a partir de uma supersolução. O método consiste
em provar que estas sequências estão bem definidas e que elas convergirão para uma
mesma solução do problema (5.7).
O processo iterativo é feito da seguinte forma: Seja
G(x, t, u) = b(x, t)u+ g(x, t, u)
então, usando a condição 5.8, chegamos à seguinte desigualdade:
G(x, t, u1)−G(x, t, u2) ≥ 0,
para u2 ≤ u1 e u1, u2 ∈ J . De fato,
G(x, t, u1)−G(x, t, u2) = b(x, t)u1 + g(x, t, u1)− b(x, t)u2 − g(x, t, u2)
≥ b(x, t)(u1 − u2)− b(x, t)(u1 − u2) = 0.
Além disso, usando o fato de g satisfazer a propriedade 5.8 obtemos outra desigualdade:
|G(x, t, u1)−G(x, t, u2)| ≤ k(x, t)|u1 − u2|,
onde k(x, t) = |b(x, t) + b(x, t)|.
Supondo a existência de subsolução e supersolução para o problema (5.7), obtemos
as sequências iterativas.
Seja u uma subsolução do problema (5.7). Considere o problema abaixo:
u
(1)
t = L(u
(1)), Ω× (0, T ],
∂u(1)
∂ν
+ b u(1) = G(x, t, u), ∂Ω× (0, T ],
u(1)(x, 0) = u0(x), Ω.
(5.9)
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Como u, b e g são contínuas em Ω × (0, T ], temos que a função G é contínua em
Ω× (0, T ]. Assim, por teoremas clássicos de equações parabólicas, existe u(1).
Usando sucessivamente teoremas clássicos de existência obtemos uma sequência u(k)
de funções, a qual formará uma sequência não-decrescente, e neste caso obtida através
da subsolução e que satisfazem:
u
(k)
t = L(u
(k)), Ω× (0, T ],
∂u(k)
∂ν
+ b u(k) = G(x, t, u(k−1)), ∂Ω× (0, T ],
u(k)(x, 0) = u0(x), Ω,
(5.10)
Também, usando o Teorema de Existência sucessivamente, obtemos uma outra
sequência u(k) não-crescente de funções, partindo-se da supersolução e tal que:
u
(k)
t = L(u
(k)), Ω× (0, T ],
∂u(k)
∂ν
+ b u(k) = G(x, t, u(k−1)), ∂Ω× (0, T ],
u(k)(x, 0) = u0(x), Ω,
(5.11)
onde u(0) = u e u(0) = u.
Notemos que essas sequências estão bem definidas e além disso possuem expressões
analíticas. Isto é devido a um teorema clássico de equações diferenciais parciais para-
bólicas. O Lema seguinte, encontrado em [74], descreve as expressões analíticas das
sequências encontradas pelo método iterativo.
Lema 5.9. As duas sequências {u(k)} e {u(k)} estão bem definidas e estão em C2,1(Ω×
(0, T ]), para cada k.
Demonstração: Notemos que, por hipótese, u e b são contínuas em ∂Ω × (0, T ].
Daí G(x, t, u) = b(x, t)u + g(x, t, u) é contínua em ∂Ω × (0, T ], pois g é contínua em
∂Ω × (0, T ] × J . Também por hipótese u0 é contínua em Ω. Logo, por Teoremas de
Existência de equações parabólicas, temos que o problema (5.9) tem solução u(1), a
qual pode ser representada por:
u(1)(x, t) =
∫
Ω
Γ(x, t, ξ, 0)u0(ξ)dξ +
∫ t
0
∫
∂Ω
Γ(x, t, ξ, τ)ψ(1)(ξ, τ)dξdτ,
onde ψ(1) é dada por:
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ψ(1)(x, t) = 2H(1)(x, t) + 2
∫ t
0
∫
∂Ω
[ ∞∑
j=1
Qj(x, t, ξ, τ)
]
H(1)(ξ, τ)dξdτ,
com
H(1)(x, t) =
∫
∂Ω
Q(x, t, ξ, 0)u0(ξ)dξ −G(x, t, u),
Q1(x, t, ξ, τ) = Q(x, t, ξ, τ) = 2
∂Γ
∂ν
(x, t, ξ, τ) + 2b(x, t)Γ(x, t, ξ, τ)
e
Qj+1(x, t, ξ, τ) =
∫ t
0
∫
∂Ω
Q(x, t, y, s)Qj(y, s, ξ, τ)dyds.
Sucessivamente, usando Teorema de Existência, obtemos:
u(k)(x, t) =
∫
Ω
Γ(x, t, ξ, 0)u0(ξ)dξ +
∫ t
0
∫
∂Ω
Γ(x, t, ξ, τ)ψ(k)(ξ, τ)dξdτ,
onde ψ(k) é dada por:
ψ(k)(x, t) = 2H(k)(x, t) + 2
∫ t
0
∫
∂Ω
[ ∞∑
j=1
Qj(x, t, ξ, τ)
]
H(k)(ξ, τ)dξdτ,
com
H(k)(x, t) =
∫
∂Ω
Q(x, t, ξ, 0)u0(ξ)dξ −G(x, t, u(k−1)).
Analogamente, usando Teoremas de Existência, obtemos uma expressão para u(k):
u(k)(x, t) =
∫
Ω
Γ(x, t, ξ, 0)u0(ξ)dξ +
∫ t
0
∫
∂Ω
Γ(x, t, ξ, τ)ψ
(k)
(ξ, τ)dξdτ,
onde ψ
(k)
é dada por:
ψ
(k)
(x, t) = 2H
(k)
(x, t) + 2
∫ t
0
∫
∂Ω
[ ∞∑
j=1
Qj(x, t, ξ, τ)
]
H
(k)
(ξ, τ)dξdτ,
com
H
(k)
(x, t) =
∫
Ω
Q(x, t, ξ, 0)u0(ξ)dξ −G(x, t, u(k−1)).
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Finalmente, temos em mãos as sequências de funções. A partir desse momento
vamos nos concentrar na convergência para uma solução do problema (5.7). Começa-
remos com um Lema de [74] que diz respeito à monotonicidade das sequência obtidas
através do método de iteração, via subsolução e supersolução.

Lema 5.10. Se g satisfaz a propriedade 5.8, então as sequências {u(k)} e {u(k)} são
monótonas e satisfazem
u ≤ · · · ≤ u(k) ≤ u(k+1) ≤ · · · ≤ u(k+1) ≤ u(k) ≤ · · · ≤ u.
Além disso, u(k) e u(k) são subsolução e supersolução de (5.7), respectivamente.
Sabendo que as sequências de subsolução e supersolução são monótonas então os
limites dessas sequências existem. Teremos que, de fato, essas sequências vão convergir
para a chamada solução da equação (5.7). Primeiramente, começaremos com um Lema
de [74] que conclui que os limites satisfazem uma equação integral.
Lema 5.11. Os limites u1 = lim
k→∞
u(k) e u2 = lim
k→∞
u(k) são contínuos em Ω × (0, T ] e
satisfazem a equação integral:
u(x, t) =
∫
Ω
Γ(x, t, ξ, 0)u0(ξ)dξ +
∫ t
0
∫
∂Ω
Γ(x, t, ξ, τ)ψ(ξ, τ)dξdτ, (5.12)
onde
ψ(x, t) = 2H(x, t) + 2
∫ t
0
∫
∂Ω
[ ∞∑
j=1
Qj(x, t, ξ, τ)
]
H(ξ, τ)dξdτ,
H(x, t) =
∫
Ω
Q(x, t, ξ, 0)u0(ξ)dξ −G(x, t, u),
Q(x, t, ξ, τ) = 2
∂Γ
∂ν
(x, t, ξ, τ) + 2b(x, t)Γ(x, t, ξ, τ)
Qj+1(x, t, ξ, τ) =
∫ t
0
∫
∂Ω
Q(x, t, y, s)Qj(y, s, ξ, τ)dyds,
Q1 = Q
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Daí, com o Lema 5.12, temos informações sobre a continuidade da solução de (5.7).
Lema 5.12. Seja V (x, t) =
∫ t
0
∫
∂Ω
Γ(x, t, ξ, τ)ψ(ξ, τ)dξdτ . Então V é contínua em
Ω× (0, T ].
Concluiremos a questão de existência de solução para o problema (5.7) através do
Teorema 5.13, encontrado em [74], e que mostra que os limites das duas sequências
de funções, uma de subsoluções e outra de supersoluções, convergem para a mesma
função, e esta é solução da equação (5.7). Notemos que a continuidade de tal solução
já foi provada no Lema 5.11 com a ajuda do Lema 5.12.
Teorema 5.13. Se u e u são, respectivamente, supersolução e subsolução do problema
(5.7) e g satisfaz a propriedade 5.8, então as sequências
{u(k)} e {u(k)}
convergem monotonicamente para uma mesma solução de (5.7).
5.4 Apêndice D: Teoria de Semigrupos
Neste seção apresentamos resultados da teoria de semigrupos, usando como bibliografia
a referência [64]. A teoria de semigrupos foi importante no trabalho para mostrar o
anulamento em tempo finito da solução do fluxo de curvatura média com condição de
fronteira tipo Dirichlet (Teorema 2.11).
Definição 5.14. Seja X um espaço vetorial métrico completo e seja Vt : X → X uma
família de operadores contínuos. Dizemos que {Vt} é uma semigrupo se
Vt1(Vt2(x)) = Vt1+t2(x),
para todo t1, t2 ∈ R+ e x ∈ X.
Definição 5.15. O conjunto γ+(x) = {y ∈ X|y = Vt(x), t ∈ R+} é chamado de semi-
trajetória positiva de x e o conjunto γ+t (x) = {y ∈ X|u = Vτ , τ ∈ [t,∞)} é chamado
de semi-trajetória positiva de x a partir do tempo t.
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Definição 5.16. Dizemos que A atrai M , com A,M ⊂ X, se para todo ε > 0 existe
um t1 = t1(ε,M) ∈ R+ tal que Vt(M) ⊂ Oε(A), para todo t ≥ t1. Sendo Oε(A) a união
de todas as bolas abertas de raio ε centradas em pontos de A.
Se A atrai cada ponto de x ∈ X, então A é chamado atrator global.
Definição 5.17. O conjunto ω−limite ω(x) é o conjunto de todos y ∈ X tal que
y = lim
tk→∞(x)
Vtk(x), para uma sequência tk →∞.
Lema 5.18.
ω(x) =
⋂
t≥0
[γ+t (x)]X
e
ω(A) =
⋂
t≥0
[γ+t (A)]X ,
onde o símbolo []X é o fecho em X.
Definição 5.19. Dizemos que um semigrupo {Vt} pertence a classe K se para cada
t > 0 o operador Vt é compacto, ou seja, para qualquer conjunto limitado B ⊂ X tem
sua imagem Vt(B) precompacta.
Definição 5.20. Um funcional de Liapunov é uma função contínua L : X → R, o
qual decresce ao longo de cada trajetória γ+(x), isto é L(Vt(x))↘ quando t↗(exceto
nos pontos estacionários z = Vt(z)).
Teorema 5.21. Suponha que o semigrupo {Vt} pertença a classe K e γ+(x) é um
conjunto limitado para todo x ∈ X. Se para este semigrupo existir um funcional de
Liapunov L, então a união dos ω−limite ω(x) é não vazia e coincide com o conjunto
Z de todos os pontos estacionários.
5.5 Apêndice E: Formas Fundamentais da Geome-
tria Diferencial
5.5.1 Primeira Forma Fundamental da Geometria Diferencial
Nessa seção, com base nas referências [11] e [80] , apresentaremos a primeira forma
quadrática, denominada primeira forma fundamental, que nos permite efetuar alguns
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cálculos geométricos, tais como o comprimento de arcos, ângulos entre curvas e áreas
de regiões na superfície.
Definição 5.22. Seja S uma superfície regular e TpS o plano tangente a S no ponto
p. A forma quadrática Ip é uma aplicação Ip : TpS → R definida por:
Ip(w) =< w,w >p=|| w ||2
é chamada de primeira forma fundamental.
Como podemos observar, a primeira forma fundamental é basicamente o produto
interno usual do R3 restrito aos vetores tangentes a S.
Daí podemos expressar a primeira forma fundamental na base {Xu, Xg} associada
a parametrização X(u, v) em p.
Seja o vetor w ∈ TpS, façamos uma curva γ tal que γ(0) = p, γ′(0) = w e definimos
uma função β : (−, )→ U ⊂ R2 dada por β = X−1 ◦ γ, tal que
β(0) = q e X(q) = p.
Notemos ainda que ∀(−, ) teremos γ′(t) = X ′(β(t))β′(t) = Xu(β(t))u′(t)+Xv(β(t))v′(t),
onde β′(t) = (u′(t), v′(t)).
Assim,
Ip(w) =< w,w >p =< γ
′(0), γ′(0) >γ(0)=
=< Xu(β(0))u
′(0) +Xv(β(0))v′(0), Xu(β(0))u′(0) +Xv(β(0))v′(0) >p=
=< Xu, Xu > (u
′)2 + 2 < Xu, Xv > u′v′+ < Xv, Xv > (v′)2
Vamos denotar
E =< Xu, Xu >,F =< Xu, Xv > G =< Xv;Xv >, (5.13)
que chamaremos de coeficientes da primeira forma fundamental da geometria diferen-
cial.
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5.5.2 Segunda Forma Fundamental da Geometria Diferencial
Nesta seção, também com base nas referências [11] e [80], definiremos a segunda forma
fundamental.
Definição 5.23. A forma quadrática IIp, definida em TpS por IIp = − < dNp(v), v >,
onde N = Xu×Xv||Xu×Xv || , é chamada a segunda forma fundamental de S em p.
Vamos calcular a segunda forma fundamental em um vetor γ′(t) em TpS. Sejam X(u,
v) uma parametrização de p ∈ S e γ(t) = X(u(t), v(t)) uma curva parametrizadaem S,
com γ(0) = p.
Temos que γ′ = Xuu′ +Xvv′,
Assim, a expressão da segunda forma fundamental na base (Xu, Xv) é dada por
IIp(γ
′) = − < dNp(γ′), γ′ >=
= − < Nuu′ +Nvv′, Xuu′ +Xvv′ >
= −(u′)2 < Nu, Xu > +u′v′ < Nu;Xv > +v′u′ < Nv;Xu > +(v′)2 < Nv, Xv >).
No entanto, < Nu, Xv >=< Nv, Xu >, então
IIp(γ′) = −((u′)2 < Nu, Xu > +2u′v′ < Nu;Xv > +(v′)2 < Nv, Xv >
Vamos denotar
−e =< Nu, Xu >,
−f =< Nu, Xv >
e
−g =< Nv, Xv >
Por outro lado, como < N,Xu >=< N,Xv >= 0, então obtemos
< N,Xu >u=< Nu, Xu > + < N,Xuu >= 0
< N,Xv >v=< Nv, Xv > + < N,Xvv >= 0
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e
< N,Xu >v=< Nv, Xu > + < N,Xuv >= 0
Portanto das equaÃ§Ãµes acima temos que:
< Nu, Xu >= − < N,Xuu >,
< Nv, Xv >= − < N,Xvv >,
e
< Nv, Xu >= − < N,Xuv > .
Logo,
e =< N,Xuu >, f =< N,Xvv >, g =< N,Xuv > . (5.14)
são os chamados coeficientes da segunda forma fundamental da geometria diferencial.
5.6 Apêndice F: Outros resultados importantes
Nesta seção, com base nas referências [76], [77] e [78], apresentaremos alguns resultados
que foram importantes para a aplicação do método de sub e supersolução (vide Apên-
dice D), para concluir o anulamento em tempo finito da solução do fluxo de curvatura
média com condição de fronteira tipo Dirichlet (Teorema 2.8) e para provar a existência
de um dado inicial que satisfaz todas as hipóteses enunciadas (Teorema 2.4).
Teorema 5.24. (Teorema de Dini) Seja X ⊂ R compacto. Se uma sequência de
funções contínuas fn : X → R converge monotonamente para uma função contínua
f : X → R, então a convergência é uniforme.
Teorema 5.25. Seja (fn) uma sequência de funções deriváveis no intervalo [a, b]. Se,
para um certo c ∈ [a, b], a sequência numérica (fn(c)) converge e se as derivadas f ′n
convergem uniformemente em [a, b] para uma função derivável g, então (fn) converge
uniformemente em [a, b] para uma função derivável f, tal que f ′ = g.
Teorema 5.26. (Teorema central de Liapunov) Seja x0 um ponto de equilíbrio da
equação x′ = f(x), onde f : W ⊂ Rn → Rn é uma função analítica no aberto W .
Suponha que o imaginário puro iα é um autovalor simples de Df(x0). Suponha que
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λ
iα
/∈ Z para todos os autovalores de A = Df(x0) diferentes de ±iα. Suponha ainda
que exista uma integral primeira F (x) da equação x′ = f(x) tal que
D2F (x0).(v, v) 6= 0,
onde v é a parte imaginária de um autovetor de iα. Então, existe uma família uni-
paramétrica de soluções periódicas x(t, µ) tal que x(0, µ) = x0 com período τ(µ) e
lim
µ→0
τ(µ) =
2
α
.
Lema 5.27. (Desigualdade de Jensen) Seja f uma função integrável não negativa tal
que
∫ ∞
−∞
f(x)dx = 1. Se g é uma função integrável e ψ é convexa, então
ψ
(∫ ∞
−∞
g(x)f(x)dx
)
≤
∫ ∞
−∞
ψ(g(x))f(x)dx.
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