In recent years, the fall detection system has become an important topic in the homecare system. Compared with the traditional fall detection algorithm, the method used by neural network is more robust and has higher accuracy. However neural network consumes a large amount of energy due to a huge number of computations, and needs more memory to store parameters as compared to traditional algorithms. In this paper, we propose a fall detection system in combination of the traditional algorithm with the neural network. First, we propose a skeleton information extraction algorithm, which transforms depth information into skeleton information and extracts the important joints related to fall activity. Also we have modified the skeleton-based method with seven highlight feature points. Second, we propose a highly robust deep convolution neural network architecture, which uses a pruning method to reduce parameters and calculations in the network. The low number of parameters and calculations makes the system suitable for the implementation on an embedded system. The experiment results show the high accuracy and robustness on the popular benchmark dataset NTU RGB+D. The proposed system has been implemented on NVIDIA Jetson Tx2 platform with real-time processing.
I. INTRODUCTION
With the population-aging index rising, the social welfare of the elderly people needs more attention, and safety care is becoming more and more important. Falling is one of the major causes of death among elderly people. According to statistics, more than 20 percent of elderly people fall every year. Among many reasons for fall, some include falling due to the surrounding environment, or the body loses its balance when the elder person is moving, or because of their personal medical history. However, whatever the cause of the fall is, it will cause physical and mental injury to the elderly people.
In many cases, the consequences of a fall in the elder people are unimaginable, such as fractures, head injuries, etc. Even if falling does not cost some serious physical injury, it can cause a so-called post-fall syndrome [1] . Because of the fear of falling down, elder people begin to limit their movement, resulting in a gradual loss of physical activity. The study has shown that getting up quickly after a fall can reduce the risk of death by 80% [2] . If the elderly person lives alone The associate editor coordinating the review of this manuscript and approving it for publication was Habib Ullah . and in case of falling down, it will cause irreparable damage if someone nearby is not available to help the fallen person to get up. Therefore, to reduce the injury chances, fall detection can be performed as soon as possible when an elderly person falls down.
As for the families of the elderly people who live alone, their families tend to think about the safety of their elders and they want to send the elderly people to a nursing home so their better care can be taken. But many elderly people do not want to leave their home to go into a strange environment. By taking above-mentioned points into the consideration, for those old people who live alone and whose families are often out of their homes, a smart home system with such a 24-hour fall detection and early warning system can ensure the safety of the elderly people.
There are many ways to detect falls, which are divided into two sensors categories i.e., wearable sensors and environmental sensors. A wearable device detects falling through the calculation of body position change, acceleration change, etc., and issues a warning. The problem in this type of sensor is the occurrence of false alarm alerts. While using this device, the false alarm may trigger by an everyday activity such as VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ squatting down or falling into bed quickly. The environmental sensor detects falls in a non-invasive manner by using pressure, vibration, and visual information. Compared with the wearable device, the environmental sensor is free from the inconvenience of wearing the device, yet the false alarm may occur.
The neural network is one of the machine learning algorithms, which are inspired by biological neural networks. There are multiple artificial neurons to perform the calculations and a learning function to train the network through a large amount of information. Neural networks are being used to solve various classification problems, including fall detection. Compared with the traditional threshold-based fall detection method, the fall detection method based on the artificial neural network can achieve higher precision for fall detection [3] . Artificial neural network can effectively improve the accuracy and reliability of visual-based fall detection and warning systems.
Although the accuracy of the fall detection method is high, yet it results in a large number of convolution operations which are hindrance to implement the system in an embedded system. Most of the fall detection algorithms have been implemented using computers with GPU accelerator [4] - [8] . So it affects the mobility factor of the system and system cannot be implemented at all the places. In order to use the fall detection system widely in society, the proposed system can perform well on embedded systems by reducing the number of parameters and bringing precision in an acceptable range.
In this paper, we propose a video-based fall detection system. In order to achieve real-time processing, we combined the traditional algorithms and AI classification technique. The traditional algorithms of preprocessing are used to extraction the most relevant seven skeleton features as the network input by the depth information from the camera. AI classification is used with pruning method to reduce the parameters of the neural network and maintain the higher accuracy for the fall detection system.
Our goal is to implement the proposed algorithm on an embedded system, NVIDIA Jetson TX2, for real-time demonstration. To capture the moving activity, we use a depth image camera, Microsoft's Kinect V2 module, to acquire the depth information. Since the current Kinect V2 SDK cannot support ARM 64 processor, we use Openni2 framework to read 640 × 480 depth image form Kinect V2 module. Then the 3D skeleton extraction algorithm is applied and combined with deep neural network method to determine whether the people fall or not.
An overview of the proposed system is shown in Fig. 1 . With respect to the overview, the architecture of the article is organized as follows. Section 2 discusses the related work. Section 3 explains the details about the extraction of skeleton information. Section 4 describes the deep neural network architecture. Section 5 presents the experimental results. And section 6 presents the conclusions.
II. RELATED WORK
The identification of different human activities has been extensively studied over the past few years. Through the rapid development of science and technology, more and more focus is being put on social welfare to improve people's life. The protection of elderly people living at home from different dangerous situation such as falls is quite important.
A. WEARABLE SENSOR AND ENVIRONMENTAL SENSOR
In the area of fall detection, it has been mainly divided into the wearable sensor and environmental sensor categories. Table 1 shows some the related works. A wearable device uses a sensor to determine whether a fall has occurred. Some examples of such sensors are tri-axial accelerometer [9] , gyroscope [10] , [11] , etc. Some wearable devices include three-axis accelerometer, three-axis gyroscope and three-axis magnetometer [12] . These sensors, which has been designed based on the physical devices, detect the change in people's position. However, it may be costly and inconvenient because users have to wear such sensors all the time.
The environmental sensor is used to analyze and process the video stream using the algorithm to determine whether the fall has occurred or not. Environmental sensors can be divided into a surveillance-based system and vision with interaction. The surveillance-based system can automatically monitor the home environment to perform fall detection. [13] , [14] propose the algorithm that combines multiple camera surveillance systems to detect falls. In [15] it proposes a multi-object tracking algorithm for fall detection.
Vision with interaction usually contains multiple visual sensors for multi-sensor use, such as the IR image sensor, stereo image sensor, single image sensor, etc. A two-person activity recognition which used the skeleton extraction to gain the features from a depth camera is proposed [16] . The composition of Kinect is composed of a depth sensor, RGB camera and microphone array. It can be used to check depth information, schema skeleton, language input, etc. This shows that Kinect can be used in applications related to the visual sensors, such as face recognition [17] , human action recognition [18] , hand gesture recognition [19] etc. By Microsoft Kinect's depth information, [20] propose a new skeleton-based approach to describe the spatiotemporal aspects of a human activity sequence as a monitoring system for the elderly.
B. TRADITIONAL ALGORITHMS AND AI
The operation flow of the traditional fall detection has been described in [21] , [22] . There are many methods of foreground segmentation, such as optical flow method [23] , [24] , frame difference [25] , and background subtraction [26] , [27] . Optical flow method is very sensitive to environmental noise. As a result, it is difficult to take into account as the accuracy issue. Also the slow processing makes it had to implement in real-time processing. The frame difference cannot cut out the object completely, so it becomes vulnerable to produce an error during the detection process. Background subtraction can also make it difficult to accurately cut the object because of changes in environmental noise. In all the above-mentioned methods, the object is cut out first and the information is used to detect the fall. This may lead to the lower precision of the traditional fall detection algorithms.
In the identification part, the neural network can achieve higher accuracy compared with traditional algorithm [28] , [29] , because the neural network can obtain more and more features by the training. The convolutional neural network is the basis of many image identification models, which is usually made up of the convolutional layer, pooling layer, etc. [30] Depth features are extracted from multiple convolutions and pooling layer reduces parameters and calculations. In order to avoid overfitting, the dropout is included to improve the results.
In [31] which combined the background subtraction algorithm and the deep learning technique. The network module used the silhouette normalization as the input. It discussed on different phases at the falling time to decision the falling case carefully. The system could be manufactured at a low cost. However, the feature of the silhouette is not superior for the falling detection, because of changes in environmental noise by the background subtraction algorithm and some information is not essential. In order to solve this problem, we propose a method which can obtain the important features of the falling situation as the input of the network to achieve higher accuracy of the system.
The video-based fall detection method proposed in [32] used neural network along with a large number of datasets for training. The skeleton information is extracted by the OpenPose [33] which is able to run at around 22 FPS in the machine with the GPU, and the Deep neural networks and SVM used for classification. However, the skeleton information is extracted by the VGG16 and multi-stage CNN which have higher than 150M parameters. Also it needs the high-performance GPU to store the parameters and accelerate the neural network processing. Consequently, it is not suitable in the embedded system. We propose the skeleton extraction method without the GPU, and apply some pruning technique to reduce the parameter of the network to fit the embedded system. The system overall is shown in Fig. 2 . It is composed with skeleton information extraction by traditional algorithm, and action recognition made by neural network algorithm. The network structure is shown in Fig. 3 .
III. SKELETON INFORMATION EXTRACTION ALGORITHM
The proposed skeleton extraction system is divided into four steps as shown in Fig. 2 . The four steps are named as foreground segmentation, labeling, thinning and searching. Because the deep neural network is used to classify the falling event, the accurate absolute position of every node is not needed. The relative position of important nodes can certainly achieve high-performance results. By not getting the absolute position points, the computation time of processing and the information can be reduced which is helpful to implement the model on an embedded system.
A. FOREGROUND SEGMENTATION
Foreground segmentation has quite complex computations due to the use of complex algorithms during object detection. Gaussian mixture model (GMM) is one of the kernels to perform foreground segmentation [34] , [35] .
In GMM, if the object does not move for a long time, it will be considered as background. It will lead to the failure to recognize the fall event correctly in some case. Other complex algorithms may be used to resolve this problem. However, the high complexity issue creates hindrance to implement the design on an embedded system.
In the proposed method, GMM is not used for foreground detection. We use depth information which is captured by Microsoft's Kinect V2 module to obtain foreground. Then we scan through the depth information of each pixel and get the closest point which is most likely the position of the person and then 600 mm region is marked as foreground in front of the camera. The acquired foreground is plotted as a green color, as shown in Fig. 4 (a) . We resize this foreground result into a 320 × 240 binary image, as in Fig. 4 (b) , to reduce the error after the skeleton point has been obtained. A reduced size skeleton is also helpful to process the information in a deep learning algorithm. Since a lot of noise will be generated during the labeling process, the accuracy of this foreground detection method may not be better than [34] and [35] at this stage. So, the noise has been removed in the second and third step.
B. LABELING
Based on foreground segmentation, we can obtain the interested region of the binary image. Although some noise occurs in the image, object labeling is applied to label the foreground object as the same tag as shown in Fig. 5 . It cannot only remove the rest of the noise, but it can also calculate the coordinates, length, and width of the foreground object. We use the information of area size to determine whether the object is human or not. Thus it can solve the problem when the camera is closer to the non-human object. The traditional labeling algorithm is very slow and requires much memory to store different parameters. While considering a real-time implementation, we use our previous work of [36] , which is a combination of running length coding (RLC) and object labeling to perform the noise removal. This technique can reduce the computation time yet it maintains the performance of the system.
C. THINNING
There are many methods for thinning in the binary image [37] , [38] . In this paper, we use Zhang Suen's rapid thinning method [37] . Compared with other thinning methods, it can achieve rapid thinning with high processing speed so it is able to process data in real-time. Based on the object block obtained by labeling algorithm, the thinning is performed as shown in Fig. 6 (a) . Since the result still contains too much noise, the dilation and erosion algorithm are executed to perform noise removal [39] . The image of thinning result after removing the extra noise is shown in Fig. 6(b) . The final result is shown as a human doll. After the thinning, the skeleton information becomes clear which reduces the probability of miscalculation when the searching algorithm is performed later. Eventually, it improves the accuracy of the skeleton nodes. D. SEARCHING Fig. 7 shows a 3D skeleton which has been achieved using the proposed algorithm on Kinect software development kit V1, and Kinect software development kit V2. This complete set of joint format is provided by Kinect v1 SDK. Overall 20 points have been marked for a human body as the joints which have been shown in orange color in Fig. 7(a) . In Fig. 7 (b) , 25 points are marked as joints which have been achieved using the upgraded Kinect v2 SDK. The upgraded Kinect provides five extra points as compared to the previous version.
The skeleton nodes obtained by our searching algorithm are different from the above two SDK. We just use 7 joint points marked as the blue color shown in Fig. 7(c) . The reason is that when a falling event will occur, the joints above the waist will have enormous change. This reduced joint-point set can reduce the training parameters as well as training time of neural network while performing decision about the fall event. First, we calculate the center of the body as the coordinate (x, y). In the second step, the blue points are calculated. The description of these seven blue points is provided in Table 2 .
IV. THE NEURAL NETWORK
In this part, we present a newly developed neural network which uses low parameters and computations for fall detection through the training of action recognition datasets.
A. NTU RGB+D DATASET
The NTU RGB+D dataset [40] is the largest action recognition dataset. This dataset has been obtained using Kinect software development kit V2 and it includes 56880 action samples, containing 60 actions performed by 40 subjects, and the sensor was used to capture this data from the three angels: −45 • , 0 • , 45 • . Each video contains RGB, depth, skeleton, and infrared information. Here we only need to determine whether the person is fall or not. Thus, we use the feature number 4, 5, 6, 8, 9, 10, 12{HEAD, SHOUL-DER_LEFT, ELBOW_LEFT, HAND_LEFT, SHOUL-DER_RIGHT, ELBOW_RIGHT, HAND_RIGHT}. These seven important nodes will be the input features of the neural network.
As a result, the complexity of the input and output dimension is reduced from the original 25 nodes to the current 7 nodes format. Additionally, there are totally 60 categories in NTU RGB+D database. Here, we just use the fall and nonfall categories for training purposes. Fig. 8 shows original samples from the NTU RGB+D dataset and our modified version's extracted joints results.
B. THE NETWORK ARCHITECTURE
The convolutional neural network currently converts the sequence of skeleton information into the corresponding actions [40] - [42] . It has high accuracy while doing action VOLUME 7, 2019 recognition. Here we only need to determine whether the fall event happened or not. Thus we only focus on fall detection.
In order to transfer the model into the embedded system, we first refer to the AlexNet [43] which has 5 convolution layers and 3 fully connected layers to construct the model. To implement the model on embedded board, model parameters are reduced to use in less resources of the board. Based on this architecture, we propose a network called MyNet2D as shown in Table 3 , its input has 7 nodes and each node contains information about x, y, z coordinate so it will result in 21 information points for all nodes in the single frame. 30 frames are concatenated as a sequence which is used as the input, where the input size is (30, 21) . Here 30 represents the number of frames and 21 represents the information points of nodes. The number of parameters and calculations for this network are 4.9M and 6M respectively.
The skeleton information is the analog data, and there is no significant correlation between the horizontal axis and the vertical axis. Therefore, 2D convolution does not help much in this type of input data, and it results in a lot of unnecessary calculations and parameters. We further reduce the number of parameters through the reduction of the kernel size, filter number, and input size. By using Conv1D, a simpler network MyNet1D-D has been designed which uses one-dimension to perform convolution to reduce parameters and perform calculations more effectively. By using this proposed architecture, the same accuracy can be achieved the model made up of 2D convolution.
Based on the optimizations, the proposed model is able to reduce different parameters as shown in Table 4 . Compared with MyNet2D, the model architecture reduced the parameters from 4.9M to 35K and the number of calculations decreased to only 48K. Moreover, the experiment results show that our modified network has almost the same performance with AlexNet, MyNet2D. The modified network with a low number of parameters and a low number of calculations is more suitable for embedded systems. Since the falling event videos are not much in the open dataset, it will cause the overfitting problem. In order to avoid the overfitting issue, we add dropout layer [44] in our network. We have used the exponential decay for the attenuation in the learning rate.
V. EXPERIMENT RESULTS
For training and testing purposes, we used NTU RGB+D dataset. We trained on an Intel Core i7, 3.60 GHz processor with 16GB of RAM and NVIDIA GTX1080Ti on a Linux system.
A. EVALUATION AND DISCUSSION
We first test the proposed neural network to find the accuracy rate for the fall detection event. Through the benchmark of NTU RGB+D dataset, all falling videos of skeleton information are treated as the positive samples. The other actions of skeleton information are randomly picked as the negative samples. Totally 946 videos belong to the positive samples, and 1419 videos are negative samples and 357 videos are testing sample. By keeping the negative samples higher than the positive samples, it can prevent the network from overfitting problem.
For the proposed network, we use 70 percent of the samples as training data, and 30 percent as the testing data. We use training data to train on the AlexNet, MyNet1D, and MyNet2D which do not have the dropout layers. The proposed network is trained by using gradient descent optimizer. Weights are initialized randomly and the learning rate of 0.01 is used. To attenuate the learning rate, the value is using exponential decay of 0.96 after every 2000 iterations. Iteration number is set as 50000 and the dropout rate is set as 0.5.
The accuracy rate is calculated using the Confusion Matrix as shown in Table 5 . It determines the accuracy of the neural network. The TP, FN, FP, and TN represent the number of true positives, false negatives, false positives and true negatives, respectively. Accuracy is defined as the ratio between the number of correct classification samples divided by the total number of samples, which is represented as follows:
True positive rate or sensitivity is defined as recall, which can be defined as (2)
While the precision of the network can be calculated using equation (3), which is as follows;
The experiment results are shown in Table 6 . After optimization, the result of MyNet1D-D has almost the same as the un-optimized models, but the number of parameters and computations, as compared to AlexNet and MyNet2D, are reduced significantly. We select the current newer vision-based method to compare with our proposed network. These methods are latest research on falling detection, and the accuracy is almost higher than 95% as shown in Table 7 . Surely the accuracy is the most important issue, but it is dependent on the method, the number of training data and the model of neural work. Su et al. [4] have proposed a neural-network-based fall detection algorithm which uses the feature extraction method to obtain six important features to train the network module. Their proposed network has 98.15% accuracy. However, the dataset is made by themselves. Also the total sequence number is 42 which is not sufficient to prove the generality for their network module.
In [5] , a neural network with fusion of multi-sensor information is proposed. It used AlexNet and SSDNet with the radar and optical input data. The accuracy is 99.85% on their developed video sequences. Although the accuracy is higher than ours based on their developed dataset, the network model is larger than our network module as shown in Table 6 , meanwhile the computations of AlexNet is 2.5G Ops and the parameter is 60M. As a result, high computations and parameters model is not comfortable on the embedded system. The computations and parameters on our model is smaller than their methods. As a result, it is suitable for the embedded system and can achieve 15 FPS on performance.
In [6] , Hwang et al. have presented 3D convolution neural network to analyze the continuous motion data obtained from depth cameras. The accuracy is 96.9% on TST dataset. It can see that our 1D convolution have the similar performance to our work. Additionally, we have considered the pruning technique to reduce excess calculations of neural network.
An end-to-end ConvLSTM is proposed by Abobakr et al. in [7] . The convolution network extracts visual features from input sequence and uses the Long-Shot-Term-Memory (LSTM) to detect fall events. It has 98% accuracy on URFD dataset. A feedback optical flow convolution neural network has the accuracy result of 98%, proposed by Hsieh and Jeng [8] . Our network model is training and testing on the NTU RGB+D witch is the most famous benchmark in the posture recognition technique. It has many challenges on the sequences because the dataset contains 60 actions. It proves that our proposed design can be detecting falling in a wide variety of posture. Also our network model is the smallest one in these designs. Based on this important advantage, we can perform our system on a smaller platform and still have good performance.
B. EMBEDDED SYSTEM DESIGN
For an embedded system design, we have implemented it on NVIDIA Jetson TX2. It contains NVIDIA Pascal GPU which has 256 CUDA core, and the ARM CPU is composed of two ARM v8 64-bit cores. Moreover, this board is able to optimize the multiplication and addition operations of the deep neural network by using CUDA library which results in reducing the calculation time.
The results of the algorithm in the Linux system are shown in Fig. 9 , where Linux is running on NVIDIA Jetson TX2. In Fig. 9 , top left corner shows the seven nodes which are extracted through the proposed method. These nodes have been highlighted in the red circle. The falling snapshot is shown in Fig. 10 . When the network detects the falling case, it will display a red box around the image to indicate that fall event has been detected which is shown in Fig. 10 (c) . The system can achieve 15 frames per second for real-time implementation.
VI. CONCLUSION
In this paper, we propose a fall detection system. Our system is based on a vision sensor without using any wearable device to detect fall detection. A depth image has been used to extract the skeleton information and different techniques have been applied to refine the skeleton extraction results. We have modified the skeleton-based method with seven highlight feature points. Moreover, different parameters and the number of calculations have been decreased for the neural network model. Finally, the whole system has been implemented on the NVIDIA Jetson TX2 platform and it has been tested for a real demonstration environment. The system can achieve 15 frames per second for real-time implementation. Based on this non-wearable falling detection system, it can be efficiently realized in some health-care applications. In future work, we will reduce the hardware cost, such as change the Kinect to a normal camera as input. In addition, we will increase the versatility of system on posture recognition. Then our system can not only detect the falling but also understood other postures. Finally, it can achieve a low cost and high accuracy posture recognition system. CHIN-WEI HSU is currently pursuing the M.S. degree in electrical engineering from National Central University, Taiwan. His research interests include image processing, deep learning, and embedded system design. VOLUME 7, 2019 
