Using single-family sales data for Louisville, Kentucky, we assess the benefits of applying robust methods to down weight problematic transactions in the context of longitudinal hedonic price models. Robust estimators can reduce the influence of outliers that are due to data entry errors, unmeasured hedonic characteristics, or non-market transactions. We use simulation analysis to compare conventional indexes with several robust indexes and conclude that a robust S-estimator is least biased relative to a true (simulated) underlying index. We then compare a robust index with a conventional index and a conventional index that controls for distressed sales and find that it is much closer to the latter, except in a submarket with a large proportion of distressed sales.
Introduction
Hedonic models are widely used to construct constant-quality house price indexes; for example, they are the primary measures of price movements in France, Norway, Switzerland, and the United Kingdom. 1 The types of data problems that might occur in a hedonic context include sample selection bias, which refers to the differences in implicit prices of hedonic characteristics or price movements between the entire housing stock and the sample of houses that actually transacts (Gatzlaff and Haurin, 1998) . Sample selection bias correction techniques can, at least in theory, be used to address this problem. Although robust techniques are not helpful with respect to sample selection problems, they are useful with respect to several other common data problems. These include non-market (discounted) prices on the left-hand side of the hedonic equation, relevant attributes Hedonic modelling raises a variety of practical issues relating to, among other things, choice of estimation technique, specification of relevant hedonic characteristics, and handling of data problems. These issues are inter-related. For example, spatial estimation techniques have been developed to overcome the inability of hedonic characteristics to fully capture spatial relationships. Robust estimation techniques, the focus of this paper, are intended mainly to correct data problems. 1 The United States, where repeat sales methods predominate, is an exception to this rule. Other exceptions include the countries Denmark, New Zealand, and Sweden, which rely upon sale price-appraisal ratio (SPAR) indexes (Bourassa, Hoesli, and Sun, 2006) and Australia, where a stratified median index is used (Prasad and Richards, 2008) . missing from the right-hand side of the equation, and measurement errors on either side.
These data problems can lead to outliers that bias indexes in undesirable ways.
Conventional hedonic regression models are highly sensitive to these outliers because they are estimated by minimizing the sums of the squared residuals. This gives outliers, and particularly large outliers, disproportionately large influence. Even a small number of outliers can have a large effect. If these outliers represent incorrect data, in the sense that the data are not consistent with the assumptions of the model, then least squares estimation can be biased and inconsistent. Robust methods generally down weight observations automatically based on the size of their residuals and thereby provide a means for producing consistent and possibly efficient estimators and test statistics when a model is somewhat misspecified because its assumptions are not fully consistent with the data.
Problematic data include distressed sales, non-arm's length sales, and typographical errors. 2 2 We also considered flips as a possible type of problematic data. Flips involve two transactions of the same property in relatively quick succession (e.g., within a year), with some upgrading of the property between transactions. The improvements will often involve characteristics that are not measured by the available hedonic variables.
Consequently, the first transaction in a flip may appear to be at a discount and the second transaction at a premium relative to the market. In preliminary estimations of our model, however, we did not find evidence of bias due to flips.
For example, discounts associated with distressed sales, such as foreclosure and short sales, may bias indexes downwards. These types of forced sales may be discounted because the seller is unusually eager to reach a deal or appear to be discounted because there is unmeasured deterioration in quality (Campbell, Giglio, and Pathak, 2011; Pennington-Cross, 2006) . Some types of problematic transactions may be flagged in some hedonic data sets. In other cases, it may be possible to identify these transactions, but only with considerable investment of time and effort. Typographical errors may be impossible to identify with any degree of certainty. Robust methods provide a means for responding to data problems when it is difficult or impossible to identify all of the transactions with contaminated data.
What constitutes problematic data depends on the purpose of the index (Wang and Zorn, 1997) . Some indexes are designed to treat the market as a portfolio and to track changes in the value of the portfolio over time. Such indexes are value-weighted (i.e., weighted by the value of each transaction) rather than equal-weighted. An example of a value-weighted index is the S&P/Case-Shiller index (Standard & Poors, 2009 ). For such an index, down-weighting distressed sales might not be desirable because such sales might be valid contributors to the value of the market portfolio.
However, in other cases, the aim is to track constant-quality price movements for properties that are not distressed. In such a case, an equal-weighted index is appropriate, as is controlling for the downward bias caused by distressed sales. Our purpose here is consistent with the latter aim of measuring movements in typical market-rate transactions.
Because robust techniques aim to model the behavior of the majority of the data, they respond differently to different market circumstances. In a "normal" market-defined as a market that does not have a large proportion of forced or distressed sales-such transactions will tend to be classified as outliers and robust techniques will prevent them from biasing an index. However, as the proportion of distressed sales increases (becoming the majority), they are less likely to be classified as outliers and hence less likely to be down weighted by robust techniques. In such cases, robust indexes will tend to be similar to conventional indexes estimated using ordinary least squares (OLS). We give an example of this by calculating a robust index for a submarket in Louisville that has a large percentage of distressed sales.
Robust methods have been used in a variety of fields such as biostatistics (Heritier, Cantoni, Copt, and Victoria-Feser, 2009 ) and sociological and political research (Andersen, 2008) After conducting a simulation analysis to determine the best robust estimator for problems like ours, we compare a robust hedonic index to a conventional OLS index and an OLS index that controls for distressed property sales. We find that the robust index for the market as a whole tracks the latter index more closely than the conventional index because distressed sales are outliers in the market-wide context. However, for a submarket in which distressed sales constitute a substantial proportion of the observations, they are not outliers, and the robust index tracks the conventional index. 5 Peña and Ruiz-Castillo (1984) apply Cook's distance statistic (Cook, 1977) to identify outliers in a hedonic study of apartment rents in Madrid. They discuss robust Mestimators, but do not apply them.
We also demonstrate that robust methods can virtually eliminate the index revision problem.
The next section reviews the hedonic models that are typically used to construct price indexes. The subsequent section discusses robust estimators and their application to hedonic modeling. We then discuss our data and provide some summary statistics.
The subsequent section applies simulation analysis to compare alternative robust estimators. Next, we compute and compare robust and conventional indexes for
Louisville. The penultimate section analyzes index revisions and the final section concludes.
Hedonic Price Models
The hedonic model has a measure of house sale prices on the left-hand side and set of property characteristics on the right-hand side. These "hedonic" characteristics typically describe aspects of the structure and lot, as well as the location of the property. If the data cover multiple periods of time, then a series of time dummy variables is included to control for changes in price levels over time. In addition, a set of spatial dummy variables can be used to capture submarket effects. This approach allows the model's intercept term to vary over time and space, but holds the implicit prices of the hedonic characteristics constant. These implicit prices can be interpreted as averages over the time period covered by the model. With both time and submarket dummies, the model is:
where Y it is the natural logarithm of the sale price of house i at time t, X it is the vector of property characteristics for house i at time t, the superscript T indicates the transpose function, D it is a set of P -1 time dummy variables equal to 1 if house i sold at time t and 0 otherwise, S im is a set of M -1 submarket dummy variables equal to 1 if house i is located in submarket m and 0 otherwise,  is the intercept term,  , t  , and m  are vectors of parameters to be estimated, and it  is a random error term distributed 2 (0, ) N  . The antilogarithms of the time dummy coefficients are used to construct a price index, with the index number 1 100 I  and exp( ) 100
As an alternative to using a "longitudinal" model with time dummies, price indexes can be constructed by chaining together price increases based on the values of a typical house as predicted by pairs of successive single-period estimations. The "typical" house can be defined in terms of the average characteristics in the first or second periods or a geometric mean of the two (Laspeyres, Paasche, and Fisher indexes, respectively). A disadvantage of this approach is the need for a substantial number of transactions each period; small samples may result in volatility in the coefficient estimates due to changes in the characteristics of properties sold over time. Here we focus on the application of robust estimators to longitudinal hedonic modeling. 
Robust Estimators
Conventional hedonic models are estimated using ordinary least squares. 6 A variation on the longitudinal approach involves moving windows containing a fixed number of time periods (see, e.g., Bourassa, Hoesli, Scognamiglio, and Sormani, 2008) .  is assumed to be Gaussian, the estimator is maximum likelihood and has the smallest variance among all unbiased estimators. However, it is well known that very small numbers of outliers can have substantial impacts on the regression results (Andersen, 2008) . Robust estimators are designed to address deviations from the assumptions of a It can be difficult to diagnose this problem because the residuals themselves will be biased if the parameter estimates are biased (Heritier, Cantoni, Copt, and Victoria-Feser, 2009 ). In other words, the true outliers may be "masked". Diagnostic tools, such as Cook's distance (Cook, 1977) , which compare models fitted with and without one observation at a time, do not cope with the problem of multiple masked outliers. Data "cleaning" may be problematic in part because decisions about which data to remove can be arbitrary. Iterative processes for identifying and removing outliers may never reach an obviously satisfactory conclusion and may remove a large proportion of the data. Moreover, removal of data implies that conventional inference obtained from the remaining sample is no longer valid and conventional tests are questionable (see MacDonald and Robinson, 1985, pp. 125-26) .
7 Yohai (1987, p. 642) notes that "even one outlier may have a large effect on the estimate. " Janssen, Söderberg, and Zhou (2001) give an example of this by simulating a single outlier in a hedonic model of apartment building prices.
model and, therefore, robust statistics "as a collection of related theories, is the statistics of approximate parametric models" (Hampel, Ronchetti, Rousseeuw, and Stahel, 1986, p. 7) . Robust estimators achieve robustness by assuming that the data generating process lies in the neighborhood of the "ideal" model. For instance, for the regression model in equation (1) this translates into assuming that the distribution of
where  is typically small, F  is the normal distribution, and G is an arbitrary distribution. What is then sought is inference about F  , the distribution of the majority of the data. To ensure robustness, the fitting criterion is changed.
A variety of robust estimators has been developed and is available in various statistical packages such as R, Stata, and SAS. The different estimators are typically compared with respect to breakdown point and asymptotic efficiency. considered to be the optimal robust techniques. Belsley, Kuh, and Welsch (1980) use an M-estimator to identify outliers which they then delete, whereas the preferred method is to retain all observations and use the estimator to automatically down weight outliers because in the latter case inference is correct (i.e., the standard errors are correct).
Moreover, the M-estimator is not optimal due to its low breakdown point, meaning that it cannot cope with large proportions of outliers and produces arbitrary results (as is the case for OLS). Thorson (1994) and Janssen, Söderberg, and Zhou (2001) both use least median of squares (LMS) regression, which minimizes the median of the squared residuals (rather than the sum as in OLS). A problem with these authors' approach is that the LMS estimator is used only to identify outliers. The model is re-estimated using weighted least squares, in which the outliers are assigned arbitrary weights of zero. The least absolute deviations (also referred to as the least absolute values) method of Yoo (2001), which minimizes the absolute values of the residuals, has low efficiency. The Mestimators used by Song and Wilhelmsson (2010) have high efficiency, but as mentioned above suffer from a low breakdown point. These authors also use Cook's distance statistic to delete some outliers, instead of simply allowing the robust procedure to down weight them.
In theory, the preferred option would be to apply an MM-estimator, which according to Andersen (2008) is probably now the most popular robust technique for linear regression modeling. The MM-estimators were first proposed by Yohai (1987) and they are appealing because they can have both a high breakdown point (e.g., 50%) and predefined high efficiency (e.g., 95% relative to OLS when the errors have a normal distribution). MM-estimators involve two M-estimators (hence the label MM). The first step involves a highly resistant S-estimator that minimizes a robust M-estimate of the scale (i.e., the standard deviation) of the residuals (Rousseeuw and Leroy, 1987) :
where the i  are the residuals and the value of  that minimizes ˆS  is the S-estimator.
The robust scale, ˆS  , satisfies
where Z has a standard normal distribution and several choices are available for  . A popular option, which we will use here, is the Tukey biweight or bisquare function (Beaton and Tukey, 1974) 
where c is a tuning constant that determines the tradeoff between breakdown point and efficiency. 
Note that w → 0 as r → c and w = 0 when r ≥ c. Using the residuals, ˆi t  , from the first step, the second step of the MM-estimation process simply computes the scale of the residuals, ˆ  .
Fixing the scale at the value obtained from the second step, the third step involves computation of an M-estimate of the regression parameters:
Again, the  function is the bisquare function given in equation (5) and the corresponding weights are as in equation (7). Further technical details of this approach can be found in Maronna, Martin, and Yohai (2006) .
While the MM-estimator seems optimal in theory, in practice it does not always perform as expected. Verardi and Croux (2009) This was repeated for a total of 1,000 simulations, the results of which were then summarized and compared with the true results. By far, the least biased estimator was MM(0.70), indicating that the less efficient MM-estimator has properties that make it preferable to the more efficient one for this type of contamination (leverage points).
Given the discrepancy between theory and empirical results, we undertake a simulation analysis based on our data as a means for choosing the optimal robust technique. We discuss our data in the next section before describing the simulation 10 The efficiency level is modified by adjusting the tuning constant, c, for the Mestimator that is applied in the third step of the MM process. For 95% and 70% efficiency, c is set at 4.685 and 2.697, respectively. analysis in the following section.
Data
The [Exhibit 1 here]
Simulations
To create a "true" index to compare with the robust indexes, we add to the conventional index controls for sales of distressed properties (REO sales). The REO controls are specified as a series of time dummies equal to 1 if the sale was REO and 0 otherwise. This allows the impacts of distressed sales to vary over time with the severity of the foreclosure crisis. The model with controls for REO sales is specified as:
where it R are the REO time dummies and t  are the corresponding parameters to be estimated. Note that the REO dummies start in t = 1.
In order to compare conventional (OLS) and robust indexes with the known index, we generate data according to the model 50 9 50 2 2 1ˆˆ,
where the dummy covariates t D , m S , and t R are the ones from the market-wide dataset, the coefficient values  ,  ,  ,  , and  are those stemming from fitting equation (9), and the error terms it  are generated according to an (0, 0.2) N distribution. We then estimate the model
to reproduce the situation in which REO dummies are not available for fitting.
11
We repeated this procedure 200 times with both OLS and robust techniques. variables, although it may be necessary in some circumstances to try multiple seeds for the random number generator used in the first stage of the MM procedure. Also, the cov=".vcov.w" option is recommended. For another example, it may be necessary to modify the subsetsize option when using SAS's robustreg procedure for the S-estimator.
biased as the OLS index, but it nevertheless displays substantial bias during the later years of the period. The MM(0.70) index does a better job than the MM(0.95) index, but it still displays some bias. By far the least biased is the S-estimator; consequently, we will use that estimator for the rest of our analysis.
[Exhibit 2 here]
Robust and Conventional Indexes
Exhibit 3 This is consistent with the expectation that failure to control for distressed sales should bias the index downwards. The robust index is generally much closer to the index with REO controls than to the conventional index. This is particularly the case during the latter, more volatile, part of the series. Moreover, the robust index is somewhat less volatile than the index with REO controls, which is likely because the robust index is controlling for the impacts of outliers in addition to REO sales.
[Exhibit 3 here]
Exhibit 4 displays 95% confidence intervals for the conventional and robust indexes. The confidence intervals show that the robust index is significantly different from the conventional index in 11 quarters, all at the end of the series. Given the influence of outliers in the conventional index, the confidence intervals for that index are undoubtedly too large (note how narrow the interval is for the robust index), implying that the indexes have significant differences more frequently than depicted.
[ 
Index Revisions
Index revision refers to the fact that, as data for subsequent periods are added, the historical values of an index are subject to change. Such revisions are problematic, in particular when an index is used for the settlement of derivative contracts (Deng and Quigley, 2008) . Revisions are an inherent problem for repeat sales indexes, but are not necessarily an issue for hedonic indexes. For example, an index that is derived from chained single-period hedonic equations will not be subject to revision. However, an index based on a longitudinal equation or a moving window series of equations may change as new time periods and new data are added.
Our strategy for studying revisions follows the approach of Clapham, Englund, Quigley, and Redfearn (2006) . We focus on revisions to the ten quarters in the middle [Exhibits 6 and 7 here]
Conclusions
Even in the best real estate database, it is almost inevitable that there will be measurement and data entry errors. Moreover, a database may omit key variables, such as identifiers for one or more types of distressed sales. By reducing the impacts of outliers, robust methods provide a means for addressing such data problems. Using a longitudinal hedonic model with simulated data, we compare three types of robust estimators, including two MM-estimators with different levels of efficiency and an Sestimator. We select the latter for further empirical analysis because it provides the least biased estimates of a known index.
Using over 82,000 house sales from Louisville, Kentucky, we then construct a robust hedonic index and compare it with a conventional OLS index and a conventional index that controls for a major source of outliers, distressed transactions. The robust index differs significantly from the conventional index and is much closer to the index with controls for distressed sales. In contrast, in a submarket with a large percentage of distressed sales, the robust index is much closer to the conventional index because the distressed sales are not treated as outliers. We also show that robust techniques minimize the index revision problem that occurs when new data are incorporated into a longitudinal hedonic model. 
Exhibit 6 Analysis of Revisions for 2003Q1 through 2005Q2

