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We make some educated guesses for the extrapolations of typical soft-inclusive (minimum-bias,
pileup, underlying-event) observables to proton-proton collisions at center-of-mass energies in the
range 13 – 100 TeV. The numbers should be interpreted with (at least) a ±10% uncertainty.
I. SOFT PHYSICS MODELS AND ENERGY SCALING
Soft physics models can essentially be divided into two broad categories. The first starts from perturbative QCD
(partons, matrix elements, jets) and uses a factorized perturbative expansion for the hardest parton-parton interaction,
combined with detailed models of hadronization and (soft and hard) multiparton interactions (MPI). This is the
approach taken by general-purpose event generators, like HERWIG [1, 2], PYTHIA [3, 4], and SHERPA [5]. Since they
agree with perturbative QCD (pQCD) at high p⊥, they are used extensively by the collider-physics community, see
[6, 7] for reviews. The price is a typically reduced predictivity for very soft physics. Collisions involving nuclei with
A ≥ 2 are generally not addressed at all by these generators, though extensions exist [8, 9].
At the other end of the spectrum are tools starting from Regge theory (optical theorem, cut and uncut pomerons),
like QGSJET [10] and SIBYLL [11]. These are typically used e.g. for cosmic-ray air showers and for heavy-ion collisions.
The main focus is here on the soft physics, though perturbative contributions can be added in, e.g. by the introduction
of a “hard pomeron”. Inbetween are tools like PHOJET [12], DPMJET [13], and EPOS [14], which contain elements of both
languages (with EPOS adding a further component: hydrodynamics [15]). Note, however, that all of these models rely
on string models of hadronization and hence have some overlap with PYTHIA on that aspect of the event modeling.
The educated guesses in this summary are based mainly on the energy scaling exhibited by the Perugia 2012 set
of tunes [16] of the p⊥-ordered MPI model [17, 18] in the PYTHIA 6 generator, which have been validated to give an
acceptable description of the scaling of a wide range of min-bias and underlying-event observables from lower collider
energies to the LHC [16, 19] (see e.g., mcplots.cern.ch [19, 20]). The set also includes several theory uncertainty
variations (e.g., of renormalization scales, PDFs, IR cutoffs, and color reconnections). For minimum-bias and pile-up
type observables, we also draw on comparisons to EPOS, SIBYLL, and QGSJET, taken from the study in [21].
In MPI-based models, one should be aware that the amount of soft MPI is sensitive to the PDFs at low x and
Q2, a region which is not especially well controlled. Physically, color screening and/or saturation effects should be
important. In practice, one introduces an ECM-dependent regularization scale, p⊥0, illustrated for the Perugia models
in the left-hand pane of fig. 1. There is then still a dependence on the low-x behavior of the PDF around that
scale, illustrated in the right-hand pane. Note the freezing of the PDFs at very low x (only marginally relevant for
ECM ≤ 100 TeV). Note also that NLO PDFs should not be used for MPI models, since they are not probability
densities (e.g., they can become negative, illustrated here by the MSTW2008 NLO set [22]). The Perugia 2012 tunes
are based on the CTEQ6L1 LO PDF set [23], but include MSTW2008 LO [22] and MRST LO** [24] variations.
The issue of final-state color reconnections (CR) is another important aspect which is less than optimally understood.
Physically, this may reflect a generalization of color coherence, and/or dense-packing effects (parton-, string-, or
hadron-rescattering). In practice, the Perugia tunes employ a nonperturbative CR model which is based on the string
area law [26, 27]. There are indications that higher CM energies may require a smaller effective CR strength [28]. If
so, multiplicities could effectively increase a bit faster than we assume here, a possibility we take into account when
we evaluate the extrapolation uncertainties.
II. EXTRAPOLATIONS TO VERY HIGH ENERGIES
For the total cross section, we take a simple Donnachie-Landshoff fit with  ∼ 0.08 [29], which is also the basis of
the scaling ansa¨tze made in PYTHIA [30]. As can be seen in fig. 2, ALICE measurements of the inelastic and single-
diffractive cross sections [31] exhibit no significant deviations from this ansatz over the measured range. Note that the
various diffractive components cannot be unambiguously defined without a specific observable definition (supplied by
ALICE as a cut on the mass of the diffractive system, MX < 200 MeV). The extrapolations yield an inelastic cross
section growing from sim80 mb at 13 TeV to ∼ 90 mb at 30 TeV and ∼ 105 mb at 100 TeV, while the elastic cross
section (not shown) increases from about 22 mb to 25 mb and 32 mb in the same range. The diffractive components
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A) Parton-Based Models
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to additional reconstructible jets is, however, quite small. Soft interactions that do not give
rise to observable jets are much more plentiful, and can give significant corrections to the
color flow and total scattered energy of the event. This a↵ects the final-state activity in a
more global way, increasing multiplicity and summed ET distributions, and contributing to
the break-up of the beam remnants in the forward direction.
The first detailed Monte Carlo model for perturbative MPI was proposed in [62], and
with some variation this still forms the basis for most modern implementations. Some useful
additional references can be found in [15]. The first crucial observation is that the t-channel
propagators appearing in perturbative QCD 2! 2 scattering almost go on shell at low p?,
causing the di↵erential cross sections to become very large, behaving roughly as
d 2!2 / dt
t2
⇠ dp
2
?
p4?
. (1.13)
This cross section is an inclusive number. Thus, if a single hadron-hadron event contains
two parton-parton interactions, it will “count” twice in  2!2 but only once in  tot, and so
on. In the limit that all the interactions are independent and equivalent, one would have
 2!2(p?min) = hni(p?min)  tot , (1.14)
with hni(p?min) giving the average of a Poisson distribution in the number of parton-parton
interactions above p?min per hadron-hadron collision,
Pn(p?min) = (hni(p?min))n exp ( hni(p?min))
n!
. (1.15)
This simple argument in fact expresses unitarity; instead of the total interaction cross section
diverging as p?min ! 0 (which would violate unitarity), we have restated the problem so that
it is now the number of MPI per collision that diverges, with the total cross section remaining
finite. At LHC energies, the 2 ! 2 scattering cross sections computed using the full LO
QCD cross section folded with modern PDFs becomes larger than the total pp one for p?
values of order 4–5 GeV [74]. One therefore expects the average number of perturbative MPI
to exceed unity at around that scale.
Two important ingredients remain to fully regulate the remaining divergence. Firstly,
the interactions cannot use up more momentum than is available in the parent hadron.
This suppresses the large-n tail of the estimate above. In PYTHIA-based models, the MPI
are ordered in p?, and the parton densities for each successive interaction are explicitly
constructed so that the sum of x fractions can never be greater than unity. In the HERWIG
models, instead the uncorrelated estimate of hni above is used as an initial guess, but the
generation of actual MPI is stopped once the energy-momentum conservation limit is reached.
The second ingredient invoked to suppress the number of interactions, at low p? and
x, is color screening; if the wavelength ⇠ 1/p? of an exchanged colored parton becomes
larger than a typical color-anticolor separation distance, it will only see an average color
charge that vanishes in the limit p? ! 0, hence leading to suppressed interactions. This
provides an infrared cuto↵ for MPI similar to that provided by the hadronization scale for
parton showers. A first estimate of the color-screening cuto↵ would be the proton size,
p?min ⇡ ~/rp ⇡ 0.3GeV ⇡ ⇤QCD, but empirically this appears to be far too low. In current
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Range for Pythia 6
Perugia 2012 tunes
100 TeV
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7 TeV
0.9 TeV
Poor Man’s Saturation
High Q2 
and 
finite x
Extrapolation to soft scales delicate.
Impressive successes with MPI-based 
models but still far from a solved problem
Form of PDFs at small x and Q2
Form and Ecm dependence of pT0 regulator
Modeling of the diffractive component
Proton transverse mass distribution
Colour Reconnections, Collective Effects
Saturation
See also Connecting hard to soft: KMR, EPJ C71 (2011) 1617   +   PYTHIA “Perugia Tunes”: PS, PRD82 (2010) 074018
FIG. 1: Left: energy scaling of the p⊥0 soft-MPI regularization scale in the Perugia tunes (central value and range). Right:
behavior of some typical PDF sets at very low Q2 = 1 GeV2, plot from HEPDATA [25].
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What Cross Section?
Total Inelastic
Fraction with one charged particle in |η|<1
ALICE def : SD has MX<200
Ambiguous Theory Definition
Ambiguous Theory Definition
Ambiguous Theory Definition
Observed fraction corrected to total
σINEL @ 30 TeV:
Just under 100 mb
Say ~ 90 mb
σINEL @ 100 TeV:
Just over 100 mb
Say ~ 105 mb
σSD: a few mb larger than at 7 TeV
σDD ~ just over 10 mb
Disclaimer: for this talk, I do not aim for a precision better than, say, 10%
I will be basing extrapolations ma ly on Pythia 6 with LHC unes
If you find that too crude, I am willing to bet a bottle of good champagne on the numbers
Total Inelastic: Donnachie-Landshof (ε~0.08)
σINEL = σTOT  - σEL
σND = σINEL - σSD - σDD
and ⌅el = ⌅
2
tot/16⇤Bel. The elastic slope parameter is parameterized by
Bel = B
AB
el (s) = 2bA + 2bB + 4s
    4.2 , (115)
with s given in units of GeV and Bel in GeV
 2. The constants bA,B are bp = 2.3, b⇥,⇤,⌃,⌅ =
1.4, bJ/⇧ = 0.23. The increase of the slope parameter with c.m. energy is faster than
the logarithmically one conventionally assumed; that way the ratio ⌅el/⌅tot remains well-
behaved at large energies.
The di ractive cross sections are given by
d⌅sd(XB)(s)
dt dM2
=
g3IP
16⇤
⇥AIP ⇥
2
BIP
1
M2
exp(Bsd(XB)t)Fsd ,
d⌅sd(AX)(s)
dt dM2
=
g3IP
16⇤
⇥2AIP ⇥BIP
1
M2
exp(Bsd(AX)t)Fsd ,
d⌅dd(s)
dt dM21 dM
2
2
=
g23IP
16⇤
⇥AIP ⇥BIP
1
M21
1
M22
exp(Bddt)Fdd . (116)
The couplings ⇥AIP are related to the pomeron term X
ABs  of the total cross section
parameterization, eq. (112). Picking a reference scale
⇤
sr f = 20 GeV, the couplings are
given by ⇥AIP⇥BIP = X
AB s ref . The triple-pomeron coupling is determined from single-
di ractive data to be g3IP ⇥ 0.318 mb1/2; within the context of the formulae in this
section.
The spectrum of di ractive masses M is taken to begin 0.28 GeV ⇥ 2m⇥ above the
mass of the respective incoming particle and extend to the kinematical limit. The simple
dM2/M2 form is modified by the mass-dependence in the di ractive slopes and in the Fsd
and Fdd factors (see below).
The slope parameters are assu ed to be
Bsd(XB)(s) = 2bB + 2 
⇥ ln
 
s
M2
⇥
,
Bsd(AX)(s) = 2bA + 2 
⇥ ln
 
s
M2
⇥
,
Bdd(s) = 2 
⇥ ln
⇤
e4 +
ss0
M21M
2
2
⌅
. (117)
Here  ⇥ = 0.25 GeV 2 and conventionally s0 is picked as s0 = 1/ ⇥. The term e4 in Bdd is
added by hand to avoid a breakdown of the standard expression for large values ofM21M
2
2 .
The bA,B terms protect Bsd from breaking down; however a minimum value of 2 GeV
 2
is still explicitly required for Bsd, which comes into play e.g. for a J/⇧ state (as part of a
VMD photon beam).
The kinematical range in t depends on all the masses of the problem. In terms of
the scaled variables µ1 = m
2
A/s, µ2 = m
2
B/s, µ3 = M
2
(1)/s (= m
2
A/s when A scatters
elastically), µ4 = M
2
(2)/s (= m
2
B/s when B scatters elastically), and the combinations
C1 = 1  (µ1 + µ2 + µ3 + µ4) + (µ1   µ2)(µ3   µ4) ,
C2 =
⇧
(1  µ1   µ2)2   4µ1µ2
⇧
(1  µ3   µ4)2   4µ3µ4 ,
C3 = (µ3   µ1)(µ4   µ2) + (µ1 + µ4   µ2   µ3)(µ1µ4   µ2µ3) , (118)
one has tmin < t < tmax with
tmin =  s
2
(C1 + C2) ,
tmax =  s
2
(C1   C2) =  s
2
4C3
C1 + C2
=
s2C3
tmin
. (119)
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given by βAIPβBIP = X
AB s!ref . The triple-pomeron coupling is determined from single-
diffractive data to be g3IP ≈ 0.318 mb1/2; within the context of the formulae in this section.
The spectrum of diffractive masses M is taken to begin 0.28 GeV ≈ 2mpi above the
m ss of the respective incomi g particle and extend to the kinematical limit. The simple
dM2/M2 form is modified by the mass-dependence in the diffractive slopes and in the Fsd
and Fdd factors (see below).
The slope parameters are assumed to be
Bsd(XB)(s) = 2bB + 2α
′ ln
( s
M2
)
,
Bsd(AX)(s) = 2bA + 2α
′ ln
( s
M2
)
,
Bdd(s) = 2α
′ ln
(
e4 +
ss0
M21M
2
2
)
. (7.73)
Here α′ = 0.25 GeV−2 and conventionally s0 is picked as s0 = 1/α′. The term e4 in Bdd is
added by hand to avoid a breakdown of the standard expression for large values of M21M
2
2 .
The bA,B terms protect Bsd from breaking down; however a minimum value of 2 GeV
−2
is still explicitly required for Bsd, which comes into play e.g. for a J/ψ state (as part of a
VMD photon beam).
The kinematical range in t depends on all the masses of the problem. In terms of
the scaled variables µ1 = m
2
A/s, µ2 = m
2
B/s, µ3 = M
2
(1)/s (= m
2
A/s when A scatters
elastically), µ4 = M
2
(2)/s (= m
2
B/s when B scatters elastically), and the combinations
C1 = 1− (µ1 + µ2 + µ3 + µ4) + (µ1 − µ2)(µ3 − µ4) ,
C2 =
√
(1− µ1 − µ2)2 − 4µ1µ2
√
(1− µ3 − µ4)2 − 4µ3µ4 ,
C3 = (µ3 − µ1)(µ4 − µ2) + (µ1 + µ4 − µ2 − µ3)(µ1µ4 − µ2µ3) , (7.74)
one has tmin < t < tmax with
tmin = −s
2
(C1 + C2) ,
tmax = −s
2
(C1 − C2) = −s
2
4C3
C1 + C2
=
s2C3
tmin
. (7.75)
The Regge formulae above for single- and double-diffractive events are supposed to hold
in certain asymptotic regions of the total phase space. Of course, there will be diffraction
also outside these restrictive regions. Lacking a theory which predicts differential cross
sections at arbitrary t and M2 values, the Regge formulae are used everywhere, but fudge
factors are introduced in order to obtain ‘sensible’ behaviour in the full phase space. These
factors are:
Fsd =
(
1− M
2
s
)(
1 +
cresM
2
res
M2res +M
2
)
,
Fdd =
(
1− (M1 +M2)
2
s
)(
sm2p
sm2p +M
2
1 M
2
2
)
×
(
1 +
cresM
2
res
M2res +M
2
1
)(
1 +
cresM
2
res
M2res +M
2
2
)
. (7.76)
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The point with an event generator is that we 
can now ask: What do these events look like?
(elastic is included on summary slide)
σINEL @ 13 TeV ~ 80 mb
log10(ECM/GeV)
FIG. 2: Assumed scaling of various inelastic components of the total cross section in PYTHIA 6.
increase by only a few mb relative to their 7-TeV values. We can now take a closer look at what th se collisio look
like. How many tracks, and how much energy deposition are they associated with?
Extrapolations of central charged-track densities in so-called non-single-diffractive events in pomeron-based models
are shown in the left-hand pane of fig. 3, from [21]. We note that the version of EPOS used in [21] pre icts a much
too slow rise with CM energy, while QGSJET II errs everely in the opposite direction, thus we exclude them from
our estimates. The PHOJET and PYTHIA generators are represented on the right-hand pane of fig. 3, which contains an
update of a highly sensitive plot made by the ALICE collaboration [32, 33]. It shows the relative increase in central
charged-track multiplicity between 900 GeV and the 2360 and 7000 GeV CM energies at the LHC, for events with at
least one charged track inside |η| < 1 (INEL>0). Both PHOJET and the Tevatron tunes of PYTHIA 6 (DW and Perugia
0) exhibit too slow increases with energy, and hence are not included in our extrapolations. The Perugia 2012 and
PYTHIA 8 (tune 4C [34]) models, however, manage to reproduce the scaling observed by ALICE fairly well. They can
therefore be used as a reasonable first guess for further extrapolations, illustrated in the top pane of fig. 4. Combining
the Perugia uncertainty variations with the SIBYLLand QGSJET 01 scaling trends yields an estimated central charged-
track density per unit ∆η∆φ of 1.1 ± 0.1 at 13 TeV, 1.33 ± 0.14 at 30 TeV, and 1.8 ± 0.4 at 100 TeV, for inelastic
events with at least one track inside |η| < 1 (corresponding to the red cross-section curve in fig. 2).
Note that, when imposing p⊥ cuts on the tracks, one should be aware that indications from the LHC so far are that
the p⊥ spectra produced by PYTHIA are slightly too hard [19], with a deficit of about 20% for p⊥ values below ∼ 200
MeV, and a similar excess above ∼ 4 GeV. (This applies to inclusive charged tracks. Uncertainties are substantially
larger for identified particles.) Going from |η| < 1 to |η| ≤ 3, say, does not change these predictions considerably.
There is the trivial seagull-shaped pseudorapidity distribution (roughly a 10% effect), but no other major differences
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FIG. 3: Left: scaling of the central charged multiplicity for SIBYLL, QGSJET, and EPOS, compared with collider data for NSD
events, from [21]. Right: updated version of a plot in [32] including present-day PYTHIA 6 and 8 tunes.
in estimated track densities or spectra.
An important quantity for jet energy scale calibrations is the amount of transverse energy deposited in the detector,
per unit ∆R2 = ∆η×∆φ, per inelastic collision (corresponding to the blue cross-section curve in fig. 2). In the central
region of the detector, the Perugia models are in good agreement with ATLAS measurements at 7 TeV [19, 35], while
the activity in the forward region is underestimated [19, 35–37]. Extrapolations lead to an estimated 1.0±0.15 GeV of
transverse energy deposited per unit ∆R2 in the central region of the detector at 30 TeV, growing to 1.25±0.2 GeV at
30 TeV, and 1.9± 0.35 GeV at 100 TeV, shown in the middle pane of fig. 4. We emphasize that similar extrapolations
in the forward region would likely result in underestimates by up to a factor 1.5, at least if done with current PYTHIA
models.
The last quantity we consider is the activity in the underlying event (UE). The most important UE observable is the
summed p⊥ density in the so-called “TRANSVERSE” region, defined as the wedge 60− 120◦ away in azimuth from a
hard trigger jet. For pjet⊥ values above 5 – 10 GeV, this distribution is effectively flat, i.e., to first approximation it is
independent of the jet p⊥. It does, however, depend significantly on the CM energy of the pp collision, a feature which
places strong constraints on the scaling of the p⊥0 scale of MPI models, cf. fig. 1. Given the good agreement between
the Perugia 2012 models and Tevatron and LHC UE measurements [19], we estimate the ET (neutral+charged)
density in the TRANSVERSE region (inside |η| < 2.5), for a reference case of 100-GeV dijets in the bottom pane
of fig. 4: starting from an average of about 2.1 GeV per ∆R2 at 900 GeV, the density rises to 3.3 ± 0.2 GeV at 13
TeV, 3.65 ± 0.25 GeV at 30 TeV, and 4.4 ± 0.45 GeV at 100 TeV. Note that the charged-only fraction of this would
be about a factor 1.6 less.
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0.9 TeV
2.36 TeV
7 TeV
30 TeV
Note: I use INEL>0 
(rather than NSD, INEL, …)
Recap: this means events with at 
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