Abstract. We obtain new non-existence results of generalized bent functions from Z n q to Zq (called type [n, q] 
Introduction
Let q ≥ 2 be an integer, Z q = Z/qZ, ζ q = exp( , x · λ is the standard dot product, and F (λ) is the complex conjugate of F (λ).
Bent functions were first introduced by Rothaus [16] in 1976, and were generalized to GBFs by Kumar et al. [9] in 1985. GBFs have been used in many fields such as difference sets, coding theory, cryptography and sequence designs. For more background information and its applications we refer the reader to [2, 14, 9] .
A natural question is when bent functions do exist. Rothaus [16] proved that bent functions from Z n 2 to Z 2 exist if and only if n is even. For GBFs defined in 1.1, Kumar et al. [9] constructed them except the case that n is odd and q ≡ 2 (mod 4).
From now on we assume n is odd and q = 2N with 2 ∤ N ≥ 3 So far there is no GBF being constructed in this case, while there are many non-existence results under some extra constraints. We give a list of these results with reference at the beginning of each item:
(1) (Kummar [9] ) 2 s ≡ −1 (mod N ) for some integer s ≥ 1, (2) (Ikeda [7] ) type [1, 2p has no solution in Z[ζ q ]. then there is no GBF of type [n, q] . Using this fact, Feng et al. [4, 5, 3] obtain the following non-existence results:
(3) (Feng [4] ) type [n < m/s, 2p l ], where p ≡ 7 (mod 8) is a prime, s = ϕ(p l ) ord p l (2) and m is the smallest odd positive integer s.t. x 2 + py 2 = 2 m+2 has integral solutions, (4) (Feng et al. [4, 5, 3, 11] ) various classes of type [n < m, 2p However, in the case that (1.3) is solvable over Z[ζ q ], one has to use other methods to obtain non-existence results, which are typically collected in the following:
(5) (Pei [15] ) type [1, 2 × 7] , (6) (Ikeda [7] ) see (2) before, (7) (Jiang and Deng [8] ) [3, 2 × 23 e ], (8) (Li and Deng [10] ) type [m, 2p e ] where p ≡ 7 (mod 8) is a prime with ord p e (2) = ϕ(p e )/2 and m is defined the same as in (3) .
In this article we extend the results where q = 2p e in (8) to the case where q = p The above case is different from the ones in Feng et al. [4, 5, 3, 11] For the proofs of the two theorems, we need some facts in algebraic number theory which are contained in Section 2. And for the cases where (1.3) is solvable over Z[ζ q ], we generalize the idea used in [15, 7, 8, 10 ], which we name as the element partition method and prove in Section 3. With these preparations, we can prove Theorem 1.4 and 1.5 in Section 4 and 5, respectively. Finally, we give some additional non-existence results obtained by PARI/GP [18] without proofs, and some remarks concerning the future work (Section 6).
Basic facts of algebraic number theory
The methods of proving non-existence results of GBF are often involve algebraic number theory, mainly the basic arithmetic (ideals, units, class groups etc.) of cyclotimic fields and their subfields. The standard reference is [12, Chapter 2, 3] or [17, Chapter 2] . In this section, we list some facts needed in the proof.
For any number field F , denote by o F the ring of integers of F , by Cl(F ) the class group of F and by h(F ) the class number of F .
Let h N = h(Q(ζ N )) and h
For the subfield of the cyclotomic field Q(ζ p e ) where p e is a prime power, we have the divisibility of class numbers.
For more specific cases, we have the more strong
Proof. Let I F be the group of fractional ideals of F , and P F be principal ones. Let I E and P E be the corresponding groups for E. We know the Galois group G := Gal(E/F ) acts on P E and o 
. Combining with (2.3) we know #(P G E /P F ) = n. Let P be a prime of E dividing p and p = P ∩ F . Since p is totally ramified in L ⊇ E we know P ∈ P G E /P F . Now we claim that P has order n and hence P G E /P F is generated by P. Actually, P n = po E ∈ P F . On the other hand, if we have P k ∈ P F for some k, then P k = αo E for some α ∈ F . It follows that ord p (α)n = ord P (α) = k.
Hence n mod k. This proves the claim and that P G E /P F is generated by P.
Now if a ∈ ker(j E/F ) then ao E = βo E for some β ∈ E. Consider its image in P G E /P F = P so we have ao E = P l γ for some l and γ ∈ F . Again the fact that
gives n | l, which is to say a is trivial in P G E /P F . Then the injection in (2.3) implies that ker(j E/F ) is trivial and we complete the proof of the proposition.
Next we introduce Stickelberger ideals. Suppose p is a prime and K 0 = Q(ζ p ) and
We mainly use these following properties of Stickelberger ideal:
The Stickelberger ideal S p annihilates the ideal class group Cl(M ), where M is a subfield of K 0 such that p is the minimal integer with the property that M ⊆ Q(ζ p ).
Proof. See [17, Lemma 6.9 and Theorem 6.10].
Through this paper, we fix the following notations. Let q = 2N with 2 ∤ N ≥ 3, ζ = ζ N be an N -th primitive root of unity, K = Q(ζ), and D ⊂ K be the decomposition field of 2 in
For our purpose we need to investigate the equation αᾱ = q n = (2N ) n where α ∈ Z[ζ N ]. So we first study the idealic behaviour of 2 and p in the cyclotomic field K.
The following lemma taken from Feng [4, Lemma 2.1] will descent the equation
, where E is a subfield of K.
Lemma 2.6 ([4], Lemma 2.1). If αα = 2
n for some α ∈ o K and a positive integer n, then there exist β = ±ζ j α for some j ∈ Z and subfield E ⊆ K containing D with [E : D] ≤ 2 such that β ∈ o E and ββ = 2 n .
The element partition method
In this section, we will prove the following Proposition 3.1. Suppose t is an odd positive integer and q = 2N, 2 ∤ N ≥ 3. Let f : Z t q −→ Z q be a function with F (λ) its Fourier transform defined as before. Suppose F (λ) has the property that for every λ ∈ Z t q and v ∈ Z t q an element of order 2,
Then f is not a GBF.
The idea behind this proposition dates back to the method developed by Ikeda [7] and Jiang-Deng [8] . To prove the proposition we have to generalize this. Now we assume f is a GBF so by definition we have F (λ)F (λ) = q n , which leads to the following
Proof. Since v is of order 2, we have ζ
whence u is a root of unity and so u = ±ζ j . Thus
Then
which is a contradiction to the hypothesis (3.2). This shows that F (λ) = ±F (λ + v).
Now let us pin down some notations. Let P 2 be the Sylow-2 subgroup of Z t q . Then P 2 ∼ = F t 2 as F 2 -vector space and we write P 2 = {0, v 1 , . . . , v 2 t −1 }. For every v i ∈ P 2 , we know that v i has order 2. If we define Lemma (3.4) , where the symbol ⊔ means disjoint union.
Remark 3.6. For sake of the above decomposition Z t q = N i ⊔ M i , we call this method element partition.
Then by the definition (1.2), F (x)F (x) = q t for each x. It follows that
Hence, n i = m i for each i.
Here we review the proof of Ikeda [7] for the case t = 1, since it is the basic idea of this method. First note that x ∈ N v if and only if x + v ∈ N v , where v is the unique element of order 2 in Z q . Hence 2 | n v . But n v = q 2 is odd, which is a contradiction. It can be seen that Ikeda [7] used one 2-order element to prove the result in the case t = 1. In Jiang-Deng [8] , they use three 2-order elements to treat the case t = 3.
We now generalize this method systematically to treat the general case. The second author used the same augment in [10] to prove that there is no GBF of type [m, 2p e ] where p ≡ 7 (mod 8) is a prime with ord p e (2) = ϕ(p e /2) and m is defined the same as in Theorem 1.4. In the remain of the proof, we assume t ≥ 3 so that #P 2 ≥ 8. Now we define 2 2 t −1 subsets of Z t q by using all 2-order elements as follows:
q is a disjoint union of all these subsets. Our main task is to compute the cardinality of each subsets.
Lemma 3.8. If u, v, w ∈ P 2 − {0} are pairwise different and u + v + w = 0, then we have
Proof. We only need the assumption (3.2) that F (λ) / ∈ 2o K , so the proof below is essentially same as the case p = 23 as in [8, Lemma 11] .
First, note that
Second, note that the map y → y · u :
is surjective, so
For simplicity, we write = ζ f (y)−x·y . Now take an element
.
Also since 0 = y·w=0 , we have that
Then we have the following observation. It tells us among the 2 2 t −1 subsets, there are at most 2 t nonempty subsets. And these 2 t subsets are rather "nice".
Lemma 3.9. Let N i , M i be as above,
is not a subgroup of P 2 with index 1 or 2, then it must be empty.
Then by Lemma 3.8,
If A is a subgroup with index larger than 2. Then A is also a F 2 vector subspace of P 2 and its F 2 -dimension is less than or equal to t − 2. Thus the dimension of its complement subspaceĀ is greater than or equal to 2, so we can take u, v ∈Ā such that they are independent. Then u, v, u + v ∈Ā − {0}, so u, v, u + v are not in A and hence
Then by Lemma 3.8 we have
and we finish the proof.
The following lemma is a basic fact about the subgroups of P 2 .
Lemma 3.10. There are 2 t − 1 subgroups of P 2 with index 2.
Proof. The correspondence subgroups of index2 = {F 2 vector subspace of P 2 with dimension t − 1}
←→ {F 2 vector subspace with dimension 1}
is one-to-one by taking the complement subspace. Since there are 2 t − 1 nonzero elements in P 2 , there are 2 t − 1 subgroups with index 2 by the above correspondence.
Let {subgroups of P 2 with index 2} = {H 1 , . . . , H 2 t −1 }. Among the 2
we only need to consider the following subsets, since others are empty sets by Lemma 3.9: Proof of the Proposition 3.1. Recall that Z t q is a disjoint union of the following 2
Since the only possibly nonempty subsets are Y 0 , . . . , Y 2 t −1 by Lemma 3.9 and Lemma 3.10, we have
from which we obtain an equation
On the other hand
Note that n i = qt 2 by Lemma 3.7. We obtain q
By summing up the above 2 t − 1 equations, we obtain
Conbining with (3.11), we treat them as two linear equations with two unknown variables y 0 and
Soving the equation we have y 0 = q t 2 t = N t is an odd number. However, fixing any v ∈ P 2 − {0}, we have x ∈ Y 0 if and only if x + v ∈ Y 0 , so 2 | y 0 . This contradiction shows that f is not a GBF. Lemma 4.1. Let E be any extension of D with [E : D] ≤ 2 Let P be a prime in E lying over 2. Then the odd integer m defined in Theorem 1.4 is equal to the order of P in the class group Cl(E).
Proof. Let p = P ∩ D and denote by a p (resp. b p ) the order of p in Cl(D) (resp. of P in Cl(E)). By Gauss' genus theory or class field theory [17 Let P be as in Lemma 4.1. Then P := Po K is a prime ideal of K since D is the decomposition field. Also 2o K = PP. We use the following lemma to characterize F (λ). Proof. Since f is a GBF of type [m, q = 2p
By hypothesis (ii) we known that ord p r 2 2
(p 1 ) is odd and thus the complex conjugation is in the decomposition group of p 1 in K. This implies that every prime in K lying over p 1 is fixed by the complex conjugation. We also observe that
By consider the order of each prime in K lying over p 1 appearing in the equation (4.3), we known that
then α ∈ o K and αᾱ = 2 m . Now we use Lemma 2.6 to obtain β ∈ o E and ββ = 2 m for some β = ±ζ j α ∈ o E and j ∈ Z, where E is a subfield of K containing D with [E : D] ≤ 2. Recall that ord N (2) = ϕ(N )/2 and D ⊆ E, so 2o E = PP is the prime decomposition of 2 in E. Then we have ββo E = P mPm . Note that m is the order of P in Cl(E) by Lemma 4.1, so we know βo E = P m orP m . By (4.4) we have
where
o K is clearly not divisible by P norP. So we complete the our proof. 
Lemma 4.2 tells us that F (λ)o K and F (λ+v)o K can only be one of the two ideals A P m and AP m where A is not divisible by P norP. In particular,
This contradicts to the assumption that
This proves (3.3). By applying Proposition 3.1 we know that such function f is not a GBF and we finish the proof.
Non-existence result for GBFs of the type [n, 2p
e ] for certain n and p
We will prove Theorem 1.5 in this section. First we fix some additional notations. Suppose n is odd, N = p e where p ≡ 7 (mod 8) is a prime. Let K = Q(ζ N ) and D ⊂ K be the decomposition field of 2 in K as before. Since Thus we obtain β ∈ o D and ββ = 2 n for some β = ±ζ j α ∈ o D and j ∈ Z. Since f is odd, the complex conjugation is not in the decomposition group of 2. Thus we may assume P u+k =P k , k = 1, 2, . . . , u. Then we have
where n k ,n k are nonnegative integer such that n k +n k = n for all k = 1, 2, . . . , u.
For convenience we write x k for P k in Cl(D) and view Cl(D) additively. Hence (5.2) becomes
where n k +n k = n, k = 1, 2, . . . , u. (5.4) With the above notations, we prove the following Proposition 5.5. Let N = p e where e is a positive integer and p ≡ 7 (mod 8) is a prime. Let n 0 be the least odd integer such that (5.3) has nonnegative integral solution (n 1 , n 2 , . . . , n g ), where n k +n k = n 0 and n u+k :=n k , k = 1, 2, . . . , u. If n < n 0 is a positive odd integer, then there is no GBFs of type [n, 2N ].
Further more, if n = n 0 and for all corresponding solutions (n 1 , n 2 , . . . , n g ), the set
are nonempty and pairwise different, then there is also no GBFs of type [n 0 , 2N ].
Proof. The first assertion is trivially true since (1.3) is not solvable over o K by the previous augment.
For the second one, we use the element partition method described in Section 3. The augment is similar to the one in the proof of Theorem 1.4. Suppose v is of order 2, we have
We will show that
K and the proposition follows from Proposition 3.1. We know that
where P k := P k o K is the prime in K lying over P k and (n 1 , n 2 , . . . , n g ) is a solution of (5.3). The hypothesis that
If we assume F (λ)o K and F (λ + v)o K are different, then the corresponding solutions of (5.3) are also different. Since by hypothesis the corresponding Z p 's are different, we can assume that P j | F (λ)o K and P j ∤ F (λ + v)o K for some j. Then the decomposition 2o K = P 1 P 2 . . . P g and (5.6) tell us F (λ + v)o K ∈ P j , which contradicts to the assumption that
The above proposition is not concrete. To obtain the non-existence results in Theorem 1.5 we have to exploit the relations between x k 's in Cl(D). By (5.1) we have
We want to find more relations.
One can check that this implies
ord p e (2) = g.
It follows that D is also the decomposition group of 2 in K 0 . Let However, these relations above are not enough. We need the Stickelberger ideal introduced in Section 2. Let P = P 1 and correspondingly x = x 1 . Let c be a integer not divisible by p. Since it is well-known that p is the minimal integer such that F ⊆ Q(ζ p ), it follows that p is also the minimal one such that D ⊆ Q(ζ p ). By Proposition 2.5, we have
Let w be a primitive root mod p.
It follows that we can assume (5.12) σ w tg+s (x) = x s+1 , t ∈ Z, s = 0, 1, . . . , g − 1.
Let k c,a = [ We now combine these p − 1 equations, together with the equation (5.7) and the u equations (5.10), to give a whole collection of equations (5.14)
where M is a (p+u)×g matrix with integer entries made of the coefficients of all the p+u equations and X = (x 1 , x 2 , . . . , x g ). To simplify these relations of x 1 , x 2 , . . . , x g , we need to calculate the Hermite normal form of M . By the well-known result (c.f. [1, § 2.4.2]) for the existence of the Hermite normal form, there exists a unique matrix U ∈ GL p+u (Z), such that H = M T U is a Hermite normal form. It follows from (5.14) that XH = 0.
In fact, H can be obtained by applying a finite sequence of elementary row operations over Z from M T . Now with the help of a computer and using a simple program or a computer algebra system, we can calculate the individual Hermite normal form H for p = 31 and 151 (u = 3 and 5, respectively). Thus we obtain the relation We claim that ord(
It is easy to know that h(F ) = 3 and p F has order 3 in Cl(F ). If ord(x 1 ) = 1, i.e. P 1 = 1 in Cl(D), then taking norm gives p F = 1 in Cl(F ), which is a contradiction. If ord(x 1 ) = 3, then x 1 ∼ = Z/3Z and we may assume x 1 = 1 mod 3. Then the second column of the matrix reads 14x 1 + 2x 2 = 0, or x 2 = −7x 1 . Hence x 2 = 2x 1 = −1 mod 3 and similarly x 3 = 1 mod 3. Thus x k = ±1 mod 3 ∈ Z/3Z for all k = 1, 2, . . . , 6. But we know three of all six x k 's (i.e. P k 's) lie over p F . Suppose that p F o D = P k1 P k2 P k3 . If all these three x k1 , x k2 , x k3 are the same, say 1 (mod 3), then since Cl(F ) −→ Cl(D) is injective (Proposition 2.2) we have p F = 1 in Cl(F ), a contradiction. Otherwise we may assume x k1 = −x k2 = 1 and then x k1 + x k2 = 0. Taking norm gives p 2 F = 1, which is also false.
Thus we have ord(x 1 ) = 9 and using the matrix again we obtain (x 1 , x 2 , . . . , Obviously the corresponding Z p 's are nonempty and pairwise different. Hence we obtain by the proposition the non-existence of GBFs of type [n ≤ 3, 2 × 31 e ]. The argument for p = 151 is similar. Using the matrix in (5.16) we know that 2 × 7 × 281x 1 = 0. Noting that h 151 is also odd, we find that ord(x 1 ) = 7, 281 or 1967. In this case F = Q( √ −157). Knowing that h(F ) = 7 and p F has order 7 in Cl(F ), the candidate order 1 and 7 can be removed by the previous method. If we have 281x 1 = 0, taking norm gives p 
Non-existence results by PARI/GP and other remarks
If p ≡ 1 (mod 8) and ord p e (2) is odd, there is no proof for non-existence of the type [n, 2p e ]. The Stickelberger relation method used in the previous section is not available since K dos not contain a imaginary quadratic field and most h However, if the degree of the decomposition field of 2 is small, we could use PARI 1 to calculate the relations of P k 's in Cl(D) (c.f. Section 5, especially (5.1)). For example, we obtain without proof that Conjecture 6.1. Let e and n be positive integers and n be odd. Then there is no GBFs of type [1 ≤ n ≤ 7, 2 × 233 e ].
The method combining Stickelberger relations and Hermite normal form is not a systematic one, so we hope that we could develop this method to obtain non-existence results for a class of types.
