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Abstract
In 1834 Jacobi gave a method for approximating dominant roots of a polynomial. In 2002
Mignotte and Stefanescu showed that Jacobi’s method works only when the dominant roots are
simple. In this note, we show that Jacobi’s method can still be useful even when the dominant roots
are not simple, if we use it for approximating the “distinct” dominant roots.
© 2003 Elsevier Ltd. All rights reserved.
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1. Main result
In Jacobi (1834), Jacobi gave the following method for approximating dominant roots
of a polynomial. Let P be a monic polynomial with complex number coefficients with the
complex roots α1, . . . , αd , that is,
P =
d∏
i=1
(x − αi ).
Jacobi began by introducing the polynomial Rn,s of degree s, which we will call the “Jacobi
polynomial of P”, defined by
Rn,s = det(Mn,s )
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where
Mn,s =


xs · · · x0
Sn+s · · · Sn
...
...
Sn+2s−1 · · · Sn+s−1


Sn = αn1 + · · · + αnd .
He then informally argued that the roots of Rn,s approximate the s dominant roots of the
polynomial P . More precisely, suppose that |α1| ≥ |α2| ≥ · · · ≥ |αs | > |αs+1| ≥ · · · ≥
|αd |. Jacobi claimed that the roots of Rn,s converge to α1, . . . , αs as n increases.
However, in Mignotte and Stefanescu (2003), Mignotte and Stefanescu provided several
counter-examples to Jacobi’s claim and proved that Jacobi’s claim is correct only when
the dominant roots are simple. In this note, we will show that Jacobi’s method can be
still useful even when the dominant roots are not simple, if we use it for approximating
“distinct” dominant roots. More precisely, we will prove the following theorem.
Theorem 1. Suppose that the polynomial P has distinct (possibly multiple) roots
α1, . . . , αt such that
|α1| ≥ |α2| ≥ · · · ≥ |αs | ≥ |αs+1| ≥ · · · ≥ |αt |.
Let Rn,s be the Jacobi polynomial of P. Then as n increases we have
Case |αs | > |αs+1|: the roots of Rn,s converge to α1, . . . , αs .
Case |αs | = |αs+1|: some roots of Rn,s converge to α1, . . . , αp where |αp| > |αp+1| =
· · · = |αs |.
In the following sections, we will provide a proof of this theorem and a few examples
illustrating the theorem. Estimating dominant roots of a polynomial is often useful for
various algorithms in computer algebra such as real and complex root isolation, arithmetic
with algebraic numbers, polynomial factorization and quantified constraint solving. For
several recent related works, see Johnson (1991), Mignotte (1992), Yamamoto (1994),
Hong (1998) and Mignotte and Stefanescu (2001, 2003).
2. Proof
In Mignotte and Stefanescu (2003), Mignotte and Stefanescu provided an “insightful”
formula that expresses the Jacobi polynomial Rn,s in terms of the roots of P , when s = d .
We begin by generalizing it to arbitrary values for s.
Lemma 2. Let P = ∏di=1(x − αi ) and let Rn,s be a Jacobi polynomial of P. Then we
have
Rn,s =
∑
I⊂{1,...,d}
|I |=s
∏
i∈I
αni
∏
i = j∈I
(αi − α j )
∏
i∈I
(x − αi ).
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Proof. Note that Mn,s = AB where
A =


1 0 · · · 0
0 αn1 · · · αnd
...
...
...
0 αn+s−11 · · · αn+s−1d

 and B =


xs · · · x0
αs1 · · · α01
...
...
αsd · · · α0d

 .
By the classical block expansion formula we have
|AB| =
∑
J⊂{0,...,d}
|J |=s+1
|AJ ||BJ |
where AJ consists of the columns of A indexed by J and BJ consists of the rows of B
indexed by J . (The indices of the columns of A and the rows of B start from 0.) Note that
|AJ | = 0 if J does not contain 0. Hence we can restrict the summation to J containing 0,
that is,
|AB| =
∑
J⊂{0,...,d}
0∈J
|J |=s+1
|AJ ||BJ | =
∑
I⊂{1,...,d}
|I |=s
|A{0}∪I ||B{0}∪I |.
It is immediate that
|B{0}∪I | =
∏
i< j∈I
(αi − α j )
∏
i∈I
(x − αi ).
It is also immediate that
|A{0}∪I | =
∏
i∈I
αni
∏
i> j∈I
(αi − α j ).
Hence we have
Rn,s = |AB| =
∑
I⊂{1,...,d}
|I |=s
∏
i∈I
αni
∏
i = j∈I
(αi − α j )
∏
i∈I
(x − αi )
which proves the lemma. 
Proof (Main Theorem). Let α1, . . . , αt be the distinct roots of the polynomial P with
multiplicities e1, . . . , et . Then from the previous lemma, we see immediately that
Rn,s =
∑
I⊂{1,...,t}
|I |=s
∏
i∈I
ei
∏
i∈I
αni
∏
i = j∈I
(αi − α j )
∏
i∈I
(x − αi ).
Note that we have replaced I ⊂ {1, . . . , d} with I ⊂ {1, . . . , t}. This could be done
because if I contains the indices of at least two identical roots, then the expression∏
i = j∈I (αi − α j ) vanishes. Note also that we added the factor
∏
i∈I ei because, for a
given I , there are that many “copies” of the summand.
Now assume that
|α1| ≥ |α2| ≥ · · · ≥ |αs | ≥ |αs+1| ≥ · · · ≥ |αt |.
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Consider the case when |αs | > |αs+1|. We see that as n increases
Rn,s ≈
∏
i∈{1,...,s}
ei
∏
i∈{1,...,s}
αni
∏
i = j∈{1,...,s}
(αi − α j )
∏
i∈{1,...,s}
(x − αi )
since this term dominates the other terms (summands). Note that the right hand side
vanishes when x = α1, . . . , αs . Hence the roots of Rn,s converge to α1, . . . , αs , due to the
well known fact that the polynomial roots are continuously dependent on the coefficients.
Consider the case when |αs | = |αs+1|. We see that as n increases,
Rn,s ≈
∑
J⊂{p+1,...,q−1}
|J |=s−p
I={1,...,p}∪J
∏
i∈I
ei
∏
i∈I
αni
∏
i = j∈I
(αi − α j )
∏
i∈I
(x − αi )
where p and q are such that |αp| > |αp+1| = · · · = |αs | = · · · = |αq−1| > |αq |. Note that
the right hand side vanishes when x = α1, . . . , αp . Hence some roots of Rn,s converge to
α1, . . . , αp . The main theorem has been proved. 
3. Examples
Consider the polynomial
P = x9 − 11x8 + 42x7 − 42x6 − 135x5 + 405x4 − 292x3 − 208x2 + 384x − 144.
It was constructed by expanding
(x − α1)2(x − α2)3(x − α3)(x − α4)2(x − α5)
where α1 = 3, α2 = 2, α3 = −2, α4 = 1, α5 = −1. Note that
|α1| > |α2| = |α3| > |α4| = |α5|.
We chose the example polynomial with only real roots because it is convenient for plotting
the roots of Rn,s for various values of n. Using a small program written in Maple, we
obtained the following plots for the roots of Jacobi polynomials. The horizontal axes stand
for n and the vertical axes stand for the roots of Rn,s .
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As predicted by the main theorem, the root of Rn,1 converges to α1 = 3, and the roots
of Rn,3 converge to α1 = 3, α2 = 2, α3 = −2. As also predicted by the main theorem,
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one root of Rn,2 converges to α1 = 3. Note that the other root of Rn,2 seems to be diverging,
in particular oscillating. It will be interesting to study the behavior of these diverging roots
and see whether they also contain some valuable information about dominant roots of P .
We leave this for future study.
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