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Abstract
In this paper, the trace minimization method for the generalized symmetric eigenvalue problems proposed by Sameh
and Wisniewski [35] is reviewed. Convergence of an inexact trace minimization algorithm is established and a variant of
the algorithm that uses expanding subspaces is introduced and compared with the block Jacobi{Davidson algorithm. c©
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1. Introduction
The generalized eigenvalue problem
Ax = Bx; (1.1)
where A and B are n  n real symmetric matrices with B being positive denite, arises in many
applications, most notably in structural mechanics [1,2] and plasma physics [17,19]. Usually, A
and B are large, sparse, and only a few of the eigenvalues and the associated eigenvectors are
desired. Because of the size of the problem, methods that rely only on operations like matrix{vector
multiplications, inner products, and vector updates, that utilize only high-speed memory are usually
considered.
Many methods fall into this category (see, for example [42,43]). The basic idea in all of these
methods is building a sequence of subspaces that, in the limit, contain the desired eigenvectors. Most
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of the early methods iterate on a single vector, i.e., using one-dimensional subspaces, to compute
one eigenpair at a time. If several eigenpairs are needed, a deation technique is frequently used.
Another alternative is to use block analogs of the single vector methods to obtain several eigenpairs
simultaneously. The well-known simultaneous iteration [31], or subspace iteration [28], is a block
analog of the power method. Simultaneous iteration is originally developed by Bauer [3] under the
name treppeniteration. It was extensively studied in the late 1960s and early 1970s [5,24,31,41,42].
Let A be symmetric positive denite and assume that the smallest p eigenpairs are the ones we
desire to obtain, where 16pn. In simultaneous iteration, the sequence of subspaces of dimension
p is generated by the following recurrence:
Xk+1 = A−1BXk; k = 0; 1; : : : ; (1.2)
where X0 is an n  p matrix of full rank. The eigenvectors of interest are magnied at each iter-
ation step, and will eventually dominate Xk . The downside of simultaneous iteration is that linear
systems of the form Ax = b have to be solved repeatedly which is a signicant challenge for large
problems. Solving these linear systems inexactly often compromises global convergence. A variant
of simultaneous iteration, called the trace minimization method, was proposed in 1982 by Sameh
and Wisniewski [35] in an attempt to avoid this diculty. Let Xk be the current approximation to
the eigenvectors corresponding to the p smallest eigenvalues where X Tk BXk = Ip. The idea of the
trace minimization scheme is to nd a correction term k that is B-orthogonal to Xk such that
tr(Xk − k)TA(Xk − k)< tr(X Tk AXk):
It follows that, for any B-orthonormal basis Xk+1 of the new subspace spanfXk − kg, we have
tr(X Tk+1AXk+1)< tr(X
T
k AXk);
i.e., spanfXk − kg gives rise to a better approximation of the desired eigenspace than spanfXkg.
This trace reduction property can be maintained without solving any linear systems exactly.
Just as simultaneous iteration is accelerated by the use of Chebyshev polynomials, the trace min-
imization method is accelerated via shifting strategies. The introduction of shifts, however, may
compromise the robustness of the trace minimization scheme. Various techniques have been devel-
oped to prevent unstable convergence (see Section 3.2 for details). A simple way to get around
this diculty is to utilize expanding subspaces. This, in turn, places the trace minimization method
into a class of methods that includes the Lanczos method [23], Davidson’s method [10], and the
Jacobi{Davidson method [12,37,38].
The Lanczos method has become increasingly popular since the ground-breaking analysis by Paige
[27], and many practical algorithms are known today [7,14,30,36] (see [8,15] for an overview). The
original Lanczos algorithm was developed for handling the standard eigenvalue problem only, i.e.,
B= I . Extensions to the generalized eigenvalue problem [11,21,16] require solving a linear system of
the form Bx=b at each iteration step, or factorizing matrices of the form A−B during the iteration.
Davidson’s method can be regarded as a preconditioned Lanczos method. It was intended to be a
practical method for standard eigenvalue problems in quantum chemistry where the matrices involved
are diagonally dominant. In the past two decades, Davidson’s method has gone through a series of
signicant improvements [6,25,26,40,44]. A recent development is the Jacobi{Davidson method [38],
published in 1996, which is a variant of Davidson’s original scheme and the well-known Newton’s
method. The Jacobi{Davidson algorithm for the symmetric eigenvalue problem may be regarded as a
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generalization of the trace minimization scheme that uses expanding subspaces. Both utilize an idea
that dates back to Jacobi [20]. As we will see in Section 5, the current Jacobi{Davidson scheme
can be further improved by the techniques developed in the trace minimization method.
In this paper, we give a detailed account of the trace minimization method including the derivation
of the scheme, its convergence theory, acceleration techniques, and some implementation details.
Some of this material is new. The outline of the paper is as follows. In Section 2, we \derive" the
trace minimization method and describe the basic algorithm. In Section 3, we prove convergence
of the basic algorithm under the assumption that the inner systems are solved inexactly. Shifting
techniques are introduced in Section 4, and a Davidson-type generalization is given in Section 5.
Throughout the paper, the eigenpairs of the eigenvalue problem (1.1) are denoted by (xi; i),
16i6n. The eigenvalues are always arranged in ascending order. The following eigenvalue problem
of order 100:
A= diag(1 0:1; 2 0:2; 3 0:3; : : : ; 100 10:0);
B= diag(0:1; 0:2; 0:3; : : : ; 10:0);
(1.3)
will be used in Sections 2{5 to illustrate the techniques discussed in the paper. All numerical exper-
iments for this small eigenvalue problem are performed with MATLAB on a SUN SPARC 5. The
initial guesses are generated by the MATLAB function RAND, and the eigenpairs are accepted when
the 2-norm of the residual vectors are less than 10−10. Numerical experiments for large problems
are performed on SGI=Origin 2000. The results are presented in Section 5.3.
2. The trace minimization method
In this section, we derive the trace minimization method originally presented in [35]. We assume
that A is positive denite, otherwise problem (1.1) can be replaced by
(A− B)x = (− )Bx
with <1< 0, that ensures a positive denite (A− B).
The trace minimization method is motivated by the following theorem.
Theorem 2.1 (Beckenbach and Bellman [4], Sameh and Wisniewski [35]). Let A and B be as given
in problem (1:1); and let X  be the set of all n  p matrices X for which X TBX = Ip; 16p6n.
Then
min
X2X 
tr(X TAX ) =
pX
i=1
i: (2.1)
where 1626   6n are the eigenvalues of problem (1:1). The equality holds if and only if the
columns of the matrix X; which achieves the minimum; span the eigenspace corresponding to the
smallest p eigenvalues.
If we denote by E=F the matrix EF−1 and X the set of all np matrices of full rank, then (2.1)
is equivalent to
min
X2X
tr

X TAX
X TBX

=
pX
i=1
i:
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X TAX=X TBX is called the generalized Rayleigh quotient. Most of the early methods that compute
a few of the smallest eigenvalues are devised explicitly or implicitly by reducing the generalized
Rayleigh quotient step by step. A simple example is the simultaneous iteration scheme for a positive
denite matrix A where the current approximation Xk is updated by (1.2). It can be shown by the
Courant{Fischer theorem [29, p. 206] and the Kantorovic inequality [22] that
i
 
X Tk+1AXk+1
X Tk+1BXk+1
!
6i

X Tk AXk
X Tk BXk

; 16i6p: (2.2)
The equality holds only when Xk is already an eigenspace of problem (1.1). Originally, the columns
of Xk+1 were taken as approximations to the desired eigenvectors. It was later found out that a
Rayleigh{Ritz process on the subspace spanfXk+1g yields more accurate approximations. A detailed
treatment of simultaneous iteration can be found in [29, Chapter 14]. The following is an outline of
the basic algorithm:
Algorithm 1. Simultaneous iteration.
Choose a block size s>p and an n s matrix V1 of full rank such that V T1 BV1 = Is.
For k = 1; 2; : : : until convergence, do
1. Compute Wk = AVk and the interaction matrix Hk = V Tk Wk .
2. Compute the eigenpairs (Yk;k) of Hk . The eigenvalues are arranged in ascending order and
the eigenvectors are chosen to be orthogonal.
3. Compute the corresponding Ritz vectors Xk = VkYk .
4. Compute the residuals Rk =WkYk − BXkk .
5. Test for convergence.
6. Solve the linear system
AZk+1 = BXk; (2.3)
by an iterative method.
7. B-orthonormalize Zk+1 into Vk+1 by the Gram{Schmidt process with reorthogonalization [9].
End for
In [35], simultaneous iteration was derived in a way that the trace minimization property is
explicitly explored. At each iteration step, the previous approximation Xk , which satises X Tk BXk= Is
and X Tk AXk =k , is corrected with k that is obtained by
minimizing tr(Xk − k)TA(Xk − k);
subject to X Tk Bk = 0:
(2.4)
As a result, the matrix Zk+1 = Xk − k always satises
tr(ZTk+1AZk+1)6tr(X
T
k AXk); (2.5)
and
ZTk+1BZk+1 = Is + 
T
k Bk; (2.6)
which guarantee that
tr(X Tk+1AXk+1)6tr(X
T
k AXk) (2.7)
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for any B-orthonormal basis Xk+1 of the subspace spanfZk+1g. The equality in (2.7) holds only when
k = 0; i.e., Xk spans an eigenspace of (1.1) (see Theorem 3.3 for details).
Using Lagrange multipliers, the solution of the minimization problem (2.4) can be obtained by
solving the saddle-point problem
A BXk
X Tk B 0
 
k
Lk

=

AXk
0

; (2.8)
where 2Lk represents the Lagrange multipliers. In [35], (2.8) is further reduced to the following
positive-semidenite system
(PAP)k = PAXk; X Tk Bk = 0; (2.9)
where P is the projector P=I−BXk(X Tk B2Xk)−1X Tk B. This system is solved by the conjugate gradient
method (CG) in which zero is chosen as the initial iterate so that the linear constraint X Tk B
(l)
k =0 is
automatically satised for any intermediate (l)k . This results in the following basic trace minimization
algorithm:
Algorithm 2. The basic trace minimization algorithm.
Choose a block size s>p and an n s matrix V1 of full rank such that V T1 BV1 = Is.
For k = 1; 2; : : : until convergence, do
1. Compute Wk = AVk and the interaction matrix Hk = V Tk Wk .
2. Compute the eigenpairs (Yk;k) of Hk . The eigenvalues are arranged in ascending order and
the eigenvectors are chosen to be orthogonal.
3. Compute the corresponding Ritz vectors Xk = VkYk .
4. Compute the residuals Rk = AXk − BXkk =WkYk − BXkk .
5. Test for convergence.
6. Solve the positive-semidenite linear system (2.9) approximately via the CG scheme.
7. B-orthonormalize Xk−k into Vk+1 by the Gram{Schmidt process with reorthogonalization [9].
End for
From now on, we will refer to the linear system (2.9) in step (6) as the inner system(s). It is
easy to see that the exact solution of the inner system is
k = Xk − A−1BXk(X Tk BA−1BXk)−1; (2.10)
thus the subspace spanned by Xk − k is the same subspace spanned by A−1BXk . In other words,
if the inner system (2.9) is solved exactly at each iteration step, the trace minimization algorithm
above is mathematically equivalent to simultaneous iteration. As a consequence, global convergence
of the basic trace minimization algorithm follows exactly from that of simultaneous iteration.
Theorem 2.2 (Rutishauser [32], Parlett [29], Sameh and Wisniewski [35]). Let A and B be posi-
tive denite and let s>p be the block size such that the eigenvalues of problem (1:1) satisfy
0<1626   6s <s+16   6n. Let also the initial iterate X0 be chosen such that it has
linearly independent columns and is not decient in any eigen-component associated with the p
smallest eigenvalues. Then the ith column of Xk; denoted by xk; i; converges to the eigenvector xi
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corresponding to i for i = 1; 2; : : : ; p with an asymptotic rate of convergence bounded by i=s+1.
More specically; at each step; the error
i = (xk; i − xi)TA(xk; i − xi) (2.11)
is reduced asymptotically be a factor of (i=s+1)2.
The only dierence between the trace minimization algorithm and simultaneous iteration is in
step (6). If both (2.3) and (2.9) are solved via the CG scheme exactly, the performance of either
algorithm is comparable in terms of time consumed, as observed in practice. The additional cost in
performing the projection P at each CG step (once rather than twice) is not high because the block
size s is usually small, i.e., 16sn. This additional cost is sometimes compensated for by the fact
that PAP, when it is restricted to subspace fv 2 Rn jPv = vg, is better conditioned than A as will
be seen in the following theorem.
Theorem 2.3. Let A and B be as given in Theorem 2:2 and P be as given in (2:9); and let
i; i; 16i6n be the eigenvalues of A and PAP arranged in ascending order; respectively. Then;
we have
0 = 1 = 2 =   = s <16s+16s+26   6n6n:
Proof. The proof is a straightforward consequence of the Courant{Fischer theorem [29, p. 206], and
hence omitted.
3. Practical considerations
In computing practice, however, the inner systems (2.3) and (2.9) are always solved approximately,
particularly for large problems. There are two reasons for this: (i) the error (2.11) in the ith column
of Xk is reduced asymptotically by a factor of (i=s+1)2 at each iteration step. Thus we should
not expect high accuracy in the early Ritz vectors even if the inner systems are solved to machine
precision, and (ii) it is often too expensive to solve the inner systems to high-order accuracy by
an iterative method. Numerical experiments have shown that, for simultaneous iteration, the inner
system (2.3) has to be solved in a progressive way, i.e., the absolute stopping tolerance for the
inner systems must be decreasing such that it is smaller than the specied error tolerance at the
end of the outer iteration. On the contrary, for the trace minimization algorithm, the convergence is
guaranteed if a constant relative residual tolerance is used for the inner system (2.9). Table 1 shows
the behavior of both algorithms for example (1.3), where  indicates stagnation.
3.1. A convergence result
In this section, we prove the convergence of the trace minimization algorithm under the assumption
that the inner systems in (2.9) are solved inexactly. We assume that, for each i; 16i6s, the ith
inner system in (2.9) is solved approximately by the CG scheme with zero as the initial iterate such
that the 2-norm of the residual is reduced by a factor < 1. The computed correction matrix will be
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Table 1
The basic trace minimization algorithm (Algorithm 2) versus simultaneous iteration. The inner
systems are solved by the CG scheme which is terminated such that the 2-norm of the residual
is reduced by a specied factor. The number of outer iterations (#its) and the number of matrix
vector multiplications with A (A mults) are listed for dierent residual reduction factors
Methods 10−4 10−2 0:5 Dynamic
#its A mults #its A mults #its A mults #its A mults
Simult    
Tracmn 59 6638 59 4263 77 4030 66 4479
denoted by ck = fdck;1; dck;2; : : : ; dck; sg to distinguish it from the exact solution k = fdk;1; dk;2; : : : ; dk; sg
of (2.9).
We begin the convergence proof with two lemmas. We rst show that, at each iteration step, the
columns of Xk − ck are linearly independent, and the sequence fXkg10 in the trace minimization
algorithm is well-dened. In Lemma 3.2, we show that the computed correction matrix ck satises
tr(Xk − ck)TA(Xk − ck)6tr(X Tk AXk):
This assures that, no matter how prematurely the CG process is terminated, the trace tr(X Tk AXk)
always forms a decreasing sequences bounded from below by
Ps
i=1 i.
Lemma 3.1. For each k = 0; 1; 2; : : : ; Zk+1 = Xk − ck is of full rank.
Proof. Since dck; i is an intermediate approximation obtained from the CG process, there exists a
polynomial p(t) such that
dck; i = p(PAP)(PAxk; i);
where xk; i is the ith column of Xk and P is the projector in (2.9). As a consequence, for each i; dck; i
is B-orthogonal to Xk , i.e., X Tk Bd
c
k; i = 0. Thus the matrix
ZTk+1BZk+1 = Is + 
cT
k B
c
k
is nonsingular, and Zk+1 is of full rank.
Lemma 3.2. Suppose that the inner systems in (2:9) are solved by the CG scheme with zero as
the initial iterate. Then; for each i; (xk; i − d(l)k; i)TA(xk; i − d(l)k; i) decreases monotonically with respect
to step l of the CG scheme.
Proof. The exact solution of the inner system (2.9),
k = Xk − A−1BXk(X Tk BA−1BXk)−1
satises Pk =k . For each i; 16i6s, the intermediate d
(l)
k; i in the CG process also satises Pd
(l)
k; i =
d(l)k; i . It follows that
(d(l)k; i − dk; i)TPAP(d(l)k; i − dk; i) = (d(l)k; i − dk; i)TA(d(l)k; i − dk; i)
= (xk; i − d(l)k; i)TA(xk; i − d(l)k; i)− [(X Tk BA−1BXk)−1]ii :
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Since the CG process minimizes the PAP-norm of the error e(l)k; i = d
(l)
k; i − dk; i on the expanding
Krylov subspace [33, p. 130], we have (d(l)k; i − dk; i)TPAP(d(l)k; i − dk; i) decreases monotonically. So
does (xk; i − d(l)k; i)TA(xk; i − d(l)k; i).
Theorem 3.3. Let Xk; ck ; and Zk+1 be as given for Lemma 3:1. Then we have limk!1 
c
k = 0.
Proof. First, by the denition of ck , we have
ZTk+1BZk+1 = Is + 
cT
k B
c
k , Is + Tk:
Consider the spectral decomposition of ZTk+1BZk+1
ZTk+1BZk+1 = Uk+1D
2
k+1U
T
k+1;
where Uk+1 is an s  s orthogonal matrix and D2k+1 = diag((k+1)1 ; (k+1)2 ; : : : ; (k+1)s ). It is easy to see
that (k+1)i = 1 + i(Tk)>1.
Second, by the denition of Xk+1, there exists an orthogonal matrix Vk+1 such that
Xk+1 = Zk+1  Uk+1D−1k+1Vk+1:
Denote by z(k+1)i the diagonal elements of the matrix U Tk+1Z
T
k+1AZk+1Uk+1. It follows that
tr(X Tk+1AXk+1) = tr(D
−1
k+1(U
T
k+1Z
T
k+1AZk+1Uk+1)D
−1
k+1);
=
z(k+1)1
(k+1)1
+
z(k+1)2
(k+1)2
+   + z
(k+1)
s
(k+1)s
;
6 z(k+1)1 + z
(k+1)
2 +    z(k+1)s ;
= tr(ZTk+1AZk+1);
6 tr(X Tk AXk);
which implies that
  >tr(X Tk AXk)>tr(ZTk+1AZk+1)>tr(X Tk+1AXk+1)>    :
Since the sequence is bounded from below by
Ps
i=1 i, it converges to a positive number t>
Ps
i=1 i.
Moreover, the two sequences
z(k+1)1
(k+1)1
+
z(k+1)2
(k+1)2
+   + z
(k+1)
s
(k+1)s
; k = 1; 2; : : :
and
z(k+1)1 + z
(k+1)
2 +    z(k+1)s ; k = 1; 2; : : :
also converge to t. Therefore, 
z(k+1)1 1(Tk)
1 + 1(Tk)
!
+
 
z(k+1)2 2(Tk)
1 + 2(Tk)
!
+   +
 
z(k+1)s s(Tk)
1 + s(Tk)
!
! 0:
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Observing that for any i; 16i6s,
z(k+1)i > 1(U
T
k+1Z
T
k+1AZk+1Uk+1);
= 1(ZTk+1AZk+1);
= min
y 6=0
yTZTk+1AZk+1y
yTy
;
= min
y 6=0
 
yTZTk+1AZk+1y
yTZTk+1BZk+1y
!


yTZTk+1BZk+1y
yTy

;
>min
y 6=0
yTZTk+1AZk+1y
yTZTk+1BZk+1y
;
> 1(A; B);
> 0;
we have
1(Tk)! 0; i = 1; 2; : : : ; s;
i.e., limk!1 ck = 0.
Theorem 3.4. If; for each i; 16i6s; the CG process for the ith inner system
(PAP)dk; i = PAxk; i; dTk; iBXk = 0;
in (2:9) is terminated such that the 2-norm of the residual is reduced by a factor < 1; i.e.;
jjPAxk; i − (PAP)dck; ijj26jjPAxk; ijj2; (3.1)
then columns of Xk converge to s eigenvectors of problem (1:1).
Proof. Condition (3.1) implies that
jjPAxk; ijj2 − jjPAdck; ijj26jjPAxk; ijj2;
and consequently
jjPAxk; ijj26 11−  jjPAd
c
k; ijj2:
It follows from Theorem 3.3 that limk!1 PAXk = 0, i.e.,
lim
k!1
(AXk − BXk[(X Tk B2Xk)−1X Tk BAXk]) = 0:
This shows that spanfXkg converges to an eigenspace of problem (1.1).
3.2. Randomization
Condition (3.1) in Theorem 3.4 is not essential because the constant  can be arbitrarily close to
1. The only deciency in Theorem 3.4 is that it does not establish ordered convergence in the sense
that the ith column of Xk converges to the ith eigenvector of the problem. This is called unstable
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convergence by Rutishauser. In computing practice, roundo errors usually turn unstable convergence
into delayed stable convergence. In [32], Rutishauser introduced a randomization technique to prevent
unstable convergence in simultaneous iteration; it can be incorporated into the trace minimization
algorithm as well: After step (6) of Algorithm 2; we append a random vector to Xk and perform
the Ritz processes (1){(2) on the augmented subspace of dimension s+ 1. The extra Ritz pair is
discarded after step (2).
Randomization slightly improves the convergence of the rst s Ritz pairs [31]. Since it comes
with additional cost; it should be used only in the rst few steps and when a Ritz pair is about to
converge.
3.3. Terminating the CG process
Theorem 3.4 gives a sucient condition for the convergence of the trace minimization algorithm.
However, the asymptotic rate of convergence of the trace minimization algorithm will be aected
by the premature termination of the CG processes. Table 3:1 shows how dierently the trace min-
imization algorithm behaves when the inner systems are solved inexactly. It is not clear how the
parameter  should be chosen to avoid performing excessive CG iterations while maintaining the
asymptotic rate of convergence. In [35], the CG processes are terminated by a heuristic stopping
strategy.
Denote by d(l)k; i the approximate solution at the lth step of the CG process for the ith column of
Xk; and dk; i the exact solution. The heuristic stopping strategy in [35] can be outlined as follows:
1. From Theorem 2.2, it is reasonable to terminate the CG process for the ith column of k when
the error
(l)k; i = [(d
(l)
k; i − dk; i)TA(d(l)k; i − dk; i)]1=2;
is reduced by a factor of i = i=s+1; called error reduction factor.
2. The quantity (l)k; i can be estimated by
[(d(l)k; i − d(l+1)k; i )TA(d(l)k; i − d(l+1)k; i )]1=2;
which is readily available from the CG process.
3. The error reduction factor i = i=s+1; 16i6s, can be estimated by k; i = k; i=k; s+1. Since k; s+1
is not available, k−1; s is used instead and is xed after a few steps because it will eventually
converge to s rather than s+1.
This strategy has worked well in practice. The last column of Table 1 shows the result obtained
with this stopping strategy.
4. Acceleration techniques
The algorithm discussed in Section 3 eectively reduces the work at each iteration step. It requires,
however, about the same number of outer iteration steps as the simultaneous iteration. For problems
in which the desired eigenvalues are poorly separated from the remaining part of the spectrum,
the algorithm converges too slowly. Like other inverse iteration schemes, the trace minimization
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Table 2
The trace minimization algorithm with various shifting strategies
Safe shift Single shift Multiple shifts
#its A mults #its A mults #its A mults
46 4153 22 3619 18 3140
algorithm can be accelerated by shifting. Actually, the formulation of the trace minimization algorithm
makes it easier to incorporate shifts. For example, if eigenpairs (xi; i); 16i6i0, have been accepted
and i0<i0+1; i0 can be used as a shift parameter for computing subsequent eigenpairs. Due to the
deation eect, the linear systems
[P(A− i0B)P]dk; i = PAxk; i; X Tk Bdk; i = 0; i0 + 16i6s;
are consistent and can still be solved by the CG scheme. Moreover, the trace reduction property still
holds. The rst column of Table 2 shows the result of the trace minimization scheme with such a
conservative shifting strategy, which we call safe shift. The performance is obviously improved over
that of the basic trace minimization algorithm shown in Table 1. In the following, we introduce two
more ecient shifting techniques which improve further the performance of the trace minimization
algorithm.
4.1. Single shift
We know from Section 2 that global convergence of the trace minimization algorithm follows
from the monotonic reduction of the trace, which in turn depends on the positive deniteness of
A. A simple and robust shifting strategy would be nding a scalar  close to 1 from below and
replace A with A − B in step (6) of the algorithm. After the rst eigenvector is converged, nd
another  close to 2 from below and continue until all the desired eigenvectors are obtained. If
both A and B are explicitly available, it is not hard to nd a  satisfying 61. Gerschgorin disks
[13], for example, provide reliable bounds on the spectrum of (1.1). These bounds, however, are
usually too loose to be useful.
In the trace minimization algorithm, the subspace spanned by Xk converges to the invariant sub-
space Vs corresponding to the s smallest eigenvalues. If the subspace spanned by Xk is close enough
to Vs, a reasonable bound for the smallest eigenvalue can be obtained. More specically, let Q be a
B-orthonormal matrix obtained by appending n− s columns to Xk , i.e., Q= (Xk; Yk) and QTBQ= In.
Then problem (1.1) is reduced to the standard eigenvalue problem
(QTAQ)u= u: (4.1)
Since
QTAQ =

k X Tk AYk
Y Tk AXk Y
T
k AYk

=

k CTk
Ck Y Tk AYk

; (4.2)
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by the Courant{Fischer theorem, we have
1> min

k 0
0 Y Tk AYk

+ min

0 CTk
Ck 0

>minf1; 1(Y Tk AYk)g − jjCk jj2:
Similar to [29, p. 241], it is easy to derive jjCk jj2 = jjRk jjB−1 , in which Rk = AXk − BXkk is the
residual matrix. If
k;161(Y Tk AYk); (4.3)
we get
1>k;1 − jjRk jjB−1 : (4.4)
In particular, if (4.3) holds for the orthonormal complement of xk;1; we have
1>k;1 − jjrk;1jjB−1 : (4.5)
This heuristic bound for the smallest eigenvalue suggests the following shifting strategy (we denote
−1 by 0):
If the rst i0; i0>0, eigenvalues have converged, use  =maxfi0 ; k; i0+1 − jjrk; i0+1jjB−1g as the
shift parameter. If k; i0+1 lies in a cluster, replace rk; i0+1 by the residual matrix corresponding to
the cluster containing k; i0+1.
4.2. Multiple dynamic shifts
In [35], the trace minimization algorithm is accelerated with a more aggressive shifting strategy.
At the beginning of the algorithm, a single shift is used for all the columns of Xk . As the algorithm
proceeds, multiple shifts are introduced dynamically and the CG process is modied to handle
possible breakdown. This shifting strategy is motivated by the following theorem.
Theorem 4.1 (Parlett [29, p. 357]). For an arbitrary nonzero vector u and scalar ; there is an
eigenvalue  of (1:1) such that
j− j6jj(A− B)ujjB−1=jjBujjB−1 :
We know from the Courant{Fischer theorem that the targeted eigenvalue i is always below the
Ritz value k; i. Further, from Theorem 4.1, if k; i is already very close to the targeted eigenvalue i,
then i must lie in the interval [k; i − jjrk; ijjB−1 ; k; i]. This observation leads to the following shifting
strategy for the trace minimization algorithm. At step k of the outer iteration, the shift parameters
k; i; 16i6s, are determined by the following rules (Here, 0 =−1 and the subscript k is dropped
for the sake of simplicity):
1. If the rst i0; i0>0; eigenvalues have converged, choose
k; i0+1 =

i0+1 if i0+1 + jjri0+1jjB−16i0+2 − jjri0+2jjB−1 ;
maxfi0+1 − jjri0+1jjB−1 ; i0g otherwise:
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2. For any other column j; i0 + 1<j6p, choose the largest l such that
l <j − jjrjjjB−1
as the shift parameter j. If no such l exists, use i0+1 instead.
3. Choose i = i if i−1 has been used as the shift parameter for column i − 1 and
i <i+1 − jjri+1jjB−1 :
4. Use i0+1 as the shift parameters for other columns if any.
This heuristic shifting strategy turns out to be quite ecient and robust in practice. Table 2
shows the results for the shifting strategies discussed in this section. Since A is positive denite,
zero is a good shift parameter. In our experiments, however, we did not take advantage of this
fact and selected the shift parameters according to the strategies described above with B−1-norms
replaced by 2-norms. We see that both the number of outer iteration steps and the number of matrix
vector multiplications with A are reduced considerably by the multiple dynamic shifting strategy.
The number of matrix vector multiplications with B is not shown in the table because it is almost
identical to that with A.
4.3. Solving the inner systems
With multiple shifts, the inner systems in (2.9) become
[P(A− k; iB)P]dk; i = PAxk; i; X Tk Bdk; i = 0; 16i6s (4.6)
with P= I−BXk(X Tk B2Xk)−1X Tk B. Clearly, the linear systems can be indenite, and the CG processes
for such systems are numerically unstable and may break down. A simple way to get around this
problem is terminating the CG process when a near breakdown is detected. In [35], the CG process
is also terminated when the error (xk; i − d(l)k; i)TA(x(l)k; i − d(l)k; i); increases by a small factor. This helps
maintain global convergence which is not guaranteed in the presence of shifting.
Due to the deation eect, the inner systems in (4.6) are usually not ill-conditioned when restricted
to the subspace fv 2 Rn jPv=vg unless some of the gap ratios (s+1−i)=(n−i), 16i6p, are small.
In this case, the inner systems have to be preconditioned. Suppose A^=CCT is a symmetric positive
denite preconditioner of A− k; iB (for example, an approximate incomplete Cholesky factorization
of A− k; iB). The ith indenite system in (4.6) can be written as
[ ~P( ~P − k; i ~B) ~P] ~dk; i = ~P ~P ~xk; i; ~X Tk ~B ~dk; i = 0; (4.7)
with
~A= C−1AC−T; ~B= C−1BC−T; ~dk; i = CTdk; i; ~X k = CTXk; ~xk; i = CTxk; i;
and
~P = I − ~B ~X k( ~X Tk ~B
2 ~X k)−1 ~X
T
k
~B:
Since it is usually dicult to construct a symmetric positive-denite preconditioner for a symmetric
indenite matrix, we suggest that a xed preconditioner be used for all the matrices A− k; iB.
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In the presence of shifting, the asymptotic error reduction factor for the ith Ritz vector becomes
(i − k; i)=(s+1 − k; i). As a consequence, the CG process is now terminated when the error
(l)k; i = [(d
(l)
k; i − dk; i)T(A− k; iB)(d(l)k; i − dk; i)]1=2
is reduced by a factor of
i =

(k; i − k; i)=(k; s+1 − k; i); k; i 6= k; i;
(k−1; i − k; i)=(k; s+1 − k; i); k; i = k; i (4.8)
and k; s+1 is estimated as in Section 3.3. In practice, we have terminated the CG process when the
2-norm of the residual is reduced by a factor of i.
5. A Davidson-type generalization
The shifting strategies described in Section 4 improve the performance of the trace minimization
algorithm considerably. Although the randomization technique, the shifting strategy, and the roundo
error actually make the algorithm surprisingly robust for a variety of problems, further measures to
guard against unstable convergence are necessary for problems in which the desired eigenvalues
are clustered. A natural way to maintain stable convergence is by using expanding subspaces, with
which the trace reduction property is automatically maintained.
The best-known method that utilizes expanding subspaces is that of Lanczos. It uses the Krylov
subspaces to compute an approximation of the desired eigenpairs, usually the largest. This idea
was adopted by Davidson, in combination with the simultaneous coordinate relaxation method, to
obtain what he called the \compromise method" [10], known as Davidson’s method today. In this
section, we generalize the trace minimization algorithm described in the previous sections by casting
it into the framework of the Davidson method. We start by the Jacobi{Davidson method, explore
its connection to the trace minimization method, and develop a Davidson-type trace minimization
algorithm.
5.1. The Jacobi{Davidson method
As was mentioned in Section 1, the Jacobi{Davidson scheme is a modication of the Davidson
method. It uses the same ideas presented in the trace minimization method to compute a correction
term to a previous computed Ritz pair, but with a dierent objective. In the Jacobi{Davidson method,
for a given Ritz pair (xi; i) with xTi Bxi = 1, a correction vector di is sought such that
A(xi + di) = iB(xi + di); xTi Bdi = 0; (5.1)
where i is the eigenvalue targeted by i. Since the targeted eigenvalue i is not available during
the iteration, it is replaced by an approximation i. Ignoring high-order terms in (5.1), we get
A− iB Bxi
xTi B 0
 
di
li

=
−ri
0

; (5.2)
where ri=Axi− iBxi is the residual vector associated with the Ritz pair (xi; i). Note that replacing
ri with Axi does not aect di. In [37,38], the Ritz value i is used in place of i at each step. A
block Jacobi{Davidson algorithm, described in [37], is outlined as follows:
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Algorithm 3. The block Jacobi{Davidson algorithm.
Choose a block size s>p and an n s matrix V1 such that V T1 BV1 = Is.
For k = 1; 2; : : : until convergence, do
1. Compute Wk = AVk and the interaction matrix Hk = V Tk Wk .
2. Compute the s smallest eigenpairs (Yk;k) of Hk . The eigenvalues are arranged in ascending
order and the eigenvectors are chosen to be orthogonal.
3. Compute the corresponding Ritz vectors Xk = VkYk .
4. Compute the residuals Rk =WkYk − BXkk .
5. Test for convergence.
6. for 16i6s, solve the indenite system
A− iB Bxk; i
xTk; iB 0
 
dk; i
lk; i

=

rk; i
0

; (5.3)
or preferably its projected form
[Pi(A− k; iB)Pi]dk; i = Pirk; i; xTk; iBdk; i = 0; (5.4)
approximately, where Pi= I−Bxk; i(xTk; iB2xk; i)−1xTk; iB is an orthogonal projector, and rk; i=Axk; i−
k; iBxk; i is the residual corresponding to the Ritz pair (xk; i; k; i).
7. If dim(Vk)6m− s, then
Vk+1 =ModGSB(Vk; k);
else
Vk+1 =ModGSB(Xk; k):
Here, ModGSB stands for the Gram{Schmidt process with reorthogonalization [9] with respect
to B-inner products, i.e. (x; y) = xTBy.
End for
This algorithm can be regarded as a trace minimization algorithm with expanding subspaces. The
performance of the block Jacobi{Davidson algorithm depends on how good the initial guess is and
how eciently and accurately the inner system (5.3) is solved.
If the right-hand side of (5.3) is taken as the approximate solution to the inner system (5.3),
the algorithm is reduced to the Lanczos method. If the inner system (5.3) is solved to high-order
accuracy, it is reduced to simultaneous Rayleigh quotient iteration (RQI, see [28]) with expanding
subspaces, which converges cubically. If the inner system (5.3) is solved crudely, the performance
of the algorithm is in-between. Cubic convergence has been observed for some test problems [38].
In practice, however, the stage of cubic convergence is often reached after many iterations. Fig. 1
shows the convergence history of the block Jacobi{Davidson algorithm for the sample problem (1.3),
where four eigenpairs are computed with m=20 and only the errors in the rst Ritz value are plotted.
The algorithm always \stagnates" at the beginning and increasing the number of iteration steps for
the inner systems makes little dierence or, in some cases, even derails convergence to the desired
eigenpairs. This can be explained by the following. On the one hand, the Ritz shifting strategy in
the block Jacobi{Davidson algorithm forces the algorithm to converge to eigenvalues closest to the
Ritz values that are often far away from the desired eigenvalues at the beginning of the iteration. On
170 A. Sameh, Z. Tong / Journal of Computational and Applied Mathematics 123 (2000) 155{175
Fig. 1. The block Jacobi{Davidson algorithm.
the other hand, since the subspace is expanding, the Ritz values are decreasing and the algorithm is
forced to converge to the smallest eigenpairs.
Another problem with the block Jacobi{Davidson algorithm is ill-conditioning. At the end of
the Jacobi{Davidson iteration, when a Ritz value approaches a multiple eigenvalue or a cluster
of eigenvalues, the inner system (5.4) becomes poorly conditioned. This makes it dicult for an
iterative solver to compute even a crude approximation to the solution of the inner system.
All these problems can be partially solved by the techniques developed in the trace minimization
method, i.e., the multiple dynamic shifting strategy, the implicit deation technique (dk; i is required
to be B-orthogonal to all the Ritz vectors obtained in the previous iteration step), and the dynamic
stopping strategy. We call the modied algorithm the Davidson-type trace minimization algorithm
[34].
5.2. The Davidson-type trace minimization algorithm
Let s>p be the block size, m>s be a given integer that limits the dimension of the subspaces.
The Davidson-type trace minimization algorithm is as follows.
Algorithm 4. The Davidson-type trace minimization algorithm.
Choose a block size s>p and an n s matrix V1 such that V T1 BV1 = Is.
For k = 1; 2; : : : until convergence, do
1. Compute Wk = AVk and the interaction matrix Hk = V Tk Wk .
2. Compute the s smallest eigenpairs (Yk;k) of Hk . The eigenvalues are arranged in ascending
order and the eigenvectors are chosen to be orthogonal.
3. Compute the corresponding Ritz vectors Xk = VkYk .
4. Compute the residuals Rk =WkYk − BXkk .
5. Test for convergence.
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Fig. 2. The Davidson-type trace minimization algorithm.
6. For 16i6s, solve the indenite system
[P(A− k; iB)P]dk; i = Prk; i; X Tk Bdk; i = 0; (5.5)
to a certain accuracy determined by the stopping criterion described in Section 4.3. The shift
parameters k; i; 16i6s, are determined according to the dynamic shifting strategy described
in Section 4.2.
7. If dim(Vk)6m− s; then
Vk+1 =ModGSB(Vk; k)
else
Vk+1 =ModGSB(Xk; k):
End for
The orthogonality requirement d(k)i ?B Xk is essential in the original trace minimization algorithm
for maintaining the trace reduction property (2.7). In the current algorithm, it appears primarily as an
implicit deation technique. A more ecient approach is to require d(k)i to be B-orthogonal only to
\good" Ritz vectors. Fig. 2 displays the convergence history of the Davidson-type trace minimization
algorithm for the sample problem (1.3) where d(k)i is only required to be B-orthogonal to xk; i. The
number of outer iterations is decreased compared to the trace minimization algorithm in Section
4, and compared to the block Jacobi{Davidson algorithm: 15 iterations vs. 18 and 22 iterations,
respectively. Moreover, in the block Jacobi{Davidson algorithm, the number of outer iterations cannot
be reduced further when the number of iterations for the inner systems reaches 30. On the contrary,
in the Davidson-type trace minimization algorithm, the number of outer iterations decreases steadily
even when the number of iterations for the inner systems reaches 50. Note that reducing the number
of outer iterations is important in a parallel or distributed computing environment.
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Table 3
Numerical results for the test problem in [6] with 4 processors
Inner iterations Block Jacobi{Davidson Davidson-type Tracemin
#its A mults Time #its A mults Time
10 208 9368 28.5 216 9728 29.8
20 103 8760 19.2 76 6468 14.8
40 69 11392 19.0 34 5616 9.3
60 54 13236 21.0 27 6564 10.1
80 48 15608 22.0 24 7808 11.3
100 57 23065 31.3 20 8108 11.6
DS(MAX=120) 33 9653 17.0 23 7364 11.2
5.3. Numerical results
The block Jacobi{Davidson algorithm and the Davidson-type trace minimization algorithm have
been coded in C with MPI [18] and PETSc [39]. Numerical experiments have been done on a variety
of problems. In this section, we present some of the numerical results obtained on the SGI=Origin
2000.
We rst show the results for an example used in [6]. This is a standard eigenvalue problem. The
matrix A is dened by
aij =
8>><
>>:
i if i = j;
0:5 if j = i + 1 or j = i − 1;
0:5 if (i; j) 2 f(1; n); (n; 1)g;
0 otherwise:
The size of the problem is n=10; 000. We compute the four smallest eigenpairs with block size s=4
and maximum subspace size m=20. For both algorithms, the inner systems are solved approximately
by the CG scheme. The eigenpairs are accepted when the relative residuals are less than 10−10.
In Table 3, we list the number of outer iterations, the number of matrix vector multiplications with
A; and the execution time (in seconds) as functions of the number of inner iteration steps. We see
that the performance of both algorithms are very close if the inner systems are solved crudely. The
dierence becomes clear when we increase the number of inner iteration steps. The dynamic shifting
strategy accelerates the algorithm signicantly. When the number of inner iteration steps reaches 40,
the number of outer iterations is almost half that of the Ritz shifting strategy. When the number of
inner iteration steps reaches 80, the number of outer iterations starts increasing for the block Jacobi{
Davidson algorithm, but continues to decrease for the Davidson-type trace minimization algorithm.
There are plenty of examples for which the block Jacobi{Davidson algorithm actually converges to
wrong eigenpairs when the inner systems are solved to high accuracy. The last row of the table
shows the result with the dynamic stopping strategy, where the maximum number of inner iteration
steps is set to 120. We see that the dynamic shifting strategy improves the performance of the
block Jacobi{Davidson algorithm dramatically. In our experiments, the starting subspaces for both
algorithms are identical and were chosen randomly. The results clearly show that the success of the
block Jacobi{Davidson algorithm depends on good starting spaces.
A. Sameh, Z. Tong / Journal of Computational and Applied Mathematics 123 (2000) 155{175 173
Table 4
Numerical results for problems from the Harwell{Boeing collection with four processors
Problem Maximum Block Jacobi{Davidson Davidson-type Tracemin
inner iterations #its A mults Time #its A mults Time
BCSST08 40 34 3954 4.7 10 759 0.8
BCSST09 40 15 1951 2.2 15 1947 2.2
BCSST11 100 90 30990 40.5 54 20166 22.4
BCSST21 100 40 10712 35.1 39 11220 36.2
BCSST26 100 60 21915 32.2 39 14102 19.6
In Table 4, we show the results obtained for a few generalized eigenvalue problems in the Harwell{
Boeing collection. These problems are dicult because the gap ratios for the smallest eigenvalues are
extremely small due to the huge span of the spectra. Without preconditioning, none of these problems
can be solved with a reasonable cost. In our experiments, we use the incomplete Cholesky factor-
ization (IC(0)) of A as the preconditioner for all the matrices of the form A{B. The Davidson-type
trace minimization algorithm works better than the block Jacobi{Davidson algorithm for three of the
ve problems. For the other two, the performance for both algorithms is similar. Both the shifting
strategy and the stopping strategy do not work very well for these two problems because the 2-norms
of the residuals are too large to be useful in selecting the shifting parameters.
In all the experiments, for both algorithms, the inner systems are solved by the CG scheme that is
terminated when either the specied condition is met or an abnormal case is detected. It is surprising
that the CG scheme works well considering that the inner systems for both algorithms are indenite.
The performance with other solvers for the inner systems are similar to that with the CG scheme.
For the rst problem in Table 4, however, if the inner systems are solved by GMRES(20) with
IC(0) pre-conditioning, the block Jacobi{Davidson algorithm returns
84:78615951; 84:78643355; 84:78643355; 85:53681115
while the smallest four eigenvalues are
6:90070261; 18:14202961; 18:14236644; 18:14236645;
which were correctly returned by the Davidson-type trace minimization algorithm using the same
inner system solver. This indicates that the Davidson-type trace minimization algorithm is also more
robust than the block Jacobi{Davidson algorithm for some problems.
6. Conclusions
In this paper, we presented a comprehensive overview of the trace minimization scheme, its
variants, and comparisons with the block Jacobi{Davidson scheme. We demonstrated that, compared
to a variant of the trace minimization scheme, the block Jacobi{Davidson algorithm depends more
on a good initial subspace due to its choice of the Ritz values as the shift parameters. We showed
that the Davidson-type trace minimization scheme can alleviate this dependence by adopting the
dynamic shifting strategy and the stopping criterion developed for the original trace minimization
algorithm. This variant of the trace minimization algorithm is not only more ecient but also more
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robust than the block Jacobi{Davidson algorithm for symmetric generalized eigenvalue problems.
Further research is needed, however, on how one can optimally precondition the indenite systems
that arise in both the Davidson-type trace minimization algorithm and the block Jacobi{Davidson
algorithm. Our experience indicates that obtaining a positive-denite pre-conditioner for A− B, via
an approximate Cholesky factorization that involves boosting of the diagonal elements, is a viable
approach.
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