This paper considers an M/G/1 queue where the service time for each customer is a discrete random variable taking one of N values. We call this an M/D N /1 queue. There are potential numerical problems inverting Laplace transforms associated with this queue because the service distribution is discontinuous. The purpose of this paper is to investigate the performance of numerical transform inversion methods in analyzing this queue. We first derive continuity properties of the steady-state distribution of wait in the M/D N /1 queue.
Introduction
This paper considers an M/G/1 queue where the service time for each customer is a discrete random variable. Specifically, each service time is equal to x i with probability p i , i = 1, 2, · · · , N , and N i=1 p i = 1. We assume without loss of generality that 0 < x 1 < x 2 < · · · < x N . We call this queue an M/D N /1 queue. When N = 1, this is a constant-service M/D/1 queue.
The steady-state distribution of wait in queue is well-known for the constant-service M/D/1 and M/D/c queues (e.g., Brockmeyer, 1948; Franx, 2001; Iversen and Staalhagen, 1999 ), but it is not generally known for the M/D N /1 queue when N > 1. Of course, the Laplace-Stieltjes transform w * q (s) of wait in queue can be easily calculated from the following equation, which applies generally to the M/G/1 queue (e.g., Gross and Harris, 1998) :
where W q (t) is the cumulative distribution function (cdf) of the steady-state waiting time in queue, g * (s) is the Laplace-Stieltjes transform of the service distribution, λ is the arrival rate, and ρ < 1 is the offered load. For the M/D N /1 queue,
p i e −sx i , and ρ = λ
To further clarify notation, define W q (t) ≡ 0 for t < 0, and let w q (t), t > 0, denote the steady-state probability density function (pdf) of the steady-state waiting time in queue.
Although the transform w * q (s) in (1) is simple to calculate, the corresponding distribution W q (t) must be obtained through numerical inversion of w * q (s). This can be problematic since most inversion methods have difficulty inverting transforms of discontinuous functions. In this case, the service-time cdf is discontinuous at each point x i . This can cause problems inverting the waiting-time transform w * q (s). The purpose of this paper is to investigate the severity of these problems, compare existing methods, and propose new methods to mitigate these problems.
One application of the M/D N /1 queue is Internet packet modeling. Statistical evaluation of Internet traffic has shown that packet sizes are dominated in frequency by three or four distinct modes (e.g., Thompson et al., 1997, fig. 3 ). Thus, a discrete D 3 or D 4 distribution is a reasonable model for the transmission times of packets. Of course, packet arrivals in a session are highly correlated, so the assumption of Poisson arrivals is debatable. Nevertheless, Cao et al. (2003) have shown for large loads and a large number of sources that arrivals tend toward Poisson, so the model may be applicable in this case. In addition, it may be possible to extend the results of this paper to queues with correlated arrivals, such as the BM AP/G/1 or BM AP/D N /1 queue (e.g., Chakravarthy, 2001; Lucantoni et al., 1994) .
A second application is analysis of queues with heavy-tailed distributions. Although some heavy-tailed distributions, such as a Pareto mixture of exponentials (Abate et al., 1994) , have explicit Laplace transforms, many heavy-tailed distributions, such as the Pareto and lognormal, do not. Thus, one must approximate the transform g * (s) in (1). One approach is to use an approximating phase-type distribution (e.g., Asmussen et al., 1996; Feldmann and Whitt, 1998) . Another is to use an approximating discrete distribution (e.g., Harris et al., 2000; Shortle et al., 2004) . In the latter case, an M/G/1 is approximated by an M/D N /1 queue. Solving this queue requires nesting two numerical steps: approximating g * (s) and inverting w * q (s). This paper investigates the accuracy of the second step, inverting w * q (s). We show under mild smoothness conditions that this step can be quite accurate, so one only needs to be concerned about the quality of approximation for g * (s) itself.
This paper is organized as follows: Section 2 derives continuity properties of W q (t) for the
is discontinuous at each point x i . Section 3 gives a new recursive procedure to invert w * q (s) for the M/D N /1 queue. Section 4 investigates convergence properties of the Fourier method (Abate et al., 1999; Whitt, 1992, 1995) for inverting Laplace transforms, as applied to the M/D N /1 queue. Section 5 gives numerical examples comparing the performance of these methods. In addition, we also consider the Euler method (Abate et al., 1999; O'Cinneide, 1997) , the Laguerre method (Abate and Whitt, 1995) , and the Gaver-Stehfest method (Abate and Whitt, 1992) . The new recursive procedure performs well in all examples considered.
Properties of the M/D N /1 Waiting Process
This section summarizes smoothness properties of the waiting time process of an M/D N /1 queue. The steady-state cdf and pdf, W q (t) and w q (t), of queue wait have the following properties:
1. W q (t) has exactly one atom, which is at t = 0.
2. W q (t) is absolutely continuous everywhere else.
3. w q (t) is continuous for all t > 0, except at the points x 1 , · · · , x N . At each x i there is a drop equal to λ(1 − ρ)p i .
Proof. The absolute continuity of W q (t) for t > 0, assuming ρ < 1 (e.g. Cohen, 1969, p. 256) implies Properties 1 and 2. Property 3 comes from Takac's integral equation for the M/G/1 queue (Cohen, 1969) :
Applying this to the M/D N /1 queue gives
For a formal proof of (3), see Brill (2002) . Applying (3) to x j and x − j (the limit approaching x j from the left) gives, j = 1, 2, · · · , N ,
Subtracting these equations gives the drop in w q at x j
where we have used the continuity of W q (t), t = 0.
The jump size at x j depends on j only through p j . For example, if p j = 1/N , then all jump sizes equal λ(1 − ρ)/N , and as N → ∞, the sizes of the jumps go to zero. Figure 1 shows an example of w q (t) for an M/D 3 /1 queue, calculated numerically. The example is motivated by Internet packet sizes. Data have shown that the distribution of packet sizes is dominated by three modes (Newman et al., 2001; Thompson et al., 1997) . Table 1 gives an approximation to this distribution with the processing times over a 1.544
Mbps line (a T1 line) and the theoretical drops in w q (t) at each x i . In the figure, λ = 0.3 / msec, ρ = 0.696. Cao et al. (2003) have shown that for large loads, arrivals tend toward Poisson.
The Recursion Method and the M/D N /1 Queue
This section gives a generalization of a recursion method proposed by Fischer and Knepley (1977) to invert the Laplace transform of the queue waiting time of an M/D N /1 queue. 
To summarize the original method, let h > 0 be a small step-size, and let m i = x i /h so that x i ≈ m i h. Then,
where we define F n ≡ 0, n ≤ −1. No proof of convergence is given in Fischer and Knepley (1977) , so we provide a proof in this paper's Online Supplement.
The method is derived by approximating the transforms in (1) with generating functions.
Thus, although (5) contains no transforms, we regard this method as a form of transform inversion. We now give a second-order generalization of the method, following the development in Shortle et al. (2003) .
Let z = e −sh (where h > 0 is small). A second-order Taylor expansion about 1 gives
Now, approximate W * q (s) ≡ w * q (s)/s as follows:
where
Substituting (6), (7), and (8) into (1) gives
Equating powers of z gives
The Fourier Method and the M/D N /1 Queue
The Fourier method is a numerical procedure to invert Laplace transforms of probability distributions (e.g., Abate et al., 1999; Whitt, 1992, 1995; O'Cinneide, 1997) .
This section describes one variant of the method and investigates the numerical performance of the method on the waiting time of the M/D N /1 queue.
Let F (t) be the cdf of a non-negative random variable, and let φ(u) be the associated
The transform φ(u) and the usual Laplace-Stieltjes transform f * (s) are related by φ(u) = f * (−iu). The Fourier method is based on the following inversion formula:
The method approximates the integral above with a finite sum:
Now, F h,K (t) → F (t) as h → 0, and hK → ∞, provided t is a continuity point of F . The convergence of F h,K (t) to F (t) depends in part on how fast Re(φ(u)) goes to zero in (12).
As an example, suppose F ∼ exp(λ). Then,
Then, the integrand in (11) decays as sin(tu)/u 3 , giving quick convergence.
However, when F is discontinuous or has a discontinuous derivative, the convergence can be much slower. The examples below illustrate this for different F with varying degrees of smoothness.
Re(φ(u)) = cos(Au).
zero everywhere else. That is, F (t) is discontinuous at A.
The three examples have three decay rates for Re(φ(u)): No decay, 1/u, and 1/u 2 . The last example, where F (t) and F (t) are continuous, has the same decay rate as the exponential distribution, 1/u 2 . To get an idea for the difference in convergence speeds, suppose that we want to estimate F (0.9) to within ±0.001, with A = 1. Using (12) and h = 0.001, the values of K required to achieve the desired accuracy are roughly 3300300, 53740, and 15300, respectively, corresponding to computation times of roughly 9.5, 0.15, and 0.045 seconds on a 1 GHz PC.
In Example 2, the convergence speed can vary significantly depending on t. When t = A, the integrand in (11) is sin 2 (Au)/Au 2 , which is strictly positive, slowing down convergence; when t = A, the integrand oscillates, speeding up convergence.
Convolution smoothing (e.g., Abate and Whitt, 1992, sec. 6 ) is one technique to handle the lack of smoothness. A typical approach is to convolve F with a smooth distribution like Example 1, but not Examples 2 and 3, which are the cases in this paper.
We now return to the M/D N /1 queue. As mentioned before, W q (t) is continuous everywhere except at t = 0. We can remove the atom at zero by letting
The transform ofW q (t) using (1) is
Then,W q (t) is continuous everywhere, but has N discontinuities in its derivative. Therefore, we expect the convergence of the Fourier method applied toW q (t) to be similar to the convergence applied to Example 2, F ∼ U [0, A]. We show this more formally in Theorem 2.
A proof appears in the Online Supplement.
Theorem 2. Let φ(u) in (14) be the transform ofW q (t) = P (W q ≤ t|W q > 0) for an M/D N /1 queue, where D N is a discrete random variable taking on one of N values, x i with probability p i . Then,
Thus, for the waiting time of an M/D N /1 queue, Re(φ(u)) decays as 1/u. This is not as fast as 1/u 2 (exponential random variable), but much faster than no decay (random variable with atom).
Comparing Example 3 to (13) suggests that if the service distribution were one degree smoother, the Fourier method may be as fast as inverting an exponential distribution. To get an extra degree of smoothness, we let the service distribution be a mixture of uniform random variables rather than a mixture of discrete points. Specifically, let U N be a mixture of
, each weighted by probability p i . Then, U N has a continuous cdf, but a discontinuous pdf. The following theorem shows that Re(φ(u)) for an M/U N /1 queue decays as 1/u 2 . A proof appears in the Online Supplement.
Theorem 3. Let φ(u) in (14) be the transform ofW q (t) = P (W q ≤ t|W q > 0) for an M/U N /1 queue, where U N is a mixture of N uniform distributions U [0, x i ], each weighted by probability p i . Then,
To illustrate the results of this section, we apply the Fourier method to F (t) = P (W q ≤ t)
for the queues in Table 2 . In the table, H 2 signifies a two-term hyper-exponential distribution.
In Case 1, we keep the atom at zero; in Cases 2-4, we remove the atom. Thus, Cases 1 and 4 are identical except for the atom. In Case 2, we approximate the hyper-exponential distribution with a discrete 100-point distribution. In Case 3, we approximate the hyperexponential distribution with a 100-point mixture of uniform distributions. 
For each queue, we approximate the value of F (t) using the Fourier method with parameters h = 0.009817 and K = 12800 (see Section 5.1). Since there is no exact formula for F (t), we estimate its accuracy by comparing it to an "exact" value obtained using the Fourier method with much tighter parameters h = 0.009817 and K = 134400. Figure 2 shows the accuracy of the Fourier method applied to each queue. Case 4 is "best" in the sense that all derivatives of F (t) are continuous, so we expect the fastest
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1 convergence. Case 1 is the worst, since it has an atom. Case 2 has discontinuities in F (t).
Case 3 has discontinuities in F (t); nevertheless, the accuracy is as good as Case 4. This is due to the similar decay rate of Re(φ(u)).
This illustrates that the Fourier method needs only continuity of F and F , but not of higher-order derivatives, for best convergence. An implication is that one can use a nonsmooth distribution to approximate an arbitrary service distribution G (say, a heavy-tailed distribution) for an M/G/1 queue without slowing down the Fourier method -provided the approximation has a continuous cdf. Following this approach, one only needs to worry about the quality of the approximation itself and not about the quality of the numerical inversion.
Numerical Examples
This section compares the numerical performance of several transform inversion methods on the M/D N /1 queue. In addition to the two recursion methods and the Fourier method previously discussed, we investigate three other methods summarized in this section.
Inversion Methods
Each of the methods in this section solves the following problem: Given a value t and a Laplace transform f * (s) = ∞ 0 e −st f (t) dt, determine the inverse transform f (t). Only essential details for implementing each method are given. For further details, see the main reference listed for each method.
Euler / Fourier Method (e.g., Abate et al., 1999; O'Cinneide, 1997) . Parameters: A, l, m, n. This method applies an acceleration technique, namely Euler summation (step 3 below), to the Fourier method.
1. Compute a k , k = 0, 1, · · · , m + n:
3. Approximate f (t) using
We pre-compute the binomial coefficients in step 3 when applying the method to multiple values of t.
Laguerre Method (e.g., Abate et al., 1996) . Parameters: n 0 , σ, b. This method works by computing the coefficients q n of the Laguerre-series representation of f (t).
1. Compute Laguerre coefficients q n , n = 1, 2, · · · , n 0 :
Following the basic algorithm in Abate et al. (1996) , we set r = (0.1) 4/n in the above equations. Calculate q 0 = Q(0).
2. Compute polynomials l n (t), n = 0, 1, · · · , n 0 (where l n (t) = e −t/2 L n (t), t ≥ 0, and L n (t) is a Laguerre polynomial):
starting with l 0 (t) = e −t/2 and l 1 (t) = (1 − t)e −t/2 .
For the distributions in this paper, |q n | does not decay rapidly in n -that is, q n 10 −8 by n = 100. Following the suggested refinements in Abate et al. (1996) , sec. 9, we apply the basic algorithm to the scaled function f σ,b (t) = e −σt f (t/b), t ≥ 0. That is, we replace (15) with
The original function is recovered by f (t) = e σbt f σ,b (bt). When applying the method to multiple values of t, we pre-compute the coefficients q n in step 1.
Gaver-Stehfest Method (e.g., Abate and Whitt, 1992, sec. 8) . Parameters: n. This method is based on a discrete analog of the Post-Widder formula (e.g., Abate et al., 1999 , theorem 3).
1. Compute weights w k , k = 1, 2 · · · , n:
2. For j = 1, · · · , n; For m = j, · · · , 2n − j, recursively compute:
with initial valuesf m (t, 0) = mαf * (mα), m = 0, · · · , 2n, where α = ln(2)/t.
3.
We pre-compute the weights w k (step 1) when applying the method to multiple values of t.
Fourier Method (e.g., Abate and Whitt, 1992, sec. 4) . Parameters: h, K, T, ∆. For completeness, we include a version of the Fourier method to compute the cdf F (t) over a range of t (t = j∆, j = 0, 1, . . . , T /∆).
1. Round input parameter h so that m = π/(hT ) is an integer. Round K to an integer multiple of 2mT /∆.
Compute α
3. Compute F (j∆), j = 0, 1, . . . , T /∆:
In applying these methods to find the queue wait cdf W q (t), the input to the Fourier method is the transform φ(u) = ∞ 0 e iut dW q (t), (10); the input to the other methods is slightly different, the Laplace transform of
The output for each method is W q (t). In all cases, we first take out the atom at zero, as in (14), before inverting. Table 3 summarizes the parameters used for each method. We choose the parameters to (a) follow suggested values given in the references, where available, and (b) yield similar run-times across the methods. For methods with two or more parameters, we try to choose combinations of inputs that give the best accuracy for a given run-time. The purpose is to
give a general comparison of accuracy across roughly consistent run-times, not to obtain a precise speed comparison. 3. The exact waiting time cdf is well-known in this case (e.g., Brockmeyer, 1948; Iversen and Staalhagen, 1999) . The M/D/1 queue is "worst-case" in the sense that the service distribution concentrates all probability at a single point, giving the largest possible drop in (4). In the figure, the Fourier and second-order recursion methods give the best accuracy;
the Laguerre, Gaver-Stehfest, and first-order recursion methods give the worst; the Euler method has good accuracy below x 1 = 10, but worse above. This behavior is typical of the Euler method: The accuracy rapidly degrades approaching each discontinuity in the pdf w q (t) from below; above it, the accuracy improves, but slowly. The Fourier method does well in general, except at the discontinuity point. This behavior can be explained by the discussion of Example 2, Section 4. Figure 4 shows a similar M/D/1 queue with x 1 = 10.0005, instead of x 1 = 10. The methods perform qualitatively as before, except for the second-order recursion method, which now loses accuracy above x 1 . The reason for this is that the method computes W q (t) starting at t = 0 counting upwards in units of h. In Queue 1, the discontinuity at x 1 = 10 lies on an integer multiple of h. In Queue 2, the discontinuity lies between two integer multiples (i.e., 10.0005/h is not an integer). Because the method skips over the discontinuity, an error of order h, the size of the skip, is introduced. This error stays with the approximation for all subsequent values. We can avoid this problem by choosing h to evenly divide all x i , which is usually not a problem since (a) we know where the discontinuities are (Section 2) and (b)
h should be small anyways. Figure 5 shows an M/D 3 /1 queue. The exact cdf is given in Shortle and Brill (2005) .
For this queue, the second order method dominates the others. The recursion method also does well, provided all x i are integer multiples of h.
2. The recursion methods are the easiest to implement, requiring coding and iterating a single equation -either (5) or (9). However, these equations are specific to the M/D N /1 queue. To solve other queues, new equations must be derived.
3. The Laguerre method is generally not as good. As noted in Abate et al. (1996) , the method "... is more likely to yield one function that is a good approximation for a large set of t. However, ... if f (t) is badly behaved at just one value of t, then the Laguerre method has difficulties at all values of t."
4. The Gaver-Stehfest method requires high digit precision (e.g., about 2n digits when n is near 8). We implemented each method in Excel Visual Basic, with 16-digit precision, limiting the maximum value of n to 8. The method would likely perform better relative to the other methods using a computing environment with higher precision. We also note a recent extension of the Euler method to treat discontinuities Sakurai (2004) . The method has been applied to problems with a small number of discontinuities; however, the computational cost increases with the number of discontinuities creating problems for, say, the M/D 100 /1 queue.
Conclusions
This paper investigated the performance of several numerical methods for inverting the Laplace transform w * q (s) of the queue waiting time of an M/D N /1 queue. Although the cdf W q (t) is continuous (except at 0), we showed that the pdf W q (t) = w q (t) is discontinuous at N points. This presents potential difficulties in the numerical inversion process.
We presented a new recursion method to invert w * q (s), and we compared the performance of this method with several existing inversion methods. Although no method clearly dominates, the recursion method is competitive with some of the better inversion methods on this problem.
We also investigated the accuracy of the Fourier method as a function of the smoothness of W q (t). Specifically, we argued that the Fourier method needs only continuity of W q and W q , and not of higher-order derivatives, for best convergence. For example, if the service distribution G is a mixture of uniform distributions, then W q has this property. More generally, one could use similar piecewise smooth functions to approximate G -for example, to approximate a heavy-tailed distribution -without slowing down the Fourier method, so long as the approximating distribution has a continuous cdf.
