We show in this paper that arbitrary pole assignment by memoryless feedback is generically possible in the class of generalized first order system of a fixed McMillan degree n as soon as n is strictly less than the input number times the output number.
Introduction
The problem of pole assignment by static output feedback has a history going back 25 years. In 1992 Wang [l] proved the surprising result that arbitrary pole placement by static output feedback is generically possible for strictly proper plants having n states, m inputs, and p outputs as soon as n < m p . The proof of Wang's result required a considerable amount of techniques from algebraic geometry. More recently Rosenthal, Schumacher and Willems [2] presented a di-~ ~~~ *Supported in part by NSF grant +Supported in part by NSF grant rect and elementary proof of the same result. In this note we show that the same result holds true if the set of plants consists of generalized first order systems having a fixed McMillan degree n, a fixed input number m and a fixed output number p.
In the sequel we will quickly review the results in 12 , 1 1 and related work by Leventides [3, 41, Wang [5] and Ariki [6] . In Section 2 we formulate the main results of this paper and in Section 3 we will explain the main ingredients needed in the proof. Our main references for this paper are [2, 7) .
Let A , B , C be real matrices of size n x n, n x m and p x n respectively. The matrices A,B,C define a linear system with m inputs, p outputs, and n states through:
The problem of generic real eigenvalue assignment by memoryless output feedback seeks for each red monic polynomial q5 of degree n, a memoryless real feedback law U = K y such that the controlled system $z = ( A + BKC)x has char-1 acteristic polynomial 4:
To be precise, identify the set of monic real polynomials of degree n with the vector space R" and identify the set of compensators of size m x p with the vector space RmP. Then the problem asks for conditions which guarantee that the pole placement map x : R m P -Et" The original proof by Wang [l] was formulated using algebraic geometric methods and the generic set of pole assignable plants was described as a Zariski open subset of a variety parameterizing all strictly proper transfer functions.
Seemingly independently it has been recognized by Leventides [3, 41, Wang [5] and Ariki [6] that geometric techniques used in [l] can be explained to a large part through a linearization of the pole placement map around a so-called 'dependent' compensator. -We will say more about this important technique later in the paper. -Still the proofs in [4, 5 , 61 are all based on polynomial descriptions. In order to use the concept of genericity this requires to equip the set of polynomial matrices of a fixed McMillan degree with the structure of an algebraic variety, which can be done but is a nontrivial task. In Section 4 of this note we will clarify on this point further.
Because of this reason Rosenthal, Schumacher and Willems [a] derived a direct proof which stayed strictly in the state space framework. In this way the translation from the state space framework to the polynomial setting was avoided and the problem was solved in a way it was originally formulated.
In the next section we will show that Theorem 1 is still true if the set of possible plants consists out of generalized first order systems having a fixed McMillan degree, fixed input number and a fixed output number.
Main Result
Let K , L , and M be matrices of sizes ( n + p ) x n, ( n + p ) x n , and ( n + p ) x ( m + p ) respectively. As explained in detail in [8, 
The appearing vector z ( t ) E R" describes the set of state variables and the vector w ( t ) E R m S p describes the set of external variables.
In the sequel we will assume that (4) describes the plant which we will assume to be controllable and observable (see [8, 9] for definitions). We will assume that the compensator is a general memoryless linear system having input number p and output number m. In other words the compensator is described through some static relations of the form where A? is a constant matrix of size m x ( m + p ) . The closed loop behavior is then described through
For ease of presentation we prefer in the fol- 
where C is a latent variable. The combined behavior of the interconnected system is then described through
Finally we define the unnormalized closed-loop characteristic polynomial by
The presentation we described so far reduces to the classical description in the following way: After a possible permutation of the coordinates of w and after some possible row operations on the system of equations (4) The main theorem which we will prove in this short note is now as follows. Identify the set of real polynomials of degree at most n with the vector space En+' and identify the set of generalized compensators of the form (7) with the vector space IR("+P)P. Then we have: 
Outline of Proof
In this section we will give the proof Theorem 2. Our proof follows ideas developed by the authors in [a, 71 for the classical output feedback problem both for static ([a] ) and dynamic ( [7] ) feedback compensators. Actually Theorem 2 is a corollary of [7, Theorem 3 .41 although the following proof is more direct and less involved. For ease of readability we divide the 'proof in 3 subsections.
A Sufficiency Condition
We establish a sufficient criterion (Theorem 5) which guarantees that the pole placement map x is surjective over the reals. The criterion is based on a linearization around a dependent compensator, an idea which appeared first in purely geometric language in [1] and was later worked out in more elementary terms independently by Leventides [3, 41, Wang [5] and Ariki [6] . As a consequence of property (i) above, the rank of the Jacobian can be at most
. . To the extent that the inverse function theorem is constructive, the proof provides also a way to compute a compensator that will assign a given set of poles. For details see [7, th column of iM and let f;(s), i = 1,. .. ,n + p
Lemma 6 The Jacobian is given by
H I--+ t r (adj [sK + L I MF])[O I M H ] ,
A Compensator Construction
If n < m p we will construct in this subsection for every system ( K , L, M ) a particular dependent compensator. 
Lemma 8 Assume z(s)
E IRn[s] and w(s) E Rm+p[s] are polynomial vectors of degree at most p -1, i.e.
Genericity
In the last subsection we described a procedure which led from a system ( K , L , M ) t o dependent compensator F . Unless the matrix R has corank 1 the compensator F was not unique.
In the following we will adapt this procedure resulting in a polynomial function which assigns to a triple ( K , L , M ) a unique dependent compensator.
At the end of the subsection we then show that for a generic set of systems this polynomial map results in a dependent and full compensator. This will complete then the proof.
Assume now that n < m p . For simplicity we also will assume that m p -n 5 p and leave the technical difficulties for the other (seemingly easier) cases to the reader. In this way we associated in a polynomial way to every triple (K, L , M ) a dependent compensator. By Corollary 7 it follows that the set of triples
whose associated dependent compensator is not full is a set determined by polynomial equations. This still does not prove genericity of arbitrary pole placement however, since it might happen that the polynomial equations turn out to be trivial (of the form 0 = 0)) in which case dXF would be rank deficient for all triples (K, L , M ) .
To show that this situation does not occur, the last step in the proof therefore is to come up with one triple ( K , L , M ) for which the Jacobian dXF does indeed have full row rank.
In [a] a similar construction for a dependent compensator was given in the situation where the plants consisted of strictly proper transfer functions only . Let ( A , B , C ) be the example provided in [2] . Let One readily verifies that the pblynomial construction described in this paper and applied to this particular triple ( K , L , M ) results in a dependent compensator which is column equivalent to the polynomial dependent compensator computed in [a] for the triple ( A , B , C ) . This completes the proof.
Some Geometric Remarks
A representation of the form (4) describes a behavior B ( K , L , M ) in the sense of Willems [9] .
Note that a change of basis in the state variables and elementary row operations have no effect on the behavior, i.e. if T E GI,+, and S E GI, then The main result in [lo] states that the geometric quotient has the structure of a smooth projective variety, i.e. it has also the structure of a compact manifold. The space 'Hk,p also is studied in the algebraic geometry literature and it is often referred to as a Quot scheme. It follows from the previous remarks that l-tk,p parameterizes the set of linear time invariant behaviors having a fixed
B ( K , L , M ) = B(TKS-1,TLs-1,TM).
McMillan degree n, a fixed input number m and a fixed output number p. Moreover contains the variety of proper transfer functions as a Zariski open and therefore dense subset.
As a consequence of Theorem 2 and the results reported in [lo] we therefore have:
Theorem 10 If n < m p then the generalized pole placement map x is surjective for a generic subset of the variety 'Hk,p.
Conclusion
In this note we studied the pole placement problem for a generalized first order system using generalized first order compensators. Using the method of linearization around a dependent compensator we established the result that arbitrary pole placement is possible for the generic plant as soon as the McMillan degree n of the plant is strictly less t h m the input number times the output number of the plant.
