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Abstract-The theory of the phase-lag analysis for RungeKutta-Nystrom methods and Runge 
KuttaNystrGm interpolants is developed in this paper. Also a new Runge-Kutta-Nystrom method 
with interpolation properties is developed to integrate second-order differential equations of the form 
u”(t) = f(t, u) when they possess an oscillatory solution. 
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1. INTRODUCTION 
In this paper, we study the construction of a Ruge-Kutta-Nystriiim (RKN) method with inter- 
polation properties for the integration of systems of ODES of the form 
y = f(t, u(t)), 40) = uo, 
WO) . 
7 = 110, 
for which it is known in advance that their solution is oscillating. 
There is an extensive literature [l-lo] on multistep methods for such systems. However, it 
is worth elaborating on the one-step schemes used and presenting very accurate results such as 
those of the present paper. 
The study of such systems begins with the test equation 
d2u(t) 
dt2 
= (i w)’ u(t) + c exp (i vf t), 
where c, TJ, wf are real constants. Van der Houwen [ll] and van der Houwen and Sommeijer [12] 
have proposed second-order m-stage methods with m = 3,4,5 and phase-lag order q = 4,6,8, 
respectively. They have also derived a third order method with phase-lag order 6. 
The purpose of this paper is to develop the theory of the phase-lag analysis for the Runge-Kutta- 
Nystrom methods and Runge-Kutta-Nystrom interpolants, and to construct a new Runge-Kutta- 
Nystriim method with interpolation properties to integrate second-order differential equations of 
the form u”(t) = f(t, u) when they possess an oscillatory solution. Runge-Kutta-Nystrom pairs 
have two advantages compared with Runge-Kutta pairs applied to the equivalent first-order 
problem. First, they often use fewer functions to achieve the same global error in u and u’ 
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at a prescribed value of t (see for example [13]). Th e second advantage concerns storage. A 
Runge-Kutta-NystrGm formula can be obtained from a Runge-Kutta pair by applying a simple 
transformation (see for example [14]). This means there exist Runge-Kutta-Nystrom pairs with 
the same number of stages as Runge-Kutta pairs (of the same order). Therefore, since the stages 
of a Runge-Kutta pair have twice as many components as the stages of a Runge-Kutta-Nystrijm 
pair, the Runge-Kutta-NystrSm pair will use half the storage for its stages. 
When a numerical method, with the assumptions given below, is applied to the test equa- 
tion (2) a numerical approximation u,, of the exact solution u(tn) at t, = n h is obtained. This 
approximation is of the form 
j=l 
+ ch2A,(vh,wf h) exp(ivfnh), (3) 
where s = number of distinct roots of the characteristic polynomial of the method, pj = 
the s distinct roots of the characteristic polynomial of the method (so-called amplification 
factors), kj = constants determined by the initial conditions. The functions py and 
c h2A,(v h, vf h) exp(i vfn h) are called the homogeneous and inhomogeneous components of the 
numerical solution (3), respectively. 
On the other hand, the exact solution of (2) is given by 
u(t) = cq exp(i 0 t) + u2 exp(-i 21 t) + 
c exp(i vf t) 
(ivf)2 - (iv)2’ 
where ~1 and ~2 are constants. The functions exp(fi ‘u t) and c h2 A, exp(i v~f t) are called the 
homogeneous and inhomogeneous components of the exact solution respectively, where A, = 
l/[(i vf h)2 - (iv h)2], v is the frequency in the homogeneous solution and vf is the frequency in 
the inhomogeneous solution. 
In the phase analysis of the homogeneous components of (3) and (4), we have to compare 
the arguments (phases) of exp(fi v h) with the arguments of the principal characteristic roots 
in the set {pi,p2,. . . ,p,}. These phase errors are time-dependent and therefore accumulate as 
n increases. We note that principal characteristic roots are the roots for which the solution has 
argument with the smallest nonnegative value. 
In the phase analysis of the inhomogeneous components of (3) and (4), we have to compare 
the phases of A, and A,. These phase errors are constant in time. For this reason, our study 
will be confined to minimizing the phase errors of the homogeneous components. 
Since our study is confined in the homogeneous phase errors, we will use as test equation 
d2u(t) 
- = (iv)2 u(t), 
dt2 
(5) 
2. PHASE-LAG ANALYSIS OF RKN METHODS 
AND THE PERIODICITY 
The general explicit m-stage method for the equation 
% = Jyt,u(t)). 
is of the form 
u(O) = u,_i, n 
i-l 
‘1LC) = 'h-1 + ai h tin- 1+ h2 C ~i,j f (t,_1 + aj h, ug’) , 
j=O 
INTERVAL 
(6) 
(7) 
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i = 1,2 ,..., m, 
where cro = 0 and a;, = 1. 
By applying the general method (7) to the test equation (5), we obtain the numerical solution 
(8) 
where A, A’, B, B’ are polynomials in z2, completely determined by the parameters of the 
method (7). 
The exact solution of (5) is given by 
u(tn) = cq [exp(i r)Jn + (~2 [exp(-i r)jn, (9) 
where u1,2 = l/2/210 f (i&)/v] or ~71,~ = Ial exp(fi t). 
Substituting in (9) we have 
u&J = 2101 cos(z + n z). 00) 
Now let us assume that the eigenvalues of D are ~1, p2 and the corresponding eigenvectors are 
[l,vlJT, [l, w21T, vi = A’/(pi - B’), i = 1,2. 
Then the numerical solution of (5) is 
%I=c1p7+czp;, (11) 
where 
v2u0-hti,, vluo - htio 
Cl = - 
wl-?4 ’ 
c2 = 
?I1 - 212 . (12) 
If pl, p2 are complex conjugate, then cl,2 = Ic( exp(fi W) and pl,2 = Ip] exp(fi p). By substi- 
tuting on (ll), we have 
un = 2lcl ~p(ncos(w + np). (13) 
Equations (10) and (13) lead us to the following definition. 
DEFINITION 1. PHASE-LAG OF THE METHOD. Let the RKNmethod (7) be applied to (5). Then 
we define as the phase-lug the quantity 4(z) = z -p. If 4(z) = O(zq+‘) then the RKN method 
is said to have phase-lag order q. Additionally, the quantity a(z) = 1 - IpI is called amplification 
error. 
Let us denote 
R(z2) = Trace(D) = A(z2) + B’(z2), 
Q(z2) = Det(D) = A(z2)B’(z2) - A’(z2)B(z2). 
DEFINITION 2. A Runge-Kutta-Nystrlim method for which Q(z2) = 1 is &led zero-dissipative. 
REMARK 1. Since p1,2 = IpI exp(*ip) + cos(p) = (~1 + p2)/21pl and from (8), (14) and Defini- 
tion 1 it follows that 
4(z) = m2> z-arccos2~~~ IPI = If(Z)I = m- (15) 
If at a point z, a(z) = 0, then the RKN method has zero dissipation at this point. Thus, we 
arrive at the following definition. 
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DEFINITION 3. INTERVAL OF PERIODICITY. The interval of periodicity (or of zero dissipation) 
is the interval [0,y2] on which IpJ = l(a(z) = 0) and pr # pz. 
For the interval of periodicity (PI) there is the following theorem. 
THEOREM 1. If there is a nonempty interval of periodicity then CX(Z) = 1 - IpI = 0 ti R(z2) = 2. 
PROOF. We have 
(i) Re(p(z)) = R(z2)/2, 
(ii) Ip(z)I I 1, and 
(iii) Re(&)) I IP(~ 
Then if Q(Z) = 0 it follows from (iii) that R(z2)/2 5 1, but on the other hand, we have that 
R(.z2)/2 2 1 and thus R(z2) = 2. 
If R(z2) = 2 it follows from (i)-(iii) that 1 < Ip(z)I < 1. Thus, o(z) = 0 and the proof is 
complete. I 
Now let us write R(z2) and Q(z2) in the form 
R(z2) = 2 - rr z2 + r2 z4 - rg 2 + . . . , with ri = 0 for i > m, 
Q(z2)=1-q1z2+q2z4-q3z6+..., with qi = 0 for i > m, 
(16) 
where m is the number of stages of the Runge-Kutta-Nystrijm method and ri and qi are coefficients 
which can easily be deduced from the coefficients of the polynomials A, A’, B, B’. 
From (15) we have 
cos(t) - fG2> uwi = c %*+I + o(zq+3), (17) 
where C is the phase-lag constant and q is the phase-lag order. 
Based on the above formula, on the formula (16) and expanding cos(z) in Taylor’s series, we 
have derived the necessary conditions for a RKN method to have phase-lag of order 2 through 12. 
These conditions are given in Table 1. 
Table 1. Phase-lag conditions of the RKN method in terms of the parameters Ti and 
4%. 
Phase-Lag Order Phase-Lag Conditions 
2 Tl - q1 = 1 
4 Tf + ‘iT2 - 4ql - 492 = 4/3 
6 6~1 TZ + 12~3 - 4ql - 1292 - 1293 = 8/15 
8 45T$ + 9oTl~3 + 180~4 - 8ql - 6Oq2 
-18Oq3 - 18Oq4 = 417 
10 45~2 T3 + 45T1 T4 + 9OTs - 2qlf 7 - 442 
-3oq3 - 9oq4 - 9oq5 = 4/315 
12 315T32 + 1260~~ + 630~1~5 + 630~2 ~4 
-8q1/45 - 4q2 - 56q3 - 42Oq4 - 126Oq5 
-126Oqs = 811485 
3. PHASE-LAG ANALYSIS OF RKN METHODS 
WITH INTERPOLATION PROPERTIES 
The general explicit m-stage RKN method with interpolation properties for the equation (6) 
is of the form 
21(O) = z&-i n 7 
i-l 
2~:) = u,-1 + a; h tin-1 + h2 c -& f (t,_, + a; h, I@‘) , 
j=O 
(18) 
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i = 1,2, . . . ) m, 
un = up, 
m-1 
li,=Q,-1+hC~jf(t,_I+a;*h,2L~)), 
j=O 
where cr(; = 0 and c$,, = 1. Generally, here we consider that CY,’ = air Y,‘,~ = ri,j,Vi,j, so no 
extra cost is required for the construction of the scaled approximations of the solution and its 
derivative. The continuous approximations u,+,, tiiL,+, to U(Z, + s h), ti(z+ + s h) are given by 
u TL+.$="7?,+shiL~+h2~Cj(S)fj7 
j=l 
k 
Gl+, = Cl + ACi;(s) fj, s E (0,l). (19) 
j=l 
By applying the continuous approximation to the test equation (5) we obtain the numerical 
solution 
where A*, A”, B*, B*’ are polynomials in z2,completely determined by the parameters of the 
method (18)-(19). 
Let us assume that the eigenvalues of D* are p; and &. If p;, pz are complex conjugate and 
pT,2 = Ip*( exp(fip*) based on the same analysis as in the previous section, we have the following 
definition. 
DEFINITION 4. PHASE-LAG OF THE SCALED METHOD. Let the RKN method (18)-(19) applied 
in (5). Then we define as phase-lag of the scaled RKN method the quantity d*(z) = s z - p*. If 
4*(t) = O(zt+‘) then the scaled RKN method is said to have phase-lag order t. 
Let us denote 
R*(z2) = A*(z2) + B*‘(z’), 
&*(z2) = A*(z2) B*‘(z2) - A*‘(z2) B*(z2). 
(21) 
REMARK 2. Based on the above definition and on the similar derivation as in previous section 
we have 
4*(z) = 
P(z2) 
s z - arccos 2Jm. (22) 
Now let us write R*(z2) and Q*(z2) in the form 
R*(Z2)=2-Siz2+S2z4-Ssz6+..., with Si = 0, for i > m, 
Q*(z2) = 1 - pl z2 + p2 z4 - p3 z6 + . . . , with pi = 0, for i > m, 
(23) 
where m is the number of stages of the scaled Runge-Kutta-NystrSm method and si and pi are 
coefficients which can easily be deduced from the coefficients of the polynomials A*, A’*, B*, B'* . 
From (221 we have \ I 
R*(z2) 
* cos(sz) - 2Jm = c z t+l + O(zt+3), 
where C* is the scaled phase-lag constant and t is the scaled phase-lag order. 
Based on the above formula, on the formula (23) and expanding cos(s z) in Taylor’s series, we 
have derived the necessary conditions for a RKN method to have phase-lag of order 2 through 12. 
These conditions are given in Table 2. 
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Table 2. Phase-lag conditions of the scaled RKN method in terms of the param- 
ters si and pi. 
Phase-Lag Order 
2 
4 
6 
Phase-Lag Conditions 
91 - = s2 pr 
S; + 492 - 4S2pr - 4p2 = 4s4 /3 
6~1 + 1293 - 4s4 - 12s2 s2 pr p2 
-12~3 = 8s6/15 
8 
10 
459; + 9Osls3 f 180~4 - 8s6pr 
-60~~ - 180s’ - = 4s8 7 p2 p3 180~4 / 
4592 + 4591 f 90s5 - 2ss p1/7 ~3 s4 
-4s6 - 3094 - 9092 - p2 p3 p4 9Opa 
= 4sro/315 
12 3159; + 1260s~ + 63091 + 63092 S5 
s4 - 8s’Op1/45 - 4sapz - 56s6 p3 
-420~~ - 1260~~ - p4 p5 i26Ope 
= 8sr2/1485 
4. CONSTRUCTION OF A SCALED RUNGEKUTTA-NYSTRGM 
METHOD WITH MINIMAL PHASE-LAG 
4.1. An Embedded Runge-Kutta-Nystriim Method 
First of ah, we construct an embedded Runge-Kutta-NystrSm method (i.e., a method which 
includes an error estimation) based on the Runge-Kutta-Nystrijm method of Houwen and Som- 
meijer (see method (3.13) of [12]) with an algebraic order p = 2 and phase-lag order q = 4. This 
method is zero-dissipative. To obtain the embedded method we use the first stage of the next 
step as the last stage of the previous one. So we have the method given in Table 3. 
Table 3. Embedded Runge-Kutta-Nystriim method. 
0 
l/2 0 
112 0 l/12 
1 0 0 l/2 
c: 0 0 l/2 0 
d: co Cl c2 c3 
c’ 0 0 1 0 
E’ c0 kl Q c3 
Applying the method given in Table 3 in (5) we have (8) with 
A@‘) = 1 - z2 (co + cl + c2 + cg) + 
z4(c2 +6cs) za cg 
12 
-24’ 
B(z2) = 1 - 
Z~(CI+CP+~Q) + z4(c2+6c3) 26 c3 -- 
2 24 48 ’ 
z4(k3 +6&3) 
A’(z2)=1-z2(~++~+~2+i3)+ 12 
26 63 
-24’ 
B’(z2) = 1 - 
Z2 (61 + k2 -I- 2k3) + z4 (k2 + 623) z6 e3 -- 
2 24 48 ’ 
(25) 
where in Table 3 the coefficients c give the approximation scheme of the solution with lower order 
phase-lag, the coefficients E give the approximation scheme of the solution with higher order 
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phase-lag, the coefficients c’ give the approximation scheme of the derivative of the solution with 
lower order phase-lag, and the coefficients 6’ give the approximation scheme of the derivative of 
the solution with higher order phase-lag. 
We have constructed a zero-dissipative method, i.e., a method for which Q(z2) = 1. From 
(16) we have defined R(z2) and Q(z2). Requiring Q(z2) = 1 we have a system of equations 
(zero-dissipation conditions). Using the phase-lag conditions of Table 1 and to have phase-lag of 
order six we have another system of equations. Solving these systems of equations we have the 
following values for the ci and &, i = 0, . . . ,3. 
1 2 3 1 
co=z, c1=5, c2=9 c3=30, 
1 . 4 . 3 . 1 
co=157 cl=%, c2=5, 
c3=15* 
(26) 
We remark that the approximation of the solution and its derivative are computed using 
formulas with the lower phase-lag order. Also, an estimate of the local phase-lag error for the 
solution and its derivative can be calculated, and so a step control procedure can be used. This 
step control procedure is given by 
h new = O.ghold 
( ,,1%,)1’6~ (27) 
where TOL is the maximum allowable local phase-lag error given by the user, and PLE is the 
estimate of the local phase-lag error. 
4.2. A Scaled Runge-Kutta-Nystriim Method 
A scaled Runge-Kutta-NystrGm method is a pair which is designed to integrate the problem (1) 
from t, to t, + s h, s E (0,l) without extra cost using the function evaluations of the Runge- 
Kutta-Nystrijm method as a core of the new system, yielding nonmesh approximations to the 
solution u(t, + s h). 
In order to construct the corresponding continuous extension of the considered method, three 
sets of equations must be satisfied. The first concerns the algebraic order of the scaled method 
and the equations are 
2 cTe = - S2 
2’ 
cfTe = s, cTo! = - 
2’ 
where eT is a row vector with elements 1 and a is a vector with elements the coefficients (hi of 
the method. 
The second set concerns the phase-lag order of the scaled method and the equations are given 
by Table 2. Finally, the third set of equations concerns the condition of the nonvanishing interval 
of periodicity (see Theorem 1 and conditions of the zero-dissipation). 
The continuous approximations of the RKN method are 
u,+,=u,z+shd,+h2&j(s)fj, 
j=l 
Gn+,=ti,+h&(s)fj, s E (0, I), 
(29) 
j=l 
14 
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Cl(S) = 
i’s(s) - s2 (4s - 3) 
6 ’ 
c2(s) = 
&3(s) - 3s4 + 2s3 
3 ’ 
63(s) - 2s4 
c3(s) = - 2 9 
c4(s) = 0, 
C,(s) = -s (s - l), 
&(s) = s2 - b,(s), 
s (4s2 - 3) 
C3(s) = 2 + s ( -8s4 + 24s3 - 24s2 + 9)) 
&J(S) = 0. 
5. NUMERICAL ILLUSTRATION 
We have applied the new RKN method with interpolation properties in a test problem. 
5.1. Inhomogeneous Equation 
Consider the special second-order initial value problem 
y” = -w2 y + (w2 - 1) sin(t), t> 1, 
y(0) = 1, y’(0) = w + 1, 
(30) 
(31) 
with exact solution given by 
y(t) = cos(w t) + sin(w t) + sin(t), w >> 1. (32) 
Here we calculate the 20th root of the exact solution of the problem (31) obtained at 
6.20983015525981 with w = 10, using the new RKN method with interpolation properties pro- 
duced in Section 4.2 and the classical RKN method, i.e., the embedded Runge-Kutta-Nystrijm 
without the interpolation properties presented in Table 3 and produced in Section 4.1, using the 
variable-step procedure given in (27) for various choices of the TOL. We introduce also a counter 
of the roots, when this counter is equal to 20 we have calculated the 20th root. The results given 
in Table 4 show the deviation of the computed root from the theoretical one given above. 
Table 4. Deviations of the computed root from the exact one for various tolerances 
TOL for the classical RKN method and for the RKN method with interpolation 
properties developed in this paper. F. Ev = Function Evaluations. 
TOL classical 
10-d 1.34 x 10-s 
F. Ev. classical RKN interpolant F. Ev. interpolant 
430 5.13 x 10-d 220 
I 10-s I 7.45 x 10-d I 915 I 1.45 x 10-s I 410 
10-s 4.20 x 1O-4 1321 8.32 x 1O-6 743 
10-7 I 1.15 x 10-d I 2123 I 1.05 x 10-s I 1214 
( 10-s 1 1.05 x 10-S 1 5431 6.43 x 1O-7 2145 
6. CONCLUSIONS 
In this paper, we have developed the theory for the phase-lag analysis of the RKN methods 
and scaled RKN methods. Also we have developed the technique to calculate the phase-lag of a 
RKN method. We have constructed an embedded RKN method, which is called “classical Runge- 
Kutta-NystrSm method” and a scaled RKN method with minimal phase-lag. After numerical 
tests, it is obvious that the new scaled RKN method is much more efficient compared with the 
classical one. 
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