Abstract-An identification method for concurrent discrete event systems (DES) is presented. The purpose of the identified model is model-based fault detection in closed loop industrial DES such as production or manufacturing systems. The method consists of identifying an automata network with a scalable restriction of the network behavior. We especially deal with incomplete observation of the system language within a finite time horizon which is a typical result of a high degree of concurrency. It is shown how models identified on the basis of an incompletely observed language can be used for fault detection.
I. INTRODUCTION Fault Detection and Isolation (FDI) in Discrete Event
Systems (DES) has been an active research area in the last 10 to 15 years. Since the introduction of the diagnoser approach in [1] various modifications and improvements of this model-based diagnosis technique have been developed. The core of this method is to build component models of a system that reflect the normal, fault-free behavior as well as the behavior in the case of given faults. The goal is to detect and diagnose a fault in the system by only considering so called "observable events" using a special observer (diagnoser). Although the method has successfully been applied to small and medium sized systems, the manual model-building is a laborious task if large industrial production systems are considered. Using identification techniques to get the necessary models for fault detection and isolation (FDI) allows minimizing the modeling effort. In contrast to the classical diagnoser approach an identified model is usually based on the fault-free observed system behavior. Thus, the identified model contains only the faultfree behavior. If the identified model is used as an observer it must be analyzed if an observed behavior cannot be reproduced by the fault-free model. In this case a fault is detected.
Since industrial production systems often consist of concurrent parts an identification method should be able to handle this concurrency. The identification of concurrent discrete event systems has been examined by several research groups in the last years. Usually, the methods are based on Petri Nets. In [2] an identification algorithm for Interpreted Petri Nets is given that detects concurrent transitions by the analysis of the order of their occurrence. The algorithm uses some rules when to add non-measurable places to the identified net such that the observed sequence of transitions and measurable net places can be produced by the identified model.
In [3] an identification method for Petri nets based on the formulation of algebraic constraints for an integer programming problem is given. The method allows considering additional information such as structural constraints if available. Since like shown in [3] , solving the integer programming problem has exponential complexity with respect to the longest string in the observed language, finding a solution for large scale systems with long cycles may be impossible within a reasonable time.
Dealing with the identification of concurrent systems one key problem arises that has not been addressed in literature so far: the concurrency can lead to a very large possible behavior of the system that cannot be completely observed within a given time. In order to deal with incomplete observation of the system behavior a new distributed identification approach is presented in this paper. It is an extension of an identification method given in [4] that yields a monolithic automaton that is especially suitable for fault detection.
II. MONOLITHIC IDENTIFICATION OF A DES
The identification approach in [4] considers closed loop DES. The closed loop consists of controller and plant, which is a typical configuration for industrial production systems. The identification works on the basis of the I/O (input/output) vectors of the controller collected during p different production cycles. If each observed I/O vector is considered as a letter of an alphabet it is possible to define the set of observed words with length q observed during p different production cycles. A word represents an observed I/O vector sequence. The identification algorithm given in [4] consists of building an automaton that generates the observed language of length n of the identified DES. Since a system with interaction of controller (deterministic behavior) and physical process (non-deterministic behavior) has to be identified, the identified model is a non-deterministic autonomous automaton with output (NDAAO):
Definition 5:
The output alphabet Ω consists of the observed I/O vectors such that in the case of an identified NDAAO The definition of the language of length n generated by an NDAAO follows definition 4:
Definition 7: The language of length n generated by an NDAAO is
Thus, the language consists of all the words up to length n that can be produced starting from each state xX ∈ .
The algorithm in [4] allows to construct an NDAAO on the basis of observed words of the parametric length k, the identified automaton is able to produce the observed language of the system and is k+1-complete ( [5] . If the language (and thus the cardinality of the word set) of the system has not been completely observed like in the case of the dashed line in Fig 1, the identified NDAAO will not be able to produce each fault-free I/O vector sequence of length n=k+1 of the system. Not yet observed regular sequences are not part of the model and can thus not be produced which leads to false alerts when monitoring the system with the identified model. For large scale systems with a high degree of concurrency it is by experience not possible to observe all fault-free words (I/O vectors) within a reasonable time. It is only possible to determine an upper bound of new words that are expected in each new system cycle (see as an example Fig 7) . To handle concurrent systems which make a complete observation impossible, a new distributed approach is presented.
III. PROPOSED DISTRIBUTED APPROACH

A. Automata Network Behavior
The main goal of the presented approach is to handle incomplete observation due to a high degree of concurrency of a closed loop DES when identifying a model. To handle the concurrent parts of a system it is advantageous to divide the system into concurrent subsystems for the identification and online observation. Even if the combined behavior of the concurrent subsystems can not be completely observed within a reasonable time, a complete (or almost complete) observation is much more likely for each single subsystem. In this paper we suppose that the division of the system into subsystems and thus the allocation of I/Os to the subsystems is performed using a-priori knowledge. Other approaches to automatically divide the system based on an analysis of the observed language are part of current research.
For each subsystem a partial automaton is identified 
The I/Os at each position of the two partial I/O vectors are compared. If one of them is "-" (it is not considered in the subsystem represented by the partial automaton) the value of the other vector is taken. If one of them is "1" and the other "0" c for contradiction is taken.
From this definition follows directly that a valid state combination 1 (, . . , ) n xx of partial automata for modeling of a system state must fulfill the condition
If the identified automata are used to monitor the system they can evolve independently as long as their state combination produces a valid system output. The language of the automata network is the language of the cross product of the partial automata given as: The observed cross product is derived from the cross product of the partial automata and data of the observed production cycles:
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The algorithm consists in "playing" the cross product using the observed I/O sequences (Fig 4) . Each state that is not necessary to produce the observed I/O sequences is removed from the state set of the cross product. The transition relations are adapted such that they contain only remaining states. The POCP is constructed starting from the observed cross product according to the following algorithm:
Step 1: Enlarged output alphabet || :
POCP obs e Ω= Ω ∪ where e is the empty letter.
Step 2: Basic state space x and to each other state by a transition. If this transition has been observed -it was already part of the observed cross product -the transition observation function has the value "true" which is represented by a solid line in Fig 3. If the transition was Conference 2009 • Budapest, Hungary, August 23-26, 2009 TuB8.3
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added during the construction of the POCP the transition observation function has the value "false" (dashed line in Fig 3) . 
D. Tolerance specification
The information of POCP Θ during the combined evolution of network and POCP can now be used to specify the length of yet unobserved network trajectories that is considered as a fault symptom. This specification is given by a tolerance specification automaton. Definition 15: The tolerance specification is a 6-tuple consists of the three elements {, , } OK Fault − where OK represents a fault free situation, Fault represents a situation that leads to a fault detection and "-" represents an undecided situation.
The tolerance specification is to be used in combination with the network and the POCP. The evolution of network and POCP is given in definition 14. The tolerance specification automaton monitors the POCP evolution via the transition observation function:
If An example for a design of the tolerance specification is given in Fig 7 in the next chapter. The combined evolution of tolerance specification and POCP works on the basis of observed (solid line) and unobserved (dashed line) transitions. If the POCP takes an already observed transition (solid line in Fig 3) the tolerance specification also takes an observed transition (solid line in Fig 7) . If the transition in the POCP has not yet been observed (dashed line in Fig 3) the tolerance specification takes an unobserved transition (dashed line in Fig 7) . In order to produce the observed and the unobserved behavior defined in the tolerance specification, the automata network, POCP and the tolerance specification (grey parts in Fig 3) evolve according to the rules given in this chapter.
IV. APPLICATION
In order to evaluate the ability of the identified models to detect faults the method was not directly applied to an industrial production system. For an evaluation of the method it is necessary to do tests with faults in the system which is usually not possible in a production system in operation. The lab size plant which was treated has a significant degree of concurrency that can also be found in industrial manufacturing systems. The evolution of the observed language is also comparable with industrial systems that have been treated with the method from [4] .
The plant in Fig 5 has 30 binary controller I/Os. During one production cycle the plant in Fig 5 treats three work pieces. Since there are three machine tools in the plant that work concurrently, a complete observation of the whole system language takes very long. In Fig 6 it With the available data of 62 production cycles a partial NDAAO for each I/O group has been identified with k=2. The partial automata have 15, 15 and 17 states. Then, the observed cross product has been built. It consists of 327 states. Following the algorithm given in section III.C the POCP has been constructed. In Fig 6 it can be seen that in each new production cycle after the 53 th one at most two new words of length n=2 are observed in a new cycle (e.g. in the last one). This information can be interpreted as follows: in a fault-free production cycle we expect at most two consecutive unobserved transitions in the POCP since the partial automata are expected to produce at most two yet unobserved consecutive state combinations. The yet unobserved state combinations produce the new sequences of I/O vectors. Hence, an appropriate tolerance specification should accept two unobserved transitions as fault free but should lead to fault detection after the occurrence of the third unobserved transition in the POCP. Fig 7 shows the tolerance specification designed for the lab plant. As soon as the first unobserved transition is detected, the OK-state is left. If only one or two yet unobserved transitions are observed it is possible that the tolerance specification moves back to the "OK"-state. Here, the design is heuristically chosen such that each way back from a "-"-state to the OKstate takes one already observed transition more than it took unobserved transitions to get to the "-"-state. After the occurrence of three consecutive unobserved transitions in the POCP, the tolerance specification will be in the Fault-state. Using the automata network, the POCP and the tolerance specification allowed monitoring the whole system with an identified model without the occurrence of false alerts whereas built-in faults have been detected. Note that faults can be detected due to two situations: Firstly, a partial automaton can not produce the observed partial behavior. Secondly, the network behavior exceeds the accepted behavior and the tolerance specification moves to the Faultstate. The combination of POCP and tolerance specification realizes a scalable restriction of the automata network behavior.
The proposed framework is also able to handle inaccuracy during the I/O allocation to the subsystems which may not always be as obvious as in the presented case. Even if sensors of e.g. I/O-group 3 have been assigned to I/Ogroup 1, we were able to detect the built-in sensor-faults. Faults in cases like this are often not detectable by the partial automata but by the tolerance specification.
V. OUTLOOK
Current research is focused on building I/O groups of the concurrent subsystems based on the observed process behavior. The aim is to provide a method that divides a process like in Fig 5 automatically in concurrent parts and to allocate the according I/Os. Another research area is the development of fault localization algorithms for the proposed framework.
