Local Binary Patterns (LBP) have emerged as one of the most prominent and widely studied local texture descriptors. Truly a large number of LBP variants has been proposed, to the point that it can become overwhelming to grasp their respective strengths and weaknesses, and there is a need for a comprehensive study regarding the prominent LBP-related strategies. New types of descriptors based on multistage convolutional networks and deep learning have also emerged. In different papers the performance comparison of the proposed methods to earlier approaches is mainly done with some well-known texture datasets, with differing classifiers and testing protocols, and often not using the best sets of parameter values and multiple scales for the comparative methods. Very important aspects such as computational complexity and effects of poor image quality are often neglected.
a b s t r a c t
Local Binary Patterns (LBP) have emerged as one of the most prominent and widely studied local texture descriptors. Truly a large number of LBP variants has been proposed, to the point that it can become overwhelming to grasp their respective strengths and weaknesses, and there is a need for a comprehensive study regarding the prominent LBP-related strategies. New types of descriptors based on multistage convolutional networks and deep learning have also emerged. In different papers the performance comparison of the proposed methods to earlier approaches is mainly done with some well-known texture datasets, with differing classifiers and testing protocols, and often not using the best sets of parameter values and multiple scales for the comparative methods. Very important aspects such as computational complexity and effects of poor image quality are often neglected.
In this paper, we provide a systematic review of current LBP variants and propose a taxonomy to more clearly group the prominent alternatives. Merits and demerits of the various LBP features and their underlying connections are also analyzed. We perform a large scale performance evaluation for texture classification, empirically assessing forty texture features including thirty two recent most promising LBP variants and eight non-LBP descriptors based on deep convolutional networks on thirteen widely-used texture datasets. The experiments are designed to measure their robustness against different classification challenges, including changes in rotation, scale, illumination, viewpoint, number of classes, different types of image degradation, and computational complexity. The best overall performance is obtained for the Median Robust Extended Local Binary Pattern (MRELBP) feature. For textures with very large appearance variations, Fisher vector pooling of deep Convolutional Neural Networks is clearly the best, but at the cost of very high computational complexity. The sensitivity to image degradations and computational complexity are among the key problems for most of the methods considered.
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1. Introduction
Motivations and scope
Texture is a fundamental characteristic of the appearance of virtually all natural surfaces, is ubiquitous in natural images, and is a key component of many computer vision systems. Texture classification, as one of the major problems in texture analysis, has received considerable attention due to its value both in understanding how texture recognition works in humans as well as in the important role it plays in the fields of computer vision and pattern recognition, including biomedical image analysis, industrial inspection, analysis of satellite or aerial imagery, document image analysis, face analysis and biometrics, object recognition, and content based image retrieval.
A good texture feature, a crucial component of texture classification, is expected to achieve two competing goals: low computational complexity, to enable the classification task to run in real-time; and capturing the most representative texture information of a texture class, such that different texture classes can be distinguished despite the presence of various imaging distortions (including illumination, rotation, view point, scaling, occlusion, nonrigid deformations and noise). In spite of almost 50 years Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/pr of research and development in this field, most proposed texture feature extraction methods have not, however, been capable of performing at a level sufficient for real world textures.
Of the many methods, Local Binary Pattern (LBP) methods [1] have emerged as one of the most prominent and widely-studied classes of texture features, such that a vast number of LBP variants has been proposed for a diverse range of problems including texture classification [2] [3] [4] , dynamic texture recognition [5] , image matching [6] , visual inspection [7] , image retrieval [8] , biomedical image analysis [9, 10] , face image analysis [11] , motion and activity analysis [5, 12] , object detection [13, 14] , and background substraction [15] . There is, however, no comprehensive study concerning the connections between LBP methods and a corresponding comprehensive experimental evaluation. This paper intends to present such a comparative study.
Texture analysis is itself a complex problem because of the large number of natural texture classes and the associated dynamics within a class (intra-class variations), such as variations in periodicity, directionality and randomness, and the external dynamics due to changes in the imaging conditions including variations in illumination, rotation, view point, scaling, occlusion and noise. However, despite this complexity, most existing LBP variants have been evaluated only on small texture datasets with a relatively small number of texture classes, such as certain popular benchmark Outex test suites [2] . Experimental results based on datasets with small intraclass variations can be misleading; there are more challenging texture datasets with many texture classes or large intraclass variations, such as UIUC [16] , UMD [17] , CUReT [18] and KTHTIPS2b [19] , ALOT [20] and Outex_TC40 [21] , however, the performance of many LBP variants in these more challenging datasets is unknown. There is therefore significant value in performing a large scale empirical study on challenging texture datasets to demonstrate the strengths and weakness of LBP variants.
Many LBP variants have been proposed in the literature, usually in conjunction with their intended applications. Some literature surveys on LBP exist [1, 22] , but they miss recent variants and do not include experimental evaluations. To our knowledge, there are four papers [8, [22] [23] [24] in the literature devoted to surveying LBP, however all four papers are limited in the number of LBP variants reviewed, in the extent of experimental evaluation, and a common disadvantage of these works is that they did not provide a systematic survey or grouping of existing LBP techniques:
1. The work of Fernandez et al. [23] seeks to build a general framework for texture analysis which the authors refer to as the histograms of equivalent patterns (HEP), which includes only a subset of LBP features. Most of the LBP features are implemented and experimentally evaluated in a very basic form, such as a 3 Â 3 neighborhood. Furthermore, although the authors used eleven texture datasets, with the exception of UIUC all of the other datasets have very small intraclass variations, are small, and have appeared only in [23] , greatly limiting the usefulness of the results. 2. Huang et al. [22] presented a review of the LBP variants in the application area of facial image analysis. However, half of the work is devoted to feature selection after LBP, and there is no experimental study of the LBP methods themselves. 3. The aim of the task-specific work of Nanni et al. [24] is to examine the performance of LBP features in a fairly specific and narrow application, that of classifying cell and tissue images, and then to try to find a fusion approach which works well for classification. The paper [24] is a short paper, not a survey. 4. Doshi and Schaefer [8] conducted a comparative study of LBP variants for the problem of texture retrieval, using a texture dataset which has a large number of a texture classes, but only limited intraclass variations. They concluded that almost all LBP methods significantly outperform other texture methods including cooccurrence and Gabor features. The paper [8] is a four-page conference paper, not a survey.
To the best of our knowledge there is no large scale experimental evaluation available in the literature studying LBP variants and their invariance to rotation, illumination and scale, robustness to noise and computational complexity.
Contributions
In recent years, LBP and its variants have led to significant progress in applying texture methods to different applications; due to this progress the division between texture descriptors and more generic image or video descriptors has been disappearing. We note that no extensive evaluation of various LBP variants has been performed, and the primary aim of this paper is to provide such a comparative study. In this paper, we will present a comprehensive survey of LBP features for 2D textures, including recent variations and applications to problems in image processing and computer vision. We undertake an experimental comparative study of the classification performance of LBP features applied to large scale benchmark texture databases. The major contributions of our work are summarized as follows:
1. We will provide an LBP taxonomy, grouping the LBP features into categories to offer an appreciation of the diverse approaches, an overview particularly helpful to new researchers seeking a high-level perspective. 2. We will undertake a comprehensive study concerning the motivations, characteristics of, and connections between LBP variants. 3. For experimental evaluation, we restrict ourselves to the original application of LBP: texture classification. We provide a comprehensive experimental study, evaluating the multi-scale versions of LBP features and their robustness to rotation, illumination, view point, scale and noise changes and their computational complexity. 4. We will study the performance of forty texture features including thirty two representative LBP features and eight recent deep convolutional network based features, using thirteen texture databases with varying levels of difficulty, as listed in Table 2. To our best knowledge, we are the first to perform such a large scale experimental evaluation, with most previously reported work considering datasets of only a small or medium number of different classes. In addition to experimenting with smaller, well-established datasets, we also compare the chosen LBP features on a very large dataset with about 300 texture classes. Robustness will be examined against noise types including Gaussian noise, image blur, salt and pepper, and random pixel corruption.
We believe the experimental work presented in this paper has significant insights to offer to the research community.
A taxonomy of LBP methods
Generally, most existing LBP-like feature extraction methods can be decomposed into the steps summarized in Fig. 1 , where the actual sequence of steps taken clearly depends on the particular LBP method. As illustrated in Fig. 1 , the original LBP approach had no preprocessing step and the LBP feature is extracted directly from the image. The local neighborhood structure is simply a set of pixels taken from a square neighborhood of 3 Â 3 pixels, compared (thresholded) against the value of the central pixel, from which a binary vector of 8 bits is extracted.
Although the original LBP method had significant limitations, because of its efficiency and flexibility the overall LBP-like philosophy has proven very popular, and a great many extensions and modifications have been proposed to improve robustness and discriminative power. Because of the overwhelming proliferation of methods, some sort of organizational structure is needed. That is, in order to support an informed comparison of existing LBP methods, we develop in this section a taxonomy for LBP variants.
Of the steps in Fig. 1 , Preprocessing and Feature selection and learning are problem-specific, in that they depend strongly on the statistics or characteristics of the problem at hand, and do not so much lead to novel LBP strategies. The six classes of our taxonomy are thus based on the observation that LBP variants generally perform some subset of the following six steps:
1. Traditional LBP: The classic, fundamental LBP approach. 2. Neighborhood topology and sampling: Pixels or pixel patterns with some neighborhood topology, sampled to form local feature vectors. 3. Thresholding and quantization: Binarization, or possibly quantization to multiple levels, on the basis of some threshold. 4. Encoding and regrouping: A definition of groups of patterns, to be combined, to improve distinctiveness. 5. Combining complementary features: A current trend in local image and video descriptors is to combine multiple complementary LBP-like descriptors, or to combine LBP-like with non-LBP. 6. Methods inspired by LBP: Further LBP-related strategies.
In this section different LBP variants are classified into such categories that describe their roles in feature extraction. Some of the variants could belong to more than one category, but in such cases only the most obvious category was chosen. A summary of the variants with method name abbreviations is presented in Tables 8 and 9 . The purpose of this taxonomy is to reveal the underlying relationship among different LBP variants and to quickly understand the big picture. Our goal is to enable the reader to understand the context of a particular methodology's development, to comprehend the advantages and disadvantages, and as an organizational basis for the experimental tests.
Class 1: traditional LBP
The original LBP firstly appeared in [25] in 1994 and then in [26] , that LBP began to attract broad interest of the research community. The original LBP characterizes the spatial structure of a local image texture pattern by thresholding a 3 Â 3 square neighborhood with the value of the center pixel and considering only the sign information to form a local binary pattern.
As illustrated in Fig. 2 , given an image pixel c, the LBP pattern at c is computed by comparing the pixel's gray value g c with the gray values of its p neighbors { } = − g n n p 0 1 that are evenly distributed in angle on a circle of radius r centered at c:
In practice the neighboring pixels are sampled on a circle, such that the gray values of neighbors which do not fall exactly in the center of pixels are estimated by interpolation. 
p is the number of LBP patterns. By altering r and p, one can compute LBP features for any quantization of the angular space and for any spatial resolution. The distinctive advantages of LBP are its ease of implementation, invariance to monotonic illumination changes, and low computational complexity.
Despite these merits, the original LBP has significant disadvantages:
(1) Producing rather long histograms, overwhelmingly large even for small neighborhoods, leading to decreased distinctiveness and large storage requirements. (2) Capturing only the very local structure of the texture and failing to detect large-scale textural structures. and coarse quantization and only the signs of differences of neighboring pixels are utilized. To address these limitations, the traditional fundamental LBP strategy led to three early generalizations: 
where function
, performs a circular i-step bit-wise right shift on the pattern binary string x, i times. Keeping only those rotationally-unique patterns leads to a significant reduction in feature dimensionality, however the number of codes in LBP r p ri , still increases rapidly with p.
2. Uniform LBP: Ojala et al. in [2] observed that some LBP patterns occur more frequently than others, therefore the uniform LBP LBP r p u , 2 preserves only the uniform patterns and groups all information contained in the nonuniform patterns. In particular, the uniformity measure [3, [28] [29] [30] , who argue that uniform LBPs extracted from some images containing high curvature edges, crossing boundaries or corners are not necessarily the dominant patterns. The many extensions and modifications of LBP, discussed in the following sections, build upon the fundamental LBP strategy, seeking to increase robustness, to improve discriminative power, and to avoid the disadvantages of the traditional LBP methods.
Class 2: neighborhood topology and sampling
The traditional LBP method identifies a neighborhood as a set of pixels on a circular ring. To be sure, a great many neighborhood topologies can and have been defined, where Fig. 5 offers a visual illustration of the bewildering variety. We subdivide the topologies into three subcategories: 
Exploiting anisotropic information
A circular neighborhood is important, particularly for rotation invariance, however there are some applications, such as face recognition, where rotation invariance is not required and anisotropic information may have value.
The most basic anisotropic topologies are circular-like, such as elliptical neighborhoods in Elliptical Binary Patterns (EBP) [31] , also generalized in [9] to parabolic, hyperbolic, and spiral neighborhood topologies.
Very different topologies were introduced in the Local Line Binary Pattern (LLBP) [32] , which uses lines in vertical and horizontal directions for LBP computations, further generalized in the Local Quantized Pattern (LQP) [33, 34] , which makes use of vector quantization and lookup tables to allow local pattern features to have a larger or deeper neighborhood and more quantization levels. By allowing larger local neighborhoods, LQP is expected to provide an increase in discriminative power. However, the number of different LBP patterns increases exponentially with the size of the spatial support of the pattern and the number of quantization levels.
Local differences or magnitudes
The standard LBP encoding rule thresholds all neighboring pixel values against the single, central pixel. This thresholding offers an encoding of a neighborhood with regard to its central value, but all relations between pixels in the neighborhood are lost. Therefore a class of methods has been proposed to generate LBP codes based on simple local differences or magnitudes among neighbors.
Most fundamental was the idea [35] to decompose local differences into two complementary components: the signs and the magnitudes, corresponding to operators CLBP_S and CLBP_M, respectively. CLBP_S is therefore the same as the original LBP, and CLBP_M offers local contrast (variance) information.
Local difference information was proposed in [36] , measuring differences radially (RDLBP) and angularly (ADLBP), as illustrated in Fig. 5(h, i) . Related to ADLBP in taking angular differences are the CSLBP [6, 37] [39] is similar, but is based on second-order derivatives in the circular direction.
Although the literature gives the impression that the angular-LBP family has been studied more intensively than radial differences, from [36] the RDLBP is far more effective than ADLBP for texture classification.
Two further related methods include the Geometric LBP (GLBP) [40] and the Local Derivative Patterns (LDP) [41] . Rather than dense local neighborhoods, the GLBP explores intensity changes on oriented neighborhoods, meaning a geometry of points on circles with different radii; the neighborhood topology of multiscale RDLBP and multi-orientation GLBP are nearly the same, the difference lies in the subset of radial differences they choose to generate an LBP code. The LDP is a general framework to encode directional pattern features based on local derivative variations, such that the (n)th-order LDP compares the (n À 1)th-order directional derivative at the center pixel with those at neighboring pixels. LBP is essentially the first-order special case of LDP. The third-order LBP was found to be most effective in the context of recognition experiments.
Patch-based LBP methods
The traditional LBP methods and many variants are criticized for encoding only local microtexture and being unable to capture nonlocal macrotexture that may be dominant in some cases. Patch-based LBP variants aim to alleviate this problem by integrating over larger areas.
There are, to be sure, many mechanisms for introducing nonlocality, including the Local Binary Pattern Filtering (LBPF) [42] , Multiscale Block LBP (MBLBP) [43] , Three Patch LBP (TPLBP) [44] , Four Patch LBP (FPLBP) [44] , Pixel to Patch (PTP) [39] , and Patterns of Oriented Edge Magnitudes (POEM) [45] , Binary Rotation Invariant and Noise Tolerant (BRINT) [30] , and very recently Median Robust Extended LBP (MRELBP) [46] . These methods are all related, with variations on the shapes of the patches (rectangular, square or pixel arc), filtering (raw pixels or filtered values), the nature of the central comparison (single pixel, patch mean, or patch median), whether one or multiple rings of patches are used, and whether directional or gradient information is captured.
LBP has also led to local binary feature descriptors designed for image matching, including BRIEF [47] , BRISK [48] and FREAK [49] , shown in Fig. 5(v) , (w) and (x) respectively. BRIEF uses random pairwise graylevel pixel or Gaussian smoothed pixel comparisons to produce 128, 256 or 512 bit binary patch descriptors for keypoint matching. These binary descriptors provide a comparable matching performance with the widely-used region descriptors such as SIFT and SURF, but have very short extraction times and very low memory requirements, especially suitable for emerging applications using mobile devices with limited computational capabilities. Comparative evaluations of these descriptors can be found in [50] .
Class 3: thresholding and quantization
A serious drawback of the original LBP operator is that the thresholding operation directly compares pixel values, making it highly sensitive to noise. Researchers have proposed many LBP variants by changing thresholding schemes to gain noise robustness and discrimination power, falling into three categories:
1. Changes in thresholding. 2. Changes in number of quantization levels. 3. Preserving additional information.
Changes in thresholding
Instead of using only the gray value of the center pixel for thresholding, many other thresholds have been considered, including local means (NILBP [36] , ILBP [51] ), local median (MBP [52] ), and one or more shifted thresholds (TMLBP [15] , UTGLBP [53] ).
Of these methods, ILBP and MBP also code the value of the center pixel, resulting in a doubling in the number of LBP bins. Similarly, the UTGLBP applies a union of multiple TMLBP features computed with different thresholds, thus able to capture a distribution of behavior, but at a cost of a significant increase in feature dimensionality.
Changes in number of quantization levels
The pioneering approach here is the Texture Spectrum (TS) [54] [55] [56] , which actually predates LBP. TS uses an additional parameter, τ, which defines a tolerance for similarity between different gray intensities, allowing for robustness to noise, however at = 3 6561 8 bins, TS has a far higher dimensionality than = 2 256 8 of LBP.
Motivated by TS and LBP, [57] introduced a split coding scheme in order to reduce the dimensionality and proposed LTP. The pair of thresholds leads to an important strength: LTP is capable of encoding pixel similarity modulo noise using the simple rule that any two pixels within some range of intensity are considered similar.
Subsequent to [57] many LTP variants were proposed in the literature. In [9] a quinary code was proposed, with two thresholds further split into four binary codes. In [4] the SILBP was proposed to deal with gray scale intensity changes in complex backgrounds, but again at high feature dimensionality. In a related strategy, some researchers proposed to encode small pixel difference as an uncertain bit first and then to determine its value based on the other bits of the LBP code, such as the SoftLBP [58] , Fuzzy LBP (FLBP) [59] and Noise Resistant LBP (NRLBP) [60] .
Preserving additional information
FLBP and NRLBP allow multiple LBP patterns to be generated at one pixel position, but at considerably increased computational cost. As a result, the NRLBP [60] was proposed as a lower-complexity improvement on FLBP. In NRLBP, only the uniform patterns are with a simplified contribution weight, which allows the complex method of FLBP to be replaced with a lookup table. Similarly the Robust LBP (RLBP) [61] , similar to FLBP, is based directly on the original LBP, inspecting consecutive three-bit substrings in nonuniform patterns, but at a risk of mapping natural nonuniform patterns to uniform ones.
Extended LBP (ELBP) presented in [62, 63] generates multiple LBP codes at a pixel position in a different way. The ELBP operator not only encodes the sign information between the central pixel and its neighbors, but also encodes the magnitudes using some additional binary units in an interesting way. The Improved Local Ternary Pattern (ILTP) [10] combines ILBP and LTP in that the LTP code is split into positive and negative ILBP codes.
Class 4: encoding and regrouping
The original LBP operator produces rather long histograms of 2 p distinct patterns, overwhelmingly large even for small neighborhoods, leading to poor discriminative power and large storage requirements. It is clear that not all local patterns are meaningful for modeling the characteristics of textures or other images, thus researchers have attempted to obtain more discriminative, robust and compact features by identifying the most informative pattern groups according some criteria:
1. Heuristic groupings. 2. Cooccurrence groupings. 3. Learning strategies.
Heuristically grouping LBPs into classes
The goal here is to attempt to develop a different grouping scheme to regroup all LBP patterns to improve on the traditional descriptors. Figs. 3 and 4 visually contrast the grouping behavior for a number of methods. SULBP [64] , CULBP [65, 66] and sLBP [67] , all illustrated in Fig. 3 , share the common idea in regrouping the uniform LBPs to obtain lower feature dimensionality and higher discriminative ability than LBP r p u , 2 . Thus SULBP asserts that uniform patterns representing "edge" and "corner" occur more frequently in face images than those representing "line end" and are more discriminative, CULBP 1 is designed to be robust to inverted changes of the background and foreground intensities [65, 66] for object detection, and sLBP [67] groups the uniform patterns with similar arch length (number of consecutive 1s) and close orientations together. NTLBP [29] , SLBP [68] , LBC [69] , NLBP [70] , RSCILBP [71] , NELBP [28] , HLBP [72] and scLBP_S [73] are closely related LBP variants which are designed to make better use of the nonuniform patterns instead of discarding them, with illustrations given in Fig. 4 . The groups in scLBP_S are highly similar to those in LBP r p ri , [73] . Similar to scLBP_S, scLBP_M, which is derived from CLBP_M [35] , was also proposed in [73] .
Cooccurrence of LBPs
The use of cooccurrences of LBP (CoLBP) patterns is borrowed from Gray Level Cooccurrence Matrices (GLCM) [74] . The general idea is to consider the joint probability of pairs of LBPs at certain relative displacements. Applying GLCM on LBP r p u , 2 and LBP r p riu , 2 results in UU-CoLBP and RURU-CoLBP [75, 76] respectively. Traditional methods for making the GLCM matrix rotation invariant can be applied to CoLBP, such as summing multiple CoLBP over orientation. However, there is an essential difference between applying GLCM to image gray values and to LBP codes; in particular, unlike a gray value, an LBP pattern has spatial structure and orientation. Researchers have thus proposed methods to achieve rotation invariance either at the local feature level or at the cooccurrence level, or both. The key for the computation of rotation invariant at the cooccurrence level is to construct a rotation invariant coordinate system for each pair of LBP patterns.
PRICoLBP [75, 76] was proposed to achieve global rotation invariance based on RUU-RICoLBP by sampling the neighboring point along the unit gradient direction or the unit normal direction at the center point. The method was further extended PRICoLBP g to multi-scale and multi-orientation analysis by sampling multiple neighboring points along the gradient direction and norm direction at the center pixel, but resulting in a fairly high dimension feature. Instead of considering cooccurrences of LBPs at different locations, some strategies seek to encode the pairwise information of LBPs at the same location but from different scales, such as MDLBP [77] , MSJLBP [78] and HMSLBP [79] .
Learning discriminative LBPs
With similar motivations as the heuristically designed LBP variants (Section 2.4.1), researchers seek to learn the most reliable and discriminative dominant patterns; representative work along this line includes DLBP [3] , disLBP [80] , LDRICoLBP [81] and ABLBP [82] .
DLBP [3] makes use of the most frequently occurring LBP patterns and discards those rarely occurring ones by examining the occurrence frequencies of the rotation invariant LBP groups. disLBP [80] improves on DLBP by considering the intra-class similarity and inter-class distance during learning. Following DLBP and disLBP, LDRICoLBP [81] learns cooccurrencing LBP patterns by using similar learning schemes. ABLBP [82] uses AdaBoost to select the most discriminative LBP pattern groups.
Discussion
The dimensionality of the LBP variants in this subcategory is compared in Table 1 . All heuristically designed methods (except for RSCILBP) (Section 2.4.1), have fairly low feature dimensionality, which is advantageous when generalizing to multiscale analysis and does not increase the computational complexity over traditional LBP methods. In contrast, the cooccurrence LBP methods attempt to increase discriminative power by including spatial cooccurrence information. However, their feature dimensionality is increased considerably, limiting the number of neighbors to be at most eight for multiscale analysis. The learning based methods in Section 2.4.3 have moderate feature dimensionality, however they require a pre-training step.
Class 5: combining with complementary features
There has been quite a few new effective local image and video descriptors proposed by combining the strengths of complementary descriptors. Methods along this thread can be further divided into three subcategories: (1) Preprocess the input image prior to LBP type feature extraction, mostly using filtering techniques; (2) Combining multiple LBP type descriptors to obtain a more powerful one; (3) First extracting LBP type features and other non-LBP type features in the parallel way, and then fusing two kinds of features: 
Preprocessing
The most widely used preprocessing method before LBP computation is Gabor filtering. This is because Gabor filtering and LBP provide complementary information: LBP captures small and fine details, while Gabor filters encode appearance information over a broader range of scales. The pioneering work is LGBP [83] . It filters an image with multi-scale and multi-orientation Gabor filters and then extracts LBP features from Gabor magnitude images. Disadvantages of LGBP includes its high dimensionality and the extra computation burden introduced by filtering. Following LGBP, Gabor preprocessing has also been coupled with other LBP variants to further boost recognition performance, such as LDP [41] and LQP [33, 34] .
Zhang et al. [84] proposed LEP for texture classification, where multi-scale and multi-orientation Gaussian-like second-order derivative filters are used to filter the original image. Different from LGBP where each filter response map is converted to one LBP feature map, the filter responses from the same scale but across all orientations are used to generate a LBP type feature map. LEP encodes the relationship among different feature channels using N-nary coding scheme instead of binary coding scheme. A downside of LEP is that it requires pretraining. Similar to LEP, BSIF [85] describes each pixel's neighborhood by a binary code which is obtained by first convolving the image with a set of linear filters and then binarizing the filter responses. The bits in the code string correspond to binarized responses of different filters. However, BSIF learns the filters by utilizing statistics of natural images instead of a manually predefined set of filters. Qian et al. [86] proposed first to transform an image into spatial pyramid domain and then to compute the traditional LBP descriptors, and named their method as Pyramid LBP (PLBP). Galoogahi and Sim [87] introduced LRBP where radon transform is used to preprocess an image before LBP computation.
Li et al. [88] 
Combining multiple LBP-like codes
Guo et al. [35] was the first tocombine multiple LBP type features 2 and proposed CLBP to combine CLBP_S, CLBP_M and CLBP_C. The image local differences between a center pixel and its neighbors are decomposed into two complementary components: the signs and the magnitudes and thus two operators CLBP_S and CLBP_M were proposed. The magnitude component provides an effective alternative for the complementary contrast measure of LBP. As well, the center pixels representing the image gray level were also regarded to have discriminative information and they are converted into a binary code by global thresholding, resulting in the CLBP_C feature. CLBP is actually motivated by the earlier ELBP method [63] . The CMLBP [91] is closely related to the CLBP descriptor. Unlike CLBP where two separate LBP type patterns CLBP_S and CLBP_M were proposed, CMLBP used two bits for each neighbor in order to represent the sign as well as the magnitude information, resulting a 2p-bit code to the center pixel with p neighbors. In order to reduce feature dimensionality, the CMLBP pattern is split into two subpatterns. The CLBC approach [69] is highly similar to CLBP, but with a different binary patterns regrouping scheme (i.e. the scheme shown in Fig. 4(d) ). Guo et al. [80] combined CLBP and disLBP to introduce disCLBP. Later on, among their individual LBP like descriptors including NILBP, RDLBP, ADLBP and CILBP (CILBP is the same as CLBP_C) which have also been discussed in Section 2.3, Liu et al. [36] found that CINIRD, which is the joint distribution of NILBP, RDLBP and CILBP, turned out to be very discriminative.
CLBP, CLBC and CINIRD are highly sensitive to image noise, high in dimensionality and being too local. To overcome these shortcomings, Liu et al. recently proposed BRINT [30] and MRELBP [46] . BRINT combines three individual descriptors BRINT_S, BRINT_M and BRINT_C. Unlike CLBP and CINIRD where only rotation invariant uniform patterns are considered, BRINT uses all the rotation invariant patterns to avoid the risk of the uniform patterns not taking the dominant proportion. In BRINT, pixels are sampled in a circular neighborhood, but keeping the number of bins in a single-scale LBP histogram constant and small, such that arbitrarily large circular neighborhoods can be sampled and compactly encoded over a number of scales. BRINT can extract features from a number of scales with low feature dimensionality. Moreover, BRINT was showed to be robust to noise. In order to encapsulate microtexture and macrotexture information at the same time and further to enhance the discriminative power and noise robustness, Liu et al. [46] presented MRELBP to combine MRELBP_NI, MRELBP_RD and MRELBP_CI. Although MRELBP was derived based on CINIRD, it outperformed CINIRD significantly, especially in random noise corrupted situations. Moreover, MRELBP has much lower feature dimensionality than other methods in this subcategory. Ryu [73] developed a method to represent a local binary pattern as a feature vector in Euclidean space by sorting numbers of consecutive patterns. Ryu et al. [73] applied the idea to CLBP_S and CLBP_M, resulting three new LBP type features scLBP_S, scLBP_M þ and scLBP_M À (CLBP_M was separated into two features) which was concatenated into a single feature vector named scLBP. Subsequently, Ryu [73] introduced dictionary learning of scLBP based on kd-tree which separates data with a space partitioning strategy. Guo et al. [92] proposed SSLBP with the aim of addressing scale variation for texture classification. In SSLBP, a scale space of a texture image is firstly derived by a Gaussian filter; Then a histogram of prelearned dominant binary patterns is built for each image in the scale space; Finally, for each pattern, the maximal frequency among different scales is considered as the scale invariant feature. Essentially, SSLBP combines the ideas of DLBP [3] and CLBP (CLBP_CS and CLBP_CM) [35] to learn the dominant binary patterns.
Combining LBP and other features
From the very beginning the original LBP operator was designed as a complementary measure of local image contrast, and the joint histogram of the two complementary features, namely LBP/VAR, was proposed for rotation invariant texture classification [2] . However, the value of VAR is continuous so that a quantization step is needed to calculate the histogram.
Ahonen et al. [93] proposed LBP Histogram Fourier features (LBPHF) to achieve rotation invariance globally by combining LBP and Discrete Fourier transform (DFT). LBPHF is derived by first computing a uniform LBP histogram over the whole image, and then constructing rotationally invariant features from the DFT transform of the histogram. Later in [94] , LBPHF is combined with the CLBP_S and CLBP_M descriptors [35] to further improve its distinctiveness.
Guo et al. [89] proposed LBPV to incorporate the local contrast information into the LBP histogram by utilizing the variance VAR as a locally adaptive weight to adjust the contribution of each LBP code. LBPV avoids the pretraining step for VAR quantization used in [2] . Likewise, Guo et al. [89] also obtained rotation invariance globally. They estimate the principal orientation of an image from the uniform LBP histogram and then use the estimated principle orientation to align the LBPV features. This raises two issues. For one, it is unstable and inaccurate to estimate the dominant orientation of a texture image since lots of texture images do not have an obvious principle orientation. For another, their proposed global matching procedure have to handle high dimensional feature. Arguing that local variance feature VAR is an isotropic measurement and fails to capture orientation information in textures, Guo et al. developed ALBP [95] by incorporating the directional statistical features (i.e. the mean and standard deviation of the local absolute differences) for rotation invariant texture classification. In addition, the least square estimation is used to adaptively minimize the local difference for more stable directional statistical features. Similar to LBPV [89] , DRLBP [14] is proposed to combine LBP and gradient magnitude information. Instead of considering the LBP code frequencies, the pixel gradient magnitude is used as a weight to be assigned to each code which is then voted into the bin that represents the code. DRLBP is formulated by concatenating two histogram vectors: the difference histogram which is the absolute difference between the bins of an LBP code and its complement and the sum histogram which is the sum of the bins of an LBP code and its complement. It is hoped that DRLBP can solve the problem of discrimination between a bright object against a dark background and vice versa inherent in LBP. Satpathy et al. [14] also extend the idea of DRLBP to LTP and proposed DRLTP approach.
In addition to applying LBP to Gabor filtered face images [83] , the fuse of LBP variants and Gabor features has also been explored, with applications in texture classification [3] and face recognition [57] . Khellah [96] proposed DNS and combined it with LBP for texture classification, claiming noise robustness. Wang et al. [97] combined Histogram of Gradients (HOG) with LBP, performing very well in human detection with partial occlusion handling. In addition to HOG and LBP, Hussain and Triggs [98] used LTP. Klare and Jain [99] exploited the combination of LBP and SIFT for heterogeneous face recognition. Chan et al. [100] fused LBP and LPQ for face recognition with robustness to image degradation caused by illumination variations and blurring. Combining ideas from Haar and LBP features have given excellent results in accurate and illumination invariant face detection [101] .
Class 6: other methods inspired by LBP
LBP has inspired the development of related local image descriptors, including LPQ [102, 103] , WLD [104] , HGPP [105] , LHS [106] , LFD [107, 108] and DFD [109] .
LPQ [102] is generated by quantizing the Fourier transform phase in local neighborhoods, such that histograms of LPQ labels computed within local regions are used as a texture descriptor similar to LBP. LPQ is, by design, tolerant to most common types of image blurs. A rotation invariant extension of LPQ (denoted as RILPQ) has also been presented [103] . WLD [104] is designed based on the fact that human perception of a pattern depends not only on the change of a stimulus but also on the original intensity of the stimulus. WLD [104] is a 2D histogram of differential excitation and gradient orientation, where the differential excitation reflects the ratio between the relative intensity differences of a center pixel against its neighbors and the intensity of the center pixel itself. WLD demonstrated good results on texture classification and face detection.
In HGPP [105] , an image is first convolved with 40 Gabor filters at five different scales and eight orientations. Then the Gabor phase information is encoded for 90 "images" (five real Global Gabor Phase Patterns (GGPPs), five imaginary GGPPs, 40 real Local Gabor Phase Patterns (LGPPs), and 40 imaginary LGPPs), with the same size as the original image. Due to the richer information from this additional Gabor filtering stage, HGPP improve face recognition performance when compared with the original LBP method. However, the Gabor filtering step black introduces a heavy computational burden. It is not suitable for real-time applications due to its extremely high dimensionality.
Lategahn et al. [110] applied a filter bank to transform a texture image into multidimensional filter response space and subsequently estimated the joint probability density functions of the filter responses by Gaussian mixture models (GMM). Two types of filter banks, i.e. the oriented difference filters of the LBP method [111] and wavelet frame transform filter bank, were considered. This method avoids the crude quantization errors of LBP. Motivated by the idea of Fisher Vector [112] , Sharma et al. [106] proposed Local Higher-Order Statistics (LHS) of oriented difference filter responses of the LBP method [111] for image description. Like the method proposed by [110] , the LHS requires neither any user specified quantization of the feature space nor any heuristics for discarding low occupancy volumes of the space. Experiments with texture and face databases demonstrate good performance.
Motivated by LBP, Maani et al. [107, 108] proposed Local Frequency Descriptor (LFD) for texture classification. The LFD descriptor [107, 108] is based on the local frequency components that are computed by applying 1D Fourier transform on the neighboring pixels on a circle centered at each pixel. The low frequency components are kept since they are the major constituents of the circular neighbors and can effectively represent textures. Then three sets of features are extracted from the low frequency components, two based on the phase and one based on the magnitude. LFD is invariant to rotation and linear changes of illumination. Maani et al. [113] also extend the idea of LFD and proposed Robust Edge Aware Descriptor (READ) for image matching. The recent DFD descriptor learns the most discriminating local features, computing the difference vectors between the center patch and each of its neighboring patches to form a pixel difference matrix, which is then projected and re-grouped to form the discriminant pattern vector. A standard bag of words model [16, 114] is applied for face representation. The DFD descriptor performs well in face identification and verification, however it involves a number of parameters, has high dimensionality, a time consuming training process, and high training data needs.
Experiments

Evaluated LBP variants
Because no extensive evaluation has been performed on a great number of LBP variants, this paper aims to provide such a comparative study. We evaluated the 30 LBP methods shown in Table 7 (also bolded in Tables 8 and 9 ) on 13 datasets. We use the original source code if it is publicly available, and for the remainder we have developed our own implementation. To ensure fair comparisons, the parameters of each LBP method are fixed across all the datasets, since it is difficult and undesirable to tune the parameters of each LBP method for each evaluation. In most cases we use the default parameters suggested in the original papers.
For most of the tested methods, multiscale variations had been proposed in the original work, but usually limited to three scales. Since the spatial support of a texture descriptor influences its classification performance, for fair comparison we implemented multiscale and rotational invariant formulations of each LBP method up to nine scales, following the multiscale analysis approach proposed by Ojala et al. [2] , representing a texture image by concatenating histograms from multiple scales.
Evaluated non-LBP deep learning approaches
FV-CNN: Deep convolutional neural networks (CNN) have demonstrated their power as a universal representation for recognition. However, global CNN activations lack geometric invariance, which limits their robustness for recognizing highly variable images. Cimpoi et al. [115] propose an effective texture descriptor FV-CNN, obtained by first extracting CNN features from convolutional layers for an texture image at multiple scale levels, and then performing orderless Fisher Vector pooling of these features.
ScatNet: Despite significant progress, there is still little insight into the internal operation and behavior of deep CNN models. Arguably one instance that has led to a clear mathematical justification is the multistage architectures of ConvNet [115, 116] , and specifically in the wavelet convolutional scattering network (ScatNet) [117, 118] where the convolutional filters are predefined as wavelets, hence no learning process is needed. ScatNet has been extended to achieve rotation and scale invariance [119] .
PCANet and RandNet: Motivated by ScatNet, Chan et al. [120] proposed a simple deep learning network, PCANet, based on cascaded/multistage principal component analysis (PCA), binary hashing, and histogram pooling. The authors also introduced RandNet, a simple variation of PCANet, which shares the same topology as PCANet, but in which the cascaded filters are randomly selected, not learned.
Image data and experimental setup
We conducted experiments on the thirteen texture datasets shown in Table 2 , including three very large datasets with 294 texture classes. These datasets are derived from the six most commonly used texture sources: Outex [21] , CUReT [18] , Brodatz [121] , UIUC [16] , UMD [17] and KTHTIPS2b [19] . The experimental setup on the three test suites Outex_TC10, Outex_TC12_000 and Outex_TC12_001, which were designated by Ojala et al. [2] for rotation and illumination invariant texture classification, was kept exactly the same as [2] .
For large-scale texture classification, we created Outex_TC40_A, Outex_TC40_B and Outex_TC40_C following a similar way in Ojala et al. [2] . Each dataset contains 294 texture classes, with training data acquired under illuminant "inca" and rotations 0°, 30°, 45°and 60°, and tested with rotations 5°, 10°, 15°, 75°and 90°. The test images in A are from illumination "inca", the same as the training images, and thus simpler than datasets B and C, with testing data from illumination types "Horizon" and "TL84", respectively.
For CUReT, we use the same subset of images as in [18, 122] . For Brodatz [121] we use the same dataset as [16, 123, 68] . The BrodatzRot dataset is generated from Brodatz by rotating each sample at a random angle, helping to test rotation invariance. The challenging UIUC dataset [16] contains images with strong scale, rotation and viewpoint changes in uncontrolled illumination environment. The UMD dataset [17] is similar to UIUC with higher resolution images but exhibits less nonrigid deformations and stronger illumination changes. Each image in the KTHTIPS2b [19] is obtained with 3 viewing angles, 4 illuminants, and 9 different scales. The ALOT dataset [20] consists of 250 classes each of which has100 images. ALOT is challenging as it represents a significantly larger number of classes (250) compared to UIUC and UMD (25) and has very strong illumination change (8 levels of illumination). The viewpoint change is however less dramatic compared to UIUC and UMD.
To evaluate the robustness with respect to random noise, we considered Gaussian noise, image blurring, salt-and-pepper noise, and random pixel corruption, the same noise types tested in [124] . We use only the noise-free texture images for training and test on the noisy data, as summarized in Table 2 . The test suites are based on Outex_TC11n and Outex_TC23n, which have 24 and 68 texture classes, respectively. The noise parameters include Gaussian noise standard deviation s, Gaussian blur standard deviation s, Salt-andPepper noise density ρ, and pixel corruption density υ.
We resize images in UIUC, UMD and ALOT to obtain lower resolution, as shown in Table 2 . Each texture sample is preprocessed, normalized to zero mean and unit standard deviation. For CUReT Brodatz, BrodatzRot, UIUC, UMD and ALOT, half of the class samples were selected at random for training and the remaining half for testing, and all results are reported over 100 random partitionings of training and testing sets. For KTHTIPS2b, we follow the training and testing scheme of [125] : training on three samples and testing on the remainder. There have been some proposals to use more sophisticated classifiers, such as, support vector machines (SVM), SVM ensembles, decision trees, random forests, for categorizing material surfaces based upon the observed textural features. However, in this work, our focus was on the distinctiveness and robustness of various LBP variants, rather than on the impact of the classifier. Therefore, we limit our study to using the nearest neighbor classifier (NNC) and keep the other components as similar as possible. For ScatNet, we used the same feature presented in [117] . For PCANet and RandNet, we used the parameter settings suggested for texture classification in [120] .
Results
MultiScale analysis
In the milestone work by Ojala et al. [2] , it showed that multiscale LBP r p riu , 2 generally improved the performance. They also found that rotation invariance is hampered by the crude quantization of the angular space provided by the neighbor set of eight pixels (p ¼8) on radius r, and suggested to use a larger p since the quantization of the angular space is defined by°p 360 / . (3, 24) for realizing the LBP operators, which has been followed by many latter researchers. However, there is no guarantee that the combination of the three scales (i.e. (1, 8) , (2, 16) and (3, 24) with spatial support area of size 7 Â 7) produces the optimal operator for texture classification. Features calculated in a local 7 Â 7 neighborhood cannot capture large-scale structures that may be the dominant features of some textures. The operator is not very robust against local changes in the texture, caused for example by varying viewpoints or illumination directions. It is interesting to explore a larger spatial support area for various LBP variants beyond three scales. Therefore, in our experiments, we implemented up to nine scales for most of the LBP variants if possible. The setting of the (r,p) parameters, with computational efficiency reasons taken into consideration, are summarized in Table 7 . Most LBP variants adopt "Scheme 1". The reasons for some methods using a different scheme for (r,p) are mainly due to computational expense. For example, in the case of FLBP and NRLBP, the number of neighboring pixels p is constantly set to 8 for any radius r since FLBP is very time consuming at the feature extraction stage even with p ¼8 and NRLBP requires a memory consuming lookup table of size 3 p . Table 3 presents the results for all LBP methods as a function of neighborhood size. In Table 3 , there is a general trend that the classification performance increases with the neighborhood size (i.e. the number of scales) and then levels off, except the BSIF method whose performance decreases with the neighborhood size. It is apparent that integrating LBP features at different scales leads to improvement of performance. For most LBP methods, the best performance is achieved with a neighborhood size larger than 7 Â 7. Keep in mind that in the LBP literature, usually only three scales with neighborhood size 7 Â 7 is considered. For some methods such as LBP ri , FLBP riu2 and NRLBP riu2 , the performance first increases and then decreases with neighborhood size. This indicates that the performance is hampered by the crude quantization of the angular space provided by the neighbor set of eight pixels (p ¼8) on large radius. We would like to mention that, the comparative study done by Fernández et al. [127] In the C5 category (Combining LBP with other complementary features), generally we can still observe performance improvement with the increase of number of scales used. However, the improvement is less significant compared with the single type LBP methods (i.e. methods in C1 and C2). This is more noticeable on the Outex_TC12 dataset. Note that in the C5 category, the CINIRD method is an exception, since its highest score is achieved with three scales. Based on the results in Table 3 , in our following experiments we use the neighborhood size which gives the average highest score for each LBP method.
In summary, we can observe a general trend of performance increase with neighborhood size, with most LBP methods achieving a best performance beyond three scales, clearly indicating the necessity of using larger areas of spatial support for LBP feature extraction.
Global view of the obtained results
The main results for the selected LBP variants and recent deep convolutional network based features are summarized in Table 4 , including a comprehensive evaluation of forty features (thirty two LBP type features and eight non-LBP features) on thirteen popular datasets with varying difficulty, computation complexity comparison (including feature extraction time and feature dimensionality), with detailed noise robustness evaluation presented in Tables 5 and 6 .
Based on the results in Part I of Table 4 , we can make the following observations:
The highest classification accuracies are given by the methods in C5 (combining LBP with other complementary features) family, but they have as their main drawback that they have higher dimensionality and require more computation time in general.
The best method in terms of accuracy is SSLBP [92] which gives top 5 classification accuracies on eight datasets. 3 The second best method is MRELBP [46] which give top 5 classification accuracies on seven datasets. Then come methods CLBP [35] and CINIRD [36] , which give top 5 classification accuracies on six datasets.
The best method considering the trade off between classification accuracy and computational complexity is MRELBP [46] . The feature dimensionality of SSLBP is much higher than that of MRELBP. Although the feature extraction in SSLBP is faster than MRELBP, SSLBP requires a fairly slow extra training stage. It is noteworthy that SSLBP (91.31%) significantly outperformed the rest methods on the large scale database Outex_TC40_BC. The reason may be that it learns dominant patterns across multiscale Gaussian scale space. Parallel to MRELBP in [46] , GRELBP (Gaussian RELBP) was also proposed. GRELBP achieves 86.11% on Outex_TC40_BC, much higher than MRELBP. Moreover, SSLBP needs enough data for training in order to obtain good performance, and lack of enough training data could decrease its performance, such as Brodatz.
Among the individual (not combined) features, the best performing LBP variant in terms of accuracy is LTP, then followed by LoQP and MDLBP. However, the disadvantage of LTP and LoQP being no longer strictly invariant to gray level transformations is more noticeable when dealing with large scale datasets with illumination changes. evidenced by the good performance of methods including SSLBP, MRELBP, CLBP and CINIRD.
Rotation and gray scale invariance
Outex_TC10 and BrodatzRot are two datasets designed for the evaluation of rotation invariance properties. In Outex_TC10, training is done with just one rotation angle and testing with samples of other eight different rotation angles, which allows a more conclusive analysis of the rotation invariance. Each image in BrodatzRot has a random rotation angle. The Brodatz dataset has no rotation variations. From the results on the three datasets in Table 4 , we can observe that BSIF gives the best result on Brodatz, but is significantly inferior to all other methods on Outex_TC10 and BrodatzRot. This shows that BSIF feature is discriminative but lack of rotation invariance. LEP and LBP ri are lack of distinctiveness as well as rotation invariance. Although PRICoLBP and MSJLBP are designed to encode rotation invariance at the cooccurrence level, they produce worse performance on Outex_TC10 and BrodatzRot than LBP riu2 . Note that, unlike most other LBP variants,
PD2 , LBPHF and CLBPHF are designed to achieve rotation invariance globally rather than locally, we can observe that the global invariance scheme used in LBPHF and CLBPHF is more effective than that developed in LBPV GM . In terms of rotation and gray scale invariance, SSLBP, MRELBP and BRINT have to be emphasized by comparing their results on Outex_TC12 and Outex_TC40_BC. The performance of CINIRD and CLBP on small Outex_TC12 dataset is fairly close to that of MRELBP and SSLBP, but much worse on large Outex_TC40_BC dataset (even worse than that of LBP riu2 ). LBP /VAR riu2 and LBPV riu2 show the opposite behavior, performing well on large dataset though not so well on small dataset.
Results on datasets with complex variations
From the results achieved on CUReT, UMD and UIUC in Table 4 , we can see that the UIUC dataset is much more challenging for most of the LBP methods tested. Eighteen methods produce a Table 5 Classification scores (%) for various methods on Outex_TC11n, Outex_TC11b, Outex_TC23n and Outex_TC23b. The testing images in Outex_TC11n and Outex_TC23n were added with additive Gaussian noise with standard deviation σ = 5. For Outex_TC11b and Outex_TC23b, the testing images were artificially blurred using Gaussian PSF with standard deviation s. "C7" represents the class of deep convolutional network based features.
Robust to
Gaussian noise Gaussian blur
No. Table 6 Classification scores (%) for Outex_TC11s, Outex_TC23s, Outex_TC11c and Outex_TC23c. For Outex_TC11s and Outex_TC23s, the testing images were corrupted with random salt and pepper noise with densities ρ. For Outex_TC11s and Outex_TC23s, we corrupted certain percentage of randomly chosen pixels from each of the images, replacing their values with independent and identically distributed samples from a uniform distribution. The corrupted pixels are randomly chosen for each test image, and the locations are unknown to the algorithm. We vary the percentage of corrupted pixels υ in the range { } 5%, 10%, 20%, 30%, 40% . 
Robustness to
Dealing with large-scale datasets
There is a significant performance drop for all the evaluated methods when dealing with large scale dataset (Outex_TC40_BC) with both rotation and illumination variations, except SSLBP [92] . However, when classifying large scale dataset with rotation variations but without illumination variations (i.e. Outex_TC40_A), the performance decrease is much less significant. This is also the case for ALOT. Keep in mind that we are only using NNC classifier, and performance could be further improved with a more sophisticated classifier like SVM. We can observe that the best scores on Outex_TC40_A (with 294 classes) and ALOT (with 250 classes) are achieved by disCLBP and MRELBP, respectively, with their corresponding scores being 97.54% and 97.28%. Surprisingly, SSLBP gives a fairly high classification score of 91.31% on Outex_TC40_BC, significantly higher than the rest. The reason may be that it learns dominant patterns across multi-scale Gaussian scale space. Parallel to MRELBP in [46] , GRELBP (Gaussian RELBP) was also proposed. GRELBP achieves 86.11% on Outex_TC40_BC, much higher than MRELBP. It can be inferred that SSLBP has a good generalization ability. One downside is that it requires enough data for training. GRELBP [46] is also a good candidate.
We use LBP riu2 baseline to compare the results achieved on the small dataset Outex_TC12 with those on the large dataset Outex_TC40_BC (both datasets have rotation and illumination variations). Some methods present clear performance drop when dealing with datasets with a large number of texture classes, such as LoQP, MSJLBP, CLBP, CINIRD and LBPD. Notice that these methods outperform LBP riu2 on small Outex_TC12, and the combination of LBP riu2 and VAR gives better performance in the large dataset.
Besides, only ten out of the 32 LBP variants perform better than the traditional LBP riu2 on the more difficult Outex_TC40_BC dataset and only six LBP variants give consistently better results on all the three large scale datasets, though many of the LBP variants claim to address various deficiencies of the traditional LBP riu2 feature.
Noise robustness
In their original papers, half of the selected LBP methods claimed to be noise robust alternatives to the original LBP. The results for evaluation of noise robustness against several noise types are shown in Tables 5 and 6 . In both tables, the best performing methods are shown in bold. The results in both tables are consistently strong: the MRELBP has exceptional noise tolerance that could not be matched by any of the other 31 LBP features. It is very clear that the nonlinear, robust behavior of the local medians leads MRELBP to be the clear winner in noise robustness, particularly in the cases of salt and pepper noise and random pixel corruption. The classification results are particularly impressive keeping in mind that the training images were all noise free, which makes the problem very difficult. As shown in Table 4 , MRELBP gives impressive performance on all of the thirteen datasets (without noise). SSLBP [92] demonstrates high robustness to random Gaussian noise and image blur due to the multi-scale Gaussian pre-filtering step, but fails in other noise situations. It is noteworthy that SSLBP performs generally the best in noise free situations. In contrast, although CLBP and CINIRD produce overall good performance on all noise-free datasets, their performance in noisy situations is relatively poor, especially when the noise level is high.
From Table 5 alone, we can observe that the best performing method is LEP, followed by SSLBP and MRELBP. The performance of LEP, SSLBP and MRELBP for random Gaussian noise is very close. However, it must be remembered that the performance of LEP in normal (noise free) situations is fairly poor. RILPQ and BRINT also demonstrate some level of noise robustness. Note that, although RILPQ is particularly designed to address image blur, it is outperformed by LEP, SSLBP and MRELBP. Table 6 presents the results for salt and pepper noise and random pixel corruption respectively. As the noise level increases, it is expected that the performance of all LBP methods level out to the accuracy of a random classification, i.e., a classification accuracy of (1/number of classes). We can observe from Table 6 that MRELBP stands out as the clear winner despite of 31 competitors, performing very well (above 90%) up to 30 percent random corruption in both noise situations. There are difficult noise levels where MRELBP can still offer strong performance, but where not a single other method delivers acceptable results. The performance of all other methods drops quickly with increasing levels of noise and soon reach the accuracy of a random guess.
It can also be observed from Table 6 that, for low levels of salt and pepper noise, NTLBP and MDLBP outperform the others, which show similar poor performance. Whereas for low levels of random pixel corruption, SSLBP, NTLBP, MDLBP, LEP and BRINT achieve relatively better performance.
Comparison of LBP methods and non-LBP methods
The results can be found in Tables 4-6 . The most robust method is MRELBP [46] which gives the best overall performance, considering the trade off between classification accuracy, computational complexity and robustness to several types of noise. In normal situations, SSLBP and MRELBP even perform generally better than the recent well-known deep convolutional networks based approach-ScatNet [119] . Keep in mind that the expensive computational cost of ScatNet is a severe drawback. The MRELBP benefits from its sampling scheme the spatial domain spanned by which is much larger than by many other LBP variants. This is likely to result in better discrimination capability. More importantly, instead of applying the standard thresholding to the raw pixel values, MRELBP applies it to the local medians, which works surprisingly robustly.
For the noise-free results of Table 4 , we can clearly observe the best performing methods as SSLBP [92] , MRELBP [46] , CLBP [35] , CINIRD [36] , ScatNet (PCA) [117, 118] and FV-CNN [115] . Among these six methods, clearly the feature extraction time of ScatNet is much more longer than others and represents a significant drawback. The feature dimensionality of CLBP, ELBP and SSLBP are relatively high, with the FV-CNN at an extremely high feature dimension. A serious shortcoming of PCANet and RandNet is their lack of rotation invariance.
If the textures have very large within-class appearance variations, due to view and scale variations and combined texture categories as in KTHTIPS2b, then the FV-VGGVD clearly performs the best. Noticeably MRELBP also gives impressive results on KTHTIPS2b. Nevertheless, from the Outex results it can be observed that FV-CNN is relatively weak on rotation invariance, despite FV-CNN methods using data augmentation to explore multiscale information. Moreover, FV-CNN is computationally expensive, making it unfeasible to run in real-time embedded systems with low-power constraints.
Finally, from (2, 16) , (3, 24) , (4, 28) , (5, 32) , (6, 36) , (7, 40) , (8, 44) , (9, 48) ; Sch 8: (3, 24) , (9, 24) . "Partial" in the "Noise Robust?" column means "robust to random Gaussian white noise and blur but highly sensitive to salt and pepper and random pixel corruption". Those with (⋆) in the "Optimal Operator Size" column represent the size of the receptive field, meaning much larger input image size is required. In the "Relative Performance" column, we consider the classification performance of LBP as baseline and use and ☆ to represent better and worse than baseline respectively. 
Computational complexity comparison
The feature extraction time and the feature dimensionality (as shown in Table 4 ) are two factors to determine the computational cost of the LBP methods. The computation time listed in Table 4 is the average time spent by each method to generate its multi-scale feature. All the methods were implemented with MATLAB 2010b and the experiments were conducted on a laptop with 2.9 GHz Intel Duo CPU and 16 GB RAM. We first measured the feature extraction time costed on each image with a size of 128 Â 128, and the average time on 480 individual images are then used to measure the computational time for each method. Note that, the reported time does not include the training time for those methods labeled with (⋆) in Table 4 . The reported feature dimensionality is the final dimensionality of each method given to the NNC classifier. Finally, we provide a table (Table 7) to summarize the properties of all evaluated methods including recommended operator size, feature dimensionality, classification performance, parameters setting, robustness to image variations, tolerance of image noise and computational complexity.
Conclusions
This paper presents a review on LBP variants proposed in the literature. A comprehensive study on the motivations and characteristics of various LBP variants and their connections is provided. Based on their relations, a taxonomy for the LBP variants is proposed to classify these methods according to their roles in feature extraction. Merits and demerits of the LBP method categories are analyzed. Even more importantly, a total of 40 methods including 32 LBP variants and 8 recent deep convolutional network based features were applied to thirteen datasets, designed to test and stress an exceptional range of class types, image sizes and disturbance invariance. Computational complexity comparison is also provided for all 40 evaluated features.
We have seen how various LBP variants yield different results for different datasets. The large-scale performance evaluation have demonstrated the strengths and limitations of each LBP variants, facilitating better understanding of the state of the art LBP approaches and providing guidelines for practitioners to decide which features to use according to their requirements. In addition to the classification accuracy issue are the issues of noise robustness and computational complexity. If we take the classification accuracy, noise robustness and computational complexity into consideration, several remarks and guidelines can be obtained based on the overall performance from the experiments:
One of our main findings is the best overall performance is obtained for the MRELBP when distinctiveness, robustness and computational complexity are all taken into consideration. If robustness to noise situations such as salt and pepper or random pixel corruption is not necessary, SSLBP is also a good choice.
Both micro-and macro-structures are important for texture description, since most LBP variants achieve their best performance beyond three scales (operator size larger than 7 Â 7). In future work, researchers should take this into consideration for fair comparison. Furthermore, researchers should use a large spatial support when designing new features, such as SSLBP and MRELBP.
An LBP variant is more robust to Gaussian white noise and blur when a pre-filtering step is involved, however it does not necessarily guarantee good discriminability (e.g. LEP) and robustness to other noise types (e.g. salt and pepper).
Combination of multiple complementary texture descriptors turns out to be more powerful than single texture descriptor.
Excellent results are obtained with FV-CNN for most test sets, but lack some robustness to noise and rotations. The role of Fisher Vector is very important and should be considered also with LBP methods in future studies.
It is possible that a classic CNN network could learn how to explore the properties of texture images more efficiently when trained on a very large texture dataset (similar to ImageNet). Unfortunately, to the best of our knowledge, such a database does not exist. Therefore, this comes to the truly important question: What makes a good large scale texture dataset? This deserves more future attention.
Based on our study, the work on CNNs for texture recognition mainly focuses on the domain transferability of CNNs. For texture, it is possible that simple networks (e.g. ScatNet) might be enough to achieve similar or better results on texture datasets. Instead of devoting to design more and more complex networks, we feel that designing simple and efficient networks is important for problems such as mobile computing. Therefore, in the future, it is an interesting research topic to combine LBP variants with deep convolutional networks or even as building blocks of novel cascaded deep convolutional network architectures.
The experiments reported in this paper have taken months of computer time on dozens of powerful modern workstations. The time consumption is an indication of the problem with several of the approaches-they are very computationally complex. It must be remembered that one of the most attracting advantages of LBP is its low computational complexity. Therefore future research of developing more powerful LBP variant should inherit this advantage. Our work strongly suggests that future research work should be performed in this area, and more efficient and effective methods are required to handle large scale dataset acquired in the wild. We note that the above conclusions may not directly apply to applications such as texture segmentation, face detection, face recognition, tracking or pedestrian detection. Perhaps some LBP variants should be considered in problems where small operator sizes should be used. 
