We show quenched large deviations for the simple random walk on a certain class of percolations with long-range correlations. This class contains the supercritical Bernoulli percolations, the model considered by Drewitz, Ráth, and Sapozhnikov and the random-cluster model up to the slab critical point. Our result is an extension of Kubota's result for the supercritical Bernoulli percolations. We also state a shape theorem for the chemical distance, which is an extension of Garet and Marchand's result for the supercritical Bernoulli percolations.
Introduction and Main result
In the research of percolation, it is important to understand geometric properties of clusters and behaviors of random walks on the clusters. In the case of the supercritical Bernoulli percolations, Antal and Pisztora [1] gave large deviation estimates for the graph distance of two sites lying in the same cluster. Kubota [12] showed quenched large deviations for the simple random walks on the supercritical Bernoulli percolations on Z d . The strategy of proof in [12] is similar to the one in Zerner [16] , which showed large deviations for random walks in random environment. However, the configurations of percolations fluctuate and the random walk has non-elliptic transition probability. These obstructions were overcame by using [1] Theorem 1.1.
In this paper, we show quenched large deviation principles for the simple random walk on a certain class of percolations on Z d with long-range correlations. Our result is an extension of Kubota's result for the supercritical Bernoulli percolations. We can apply this result to the model considered by Drewitz, Ráth, and Sapozhnikov [6] . The model contains the supercritical Bernoulli site percolations, random interlacements, the vacant set of random interlacements and the level set of the Gaussian free field. We can also apply this result to the random cluster model up to the slab critical point. See Section 2 for detail.
Our strategy of proof follows the one in [16] and [12] . In [12] , the fact that the Bernoulli measure P p is a product measure on the configuration space is essentially used in order to show that the Lyapunov exponent α λ (·) is subadditive. However, in the case under consideration, a probability measure P on the configuration space is not necessarily a product measure. In order to get over this obstruction, we use some ergodic theoretical results for commutative transformations, specifically, Furstenberg and Katznelson's theorem [7] and Tao [15] Theorem 1.1. See Section 4 for our proof.
By using the technique, we can also show a shape theorem for the chemical distance, which is an extension of Garet and Marchand [8] Corollary 5.4. We briefly discuss this in Section 5. Now we describe the setting. We consider both bond and site percolation on
be the set of edges of the graph Z d . We write |x| ∞ = max 1≤i≤d |x i |, and,
Let us denote by ω a configuration on the configuration space. We write x ↔ y if x and y are in the same open cluster. Let D(x, y) be the graph distance on the vertices of open clusters between x and y. If x and y are in different open clusters, we let D(x, y) = +∞. We often call D the chemical distance. Let θ x , x ∈ Z d , be the shifts on the configuration space, that is, θ x (ω)(·) = ω(x + ·). Assumption 1.1. Let P be a probability measure on the configuration space. We assume the following conditions : (i) P is invariant and ergodic with respect to θ x for any
Let the event Ω 0 := {0 ∈ C ∞ }. Thanks to (i) and (ii), P(Ω 0 ) > 0. Let P := P(·|Ω 0 ). Let ((X n ) n≥0 , (P x ω ) x∈C∞(ω) ) be the Markov chain on C ∞ (ω) whose transition probabilities are given by P x ω (X 0 = x) = 1,
if |e| 1 = 1 and x + e ∈ C ∞ (ω), and,
for any x, z ∈ C ∞ (ω). Let H y be the first hitting time to y ∈ C ∞ for (X n ) n . For x, y, z ∈ C ∞ , we define the Laplace transform of the hitting time by
: Ω → N ∪ {+∞} be the map defined by T x (ω) = inf{n ≥ 1 : nx ∈ C ∞ (ω)}, where we let inf ∅ = +∞. We define the maps
ω. Due to the Poincaré recurrence theorem, Θ x is well-defined up to sets of measure 0 under P. By using Lemma 3.3 in Berger and Biskup [3] , Θ x is invertible measure-preserving and ergodic with respect to P. Let T
Moreover, α λ (·) satisfies the following properties : for any x, y ∈ R d and for any q ∈ (0, +∞), α λ (qx) = qα λ (x), α λ (x + y) ≤ α λ (x) + α λ (y), and, λ|x| 1 ≤ α λ (x) ≤ (λ + log(2d))CP(Ω 0 )|x| 1 , where C is a constant which does not depend on (λ, x). α λ (·) is called the Lyapunov exponent. This is an extension of Theorem 1.1 in [12] and this is the key ingredient of the proof of the following result.
Theorem 1.3 (Quenched large deviation principles).
Assume that P satisfies Assumption 1.1. Then, the law of X n /n obeys the following large deviation principles with rate function
By using Theorem 1.2, we can show this theorem in the same way as in the proof of Theorem 1.3 in [12] , so we omit the proof. See [12] and the references therein.
This paper is organized as follows. In Section 2, we give examples of models satisfying Assumption 1.1. In Section 3, we give some preliminaries. In Section 4, we show Theorem 1.2. In Section 5, we discuss a shape theorem for the chemical distance.
Examples of models
In this section, we state two examples of models satisfying Assumption 1.1.
The model considered by Drewitz, Ráth, and Sapozhnikov
Drewitz, Ráth, and Sapozhnikov [6] considered a certain class of percolation models on Z d with long range correlations. They obtained large deviation estimates for the chemical distance, which is similar to [1] Theorem 1.1. By using the result, they also obtained a shape theorem for the chemical distance. See [6] for detail. Proof. Assumption 1.1(i) follows from (P1), Assumption 1.1(ii) follows from (S1) and (S2), and, Assumption 1.1(iii) follows from Theorem 1.3 in [6] .
The random-cluster model
Now we state our setting. See Grimmett's book [10] for basic definitions and properties of the random-cluster model. Let d ≥ 2, p ∈ [0, 1] and q ≥ 1. Let P ξ Λ,p,q be the random-cluster measure on a box Λ in Z d with boundary
c (q) and we write this as p c (q). We have p c (q) ∈ (0, 1). For any p > p c (q), there exists a unique infinite cluster C ∞ , P b p,q -a.s. We define the slab critical pointp c (q) as follows :
and,p
If d = 2, we let
.
It is known thatp c (q) ≥ p c (q). 
This inequality corresponds to (2.24) in [1] . By using the DLR property, 
Preliminaries
By noting the strong Markov property of (X n ) n ,
By considering a path from x to y of length D(x, y) in C ∞ ,
By using Birkhoff's ergodic theorem and Kac's theorem, we see that for any
Here we denote the expectation with respect to P by E P . We now describe some assertions derived from Assumption 1.1(iii). The following assertions correspond to Garet and Marchand [8] Lemma 2.2 and Lemma 2.4 respectively. By using Assumption 1.1(iii), we can show them in the same manner as in the proof of [8] Lemma 2.2 and Lemma 2.4. See [8] for detail.
Lemma 3.1. Let P satisfy Assumption 1.1. Then, there exist C 1 , C 2 > 0 such that for any r ≥ 1 and for any y with |y| 1 ≤ r,
Lemma 3.2. Let P satisfy Assumption 1.1. Then, there exists
x x)]/n for λ ≥ 0 and x ∈ Z d . They are also obtained by Kingman's subadditive ergodic theorem as the following.
x x), 0 ≤ m < n. Then, by using (3.1), (3.2) and Lemma 3.2, we see that W m+1,n+1 = W m,n • Θ x , W 0,n ≤ W 0,m + W m,n , and, W m,n ∈ L 1 (P), 0 ≤ m < n. Therefore we can apply Kingman's subadditive ergodic theorem to {W m,n } 0≤m<n and obtain
By using (3.3), we have that
We need the following lemma in order to show the subadditivity of the Lyapunov exponents.
exists and is positive.
We denote this limit by b z 1 ,z 2 .
Proof. By using Tao [15] 
Hence,
Since P(Ω 0 ) > 0, it follows from Furstenberg and Katznelson's theorem [7] that lim inf
These complete the proof.
Proof. We can see the assertion (ii) by using the methods taken in the proof of [12] , Corollary 2.4.
By using (3.2) and Lemma 3.2, we have that E P [a(0, T x x)] ≤ (λ+log(2d))C 3 |x| 1 and hence α λ (x) ≤ (λ + log(2d))C 3 P(Ω 0 )|x| 1 . We see that λ|x| 1 ≤ α λ (x) by using the methods taken in the proof of [12] , Lemma 2.2. Thus we have the assertion (iii). Now we show the assertion (i). We can assume without loss of generality that x, y,
where c 1 is the constant in Assumption 1.1(iii). Let
By using (3.1), 1 n
Now it is sufficient to show the following convergences.
Here b denotes the constant in Lemma 4.2. Now we prepare the following lemma.
Lemma 4.4.
Proof. By using Lemma 4.2, it is sufficient to show that
By noting (3.2) and Assumption 1.1(iii),
Since x, y, x + y = 0, exp (−c 2 (log(i min{|x| 1 , |x + y| 1 , |y| 1 })) 1+c 3 ) → 0, i → ∞. This completes the proof of Lemma 4.4.
We show (4.2). First, we have that
By noting Lemma 4.4, it is sufficient to show that
By using Proposition 4.1, we have that
By recalling the definition of A i ,
By using the Lebesgue convergence theorem, we obtain (4.4). Thus (4.2) is shown. We can show (4.1) in the same manner. Finally we show (4.3). By noting Lemma 4.4, it is sufficient to show that
Here we denote the expectation with respect to P by E P . By using the shift invariance of P, we have
By noting Proposition 4.1,
Thus we obtain (4.5) by using the Lebesgue convergence theorem and hence (4.3) is shown. These complete the proof of Proposition 4.3(i). Now we can easily extend the Lyapunov exponent α λ (·) to the function on R d and then we have Theorem 1.2.
A shape theorem for the chemical distance
In this section, we briefly discuss a shape theorem for the chemical distance. Moreover, µ(·) satisfies the following properties : for any x, y ∈ R d and for any q ∈ (0, +∞), µ(qx) = qµ(x), µ(x + y) ≤ µ(x) + µ(y), and, |x| 1 ≤ µ(x) ≤ C 3 |x| 1 , where C 3 is the constant in Lemma 3.2. This is an extension of [8] , Corollary 3.3. By replacing the Lyapunov exponent a λ (·, ·) with the chemical distance D (·, ·) , and modifying the definition of A z 1 ,z 2 slightly, the proof goes in the same way as in the proof of Theorem 1.2.
Let D be the Hausdorff distance on R d . For t > 0, we let a random subset B t := {x ∈ C ∞ : D(0, x) ≤ t} of C ∞ on Ω 0 . This assertion is an extension of Corollary 5.4 in Garet and Marchand [8] . Thanks to Assumption 1.1, Lemma 3.1 and |x| 1 ≤ µ(x), we can show this in a manner similar to the proof of Theorem 5.3 in [8] . In our case, µ(x) = µ(−x) may happen, but this is a minor difference and does not affect the argument. Theorem 5.2 holds for the Drewitz, Ráth and Sapozhnikov model and the random-cluster model up to the slab critical point. For the Drewitz, Ráth and Sapozhnikov model, Theorem 1.5 in [6] also states a shape theorem. However, our approach is different from the one in [6] . [6] introduces a pseudo-metric, which is equal to the chemical distance on C ∞ . On the other hand, we do not use the notion.
