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ZIGZAG DIAGRAMS AND MARTIN BOUNDARY
By Pierre Tarrago∗
Centro de Investigacio´n en Matema´ticas (CIMAT)
We investigate the asymptotic behavior of random paths on
a graded graph which describes the subword order for words in two
letters. This graph, denoted by Z, has been introduced by Viennot,
who also discovered a remarkable bijection between paths on Z and
sequences of permutations. Later on, Gnedin and Olshanski used this
bijection to describe the set of Gibbs measures on this graph. Both au-
thors also conjectured that the Martin boundary of Z should coincide
with its minimal boundary. We give here a proof of this conjecture
by describing the distribution of a large random path conditioned on
having a prescribed endpoint. We also relate paths on the graph Z
with paths on the Young lattice, and we finally give a central limit
theorem for the Plancherel measure on the set of paths in Z.
Introduction. Let A be a finite alphabet. A word w in A is an element
of the free monoid A∗ generated by A: w is uniquely written as w1w2 · · ·wn
with n ≥ 0 and wi ∈ A for each 1 ≤ i ≤ n. A word w′ is called a subword
of w and is written as w′ ≺ w when w′ is equal to wi1 · · ·wir for some
1 ≤ i1 < . . . < ir ≤ n; the relation ≺ is an order relation on the set of words
in A which is called the subword relation. Following the subword relation, A∗
can be turned into a graded graph: the grading is given by the length of the
words, and an edge is given between two words w,w′ of consecutive grading
if and only if w ≺ w′. Such a graph is rooted by abstractly adding a vertex
∗ and an edge between ∗ and the empty word ∅. The simplest non-trivial
case is given by the alphabet A2 of cardinality 2 whose elements are written
as + and −: the corresponding graph, which is denoted by Z in this paper,
has been introduced and first studied by Viennot in [37]. The first part of
Z is displayed in Figure 1.
From a purely algebraic point of view, the graph Z encodes the induc-
tions and restrictions for the simple modules of the tower of Hecke algebras
{Hn(0)}n≥1 exactly like the Young graph for the tower of algebras {CSn}n≥1,
where Sn denotes the symmetric group of order n (see for example [8]).
Words in the alphabet A2 play a particular role in the combinatorics of per-
mutations. For 1 ≤ i ≤ n− 1, we say that a permutation σ of n, written as
∗Supported by the Deutsch-Franzo¨siche Hochschule
MSC 2010 subject classifications: Primary 60C05, 60J45; secondary 05E99
Keywords and phrases: Descent set of a permutation, Martin boundary, Compositions
1
imsart-aop ver. 2014/10/16 file: Zigzag_diagrams_and_Martin_boundary.tex date: September 24, 2018
2 P. TARRAGO
*
∅
+−
+++−−+−−
+++++−+−++−−−++−+−−−+−−−
Fig 1. First levels of Z.
a word σ(1)σ(2) · · · σ(n), has a descent at i when σ(i) > σ(i+1). Using this
definition, we can map each permutation σ to a word w(σ) = w1 · · ·wn−1 in
A∗2 by saying that wi = − if and only if i is a descent of σ: in this way, w(σ)
describes exactly the set of descents of σ and is called the descent word of σ.
The description of the set of permutations having a given descent word is an
important problem in combinatorics (see in particular the works of Viennot
[35, 36], Niven [26] and de Bruijn [6]); for example, permutations whose de-
scent words are the alternating words +−+ · · ·+− or +−+ · · · − are called
alternating permutations, and have been studied by Niven and de Bruijn in
[26] and [6]. De´sire´ Andre´ gave already in 1881 (see [1]) an expression for
the number of alternating permutations of n and showed that this number is
asymptotically 2(2/π)nn! as n grows to infinity. Several refinements of this
result for other similar words have been found since ([3, 10]).
In this paper, we use the link between words in A∗2 and descents of per-
mutations to study random paths on the graph Z: in the sequel, a path on
Z is always a (possibly infinite) path starting at the root and such that, at
each step, the rank of the visited vertex is increased by one. As it has been
suggested before, the graph Z is at the interface between different subjects
in combinatorics and probability. Namely, paths on Z of length n ending at
a vertex w are in bijection with permutations σ of n such that w(σ) = w
(see [13, 37]). Moreover, infinite paths on Z correspond to infinite sequences
of permutations (σ1, σ2, . . .) which satisfy a particular coherence property:
each σn is obtained from σn+1 by deleting the n + 1 symbol (in the word
description of permutations). An example of such correspondence is given
in Figure 2.
A measure on the set of paths on a graded graph is called harmonic if the
following property holds for the corresponding random path: conditioned on
the event that a path goes through a vertex µ of rank n, the distribution of
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Fig 2. An example of the equivalence between paths on Z and sequences of coherent per-
mutations.
the first n steps of the random path is the uniform distribution on the set of
all paths between the root and µ. A harmonic measure which is supported
on the set of finite paths is simply called finite: a finite harmonic measure
admits a straightforward description as a convex combination of uniform
measures. If the harmonic measure is supported on the set of infinite paths,
then this measure is called a Gibbs measure (see for example [5]). Gibbs
measures are in general much more difficult to describe than finite harmonic
measures. An important result from the Martin boundary theory yields that
any Gibbs measure can be approximated by finite harmonic measures (see
Section 1.3 for a precise statement).
In the case of the graph Z, the description of the set of Gibbs measures
has been achieved by Gnedin and Olshanski in [13] by using a link between
the graph structure of Z and the ring QSym of quasi-symmetric functions.
The latter is a refinement of the ring Sym of symmetric functions, and
homogeneous bases of QSym are indexed by words in {+,−}; then, the
graph Z encodes the multiplication in a particular basis of QSym called
the fundamental basis. Thanks to this relation with QSym, Gnedin and
Olshanski also established a relationship between Gibbs measures on Z and
Gibbs measures on other graphs: the Young graph Y introduced by Vershik
and Kerov, Kingman’s partition graph P [23] and the composition graph
C introduced by Gnedin [14]. The Young graph is described in Sections 2.4
and 8.1 and we refer to [13, Section 1] for a description of the graphs P
and C. In particular, Gnedin and Olshanski introduced a natural harmonic
measure on Z which yields the Plancherel measure on the Young graph:
this measure, also called the Plancherel measure, is roughly speaking the
uniform measure on the set of infinite paths on Z.
Whereas the relation between Z and Y has only be proven at the level
of the harmonic measures, the one between Y,P and C has been shown to
hold also at the level of paths. On the one hand, the set of paths on P is
the same as the set of paths on Y, but with different weights (see [20] for
the description of the weights for P and for a natural interpolation between
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Y and P), and the same holds for C and Z. On the other hand, the set of
paths on C is in bijection with a particular set of sequences of permutations,
and considering the cycle structure of these permutations yields a surjective
map from the paths on C to the ones on P (see [13, Section 1] and [15] for
a detailed description of this map).
In this paper, we present three results on the graph Z which continue the
study of Gnedin and Olshanski:
• we describe how finite harmonic measures approximate Gibbs mea-
sures: we show that the convergence in law of a sequence of finite
harmonic measures towards a Gibbs measure can be parametrized by
a simple topological space. As a consequence, we prove that the classi-
fication of harmonic measures by Gnedin and Olshanski has a geomet-
rical meaning in terms of a particular topology on Z: from a harmonic
analysis point of view, this yields a description of the Martin boundary
of the graph Z (which had been already conjectured in [13]) and an
identification of the Martin boundary of Z with its minimal boundary;
• we provide a correspondence between paths on Z and paths on Y: this
correspondence uses the Robinson-Schensted-Knuth (RSK) algorithm,
which establishes a bijection between permutations of n and pairs of
standard Young tableaux of size n and same shape. This completes
the description of the relations between paths on Y,P, C and Z;
• we provide a law of large numbers for the asymptotic behavior of a ran-
dom path following a Gibbs measure. We describe also the fluctuations
for the Plancherel measure.
An introduction to the concepts of graded graph, harmonic measure and
Martin compactification is given in Section 1. Section 2 is devoted to the
presentation of the graph Z and a precise statement of the results. Along
the proofs, it is often more convenient to use compositions, which are just
an alternative description of the words in {+,−}: compositions are also
introduced in Section 2. Section 3 details the main result of [13], which
provides a description of the set of Gibbs measure on Z thanks to the so-
called oriented paintbox construction. Sections 4 to 7 are the successive steps
leading to the description of the Martin boundary: a sketch of the method is
given at the end of Section 3. Section 8 deals with the path correspondence
between Y and Z, and Section 9 shows the law of large number and central
limit theorem for the Plancherel measure.
1. Probability on graded graphs. In this section, we introduce var-
ious notations and concepts related to graded graphs; in particular, we ex-
plain the notion of harmonic measures and Martin entrance boundary for
imsart-aop ver. 2014/10/16 file: Zigzag_diagrams_and_Martin_boundary.tex date: September 24, 2018
ZIGZAG DIAGRAMS AND MARTIN BOUNDARY 5
such graphs. The content of this section mostly follows [20, Section 2].
1.1. Graded graph. The notations used here are from [31]. A rooted,
graded graph G is a triple (V, ρ,E), where
• V is a denumerable set of vertices with a distinguished element µ0,
• ρ : V → N is a map satisfying ρ−1({0}) = {µ0} and ρ−1({n}) finite
for all n ≥ 0, and
• the adjacency matrix E is a V × V -matrix with entries in R+, such
that E(µ, ν) is zero if ρ(ν) 6= ρ(µ) + 1.
The map ρ is called the rank map of the graded graph; the set ρ−1({n})
is called the n−th level set of G and denoted by Vn. We write µ ր ν if
E(µ, ν) > 0. A path γ on G is a sequence of vertices (γ0, γ1, . . .) of increasing
rank such that for all i ≥ 0, γi ր γi+1. A path is said finite (resp. infinite) if
the corresponding sequence of vertices is finite (resp. infinite): in the finite
case, the length of the path, denoted by l(γ), is the number of edges which
are crossed along the path, which is also the number of vertices minus one; in
the infinite case, we simply set l(γ) =∞. The set of all paths on G starting
at the root is denoted by Γ(G): this set is partitioned into two sets, the set
Γf (G) of finite paths and the set Γ∞(G) of infinite paths.
If γ is a path on G and k ≤ l(γ) is an integer, γk always denotes the
position of γ after k steps, whereas γ↓k denotes the path γ restricted to its k
first steps. The weight w(γ) of a finite path γ = (γ0, . . . , γn) is defined as the
product
∏n−1
i=0 E(γi, γi+1). Let µ, ν be two vertices such that ρ(µ) ≤ ρ(ν).
The set of paths from µ to ν is denoted by Γ(µ, ν); we define a path counting
function d : V × V → R by the sum of of the path weights:
d(µ, ν) =
∑
γ∈Γ(µ,ν)
w(γ).
When all the entries of the adjacency matrix are in {0, 1}, d(µ, ν) is equal
to the cardinality of Γ(µ, ν). When µ = µ0, we simply write Γ(ν) and d(ν)
respectively instead of Γ(µ0, ν) and d(µ0, ν).
1.2. Harmonic measures on graded graphs. This paragraph is an intro-
duction to the concept of harmonic measures on a graded graph G. The ter-
minology may vary in the literature, and infinite harmonic measures are also
called Gibbs measures (see [5]). We should first precise the σ−algebra on the
set Γ(G) = Γf (G) ⊔Γ∞(G): we consider the σ−algebra A(G), which denotes
the coarsest σ−algebra containing all the sets {γ ∈ Γ(G), l(γ) ≥ k, γk = µ}
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for k ≥ 0 and vertices µ of rank k. By the axioms of a σ−algebra, AG con-
tains each set {γ ∈ Γ(G), l(γ) = k} and induces by restriction the discrete
σ−algebra on Γf (G).
For τ ∈ Γf (G) with l(τ) = k, the set Γτ = {γ ∈ Γ, l(γ) ≥ k, γ↓k = τ}
is thus a measurable set on Γ. Moreover, by the definition the σ−algebra
A(G), any probability measure on A(G) is uniquely defined by its values on
the sets Γτ , τ ∈ Γf (G).
Definition 1.1. A probability measure P : A(G) −→ R is called har-
monic when
P(Γτ )
w(τ)
=
P(Γτ ′)
w(τ ′)
,
for all τ, τ ′ ∈ Γf (G) such that l(τ) = l(τ ′) and τl(τ) = τ ′l(τ ′).
The set of harmonic measures (resp. harmonic measures with support in
Γf (G), resp. harmonic measures with support in Γ∞(G)) is denoted by H(G)
(resp. Hf (G), resp. H∞(G)). The elements of H∞(G) are also called Gibbs
measures on G.
It is readily seen that H(G) is a convex set, and by the application of
Choquet theory (see [16, Proposition 10.21]), each element of H(G) can be
uniquely represented as a convex mixture of the extreme points of H(G).
Let us denote by ∂H(G) the set of extreme points of H(G). Conditioning
harmonic measures on the length of the random path shows that an extreme
harmonic measure has to belong either to Hf (G) or to H∞(G). Therefore,
the description of ∂H(G) can be split into two cases, by first considering the
extreme points in Hf (G), and then the ones in H∞(G).
The finite case is much simpler than the infinite one. Let P be a harmonic
measure with support in Γf (G). For any ν ∈ V such that P
(
Γ(ν)
)
> 0,
conditioning P on Γ(ν) yields a new harmonic measure Pν defined by Pν(·) =
P(·∩Γ(ν))
P(Γ(ν)) . By harmonicity, Pν is the unique distribution on Γ(ν) with
Pν(τ) =
w(τ)
d(ν)
, τ ∈ Γ(ν).
Moreover, since the family
{
Γ(ν)
}
ν∈V is a partition of Γf (G), P is written as
the convex combination P =
∑
ν∈V P
(
Γ(ν)
)
Pν. Therefore, the set of extreme
points in Hf (G) is exactly the set {Pν}ν∈V . In particular, there is a natural
bijection between V and ∂H(G)∩Hf (G) which sends the vertex ν to Pν. For
each ν ∈ V , denote by γν the random path following the measure Pν . The
law of any restriction of γν can be described thanks to the Martin kernel of
the graph G.
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Definition 1.2. The Martin kernel of the graph G is the function
K :
{
V × V −→ R
(µ, ν) 7→ d(µ,ν)d(ν)
.
To emphasize the different roles played by µ and ν, we will write Kµ(ν)
instead of K(µ, ν). For any fixed µ ∈ V , Kµ(·) is a map from V to R that
vanishes on {ν ∈ V,Γ(µ, ν) = ∅}. With this definition, for any vertices µ, ν
such that ρ(µ) ≤ ρ(ν) and for any path τ ending at µ,
Pν(Γτ ) = w(τ)Kµ(ν).
In the infinite case, the description of extreme harmonic measures is much
more difficult and greatly depends on the graph structure. Let P be a har-
monic measure such that P(Γf (G)) = 0. By Definition 1.1, there exists a
function p : V −→ R such that for any vertex ν ∈ V and any finite path τ
ending at ν,
(1) P(Γτ ) = w(τ)p(ν).
Since a probability measure on Γ(G) is characterized by its value on the sets
Γτ , τ ∈ Γf (G), P is completely determined by the map p; let us examine the
properties of p.
Suppose that τ is a finite path of length k ending at µ, and denote by
G(τ) the set of finite paths γ of length k + 1 such that γ↓k = τ . Since
Γτ = {τ} ⊔

 ⊔
γ∈G(τ)
Γγ


and P is supported on the set of infinite paths (implying that P({τ}) = 0),
(2) P(Γτ ) =
∑
γ∈G(τ)
P(Γγ).
A path γ of length k+1 is in G(γ) if and only if γ↓k = τ and µ = γk ր γk+1,
and, if it is the case, its weight is w(γ) = w(τ)E(µ, γk+1). Therefore, with
(1) and (2),
(3) p(µ) =
∑
µրν
E(µ, ν)p(ν).
Reciprocally, any non-negative function p : V −→ R+ satisfying p(µ0) = 1
and (3) yields a harmonic measure inH∞(G) with the formula (1). Therefore,
the problem of describing the set of extreme points in H∞(G) is equivalent
to the problem of finding the set of extreme points in the convex set of
non-negative solutions of (3) with value 1 on the root of G.
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1.3. Martin entrance boundary. The theory of Martin boundary has been
introduced by Doob and Martin (see [7]) in order to approximate Gibbs
measures by finite harmonic measures. This requires first the choice of an
adequate topology on the set of probability measures on Γ(G). We use the
coarsest topology such that each evaluation map P 7→ P(Γτ ) with τ ∈ Γf (G)
is continuous: namely, a sequence of measures (Pn)n≥1 converges to P if and
only if Pn(Γτ ) converges to P(Γτ ) for all τ ∈ Γf (G).
By Tychonoff’s theorem and standard arguments, H(G) is a compact
space in this topology. The discussion on the finite case in the previous
paragraph yields that ∂H(G) ∩ Hf (G) is a discrete space with respect to
this topology: since the set ∂H(G) ∩ Hf (G) is in bijection with V with the
map µ 7→ Pµ, this yields a topological embedding of V (with the discrete
topology) inside H(G). From now on, V is identified with its image in H(G).
The choice of the topology and the definition of the Martin kernel in
Definition 1.2 yield that a sequence (νn)n≥0 in V N converges in H(G) if and
only if Kµ(νn) converges for each µ ∈ V . We extend continuously Kµ on the
closure of V in H(G): for each element ω = lim νn in the closure of V , we
set Kµ(ω) = limKµ(νn). By compactness of H(G), the closure of V in H(G)
is a compact space, denoted by Vˆ .
The boundary of this space ∂MG = Vˆ \ V is called the Martin entrance
boundary of G. The fundamental result of Doob describes how Gibbs mea-
sures are approximated by finite harmonic measures.
Theorem 1.3. With the notations above, the two following results hold:
• there exists a Borel subset ∂minG ⊂ ∂MG, called the minimal boundary
of G, such that for any measure P ∈ H∞(G), there exists a unique
measure λP on ∂minG giving the kernel representation
P(Γτ ) = w(τ)
∫
∂minG
Kµ(x)dλP(x),
for all µ ∈ V and τ ∈ Γ(µ);
• if γ is random path with distribution P ∈ H∞(G), (γk)k≥0 converges
almost surely to a ∂minG-valued random variable γ∞; the law of γ∞
is given by the distribution λP from the first statement. Moreover, the
probability that (γk)k≤0 goes through µ is exactly d(µ)E
(
Kµ(γ∞)
)
.
The proof of this theorem can be found in [7]. By the the first point
of the theorem, the minimal boundary of G is exactly the set of extreme
points of H∞(G): namely, ∂minG = ∂H ∩ H∞(G). Being a subset of the
Martin boundary, an element of the minimal boundary can be obtained
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as the limit of a sequence in V . The main problem is the identification of
the minimal boundary inside the Martin boundary. In many graded graphs,
both boundaries actually coincide; however, this is not always the case. This
problem is usually solved by obtaining an adequate geometric description
of the Martin boundary, which has been until now only defined as a limit
object.
Remark that the space Vˆ contains all the information on the asymptotic
behavior of Pµ for vertices µ of large rank. The description of the Martin
boundary is thus equivalent to the study of the approximation of Gibbs
measures by finite harmonic measures.
1.4. Geometric realization. In many favorable cases, the two previous
problems can be solved by introducing a geometric realization of the graph.
The content of this paragraph is largely inspired by [19, Section 7] and [20,
Section 2 and 3]: in particular, Proposition 1.5 below is a straightforward
generalization of the example given in [20, Section 3].
Definition 1.4. Let G = (V,E, ρ) be a graded graph. G admits a geo-
metric realization (Y, f, g) if there exists a compact space Y and two maps
f : Y −→ ∂minG, g : V −→ Y , such that:
• f is a homeomorphism;
• g is injective on Vn for each n ≥ 0;
• for any sequence (µn)n≥0 in V N such that
(
ρ(µn)
)
g≥1 is increasing,
the convergence of g(µn) towards y ∈ Y implies the convergence of
(µn)n≥1 towards f(y).
The geometric realization (Y, f, g) of a graded graph G gives a geomet-
ric way to encode approximations of Gibbs measures. In particular, Vˆ is
described as a compact subset of [0, 1] × Y .
Proposition 1.5. Suppose that G is a graded graph which admits a
geometric realization (Y, f, g). Then,
• ∂MG = ∂minG, and
• Vˆ is homeomorphic to the space
(⋃
n≥0{ 1n+1} × g(Vn)
)
∪ ({0} × Y ),
with the topology induced from [0, 1] × Y by restriction.
Proof. Let ω ∈ ∂MG. There exists a sequence (µn)n≥0 in V which con-
verges to ω. Since Y is compact, there exists an increasing sequence (nk)k≥0
and y ∈ Y such that g(µnk) converges to y when k goes to infinity.
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By the definition of the geometric realization, µnk converges to f(y) ∈
∂minG. Thus, ω = f(y) and ω ∈ ∂minG. Therefore, ∂minG = ∂MG.
Let Φ be the map from Vˆ to [0, 1] × Y defined by{
Φ(µ) =
(
1
ρ(µ)+1 , g(y)
)
if µ ∈ V,
Φ(ω) =
(
0, f−1(ω)
)
if ω ∈ ∂MG.
The map Φ is injective and continuous by the definition of the geometric
realization; since Vˆ is compact, Φ is a homeomorphism from Vˆ to Φ(Vˆ ).
Since Φ(Vˆ ) =
⋃
n≥0{ 1n+1} × g(Vn) ∪ {0} × Y , the result is deduced.
In the case of the graph Z that we are studying, the minimal boundary has
already been described by Gnedin and Olshanski in [13]. They also suggested
a geometric realization for this graph in Conjecture 45 of the aforementioned
paper. We prove this conjecture in Section 7.
2. Summary of the results. This section is devoted to the defini-
tion of the graph Z and the statement of the results. This section uses the
notations of the previous section.
2.1. The graph Z. As in the introduction, A2 denotes the set with two
elements +,−, A∗2 denotes the set of words in A2, and l(w) denotes the
length of a word w ∈ A∗2.
Definition 2.1. The graph Z is the graded graph (VZ , ρZ , EZ) such
that:
• the set of vertices VZ is A∗2 ∪ {∗};
• the rank function ρZ is defined by ρZ(w) = l(w) + 1 for w ∈ X∗2 and
ρZ(∗) = 0;
• for all w,w′ ∈ VZ , EZ(w,w′) ∈ {0, 1}, and EZ(w,w′) = 1 if and only
if w = ∗ and w′ = ∅, or w,w′ ∈ X∗2 are such that l(w′) = l(w) + 1 and
w is a subword of w′.
In the sequel, the set of vertices of Z is simply denoted by Z instead
of VZ : in particular, the level sets of Z are denoted by Zn for n ≥ 0 and
the Martin compactification, minimal boundary and Martin boundary of Z
are respectively denoted by Zˆ, ∂minZ and ∂MZ. The first levels of Z are
displayed in Figure 1. This graph has been introduced by Viennot, and all
the results of this paragraph can be found in [37].
There is a simple description of finite paths on Z. Following [37], define
a block (resp. positive block, resp. negative block) as a word in A∗2 whose
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elements are all identical (resp. equal to +, resp. equal to −). A word w ∈ A∗2
can be uniquely written as a sequence of blocks b1 · · · br, where consecutive
blocks have opposite signs. For example, the word +++−−−+−−+++
admits the decomposition b1b2b3b4b5 where b1 = +++, b2 = −−−, b3 = +,
b4 = −− and b5 = +++.
Suppose that w is a word in A∗2 with the block decomposition b1 · · · br;
then, w has exactly r subwords of length l(w)− 1, each of them obtained by
decreasing the length of one block by one (where a block is simply deleted
when its length is equal to zero). We choose the convention that the length
of a positive block is reduced by deleting the last letter of the block and the
length of a negative block is reduced by deleting the first letter of the block.
From the rule above, we have that for each word w = w1 · · ·wn−1 of
length n − 1, there are exactly n + 1 distinct words of length n having
w as a subword: the words w+0 := −w and w+n := w+, and each word
w+i := w1 · · ·wi−1+−wi+1 · · ·wn−1 for 1 ≤ i ≤ n−1 (see [37, Lemma 2.1]).
In particular, each finite path γ of length n on Z is uniquely determined
by a sequence of integers (t(1), . . . , t(n − 1)) with t(i) ∈ {0, . . . , i + 1}: the
vertex γi+1 is defined as γi+1 = γ
+t(i)
i . Reciprocally, any sequence of this
form yields a path of length n on Z.
2.2. Alternative description of Z. We will often use an alternative de-
scription of the graph Z, which is based on a bijective correspondence be-
tween words in {+,−}, ribbon Young diagrams and compositions.
Definition 2.2. Let n ≥ 1. A ribbon Young diagram of size n is a skew
Young diagram of size n which is connected and does not contain any 2× 2
square.
A composition λ of n, written as λ ⊢ n, is a sequence of positive integers
(λ1, . . . , λr) such that
∑r
j=1 λj = n.
A ribbon Young diagram is completely described by the sequence of
lengths of its rows and we simply write (λ1, . . . , λr) to denote a ribbon
Young diagram with first row having length λ1, second row having length
λ2, and so on. This gives a canonical bijection between compositions of n
and ribbon Young diagrams of size n, which is similar to the one between
partitions of n and Young diagrams of size n. In the sequel, compositions
and ribbon Young diagrams are considered as the same object: for example,
the cell i of a composition λ refers to the cell i of the ribbon Young diagram
corresponding to λ by the above bijection.
The set of ribbon Young diagrams (or, equivalently, compositions) is de-
noted by Λ and the set of ribbon Young diagrams of size n is denoted by
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Λn. We number from 1 to n the cells of a ribbon Young diagram of size
n, starting from the top left cell and finishing at the bottom right cell: for
2 ≤ i ≤ n the cell i is either below or right to the cell i− 1.
A word w of length n − 1 yields a ribbon Young diagram λ(w) with n
cells as follows: the cell i + 1 is right to the cell i in λ(w) when wi = +,
and the cell i+ 1 is below the cell i when wi = −. For example, the ribbon
Young diagram λ(w) of length 10 corresponding to w = ++−+−+++−
is represented in Figure 3 (the numbering of the cells has been omitted).
Fig 3. Ribbon Young diagram (3, 2, 4, 1) corresponding to the word ++−+−+++−.
This gives clearly a bijection between words in A∗2 of length n − 1 and
ribbon Young diagrams of size n. If λ is a ribbon Young diagram, we denote
by w(λ) the corresponding word in A∗2: if we write w(λ) as w1 · · ·wn−1, then
wi = + if the cell i + 1 is right to the cell i and wi = − if the cell i + 1 is
below the cell i. The bijection between ribbon Young diagrams and words
in A∗2 can be translated into the language of compositions. Denote by Dλ
the descent set of a composition λ = (λ1, . . . , λr) of n, which is the subset
{λ1, λ1 + λ2, . . . ,
∑r−1
1 λi} of {1, . . . , n − 1}. Then, the equivalent bijection
maps each composition λ of n to the word w(λ) = w1 · · ·wn−1 such that
wi = + if and only if i 6∈ Dλ.
Thanks to the above bijections, the graph Z can be alternatively described
in terms of ribbon Young diagrams.
1. The set of vertices of rank n of Z is the set of ribbon Young diagrams
of size n. The unique vertex of rank 0 is simply denoted by ∅.
2. Let µ = (µ1, . . . , µs) and λ = (λ1, . . . , λr) be two ribbon Young dia-
grams of size respectively n and n+1. There is an edge between µ and
λ if and only if
• either r = s and for each i except one µi = λi (thus, we have
λj = µj + 1 for exactly one 1 ≤ j ≤ r), or
• r = s + 1, and there exists j such that: for k < j, λk = µk,
λj + λj+1 − 1 = µj, and for k > j, λk+1 = µk (namely, the row
µj is split, and one cell is added at the end of the first piece).
The first four levels of the graph Z in this alternative description are dis-
played in Figure 4.
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∅
Fig 4. Vertices of Z of rank 0 to 4.
2.3. Geometric realization. In [13], Gnedin and Olshanski suggested a
possible geometric realization for the graph Z. This description is based on
a topological space consisting of pairs of disjoint open sets in [0, 1], called
oriented paintboxes.
Definition 2.3. [13, Section 6.1] An oriented paintbox is an ordered
pair of disjoint open subsets of ]0, 1[.
The metric space U (2) is the space{
(U↑, U↓)|U↑ and U↓ disjoint open subsets of ]0, 1[
}
equipped with the distance d between two oriented paintboxes (U↑, U↓) and
(V↑, V↓) given by
d
(
(U↑, U↓), (V↑, V↓)
)
= max
(
dHaus(U
c
↑ , V
c
↑ ), dHaus(U
c
↓ , V
c
↓ )
)
,
where Xc denotes [0, 1] \X for X ⊂ [0, 1] and dHaus denotes the Hausdorff
distance.
From the definition of the metric,
(
U↑(j), U↓(j)
)
j≥1 converges to (V↑, V↓)
if and only if, for each ǫ > 0, the two following conditions occur:
• for j large enough, the numbers of connected components of size larger
than ǫ in U↑(j) (resp. U↓(j)) and in V↑ (resp. V↓) are equal;
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• the boundary points of the connected components of size larger than
ǫ in U↑(j) (resp. U↓(j)) converge to the ones of the connected compo-
nents of size larger than ǫ in V↑ (resp. V↓).
In particular, (U↑(j), U↓(j))j≥1 converges to (∅, ∅) if and only if the size of
the largest connected component in U↑(j) ∪ U↓(j) tends to 0.
There exists a map from Z to U (2) which is injective on each level Zn for
n ≥ 0. Namely, for each word w = w1 · · ·wn−1 in Zn, set
(4) U↑(w) :=

 ⋃
1≤i≤n−1
wi=+
[
i− 1
n− 1 ,
i
n− 1
]
o
and
(5) U↓(w) :=

 ⋃
1≤i≤n−1
wi=−
[
i− 1
n− 1 ,
i
n− 1
]
o
,
where Xo denotes the interior of a set X. Define the map gZ from Z to U (2)
by the formula gZ(w) =
(
U↑(w), U↓(w)
)
.
Gnedin and Olshanski [13] proved that ∂minZ is homeomorphic to U (2)
by exhibiting a natural homeomorphism ΦZ from U (2) to ∂minZ, which is
described in Section 3.3. This suggests that (U (2),ΦZ , gZ) should be a ge-
ometric realization of Z in the sense of Definition 1.4. This conjecture has
been first given in [13] and is the first result of this paper.
Theorem 2.4. (U (2),ΦZ , gZ) is a geometric realization of Z. In partic-
ular, ∂minZ = ∂MZ.
Following Definition 1.4, Theorem 2.4 is proven by showing that for any
sequence (µn)n≥1 of vertices of increasing rank in Z and any element (U↑, U↓)
in U (2),
(6)
(
gZ(µn) −−−→
n→∞ (U↑, U↓)
)
=⇒
(
µn −−−→
n→∞ ΦZ(U↑, U↓)
)
.
The convergence on the right hand side is understood as the convergence
in the topology of Z described in Section 1, which is equivalent to the
convergence of Pµn(Γτ ) towards PΦZ(U↑,U↓)(Γτ ) for all cylinders Γτ , τ ∈
Γf (Z). The proof of the implication (6) is done in Section 7 and is based on
several intermediate results which are given in Sections 4 to 6.
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2.4. Relation with the Young graph. As we already explained in the in-
troduction, the graded graph Z has an algebraic meaning which allows to
relate it to several other graded graphs of special interest in probability. We
will mainly focus on the relation between the graph Z and the Young graph
Y. In this paragraph, we only need the fact that the vertices of Y are in-
dexed by partitions; refer to Section 8.1 for a precise definition of Y. Let us
first describe the algebraic background of these two graphs, which relies on
the ring QSym of quasisymmetric functions and the ring Sym of symmetric
functions.
LetX = {X1,X2, . . .} be an infinite collection of commuting variables. On
the one hand,QSym is the ring of polynomials inX which are shift invariant:
namely, if P ∈ QSym and (λ1, . . . , λr) is a composition, then the coefficient
of the monomial Xλ1i1 · · ·Xλrir in P is the same for all increasing sequences
(i1 < i2 < · · · < ir) of indices. The ring QSym is graded, with the grading
given by the degree of the polynomials, and each of its homogeneous bases is
indexed by compositions. On the other hand, Sym is the ring of polynomials
in X which are invariant under permutation of the variables. This ring is
also graded by the degree of the polynomials and each homogeneous basis
of Sym is indexed by partitions. It is readily seen from the above definitions
that Sym is a subring of QSym.
The graphs Y and Z are respectively related to the Schur basis {sπ}π∈Y
of Sym and to the fundamental basis {Fλ}λ∈Λ of QSym, where sπ is the
Schur function with respect to the partition π ∈ Y and for a composition
λ ∈ Λn, Fλ is defined as
Fλ(X1,X2, . . .) =
∑
i1≤i2≤...≤in
ij<ij+1 if j∈Dλ
Xi1 · · ·Xin .
Both bases are among the most important ones in the theory of symmetric
and quasisymmetric functions, and they have many applications in combi-
natorics, representation theory and probability (see for example [25, Part I]
for the theory of Schur functions and [31, Chapter 7.19] for the theory of
fundamental quasisymmetric functions).
The relation between the graph Z and the basis {Fλ}λ∈Λ is given by the
following equality: for λ ∈ Λ,
FλF(1) =
∑
w(λ)րw(µ)
Fµ,
where the relation w(λ) ր w(µ) is the one given by the edge structure of
Z. As a consequence of the above equality, we can show that solving the
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equation (3) for Z is equivalent to finding the linear maps φ : QSym −→ R
which are non-negative on {Fλ}λ∈Λ and such that
(7) φ(FλF(1)) = φ(Fλ)
for all λ ∈ Λ. The latter fact is central in the description of the minimal
boundary of Z given by Gnedin and Olshanski in [13].
The Young graph satisfies a similar relation with the Schur basis {sπ}π∈Y .
Namely, for π ∈ Y,
sπs(1) =
∑
πրπ′
sπ′ ,
where π ր π′ means that there is an edge between π and π′ in Y. Moreover,
solving the equation (3) for Y is also equivalent to finding the linear maps
φ : Sym −→ R which are non-negative on {sπ}π∈Y and such that
(8) φ(sπs(1)) = φ(sπ)
for all π ∈ Y. Thoma proved in [33] that the minimal boundary ∂minY of
the Young graph is homeomorphic to the set
∆(2) := {(α1 ≥ α2 ≥ . . . , β1 ≥ β2 ≥ . . .)|αi ≥ 0, βi ≥ 0,
∞∑
i=1
αi + βi ≤ 1},
with the topology of the pointwise convergence. Vershik and Kerov later
showed [34] that the minimal boundary and the Martin boundary of Y are
equal.
Since s(1) = F(1) =
∑
Xi and since any Schur function admits an expan-
sion in the fundamental basis with non-negative coefficients (see [31, Theo-
rem 7.19.7]), any solution of (7) for {Fλ}λ∈Λ gives also a solution of (8) for
{sπ}π∈Y , yielding a map from H∞(Z) to H∞(Y). It has been proved in [13,
Corollary 32] that this map restricts to a continuous and surjective map Ψ
from ∂minZ to ∂minY. The map Ψ has a simple meaning in terms of the geo-
metric description of both boundaries: it sends an element (U↑, U↓) of U (2) to
the double decreasing sequence (αn, βn)n≥1, where (αn)n≥1 (resp. (βn)n≥1)
is the sequence of lengths of the interval components of U↑ (resp. U↓) in the
decreasing order.
In the following theorem, we give a combinatorial interpretation to the
map Ψ by establishing directly a map from paths on Z to paths on Y, such
that the induced action on ∂minZ is exactly Ψ.
Theorem 2.5. There is a surjective map Π : Γ(Z) −→ Γ(Y) such that:
imsart-aop ver. 2014/10/16 file: Zigzag_diagrams_and_Martin_boundary.tex date: September 24, 2018
ZIGZAG DIAGRAMS AND MARTIN BOUNDARY 17
• if γ ∈ Γ(Z) and k ≤ l(γ), then Π(γ↓k) = Π(γ)↓k;
• the pushforward by Π of a harmonic measure on Γ(Z) is a harmonic
measure on Γ(Y);
• Π induces the surjective map Ψ : ∂minZ −→ ∂minY. Namely, if γω is
a random path with distribution ω ∈ ∂minZ, then Π(γω) is a random
path with distribution Ψ(ω).
Note that this surjective map does not come from a map from the ver-
tices of Z to the vertices of Y. The construction of the map Π is done in
Section 8 using the RSK algorithm. In [22], Kerov and Vershik have given
a representation of ∂minY using a slightly modified version of the RSK al-
gorithm. Their method is similar to the oriented paintbox construction of
Gnedin and Olshanski, and an alternative proof of Theorem 2.5 may be
given using the results of [22]. An interesting question is to push further this
similarity. In [30], S´niady has been able to invert the map given in [22] by
applying the jeu de taquin procedure on infinite standard Young tableaux:
this suggests that it would be possible to invert the map ΦZ of Theorem 2.4
using a similar procedure.
2.5. Law of large numbers and Central Limit Theorem. We are consid-
ering a law of large numbers and a central limit theorem for random vertices
of Z coming from a path following a Gibbs measure. The study of the shape
of such random vertices is done by mapping a word of Z to a continuous
function on [0, 1] which measures the local densities of + and − in the word.
This map has been introduced in [27].
Consider the space C([0, 1],R) of continuous functions on the interval [0, 1].
For each element (U↓, U↓) ∈ U (2), we define the function f(U↑,U↓) ∈ C([0, 1],R)
with the formula
f(U↑,U↓)(t) =
∫ t
0
1U↑(u)− 1U↓(u)du.
In particular, if w = w1 · · ·wn−1 is a word in Zn and 0 ≤ s < t ≤ 1, then
the quantity fgZ(w)(t)− fgZ(w)(s) describes the proportion of + and − in w
between w⌊sn⌋ and w⌊tn⌋.
Theorem 2.6. Let (U↑, U↓) ∈ U (2), and let γ be a random path following
the law ΦZ(U↑, U↓). Then, almost surely,
fgZ(γk) −−−→k→∞ f(U↑,U↓),
with respect to the supremum norm in C([0, 1],R).
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If (U↓, U↑) = (∅, ∅), then f(∅,∅) = 0 and the following convergence in law
holds in
(C([0, 1],R), ‖.‖∞):
√
nfgZ (γk) −−−→
k→∞
1√
3
B,
where B is a standard Brownian motion on [0, 1].
It would be very interesting to have a central limit theorem for all Gibbs
measure ΦZ(U) for U ∈ U (2). Whereas the central limit result of Theorem 2.6
can be easily extended in the case where U has a finite number of interval
components, the situation becomes more cumbersome when the number of
interval components becomes infinite (see [2] for an analogous problem).
3. Oriented paintbox construction and minimal boundary of Z.
This section is devoted to the description of the minimal boundary of Z
by Gnedin and Olshanski. This description is based on a bijection between
finite paths on Z and permutations: this bijection, which has been found by
Viennot in [37], is the main tool in the proofs of this paper.
3.1. Arrangements and paths on Z. Let Sn denote the set of permuta-
tions of n elements. As suggested in the introduction, a permutation σ of
n is always written as a word σ(1) · · · σ(n) in {1, . . . , n}, with each integer
appearing exactly once. We will also assume the existence of a permuta-
tion of 0 elements consisting of the empty word, in order to simplify later
statements.
Just like for words in A∗2, we can define a subword order on the set of
permutations: namely, a permutation σ′ of n − 1 is a subword of σ if there
exist 1 ≤ i1 < i2 < · · · < in−1 ≤ n such that σ′ = σi1 · · · σin−1 . Since σ′ is a
word in {1, . . . , n−1}, the only possibility is to discard the letter n in σ. The
only such permutation is denoted by σ↓. For example, if σ = 35728146 then
σ↓ = 3572146. Iterating the operation ↓ yields a sequence of permutations
(σ↓0, σ↓1, . . . , σ↓n−1 = σ↓, σn = σ) such that (σ↓i)↓ = σ↓i−1. The meaning
of σ↓k is straightforward in the word description of σ: σ↓k is exactly the
word σ where all integers larger than k have been erased. For example,
(35728146)↓4 = (3214).
Definition 3.1. A sequence of permutations (σ1, . . . , σl) with l ∈ N ∪
{∞} is called coherent when σi = (σi+1)↓ for all 1 ≤ i ≤ l.
An arrangement is an infinite sequence of permutations which is coherent.
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For example, the following sequence is the beginning of an arrangement(
(1), (21), (231), (2341), (52341), . . .
)
.
The set of arrangements is denoted by A. For each k ≥ 0, there is a map pk :
A −→ Sk which sends (σk)k≥0 to σk. A is considered with the initial topology
with respect to the set of maps {pk}k≥0 and with the corresponding borelian
σ−algebra. Thus, by Kolmogorov’s extension theorem, any random variable
(σk)k≥1 on A is uniquely determined by the law of its finite-dimensional
projections (σ1, . . . , σn) for all n ≥ 1.
For σ ∈ Sn and 0 ≤ i ≤ n, denote by σ+i the permutation σ(1) · · · σ(i)(n+
1)σ(i + 1) · · · σ(n) (in particular, σ+0 = (n + 1)σ(1) · · · σ(n) and σ+n =
σ(1) · · · σ(n)(n+ 1)). Then, for each permutation σ ∈ Sn, the set of permu-
tations in Sn+1 whose subword in Sn is σ is exactly the set {σ+i}0≤i≤n. In
particular, for a permutation σ ∈ Sn, there is a unique 0 ≤ in−1 ≤ n−1 such
that σ = (σ↓)+i. Iterating this property yields that σ is uniquely determined
by a sequence (i1, . . . , in−1), with 0 ≤ ij ≤ j; the expression for σ is then
given by σ =
(· · · ((1)+i1)+i2 · · · )+in−1 .
The link between permutations and paths on Z comes from the notion of
ascent and descent of a permutation.
Definition 3.2. Let σ be a permutation of n elements and let 1 ≤ i ≤
n− 1. We say that σ has an ascent at i when σ(i) < σ(i+1) and that σ has
a descent at i when σ(i) > σ(i+ 1).
The descent word of the permutation σ is the word w(σ) = w1 · · ·wn−1 in
A∗2 such that wi = + if i is an ascent of σ and wi = − otherwise.
For w ∈ Z, the set of permutations with descent word w is denoted by
Dw. Let σ be a permutation of n elements and 0 ≤ i ≤ n; write w1 · · ·wn−1
the descent word of σ and w′1 · · ·w′n the one of σ+i. Write σ≤i (resp. σ>i) to
denote the word σ restricted to its i first symbols (resp. n− i last symbols).
Since σ+i is the permutation obtained from σ by inserting n+1 between σ(i)
and σ(i+ 1), the descent word of σ+i is related to the one of σ as follows:
• since σ+i≤i = σ≤i, wj = w′j for j < i;
• since σ+i(i+ 1) = n+ 1, i is necessarily an ascent of σ+i and i+ 1 is
necessarily a descent of σ+i, and thus w′i = + and w
′
i+1 = −;
• since σ+i>i+1 = σ+i>i, w′j+1 = wj for i+ 1 ≤ j ≤ n− 1.
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Thus,

w(σ+0) = −w1 · · ·wn−1 = w(σ)+0,
w(σ+n) = w1 · · ·wn−1+ = w(σ)+n, and
w(σ+i) = w1 · · ·wi +−wi+1 · · ·wn−1 = w(σ)+i for 1 ≤ i ≤ n− 1,
where we refer to Section 2.1 for the definition of the word w+i given a word
w in A∗2. Moreover, writing a permutation σ as
(· · · ((1)+i1)+i2 · · · )+in−1
yields a unique path γ(σ) = (γ0, γ1, . . . , γn) on Z such that γ0 = ∗, γ1 = ∅,
and γj = γ
+ij−1
j−1 for j ≥ 2. By construction, γi = w(σ↓i) for 0 ≤ i ≤ n. An
example of such correspondence is displayed in Figure 2.
The map σ 7→ γ(σ) from Sn to the set of paths of length n on Z is clearly
injective and thus bijective, since both sets have same cardinality. Since an
infinite path on Z can be seen as a sequence of finite paths (τi)i≥0 such
that each τi has length i and (τi)↓i−1 = τi−1, infinite paths are described by
arrangements as follows.
Theorem. [37, Proposition 2.4] The map
Ω :
{
A −→ Γ∞(Z)
(σn)n≥0 7→ (w(σn))n≥0 ,
is bijective and for all k ≥ 1, Ω((σn)n≥0)↓k = γ(σk).
In particular, any finite (resp. infinite) random path on Z yields a random
permutation (resp. random arrangement) by the above maps.
3.2. Harmonic measure in terms of permutations. The equivalence be-
tween paths on Z and permutations allows to interpret harmonic measures
in terms of random permutations. By Definition 1.1, a probability measure P
on Γ(Z) is harmonic when, for any finite path τ , the probability P(Γτ ) only
depends on the last vertex of τ . Therefore, by equivalence between finite
paths on Z and permutations, finite (resp. infinite) harmonic measures ω on
Z are in bijection with random permutations (resp. random arrangements)
σω such that for all σ ∈ Sk, P
(
(σω)↓k = σ
)
only depends on w(σ).
For w ∈ Z the measure Pw is the uniform measure on all paths arriving
at w; thus, the law of the corresponding random permutation σw is the
uniform law on all permutations with descent set w. For k ≥ 1, let w,w′
be vertices of Z with ρ(w′) = k and ρ(w) ≥ ρ(w′); then, the Martin kernel
Kw′(w), which is equal to Pw(Γτ ) for any path τ ending at w
′, is also equal
to P
(
(σw)↓k = σ
)
, where σ is any permutation such that w(σ) = w′.
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There is a convenient way to describe this uniform law with the ribbon
Young diagram associated to w. A standard filling of a ribbon Young dia-
gram of size n is a filling of its cells with integers from 1 to n, such that
the filling is increasing from left to right along the rows and from bottom to
top along the columns. A ribbon Young diagram λ with a standard filling is
called a standard ribbon Young tableau with shape λ, and the set of stan-
dard ribbon Young tableaux with shape λ is denoted by T (λ). Any standard
ribbon Young tableau yields a permutation by reading the content of the
consecutive cells, starting at the upper left cell. See Figure 5 for an example
of standard ribbon Young tableau with its corresponding permutation.
3 5 8
4 7
1 6 9 10
2
Fig 5. Standard filling of the ribbon Young diagram (3, 2, 4, 1) yielding the permutation
(3, 5, 8, 4, 7, 1, 6, 9, 10, 2).
The rules of a standard filling imply that for any standard ribbon Young
tableau of shape λ, the corresponding permutation has descent word w(λ);
moreover, it is readily seen that for any vertex w of Z, there is a bijection
between Dw and T
(
λ(w)
)
. Therefore, the random permutation σw can be
obtained from a uniform random standard ribbon Young tableau of shape
λ(w). This fact is used in the proof of Theorem 2.4.
3.3. Oriented paintbox construction. The minimal boundary of Z is de-
scribed using the bijection between the set of infinite paths on Z and the
set of arrangements. This description is called the oriented paintbox con-
struction, and it gives for each element U in U (2) a random arrangement(
σU (n)
)
n≥1 as follows.
Definition 3.3. [13, Definition 24] Let U = (U↑, U↓) be an oriented
paintbox and let (x1, x2, . . .) be a sequence of distinct elements of [0, 1]. For
each k ≥ 1, the permutation σU (x1, . . . , xk) is defined by the following rule: i
is left to j in the word σU (x1, . . . , xk) if and only if one of the three following
situations arises:
• xi and xj are not in the same connected component of U and xi < xj;
• xi and xj are in the same connected component of U↑ and i < j;
• xi and xj are in the same connected component of U↓ and j < i.
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For each k ≥ 1, the random permutation σU (k) of k elements associated
to the oriented paintbox U is the random variable σU (X1, . . . ,Xk), where
(X1,X2, . . .) is a family of independent uniform variables on [0, 1]. The ran-
dom arrangement σU associated to the oriented paintbox U is the sequence
(σU (1), σU (2), . . .).
The construction of σU(X1, . . . ,Xk) from (X1, . . . ,Xk) and U ∈ U (2) is
almost surely well-defined. If U = (∅, ∅), σ(∅,∅)(X1, . . . ,Xk) is just the per-
mutation associated to the ranking (Xi1 < Xi2 < · · · < Xik). In particular,
for each k ≥ 1, the random variable σ(∅,∅)(k) has the uniform distribution
on Sk.
The next theorem is due to Gnedin and Olshanski in [13] (based on an im-
portant work of Jacka and Warren [17]) and identifies U (2) with the minimal
boundary of the graded graph Z.
Theorem 3.4. [13, Theorem 44] Let U be an oriented paintbox. Through
the bijection Ω between arrangements and infinite paths on Z, the random
arrangement σU comes from an extreme harmonic measure ΦZ(U) on the
set of infinite paths of Z.
Moreover, the map ΦZ from U (2) to ∂minZ mapping U to ΦZ(U) is a
homeomorphism.
In particular, for each k ≥ 1 and σ ∈ Sk, P(σU(k) = σ) only depends on
the descent word w of σ and is denoted by pU (w).
3.4. Sketch of the proof of the geometric realization. Let us explain the
proof of Theorem 2.4. On the one hand, there is a homeomorphism ΦZ
from the compact space U (2) to the minimal boundary of Z; on the other
hand, an embedding gZ of each level of Z into U (2) has been introduced in
Section 2 with the map w 7→ (U↑(w), U↓(w)). Therefore, from Definition 1.4,
the only missing element to get the complete geometric realization of Z is
the following convergence result: if
(
wn
)
n≥1 is a sequence of vertices of Z of
increasing rank such that
(
U↑(w), U↓(w)
)
converges in U (2) to some oriented
paintbox (U↑, U↓), then wn converges to ΦZ(U↑, U↓) in Zˆ.
Suppose that (wn)n≥1 is a sequence of vertices with increasing rank. The
convergence of wn to ΦZ(U↑, U↓) in Zˆ is equivalent to the convergence in law
of Pwn towards ΦZ(U↑, U↓). By the bijection between finite paths on Z and
permutations, the finite harmonic measure Pwn yields a random permuta-
tion σwn whose distribution is uniform on the set Dwn of permutations with
descent word wn; similarly, by the bijection between infinite paths on Z and
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arrangements, and by the oriented paintbox construction, the infinite har-
monic measure ΦZ(U↑, U↓) yields the random arrangement
(
σU↑,U↓(k)
)
k≥1.
Therefore, wn converges to ΦZ(U↑, U↓) in Zˆ if and only if for each k ≥ 1 the
random variable (σwn)↓k converges in law to the random variable σU↑,U↓(k)
when n goes to infinity.
Let us briefly explain the proof of the convergence in law of (σwn)↓k to-
wards σU↑,U↓(k). Let k ≥ 1 be a fixed integer. Then, σU↑,U↓(k) is the ran-
dom variable σU↑,U↓(X1, . . . ,Xk), where X1, . . . ,Xk are independent ran-
dom variables on [0, 1]. It is shown in the next section that the variable
(σwn)↓k can also be sampled with the oriented paintbox construction as
σU˜(wn)(ξ
wn
1 , . . . , ξ
wn
k ), where U˜(wn) is a certain oriented paintbox depending
on wn (different from the oriented paintbox U(wn) associated to wn by the
map gZ in Section 2.3) and (ξwn1 , . . . , ξ
wn
k ) is some sequence of random vari-
ables in [0, 1]. The main fact is that U˜(wn) also converges to (U↑, U↓) (see
Lemma 4.3 in Section 4) and the distribution of (ξwn1 , . . . , ξ
wn
k ) becomes close
to the one of (X1, . . . ,Xn) (see Proposition 7.1) when n becomes large. The
convergence in law of σU˜(wn)(ξ
wn
1 , . . . , ξ
wn
k ) to σU↑,U↓(X1, . . . ,Xk) is then de-
duced from a general theorem on convergence of random oriented paintbox
constructions (see Proposition 4.6 in Section 4). The most difficult part is
the proof of the approximation of the sequence (ξwi )1≤i≤k by a sequence of
independent uniform variables on [0, 1] for large words w. The proof is done
in two steps in Sections 6 and 7; it is based on combinatorial results related
to ribbon Young diagrams, which have been obtained in a previous paper
[32] and which are recalled in Section 5.
4. The familiy (ξw
i
)i≥1. In this section, w = w1 · · ·wn−1 is a fixed
word in A∗2 of length n−1 and λ := λ(w) is the corresponding ribbon Young
diagram, which has size n. Note that from Section 3, the distribution of σw is
the same as the distribution of σλ, where σλ is the permutation obtained by
reading the cells of a uniformly random standard ribbon Young tableau of
shape λ. The goal of this section is to introduce a family of random variables
(ξwi )i≥1 and an oriented paintbox U˜(w) such that the random variable
(
σw
)
↓k
has the same law as the oriented paintbox construction σU˜(w)(ξ
w
1 , . . . , ξ
w
k ). In
order to simplify the notations, we adopt the convention that w0 = wn = ∅.
Recall that the cells of λ are identified with integers from 1 to n by ordering
them along the ribbon Young diagram, starting at the upper left cell.
4.1. Combinatorics of descents and ascents. We will introduce several
definitions related to a ribbon Young diagram; all these definitions are pic-
tured in Figure 6 and Figure 7. A cell i ∈ J1, nK is a peak of λ if wi−1 ∈ {∅,+}
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and wi ∈ {∅,−}, and i ∈ J1, nK is a valley if wi−1 ∈ {∅,−} and wi ∈ {∅,+}.
This definition makes sense if we consider any standard filling σ of λ: σ(i)
is a local maximum (resp. minimum) of σ = σ(1) · · · σ(n) if and only if i is
a peak (resp. valley) of λ. Let V denote the set of valleys of λ, let P denote
its set of peaks, and let E = V ∪P denote its set of extreme cells, which are
either peaks or valleys. We denote by {e1 < e2 < . . . < et+1} the elements
of E .
A run s of λ is an interval Ja, bK of J1, nK such that a, b are consecutive
elements of E . A run Ja, bK is called descending if a ∈ P and ascending if
a ∈ V . The runs are ordered by the smallest endpoint of the corresponding
interval, which yields a total ordered set S = {si}1≤i≤t. Thus, each element si
of S corresponds to the interval Jei; ei+1K of λ. In particular, two consecutive
runs si and si+1 overlap on ei+1. The length of a run si is defined as the
value li = ei+1 − ei. For example if λ = (3, 2, 1, 3, 1), then V = {1, 4, 7, 10},
P = {3, 5, 9} and S = {J1, 3K, J3, 4K, J4, 5K, J5, 7K, J7, 9K, J9, 10K}. The peaks,
valleys and runs of λ are displayed in Figure 6.
1 2 3
4 5
6
7 8 9
10
Ascending runs
Descending runs
Valley
Peak
Fig 6. Peaks, valleys and runs in λ = (3, 2, 1, 3, 1).
For any cell i of λ, its slope s(i) = Jx(i) + 1, y(i)K is defined as the maxi-
mum subinterval of J1, nK that contains i and no other peak or valley. The
use of the shifted variable x(i) will simplify later formulas. In the previous
example, s(2) = J2, 2K and s(7) = J6, 8K. Note that slopes differ from runs:
the slope of i is a run with the extreme cells removed if i is not an extreme
cell, and the union of two runs with the first and last extreme cells removed
when i is an extreme cell.
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1 2 3
4 5
6
7 8 9
10
Slope of 2
Slope of 7
Fig 7. The slopes s(2) and s(7) in the ribbon Young diagram λ = (3, 2, 1, 3, 1).
4.2. Definition of (ξwi )i≥1. We are now constructing a family of random
variables (ξwi )i≥1 in [0, 1] in order to express the random variable σw as
an oriented paintbox construction. Let
(
Ui
)
i≥1 be a family of independent
random variables uniformly distributed on [0, 1]. In the following definition,
recall that Jx(j)+1, y(j)K denotes the slope of the cell j in λ, for 1 ≤ j ≤ n.
Definition 4.1. Let σ ∈ Dw. The averaged coordinate of i with respect
to σ is the random variable defined by ξi(σ) = 0 if i > n, and
ξi(σ) =
x
(
σ−1(i)
)
n
+ Ui
y
(
σ−1(i)
) − x(σ−1(i))
n
,
for 1 ≤ i ≤ n.
For σw chosen uniformly among Dw, ξi(σw) is denoted by ξ
w
i , and the
vector (ξw1 , . . . , ξ
w
k ) is denoted by ξ
w(k).
When k is equal to n, we simply write ξw instead of ξwn . The construction
of ξwi roughly means that we sample σw as a uniformly random standard
filling of λ, we look at the cell containing i with respect to this filling, and
then we sample a random variable uniformly distributed on the rescaled
slope of this cell.
As Proposition 4.4 will show below,
(
ξi(σ)
)
1≤i≤n completely characterizes
the permutation σ ∈ Dw: namely, knowing that σ is in Dw, the value of the
random vector
(
ξi(σ)
)
1≤i≤n allows almost surely to reconstruct σ. This re-
construction requires a slightly modified version of U(w) =
(
U↑(w), U↓(w)
)
.
In the following definition, recall that ei denotes the first cell of the run si (as
defined in Section 4.1), and that ei belongs either to V or to P , depending
whether si is an ascending or a descending run.
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Definition 4.2. The run paintbox U˜(w) associated to a word w of length
n− 1 is the element of U (2) consisting of the open subsets
• U˜↑(w) =
⋃
ei∈V
]
ei−1
n ,
ei+1−1
n
[
, and
• U˜↓(w) =
⋃
ei∈P
]
ei−1
n ,
ei+1−1
n
[
,
with ei+1 = n+ 1 if ei = n.
The definition of U˜(w) is very close to the one of U(w) in (4),(5): the
intervals of U˜(w) are essentially a rescaled version of the intervals of U(w)
with parameter n−1n . The following lemma shows that the run paintbox U˜(w)
becomes closer to U(w) when n goes to infinity.
Lemma 4.3. With respect to the distance on U (2),
d
(
U(w), U˜ (w)
) ≤ 1
n
.
Proof. The definition of U(w) yields the following open sets:
U↑(w) =
⋃
ei∈V,ei 6=n
]
ei − 1
n− 1 ,
ei+1 − 1
n− 1
[
,
and
U↓(w) =
⋃
ei∈P,ei 6=n
]
ei − 1
n− 1 ,
ei+1 − 1
n− 1
[
.
Let us show that U↑(w)c is included in the 1n−inflation of U˜↑(w)c and con-
versely (the proof for U↓(w)c and U˜↓(w)c is the same). The 1n−inflation of
U↑(w)c is
U↑(w)c,1/n
=

 ⋃
ei∈P,ei 6=n
[
ei − 1
n− 1 −
1
n
,
ei+1 − 1
n− 1 +
1
n
]
∩ [0, 1]

 ∪ [0, 1
n
]
∪
[
1− 1
n
, 1
]
.
On the other hand,
U˜↑(w)c =

 ⋃
ei∈P
[
ei − 1
n
,
ei+1 − 1
n
] ∪ {0} ∪ {1}.
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Suppose that ei 6= n. For all 1 ≤ k ≤ n− 1, kn−1 − 1n ≤ kn ≤ kn−1 + 1n , thus[
ei − 1
n
,
ei+1 − 1
n
]
⊂
[(
ei − 1
n− 1 −
1
n
)
∨ 0,
(
ei+1 − 1
n− 1 +
1
n
)
∧ 1
]
⊂U↑(w)c,1/n.
If ei = n,
[
ei−1
n ,
ei+1−1
n
]
= [1 − 1/n, 1] ⊂ U↑(w)c,1/n. Hence, in any case,
U˜↑(w)c ⊂ U↑(w)c,1/n.
For the converse inclusion, the 1n−inflation of U˜↑(w)c is
U˜↑(w)c,1/n
=

 ⋃
ei∈P
[(
ei − 1
n
− 1
n
)
∨ 0,
(
ei+1 − 1
n
+
1
n
)
∧ 1
] ∪ [0, 1
n
] ∪ [1− 1
n
, 1],
and
U↑(w)c =

 ⋃
ei∈P,ei 6=n
[
ei − 1
n− 1 ,
ei+1 − 1
n− 1
] ∪ {0} ∪ {1}.
Since for 1 ≤ k ≤ n− 1, kn − 1n ≤ kn−1 ≤ kn + 1n , for each ei 6= n,[
ei − 1
n− 1 ,
ei+1 − 1
n− 1
]
⊂
[(
ei − 1
n
− 1
n
)
∨ 0,
(
ei+1 − 1
n
+
1
n
)
∧ 1
]
,
and therefore U↑(w)c ⊂ U˜↑(w)c,1/n.
Doing the same for U↓(w) and U˜↓(w) concludes the proof.
The previous lemma implies that for any sequence (wn)n≥1 with |wn| →
∞, the convergence of U(wn) is equivalent to the convergence of U˜(wn), and
both have the same limit. We show in the following result how to reconstruct
σ ∈ Dw from
(
ξi(σ)
)
1≤i≤n and U˜(w). Recall that σU˜(w)
(
(ξi(σ))1≤i≤k
)
is the
oriented paintbox construction (as defined in Section 3.3) applied to the
tuple
(
ξi(σ)
)
1≤i≤k and the oriented paintbox U˜(w).
Proposition 4.4. Let 1 ≤ k ≤ n and let σ be a permutation in Dw.
Then, almost surely,
σU˜(w)
((
ξi(σ)
)
1≤i≤k
)
= σ↓k.
In particular, the random variables (σw)↓k and σU˜(w)
(
ξw(k)
)
have the same
law.
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Proof. It is enough to prove it for k = n. Let σ ∈ Dw and write ξi(σ) =
ξi and ξ = (ξi(σ))1≤i≤n. It is equivalent to prove that for 1 ≤ i < j ≤ n,(
σU˜(w)(ξ)
)−1
(i) <
(
σU˜(w)(ξ)
)−1
(j) ⇐⇒ σ−1(i) < σ−1(j).
If σ−1(i) < σ−1(j), then i is left to j in the associated filling of λ. This is
possible in one of the two following situations.
1. s(i) and s(j) are disjoint and s(i) is left to s(j). In this case, ξi and ξj
are not in the same interval component of U˜(w) and ξi is in an interval
component left to the one of ξj . By the run paintbox construction,(
σU˜(w)(ξ)
)−1
(i) <
(
σU˜(w)(ξ)
)−1
(j).
2. s(i) and s(j) overlap. This implies that i and j are in a same run
s = Jeh, eh+1K of λ, with 1 ≤ h ≤ t. Let Is =
]
eh−1
n ,
eh+1
n
[
. Since
i < j and σ−1(i) < σ−1(j), the run s has to be an ascending one and
thus eh ∈ V , eh+1 ∈ P and Is is an interval component of U˜↑(w). In
particular, σ−1(i) cannot be a peak, and σ−1(j) cannot be a valley.
Thus ξi is either in an interval component left to Is, or in Is. For similar
reasons, ξj is either in an interval component right to Is, or in Is. This
implies that if ξi or ξj is not in Is,
(
σU˜(w)(ξ)
)−1
(i) <
(
σU˜(w)(ξ)
)−1
(j).
But if ξi and ξj are both in Is, since the latter is in U˜↑(w), the same
inequality holds.
Finally, in any case,
σ−1(i) < σ−1(j) =⇒
(
σU˜(w)(ξ)
)−1
(i) <
(
σU˜(w)(ξ)
)−1
(j).
The pattern is exactly the same to prove that
σ−1(i) > σ−1(j) =⇒
(
σU˜(w)(ξ)
)−1
(i) >
(
σU˜(w)(ξ)
)−1
(j),
yielding the first part of the proposition.
Recall that if (xi)1≤i≤n is a sequence in [0, 1]n, the sequence of permuta-
tions
(
σU˜(w)(x1, . . . , xk)
)
1≤k≤n is coherent in the sense of Definition 3.1.
From the first part of the proof, σw = σU˜(wn)(ξ1, . . . , ξn), thus, for all
1 ≤ k ≤ n,
(σw)↓k =
(
σU˜(wn)(ξ1, . . . , ξn)
)
↓k = σU˜(wn)(ξ1, . . . , ξk).
Therefore, (σw)↓k and σU˜(w)
(
ξw(k)
)
are equal and have same distribution.
imsart-aop ver. 2014/10/16 file: Zigzag_diagrams_and_Martin_boundary.tex date: September 24, 2018
ZIGZAG DIAGRAMS AND MARTIN BOUNDARY 29
The following lemma shows that it is possible to recover exactly the po-
sitions of {1, . . . , k} in the filling σ of λ from (ξi(σ))1≤i≤k.
Lemma 4.5. Let σ, σ′ be two permutations in Dw. If the two sequences(
σ−1(1), . . . , σ−1(k)
)
and
(
σ′−1(1), . . . , σ′−1(k)
)
are not equal, then the ran-
dom vectors
(
ξ1(σ), . . . , ξk(σ)
)
and
(
ξ1(σ
′), . . . , ξk(σ′)
)
have disjoint sup-
ports (where the support of a random vector is defined as the support of its
distribution).
Proof. The proof is done by induction on k ≥ 1. Let k = 1. The integer
1 has to be located in a valley of λ. If σ−1(1) 6= σ′−1(1), then 1 is located
in a different valley in σ and σ′. Thus, the slopes of σ−1(1) and σ′−1(1) are
disjoint, and the random variables ξ1(σ) and ξ1(σ
′) have disjoint supports.
Let k > 1. Suppose that
(
σ−1(1), . . . , σ−1(k)
) 6= (σ′−1(1), . . . , σ′−1(k)).
By the induction hypothesis, if
(
σ−1(1), . . . , σ−1(k − 1)) is not equal to(
σ′−1(1), . . . , σ′−1(k− 1)), the two random vectors (ξ1(σ), . . . , ξk−1(σ)) and(
ξ1(σ
′), . . . , ξk−1(σ′)
)
have disjoint supports. This yields also that the two
random vectors
(
ξ1(σ), . . . , ξk(σ)
)
and
(
ξ1(σ
′), . . . , ξk(σ′)
)
have disjoint sup-
ports.
Thus, let us assume that
(
σ−1(1), . . . , σ−1(k−1)) = (σ′−1(1), . . . , σ′−1(k−
1)
)
. This implies that σ−1(k) 6= σ′−1(k); since the positions of {1, . . . , k−1}
are the same in the fillings σ and σ′ of λ, the cell containing k in σ is in
a different run than the cell containing k in σ′. Therefore their slopes are
disjoint, and the random vectors
(
ξ1(σ), . . . , ξk(σ)
)
and
(
ξ1(σ
′), . . . , ξk(σ′)
)
have disjoint supports.
Although the following result is crucial for the proof of Theorem 2.4, its
proof is rather technical and has been postponed to the Appendix.
Proposition 4.6. Let (Un)n≥1 be a sequence of elements of U (2) and
let
(
(Xn(i))i≥1
)
n≥1 be a sequence of random infinite vectors in [0, 1]
N. Let
(X0(1),X0(2), . . .) be a random infinite vector in [0, 1]N. Suppose that each
finite dimensional marginal law of each of these random vectors admits a
density with respect to the Lebesgue measure. If (Un)n≥1 converges to U in
U (2) and for each k ≥ 1, Xnk =
(
Xn(1), . . . ,Xn(k)
)
converges in law to
X0k =
(
X0(1), . . . ,X0(k)
)
, then for each k ≥ 1,
σUn(X
n
k )
law−−→ σU (X0k).
In the previous proposition, the absolute continuity with respect to the
Lebesgue measure of the finite-dimensional marginal laws of the random
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vectors (Xn(i))i≥1 for n ≥ 1 may be dropped (contrary to the absolute
continuity of the ones of (X0i )i≥1, which is necessary); however, the proof
of the proposition is easier if we assume that all the distributions involved
admit a density.
5. Combinatorics of large compositions. The purpose of this sec-
tion is to introduce the background material to prove that the distribution
of ξw(k) is close to the distribution of independent uniform random variables
on [0, 1] when w is long. Since ξwj depends uniquely on the cell of λ(w) in
which j is located in the random filling σλ of λ(w), it is necessary to eval-
uate the probability for j to be located in a particular cell c of λ(w). For a
composition λ of n and i ∈ λ a fixed cell, denote by λ≤i (resp. λ≥i, resp. λ<i,
resp. λ>i) the composition λ restricted to cells left (resp. right, resp. strictly
left, resp. strictly right) to i. Denote by d(λ) the number of standard fillings
of the ribbon Young diagram associated to λ; remark that d(λ) = d
(
w(λ)
)
,
where d(w(λ)) is the number of paths from the root to w(λ) on Z.
Let us focus here on the location of 1 in σλ. Since 1 is necessary a local
minimum in any filling of λ, it has to be located in a valley v ∈ V . For a
fixed valley v of λ, the cardinality of standard fillings of λ such that 1 is
located in v is exactly the number of possibilities to fill in the part of λ
strictly left of v, with any subset S of cardinality |λ<v| of J2, nK, and to fill
in independently the part of λ strictly right to v with the complementary
subset of S in J2, nK. Thus,
(9) Pσλ(1 ∈ v) =
(n− 1)!
|λ<v|! |λ>v|!
d(λ>v)d(λ<v)
d(λ)
.
The problem is therefore essentially to relate d(λ>v)d(λ<v) to d(λ).
5.1. Probabilistic approach to the combinatorics of descents. Ehrenborg,
Levin and Readdy (see [10]) formalized in the context of descent words an
old relation between permutations of n and polytopes in [0, 1]n. Namely,
since the volume of the set
Rσ = {xσ(1) < · · · < xσ(n)}
for σ ∈ Sn is exactly 1n! , it is possible to determine probabilistic quantities
on Sn by integrating certain functions that are constant on each region Rσ.
The appropriate functions for descent words were found in [10], yielding some
new estimates like in [9] and [3]. The model of Ehrenborg, Levin and Readdy
is presented in this paragraph, but in a modified way to focus only on the
set of extreme cells E (as defined in Section 4.1). This yields the following
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framework: let λ be a composition of n ≥ 2 with the set of extreme cells
E = {e1 = 1, e2, . . . , et+1 = n}. Suppose for example that the first cell is a
valley (namely e1 ∈ V ) and recall that sj is the run between ej and ej+1,
with lj its length. We associate to λ the couple of random variables (Xλ, Yλ)
on [0, 1]2 with density
dXλ,Yλ(x1, xt+1)
=
1
Vλ
∫
· · ·
∫
[0,1]t−1
1x1<x2>x3<x4>...
∏
1≤i≤t
|xi − xi+1|li−1
(li − 1)!
∏
2≤i≤t
dxi,(10)
where Vλ is a normalization constant. If the first cell is a peak, the inequal-
ities in the expression for the density are reversed. If λ = (1) is the unique
composition of 1, the expression for the distribution of (X(1), Y(1)) is simply
δX(1)=Y(1) , since there is only one particle in the model.
The latter probabilistic model is related to the combinatorics of descent
words through the equality
(11) d(λ) = n! Vλ,
whose proof can be found in [10]. Moreover, this model behaves simply with
respect to the concatenation of compositions.
Definition 5.1. Let λ = (λ1, . . . , λr) and µ = (µ1, . . . , µs) be two com-
positions of m and n. The concatenated composition λ+µ is the composition
of n+m
λ+ µ = (λ1, . . . , λr + µ1, µ2, . . . , µs),
and the concatenated composition λ− µ is the composition of n+m
λ− µ = (λ1, . . . , λr, µ1, µ2, . . . , µs).
This definition has a simple meaning in terms of associated ribbon Young
diagrams: namely, the diagram of λ+µ (resp. λ−µ) is the juxtaposition of
the one of λ and the one of µ such that the last cell of λ is left to (resp. above)
the first cell of µ. An application of [10, Section 2] (see also [3, Lemma 2])
implies the following expression for the concatenation of compositions in the
probabilistic framework.
Proposition 5.2. Let λ, µ be two compositions, ϑ ∈ {−,+}. Then,
Vλϑµ = VλVµP(Yλ ≤ϑ Xµ)
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and
dXλϑµ,Yλϑµ(x, y) =
1
P(Yλ ≤ϑ Xµ)
∫∫
[0,1]2
dXλ,Yλ(x, u)1u≤ϑvdXµ,Yµ(v, y) du dv,
where ≤−=≥ and ≤+=≤, and the couples (Xλ, Yλ) and (Xµ, Yµ) are con-
sidered as independent.
The previous proposition yields a particular case that helps to compute
the law of ξw1 . Denote by Fλ (resp. Gλ) the cumulative distribution function
of the random variable Xλ (resp. Yλ) associated to a composition λ in (10).
Since all the random variables take value in [0, 1], we consider Fλ and Gλ as
function on [0, 1].
Corollary 5.3. Let λ be a composition of n and v a valley of λ. Then
Pλ(1 ∈ v) = 1
n
1∫ 1
0
(
1−Gλ<v (t)
)(
1− Fλ>v (t)
)
dt
,
with the convention Gλ<1 = Fλ>n = 0.
Proof. Since v is a valley, λ can be written as λ<v − λ≥v. Thus, the
previous proposition yields
Vλ = Vλ<v−λ≥v = Vλ<vVλ≥vP(Yλ<v ≥ Xλ≥v).
Conditioning the expectation on the value of Xλ≥v gives by independence,
P(Yλ<v ≥ Xλ≥v) =
∫ 1
0
(
1−Gλ<v(t)
)
dXλ≥v (t)dt.
On the other hand from the previous proposition, since Xλ≥v = X(1)+λ>v ,
dXλ≥v (t) =
1
P(Y(1) ≤ Xλ>v )
∫∫∫
[0,1]3
δ(t, u)1u≤v dXλ>v ,Yλ>v (v, y) du dv dy
=
Vλ>vV(1)
Vλ≥v
(
1− Fλ>v (t)
)
,
and finally, since V(1) = 1,
Vλ = Vλ<vVλ>v
∫ 1
0
(
1−Gλ<v (t)
)(
1− Fλ>v (t)
)
dt.
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Using the latter result in Equations (9) and (11) yields
Pσλ(1 ∈ v) =
(n− 1)!
|λ<v|! |λ>v|!
d(λ>v) d(λ<v)
d(λ)
=
(n− 1)!
|λ<v|! |λ>v|!
|λ<v|! |λ>v|!
n!
Vλ>vVλ<v
Vλ
=
1
n
Vλ>v Vλ<v
Vλ<vVλ>v
∫ 1
0
(
1−Gλ<v (t)
)(
1− Fλ>v(t)
)
dt
=
1
n
1∫ 1
0
(
1−Gλ<v (t)
)(
1− Fλ>v (t)
)
dt
.
The previous corollary shows that the probability that the entry 1 is
located on a valley v in λ essentially depends on the quantity
∆(λ<v, λ>v) =
∫ 1
0
(
1−Gλ<v (t)
)(
1− Fλ>v (t)
)
dt.
Definition 5.4. The correlation ∆(λ, µ) between two compositions λ
and µ is the integral
∆(λ, µ) =
∫ 1
0
(
1−Gλ(t)
)(
1− Fµ(t)
)
dt.
5.2. Estimates on ∆(λ, ν). We obtain in this section several estimates
on ∆(λ, µ) by using some results on the behavior of Fµ, Gµ obtained in [32];
the reader should refer to [32] to find detailed proofs of the results used in
this section. The first result is a bound on Fλ which depends on the length
of the first run of λ.
Proposition 5.5 (Cor. 4.9, [32]). Let λ be a composition with the first
run of length R. If the first run is increasing, the following inequality holds:
1− (1− t)R ≤ Fλ(t) ≤ 1− (1− t)R+1.
If the first run is decreasing, then
tR+1 ≤ Fλ(t) ≤ tR.
The same result holds for Gλ after exchanging the increasing run and
the decreasing run. Using the above proposition, we can prove the following
estimates on ∆(λ, µ).
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Lemma 5.6. Denote by L the size of the last run of λ and by R the size
of the first run of µ. Set ϑ1 = + if the last run of λ is increasing and ϑ1 = −
otherwise, and set similarly ϑ2 = + if the first run of µ is increasing and
ϑ2 = − otherwise. Then,
• if ϑ1 = +, ϑ2 = +,
1
R+ 3
≤ ∆(λ, µ) ≤ 1
R+ 1
;
• if ϑ1 = −, ϑ2 = +,
1
L+R+ 3
≤ ∆(λ, µ) ≤ 1
L+R+ 1
;
• if ϑ1 = +, ϑ2 = −,
R+ L+ 2
R+ L+ 1
− 1
R+ 1
− 1
L+ 1
≤ ∆(λ, µ) ≤ R+ L+ 4
R+ L+ 3
− 1
R+ 2
− 1
L+ 2
;
• if ϑ1 = −, ϑ2 = −,
1
L+ 3
≤ ∆(λ, µ) ≤ 1
L+ 1
.
Proof. In each case, the proof is done by using the inequalities of Propo-
sition 5.5 in the definition of ∆(λ, µ). Let us detail the proof in the first case,
since the three other cases are proven similarly. Since ϑ1 = +, applying
Proposition 5.5 to the last run of λ yields the inequalities
(12) tL+1 ≤ Gλ(t) ≤ tL
for t ∈ [0, 1]. Since ϑ2 = +, Proposition 5.5 gives similarly
(13) 1− (1− t)R ≤ Fµ(t) ≤ 1− (1− t)R+1
for t ∈ [0, 1]. Therefore, using (12) and (13) in the definition of ∆(λ, µ) yields∫ 1
0
(1− tL)(1− t)R+1dt ≤ ∆(λ, µ) ≤
∫ 1
0
(1− tL+1)(1− t)Rdt.
On the first hand,∫ 1
0
(1− tL)(1− t)R+1dt
=
1
R+ 2
− (R+ 1)!L!
(R+ L+ 2)!
=
1
R+ 2
(
1− L!
(R+ 3) . . . (L+R+ 2)
)
.
imsart-aop ver. 2014/10/16 file: Zigzag_diagrams_and_Martin_boundary.tex date: September 24, 2018
ZIGZAG DIAGRAMS AND MARTIN BOUNDARY 35
Since 1− L!(R+3)...(L+R+2) ≥ 1− 1R+3 ≥ R+2R+3 ,∫ 1
0
(1− tL)[1− (1− (1− t)R+1)]dt ≥ 1
R+ 3
.
And on the other hand,∫ 1
0
(1− tL+1)(1− t)Rdt = 1
R+ 1
− R!(L+ 1)!
(R+ L+ 2)!
=
1
R+ 1
(
1− (L+ 1)!
(R+ 2) . . . (L+R+ 2)
)
,
which is smaller than 1R+1 . Finally,
1
R+ 3
≤ ∆(λ, µ) ≤ 1
R+ 1
.
We denote respectively by A(λ, µ) and by B(λ, µ) the upper bound and
the lower bound of ∆(λ, µ) which have been established in the previous
lemma.
Lemma 5.7. Let ǫ > 0. There exists a constant η > 0 independent of λ
and µ such that B(λ, µ) ≤ η implies that
A(λ, µ)−B(λ, µ)
B(λ, µ)
≤ ǫ.
Proof. Let ǫ > 0. If (ϑ1, ϑ2) = (+,−), then B(λ, µ) = 1− 1R+1 − 1L+1 +
1
L+R+1 . Since
1
L+R+1 − 1L+1 is increasing in L,
B(λ, µ) ≥ 1− 1
R+ 1
− 1
2
+
1
R+ 2
≥ 1
2
− 1
(R+ 1)(R + 2)
≥ 1
3
.
Thus, choosing η < 13 yields trivially the implication of the lemma.
If (ϑ1, ϑ2) 6= (+,−), we have B(λ, µ) = 1X+3 and A(λ, µ) = 1X+1 for X ∈
{R,L,R + L} depending on the value of (ϑ1, ϑ2). Thus,
A(λ, µ)−B(λ, µ)
B(λ, µ)
=
X + 3
X + 1
− 1 = 2
X + 1
≤ 4B(λ, µ).
Therefore, if B(λ, µ) ≤ ǫ4 ,
A(λ, µ)−B(λ, µ)
B(λ, µ)
≤ ǫ.
Finally, setting η = min
(
1
3 ,
ǫ
4
)
yields the result.
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When the last run of λ and the first run of µ remain bounded, the es-
timates of Proposition 5.5 are not so useful. By [32, Proposition 6.9], it is
however still possible to show that the distribution of Xλ depends up to a
small error only on the first cells of the composition, provided that the first
run is not too big. We reformulate [32, Proposition 6.9] by using a convenient
distance D on the set of compositions. For two distinct compositions λ, µ of
possibly different sizes with first run of the same size and same orientation,
set
D(λ,µ)
=
(
sup{n ≥ 1|λ≤n = µ≤n and the first run of λ is smaller than n}
)−1
,
and then set D(λ, λ) = 0 and D(λ, µ) := 1 if the first run of λ and the
one of µ do not have the same length or same orientation. Remark that
this distance is actually ultrametric, since it is readily seen that for three
compositions λ, µ, ν we have
D(λ, ν) ≤ max (D(λ, µ),D(µ, ν)).
From now on, we consider the set Λ of compositions as a metric space with
respect to this distance.
Proposition 5.8 (Prop. 11, [32]). The map
F : (Λ,D) −→ (C([0, 1],R), ‖.‖∞)
mapping a composition λ to the cumulative distribution function Fλ of Xλ
is uniformly continuous.
We extend now Proposition 5.8 to a continuity result for the correlation
function ∆.
Lemma 5.9. The map log∆ : Λ×Λ −→ R is uniformly continuous with
respect to the second argument. Moreover, for each ǫ > 0, there exists a
constant of uniform continuity independent of the first argument.
The above results mean that for all ǫ > 0, there exists δ > 0 such that for
all (λ, µ1), (λ, µ2) ∈ Λ× Λ with D(µ1, µ2) ≤ δ, we have
|log∆(λ, µ1)− log∆(λ, µ2)| ≤ ǫ.
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Proof. Let ǫ > 0 and let η be the constant associated to ǫ in Lemma
5.7. Let δ < +∞ be a constant of uniform continuity associated to ǫη for the
function F in Proposition 5.8 and let µ, µ′ ∈ Λ be two compositions such
that D(µ, µ′) ≤ δ. Then, Proposition 5.8 yields that ‖Fµ − Fµ′‖∞ ≤ ǫη.
Let λ be a composition. On the one hand, B(λ, µ) (resp. B(λ, µ′)) only
depends on the orientation and the length of the last run of λ and the first
run of µ (resp. µ′). On the other hand, since D(µ, µ′) ≤ δ, the first run of µ
and the one of µ′ have same length and same orientation. Therefore, we can
set B := B(λ, µ) = B(λ, µ′). For the same reasons, we set A := A(λ, µ) =
A(λ, µ′).
If B ≤ η, then, by Lemma 5.7,
∆(λ, µ)
∆(λ, µ′)
≤ A
B
≤ A−B +B
B
≤ 1 + ǫ,
which yields
log
(
∆(λ, µ)
) − log (∆(λ, µ′)) ≤ ǫ.
Exchanging µ and µ′ gives finally∣∣log (∆(λ, µ)) − log (∆(λ, µ′))∣∣ ≤ ǫ.
Suppose now that B ≥ η. By the choice of δ and by Proposition 5.8, ‖Fµ −
Fµ′‖∞ ≤ ηǫ. Since ‖1−Gλ‖∞ ≤ 1, this gives
∣∣∆(λ, µ′)−∆(λ, µ)∣∣ = ∣∣∣∣
∫ 1
0
(
1−Gλ(t)
)(
Fµ(t)− Fµ′(t)
)
dt
∣∣∣∣ ≤ ηǫ.
Hence
∆(λ, µ)
∆(λ, µ′)
≤
∣∣∆(λ, µ)−∆(λ, µ′)∣∣+∆(λ, µ′)
∆(λ, µ′)
≤ 1 + ηǫ
η
≤ 1 + ǫ,
which yields
log
(
∆(λ, µ)
) − log (∆(λ, µ′)) ≤ ǫ.
By symmetry, we also have
log
(
∆(λ, µ′)
)− log (∆(λ, µ)) ≤ ǫ,
which concludes the proof.
6. Asymptotic law of ξw
1
. This section is devoted to the asymptotic
distribution of ξw1 for l(w) large.
imsart-aop ver. 2014/10/16 file: Zigzag_diagrams_and_Martin_boundary.tex date: September 24, 2018
38 P. TARRAGO
6.1. Preliminary results. We first establish several estimates on the posi-
tion of 1 in a random standard filling. We write Pλ instead to P to emphasize
that the probability is taken with respect to the random standard filling of
a composition λ.
Lemma 6.1. Let λ be a composition of n, and a < b be two peaks of λ.
Then
Pλ(1 ∈ λ>a,<b) ≤ 3b− a
n
.
Proof. Since 1 has to be located in a valley of λ,
Pλ(1 ∈ λ>a,<b) =
∑
v∈V
a<v<b
P(1 ∈ v).
From Corollary 5.3, for each v ∈ V ,
P(1 ∈ v) = 1
n
1
∆(λ<v, λ>v)
.
Suppose that v is the valley located at the intersection of the runs si and
si+1 (see Section 4.1 for a precise definition of si and si+1). By the bounds
on ∆(λ<v, λ>v) from Lemma 5.6,
1
∆(λ<v, λ>v)
≤ l(si) + l(si+1) + 3 ≤ 3(l(si) + l(si+1)),
where l(si) and l(si+1) are respectively the lengths of si and si+1. Summing
the latter inequalities over all valleys between a and b yields
Pλ(1 ∈ λ>a,<b) ≤ 3
n
∑
v∈V
a<v<b
l(si) + l(si+1) ≤ 3(b− a)
n
.
In the following lemma, we use the previous result to give a precise esti-
mate on the probability that 1 is located in a particular valley v when the
composition is large.
Lemma 6.2. Let ǫ > 0. There exists n0 ≥ 1 such that if λ is a composi-
tion of size n larger than n0, and v ∈ λ is a valley with slope s(v) = Ja+1, bK,
then
b− a
n
− ǫ ≤ Pλ(1 ∈ v) ≤ b− a
n
+ ǫ.
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Proof. Let us first find nǫ ≥ 1 such that if b− a ≥ nǫ and n ≥ nǫ, then
b− a
n
− ǫ ≤ Pλ(1 ∈ v) ≤ b− a
n
+ ǫ.
Suppose that b − a ≥ 2. Then, since v is a valley, v belongs to two runs si
and si+1, one of them having a length greater or equal to 2. Assume without
loss of generality that l(si+1) ≥ 2. This implies that the first run of λ>v is
increasing. Let L denote the length of the last run of λ<v, and R the length
of the first run of λ>v.
If l(si) = 1, the last run of λ<v is increasing. Moreover, in this case,
b− a = R+ 1. Thus, Lemma 5.6 yields
1
b− a+ 2 ≤ ∆(λ<v, λ>v) ≤
1
b− a.
Hence, independently of L, there exists n1 such that if l(si) = 1 and b−a ≥
n1, then
(1− ǫ)(b− a) ≤ 1
∆(λ<v, λ>v)
≤ (1 + ǫ)(b− a).
If l(si) > 1, the last run of λ<v is decreasing. Then, b − a = L + R and
Lemma 5.6 yields
1
b− a+ 3 ≤ ∆(λ>v, λ<v) ≤
1
b− a+ 1 .
There exists n2 such that if l(si) > 1 and b− a ≥ n2, then
(1− ǫ)(b− a) ≤ 1
∆(λ<v, λ>v)
≤ (1 + ǫ)(b− a).
Set nǫ = max(n1, n2), and suppose that b − a ≥ nǫ and n ≥ nǫ. From
Corollary 5.3, Pλ(1 ∈ v) = 1n∆(λ<v,λ>v) and thus
(1− ǫ)b− a
n
≤ Pλ(1 ∈ v) ≤ (1 + ǫ)b− a
n
,
which is the expected property for nǫ.
Define now n0 =
3nǫ
ǫ and let λ be a composition of size larger than n0.
Let v be a valley of λ with slope Ja+1, bK. If b−a ≥ nǫ, the first part of the
proof yields
(1− ǫ)b− a
n
≤ Pλ(1 ∈ v) ≤ (1 + ǫ)b− a
n
.
If b − a ≤ nǫ, then b−an ≤ ǫ3 and by Lemma 6.1 P(1 ∈ v) ≤ ǫ. Therefore, in
any case,
b− a
n
− ǫ ≤ Pλ(1 ∈ v) ≤ b− a
n
+ ǫ.
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The following lemma estimates the probability that the integer 1 is situ-
ated in some initial part of a composition.
Lemma 6.3. Let ǫ > 0. There exists n′0 ≥ 1 such that if λ is a composi-
tion of size n larger than n′0 and b is a peak of λ, then
b
n
− ǫ ≤ Pλ(1 ∈ λ<b) ≤ b
n
+ ǫ.
Proof. We suppose without loss of generality that ǫ ≤ 12 , so that 1− ǫ ≤
exp(ǫ) ≤ 1 + 2ǫ.
Let nǫ be such that
1
nǫ
is a constant of uniform continuity associated to ǫ for
the function log∆ in Lemma 5.9, and let n′0 be such that
nǫ
n′0
≤ ǫ. Suppose
that λ is a composition of size n larger than n′0. We divide the proof in two
cases.
Suppose first that b ≥ n− nǫ, which implies that n−bn ≤ nǫn ≤ ǫ. Then,
Pλ(1 ∈ λ<b) = 1− Pλ(1 ∈ λ>b),
and by Lemma 6.1,
Pλ(1 ∈ λ>b) ≤ 3(n− b)
n
≤ 3ǫ.
Therefore,
Pλ(1 ∈ λ<b) ≥ 1− 3ǫ ≥ b
n
− 3ǫ,
and
Pλ(1 ∈ λ<b) ≤ 1 ≤ b
n
+
n− b
n
≤ b
n
+ ǫ.
If b ≤ n−nǫ, set t = b+nǫ. Then, for each valley v ≤ b, D(λ>v, λ>v,<t) ≤ 1nǫ
and hence Lemma 5.9 yields after exponentiation that
(1− ǫ)∆(λ<v, λ>v,<t)−1 ≤ ∆(λ<v, λ>v)−1 ≤ (1 + 2ǫ)∆(λ<v, λ>v,<t)−1,
where we have used that 1 − ǫ ≤ exp(ǫ) ≤ 1 + 2ǫ when ǫ ≤ 12 . By the
expression of Pλ(1 ∈ v) from Corollary 5.3, we thus have
(1− ǫ) t
n
Pλ<t(1 ∈ v) ≤ Pλ(1 ∈ v) ≤ (1 + 2ǫ)
t
n
Pλ<t(1 ∈ v).
Summing the latter inequalities on all valleys smaller than b, we get
(1− ǫ) t
n
Pλ<t(1 ∈ λ<b) ≤ Pλ(1 ∈ λ<b) ≤ (1 + 2ǫ)
t
n
Pλ<t(1 ∈ λ<b).
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Since tn =
b+nǫ
n ≤ bn + ǫ, the latter inequality already yields
Pλ(1 ∈ λ<b) ≤ b
n
+ 4ǫ.
On the other hand,, by Lemma 6.1,
Pλ<t(1 ∈ λ<b) = 1− Pλ<t(1 ∈ λ>b) ≥ 1−
3nǫ
t
.
Therefore,
Pλ(1 ∈ λ<b) ≥ (1− ǫ) t
n
(1− 3nǫ
t
) ≥ (1− ǫ)( b
n
+
nǫ
n
− 3nǫ
n
) ≥ b
n
− 2ǫ.
Finally, we have proven that
b
n
− 4ǫ ≤ Pλ(1 ∈ λ<b) ≤ b
n
+ 4ǫ,
for λ larger than n′0.
6.2. Convergence to a uniform distribution. We prove now that ξw1 , the
averaged coordinate of the cell containing 1 in σw (see Section 4.2), converges
in law towards a uniform distribution on [0, 1].
Proposition 6.4. Let ǫ > 0. There exists N ≥ 1 such that for any word
w longer that N ,
‖Fξw1 − Id[0,1] ‖∞ ≤ ǫ,
where Fξw1 denotes the cumulative distribution function of ξ
w
1 .
Proof. Let 0 < ǫ ≤ 1. Since Fξw1 and Id[0,1] are increasing functions, it
is enough to prove that for s ∈ [0, 1] and for w long enough,∣∣P(ξw1 ∈ [0, s]) − s∣∣ ≤ ǫ.
Let 0 < s < 1 and let n0, n
′
0 be the constants respectively given by
Lemma 6.2 and by Lemma 6.3 for ǫ. Set N = max(1/s, 1/ǫ, n0, n
′
0), and
let w be a word of size n ≥ N , with λ its corresponding composition. Let v0
denote the last valley of λ such that the associated slope Ja+1, bK intersects
[0, ns], namely [a+ 1, b + 1] ∩ [0, ns] 6= ∅: since 1n < s, v0 always exists.
Note that a is either zero or a peak of λ and if 1 ∈ λ<a, then ξw1 ∈
[
0, an
[ ⊂
[0, s]. Thus,
(14) P(ξw1 ∈ [0, s]) = Pλ(1 ∈ λ<a) + P
(
1 ∈ v0 ∩ ξw1 ∈ [0, s]
)
.
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On the one hand, because n ≥ n′0, Lemma 6.3 gives
(15)
a
n
− ǫ ≤ Pλ(1 ∈ λ<a) ≤ a
n
+ ǫ.
On the other hand by independence between σw and the random variable
U1 in the definition of ξ
w
1 (see Definition 4.1),
P
(
1 ∈ v0 ∩ ξw1 ∈ [0, s]
)
=Pλ(1 ∈ v0)
Leb
(
[0, s] ∩ [a/n, b/n])
(b− a)/n
=Pλ(1 ∈ v0)
(
sn− a
b− a ∧ 1
)
.
Since n ≥ n0, Lemma 6.2 yields
(16)
b− a
n
− ǫ ≤ Pλ(1 ∈ v0) ≤ b− a
n
+ ǫ.
Applying (15) and (16) to (14), we get
(17)
a
n
+
b− a
n
(
sn− a
b− a ∧ 1
)
−2ǫ ≤ P(ξw1 ∈ [0, s]) ≤
a
n
+
b− a
n
(
sn− a
b− a ∧ 1
)
+2ǫ.
First,
(18)
b− a
n
(
sn− a
b− a ∧ 1
)
≤ b− a
n
sn− a
b− a ≤ s−
a
n
.
Then, since sn < b+ 1 (otherwise the slope of the valley following v0 would
intersect [0, ns]), we have(
sn− a
b− a ∧ 1
)
≥ sn− a− 1
b− a ,
and the inequality 1n ≤ ǫ yields
(19)
b− a
n
(
sn− a
b− a ∧ 1
)
≥ b− a
n
sn− a− 1
b− a ≥ s−
a
n
− ǫ.
Using (18) and (19) in (17), we get
s− 3ǫ ≤ P(ξw1 ∈ [0, s]) ≤ s+ 3ǫ,
which concludes the proof.
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7. Martin boundary of Z. This section is devoted to the proof of
Theorem 2.4, yielding the identification of the Martin boundary of Z with
its minimal boundary.
7.1. Generalization of Proposition 6.4. Recall that ξw(k) denotes the
random vector (ξwi )1≤i≤k (see Section 4.2). We generalize here the result
of Proposition 6.4 by proving that, for each k ≥ 1, ξw(k) converges in law
towards a tuple of independent random variables uniformly distributed on
[0, 1] as the length of w goes to infinity. Let Fk be the cumulative distribution
function of a k-tuple of independent uniform random variables on [0, 1],
which satisfies Fk(s1, . . . , sk) =
∏k
i=1 si for s1, . . . , sk ∈ [0, 1].
Proposition 7.1. Let ǫ > 0. There exists Nk ∈ N such that for any
word w longer than Nk,
‖Fξw(k) − Fk‖∞ ≤ ǫ,
where Fξw(k) denotes the cumulative distribution function of ξ
w(k).
The proof of this generalization is done by induction, by conditioning
ξwk on ξ
w(k− 1). We first prove several preliminary results. Throughout this
section and unless stated otherwise, k ≥ 2 is a fixed integer. Let λ1, . . . , λr+1,
µ1, . . . , µr be compositions such that
∑r
i=1 |µi| = k − 1, where |µi| denotes
the size of the composition µi. Set
(20) λ = λ1 − µ1 + λ2 − · · · − µr + λr+1.
We denote by wi the word in Z corresponding to λi, and we denote by
S := {j1, . . . , jk−1} the set of cells of λ which correspond to any of the com-
positions µi, 1 ≤ i ≤ r, in (20). Let ~i = (i1, . . . , ik−1) be a permutation of
the set S: formally, there exists σ ∈ Sk−1 with it = jσ(t). Denote by X~i the
event
{
σ−1w (1) = i1, . . . , σ−1w (k − 1) = ik−1
}
and suppose that Pλ
(X~i) 6= 0.
Conditioned on X~i, the random filling of λ consists in sampling a uniformly
random multiset ~R = (R1, . . . , Rr+1) of cardinality (|λ1|, . . . , |λr+1|) among
Jk, nK, and then independently filling each subcomposition λ1, . . . , λr+1 re-
spectively with R1, . . . , Rr+1. If v is a cell of λi, denote by v˜ the correspond-
ing cell in λ: namely, v˜ = v + ai. Since k is the lowest element of Jk, nK, for
v ∈ λi, Pλ
(
k ∈ v˜|X~i
) 6= 0 if and only if v is a valley of λi, and if this is the
case,
Pλ
(
k ∈ v˜|X~i
)
= P(R1,...,Rr+1)(k ∈ Ri)Pλi(1 ∈ v).
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The following result shows that the law of ξwk conditioned on X~i can be
deduced from the knowledge of the distribution of ξwi1 for each subcompo-
sition λi. Recall that the Le´vy distance L(A,B) between two real random
variables A and B is defined as
L(A,B) = inf{ǫ > 0|P(A ≤ s− ǫ)− ǫ ≤ P(B ≤ s) ≤ P(A ≤ s+ ǫ) + ǫ
for all s ∈ R}.
Lemma 7.2. Let r be a random variable on {1, . . . , r+1} such that P(r =
i) = |λi|n−k+1 , and suppose that the random variables σwi , 1 ≤ i ≤ r + 1, and
r are independent. Then,
L
((
ξwk
∣∣X~i),
(
ar
n
+
|λr|
n
ξwr1
))
≤ 2k
n
.
Proof. We show the result by coupling X :=
(
ξwk
∣∣X~i) and Y := arn +
|λr|
n ξ
wr
1 on a same probability space. For 1 ≤ i ≤ r + 1, denote by Jxλi(c) +
1, yλi(c)K the slope of a cell c in λi and by Jx
λ(c˜)+ 1, yλ(c˜)K the slope of the
corresponding cell c˜ = ai + c in λ. Remark that x
λ(c˜) = xλi(c) + ai if c is
not in the first run of λi, and else, due to the presence of the composition
µi−1 left to λi,
|xλ(c˜)− (xλi(c) + ai)| ≤ |µi−1| ≤ k − 1.
Likewise, yλ(c˜) = yλi(c) + ai if c is not in the last run of λi, and else
|yλ(c˜)− (yλi(c) + ai)| ≤ |µi| ≤ k − 1.
Denote by Zi the random variable σ
−1
wi (1). From the discussion preceding
the lemma,
(21)
(
σ−1w (k)
∣∣X~i) =law ar + σ−1wr (1) = Z˜r.
Modifying if necessary the probability spaces, we can consider that the two
previous random variables are equal. Recall that X :=
(
ξwk
∣∣X~i) is defined as
X =
xλk
n
+
yλk − xλk
n
Uk,
where Jxλk+1, y
λ
k K denotes the slope of
(
σ−1w (k)
∣∣X~i) in λ and Uk is a uniform
random variable on [0, 1] independent from σw(see Section 4.2). By (21),
X =
xλ(Z˜r)
n
+
yλ(Z˜r)− xλ(Z˜r)
n
Uk.
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Likewise, we can define ξwr1 using the same random variable Uk with
ξwr1 =
xλr(Z)
|λr| +
yλr(Zr)− xλr(Z)
|λr| Uk,
which yields
Y =
ar
n
+
|λr|
n
ξλr1 =
ar + x
λr(Z)
n
+
yλr(Zr)− xλr(Zr)
n
Uk.
Therefore,
|Y −X| =
∣∣∣∣∣(1− Uk)ar + x
λr(Zr)− xλ(Z˜r)
n
+ Uk
ar + y
λr(Zr)− yλ(Z˜r)
n
∣∣∣∣∣
≤
∣∣∣∣∣ar + x
λr(Zr)− xλ(Z˜r)
n
∣∣∣∣∣+
∣∣∣∣∣ar + y
λr(Zr)− yλ(Z˜r)
n
∣∣∣∣∣ ≤ 2kn .
Hence, for s ∈ [0, 1],
P(X ≤ s) ≤ P
(
Y ≤ s+ 2k
n
)
and P(X ≤ s) ≥ P
(
Y ≤ s− 2k
n
)
,
which implies that L(X,Y ) ≤ 2kn .
In the following lemma, F(ξw
k
|X~i) denotes the cumulative distribution func-
tion of (ξwk |X~i).
Lemma 7.3. Let ǫ > 0. There exists nk ≥ 1 such that for w ∈ Z of
length n ≥ nk and for ~i ∈ J1, nKk−1 such that Pλ(X~i) 6= 0,
‖F(ξwk |X~i) − Id[0,1] ‖∞ ≤ ǫ.
Proof. Set nk = max(
N
ǫ ,
k
ǫ ) + (k − 1), where N is given by Proposi-
tion 6.4, and suppose that w ∈ Z is a word of length n ≥ nk. Let s ∈ [0, 1]
with s ≥ kn and let i be the last integer such that [0, ns] ∩ [ai, bi] 6= 0 (recall
that ai and bi are such that λi = λ>ai,≤bi). Such an integer exists because
a1 ≤ k and ns ≥ k. Note that if j < i, then bj < ai < ns and thus
aj
n +
bj−aj
n ξ
wj
1 ≤ s; similarly, if j > i, then ajn +
bj−aj
n ξ
wj
1 > s. Set
Y :=
ar
n
+
|λr|
n
ξwr1 .
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Then,
P(Y ≤ s) =P(r < i) + P
[
r = i ∩
(
ai
n
+
bi − ai
n
ξwi1 ≤ s
)]
=P(r < i) + P(r = i)P
(
ξwi1 ≤
ns− ai
bi − ai
)
:= C1 + C2,
where C1 = P(r < i) and C2 = P
(
r = i)P(ξwi1 ≤ ns−aibi−ai
)
. Note first that a
counting argument shows that P(r = j) =
bj−aj
n−k+1 , so that
∣∣∣∣P(r < i)− ain− k + 1
∣∣∣∣ =
∣∣∣∣∣∣
1
n− k + 1
∑
j<i
(bj − aj)− ai
n− k + 1
∣∣∣∣∣∣
=
#{1 ≤ t ≤ k − 1, it ≤ ai}
n− k + 1 ≤
k
n− k + 1 .
Since n ≥ kǫ + (k − 1),
(22)
∣∣∣∣C1 − ain− k + 1
∣∣∣∣ ≤ ǫ.
If ns > bi, then P
(
ξwi1 ≤ ns−aibi−ai
)
= 1. By the choice of i, ns ≤ bi+ |µi| which
yields |ns− bi| ≤ k. Thus, since n ≥ kǫ + (k − 1),∣∣∣∣P(r = i)P
(
ξwi1 ≤
ns− ai
bi − ai
)
− ns− ai
n− k + 1
∣∣∣∣ =
∣∣∣∣ bi − ain− k + 1 − ns− ain− k + 1
∣∣∣∣
=
ns− bi
n− k + 1 ≤
k
n− k + 1 ≤ ǫ.
If ns ≤ bi and bi − ai ≤ N , since n ≥ Nǫ + (k − 1),∣∣∣∣ bi − ain− k + 1P
(
ξwi1 ≤
ns− ai
bi − ai
)
− ns− ai
n− k + 1
∣∣∣∣ ≤ 2
∣∣∣∣ bi − ain− k + 1
∣∣∣∣ ≤ 2ǫ.
If ns ≤ bi and bi − ai > N , then wi is longer than N and Proposition 6.4
yields that∣∣∣∣ bi − ain− k + 1P
(
ξwi1 ≤
ns− ai
bi − ai
)
− ns− ai
n− k + 1
∣∣∣∣
=
bi − ai
n− k + 1
∣∣∣∣Fξwi1
(
ns− ai
bi − ai
)
− ns− ai
bi − ai
∣∣∣∣ ≤ ǫ.
imsart-aop ver. 2014/10/16 file: Zigzag_diagrams_and_Martin_boundary.tex date: September 24, 2018
ZIGZAG DIAGRAMS AND MARTIN BOUNDARY 47
Thus, in any case,
(23)
∣∣∣∣C2 − ns− ain− k + 1
∣∣∣∣ ≤ 2ǫ.
Therefore,
|P(Y ≤ s)− s| ≤
∣∣∣∣C1 − ain− k + 1
∣∣∣∣+
∣∣∣∣C2 − ns− ain− k + 1
∣∣∣∣+
∣∣∣∣ k − 1n− k + 1s
∣∣∣∣
≤ǫ+ 2ǫ+ ǫ ≤ 4ǫ.
By Lemma 7.2, L
((
ξwk |X~I
)
, Y
) ≤ 2kn . Thus, for n ≥ nk and s ≥ 3kn , since
k
n ≤ ǫ,
P
(
(ξwk |X~i
) ≤ s) ≤ P(Y ≤ s+ 2k
n
) +
2k
n
≤ s+ 8ǫ,
and similarly P
(
(ξwk |X~i
) ≤ s) ≥ s− 8ǫ, so that finally for s ≥ 3sn ,∣∣∣Fξwk |X~i(s)− s
∣∣∣ ≤ 8ǫ.
If s ≤ 3kn , then ∣∣∣Fξw
k
|X~i(s)− s
∣∣∣ ≤Fξw
k
|X~i(
3k
n
) +
3k
n
≤3k
n
+ 8ǫ+
3k
n
≤ 14ǫ.
The proof of Proposition 7.1 is now done by induction.
Proof of Proposition 7.1. Let us prove by induction on k ≥ 1 that
for ǫ > 0, there exists Nk ∈ N such that for n ≥ Nk and w ∈ Z with
l(w) = n− 1,
‖Fξw(k) − Fk‖∞ ≤ ǫ.
For k = 1, the result is given by Proposition 6.4. Let k > 1 and suppose
that the result is proven for k − 1. There exists Nk−1 ≥ 1 such that, for
n ≥ Nk−1,
‖Fξw(k−1) − Fk−1‖∞ ≤ ǫ.
Suppose that n ≥ max(Nk−1, nk), where nk is given in Lemma 7.3. For
s1, . . . , sk ∈ [0, 1],
(24) Fξw(k)(s1, . . . , sk) = E
(
P
(
ξwk ≤ sk|ξw(k − 1))1ξw1 ≤s1,...,ξwk−1≤sk−1
)
.
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By Lemma 4.5, different values of
(
σ−1w (i)
)
1≤i≤k−1 yield disjoint supports
for ξw(k − 1). Thus, (σ−1w (i))1≤i≤k−1 is ξw(k − 1)-measurable. Hence,
(25)
(
ξwk
∣∣ξw(k − 1)) = (ξwk ∣∣∣ξw(k − 1), (σ−1w (i))1≤i≤k−1) .
Recall that
ξw(k) =
(
x
(
σ−1w (i)
)
n
+
y
(
σ−1w (i)
) − x(σ−1w (i))
n
Ui
)
1≤i≤k
,
where (Ui)i≥1 is a sequence of independent random variables uniformly dis-
tributed on [0, 1] and independent of σw. Thus, conditioned on the value of(
σ−1w (i)
)
1≤i≤k−1, the random variables ξ
w
k and ξ
w(k − 1) are independent.
Therefore, by Doob’s conditional independence property [18, Proposition
5.6],
(26)
(
ξwk
∣∣∣ξw(k − 1), (σ−1w (i))1≤i≤k−1
)
=
(
ξwk
∣∣∣(σ−1w (i))1≤i≤k−1
)
.
Recall that X~j denotes the event
{(
σ−1w (i)
)
1≤i≤k−1 = ~j
}
for ~j ∈ J1, nKk−1.
By Lemma 7.3, since n ≥ nk,∣∣P(ξwk ≤ sk∣∣X~j)− sk∣∣ ≤ ǫ
for all ~j such that P(X~j > 0). This implies that∣∣∣P(ξwk ≤ sk∣∣∣(σ−1w (i))1≤i≤k−1
)
− sk
∣∣∣ ≤ ǫ.
Hence, by (25) and (26), for n ≥ nk,∣∣P(ξwk ≤ sk∣∣ξw(k − 1)) − sk∣∣ ≤ ǫ,
which yields∣∣∣∣∣E
(
P
(
ξwk ≤ sk
∣∣ξw(k − 1)) k−1∏
i=1
1ξwi ≤si
)
− skFξw(k−1)(s1, . . . , sk−1)
∣∣∣∣∣ ≤ ǫ.
Therefore, for n ≥ max(Nk−1, nk),∣∣Fξw(k)(s1, . . . , sk)−Fk(s1, . . . , sk)∣∣
≤ǫ+ ∣∣skFξw(k−1)(s1, . . . , sk−1)− Fk(s1, . . . , sk)∣∣
≤ǫ+ sk
∣∣Fξw(k−1)(s1, . . . , sk−1)− s1 · · · sk−1∣∣ ≤ 2ǫ.
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7.2. Proof of Theorem 2.4.
Proof. By the discussion of Section 3.4, it suffices to prove that for
any sequence of words wn in Z with increasing length and any element
(U↑, U↓) in U (2), the convergence of
(
U↑(wn), U↓(wn)
)
towards (U↑, U↓) in
U (2) implies the convergence of wn towards Φ(U↑, U↓) in Zˆ. Recall that
the latter convergence is equivalent to the convergence of Pwn(Γτ ) towards
P(U↑,U↓)(Γτ ) for all finite paths τ ∈ Γf (Z).
Let (wn)n≥1 be a sequence of words in Z and let U = (U↑, U↓) ∈ U (2) be
such that l(wn) = n − 1 for all n ≥ 1 and such that
(
U↑(wn), U↓(wn)
)
con-
verges to U in U (2) as n goes to infinity. By Lemma 4.3, U˜wn converges also to
U , where U˜wn is the run paintbox defined for the word wn in Definition 4.2.
Let τ ∈ Γf (Z) be a finite path of length k. By the equivalence between
paths and permutations given in Section 3.1, τ corresponds to a permutation
στ ∈ Sk in such a way that for n ≥ k,
Pwn
(
Γτ
)
= P
(
(σwn)↓k = στ
)
.
By Proposition 4.4,
P
(
(σwn)↓k = στ
)
= P
(
σU˜wn
(
ξwn(k)
)
= στ
)
.
By Proposition 7.1, as n goes to infinity, ξwn(k) converges in law to a se-
quence (X1, . . . ,Xk) of uniform independent random variables on [0, 1].
Thus, since U˜wn → U , by Proposition 4.6
σU˜wn
(
ξw(k)
) −−→
law
σU
(
X1, . . . ,Xk
)
= σU (k).
Therefore, since P
(
σU (k) = στ
)
= PΦ(U)
(
Γτ
)
,
Pwn(Γτ ) −−−→n→∞ PΦ(U)(Γτ ).
Finally, wn converges to Φ(U) in Zˆ.
8. Relation with the Young graph. We explain here the relation
between Z and the Young graph Y at the level of paths. The relation between
the minimal boundaries of both graphs has already been explained in [13]
using the rings Sym and QSym.
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8.1. The graph Y. A partition π of size n and length r is a decreasing
sequence of positive integers (π1 ≥ · · · ≥ πr) such that
∑
πi = n. We denote
by |π| the size of π and we also write π ⊢ n when |π| = n. We denote by
l(π) the length of the partition π. The set of partitions of size n is denoted
by Yn, and the set of all partitions is denoted by Y. The set Y is partially
ordered with the order relation  given by π  τ if and only if l(π) ≤ l(τ)
and for all 1 ≤ i ≤ l(π), πi ≤ τi.
As for compositions, a Young diagram is associated to each partition by
drawing π1 cells on the first row, π2 cells on the second row and so on,
such that the first cell of the row i + 1 is just above the first cell of the
row i. A standard filling of π is a filling of π with elements of {1, . . . , n},
such that the filling is increasing to the right along the rows and to the top
along the columns. A partition π together with a standard filling is called a
standard tableau of shape π. We denote by Tπ the set of standard tableaux
of shape π. The partition π = (6, 3, 2) and an example of standard filling of
the associated diagram is given in Figure 8.
8 11
2 5 9
1 3 4 6 7 10
Fig 8. Young diagram of (6, 3, 2) and an example of standard filling.
We say that π ր τ if and only if |τ | = |π| + 1 and π  τ . When T ∈ Tτ
is a standard tableau of shape τ ⊢ n, T↓ is defined as the standard tableau
obtained by deleting the cell containing n. In particular T↓ has a shape
π such that π ր τ . Adding an edge from π to τ if and only if π ր τ
transforms Y into a graded graph. The latter graph is a major construction
for the representation theory of the symmetric groups (Sn)n≥1, since the
irreducible representations Vτ of Sn are indexed by elements τ of Yn, and
there is a decomposition
Res(Vτ )
Sn
Sn−1
=
⊕
πրτ
Vπ.
The set of paths on Y between the root ∅ and a partition π is in bijection with
the set of standard tableaux of shape π; thus, an infinite path on Y can be
seen as an infinite standard tableau, which is a sequence (Tn)n≥1 of standard
tableaux such that Tn =
(
Tn+1
)
↓ for n ≥ 1. The latter correspondence
between infinite paths on Y and infinite standard tableaux is similar to the
one between infinite paths on Z and arrangements. Each element of ∂minY
yields a random infinite path on the graph Y, or equivalently a random
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infinite standard tableau. The minimal and Martin boundaries of Y have
been intensively studied (see [20],[21],[33]) and fully described. In particular,
Vershik and Kerov [22] have proven that the minimal boundary ∂minY is
equal to the Martin boundary ∂MY and homeomorphic to the space
∆(2) =
{
(a1 ≥ a2 ≥ . . . ≥ 0), (b1 ≥ b2 ≥ . . . ≥ 0),
∑
aj + bj ≤ 1
}
,
considered with the topology of the pointwise convergence. Moreover, Y
admits a geometric realization with the map gY : Y −→ ∆(2) given by
gY
(
(π1, . . . , πr)
)
=
(
1
n
π1 ≥ . . . ≥ 1
n
πr ≥ 0, 1
n
π′1 ≥ . . . ≥
1
n
π′r′ ≥ 0
)
,
where n is the size of π and π′ is the conjugate partition of π.
8.2. Robinson-Schensted-Knuth algorithm and the projection Γ(Z) −→
Γ(Y). In this section, we construct the map Π of Theorem 2.5 by using the
Robinson-Schensted-Knuth (or simply RSK) algorithm. Let us first recall
this algorithm in the special case of permutations. Initiated by Robinson
in [28] and created by Schensted in [29], it establishes a bijection between
permutations of n and pairs of standard tableaux of size n with the same
shape. The algorithm has been later extended to a more general framework
by Knuth [24]. Let σ =
(
σ(1), . . . , σ(n)
) ∈ Sn. The algorithm constructs a
pair of standard tableaux from σ as follows.
1. Start with an infinite array A0 = (a0k,l)k,l≥1 such that each cell is filled
with the entry n + 1 (namely, a0k,l = n + 1 for all k, l ≥ 1), and an
infinite array B = (bk,l)k,l≥1 such that each cell is empty (B is called
the recording tableau).
2. At each step i, 1 ≤ i ≤ n, the following insertion is done on the array
Ai−1:
• let (1, l1) be the first cell (starting from the left) on the first row
of Ai−1 such that σ(i) ≤ ai−11,l1 . Set ai1,l1 = σ(i);
• let (2, l2) be the first cell on the second row of Ai−1 such that
ai−11,l1 ≤ ai−12,l2 . Set ai2,l2 = ai−11,l1 ;
• continue the process until the step k0 where ai−1k0,lk0 > n. For k >
k0 or k ≤ k0, l 6= l(k), define aik,l = ai−1k,l . Return Ai = (Aik,l)k,l≥1.
Set bk0,lk0 = i.
3. Let P (σ) be the part of the array An containing entries less than
or equal to n, and Q(σ) the part of the array B consisting of non-
empty cells. Then, P (σ) and Q(σ) are two standard tableaux of the
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same shape which are respectively called the insertion tableau and the
recording tableau of σ.
Theorem 8.1 ([28, 29]). The map S : σ 7→ (P (σ), Q(σ)) is a bijection
between Sn and pairs of standard tableaux of n of the same shape. Moreover(
P (σ−1), Q(σ−1)
)
=
(
Q(σ), P (σ)
)
.
From now on, Π(σ) denotes the shape of P (σ) (or Q(σ)). Recall from
Section 8.1 that Tτ denotes the set of standard fillings of the Young diagram
τ , which is isomorphic to the set of paths from ∅ to τ on Y. In the following
lemma, we use the bijection between paths on Z and coherent sequences of
permutations (see Section 3.1) and the RSK algorithm to construct a map
from Γ(Z) to Γ(Y).
Lemma 8.2. Let l ∈ N ∪ {∞} and let (σk)1≤k≤l be a path on Z. Then,(
Π(σk)
)
1≤k≤l is a path on Y. The induced map Π : Γ(Z) −→ Γ(Y) is sur-
jective and satisfies Π(γ↓k) = Π(γ)↓k for all path γ ∈ Γ(Z) and all k ≤ l(γ).
Proof. Let σ ∈ Sn. It is clear from the RSK algorithm that
P (σ↓) = P (σ)↓,
which yields that Π(σ↓) ր Π(σ). Hence, for any coherent sequence of per-
mutations (σk)1≤k≤l, the sequence
(
Π(σk)
)
1≤k≤l is a well-defined path onY.
Let γ = (σk)1≤k≤l ∈ Γ(Z) and let k0 ≤ l(γ). Then, γ↓k0 = (σk)1≤k≤k0 , so
that
Π(γ↓k0) =
(
Π(σk)
)
1≤k≤k0 =
[(
Π(σk)
)
1≤k≤l
]
↓k0
=
(
Π(γ)
)
↓k0 .
We prove now the surjectivity of Π. The reading word σ(T ) of a standard
tableau T is the permutation obtained by concatenating the rows of T from
top to bottom. For example, the reading word of the standard tableau of Fig-
ure 8 is (8, 11, 2, 5, 9, 1, 3, 4, 6, 7, 10). By [31, Lemma A.1.1.10], P
(
σ(T )
)
= T
for all standard tableaux T . Moreover, it is readily seen that if T ′ = T↓, then
σ(T ′) = σ(T )↓. Let (πi)1≤i≤l be a path on Y of length l ∈ N∪{∞}. Then, for
each finite number k such that k ≤ l, the finite path (πi)1≤i≤k corresponds
to a standard tableau Tk of shape πk. Set σk = σ(Tk). Then, (σk)1≤k≤l is a
path on Z and for all k ≥ 1, Π(σk) = πk. Hence, Π((σk)1≤k≤l) = (πi)1≤i≤l,
and the map Π is surjective.
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Remark that Lemma 8.2 corresponds to the first assertion of Theorem 2.5.
In the following lemma, which proves the second assertion of Theorem 2.5,
we use the notion of descent word of a standard tableau. The descent word of
a standard tableau Q of size n is the word w(Q) in Zn such that w(Q)i = −
if and only if i + 1 is in a strictly lower row than i in Q. By a standard
combinatorial result (see [31, Lemma 7.23.1]), i is a descent of a permutation
σ (and thus w(σ)i = −) if and only if i+ 1 is in a strictly lower row than i
in Q(σ), which implies that w(σ) = w
(
Q(σ)
)
.
Lemma 8.3. Let ω be a harmonic measure on Γ∞(Z). Then, the push-
forward of ω by Π is a harmonic measure Π˜(ω) on Γ∞(Y). Moreover, if
P ∈ Γf (Y) is a finite path of length k ending at τ ∈ Y, then
PΠ˜(ω)(ΓP ) =
∑
Q∈Tτ
pω
(
w(Q)
)
,
where pω(w) = Pω(Γγ) for any path γ ∈ Γf (Z) ending at w.
Proof. Let ω ∈ H∞(Z) and let P ∈ Γf (Y) be a path of length k end-
ing at τ ∈ Yk. Let us first prove the second assertion of the lemma. By
Lemma 8.2,
Π−1(ΓP ) ∩ Γ∞(Z) =
{
(σn)n≥1 ∈ Γ∞(Z)|
(
Π(σ1), . . . ,Π(σk)
)
= P
}
= {(σn)n≥1 ∈ Γ∞(Z)|P (σk) = P} =
⊔
σ∈Sk
P (σ)=P
Γσ.
Hence,
PΠ˜(ω)(ΓP ) = Pω
(
Π−1
(
ΓP
))
=
∑
σ∈Sk
P (σ)=P
Pω(Γσ) =
∑
σ∈Sk
P (σ)=P
Pω
(
(σω)↓k = σ
)
.
Since ω is harmonic on Γ∞(Z),
Pω
(
(σω)↓k = σ
)
= pω
(
w(σ)
)
= pω
[
Q
(
w(σ)
)]
.
Hence, if P ∈ Tτ , then Theorem 8.1 yields
PΠ˜(ω)
(
ΓP
)
=
∑
σ∈Sk
P (σ)=P
pω
[
w(
(
Q(σ)
)]
=
∑
(P ′,Q)∈Tτ
P ′=P
pω
(
w(Q)
)
=
∑
Q∈Tτ
pω
(
w(Q)
)
.
From the above equation, PΠ˜(ω)
(
ΓP
)
only depends on the endpoint τ of P
(which is the shape of P ). Thus, Π˜(ω) is a harmonic measure.
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Note that we could prove as well that Π induces a map Πˆ from Hf (Z) to
Hf (Y). However, contrary to the infinite case that we are studying below,
the map Πˆ is not surjective in the finite case: for example, we can prove
by direct computation that the uniform measure on the set of paths on Y
arriving at the partition (2, 2) can not be obtained as the projection of a
measure in Hf (Z).
Since we already know that the map Ψ is surjective (see the definition
of Ψ before Theorem 2.5), the only thing to prove in the third assertion of
Theorem 2.5 is that Π˜ coincides with the map Ψ on ∂minZ. Let us recall first
how this map Ψ has been defined in [13, Section 3]. A harmonic measure ω
in ∂minZ yields a linear map φω : QSym −→ R such that φω(Fλ) = Pω(Γτ )
for any finite path τ ∈ Γf (Z) ending on the word w(λ). Since Sym is a
subring of QSym and since each Schur function sπ in Sym admits a non-
negative decomposition on the basis {Fλ}λ∈Λ, the restriction of the map φω
to Sym satisfies φω(sπ) ≥ 0 and φω(sπs(1)) = φω(sπ) for all π ∈ Y. By
[13, Proposition 12], the map
(
φω
)
|Sym yields a harmonic measure Ψ(ω) in
∂H∞(Y) by setting PΨ(ω)(ΓP ) = φω(sπ) for any path P ∈ Γf (Y) ending at
π.
Lemma 8.4. The map Ψ is equal to the map Π˜ restricted to ∂minZ.
Proof. We use here the notations given before the statement of the
lemma. Let ω ∈ ∂minZ and let φω : QSym −→ R be the corresponding
linear form given above. Comparing the definition of φω and the one of pω
from Lemma 8.2 yields that φω(Fλ) = pω
(
w(λ)
)
for λ ∈ Λ. Let P ∈ Γf (Y)
be a finite path ending on τ ∈ Yk. Then, by Lemma 8.2 and the previous
remark,
PΠ˜(ω)(ΓP ) =
∑
Q∈Tτ
φω
(
Fλ(Q)
)
,
where we have written λ(Q) instead of λ
(
w(Q)
)
. The decomposition of the
Schur function sτ into the basis {Fλ}λ∈Λ is given by the formula (see for
example [12, Theorem 7])
sτ =
∑
Q∈Tτ
Fλ(Q).
Hence,
PΨ(ω)(ΓP ) = φω(sτ ) =
∑
Q∈Tτ
φω
(
Fλ(Q)
)
= PΠ˜(ω)(ΓP ),
and Π˜(ω) = Ψ(ω).
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The proof of Theorem 2.5 is just a compilation of Lemma 8.2, Lemma 8.3
and Lemma 8.4.
9. Law of large numbers and central limit theorem. The purpose
of this section is to prove Theorem 2.6. For σ ∈ Sn, let fσ be the piecewise
linear function on [0, 1] such that fσ(0) = 0, and for 1 ≤ i ≤ n− 1,
fσ
(
i
n− 1
)
− fσ
(
i− 1
n− 1
)
=
{− 1n−1 if i is a descent of σ
1
n−1 if i is an ascent of σ.
Note that equivalently, fσ = fgZ(w(σ)) with the definition of fgZ(w) given in
Section 2.5. In order to get the law of large numbers, it is more convenient
to prove first the central limit theorem for the Gibbs measure ΦZ(∅, ∅).
The result consists mainly in a mathematical formalization of the results
obtained by Oshanin and Voituriez from a physical point of view in [27].
The reader should refer to the latter paper for interesting additional details
on the process
(
fσ(∅,∅)(n)
)
n≥1
.
Proposition 9.1. For n going to infinity, the following convergence
holds in distribution in C ([0, 1], ‖.‖∞):
√
nfσ(∅,∅)(n) −−−→n→∞
1√
3
B,
where B denotes a standard Brownian motion on [0, 1].
Proof. Recall from Section 3.3 that
(
σ∅,∅(n)
)
can be sampled with a
family of independent uniform random variables (Xi)i≥1 on [0, 1] by applying
the oriented paintbox construction with the oriented paintbox (∅, ∅); for
n ≥ 1, the distribution of σ∅,∅(n) is just the uniform distribution on Sn.
Since the map σ 7→ σ−1 preserves the uniform distribution on Sn, fσ∅,∅(n)
law
=
fσ∅,∅(n)−1 . As remarked by Oshanin and Voituriez,
(
(n−1)fσ∅,∅(n)−1 ,Xn
)
n≥1
is a Markov chain: indeed i is a descent of σ∅,∅(n)−1 if and only if Xi > Xi+1.
Therefore,
w
((
σ∅,∅(X1, . . . ,Xn+1)
)−1)
= w
((
σ∅,∅(X1, . . . ,Xn+1)
)−1)
ǫ,
where ǫ = + if Xn < Xn+1 and ǫ = − if Xn > Xn+1. In the sequel,
(n− 1)fσ∅,∅(n)
(
i
n−1
)
is denoted by Yi (the subscript n is dropped, since the
the latter quantity only depends on σ∅,∅(n)↓i+1).
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For σ ∈ Sn, denotes by D(σ) the set of descents of σ. By the Markov
property, for R = Jr1, r1 + r2K and S = Js1, s1 + s2K with s1 ≥ r1 + r2 + 2,
n ≥ s1 + s2, we have
(27)
(
#D
(
σ∅,∅(n)
) ∩R,#D(σ∅,∅(n)) ∩ S) law= (T1, T2),
with T1
law
= #D
(
σ∅,∅(r2 + 1)
)
, T2
law
= #D
(
σ∅,∅(s2 + 1)
)
, and T1 and T2 are
independent. Moreover, the number of permutations of n with k descents
is given by the Eulerian number Ank , whose asymptotic value yields the
following lemma.
Lemma 9.2. [11, Proposition IX.9] Let σn be a uniformly random per-
mutation in Sn. For n going to infinity,
1√
n
(
#D(σn)− n
2
)
−−→
law
1
2
√
3
N,
where N denotes a Gaussian variable with mean 0 and variance 1/12.
Remark that for 1 ≤ r1 < r2 ≤ n− 1,
√
n− 1
(
fσ∅,∅(n)
(
r2
n− 1
)
− fσ∅,∅(n)
(
r1
n− 1
))
=
1√
n− 1(Yr2 − Yr1)
law
=
1√
n− 1
(
(r2 − r1)− 2#D(σr2−r1+1)
)
,
where σr2−r1+1 denotes a uniformly random permutation in Sr2−r1+1. Thus,
Lemma 9.2 together with (27) yield the convergence of the marginal distri-
butions of
√
nfσ∅,∅(n) towards the ones of
1√
3
B. We end now the proof of
Proposition 9.1 with a tightness argument. We follow Theorem 8.4 of the
first version of the book [4] of Billingsley.
Theorem 9.3. [4, Theorem 8.4] Let (Xi)i∈N be a real random process.
Let gn : [0, 1]→ R be the piecewise linear function such that
gn
(
i
n
)
=
1√
n
Xi, 0 ≤ i ≤ n.
Suppose that for all ǫ > 0, there exists λ > 1 and n0 ≥ 0 such that for all
k ∈ N and n ≥ n0,
P
(
max
i≤n
|Xk+i −Xk| ≥ λ
√
n
) ≤ ǫ/λ2.
Then, the sequence gn is tight.
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The hypothesis of Theorem 9.3 is verified in our case through the following
lemma, which mimics the situation of a simple random walk. In the following
statement, FU denotes the cumulative distribution function of a random
variable U .
Lemma 9.4. Set Kn = supJ0,nK Yn. Then,
FKn(t) ≥ F|Yn|(t− 1)
for all t ∈ R.
Proof. Let a and b be two integers such that b ≤ a − 2. We first prove
that
P(Kn ≥ a, Yn ≤ b) ≤ P(Yn ≥ 2a− b− 2).
Note first that T = inf(u ∈ N, Yu = a) is a stopping time for the Markov
chain (Yn,Xn). Since {Kn ≥ a} = {T ≤ n}, {Kn ≥ a} ∈ FT and by the
strong Markov property,
P(Kn ≥ a, Yn ≤ b) =P
(
(T ≤ n) ∩ (Yn − YT ≤ b− a)
)
=E
(
1T≤nP(YT ,XT )(Y˜n−T − Y˜0 ≤ b− a)
)
≤E(1T≤nP(YT ,XT )(Y˜n−T − Y˜1 ≤ b− a+ 1)),
with (Y˜i, X˜i)i≥0 being an independent random walk starting at (Y˜0, X˜0) =
(YT ,XT ). Since Y˜n−T − Y˜1 is independent of the value (Y˜0, X˜0) and dis-
tributed as Y˜n−T−1, a symmetric random variable,
Y˜n−T − Y˜1 law= −(Y˜n−T − Y˜1).
Hence,
E
(
1T≤nP(YT ,XT )(Y˜n−T − Y˜1 ≤b− a+ 1)
)
=E(1T≤nP(YT ,XT )(−(Y˜n−T − Y˜1) ≤ b− a+ 1))
=E
(
1T≤nP(YT ,XT )(Y˜n−T ≥ a− (b+ 1) + Y˜1)
)
≤E(1T≤nP(YT ,XT )(Y˜n−T ≥ a− (b+ 1)− 1))
≤P((T ≤ n) ∩ (Yn ≥ 2a− b− 2)).
Since b ≤ a−2, (Yn ≥ 2a−b−2) ⊂ (T ≤ n) and the above inequalities yield
P(Kn ≥ a, Yn ≤ b) ≤E
(
1T≤nP(YT ,XT )(Y˜n−T − Y˜1 ≤ b− a+ 1)
)
(28)
≤P(Yn ≥ 2a− b− 2).
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Thus, for a ∈ N,
P(Kn ≥ a) =P
(
(Kn ≥ a) ∩ (Yn ≤ a− 2)
)
+ P
(
(Kn ≥ a) ∩ (Yn ≥ a− 1)
)
≤P(Yn ≥ a) + P(Yn ≥ a− 1) ≤ P(|Yn| ≥ a− 1),
the last inequality being due to the fact that Yn is a symmetric random
variable. This yields
FKn(u) ≥ F|Yn|(u− 1)
for u integer. Since both cumulative distribution functions are constant be-
tween two consecutive integers, the assertion of the lemma is proved for all
t ∈ R.
Let us conclude now the proof of Proposition 9.1. Let ǫ > 0 and let λ > 1
be such that P
(
N ≥ λ − 1) ≤ ǫ4λ2 , where N is a gaussian variable of mean
0 and variance 1/3. Such λ exists because P(N ≥ λ) decays faster than
exponentially. Since Yk+n − Yk is distributed as Yn and 1√nYn converges in
distribution to N as n goes to infinity, there exists n0 such that for n ≥ n0
and k ≥ 0,
P
(|Yk+n − Yk| ≥ λ√n− 1) ≤ P(|N | ≥ λ− 1) + ǫ
2λ2
.
Hence, for k ≥ 0 and n ≥ n0, Lemma 9.4 and the choice of λ yield that
P
(
max
i≤n
|Yk+i − Yk| ≥ λ
√
n
) ≤ 2P(N ≥ λ− 1)+ ǫ
2λ2
≤ ǫ
λ2
.
Therefore, we can apply Theorem 9.3 to get the tightness of the sequence(√
nfσ∅,∅(n)
)
n≥1. Since we already now that the finite dimensional marginal
converges to the ones of 1√
3
B, the convergence in distribution of the sequence
of random variables
(√
nfσ∅,∅(n)
)
n≥1 follows.
A direct consequence of Proposition 9.1 is that almost surely, fσ(∅,∅)(n)
converges uniformly to 0 as n goes to infinity.
Proof. Proof of Theorem 2.6. Let U = (U↑, U↓) ∈ U (2). Since f(U↑,U↓)
and fσU (n) are 1−Lipschitz, it suffices to show the almost sure pointwise
convergence on Q ∩ [0, 1].
By the second assertion of Theorem 1.3, w
[
σU (n)
]
converges almost surely
to Ψ(U) in Zˆ, thus Theorem 2.4 yields that U
(
w[σU (n)]
)
converges almost
surely to U in U (2). In particular, for any connected component I of U↓ or
U↑, and x, y ∈ I,∣∣(fσU (n)(y)− fσU (n)(x)) − (f(U↑,U↓)(y)− f(U↑,U↓)(x))∣∣ −−−→n→∞ 0.
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Let I be a connected component of [0, 1] \ U and let x, y ∈ I. Denote by
d(n) the random variable #{1 ≤ i ≤ n|Xi ∈]x, y[}. Then, by the oriented
paintbox construction,
fσU (n)(y)− fσU (n)(x)
law
=
d(n)
n
(
fσ∅,∅(d(n))(1) − fσ∅,∅(d(n))(0)
)
,
where the random variable σ∅,∅(d(n)) is independent of d(n). By the law of
large numbers, d(n)n converges almost surely to y − x and thus, by Proposi-
tion 9.1,
(
fσ∅,∅(d(n))(1) − fσ∅,∅(d(n))(0)
)
converges to 0 as n goes to infinity.
Therefore, for x, y ∈ I,
fσU (n)(y)− fσU (n)(x) −−−→n→∞ 0 = f(U↑,U↓)(y)− f(U↑,U↓)(x).
Let x ∈ Q∩]0, 1[ and ǫ > 0. There exist r ≥ 1 and I1, . . . , Ir interval compo-
nents of either U or [0, 1] \ U such that Leb (⋃ri=1 Ii ∩ [0, x]) ≥ x− ǫ. Since
f(U↑,U↓) and fσU (n) are 1−Lipschitz, the previous convergence results yield
the almost sure existence of nx ≥ 1 such that for n ≥ nx,∣∣∣fσU (n)(x)− f(U↑,U↓)(x)∣∣∣ ≤ (r + 2)ǫ.
Thus, almost surely, for all x ∈ Q ∩ [0, 1],
fσU (n)(x) −−−→n→∞ f(U↑,U↓)(x).
This concludes the proof of Theorem 2.6.
Acknowledgments. I wish to thank Philippe Biane and Jean-Yves
Thibon who suggested these problems, and gave me the material to under-
stand the subject. This work greatly benefited from the discussions with the
people of the combinatorics workshop of Jean-Yves Thibon at the Univer-
sity of Marne-la-Valle´e, and the team of Roland Speicher at the University
of Saarland.
I am also grateful to the referees for several comments which significantly
improved the overall quality of the manuscript.
Appendix: Proof of Proposition 4.6. Let k ≥ 1. For n ≥ 1, we
denote by Pn the distribution of X
n
k and by P the distribution of Xk.
Lemma 9.5. For each ǫ > 0, there exists Xǫ ∈ B([0, 1]) and n0 ≥ 1 such
that
• P(Xǫ) ≥ 1− ǫ, and
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• for all n ≥ n0, σUn and σU coincide on Xǫ.
Proof. Let ǫ > 0. For δ > 0, set
∆δ :=
⋃
1≤i<j≤k
{
(x1, . . . , xk) ∈ [0, 1]k
∣∣|xi − xj| ≤ δ} .
Then, ∂[0,1]k∆δ =
⋃
1≤i,j≤k
{
(x1, . . . , xk) ∈ [0, 1]k
∣∣|xi − xj | = δ}. Since the
latter has Lebesgue measure zero, P
(
Xk ∈ ∂[0,1]k∆δ
)
= 0. Since ∆δ is
decreasing in δ and Leb
(⋂
δ>0∆δ
)
= 0, there exists δ > 0 such that
P (X ∈ ∆δ) ≤ ǫ/2.
Denote by U = {Ui =]ri, si[}1≤i≤r the finite ordered collection of interval
components of U↓∪U↑ of size larger than δ, where we suppose that si < ri+1
for 1 ≤ i ≤ r − 1. For η > 0, let
Bη :=
⋃
1≤j≤k
1≤i≤r
{
(x1, . . . , xk) ∈ [0, 1]k
∣∣xj ∈]ri − η, ri + η[∪]si − η, si + η[} .
Once again, Leb
(
∂[0,1]kBη
)
= 0, Bη is decreasing in η and
(⋂
η>0Bη
)
is a null set, thus there exists η > 0 such that P (Xk ∈ Bη) ≤ ǫ/2. Let
Kǫ = Bη ∪∆δ and let Xǫ = ∆ \Kǫ. Then, P(Xǫ) ≥ 1 − ǫ. Moreover, since
Leb(∂Xǫ) = Leb(∂Kǫ) = 0, P(∂Xǫ) = 0.
Set κ = min(η, δ) and let n0 ≥ 1 be such that for n ≥ n0, dU(2)(Un, U) ≤ κ.
Suppose from now on that n ≥ n0. Since dU(2)(Un, U) ≤ κ ≤ δ, the interval
components of Un↓ (resp. U
n
↑ ) of size larger than δ are in order respecting
bijection with those of U↓ (resp. U↑). Denote by Un = {Uni :=]rni , sni [}1≤i≤r
the interval components of Un of size larger than δ: then, U
n
i ⊂ Un↑ if and
only if Ui ⊂ U↑. Moreover, since dU(2)(Un, U) ≤ κ ≤ η, |rni − ri| < η and
|sni − si| < η for 1 ≤ i ≤ r.
We prove now that σU and σUn coincide on Xǫ for n ≥ n0. Let ~x ∈ Xǫ
and n ≥ n0. We set σ := σU (~x) and σn := σUn(~x). Let 1 ≤ i < j ≤ k and
suppose that σ−1(i) < σ−1(j). By the oriented paintbox construction, this
happens if and only if
1. either xi and xj are not in the same connected component of U↑ ∪ U↓
and xi < xj, or
2. xi and xj are in the same connected component of U↑.
Let us suppose that we are in the case (1). Since ~x ∈ Xǫ, |xi − xj | > δ.
Thus, xi and xj can not be in a same connected component of Un of size
smaller than δ. Suppose that xi is in a connected component U
n
i =]r
n
i , s
n
i [
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of size larger than δ, with 1 ≤ i ≤ r. Since dU(2)(U,Un) ≤ η, |ri − rni | ≤ η
and |si − sni | ≤ η. Hence, xi ∈]ri − η, si + η[. Since ~x ∈ Xǫ, |xi − ri| > η
and |xi − si| > η, and thus xi ∈]ri + η, si − η[⊂ Ui. Since we are in the
case (1), this means that xj 6∈ Ui. Similarly, the fact that ~x ∈ Xǫ yields that
xj 6∈]ri − η, si + η[, and then the fact that dU(2)(U,Un) ≤ η implies that
xj 6∈]rni , sni [= Uni ⊂ Un↑ . We have proven that xi and xj are not in the same
connected component of Un, and since xi < xj we have σ
−1
n (i) < σ
−1
n (j).
Let us suppose that we are in case (2). Then, xi and xj are in the same
connected component Ui ⊂ U↑. Since ~x ∈ Xǫ, this implies that xi and xj are
in ]ri + η, si − η[. Since dU(2)(U,Un) ≤ η, we thus have that xi and xj are in
]rni , s
n
i [= U
n
i . Thus, we have also σ
−1
n (i) < σ
−1
n (j). The case σ
−1(i) > σ−1(j)
is done similarly.
Finally, σ = σn and we have proven that for n ≥ n0, σUn and σU are
equal on Xǫ.
Proof of Proposition 4.6. Let ǫ > 0. Let Xǫ ∈ B([0, 1]) and n0 ≥ 1
be given by Lemma 9.5 for ǫ, and let σ ∈ Sk. Then,
(29) Pn(σUn(X
n
k ) = σ) ≥ Pn
({σUn(Xnk ) = σ} ∩ Xǫ).
By Lemma 9.5, for n ≥ n0, σUn and σU coincide on Xǫ, which yields
(30) Pn
({σUn(Xnk ) = σ} ∩ Xǫ) = Pn({σU (Xnk ) = σ} ∩ Xǫ) = Pn(Aσ,ǫ),
where Aσ,ǫ = σ
−1
U ({σ}) ∩ Xǫ. Since Aσ,ǫ is independent of n and P(∂Aσ,ǫ) ≤
P(∂Xǫ) = 0, there exists nσ ≥ n0 such that for n ≥ nσ,
(31) Pn(Aσ,ǫ) ≥ P(Aσ,ǫ)− ǫ.
On the one hand, using (31) in (30) yields that
(32) Pn
({σUn(Xnk ) = σ} ∩ Xǫ) ≥ P(Aσ,ǫ)− ǫ
for n ≥ nσ. On the other hand, since P(Xǫ) ≥ 1−ǫ and Aσ,ǫ = σ−1U ({σ})∩Xǫ,
P(Aσ,ǫ) ≥ P(σU (Xk) = σ)− ǫ.
Using the latter inequality in (32) yields that
Pn
({σUn(Xnk ) = σ} ∩ Xǫ) ≥ P(σU (Xk) = σ)− 2ǫ,
which combined with (29) gives
Pn(σUn(X
n
k ) = σ) ≥ P(σU (Xk) = σ)− 2ǫ.
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Let n1 = maxσ∈Sk(nσ). Then, for n ≥ n1 and σ ∈ Sk,
Pn(σUn(X
n
k ) = σ) =1−
∑
σ′∈Sk
σ′ 6=σ
Pn(σUn(X
n
k ) = σ
′)
≤1−
∑
σ′∈Sk
σ′ 6=σ
(
P
(
σU(Xk) = σ
′)− 2ǫ)
≤P(σU (Xk) = σ) + 2ǫk!.
To summarize, we have found n1 ≥ 1 such that for all σ ∈ Sk and n ≥ n1,
P(σU (Xk) = σ)− 2ǫ ≤ Pn(σUn(Xnk ) = σ) ≤ P(σU(Xk) = σ) + 2ǫk!.
This implies the convergence in law of σUn(X
n
k ) towards σU (Xk).
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