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Quantum information processing has been the subject of intense research due to its
potential applications in computation, communication, and fundamental science. In
this regard, numerous physical systems like superconducting circuits, quantum dots
etc., have been proposed for realizing quantum processors. In spite of the wide variety
of the proposals, there exist a few classes of models that may describe the relevant
properties of most such devices. One dimensional quantum spin systems called spin
chains is one such class.
In this thesis, we investigate the dynamics of spin chains from the perspective
of quantum information processing. In particular, we consider three specific appli-
cations: quantum state transfer, quantum state amplification and quantum state
engineering. First, we study the feasibility of using spin chain as a quantum wire.
We propose an adiabatic scheme for robust high fidelity quantum transport. The
scheme is studied both numerically and theoretically with a detailed discussion of
its advantages. Next, by extending the ideas of this transport scheme, we propose a
scheme for controlled measurement of a single spin state. We investigate the scheme
in detail both in idealistic and realistic models. In addition, using the correspon-
dence between spin chain and a well studied quantum dynamical system, we have
vii
come up with a scheme to engineer arbitrary quasimomentum states of spin chains.
The scheme can also be used to efficiently generate entangled W states in spin chains.
In addition to these applications, we have investigated the dynamics of spin chains
for gaining insights into intriguing properties of quantum many-body systems. Along
this line, we introduce a phase space based complexity measure to characterize the
complex dynamics of a quantum many-body system. The use of this measure is
investigated in a spin chain model. Furthermore, we have investigated the interplay
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The twentieth century began with the introduction of quantum concepts and the
continuing years were followed by the rigorous formulation of quantum mechanics.
From the very beginning, the concepts introduced by quantum mechanics were very
weird. The uncertainty principle, superposition, entanglement, quantum measure-
ment etc., are a few examples. Despite these conceptual puzzles, quantum theory
fits the masks of every real experiment to date. From semiconductors to transistors,
lasers to computers, it describes today’s world.
However, our current understanding of quantum mechanics is that of a slow learn-
ing chess student [1]. The rules are known for about 100 years and still only few clever
moves work in some special situations. The high level principles that are required to
play the skillfull overall game is only gradually grasped. Understanding the many-
body interacting quantum systems is one of the greatest challenges to formulate this
high level principle. Indeed, with our present classical computers it is difficult to
program these quantum systems. For instance, a relatively small quantum system
consisting of 300 electrons lives in 2300 ∼ 1090 dimensional Hilbert space [2]. To
represent the state of this quantum system in classical bits requires a computer of
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the size of our universe and the evolution requires a still larger size. This problem
was addressed by Feynman, who came up with a promising solution of using two
level quantum systems instead of classical bits [3]. By efficiently programming the
interaction between the two level quantum systems, the evolution of the complex
2300 ∼ 1090 dimensional system could be simulated using just 300 two level quantum
systems. Following this, researchers started identifying the potential of the weirdness
and complexity of quantum mechanics for a new and profound way of information
processing. This led to the development of a new branch of studies unifying the
information science with quantum mechanics, now known as ‘quantum information
science’.
1.1 Quantum information science (QIS)
QIS is a branch of science that deals with information processing using quantum
systems, achieved by extending the ideas in classical information processing to the
quantum world [4, 5, 6, 7]. The fundamental objective is to identify the high level
principles governing the complex quantum systems and harness them to dramatically
improve the acquisition, transmission and processing of information for application
perspectives. Below we brief the basic concepts of quantum information processing.
1.2 Basics of quantum information processing




Quantum information science begins by generalizing the fundamental resource of clas-
sical information–bits –to quantum bits, or qubits. They are ideal two level quantum
systems (and hence microscopic) like photons, electrons, spin-1/2 particles and sys-
tems defined by two energy levels of atoms or ions. The analog of Boolean states 0
and 1 are the two mutually orthogonal states of a qubit like spin-up and spin-down.
A qubit can also exist in a continuum of intermediate states called superposition,
which entail both states to a varying degree. Mathematically, it can be represented
as
|ψ〉 = α|0〉+ β|1〉, (1.1)
where α and β are complex numbers with the constraint |α|2 + |β|2 = 1. Physically
speaking, |α|2 and |β|2 are the probability of getting |0〉 and |1〉 respectively with
regard to a measurement on the state |ψ〉. This also implies that a superposition
state cannot be distinguished reliably from their basis states |0〉 and |1〉.
Similar to bits, qubits can be combined to represent more information. Also, as
in the case of one qubit, the superposition principle can be applied. In general, a






where αx are the complex numbers with
∑
x |αx|2 = 1. It is evident from Eq. (1.2)
that while a classical n bit register can store a single digit x, the quantum register
can store all the 2n digits with different probabilities. Therefore, a quantum com-
puter can perform computations on an exponential number of inputs on a single run
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whereas classical computer can compute only one. In short, exploiting the quantum
superposition principle, an exponential speed up in computation may be obtained
using the quantum computers compared to the classical ones.
1.2.2 Entanglement
Entanglement is one of the most intriguing properties of quantum mechanics observed
in composite quantum systems [8]. Basically, it consists of impossibility of factorizing
the state of a composite system in terms of the state of its constituent subsystems.
It describes the potential of quantum system to exhibit non-local correlations that
cannot be accounted classically. The simplest kind of an entangled system is a pair of
qubits in a pure but nonfactorizable state. For instance, a pair of spin-1/2 particles
in the singlet state,
|ψ〉 = |10〉 − |01〉√
2
. (1.3)
Entanglement is a physical resource that can be measured, created and trans-
ferred. It can be either bipartite (describes the entanglement between two systems)
or multipartite (describes the entanglement between many systems).
Entanglement plays a key role in determining the potential of quantum informa-
tion processing. For instance, to represent a superposition state of n bits classically
requires a single 2n level system. This is because classical states of separate systems
cannot be superimposed. Thus, the required number of physical resources for compu-
tation increases exponentially with number of bits. However, for entangled quantum
systems, one can represent a general 2n level system by n number of qubits. Entan-
glement is also used as a physical resource in many quantum information applications
like quantum teleportation, quantum cryptography and quantum dense coding.
4
1.2.3 Quantum computation
The implementation of computation in quantum computers directly follows the steps
of its classical analogue, i.e., it requires initialization, processing and data extraction
(measurement) on the state of a quantum many-body system, the quantum register.
The initialization of the data for the program to run in the classical case is replaced
by the preparation of the state of the quantum register. Reading the final output
is equivalent to a quantum measurement on the quantum state. Writing algorithm
implies finding an appropriate Hamiltonian for the time evolution of the quantum
system to get the desired output. Running the program is equivalent to evolve the
particularly chosen Hamiltonian. Similar to the classical case where the computation
can be decomposed into a sequence of elementary gates like AND or CNOT, the
control Hamiltonian can be described by the successive application of quantum gates.
In contrast to classical gates, these quantum gates are reversible as they are composed
of unitary transformations. As for the classical computers, there exist a universal set
of quantum gates i.e., any quantum logic gate can be described by an entangling
two-qubit gate, together with single qubit gates [9]. The most general one qubit gate






Here, α, β, γ, δ, are complex numbers such that Uˆ †Uˆ = Uˆ Uˆ † = 1ˆ. The most common
examples are NOT gate (negating the state of the qubit) where β = γ = 1, α = δ = 0
and phase shift gate (introduces a relative phase φ in the state |1〉) where β = γ = 0,
α = 1, δ = eiφ . Similarly, a well known example for the two qubit gate is the CNOT
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gate (or XOR gate) that negates the state of the second qubit (called the target qubit)
if, and only if, the first qubit (called the control qubit) is in the state |1〉.
The CNOT gate is particularly important in quantum computation because this
gate together with single qubit gates form a universal gate for implementing any
quantum computation. Also, CNOT gate can be used to illustrate the quantum no-
cloning theorem [10] which states that it is impossible to clone unknown quantum
states. For instance, for the Boolean data |0〉 and |1〉, the effect of CNOT gate is to
copy the first qubit into the second qubit if the second qubit starts out in |0〉 state.
i.e., |x0〉 −→ |xx〉 where x = 0, 1. For a general superposition state |ψ〉 = α|0〉+β|1〉,
copying requires that |ψ0〉 −→ |ψψ〉. However, the application of CNOT gate leads
to a highly entangled state α|00〉 + β|11〉 implying the inability to clone arbitrary
quantum states.
Having described the basics elements of quantum information processing, we will
brief some of the advantages of quantum information processing in the next section.
1.3 Prospects of quantum information processing
Over the past few decades, quantum information science is prospering with new ad-
vantages over the existing classical ones continually being discovered. For instance,
new quantum algorithms [11], quantum simulations of many-body systems [12], new
ways of quantum communication like quantum cryptography [13], quantum telepor-
tation [14] etc., have been proposed.
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1.3.1 Quantum algorithms
By exploiting the quantum parallelism, quantum computers can be programmed us-
ing quantum algorithms that can yield solutions dramatically faster than classical
computers. For instance, consider the exhaustive search problem of identifying an
item satisfying a specific property out of an unsorted list of N items. The system
can be seen to satisfy the property if it is examined. Hence, any classical algorithm,
either probabilistic or deterministic, requires the examination of at least 0.5N items
to succeed with a probability of 0.5. By setting the system to a superposition of
N states corresponding N items to be searched, the quantum search algorithm can
examine all N items simultaneously. However, the probability of getting the right
item is only 1/N as only one of the N items examined satisfies the desired property.
Indeed, the probability amplitude can be increased by carrying out a set of quantum
operations. It has been shown that after
√
N/4 repetitions, the measurement reveals
the desired item with certainty [15].
1.3.2 Quantum communication
Quantum communication is the art of transferring information encoded in the state
of a quantum system. By utilizing the oddities of quantum mechanics, the communi-
cation can be proved to be efficient over the existing classical ones. For instance, the
application of quantum theory in the field of cryptography could have the potential
to create a cipher, with an absolute security for eternity. The basic idea comes from
the fact that the measurement tends to unavoidably disturb quantum state of the
system under investigation. In this way, it is not possible for the spy to make an
accurate measurement of the data without leaving a trace of his intrusion under the
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form of some disturbance.
1.3.3 Quantum control
Quantum information provides the platform for controlling and manipulating quan-
tum systems. For instance, a quantum simulator consisting of controllable quantum
systems can be used to mimic the evolution of other quantum systems. Indeed, by
using quantum mechanical device for the efficient simulation of quantum many-body
systems, exponential speed up can be obtained over the classical ones as well as solve
problems intractable on classical computers. In particular, they can provide a virtual
laboratory, realizing quantum models of one’s choice. This has applications in a wide
range of fields such as predicting the weather precisely by using finer-grained models,
studying phase transitions in highly-correlated quantum many-body systems by us-
ing spin models, understanding the phenomena in high energy physics by simulating
analog cosmological models [12].
Because of these advantages, the experimental and theoretical research in quan-
tum information processing is accelerating worldwide. New technologies for realizing
quantum computers are being proposed.
1.4 Realizing quantum information processing
In principle, any effective two-level quantum system can be chosen as a physical
qubit. But considering the practicality, only few are sustainable. Several criteria’s
have been suggested to outline the requirements of hardware for quantum information
processing. The most widely prescribed one is DiVincenzo’s criteria [16]. Although
meeting all the requirements put forward by the criteria are quiet demanding in
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the present situation, people have already tried to come up with numerous physical
systems for the experimental realizations of quantum processors. Some of them are
natural candidates such as photons, spins, atoms or ions, while others are artificial
systems like quantum dots or superconducting circuits. In this section we brief a few
potential systems.
1.4.1 Trapped ions
In this approach, the electronic states of an ion trapped using electric and magnetic
field serves as a qubit. The interactions between individual ions are mediated by
the Coulomb force between the charge particles. By addressing individual ions with
sharply focused laser beams, initialization, qubit operations and measurement can be
carried out. The long coherence time, near unity state detection and the availability of
a universal set of gate operation [17] makes it a best candidate. However, spontaneous
emission, the need for fast optical detection and switching are some of the problems
to be addressed.
1.4.2 Trapped atoms
Similar to trapped ions, the internal states of neutral atoms confined in a free space
by a pattern of crossed laser beams (optical lattice) [18] can be used as qubits. Single
qubit operations are implemented by either radio frequency (rf) pulses or by Raman
transitions [19]. Controlled collisions between atoms in the neighboring lattice sites
would produce two-qubit gates [20]. The advantages of this approach are long coher-
ence time, controlled initialization, interaction and measurements as demonstrated in
small systems. The critical challenge is to preserve the high fidelity control in larger
9
systems with the current existing technology.
1.4.3 Nuclear magnetic resonance (NMR)
Here, nuclear spins in molecules are used as qubits with the spin-up state as |1〉
and spin-down state as |0〉. One-qubit operations are implemented with rf pulses.
Two qubit operations are realized using the J-coupling between nuclei. Measurement
is achieved by observing induced current in a coil surrounding the sample of an
ensemble of qubits. Implementation of algorithms [21] and quantum error correction
protocols [22] were demonstrated using 12 NMR qubits. However, the lack of sufficient
initialization and measurement is a big challenge to be addressed for extending to
larger systems. Another limitation is that only effective pure entangled states can be
studied as the states are only pseudo-pure.
1.4.4 Quantum dots
In this approach, the two states of a qubit are the presence or absence of electron
in two coupled quantum dots (called the charge qubit), or the spin-up or spin-down
states of electron in a quantum dot (called the spin qubit). Quantum logic gates
are accomplished by changing voltages on the electrostatic gates, thus activating and
deactivating exchange interaction [23]. Scaling a system of coupled spins remains a
challenge. Although qubits are seen to have long decoherence time compared to gate
operation, measurement and initialization, the extension to large scale systems re-
quires improvement over current technology. Also, short range exchange interactions
constraint the possibility of fault tolerant quantum computation.
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1.4.5 Superconductors
Superconducting qubits are based on Josephson junction, a thin layer separating sec-
tions of a superconductor. There are three types of superconducting qubits exploiting
the phase, charge and flux degrees of freedom. Single qubit gates are implemented
with resonant pulses and coupling between two qubits is introduced capacitively or
inductively or by introducing an intermediate qubit, allowing simple gate operations
[24]. In contrast to microscopic entities such as spins or atoms, they tend to be well
coupled to other circuits and hence are very appealing from the view point of read out
and gate implementation. Nevertheless, understanding and eliminating decoherence
still remains the biggest challenge for superconducting qubits.
Apart from these, there are many other quantum systems probed experimentally
for the physical realization of quantum information processing in order to meet all
the sufficient criteria [25]. In spite of the wide variety of the proposals, there exist a
few classes of models that can describe the relevant properties of most such devices.
In particular, one dimensional quantum spin chain specified in the next section is one
such class. These systems can describe different physical systems such as quantum
dots, superconducting qubits etc. Also, their Hamiltonian is very simple and thereby
allows the easy identification of the parameters responsible for specific effects. In the
next section, we elaborate the spin chain and its potential advantages in the context
of quantum information processing.
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1.5 Spin chain
Spins are systems endowed with tiny quantized magnetic moments. Bulk materi-
als usually consist of large collection of spins permanently coupled to each other.
The mutual interactions between these spins make them align or anti-align with
respect to each other, resulting in diverse phenomena such as ferromagnetism and
anti-ferromagnetism. A spin chain models a large class of such materials in which the
spins are arranged in a one-dimensional lattice and are permanently coupled to each
other, usually with an interaction strength decreasing with distance.





















i are the spin operators for the component of the ith spin along x, y









i . Here Aij, Bij and Cij (in general denoted by Jij)
are the coupling constants for the spin interaction along the x, y and z directions,
respectively. For most models, the coupling is restricted to nearest-neighbors and
hence Jij is non-zero when j = i + 1 and is 0 otherwise. Another most common
type of coupling is dipolar long range coupling in which interaction decreases with
the neighbor’s distance and Jij = Jij/r3ij, where rij = ri − rj is the distance between
the two spins i and j.
Depending upon the directions of spin-spin interaction, spin chains can be clas-
sified into three types: Heisenberg spin chain, XY spin chain and Ising spin chain.
In the following, we will describe each of the spin chains in detail along with their
possible physical realization.
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1.5.1 Heisenberg spin chain
In the Heisenberg spin chain, the spin-spin interaction exists in all the three directions















where the interaction is limited to nearest-neighbors and is assumed to be isotropic.
The above Hamiltonian can be realized physically by a quantum dot where the
Heisenberg interaction corresponds to the exchange overlap between the two electrons
in the quantum dot [26]. Some other promising realizations making use of the ex-
change interaction due to the overlap of the electron wave functions are the nuclear
[27] and electron spin [28] based quantum computers. In the former case, arrays of
nuclear spins are located on positively charged donor in a semiconductor host. As the
electron wave function extends to a large distance, two nuclear spins can interact with
the same electron leading to Heisenberg interaction between two such coupled donor
nucleus-electron systems. In the latter case, direct interaction between the electron
spins mimics the Heisenberg Hamiltonian.
In addition to the exchange overlap between the electrons, there are also other
physical implementations of Eq. (1.6) such as cold atoms in an optical lattice [29].
For example, consider the displacement of two initially overlapping lattices trapping
two internal states of atoms. The lattices are displaced so that an atom in the |1〉
state is moved close to the neighboring atom in the |0〉 state causing an interaction
between the two atoms. This results in a phase shift in the resulting wave function
that can be represented by an Ising model Hamiltonian in the z direction. Under the
application of resonant pi/2 pulse simultaneously on all the atoms, σˆz operator gets
13
rotated into σˆy operators. Similarly, σˆxi σˆ
x
i+1 interaction can be produced [29].
1.5.2 XY spin chain
An XY spin chain has a spin-spin interaction limited to x and y directions. The as-












XY spin chain can be modeled by quantum Hall systems (two dimensional electron
gas in the quantum Hall effect regime) [30]. Nuclear spins in such systems, after re-
laxation, effectively interact with each other as in Eq. (1.7). Also in cavity Quantum
Electro Dynamic (QED) systems, when two identical two level atoms simultaneously
interact with a single-mode cavity field in the vacuum state, the interaction Hamilto-
nian can be reduced to the XY model [31]. Another way of realizing the XY model
is by quantum dots coupled to single mode micro cavity [32]. Raman coupling via
a common cavity mode is shown to establish long range transverse (XY ) spin-spin
interactions between two distant quantum dot electrons.
1.5.3 Ising spin chain
Ising spin chain consists of a one dimensional array of spins coupled in either x, y or







where j can be either x, y or z.
For nuclear spins in liquids, the main interaction between the nuclear spins is
an Ising type of interaction mediated by chemical bonds [33]. This situation can be
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clearly observed in liquids when the dipole-dipole interaction is suppressed by the
rotational motion of molecules. Another possible realization is using cold atoms in
an optical lattice as explained in Heisenberg spin chain subsection [29]. Also, Ising
interactions can be realized using trapped ions [34] and superconducting qubits [35].
Motivated by the large number of possible physical realizations, there has been
an explosion of interest in spin chains over the last few years, mainly in the quan-
tum information community. In the next section, we briefly discuss some interesting
applications that may be offered by a spin chain.
1.6 Applications of spin chains in quantum infor-
mation processing
Researchers all over the world have come up with numerous proposals considering
spin chains as a promising candidate for quantum information processing. Using spin
chains for universal quantum computation [36], for quantum communication [37], for
measuring quantum states [38], for generating quantum entanglement [39], and for
cloning quantum states [40] are a few examples.
1.6.1 Universal quantum computation
A spin chain can be used as a processor core for a quantum computer. This is because
universal quantum gates [36], accomplishing all types of quantum computation, can be
constructed using a spin chain. For instance, consider the most common Heisenberg







3 |T0〉| ↑〉 where |S〉 =
√
1
2(| ↑〉| ↓〉−| ↓〉| ↑〉) is the singlet state of
spins 1 and 2 of the three spin block, and |T+〉 = | ↑↑〉 and |T0〉 =
√
1
2(| ↑〉| ↓〉+| ↓〉| ↑〉)
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are the triplet states of these two spins [36]. Let Hˆij represents Heisenberg interaction
between ith and jth spins. Then, applying Hˆ12 results in the rotation of the qubit
along the z-axis as Hˆ12|0〉=−|0〉 and Hˆ12|1〉=+|1〉. Similarly, the combined action
of Hˆ12 and Hˆ13 can generate a rotation around the x-axis. Similarly, CNOT gate
between two coded qubits can be constructed by turning on a particular sequence of
Heisenberg interactions. There are also other schemes for achieving universal quantum
gates in the Heisenberg chain [41], XY chain [42] and Ising chain [43].
1.6.2 Quantum state transfer
Large scale quantum computing requires the transfer of quantum information between
different quantum processors. Hence, the linking of quantum processors efficiently is
essential. Spin chains can be used as a coherent data bus and the natural evolution
of the spin chain can be used to transfer quantum states [37]. The basic transport
protocol consists of the following steps.
1. Initialize the spin chain in its ground state.
2. Put the state to be transferred on the qubit at the sending end of the chain.
3. Allow the system to evolve under its Hamiltonian for some time t.
4. Pick up the quantum state at the end of the chain.
This naive approach is useful for very short chains as the fidelity that defines the
quality of the transfer decreases with distance. However, it is possible to achieve a
near perfect transfer with arbitrarily long spin chains by advanced protocols [44].
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1.6.3 Quantum state amplification
Measurement of a single spin/single qubit is important for quantum information pro-
cessing. However, this task is experimentally challenging. Using the coherent collec-
tive properties of the system, it is possible to amplify the signal up to a point de-
tectable by usual means [38]. For example, one quantum signal amplification scheme
uses a collection of spins as a quantum spin amplifier device, with two macroscopi-
cally detectable states |up〉D and |down〉D. Initially, the spin amplifier is placed on
the state |down〉D and one single spin as the measurement object is in an unknown
superposition of spin-down and spin-up states, i.e., |Ψ〉 = α|0〉O + β|1〉O. Due to the
interaction between the single spin and the spin amplifier, the whole object-device
system transforms unitarily as follows:
|Ψ〉in = (α|0〉O + β|1〉O)|down〉D −→ α|0〉O|down〉D + β|1〉O|up〉D. (1.9)
By measuring the collective properties of the amplifier device, the state of the single
spin can be detected. A one-dimensional Ising chain subject to a weak on-resonance
transverse monochromatic driving field can be used as an amplifier device. Initially
all the spins are in the spin-down state. Because the effective local field seen by each
spin depends on whether or not its two nearest-neighbors have the same spin state,
the second spin can be flipped by the driving field only if the first spin (acting as
the object spin) is up. The flipped second spin can then cause the flipping of the
third spin, and so on, thus triggering a wave of spin excitation in the spin chain and
realizing quantum signal amplification.
The fruitful interplay between the studies of spin chains and quantum information
theory is not limited to the implementation of quantum computers. There lies also
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a deep theoretical aspect of gaining insight into intriguing properties of quantum
many-body systems. This is discussed in detail in the later section.
1.7 Manifestations of quantum many-body nature
in spin chains
Spin chains have been used as a paradigmatic model for studying the many-body
effects like entanglement and its scaling at the critical points of quantum phase tran-
sitions [45]. Also, it has been studied in the context of chaos in many-body systems
[46]. Spin chains are also investigated for understanding in concrete terms, the com-
plexity of quantum many-body systems [47]. Also, it is a prototype model for in-
vestigating non-equilibrium dynamics of many-body systems [48], interplay between
disorder and interaction and the consequent many-body localization-delocalization
phase transitions [49], quantum thermalization [50] etc. In the following section, we
introduce a few topics that are relevant to the studies in this thesis.
1.7.1 Quantum phase transitions
Phase transitions are fundamental changes in the state of a system occurring when
the system passes through its critical point. The two states on the opposite sides of
the point are marked by different macroscopic ordering. Classical phase transitions
occur at a temperature T > 0 K and are caused by the increasing importance of en-
tropy (randomness) in determining the phase of a system with rising temperatures. A
typical example is ice-water transition at 273 K. However, quantum phase transitions
occur at absolute zero of temperature and are typically characterized by the quantum
fluctuations due to the Heisenberg uncertainty principle [51]. For instance, a system
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will be in its ground state at T = 0 K. In the case of water, at this temperature
a perfect crystalline arrangement is anticipated. Also, the water molecules should
reside at rest on the lattice sites. However, by uncertainty principle, it is not pos-
sible to simultaneously specify both the position and momentum of each molecule.
Hence determining the state of water at T = 0 K becomes the delicate matter of
optimizing the potential and kinetic energies, while maintaining the consistency with
Heisenberg uncertainty principle. This implies that, it is possible to have more than
one phase even at T = 0 K. These phases will have distinct macroscopic properties,
while containing the same microscopic constituents and are separated by quantum
critical points. The paramagnetic-ferromagnetic transition in some metals [52], the
superconductor-insulator transition [53], and superfluid-Mott insulator transition [54]
are some remarkable examples of this sort of phase transition.
The physics of such quantum phase transition can be investigated using spin










Here J is spin-spin coupling constant and hx is the external transverse field. The
Ising interaction J favors the spontaneous magnetic order along the z axis, a state
with | ↑↑↑ ... ↑〉 or | ↓↓↓ ... ↓〉. While the transverse field hx tends to align the spins
along the perpendicular +x direction, a state |→→→ ...→〉. This competition leads
to two distinct phases, magnetically ordered and quantum paramagnetic phases that
are separated by a continuous transition at the critical point defined by the transverse
field of hx = J . As it is clear that the critical point can be identified by the order
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parameter 〈σx〉, the magnetization along x direction, which is zero for the paramag-
netic phase and increases to non-zero value after the critical point. Quantum phase
transition being purely of quantum origin imprints its signature on the entanglement
behavior of the system [55]. This is particularly relevant from the quantum informa-
tion perspective as entanglement is the key resource for quantum computation and
communication.
1.7.2 Quantum chaos
Chaos refers to a state of disorder or confusion. In classical physics, chaos is charac-
terized by hypersensitivity of the time evolution of a system to its initial conditions.
Instability is almost exponential and implies a continuous spectrum of the motion and
correlation decay despite a finite phase space volume. This property is called ‘mix-
ing’ and it results in the statistical independence of different parts of the trajectory
of motion, allowing a statistical description in terms of a few macroscopic variables.
In contrast, integrable classical systems have discrete spectrum, and quasi-periodicity
of motion with no statistical relaxation.
However, the definition of chaos cannot be translated to quantum mechanics due
to the following reasons. Firstly, in view of Heisenberg uncertainty principle, it is
impossible to precisely define the initial point in phase space. Secondly, quantum
bounded systems have a discrete spectrum and hence the motion is always quasi
periodic. However, Bohr correspondence principle states that quantum mechanics
should reproduce classical mechanics in the limit of large quantum numbers and
hence suggests the imprints of classical chaos in quantum systems.
The apparent contradiction between the discrete spectrum of quantum motion and
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the correspondence principle can be reconciled by the fact that the distinction between
continuous and discrete spectrum is meaningful only at time t → ∞. However, a
quantum wave packet follows the classical motion only till the Ehrenfest time tE
which is proportional to the Planck’s constant h¯. Beyond this time, quantum effects
set in and wave packet revivals takes place. In short, quantum chaos deals with
studies of the manifestations of classical chaos in quantum systems.
Among the various methods used to depict the signatures of quantum chaos, the
most common approach is to analyze the eigenvalues of the Hamiltonian [56]. For
this, initially the eigenvalues are locally unfolded so that the level density is unity
throughout. Then, the nearest-neighbor level spacing distribution i.e., the probability
density P (s) to find two adjacent levels at a distance s is calculated. Integrable
systems follow the Poisson distribution,
PP(s) = exp(−s). (1.11)








From Eqs. (1.12) and (1.11), it is clear that quantum chaotic systems exhibit level
repulsion (i.e., the probability to find close energy levels is very small), in contrast to
the integrable systems exhibiting level clustering.
Interestingly, quantum many-body systems are also seen to follow the spectral
statistics [57]. In particular, the Hamiltonian of non-integrable quantum systems
(that is not solvable by analytical methods) can be written as
Hˆ = Hˆ0 + Hˆ1, (1.13)
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where Hˆ0 is an integrable Hamiltonian whose analytical solution exists and Hˆ1 is the
perturbation. At Hˆ1 = 0, the spectrum can be fitted by a Poisson distribution. By
increasing the perturbation, the system becomes non-integrable and finally chaos sets
in as detected by a change from Poisson to Wigner statistics.
It is interesting to study the quantum chaos in systems that do not have a classical
counterpart. Spin chains are one such class of systems. The global manifestation of
the onset of chaos can be investigated by adding perturbations to the exactly solvable
models of a spin chain. Typical perturbations include external field, frustration,
disorders etc. Recently, there has been a great interest in these studies in the context
of thermalization and the corresponding statistical description in isolated quantum
systems [58]. This is particularly important in quantum information science, where
quantum computation requires real time manipulations of quantum systems.
1.7.3 Quantum complexity
Quantum complexity refers to the lack of a simple description of system properties.
In quantum many-body systems, the complexity arises due to the tensor product
structure of the Hilbert space whose size grows exponentially with increasing number
of constituent particles. Also, the interaction between the constituent particles and
non-integrability are other sources of complexity. These factors result in the complex
behavior of the quantum system like non-scaling (exponentially inefficient) of system
properties, many-body phenomena, quantum irreversibility (via interactions within
the system of interest or between system and its environment), quantum dynamical
instability etc. Hence, quantum entanglement, quantum chaos, decoherence etc. have
deep implications in understanding the many-body properties of a quantum system.
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Understanding the quantum many-body complexity both qualitatively and quantita-
tively is a challenging task of immense importance in the field of quantum information
science. For instance, when quantum chaos sets in, quantum computations may be
destabilized [59]. Hence a careful hardware design and error control is required af-
ter identifying aforementioned potentially harmful consequences of chaos in quantum
processors. There are also beneficial uses such as generation of random states that
are resources for quantum information protocols [60]. In addition to quantum chaos,
characterizing the nature and the role of entanglement in complex quantum systems is
a prerequisite in the light of quantum information and communication applications.
Preventing decoherence and preserving fragile quantum states are other important
issues to be addressed for practical applications of quantum information processing.
1.7.4 Quantum many-body localization
The properties of a system may be changed significantly with the introduction of
disorder. A very good example is the phenomenon of one-dimensional Anderson lo-
calization of single-particle states seen in non-interacting systems [61]. In particular,
all the states will become localized for an arbitrary small disorder with vanishing dc
linear transport response at any temperature T ≥ 0 K. Recently, the topic of Ander-
son localization has been extended to many-body systems to understand the interplay
between disorder, which tends to localize the states, and interaction, which has a delo-
calizing effect [62]. This is certainly important in the context of quantum information
processing as a generic quantum computer consists of quantum many-body systems.
Similar to quantum phase transition, the many-body localization-delocalization phase
transition results in a significant change in the macroscopic properties of a many-body
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system. However, unlike the quantum phase transition, the many-body localization-
delocalization phase transition may happen at non-zero temperature. There are many
distinctions between the many-body localized phase in the presence of strong disorder
and the ergodic or delocalized phase in the presence of small disorder [49]. These dif-
ferences are usually depicted in the many-body eigenstate of the Hamiltonian which
finally describes the time evolution of the system.
For instance, in the ergodic phase, the many-body eigenstates are thermal, i.e.,
the reduced density matrix of a finite subsystem converges to an equilibrium thermal
distribution in the thermodynamic limit. Hence the system can transport energy and
other globally conserved quantities. So the dc thermal and other conductivities are
non-zero. Also, any information about the initial state is dispersed over the whole
system at long times. Hence, for any pure initial state, the long time entanglement is
extensive at any non-zero temperature. This is true because entanglement between
any finite subsystem S and the remaining system quantified by Von Neumann entropy
Tr(ρS ln ρS) is equal to the equilibrium thermal entropy of S, which is proportional
to the number of degrees of freedom in S.
However, in a localized phase, many-body eigenstates have only short-range quan-
tum fluctuations and hence short-range entanglement in real space. Thus, there is
no transport of energy or other quantities and the system has zero dc thermal con-
ductivity in the thermodynamic limit. The real space distance over which the energy
and correlations are transported is the localization length. Note that the localization
length diverges as the ergodic phase is approached. In the localized phase, system
does not relax to its thermal equilibrium and hence fails to serve as a heat bath.
Starting from the seminal paper of Anderson in 1957 [61], spin chains have been
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used as models for studying these phase transitions. In the light of these studies,
several measures like spectral statistics [63], correlation function [49] etc., have been
proposed to detect this phase transition. Also, these studies demonstrated the im-
portance of the role of this phase transition in understanding the thermalization of a
generic quantum system [50].
In short, spin chain is an important prototype model to understand the complex
many-body manifestations of a generic quantum system.
1.8 Motivation
The main objective of this thesis is to understand the dynamics of a quantum system
from the perspective of quantum information processing. In this regard, we have
studied various models of spin chains and our studies were mainly motivated by the
following questions.
1. How can quantum information be transported along an arbitrarily long spin
chain with high fidelity and robustness?
In this study we investigated the feasibility of spin chains as a quantum wire.
Despite many fruitful studies on the transfer of quantum state in spin chains,
it was still unclear what type of scheme can be adopted experimentally for
efficient transfer of quantum information. We tried to address this issue by
proposing an adiabatic population transport scheme, where a slowly moving
external parabolic magnetic field is introduced.
2. How can the state of a single spin be measured or amplified in a controlled man-
ner?
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This work is motivated from the interest in understanding some fundamental
issues related to quantum measurement. For example, what is the cause for
the emergence of the definite outcome of a quantum measurement? Is it the
collapse of the wave function or is it the result of decoherence? With the belief
that new insights can be gained into these issues by controlling or stopping
the measurement process, we have studied models of controlled quantum mea-
surement. We have studied an Ising chain in a transverse field irradiated at
resonance, whose dynamics can amplify the state of a single spin. By extending
our adiabatic transport scheme in answering the first question, we explicitly
propose a scheme for controlled amplification/measurement of a single spin.
3. How can the complex dynamics of a quantum many-body system be quantified?
A meaningful and practically useful complexity measure should (a) provide a
unified description of both one- and many- body dynamics, (b) reproduce at
the classical limit the well-known notion of classical complexity based on the
local exponential instability of chaotic dynamics, (c) be applicable to both pure
and mixed states, and (d) be convenient for numerical investigations. Although
different measures of quantum complexity exist, none of them satisfy all the
above criteria. Hence, we plan to propose a complexity measure fulfilling all
the criteria by extending the Wigner function based phase space measure that
was successful in characterizing complexity of classical [64] as well as quantum
one-body systems [65]. Our specific motivation behind the work is that, as
the phase space formulation can be generalized to many-body systems, the
above complexity measure should reflect the complexity of quantum many-body
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systems as well.
4. What is the effect of disorder in integrable and non-integrable dynamics of many-
body systems?
Non-integrable, in particular, quantum chaotic systems are characterized by
Wigner distribution that can be modeled by random matrix theory. It is in-
teresting to see whether adding disorder results in more random behavior or
not. In our work we attempt to address this issue by investigating quantum
many-body dynamics of a non-integrable spin chain in the presence of disorder.
5. How can arbitrary quantum states in the momentum space of a spin chain be
engineered?
Quantum information processing tasks often require entanglement as an essen-
tial ingredient. Hence it is crucial to engineer the desired entangled states. In
view of this, we have come up with a protocol to engineer entangledW states in
a spin chain. The main idea behind our study comes from the correspondence
between a kicked spin chain and a well-studied quantum dynamical system [66].
1.9 Outline
This thesis is organized as follows. In the second chapter we propose an adiabatic
scheme for robust high fidelity quantum transport along a spin chain. We shall study
the scheme both numerically and theoretically and discuss its advantages. By extend-
ing the ideas of our controlled transport scheme introduced in the second chapter to
a spin amplification problem, we propose a scheme for controlled measurement of a
single spin state and investigate the scheme in idealistic and realistic models of spin
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chains in third chapter. In the fourth chapter, we introduce a phase space based
complexity measure for characterizing the complexity of many-body dynamics and
investigate its efficiency using a paradigmatic model of spin chain in a homogeneous
tilted field. Also, we study the competing role played by disorder and non-integrability
in the many-body dynamics of the spin chain. The fifth chapter discusses the corre-
spondence between the kicked spin chain and quantum rotor, followed by extension
of angular momentum squeezing technique in quantum rotor to engineer W state and
any arbitrary quasimomentum states of a spin chain. Finally, we conclude our work
in the chapter six where future directions are also discussed.
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Chapter 2
Adiabatic quantum transport in
spin chains using a moving
potential
2.1 Introduction
Quantum information processing in a solid state environment has been proved to be
advantageous in many aspects. In the light of this, there have been parallel studies
to use condensed matter systems as the quantum wire for information transfer. This
idea, initially advocated and studied by Bose [37] in the context of spin chains, has
now attracted wide interests. Experimental studies on the dynamics of quantum
information transfer and on the quantum control in spin chains using NMR techniques
have also been reported [67].
Despite many fruitful studies of spin chains from a quantum wire perspective,
many theoretical problems are still open. For instance, in Bose’s original proposal,
the fidelity of quantum information transfer is gradually degraded by the dispersion
effects associated with the quantum propagation. Furthermore, particular external
magnetic field should be designed to ensure a correct quantum phase at the receiver’s
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site. These issues and others motivated a series of sophisticated protocols to achieve
better quantum information transfer. One noteworthy approach was to pre-engineer
the nearest-neighbor couplings of a spin chain or even a spin network [68, 69, 70,
71, 72]. A second approach exploits the mirror symmetry of a spin chain [72, 73].
Another approach suggests using Gaussian wave packets with slow dispersion [74]
to encode the quantum information to be transferred along an unmodulated spin
chain. Unfortunately, these pioneering approaches rely upon specific analytical forms
of the involved Hamiltonian and hence are not robust to imperfection or physical
fluctuations in the spin-spin coupling strength. The same problems are encountered
while applying other more subtle techniques [75, 76, 77].
Two quantum control schemes based on adiabatically varying the coupling strength
in a spin chain promising the desired robustness of the quantum state transfer have
also been suggested [78, 79]. Note however, these schemes require individual address-
ing of the nearest-neighbor coupling and hence present new experimental challenges.
Another quite robust quantum transfer protocol in spin chains is the dual spin-chain
scheme [80, 81, 82, 83]. Therein the quantum information to be transferred is encoded
in two parallel spin subchains (initially assumed to be identical, but even this condi-
tion may be lifted under certain conditions). Thanks to the encoding with two spin
subchains, the quantum transfer can be very robust to static disorder. Nevertheless,
even this promising scheme is not perfect, because (i) it may need too many quantum
measurements (or too many steps of trial and error), (ii) it may not operate well in the
presence of time-dependent disorder, and (iii) the effects of non-ideal measurements
are still under investigation [82].
Hence, it remains an open question as to which quantum transfer scheme will
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ultimately be adopted experimentally, with high fidelity and low cost. It is our belief
that, in the end, a combination of several techniques may be able to offer the most
powerful protocol for quantum information transfer in solid state systems.
In this chapter, we introduce an adiabatic transport scheme assisted by a slowly
moving external field applied to a spin chain. As we show below in detail, this
adiabatic scheme offers a number of advantages: (i) it is highly robust, (ii) it can
be operated rather fast (in the absence of disorder, it may be as fast as one-tenth
of the natural propagation speed of the spin chain), (iii) the required field strength
can be decreased by using wave packets as initial states, (iv) the transfer can be
easily stopped and relaunched, (v) the time of arrival of the quantum population
transfer to the last spin with high probability can be easily predicted, and (vi) it can
offer a promising means of quantum information transfer when combined with the
above-mentioned dual spin-chain scheme.
The outline of this chapter is as follows. In Sec. 2.2, we explain the motivation and
mechanism of our adiabatic population transfer scheme by mapping the spin-chain
Hamiltonian to that of a pendulum. Detailed computational results are presented in
Sec. 2.3. We discuss the dependence of the speed of the transport on fidelity in Sec.
2.4. The robustness of our scheme is studied in Sec. 2.5. In Sec. 2.6, we discuss
how our adiabatic population transfer scheme, which does not yet take care of the
quantum phases (also essential for quantum information transfer), can be combined
with the dual spin chain scheme to offer a potentially powerful approach for quantum
information transfer. We conclude this chapter in Sec. 2.7.
31
2.2 Adiabatic quantum transport in spin chains:
A pendulum perspective
2.2.1 Model
We consider a one-dimensional Heisenberg chain of N+1 spins subject to an external











Here σ ≡ (σx, σy, σz) are the Pauli matrices, J is the coupling strength between
nearest-neighbor spins, and C is proportional to the magnetic dipole of the spins and
the amplitude of the parabolic field whose minimum is at site n0. Note that n0 will be
time dependent in our control scheme. Below we assume all the system parameters
have been appropriately scaled and take dimensionless values, with J = 1, h¯ = 1
throughout. The energy scale (e.g., the parameter C) should be understood with
respect to J , and the time scale should be understood with respect to h¯/J . Since the





of the spin chain preserves the total polarization. In our study we consider only the
subspace of Sz = 1−N , where in total only one spin is flipped. In this subspace the





where |m〉 represents the state with an up spin at the mth site and down spin at all
other sites. The complex coefficients cm(t) are the probability amplitudes.
To understand the essence of the spin chain dynamics from a semiclassical per-
spective, we consider the large N limit of the spin chain. This is discussed in detail
in the next subsection.
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2.2.2 Mapping of spin chain to pendulum
Let k denote the quasimomentum of a plane spin wave and |k〉 be the associated
eigenstate of the quasimomentum. In the large N limit of the chain, |k〉 can be





































































Here we have shifted the zero of energy scale such that if one spin is down, then
the energy is zero.










Eq. (2.4) can be further simplified by rewriting in an operator form, i.e.,
Hs = −J cos(kˆ) + C
2
(nˆ− n0)2, (2.5)
where kˆ|k〉 = k|k〉, nˆ|n〉 = n|n〉, [cos(kˆ), nˆ] = −i sin(kˆ), and [sin(kˆ), nˆ] = i cos(kˆ).
Now, it is easy to note that the Hamiltonian in Eq. (2.5) is the Hamiltonian of a
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quantum pendulum Hp, with an effective Planck constant
√
C. Indeed, with the
mapping kˆ → xˆ, √Cnˆ→ pˆ, the Hamiltonian Hs is mapped to





Cn0 and [cos(xˆ), pˆ] = −i
√
C sin(xˆ). By replacing xˆ and pˆ with c
variables x and p, the semiclassical Hamiltonian for this quantum pendulum i.e.,
Hcp = −J cos(x) + 12(p− p0)2 is obtained.
From the above mapping, it is clear that the quantum transport in the momentum
space of the pendulum is parallel with the transfer of spin excitation from one site
to another. Hence, the issue of robust quantum transport of spin excitation along
the spin chain now reduces to the design of a control scenario that enables robust
transport of the pendulum state in its momentum space. Below we propose an adi-
abatic scheme for robust quantum population transfer along a spin chain using this
pendulum analogy.
2.2.3 Mechanism of adiabatic quantum transport scheme
In the classical phase space of the pendulum, there exists a motional separatrix (a
closed curve enclosing the island and intersecting with both p− p0 = 0 and x = ±pi)
as shown in Fig. 2.1.
Physically, the separatrix marks the boundary between the oscillation and ro-
tational motion of the pendulum. Closed curve in Fig. 2.1 within the separatrix
corresponds to oscillating motion of the pendulum whereas open curve outside the
separatrix corresponds to motion with the pendulum continuously turning through
circles (rotation or libration).
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Figure 2.1: Phase space portrait for the classical pendulum Hamiltonian associated
with Eq. (2.6), with C = 2, J = 1. Variables p − p0 and x plotted here take
dimensionless values. Note that if the separatrix is moving up slowly by increasing
p0 gradually, an initial state enclosed by the separatrix is expected to adiabatically
follow the movement of the separatrix. This suggests that a slowly moving parabolic
potential applied to a spin chain can be used to adiabatically transfer spin excitation
along a spin chain.
For the spin chain, this separatrix is located at −J cos(x) + (1/2)(p − p0)2 = J .
By slowly moving up the separatrix along the momentum space by increasing p0,
then a quantum state initially trapped inside the separatrix cannot penetrate this
separatrix and is expected to adiabatically follow the moving separatrix, giving rise
to adiabatic transport in the momentum space. Translating this pendulum language
back to the spin-chain case, one anticipates that a slowly moving parabolic magnetic
field (with slowly increasing n0) should result in a robust scenario for transferring
quantum population along the spin chain. During this process the dispersion of the
spin wave should also be bounded by the separatrix structure, i.e., a moving but non-
spreading wave packet [84] of the spin wave can be expected. The remaining sections
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of this chapter are devoted to detailed aspects of this adiabatic control scheme.
2.3 Adiabatic transport by moving potential: Com-
putational results
To study the scheme numerically, we calculate the quantum state of the spin chain
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(N − n0)2cN . (2.7)
It is interesting to note that the above equation also describes the evolution of a tight
binding system, for example, an array of (N + 1) identical quantum dots subject to














where J is the constant tunneling rate between the nearest-neighbor quantum dots,
a†n and an are the creation and annihilation operators. Because the total number of
electrons is already assumed to be one, the system wave function can also be written
as |Ψ(t)〉 =∑Nm=0 cm(t)|m〉, where |m〉 denotes the state with an electron in the mth
quantum dot and cm(t), the associated quantum amplitude. In this representation,
the evolution of this tight-binding system takes the same form as Eq. (2.7). Thus,
the above pendulum analogy is also applicable to a tight-binding system and is hence
very useful for consideration of adiabatic quantum transport in quantum dot arrays
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[85]. Note also that one may start from Eq. (2.7) to have an alternative derivation
of the pendulum analogy [86].
The initial state of the spin chain is assumed to be |Φ〉 = ∑Nm=0 cm(0)|m〉. We
consider two types of initial state for our study. In the first case only the m = 0th
spin is excited, with cm(0) = δm0. In the second case, the initial state is a Gaussian
wave packet truncated to three sites, with cm(0) ∝ exp[−(m− 1)2/2l20] for m = 0− 2
and the width of the Gaussian wave packet l0 = 0.707. In either case a parabolic
magnetic field first centered on the n = 0th site is applied and then slowly moved
to the regime of larger n. To realize this, a time dependence is introduced in n0
via n0 = 0 + St, where S is the moving speed. By adiabatic transfer we mean that
the transfer time is inevitably slow compared to the speed of the propagation of a
low excitation in the system with all the couplings active and identical. Hence, the
moving speed S is chosen to be. 1/J . In later subsection we have also discussed the
case with S comparable to J where the adiabatic condition is no longer valid. As the
propagation speed of excitation in the chain does not dependent on the number of
spins in the chain, the adiabatic condition is also independent of chain length. Note
that a static parabolic field was previously introduced to induce a quasi-harmonic
lower energy spectrum such that good transfer of Gaussian wave packets [73] may be
realized. By contrast, our moving potential scenario is more active and effective in
controlling the quantum transport and is in principle applicable to cases where the
shape of the external potential is not parabolic.
To determine the efficiency of the scheme we examine the probability of transfer-
ring the quantum excitation to the last spin of the chain. If the performance of the
population transfer is satisfactory, one should find |cN |2 = 1. Evidently, this condition
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of high transfer probability is already useful by itself for, e.g., transporting electrons
in a quantum dot array in a controlled fashion. Also, in later section we show how
the phase of the quantum amplitude cN may be taken care of by considering a dual
spin chain.
In the following subsections, we illustrate our adiabatic quantum population trans-
fer scheme with detailed computational examples.
2.3.1 Single spin excitation
Here we consider an initial state localized exclusively at the n = 0th site. The feasi-
bility of adiabatic quantum population transfer can be discussed by taking advantage
of the separatrix associated with the pendulum analogy. In the ideal case of adia-
batic following, an initial quantum state enclosed by a separatrix will move with the
slowly moving separatrix. For the above mentioned initial state, the associated k-
distribution covers uniformly from 0 to 2pi. From a semiclassical perspective afforded
by the pendulum analogy, such an initial state corresponds to an initial ensemble
lying on the (p − p0) = 0 axis of the classical phase space. This initial ensemble
hence necessarily intersects with the separatrix (see Fig. 2.1). Because the motional
period associated with the separatrix is infinity, those ensemble components that
overlap with the separatrix will always regard the movement of the separatrix as “too
fast to follow”. That is, as we slowly move the separatrix upwards in the classical
phase space, some portion of the initial ensemble may break the adiabaticity and
tunnel through the separatrix structure. Under such a situation adiabatic quantum
population transfer is expected to partially break down.
To reduce the degree of non-adiabaticity, one possible approach is to reduce
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Figure 2.2: Excitation probability transferred to the last spin in adiabatic quantum
transport along a chain of 101 spins, as a function of the amplitude of external
moving magnetic potential characterized by C. The moving speed of the control field
is S = 0.005.
the overlap of an initial state with the classical separatrix. This should be doable
by increasing the effective Planck constant
√
C (i.e., increasing the strength of the
parabolic field) such that the separatrix regime supports less quantum states. This is
indeed what we find computationally for a chain of 101 spins. In particular, Fig. 2.2
shows that for a field amplitude C = 0.5, the probability of transferring the initial
excitation to the last spin is only 0.63. By increasing C to 8.0, a transfer probability
around 99% is observed.
Figure 2.3 shows the actual excitation profile |cn|2 vs n for a spin chain subject to a
parabolic potential moving at a constant speed of S = 0.005. At t = 0, the state is at
site n = 0. At t = 10000, the quantum population is mainly at n = 50. Note that at
that moment the excitation profile is slightly delocalized into three sites, but the peak
probability is still as high as 0.97. This peak is propagated to site n = 100 at time t =
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Figure 2.3: Transfer of spin excitation along a chain of 101 spins with a field amplitude
given by C = 8 at different times t = 0 (a), 10000 (b) and 20000 (c). The moving
speed of the parabolic potential is given by S = 0.005. Note that the final peak
excitation probability remains as high as 0.97.
20000, with no further dispersion detected. This indicates that our moving potential
scheme has the capacity to overcome the dispersion issue in quantum information
transfer. Though the required field strength could be demanding experimentally, we
point out that because the spin excitation is highly localized throughout the process,
the moving parabolic magnetic field does not need to span over many spin sites (in
the computations, we use a parabolic field that only spans 20 sites).
Because our quantum transport scheme is based upon the adiabatic following of
the spin excitation profile with a moving external potential, it can stop and relaunch
the excitation transfer at any time with great ease, by simply stopping and restarting
the movement of the external parabolic potential. This is simpler than a recent
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Figure 2.4: Adiabatic quantum transport of single excitation along a chain of 101
sites with a field of amplitude C = 8 and moving speed S = 0.005, at t = 2500
(a), 10000 (b), and 15000 (c). Here the transport is stopped at t = 2500 and again
relaunched at t = 10000. Note that the excitation probability is affected little by a
temporary halt of the transfer.
approach [87] using pulsed magnetic fields, and is also confirmed in our computational
studies as shown in Fig. 2.4. Here the transmission is stopped at the time t = 5000, by
stopping the parabolic field. The excitation at this instant is delocalized among three
sites with center at site n = 25 and has a probability maxima 0.96. From the plot
we infer that at time t = 8000, the excitation remains at the site n = 25 unaltered.
Although there is revival of wave inside the parabolic potential, the excitation doesn’t
escape the parabolic potential. The transfer is relaunched at t = 10000. When time
t = 15000, the excitation is at site n = 50 with probability 0.96 implying that the
excitation continues its propagation when relaunched.
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2.3.2 Gaussian excitation profile
In this subsection, we study our scheme with a Gaussian excitation profile at t = 0.
Because such initial ensembles are localized in both k and n, they can be naturally
enclosed by the separatrix shown in Fig. 2.1. As such, if the shape of the initial exci-
tation profile is appropriately adjusted, the initial state can be made not to intersect
with the separatrix. This being the case, the adiabatic following should work better,
probably requiring a much weaker parabolic field. This expectation is also confirmed
computationally.
Figure 2.5: Adiabatic quantum transport along a chain of 101 sites with an initial
Gaussian excitation profile, at (a) t = 0, (b) t = 10000, (c) t = 20000, and (d)
t = 21000. The amplitude of the parabolic field is given by C = 2, and the moving
speed of the control field is given by S = 0.005. Note that the final excitation
probability transferred to the last spin is as high as 0.997.
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In particular, Fig. 2.5 shows the transport of an initial Gaussian excitation profile,
again for a chain of 101 spins. At t = 0, the excitation profile spans only the first three
sites with a probability peak 0.78 at the site n = 1. This state is then transported
by applying a moving parabolic field with C = 2 and a moving rate of S = 0.005.
During the quantum transport the state disperses among about five sites, with a peak
probability maintained around 0.77. At t = 10000 and t = 20000, the peak of the spin
excitation probability profile is transferred to site n = 50 and n = 100. Interestingly,
it is found that the population transfer probability to the last spin can be further
enhanced at a slightly later time. As seen from Fig. 2.5, at time t = 21000, the peak
probability, located at the last spin, is as high as 0.997. Physically, this is due to
the reflection process at the end of the spin chain. In some sense, the interplay of
the parabolic field at the end and the reflection process act as a lens refocusing the
slightly dispersed profile, and the peak probability builds up at the last spin during
the reflection process.
Results in Fig. 2.5 demonstrate that using initial Gaussian states can significantly
reduce the required field amplitude (compare values of C in Fig. 2.5 and in Fig.
2.3). Counter-intuitively, there exists a maximal number nmax of spins that can be
used to create such initial states. This can be appreciated by considering again the
separatrix in the classical phase space of the pendulum analogy. Classical orbits
outside the separatrix are associated with pendulum’s rotational motion (rather than
oscillation). Going back to the spin chain or the tight-binding system, these states
correspond to Bloch oscillations in a “locally linear” field. As the separatrix is slowly
moving, these states can continue their Bloch oscillations in a slowly-varying local
field and hence will not follow the motion of the separatrix in the momentum space.
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With this understanding, nmax can be estimated from the width of the separatrix in




For the numerical example in Fig. 2.5, nmax ≈ 4. This estimate is quite consistent
with the finding that during the population transfer, the moving wavepacket does not
cover more than five sites. This result also implies that for weaker magnetic fields
(smaller C), one can simply use more spins to form the wavepacket for analogous
adiabatic population transfer.
Similar to the case of the single excitation case, the stopping and relaunching of
the excitation profile can be achieved by stopping and restarting the movement of the
external parabolic potential. This has been confirmed by our numerical investigations.
2.4 Speed of adiabatic quantum transport
Here we investigate the dependence of the moving speed of the control potential
on the adiabatic quantum population transfer. Our findings in this regard can be
summarized as follows: (i) adiabatic quantum transport can survive for a moving
speed around 10 − 20% of the coupling constant J . The smaller field strength C is,
the lower the threshold moving speed will be; (ii) when the moving speed exceeds
the threshold, the probability of successful population transfer gradually decreases,
but can still be considerably large for a relatively short spin chain. For example,
Fig. 2.6 shows the result for an initial state exclusively localized at the n = 0th site.
The moving speed of the parabolic potential is S = 0.025. The peak value of the
probability profile is 0.96 at time t = 1000. It reduces to about 0.95 at t = 2600
and 0.94 at t = 4000. Hence, in this case, only 2% reduction in the peak probability
occurs when the moving speed S increases by a factor of five. However, increasing
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Figure 2.6: Transfer of spin excitation profile for an initial state exclusively localized
at the n = 0th site along a chain of 101 spins. The amplitude of the moving parabolic
potential is given by C = 8, and the moving speed is given by S = 0.025. Panels (a),
(b) and (c) show the excitation profile at times t = 1000, 2600, and 4000.
the moving speed beyond this limit drastically reduces the probability of population
transfer to the last spin. For a moving speed of S = 0.30, the probability maxima
equals only 0.87 at t = 2200, and 0.84 at t = 3400.
Analogous calculations are also carried out for the transport of an initial Gaussian
excitation profile by varying the speed of the moving potential. As shown in Fig. 2.7,
for a moving speed of 0.1, the peak value of probability remains around 0.76 during
the transport process. As such, at the end (see Fig. 2.7c) the adiabatic population
transfer is very successful for this high moving speed. But if the moving speed is
further increased by several times, dispersion in the spin excitation profile will be
considerable.
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Figure 2.7: Adiabatic transport of an initial Gaussian profile of spin excitation (same
as in Fig. 2.5) along a chain of 101 spins. The amplitude of the moving parabolic
potential is given by C = 2, and the moving speed is given by S = 0.1. Panels (a),
(b) and (c) are for t = 300, 600 and 1000.
In short, our numerical experiments suggest that to achieve adiabatic transport
of spin excitation along a quite long spin chain using a moving parabolic potential,
the associated moving speed can be as large as more than one tenth of the natural
propagation rate (J) of the system (without disorder).
2.5 Robustness of adiabatic transport
Most of the quantum state transfer schemes are based on idealized spin chains with no
disorder in the spin-spin coupling strength. This suggests a gap between theoretical
exploration and realistic situations in experiments. In particular, the effects of static
and dynamic imperfections in spin chains are studied in very few cases [76, 80, 81, 88].
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Here we computationally study the influence of static and dynamic disorder on our
adiabatic population transfer scheme, by considering the model Hamiltonian in Eq.
(2.1) with fluctuating spin-spin coupling constants. We hope to numerically confirm
the robustness of our scheme as implied by its adiabatic nature.
2.5.1 Static disorder
Figure 2.8: Adiabatic transfer of spin excitation for an initial state exclusively local-
ized at the n = 0th site along a chain of 101 spins, in the presence of static disorder
with the noise amplitude given by ∆ = 0.5. Other parameters are the same as in Fig.
2.3. The excitation profile at time t = 7000, 14000, and 20000 are shown in panels
(a), (b), and (c). Results here are very similar to those shown in Fig. 2.3.













where δn are time-independent random numbers uniformly distributed in the interval
[−∆,∆], representing random fluctuations in J with the amplitude ∆.
Figure 2.8 display one sampling calculation that is in parallel with the results in
Fig. 2.3 but takes into account static disorder with the noise amplitude ∆ = 0.5. As
demonstrated in Fig. 2.8, in the presence of such a high noise level, the quantum
population of spin excitation is still successfully transferred to the last spin of the
chain (peak probability around 99%), with the excitation profile almost unaltered as
compared with the noiseless case studied in Fig. 2.3. For an even higher fluctuation
level, e.g., ∆ = 0.7, the spin excitation profile is seen to gradually disperse as it is
transported along the chain.
Figure 2.9: Adiabatic transfer of an initial Gaussian profile of spin excitation along a
chain of 101 spins, in the presence of static disorder characterized by ∆ = 0.5. Other
parameters are the same as in Fig. 2.5. Panels (a), (b) and (c) are for t = 6000,
12000, and 21500. Results here are very similar to those shown in Fig. 2.5.
48
Figure 2.9 displays results for an initial Gaussian state used in Fig. 2.5, but in the
presence of static disorder characterized by∆ = 0.5. It is seen that the severe disorder
changes the shape of the spin excitation profile to a certain extent and hence the peak
value of the probability profile slightly fluctuates during the controlled transport.
Note however, the area enclosed by the probability profile is found to be 0.99 at all
times. When the bottom of the parabolic potential has reached the last spin, the
peak probability of the spin excitation profile is still as large as 0.99 at the 100th
site. In another sampling case for ∆ = 0.7, the peak excitation probability that is
transferred to the last spin decreases to 0.94. All these results clearly demonstrate
the robustness of our adiabatic transport scheme to high-level static disorder.
2.5.2 Dynamic disorder
In this subsection, we examine the robustness of our adiabatic transport scheme to
dynamic disorder. To model time-dependent fluctuations in the spin-spin coupling
strength, we let each δn be given by the sum of ten oscillating functions, i.e., δn =∑10
i=1A cos(ωit+φi), where ωi are random frequencies distributed in [0,ωmax], and φi
are random phases uniformly distributed in [0, 2pi].
Interestingly, our numerical experiments indicate that effects of dynamical disor-
der modeled above depend strongly on ωmax, i.e., the cut-off frequency of the dynamic
fluctuations. Introducing disorder more frequently, i.e., introducing a larger ωmax, can
lead to decreased success probability of the adiabatic population transfer. In partic-
ular, we find that for ωmax ≤ 0.1, the effects of the dynamic disorder are essentially
analogous to what is found for static disorder. For larger ωmax, the deterioration of
the adiabatic population transfer becomes considerable for the same noise amplitude
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Figure 2.10: Adiabatic transport of spin excitation for an initial state localized exclu-
sively at n = 0th site along a chain of 101 spins, in the presence of dynamic disorder
characterized by A = 0.025 and ωmax = 0.1. Other parameters are the same as in
Fig. 2.8. Panels (a), (b), and (c) are for t = 7000, 14000, and 20000.
A. Figure 2.10 displays the results for A = 0.025 and ωmax = 0.1. Note that for
A = 0.025, the amplitude of the noise is very large because the total fluctuation is a
sum of ten functions oscillating at the same amplitude A. It is seen from Fig. 2.10
that for such a case of dynamic disorder, the spin excitation travels almost unaf-
fected along the chain, thus confirming again the robustness of our adiabatic scheme.
However, upon an increase in ωmax, e.g., ωmax = 1.0 (so noise frequency becomes
comparable to the characteristic coupling constant J), the dispersion of the spin ex-
citation profile becomes evident in Fig. 2.11. The situation can be certainly much
improved if the noise amplitude A is decreased. Because similar results are also found
for Gaussian excitation profile as initial states, we conclude that the noise spectrum
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of dynamic disorder can play an important role in affecting the robustness of our
adiabatic transport scheme, especially when the noise amplitude is very large.
Figure 2.11: Adiabatic transfer of spin excitation for an initial state exclusively local-
ized at the n = 0th site along a chain of 101 spins. ωmax = 1.0, and other parameters
are the same as in Fig. 2.10
.
Although our adiabatic scheme is very robust, it can be expected that the very
existence of disorder should limit the threshold speed of the moving potential. Put
alternatively, for a larger moving speed (which satisfies the adiabatic condition less),
the robustness of our control scheme to disorder is expected to decrease. This trend
is indeed found in our numerical experiments. To characterize precisely how an in-
creasing moving speed affects the robustness is not of our interest here.
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2.6 Adiabatic transport in a dual spin chain
As demonstrated in previous sections, our adiabatic scheme based upon a moving
parabolic potential offers a simple and robust approach to transferring quantum pop-
ulation along a spin chain. This scheme requires a strong parabolic field, but this
requirement can be greatly weakened if the initial spin excitation profile spans a few
sites. Further, one does not need a globally parabolic field to realize this adiabatic
scheme: it suffices for the parabolic field profile to be wider than the spin excitation
profile. With these considerations, we may argue that the dispersion issue in quan-
tum information transfer along the spin chain is essentially solved by our adiabatic
scheme. Nevertheless, as also mentioned earlier, there is one important issue that
remains open. That is, for the sake of quantum information transfer, how to take
care of the quantum phase of a quantum state to be transported? Indeed, a moving
external potential induces extra dynamical phase to the spin chain, and such a dy-
namical phase depends on the details of the control potential. These facts motivate
us to seek an encoding approach that can protect a quantum state from the additional
dynamical phases induced by the moving potential.
Fortunately, the idea of using a dual spin chain, first proposed to overcome the
disorder and dispersion issue in quantum information transfer in a spin chain [81,
89], offers a promising possibility. That is, we propose to combine our adiabatic
transport scheme with the dual spin chain idea. Then, because each individual sub-
chain acquires identical dynamical phases from the same external moving potential,
the relative quantum phase between the two sub-chains is certain, and hence quantum
information encoded in the dual spin chain can be transported without suffering from
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the extra uncertain dynamical phases.
More specifically, let us suppose that the quantum channel now consists of two












where i = 1, 2 indices label the two sub-chains. Suppose the quantum state to be
transferred is given by |Φ〉 = α|0〉 + β|1〉. Such a state can be encoded into the
quantum channel prepared in the following entangled state
|Ψ(0)〉 = α|g〉(1) ⊗ |0〉(2) + β|0〉(1) ⊗ |g〉(2), (2.11)
as a superposition of two components: the n = 0th spin in the second (first) sub-chain
being flipped and the first (second) sub-chain in its ground state denoted by |g〉. Note
that for each sub-chain only one spin is flipped and the associated dynamics will be
also restricted to the subspace of one flipped spin.
This encoding can be extended to cases of entangled Gaussian wavepackets in a
straightforward manner. However, for convenience here we discuss only cases arising
from the initial state given by Eq. (2.11). After the independent evolution of the
two sub-chains for a total duration of τ under the action of the moving parabolic





where |Φn〉 ≡ α|g〉(1) ⊗ |n〉(2) + β|n〉(1) ⊗ |g〉(2). Evidently, though each cn contains
the extra quantum phases induced by the external moving potential, this factor is
identical for the two state components of |Φn〉. As already demonstrated in our
numerical experiments using a single spin chain, the profile of |cn|2 should also be
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highly localized, and the time of arrival of the peak value of |cn|2 at the last spin can
also be directly calculated from the moving speed of the parabolic potential.
Analogous to the original dual spin scenario, at the end of quantum state transfer
the final state |Ψ(τ)〉 can be decoded by applying a CNOT operation to the last two





α|g〉(1) + β|N〉(1)]⊗ |N〉(2). (2.13)
As such, by measuring the last spin of the second sub-chain, one gains information
about the quantum information transfer. In particular, if the measurement outcome
is spin up, then the initial state |Φ〉 = α|0〉 + β|1〉 has been successfully transferred
to the last spin of the first sub-chain, with probability |cN(τ)|2; if the outcome is spin
down, then the quantum state transfer is unsuccessful and one needs to wait for more
time to perform additional measurements.
Significantly, because our adiabatic population transfer scheme can ensure a very
high probability of transfer to the last spin, the probability of spin-up measurements
can be guaranteed to be very high (arbitrarily high if there were no restriction on the
field strength). This hence overcomes one main disadvantage of previous dual spin
chain schemes that may require too many measurements for high fidelity quantum
state transfer. Further, at the end of the adiabatic transport, the spin excitation
is automatically localized at very few end spins. So it also becomes unnecessary to
perform fast measurements at a particular time. Instead, one can choose measurement
times at will so long as the moving parabolic potential has reached the last part of the
spin. This makes it clear that our adiabatic scheme, when combined with quantum
phase encoding schemes, can find important applications in quantum information
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transfer (in addition to quantum population transfer).
2.7 Conclusions
In this chapter we have presented a simple and robust scheme to realize adiabatic
population transfer in spin chains using a slowly moving external parabolic magnetic
field. The basic mechanism is the adiabatic following of a quantum state with the
movement of a separatrix structure in the classical phase space of a pendulum anal-
ogy. In particular, we have shown that our scheme can be used to transfer spin
excitation from one end of a spin chain to the other end, with the initial excitation
profile being a localized Gaussian shape or exclusively localized at one spin site only.
It is found that much weaker external field is needed for adiabatic population transfer
if the initial excitation profile covers a few spin sites. Effects of static and dynami-
cal fluctuations in the spin-spin coupling strength are also computationally studied,
confirming the robustness of our control scheme. With robust population transfer
with small dispersion realized, we finally propose to apply our approach to a dual
spin chain such that robust quantum information transfer can be realized with great
advantages.
Recently, it has been proven in [90] that the speed of the population transfer in
our scheme can be further increased beyond the allowed adiabatic regime by applying
optimal control to the external parabolic field. In particular, both the field strength
C(t) and the field center n0 were adjusted at each instant of time and an increase of
two orders of magnitude in transfer rate was obtained [90, 91].
The central idea of this chapter, namely, using a slowly moving external potential
to adiabatically transfer spin excitation, might be useful for other applications as well.
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For example, one may consider distributing entanglement along a spin chain by use
of a potential that has two components slowly moving in opposite directions. Also,
there is an interesting connection between quantum state transfer and quantum state
amplification [92]. In this regard, our scheme might also help to design a control
scheme that leads to controlled quantum state amplification by a moving external





amplification in spin chains
3.1 Introduction
Controlled measurement processes with high fidelity and robustness are of substantial
interest to fundamental quantum studies. Recently, there has been a renewal of inter-
est in this topic in the context of quantum information processing. For instance, the
measurement or readout of the state of a simple spin or a single qubit is essential for
quantum computations. To understand and achieve more efficient single-spin mea-
surements, a series of protocols for measuring the state of a single spin have been pro-
posed via quantum state amplification processes [38, 92, 96, 97, 98, 99, 100, 101, 102].
One possible realization of this quantum signal amplification is by using a quan-
tum circuit that applies CNOT operations between the object spin (the spin to be
measured) and each spin in the spin amplifier (a device consisting of an ensemble of
spins) [96]. Alternatively, this quantum circuit can apply a series of CNOT operations
[97, 98], i.e., CNOTN−1,NCNOTN−2,N−1 · · ·CNOT2,3CNOT1,2, where CNOTi−1,i de-
notes a CNOT gate operation between two spins in the spin amplifier with indices
i − 1 and i. In this second scheme, if the object spin is in spin-up state | ↑〉, the
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first spin of the amplifier is flipped, followed by the second spin, and so on, until
all the spins in the amplifier device are flipped. In both quantum circuit schemes,
individual addressing of each spin in the amplifier is required and hence their prac-
tical implementation is not straightforward. A remarkably simple approach was pro-
posed by Lee and Khitrin using a one-dimensional Ising chain subject to a weak
on-resonance transverse monochromatic driving field [38]. Using nuclear magnetic
resonance (NMR) techniques, this spin chain model was even experimentally realized
[98, 99, 100]. However, here the inherent dispersion associated with the triggered
wave of flipped spins may significantly degrade the amplification fidelity, especially
when fluctuations in the spin-spin coupling constants are non-negligible.
Using the above-mentioned Lee-Khitrin spin chain model of single-spin measure-
ment we propose a scenario towards controlled quantum state amplification. Our
starting point is the recognition that an idealized quantum amplification model, aris-
ing from approximate treatments to the Lee-Khitrin model, can be exactly mapped
to the issue of quantum state transfer along a spin chain [92]. Utilizing this mapping,
we extend our early work on adiabatic quantum state transfer in Chap. 2 to con-
trolled quantum state amplification. Indeed, by linking our early adiabatic quantum
state transfer scheme to possible adiabatic quantum amplification schemes, we are
able to propose a simple and robust approach to realizing controlled quantum state
amplification with high fidelity.
The outline of this chapter is as follows. In Sec. 3.2, we introduce our model for
adiabatic quantum state amplification, constructed from the Lee-Khitrin model by
adding an external control field. This is followed by explanation of our motivations of
using a slowly moving field to realize controlled quantum state amplification. Detailed
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results are presented and discussed in Sec. 3.3, for an idealized model and a more
realistic one without or with disorder in the spin-spin coupling constants. In Sec. 3.4,
we discuss the application of scheme for controlled growth of Schro¨dinger cat states.
Sec. 3.5 concludes this chapter.
3.2 Spin chain model of controlled quantum state
amplification
The model we consider is a one-dimensional chain of N identical spins with nearest
neighbor “ZZ” couplings and subjected to a weak driving field h1 = (ω1/γ) cos(ω0t)
along the X axis and two external fields along the Z axis. The first field along Z axis
is uniform and static, with its magnitude given by h0 = ω0/γ. The second field along
Z axis is, unless specified otherwise, given by h2 = C(n − n0 − 1/2), with a linear
profile in terms of its strength. The parameter n0 gives the zero-strength point of h2
at n0 + 1/2. Here h¯ω0 is the energy difference between the spin-up and spin-down
states of an isolated spin due to the h0 field; ω1/γ is the amplitude of the weak driving
field; γ is the gyromagnetic ratio; C is proportional to the strength of the linear field
h2 and the magnetic moment of each spin; and n is the site index of the spins. The




















(n− n0 − 1
2
)σzn. (3.1)
where J is the spin-spin coupling constant and σ’s are the Pauli operators. Note that
gyromagnetic ratio γ is taken to be 1. The above Hamiltonian in Eq. (3.1) reduces
to the Lee-Khitrin model when C = 0. Below we work in a unit system where h¯ = 1
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and J = 1. Hence all the system parameters cited below should be understood as
scaled dimensionless variables. Connecting with realistic parameters in the NMR
context [98], C = 1 corresponds to a field difference of ∼ 10−2 Tesla between two
neighboring spins, and t = 1 corresponds to ∼ 1.0 ms. In other contexts, the scaling
from dimensionless variables to real units may be very different.
3.2.1 Quantum state amplification
To understand the amplification process, we consider the dynamics in a frame rotating
with a frequency ω0 along the Z axis. Transformation to the rotating frame is given by




n). Using this transformation and the
rotating-wave approximation (RWA), the Hamiltonian can be rewritten in a dressed-
















(n− n0 − 1
2
)σzn. (3.2)
Note that the rotating-wave approximation can be justified if ω1 . ω0.
The dynamics associated with HRWA can be better understood by taking advan-

















(n− n0 − 1
2
)σzn. (3.4)
In the interaction representation, the effective Hamiltonian HI becomes HˆI(t) =
exp(iH0t)H1 exp(−iH0t). For ω1 . J , only the time-independent part of HˆI(t) need
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to be considered, a procedure called “secular approximation” adopted by Lee and
Khitrin [38]. Because the control field term C
∑N
n=1(n−n0−1/2)σzn in H1 commutes
with H0 defined above, this newly introduced term is unaffected by the transforma-







σxn(1− σzn−1σzn+1) + C
N∑
n=1
(n− n0 − 1
2
)σzn. (3.5)
Detailed discussions of the secular approximation used here can be found from Ref.
[38].
It is clear from Eq. (3.5) that when the two nearest-neighbors of the nth spin are
in the same state, then σzn−1σ
z
n+1 = 1 and hence the spin flipping operator σ
x
n has
no effect on the spin. But if the two nearest-neighbors are in different states, then
σzn−1σ
z
n+1 = −1 and the nth spin may be flipped. The strength of the linear control
field determines the energy cost of such a spin flip.
Next we explain our motivation of introducing the control field. For this we first
define |Ψn〉 as the state with the first n spins up and all other spins down. For
example, |Ψ0〉 denotes a state where all spins are down, |Ψ1〉 denotes a state where
only the first spin along the chain is up. Upon making a shift in the energy reference




(|Ψn−1〉+ |Ψn+1〉) + C
2
(n− n0)2|Ψn〉. (3.6)
Now, the coefficient associated with state |Ψn〉 is a quadratic function of n as the
energy of state |Ψn〉 involves a summation over n flipped spins, with their respective
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energy being a linear function of their spin index n (due to the h2 field). Similarly,










(N − 1− n0)2|ΨN−1〉. (3.8)
Equations (3.6), (3.7), and (3.8) explicitly show how the initial state |Ψ1〉, i.e., only
the first spin is up, can be transferred step by step to |Ψ2〉, |Ψ3〉, · · · , and eventually
to |ΨN−1〉. However, |ΨN〉 or |Ψ0〉 is not coupled with these states. In particular,
there will be no spin wave excitation if initially all the spins are down. This sug-
gests that, states |Ψn〉 with 1 ≤ n ≤ N − 1 forms an (N − 1)-dimensional invariant
Hilbert subspace, indicating that the quantum evolution associated with Hsec can be
simulated by (N − 1) basis states rather than 2N basis states.
3.2.2 Mapping quantum state transfer and amplification
In this subsection we provide the link between quantum state transfer and amplifica-
tion problem. For this we consider our early model for adiabatic quantum transport in
a Heisenberg spin chain under a parabolic control field used in Chap. 2. Specifically,

























Hs|N − 1〉 = ω1
2
(|N − 2〉+ |N〉) + C
2
(N − 1− n0)2|N − 1〉, (3.12)
for n = 1 or n = N − 1. Dramatically, the action of Hsec on states |Ψn〉, as shown
in Eqs. (3.6) and (3.7), is seen to take exactly the same form as the action of Hs on
states |n〉, as shown in Eqs. (3.10) and (3.11). In particular, by identifying
|Ψn〉 −→ |n〉,
Hsec −→ Hs,
Linear field C(n− n0)2 −→ Parabolic field C
2
(n− n0)2, (3.13)
a controlled quantum state amplification problem can be mapped to a problem of
controlled transport of a quantum state along a spin chain [87].
However, there is a subtle difference here. In the quantum state transfer problem,
state |N − 1〉 is coupled with state |N〉, whereas in the quantum state amplification
problem |ΨN−1〉 is decoupled from |ΨN〉. Apart from this difference at the boundary,
the dynamics of quantum state amplification of our idealized model is expected to
be equivalent to that of quantum state transfer along a spin chain under a parabolic
control field.
Analogy with the quantum state transfer problem suggests that an initial state
|1〉 can adiabatically evolve to |N − 1〉. Translating now this to the quantum state
amplification problem, it can be anticipated that by slowly moving the control field h2,
an initial state |Ψ1〉 will evolve to |ΨN−1〉 almost completely, thus achieving quantum




Here, we illustrate our scheme for controlled quantum state amplification using an
idealized model described by the secular Hamiltonian. For our study we consider a
chain of N = 50 spins, though there is no difficulty for treating longer spin chains.
The first spin along the chain is the object spin and all other spins constitute a spin
amplifier. Let Pn(t) denotes the polarization of the nth spin, i.e., the expectation value
of σzn. The spin-up (-down) state is defined as the eigenstate of σ
z with eigenvalue
−1(1). Initially we assume that the state of the first spin as the object spin is up
and all other spins are down. Figure 3.1 depicts the effect of resonant driving field
in flipping the polarization of spins in a successive fashion and thereby yielding a
macroscopic polarization, without or with the linear control field.
The left panels of Fig. 3.1 display the profile of Pn(t) at different times, for
the idealized model with C = 0. Clear mechanism of quantum state amplification
afforded by the natural evolution of the spin chain can be observed from the Fig. 3.1.
However, the dispersion of the resultant spin wave is also evident. For example, the
bottom left panel indicates that many spins are not completely flipped. This in turn
reduces the total polarization. Analogous dispersion also directly accounts for the
imperfect quantum state transfer in spin chains with uniform nearest-neighbor spin-
spin coupling strength [37]. This spin wave dispersion would be much more serious in
the case of a more realistic spin chain where the nearest-neighbor spin-spin coupling
strength has random fluctuations.
By analogy to our adiabatic quantum state transfer scheme, the dispersion issue
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Figure 3.1: Left panel shows the profile of spin polarization Pn for a chain of 50 spins
at (a) ω1t = 0, (b) ω1t = 24, and (c) ω1t = 50, in the absence of the control field.
Right panel shows the profile of the spin polarization at (d) ω1t = 0, (e) ω1t = 400,
and (f) ω1t = 870, with a moving linear control field. Results here are based on
an idealized spin chain model [see Eq. (3.5)] for ω1 = 0.1, C = 0 or C = 1, and
n0 = 1.0 + 0.005t.
observed in Fig. 3.1(a)-(c) can be greatly suppressed by using a moving linear control
field. In our calculations we consider a slowly moving linear field h2 = C(n−n0−1/2)
with n0 = 1.0+ St, C = 1, and S = 0.005. Results for ω1 = 0.1 in the right panels in
Fig. 3.1 shows that as time evolves, all the spins with a spin index i < n0 are flipped,
with virtually no dispersion at all. This is hence in sharp contrast to the results
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shown in the left panels. Also, we found that the moving boundary between spin-up
states and spin-down states matches exactly with the moving field. The results in
Fig. 3.1(d)-(f) hence demonstrate the usefulness of using a moving field in controlling
the spin wave in quantum state amplification. We also checked that if we stop the
movement of the control field at a certain time, then the quantum state amplification
process also stops.
Below we provide a sketch of the working our scheme. The control field h2 in-
troduces an additional local field to each spin and hence the driving field becomes
effectively off-resonant unless the h2 field happens to be zero at a certain location.
As such, if the first spin is up, the second spin of the chain can be flipped by the
driving field only when n0 = 1.5, i.e., only when the h2 field acting on the second
spin is zero. Furthermore, because the strength of the h2 field at all other spin sites
is nonzero, the flipping of the second spin will not immediately cause the third spin
to flip. Rather, the third spin can be flipped only when the zero point of the control
field has reached the site of the third spin. Due to the same reason, once a spin has
been flipped, it cannot be flipped back by the driving field because the control field
has moved away. Thus the dispersion of the spin wave is suppressed.





When the first spin is down, then there is no change in P tot(t). When the first spin is
up, then P tot(t) first decreases in a linear fashion, and then saturates after the field
h2 has moved across the entire spin chain. This is illustrated in Fig. 3.2 where the
saturation value is P tot(t) ≈ −47.6. In the secular approximation, the Nth spin is
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always decoupled from the chain. Hence, the minimal value of P tot(t) is −48.0. Note
that this theoretical value is only slightly different from our numerical finding.
Figure 3.2: Time dependence of the total polarization P tot for a chain of 50 spins
with a moving linear control field with C = 1 and n0 = 1.0+0.005t. Results here are
based on an idealized spin chain model with ω1 = 0.1.
The efficiency of a spin amplifier here can be quantitatively described by the
“amplification contrast” η. It is defined by [38, 96],
η =
∣∣∣∣P up − P downPin
∣∣∣∣ , (3.15)
where Pin represents the initial polarization of the spin amplifier; P up or P down rep-
resents the total final polarization of the spin amplifier when the object spin is up or
down. Clearly, η tells how well a spin amplifier can distinguish between the spin-up
and the spin-down states of the object spin. The maximal theoretical value of η is 2.0.
For the results shown in Fig. 3.2, the final value of η is 1.952. This indicates that in
our controlled amplification scheme, 97.6% of the spins can be flipped if initially the
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object spin is up. This should be compared with the uncontrolled case (i.e., C = 0),
where the best amplification contrast is found to be η = 1.73. Also note that for
longer spin chains, the difference in η between controlled and uncontrolled cases is
even larger.
Another interesting advantage of our scheme is that the control field forbids the
reflection of the spin wave at the boundary. This is clear from the saturation of P tot(t)
observed in Fig. 3.2. In the absence of the control field, the reflection of the triggered
spin wave at the boundary necessarily occurs, thus only measurements of the total
spin polarization at particular times can achieve the largest η. Contrary to this, our
control scheme offers the saturation of P tot(t) and hence the saturation of η allowing
detection of the polarization at rather arbitrary times.
3.3.2 Realistic model without disorder
In the preceding subsection we have limited our studies to the idealized model result-
ing from a secular approximation. It is interesting to see whether our control scheme
also work for the more realistic case, i.e., the Hamiltonian in Eq. (3.1) describing the
experimentally achievable Lee-Khitrin model plus a control field? We analyze this
question in this subsection.
Without invoking any approximation, the dimension of the Hilbert space for the
realistic Hamiltonian in Eq. (3.1) for an N -spin chain is as large as 2N . Hence we
restricted our studies to a short spin chain with N = 7. As in the previous subsection,
we set C = 1, n0 = 1.0, S = 0.005, and ω1 = 0.1. In addition we set ω0 = 10.0.
Figure 3.3 depicts the dynamics of the total polarization if initially the first spin is
up and all other spins are down. It is seen that P tot also changes in a linear fashion,
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implying the adiabatic following of the quantum amplification dynamics with the
control field. Further, the “staircase” structure seen in Fig. 3.3 shows that the spin
flipping does not occur continuously. Indeed, the total polarization tends to remain
almost constant for a time interval, followed by a rapid change of one “quanta”,
and then remain almost a constant again. This is because only when the local field
experienced by a certain spin is zero, the spin can be flipped. Further, value of P tot
is seen to saturate after a certain amount of time. These observations are consistent
with our insights gained from the idealized model.
Figure 3.3: Time dependence of the total polarization P tot for a chain of 7 spins,
subject to a static field with ω0 = 10.0 and irradiated by a weak on-resonance trans-
verse field with ω1 = 0.1. The linear control field h2 is characterized by C = 1 and
n0 = 1.0 + 0.005t. The staircase structure of P tot(t) illustrates how in this realistic
model quantum amplification is achieved.
Fig. 3.3 also shows a subtle difference between our realistic model and our idealized
model based on the secular approximation. In the idealized model, as the last spin
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cannot be flipped, |P tot| cannot exceed 5.0 for N = 7. From the Fig. 3.3, it is
clear that the saturation value of |P tot| can almost approach 7.0. Indeed, though the
last spin doesn’t have two nearest-neighbors, the effective field induced by its only
nearest-neighbor can still be canceled by the moving control field, provided that it is
moved beyond the last spin. This also explains why the width of the last staircase in
Fig. 3.3 is larger than the others.
In order to characterize the efficiency of the realistic model, we further study the
dynamics of the realistic model if initially the state of the object spin is down. In
our idealized model, a spin-down object state will not flip any spin in the amplifier.
However, in the realistic model here, spin flipping is still possible. Indeed, with the
moving control field, at a certain moment the energy of the state |0〉 (i.e., all spins are
down) can become on resonance with certain states with one flipped spin. For example
for a seven-spin chain, from the Hamiltonian in Eq. (3.2), the expectation values of
states |0〉 and |2〉 are −C(28− 7n0− 7/2)− 3J/2− 7ω0/2 and −C(24− 5n0− 5/2)−
J/2−5ω0/2. The difference between them becomes exactly ω0 for n0 = 3/2+J/(2C).
Because of this, any weak coupling between these two states, though not captured
by the idealized model, may still induce a considerable population transfer. Once
this occurs, population on state |2〉 will trigger an unwanted amplification process
afterwards, thereby resulting in a deterioration of the amplification contrast η.
However, we found that this amplification deterioration can be fixed to a large
extent, by slightly modifying the profile of the moving field. For example consider
a modified linear field profile h2 = C(n − n0 − 1/2 + d), where the parameter d is
nonzero if n− n0 − 1/2 > b. Figure 3.4 illustrates one such modified field with d = 2
and b = 0.25.
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Figure 3.4: Profile for a modified control field with C = 1 and the field center
at n0 = 2.5. This is obtained by adding a constant field of strength d = 2, if
(n− n0 − 1/2) > 0.25.
The discontinuous behavior of h2 shown in Fig. 3.4 should not be a concern: along
the spin chain n only takes integer values (discrete points shown by black squares in
Fig. 3.4) and hence no true discontinuity is involved. Using this modified control field
(experimentally, this field profile still presents a challenge), the population transfer
between states |0〉 and |2〉 mainly occurs at nr0 = 3/2+J/(2C)+d/2 if (2−n0−1/2) >
b. However, before n0 reaches nr0, the condition of (2 − n0 − 1/2) > b is no longer
satisfied. As such, this modified field will suppress the unwanted population transfer
between states |0〉 and |2〉. Similarly, one finds that other resonances between |0〉 and
|n〉 (n < N) are also removed.
Figure 3.5 shows the time-dependence of the total polarization P tot, if the object
spin is initially up or down by using the moving control field shown in Fig. 3.4.
As expected, for the spin-up case, the amplification dynamics is similar to earlier
cases with a perfectly linear field. For the spin-down case, the unwanted change in
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Figure 3.5: Same as in Fig. 3.3, but for ω1 = 0.15 and the modified control field
shown in Fig. 3.4.
P tot is seen to remain small (numerically we find that the choice of ω1 = 0.15 is
more desirable than the case of ω1 = 0.1). The amplification contrast η obtained
is 1.7. This is still higher than that can be obtained from the Lee-Khitrin model
without a control field. Another interesting observation is that, at ω1t ∼ 150, P tot
for the spin-down case suddenly drops. Further analysis shows that this is because
of the resonance population transfer between states |0〉 and |N〉. This resonance is
not removed by the modified control field because the resonance condition for the
boundary spin differs from that for the other spins. Indeed, the field can be stopped
before this population transfer, thereby enhancing the amplification contrast η to
1.81.
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3.3.3 Realistic model with disorder
The main advantage of introducing a moving control field lies in the robustness of
the dynamics. This is illustrated in the Chap. 2 considering the adiabatic quantum
state transfer along a spin chain using moving field. To demonstrate this expected
robustness in quantum state amplification, we consider a more realistic model con-
structed by incorporating random fluctuations in the spin-spin coupling constants. In






















(n− n0 − 1
2
+ d)σzn. (3.16)
Here δn represents time-independent random numbers uniformly distributed in the
interval [−∆;∆], with ∆ being the disorder strength. The last term in the above
equation indicates the control field shown in Fig. 3.4.
Figure 3.6 illustrate one particular result of our numerical investigations. Firstly,
in the absence of the control field (i.e., C = 0), the total polarization remains almost
unchanged, regardless of the initial state of the object spin. This means that in the
presence of significant disorder, the bare Lee-Khitrin model yields no quantum am-
plification. By contrast, with the control field, the quantum amplification is affected
little by the disorder, even when the disorder strength is as large as ∆ = 0.5. Qualita-
tively, this big difference between uncontrolled and controlled cases can be explained
as follows. In the bare Lee-Khitrin model with disorder, each spin is coupled with two
neighboring spins with different J values and always experiences a nonzero local field
on top of the applied static field. Hence, the applied driving field cannot efficiently
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Figure 3.6: Same as in Fig. 3.5, but now with static disorder in the spin-spin coupling
constants with the disorder amplitude given by ∆ = 0.5. Also shown are the parallel
results if there is no control field. The difference between controlled and uncontrolled
cases is evident.
flip the spins. However, upon introducing the moving control field, the offset of the
spin-spin coupling constants can be canceled by the control field and hence restoring
the resonance with the driving field. Indeed, with the control field, the amplification
contrast in the presence of strong disorder is still greater than that from the bare
Lee-Khitrin model without disorder.
3.4 Controlled growth of Schro¨dinger cat states
In this section, we discuss the feasibility of the scheme to obtain controlled growth of
Schro¨dinger cat state. The control scheme offers robustness and high amplification
contrast. However, the amplification process itself takes long time. This is not an
issue for just amplifying the quantum signal of a single spin (spin-up or spin-down).
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However, for amplifying an initial superposition state and hence to realize a grow-
ing Schro¨dinger cat state, then a too slow amplification process will be necessarily
intervened by decoherence or dephasing effects. This issue can be fixed by using
decoherence-free subspaces. For example, one may consider a dual spin chain that
consists of two identical Lee-Khitrin spin chains. The Hamiltonian for this dual spin




























where h2 is the control field used in previous sections. If initially the dual spin chain
is in a “mini” Schro¨dinger cat state,
|Φ(0)〉 = 1√
2
(|Ψ0〉(1) ⊗ |Ψ1〉(2) + |Ψ1〉(1) ⊗ |Ψ0〉(2)), (3.18)
then as time evolves, our previous results suggest that the system will evolve, with
almost 100% probability, to
|Φcat〉 = 1√
2
(|Ψ0〉(1) ⊗ |Ψn〉(2) + |Ψn〉(1) ⊗ |Ψ0〉(2)), (3.19)
which is a maximally entangled state. The size n of this Schro¨dinger cat state grows
with time as the control field is moving. Because the two sub-chains see exactly
the same control field, any phase jittering in the control field will not dephase this
state. Likewise, if the two sub-chains see more or less the same environment, then
environment-induced decoherence may be greatly suppressed.
Interestingly, as implied by our control scheme, if at particular moments we stop
the movement of the control field, then a particular size (a particular value of n) of
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the Schro¨dinger cat state |Φcat〉 can be realized. This possibility should be of interest
to a number of fundamental quantum studies.
3.5 Conclusions
Motivated by our early controlled quantum state transfer studies in Chap. 2 as
well as a recently discovered mapping between quantum state transfer and quantum
state amplification [92], we showed that a robust scheme for controlled quantum state
amplification along a spin chain can be achieved with a slowly moving control field. In
particular, we have shown that near perfect amplification efficiency can be obtained
in an idealized model resulting from approximate treatments of the Lee-Khitrin spin
amplifier model. We further demonstrated the robustness of our control scheme by
examining more realistic cases. Our results also demonstrate the usefulness of the






Understanding the dynamics of quantum systems is a topic of fundamental interest
with deep connections to entanglement and decoherence. In this regard, there have
been attempts to characterize the quantum dynamical complexity. One noteworthy
approach is to extend tools that characterize the complexity of classical systems. In
classical physics, it is very well known that there exists a direct correlation between
chaos and complexity. Classically chaotic systems are characterized by exponentially
diverging nearby trajectories, with a rate determined by the Lyapunov exponent.
Complexity then arises from the fact that the orbits of such deterministic systems are
completely random and unpredictable with positive algorithmic complexity [103]. In
quantum mechanics, trajectories in standard treatments are forbidden by the Heisen-
berg uncertainty principle and therefore the above notion of complexity cannot be
directly translated to quantum systems.
Interestingly, the phase-space approach can be equally used for both classical and
quantum mechanics. For instance, there have been studies in the context of classical
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systems which shows that the second moment of the Fourier components of the clas-
sical distribution function grows linearly for an integrable system and exponentially
for a chaotic system, with a rate determined by the Lyapunov exponent character-
izing the local exponential instability. Thus, the growth rate of the second moment
of Fourier components (harmonics) is a good measure of the complexity of classi-
cal dynamics [64]. Similarly, for one-body quantum system the second moment of
harmonics of the Wigner distribution function of a quantum state, pure or mixed,
is a measure of quantum complexity [64, 65]. Note that in quantum single-particle
mechanics an exponential growth of the number of harmonics is possible only up to
the Ehrenfest time scale, after which the growth is at most linear [65]. Moreover,
the number of harmonics of the Wigner function can be used to detect, in the time
domain, the crossover from integrability to chaos [104].
However, the situation is more complicated for quantum many-body systems.
Quantum dynamical entropies, which generalize the Kolmogorov-Sinai entropy to
quantum dynamical systems, can be positive even for integrable dynamics [47, 105].
This behavior may appear, at least at first sight, somehow surprising since in classi-
cal dynamics positive Kolmogorov-Sinai entropy implies chaos. Another interesting
feature is that, as shown in Ref. [106], the rank of the matrix product operator rep-
resentation of the pure quantum states in the time-dependent density-matrix renor-
malization group, typically grows exponentially even for integrable system with finite
number of particles. This inefficiency of the classical simulation of many-body quan-
tum dynamics can be attributed to entanglement and is consistent with the linear
growth of the entanglement block entropy for integrable spin chains [107].
As shown in [105] and the references therein, there are several very interesting
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definitions of quantum complexity. On the other hand, to the best of our knowledge
none of them satisfies all the requirements enlisted in Chap. 1, which a notion of
complexity should possess in order to be both meaningful and practically useful.
Hence, our purpose is to propose a generalized measure of complexity applicable
to both one- and many-body quantum as well as classical system. By extending
previous investigations [65, 104] to many-body quantum dynamics, we propose the
number of harmonics of the Wigner function as a suitable measure of complexity of a
quantum state. Our starting point is the recognition that the phase-space formulation
of quantum dynamics can be directly generalized to many-body systems. Hence, in
this paper, we introduce a Wigner harmonics entropy measure of complexity and then
illustrate its usefulness by means of numerical simulations carried on a paradigmatic
spin-chain model, the Ising chain in a tilted magnetic field. We will show that the
entropy grows linearly until saturation in both integrable and chaotic regimes, so that
in both cases the number of harmonics of the Wigner function grows exponentially
with time. We will provide numerical evidence that this growth must be attributed to
multipartite entanglement generation. Our results demonstrate that the growth rate
can be used also to detect quantum phase transitions. Finally, the proposed entropy
measure can also distinguish between integrable and chaotic many-body dynamics, by
means of the size of long term fluctuations, which become smaller when a transition
to chaos occurs.
This chapter is organized as follows. In Sec. 4.2, we define our phase-space quan-
tum complexity measure, based on the harmonics of the Wigner function. We illus-
trate the working of such measure in the dynamics of a many-body spin-chain model,
introduced in Sec. 4.3 and investigated in detail in Sec. 4.4. We discuss the effect
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of disorder in quantum many-body dynamics of the spin chain model in Sec. 4.5.
Finally, our conclusions are drawn in Sec. 4.6.
4.2 Harmonics of the Wigner function
The phase-space representation of quantum mechanics is a very enlightening approach
as it allows a direct comparison between quantum and classical dynamics. In partic-
ular, one can measure the complexity of a quantum state or of a classical distribution
function by the richness of their phase space structure.
In the quantum case, the phase-space approach to complexity is particularly con-




N , aˆ1, ..., aˆN ; t) ≡ Hˆ(0)(nˆ1, ..., nˆN)
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†
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j] = 0, [aˆ
†
i , aˆj] = δij, and the number operators nˆi = aˆ
†
i aˆi.
Here, we take advantage of the method of c-number α-phase space in quantum
optics (see for example Ref. [108]). The Wigner function W (α,α∗; t) of a state ρˆ(t)
is defined by














where η = (η1, ..., ηN) and α = (α1, ...,αN) are N -dimensional complex variables, the
integration runs over the complex ηi-planes for i = 1, ..., N , the displacement operator










and the coherent states






with |αi〉 being eigenstate of the annihilation operator aˆi, i.e., aˆi|αi〉 = αi√h¯ |αi〉.
We define the harmonic’s amplitudes Wm(I; t) of the Wigner function by the N -
dimensional Fourier expansion







where m, I,θ are N -dimensional vectors, whose components Ik ≥ 0, 0 ≤ θk < 2pi
are defined by the relations αk =
√
Ike−iθk , k = 1, ..., N . Here, Ik and θk can be
regarded as our quantum phase-space variables, analogous to the action and angle
variables in the classical phase space. Note that W−m = W ∗m. The Wigner function’s
normalization condition
∫
d2αW (α,α∗; t) = 1 simply implies that
∫
dIW0(I; t) = 1,
while there are no restrictions on Wm when m 2= 0.
In Refs. [65, 104], the number of harmonics of the Wigner function was estimated
by











dI|Wm(I; t)|2 . (4.7)
The harmonics distribution Wm is normalized,
∑
mWm = 1. For one-body systems,
the second moment 〈m2〉t gives a reliable estimate of the number of harmonics in
the chaotic case [65] and is able to distinguish, in the semiclassical region, between
integrable and chaotic regimes [104]. In the first case,
√〈m2〉t grows linearly in
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time, in the latter exponentially. On the other hand, we expect that the number of
harmonics always captures the complexity of motion, including the case of many-body






where the sum over m is limited to m1, ...,mN ≥ 0 since harmonics Wm and W−m
are not independent but trivially related by the relation Wm = W−m (note that the
same limitation must now be taken in Eq. (4.7) in order to properly normalize the
distribution Wm). The number of harmonics of a generic state ρˆ(t) can therefore be
measured by exp[S(t)].
The main computational advantage of the above c-number α-phase space ap-
proach is that the Wigner function’s harmonics Wm can be computed very conve-
niently from the density matrix written in the basis of the eigenvectors |n〉 = |n1...nN〉
of the unperturbed Hamiltonian Hˆ(0). Indeed, making use of the well-known matrix






− 12 |ηi|2Lmini (|ηi|2) , (4.9)
(ni,mi ≥ 0, i = 1, ..., N), where Lmini (x) is a Laguerre polynomial, the η-integration
in Eq. (4.2) can be carried out explicitly. After that, using the orthogonality and
completeness properties of the Laguerre polynomials along the lines of Ref. [65], we
can express the Wigner harmonics Wm(I; t) in terms of the matrix elements 〈n +









Finally, we point out that our approach remains valid also for classical systems,
provided the Wigner function is replaced by the classical phase-space distribution
function in the αk-coordinates, with αk =
√
Ike−iθk , {Ik, θk} being a set of action-
angle variables for the unperturbed, integrable Hamiltonian H(0).
4.3 Model
In order to investigate the working of our complexity measure, we consider, as an















where J is the spin-spin coupling constant, σˆαi are the Pauli operators for the i-th
spin, and hx, hz are the field amplitudes along x and z directions, respectively. We
set h¯ = J = 1. This chain is in general non-integrable, except for the two integrable
limits hx = 0 or hz = 0. The integrable model hz = 0 corresponds to the Ising model
in a transverse field and exhibits a quantum phase transition at J = hx [51].
Using the Schwinger boson representation [110], the above spin Hamiltonian is
mapped onto an interacting boson Hamiltonian. Each spin operator σˆi at the site i is
replaced by two Schwinger bosons, aˆi and bˆi, corresponding to spin up {↑} and down
{↓}. The spin operators can be represented as follows:
σˆzi = aˆ
†
i aˆi − bˆ†i bˆi,
σˆ+i = aˆ
†





where σˆ± = 12(σˆ
x ± iσˆy). Since we have spin-1/2 particles, the physical subspace is
singled out by the constraints nai + nbi = 1 (i = 1, ..., N), where nai and nbi denote
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the number of up and down spins at site i (nˆai = aˆ
†
i aˆi, nˆbi = bˆ
†











i bˆi + bˆ
†
i aˆi) + hz(aˆ
†
i aˆi − bˆ†i bˆi)]. (4.13)
As the Hamiltonian is now expressed in terms of a set of bosonic creation-annihilation
operators, it then follows that the above explained phase-space approach can be used
to probe the dynamical complexity of the spin chain.
For a chain of N spins, n and m in Eq. (4.10) are 2N -dimensional vectors,
n = (na1, nb1, na2, nb2, ...naN , nbN),
m = (ma1,mb1,ma2,mb2, ...maN ,mbN), (4.14)
where the first subscript refers to the spin type and second refers to the spin site.
The possible values of n’s are 0 and 1 with the constraint nai + nbi = 1. Similarly,
the possible values m’s can take are −1, 0 and 1 with the constraint mai +mbi = 0
to remain on the physical subspace. Indeed, the following cases are possible: (i)
mai = −1, mbi = 1, corresponding to the transition of the ith spin from up to
down, (ii) mai = 1, mbi = −1 (transition of the ith spin from down to up), and (iii)
mai = mbi = 0 (no transition for the ith spin). Due to the trivial relationW−m = Wm,
the summation in (4.8) can be limited to mai ≥ 0 (and, consequently, mbi ≤ 0), for
i = 1, ..., N . Thus, for a chain of N spins, only 2N values of the Wm are independent
and are considered for calculations. Note that the maximum possible value of the
entropy measure S(t) is N ln 2. This value is reached when maximum mixing occurs
so that all the harmonics are equally distributed.
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4.4 Phase-space characterization of complexity
4.4.1 Initial growth of S(t)
In this subsection, we study in detail the time evolution of the entropy S(t) at small
times. The initial state is chosen to be a pure state with all spins pointing downward
in the z direction, i.e., |Ψin〉 = | ↓↓ ... ↓〉. From the definition of Wigner harmonics
Wm(t) in Eq. (4.10), it is clear that only the m= (0, 0, ...0) harmonics component is
excited, the initial number of harmonics is equal to unity and hence S(t = 0) = 0.
To relate the growth rate of the harmonics to the complexity of the dynamics as
in Ref. [104], first we consider the short time behavior of the entropy measure S(t)
when the system undergoes a transition to quantum chaos as detected by a change
of Poisson to Wigner distribution in the level statistics. For this, we rewrite the


















Here Hˆ(0) is the integrable Hamiltonian and Hˆ(1) represents the perturbation to the
chain induced by an external transverse field. As the perturbation is increased, a tran-
sition to Wigner-type level statistics and hence quantum chaos occurs. In particular,
for hx = hz = J the system can be considered as fully chaotic [106].
The initial state is an eigenstate of the unperturbed integrable Hamiltonian Hˆ(0).
Hence with zero perturbation (hx = 0), there is no evolution and S(t) remains zero
at all times. However, by adding a small perturbation to the system i.e., a small
transverse field hx, the initial state is no longer an eigenstate of the Hamiltonian Hˆ
and transitions to many other states occur. Then, besides the zeroth harmonics i.e.,
m = (0, 0, ...0), higher harmonics are also excited and the entropy S(t) increases.
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Figure 4.1: Time dependence of the entropy measure S(t) for a chain of 10 spins
with (a) non-integrable Hamiltonian as given in Eq. (4.15) with a longitudinal field
hz = 1.0 and (b) integrable Hamiltonian as given in Eq. (4.16). Curves from top to
bottom correspond to transverse field hx = 1.0 to 0.1 in decreasing steps of 0.1. Note
that during an initial time window S(t) is clearly seen to grow linearly with time,
implying the exponential growth of the number of harmonics in both (a) and (b), for
a sufficiently large hx. All the parameters mentioned here, and in the other figures,
are dimensionless (we set h¯ = J = 1).
Smaller the transverse field, less complex is the dynamical evolution and therefore
a lower value of the growth rate for entropy S(t) is obtained. This is clearly seen
from our results in Fig. 4.1(a). For instance, with hx = 0.2, the chain is near the
integrable regime and S(t) is about 1.0 at time t = 1.0. By contrast, in the chaotic
regime with hx = 0.9, S(t) increases to 6.3. Interestingly, for cases with a sufficiently
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strong perturbation, S(t) is seen to increase linearly with time within a time window
(t < 0.6). Such linear increase of S(t) implies an exponential growth of the number
of harmonics.














Note that this Hamiltonian is integrable for all values of the perturbation hx [111].
On the basis of previous findings in few-body problems [64, 104], we might expect
a linear increase of the number of harmonics, corresponding to a logarithmic growth
of S(t). On the contrary, as shown in Fig. 4.1(b) the short time behavior of S(t)
is linear. A comparison between Fig. 4.1(a) and Fig. 4.1(b) clearly shows that one
cannot distinguish between a chaotic and an integrable many-body system by solely
examining the initial growth of the number of Wigner harmonics.
To gain more insights, we next study the dependence of initial linear growth rate
of S(t) on the number N of spins in the chain, for both the non-integrable model of
Eq. (4.15) and the integrable model of Eq. (4.16). In particular, we vary N from
N = 8 to N = 14. Figure 4.2(a) shows the value of S(t) at a fixed time t = 1
as a function of hx, for the non-integrable model with four different values of N .
Note that S(t = 1) can be understood as the average entropy production rate for
t ∈ [0, 1]. It can be observed that S(t = 1) scales with N linearly. For example, for
hx = 1.0, S(t = 1) increases by a constant value (≈ 1) as N increases in steps of two.
Interestingly, as shown in Fig. 4.2(b), exactly the same behavior is observed for the
integrable model. This further strengthens our early finding that the initial growth
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Figure 4.2: Dependence of entropy S(t) at time t = 1 on the strength of the external
perturbation hx for different chain length N for (a) a non-integrable spin chain and
(b) an integrable spin chain. For both cases and for sufficiently large hx, it is seen
that S(t = 1) scales linearly with N .
of the number of Wigner harmonics is qualitatively the same for non-integrable and
integrable spin chains. We must therefore seek an underlying mechanism to account
for this somewhat counter-intuitive behavior of many-body quantum systems.
4.4.2 Wigner harmonics and entanglement
A source of quantum complexity in many-body systems is the entanglement due to
the interaction between the different constituent parts. Recent studies indicated that
some measure of the entanglement entropy can also grow linearly with time [107].
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We will therefore inquire whether or not the lack of distinction between integrable
and non-integrable models shown above is related to the generation of multipartite
entanglement.
We quantify the extent of multipartite entanglement generated in a spin chain
using the multipartite entanglement measure introduced in Ref. [112]. Specifically,
the system under consideration is partitioned into two subsystems A and B, made
up of nA and nB spins, respectively. The participation number NAB, defined as the





accounts for the bipartite entanglement between A and B. Here, ρˆA is the reduced
density matrix of subsystem A. The physical meaning of NAB is that it effectively
counts the relevant terms in the Schmidt decomposition of the total wavefunction into
the sum of direct products of wavefunctions of the two subsystems. The mean value
of NAB, averaged over all possible partitions, quantifies the degree of multipartite
entanglement in the system, while its variance measures how well the entanglement
is distributed. For systems of large size N >> 1, the statistical weight of unbalanced
partitions becomes negligible [112] and hence only balanced partitions are considered
here.
In Fig. 4.3 we present the time dependence of the mean value of the participation
number 〈NAB〉, starting from the same initial state as before, i.e., |Ψin〉 = | ↓↓ ... ↓〉,
for both integrable and non-integrable models. The initial state is not entangled and
hence 〈NAB〉(t = 0) is given by its minimum value: unity. Entanglement is then
generated by the dynamical evolution of the spin chain and hence 〈NAB〉 increases.
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Figure 4.3: Time dependence of average value of participation number 〈NAB〉 cal-
culated over all balanced bipartitions of the system for (a) non-integrable and (b)
integrable model with parameters discussed in Fig. 4.1. Curves from top to bottom
correspond to transverse field hx = 1.0 to 0.1 in decreasing steps of 0.1. Within a
small time window, 〈NAB〉 ∝ eAt for relatively large hx, as shown by an exponential
fit (circles) for hx = 0.8 in both panels.
Remarkably, after a short time interval (t < 0.4) and for a sufficiently large value
of hx, 〈NAB〉 reaches the saturation value almost exponentially fast, for both the
integrable and non-integrable models. Though the production of entanglement is
somewhat slower for the integrable chain as compared to the non-integrable case, an
exponential-like fast increase of 〈NAB〉 is seen in both situations. To visualize this
more clearly, we plot an exponential fit for hx = 0.8 in both panels of Fig. 4.3. These
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results indicate that we can ascribe the exponential growth of Wigner harmonics to
the fast entanglement generation in the chain.
To better clarify this latter point, we have compared the time-dependence of S(t)
with the so-called “global entanglement” (denoted Eglobal), introduced by Mayer and











where ρˆk is the density matrix of the k-th spin after tracing over all other spins in
the system. Eglobal is the average bipartite entanglement over all possible bipartitions
between a single qubit and the rest of the system. It is easy to see that 0 ≤ Eglobal ≤ 1.
Values of Eglobal close to one indicate highly entangled many-body states. When a
many-body state is not entangled, Eglobal equals to zero.
For the initial state |Ψin〉 = | ↓↓ ... ↓〉, we present in Fig. 4.4 a comparison between
S and Eglobal. To better visualize their similarities, we plot a normalized (to unity)
entropy Snorm = S/N ln 2. It is clearly observed that these two quantities show a
high degree of resemblance in their time dependence. Their oscillating patterns are
quite close and in some regimes they are almost on top of each other. The similarity
between Snorm and Eglobal constitutes strong evidence that our entropy measure S(t),
though originated from considerations of phase-space complexity, also reflects the
degree of multipartite entanglement in many-body systems.
Though, in general, Eglobal may not distinguish between different classes of mul-
tipartite entangled states, it is an indicator of the critical point of, for instance, the
quantum phase transition for the Ising chain in a transverse magnetic field [115].
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Figure 4.4: Comparison of the dynamics of normalized entropy Snorm and global
entanglement Eglobal for a chain of 10 spins with transverse field hx = 0.8. Panel
(a) corresponds to the non-integrable model with longitudinal field hz = 1.0 and
panel (b) corresponds to the integrable model. Here Snorm is the entropy S divided
by its maximum value N ln 2. A close correspondence between the dynamics of two
measures is evident.
Therefore, it is also interesting to investigate the behavior of S(t) in the neighbor-
hood of a quantum critical point which, for the transverse Ising chain in Eq. (4.16)
with coupling strength J = 1, is at hx = 1. In Fig. 4.5, we show the behavior of
S(t = 0.5) as well as Eglobal(t = 2), as a function of λ ≡ hx/(J + hx). Note that S
and Eglobal are plotted at different times because of their different saturation times.
In addition, in our calculations of S on the large-field side (λ > 1/2) the x axis is
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Figure 4.5: Panel (a) shows S(t = 0.5) normalized by a factor of N ln 2 as a function
of the transverse field hx for a transverse Ising chain of 10 spins. Panel (b) shows the
parallel results for Eglobal at t = 2.0. Here λ ≡ hx/(J + hx). Similar to Eglobal, the
complexity measure S is seen to peak clearly at the critical point λ = 1/2.
used as the quantization axis of the basis states: The magnetic field term is dominant












bosons such that σˆxi = aˆ
†
i aˆi − bˆ†i bˆi. It is quite natural to consider as preferential basis
the one associated with the dominant term in the Hamiltonian: the z basis when
λ → 0 and the x basis when λ → 1, and quantum phase transition corresponds to
the switching from one preferential basis to the other. Consistent with the expec-
tation that the quantum phase transition occurs at λ = 1/2, Fig. 4.5(a) shows that
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Snorm(t = 0.5), a measure of the growth rate of the number of Wigner harmonics,
exhibits a sharp peak at λ = 1/2. The λ-dependence of Eglobal shown in Fig. 4.5(b) is
analogous to what we observe in Fig. 4.5(a). This further demonstrates the close con-
nection between our complexity measure S(t) and the global entanglement Eglobal(t)
and, in particular, the role of many-body entanglement in the initial growth of S(t).
Two additional aspects of S(t) are in order. First, if we stick to the z axis as
the quantization axis of the basis states, then it is found that right after the critical
point, S(t) (if averaged over a time window to remove fluctuations) will show clear
saturation behavior, which is in contrast to the monotonous increase in S(t) before
the critical point. Second, if we switch the quantization axis from x to z at other
values of λ, then the value of S(t = 0.5) jumps discontinuously due to the change in
the basis states. These additional results further suggest that the critical point for
quantum phase transitions can be detected by S(t).
Note that a different phase-space measure [116] has been used in the literature
to detect quantum phase transitions [117]. However, such measure accounts for the
extent at which the phase space is covered by the Husimi distribution and therefore
it does not appear clear how to extend it to a suitable complexity measure for mixed
states. In contrast, our measure which is based on the richness of the phase space
structure rather than on phase-space coverage can be used for both pure and mixed
quantum states. For instance, it could be used also to investigate thermal phase
transitions.
94
4.4.3 Wigner harmonics, chaos, and thermalization
Our results so far indicate that due to the dynamically generated many-body entan-
glement, the initial time-dependence of S(t) does not reflect the peculiarity of quan-
tum chaos in many-body quantum systems: it behaves similarly in integrable and
non-integrable models. This naturally motivates us to examine the manifestation of
quantum chaos in the long-time behavior of S(t). This can be justified because after
all, the peculiar spectral statistics of a quantum chaotic many-body system reflects
the long-time properties of the system.
The time-dependence of S(t) for a non-integrable model with the Hamiltonian
given in Eq. (4.15) is shown in Fig. 4.6(a). The parallel result for an integrable model
defined by Eq. (4.16) is shown in Fig. 4.6(b). In both cases, the time scale under study
is now 20 times longer than that used in Fig. 1. It is seen that, in both panels (a) and
(b), S(t) initially quickly increases and then displays saturation with rich oscillating
behavior. The saturation plateau of S(t) increases as the value of the transverse
field increases. Qualitatively, the saturation plateau can be attributed to an effective
dimension of the Hilbert space that can be explored for a particular strength of the
transverse field. To quantitatively describe this observation, we calculate the average





dtS(t), where τ = t2−t1
and then plot in Fig. 4.7, S¯ as a function of the transverse field, for the integrable and
non-integrable models considered in Fig. 4.6. It is seen that, for small values of hx,
there is a difference between integrable and non-integrable dynamics. However, as the
strength of the transverse field increases, this difference reduces. This is somewhat
expected due to the above-discussed many-body entanglement generation.
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Figure 4.6: Time evolution of entropy S(t) for a chain of 12 spins with (a) non-
integrable Hamiltonian in Eq. (4.15) for hz = 1.0 and (b) integrable Hamiltonian
in Eq. (4.16). Curves from top to bottom corresponds to transverse field hx = 1.0,
0.5 and 0.2. Note that the long term dynamics of the entropy in the two panels is
qualitatively different.
In order to distinguish between integrable and non-integrable cases, we are thus
forced to look into the oscillating behavior (rather than the average behavior) of S(t).
Indeed, from Fig. 4.6 one observes that in the non-integrable case, the oscillation
amplitude of S(t) clearly decreases with the value of hx. The oscillation pattern also
becomes erratic as the system gets closer to the chaotic regime. By contrast, in the
integrable case the opposite trend is observed. Regular and strong quantum revivals
in S(t) become more apparent as hx increases. To quantitatively describe this clear
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Figure 4.7: Time averaged entropy, denoted S¯, vs the strength of the transverse field
hx, for a chain of 12 spins. The non-integrable model corresponds to the Hamiltonian
in Eq. (4.15) with hz = 1.0; the integrable model corresponds to the Hamiltonian
in Eq. (4.16). The difference in S¯ between integrable and non-integrable dynamics
decreases with increasing hx.








The results are shown in Fig. 4.8. With increasing perturbation, the standard devia-
tion σ[S] increases and then saturates in the integrable model, so that the relative size
σ[S]/S¯ of fluctuations remains nearly constant. However, in the non-integrable model,
the standard deviation σ[S] and, more markedly, σ[S]/S¯ decrease during the regular-
to-chaotic crossover (The same qualitative behavior is obtained when the number of
the spins N in the chain is varied). For N = 12, σ[S] in the integrable model with
hx = 1 is around 0.878. By sharp contrast, in the non-integrable case with hx = 1,
σ[S] = 0.1495, which is smaller than the first case by more than 5 times. This is a
dramatic difference considering that the total number of spins in the chain is only 12.
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Figure 4.8: Standard deviation σ[S] in the entropy S(t) vs the strength of the trans-
verse field hx for a chain of 12 spins. Here the integrable and non-integrable models
are the same as in Fig. 4.7. It is observed that as hx increases, the standard devia-
tion generally decreases in the non-integrable model, but increases in the integrable
model. For large values of hx, σ[S] for a non-integrable chain is much smaller than
that for an integrable chain.
The large value of the standard deviation for the integrable model can be ac-
counted for by the lack of thermalization. Indeed, our expectation is that the onset
of chaos leads to internal dynamical thermalization [58, 118], so that a statistical
description is possible even though we have a closed, Hamiltonian system. In such
situation, fluctuations of the expectation values of local observables are small. On
the contrary, in the integrable regime the lack of thermalization allows large fluctu-
ations. To verify the above expectations, we have considered the Pauli operator σˆx
(note that, due to translational invariance of model and initial condition, 〈σˆxi 〉(t) is
independent of i at any time t). Observing the long term dynamics of the chain, we
compute in the same way as in Eq. (4.19) for S(t) the standard deviation σ[X] of the
x-polarization expectation value X(t) ≡ 〈σˆx〉(t). Our results show that in the inte-
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Figure 4.9: Standard deviation of the x-polarization expectation value as a function
of transverse field hx for a chain of 12 spins. Here the integrable and non-integrable
models are the same as in Fig. 4.7. Similar to the case of entropy S(t), with increasing
perturbation, the standard deviation σ[X] decreases in the non-integrable model and
increases in the integrable model.
grable model, the standard deviation increases with the transverse field whereas for
the non-integrable case, the standard deviation decreases. This behavior, illustrated
in Fig. 4.9, is qualitatively similar to the behavior of S(t) shown in Fig. 4.8. This
shows that our complexity measure is related to the thermalization properties of the
system.
4.4.4 Advantages of Wigner harmonics
In this section, we brief the advantages of our Wigner harmonics measure. The main
advantage of the phase-space approach to complexity resides in its generality. In the
classical limit, the harmonics of the phase-space distribution function reproduce the
well-known notion of complexity based on local exponential instability [64]: the num-
ber of harmonics grows linearly for integrable systems and exponentially for chaotic
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systems. In quantum single-particle mechanics, an exponential growth of the number
of harmonics is possible only up to the Ehrenfest time scale, after which the growth is
at most linear [65]. Furthermore, the number of harmonics of the Wigner function can
be used to detect, in the time domain, the crossover from integrability to chaos [104].
For quantum many-body systems, the Wigner harmonics entropy measure S(t) pro-
posed in this paper signals the generation of multipartite entanglement and can be
used to detect quantum phase transitions. In relation to other measures of complexity
based on the efficiency of the best classical simulations of quantum systems [106], our
approach has the advantage that it does not rely on a specific computational method
like the time-dependent density-matrix renormalization group. Finally, we point out
that, in contrast to other quantum phase-space approaches based on the moments of
the Husimi function [116, 117], our complexity measure works equally well for either
pure or mixed quantum states.
4.5 Dynamics of disordered Ising chains
Our studies so far are mainly on the idealized model neglecting the effects of disorders.
Recently, disordered interacting systems are a subject of active research following the
work by Basko et al., [62] depicting the absence of localization in disordered systems
if weak, short-ranged interactions are included. Studies following this suggested the
possibility of a transition from a localized (non-ergodic) to a delocalized phase where
interactions afford the thermalization of the system [49, 63, 119, 120]. There have
been also works with contradictory conclusions [121].
Being a strongly interacting quantum system, it is interesting to study the ef-
fects of disorder in Ising chains. Unlike the usual approach of understanding the
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interplay between interactions and disorder in the properties of quantum many-body
systems, we study the role of non-integrability in disordered interacting many-body
systems. Our studies are mainly motivated by two questions: Whether disorder
increase or decrease the randomness in a non-integrable system? Is it possible to
control the many-body localization-delocalization transitions by adding integrability
breaking perturbation? These questions are analyzed in detail in this section.
For this, we consider an Ising chain with static disorder in the coupling strengths,
















where δi are time-independent random numbers uniformly distributed in the interval
[−∆,∆], representing random fluctuations in J .
We mainly look for localization-to-delocalization transitions in our model by an-
alyzing the dynamics of global entanglement Eglobal. In particular, we investigate the
appearance of an ergodic phase with large value of global entanglement and a local-
ized phase with a smaller value of Eglobal. To start with, we choose a product state
as the initial state and observe the generation of entanglement in our system.
4.5.1 Short term dynamics
Here, we study the short term dynamics of global entanglement. Figure 4.10 shows
the results obtained for a non-integrable chain of 9 spins, averaged over 40 random
realizations of disorder, with Hamiltonian in Eq. (4.20). We set hz = hx = 1. The
initial state chosen for our study is a state with all spins down. It is clear from Fig.
4.10 that initially, the entanglement increases exponentially faster in time for very
weak disorder. However, in the presence of strong disorder the time evolution of
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Figure 4.10: Time evolution of the global entanglement Eglobal averaged over 40 ran-
dom realizations of a disordered Ising chain of 9 spins with Hamiltonian in Eq. (4.20).
The values of the fields are hx = hz = 1. Exponential growth of entanglement is sup-
pressed by the disorder.
entanglement is found to be almost linear. This is consistent with the earlier find-
ings of the logarithmic growth of correlations/propagation of information observed in
strongly disordered spin chains compared to the linear growth in spin chains without
disorder [121, 122]. Qualitatively, the same results were obtained by varying hz from
0 to 1. Thus, an increase in the disorder reduces the rate of entanglement production
in both integrable and non-integrable chains.
4.5.2 Long term dynamics
In this subsection, we focus on the long term dynamics of the global entanglement in
our disordered Ising model. One particular result of our numerical findings averaged
over 40 realizations is shown in Fig. 4.11. Here, the number of spins N = 9 and the
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Figure 4.11: Dynamics of global entanglement Eglobal averaged over 40 random re-
alizations of disordered Ising chain of 9 spins. Here, hx = hz = 1. Many-body
localization is evident in the presence of strong disorder.
fields hz = hx = 1. Results show that the entanglement saturates after some finite
interval of time. The value of saturation plateau is smaller for strongly disordered
case. For instance, with disorder strength ∆ = 5, the saturation value of Eglobal is
about 0.5. This is to be compared with the weakly disordered case of ∆ = 0.2 where
the saturation plateau has a value around 0.985. Thus, from Fig. 4.11, it is clear
that there exists many-body localized phase in the presence of strong disorder in a
non-integrable chain. We have also analyzed the existence of many-body localization
in other integrable and non-integrable limits of this chain by varying hz.
However, what is not clear here is the region of weak disorder, a region where
the possibility of localization to delocalization is suggested by many studies. Figure
4.11 does not seem to suggest the increase or decrease of entanglement with the
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introduction of randomness in the chain. For this, we study the long time average
value of Eglobal for a chain of 10 spins with 20 different disorder realizations. In
particular, we calculate the average of Eglobal from time t = 5 to t = 100. Our results
are illustrated in Fig. 4.12. For the integrable regime with hz = 0, we find an increase
in entanglement by increasing disorder up to a strength ∆ = 0.8. This can be viewed
as an indication of localization to delocalization transition suggested in many earlier
works. Increasing the disorder beyond ∆ = 0.8 results in a continuous reduction of
the entanglement.
Figure 4.12: Time average value of global entanglement Eglobal averaged over 20
random realizations of a disordered Ising chain of 10 spins with Hamiltonian in Eq.
(4.20). Here the transverse field hx = 1. A transition to delocalized phase is clearly
seen for integrable chain with weak disorder.
Now we consider the non-integrable regime with non-zero hz. By adding integra-
bility breaking term, entanglement in the chain increases. This is clear from the Fig.
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4.12 where Eglobal takes a value of 0.7 for the integrable case and a much higher value
for the non-integrable cases. However, we note that the increase in entanglement with
disorder is far less observed in a non-integrable chain compared to the integrable one.
In a strong non-integrable regime with hz = 1.0, the entanglement almost remains
constant even after adding weak disorder until some particular value. This suggests
that entanglement in strongly non-integrable chain can be robust to disorder inherent
in the chain. Beyond this value, the entanglement is found to decrease. It is interest-
ing to see that the value of ∆ at which the entanglement decreases is changed as the
integrability is broken. For instance, the value of transition point is ∆ = 0.8 for an
integrable chain. However, for a non-integrable chain with hz = 0.8, the transition is
seen at ∆ = 0.7. Further, we have found that if the hz is increased to 1.0, the tran-
sition occurs at a much earlier point of ∆ = 0.4. These findings suggest that we can
manipulate the localization-delocalization transition by introducing an integrability
breaking term. Note that our findings are for a chain of 10 spins and hope that a
stronger effect of non-integrability can be observed by considering long chains.
4.6 Conclusions
In this chapter, we proposed an entropy measure S(t) for many-body quantum-
dynamical complexity, by extending the Wigner harmonics measure originally in-
troduced in [65, 104] for single-particle quantum dynamics. The effectiveness of the
measure is illustrated in the example of the Ising chain in a homogeneous tilted mag-
netic field. The Wigner harmonics entropy S(t) exhibits an initial linear growth in
both integrable and chaotic regimes, until saturation occurs due to the finite size of
the Hilbert space. Therefore, in both integrable and chaotic regimes the number of
105
harmonics of the Wigner function grows exponentially with time. In classical dynam-
ics, an exponential growth of the number of harmonics of the classical phase-space
distribution function implies chaotic dynamics. Therefore, the observed exponential
growth of Wigner harmonics in the many-body quantum integrable regime must be
attributed to a source of complexity absent in classical dynamics, that is, entangle-
ment. We have numerically demonstrated the close connection between our complex-
ity measure S(t) and multipartite entanglement, thus providing evidence that the
initial linear growth of S(t) has to be ascribed to multipartite entanglement genera-
tion. The Wigner harmonics measure S(t) can also distinguish between integrable and
chaotic many-body systems, by means of the size of long term fluctuations, which are
smaller in the chaotic regime where a statistical description of the system is legitimate
and the relative size of fluctuations drops when the system size increases.
In addition, we studied the effects of non-integrability on a disordered Ising chain.
Our investigations show that many-body localization-delocalization transitions, as de-
tected by increase or decrease of the long time average value of global entanglement,
depend strongly on non-integrability. It was seen that the rate of entanglement growth
decreases with increase in disorder strength in both non-integrable and integrable
chain. Also, we obtained many-body localization in both types of chains with suffi-
ciently strong disorder. However, the long-time dynamics is different in integrable and
non-integrable chains with weak disorder. In particular, a localization-delocalization
transition, observed clearly in the integrable chain, becomes less obvious in the non-
integrable chain. Also, a transition from the delocalized to localized phase is seen to




entangled states in spin chains
5.1 Introduction
Quantum entanglement lies at the heart of quantum information processing tasks
such as quantum teleportation, quantum cryptography and quantum computation.
Numerous protocols using highly entangled multipartite states as a fundamental re-
source have been devised. One of the most widely discussed maximally entangled
states in this regard is the so called W state. The N -qubit W state,
|WN〉 = 1√
N
(|100...0〉+ |010...0〉+ ...|000...1〉), (5.1)
consists of a superposition of N states where exactly one qubit is in the |1〉 state
while all others are in |0〉 [123]. The entanglement of W state is robust against the
qubit loss i.e., if some qubits are lost the remaining qubits are still in the entangled
states [124]. Also, the entanglement is immune against global dephasing and qubit flip
noise [125]. Owing to these interesting properties, W state plays a more important
role than other entangled multipartite states for practical applications in quantum
information processing [126]. Hence, the efficient generation of multipartite W state
107
is of particular interest.
Being a potential candidate for viable quantum information processing tasks, there
has been considerable interest in the generation of entangled W state in spin chains.
For instance, natural evolution of XY spin chain was shown to generate 3 or 4 qubit
W state at specific times [127]. The needs for instantaneous measurement at specific
times and lack of generalization to higher qubit system were the main disadvantages of
this method. Also, proposals to use branched spin chain were introduced to generate
W state from their natural dynamics [128]. Another interesting approach was to use
engineered defects in an anisotropic spin chain [129]. These schemes require individual
addressing of spins and hence are difficult to realize.
In this chapter, we propose a scheme for efficient controlled generation of an N -
qubitW state in a Heisenberg spin chain by applying instantaneous external parabolic
field. The scheme, mainly built on the concepts of angular squeezing technique used in
the context of quantum rotor model [130], follows from the mapping of the dynamics
of a kicked spin chain onto that of a quantum kicked rotor model [66]. The particular
advantage of our scheme is that it requires only control over the global parameters of
the chain. Also, it does not require any measurement at specific times.
This chapter is organized as follows. In Sec. 5.2, we introduce the spin chain model
used in our study. This is followed by introducing a mapping between a kicked spin
chain and quantum kicked rotor model. We discuss the techniques used for focusing
quantum rotors in Sec. 5.3. In Sec. 5.4, we present a scheme for the generation of
entangled W state in spin chains and discuss our results. Finally, we conclude this
chapter in Sec. 5.5.
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5.2 Model
5.2.1 Heisenberg spin chain




σn · σn+1. (5.2)
Here σ ≡ (σx, σy, σz) are the Pauli matrices and J is the coupling strength between
nearest-neighbor spins. Also, we assume that all system parameters have been appro-
priately scaled and take dimensionless values, with J = 1, h¯ = 1 throughout. As men-





n. Note that we are only interested in single excitation subspace (states
withN−1 spins up and one spin down of the form |m〉 = σ+m|000...0〉 : m = 1, 2, ..., N).
For periodic boundary conditions, the eigenvectors for the single spin-flip sector of






These states represent spin waves or magnons with quasimomentum k = (−N +
2n)pi/N where n = 1, 2, ...N . The eigenenergies of these states are given by
Ek = J [1− cos(k)]. (5.4)
From Eq. (5.3), it follows that all the eigenstates can be regarded as generalized W
states with certain phases between the different single spin flip states. In particular,
|k = 0〉 state is the symmetric W state given in Eq. (5.1).
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5.2.2 The quantum kicked rotor model and the Heisenberg
spin chain model
Applying an external parabolic δ-pulsed magnetic field to the Heisenberg spin chain,
the Hamiltonian reads









Here C and n0 are the amplitude and the minimum point of the parabolic field, and
T0 is the kicking period. As the Hamiltonian H is periodic in T0, |ψ(t = (j+1)T0)〉 =
U(T0)|ψ(t = jT0)〉, where U(T0) is given by
U(T0) = U
kickU free = e(−iC/2)
∑N
n=1(n−n0)2σzne−iT0Hhc . (5.6)
Here Ukick = e(−iC/2)
∑N
n=1(n−n0)2σzn and U free = e−iT0Hhc . Note that the δ-kick nature
of the time-dependent field allows the splitting of the operators. In the limit of
large N , the matrix elements in the single excitation basis for the kicking part of the
Hamiltonian H are given by
〈m|Ukick|n〉 ≈ e(−iC/2)(n−n0)2δmn, (5.7)
and that of the free evolution becomes [66]
〈m|U free|n〉 ≈ im−nJm−n(JT0). (5.8)
Here Jn represents Bessel function of order n. To obtain Eq. (5.7), we set zero point
energy such that if one spin is down, its energy is zero. It is interesting to note
that the above matrix elements of U(T0) are very similar to the matrix elements of
the evolution operator of the quantum kicked rotor (QKR) model [66], the standard
110








Indeed, the QKR time evolution operator in terms of the momentum basis states
|m〉 → eimθ/√2pi for an effective Planck constant h¯ is given by the product of two
terms. The first term
〈m|U freeQKR|n〉 = 〈m|e−ih¯
(pˆ−p0)2
2 |n〉 ≈ e−ih¯/2(n−n0)2δmn, (5.10)
is for the free evolution, and the second term




is associated with the kicking potential. To obtain the second term, we have used
the relation inJn(z) =
∫ 2pi
0 dθe
izcosθeinθ/2pi. Comparing Eqs. (5.7), (5.8) and Eqs.
(5.10), (5.11), it is clear that the free evolution part of the Heisenberg spin chain is
parallel to the kick part of quantum kicked rotor, whereas the kick provided by the
parabolic magnetic field in the spin chain case is parallel to the free evolution of the
QKR. Indeed, this mapping becomes clearer if we rewrite Eq. (5.2) in terms of the





Thus, the quasimomentum (k) of the spin chain maps onto the angular position (θ)
in the QKR. Similarly, the site index (n) can be mapped onto the momentum (p) in
the QKR. Further, we can identify the mappings JT0 → Kh¯ , C → h¯ and |m〉 → |m〉.
With the aid of this mapping, one can now use tools from the control of QKR
dynamics to engineer states in the spin chain. Because W state corresponds to quasi-
momentum state with |k = 0〉, the issue of efficient generation of W state in the spin
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chain is now equivalent to the alignment/focusing of rotors to the zero angular posi-
tion state |θ = 0〉. Indeed, there are several interesting approaches for the focussing
of rotors to the |θ = 0〉 state as discussed in detail in the next section.
5.3 Techniques for angular focusing of quantum
rotors
Enhanced molecular orientation/alignment for a fixed time at field free conditions
is important for many applications in chemical physics as well as non-linear optics.
Nanoscale design [131], generation of ulrashort laser pulses [132] etc., are a few exam-
ples to mention. Motivated by these applications, there has been a revival of interest
in the quantum kicked rotor. This is because under certain conditions, the rotational
dynamics of the molecule can be simply analyzed by an isolated quantum rotor model.




+ V (θ, t′), (5.13)
where Lˆ is the angular momentum operator, I is the moment of inertia of the molecule
and V (θ, t′) is its interaction potential. For a linear molecule, having a permanent
dipole moment µ and driven by a linearly polarized field, V (θ, t) = −µE(t′) cos(θ).
Here E(t′) is the field amplitude at time t′ and θ is the angle between the field direction
and molecular axis. Using dimensionless variables, t = t′h¯/I and / = µE(t′)I/h¯2, the
Hamiltonian in Eq. (5.13) can be rewritten as that of a quantum kicked rotor in Eq.
(5.9). The wavefunction of the system can be expanded in terms of eigenfunctions of









where cm are the probability amplitudes that are transformed with a single kick at
time tk as
cm(tk + 0) =
∑
n






)cn(tk − 0). (5.15)
In the absence of the kick, i.e., with the free evolution of the rotor, the coefficients










Detailed derivation of the above two equations can be found in [133]. The resultant
wave function after applying multiple kicks at different times can be obtained by
combining transformations given by Eq. (5.15) after each kick along with a free
evolution as given in Eq. (5.16) between two kicks. Figure 5.1 shows the angular
distribution of the rotor after a strong kick at t = 0. Initially, the rotor is assumed to
be in the ground state and hence cm(0) = δm0. This implies that the rotor has equal
values for all θ and is represented by a straight line parallel to the θ−axis as in panel
(a) of the Fig. 5.1. Panel (b) represents the state at time t = 1/85 after applying a
strong kick of strength K = 85. It is clear from the bottom panel of Fig. 5.1 that
after some delay following the kick, the wave function shows extreme narrowing in
the region of small angle.
To obtain the physics behind this narrowing, consider the classical version of








For a classical ensemble of motionless rotor subjected to a kick at t = 0, the time
evolution after the kick can be obtained from Hamilton’s equation for motion. For
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Figure 5.1: Angular distribution of a quantum rotor a) before time t = 0 and b) at
t = 1/85 after applying a strong kick of strength K = 85 when t = 0. Note that the
angular distribution peaks around θ = 0 in the bottom panel.
instance, for a rotor initially located at an angle θ0, the angular position at any later
time t is
θ = θ0 −Kt sin(θ0). (5.18)
From Eq. (5.18), it is clear that for rotors starting their motion in a region of θ0 . 1,
the acquired velocity is directly proportional to initial angle. Hence, all such rotors





However, in real situations due to the deviation of cos(θ) potential from the parabolic
one, a finite width of the focal spot and a broad background as in Fig. 5.1(b) are
observed.
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Degree of orientation or squeezing at θ = 0 of the quantum rotor can be quantified
by D = 〈1 − cos(θ)〉. Note that when all the rotors are in |θ = 0〉 state, D has its
minimum value of 0. Despite the simple form of the evolution matrix, the dynamics of
quantum kicked rotor exhibits rich behavior. In particular, the dynamics is fully time
periodic with a period of Trev = 4pi. Also, a number of fractional revivals are seen at
t = p/s(Trev) where p and s are mutually exclusive prime numbers. Though it seems
that kicking the rotor repeatedly at the quantum resonance condition (Trev = 4pi) can
result in squeezing in the region of θ = 0, D gets saturated after some asymptotic
level [130].
However, there is a strategy to obtain efficient squeezing using kicks of moderate
intensity as shown in [130]. As mentioned earlier, the maximal squeezing occurs after
a time delay ∆t1 following the application of first kick say at t1 = 0. Now let a second
kick be applied at time t2 = ∆t1. Immediately after the kick, the probability density
distribution remains the same. However, t = t2 is no longer a stationary point of
D(t) = 〈1 − cos(θ)〉(t) and hence it will evolve in time. During the free evolution,
D(t) and its derivative are continuous and periodic functions of time. Thus, D(t) will
reach a new minimum at some point of time t2 +∆t2 in the interval [t2, t2 + Trev]. It
is very clear that the new minimal value of degree of squeezing is less than that of
the previous one. By continuing this, i.e., applying kicks at time tk+1 = tk +∆tk,
.....e−ih¯∆t3
(p−p0)2
2 e−iK cos θe−ih¯∆t2
(p−p0)2
2 e−iK cos θe−ih¯∆t1
(p−p0)2
2 e−iK cos θ, (5.20)
the squeezing effects accumulates in time. It has been numerically shown that log-
arithm of D decreases continually without any sign of saturation. Theoretical cal-
culations [130] indeed suggested that for large number of kicks, the angular variance
115
at the kth kick 〈θ2〉k is inversely proportional to square root of kick number k and
the required time delay for application of each kick ∆tk is proportional to the kick
number i.e., 〈θ2〉k ∝ 1/
√
k and ∆tk ∝ 1/k. Thus, unlimited squeezing in the region
of θ = 0 can be obtained for quantum rotors using this technique.
5.4 Numerical Results
5.4.1 Dynamics of the kicked spin chain vs dynamics of the
quantum kicked rotor
In this section, we numerically investigate the correspondence between the dynamics
of kicked spin chain and that of a quantum kicked rotor. To justify the mapping,
we carried out our study on a sufficiently large chain of 200 spins. As mentioned




2 → e−iC (n−n0)
2
2 ,
e−iK cos(θ) → e−itJ cos(k). (5.21)
From Eq. (5.21) it is clear that a strong kick in the QKR implies long time
evolution of spin chain if we set J = 1. Also, free evolution till time t in the QKR
with h¯ = 1 after a kick corresponds to kicking the chain with a field of strength t.
Hence, to obtain the parallel results for Fig. 5.1, we first evolve the chain for long time
t and then kick the chain with a focusing field C = 1/t. Indeed, Fig. 5.2 demonstrates
the validity of the correspondence. Here, we can choose initial state as a state with
single excitation at the center of the chain i.e., Ψin = |100〉. From Eq. (5.3), it
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Figure 5.2: Quasimomentum distribution profile of a Heisenberg chain of 200 spins
a) at time t = 0 and b) after applying a kick of strength C = 1/85 at t = 85. Similar
to the quantum kicked rotor, the initial broadened distribution peaks around k = 0.
follows that all the quasimomentum states have equal probability (|ck|2 = 1/200) as
shown in top panel of Fig. 5.2. The chain is evolved till time t = 85 after which a kick
is applied. Bottom panel of Fig. 5.2 represents the probability distribution in the
quasimomentum space of a chain after applying a kick of strength C = 1/85. Thus,
it is clear from the figure that focusing at k = 0 state occurs at this field strength. In
the context of spin chain, now the quantity that characterizes the degree of squeezing
to k = 0 state is the expectation value D = 〈1− cos(k)〉. It is interesting to note that
we obtained the same value of D = 0.418 as mentioned in [130] for QKR.
With such a striking correspondence in the dynamics of a spin chain and that of a
quantum rotor, it is interesting to investigate the application of accumulative angular
squeezing technique for enhanced squeezing and hence efficient generation ofW state.
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As pointed out earlier, the kicking part in the QKR corresponds to the free evolution
part of the spin chain. Hence the first step in our scheme consists of evolving the chain
for a fixed time t. From the mapping between the unitary part of the free evolution in
QKR and in the spin chain, we find that the second step is kicking the spin chain with
a particular field Cj that minimizes the function 〈1 − cos(k)〉(j). These constitute








the expectation value 〈1− cos(k)〉(j) that characterizes the degree of squeezing D is
minimized and hence one obtains a localized k = 0 state i.e., W state of the chain.
Figure 5.3 represents the accumulative squeezing of k = 0 state of chain of 200 spins.
Top panel represents the degree of squeezing D after each kick and bottom panel
represents the optimized field strength C associated with each kick. Here, we used
the same initial state Ψin = |100〉 as before. For this initial state, D = 1. We
evolve the chain for time t = 1 and apply a single kick of field strength C = 1.87
and period T0 = 1.5. Now, D becomes 0.42. The second kick of strength C = 0.19
reduces the value of D to 0.33. Note that the particular values of fields are those
that minimizes D for each kick. It is clear from the Fig. 5.3(a) that the expectation
value D = 〈1− cos(k)〉 continually decreases with each kick. In particular, we found
the values indeed corresponds to almost the same values of QKR as mentioned in
[130]. Also, in the limit of large number of kicks, the expectation value is inversely
proportional to the square root of the number of kicks and the particular field strength
C is inversely proportional to number of kicks as in the case of QKR mentioned earlier.
However, we note that correspondence between the quantum kicked rotor and
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Figure 5.3: Accumulative squeezing of W state of a Heisenberg chain of 200 spins.
Panel (a) shows the variation of degree of squeezing D = 〈1− cos(k)〉 with each kick
whereas panel (b) shows the field strength C used for each kick.
kicked Heisenberg spin chain is valid only in the limit of large N . In a quantum rotor
system, the values position and momentum takes ranges from −∞ to ∞ whereas in
our spin chain here, they are restricted to a finite range. Indeed, these differences are
more pronounced for chains of a small length. Hence, it is necessary to look into the
accumulative squeezing technique in relatively short chains. Our results shows that
the degree of squeezing saturates after some finite number of kicks in short chains.
After this, no further squeezing is possible with any field strength. For instance, for
a chain of 20 spins, D saturates after 30 kicks. Also, the number of kicks after which
the saturation of D takes place increases with increase in the chain length. This
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also suggests that in the limit of an infinitely long chain, unlimited squeezing may
be possible. Fortunately, we found that unlimited squeezing is still possible for short
chains with a slight modification of the accumulative angular squeezing technique.
This is the topic of next subsection.
5.4.2 W state generation in a finite spin chain
Here we present a strategy to obtain unlimited squeezing to k = 0 state or the W
state of a finite spin chain. The scheme consists of iterating the two steps mentioned
below:
1. Evolve the chain for a fixed time t.
2. a) At time t, apply a kick of strength Cj, that minimizes the expectation value
Dj(t) = 〈[1− cos(k)]2〉(t).
b) If no further minimization is possible i.e., Dj > Dj−1, then kick the chain
with a weak field of strength c.
In this subsection, we numerically investigate the above-outlined scheme for gen-
erating k = 0 state or the so calledW state. In Fig. 5.4, we have shown one particular
example of our numerical findings in a chain of 20 spins. Here we start with an initial
state exclusively localized at the center of the spin i.e., |10〉. From Eq. (5.3), it is
clear that this state corresponds to a completely delocalized state in the momentum
space of the spin chain. Hence, 〈[1 − cos(k)]2〉 is one. Initially, we evolve the chain
for time t = 2. Then a parabolic pulse of strength C and period T0 = 1 is applied.
For numerical purpose, we have limited the value of C in the range [0 : 10]. For each
value of C in the above range, we numerically find the expectation value 〈[1−cos(k)]2〉
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Figure 5.4: Variation of 〈[1 − cos(k)]2〉 with the number of kicks for a chain of 20
spins. Here, the strength of the pulses C is varied between [1 : 10] whereas the pulse
duration T0 is kept at constant value 1. The expectation value is decreased continually
by applying kicks. Note that for the W state 〈[1− cos(k)]2〉 = 0.
that quantifies the degree of squeezing. Then, the specific value of field C1 that gives
minimum value of D = 〈[1 − cos(k)]2〉 is chosen. For the first kick, C1 = 5.29. As
shown in Fig. 5.4, for this kick the expectation value reduces to 0.57. For minimizing
D further, we again evolve the chain for time t = 2 and numerically find the field
strength C that minimizes the expectation value 〈[1− cos(k)]2〉. The minimum value
of D for the second kick is 0.40 and is given by a field strength C2 = 0.42. These
steps are repeated for each kick. By applying a series of kicks, the expectation value
can be further minimized up to 22 kicks. However, beyond this we found no further
minimization. We have numerically verified that this is not due to the fact that we
limit the C value to a specific range.
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Interestingly, the expectation value are further minimized by kicking the Heisen-
berg spin chain with a weak field of strength c = 0.00001 as shown in Fig. 5.4. Thus,
for each kick if there is no value of C in the specified range that can minimize D, then
we kick the chain with a weak field c. Hence, for the particular example in Fig. 5.4,
C23 = 0.00001. Note that even if a range [0.00001, 10] is used the minimization will
stop after 30 kicks. After this we repeat the procedures as before, i.e., we evolve the
chain and numerically find the kick field C24 that minimizes D. And if D24 ≥ D23,
we again use the weak field c as C24. Kicking the spin chain continually with any
arbitrary field may further reduce the value of D. Below we explain intuitively our
choice of a weak field compared to a strong one to obtain unlimited squeezing. In
the context of QKR, the time interval between the pulses decreases almost linearly
with the number of kicks. For instance, after 100 kicks this time interval was found
to be 0.0001. Note that the time interval between two neighboring kicks in QKR is
mapped to the field strength in kicked Heisenberg spin chain. Hence it implies that
a weak field is more effective for accumulative squeezing and has been numerically
confirmed by our studies.
Figure 5.5 illustrates the efficiency of our scheme in generating W state. Here
the quasimomentum distribution profile of the spin chain obtained after 250 kicks is
plotted. As seen from Fig. 5.5, more than 99% population is in |k = 0〉 state. At
this stage, the expectation value D that characterizes the fidelity of W state drops
to 0.0005.
Next, we compare the state generated by our scheme with the perfect W state.
We use the global entanglement measure Eglobal, introduced by Mayer and Wallach
[113]. As mentioned in Chap. 4, Eglobal is related to the averaged one-qubit purity
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Figure 5.5: Probability distribution in the quasimomentum space of a chain of 20
spins. Panel (a) represents the initial distribution and panel (b) represents the distri-
bution after applying 250 pulses. Here, the strength of the pulses C is varied in the











where ρˆi is the density matrix of the i-th spin after tracing over all other spins in the
system.
As shown in [113] , Eglobal for a W state of chain of N spins is 4(N − 1)/N2.
Hence for N = 20, Eglobal = 0.19. We find that for the state plotted in Fig. 5.5,
Eglobal = 0.1898. The k = 0 state is the stationary eigenstate of the bare spin chain
with Hamiltonian Hhc and hence it does not evolve with time even after the removal
of the pulsed parabolic field. However, any excitation in a non-zero k state evolves in
time. We have investigated the dynamics of global entanglement in the chain without
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Figure 5.6: Time evolution of the global entanglement Eglobal under the Hamiltonian
given in Eq. (5.2) with N = 20 (circles). Initially, the chain is assumed to be in
the engineered state given in Fig. 5.5. Straight line denotes the theoretical value of
Eglobal for the W state.
the parabolic field to study the fidelity of our generated W state. This is illustrated
in Fig. 5.6. From the figure, it is clear that the Eglobal remains close to the theoretical
value of 0.19.
In addition to high fidelity generation of W state, our scheme offers several other
advantages compared to the existing ones. For instance, states are generated by the
dynamics of the chain and hence do not require any instantaneous fast measurement
at specific times to detect the state. Another feature is that we require only control
over global parameters. Also, our scheme can be generalized to obtain other magnon
or quasimomentum states as explained in the next subsection.
5.4.3 Quasimomentum state generation
In this section, we discuss the extension of our W state generation scheme for engi-
neering arbitrary quasimomentum states. For instance, consider the generation of a
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non-zero quasimomentum state, whose absolute value is |k1|. When the spin chain is
in this particular state, the expectation value [〈cos(k1)− cos(k)〉]2 equals zero. Hence
to generate the k1 state, we consider the expectation value [〈cos(k1)−cos(k)〉]2 as the
minimizing function in our scheme.
Figure 5.7: Probability distribution in the quasimomentum space of a Heisenberg
chain of 20 spins. Panel (a) is the initial distribution, panel (b) represents the distri-
bution obtained with [〈cos(6pi/N) − cos(k)〉]2 as the minimizing function, and panel
(c) represents the distribution with [〈cos(14pi/N)− cos(k)〉]2 as the minimizing func-
tion after applying 300 pulses. Here, the strength of the pulses C is varied between
[1 : 10] whereas the pulse duration T0 is kept at constant value of 1.
For our studies, we consider an excitation at the center of the chain with the
momentum distribution profile as shown in Fig. 5.7(a) as the initial state. Result
obtained for engineering a state of quasimomentum |k = 6pi/20| using our scheme is
shown in Fig. 5.7(b). Here we applied 300 kicks of strength in the interval [1 : 10] and
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period T0 = 1. As in the earlier case, we evolve the chain for time t = 2 and then apply
a field of strength C that minimizes the expectation value [〈cos(6pi/20) − cos(k)〉]2
for each kick. For kicks where the expectation value cannot be minimized by field in
the specified range, a weak field of strength c = 0.00001 is used. As the particular
minimizing function is zero for k = ±6pi/20 states, both quasimomentum states
with k = ±6pi/20 are equally populated. This is clear from Fig. 5.7(b) where the
probability of both k = 6pi/20 states are equal. Also, more than 49% probability
in each of the two target states implies the efficiency of our scheme in generating
quasimomentum states. Another illustration of our scheme is shown in Fig. 5.7(c)
where the results are achieved by minimizing [〈cos(14pi/20)− cos(k)〉]2 for 300 kicks.
Here also we see about 49% population probabilities in both ±14pi/20 states. Note
that these are non-stationary states and hence evolves in time after turning off the
parabolic field. Nevertheless, the population distribution of these states remains the
same.
Inspired by the success of our scheme in engineering different quasimomentum k
states, we further test our scheme for generating superposition of states. For instance,
let the state be engineered is an equal superposition state [|k1〉+ |− k1〉+ eiφ(|k2〉+
| − k2〉)]/2. We found from our numerical investigations that any combination of
previously used minimizing function of two k states does not work. Surprisingly, we
could arrive at the target state by using a minimizing function discussed below.
We minimized for each kick the function (2|cnk1|2−0.5)2+(2|cnk2 |2−0.5)2+2(θ−φ)2,
where cnk1 and c
n
k2 are the probability amplitudes of the quasimomentum states |k1〉
and |k2〉 states respectively at the nth kick, and θ is the phase difference between them.
Note that when the target state is reached, the value of the above minimizing function
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Figure 5.8: Probability distribution of the quasimomentum states of a Heisenberg
chain of 10 spins. Panel (a) corresponds to the initial state. Panel (b) and (c)
corresponds to the resultant state obtained after applying 350 pulses and by using
(2|cnk1 |2− 0.5)2+(2|cnk2 |2− 0.5)2+2(θ−φ)2 as the minimizing function. In particular,
for panel (b) k1 = 2pi/10, k2 = 8pi/10 and φ = 0 and for (c) k1 = 4pi/10, k2 = 8pi/10
and φ = pi/2. Pulse strength C is varied between [1 : 40] whereas the pulse duration
T0 is kept at constant value of 1.
is zero. Results of one such calculation are illustrated in Fig 5.8 with the initial state
|5〉. In the panel (b) of Fig. 5.8 an equal superposition state (|k = 2pi/10〉 + |k =
−2pi/10〉+ |k = 8pi/10〉+ |k = −8pi/10〉)/2 is engineered using our scheme. The field
strength were limited to the interval [1:40] and kicking period T0 to 1. Initially, the
minimizing function has a value of 0.09. After applying 350 kicks, the function has
a value of 0.004. The probability distribution corresponding to this is shown in Fig.
5.8(b). We obtain |c350±k1 |2 = 0.2346 and |c350±k2 |2 = 0.2086, quite close to the probability
distribution required for the desired state. Also, our numerical calculation shows that
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the phase difference θ is 0.0078. Another example for our scheme is illustrated in
bottom panel where a state [|k = 4pi/10〉+ |k = −4pi/10〉+ eipi/2(|k = 8pi/10〉+ |k =
−8pi/10〉)]/2, an equal superposition of k states with a pi/2 phase difference between
the different k states, is targeted. Before applying the kick to the initial state |5〉,
the minimizing function has a value 2.557. Using our scheme, the value reduces to
0.0008 for the 350th kick with |c350±k1 |2 = 0.251 and |c350±k2 |2 = 0.229. This is shown in
Fig. 5.8(c). Calculated phase difference between the engineered superposition states
was found to be 1.557, a value very close to pi/2. These illustrate that our scheme
can be generalized to engineer any arbitrary superposition of quasimomentum states.
5.5 Conclusions
In short, we proposed a scheme for the generation of entangledW states in a spin chain
by taking advantage of the mapping between the kicked Heisenberg spin chain and
quantum kicked rotor model. In particular, the scheme is based on the accumulative
angular squeezing technique used in the context of quantum rotor model [130]. We
have numerically illustrated our scheme and showed that W state can be generated
with high fidelity. The global entanglement of the state generated by our scheme is
in close agreement with the targeted value. Furthermore, we have showed that by
generalizing the minimizing function used in our scheme, it is possible to engineer




In the previous chapters, we have presented our results on the studies of quantum
spin chain dynamics and their potential applications in quantum information. The
main findings of our study are summarized below.
In efforts to achieve robust quantum state transfer, an adiabatic quantum popu-
lation transfer scheme is proposed in chapter 2. The proposed scheme makes use of
a slowly moving external parabolic potential and is qualitatively explained in terms
of the adiabatic following of a quantum state with a moving separatrix structure in
the classical phase space of a pendulum analogy. Detailed aspects of our adiabatic
population transfer scheme, including its robustness, is studied computationally. Ap-
plications of our adiabatic scheme in quantum information transfer are also discussed,
with emphasis placed on the usage of a dual spin chain to encode quantum phases.
In chapter 3, we propose a simple scheme to realize controlled measurements
of the state of a single spin, via controlled quantum signal amplification in a one-
dimensional spin chain model. It is shown that by adiabatically moving an external
field applied to a spin chain that is also irradiated with a transverse driving field, a
robust spin amplifier may be realized with little dispersion. In addition to the spin
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based quantum information processing, our results also find applications in controlled
growth of “Schro¨dinger cat” states.
We propose a phase-space Wigner harmonics entropy measure for many-body
quantum dynamical complexity in chapter 4. This measure, which reduces to the
well known measure of complexity in classical systems and which is valid for both
pure and mixed states in single-particle and many-body systems, takes into account
the combined role of chaos and entanglement in the realm of quantum mechanics.
The effectiveness of the measure is illustrated in the example of the Ising chain in a
homogeneous tilted magnetic field. We provide numerical evidence that the multipar-
tite entanglement generation leads to a linear increase of entropy until saturation in
both integrable and chaotic regimes, so that in both cases the number of harmonics
of the Wigner function grows exponentially with time. The entropy growth rate can
be used to detect quantum phase transitions. The proposed entropy measure can also
distinguish between integrable and chaotic many-body dynamics by means of the size
of long term fluctuations which become smaller when quantum chaos sets in. In the
latter part of chapter 4, we studied the effects of non-integrability on many-body
localization-delocalization transitions using disordered Ising chain in a homogeneous
tilted field and investigated the generation of global entanglement in the chain. Our
findings suggest the existence of the localization-delocalization transition for weak
disorders even in non-integrable regimes. In addition, the transition point was found
to depend strongly on the integrability breaking term. Also, we observed the existence
of many-body localization in the presence of strong disorder in our model.
In chapter 5, we introduce a scheme to engineer W state in a spin chain. The
scheme is mainly built on the accumulative angular squeezing technique used in the
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context of quantum kicked rotor for focussing rotors to a delta-like angular distribu-
tion. Our studies shows that efficient generation ofW state can be achieved using our
scheme. Also, we have shown that the scheme can be further generalized to engineer
arbitrary quasimomentum superposition states of a spin chain.
Our studies on spin chain dynamics may be extended to gain more insights into
many-body aspects of quantum system. For instance, our complexity measure works
equally well with both pure and mixed states. Hence, it could be studied in relation
to mixed state entanglement. This would be particularly interesting as mixed state
entanglement is at present not well understood and is the focus of ongoing research.
Also, the scheme we introduced can be exploited for other interesting applications.
For instance, as the parabolic external field used in our adiabatic transport scheme
can enclose more than one excitation, it is interesting to investigate the usefulness of
our scheme to transfer entangled states. Also, it has been shown that the dynamics
of coupled quantum kicked rotor can be used to understand the dynamical properties
of spin chain with more than one excitation [134]. In this context, it is interesting to
generalize our scheme to engineer states of spin chain with arbitrary excitations.
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