Properties of a Generalized Divergence Related to Tsallis Relative
  Entropy by Vigelis, Rui F. et al.
ar
X
iv
:1
81
0.
09
50
3v
1 
 [c
s.I
T]
  2
2 O
ct 
20
18
1
A Family of Statistical Divergences Based on
Quasiarithmetic Means
Rui F. Vigelis, Luiza H. F. de Andrade, Charles C. Cavalcante
Abstract—This paper proposes a generalization of Tsallis
entropy and Tsallis relative entropy and discusses some of
their properties. This generalization is defined with respect to
a deformed exponential ϕ, which is the same used in defining
ϕ-families of probability distributions, and generalizes important
classes of distributions. The generalized relative entropy is then
shown to be a ϕ-divergence with some conditions and related to
a ϕ-family by a normalizing function. We determine necessary
and sufficient conditions for the generalized relative entropy so
it satisfies the partition inequality and jointly convexity. Further,
such conditions are fulfilled we derive the conditions about
the inverse of the deformed exponential ϕ which results from
such assumption. We also show the Pinsker’s inequality for the
generalized relative entropy that provides a relationship between
the generalized relative entropy and the statistical distance.
Index Terms—ϕ-families of probability distributions, Shannon
entropy, Tsallis relative entropy, ϕ-divergence, Kullback-Leibler
divergence, Pinsker’s inequality
I. INTRODUCTION
Entropy is a key measure of information in dynamical
systems. Applications that use it span from areas such as
communications to econometric and other physical systems
[1]. Different definitions of entropy can be found in the
literature, among the widest known we have Shannon entropy
and Tsallis entropy [2], [3]. Shannon was the first to interpret
that information was linked to probability and to propose
the quantity H(p) = −
∑
i pi ln pi as an information or
uncertainty measure [2], which was named as entropy by its
similarity with Boltzmann entropy [4]. Tsallis defined in [3]
the expression Hq(p) =
1
q−1 (1−
∑n
i=1 p
q
i ) as a generalized
entropy dependent on the parameter q ≥ 0, since when q → 1
it reduces to the Shannon entropy. In [5] Tsallis defined the
function lnq(x) =
x1−q−1
1−q for any non negative q, as a general-
ized logarithm function, since lnq(x) → ln(x), as q → 1. As a
consequence, Tsallis entropyHq(p) =
∑n
i=1 p
q
i lnq(pi) gener-
alizes Shannon entropy [5]. The uniqueness theorem for Tsallis
entropy was presented in [6] by introducing a generalization
of Shannon-Khinchin axiom. Furthermore, this theorem was
generalized and simplified in [7]. Tsallis entropy plays a
crucial role in nonextensive statistics or Tsallis statistics [8].
While entropy is an uncertainty measure, relative entropy
can be interpreted as a measure of statistical distance be-
tween two probability distributions [1]. Relative entropy, or
statistical divergence, plays an essential role in information
geometry [9]. A well-known example is the Shannon rela-
tive entropy or Kullback-Leibler (KL) divergence given by
D(p || q) =
∑n
i=1 pi ln
(
pi
qi
)
, which was defined by Kullback
and Leibler [10]. It can be interpreted as an analogue (non
symmetric) of the squared of the Euclidean distance [11].
One generalization of this divergence is the Tsallis relative
entropy [12] which is obtained when we replace the ordinary
logarithm by the q-logarithm in the KL divergence which
yields Dq(p || q) = −
∑n
i=1 pi lnq
(
qi
pi
)
. Both KL divergence
and Tsallis relative entropy satisfy some important properties,
such as non negativity, monotonicity and joint convexity,
among others [13].
To find a more general divergence and study its properties,
has been the object of interest of many researchers in the last
decades. Csiszár introduced another concept, the f -divergence
defined as
∑n
i qif
(
pi
qi
)
[11] for any convex function f(t)
for t > 0 such that f(1) = 0. KL divergence and Tsallis
relative entropy are also obtained as a particular case of
the f -divergence. Amari α-divergence [14], [15], [16] is yet
another divergence that can be seen as a special case of the f -
divergence since such divergence reduces to the KL one, when
α = ±1 . Bregman introduced in [17] a divergence which is
induced by a convex differentiable function. In [9] a more gen-
eral expression of a divergence function was introduced, the
Zhang’s α-divergence which is based on the quasiarithmetic
mean [18] and includes the Bregman divergence, the Amari
α-divergence and the f -divergence as special cases. More
recently, Jain and Chhabra [19] introduced a new generalized
divergence measure for increasing functions.
One generalization of the exponential families of probability
distributions was introduced in [20], with the so-called ϕ-
families of probability distributions. This generalization was
possible by replacing of the exponential function by a de-
formed exponential ϕ, with some appropriate conditions. In
that work, the ϕ-divergence was defined between two prob-
ability distributions in the same ϕ-family. The ϕ-divergence
can be interpreted as the Bregman divergence associated to
the normalizing function ψ, that is a convex differentiable
function. Further, the ϕ-divergence has an inherent relationship
with Zhang’s α-divergence [9].
In this work we propose a generalization of Tsallis and
Shannon entropies by replacing the q-logarithm and ordinary
logarithm functions by the inverse of the considered deformed
exponential ϕ, which we are going to define as Hϕ(p). In
the same way, using the inverse of a deformed exponential ϕ,
we obtain the generalized relative entropy which is shown
to be a ϕ-divergence. This generalized relative entropy is
a special case of Zhang’s α-divergence [9], when α → 1.
In [9] the author discusses about two different senses of
duality, referential duality and representational duality. The
purpose of our work is to discuss about the properties of the
2generalized relative entropy, namely the partition inequality
and joint convexity.
The rest of paper is organized as follows. In Section II
provides some required and useful definitions. Section III we
provide the definition and derivation of the generalized entropy
Hϕ(p) and the generalized relative entropyDϕ(p||q). Section
IV is devoted to discuss about the ϕ-families of probability
distributions as a possible parametrization of the set of all
probability distributions and how the obtained relative entropy
and ϕ-family are connected by the normalizing function ψ. In
Section V necessary and sufficient conditions for which the
generalized relative entropy satisfies partition inequality and
joint convexity are shown. This conditions Finally, conclusions
and perspectives are stated in Section VI.
II. PRELIMINARY CONSIDERATIONS
In this section we remember some important definitions
which are going to be used throughout the manuscript. We
show how Shannon and Tsallis entropies, as well as, Shannon
and Tsallis relative entropies, can have similar expressions.
We also discuss about Zhang’s α-divergence and how it is a
divergence based on quasiarithmetic means.
A. Shannon and Tsallis Entropies
For simplicity we denote the set of all probability distribu-
tions on In = {1, . . . , n} by
∆n =
{
(p1, . . . , pn) :
n∑
i=1
pi = 1 and pi ≥ 0 for all i
}
. (1)
Shannon and Tsallis entropies of a given probability distri-
bution p = (pi) in ∆n are defined, respectively, by the
expressions
H(p) = −
n∑
i=1
pi ln(pi), (2)
and
Hq(p) =
1
q − 1
(
1−
n∑
i=1
pqi
)
, for q ∈ [0,∞). (3)
Tsallis entropy is considered as a generalization of Shannon
one since, in the limit of q → 1, Tsallis entropy in (3)
reduces to Shannon entropy in (2) [3]. In addition to this limit,
Shannon and Tsallis entropies can be also related by analogous
expressions, differing only by ln(·) or lnq(·). To see this, we
rewrite (3) in another appropriate form where Tsallis entropy
can also be defined in terms of Tsallis q-logarithm [5].
The Tsallis q-exponential, expq : R → [0,∞), for q ∈
[0,∞), is given by the following expression [21]
exp(x) = [1 + (1− q)x]
1/(1−q)
+ ,
where [u]+ = u, if u ≥ 0, and [u]+ = 0, if u ≤ 0. For 0 ≤
q < 1, the q-exponential function is injective for u ∈ R such
that −11−q ≤ u and for 1 ≤ q, the function expq(·) is injective
for u ∈ R. In the limit for q → 1, Tsallis q-exponential expq(·)
converges to the ordinary exponential exp(·) [21].
The Tsallis q-logarithm, lnq : [0,∞) → R, for q ∈ [0,∞),
is defined as the inverse of expq : X → [0,∞), where X ⊂ R
is the set such that the function expq(·) is injective, which is
given by [5]
lnq(x) =
x1−q − 1
1− q
.
The Tsallis q−logarithm uniformly converges to the ordinary
logarithm as q → 1 [7].
It is clear that we may rewrite (2) in the form:
H(p) = −
n∑
i=1
ln(pi)
ln′(pi)
. (4)
Tsallis entropy can also be expressed as in (4) with lnq(·)
replacing the ln(·). As the derivative ln′q(x) = x
−q , a simple
manipulation shows that
−
lnq(x)
ln′q(x)
=
1
q − 1
(x− xq).
Since
∑n
i=1 pi = 1, we can then write
Hq(p) = −
n∑
i=1
lnq(pi)
ln′q(pi)
. (5)
As a result, Shannon and Tsallis entropies share similar
expressions, differing only by the use of ln(·) or lnq(·). We
will make the same analysis to Shannon and Tsallis relative
entropies.
B. Shannon and Tsallis relative entropies
We define the interior of∆n , i.e., the set of the probabilities
strictly positives, as the set
∆˚n =
{
(p1, . . . , pn) :
n∑
i=1
pi = 1 and pi > 0 for all i
}
. (6)
Shannon and Tsallis relative entropies between probability
distributions p = (pi) and q = (qi) in ∆˚n are given,
respectively, by the following expressions [12]
D(p || q) =
n∑
i=1
pi ln
(
pi
qi
)
, (7)
and
Dq(p || q) = −
n∑
i=1
pi lnq
(
qi
pi
)
, for q ∈ (0,∞). (8)
If we replace ln(·) or lnq(·) by the inverse of a deformed
exponential ϕ, the function ϕ−1, we may rewrite (7) and (8)
in a suitable form. With respect to Shannon relative entropy,
it is clear that
D(p || q) =
n∑
i=1
ln(pi)− ln(qi)
ln′(pi)
. (9)
By means of a simple manipulation we can write
−pi
(qi/pi)
1−q − 1
1− q
=
pi − q
1−q
i p
q
i
1− q
=
1
p−qi
(
p1−qi − 1
1− q
−
q1−qi − 1
1− q
)
3Therefore, Tsallis relative entropy can be expressed as
Dq(p || q) =
n∑
i=1
lnq(pi)− lnq(qi)
ln′q(pi)
. (10)
Hence, Shannon and Tsallis relative entropies share similar
expressions again differing only by the use of ln(·) or lnq(·).
C. Zhang α-divergence
The Amari α-divergence provided in [14], and given as
D(α)(p || q) =
4
1− α2
(
1−
n∑
i=1
p
1−α
2
i q
1+α
2
i
)
,
was generalized by Zhang’s α-divergence which is written as
[9]
D(α)ϕ (p || q) =
4
1− α2
[
1−
n∑
i=1
ϕ
(
1− α
2
ϕ−1(pi) +
1 + α
2
ϕ−1(qi)
)]
.
(11)
We can also write (11) as
D(α)ϕ (p || q) =
1
1− α
(
1−
n∑
i=1
M (α)ϕ (qi, pi)
)
(12)
where, for α ∈ [−1, 1], the expression
M (α)ϕ (x, y) = ϕ
(
(1 − α)ϕ−1(x) + αϕ−1(y)
)
,
is the quasiarithmetic mean1 defined in [18] associated with
a concave and monotone function ϕ−1 : R+ → R. In
particular, when ϕ : R → R+ is ϕ(x) = exp(x) and
therefore ϕ−1(x) = ln(x), Zhang’s α-divergence coincides
with Tsallis relative entropy with α = q. Considering the
fact that lnq(x) =
x1−q − 1
1− q
, thus Tsallis relative entropy
is written as
Dq(p || q) =
−
n∑
i=1
pi
(qi/pi)
1−q − 1
1− q
=
1
1− q
(
1−
n∑
i=1
q1−qi p
q
i
)
,
and we may also rewrite
M (q)ϕ (qi, pi) = q
1−q
i p
q
i = exp((1 − q) log(qi) + q log(pi)),
that yields Shannon relative entropy when q → 1. In the next
section, we will find the shape of the generalized entropy and
generalized relative entropy based on the inverse function of
deformed exponential ϕ.
1It is well known also as quasi-linear mean or generalized ϕ-mean [18].
III. GENERALIZED ENTROPY AND GENERALIZED
RELATIVE ENTROPY
Generalized entropy and generalized relative entropy are
obtained from the use of a deformed exponential ϕ. In Section
II, we observed the similarity between the expressions of
Shannon entropy (4) and Tsallis entropy (5). We use this
similarity to generalize those entropies replacing ln(·) or lnq(·)
by the inverse function of the deformed exponential ϕ. In the
same way, we obtain the generalized relative entropy from
Shannon relative entropy (9) or Tsallis relative entropy (10).
We will observe that the generalized relative entropy is a
especial case of Zhang’s α-divergence when α→ 1.
A. Generalized Entropy
Definition 1. A deformed exponential is a function ϕ : R →
[0,∞) that satisfies the following properties:
(a1) ϕ(·) is convex;
(a2) limu→−∞ ϕ(u) = 0 and limu→∞ ϕ(u) =∞;
(a3) There exists a vector u0 = (u0,i), with u0,i ∈ (0,∞),
such that
n∑
i=1
ϕ(ci + λu0,i) <∞, for all λ > 0, (13)
for every vector c = (ci), for which ci ∈ R and∑∞
i=1 ϕ(ci) = 1.
The exponential function is convex as well as the Tsallis q-
exponential, thus both are example of deformed exponential
functions. Fixed any ϕ-function ϕ : R→ [0,∞), the general-
ized entropy of a probability distribution p = (pi) in ∆n is
defined as
Hϕ(p) = −
n∑
i=1
ϕ−1(pi)
(ϕ−1)′(pi)
, (14)
where we adopt the convention ϕ−1(0)/(ϕ−1)′(0) = 0.
When the function −ϕ−1(x)/(ϕ−1)′(x) is concave, the
generalized entropy Hϕ is concave and attains a global max-
imum at the uniform distribution un = (1/n, . . . , 1/n). To
show this result, it suffices to show that Hϕ has a null gradient
at un. For any vector v = (vi) in the tangent plane of ∆n at
p, we can write
〈∇Hϕ(un),v〉 =
d
dt
Hϕ(un + tv)
∣∣∣
t=0
=
n∑
i=1
( d
dx
[
−
ϕ−1(x)
(ϕ−1)′(x)
]
x=1/n
)
vi.
Since the tangent plane of ∆n at p is composed by all
vectors v = (vi) such that
∑n
i=1 vi = 0, we conclude that
〈∇Hϕ(un),v〉 = 0. By the concavity of Hϕ, it follows that
Hϕ attains a global maximum at un. In the next section we
discuss about relative entropy.
B. Generalized relative entropy
Given any deformed exponential ϕ : R → [0,∞), the gen-
eralized relative entropy between two probability distributions
p = (pi) and q = (qi) in ∆˚n is given by
Dϕ(p || q) =
n∑
i=1
ϕ−1(pi)− ϕ−1(qi)
(ϕ−1)′(pi)
. (15)
4Thus, Equation (12), when α → 1, with elements in ∆˚n , is
equivalent to the generalized relative entropy described in (15)
[9].
The non-negativity of the relative entropy, i.e. Dϕ(p ||q) ≥
0, is a consequence of the concavity of ϕ−1(x). Due the fact
that ϕ−1(x) is concave, it follows that
(y − x)(ϕ−1)′(y) ≤ ϕ−1(y)− ϕ−1(x), for all x, y > 0.
(16)
Using inequality (16) with y = pi and x = qi, we can write
that
Dϕ(p || q) =
n∑
i=1
ϕ−1(pi)− ϕ−1(qi)
(ϕ−1)′(pi)
≥
n∑
i=1
(pi − qi) = 0.
It becomes clear that Dϕ(p || q) = 0 if p = q. The converse
depends on whether ϕ−1(x) is strictly concave. Indeed, if we
suppose that ϕ−1(x) is strictly concave, then equality in (16)
is attained if and only if x = y. Therefore, when ϕ−1(x) is
strictly concave, the equality Dϕ(p ||q) = 0 is satisfied if and
only if p = q.
In addition to similarities between expressions in (9), (10)
and (15), there exists another motivation for the choice of
expression given as in (15). We can associate with the gen-
eralized relative entropy Dϕ(· || ·) a ϕ-family of probability
distributions, which we discuss in next section.
IV. FAMILIES OF PROBABILITY DISTRIBUTIONS
An exponential family (of probability distributions) [14],
[16], is a subset of ∆˚n as defined in (6). Let p = (pi) be
any probability distribution in ∆˚n. In an exponential family
centered at p, any vector u = (ui) in the subspace
Bp =
{
(u1, . . . , un) :
n∑
i=1
uipi = 0
}
, (17)
is mapped to a probability distribution q = (qi) in ∆˚n
according to the expression [22] [23]
qi = exp(ui −Kp(u)) · pi, (18)
where Kp : Bp → [0,∞) is the cumulant-generating function,
which is given by [22]
Kp(u) = ln
( n∑
i=1
exp(ui) · pi
)
.
A vector u belonging to Bp is said to be a p-centered vector.
It can be easily verified that (18) defines a one-to-one map
[22]. We remark that an exponential family depends on the
centered probability distribution p. We can associate with each
probability distribution p ∈ ∆˚n an exponential family centered
at p.
It can be shown that Shannon relative entropy D(· || ·) and
exponential families are related by the cumulant-generating
function Kp(·) [23]. If a p-centered vector u is mapped to q
by (18), then we may write that
Kp(u) = D(p || q) =
n∑
i=1
pi ln
(pi
qi
)
.
To see this, we rewrite (18) as
Kp(u) = ui − ln
( qi
pi
)
,
and use
∑n
i=1 uipi = 0.
In [20] the authors generalized the exponential family in
such a way that the cumulant-generating function Kp(·) is
replaced by a normalization function ψc(·), which coincides
with the generalized relative entropy Dϕ(· || ·). Again, this
generalization is based on an analogy where we express (18)
in another form. If c = (ci) is a vector such that pi = exp(ci)
for each i, then (18) can be rewritten as
qi = exp(ci + ui −Kp(u)). (19)
In order to generalize the exponential family, we will replace
the exponential in (19) by a deformed exponential ϕ.
Throughout this section, we assume that ϕ : R → [0,∞)
is a positive deformed exponential with continuous derivative.
For each probability distribution p = (pi) ∈ ∆˚n, we define
a ϕ-family (of probability distributions) centered at p. For a
fixed p = (pi) ∈ ∆˚n, let c = (ci) be a vector such that
pi = ϕ(ci) for each i. We also take a vector u0 = (u0i) as in
(13), and we suppose that
n∑
i=1
u0iϕ
′(ci) = 1. (20)
A ϕ-family (of probability distributions) centered at p Fϕc , is
a parametrization of ∆˚n which maps each vector u = (ui) in
the subspace
Bϕ
c
=
{
(u1, . . . , un) :
n∑
i=1
uiϕ
′(ci) = 0
}
. (21)
Such parametrization maps each u to a probability distribution
q = (qi) ∈ ∆˚n by the expression
qi = ϕ(ci + ui − ψc(u)u0i), (22)
where ψc : B
ϕ
c
→ [0,∞) is the normalizing function, which
is introduced so that (22) defines a probability density in ∆˚n.
The choice for u ∈ Bϕ
c
is not arbitrary. Based on this
choice, it is possible to find ψc(u) ≥ 0 for which the
expression (22) is a probability density in ∆˚n [20]. Due to
ϕ(·) be convex, it follows that
yϕ′(x) ≤ ϕ(x + y)− ϕ(x), for all x, y ∈ R. (23)
Using (23), with x = ci and y = ui, we can write, for any
u ∈ Bϕ
c
, the following expression
1 =
n∑
i=1
uiϕ
′(ci) +
n∑
i=1
ϕ(ci) ≤
n∑
i=1
ϕ(ci + ui).
By the definition of deformed exponential (definition 1) , the
map
g(λ) =
n∑
i=1
ϕ(ci + ui − λu0i)
is continuous, approaches 0 as λ→∞, and tends to infinity as
λ→ −∞. Since ϕ(·) is strictly increasing, it follows that g(·)
is strictly decreasing. Then we can conclude that there exists
5a unique λ0 = ψc(u) ≥ 0 for which qi = ϕ(ci + ui − λ0u0i)
is a probability distribution in ∆˚n.
The generalized divergenceDϕ(· || ·) is then associated with
the ϕ-family in (22) by the equality:
ψc(u) = Dϕ(p || q) =
n∑
i=1
ϕ−1(pi)− ϕ−1(qi)
(ϕ−1)′(pi)
. (24)
as is seen in the Proposition 2 below.
Proposition 2. Let ψc : B
ϕ → [0,∞) be the normalizing
function that appears in (22), supposing that the constrain (20)
occurs, then the normalizing function ψc(u) is equal to the
generalized relative entropy between p = ϕ(ci) and q = (qi),
with qi = ϕ(ci + ui − ψc(u)u0i).
Proof: From (22), we have that
ϕ−1(qi) = ci + ui − ψc(u)u0,i
and therefore
ψc(u)u0,i = ϕ
−1(pi)− ϕ
−1(qi) + ui
multiplying by ϕ′(ci) and doing the summation, we obtain
ψc(u) =
∑n
i=1
[
ϕ−1(pi)− ϕ−1(qi) + ui
]
ϕ′(ci)∑n
i=1 u0,iϕ
′(ci)
.
Using
∑n
i=1 uiϕ
′(ci) = 0, along with the constraint (20), we
can write
ψc(u) =
n∑
i=1
[
ϕ−1(pi)− ϕ
−1(qi)
]
ϕ′(ci). (25)
It is clear that
ϕ′(ci) =
1
(ϕ−1)′(pi)
. (26)
Inserting (26) in (25), we obtain (24).
As a result, the normalizing function ψc(u) that appears in
(22) coincides with the generalized relative entropy. The ϕ-
family of probability distributions and the generalized relative
entropy, for the same deformed exponential ϕ fixed, are related
by the normalizing function. Moreover, the generalized relative
entropy is a special case of the ϕ-divergence found in [20]. In
the next section we will show our main results.
V. SOME PROPERTIES OF THE GENERALIZED RELATIVE
ENTROPY
Tsallis relative entropy, Kullback-Leibler divergence and f -
divergence all satisfy important properties, including partition
inequality and joint convexity. In this section we evaluate
under what conditions the generalized relative entropyDϕ(·||·)
satisfies both properties.
A. Partition Inequality
Partition inequality in Tsallis relative entropy [13] appears
as a special case of monotonicity of f -divergence which is
demonstrated using the generalized log-sum inequality [11].
Throughout this section we assume that (ϕ−1)′′(x) is con-
tinuous.
Let A = {A1, . . . , Ak} be a partition of In = {1, . . . , n},
i.e. A is a collection of subsets Aj ⊆ In such that Ai∩Aj = ∅
and
⋃k
j=1 Aj = In for i 6= j. For any probability distribution
p = (pi), we define the probability distribution p
A = (pAj ) as
pAj =
∑
i∈Aj
pi, for each j = 1, . . . , k.
The next result gives a necessary and sufficient condition
for the partition inequality be satisfied.
Proposition 3. For the relative entropy Dϕ(· || ·) to satisfy the
partition inequality
Dϕ(p || q) ≥ Dϕ(p
A || qA), (27)
for all probability distributions p = (pi) and q = (qi), and
any partition A of In, it is necessary and sufficient that the
function g = −
(ϕ−1)′
(ϕ−1)′′
be super additive, i.e., the inequality
g(x+ y) ≥ g(x) + g(y), (28)
be satisfied for all x, y ∈ (0, 1) such that x+ y ∈ (0, 1).
The proof of Proposition 3 requires some preliminary results
which are presented in the sequel.
Lemma 4. Fix any α ∈ (0, 1). The mapping
Fα(x, y) = ϕ((1 − α)ϕ
−1(x) + αϕ−1(y)),
is super additive in (0, 1)× (0, 1) if, and only if,
G(x, y) = ϕ−1(ϕ(x) + ϕ(y))
is convex in {(x, y) ∈ R2 : ϕ(x) + ϕ(y) ∈ (0, 1)}.
Proof: Let xi, yi ∈ (0, 1) be such that x1 + x2 ∈ (0, 1)
and y1 + y2 ∈ (0, 1). The super additivity of Fα implies that
ϕ((1 − α)ϕ−1(x1 + x2) + αϕ
−1(y1 + y2))
≥ ϕ((1− α)ϕ−1(x1) + αϕ
−1(y1))
+ ϕ((1 − α)ϕ−1(x2) + αϕ
−1(y2)). (29)
Denote si = ϕ
−1(xi) and ti = ϕ
−1(yi) for i = 1, 2. Thus
inequality (29) is equivalent to
(1− α)ϕ−1(ϕ(s1) + ϕ(s2)) + αϕ
−1(ϕ(t1) + ϕ(t2))
≥ ϕ−1[ϕ((1 − α)s1 + αt1) + ϕ((1 − α)s2 + αt2)],
which shows the desired result.
Lemma 5. The function G, as defined in Lemma 4, is convex
if and only if g = −
(ϕ−1)′
(ϕ−1)′′
is super additive in (0, 1).
Proof: For the function G to be convex, it is necessary
and sufficient that its Hessian HG be positive semi-definitive,
which is equivalent to tr(HG) ≥ 0 and JG = det(HG) ≥ 0,
where tr(·) denotes the trace of a matrix and det(·) is the
determinant of a matrix. [24]. Letting z = ϕ(x) + ϕ(y), we
express
∂2G
∂x2
(x, y) = ϕ′′(x)(ϕ−1)′(z) + [ϕ′(x)]2(ϕ−1)′′(z) (30)
∂2G
∂y2
(x, y) = ϕ′′(y)(ϕ−1)′(z) + [ϕ′(y)]2(ϕ−1)′′(z) (31)
6and
∂2G
∂x∂y
(x, y) = ϕ′(x)ϕ′(y)(ϕ−1)′′(z). (32)
If we divide the right-hand side of (30) by
−ϕ′′(x)(ϕ−1)′′(z) ≥ 0, and we use
[ϕ(x)′]2
ϕ(x)′′
= −
(ϕ−1)′(ϕ(x))
(ϕ−1)′′(ϕ(x))
(33)
into the resulting expression, we obtain
−
(ϕ−1)′(z)
(ϕ−1)′′(z)
+
(ϕ−1)′(ϕ(x))
(ϕ−1)′′(ϕ(x))
= g(z)− g(ϕ(x)).
As a result, we conclude that ∂2G/∂x2 ≥ 0 (and similarly
∂2G/∂y2 ≥ 0) if g is super additive. Using expressions
(30)–(32) for the partial derivatives of G, we find
JG(x, y) = (ϕ
−1)′(z)(ϕ−1)′′(z)ϕ′′(x)ϕ′′(y)
·
{
(ϕ−1)′(z)
(ϕ−1)′′(z)
+
[ϕ′(y)]2
ϕ′′(y)
+
[ϕ′(x)]2
ϕ′′(x)
}
.
In view of (33), it follows that JG(x, y) ≥ 0 is equivalent to
g(z) ≥ g(ϕ(x)) + g(ϕ(y)). Thus G is convex if and only if g
is super additive in (0, 1).
Now, we may proceed to the proof of the main result.
Proof of Proposition 3:
Sufficiency. Lemmas 4 and 5 imply that
Fα(x, y) = ϕ((1 − α)ϕ
−1(x) + αϕ−1(y)), (x, y) ∈ R2,
is super additive in (0, 1) × (0, 1), for each α ∈ (0, 1).
Considering A = {A1, . . . , Ak}, we denote pAj =
∑
i∈Aj
pi
and qAj =
∑
i∈Aj
qi, for i = 1, . . . , k. By the super additivity
of Fα(x, y), we can write
1
1− α
n∑
i=1
[pi − Fα(qi, pi)]
≥
1
1− α
k∑
j=1
[pAj − Fα(q
A
j , p
A
j )]. (34)
An application of L’Hôpital’s rule on the limit below provides
lim
α↑1
y − Fα(x, y)
1− α
= lim
α↑1
y − ϕ((1 − α)ϕ−1(x) + αϕ−1(y))
1− α
= ϕ′(ϕ−1(y))[−ϕ−1(x) + ϕ−1(y)]
=
ϕ−1(y)− ϕ−1(x)
(ϕ−1)′(y)
.
Thus, in the limit α ↑ 1, expression (34) becomes
Dϕ(p || q) ≥ Dϕ(p
A || qA),
which is the asserted inequality.
Necessity. It is clear that if (27) holds for all p = (pi),
q = (qi), and A, then
ϕ−1(p1)− ϕ−1(q1)
(ϕ−1)′(p1)
+
ϕ−1(p2)− ϕ−1(q2)
(ϕ−1)′(p2)
≥
ϕ−1(p1 + p2)− ϕ−1(q1 + q2)
(ϕ−1)′(p1 + p2)
(35)
is satisfied for all p1, p2 and q1, q2 in (0, 1) such that the sums
p1 + p2 and q1 + q2 are in (0, 1). Let us fix p1, p2 ∈ (0, 1).
We rewrite (35) as
ϕ−1(p1)
(ϕ−1)′(p1)
+
ϕ−1(p2)
(ϕ−1)′(p2)
−
ϕ−1(p1 + p2)
(ϕ−1)′(p1 + p2)
≥
ϕ−1(q1)
(ϕ−1)′(p1)
+
ϕ−1(q2)
(ϕ−1)′(p2)
−
ϕ−1(q1 + q2)
(ϕ−1)′(p1 + p2)
,
which is satisfied if and only if the function
F (q1, q2) =
ϕ−1(q1)
(ϕ−1)′(p1)
+
ϕ−1(q2)
(ϕ−1)′(p2)
−
ϕ−1(q1 + q2)
(ϕ−1)′(p1 + p2)
attains a global maximum at (q1, q2) = (p1, p2). By a simple
calculation, it can be verified that ∇F (p1, p2) = 0. Moreover,
we express the determinant of the Hessian of F at (p1, p2) as
JF (p1, p2) =
(ϕ−1)′′(p1)
(ϕ−1)′(p1)
(ϕ−1)′′(p2)
(ϕ−1)′(p2)
−
(ϕ−1)′′(p1 + p2)
(ϕ−1)′(p1 + p2)
(ϕ−1)′′(p2)
(ϕ−1)′(p2)
−
(ϕ−1)′′(p1)
(ϕ−1)′(p1)
(ϕ−1)′′(p1 + p2)
(ϕ−1)′(p1 + p2)
=
1
g(p1)
1
g(p2)
−
1
g(p1 + p2)
[
1
g(p1)
+
1
g(p2)
]
.
Because JF (p1, p2) ≥ 0, it follows that g(p1+ p2) ≥ g(p1)+
g(p2).
Therefore, we demonstrate that the generalized relative
entropy satisfies the partition inequality if, and only if, the
quasiarithmetic mean defined with the deformed exponential
ϕ is super additive in (0, 1)× (0, 1).
Remark 6. If ϕ(x) = exp(x) the function g = −
(ϕ−1)′
(ϕ−1)′′
is the
identity function which is additive, therefore super additive.
B. Joint Convexity
Another important property of the relative entropy D(· || ·)
is the joint convexity, which relates to the convexity in the two
coordinates.
Definition 7. We say that the relative entropy Dϕ(· || ·) is
jointly convex if the inequality
Dϕ(λp1 + (1− λ)p2 || λq1 + (1− λ)q2)
≤ λDϕ(p1 || q1) + (1− λ)Dϕ(p2 || q2) (36)
is satisfied for all probability distributions p1,p2 and q1, q2
in ∆˚n and λ ∈ [0, 1].
Moreover, we know that Kullback-Leibler divergence, Tsal-
lis relative entropy and f -divergence all satisfy joint convexity
property. We want to find a sufficient condition for which the
joint convexity is also satisfied for our generalized relative en-
tropy. We need some preliminary results before going further
on the main subject.
Lemma 8. The function g = −
(ϕ−1)′
(ϕ−1)′′
is (strictly) convex if
and only if h =
ϕ′
ϕ′′
is (strictly) convex.
7Proof: We will rewrite expression
g′ = −1 +
(ϕ−1)′
[(ϕ−1)′′]2
(ϕ−1)′′′
in terms of ϕ−1 and the derivatives of ϕ. Taking the derivative
(ϕ−1)′ = 1/ϕ′(ϕ−1), we find
(ϕ−1)′′ = −[(ϕ−1)′]3ϕ′′(ϕ−1) (37)
and
(ϕ−1)′′′ = −3[(ϕ−1)′]2(ϕ−1)′′ϕ′′(ϕ−1)−[(ϕ−1)′]4ϕ′′′(ϕ−1).
(38)
From expression (37), we get
[(ϕ−1)′]2 = −
(ϕ−1)′′
ϕ′′(ϕ−1)(ϕ−1)′
(39)
and
[(ϕ−1)′]4 =
[(ϕ−1)′′]2
(ϕ−1)′
ϕ′(ϕ−1)
[ϕ′′(ϕ−1)]2
. (40)
Inserting (39) and (40) into (38), we can write
(ϕ−1)′′′ =
[(ϕ−1)′′]2
(ϕ−1)′
(
3−
ϕ′(ϕ−1)
[ϕ′′(ϕ−1)]2
ϕ′′′(ϕ−1)
)
,
and then
g′ = 2−
ϕ′(ϕ−1)
[ϕ′′(ϕ−1)]2
ϕ′′′(ϕ−1).
Since h′ = 1− ϕ
′
(ϕ′′)2ϕ
′′′, it follows that g′ and h′ are related
by
g′ = 1 + h′(ϕ−1).
By the fact of ϕ−1 is strictly increasing, we conclude that g′
is (strictly) increasing if and only if h′ is (strictly) decreasing.
As a result, for g to be (strictly) convex, it is necessary and
sufficient that h be (strictly) convex.
Lemma 9. The function g = −
(ϕ−1)′
(ϕ−1)′′
is concave if and only
if the mapping
Fα(x, y) = ϕ((1 − α)ϕ
−1(x) + αϕ−1(y)), (x, y) ∈ R2,
is concave for each α ∈ (0, 1).
Proof: Let us denote zα = (1 − α)ϕ−1(x) + αϕ−1(y).
Some calculations show that
∂2Fα
∂x2
(x, y) = (1− α)(ϕ−1)′′(x)ϕ′(zα)
+ [(1− α)(ϕ−1)′(x)]2ϕ′′(zα),
∂2Fα
∂y2
(x, y) = α(ϕ−1)′′(y)ϕ′(zα)
+ [α(ϕ−1)′(y)]2ϕ′′(zα),
and
∂2Fα
∂x∂y
(x, y) = α(1 − α)(ϕ−1)′(x)(ϕ−1)′(y)ϕ′′(zα),
which we use to find the following expression for the deter-
minant of the Hessian of Fα at (x, y):
JFα(x, y) = α(1 − α)ϕ
′(zα)ϕ
′′(zα)(ϕ
−1)′′(x)(ϕ−1)′′(y)
·
{
ϕ′(zα)
ϕ′′(zα)
+ α
[(ϕ−1)′(y)]2
(ϕ−1)′′(y)
+ (1− α)
[(ϕ−1)′(x)]2
(ϕ−1)′′(x)
}
.
Denote h = ϕ′/ϕ′′. Noticing that
[(ϕ−1)′]2
(ϕ−1)′′
= −
ϕ′(ϕ−1)
ϕ′′(ϕ−1)
, (41)
we conclude that JFα(x, y) ≥ 0 is equivalent to h(zα) ≥
(1− α)h(ϕ−1(x)) + αh(ϕ−1(y)).
To show that the Hessian of Fα is negative semi-definitive,
we have to verify, in addition, that its trace is non-positive.
Since h is concave and non-negative, we have
ϕ′(zα)
ϕ′′(zα)
− (1− α)
ϕ′(ϕ−1(x))
ϕ′′(ϕ−1(x))
≥ 0. (42)
If we insert (41) into (42), and multiply the resulting expres-
sion by (1 − α)ϕ′′(zα)(ϕ
−1)′′(x) ≤ 0, we get
∂2Fα
∂x2
(x, y) = (1− α)(ϕ−1)′′(x)ϕ′(zα)
+ [(1− α)(ϕ−1)′(x)]2ϕ′′(zα) ≤ 0.
Analogously, we also have (∂2Fα/∂x
2)(x, y) ≤ 0. Conse-
quently, the Hessian of Fα has a negative trace.
From Lemma 8, it follows that g is concave if and only if
the quasiarithmetic mean Fα is concave for each α ∈ (0, 1).
Now, we are ready to discuss the main result.
Proposition 10. If the function g = −
(ϕ−1)′
(ϕ−1)′′
is concave,
then the divergence Dϕ(· || ·) is jointly convex.
Proof: According to Lemma 9, the mapping
Fα(x, y) = ϕ((1 − α)ϕ
−1(x) + αϕ−1(y)), (x, y) ∈ R2,
is concave for each α ∈ (0, 1). Fixed an arbitrary pj = (pji)
and qj = (qji) in ∆˚n for j = 0, 1, define
pλ = (1 − λ)p0 + λp1,
qλ = (1 − λ)q0 + λq1,
for each λ ∈ (0, 1). Hence we can write
1
1− α
n∑
i=1
[pλi − Fα(qλi, pλi)]
≤ (1− λ)
1
1 − α
n∑
i=1
[p0i − Fα(q0i, p0i)]
+ λ
1
1 − α
n∑
i=1
[p1i − Fα(q1i, p1i)]. (43)
Using L’Hôpital’s rule on the limit below, we obtain
lim
α↑1
y − Fα(x, y)
1− α
= lim
α↑1
y − ϕ((1 − α)ϕ−1(x) + αϕ−1(y))
1− α
= ϕ′(ϕ−1(y))[−ϕ−1(x) + ϕ−1(y)]
=
ϕ−1(y)− ϕ−1(x)
(ϕ−1)′(y)
.
8Thus, in the limit α ↑ 1, expression (43) becomes
Dϕ(pλ || qλ) ≤ (1− λ)Dϕ(p0 || q0) + λDϕ(p1 || q1),
which is the desired result.
Thus, we have that for the generalized relative entropy
be jointly convex is sufficient that the quasiarithmetic mean
defined by a deformed exponentialϕ be concave for each
α ∈ (0, 1). The next result gives to us a necessary condition
for that the generalized relative entropy be jointly convex.
Lemma 11. If the relative entropy Dϕ(· || ·) is jointly convex
for some n ≥ 3, then the function g = −
(ϕ−1)′
(ϕ−1)′′
satisfies the
inequality
g
(x+ y
2
)
≥
g(x) + g(y)
2
, (44)
for all x, y ∈ (0, 1) such that x+ y ∈ (0, 1).
Proof: If p1 = (p1i), p2 = (p2i) and q1 = (q1i), q2 =
(q2i) then inequality (36) is equivalent to
n∑
i=1
[
λ
ϕ−1(p1i)
(ϕ−1)′(p1i)
+ (1− λ)
ϕ−1(p2i)
(ϕ−1)′(p2i)
−
ϕ−1(λp1i + (1− λ)p2i)
(ϕ−1)′(λp1i + (1− λ)p2i)
]
≥
n∑
i=1
[
λ
ϕ−1(q1i)
(ϕ−1)′(p1i)
+ (1− λ)
ϕ−1(q2i)
(ϕ−1)′(p2i)
−
ϕ−1(λq1i + (1− λ)q2i)
(ϕ−1)′(λp1i + (1− λ)p2i)
]
. (45)
For the fixed probability distributions
p1 = (p1, p2, p, p13, . . . , p1n), (46)
p2 = (p2, p1, p, p23, . . . , p2n), (47)
in ∆◦n, we consider
q1 = (p1 + x, p2 + y, p− x− y, p13, . . . , p1n), (48)
q2 = (p2 + y, p1 + x, p− x− y, p23, . . . , p2n), (49)
where x and y are taken so that q1 and q2 are in ∆˚n. Inserting
these probability distributions into (45) with λ = 1/2, we can
infer the function
F (x, y) =
1
2
ϕ−1(p1 + x)
(ϕ−1)′(p1)
+
1
2
ϕ−1(p2 + y)
(ϕ−1)′(p2)
−
ϕ−1(12 (p1 + x) +
1
2 (p2 + y))
(ϕ−1)′(12p1 +
1
2p2)
+
1
2
ϕ−1(p2 + y)
(ϕ−1)′(p2)
+
1
2
ϕ−1(p1 + x)
(ϕ−1)′(p1)
−
ϕ−1(12 (p2 + y) +
1
2 (p1 + x))
(ϕ−1)′(12p2 +
1
2p1)
attains a global maximum at (x, y) = (0, 0). Further, we can
also write
JF (0, 0) =
[ 1
g(p1)
−
1
2
1
g(12p1 +
1
2p2)
]
·
[ 1
g(p2)
−
1
2
1
g(12p1 +
1
2p2)
]
−
[1
2
1
g(12p1 +
1
2p2)
]2
=
1
g(p1)
1
g(p2)
−
1
g(12p1 +
1
2p2)
[1
2
1
g(p2)
+
1
2
1
g(p1)
]
,
denoting g(x) = −(ϕ−1)′(x)/(ϕ−1)′′(x) where JF (0, 0) is
the determinant of the Hessian of F at (0, 0). Since F (x, y)
attains a maximum at (0, 0), inequality JF (0, 0) ≥ 0 implies
g(12p1 +
1
2p2) ≥
1
2g(p1) +
1
2g(p2).
Now, supposing that the generalized relative entropy satis-
fies both joint convexity and partition inequality, we found out
in which sort of deformed exponential this occurs.
Proposition 12. Suppose that the relative entropy Dϕ(· || ·)
satisfies the partition inequality, and is jointly convex for some
n ≥ 3. Then the function ϕ−1(x) can be written as
ϕ−1(x) = b lnq(x) − a, for x ∈ (0, 1),
for some q > 0 and b > 0, a ∈ R.
Proof: Clearly, inequalities (28) and (44) are satisfied for
all x, y ∈ (0, 1]. Therefore, the function g(x) is super additive
and concave for x ∈ (0, 1/2). It is easy to verify that g(0+) =
0. To see this, we apply the limit x ↓ 0 in 0 ≤ g(x) ≤
g(x+ y)− g(y), and use the continuity of g at y. In addition,
because g(x) is concave with g(0+) = 0, the function g(x) is
also sub-additive for x ∈ (0, 1/2). Making y ↓ 0 in g(λx+(1−
λ)y) ≥ λg(x) + (1 − λ)g(y), we obtain that g(λx) ≥ λg(x)
for λ ∈ [0, 1]. From the inequalities g(x) ≥ xx+y g(x+ y) and
g(y) ≥ yx+y g(x+ y), it follows that g(x) + g(y) ≥ g(x+ y).
Hence we conclude that g(x) is additive for x ∈ (0, 1/2).
By [25, Theorem 13.5.2], there exists q > 0 such that
g(x) = x/q for x ∈ (0, 1/2). Using (28), and letting y ↓ 0 in
(44), we get
g(x) ≥ g
(x
2
)
+ g
(x
2
)
, and g
(x
2
)
≥
g(x)
2
,
which imply g(x) = 2g(x/2) for all x ∈ (0, 1). Hence,
expression g(x) = x/q is also verified for x ∈ (0, 1). Solving
g(x) = −
(ϕ−1)′(x)
(ϕ−1)′′(x)
=
x
q
with respect to ϕ−1(x), we find b > 0 and a ∈ R such that
ϕ−1(x) = b
x1−q
1− q
− a
= b lnq(x)− a, for q 6= 1,
and
ϕ−1(x) = b ln(x)− a, for q = 1,
for every x ∈ (0, 1).
Therefore, if the generalized relative entropy satisfies par-
tition inequality and joint convexity, then the inverse of the
deformed exponential ϕ is a function for which the Tsallis
q-logarithm is a special case, for x ∈ (0, 1) and n ≥ 3.
C. Pinsker’s Inequality
The Pinsker´s inequality relates the relative entropy with
the statistical distance. The inequality says to us that the Kull-
back–Leibler divergence bounds the total variation distance
or statistical distance between probability distributions p e q
in ∆˚n [26], where ∆˚n is the interior of set of probability
distributions in In = {1, 2, 3, . . . , n}. This bound is given as
D(p || q) ≥
1
2
‖p− q‖21, (50)
9where ‖p− q‖1 =
∑n
i=1 |pi − qi| is the ℓ1-distance between
two probability distributions p = (pi) e q = (qi) ∈ ∆˚n, and
D(p || q) is the Kullback-Leibler divergence. This inequality
was proved by Kepermam [26]. The constant 12 in inequality
(50) is the best possible [27], in other words, there are two
sequence of probability measures pn and qn in a probability
space such that D(pn || qn) / ‖pn − qn‖
2
1 →
1
2 .
In [28] was obtained a Pinsker’s inequality of the form
D(p || q) ≥ c(p)‖p − q‖21, for a p-dependent factor. In
[27], the author showed the Pinsker‘s inequality to Csiszár f -
divergence. In his paper Gilardoni showed that Df (p || q) ≥
f ′′(1)
2 ‖p− q‖
2
1, supposing that f is three times differentiable
at u = 1 with f ′′(1) > 0, and in this inequality the constant
f ′′(1)
2 is the best possible. The next result shows the Pinsker’s
inequality to the generalized relative entropy.
Theorem 13 (Pinsker’s Inequality). Suppose that the partition
inequality (27) holds. In addition, assume that
c = inf
0<p<q<1
1
8
1
q − p
[
−
(ϕ−1)′(q)
(ϕ−1)′(p)
+
(ϕ−1)′(1− q)
(ϕ−1)′(1− p)
]
> 0.
(51)
Then, for any probability distributions p = (pi) and q = (qi)
in ∆˚n, the generalized relative entropy satisfies the inequality
Dϕ(p || q) ≥ c‖p− q‖
2
1. (52)
Proof: Let A = {A1, A2} be a partition of In, where
A1 = {i : pi ≥ qi} and A2 = {i : pi < qi}. Hence we can
write
‖p− q‖1 =
n∑
i=1
|pi − qi|
=
∑
i∈A1
(pi − qi) +
∑
i∈A2
(qi − pi)
= (pA1 − q
A
1 ) + (q
A
2 − p
A
2 )
= ‖pA − qA‖1.
By the partition inequality
Dϕ(p || q) ≥ Dϕ(p
A || qA),
we see that it suffices to show
Dϕ(p
A || qA) ≥ c‖pA − qA‖21. (53)
Let us denote pA1 = p and q
A
1 = q. Then inequality (53) can
be rewritten as
ϕ−1(p)− ϕ−1(q)
(ϕ−1)′(p)
+
ϕ−1(1− p)− ϕ−1(1 − q)
(ϕ−1)′(1 − p)
≥ 4c(p− q)2,
since ‖pA − qA‖1 = 2(p − q). For a fixed p ∈ (0, 1), we
define the function
F (q) =
ϕ−1(p)− ϕ−1(q)
(ϕ−1)′(p)
+
ϕ−1(1 − p)− ϕ−1(1− q)
(ϕ−1)′(1 − p)
− 4c(p− q)2,
for q ∈ (0, 1).
Taking q > p, let c be
c = inf
0<p<q<1
1
8
1
q − p
[
−
(ϕ−1)′(q)
(ϕ−1)′(p)
+
(ϕ−1)′(1 − q)
(ϕ−1)′(1− p)
]
> 0
we have that the function F (q) has first derivative
F ′(q) =
=(q − p)
{
1
q − p
[
−
(ϕ−1)′(q)
(ϕ−1)′(p)
+
(ϕ−1)′(1− q)
(ϕ−1)′(1− p)
]
− 8c
}
≥0,
and we conclude that F (q) is non-decreasing with F (p) = 0.
Since q > p, we obtain that F (q) ≥ F (p). Therefore,
Dϕ(p
A || qA)− c‖pA − qA‖21 = F (q) ≥ F (p) = 0,
and inequality (52) follows.
Remark 14. If we assume ϕ−1(x) = log(x), c = 18
1
q−p
[
− pq +
1−p
1−q
]
= 18
1
q(1−q) with q =
1
2 , we obtain c =
1
2 , that is the
constant in Pinsker’s inequality for the KL divergence.
Remark 15. Taking q > p as in the previous demonstration
and ǫ = q−p > 0, let p = (p, 1−p) and qǫ = (p+ǫ, 1−p−ǫ)
be probability distributions. Clearly Dϕ(p ||qǫ)/‖p−qǫ‖
2
1 →
c, as ǫ → 0. Then the constant c in Pinsker‘s inequality to
generalized relative entropy is the best possible.
VI. CONCLUSIONS
This article focused on a family of divergences which
are special cases of ϕ-divergences and on its properties.
The generalized relative entropy and ϕ-family of probability
distribution, for the same fixed ϕ, are related by the nor-
malizing function ψc(·). We verified the generalized relative
entropy satisfies the partition inequality if and only if the
quasiarithmetic means defined with the deformed exponential
ϕ is superadditive. The ϕ-divergence is jointly convex if the
quasiarithmetic mean defined from the deformed exponentialϕ
is concave. Thus, the behavior of generalized relative entropy
depends on the behavior of the quasiarithmetic mean, both
defined from the same deformed exponential ϕ.
We have also determined that if the generalized relative
entropy satisfies the partition inequality and joint convexity,
for some n ≥ 3, the inverse of the deformed exponential
ϕ is a kind of Tsallis q-logarithm. It was shown that if the
generalized relative entropy satisfies the partition inequality,
then if one has that the generalized relative entropy bounds
total variation distance, for the best possible constant c.
In [29] a generalization of Rényi divergence was defined
from a deformed exponential ϕ. This divergence is the ϕ-
divergence in a limiting case, that is, generalized Rényi
divergence is related with our proposed relative entropy. As
future works, we aim to investigate the necessary and sufficient
conditions of the properties of generalized Rényi divergence
as we did for generalized relative entropy.
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