Abstract-Chattopadhyay, Mande and Sherif [CMS19] recently exhibited a total Boolean function, the sink function, that has polynomial approximate rank and polynomial randomized communication complexity. This gives an exponential separation between randomized communication complexity and logarithm of the approximate rank, refuting the logapproximate-rank conjecture. We show that even the quantum communication complexity of the sink function is polynomial, thus also refuting the quantum log-approximate-rank conjecture.
1 It turns out that the sink function was already discovered in another context in the 1970s: Aanderaa introduced it as a counterexample to a conjecture of Rosenberg (c.f. [BEL74] ). The unpublished report [BEL74] also introduced several other functions that may equally well be used for separating randomized communication and approximate rank following the ideas introduced by Chattopadhyay et al. [CMS19] .
2 Their function is a so-called XOR function, of the form f (x, y) = g(x⊕ y) for some n-bit Boolean function g, and thus even refutes the special case of the log-approximate-rank conjecture restricted to XOR functions. This special case has received much attention recently [TWXZ13] , [Zha14] , [HHL16] (in part thanks to the fact that the rank of M f equals the Fourier sparsity of g), and remains open.
sink : {0, 1}
n → {0, 1} is defined on the edges of the complete graph on the vertex set [t] .
3 For each edge e ∈ [t] 2 , the corresponding input bit z e assigns an orientation to the edge e (such an oriented complete graph is called a tournament). The function sink(z) = 1 iff there is a vertex that is a sink (i.e., that has no outgoing edges). Note that a tournament can have at most one sink, since the orientation of the edge between vertices v and w eliminates one of them as a possible sink. The communication problem is defined by Alice and Bob receiving the inputs x, y ∈ {0, 1} n and wanting to compute the function sink(x ⊕ y) where x ⊕ y is the bitwise parity. In other words, together they compute the sink function after putting the label x e ⊕ y e on the edge e. With slight abuse of notation, we denote the 2n-bit communication function by sink as well.
The approximate rank of the 2 n × 2 n Boolean matrix M sink associated to the sink problem is only polynomial in n, which can be seen as follows. Consider vertex v ∈ [t], let N (v) denote the set of edges incident on v and let x N (v) (and y N (v) ) denote the projection of the input x (and y) to the edges in N (v). Let z N (v) ∈ {0, 1} t−1 be the unique string of orientations that makes v the sink of the graph. Note that v is a sink in the tournament x ⊕ y iff x N (v) = y N (v) ⊕ z N (v) . The latter problem corresponds to a (shifted) equality problem on strings of t − 1 bits, and it is well known that this problem has a cheap randomized private-coin protocol that uses O(log t) = O(log n) bits of communication, that outputs 1 with probability 1 if v is the sink in tournament x ⊕ y, and outputs 1 with probability ∈ [0, 1/(3t)] if v is not a sink. This in turns implies the existence of a 2 n × 2 n matrix M v of rank polynomial in n, whose (x, y)-entry is 1 if v is the sink in x ⊕ y, and whose (x, y)-entry is ∈ [0, 1/(3t)] if v is not a sink. Thanks to the fact that at most one of the t vertices is a sink, we can now get a good entry-wise approximation of M sink by just adding up all the M v -matrices over all v ∈ [t]: the resulting matrix M = t v=1 M v will have (x, y)-entry ∈ [0, 1/3] whenever x ⊕ y has no sink, and will have (x, y)-entry in [1, 4/3] whenever x ⊕ y has a sink (if v is the sink in x ⊕ y, then M v contributes 1 to the entry M xy , and the other M w 's together contribute at most 1/3). By subadditivity of rank, the rank of M is at most the sum of the ranks of the M v 's, which is polynomial in n. Hence the log of the approximate rank of M sink is O(log n). In contrast, Chattopadhyay et al. show that the randomized communication complexity of the sink function is exponentially bigger:
Theorem I.1 ( [CMS19] ). The 1/3-error randomized communication complexity of the function sink on n = t 2 bits is Ω(t) = Ω( √ n).
This lower bound is optimal even for deterministic protocols: by looking at one edge, Alice and Bob can rule out 3 We use t for the number of vertices in the graph instead of m as used in [CMS19] .
one vertex from being a sink. Proceeding this way, they read t − 1 edges until they have eliminated all but one vertex v from being a sink. At this point, they look at the t − 1 edges incident to v, and find out if v is a sink or not. This gives an O(t)-bit deterministic communication protocol, since the parties exchange two bits per edge.
This separation refutes the log-approximate-rank conjecture, showing that randomized communication complexity is not always upper bounded by polylog of the approximate rank. However, quantum communication complexity can be much smaller than randomized communication complexity: polynomial gaps are known for some total functions [BCW98] , [AA05] Theorem I.2. The 1/3-error quantum communication complexity of the function sink on n = t 2 bits is Ω(t 1/3 ) = Ω(n 1/6 ).
As Chattopadhyay et al. noted, the quantum communication complexity of the sink function is polynomially smaller than the randomized complexity: using Grover's algorithm [Gro96] to search for a sink, combined with an efficient low-error equality protocol to test whether a specific vertex is a sink, one gets an O( √ t)-qubit protocol. We suspect that this upper bound is tight up to the log-factor, and that our quantum lower bound should be improvable.
Independent Work:
In independent and simultaneous work, Anshu, Boddu and Touchette [ABT19] obtained the same Ω(t 1/3 ) lower bound using a reduction to quantum information complexity of the equality function, but our techniques to prove Theorem I.2 are different, as we describe below.
Proof Outline
Our approach to proving Theorem I.2 is to first give an alternate and arguably simpler proof of Theorem I.1 using the fooling distribution method (and other tools) introduced by Rao and the first author in [RS15] , and then we show that the same approach can be used to give a (weaker) quantum lower bound using tools from a paper by Anshu, Touchette, Yao and Yu [ATYY17] , which generalized some of the techniques used in [RS15] to the quantum setting. Our proofs are relatively straightforward and short given the tools in these papers. Below we give a high-level outline.
Let us look at the classical case first. To prove a lower bound on the randomized communication complexity, it suffices to give a distribution on the inputs that is hard for deterministic protocols. Let p 0 (X, Y ) denote the uniform distribution on 0-inputs to sink and p 1 (X, Y ) denote the uniform distribution on 1-inputs to sink. Our hard distribution for deterministic protocols will be the distribution which samples from p 0 (X, Y ) with probability 1 2 and from p 1 (X, Y ) with probability 
To show that this is a hard distribution for deterministic protocols, we show that there is another distribution u(X, Y ) such that for any protocol with communication at most t, the induced distribution u(M ) on the messages satisfies The fooling distribution u(X, Y ) for sink will just be the uniform distribution on {0, 1} n+n . Note that under the uniform distribution u(X, Y ), the function sink takes value 0 with probability 1 − 2 −Ω(t) , and since p 0 (X, Y ) = u(X, Y |sink = 0), the input distributions p 0 (X, Y ) and u(X, Y ) are already very close in statistical distance, and so are the corresponding distributions on the messages. The interesting part is to argue that the message distribution p 1 (M ) ≈ u(M ) even though the respective input distributions p 1 (X, Y ) and u(X, Y ) are actually very far apart. For this purpose, let us first note that the distribution p 1 (X, Y ) can be generated from u(X, Y ) by first picking a uniformly random vertex v as the sink and conditioning on the event that
is the set of edges incident on v, X N (v) and Y N (v) are projections of X and Y to the edges in N (v), and z N (v) is the unique string that encodes the orientation of the edges for which vertex v is the sink).
To argue that p 1 (M ) ≈ u(M ), first one can use Shearer's inequality (see Lemma II.7) to conclude that under the distribution u(X, Y ), the messages M reveal only a small amount of information about X N (v) and Y N (v) for a random vertex v. In particular, since an edge appears in N (v) with probability 2/t for a random v, one would expect M to reveal at most (2/t) · |M | ≤ bits of information about X N (v) and Y N (v) each (this is also the reason for working with the fooling distribution: since all the inputs are independent of each other, one may use Shearer's inequality). Now to relate the fooling distribution u(X, Y ) to the input distribution p 1 (X, Y ) we need to condition on the event
. A lemma from [RS15] (see Lemma III.3 in Section III) exactly captures this situation and says that conditioning on such a collision event, when the messages reveal little information about the colliding variables, does not change the distribution of the messages too much, so we can conclude that
The proof for the quantum case proceeds more or less analogously. It is still true that the output of a low-error quantum protocol must look very different under distributions supported only on 0-inputs and 1-inputs respectively. We show that u(X, Y ) is still a fooling distribution for small-communication quantum protocols. As in the classical case, it is easy to argue using a quantum version of Shearer's inequality (see Lemma II.24) that small-communication quantum protocols do not reveal too much information about X N (v) and Y N (v) for a random vertex v under the fooling distribution u(X, Y ). To condition on the collision event
, we use a lemma from [ATYY17] (see Lemma IV.2 in Section IV) which allows us to argue that for a typical vertex v, conditioning on the collision event does not change the output too much. So, it must be the case that for a small-communication quantum protocol, the output on an input distribution where v is the sink (for a typical v) must be close to the output when the input distribution is p 0 (X, Y ). This implies that small-communication quantum protocols for the sink function must have large error.
Organization:
We introduce preliminaries on information theory, quantum information theory and communication complexity in the next section (Section II). Section III contains the proof described above for the classical case. The quantum lower bound is given in Section IV.
II. PRELIMINARIES

A. Classical Probability Theory
Probability Spaces and Variables: Throughout this paper, log denotes the logarithm taken in base two. We use [k] to denote the set {1, 2, . . . , k} and [k] <n to denote the set of all strings of length less than n over the alphabet [k] , including the empty string. The notation |z| denotes the length of the string z.
Random variables are denoted by capital letters (e.g. A) and values they attain are denoted by lower-case letters (e.g. a). Events in a probability space will be denoted by calligraphic letters (e.g. E). Given a = (a 1 , a 2 , . . . , a n ), we write a ≤i to denote a 1 , . . . , a i . We define a <i similarly. We write a S to denote the projection of a to the coordinates specified in the set S ⊆ [n].
Given a probability space p and a random variable A in the underlying sample space, we use the notation p(A) to denote the probability distribution of the variable A in the probability space p. We will often consider multiple probability spaces with the same underlying sample space, so for example p(A) and q(A) will denote the distribution of the random variable A under the probability spaces p and q, respectively, with the underlying sample space of p and q being the same. We write p(A|b) to denote the distribution of A conditioned on the event B = b. We write p(a) to denote the number P p [A = a] and p(a|b) to denote the number 
] as the probability that h is 0 under inputs drawn from p.
We write A − M − B as a shorthand to say that the random variables A, M and B form a Markov chain, or in other words, that A and B are independent given M :
To illustrate the notation, consider the following example. Let A ∈ {0, 1} 2 be a uniformly distributed random variable in a probability space p. Then, p(A) is the uniform distribution on {0, 1} 2 , and if a = (0, 0) then p(a) = 1/4. Let A 1 and A 2 denote the first and second bits of A,
is the uniform distribution on {(0, 0), (1, 0)} and q(A 2 ) is the distribution over the sample space {0, 1} which takes the value 0 with probability 1.
Statistical Distance: For two distributions p(A), q(A),
where Q ranges over all events. The following propositions are easy to prove.
Proof: Note that for any a / ∈ E, p(a|E) = 0 and for a ∈ E, using Bayes' rule, we get that
By Proposition II.1, we have that
where the second inequality follows from (1).
Divergence and Mutual Information: The divergence between distributions p(A) and q(A) is defined to be
In a probability space p, the mutual information between A, B conditioned on C is defined as
Basic Information Theory Facts:
The proofs of the following basic facts can be found in the book by Cover and Thomas [CT06] . In the following, p and q are probability spaces (over the same sample space), and A and B are random variables on the underlying sample space.
Proposition II.6 (Pinsker's Inequality).
Lemma II.7 (Shearer's Inequality [GKR16] 
. Then, we have
B. Classical Communication Complexity
The communication complexity of a protocol is the maximum number of bits that may be exchanged by the protocol. Communication protocols may use shared randomness and henceforth we will refer to such protocols as randomized protocols. We say a randomized protocol computing a Boolean function f (x, y) has error δ, if for every input, the protocol outputs the correct answer with probability at least 1 − δ, where the probability is over the shared randomness.
We briefly describe some basic properties of communication protocols that we need. For more details see the textbooks [KN97] or [RY18] . For a deterministic protocol π, let π(x, y) denote the sequence of messages (i.e., the transcript) of the protocol on inputs x, y. For any transcript m of the protocol, define the events:
We then have:
Proposition II.8 (Messages Correspond to Rectangles). If m is a transcript and x, y are inputs to a deterministic protocol
Proposition II.8 implies:
Proposition II.9 (Markov Property of Protocols). Let X and Y be random inputs to a deterministic protocol and let M denote the transcript of this protocol. If X and Y are independent, then X − M − Y .
Lemma II.10 (Errors and Statistical Distance). Let h(x, y) be a boolean function and p(X, Y ) be a distribution such that p(h
= 0) = p(h = 1) = 1 2 .
If π is a deterministic protocol with messages M that computes h with error δ on the distribution p(XY ), then |p(M |h
Let M 0 denote the event that the protocol outputs a zero. Then, since p(h = 0) = p(h = 1) = 1 2 , writing the probability of success in terms of M 0 , we have
On rearranging, the above gives us that p(M ∈ M 0 |h = 0) − p(M ∈ M 0 |h = 1) = 1 − 2δ and hence the statistical distance must be at least 1 − 2δ.
C. Quantum Information Theory
Here we briefly state the facts we need from quantum information theory. For details, see the textbooks [Wil13] or [Wat18] . 
Quantum States and Measurements
The partial trace operation is linear:
and satisfies the following identities:
With the above, we can define the notion of a marginal or reduced state: for a bipartite state ρ AB , the marginal state ρ B on the register B is defined as ρ B := Tr A (ρ AB ). Note that if we have a classical-quantum state ρ XA , then the marginal state ρ X is a classical state.
Given a state ρ A we can always consider it as a marginal of a pure state ρ EA = |ρ EA ρ EA | EA on a larger system. Such a state |ρ EA EA is called a purification of ρ A . We will adopt the convention of using the same Greek letters to denote the purification: if we say that |ρ EA EA is a purification with reference register E, then it is a purification of the state ρ A , that is,
p(x)|x X |x X to be its canonical purification. A positive operator valued measurement (POVM) is a collection {Λ i } i of linear operators acting on a Hilbert space H A such that for each i, the operator Λ i is positive semidefinite, and i Λ i = I A . The probability that the outcome of applying a POVM on a quantum state ρ A ∈ D(H) is j is given by Tr(Λ j ρ A ). Given a single-qubit register A, we will specifically be interested in measurement in the computational basis, which corresponds to the POVM {|0 0| A , |1 1| A }. Given a state ρ A ∈ D(H A ), the probability that the measurement outcome is the bit b ∈ {0, 1} is Tr(|b b| A ρ A ).
We say that U XA is a unitary with X as a control register if U XA = x |x x| X ⊗ U 
for brevity we will sometimes write h (|ψ A , |σ A ) (or
Hellinger distance is a metric and in particular satisfies the triangle inequality:
The trace distance and Hellinger distance are both invariant under applying unitaries and decrease under taking marginals:
Proposition II.11. Given unitaries U A and V A , it holds that
The Hellinger and trace distance are related in the following way:
Proposition II.13. For quantum states ρ A and σ A , it holds that
The trace distance normalized by 2 is the largest probability difference a POVM could produce between the two states, which is the quantum generalization of total variation distance: 
where U E ranges over all unitaries acting on the register E.
The unitary U E which minimizes the Hellinger distance in Uhlmann's theorem is the one for which
positive semidefinite (such a unitary is always guaranteed to exist) but we will only need the following simple case: 
Note that the divergence between two states ρ A and σ A is always non-negative, and equal to zero iff ρ A = σ A . The quantum mutual information of the bipartite state ρ AB is defined as
For a tripartite quantum state
this equals the definition of mutual information in (2). It follows from the non-negativity of divergence that quantum mutual information is also non-negative, but it turns out that even conditional mutual information is nonnegative: 
Basic Lemmas about Divergence and Mutual Information:
Proposition II.21 (Pinsker's inequality).
The proposition below says that mutual information does not change under local operations:
Furthermore, (2) combined with Pinsker's inequality, gives us 
D. Quantum Communication Complexity
We consider quantum protocols where Alice and Bob are allowed to exchange qubits and they share some pure entangled state in the beginning, for instance a number of EPR-pairs that they are not charged for. Any lower bound in this model also translates to a lower bound in other models of quantum communication (Yao's model [Yao93] with qubit communication without prior entanglement or the CleveBuhrman model [CB97] with classical communication and prior entanglement).
The total state of a quantum protocol consists of: Alice and Bob's input registers X and Y , Alice's private register A, the communication channel C, and Bob's private register B. We assume that initially Alice and Bob share some pure entangled state ψ A B where A and B are part of Alice's and Bob's private registers A and B respectively, while the rest of the qubits in their private workspaces are initially zero (|0 ). The channel is also initially zero. Before the start of the protocol Alice and Bob copy their inputs from the input registers to their private workspaces. Let |ψ AB denote the state of registers A and B at the start. This includes the initial entangled state on A and B , a number of zero-qubits and copy of their inputs x and y.
Given an input distribution p(X, Y ) on the inputs, the starting state of the protocol is then
Note that the marginal state ρ (0)
XY is a classical state, but not necessarily pure if X and Y are not independent. To make the above state a pure state, we will add purifying registers X and Y and consider the canonical purification of ρ With the above purifying registers, the initial global state of the protocol is the pure state
At each step of the protocol, either Alice or Bob applies a unitary to a subset of the registers. We will assume that they alternate: on odd rounds Alice acts and on even rounds Bob acts. We will also assume that the channel C consists of one qubit. These assumptions can be made without loss of generality as they only affect the communication by a constant factor (see the remark at the end of Section IV, though).
In an odd round r, Alice applies a fixed unitary transformation U (r) XAC = x |x x| X ⊗U (r),x AC to her private register and the channel. This corresponds to her private computation as well as to putting a one-qubit message on the channel. Note that the unitary uses the input register only as a control and does not change its contents. In an even round, Bob proceeds similarly. Hence the content of the input registers X and Y as well as the corresponding purifying registers X and Y remain unchanged throughout the protocol.
We assume that in the last round of the protocol Bob talks. The final state of an -round protocol (for even ) on input distribution p(X, Y ) is the following pure state:
For technical reasons it will be convenient to assume that at the end of the protocol, the channel contains the answer. A measurement of the channel qubit in the computational basis then determines the output bit of the protocol. We say that the protocol computes f (x, y) on a distribution p(X, Y ) if the probability of error on the input distribution p(X, Y ) is at most . Note that we may consider the run of the protocol on a fixed input x, y by taking the initial distribution p(X, Y ) such that p(x, y) = 1. We say that the protocol computes f (x, y) with error if for every input x, y the probability of error is at most .
For notational convenience, throughout this work we will sometimes write ρ (r) instead of ρ
to denote the global state of the protocol on all the registers after round r. When referring to the marginal states, however, we will always write the corresponding registers.
Basic Properties of Quantum Protocols:
In the following preliminary lemmas ρ are the states of a quantum protocol after r rounds when it is run on input distributions p(XY ) and q(XY ) respectively. Moreover, will denote the last round of the protocol. The following proposition is easily seen to be true since the protocol applies the same sequence of unitaries on every input x, y: The following lemma follows easily from Proposition II.25:
Then using Proposition II.25, we can write
where the second inequality is the triangle inequality and the last one follows from Proposition II.1 and the fact that {ψ (r),xy C } xy are density operators and have unit trace. Using Proposition II.14, the above also implies that if p(XY ) and q(XY ) are δ-close, then the output distributions of the protocol for both cases are δ-close.
Lemma II.27 (Errors and Trace Norm). Given a boolean function f (x, y), let p(X, Y ) be a distribution supported on its 0-inputs and q(X, Y ) be a distribution supported on its 1-inputs. If an -round quantum protocol computes f (x, y)
with error δ, then
Recall that the last bit of the channel contains the answer and since the output of a protocol is given by a measurement of the channel qubit in the computational basis, the probabilities that the output is 0 under ρ C and σ C are respectively given by Tr(|0 0| C ρ C ) ≥ 1 − δ and Tr(|0 0| C σ C ) ≤ δ. Using Proposition II.14, we have
Quantum protocols have no notion of a transcript, but the following lemma still gives a bound on how much information is revealed by a quantum protocol in terms of the communication. 
Lemma II.28 (Information Cost). Let p(XY
Proof:
The proof is by induction on the number of rounds. We will only prove the first inequality as the second one follows analogously. When r = 0, no messages have been exchanged and since p(x, y) = p(x)p(y) for any x, y, it follows that the initial state is of the form ρ XAC with X as control. Using chain rule, we can write
where the first inequality follows from Proposition II.19 and the fact that |C| = 1, the second equality follows since ρ
as Alice applies a unitary U XAC with X as a control register, and the second inequality follows from chain rule and non-negativity of conditional mutual information.
III. CLASSICAL COMMUNICATION LOWER BOUND
In this section, we present a new proof of the classical communication lower bound that we will later generalize to the quantum setting. We will prove that any randomized protocol for the sink function that errs with probability at most 1/3 must communicate at least Ω(t) bits.
As is standard, to prove this we use a hard distribution p(XY ) on the inputs.
Hard Input Distribution p(X, Y ):
Let p 0 (X, Y ) and p 1 (X, Y ) denote the uniform distribution on sink −1 (0) and sink −1 (1) respectively. In the input distribution p(X, Y ), the input is sampled from p 0 (X, Y ) with probability 1 2 and from p 1 (X, Y ) with probability 1 2 . Since we have a distribution on the inputs, we may assume without loss of generality that the randomized protocol is deterministic. We will prove a lower bound on the communication by showing that if the length of the messages of the protocol is at most 1 2 3 t, then the distribution of the messages looks almost the same under the distributions p 0 (X, Y ) and p 1 (X, Y ): denoting by p 0 (M ) and p 1 (M ) the induced distributions on the messages under p 0 (X, Y ) and p 1 (X, Y ), respectively, we will show that p 0 (M ) and p 1 (M ) are close in statistical distance. To show this, we use the fooling distribution method from [RS15] . We will give another distribution u(X, Y ) such that the induced distribution u(M ) will be close to each of p 0 (M ) and p 1 (M ). For the sink function, this fooling distribution u(X, Y ) is the uniform distribution on {0, 1}
n+n . More precisely, we prove: 
Since the input distribution p(X, Y ) is balanced, using Lemma II.10, the distributions p 0 (M ) and p 1 (M ) must have statistical distance at least 1/3 if the protocol has error 1/3 on p(X, Y ). So, it must be that 4 + o(1) ≥ 1/3, and hence ≥ 1/12 − o(1), and the Ω(t) lower bound on the communication (Theorem I.1) follows.
Next, we prove Theorem III.1. Before the proof, it will be helpful to keep in mind how the distributions p 1 (X, Y ), p 0 (X, Y ) and u(X, Y ) are related. Note that by definition, p 0 (X, Y ) = u(X, Y |sink = 0) and p 1 (X, Y ) = u(X, Y |sink = 1). Also, notice that the input distributions p 0 (X, Y ) and u(X, Y ) are already very close in statistical distance:
Proof: Note that under the uniform distribution u(XY ), the probability that the function sink takes value 1 is exactly t2 −(t−1) , because for each vertex v, the event that v is the sink has probability exactly 2 −(t−1) , and these events are disjoint for the t vertices. This means that
Furthermore, recall that we can generate the distribution p 1 (X, Y ) from u(X, Y ) by conditioning on a simple col-lision event: for any vertex v, denoting by N (v) the set of edges incident on v, the distribution p 1 (X, Y ) can be generated from u(X, Y ) by first picking a uniformly random vertex V ∈ [t] as the sink, and then conditioning on the event that where z N (v) is the unique string that encodes the orientations of the edges in N (v) when vertex v is the sink.
To complete the proof, we use the following lemma from [RS15] , which bounds the effect of conditioning on a collision event (for completeness we include a proof in Appendix A).
Lemma III.3 (Lemma 4.3 in [RS15]). Given a probability space q, if A, B ∈ [r] are uniform and independent random variables, and
We will show that under the fooling distribution u(XY ), the messages of the protocol contain little information about X N (V ) and Y N (V ) . Lemma III.3 and concavity will then complete the proof.
Note that for any fixed edge e, it holds that u(e ∈ N (V )) = 2 t . Since under u(XY ), the binary random variables X e (resp. Y e ) and X e (resp. Y e ) are mutually independent for any two edges e and e , applying Shearer's inequality (Lemma II.7), we get that 
Further, using concavity of the cube root function over nonnegative reals and (3), we get that
Hence for t large enough,
, concluding the proof.
IV. QUANTUM COMMUNICATION LOWER BOUND
The proof for the quantum case proceeds similarly to the classical case with some minor but technical differences. 
) is supported on only the 1-inputs to the sink function. If the protocol computes the sink function with error at most 1/3 on every input, then Lemma II.27 implies
We are going to argue that if t 1/3 , then the distribution u(XY ) is also a fooling distribution for quantum protocols. That is, it must be the case that both o 
Combining this theorem with (4) immediately implies the quantum communication lower bound of Ω(t 1/3 ) promised by Theorem I.2.
First, o ( )
C for a typical v, we will use Lemma 3.6 from [ATYY17] (we state it a bit differently here to make it easier for our application). This allows us to relate the fooling distribution with the input distribution similar to the role of Lemma III.3 in the proof for the classical case. The proof of this lemma is an involved round-by-round induction; we include a proof in Appendix A for completeness.
Lemma IV.2 (Lemma 3.6 in [ATYY17] 
Let C as the following lemma shows.
To apply Lemma IV.2, we will
Note that u (XY ) is still the uniform distribution. Furthermore, using Proposition II.25, for every s, the state ρ (s) in Lemma IV.2 is the same as μ (s) after a suitable relabeling. Hence, it follows that
for odd s, and
We move on to the proof of the theorem now.
Proof of Theorem IV.1:
from Claim III.2, and using Lemma II.26, this already implies that o
Let us turn to bounding
. We first show that under the fooling distribution u(XY ), the states of the quantum protocol contain little information about X N (V ) and Y N (V ) . Then, applying Lemma IV.3 and appealing to concavity will complete the proof similar to the classical case.
Note that for any fixed edge e, it holds that u(e ∈ N (V )) = 2 t , and also recall that under u(XY ), the random variables X e (resp. Y e ) and X e (resp. Y e ) are mutually independent for any two edges e and e . Therefore, using Proposition II.25 the state μ
Ye ). Hence, applying the quantum version of Shearer's inequality (Lemma II.24) and using Lemma II.28, for every round s ≤ we get that
Further using Lemma IV.3, concavity, and (5) we get
Using the triangle inequality, we get that for large enough t, the following holds
We remark that the proof given above can be modified to show the stronger result that the r-round quantum communication complexity of the sink function is Ω(max{t/r 2 , r}). We briefly sketch the modifications necessary, but do not attempt a formal proof here. First note that for ease of presentation, so far we used the communication model where the size of the channel remains fixed; one can do this without loss of generality if one does not care about rounds, but to properly define bounded-round quantum protocols one has to consider a different communication model where the size of the channel register can be different in different rounds. In this model, one can still show that the corresponding information quantities in Lemma II.28 remain upper bounded by twice the total communication until that point. Moreover, Lemma IV.2 also remains valid in this model (this is the model considered in [ATYY17] ). Then, proceeding as in the proof of Theorem IV.1, one upper bounds the trace distance between the corresponding final states by O(r /t), where is the total communication of the protocol. Because that distance is Ω(1) for a good protocol, we obtain = Ω(t/r 2 ). Since at least one qubit must be communicated per round, we also have = Ω(r).
V. FUTURE WORK
One obvious remaining open problem is to close the gap between the current lower bound of Ω(t 1/3 ) on the quantum communication complexity of the sink function, and the best known upper bound of O( √ t). We conjecture the upper bound is essentially tight. One way to improve our lower bound would be to improve Lemma IV.3, maybe with a different distance measure.
The main question left open by this work, as well as by [CMS19] , [ABT19] , is of course the status of the (nonapproximate) log-rank conjecture itself. The proof that the sink function has low approximate rank crucially uses the fact that the identity matrix has low approximate rank (which follows from the fact that the equality function has low randomized communication complexity). In contrast, the actual (non-approximate) rank of the identity matrix is as large as its dimension. Accordingly, it is not so clear what examples like the sink function suggest for the status of the log-rank conjecture itself. We are not sure what to conjecture about that conjecture. To lower bound the above, we will only consider the negative terms in the summation: To simplify the notation in the proof, define R = X 2 X 2 Y 2 Y 2 AB, and X 1 = X 1 X 1 , Y 1 = Y 1 Y 1 , X 2 = X 2 X 2 and Y 2 = Y 2 Y 2 . Furthermore, we will use boldface letters to denote different classical registers with the same dimensions, for example X 1 = X 1 X 1 will denote an independent register of the same dimension as X 1 . One should think of the boldface registers as a relabeling of the original registers but they will be needed since we will consider states like |σ X 1 Y 1 RC . Also, note that if we have two unitaries U XA and V XB that both have a classical register X as control, then U XA and V XB commute (recall our convention that we omit to write tensor product with the identity operator on the remaining spaces).
Proof of Lemma IV.2:
We will bound
X1Y1C , σ remain the same throughout all rounds, so we will drop the superscript r for these states.
To upper bound the right-hand side in (7), we will exhibit a unitary U so that the Hellinger distance is small. Let us first note that since u (X 1 ) = q(X 1 ), Below we will drop the registers when we are writing states over all the registers X 1 Y 1 RCX 1 Y 1 . We will also drop the registers from the unitaries V (s) since their indices (whether odd or even) will describe the corresponding registers they act on, unless we need to emphasize it.
Let us define 
Then, we will prove by induction that for every round s, the following holds:
Claim A.3. h |θ (s) , |λ is a particular unitary acting on X 1 Y 1 X 1 Y 1 R for which the
