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Abstract 
The most important factors for the diagnosis of diabetes mellitus (DM) are age, body mass index (BMI) and blood glucose 
concentration. Diagnosis of DM by a doctor is complicated, because several factors are involved in the disease, and the diagnosis 
is subject to human error. A blood test does not provide enough information to make a correct diagnosis of the disease. A vector 
support machine (SVM) was implemented to predict the diagnosis of DM based on the factors mentioned in patients. The classes 
of the output variable are three: without diabetes, with a predisposition to diabetes and with diabetes. An SVM was obtained with 
an accuracy of 99.2% with Colombian patients and an accuracy of 65.6% with a data set of patients of a different ethnic 
background. 
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1. Introduction  
Diabetes mellitus (DM), by definition of the World Health Organization (WHO), is a chronic-degenerative 
disease caused by insufficient insulin production in the pancreas or by the body's inability to effectively use insulin 
produced, taking hyperglycemia (increased blood glucose) as the main indicator. 
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In its early stage, DM usually produces no noticeable symptoms, but when detected late and not receiving 
adequate treatment can lead to serious health complications, such as: heart attack, blindness, kidney failure, limb 
amputation and even premature death, the latter represents a decrease in life expectancy of between 5 and 10 years 
from the healthy average [1, 2]. An early diagnosis of the disease can significantly increase the patient's quality of 
life [3]. 
Diagnosis of DM is complicated because it is a multifactorial disease. To make a diagnosis, the physician should 
evaluate the results of a patient test and compare them with those of patients under similar conditions to analyze 
previous decisions [4]. Analysis of the factors influencing the diagnosis can be affected by human error as it is 
subject to the doctor's interpretation. Another important issue is that undiagnosed patients cannot be treated, so their 
quality of life can worsen considerably [5]. 
A blood test alone is not enough to make a correct diagnosis, as it is not discriminatory enough, and its 
interpretation may differ between populations with different characteristics. Diagnosis of DM is even more difficult 
due to the lack of a reliable, low-cost, high-performing test that can be universally applicable (or in the Mexican 
population), and the low capacity of health systems to identify and manage new cases of abets, especially in 
developing countries such as Colombia. 
This highlights an advantage of machine learning over human capacity in the topic of medical diagnosis. 
Recently we have started talking about terms like medical mining and medical computing to refer to computer 
applications in medicine. These areas make use of computational tools for medical data processing to facilitate their 
interpretation [6], [7], 
According to reference [8], it is not necessary to take into account many parameters to carry out a medical 
diagnosis of the DM, which would only unnecessarily increase the difficulty of prediction, since it is possible to 
carry out the prediction from 5 parameters which are measurable and not subject to human interpretation or patient 
bias. Age and glucose concentration in the blood plasma are crucial for proper identification of the disease. 
Vector Support Machines (SVMs) are a set of computational algorithms capable of identifying and representing 
nonlinear relationships in complex systems [9]. SVMs have performed effectively in both regression and 
classification problems. 
Several techniques have been used to make a prediction in the diagnosis of diabetes in patients [10], [11], [12]. 
However, no references to machine learning work applied to DM prediction were found in Mexican patients. SMMs 
have been validated in previous work as an effective algorithm for prediction in medical diagnostics [13], [14]. 
Obtaining a prediction of medical diagnosis of DM in patients allows early care to disease control, in addition to 
reducing diagnostic times and representing economic savings for the health system and the patient. In this work, it 
was proposed to use the well-known SVM algorithm to analyze a data set based only on measurable patient 
variables to   carry out a prediction, following the proposal of simplicity of the inputs of [6]. 
2. Methodology 
Body mass index (BMI), age, blood glucose concentration (CG) and prior medical diagnosis of DM (no diabetes, 
predisposition to diabetes and diabetes) of 500 patients from a public hospital in Colombia (for confidentiality 
reasons) were taken the name will not be provided in this paper). Figure 1 and 2 show the relationship between the 
diagnosis of patients with glucose level (1a) and BMI (1b) respectively. 80% of this dataset was used to train a 
nonlinear SVM classifier to predict DM diagnosis in new patients and the remaining 20% for validation [15]. 
Age, BMI and blood glucose were set as indicators and therefore inputs to the SVM, while diagnosis is the 
variable to be predicted (classified). The kernel used for both training and prediction was radial-based [16]. 
The 10-fold cross-validation method was used to validate the computational model. Accuracy, sensitivity, 
specificity, positive and negative prediction values and confusion matrix, commonly used parameters in medical 
diagnostic prediction, were used as SVM performance metrics. 
Each patient's diagnosis is developed in a set according to the following criteria established by WHO; CG-127 
corresponds to a patient with diabetes, 99<CG<127 is a patient with possible diabetes and CG-99 a patient without 
diabetes. 
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Several techniques have been used to make a prediction in the diagnosis of diabetes in patients [10], [11], [12]. 
However, no references to machine learning work applied to DM prediction were found in Mexican patients. SMMs 
have been validated in previous work as an effective algorithm for prediction in medical diagnostics [13], [14]. 
Obtaining a prediction of medical diagnosis of DM in patients allows early care to disease control, in addition to 
reducing diagnostic times and representing economic savings for the health system and the patient. In this work, it 
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Fig. 1. Relationship between diagnosis and blood glucose level. 
 
 
Fig. 2. Relationship between diagnosis and value IMC 
3. Results 
Table 1 shows the performance metrics for the model. Table II shows performance metrics in  model validation 
with Pima Indians data [17]. Table III shows the actual diagnosis against prediction. Figure 3 shows the confusion 
matrix for the SVM-based model. 
4. Discussion 
A strong linear correlation is seen between GC in blood plasma and diagnosis of DM (Fig. 1(a). An SVM was 
obtained with an accuracy of 95.36 %, which represents an acceptable value to use this technique in the diagnosis of 
DM in patients from Colombia with the ability to be applied in hospital patients across the country, improving the 
process of detecting to illness quickly, economically and correctly. 
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Table 1.  model performance metrics 
 




Positive prediction value 94.36 
Negative prediction value 93.89 
 
Table 2. Accuracy for the validation test with a second set of data 
 




Positive prediction value 48.25 
Negative prediction value 80.01 
 
Table 3. Accuracy for the validation test with a third set of data 
 








When testing the SVM in a different dataset than that used for training, taking into account the different 
characteristics of the diagnosed population (Table II). Acceptable accuracy (66.25%) was achieved, which validates 
the model developed even if there are differences between patients in both datasets, mainly ethnic in nature. It 
should be noted that the Pima Indians dataset takes as a criterion a glucose concentration greater than 250 mg/dL 
(after 2 hours after the intake of a food) to group the patient into the group diagnosed with diabetes, compared to 
criteria used for this work, the difference between the two is significant and therefore the accuracy is affected when 
validating the model [18]. 
Although the actual diagnosis corresponds to patients with diabetes, the model assigns the third set of data with 
predisposition to diabetes (Table 3), this because the blood glucose concentrations of these patients are at the 
threshold in the criteria to be assigned between groups. This confirms model performance metrics. 
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Fig. 3. Confusion matrix for the model built with the Support Vector Machine algorithm. SD: no diabetes, PD: diabetes predisposition, and CD: 
with diabetes. 
5. Conclusions  
An effective diagnostic dYG classifier based on the patient's age, BMI and CG was obtained. This classifier is a 
potential tool to help achieve good control over new DM cases in Colombia, as well as being an economical and 
universally applicable tool. New data and related attributes cCDon diagnosis of DM are necessary to test and 
improve this technique. 
As future work, it is possible to increase the accuracy and predictability of the classifier using different 
algorithms, or by combining these with other computational techniques such as genetic algorithms or particle swarm 
optimization. In addition to this, the level of accuracy can be increased by incorporating other parameters that 
contribute to a correct diagnosis, such as the concentration of glycosylated hemoglobin A, a biological marker of 
high importance, which also gives an indication of the quality of the care the patient has to control their illness and 
health status [19]. 
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