Introduction
Most biometric-based systems use a combination of various biometrics to improve reliability of decision. These systems are called multi-modal biometric systems. For example, they can include video, infrared, and audio data for identification of appearance (encompassing natural changes such as aging, and intentional ones, such as surgical changes), physiological characteristics (temperature, blood flow rate), and behavioral features (voice and gait) [1] .
Biometric technologies, in a narrow sense, are tools and techniques for identification of humans, and in a wide sense, they can be used for detection of alert information, prior to, or together with, the identification. For example, biometric data such as temperature, blood pulse, pressure, and 3D topology of a face (natural or changed topology using various artificial implants, etc.) must be detected first at distance, while the captured face can be further used for identification. Detection of biometric features, which are ignored in identification, is useful in design of Physical Access Security Systems (PASS) [2] [3] . In the PASS, the situational awareness data (including biometrics) is used at the first phase, and the available resources for identification of person (including biometrics) are utilized at the second phase.
Conceptually, a new generation of the biometric-based systems shall include a set of biometric-based assistants; each of them deals with uncertainty independently, and maximizes its contribution to a joint decision. In this design concept, the biometric system possesses such properties as modularity, reconfiguration, aggregation, distribution, parallelism, and mobility. Decision-making in such a system is based on the concept of fusion. In a complex system, the fusion is performed at several levels. In particular, the face biometrics is considered to be the three-fold source of information, as shown in Figure 1 .
In this chapter, we consider two types of the biometric-based assistants, or modules, within a biometric system:
• A thermal, or infrared range assistant,
• A 3D visual range assistant.
We illustrate concept of fusion at the recognition component, which is a part of more complex decision-making level. Both methods are described in terms of data acquisition, image processing and recognition algorithms. The general facial recognition approach, based on the algorithmic fusion of the two methods, is presented, and its performance is evaluated on both 3D and thermal face databases. Facial biometric, based on 3D data and infrared images, enchnace the classical face recognition. Adding depth information, as well as the information about the surface temperature, may reveal additional discriminative abilities, and thus improve recognition performance. Furthermore, it is much harder to forge a 3D, or thermal model, of the face.
The following sections provide an overview of how 3D and infrared facial biometrics work, and what is needed in terms of data acquisition and algorithms. The first section deals with the 3D face recognition. Thermal face recognition is described in the second section. Next, a general method for recognition, of both 3D and thermal images, is presented. The fusion on a decision (recognition score) level is investigated. Finally, the performance of the proposed fusion approach is evaluated on several existing databases.
Three dimensional face recognition
The three-dimensional (3D) face recognition is a natural extension of the classical two-dimensional approach. Contrary to 2D face recognition, additional possibilities for the recognition are available, due to the added dimension. Another advantage, for example, is a more robust system, in terms of pose variations. An overview of the advantages of the biometric system, based on a 3D face, is shown in Table 1 .
Pose variation robustness
Due to the 3D form of the data, the face can be easily rotated into a predefined position.
Lighting condition robustness
Many 3D scanners work in infra-red spectra or emit their own light, for inappropriate lighting conditions do not affect recognition performance.
Out-of-the-box liveness detection
It is much more difficult to spoof fake data on a 3D sensor. While in 2D face recognition, simple systems may be fooled by a photograph or video, it is much more difficult to create an authentic 3D face model. The wide range of applications of 3D face recognition systems is limited by a high acquisition cost of special scanning devices. Moreover, a 3D face is targeted more at access control systems, rather than surveillance applications, due to the limited optimal distance range between the scanned subject and the sensor.
Acquisition of 3D data
Most facial 3D scanners use structured light in order to obtain the three-dimensional shape of a face. Structured light scanners project certain light pattern onto the object's surface, which is simultaneously captured by a camera from a different angle. The exact surface is then computed from the projected light pattern distortion, caused by the surface shape. The most commonly structured light pattern in 3D scanning devices consists of many narrow stripes lying side by side. Other methods, either using a different pattern, or one without the structured light, can be also used [4] , however, they are not common in biometric systems.
The pattern can be projected using visible or infra-red light spectrum. An advantage to the infrared light is its non-disturbing effect on the user's eyes. On the other hand, it is more difficult to segment the image and distinguish between the neighboring stripes properly. Therefore, many methods of acquiring the 3D surface use a visible light and color camera. The description of the method, where many color stripes are used, is given in [5] . The authors use the De Bruijn sequence there (see Figure 2 ), which consists of seven colors, in order to minimize the misclassification between the projected lines and the lines in the image captured by the camera. The algorithm for surface reconstruction is composed of several steps. In the first step, two images are taken. In the first one (IM pattern ), the object is illuminated by structured light, whereas in the second one (IM clean ) unstructured light is used. Next, the projected light is extracted from the background by subtracting the two images:
The pattern in IM extracted is matched with the original pattern image. In the last step, the depth information of the points lying on the surface is calculated by the trigonometry principle. In order to calculate the exact depths properly, the precise position of the camera and projector, including their orientation, need to be known. It can be measured, or calculated by the calibration of both devices.
An example of a 3D scanner (commercial solution) is the Minolta Vivid Laser 3D scanner. The light reflected by the object is acquired by the CCD camera. Then, the final model is calculated, using the standard triangulation method. For instance, the scanner was used to collect models from the FRGC database [20] . Another example is the Artec 3D scanner [6] which has a flash bulb and camera. The bulb flashes a light pattern onto an object, and the CCD camera records the created image. The distortion pattern is then transferred to the 3D image, using Artec software. The advantage of the scanner is its ability to merge several models (pattern images) belonging to the same object. When models are taken from different angles, the overall surface model is significantly accurate, and possible gaps in the surface are minimized. On the other hand, the surface of facial hair, or shiny materials, such as glasses, is hard to reconstruct because of a highly distorted light pattern (see Figure 3 ).
3D face preprocessing
A key part of every biometric system is the preprocessing of input data. In the 3D face field, this task involves primarily the alignment of the face into a predefined position. In this section, several possible approaches of the face alignment will be described. In order to fulfill such a task, the important landmarks are located first. Detecting the facial landmarks from three-dimensional data cannot be performed using the same algorithms as in the case of two-dimensional data. It is mainly because two-dimensional landmark detection is based on analyzing color space of the input face picture, which is not usually present in raw threedimensional data. However, if the texture data is available, the following landmark detection methods, based on the pure 3D model, may be skipped.
The location of the tip the nose is a fundamental part of preprocessing in many three-dimensional facial recognition methods [7] [8] [9] [15]. Segundo et al. [10] proposed an algorithm for nose tip localization, consisting of two stages. First, the y-coordinate is found, then an appropriate x-coordinate is assigned. To find the y-coordinate, two vertical y-projections of the face are computed -the profile and median curves. The profile curve is determined by the maximum depth value in each row, while the median curve is defined by the median depth value of every set of points with the same y-coordinate. A curve that represents the difference between the profile and median curves is created. A maximum of this difference curve along the y-axis is the y-coordinate of the nose. The x-coordinate of the nose tip is located as follows: along the horizontal line, that intersects the y-coordinate of the nose, the density of peak points is calculated; the point with the highest peak density is the final location of the nose tip (see Figure 4) .
In order to classify the points on the surface as peaks, curvature analysis is performed. The curvature at that specific point denotes how much the surface diverges from being flat. The sign of the curvature k indicates the direction in which the unit tangent vector rotates as a function of the parameter along the curve. If the unit tangent rotates counterclockwise, then k > 0. Otherwise, k < 0.
To depart from 2D curve to 3D surface, two principal (always mutually orthogonal) curvatures k 1 and k 2 are calculated at each point. Using these principal curvatures, two important measures are deduced: Gaussian curvature K and mean curvature H [11] :
Classification of the surface points based on signs of Gaussian and mean curvatures is presented in Table 2 .
H > 0 saddle valley valley Pit Table 2 . Classification of points on 3D surface, based on signs of Gaussian (K ) and mean curvatures (H ).
Figure 4.
The vertical profile curve that is used to determine the y-coordinate of the nose. Once the y-coordinate is located, another horizontal curve is created. Along the new curve, the density of peak points is calculated and exact position of the nose tip is located.
Overview of methods

Adaptation of 2D face recognition methods
The majority of widespread face recognition methods are holistic projection methods. These methods take the input image consisting of rrows and c columns, and transform it to a column vector. Pixel intensities of the input image directly represent values of individual components in the resulting vector. Rows of the image are concatenated into one single column.
Projection methods
A common attribute of projection methods is the creation of the data distribution model, and a projection matrix, that transforms input vector v ∈ R r ⋅c into some lower dimensional space. In this section, the following methods will be described:
• Principal component analysis (PCA)
• Linear discriminant analysis (LDA)
• Independent component analysis (ICA)
New Trends and Developments in Biometrics
Principal component analysis (PCA) was first introduced by Karl Pearson and covers mathematical methods, which reduce the number of dimensions of a given multi-dimensional space. The dimensionality reduction is based on data distribution. The first principal component is the best way to describe the data in a minimum-squared-error sense. Other components describe as much of the remaining variability as possible.
The eigenface method is an example of PCA application. It is a holistic face recognition method, which takes grayscale photographs of people, normalized with respect to size and resolution. The images are then interpreted as vectors. The method was introduced by M. Turk and A. Pentland in 1991 [12] .
Linear discriminant analysis (LDA), introduced by Ronald Aylmer Fisher, is an example of supervised learning. Class membership (data subject identity) is taken into account during learning. LDA seeks for vectors that provide the best discrimination between classes after the projection.
The Fisherface method is a combination of principal component analysis and linear discriminant analysis. PCA is used to compute the face subspace in which the variance is maximized, while LDA takes advantage of intra-class information. The method was introduced by Belhumeur et al. [13] .
Another data projection method is independent component analysis (ICA). Contrary to PCA, which seeks for dimensions where data varies the most, ICA looks for the transformation of input data that maximizes non-gaussianity. A frequently used algorithm that computes independent components is the FastICA algorithm [14] .
Using projection methods for a 3D face
The adaptation of projection methods for a 3D face is usually based on the transformation of input 3D scans into range-images [15] . Each vertex of a 3D model is projected to a plane, where the brightness of pixels corresponds to specific values of z-coordinates in the input scan. An example of an input range image, and its decomposition in PCA subspace, consisting of 5 eigenvectors, is in Figure 5 . Projection coefficients form the resulting feature vector, directly.
The face recognition method proposed by Pan et al. [9] maps the face surface into a planar circle. At first, the nose tip is located and a region of interest (ROI) is chosen. The ROI is the sphere centered at the nose tip. After that, the face surface within the ROI is selected and mapped on the planar circle. The error function E that measures the distortion between the original surface and plane is used. The transformation to the planar circle is performed so that E is minimal. Heseltine [15] shows that the application of certain image processing techniques to the range image has a positive impact on recognition performance.
Recognition methods specific to 3D face
So far, the methods that have emerged as an extension of the classical 2D face recognition were mentioned. In this section, an overview of some purely 3D face recognition methods is provided. 
Direct comparison using the hybrid ICP algorithm
Lu et. al [7] proposed a method that compares a face scan to a 3D model stored in a database. The method consists of three stages. At first, landmarks are located. Lu uses the nose tip, the inside of one eye and the outside of the same eye. Localization is based on curvature analysis of the scanned face. These three points, obtained in the previous step, are used for coarse alignment with the 3D model, stored in the database. A rigid transformation of the three pairs of corresponding points is performed in the second step.
A fine registration process, the final step, uses the Iterative Closest Point (ICP) algorithm. The root mean square distance minimized by the ICP algorithm, is used as the comparison score.
Recognition using histogram-based features
The algorithm introduced by Zhou et al. [16] is able to deal with small variations caused by facial expressions, noisy data, and spikes on three-dimensional scans. After the localization of the nose, the face is aligned, such that the nose tip is situated in the origin of coordinates and the surface is converted to a range image. Afterwards, a rectangle area around the nose is selected (region of interest, ROI). The rectangle is divided into N equal stripes. Each stripe n contains S n points. Maximal Z n,max and minimal Z n,min z-coordinates within each stripe are calculated and the z-coordinate space is divided into K equal width bins. With the use of the K bins, a histogram of z-coordinates of points forming the scan, is calculated in each stripe. This yields to a feature vector consisting of N ⋅ K components. An example of an input range image, and a graphical representation of the corresponding feature vector, is shown in Figure 6 . Figure 6 . An input range image and its corresponding histogram template, using 9 stripes and 5 bins in each stripe.
Recognition based on facial curves
In recent years, a family of the 3D face recognition methods, which is based on the comparison of facial curves, has emerged. In these methods, the nose tip is located first. After that, a set of closed curves around the nose is created, and the features are extracted.
(a) (b) Figure 7 . Iso-depth (a) and iso-geodesic (b) curves on the face surface [15] .
In [18] , recognition based on iso-depth and iso-geodetic curves is proposed. The iso-depth curve is extracted from the intersection between the face surface and the parallel plane, perpendicular to the z-axis (see Figure 7 (a)). The iso-geodesic curve is a set of all points on the surface that have the same geodesic distance from a given point (see Figure 7 (b)). The geodesic distance between two points on the surface is a generalization of the term distance on a curved surface.
There is one very important attribute to a the iso-geodesic curve. Contrary to the iso-depth curves, from a given point, iso-geodesic curves are invariant to translation and rotation. This means that no pose normalization of the face is needed, in order to deploy a face recognition algorithm strictly based on iso-geodesic curves. However, precise localization of the nose-tip is still a crucial part of the recognition pipeline.
There are several shape descriptors used for feature extraction in [18] . A set of 5 simple shape descriptors (convexity, ratio of principal axes, compactness, circular variance, and el-liptical variance) is provided. Moreover, the Euclidian distance between the curve center and points on the curve is sampled for 120 points on the surface and projected using LDA in order to reduce dimensionality of the feature vector. Three curves are extracted for each face.
The 3D face recognition algorithm proposed in [19] uses iso-geodetic stripes and the surface data are encoded in the form of a graph. The nodes of the graph are the extracted stripes and the directed edges are labeled with 3D Weighted Walkthroughs. The walkthrough from point Figure 8 . It is a pair i, j that describes the sign of mutual positions projected on both axes. For example, if x a < x b ∧ y a > y b holds, then i, j = 1, -1 . For more information about the generalization of walkthroughs from points to a set of points and to 3D space, see [19] . 
Recognition based on the anatomical features
Detection of important landmarks, described in section 2.2, may be extended to other points and curves on the face. The mutual positions of the detected points, distances between curves, their mutual correlations, and curvatures at specific points may be extracted. These numerical values directly form a feature vector, thus the distance between two faces may be instantly compared using an arbitrary distance function between these two feature vectors.
In [17] , 8 facial landmarks and 4 curves were extracted from each input scan (see Figure 9 ) and form over sixty features. These features may be divided into four categories (see Table 3 ). A fundamental part of recognition, based on anatomical features, is the selection of feature vector components. This subset selection boosts components, with good discriminative ability, and decreases the influence of features with low discriminative ability. There are several possibilities on how to fulfill this task:
• Linear discriminant analysis. The input feature space consisting of 61 dimensions is linearly projected to a subspace, with fewer dimensions, such that the intra-class variability is reduced, and inter-class variability is maximized.
• Subset selection and weighting. For the selection and weighting based on the discriminative potential, see section 4.2.
State-of-the-art
The developed face recognition system should be compared with other current face recognition systems available on the market. In 2006, the National Institute of Standards and Technology in USA found the Face Recognition Vendor Test (FRVT) [20] . A comprehensive report of achieved results, and used evaluation methodology is described in [21] . The progress that was achieved during the last years is depicted in Figure 10 . Results show achieved false rejection rate, at a false acceptance rate of 0.001, for the best face recognition algorithms. This means that, if we admit that 0.1% of impostors are falsely accepted as genuine persons, only 1% of genuine users are incorrectly rejected. The best 3D face recognition algorithm that has been evaluated in FRVT 2006 was Viisage, from the commercial portion of participating organizations [21] . 
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The upcoming Face Recognition Vendor Test 2012 continues a series of evaluations for face recognition systems. The primary goal of the FRVT 2012 is to measure the advancement in the capabilities of prototype systems and algorithms from commercial and academic communities.
Thermal face recognition
Face recognition based on thermal images has minor importance in comparison to visible light spectrum recognition. Nevertheless, in applications such as the liveness detection or the fever scan, thermal face recognition is used as a standalone module, or as a part of a multi-modal biometric system.
Thermal images are remarkably invariant to light conditions. On the other hand, intra-class variability is very high. There are a lot of aspects that contribute to this negative property, such as different head poses, face expressions, changes of hair or facial hair, the environment temperature, current health conditions, and even emotions.
Thermal-face acquisition
Every object, whose temperature is not absolute zero, emits the so called "thermal radiation". Most of the thermal radiation is emitted in the range of 3 to 14 µm, not visible to the human eye. The radiation itself consists primarily of self-emitted radiation from vibrational and rotational quantum energy level transitions in molecules, and, secondarily, from reflection of radiation from other sources [26] . The intensity and the wavelength of the emitted energy from an object are influenced by its temperature. If the object is colder than 50°C, which is the case of temperatures of a human being, then its radiation lies completely in the IR spectrum.
Temperature measurements
The radiation properties of objects are usually described in relation to a perfect blackbody (the perfect emitter) [27] . The coefficient value lies between 0 and 1, where 0 means none and 1 means perfect emissivity. For instance, the emissivity of human skin is 0.92. The reflected radiations from an object are supposed to be much smaller than the emitted ones, therefore they are neglected during imaging.
Atmosphere is present between an object and a thermal camera, which influences the radiation due to absorption by gases and particles. The amount of attenuation depends heavily on the light wavelength. The atmosphere usually transmits visible light very well, however, fog, clouds, rain, and snow can distort the camera from seeing distant objects. The same principle applies to infrared radiation.
The so-called atmospheric windows (only little attenuation), which lie between 2 and 5 µm (the mid-wave window), and 7.5-13.5 µm (the long-wave window) have to be used for thermo-graphic measurement. Atmospheric attenuation prevents an object's total radiation from reaching the camera. The correction of the attenuation has to be done in order to get the true temperature, otherwise it will be dropping, with increasing distance.
Thermal detectors
Majority of IR cameras have a microbolometer type detector, mainly because of cost considerations. They respond to radiant energy in a way that causes a change of state in the bulk material (i.e., the bolometer effect) [27] . Generally, microbolometers do not require cooling, which allows for compact camera designs (see Figure 11 ) to be relatively low cost. Apart from lower sensitivity to radiation, another substantial disadvantage of such cameras is their relatively slow reaction time, with a delay of dozens of milliseconds. Nevertheless, such parameters are sufficient for biometric purposes. For more demanding applications, quantum detectors can be used. They operate based on an intrinsic photoelectric effect [27] . The detectors can be very sensitive to the infrared radiation which is focused on them by cooling to cryogenic temperatures. They also react very quickly to changes in IR levels (i.e., temperatures), having a constant response time in the order of 1µs. However, their cost disqualifies their usage in biometric applications in these days.
Face and facial landmarks detection
Head detection in a visible spectrum is a very challenging task. There are many aspects making the detection difficult such as a non-homogenous background and various skin colors. Since the detection is necessary in the recognition process, much effort was invested in dealing with this problem. Nowadays, one of the most commonly used methods is based on the Viola-Jones detector, often combined with additional filtering, required for skin color model.
In contrast to the visible spectrum, detection of the skin on thermal images is easier. The skin temperature varies in a certain range. Moreover, skin temperature remarkably differs from the temperature of the environment. That is why techniques based on background and foreground separation are widely used. The first step of skin detection is usually based on a thresholding. A convenient threshold is in most scenarios computed using Otsu algorithm [34] . Binary images usually need more correction consisting of hole removal and contour smoothing [33] . Another approach detects the skin, using Bayesian segmentation [29] .
The next step of detection is the localization of important facial landmarks such as the eyes, nose, mouth and brows. The Violla-Jones detector can be used to detect some of them. Friedrich and Yeshurn propose eye brow detection by analysis of local maxima in a vertical histogram (see Figure 12 ) [33] . 
Head normalization
If a comparison algorithm is performed on raw thermal face images, without any processing, we would get unacceptable results. This is becuase the thermal faces belong to biometrics with high intra-class variability. This makes thermal face recognition one of the most challenging methods, in terms of intra-class variability reducing, while keeping or increasing the inter-class variability of sensory data. The normalization phase of the recognition process tries to deal with all these aspects and decrease the intra-class variability as much as possible, while preserving the inter-class variability. Proposed normalization consists of a pose, intensity and region of stability normalization. All normalization methods are described in the following sections and their output is visualized on the sample thermal images in Figure 13 .
Pose normalization
Biometric systems based on face recognition do not strictly demand the head to be positioned in front of the camera. The task of pose (geometric) normalization is to transform the captured face to a default position (front view without any rotation). The fulfillment of this task is one of the biggest challenges for 2D face recognition technologies. It is obvious that a perfect solution cannot be achieved by 2D technology, however, the variance caused by different positions should be minimized as much as possible.
Geometric normalization often needs information about the position of some important points within the human face. These points are usually image coordinates of the eyes, nose and mouth. If they are located correctly, the image can be aligned to a default template.
2D affine transformation
Basic methods of geometric normalization are based on affine transformation, which is usually realized by transformation, using a matrix T . Each point p = x, y of original image I is converted to homogenous coordinates p h = x, y, 1 . All these points are multiplied by the matrix T to get the new coordinates p'.
Methods of geometric normalization vary with the complexity of transformation matrix computation. The general affine transformation maps three different facial landmarks of the original image, I , to their expected positions within the default template. Transformation matrix coefficients are computed by solving a set of linear algebraic equations [23] .
3D projection
Human heads have an irregular ellipsoid-like 3D shape, therefore, the 2D-warping method works well, when the head is scaled or rotated in the image plane. In the case of any other transformation, the normalized face is deformed (see Figure 15 ).
The proposed 3D-projection method works with an average 3D model of the human head. A 3D affine transformation, consisting of translation, rotation and scaling, can be applied to each vertex. The transformed model can be perspectively projected to a 2D plane afterwards. This process is well known from 3D computer graphics and visualization.
Model alignment, according to the image, I , is required. The goal is to find a transformation of the model whose orientation after the transformation will reveal each important facial landmark. The texture of the input image, I , is projected onto the aligned model. Then, the model is transformed (rotated and scaled) to its default position and finally, the texture from the model is re-projected onto the resulting image (see Figure 14) . 
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This kind of normalization considers the 3D shape of the human face. However, the static (unchangeable) model is the biggest drawback of this method. There are more advanced techniques that will solve this problem by using the 3D Morphable Face Model [22] . 
Intensity normalization
A comparison of thermal images in absolute scale does not usually lead to the best results. The absolute temperature of the human face varies with environmental temperature, physical activity and emotional state of the person. Some testing databases even do not even contain information on how to map pixel intensity to that temperature. Therefore, intensity normalization is necessary. It can be accomplished via global or local histogram equalization of noticeable facial regions (see Figure 16 ).
Region of stability normalization
The region of stability normalization takes into account the shape of a face, and a variability of temperature emission within different face parts. The output image of previous normalizations has a rectangular shape. The main purpose of this normalization is to mark an area where the most important face data are located, in terms of unique characteristics. This normalization is done by multiplying the original image by some mask (see Figure 17 ).
• Elliptical mask: The human face has an approximately elliptical shape. A Binary elliptical mask is therefore the simplest and most practical solution.
• Smooth-elliptical mask: The weighted mask does not have a step change on the edge between the expected face points and background points.
• Smooth-weighted-elliptical mask: Practical experiments show that the human nose is the most unstable feature, in terms of temperature emissivity. Therefore, the final mask has lower weight within the expected nasal area position.
• Discriminative potential mask: Another possibility to mark regions of stability is by training on part of a face´s database. A mask is obtained by the discriminative potential method described in section 4.2.
Feature extraction on thermal images
Several comparative studies of thermal face recognition approaches have been developed in recent years. The first recognition algorithms were appearance-based. These methods deal with the normalized image as a vector of numbers. The projected vector turns into a (low dimensionality) subspace, where the separation between impostors and genuines can be efficiently computed with higher accuracy. The commonly used methods are the PCA, LDA and ICA, which are described in more detail in section 4.2.
While appearance-based methods belong to the global-matching methods, there are localmatching methods, which compare only certain parts of an input image to achieve better performance. The LBP (Local Binary Pattern) method was primarily developed for texture description and recognition. Nevertheless, it was successfully used in visible and thermal face recognition [24] . It encodes the neighbors of a pixel, according to relative differences, and calculates a histogram of these codes in small areas. These histograms are then combined with a feature vector. Another comparative study [25] describes other local-matching methods such as the Gabor Jets, the SIFT (Scale Invariant Feature Transform), the SURF (Speeded up Robust Features) and the WLD (Weber Linear) descriptors.
A different approach extracts the vascular network from thermal images, which is supposed to be unique according to each individual. One of the prominent methods [29] extracts thermal minutia points (similar to fingerprints minutia) and compares two vascular networks subsequently (see Figure 18) . In another approach, it is proposed to use a feature set for the thermo-face representation: the bifurcation points of the thermal pattern and geographical, and gravitational centers of the thermal face [30] . 
Common processing parts for normalized, 3D, and thermal images
For both thermal and 3D face recognition, it is very difficult to select one method, out of numerous possibilities, which gives the best performance in each scenario. Choosing the best method is always limited to a certain or specific database (input data). In order to address this problem, multi-algorithmic biometric fusion can be used.
In the following sections, a general multi-algorithmic biometric system will be described. Both 3D face recognition and thermal facial recognition require a normalized image. Since many of these characteristics are similar, we do not distinguish between origins of the normalized image. This section describes generic algorithms of feature extraction, feature projection and comparison, which are being evaluated on normalized 3D, as well as thermal images.
Feature extraction of the normalized image
The feature extraction part takes the normalized image as input, and produces a feature vector as output. This feature vector is then processed in the feature projection part of the process.
Vectorization is the simplest method of feature extraction. The intensity values of the image I = w × h are concentrated to a single column vector. Performance of this extraction depends on the normalization method.
Since normalized images are not always convenient for direct vectorization, feature extraction with the use of the bank of filters has been presented in several works. The normalized image is convolved with a bank of 2D filters, which are generated, using some kernel function with different parameters (see Figure 19 ). Each response of the convolution forms a final feature vector.
The Gabor filter bank is one of the most popular filter banks [32] . We employed the Laguerre-Gaussian filter bank as well due to its good performance in the facial recognition field [31] . 
Feature vector projection and further processing
Statistical projection methods linearly transform the input feature vector from an input mdimensional space into an n-dimensional space, where n < m. We utilize the following methods:
• Principal component analysis (PCA, Eigenfaces)
• PCA followed by linear discriminant analysis (LDA of PCA, Fisherfaces)
• PCA followed by independent component analysis (ICA of PCA)
Every projectional method has a common learning parameter, which defines how much variability of the input space is captured by the PCA. This parameter controls the dimensionality of the output projection space. Let k eigenvalues, computed during the PCA calculation, be denoted as e 1 , e 2 , … , e k , (e 1 > e 2 > … > e k ). These eigenvalues directly represent the variability in each output dimension. If we want to preserve only 98% of variability, then only the first l eigenvalues and its corresponding eigenvectors are selected, such that their sum forms only 98% of the ∑ j=1 k e j .
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There is an optional step to perform a per-feature z-score normalization after the projection, so that each vector fv is transformed into
where fv -is the mean vector and σ is the vector of standard deviations.
Optional processing, after the application of statistical projection methods, is the feature weighting. Suppose that we have a set FV of all pairs of feature vectors, v j , and their corresponding class (subject) labels, id j :
The individual feature vector components, v j1 , f v j2 , … , f v jm , of the vector f v j do not have the same discriminative ability. While some component may have positive contribution to the overall recognition performance, the other component may not. We have implemented and evaluated two possible feature evaluation techniques.
The first possible solution is the LDA application. The second option is to make an assumption that the good feature vector component has stable values across different scans of the same subjects, however, the mean value of a specific component across different subject differs to the greatest possible extent. Let the intra-class variability of the feature component i be denoted as intra i , as it expresses the mean of standard deviations of all measured values for the same subjects. The inter-class variability of component i is denoted as inter i , and expresses the standard deviation of means of measured values for the same subject. The resulting discriminative potential, therefore, can be expressed as follows:
Fusion using binary classifiers
The number of combinations for common feature extraction techniques and optional feature vector processing, yields a large set of possible recognition methods. For example, the Gabor filter bank, consisting of 12 kernels, may be convolved with an input image. The results of the convolution are concatenated into one large column vector, which is then processed with PCA, followed by LDA. Another example is an input image processed by the PCA. The individual features in the resulting feature vector, are multiplied by their corresponding normalized discriminative potential weight.
After the features are extracted, the feature vector is compared with the template from a biometric database, using some arbitrary distance function. If the distance is below a certain threshold, the person, whose features were extracted, is accepted as a genuine user. If we are using several different recognition algorithms, the simple threshold becomes a binary classification problem. The biometric system has to decide whether the resulting score vector s = (s 1 , s 2 , … , s n ) belongs to the genuine user or the impostor. An example of a general multimodal-biometric system employing a score-level fusion is in Figure 20 , but the same approach may be applied to a multi-algorithmic system, where input is just one sample and more than one feature extraction and comparison method is applied. Figure 20 . A generic multimodal biometric system using score-level fusion.
In order to compare and fuse scores that come from different methods, normalization, to a certain range, has to be performed. We use the following score normalization: the score values are linearly transformed so that the genuine mean (the score, obtained from comparing the same subjects) is 0, and the impostor mean (score, obtained from comparing different subjects) is 1. Note that individual scores may have negative values. This does not matter in the context of score-level fusion, since these values represent positions within the classification space, rather than distances between two feature vectors.
The theoretical background of general multimodal biometric fusion, especially the link between the correlation and variance of both impostor and genuine distribution between the employed recognition methods, is described in [35] . The advantage provided by score fusion relative to monomodal biometric systems is described in detail in [36] .
In our fusion approach, we have implemented a classification using logistic regression [37] , support vector machines (SVM), with linear and sigmoidal kernel [37] , and linear discriminant analysis (LDA).
Experimental results
For evaluation of our fusion approach on ethermal images, we used the Equinox [38] and Notre-dame databases [39] [40] . Equinox contains 243 scans of 74 subjects, while the Notre Dame database consists of 2,292 scans. Evaluation for 3D face recognition was performed on the "Spring 2004" part on the FRGC database [20] , from which we have selected only subjects with more than 5 scans. This provided 1,830 3D scans in total.
The evaluation scenario was as follows. We divided each database into three equal parts. Different data subjects were present in each part. The first portion of the data was used for training of the projection methods. The second portion was intended for optional calculation of z-score normalization parameters, the feature weighting, and the fusion classification training. The final part was used for evaluation.
To ensure that the particular results of the employed methods are stable and reflect the real performance, the following cross-validation process was selected. The database was randomly divided into three parts, where all parts had an equal number of subjects. This random division, and subsequent evaluation was processed n times, where n depends on the size of the database. The Equinox database was cross-validated 10 times, while the Notredame database and FRGC were cross-validated 3 times. The performance of a particular method was reported as the mean value of the achieved equal error rates (EERs).
Evaluation on thermal images
For thermal face recognition the following techniques were fused:
• Local and global contrast enhancement,
• The Gabor and Laguerre filter banks,
• PCA and ICA projection,
• Weighting based on discriminative potential,
• Comparison using the cosine distance function.
From these techniques, 10 best different recognition methods were selected for final scorelevel fusion. Logistic regression was used for score fusion. The results are given in Table 4 .
Evaluation on 3D face scans
For performance evaluation of the 3D face scans, the following recognition methods were used:
• Recognition, using anatomical features. The discriminative potential weighting was applied on the resulting feature vector, consisting of 61 features. The city-block (Manhattan, L 0 ) metric was employed.
• Recognition using histogram-based features. We use a division of the face into 10 rows and 6 columns. The individual feature vector components were weighted by their discriminative potential. Cosine metric is used for the distance measurement.
• Cross correlation of shape-index images [7] , see Figure 21 .
• Shape-index images projected by the PCA, weighting based on discriminative potential, and the cosine distance function.
• Shape-index images projected by the PCA followed by the ICA, weighting based on discriminative potential, and the cosine distance function. The result of the algorithms evaluation using FRGC database is given in Table 4 . Table 4 . Evaluation of fusion based on logistic regression. For every fusion test, all individual components of the resulting fusion method were evaluated separately. The best component was compared with overall fusion, and improvement was also reported. The numbers represent the achieved EER in %.
Conclusion
This chapter addressed a novel approach to biometric based-system design, viewed as design of a distributed network of multiple biometric modules, or assistants. The advances of multi-source biometric data are demonstrated using 3D and infrared facial biometrics. A particular task of such system, namely, identification, using fusion of these biometrics, is demonstrated. It is shown that reliability of the fusion-based decision increases. Specifically, 3D face models carry additional topological information, and, thus, are more robust, compared to 2D models. Thermal data brings additional information. By deploying the best face recognition techniques for both 3D and thermal domains, we showed, through experiments, that fusion increases the overall performace up to 50%.
It should be noted that the important components of the processing pipeline image processing and the correct feature selection greatly influence the decision-making (comparison). Also, choice of another way of fusion may influence the results.
The identification task, combined with advanced discriminative analysis of biometric data, such as temperature and its derivatives (blood flow rate, pressure etc.), constitute the basis for the higher-level decision-making support, called semantic biometrics [3] . Decision-making in semantic form is the basis for implementation in distributed security systems, PASS of the next generation. In this approach, the properties of linguistic averaging are efficiently utilized for smoothing temporal errors, including errors caused by insufficiency of information, at the local and global levels of biometric systems. The concept of semantics in biometrics is linked to various disciplines; in particular, to dialogue support systems, as well as to there commender systems.
Another extension of the concept of PASS is the Training PASS (T-PASS) that provides a training environment for the users of the system [41] . Such a system makes use of synthetic biometric data [42] , automatically generated to ''imitate" real data. For example, models can be generated from real acquired data, and can simulate age, accessories, and other attributes of the human face. Generation of synthetic faces, using 3D models that provide the attribute of convincing facial expressions, and thermal models which have a given emotional coloring, is a function of both the PASS (to support identification by analysis through synthesis, for instance, modeling of head rotation to improve recognition of faces acquired from video), and T-PASS (to provide virtual reality modeling for trainees).
