Resting-state functional magnetic resonance imaging (fMRI) has provided a novel approach for examining interhemispheric interaction, demonstrating a high degree of functional connectivity between homotopic regions in opposite hemispheres. However, heterotopic resting state functional connectivity (RSFC) remains relatively uncharacterized. In the present study, we examine nonhomotopic regions, characterizing heterotopic RSFC and comparing it to intrahemispheric RSFC, to examine the impact of hemispheric separation on the integration and segregation of processing in the brain. Resting-state fMRI scans were acquired from 59 healthy participants to examine interregional correlations in spontaneous low frequency fluctuations in BOLD signal. Using a probabilistic atlas, we correlated probability-weighted time series from 112 regions (56 per hemisphere) distributed throughout the entire cerebrum. We compared RSFC for pairings of nonhomologous regions located in different hemispheres (heterotopic connectivity) to RSFC for the same pairings when located within hemisphere (intrahemispheric connectivity). For positive connections, connectivity strength was greater within each hemisphere, consistent with integrated intrahemispheric processing. However, for negative connections, RSFC strength was greater between the hemispheres, consistent with segregated interhemispheric processing. These patterns were particularly notable for connections involving frontal and heteromodal regions. The distribution of positive and negative connectivity was nearly identical within and between the hemispheres, though we demonstrated detailed regional variation in distribution. We discuss implications for leading models of interhemispheric interaction. The future application of our analyses may provide important insight into impaired interhemispheric processing in clinical and aging populations.
Introduction
Resting-state functional connectivity (RSFC) analyses of fMRI data provide a powerful and efficient method of mapping neuronal circuits that have proven difficult to examine using traditional task-based fMRI approaches. In particular, RSFC analyses provide fresh insights into interhemispheric connectivity.
The ability of RSFC analyses to detect robust patterns of interhemispheric connectivity was first demonstrated within the motor system (Biswal et al., 1995) . Since then, studies have revealed robust patterns of correlated spontaneous activity between homologous regions in opposite hemispheres (homotopic connectivity) Hagmann et al., 2008; Margulies et al., 2007; Salvador et al., 2005; Stark et al., 2008) .
Whereas these studies examined homotopic functional relationships, interhemispheric connections between non-homologous regions in opposite hemispheres (heterotopic connectivity) remain less well understood. Although recent fMRI studies have noted that heterotopic brain regions exhibit robust functional relationships (Hagmann et al., 2008; Salvador et al., 2005; Stark et al., 2008) , no study has directly examined or characterized patterns of heterotopic connectivity. The present study focuses on heterotopic connectivity directly, as well as in comparison to intrahemispheric connectivity. We compared the strength of functional connectivity between distinct anatomical regions in opposite hemispheres (heterotopic connectivity) to the strength of functional connectivity between the same regions in the same hemisphere (intrahemispheric connectivity).
Analyses of interhemispheric connectivity can inform models of how interhemispheric interactions affect cognitive processing. Some models suggest that interhemispheric interaction aids information processing by coordinating parallel processing between the hemispheres (Banich and Brown, 2000) . Other models posit that lateralization of function allows competing processes to be insulated from each other (Kosslyn et al., 1992; Liederman, 1986) . While the ubiquitous finding of homotopic symmetry is consistent with models of coordinated interhemispheric processing (Banich, 2003) , interhemispheric segregation models have not been tested using RSFC.
We approach heterotopic connectivity through a comparison of inter-and intrahemispheric RSFC (Stark et al., 2008; Liu et al., 2009 ) associated with 112 regions-of-interest (ROIs; 56 per hemisphere) encompassing the entire cerebrum. For each possible pairing of these ROIs (referred to as a regional pairing), we examined differences in heterotopic and intrahemispheric connectivity for distinct anatomical regions both with respect to the strength and distribution of significant positive and negative connections. Within the intrahemispheric pairings, we tested for potential hemispheric asymmetries (i.e., differences in the strength and distribution of RSFC within the left versus right hemisphere). We also tested for hemispheric differences in the strength and distribution of RSFC according to lobe and functional hierarchy (Mesulam, 2000) (i.e., primary, unimodal, heteromodal, paralimbic, limbic, subcortical) .
Several authors hypothesize that positive RSFC reflects coordinated or integrated processing within functional systems, whereas negative connectivity appears to be associated with segregated, separable, or competing systems (Fair et al., 2007; Fox et al., 2005; Kelly et al., 2008) . We considered interhemispheric connectivity from the perspective that processing in the two hemispheres is at least partially segregated. Therefore, we predicted that negative connectivity would be greater between hemispheres, while positive connectivity would be greater within hemispheres. Additionally, we used lobar-and functional hierarchy-based regional classifications to investigate regional differences in intrahemispheric and heterotopic connectivity. As models of interhemispheric interaction do not make explicit predictions about regional variation, this aspect of the study was exploratory.
Materials and Methods
The present work represents a novel analysis of the dataset employed in our recent study on homotopic interhemispheric RSFC (Stark et al., 2008) . Participant characteristics, data acquisition, preprocessing, and time series extraction methods have been updated to reflect our most current analytic path. Details are provided below.
Participants
Participants included 59 right-handed volunteers (28 males, 31 females, ages 19-49, mean age 29.2 ± 7.9 years) with no history of psychiatric or neurological illness as confirmed by psychiatric clinical assessment. Informed consent was obtained prior to participation, and participants received monetary compensation for their involvement. Data collection was carried out according to protocols approved by the institutional review boards of New York University (NYU) and the NYU School of Medicine, with Dr. F. Xavier Castellanos as principal investigator and Drs. Milham, Gee and colleagues as co-investigators.
Data Acquisition
Functional imaging data were acquired using a Siemens Allegra 3.0 Tesla scanner equipped for echo planar imaging (EPI). For each participant, we obtained a resting-state scan consisting of 197 contiguous EPI whole-brain functional volumes, resulting in a 6 min 38 s scan (TR = 2000 ms; TE = 25 ms; flip angle = 90°, 39 slices, matrix = 64 × 64; FOV = 192 mm; acquisition voxel size = 3 × 3 × 3 mm). Participants were instructed to relax and remain still with their eyes open. A high-resolution T1-weighted anatomical image was also acquired using a magnetization prepared gradient echo sequence (MPRAGE; TR = 2500 ms; TE = 4.35 ms; TI = 900 ms; flip angle = 8°, 176 slices; FOV = 256mm) for spatial normalization and localization.
Image Preprocessing
Slice timing correction (for interleaved acquisition), motion correction, despiking, temporal band pass filtering (0.005-0.1Hz), and quadratic detrending using linear least squares were performed using Analysis of Functional NeuroImaging (AFNI) (http://afni.nimh.nih.gov/afni). Mean-based intensity normalization of all volumes by the same factor (each subject's entire four-dimensional (4-D) dataset was scaled by its global mean) was performed using fMRIb Software Library (FSL) (www.fmrib.ox.ac.uk). The data were not spatially smoothed, as this is effectively achieved via averaging across all voxels within each ROI (see below), and because we wanted to minimize artifactual interhemispheric correlation due to smoothing across the medial wall. Registration of high resolution structural images to the MNI152 template (Montreal Neurological Institute) with 2mm 3 resolution was carried out using the FSL linear registration tool FLIRT (Jenkinson and Smith, 2001; Jenkinson et al., 2002) . Transformation to MNI152 standard space was then further refined using FNIRT nonlinear registration (Andersson et al., 2007a, b) . Linear registration of each participant's functional timeseries to the space of the high resolution structural image was also carried out using FLIRT.
Nuisance signal regression-To control for the effects of physiological processes (such as fluctuations related to cardiac and respiratory cycles), and motion, we removed signal associated with several nuisance covariates. Specifically, we regressed each subject's 4-D volume on nine predictors that modeled nuisance signals from white matter (WM), CSF, the global signal, and six motion parameters, as detailed elsewhere (see e.g., Kelly et al., 2009) . In a supplementary analysis that examined the dependence of our findings on global signal regression, we repeated the nuisance signal regression step using the same nuisance predictors, with the exception of the global signal.
This nuisance signal regression step produced a 4-D residuals volume for each participant. As a final preprocessing step, each participant's time series was spatially normalized by applying the previously computed transformation to MNI152 standard space, with 2 mm 3 resolution.
Time Series Extraction
Parcellation of functional data was carried out using the Harvard-Oxford Structural Atlas, a validated probabilistic atlas implemented in FSL that divides each hemisphere into regions corresponding to portions of cortical gyri and subcortical gray matter nuclei (Kennedy et al., 1998; Makris et al., 1999) . ROIs were generated for 112 regions (56 in each hemisphere), covering the entire cerebrum (Fig. 1a) . In order to minimize effects due to interindividual anatomic variability, atlas-derived values corresponding to each voxel's probability of inclusion in a given region were used to weight each voxel's time series within that region. For each participant, mean time series were extracted from the standard space 4-D residuals volume for each ROI by averaging across the probability-weighted time series for all voxels with > 25% probability of inclusion within that ROI. This step generated 112 time series representing every cortical and subcortical region for each of the 59 participants.
Correlational Analyses
All further analyses were conducted in MATLAB 7.4. For each participant, we calculated the correlation between every pairing of time series from the set of 112 brain regions. There were 6,216 possible connections, 56 of which represented homotopic connections, 3,080 heterotopic connections, 1,540 within-left hemisphere connections, and 1,540 within-right hemisphere connections. Using Pearson correlation (z-transformed), RSFC was calculated for all possible non-homotopic pairs. The average time series for each region (averaged across all voxels in the region) was correlated with the average time series for every other region in the same hemisphere (intrahemispheric) and for every heterotopic region in the contralateral hemisphere (interhemispheric). Therefore, for any given pair of regions (X, Y), four possible hemispheric configurations existed: two intrahemispheric (LL: X in left, Y in left; RR: X in right, Y in right) and two heterotopic (LR: X in left, Y in right; RL: X in right, Y in left) (Fig. 1b) .
Significant connections were identified using a one-sample t-test for each pair (Bonferroni corrected; p < [0.05 / 6160]), and only connections passing this significance threshold were analyzed further.
Strength
Heterotopic (LR and RL) versus Intrahemispheric (LL and RR)-Given our hypotheses of greater negative connectivity between the hemispheres, and greater positive connectivity within, we tested for the presence of possible differences in overall positive and negative connectivity strength between heterotopic and intrahemispheric configurations. Specifically, we 1) calculated the mean connectivity strength (positive and negative separately) across eligible regional pairings for each participant for each configuration, and 2) carried out paired t-tests to compare connectivity strength (positive and negative separately) within each hemisphere (LL, RR) with its corresponding heterotopic configuration (LR, RL) as follows: LL vs. LR, LL vs. RL, RR vs. RL, RR vs. LR. In order to examine potential hemispheric asymmetries, we also tested for potential differences with respect to within-hemisphere connectivity (LL vs. RR). Negative connectivity strengths were multiplied by -1, so that larger values for both positive and negative connectivity indicated greater strength.
Individual Connections-Given that the relative strengths of intrahemispheric and heterotopic connections may differ among regional pairings, we further analyzed RSFC strength for intrahemispheric versus heterotopic RSFC strength at the level of each individual regional pairing. Specifically, for each regional pairing that was significantly connected in at least one of the hemispheric configurations, we carried out paired t-tests comparing each intrahemispheric configuration with each heterotopic configuration (Bonferroni corrected). In order to summarize significant differences in RSFC strength for intrahemispheric and heterotopic connections, we created two relative dominance indices (RDI) for each regional pairing, one intrahemispheric and the other heterotopic. Specifically, for each regional pairing, the intrahemispheric RDI is defined as the number of intrahemispheric configurations that were significantly greater than their heterotopic counterparts ( 
Distribution
Although our hypotheses primarily focus on differences in the connectivity strength between heterotopic and intrahemispheric connections, differences in the distribution of positive and negative connections may exist between heterotopic and intrahemispheric configurations as well. To explore this possibility, we examined the extent to which the four hemispheric configurations (LL, RR, LR, RL) differ with respect to the distribution of positive and negative connections. To do so, we determined whether the correlation for each regional pairing was significantly different from zero (Bonferroni corrected; p < [0.05 / 6160]), for each of the four possible hemispheric configurations (LL, LR, RL, RR). If a connection was not significant in any of the four hemispheric configurations, it was not included in analyses of distribution. However, if a unique regional pairing exhibited a significant correlation for any one of the four hemispheric, we examined whether it was positive, negative, or nonsignificant in each of the hemispheric configurations. We used this information to calculate percentages of positive, negative, and non-significant connections by hemispheric configuration. Given the stringent Bonferroni correction employed, a connection could erroneously be declared absent due to type II error. In order to guard against such type II errors, we considered a connection absent for a hemispheric configuration only if it (1) failed to reach significance with the uncorrected alpha = 0.05 threshold, and (2) differed significantly (p < 0.05 / 3; correction based on maximal number of alternative configurations that could be significantly connected for a given regional pairing) from those hemispheric configurations deemed to be present for a regional pairing.
Connection Classification Strategies
Given the vast number of significant connections in the brain, even after Bonferroni correction, we characterized regional connectivity (i.e., region A, region B) using two regional classification strategies in order to capture properties that may explain regional variation in RSFC strength: (1) lobar grouping, and (2) functional hierarchy. When classifying by lobe, we sorted regions into frontal, temporal, parietal, occipital, and subcortical groups. When classifying by functional hierarchy, we sorted regions into primary, unimodal, heteromodal, paralimbic, limbic, and subcortical groups. The hierarchical groupings are derived from anatomical, electrophysiological, behavioral, lesion, and functional imaging studies in non-human primates and in humans (Mesulam, 2000) . (See Table 1 for the number of regions in each classification, and Supplemental Table 1 for a complete listing of each region's lobar and functional classification).
Inter-regional Distance
In order to investigate inter-regional distance as a potential confound, we conducted analyses to determine the relationship between inter-regional distance and functional connectivity. First, we tested the relationship between distance and intrahemispheric RSFC using correlation. Then we tested the relationship between distance and heterotopic connectivity. To do so, we 1) calculated the additional distance for the interhemispheric connection versus the intrahemispheric connection between two regions (i.e., interhemispheric [A, B] -intrahemispheric [A, B]), then 2) examined the relationship between this additional distance and the difference in RSFC between the two configurations (i.e., interhemispheric r -intrahemispheric r). We then verified our findings by carrying out a multiple regression analysis with distance and hemispheric configuration as independent predictors.
Results

Identification of Significant Connections
For all possible non-homotopic connections in the brain, RSFC strength was calculated using Pearson correlation (z-transformed), and significant connections were identified using a one-sample t-test for each pair (p < 0.05, Bonferroni corrected). Using this method, 2,324 significant connections were identified out of 6,160 possible connections. For each pairing of the 56 anatomical regions, four distinct hemispheric configurations exist: left-left (LL), left-right (LR), right-left (RL), right-right (RR). Next, defining eligible regional pairings as those pairings for which at least one of the four possible hemispheric configurations (LL, LR, RL, RR) was significantly connected (1,540 possible pairings), 410 eligible positive regional pairings and 377 eligible negative pairings were identified.
Strength of Positive and Negative Connections
Intrahemispheric vs. Heterotopic RSFC Strength: Overall-For both positive and negative regional pairings (410 positive, 377 negative), paired t-tests were carried out comparing mean connectivity strength across the eligible pairings between corresponding intrahemispheric (LL, RR) and heterotopic (LR, RL) configurations (positive and negative analyzed separately). Analyses revealed highly significant differences between intrahemispheric and heterotopic configurations (Fig. 2) , with (1) intrahemispheric configurations exhibiting greater positive connectivity than heterotopic configurations (LL > RL: p < 1.0 × 10 -26 ; LL > LR: p < 1.0 × 10 -25 ; RR > LR: p < 1.0 × 10 -27 ; RR > RL: p < 1.0 × 10 -25 ), and (2) heterotopic configurations exhibiting greater negative connectivity than their corresponding intrahemispheric configurations (RL > LL: p < 1.0 × 10 -19 ; LR > LL: p < 1.0 × 10 -10 ; RL > RR: p < 1.0 × 10 -10 ; LR > RR: p < 1.0 × 10 -11 ). The two intrahemispheric configurations (LL, RR) did not differ significantly in positive or negative mean connectivity strength.
We considered the possibility that stringency of the Bonferroni correction could limit the generalizability of our results to less robust connections. Accordingly, we repeated our analyses using the false discovery rate (q = 0.05) approach, which increased the number of significant regional pairings by about 50%. There were no notable changes in the patterns of connectivity (Supplemental Fig. 5 ). Thus, data reported here correspond to the more conservative Bonferroni corrections.
Intrahemispheric vs. Heterotopic RSFC Strength: Region Level
Positive Connectivity: Analysis of intrahemispheric and heterotopic RDI indices for positive regional pairings revealed that the majority of intrahemispheric configurations exhibited dominance over 1 or more of their corresponding heterotopic configurations (Fig.  3) . Specifically, 56.8% of positive regional pairings had intrahemispheric RDIs of 1 or higher (1: 23.4%, 2: 12.7%, 3: 10.0%, 4: 10.7%). By contrast, 4.9% of positive regional pairings had a heterotopic RDI =1 and none had heterotopic RDI > 1. See Table 2 for a tabulation of RDIs. When sorted by lobe, positive pairings within the hemispheres between frontal and temporal regions, frontal and parietal regions, and temporal and parietal regions, demonstrated an intrahemispheric RDI of 1 or higher (Fig. 4) , indicating an asymmetry in the strength of one or more configurations. Frontal regions were also strongly connected with other frontal regions within the hemispheres, with a similar pattern for temporal, parietal, and occipital regions. When grouped by hierarchical classification, the strongest positive correlations were demonstrated between the following hierarchical groupings: unimodal with other unimodal, unimodal with heteromodal, unimodal with paralimbic, heteromodal with other heteromodal, and heteromodal with paralimbic regions (Fig. 5 ).
Negative Connectivity: Analysis of intrahemispheric and heterotopic RDI indices of relative connectivity strength for negative regional pairings found that a substantial proportion of regional pairings exhibited heterotopic dominance (Fig. 3) . Specifically, 31.3% of negative connections had heterotopic RDIs of 1 or higher (1: 16.7%, 2: 9.5%, 3: 3.5%, 4: 1.6%), whereas only 3.7% of negative regional pairings had an intrahemispheric RDI =1. The strongest negative correlations were exhibited between the following lobar groupings: frontal with other frontal, frontal with temporal, frontal with parietal, frontal with occipital, and temporal with parietal regions (Fig. 4) . When sorted by functional hierarchy, the strongest negative correlations were found between the following groupings: unimodal with heteromodal, unimodal with paralimbic, heteromodal with other heteromodal, and heteromodal with paralimbic regions (Fig. 5) . In addition, the distribution of RDI values for intrahemispheric and heterotopic connections differed significantly (Intrahemispheric: χ 2 (4) = 261, p < .000001; Heterotopic: χ 2 (4) = 102, p < .000001).
Distribution of Positive and Negative Connections
Hemispheric Configurations-Our distribution analyses revealed highly similar patterns of positive and negative connectivity across all four hemispheric configurations. Significant connectivity within a hemisphere typically was accompanied by significant connectivity between the hemispheres (true for 90% of positive pairings, 85% of negative pairings). For example, for two regions A and B, if A in the left hemisphere was significantly positively connected to B in the left hemisphere, then A in the left hemisphere was significantly positively connected to B in the right hemisphere. For the remaining pairings (10% of positive pairings and 15% of negative pairings), connectivity was significant in one of the configurations but not in the other. However, these remaining pairings did not differ in the direction (i.e., positive or negative) of their connectivity. (See Supplemental Fig. 6 for overall distribution of positive, negative, and non-significant pairings).
Lobar Classification-Lobar groupings demonstrated differential patterns in the proportion of positive and negative connections between regions (Fig. 6) . Within a given lobe, the majority of significantly connected pairings exhibited positive connectivity. The preponderance of negative connections was demonstrated between frontal and parietal and between frontal and occipital pairings. We noted a low degree of connectivity between subcortical and cortical regions. Among the connections detected with subcortical regions, positive connections were noted with frontal regions, and negative connections were noted with occipital and parietal regions. The patterns were fairly consistent across the four hemispheric configurations (i.e., LL, LR, RL, RR).
Hierarchical Classification-Hierarchical groupings by hemispheric configuration (i.e., LL, LR, RL, RR) also revealed differential patterns in the frequency of positive and negative connections between regions (Fig. 6) . Within a given functional classification (e.g., primary regions with other primary regions), significant connections were mostly positive. In particular, limbic regions (amygdala, hippocampus) were highly connected with each other. Among connections between regions with different functional classifications, connections between primary and unimodal regions and between paralimbic and limbic regions demonstrated the greatest positive connectivity. On the other hand, the majority of negative connections were observed among heteromodal regions, in particular those paired with primary and unimodal regions. Again, these patterns applied to both intra-and interhemispheric configurations.
Effect of inter-regional distance:
In considering possible confounds associated with the comparison of intrahemispheric and heterotopic connectivity, a notable concern arises from the fact that for a given regional pairing (A, B), the heterotopic configuration will consistently be associated with a greater inter-regional distance than the intrahemispheric configuration, due to hemispheric separation. Prior work has suggested that, at least in part, greater distance between regions is associated with weaker connectivity (Salvador et al., 2005; Honey et al., 2009) . This relationship may therefore explain the observed differences in strength of connectivity between the two configurations for positive connections.
In order to address this concern, we first verified the association between inter-regional distance and functional connectivity using intrahemispheric configurations. We found that for positively correlated regional pairs within the same hemisphere, the greater the distance between two regions, the weaker the correlation (r(LL, dist) = 0.3, p < 5 × 10 -9 ; r(RR, dist) = 0.3, p < 5 × 10 -9 ) -as previously reported by Salvador et al. (2005) and Honey et al. (2009) . Next, we addressed the issue of whether or not the additional distance inherent to heterotopic connections (i.e., distance [heterotopic configuration] -distance [intrahemispheric configuration]) can explain differences in connectivity strength observed between intrahemispheric and heterotopic connections. Across regional pairings, no significant relationship was observed between the distance introduced by callosal segregation (distance [heterotopic configuration] -distance [intrahemispheric configuration]) and differences in either positive or negative connectivity strength observed between intrahemispheric and heterotopic connections. We further verified the independent contributions of hemispheric configuration using multiple regression. Specifically, we regressed RSFC for eligible pairings on hemispheric configuration and distance, across positive and negative connections. Distance and hemispheric configuration (intrahemispheric, heterotopic) were both found to be significant predictors of connectivity strength (distance: beta = -0.0019, p < 1.1×10 -31 ; configuration: beta = -0.009, p < 4.3×10 -5 ). In sum, our findings suggest that differences in functional connectivity strength between intrahemispheric and heterotopic configurations cannot be explained by distance.
Effect of global signal correction:
Some recent studies have suggested that global signal correction may artifactually induce negative correlations in functional connectivity analyses (Murphy et al., 2009; Skudlarski et al., 2008) . This raises the possibility that our findings of greater segregation (i.e., negative connectivity) between the hemispheres may be artifactual in origin. In order to address this concern, we re-analyzed our data without global signal correction. As expected, without global signal correction, there were few negative connections. Instead, the majority of connections ranged in strength between 0 and 1. Despite this shift in range, when we examined the regional pairings that exhibited significant negative connectivity when analyzed with global signal correction, we found that heterotopic configurations continued to exhibit greater segregation than intrahemispheric configurations, even without global signal correction. Specifically, we found that for these pairings, connectivity was more weakly positive between the hemispheres than within them (see Supplemental Fig. 7) . The absence of global signal correction did not otherwise influence our findings.
Discussion
By using RSFC to provide a comprehensive characterization of patterns of connectivity within (intrahemispheric) and between (heterotopic) the cerebral hemispheres, we noted marked differences with respect to connectivity strength. Specifically, positive intrahemispheric connections tended to be stronger than their corresponding heterotopic connections. In contrast, negative intrahemispheric connections tended to be weaker than their corresponding heterotopic connections. These differential patterns of connectivity were primarily evident among pairings involving frontal and heteromodal regions. As discussed below, we believe that the differences in connectivity strength reflect the hemispheric independence and specialization that form the foundation of leading models of interhemispheric interaction. We also confirmed prior work (Damoiseaux et al., 2006; Di Martino et al., 2008; Margulies et al., 2007) suggesting that the two hemispheres are largely alike in terms of their patterns of RSFC (i.e., the distribution of positive, negative, or not significantly connected) and extended this observation to lobar and hierarchical analyses.
Our findings of greater positive connectivity within hemispheres rather than between hemispheres were most salient for connections among heteromodal regions. This may reflect the higher degree of hemispheric specialization commonly associated with higher-order regions (Toga and Thompson, 2003) . Consistent with this notion, connections between heteromodal regions and other heteromodal regions and between heteromodal with unimodal and paralimbic regions showed the greatest differences in strength between intrahemispheric and heterotopic configurations. Primary sensory and limbic regions did not evince differential connectivity strengths within or between hemispheres. These findings complement our prior work showing that heteromodal regions have the lowest degree of homotopic connectivity, likely reflecting their tendency to operate more independently than primary regions (Stark et al., 2008) . High levels of synchrony might be integral to basic processing of sensory inputs, while decreases in correlation between associative and higherorder regions might reflect greater flexibility required for higher-order processing. For instance, prior work suggests that interregional coordination might shift depending on task demands (Hampson et al., 2006) . In this way, functional connectivity might reflect functional specialization of brain regions.
We suggest that the greater strength of negative correlations among heterotopic connections, relative to intrahemispheric connections, reflects greater functional segregation between, relative to within hemispheres. Such findings are consistent with work that has hypothesized the hemispheres to be separate processing modules (Friedman and Polson, 1981; Hellige et al., 1979) that either interact via a horse-race model (Bisiacchi et al., 1994) or at times in an inhibitory manner (Chiarello and Maxfield, 1996) . Models of interhemispheric interaction emphasize that such segregation is important because it allows the hemispheres to be "shielded" from one another to prevent potential interference during competing tasks or processing (Hoptman and Davidson, 1994; Kosslyn et al., 1992; Liederman and Meehan, 1986) . Further, experimental findings using dual-task paradigms demonstrate the advantage of dividing input between the hemispheres (Liederman, 1986; Merola and Liederman, 1985) . In addition, prior work suggests that reduced interhemispheric and increased intrahemispheric connectivity are associated with the evolution of larger brain size in primates (Rilling and Insel, 1999) .
Such interhemispheric segregation may improve performance for various reasons. For example, computational analyses and computer simulations suggest that representations that code for both coordinate and categorical spatial relationships are best handled when the processes are divided between the hemispheres, with categorical processing performed by the left hemisphere and coordinate processing performed by the right hemisphere (Kosslyn et al., 1992) . Chiarello and Maxfield (1996) considered the need for regulatory mechanisms between the hemispheres to coordinate "unified performance from a bilateral system capable of producing simultaneous, and potentially conflicting, outputs" (p. 82). Indeed, evidence for improved performance when the hemispheres perform independently has been reported in both split-brain patients (Ellenberg and Sperry, 1979; Holtzman and Gazzaniga, 1985) and in healthy volunteers (Banich and Belger, 1990; Dimond and Beaumont, 1971) .
One particular theory, the Functional Cerebral Distance Model, posits that interference between disparate tasks is minimized when they depend on functionally distant brain regions (Kinsbourne and Hicks, 1978) . Consistent with this notion, our lobar analyses for negative connections found greater negative connectivity strength between frontal regions and posterior regions in temporal, parietal, and occipital cortices. Additionally, our analyses of functional hierarchy suggest that hemispheric separation affords greater segregation of processing for heteromodal, paralimbic, and unimodal regions compared to primary, limbic, and subcortical regions.
Still, it is equally important to note how similar the two hemispheres are with respect to functional architecture. The presence of grossly similar functional architectures in the two hemispheres is not necessarily surprising, given that both hemispheres have been found to be capable of performing most cognitive tasks that have been examined, with the exception of speech output (Sperry, 1974) and phonological processing (i.e., rhyming) (Zaidel and Peters, 1981) . Likewise, prominent models of interhemispheric interaction such as parallel processing (Banich, 2003) and the horse-race model (Bisiacchi et al., 1994) emphasize the similar abilities of each hemisphere. However, our results do not exclude subtler forms of hemispheric specialization that may depend on cytoarchitectural specializations or differential connectivities to subcortical regions, and which are not addressed by our RSFC data.
Further delineating the mechanisms underlying interhemispheric integration may have critical clinical implications, since interhemispheric differences or asymmetries have been implicated in a number of neurological and psychiatric disorders, including autism (Coben et al., 2008; Nyden et al., 2004) , attention-deficit/hyperactivity disorder Garvey et al., 2005) , schizophrenia (Liang et al., 2006; Spencer et al., 2003) , amyotrophic lateral sclerosis (Karandreas et al., 2007) , multiple sclerosis (Lowe et al., 2008) , depression (Bajwa et al., 2008) , dyslexia (Wijers et al., 2005) , and Alzheimer's Disease (Lakmache et al., 1998; Pogarell et al., 2005) . Even in our sample of healthy volunteers, we found substantial inter-individual variability in RSFC patterns. If taken to an extreme, as might be the case with the aforementioned disorders, such disruptions may reflect various types of abnormality, such as poorly segregated interhemispheric RSFC networks. Examining resting-state heterotopic functional connectivity is likely to be informative in characterizing impaired interhemispheric interactions in these and other clinical populations.
Whole-brain analyses of interhemispheric correlations at rest also could be particularly important for future research on brain function in elderly populations. Greater bilateral activation is one of the most common imaging findings in the aging brain (Cabeza, 2002) . While these activations have sometimes been considered compensatory (Grady and Craik, 2000) , an alternative possibility is that bilaterality reflects compromised interhemispheric coordination. Such "non-selective recruitment" may indicate inappropriate recruitment of processing in the less specialized hemisphere, which can serve as a source of interference (Logan et al., 2002) . In this regard, the analyses employed in the current study could effectively be applied to examine potential breakdowns in interhemispheric segregation in the elderly.
One of the current challenges in the resting state functional connectivity literature is how to best understand the neurophysiological relevance of low frequency fluctuations, and how such fluctuations relate to moment-to-moment brain function. An emerging hypothesis is that the brain's intrinsic functional architecture, formed by low frequency phenomena and their interregional correlations, provides a framework for the brain's moment-to-moment responses to the external world (Fox et al., 2005; Raichle, 2010; Smith et al., 2009) . Thus, regions that show a high degree of coordination on a moment-to-moment basis may exhibit a similarly high degree of coordinated low frequency fluctuations during rest. In contrast, regions that do not frequently exhibit coordinated activity on a moment-to-moment basis, or which exhibit competitive interactions, may manifest a low degree of coordinated low frequency activity at rest. This conceptualization of RSFC provides one framework through which to view our findings on regional variation and interhemispheric processing. Studies have begun to examine resting state functional connectivity using electroencephalography (EEG) in humans (Mantini et al., 2007; Monto et al., 2008) and using intracranial neuronal recordings in monkeys (Shmuel & Leopold, 2008; Schölvinck et al., in press ), demonstrating the coalescence of several brain rhythms within large-scale functional networks at rest. In the future, multimodal imaging with fMRI and electrophysiological methods will be crucial for elucidating the neurophysiological basis of low frequency fluctuations at rest.
We examined both positive and negative correlations in spontaneous BOLD signal fluctuations. It is important to acknowledge that the interpretation of negative correlations between brain regions remains a source of debate. Detecting so-called anticorrelations requires global signal correction, a common step in resting-state fMRI analyses (Murphy et al., 2009 ). However, Murphy et al. suggest that anticorrelations may indicate an initially unrelated temporal relationship (i.e., r = 0) that is transformed into a negative relationship by application of global signal correction techniques. Though some authors question global signal correction (Skudlarski et al., 2008) , it is also considered a useful way to account for physiological cardiac and respiratory signals (Birn et al., 2006; Fox et al., 2005) . Beyond the practical value, recent computational modeling results (Ghosh et al., 2008; Steyn-Ross et al., 2009) and neuronal recordings in the rat brain after dopamine loss (Walters et al., 2007) have demonstrated the emergence of negative correlations between nodes. Of note, recent work suggests that negative correlations reflect a biological rather than an artifactual basis Chang and Glover, 2009) . Perhaps most exciting is the recent simultaneous recording of intracortical local field potentials during resting-state fMRI scanning in monkeys (Schölvinck et al., in press) , which reported that the global component of the fMRI signal is tightly coupled with underlying neural activity. This implies that the negative connectivity enhanced by global regression may reflect residual relationships, after a universal "yoking" signal has been accounted for. Thus, negative correlations may be more akin to partial correlations. Extension of this work to humans with intracortical electrodes will clarify how to interpret patterns of negative connectivity. Finally, it is worth noting that Shehzad and colleagues (2009) demonstrated that negative RSFC for key brain regions exhibits moderate to high short-term and long-term test-retest reliability.
While the mechanisms underlying negative correlations remain unknown, we posit that anticorrelations reflect segregation among brain networks. If global signal correction is appropriate, then transcallosal passage increases segregation through greater negative connectivity for a given regional pairing (relative to intrahemispheric connectivity). If global signal correction is omitted, then transcallosal segregation pushes connectivity strength closer to zero. In both cases, segregation is increased between the regional pairings. Hence, we interpret the increased negative correlations between heterotopic regions as consistent with the interhemispheric segregation suggested by numerous models of interhemispheric interaction. This interpretation was supported by a supplemental analysis in which we did not perform global signal correction. Despite an expected shift in the range of correlations observed (from positive and negative to mostly positive), those regional pairings that exhibited significant negative connectivity with global signal correction continued to exhibit ordinal relationships consistent with greater segregation for the heterotopic configuration than intrahemispheric, despite the absence of global signal correction. Specifically, we found that for these pairings, connectivity was more weakly positive between the hemispheres than within-hemisphere (see Supplemental Fig. 7) . In other words, the connections exhibiting greater negative connectivity in the presence of global signal correction also showed greater segregation when global signal correction was omitted. Thus, in our analyses with and without global signal correction, segregation between regional pairings was increased for the interhemispheric configuration relative to the intrahemispheric configuration.
Given that functional connectivity between two regions can arise through either monosynaptic or polysynaptic connections (Vincent et al., 2007; Roy et al., 2009; Honey et al., 2009; Margulies et al., 2009) , several potential explanations exist for why heterotopic RSFC was more strongly negative than intrahemispheric RSFC. Given that the majority of long-range cortico-cortical connections in the brain are positive, the presence of direct transcallosal inhibitory connections are an unlikely explanation. One possibility is that negative correlations arise between heterotopic regions via the influence of a third party region. For instance, positive intrahemispheric connections might drive negative homotopic connections, such that region A in the left hemisphere excites region B in the left hemisphere which inhibits region B in the right hemisphere. Another possibility is that interhemispheric segregation arises as a result of subcortical influences. Due to the correlational nature of the analyses employed here, investigating these possibilities and directional interregional influences posited by various interhemispheric models is beyond the scope of this paper. However, future work would benefit from examining these competing explanations using alternative approaches, such as effective connectivity (Friston et al., 1994) . Moreover, it is important to exercise caution in interpreting negative connectivity as a reflection of direct inhibitory relationships, in the absence of supporting electrophysiological evidence. In addition, prior work (Honey et al., 2009) suggests that patterns of anticorrelation can emerge in the absence of direct inhibitory connections between regions. Similar to the findings of the present work, global signal regression was required to appreciate the bulk of these negative relationships.
In prior work we have addressed some of the potential limitations related to using anatomic parcellation units (Stark et al., 2008) . Specifically, we found that volumetric differences in regional masks and probability-weighting did not significantly alter the strength of observed correlations. Furthermore, we demonstrated that susceptibility artifacts cannot account for regional variations in correlation strength. Of note, the use of parcellation units and regional classification systems necessitates some degree of information loss, as large areas of cortex are combined. For example, prior research has demonstrated both compensatory and highly specialized modes of interhemispheric processing among the left and right parietal lobes (Sack et al., 2005) . While more detailed regional analyses were beyond the scope of the present study, future work would benefit from the use of an even more detailed and individual-specific method of parcellation and from more regionspecific analyses. Further studies are also needed to understand the mechanisms underlying RSFC. In particular, it remains unknown whether observed RSFC reflects direct corticocortical connections (Johnston et al., 2008) , or whether RSFC is subcortically mediated as suggested by a recent examination of a split-brain patient .
In summary, in-depth analyses of heterotopic interhemispheric connectivity allowed us to characterize the patterns of functional connectivity between heterotopic and intrahemispheric regions. We found striking differences in the strength of positive and negative connections across and within the hemispheres, particularly involving frontal and heteromodal regions. This method may prove useful for analyzing developmental trajectories and potential clinical disruptions of interhemispheric processing.
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Figure 1. (a) Regional masks
A total of 112 regional masks (56 in each hemisphere) comprising the entire cerebrum were generated from the Harvard-Oxford Structural Atlas, a validated probabilistic atlas that divides each hemisphere into regions corresponding to portions of cortical gyri and subcortical gray matter nuclei. Atlas-derived values corresponding to each voxel's probability of inclusion in a given region were used to derive probability-weighted time series for all 112 regions. For visualization, all three-dimensional reconstructions are thresholded to include voxels with >25% probability of inclusion in a given region. In order to test for differences in the connectivity strength of intrahemispheric versus heterotopic RSFC, for each participant, we first calculated the mean connectivity strength across eligible regional pairings (positive and negative separately) for each of the four hemispheric configurations (LL, LR, RL, RR). For both positive and negative connectivity, we then carried out pairwise t-tests (paired variable = participant; degrees of freedom = 58) to examine differences in the mean RSFC strength between the hemispheric configurations. The relative dominance index (RDI) was developed to compare intrahemispheric versus heterotopic RSFC strength at the level of each individual connection. For each eligible regional pairing that was significantly connected in at least one of the hemispheric configurations, we carried out paired t-tests comparing each intrahemispheric configuration with each heterotopic configuration (Bonferroni corrected). Then, for each regional pairing, t-test results were used to calculate: (1) the intrahemispheric RDI, defined as the number of intrahemispheric configurations that were greater than their heterotopic counterparts Regional pairings exhibiting either intrahemispheric dominance (intrahemispheric RDI of 1 or higher) or heterotopic dominance (heterotopic RDI of 1 or higher) were sorted based upon lobe (F=frontal, T=temporal, P=parietal, O=occipital, SC = subcortical). Positively and negatively connected pairings are illustrated separately, as intrahemispheric dominance was primarily noted for positively connected pairings, and heterotopic dominance was primarily noted for negatively connected pairings. These results indicate that regional pairings were stronger within the hemispheres for positive connections and stronger between the hemispheres for negative connections. Regional pairings exhibiting either intrahemispheric dominance (intrahemispheric RDI of 1 or higher) or heterotopic dominance (heterotopic RDI of 1 or higher) were sorted based upon functional hierarchy (P = primary sensory-motor areas, U = unimodal association areas, H = heteromodal association areas, PL = paralimbic areas, L = limbic areas, SC = subcortical). Positively and negatively connected pairings are illustrated separately, as intrahemispheric dominance was primarily noted for positively connected pairings, and heterotopic dominance was primarily noted for negatively connected pairings.
