Learning and recognizing the activities of daily living (ADLs) of an individual is vital when providing an individual with context-aware at-home healthcare. In this work, unobtrusive detection of inhabitants' activities in the home environment is implemented through the smartphone and wearable wireless sensor belt solution. A hybrid classifier is developed by combining threshold-based methods and machine learning mechanisms. Features extracted from the raw inertial sensor data are collected from a Body Area Network (BAN) (consisting of the Zephyr BioHarness sensor and an Android smartphone), and are used to build classification models using different machine learning algorithms. A cloud-based data analytics framework is developed to process different classification models in parallel and to select the most suitable model for each user. The evolving machine learning mechanism makes the model become customizable and self-adaptive by utilizing a cloud infrastructure which also overcomes the limitation of the computing power and storage of a smartphone. Furthermore, we investigate methods for adapting a universal model, which is trained using the data set of all users, to an individual user through an unsupervised learning scheme. The evaluation results of the experiments conducted on eight participants indicate that the proposed approach can robustly identify activities in real-time across multiple individuals: the highest recognition rate achieved 98% after a few runs.
INTRODUCTION
As health awareness increases and technology advances, there is an increasing demand for an automated healthcare infrastructure that provides round-the-clock assessment of a subject's well being (Singer, 2011) . Remote healthcare monitoring in a Smart Home is a potential solution allowing an elderly person to remain living safely and independently. A Smart Home environment usually consists of three main components: pervasive sensors, an intelligent reasoning system and actuators. Sensors are low level devices that capture changes in the home environment. Data streamed from sensors can be interpreted by the reasoning system for rapid detection of events in real-time. Certain event information can then be sent over the Internet to a Remote Monitoring Server and intelligent decisions can be made to allow the actuators to adjust the environment. This kind of infrastructure is the next generation of personal home healthcare.
Our previous work (Yuan and Herbert, 2011b; Yuan and Herbert, 2011a; Yuan and Herbert, 2012) describes CARA (Context-aware Real-time Assistant) an intelligent system especially designed for pervasive healthcare. The ability to accurately recognize and continuously monitor activities of daily living (ADLs) is one of the key features that CARA is expected to provide. ADL is associated with both physical and mental health and is a primary indicator of quality of life (Skelton and McLaughlin, 1996) . Indeed, some age-related diseases(cognitive impairments, mild dementia and Parkinson's disease) have a direct impact on the ADL of the elderly (White et al., 2001) . Activity recognition has been studied as part of a healthcare solution to reduce the necessity for carer supervision of individuals. Activity recognition can also be used in conjunction with pattern recognition to detect changes in a subject's routine.
In this paper, a novel and robust ADL recognition approach is developed and evaluated. The solution involves identifying a user's activity through the combined use of inertial sensors(accelerometer and gyroscopes) built-in to the smartphone along with a wearable wireless sensor attached to the chest. Raw sensor data are collected, filtered and extracted into different features. These features are then used to build and update classification models using several machine learning algorithms. The most remarkable part of our approach is that it is able to refine the classification model through a cloud-based data analytics framework so that it becomes customizable and adaptive to different individuals. As a hybrid system, a threshold based method is used to distinguish static and dynamic activities and a rule-based reasoning mechanism is applied to identify simple static activities and a machine learning classifier is used to classify complex dynamic activities which significantly improves the cost efficiency under the limitation of computing power of a mobile device. Furthermore, by combining the wearable wireless sensor and the smartphone, the average recognition rate of ADL can achieve over 95% in a real usage environment.
STATE OF THE ART AND RELATED WORK
Advances in ubiquitous and pervasive computing have resulted in the development of a number of sensing technologies for capturing information related to human physical activities. Two approaches for activity recognition have been extensively studied using different underlying sensing mechanisms. The first method relies upon environmental sensors (e.g. RFID tags, cameras) to track aspects such as motion, location and object interaction (Tapia et al., 2004) . It is a promising approach for recognizing activities, but the major hurdle in implementing these systems outside of trials is how intrusive these sensors are. Usually a large investment is involved in setting up and maintaining the system, and in some cases it is only feasible for use in laboratory conditions.
The second method uses a Body Area Network (BAN) to track the acceleration of specific limbs as well as the body as a whole. Some of the existing work on wearable sensor based activity recognition uses several accelerometers placed on different parts of the body (Tapia et al., 2007) . Other research has explored the use of multiple kinds of wearable sensors for activity recognition (e.g. accelerometers, temperature sensors and microphones) (Maurer et al., 2006) . Wearable sensors are often non-invasive, unobtrusive and require less effort to set up. Nevertheless, most of the wearable sensors are required to be fixed onto special locations on the subject's body which makes it inconvenient and impractical for continuous long term monitoring. While the ubiquity of smartphones and their capability to support sensor data collection, processing and communications make them an alter-native platform to wearable sensors. Recently, researchers have been working on using smartphones as mobile sensing and computing platforms to achieve activity recognition (J.R. Kwapisz and Moore, 2010; Khan et al., 2010; Stefan et al., 2012) . However, the performance of these approaches is less effective due to the ambiguity of upper body movement tracking. To improve it, our approach makes use of two sets of sensors; instead of using a single smartphone an additional Zephyr BioHarness sensor was used to monitor trunk movement. The recognition rate was dramatically improved by this combination, as shown in the evaluation results.
On the other hand, activities of daily living in the home environment can be generalized into two categories. Simple motionless activities, such as sitting, standing, lying and bending, correspond to a static posture of the human body. These activities may be mostly recognized by using a threshold based method (Lyons et al., 2005) . Complex dynamic activities, such as walking stairs, cooking, sweeping and washing hands, involve multiple overlapping actions. These activities can be recognized by identifying patterns of people's movement (Ravi et al., 2005) . We build on these approaches and extend them to test the ability of real-time identification of daily activities through the combination of the aforementioned methods.
Using a smartphone as a primary device for data collection and processing increases the likelihood of data coverage and represents a minimal maintenance commitment and cost to the user. However, there is a limitation of the hardware resource in a smartphone when processing heavy machine learning tasks. Fortunately, the emerging of cloud computing could solve the problem. As a delivery model for IT services, cloud computing offers a cost-effective way to support data analysis technologies with high flexibility, scalability and availability for accessing data, discovering patterns, and deriving models. There are lots of ongoing research on mobile cloud computing, and a wide range of potential mobile cloud applications have been recognized in the literature (Huerta-Canepa and Lee, 2010; Frederking and Brown, 2010; Marinelli, 2009 ). These applications fall into different areas such as image processing, natural language processing, multimedia search and sensor data management. In this work, we focus on introducing a cloudbased data analytics framework especially designed to refine classification models for activity recognition using multiple machine learning methods. By utilizing the cloud infrastructure, the smartphone, even with limited computational resources, can perform intelligent real-time classification and this provides novel functionality in our solution.
MATERIALS AND METHODS

Activity of Daily Living
Previously, we have developed a reasoning framework for CARA pervasive healthcare that can help extend independent living for the elderly in a smart home environment by monitoring the person and ambient changes to detect anomaly situations (Yuan and Herbert, 2012) . For a smart home based monitoring system, it is important to detect human body movement which can provide the basic activity context. By combining activity context along with other environmental contexts, the context-aware monitoring system is able to perform better reasoning for healthcare. In this paper, we focus on introducing how the system recognizes human activities through BAN without assistance of any smart home sensors. The basic activity of daily living can be divided into two categories: static posture and dynamic movement. Static posture indicates the position of the body which consists of Sitting, Standing, Lying, Bending and Leaning back, whereas dynamic movement is the compilation of a series of multiple actions. The dynamic activities we considered in our system include: Walking, Running, Walking Stairs, Washing Hands, Sweeping, Falling. A custom-design Android application for activity recognition has been implemented and run on Samsung Galaxy III. The control flow is as follows: 1. The machine learning classification model is loaded from the cloud.
2. Raw data are collected from BioHarness sensors and smartphone build-in accelerometer and gyroscope sensors.
3. The signals are then low-pass filtered and a 1s window is moved over the signal and overlapped every 500ms.
4. The features corresponding to each window are extracted.
5. Static and dynamic activities are distinguished using a threshold-based method where a threshold value of the acceleration is applied.
6. Static activities are divided into sitting, standing, bending, lying and leaning back by applying threshold angles for both trunk and thigh.
7. Dynamic activities are classified using machine learning classifier based on the dataset of extracted features.
8. Activities are labelled as correctly classified if the output confidence is high enough.
9. Features and activity label of each detected case are stored in the data file.
10. Recognized activity is used to retrain the classifier and update the classification model using the cloud-based data analysis framework.
The process of activity recognition is summarised in Fig. 1 and further details are described in the following sections.
Data Collection
The data were collected by using a Samsung Galaxy SIII mobile phone (Samsung Inc., 2012) and wearable Zephyr BioHarness sensor as shown in Fig. 2 (a) (Zephyr Inc., 2011) . The embedded tri-axial accelerometer and gyroscope sensor measure the 3Dacceleration and orientation of the smartphone. The three axes of acceleration are dependent upon the orientation of the phone, the x-axis runs parallel to the width of the phone, the y-axis runs the length of the phone, and the z-axis runs perpendicular to the face of the phone, as shown in Fig. 2(b) . The sensor in-(a) Zephyr BioHarness (b) 3D-acceleration Figure 2 : Body area network for sensor data collection tegrated into the mobile device is easy to use without assistance and can be carried comfortably for long periods of time (Choudhury and Consolvo, 2008) . The data collection was done by performing experiments on eight postgraduate students at University College Cork, Ireland. Subjects were asked to perform a series of activities while carrying the smartphone in the front pocket of their trousers and the BioHarness sensor on the chest. The BioHarness sensor data were transmitted to the smartphone through a Bluetooth connection in real-time. We created an application running on a tablet device that communicates with the smartphone while the subject performed the activities. The tablet worked as a monitor and a controller that displays the label of the ongoing activity and controls the phone to start or stop recording activity data. 9 channels of sensor readings, 3D-acceleration and orientation of the thigh and 3D-acceleration of the trunk with associated timestamps (ThighACCx, ThighACCy, ThighACCz, ThighGYROx, ThighGYROy, ThighGYROz, Trunk-ACCx, TrunkACCy, TrunkACCz) were collected and subsequently used for the evaluation of the activity classification algorithms. Fig. 3 illustrates the sample of raw sensor data collected by the smartphone.
Feature Extraction
As to the sampling frequency, the sensors in the Android phone trigger an event whenever the accelerometer or gyroscope values change. The rate of events can be set to one of four thresholds: fastest, game, normal, and UI, with fastest being the fastest sam- ance the speed of data processing and activity feature extraction, the sampling rate for the experiment was set to normal which is about 15Hz and we found it is fast enough for the daily activity classification. Standard classifiers do not work well on the raw sensor data. It is essential to transform the raw data into a representation that captures the salient features of the raw data. This is typically performed by breaking the continuous data into windows of certain duration. In this work, we experimented with one second time window which is overlapped by one half of the window length. Hence, each window is a single instance, but any given data point contributes to two instances. This method has been shown to be effective in earlier work using accelerometer data (Bao and Intille, 2004) . Table 1 summarized a number of features extracted from each window. Each window was represented as a feature vector of length 66. The processed data were saved in the smartphone in an arff(Attribute-Relation File Format) file for data analysis.
Threshold-based Mechanism
Among all the features, the standard deviation of acceleration indicates the variability of the accelerometer signal for each 1-s window of recorded data. High variability would be expected during dynamic activities whereas static activities result in low variability. Thresholds are then applied to the standard deviation of both the smartphone and BioHarness accelerometer signals. If either signal is above the threshold for that second the activity is considered dynamic and if both of them are below the threshold, the activity is deemed static. Thresholds were determined empirically from the collected data. The threshold for trunk acceleration was set at 0.25 m/s 2 and threshold for thigh acceleration was set to 0.2 m/s 2 to ensure that all motionless activities are detected. Fig. 4 shows an example of the standard deviation threshold for Bio-Harness accelerometer readings. When the activity is deemed static, the mean accelerations over the one second window are converted to a corresponding inclination angle using the arc cosine transformation of Eq. 1, where a is the mean acceleration, g is the gravity of earth, θ in degrees corresponds to the angles of the trunk and thigh. Specific trunk and thigh inclination ranges are set based on the finding of Lyons et al. (Lyons et al., 2005) . They proposed the best estimate threshold which accurately reflect real-life trunk and thigh ranges. However, they only considered three static activities, sitting, standing and lying. In our work, we added two more static activities, bending and leaning back, for classification. The ranges of thigh and trunk angles for each posture are listed in Table 2 . Static activity is classified according to the posture of trunk and thigh using rule-based methods. In the trial, detection accuracies of 98% and greater were achieved for each of the static activities.
Machine Learning Classifier
To recognize dynamic activities such as walking, walking stairs and running, the machine learning classifier was trained to produce the classification model. The Weka machine learning package (Ian et al., 2011) was used in this study for the purposes of developing the machine learning mechanism for the activity detection. This package provides a collection of machine learning algorithms for data mining tasks which can be used in the android application. Four different machine learning algorithms were investigated and evaluated in this work:
• Bayesian Network: A probabilistic graphical model using estimator classes and quality measures. • Decision Tree: Generates a decision tree and navigates from the root of the tree down to a leaf for classification. • K-Nearest Neighbours: An instance-based classifier, classification is based on some similarity function.
• Neural Network: A multiple layer of perceptron that uses back propagation to classify instances
We used the default parameters associated with each of the classifiers. The classifier obtains a model during the training stage. After training, it can predict the class membership for new instances using the classification model. Based on our experiments we have found that the performance of different classifier varies from person to person which mostly depends on the training dataset collected from each individual. But overall, the Decision Tree algorithm has provided more comprehensive results in terms of accuracy and efficiency in comparison with the other algorithms. The details of the experiment results are discussed in Section 4.
Cloud-based Model Optimization
Data collected from all the subjects were pooled together to build a universal classification model, referred to as the Default Model in the rest of the paper. It works as the default for each user only if there is no existing personal model available for that user. However, it is not the suitable model for a specific individual since the model is trained and evaluated using the data gathered from all users; the body and be-haviour pattern of each user is different. In order to improve the classification performance efficiently, we introduced the idea of model adaptation for the optimization of the machine learning classifier by utilizing the cloud infrastructure. 
Client Cloud
Misclassified Filtering Figure 5 : The process of model optimization
As shown in Fig. 5 , the principle of model optimization is to keep updating the classification model for an individual user while the activity recognition task is carrying on. All the new users start with a default classification model, which in turn gets refined and adapted to each individual user for better performance when more activity data are available as users carry the phone.
On the client side, real-time activity recognition is carried out in the smartphone using the classification model. An unsupervised learning scheme was applied to generate new training data which is based on self-training using unlabelled data without any user input. It reuses the predicted label and confidence statistics generated by the machine learning classifier during the inference process to select new training samples. The adaptation method determines whether a data sample is suitable for adaptation according to the confidence level of the inference result and uses high confidence samples. The new training data are recorded in a data file in the smartphone and are uploaded to the cloud storage periodically.
On the cloud side, multiple worker roles are deployed for analysing user's activity data.
• Controller Node: Control and manage the flow of incoming data and add the new messages in to the Task Queue for further processing.
• Machine Learning Nodes: Each of the worker roles reads a message from its own Task Queue and starts producing a model based on a different machine learning classifiers.
• Universal Node: A special machine learning worker role that is designed to deal with data from all the users to update the Default Model using a dedicated classifier (e.g. Neural Network).
• Evaluation Node: Select the most suitable model for a specific user by comparing the evaluation results of each classification model. Moreover, a misclassified filter is also applied to the user's data after the best model is found.
The process of classification model optimization is illustrated in Fig. 6 . The URL of the training data are collected by the Controller node and assigned as different tasks to machine learning worker roles. The data are then used to either build new classification models in the case of a new user or refine the existing models. Moreover, the data is also fused with the available data from all users to update the Default Model for new user. In the experiment, four worker roles worked in parallel to process machine learning tasks. Each of the worker roles is designed to handle one machine learning algorithm. The number of worker roles is able to be adjusted on demand which makes use of the flexibility and scalability of the cloud infrastructure. The models are generated and evaluated for each machine learning classifier in worker roles. After gathering the evaluation results of all the models in the Evaluation node, the most suitable model is selected according to the performance of each model. The data (combining new training data and any previously existing data) of that user are then filtered by a misclassified filter using the best model and stored in the cloud storage as previous data. Once the process is finished, the best model is sent back to the user automatically. Thus, the new or updated model can be used in the client for real-time classification.
EXPERIMENTS AND RESULTS
Eight volunteers (five male, three female) were involved in our experiments to help us evaluate the feasibility of the proposed approach. The activity data were collected in a home setting and recorded in data files for training and testing machine learning classifiers. For supervised learning, subjects were asked to perform static and dynamic activities sequentially while carrying the smatphone and wearing the body sensor. A controller application running on an Android Tablet remotely controlled the smartphone to start or stop recording activity data and to label the recorded data on the fly. Firstly, we built the Personalized Model which is a completely user dependent approach. It requires training machine learning classifier on each individual user's activity data and generates a user dependent model for each user. Clearly, this scheme is superior to other models in terms of performance for a specific user, but its lack of usability and scalability greatly limits its application. In addition, the supervised learning scheme requires a great effort of manually labelling the activity data which is a tedious and heavy task for the user. To improve it, we decided to move on to a semi-supervised approach where a universal classifier is trained with manually labelled data from all users (called the Default Model). As we discussed in the last section, an unsupervised learning scheme was applied to gather new training data to update the model so that it gets adapted to each individual user in a progressive manner.
The proposed cloud-based approach was tested on two users(one female user A and one male user B). The manually labelled data gathered from these two users were used as the testing set to evaluate four classification models. Each user started with the Default Model and was able to obtain his/her Adapted Model after the first run. The model was refined and updated while the experiment was carried on. After four runs of each user, the overall accuracy of the classification model was boosted and the best performance achieved was over 95% (see Fig. 7 ). The detailed results for each classification model obtained from each run of User A are summarized in Table 3 . It can be observed that the performance of each model in the first run is quite poor, because the Default Model dose not suit the user very well. However, after updating the Adapted Model and filtering the misclassified instances in the next few runs, the accuracy of most models remains consistently above 90% except for K-NN. The best accuracy was obtained with the Neural Network method while the most cost efficient model was the Decision Tree. Note that the execution time for building and evaluating the model using the Decision Tree algorithm was around 1.5s on average while the processing time of the Neural Network linearly decreased with the growth of the instances. In this case, the Decision Tree was considered as the best Adapted Model for this user. The Adapted Model represents a middle ground between the Default Model and the Personalized Model; it got refined and eventually yielded 98% accuracy after four runs through model optimization, and it is the model that is actually used in real-time activity recognition.
As for the Default Model, it was initially built using the data collected from eight people using a supervised learning scheme and then kept being updated in the cloud once new data uploaded by any user Table 4 presents the confusion matrix for the considered daily activities. The results were obtained using a 10-fold cross-validation method to evaluate the Default Model that was built by the K-NN classifier. The matrix shows that most errors occurred between Falling, Standing and lying. Nevertheless, the average accuracy is still over 95% since the original Default Model was built through a supervised learning manner. The reason for misclassifying Falling is that it is a quick action which usually involves a series of static pre-actions and post-actions, e.g. Standing and lying. So it is difficult to classify it through a machine learning model using a fixed sliding window method. However, a threshold based method would solve this problem because the change of activity readings are dramatic at the moment people fall. We evaluated this method and the recognition rate of Falling was boosted from 62% to 91%.
Instead of using a fixed length of sliding window, we also investigated our system using dynamic sliding window which automatically determines the start and end of an activity according to the dynamic activity threshold. The performance of using dynamic window is even better, however this method has the limitation that it requires an activity to be completed before it can be recognized. The delay of activity recognition makes it less practical for real-time monitoring, but it shows the potential for improving our recognition system. 
CONCLUSIONS
In this paper, we proposed a robust system of daily activity monitoring using hierarchical classification by combining rule-based reasoning and multi-class machine learning algorithms. Human daily activities can be naturally represented through hierarchies, such as motion and motionlessness. Firstly, rule-base reasoning was used to separate the sensing data into two groups: static and dynamic. Static activities are identified based on the posture of the body which is calculated from 3D-acceleration, and dynamic activities are classified respectively by using adapted classification models. By utilizing the cloud infrastructure, the system provides high scalability and availability for data analysis and model management. The data processing and classification algorithms are implemented in the smartphone for real-time activity monitoring while the cloud-based data analysis and model evaluation are conducted off-line. The experimental results compare favourably with other work using body sensors (Stefan et al., 2012) . Moreover, the performance of our approach shows a significant improvement in comparison to the approach using a single smartphone (Zhang et al., 2010) and the approach built on fixed machine learning algorithms (Andreu and Angelov, 2013) . This shows a lot of promise for using smartphones as an alternative to dedicated sensors and using the cloud-based data analytics framework to process machine learning tasks.
A limitation of this study is that the rule-base reasoning depends on two thresholds to separate the static and dynamic activities. Although, the chosen threshold values work well in this study, they may not be generally suitable for other cases and for different sensors. Future work will evaluate new algorithms, which can separate motion and motionless activities automatically, without the need for static thresholds.
