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Introduction
Estimating a low-rank object (matrix or tensor) from a noisy observation is a fundamental problem in
statistical inference with applications in machine learning, signal processing or information theory. ese
notes mainly focus on so-called “spiked” models where we observe a signal spike perturbed with some
additive noise. We should consider here two popular models.
e rst one is oen denoted as the spiked Wigner model. One observes
Y =
√
λ
n
XXᵀ + Z (1)
where X = (X1, . . . , Xn) i.i.d.∼ P0 is the signal vector and Z is symmetric matrix that account for noise
with standard Gaussian entries: (Zi,j)i≤j i.i.d.∼ N (0, 1). λ ≥ 0 is a signal-to-noise ratio.
e second model we consider is the non-symmetric version of (1), sometimes called spikedWishart1or
spiked covariance model:
Y =
√
λ
n
UVᵀ + Z (2)
where U = (U1, . . . , Un) i.i.d.∼ PU , V = (V1, . . . , Vm) i.i.d.∼ PV are independent. Z is a noise matrix with
standard normal entries: Zi,j
i.i.d.∼ N (0, 1). λ > 0 captures again the strength of the signal. We are here
interested in the regime where n,m → +∞, while m/n → α > 0. In both models (1-2) the goal of the
statistician is to estimate the low-rank signals (XXᵀ or UVᵀ) from the observation of Y. is task is
oen called Principal Component Analysis (PCA) in the literature.
ese spiked models have received a lot of aention since their introduction by [38]. From a statistical
point of view, there are two main problems linked to the spiked models (1-2).
• e recovery problem: how can we recover the planted signal X / U,V? Is it possible? Can we do
it eciently?
• e detection problem: is it possible to distinguish between the pure noise case (λ = 0) and the
case where a spike is present (λ > 0)? Is there any ecient test to do this?
We will focus here on the recovery problem. We let the reader refer to [16, 56, 28, 9, 61, 4, 2] and the
references therein for a detailed analysis of the detection problem.
e spiked models (1-2) has been extensively studied in random matrix theory. e seminal work
of [7] (for the complex spiked Wishart model, and [8] for the real spiked Wishart) established the existence
of a phase transition: there exists a critical value of the signal-to-noise ratio λ above which the largest
singular value of Y/
√
n escapes from the Marchenko-Pastur bulk. e same phenomenon holds for the
spiked Wigner model, see [59, 31, 19]. It turns out that for both models the eigenvector (respectively
singular vector) corresponding to the largest eigenvalue (respectively singular value) also undergo a phase
transition at the same threshold, see [36, 58, 55, 14, 15].
For the spiked Wigner model (1), the main result of interest to us is the following (from [14]). For any
probability distribution P0 such that EP0 [X2] = 1, we have
• if λ ≤ 1, the top eigenvalue of Y/√n converges a.s. to 2 as n → ∞, and the top eigenvector x̂
(with norm ‖x̂‖2 = n) has asymptotically trivial correlation with X: 1n x̂ᵀX→ 0 a.s.
• if λ > 1, the top eigenvalue of Y/
√
n converges a.s. to
√
λ+ 1/
√
λ > 2 and the top eigenvector x̂
(with norm ‖x̂‖2 = n) has asymptotically nontrivial correlation with X:
(
1
n x̂ᵀX
)2 → 1− 1/λ a.s.
1is terminology usually refers to the case whereV is a standard Gaussian vector. We consider here a slightly more general
case by allowing the entries ofV to be taken i.i.d. from any probability distribution.
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An analog statement for the spiked Wishart model is proved in [15]. ese results give us a precise
understanding of the performance of the top eigenvectors (or top singular vectors) for recovering the
low-rank signals.
However these naive spectral estimators do not take into account any prior information on the signal.
us many algorithms have been proposed to exploit additional properties of the signal, such as spar-
sity [39, 21, 69, 5, 26] or positivity [53].
Another line of works study Approximate Message Passing (AMP) algorithms for the spiked mod-
els above, see [62, 25, 45, 54]. Motivated by deep insights from statistical physics, these algorithms are
believed (for the models (1-2), when λ and the priors P0, PU , PV are known by the statistician) to be
optimal among all polynomial-time algorithms. A great property of these algorithms is that their perfor-
mance can be precisely tracked in the high-dimensional limit by a simple recursion called “state evolution”,
see [13, 37]. For a detailed analysis of message-passing algorithms for the models (1-2), see [46].
In the following we will not consider any particular estimator but rather try to compute the best per-
formance achievable by any estimator. We will suppose to be in the so-called “Bayes-optimal” seing,
where the statistician knows the prior P0 (or PU , PV ) and the signal-to-noise ratio λ. In that situation, we
will study the posterior distribution of the signal given the observations. As we should see in the sequel,
both estimation problems (1-2) can be seen as mean-eld spin glass models similar to the Sherrington-
Kirkpatrick model, studied in the ground-breaking book of Me´zard, Parisi and Virasoro [49]. erefore,
the methods that we will use here come from the mathematical study of spin glasses, namely from the
works of Talagrand [64, 65], Guerra [33] and Panchenko [57].
In order to further motivate the study of the models (1-2) let us mention some interesting special cases,
depending on the choice of the priors P0 / PU , PV .
• Sparse PCA. Consider the spiked Wishart model with PU = Ber() and PV = N (0, 1). In that
case, one see that conditionally on U the columns of Y are i.i.d. sampled fromN (0, In+λ/nUUᵀ),
which is a sparse spiked covariance model. e spiked Wigner model with P0 = Ber() has also
been used to study sparse PCA.
• Submatrix localization. Take P0 = Ber(p) in the spiked Wigner model. e goal of submatrix
localization is now to extract a submatrix of Y of size pn× pn with larger mean.
• Community Detection in the Stochastic Block Model (SBM). As shown in [24, 43] recovering two
communities of size pn and (1 − p)n in a dense SBM of n vertices is (in some sense) “equivalent”
to the spiked Wigner model with prior
P0 = p δ√ 1−p
p
+ (1− p) δ−√ p1−p .
• Z/2 synchronization. is corresponds to the spiked Wigner model with Rademacher prior P0 =
1
2δ−1 +
1
2δ+1.
• High-dimensional Gaussian mixture clustering. Consider the multidimensional version of the
spiked Wishart model where U ∈ Rn×k and V ∈ Rm×k. If one take PV (the distribution of the
rows of V) to be supported by the canonical basis of Rk, the model is equivalent to the clustering
of m points (the columns of Y) in n dimensions from a Gaussian mixture model. e centers of the
clusters are here the columns of U.
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Chapter 1
Bayesian inference in Gaussian noise
We introduce in this section some general properties of Bayesian inference in presence of additive Gaus-
sian noise, that will be used repeatedly in the sequel.
1.1 Denitions and problem setting
As explained in the introduction, we will be interested in inference problems of the form:
Y =
√
λX + Z , (1.1)
where the signal X is sampled according some probability distribution PX over Rn, and where the noise
Z = (Z1, . . . , Zn) i.i.d.∼ N (0, 1) is independent from X. In Sections 3 and 4, X will typically be a low-rank
matrix. e parameter λ ≥ 0 plays the role of a signal-to-noise ratio. We assume that PX admits a nite
second moment: E‖X‖2 <∞.
Given the observation channel (1.1), the goal of the statistician is to estimate X given the observations
Y. We will assume to be in the “Bayes-optimal” seing, where the statistician knows all the parameters
of the inference model, that is the prior distribution PX and the signal-to-noise ratio λ. We measure the
performance of an estimator θ̂ (i.e. a measurable function of the observations Y) by its Mean Squared
Error:
MSE(θ̂) = E
[
‖X− θ̂(Y)‖2
]
.
One of our main quantity of interest will be the Minimum Mean Squared Error
MMSE(λ) = min
θ̂
MSE(θ̂) = E
[∥∥X− E[X|Y]∥∥2] ,
where the minimum is taken over all measurable function θ̂ of the observations Y. Since the optimal
estimator (in term of Mean Squared Error) is the posterior mean of X given Y, a natural object to study
is the posterior distribution of X.
By Bayes rule, the posterior distribution of X given Y is
dP (x |Y) = 1Z(λ,Y)e
Hλ,Y(x)dPX(x) , (1.2)
where
Hλ,Y(x) =
√
λxᵀY− λ2 ‖x‖
2 =
√
λxᵀZ + λxᵀX− λ2 ‖x‖
2 .
Denition 1.1
Hλ,Y is called the Hamiltonian1and the normalizing constant
Z(λ,Y) =
∫
dPX(x)eHλ,Y(x)
is called the partition function.
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Expectations with respect the posterior distribution (1.2) will be denoted by the Gibbs brackets 〈·〉λ:
〈
f(x)
〉
λ
= E
[
f(X)|Y] = 1Z(λ,Y)
∫
dPX(x)f(x)eHλ,Y(x) ,
for any measurable function f such that f(X) is integrable.
Denition 1.2
F (λ) = E logZ(λ,Y) is called the free energy2. It is related to the mutual information between X and
Y by
F (λ) = λ2E‖X‖
2 − I(X; Y) . (1.3)
Proof. e mutual information I(X; Y) is dened as the Kullback-Leibler divergence between P(X,Y ),
the joint distribution of (X,Y) and PX⊗PY the product of the marginal distributions of X and Y. P(X,Y )
is absolutely continuous with respect to PX ⊗ PY with Radon-Nikodym derivative:
dP(X,Y )
dPX⊗PY (X,Y) =
exp
(
−12‖Y−
√
λX‖2
)
∫
exp
(
−12‖Y−
√
λx‖2
)
dPX(x)
.
erefore
I(X; Y) = E log
(
dP(X,Y )
dPX⊗PY (X,Y)
)
= −E log
∫
dPX(x) exp
(√
λxᵀY−
√
λXᵀY− λ2 ‖x‖
2 + λ2 ‖X‖
2
)
= −F (λ) + λ2E‖X‖
2 .

We state now two basic properties of the MMSE. A more detailed analysis can be found in [35, 67].
Proposition 1.1
λ 7→ MMSE(λ) is non-increasing over R+. Moreover
• MMSE(0) = E‖X− E[X]‖2,
• MMSE(λ) −−−−→
λ→+∞
0.
Proposition 1.2
λ 7→ MMSE(λ) is continuous over R+.
e proofs of Proposition 1.1 and 1.2 can respectively be found in Appendix A.1 and A.2.
1.2 e Nishimori identity
We will oen consider i.i.d. samples x(1), . . . ,x(k) from the posterior distribution P (· |Y), independently
of everything else. Such samples are called replicas. e (obvious) identity below (which is simply Bayes
rule) will be used repeatedly. It states that the planted solution X behaves like a replica.
1According to the physics convention, this should be minus the Hamiltonian, since a physical system tries to minimize its
energy. However, we chose here to remove it for simplicity.
2is is in fact minus the free energy, but we chose to remove the minus sign for simplicity.
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Proposition 1.3 (Nishimori identity)
Let (X,Y) be a couple of random variables on a polish space. Let k ≥ 1 and let x(1), . . . ,x(k) be k i.i.d.
samples (given Y) from the distribution P(X = · |Y), independently of every other random variables.
Let us denote 〈·〉 the expectation with respect to P(X = · |Y) and E the expectation with respect to
(X,Y). en, for all continuous bounded function f
E
〈
f(Y,x(1), . . . ,x(k))
〉
= E
〈
f(Y,x(1), . . . ,x(k−1),X)
〉
.
Proof. It is equivalent to sample the couple (X,Y) according to its joint distribution or to sample rst Y
according to its marginal distribution and then to sample X conditionally to Y from its conditional distri-
bution P(X = · |Y). us the (k+1)-tuple (Y,x(1), . . . ,x(k)) is equal in law to (Y,x(1), . . . ,x(k−1),X).

1.3 e I-MMSE relation
We state now the very useful I-MMSE relation from [34].
Proposition 1.4
For all λ ≥ 0,
∂
∂λ
I(X; Y) = 12MMSE(λ) and F
′(λ) = 12E〈x
ᵀX〉λ = 12
(
E‖X‖2 −MMSE(λ)) . (1.4)
F thus is a convex, dierentiable, non-decreasing, and 12E‖X‖2-Lipschitz function over R+.
Proposition 1.4 is proved in Appendix A.3. We study in this section the simplest model of the form (1.1),
namely the additive Gaussian scalar channel:
Y0 =
√
λX0 + Z0 , (1.5)
where Z0 ∼ N (0, 1) and X0 is sampled from a distribution P0 over R. Again, the goal is to recover X0
from the observation of Y0. e MMSE for this task is
MMSEP0(λ) = E
[(
X0 − E[X0|Y ]
)2]
.
e study of this simple inference channel will be very useful in the following, because we will see that
our matrix estimation problems enjoy asymptotically a “decoupling principle” that reduces them to scalar
channels like (1.5). e next proposition summarizes the main properties of the free energy ψP0 of the
channel (1.5).
Proposition 1.5
Let X0 ∼ P0 be a real random variable with nite second moment. For λ ≥ 0, let Y0 =
√
λX0 + Z0,
where Z0 ∼ N (0, 1) is independent from X0. en the function
ψP0 : λ 7→ E log
∫
dP0(x)e
√
λY0x−λx2/2 (1.6)
is convex, continuously dierentiable, non-decreasing and 12E[X20 ]-Lipschitz on R+. Moreover, ψP0 is
strictly convex, if P0 is not a Dirac measure.
Proof. By Proposition 1.4 it remains only to show that ψP0 is strictly convex when P0 diers from a Dirac
mass. We proceed by truncation and consider the distribution P (N)0 of X
(N)
0 = X0 1(−N ≤ X0 ≤ N).
〈·〉λ,N will denote the corresponding posterior distribution. One can compute the second derivative and
again, using Gaussian integration by parts and the Nishimori identity one obtain:
ψ′′P0(λ) =
1
2E
[(
〈x2〉λ,N − 〈x〉2λ,N
)2] ≥ 12MMSEP (N)0 (λ)2 , (1.7)
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by Jensen’s inequality. Let now 0 < s < t. We can then nd 0 < s < t such that ψ′P0(s) = ψ
′
P0(t). By
integrating (1.7) we get
ψ′
P
(N)
0
(t)− ψ′
P
(N)
0
(s) ≥ 12
∫ t
s
MMSE
P
(N)
0
(λ)2dλ . (1.8)
e sequence of convex functions (ψ
P
(N)
0
)N converges to ψP0 which is dierentiable. A standard analysis
lemma gives then that the derivatives (ψ′
P
(N)
0
)N converges toψ′P0 and MMSEP (N)0 converges to MMSEP0 .
erefore, equation (1.8) gives
ψ′P0(t)− ψ′P0(s) ≥
1
2
∫ t
s
MMSEP0(λ)2dλ ≥
1
2(t− s)MMSEP0(t)
2 .
If P0 is not a Dirac measure, then the last term is strictly positive: this concludes the proof. 
Example 1.1. Let us compute the mutual information and the MMSE for particular choices of prior distri-
butions:
• In the case of Gaussian prior P0 = N (0, 1), one can compute ψP0 explicitly: ψP0(λ) = 12
(
λ− log(1 +
λ)
)
. We deduce by (1.3) that in that case I(X0;Y0) = 12 log(1 + λ). One deduces by the I-MMSE
relation (1.4): MMSE(λ) = 11+λ .
• In the case of Rademacher prior P0 = 12δ+1 +
1
2δ−1 we compute ψP0(λ) = E log cosh(
√
λZ0 +λ)− λ2
and I(X0;Y0) = λ− E log cosh(
√
λZ0 + λ). e I-MMSE relation gives
1
2MMSE(λ) =
∂
∂λ
I(X0;Y0) = 1− E
[( 1
2
√
λ
Z0 + 1
)
tanh
(√
λZ0 + λ
)]
= 1− E tanh(
√
λZ0 + λ)− 12E tanh
′(
√
λZ0 + λ)
= 12 − E tanh(
√
λZ0 + λ) +
1
2E tanh
2(
√
λZ0 + λ)
where we used Gaussian integration by parts. Since by the Nishimori property E〈xX0〉λ = E〈x〉2λ, one
has E tanh(
√
λZ0 +λ) = E tanh2(
√
λZ0 +λ) and therefore MMSE(λ) = 1−E tanh(
√
λZ0 +λ).
1.4 A warm-up: “needle in a haystack” problem
In order to illustrate the results seen in the previous sections, we study now a very simple inference model.
Let (e1, . . . , e2n) be the canonical basis of R2
n . Let σ0 ∼ U({1, . . . , 2n}) and dene X = eσ0 (i.e. X is
chosen uniformly over the canonical basis of R2n ). Suppose here that we observe:
Y =
√
λnX + Z ,
where Z = (Z1, . . . , Z2n) i.i.d.∼ N (0, 1), independently from σ0. e goal here is to estimate X or equiva-
lently to nd σ0. e posterior distribution reads:
P(σ0 = σ|Y) = P(X = eσ|Y) = 1Zn(λ)2
−n exp
(√
λneᵀσY−
λn
2 ‖eσ‖
2
)
= 1Zn(λ)2
−n exp
(√
λnZσ + λn1(σ = σ0)− λn2
)
,
where Zn(λ) is the partition function
Zn(λ) = 12n
2n∑
σ=1
exp
(√
λnZσ + λn1(σ = σ0)− λn2
)
.
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We will be interested in computing the free energy Fn(λ) = 1nE logZn(λ) in order to deduce then the
minimal mean squared error using the I-MMSE relation (1.4) presented in the previous section.
Although its simplicity, this model is interesting for many reasons. First, it is one of the simplest
statistical model for which one observes a phase transition. Second it is the “planted” analog of the random
energy model (REM) introduced in statistical physics by Derrida [22, 23], for which the free energy reads
1
nE log
∑
σ
1
2n exp
(√
λnZσ
)
. ird, as we will see in Section 3.3.1, this model correspond to the “large
order limit” of a rank-one tensor estimation model.
We start by computing the limiting free energy:
eorem 1.1
lim
n→∞Fn(λ) =
{
0 if λ ≤ 2 log 2 ,
λ
2 − log(2) if λ ≥ 2 log 2 .
Proof. Using Jensen’s inequality
Fn(λ) ≤ 1
n
E logE [Zn(λ)|σ0, Zσ0 ] =
1
n
E log
(
1− 12n + e
√
λnZσ0+
λn
2 −log(2)n
)
≤ 1
n
E log
(
1 + e
λn
2 −log(2)n
)
+
√
λ
n
−−−→
n→∞
{
0 if λ ≤ 2 log(2) ,
λ
2 − log(2) if λ ≥ 2 log(2) .
Fn is non-negative since Fn(0) = 0 and Fn is non-decreasing. We have therefore Fn(λ) −−−→
n→∞ 0 for all
λ ∈ [0, 2 log(2)]. We have also, by only considering the term σ = σ0:
Fn(λ) ≥ 1
n
E log
(
e
√
λnZσ0+
λn
2
2n
)
= λ2 − log(2) .
We obtain therefore that Fn(λ) −−−→
n→∞
λ
2 − log(2) for λ ≥ 2 log(2). 
Using the I-MMSE relation (1.4), we deduce the limit of the minimum mean Squared Error MMSEn(λ) =
min
θ̂
E‖X− θ̂(Y)‖2:
1
2MMSEn(λ) = E‖X‖
2 − F ′n(λ) = 1− F ′n(λ) .
Fn is a convex function of λ, so its derivative converges to the derivative of its limit at each λ at which
the limit is dierentiable, i.e. for all λ ∈ (0,+∞) \ {2 log(2)}. We obtain therefore that for all λ > 0,
• if λ < 2 log(2), then MMSEn(λ) −−−→
n→∞ 1: one can not recover X beer than a random guess.
• if λ > 2 log(2), then MMSEn(λ) −−−→
n→∞ 0: one can recover X perfectly.
Of course, the result we obtain here is (almost) trivial since the maximum likelihood estimator
σ̂(Y) = arg max
1≤σ≤2n
Yσ
of σ0 is easy to analyze. Indeed, maxσ Zσ '
√
2 log(2)n with high probability so that the maximum
likelihood estimator recovers perfectly the signal for λ > 2 log(2) with high probability.
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Chapter 2
A decoupling principle
We present in this section a general “decoupling principle” that will be particularly useful in the study of
the spiked models. We consider here the seing where X = (X1, . . . , Xn) i.i.d.∼ P0 for some probability
distribution P0 over R with support S. Let Y ∈ Rm be another random variable that account for noisy
observation of X. e goal is again to recover the planted solution X from the observations Y. We
suppose that the distribution of X given Y takes the following form
P(X ∈ A |Y) = 1Zn(Y)
∫
x∈A
dP⊗n0 (x)eHn(x,Y), for all Borel set A ⊂ Rn, (2.1)
where Hn is a measurable function on Rn × Rm that can be equal to −∞ (in which case, we use the
convention exp(−∞) = 0) and Zn(Y) =
∫
x∈Sn dP
⊗n
0 (x)eHn(x,Y) is the appropriate normalization. We
assume that E| log(Zn(Y))| <∞ in order to dene the free energy
Fn =
1
n
E logZn(Y) = 1
n
E log
(∫
x∈S
dP⊗n0 (x)eHn(x,Y)
)
.
In the following, we are going to drop the dependency in Y of Hn(x,Y) and simply write Hn(x).
We introduce now a very important notation: the overlap between to vectors u,v ∈ Rn. is is
simply the normalized scalar product:
u · v = 1
n
n∑
i=1
uivi .
One should really see x as a system of n spins (x1, . . . , xn) interacting through the (random) Hamil-
tonian Hn. Our inference problem should be understood as the study of this spin glass model. A central
quantity of interest in spin glass theory is the overlaps x(1)·x(2) between two replicas, i.e. the normalized
scalar product between two independent samples x(1) and x(2) from (2.1). Understanding this quantity is
fundamental because it allows to deduce the distance between two typical congurations of the system
and thus encodes the “geometry” of the “Gibbs measure” (2.1). By the Nishimori identity (Proposition 1.3)
x(1) · x(2) = x(1) ·X in law. us the overlap x(1) · x(2) corresponds to the correlation between a typical
conguration and the planted conguration. Moreover it is linked to the Minimum Mean Squared Error
by
MMSE = 1
n
E
[∥∥X− 〈x〉∥∥2] = EP0 [X2]− E〈x ·X〉 ,
where 〈·〉 denotes the expectation with respect to x which is sampled from the posterior P(X = · |Y)
(dened by Equation 2.1), independently of everything else.
In this section we will see a general principle that states that under a small perturbation of the Gibbs
distribution (2.1), the overlap x(1) ·x(2) between two replicas concentrates around its mean. Such behavior
is called “Replica-Symmetric” in statistical physics. It remains to dene what “a small perturbation of the
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Gibbs distribution” is. In spin glass theory, such perturbations are usually obtained by adding small extra
terms to the Hamiltonian. In our context of Bayesian inference a small perturbation will correspond to
a small amount of side-information given to the statistician. is extra information will lead to a new
posterior distribution. In the following, we will consider two dierent kind of side-information and we
show that the overlaps under the induced posterior concentrate around their mean.
2.1 Revealing a small fraction of the planted solution
We suppose here that the support S ofP0 is nite. We make this assumption in order to be able to consider
the discrete entropy.
In this section, we give extra information to the statistician by revealing a (small) fraction of the
coordinates of X. Let us x  ∈ [0, 1], and suppose that we have access to the additional observations
Y ′i =
{
Xi if Li = 1 ,
∗ if Li = 0 ,
for 1 ≤ i ≤ n,
where Li
i.i.d.∼ Ber() and ∗ is a value that does not belong to S. e posterior distribution of X is now
P(X = x |Y,Y′) = 1Zn,
 ∏
i|Li=1
1(xi = Y ′i )
 ∏
i|Li=0
P0(xi)
 eHn(x) , (2.2)
where Zn, is the appropriate normalization constant. For x ∈ Sn we dene the following notation
x¯ = (x¯1, . . . , x¯n) = (L1X1 + (1− L1)x1, . . . , LnXn + (1− Ln)xn) . (2.3)
x¯ is thus obtained by replacing the coordinates of x that are revealed by Y′ by their revealed values. e
notation x¯ allows us to obtain a convenient expression for the free energy of the perturbed model:
Fn, =
1
n
E logZn, = 1
n
E
[
log
∑
x∈Sn
P0(x) exp(Hn(x¯))
]
.
Proposition 2.1
For all n ≥ 1 and all  ∈ [0, 1], we have
|Fn, − Fn| ≤ H(P0) .
Proof. Let us compute
P
(
Y′ |Y,L) = ∫ 1(xi = Y ′i for all i such that Li = 1)dP (x |Y)
= 1Zn
∑
x∈Sn
1(xi = Y ′i for all i such that Li = 1)eHn(x)
n∏
i=1
P0(xi)
= Zn,Zn
∏
i|Li=1
P0(Y ′i ) =
Zn,
Zn P
(
Y′ |L) .
erefore, nFn, − nFn = H(Y′ |L) − H(Y′ |Y,L) and the proposition follows from the fact that
0 ≤ H(Y′|Y,L) ≤ H(Y′|L) = nH(P0). 
From now we suppose 0 ∈ (0, 1] to be xed and consider  ∈ [0, 0]. e following lemma comes
from [52]. It shows that the extra information Y′ forces the correlations between the spins under the
posterior (2.2) to vanish.
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Lemma 2.1 (Lemma 3.1 from [52] )
For all 0 ∈ [0, 1], we have
∫ 0
0
d
 1
n2
∑
1≤i,j≤n
I(Xi;Xj |Y,Y′)
 ≤ 2
n
H(P0) .
Let 〈·〉n, denote the expectation with respect to two independent samples x(1),x(2) from the poste-
rior (2.2). Lemma 2.1 implies that the overlap between these two replicas concentrates:
Proposition 2.2
For all 0 ∈ [0, 1],
∫ 0
0
dE
〈(
1
n
n∑
i=1
x
(1)
i x
(2)
i −
〈 1
n
n∑
i=1
x
(1)
i x
(2)
i
〉
n,
)2〉
n,
−−−→
n→∞ 0 .
Proof.〈
(x(1) · x(2) − 〈x(1) · x(2)〉n,)2
〉
n,
=
〈
(x(1) · x(2))2〉
n,
− 〈x(1) · x(2)〉2
n,
= 1
n2
∑
1≤i,j≤n
〈
x
(1)
i x
(2)
i x
(1)
j x
(2)
j
〉
n,
− 〈x(1)i x(2)i 〉n,〈x(1)j x(2)j 〉n,
= 1
n2
∑
1≤i,j≤n
〈xixj〉2n, − 〈xi〉2n,〈xj〉2n, ≤
C
n2
∑
1≤i,j≤n
|〈xixj〉n, − 〈xi〉n,〈xj〉n,|
≤ C
n2
∑
1≤i,j≤n
∣∣∣∑
xi,xj
xixjP(Xi = xi, Xj = xj |Y,Y′)− xixjP(Xi = xi|Y,Y′)P(Xj = xj |Y,Y′)
∣∣∣
≤ C
′
n2
∑
1≤i,j≤n
DTV
(
P(Xi = ·, Xj = ·|Y,Y′);P(Xi = ·|Y,Y′)⊗ P(Xj = ·|Y,Y′)
)
≤ C
′′
n2
∑
1≤i,j≤n
√
DKL
(
P(Xi = ·, Xj = ·|Y,Y′);P(Xi = ·|Y,Y′)⊗ P(Xj = ·|Y,Y′)
)
≤ C ′′
√√√√ 1
n2
∑
1≤i,j≤n
DKL
(
P(Xi = ·, Xj = ·|Y,Y′);P(Xi = ·|Y,Y′)⊗ P(Xj = ·|Y,Y′)
)
for some constants C,C ′, C ′′ > 0, where we used Pinsker’s inequality to compare the total variation
distance DTV with the Kullback-Leibler divergence DKL. So that:∫ 0
0
dE
〈(
x(1) · x(2) − 〈x(1) · x(2)〉n,
)2〉
n,
≤ C ′′
√√√√0 ∫ 0
0
d
( 1
n2
∑
1≤i,j≤n
I(Xi;Xj |Y,Y′)
)
−−−→
n→∞ 0 .

2.2 Noisy side Gaussian channel
We consider in this section of a dierent kind of side-information: an observation of the signal X per-
turbed by some Gaussian noise. It was proved in [41] for CDMA systems that such perturbations forces
the overlaps to concentrate around their means. e principle here is in fact more general and holds for
any observation system, provided some concentration property of the free energy.
We suppose here that the prior P0 has a bounded support S ⊂ [−K,K], for some K > 0. Let
a ∈ [1/2, 3] and (sn)n ∈ (0, 1]N. Let (Zi)1≤i≤n i.i.d.∼ N (0, 1) independently of everything else. e extra
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side-information takes now the form
Y ′i = a
√
snXi + Zi, for 1 ≤ i ≤ n. (2.4)
e posterior distribution of X given Y,Y′ is now P(x |Y,Y′) = 1Z (pert)n,a P
⊗n
0 (x) exp
(
H
(pert)
n,a (x)
)
, where
H
(pert)
n,a (x) = Hn,a(x) + hn,a(x) and
hn,a(x) =
n∑
i=1
a
√
snZixi + a2snxiXi − 12a
2snx
2
i .
Z (pert)n,a is the appropriate normalization. e corresponding free energy is
F (pert)n,a =
1
n
E logZ (pert)n,a =
1
n
E log
(∫
x∈Sn
dP⊗n0 (x)eH
(pert)
n,a (x)
)
.
Lemma 2.2
Assume that sn −−−→
n→∞ 0. en
∣∣Fn − F (pert)n,a ∣∣ −−−→
n→∞ 0 uniformly in a ∈ [1, 2] and consequently∣∣∣∣Fn − ∫ 21 F (pert)n,a da
∣∣∣∣ −−−→n→∞ 0 .
Proof. Let 〈·〉n denote the measure on Rn dened as
〈
f(x)
〉
n
=
∫
x∈S dP
⊗n
0 (x)f(x) exp(Hn(x))∫
x∈S dP
⊗n
0 (x) exp(Hn(x))
for every
continuous bounded function f . We have
F (pert)n,a − Fn =
1
n
E log
〈
ehn,a(x)
〉
n
.
us, using Jensen’s inequality twice
1
n
E 〈EZhn,a(x)〉n =
1
n
E 〈hn,a(x)〉n ≤ F (pert)n,a − Fn ≤
1
n
E logEZ
〈
ehn,a(x)
〉
n
= 1
n
E log
〈
EZehn,a(x)
〉
n
,
where EZ denotes the expectation with respect to the variables (Zi)1≤i≤n only. We have, for all x ∈ Sn,
| 1nEZhn,a(x)| ≤ 2nK2a2sn and |EZehn,a(x)| ≤ enK
2a2sn . We conclude
−2K2a2sn ≤ F (pert)n,a − Fn ≤ K2a2sn .

Let us dene
φ : a 7→ 1
nsn
log
(∫
x∈S
dP⊗n0 (x)eH
(pert)
n,a (x)
)
.
Dene also vn(sn) = sup1/2≤a≤3 E|φ(a)−Eφ(a)|. e following result shows that, in the perturbed sys-
tem (under some conditions on vn and sn) the overlap between two replicas concentrates asymptotically
around its expected value.
Proposition 2.3 (Overlap concentration)
Suppose that vn(sn) −−−→n→∞ 0 ,nsn −−−→
n→∞ +∞ .
en we have ∫ 2
1
E
〈(
x(1) · x(2) − E〈x(1) · x(2)〉n,a
)2〉
n,a
da −−−→
n→∞ 0 ,
where 〈·〉n,a denotes to the distribution of X given (Y,Y′). x(1) and x(2) are two independent samples
from 〈·〉n,a, independently of everything else.
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Proposition 2.3 is the analog of eorem 3.2 (the Ghirlanda-Guerra identities, see [32]) from [57] and
is proved analogously is the remaining of the section. Denote for x ∈ Sn
U(x) = 1
nsn
∂
∂a
hn,a(x) =
1
n
n∑
i=1
1√
sn
Zixi + 2axiXi − ax2i .
Lemma 2.3
Let x be a sample from 〈·〉n,a, independently of everything else. Under the conditions of Proposition 2.3,
we have ∫ 2
1
E
〈∣∣U(x)− E〈U(x)〉n,a∣∣〉
n,a
da −−−→
n→∞ 0 .
Before proving Lemma 2.3, let us show how it implies Proposition 2.3.
Proof of Proposition 2.3. By the bounded support assumption on P0, the overlap between two replicas
is bounded by K2, thus∣∣∣∣E〈U(x(1)) x(1) · x(2)〉n,a− E〈x(1) · x(2)〉n,aE〈U(x(1))〉n,a
∣∣∣∣ ≤ K2E〈∣∣U(x)− E〈U(x)〉n,a ∣∣〉n,a . (2.5)
Let us compute the le-hand side of (2.5). By Gaussian integration by parts and using the Nishimori
identity (Proposition 1.3) we get E
〈
U(x(1))
〉
n,a
= 2aE
〈
x(1) · x(2)〉
n,a
. erefore
E
〈
x(1) · x(2)
〉
n,a
E
〈
U(x(1))
〉
n,a
= 2a
(
E
〈
x(1) · x(2)
〉
n,a
)2
.
Using the same tools, we compute for x(1),x(2),x(3),x(4) i.i.d.∼ 〈·〉n,a, independently of everything else:
E
〈
U(x(1))(x(1) · x(2))〉
n,a
= 2aE
〈
(x(1) ·X)(x(1) · x(2))〉
n,a
+ 1
n
√
sn
n∑
i=1
EZi
〈
x
(1)
i (x(1) · x(2))
〉
n,a
− a
n
n∑
i=1
E
〈
(x(1)i )2(x(1) · x(2))
〉
n,a
= 2aE
〈
(x(1) ·X)(x(1) · x(2))〉
n,a
+ aE
〈
(x(1) · x(2))2〉
n,a
− aE〈(x(1) · x(3) + x(1) · x(4))(x(1) · x(2))〉
n,a
= 2aE
〈
(x(1) · x(2))2〉
n,a
.
us, by (2.5) we have for all a ∈ [1, 2]
E
〈(
x(1) · x(2) − E〈x(1) · x(2)〉
n,a
)2〉
n,a
≤ K
2
2 E
〈∣∣U(x)− E 〈U(x)〉n,a∣∣〉n,a ,
and we conclude by integrating with respect to a over [1, 2] and using Lemma 2.3. 
Proof of Lemma 2.3. φ is twice dierentiable on [1/2, 3], and for a ∈ [1/2, 3]
φ′(a) = 〈U(x)〉n,a , (2.6)
φ′′(a) = nsn
(〈U(x)2〉n,a − 〈U(x)〉2n,a)+ 1n
n∑
i=1
〈
2xiXi − x2i
〉
n,a
. (2.7)
us
〈
(U(x)− 〈U(x)〉n,a)2
〉
n,a
≤ 1nsn (φ′′(a) + 2K2) and∫ 2
1
E
〈
(U(x)− 〈U(x)〉n,a)2
〉
n,a
da ≤ 1
nsn
(
Eφ′(2)− Eφ′(1) + 2K2
)
= O(n−1s−1n ) ,
because Eφ′(a) = 2aE〈x · X〉n,a. Hence
∫ 2
1 E
〈|U(x) − 〈U(x)〉n,a|〉n,ada −−−→n→∞ 0. It remains to show
that
∫ 2
1 E
∣∣〈U(x)〉n,a − E〈U(x)〉n,a∣∣da −−−→
n→∞ 0.
We will use the following lemma on convex functions (from [57], Lemma 3.2).
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Lemma 2.4
If f and g are two dierentiable convex functions then, for any b > 0
|f ′(a)− g′(a)| ≤ g′(a+ b)− g′(a− b) + d
b
,
where d = |f(a+ b)− g(a+ b)|+ |f(a− b)− g(a− b)|+ |f(a)− g(a)|.
We apply this lemma to λ 7→ φ(λ) + 32K2λ2 and λ 7→ Eφ(λ) + 32K2λ2 that are convex because
of (2.7) and the bounded support assumption on P0. erefore, for all a ∈ [1, 2] and b ∈ (0, 1/2) we have
E|φ′(a)− Eφ′(a)| ≤ Eφ′(a+ b)− Eφ′(a− b) + 6K2b+ 3vn(sn)
b
. (2.8)
Notice that for all a ∈ [1/2, 3], |Eφ′(a)| = |2aE〈x ·X〉n,a| ≤ 6K2. erefore, by the mean value theorem∫ 2
1
(
Eφ′(a+ b)− Eφ′(a− b))da = (Eφ(b+ 2)− Eφ(2− b))+ (Eφ(1− b)− Eφ(1 + b))
=
(
Eφ(b+ 2)− Eφ(b+ 1))− (Eφ(2− b)− Eφ(1− b))
≤ 24K2b .
Combining this with equation (2.8), we obtain
∀b ∈ (0, 1/2),
∫ 2
1
E|φ′(a)− Eφ′(a)|da ≤ C
(
b+ vn(sn)
b
)
. (2.9)
for some constant C > 0 depending only on K . e minimum of the right-hand side is achieved for
b =
√
vn(sn) < 1/2 for n large enough. en, (2.9) gives∫ 2
1
E
∣∣〈U(x)〉n,a − E〈U(x)〉n,a∣∣da = ∫ 2
1
E|φ′(a)− Eφ′(a)|da ≤ C
√
vn(sn) −−−→
n→∞ 0 .

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Chapter 3
Low-rank symmetric matrix estimation
Let us now turn our aention to the spiked Wigner model (1). Let P0 be a probability distribution on R
that admits a nite second moment and consider the following observation channel:
Yi,j =
√
λ
n
XiXj + Zi,j , for 1 ≤ i < j ≤ n , (3.1)
whereXi
i.i.d.∼ P0 andZi,j i.i.d.∼ N (0, 1) are independent random variables. Note that we suppose here to only
observe the coecients of
√
λ/nXXᵀ+Z that are above the diagonal. e case where all the coecients
are observed can be directly deduced from this case. In the following, E will denote the expectation with
respect to the X and Z random variables.
Our main quantity of interest is the Minimum Mean Squared Error (MMSE) dened as:
MMSEn(λ) = min
θ̂
2
n(n− 1)
∑
1≤i<j≤n
E
[(
XiXj − θ̂i,j(Y)
)2]
= 2
n(n− 1)
∑
1≤i<j≤n
E
[
(XiXj − E [XiXj |Y])2
]
,
where the minimum is taken over all estimators θ̂ (i.e. measurable functions of the observations Y). We
have the trivial upper-bound
MMSEn(λ) ≤ DMSE := EP0 [X2]2 − EP0 [X]4 ,
obtained by considering the “dummy” estimator θ̂i,j = EP0 [X]2. One can also compute the Mean Squared
Error achieved by naive PCA. Let x̂ be the top eigenvector of Y with norm ‖x̂‖2 = n. If we take an
estimator proportional to x̂ix̂j , i.e. θ̂i,j = δx̂ix̂j for δ ≥ 0, we can compute explicitly (using the results
from [14] presented in the introduction) the resulting MSE as a function of δ and minimize it. e optimal
value for δ depends on λ, more precisely if λ < EP0 [X2]−2, then δ = 0 while for λ ≥ 1, the optimal of
value for δ is EP0 [X2]− λ−1EP0 [X2]−1, resulting in the following MSE for naive PCA:
MSEPCAn (λ)→
{
EP0 [X2]2 if λ ≤ EP0 [X2]−2,
λ−1
(
2− λ−1EP0 [X2]−2
)
otherwise. (3.2)
We will see in Section 3.2 that in the particular case of P0 = N (0, 1), PCA is optimal: lim
n→∞MSE
PCA
n =
lim
n→∞MMSEn.
3.1 Information-theoretic limits
In order to formulate our inference problem as a statistical physics problem we introduce the random
Hamiltonian
Hn(x) =
∑
i<j
√
λ
n
xixjZi,j +
λ
n
XiXjxixj − λ2nx
2
ix
2
j .
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e posterior distribution of X given Y takes now the form
dP (x |Y) = 1Zn(λ)dP
⊗n
0 (x) exp
(∑
i<j
xixj
√
λ
n
Yi,j − λ2nx
2
ix
2
j
)
= 1Zn(λ)dP
⊗n
0 (x)eHn(x) , (3.3)
where Zn(λ) is the appropriate normalization. e free energy is dened as
Fn(λ) =
1
n
E
[
log
∫
dP⊗n0 (x) eHn(x)
]
= 1
n
E logZn(λ).
We will rst compute the limit of the free energy Fn and then deduce the limit of MMSEn by an I-MMSE
(see Proposition 1.4) argument. We will express the limit of Fn using the following function
F : (λ, q) 7→ ψP0(λq)−
λ
4 q
2 = E log
(∫
dP0(x) exp
(√
λqZx+ λqxX − λ2 qx
2
))
− λ4 q
2, (3.4)
where Z ∼ N (0, 1) and X ∼ P0 are independent random variables. Recall that ψP0 denotes the free
energy of the scalar channel (1.5) and is studied by Proposition 1.5. e main result of this section is:
eorem 3.1 (Replica-Symmetric formula for the spiked Wigner model)
For all λ > 0,
Fn(λ) −−−→
n→∞ supq≥0
F(λ, q) . (3.5)
eorem 3.1 is proved in Section 3.4. For the case of Rademacher prior (P0 = 12δ−1 +
1
2δ+1), eorem 3.1
was proved in [24]. e expression (3.5) for general priors was conjectured by [44]. For discrete priors P0
for which the mapF(λ, ·) has not more than 3 stationary points, the statement of eorem 3.1 was proved
in [10]. e full version of eorem 3.1 as well as its multidimensional generalization (where X ∈ Rn×k,
k xed) was proved in [43].
e Replica-Symmetric formula allows us to compute the limit of the mutual information between the
signal X and the observations Y. Indeed, by using (1.3):
Corollary 3.1
lim
n→+∞
1
n
I(X; Y) = λEP0(X
2)2
4 − supq≥0 F(λ, q) .
We will now use eorem 3.1 to obtain the limit of the Minimum Mean Squared Error MMSEn by the
I-MMSE relation of Proposition 1.4. Let us dene
D = {λ > 0 | F(λ, ·) has a unique maximizer q∗(λ) } .
We start by computing the derivative of lim
n→∞Fn(λ) with respect to λ.
Proposition 3.1
D is equal to R∗+ minus some countable set and is precisely the set of λ > 0 at which the function
φ : λ 7→ supq≥0F(λ, q) is dierentiable. Moreover, for all λ ∈ D
φ′(λ) = q
∗(λ)2
4 .
Proof. Let λ > 0 and compute
∂
∂q
F(λ, q) = λψ′P0(λq)−
λq
2 ≤
λ
2
(
EP0 [X2]− q
)
,
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because ψP0 is 12EP0 [X2]-Lipschitz by Proposition 1.5. Consequently, the maximum ofF(λ, ·) is achieved
on [0,EP0 [X2]]. For all maximizer q∗ of F(λ, ·), the optimality condition gives q∗ = 2ψ′P0(λq∗). Conse-
quently, for all maximizer q∗
∂
∂λ
F(λ, q∗) = q∗ψ′P0(λq∗)−
λ(q∗)2
4 =
(q∗)2
4 .
Now, Proposition B.2 in Appendix B gives that the λ > 0 at which φ is dierentiable is exactly the λ > 0
for which {
∂
∂λ
F(λ, q∗) = 14(q
∗)2
∣∣∣∣ q∗ maximizer of F(λ, ·)}
is a singleton. ese λ are precisely the elements of D. Moreover, Proposition B.2 gives also that for all
λ ∈ D, φ′(λ) = q∗(λ)24 . is concludes the proof. 
We deduce then the limit of MMSEn:
Corollary 3.2
For all λ ∈ D,
MMSEn(λ) −−−→
n→∞ (EP0X
2)2 − q∗(λ)2 . (3.6)
Proof. By Proposition 1.4, (Fn)n≥1 is a sequence of dierentiable convex functions that converges point-
wise on R∗+ to φ. A standard lemma of convex analysis tells us that F ′n(λ) −−−→n→∞ φ
′(λ) for every λ > 0
at which φ is dierentiable, that is for all λ ∈ D. We conclude using the I-MMSE relation (1.4):
n− 1
4n
(
EP0 [X2]2 −MMSEn(λ)
)
= F ′n(λ) −−−→n→∞ φ
′(λ) = q
∗(λ)2
4 . (3.7)

Let us now dene the information-theoretic threshold
λc = inf
{
λ ∈ D
∣∣∣ q∗(λ) > (EP0X)2} . (3.8)
If the above set is empty, we dene λc = 0. By Corollary 3.2 we obtain that
• if λ > λc, then lim
n→∞MMSEn < DMSE: one can estimate the signal beer than a random guess.
• if λ < λc, then lim
n→∞MMSEn = DMSE: one can not estimate the signal beer than a random
guess.
us, there is no hope for reconstructing the signal below λc. Interestingly, if one denotes by Qλ the
distribution of Y given by (3.1), the work from [4] shows that for λ < λc one can not asymptotically
distinguish between Qλ and Q0: both distributions are contiguous.
3.2 Information-theoretic and algorithmic phase transitions
3.2.1 Approximate Message Passing (AMP) algorithms
Approximate Message Passing (AMP) algorithms, introduced in [30] for compressed sensing, have been
widely used to study the matrix factorization problem (4.1). Rigorous properties of AMP algorithms have
then be established in [13, 37]. In the context of low-rank matrix estimation an AMP algorithm has been
proposed by [62] for the rank-one case and then by [48] for nite-rank matrix estimation. For detailed
review and developments about matrix factorization with message-passing algorithms, see [46]. We will
not give a precise description of AMP here, we let the reader refer to [62, 25, 44, 54]. e only thing we
will need to know about the AMP algorithm is:
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ere exists an iterative polynomial-time algorithm algorithm called AMP that produces iterates x̂0, . . . , x̂t
such that for all t ≥ 0 we have almost-surely∣∣x̂t ·X∣∣ −−−→
n→∞ qt and
1
n
E
∥∥XXᵀ − x̂t(x̂t)ᵀ∥∥2 −−−→
n→∞ EP0 [X
2]2 − (qt)2 ,
where (qt)t≥0 is given by the recursion (called “state evolution”)
{
q0 = 0 ,
qt = 2ψ′P0(λqt−1) .
e sequence (qt)t≥0 converges therefore to a critical point of F(λ, ·) and in the case where qt −−−→
t→∞
q∗(λ), AMP achieves the MMSE. An important issue here is that q = 0 can be a xed point of the state
evolution (this is the case when EP0X = 0). In that case, AMP has a trivial performance. To remedy to is,
AMP can use spectral initialization techniques (see [54]) in order to initialize the state evolution recursion
with q0 =  > 0. Even in the case where it does not reach the maximizer of F(λ, ·), AMP (with spectral
initialization) is conjectured (see for instance [68, 6]) to be optimal among polynomial-time algorithms,
i.e.
MSEAMP = EP0 [X2]2 − lim
→0 limt→∞ q
2
t|q0= (3.9)
is conjectured to be the best Mean Squared Error achievable by any polynomial-time algorithm.
3.2.2 Examples of phase transitions
We give here some illustrations and interpretations of the results presented in the previous sections. Let
us rst study the case where P0 = N (0, 1) where the formulas (3.5) and (3.6) can be evaluated explicitly.
Indeed, as see at the end of Section 1.3, ψN (0,1)(q) = 12
(
q − log(1 + q)), we can then compute q∗(λ) =(
1− λ−1)+ which gives
lim
n→∞MMSEn(λ) =
{
0 if λ ≤ 1 ,
1
λ
(
2− 1λ
)
if λ ≥ 1 .
Comparing the limit above with the performance of (naive) PCA given by (3.2) we see that in the case
P0 = N (0, 1), PCA is information-theoretically optimal.
0.25 λc 1.0 1.5 λ
0.0
0.2
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Figure 3.1: Mean Squared Errors for the Spiked Wigner model with prior P0 given by (3.10)
with p = 0.05.
However, as we see on (3.2), the MSE of PCA only depends on the second moment of P0: naive
PCA is not able to exploit additional properties of the signal. We compare on Figure 3.1 the asymptotic
performance of the naive PCA (3.2) and the Approximate Message Passing (AMP) algorithm (3.9) to the
asymptotic Minimum Mean Squared Error for the prior
P0 = p δ√ 1−p
p
+ (1− p) δ−√ p1−p , (3.10)
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where p ∈ (0, 1). is is a two-points distribution with zero mean and unit variance. It is of particular
interest because it is related with the community detection problem in the (dense) Stochastic Block Model,
see [24, 43]. We see on Figure 3.1 that the MMSE is equal to 1 for λ below the information-theoretic
threshold λc ' 0.6. One can not asymptotically recover the signal beer than a random guess in this
region: we call this region the “impossible” phase. For λ > 1 we see that spectral methods and AMP
perform beer than random guessing. is region is therefore called the “easy” phase, because non-trivial
estimation is here possible using ecient algorithms. Notice also that AMP achieves the Minimum Mean
Squared Error for λ > 1, as proved in [54]. e region λc < λ < 1 is more intriguing. It is still possible to
build a non-trivial estimator (for instance by computing the posterior mean), but our two polynomial-time
algorithms fail. is region is thus denoted as the “hard” phase because it is conjectured here that only
exponential-time algorithms can provide non-trivial estimates.
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(a) “Easy” phase (λ = 1.01)
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(b) “Hard” phase (λ = 0.625)
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(c) “Impossible” phase (λ = 0.5)
Figure 3.2: Plots of q 7→ −F(λ, q) for dierent values of λ and P0 given by (3.10) with
p = 0.05.
ite surprisingly, one can guess in which phase (easy-hard-impossible) we are, simply by ploing
the “potential” q 7→ −F(λ, q). is is done in Figure 3.2. By Corollary 3.2 we know that the limit of the
MMSE is equal to 1− q∗(λ)2 where q∗(λ) is the minimizer of −F(λ, ·). us when −F(λ, ·) is minimal
at q = 0, we are in the impossible phase. However, when q∗(λ) > 0, the shape of −F(λ, ·) indicates
whether we are in the easy or hard phase. If the q = 0 is a local maximum, then we are in the easy phase,
whereas when it is a local minimum we are in a hard phase. −F(λ, ·) could be interpreted as a simplied
“free energy landscape”: the hard phase appears when the “informative” minimum q∗(λ) > 0 is separated
from the non-informative critical point q = 0 by a “free energy barrier” as in Figure 3.2 (b).
Figure 3.3: Phase diagram for the spiked Wigner model with prior (3.10).
e phase diagram from Figure 3.3 displays the three phases on the (p, λ)-plane. One observes that
the hard phase only appears when the prior is suciently asymmetric, i.e. for p < p∗ = 12 − 12√3 , as
computed in [10, 18]. For a more detailed analysis of the phase transitions in the spiked Wigner model,
see [46] where many other priors are considered.
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3.3 Low-rank symmetric tensor estimation
We consider in this section the tensor-analog of the spiked Wigner model (1), namely the spiked tensor
model introduced in [63]. Let p ≥ 2 and consider
Y =
√
λ
np−1
X⊗p + Z . (3.11)
More precisely one supposes to observe
Yi1,...,ip =
√
λ
np−1
Xi1 . . . Xip + Zi1,...,ip for 1 ≤ i1 < · · · < ip ≤ n, (3.12)
where X = (X1, . . . , Xn) i.i.d.∼ P0 and (Zi1,...,ip)i1<···<ip i.i.d.∼ N (0, 1) are independent. We dene the
Hamiltonian
Hn(x) =
∑
i1<···<ip
√
λ
np−1
Yi1,...,ip xi1 . . . xip −
λ
2np−1
(
xi1 . . . xip
)2
, (3.13)
for x = (x1, . . . , xn) ∈ Rn. e posterior distribution of X given Y reads then:
dP (X = x |Y) = 1ZndP0(x)e
Hn(x) , (3.14)
where Zn is the appropriate normalizing factor. e free energy is thus Fn(λ) = 1nE logZn . Again, we
will express the limit of Fn(λ) using the following “potential”:
F : (λ, q) 7→ ψP0
(
λ
qp−1
(p− 1)!
)
− p− 12p! λq
p , (3.15)
where ψP0 is the free energy of the scalar channel (1.5), dened by (1.6).
eorem 3.2 (Replica-Symmetric formula for the spiked tensor model)
Let P0 be a probability distribution over R, with nite second moment. en, for all λ > 0
Fn(λ) −−−→
n→∞ supq≥0
F(λ, q) . (3.16)
eorem 3.2 was proved in [47] by the same arguments used for eorem 3.1. By the I-MMSE relation (1.4)
we deduce from eorem 3.2 the limit of the Minimum Mean Squared Error:
MMSEn(λ) = inf
θ̂
 p!np ∑
i1<···<ip
(
Xi1 . . . Xip − θ̂(Y)i1...ip
)2 ,
where the inmum is taken over all measurable functions θ̂ of the observations Y.
Corollary 3.3
For almost every λ > 0, F(λ, ·) admits a unique maximizer q∗(λ) over R+ and
MMSEn(λ) −−−→
n→∞
(
EP0X2
)p − q∗(λ)p .
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e proof is exactly the same than for the matrix case, see the proof of Corollary 3.2.
e information-theoretic thresholdλc is the minimal value ofλ such that lim MMSEn < (EP0X2)p − EP0 [X]2p
(which is the performance achieved by random guess). We obtain thus the precise location of the information-
theoretic threshold:
λc = inf
{
λ > 0
∣∣∣ q∗(λ) > EP0 [X]2} .
For Rademacher prior P0 = 12δ+1 +
1
2δ−1, the value of λc was also shown (see [20]) to be the “detection
threshold”: for λ > λc, DTV(Q0, Qλ) −−−→
n→∞ 1, whereas for λ < λc, DTV(Q0, Qλ) −−−→n→∞ 0, where Qλ
denotes here the law of Y given by (3.12).
3.3.1 Large order limit
We will now make a simple analysis of the symmetric tensor estimation model (3.12) with Rademacher
prior P0 = 12δ+1 +
1
2δ−1 in the limit p → ∞. is large p scenario has been studied in [60], where the
detection problem is also investigated. For scaling and convenience we will suppose to observe
Yi1,...,ip =
√
λ
np−1
Xi1 . . . Xip + Zi1,...,ip , (3.17)
for all (i1, . . . , ip) ∈ {1, . . . , n}p. eZi1,...,ip are i.i.d. standard Gaussian, independent fromX1, . . . , Xn i.i.d.∼
1
2δ+1 +
1
2δ−1. Note that we suppose here to observe all the entries of the tensor Y, this correspond there-
fore to the observation model (3.12) with signal-to-noise ratio equal to λp!. We will denote by F (p)n (λ)
and MMSE(p)n (λ) the corresponding free energy and MMSE.
We will see that simple arguments (that does not require the knowledge of the exact formulas of
eorem 3.2 and Corollary 3.3 above) give that for large values of p we have
• if λ ≤ 2 log(2)−O(log(p)2/p2) then lim
n→∞MMSE
(p)
n (λ) = 1,
• if λ ≥ 2 log(2) then lim
n→∞MMSE
(p)
n (λ) = O(log(p)2/p2).
We start with the study of the free energy. For λ0 ∈ R we dene
fλ0(λ) =
{
0 if λ ≤ λ0 ,
1
2(λ− λ0) if λ ≥ λ0 .
Proposition 3.2
ere exists an increasing sequence (λ∼p )p≥2 such that λ∼2 = 1/2 and λ∼p = 2 log(2)−O(log(p)2/p2)
and for all p, n, λ ≥ 0
f2 log(2)(λ) ≤ F (p)n (λ) ≤ fλ∼p (λ) +
√
λ
n
+ log(2n+ 1)
n
.
Proof. We start with the lower bound. For all λ ≥ 0 we have F (p)n (λ) ≥ 0 and
F (p)n (λ) =
1
n
E log
∑
x∈{−1,1}n
1
2n exp
( ∑
i1,...,ip
√
λ
np−1
Yi1,...,ipxi1 . . . , xip −
λn
2
)
≥ 1
n
E log
 1
2n exp
( ∑
i1,...,ip
√
λ
np−1
Yi1,...,ipXi1 . . . , Xip −
λn
2
) = λ2 − log(2) .
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Let us now prove the upper-bound. For x ∈ {−1, 1}n let us write Z(x) = n−p/2 ∑
i1,...,ip
Zi1,...,ipxi1 . . . xip .
Using this notation, the Hamiltonian reads:
Hn(x) =
√
λnZ(x) + λn(x ·X)p − λn2 .
By Jensen’s inequality, we have
F (p)n (λ) ≤
1
n
E log
 ∑
x∈{−1,1}n
1
2nE
[
exp
(√
λnZ(x) + λn(x ·X)p − λn2
)∣∣∣∣X, Z(X)]
 .
For x(1),x(2) ∈ {−1, 1}n xed, the covariance between Z(x(1)) and Z(x(2)) is E[Z(x(1))Z(x(2))] =
(x(1) ·x(2))p. Consequently, for x ∈ {−1, 1}n the law of Z(x) conditionally on Z(X) isN ((x ·X)p, 1−
(x ·X)2p) and therefore
E
[
exp
(√
λnZ(x)
)∣∣∣X, Z(X)] = exp (√λn(x ·X)pZ(X) + λn2 (1− (x ·X)2p)
)
.
We obtain thus:
F (p)n (λ) ≤
1
n
E log
 ∑
x∈{−1,1}n
1
2n exp
(√
λn|Z(X)|+ λn2
(
2(x ·X)p − (x ·X)2p))

≤ 1
n
E log
 ∑
x∈{−1,1}n
1
2n exp
(λn
2
(
2(x ·X)p − (x ·X)2p))
+
√
λ
n
.
Now, for k ∈ {−n, . . . , n}, we have
#
{
x ∈ {−1, 1}n
∣∣∣∣∣
n∑
i=1
xiXi = k
}
≤ 2n exp (− n2 I(k/n)) ,
where I(t) = (1 + t) log(1 + t) + (1− t) log(1− t). is gives
F (p)n (λ) ≤
1
n
E log
 n∑
k=−n
exp
(n
2
(
2λ(k/n)p − λ(k/n)2p − I(k/n)))
+
√
λ
n
≤ 1
n
E log
(
(2n+ 1) exp
(n
2 maxt∈[0,1]
{
2λtp − λt2p − I(t)}))+
√
λ
n
= 12 maxt∈[0,1]
{
λ(2tp − t2p)− I(t)
}
+ log(2n+ 1)
n
+
√
λ
n
.
e function λ 7→ maxt∈[0,1]
{
λ(2tp − t2p)− I(t)} is continuous, 1-Lipschitz and equal to 0 for λ ≤ λ∼p
where
λ∼p = inf
t∈(0,1]
I(t)
2tp − t2p .
erefore, for λ ≥ λ∼p , maxt∈[0,1]
{
λ(2tp − t2p)− I(t)} ≤ λ− λ∼p .
It remains to show λ∼2 = 1/2 and 2 log(2) − O(log(p)2/p2) ≤ λ∼p ≤ 2 log(2). Let us start with the
case p = 2. e maximizer t of t 7→ λ(2t2 − t4)− I(t) veries
4λ(t− t3) = I ′(t) = log
(1 + t
1− t
)
= 2 artanh(t) .
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erefore t = tanh(2λ(t − t3)). For λ ≤ 1/2, this equation admits a unique solution t = 0, whereas of
λ > 1/2 it admits a second solution t′ > 0 and maxt∈[0,1] λ(2t2 − t4)− I(t) > 0. us λ∼2 = 1/2.
Let now p ≥ 3. Let tp be the largest minimizer of hp : t 7→ I(t)/(2tp − t2p) on (0, 1]. One have
tp ∈ (0, 1). For t ∈ (0, 1), h′p(t) has the same sign as
t(log(1 + t)− log(1− t))
I(t) −
2p(1− tp)
2− tp , (3.18)
which is decreasing in p. is gives that (tp)p≥3 is increasing and converges to 1, which is the only
possible limit because tp cancels (3.18). One has also tpp → 1. Dene up = 1 − tp. Since tpp → 1, one has
pup → 0. en tpp = exp(p log(1− up)) = 1− pup +O(pu2p). We get
− log(up) + o(1) = p log(2)
pup +O(u2pp)
1 + o(1) = log(2)p
2up + o(1) .
erefore
2 log(p) = log(2)p2up + log(p2up) + o(1) ∼ log(2)p2up .
We deduce that 1 − tp = up ∼ 2 log(p)log(2)p2 . We have then 2tpp − t2pp = 1 − p2u2p + o(p2u2p) and I(tp) =
2 log(2) +O(up) + up log(up). We conclude:
λ∼p = hp(tp) = 2 log(2)−O(log(p)2/p2) .
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Figure 3.4: Minimal Mean Squared Errors MMSE(p)n for tensor estimation (3.17) with
Rademacher prior, for p = 2, 3, 4, 6, as given by Corollary 3.3.
Using the I-MMSE relations (1.4) as usual, we deduce:
Corollary 3.4
If λ < λ∼p then
MMSE(p)n (λ) −−−→n→∞ 1 ,
while for λ > 2 log(2):
lim sup
n→∞
MMSE(p)n (λ) ≤
2 log(2)− λ∼p
λ− 2 log(2) =
O(log(p)2/p2)
λ− 2 log(2) .
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Proof. By the I-MMSE relation (1.4), we have MMSE(p)n (λ) = 1−2F (p)′n (λ). If λ < λ∼p then by convexity
and the fact that the free energy is non-decreasing:
0 ≤ F (p)′n (λ) ≤
F
(p)
n (λ∼p )− F (p)n (λ)
λ∼p − λ
−−−→
n→∞ 0 ,
by Proposition 3.2. is proves the result for λ < λ∼p . For λ > 2 log(2) again, by convexity and Proposi-
tion 3.2 we have
lim inf
n→∞ F
(p)′
n (λ) ≥ lim infn→∞
F
(p)
n (λ)− F (p)n (2 log(2))
λ− 2 log(2) ≥
f2 log(2)(λ)− fλ∼p (2 log(2))
λ− 2 log(2) =
1
2−
2 log(2)− λ∼p
2(λ− 2 log(2)) ,
which concludes the proof. 
e “abrupt” phase transition at λ = 2 log(2) that we see on Figure 3.4 reminds of the phase transition
for the “needle in a haystack” problem seen in Section 1.4. is is not surprising, and this has been known
for a long time in statistical physics: the Random Energy Model (which is the non-planted analog of the
needle in a haystack problem) can be seen as the p→∞ limit of the p-spin model (which corresponds to
the spiked tensor model (3.17)), see [22].
3.3.2 Hardness of low-rank tensor estimation
e brutal jump of the minimal mean squared error on Figure 3.4 and the fact that tensor estimation is
closed (for large orders) to the “needle in a haystack” problem of Section 1.4 seem to indicate that the low-
rank tensor estimation problem (3.11) for p ≥ 3 is computationally hard. e study of [63] supports this
picture and shows that unless the signal-to-noise ratio λ goes to innity with n, popular algorithms such
as power iteration, tensor unfolding or message passing fail to recover the signal X, when X is uniformly
distributed on the sphere of radius
√
n.
is suggests that we would be in a “hard regime” (where polynomial time algorithms can only achieve
trivial performance) for all (nite) values of the signal-to-noise ratio λ. e work [47] provides a more
optimistic vision that can be summarized as:
• If the distribution of the signal has zero mean (i.e. EP0X = 0) we are indeed in a hard phase for all
values of λ.
• However, if EP0X 6= 0 then polynomial-time algorithms (as AMP) can achieve a non-trivial per-
formance and can even be optimal if EP0X is not too small.
We will now give some intuition about these points. As we have seen in Section 3.2 the presence of a
“hard regime” is characterized by the fact that q = 0 is a local minimum of the potential q 7→ −F(λ, q).
We thus expand around q = 0
−F(λ, q) = − λq
p−1
2(p− 1)!EP0 [X]
2 + λ(p− 1)2p! q
p +O(q2(p−1)) ,
because ψP0(0) = 0 and ψ′P0 =
1
2EP0 [X]2. Consequently, if EP0X = 0 and p ≥ 3, then q = 0 is a local
minimum of −F(λ, ·) and we are in a “hard regime”. But if the prior P0 has a non-zero mean, then q = 0
is not a local minimum anymore and it is possible (with AMP for instance) to estimate the signal X with
ecient algorithms.
e plots of Figure 3.5 conrm this picture. On the rst plot (whereP0 = N (µ = 0, 1)) we observe that
the local minimum q = 0 is separated from the global minimum by a barrier, which indicates hardness (see
the discussion in Section 3.2.2). Since X = (X1, . . . , Xn) i.i.d.∼ N (0, 1) is up to a normalization uniformly
distributed on the sphere of radius
√
n this is coherent with the above mentioned results of [63]. On the
second plot, where the prior has a small mean µ = 0.15, the local minimum at q = 0 disappears and is
replaced by another local minimum at q0, close to 0. It is possible in this situation to achieve non-trivial
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Figure 3.5: Plots of q 7→ −F(λ, q) for p = 3, λ = 10 and P0 = N (µ, 1), for dierent values
of µ.
performance by ecient algorithms (as AMP), but it is again conjectured that there correlation with the
planted solution X will be at most equal to q0, which is quite small compared to the optimal overlap q∗(λ).
Polynomial-time algorithms can thus have non-trivial performance but are still far from optimal. On the
third and fourth plot, we see that for larger means, the local minimum around zero disappears completely.
It is now possible (using for instance AMP) to achieve the optimal performance in polynomial time.
3.4 Proof of the Replica-Symmetric formula (eorem 3.1)
We prove eorem 3.1 in this section, following [43]. We have to mention that other proofs of eorem 3.1
has appeared since then: see [11, 3].
Because of an approximation argument presented in Section 3.4.7 it suces to prove eorem 3.1 for
priors P0 with nite (and thus bounded) support S ⊂ [−K,K], for some K > 0. From now, we assume
to be in that case.
3.4.1 e lower bound: Guerra’s interpolation method
e following result comes from [42]. It adapts arguments from the study of the gauge symmetric p-spin
glass model of [40] to the inference model (3.1). It is based on Guerra’s interpolation technique for the
Sherrington-Kirkpatrick model, see [33]. We reproduce the proof for completeness.
Proposition 3.3
lim inf
n→∞ Fn(λ) ≥ supq≥0 F(λ, q) . (3.19)
Proof. Let q ≥ 0. For t ∈ [0, 1] we dene
Hn,t(x) =
∑
i<j
√
λt
n
Zi,jxixj+
λt
n
xixjXiXj− λt2nx
2
ix
2
j+
n∑
i=1
√
(1− t)λqZ ′ixi+(1−t)λqxiXi−
(1− t)λq
2 x
2
i .
Let 〈·〉n,t denote the Gibbs measure associated with the Hamiltonian Hn,t(x):
〈
f(x)
〉
n,t
=
∑
x∈Sn P
⊗n
0 (x)f(x)eHn,t(x)∑
x∈Sn P
⊗n
0 (x)eHn,t(x)
,
for any function f on Sn. e Gibbs measure 〈·〉n,t corresponds to the distribution of X given Y and Y′
in the following inference channel:Yi,j =
√
λt
nXiXj + Zi,j for 1 ≤ i < j ≤ n,
Y ′i =
√
(1− t)λqXi + Z ′i for 1 ≤ i ≤ n,
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where Xi
i.i.d.∼ P0 and Zi,j , Z ′i i.i.d.∼ N (0, 1) are independent random variables. We will therefore be able to
apply the Nishimori property (Proposition 1.3) to the Gibbs measure 〈·〉n,t. Let us dene
ψ : t ∈ [0, 1] 7→ 1
n
E log
∑
x∈Sn
P⊗n0 (x)eHn,t(x) .
We have ψ(1) = Fn(λ) and
ψ(0) = 1
n
E log
∑
x∈Sn
P⊗n0 (x) exp
(
n∑
i=1
√
λqZ ′ixi + λqxiXi −
λq
2 x
2
i
)
= 1
n
E log
n∏
i=1
∑
xi∈S
P0(xi) exp
(√
λqZ ′ixi + λqxiXi −
λq
2 x
2
i
)
= F(λ, q) + λq
2
4 .
ψ is continuous on [0, 1], dierentiable on (0, 1). For 0 < t < 1,
ψ′(t) = 1
n
E
〈∑
i<j
√
λ
2
√
nt
Zi,jxixj +
λ
n
xixjXiXj − λ2nx
2
ix
2
j −
n∑
i=1
√
λq
2
√
1− tZ
′
ixi − λqxiXi +
λq
2 x
2
i
〉
n,t
.
(3.20)
For 1 ≤ i < j ≤ n we have, by Gaussian integration by parts and by the Nishimori property
E
[
Zi,j
〈 √λ
2
√
nt
xixj
〉
n,t
]
= λ2n
(
E〈x2ix2j 〉n,t − E〈xixj〉2n,t
)
= λ2n
(
E〈x2ix2j 〉n,t − E〈x(1)i x(1)j x(2)i x(2)j 〉n,t
)
= λ2n
(
E〈x2ix2j 〉n,t − E〈xixjXiXj〉n,t
)
.
Similarly, we have for 1 ≤ i ≤ n
E
〈 √
λq
2
√
1− tZ
′
ixi
〉
n,t
= λq2
(
E〈x2i 〉n,t − E〈xiXi〉n,t
)
.
erefore (3.20) simplies
ψ′(t) = 1
n
E
〈∑
i<j
λ
2nxixjXiXj −
n∑
i=1
λq
2 xiXi
〉
n,t
= λ4E
〈
(x ·X)2 − 2q x ·X
〉
n,t
+ on(1)
= λ4E
〈
(x ·X− q)2
〉
n,t
− λq
2
4 + on(1) ≥ −
λq2
4 + on(1) , (3.21)
where on(1) denotes a quantity that goes to 0 uniformly in t ∈ (0, 1). en
Fn(λ)−F(λ, q)− λ4 q
2 = ψ(1)− ψ(0) =
∫ 1
0
ψ′(t)dt ≥ −λ4 q
2 + on(1) .
us lim inf
n→∞ Fn(λ) ≥ F(λ, q), for all q ≥ 0. 
3.4.2 Adding a small perturbation
It remains to prove the converse bound of (3.19). For this purpose, we will need that the overlap x · X
concentrates around its mean. To obtain such a result, we follow the ideas of Section 2.1 that states
that giving a small amount of side information to the statistician forces the overlap to concentrate, while
keeping the free energy almost unchanged.
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Let us x  ∈ [0, 1], and suppose we have access to the additional information, for 1 ≤ i ≤ n
Y ′i =
{
Xi if Li = 1,
∗ if Li = 0,
(3.22)
where Li
i.i.d.∼ Ber() and ∗ is a value that does not belong to S. Recall the free energy that corresponds to
this perturbed inference channel is
Fn, =
1
n
E
[
log
∑
x∈Sn
P⊗n0 (x) exp(Hn(x¯))
]
,
where
x¯ = (x¯1, . . . , x¯n) = (L1X1 + (1− L1)x1, . . . , LnXn + (1− Ln)xn) . (3.23)
From now we suppose 0 ∈ (0, 1] to be xed and consider  ∈ [0, 0]. We will compute the limit of Fn,
as n→∞ and then let → 0 to deduce the limit of Fn, because by Proposition 2.1
|Fn, − Fn| ≤ H(P0) .
3.4.3 Aizenman-Sims-Starr scheme
e Aizenman-Sims-Starr scheme was introduced in [1] in the context of the SK model. is is what
physicists call a “cavity computation”: one compare the system with n+ 1 variables to the system with n
variables and see what happen to the (n+ 1)th variable we add.
With the convention F0, = 0, we have Fn, = 1n
n−1∑
k=0
A
(0)
k, where
A
(0)
k, = (k + 1)Fk+1, − kFk, = E[log(Zk+1,)]− E[log(Zk,)] .
We recall that Zn, = ∑x∈Sn P⊗n0 (x)eHn(x¯) where the notation x¯ is dened by equation (3.23). Conse-
quently
lim sup
n→∞
∫ 0
0
d Fn, ≤ lim sup
n→∞
∫ 0
0
dA(0)n, . (3.24)
We now compare Hn+1 with Hn. Let x ∈ Sn and σ ∈ S. σ plays the role of the (n + 1)th variable. We
decompose Hn+1(x, σ) = H ′n(x) + σz0(x) + σ2s0(x), where
H ′n(x) =
∑
1≤i<j≤n
√
λ
n+ 1Zi,jxixj +
λ
n+ 1XiXjxixj −
λ
2(n+ 1)x
2
ix
2
j ,
z0(x) =
n∑
i=1
√
λ
n+ 1Zi,n+1xi +
λ
n+ 1XiXn+1xi ,
s0(x) = − λ2(n+ 1)
n∑
i=1
x2i .
Let (Z˜i,j)1≤i<j≤n be independent, standard Gaussian random variables, independent of all other random
variables. We have then Hn(x) = H ′n(x) + y0(x) in law, where
y0(x) =
∑
1≤i<j≤n
√
λ√
n(n+ 1)
Z˜i,jxixj +
λ
n(n+ 1)XiXjxixj −
λ
2(n+ 1)nx
2
ix
2
j .
We dene the Gibbs measure 〈·〉n, by
〈f(x)〉n, = 1Zn,
∑
x∈Sn
P0(x)f(x¯) exp(H ′n(x¯)) , (3.25)
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for any function f on Sn. Let us dene σ¯ = (1 − Ln+1)σ + Ln+1Xn+1. We can rewrite Zn+1, =∑
x∈Sn P
⊗n
0 (x)eH
′
n(x¯)
(∑
σ∈S P0(σ) exp(σ¯z0(x¯) + σ¯2s0(x¯))
)
. us
A(0)n, = E log
〈∑
σ∈S
P0(σ) exp
(
σ¯z0(x) + σ¯2s0(x)
)〉
n,
− E log
〈
exp(y0(x))
〉
n,
.
In the sequel, it will be more convenient to use “simplied” versions of z0, s0 and y0 in order to obtain
“nice expressions”. We dene
z(x) =
n∑
i=1
√
λ
n
Zi,n+1xi +
λ
n
XiXn+1xi =
√
λ
n
n∑
i=1
xiZi,n+1 + λ(x ·X)Xn+1 ,
s(x) = − λ2n
n∑
i=1
x2i = −
λ
2 x · x ,
y(x) =
√
λ√
2n
n∑
i=1
Z ′′i x
2
i +
λ
2n2
n∑
i=1
(
x2iX
2
i −
x4i
2
)
+
√
λ
n
∑
1≤i<j≤n
xixj
(
Z˜i,j +
√
λ
n
XiXj
)
− λ2n2x
2
ix
2
j
=
√
λ√
2n
n∑
i=1
Z ′′i x
2
i +
√
λ
n
∑
1≤i<j≤n
xixjZ˜i,j +
λ
2
(
(x ·X)2 − 12(x · x)
2
)
,
where Z ′′i
i.i.d.∼ N (0, 1) independently of any other random variables. Dene now
An, = E log
〈∑
σ∈S
P0(σ) exp(σ¯z(x) + σ¯2s(x))
〉
n,
− E log 〈exp(y(x))〉n, .
Using Gaussian interpolation techniques, it is not dicult to show that
∫ 0
0 d (An, − A(0)n,) −−−→n→∞ 0
because the modications made in z0, s0 and y0 are of negligible order. Using (3.24) we conclude
lim sup
n→∞
∫ 0
0
d Fn, ≤ lim sup
n→∞
∫ 0
0
dAn, . (3.26)
3.4.4 Overlap concentration
Proposition 2.2 implies that the overlap between two replicas, i.e. two independent samples x(1) and x(2)
from the Gibbs distribution 〈·〉n,, concentrates. Let us dene the random variables
Q =
〈 1
n
n∑
i=1
x
(1)
i x
(2)
i
〉
n,
and bi = 〈xi〉n, .
Notice that Q = 1n
∑
i b
2
i ≥ 0. By Proposition 2.2 we know that∫ 0
0
dE
〈
(x(1) · x(2) −Q)2
〉
n,
−−−→
n→∞ 0 . (3.27)
us, using the Nishimori property (Proposition 1.3) we deduce:∫ 0
0
dE
〈
(x ·X−Q)2
〉
n,
−−−→
n→∞ 0 and
∫ 0
0
dE
〈
(x · b−Q)2
〉
n,
−−−→
n→∞ 0 . (3.28)
3.4.5 e main estimate
Let us denote, for  ∈ [0, 1],
F : (λ, q) 7→ −λ4 q
2 + (EP0X2)
λq
2 + (1− )E
[
log
∑
x∈S
P0(x) exp
(√
λqZx+ λqxX − λ2 qx
2
)]
where the expectation E is taken with respect to the independent random variables X ∼ P0 and Z ∼
N (0, 1). e following proposition is one of the key steps of the proof.
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Proposition 3.4
For all 0 ∈ [0, 1], ∫ 0
0
d (An, − E[F(λ,Q)]) −−−→
n→∞ 0 .
e proof of Proposition 3.4 is reported to Section 3.4.6. We deduce here eorem 3.1 from Proposi-
tion 3.4 and the results of the previous sections. Because of Proposition 3.3, we only have to show that
lim sup
n→∞
Fn ≤ sup
q≥0
F(λ, q).
By Proposition 2.1 we have
0Fn ≤
∫ 0
0
dFn, +
1
2H(P0)
2
0 .
erefore by equation (3.26) and Proposition 3.4
0 lim sup
n→∞
Fn ≤ lim sup
n→∞
∫ 0
0
dAn, +
1
2H(P0)
2
0 ≤ lim sup
n→∞
∫ 0
0
dEF(λ,Q) + 12H(P0)
2
0 . (3.29)
It remains then to show that lim sup
n→∞
∫
dEF(λ,Q) ≤ 0 sup
q≥0
F(λ, q) +O(20). We have for  ∈ [0, 1],
sup
q∈[0,K2]
|F(λ, q)−F(λ, q)| ≤  sup
q∈[0,K2]
{
λq
2 EP0 [X
2] +
∣∣∣E log ∑
x∈S
P0(x) exp(
√
λqZx+ λqxX − λ2 qx
2)
∣∣∣}
≤ C ,
for some constant C that only depends on λ and P0. Noticing that Q ∈ [0,K2] a.s., we have then
|EF(λ,Q)− EF(λ,Q)| ≤ C0, for all  ∈ [0, 0] and therefore∫ 0
0
dEF(λ,Q) ≤ 0 sup
q≥0
F(λ, q) + 12C
2
0 .
Combined with (3.29), this implies lim sup
n→∞
Fn ≤ sup
q≥0
F(λ, q) + 12H(P0)0 + 12C0, for all 0 ∈ (0, 1].
eorem 3.1 is proved.
3.4.6 Proof of Proposition 3.4
In this section, we prove Proposition 3.4 which is a consequence of Lemmas 3.1 and 3.2 below. In order to
lighten the formulas, we will use the following notations
X ′ = Xn+1 and Z ′i = Zi,n+1.
Recall
An, = E log
〈∑
σ∈S
P0(σ) exp(σ¯z(x) + σ¯2s(x))
〉
n,
− E log 〈 exp(y(x))〉
n,
, (3.30)
where for σ ∈ S, σ¯ = (1 − Ln+1)σ + Ln+1X ′. e computations here are closely related to the cavity
computations in the SK model, see for instance [64].
Lemma 3.1
∫ 0
0
d
∣∣∣E log 〈∑
σ∈S
P0(σ) exp(σ¯z(x) + σ¯2s(x))
〉
n,
−
(
(EP0X2)E
λQ
2 + (1− )E log
∑
σ∈S
P0(σ) exp
(√
λQσZ0 + λQσX ′ − λσ
2
2 Q
))∣∣∣ −−−→
n→∞ 0 ,
where Z0 ∼ N (0, 1) is independent of all other random variables.
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Lemma 3.2 ∫ 0
0
d
∣∣∣∣E log 〈exp(y(x))〉n, − λ4EQ2
∣∣∣∣ −−−→n→∞ 0 .
We will only prove Lemma 3.1 here since Lemma 3.2 follows from the same kind of arguments (the
complete proof can be found in [43]). e remaining of the section is thus devoted to the proof of
Lemma 3.1.
Let us write f(z, s) = ∑
σ∈S
P0(σ)eσ¯z+σ¯
2s and we dene:
U =
〈
f(z(x), s(x))
〉
n,
,
V =
∑
σ∈S
P0(σ) exp
σ¯
√
λ
n
n∑
i=1
biZ
′
i + λQX ′σ¯ −
λQ
2 σ¯
2
 .
Lemma 3.3 ∫ 0
0
dE
[
(U − V )2
]
−−−→
n→∞ 0 .
Proof. It suces to show that
∫
d |EU2 − EV 2| −−−→
n→∞ 0 and
∫
d |EUV − EV 2| −−−→
n→∞ 0.
Let EZ′ denote the expectation with respect to Z′ = (Zi,n+1)1≤i≤n only. Compute
EZ′V 2 = EZ′
∑
σ1,σ2∈S
P0(σ1, σ2) exp
(
(σ¯1 + σ¯2)
√
λ
n
n∑
i=1
biZ
′
i + λQX ′(σ¯1 + σ¯2)−
λQ
2 (σ¯
2
1 + σ¯22)
)
=
∑
σ1,σ2∈S
P0(σ1, σ2) exp
(
(σ¯1 + σ¯2)2
λ
2Q+ λQX
′(σ¯1 + σ¯2)− λQ2 (σ¯
2
1 + σ¯22)
)
=
∑
σ1,σ2∈S
P0(σ1, σ2) exp
(
σ¯1σ¯2λQ+ λQX ′(σ¯1 + σ¯2)
)
(3.31)
where we write for i = 1, 2, σ¯i = (1− Ln+1)σi + Ln+1X ′, as before.
Let us show that
∫
d |EU2 − EV 2| −−−→
n→∞ 0.
EZ′U2 = EZ′
〈
f(z(x), s(x))
〉2
n,
= EZ′
〈
f(z(x(1)), s(x(1)))f(z(x(2)), s(x(2)))
〉
n,
(x(1) and x(2) are indep. samples from 〈·〉n,)
=
〈
EZ′f(z(x(1)), s(x(1)))f(z(x(2)), s(x(2)))
〉
n,
=
〈 ∑
σ1,σ2∈S
P0(σ1, σ2)EZ′ exp
(
σ¯1z(x(1)) + σ¯21s(x(1)) + σ¯2z(x(2)) + σ¯22s(x(2))
)〉
n,
.
e next lemma follows from the simple fact that for N ∼ N (0, 1) and t ∈ R, EetN = exp( t22 ).
Lemma 3.4
Let x(1),x(2) ∈ Sn and σ1, σ2 ∈ S be xed. en
EZ′ exp
σ1
√
λ
n
n∑
i=1
x
(1)
i Z
′
i + σ2
√
λ
n
n∑
i=1
x
(2)
i Z
′
i
= exp(λσ1σ2 x(1) · x(2) + λσ212n ‖x(1)‖2 + λσ
2
2
2n ‖x
(2)‖2
)
.
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us, for all x(1),x(2)∈Sn and σ1, σ2∈S
EZ′eσ¯1z(x
(1))+σ¯21s(x(1))+σ¯2z(x(2))+σ¯22s(x(2)) = eλσ¯1σ¯2x(1)·x(2)+λX′(σ¯1(x(1)·X)+σ¯2(x(2)·X)) ,
where we used the fact that s(x)=− λ2n‖x‖2 for all x∈Sn. We have therefore
EZ′U2 =
〈 ∑
σ1,σ2∈S
P0(σ1, σ2) exp
(
λσ¯1σ¯2x(1) · x(2) + λX ′
(
σ¯1(x(1) ·X) + σ¯2(x(2) ·X)
))〉
n,
.
Dene
g : (s, r1, r2) ∈ [−K2,K2]3 7→
∑
σ1,σ2∈S
P0(σ1, σ2) exp
(
λσ¯1σ¯2s+ λX ′(σ¯1r1 + σ¯2r2)
)
.
We have EZ′U2 =
〈
g(x(1) · x(2),x(1) ·X,x(2) ·X)〉
n,
and by (3.31), EZ′V 2 = g(Q,Q,Q).
Lemma 3.5
ere exists a constantM that only depends on λ andK , such that g is almost surelyM -Lipschitz.
Proof. g is a random function that depends only on the random variables X ′ and Ln+1 (because of σ¯1
and σ¯2). g is C1 on the compact [−K2,K2]3. An easy computation show that
∀(s, r1, r2) ∈ [−K2,K2]3, ‖∇g(s, r1, r2)‖ ≤ 3λK4 exp(3λK4).
g is thus M -Lipschitz with M = 3λK4 exp(3λK4). 
Using Lemma 3.5 we obtain〈
|g(x(1) · x(2),x(1) ·X,x(2) ·X)− g(Q,Q,Q)|
〉
n,
≤M
〈√
(x(1) · x(2) −Q)2 + (x(1) ·X−Q)2 + (x(2) ·X−Q)2
〉
n,
.
We recall equation (3.31) to notice that g(Q,Q,Q) = EZ′V 2. us, using (3.27) and (3.28)∫ 0
0
dE|EZ′U2 − EZ′V 2| ≤M
∫ 0
0
dE
〈√
(x(1) · x(2) −Q)2 + (x(1) ·X−Q)2 + (x(2) ·X−Q)2
〉
n,
,
and the right-hand side goes to 0 by (3.27-3.28).
Showing that
∫
d |EUV −EV 2| −−−→
n→∞ 0 goes exactly the same way. We thus omit this part here for
the sake of brevity, but the reader can refer to [43] where all details are presented. 
Using the fact that | logU − log V | ≤ max(U−1, V −1)|U − V | and the Cauchy-Schwarz inequality,
we have
E| logU − log V | ≤
√
EU−2 + EV −2
√
E(U − V )2 .
Lemma 3.6
ere exists a constant C that depends only on λ andK such that
EU−2 + EV −2 ≤ C .
Proof. Using Jensen inequality, we have U ≥ f(〈z(x)〉n,, 〈s(x)〉n,). en
U−2 ≤ f(〈z(x)〉n,, 〈s(x)〉n,)−2 ≤∑
σ∈S
P0(σ) exp
(− 2σ¯〈z(x)〉n, − 2σ¯2〈s(x)〉n,) .
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It remains to bound E exp(−2σ¯〈z(x)〉n, − 2σ¯2〈s(x)〉n,). P0 has a bounded support, therefore
E exp
(−2σ¯〈z(x)〉n,−2σ¯2〈s(x)〉n,) ≤ C0E exp
−2σ¯ n∑
i=1
√
λ
n
〈xi〉n,Z ′i
 = C0E exp(2λQσ¯2) ≤ C1 ,
for some constant C0, C1 depending only on λ and K . Similar arguments show that EV −2 is upper-
bounded by a constant. 
Using the previous lemma we obtain
∫
dE| logU − log V | −−−→
n→∞ 0. We now compute E log V explicitly.
Lemma 3.7
E log V = (EP0X2)E
λQ
2 + (1− )E log
∑
σ∈S
P0(σ) exp
σ
√
λ
n
n∑
i=1
biZ
′
i + λQσX ′ −
λσ2
2 Q
 .
Proof. It suces to distinguish the cases Ln+1 =0 and Ln+1 =1. If Ln+1 =1 then for all σ ∈ S, σ¯ = X ′
and
log V = log
exp (X ′
√
λ
n
n∑
i=1
biZ
′
i + λQX ′2 −
λX ′2
2 Q
) = X ′
√
λ
n
n∑
i=1
biZ
′
i +
λX ′2
2 Q .
Ln+1 is independent of all other random variables, thus
E
[
1(Ln+1 = 1) log V
]
= (EP0X2)
λ
2EQ ,
because the Z ′i are centered, independent from X ′ and because X ′ is independent from Q. e case
Ln+1 = 0 is obvious. 
e variables (bi)1≤i≤n and (Z ′i)1≤i≤n are independent. Recall that Q = 1n
n∑
i=1
b2i . erefore,(
Q,
1√
n
n∑
i=1
biZ
′
i
)
=
(
Q,
√
QZ0
)
in law,
where Z0 ∼ N (0, 1) is independent of all other random variables. e expression of E log V from
Lemma 3.7 simplies
E log V = (EP0X2)E
λQ
2 + (1− )E log
∑
σ∈S
P0(σ) exp
(√
λQσZ0 + λQσX ′ − λσ
2
2 Q
)
,
thus∫ 0
0
d
∣∣∣E logU−((EP0X2)EλQ2 +(1−)E log ∑
σ∈S
P0(σ) exp
(√
λQσZ0+λQσX ′−λσ
2
2 Q
))∣∣∣ −−−→
n→∞ 0 ,
which is precisely the statement of Lemma 3.1.
3.4.7 Reduction to distribution with nite support
We will show in this section that it suces to prove eorems 3.1 for input distribution P0 with nite
support.
Suppose the eorem 3.1 holds for all prior distributions over R with nite support. Let P0 be a
probability distribution that admits a nite second moment: EP0X2 < ∞. We are going to approach P0
with distributions with nite supports.
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Let 0 <  ≤ 1. Let K > 0 such that P0([−K,K]) > 1− 2. Let m ∈ N∗ such that Km ≤ . For x ∈ R we
will use the notation
x¯ =

K
m
⌊
xm
K
⌋
if x ∈ [−K,K] ,
0 otherwise.
Consequently if x ∈ [−K,K], x¯ ≤ x < x¯+Km ≤ x¯+. We dene P¯0 the image distribution of P0 through
the application x 7→ x¯. Let n ≥ 1. We will note F¯n the free energy corresponding to the distribution P¯0
and F¯ the function F from (3.4) corresponding to the distribution P¯0. P¯0 has a nite support, we have
then by assumptions
F¯n(λ) −−−→
n→∞ supq≥0
F¯(λ, q) . (3.32)
By construction, there exists a constant C that only depend on P0 such that
E
∥∥(XiXj)i<j − (X¯iX¯j)i<j∥∥2 ≤ C2 .
Consequently, by “pseudo-Lipschitz” continuity of the free energy with respect to the Wasserstein metric
(see Proposition A.1 in Appendix A.4) there exist a constant C > 0 depending only on P0, such that, for
all n ≥ 1 and all λ ≥ 0,
|Fn(λ)− F¯n(λ)| ≤ λC . (3.33)
Lemma 3.8
ere exists a constant C ′ > 0 that depends only on P0, such that∣∣∣ sup
q≥0
F(λ, q)− sup
q≥0
F¯(λ, q)
∣∣∣ ≤ λC ′ .
Proof. First notice that both suprema are achieved over a common compact set [0,EP0 [X2+X¯2]]. Indeed,
for q ≥ 0,
∂
∂q
F(λ, q) = λψ′P0(λq)−
λq
2 ≤
λ
2
(
EP0 [X2]− q
)
because ψP0 is 12EP0 [X2]-Lipschitz by Proposition 1.5. Consequently, the maximum ofF(λ, ·) is achieved
on [0,EP0 [X2]] and similarly the supremum of F¯(λ, ·) is achieved over [0,EP0 [X¯2]]. Using Proposi-
tion A.1 in Appendix A.4, we obtain that there exists a constant C ′ depending only on P0 such that
∀q ∈ [0,EP0 [X2 + X¯2]], |F(λ, q)− F¯(λ, q)| ≤ λC ′. e lemma follows. 
Combining Equation 3.32 and 3.33 and Lemma 3.8, we obtain that there exists n0 ≥ 1 such that for all
n ≥ n0,
|Fn − sup
q≥0
F(λ, q)| ≤ λ(C + C ′ + 1) ,
where C and C ′ are two constants that only depend on P0. is proves eorem 3.1.
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Chapter 4
Non-symmetric low-rank matrix
estimation
We consider now the spiked Wishart model (2). Let PU and PV be two probability distributions onRwith
nite second moment. We assume that VarPU (U),VarPV (V ) > 0. Let n,m ≥ 1, λ > 0 and consider
U = (U1, . . . , Un) i.i.d.∼ PU and V = (V1, . . . , Vm) i.i.d.∼ PV , independent from each other. Suppose that we
observe
Yi,j =
√
λ
n
UiVj + Zi,j , for 1 ≤ i ≤ n and 1 ≤ j ≤ m, (4.1)
where (Zi,j)i,j are i.i.d. standard normal random variables, independent from U and V. In the following,
E will denote the expectation with respect to the variables (U,V) and Z. We dene the Minimum Mean
Squared Error (MMSE) for the estimation of the matrix UVᵀ given the observation of the matrix Y:
MMSEn(λ) = min
θ̂
 1nm
n∑
i=1
m∑
j=1
E
[(
UiVj − θ̂i,j(Y)
)2] = 1nm
n∑
i=1
m∑
j=1
E
[
(UiVj − E [UiVj |Y])2
]
,
where the minimum is taken over all estimators θ̂ (i.e. measurable functions of the observations Y). In
order to get an upper bound on the MMSE, let us consider the “dummy estimator” θ̂i,j = E[UiVj ] for all
i, j which achieves a “dummy” matrix Mean Squared Error of:
DMSE = 1
nm
n∑
i=1
m∑
j=1
E
[
(UiVj − E[UiVj ])2
]
= E[U2]E[V 2]− (EU)2(EV )2 .
4.1 Information-theoretic limits
We dene the Hamiltonian
Hn(u,v) =
∑
n,m
√
λ
n
uivjZi,j +
λ
n
uiUivjVj − λ2nu
2
i v
2
j , for (u,v) ∈ Rn × Rm. (4.2)
e posterior distribution of (U,V) given Y is then
dP
(
u,v
∣∣Y) = 1Zn(λ)eHn(u,v)dP⊗nU (u)dP⊗mV (v), (4.3)
where Zn(λ) =
∫
eHn(u,v)dP⊗nU (u)dP
⊗m
V (v) is the appropriate normalization. e corresponding free
energy is
Fn(λ) =
1
n
E logZn(λ) = 1
n
E log
(∫
eHn(u,v)dP⊗nU (u)dP
⊗m
V (v)
)
.
We consider here the high-dimensional limit where n,m → ∞, while m/n → α > 0. We will be
interested in the following xed point equations, sometimes called “state evolution equations”.
34
Denition 4.1
We dene the set Γ(λ, α) as
Γ(λ, α) =
{
(qu, qv) ∈ R2+
∣∣ qu = 2ψ′PU (λαqv) and qv = 2ψ′PV (λqu)} . (4.4)
First notice that Γ(λ, α) is not empty. e function f : (qu, qv) 7→ (2ψ′PU (λαqv), 2ψ′PV (λqu)) is
continuous from the convex compact set [0,EU2] × [0,EV 2] into itself (see Proposition 1.5). Brouwer’s
eorem gives the existence of a xed point of f : Γ(λ, α) 6= ∅.
We will express the limit of Fn using the following function
F : (λ, α, qu, qv) 7→ ψPU (λαqv) + αψPV (λqu)−
λα
2 quqv . (4.5)
Recall that ψPU and ψPV , dened by (1.6), are the free energies of additive Gaussian scalar channels (1.5)
with priors PU and PV . e Replica-Symmetric formula states that the free energy Fn converges to the
supremum of F over Γ(λ, α).
eorem 4.1 (Replica-Symmetric formula for the spiked Wishart model)
Fn(λ) −−−→
n→∞ sup(qu,qv)∈Γ(λ,α)
F(λ, α, qu, qv) = sup
qu≥0
inf
qv≥0
F(λ, α, qu, qv) . (4.6)
Moreover, these extrema are achieved over the same couples (qu, qv) ∈ Γ(λ, α).
is result from [51] proves a conjecture from [44], in particularF corresponds to the “Bethe free energy”
([44], Equation 47). eorem 4.1 is proved in Section 4.3. For the rank-k case (where PU and PV are
probability distributions over Rk), see [51]. As before, the Replica-Symmetric formula (eorem 3.1)
allows also to compute the limit of the MMSE.
Proposition 4.1 (Limit of the MMSE)
Let
Dα =
{
λ > 0
∣∣∣ F(λ, α, ·, ·) has a unique maximizer (q∗u(λ, α), q∗v(λ, α)) over Γ(λ, α)}.
en Dα is equal to (0,+∞) minus a countable set and for all λ ∈ Dα (and thus almost every λ > 0)
MMSEn(λ) −−−→
n→∞ E[U
2]E[V 2]− q∗u(λ, α)q∗v(λ, α) . (4.7)
Again, this was conjectured in [44]: the performance of the Bayes-optimal estimator (i.e. the MMSE)
corresponds to the xed point of the state-evolution equations (4.4) which has the greatest Bethe free en-
ergy F . Proposition 4.1 follows from the same kind of arguments than Corollary 3.2 so we omit its proof
for the sake of brevity.
Proposition 4.1 allows to locate the information-theoretic threshold for our matrix estimation problem.
Let us dene
λc(α) = inf
{
λ ∈ Dα | q∗u(λ, α)q∗v(λ, α) > (EU)2(EV )2
}
. (4.8)
If the set of the le-hand side is empty, one dene λc(α) = 0. Proposition 4.1 gives that λc(α) is the
information-theoretic threshold for the estimation of UVᵀ given Y:
• If λ < λc(α), then MMSEn(λ) −−−→
n→∞ DMSE. It is not possible to reconstruct the signal UV
ᵀ
beer than a “dummy” estimator.
• If λ > λc(α), then lim
n→∞MMSEn(λ) < DMSE. It is possible to reconstruct the signal UV
ᵀ beer
than a “dummy” estimator.
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4.2 Application to the spiked covariance model
Proposition 4.1 gives us the limit of the MMSE for the estimation of the matrix UVᵀ, but does not gives
us the minimal error for the estimation of U or V only. As we will see below in the case of the spiked
covariance model, one can be interested in estimating UUᵀ or VVᵀ, only. Let us dene:
MMSE(u)n (λ) =
1
n2
E
[ ∑
1≤i,j≤n
(
UiUj − E[UiUj |Y]
)2]
,
MMSE(v)n (λ) =
1
m2
E
[ ∑
1≤i,j≤m
(
ViVj − E[ViVj |Y]
)2]
.
eorem 4.2
For all α > 0 and all λ ∈ Dα
MMSE(u)n (λ) −−−→n→∞ EPU [U
2]2 − q∗u(λ, α)2 and MMSE(v)n (λ) −−−→n→∞ EPV [V
2]2 − q∗v(λ, α)2 .
eorem 4.2 is proved in Section 4.4. Let us consider now the so-called spiked covariance model. Let
U = (U1, . . . , Un) i.i.d.∼ PU , where PU is a distribution over R with nite second moment. Dene the
“spiked covariance matrix”
Σ = In +
λ
n
UUᵀ , (4.9)
and suppose that we observe Y1, . . . ,Ym i.i.d.∼ N (0,Σ). Given the matrix Y = (Y1| · · · |Ym), one would
like to estimate the “spike” UUᵀ. We deduce from eorem 4.2 above the minimal mean squared error
for this task, in the asymptotic regime where n,m→ +∞ and m/n→ α > 0.
Corollary 4.1
For all α > 0, the function
q 7→
{
ψPU (λαq) +
α
2
(
q + log(1− q))}
admits for almost all λ > 0 a unique maximizer q∗(λ, α) on [0, 1) and
MMSE(u)n (λ) =
1
n2
E
[∥∥UUᵀ − E[UUᵀ|Y]∥∥2] −−−→
n→∞ EPU [U
2]2 −
(
q∗(λ, α)
λ(1− q∗(λ, α))
)2
.
Proof. ere exists independent Gaussian random variables V = (V1, . . . , Vm) i.i.d.∼ N (0, 1) and Zi,j i.i.d.∼
N (0, 1), independent from U such that
Y = (Y1| · · · |Ym) =
√
λ
n
UVᵀ + Z .
erefore, the limit of the MMSE for the estimation of UUᵀ is given by eorem 4.2 above. It remains
only to evaluate the formulas of eorems 4.1 and 4.2 in the case PV = N (0, 1). As computed at the end
of Section 1.3, ψN (0,1)(q) = 12(q − log(1 + q)). us, the limit of the free energy (4.6) becomes:
sup
qv∈[0,1)
{
ψPU (λαqv) +
α
2
(
qv + log(1− qv)
)}
.
By eorem 4.2 for all α > 0 and almost all λ > 0 this supremum admits a unique maximizer q∗v(λ, α)
and MMSE(u)n (λ)→ EPU [U2]2 − q∗u(λ, α)2 where q∗u veries
q∗v(λ, α) = 2ψ′N (0,1)(λq∗u(λ, α)) =
λq∗u(λ, α)
1 + λq∗u(λ, α)
.
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We deduce from the equation above that q∗u(λ, α) =
q∗v(λ,α)
λ(1−q∗v(λ,α)) , which concludes the proof. 
We will now compare the MMSE given by Corollary 4.1 of the mean squared errors achieved by PCA
and Approximate Message Passing (AMP). We consider a case where the signal is sparse:
PU = sN (0, 1/s) + (1− s)δ0 , (4.10)
for some s ∈ (0, 1], so that EPU [U2] = 1.
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Figure 4.1: Mean Squared Errors for the spiked covariance model, where the spike is gener-
ated by (4.10) with s = 0.15, λ = 1. e right-hand side panel is a zoom of the le-hand side
panel around α = 1.
Let û be a singular vector of Y/
√
n associated with σ1, the top singular value of Y/
√
n, such that
‖û‖ = √n. en results from [15, 29] give that almost surely:
lim
n→∞
(
û ·U)2 =

λ2α−1
λ(λα+1) if λ
2α ≥ 1 ,
0 otherwise,
and lim
n→∞σ1 =

√
(1+λ)(α−1+λ)
λ if λ
2α ≥ 1 ,
1 + 1/
√
α otherwise.
We are then going to estimate UUᵀ using θ̂PCA = δûûᵀ, where δ is chosen in order to minimize the
mean squared error. e optimal choice of δ is δ∗ =
(
λ2α−1
λ(λα+1)
)
+, note that δ
∗ can be estimated using σ1.
We obtain the mean squared error of the spectral estimator θ̂PCA:
lim
n→∞MSE
PCA
n =

1+λ
λ(λα+1)
(
2− 1+λλ(λα+1)
)
if λ2α ≥ 1 ,
1 otherwise.
As in the symmetric case (see Section 3.2.1) one can dene an Approximate Message Passing (AMP) algo-
rithm to estimate UUᵀ. For a precise description of the algorithm, see [62, 26, 45]. e MSE achieved by
AMP aer t iterations is:
lim
n→∞MSE
AMP
n = 1−
(
qtu
)2
,
where qtu is given by the recursion: {
qt+1u = 2ψ′PU (λαq
t
v)
qt+1v = 2ψ′PV (λq
t
u) ,
(4.11)
with initialization (q0u, q0v) = (0, 0). If (qtu, qtv) −−−→t→∞ (q
∗
u(λ, α), q∗v(λ, α)), then AMP is information-
theoretically optimal.
Let us now comment the plots of Figure 4.1. λ = 1 so the “spectral threshold” (the minimal value of
α for which PCA performs beer than a random guess) it at α = 1 (green dashed line). is threshold
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corresponds also to the threshold for AMP: MSEAMP = 1 for α < 1 while MSEAMP < 1 for α > 1. e
information-theoretic threshold αIT is however strictly less than 1. For α ∈ (αIT, 1) inference is “hard”:
it is information-theoretically possible to achieve a MSE strictly less than 1, but PCA and AMP fail (and
it is conjectured that any polynomial-time algorithm will also fail).
However, even for α > 1, AMP does not always succeed to reach the MMSE. For α ∈ (1, αAlg),
MSEAMP is strictly less than 1 but is still very bad. So, the region α ∈ (1, αAlg) is also a “hard region” in
the sense that achieving the MMSE seems impossible for polynomial-time algorithms (under the conjec-
ture that AMP is optimal among polynomial-time algorithms). e scenario presented on Figure 4.1 is not
the only one possible: various cases have been studied in great details in [46]. See in particular Figure 6
from [46] and the phase diagrams of Figure 7 and 8.
4.3 Proof of the Replica-Symmetric formula (eorem 4.1)
4.3.1 Proof ideas
e proof of the Replica formula for the non-symmetric case is a lile bit more involved compared to the
symmetric case, because one can not use the convexity argument of Proposition 3.3 to obtain the lower
bound. Indeed, a key step in the proof of Proposition 3.3 was the inequality (3.21) that was obtained by
saying that
E
〈
(x ·X− q)2〉 ≥ 0 , (4.12)
for every q ≥ 0 (we omit the notation’s details here in order to focus on the main ideas). However, if one
follows the strategy of Proposition 3.3 in the non-symmetric case, one obtain
E
〈
(u ·U− qu)(v ·V− qv)
〉
(4.13)
instead of (4.12). Now, it not obvious anymore that (4.13) is non-negative. In order to prove it, one has to
investigate further the distributions of the overlaps u ·U and v ·V under the posterior distribution 〈·〉.
By following the approach used by Talagrand in [64] to prove the TAP equations (discovered by ouless,
Anderson and Palmer in [66]) for the Sherrington-Kirkpatrick model, one can show that the overlaps
asymptotically approximately satisfy {
u ·U ' 2ψ′PU (λαv ·V)
v ·V ' 2ψ′PV (λu ·U) .
is is precisely the xed point equations veried by (qu, qv) ∈ Γ(λ, α). us one has
E
〈
(u ·U− qu)(v ·V− qv)
〉 ' E〈(2ψ′PU (λαv ·V)− 2ψ′PU (λαqv))(v ·V− qv)〉 ≥ 0 , (4.14)
because by Proposition 1.5, ψ′PU is non-decreasing. One obtain thus the analog of the lower-bound of
Proposition 3.3 for the non-symmetric case. e converse upper-bound is proved following the Aizenman-
Sims-Starr scheme, as in the symmetric case.
In the following sections we will not, however, follow the proof strategy that we just described. is
was done in [51]. We will instead provide a more straightforward proof from [12] that uses an evolution
of Guerra’s interpolation technique, see [11].
4.3.2 Interpolating inference model
We prove eorem 4.1 in this section. First, notice that is suces to prove eorem 4.1 for λ = 1, because
the dependency in λ can be “incorporated” in the prior PU . We will thus consider in this section that
λ = 1 and consequently alleviate the notations by removing the dependencies in λ. Second, it suces to
prove that
Fn −−−→
n→∞ supqv≥0
inf
qu≥0
F(α, qu, qv) (4.15)
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because the equality with sup(qu,qv)∈Γ(λ,α)F(α, qu, qv) follows then from simple convex analysis argu-
ments (Proposition 4.5) presented in Section 4.3.5.
ird, by a straightforward adaptation of the approximation argument of Section 3.4.7 to the non-
symmetric case, it suces now to prove (4.15) in the case where the priors PU and PV have a bounded
support. We suppose now that the above conditions are veried and we will prove that (4.15) holds.
Let qv ≥ 0 and qu : [0, 1] → R+ be a dierentiable function such that qu(0) = 0. For 0 ≤ t ≤ 1 we
consider the following observation channel
Yt =
√
(1− t)/nUVᵀ + Z
Y(u)t =
√
tαqv U + Z(u)
Y(v)t =
√
qu(t) V + Z(v) ,
(4.16)
where Z(u)i , Z
(v)
j
i.i.d.∼ N (0, 1), are independent from everything else. e observation channel (4.16) inter-
polates between the initial matrix estimation problem (2) (t = 0), and two decoupled inference channels
on U and V (t = 1). We dene the interpolating Hamiltonian as:
Hn,t(u,v) =
∑
i,j
√
(1− t)
n
uivjZi,j +
(1− t)
n
uivjUiVj − (1− t)2n u
2
i v
2
j
+
n∑
i=1
√
tαqvuiZ
(u)
i + tαqvuiUi −
tαqv
2 u
2
i +
m∑
j=1
√
qu(t) vjZ(v)j + qu(t) vjVj −
1
2qu(t) v
2
j .
e posterior distribution of (U,V) given (Yt,Y(u)t ,Y
(v)
t ) is then
dP
(
u,v
∣∣Yt,Y(u)t ,Y(v)t ) = 1Zn,t eHn,t(u,v)dP⊗nU (u)dP⊗mV (v) , (4.17)
where Zn,t is the appropriate normalization. e Gibbs measure 〈·〉n,t (which denotes the expectation
with respect to samples (u,v) from the posterior (4.17)) is dened as
〈
f(u,v)
〉
n,t
= 1Zn,t
∫
f(u,v)eHn,t(u,v)dP⊗nU (u)dP
⊗m
V (v) , (4.18)
for all function f such that the right-hand side is well dened. e interpolating free energy is then
Fn,t =
1
n
E logZn,t = 1
n
E log
(∫
eHn,t(u,v)dP⊗nU (u)dP
⊗m
V (v)
)
. (4.19)
Notice that {
Fn,0 = Fn
Fn,1 = ψPU (αqv) + mn ψPV (qu(1)) .
(4.20)
Fn,1 looks similar to the limiting expression F dened by (4.5). We would therefore like to compare
Fn,1 and Fn = Fn,0. We thus compute the derivative with respect to t:
Lemma 4.1
For all t ∈ (0, 1),
∂
∂t
Fn,t =
α
2 q
′
u(t)qv −
1
2E
〈(
u ·U− q′u(t)
)(m
n
v ·V− αqv
)〉
n,t
. (4.21)
Proof. Let t ∈ (0, 1). Compute
∂
∂t
Fn,t =
1
n
E
〈
∂
∂t
Hn,t(u,v)
〉
n,t
.
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Using Gaussian integration by parts and the Nishimori property (Proposition 1.3) as in the proof of Propo-
sition 1.4, one obtain:
1
n
E
〈
∂
∂t
Hn,t(u,v)
〉
n,t
= 12αqvE 〈u ·U〉n,t +
1
2q
′
u(t)E
〈
m
n
v ·V
〉
n,t
− 12E
〈
(u ·U)(m
n
v ·V)
〉
n,t
,
which leads to (4.21). 
Our goal now is to show that the expectation of the Gibbs measure in (4.21) vanishes. If this is the
case, the relation Fn = Fn,0 = Fn,1 −
∫ 1
0
∂
∂tFn,tdt would give us almost the formula that we want to
prove. e arguments to show that can be summarized as follows:
• First, we show that the overlap u ·U concentrates around its mean E〈u ·U〉n,t.
• en, we chose qu to be solution to the dierential equation q′u(t) = E〈u ·U〉n,t in order to cancel
the Gibbs average in (4.21).
4.3.3 Overlap concentration
By Section 2.2, we know that adding some side information about the variables we want to infer forces
the corresponding overlaps to concentrate. More precisely, suppose that we observe, in addition to the
observations (4.16): {
Y(u)pert = au
√
sn U + Z(u)pert
Y(v)pert = av
√
sn V + Z(v)pert
(4.22)
where au, av ∈ [1, 2], Z(u)pert = (Z(u)pert,1, . . . , Z(u)pert,n) i.i.d.∼ N (0, 1), Z(v)pert = (Z(v)pert,1, . . . , Z(v)pert,m) i.i.d.∼
N (0, 1) are independent random variables, independently of everything else.
ese new observations induce additional terms in the Hamiltonian Hn,t which becomes:
Hpertn,t (u,v) = Hn,t(u,v) +
n∑
i=1
au
√
snZ
(u)
pert,iui + a2usnUiui −
a2usn
2 u
2
i
+
m∑
j=1
av
√
snZ
(v)
pert,jvj + a2vsnVjvj −
a2vsn
2 v
2
j .
Again, one can associate to this perturbed Hamiltonian a perturbed free energy F pertn,t and a perturbed
Gibbs measure 〈·〉pertn,t . Dene, similarly as in Section 2.2
φt : (au, av) 7→ 1
nsn
log
(∫
u,v
dP⊗nU (u)dP
⊗m
V (v)e
H
pert
n,t (u,v)
)
and vn(sn) = sup
t∈[0,1]
sup
1/2≤au,av≤3
E|φt(au, av) − Eφt(au, av)|. A straightforward extension of Lemma 2.2
and Proposition 2.3 gives
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Proposition 4.2
Suppose that sn −−−→
n→∞ 0. en∣∣∣Fn,t − ∫ 2
1
∫ 2
1
F pertn,t daudav
∣∣∣ −−−→
n→∞ 0 , (4.23)
uniformly in t ∈ [0, 1]. Moreover, if
vn(sn) −−−→n→∞ 0nsn −−−→
n→∞ +∞
, then we have uniformly in t ∈ [0, 1]
∫ 2
1
∫ 2
1
E
〈(
u(1) · u(2) − E〈u(1) · u(2)〉pertn,t
)2〉pert
n,t
daudav −−−→
n→∞ 0 , (4.24)∫ 2
1
∫ 2
1
E
〈(
v(1) · v(2) − E〈v(1) · v(2)〉pertn,t
)2〉pert
n,t
daudav −−−→
n→∞ 0 . (4.25)
e next lemma states that the hypotheses of Proposition 4.2 are veried for sn = n−1/4:
Lemma 4.2
vn(sn) = O(n−1/2s−1n ) .
We delay the proof of Lemma 4.2 to Section 4.3.5.
For simplicity, we will now assume that (4.24) and (4.25) remains true without perturbation, i.e.
E
〈(
u(1) · u(2) − E〈u(1) · u(2)〉n,t
)2〉
n,t
, E
〈(
v(1) · v(2) − E〈v(1) · v(2)〉n,t
)2〉
n,t
−−−→
n→∞ 0 , (4.26)
uniformly in t ∈ [0, 1]. We know by (4.23) that considering averages over small perturbations (4.22) does
not aect the limiting free energy. For simplicity, we will in the following assume (4.26) to hold, since the
presence of the perturbation terms does not make any change in the proof.
4.3.4 Lower and upper bounds
Now that we know that we can assume that (4.26) holds, we can go back to our computations of the
derivative of the free energy (4.21) along the interpolation path. One can verify easily that the mapping
(qu(t), t, qv) 7→ E〈u ·U〉n,t ∈ [0,EPU [U2]] (4.27)
is continuous and is Lipschitz with respect to its rst coordinate. Consequently the equation
q′u(t) = E〈u ·U〉n,t (4.28)
is an order one dierential equation on qu, parametrized by qv to which we can apply the parametric
Cauchy-Lipschitz eorem. ere exists a (unique) function qu,n(·, qv) : [0, 1] → [0,EPU [U2]] that takes
the value 0 at 0 and is solution of (4.28). Moreover the mapping
Qn : R+ → [0,EPU [U2]]
qv 7→ qu,n(1, qv) , (4.29)
is continuous.
Lemma 4.3
For all bounded sequence (qv,n) ∈ RN+, if one choose qv = qv,n and qu = qu,n(·, qv,n) in the denition of
Fn,t, we have
Fn = F
(
λ = 1, α,Qn(qv,n), qv,n
)
+ on(1) (4.30)
where on(1) is a quantity that goes to 0 as n→∞.
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Proof. By Lemma 4.1 we have for all t ∈ [0, 1]:
∂
∂t
Fn,t(λ) =
α
2 q
′
u,n(t, qv,n)qv,n −
1
2E
〈(
u ·U− q′u,n(t, qv,n)
)(m
n
v ·V− αqv,n
)〉
n,t
. (4.31)
By Cauchy-Schwartz inequality
∣∣∣∣E〈(u·U− q′u,n(t, qv,n))(mn v·V− αqv,n)〉n,t
∣∣∣∣ ≤
(
E
〈(
u·U− q′u,n(t, qv,n)
)2〉
n,t
E
〈(m
n
v·V− αqv,n
)2〉
n,t
)1/2
.
e right-hand side above goes to 0 uniformly in t because:
• E
〈(
m
n v ·V− αqv,n
)2〉
n,t
is bounded because we assumed that PV had a bounded support, (qv,n)
is bounded and m/n→ α.
• E
〈(
u ·U− q′u,n(t, qv,n)
)2〉
n,t
= E
〈
(u ·U− E〈u ·U〉n,t)2
〉
n,t
goes to 0 by (4.26), uniformly in
t ∈ [0, 1].
e integration of (4.31) with respect to t ∈ [0, 1] (combined with (4.20)) gives the result. 
For simplicity we will now omit the dependencies on λ and α inF . e proof of (4.15) will now follow
from the two matching lower- and upper-bounds below.
Lower bound
From (4.30) one deduces easily the following lower bound:
Proposition 4.3
lim inf
n→∞ Fn ≥ supqv≥0
inf
qu≥0
F(qu, qv) .
Proof. Let qv ≥ 0. For all n ≥ 1 we have F
(
Qn(qv), qv
) ≥ inf
qu≥0
F(qu, qv) . us, by (4.30) we deduce
that for all qv ≥ 0:
lim inf
n→∞ Fn ≥ infqu≥0F(qu, qv) .
is inequality is true for all qv ≥ 0, hence the result. 
Upper bound
We will now deduce the converse upper bound
Proposition 4.4
lim sup
n→∞
Fn ≤ sup
qv≥0
inf
qu≥0
F(qu, qv) .
Proof. By Proposition 1.5 and the continuity of Qn, the function Ln = 2ψ′PV ◦ Qn is continuous from
[0,EPV V 2] to [0,EPV V 2]. Ln admits therefore a xed point qv,n = Ln
(
qv,n
)
in [0,EPV V 2]. We now
notice that
F(Qn(qv,n), qv,n) = inf
qu≥0
F(qu, qv,n) . (4.32)
Indeed the function gn : qu 7→ F(qu, qv,n) = ψPU (αqv,n) + αψPV (qu)− α2 quqv,n is convex and dieren-
tiable by Proposition 1.5 with derivative
g′n(qu) =
α
2
(
2ψ′PV (qu)− qv,n
)
.
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us g′n(Qn(qv,n)) = α2 (Ln(qv,n) − qv,n) = 0, by denition of qv,n. is proves (4.32). From (4.32) we
now deduce that
F(Qn(qv,n), qv,n) = inf
qu≥0
F(qu, qv,n) ≤ sup
qv≥0
inf
qu≥0
F(qu, qv) ,
which, combined with (4.30) gives the desired result. 
4.3.5 Technical lemmas
Concentration of the free energy
In this section, we prove Lemma 4.2 which states that
vn(sn) = O(n−1/2s−1n ) .
We recall that vn(sn) = sup
t∈[0,1]
sup
1/2≤au,av≤3
E|φt(au, av)− Eφt(au, av)|, where
φt : (au, av) 7→ 1
nsn
log
(∫
u,v
dP⊗nU (u)dP
⊗m
V (v)e
H
pert
n,t (u,v)
)
.
We have to prove that the perturbed free energy concentrates around its mean, uniformly in the pertur-
bation. Lemma 4.2 follows from Lemma 4.4 and Lemma 4.5 below. Let Ez denote the expectation with
respect to the Gaussian random variables Z,Z(u),Z(v),Z(u)pert,Z
(v)
pert.
Lemma 4.4
ere exists a constant C > 0 such that for all t ∈ [0, 1] and (au, av) ∈ [1/2, 3]2,
E |φt(au, av)− Ezφt(au, av)| ≤ Cn−1/2s−1n .
Proof. Let (au, av) ∈ [1/2, 3] and consider U and V to be xed (i.e. we rst work conditionally on U,V).
Consider the function
f : (Z,Z(u),Z(v),Z(u)pert,Z
(v)
pert) 7→ φt(au, av) .
It is not dicult to verify that
‖∇f‖2 ≤ C ′n−1s−2n (1 + sn) ≤ 2C ′n−1s−2n ,
for some constant C ′ > 0 that depends only on K and α. e Gaussian Poincare´ inequality (see [17]
Chapter 3) gives then
Ez (φt(au, av)− Ezφt(au, av))2 ≤ 2C ′n−1s−2n .
We obtain the lemma by integration over U,V and Jensen’s inequality. 
Lemma 4.5
ere exists a constant C > 0 such that for all t ∈ [0, 1] and (au, av) ∈ [1/2, 3]2,
E |Ezφt(au, av)− Eφt(au, av)| ≤ Cn−1/2s−1n .
Proof. It is not dicult to verify that the function
g : (U,V) 7→ Ezφt(au, av)
veries a “bounded dierence property” (see [17], Section 3.2) because the components of U and V are
bounded by a constant K > 0. en Corollary 3.2 from [17] (which is a corollary from the Efron-Stein
inequality) implies that for all t ∈ [0, 1] and au, av ∈ [1/2, 3]
E (Ezφt(au, av)− Eφt(au, av))2 ≤ C ′n−1s−2n .
for some constant C ′ depending only on K and α. We conclude the proof using Jensen’s inequality. 
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A sup-inf formula
Proposition 4.5
Let f be a convex, strictly increasing, dierentiable function onR+ and g be a strictly convex, increasing,
Lipschitz, dierentiable function on R+. For (q1, q2) ∈ R+ we dene ϕ(q1, q2) = f(q1) + g(q2)− q1q2.
en
sup
q1≥0
inf
q2≥0
ϕ(q1, q2) = sup
q1=g′(q2)
q2=f ′(q1)
ϕ(q1, q2) . (4.33)
Moreover, both extrema are achieved and precisely at the same couples (q1, q2).
Proof. Let q1, q2 ≥ 0 such that q1 = g′(q2). e function ϕ(q1, ·) is convex, and its derivative at q2 is
equal to zero. us ϕ(q1, q2) = infq′2≥0 ϕ(q1, q2) and consequently:
sup
q1=g′(q2)
q2=f ′(q1)
ϕ(q1, q2) ≤ sup
q1≥0
inf
q2≥0
ϕ(q1, q2) .
Let us now prove the converse inequality. Let Lg = ‖g′‖∞ < +∞ because g is Lipschitz. Let q1 ≥ 0. We
have infq2≥0 ϕ(q1, q2) = f(q1)− g∗(q1) where
g∗(q1) = sup
q2≥0
q1q2 − g(q2)
is the Fenchel-Legendre conjugate of g. g∗ is convex (as a supremum of ane functions) and one verify
easily that g∗(q1) is nite for q1 < Lg whereas g∗(q1) = +∞ for q1 > Lg . e next lemma follows from
standard convex arguments.
Lemma 4.6
g∗ is dierentiable over [0, Lg) and for all q1 ∈ [0, Lg),
g′∗(q1) = q∗2(q1) = (g′)−1(q1) ,
where q∗2(q1) ≥ 0 is the unique maximizer of q2 ≥ 0 7→ q1q2 − g(q2).
Proof. Let 0 ≤ q1 < Lg . en q1q2 − g(q2) −−−−→
q2→∞
−∞. us, by strict convexity of g, the supremum
supq2≥0 q1q2 − g(q2) is achieved at a unique q∗2(q1) = (g′)−1(q1). e Lemma follows then from Propo-
sition B.2 in Appendix B. 
Let us distinguish two cases:
• g∗(Lg) = +∞. In that case, it is not dicult to verify that g∗(q1) −−−−→
q1→Lg
+∞. f − g∗ is thus
continuous on [0, Lg) and tend to −∞ at Lg : it achieves its supremum at some q∗1 ∈ [0, Lg).
• g∗(Lg) is nite. In that case f − g∗ is continuous on [0, Lg] (by convexity of f and g∗) and reaches
therefore its maximum at some q∗1 . However, g′∗(q1) = (g′)−1(q1) −−−−→
q1→Lg
+∞, hence q∗1 < Lg .
In both cases infq2≥0 ϕ(·, q2) achieves its supremum at some q∗1 ∈ [0, Lg). Let us show that g′(q∗2(q∗1)) =
q∗1 . e optimality condition of q∗2 := q∗2(q∗1) gives
g′(q∗2) ≥ q∗1 .
Let us suppose that g′(q∗2) > q∗1 . is is only the case if q∗2 = 0. e minimum of q2 7→ g(q2)− g′(0)q2 is
achieved (by convexity) at q2 = 0 us infq2≥0 g(q2) − g′(0)q2 = g(0) = infq2≥0 g(q2) − q∗1q2. But f is
increasing, so f(g′(0)) > f(q∗1) and consequently
inf
q2≥0
ϕ(g′(0), q2) > inf
q2≥0
ϕ(q∗1, q2) ,
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which contradicts the optimality of q∗1 . We obtain that g′(q∗2) = q∗1 .
Let us now show that q∗2 = f ′(q∗1). e optimality condition at q∗1 gives
0 ≥ f ′(q∗1)− g′∗(q∗1) = f ′(q∗1)− q∗2 .
Suppose that f ′(q∗1) > q∗2 . is is only the case for q∗1 = 0. g is increasing so
ϕ(0, f ′(0)) < ϕ(0, q∗2) = inf
q2≥0
ϕ(0, q2) .
is is absurd: q∗2 = f ′(q∗1). We conclude that
sup
q1≥0
inf
q2≥0
ϕ(q1, q2) = ϕ(q∗1, q∗2) ≤ sup
q1=g′(q2)
q2=f ′(q1)
ϕ(q1, q2) ,
which nishes the proof of (4.33).
From the proof above, we see that a couple (q∗1, q∗2) that achieves the “sup-inf” veries q∗1 = g′(q∗2)
and q∗2 = f ′(q∗1) and thus achieves the supremum of the right-hand side of (4.33). Conversely, if (q∗1, q∗2)
achieves the supremum of the right-hand side of (4.33), then as noticed at the beginning of the proof
ϕ(q∗1, q∗2) = inf
q2≥0
ϕ(q∗1, q2)
and therefore, using (4.33), (q∗1, q∗2) achieves the “sup-inf”. erefore both extrema in (4.33) are achieved
and precisely at the same couples (q1, q2). 
4.4 Proof of eorem 4.2
In order to prove eorem 4.2, we are going to use Proposition 4.1 to get an upper bound on the MMSE,
and consider the following model with side information to obtain a lower bound. Suppose that we observe
for γ ≥ 0 Yλ =
√
λ
nUVᵀ + Z
Y′γ =
√
γ
nUUᵀ + Z′
(4.34)
where (Z ′i,j = Z ′j,i)i≤j
i.i.d.∼ N (0, 1) are independent from everything else. Dene the corresponding free
energy
Fn(λ, γ) =
1
n
E log
∫
dP⊗nU (u)dP
⊗m
V (v) exp
( ∑
1≤i,j≤n
√
γ
n
Y ′i,juiuj−
γu2iu
2
j
2 +
∑
i,j
√
λ
n
Yi,juivj−
λu2i v
2
j
2n
)
.
Proposition 4.6
Let ρu = EPU [U2] and ρv = EPV [V 2]. For all γ ≥ 0, we have
Fn(λ, γ) −−−→
n→∞ f(λ, γ) = sup0≤qu≤ρu
inf
0≤qv≤ρv
{
ψPU (αλqv + γqu) + αψPV (λqu)−
γq2u
4 −
αλquqv
2
}
.
Proposition 4.6 is proved at the end of this section. Before we deduce eorem 4.2 from Proposition 4.6,
let us just mention that Proposition 4.6 allows to precisely derive the information-theoretic limits for the
model (4.34).
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Corollary 4.2
For almost all γ > 0 the supremum of Proposition 4.6 is achieved at a unique q∗u(λ, γ, α) and
MMSE(u)n (λ, γ) :=
1
n2
E
[ ∑
1≤i,j≤n
(
UiUj − E[UiUj |Yλ,Y′γ ]
)2] −−−→
n→∞ E[U
2]2 − q∗u(λ, γ, α)2 .
e model (4.34) was considered in [27], in the special case PU = 12δ−1 +
1
2δ+1 and PV = N (0, 1).
eorem 6 from [27] shows that one can estimate UUᵀ beer than a random guess if and only if γ2 +
αλ2 > 1. Corollary 4.2 above is more precise and general because it gives the precise expression of the
minimum mean squared error for any prior PU , PV . In particular the boundary γ2 + αλ2 = 1 is not
expected to be the information-theoretic threshold for suciently sparse or unbalanced priors, see the
phase diagram of Figure 3.3 for a similar scenario.
Corollary 4.2 follows from Proposition 4.6 by exactly the same arguments used for proving Corol-
lary 3.2, so we omit its proof for brevity.
Let us now deduce eorem 4.2 from Proposition 4.6. Let γ ≥ 0. Fn(λ, γ) is a convex function of γ:
so is f(λ, γ), its pointwise limit. Consequently for almost all γ ≥ 0
∂Fn
∂γ
(λ, γ) −−−→
n→∞
∂f
∂γ
(λ, γ) .
By the I-MMSE relation (1.4) we have ∂Fn∂γ (λ, γ) =
1
4
(
EPU [U2]2 −MMSE(u)n (λ, γ)
)
+ on(1), which give
MMSE(u)n (λ, γ) −−−→n→∞ EPU [U
2]2 − 4∂f
∂γ
(λ, γ) .
We deduce that for almost all γ ≥ 0,
lim inf
n→∞ MMSE
(u)
n (λ, γ) ≥ EPU [U2]2 − 4
∂f
∂γ
(λ, γ) . (4.35)
Let qu ∈ [0, ρu]. e function
φqu(γ) = inf0≤qv≤ρv
{
ψPU (αλqv + γqu)−
γq2u
4 + αψPV (λqu)−
αλquqv
2
}
is an inmum over a compact set of dierentiable functions of γ. By strict convexity of ψPU (see Propo-
sition 1.5) the inmum is achieved at a unique qv = q¯v(qu, γ). By the Proposition B.2 presented in Ap-
pendix B, φqu is dierentiable on R+, with derivative:
φ′qu(γ) = quψ
′
PU
(αλq¯v(qu, γ) + γqu)− q
2
u
4 .
Now, f(λ, γ) = supqu∈[0,ρu] φqu(γ). Since λ ∈ Dα, we know that for γ = 0, the supremum in qu is
achieved at a unique point q∗u = q∗u(λ, α). We write q∗v = q¯v(q∗u, 0). By Proposition B.2 in Appendix B, f
is right-dierentiable with respect to γ at γ = 0 and
∂f
∂γ
(λ, 0+) = φ′q∗u(0) = q
∗
uψ
′
PU
(αλq∗v)−
(q∗u)2
4 =
(q∗u)2
4 ,
because, by eorem 4.1, 2ψ′PU (αλq
∗
v) = q∗u. f is convex, therefore ∂f∂γ (λ, γ) −−−→γ→0
∂f
∂γ (λ, 0), where the
limit is taken over the points γ ≥ 0 at which f is dierentiable. Taking the γ → 0 in (4.35) leads to
lim inf
n→∞ MMSE
(u)
n (λ) = lim infn→∞ MMSE
(u)
n (λ, 0) ≥ EPU [U2]2 − (q∗u)2 ,
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because obviously, MMSE(u)n (λ) = MMSE(u)n (λ, 0) ≥ MMSE(u)n (λ, γ). Let (u,v) sampled from the pos-
terior distribution of (U,V) given Y, independently of everything else. en MMSE(u)n (λ) = EPU [U2]2−
E
[
(u ·U)2]+ on(1). is gives (the corresponding result for V is obtained by symmetry):
lim sup
n→∞
E
[
(u ·U)2] ≤ (q∗u)2 and lim sup
n→∞
E
[
(v ·V)2] ≤ (q∗v)2 . (4.36)
Now, we know by Proposition 4.1 that
EPU [U2]EPV [V 2]− E
[
(u ·U)(v ·V)] = MMSEn(λ) −−−→
n→∞ EPU [U
2]EPV [V 2]− q∗uq∗v ,
which gives E
[
(u ·U)(v ·V)]→ q∗uq∗v . By Cauchy-Schwarz inequality we have
E
[[
(u ·U)(v ·V)]]2 ≤ E[(u ·U)2]E[(v ·V)2]
which gives, by taking the liminf:
(q∗uq∗v)2 ≤
(
lim inf
n→∞ E
[
(u ·U)2])( lim inf
n→∞ E
[
(v ·V)2]) .
Combining this with (4.36), we get that limE
[
(u · U)2] = (q∗u)2 and the relation MMSE(u)n (λ) =
EPU [U2]2 − E
[
(u ·U)2]+ on(1) gives the result.
Proof of Proposition 4.6. It suces to prove the result in the case where PU and PV have bounded
support, because we can then proceed by approximation as in Section 3.4.7. From now, we suppose to be
in that case. Since the dependency in γ can be incorporated in the prior PU and the one in λ in the prior
PV , we only have to prove Proposition 4.6 in the case γ = λ = 1. In the sequel we will therefore remove
the dependencies in λ, γ. Dene for r ≥ 0
Ln(r) =
1
n
E log
∫
dP⊗nU (u)dP
⊗m
V (v) exp
(
Hn(u,v) +
n∑
i=1
√
rZ ′′i ui + rUiui −
r
2u
2
i
)
,
where Z ′′i
i.i.d.∼ N (0, 1), independently of everything else and where the Hamiltonian Hn(u,v) is dened
by (4.2). Ln is the free energy (expected log-partition function) for observing jointly Y = 1√nUV
ᵀ + Z
and Y′′ =
√
rU + Z′′. erefore, by an straightforward extension of eorem 4.1 we have for all r ≥ 0:
Ln(r) −−−→
n→∞ L(r) (4.37)
where
L(r) = sup
qu∈[0,ρu]
inf
qv∈[0,ρv ]
{
ψPU (αqv + r) + αψPV (qu)−
αquqv
2
}
.
e free energy Ln is (by the usual arguments) convex and non-decreasing and converges to L which is
thus convex, non-decreasing and therefore continuous. By Dini’s second theorem we get that the conver-
gence in (4.37) is uniform in r over all compact subsets of R+.
Lemma 4.7
Fn(λ, γ) −−−→
n→∞ supr∈[0,ρu]
{
L(r)− r
2
4
}
. (4.38)
Proof. We will follow the same steps than in Section 4.3: we will therefore only present the main steps.
Let r : [0, 1] → R+ be a dierentiable function such that r(0) = 0. For 0 ≤ t ≤ 1 we consider the
following observation channel 
Y =
√
1/nUVᵀ + Z
Y′t =
√
(1− t)/nUUᵀ + Z′
Y′′t =
√
r(t) U + Z′′ ,
(4.39)
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We will denote (analogously to (4.19)) by Fn,t the interpolating free energy and by 〈·〉n,t (analogously
to (4.18)) corresponding Gibbs measure. We have{
Fn,0 = Fn ,
Fn,1 = Ln(r(1)) .
We have the analog of Equation (3.21) and Lemma 4.1:
∂
∂t
Fn,t = −14E
〈(
u ·U− r′(t))2〉
n,t
+ r
′(t)2
4 + on(1) , (4.40)
where on(1)→ 0, uniformly in t ∈ [0, 1]. So if we chose r(t) = rt for some r ∈ [0, ρu], we obtain that
Fn = Fn,0 = Fn,1 −
∫ 1
0
∂
∂t
Fn,tdt ≥ Ln(r)− r
2
4 .
erefore lim inf Fn ≥ lim inf supr∈[0,ρu]
{
Ln(r)− r24
}
which gives lim inf Fn ≥ supr∈[0,ρu]
{
L(r)− r24
}
because the convergence in (4.37) is uniform over [0, ρu].
Let us now prove the converse upper-bound. As for the proof of eorem 4.1, since we are only
interested in the limit of the free energy, we can assume (see Sections 4.3.3) that the overlap concentrates
around its expectation:
E
〈(
u ·U− E〈u ·U〉n,t
)2〉
n,t
−−−→
n→∞ 0 , (4.41)
uniformly in t ∈ [0, 1]. Let us now chose r to the solution of the Cauchy problem:
r(0) = 0 and r′(t) = E
〈
u ·U〉
n,t
∈ [0, ρu] .
With this choice of r, Equation (4.40) becomes ∂∂tFn,t =
r′(t)2
4 + on(1). erefore
Fn = Fn,1 −
∫ 1
0
∂
∂t
Fn,tdt = Ln(r(1))−
∫ 1
0
r′(t)2
4 dt+ on(1) ≤ Ln(r(1))−
r(1)2
4 + on(1) ,
using Jensen’s inequality. We obtain lim supFn ≤ lim sup supr∈[0,ρu]
{
Ln(r)− r24
}
which gives lim supFn ≤
supr∈[0,ρu]
{
L(r)− r24
}
because the convergence in (4.37) is uniform over [0, ρu]. is concludes the proof.

In order to prove Proposition 4.6, it remains to show that
sup
r∈[0,ρu]
{
L(r)− r
2
4
}
= sup
qu∈[0,ρu]
inf
qv∈[0,ρv ]
{
ψPU (αqv + qu) + αψPV (qu)−
q2u
4 −
αquqv
2
}
.
Since by denition L(r) = supqu infqv
{
ψPU (αqv + r) + αψPV (qu)− αquqv2
}
, we have obviously
sup
r∈[0,ρu]
{
L(r)− r
2
4
}
≥ sup
qu∈[0,ρu]
inf
qv∈[0,ρv ]
{
ψPU (αqv + qu) + αψPV (qu)−
q2u
4 −
αquqv
2
}
.
It remains therefore to show that if r ∈ [0, ρu] achieves the supremum of the le-hand side, then the
supremum in qu in
L(r) = sup
qu∈[0,ρu]
inf
qv∈[0,ρv ]
{
ψPU (αqv + r) + αψPV (qu)−
αquqv
2
}
(4.42)
is achieved for qu = r. Using Proposition B.2 and usual convex analysis arguments, it is not dicult to
show:
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Lemma 4.8
L is a convex function on R+, whose le-hand and right-hand derivatives at r ≥ 0 are given by
L′(r+) = max
{1
2q
∗
u(r)
∣∣∣ q∗u(r) achieves the supremum in (4.42)}
L′(r−) = min
{1
2q
∗
u(r)
∣∣∣ q∗u(r) achieves the supremum in (4.42)} .
Let now r ∈ [0, ρu] that maximizes h : x 7→ L(x)− x24 over [0, ρu]. We distinguish 3 cases:
• Case 1: r = 0. In that case h′(0+) ≤ 0 which gives L′(0+) ≤ 0. By Lemma 4.8 we get that
q∗u = 0 = r is the only maximizer of (4.42).
• Case 2: 0 < r < ρu. In that case h′(r+) ≤ 0 and h′(r−) ≥ 0. is gives
L′(0+) ≤ 12r ≤ L
′(0−) .
L is convex, so the inequalities above are equalities and we obtain by Lemma 4.8 that q∗u = r is the
only maximizer of (4.42).
• Case 3: r = ρu. By the same arguments than in Case 1, we get that q∗u = ρu = r is the only
maximizer of (4.42).
We conclude that in all cases q∗u = r achieves the supremum in (4.42), which (as explained above) con-
cludes the proof. 
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Appendix
A Proofs of some basic properties of the MMSE and the free energy
A.1 Proof of Proposition 1.1
Let 0 < λ2 ≤ λ1. Dene ∆1 = λ−11 , ∆2 = λ−12 and{
Y1 = X +
√
∆1Z1
Y2 = X +
√
∆1Z1 +
√
∆2 −∆1Z2 ,
where X ∼ PX is independent from Z1,Z2 i.i.d.∼ N (0, In). Now, by independence between (X,Y1) and
Z2 we have
MMSE(λ1) = E
∥∥X− E[X|Y1]∥∥2 = E∥∥X− E[X|Y1,Z2]∥∥2 = E∥∥X− E[X|Y1,Y2]∥∥2
≤ E∥∥X− E[X|Y2]∥∥2 = MMSE(λ2) .
Next, notice that
MMSE(λ1) = E
∥∥X− E[X|Y1]∥∥2 ≤ E∥∥X− E[X]∥∥2 = MMSE(0) . (43)
is shows that the MMSE is non-increasing on R+. It remains to prove the last point:
0 ≤ MMSE(λ) = E‖X− E[X|Y]‖2 ≤ E‖X− 1√
λ
Y‖2 = n
λ
−−−−→
λ→+∞
0 .
A.2 Proof of Proposition 1.2
We start by proving that MMSE is continuous at λ = 0. Let λ ≥ 0 and consider Y,X,Z as given by (1.1).
By dominated convergence one has almost surely that
E[X|Y] =
∫
dPX(x)xe−
1
2‖
√
λx−Y‖2∫
dPX(x)e−
1
2‖
√
λx−Y‖2 −−−→λ→0 E[X] .
en by Fatou’s Lemma we get
lim inf
λ→0
MMSE(λ) ≥ E
[
lim inf
λ→0
∥∥X− E[X|Y]∥∥2] = E∥∥X− E[X]∥∥2 .
Combining this with the bound MMSE(λ) ≤ E‖X − E[X]‖2 gives MMSE(λ) −−−→
λ→0
E‖X − E[X]‖2.
is proves that the MMSE is continuous at λ = 0.
Let us now prove that the MMSE is continuous on R∗+. We need here a technical lemma:
Lemma A.1
For all λ > 0, p ≥ 1
E‖X− 〈x〉λ‖2p ≤ 2
p(2p!)
λpp! n
p+1 .
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Proof. We reproduce here the proof from [35], Proposition 5. We start with the equality
√
λ (X− 〈x〉λ) =
√
λX− E[
√
λX|Y] = Y− Z− E[Y− Z|Y] = E[Z|Y]− Z .
We have therefore
E‖X− 〈x〉λ‖2p = 1
λp
E
∥∥E[Z|Y]− Z∥∥2p ≤ 22p−1
λp
E
[‖E[Z|Y]‖2p + ‖Z‖2p] ≤ 22p
λp
E‖Z‖2p .
It remains to bound
E‖Z‖2p ≤ npE
[
n∑
i=1
Z2pi
]
= np+1 (2p)!2pp! .

Let λ0 > 0. e family of random variables
(‖X− 〈x〉λ‖2)λ≥λ0 is bounded in L2 by Lemma A.1 and
is therefore uniformly integrable. e function λ 7→ ‖X−〈x〉λ‖2 is continuous on [λ0,+∞), the uniform
integrability ensures then that MMSE : λ 7→ E‖X − 〈x〉λ‖2 is continuous over [λ0,+∞). is is valid
for all λ0 > 0: we conclude that MMSE is continuous over (0,+∞).
A.3 Proof of the I-MMSE relation: Proposition 1.4
MMSE(λ) = E‖X− 〈x〉λ‖2 = E‖X‖2 + E‖〈x〉λ‖2 − 2E〈xᵀX〉λ
Now, by the Nishimori property E‖〈x〉λ‖2 = E
〈
(x(1))ᵀx(2)
〉
λ
= E〈xᵀX〉λ. us
MMSE(λ) = E‖X‖2 − E〈xᵀX〉λ . (44)
By (44) and (1.3), it suces now to prove the second equality in (1.4). is will follow from the lemmas
below.
Lemma A.2
e free energy F is continuous at λ = 0.
Proof. For all λ ≥ 0,
F (λ) = E log
∫
dPX(x)e−
1
2‖Y−
√
λx‖2+ 12‖Y‖2 = E log
∫
dPX(x)e−
1
2‖
√
λX−√λx+Z‖2 + λE‖X‖2 + n .
By dominated convergence
∫
dPX(x)e−
1
2‖
√
λX−√λx+Z‖2 −−−→
λ→0
e−
1
2‖Z‖2 . Jensen’s inequality gives
∣∣∣∣log ∫ dPX(x)e− 12‖√λX−√λx+Z‖2 ∣∣∣∣ = − log ∫ dPX(x)e− 12‖√λX−√λx+Z‖2
≤ 12
∫
dPX(x)‖
√
λX−
√
λx + Z‖2 ≤ 32
(‖X‖2 + E‖X‖2 + ‖Z‖2),
for all λ ∈ [0, 1]. One can thus apply the dominated convergence theorem again to obtain that F is con-
tinuous at λ = 0. 
Lemma A.3
For all λ ≥ 0,
F (λ)− F (0) = 12
∫ λ
0
E〈xᵀX〉γdγ .
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Proof. Compute for λ > 0
∂
∂λ
logZ(λ,Y) =
〈 1
2
√
λ
xᵀZ + xᵀX− 12‖x‖
2
〉
λ
.
Since E‖X‖2 <∞, the right-hand side is integrable and one can apply Fubini’s theorem to obtain
F (λ2)− F (λ1) =
∫ λ2
λ1
E
〈 1
2
√
λ
xᵀZ + xᵀX− 12‖x‖
2
〉
λ
dλ .
By Gaussian integration by parts, we have for all i ∈ {1, . . . , n} and λ > 0
EZi〈xi〉λ = E ∂
∂Zi
〈xi〉λ = E
[〈√
λx2i
〉
λ
−
√
λ
〈
xi
〉2
λ
]
=
√
λE
[〈
x2i
〉
λ
− 〈xiXi〉λ] ,
where the last equality comes from the Nishimori property (Proposition 1.3). We have therefore
F (λ2)− F (λ1) = 12
∫ λ2
λ1
E 〈xᵀX〉λ dλ .
By Lemma A.2, F is continuous at 0 so we can take the limit λ1 → 0 to obtain the result. 
By Proposition 1.2, the function λ 7→ MMSE(λ) is continuous over R+. By (44) we deduce that
λ 7→ E〈xᵀX〉λ is continuous over R+ and therefore Lemma A.3 proves (1.4).
A.4 Pseudo-Lipschitz continuity of the free energy with respect to the Wasserstein
distance
Let P1 and P2 be two probability distributions on Rn, that admits a nite second moment. We denote by
W2(P1, P2) the Wasserstein distance of order 2 between P1 and P2. For i = 1, 2 the free energy is dened
as
FPi(λ) = E log
∫
dPi(x) exp
(√
λxᵀZ + λxᵀX− λ2 ‖x‖
2
)
,
where the expectation is with respect to (X,Z) ∼ Pi ⊗N (0, In).
Proposition A.1
For all λ ≥ 0,
∣∣FP1(λ)− FP2(λ)∣∣ ≤ λ2 (
√
EP1‖X‖2 +
√
EP2‖X‖2
)
W2(P1, P2) .
A similar result was proved in [67] but with a weaker bound for the W2 distance.
Proof. Let  > 0. Let us x a coupling of X1 ∼ P1 and X2 ∼ P2 such that(
E‖X1 −X2‖2
)1/2 ≤W2(P1, P2) +  .
Let us consider for t ∈ [0, 1] the observation modelY
(t)
1 =
√
λtX1 + Z1 ,
Y(t)2 =
√
λ(1− t)X2 + Z2 ,
where Z1,Z2 i.i.d.∼ N (0, In) are independent from (X1,X2). Dene
f(t) = E log
∫
dP1(x1)dP2(x2) exp
(√
λtxᵀ1Y
(t)
1 −
λt
2 ‖x1‖
2 +
√
λ(1− t)xᵀ2Y(t)2 −
λ(1− t)
2 ‖x2‖
2
)
.
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We have f(0) = FP2(λ) and f(1) = FP1(λ). By an easy extension of the I-MMSE relation (1.4) we have
for all t ∈ [0, 1]:
f ′(t) = λ2E
〈
Xᵀ1x1 −Xᵀ2x2
〉
t
,
where 〈·〉t denotes the expectation with respect to (x1,x2) sampled from the posterior distribution of
(X1,X2) given Y(t)1 ,Y
(t)
2 , independently of everything else. We have then
| 2
λ
f ′(t)| =
∣∣∣E〈Xᵀ1(x1 − x2)− (X2 −X1)ᵀx2〉
t
∣∣∣
≤
(
E‖X1‖2E
〈‖x1 − x2‖2〉t)1/2 + (E〈‖x2‖2〉tE‖X2 −X1‖2)1/2
=
(
E‖X1‖2E‖X1 −X2‖2
)1/2
+
(
E‖X2‖2E‖X2 −X1‖2
)1/2
≤
((
E‖X1‖2
)1/2 + (E‖X2‖2)1/2)(W2(P1, P2) + ) ,
where we used successively the Cauchy-Schwarz inequality and the Nishimori property (Proposition 1.3).
We then let → 0 to obtain the result. 
B Dierentiation of a supremum of functions
We recall in this section two results about the dierentiation of a supremum of functions from Milgrom
and Segal [50]. Let X be a set of parameters and consider a function f : X × [0, 1] → R. Dene, for
t ∈ [0, 1]
V (t) = sup
x∈X
f(x, t) ,
X∗(t) =
{
x ∈ X ∣∣ f(x, t) = V (t)} .
Proposition B.1 (Theorem 1 from [50] )
Let t ∈ [0, 1] such that X∗(t) 6= ∅. Let x∗ ∈ X∗(t) and suppose that f(x∗, ·) is dierentiable at t, with
derivative ft(x∗, t).
• If t > 0 and if V is le-hand dierentiable at t, then V ′(t−) ≤ ft(x∗, t).
• If t < 0 and if V is right-hand dierentiable at t, then V ′(t+) ≥ ft(x∗, t).
• If t ∈ (0, 1) and if V is dierentiable at t, then V ′(t) = ft(x∗, t).
Proposition B.2 (Corollary 4 from [50] )
Suppose that X is nonempty and compact. Suppose that for all t ∈ [0, 1], f(·, t) is continuous. Suppose
also that f admits a partial derivative ft with respect to t that is continuous in (x, t) over X × [0, 1].
en
• V ′(t+) = max
x∗∈X∗(t)
ft(x∗, t) for all t ∈ [0, 1) and V ′(t−) = min
x∗∈X∗(t)
ft(x∗, t) for all t ∈ (0, 1].
• V is dierentiable at t ∈ (0, 1) is and only if
{
ft(x∗, t)
∣∣∣x∗ ∈ X∗(t)} is a singleton. In that case
V ′(t) = ft(x∗, t) for all x∗ ∈ X∗(t).
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