So far, many methods for segmenting single images or video have been proposed, but few methods have dealt with multiple images with analogous content. These images, which we term consistent scene images, include concurrent images of a scene and gathered images of a similar foreground, and may be collectively utilized to describe a scene or as input images for multi-view stereo. In this paper, we present a method to segment these images with minimum user input, specifically, manual segmentation of one image, by iteratively propagating information via multi-level cues with adaptive confidence depending on the nature of the images. Propagated cues are used as the bases to compute multi-level potentials in an MRF framework, and segmentation is done by energy minimization. Both cues and potentials are classified as low-, mid-, and high-levels based on whether they pertain to pixels, patches, and shapes. A major aspect of our approach is utilizing mid-level cues to compute low-and mid-level potentials, and high-level cues to compute low-, mid-, and high-level potentials, thereby making use of inherent information. Through this process, the proposed method attempts to maximize the amount of both extracted and utilized information in order to maximize the consistency of the segmentation. We demonstrate the effectiveness of the proposed method on several sets of consistent scene images and provide a comparison with results based only on mid-level cues have produced convincing results. Also, real-time methods that segment the input video stream from a web camera have also been proposed. These methods are characterized by the cues they utilize, such as stereo [11], stationary background [12] , and motion parameters [13, 14] .
, and Sang Uk Lee lem has yet to be properly addressed. This paper presents a robust method to segment these images which we call consistent scene images. Formally, consistent scene images are defined as images with consistent appearance, be it the object of interest, the foreground, or the background, with limited but general variation between each image.
The segmentation problem has a broad spectrum and can be classified in many ways depending on the type of data, i.e. single image, multiple images, or video, whether user supervision or higher level cue is provided, and the number of output segments. Needless to say, single image segmentation is by far the most researched. Unsupervised methods that cluster pixels with homogeneous properties such as color or intensity into small scale superpixels [2, 3] , or large scale regions [4] tend to create multiple segments. Many times these segments tend to contradict human intuition by dividing pixels that belong to a single object, but play an important part as the building blocks for more elaborate segmentations methods. For segmentation results to follow human intuition, some sort of additional information must be provided, resulting in supervised methods. The information may be confined to user input seeds [5, 6] , or expanded to high level knowledge of the object to segment [7, 8] . These methods usually segment the image into bilayers, i.e. the foreground and the background. Segmentation based on graph cuts [5] have especially played an important part not only in providing a simple user guided segmentation method, but also as the basic framework of energy minimization in a pairwise MRF by finding the min-cut of a graph, where multiple levels of cues can be incorporated.
Based on the proliferation of effective single image segmentation methods, many methods for segmenting video data have consequently been proposed. Based on superpixels from mean shift [2] as building blocks and applying graph cuts [5] in a 3-D space with a practical user seed input framework, the methods presented in [9] and [10] have produced convincing results. Also, real-time methods that segment the input video stream from a web camera have also been proposed. These methods are characterized by the cues they utilize, such as stereo [11] , stationary background [12] , and motion parameters [13, 14] .
Although many effective methods for segmenting single images and video have been proposed, the need to segment multiple images containing consistent content with unknown variations creates a new problem. For instance, if the user tries to reconstruct the 3D structure of an object from images taken at various time and place such as the images in Fig 1, the object must first be segmented since camera calibration techniques cannot be directly applied due to the change of background. Video segmentation will produce fruitless results, and repeated use of single image segmentation methods will most likely cause a burden on
. 영상들은 각기 다른 때와 장소에서 촬영한 2층 버스 영상들로 이루어짐 Fig. 1 . Images of the BUS set comprising of image of a two story bus taken at multiple times and places collected from the VOC2006 database [16] and segmentation results obtained from the method proposed in the paper the user. Another such instance may arise when the user wants to synthesize a background for multiple images of a particular scene. Therefore, the problem of segmenting consistent scene images must deal with the problem of maximizing the effect of minimal user input by utilizing every possible aspect of user provided information to create a robust segmentation routine for multiple images with consistent content.
In this paper we deal with this problem by propagating multiple cues with adaptive confidence from an image segmented by the user. By utilizing multiple cues and evaluating their confidence, we are able to maximize the propa- The problem of cosegmentation [17] which segments a pair of images simultaneously based on the common content, and multi-view segmentation [18] which segments images of a certain object taken at various viewpoints are closely related to the problem at hand, but not without several differences. Cosegmentation automatically segments pairs of images with common foregrounds and contradictory backgrounds. In the case an image has been segmented, only its foreground and background histograms are considered to segment the other. For multi-view segmentation, the images must be calibrated and a sufficient number of images must be provided so that the images encompass the whole object of interest. Also, the foreground object must be stationary. In our problem, the number of consistent scene images may be more than two with arbitrary viewpoints and variation in appearance and uncalibrated.
We note that although the use of multiple cues was inspired by the method of [19] , it deals with learning the cues from multiple images, where as we directly extract cues from a single segmented image.
The rest of the paper is organized as follows. In section 2, we present a general overview of the proposed method.
In section 3 and section 4, we explain the details of determining multi-level cues and their confidences and propagating them for iterative segmentation, respectively.
Experimental results are presented in section 5, and the paper is concluded in section 6.
Ⅱ. Overview of the Proposed Method
The proposed method to segment consistent scene images is initiated based on a user segmented image. From the segmented image, we extract low, mid, and high level cues, and propagate them to the image we wish to segment.
The confidence of each cue is computed by comparing the similarity of the segmented image   and the image to segment .
Multi-level cues are classified into low-level cue   which is based on pixels, mid-level cue   which is based on patches, and high-level cue   which is based on the shape of the boundary. More specifically, the pixel dis- The propagated cues are used as the criteria for segmenting  in an MRF energy minimization framework where many methods to integrate multiple cues such as [7, 8, 20] have been proposed. Also, image segmentation methods [5] and [6] The potentials are combined through the energy equation:
where
and
Here,   ,   , and   ,  c h ,   represent the confidence of   ,   , and the average confidence of   , over boundary patches , respectively. Also,   represents the gradient based pairwise terms enforcing smooth boundaries, 
Mid-Level Cue: We follow the philosophy proposed in The propagated mid-level cue and its confidence are 
. Specifically, from the gradient map of , we compute the gradient vector flow (GVF) [24] and compute the inner product between the normal of       and the GVF at the boundary points to obtain  c h . We apply the GVF since it represents distances as well as orientations of normals dispersed from nearby gradients. Unlike the   and   which are constants,  c h is a matrix with the same size as the image. The final propagated high level cue   and its confidence are A visual description of each cue is given in Fig. 2 .
High-Level
        ,(8)
Ⅳ. Iterative Segmentation from Propagated Cues 1. Computing Multi-Level Potentials
Based on the propagated cues we compute potentials of where ⋅ denotes average,    denotes the distance between  and its k-nearest neighbor in , and   denotes variance of the k-nn distances. The background likelihood is computed in the same manner, and
   I logl I . (15) where   is the size of .
The 
where    is the average of   over   . From the esti-
Here,
represent the weight of the influence of contour point  and the average distance between points on the estimated boundary   , respectively. From (19) we are able to put more emphasis on estimated boundary points with higher confidence, and boundary points that are close to lattice point 
Adaptive Parameter Determination
An important aspect in energy minimization based segmentation methods is the determination of the parameters, most importantly, the value of weights    and   applied to the unary and pairwise energy terms. Previously, these parameters were defined as constants and determined empirically [5, 6] . In our method we apply simple assumptions to adaptively adjust this ratio based on statistics of    and    to ensure segmentation results are consistent with that given by the user.
The first assumption is that the more the pixel dis-
and     are separated, so will the distributions of    and    . Also, the more   and   are separated, the more they become a stronger criterion to distinguish between   and   . Therefore, we increase    according to the distance between    and    by
The second is that if there are large gradients other than the gradients at the boundary, gradients do not provide a good criteria in segmenting the image. Therefore, we decrease   according to the ratio between the average gradients at     and the average gradients at edges of   extracted by an edge detector.
Energy Minimization
As mentioned, the values of  are determined through minimization of the energy  of (1) based on the computed potentials. This is done by constructing a graph with edge capacities corresponding to the potentials and finding its min-cut following [5] and [15] . The additional potentials of the superpixels defined in (15) are incorporated in the graph by constructing auxiliary nodes connecting them to nodes corresponding to their constituent pixels following the theory recently proposed in [20] .
Iterative Segmentation
While the segmentation process is iterated throughout the whole set of consistent scene images, the low-level and 
Ⅴ. Experimental Results
We present experimental results on a variety of consistent scene images, mainly focusing on images sets of an object or images of a person in motion. The images of the BUS set of Fig. 1 were collected from the VOC2006 database of the Pascal object recognition challenge [16] .
Although there is a considerable amount of change in appearance for both foreground and background, the proposed method produce consistent results. As we can see from table 1, the results of the BOY set and the JE2 set have the lowest segmentation rate and highest false positive set. This is mainly due to the error accumulation that occurs for these sets. The error accumulation is attributed to low gradients in the boundaries between the foreground and background as well as the fact that the foreground and background are comprised of similar colors, creating camouflage. This problem is difficult for any segmentation method, and despite these obstacles, our method is able to produce fairly accurate segmentation results. As for the other data sets, the proposed method produces highly accurate results. For the results presented here, mean shift segmentation [2] was applied to obtain superpixels, the Bhattacharyya distance was used for   , and the Earth Mover's Distance 
