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Abstract
In this work an in-house code for large-eddy simulations of coal combus-
tion is developed and tested, with a special focus on the issue of modelling
radiative heat transfer eﬀects inside a furnace. An Eulerian-Lagrangian ap-
proach is used to describe the continuous gas phase and the discrete particle
phase, with a two-way coupling between the two phases (implemented by
another group member). The radiative transfer equation is solved using
the discrete ordinates method, testing several diﬀerent angular and spatial
discretisation schemes. The spectral properties of the participating media
are approximated with diﬀerent grey gas models of varying complexity and
accuracy. The accuracy of the radiative solver is initially assessed on sim-
ple idealised static cases in both two- and three-dimensions, and validated
against benchmark data found in literature. The code is then integrated,
parallelised and optimised with the LES flow and combustion solver, and
used to simulate a large 2.4 MW coal combustion furnace. The results of
the simulations are compared quantitatively against experimental data in
terms of velocity, temperature, species distribution and solid particle anal-
ysis, showing a good agreement overall. A parametric study is then also
performed on the variables and parameters of the radiation solver, showing
great sensitivity on the outcome of the simulations in certain cases, further
highlighting the importance of accurate radiation modelling for closed coal
combustion furnaces.
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Nomenclature
Latin Symbols, Uppercase
A Area m2
Ai,char Pre-exponential Arrhenius term for char kgm−2s−1
Aj Surface area (Sec. 4.1.2) m2
Aj,p Projected surface (Sec. 4.1.2) m2
A￿j Surface projected on unit hemisphere (Sec. 4.1.2) m2
Ap Particle surface area m2
Av Pre-exponential factor for Arrhenius equation s−1
Aw,i Atomic weight of element i u
Bchar Char burnout fraction −
B(r) Flux-limiter function −
CD Drag coeﬃcient (Sec. 3.3) −
Cdiff Diﬀusion constant m3K0.75
Co Dispersion constant (Sec. 3.3) −
Co Soot model constant (Sec. 4.6.3) −
Cox Concentration of oxidiser (Chapter 3) kgm−3
Cp Specific heat capacity Jkmol−1K−1
Cs Smagorinsky constant −
CvN Constant for von Neumann boundary condition −
C2 Soot model constant (Sec. 4.6.3) cmK
C1 MWSGG model coeﬃcient (Sec. 4.5.4) −
C2 MWSGG model coeﬃcient (Sec. 4.5.4) −
C3 MWSGG model coeﬃcient (Sec. 4.5.4) −
De Eﬀective diﬀusivity coeﬃcient (Chapter 3) m2s−1
Dkn Knudsen diﬀusion coeﬃcient m2s−1
Do Bulk diﬀusion coeﬃcient m2s−1
Dα Diﬀusion coeﬃcient of species α m2s−1
Dα,t Turbulent diﬀusion coeﬃcient of species α m2s−1
Ei,char Activation energy Arrhenius term for char MJkmol−1
Ev Activation energy for Arrhenius equation MJkmol−1
FD Drag force (Sec. 3.3) N
Ff,C Convective flux over an arbitrary surface −
Ff,D Diﬀusive flux over an arbitrary surface −
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Latin Symbols, Uppercase (cont.)
G Incident radiation Wm−2
H Total wall incident intensity Wm−2
Ib Grey blackbody intensity Wm−2
Ibη Blackbody intensity for wavenumber η Wm−2
Ib,t Total grey blackbody intensity Wm−2
Ipi Cell-centred intensity coming from direction i Wm−2
Iη Radiative intensity for wavenumber η Wm−3
J Number of grey gases (Sec. 4.5.2) −
JΦ,j Diﬀusion of species Φ in the j-direction kgm−2s−1
Jα,j Diﬀusion of species α in the j-direction kgm−2s−1
K Number of temperature polynomial coeﬃcients
(Sec. 4.5.2)
−
K1 MWSGG model coeﬃcient (Sec. 4.5.4) −
K2 MWSGG model coeﬃcient (Sec. 4.5.4) −
Mw,i Molecular weight of element i (Chapter 3) kgkmol−1
Mw,vg Molecular weight of volatile gases (Chapter 3) kgkmol−1
N Number of direction cosines (Chapter 4) −
N˙ Rate of change of particle number (Sec. 3.3) −
Ni Particle number density −
Nit Coupling iterations −
Nu Nusselt number −
P Filtered joint-pdf phase space (Sec. 3.3) −
Pc CO2 partial pressure −
Pw Water vapour partial pressure −
Pr Prandtl number −
Prt Turbulent Prandtl number −
Q Factor accounting for higher release of volatiles −
Qchar Particle heat release due to char combustion W
R Universal gas constant Jkmol−1K−1
R˙ Rate of change of particle radius (Sec. 3.3) −
Rc Chemical reaction rate −
Rox Bulk molecular mass diﬀusion rate m2s−1
Re Reynolds number −
S Distance between a point and a surface (Sec. 4.1.2) m
S Cell surface area (Sec. 4.5.2) m2
S˜ Local strain rate (Chapter 3) s−1
Sa Specific internal surface area m2g−1
Sa,0 Initial specific internal surface area m3K0.75
Sh Enthalpy source term Jkg−1
Si Radiative source function Wm−3
S˜ij Strain rate (Chapter 3) s−1
Sp,Φ Particle source term −
SΦ Source term of quantity Φ −
S˙Φ Filtered particle coupling source term −
Sη Source function (Chapter 4) Wm−3
Sc Schmidt number −
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Latin Symbols, Uppercase (cont.)
Sct Turbulent Schmidt number −
T Temperature K
T Particle temperature (Sec. 3.3) K
T˙ Rate of change of particle temperature (Sec. 3.3) Ks−1
Tinf Cell-center gas temperature K
Tm Mean temperature at particle surface K
Tref Reference temperature K
Ts Gas-particle surface temperature K
Ts Soot temperature (Sec. 4.6.3) K
T∞ Far field temperature K
V Volume m3
V Volatile yield kg
VM Adjusted initial volatile matter in a coal particle kg
VM0 Initial volatile matter in a coal particle kg
W Wiener term (Sec. 3.3) −
Xox Molar fraction of oxidiser −
YF Mass fraction of fuel −
YFC,daf Daf mass fraction of Fixed Carbon (Chapter 3) −
Yi Mass fraction of element i −
Yi,U Mass fraction of i from ultimate analysis (Chapter 3) −
Yi,vg Mass fraction of element i in volatiles (Chapter 3) −
Yox Oxidiser mass fraction (Chapter 3) −
Ypr Products mass fraction (Chapter 3) −
YR Mass fraction of reactants −
YVM,daf Daf mass fraction of Volatile Matter (Chapter 3) −
Yub Mass fraction of unburnt char −
Yα Mass fraction of species α −
Latin Symbols, Lowercase
aj Conditional particle acceleration (Sec. 3.3) ms−2
aj Grey gas weights (Sec. 4.5.2) −
ap Particle acceleration (Sec. 3.3) ms−2
aw,j Wall absorptivity weights (Sec. 4.5.2) −
b Char burnout fraction (Sec. 4.6.2) −
bj,k Emissivity gas temperature coeﬃcients (Sec. 4.5.2) −
c Model constant (Sec. 4.5.1) −
c Reaction progress variable −
ci Model constant −
cp,α Specific heat capacity of species α Jkmol−1K−1
cp Specific heat capacity of mixture Jkmol−1K−1
cw,i,j,k Absorptivity polynomials (Sec. 4.5.2) −
c1 Eddy Break-Up model constant (Chapter 3) −
c2 Eddy Break-Up model constant (Chapter 3) −
dp Particle diameter m
dp,0 Initial particle diameter m
fv Soot volume fraction −
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Latin Symbols, Lowercase (cont.)
gi Gravitation vector ms−2
gsgsj Sub-grid scalar flux ms
−1
h Enthalpy Jkg−1
hcon Convective heat transfer coeﬃcient Wm−2K−1
hdev Heat of evaporation of volatiles Jkg−1
hf,prod Enthalpy of formation of products (Chapter 3) Jkg−1
hf,reac Enthalpy of formation of reactants (Chapter 3) Jkg−1
hf,α Enthalpy of formation of species α Jkg−1
hR Enthalpy of combustion (Chapter 3) Jkg−1
hv Enthalpy of vaporisation Jkg−1
hvap Enthalpy of vaporisation Jkg−1
hα Enthalpy of species α Jkg−1
k Kinetic energy J
k Absorptive index of refraction (Sec. 4.6.3) −
ki Intrinsic reaction rate kgm−2s−1
ksgs Unresolved (sub-grid) kinetic energy J
l Characteristic length m
lK Kolmogorov lengthscale m
mp Particle mass kg
m˙p,char Particle mass lost due to char combustion kgs−1
m˙p,dev Particle mass lost due to devolatilisation kgs−1
mp,0 Initial particle mass kg
n Particle number (Sec. 3.3) −
n Number of angular directions (Chapter 4) −
n Absorptive index of refraction (real part) (Sec. 4.6.3) −
nˆ Unit normal vector (Chapter 4) −
nj Unit-vector normal in the j-direction −
p Fluid pressure Pa
pox Partial pressure of the oxidiser Pa
q Heat transfer rate per particle unit area (Sec. 3.3) Wm−2
q Radiative heat flux Wm−2
q˙char Heat transfer source due to char combust. (Sec. 3.3) Wkg−1
q˙con Heat transfer source due to convection (Sec. 3.3) Wkg−1
q˙dev Heat transfer source due to devolatilisation (Sec. 3.3) Wkg−1
qj Energy flux in the j-direction Jkg−1
qsgsj Sub-grid energy (enthalpy) flux Jkg
−1
qr Radiative heat transfer rate (Chapter 4) Wm−2
q˙rad Heat transfer source due to radiation (Sec. 3.3) Wm−2
r Point coordinate (Chapter 4) −
r Gradient (Sec. 2.3) −
r Particle radius (Sec. 3.3) m
r Position vector (Chapter 4) −
rp Pore radius (Chapter 3) m
rp Particle radius (Sec. 3.3) m
rw Position vector at wall −
s Stoichiometric coeﬃcient (Chapter 3) −
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Latin Symbols, Lowercase (cont.)
s Path length (Chapter 4) m
sˆ Unit outgoing direction vector (Chapter 4) −
sˆ￿ Unit incoming direction vector (Chapter 4) −
sˆi Unit direction vector (Chapter 4) −
t Time s
tK Kolmogorov timescale s
u Velocity vector ms−1
u Bulk flow velocity ms−1
ug Seen gas velocity (Sec. 3.3) ms−1
ui Velocity in i-direction ms−1
uj Velocity in j-direction ms−1
uK Kolmogorov velocity scale ms−1
uk Velocity in k-direction ms−1
up Particle velocity (Sec. 3.3) ms−1
v Particle velocity (Sec. 3.3) ms−1
wi Quadrature weights −
x Indicator for volatile gas constituents (Chapter 3) −
xi Spatial coordinate in i direction −
xj Spatial coordinate in j direction −
xk Spatial coordinate in k direction −
xp Particle position (Sec. 3.3) −
z Mixture fraction −
Greek Symbols, Uppercase
∆ LES filter width m
∆A Arbitrary control surface-area m2
∆tLES LES (combustion) timestep s
∆tRAD Radiation timestep s
∆V Arbitrary control-volume m3
∆xmin Minimum characteristic cell-size m
Φ Generic (scalar) field quantity (Sec. 2) −
Φ Polar angle (Sec. 4.1.2) rad
Φη Scattering phase function (Chapter 4) sr−1
Ω Total solid angle (Chapter 4) sr
Greek Symbols, Lowercase
α Absorptance (Chapter 4) −
α Atoms of C for postulate substance (Chapter 3) −
αη Absorptivity for wavenumber η (Chapter 4) −
β Atoms of H for postulate substance (Chapter 3) −
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Greek Symbols, Lowercase (cont.)
β Char combustion zone parameter (Chapter 3) −
βη Extinction coeﬃcient for wavenumber η m−1
γ Atoms of O for postulate substance (Chapter 3) −
γ Particle characteristic size (Chapter 3) m
γ Diﬀerencing scheme constants (Sec. 4.4) −
δ Atoms of N for postulate substance (Chapter 3) −
δij Kronecker symbol −
￿ Dissipation rate m2s−3
￿ Emittance (Sec. 4.2.4) −
￿p Particle emissivity −
￿η Emissivity for wavenumber η −
ηi Direction cosines in y-coordinate −
θ Particle porosity (Chapter 3) −
κ Grey absorption coeﬃcient m−1
κg,H2O−CO2 Grey Absorption coeﬃcient for H2O and CO2 m−1
κt Total grey absorption coeﬃcient m−1
κη Absorption coeﬃcient for wavenumber η m−1
λ Thermal conductivity Wm−1K−1
λ Wavelength (Chapter 4) m
λt Turbulent thermal conductivity Wm−1K−1
µ Dynamic viscosity kgs−1m−1
µi Direction cosines in z-coordinate −
µe Eﬀectiveness factor −
ξi Direction cosines in x-coordinate −
ρ Mass density kgm−3
ρ Reflectance (Chapter 4) −
ρp,A Particle apparent density kgm−3
ρp,T Particle true density kgm−3
σ Stefan-Boltzmann constant Wm−2K−4
σs,p Particle scattering factor (Chapter 4) m−1
σsη Scattering factor for wavenumber η (Chapter 4) m−1
τ Pore tortuosity (Chapter 3) −
τij Stress tensor Pa
τ sgsij Sub-grid scale stress tensor Pa
τ sgskk Sub-grid scale stress tensor Pa
τp Particle relaxation time (Sec. 3.3) s
τt Sub-grid timescale (Sec. 3.3) s
τη Optical thickness −
υ Kinematic viscosity m2s−1
υt Turbulent kinematic viscosity m2s−1
φ Generic field quantity −
φ Thiele modulus (Chapter 3) −
ψ Azimuthal angle (Sec. 4.1.2) rad
ω˜fu Filtered EBU reaction rate term (Chapter 3) kgm−3s−1
ω˙α Chemical source term of species α kgm−3s−1
ωη Single scattering albedo (Chapter 4) −
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Operators
·˜ Favre filtering
·￿￿ Favre fluctuations
·˙ Time derivative
·￿ General fluctuation
·￿ Incoming direction (Chapter 4)
· Spatial filtering
∇· Gradient
· ·∇ Divergence
·ˆ Unit vector
| · | Absolute value
MAX[·] Maximum value
MIN[·] Minimum value
Subscripts
·g Gas phase quantity
·p Particle phase quantity
·s Soot phase quantity
·ref Reference quantity
·α Quantity related to species α
·F Fuel quantity
·fu Fuel quantity
·U Ultimate analysis quantity
·ox Oxidiser quantity
·pr Products quantity
·0 Initial state quantity
·o Initial state quantity
·R Reactant quantity
·vg Volatile gas quantity (gaseous state)
·daf dry-ash-free quantity
·VM Volatile matter quantity (solid state)
·FC Fixed carbon quantity (solid state)
·t Turbulent quantity
·η Spectral quantity
·Φ Quantity related to a general scalar Φ
·char Quantity related to char combustion
·f Cell face quantity
·con Convection quantity
·dev Devolatilisation quantity
·sgs Sub-grid scale component
·prod Products quantity
·reac Reactants quantity
·rad Radiation quantity
·b Burnt quantity
·u Unburnt quantity
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Superscripts
·sgs Sub-grid scale component
·b Burnt quantity
·u Unburnt quantity
·t Quantity at time t
Abbreviations
CCS Carbon Capture and Storage
CDS Central Diﬀerencing Scheme
CFL Courant Friederichs Lewy criterion
CFD Computational Fluid Dynamics
CPD Chemical Percolation and Devolatilisation model
CPU Central Processing Unit
daf Dry-Ash-Free
DMFS Diamond Mean Flux Scheme
DNS Direct Numerical Simulation
DOM Discrete Ordinates Method
EBU Eddy Break-Up model
FG-DVC Functional Group-Depolymerization Vaporization and Cross-
linking model
FVM Finite Volume Method
HPC High-Performance Computing
IB Immersed Boundary
IC Internal Combustion engine
IEA International Energy Agency
IFRF International Flame Research Foundation
LBL Line By Line
LDV Laser Doppler Velocimetry
LES Large Eddy Simulation
LHS Left Hand Side
LHV Lower Heating Value
MDOM Modified Discrete Ordinates Method
MWSGG Modified Weighted Sum of Grey Gases method
NMDOM New Modified Discrete Ordinates Method
NOx Nitrogen oxides
OTFA Optically Thin Fluctuation Approximation
pdf Probability Density Function
PIV Particle Image Velocimetry
RANS Reynolds-Averaged Navier-Stokes
RHS Right Hand Side
RTE Radiative Transfer Equation
SGS Sub-Grid Scale
SLW Spectral Line Weighted sum of grey gases method
SNB Statistical Narrow Band
SNBcK Statistical Narrow Band correlated k-distribution
TRI Turbulence Radiation Interaction
TVD Total Variation Diminishing
UDS Upwind Diﬀerencing Scheme
WSGG Weighted Sum of Grey Gases method
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1 Introduction
The motivation and scope of this work is described in this chapter, followed
by an outline of the structure of the thesis.
1.1 Motivation
The global electricity demand is expected to grow by 75% up to almost
32,000 TWh by 2035, according to the International Energy Agency (IEA) [1].
Fossil fuels, namely oil, gas and coal, account for 81% of the global energy
mix, and despite their combined share is forecasted to fall to 71% by 2035,
their overall demand will increase [1]. In particular according to the IEA,
energy generation by coal combustion, which today accounts for 40% of the
global mix, will still remain the main source of electricity generation by
2035 [1].
With energy prices and demand set to increase, and global CO2 emissions
being at a record-high, it is evident that more eﬃcient energy generation is
the way forward to mitigate pollution and spur economic growth [1]. Fur-
thermore, advances in oxy-fuel combustion and carbon capture and storage
(CCS) present a great opportunity for more eﬃcient and less polluting en-
ergy generation.
The ability to rapidly and accurately simulate the combustion process
could greatly aid the development of new burners and lead to more eﬃ-
cient designs, thereby reducing fuel consumption and pollutant emission.
However the physical and chemical processes occurring in the combustion
process are extremely complicated and their prediction is an arduous task.
A direct approach to their simulation (direct numerical simulation - DNS)
is unfeasible for practical and industrial applications due to the incredi-
bly high computational costs involved. Moreover, whereas DNS is a useful
tool to research the physics of fluids, the exact solution of all the turbulent
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structures might not be necessary to aid new eﬃcient burner designs.
Large Eddy Simulation (LES) instead relies on solving only the largest
turbulent structures, and portrays an opportunity to achieve accurate and
reliable predictions, at a moderate computational cost. The ability to simu-
late particle-laden flows with complex geometries has already been demon-
strated [4], as well as gaseous turbulent reacting flows in simpler geome-
tries [55].
To date, the simulation of coal combustion instead has mostly relied on
Reynolds-Averaged Navier Stokes (RANS) predictions, due to the increased
complexity and computational costs involved in DNS and LES. However
this approach has been shown to not be suﬃciently accurate, and highly
dependent on the turbulence and combustion model selection.
It is therefore the author’s belief that large eddy simulation presents an
interesting opportunity for the development of more eﬃcient burners for
energy generation by coal combustion in the future.
This work focuses on the large eddy simulation of coal combustion, with
a particular attention on the issue of radiation modelling. The eﬀects of
radiative heat transfer are often neglected in the numerical simulation of
combustion due to their high level of complexity and computational eﬀorts
required. However in realistic furnaces, radiation is often the main mode of
heat transfer and thus its eﬀect cannot be neglected. In this work the dis-
crete ordinates method is implemented as a solution method for radiation,
and coupled with LES of combustion. This method is validated against sev-
eral diﬀerent stationary benchmark cases both in 2D and 3D, and various
global spectral models are also implemented to describe the radiative prop-
erties of the media. Large eddy simulations of a large coal-fired furnace are
presented, and the performance of diﬀerent radiation models is compared
against experimental data.
Simulations of partially premixed stratified gaseous flames were also per-
formed as an intermediate step towards the modelling and simulation of
volatiles combustion for coal fired furnaces, where highly inhomogeneous
dual-air mixtures occur. The work resulted in a presentation at the 34th
International Symposium on Combustion in Warsaw, Poland, and succes-
sively in a publication in the Proceedings of the Combustion Institute [20],
to which the interested reader is directed for further details.
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1.2 Thesis Outline
In this section the structure of the thesis is presented as an outline for the
reader.
In Chapter 2 the background knowledge of fluid dynamics and combustion
necessary for the understanding of this work is presented. The fundamental
equations and assumptions used in this work are described, and a basic in-
troduction to turbulence and the turbulent scales is given. The three main
approaches to modelling turbulent flows with computational fluid dynamics
are then discussed, namely Reynolds-Averaged Navier-Stokes, direct numer-
ical simulation, and large eddy simulation. Greater emphasis and detail is
given on the latter, as this is the sole technique used in this work. The filter-
ing procedure is described, as well as the treatment of the sub-grid scales in
LES. The numerical description techniques used are then presented, show-
ing the diﬀerent discretisation schemes used to describe convection. The
treatment of diﬀusion is also introduced, as well as the time integration
technique employed, to advance a solution in time.
The background knowledge of coal combustion necessary for the under-
standing of this work is given in Chapter 3. The main properties of coal
and its characterisation are introduced, and successively the combustion
process and the modelling approach used in this work is presented. The
method used to describe the volatiles composition is given, together with
the models used to describe the devolatilisation, volatiles combustion and
char combustion processes. A brief introduction to the description of parti-
cles is included, presenting the basics of the Euler-Lagrange approach used
in this work, and the treatment of the influence of the sub-grid scales on
the particles and vice-versa. Finally, the main equations describing the heat
transfer to and from the particles by means of the various processes aﬀecting
them are shown, together with the two-way coupling method used in this
work.
Chapter 4 introduces radiative heat transfer, a process that has often been
neglected to date in the numerical simulation of combustion, but which is
likely to be the dominant heat transfer mode in certain specific applications,
such as coal combustion in closed furnaces. The basic concepts underlying
radiative heat transfer are defined, and the radiative transfer equation for
absorbing, emitting and scattering media and its main boundary condi-
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tions are presented. Solution methods to the radiative transfer equation are
discussed, with a special focus on the Discrete Ordinates Method (DOM),
which is the focus of this work. The various spectral models that can be
used to describe the radiative properties of the medium are also introduced,
with a detailed description of various grey gas models used in this work.
The extension of the radiative transfer equation to deal with particle laden
flows is described, together with the equations used to define the particles’
radiative properties. An introduction to the treatment of soot for radiation
calculations is also given. The inclusion and coupling of radiation mod-
elling with large eddy simulations is presented, as well as the implemented
parallelisation strategy.
The validation studies of the radiation models carried out by the author
are presented in Chapter 5. Five diﬀerent two-dimensional cases and three
three-dimensional stationary cases are investigated, and the results are com-
pared to other models or same model predictions by other authors found in
literature. Diﬀerent angular and spatial discretisation schemes are investi-
gated, to provide a sensitivity analysis on the former and study the influence
of the latter. Overall a good agreement is obtained with the models used, in
some cases even outperforming other author’s work with the same models.
In Chapter 6 the large eddy simulations carried out on the International
Flame Research Foundation furnace are presented. This is a relatively large
2.4MW pulverised coal furnace which has been studied extensively, and for
which a significant amount of experimental data is available in terms of mean
quantities. Velocity, temperature and species concentration data as well as
the incident radiative heat flux measured on the wall of the furnace are
available at various locations along the furnace length. The simulations are
compared to these quantities, with a special focus on the temperature and
radiation data available. Several diﬀerent radiation models are compared
to each other, to provide a sensitivity analysis for the influence and impact
of radiation modelling on the large eddy simulations of coal combustion.
Finally in Chapter 7, the main findings and conclusions of this work are
summarised, and recommendations are made for future work.
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2 Fluid Dynamics and Combustion
In this chapter, an overview of the theory underlying fluid dynamics is
presented, including the main assumptions in the present work, and the
governing equations used. The diﬀerent modelling techniques commonly
used to describe turbulent flows are then introduced, with an emphasis on
Large Eddy Simulation, as this is the sole technique used by the author.
2.1 Theory of Fluid Dynamics
2.1.1 Fundamental Equations and Assumptions
In the present work, fluids are assumed to be incompressible. This assump-
tion is valid for low Mach numbers, where the flow speed is well below the
speed of sound, which is the case in the coal combustion, and gaseous com-
bustion cases considered in this work. What incompressibility means is that
the density of the fluid is independent of pressure (although it will still vary
with heat release):
∂ρ
∂p
= 0 (2.1)
Conservation of Mass
A further assumption is made, that the fluid is continuous. Even though
fluids are made up of millions of discrete microscopic particles, at the macro-
scopic level which is that of major interest in fluid flow for combustion ap-
plications, these can be treated as a continuous phase. Since atoms cannot
be created or destroyed, a fluid cannot change its mass, and as such we
have a conservation principle for mass. The conservation equation for mass
is generally known as the continuity equation (Eq. 2.2), which describes the
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local change of density ρ with time t, and its convection in space xj with
velocity components uj .
∂ρ
∂t
+
∂
∂xj
(ρuj) = 0 (2.2)
Conservation of Momentum
A fluid will not change its velocity unless external forces act upon it. Mo-
mentum is thus conserved, and can be described by Eq. 2.3. The local
change of momentum ρui in time t is related to the convective transport
of the former by a velocity uj in the xj direction, and to the forces on the
right-hand side which are due to deformation, pressure and gravitation. The
stresses τij that result from the local deformation of the fluid depend on its
properties, the ∂p/∂xi term describes the eﬀect of local pressure-gradients,
and the last term ρgi represents the earth’s gravitational attraction.
∂
∂t
(ρui)￿ ￿￿ ￿
rate of change
of momentum
+
∂
∂xj
(ρuiuj)￿ ￿￿ ￿
convection
=
∂
∂xj
τij￿ ￿￿ ￿
deformation
− ∂p
∂xi￿￿￿￿
pressure
+ ρgi￿￿￿￿
gravitation
(2.3)
All gases and most liquids, and certainly all the fluids employed in this
work are Newtonian in nature. What this means is that the stress acting on
a fluid is linearly related to its’ strain rate, and as such the two can be related
by a constant of proportionality, which is the dynamic viscosity µ. Using
Stokes hypothesis, the fluids deformation can be expressed mathematically
as in Eq. 2.4, where δij is the Kronecker delta (δij = 1 for i = j, and δij = 0
for i ￿= j).
τij = µ
￿
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
￿
(2.4)
The Navier-Stokes equations are obtained by substituting Eq. 2.4 into
Eq. 2.3, which together with the continuity equation (Eq. 2.2) fully describe
the flow of an isothermal, incompressible Newtonian fluid.
∂
∂t
(ρui)+
∂
∂xj
(ρuiuj) =
∂
∂xj
µ
￿
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
￿
− ∂p
∂xi
+ ρgi (2.5)
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General Transport Equation
In order to describe a turbulent reacting flow, in addition to the conser-
vation equations for mass (Eq. 2.2) and momentum (Eq. 2.3), an equation
describing the chemical state of the fluid must be employed. This is known
as a scalar transport equation, and a general transport equation describing
the evolution of an arbitrary quantity Φ can be expressed as in Eq. 2.6. The
terms on the LHS describe the change of quantity Φ with time t, and its
convective transport through xj with velocity uj , whereas the first term on
the RHS describes the rate of diﬀusion of the scalar JΦ,j , and the last term
describes production or destruction of the scalar by a source or sink, SΦ.
∂Φ
∂t￿￿￿￿
accumulation
+
∂
∂xj
(Φuj)￿ ￿￿ ￿
convection
= −∂JΦ,j
∂xj￿ ￿￿ ￿
diﬀusion
+ SΦ￿￿￿￿
source
(2.6)
Such a transport equation (Eq. 2.6) can be applied to any scalar by simply
substituting for Φ. For example by setting Φ ≡ ρ, the continuity equation is
readily recovered (Eq. 2.2), as mass cannot be created or destroyed (SΦ = 0),
and density is not aﬀected by mass diﬀusion (∂Jρ,j/∂xj = 0). In a similar
way, the momentum equation (Eq. 2.3) can be recovered from Eq. 2.6 by
setting Φ ≡ ρui, since the diﬀusion of momentum is equal to the stress
tensor τij , and the source/sink term for momentum is equal to the pressure
and gravitational forces acting on the fluid.
Species Mass Fraction
The composition of a gas mixture can be described with the mass fraction
Yα of each of the chemical species α in the mixture. Individual transport
equations for each of the species involved can be derived by substituting
Φ = ρYα in Eq. 2.6, where Jα is the diﬀusive flux and ω˙α is the source term
of species α.
∂(ρYα)
∂t
+
∂
∂xj
(ρYαuj) = −∂Jα,j
∂xj
+ ω˙α (2.7)
Diﬀusion can be described using Fick’s law (Eq. 2.8), where Dα is the
diﬀusion coeﬃcient of species α.
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Jα,j = −ρDα∂Yα
∂xj
(2.8)
Substituting Eq. 2.8 into Eq. 2.7 and using the species Schmidt number,
Scα = µ/ρDα to substitute the diﬀusion coeﬃcient, the final form of the
species transport equation is obtained, Eq. 2.9. Throughout this work it
is assumed that all species have an equal diﬀusivity, and thus a unique
Schmidt number is used, Scα = Sc.
∂(ρYα)
∂t
+
∂
∂xj
(ρYαuj) =
∂
∂xj
￿
µ
Scα
∂Yα
∂xj
￿
+ ω˙α (2.9)
In gaseous combustion however, several chemical species are involved in
the reactions, and the use of a transport equation for each species mass frac-
tion is usually unnecessary and costly. Depending on the combustion mode,
certain specific transport equations can be used to reduce the overall number
of transported quantities, as outlined in the following two paragraphs.
Mixture Fraction
For a case of pure mixing of fuel and oxidiser in non-premixed combustion,
a quantity known as the mixture fraction z, can be defined and transported
as a single conservation equation, assuming equal diﬀusivity of all species
and unity Lewis number. By substituting ρz in Eq. 2.6 and simplifying as
above, the number of species transport equations is reduced from 2 to 1
as both the fuel and oxidiser are represented by the mixture fraction. The
mixture fraction is generally defined as 0 in the oxidiser stream, and 1 in
the fuel stream, with mass balances for intermediate values.
∂(ρz)
∂t
+
∂
∂xj
(ρzuj) =
∂
∂xj
￿
µ
Sc
∂z
∂xj
￿
(2.10)
Progress Variable
For premixed combustion, a very useful quantity is the reaction progress
variable c. This is generally defined as 0 in the unburnt regions (fresh
gases) and 1 in the fully burnt regions (burnt products), with intermediate
values at the flame front. It can be expressed in terms of the reactant mass
fraction YR, or assuming unity Lewis numbers and low-Mach numbers in
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terms of temperature T , as in Eq. 2.11 and Eq. 2.12, where the subscripts
u and b indicate the unburnt and burnt states respectively [24].
c ≡ YR,b − YR
YR,u − YR,b (2.11)
c =
T − Tu
Tb − Tu (2.12)
In the same way as for the mixture fraction, the transport equation is
obtained by substituting ρc in Eq. 2.6 and simplifying, and prevents the
need to solve transport equations for each individual species.
∂(ρc)
∂t
+
∂
∂xj
(ρcuj) =
∂
∂xj
￿
µ
Sc
∂c
∂xj
￿
+ ω˙c (2.13)
For partially-premixed combustion, where a premixed air-fuel stream co-
exists with a pure air stream, it is necessary to transport both the mixture
fraction (Eq. 2.10) and the progress variable (Eq. 2.13) to accurately de-
scribe the chemical state and composition of the fluid flow.
Enthalpy
In reactive flows, the temperature change associated with the chemical re-
actions and due to radiative eﬀects can be described by solving a transport
equation for energy, which can be expressed in terms of enthalpy, sensible
enthalpy, temperature and internal energy among others. In this work the
static enthalpy h was used, which is a function of the local species mass
fractions and temperature, defined in Eq. 2.14.
h =
￿
Yα
￿
hf,α +
￿
cp,αdT
￿
(2.14)
Here, hf,α is the enthalpy of formation of species α and cp,α is it’s specific
heat capacity.
Throughout this work an incompressibility assumption is made, and as
such pressure is assumed to remain constant with respect to the enthalpy
equation and the eﬀects of pressure gradients are neglected, as well as those
of viscous heating (dissipation), which are negligible. The transport equa-
tion for enthalpy can therefore be simplified as in Eq. 2.15 below, where
35
qj is the energy flux (Eq. 2.16), dependent upon both the heat and species
diﬀusion [125].
∂(ρh)
∂t
+
∂
∂xj
(ρhuj) =
∂qj
∂xj
(2.15)
The first term on the right-hand side of Eq. 2.16 represents the heat
diﬀusion expressed by Fourier’s law, where λ is the thermal conductivity,
whereas the second term represents the summation of the diﬀusion of each
specie α.
qj = λ
∂T
∂xj
−
￿
α=1
hαJα (2.16)
.
Assuming a unity Lewis number (equal mass and thermal diﬀusion), the
energy flux can be further simplified as in Eq. 2.17 [125].
qj =
λ
cp
∂h
∂xj
(2.17)
Using the definition of the Prandtl number, which compares momentum
and heat transport, Pr = µcp/λ, and performing the relevant substitutions,
the final version of the enthalpy equation is obtained, Eq. 2.18.
∂(ρh)
∂t
+
∂
∂xj
(ρhuj) =
∂
∂xj
￿
µ
Pr
∂h
∂xj
￿
(2.18)
It is important to note that in this work the enthalpy transport equation
also has a source term which originates from the heat transfer to and from
the discrete particle phase (see Sec. 3.3.2) and to account for radiative heat
transfer eﬀects (see Chapter 4). This has been omitted here for consistency,
but will be discussed in the relevant sections, where a complete version of
the enthalpy equation used in this work will be presented.
2.1.2 Turbulence and Turbulent Scales
The term fluid flow has a very broad significance, and as such it is useful
to classify it as being either laminar or turbulent with a transitional region.
Laminar flows can be one, two and three-dimensional and often do not vary
with time (steady), whereas turbulent flows are always three-dimensional
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and transient, and appear chaotic in nature with a range of diﬀerent struc-
ture sizes.
The classification of fluid flows is attributed to Reynolds [135, 136], who
by conducting a set of simple experiments determined the four factors aﬀect-
ing the nature of the flow, and classified these by deriving a non-dimensional
number known today as the Reynolds number (Eq. 2.19), which remains to
date one of the most useful quantities in fluid-mechanics. He concluded that
the four factors aﬀecting the nature of the flow are its density ρ, velocity u,
viscosity µ and characteristic length l, which depends on the specific prob-
lem. For instance for a simple pipe flow the characteristic length would be
taken as the diameter of the pipe, and the critical (transitional) Reynolds
number is around Re ≈ 2000, below which the flow is laminar.
Re =
ρul
µ
=
ul
υ
(2.19)
Reynolds formulated another important concept known as the Reynolds
decomposition (Eq. 2.20), which separates the mean (steady) and the fluc-
tuating (unsteady) velocity components in a turbulent flow field. This
equation can be substituted inside the continuity and momentum equations
(Eq. 2.2 and Eq. 2.3) and forms the basis for Reynolds-Averaged Navier-
Stokes (RANS), which is briefly outlined in Sec. 2.2.1.
ui(xj , t) = u¯i(xj) + u￿i(xj , t) (2.20)
Turbulent flows are characterised by rotating structures having a wide
range of diﬀerent sizes, commonly known as eddies. However the two most
crucial turbulent scales, of which a brief explanation is given in this para-
graph, are the integral and Kolmogorov length scales, which represent the
typical and minimum structure sizes respectively. Such scales are better
understood with an appreciation of the energy cascade [137]: the large ed-
dies carry the greatest kinetic energy k, and as they move through the flow
they transfer energy to the smaller eddies. Eventually, the eddies become
so small that they are completely dissipated due to viscous forces. The rate
at which viscous forces convert the kinetic energy of the eddies into heat is
known as the dissipation rate ￿, and is defined as the ratio of kinetic energy
to the eddie’s time scale [125].
The integral length scale represents the size of the largest eddies, and can
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usually be estimated from the characteristic length of the flow problem, for
instance the diameter of the pipe flow discussed above. This is defined as
the integral of the auto-correlation function (of velocity) in the flow direc-
tion. In simpler terms, the velocity auto-correlation indicates how much
the velocity fluctuation at a given point in the flow is correlated with the
nearby fluctuations, in order to indicate a size of the rotating structures.
The range of diﬀerent length scales in a flow was intensively studied by
Kolmogorov [90, 91], who was the first to propose that there must be a limit
to the size of the smallest eddies in the flow, beyond which only viscous forces
are present, and these are known today as the Kolmogorov scales, expressed
in terms of length, velocity and time (Eq. 2.21).
lK = (υ3/￿)1/4 , uK = (υ￿)1/4 , tK = (υ/￿)1/2 (2.21)
2.2 Modelling Turbulent Flows
An overview of the fundamental governing equations describing an incom-
pressible turbulent reactive flow has been given in the previous section. Such
equations however can be directly applied and solved only for the simplest
of problems due to the complexity of the possible solutions, and as such nu-
merical methods are used to tackle more challenging and relevant problems.
The three most common and widely acknowledged numerical methods for
computational fluid dynamics applications in turbulent flows are Reynolds-
Averaged Navier-Stokes (RANS), Direct Numerical Simulations (DNS) and
Large Eddy Simulations (LES). The first two are only briefly introduced in
the following subsections, whereas a more detailed explanation of LES is
given, as this is the focus of the author’s work.
2.2.1 Reynolds-Averaged Navier-Stokes (RANS)
RANS is historically one of the first numerical methods to be widely ac-
cepted and is the least computationally expensive of the three methods,
making it the most popular method in solving fluid dynamics problems
to date. As previously mentioned, the fundamental RANS equations are
obtained by substituting the Reynolds decomposition (Eq. 2.20) in the con-
tinuity and momentum equations (Eq. 2.2 and Eq. 2.3). This yields a set
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of equations for the time-averages of velocity u¯i and pressure p¯, which un-
fortunately lead to new, unclosed terms such as u￿iu￿j , known as Reynolds
stresses. This term can be closed by deriving further transport equations,
which however include other unclosed terms (this is known as the Turbulence
Closure Problem), or it can be modelled based on known quantities [157].
2.2.2 Direct Numerical Simulation (DNS)
Whereas in RANS a lot of modelling is involved, DNS relies on solving all
possible scales with no modelling at all. The continuity and momentum
equations (Eq. 2.2 and Eq. 2.3) are thus discretised on a grid having a char-
acteristic length equal to or less than the Kolmogorov lengthscale lK , and
solved with timesteps equal to or shorter than the Kolmogorov timescale tK
(generally even shorter for reactive simulations). The procedure is extremely
computationally expensive, although outstanding results can be obtained.
As a matter of fact DNS is currently used in research to investigate and
obtain important information concerning the physics of fluids, to aid sim-
ple, more cost-eﬀective model development [14, 42]. Whilst improvements
in High Performance Computing (HPC) make the use of DNS for industrial
applications a feasible prospect for the future, this may never become the
preferred solution, as the huge amounts of data generated by DNS are dif-
ficult to process, and the exact solution of all turbulent structures is not
necessarily of interest.
2.2.3 Large Eddy Simulation (LES)
Whereas in DNS all turbulent scales are resolved, and from RANS only
time-averaged quantities are obtained, LES can be seen as an intermediate
method of the two, providing potentially greater accuracy than RANS, at a
lower cost than DNS. In LES in fact a low-pass filter is applied to the gov-
erning equations, and as a result only the larger scales are resolved, whereas
the smaller ones require modelling. The filtering procedure (Eq. 2.22) for
a quantity Φ, results in a spatial mean Φ, and it’s Sub-Grid Scale (SGS)
contribution Φ￿.
Φ = Φ+ Φ￿ or Φ￿ = Φ− Φ (2.22)
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To simplify the numerical method in variable-density problems, a density-
weighted filter is applied (Eq. 2.23), known as Favre filtering, where for
the same quantity Φ, its density weighted average is ￿Φ, and the Favre-
fluctuations are represented by Φ￿￿.
Φ = ￿Φ+ Φ￿￿ with ￿Φ = ρΦ
ρ
or ρΦ = ρ￿Φ (2.23)
The benefit of such operation is that it allows to re-express the filtered
correlation ρΦ as the product of filtered quantities ρ￿Φ. The filtered govern-
ing equations for LES are presented in the following paragraphs.
Filtered Navier-Stokes Equations
The low-pass and Favre-filtered continuity equations are presented in Eq. 2.24,
respectively.
∂ρ
∂t
+
∂
∂xj
(ρuj) = 0 or
∂ρ
∂t
+
∂
∂xj
(ρu˜j) = 0 (2.24)
Comparing the filtered continuity equation (Eq. 2.24) with its original
unfiltered version (Eq. 2.2) one may notice that no additional term is intro-
duced, and as such no SGS modelling is required.
Applying a low-pass filter to the conservation of momentum equation
(Eq. 2.3), assuming that filtering and diﬀerentiation are commutative, and
rewriting the dynamic viscosity µ in terms of density and kinematic viscosity
υ results in Eq. 2.25.
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) =
∂
∂xj
￿
ρυ
￿
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
￿￿
− ∂p
∂xi
+ ρgi (2.25)
Favre-filtering and approximating￿υ ∂uj∂xi ≈ υ˜
￿∂uj
∂xi
, leads to Eq. 2.26.
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∂∂t
(ρu˜i) +
∂
∂xj
(ρ￿uiuj) = ∂
∂xj
￿
ρυ˜
￿
∂ ￿uj
∂xi
+
∂ ￿ui
∂xj
− 2
3
∂￿uk
∂xk
δij
￿￿
− ∂p
∂xi
+ ρgi (2.26)
LES filtering of the momentum equation thus results in an unknown non-
linear convection term ￿uiuj , which is associated to the sub-grid stress tensor
τ sgsij .
τ sgsij ≈ ￿uiuj − u˜iu˜j or ￿uiuj ≈ u˜iu˜j + τ sgsij (2.27)
Eq. 2.27 can be substituted in Eq. 2.26 to obtain the unclosed form of the
filtered momentum equation (Eq. 2.28). The sub-grid stress tensor requires
modelling to be closed, as discussed in the following paragraph.
∂
∂t
(ρu˜i) +
∂
∂xj
(ρ￿ui ￿uj) = ∂
∂xj
￿
ρυ˜
￿
∂ ￿uj
∂xi
+
∂ ￿ui
∂xj
− 2
3
∂￿uk
∂xk
δij
￿
+ ρτ sgsij
￿
− ∂p
∂xi
+ ρgi (2.28)
Sub-grid Stress Modelling
In this work, closure of the sub-grid stress tensor is obtained with the eddy
viscosity approach. In this model the sub-grid contribution to the turbulent
energy balance is represented by adding a turbulent eddy viscosity term ￿υt
to the molecular viscosity ￿υ as in Eq. 2.29.
τ sgsij −
1
3
τ sgskk δij = ￿υt￿∂ ￿uj∂xi + ∂ ￿ui∂xj − 23 ∂￿uk∂xk δij
￿
(2.29)
Substituting Eq. 2.29 into Eq. 2.28 gives the closed, filtered momentum
equation (Eq. 2.30).
∂
∂t
(ρu˜i) +
∂
∂xj
(ρ￿ui ￿uj) =
∂
∂xj
￿
ρ (υ˜ + υ˜t)
￿
∂ ￿uj
∂xi
+
∂ ￿ui
∂xj
− 2
3
∂￿uk
∂xk
δij
￿
+
1
3
ρτ sgskk
￿
− ∂p
∂xi
+ ρgi (2.30)
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The only remaining unknown term in this equation is the turbulent vis-
cosity υt, which in the present work is approximated using the Smagorinsky
model [149]. The model (Eq. 2.31) is dependant upon the LES filter width
(characteristic cell size) ∆, the filtered strain tensor S˜ij , and its model con-
stant Cs.
￿υt = (Cs∆)2￿2S˜ijS˜ij where S˜ij = 12
￿
∂ ￿uj
∂xi
+
∂ ￿ui
∂xj
￿
(2.31)
This model can oﬀer good results and is of simple implementation, how-
ever results can be aﬀected by the chosen value of the model constant, and
an appropriate selection of this is not always obvious. Lilly suggested a value
of Cs = 0.173 for channel flows [102], however in general 0.065 < Cs < 0.2
is an acceptable range, and often sensitivity analyses must be conducted
to determine the optimal value. The need for setting this parameter can
be spared by using the Germano dynamic model [53], however at a higher
computational cost.
Filtered Scalar Transport Equations
To perform an LES of a reacting flow at least one scalar transport equation
must be solved, depending on the problem. For non-premixed combustion,
the mixture fraction z is a common choice (Eq. 2.10), whereas for pre-
mixed combustion the reaction progress variable c (Eq. 2.13) is the usual
scalar used. For partially premixed combustion a combination of the two is
needed, whereas for coal combustion the current undertaken approach is to
transport the individual species mass fractions. The filtering of a general
species mass fraction is presented below, which is similar to the mixture
fraction and progress variable filtering operations. Applying a low-pass fil-
ter to Eq. 2.9 yields Eq. 2.32, which by Favre-filtering and using a gradient
assumption [125] gives Eq. 2.33.
∂(ρYα)
∂t
+
∂
∂xj
(ρYαuj) =
∂
∂xj
￿
µ
Sc
∂Yα
∂xj
￿
+ ω˙α (2.32)
∂(ρ￿Yα)
∂t
+
∂
∂xj
(ρ￿Yαuj) =
∂
∂xj
￿
µ˜
Sc
∂￿Yα
∂xj
￿
+ ω˙α (2.33)
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This leads to the unclosed convective term￿Yαuj , and the filtered reaction
rate ω˙, which both require modelling. Similar to the sub-grid stress for the
momentum equation (Eq. 2.27), the species convection term is approximated
as in Eq. 2.34.
gsgsj = ￿Yα ￿uj −￿Yαuj (2.34)
The eﬀect of the species sub-grid scale may be understood as turbulent
molecular diﬀusion, and this is approximated with a gradient assumption
[125].
gsgsj = Dα,t
∂ ￿Yα
∂xj
=
￿υt
Sct
∂ ￿Yα
∂xj
(2.35)
In this work the turbulent Schmidt number Sct is taken as 0.7. The final
closed form of the species transport equation can therefore be obtained by
grouping the viscosity terms, where the filtered turbulent viscosity µ˜t is
obtained from the Smagorinsky model, as previously described.
∂(ρY˜α)
∂t
+
∂
∂xj
(ρY˜αu˜j) =
∂
∂xj
￿￿
µ˜
Sc
+
µ˜t
Sct
￿
∂Y˜α
∂xj
￿
+ ˜˙ωα (2.36)
Filtered Enthalpy Equation
The enthalpy transport equation (2.18) can be filtered in a similar way to
the scalar transport equation above, yielding Eq. 2.37.
∂ρ￿h
∂t
+
∂
∂xj
(ρ￿huj) = ∂
∂xj
￿
λ
cp
∂￿h
∂xj
￿
(2.37)
This gives an unclosed term: the enthalpy convection term ￿huj , which is
treated with a similar approach to the species mass fraction convection term
(Eq. 2.34), as in Eq. 2.38.
qsgsj = ￿h ￿uj −￿huj (2.38)
The enthalpy sub-grid contribution may be seen as turbulent thermal
diﬀusion, again approximated by a gradient assumption, where Prt is the
turbulent Prandtl number, which given the unity Lewis number assumption
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is the same as the turbulent Schmidt number: Prt = 0.7.
qsgsj =
￿λt
cp
∂￿h
∂xj
=
￿υt
Prt
∂￿h
∂xj
(2.39)
The final form of the closed enthalpy transport equation is given in
Eq. 2.40. Note that here the source terms due to the coupling between
the continuous and discrete phase, and due to radiation have been omitted
for consistency. Closure models for the radiative source term are presented
in Chapter 4.
∂ρh˜
∂t
+
∂
∂xj
(ρh˜u˜j) =
∂
∂xj
￿￿
µ˜
P r
+
µ˜t
Prt
￿
∂h˜
∂xj
￿
(2.40)
2.3 Numerical Description
To solve the filtered governing equations presented in the previous sections,
it is necessary to discretise the problem in space and time. By inspection
of the general transport equation (Eq. 2.6) one may notice that the terms
requiring spatial discretisation are the ones concerning convection and diﬀu-
sion, whereas the accumulation term requires temporal discretisation. Dis-
cretisation via the Finite Volume Method (used in this work) is introduced
in the following subsections, however for a more detailed explanation the
reader is referred to [79, 174].
The general transport equation (Eq. 2.6) for the scalar Φ is volume-
integrated over an arbitrary volume ∆V :
￿
∆V
∂Φ
∂t
dV +
￿
∆V
∂
∂xj
(Φuj)dV = −
￿
∆V
∂JΦ,j
∂xj
dV +
￿
∆V
SΦdV (2.41)
The Gauss-Integration formula (Eq. 2.42) is then applied to transform
the convection and diﬀusion terms into fluxes over ∂∆V . Here the volumes
are replaced by the surface elements dA, and the unit vector normal to the
surface nj . ￿
∆V
∂
∂xj
φdV =
￿
∆A
φnjdA (2.42)
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The standard integral form of the transport equation is then obtained
by performing the above substitution and writing the time-derivative term
outisde the integral, as in Eq. 2.43.
∂
∂t
￿￿
∆V
ΦdV
￿
+
￿
∆A
(Φuj)njdA = −
￿
∆A
JΦ,jnjdA+
￿
∆V
SΦdV (2.43)
2.3.1 Convection
The convection term from Eq. 2.43 can be discretised for an arbitrary con-
trol volume, where Ff,C describes the convective (subscript C ) flux over
an arbitrary surface (subscript f = north, east, south, west, front or back
surfaces). ￿
∆A
(Φuj)njdA =
￿
f
Ff,C (2.44)
The values of Φ are averaged at the cell-surface centres and as such one
may deduce that
￿
∆Af
ΦdA ≈ Φf∆Af . It is also worth noting that in this
work equally sized cubic cells are used, and hence cell-surface areas can
be simplified to the square of the length ∆, i.e. ∆Af = ∆2. With this
information, it is possible to calculate the convective fluxes Ff,C over a
surface Af as:
Ff,C = Φfuf∆2 (2.45)
Where uf is the surface normal velocity component. All conserved scalars
are stored at the cell-centres, however velocity is interpolated at the cell
faces once, used for the calculation of all fluxes, and is then independently
corrected in a projection step [157]. Several diﬀerencing schemes exist in
literature, and the most common are described below. Adequate selection
of the diﬀerencing scheme can be crucial for both accuracy and stability.
Upwind Diﬀerencing Scheme (UDS)
A very basic diﬀerencing scheme is the UDS, which consists in equating the
value of the scalar at each cell-face to that of the upstream cell’s centre
(Eq. 2.46). Whereas this scheme is computationally eﬃcient and stable, it
can lead to false diﬀusion.
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Figure 2.1: Illustration of neighbouring cells.
Φf = Φi (2.46)
Central Diﬀerencing Scheme (CDS)
Another relatively simple and common diﬀerencing scheme is the CDS. Here
an average of the cell-centred values of the adjacent cells (or a linear inter-
polation for non-equidistant grids) is taken to evaluate the cell-face value
(Eq. 2.47). This scheme however is non-bounded, and can give rise to large
oscillations, or unphysical quantities, for example leading to negative or
greater than unity mass fractions (Yα > 1 or Yα < 0).
Φf =
Φi + Φi+1
2
(2.47)
Total Variation Diminishing (TVD)
A TVD scheme can be seen as a compromise between the previously dis-
cussed UDS and CDS schemes, as it includes both terms, and results in
more stable (less oscillatory), conservative (less diﬀusive) results. It can be
expressed, for example, as in Eq. 2.48.
Φf = Φi +
B(r)(Φi − Φi−1)
2
(2.48)
where the flux limiter B(r) depends on the gradient r :
r =
Φi+1 − Φi
Φi − Φi−1 (2.49)
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Several flux limiter functions have been proposed in literature [139, 164,
172, 197], however the description here is limited to the CHARM limiter
[197], as this is the one used in the current work:
B(r) =
r(3r + 1) : r > 00 : r ≤ 0 (2.50)
2.3.2 Diﬀusion
As in Eq. 2.44, the diﬀusive term can be discretised for an arbitrary control
volume (Eq. 2.51) and simplified to Eq. 2.52. In the equations below Ff,D
describes the diﬀusive flux (subscript D) over an arbitrary surface f, and
JΦ,j is proportional to the gradient of Φ (Eq. 2.53), whereDΦ is the diﬀusion
coeﬃcient. ￿
∆A
JΦ,jnjdA =
￿
f
Ff,D (2.51)
Ff,D = (JΦ,j)fnj∆2 (2.52)
(JΦ,j)f = −DΦ ∂Φ∂xj (2.53)
The diﬀusion gradient at the cell-surface is then obtained from the values
of the neighbouring cells (Eq. 2.54).
(JΦ,j)f ≈ −DΦΦi − Φi−1∆ (2.54)
Substituting Eq. 2.53 and Eq. 2.54 into Eq. 2.52 and simplifying, one
obtains the discretised equation for the diﬀusive flux:
Ff,D = DΦ(Φi − Φi−1)∆ (2.55)
2.3.3 Time Integration
The scalar transport equation in terms of its time-derivative reads:
∂Φ
∂t
= − ∂
∂xj
(Φuj)− ∂JΦ,j
∂xj
+ SΦ (2.56)
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To simplify this brief introduction to time integration, the right-hand
side of Eq. 2.56 is abbreviated to RHS(Φ) in this section. The simplest
time integration scheme is the Euler-explicit scheme, which computes the
value of the scalar Φ at a time t + δt by adding its value at a time t, with
the product of the new value of the RHS(Φ) and the time interval δt, as in
Eq. 2.57.
Φt+δt ≈ Φt +RHS(Φt)δt (2.57)
However such a scheme is only first-order accurate, and causes errors that
reduce stability. In this work in fact, a third-order low storage Runge-Kutta
scheme [189] is used. In simple terms, this scheme divides a single time-
step into three intermediate steps that are weighted in a way that increases
accuracy and stability. For further details the reader is referred to Kempf’s
thesis [79].
The stability and accuracy of a simulation can be greatly influenced by
the time-step width. Data such as transported scalars should not be allowed
to jump cells between time-steps so as to avoid instabilities, and this is what
usually determines the maximum time-step width. A carefully chosen, static
time-step width may be used, or as in the present work, a varying time-step
that satisfies the CFL criterion (Courant, Friederichs and Lewy [37]) can be
calculated (Eq. 2.58).
CFL =
δt |u|
∆
< 1.0 (2.58)
It is important to note that the CFL criterion only accounts for con-
vection, and for problems with very fine grids the time step width might
become controlled by diﬀusion, thus requiring a diﬀerent stability criteria.
However in the present work, relatively coarse grids and high velocities are
involved, and as such the time step width is always convection-controlled,
justifying the use of the CFL criterion.
2.3.4 Boundary Conditions
In this section the diﬀerent boundary conditions used in this work to solve
the various transport equations are presented. Three diﬀerent types of
boundaries are dealt with, namely inlets, outlets and walls, briefly presented
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in this respective order in the following subsections.
Inlet Boundaries
Throughout this work the inflow boundaries are described with Dirichlet
conditions, which by definition set an arbitrary value for each quantity Φ,
as in Eq. 2.59 below. In order to model flows, the averaged inlet conditions
must always be specified, and therefore setting the inflow boundaries to
known values is a non-trivial operation.
Φ = Φin (2.59)
However when dealing with turbulent flows, as is the case in this work,
the flow at the inlet will be experiencing fluctuations, and hence cannot be
described by a mean quantity on it’s own. In order to describe appropri-
ately the turbulent fluctuations in a given inlet, both their magnitude and
lengthscale must be represented accurately. If one were to impose random
and un-correlated fluctuations in an inlet, these would rapidly dissipate as
they would likely cancel each other out. It is therefore important to consider
the size of the eddies passing through an inlet, and ensure that the fluctua-
tions are accurately correlated in their spatial discretisation, to accurately
represent the turbulent fluctuations.
In this work turbulent inflow conditions are generated using the artificial
turbulence generator developed by Klein et al. [86] and later extended by
Kempf et al. [78]. This inflow generator creates spatially-correlated artifi-
cial turbulence by satisfying the magnitude of the inflow fluctuations (by
specifying the Reynolds stress tensor) and their characteristic eddy size (by
specifying an inflow lengthscale). A detailed description of this method is
beyond the scope of this work however, and the interested reader is referred
to [79, 157, 190].
Outlet Boundaries
Outflow boundaries in this work are described using von Neumann boundary
conditions, as is common in CFD. In this condition a constant value CvN
is set for the gradient of a quantity ∂Φ/∂xj at the interface with a given
boundary, in a direction normal to the boundary nˆj.
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∂Φ
∂xj
nˆj = CvN (2.60)
The value of CvN is normally set to zero, and positive outflow is enforced
by clipping negative outflow velocities.
Walls
Realistic turbulent reacting flow applications, such as the combustion cham-
bers of gas-turbines or large industrial furnaces to name but a few, are
normally confined by walls. Resolving the near-wall flow in LES is a com-
putationally expensive task, and even more so when dealing with complex
geometries. However the present work is restricted to simple geometries dis-
cretised on equally-sized cubic cells, and applications where the near-wall
flow is of lesser interest, since the bulk of the flow is generally far from
the walls. This makes the use of the Immersed Boundary (IB) technique
an appealing one, since it is computationally very eﬃcient, and of reason-
able accuracy if the near-wall flow is not of great interest. The IB technique
works by completely blocking out specific cells where walls are present. Cells
neighbouring the blocked-oﬀ regions have velocities and diﬀusive fluxes in
the direction normal to the wall re-set to zero, and their convection is re-
computed using the upwind diﬀerencing scheme, which only considers the
upstream cell.
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3 Coal Combustion
In this section an introduction to the properties of coal, its combustion
process and the modelling approach is given. The coal combustion models
and the two-way coupling technique presented in this section have been im-
plemented by Benjamin Mario Franchetti, whereas the Lagrangian particle
dynamics description and parallelisation have been implemented by Yagos
Pesmazoglou. For further details the reader is referred to Franchetti’s PhD
thesis [52].
3.1 Coal Properties and Characterisation
Unlike many fuels which have standard compositions and properties, dif-
ferent coal types exist, and their properties can be very diﬀerent from one
another [188], which can greatly influence the combustion process. In this
section, a brief introduction to the diﬀerent constituents of coal, and their
experimental methods of characterisation is given.
3.1.1 Proximate Analysis
Coal is generally made up of volatile matter, fixed carbon, moisture and ash,
however the proportions in which these are found varies from type to type.
Volatile matter consists of a mixture of gases (usually carbon dioxide,
carbon monoxide and several hydrocarbons) and tar, which are retained as
solids in the coal particle at room temperature. As heat is supplied however,
the gases leave the particle by means of a process known as devolatilisation
(see Sec. 3.2.1). As coal is porous in nature, it can retain considerable
amounts of water, or moisture, which evaporates with heat and inevitably
cools the combustion process. Ash is an inert constituent of coal, which
generally consists of hydrated aluminia silicates, iron pyrites, calcium and
magnesium carbonates, and alkali chlorides [188]. Once all the volatiles have
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been emitted from a coal particle, and all the moisture has evaporated, the
remaining coke (minus the ash) is referred to as fixed carbon.
A proximate analysis is usually conducted on diﬀerent coal types in order
to determine the proportions of its constituents, and to rank it against other
types. The coal rank generally increases with higher fixed carbon content,
whereas it decreases with higher moisture and ash proportions (as these are
inert), and higher volatile matter content. For a typical bituminous coal,
common constituent proportions are 50-60% fixed carbon, 5-10% moisture,
10-15% ash and 20-30% volatile matter by mass [188].
3.1.2 Ultimate Analysis
A ultimate analysis is also performed on diﬀerent coals to report the propor-
tions of its constituent elements, usually hydrogen, carbon, oxygen, nitrogen
and sulfur. This data is usually given on a dry-ash-free (daf) basis, which
means that the inert species (moisture and ash) are excluded.
As an example, a proximate and ultimate analysis for a high-volatile
bituminous coal of the Saar-region can be found in Table 6.2.
3.1.3 Coal Properties
The density of a coal particle can be defined in terms of its true density ρp,T ,
or the apparent density ρp,A. The true density assumes the coal particle has
no internal pores, and can be calculated on a daf basis using Eq. 3.1, where
Yi represents the mass fractions of the coal’s constituent elements, Aw,i are
the atomic weights of said elements, and ci are model constants which were
obtained experimentally [116, 145].
1
ρp,T,daf
=
￿
i=1
ci
Yi
Aw,i
(3.1)
In practice however, coal is very porous in nature, and as such the appar-
ent density is a much more useful quantity. The apparent density can be
measured experimentally, and the most common approach is to immerse a
particle in mercury and increase the pressure until all of the particle’s pores
are filled; the change in the level of mercury is measured and used to ob-
tain the particle’s apparent density [145]. Once both the true and apparent
densities are known, the particle’s porosity θ can be defined, Eq. 3.2.
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θ = 1− ρp,A
ρp,T
(3.2)
Throughout the combustion process, as the particle heats up, devolatilises,
and burns, it’s density is constantly changing. However, modelling the parti-
cle’s change in density is quite arduous, and as often done by other authors,
throughout this work the density is assumed to stay constant.
Modelling the changes in the coal’s specific heat capacity is another com-
plex task, as this changes considerably throughout the whole combustion
process. Several models have been proposed relating a particle’s specific
heat capacity to its’ temperature [115], however the accuracy of such models
is diﬃcult to predict and as such in several works a constant particle specific
heat capacity is retained, with typical values ranging from 1.1kJ/kgK to
1.6kJ/kgK [5, 161, 180]. Throughout this work, a fixed coal specific heat
capacity is also assumed.
3.2 Combustion Process and Modelling Approach
The coal combustion process is complex compared to gaseous combustion,
and involves diﬀerent steps, which are outlined in this chapter. Figure 3.1
attempts to represent this process in a simple way. As pulverised coal enters
a burner it heats up rapidly. The volatile matter is emitted from the particle
in a process known as devolatilisation, and the volatiles (gases) then burn
with the surrounding oxygen. The particle is then left with char and ash
once all volatiles and moisture have been emitted. The char (solid) then
slowly combusts with the surrounding oxidiser, and the remaining inert ash
is transported, having a negligible eﬀect on the combustion process.
3.2.1 Devolatilisation
Devolatilisation starts at around 500K, and the typical gases emitted in
this process are hydrogen, carbon dioxide, carbon monoxide, water vapour,
HCN, NH3 as well as various hydrocarbons and tar [5, 154]. This process
is generally very fast as heating rates in a coal burner are of the order of
105K/s, and typically coal particles start emitting volatiles within microsec-
onds [188].
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Figure 3.1: Schematic representation of the coal combustion process.
Both the devolatilisation rate and the constituents of the volatile gases re-
quire adequate modelling in order to appropriately simulate the combustion
process. Various models to simulate the rate at which volatiles are emitted
exist, varying in complexity and accuracy.
The simplest model is known as the constant rate model [182, 183], which
assumes the gases begin to leave the particle above a certain temperature
(T > 500◦C), and are henceforth emitted at a linear rate until they reach a
peak temperature (T = 1000◦C) at which point they are all emitted.
A more advanced model is the single-step model [6], which considers the
initial mass of volatile matter and calculates the rate at which volatiles are
emitted with an Arrhenius expression. This requires knowledge of the Ar-
rhenius constants, namely the pre-exponential factor and the activation en-
ergy, which can be obtained experimentally or by using sophisticated codes
such as the Functional Group-Depolymerization Vaporization and Cross-
Linking model (FG-DVC) [154], or the Chemical Percolation and Devolatil-
isation (CPD) model [49, 50]. These functional group models are very useful
to obtain accurate volatile release rates as well as detailed volatile compo-
sitions. However they are far too expensive (computationally) to integrate
directly in CFD, and as such they are usually used as pre-processors to
obtain model constants, as is the case with the single step model described
above.
In the single step model the constants are independent of the individ-
ual particle specific heating rates, whereas it has been shown that a link
54
between temperature and devolatilisation rate exists [88]. Consequently,
Kobayashi et al. [88] developed a model known as the two competing re-
action mechanism, which splits the devolatilisation process into two pseudo
reactions, one dominant at low temperatures, and the other one at higher
temperatures.
Another approach taken by Hashimoto et al. [64] was to tabulate the
diﬀerent Arrhenius constants against temperature and heating rates, to ac-
count for the relationship between the two.
Throughout this work, the single-step reaction rate model by Badzioch
and Hawksley [6] is used to describe the devolatilisation process, a brief
description of which is given below. The rate at which volatiles are emitted
from a coal particle is described by Eq.3.3, assuming a single reaction.
dV
dt
= AvT βp exp
￿−Ev
RTp
￿
× (VM− V ) (3.3)
In this equation the Arrhenius constantsAv and Ev are the pre-exponential
factor and activation energy respectively, the determination of which has
been briefly discussed above, and β is the temperature exponent. The
volatile yield is V, and VM represents the initial volatile matter in the
coal particle, whereas Tp and R represent the particle temperature and the
universal gas constant respectively.
The initial volatile matter VM however, isn’t the volatile matter obtained
by the proximate analysis VM0, but is in fact adjusted by a Q-factor, as in
Eq.3.4.
VM = VM0 ×Q (3.4)
During pyrolysis, the thermal decomposition of a coal particle depends
on the particle’s heating rate and its final temperature [6]. At high heating
rates, the volatile yield from a coal particle is normally higher than the
actual volatile matter content found from the coals’ proximate analysis,
as more char decomposes to form volatile matter [6, 85]. An arbitrary
factor Q is therefore introduced to account for this diﬀerence, the value
of which can be either determined experimentally or using functional group
models. Further, there is no unique Q-factor value for any given coal type, as
this depends on the specific cases’ heating rates and temperatures, however
values usually lie in the range Q = 1.0− 2.0 [85].
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3.2.2 Volatiles Composition
Volatile gases are made up of light gases (CO, CO2, H2, H2O, CH4, C2H4,
C2H2, ...) and heavy gases such as tar. They can either be approximated to
a single or a few hydrocarbon species, or obtained either experimentally or
by using functional group models, depending on the desired accuracy, and
given suﬃcient information of the coal used. However, modelling the release
and transport of each specie individually would be prohibitively expensive
in LES, and as such in this work all the volatiles are treated as a single
postulate substance CαHβOγNδ. The volatiles then react with oxygen in a
one-step reaction, as in Eq. 3.5 below.
CαHβOγNδ +
￿
α
2
+
β
4
− γ
2
￿
O2 → αCO + β2H2O +
δ
2
N2 (3.5)
The values of the volatile composition and stoichiometric coeﬃcients α,
β, γ and δ in the equation above can be obtained with Eq. 3.6, where
x = α,β, γ, δ, the subscript i = C,H,O,N respectively, and Yi,vg is the
mass fraction of element i in the volatiles. The molecular weight MWi of
the elements i is known, whereas the molecular weight of the volatilesMWvg
is estimated.
x = Yi,vg
MWvg
MWi
(3.6)
The mass fractions of the elements C,H,O,N of the volatile gases can be
found using the mass fractions resulting from the ultimate analysis of the
coal Yi,U , as in Eqs. 3.7a-3.7d.
YC,vg =
YC,U − YFC,daf
YVM,daf
(3.7a)
YH,vg =
YH,U
YVM,daf
(3.7b)
YO,vg =
YO,U
YVM,daf
(3.7c)
YN,vg =
YN,U
YVM,daf
(3.7d)
where YFC,daf and YVM,daf represent the dry-ash-free mass fractions of
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fixed carbon and volatile matter found in a coal particle, respectively. On
a daf basis, the coal particle is only made of fixed carbon and volatile
matter, and as such their mass fractions can be obtained from the proximate
analysis.
Since the volatiles are described using a postulate substance, their en-
thalpy of formation hf,vg cannot be directly found in literature, but rather
must be calculated. The Lower Heating Value (LHV) of coal on a daf basis
is the summation of the LHV’s of fixed carbon and the volatiles factored by
their respective mass fractions, Eq. 3.8.
LHVcoal,daf = LHVFC,daf YFC,daf + LHVVM,daf YVM,daf (3.8)
The lower heating value of coal LHVcoal,daf is usually obtained by ex-
periments, and the LHV of fixed carbon can be taken to be LHVFC,daf =
32.76MJ/kg assuming that the fixed carbon content is purely C. Rearrang-
ing Eq. 3.8, LHVVM,daf can be readily obtained. The enthalpy of combus-
tion of the volatiles (Eq. 3.5) can be calculated as hR = LHVVM,daf×MWvg .
Knowing the enthalpies of formation of all other species from literature, and
the enthalpy of combustion of the reaction, one can use Hess’s law to obtain
the enthalpy of formation of the volatiles, Eqs. 3.9a-3.9b.
hR =
￿
hf,prod −
￿
hf,reac (3.9a)
hf,vg = αhf,CO +
β
2
hf,H2O +
δ
2
hf,N2 −
￿
α
2
+
β
4
− γ
2
￿
hf,O2 − hR (3.9b)
3.2.3 Volatiles Combustion
As volatiles are emitted from the coal particle, they combust with the sur-
rounding oxidiser, forming mainly carbon dioxide, carbon monoxide and
water vapour. The combustion mode is generally non-premixed, however
this cannot be modelled easily with the common mixture fraction approach
(see Sec.2.1.1), as the gases do not enter the domain from it’s boundaries,
but are generated by the devolatilisation process, and therefore the mix-
ture fraction approach would have to be extended to include a source term.
Despite this, recently Sto¨llinger et al. proposed a two-mixture fraction ap-
proach, which was applied to the RANS of coal combustion [160, 161].
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Nonetheless, simpler gaseous combustion models have been more com-
monly adopted to model this process, involving the transport of the individ-
ual mass fractions. The simplest model is known as the mixed-is-burnt [16]
model, which assumes infinitely fast chemistry, where the reaction rate is
purely dominated by mixing, or in the case of coal combustion by devolatil-
isation. If stoichiometric amounts of fuel and oxidiser mix, the reactants
combust instantly and are converted into products, with no excess. For a
lean mixture all the fuel is assumed to burn, leaving excess air, and con-
versely for a rich mixture all the air and the stoichiometric proportion of
fuel are converted to products, leaving some excess fuel. The temperature is
then computed by performing a weighted average of the species, assuming
that the products are at adiabatic flame temperature and the reactants at
their unburnt temperature. This is clearly a big assumption as heat trans-
fer and the ignition limits are completely neglected, as well as intermediate
temperatures.
A more popular approach to model the volatile combustion is the eddy
break-up model, originally proposed by Spalding in a RANS framework [156].
In this model the reaction rate is determined by turbulent mixing, and lim-
ited by the smallest concentration of fuel, oxidiser or products in a given
control volume. The reaction rate is calculated explicitly, and the temper-
ature is obtained by transporting enthalpy. In this way a more accurate
representation is obtained, and heat transfer eﬀects are more easily incor-
porated.
However both models assume infinitely fast chemistry which is physically
not correct, and can cause numerical modelling stability issues due to the
instantaneous formation of large amounts of products, and their consequent
sudden expansion. This problem can be partially solved, or relaxed, via
the use of subgrid models (see Sec.2.2.3), which also aim to increase the
accuracy of the solution.
A more detailed representation of the chemistry is possible via the use of
finite rate chemistry models which consider the combustion of several hydro-
carbons, giving a more accurate representation of the combustion process.
However for LES of gaseous combustion, let alone coal combustion, the
transport of hundreds of species and the computation of thousands of re-
actions would be prohibitively expensive, and often unnecessary to achieve
the required level of accuracy [125]. Furthermore, a reasonable simulation
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with detailed chemistry would require a very fine DNS like grid or the use
of complex subgrid models to resolve the thinnest, smallest structures of a
flame, both of which would further increase the computational cost. Simpler
finite rate chemistry models exist, such as the 4-step mechanism proposed
by Jones and Lindstedt [72], which can provide good accuracy whilst only
considering CnH2n+2 hydrocarbons up to butane n = 4, thereby limiting the
computational resources required. However, even with this robust mecha-
nism, a very fine resolution in space and time is necessary, leading to a very
high computational cost.
Throughout this work, the volatile combustion is described using the
Eddy Break-Up (EBU) model [156] adapted to LES by Hu et al. [67] and
Zhou et al. [198]. A two-step chemical mechanism is considered, Eqs. 3.10a-
3.10b, where the volatiles (represented by the postulate substance CαHβOγNδ
detailed in Sec. 3.2.2) react with O2 in the first step, and the CO produced
then further reacts with oxygen in the second step to create CO2.
CαHβOγNδ +
￿
α
2
+
β
4
− γ
2
￿
O2 → αCO + β2H2O +
δ
2
N2 (3.10a)
CO +
1
2
O2 → CO2 (3.10b)
The rate at which the reactions occur is limited by the least abundant
mass fraction of fuel Y˜fu, oxidiser Y˜ox and products Y˜pr in a given control
volume, as described in Eq. 3.11.
w˜fu = c1ρS˜min
￿
Y˜fu,
Y˜ox
s
, c2
Y˜pr
1 + s
￿
(3.11)
There are two model constants, c1 and c2, and their suggested values are
c1 = 4.0 and c2 = 0.5 [67, 198]. To the best of the author’s knowledge
however, there is no apparent specific reason for choosing such values for
LES, and a sensitivity analysis on these two parameters could be worth-
while. Finally, the local strain rate S˜ can be computed using the turbulent
viscosity (approximated with the Smagorinsky model, Eq. 2.31), according
to Eq. 3.12:
S˜ =
￿
2S˜ijS˜ij ≈ µt
ρ (Cs∆)2
(3.12)
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Whereas this model can yield good results in terms of the description of
the volatiles combustion, its simplicity does not come without limitations.
Both Hu et al. [67] and Zhou et al. [198] agree that in cases where the eﬀects
of chemical kinetics become important (slower reactions, less turbulence-
dominated), the model does not perform well, as is to be expected with all
models which assume infinitely fast chemistry. Furthermore, the two model
constants make this model very adjustable, in a sense that the parameters
can be tweaked to fit experimental results, so that its usefulness in actu-
ally predicting combustion is limited. The main advantage of this model
is it’s simplicity and low computational cost requirements, which are sig-
nificant for simulating coal combustion. However, for future research it is
advised to look into models which do not include any arbitrary parameters,
or where computational resources permit this, finite rate chemistry models.
Nonetheless, in an LES framework the EBU is expected to perform much
better than in RANS (for which it was originally developed), as the large
scale mixing is already accurately resolved, whereas in RANS it is entirely
modelled.
3.2.4 Char Combustion
Once the volatiles have been emitted, the remaining char combusts at a
later stage and with a slower rate (generally an order of magnitude slower
than the devolatilisation process), mainly forming carbon dioxide, carbon
monoxide and various polluting nitrogen oxides (NOx). However this pro-
cess is relatively complex to model as the particles are constantly experi-
encing physical and chemical changes. For this reason char combustion is
often described by defining three zones [98, 187].
The first zone (zone 1) concerns low temperatures or small particles,
where oxygen diﬀusion is not limiting the reaction. The reaction is slow, so
that the oxygen penetrates the particles, which start burning from inside.
The reacting oxygen is constantly replaced, and the particle decreases in
density whilst staying roughly the same size.
Zone 2 occurs at higher temperatures, where the reaction is controlled by
both oxygen diﬀusion and the chemical reaction itself. The reaction is faster
so less oxygen can diﬀuse through the pores of the char, and the particle
burns both within the pores and at the surface, thus decreasing in both size
and density.
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At very high temperatures instead zone 3 occurs: the reaction is much
faster and as a result there is no oxygen diﬀusion and all the reaction occurs
at the surface of the particle. Consequently, the density of the particle
doesn’t change much whilst it decreases in size.
Throughout this work it is assumed that char is made up entirely of
carbon, and a single heterogeneous reaction forming carbon monoxide is
assumed, Eq. 3.13.
Cchar +
1
2
O2 → CO (3.13)
Two of the most popular models for simulating char combustion are
the Baum and Street model [10], and the intrinsic reaction rate model
by Smith [151, 152], both of which can yield accurate predictions. The
Baum and Street model describes the chemical reaction rate of the char
with an Arrhenius expression, similar to the single step devolatilisation
model (Sec 3.2.1), and thereby shares the same inconvenience of having
to determine the pre-exponential factor and activation energy of the char
experimentally, for each specific coal type. The intrinsic reaction rate model
instead, used throughout this work and described in greater detail below,
requires knowledge of certain physical information of the coal particles.
The change in mass due to char combustion of a coal particle dmp,char/dt
is given in Eq. 3.14, where Ap = πd2p is the particle’s surface area, and Xox
is the mole fraction or partial pressure of the oxidiser.
dmp,char
dt
= AppgXox
RoxRc
Rox +Rc
(3.14)
where Rox and Rc are the bulk molecular mass diﬀusion rate (Eq. 3.15)
and the chemical reaction rate (Eq. 3.16) respectively.
Rox = Cdiﬀ
T 0.75m
dp
(3.15)
Here, the constant Cdiﬀ is given the value of the bulk diﬀusion coeﬃcient
of oxygen into air Cdiﬀ = 5 × 10−12m3/K0.75, whereas Tm = (Tg + Tp)/2
represents the mean temperature at the particle surface [161].
According to the intrinsic reaction rate model [151, 152], the chemical
reaction rate presented in Eq. 3.16 depends on the particle characteristic size
γ, the apparent density ρp,A, the specific internal surface area Sa (m2/g),
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the eﬀectiveness factor µe and the intrinsic reaction rate ki.
Rc = Saµeγρp,Aki (3.16)
All particles in this work are assumed to be spherical, so the characteristic
size is taken as γ = dp/6. The initial internal specific surface area Sa,0 can
be found in literature for various chars, or alternatively can be estimated
using an empirical relationship [161, 187] based on the carbon mass fraction
(daf) of the specific coal type. Throughout this work the specific internal
surface area of the particles is assumed to stay constant, and the values used
are based on those found in literature.
The eﬀectiveness factor µe relates the rate of actual carbon consumption
to the maximum rate obtainable if there were no pore diﬀusion resistance
(Eq. 3.17), where φ is the Thiele modulus, obtained from Eq. 3.18 [5].
µe =
3
φ2
(φ cothφ− 1) (3.17)
φ =
dp
2
×
￿
sSaρp,Akipox
DeCox
￿ 1
2
=
dp
2
×
￿
sSaρp,AkiRTp
DeMW,ox
￿ 1
2
(3.18)
Here, s = 1.33 is the stoichiometric coeﬃcient assuming that the reaction
occurring between carbon and oxygen forms carbon monoxide CO, and
Cox(kg/m3) and pox(kPa) are the concentration and partial pressure of the
oxidiser in contact with the coal particle, respectively.
De =
θ
τ2
￿
1
Dkn
+
1
Do
￿−1
(3.19)
The eﬀective diﬀusivity coeﬃcient De (Eq. 3.19) is aﬀected by either bulk
diﬀusion Do or Knudsen diﬀusion Dkn (Eq. 3.20), depending on the pore
size of the char. If the pores are much larger than the mean free path of the
diﬀusing gas molecules, bulk diﬀusion is predominant. If however the pores
are very small (2-50 nm), Knudsen diﬀusion will be dominant due to the
molecules colliding with the pore walls [5, 144]. The tortuosity of the pores
is assumed to be constant τ =
√
2, which corresponds to an intersecting
angle of 45◦ [5], whereas the porosity is calculated according to Eq. 3.2.
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Dkn = 97rp
￿
Tp
MW,ox
(3.20)
The Knudsen diﬀusion coeﬃcient depends on the pore radius rp, which
can be assumed to have a constant size rp = 6.0× 10−8m [5] as undertaken
in this work, or calculated with a mathematical relationship [152].
Finally, the intrinsic reaction rate ki has an Arrhenius form, Eq. 3.21,
where the pre-exponential factor Ai,char = 3050kgm−2s−1 and the activa-
tion energy Ei,char = 161.0MJ/kmol are obtained from a line of best fit of
several chars, at standard pressure of 1atm [151, 152].
ki = Ai,char exp
￿−Ei,char
RTp
￿
(3.21)
The particle’s diameter dp varies as coal undergoes devolatilisation and
char combustion. The char burnout and the variation in particle diame-
ter can be calculated using a simple relationship [5, 145], which takes into
account the presumed char combustion zone.
Throughout this work however it is assumed that char combustion always
occurs in zone 3, with the simplifying assumption that the coal particle’s
density remains constant and only the diameter decreases as the coal parti-
cles undergo both devolatilisation and char combustion. Assuming spherical
particles at all times, the variation in particle diameter can be directly ob-
tained from the variation in particle mass, as the density stays constant.
3.3 Particle Description
In this section the Lagrangian approach used to describe the coal particles
is briefly introduced, as well as the heat transfer between the discrete and
the continuous phase. The two-way coupling method used to model the
influence that the gaseous phase has on the discrete phase and vice-versa is
also presented.
For simplicity, and as conventionally done in numerical particles descrip-
tion for coal applications, throughout this work coal particles are assumed to
be perfectly spherical, non-deformable, and having infinite heat conductiv-
ity, which means that a unique and uniform particle temperature is defined.
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3.3.1 Euler-Lagrange Approach
Whereas the continuous gaseous phase is described by Eulerian equations
(see Chapter 2), the discrete particle phase is described with Lagrangian
equations. A particle’s position and direction, and hence it’s trajectory,
can be described by two ordinary diﬀerential equations as in Eq. 3.22 and
Eq. 3.23. In these equations the subscript p denotes a specific particle, xp
represents the position of a particle, and up and ap describe the particles’
velocity and acceleration.
dxp
dt
= up (3.22)
dup
dt
=
ap
mp
(3.23)
A particles’ motion through a turbulent flow is aﬀected by many forces,
the most common of which are momentum, gravitation, buoyancy, Brow-
nian and thermophoretic forces. Momentum exchange occurs between the
particle and the Eulerian flowfield, and is seen by the particle as drag or
lift. Gravitational and buoyancy forces also act (oppositely) on particles,
depending on their mass and that of the displaced fluid. At a small scale
Brownian forces also act on the particles: the individual molecules of fluid
displace a particle with no preferential direction. Thermophoretic forces are
caused by temperature gradients in the surrounding fluid, and result in a
particle being displaced towards colder fluid molecules. Modelling all these
forces on each individual particle is an arduous and expensive task, which
fortunately can be simplified. Since coal particles are solid and have a den-
sity which is much larger than that of air (the carrying fluid), all Brownian
and thermophoretic forces can be ignored, and in some cases gravitation
and buoyancy can also be disregarded, as their eﬀect will be small. There-
fore the only force to be considered is the momentum exchange between the
solid and fluid phase, which takes the form of a drag force, FD (Eq. 3.24).
FD =
3
4
ρgmp
ρpdp
CD (ug − up) |ug − up| (3.24)
In Eq. 3.24 above, the subscript g indicates the gas phase, CD is the par-
ticles’ drag coeﬃcient, and dp is the particles’ diameter. Assuming spherical
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particles, the drag coeﬃcient can be related to the particles’ Reynolds num-
ber Rep using the empirical relationship proposed by Yuen-Chen, Eq. 3.25
[194, 195].
CD =

24
Rep
￿
1 + Re
2/3
p
6
￿
Rep ≤ 1000
0.424 Rep > 1000
(3.25)
Besides fluid-particle interactions, particle-particle interactions exist such
as particle collisions, agglomeration and coalescence. However in this work,
and in general for pulverised coal combustion, the particles can be assumed
to be dilute, and hence all particle-particle interactions can be neglected.
3.3.1.1 Sub-grid Scales
As discussed in Chapter 2, in LES only the filtered quantities, φ˜(xi, t) are
known, whereas the sub-grid scales are unknown and require modelling.
Since coal particles are much smaller than the LES filter width in this work,
the eﬀect of the sub-grid scales on particle motion can become significant,
and is modelled using a stochastic process. A review of stochastic models
and their application to sub-grid particle dynamics is outside the scope of
this work, and the interested reader is referred to [11, 12, 13, 45, 101, 110].
The modelling of the sub-grid scales’ influence on the particles has been
implemented by Yagos Pesmazoglou, another student in our research group,
and is only reported here for completeness.
In this work the spray-pdf (probability density function) approach pro-
posed by Bini and Jones [12] is used, where the state of the particles is
characterised only in terms of radius r, velocity v, temperature T , and
number n. The filtered joint-pdf P (v, R, T,N ;x, t) can be obtained from
Eq. 3.26 [101].
∂P
∂t
+
∂
∂vj
￿
ajP
￿
+
∂(R˙P )
∂R
+
∂(T˙P )
∂T
+
∂(N˙P )
∂N
= 0 (3.26)
In Eq. 3.26 above, aj is the conditional mean particle acceleration (con-
ditioned on the local continuous phase and particle quantities), R˙ = dr/dt
is the conditional rate of change of particle radius, T˙ = dT/dt is the con-
ditional rate of change of particle temperature, and finally N˙ = dn/dt is
the rate of change of particle number. The particle number varies with the
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break-up and coalescence of particles, but since particle-particle interactions
are ignored in this work, this term is neglected and has only been initially
presented here for completeness. The phase space can therefore be reduced
to {v, R, T}.
Rather than solving the spray-pdf equation (Eq. 3.26) in an Eulerian
framework, a Lagrangian trajectory approach is used. Assuming a Marko-
vian evolution for the spray-pdf, each path represents a particle’s motion
and is modelled with an Itoˆ equivalent system of stochastic diﬀerential equa-
tions [12].
The change in velocity of a particle dvp is only influenced by the resolved
drag force and the unresolved fluctuations experienced by the particle (first
and last term on the RHS of Eq. 3.27 respectively), following the solution
of Bini and Jones [12, 13]:
dvp =
u˜g − vp
τp
dt+
￿
Co
ksgs
τt
dW (3.27)
where τp is the particle relaxation time (Eq. 3.28), and can be substituted
to recover the original formulation in Eq. 3.24.
τ−1p =
3
4
ρgCD
ρpdp
|u˜g − vp| (3.28)
The terms in the sgs term (last term in Eq. 3.27) are the dispersion
constant Co, the unresolved kinetic energy ksgs (Eq. 3.29), the sub-grid
timescale τt (Eq. 3.30), which represents the rate of interactions between
the particle and turbulence, and the increment of the Wiener process dW.
The Wiener term is calculated using dW = N√dt, where N is a random
variable sampled from a normal distribution with mean 0 and standard
deviation 1.
ksgs = 2∆C2/3s S˜ijS˜ij (3.29)
τt = τp
￿
τp
∆/
￿
ksgs
￿0.6
(3.30)
Finally, the particle position is updated according to Eq. 3.22. Equa-
tion 3.26 can be reconstructed by ensemble averaging over the particle tra-
jectories.
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3.3.2 Particle Heat Transfer
Modelling the heat transfer between the coal particles and the surrounding
gas is a crucial aspect. A coal particles’ heat is aﬀected by convection
(subscript con), devolatilisation (subscript dev), char combustion (subscript
char) and radiation (subscript rad), as shown in the particle surface energy
balance, Eq. 3.31.
mpCp,p
dT
dt
= q˙con + q˙dev + q˙char + q˙rad (3.31)
Here, Cp,p is the particles’ specific heat capacity, and it is assumed that the
temperature within the particle is uniform. In the following subsections, the
equations used to calculate the various heat sources (sinks) q˙i are presented.
3.3.2.1 Heat Transfer due to Convection
The heat exchange between the particle and the surrounding gas due to
convection is a function of the particles’ surface area Ap, the temperature
gradient across the radius r, and its thermal conductivity λ (Eq. 3.32).
q˙con = Apλ
dT
dr
(3.32)
At this point it is convenient to introduce the Nusselt number, which
describes the ratio of convective to conductive heat transfer across a bound-
ary:
Nu =
hcondp
λ
(3.33)
The convective heat transfer coeﬃcient hcon is found as hcon = q/ (Tg − Tp),
where q is the rate of heat transfer per unit area of a particle, q = λ (dT/dr).
Substituting and rearranging, the heat transfer due to convection q˙con be-
comes:
q˙con =
ApλNu (Tg − Tp)
dp
(3.34)
The Nusselt number is calculated explicitly using the Ranz-Marshall method
(Eq. 3.35) [134], where Pr is the Prandtl number, defined by Eq. 3.36.
Nu = 2 + 0.552Re1/2p Pr
1/3 (3.35)
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Pr =
µCp
λ
(3.36)
3.3.2.2 Heat Transfer due to Devolatilisation
As a particle heats up and undergoes devolatilisation, the particle experi-
ences a change in mass and heat due to the loss of volatile matter. The heat
transfer due to devolatilisation is simply dependant on the loss in particle
mass due to devolatilisation m˙p,dev, and the latent heat of evaporation of
the volatiles hdev, as in Eq. 3.37.
q˙dev = −m˙p,devhdev (3.37)
Note that since the heat is lost from the particle and given to the sur-
rounding gas, there is a negative sign.
3.3.2.3 Heat Transfer due to Char Combustion
In a similar way to the particle heat transfer due to devolatilisation process,
as the char reacts with the surrounding oxygen to form CO (Eq. 3.13), the
heat exchange depends on the loss in particle mass due to char combustion
m˙p,char, and the heat released or absorbed by the particle Qchar, as defined
in Eq. 3.38.
q˙char = m˙p,charQchar (3.38)
Note that throughout this work the heterogeneous reaction (Eq. 3.13)
is considered to only aﬀect the particle temperature, and not that of the
surrounding gas. The heat change in the gas phase is accounted for by the
combustion of the newly formed CO (Eq. 3.10b). Further, the problem has
been simplified to consider only the reaction of char with oxygen, but in
reality, and even more significantly for the case of oxy-coal combustion, the
char will also react with CO2 and H2O. For more details the interested
reader is referred to Wall et al. [178], or to Franchetti’s PhD thesis [52].
3.3.2.4 Heat Transfer due to Radiation
The heat exchange between a particle and the gas due to radiation is
presented in Eq. 3.39, where ￿p is the particle emissivity, Ib,p the par-
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ticle blackbody intensity, and G is the total incident radiation in a con-
trol volume. The particle blackbody intensity is given in Eq. 3.40, where
σ = 5.670373 × 10−8Wm−2K−4 is the Stefan-Boltzmann constant. For
more information on radiation modelling and the evaluation of G and ￿p,
the reader is referred to Chapter 4.
q˙rad = ￿p
πd2
4
(4πIb,p −G) (3.39)
Ib,p =
σT 4p
π
(3.40)
3.3.2.5 Particle Heat Equation
Having shown how the individual heat exchange terms occurring on a par-
ticle are calculated, it is possible to substitute them back in the particle
energy balance equation, to obtain the final form. Substituting Eq. 3.34
and Eqs. 3.37-3.39 into Eq. 3.31:
mpCp,p
dT
dt
=
ApλNu (Tg − Tp)
dp
− m˙p,devhdev
+ m˙p,charQchar + ￿p
πd2
4
(4πIb,p −G) (3.41)
Rearranging in terms of dT/dt to obtain the final particle heat equation,
and using the substitution mp = ρp × (4/3)πr3 and Prg = µCp,g/λ for the
convection term, Eq. 3.41 becomes:
dT
dt
=
NuCp,g
3PrgCp,p
￿
Tg − Tp
τm
￿
− m˙p,devhdev
mpCp,p
+
m˙p,charQchar
mpCp,p
+
￿pπd2 (4πIb,p −G)
4mpCp,p
(3.42)
The diﬀusion relaxation time τm is equal to τm = ρp4r2/ (18µ) [101].
The gas specific heat capacity Cp,g and viscosity µ used in Eq. 3.42 above
depend on temperature, and hence require knowledge of the gas temperature
surrounding the particle, which will not be the same as that computed at
the cell-centre. For this reason a 1/3 rule is used [101, 195] to calculate a
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reference temperature Tref , (Eq. 3.43), where Ts is the gas-particle surface
temperature, taken as the particle temperature, and Tinf is the cell-center
gas temperature, treated as a far-field temperature.
Tref = Ts +
1
3
(Tinf − Ts) (3.43)
3.3.3 Two-way Coupling
Throughout this chapter, the equations accounting for the eﬀects of the
gas phase on the particles have been presented. In this section, the terms
describing the eﬀect that the particles have on the gas phase are presented,
to complete the two-way coupling description. The coupling terms presented
here are all filtered, as they influence the gas phase on a large (resolved)
scale, whereas the eﬀects on the sub-grid scales are neglected since they are
assumed to have a negligible contribution on the overall flowfield [101].
The total contribution of the particles on the gas phase in a given cell
is described by the filtered source term S˙Φ (Eq. 3.44), where p = 1, 2, ..., P
and Sp,Φ is the source term for a given particle p.
S˙Φ =
1
∆3
P￿
p=1
Sp,Φ (3.44)
The two-way coupling source terms for mass, species and enthalpy are
presented in the equations below. The momentum source term, which de-
scribes the eﬀect of the particles’ momentum on the gas phase, has not been
accounted for since in pulverised coal combustion applications, where the
dispersed phase is very dilute, its influence will be negligible [52]. The mass
and species source terms are identical, and are due to the devolatilisation
and char combustion processes. Finally, the enthalpy source term accounts
for the heat gained or lost by the surrounding gas phase as a particle heats
up or cools down due to convection, devolatilisation, char combustion, and
radiation. The first term on the RHS accounts for convection and radia-
tion of a particle q˙ = q˙conv + q˙rad, the second term describes the change in
enthalpy due to the mass released from the devolatilisation and char com-
bustion processes, and the last term is the enthalpy of vaporisation, which
describes the energy required to bring the vaporised solids to the surround-
ing gas temperature.
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S˙p,mass = S˙p,Yi = −
dmp
dt
(3.45)
S˙p,h = −
￿
q˙ − dmp
dt
h(Tp) +
dmp
dt
[hs(Tg)− hs(Tp)]
￿
(3.46)
3.4 Multiphase Flow Equations for Coal
Combustion
Having previously defined the governing equations of fluid-flow and combus-
tion for the description of a single gaseous phase in Chapter 2, and having
outlined the two-way coupling approach in Sec. 3.3.3 above, it is now pos-
sible to extend the governing equations for the complete description of a
multiphase flow. The equation for conservation of mass, Eq. 2.24 is ex-
tended as in Eq. 3.47 below to include the mass source terms arising from
the mass lost from the particle phase, which are due to the devolatilisation
and char combustion processes.
∂ρ
∂t
+
∂
∂xj
(ρu˜j) = S˙mass (3.47)
The eﬀect of the particle’s momentum on the gas phase has been ne-
glected, as explained in the previous section, and therefore the conservation
of momentum equation for the multiphase flows considered in this work re-
mains the one presented in Chapter 2 (Eq. 2.30), without the addition of
any other source term.
The species transport equation (Eq. 2.36) instead requires modification
to include an additional source term arising from the particle phase, as in
Eq. 3.48. For instance, the postulate substance CαHβOγNδ representing the
volatile gases will have an additional source term to represent the volatile
gases emitted from the coal particles undergoing devolatilisation. Similarly,
the oxygen mass fraction will have a negative source to represent the amount
of O2 being consumed in the char combustion process.
∂(ρY˜α)
∂t
+
∂
∂xj
(ρY˜αu˜j) =
∂
∂xj
￿￿
µ˜
Sc
+
µ˜t
Sct
￿
∂Y˜α
∂xj
￿
+ ˜˙ωα + S˙Yα (3.48)
71
Finally, the enthalpy equation (Eq. 2.40) for the description of multiphase
combustion requires an additional source term to account for the heat ex-
changed between the gaseous and the particle phase, which occurs by means
of convection, devolatilisation, char combustion and radiation, all grouped
in one source term for convenience, as in Eq. 3.49 below.
∂ρh˜
∂t
+
∂
∂xj
(ρh˜u˜j) =
∂
∂xj
￿￿
µ˜
P r
+
µ˜t
Prt
￿
∂h˜
∂xj
￿
+ S˙h (3.49)
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4 Radiative Heat Transfer
Whereas in most applications conductive and convective heat transfer rates
are linearly proportional to temperature diﬀerences, radiative heat trans-
fer rates are proportional to the fourth power of temperature diﬀerences,
or qr ∝ T 4 − T 4∞ [109]. This means that for high temperature applica-
tions, such as air-fired, and in particular oxy-fired combustion chambers,
radiation eﬀects not only become non-negligible, but are likely to become
the dominant heat transfer mode [2]. Modelling radiation in an accurate
and cost-eﬃcient manner is a challenging task, as the non-local, instanta-
neous, directional and spectral aspects of this heat transfer mode make it a
considerably complex phenomenon [2].
In this chapter, the basic concepts of radiative heat transfer are presented
(Sec. 4.1), followed by the derivation of the radiative transfer equation
(Sec. 4.2). Common solution methods to this equation are then presented
(Sec. 4.3), with a special focus on the discrete ordinates method (Sec. 4.4),
which is used in this work. Note that the basic concepts, the derivation
of the radiative transfer equation, and parts of the explanation of the dis-
crete ordinates method given here (Secs. 4.1, 4.2, and 4.4) are based on
Modests’ book, Radiative Heat Transfer [120]. The diﬀerent types of spec-
tral models available to describe the radiative properties of the medium
are also introduced (Sec. 4.5), focusing on the global models used in this
work. The treatment of particles and soot for radiative heat transfer so-
lutions in particle laden flows is then presented (Sec. 4.6), and finally the
coupling methodology and parallelisation of radiation with LES is discussed
(Sec. 4.7).
4.1 Basic Concepts
The basic technical jargon required to understand this and the following
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chapters is presented here, with the essential definitions and the introduction
of the concept of solid angles.
4.1.1 Definitions
Transparent media, or non-participative media is that through which no en-
ergy attenuation can be measured from travelling photons, an example of
which may be a vacuum. On the contrary, media which interact with pho-
tons by means of absorption, emission or scattering (deflection), are known
as participative media, or non-transparent media. A blackbody constitutes
perfectly absorbing media, or in other words media that absorbs all incident
radiation, without reflecting any photons.
Electromagnetic waves are characterised by their frequency (Hz, or cycles
per second) and wavelength λ (metres), which ranges over several orders
of magnitude, from nanometres to metres. However thermal radiation only
relates to the electromagnetic waves that are emitted by a medium due to its
temperature, and as such the only wavelengths in consideration range from
the ultraviolet (λ ≈ 0.1µm) to the mid-infrared spectrum (λ ≈ 100µm) [2,
120].
A spectral quantity is a quantity relevant only to a narrow frequency
range, whereas a total quantity is a spectral quantity integrated over the
whole electromagnetic spectrum. For instance, radiative intensity, which
is defined as radiative energy flux per unit area and unit solid angle (see
the next section) [120], can be characterised as total intensity I, or spectral
intensity Iη, where the spectral intensity is specific to a certain wavelength,
and its integration over the whole electromagnetic spectrum yields the total
intensity. Media which exhibits properties independent of wavelength is
known as gray media, and although in most real-life applications non-gray
(or spectral) behaviour is commonly observed in participating media, gray
approximations are very useful for modelling purposes.
When media is said to be at local thermodynamic equilibrium, all its ra-
diative properties (within a small volume) are independent from the sur-
rounding environment.
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Figure 4.1: Graphic representation of a solid angle, based on [120].
4.1.2 Solid Angles
The concept of solid angles is crucial to understand radiative heat transfer
problems and their solutions. An attempt to explain this concept, based on
the description of Modest [120], is made here.
If we take an arbitrary point r with position vector r on an arbitrary
surface dA having a unit normal vector nˆ as in Fig. 4.1, it can be said
that from this point, energy can radiate in an infinite number of directions.
However, all the rays must pass through a hemisphere of unit radius, having
a total surface area of 2π, which is known as the total solid angle. If we then
take an arbitrarily emitted photon with unit direction vector sˆ, defined by
its polar angle θ and the azimuthal angle ψ, it becomes clear that the unit
hemisphere has the limits 0 ≤ θ ≤ π/2 and 0 ≤ ψ ≤ 2π.
From point r, an infinitesimal surface dAj can be defined as having a
solid angle equal to the projection of its surface to a plane normal to the
direction vector dAjp, divided by the square of the distance S between the
point and the surface (Fig. 4.1) [120]. By projecting the surface on the unit
hemisphere dA￿j , this becomes equal to the solid angle, Eq. 4.1.
dΩ =
dAjp
S2
=
cosθjdAj
S2
= dA
￿
j (4.1)
In other words, an infinitesimal solid angle dΩ can be seen as an infinites-
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imal area on a unit sphere, as in Eq. 4.2 [120]. Integration over the limits of
the hemisphere yields a total solid angle of 2π, whereas for a unique point in
space integration over the limits of a whole sphere would give a total solid
angle of 4π.
dΩ = dA
￿
j = sinθdθdψ (4.2)
4.2 The Radiative Transfer Equation (RTE)
Radiative energy in a medium is transferred by means of emission, absorp-
tion and scattering, and these are all accounted for in the Radiative Transfer
Equation (RTE), which is described here based on the description by Mod-
est [120]. The RTE is conventionally expressed in terms of intensity Iη
(where the subscript η indicates the wavenumber), and involves both inten-
sity attenuation and augmentation, discussed in the following subsections.
It is assumed that the media has a constant refractive index (i.e. media
through which electromagnetic waves travel along straight lines), that the
medium is stationary compared to the speed of light, and that it is at local
thermodynamic equilibrium.
4.2.1 Intensity Attenuation
Any photon or beam travelling through participating media will be atten-
uated by absorption and scattering. The two phenomenons are explained
separately below.
Attenuation by Absorption
The amount of energy attenuated by absorption is directly proportional to
the magnitude of the incident intensity (energy) Iη and the distance a beam
travels ds through the medium [120]. This can be expressed mathematically
as in Eq. 4.3, where κη is the absorption coeﬃcient [m−1], and the negative
sign is introduced to reflect the decrease in intensity.
(dIη)abs = −κηIηds (4.3)
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The absorption of radiation also depends on the number of participating
molecules per unit volume, and as such a mass absorption coeﬃcient or a
pressure absorption coeﬃcient can also be used, Eq. 4.4 [120].
(dIη)abs = −κρηIηρds = −κpηIηpds (4.4)
Integrating Eq. 4.3 over a geometric path 0→ s gives Eq. 4.5, where Iη(0)
is the intensity entering the medium at s = 0, and τη is the optical thickness
for absorption, Eq. 4.6 [120].
Iη(s) = Iη(0)exp
￿
−
￿ s
0
κηds
￿
= Iη(0)e−τη (4.5)
τη =
￿ s
0
κηds (4.6)
It is also possible to define the absorptivity of the medium for the same
path 0→ s, as in Eq. 4.7.
αη ≡ Iη(0)− Iη(s)
Iη(0)
= 1− e−τη (4.7)
Attenuation by Out-scattering
Similar to energy attenuation by absorption, the energy attenuated by out-
scattering (scattering away from the beam’s direction of travel) is propor-
tional to the magnitude of the intensity Iη and the path-length ds, and is
expressed with the scattering coeﬃcient σsη [m−1], as in Eq. 4.8. However in
this case the scattered energy is deflected and will appear as in-scattering
(or augmentation due to scattering) in another direction (see Sec. 4.2.2),
whereas the absorbed energy is converted into internal energy [120].
(dIη)sca = −σsηIηds (4.8)
Similar to absorption, mass and pressure scattering coeﬃcients can be
derived, as well as the scattering optical thickness.
Total Intensity Attenuation
The extinction coeﬃcient βη can be defined as the quantity describing the
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total attenuation of intensity in a beam due to absorption and scattering,
as in Eq. 4.9. Further, the optical thickness can also be defined in terms of
the extinction coeﬃcient (Eq. 4.10) [120].
βη = κη + σsη (4.9)
τη =
￿ s
0
βηds (4.10)
4.2.2 Intensity Augmentation
The energy of a pencil of rays travelling through participating media will
be attenuated by absorption and scattering, as explained in the previous
section. However, emission and scattering from other directions will also
contribute to increasing the energy of rays through the direction in consid-
eration, by emission and in-scattering, as explained below.
Augmentation by Emission
The intensity emitted along an infinitesimally small path ds is proportional
to the local energy (intensity) of the medium, and the path’s length. Since at
thermodynamic equilibrium the intensity everywhere is equal to the black-
body intensity Ibη [120], local energy augmentation due to emission from
other directions can be expressed as in Eq. 4.11. The same constant for ab-
sorption κη can be used for emission, by removing the negative sign that was
found in the equation describing attenuation due to absorption (Eq. 4.3).
(dIη)em = κηIbηds (4.11)
Combining absorption and emission (Eq. 4.3 and Eq. 4.11 respectively),
one obtains the radiative transfer equation for an absorbing-emitting and
not scattering medium (Eq. 4.12).
dIη
ds
= κη(Ibη − Iη) (4.12)
Using the optical thickness for absorption/emission (Eq. 4.6), and if the
temperature field is known, the equation of transfer can be explicitly solved
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for absorbing-emitting media in a path 0→ s (Eq. 4.13) [120].
Iη(s) = Iη(0)e−τη + Ibη(1− e−τη) (4.13)
Further, if absorption is neglected (Iη(0) = 0) and only emission is con-
sidered, the emissivity ￿η can also be defined, Eq. 4.14.
￿η =
Iη(s)
Ibη
= 1− e−τη (4.14)
Augmentation by In-scattering
As previously discussed, intensity is scattered from a point in all direc-
tions, resulting in a local energy attenuation (out-scattering), described by
Eq. 4.8. Conversely, in-scattering refers to the augmentation in local energy
caused by the photons scattered from other directions into the direction in
consideration. In-scattering can come from all directions, and therefore an
integration over the total solid angle (4π) must be performed.
Figure 4.2: Radiative intensity due to scattering, based on [120].
The best way to illustrate this phenomenon is by means of example, as
done below, based on Modest [120]. If a beam travelling with intensity Iη
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and a given direction sˆi hits an infinitesimally small volume dV = dAds as
in Fig. 4.2, the heat flux incident with dA from the angle dΩi will be equal
to Iη(sˆi)(dAsˆi · sˆ)dΩidη [120]. The distance through which this beam will
travel within the element dV will be equal to ds/sˆi · sˆ, and recalling the out-
scattering equation (Eq. 4.8), it is possible to calculate the total intensity
out-scattered from sˆi, as in Eq. 4.15.
σsη (Iη(sˆi)(dAsˆi · sˆ)dΩidη)
￿
ds
sˆi · sˆ
￿
= σsηIη(sˆi)dAdΩidηds (4.15)
At this point it is convenient to introduce the scattering phase function
Φη, which represents the probability of a beam travelling in a given di-
rection to be scattered in another specific direction. In the current ex-
ample, the fraction of the beam travelling with direction sˆi that will be
scattered in the cone dΩ with direction sˆ is given by Φη(sˆi, sˆ)dΩ/4π, and
hence the total flux coming from dΩi into dΩ can be expressed as σsηIη(sˆi)
dAdΩidηdsΦ(sˆi, sˆ)/4πdΩ, where the 4π has been included for convenience
as will be later explained [120]. Thus, the flux scattered from all directions
sˆi into the direction sˆ can be calculated by integration over the total solid
angle, as in Eq. 4.16, which is further simplified to Eq. 4.17 [120].
(dIη)sca (sˆ)dAdΩdη =
￿
4π
σsηIη(sˆi)dAdΩidηdsΦη(sˆi, sˆ)
dΩ
4π
(4.16)
(dIη)sca (sˆ) = ds
σsη
4π
￿
4π
Iη(sˆi)Φη(sˆi, sˆ)dΩi (4.17)
The energy flux scattered from dΩi into all directions is equal to σsηIη(sˆi)
dAdΩidηds 14π
￿
4π Φ(sˆi, sˆ)dΩ and must also be equal to the RHS of Eq. 4.15,
which represents the flux scattered away from sˆi, hence Eq. 4.18 is true [120].
1
4π
￿
4π
Φ(sˆi, sˆ)dΩ ≡ 1 (4.18)
Thus, for the case of isotropic scattering, which is when scattering is uni-
form across all directions, the phase function is constant, and thanks to the
arbitrary 4π term previously introduced, it can be defined as Φη ≡ 1 [120].
Note that whereas particles have been found to exhibit anisotropic scatter-
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ing characteristics [112], throughout this work isotropic scattering is always
assumed for simplicity.
4.2.3 The Complete Radiative Transfer Equation
In the previous subsections the terms contributing to the transfer of ra-
diative energy have been derived, namely the intensity attenuation by ab-
sorption and scattering (Eq. 4.3 and Eq. 4.8 respectively), and the intensity
augmentation by emission and scattering (Eq. 4.11 and Eq. 4.17 respec-
tively). These equations can be combined with an energy balance on the
radiative energy traveling in a given direction through a control volume to
obtain the final form of the RTE for an absorbing-emitting and scattering
medium. For a detailed description of how this is done the reader is referred
to [120], as here only the final result is presented in Eq. 4.19.
dIη
ds
= κηIbη − κηIη − σsηIη + σsη4π
￿
4π
Iη(sˆi)Φη(sˆi, sˆ)dΩi (4.19)
The terms on the right-hand side of the above equation represent re-
spectively augmentation due to emission, attenuation due to absorption,
attenuation due to scattering, and augmentation due to scattering. Having
defined the extinction coeﬃcient, the middle two terms can be combined
to simplify the RTE as in Eq. 4.20. Note that the process is assumed to
be quasi -steady (compared to the speed of light), and as such the intensity
gradient dI/ds can be expressed as a total derivative.
dIη
ds
= sˆ ·∇Iη = κηIbη − βηIη + σsη4π
￿
4π
Iη(sˆi)Φη(sˆi, sˆ)dΩi (4.20)
For the solution methods which will be discussed in the following sections,
it is also convenient to express the RTE in terms of non-dimensional optical
coordinates. This can be obtained by defining the single scattering albedo
as in Eq. 4.21 below, and using the definition of the extinction coeﬃcient
(Eq. 4.9), and its optical thickness (Eq. 4.10) [120].
ωη ≡ σsη
κη + σsη
=
σsη
βη
(4.21)
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Substituting for τη and ωη in Eq. 4.20 gives Eq. 4.22, which in turn can
be further simplified by defining the source function for radiative intensity
(Eq. 4.23), obtaining Eq. 4.24 [120].
dIη
dτη
= −Iη + (1− ωη)Ibη + ωη4π
￿
4π
In(sˆi)Φη(sˆi, sˆ)dΩi (4.22)
Sη(τη, sˆ) = (1− ωη)Ibη + ωη4π
￿
4π
In(sˆi)Φη(sˆi, sˆ)dΩi (4.23)
dIη
dτη
+ Iη = Sη(τη, sˆ) (4.24)
4.2.4 Boundary Conditions
In order to solve the equation of radiative transfer for a given direction, the
radiative intensity at (at least) a single location in the domain and in the
specified direction must be known. This usually occurs at the boundaries
of the domain, where the intensity can be independently specified on the
surface of an enclosure surrounding the participating medium. Throughout
this work, only black or grey diﬀusely emitting and reflecting opaque sur-
faces are considered, and their boundary conditions are explained in this
section.
The radiation impinging on any solid surface, known as the irradiation H
(or incident radiation) can be either reflected back to the medium, absorbed,
or transmitted through the solid surface. In this work however only opaque
surfaces are considered, and as such transmission through a solid surface is
neglected. The fraction of reflected radiation from the total irradiation to a
surface is specified by a quantity known as the reflectance ρ, and similarly
a quantity describing the fraction of absorbed radiation is known as the
absorptance α. Since energy is always conserved, and transmission through
surfaces is neglected, the summation of these two quantities must be equal
to unity, as in Eq. 4.25.
ρ+ α = 1 (4.25)
The total intensity leaving a wall is given by the diﬀerence between the
total irradiation to the wall and the sum of the reflected and emitted radi-
ation, as illustrated in Fig. 4.3.
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Figure 4.3: Surface energy balance, based on [120].
Unless a surface is assumed to be cold (0 K), in which case no radiation
is emitted, the amount of thermal radiation emitted from a solid surface is
linked to its temperature [2]. This is accounted for by the surface’s equiva-
lent blackbody radiation (how much a blackbody would have emitted at that
given temperature), and its emittance ￿, a non-dimensional coeﬃcient that
(like absorptance and reflectance) varies between 0 and 1. In real-surfaces,
an angular dependency of emission may exist, however in this work only
diﬀusely emitting surfaces are considered, and as such all surfaces are as-
sumed to emit equally in all directions. The total intensity emitted by a
surface can therefore be expressed as ￿(rw)Ib(rw).
Similar to emission, the reflection from a surface can be diﬀuse or specu-
lar, and only diﬀusely reflecting surfaces are considered. This implies that
a fraction ρ of the total incident intensity H(rw) is uniformly reflected back
to the medium over all directions. The reflected intensity in one direction
can therefore be specified as ρ(rw)H(rw)/π , where the hemispherical irra-
diation of the wall is defined as in Eq. 4.26 [120]. As described in Fig. 4.4,
nˆ is the local outward surface normal and nˆ · sˆ￿ = cosθ￿ is the cosine of the
angle between any incoming direction sˆ￿ and the surface normal.
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Figure 4.4: Intensity reflected on a surface, based on [120].
H(rw) =
￿
nˆ·sˆ￿<0
I(rw, sˆ)
￿￿￿nˆ · sˆ￿￿￿￿ dΩ￿ (4.26)
The total intensity leaving a surface can thus be defined as the summation
of emission and reflection, as in Eq. 4.27 below.
I(rw, sˆ) = ￿(rw)Ib(rw) + ρ(rw)
H(rw)
π
(4.27)
Since the properties of solid surfaces in this work are always assumed to
be constant through the spectrum (grey), the emittance of a solid is equal
to its absorptance, ￿(rw) = α(rw). The emissivity and reflectivity of a
surface can therefore be expressed in terms of one another by substituting
in Eq. 4.25, giving ρ(rw) = 1− ￿(rw).
Performing all the relevant substitutions, the final form of the equation
for the total intensity leaving a grey opaque diﬀusely emitting and reflecting
surface is presented in Eq. 4.28.
I(rw, sˆ) = ￿(rw)Ib(rw) +
1− ￿(rw)
π
￿
nˆ·sˆ￿<0
I(rw, sˆ)
￿￿￿nˆ · sˆ￿￿￿￿ dΩ￿ (4.28)
For the simple case of a black surface, all the irradiation is emitted back
to the medium without any reflection (￿ = 1 and ρ = 0), and consequently
Eq. 4.28 is reduced to:
I(rw, sˆ) = Ib(rw) (4.29)
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In the case of non-black walls however (where reflection is present), the
outgoing intensity of a surface is not known initially, but is related to the
incoming intensity and can be solved using the methods outlined in the
following chapters.
4.2.5 Derived Quantities
In the previous sections the RTE and its boundary conditions have been
defined, and in this section the useful quantities that can be derived from the
solution of the RTE are presented. The radiative heat flux q(r) impinging
on the surface of a control volume in the medium, or on a solid surface can
be obtained by Eq. 4.30.
q(r) =
￿
4π
I(r, sˆ)ˆsdΩ (4.30)
The net radiative heat flux on a surface can be obtained by calculating the
diﬀerence between the emitted and reflected radiation (see previous section)
as in Eq. 4.31.
q · nˆ(rw) = ￿(rw) (πIb(rw)−H(rw)) (4.31)
Another very useful quantity is the incident radiationG, which is obtained
by summing the intensity impinging on a given control volume from all
directions, and this is performed by integration over the total solid angle
(Eq. 4.32).
G(r) =
￿
4π
I(r, sˆ)dΩ (4.32)
Finally, the divergence of the radiative heat flux, which represents the
radiative source/sink term, can be obtained from Eq. 4.33. Note that here
it is only defined, and for its derivation the interested reader is referred
to [120].
∇ · q = κ
￿
4πIb(r)−
￿
4π
I(r, sˆ)dΩ
￿
= κ (4πIb(r)−G(r)) (4.33)
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4.3 Solutions for the Radiative Transfer Equation
Exact solutions to the RTE can only be obtained when dealing with very
simple cases, such as ones having uniform radiative properties and homo-
geneous boundary conditions, or one-dimensional problems [19]. In most
engineering applications however, one-dimensional assumptions are invalid,
and the spectral properties of the medium are non-uniform, making ex-
act solutions to the RTE inconvenient or impossible. For this reason sev-
eral approximate solution methods to the RTE have been developed over
the years, which can be broadly divided into integral or diﬀerential meth-
ods. A hybrid solution method known as the discrete transfer radiation
method was also developed by Lockwood and Shah [108], for radiative
problems in combustion applications. This method has been widely used
[15, 29, 36, 38, 43, 113, 160, 161] as it oﬀers a great amount of flexibility in
terms of varying solution accuracy with cost, however the method is non-
conservative, and diﬃcult to extend to include anisotropic scattering [19].
In this section a brief introduction to the various solution methods is pre-
sented, however the interested reader is referred to [19, 120, 175] for more
detailed reviews.
The most common integral methods are the zonal method [65, 66], ray
tracing methods [120, 148], and the Monte Carlo method [121], whereas
common diﬀerential solutions include flux methods [120], and the spherical
harmonics approximation [120]. A brief introduction to these methods is
given below, followed by a detailed explanation of the discrete ordinates
method (Sec. 4.4), which is a type of flux method, and is the solution method
used throughout this work.
Integral Methods
These methods rely on solving the integral formulation of the RTE, which
can be obtained by integrating Eq. 4.24 over a path 0→ s.
The zonal method consists of a spatial discretization of the domain,
with uniform radiative properties over volumes and surface elements. Sur-
face/surface, surface/volume and volume/volume interactions are possible,
and any element can exchange energy with another element in the domain
through an interaction matrix [2]. Although this method was originally de-
veloped for the solution of engineering problems, its accuracy is limited and
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the computation can become very diﬃcult with complex geometries [2].
In the ray tracing method, the solid angle at each point in the domain is
discretized into several directions, and each direction is further discretized
in segments of equal size, with uniform properties. Starting from the bound-
aries of the domain, the RTE is integrated to each evaluation point. The
accuracy of this method is highly dependent on the number of beams (direc-
tions) and segments chosen for the solution. With a high number of beams
and segments this becomes the most accurate method available, and is used
for benchmark calculations of simple cases, but is too expensive to be used
in an engineering context [2].
The Monte Carlo method instead is a statistical method that calculates
a system’s evolution by sampling random inputs. In other words, instead of
calculating all the beams and segments, with the aid of a probability density
function random samples are generated for a random beam. The response
is known as a realization, and when further realizations do not alter the
gathered statistics, the solution is considered converged. This method is
known to be very accurate, but although the statistical approach reduces
the computational time, this is still prohibitive for most engineering appli-
cations [2]. It is worth mentioning however that recently this method, with
the aid of high-performance computing, is becoming increasingly feasible
[140, 196], and may present a realistic alternative for the near future.
Diﬀerential Methods
Diﬀerential methods are the most widely used in combustion applications
of computational fluid dynamics, as the two are somewhat similar in their
numerical discretisation, and provide a better cost-to-accuracy ratio than
integral methods.
Flux methods rely on separating the angular and spatial dependencies of
the radiation intensity. A number of solid angle intervals is chosen, over
which the intensity is assumed to be constant. The diﬀerential form of the
RTE is thus reduced to a set of coupled linear diﬀerential equations, which
can be solved with simple numerical methods. The number of solid angle
intervals can be easily varied, altering the accuracy and cost of the solution.
In the spherical harmonics approximation, also known as the PN approxi-
mation, the angular and spatial dependencies of the intensity are split in two
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terms by a generalized Fourier series for intensity [2]. This method reduces
the governing equation to simple partial diﬀerential equations, the order
of which can be varied for increased accuracy. For near-isotropic radiative
intensity, the method works well with low-order approximations, however
for more complex problems higher order approximations are required, which
rapidly become computationally expensive. For more information on this
method the interested reader is referred to Modest’s book [120].
The discrete ordinates method (DOM), often grouped with the flux meth-
ods briefly introduced above, was originally proposed by Chandrasekhar [25]
for atmospheric and stellar radiation problems as early as 1960, and later
applied to neutron transport theory by Lathrop [96] and Lee [99]. It wasn’t
until much later though that the method was applied and optimised for gen-
eral radiative heat transfer by Fiveland [47, 48] and Truelove [168, 169, 170]
in 1986. To date, this is one of the most widely used solution methods for
radiative heat transfer problems combined with CFD applications, due to
its high flexibility in terms of spatial and angular discretisation, and high
quality to cost ratio. As this is the method implemented and used in this
work, a detailed explanation is given in the following section.
The finite volume method (FVM) for radiation [22, 131] is very similar
to the DOM. However, whereas in the DOM the RTE is integrated over
each control volume and the solid angle is discretised into small portions
defined by discrete directions, in the FVM the RTE is integrated over both
the control volume and over each discrete solid angle [19].
4.4 The Discrete Ordinates Method
In this section the DOM is presented based on Modest’s explanation [120],
as this is the chosen solution method implemented in this work. The general
RTE for an absorbing, emitting and scattering medium was presented in the
previous section (Eq. 4.20). Here it is proposed in a more compact form
(Eq. 4.34), having dropped the wavenumber subscript η and the position
vector r, where sˆ is the direction in consideration, and sˆ￿ represents all the
in-scattering directions. In this form, the equation is only valid for a grey
medium (as total quantities are considered), or for a nongray medium if
taken on a spectral basis [120].
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dI (ˆs)
ds
= κIb − βI (ˆs) + σs4π
￿
4π
I (ˆs￿)Φ(ˆs￿, sˆ)dΩ￿ (4.34)
The RTE is subject to the boundary condition for opaque, diﬀusely emit-
ting and reflecting walls specified earlier in Eq. 4.28 and here reproposed in
the more compact form, with the same simplifications applied to the RTE
above (Eq. 4.35).
Iw (ˆs) = ￿wIb +
1− ￿w
π
￿
nˆ·ˆs￿<0
Iw (ˆs￿)|nˆ · sˆ￿|dΩ￿ (4.35)
Here, the subscript w indicates a wall location, nˆ is the local outward
surface normal and nˆ · sˆ￿ = cosθ￿ is the cosine of the angle between any
incoming direction sˆ￿ and the surface normal. As previously explained, the
outgoing intensity in the direction in consideration Iw(sˆ) is not explicitly
known, except for the case of a black surface, where ￿w = 1 and the equation
is reduced to Iw (ˆs) = Ib, but can be related to the incoming intensity.
4.4.1 DOM Formulation
In the DOM, the radiative transfer equation is discretised into a finite num-
ber n of diﬀerent directions sˆi, where i=1,2,...,n. In addition, numerical
quadratures with relative weights wi are used to replace the integral over
the total solid angle (4π), as in Eq. 4.36.
￿
4π
f(sˆ)dΩ ￿
n￿
i=1
wif(sˆi) (4.36)
The RTE and its boundary conditions can therefore be replaced by Eq. 4.37
and Eq. 4.38 respectively, which will need to be solved for each direction
individually.
dI(sˆi)
ds
= κIb − βI (ˆsi) + σs4π
n￿
j=1
wjI (ˆsj)Φ(ˆsi, sˆj), i = 1, 2, ..., n (4.37)
It is worth to point out that a ray traveling in any given direction will
intersect a wall (or edge of the domain) twice, both when it is emitted from
a boundary (nˆ · sˆi > 0), and when it hits a boundary (nˆ · sˆi < 0) and can
then be reflected back or absorbed [120].
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Iw (ˆsi) = ￿wIb,w +
(1− ￿w)
π
￿
nˆ·ˆsj<0
wjIw (ˆsj)|nˆ · sˆj|, nˆ · sˆi > 0 (4.38)
The RTE and its boundary condition in their DOM approximation are
(first order) simultaneous linear partial diﬀerential equations that can be
solved for each discrete direction n, through an iterative procedure which is
outlined in the following sections. Only in a simple case with black bound-
aries and absorbing-emitting (non-scattering) media, can a solution be ob-
tained without needing any iterations. However, this is generally restricted
to simple test cases in idealised conditions, and is certainly not the case for
closed furnaces or combustors, and much-less for pulverised coal combus-
tion, where particle scattering plays an important role.
4.4.2 DOM Derived Quantities
In Sec. 4.2.5, the important derived quantities of interest in combustion
applications, or for general model validation have been outlined. In the
DOM, the radiative heat flux at a wall qw, incident radiation G, radiative
source term (or divergence of the heat flux) ∇ · q and the net wall heat
flux qw · nˆ are all approximated as in the equations below, where as previ-
ously explained integrals are discretised into a number of n directions, with
associated weights wi.
qw =
￿
4π
Iw (ˆs)ˆsdΩ ￿
n￿
i=1
wiIi,wsˆi (4.39)
G =
￿
4π
I (ˆs)dΩ ￿
n￿
i=1
wiIi (4.40)
∇ · q = κ
￿
4πIb −
￿
4π
I (ˆs)dΩ
￿
￿ κ (4πIb −G) (4.41)
qw · nˆ ￿ ￿w
πIb − ￿
nˆ·ˆsi<0
wiIi,w|nˆ · sˆi|
 (4.42)
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4.4.3 Angular Discretisation
In literature several diﬀerent angular quadrature schemes have been pro-
posed to define the discrete ordinate directions, the most common of which
are by Lathrop and Carlson [97], Fiveland [47] and Truelove [169]. Other
common quadrature schemes are the TN quadrature by Thurgood et al. [165],
and the more recent LC11 quadrature by Koch and Becker [89].
Throughout this work, only the SN approximation by Lathrop and Carl-
son is used, presented in Table 4.1 and illustrated in Fig. 4.5, as this allows
suﬃcient variation in the number of directions, and extension to diﬀerent
quadrature schemes is relatively straightforward.
Order Ordinates Weights
ξ η µ w
S4 0.2958759 0.2958759 0.9082483 0.5235987
0.2958759 0.9082483 0.2958759 0.5235987
0.9082483 0.2958759 0.2958759 0.5235987
S6 0.1838670 0.1838670 0.9656013 0.1609517
0.1838670 0.6950514 0.6950514 0.3626469
0.1838670 0.9656013 0.1838670 0.1609517
0.6950514 0.1838670 0.6950514 0.3626469
0.6950514 0.6950514 0.1838670 0.3626469
0.9656013 0.1838670 0.1838670 0.1609517
S8 0.1422555 0.1422555 0.9795543 0.1712359
0.1422555 0.5773503 0.8040087 0.0992284
0.1422555 0.8040087 0.5773503 0.0992284
0.1422555 0.9795543 0.1422555 0.1712359
0.5773503 0.1422555 0.8040087 0.0992284
0.5773503 0.5773503 0.5773503 0.4617179
0.5773503 0.8040087 0.1422555 0.0992284
0.8040087 0.1422555 0.5773503 0.0992284
0.8040087 0.5773503 0.1422555 0.0992284
0.9795543 0.1422555 0.1422555 0.1712359
Table 4.1: Discrete ordinates quadratures and weights for the SN -
approximation, where N = 4, 6, 8 [97].
The principle of the angular discretisation consists in decomposing any
given direction sˆi into Cartesian co-ordinates (i, j, k) using specific direction
cosines (ξi, ηi, µi), as in Eqs. 4.43a- 4.43c. The order of the approximation
(SN ) indicates the N diﬀerent direction cosines required for each diﬀerent
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Fig. 2. Arrangement of the S8 quadrature.
Table 1
Moments satis!ed by the level symmetric quadratures of the or-
der N = 4; : : : ; 10
Type
Order SN-E SN-O SN-H
4 0; 2; 4 0; 1; 2 0; 1; 2
6 0; 2; 4; 6 0; 1; 2; 3 0; 1; 2; 4
8 0; 2; 4; 6; 8 0; 1; 2; 3; 4 0; 1; 2; 4; 6
10 0; 2; 4; 6; 8; 10 0; 1; 2; 3; 4; 5 0; 1; 2; 4; 6; 8
It has been shown [14,13] that the discrete ordinates of the SN quadratures types can be grouped
into tuples as described in Section 2. For SN quadratures of order 46N6 12, there are NT=N=2−1
tuples per octant [13]. Because of symmetry reasons, the weight factors within the same tuple must
be identical. Thus, there is one degree of freedom associated with the selection of the !rst latitude x1,
and N=2−1 degrees of freedom for assigning the weight factors to the tuples. These N=2 degrees of
freedom are used to satisfy the moment conditions to be discussed in Section 4 (Eq. (10)). Depending
on which of additional moment conditions are to be satis!ed, di"erent SN quadratures types can be
constructed [2,13] as shown in Table 1. It should be noted that the second-order moment, i.e. !3=2,
is ful!lled implicitly because of the rotational invariance to the principal octahedron.
3.2. Equal weight quadrature schemes
Also !rst in the context of neutron transport problems, equal weight quadrature schemes (EN
quadratures) have been developed on basis of the level symmetric quadratures [14]. The equal
weight quadrature schemes then have been adopted to radiative transfer calculations [13].
The basic feature of the EN quadratures is to preselect identical weight factors wm for all discrete
ordinates in order to improve the rotational invariance of the quadrature. In contrast to the level
Figure 4.5: Illustration of the S8 angular discretisation scheme by Koch and
Becker [89]. One of the 8 quadrants of the total solid angle is
shown, with the 10 discrete directions represented by the dots
intersecting the lines on the sphere.
principal direction sˆi, for a total of n = N(N + 2) discrete directions to
solve for.
sˆi · iˆ = ξi (4.43a)
sˆi · jˆ = ηi (4.43b)
sˆi · kˆ = µi (4.43c)
Using the above equations, each direction can be expressed in Cartesian
co-ordinates, as in Eq. 4.44 below.
sˆi = ξiiˆ+ ηijˆ + µikˆ (4.44)
4.4.4 Implementation of the DOM
In this section the implementation of the DOM in Cartesian co-ordinates is
described, followed by a step-by-step description of the numerical procedure
employed.
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A definition for the source function Sη was given in Sec. 4.2.3, and this
becomes useful in the DOM, where it is decomposed into i = 1, 2, ..., n
individual directions Si and approximated as in Eq. 4.45, again by replacing
the integral with a weighted numerical quadrature.
Si = (1− ω)Ib + ω4π
n￿
j=1
wjΦijIj (4.45)
Using the source function and the Cartesian-coordinate directional de-
composition (Eq. 4.44), the whole RTE can be expressed in the more con-
venient coordinate system, as in Eq. 4.46 below [120].
ξi
∂Ii
∂x
+ ηi
∂Ii
∂y
+ µi
∂Ii
∂z
+ βIi = βSi (4.46)
The boundary conditions must also be expressed in Cartesian coordinates.
For a surface normal to the i direction we have nˆ = iˆ, and therefore Eq. 4.43a
can be substituted into the DOM boundary condition (Eq. 4.38) to obtain
Eq. 4.47. The same procedure can be applied to the diﬀerent surface normals
to obtain the boundary conditions for each surface orientation.
Ii = ￿wIbw +
1− ￿w
π
￿
ξj<0
wjIj |ξj | (4.47)
The description of the implementation of the DOM in this work is limited
to equally-sized cubic cells, as this is the type of cells used in PsiPhi, our
in-house LES code, and also in the radiation solver implemented in this
work. In Fig. 4.6, a simple 2D cell is shown to illustrate the cell faces
corresponding to the axes and discrete ordinates ξi and ηi, and this can
be readily extended to the third dimension by adding the z-coordinate and
the µi ordinates. The beauty of working with equally-sized cubic cells lies
in the simplicity of the numerics: all faces have the same characteristic
length ∆ = ∆x,∆y,∆z and surface area A = AE , AW , AN , AS , AB, AF ,
and the volume is thus easily obtained, V = ∆3. To obtain the spatial
discretization with the finite volume formulation, the terms in Eq. 4.46 are
volume integrated as in Eq. 4.48, yielding Eq. 4.49.
ξi
￿
V
∂Ii
∂x
dV + ηi
￿
V
∂Ii
∂y
dV + µi
￿
V
∂Ii
∂z
dV + β
￿
V
IidV = β
￿
V
Si (4.48)
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Figure 4.6: A computational cell in two-dimensions, based on [120].
ξi(IE,i−IW,i)A+ηi(IN,i−IS,i)A+µi(IB,i−IF,i)A = −βV Ip,i+βV Sp,i (4.49)
In Eq. 4.49 above, the cell face f intensities If,i are surface-averaged,
whereas Ip,i and Sp,i are taken at the cell-centre as volume-averaged quan-
tities.
To solve for the cell-centred intensity Ip,i, it is necessary to reduce the
number of unknowns, and it is possible to do so by relating the cell-face
intensities to their nodal value. This can be done in diﬀerent ways, and
will be dealt with in more detail in Sec. 4.4.6, in which several common
spatial diﬀerencing schemes are explained. For the purpose of simplicity,
in the current explanation the relationship is made as in Eqs. 4.50a-4.50c
below, which is the relationship used in linear diﬀerencing schemes [19].
Here γ is a constant that takes diﬀerent values depending on the choice of
the diﬀerencing scheme.
94
Ipi = γIE,i + (1− γ)IW,i (4.50a)
Ipi = γIN,i + (1− γ)IS,i (4.50b)
Ipi = γIB,i + (1− γ)IF,i (4.50c)
A solution for Ip,i can be obtained by rearranging Eq. 4.49, and substi-
tuting the relationships defined in Eqs. 4.50a-4.50c to reduce the number of
unknowns. This gives Eq. 4.51, where the only cell-face intensities required
are the ones upstream of the direction in which the beam is travelling, and
are generally known.
Ip,i =
ξiAIW,i/γ + ηiAIS,i/γ + µiAIF,i/γ + βV Sp,i
ξiA/γ + ηiA/γ + µiA/γ + βV
(4.51)
This equation holds when calculating the radiation intensity for a direc-
tion i which points in the positive x, y, z directions, and therefore has the
west, front and south upstream cell-faces (W,S, F ), as well as positive ordi-
nates ξ, η, µ. However, radiation propagates in every direction, and as such
it is convenient to re-express the cell-face intensities in Eq. 4.51 in terms
of incoming i (upstream) intensities, and the ordinates as absolute values,
in order to make the equation applicable to any direction, as in Eq. 4.52
below.
Ip,i =
|ξi|AIxi,i/γ + |ηi|AIyi,i/γ + |µi|AIzi,i/γ + βV Sp,i
|ξi|A/γ + |ηi|A/γ + |µi|A/γ + βV (4.52)
Similarly, it is useful to express the nodal intensities in terms of incoming
and exiting intensities, as below.
Ipi = γIxe,i + (1− γ)Ixi,i (4.53a)
Ipi = γIye,i + (1− γ)Iyi,i (4.53b)
Ipi = γIze,i + (1− γ)Izi,i (4.53c)
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4.4.5 Computational Procedure
In this section the numerical procedure for the solution of the RTE using
the DOM is explained step by step to better illustrate how such calculations
are performed computationally. The computation is iterative, and always
begins at a corner of the domain (or any corner-cell for non-rectangular
geometries), since at this location the incoming cell-surface intensities are
those of a wall or of the domain boundary, and hence they can be estimated.
This is then repeated from all other corners, to solve for all directions. In
the following procedure an example is given starting from the west, front
and south corner of the domain, as in Fig. 4.7
1. For a given direction i pointing away from the corner cell in Fig. 4.7,
the boundary condition (Eq. 4.47) is solved, considering only the emis-
sion term (first term on the RHS) at the first iteration, since the re-
flected intensity (which is a portion of the incident intensity coming
from opposite directions) is unknown at this stage.
2. The wall/boundary intensity is matched to the incoming intensities
Ixi,i, Iyi,i, Izi,i of the first (corner) cell.
3. The nodal intensity Ip,i of the corner cell can now be calculated with
Eq. 4.51
4. Knowing the nodal intensity for the corner cell, it is possible to com-
pute the exiting intensities, by rearranging the relationships defined
in Eqs. 4.53a-4.53c, or similar depending on the choice of spatial dif-
ferencing scheme.
5. The exiting intensities correspond to the incoming intensities of the
relevant neighbouring cells. For adjacent cells of which the incoming
intensities are known for all three coordinates, it is possible to repeat
Steps 1-4 above, by recalculating the boundary conditions of their
incoming faces, or matching the exiting neighbour cell intensity, where
appropriate.
6. The procedure is repeated until all nodal intensities for such given
direction have been computed.
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7. The above procedure is then repeated for all other directions pointing
away from the chosen starting corner.
8. This process is repeated from all the remaining corners, for all direc-
tions pointing away from the chosen corner, in such a way that the
intensity is computed at each cell, for all directions, covering the total
solid angle appropriately.
9. Having computed the incident intensity at each cell, coming from
each direction, it is now possible to calculate the incident radiation
(Eq. 4.40) and the source function (Eq. 4.45).
10. At this point a convergence check is performed. The convergence cri-
teria used in this work is that the largest normalised change of the
source function from the previous iteration (for any cell) should be
less than 10−5, as in Eq. 4.54 below. Note that for a case involving
non-black walls (or boundaries) and/or scattering media, this check
is redundant at the first iteration, since the source function was as-
signed an initial arbitrary value. Conversely, for a case involving black
boundaries and non-scattering media, the source function (step 9) can
be evaluated prior to the nodal intensities (since ω = 0) and included
directly in their calculation, making the solution non-iterative.
11. If convergence is obtained, the computation proceeds to the following
step, otherwise it starts again from step 1, where this time the reflected
portion of the boundary condition is included in the calculation, as is
the source function obtained at the previous iteration.
12. After convergence, the useful derived quantities such as the divergence
of the radiative heat flux (radiative source term) and wall heat fluxes
can be explicitly computed.
max
|Sni − Sn−1i |
Sni
≤ 10−5 (4.54)
4.4.6 Spatial Diﬀerencing Schemes
Similar to convection for CFD simulations, several spatial diﬀerencing schemes
exist for the spatial discretization of the RTE using the DOM. A lot of work
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Figure 4.7: Domain corner cell, with walls at South and West ends [120].
has been done on spatial diﬀerencing schemes for radiation, in the quest to
find the most accurate scheme suitable for a wide range of radiation appli-
cations [23, 27, 69, 104, 131], however no one scheme is superior to all. In
this section, the most commonly used schemes are introduced, and in the
following chapter they are tested and validated against each other to assess
their relative performance. However for the application of radiation in coal
combustion, the simple step scheme is used to ensure stability and avoid
added computational cost.
Step Scheme
The most basic diﬀerencing scheme for the DOM is the step scheme, which
is very similar to the upwind scheme in convection calculations for CFD
(see Sec. 2.3.1). The nodal intensities are related to their surface intensities
by setting γ = 1 in Eqs. 4.53a-4.53c, which leads to Ixe,i = Ip,i and similar
solutions for the other directions. This is a very simple scheme which gives
the largest truncation error, yet it is very stable, and the only one that will
never produce unphysical results such as negative intensities.
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Diamond Scheme
Another common diﬀerencing scheme is the diamond scheme, in which the
nodal intensities are again related to their surface intensities with Eqs. 4.53a-
4.53c, but in this case the coeﬃcient γ takes the value of γ = 0.5. This
scheme however can lead to unphysical (negative) intensities at the cell
faces. While in literature it is advised to set these intensities to zero, or to
re-compute them using a step scheme, and continue the computation [18],
the scheme remains subject to instabilities and strong oscillations in the
intensity field [120]. The negative intensities can be minimised by selecting
a grid size following the conditions presented in Eq. 4.55 [48].
∆ <
MIN(|ξi|, |ηi|, |µi|)
β(1− γ) (4.55)
This condition implies that increasing the number of directions (higher
order SN approximations) to improve the angular discretisation, will require
a finer grid since higher-order ordinates have smaller values. Similarly, when
dealing with optically thicker media, having large values of β, the grid will
need refinement. On the other hand, it has also been shown that a finer
mesh could actually be the cause of unphysical intensities, not only in the
form of negative values, but also as overshoots, which occur when energy
conservation is violated (when the intensity leaving a cell is greater than
the sum of the intensities entering and its emission) [23].
An improvement to this scheme is the Diamond Mean Flux Scheme (DM-
FS), originally proposed by Stro¨hle et al. [162, 163]. In this scheme the
cell-face intensity is related to the nodal intensity as per Eqs. 4.56a-4.56c,
where the overbars denote averaged incoming and exiting intensities, and
the γ terms retain the 0.5 value. The averaged incoming/exiting cell-face
intensities are defined as the weighted (by projected area) sum of all in-
coming/exiting intensities in a given direction [162]. This scheme has been
shown to be particularly useful for solvers with unstructured grids [74].
Furthermore, it removes the oscillations that occur in the classic diamond
scheme, is more stable than the latter, and can yield slightly improved re-
sults compared to the step scheme [162].
99
Ip,i = γIxe,i + (1− γ)Ixi,i (4.56a)
Ip,i = γIye,i + (1− γ)Iyi,i (4.56b)
Ip,i = γIze,i + (1− γ)Izi,i (4.56c)
CLAM Scheme
Higher-order bounded spatial schemes aim to produce more accurate results
than the step scheme, whilst being free from unphysical negative intensi-
ties [29]. In these schemes the cell face intensity is calculated as a function of
three neighbouring cell-centre intensities: the upstream, central and down-
stream cells. It is thus convenient to use the normalised variable formulation
proposed by Leonard [100], Eqs. 4.57a-4.57b, where the subscripts D and
U denote the downstream and upstream cell-centre intensities respectively,
and I˜ and x˜ are the normalised intensity and coordinate.
I˜ =
I − IU
ID − IU (4.57a)
x˜ =
x− xU
xD − xU (4.57b)
Several bounded high-order schemes exist [17], however in this work only
the CLAM scheme is implemented and tested [69, 171]. In this scheme the
normalised cell face intensity is obtained by Eq. 4.58, and this can then
be related to the actual cell-face intensity by rearranging the normalised
variable formulation in Eq. 4.57a above.
I˜f =

x˜2C−x˜f
x˜C(x˜C−1) I˜C +
x˜f−x˜C
x˜C(x˜C−1) I˜
2
C 0 < I˜C < 1
I˜C otherwise
(4.58)
This scheme satisfies the boundedness criterion since the function I˜f =
f(I˜C) is continuous, and I˜C ≤ I˜f ≤ 1 for values of I˜C between 0 and 1, and
I˜f = I˜C outside this range [30, 69].
For uniform grids, and inside the domain (away from boundaries) the
normalised coordinates take the values of x˜f = 3/4 and x˜C = 1/2, and the
normalised face intensity can be simplified to I˜f = I˜C(2 − I˜C) for values
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of I˜C between 0 and 1. However, for a cell whose upstream face coincides
with a boundary, some modifications need to be made. The upstream cell
intensity IC becomes the neighbouring face intensity, and the coordinates
take the values of x˜f = 2/3 and x˜C = 1/3 [30]. The normalised cell face
intensity is therefore obtained by I˜f = I˜C(2.5 − 1.5I˜C) for values of I˜C
between 0 and 1. For a cell whose downstream cell face instead coincides
with a boundary, the step scheme is used.
Since in a sequential calculation the downstream cell-centre intensities are
not known at the first iteration, a deferred correction procedure is used [83].
The intensity values obtained at the current iteration are used for the up-
stream and current cell intensities, whereas the values obtained at the pre-
vious iteration are used for the downstream intensities. The intensity at
each cell-centre is calculated as in Eq. 4.59, where the γ terms have been
removed, and a deferred correction term Sdc is introduced (Eq. 4.60).
Ipi =
βV Spi + |ξi|(AxIxii) + |ηi|(AyIyii) + |µi|(AzIzii) + Sdc
βV + |ξi|Axe + |ηi|Aye + |µi|Aze
(4.59)
Sdc = |ξi|Ax(Ipi − Ix,e) + |ηi|Ay(Ipi − Iy,e) + |µi|Az(Ipi − Iz,e) (4.60)
Whilst this scheme is very accurate compared to the first-order step and
diamond scheme, it is much more computationally expensive, as several
iterations are required to obtain a converged solution. In fact, as also noted
by Coelho [30], the deferred correction term Sdc must often be underrelaxed
to obtain a converged solution. It is also noteworthy to mention that to
apply the CLAM scheme, the incident radiation G must be used as the
convergence criteria instead of the source function Si (Eq. 4.54).
TVD Schemes
Total variation diminishing (TVD) schemes are a popular choice for con-
vection in CFD, and have also been applied to the DOM for simple prob-
lems [7, 56]. A basic description of TVD schemes has already been given
in Sec. 2.3.1, to which the reader is referred to for further details. Recently
Coelho [33] produced an interesting review of diﬀerent spatial diﬀerenc-
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ing schemes, comparing first-order schemes, bounded high-order schemes
(such as the CLAM scheme), and TVD schemes with diﬀerent flux limiters,
against several test cases. No single scheme appeared to be the most ac-
curate for all test cases, however the TVD schemes performed very well,
surpassing the CLAM scheme in accuracy in most circumstances. The most
accurate flux limiter for the DOM was found to be the SUPERBEE [138],
which is given in Eq. 4.61 below, where r is obtained with Eq. 2.49 and B(r)
is applied to the intensity field as in Eq. 2.48.
B(r) =
MAX[0,MIN(2r, 1),MIN(r, 2)] r > 00 r ≤ 0 (4.61)
As for the CLAM scheme, the change of incident radiation G must be
used as the convergence criterion in Eq. 4.54, instead of the source func-
tion. Whereas TVD schemes can produce very accurate results, they are
very computationally expensive compared to other schemes, and often pro-
hibitive in combined CFD-Radiation calculations.
4.4.7 Shortcomings of the DOM
The DOM represents a good compromise between computational cost and
accuracy of results, making it the most popular choice for applications in
combustion CFD. However this solution method has some drawbacks, such
as false scattering and the ray eﬀect, which can become more evident in
certain applications [120]. These problems have been assessed in detail [21],
and several proposals have been made to minimise them.
False scattering or numerical smearing (as it is known in a radiation
context), can be considered as the equivalent of false diﬀusion in CFD,
and results from the spatial discretisation [120]. It is best understood by
means of example: if one follows a single beam through a domain discretised
with the DOM as it moves away from it source, it will eventually become
noticeable that the beam slowly spreads out (due to the spatial error) as
if it was scattering, hence the name. False diﬀusion errors are inherent in
the DOM, and occur under any circumstance, regardless of the properties
of the participating media or the boundary conditions, however they may
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be reduced by using a finer grid and more accurate spatial discretisation
schemes.
The ray eﬀect, the other major source of error of the DOM, instead occurs
due to the angular discretisation. To understand this one must picture a
large domain with a non-uniform field, having generally low emission every-
where, except for a tiny area on one side producing very strong emission.
In the DOM, this emission can only travel along a finite number of discrete
ordinate directions, whereas in reality the rays would be emitted uniformly.
Imagine following the rays from this high-emission area along the discrete
directions: as the distance from the emission point increases, so does the
distance between each high-intensity ray, and eventually if they hit a wall
far enough, the radiation coming from this point may not result uniform at
all, whereas in reality it should be. This problem can also be reduced by
refining the grid, and increasing the order of the angular discretization, at
the expense of computational time.
Both false scattering and the ray eﬀect are sources of error for the DOM
which can become significant in certain applications, and as such a signif-
icant eﬀort has been made by several authors in an attempt to minimise
these as much as possible. A modified discrete ordinates method (MDOM)
has been developed in an attempt to reduce ray eﬀects by Ramankutty
and Crosbie [132, 133]. This method has been shown to successfully re-
move ray eﬀects originating from wall temperature discontinuities, but not
those arising from sharp gradients in the medium [31]. A new modified dis-
crete ordinates method (NMDOM) has thus been proposed by Coelho [31],
which successfully mitigates all ray eﬀects present in both the walls and the
medium.
As previously mentioned, a lot of research has been carried out to try and
minimise these two main shortcomings of the DOM, however often minimi-
sation of the ray eﬀects and false scattering have been treated individually,
whereas it must be stressed that the two are correlated problems, and re-
ducing one may increase the other [31]. For example, using a high-order
spatial diﬀerencing scheme instead of the basic step scheme could reduce
the spatial error or false scattering, however at the same time this could
increase ray eﬀects, thereby decreasing the solution accuracy overall. For
this reason, depending on the type of application, the use of higher-order
spatial diﬀerencing schemes may not always be entirely beneficial.
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4.5 Spectral Models for the Radiative Properties
of the Medium
Other than finding an eﬃcient and accurate solution to the RTE, the main
challenge in radiation modelling is the accurate representation of the media’s
spectral properties. Molecules emit and absorb photons only at specific
frequencies across the entire electomagnetic spectrum, known as spectral
lines. To date, the methods used to describe the spectral properties of
participating media can be classified in four diﬀerent categories: line-by-
line methods, narrow band models, wide-band models, and global models [2].
A brief introduction to the first three is given in this section, with a more
detailed explanation of diﬀerent types of global models: grey gas models
and the weighted sum of grey gases model, which are the ones implemented
and used throughout this work.
Line-by-Line (LBL)
As the name suggests, this method takes into account hundreds of thou-
sands, or even millions of spectral lines across the spectrum. The radia-
tive properties of the media are then determined by mapping the lines to
databases such as HITRAN and HITEMP [143], which contain the prop-
erties of millions of lines for specific molecules [2]. Needless to say this
is the most accurate method available, but is also, and will probably re-
main for the mid-future, impossibly expensive for application to combustion
simulations. Nonetheless, the LBL method is extremely useful to develop
benchmark data for very simple test cases for the validation of simpler (less
expensive) models.
Statistical Narrow Band (SNB)
Within a small range of spectral lines, most radiation quantities exhibit
very small changes, whereas the absorption coeﬃcient can vary consider-
ably [2]. By grouping spectral lines in narrow bands (relatively small bins)
and smoothing (averaging) the absorption coeﬃcients within an interval, a
less costly method is developed, similar to the LBL, but considerably less
expensive [2, 120, 148, 175].
A popular, recent development of the classic SNB method is the correlated
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k-distribution of the statistical narrow band method (SNBcK). Since within
a spectral interval the same absorption coeﬃcient is found several times at
slightly diﬀerent frequencies, and since the frequency does not influence
the mean quantities, it is possible to reorder the spectral intervals (narrow
bands) to correlate the absorption coeﬃcients. This simplifies considerably
the numerics and consequently the computational eﬀort, whilst retaining
good accuracy [60]. Generally speaking, the method remains considerably
expensive, but has recently been successfully implemented in massively par-
allel CFD codes for gaseous combustion [2].
Wide Band
Wide band methods rely on dividing the spectrum into bands in a similar
fashion to the SNB method, but instead of using narrow bands, much larger
spectral intervals are employed. Consequently, quantities can no longer be
assumed constant within an interval, and some modelling is required [2].
This method however, despite being more computationally eﬃcient than
the SNB methods, has not been widely used.
Global Models
The principle behind global models is that the whole spectrum is integrated
and reduced to a very limited amount of properties. For instance in the
simplest of grey models, quantities such as the absorption coeﬃcient are as-
sumed to be globally constant. An evolution of this method is the weighted
sum of grey gases (Sec.4.5.2), in which media is treated as a weighted sum of
several gray gases originating from diﬀerent parts of the spectrum [65, 118].
This method has been further developed by Denison and Webb into what is
known as the Spectral Line Weighted Sum of Grey Gases (SLW), in which
an LBL database is directly used to model the spectral properties of the
gases [39, 40, 41].
These models are considerably less expensive than the ones introduced
above, and are a good starting point for the inclusion of radiation modelling
in CFD simulations. However as with most numerical models, their accuracy
is related to their cost, and a good compromise between the two must be
obtained.
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4.5.1 Grey Gas Models
The simplest, and least computationally expensive models to treat gas ra-
diation are grey models, where the radiative properties of the participating
media are averaged over the whole spectrum. For computationally expen-
sive simulations, such as those coupled with LES (and even more so for LES
of pulverised coal-combustion), the general approach found in the literature
is to use grey gas models. In this section various diﬀerent approaches to
grey gas modelling for radiative calculations are presented.
Constant Grey Models
In the most basic implementation, a constant value between 0 and 1 is
assigned to the gas absorption coeﬃcient κg, and is used throughout the
domain. This approach has been undertaken in several works for coal-
combustion applications [63, 64, 93, 94, 159, 160, 161]. This is obviously an
over-simplistic approximation since gas absorption depends on the local gas
composition as well as local temperature and concentration. Nonetheless
this can work as a very basic treatment for gas radiation. Furthermore, in
particle laden flows such as coal combustion, where the prevailing partici-
pating media are the particles, less importance may be given to the accuracy
of the description of gaseous radiative properties, and hence arguably less
accurate methods can be adopted.
Heterogeneous Grey Models
Water vapour (H2O) and carbon dioxide (CO2) absorb and emit much more
radiation compared to other species [82], and for this reason it is a fair as-
sumption to consider them the only participating gases in the medium. In
this case κg is calculated based only on the partial pressures or molar con-
centrations of H2O and CO2, leading to a varying gas absorption coeﬃcient
throughout a given domain. In such cases, the gas absorption coeﬃcient
can be described by Eq. 4.62.
κg = κx(XCO2 +XH2O) (4.62)
Where κx is the constant maximum absorption coeﬃcient given to a finite
volume containing only participating gases, and XCO2 and XH2O are the
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molar fractions of carbon dioxide and water vapour respectively.
A more accurate description of the gas absorption coeﬃcient, similar to
the one given in Eq. 4.62, includes the extension of the participating media
to the fuel, or in the case of coal combustion of the gaseous volatiles. This
method was originally formulated by Gosman and Lockwood [59], and used
by Khalil et al. [81] and Yu et al. [192], and is expressed in Eq. 4.63, where
Xvg represents the molar fraction of volatile gases.
κg = 0.2Xvg + 0.1(XCO2 +XH2O) (4.63)
Heterogeneous, Temperature-Dependant Grey Models
More recently, Barlow et al. [8] calculated curve fits for the Planck mean
absorption coeﬃcients of CO2, CO and H2O expressing them as tempera-
ture polynomials valid in the range 300 − 2500K, using RADCAL [61], a
code based on an SNB database. Their work however was on opposed-flow
partially premixed laminar methane/air flames [8], where radiative eﬀects
within the relevant flow-field are much less prominent, and only heat losses
to the surroundings need to be considered. Consequently, they did not solve
the RTE using one of the methods presented in the previous sections, but
simply included a heat loss term by using the absorption coeﬃcient poly-
nomials. This method has also been successfully adopted by Schmitt et
al. [147]. However in pulverised coal combustion such a simple approach
is not suﬃcient, because other than the heat losses to the surroundings or
walls, in-flame and gas-particle radiative heat transfer eﬀects must be taken
into account for an accurate overall prediction of the flowfield. Nonetheless,
this presents us with the interesting opportunity of using these gas temper-
ature polynomials to obtain an overall grey gas absorption coeﬃcient, to
use for the solution of the RTE. This method should be considerably more
accurate than the other grey models described above, since the coeﬃcients
are expressed as temperature polynomials, take into account the diﬀerent
species, and are obtained from an actual SNB database. At the same time,
it should be just as expensive as the other grey models above, since only
one solution of the RTE is required per radiative timestep, requiring only a
few additional pre-processing calculations.
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The species grey absorption coeﬃcients can be easily obtained from their
polynomial fits, Eqs. 4.64a-4.64b below, where the coeﬃcients c0-c5 vary for
each specie, and have been conveniently tabulated by Barlow et al. [8].
κg,H2O−CO2 = c0 +
5￿
i=1
ci
￿
1000
Tg
￿i
(4.64a)
κg,CO = c0 + Tg(c1 + Tg(c2 + Tg(c3 + Tc4))) (4.64b)
Here, we propose to use the temperature polynomials above to obtain
local absorption coeﬃcients for each specie, and factor this by their local
partial pressure to obtain an overall grey gas coeﬃcient κg, as in Eq. 4.65
below, where i = H2O,CO2, CO. This can then be used as in the other
methods above, for the solution of the RTE.
κg =
i￿
Xiκg,i (4.65)
4.5.2 The Weighted Sum of Grey Gases (WSGG) Model
In this model, originally developed by Hottel and Sarofim [65], a real nongray
gas is considered as a sum of grey gases (usually 3-5) and a clear (non-
participating) gas. The RTE is solved for each gray gas j, having its own
absorption coeﬃcient κj (for the clear gas κj = 0), and weight aj .
The weight of each grey gas is accounted for in solving the individual
RTE’s, and the resulting intensity is therefore the sum of the individual
intensities of each gas (Eq. 4.66).
I(s) =
J￿
j=0
Ij(s) j = 0, 1, 2, ..., J (4.66)
In Eq. 4.66 J is the number of grey gases and j = 0 is used to represent
the clear gas. The total emissivity of the WSGG model is an important
quantity [153], as although it is not directly required for the solution of the
model, it can be helpful in obtaining its coeﬃcients if they are not readily
available in literature (Eq. 4.67).
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Table 4.2: Coeﬃcients for the WSGG model derived by Smith et al. [153].
j κj × 105[m−1] bj,1 × 101 bj,2 × 104 bj,3 × 107 bj,4 × 1011
XCO2 → 0
1 0.3914 0.4334 2.6200 -1.5600 2.5650
2 15.4355 -0.4814 2.8220 -1.7940 3.2740
3 389.1438 5.0660 0.1087 -0.3500 0.9123
XH2O → 0
1 0.4044 5.9770 -5.1190 3.0420 -5.5640
2 6.2423 0.5677 3.3330 -1.9670 2.7180
3 118.9243 1.8000 -2.3340 1.0080 -1.4540
XH2O → 1
1 0.4437 6.3240 -8.3580 6.1350 -13.0300
2 7.0200 -0.2016 7.1450 -5.2120 9.8680
3 118.1347 3.5000 -5.0400 2.4250 -3.8880
XH2O/XCO2 → 1
1 0.4247 5.1500 -2.3030 0.9779 -1.4940
2 6.9627 0.7749 3.3990 -2.2970 3.7700
3 175.7710 1.9070 -1.8240 0.5608 -0.5122
XH2O/XCO2 → 2
1 0.4146 6.5080 -5.5510 3.0290 -5.2530
2 6.4308 -0.2504 6.1120 -3.8820 6.5280
3 130.7152 2.7180 -3.1180 1.2210 -1.6120
￿(T, s) =
J￿
j=0
aj(T )[1− e−κjs] (4.67)
The weights of each gray gas are temperature dependent (Eq. 4.68), and
are in fact represented by a polynomial of order K-1 (K being the number
of temperature polynomial coeﬃcients), and where bj,k are emissivity gas
temperature polynomial coeﬃcients. Both bj,k and κj can be obtained by
fitting Eq. 4.67 to a table of total emissivities [153]. In this work, the
coeﬃcients published by Smith et al. [153] are used, and these are reported
in Table 4.2.
aj(T ) =
K￿
k=1
bj,kT
k−1 (4.68)
All weights must sum up to unity, and therefore the clear gas is evaluated
109
Table 4.3: Coeﬃcients for the absorptivity of mixtures with
XH2O/XCO2 → 1 for the WSGG model, derived by Smith et
al. [153].
k
j i 1 2 3 4
1 1 0.55657 E-01 -0.62824 E-03 0.31876 E-06 -0.52922 E-10
2 1 0.16676 E-01 0.15769 E-03 -0.10937 E-06 0.19588 E-10
3 1 0.28689 E-01 0.20697 E-03 -0.17473 E-06 0.37238 E-10
1 2 0.32964 E-03 0.27744 E-06 -0.26105 E-09 0.37807 E-13
2 2 0.50910 E-03 -0.76773 E-06 0.40784 E-09 -0.69622 E-13
3 2 0.24221 E-03 -0.55686 E-06 0.34884 E-09 -0.67887 E-13
1 3 -0.53441 E-06 0.33753 E-09 -0.10348 E-12 0.26027 E-16
2 3 0.37620 E-07 0.18729 E-09 -0.15887 E-12 0.30781 E-16
3 3 -0.19492 E-06 0.36102 E-09 -0.21480 E-12 0.41305 E-16
1 4 0.12381 E-09 -0.90223 E-13 0.38675 E-16 -0.99306 E-20
2 4 -0.32510 E-10 -0.26171 E-13 0.29848 E-16 -0.58387 E-20
3 4 0.41721 E-10 -0.73000 E-13 0.43100 E-16 -0.83182 E-20
last, and is equal to the remaining weight unoccupied by the grey gases
(Eq. 4.69).
a0 = 1−
J￿
j=1
aj (4.69)
Once all the absorption coeﬃcients and the weights have been evaluated,
the DOM can be employed to solve the RTE for each grey gas, and the
resulting quantities for the nongray gas can be readily obtained. The RTE
for the individual grey gases j is modified to include the weights as in
Eq. 4.70, and a similar modification for the grey wall boundary conditions
is performed, Eq. 4.71.
dIj
ds
= κjajIb − βjIj + σs,j4π
￿
4π
Ij (ˆs￿)Φ(ˆs￿, sˆ￿)dΩ￿ (4.70)
Ij,w = ￿waw,jIb +
1− ￿w
π
￿
nˆ·ˆs￿<0
Ij,w (ˆs)|nˆ · sˆ￿|dΩ￿ (4.71)
In Eq. 4.71, the wall weighting factor aw,j is related to the absorptivity of
the wall. Assuming total absorptivity, the individual weighting factors can
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be calculated by Eq. 4.72, where cw,i,j,k are the absorptivity polynomials, Ts
is the surface irradiation temperature and T is the gas temperature neigh-
bouring the wall [153, 167]. The total absorptivity and the wall weighting
factor for the clear gas can be obtained by adapting the absorptivity weight-
ing factors to the gas emissivity and weight equations, Eq. 4.67 and Eq. 4.69
respectively. A set of absorptivity polynomials for mixtures having equal
concentrations of H2O and CO2 used in this work, and originally derived
by Smith et al. [153] is reported in Table 4.3.
aw,j =
I￿
i=1
￿
K￿
k=1
cw,i,j,kT
k−1
s
￿
T i−1 (4.72)
The incident radiation and the divergence of the heat flux (the radiative
source term) are also calculated for each individual gas, and then summed
to obtain the total quantities, as in Eqs. 4.73-4.74.
Gj =
￿
4π
Ij sˆdΩ (4.73)
∇ · qj = κj
￿
4πajIb −
￿
4π
Ij sˆdΩ
￿
(4.74)
4.5.3 Grey WSGG Model Implementation
In the non-grey implementation of the WSGG model, the RTE has to be
solved once for each gas, and this can become computationally expensive,
especially when dealing with large, complicated problems. For this reason
the WSGG model can also be implemented with a single grey gas approach,
and in such case a single RTE needs to be solved [29, 130]. The gas coef-
ficients and weights are obtained following the same procedure outlined in
the previous section, and then the total emissivity is calculated according
to Eq. 4.67. The grey absorption coeﬃcient is then obtained from Eq. 4.75,
and a single RTE is solved using this grey gas.
κ = − ln[1− ￿(s)]/s (4.75)
This however raises the question of which value to select as an appro-
priate path length s in obtaining the total emissivity and the absorption
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coeﬃcient. Some authors select s as the mean eﬀective path length of a
control volume [59], while others use the mean beam length of the whole
domain [105]. For a uniform isothermal control volume the path length s
can be approximated as the mean beam length of a cell [65, 77, 148], as in
Eq. 4.76 below:
s =
3.6V
S
(4.76)
Where V and S are the cell’s volume and surface area respectively. For
equally-sized cubic cells the path length can therefore be simplified to s =
0.6∆. However this method has no sound theoretical foundations [95], and
has generally shown to give very poor results [29, 60].
4.5.4 Modified WSGG Model
One of the biggest shortcomings of the WSGG model is that the coeﬃcients
evaluated for any grey gas are only valid for a given mixture of H2O and
CO2. In combustion applications however, the molar ratio of the partici-
pating gases (XH2O/XCO2) is constantly varying in time and space. This
problem can be partially solved by deriving and tabulating coeﬃcients for
diﬀerent molar ratios, and applying them according to the local mixture in
each control volume, as done by Johansson et al. [71]. However this requires
a lot of computational eﬀort, and the accuracy of the weights for inter-
mediate molar ratios depends on the number of coeﬃcients derived. More
recently, Johansson et al. proposed a modification to the WSGG, in order
to account for the variations in molar ratios of the participating gases in the
range 0.125 − 2.0, which is valid for gas combustion, coal combustion and
oxy-coal combustion with dry or wet flue recycling [70]. Throughout this
work this is known as the modified WSGG (MWSGG).
The model uses a total of J = 5 gases (4 grey and 1 clear), which are
valid for temperature ranges of 500 − 2500K. The weights for the clear
gases are obtained from Eq. 4.77, where Tref = 1200K is used as a reference
temperature, and cj,i are the weight polynomial coeﬃcients, which have a
second-order dependency on the molar ratio (Eq. 4.78).
aj =
￿
i
cj,i
￿
T
Tref
￿i−1
(4.77)
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cj,i = C1j,i + C2j,i
￿
XH2O
XCO2
￿
+ C3j,i
￿
XH2O
XCO2
￿2
(4.78)
Once all the grey gas weights have been obtained, the weight for the clear
gas can be obtained in the usual way, using Eq. 4.69. Finally, the absorption
coeﬃcient for each grey gas j is obtained from Eq. 4.79, which has a linear
relationship with the molar ratio. All the coeﬃcients K1j , K2j , C1j,i, C2j,i,
and C3j,i can be found in [70].
κj = K1j +K2j
￿
XH2O
XCO2
￿
(4.79)
4.6 Radiation in Particle Laden Flows
Until this point the description of radiation modelling has been based on
the assumption of a single gaseous phase, however the problem increases in
complexity when dealing with multi-phase flows such as coal flames. The
particle’s radiative properties, which are generally dominant over the gas
phase, have to be taken into account, and the radiative transfer equation has
to be extended appropriately. This section covers the extension of the RTE
to treat particles, and the models used to describe the particles’ radiative
properties.
4.6.1 Extension of the RTE to Treat Particle Laden Flows
For simplicity, the specification of the directional dependency of the RTE
(sˆi) is removed from all terms in the RTE except for the in-scattering term,
and thus we can recall the general radiative transfer equation for absorbing,
emitting and scattering media from Eq. 4.37:
dI
ds
= κIb − βI + σs4π
￿
4π
I(sˆi)Φ(sˆi, sˆ)dΩi (4.80)
In this case however κ, σ, β and the blackbody intensity Ib all relate to a
single continuous phase, and cannot be used to represent multiphase flows.
To accurately describe such cases one must define individual absorption,
scattering and extinction coeﬃcients for the gas, particle and soot phases.
Furthermore, the blackbody intensity will be diﬀerent for the three indi-
vidual phases, and thus separate treatment is necessary. Eq. 4.80 is thus
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expanded to Eq. 4.81, where the subscripts g, p and s indicate the gas,
particle and soot phases respectively.
dI
ds
= κgIb,g + κpIb,p + κsIb,s − (κg + κp + κs + σs,p)I
+
σs,p
4π
￿
4π
I(sˆi)Φ(sˆi, sˆ)dΩi (4.81)
Following the approach of [28, 159, 192], only particle scattering is con-
sidered since this is largely dominant over gas and soot scattering.
4.6.1.1 Instantaneous Formulation for Grey Gas Properties
Following Sto¨llinger et al. [159], if the gas phase is described by grey radi-
ating properties, the gas and soot can be assumed to be in thermal equi-
librium, therefore a combined and constant gas and soot coeﬃcient can be
introduced κgs = κg + κs, and their blackbody intensities can be taken as
equal to one another Ib,g = Ib,s. The RTE is thus simplified to:
dI
ds
= κgsIb,g+κpIb,p− (κgs+κp+σs,p)I+ σs,p4π
￿
4π
I(sˆi)Φ(sˆi, sˆ)dΩi (4.82)
This can be further simplified by defining a total absorption coeﬃcient as
κt = κgs + κp, the total extinction coeﬃcient βt = κt + σs,p, the scattering
albedo as ωt = σs,p/βt, and a total blackbody intensity as Ib,t = (κgsIb,g +
κpIb,p)/κt. Using these definitions in Eq. 4.82, the original formulation of
the RTE can be recovered.
dI
ds
= κtIb,t − βI + σs,p4π
￿
4π
I(sˆi)Φ(sˆi, sˆ)dΩi (4.83)
The boundary conditions and total incident radiation at any point in the
domain are calculated as in the single-phase case previously explained, using
total quantities, whereas the radiative source term can be decomposed into
individual sources for the gas and particle phase (Eqs. 4.84-4.85) [28, 192].
∇ · qg = κg
￿
4πIb,g −
￿
4π
IdΩ
￿
(4.84)
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∇ · qp = κp
￿
4πIb,p −
￿
4π
IdΩ
￿
(4.85)
4.6.1.2 Instantaneous Formulation for the WSGG Method
Whereas particles will always be described by grey properties, it is still pos-
sible to use more sophisticated models to describe the spectral properties of
the gas, in conjunction with grey particle and soot radiation. In this section
the implementation of the non-grey weighted sum of grey gases model in
particle laden flows is presented, following the approaches of Yu et al. [192]
and Kangwanpongpan et al. [77].
The RTE for the WSGG model is presented in Eq. 4.86, where the
wavenumber subscript η has been dropped and replaced by subscript j,
which represents an individual grey gas. As previously explained in fact,
in this model the non-grey medium is described by j grey gases, which are
weighted with the addition of grey gas weights aj .
dIj
ds
= κjajIb − βjIj + σs,j4π
￿
4π
Ij(sˆi)Φη(sˆi, sˆ)dΩi (4.86)
To include the treatment of particles and soot, Eq. 4.86 can be extended
in a similar way to that previously shown for the case of grey gases, by defin-
ing particle and soot absorption coeﬃcients, and considering only particle
scattering (Eq. 4.87).
dIj
ds
= κg,jag,jIb,g + κp,jap,jIb,p + κs,jas,jIb,s
−(κg,j + κp,j + κs,j + σs,p,j)Ij + σs,j4π
￿
4π
Ij(sˆi)Φη(sˆi, sˆ)dΩi (4.87)
Here ag,j , ap,j and as,j are the weighting factors for gas, particles and soot.
Since the particles and soot are treated as grey these can be simplified as
κp,j = κp and κs,j = κs, and the total intensity in Eq. 4.66 can be solved by
summing all the grey-gas intensities.
The weights for the individual grey gases are calculated in the same way
as in Eq. 4.68, however the appropriate subscript has been included for
correctness (Eq. 4.88).
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ag,j(Tg) =
K￿
k=1
bj,kT
k−1
g (4.88)
Again, the soot is assumed to be in thermal equilibrium with the sur-
rounding gas, and as such is given the same weighting factor, as,j(Ts) =
ag,j(Tg). It can also be assumed that the particles all share the same grey
gases [192], and as such their weighting factors can be evaluated in the same
way as for the gas, but as functions of the individual particle temperature:
ap,j = ag,j(Tp) [193]. The RTE can therefore be simplified to Eq. 4.89.
dIj
ds
= (κg,j + κs)ag,j(Tg)Ib,g + κp,jag,j(Tp)Ib,p
− (κg,j + κp,j + κs,j + σs,p,j)Ij + σs,j4π
￿
4π
Ij(sˆi)Φη(sˆi, sˆ)dΩi (4.89)
As conventional in the WSGG method, the RTE in Eq. 4.89 is solved once
for each grey gas j, and the same constant grey particle and soot absorption
coeﬃcients are used throughout, with their associated weights. The total
radiative source terms for the gas and particle phases are obtained as in
Eqs. 4.90-4.91 below [192].
∇ · qg =
J￿
j=1
∇ · qg,j =
J￿
j=1
κg,j
￿
4πag,jIb,g −
￿
4π
IjdΩ
￿
(4.90)
∇ · qp =
J￿
j=1
∇ · qp,j =
J￿
j=1
κp,j
￿
4πap,jIb,p −
￿
4π
IjdΩ
￿
(4.91)
4.6.2 Radiative Properties of Particles
Regardless of whether the gas radiative properties are described using grey
coeﬃcients or a more sophisticated non-grey model such as the WSGG
model presented in the previous section, throughout this work the particles
are always described with grey radiative properties. The particles’ absorp-
tion and scattering coeﬃcients in a given cell are calculated according to
Chui et al. [28].
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κp = ￿p
￿
i
Ni
πd2p,i
4
(4.92)
σp = (1− ￿p)
￿
i
Ni
πd2p,i
4
(4.93)
In Eq. 4.92 and Eq. 4.93 above, particles are grouped by their size classes
i, and Ni is the particle number density defined as the number of particles
pertaining to class i in a given cell, divided by the cell’s volume. The
particle’s projected area is πd2p,i/4, whereas ￿p is the grey particle emissivity.
A particle’s emissivity can be defined in several diﬀerent methods, varying
in complexity. The simplest approach is to use a constant value between
0 and 1, as done in [54, 63, 64, 93, 94]. A more sophisticated approach is
to consider the variation in particle emissivity with char burnout. Chui et
al. [28] proposed a simple equation (Eq. 4.94) to allow a particle’s emissivity
to vary between 1 in a fresh, unburnt particle and 0.6 in ash, or a completely
burnt particle.
￿p = Yub + 0.6(1− Yub) (4.94)
More recently, Sto¨llinger et al. [161] used an approach similar to Lockwood
et al.’s [106], allowing particle emissivity to vary between ￿coal = 0.9 and
￿ash = 0.5
￿p = ￿coal − (￿coal − ￿ash)b (4.95)
b =
(1− Yvc,0)mp,0 −mp
(1− Yvc,0)mp,0 − (1− Yvc,0 − Yc,0)mp,0 (4.96)
In Eqs. 4.95-4.96 above b represents the char burnout, obtained using the
mass fractions of the unburnt (subscript 0 ) char (subscript c) and volatile
content (subscript vc), together with the mass of the particle mp. Finally,
the particle blackbody intensity Ib,p can be obtained as in Eq. 4.97 [161].
κpIb,p = ￿p
￿
i
Ni
πd2p,i
4
σT 4p,i
π
(4.97)
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4.6.3 Radiative Properties of Soot
Soot formation modelling is a very complex research area of its own, and in
most cases this is not accounted for when the main focus of the research is
diﬀerent, and such is the case in coal combustion modelling. Consequently,
developing and implementing complex soot formation models and the soot’s
radiative properties is beyond the scope of this work. However, whereas in
gaseous flames soot formation is minimal or non-occurring, and therefore
ignoring this phenomenon can be considered a valid assumption in many
cases, in coal combustion soot plays an important role, and as such it should
be treated in some way. Three very simple approaches to incorporating the
radiative eﬀects of soot are outlined in the following paragraphs.
Constant, Grey Soot Absorption Coeﬃcient
The simplest possible method of inclusion of soot radiative eﬀects is to
define a constant, grey and spatially independent soot absorption coeﬃcient
κs. This approach has been undertaken by Khalil et al. [81] and Yu et
al. [192], where a value of κs = 0.4m−1 was selected in both works. Such an
approach is extremely over-simplistic as it assumes a uniform distribution of
soot throughout the furnace, and radiative properties independent of local
temperature and composition.
Constant, Combined Grey Gas-Soot Absorption Coeﬃcient
Another equally simple treatment for modelling the radiative properties of
soot in coal furnaces, adopted by many in literature [28, 161, 192], is to as-
sume that the gas and soot are in thermal equilibrium, and therefore to set a
constant grey, combined gas and soot absorption coeﬃcient: κgs = κg+ κs.
Despite being an overly simplistic approximation, and with all the short-
comings of the previous method, this approach still allows some sort of
treatment for soot radiation, and avoids the complexity of soot formation
modelling, and any other computational cost that may be associated with
this.
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Empirical Calculation of the Soot Absorption Coeﬃcient
A more detailed approach to treat soot radiation based on its temperature
Ts, is to calculate the Planck-mean extinction coeﬃcient for soot, as in
Eq. 4.98 [119, 192].
κs =
3.72fvCoTs
C2
(4.98)
In Eq. 4.98 above, fv is the soot volume fraction, which typically ranges
from fv = 1×10−8 to fv = 1×10−6 [51], and Co = 36πnk/[(n2−k2+2)2+
4n2k2] and C2 = 1.4388cm ·K are two constants. The former, Co, depends
only on the soot index of refraction, where k = 0.22 is the absorptive index
for bituminous coal particles [119, 192], and n = 1.85 is the real part of the
complex index of refraction [192].
As one can see from Eq. 4.98 however, this model is largely dependant
on the estimation of the soot temperature, and even more so on its volume
fraction, which can span two orders of magnitude. Yu et al. [192] used a
constant volume fraction of fv = 1× 10−6 in their work, which is an overly
simplistic approximation as this is expected to vary in time and space, but
in the absence of adequate soot modelling setting a constant value seems the
only possibility. Moreover, the model can be easily implemented and doesn’t
add much computational expense, and hence it will also be considered and
evaluated in this work.
4.7 Radiation Modelling in Large Eddy
Simulations
In the previous sections, the radiative transfer equation has been derived,
and the discrete ordinates method has been explained together with diﬀerent
spectral models used to describe the radiative properties of the medium.
However, this was done in a radiation-only context, and to be able to extend
this to LES, some further description is necessary, presented below.
4.7.1 Turbulence Radiation Interactions (TRI)
Turbulence and radiation are two very complex and diﬀerent phenomena,
of which an understanding is required in order to simulate turbulent react-
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ing flows. However they are not independent, and the way in which they
aﬀect each other is described by so-called Turbulence Radiation Interac-
tions (TRI). TRI is a two-way problem: on one side the flow and species
concentration fields are influenced by radiation, and on the other hand the
turbulent fluctuations in the flow field aﬀect the radiation field [32]. Radi-
ation influences the temperature field and its fluctuations [32, 155], which
aﬀects the density field, and consequently the species concentration and ve-
locity fields are altered, as also shown in [9]. Radiation is also influenced by
the turbulent fluctuations of the flow field, since the radiative properties of
the medium depend on temperature and composition, and the computation
of radiation emission and the divergence of the heat flux is also entirely and
non-linearly dependent on these quantities.
In a RANS context, where a time-averaged solution is obtained, TRI
modelling becomes a necessity to avoid large errors [32, 35, 62]. However in
LES, where the instantaneous filtered governing equations are solved, TRI
is only relevant at a subgrid scale level, and is much less important. Poitou
et al. [127, 128] have shown using filtered DNS that the influence of subgrid
scale fluctuations in temperature and composition on the emitted radiation
is small. This was also confirmed in other studies by Coelho [34] and Roger
et al. [141, 142], which dealt with both emission and absorption TRI at
the subgrid level. The general agreeable conclusion seems to be that for
non-optically thick cases (optical thickness ≤ 100), where the attenuation
of radiant energy by the participating media is low, the eﬀect of TRI at a
subgrid scale can be ignored for LES [127]. However it must be noted that
all the aforementioned studies on TRI were based on single-phase gaseous
flames, considering absorbing emitting and non-scattering media. In the
more complex case of coal combustion, which involves absorbing emitting
and scattering particles, the relevance of TRI at the subgrid scale is yet to be
defined. Furthermore air-coal combustion, and especially oxy-coal combus-
tion, involves larger optical thicknesses compared to normal gas combustion,
so the relevance of TRI could become significant [46]. In literature however,
to the best of the author’s knowledge and to date, no study of TRI involv-
ing scattering or TRI for coal combustion has been performed. In fact, in
numerical work on coal combustion found in literature to date, TRI has
been mostly neglected and gone unmentioned due to its complexity and as-
sociated computational cost, including work in a RANS context where the
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importance of TRI has been demonstrated. The recent work by Sto¨llinger
et al. [160, 161], a 2D axi-symmetric RANS calculation of pulverised coal
combustion is the only article which assesses the problem of TRI in coal
combustion. In their work they use the optically thin fluctuation approx-
imation (OTFA), which assumes that the correlation between fluctuations
in the local absorption coeﬃcient and intensity can be neglected [75, 76].
However, this approximation is only valid for cases where the optical thick-
ness is smaller than the turbulent integral length scale [32, 160], and this
may well not be the case in coal combustion, as the participating media is
likely to have a relatively large optical thickness. Due to the seemingly low
relevance, increased complexity and added computational cost of including
TRI at a subgrid scale level in LES computations of coal combustion, these
are not considered throughout this work. The absorption coeﬃcient κ, the
blackbody intensity Ib, and the radiative source term ∇ · q, are therefore
approximated as in Eqs. 4.99 - 4.101, giving a result similar to the OTFA.
κ(T, p) ≈ κ(T˜ , p˜) (4.99)
Ib(T ) ≈ Ib(T˜ ) (4.100)
∇ · q(T, Yi, p) ≈ ∇ · q(T˜ , Y˜i, p˜) (4.101)
4.7.2 Parallelisation
Whereas with LES domain decomposition is the most logical and eﬃcient
parallelisation strategy, with radiation the calculation of the incident in-
tensity involves the whole domain, making domain decomposition a not
so straightforward option. For this reason there has been a lot of work
carried out recently on the parallelization of radiative heat transfer calcula-
tions [3, 26, 44, 57, 58, 92, 126, 127, 129, 191]. This section presents a brief
introduction to the possible parallelisation strategies, with special emphasis
on the method developed and implemented in this work.
Generally speaking there are two main strategies to parallelise a radia-
tive heat transfer calculation: task decomposition, which involves assigning
diﬀerent parts or tasks of a computation to diﬀerent cores, and data decom-
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position, where the calculation is split by domain decomposition. Hybrid
decomposition methods involving a combination of both task and data de-
composition have also recently been proposed by Poitou et al. [126], however
in this section the two decomposition methods will be discussed separately.
4.7.2.1 Task Decomposition
In the discrete ordinates method, the intensity is divided and computed
in discrete directions at each cell, via an iterative procedure. This means
that the calculation for each subiteration must begin at each corner of the
domain, where the boundary conditions are known, for all directions. A task
decomposition known as directional decomposition is therefore possible, by
assigning diﬀerent directions to diﬀerent cores, to be computed throughout
the whole domain. Furthermore, in the case of non-grey participating media,
where the DOM has to be solved for several frequencies, or grey gases in the
case of the WSGG model, a further task decomposition known as frequency
decomposition is possible, where cores are assigned diﬀerent directions and
frequencies/grey gases.
Task decomposition is ideal to parallelize radiative heat transfer calcula-
tions, since the bulk of the computation is in the iterative calculation of the
intensity at each cell, and generally speaking the load of the computation is
equal for each direction and frequency, thereby giving a good load balance
on the processors.
However, this strategy comes with its limitations. The scalability of cal-
culations in task decomposition is inevitably limited to the number of di-
rections and/or frequencies or grey gases computed. For example for an
S4 DOM calculation, which involves 24 directions, the radiative solver will
only scale well up to 24 cores, or integer divisions of 24. The limit is ex-
tended when considering non-grey participating media, for example an S4
calculation with 4 grey gases means the tasks can be equally split over 96
cores (24 directions × 4 grey gases). Another limitiation of this approach
for combined CFD and radiation codes is the amount of communication in-
volved. The CFD code will be parallelised using domain decomposition with
a given number of cores, whereas the radiation solver is parallelised using
direction and frequency decompositions, meaning that a total mapping of
the whole domain must be done for the temperature, pressure and concen-
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tration fields, and communicated to each processor for the task calculation.
Furthermore, the number of cores needed for the domain decomposition
might not be equal to those used for the DOM calculation, creating load
imbalances. This problem is commonly circumvented by using separate
CFD and radiation solvers, and assigning specific resources to each, as done
by other groups [3, 44, 127]. However, the major drawback of task decom-
position parallelisation, and the reason for which this has not been used in
this work, is the memory requirement of this parallelisation strategy. For
unstructured grids, or when using separate solvers, memory requirements
are not a problem as a lower number of cells are involved, or a re-meshing
pre-processing calculation can be done, reducing the number of cells by
combining those involving the same relevant fields. However, when using
structured, equally sized-cubic cells as in the in-house LES code used in this
work, PsiPhi, it is not uncommon to deal with simulations having in excess
of 100m cells, loading >2m cells per core. A task decomposition of such
type would mean calculating a single direction per core, but over the whole
domain of 100m cells, which needless to say is impossible to store on a sin-
gle core, and much less on cores with shared memory architectures. Due to
this unsurmountable memory constraint given by the structured grid, it was
unfeasible to implement a task decomposition parallelisation for radiation.
4.7.2.2 Domain Decomposition
Having concluded that task decomposition is not a feasible approach for
implementation in PsiPhi, an eﬃcient domain decomposition parallelisa-
tion strategy must be implemented. Since radiative calculations with the
DOM must start at the physical corners of the domain where the bound-
ary conditions are known, for reasons previously discussed, this is not as
straightforward as for LES convection calculations.
To avoid confusions, throughout this section the physical edges of the
domain will be referred to as the physical boundaries, whereas the internal
domain boundaries defined by the domain decomposition will be referred to
as virtual boundaries [126].
In a non-scattering radiative calculation with black (absorbing but not
emitting or reflecting) physical boundaries, the radiative solver need not
perform any iterations, as no portion of the intensity is scattered inside the
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domain, or reflected/emitted at the physical boundaries, but only absorbed
by the participating gases. As such, in a parallel domain decomposition cal-
culation, at the first radiative computation the calculation is performed in
a sequential order, starting at the physical boundaries, and communicating
the boundary intensity sequentially at the neighbouring virtual boundaries.
In all successive radiative calculations however, the boundary intensity com-
puted at the previous timestep can be imposed at all virtual boundaries,
enabling an eﬃcient domain decomposition requiring only a small number
of iterations [126]. All domains are computed at the same time using the old
boundary conditions for all virtual boundaries, communication only occurs
globally at the end of a subiteration, and at most a few subiterations will
be necessary to obtain the correct solution.
For non-scattering calculations with emitting and diﬀusely reflecting bound-
aries, the same approach can be taken. Non-black wall boundary conditions
require a certain number of subiterations to achieve a converged radiative
solution, however this number can be greatly reduced by using the boundary
conditions from the previous timestep at all virtual boundaries, and the load
is balanced by computing all domains at the same time and communicating
the new intensity at virtual boundaries only once per subiteration.
However, for calculations involving scattering participating media, as is
the case with coal combustion, this approach does not speed up the calcu-
lation. The number of subiterations required for the solution to converge
is in fact mostly determined by the scattering of the particles, rather than
the emission and reflection of the physical boundaries. As such the vir-
tual boundaries are constantly updated, and using the previous timestep’s
boundary condition will not speed up the calculation or reduce the number
of subiterations required for convergence by a significant amount.
For this reason, a diﬀerent domain decomposition approach was taken,
similar to the one proposed by Yldiz and Bedir [191]. In this approach, an
optimised sequential parallelization is used, meaning that the processes at
the corner of the physical domain are computed first, after which the virtual
boundaries are communicated to the neighbouring processes, which are then
computed, and the boundaries are communicated to their neighbours and
so on, until the opposite corner of the domain is reached, at which point the
subiteration is concluded. This strategy is best described by dividing the
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DOM subiteration in steps, where N represents the total number of steps
per subiteration:
1. In Step 1 only the corner processes of the physical domain are com-
puted in the directions pointing away from their respective corner,
while all other processes wait.
2. In Step 2 the processes adjacent to each corner process are computed
in the relevant directions.
3. For Step 3 to Step N-1, all the processes in the direction of calcula-
tion adjacent to previously computed processes are computed, in the
relevant directions.
4. Finally, at Step N, the opposite corner processes are calculated.
In between all steps the virtual boundaries are updated by communi-
cating the neighbouring processes’ virtual boundary intensity. For a given
X,Y,Z processor allocation domain decomposition, where X,Y,Z represent
the number of processes in the X,Y and Z directions respectively, the total
number of steps per subiteration is N = X + Y + Z - 2. This procedure is
best illustrated in Fig. 4.8, where an example of a 6,4,2 processor allocation
is given. The processor loading is best illustrated in Fig. 4.9, which shows
exactly at which step each processor is called for this sample arrangement,
and this is also summarised in Table 4.4.
A further extension to this parallelisation strategy, would be to begin the
computations at each corner at diﬀerent instances for the diﬀerent direc-
tions, as proposed in [191]. This can essentially lead to an optimised version
of this parallelisation method, where load imbalances can be minimised by
using an algorithm to calculate the optimal distribution of calculations over
the diﬀerent steps. Despite creating load imbalances over the processes at
the diﬀerent subiteration steps, to the best of the author’s knowledge, this
approach represents one of the most eﬃcient ways to perform a domain de-
composition parallelisation for the discrete ordinates method, when dealing
with grey walls and scattering media. It is undoubted that a tasks decompo-
sition is more suited for such cases, but this approach is rendered impossible
by the memory constraint imposed by the large number of cells. This ap-
proach retains the simpler numerics involved in structured equally-sized cell
grids, and still oﬀers good performance on massively parallel simulations.
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Figure 4.8: Sample domain decomposition parallelisation, processor march-
ing operation for a 6,4,2 arrangement. Each number corresponds
to the step at which the processor is called. On the left, the
computation starts at the west front north corner of the do-
main, whereas on the right the computation begins at the east
back south end of the domain. Similar operations are performed
starting from all other corners.
Figure 4.9: Schematic of the individual processor loading at the diﬀerent
steps. The two 6 by 4 arrangements are shown: front (left) and
back (right). Each domain has eight numbers written inside,
representing the step number at which the processor is called.
Light orange shaded numbers represent Steps at which a given
processor is called twice. Orange shading indicates a triple call
within a Step.
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Table 4.4: Processor loading at the various steps for a sample 6,4,2 processor
arrangement. Active indicates the number of active ranks at
a given step (out of a maximum possible of 48), Double and
Triple indicates the number of ranks called twice and three times
respectively, per step.
Step Active Double Triple
1 24 0 0
2 32 0 0
3 40 8 0
4 40 16 0
5 40 8 8
6 40 8 8
7 40 16 0
8 32 8 0
9 24 0 0
10 8 0 0
4.7.3 Coupling LES with Radiation
Coupled combustion and radiation calculations must be synchronised in
physical time to obtain an eﬃcient calculation. Since the two have dif-
ferent characteristic time-steps in fact, radiation will only need to be up-
dated every Nit timesteps [127]. The combustion timestep ∆tLES for low-
Mach incompressible flows is limited by the CFL criterion (see Chapter. 2),
Eq. 4.102, whereas the radiation time-step ∆tRAD is only defined by convec-
tion, Eq. 4.103. In fact, the radiative source term only changes as the tem-
perature and species concentration fields change due to convection through
the domain [127, 179].
∆tLES = CFL× ∆xminu (4.102)
∆tRAD =
∆xmin
u
(4.103)
Here∆xmin is the minimum characteristic cell-size, which for equally sized
cubic cells ∆xmin = ∆x, and u represents the bulk velocity of the flow. The
number of iterations at which the two calculations must be coupled, Nit =
∆tRAD/∆tLES , and where identical grids are used, Nit can be simplified as
in Eq. 4.104.
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Nit =
∆tRAD
∆tLES
=
1
CFL
(4.104)
For example for a case with a CFL number of 0.3 (typical of incom-
pressible low-Mach flows for both gas and coal combustion), the radiative
computations need only be performed every Nit = 3.333 ≈ 3 combustion
timesteps. Simulations have been performed by the author to verify that
such simplification works, and no diﬀerences were observed in the resulting
mean and fluctuating fields from two identical simulations with Nit of 1 and
3, and also rounding up to 4 showed no diﬀerence in the resulting fields.
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5 Validation Studies for Radiation
Modelling
Prior to implementing the radiation solver in the LES code, the methods pre-
sented in the previous sections have been validated against several test cases,
ranging from homogeneous isothermal cases in two-dimensions to more re-
alistic three-dimensional non-isothermal cases. These are presented and
discussed in the following subsections.
5.1 2D Cases
Initially only 2 dimensions have been considered for simplicity, by selecting
cases studied in literature with unit depth, which allows us to neglect the
influence of the third dimension. These cases are validated against SNB
data, and where possible against other authors’ WSGGM results.
5.1.1 Case 1 - Homogeneous, Isothermal CO2
This is a very simple case consisting of a rectangular enclosure (1× 0.5m),
with black walls kept at 0K [60]. The participating medium is homogeneous
CO2 with 10% concentration and the remaining gas is inert nitrogen, kept
at 1000K. Data is provided by SNB calculations for the heat flux to the
North and East walls. The simulation is performed using 80 × 40 cells in
the i and j directions respectively. The RTE is solved by the DOM with
S8 quadrature [97], and the Step diﬀerencing scheme is used [120]. The
property of the medium is described by the non-grey implementation of the
WSGGM with 3 gray gases and one clear gas, with coeﬃcients and weights
obtained from Smith et al. [153].
As can be seen in Fig.5.1, the net radiative heat flux to the walls follows
accurately that simulated by Goutiere et al. [60] with the WSGG model
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Figure 5.1: Results for test case 1. Benchmark SNB data [60] is compared
to the solution obtained by Goutiere et al. [60] using the WSGG
model with Smith et al.’s coeﬃcients [153], and to the solution
obtained with the code developed in this work, using the same
coeﬃcients (WSGG Cavallo).
(using the same parameters provided by Smith et al. [153]), and in both
cases this overestimates the SNB data towards the centre of the walls away
from the corners. The divergence of the heat flux is accurately replicated
by the WSGG model throughout both x and y centrelines, and the peak
variation in the centre of the domain is deemed of suﬃcient accuracy.
5.1.2 Case 2 - Heterogeneous, Non-isothermal CO2
As in test case 1, the domain is described by a rectangular enclosure (1 ×
0.5m), with black walls kept at 0K. The participating medium is again CO2
and inert nitrogen, however the distribution of temperature and species is
non-isothermal and non-homogeneous. The temperature T and concentra-
tion c fields are described by the equations below, and represented graphi-
cally in Fig. 5.2 and Fig. 5.3 respectively.
T (x, y) = T0[0.3333(1− 2|x− 0.5|)(1− 4|y − 0.25|) + 1] (5.1)
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c(x, y) = c0[4(1− 2|x− 0.5|)(1− 4|y − 0.25|) + 1] (5.2)
Here T0 is 1200 K and c0 is 0.02, and hence the temperature field varies
between 1200 K and 1600 K, and the CO2 concentration field varies between
0.02 and 0.10.
Figure 5.2: Contour plot of the temperature field (Kelvin) for test case 2,
derived from Eq. 5.1
The RTE is solved with the same procedure used for test case 1, and
the participating medium’s properties are described with the same method
as before, with the appropriate coeﬃcients [153]. A slightly finer domain
of 100 × 50 cells is used, and since the case is non-homogeneous and non-
isothermal, local absorption coeﬃcients and weights have to be computed
at each cell, increasing the computational cost. The results are shown in
Fig.5.4 and compared to SNB data.
The radiative heat flux at the North wall is accurately described by the
WSGG model, with an increasing overestimation towards the centre of the
domain, as in Case 1. The modelled flux at the East wall suﬀers the same
problem, however this is also more noticeable closer to the edges and is of
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Figure 5.3: Contour plot of the CO2 concentration field for test case 2, de-
rived from Eq. 5.2
greater magnitude. The cause of such deviation from the SNB benchmark
data could be the simple discretisation scheme employed in this simulation.
The radiative source term along both centrelines matches the SNB data,
with slight, acceptable discrepancies. At this point it is worth remembering
that whereas the WSGG was developed for isothermal homogeneous cases,
and authors refrain from presenting its non-homogeneous, non-isothermal
implementation when comparing it to other models [60], its performance in
such cases is promising.
5.1.3 Case 3 - Homogeneous, Isothermal H2O
This case is very similar to Case 1, however using H2O as the participating
medium, with a concentration of 20%. The same implementation as for the
first case was performed, with the respective parameters for the participat-
ing medium [153].
The wall heat fluxes calculated using the WSGG model slightly under-
estimate the SNB data throughout the length of the domain. However it
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Figure 5.4: Results for test case 2. The solution obtained with the WSGG
model (WSGG Cavallo) is compared to the benchmark SNB
data [60].
must be noted that such results are considerably more accurate than those
obtained by Goutiere et al. [60] who claim to have used the same model
with the same coeﬃcients. Two sets of coeﬃcients are published by Smith
et al. [153] for H2O, namely for water partial pressures Pw → 0 and for
Pw → 1, and the author believes that the wrong coeﬃcients may have been
employed by Goutiere et al. in their work. The use of standard coeﬃcients
may also be in fact the cause of the discrepancy between the SNB data and
the authors’ results for the heat fluxes. The coeﬃcients used for Pw → 0
can work well for a range of low concentrations or partial pressures, however
a 20% concentration as in this case, may require the use of diﬀerent coeﬃ-
cients. Despite the use of potentially inadequate coeﬃcients, the radiative
source term along the centrelines closely matches the SNB data throughout,
outperforming the results published by Goutiere et al. [60].
5.1.4 Case 4 - Heterogeneous, Non-isothermal H2O
This case is very similar to test case 2, in that it concerns a non-homogeneous,
non-isothermal participating medium which is again described by Eqs. 5.1-
5.2. In this case however the participating medium is H2O, and whereas
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Figure 5.5: Results for test case 3. Benchmark SNB data [60] is compared
to the solution obtained by Goutiere et al. [60] using the WSGG
model with Smith et al.’s coeﬃcients [153], and to the solution
obtained with the code developed in this work (WSGG Cavallo).
T0 in Eq. 5.1 takes the same value of 1200K, c0 in Eq. 5.2 is now 0.04,
thereby varying the concentration from 0.04 to 0.20. The same tempera-
ture and concentration distributions shown in Figs. 5.2-5.3 apply, with a
diﬀerent range of values as discussed. Aside from selecting the appropriate
gas coeﬃcients, the same simulation parameters of test case 2 were used.
The heat fluxes to the walls are overestimated in the WSGG model
throughout the length of the walls, with an increasing error away from the
corners. This coincides with the increased concentration of participating
media towards the centre of the domain, and hence the loss of accuracy is
due to the coeﬃcients employed becoming progressively less suitable. The
radiative source term across both centrelines instead accurately represents
the SNB data.
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Figure 5.6: Results for test case 4. The solution obtained with the
WSGG model (WSGG Cavallo) is compared to benchmark SNB
data [60].
5.1.5 Case 5 - Homogeneous, Non-isothermal CO2/H2O
mixture
This case is a more representative example to validate gas combustion, and
has also been recently simulated by Porter et al. [130]. The participating
medium consists of a homogeneous mixture of CO2 and H2O having concen-
trations of 10% and 20% respectively, with the remaining gas being inert Ni-
trogen. In instantaneous calculations of the combustion of air and methane,
products are often approximated to the participating gas used in this case
and with those proportions, making this a very practical test case. The
temperature field is described by Eq. 5.3 below, where y0 = |0.25− y|/0.25,
which results in a temperature field similar to that of a real flame, as can
be seen in Fig. 5.7.
T (x, y) =
(14000x− 400)(1− 3y20 + 2y30) + 800 x ≤ 0.110000
9 (x− 1)(1− 3y20 + 2y30) + 800 x > 0.1
(5.3)
For the WSGG model, the coeﬃcients for a mixture Pw/Pc = 2 were
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Figure 5.7: Temperature distribution for test case 5, obtained using Eq. 5.3.
used [153], and the DOM similar to test cases 2 and 4 was employed to
solve the RTE. The results can be seen in Fig. 5.8.
The radiative heat flux to both the North and East walls is again over-
estimated throughout the domain, and the error seems to increase with
increased temperature regions and not only due to the distance from the
corners as was only perceptible in the other test cases. The WSGG results
are of approximately the same magnitude as those obtained by Porter et
al. [130] and Goutiere et al. [60], however in the present results a plateau is
observed where the peaks should be. The radiative source term along the
x centreline replicates quite well the SNB data, with a small error between
x = 0.1 and x = 0.3. The source along the y centreline is fairly representa-
tive as well, with increasing error towards the centre, which coincides with
higher source regions.
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Figure 5.8: Results for test case 5, compared to benchmark SNB data [60],
and to the data obtained by Porter et al. [130]. Note that the
axis in the wall heat flux plots (top) does not start at zero to
make the deviations more visible.
5.1.6 Conclusions
Test cases with diﬀerent conditions in terms of species concentration and
temperature distributions have been simulated in 2D, with the final one (test
case 5) being slightly similar to the conditions expected in LES of gaseous
combustion. The current model tends to produce some errors in calculat-
ing the heat flux to the walls, which is particularly noticeable in the more
complicated cases involving non-homogeneous, non-isothermal mixtures. It
is worth noting that the coeﬃcients employed in the WSGG model [153]
for these test cases are in theory only valid for temperature ranges between
600K and 2400K. All cases studied involve black walls kept at 0K, which is
outside the temperature range of the coeﬃcients, and hence may partially
be the cause of the inaccurate wall fluxes. In LES calculations where walls
will be employed, these will be at realistic temperatures, and better results
are expected. The only case where one would use black walls at low tem-
peratures is as boundary conditions for inlets or exits not confined by walls
(where actually there is no wall), and in such cases there is less interest in
accurately predicting the heat fluxes as these will have minimal influence
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on the source terms in the regions of interest.
The radiative source term is instead always of great significance for LES
calculations, as this is the driving source term that feeds into the energy
equation. The WSGG model performed remarkably well in this context,
matching nearly exactly the SNB data along both the x and y centrelines
in most cases. The only case where there is a more prominent deviation
from the SNB data is in test case 5, where it would be ideal to have greater
accuracy.
5.2 3D Cases
Prior to incorporating the radiation code in the LES solver, the code has
been extended to three-dimensions and validated against three diﬀerent test
cases, presented in the following subsections.
5.2.1 Case 1 - Uniform, Isothermal Participating Media
The first test case [29, 103, 167] consists of a rectangular enclosure measur-
ing 4m in length and having a 2m square cross-section (2×2×4m in x, y, z
Cartesian coordinates). The enclosure is filled with pure isothermal water
vapour (H2O), kept at 1000K. SNB benchmark data (provided by Liu [103])
is available for the radiative source term along the z -centreline and along the
x and y-centrelines at a distance 0.375 m from the front (z = 0.375m). The
incident heat fluxes on the wall centrelines are also obtained by SNB calcu-
lations, where the walls running along the length of the domain are referred
to as NSFB and the side walls as EW in Figs. 5.9-5.10. The simulation
is also compared to the results obtained by Coelho’s WSGG implementa-
tion [29] (using the same coeﬃcients by Smith et al. [153]), who employed
the TN (T4) quadrature with 128 discrete directions and the CLAM scheme
for spatial discretization, on a coarser grid.
The simulation was performed using 80 cells in the axial and 40 cells in
the x and y directions, giving a characteristic cell size of 5.00 cm. The
same WSGG parameters as in Case 3 in two-dimensions were used, namely
Pw = 1.
The step discretisation scheme was used with the S4, S6 and S8 angular
discretizations of the DOM, to provide a sensitivity analysis on the angular
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Figure 5.9: Influence of angular discretisation on simulation results. Three
quadratures, S4, S6 and S8 are compared, having 24, 40 and
80 directions respectively. The results are compared to SNB
benchmark data by Liu [103], and WSGG data by Coelho [29].
discretization. The results are presented in Fig. 5.9, showing a negligible
diﬀerence in the results obtained by varying the number of directions, which
is to be expected since the participating medium is uniform and isothermal.
The radiative source term is overestimated along both lines, whereas the
heat flux to the walls is underestimated. The results are in agreement
with Coelho’s WSGG data, although the radiative source term seems to be
predicted slightly better in our work, possibly due to diﬀerent angular and
spatial discretisations.
A study on the influence of the spatial discretisation scheme was also per-
formed by testing the step, diamond, TVD, and CLAM schemes (presented
in the previous chapter), all with the S8 angular quadrature. The results
are shown in Fig. 5.10, and it is evident that the selection of the spatial
discretisation scheme can play a big role in the outcome of the simulation.
Results obtained with the step scheme have been discussed above, whereas
the diamond scheme yields oscillatory, unstable and unrealistic results, for
the radiative source term, which can be clearly seen by the zig−zag pattern
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Figure 5.10: Results for 3D test case 1. The WSGG S8 results with diﬀerent
spatial diﬀerencing schemes are compared to SNB benchmark
data by Liu [103], and WSGG data by Coelho [29].
of the green line in Fig. 5.10. Despite this, the wall heat flux predictions with
the diamond scheme yield excellent results. The TVD and CLAM scheme
yield much better wall heat flux results compared to the step scheme, with
the former surpassing the latter, but however give poorer predictions in
terms of the radiative source term.
5.2.2 Case 2 - Uniform, Non-Isothermal Participating Media
This case is more representative of the conditions found in a gas-fired boiler
[29, 103, 130, 167], and is similar to the two-dimensional Case 5. The same
rectangular enclosure of the previous case is filled with 10% CO2, 20% H2O
and the remaining 70% consists of non-participating N2. The temperature
profile varies along both the radial (x and y) direction and the axial (z )
direction, as described by Eq. 5.4 and Eq. 5.5. Here Tc is the centreline
temperature which increases linearly from the inlet (z = 0m) at 400 K to
a peak of 1800 K at z = 0.375m, after which it decreases linearly to the
end of the domain (z = 4m) with an exit temperature of Te = 800K. The
radial temperature variation is accounted for by the function f(r/R) where
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r is the local radius, and R is the radius of a circle 1m, beyond which the
temperature is taken to be equal to the exit temperature Te.
T = (Tc(z)− Te) f
￿ r
R
￿
+ Te (5.4)
f
￿ r
R
￿
=
1− 3
￿
r
R
￿2 + 2 ￿ rR￿3 (r/R) ≤ 1
0 (r/R) > 1
(5.5)
The simulation was performed using the same grid as in the previous case,
again testing the diﬀerent spatial and angular discretisations. The relevant
WSGG coeﬃcients for a Pw/Pc = 2 mixture were used [153]. The results
of varying the angular quadrature with the step spatial diﬀerencing scheme
are shown in Fig. 5.11, whereas diﬀerent spatial diﬀerencing schemes are
compared to each other in Fig. 5.12. In both figures, the data is validated
against SNB results published by Liu [103] as in the previous case, however
in this case the heat flux to the wall is also compared to the results obtained
by Porter et al. [130], who used a grey implementation of the WSGG.
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Figure 5.11: Results for 3D test case 2 using the WSGG with S4, S6, S8
approximations (labelled S4, S6 and S8 respectively), compared
to SNB benchmark data [103] and grey WSGG data (only for
qw, labelled Grey) [130].
Generally, the heat flux at the wall centreline obtained with the WSGG
method accurately reflects the SNB benchmark data, whereas the grey im-
plementation yields poor results due to its simplification. The radiative
source term along the centreline follows the pattern of the SNB data, with
some deviation, which is most noticeable in the region between x=0.5m and
x=1.5m. This coincides with the high-temperature region of the domain
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and is similar to the error noticed in Case 5 in two-dimensions. Varying
the angular discretisation seems to have little eﬀect on the radiative source
term at the centreline, however a noticeable eﬀect is seen in the simulated
wall heat flux. With 24 directions in fact (S4), there is a relatively large
overestimation of the wall heat flux in the region coinciding with the highest
temperature gradients in the domain. This is highly mitigated by both the
S6 and S8 discretisations which yield near identical results, suggesting that
suﬃcient angular resolution is obtained with 40 directions.
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Figure 5.12: Results for 3D test case 2 obtained using the WSGG method
and the S8 angular approximation, testing diﬀerent spatial dif-
ferencing schemes. Results are compared to SNB benchmark
data by Liu [103].
Similar to the previous case, diﬀerent spatial diﬀerencing schemes are
compared to each other in Fig. 5.12, all with the S8 angular scheme. The
diamond scheme in this case yields the best wall heat flux prediction, with
a small instability near the top of the slope; however the radiative source
term is largely underpredicted throughout. The TVD scheme also yields
a good wall flux prediction, however has the largest overestimation of all
schemes near the top of the slope, and the radiative source term is largely
underpredicted in a similar way to the diamond scheme. Finally, the CLAM
scheme gives excellent centreline predictions of the radiative heat flux, and
better wall flux predictions than the step scheme.
5.2.3 Case 3 - The Ideal Furnace
The final test case is known as the ideal furnace, which was originally pro-
posed by Menguc and Viskanta [114], and has been widely used by several
authors as a validation test case [17, 22, 48, 68, 73, 84, 170].
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The same domain as in the previous cases is used, a rectangular enclosure
measuring 2 × 2 × 4m, and discretised again using 40 × 40 × 80 equally
sized cubic cells, of 5cm characteristic size. The enclosure is filled with
absorbing-emitting media having a grey absorption coeﬃcient of κ = 0.5,
and a uniform internal heat source of ∇ · q = 5kW/m3. However in this
case the walls are defined as grey, diﬀusely emitting and reflecting. The
east wall is hot, having a temperature of TE = 1200K and an emissivity
of ￿w,E = 0.85, whereas the west wall is cold, with TW = 400K and
￿w,W = 0.70. The side walls have intermediate temperatures of TS = 900K
and the same emissivity as the west wall, ￿w,S = 0.70 [114]. No exact
solution exists for this case, but the results can be compared to Hottel’s
zonal method solutions [114, 170], as in Fig. 5.13.
The temperature profiles are well captured by the S6 and S8 quadratures,
whereas the S4 quadrature gives a larger error 2m from the inlet and 0.4m
from the outlet. The wall heat fluxes are also well captured, with the S8
quadrature giving the best results at the hot wall (z = 0m), but the worst
prediction at the cold wall (z = 4m). Nonetheless, a good agreement overall
is obtained.
5.2.4 Conclusions
The test cases presented in this section show a suﬃciently good agreement
with the benchmark solutions. The net heat flux at the wall seems to be
generally slightly underpredicted by the DOM throughout all test cases, and
small deviations can also be observed for the radiative heat flux. Variations
in the accuracy of the angular diﬀerencing scheme has shown that for non-
isothermal test cases the S4 scheme yields relatively large errors, and more
accurate schemes such as the S6 and S8 are required. Considering the
diﬀerence in computational cost between obtaining the exact (benchmark)
solution and the solutions obtained with the WSGG or the grey models (for
test case 3), the results are more than acceptable and the models suitable
for use in the LES of coal combustion.
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Figure 5.13: Results for 3D test case 3, the ideal furnace [114]. DOM re-
sults with diﬀerent angular quadratures are compared to Zonal
solutions [114, 170].
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6 Large Eddy Simulation of the
International Flame Research
Foundation Furnace
This chapter presents the work carried out on the simulation of a near
industrial-scale pulverised coal burner studied experimentally at the Inter-
national Flame Research Foundation (IFRF) by Michel and Payne [117],
with a particular focus on the issue of radiation modelling. The flame sim-
ulated is Flame B1 of the IFRF furnace No.1, details of which can be found
in Section 6.3. The IFRF furnace has been used in the past years for ex-
perimentation with various diﬀerent burners [87, 117, 122, 150, 180, 185],
including both non-swirling [87, 117, 122] and swirling ones [150, 180], and
also for MILD combustion studies [185]. Various numerical studies of this
furnace can also be found in literature [107, 111, 123, 146, 159, 160, 161,
166, 173, 176, 177, 181, 184, 186, 192], however all of them have been per-
formed in a RANS framework, and no LES of this furnace has been carried
out to date, to the best of the author’s knowledge. The burner studied by
Michel and Payne [117] was chosen over others due to its simple non-swirling
configuration and its coarse geometrical features, which enable a more ef-
ficient simulation on a Cartesian grid with immersed boundaries, enabling
us to focus on the modelling and physics involved and to conduct the nec-
essary sensitivity and parameter studies. Flame B1, which is the simulated
configuration in this work, has already been simulated in a RANS environ-
ment by Lockwood and Salooja [107], Tian et al. [166] and more recently
by Sto¨llinger et al. [159, 160, 161].
The aim of this work is to perform the first large-eddy simulation of a
near industrial-scale pulverised coal burner, and as such a simple, computa-
tionally eﬃcient configuration was chosen as a starting point. Extension to
geometrically challenging and swirling burners should be relatively straight-
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forward, given that the code, also used for gaseous combustion, has been
found to perform well in such circumstances [124, 157, 158]. Moreover,
Franchetti simulated a pulverised oxy-coal combustion swirling burner with
a relatively complex geometry, using the same code, and obtained a satis-
factory agreement between experiments and simulations [52].
A special focus is posed on the issue of radiation modelling for LES of
coal combustion, as this is a relatively unexplored topic, due to its modelling
diﬃculties and associated high computational cost.
6.1 Flow and Combustion Modelling
In this section the governing equations for fluid flow and combustion are
referenced from previous chapters, as well as details on the numerical im-
plementation of the coal particles, and the models used to describe coal
combustion. The simulations were performed using the Euler-Lagrange ver-
sion of the in-house 3D low-Mach solver, PsiPhi [20, 80, 124], which solves
the continuous gaseous phase with Eulerian equations, and the dispersed
particles phase in a Lagrangian framework.
6.1.1 Gas Phase Governing Equations
The Favre-filtered governing equations for incompressible multiphase fluid
flow, mass and momentum were solved, Eq. 3.47 and Eq. 2.30 respectively.
The turbulent viscosity νt is described using the Smagorinsky model [149]
(Eq. 2.31), with a fixed constant Cs = 0.173 [102].
To be able to describe mixing and combustion, transport equations for en-
thalpy h and the main species mass fractions Yα accounting for gas-particle
heat and mass exchanges were also solved (Eq. 3.49 and Eq. 3.48 respec-
tively). The species considered in this work were: oxygen O2, nitrogen
N2, water vapour H2O, carbon monoxide CO, carbon dioxide CO2 and a
postulate substance representing the volatiles CαHβOγNδ (see Section 3.2).
The enthalpy transport equation source terms arise from the heat ex-
change between the continuous and the dispersed phase and from radiation,
and have been described in detail in Section 3.3. The source terms for
the volatile gases and carbon monoxide come from the discrete phase from
the devolatilisation and char combustion processes. All species except for
146
nitrogen, which is assumed to be completely inert, have source terms aris-
ing from the gaseous combustion model, including the ones already having
sources from the dispersed phase. For more details the reader is referred to
Chapter 3.
The gas phase combustion is described using the Eddy Break-Up (EBU)
model [156] adjusted for LES [67, 198], which has been described in detail
in Sec. 3.2.3. Two reactions are considered to describe the combustion
of volatile gases, the first concerning the production of carbon monoxide
and water vapour (Eq. 3.10a), followed by the further reaction of carbon
monoxide to carbon dioxide (Eq. 3.10b).
A Central Diﬀerencing Scheme (CDS) is used to approximate the convec-
tive fluxes for momentum, whereas a Total Variation Diminishing (TVD)
scheme is used for all other scalars. Time integration was performed using
an explicit low-storage third order Runge-Kutta scheme. Pseudo-turbulent
inflow conditions are created using an artifical turbulence generator [78, 86].
6.1.2 Dispersed Phase
The Lagrangian coal particles’ description has been already presented in
Section 3.3, and only a brief overview will be given here. Particles are
assumed to be composed of volatile matter, char (fixed carbon) and ash
only. The change in mass of each particle is dependent on the yield of
volatile gases (dmvg/dt) and the char burning rate (dmchar/dt), whereas
ash is assumed to be inert. The rate of change of temperature of each
particle depends on the heat exchange with the gas phase, the particles’
heat loss due to devolatilisation hdev and radiation q˙rad, and the heat gain
from char combustion q˙char.
The devolatilisation of the volatile gases from the coal particle is mod-
elled using the first-order single reaction rate model by Badzioch and Hawk-
sley [6], which has already been explained in Section 3.2.1. The emission of
volatiles from a given coal particle is assumed to occur with a single reaction,
the rate of which can be expressed by an Arrhenius equation. Diﬀerent val-
ues for the pre-exponential factor Av and activation energy Ev can be found
in literature for high-volatile bituminous coals, which can also span several
orders of magnitude. The volatile yield V , and the initial volatile matter in
the coal particle VM = VM0 ×Q is adjusted by a heat release Q-factor, to
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account for the higher release of volatiles at high heating rates [6].
Char combustion is described using the intrinsic reaction rate model pro-
posed by Smith [152]. The model requires several parameters to describe
the physical properties of the coal particles, and has been explained in detail
in Section 3.2.4, to which the reader is referred for further information.
6.2 Radiative Heat Transfer
Radiation modelling is a very important aspect for the simulation of pul-
verised coal combustion in closed furnaces, as this can be the main mecha-
nism of heat transfer between the reacting particles and gas and the furnace
walls. However with increasing accuracy, radiation calculations can rapidly
become significantly more expensive than LES calculations, and therefore
a good cost-accuracy balance must be found for an eﬃcient simulation.
This work is restricted to global spectral models of varying accuracy for the
description of the radiating medium, due to the otherwise excessive compu-
tational cost of the calculations. This section briefly summarises the specific
radiative heat transfer models employed in this test case, which have been
covered in greater detail in Chapter 4.
6.2.1 The Radiative Transfer Equation
The Radiative Transfer Equation (RTE) for absorbing-emitting and scat-
tering media including the eﬀects of coal particles and soot has already
been presented in Eq. 4.81, and is subject to the boundary condition for
gray opaque, diﬀusely emitting and reflecting surfaces, Eq. 4.28. As con-
ventional with combined gas, particles and soot radiation calculations, only
particle scattering is considered as this is largely dominant over gas and
soot scattering [28, 192]. Further, throughout this work only isotropic scat-
tering is considered, and hence the scattering phase function is simplified
to Φ(ˆsi, sˆ) = 1. The RTE is solved using the Discrete Ordinates Method
(DOM) [47, 48, 169], which has been described in great detail in Chapter 4.
6.2.2 Spatial and Angular Discretisation
Since radiation propagates from a point in all directions, the DOM discre-
tises the RTE both spatially, in discrete cells, in the same way as is done
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for CFD calculations, and angularly, in a set of discrete directions, with
quadrature weights associated to each direction. The spatial and angular
discretisations have been described in detail in Sec. 4.4.6 and Sec. 4.4.3
respectively, to which the reader is referred for further details.
For convenience, and to retain the simple numerics used in the LES, the
spatial discretisation of the RTE is achieved using the same grid of the LES.
Since equally-sized cubic cells are employed, a simple step scheme [120]
can be used, which is similar to the upwind diﬀerencing scheme used for
convection in CFD, without encountering significant errors.
Several diﬀerent quadrature schemes can be found in literature for the
angular discretisation of the RTE [18, 89, 165]. In this work, the SN ap-
proximation [18], having N(N + 2) directions was chosen. Three diﬀerent
quadratures, S4, S6 and S8, leading to 24, 48 and 80 radiation directions
respectively have been tested, and their relative accuracy will be discussed
in Section 6.5.
The selection of the angular discretisation scheme has a big impact on
the cost of the DOM solver, as a higher-order discretisation implies a higher
number of directions for which the RTE must be solved at each iteration
of the radiative solver. Consequently, this also has a significant impact on
the overall cost of the simulation, since despite the many eﬀorts made to
make the DOM solver as eﬃcient as possible, it remains a very expensive
calculation, surpassing the cost of the LES solver.
6.2.3 Gas Spectral Models
The scope of this work is to assess the influence of radiation modelling on the
accuracy of the solution, and as such several diﬀerent gas spectral models
have been implemented and tested. The representation of the radiative
properties of the gas and soot is however limited to global models, due to
the high computational cost of the more sophisticated alternatives.
The most basic type of global models are grey models, where the gas is
assumed to emit radiation in a single band, representative of the entire elec-
tromagnetic spectrum. Three diﬀerent grey models, previously presented in
Section 4.5.1, are covered in this work.
A more detailed model employed in this work, and still computation-
ally aﬀordable is the Weighted-Sum of Grey Gases (WSGG) model, origi-
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nally developed by Hottel and Sarofim [65], details of which may be found
in Sec. 4.5.2. Only CO2 and H2O are treated as participating gases in
this model, as these are known to emit and absorb radiation considerably
more than other species. The available grey gas coeﬃcients determined by
Smith et al. [153] were used, derived for mixtures having molar proportions
XH2O/XCO2 = 1. Despite the molar ratio in the furnace not being constant,
it was found to be the closest set of coeﬃcients readily accessible from the
literature, as discussed in detail in Sec. 6.4.
The modified WSGG (MWSGG) is also considered in this work, to over-
come the problem of inadequate coeﬃcients and varying molar ratios of the
participating species. For more details on this model the reader is referred
to Sec. 4.5.4.
6.2.4 Particles Radiation
The particles’ absorption and scattering coeﬃcients in a given cell are de-
fined by Chui et al. [28], and described in greater detail in Sec. 4.6.2. The
particle emissivity ￿p is defined as a function of char burnout, again follow-
ing the work of Chui et al. [28], and its mathematical relation can be found
in Eq. 4.94.
6.2.5 Soot Radiation
Modelling soot and its formation is a complex research topic, and incorpora-
tion of soot formation models is beyond the scope of this work. Nonetheless,
soot plays an important role in radiation, and is always present in closed
pulverised coal furnaces. For this reason, when modelling radiation for coal
combustion soot radiation is often accounted for, despite the use of overly-
simplistic models. Three diﬀerent approaches for incorporating soot radia-
tion eﬀects have been already described in Sec. 4.6.3, and will be assessed
in the following sections.
6.2.6 Coupling with LES
To obtain an eﬃcient simulation, coupled combustion and radiation calcula-
tions must be synchronised in physical time. The approach for the physical
time synchronisation is described in detail in Section 4.7.3. In this work
a CFL number of 0.3 is used for all simulations, and as such the radiative
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Figure 6.1: Sketch of the IFRF furnace No.1, showing contours of instanta-
neous (top) and average (bottom) gas temperature distribution,
as well as locations where experimental data was available.
computations need only be performed every Nit = 3.333 ≈ 3 LES timesteps,
according to Eq. 4.104. Nonetheless, to ensure the accuracy of this simpli-
fication, a simulation with a value of Nit = 1 was also performed, showing
negligible diﬀerence in the results.
6.2.7 Turbulence-Radiation Interactions (TRI)
A review of the relevance and importance of TRI for LES has already been
given in Section 4.7.1. In this work TRI is neglected assuming a suﬃciently
well-resolved grid, therefore the absorption coeﬃcient κ, the blackbody in-
tensity Ib, and the radiative source term ∇ · q, are approximated as in
Eqs. 4.99 - 4.101.
6.3 Experimental Setup and Numerical
Implementation
The IFRF furnace No.1 has an approximately square cross-section measur-
ing around 1.9m× 1.9m, and a total length of 6.25 m. The burner has two
streams: the primary stream from a central tube through which coal and
air are fed, having a diameter d1 = 0.0703 m, and a wall thickness of 0.5 cm,
whereas the secondary stream is a concentric tube through which only hot
air is fed, with an inner diameter of d2 = 0.1995 m. The exhaust gases and
particles eventually leave the furnace through a circular exhaust at the end
of the furnace, having a diameter of d3 = 0.784 m. The burner is illustrated
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Table 6.1: Summary of the operating conditions of the IFRF furnace no.1
flame B1.
Primary stream
Coal mass flow 212 kg/h
Bulk velocity, u1 40.7 m/s
Temperature, T1 463.15 K
Secondary stream
Bulk velocity, u2 9.6 m/s
Temperature, T2 773.15 K
in Figure 6.1, and the operating conditions for the particular setup of flame
B1 are shown in Table 6.1.
A wide range of data is available from the experiments conducted, which
allows a good comparison between the simulation and experiments to be
made. In-flame measurements of gas temperature and velocity were made
at several locations in the furnace using a standard water-cooled suction
pyrometer and a Prandtl-probe, respectively [117]. Gas-compositions were
measured for the main species at various locations, the most relevant of
which will be compared to the simulation results in the following sections.
Local solid samples were taken using water-cooled filter probes, at several
locations inside the furnace. Finally, the distribution of total radiant heat
flux incident at the furnace side-wall was measured using an ellipsoidal ra-
diometer probe; this data will be of great interest for the comparison of the
diﬀerent radiation models implemented.
6.3.1 Coal Representation
The coal used in this burner is a high volatile bituminous coal from the
Saar region in Germany, which was chosen due to its high volatile content,
characteristic of several US coals, and due to its low ash content which helps
minimise deposition on the burner walls [117]. The proximate and ultimate
analysis of the coal are presented in Table 6.2.
In the IFRF report [117], the particle size distribution is described as hav-
ing a unity gradient in a Rosin-Rammler distribution, with 30% (by mass)
of the particles being greater than 75µm. However, the particle properties
are said to vary considerably with size: the volatile content increases by
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Table 6.2: Proximate and ultimate analysis as received and on a dry base
respectively, of the high volatile bituminous coal of the Saar-
region.
Proximate analysis (as recvd.) [%wt.]
Fixed carbon 59.5
Volatiles 31.0
Ash 7.5
Moisture 2.0
Ultimate analysis (dry) [%wt.]
C 74.65
H 4.7
O 11.08
N 1.12
S 0.85
20%, whilst the ash content decreases by 44% from the finest to the coars-
est particles [117]. Modelling such composition changes in itself isn’t an
arduous task, but deriving appropriate coeﬃcients and parameters for the
devolatilisation and char combustion models is. For this reason, a mean and
constant particle size of dp = 63.0µm was used in this work, which corre-
sponds to the mean diameter obtained following the cumulative distribution
function.
Moreover, due to the large size of the furnace and long particle residence
times a vast amount of particles is present, in excess of 500 million, which
cannot be modelled individually due to elevated computational costs. Con-
sequently, computational particles each representing 1000 real coal particles
were used in this work to reduce the cost of the computation. This assump-
tion has been validated by performing a sensitivity study with ratios of real
to computational particles of 100:1 and 50:1, showing a negligible diﬀerence
in the results.
The volatiles, represented with a postulate substance CαHβOγ have been
given the coeﬃcients α = 2.31, β = 5.85, γ = 0.87, which have been
obtained from the proximate and ultimate analysis of the coal, using the
method outlined in Sec. 3.2.2.
For the devolatilisation model, values of Av = 2.082 × 104s−1 and Ev =
4.696 × 104kJ/kmol, were used, obtained using the FG-DVC model [154],
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courtesy of Michele Vascellari from TU Freiberg. The initial mass fraction of
volatile matter in the coal particles was adjusted to Yvm = 0.398 to account
for the higher yield of volatiles at rapid heating rates [6]. This value was also
obtained using FG-DVC, and corresponds to a Q factor of approximately
1.3. All the parameters used in the char combustion model are described
and summarised in Table 6.3.
Table 6.3: Parameters used in the intrinsic reaction rate char combustion
model.
Parameter Symbol Value [Units]
Porosity θ 0.70 [-]
Diﬀusion coeﬀ. Cdiff 5× 10−12 [m3/K0.7]
Int. Surf. A. Sa 250× 103 [m2/kg]
Stoichiometric coeﬀ. s 1.33 [-]
Tortuosity τ
√
2 [-]
Pore radius rp 1× 10−7 [m]
Pre-exponential fac. Ai 3050.0 [kg/(m2s)]
Activation Energy Ei −1.615× 105 [kJ/kmol]
6.3.2 Grid and LES Boundary Conditions
To accurately simulate the flow in the furnace with LES it was necessary
to discretise the full three-dimensional furnace, without reducing either the
width or length, or using periodic boundary conditions and simulating only
a slice of the furnace, as this approximation is not valid in LES since the
instantaneous fields for which the LES equations are solved are never sym-
metric. The domain is discretised on a Cartesian grid using equally-sized
cubic cells to achieve good numerical eﬃciency and avoid numerical errors,
which also works well for the case of a rectangular furnace like the IFRF
furnace no.1. Initially a coarse grid having ∆ = 2 cm characteristic cell-size
was used, which is equal to the LES filter size, leading to 2.82m cells, and
later a fine grid with ∆ = 1.5 cm, leading to 6.69m cells was also simulated
to study the eﬀects of grid refinement. The high computational eﬀort re-
quired for particle tracking and radiation modelling made the use of finer
grids unfeasible, but as will be shown in the next section the agreement with
experiments implies that a suﬃciently resolved grid has been used.
154
The inlet bulk velocities and temperatures have been defined using the
values specified in Table 6.1. The Reynolds numbers for the primary and
secondary stream have been estimated at 8.53× 104 and 4.06× 104 respec-
tively, suggesting a fully turbulent flow in both streams. All the side walls
including those at the inlet and exit of the furnace have been blocked out
using immersed boundaries, however no wall modelling was deemed neces-
sary since the interesting region of the flow is far away from the furnace
boundaries. Finally, von Neumann conditions are applied at the exit of the
domain, enforcing positive outflow.
6.3.3 Radiative Heat Transfer Boundary Conditions
The temperature at the side-walls of the furnace was set equal to the mea-
sured temperature profile along the wall centreline [117], following the ap-
proach of Sto¨llinger et al. [161]. Despite reports stating that the furnace
walls increased in temperature after long hours of operation [117], they
were cooled, and the assumption is that these measurements of wall tem-
perature were conducted after a near-steady state wall temperature had
been achieved. Diﬀerent wall emissivities ￿w are assessed in Sec. 6.5 for the
furnace side walls, using the boundary conditions for grey, diﬀusely emitting
and reflecting walls (see Section 6.2). The inlet and outlet of the furnace
are described as black surfaces, in order to neglect reflected radiation. The
walls (domain boundaries) corresponding with the inlet and outlet of the
furnace have been modelled using adiabatic boundary conditions, as these
were not cooled [161].
6.3.4 Numerical Test Cases
One of the main objectives of this work is to determine the influence of
accurate radiation modelling on an LES of coal combustion, and therefore
several diﬀerent simulations have been run and compared against experi-
mental data, using the diﬀerent radiation models previously described. The
mean total incident radiative heat flux on the side walls of the furnace,
Eq. 4.39, was used as benchmark for quality comparisons, as well as the
eﬀect on the mean axial temperature.
Three diﬀerent grey gas models are considered, all of which have been
described in more detail in Sec. 4.5.1. In the first approach, henceforth
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Table 6.4: Summary of the diﬀerent grey gas radiation models evaluated in
this work. For further details on the models the reader is referred
to Sec. 4.5.1
Model Description
Grey1 κgs = 0.5
Grey2 κg = 0.2Xvg + 0.1 (XCO2 +XH2O)
Grey3 κg =
￿iXiκg,i
named Grey1, a combined and constant grey-gas and soot coeﬃcient for
all gases was used and set to κgs = 0.5, following the work carried out by
Sto¨llinger et al. [161]. In the second approach, Grey2, only the volatiles
and the products CO2 and H2O are considered as participating (radiating)
gases, following the work of Yu et al. and Khalil et al. [81, 192]. In their
work the gas absorption coeﬃcient is calculated as previously described
in Eq. 4.63. Finally, a third grey case is considered, Grey3, where the
absorption coeﬃcients of CO2, H2O and CO are evaluated independently
using temperature polynomials derived by Barlow et al. [8] (Eqs. 4.64a-
4.64b), and then combined using the approach described in Sec. 4.5.1. All
the grey gas models employed in this work are summarised in Table 6.4.
In addition to these grey models, the more expensive non-grey implemen-
tations of the WSGG and MWSGG methods with four and five grey gases
respectively were also considered.
6.4 Flow Field Description
The contour plots in Figs. 6.2-6.6 illustrate both the instantaneous and
averaged velocity, temperature, andO2, CO2 andH2O species concentration
fields, which are helpful to understand the overall flow field in the furnace.
The contour plot in Fig. 6.7 instead shows the ratio of H2O to CO2 mole
fractions, which was helpful for the selection of adequate coeﬃcients for the
WSGG radiation model.
The velocity field shows the high-speed central (primary) jet surrounded
by the secondary lower velocity stream, as expected from the burner config-
uration. Closer to the side-walls in the second half of the furnace, negative
velocities are visible, which indicate a slow recirculation zone. Since the
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Figure 6.2: Contour plot of instantaneous (top) and mean (bottom) axial
velocity distribution along the furnace centreline.
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Figure 6.3: Contour plot of instantaneous (top) and mean (bottom) temper-
ature field distribution along the furnace centreline.
??????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????
???????
????
?
?????
Figure 6.4: Contour plot of instantaneous (top) and mean (bottom) O2 mole
fraction along the furnace centreline.
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Figure 6.5: Contour plot of instantaneous (top) and mean (bottom) CO2
mole fraction along the furnace centreline.
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Figure 6.6: Contour plot of instantaneous (top) and mean (bottom) H2O
mole fraction along the furnace centreline.
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Figure 6.7: Contour plot of instantaneous (top) and mean (bottom)
H2O/CO2 molar ratio along the furnace centreline.
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circular outlet at the end of the furnace is smaller than the furnace cross-
section, inevitably some of the two-phase mixture from the high-speed jet
will have spread suﬃciently to collide with the end-walls, and will conse-
quently flow back against the bulk flow direction. From the temperature
contour plot (Fig. 6.3) it can be clearly seen that the flame is lifted, and
rather than having a unique attachment point at the centreline, the flame
is attached in correspondence of the boundary between the primary and
secondary stream. As the particles flow through the high-speed primary
stream, they eventually spread to the secondary stream, where they heat up
and undergo devolatilisation, and consequently the newly released volatiles
ignite shortly after, causing the observed rise in temperature. A similar
trend is observed from the O2 mole fraction contour plot (Fig. 6.4), where
the air entering the furnace from the two streams is initially consumed in
correspondence of the boundary between primary and secondary stream,
and further downstream also along the centreline. Towards the furnace out-
let, little oxygen is present, as most of that entering the furnace is consumed
by the combustion reaction with the volatile gases and the char. The oppo-
site is true for the CO2 and H2O mole fractions, with the products being
generated at the flame lift-oﬀ height as the volatile combustion reactions
occur. Downstream, in the second half of the furnace, the CO2 concentra-
tion further increases as a result of the char combustion process. It is also
worth noting the reduced oxygen mole fraction (compared to that found in
pure air), and the presence of gas products at the sides of the furnace near
the inlet. This is a consequence of the slow recirculation zone at the sides of
the furnace, which carries upstream some of the products that dont manage
to leave the furnace through the exhaust.
The contour plot illustrating the molar ratio of the combustion products
(Fig. 6.7) shows values of XH2O/XCO2 ranging from 0.5 to 1.5 (note that
the region where XH2O/XCO2 = 0 indicates a location where neither of the
products were found). The highestXH2O/XCO2 ratio was found at the flame
lift-oﬀ height, as the volatile combustion reaction generates more H2O than
CO2. In this region, average values of around XH2O/XCO2 = 1.25 were
observed, with peak values of up to 1.5. However, further downstream as
the char reacts to form additional CO2, the ratio decreases to a minimum
value of around 0.5. At the sides of the furnace towards the inlet, where
the recirculated products of the volatile and char combustion reactions were
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found, typical values of XH2O/XCO2 = 0.7 were observed.
As previously mentioned, the WSGG model was originally developed for
simplified cases with a constant H2O/CO2 molar ratio throughout a given
domain, and consequently diﬀerent sets of coeﬃcients for specific molar
ratios were derived by the model authors. Despite observing that the sim-
ulated IFRF furnace has a non-uniform distribution of the ratio of com-
bustion products, as previously mentioned the set of coeﬃcients available
from the literature for XH2O/XCO2 = 1 were used, as this was the most
representative set for the observed flow field.
6.5 Preliminary Sensitivity Analysis
Prior to the simulation and comparison of the diﬀerent radiation models
described in the previous section, it was necessary to establish a benchmark
test case, by defining certain specific parameters. The relevant boundary
conditions for the radiation solver, and the required quality of its angular
discretization had to be investigated. Simulations with two diﬀerent grids
(for both the LES and radiation solver which share the same grid) were
also performed, as described in the previous section. Further, the eﬀect of
the crude soot radiation models introduced in Chaper 4 was assessed. The
results obtained from this sensitivity analysis are presented in the following
subsections.
6.5.1 Benchmark Simulation
The benchmark simulation was performed on the coarse grid (∆ = 2.00cm),
using the Grey2 radiation model. The S8 angular discretisation with 80
directions was used, the side wall emissivity was set to ￿w = 0.8, and the
exit temperature was taken as 1300K. Finally, soot radiation modelling
was not included in this initial simulation. The results are presented in
Figs. 6.8-6.11.
Since the flame is lifted, accurately predicting the lift-oﬀ height or flame
attachment point is crucial for the outcome of the simulation. The lift-oﬀ
height is aﬀected by several processes, amongst which the most significant
ones are the particle and flow velocity, the devolatilisation rate of the parti-
cles, the volatile combustion, and radiative heat transfer eﬀects. Along the
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centreline, the flame lift-oﬀ height is predicted remarkably well (Fig. 6.8), as
the simulated location of sharp increase in temperature is very close to the
experimental readings. However, by observing the radial profiles of mean
gas temperature (Fig. 6.9), at around 125cm downstream of the inlet the
simulations show two temperature peaks slightly shifted from the centreline,
indicating that the flame is attached in correspondence of the hot air (sec-
ondary) stream, where the particles spread to and ignite. This diﬀers con-
siderably from the experimental data, which however is asymmetric in the
150cm and 190cm datasets, which is the region of interest for the purpose of
comparing the flame shape and lift-oﬀ height, making accurate comparisons
very diﬃcult. Nonetheless, the predicted temperature peaks are higher than
those observed in the experimental data, and this trend is also reflected fur-
ther downstream. The overestimation in the burnt gas temperature could
be due to a number of reasons, including all the devolatilisation, volatiles
combustion and char combustion models. If the devolatilisation rate is over-
predicted more fuel (volatiles) will be emitted, and more quickly, causing
richer mixtures further upstream, which will lead to an overestimation in
temperature by burning too rapidly. Similarly, if the char combustion model
overestimates the char burning rate, higher temperatures will be observed
downstream as the char burnout results in the production of CO which
will then further react to form CO2. Even more importantly, the volatiles
combustion model (EBU) could have a snowball eﬀect on both the devolatil-
isation and char burnout rates if the mixing rate is not well predicted. The
EBU assumes infinitely fast chemistry and the reaction rate is dominated
by mixing, indicating that if this is overestimated (as may well be the case),
combustion will occur too rapidly. This will have an even larger eﬀect if
the devolatilisation and char burnout rates are overestimated, as more fuel
will be burnt. Franchetti carried out a very interesting parametric study on
the eﬀects of the devolatilisation, volatiles combustion and char combustion
models individually, showing that the models are in fact very sensitive to one
another, as well as to their own model constants [52]. However, Franchetti’s
parameter study was conducted on a simpler case, that may well be more
sensitive to the parameters investigated.
The consumption and production of O2 and CO2 respectively are well
predicted overall, despite being consumed/produced slightly upstream of the
position observed in the experiments, as can be seen from Fig. 6.9. However,
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by comparing these plots with the axial temperature measurements (top-
right of Fig. 6.8), one may notice a possible inconsistency in the experiments,
as the temperature seems to rise quite considerably early (x ≈ 1.25−1.50m)
compared to the consumption/production of O2 and CO2 (x ≈ 1.90m).
Unfortunately, this makes an accurate assessment of the prediction of the
devolatilisation and volatile combustion rates diﬃcult, as they may seem
to be over-predicted by comparing the species data, but well-predicted by
comparison with the centreline temperature data.
The release of volatiles from the solid coal particles also appears to happen
slightly early in the simulation when compared to the experiments. Further,
the decrease happens with a sharp slope compared to the experimental data,
which is possibly due to the single particle size adopted. By considering a
particle size distribution (as in the experiment), large and small particles
would enter the furnace and devolatilise at diﬀerent times, thereby causing
the slope observed in the averaged experimental data. Nonetheless, con-
sidering the simplicity of the devolatilisation model, the simplified uniform
particle size distribution, and the inconsistencies discussed above in the
experimental data, the agreement is considered to be satisfactory.
The solid ash content in the particles, which can be used as a tracker
for char combustion (since once the particles have devolatilised they consist
only of char and ash), is well predicted until half-way through the length of
the furnace, after which the simulation overestimates the ash mass fraction,
indicating that the char combustion process is occurring too rapidly.
The mean axial velocity obtained by LES reflects the experimental mea-
surements very accurately near the inlet and the exit of the furnace, however
around half-way through the length of the furnace, the centreline values ap-
pear to overestimate the measurements. The radial profiles of axial velocity
(Fig. 6.9) also show a very good agreement away from the centreline between
the simulation and experiments.
Finally, the wall incident heat flux (Fig. 6.11) is slightly underpredicted
throughout the length of the furnace whilst retaining the correct shape.
Considering the simplicity of the grey gas model used for this benchmark
simulation, the result is quite good.
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Figure 6.8: Axial mean plots along the centreline of the furnace for: gas
velocity and temperature (top), O2 and CO2 gas molar frac-
tions (middle), and solid volatile content and ash mass fractions
(bottom), compared to experimental data.
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Figure 6.9: Radial profiles of mean axial velocity (left) and temperature
(right) at various locations along the length of the furnace.
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Figure 6.10: Radial profiles of mean gas molar fractions of O2 (left) and CO2
(right) at various locations along the length of the furnace.
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Figure 6.11: Average incident radiation along the centreline of the furnace
side walls.
6.5.2 Validating the DOM Boundary Conditions
In order to define the boundary conditions for the DOM radiation solver, it
is necessary to specify the wall temperatures and emissivities, and the inlet
and outlet temperatures of the furnace.
Whereas the temperature of the side walls of the furnace can be approx-
imated to the measured centreline wall temperature [117], and the inlet
temperature is known from the flow boundary conditions, the exit temper-
ature isn’t explicitly known. In previous works, Sto¨llinger et al. [161] set
the exit temperature to 1300K, which yielded good predictions, and as such
in this work this was chosen as the central value for the exit temperature.
The domain boundaries (furnace walls) adjacent to the inlet and exit of the
furnace instead were treated as adiabatic walls, as they are not cooled, and
as such there is no need to set an explicit wall temperature.
The furnace side walls, for which a centreline temperature measurement
is available, are cooled by fixed pipes, and it is assumed that their temper-
ature stays constant for the duration of the simulation. However their wall
emissivity must be specified in order to express what portion of the inci-
dent radiation is reflected back into the furnace. As is often done in coupled
CFD-radiation combustion simulations involving furnaces with cooled walls,
Sto¨llinger et al. [161] set a side wall emissivity of 0.8. Consequently, this
value was also taken as the initial wall emissivity. The inlets and outlets
were instead assigned an emissivity of 1.0, which is characteristic of a black
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surface, and indicates that no radiation is reflected back to the furnace, as
in reality there is no surface or wall.
Outlet Temperature
As previously mentioned, the outlet temperature of the furnace was ini-
tially set to 1300K. Two diﬀerent exit temperature values were also tested,
namely 1600K and 300K, in order to assess the validity of the original exit
temperature value, and the relative influence of this parameter on the out-
come of the simulation. The simulation results were compared to all the
experimental data shown in Figs. 6.8-6.11, however the diﬀerences in gas
velocity, temperature, and species, as well as the solids analysis were found
to be negligible. The only noticeable diﬀerence was in the heat flux to the
side wall, which is shown in Fig. 6.12.
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Figure 6.12: Average incident radiation along the centreline of the furnace
side walls. The benchmark simulation with exit temperature
of Te = 1300K is compared to runs with Te = 300K and
Te = 1600K.
As can be seen in Fig. 6.12, all three simulations retain the same aver-
age wall radiative flux until about x = 4m, after which the three diverge
due to the diﬀerent exit temperatures specified in the boundary conditions
of the radiative solver. The higher exit temperature Te = 1600K causes
an overestimation of the predicted heat flux at the side wall towards the
outlet of the furnace, and an oscillation is also observed closer to the exit,
suggesting that the exit temperature is too high. Conversely, the lower exit
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temperature Te = 300K causes an even more pronounced underprediction
of the heat flux compared to the benchmark case, as expected. Similar to
the high temperature simulation, an oscillation is noticeable near the corner
of the furnace, again suggesting that this temperature is inappropriate. The
benchmark simulation, with an exit temperature of Te = 1300K, lies in be-
tween the other two in terms of wall radiative heat flux, but doesn’t exhibit
the unphysical oscillation in proximity of the furnace corner. Sto¨llinger et
al. [161], who originally estimated Te = 1300K, also found that this value
provided a good agreement with the experiments, and did not cause any
unphysical oscillations in the radiative heat flux along the wall centreline.
Whereas this may not be the perfectly correct value of Te, it was consid-
ered suﬃciently accurate for this simulation, and therefore was retained as
the exit temperature, without the need for further investigation into this
parameter.
Side-Wall Emissivity
To the best of the author’s knowledge there is no general scientific way of
obtaining accurate wall-emissivity predictions, however for cooled walls in
combustion chambers, most authors use a value of ￿w = 0.8. The sensi-
tivity to the side wall emissivity was assessed by testing values both larger
(￿w = 0.9) and smaller (￿w = 0.7) than the original wall emissivity, ￿w = 0.8.
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Figure 6.13: Average incident radiation along the centreline of the furnace
side walls. The benchmark simulation with wall emissivity of
￿w = 0.8 is compared to runs with ￿w = 0.9 and ￿w = 0.7.
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Again, the only noticeable diﬀerence in the results was in the radiative
heat flux to the wall, as can be seen in Fig. 6.13. The higher wall emissivity
(￿w = 0.9) produces a lower wall radiative heat flux, and conversely the
lower emissivity (￿w = 0.7) yields a larger mean wall radiative heat flux.
The results are as expected since a lower emissivity implies a larger portion
of radiation being reflected across the furnace, and therefore aﬀecting the
incident radiation on the walls more. On the other hand, a higher emissivity
implies a larger portion of radiation is absorbed by the walls, and therefore
not reflected to other walls as often, giving an overall lower predicted ra-
diative heat flux on the walls. Nonetheless, the diﬀerence in the predictions
obtained by varying this parameter are small, and can be considered nearly
negligible. For this reason, the value of ￿w = 0.8 was retained, in accordance
with other work [161].
6.5.3 DOM Angular Discretisation
Using the SN approximation described in Chapter 4, three diﬀerent orders
were simulated, namely the S4, S6 and S8 (benchmark) approximations,
with 24, 48 and 80 directions respectively. The only non-negligible diﬀer-
ence in the results was observed in the radiative heat flux to the side wall
(Fig. 6.14).
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Figure 6.14: Average incident radiation along the centreline of the furnace
side walls. The benchmark simulation with the S8 approxima-
tion is compared to runs with the S6 and S4 approximations.
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All three discretisation schemes yield diﬀerent results, with the lower-
order approximations producing unphysical oscillations, which are partic-
ularly noticeable towards the end of the furnace. The S8 approximation
(benchmark case) yields the most accurate prediction and is free from un-
physical oscillations. This indicates that the S8 approximation is necessary
to obtain accurate wall-heat flux readings, and perhaps even more accurate
angular discretisation schemes should be investigated. Nonetheless, it is
worth to point out that the lower order approximations did not produce
any diﬀerences in terms of the predictions of other flame quantities such
as velocity and temperature, indicating that for simulations where the in-
vestigation of radiative heat transfer eﬀects is not the main concern, these
considerably less expensive schemes can be employed.
6.5.4 Soot Modelling
In Sec. 4.6.3, a brief introduction to soot radiation modelling was given,
and Eq. 4.98 for the soot absorption coeﬃcient was presented. However,
as discussed this equation is strongly dependant on the soot volume frac-
tion fv, which as a further approximation in this work is not described
by a transport equation, but is estimated and assumed to be uniformly
dispersed. Since the soot volume fraction in coal furnaces typically varies
within the range 10−6− 10−8 [51], three diﬀerent runs were performed with
the benchmark simulation combined with the soot absorption coeﬃcient
calculation according to Eq. 4.98, using fv = 1 × 10−6, fv = 1 × 10−7
and fv = 1 × 10−8. Despite some minor diﬀerences in the radial profiles
of temperature and species, the most significant diﬀerences in the results
are observed in the axial profiles and the wall radiative heat flux, shown in
Fig. 6.15 and Fig. 6.16 respectively. As can be seen from this data, the in-
clusion of the soot absorption coeﬃcient in the calculations has a significant
eﬀect on the outcome of the simulations. The two larger volume fractions,
fv = 1 × 10−6 and fv = 1 × 10−7 yield near identical predictions, giving
a better representation of centreline species mole fraction and coal particle
pyrolisis and char burnout. Conversely, the flame lift-oﬀ height increases
significantly and consequently deteriorates the temperature representation,
however it is worth noting once again that the species and temperature
predictions are subject to an inconsistency in the experimental measure-
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Figure 6.15: A comparison of the eﬀect of the soot radiation modelling with
diﬀerent soot volume fractions - the larger volume fractions
yield near identical results. Axial mean plots along the cen-
treline of the furnace for: gas velocity and temperature (top),
O2 and CO2 gas molar fractions (middle), and solid volatile
content and ash mass fractions (bottom).
ments, which has been previously explained (diﬀerent lift-oﬀ heights are
measured for species and temperature). Furthermore, for these larger soot
volume fractions the prediction of the wall radiative heat flux is worsened
significantly, largely underestimating the experiments throughout, and not
retaining the correct shape either.
On the other hand, the smaller soot volume fraction, fv = 1×10−8 retains
a better axial velocity and temperature prediction, whilst still predicting
a too rapid consumption/production of gaseous species and pyrolisis and
char burnout for the solids. However, the wall radiative heat flux retains
a reasonable agreement with the experiments, and as such it is considered
the most appropriate solution out of the three, if soot radiation is to be
included via this method.
In their work, Yu et al. [192] also considered a model with a fixed soot
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Figure 6.16: Average incident radiation along the centreline of the furnace
side walls. The soot radiation model is validated with three dif-
ferent volume fractions. Note that the larger volume fractions
(blue and green lines) yield near-identical results.
absorption coeﬃcient of κs = 0.4m−1, in combination with the same gas
absorption coeﬃcient calculation used for the benchmark solution, Grey2.
This combination has also been evaluated in this work, and is compared
to the benchmark solution, as well as with the solution obtained with κs
calculated from Eq. 4.98 with a soot volume fraction of fv = 1 × 10−8,
which was the best result obtained from the soot volume fraction sensitivity
analysis. Similar to the soot volume fraction study, the most significant
diﬀerences in results were found in the axial plots and in the wall radiative
flux plot, shown in Fig. 6.17 and Fig. 6.18 respectively.
The results obtained with the constant soot absorption coeﬃcient of κs =
0.4m−1 appear to be similar to those previously assessed and obtained with
the larger volume fractions, using Eq. 4.98. The flame lift-oﬀ height is
increased, whilst the gaseous species and the solid pyrolisis and burnout
are very well predicted. However, the radiative flux to the wall is severely
underpredicted, in a similar way to the previous model’s with the larger
soot volume fractions.
The results obtained with the soot radiation modelled by Eq. 4.98 and
the small soot volume fraction are now also compared to the benchmark
solution, and show that such a small volume fraction has a nearly negligible
eﬀect on the simulation results, if only giving slightly worse radiative wall
flux predictions.
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Figure 6.17: The benchmark solution (no soot radiation) is compared to the
same solution with the inclusion of soot radiation obtained us-
ing Eq. 4.98 and fv = 1×10−8, and another model with a con-
stant soot absorption coeﬃcient of κs = 0.4m−1. Axial mean
plots along the centreline of the furnace for: gas velocity and
temperature (top), O2 and CO2 gas molar fractions (middle),
and solid volatile content and ash mass fractions (bottom).
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Figure 6.18: Average incident radiation along the centreline of the furnace
side walls. The benchmark solution (no soot radiation) is com-
pared to the same solution with the inclusion of soot radiation
obtained using Eq. 4.98 and fv = 1× 10−8, and another model
with a constant soot absorption coeﬃcient of κs = 0.4m−1.
This study has shown that the simple approaches taken to include soot
radiation, an important contributor to the overall radiative heat transfer so-
lution and such a complex phenomenon, are not suitable. The constant soot
absorption coeﬃcient gives poor predictions of the wall heat flux, whereas
the accuracy of the mean soot absorption coeﬃcient calculation method
(Eq. 4.98) is dependant on the value assigned to the soot volume fraction.
The parameter studies have shown that correct predictions are only ob-
tained with very low soot concentrations, so it can be assumed that soot
only has a small eﬀect. In this light, and given the uncertainty and diﬃ-
culty in modelling soot, soot radiative heat transfer eﬀects were ignored in
all further calculations, except for the case of Grey1, where a combined and
constant gas-soot absorption coeﬃcient was employed.
6.5.5 Grid Independency Tests
The furnace being simulated in this work is very large compared to most of
the combustion LES test cases analysed to date, however its coarse geomet-
rical features make it possible to obtain good accuracy on a relatively coarse
grid of equally-sized cubic cells measuring 2.0cm per side. Nonetheless, it
is appropriate to simulate a diﬀerent grid resolution in order to assess the
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Figure 6.19: Grid resolution study: the benchmark run is compared to the
results obtained with a finer grid. Axial mean plots along
the centreline of the furnace for: gas velocity and tempera-
ture (top), O2 and CO2 gas molar fractions (middle), and solid
volatile content and ash mass fractions (bottom).
relative grid independency of the simulations. For this reason, the bench-
mark configuration with a finer 1.5cm cell-size grid was also simulated, and
the results are shown in Figs. 6.19-6.22.
The finer grid gives improved axial velocity predictions overall, and bet-
ter burnt gas temperature predictions at the flame stabilisation point on
the centreline, which remains unaltered, but evolves in a diﬀerent manner
compared to the coarse grid. The gas species concentration profiles along
the centreline obtained with the two grids are very similar to each other,
with the fine grid yielding slightly improved predictions. Finally, whereas
the pyrolisis occurs at the same axial distance, the char burnout seems to
be considerably more rapid on the fine grid, diverging from the experimen-
tal measurements. This could possibly be explained by the fact that along
the centreline the temperature at this point increases more rapidly, how-
ever requires further investigation to make better conclusions. The radial
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Figure 6.20: Grid resolution study: the benchmark run is compared to the
results obtained with a finer grid. Radial profiles of mean ax-
ial velocity (left) and temperature (right) at various locations
along the length of the furnace.
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Figure 6.21: Grid resolution study: the benchmark run is compared to the
results obtained with a finer grid. Radial profiles of mean gas
molar fractions of O2 (left) and CO2 (right) at various locations
along the length of the furnace.
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Figure 6.22: Grid resolution study: the benchmark run is compared to the
results obtained with a finer grid. Average incident radiation
along the centreline of the furnace side walls.
profiles (Figs. 6.20-6.21) also generally show similar results between the two
grids. The only significant diﬀerences are observed in the region between
100cm − 150cm downstream of the furnace, which coincides roughly with
the flame lift-oﬀ height. The coal particles in the fine-grid simulation spread
more rapidly to the secondary stream, and consequently heat up and ignite
too early, as can be seen from the temperature profiles and the early con-
sumption and production of O2 and CO2 molar fractions respectively, away
from the centreline. Finally, the prediction of the radiative heat flux to the
wall gives near identical results, with the fine grid producing a somewhat
smoother profile.
Overall, some diﬀerences are observed by comparing the results obtained
with the two grids to the experimental data, and it is diﬃcult to establish
which gives better results. Theoretically speaking the fine grid should give
more realistic results, and as such it is retained for the calculations per-
formed in the following section, where the various gas radiation models are
evaluated. The impact of the resolution on the results is relatively small,
providing evidence that the current grid resolution is suﬃcient to obtain
realistic results, as corroborated by the good prediction of the experimental
data.
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6.5.6 Summary
In this section a parametric study has been performed in order to determine
the influence of certain parameters on the outcome of the simulation, and
to establish good values that will enable an accurate and fair assessment of
the diﬀerent radiation models that will be tested in the following section.
It was concluded that the wall radiative heat flux is sensitive to the furnace
exit temperature, and that Te = 1300K is a good estimate. Conversely, the
simulation results were found to be very insensitive to the selection of side
wall emissivity, and therefore following other works a value of ￿w = 0.8 was
used.
A high-order angular discretisation is required to obtain accurate wall
radiative heat flux predictions, and as such the S8 approximation with 80
directions is used in the following simulations. However it can also be con-
cluded that where the wall prediction is not important, a much lower order
approximation can be used, such as the S4, saving considerable computa-
tional time.
Diﬀerent soot radiation modelling approaches were investigated, however
all of them proved to be over-simplistic and very sensitive to specific user-
defined parameters. With the simple models used, the comparison of sim-
ulation and experiment lead to the observation that the eﬀect of soot ra-
diation in the furnace is small. Given the large uncertainty in the models
used, it was decided to not include soot radiation modelling in the following
calculations.
Finally a grid independency test was performed, showing small diﬀerences
in the results, mainly near the very sensitive flame lift-oﬀ height. Despite
not producing significantly improved results, the finer grid was retained in
all future calculations.
6.6 Results and Discussion
In this section the optimised benchmark configuration is simulated using the
three diﬀerent grey models, as well as the WSGG model and the MWSGG
model. The grey models are initially compared against each other, and once
the best performing grey model is established, this is also compared to the
more sophisticated WSGG and MWSGG models.
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Figure 6.23: The three diﬀerent grey gas radiation models are compared
to each other and validated against experimental data. Axial
mean plots along the centreline of the furnace for: gas velocity
and temperature (top), O2 and CO2 gas molar fractions (mid-
dle), and solid volatile content and ash mass fractions (bottom).
6.6.1 Grey Gas Models
The performance of the three diﬀerent grey gas models (summarised in
Table 6.4) is assessed by comparing them against experimental data in
Figs. 6.23-6.25. The radial profiles of the gaseous species molar fractions
have been omitted as they showed a negligible diﬀerence between the three
models.
As expected, the most evident diﬀerences are observed in the mean gas
temperature, and in the mean radiative heat flux to the wall centreline.
Conversely, in all three simulations the evolution of the species molar frac-
tions and the coal particle pyrolisis and burnout are very similar to each
other, as the diﬀerent radiation models have little eﬀect on them (figures
omitted).
The axial temperature shows a significant diﬀerence between the three
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Figure 6.24: The three diﬀerent grey gas radiation models are compared to
each other and validated against experimental data. Radial
profiles of mean axial velocity (left) and temperature (right) at
various locations along the length of the furnace.
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Figure 6.25: The three diﬀerent grey gas radiation models are compared to
each other and validated against experimental data. Average
incident radiation along the centreline of the furnace side walls.
models, with both the Grey1 and Grey3 simulations giving considerably
and progressively lower temperatures across the length of the furnace after
the flame stabilisation point, as opposed to the Grey2 simulation, which
was also used as the benchmark simulation in the previous section. In this
respect, and as is also confirmed from the radial profiles in Fig. 6.24, the
Grey1 and even more so the Grey3model considerably outperform the Grey2
model, matching much more closely the experimental data.
From the predictions of the incident wall heat flux in Fig. 6.25 however, it
is somewhat more diﬃcult to draw conclusions. The model used to produce
the benchmark solution, Grey2, slightly underpredicts qw along the length of
the furnace, whilst retaining a very similar shape to the experimental profile.
Grey1 instead underpredicts the radiative flux in the first half of the furnace
by a larger amount compared to Grey2, but in the second half of the furnace
the wall flux is overpredicted. A similar, yet even more exaggerated trend
is observed in the case of Grey3, which largely underpredicts qw in the first
third of the furnace, and subsequently largely overpredicts the radiative
heat flux to the wall.
From this comparison it is impossible to determine a single overall best
model out of the three, as it is evident from the results that the model pro-
ducing the most accurate temperature predictions, yields the worst radiative
heat fluxes to the walls, and viceversa. Nonetheless, it can be concluded that
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Figure 6.26: The simulations with the WSGG and MWSGG methods are
compared to each other and experimental data. Axial mean
plots along the centreline of the furnace for: gas velocity and
temperature (top), O2 and CO2 gas molar fractions (middle),
and solid volatile content and ash mass fractions (bottom).
for applications where an accurate prediction of the wall radiative heat flux
is of secondary importance, or for open flames, the Grey3 model performs
remarkably well.
6.6.2 The WSGG and MWSGG Model
Both the WSGG model and the MWSGG model have been run on the fine
grid, and the results are compared to each other and to experimental data
in Figs. 6.26- 6.29.
Once again, the most significant diﬀerences between the performance of
the two models can be observed in the temperature and incident wall heat
flux data. The centreline flame lift-oﬀ height is again well predicted, how-
ever downstream of this point the centreline temperature is overestimated,
in a similar way to that observed for the grey cases discussed in the previous
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Figure 6.27: Comparison of the WSGG and MWSGG models, showing
radial profiles of mean axial velocity (left) and temperature
(right) at various locations along the length of the furnace.
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Figure 6.28: Comparison of the WSGG and MWSGG models, showing ra-
dial profiles of mean gas molar fractions of O2 (left) and CO2
(right) at various locations along the length of the furnace.
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Figure 6.29: Comparison of the WSGG and MWSGG models, showing the
mean incident radiation along the centreline of the furnace side
walls.
section. The WSGG method predicts slightly better (lower) centreline tem-
peratures with respect to the MWSGG, however by looking at the radial
profiles of temperature (Fig. 6.27) one may notice that along the furnace
length, the temperature in proximity of the side walls is slightly underesti-
mated by the WSGG model. It is worth remembering here that the grey
gas coeﬃcients used in conjunction with the WSGG model were developed
for uniform mixtures having molar ratios of XH2O/XCO2 = 1, which is
certainly not the case in this furnace, as preiously discussed in Sec. 6.4.
Consequently, the inadequate coeﬃcients used with the WSGG model may
well be the reason why the side wall temperatures are underpredicted, which
is not the case for the MWSGG model since this method was developed with
the main intent of producing a set of coeﬃcients valid for a wide range of
molar ratios, such as those found in this furnace.
The incident heat flux to the wall is predicted quite well by both the
WSGG and the MWSGG model, but with opposite trends. The WSGG
model predictions are almost perfect in the first half of the furnace, after
which they slightly overestimate the experimental data. The end of the
furnace is the region with the highest concentration of participating gases
(products), and hence the cause of the discrepancy between the simulation
and the experiment in this highly participating zone (from a radiative per-
spective) may well be the inadequate coeﬃcients. The MWSGG instead
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underpredicts the incident wall heat flux in the first half of the furnace,
despite retaining a similar gradient to the experimental data, and in the
second half of the furnace produces accurate predictions. It is diﬃcult to
justify the underprediction in the first half of the furnace, especially since
the standard WSGG model is able to produce such accurate data. In the
WSGG model wall-absorptivity coeﬃcients have been derived to accurately
define wall-weights for each grey gas, whereas for the MWSGG no such
wall-absorptivity coeﬃcients exist, and it is simply recommended to calcu-
late the wall weights based on the wall temperature and the molar ratio in
proximity of the wall (personal communication with R. Johansson, model
author) [70, 71]. Consequently, this arguably less-accurate method of iden-
tifying the wall-weights could be the cause of the diﬀerence observed in the
first half of the furnace in terms of the incident wall heat flux. Near the
exit instead, accurate predictions are obtained and this could be due to the
fact that in this area the media is more participating, and therefore an ac-
curate specification of the wall-weights will have a smaller influence on the
predicted incident wall flux.
6.6.3 Final Comparisons
Having assessed the results obtained with three diﬀerent grey models, and
the WSGG and MWSGG models, it is useful to conclude this work by
comparing them all against each other in terms of axial temperature and
incident wall heat flux predictions (Fig. 6.30 and Fig. 6.31 respectively),
since these were the fields most aﬀected by the diﬀerent radiation models.
With regards to the axial temperature predictions, if one were to look
blindly at the plot in Fig. 6.30, it would appear that the most accurate
results are obtained with the Grey3 model followed by the Grey1 model,
and then theWSGG andMWSGG models, with the Grey2 model giving the
worst predictions. However, it is the modellers’ duty to go into further depth
and understand what causes such diﬀerences in temperature predictions.
The WSGG and MWSGG models are formally considerably more ac-
curate than any of the grey models employed in this work, in particular
than the Grey2 model, which is the most basic, having a constant gas-soot
absorption coeﬃcient. Consequently, there is no apparent reason why the
Grey3 and Grey1 models should yield better temperature predictions than
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Figure 6.30: All radiation models are compared to each other and against
experimental data. Axial mean plots along the centreline of the
furnace for: gas velocity and temperature (top), O2 and CO2
gas molar fractions (middle), and solid volatile content and ash
mass fractions (bottom).
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Figure 6.31: All radiation models are compared to each other and against
experimental data. Average incident radiation along the cen-
treline of the furnace side walls.
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the WSGG and MWSGG models, unless the error in temperature prediction
is caused by some phenomenon other than radiation. In coal combustion
several processes occur at the same time and it is diﬃcult to assess the accu-
racy of the individual models. It may well be the case that the downstream
temperature in the furnace is generally over-predicted due to inadequate
char combustion modelling, which causes this unphysical rise in temper-
ature, rather than due to the radiation model. From the solids analysis
(bottom-right of Fig. 6.26 for example), it can be seen that whereas the
volatile content in the coal particles is released only slightly early, the ash
mass fraction increases much more rapidly than what is shown by the exper-
iments. This indicates that the char combustion process occurs too rapidly,
which may be the major cause of the inaccurate temperature predictions in
the second half of the furnace.
It is diﬃcult to judge the accuracy of the diﬀerent radiation models in
terms of gas temperature predictions, as the discrepancies observed between
simulation and experiment may not be caused directly from the radiation
model. Nonetheless, the relative temperature diﬀerences between the mod-
els used in this work are remarkable, and highlight the importance of ac-
curate radiation modelling in coal combustion furnaces, as diﬀerent models
can cause very large diﬀerences in temperature predictions.
In terms of incident wall heat flux predictions (Fig. 6.31), large diﬀerences
are also observed with the diﬀerent models. Evaluating the performance of
the radiation models against this criterion is more legitimate, as this is less
directly influenced by other models such as char combustion, as discussed
above. The WSGG and the MWSGG models clearly yield the best predic-
tions, as was expected since they are more sophisticated than the grey mod-
els. Nonetheless, the Grey2 model yields very similar wall flux predictions
to those obtained with the MWSGG model, which is remarkable consider-
ing the fact that the model only considers one grey gas whose participative
properties are solely determined by the local concentration of H2O and CO2
and the volatile gases. The other two grey models, Grey1 and Grey3 yield
worse predictions, which shift from an underestimation of the wall heat flux
in the first third of the furnace, to an overestimation for the remaining part.
A poor prediction was to be expected from Grey1 since the radiative prop-
erties are defined by a constant gas-soot absorption coeﬃcient, however it
is quite surprising to see even worse predictions for the Grey3 case, which
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theoretically is the most sophisticated of the three grey models, having its
radiative properties defined by temperature polynomials for the individual
participating species. Nonetheless, this model was not originally developed
for use in conjunction with the DOM, but only to incorporate radiative heat
losses in a simple cost-eﬀective manner in gaseous combustion simulations.
Consequently, it may well be that the coeﬃcients are not suited for more
complex cases or advanced predictions, such as those carried out in this
work.
6.7 Conclusions
In this work LES coupled with radiation calculations by means of the DOM
have been performed on a semi-industrial scale pulverised coal furnace. An
initial parametric study was carried out to study the sensitivity of the sim-
ulation to specific parameters and to ensure that a good benchmark test
simulation was obtained in order to fairly test the diﬀerent radiation mod-
els implemented against each other. Several conclusions can be drawn from
this study, however the complex nature of pulverised coal combustion, with
its many processes occurring simultaneously, makes it diﬃcult to go into as
much detail as one would like to. The main conclusions and findings of this
chapter are listed below:
• The parametric study showed that for cooled walls, the solution is
not very sensitive to the wall emissivity ￿w parameter, as long as a
relatively high value is chosen, such as the ones tested in this work.
• The outlet temperature can aﬀect the incident radiation at the walls
if its value is not selected adequately, however this can be easily recog-
nised as instabilities (oscillations) can be noticed in the averaged in-
cident radiation to the wall in proximity of the outlet.
• For cases where accurate prediction of the incident radiation on a wall
is of primary interest, a high-order angular discretisation scheme is
necessary, such as the S8 scheme used in this work, or possibly an
even higher order scheme.
• For cases in which temperature and species predictions are the main
focus of interest, a very low angular discretisation such as the S4
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scheme can be used on equally-sized cubic cell grids, without a signifi-
cant loss of accuracy, saving precious and considerable computational
time.
• An attempt at modelling the radiative eﬀects of soot was made, using
simple models proposed and employed by other authors. However
these methods were unsuccessful due to their over-simplicity, and it
is recommended that these are not used except when combined with
accurate soot formation models.
• The Grey1 model involving a combined gas and soot absorption co-
eﬃcient of κgs = 0.5m−1, originally used by Sto¨llinger et al. [161] for
the same flame, yields both an acceptable temperature and incident
wall heat flux prediction.
• The Grey2 model, which considers the heterogeneity of species (used
in [81, 192]), gives a very good wall incident radiation prediction, but
causes a large overestimation of the gas temperature.
• The Grey3 model adapted in this work using the coeﬃcients origi-
nally calculated by Barlow et al. [8], yields very good temperature
predictions, whilst giving inaccurate wall heat flux measurements.
• The WSGG model was employed with knowingly inadequate coeﬃ-
cients which were developed for homogeneous and equal molar ratios
of XH2O/XCO2 = 1, but it was still found to be more accurate than
other grey methods. Despite slightly underpredicting the gas temper-
atures at the sides of the furnace, the incident heat flux to the wall was
predicted remarkably well, particularly in the first half of the furnace,
where the prediction matches the experiment.
• The MWSGG model was also tested as an improvement of the WSGG,
to account for mixture inhomogeneities in the furnace. The gas tem-
perature predictions near the sides of the furnace improved as a result
of the more adequate coeﬃcients, however the incident wall heat flux
predictions were not as good as those obtained with the WSGG model,
possibly due to the lack of wall absorptivity weights for the MWSGG
boundary condition specifications.
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• Despite the coal particles being the strongest source of absorption,
emission and scattering, accurate gas radiation modelling remains of
paramount importance in the simulation of pulverised coal furnaces,
as the diﬀerent models have a significant impact on the temperature
and heat flux predictions.
Finally, it is worth noting that the WSGG and the MWSGG models are
formally more accurate than any of the grey models used, which is con-
firmed by the improved predictions of the incident radiation to the wall.
However, the temperature predictions do not appear to always outperform
the grey models, and this could be due to several reasons. In pulverised
coal combustion systems several processes occur simultaneously within the
furnace, and it is diﬃcult to assess the relative accuracy of each one in-
dividually. It may well be the case that the temperature overestimation
is due to another process occurring too rapidly, other than radiation (char
combustion for example, as indicated by the results), and with a correct rep-
resentation of said process the downstream temperatures would be lower,
possibly giving the WSGG and MWSGG the most accurate predictions.
Further, the complexity of taking experimental measurements in such fur-
naces, and the evident inconsistency in the experimental data between gas
temperature measurements, gas species measurements and the solids anal-
ysis, shows that the experimental data against which the accuracy of the
models is compared, could also involve considerable errors that are not easy
to quantify. It is hence very diﬃcult to draw reliable conclusions as to the
accuracy of the temperature predictions downstream of the flame stabilisa-
tion point, and further investigations are required to assess the ability of
coupled LES-radiation coal combustion simulations in obtaining accurate
temperature predictions. Nonetheless, the present work has shown that
LES of pulverised coal combustion with suitable radiation modelling is gen-
erally able to provide accurate results for both the flame and the radiative
load on the walls.
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7 Conclusions
This research project considered the large eddy simulation of coal combus-
tion, with a special focus on the modelling of radiative heat transfer for such
applications. Both coal combustion and radiation for combustion applica-
tions are two relatively unexplored topics in the field of computational fluid
dynamics, and even more so in an LES framework.
As a part of the present work, a standalone DOM radiation solver has
been developed using an equally-sized cubic-cell Cartesian grid. Several
diﬀerent angular and spatial discretisation schemes, as well as various spec-
tral models, have been implemented to assess and investigate their relative
performance and cost. The code has been successfully validated against
simple static two-dimensional and three-dimensional benchmark cases, and
has served as an optimal precursor to develop and assess the diﬀerent dis-
cretisation schemes. This study has shown that whereas the step spatial
discretisation scheme is formally less accurate than others, when combined
with equally-sized cubic cells the results obtained are not necessarily worse,
and if so only by small amounts. Further, the elevated diﬀerence in com-
putational cost observed when using other schemes such as the TVD and
CLAM schemes, did not justify the small increase in accuracy. For uniform
grids and isothermal conditions, it was found that a low angular discretisa-
tion (S4) is suﬃcient to accurately describe the radiative field, whereas for
non-isothermal cases a slightly higher order discretisation was required (S6),
which hinted at the fact that for strongly non-isothermal and non-uniform
computations such as those required in coal combustion, a high-order an-
gular discretisation scheme should be preferred.
The code has also been extended to treat particles and soot radiation in
addition to gas-phase radiation, and a coupling between the discrete and
continuous phases was implemented. The radiative solver was integrated
within PsiPhi, the in-house LES code used in this work. This required de-
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veloping and implementing an optimal and eﬃcient domain decomposition
parallelisation strategy for the radiative solver, and synchronising the LES
and radiative heat transfer calculations in physical time.
Large eddy simulations of the non-piloted, non-swirled IFRF pulverised
coal combustion furnace no.1 have also been carried out. This semi-industrial
scale furnace has a 2.4MW thermal output, and possibly represents the
largest coal combustion furnace simulated by LES to date. The results
of the simulations showed a satisfactory agreement with the experimental
data, despite some inconsistencies in the latter. The flame lift-oﬀ height
was predicted remarkably well, and the velocities and species concentration
data showed good agreement overall.
A parametric analysis was performed to assess the sensitivity of the sim-
ulation on various factors such as the angular discretisation scheme and
model parameters. It can be concluded that when using equally-sized cubic
cells, and if an accurate prediction of the radiative heat flux to a wall is
not required, a very low order angular discretisation can be used, saving
considerable amounts of CPU-hours, and conversely to obtain accurate wall
predictions a high-order angular discretisation is required. On the other
hand, a very low sensitivity to the wall emissivity setting was found, pro-
vided that it is known whether the wall is cooled or not.
Three diﬀerent approaches to modelling soot radiative eﬀects without
solving transport equations for soot or modelling soot formation were un-
dertaken, following the work by other authors. Despite several attempts,
unsatisfactory results were obtained, indicating that more work is required
in this area. The models used are very sensitive to specific arbitrary pa-
rameters, and with some eﬀort could be tweaked to obtain good results,
however it is the author’s belief that this is against the purpose of mod-
elling in general, and as such this has been left aside. Including the eﬀects
of soot radiation without knowing the local soot temperature, distribution
and concentration is a dangerous task, and it is recommended to not in-
clude soot eﬀects unless accurate soot modelling is in place. Our testing
has shown that soot radiation has a relatively small eﬀect in the flame con-
sidered, thereby justifying the exclusion of such models, however this may
not hold true for other pulverised coal combustion cases.
Three diﬀerent grey radiation models, as well as the non-grey WSGG and
MWSGG models were implemented and tested on the IFRF furnace. The
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results showed that the simulation is very sensitive to the radiation model in
terms of average gas temperature and incident wall heat flux predictions. It
is known that the WSGG and MWSGG models are formally more accurate
than any of the grey models used in this work, as was reflected by the
comparison with experimental data in terms of wall radiative heat flux.
However the best mean gas centreline temperature predictions were obtained
with the grey models, and as was discussed in the relevant chapter, it is likely
that this diﬀerence is actually caused by the char combustion model over-
predicting the char burnout rate, and the EBU model consuming the carbon
monoxide too quickly. Nonetheless, it is remarkable how much influence
the radiation model has on the temperature predictions, highlighting the
importance of accurate radiative heat transfer modelling in these furnaces.
7.1 Recommendations for Future Work
A considerable amount of work has been carried out over the past few
decades in the context of LES of combustion and radiation, although in
most cases the two have been considered separately. Much less work has
been done on the LES of pulverised coal combustion, let alone coupled flow-
radiation simulations of this nature. The elevated computational costs and
the added complexity of modelling and coupling multiphase flows which
undergo several diﬀerent processes has inhibited the spur of research publi-
cations in this field. This is combined with the diﬃculties of obtaining accu-
rate experimental measurements in pulverised coal flames, which translates
to a lack of sound experimental benchmark test cases, as opposed to the
situation found for gaseous flames. Nonetheless, the rapid increase in com-
putational power and availability, and the improvements in experimental
techniques, give both the experimental and numerical study of pulverised
coal flames a positive outlook. Endless recommendations for future work
could be made due to the relatively early stage in this specific research field,
however in this section only the most pressing recommendations, which are
closely tied with the present work are made.
In terms of radiation modelling for coal combustion, there are several
aspects that can be improved upon. The DOM has been implemented in
an eﬃcient way using a domain based parallelisation strategy and making
the code as eﬃcient as possible, but due to the complex nature of radia-
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tive heat transfer calculations, this remains a very expensive computation.
During the course of the research project, a brief attempt has been made
at using a coarser grid for the DOM solver by grouping eight LES cells
into one DOM cell and mapping the fields between the two solvers by av-
eraging and splitting. Despite the results showing very small diﬀerences
in accuracy when using the coarser grid, the method is not entirely cor-
rect since at locations where the relevant LES fields are not uniform they
are smoothed out for the radiative calculation, and conversely the radiative
sources are distributed inaccurately back into the LES code. Further, this
increases the relevance of turbulence radiation interactions which have been
neglected in this work, and subgrid modelling for radiation may become a
necessity with such coarser grids. A correct and valid approach would be
to use an adaptive mesh coarsening system to identify and group only the
neighbouring cells with identical scalar quantities relevant for the radiative
calculation. In this way the higher definition of the LES would be retained
in the near-flame region where high species and temperature gradients exist,
whilst reducing the computational requirement in areas far from the region
of interest, where there are little or no species and temperature gradients.
This would require a pre-processing step to adapt the mesh, and would also
entail slightly more complex numerics as diﬀerent sized cells would be em-
ployed. However this could significantly reduce the number of cells required
to compute the radiative solution, thereby making the computation consid-
erably less expensive. At the same time, provided that the grid coarsening is
significant, the quantity of cells for the DOM computation could be reduced
to a number which would make task decomposition parallelisation feasible,
which could improve the eﬃciency of the computation even further, as this
is currently rendered impossible by the equally-sized cubic cell grid used,
which requires several millions of cells and causes computational memory
constraints.
Diﬀerent gas spectral models have been implemented and used in this
work, and despite more sophisticated models being present in literature,
a high-level of accuracy can already be obtained with the WSGG and
MWSGG models. Also considering the already very elevated computational
cost of the calculations, it is not recommended as a high priority objective
to employ more sophisticated gas spectral models.
A few approaches to the inclusion of soot radiation eﬀects have been eval-
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uated, yielding unsatisfactory results. Nonetheless, the model used for the
calculation of the soot Planck mean extinction coeﬃcient should be accu-
rate, provided that accurate soot volume fractions and temperatures are
obtained. Whereas the soot can be assumed to be in thermal equilibrium
with the gas due to its small volume, and therefore share the same local
temperature, its distribution and concentration within a furnace cannot be
assumed homogeneous as in the current work, as this is highly unrepresen-
tative of the experimental conditions. Soot formation is no doubt a complex
phenomenon and a research area of its own, however it is very relevant and
significant in coal furnaces as it is strongly radiative. It is therefore believed
to be of paramount importance that some form of soot modelling is to be
put in place in order to incorporate with an acceptable degree of accuracy
the eﬀects of soot radiation.
Finally, in coal flames several processes occur at the same time, and sev-
eral diﬀerent models are required to describe each process individually. How-
ever it is very diﬃcult to be the judge of the individual models’ performance
when their eﬀect cannot be easily and directly related to experimental data.
For this reason it is the authors’ belief that there is a necessity to perform
more specific experiments or DNS calculations in an attempt to isolate the
various phenomena occurring to a coal particle, which would enable mod-
ellers to perform more accurate model development and validation studies.
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