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Abstract
Pointwise estimates are derived for the kernels associated to the polyharmonic Dirichlet
problem on bounded smooth domains. As a consequence, one obtains optimal weighted
Lp-Lq-regularity estimates for weights involving the distance function.
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1. Introduction
In this paper, we present optimal pointwise estimates for the kernels associated to
the following higher-order Dirichlet boundary-value problem
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ðDÞmu ¼ j in O;
u ¼ c0 on @O;
@
@n
u ¼ c1 on @O;
? ?
@
@n
 m1
u ¼ cm1 on @O;
8>>>>><
>>>>>:
ð1Þ
where mANþ and O is an open-bounded connected subset of Rn; nX2; with for
n ¼ 2 @OAC6mþ4 and for nX3 @OAC5mþ2: The Green function Gm and the Poisson
kernels Kj are such that the solution of problem (1), for appropriate j and ci; can be
written as
uðxÞ ¼
Z
O
Gmðx; yÞjðyÞ dy þ
Xm1
j¼0
Z
@O
Kjðx; yÞcjðyÞ dsy:
For example, when m ¼ 2 and n ¼ 2 we will prove that there is a constant cO such
that
jG2ðx; yÞjpcOdðxÞdðyÞmin 1; dðxÞdðyÞjx  yj2
( )
; ð2Þ
where d is the distance of x to the boundary @O
dðxÞ :¼ inf
x˜A@O
jx  x˜j: ð3Þ
For the sake of easy statement we have used L ¼ ðDÞm in system (1) but in fact the
estimates that we will derive hold for any uniformly elliptic operator L of order 2m:
We will focus on the estimates for Gm and Kj : However, we would like to mention
that those estimates are the optimal tools for deriving regularity results in spaces that
involve the behavior at the boundary. Coming back to the case m ¼ n ¼ 2 it follows
from (2) that the solution u of
D2u ¼ f in OCR2;
u ¼ @
@n
u ¼ 0 on @O;
8<
:
satisﬁes for appropriate f
u
d2
  
LNðOÞ
pcOjj f jjL1ðOÞ and jjujjLNðOÞpcOjj fd2jjL1ðOÞ:
These kinds of estimates, for general m and n; and also Lp-Lq estimates will be
addressed in Section 4. The estimates are interesting by their own merits. A special
case for m ¼ 1 appears in [7].
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Not only we will derive estimates for those kernels but also for their derivatives.
The main tool will be the result of Krasovskiı˘ in [12] where he considered general
elliptic operators and boundary conditions. The estimates he derived did not involve
special growth rates near the boundary. We instead will focus on estimates that
contain growth rates near the boundary. These estimates seem to be optimal and
indeed, when we consider Gm for O ¼ B a ball in Rn the growth rates near the
boundary are sharp (see e.g. [11]).
For m ¼ 1 or mX2 and O ¼ B it is known that the Green function is positive and
can even be estimated from below by a positive function with the same singular
behavior (see [9]). Let us remind the reader that for mX2 the Green function in
general is not positive. We believe, however that for general domains the optimal
behavior in absolute values is captured in our estimates. Sharp estimates for Km1
and Km2 in case of a ball can be found in [10].
Instead of using Krasovskiı˘’s result one might use appropriate ‘‘heat kernel’’
estimates. Indeed, integrating pointwise estimates for the parabolic kernel pðt; x; yÞ
with respect to t from 0 to N; yields pointwise estimates for the Green function.
However, only limited results seem to be available. Barbatis [2] considered higher-
order parabolic problems on domains and derived pointwise estimates for the kernel
using a non-Euclidean metric. Classical estimates by Eidel’man (see e.g. [6]) for
higher-order parabolic systems do not consider domains with boundary.
For a survey on spectral theory of higher-order elliptic operators, including some
estimates for the corresponding kernels, we refer to [5].
Finally, we would like to remark that we do not pretend that our pointwise
estimates are completely new. However, we have not been able to ﬁnd any reference
to such estimates for the special type of boundary conditions above.
The paper is organized as follows. We will complete Section 1 with the estimates of
the Green function and the Poisson kernels. In Section 2, we will state and prove the
estimates for the Green function and its derivatives. In Section 3, we will do the same
for the Poisson kernels. In Section 4, we will show applications to regularity
estimates in weighted spaces. We will conclude the paper with several appendices.
1.1. Preliminaries and main results
Before stating the main results we ﬁx some notations.
Notation 1 (See Grunau and Sweers [9]). Let f and g be functions on
O O with gX0: Then we call fBg on O O if and only if there are c1; c240
such that
c1f ðx; yÞpgðx; yÞpc2 f ðx; yÞ for all x; yAO:
We will say f%g on O O if and only if there is c40 such that
f ðx; yÞpcgðx; yÞ for all x; yAO:
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Notation 2. Let f a function on O O and a; bANn: Derivatives are denoted
DaxD
b
y f ðx; yÞ ¼
@jaj
@xa11 x
a2
2 ::x
an
n
@jbj
@y
b1
1 y
b2
2 ::y
bn
n
f ðx; yÞ;
where jaj ¼Pnk¼1 ak:
We can now state the main results of the paper.
Theorem 3. Let Gmðx; yÞ be the Green function associated to system (1). The following
estimates hold for every x; yAO:
(1) if 2m  n40; then
jGmðx; yÞj%dðxÞm
1
2
n
dðyÞm12 n min 1; dðxÞdðyÞjx  yj2
( )1
2
n
;
(2) if 2m  n ¼ 0; then
jGmðx; yÞj%log 1þ dðxÞdðyÞjx  yj2
 !m !
;
(3) if 2m  no0; then
jGmðx; yÞj%jx  yj2mn min 1; dðxÞdðyÞjx  yj2
( )m
:
Theorem 4. Let Kjðx; yÞ; for j ¼ 0;y; m  1; be the Poisson kernels associated to
system (1). The following estimate holds for every xAO and yA@O
jKjðx; yÞj% dðxÞ
m
jx  yjnjþm1: ð4Þ
Remark 5. If n  1ojpm  1 inequality (4) gives that on O @O
jKjðx; yÞj%dðxÞ1þjn:
Remark 6. The estimates in Theorems 3 and 4 in fact hold for ðDÞm replaced by
any uniformly elliptic operator of order 2m: Indeed, the main ingredients are the
Dirichlet boundary condition and the estimates of Krasovskiı˘. In the proof one has
to use the Dirichlet boundary condition both for the original and the adjoint
problem. Although the adjoint problem is different for general elliptic problems the
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Dirichlet boundary condition will remain. Notice that Krasovskiı˘’s derived the
estimates for the general case.
In [9] the estimates as in Theorem 3 are given for the case that O is a ball in Rn:
There the authors could use the explicit formula of Gm given by Boggio in [3]. For
balls the Green function associated to problem (1) is positive.
For general domains one cannot expect an explicit formula and instead we will
proceed by the estimates of Krasovskiı˘ for Gm and Kj given in [12]. For sufﬁciently
regular domains O (see Appendix B) he proves that the Green function and the
Poisson kernels exist and gives estimates for these functions.
Our aim will be to prove estimates from above of Gm and Kj depending on the
distance to the boundary. We will do so by estimating the jth derivative through an
integration of the ð j þ 1Þth derivative along a path to the boundary. The dependence
on the distance to the boundary dðxÞ will appear choosing a path which length is
proportional do dðxÞ: The path will be constructed explicitly in Lemma 7.
2. Estimates of the Green function
In this section we will prove Theorem 3. First, we derive an estimate of the jth
derivatives of Gm integrating an estimate of the ð j þ 1Þth derivative along an
appropriate path. We let the path ﬁnish at the boundary to beneﬁt from the
boundary condition. Moreover, we have to construct the path such that it stays away
from the singularity x ¼ y and such that it has a length of the same magnitude as
dðxÞ:
In the following lemma we state the existence of such a path.
Lemma 7. Let xAO and yA %O: There exists a curve gyx:½0; 1
- %O with gyxð0Þ ¼ x;
gyxð1ÞA@O and such that
(1) for every tA½0; 1
:jgyxðtÞ  yjX12jx  yj;
(2) lpð1þ pÞdðxÞ where l is the length of gyx:
Moreover, letting *gyx:½0; l
- %O be the parametrization by arclength of gyx; it holds that
(3) 1
5
spjx  *gyxðsÞjps for sA½0; l
:
Proof. A rough description on how to deﬁne such a path is as follows. One connects
x with a straight line to its nearest boundary point %x until the straight line possibly
gets too close to y: To avoid the neighborhood of y we take a circular route on @B
with B ¼ Bðy; 1
2
jx  yjÞ: In the case that %xAB one moves on @B to some other point
on @O: We will not give the details of the proof but refer to Fig. 1.
We proceed with the proof of Theorem 3 and start from the estimates in [12] of the
mth derivative of Gm: Integrating this function along the path gyx of Lemma 7 we ﬁnd
the estimates of the ðm  1Þth derivative of Gm in terms of the distance to the
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boundary. Next, starting from the new estimates one repeats the argument. Iterating
the procedure m times we ﬁnd the result as stated in Theorem 3. &
There are four cases. Each of the following lemmas will consider one of these
cases.
Lemma 8. Let n1; n2; kAN; kX2: If
jrxHðx; yÞj%jx  yjk min 1; dðxÞjx  yj
 n1
min 1;
dðyÞ
jx  yj
 n2
for x; yAO
and Hðx˜; yÞ ¼ 0 for every x˜A@O and yAO; then the following inequality holds:
jHðx; yÞj%jx  yjkþ1 min 1; dðxÞjx  yj
 n1þ1
min 1;
dðyÞ
jx  yj
 n2
for x; yAO:
Proof. Let x; yAO and let gyx the path from x to the boundary from Lemma 7. Let
x˜ :¼ gyxðlÞ: Since x˜A@O one has that
Hðx; yÞ ¼ Hðx˜; yÞ þ
Z
gyx
rzHðz; yÞ dz ¼
Z l
0
rxHð*gyxðsÞ; yÞtðsÞ ds ð5Þ
with tðsÞ the unit tangent vector: By the hypothesis and Lemma C.2 (i) we obtain
from (5) that
jHðx; yÞj%
Z l
0
j*gyxðsÞ  yjk min 1;
dð*gyxðsÞÞn1dðyÞn2
j*gyxðsÞ  yjn1þn2
 
ds
%
Z l
0
ðjx  yj þ sÞk min 1; dðxÞ
n1 dðyÞn2
ðjx  yj þ sÞn1þn2
 
ds
% jx  yjkþ1
Z l
jxyj
0
ð1þ tÞk min 1; dðxÞ
n1dðyÞn2
jx  yjn1þn2ð1þ tÞn1þn2
 
dt: ð6Þ
Here, we used Lemma 7 and that dð*gyxðsÞÞ%dðxÞ: It is convenient to separate the
following two cases:
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Case 1: dðxÞjxyjo1: Then min 1;
dðxÞn1dðyÞn2
jxyjn1þn2 ð1þtÞn1þn2
n o
¼ dðxÞn1dðyÞn2jxyjn1þn2 ð1þtÞn1þn2 and one ﬁnds by
Lemma C.1 that
jHðx; yÞj% dðxÞ
n1dðyÞn2
jx  yjkþn1þn21
Z l
jxyj
0
1
ð1þ tÞkþn1þn2
dt
%
dðxÞn1þ1dðyÞn2
jx  yjn1þn2þk
%jx  yjkþ1 min 1; dðxÞ
n1þ1
jx  yjn1þ1
dðyÞn2
jx  yjn2
( )
: ð7Þ
Case 2:
dðxÞ
jxyjX1: Since kX2 we get again by Lemma C.1 that
jHðx; yÞj% jx  yjkþ1
Z l
jxyj
0
ð1þ tÞk dt%jx  yjkþ1
% jx  yjkþ1 min 1; dðxÞ
n1þ1
jx  yjn1þ1
dðyÞn2
jx  yjn2
( )
: & ð8Þ
Lemma 9. Let n1; n2AN: If
jrxHðx; yÞj%jx  yj1 min 1; dðxÞjx  yj
 n1
min 1;
dðyÞ
jx  yj
 n2
for x; yAO
and Hðx˜; yÞ ¼ 0 for every x˜A@O and yAO; then the following inequality holds:
jHðx; yÞj%log 2þ dðxÞdðyÞjx  yj2
 !
min 1;
dðxÞ
jx  yj
 n1þ1
min 1;
dðyÞ
jx  yj
 n2
;
for x; yAO:
Proof. Similarly as in (6) we ﬁnd that
jHðx; yÞj%
Z l
jxyj
0
ð1þ tÞ1 min 1; dðxÞ
n1dðyÞn2
jx  yjn1þn2ð1þ tÞn1þn2
 
dt:
Again we will separate the two cases.
Case 1:
dðxÞ
jxyjo1: As in (7) we obtain
jHðx; yÞj% dðxÞ
n1þ1
jx  yjn1þ1
dðyÞn2
jx  yjn2
% log 2þ dðxÞjx  yj
 
min 1;
dðxÞn1þ1
jx  yjn1þ1
dðyÞn2
jx  yjn2
( )
:
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Case 2: dðxÞjxyjX1: As in (8) we get by using Lemma C.2 (ii) that
jHðx; yÞj%
Z l
jxyj
0
ð1þ tÞ1 dt
% log 1þ ð1þ pÞdðxÞjx  yj
 
B log 2þ dðxÞjx  yj
 
min 1;
dðxÞn1þ1
jx  yjn1þ1
dðyÞn2
jx  yjn2
( )
: &
The claim follows using Lemma C.2 (iii).
Lemma 10. Let n1; n2AN: If
jrxHðx; yÞj%min 1; dðxÞjx  yj
 n1
min 1;
dðyÞ
jx  yj
 n2
log 2þ dðxÞdðyÞjx  yj2
 !
;
for x; yAO; and Hðx˜; yÞ ¼ 0 for every x˜A@O and yAO; then the following inequality
holds:
jHðx; yÞj%dðxÞmin 1; dðxÞjx  yj
 n1
min 1;
dðyÞ
jx  yj
 n2
for x; yAO:
Proof. Proceeding as before and using Lemma C.2 (iii) one obtains that
jHðx; yÞj%
Z l
0
log 2þ dð*g
y
xðsÞÞdðyÞ
j*gyxðsÞ  yj2
 !
min 1;
dð*gyxðsÞÞn1dðyÞn2
j*gyxðsÞ  yjn1þn2
 
ds
% jx  yj
Z l
jxyj
0
log 2þ dðxÞjx  yjð1þ tÞ
 
min 1; dðxÞ
n1dðyÞn2
jx  yjn1þn2ð1þ tÞn1þn2
 
dt: ð9Þ
Case 1:
dðxÞ
jxyjo1: From Lemma C.1 it follows that
jHðx; yÞj% dðxÞ
n1dðyÞn2
jx  yjn1þn21
Z l
jxyj
0
1
ð1þ tÞn1þn2 dt
%
dðxÞn1dðyÞn2
jx  yjn1þn21
dðxÞ
jx  yjBdðxÞmin 1;
dðxÞn1dðyÞn2
jx  yjn1þn2
 
:
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Case 2: dðxÞjxyjX1: We ﬁrst observe that
6dðxÞ
jxyjð1þtÞ41: Indeed since tp
ð1þpÞdðxÞ
jxyj we have
that
6dðxÞ
jx  yjð1þ tÞX
6dðxÞ
jx  yj þ ð1þ pÞdðxÞX
6
2þ p41:
Hence from (9) applying Lemma C.1 we obtain
jHðx; yÞj% jx  yj
Z l
jxyj
0
log 6
dðxÞ
jx  yjð1þ tÞ
 
dt
B jx  yj 1þ ljx  yj
 
log
6dðxÞ
jx  yjð1þ ljxyjÞ
 ! 
log 6dðxÞjx  yj
 
þ ljx  yj

% jx  yj 1þ ð1þ pÞdðxÞjx  yj
 
log
6
dðxÞ
jxyj
ð1þpÞdðxÞ
jxyj þ 1
0
@
1
A
þ dðxÞ jx  yj
dðxÞ log
jx  yj
6dðxÞ
 
þ 1þ p
 
B dðxÞBdðxÞmin 1; dðxÞ
n1dðyÞn2
jx  yjn1þn2
 
: &
Lemma 11. Let n1; n2; a1; a2AN: If
jrxHðx; yÞj%dðxÞa1dðyÞa2 min 1; dðxÞjx  yj
 n1
min 1;
dðyÞ
jx  yj
 n2
;
for x; yAO; and Hðx˜; yÞ ¼ 0 for every x˜A@O and yAO; then the following inequality
holds:
jHðx; yÞj%dðxÞa1þ1dðyÞa2 min 1; dðxÞjx  yj
 n1
min 1;
dðyÞ
jx  yj
 n2
for x; yAO:
Proof. Proceeding as before, one obtains that
jHðx; yÞj%
Z l
0
dð*gyxðsÞÞa1dðyÞa2 min 1;
dð*gyxðsÞÞn1dðyÞn2
j*gyxðsÞ  yjn1þn2
 
ds
% jx  yjdðxÞa1dðyÞa2
Z l
jxyj
0
min 1;
dðxÞn1dðyÞn2
jx  yjn1þn2ð1þ tÞn1þn2
 
dt:
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Again we will separate the two cases.
Case 1: dðxÞjxyjo1: As before it follows that
jHðx; yÞj% dðxÞ
n1þa1dðyÞn2þa2
jx  yjn1þn21
Z l
jxyj
0
1
ð1þ tÞn1þn2 dt
% dðxÞ dðxÞ
n1þa1dðyÞn2þa2
jx  yjn1þn2 BdðxÞ
a1þ1dðyÞa2 min 1; dðxÞ
n1dðyÞn2
jx  yjn1þn2
 
:
Case 2: dðxÞjxyjX1: We obtain
jHðx; yÞj% jx  yjdðxÞa1dðyÞa2
Z l
jxyj
0
1 dt
B dðxÞa1þ1dðyÞa2BdðxÞa1þ1dðyÞa2 min 1; dðxÞ
n1dðyÞn2
jx  yjn1þn2
 
: &
The four lemmas above allow us to prove the following theorem of which
Theorem 3 is a special case.
Theorem 12. Let Gmðx; yÞ be the Green function associated to system (1). Let kANn:
The following estimates hold for every x; yAO:
(1) For jkjXm:
(a) if 2m  n  jkjo0; then
jDkxGmðx; yÞj%jx  yj2mnjkj min 1;
dðyÞ
jx  yj
 m
;
(b) if 2m  n  jkj ¼ 0; then
jDkxGmðx; yÞj% log 1þ
dðyÞm
jx  yjm
 
B log 2þ dðyÞjx  yj
 
min 1;
dðyÞ
jx  yj
 m
;
(c) if 2m  n  jkj40; then
jDkxGmðx; yÞj%dðyÞ2mnjkj min 1;
dðyÞ
jx  yj
 nþjkjm
;
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(2) For jkjom:
(a) if 2m  n  jkjo0; then
jDkxGmðx; yÞj%jx  yj2mnjkj min 1;
dðxÞ
jx  yj
 mjkj
min 1;
dðyÞ
jx  yj
 m
;
(b) if 2m  n  jkj ¼ 0; then
jDkxGmðx; yÞj% log 1þ
dðyÞmdðxÞmjkj
jx  yj2mjkj
 !
B log 2þ dðyÞjx  yj
 
min 1;
dðyÞ
jx  yj
 m
min 1;
dðxÞ
jx  yj
 mjkj
;
(c) if 2m  n  jkj40; and moreover
(i) m  1
2
npjkj; then
jDkxGmðx; yÞj% dðyÞ2mnjkj min 1;
dðxÞ
jx  yj
 mjkj
min 1; dðyÞjx  yj
 nmþjkj
;
(ii) jkjom  1
2
n; then
jDkxGmðx; yÞj%dðyÞm
n
2dðxÞmn2jkj min 1; dðxÞdðyÞjx  yj2
( )n
2
:
Proof. Let x; yAO: We will start from the estimates of Krasovskiı˘ for the higher
order derivatives of Gm which are stated in Theorem B.2. The estimates for the lower
order derivatives of Gm will be obtained by integrating the higher order estimates
along the path gyx from Lemma 7. Each of the four lemmas above corresponds to one
such integration step. Indeed, with a; bANn and x˜A@O the end point of gyx; we ﬁnd
DaxD
b
yGmðx; yÞ ¼ DaxDbyGmðx˜; yÞ þ
Z
gyx
rzDazDbyGmðz; yÞ dz: ð10Þ
If jajpm  1 then the ﬁrst term on the right-hand side of (10) equals 0 and we get
jDaxDbyGmðx; yÞjp
Z l
0
jrxDaxDbyGmð*gyxðsÞ; yÞj ds: ð11Þ
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If jbjpm  1; then similarly by integrating with respect to y we ﬁnd
jDaxDbyGmðx; yÞjp
Z l
0
jryDbyDaxGmðx; *gxyðsÞÞj ds: ð12Þ
The explicit estimate coming out of one of such steps depends on which of the four
lemmas above we have to use. We take Hðx; yÞ ¼ DaxDbyGmðx; yÞ and depending on
jkj ¼ r we have to make an appropriate choice for a and b:
We distinguish the cases as in the statement of the theorem.
Case 1: rXm: Let bANn with jbj ¼ m  1: Then proceeding from (12) with k ¼ a
and using the estimate in Theorem B.2, namely jDaxDbyGmðx; yÞjpjx  yjmnr; three
different cases have to be considered.
Case 1(a): 2m  n  ro0: The claim follows applying m times Lemma 8.
Case 1(b): 2m  n  r ¼ 0: One gets the estimates by using Lemma 8 m  1 times
and Lemma 9 once.
Case 1(c): 2m  n  r40: By ﬁrst applying Lemma 8 n þ r  m  1 times and then
Lemma 9 once we ﬁnd
jD *byDkxGmðx; yÞj%log 1þ
dðyÞnþrm
jx  yjnþrm
 
with *bANn; *bpb and j *bj ¼ 2m  n  r: Next, one uses Lemma 10 once and Lemma
11 2m  n  r  1 times.
Case 2: rom: Let a; bANn with jaj ¼ m  r and jbj ¼ m: One starts from the
Krasovskiı˘ estimates for jDbyDaxDkxGmðx; yÞj and then integrates m times with respect
of y and m  r times with respect to x:
Case 2(a): 2m  n  ro0: The claim follows by applying Lemma 8 ﬁrst m times
with respect to y and then m  r times with respect to x:
Case 2(b): 2m  n  r ¼ 0: One proves the estimates by using Lemma 8 m times
with respect to y; m  r  1 times with respect to x and then Lemma 9 once with
respect to x:
Case 2(c): 2m  n  r40: One has to separate the cases m  rpn  1 and m 
r4n  1:
Case m  rpn  1: Applying Lemma 8 n  1 times and Lemma 9 once
e get
jD *byDkxGmðx; yÞj%log 1þ
dðxÞmrdðyÞnmþr
jx  yjn
 
with *bANn; *bpb with j *bj ¼ 2m  n  r: Then using Lemma 10 once and Lemma 11
2m  n  r  1 times we obtain
jDkxGmðx; yÞj%dðyÞ2mnr min 1;
dðxÞ
jx  yj
 mr
min 1;
dðyÞ
jx  yj
 nmþr
: ð13Þ
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The claim follows from (13) when m  12 npr: Otherwise, when rom  12 n we
rewrite (13) as
jDkxGmðx; yÞj% dðyÞ2mnr
dðyÞ
dðxÞ
 n
2
mþr
min 1;
dðxÞdðyÞ
jx  yj2
( )n
2
B dðyÞmn2dðxÞmn2r min 1; dðxÞdðyÞjx  yj2
( )n
2
:
Here, we use Lemma C.2 (iii).
Case m  r4n  1: Let *aANn; *apa with j*aj ¼ m  n  r: Using Lemma 8 n  1
times and 9 once we get
jDbyD*axDkxGmðx; yÞj%log 1þ
dðxÞn
jx  yjn
 
:
Then, applying Lemma 11 m times with respect to y and m  r  n times with respect
to x; one obtains
jDkxGmðx; yÞj% dðyÞmdðxÞmrn min 1;
dðxÞ
jx  yj
 n
B dðyÞm12 ndðxÞmrn2 min 1; dðxÞdðyÞjx  yj2
( )n
2
;
using again Lemma C.2 (iii). Observe that m  r4n  1 implies rom  1
2
n
for nX2: &
3. Estimates of the Poisson kernels
In this section we prove Theorem 4. The method is similar to the one used for
Theorem 3. A difference is that in this case there is no symmetry between x and y:
We proceed with the proof of Theorem 4. The lemma that corresponds to one
integration step is as follows.
Lemma 13. Let n1; kAN with kX2: If
jrxHðx; yÞj%jx  yjkdðxÞn1 for xAO; yA@O
and Hðx˜; yÞ ¼ 0 for every x˜A@O with x˜ay; then the following inequality holds:
jHðx; yÞj%jx  yjk dðxÞn1þ1 for xAO; yA@O:
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Proof. Let xAO and yA@O: Let gyx the path from x to the boundary from Lemma 7
and let x˜ :¼ gyxð1Þ: Since x˜A@O and x˜ay it holds that
Hðx; yÞ ¼ Hðx˜; yÞ þ
Z
gyx
rzHðz; yÞ dz:
By the hypothesis we get that
jHðx; yÞj%
Z l
0
jrxHð*gyxðsÞ; yÞj ds%
Z l
0
j*gyxðsÞ  yjkdð*gyxðsÞÞn1 ds:
Since dð*gyxðsÞÞ%dðxÞ; from Lemma 7 it follows that
jHðx; yÞj% dðxÞn1
Z l
0
ðjx  yj þ sÞk ds
% dðxÞn1 jx  yjkþ1
Z l
jxyj
0
ð1þ tÞk dt%dðxÞ
n1þ1
jx  yjk
: &
The lemma above allows us to prove the following theorem of which Theorem 4 is
a special case.
Theorem 14. Let Kjðx; yÞ; for j ¼ 0;y; m  1; be the Poisson kernels associated to
system (1). Let aANn with jajpm  1: The following estimate holds for xAO; yA@O
jDaxKjðx; yÞj%
dðxÞmjaj
jx  yjnjþm1:
Remark 15. The estimates of DaxKjðx; yÞ for jajXm can be found in the paper of
Krasovskiı˘ [12]: for xAO and yA@O
jDaxKjðx; yÞj%jx  yjnþjjajþ1:
Proof. Let xAO; yA@O; jAf0;y; m  1g and aANn with jajpm  1: We will start
from the estimates of Krasovskiı˘ for the derivative of order m of Kj which are stated
in Theorem B.2. The estimates for the lower order derivatives of Kj will be obtained
by integrating the higher order estimates along the path gyx from Lemma 7. Indeed,
with bANn; bXa and jbj ¼ m  1 we ﬁnd
DbxKjðx; yÞ ¼ DbxKjðgyxð1Þ; yÞ þ
Z
gyx
rzDbz Kjðz; yÞ dz ¼
Z
gyx
rzDbz Kjðz; yÞ dz:
Applying Lemma 8 with Hðx; yÞ ¼ DbxKjðx; yÞ we get
jDbxKjðx; yÞj%jx  yj jnþ1m dðxÞ: &
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The claim follows iterating the procedure m  jaj  1 times.
4. Estimates for the solution with zero boundary conditions
In this section we will derive regularity estimates for
ðDÞmu ¼ f in O;
@
@n
 k
u ¼ 0 on @O with 0pkpm  1;
8><
>: ð14Þ
where OCRn is bounded and has the boundary regularity as before. First, we recall
an estimate involving the Riesz potential (see [8]). Deﬁning KgðxÞ ¼ jxjg and
ðKg  f ÞðxÞ :¼
Z
O
jx  yjgf ðyÞ dy;
one has
Lemma 16. Let OCRn be bounded, gon and 1pppqpN: If g
n
o1
r
¼ 1þ 1
q
 1
p
then
there is Cngr;O40 such that for all fALpðOÞ:
jjKg  f jjLqðOÞpCngr;Ojj f jjLpðOÞ: ð15Þ
Proof. This proof is standard, let us recall it for easy reference. Let
g
n
o1
r
¼ 1þ 1
q
 1
p
¼ 1 d:
Denote sn the surface area of the unit ball in Rn: For 1oppqoN one ﬁnds by
Ho¨lder, setting cngr;O ¼ 1ngr snðdiamOÞngr;
ðKg  f ÞðxÞ ¼
Z
O
1
jx  yjg
r
q
j f ðyÞj
p
q
1
jx  yjgð
p1
p
Þr
j f ðyÞjpd dy
p
Z
O
1
jx  yjgrj f ðyÞj
p
dy
 1
q
Z
O
1
jx  yjgr dy
 p1
p
Z
O
j f ðyÞjp dy
 d
p ðcngr;OÞ
p1
p
Z
O
1
jx  yjgrj f ðyÞj
p
dy
 1
q
Z
O
j f ðyÞjp dy
 d
:
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Hence, with a change in the order of integration,
Z
O
jðKg  f ÞðxÞjq dxpðcngr;OÞ
p1
p
qþ1
Z
O
j f ðyÞjp dy
 1þdq
implying (15) since ðcngr;OÞ1
1
p
þ1
qpCngr;O :¼ cngr;O þ 1:
For p ¼ 1 one may skip the middle term in the Ho¨lder estimate; for q ¼N the
ﬁrst term. &
As a consequence of the pointwise estimates and using the lemma above, we next
state the optimal Lp-Lq-regularity results mentioned before. Let us recall that dðÞ is
the distance function deﬁned in (3).
Proposition 17. Let uAC2mð %OÞ and fACð %OÞ satisfy (14).
* If 2m4n; then there exists C1O;m40 such that for all yA½0; 1

jjdðÞmþynujjLNðOÞpC1O;mjjdðÞmð1yÞnf jjL1ðOÞ: ð16Þ
* Let 1pppqpN: If 1
p
 1
q
ominf2m
n
; 1g; then taking
aA
1
p
 1
q
;min 1;
2m
n
  
there exists C2O;m;a40 such that for all yA½0; 1

jjdðÞmþynaujjLqðOÞpC2O;m;ajjdðÞmð1yÞnaf jjLpðOÞ: ð17Þ
Remark 18. Notice that the shift in the exponent of dðÞ between the right- and the
left-hand side of (17) is 2m  na: Hence the shift increases when a goes to 1
p
 1
q
:
Remark 19. The conditions uAC2mð %OÞ and fACð %OÞ may be considerable relaxed for
each of the estimates by using a density argument.
Remark 20. The estimate in (16) is sharp and does not seem to follow through
imbedding results. The estimates in (17) do need an application of Ho¨lder’s
inequality. As a consequence the condition 1
p
 1
q
ominf2m
n
; 1g appears with a strict
inequality. Such estimates will also follow through regularity results in Lp; Poincare´
estimates, Sobolev imbeddings and dual Sobolev imbeddings. See [4].
Remark 21. In a similar way one may also derive estimates for combinations of
boundary behavior and derivatives. For example if n ¼ m ¼ 2 one ﬁnds with
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yA½0; 1
:
jjdðÞ1þ2yDxujjLNðOÞpC3O;mjjdðÞ2yf jjL1ðOÞ:
Remark 22. Fila et al. in [7, Proposition 2.2] obtained for the case m ¼ 1; the
following estimate. Assume that 1pppqpN satisfy 1
p
 1
q
o 2
nþ1; then any uAW
1;2
0 ðOÞ
with dðÞ
1
pDuALpðOÞ satisﬁes
jjdðÞ
1
qujjLqðOÞpC4OjjdðÞ
1
pDujjLpðOÞ:
This is a special case of (17). The proof in [7] uses heat kernel estimates.
Proof. In order to consider all the possible splitting between the boundary behavior
and the internal regularity we use Lemma C.2 (v) to ﬁnd for all bA½0; 1
 and
sA½1; 1
 that
min 1;
dðxÞdðyÞ
jx  yj2
( )
%
dðxÞdðyÞ
jx  yj2
 !1b
dðxÞ
dðyÞ
 bs
:
Hence, for 2m  n40; we may use Theorem 3.1 to obtain that there exists CO;m40
such that for sA½1; 1
;
Gmðx; yÞpCO;mdðxÞm
1
2
na
dðyÞm12 na 1
jx  yjnð1aÞ
dðyÞ
dðxÞ
 1
2 nas
pCO;mdðxÞm
1
2
nað1þsÞ
dðyÞm12 nað1sÞ 1
jx  yjnð1aÞ
for all x; yAO: ð18Þ
For 2m  no0 and since n
2m
aA½0; 1
 we ﬁnd with sA½1; 1

Gmðx; yÞpCO;mjx  yj2mn dðxÞdðyÞjx  yj2
 !mð1 n
2m
aÞ
dðyÞ
dðxÞ
 m n
2m
as
pCO;mdðxÞm
1
2
nað1þsÞ
dðyÞm12 nað1sÞ 1
jx  yjnð1aÞ
for all x; yAO: ð19Þ
So we may use Lemma 16 and
dðxÞmþ12 nað1þsÞjuðxÞjpCO;m
Z
O
1
jx  yjnð1aÞ
dðyÞm12 nað1sÞj f ðyÞj dy;
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to ﬁnd, since aAð1
p
 1
q
;minf1; 2m
n
g
; that
jjdmþ12 nað1þsÞujjLqðOÞpcjjdm
1
2
nað1sÞf jjLpðOÞ:
So with y ¼ 1
2
ð1þ sÞ we obtain the estimate in (16).
In the case that 2m  n ¼ 0 we may proceed as for (19) except for a logarithmic
term. This term can be taken care of through
log 2þ dðxÞjx  yj
 
pCO;e
1
jx  yje;
where we take e ¼ 1
2
nða 1
p
þ 1
q
Þ: &
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Appendix A. Green function and Poisson kernels
In this section, we recall some of the well-known properties of the Green function
and the Poisson kernels.
A.1. The Green function for (1)
This function Gm :O O-R is such that for every yAO the mapping x/Gðx; yÞ
satisﬁes (in the sense of distribution)
ðDÞmGmð; yÞ ¼ dyðÞ in O;
@
@n
  j
Gmð; yÞ ¼ 0 on @O; j ¼ 0;y; m  1:
8><
>: ðA:1Þ
Since ðDÞm is self-adjoint on W 2m;2ðOÞ-W m;20 ðOÞCL2ðOÞ; the Green function is
symmetric. Observe that for yAO identity (A.1) gives for jsjpm  1
DsxGðx; yÞ ¼ 0 for xA@O: ðA:2Þ
In fact, taking j ¼ 0 in (A.1) one ﬁnds that x/Gmðx; yÞ for yAO is zero at the
boundary. Hence the tangential derivatives of x/Gmðx; yÞ of any order, for yAO;
are identically zero on @O: Since the normal derivatives up to order m  1 are zero at
the boundary, (A.2) follows.
The function Gm has a singular behavior on DO :¼ fðx; xÞ : xA %Og: Assuming that
@O is CN one ﬁnds that Gm belongs to CNðð %O %OÞ\DOÞ:
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A.2. The Poisson kernels for (1)
For j ¼ 0;y; m  1; and yA@O the functions x/Kjðx; yÞ satisfy (in the sense of
distribution)
ðDÞmKjð; yÞ ¼ 0 in O;
@
@n
 k
Kjð; yÞ ¼ 0 on @O for kaj; 0pkpm  1;
@
@n
  j
Kjð; yÞ ¼ dy;@OðÞ on @O;
8>>>><
>>>:
ðA:3Þ
where dy;@O is the delta-function deﬁned on @O (that is, the delta-function on an
ðn  1Þ-dimensional manifold). Moreover, the kernels satisfy for jsjpm  1 and j ¼
0;y; m  1
DsxKjðx; yÞ ¼ 0 for x; yA@O; xay: ðA:4Þ
In fact, the mappings x/Kjðx; yÞ on %O\fyg with j ¼ 0;y; m  1 are zero on
@O\fyg: Hence, the tangential derivatives of any order are zero on @O\fyg: Since
(A.3) implies that the normal derivatives up to order m  1 are zero, we ﬁnd (A.4).
By an integration by part and by using the explicit order of the singularities of the
Green function (for instance from the result of Krasovskiı˘ in [12]), one can explicitly
write the relation between the Poisson kernels and the Green function. Namely for
jAf0;y; m  1g and y in @O the following relation holds in O
Kjðx; yÞ ¼
@
@ny
ðDyÞmð
j
2
þ1Þ
Gðx; yÞ for j even;
ðDyÞm
jþ1
2 Gðx; yÞ for j odd;
8><
>:
where ny denotes the external normal to @O in y:
The kernels Kj have a singular behavior on D@O ¼ fðx; xÞ : xA@Og: Assuming that
@O is CN one ﬁnds that Kj belong to CNðð %O %OÞ\D@OÞ:
Appendix B. The estimates of Krasovskiı˘
We will recall the theorem in [12] which gives the estimates of the Green function
and the Poisson kernels. We ﬁrst recall the main assumption.
Consider the boundary-value problem
Lu ¼ j0 in O;
Bju ¼ cj on @O for j ¼ 0;y; m  1:
(
ðB:1Þ
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The following hypothesis are assumed.
(1) The operator
L :¼
X
jbjp2m
abðxÞDb;
is uniformly elliptic (see the condition for L on p. 663 of [1]).
(2) The boundary operators
Bj ¼
X
jbjpmj
bjbðxÞDb for j ¼ 0;y; m  1;
satisfy the complementing condition relative to L (see the complementing
condition on p. 663 of [1]).
(3) Let l14maxjð2m  mjÞ and l0 ¼ maxjð2m  mjÞ: The coefﬁcients ab belong to
Cl1þ1ð %OÞ and bjb belong to Cl1þ1ð@OÞ;
(4) The boundary @O is Cl1þ2mþ1:
Theorem B.1. Let the condition above be satisfied and let l1 be such that l142ðl0 þ 1Þ
for n ¼ 2 and l1432 l0 for nX3: If problem (B.1) is uniquely solvable then the Green
function Gm and the Poisson kernels Kj; with j ¼ 0;y; m  1; for (B.1) exist.
Theorem B.2. Assume that the conditions of Theorem B.1 are satisfied. Moreover let
a; b; gANn with jajp2m þ l1  l0; jbjpl1 and jgjpl1  2m þ mj þ 1:
Then wherever they are defined, the derivatives of the Green function Gm satisfy:
(1) if jaj þ jbjo2m  n then
jDaxDbyGmðx; yÞj%1;
(2) if jaj þ jbj ¼ 2m  n then
jDaxDbyGmðx; yÞj% log
2 diamO
jx  yj
 
;
(3) if jaj þ jbj42m  n then
jDaxDbyGmðx; yÞj%jx  yj2mnjajjbj
and the derivatives of Kj satisfy
(1) if jaj þ jgjomj  n þ 1 then
jDaxDgyKjðx; yÞj%1;
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(2) if jaj þ jgj ¼ mj  n þ 1 then
jDaxDgyKjðx; yÞj% log
2 diamO
jx  yj
 
;
(3) if jaj þ jgj4mj  n þ 1 then
jDaxDgyKjðx; yÞj%jx  yjmjnþ1jajjgj:
Here diamO denotes the diameter of O:
Remark B.3. In case of Dirichlet boundary conditions, hence l0 ¼ 2m; the conditions
on l1 are:
for nX3 : l143m;
for n ¼ 2 : l144m þ 2:
Hence one needs @OAC6mþ4 for n ¼ 2 and @OAC5mþ2 for nX3:
Appendix C. Some technical lemmas
The following lemmas can be found in [9]. For the sake of convenience we recall
these.
Lemma C.1. If jx  yjp1
2
maxfdðxÞ; dðyÞg then it holds
1
2
dðxÞpdðyÞp2dðxÞ and 1pdðxÞdðyÞjx  yj2 :
Otherwise if jx  yjX1
2
maxfdðxÞ; dðyÞg then it holds
dðxÞ
jx  yjp2;
dðyÞ
jx  yjp2 and
dðxÞdðyÞ
jx  yj2 p4:
Lemma C.2. Let p; qX0: The following relations hold on O O:
(i) minf1; dðxÞpdðyÞqjxyjpþq gBminf1;
dðxÞp
jxyjpgminf1; dðyÞ
q
jxyjqg;
(ii) logð1þ dðxÞpdðyÞqjxyjpþq ÞBlogð2þ
dðxÞ
jxyjÞminf1; dðxÞ
pdðyÞq
jxyjpþq g;
(iii) logð2þ dðxÞjxyjÞBlogð2þ dðxÞdðyÞjxyj2 Þ;
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(iv) minf1; dðxÞpdðyÞqjxyjpþq gBð
dðyÞ
dðxÞÞ
1
2
ðqpÞ minf1; dðxÞ
1
2ðpþqÞdðyÞ
1
2ðpþqÞ
jxyjpþq g;
(v) minf1; dðxÞdðyÞjxyj2 gBminf
dðyÞ
dðxÞ;
dðxÞ
dðyÞ;
dðxÞdðyÞ
jxyj2 g:
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