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Abstract
We consider the simplest example of a nonstationary quantum system which is quantum
mechanical oscillator with varying frequency and λφ4 self-interaction. We calculate loop
corrections to the Keldysh, retarded/advanced propagators and vertices using Schwinger–
Keldysh diagrammatic technique and show that there is no physical secular growth of the
loop corrections in the cases of constant and adiabatically varying frequency. This fact
corresponds to the well-known adiabatic theorem in quantum mechanics. However, in the
case of non-adiabatically varying frequency we obtain strong IR corrections to the Keldysh
propagator which come from the ‘sunset’ diagrams, grow with time indefinetely and indicate
energy pumping into the system. It reveals itself via the change in time of the level population
and of the anomalous quantum average.
1 Introduction
In high-energy particle physics one usually considers closed systems, i.e. systems parameters of
which do not depend on external fields. Particularly, it is strongly believed that slowly varying
external field cannot bring energy into system and change its parameters, so one can consider such
a system as closed and use semi-classical approximation. However, sometimes this approximation
breaks down. For example, many works on the Hawking radiation are based on semi-classical
approximation [1, 2], but some recent papers show that non-stationarity of the background gravi-
tational field leads to the secular growth of loop corrections to the correlation functions and suggest
the breakdown of the perturbation theory [3]. The goal of this paper is to show exactly under
what circumstances semi-classical (tree-level) approximation breaks down.
In non-stationary cases one has to use non-equilibrium Green’s function approach which is
also known as non-equilibrium diagrammatic technique or closed-time path or in-in formalism.
This approach was initiated by Julian Schwinger [4] and further developed by L. V. Keldysh [5].
Schwinger–Keldysh approach has many applications in condensed matter physics [6–15], cosmol-
ogy [16–26], ultra relativistic heavy ion collisions [27–31], non-stationary phenomena in the strong
background field [32–35] and so on.
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Here we consider the simplest example of such a system which is non-linear quantum mechan-
ical oscillator with varying frequency and λφ4 interaction. Since many systems (e.g. phononic
systems at the ballistic level) can be thought of as coupled oscillators, and an infinite number
of harmonic oscillators make up a free quantum field, this problem is fundamental to the non-
equilibrium Green’s function approach. On the one hand, we show here that in non-adiabatically
varying frequency case level population and anomalous quantum average of the system receive large
corrections, which emphasizes that adiabaticity of the change in parameters plays an important
role even in such a simple system. On the other hand, we also show that the case of adiabatically
varying frequency is literally indistinguishable from the case of constant frequency, i.e. stationary
case. This fact corresponds to the well-known adiabatic theorem in quantum mechanics [36, 37].
It is worth stressing here that in quantum mechanics one usually considers measurements, i.e.
opens up the system by an external device and measures the collapsed state. In other words, one
considers the wave function of the system and calculates the probabilities of transition between
its eigen-states [38–40]. However, here we restrict ourselves to a quasi-closed quantum mechanical
system, i.e. we study the evolution of the self-interacting quantum field in the absence of inter-
actions with the outer world apart from those indirect interactions which change the frequency.
I.e. here we consider quantum mechanics as a simplest example for quantum field theory. Note,
however, that in low dimensions those IR phenomena that we consider in this paper are frequently
stronger than in higher dimensions.
We develop a diagrammatic technique to calculate the loop corrections to the so-called Keldysh,
retarded and advanced propagators similarly to the quantum field theory case and check the results
with direct calculations using the decomposition of the evolution operator. Surprisingly, at first
glance, corrections to the Keldysh propagator do grow with time even in the cases of adiabatically
varying and constant frequency. At the same time, this propagator is related to the level population
and anomalous quantum average [8], so one should expect that it will not receive large corrections
in these cases due to the adiabatic theorem. Indeed, we show that the growth can be removed by
a modification of the vacuum state which restores the vacuum state of the free Hamiltonian on the
past and future infinities. We stress that there is no such a growth in quantum field theory, i.e. it
is peculiar to quantum mechanics.
Nevertheless, in the case of non-adiabatically varying frequency the growth is more fundamen-
tal. Despite the fact that one can hide ‘tadpole’ diagrams into a renormalization of the frequency
and remove the growth in the first order in λ, ‘sunset’ diagrams do grow with time anyway. More-
over, they behave as ∼ (λT )2 as the average time of the two-point function T → ∞, i.e. the IR
divergence is stronger than in quantum field theory of higher dimensions which is ∼ λ2T . This
is a common property of QFTs of low dimensions [41, 42]. Finally, we stess that one should have
expected such a growth in this case because the non-adiabaticity of the time dependence of the
frequency brings energy into the system.
It is worth stressing that there are differences between quantum mechanics and quantum field
theory. Namely, usually one uses Wick’s theorem to build a diagrammatic technique and calculate
corrections to the correlation functions in an arbitrary state [43–45] and then deduces the kinetic
equation using this technique [6, 9, 10, 17–20]. At the same time, in quantum mechanics Wick’s
theorem works only for the vacuum and thermal states due to the absence of the spatial volume [46–
49]. This means that we cannot sum up the leading contribution in all loops, derive the kinetic
equation and find the correct time evolution of the level population using the standard techniques.
This paper is organized as follows. In Section 2 we consider the oscillator with constant
frequency and adiabatically turning λφ4 interaction, discuss the physical origin of the secular
growth and differences from quantum field theory. In Section 3 we turn to the non-stationary case
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and consider adiabatically and non-adiabatically varying frequency cases separately. In Section 4
we introduce the diagrammatic technique, show that it gives correct results in the first lower loop-
corrections, calculate corrections to the vertices and discuss a renormalization of the frequency.
Finally, we conclude in Section 5.
2 Constant frequency case
2.1 Setup of the problem
To set up the notations we start our considerations with the nonlinear λφ4 oscillator with constant
frequency [6, 7]:
S =
∫
dt
[1
2
φ˙2(t)− ω
2
2
φ2(t)− λ
4
φ4(t)
]
. (1)
The Lagrangian and the Hamiltonian of the theory are:
L =
1
2
φ˙2 − ω
2
2
φ2 − λ
4
φ4 and H =
1
2
φ˙2 +
ω2
2
φ2 +
λ
4
φ4. (2)
Introducing ladder operators a and a+ and representing the real field φ(t) as
φ(t) =
1√
2ω
[
aeiωt + a+e−iωt
]
= af(t) + a+f ∗(t), (3)
we obtain that the free Hamiltonian has the standard form:
H0(t) =
1
2
φ˙2 +
ω2
2
φ2 = ω
(
a+a+
1
2
)
. (4)
Here for short we have introduced the following notation:
f(t) =
1√
2ω
eiωt. (5)
Hence, the free theory evolution operator is:
U0(t2, t1) = T exp
[
− i
∫ t2
t1
dτH0(τ)
]
= exp
[
− i(t2 − t1)H0
]
. (6)
Self-interaction operator in the interaction picture:
V (t) = U+0 (t, t0)
(λ
4
φ4
)
U0(t, t0) =
λ
4
(
U+0 (t, t0)φU0(t, t0)
)4
=
λ
4
φ4(t) =
=
λ
4
(
a4f 4(t) + (a+)4f ∗4(t) + 2Bf 2(t)|f(t)|2 + 2B+f ∗2(t)|f(t)|2 + 3A|f(t)|4
)
. (7)
Here t0 is the time after which the self-interaction λφ
4 is adiabatically turned on. It is worth
stressing here that in the case of constant frequency all the calculated quantities depend on the
difference t − t0 instead of t and t0 separately due to the translational invariance of the action.
Hence, we set t0 = 0 in this section without loss of generality. Also we introduce for convenience
the following notations:
A = aa+aa+ + a+aa+a, B = a3a+ + a+a3. (8)
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These operators have the following properties:
A|n〉 = (2n2 + 2n+ 1)|n〉, A+|n〉 = A|n〉 = (2n2 + 2n+ 1)|n〉,
B|n〉 = (2n− 1)
√
n(n− 1)|n− 2〉, B+|n〉 = (2n+ 3)
√
(n+ 1)(n+ 2)|n+ 2〉. (9)
Finally, we introduce the notations (we assume that t1 ≥ t2):
T =
1
2
(t1 + t2), τ = t1 − t2. (10)
Thus, evolution operator in the interaction picture is as follows:
U(tb, ta) = T exp
[
− i
∫ tb
ta
dηV (η)
]
= 1− i
∫ tb
ta
dηV (η) + (−i)2
∫ tb
ta
dηV (η)
∫ η
ta
dξV (ξ) + · · · ≡
≡ 1 + U1(tb, ta) + U2(tb, ta) + · · · . (11)
Obviously, it has the following properties:
U(ta, tb)U(tb, tc) = U(ta, tc), U
+(ta, tb) = U(tb, ta). (12)
It is easy to calculate the first order correction for the evolution operator explicitly:
U1(tb, ta) =
λ
64ω3
[
a+4
(
e−4iωtb − e−4iωta
)
− a4
(
e4iωtb − e4iωta
)
+
+ 4B+
(
e−2iωtb − e−2iωta
)
− 4B
(
e2iωtb − e2iωta
)
− 12Aiω(tb − ta)
]
. (13)
Unfortunately, the number of terms contained in the corrections to the evolution operator grows
rapidly with the increase of the order of λ. For example, the second order contains more than one
hundred different terms. However, most of them may be omitted if we look for the leading growing
in time expressions. Throughout this paper we consider the limit T →∞, τ = const:
U1(t1/2, 0) =
(−3iλ
16ω3
)
· ωT · A+O(T 0),
U1(t2, t1) = O(T
0),
U2(t1/2, 0) =
1
2
(−3iλ
16ω3
)2
· ω2(T 2 ± Tτ) · A2−
− i
12
(−3iλ
16ω3
)2
· ωT ·
[1
3
(
a+4a4 − a4a+4
)
+
8
3
(
B+B −BB+
)
+
+
(
a4Ae4iωt1/2 − Aa4
)
+
(
4BAe2iωt1/2 − 4AB
)
−
−
(
a+4Ae−4iωt1/2 − Aa+4
)
−
(
4B+Ae−2iωt1/2 − 4AB+
)]
+O(T 0),
U2(t2, t1) = O(T
0) ·O(τ). (14)
This limit corresponds to the case that both points of the two-point correlation function 〈φ(t1)φ(t2)〉
are taken to the future infinity while the time difference between them is kept fixed. We consider
such a limit to check the evolution of the state due to the self-interaction.
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2.2 Two-point functions and perturbative corrections
Now let us calculate the correlation (Wightman) function of two fields in the n-th eigen-state of
the free Hamiltonian H0|n〉 =
(
n+ 1
2
)
|n〉:
C(1, 2) = 〈φ(t1)φ(t2)〉 = 〈n|U+(t1, 0)φ(t1)U+(t, t1)U(t, t2)φ(t2)U(t2, 0)|n〉 =
=
〈
n
∣∣∣[1 + U1(0, t1) + U2(0, t1) + · · · ]φ(t1)[1 + U1(t1, t2) + U2(t1, t2) + · · · ]φ(t2)·
·
[
1 + U1(t2, 0) + U2(t2, 0) + · · ·
]∣∣∣n〉 = C0(t1, t2) + C1(t1, t2) + C2(t1, t2) + · · · , (15)
where we define (recall that we set t0 = 0):
C0(1, 2) ≡ 〈n|φ1φ2|n〉,
C1(1, 2) ≡ 〈n|U1(0, 1)φ1φ2 + φ1U1(1, 2)φ2 + φ1φ2U1(2, 0)|n〉,
C2(1, 2) ≡ C12(1, 2) + C22(1, 2),
C12(1, 2) ≡ 〈n|U1(0, 1)φ1U1(1, 2)φ2 + U1(0, 1)φ1φ2U1(2, 0) + φ1U1(1, 2)φ2U1(2, 0)|n〉,
C22(1, 2) ≡ 〈n|U2(0, 1)φ1φ2 + φ1U2(1, 2)φ2 + φ1φ2U2(2, 0)|n〉. (16)
Here we denoted φ(ta) ≡ φa and C(ta, tb) ≡ C(a, b) for short. It is not difficult to calculate the
correlators C0(1, 2) and C1(1, 2). At the same time, the difficulty of the calculation of C2(1, 2)
increases significantly while most of the terms here are suppressed in the limit T →∞, τ = const.
We will keep only the leading terms in such a limit.
Thus, at the zeroth order:
C0(1, 2) = nf
∗
1 f2 + (n+ 1)f1f
∗
2 =
1
2ω
(
n exp(−iωτ) + (n+ 1) exp(iωτ)
)
. (17)
The leading expressions of the first order cancel each other due to the properties of the operator
A and as a result:
C1(1, 2) =
3iλ
16ω3
· ωT · 〈Aφ1φ2〉 − 3iλ
16ω3
· ωT · 〈φ1φ2A〉+O(T 0) = O(T 0), (18)
i.e. C1 does not grow as T →∞.
The second order correction in an arbitrary state contain the huge number of terms. Therefore,
we first calculate it in the vacuum state of the free Hamiltonian: H0|0〉 = 12 |0〉, and then generalize
the result. The first part is as follows:
C12(1, 2) =
( 3λ
16ω3
)2
· (ωT )2 · 〈Aφ1φ2A〉−
−
( 3λ
16ω3
)2
· iωT
3
·
[
〈Aa2B+e2iωt2 − Aa2B+〉f1f2 − 〈ABa+2e−2iωt1 − ABa+2〉f ∗1 f ∗2
]
+
+O(T 0), (19)
the second part:
C22(1, 2) = −
1
2
( 3λ
16ω2
)2
·
[
(T 2 + Tτ)〈A2φ1φ2〉+ (T 2 − Tτ)〈φ1φ2A2〉
]
+
+
( 3λ
16ω3
)2
· iωT
3
·
[
〈a2B+Ae2iωt2 − a2AB+〉f1f2 − 〈ABa+2e−2iωt1 −BAa+2〉f ∗1 f ∗2
]
+
+O(T 0). (20)
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The leading orders of these expressions ∼ T 2 cancel each other. However, C2 grows linearly as
T →∞:
C2(1, 2) = −iωT
3
( 3λ
16ω3
)2
〈a2AB+ − Aa2B+〉
(
f1f2 − f ∗1 f ∗2
)
+O(T 0) =
= 27i · λ
2T
(2ω)5
(
f ∗1 f
∗
2 − f1f2
)
+O(T 0). (21)
Performing similar calculation one can find that in an arbitrary n-eigenstate of the free Hamilto-
nian:
C2(1, 2) = (48n
3 + 72n2 + 78n+ 27) · iλ
2T
(2ω)5
(
f ∗1 f
∗
2 − f1f2
)
+O(T 0). (22)
To calculate 〈φ(t2)φ(t1)〉 we should simply change t1 ↔ t2. It corresponds to T → T and τ →
−τ . Then we may find the expressions for the Keldysh DK(t1, t2) and retarded/advanced (R/A)
DR/A(t1, t2) propagators:
DK(t1, t2) =
1
2
〈{φ(t1), φ(t2)}〉,
DR/A(t1, t2) = ±θ(±t1 ∓ t2)
〈
[φ(t1), φ(t2)]
〉
. (23)
We notice here that
DA(t1, t2) = D
R(t2, t1), i.e. D
A(T, τ) = DR(T,−τ). (24)
This means that advanced and retarded propagators behave identically in the limit in question
and we can calculate only the retarded one. So we immediately obtain that in the vacuum state:
DK0 (T, τ) =
1
2
(
f1f
∗
2 + f
∗
1 f2
)
=
1
2ω
cos(ωτ),
DK1 (T, τ) = O(T
0),
DK2 (T, τ) = 27i ·
λ2T
(2ω)5
(
f ∗1 f
∗
2 − f1f2
)
= 54
λ2T
(2ω)6
sin(2ωT ) +O(T 0),
DR0 (T, τ) = θ(τ)
(
f1f
∗
2 − f ∗1 f2
)
= θ(τ)
i
ω
sin(ωτ),
DR1 (T, τ) = D
R
2 (T, τ) = O(T
0). (25)
To conclude, we have obtained that corrections to the R/A propagators do not grow in the limit
T → ∞, τ = const, as well as the first order correction to the Keldysh propagator. At the same
time, the second order correction to the Keldysh propagator does grow in this limit. In other
words, we have obtained the secular growth in the second order loop correction.
Moreover, one can associate the Keldysh propagator with energy level population n = 〈a+a〉
and anomalous quantum average κ = 〈aa〉, directly calculating the expression (23):
DK(t1, t2) =
(
n(T ) +
1
2
)
f1f
∗
2 + κ(T )f1f2 + h.c. (26)
Hence, the secular growth of the Keldysh propagator is connected with the growth of such an
expressions [8]. However, in the following subsection 2.3 we will show that this growth can be
removed by a redefinition of the vacuum state.
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2.3 The physical origin of the secular growth
One should expect that neither corrections to the R/A nor those to the Keldysh propagator grow
with the time T because of the time independence of ω and adiabaticity of the time dependence of
λ. In fact, neither level population nor anomalous quantum average which are components of the
Keldysh propagator should receive large corrections in this case due to the adiabatic theorem [36,
37]. In this subsection we will clarify the roots of the found growth which seems puzzling in the
light of the theorem. To do this let us modify the vacuum state of the free Hamiltonian H0:
|Ω〉 = µ0|0〉+ µ1|1〉+ µ2|2〉+ · · · . (27)
The normalization relation of the state 〈Ω|Ω〉 = 1 reads:
|µ0|2 + |µ1|2 + |µ2|2 + · · · = 1, (28)
and the correlation function changes as follows:
CΩ(1, 2) = 〈Ω|U+(1, 0)φ1U(1, 2)φ2U(2, 0)|Ω〉 = 〈Ω| · · · |Ω〉 =
= |µ0|2〈0| · · · |0〉+ |µ1|2〈1| · · · |1〉+ |µ2|2〈2| · · · |2〉+ µ0µ∗2〈2| · · · |0〉+ µ∗0µ2〈0| · · · |2〉+ · · · .
(29)
Here we restrict ourselves to the first two terms in the expansion of the state because this is enough
to understand the behavior in the λ2 order. We call the first three terms in (29) as ‘diagonal’ and
the last two terms as ‘off-diagonal’. Also we expand the correlation function in powers of λ in
the way similar to (16): CΩ(1, 2) = CΩ0 (1, 2) + C
Ω
1 (1, 2) + C
Ω
2 (1, 2) + · · · , replacing the state |n〉
with the state |Ω〉. We remind that diagonal contributions to the C0 and C1 corrections have
been calculated in the previous subsection (17), (18). Substituting these expressions into the
formula (29) we obtain:
CΩ0 (1, 2) = |µ0|2f1f ∗2 + |µ1|2
(
2f1f
∗
2 + f
∗
1 f2
)
+
+ |µ2|2
(
3f1f
∗
2 + 2f
∗
1 f2
)
+
√
2
(
µ0µ
∗
2f
∗
1 f
∗
2 + µ
∗
0µ2f1f2
)
+ · · · ,
CΩ1 (1, 2) = 9
√
2
iλT
(2ω)2
· (µ0µ∗2f ∗1 f ∗2 − µ∗0µ2f1f2)+O(T 0) + · · · . (30)
Note that correction CΩ1 is proportional to T due to the off-diagonal elements from (29). The
second-order diagonal correction CΩ2 equals to
CΩ,diagonal2 (1, 2) =
(
27|µ0|2 + 225|µ1|2 + 855|µ2|2 + · · ·
) · λ2T
(2ω)5
· (f ∗1 f ∗2 − f1f2)+O(T 0), (31)
and off-diagonal contribution is as follows:
CΩ,off-diagonal2 (1, 2) = −
81√
2
λ2T 2
(2ω)4
· (µ0µ∗2f ∗1 f ∗2 + µ∗0µ2f1f2)+O(µ0µ2T)+ · · · . (32)
If we choose the coefficients µi in the following way:
µ0 = 1− 1
(6ωT )2
, µ1 = 0, µ2 =
−i
3
√
2 · ωT , (33)
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we will obtain that both the first and the second corrections to the correlation function CΩ do
not depend on time T in the leading expressions as T → ∞. At the same time, one can see that
µ0 → 1 and µ1, µ2 → 0 in the limit T →∞, i.e. the new vacuum state tends to the vacuum state
of the free Hamiltonian |Ω〉 → |0〉. Thus, one can remove the secular growth (21) by a redefinition
of the vacuum state on the past and future infinities. This is due to the rapid growth of the
off-diagonal expressions which cancel the diagonal contribution to CΩ in the same order in λ. This
is why coefficients (33) do not depend on λ. In general, one can check that in the λn order (n ≥ 1)
the diagonal contribution is CΩ,diagonaln ∼ T n−1 and off-diagonal contribution is CΩ,off-diagonaln ∼ T n.
Hence, one can make the similar change and remove the secular growth in an each order. Finally,
let us stress that the expressions (33) is valid only in the limit T →∞, and there is no divergence
at T → 0.
Thus, the growth of the second order correction (21) is connected with the off-diagonal elements
coming from the evolved vacuum state of the free theory:
U(t, 0)|0〉 = |0〉 − 3λt
16ω2
|0〉 − 1
2
( 3λt
16ω2
)2
|0〉−
− i
12
( 3λ
16ω3
)2
ωt
[
56|0〉+ 12
√
2
(
e−2iωt − 13
)
|2〉+
√
24
(
e−4iωt − 41
)
|4〉
]
. (34)
Indeed, only the expectation values that contain the operator B survive in the expression (21)
which indicates the evolution of the vacuum state |0〉 into the state |2〉. In other words, we have
the growth in the second-order loop correction to the Keldysh propagator because of ‘hopping’ out
of the vacuum state of the free Hamiltonian due to the presence of the self-interaction λφ4.
Let us stress that similar higher order corrections to the correlation functions also appear in
quantum field theory. However, usually one removes this growth by a renormalization of the
mass and of the coupling constant of the theory instead of the redefinition of the ground vacuum
state [48–50]. We will show in the subsection 4.5 that one can make such renormalization to remove
some growing corrections in the case of non-adiabatically varying frequency, but this approach
does not work in constant (1) and adiabatically varying (49) frequency cases. Indeed, second order
correction to the correlation function (21) contains terms of the form f1f2 and f
∗
1 f
∗
2 which are
absent in the zeroth order (17). Hence, one cannot obtain such terms by a change of the frequency
in (17) and a redefinition of the vacuum state is required.
Finally, let us also stress that such contributions as (21) are forbidden in quantum field theory
by the energy-momentum conservation law [51].
2.4 Wick’s theorem
In this subsection we consider the real massive scalar field theory in 3 + 1 dimensions and discuss
the differences from the quantum mechanics in 0 + 1 dimensions (1). Here we just repeat the
standard textbook reasoning to stress the difference of the quantum mechanics from the quantum
field theory. Namely, we consider the following action:
S =
∫
d4x
[1
2
(∂µφ)
2 − m
2
2
φ2 − λ
4
φ4
]
. (35)
As usual, we introduce the interaction picture: φ(x) = eiH0tφ(~x)e−iH0t, where H0 is the free
Hamiltonian and U0(t, 0) = e
−iH0t is the free theory evolution operator. Then we quantize the field
at a given moment of time t0 as follows [48]:
φ(t0, ~x) =
∫
d3p
(2pi)3
1√
2Ep
(
ape
i~p~x + a+p e
−i~p~x
)
, (36)
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and for an arbitrary time we obtain:
φ(t, ~x) = eiH0(t−t0)φ(t0, ~x)e−iH0(t−t0) =
∫
d3p
(2pi)3
1√
2Ep
(
ape
−ipx + a+p e
ipx
)
. (37)
Here the creation a+p and annihilation ap operators obey the following commutation relations:[
ap, a
+
q
]
= δ(3)(~p− ~q), [ap, aq] = [a+p , a+q ] = 0. (38)
Mathematically, it is more convenient first to consider the field in a finite volume V and then take
the limit V → ∞:
φ(x) = φ+(x) + φ−(x) =
∑
p
1√
2EpV
ape
−ipx +
∑
p
1√
2EpV
a+p e
ipx. (39)
The main property of the quantum field theory is the Wick’s theorem which allows one to calculate
corrections to correlation functions [43–46]. However, one should cautiously use this theorem in
quantum mechanics since its proof involves the averaging over the spatial volume. Indeed, let us
for example consider the following average of the four fields:
〈φ+(x1)φ+(x2)φ−(x3)φ−(x4)〉 = 1V2
∑
p1···p4
〈ap1ap2a+p3a+p4〉 exp(· · · ), (40)
where exp(· · · ) denotes the product of the corresponding exponential functions and summation is
performed over all the four momenta. In this sum only such terms are non-zero which contain the
equal number of operators ap and a
+
p . So one can reduce the sum over all the four momenta to
the sum of two independent momenta and then split the averages:
〈ap1ap2a+p3a+p4〉 → 〈ap1a+p3〉〈ap2a+p4〉+ 〈ap1a+p4〉〈ap2a+p3〉 → (δp1,p3δp2,p4 + δp1,p4δp2,p3)〈ap1a+p1〉〈ap2a+p2〉.
(41)
In this case we obtain that the expression remains finite in the limit V → ∞ since both sums are
replaced with the integrations
∑
p →
∫ Vd3p
(2pi)3
:
1
V2
∑
p1,p2
〈ap1a+p1〉〈ap2a+p2〉 exp(· · · ) −→
∫
d3p1d
3p2
(2pi)6
〈ap1a+p1〉〈ap2a+p2〉 exp(· · · ). (42)
On the other hand, there are other non-zero terms in the sum (40) which are obtained when all
the four momenta are equal. However, they tend to zero in the limit V → ∞:
1
V2
∑
p
〈apapa+p a+p 〉 exp(· · · ) −→
1
V
∫
d3p
(2pi)3
〈apapa+p a+p 〉 exp(· · · ) ∼
1
V → 0, (43)
and hence we can reduce the sum (40) to the sum of the products of the pair contractions. Thus,
the 4-point correlation function decomposes as follows:
〈φ1φ2φ3φ4〉 = 〈φ1φ2〉〈φ3φ4〉+ 〈φ1φ3〉〈φ2φ4〉+ 〈φ1φ4〉〈φ2φ3〉, (44)
where we denoted φ(xa) ≡ φa for short. One can apply similar reasoning to an arbitrary n-point
correlation functions.
9
Let us emphasize that we do not actually use the fact that the averaging is performed over
the vacuum state. In fact, one can consider averages over arbitrary coherent states as well. In the
latter case the presence of the infinite volume also allows one to eliminate terms of the form (43).
Hence, only the pair averages do survive.
Also let us stress here that one does not need to set V → ∞ to prove Wick’s theorem, i.e. any
n-point Green function in the quantum field theory can be decomposed exactly into the product of
two-point Green functions even in the case V <∞. E.g. one can find the proof in the paper [46].
However, in this paper only vacuum or thermal expectation values are considered whereas the
proof we reproduce here works for averages over arbitrary states as well.
Moreover, one can prove Wick’s theorem avoiding spatial volumes at all [47–49]. However, in
this case one should restrict oneself to the vacuum averages only. Indeed, let us check by induction
the following statement:
φ1φ2 · · ·φm = N
{
φ1φ2 · · ·φm +
(
all possible
pair contractions
)}
, (45)
where N{· · · } is normal ordering. We define the contraction of the fields φ•aφ•b ≡ [φ+a , φ−b ]. The
contraction defined in this way is a c-number, and in the vacuum state it is equal to the average
φ•aφ
•
b = 〈φaφb〉 (this is not the case in an arbitrary state, however). In the case of two fields
equality (45) is obviously satisfied. Then we need the following identity:
φ−1 φ
−
2 · · ·φ−i−1φ+i φ+i+1 · · ·φ+m︸ ︷︷ ︸
normal-ordered product
φ−m+1 = φ
−
1 φ
−
2 · · ·φ−i−1[φ+i , φ−m+1]φ+i+1 · · ·φ+m+
+ φ−1 φ
−
2 · · ·φ−i−1φ+i [φ+i+1, φ−m+1] · · ·φ+m+
+ · · ·+
+ φ−1 φ
−
2 · · ·φ−i−1φ+i φ+i+1 · · · [φ+m, φ−m+1]. (46)
Hence, multiplying both sides of (45) by the operator φm+1, splitting φm+1 on positive and negative
parts (39) and rearranging operators on the r.h.s. to obtain normal-ordered products, one makes
an induction step. Finally, when one averages the identity (45) over the vacuum state, only fully
contracted expressions do survive due to the property of the normal ordering. So one obtains the
decomposition of the form (44).
This means that one can use Wick’s theorem in quantum mechanics as well, but only for the
vacuum expectation values (or for a thermal state). For example, one can check it for the 4-point
correlation function:
〈0|φ1φ2φ3φ4|0〉 = f1f ∗2 f3f ∗4 + 2f1f2f ∗3 f ∗4 ,
〈0|φ1φ2|0〉〈0|φ3φ4|0〉+ 〈0|φ1φ3|0〉〈0|φ2φ4|0〉+ 〈0|φ1φ4|0〉〈0|φ2φ3|0〉 = f1f ∗2 f3f ∗4 + 2f1f2f ∗3 f ∗4 . (47)
It is easy to see that equality does hold. However, this is not the case in the non-vacuum state:
〈2|φ1φ2φ3φ4|2〉 = 12f1f2f ∗3 f ∗4 + 9f1f ∗2 f3f ∗4 + 6f1f ∗2 f ∗3 f4 + 6f ∗1 f2f3f ∗4 + 4f ∗1 f2f ∗3 f4 + 2f ∗1 f ∗2 f3f4,
〈2|φ1φ2|2〉〈2|φ3φ4|2〉+ 〈2|φ1φ3|2〉〈2|φ2φ4|2〉+ 〈2|φ1φ4|2〉〈2|φ2φ3|2〉 =
= 18f1f2f
∗
3 f
∗
4 + 15f1f
∗
2 f3f
∗
4 + 12f1f
∗
2 f
∗
3 f4 + 12f
∗
1 f2f3f
∗
4 + 10f
∗
1 f2f
∗
3 f4 + 8f
∗
1 f
∗
2 f3f4.
(48)
Thus, one can build a diagrammatic technique similar to that of the quantum field theory (see
section 4). However, one cannot apply this technique to an arbitrary state because the Wick’s
theorem works only for the vacuum or for a thermal state (e.g. see [46]) in quantum mechanics.
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3 Varying frequency case
3.1 Setup of the problem
In this section we calculate propagators and generalize the result of previous section to the varying
frequency case:
S =
∫
dt
[1
2
φ˙2(t)− ω
2(t)
2
φ2(t)− λ
4
φ4(t)
]
, (49)
where the frequency ω(t) → ω± = const as t → ±∞ and the self-interaction λφ4 turns on
adiabatically after t0. Similarly to the constant frequency case we represent the real field φ(t) as
φ(t) = af(t) + a+f ∗(t), (50)
where f(t) solves the free equation of motion f¨ + ω2(t)f = 0. In the WKB approximation modes
can be represented as
f(t) = α(t) exp
[
− i
∫ t
−∞
ω(t′)dt′
]
+ β(t) exp
[
i
∫ t
−∞
ω(t′)dt′
]
. (51)
We choose such f(t) that there is only one exponent at the past infinity:
f(t) ' 1√
2ω−
eiω−t, as t→ −∞. (52)
This is so-called in-modes. The WKB approximation can be used when the frequency does not
change too fast: ∣∣∣ d
dt
1
ω(t)
∣∣∣ 1 =⇒ ω˙(t)
ω2(t)
 1. (53)
If this inequality holds for all times t ∈ (−∞,+∞), i.e. frequency changes adiabatically, then we
also have single exponent f(t) ' 1√
2ω+
eiω+t, as t → +∞. But if the inequality breaks down for
some regions of t then we have that:
f(t) =
{
1√
2ω−
eiω−t, as t→ −∞,
α√
2ω+
eiω+t + β√
2ω+
e−iω+t, as t→ +∞. (54)
Here the complex numbers α and β satisfy the |α|2 − |β|2 = 1 condition as the consequence of
usual commutation relation [φ, pi] = [φ, φ˙] = i which follows from the time independence of the
Wronskian f˙f ∗ − ff˙ ∗ = i. For the beginning we consider the case β 6= 0, i.e. non-adiabatic case
(subsection 3.2). Then we turn to the adiabatic case β = 0 (subsection 3.3).
Interaction and evolution operators are defined in the same way as in the previous section (see
eq. (7), (11) with the appropriate new form of f(t)). This time we have ω(t) 6= const, i.e. there
is no time translation invariance and, hence, we do not set t0 = 0. However, below we will show
that in the leading expressions the dependence on t0 disappears in the limit t0 → −∞ if we take
f(t) as in the equation (52).
We want to work in the leading order in powers of T , as T →∞ and τ = const where T and τ
are defined in (10). Hence, in the leading growing with T expressions we can approximate integrals
as follows: ∫ t1/2
t0
g(t)dt =
∫ T
t0
g(t)dt± τ
2
g(T ) +O(τ 2),
∫ t1
t2
g(t)dt = τg(T ) +O(τ 2), (55)
11
where the function g(t) changes slowly during the time period ∼ τ . Hence, the evolution operator
is approximately equal to
U1(t1/2, t0) = −i
∫ t1/2
t0
V (η)dη = −i
∫ T
t0
V (η)dη +O(T 0),
U1(t1, t2) = −i
∫ t1
t2
V (η)dη = −iτV (T ) +O(τ 2) = O(T 0),
U2(t1, t2) = −i
∫ t1
t2
dηV (η)U1(η, t2) = −iτV (T )U1(T, t2) +O(τ 2) = O(T 0),
U2(t1/2, t0) = −i
∫ t1/2
t0
dηV (η)U1(η, t0) = −
∫ T
t0
dηV (η)
∫ η
t0
dξV (ξ)∓ τ
2
V (T )
∫ T
t0
dηV (η) +O(T 0),
U1(t0, t1/2) = −i
∫ t0
t1/2
dηV (η)U1(η, t1) = −
∫ T
t0
dηV (η)
∫ T
η
dξV (ξ)∓ τ
2
∫ T
t0
dηV (η)V (T ) +O(T 0).
(56)
To single out leading expressions we keep only non-oscillating terms in V (t), as t = T → +∞.
These are:
(2ω+)
2 · f 4(T ) ' 6α2β2, (2ω+)2 · f ∗4(T ) ' 6α∗2β∗2,
(2ω+)
2 · |f(T )|2f 2(T ) ' 3αβ(|α|2 + |β|2), (2ω+)2 · |f(T )|2f ∗2(T ) ' 3α∗β∗(|α|2 + |β|2),
(2ω+)
2 · |f(T )|4 = |α|4 + 4|α|2|β|2 + |β|4. (57)
It is easy to see that the only non-oscillating term from V (t), as t = t0 → −∞, is as follows:
(2ω−)2 · |f(t)|4 = 1. (58)
When we perform integrations, we should care only about such non-oscillating expressions because
they give the leading contribution to relevant expressions in the limit T →∞, while τ = const.
Finally, for the calculations below it is important that the expectation values of the operators (8)
are real and have the following properties:
〈n|a+2B|n〉 = 〈n|a+2B|n〉∗ = 〈n|B+a2|n〉, 〈n|a2B+|n〉 = 〈n|Ba+2|n〉. (59)
3.2 Non-adiabatically varying frequency case
Let us calculate the two-point correlation function in the n-th eigen-state of the free Hamiltonian
H0|n〉 = n|n〉:
〈φ(t1)φ(t2)〉 = lim
t0→−∞
T→+∞
〈n|U+(t1, t0)φ(t1)U+(t, t1)U(t, t2)φ(t2)U(t2, t0)|n〉. (60)
It is convenient to split this expression into the terms C0, C1, C2 and denote φ(ta) ≡ φa, C(ta, tb) ≡
C(a, b) as in the constant frequency case (15), (16).
At the zeroth order in λ:
C0(1, 2) = 〈n|φ1φ2|n〉 = (n+ 1)f1f ∗2 + nf ∗1 f2. (61)
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In the first order in λ:
C1(1, 2) =
λ
4
〈
n
∣∣∣(i ∫ T
t0
dηV (η)
)
·
(
f1f2a
2 + f ∗1 f
∗
2a
+2 + f ∗1 f2a
+a+ f1f
∗
2aa
+
)
+
+
(
f1f2a
2 + f ∗1 f
∗
2a
+2 + f ∗1 f2a
+a+ f1f
∗
2aa
+
)
·
(
− i
∫ T
t0
dηV (η)
)∣∣∣n〉+O(T 0) =
= 6λi ·
(
n2 + n+
1
2
)
·
∫ T
t0
dη|f(η)|2
(
f 2(η)f ∗1 f
∗
2 − f ∗2(η)f1f2
)
+O(T 0). (62)
Keeping non-oscillating integrands at the future and past infinities, we obtain:
C1(1, 2) ' −18i · λT
(2ω+)2
·
(
n2 + n+
1
2
)
· (|α|2 + |β|2)(α∗β∗f1f2 − αβf ∗1 f ∗2)+O(T 0). (63)
Let us stress here that there is no growth as t0 → −∞ since the integrands under the time integrals
rapidly oscillate in this limit. In other words, the dependence on t0 disappears from the leading
order expressions. This is the property of the in-modes, because fin(t) ∼ eiωt, as t→ −∞.
It is convenient to split the second order expression as C2(1, 2) = C
1
2(1, 2) + C
2
2(1, 2), where
C12(1, 2) =
〈∫ T
t0
dηV (η)φ1φ2
∫ T
t0
dξV (ξ)
〉
+
+ τ
∫ T
t0
dη
〈
V (η)φ1V (T )φ2 − φ1V (T )φ2V (η)
〉
+
+
τ
2
∫ T
t0
dη
〈
V (T )φ1φ2V (η)− V (η)φ1φ2V (T )
〉
+O(T 0),
C22(1, 2) = −
〈∫ T
t0
dηV (η)
∫ T
η
dξV (ξ)φ1φ2
〉
−
〈
φ1φ2
∫ T
t0
dηV (η)
∫ η
t0
dξV (ξ)
〉
+
+
τ
2
∫ T
t0
dη
〈
φ1φ2V (T )V (η)− V (η)V (T )φ1φ2
〉
+O(T 0). (64)
Calculating C12(1, 2) and C
2
2(1, 2) separately, keeping the leading order ∼ T 2 expressions and
combining them again one finds that in an arbitrary eigen-state of the free Hamiltonian:
1
λ2
C2(1, 2) = f1f
∗
2 · (4n3 + 6n2 + 14n+ 6) ·
∫ T
t0
dηf 4(η)
∫ T
t0
dξf ∗4(ξ)+
+ f1f
∗
2 · (16n3 + 24n2 + 26n+ 9) ·
∫ T
t0
dηf 2(η)|f(η)|2
∫ T
t0
dξf ∗2(ξ)|f(ξ)|2+
+ f1f2 · (16n3 + 24n2 + 26n+ 9) ·
∫ T
t0
dηf 2(η)|f(η)|2
∫ T
η
dξf ∗4(ξ)−
− f1f2 · (8n3 + 12n2 + 28n+ 12) ·
∫ T
t0
dηf ∗4(η)
∫ T
η
dξf 2(ξ)|f(ξ)|2−
− f1f2 · (48n3 + 72n2 + 78n+ 27) ·
∫ T
t0
dηf ∗2(η)|f(ξ)|2
∫ T
η
dξ|f(ξ)|4 + h.c.+O(T ).
(65)
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Here we have used that ∫ T
t0
dη g(η)
∫ η
t0
dξ h(ξ) =
∫ T
t0
dξ h(ξ)
∫ T
η
dη g(η). (66)
Keeping non-oscillating integrands in the limit as T → +∞, t0 → −∞, τ = const, we obtain in
the leading order that:
C2(1, 2) =
[(
4
(
n+
1
2
)3
−
(
n+
1
2
))
· 36(1 + 5|α|2|β|2)+ (n+ 1
2
)
· 54(3 + 20|α|2|β|2)]·
· (λT )
2
(2ω+)4
·
[
|α|2|β|2
(
f1f
∗
2 + f
∗
1 f2
)
− 1
2
(|α|2 + |β|2)(αβf ∗1 f ∗2 + α∗β∗f1f2)]+O(T ), (67)
where we used the fact that |α|2 − |β|2 = 1. Note that after the substitution of the modes (54)
one obtains:
|α|2|β|2f1f ∗2 −
1
2
(|α|2 + |β|2) · αβf ∗1 f ∗2 + h.c. = −12(|α|2 + |β|2)(αβ∗e2iωT + α∗βe−2iωT), (68)
so the expression (67) does not depend on τ . The same expressions in the vacuum state H0|0〉 =
1
2
|0〉 are as follows:
1
3λ2
C2(1, 2) = f1f
∗
2 ·
(
2
∫ T
t0
dηf 4(η)
∫ T
t0
dξf ∗4(ξ) + 3
∫ T
t0
dηf 2(η)|f(η)|2
∫ T
t0
dξf ∗2(ξ)|f(ξ)|2
)
+
− f1f2 ·
(
4
∫ T
t0
dηf ∗4(η)
∫ T
η
dξf 2(ξ)|f(ξ)|2 − 3
∫ T
t0
dηf 2(η)|f(η)|2
∫ T
η
dξf ∗4(ξ)
)
−
− f1f2 · 9
∫ T
t0
dηf ∗2(η)|f(ξ)|2
∫ T
η
dξ|f(ξ)|4 + h.c.+O(T ), (69)
and
C2(1, 2) =
(λT )2
(2ω+)4
· 27(3|α|4 + 3|β|4 + 14|α|2|β|2)·
·
[
|α|2|β|2
(
f1f
∗
2 + f
∗
1 f2
)
− 1
2
(|α|2 + |β|2)(αβf ∗1 f ∗2 + α∗β∗f1f2)]+O(T ). (70)
Let us stress a few important properties of these expressions. First, the dependence on t0 disappear
as in the first order case (62). Second, the leading order is symmetric under the change t1 ↔ t2.
This means that the leading order of the Keldysh propagator is exactly equal to C2 ∼ (λT )2
whereas retarded and advanced propagators are O(λ2T ), i.e. they are suppressed by higher powers
of λ as λ→ 0, T →∞ and λT = const.
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Finally, in the vacuum state H0|0〉 = 12 |0〉 we obtain that:
DK0 (t1, t2) =
1
2
(
f1f
∗
2 + f
∗
1 f2
)
,
DK1 (t1, t2) ' −9i ·
λT
(2ω+)2
· (|α|2 + |β|2) ·
(
α∗β∗f1f2 − αβf ∗1 f ∗2
)
+O(T 0),
DK2 (t1, t2) =
(λT )2
(2ω+)4
· 27(3|α|4 + 3|β|4 + 14|α|2|β|2)·
·
[
|α|2|β|2
(
f1f
∗
2 + f
∗
1 f2
)
− 1
2
(|α|2 + |β|2)(αβf ∗1 f ∗2 + α∗β∗f1f2)]+O(T ),
DR0 (t1, t2) = θ(t1 − t2)
(
f1f
∗
2 − f ∗1 f2
)
,
DA0 (t1, t2) = −θ(t2 − t1)
(
f1f
∗
2 − f ∗1 f2
)
,
DR1 (t1, t2) = D
A
1 (t1, t2) = O(T
0),
DR2 (t1, t2) = D
A
2 (t1, t2) = O(T ). (71)
Let us stress here that the Keldysh propagator is real, while R/A propagators are imaginary in all
orders as should be expected.
In conclusion, we have obtained the secular growth of the loop corrections to the Keldysh
propagator in both the first and the second orders in λ: they grow indefinitely in the limit T →∞,
τ = const. Looking on the form of (71) and comparing it with (26) one can see that level population
n = 〈a+a〉 and anomalous quantum average κ = 〈aa〉 also grow indefinitely in such a limit. At the
same time, corrections to the retarded and advanced propagators are suppressed by higher powers
of λ in the same limit.
3.3 Adiabatically varying frequency case
Let us consider now the case of adiabatically varying frequency. This corresponds to the case of
β = 0 in the eq. (54), i.e. the mode functions possess the following behavior:
f(t) =
{
1√
2ω−
eiω−t, as t→ −∞,
1√
2ω+
eiω+t, as t→ +∞. (72)
In this case one can use the general expressions obtained in the previous subsection (62), (69)
replacing modes (54) with those from the eq. (72). From there one can see that the first order
correction in λ does not grow with time:
C1(1, 2) = −6λi ·
(
n2 + n+
1
2
)
·
∫ T
t0
dη|f(η)|2
(
f 2(η)f ∗1 f
∗
2 − f ∗2(η)f1f2
)
+O(T 0) = O(T 0). (73)
Hence, neither Keldysh nor R/A propagators grow as T →∞: DK1 (1, 2) ∼ DR1 (1, 2) ∼ O(T 0).
The second order correction in λ is more sophisticated. This time we should take into account
the following term which in contrast to the non-adiabatic case is not negligible:∫ T
t0
dηf 2(η)|f(η)|2
∫ T
η
dξ|f(ξ)|4 '
∫ T
t0
dηf 2(η)|f(η)|2 T − η
(2ω(η))2
'
( T
(2ω+)2
− t0
(2ω−)2
)ie2iω−t0
(2ω−)3
.
(74)
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Here we perform integration by parts assuming that due to adiabaticity
d
(eiω(t)t
iω(t)
)
= eiω(t)t + eiω(t)t · tω
′(t)
ω(t)
' eiω(t)t. (75)
The dependence on the time t0 reappears here due to the non-oscillating integrand |f(ξ)|4 =(
2ω(t)
)−2
which gives the factor T − η, although the first integrand f 2(η)|f(η)|2 still oscillates. In
the non-adiabatic case β 6= 0 these integrals were suppressed in comparision with the leading order
expressions (see eq. (70)). But in the case β = 0 the leading order is ∼ T due to the behaviour
of the modes (72): all the integrals from the expression (69) except (74) contain only oscillating
integrands, and hence they can be omitted.
Also we should take into account terms with one integration which can give the ∼ Tτ depen-
dence in (64). However, they cancel each other due to the properties of the operator A:
C2(1, 2)
∣∣∣
τ
= τ
∫ T
t0
dη
〈
V (η)φ1V (T )φ2 − φ1V (T )φ2V (η)
〉
+
+
τ
2
∫ T
t0
dη
〈
V (T )φ1φ2V (η)− V (η)φ1φ2V (T )
〉
+
+
τ
2
∫ T
t0
dη
〈
φ1φ2V (T )V (η)− V (η)V (T )φ1φ2
〉
+O(T 0) =
= τ ·
( T
(2ω+)2
− t0
(2ω−)2
)
· 〈3A〉 ·
(
φ1V (T )φ2 − φ1V (T )φ2+
+
1
2
V (T )φ1φ2 − 1
2
φ1φ2V (T ) +
1
2
φ1φ2V (T )− 1
2
V (T )φ1φ2
)
+O(T 0) =
= O(T 0). (76)
Let us notice that such a cancellation occurs not only in the vacuum state, but in an arbitrary
eigen-state of the free Hamiltonian as well. In the vacuum state one obtains:
1
λ2
C2(1, 2) ' −f1f2 · 27
∫ T
t0
dηf ∗2(η)|f(ξ)|2
∫ T
η
dξ|f(ξ)|4 + h.c.+O(τ) =
=
27i
(2ω−)3
( T
(2ω+)2
− t0
(2ω−)2
)(
e2iω−t0f ∗1 f
∗
2 − e−2iω−t0f1f2
)
+O(T 0). (77)
Corrections to the R/A propagators do not grow DR2 (1, 2) = O(T
0) due to the symmetry of C2(1, 2)
under the change t1 ↔ t2. At the same time, the corrections to the Keldysh propagator are the
same as to the Wightman correlation function DK2 (1, 2) = C2(1, 2) = O(T ). Thus, in the case
of adiabatic time dependence of ω(t) we obtain the secular growth again. However, it is slower
than in the non-adiabatically varying frequency case and can be removed by the redefinition of the
vacuum state as in the constant frequency case (see subsection 2.3).
It is obvious that the expression (77) turns into the expression (21) from the subsection 2.2 if
one sets ω− = ω+ = ω and t0 = 0, as it should be expected.
4 Diagrammatic technique
4.1 Brief introduction into the diagrammatic technique
In this section we introduce the diagrammatic technique which allows one to calculate the loop
corrections to the propagators. This technique gives right combinatoric factors and reproduces the
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result of direct calculations performed above in the sections 2 and 3. However, we emphasize that
this technique works only in the vacuum state bacause it uses Wick’s theorem (see subsection 2.4).
We assume that the frequency ω(t) changes non-adiabatically, i.e. β 6= 0.
First, we consider the following partition function [6, 9–12]:
Z0[φ(t)] = 〈0|UC|0〉 =
∫
DφeiS0[φ(t)], (78)
S0[φ(t)] = S0[φ+, φ−] =
∫
C
dt
[1
2
φ2 − ω
2
2
φ2
]
=
∫ +∞
t0
dt
[1
2
φ˙2+ −
ω2
2
φ2+ −
1
2
φ˙2− +
ω2
2
φ2−
]
=
=
i
2
∫
dt~φT (t)Gˆ−10 ~φ(t), (79)
where Dφ denotes the integration over all real scalar functions φ, C is the Keldysh time contour [5],
UC is evolution operator time ordered along the contour C and ’±’ subscripts correspond to the
forward and backward parts of this contour. We have introduced vector ~φ and inversed operator
Gˆ−10 for short:
~φ =
( φ+
φ−
)
, Gˆ−10 = −i
( ∂2t + ω2(t) 0
0 −∂2t − ω2(t)
)
. (80)
Dividing contour C into 2N equal time intervals and discretizing the action we obtain:
Zd =
∫ 2N∏
j=1
dφj√
2piδt
exp
(
iSd[φ]
)
=
∫ 2N∏
j=1
dφj√
2piδt
exp
(
− 1
2
2N∑
k,m=1
φkG
−1
kmφm
)
, (81)
Sd[φ] =
2N∑
j=1
( 1
δtj
− ω
2
j δtj
2
)
φ2j −
2N−1∑
j=2
1
2δtj
(φjφj−1 + φjφj+1)− 1
2δt1
φ1φ2 − 1
2δt2N
φ2Nφ2N−1 =
=
∑
δtj
[(φj − φj−1)2
2δt2j
− ω
2
j
2
φ2j
]
+ · · · , (82)
where δtj = ±δt is the length of the j-th time interval on the forward and backward parts of
contour C correspondingly and φj = φ(tj), ωj = ω(tj). In the continuum limit N →∞ ‘tail’ parts
containing φ1 and φ2N are negligible and discrete action Sd[φ] turns into the action S0[φ]; one can
find more details in the book [6].
It is easy to obtain two-field correlation functions using this discrete partition function and
calculating the following Gaussian integral:
Zd[J ] =
∫ N∏
j=1
dφj√
2pi
exp
(
− 1
2
N∑
k,m=1
φkAkmφm +
N∑
k=1
φkJk
)
=
1√
detA
e
1
2
∑
JkA
−1
kmJm . (83)
Differentiating this expression and setting J = 0 we obtain the corresponding rules for the dis-
cretized fields:
〈φaφb〉 = 1
Zd[0]
δ2Z[J ]
δJaδJb
∣∣∣∣∣
J=0
= A−1ab ,
〈φaφbφcφd〉 = A−1ab A−1cd + A−1ac A−1bd + A−1adA−1bc =
= 〈φaφb〉〈φcφd〉+ 〈φaφc〉〈φbφd〉+ 〈φaφd〉〈φbφc〉, (84)
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and so on. These rules are similar to the Wick’s rules from quantum field theory (see subsection 2.4
for details).
Returning to the continuum limit and distinguishing fields corresponding to the forward part
(φj → φ+, j = 1, · · · , N) and backward part (φj → φ−, j = 2N, · · · , N+1) we obtain the following
two-point correlation functions if the average is taken with respect to the ground state:
〈φ+(t1)φ−(t2)〉0 = G+−0 (t1, t2) = f1f ∗2 ,
〈φ−(t1)φ+(t2)〉0 = G−+0 (t1, t2) = f ∗1 f2,
〈φ+(t1)φ+(t2)〉0 = G++0 (t1, t2) = θ(t1 − t2)f ∗1 f2 + θ(t2 − t1)f1f ∗2 ,
〈φ−(t1)φ−(t2)〉0 = G−−0 (t1, t2) = θ(t1 − t2)f1f ∗2 + θ(t2 − t1)f ∗1 f2, (85)
where f1 = f(t1) and f2 = f(t2) are the modes from the previous sections (5), (54) or (72). So
one can calculate correlation functions of an arbitrary number of the forward and backward fields
using these propagators and Wick’s theorem (84) (i.e. splitting the average into the sum of all
possible pair contractions). Here we denoted by angular brackets the averaging in the following
sense:
〈φ±(t)φ±(t′)〉0 ≡
∫
Dφφ±(t)φ±(t′)eiS0[φ]. (86)
Note that Z0[φ(t)] =
∫ DφeiS0[φ] = 1 if one considers closed Keldysh time contour C in S0.
Let us emphasize that we can not separate the integrals over φ+ and φ− because of non-
vanishing cross-correlation between these fields. It is easy to check that operator Gˆ0 composed of
these components is the inverse of Gˆ−10 from the partition function (80):
Gˆ0(t, t
′) =
(
G++0 (t, t
′) G+−0 (t, t
′)
G−+0 (t, t
′) G−−0 (t, t
′)
)
, Gˆ−10 Gˆ0 = Gˆ0Gˆ
−1
0 = 1ˆ. (87)
However, not all of four propagators are independent:
G++0 +G
−−
0 = G
+−
0 +G
−+
0 , (88)
so it is convenient to make the Keldysh rotation:( φcl
φq
)
= Rˆ
( φ+
φ−
)
, where Rˆ = Rˆ−1 =
1√
2
( 1 1
1 −1
)
, det Rˆ = 1. (89)
After the rotation the action changes in the following way:
S0[φ(t)] =
∫ +∞
t0
dt
[
φ˙clφ˙q − ω2φclφq
]
, (90)
and operator Gˆ0 acquires the form of:
Gˆ0(t, t
′) =
( 2GK0 (t, t′) GR0 (t, t′)
GA0 (t, t
′) 0
)
. (91)
One can see that these functions are exactly equal to the Keldysh and R/A free propagators (71).
So in what follows we assume G(t, t′) ≡ D(t, t′).
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Now let us add λφ4 self-interaction into the theory:
Z[φ(t)] =
∫
DφeiS[φ(t)],
S[φ(t)] =
∫
C
dt
[1
2
φ2 − ω
2
2
φ2 − λ
4
φ4
]
=
∫ +∞
t0
dt
[1
2
φ˙2+ −
ω2
2
φ2+ −
λ
4
φ4+ − (φ+ ↔ φ−)
]
. (92)
Decomposing the exponential function and using Wick’s theorem (84) one can calculate corrections
to the propagators. For example, the exact propagator D++ is equal to:
D++(t1, t2) = 〈φ+1 φ+2 〉 ≡
∫
Dφφ+(t1)φ+(t2)eiS[φ] =
= 〈φ+1 φ+2 〉0 −
iλ
4
∫
dt3
[
〈φ+1 φ+3 φ+3 φ+3 φ+3 φ+2 〉0 − 〈φ+1 φ−3 φ−3 φ−3 φ−3 φ+2 〉0
]
+ · · · =
= D++0 (t1, t2)−D++0 (t1, t2) ·
3iλ
4
∫
dt3
[(
D++0 (t3, t3)
)2 − (D−−0 (t3, t3))2]−
− 3iλ
∫
dt3
[
D++0 (t1, t3)D
++
0 (t3, t3)D
++
0 (t3, t2)−D+−0 (t1, t3)D−−0 (t3, t3)D−+0 (t3, t2)
]
+
+ · · · . (93)
Here we denoted for short φ+a ≡ φ+(ta), φ−a ≡ φ−(ta). Also we contracted the fields and took into
account that some contractions are equal to each other which gave the numerical coefficients 3 and
12. For example, the following expressions are equal:
〈φ+1 φ−3︸ ︷︷ ︸ ︷ ︸︸ ︷φ−3 φ−3 φ−3 φ+2︸ ︷︷ ︸〉0 = 〈︸ ︷︷ ︸φ+1 ︷ ︸︸ ︷φ−3 φ−3 φ−3 φ−3 φ+2︸ ︷︷ ︸〉0. (94)
One can build a diagrammatic technique using this decomposition. However, it is more convenient
to work after the Keldysh rotation (89):
S[φ(t)] =
∫ +∞
t0
dt
[
φ˙clφ˙q − ω2φclφq − λ
(
φ3clφq +
1
4
φclφ
3
q
)]
. (95)
Decomposing the exponential function in (92) and contracting the fields in the way similar to (93)
we obtain the diagrammatic technique which resembles the diagrammatic technique from the
quantum field theory (Fig. 1). One can find the applications of such a technique in the quantum
field theory in [9–13,17–19], etc.
Figure 1: The solid line corresponds to the φcl, the dashed one — to the φq
However, there are some subtleties which are related to the combinatoric factors. In fact, the
diagrams of the form (Fig. 1) do not restore these factors fully correctly, although they give the
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correct relative ratios. Let us consider the first order correction to the Keldysh propagator to show
this. At first sight, this correction is given by two ‘tadpole’ one-loop diagrams. However, if one
takes into account the order of contracting fields one sees that both these diagrams correspond to
three equal expressions (see Fig. 2). This means that the result obtained with standard diagrams
(Fig. 1) must be multiplied by the numerical factor 3. Such factors play an important role when we
combine the expressions corresponding to the different types of diagrams (e.g. see subsection 4.3).
Figure 2: ‘Tadpole’ corrections to the Keldysh propagator (on the left side) and corresponding
expressions (on the right side)
To restore the correct combinatoric factors one can use more accurate diagrams corresponding
to the correlation functions. These diagrams can be obtained from the standard diagrams by
splitting all the vertices according to the indices of the outgoing lines and then contracting them
in all possible ways again (Fig. 2). Of course, these diagrams are nothing more than a convenient
way to write down the expressions of the form (93) and (94) and count the number of equal
contractions. Note that this approach restores the relative ratios following from the symmetry of
the standard diagrams, but also assigns to them an additional correct combinatoric factor. For
example, this factor equals 3 in the case of Fig. 2 and equals 6 in the case of Fig. 3.
Finally, let us stress that one has to take into account only connected diagrams in this technique.
Indeed, all the parts of these diagrams which are not connected with external points inevitably
contain the product of theta-functions of the form θ(t1− t2)θ(t2− t3) · · · θ(tn− t1) which is equal to
zero. One can prove it by induction: the simplest one-vertex diagram does contain such a product
and expanding of the vertices (see Fig. 7 and Fig. 8) only lengthens it. At the same time, diagrams
where two disconnected parts are connected with different external points can not exist because
there should be an even number of lines in both of the parts.
We will show that this technique gives the right result for one-loop and two-loop corrections in
the following subsections 4.2 and 4.3. For short we will draw and denote by the word ‘diagram’
only standard diagrams with solid and dashed lines and restore the correct combinatoric factors
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Figure 3: ‘Sunset’ diagram corrections to the Keldysh propagator (on the left side) and corre-
sponding expressions (on the right side)
in the final expressions.
4.2 One-loop corrections
Let us calculate one-loop corrections to the free theory propagators using this diagrammatic tech-
nique. In the Keldysh propagator we have six possible diagrams. They depend on times on the
external legs t1 and t2 (t1 > t2), and the integration is performed over the intermediate time t3.
Nevertheless, we should calculate only two integrals (Fig. 4a and 4b) since all the others contain
terms like DR0 (t3, t3) and obviously are equal to zero. Then, for the Keldysh propagator we have:
DK1 (t1, t2) = D
K
1,a(t1, t2) +D
K
1,b(t1, t2) =
= −3iλ
∫
dt3
[
DK0 (t1, t3)D
K
0 (t3, t3)D
A
0 (t3, t2) +D
R
0 (t1, t3)D
K
0 (t3, t3)D
K
0 (t3, t2)
]
=
= −3iλ
2
[
f1f
∗
2 ·
∫ T+ τ
2
T− τ
2
dt3|f3|4 + f1f2
(
2
∫ T
t0
+
∫ T− τ
2
T
+
∫ T+ τ
2
T
)
dt3|f3|2f ∗23 − h.c.
]
=
= −9iλ · T
(2ω+)2
· (|α|2 + |β|2)
(
α∗β∗f1f2 − αβf ∗1 f ∗2
)
+O(T 0). (96)
We have the similar picture in cases of retarded and advanced propagators (Fig. 4c). Recall that
Figure 4: All non-zero one-loop corrections to the Keldysh (a, b) and retarded (c) propagator
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DA0 (t1, t2) = D
R
0 (t2, t1). Hence, we can consider only the retarded propagator:
DR1 (t1, t2) = D
R
1,c(t1, t2) = −iλ
∫
dt3D
R
0 (t1, t3)D
K
0 (t3, t3)D
R
0 (t3, t2) =
= −iλ
∫ t1
t2
dt3
(
f1f
∗
3 − f3f ∗1
)|f3|2(f3f ∗2 − f2f ∗3 ) = O(T 0). (97)
These expressions are exactly the same as in the direct calculations performed in the previous
section 3.
4.3 Two-loop corrections
Now let us calculate two-loop corrections. It is obvious that DR2 (t1, t2) ' O(T ) and DA2 (t1, t2) '
O(T ), because the corresponding integrals inevitably contain products of theta-functions of the
form θ(t4 − t2)θ(t3 − t4)θ(t1 − t3) and hence they behave as ' O(Tτ), i.e. are suppressed in the
limit T → ∞, λT = const, τ = const. This again coincides with the dependence obtained from
the direct calculation as it was expected.
The second order correction to the Keldysh propagator is more sophisticated. Naively we have
ten ‘sunset’ diagrams, but diagrams KKRAK, KRRAA and RRAAK are obviously equal to zero
(here we use such notation as in the Fig. 5). It is convenient to combine remaining diagrams with
their time-reversals (e.g. KAAAA and RRRRK) and integrate over intermediate times t3 and t4.
Summing all the expressions and keeping only terms with non-oscillating integrands we obtain:
Figure 5: All non-zero ‘sunset’ two-loop corrections to the Keldysh propagator
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16λ2
DK2 (t1, t2) = +f1f
∗
2 ·
∫ T
t0
dηf 4(η)
∫ T
t0
dξf ∗4(ξ)−
− f1f2 · 2
∫ T
t0
dηf 2(η)|f(η)|2
∫ T
η
dξf ∗4(ξ) + h.c.+O(T ), (98)
DK2 (t1, t2) =
(λT )2
(2ω+)4
· 216|α|2|β|2·
·
[
|α|2|β|2
(
f1f
∗
2 + f
∗
1 f2
)
− 1
2
(|α|2 + |β|2)(αβf ∗1 f ∗2 + α∗β∗f1f2)]+O(T ). (99)
This result differs from the result obtained in direct calculations with the decomposition of the
evolution operator (71). However, so far we have considered only ‘sunset’ corrections whereas
‘tower’ and ‘double tadpole’ (Fig. 6) corrections also give λ2 dependence. Taking them into
account1 we obtain:
Figure 6: Non-zero ‘tower’ and ‘double tadpole’ corrections to the Keldysh propagator
1
3λ2
DK2 (t1, t2) = f1f
∗
2 ·
(
2
∫ T
t0
dηf 4(η)
∫ T
t0
dξf ∗4(ξ) + 3
∫ T
t0
dηf 2(η)|f(η)|2
∫ T
t0
dξf ∗2(ξ)|f(ξ)|2
)
−
− f1f2 ·
∫ T
t0
dηf ∗4(η)
∫ T
η
dξf 2(ξ)|f(ξ)|2−
− f1f2 · 9
∫ T
t0
dηf ∗2(η)|f(ξ)|2
∫ T
η
dξ|f(ξ)|4 + h.c.+O(T ). (100)
1Careful calculations yield an additional coefficient of 6 for the ‘sunset’ diagrams and 9 for the ‘tower’ and
‘double tadpole’ diagrams.
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And finally:
DK2 (t1, t2) =
(λT )2
(2ω+)4
· 27(3|α|4 + 3|β|4 + 14|α|2|β|2)·
·
[
|α|2|β|2
(
f1f
∗
2 + f
∗
1 f2
)
− 1
2
(|α|2 + |β|2)(αβf ∗1 f ∗2 + α∗β∗f1f2)]+O(T ). (101)
This is the same expression as in the direct calculations (69). ‘Tower’ and ‘double tadpole’ correc-
tions to the R/A propagators are ' O(Tτ) as well as ‘sunset’ corrections. Thus one can see here
that diagrammatic technique really works and gives exactly the same result as direct calculation
for the ground state does.
Moreover, now one can see that the unnatural secular growth in the cases of constant and
adiabatically varying frequency obtained in the subsections 2.2 and 3.3 is caused by ‘tower’ and
‘double tadpole’ diagrams. Indeed, taking into account that in this case β = 0 and recalculating
corrections we obtain:
DK,tadpoles2 (t1, t2) =
27iλ2
(2ω−)3
( T
(2ω+)2
− t0
(2ω−)2
)(
e2iω−t0f ∗1 f
∗
2 − e−2iω−t0f1f2
)
+O(T 0),
DK,sunset2 (t1, t2) = D
R/A,tadpoles
2 (t1, t2) = D
R/A,sunset
2 (t1, t2) = O(T
0),
DK1 (t1, t2) = D
R/A
1 (t1, t2) = O(T
0), (102)
where we distinguish contributions from the diagrams of the form Fig. 6 and Fig. 5. In fact,
this result can be generalized: growth of the corrections to the propagators in an arbitrary order
corresponds to the ‘multiple tadpole’ diagrams which give DKn (t1, t2) ∼ T n−1 ·O(T 0), DR/An (t1, t2) =
O(T 0τn) = O(T 0).
4.4 Corrections to the vertices
So far we have calculated corrections to the propagators. However, there can be the other type of
corrections to the vertices. Here we will show that these corrections are suppressed in the limit
T → ∞, τ = const. In other words, we set the times of the external legs t1, t2, t3, t4 to infinity
while keeping their differences t1 − t2, etc. constant. We denote such differences as τ = ti − tj.
First, let us consider one-loop (∼ λ2) correction to the vertex with three dashed legs (−iλ/4).
It is easy to see that one of two possible diagrams in this case is equal to zero, because it contains
the product of the theta-functions θ(t5 − t6)θ(t6 − t5) (Fig. 7). The other one contains θ(t5 −
t1)θ(t6 − t5)θ(t6 − t4)θ(t3 − t6) and hence it is ∼ τ 2, i.e. it is O(T 0).
Figure 7: One-loop corrections to the vertex −iλ/4
The correction to the other vertex is more complicated (Fig. 8). Nevertheless, it is not difficult
to estimate the contribution of each diagram separately.
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Figure 8: One-loop corrections to the vertex −iλ
Diagrams a – d contain terms of the form DA(t6, t3)D
R(t6, t4) ∼ θ(t3 − t6)θ(t6 − t4) (these
terms correspond to the right legs) and hence they are ∼ τ . Though, they still have integrations
of the form
∫ T
t0
, which in the case β 6= 0 gives O(Tτ) dependence. However, in the case β = 0
this integration can give only the expressions of the form O(T 0) and the contributions of these
diagrams are ' O(T 0τ). Diagrams e, f contain integration of θ(t1− t5)θ(t5− t6)θ(t6− t4) and hence
they are ' O(T 0τ 2). Finally, diagrams g and h are obviously equal to zero.
In all we obtain that corrections to the vertices are ∼ λ2T in the non-adiabatically varying
frequency case β 6= 0. These corrections grow with time but are suppressed in comparison with
the corrections to the Keldysh propagators DK1 and D
K
2 in the limit T → ∞, τ = const. In the
adiabatically varying frequency case β = 0 corrections to the vertices are ∼ λ2T 0 and also are
suppressed in comparison with corrections to the propagators in the limit under consideration.
4.5 Renormalization of the frequency
Above we have seen that in the adiabatic case β = 0 one can remove the secular growth of
the corrections to the Keldysh propagator introducing the new vacuum state which tends to the
vacuum state of the free Hamiltonian on the past and future infinities (see subsection 2.3). This is
due to the fact that diagonal terms refer to the tadpole diagrams (see subsection 4.3) and behave
as ∼ λnT n−1, when T → ∞ whereas the off-diagonal terms behave as ∼ λnT n in the same limit.
However, in the non-adiabatic case β 6= 0 both diagonal and off-diagonal expressions grow as
∼ λnT n and one cannot remove this growth by such a redefinition of the vacuum state.
In this subsection we show that ‘tadpole’ one-loop corrections to the Keldysh propagator,
which grow as T → ∞, can be removed by a renormalization of the frequency [17, 18, 48–50]. It
is more convenient to prove this statement before the Keldysh rotation (89). In fact, let us sum
all the contributions of the ‘tadpole’ diagrams to the propagator D++ using the Dyson-Schwinger
equation [45]:
D++exact(t1, t2) = D
++
0 (t1, t2)− 3iλ
∫
dt3M
2(t3)
[
D++0 (t1, t3)D
++
exact(t3, t2)−D+−0 (t1, t3)D−+exact(t3, t2)
]
,
(103)
where we denoted as M2(t3) ≡ D++0 (t3, t3) = D−−0 (t3, t3) = |f3|2. This summation corresponds
to the so-called ‘tadpole chain’ (Fig. 9). Acting on the exact tadpole propagator D++exact by the
operator (∂2t + ω
2) and using the fact that the operator Dˆ0 is the inverse of (80) we obtain:
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Figure 9: ‘Tadpole chain’ corrections to the D++ propagator. Thin lines correspond to the bare
propagators D++0 and D
+−
0 , thick lines — to the exact propagators D
++ and D−+
[
∂2t1 + ω
2(t1)
]
D++exact(t1, t2) = δ(t1 − t2) + 3λM2(t1)D++exact(t1, t2). (104)
Introducing ω˜2(t) = ω2(t)− 3λM2(t) we obtain that:[
∂2t + ω˜
2(t)
]
D++exact(t, t
′) = δ(t− t′). (105)
Similar calculations for the other propagators give:[
∂2t + ω˜
2(t)
]
D±∓exact(t, t
′) = 0,[
∂2t + ω˜
2(t)
]
D−−exact(t, t
′) = −δ(t− t′). (106)
Thus, ‘tadpole’ corrections can be interpreted as the renormalization of the frequency in the
action (49) or (79).
In fact, let us consider the pure ‘tadpole’ corrections to the Keldysh propagator in the several
lowest orders in λ in the case of non-adiabatically varying frequency β 6= 0. Substituting the
behaviour of the modes at the future infinity (54) we obtain:
DK0 =
1
2ω
[
αβ∗e2iωT + α∗βe−2iωT
]
+
(|α|2 + |β|2) · 1
2ω
cos(ωτ),
DK1 = −
9iλT
(2ω)2
(|α|2 + |β|2) · 1
2ω
[
αβ∗e2iωT − α∗βe−2iωT
]
+O(T 0),
DK2 =
1
2
(
− 9iλT
(2ω)2
(|α|2 + |β|2))2 · 1
2ω
[
αβ∗e2iωT + α∗βe−2iωT
]
+O(T ). (107)
One can notice that the sign before the exponential function with negative frequency is positive
in the even order corrections and negative in the odd order. So we can sum all the one-loop
corrections in the leading order as T →∞:
DKexact '
1
2ω˜
[
αβ∗e2iω˜T + α∗βe−2iω˜T
]
+
(|α|2 + |β|2) · 1
2ω˜
cos(ω˜τ) +O(λ), (108)
where we introduced the renormalized frequency
ω˜ = ω − 9λ
8ω2
(|α|2 + |β|2), i.e. ω˜2 ' ω2 − 9λ
4ω
(|α|2 + |β|2), (109)
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and replaced ω with ω˜ in the denominator to the accuracy of O(λ). This additional expression is
suppressed in the limit T →∞, λ→ 0, λT = const.
Note that the renormalized frequency obtained from the Dyson-Schwinger equation (103)–
(106) does not coincide with the result of direct calculations (109). This is due to the fact that
eq. (103) corresponds only to the ‘tadpole chain’ diagrams of the form Fig. 4c, Fig. 6c–e and so on,
instead of the general ‘multiple tadpole’ diagrams including ‘tower’ (Fig. 6a,b) and more complex
contributions.
In the case of adiabatically varying frequency β = 0 one-loop corrections grow slower:
DK0 =
1
2ω+
cos(ω+τ),
DK1 =
3λ
(2ω−)2
· 1
4ω+ω−
[
e2iω+T−2iω−t0 + e−2iω+T+2iω−t0
]
,
DK2 =
3λ
(2ω−)2
· (−9iλ)
( T
(2ω+)2
− t0
(2ω−)2
)
· 1
4ω+ω−
[
e2iω+T−2iω−t0 − e−2iω+T+2iω−t0
]
+O(T 0).
(110)
One can see that the bare propagator DK0 depends only on the difference τ whereas the corrections
DK1 , D
K
2 and so on also depend on the average time T . Hence, one cannot obtain the expression
of the form DK0 after the summation of all such corrections as (110). This fact corresponds to the
breakdown of the WKB approximation after the renormalization of the frequency. Indeed, let us
consider the lowest order corrections to the mass term in (103):
M2(t) = DK(t, t) =
1
2ω+
+
3λ
8ω−ω3+
cos(2ω+t) +
27λ2
8ω−ω3+
( t
(2ω+)2
− t0
(2ω−)2
)
sin(2ω+t) + · · · , (111)
and check the WKB approximation (53) for the frequency from the eq. (105):∣∣∣ d
dt
1
ω˜
∣∣∣ = ∣∣∣ ˙˜ω
ω˜2
∣∣∣ = ∣∣∣ ˙˜ω
ω2(t)− 3λM2(t)
∣∣∣ 1. (112)
One can see that M2(t)→∞ as t→∞ while ω2(t) remains finite in such a limit, so at least one
turning point ω2(t∗) = 3λM2(t∗) appears when λ 6= 0. Hence, the inequality cannot be satisfied
for all times t ∈ (−∞,+∞) and the WKB approximation breaks down. Thus, one cannot hide the
growth of ‘tadpole’ corrections into the renormalization of the frequency in this case. However,
we remind that in the subsection 2.3 we have shown that this correction can be removed by a
modification of the vacuum state (in that case ω = const, so we set ω+ = ω− and t0 = 0). Also
note that in the non-adiabatically varying frequency case one does not have such problems because
inequality (53) does not hold even when λ = 0, and therefore the renormalization of the frequency
does not change the behaviour of the propagators.
Thus, in this subsection we have shown that one can hide the growth of ‘tadpole’ corrections to
the Keldysh propagator into a renormalization of the frequency in the non-adiabatically varying
frequency case, but cannot do the same in the adiabatically varying frequency case. Note, however,
that higher than second order corrections in the non-adiabatically case still grow because they
correspond to the ‘sunset’ diagrams. At the same time, such a growth corresponds to the time
dependence of 〈a+a〉 and 〈aa〉 which are components of the Keldysh propagator (26).
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5 Discussion and acknowledgements
In this paper we have considered the simplest example of a non-stationary quantum field theory
which is quantum mechanical oscillator with varying frequency and λφ4 self-interaction. We used
non-equilibrium diagrammatic technique to calculate the loop corrections to the propagators and
vertices in the ground state of the free Hamiltonian and checked the results by direct calculations
in Hamiltonian quantization in the interaction picture.
First, we obtained that leading loop corrections in the limit T → ∞ in adiabatically varying
frequency case show the same behaviour as in the stationary, i.e. constant frequency case. In both
these cases corrections to the Keldysh propagator grow indefinitely with time whereas corrections
to the retarded/advanced propagators and vertices remain finite. This growth refers only to the
‘tadpole’ diagrams. However, one can remove the growth by a modification of the vacuum state
which tends to the identical transformation on the future and past infinities. Hence, neither level
population n = 〈a+a〉 nor anomalous quantum average κ = 〈aa〉, which are components of the
Keldysh propagator, grow in this case. This fact is related to the well-known adiabatic theorem
in quantum mechanics which was first formulated in 1928 by Max Born and Vladimir Fock [36].
Second, in the non-adiabatically varying frequency case loop corrections to the Keldysh prop-
agator grow faster than in the adiabatic case and cannot be removed by a modification of the
vacuum state. Corrections to the retarded/advanced propagators and vertices also grow indefi-
nitely but are suppressed in comparison with the Keldysh propagator by the higher powers of λ
in the limit T → ∞, λ → 0, λT = const. This growth refers to both the ‘tadpole’ and ‘sunset’
diagrams. Despite the fact that one can hide the growth of the ‘tadpole’ diagrams into a renor-
malization of the frequency, one cannot do the same with ‘sunset’ diagrams. This means that
both level population 〈a+a〉 and anomalous quantum average 〈aa〉 grow indefinetely in this case.
This fact is strongly related to the non-adiabaticity of the frequency which brings energy into the
system.
Finally, the secular growth just means the breakdown of the perturbation theory, because even
if λ is small λT can become of the order of unity. This means that one has to resum the leading
corrections from all the loops and write down the kinetic equation to understand the behaviour of
n and κ. In quantum field theory one usually derives this equation using a diagrammatic approach
and summing loop corrections in an arbitrary state of the theory [6, 9, 10, 17–20]. Unfortunately,
in quantum mechanics this approach works only for the vacuum (and thermal) state due to the
absence of the infinite spatial volume. This means that one has to derive an analog of the kinetic
equation in a different way, which will be done elsewhere.
The authors would like to thank Andrey Semenov, Daniil Sherstnev and Anna Radovskaya for
useful comments and discussions. Also we thank Emil T. Akhmedov for formulating the problem
and sharing of his ideas. This work was done under the financial support of the Russian state
grant Goszadanie 3.9904.2017/8.9.
References
[1] S. W. Hawking, “Particle Creation by Black Holes,” Commun. Math. Phys. 43, 199 (1975)
Erratum: [Commun. Math. Phys. 46, 206 (1976)].
[2] W. G. Unruh, “Notes on black hole evaporation,” Phys. Rev. D 14, 870 (1976).
28
[3] E. T. Akhmedov, H. Godazgar and F. K. Popov, “Hawking radiation and secularly growing
loop corrections,” Phys. Rev. D 93, no. 2, 024029 (2016) [arXiv:1508.07500 [hep-th]].
[4] J. Schwinger, “Brownian Motion of a Quantum Oscillator,” Journal of Mathematical Physics
2, 407 (1961).
[5] L. V. Keldysh, “Diagram technique for nonequilibrium processes,” Zh. Eksp. Teor. Fiz. 47,
1515 (1964) [Sov. Phys. JETP 20, 1018 (1965)].
[6] A. Kamenev, “Many-body theory of non-equilibrium systems,” Cambridge, UK: University
Press (2011) [arXiv:cond-mat/041229].
[7] J.-S. Wang, B. K. Agarwalla, H. Li, J. Thingna, “Nonequilibrium Green’s function method for
quantum thermal transport,” Frontiers of Physics 9, 673 (2014) [arXiv:1303.7317 [cond-mat]].
[8] B. Garbrecht, T. Prokopec and M. G. Schmidt, “Particle number in kinetic theory,” Eur.
Phys. J. C 38, 135 (2004) [arXiv:hep-th/0211219].
[9] J. Berges, “Introduction to nonequilibrium quantum field theory,” AIP Conf. Proc. 739, 3
(2005) [arXiv:hep-ph/0409233].
[10] J. Rammer, “Quantum field theory of non-equilibrium states,” Cambridge, UK: University
Press (2007).
[11] E. A. Calzetta and B. L. B. Hu, “Nonequilibrium Quantum Field Theory,” Cambridge, UK:
University Press (2008).
[12] P. Millington and A. Pilaftsis, “Perturbative nonequilibrium thermal field theory,” Phys. Rev.
D 88, no. 8, 085009 (2013) [arXiv:1211.3152 [hep-ph]].
[13] A. H. Mueller and D. T. Son, “On the Equivalence between the Boltzmann equation and
classical field theory at large occupation numbers,” Phys. Lett. B 582, 279 (2004) [hep-
ph/0212198].
[14] J. Marino and S. Diehl, “Quantum dynamical field theory for non-equilibrium phase tran-
sitions in driven open systems,” Phys. Rev. B 94, no. 8, 085150 (2016) [arXiv:1606.00452
[cond-mat.quant-gas]].
[15] C. Anastopoulos, “Quantum correlation functions and the classical limit,” Phys. Rev. D 63,
125024 (2001) [arXiv:gr-qc/0011111].
[16] E. Calzetta and B. L. Hu, “Closed Time Path Functional Formalism in Curved Space-Time:
Application to Cosmological Back Reaction Problems,” Phys. Rev. D 35, 495.
[17] E. T. Akhmedov, “Lecture notes on interacting quantum fields in de Sitter space,” Int. J.
Mod. Phys. D 23, 1430001 (2014) [arXiv:1309.2557 [hep-th]].
[18] E. T. Akhmedov, F. K. Popov and V. M. Slepukhin, “Infrared dynamics of the massive φ4
theory on de Sitter space,” Phys. Rev. D 88, 024021 (2013) [arXiv:1303.1068 [hep-th]].
[19] A. M. Polyakov, “Infrared instability of the de Sitter space,” arXiv:1209.4135 [hep-th].
29
[20] E. T. Akhmedov and P. Burda, “Solution of the Dyson–Schwinger equation on de Sitter
background in IR limit,” Phys. Rev. D 86, 044031 (2012) [arXiv:1202.1202 [hep-th]].
[21] E. T. Akhmedov and F. Bascone, “Quantum heating as an alternative of reheating,” Phys.
Rev. D 97, no. 4, 045013 (2018) [arXiv:1710.06118 [hep-th]].
[22] E. T. Akhmedov, U. Moschella, K. E. Pavlenko and F. K. Popov, “Infrared dynamics of
massive scalars from the complementary series in de Sitter space,” Phys. Rev. D 96, no. 2,
025002 (2017) [arXiv:1701.07226 [hep-th]].
[23] D. Glavan, S. P. Miao, T. Prokopec and R. P. Woodard, “Electrodynamic Effects of Inflation-
ary Gravitons,” Class. Quant. Grav. 31, 175002 (2014) [arXiv:1308.3453 [gr-qc]].
[24] G. Petri, “A Diagrammatic Approach to Scalar Field Correlators during Inflation,”
arXiv:0810.3330 [gr-qc].
[25] S. B. Giddings and M. S. Sloth, “Cosmological diagrammatic rules,” JCAP 1007, 015 (2010)
[arXiv:1005.3287 [hep-th]].
[26] T. Prokopec, M. G. Schmidt and S. Weinstock, “Transport equations for chiral fermions to
order ~ and electroweak baryogenesis. Part I,” Annals Phys. 314, 208 (2004) [arXiv:hep-
ph/0312110].
[27] T. Prokopec, M. G. Schmidt and S. Weinstock, “Transport equations for chiral fermions to
order ~ and electroweak baryogenesis. Part II,” Annals Phys. 314, 267 (2004) [arXiv:hep-
ph/0406140].
[28] K. Dusling, T. Epelbaum, F. Gelis and R. Venugopalan, “Role of quantum fluctuations in
a system with strong fields: Onset of hydrodynamical flow,” Nucl. Phys. A 850, 69 (2011)
[arXiv:1009.4363 [hep-ph]].
[29] T. Epelbaum, F. Gelis and B. Wu, “Nonrenormalizability of the classical statistical approxi-
mation,” Phys. Rev. D 90, no. 6, 065029 (2014) [arXiv:1402.0115 [hep-ph]].
[30] A. V. Leonidov and A. A. Radovskaya, “On formation of equation of state of evolving quantum
field,” JETP Lett. 101, no. 4, 215 (2015) [arXiv:1412.0098 [nucl-th]].
[31] A. Leonidov and A. Radovskaya, “Applicability of the Wigner functional approach to evolution
of quantum fields,” EPJ Web Conf. 125, 05013 (2016) [arXiv:1608.04580 [hep-ph]].
[32] A. I. Nikishov, “S matrix in quantum electrodynamics with external field,” Teor. Mat. Fiz.
20, 48 (1974)
[33] N. B. Narozhnyi and A. I. Nikishov, “Solutions of the Klein-Gordon and Dirac equations for
a particle in a constant electric field and a plane electromagnetic wave propagating along the
field,” Teor. Mat. Fiz. 26, 16 (1976).
[34] E. T. Akhmedov, N. Astrakhantsev and F. K. Popov, “Secularly growing loop corrections in
strong electric fields,” JHEP 1409, 071 (2014) [arXiv:1405.5285 [hep-th]].
30
[35] E. T. Akhmedov and F. K. Popov, “A few more comments on secularly growing loop cor-
rections in strong electric fields,” JHEP 1509, 085 (2015) doi:10.1007/JHEP09(2015)085
[arXiv:1412.1554 [hep-th]].
[36] M. Born and V. A. Fock, “Beweis des Adiabatensatzes,” Zeitschrift fu¨r Physik A 51 (3-4),
165 (1928).
[37] T. Kato, “On the Adiabatic Theorem of Quantum Mechanics,” J. Phys. Soc. Jpn. 5, 435
(1950).
[38] B. Ya. Zel’dovich, A. M. Perelomov and V. S. Popov, “Relaxation of a quantum oscillator,”
Zh. Eksp. Teor. Fiz. 55, 589 (1968) [Sov. Phys. JETP 28.2, 308 (1969)].
[39] V. S. Popov and A. M. Perelomov, “Parametric excitation of a quantum oscillator,” Zh. Eksp.
Teor. Fiz. 56, 1375 (1969) [Sov. Phys. JETP 29.4, 738 (1969)].
[40] V. S. Popov and A. M. Perelomov, “Parametric excitation of a quantum oscillator. II,” Zh.
Eksp. Teor. Fiz. 57, 1684 (1969) [Sov. Phys. JETP 30.5, 910 (1970)].
[41] E. T. Akhmedov and S. O. Alexeev, “Dynamical Casimir effect and loop corrections,” Phys.
Rev. D 96, no. 6, 065001 (2017) [arXiv:1707.02242 [hep-th]].
[42] L. Astrahantsev and O. Diatlyk, “Massive quantum scalar field in presence of moving mirror,”
arXiv:1805.00549 [hep-th].
[43] T. Matsubara, “A New Approach to Quantum-Statistical Mechanics ,” Prog. Th. Phys. 14,
no. 4, 351 (1955).
[44] E. M. Lifshitz and L. P. Pitaevskii, Vol. 9 (Butterworth-Heinemann, Oxford, 1980).
[45] L. D. Landau and E. M. Lifshitz, Vol. 10 (Pergamon Press, Oxford, 1975).
[46] T. S. Evans and D. A. Steer, “Wick’s theorem at finite temperature,” Nucl. Phys. B 474, 481
(1996) [arXiv:hep-ph/9601268].
[47] G. C. Wick, “The Evaluation of the Collision Matrix,” Phys. Rev. 80, 268 (1950).
[48] M. E. Peskin and D. V. Shroeder, “An introduction to quantum field theory” (Westview press,
1995).
[49] A. Fetter and J. Walecka, “Quantum Theory of Many-Particle Systems,” New York: McGraw-
Hill (1971).
[50] K. G. Wilson and J. Kogut, “The renormalization group and the  expansion,” Physics Reports
12, no. 2, 75 (1974).
[51] L. D. Landau and E. M. Lifshitz, Vol. 2 (Butterworth-Heinemann, Oxford, 1975).
31
