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Abstract
Bayesian Neural Networks with Latent Variables (BNN+LV’s) provide uncertainties in prediction estimates
by explicitly modeling model uncertainty (via priors on network weights) and environmental stochasticity
(via a latent input noise variable). In this work, we first show that BNN+LV suffers from a serious form of
non-identifiability: explanatory power can be transferred between model parameters and input noise while
fitting the data equally well. We demonstrate that, as a result, traditional inference methods may yield
parameters that reconstruct observed data well but generalize poorly. Next, we develop a novel inference
procedure that explicitly mitigates the effects of likelihood non-identifiability during training and yields high
quality predictions as well as uncertainty estimates. We demonstrate that our inference method improves
upon benchmark methods across a range of synthetic and real datasets.
1 Introduction
While deep learning has demonstrable success on many tasks (e.g. [23]), the predictive point estimates provided by
standard deep models can lead to overfitting and provide no uncertainty quantification on predictions. However,
when models are applied to critical domains such as autonomous driving, precision health care, or criminal justice,
reliable measurements of a model’s predictive uncertainty may be as crucial as correctness of its predictions.
In general, one can divide sources of the uncertainty in a prediction into two categories. Epistemic uncertainty,
or model uncertainty, comes from having insufficient knowledge about the “true” predictor. In contrast, aleatoric
uncertainty comes from the stochasticity inherent in the environment. Bayesian Neural Networks with Latent
Variables (BNN+LV’s) provide a way of explicitly modeling these two types of uncertainties in deep models [36, 6, 7].
In particular, a BNN+LV model assumes a predictor of the form:
y = f(x, z;W ) + 
where  is the output noise, W are the parameters of a neural network, and z is an unobserved (latent) random
variable associated with each (x, y) pair. The distribution over W captures model uncertainty (epistemic
uncertainty). Together with the output noise , the stochastic input noise z captures aleatoric uncertainty; each
input x has its own independently sampled z and . Because the input noise z is passed through the neural network
alongside the input x, it can model complex, heteroscedastic noise patterns [7]. Inference in BNN+LV promises to
be able to distinguish between these two forms of uncertainty, providing accurate predictive uncertainty estimates
that can be useful for many downstream tasks sensitive to environmental stochasticity [7].
In this work, we first show that this is unfortunately not the case: the likelihoods of BNN+LV models can have
multiple sets of values for network parameters W and latent variables z that are equally plausible given observed
data, but most of these values correspond to networks that will generalize poorly on new data. We demonstrate
that traditional Bayesian inference methods cannot distinguish these suboptimal solutions from better solutions in
the posterior (e.g. desirable models cannot be identified by a good choices of priors), notably, inference methods
that approximate the posterior often get caught in poor optima. To address this issue, we introduce a novel
approximate inference scheme, Noise Constrained Approximate Inference (NCAI), that explicitly mitigates the
effects of likelihood non-identifiability during training by encouraging the satisfaction of certain model properties
(e.g. that z is independent of x). We demonstrate that our approach consistently recovers approximate posteriors
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that are closer to the true posteriors on synthetic examples, and that we achieve better generalization on an array
of synthetic and real-world data sets.
2 Related Work
In the standard Bayesian Neural Network model (e.g. [28, 31]), one generally assumes that the irreducible
noise (aleatoric uncertainty) in the data is identically and independently distributed. However, many real-
world tasks [15, 7] require more complex forms of aleatoric uncertainty. In particular, one may need to relax
the assumption that the noise is identically distributed—not only may the variance of the noise depend on x
(heteroscedasticity) but the form of the distribution may also change depending on the input.
Works that consider more complex noise models take two main forms. The first considers a predictor of the
form y = f(x;W ) + (x), where the output noise  has a dependence on x (e.g. [19, 2]). These "output noise"
models have a long history in the Gaussian process literature (e.g. [22, 34, 16]) and have been formulated more
recently for Bayesian Neural Networks (e.g. [15, 9]). Such models are appropriate, for example, when one believes
that aleatoric uncertainty is rooted in observational error of the output, while the input is measured without
noise.
In this paper, we focus on the second form of noise model, in which we explicitly consider an input noise
variable z for each data point, in addition to i.i.d. output noise : y = f(x, z;W ) + . These models are more
appropriate when one understands stochasticity of the input generation process. Again, there exists related work
for "input noise" models in the Gaussian process literature (e.g. [21, 30, 5]) but only limited work using the
same approach for Bayesian Neural Networks [36, 7].
The flexibility gained by adding latent input noise variables to Bayesian Neural Networks presents new
challenges for learning these models. In particular, we show that the regression function f is no longer identifiable
under the likelihood of this latent variable model and that the posterior of the Bayesian model will not concentrate
around the true regression function f as the size of the training data grow. This is very different than the case of
Bayesian Neural Networks (BNNs) without latent variables, where although different network parameters W may
parameterize the same function f , the regression function f itself is identifiable under the likelihood and the
posterior predictive of BNNs concentrate around the true regression function, under mild assumptions [24].
To our knowledge, none of the existing works have described likelihood non-identifiability that occur in
BNN+LV and how likelihood non-identifiability impacts Bayesian inference (particularly approximate inference).
These problems do not seem to be explicitly considered in previous work perhaps because impacts of non-
identifiability on inference have been attributed to general optimization difficulties. Based on our characterization
of the sources of non-identifiability in BNN+LV models, we propose a novel framework for performing high quality
approximate inference.
3 Background and Notation
Let D = {(x1, y1), . . . (xN , yN )} be a dataset of N observations. Where each input xn ∈ RD is a D-dimensional
vector and each output yn ∈ RL is L-dimensional.
A Bayesian Neural Network (BNN) assumes a predictor of the form y = f(x;W ) + , where f is a neural
network parametrized by W and  is a normally distributed noise variable. This model places a prior p(W ) on the
network parameters; given a data set D, we can apply Bayesian inference to compute the posterior distribution
p(W |D) over W or the posterior predictive distribution p(y|x,D).
Bayesian Neural Network with Latent Variables (BNN+LV), enable more flexible noise distributions for BNNs
by introducing a latent variable zn ∼ N (0, σ2z · I) for each observation (xn, yn) [36, 7]. It presumes the following
data generation process:
W ∼ p(W ), zn ∼ p(z), n ∼ N (0, σ2 )
yn = f(xn, zn;W ) + n, n = 1, . . . , N.
(1)
When f is non-linear, BNN+LV is able to model heteroscedastic noise through z.
Inference in BNN+LV Models involves learning the posterior distribution, p(W, {z1, . . . , zN}|D), over both
network weights and the latent input noise for each observation. At test time, however, the established convention
is to make use of only the inferred weights p(W |D) [7]. That is, the posterior predictive is given by the expected
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likelihood under the posterior of W and the prior of z:
p(y∗|x∗,D) =
∫∫
p(y|x, z,W )p(W |D)p(z∗)dz∗dW. (2)
For a new point x∗, the target is predicted using the posterior predictive mean E[p(y ∗ |x∗,D)] [7]. The reason
that the noise prior, p(z), is used to compute the posterior predictive is because, in our model, the form of
environmental stochasticity modeled by the input noise z does not change between train and test time. As an
example, suppose that input noise for our model is z ∼ N (0, 1). Given an observation (xn, yn) in the training
data, we may infer the values of zn that is likely to have generated yn along with xn, i.e. we compute the posterior
p(zn|xn, yn). Note that the posterior p(zn|xn, yn) will generally not be concentrated around zn = 0 (e.g. if the
sampled noise zn is equal to 2 then the posterior p(zn|xn, yn) should concentrate around 2). However, given a
new input x∗, what we’ve inferred about the input noise for xn is irrelevant to the prediction task for x∗, since
the noise z∗ for the new input x∗ is generated randomly from p(z) and is independent of zn.
A popular inference approach for deep Bayesian models is variational inference. In this work, we approximate
the true posterior with a fully factorized Gaussian over network weights and latent variables:
q(Z,W |φ) =
∏
n
p(zn)
∏
i
p(wi)
=
∏
n
N (µzn , σ2znI)
∏
i
N (µwi , σ2wiI)
(3)
where φ is the set of variational parameters {µzn , σ2zn}Nn=1 ∪ {µwi , σ2wi}Ii=1, over which we minimize a choice of
divergence between the q(Z,W |φ) and the true posterior p(W, {z1, . . . , zN}|D). We choose the commonly used
KL-divergence, yielding the following corresponding ELBO,
ELBO(φ) =Eq(Z,W |φ)[p(Y |X,W,Z)]
−DKL[q(W |φ)‖p(W )]
−DKL[q(Z|φ)‖p(Z)].
(4)
Maximizing ELBO(φ) over φ is equivalent to minimizing the KL-divergence of our approximate and true posteriors.
4 Non-identifiability in BNN+LV Models
Neural network models, with the standard zero-mean Gaussian output noise model, are non-identifiable under
the likelihood in the sense that one can permute the weights and retain the same function. Thus, this type of
non-identifiability does not affect generalization. However, non-identifiability that allows movement between the
weights W and the noise z in latent input noise models can be problematic since only the learned weights are
used for prediction at test time (input noise is resampled from the prior for new data).
In this section, we characterize a number of ways in which network weights W and input noise z in BNN+LV
models can be non-identifiable under the likelihood. Furthermore, we argue that these types of likelihood
non-identifiability can bias predictions based on posterior predictive distributions, even when inference is exact.
This is because, during test time, predictions are averaged across weights drawn from multiple posterior high
density regions, many of which, we show, will parameterize functions that generalize differently than the
function generating the data. In Section 6, we demonstrate, using a wide range of datasets, that the effect
of non-identifiability on approximate inference can be especially significant. Although a number of recently
introduced approximate inference methods demonstrate increasing ability to approximate complex posterior
distributions [14, 13, 25, 26, 27], when approximate inference happens to capture posterior regions corresponding
to functions different from the ground truth, the learned models will generalize poorly on new data (Section 6).
In the following we analyze the posterior predictive distributions of simple BNN+LV models with a single
hidden node and generalize to models with a single hidden layer.
Non-Identifiability in a Single Node Consider univariate output generated by a single hidden-node neural
network with LeakyRelu activation. For simplicity, we study a case with zero network biases, unit input weights
and additive input noise:
f(x, z;W ) = max {W (x+ z), αW (x+ z)} , (5)
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where 0 < α < 1. For any non-zero constant C, the pair Ŵ (C) = W/C, ẑ(C) = (C − 1)x+ Cz reconstructs the
observed data equally well:
max {W (x+ z), αW (x+ z)} =
max
{
Ŵ (C)
(
x+ ẑ(C)
)
, αŴ (C)
(
x+ ẑ(C)
)}
.
(6)
Now, suppose that the output is observed with Gaussian noise: y ∼ N (f(x, z;W ), σ2 ). Then the true values
of the parameter W and the latent input noise z are equally likely as Ŵ (C) and ẑ(C) under the likelihood:
p(y|f(x, z,W ), σ2 ) = p(y|f(x, ẑ(c), Ŵ (c)), σ2 ). In theses cases, one typically place a prior on W in order to bias
the posterior towards the ground truth parameter. However, we show in Theorem 1 that the posterior over the
model parameter W does not concentrate around the ground truth, and is in fact biased away from the ground
truth, as the sample size grows and regardless of the choice of W prior.
Theorem 1 (Bias in Posterior of 1-Node BNN+LV). Fix any W ∈ R and any prior N (µW , σ2W ) on W .
Suppose that inputs {x1, . . . , xN} are sampled independently from N (0, σ2x) and {z1, . . . , zN} from N (0, σ2z). For
a significant class of such samples, there exist a non-zero C such that, for every c ∈ (C, 1), the scaled values
(Ŵ (c), {ẑ(c)n }) are more likely than (W, {zn}) under the posterior for a sufficiently large N .
The proof of Theorem 1 is in Appendix A.1. Furthermore, in practice, we find that the bias in the posterior
cannot be removed by assuming a different (even non-Gaussian) prior for the latent noise z during inference.
An immediate corollary of Theorem 1 is that, regardless of the choice of the prior on W , the posterior
predictive will fail to concentrate around the ground truth function f(·, ·;W ), since each Ŵ (c) parametrizes a
completely different function. Nonetheless, one might still hope that the posterior predictive mean is unbiased
(as in Example A.1 in Appendix A.1). However, we show in Example A.1 (Appendix A.1) that the posterior
predictive mean of this toy model is biased away from the ground truth, regardless of the choice of W prior and
even as the sample size grows. In summary, we see that that non-identifiability in the likelihood of the single-node
BNN+LV model makes it difficult to infer, in the Bayesian setting, predictive distributions that generalize well,
even if inference can be performed exactly and even with a large number of observations.
Non-Identifiability in 1-layer BNN+LV Sources of non-identifiability increase when f is a neural network.
Consider a single-output neural network, f , that takes as input x and z (represented as a concatenated vector in
R2D) and has a single hidden layer containing H hidden nodes. At the output node, we fix the activation to be
the identity. Thus, the activation of the output node is computed as
aout = (ahidden)>W out + bout, (7)
whereW out is a H-dimensional weight vector, bout is the bias and ahidden is the H-dimensional vector of activations
of the hidden nodes. We can further expand ahidden as
ahidden = g
(
W xx+W zz + bhidden
)
, (8)
where W x and W z are weight matrices in RH×D, bhidden is a H-dimensional bias vector and g is the activation
function, applied element-wise. We characterize ways that the models parameters and the latent input variables z
are non-identifiable given a set of observed data. For any choice of diagonal matrix S ∈ RD×D, vector U ∈ RD,
and any factorization W z = RT where T is in RD×D, we can express ahidden in two equivalent ways:
ahidden = g
(
W xx+W zz + bhidden
)
= g
(
Ŵ xx+ Ŵ z ẑ + b̂hidden
) (9)
by setting:
Ŵ x = W x +W zS, Ŵ z = R,
ẑ = Tz − TSx− U, b̂hidden = b+RU.
(10)
Suppose that the output is observed with Gaussian noise: y ∼ N (f(x, z;W ), σ2 ), where W denotes the set
of weights (W out,W x,W z, bout, bhidden). Then, by only observing outputs generated by this network given
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observed input, one cannot identify ground truth parameter and latent variable values under the likelihood:
p(y|f(x, z,W ), σ2 ) = p(y|f(x, ẑ, Ŵ ), σ2 ). Just like in the case of a network with a single node, we show in
Theorem 2 that the posterior does not concentrate around the ground truth parameters, regardless of the choice of
weight priors.
Theorem 2 (Bias in Posterior of 1-Layer BNN+LV). Fix any set of parameters W and any prior
N (µW ,Σ2W ) on W . Suppose that {x1, . . . , xN} is sampled independently from N (0,Σ2x) and {z1, . . . , zN} from
N (0,Σ2z). For a significant class of such samples, there exist scaled values
(
Ŵ , {ẑn}
)
that are likely than (W, {zn})
under the posterior, for a sufficiently large N .
The proof for Theorem 2 is in Appendix A.2. If the function g is invertible, then Ŵ and W necessarily define
functions that will generalize differently. Thus, Theorem 2 implies that regardless of the choice of prior on W ,
the posterior predictive of single-layer BNN+LV models fails to concentrate around the ground truth function f .
In Section 6, we provide empirical evidence that the posterior predictive mean can be biased away from f . Here
again, non-identifiability in the likelihood prevents us from inferring predictive distributions that generalize well.
It’s important to note that non-identifiability in 1-layer BNN+LV models are not limited to the cases we
describe above. In Appendix A.3, we analyze another form of non-identifiability, in which the latent variable
compensates for any scaling of W out by encoding the training outputs y. In practice, we find that poor posterior
predictive distributions are always associated with the latent variable encoding for either the input x or the output
y, both of which we quantify by measuring the mutual information of the inferred z’s and the training data (see
Section 6). Lastly, we note that our characterization of non-identifiability can be easily extended to multi-layer
networks, which have, at the very least, the types of non-identifiability we describe above at the input layer.
5 NCAI: Noise Constrained Approximate Inference
From the forms of non-identifiability we derive in Section 4 and Appendix A.3, we see that when we scale the
parameters W , the learned latent variable z can become directly dependent on the input x (Equation 10) or
indirectly dependent on x through y (Appendix A.3), thus violating our assumption that z represents i.i.d. noise.
In addition, the distribution of the learned z’s, when aggregated, may no longer have the original isotropic
Gaussian form assumed in the generative process. Based on these observations, we propose a framework, Noise
Constrained Approximate Inference (NCAI), for performing variational inference on BNN+LV models that consists
of: (1) an intelligent initialization – we initialize W with parameters from a model that explains the data without
using input noise and we initialize z’s that are sampled i.i.d. from the prior; (2) a constrained learning procedure
– we explicitly penalize violation of modeling assumptions during training.
Model-satisfying Initialization. Since local optima are a major concern in BNN+LV inference, we start
with settings of the variational parameters φ that satisfy the properties implied by our generative model (Equation
1). In particular, we initialize the variational means µzn of the latent noise to draws from the prior (independently
of x). We initialize the variational means µwi of the weights (except for weights associated with the input noise)
with those of a neural network trained on the same data. We do so based on the observation that a neural
network is often able to capture the mean of the data (but not the uncertainty). Lastly, we initialize all variational
variances randomly.
Model Constrained Inference. We further ensure that the two key modeling assumptions—that the
noise variables z are drawn independently and identically from p(z)—remain satisfied during training by adding
constraints to our variational objective:
min
φ
−ELBO(φ) s.t
Dep(x, z) = 0,
Div(q(z), p(z)) = 0,
(11)
where Dep(x, z) is any metric measuring the statistical dependence between z and x (enforcing the independent
sampling assumption), and Div(q(z), p(z)) is any metric quantifying the distance between q(z) and p(z) (enforcing
identical sampling from p(z) assumption). We solve the problem in (11) by gradient descent on the Lagrangian:
LNCAI(φ) = −ELBO(φ) + λ1Dep(x, z)
+ λ2Div(q(z), p(z)).
(12)
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where in (11) and (12), q(z) is the aggregated posterior [29] and can be approximated as:
q(z) = Ep(x,y) [q(z|x, y)] ≈ 1
N
N∑
n=1
q(z|xn, yn). (13)
Note that while each posterior q(z|x, y) can be an arbitrary distribution, the aggregate posterior q(z) must recover
the prior if the model is well-specified and inference is performed correctly [29]. The key question is how to
choose forms of Dep and Div that are amenable to optimization; in particular; if they are differentiable then our
approach can be paired with any inference method that performs gradient descent on the ELBO. In Section 5.1,
we describe our choices of differential proxies for these constraints.
5.1 Choosing Differentiable Forms of the NCAI Objective
Tractable training with NCAI depends on instantiating a differentiable form of the training Equation 12. In the
following, we choose computationally efficient proxies for the two constraints in the NCAI objective.
Defining Div(q(z)||p(z)). As a proxy for Div(q(z), p(z)), we penalize the Henze-Zirkler non-parametric
test-statistic for normality [12] applied to the set of latent noise means, {µzn}. This encourages the aggregated
posterior q(z) to be Gaussian, and hence the learned zn’s will appear as if sampled from this Gaussian. In
addition, we penalize the `2 penalty of the off diagonal terms of the empirical covariance of the latent noise means:
λ1HZ({µzn}Nn=1) + λ2
∥∥offdiag Σ̂ ({µzn}Nn=1) ∥∥2 (14)
This ensures that the learned zn’s are independent of each other. We find that, in practice, unlike more traditional
divergences (e.g. reverse/forward-KL, Jensen-Shannon, MMD [11]), our proxy cannot be trivially minimized by
inflating the variational variances, σ2zn .
Defining Dep(x; z). Ensuring that zn’s are independent of each other is not sufficient to satisfy the properties
implied in the generative model. From our analysis in Section 4, we see that the latent variable can compensate
for incorrectly learned network weights by absorbing a copy of the input, x, or by becoming dependent on x
through encoding for y. We therefore penalize the dependence between x and z by penalizing correlation between
x and z and the correlation between y and z:
λ3 PairwiseCorr({xn}, {µzn})
+ λ4 PairwiseCorr({yn}, {µzn})
(15)
where PairwiseCorr(·, {µzn}) is a measure of the average correlation between pairs of dimensions in x or y and
the latent noise means {µzn}. We find that, in practice, unlike mutual information lower bounds and estimators
(e.g. MINE [3]) and upper bounds, our proxy cannot be trivially minimized by inflating the variational variances,
σ2zn . See Appendix B for details about the difficulty in directly minimizing mutual information for this model.
Necessity of Div(q(z)||p(z)) and Dep(x; z). The two constraints are theoretically orthogonal to one
another: a small Dep(x, z) does not imply a small Div(q(z), p(z)), and vice versa. For example, one can
adversarially construct z’s and x’s such that Div(q(z), p(z)) is small and Dep(x, z) is high by initializing the
variational parameters φ such that q(z) = p(z), and then, for the given x’s pairing small x’s with small z’s. As
such, both constraints are theoretically needed.
Defining the NCAI Objective. Finally, we incorporate the ELBO and the differentiable forms of the
constraints (as exponentially smoothed penalties) into Equation 12:
LNCAI(φ) =− ELBO(φ)
+ λ1N exp
(
HZ({µz1 , . . . , µzN }
T
)
+ λ2N‖offdiag Σ̂({µz1 , . . . , µzN })‖2
+ λ3N exp
(
PairwiseCorr({xn}, {µzn})
x
)
∗ exp
(
PairwiseCorr({yn}, {µzn})
y
)
(16)
where T , x, y control the growth rate of the exponential penalties. We minimize the negative ELBO following
Bayes by Backprop (BBB) [4]: back-propagating through Eq(Z,W |φ)[·] in the ELBO using the reparametarization
trick [18], computing the KL-divergence terms and constraints using closed-form expressions.
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(a) BNN (b) BNN+LV with Mean Field BBB (c) BNN+LV with NCAI
(d) BNN (e) BNN+LV with Mean Field BBB (f) BNN+LV with NCAI
Figure 1: Comparison of posterior predictives. BNN captures trend but underestimates variance; BNN+LV with
Mean Field BBB captures more variance but learns z’s that dependend on the input. BNN+LV with NCAIλ best
captures heteroscedasticity and learns z’s that best resemble white noise. Data: Heavy-Tail (top), Lidar (bottom).
6 Experiments
Data Sets. We consider 5 synthetic datasets that are frequently used in heteroscedastic regression literature and
6 real datasets with different patterns of epistemic and aleatoric uncertainty. Appendix E describes all datasets.
Each dataset is split into 5 random train/validation/test sets. For every split of each data set, each method is
evaluated on the best (by validation log-likelihood) learn model out of 10 random restarts (see Appendix D for
details).
Experimental Setup. We use neural networks with LeakyReLu activation, using α = 0.01, in all experiments.
We set the prior variances σ2z , σ2w using empirical Bayes (see Appendix C) and grid-search over the remaining
hyper-parameters (see Appendix D). For optimization, we use Adam [17] with a learning rate of 0.01, training for
30,000 epochs (and verify convergence). Lastly, for each method, we select the best hyper-parameters using the
average marginal log-likelihood (defined in Section D.1) on the validation set. Experimental setup details are in
Appendix D.
Baselines. We compare NCAI on BNN+LV with unconstrained Mean Field BBB [4] (the latter denoted
BNN+LV). We also compare selecting constraint strength parameters, λ1, λ2, of NCAI through cross validation
(denoted NCAIλ) against fixing λ1, λ2 at zero (denoted NCAIλ=0). Furthermore, we compare the performance of
BNN+LV’s (for all inference procedures) with that of BNN’s.
Evaluation. We evaluate the learned models for quality of fit (using test average log-likelihood, Root Mean
Square Error, calibration of posterior predictives) and the learned latent variables for satisfaction of the white
noise assumption (measured by the Henze-Zirkler test-statistic for normality, mutual information, Jensen-Shannon
and KL divergence between the recovered and true noise priors). Computational details for evaluation metrics
are in Appendix D.
Relationship between Likelihood Non-Identifiability and Posterior Predictive Quality. Experi-
ments on the five synthetic dataset provide empirical evidence that the posterior predictive of the BNN+LV
model does not concentrate around the ground truth predictive function. For example, Figure 1 shows that a
mode hugging posterior approximation (mean field variational family) fails to produce a posterior predictive
distribution that matches the ground truth (examples of this failure on all five synthetic datasets are included in
Appendix F). Moreover, these experiments show us that poor quality posterior predictive are always associated
with obvious dependencies between the learned z’s and the data (either x or y). These dependencies are visualized
in figures like Figure 1 and are revealed in the higher mutual information between z’s learned by traditional
inference and the input x.
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Test Log-Likelihood (Synthetic Data)
Heavy Tail Goldberg Williams Yuan Depeweg
BNN −2.47± 0.083 −1.055± 0.08 −1.591± 0.417 −2.846± 0.346 −2.306± 0.059
BNN+LV −1.867± 0.078 −1.026± 0.056 −1.033± 0.156 −1.278± 0.164 −2.342± 0.048
NCAIλ=0 −1.481± 0.018 −0.962± 0.040−0.414± 0.184−1.211± 0.083−1.973± 0.049
NCAIλ −1.426± 0.042 −0.963± 0.041 −0.414± 0.184−1.211± 0.083−1.973± 0.049
Table 1: Comparison of test log-likelihood on synthetic datasets (± std). For all datasets NCAIλ training yields
comparable if not better generalization. NCAI training always outperforms BNN+LV with Mean Field BBB as
well as BNN. Results for RMSE are in Appendix F.
Mutual Information Between x and z (Synthetic Data)
Heavy Tail Goldberg Williams Yuan Depeweg
BNN+LV 0.243± 0.079 0.229± 0.113 0.982± 0.121 0.24± 0.129 0.428± 0.04
NCAIλ=0 0.051± 0.049 0.02± 0.024 0.519± 0.091 0.283± 0.112 0.032± 0.017
NCAIλ 0.036± 0.04 0.046± 0.067 0.519± 0.091 0.283± 0.112 0.032± 0.017
Table 2: Comparison of mutual information between z and x on synthetic datasets (± std). Across all but one of
the datasets, NCAIλ training learns z’s that has the least mutual information. Additional evaluations of model
assumption satisfaction are in Appendix F.
Test log-likelihood (Real Data)
Abalone Airfoil Energy Lidar Wine Yacht
BNN −1.248± 0.153 −0.995± 0.143 1.281± 0.171 −0.31± 0.069 −1.143± 0.027 0.818± 0.187
BNN+LV −0.843± 0.071 −0.512± 0.083 0.573± 0.288 0.129± 0.131 −1.709± 0.22 0.638± 0.121
NCAIλ=0 −0.831± 0.086 −0.462± 0.056 0.862± 0.138 0.269± 0.107 −1.147± 0.025 0.832± 0.077
NCAIλ −0.831± 0.086 −0.462± 0.056 0.898± 0.452 0.263± 0.11 −0.849± 0.038 0.832± 0.077
Table 3: Comparison of test log-likelihood on real datasets (± std). Across all but one dataset BNN+LV with
NCAIλ training yields better or comparable generalization. In particular, NCAI training outperforms BNN+LV
with Mean Field BBB. Results for RMSE are in Appendix F. Evaluations of model assumption satisfaction are in
Appendix F
Quantitive Comparison. Experimental results are summarized in Table 1, 8 and 3 (additional evaluations
of model generalization and generative model assumption satisfaction are summarized in Appendix F). We see
that, in all cases, training with NCAIλ recovers latent variables that better satisfy model assumptions – have
low mutual information with x (Tables 8, 10) and are distributed like an isotropic Gaussian (Tables 9, 11).
NCAIλ also learns models with improved generalization – across average marginal log-likelihood (Tables 1, 3)
and predictive RMSE (Tables 7), our method is comparable or better on all datasets except for Energy Efficiency,
where the BNN model performs best in terms of test log-likelihood but drastically underestimates the uncertainty
in the data (see posterior predictive metrics in Table 14). Furthermore, we see that intelligent initialization
without constraints (NCAIλ=0), while always outperforming the baselines, does not always learn the best models
– that is, the constraints imposed in NCAI are indeed necessary.
Qualitative Comparison. Figure 1 shows a qualitative comparison of the posterior predictive distributions
of BNN+LV trained with NCAIλ compared with benchmarks (visualizations of posterior predictives for all
univariate data sets are in the Appendix F). We see that, as expected, BNNs underestimate the posterior
predictive uncertainty, whereas BNN+LV with unconstrained inference improves upon the BNN in terms of
log-likelihood by expanding posterior predictive uncertainty nearly symmetrically about the predictive mean. The
predictive distribution obtained by BNN+LV trained with NCAI, however, is able to capture the asymmetry of
the observed heteroscedasticity. Furthermore, while unconstrained inference on BNN+LV recovers latent noise
that is highly correlated with y, NCAIλ recovers latent noise that better aligns with the data generating model.
6.1 Application: Uncertainty Decomposition
By explicitly modeling sources of epistemic noise, W , and aleatoric noise, z and , the BNN+LV model is
able to decompose the uncertainty in its posterior predictive distribution. This decomposition can improve
performance on down-stream tasks that rely on exploiting uncertainty in data. For example, [7] shows that
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accurate decomposition improves active-learning with BNN+LV in the presence of complex noise; the authors
also formulate a new ‘risk-sensitive criterion’ for safe model-based RL based on the decomposition of predictive
uncertainties in BNN+LV.
Following [7], we quantify the overall uncertainty in the posterior predictive using entropy (details in Appendix
G). Using Hamiltonian Monte Carlo (HMC) [32] as the “gold-standard" approximation of the true posterior. We
compare the uncertainty decomposition learned by BNN+LV, NCAIλ=0, and NCAIλ with that learned by HMC
by taking the mean-square error (MSE) of the estimated uncertainty over the test set. BNN+LV’s estimate
of the aleatoric and epistemic uncertainties has an MSE of 1.412 and 0.027, respectively. In comparison, both
NCAIλ=0 and NCAIλ have an MSE of 0.310 and 0.026 respectively. This is evidence that our method learns a
decomposition closer to that given by the “ground truth" posterior.
We see that BNN+LV likelihood non-identifiability negatively impacts the accuracy of uncertainty decomposi-
tions: BNN+LV trained with Mean Field BBB, while able to reconstruct training data well, produces inaccurate
uncertainty decompositions. In contrast, NCAI consistently produces aleatoric and epistemic uncertainties that
aligns well with those produced by HMC (more details in Appendix G).
7 Discussion
Non-identifiability negatively impacts inference in theory and practice. In Section 4 we show that
BNN+LV models are generally non-identifiable under the likelihood and the posterior fails to concentrate around
the true data generating model regardless of the choices of priors and the quantity of observed data. Specifically,
in the posterior distribution, ground truth model parameters (and true latent noise variables) can be valued
as less likely as parameters that generalize poorly. At test time, averaging over models or sampling a single
model from this posterior decreases predictive quality, even when inference can be performed exactly. Empirically,
we show that non-identifiability poses problems for inference on most datasets (BNN+LV with unconstrained
training results in inferior models).
The ELBO cannot distinguish optimal and suboptimal models. We empirically verified that the
ELBO cannot distinguish qualitatively different solutions. Across all synthetic data sets, we’ve observed cases
where the ELBO evaluates a superior model as equal to an inferior one. Thus, by optimizing ELBO alone one
cannot hope to consistently recover models that match the data generation process.
The NCAI constraints are necessary and effective. In Section 4 and Appendix 4, we show that when
learned models reconstruct the observed data well but generalize poorly, the discrepancy is often attributable
to the latent variable encoding the data. This encoding yields latent variables that violate our white-noise
assumption and justifies the constraints that we impose in NCAI. Experiments show that NCAIλ training recovers
z’s that satisfy model assumptions and W ’s that generalize well, providing empirical evidence that our constraints
are necessary and effective.
8 Conclusion
In this paper we identify a key issue – likelihood non-identifiability – with a class of flexible latent variable models
for Bayesian regression, BNN+LV. By analyzing the sources of non-identifiability in BNN+LV models, we propose
a novel approximate inference framework, NCAI, that explicitly enforces model assumptions during training. On
synthetic and real datasets with complex patterns and sources of uncertainty, we demonstrate the ability of NCAI
to recover latent variables that better satisfy the white-noise assumption as well as to learn models that have
improved generalization.
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A Theoretical Analysis of the Impact of Model Non-identifiability on
Inference
A.1 Theorems for Single-Node BNN+LV Models
Model Assume that our data generating process is the following:
zn ∼ N (0, σ2z)
xn ∼ N (0, σ2x)
 ∼ N (0, 0.001)
yn = max {W (x+ z), αW (x+ z)}+ 
(17)
where α is a fixed constant in (0, 1) and σz < σx.
Notation: For any non-zero constant C, define Ŵ (C) = W/C and ẑ(C)n = (C − 1)xn + Czn.
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Theorem 3 (Bias in the Posterior of a Single-Node BNN+LV Model). Fix any W true ∈ R for the
model in 17 and any prior N (µW , σ2W ) on W . Suppose that inputs {x1, . . . , xN} are sampled independently from
N (0, σ2x) and {ztrue1 , . . . , ztrueN } from N (0, σ2z). For a significant class of such samples, there exist a non-zero C
such that, for every c ∈ (C, 1), the scaled values (Ŵ (c), {ẑ(c)n }) are more likely than (W true, {ztruen }) under the
posterior for a sufficiently large N .
Proof. We first show that we can find non-ground truth values Ŵ (C) and {ẑ(C)n } , such that Ŵ (C), {ẑ(C)n } are
are scored as more likely than W true, {ẑtruen } under the log posterior p(W, {zn}|Data) (assuming model 17 and
prior N (µW , σ2W ) on W ).
Since we have that
max
{
W true(x+ ztruen ), αW
true(x+ ztruen )
}
=
max
{
Ŵ (C)(x+ ẑ(C)n ), αŴ
(C)(x+ ẑ(C)n )
} (18)
we see that the ground truth values (W true, {ztruen }) are as likely as (Ŵ (C), ẑ(C)n ) under the likelihood, that is,∏
n
p(yn|xn, ztruen ,W true) =
∏
n
p
(
yn|xn, ẑ(C)n , Ŵ (C)
)
. (19)
Thus, to compare the likelihood of (W true, {ztruen }) and (Ŵ (C), {ẑ(C)n }) under the log posterior, we need only to
compare their values under the log priors: N (zn; 0, σ2z), N (W ;µW , σ2W ). To make this comparison easy, define K
to be the difference between the log prior of W evaluated at the ground truth W true and at Ŵ (C) respectively,
K
def
= logN (W true;µW , σ2W )− logN
(
Ŵ (C);µW , σ
2
W
)
, (20)
and define M to be the difference between the log prior of z evaluated at the ground truth {ztruen } and {ẑ(C)n }
respectively,
M
def
=
∑
n
(
logN (ztruen ; 0, σ2z)− logN
(
ẑ(C)n ; 0, σ
2
z
))
. (21)
We will show that the expected value of K +M over different samples of training data is negative.
Now, the expected value of M over different samples of training data can be written as
Eztruen ,xn [M ] =Kz −
N
4σ4z
Varzn [zn] (22)
−
(
Kz − N
4σ4z
Varzn,xn [ẑ
(C)]
)
(23)
=
N
4σ4z
(Varzn,xn [ẑ
(C)]−Varzn [zn]) (24)
=
N
4σ4z
((C − 1)2σ2x + (C2 − 1)σ2z) (25)
where ztruen ∼ N (0, σ2z), xn ∼ N (0, σ2x), and Kz is the normalizing constant for N (0, σ2z). In the above, Equation
23 follows straightforwardly from Equation 21 by taking the log of the normal pdf’s and then applying the
expectation; Equation 25 follows from 24 by noting our definition: ẑ(C)n = (C − 1)xn + Czn.
We note that the equation (C − 1)2σ2x + (C2 − 1)σ2z = 0 is quadratic in C and it’s discriminant is 2σ2z . Thus,
this equation has two real roots: C = σ
2
x±σ2z
σ2x+σ
2
z
. One of these roots is C = 1. The root, since by assumption
σx > σz, must be positive, that is, C = C where C ∈ (0, 1). Thus, we have that for all c ∈ (C, 1), we have that
Eztruen ,xn [M ] < 0. Thus, for a sufficiently large N , we must have that Ezn,xn [M ] +K < 0. That is, the expected
value of the log-posterior for Ŵ (C), {ẑ(C)n } is higher than that of W true, {ẑtruen } over different samples of training
data. This implies that the collection of training data for which Ŵ (C), {ẑ(C)n } is deemed more likely than W true,
{ẑtruen } is infinite and has non-zero prior probability. To put it simply, one may encounter these types of training
frequently in practice.
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Example (A Case wherein Non-identifiability Biases the Posterior Predictive). For the model in Equa-
tion 17, suppose that the ground truth parameter W is sampled from N (0, 1) and is equal to 1; set σ2x = 1 and
σ2z = 0.5. We show empirically that the posterior mean, E
w∗∼p(W |Data)
[w∗], of W is not equal to 1, and that the
posterior predictive mean,
E
z∗∼p(z)
∗∼N (0,σ2 )
E
w∗∼p(W |Data)
[f(x∗, z∗;w∗) + ∗], (26)
of this model is biased away from the ground truth predictive mean,
E
z∗∼p(z)
∗∼N (0,σ2 )
[f(x∗, z∗;w∗) + ∗]. (27)
We compute these expectation numerically using Monte Carlo estimation with 250000 samples and we apply a
number of computational techniques for encouraging numerical stability, the results are summarized in Figure 2.
We see that the ground truth value is not recovered by the posterior mean of W even as sample size increases.
We also see that the posterior predictive mean is biased away from the ground truth even with large numbers of
observations.
(a) Log posterior mean of W as number of observations
increases
(b) Log posterior predictive mean of W at x∗ = 1 as number
of observations increases
Figure 2: Visualization of the posterior mean of W and the log posterior predictive for x∗ = 1 in the model
described by Equation 17. Each point in the scatter plot is the corresponding mean computed for a particular
sample of training data of size N . The ground truth value of W is 1 (log 0), which is not recovered by the
posterior mean of W even as the number of training points N increases. The true predictive mean for x∗ = 1 is
approximately 0.445, which is not recovered by the posterior predictive mean even a sample size increases.
Theorems 3 and Example A.1 indicate that non-identifiability in the functional form of f(x, z;W ) can
negatively impact inference – the learned model does not generalize well. In the following, we show an example
where this is not the case.
Example (A Case wherein Non-identifiability Does Not Impact Generalization). Assume that our data
generation process is the following:
W ∼ N(0, 1)
zn ∼ N(0, 0.5)
xn ∼ N(0, 1)
 ∼ N(0, 0.001)
yn = W · (xn + zn)3 + 
(28)
Suppose that the ground truth parameter W we sampled is equal to 1. Following the proof for theorem 3, we can
show that the alternate model Ŵ = 8 and ẑn = −0.5x+ 0.5zn is valued as more likely than the ground truth in
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the expected log posterior distribution p(W, z1, . . . , zn|Data) as the training data increases. That is, the posterior
is biased away from the ground truth. On the other hand, the posterior predictive mean,
E
z∗∼p(z)
∗∼N (0,σ2 )
E
w∗∼p(W |Data)
[w∗(x∗ + z∗)3 + ∗], (29)
of this model is unbiased, i.e. it is equal to the ground truth predictive mean
E
z∗∼p(z)
∗∼N (0,σ2 )
[(x∗ + z∗)3 + ∗]. (30)
Note that we can write:
E
z∗∼p(z)
∗∼N (0,σ2 )
(
E
w∗∼p(W |Data)
[w∗](x∗ + z∗)3 + ∗
)
. (31)
Thus, showing the equality of the posterior predictive mean and the true predictive mean is equivalent to showing
that E
w∗∼p(W |Data)
[w∗] = 1. We compute this expectation numerically using Monte Carlo estimation with 250000
samples, the result is summarized in Figure 3. We see that as the training data set grows in size, E
w∗∼p(W |Data)
[w∗]
converges to 1.
Figure 3: Visualization of the log posterior mean of W in the model described by Equation 28. Each point in
the scatter plot is the posterior mean computed for a particular sample of training data of size N . The ground
truth value of W is 1 (log 0), which is recovered by the posterior mean of W as the number of training points N
increases.
A.2 Theorems for 1-Layer BNN+LV Models
Model: Assume that our data generation process is the following:
bhidden, bout ∼ N (0, 1)
zn ∼ N (0,Σz)
xn ∼ N (0,Σx)
 ∼ N(0, 0.001)
ahidden = g
(
W xx+W zz + bhidden
)
,
yn = (a
hidden)>W out + bout + 
(32)
14
where Σz = σ2zI, Σx = σ2xI.
Notation: Let W denote the set
{W x,W z,W out, bhidden, bout}. (33)
For a given W , let Ŵ denote the set
{Ŵ x, Ŵ z,W out, b̂hidden, bout}. (34)
where we define
Ŵ x = W x +W zS, (35)
Ŵ z = R, (36)
ẑ = Tz − TSx− U, (37)
b̂hidden = b+RU. (38)
Theorem 4 (Bias in the Posterior of a 1-Layer BNN+LV Model). Fix any set of parameters W true
and any prior N (µW ,Σ2W ) on W . Suppose that {x1, . . . , xN} is sampled independently from N (0,Σ2x) and
{ztrue1 , . . . , ztrueN } from N (0,Σ2z). For a significant class of such samples, there exist scaled values
(
Ŵ , {ẑn}
)
that
are likely than (W true, {ztruen }) under the posterior, for a sufficiently large N .
Proof. The proof follows in the same fashion as the one for Theorem 3 For any 0 <  < 1. Let S be the identity
matrix I; let T = I, R = 1 (W
true)z and U = 0. Then we have
Ŵ x = (W true)x + (W true)z, (39)
Ŵ z =
1

(W true)z, (40)
b̂hidden = (btrue)hidden, (41)
ẑn = (z
true
n − xn). (42)
Clearly, the alternate values Ŵ for the model parameters and the alternate values for the latent noise ẑn reconstruct
the observed data as well as the ground truth: p(yn|xn, ztruen ;W true) = p(yn|xn, ẑn; Ŵ ). We now compare the
two sets of values under the log priors. In particular, define
K
def
=
(
logN ((W true)x;µW ,ΣW ) (43)
+ logN ((W true)z;µW ,ΣW )
)
(44)
−
(
logN (Ŵ x; 0, I) (45)
+ logN (Ŵ z;µW ,ΣW )
)
(46)
and
M
def
=
N∑
n=1
(
logN (ztruen ; 0,Σz)− logN (ẑn; 0,Σz)
)
(47)
Then we have that
Eztruen ,xn [M ] =
∑
d
((
Kzd −
N
4σ2z
Varztruen [(z
true)dn]
)
(48)
−
(
K(ztrue)d −
N
4σ2z
Varztruen ,xn [ẑ
d
n]
))
, (49)
=
N
4σ2z
∑
d
Varztruen ,xn [ẑ
d
n]) (50)
− N
4σ2z
∑
d
Varztruen [(z
true)dn], (51)
15
where Kzd is the normalizing constant for the distribution of zd. Choose  such that Varzn,xn [ẑdn] < Varzn [zdn], for
each dimension 0 < d < D. Then, as N becomes sufficiently large, Ezn,xn [M ] +K becomes negative. In other
words, the alternate values (Ŵ , {ẑn}) is more likely under the expected log posterior than the ground truth
values (W , {zn}). Again, this implies that the collection of training data for which Ŵ , {ẑn} is deemed more
likely than W true, {ẑtruen } is infinite and has non-zero prior probability.
A.3 Additional types of non-identifiability for 1-Layer BNN+LV Models
Assume that the activation function g is invertible. Let {(xn, yn)}Nn=1 be a set of observed data generated by the
model parameters W . Define b̂hidden, bout to be zero, Ŵ x to be the H ×D zero matrix and Ŵ out to be the 1×H
matrix of consisting of 1DH in all entries. Finally, let Ŵ
z be a H ×D matrix of 1’s and let ẑn = g−1(yn).
Then, we have that yn = f(xn, ẑn; Ŵ ). That is, the alternate set of model parameters Ŵ x reconstructs the
observed data perfectly. We note that in this case, the latent noise variable z is a function of the observed output
y and is hence dependent on the input x.
B Mutual Information Computation
For our model, the mutual information between x and z is intractable to compute as is:
I(x; z) = DKL[q(z|x)p(x)‖q(z)p(x)] (52)
= Eq(z|x)p(x)
{
log
q(z|x)p(x)
q(z)p(x)
}
(53)
=
1
N
N∑
n=1
Eq(zn|xn)
log
q(zn|xn)
1
N
N∑
n=1
q(zn|xn, yn)
 (54)
where
q(zn|xn) = Eq(yn|xn) [q(zn|xn, yn)] (55)
q(yn|xn) = Eq(Z,W |D) [p(yn|xn, zn,W )] (56)
The nested expectations in the above formulation require too many samples in order to evaluate I(x; z) with
low variance. For this reason we choose to compute the above correlation based proxies.
C Optimization Techniques
We perform a number of optimization ‘tricks’ to encourage convergence to a desirable local optimum.
Choosing Hyper-parameters We choose hyper-parameters of the priors as well as the likelihood using
empirical Bayes (MAP Type II). That is, we place Inverse Gamma priors (α = 3.0, β = 0.5) on the variances of
the network weights and the latent variables; then we approximate the negative ELBO with the MAP estimates
of the variances, making the assumption that these term dominate the respective integrals in which they appear:
−ELBO(φ) ≈− Eq(Z,W |φ)[p(Y |X,W,Z)]
+DKL[q(W |φ)‖p(W |s∗w)p(s∗w)]
+DKL[q(Z|φ)‖p(Z|s∗z)p(s∗z)]
(57)
where we define:
s∗z = argmin
sz
DKL[q(Z|φ)‖p(Z|sz)p(sz)] (58)
=
2β + 1N
∑
n
[
tr (Σqn) + µTqnµqn
]
K + 2α− 2 , (59)
s∗w = argmin
sw
DKL[q(W |φ)‖p(W |sw)p(sw)] (60)
=
2β + tr (Σq) + µTq µq
H + 2α− 2 . (61)
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with K and H as the dimensionality of zn and W , respectively. The optimal variances, s∗z, s∗w, have analytic
solutions.
s∗z =
2βz +
1
N
∑
n
[
tr (Σqn) + µ
ᵀ
qnµqn
]
K + 2αz − 2 , (62)
s∗w =
2βW + tr (Σq) + µ
ᵀ
qµq
K + 2αW − 2 , (63)
where the β’s and α’s are the parameters of the respective Inverse Gamma distributions. In training, we update
the objective as well as the optimal hyper-parameters via coordinate descent. That is, we iteratively compute
s∗z, s
∗
w in closed-form given the current φ, and then optimize φ while holding s∗z, s∗w fixed.
D Experimental Details and Evaluation
Architecture The network architectures we use for all experiments are summarized in Tables 4 and 5. We note
that we have purposefully selected lower capacity architectures to encourage for the non-identifiability described
in the paper to occur in practice. We also note that the non-identifiability occurs even when the ground-truth
network capacity is known, as in the case of the HeavyTail and Depeweg data-sets, which have been generated
using a neural network. As such, even when the data was generated by the same generative process as the one
assumed by the model, the problem of non-identifiability still occurs.
Data-set Size Dimensionality Hidden Nodes
Lidar 221 1 10
Yacht 309 6 5
Energy Efficiency 768 8 10
Airfoil Subsampled to 1000 5 30
Abalone Subsampled to 1000 10 (1-hot for categorical) 10
Wine Quality Red 1600 1 20
Table 4: Experimental Details for the Real Data-sets
Train/Validation/Test Data-splits We each data-set into train/validation/test set 6 times. We use the first
data-split to select hyper-parameters by selecting the hyper-parameters that yield the best average log-likelihood
performance on the validation set across 10 random restarts. After having selected the hyper-parameter for each
method, we select between NCAIλ=0 and NCAIλ by picking the approach that yielded the best log-likelihood
performance on the validation set across the 10 random restarts. Now, using the selected hyper-parameters and
form of NCAI, we train our models on the remaining 5 data-splits, averaging the best-of-10 random restarts
across the data-splits (using the validation log-likelihood).
For Abalone, Airfoil, Boston Housing, Energy Efficiency, Lidar, Wine Quality Red, Yacht, Goldberg, Williams,
Yuan, we splits the data into a %70 training set, %20 validation set and %10.
Hyperparameter Selection: For the data-sets Abalone, Airfoil, Boston Housing, Energy Efficiency, Lidar,
Wine Quality Red, Yacht, Goldberg, Williams, Yuan, we used grid-searched over the following parameters:
• BNN: σ2 = {1.0, 0.1, 0.01}
• BNN+LV: σ2 = {0.1, 0.01}
• NCAI:
σ2 = {0.1, 0.01},
λ2 = {10.0},
T = {0.01, 0.0003},
y = {0.1, 0.5},
x = {0.5, 1.0}
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For HeavyTails we grid-searched over the following parameters:
• BNN: σ2 = {1.0, 0.1, 0.5}
• BNN+LV: σ2 = {0.1}, σ2z = {0.01}
• NCAI:
σ2 = {0.1},
λ2 = {10.0},
T = {0.01, 0.0003},
y = {0.1, 0.5},
x = {0.5, 1.0}
For Depeweg we grid-searched over the following parameters:
• BNN: σ2 = {1.0, 0.1, 0.5}
• BNN+LV: σ2 = {0.1}, σ2z = {1.0}
• NCAI:
σ2 = {0.1},
λ2 = {10.0},
T = {0.01, 0.0003},
y = {0.1, 0.5},
x = {0.5, 1.0}
Data-set Number of Hidden Nodes Number of Layers
Williams 20 2
Yuan 20 1
Goldberg 20 1
HeavyTail 50 1
Depeweg 50 1
Table 5: Experimental Details for the Synthetic Data-sets
D.1 Evaluation Metrics
Quality of Fit We measure the training reconstruction MSE, the ability of the model to reconstruct the
training targets with the learned weights and latent variables:
1
N
N∑
n=1
Eq(zn)q(W )
[‖yn − f(zn,W )‖22] . (64)
At test time, we measure the quality of the posterior predictive distribution of the model by computing the
average marginal log-likelihood
1
N
N∑
n=1
Ep(z)q(W ) [log p(yn|xn,W, zn)] . (65)
We also compute the predictive quality of the model by computing the predictive MSE :
1
N
N∑
n=1
[‖yn − Ep(zn)q(W )f(zn,W )‖22] . (66)
Note that the difference between the reconstruction MSE (64) and the predictive MSE (66) is that in the latter
we sample the latent variables from the prior distributions rather than the learned posterior distributions.
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Posterior Predictive Calibration We measure the quality of the model’s predictive uncertainty by computing
the percentage of observations for which the ground truth y lies within a 95% predictive-interval (PI) of the
learned model – this quantity is called the Prediction Interval Coverage Probability (PICP). We measure the
tightness of the model’s predictive uncertainty by computing the 95% Mean Prediction Interval Width (MPIW).
Satisfaction of Model Assumptions We estimate the mutual information between x and z by computing
the Kraskov nearest-neighbor based estimator [20] (with 5 nearest neighbors) on the x’s and the means of the z’s:
Iˆ(x;µz). We use µzn ’s instead of z ∼ q(z), since if the σ2zn ’s are large the dependence between z’s and x’s is more
difficult to detect.
For the univariate case, when D = K = 1, we use the Kolmogorov-Smirnov (KS) two-sample test statistic [1]
to evaluate divergence between q(z) and p(z). When computing the test statistic, we represent q(z) using µzn ’s
and p(z) using its samples. This is because the σ2zn ’s are large, the distance between q(z) and p(z) more difficult to
detect. A lower KS test-statistic indicates that q(z) and p(z) are more similar. We compute the Jensen-Shannon
divergence between q(z) and p(z) in multivariate cases.
E Datasets
Synthetic Data: We consider 4 synthetic datasets, most of which have been widely used to evaluate het-
eroscedastic regression models [36, 16, ?, 10]:
1. Goldberg [10]: targets are given by y = 2 sin(2pix) + (x), where (x) ∼ N (0, x+ 0.5). Evaluated on 200
training input, 200 validation and 200 test inputs uniformly sampled from [0, 1].
2. Yuan [37]: targets are given by y = 2[exp{−30(x − 0.25)2 + sin(pix2)}] − 2 + (x), where (x) ∼
N (0, exp{sin(2pix)}). Evaluated on 200 training input, 200 validation and 200 test inputs uniformly
sampled from [0, 1].
3. Williams [35]: the targets are given by y = sin(2.5x) · sin(1.5x) + (x), where (x) ∼ N (0, 0.01 + 0.25(1−
sin(2.5x))2). Evaluated on 200 training input, 200 validation and 200 test inputs uniformly sampled from
[0, 1].
Synthetic Data Generated with Ground Truth: We also generate two synthetic data-sets with corre-
sponding ground truth in order to guarantee that our generative process matches our data. We generate these
data-sets by training a neural network to map the xn’s and ground truth zn’s to yn’s, specified by some function.
We then re-generate the yn’s from the learned neural network and treat that network as the ground truth function.
The two data-sets we have generated in this way are the following:
1. Heavy-Tail: targets are given by a neural network approximation of y = 6 tanh(0.1x3(z+1)6−10xz2+z)+,
where  ∼ N (0, 0.1) and z ∼ N (0, 0.01). Evaluated on 300 training input, 300 validation and 300 test inputs
uniformly sampled from [−4, 4].
2. Depeweg [7]: targets are given by a neural network approximation of y = 7 sin(x) + 3| cos(x/2)|z + ,
where  ∼ N (0, 0.1) and z ∼ N (0, 1.0). Evaluated on 750 training input, 250 validation and 250 test inputs
uniform mixture of the following gaussians: N (0,−4.0, 0.16),N (0, 0, 0.81),N (0, 4.0, 0.16). (Note the original
data-set from [7] sampled y = 7 sin(x) + 3| cos(x/2)|, where  ∼ N (0, 1.0)).
Real Data: We use 6 UCI datasets [8] and a dataset commonly used in the heteroscedastic literature, Lidar [33]
(see Table 4 for details).
F Experimental Results
Qualitative Evaluation For the univariate datasets (all synthetic data sets as well as Lidar), we provide
visualizations of the posterior predictive distributions of NCAI and benchmarks against the ground truth, as well
as the joint distribution of the input and learned latent noise (see Figures 5, 6, 7, 9, 8, 10). We find that in all
cases, NCAI training produces qualitatively superior posterior predictives and learned latent noise that is less
dependent on the input: NCAI captures the trend of the data while estimating a tight uncertainty around the
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data. This is in contrast to the BNN, which does not capture heteroscedasticity, and to the BNN+LV which often
has difficulty capturing the trend in the data well and tends to over-estimate the uncertainty. We also find that
NCAI qualitatively satisfies our modeling assumptions: one can visualize discern that the z’s learned by NCAI
are less dependent on the x’s than the z’s learned by BNN+LV. Lastly, we note that even though NCAI learns
z’s that are less dependent on the x’s, it is still uncapable to remove all dependence. This is because minimizing
the information shared between the x’s and the z’s is intractable (see Appendix B). Even by reducing some of the
dependence, however, NCAI is able to model the data significantly better.
Quantitative Evaluation For all datasets, we compare NCAI training with benchmarks evaluated under all
our metrics (generalization, calibration and modeling assumption satisfaction – see Section D.1). We find that
BNN+LV with NCAI training consistently outperform BNN+LV with Mean Field BBB (in terms of average
test log likelihood, RMSE) and recovers latent noise variables that better satisfy modeling assumptions (mutual
information, divergence metrics, normality test statistics – see Table ??). We note that the BNN, when properly
trained, is able to capture the trends in the data (measured by RMSE) but tends to underestimate the variance
(log likelihood and calibration) – this tendency is especially apparent in the presence of heteroscedastic noise.
This is especially apparent on the Energy Efficiency dataset, in which the BNN achieves the highest log-likelihood
on average, while significantly underestimating the uncertainty; the %95-PICP and MPIW show that BNN has a
small predictive interval width that only covers about %80 of the data, whereas NCAI overs about %94 of the
data (see Table 14 for more details).
Selecting between NCAIλ=0 and NCAIλ>0 Generally, we observe that on data-sets in which the noise
is roughly symmetric around the posterior predictive mean (as in the Goldberg, Yuan, Williams, Lidar, and
Depeweg data-sets) NCAIλ=0 and NCAIλ>0 perform comparably well on average test log-likelihood – see Tables
16, 18, 17, 18 and 22. However, when the noise is skewed around the posterior predictive mean (like in the
HeavyTail dataset), we find that NCAIλ>0 out-performs NCAIλ=0 – see Table 15. This is because NCAIλ=0 first
fits the variational parameters of the weights to best capture as best as possible, often fitting a function that
represents the mean. After the warm-start, when training with respect to the variational parameters of the z’s,
the uncertainty is increased about the mean to best capture the data, often in a way that does not significantly
alter the parameters of the weights, thereby resulting in a posterior predictive with symmetric noise.
Visualization of experimental results for all univariate data sets are in Section H, table summaries of quantitative
experimental results are in Section
G Application: Uncertainty Decomposition
Following [7], we quantify the overall uncertainty in the posterior predictive using entropy, H [p(y∗|x∗)]. We
compute the aleatoric uncertainty due to z and  by taking the expectation of H [p(y∗|W,x∗)] with respect to W
Eq(W ) [H [p(y∗|W,x∗)]] . (67)
We then quantify the epistemic uncertainty due to W by computing the difference between total and aleatoric
uncertainties: H [p(y∗|x∗)]− Eq(W ) [H [p(y∗|W,x∗)]].
In addition to the quantitative results in the paper, showing that the uncertainty decomposition learned by
NCAI is quantitatively closer to that produced by HMC than the decomposition learned by BNN+LV, we also
show qualitatively that our uncertainty decomposition is closer to that of HMC in Figure 4. The figure shows
that NCAI has appropriately high total and aleatoric uncertainties at x’s for which there is a high variance in y.
In comparison to HMC, however, both NCAI and BNN+LV tend to underestimate the epistemic uncertainty,
which should be high where p(x) is low, signifying uncertainty over the model parameters due to lack of data.
This is because Bayes By Backprop is known to underestimate uncertainty due to the zero-forcing nature of
KL-divergence[14, 13, 25, 26, 27].
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(a) Uncertainty decomposition given by BNN+LV with Mean Field BBB.
(b) Uncertainty decomposition given by BNN+LV with NCAI.
(c) Uncertainty decomposition given by HMC.
Figure 4: Comparison of uncertainty decompositions. We expect the epistemic noise to roughly match the
empirical density of x, e.g. epistemic uncertainty is higher where x is sparsely sampled. We expect the aleatoric
uncertainty to match the observed level of noise in the data. We see that BNN+LV trained with Mean Field
BBB is unable to detect the highly noisy regions in data while BNN+LV with NCAI training learns aleatoric
uncertainty that matches these regions very well. The uncertainties are estimated using a nearest neighbor based
entropy estimator with k = 5 nearest neighbors. HMC was trained with σ2z = 1.0, σ2 , as in the ground truth, and
with σ2w set to the empirical variance of the neural network used to generate the data.
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H Experimental Results: Visualilzations
Figures 5, 6, 7, 8, 9, 10 visualize the posterior predictive and learned noise variables of all models on the univariate
data-sets.
(a) BNN with Mean Field BBB (b) BNN+LV with Mean Field BBB
(c) BNN+LV with NCAI
Figure 5: Comparison of the posterior predictives for Goldberg.
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(a) BNN with Mean Field BBB (b) BNN+LV with Mean Field BBB
(c) BNN+LV with NCAI
Figure 6: Comparison of the posterior predictives for Yuan.
(a) BNN with Mean Field BBB (b) BNN+LV with Mean Field BBB
(c) BNN+LV with NCAI
Figure 7: Comparison of the posterior predictives for Williams.
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(a) BNN with Mean Field BBB (b) BNN+LV with Mean Field BBB
(c) BNN+LV with NCAI
Figure 8: Comparison of the posterior predictives for Depeweg.
(a) BNN with Mean Field BBB (b) BNN+LV with Mean Field BBB
(c) BNN+LV with NCAI
Figure 9: Comparison of the posterior predictives for Lidar.
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(a) BNN with Mean Field BBB (b) BNN+LV with Mean Field BBB
(c) BNN+LV with NCAI
Figure 10: Comparison of the posterior predictives for Heavy Tail.
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I Experimental Results: Tables
Tables 6, 7, 8, 9 and 10 provide summaries of the evaluation metrics. The rest of the tables provide the complete
results.
Log-Likelihood on Test Data for Synthetic Data sets
Heavy Tail Goldberg Williams Yuan Depeweg
BNN −2.47± 0.083 −1.055± 0.08 −1.591± 0.417 −2.846± 0.346 −2.306± 0.059
BNN+LV −1.867± 0.078 −1.026± 0.056 −1.033± 0.156 −1.278± 0.164 −2.342± 0.048
NCAIλ=0 −1.481± 0.018 −0.962± 0.040 −0.414± 0.184 −1.211± 0.083 −1.973± 0.049
NCAIλ −1.426± 0.042 −0.963± 0.041 −0.414± 0.184 −1.211± 0.083 −1.973± 0.049
Table 6: Comparison of model generalization in terms of test log-likelihood on synthetic datasets (± std). Across
all datasets BNN+LV with NCAIλ training yields comparable if not better generalization. NCAI training
always outperforms BNN+LV with Mean Field BBB as well as BNN (the latter comparison is in terms of test
log-likelihood).
RMSE on Test Data for Synthetic Data sets
Heavy Tail Goldberg Williams Yuan Depeweg
BNN 1.831± 0.074 0.335± 0.025 1.017± 0.06 0.607± 0.035 1.953± 0.071
BNN+LV 1.882± 0.088 0.376± 0.032 1.118± 0.096 0.622± 0.039 3.523± 0.501
NCAIλ=0 1.787± 0.094 0.339± 0.026 0.978± 0.083 0.619± 0.039 1.932± 0.059
NCAIλ 1.79± 0.09 0.337± 0.025 0.978± 0.083 0.619± 0.039 1.932± 0.059
Table 7: Comparison of RMSE on synthetic datasets (± std). Across all datasets BNN+LV with NCAIλ training
yields comparable if not better generalization. NCAI training always outperforms BNN+LV with Mean Field
BBB as well as BNN.
Mutual Information on Test Data for Synthetic Data sets
Heavy Tail Goldberg Williams Yuan Depeweg
BNN+LV 0.243± 0.079 0.229± 0.113 0.982± 0.121 0.24± 0.129 0.428± 0.04
NCAIλ=0 0.051± 0.049 0.02± 0.024 0.519± 0.091 0.283± 0.112 0.032± 0.017
NCAIλ 0.036± 0.04 0.046± 0.067 0.519± 0.091 0.283± 0.112 0.032± 0.017
Table 8: Comparison of model assumption satisfaction (in terms of mutual information between z and x) on
synthetic datasets (± std). Across all datasets, NCAIλ training learns z’s has the least mutual information with
x’s and looks the most Gaussian (lowest HZ).
HZ Metric on Test Data for Synthetic Data sets
Heavy Tail Goldberg Williams Yuan Depeweg
BNN+LV 4.701± 5.439 0.918± 0.41 6.445± 2.818 5.252± 5.607 6.408± 2.439
NCAIλ=0 7.137± 5.436 0.621± 0.234 7.248± 2.598 8.091± 5.185 0.792± 0.357
NCAIλ 0.027± 0.011 0.026± 0.038 7.248± 2.598 8.091± 5.185 0.792± 0.357
Table 9: Comparison of model assumption satisfaction (in terms of the HZ metric) on synthetic datasets (±
std). Across all datasets, NCAIλ training learns z’s has the least mutual information with x’s and looks the most
Gaussian (lowest HZ).
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Mutual Information on Test Data for Real Data sets
Abalone Airfoil Energy Wine Lidar Yacht
BNN+LV 0.152± 0.015 0.485± 0.054 0.139± 0.086 0.045± 0.012 0.667± 0.061 0.077± 0.012
NCAIλ=0 0.149± 0.078 0.29± 0.021 0.162± 0.063 0.047± 0.011 0.373± 0.037 0.087± 0.012
NCAIλ 0.149± 0.078 0.29± 0.021 0.226± 0.041 0.029± 0.008 0.842± 0.06 0.087± 0.012
Table 10: Comparison of model assumption satisfaction on real datasets (± std). Across most datasets, NCAI
training learns z’s has the least mutual information with x’s and looks the most Gaussian (lowest HZ).
HZ Metric on Test Data for Real Data sets
Abalone Airfoil Energy Wine Lidar Yacht
BNN+LV 26.148± 4.394 28.108± 3.205 16.976± 3.519 52.566± 2.633 5.09± 0.991 27.059± 4.144
NCAIλ=0 17.975± 6.725 49.122± 11.426 19.071± 5.414 53.201± 1.247 7.804± 1.727 51.283± 9.548
NCAIλ 17.975± 6.725 49.122± 11.426 1.186± 0.558 1.641± 0.242 0.005± 0.001 51.283± 9.548
Table 11: Comparison of model assumption satisfaction, in terms of the HZ metric on real datasets (± std).
Across most datasets, NCAI training learns z’s that generally looks the most Gaussian (lowest HZ).
NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) 0.007± 0.004 0.021± 0.019 N/A 0.009± 0.003
DKL(p(z)||q(z)) 0.015± 0.012 0.05± 0.046 N/A 0.015± 0.006
Iˆ(x;µz) 0.146± 0.131 0.149± 0.078 N/A 0.152± 0.015
Iˆ(x; z) 0.015± 0.006 0.012± 0.005 N/A 0.011± 0.002
HZ({µz1 , . . . , µzN }) 0.839± 0.15 17.975± 6.725 N/A 26.148± 4.394
s∗w 0.2± 0.018 1.272± 1.043 0.948± 0.68 0.202± 0.02
s∗y 0.01± 0.0 0.01± 0.0 0.1± 0.0 0.1± 0.0
s∗z 0.252± 0.004 0.248± 0.001 N/A 0.249± 0.0
95%-MPIW Test (Unnorm) 7.564± 0.459 7.027± 0.357 4.112± 0.103 7.127± 0.311
95%-MPIW Train (Unnorm) 7.716± 0.448 7.096± 0.446 4.111± 0.099 7.248± 0.215
95%-PICP Test 94.3± 2.515 92.3± 0.975 76.9± 4.292 94.4± 2.329
95%-PICP Train 94.771± 0.559 93.343± 1.743 77.771± 1.476 94.4± 0.509
PairwiseCorr(x, µz) 0.001± 0.0 0.006± 0.002 N/A 0.005± 0.002
PairwiseCorr(y, µz) 0.032± 0.003 0.063± 0.023 N/A 0.115± 0.016
Post-Pred Avg-LL Test −0.837± 0.105 −0.831± 0.086 −1.248± 0.153 −0.843± 0.071
Post-Pred Avg-LL Train −0.798± 0.051 −0.799± 0.064 −1.086± 0.099 −0.832± 0.022
RMSE Test (Unnorm) 0.208± 0.012 0.205± 0.013 0.194± 0.011 0.204± 0.012
RMSE Train (Unnorm) 0.208± 0.012 0.205± 0.013 0.194± 0.011 0.204± 0.011
Recon MSE 0.011± 0.0 0.012± 0.0 N/A 0.165± 0.002
Hyperparams σ2 = 0.01,
λ2 = 10,
T = 0.01,
x = 0.54,
y = 1.0
σ2 = 0.01 σ
2
 = 0.1 σ
2
 = 0.1
Table 12: Experiment Evaluation Summary for Abalone (± std).
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NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) −0.0± 0.003 −0.001± 0.003 N/A 0.001± 0.004
DKL(p(z)||q(z)) 0.002± 0.002 −0.0± 0.002 N/A 0.005± 0.003
Iˆ(x;µz) 0.262± 0.03 0.29± 0.021 N/A 0.485± 0.054
Iˆ(x; z) 0.107± 0.005 0.105± 0.008 N/A 0.174± 0.025
HZ({µz1 , . . . , µzN }) 0.25± 0.11 49.122± 11.426 N/A 28.108± 3.205
s∗w 0.548± 0.084 0.509± 0.076 0.762± 0.182 0.105± 0.032
s∗y 0.1± 0.0 0.1± 0.0 0.1± 0.0 0.1± 0.0
s∗z 0.25± 0.001 0.247± 0.0 N/A 0.25± 0.0
95%-MPIW Test (Unnorm) 10.426± 0.81 10.283± 0.423 8.999± 0.164 17.023± 1.972
95%-MPIW Train (Unnorm) 10.294± 0.732 10.15± 0.41 8.985± 0.148 16.974± 1.925
95%-PICP Test 94.7± 2.797 95.5± 1.969 91.9± 1.475 92.9± 1.245
95%-PICP Train 97.429± 0.598 97.286± 0.769 93.2± 2.077 94.686± 0.584
PairwiseCorr(x, µz) 0.001± 0.0 0.005± 0.002 N/A 0.004± 0.001
PairwiseCorr(y, µz) 0.002± 0.001 0.03± 0.01 N/A 0.162± 0.069
Post-Pred Avg-LL Test −0.48± 0.076 −0.462± 0.056 −0.512± 0.083 −0.995± 0.143
Post-Pred Avg-LL Train −0.407± 0.043 −0.401± 0.026 −0.422± 0.043 −0.972± 0.137
RMSE Test (Unnorm) 0.05± 0.005 0.05± 0.003 0.05± 0.003 0.094± 0.009
RMSE Train (Unnorm) 0.05± 0.005 0.05± 0.003 0.05± 0.003 0.094± 0.008
Recon MSE 0.177± 0.01 0.174± 0.006 N/A 0.139± 0.013
Hyperparams σ2 = 0.1,
λ2 = 10,
T = 0.01,
x = 0.5,
y = 1.0
σ2 = 0.1 σ
2
 = 0.1 σ
2
 = 0.1
Table 13: Experiment Evaluation Summary for Airfoil(± std).
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NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) 0.01± 0.005 0.011± 0.009 N/A 0.032± 0.012
DKL(p(z)||q(z)) 0.021± 0.01 0.025± 0.01 N/A 0.066± 0.029
Iˆ(x;µz) 0.226± 0.041 0.162± 0.063 N/A 0.139± 0.086
Iˆ(x; z) 0.14± 0.006 0.122± 0.011 N/A 0.127± 0.02
HZ({µz1 , . . . , µzN }) 1.186± 0.558 19.071± 5.414 N/A 16.976± 3.519
s∗w 0.496± 0.403 2.91± 2.843 1.87± 1.005 0.921± 1.313
s∗y 0.01± 0.0 0.01± 0.0 0.01± 0.0 0.01± 0.0
s∗z 0.251± 0.003 0.245± 0.001 N/A 0.247± 0.0
95%-MPIW Test (Unnorm) 11.828± 2.308 10.534± 1.751 5.704± 0.16 15.159± 5.563
95%-MPIW Train (Unnorm) 11.925± 2.154 10.329± 1.331 5.71± 0.146 13.813± 2.45
95%-PICP Test 94.51± 2.384 93.464± 1.533 81.438± 2.758 94.51± 2.981
95%-PICP Train 95.139± 2.296 94.36± 1.556 84.527± 4.621 94.731± 2.809
PairwiseCorr(x, µz) 0.002± 0.001 0.005± 0.004 N/A 0.008± 0.004
PairwiseCorr(y, µz) 0.003± 0.001 0.014± 0.006 N/A 0.022± 0.006
Post-Pred Avg-LL Test 0.898± 0.452 0.862± 0.138 1.281± 0.171 0.573± 0.288
Post-Pred Avg-LL Train 0.953± 0.393 0.941± 0.108 1.443± 0.16 0.657± 0.205
RMSE Test (Unnorm) 0.035± 0.007 0.029± 0.005 0.016± 0.002 0.041± 0.011
RMSE Train (Unnorm) 0.035± 0.007 0.029± 0.005 0.016± 0.002 0.041± 0.011
Recon MSE 0.028± 0.001 0.031± 0.003 N/A 0.028± 0.002
Hyperparams σ2 = 0.01,
λ2 = 10,
T = 0.0003,
x = 0.1,
y = 1.0
σ2 = 0.01 σ
2
 = 0.01 σ
2
 = 0.01
Table 14: Experiment Evaluation Summary for Energy Efficiency(± std).
NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) 0.014± 0.004 0.019± 0.006 N/A 0.037± 0.022
DKL(p(z)||q(z)) 0.032± 0.009 0.041± 0.015 N/A 0.082± 0.058
Iˆ(x;µz) 0.036± 0.04 0.051± 0.049 N/A 0.243± 0.079
Iˆ(x; z) 0.018± 0.025 0.023± 0.03 N/A 0.214± 0.052
HZ({µz1 , . . . , µzN }) 0.027± 0.011 7.137± 5.436 N/A 4.701± 5.439
s∗w 2.643± 0.226 2.355± 0.28 0.12± 0.007 1.246± 0.149
s∗y 0.1± 0.0 0.1± 0.0 0.5± 0.0 0.1± 0.0
s∗z 0.01± 0.0 0.01± 0.0 N/A 0.01± 0.0
95%-MPIW Test (Unnorm) 5.428± 0.403 5.418± 0.729 2.979± 0.016 6.789± 0.408
95%-MPIW Train (Unnorm) 5.371± 0.38 5.368± 0.7 2.98± 0.005 6.67± 0.342
95%-PICP Test 94.933± 0.723 93.333± 1.054 74.2± 2.834 94.733± 0.641
95%-PICP Train 95.4± 0.894 93.467± 2.116 73.867± 3.288 94.867± 1.095
KS Test-Stat 0.023± 0.004 0.051± 0.028 N/A 0.058± 0.035
PairwiseCorr(x, µz) 0.001± 0.0 0.0± 0.0 N/A 0.0± 0.0
PairwiseCorr(y, µz) 0.111± 0.017 0.068± 0.086 N/A 0.126± 0.107
Post-Pred Avg-LL Test −1.426± 0.042 −1.481± 0.018 −2.47± 0.083 −1.867± 0.078
Post-Pred Avg-LL Train −1.399± 0.058 −1.429± 0.066 −2.6± 0.143 −1.894± 0.078
RMSE Test (Unnorm) 1.79± 0.09 1.787± 0.094 1.831± 0.074 1.882± 0.088
RMSE Train (Unnorm) 1.789± 0.09 1.787± 0.094 1.831± 0.074 1.883± 0.087
Recon MSE 0.142± 0.003 0.16± 0.017 N/A 0.13± 0.007
Hyperparams σ2z = 0.01,
σ2 = 0.1,
λ2 = 10,
T = 0.01,
x = 0.1,
y = 1.0
σ2z = 0.01,σ2 = 0.1 σ2 = 0.5 σ2z = 0.01,σ2 = 0.1
Table 15: Experiment Evaluation Summary for Heavy-Tail (± std).
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NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) 0.002± 0.002 0.001± 0.002 N/A 0.003± 0.003
DKL(p(z)||q(z)) 0.001± 0.001 0.002± 0.002 N/A 0.007± 0.002
Iˆ(x;µz) 0.046± 0.067 0.02± 0.024 N/A 0.229± 0.113
Iˆ(x; z) −0.006± 0.008 −0.011± 0.007 N/A 0.076± 0.101
HZ({µz1 , . . . , µzN }) 0.026± 0.038 0.621± 0.234 N/A 0.918± 0.41
s∗w 0.456± 0.093 0.463± 0.087 0.627± 0.039 0.416± 0.152
s∗y 0.1± 0.0 0.1± 0.0 0.1± 0.0 0.1± 0.0
s∗z 0.249± 0.002 0.247± 0.0 N/A 0.248± 0.001
95%-MPIW Test (Unnorm) 3.969± 0.184 4.091± 0.21 2.265± 0.102 4.226± 0.676
95%-MPIW Train (Unnorm) 3.948± 0.171 4.099± 0.176 2.264± 0.096 4.298± 0.674
95%-PICP Test 91.8± 2.308 92.7± 1.924 73.4± 3.681 91.8± 2.49
95%-PICP Train 93.9± 0.894 94.1± 0.822 75.5± 2.598 93.5± 1.173
KS Test-Stat 0.016± 0.004 0.019± 0.005 N/A 0.025± 0.003
PairwiseCorr(x, µz) 0.001± 0.001 0.0± 0.0 N/A 0.0± 0.0
PairwiseCorr(y, µz) 0.247± 0.148 0.403± 0.04 N/A 0.193± 0.227
Post-Pred Avg-LL Test −0.963± 0.041 −0.962± 0.04 −1.055± 0.08−1.026± 0.056
Post-Pred Avg-LL Train −0.885± 0.03 −0.884± 0.033 −0.95± 0.07 −0.981± 0.107
RMSE Test (Unnorm) 0.337± 0.025 0.339± 0.026 0.335± 0.025 0.376± 0.032
RMSE Train (Unnorm) 0.337± 0.026 0.339± 0.026 0.335± 0.025 0.376± 0.031
Recon MSE 0.16± 0.008 0.151± 0.007 N/A 0.156± 0.013
Hyperparams σ2 = 0.1,
λ2 = 10,
T = 0.0003,
x = 0.1,
y = 1.0
σ2 = 0.1 σ
2
 = 0.1 σ
2
 = 0.1
Table 16: Experiment Evaluation Summary for Goldberg(± std).
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NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) 0.012± 0.005 0.015± 0.005 N/A 0.006± 0.005
DKL(p(z)||q(z)) 0.025± 0.011 0.031± 0.009 N/A 0.016± 0.008
Iˆ(x;µz) 0.614± 0.075 0.519± 0.091 N/A 0.982± 0.121
Iˆ(x; z) 0.155± 0.048 0.059± 0.02 N/A 0.235± 0.035
HZ({µz1 , . . . , µzN }) 0.015± 0.019 7.248± 2.598 N/A 6.445± 2.818
s∗w 2.927± 1.612 2.368± 1.55 0.75± 0.065 0.997± 0.943
s∗y 0.01± 0.0 0.01± 0.0 0.1± 0.0 0.1± 0.0
s∗z 0.247± 0.002 0.246± 0.001 N/A 0.247± 0.001
95%-MPIW Test (Unnorm) 1.468± 0.207 1.314± 0.126 0.89± 0.036 1.881± 0.171
95%-MPIW Train (Unnorm) 1.479± 0.249 1.31± 0.162 0.889± 0.033 1.908± 0.165
95%-PICP Test 95.4± 1.517 92.9± 1.294 77.2± 3.439 92.9± 3.008
95%-PICP Train 96.9± 0.894 95.0± 0.5 78.8± 3.978 95.1± 0.418
KS Test-Stat 0.03± 0.008 0.034± 0.008 N/A 0.033± 0.011
PairwiseCorr(x, µz) 0.005± 0.002 0.001± 0.001 N/A 0.0± 0.0
PairwiseCorr(y, µz) 0.018± 0.007 0.41± 0.113 N/A 0.572± 0.068
Post-Pred Avg-LL Test −0.489± 0.154 −0.414± 0.184−1.591± 0.417−1.033± 0.156
Post-Pred Avg-LL Train −0.228± 0.125 −0.195± 0.108−1.357± 0.119−0.965± 0.078
RMSE Test (Unnorm) 0.987± 0.103 0.978± 0.083 1.017± 0.06 1.118± 0.096
RMSE Train (Unnorm) 0.988± 0.101 0.979± 0.083 1.017± 0.06 1.117± 0.096
Recon MSE 0.017± 0.001 0.017± 0.001 N/A 0.145± 0.004
Hyperparams σ2 = 0.01,
λ2 = 10,
T = 0.01,
x = 0.5,
y = 0.5
σ2 = 0.01 σ
2
 = 0.1 σ
2
 = 0.1
Table 17: Experiment Evaluation Summary for Williams(± std).
NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) 0.005± 0.003 0.006± 0.003 N/A 0.008± 0.003
DKL(p(z)||q(z)) 0.01± 0.005 0.013± 0.006 N/A 0.012± 0.004
Iˆ(x;µz) 0.254± 0.057 0.283± 0.112 N/A 0.24± 0.129
Iˆ(x; z) 0.128± 0.025 0.006± 0.03 N/A 0.028± 0.017
HZ({µz1 , . . . , µzN }) 0.004± 0.004 8.091± 5.185 N/A 5.252± 5.607
s∗w 0.418± 0.083 0.304± 0.028 0.251± 0.137 0.311± 0.031
s∗y 0.1± 0.0 0.1± 0.0 0.1± 0.0 0.1± 0.0
s∗z 0.248± 0.001 0.248± 0.0 N/A 0.249± 0.0
95%-MPIW Test (Unnorm) 6.862± 1.262 5.243± 0.573 2.007± 0.155 5.275± 0.569
95%-MPIW Train (Unnorm) 6.346± 0.821 4.906± 0.354 2.006± 0.153 4.957± 0.36
95%-PICP Test 95.5± 2.151 94.5± 2.0 63.4± 1.981 93.6± 2.485
95%-PICP Train 97.4± 1.14 95.5± 0.707 69.6± 4.519 94.9± 0.822
KS Test-Stat 0.031± 0.012 0.027± 0.006 N/A 0.029± 0.009
PairwiseCorr(x, µz) 0.0± 0.0 0.0± 0.0 N/A 0.0± 0.0
PairwiseCorr(y, µz) 0.109± 0.036 0.879± 0.028 N/A 0.813± 0.159
Post-Pred Avg-LL Test −1.285± 0.066 −1.211± 0.083−2.846± 0.346−1.278± 0.164
Post-Pred Avg-LL Train −1.111± 0.065 −1.04± 0.057 −2.347± 0.154−1.079± 0.065
RMSE Test (Unnorm) 0.635± 0.042 0.619± 0.039 0.607± 0.035 0.622± 0.039
RMSE Train (Unnorm) 0.635± 0.042 0.62± 0.039 0.607± 0.035 0.622± 0.039
Recon MSE 0.145± 0.008 0.159± 0.007 N/A 0.153± 0.006
Hyperparams σ2 = 0.1,
λ2 = 10,
T = 0.01,
x = 0.1,
y = 1.0
σ2 = 0.1 σ
2
 = 0.1 σ
2
 = 0.1
Table 18: Experiment Evaluation Summary for Yuan(± std).
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NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) 0.012± 0.012 0.002± 0.002 N/A 0.001± 0.002
DKL(p(z)||q(z)) 0.042± 0.012 0.003± 0.003 N/A 0.003± 0.003
Iˆ(x;µz) 0.029± 0.008 0.047± 0.011 N/A 0.045± 0.012
Iˆ(x; z) 0.013± 0.007 0.022± 0.003 N/A 0.02± 0.004
HZ({µz1 , . . . , µzN }) 1.641± 0.242 53.201± 1.247 N/A 52.566± 2.633
s∗w 0.209± 0.017 0.15± 0.002 0.197± 0.183 0.147± 0.005
s∗y 0.01± 0.0 0.1± 0.0 0.1± 0.0 0.1± 0.0
s∗z 0.257± 0.001 0.251± 0.0 N/A 0.251± 0.0
95%-MPIW Test (Unnorm) 2.4± 0.121 2.45± 0.04 1.028± 0.014 2.466± 0.026
95%-MPIW Train (Unnorm) 2.396± 0.106 2.439± 0.04 1.027± 0.013 2.463± 0.034
95%-PICP Test 94.796± 1.185 94.279± 1.479 61.191± 2.176 94.734± 1.426
95%-PICP Train 94.897± 1.145 94.893± 0.286 63.265± 1.179 94.969± 0.257
PairwiseCorr(x, µz) 0.001± 0.0 0.004± 0.001 N/A 0.003± 0.0
PairwiseCorr(y, µz) 0.049± 0.01 0.142± 0.041 N/A 0.154± 0.055
Post-Pred Avg-LL Test −0.849± 0.038 −1.147± 0.025 −1.709± 0.22 −1.143± 0.027
Post-Pred Avg-LL Train −0.805± 0.033 −1.119± 0.013−1.479± 0.056−1.123± 0.015
RMSE Test (Unnorm) 0.983± 0.023 0.976± 0.016 0.92± 0.022 0.981± 0.017
RMSE Train (Unnorm) 0.983± 0.023 0.976± 0.017 0.92± 0.022 0.981± 0.017
Recon MSE 0.011± 0.001 0.114± 0.001 N/A 0.113± 0.001
Hyperparams σ2 = 0.01,
λ2 = 10,
T = 0.01,
x = 0.1,
y = 0.5
σ2 = 0.01 σ
2
 = 0.1 σ
2
 = 0.1
Table 19: Experiment Evaluation Summary for Wine Quality Red(± std).
NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) 0.006± 0.008 −0.0± 0.002 N/A 0.005± 0.004
DKL(p(z)||q(z)) 0.003± 0.006 0.001± 0.005 N/A 0.002± 0.004
Iˆ(x;µz) 0.086± 0.013 0.087± 0.012 N/A 0.077± 0.012
Iˆ(x; z) 0.108± 0.002 0.108± 0.004 N/A 0.107± 0.001
HZ({µz1 , . . . , µzN }) 5.42± 0.747 51.283± 9.548 N/A 27.059± 4.144
s∗w 1.094± 0.903 1.137± 0.84 1.395± 1.155 0.384± 0.026
s∗y 0.01± 0.0 0.01± 0.0 0.01± 0.0 0.01± 0.0
s∗z 0.251± 0.001 0.246± 0.001 N/A 0.247± 0.0
95%-MPIW Test (Unnorm) 6.734± 0.212 6.712± 0.235 6.163± 0.178 8.095± 0.762
95%-MPIW Train (Unnorm) 6.724± 0.223 6.703± 0.217 6.163± 0.193 8.118± 0.601
95%-PICP Test 99.016± 2.199 98.689± 2.933 97.377± 5.865 98.033± 2.137
95%-PICP Train 99.444± 0.387 99.444± 0.387 97.593± 2.544 98.611± 0.655
PairwiseCorr(x, µz) 0.007± 0.003 0.007± 0.002 N/A 0.007± 0.003
PairwiseCorr(y, µz) 0.005± 0.002 0.022± 0.01 N/A 0.017± 0.01
Post-Pred Avg-LL Test 0.836± 0.074 0.832± 0.077 0.818± 0.187 0.638± 0.121
Post-Pred Avg-LL Train 0.865± 0.025 0.872± 0.024 0.868± 0.074 0.678± 0.047
RMSE Test (Unnorm) 0.005± 0.001 0.005± 0.001 0.005± 0.001 0.008± 0.001
RMSE Train (Unnorm) 0.005± 0.001 0.005± 0.001 0.005± 0.001 0.008± 0.001
Recon MSE 0.014± 0.0 0.014± 0.0 N/A 0.014± 0.001
Hyperparams σ2 = 0.01,
λ2 = 10,
T = 0.01,
x = 0.5,
y = 0.5
σ2 = 0.01 σ
2
 = 0.01 σ
2
 = 0.01
Table 20: Experiment Evaluation Summary for Yacht(± std).
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NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) 0.004± 0.002 0.004± 0.001 N/A 0.006± 0.002
DKL(p(z)||q(z)) 0.008± 0.003 0.008± 0.004 N/A 0.01± 0.003
Iˆ(x;µz) 0.842± 0.06 0.373± 0.037 N/A 0.667± 0.061
Iˆ(x; z) 0.035± 0.012 −0.015± 0.007 N/A 0.146± 0.026
HZ({µz1 , . . . , µzN }) 0.005± 0.001 7.804± 1.727 N/A 5.09± 0.991
s∗w 0.488± 0.026 0.444± 0.019 0.28± 0.132 0.231± 0.002
s∗y 0.01± 0.0 0.01± 0.0 0.1± 0.0 0.01± 0.0
s∗z 0.247± 0.0 0.247± 0.0 N/A 0.248± 0.0
95%-MPIW Test (Unnorm) 0.258± 0.026 0.247± 0.022 0.366± 0.005 0.313± 0.03
95%-MPIW Train (Unnorm) 0.293± 0.011 0.277± 0.012 0.366± 0.005 0.336± 0.014
95%-PICP Test 96.818± 2.591 96.364± 2.033 96.364± 3.447 95.455± 2.784
95%-PICP Train 95.871± 0.736 94.968± 0.957 93.161± 1.08 93.29± 0.866
KS Test-Stat 0.028± 0.005 0.025± 0.005 N/A 0.024± 0.009
PairwiseCorr(x, µz) 0.0± 0.0 0.0± 0.0 N/A 0.0± 0.0
PairwiseCorr(y, µz) 0.007± 0.003 0.084± 0.009 N/A 0.121± 0.008
Post-Pred Avg-LL Test 0.263± 0.11 0.269± 0.107 −0.31± 0.069 0.129± 0.131
Post-Pred Avg-LL Train 0.155± 0.043 0.159± 0.046 −0.386± 0.035−0.021± 0.053
RMSE Test (Unnorm) 0.995± 0.059 0.988± 0.061 1.143± 0.087 1.231± 0.057
RMSE Train (Unnorm) 0.994± 0.059 0.988± 0.062 1.143± 0.087 1.231± 0.056
Recon MSE 0.017± 0.0 0.017± 0.0 N/A 0.015± 0.001
Hyperparams σ2 = 0.01,
λ2 = 10,
T = 0.01,
x = 0.5,
y = 0.5
σ2 = 0.01 σ
2
 = 0.1 σ
2
 = 0.01
Table 21: Experiment Evaluation Summary for Lidar(± std).
NCAIλ NCAIλ=0 BNN BNN+LV
DJS(q(z)||p(z)) 0.003± 0.001 0.005± 0.001 N/A 0.031± 0.005
DKL(p(z)||q(z)) 0.008± 0.002 0.009± 0.002 N/A 0.357± 0.088
Iˆ(x;µz) 0.057± 0.017 0.032± 0.017 N/A 0.428± 0.04
Iˆ(x; z) 0.047± 0.015 0.024± 0.014 N/A 0.387± 0.045
HZ({µz1 , . . . , µzN }) 0.015± 0.004 0.792± 0.357 N/A 6.408± 2.439
s∗w 34.575± 17.89 22.305± 7.342 1.805± 0.094 12.39± 4.903
s∗y 0.1± 0.0 0.1± 0.0 1.0± 0.0 0.1± 0.0
s∗z 1.0± 0.0 1.0± 0.0 N/A 1.0± 0.0
95%-MPIW Test (Unnorm) 7.375± 0.263 7.145± 0.16 4.011± 0.006 22.165± 10.073
95%-MPIW Train (Unnorm) 7.433± 0.299 7.114± 0.217 4.011± 0.001 22.267± 10.346
95%-PICP Test 93.84± 1.78 93.44± 1.757 73.68± 1.842 96.0± 1.095
95%-PICP Train 95.493± 0.256 95.227± 0.289 75.493± 1.489 96.773± 0.446
KS Test-Stat 0.014± 0.001 0.02± 0.002 N/A 0.044± 0.007
PairwiseCorr(x, µz) 0.003± 0.001 0.0± 0.0 N/A 0.0± 0.0
PairwiseCorr(y, µz) 0.035± 0.009 0.138± 0.014 N/A 0.161± 0.039
Post-Pred Avg-LL Test −1.979± 0.04 −1.973± 0.049 −2.306± 0.059 −2.342± 0.048
Post-Pred Avg-LL Train −1.92± 0.021 −1.895± 0.018 −2.217± 0.069 −2.229± 0.04
RMSE Test (Unnorm) 1.985± 0.051 1.932± 0.059 1.953± 0.071 3.523± 0.501
RMSE Train (Unnorm) 1.985± 0.051 1.933± 0.059 1.953± 0.071 3.521± 0.501
Recon MSE 0.124± 0.002 0.122± 0.001 N/A 0.123± 0.005
Hyperparams σ2z = 1.0,
σ2 = 0.1,
λ2 = 10,
T = 0.01,
x = 0.5,
y = 1.0
σ2z = 1.0, σ
2
 = 0.1 σ
2
 = 1.0 σ
2
z = 1.0,σ2 = 0.1
Table 22: Experiment Evaluation Summary for Depeweg(± std).
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