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Abstract. The main purpose of the paper is to find some expansion properties of locally
finite metric spaces which do not embed coarsely into a Hilbert space. The obtained result
is used to show that infinite locally finite graphs excluding a minor embed coarsely into
a Hilbert space. In an appendix a direct proof of the latter result is given.
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A metric space (M, dM) is called locally finite if all balls in it have finitely many
elements. We say that (M, dM) has bounded geometry if for each r > 0 there is U(r) <∞
such that each ball of radius r in M has at most U(r) elements. Let A and B be metric
spaces. A mapping f : A → B is called a coarse embedding if there exist non-decreasing
functions ρ1, ρ2 : [0,∞)→ [0,∞) such that (1) ∀x, y ∈ A ρ1(dA(x, y)) ≤ dB(f(x), f(y)) ≤
ρ2(dA(x, y)); (2) limr→∞ ρ1(r) =∞.
We are interested in conditions under which a locally finite metric space M embeds
coarsely into a Hilbert space. See [Gro93], [Roe03], and [Yu06] for motivation and back-
ground for this problem. Since, as it is well-known (see e. g. [Ost09, Section 4]), coarse
embeddability into a Hilbert space is equivalent to coarse embeddability into L1, we con-
sider coarse embeddability into L1.
Locally finite metric space which are not coarsely embeddable into L1 were character-
ized in [Ost09] and [Tes09]. We reproduce the characterization as it is stated in [Ost09].
Theorem 1 ([Ost09, Theorem 2.4]) Let (M, dM) be a locally finite metric space which
is not coarsely embeddable into L1. Then there exists a constant D, depending on M only,
such that for each n ∈ N there exists a finite set Mn ⊂ M and a probability measure µn
on Mn ×Mn such that
• dM(u, v) ≥ n for each (u, v) ∈ suppµn.
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• For each Lipschitz function f :M → L1 we have∫
Mn×Mn
||f(u)− f(v)||L1dµn(u, v) ≤ DLip(f). (1)
Our first purpose is to find some expansion properties of sets Mn.
Let s be a positive integer. We consider graphs G(n, s) = (Mn, E(Mn, s)), where the
edge set E(Mn, s) is obtained by joining those pairs of vertices ofMn which are at distance
≤ s. The graphs {G(n, s)}∞n=1 have uniformly bounded degrees if the metric space M has
bounded geometry.
Observation: Each vertex cut of G(n, s) separates it into pieces with dM -distance be-
tween then at least s.
If we would prove in the bounded geometry case that the condition
(*) For some s ∈ N there is a number hs > 0 and subgraphs Hn of G(n, s) of indefinitely
growing sizes (as n→∞) such that the expansion constants of {Hn} are uniformly
bounded from below by hs
is satisfied, it would solve the well-known problem (see [GK04], [Ost09], [Tes09]): whether
each metric space with bounded geometry which does not embed coarsely into a Hilbert
space contains weak expanders? For spaces with bounded geometry weak expanders
are defined as Lipschitz images fm(Xm) of (vertex sets) of a family of expanders with
uniformly bounded Lipschitz constants of {fm}
∞
m=1 and without dominating pre-images
in the sense that lim
m→∞
max
z∈fm(Xm)
(|f−1m (z)|/|Xm|) = 0.
Remark. When we consider a connected graph as a metric space, we identify the graph
with its vertex set endowed with the standard graph distance.
The well-known proof of non-embeddability of expanders (see [Gro00], [Mat97], [Roe03,
Section 11.3]) shows that a metric space with bounded geometry containing weak ex-
panders does not embed coarsely into a Hilbert space.)
In this paper we prove only the following weaker expansion property of the graphs
G(n, s). We introduce the measure νn on Mn by νn(A) = µn(A × Mn). Let F be an
induced subgraph of G(n, s). We denote the vertex boundary of a set A of vertices in F
by δFA.
Theorem 2 Let s and n be such that 2n > s > 8D. Let ϕ(D, s) = s
4D
− 2. Then G(n, s)
contains an induced subgraph F with dM -diameter ≥ n−
s
2
, such that each subset A ⊂ F
of dM -diameter < n−
s
2
satisfies the condition: νn(δFA) > ϕ(D, s)νn(A).
Proof of Theorem 2. Suppose that for some n, s ∈ N satisfying 2n > s > 8D
there is no such subgraph in G(n, s). Then for each induced subgraph F in G(n, s)
of dM -diameter ≥ n −
s
2
we can find a subset A ⊂ F of dM -diameter < n −
s
2
such
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that νn(δFA) ≤ ϕ(D, s)νn(A). We start with F1 = G(n, s) (the definitions of Mn and
µn imply that the dM -diameter of Mn is ≥ n), find a subset A1 ⊂ F1 of dM -diameter
< n − s
2
such that νn(δF1A1) ≤ ϕ(D, s)νn(A1), and remove A1 ∪ δF1A1 from G(n, s). If
the obtained graph F2 still has dM -diameter ≥ n−
s
2
, we find a subset A2 in it such that
νn(δF2A2) ≤ ϕ(D, s)νn(A2). We remove the subset A2 ∪ δF2A2 from F2. We continue in
an obvious way till we get a set of dM -diameter < n−
s
2
(this should eventually happen
since Mn is finite). We denote this set Ap, where p is the number of steps in the process.
Remark. This exhaustion process is similar to the one used in [LS93].
Observe that each of the sets Ai has diameter < n −
s
2
, and that the dM -distance
between any Ai and Aj (i 6= j) is at least s (see the observation above).
We introduce a family of 1-Lipschitz functions fθ on M , where θ = {θi}
p
i=1 ∈ Θ =
{−1, 1}p by the formula:
fθ(x) =
{
θj
(s
2
− dist(x,Aj)
)
if dist(x,Aj) <
s
2
0 if dist(x,∪pi=1Ai) ≥
s
2
.
The function is well-defined since the inequality dist(x,Aj) <
s
2
cannot be satisfied for
more than one value of j. Straightforward verification shows that this function is 1-
Lipschitz.
We endow Θ = {−1, 1}p with the natural probability measure P and introduce for each
x ∈ M a function Fx ∈ L1(Θ,P) given by Fx(θ) = fθ(x). It is clear that the mapping
x 7→ Fx is 1-Lipschitz.
Applying inequality (1) to this mapping we get
D ≥
∫
Mn×Mn
||Fx(θ)− Fy(θ)||L1(Θ,P)dµn(x, y) ≥
∫
Mn×Mn
∫
Θ
|fθ(x)− fθ(y)|dP(θ)dµn(x, y)
≥
∫
Mn×Mn
∫
Ψ(x,y)
|fθ(x)|dP(θ)dµn(x, y),
where Ψ(x, y) is the subset of Θ for which fθ(x) and fθ(y) have different signs (we mean
that signs have values in {−1, 0, 1}). Observe that the value of |fθ(x)| does not depend
on θ. We get
∫
Mn×Mn
∫
Ψ(x,y)
|fθ(x)|dP(θ)dµn(x, y) ≥
∫
(∪pi=1Ai)×Mn
|fθ(x)|
∫
Ψ(x,y)
dP(θ)dµn(x, y).
Now we observe that for x ∈ Aj and y satisfying (x, y) ∈ suppµn we have dM(x, y) ≥
n and therefore dM(y, Aj) ≥
s
2
(recall that the diameter of Aj is < n −
s
2
). Hence
P(Ψ(x, y)) ≥ 1
2
for each pair (x, y) from suppµn. We get
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∫
(∪pi=1Ai)×Mn
|fθ(x)|
∫
Ψ(x,y)
dP(θ)dµn(x, y) ≥
∫
(∪pi=1Ai)×Mn
s
2
·
1
2
dµn(x, y)
=
s
4
νn (∪iAi) .
Remark. The idea of “random” signing of functions in a similar situation was used in
[Rao99].
Recalling the beginning of this chain of inequalities, we get
D ≥
s
4
νn (∪iAi) . (2)
Observe that νn(∪iAi)+νn(∪iδFiAi) = 1 and νn(∪iδFiAi) ≤ ϕ(D, s)νn(∪iAi). Therefore
(1 + ϕ(D, s))ν(∪iAi) ≥ 1 (3)
Combining (2) and (3) we get
D ≥
s
4(1 + ϕ(D, s))
,
or ϕ(D, s) ≥ s
4D
− 1, a contradiction.
Now we combine Theorem 2 with some results and technique from [KPR93] (some of
the estimates from [KPR93] were improved in [FT03] but we do not use this improvement).
Theorem 3 Let r ∈ N and G be a locally finite connected graph which does not have
Kr-minors, let dG be the graph distance on G. Then (G, dG) embeds coarsely into L1.
Proof. Assume the contrary. We apply Theorem 1 to G and denote by D, Mn,
and µn the corresponding constant (depending only on G), finite sets, and probability
measures. Let νn be measures introduced in Theorem 2. According to Theorem 2 for
each 2n > s > 8D there is an induced subgraph F = F (n, s) in G(n, s) such that the
condition of Theorem 2 is satisfied. The condition νn(δFA) > ϕ(D, s)νn(A) implies that
νn(F ) > 0.
Now we use a modified construction from [KPR93, Section 4]. Let t, s ∈ N (we shall
specify our choice of these numbers later). Let ∆ = t + 2s. We pick a vertex x1 ∈ G,
α ∈ {0, 1, 2, . . . ,∆− 1}, and let
D1 = {v ∈ G : (dG(v, x1)− α) (mod ∆) ∈ {1, 2, . . . , 2s}}
(that is, D1 consists of infinitely many ‘annuluses’ of width 2s each, with distances t
between them). We choose α in such a way that νn(D1 ∩ F ) is the minimal possible.
Using averaging argument we get that α can be chosen in such a way that νn(D1 ∩ F ) ≤(
2s
2s+t
)
νn(F ).
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We delete D1 from G. The second round of deletions is: we repeat the same procedure
for each of the components of the obtained graph endowed with its own graph distance.
Each time we choose the corresponding α (the level of cut) in such a way νn(D ∩ F ) ≤(
2s
2s+t
)
νn(F ∩ X), where X is the component under consideration and D is the set of
vertices deleted this time.
We do r rounds of deletions. Let {Gi} be the components of the remaining graph. The
argument of [KPR93, Theorem 4.2] shows that the dG-diameter of each of Gi does not
exceed (r − 1)(4(r + 1)t + 1) (where r is from the statement of the theorem). It is also
easy to see that
νn (F ∩ (∪iGi)) ≥
(
t
2s+ t
)r
νn(F ). (4)
Now we impose additional conditions on s, t, and n (the condition 2n > s > 8D was
imposed in Theorem 2) The conditions are
(ϕ(D, s) + 1)
(
t
2s+ t
)r
> 1 (5)
(r − 1)(4(r + 1)t+ 1) < n−
s
2
. (6)
These conditions can be satisfied. In fact, we choose s > 8D first. Then we choose t
such that (5) is satisfied, and then n such that (6) is satisfied.
Let Ri = F ∩ Gi. Our choice of parameters implies that the dG-diameter of Ri is
< n − s
2
. Therefore νn(δFRi) > ϕ(D, s)νn(Ri). Since {δFRi} are disjoint (this was the
reason why we deleted ‘annuluses’ of width 2s), we get
νn(F ) ≥ νn(∪iδFRi) + νn(∪iRi) > (ϕ(D, s) + 1)νn(∪iRi)
≥ (ϕ(D, s) + 1)
(
t
2s+ t
)r
νn(F ).
We get a contradiction with (5).
Appendix: Coarse embeddability of graphs with excluded minors. Second
proof
The purpose of this appendix is to show that coarse embeddability of graphs excluding
Kr as a minor can be proved using the techniques from [KPR93] and [Rao99] (see also
[FT03]), without using Theorems 1 and 2.
Second proof of Theorem 3. For ∆ ∈ N by [∆] we denote the set {1, . . . ,∆}. For
each ∆ ∈ N we consider the probability space
Ω∆ = Λ∆ ×Θ, (7)
where
Λ∆ = [∆]
r and Θ = {−1, 1}N.
For each point ω ∈ Ω∆ we define a function f∆,ω : X → R in the following way.
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We assume that elements of X are enumerated, so X = {xk : k ∈ N}. Let
({rj}
r
j=1, {θj}
∞
j=1) ∈ Ω∆
We denote by D1 the set of all vertices v in X with d(v, x1) = r1 (mod ∆).
We delete the set D1 from X . We label connected components of the obtained graph
by the numbers of the least subscripts of vertices contained in them. For the component
where xj is the vertex with the least subscript, we do the same procedure as above (with
the respect to the graph distance defined by the subgraph) with d(v, xj) = r2 (mod ∆).
So the number r2 is used for all of the components of this level.
We denote the set of all obtained vertices by D2 and delete it from the graph. We
repeat the procedure r times. Let {Xi}
∞
i=1 be components of the obtained graph.
We define the function f∆,ω(u) corresponding to ω = ({rj}
r
j=1, {θj}
∞
j=1) by
f∆,ω(u) = θkdist (u,∪
n
i=1Di) ,
where k is the least subscript of a point xk belonging to the same component ofX\(∪
r
i=1Di)
as u. An obvious and very important property of f∆,ω is that it is a real-valued 1-Lipschitz
function.
One of the main results of [KPR93] (Theorem 4.2) (see also [FT03]) implies that the
diameters of the components Xi are < (r − 1)(4(r + 1)∆ + 1) =: d∆,r.
Now, for each vertex u in X we introduce a function F∆,u(ω) in L1(Ω∆) given by
F∆,u(ω) = f∆,ω(u)
It is easy to see that |F∆,u(ω)| ≤ ∆/2 for all u and ω. The function F∆,u(ω) is measurable
because all subsets of Ω∆ are measurable. (It is worth mentioning that for each u the
value of the function at ω depends only on finitely many values of θi. In fact, for a fixed
u the value of f∆,ω(u) can depend only on those θk for which xk is in the same component
Xi as u. But for such xk we have d(u, xk) ≤ (r − 1)(4(r + 1)∆ + 1). Since X is locally
finite, there are only finitely many xk satisfying this condition.)
The following inequality is a very important property of the functions F∆,u:∫
Ω∆
|F∆,u(ω)|dω ≥ εr∆, (8)
where εr depends on r only (see [Rao99, Lemma 3], the dependence obtained in this way
is of the form δr, where 0 < δ < 1). Furthermore, if we write ω = (λ, θ) according to (7),
we have ∫
Ω∆
|F∆,w(λ, θ)|dλ ≥ εr∆ ∀θ ∈ Θ. (9)
If d(u, v) ≥ d∆,r, then u and v are in different pieces of the decomposition no matter
how λ = {rj}
r
j=1 is chosen. Therefore, with probability
1
2
, the signs of f∆,ω(u) and f∆,ω(v)
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are different, Let Ψ(λ) ⊂ Θ be the subset for which the signs f∆,λ,θ(u) and f∆,λ,θ(v) are
different. Then
||F∆,u − F∆,v||L1(Ω∆) =
∫
Λ∆
∫
Θ
|F∆,u(λ, θ)− F∆,v(λ, θ)|dθdλ
≥
∫
Λ∆
∫
Ψ(λ)
|F∆,u(λ, θ)− F∆,v(λ, θ)|dθdλ
=
∫
Λ∆
∫
Ψ(λ)
(|F∆,u(λ, θ)|+ |F∆,v(λ, θ)|)dθdλ
(observe that the integrand does not depend on θ)
=
1
2
∫
Λ∆
(|F∆,u(λ, θ)|+ |F∆,v(λ, θ)|)dλ
≥ εr∆.
(10)
We apply this construction with ∆ = 2, 4 . . . , 2i, . . . . Let Ω = ∪∞i=1Ω2i be the disjoint
union of the measure spaces Ω2i . Let O be one of the vertices of X . We introduce an
embedding ϕ : X → L1(Ω) by
ϕ(v)|Ω
2i
=
(
2
3
)i (
F2i,v(ω)− F2i,O(ω)
)
.
To complete the proof of the theorem it remains to show that ϕ is a well-defined
mapping and that it is a coarse embedding.
Since f∆,ω(u) are 1-Lipschitz (as functions of u) real-valued functions, the mappings
ϕi(v) := F2i,v ∈ L1(Ω2i) are also 1-Lipschitz. Therefore ||ϕi(v)− ϕi(O)||L1(Ω2i ) ≤ d(O, v)
and ϕ(v) ∈ L1(Ω).
To show that ϕ is a coarse embedding it suffices to establish the following two inequal-
ities:
||ϕ(u)− ϕ(v)||L1(Ω) ≤ 3d(u, v), (11)
d(u, v) ≥ d2i,n ⇒ ||ϕ(u)− ϕ(v)||L1(Ω) ≥
(
4
3
)i
εr. (12)
The inequality (11) is an immediate consequence of the fact that ϕi are 1-Lipschitz:
||ϕ(u)− ϕ(v)||L1(Ω) =
∞∑
i=0
(
2
3
)i
||ϕi(u)− ϕi(v)||L1(Ω2i ) ≤ d(u, v)
∞∑
i=0
(
2
3
)i
= 3d(u, v).
If d(u, v) ≥ d2i,n, we apply the inequality (10) and get
||ϕ(u)− ϕ(v)||L1(Ω) ≥
(
2
3
)i
||ϕi(u)− ϕi(v)||L1(Ω2i ) ≥
(
2
3
)i
2iεr =
(
4
3
)i
εr.
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