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Abstract—We propose the Lasso Weighted k-means (LW -k-
means) algorithm as a simple yet efficient sparse clustering pro-
cedure for high-dimensional data where the number of features
(p) can be much larger compared to the number of observations
(n). In the LW -k-means algorithm, we introduce a lasso-based
penalty term, directly on the feature weights to incorporate
feature selection in the framework of sparse clustering. LW -
k-means does not make any distributional assumption of the
given dataset and thus, induces a non-parametric method for
feature selection. We also analytically investigate the convergence
of the underlying optimization procedure in LW -k-means and
establish the strong consistency of our algorithm. LW -k-means
is tested on several real-life and synthetic datasets and through
detailed experimental analysis, we find that the performance of
the method is highly competitive against some state-of-the-art
procedures for clustering and feature selection, not only in terms
of clustering accuracy but also with respect to computational
time.
Index Terms—Clustering, Unsupervised Learning, Feature Se-
lection, Feature Weighting, Consistency.
I. INTRODUCTION
CLUSTERING is one of the major steps in exploratorydata mining and statistical data analysis. It refers to the
task of distributing a collection of patterns or data points
into more than one non-empty groups or clusters in such a
manner that the patterns belonging to the same group may be
more identical to each other than those from the other groups
[1], [2]. The patterns are usually represented by a vector of
variables or observations that are also commonly known as
features in the pattern recognition community. The notion of
a cluster, as well as the number of clusters in a particular
data set, can be ambiguous and subjective. However, most
of the popular clustering techniques comply with the human
conception of clusters and capture a dense patch of points in
the feature space as a cluster. Center-based partitional cluster-
ing algorithms identify each cluster in terms of a single point
called a centroid or a cluster center, which may or may not be
a member of the given dataset. k-means [3], [4] is arguably
the most popular clustering algorithm in this category. This
algorithm separates the data points into k disjoint clusters (k is
to be specified beforehand, though) by locally minimizing the
total intra-cluster spread i.e. the sum of squares of the distances
from each point to the candidate centroids. Obviously, the
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algorithm starts with a set of randomly initialized candidate
centroids from the feature space of the data and attempts to
refine them towards the best representatives of each cluster
over the iterations by using a local heuristic procedure. k-
means may be viewed as a special case of the more general
model-based clustering [5], [6], [7] where the set of k centroids
can be considered as a model from which the data is generated.
Generating a data point in this model consists of first selecting
a centroid at random and then adding some noise. For a
Gaussian distribution of the noise, this procedure will result
into hyper-spherical clusters usually.
With the advancement of sensors and hardware technology,
it has now become very easy to acquire a vast amount of real
data described over several variables or features, thus giving
rise to high-dimensional data. For example, images can contain
billions of pixels, text and web documents can have several
thousand words, microarray datasets can consist of expression
levels of thousands of genes. Curse of dimensionality [8] is
a term often coined to describe some fundamental problems
associated with the high-dimensional data where the number of
features p far exceeds the number of observations n (p n).
With the increase of dimensions, the difference between the
distances of the nearest and furthest neighbors of a point fades
out, thus making the notion of clusters almost meaningless
[9]. In addition to the problem above, many researchers also
concur on the fact that especially for high dimensional data,
the meaningful clusters may be present only in subspaces
formed with a specific subset of the features available [10],
[11], [12], [13]. Different features can exhibit different degrees
of relevance to the underlying groups in a practical data with
a high possibility. Generally, the machine learning algorithms
employ various strategies to select or discard a number of
features to deal with this situation. Using all the available
features for cluster analysis (and in general for any pattern
recognition task) can make the final clustering solutions less
accurate when a considerable number of features are not rele-
vant to some clusters [14]. To add to the difficulty further, the
problem of selection of an optimal feature subset with respect
to some criteria is known to be NP-hard [15]. Also, even
the degree of contribution of the relevant features can vary
differently to the task of demarcating various groups in the
data. Feature weighting is often thought of as a generalization
of the widely used feature selection procedures [16], [17], [10],
[18]. An implicit assumption of the feature selection methods
is that all the selected features are equally relevant to the
learning task in hand, whereas, feature weighting algorithms
do not make such assumption as each of the selected features
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2may have a different degree of relevance to a cluster in the
data. To our knowledge, Synthesized Clustering (SYNCLUS)
[19] is the first k-means extension to allow feature weights.
SYNCLUS partitions the available features into a number of
groups and uses different weights for these groups during a
conventional k-means clustering process. The convex k-means
algorithm [17] is an interesting approach to feature weighting
by integrating multiple, heterogeneous feature spaces into the
k-means framework. Another extension of k-Means to support
feature weights was introduced in [14]. Huang et al. [20],
introduced the celebrated Weighted k-means algorithm (WK-
means) which introduces a new step for updating the feature
weights in k means by using a closed-form formula for the
weights derived from the current partition. WK-means was
later extended to support fuzzy clustering [21] and cluster-
dependent weights [22]. Entropy Weighted k-means [23], im-
proved k-prototypes [24], Minkowski Weighted k-means [13],
Feature Weight Self-Adjustment k-Means [10], Feature Group
Weighted k-means (FG-k-means) [12] are among the notable
works in this area. A detailed account of these algorithms and
their extensions can be found in [18].
Traditional approaches for feature selection can be broadly
categorized into filter and wrapper-based approaches [25],
[26]. Filter methods use some kind of proxy measure ( just
for example, mutual information, Pearson product-moment
correlation coefficient, Relief-based algorithms etc.) to score
the selected feature subset during the pre-processing phase
of the data. On the other hand, the wrapper approaches
employ a predictive learning model to evaluate the candidate
feature subsets. Although wrapper methods tend to be more
accurate than those following a filter-based approach [25],
nevertheless, they incur high computational costs due to the
need of executing both a feature selection module and a
clustering module several times on the possible feature subsets.
Real-world datasets can come with a large number of noise
variables, i.e., variables that do not change from cluster to
cluster, also implying that the natural groups occurring in the
data differ with respect to a small number of variables. Just as
an example, only a small fraction of genes (relevant features)
contribute to the occurrence of a certain biological activity,
while the others in a large fraction, can be irrelevant (noisy
features). A good clustering method is expected to identify
the relevant features, thus avoiding the derogatory effect of
the noisy and irrelevant ones. It is not hard to see that if
an algorithm can impose positive weights on the relevant
features while assigning exactly zero weights on the noisy
ones, the negative influence from the latter class of features
can be nullified. Sparse clustering methods closely follow such
intuition and aim at partitioning the observations by using only
an adaptively selected subset of the available features.
A. Relation to Prior Works
Introducing sparsity in clustering is a well studied field of
unsupervised learning. Friedman and Meulman [27] proposed
a sparse clustering procedure, called Clustering Objects on
Subsets of Attributes (COSA), which in its simplified form,
allows different feature weights within a cluster and closely
relate to a weighted form of the k-means algorithm. Witten
and Tibshirani [28] observed that COSA hardly results in a
truly sparse clustering since, for a positive value of the tuning
parameter involved, all the weights retain non-zero value. As
a betterment, they proposed the sparse k-means algorithm
by using the l1 and l2 penalization to incorporate feature
selection. The l1 penalty on the weights result in sparsity
(making weights of some of the (irrelevant) features 0) for
a small value of a parameter which is tuned by using the Gap
Statistic [29]. On the other hand, the l2 penalty is equally
important as it causes more than one components of the weight
vector to retain non-zero value. Despite its effectiveness, the
statistical properties of the sparse k-means algorithm including
its consistency are yet to be investigated. Unlike the fields of
sparse classification and regression, only a few notable exten-
sions on sparse k-means emerged subsequently. A regularized
version of sparse k means for clustering high dimensional data
was proposed in [30], where the authors also established its
asymptotic consistency. Arias-Castro and Pu [31] proposed
a simple hill climbing approach to optimize the clustering
objective in the framework of the sparse k means algorithm.
A very competitive approach for high dimensional cluster-
ing, different from the framework of sparse clustering was
taken in [32] based on the so-called Influential Feature-based
Principal Component Analysis aided with a Higher Criticality
based Thresholding (IF-PCA-HCT). This method first selects
a small fraction of features with the largest Kolmogorov-
Smirnov (KS) scores and then determines the first k − 1 left
singular vectors of the post-selection normalized data matrix.
Subsequently, it estimates the clusters by using a classical k-
means algorithm on these singular vectors. According to [32],
the only parameter that needs to be tuned in IF-PCA-HCT
is the threshold for the feature selection step. The authors
recommended a data-driven rule to set the threshold on the
basis of the notion of Higher Criticism (HC) that uses the
order statistics of the feature z-scores [33].
Another similar approach known as the IF-PCA algorithm
was proposed by Jin et al. [34]. For a threshold t This method
clusters the dataset by using the classical PCA to all features
whose l2 norm is larger that t. Pan and Shen [35] proposed
the Penalized model-based clustering. This method proposes
am EM algorithm to obtain feature selection. Although this
method is quite effective, it assumes the likelihood of the data,
which can lead to erroneous results if the assumed likelihood is
not well suited for the data. This is also the case for IF-HCT-
PCA[32] and IF-PCA [34] as they both assume a Gaussian
mixture model for the data. As it can be seen from Section III
that the proposed method does not suffer from this drawback.
In contrast to the Sparse k-means algorithm [28] which uses
only l1 and l2 terms in the objective function, our proposed
method uses only an l1 penalization and also a β exponent in
the weight terms, which can lead to more efficient feature
selection as seen in Section VI-F. In addition, no obvious
relation between the Saprse k-means and LW -k-means is
apparent.
Some theoretical works on sparse clustering can be found
in [36], [34], [37]. A minimax theory for highdimensional
Gaussian mixture models was proposed by Azizyan et al.
3TABLE I: Some Well Known Algorithms on Feature Weighting and Feature Selection
Algorithm/Reference Feature Weighting Feature Selection Model Assumptions Consistency Proof
k-means [3] 7 7 7 X
W -k-means [20] X 7 7 X
Pan and Shen [35] 7 3 3(Mixture model assumption) 7
Sparse-k-means [28] X 3 7 7
IF-HCT-PCA [32] 7 3 3(Normality assuption on the irrelevant features) 3
IF-PCA [34] 7 3 3(Normality assuption on the irrelevant features) 3
LW -k-means (The Proposed Method) 3 3 7 3
[36], where the authors derived some precise information
theoretic bounds on the clustering accuracy and sample com-
plexity of learning a mixture of two isotropic Gaussians in
high dimensions under small mean separation. The minimax
rates for the problems of testing and of variable selection
under sparsity assumptions on the difference in means were
derived in [37]. The strong consistency of the Reduced k-
Means (RKM) algorithm [38] the under i.i.d sampling was
recently established by Terada [39]. Following the methods
of [40] and [39], the strong consistency of the factorial k-
means algorithm [41] was also proved in [42]. Gallegos and
Ritter [43] extended the Pollard’s proof of strong consistency
[40] for an affine invariant k-parameters clustering algorithm.
Nikulin [44] presented proof for the strong consistency of
the divisive information-theoretic feature clustering model in
probabilistic space with Kullback-Leibler (KL) divergence.
Recently, the strong consistency of the Weighted k-means
algorithm for nearmetric spaces under i.i.d. sampling was
proved by Chakraborty and Das [45]. The proof of strong
consistency presented in this paper is slightly trickier than the
aforementioned papers as we need to choose α and λ suitably
such that the sum of the weights are bounded almost surely
and at least one weight is bounded away from 0 almost surely.
In Table I, we highlight some of the works in this field along
with their important aspects in terms of feature weighting,
feature selection, model assumptions and proof of consistency
of the algorithms and try to put our proposed algorithm in the
context.
B. Summary of Our Contributions
We propose a simple sparse clustering framework based
on the feature-weighted k means algorithm, where a Lasso
penalty is imposed directly on the feature weights and a closed
form solution can be reached for updating the weights. The
proposed algorithm, which we will refer to as Lasso Weighted
k means (LW -k-means), does not require the assumption of
normality of the irrelevant features as required for the IF-HCT-
PCA algorithm [32]. We formulate the LW -k-means as an
optimization procedure on an objective function and derive
a block coordinate descent type algorithm [46] to optimize
the objective function in section IV. We also prove that
the proposed algorithm converges after a finite number of
iteration in Theorem IV.6. We establish the strong consistency
of the proposed LW -k-means algorithm in Theorem V.4.
Conditions ensuring almost sure convergence of the estimator
of LW -k-means with unboundedly increasing sample size
are investigated in section V-A. With a detailed experimental
TABLE II: Comparison between LW -k-means and IF-HCT-
PCA
Algorithm Feature Weights Average CER
x y
k-means 1 1 0.2657
WK-means 0.5657 0.4343 0.1265
IF-HCT-PCA 1 1 0.1475
Sparse k-means 0.9446 0.3281 0.1275
LW -k-means 0.7587 0 0
analysis, we demonstrate the competitiveness of the proposed
algorithm against the baseline k-means and WK-means al-
gorithms along with the state-of-the-art sparse k-means and
IF-HCT-PCA algorithms by using several synthetic as well
as challenging real-world datasets with a large number of at-
tributes. Through our experimental results, we observe that not
only the LW -k-means outperforms the other state-of-the-art
algorithms, but it does so with considerably less computational
time. In section VII, we report a simulation study to get an
idea about the distribution of the obtained feature weights.
The outcomes of the study show that LW -k-means perfectly
identifies the irrelevant features in certain datasets which may
deceive some of the state-of-the-art clustering algorithms.
C. A Motivating Example
Before proceeding further, we take a motivating example to
illustrate the efficacy of the LW -k-means procedure (detailed
in Section IV) w.r.t the other peer clustering algorithms by
considering a sample toy dataset. In Fig. 1a, we show the
scatter plot of a synthetic dataset data1 (the dataset is available
at https://github.com/SaptarshiC98/lwk-means). It is clear that
only the x-variable contains the cluster structure of the data
while the y-variable does not. We run five algorithms (k-
means, WK-means, sparse k-means, IF-HCT-PCA, and LW -
k-means) on the dataset independently 20 times and report
the average CER (Classification Error Rate: proportional to in-
stances misclassified over the whole set of instances) in Table
II. We also note the average feature weights for each algorithm.
From Table II, we see that only the LW -k-means assigns
a zero feature weight to feature y and also that it achieves
an average CER of 0. The presence of an elongated cluster
(colored in black in Fig. II) affects the clustering procedure of
all the algorithms except LW -k-means. This elongated cluster,
which is non-identically distributed in comparison to the other
clusters, increases the Within Sum of Squares (WSS) of the y
values, thus increasing its weight. It can be easily seen that for
this toy example, the other peer algorithms erroneously detect
the y feature to be important for clustering and thus leads to
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Fig. 1: Ground truth Clustering and Partitioning by different algorithms for data1 dataset.
inaccurate clustering. This phenomenon is illustrated in Fig.
II.
II. BACKGROUND
A. Some Preliminary Concepts
In this section we will discuss briefly about the notion of
consistency of an estimator. Before we begin, let us recall the
defination of convergence in probability and almost surely.
Definition II.1. Let (Ω,F , P ) be a probability space. A
sequence of random variables {Xn}n≥1 is said to converge
almost surely (a.s. [P ]) to a random variable X (in the same
probability space), written as
Xn
a.s.−−→ X
if P ({ω ∈ Ω : Xn(ω)→ X(ω)}) = 1.
Definition II.2. Let (Ω,F , P ) be a probability space. A
sequence of random variables {Xn}n≥1 is said to converge in
probability to a random variable X (in the same probability
space), written as
Xn
P−→ X
if ∀ > 0, limn→∞ P (|Xn −X| > ) = 0.
B. The Setup and Notations
Before we start, we discuss the meaning of some symbols
used throughout the paper in Table III.
TABLE III: Symbols and Their meanings
Symbol Meaning
R The set of all real numbers
R+ The set of all non-negative real numbers
Rpk {A ⊂ Rp|A contains k or fewer points }
N The set of all natural numbers
S The set {2n : n ∈ N}
U The cluster assignment matrix
Z The centroid matrix whose rows denote the centroids
W Vector of all the feature weights
N (µ, σ2) Normal distribution with mean µ and variance σ2
Unif(a, b) Uniform distribution on the interval (a, b)
χ2d χ
2 distribution with d degrees of freedom
A′ Transpose of the matrix A
1 Vector (1, . . . , 1)′ of length n
i.i.d Independent and Identically Distributed
i.o. Infinitely Often
a.s. Almost Surely
CER Classification Error Rate
Let X = {x1,x2, . . . ,xn} ⊂ Rp be a set of n data points
which needs to be partitioned into k disjoint and non-empty
clusters. Let us also impose 2 ≤ k ≤ n and assume that k
is known. Let us now recall the definition of a consistent and
5strongly consistent estimator.
Definition II.3. An estimator Tn = Tn(X1, . . . , Xn) is said
to be consistent for a parameter θ if Tn
P−→ θ.
Definition II.4. An estimator Tn = Tn(X1, . . . , Xn) is said
to be strongly consistent for a parameter θ if Tn
a.s.−−→ θ.
A detailed exposure on consistency can be found in [47].
C. k-means Algorithm
The conventional k-means clustering problem can be for-
mally stated as a minimization of the following objective
function:
Pk−means(U ,Z) =
n∑
i=1
k∑
j=1
p∑
l=1
ui,ld(xi,j , zj,l), (1)
where U is an n × k cluster assignment matrix (also called
partition matrix), ui,j is binary and ui,j = 1 means data point
xi belongs to cluster Cj . Z = [z′1, z′2, . . . , z′k]′ is a matrix,
whose rows represent the k cluster centers, and d( , ) is the
distance metric of choice to measure the dissimilarity between
two data points. For the widely popular squared Euclidean
distance, d(xi,l, zj,l)=(xi,l− zj,l)2. Local minimization of the
k-means objective function is, most commonly carried out by
using a two-step alternating optimization procedure, called the
Lloyd’s heuristic and recently a performance guarantee of the
method in well clusterable situations was established in [48].
D. WK-means Algorithm
In the well-known Weighted k-means (W -k-means) algo-
rithm by Huang et al. [20], the feature weights are also
updated along with the cluster centers and the partition matrix
within a k-means framework. In [20], the authors modified the
objective function of k-means in the following way to achieve
an automated learning of the feature weights:
PWk−means(U ,Z,W) =
n∑
i=1
k∑
j=1
p∑
l=1
ui,jw
β
l d(xi,l, zj,l), (2)
where W = [w1, w2, . . . , wp] is the vector of weights for
the p variables,
∑l
l=1 wl = 1, and β is the exponent of the
weights. Huang et al. [20] formulated an alternative opti-
mization based procedure to minimize the objective function
with respect to U , Z and W . The additional step introduced
in the k-means loop to update the weights use the follow-
ing closed form upgrade rule: wl = 1∑p
t=1(
Dl
Dt
)
1
β−1
, where
Dl =
∑n
i=1
∑k
j=1 ui,jd(xi,l, zj,l).
E. Sparse k-means Algorithm
Witten and Tibshirani [28] proposed the sparse k-means
clustering algorithm for feature selection during clustering of
high-dimensional data. The sparse k-means objective function
can be formalized in the following way:
PSparse k−means(U ,W)
=
p∑
l=1
(
wl
1
n
n∑
i=1
n∑
i′=1
d(xi,l, xi′,l)
−
k∑
j=1
1
nj
n∑
i=1
n∑
i′=1
ui,jui′,jd(xi,l, xi′,l)
)
.
(3)
This objective function is optimized w.r.t. U and W subject
to the constraints,
‖W‖22 ≤ 1, ‖W‖1 ≤ s and wj ≥ 0 ∀j ∈ {1, . . . , p}.
III. THE LW -k-MEANS OBJECTIVE
The LW -k-means algorithm is formulated as a minimiza-
tion problem of the LW -k-means objective function given by,
PLW−kmeans(U ,Z,W)
=
1
n
n∑
i=1
k∑
j=1
p∑
l=1
(wβl +
λ
p2
|wl|)ui,jd(xi,l, zj,l)− α
p∑
l=1
wl,
(4)
where, λ > 0, α > 0 and β ∈ S are fixed parameters chosen
by the user. This objective function is to be minimized w.r.t
U ,Z , and W subject to the constraints,
k∑
j=1
ui,j = 1, (5a)
ui,j ∈ {1, 0}∀i ∈ {1, . . . n},∀j ∈ {1, . . . , k}, (5b)
Z = [z′1, . . . , z′k]′ zj ∈ Rp, ∀j ∈ {1, . . . , k}, (5c)
W = [w1, . . . , wp]′ wl ∈ R+, ∀l ∈ {1, . . . , p}. (5d)
In what follows, we discuss the key concept behind the
choice of the objective function (4). It is well known that
though the WK-means algorithm [20] is very effective for
automated feature weighing, it cannot perform feature selec-
tion automatically. Our motivation for introducing the LW -k-
means is to modify the WK-means objective function in such
a way that it can perform feature selection automatically. If
we fix U and Z and consider equation (2) only as a function
of W , we get,
P (W) = 1
n
n∑
i=1
k∑
j=1
p∑
l=1
wβl ui,jd(xi,l, zj,l) =
1
n
p∑
l=1
Dlw
β
l ,
(6)
where, Dl =
∑n
i=1
∑k
j=1 ui,jd(xi,l, zj,l). The objective func-
tion 6 is minimized subject to the constraint
∑p
l=1 wl = 1.
This optimization problem is pictorially presented in Fig.
2a. The blue lines in the figure represent the contour of
the objective function. The red line represents the constraint∑p
l=1 wl = 1. The point that minimizes the objective function
6, is the point where the red line touches the contours of the
objective function. It is clear from the picture and also from
the weight update formula in [20], that wl is strictly positive
unless Dl = 0. Thus, the WK-means will assign a weight,
6however small it may be, to the irrelevant features but will
never assign a zero to it. Thus, WK-means fails to perform
feature selection, where some features need to be completely
discarded.
Let us try to overcome this difficulty by adding a penalty
term. If we add a penalty term 1nλ
∑p
l=1 |wl|, that will equally
penalize all the wl’s regardless of whether the feature is
distinguishing or not. Instead of doing that we use the penalty
term 1n
λ
p2
∑p
l=1Dl|wl|, which will punish those wl’s for which
Dl’s are larger. Here p2 is just a normalizing constant. Thus
if we use this penalty term, the objective function becomes
P (W) = 1
n
p∑
l=1
Dlw
β
l +
1
n
λ
p2
p∑
l=1
Dl|wl| =
p∑
l=1
(wβl +
λ
p2
|wl|)Dl.
(7)
Apart from having the objective function 7, we do not want
that the sum of the weights should deviate too much from
1. Thus we substract a penalty term α(
∑p
l=1 wl − 1), where,
α > 0 and the objective function becomes,
P (W) = 1
n
p∑
l=1
(wβl +
λ
p2
|wl|)Dl − α
p∑
l=1
wl + α. (8)
Since, α > 0 is a constant, minimizing 8 is same as minimiz-
ing
P (W) = 1
n
p∑
l=1
(wβl +
λ
p2
|wl|)Dl − α
p∑
l=1
wl (9)
w.r.t W . Since λ is a constant, we change the objective
function to 4. In Fig. 2b, we show the contour plot of
the objective function 4 with p = 2, β = 2, D1 = 1,
D2 = 3, λ = 1, α = 0.66. Clearly the minimization of
the objective function occurs on the x-axis. Hence the LW -
k-means algorithm can set some of the feature weights to
0 and thus can perform feature selection. The wβl term
provides an additional degree of non-linearity to the LW -k-
means objective function. Also notice that for β = 2, though
sparse k-means objective function (3) and the LW -k-means
objective function uses the same term, they are not similar
at all. The optimal value for the weight for a given set of
cluster centroids for sparse k-means algorithm does not have
a closed form expression but for LW -k-means, we can find
a closed form expression (section IV), which can be used for
hypothesis testing purposes for model based clustering.
In addition, we note the difference between the Regularized
k-means [49] and LW -k-means. The former uses a penal-
ization on the centroids of each cluster for feature selection
but the later uses the whole dataset for the same purpose.
Since a cluster centroid determined by the underlying k-
means procedure may not be the actual representative of a
whole cluster, using penalization only on the cluster centroids
may lead to improper feature selection due to grater loss of
information about the naturally occurring groups in the data.
IV. THE LASSO WEIGHTED k-MEANS ALGORITHM AND
ITS CONVERGENCE
We can minimize 4 by solving the following three mini-
mization problems.
(a) Optimization in WK-means (b) Optimization in LW -k-means
Fig. 2: Contour plot of the objective functions for WK-means
and LW -k-means.
• Problem P1: Fix Z = Z0, W = W0, minimize
P (U ,Z0,W0) w.r.t U subject to the constraints 5a and
5b.
• Problem P2: Fix U = U0, W = W0, minimize
P (U0,Z,W0) w.r.t Z .
• Problem P3: Fix Z = Z0, U = U0, minimize
P (U0,Z0,W) w.r.t W .
It is easily seen that Problem P1 can be solved by assigning
ui,j =

1,if
∑p
l=1(w
β
l +
λ
p2 |wl|)d(xi,l, zj,l),
≤∑pl=1(wβl + λp2 |wl|)d(xi,l, zt,l), 1 ≤ t ≤ k,
0,otherwise.
Problem P2 can also be easily solved by assigning,
zi,j =
∑n
i=1 ui,lxi,j∑n
i=1 ui,l
.
Let, Dl =
∑n
i=1
∑k
j=1 ui,jd(xi,l, zj,l). Hence Problem P3
can be stated in the following way. Let D0l denote the value
of Dl at Z = Z0 and U = U0. We note that the objective
function can now be written as,
P (W) = 1
n
p∑
l=1
(wβl +
λ
p2
|wl|)D0l − α
p∑
l=1
wl. (10)
Now, for solving Problem P3, we note the following.
Theorem IV.1. The objective function P (W) in 10 is convex
in W .
Proof. See Appendix A-A.
Now let us solve Problem P3 for the case p = 1. For this,
we construct an equivalent problem as follows.
Theorem IV.2. Suppose w ∈ R, D > 0, α ≥ 0, λ ≥ 0,
β ∈ S be scalars. Consider the following single-dimensional
optimization problem P ∗1 ,
minw
1
n
wβD − αw + λ
np2
|w|D. (11)
Let w∗1 be a solution to 11. Consider another single-
dimensional optimization problem P ∗2
minw
1
n
wβD − αw + λ
np2
tD, (12)
7subject to
t− w ≥ 0, (13)
t+ w ≥ 0. (14)
Suppose (w∗, t∗) be a solution of problem P ∗2 . Then, w
∗ = w∗1 .
Proof. See Appendix A-B.
Before we solve problem P ∗2 , we consider the following
definition.
Definition IV.1. For scalars x and y ≥ 0, the function S(·, ·)
is defined as,
S(x, y) =

x− y, if x > y,
x+ y, if x < −y,
0, otherwise.
We now solve problem P ∗2 of Theorem IV.2 by using
Theorem IV.3.
Theorem IV.3. Consider the 1-D optimization problem P ∗2
of Theorem IV.2. Let D > 0 and (w∗, t∗) be a solution to
problem P ∗2 . Then w
∗ is given by,
w∗ =
[
1
β
S(
nα
D
,
λ
p2
)
] 1
β−1
.
Proof. See Appendix A-C.
In Theorem IV.2, we showed the equivalence of problems
P ∗1 and P
∗
2 and in Theorem IV.3, we solved problem P
∗
2 .
Hence combining the results of Theorems IV.2 and IV.3, we
have the following theorem.
Theorem IV.4. Suppose w ∈ R, D > 0, α ≥ 0, λ ≥ 0,
β ∈ S be scalars. Consider the following single-dimensional
optimization problem,
minw
1
n
wβD − αw + λ
np2
|w|D. (15)
Then a solution to this problem exists, is unique and is given
by,
w∗ =
[
1
β
S(
nα
D
,
λ
p2
)
] 1
β−1
.
Proof. The result follows trivially from Theorems IV.2 and
IV.3.
We are now ready to prove Theorem IV.5, which essentially
gives us the solution to Problem P3.
Theorem IV.5. Let λ ≥ 0, α ≥ 0, Dl > 0 for all d ∈
{1, . . . , p} be scalars. Also let, β ∈ S and p ∈ N. If W ∈ Rp
, then solution to the problem
minimizeW∈Rp P (W) = 1
n
p∑
l=1
(wβl +
λ
p2
|wl|)D0l −α
p∑
l=1
wl
exists, is unique and is given by,
w∗l =
[
1
β
S(
nα
Dl
,
λ
p2
)
] 1
β−1
∀l ∈ {1, . . . , p}.
Proof. See Appendix A-D.
Algorithm 1 gives a formal description of the LW -k-means
algorithm.
Algorithm 1: The LW -k-means Algorithm
Data: X , k, λp2 , 
Result: U , Z , W
initialization: Randomly pick k datapoints x1, . . . ,xk
from {x1, . . . ,xn}.
Set Z = [x1, . . . ,xk]′
W = [ 1p , . . . , 1p ].
P1 = 0
P2= A very large value
while |P1 − P2| >  do
P1 =
1
n
∑n
i=1
∑k
j=1
∑p
l=1(w
β
l +
λ
p2 |wl|)ui,jd(xi,l, zj,l)− α
∑p
l=1 wl,
Update Z by
zi,j =
∑n
i=1 ui,lxi,j∑n
i=1 ui,l
Update W by
wl =

0 if Dl = 0,[
1
βS(
nα
Dl
, λp2 )
] 1
β−1
otherwise,
where Dl =
∑n
i=1
∑k
j=1 ui,jd(xi,l, zj,l).
Update U by
ui,j =

1, if
∑p
l=1(w
β
l +
λ
p2
|wl|)d(xi,l, zj,l)
≤∑pl=1(wβl + λp2 |wl|)d(xi,l, zt,l), 1 ≤ t ≤ k
0, otherwise.
P2 =
1
n
∑n
i=1
∑k
j=1
∑p
l=1(w
β
l +
λ
p2 |wl|)ui,jd(xi,l, zj,l)− α
∑p
l=1 wl
end
We now prove the convergence of the iterative steps in the
LW -k-means algorithm. This result is proved in the following
theorem. The proof of convergence of the LW -k-means can be
directly derived from [46]. We only state the result in Theorem
IV.6. The proof of this result is given in Appendix A-E.
Theorem IV.6. The LW -k-means algorithm converges after
a finite number of iterations.
V. STRONG CONSISTENCY OF THE LW -k-MEANS
ALGORITHM
In this section, we will prove a strong consistency result
pertaining to the LW -k-means algorithm. Our proof of strong
consistency result is slightly trickier than that of Pollard [40]
in the sense that we have to deal with the weight terms
which may not be bounded. We first prove the existence
of an α, which depends on the datasets itself (Theorem
V.1), such that ∃λ0 for which, we can find an l such that
w
(n)
l > C(P ) > 0 ∀0 < λ < λ0 (Theorem V.3). In
Theorem V.4, we prove the main result pertaining to the strong
8consistency of proposed algorithm. Throughout this section,
we will assume that d(x, y) = (x− y)2, i.e. the distance used
is the squared Euclidean distance. We will also assume that
the underlying distribution has a finite second moment.
A. The Strong Consistency Theorem
In this section we prove the strong consistency of the
proposed method for the following setup. Let X1,. . . ,Xn be
independent random variables with a common distribution P
on Rp.
Remark 1. P can be thought of a mixture distribution in the
context of clustering but this assuption is not necessary for the
proof.
Let Pn denote the empirical measure based on X1,. . . ,Xn.
For each measure Q on Rp, each W ∈ Rp and each finite
subset A of Rp, define
Φ(W, A,Q) :=
∫
mina∈A
p∑
l=1
(wβl +
λ
p2
|wl|)(xl − al)2Q(dx)
− α(Q)
p∑
l=1
wl
and
mk(Q) := inf{Φ(W, A,Q)|A ∈ Rpk,W ∈ Rp}.
Here α(Q) is a functional. α(Q) and λ are chosen as in
Theorems V.1 and V.3. For a given k, let An and Wn denote
the optimal sample clusters and weights respectively, i.e.
Φ(Wn, An, Pn) = mk(Pn). The optimal population cluster
centroids and weights are denoted by A¯(k) and W¯(k) re-
spectively and they satisfy the relation, Φ(W¯(k), A¯(k), P ) =
mk(P ). Our aim is to show An
a.s.−−→ A¯(k) and Wn a.s.−−→
W¯(k).
Theorem V.1. There exists at least one fuctional α(·) such
that 1′Wn ≤ 1. Moreover α(Pn) a.s.−−→ α(P ).
Proof. See appendix A-F.
Remark 2. One can choose α as follows.
• Run the k-means algorithm on the entire dataset. Let U
and Z be the correspong cluster assignment matrix and
the set of centroids respectively.
• Choose αn(Pn) = 1(∑p
l=1[
n
βDl
]
1
β−1
)β−1 .
Remark 3. Note that if one chooses α to be constant, then∑p
l=1 w
(n)
l will be bounded above by α
1
β−1
∑p
l=1[
n
βDl
]
1
β−1 ,
which converges almost surely to a constant by [40]. In what
follows, we only require the w(n)l terms to be almost surely
bounded by a positive constant. That requirement is also
satisfied if we choose any positive constant α > 0.
Theorem V.2. Let U∗n and D∗l have the same meaning as
in the proof of Theorem V.1. Let x¯l =
∫
xlPn(dx) denote
the mean of the jth feature and Dl =
∑n
i=1 d(xi,l, x¯l). Then
∃d′ ∈ {1, . . . , p} such that D∗d′ ≤ Dd′ .
Proof. We prove the theorem using contradiction. Assuming
the contrary, suppose, D∗l > Dl ∀d ∈ {1, . . . , p}. Then,
mk(Pn) =
1
n
p∑
l=1
(w
(n)
l
β
+
λ
p2
|wl|)D∗l − α
p∑
l=1
w
(n)
l
>
1
n
p∑
l=1
(w
(n)
l
β
+
λ
p2
|wl|)Dl − α
p∑
l=1
w(n)l,
which is a contradiction since mk(Q) :=
inf{Φ(W, A,Q)|A ∈ Rpk,W ∈ Rp}.
Remark 4. The following theorem illustrate that if λ is
chosen inside the range (0, λ0), at least one feature weight
is bounded below by a positive constant almost surely. This
positive constant depends only on the underlying distribution
and is thus denoted by C(P ). ALso note that λ0 depends on
the underlying distribution of the datapoints.
Theorem V.3. There exists a constant λ0 > 0 and d′ ∈
{1, . . . , p} such that ∀0 < λ < λ0, w(n)d′ ≥ c(P ) > 0 almost
surely.
Proof. Let x¯l =
∫
xlPn(dx) denote the mean of the jth
feature. Let Dl =
∑n
i=1 d(xi,l, x¯l). U∗n and D∗l have the same
meaning as in the proof of Theorem V.1. Choose d′ as in The-
orem V.2. Thus, D∗d′ ≤ Dd′ . Thus, α(Pn)nD∗
d′
≥ α(Pn)nDd′ . By the
assumption of finite second moment, 1nDd′
a.s.−−→ σd′2 , where,
σ2d′ = (E[(X − E(X))(X − E(X)′)])d′d′ is the population
variance of the d′−th feature. Here X is any random variable
having distribution P. Again, α(Pn)
a.s.−−→ α(P ) (by Theorem
V.1). Since, S(x, y) is a continuous function in x, w(n)d′ =[
1
βS
(
nα(Pn)
D∗
d′
, λp2
)] 1
β−1
≥
[
1
βS
(
nα(Pn)
Dd′
, λp2
)] 1
β−1
a.s.−−→[
1
βS
(
α(P )
σ2
d′
, λp2
)] 1
β−1
. We can choose λ0 = 14
α(P )p2
σ2
d′
and
C(P ) = 12
[
1
βS
(
α(P )
σ2
d′
, λp2
)] 1
β−1
. Thus C(P ) > 0 ∀0 < λ <
λ0.
We are now ready to prove the main result of this section,
i.e. the consistency theorem. The theorem essentially implies
that if α and λ are suitably chosen, the set of optimal cluster
centroids and the optimal weights tends to the popoulation
optima in an almost sure sense.
Theorem V.4. Suppose that
∫ ‖x‖2P (dx) < ∞ and for
each j = 1, . . . , k, there is a unique set A¯(j) and a unique
W¯(j) ∈ Rp such that Φ(W¯(j), A¯(j), P ) = mj(P ) and α
and λ are chosen accoring to Theorem V.1 and V.3 respec-
tively. Then An
a.s.−−→ A¯(k) and Wn a.s.−−→ W¯(k). Moreover,
Φ(Wn, An, Pn) a.s.−−→ Φ(W¯(k), A¯(k), P ).
Proof. We will prove the theorem using the following steps.
9Step 1. There exists M > 0 such that B(M) contains at least
one point of An almost surely, i.e. there exists M > 0 such
that
P (∪∞n=1 ∩∞m=n {ω : Am(ω) ∩B(M) 6= ∅}) = 1.
Proof of Step 1. Let r > 0 be such that B(r) has a
positive P -measure. By our assumptions, Φ(Wn, An, Pn) ≤
Φ(1n, A0, Pn) for any set A0 containing atmost k points.
Choose A0 = {0}. Then,
Φ(1n, A0, Pn) =
(
1 +
λ
p2
)∫
‖x‖22Pn(dx)− pα(Pn).
Thus,
Φ(1n, A0, Pn)
a.s.−−→
(
1 +
λ
p2
)∫
‖x‖22P (dx)− pα(P ).
Let Ω′ = {ω ∈ Ω : ∀n ∈ N,∃m ≥ n s.t. Am ∩ B(M) =
∅}. By the Axiom of Choice [50], for any ω ∈ Ω′, there
exists a sequence {nh}h∈N such that ni < nj for i < j and
Anh ∩BM (x0) = ∅. Now, for this sequence,
lim sup
h
Φ(Wnh , Anh , Pnh)
≥ lim
h
[C(P )β +
λ
p2
C(P )](M − r)2Pnh(B(r))
− lim inf
h
α(Pnh)
p∑
l=1
w
(nh)
l .
Thus, lim supnh Φ(Wnh , Anh , Pnh) ≥ [C(P )β +
λ
p2C(P )](M − r)2P (B(r)) − α(P ) almost surely. We
choose M large enough such that [C(P )β + λp2C(P )](M −
r)2P (B(r)) − α(P ) >
(
1 + λp2
)∫ ‖x‖22P (dx) − pα(P ).
This would make Φ(Wn, An, Pn) > Φ(1n, A0, Pn) i.o.,
which is a contradiction.
Step 2. For n large enough, B(5M) contains all points of
An almost surely, i.e.
P (∪∞n=1 ∩∞m=n {ω : Am(ω) ⊂ B(5M)}) = 1.
Proof of Step 2. We use induction for the proof of this step.
We have seen from Step 1, the conclusions of this claim is
valid. We assume this claim is valid for optimal allocation of
1, . . . , k − 1 cluster centroids.
Suppose An contains at least one point outside B(5M).
Now if we delete this cluster centroid, at worst, the center a1,
which is known to lie inside B(M) might have to accept points
that were previously assigned to cluster centroids outside
B(5M). These sample points must have been at a distance
at least 2M from the origin, otherwise, they would have been
closer to the centroid a1, than to any other centroid outside
B(5M). Hence, the extra contribution to Φ(·, ·, Pn), due to
deleting the centroids outside B(5M) is atmost∫
‖x‖≥2M
p∑
l=1
(w
(n)
l
β
+
λ
p2
)(xl − a1l)2Pn(dx)− α(Pn)
p∑
l=1
w
(n)
l
≤ (1 + λ
p2
)
∫
‖x‖≥2M
p∑
l=1
(xl − a1l)2Pn(dx)− α(Pn)p
≤ 2(1 + λ
p2
)
∫
‖x‖≥2M
(‖x‖2 + ‖a1‖2)Pn(dx)
≤ 4(1 + λ
p2
)
∫
‖x‖≥2M
‖x‖2Pn(dx).
(16)
Let A∗n be obtained by deleting the centroids outside B(5M)
of An. Since A∗n has atmost k − 1 points, we have
Φ(Wn, A∗n, Pn) ≥ Φ(Vn, Bn, Pn), where Vn and Bn denote
the optimal set of weights and optimal set of cluster centroids
for k − 1 centers respectively. Let Ω′′ = {ω ∈ Ω : ∀n ∈
N,∃m ≥ n,Am(ω) 6⊂ B(5M)}. Now by Axiom of Choice,
for any ω ∈ Ω′′, there exists a sequence {nh}h∈N such that
ni < nj for i < j and Anh 6⊂ B(5M).
mk−1(P )
≤ lim inf
h
Φ(Wnh , A∗nh , Pnh) a.s.
≤ lim sup
h
[Φ(Wnh , A∗nh , Pnh)
+ 4(1 +
λ
p2
)
∫
‖x‖≥2M
‖x‖2Pnh(dx)]
≤ lim sup
h
Φ(W, A, Pnh) + 4(1 +
λ
p2
)
∫
‖x‖≥2M
‖x‖2P (dx),
(17)
for any A having k or fewer points and for any W ∈ Rp.
Choose A = A¯(k) and W = W¯(k). Choose  > 0 such that
mk(P ) +  < mk−1(P ). Choose M large enough such that
4(1 + λp2 )
∫
‖x‖≥2M ‖x‖2P (dx) < . Thus, the last bound of
Eqn 17 is less than Φ(W¯(k), A¯(k), P ) +  = mk(P ) +  >
mk−1(P ), which is a contradiction.
Hence, for n large enough, it suffices to search
for An among the class of sets, ξk := {A ⊂
B(5M)|A contains k or fewer points}. For the final require-
ment on M , we assume that M is large enough so that ξk
contains A¯(k). Under the topology induced by the Hausdroff
metric, ξk is compact. Let Γk = [0, b] × . . . [0, b] (p times),
where b is such that b > 1 and W¯(k)l < b ∀d ∈ {1, . . . , p}.
As proved in Theorem V.7, the map (W, A) → Φ(W, A, P )
is continuous on Γk × ξk. The function Φ(·, ·, P ) has the
property that given any neighbourhood N of (W¯(k), A¯(k))
(depending on η) Φ(W, A, P ) ≥ Φ(W¯(k), A¯(k), P ) + η, for
every (W, A) ∈ Γk × ξk \ N .
Now by uniform SLLN (Theorem V.6), we have,
sup(W,A)∈Γk×ξk |Φ(W, A, Pn)− Φ(W, A, P )| a.s.−−→ 0.
We need to show that (Wn, An) eventually lies inside N . It is
enough to show that Φ(Wn, An, P ) < Φ(W¯(k), A¯(k), P )+η,
eventually. This follows from
Φ(Wn, An, Pn) ≤ Φ(W¯(k), A¯(k), Pn),
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Φ(Wn, An, Pn)− Φ(Wn, An, P ) a.s.−−→ 0,
and
Φ(W¯(k), A¯(k), Pn)− Φ(W¯(k), A¯(k), P ) a.s.−−→ 0.
Similarly for n large enough,
Φ(Wn, An, Pn) = inf{Φ(W, A, Pn)|W ∈ Γk, A ∈ ξk}
a.s.−−→ inf{Φ(W, A, P )|W ∈ Γk, A ∈ ξk}
= mk(P ).
B. Uniform SLLN and continuity of Φ(·, ·, P )
In this section, we prove a uniform SLLN for the function
Φ(·, ·, P ) in Theorem V.5.
Theorem V.5. Let G denote the family of all P -integrable
functions of the form gW,A(x) := mina∈A
∑p
l=1(w
β
l +
λ
p2 |wl|)(xl − al)2, where A ∈ ξk and W ∈ Γk. Then
supg∈G |
∫
gPn −
∫
gP | a.s−−→ 0.
Proof. It is enough to show that for every  > 0, ∃ a finite class
of functions G, such that for each g ∈ G, there exists functions
g˙, g¯ ∈ G such that g˙ ≤ g ≤ g¯ and
∫
(g¯ − g˙)P (dx) < .
Let Dδ1 be a finite subset of B(5M) such that every point
of B(5M) lies within a δ1 distance of at least one point of
Dδ1 . Also let Dδ2 be a finite subset of Γk such that every point
of Γk is within a δ2 distance of at least one point of Dδ2 . δ1
and δ2 will be chosen later. Let, ξk,δ1 = {A ∈ ξk|A ⊂ Dδ1}
and Γk,δ2 = {W ∈ Γk|W ⊂ Dδ2}. Take G to be the class of
functions of the form
mina∈A′
p∑
l=1
((wl ± δ2)β + λ
p2
|wl ± δ2|)(xl − al ± δ1)2,
where A′ ranges over ξk,δ1 and W ranges over Γk,δ2 .
Given A = {a1, . . . ,ak} ∈ ξk, there exists A0 =
{a(0)1 , . . . ,a(0)k } ∈ ξk,δ1 , such that H(A,A′) < δ1 (choose
a
(0)
i ∈ Dδ1 such that ‖ai − a(0)i ‖ < δ1). Also note that given
W ∈ Γk, there exists W(0) ∈ Γk,δ2 . For given gW,A ∈ G,
take,
g˙W,A := mina∈A(0)
p∑
l=1
((max{w(0)l − δ2, 0})β
+
λ
p2
|max{w(0)l − δ2, 0}|)(max{xl − al − δ1, 0})2
and
g¯W,A := mina∈A(0)
p∑
l=1
((max{w(0)l + δ2, 0})β
+
λ
p2
|max{w(0)l + δ2, 0}|)(max{xl − al + δ1, 0})2.
Clearly, g˙W,A ≤ gW,A ≤ g¯W,A. Now by taking R > 5M ,
We have,
∫
(g¯W,A − g˙W,A)P (dx)
≤
k∑
i=1
∫ [ p∑
l=1
((max{w(0)l + δ2, 0})β
+
λ
p2
|max{w(0)l + δ2, 0}|)(max{xl − al + δ1, 0})2
−
p∑
l=1
((max{w(0)l − δ2, 0})β
+
λ
p2
|max{w(0)l − δ2, 0}|)(max{xl − al − δ1, 0})2
]
P (dx)
≤ kp sup|x|>5M sup|a|<5M sup|w|<L
[
((max{w + δ2, 0})β
+
λ
p2
|max{w + δ2, 0}|)(max{x− a− δ1, 0})2
− ((max{w − δ2, 0})β
+
λ
p2
|max{w − δ2, 0}|)(max{x− a− δ1, 0})2
]
+ 2(1 +
λ
p2
)
∫
‖x‖≥R
‖x‖2P (dx).
(18)
The second term can be made smaller than /2 if R is made
large enough. Now appealing to the uniform continuity of the
function ((max{w, 0})β + λp2 |max{w, 0}|)(max{x, 0})2 on
bounded sets, we can find δ1 and δ2 small enough such that
the first term is less than /2. Hence the result.
Theorem V.6. Let G denote the family of all P -integrable
functions of the form gW,A(x) := mina∈A
∑p
l=1(w
β
l +
λ
p2 |wl|)(xl − al)2, where A ∈ ξk and W ∈ Γk. Let
gW,A,Pn(x) = mina∈A
∑p
l=1(w
β
l +
λ
p2 |wl|)(xl − al)2 −
α(Pn)
∑p
l=1 wl. Then the following holds:
1)
∫
gW,A,Pn(x)Pn(x)dx = Φ(W, A, Pn).
2) supW,A|
∫
gW,A,PnPn −
∫
gW,A,PP | a.s−−→ 0.
Proof. Part (1) follows trivially. We only prove part (2).
Clearly,
|
∫
gW,A,PnPn −
∫
gW,A,PP |
≤ |
∫
gW,APn −
∫
gW,AP |+
∣∣∣∣∣
p∑
l=1
wl
∣∣∣∣∣|α(Pn)− α(P )|
≤ |
∫
gW,APn −
∫
gW,AP |+ b|α(Pn)− α(P )|.
(19)
Hence,
supW,A|
∫
gW,A,PnPn −
∫
gW,A,PP |
≤ supW,A|
∫
gW,APn −
∫
gW,AP |+ supW,Ab|α(Pn)− α(P )|
= supW,A|
∫
gW,APn −
∫
gW,AP |+ b|α(Pn)− α(P )|
a.s.−−−→ 0.
(20)
The last almost sure convergence of Eqn 20 is true since the
first term converges to 0 a.s. (Theorem V.5) and the second
term converges to 0 a.s. (Theorem V.1).
Before proceeding any further let us first define two function
classes.
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Fig. 3: Regularization paths for the Leukemia dataset.
• Let fA(w) = Φ(w, A, P ), and let us define F1 = {fA :
A ∈ ξk}.
• Let fw(A) = Φ(w, A, P ), and let us define F2 = {fw :
w ∈ S}.
In Lemmas V.1 and V.2, we show that the families F1 and F2
are both equicontinuous [51].
Lemma V.1. The family of functions F1 is equicontinuous.
Proof. See Appendix A-G
Lemma V.2. The family of functions F2 is equicontinuous.
Proof. See Appendix A-H.
Before we state the next theorem, note that, the map
(W, A) → Φ(W, A, P ) is from Γk × ξk → R. Γk × ξk is
a metric space with the metric
d0((W1, A1), (W2, A2)) := ‖W1 −W2‖22 +H(A1, A2),
where, H(·, ·) is the Hausdorff metric.
Theorem V.7. The map (W, A)→ Φ(W, A, P ) is continuous
on Γk × ξk.
Proof. Fix (W0, A0) ∈ Γk × ξk. From triangle inequality, we
get,
|Φ(W, A, P )− Φ(W0, A0, P )|
≤ |Φ(W, A, P )− Φ(W, A0, P )|+ |Φ(W, A0, P )− Φ(W0, A0, P )|.
The first term can be made smaller than /2 if A is chosen
close enough to A0 (in Hausdorff sense). This follows from
Lemma V.1. The second term can also be made smaller than
/2 if W is chosen close enough to W0 (in Euclidean sense).
This follows from Lemma V.2. Hence the result.
VI. EXPERIMENTAL RESULTS
In this section, we present the experimental results on
various real-life and synthetic datasets. All the experiments
were undertaken on an HP laptop with Intel(R) Core(TM)
i3-5010U 2.10 GHz processor, 4GB RAM, 64-bit Windows
8.1 operating system. The datasets and codes used in the
experiments are publicly available from https://github.com/
SaptarshiC98/lwk-means.
A. Regularization Paths
In this section we discuss the concept of regularization paths
in the context of LW -k-means. The term regularization path
was first introduced in the context of lasso [52]. We introduce
two new concepts called mean regularization path and median
regularization path in the context of LW -k-means. Suppose
we have a sequence {λi}ni=1 of length n of λ values. After
setting λ = λi, we run the LW -k-means algorithm t times
(say). Hence we have a set of t weights, W1, . . . ,Wt. Hence
we can take the estimates of the average weight to be the
mean of these t vectors. Let this estimate be W∗i . Thus, for
each value λi, we get the mean weights W∗i . This sequence
of W∗i ’s, {W∗i }ni=1 is defined to be the mean regularization
path. Similarly one can define the median regularization path
by taking the median of the weights instead of the mean.
B. Case Studies in Microarray Datasets
A typical microarray dataset has several thousands of genes
and fewer than 100 samples. We use the Leukemia and
Lymphoma datasets to illustrate the effectiveness of the LW -
k-means algorithm. We do not include k-means and IF-HCT-
PCA in the following examples since both the algorithms does
not perform feature weighting.
1) Example 1: The Leukemia dataset consists of 3571 gene
expressions and 72 samples. The dataset was collected by
Golub et al. [53]. We run the LW -k-means algorithm 100
times for each value of λ and note the average value of the
different feature weights. We also note the average CER for
different λ values.
In Fig. 3, we show the regularization paths for the Leukemia
dataset. In Fig. 5, we plot the average misclassification error
rate for the same dataset. It is evident from Fig. 5, that as
we decrease λ the average CER drops down abruptly around
λ = 0.52× 10−3. From Fig. 3, we observe that only few fea-
tures are selected (on an average, 10 for λ = 0.6×10−3) when
λ > 0.5 × 10−3. Possibly these features do not completely
reveal the cluster structure of the dataset. As λ is decreased, the
CER remains more or less stable. We also run the WK-means
and sparse k-means algorithms 100 times (we performed the
experiment 100 times to get a more consistent view of the
feature weight) on the Leukemia dataset and compute the
median of the weights for different features. In Fig. 4a and
4b, we plot these feature weights against the corresponding
features for WK-means and sparse k-means respectively. It
can be easily seen that WK-means and sparse k-means do
not assign zero weight to all the features. In Fig. 4c, we plot
corresponding average (median) feature weights assigned by
the LW -k-means algorithm. It can be easily observed that
LW -k-means assigns zero feature weights to many of the
features.
2) Example 2: The Lymphoma dataset consists of 4026
gene expressions and 62 samples. The dataset was collected
by Alizadeh et al. [54]. We run the LW -k-means algorithm
100 times for each value of λ and note both the mean and
median values of the different feature weights. We also note
the both the mean and median CER’s for different λ values.
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Fig. 4: Average Weights assigned to different features by
the WK-means and LW -k-means algorithm for lymphoma
dataset. LW -k-means assigns zero feature weights to many
of the features whereas WK-means and sparse k-means does
not.
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Fig. 5: Average CER for different values of λ for Leukemia
dataset.
In Fig. 6, we plot the average (both mean and median)
regularization paths and in Fig. 8, we plot the average (both
mean and median) CER for different values of λ. We observe
that the median regularization path is smoother relative to the
mean regularization path. We also see from Fig. 8, that the
mean CER curve is less smooth than the median CER curve.
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(b) Median Regularization Path for Lymphoma Dataset
Fig. 6: Regularization Path for Lymphoma Dataset.
The non-smooth mean regularization paths indicate a few cases
where due to a bad initialization, the solutions got stuck at a
local minimum instead of the global minima of the objective
function. During our experiments we observed that there were
a few times when we got a bad initialization for cluster
centroids, thus adversely affecting the mean regularization path
and mean CER. On the other hand, the median is more robust
against outliers and thus the corresponding regularization paths
and CER are smoother compared to those corresponding to the
mean. From Fig. 8b, we observe that there is a sudden drop
in the misclassification error rate around λ = 6.2× 10−4 and
it remains stable when λ is further decreased. This might be
due to the fact that when λ is high, no features are selected
and as λ is decreased to around λ = 6.2× 10−4, the relevant
features are selected. Also note that these features have higher
weights than other features, even when λ is quite small. The
above facts indicate that indeed the LW -k-means detects the
features which contain the cluster structure of the data.
We also run the WK-means and sparse k-means algorithms
100 times on the Lymphoma dataset and compute the median
of the weights for different features. In figures 7a and 7b, we
plot these feature weights against the corresponding features
for WK-means and sparse k-means respectively. It can be
easily seen that WK-means and sparse k-means do not assign
zero feature weights and thus in effect do not perform a feature
selection. In Fig. 7c, we plot the corresponding average (me-
dian) feature weights assigned by the LW -k-means algorithm.
It is easily observed that LW -k-means assigns zero feature
weights to many of the features.
C. Choice of λ
Let us illustrate with the example of the synthetic toy1
dataset (generated by us) which has 10 features of which
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Fig. 7: Average Weights assigned to different features by
the WK-means and LW -k-means algorithm for lymphoma
dataset. LW -k-means assigns zero feature weights to many
of the features whereas WK-means and sparse k-means does
not. Also, the features which were given more weights by
WK-means, many of them have non-zero weights assigned
by LW -k-means.
only the first 4 are the distinguishing ones. The dataset
is available from https://github.com/SaptarshiC98/lwk-means.
We take different values of λ and iterate the LW -k-means
algorithm 20 times and take the average value of the weights
assigned to different features by the algorithm. Fig. 9 shows
the average value of the feature weights for different values
of λ. This figure is similar to the regularization paths for the
lasso [52].
Here the key observation is that as λ increases, the weights
decrease on an average and eventually becomes 0. From Fig. 9,
it is evident that the LW -k-means correctly identifies that the
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(a) Mean CER for different values of λ
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(b) Median of the CER for different values of λ
Fig. 8: Average CER for different values of λ for lymphoma
dataset. The median regularization path is much smoother
than the mean regularization path because the median is not
adversety affected by the k-means initialization of the LW -k-
means algorithm.
first 4 features are important for revealing the cluster structure
for the dataset. Here, an appropriate guess for λ might be any
value between 0.1 and 0.5. It is clear from this toy example,
if the dataset has a proper cluster structure, after a threshold,
increasing λ slightly does not reduce the number of feature
selected.
λ
0 0.2 0.4 0.6 0.8 1
Fe
at
ur
e 
W
ei
gh
ts
0
0.05
0.1
0.15
0.2
Fig. 9: Mean regularization paths for dataset toy1
D. Experimental Results on Real-life Datasets
1) Description of the Datasets: The datasets are collected
from the Arizona State University (ASU) Repository (http:
//featureselection.asu.edu/datasets.php), Keel Repository [55],
and The UCI Machine Learning Repository [56]. In Table
IV, a summary description of the datasets is provided. The
COIL2, ORL2, Y ALE2 datasets are constructed by taking
the first 144, 20 and 22 instances from the COIL20, ORL, and
Yale image datasets respectively. The Breast Cancer and Lung
Cancer datasets were analyzed and grouped into two classes
in [57]. A description of all the genomic datasets can be found
in [32].
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TABLE IV: Description of the Real-life Datasets
Dataname Source k n p
Brain Cancer Pomeroy [32] 5 42 5597
Leukemia Gordon et al. [58] 2 72 3571
Lung Cancer Bhattacharjee et al. [59] 2 203 12,600
Lymphoma Alizadeh et al. [54] 3 62 4026
SuCancer Su et al. [32] 2 174 7909
Wine Keel 3 178 13
COIL5 ASU 5 360 1024
ORL2 ASU 2 20 1024
Y ALE2 ASU 2 22 1024
ALLAML ASU 2 72 7129
Appendicitis Keel 2 106 7
WDBC Keel 2 569 30
GLIOMA ASU 4 50 4434
2) Performance Index: For comparing the performance of
various algorithms on the same dataset, we use the Classifi-
cation Error Rate (CER) [60] between two partitions T1 and
T2 of the patterns as the cluster validation index. This index
measures the mismatch between two partitions of a given set
of patterns with a value 0 representing no mismatch and a
value 1 representing complete mismatch.
3) Computational Protocols: The following computational
protocols were followed during the experiment.
Algorithms under consideration: The LW -k-means algo-
rithm, the k-means algorithm [3], WK-means algorithm [20],
the IF-HCT-PCA algorithm [32] and the sparse k-means
algorithm [28].
We set the value of β to 4 for both the LW -k-means
and WK-means algorithms throughout the experiments. The
value of λ was chosen by performing some hand-tuned ex-
periments. To choose the value of α, we first run the k-
means algorithm until convergence. Then use the value of α =
1[∑p
l=1
1
[βDl]
1
β−1
]β−1 . Here Dl = ∑ni=1∑kj=1 ui,jd(xi,l, zj,l).
This is the value of the Lagrange multiplier in WK-means
algorithm [20].
Performance comparison: For each of the last three algo-
rithms, we start with a set of randomly chosen centroids and it-
erate until convergence. We run each algorithm independently
20 times on each of the datasets and calculate the CER. We
standardized the datasets prior to applying the algorithms for
all the five algorithms.
E. Discussions
In this section, we discuss some of the results obtained by
using LW -k-means algorithm for clustering various datasets.
In Tables V and VI, we report the mean CER obtained by
LW -k-means, WK-means, k-means, IF-HCT-PCA and sparse
k-means. The values of λ for LW -k-means are also mentioned
in both Tables V and VI.
In Table V, we report the mean CER obtained by LW -
k-means, WK-means, k-means, IF-HCT-PCA, and sparse k-
means. It is evident from Table V that the LW -k-means
outperforms three of the state of the art algorithms (except
sparse k-means) in all the synthetic datasets. Though the
sparse k-means and LW -k-means give the same CER for
the synthetic datasets, the time taken by sparse k-means is
much more compared to LW -k-means. Also for some of
the synthetic datasets, sparse k-means fails to identify all the
relevant feature as discussed in section VI-F.
As revealed from Table VI, the LW -k-means outperforms
the IF-HCT-PCA in 11 of the 13 real-life datasets. In Table
VII, we note the average time taken by each of the LW -
k-means, IF-HCT-PCA and sparse k-means. Computation of
the threshold by Higher Criticism thresholding increases the
runtime of the IF-HCT-PCA algorithm. Also the computation
of the tuning parameter via the gap statistics increases the
runtime of the sparse k-means algorithm. We also note the
average number of selected features for the three algorithms
in Table VII. It is clear from Table VII, LW -k-means also
achieves better results in much lesser time compared to that
of IF-HCT-PCA.
From Table VI, it can be seen that the LW -k-means out-
performs the sparse k-means in all the 6 microarray datasets.
For the other datasets, LW -k-means and sparse k-means give
copmarable results. Also, it is clear from Table VII, LW -k-
means achieves it in much lesser time compared to sparse
k-means. Also note from Table VII, the sparse k-means gives
non-zero weights to all the features except for Y ALE2 and
ORL2 datasets. Thus, in effect, for all the other datasets,
sparse k-means does not perform feature selection. It can also
be seen that LW -k-means achieves almost the same level of
accuracy using much smaller number of features for the two
aforementioned datasets.
F. Discussions on Feature Selection
In this section, we compare the feature selection aspects
between LW -k-means, IF-HCT-PCA and sparse k-means al-
gorithms. We only discuss compare the three algorithms for
synthetic datasets, since the importance of each feature is
known beforehand.
Before we proceed, we define a new concept called the
ground truth relevance vector of a dataset. The ground truth
relevance vector of a dataset D is defined as, Tl = (t1, . . . , tp),
where ti = 1 if ith feature is important in revealing the cluster
structure of the dataset, ti = 0, otherwise. In general, this
vector is not known beforehand. The objective of any feature
selection algorithm is to estimate it.
Similarly we define relevance vector of a feature selection
algorithm A and a dataset D. It is a binary vector assigned by
feature selection algorithm A to the dataset D and is defined
by, T Al = (t1, . . . , tp), where ti = 1 if ith feature is selected
by algorithm A, ti = 0, otherwise.
For the synthetic datasets, we already know the ground truth
relevance vector for these datasets. We use Matthews Correla-
tion Coefficient (MCC) [61] to compare between the ground
truth relavance vector and the relevance vector assigned by the
algorithms LW -k-means, IF-HCT-PCA and sparse k-means.
MCC lies between 1 and +1. A coefficient of +1 represents a
perfect agreement between the ground truth and the algorithm
with respect to feature selection, 1 indicates total disagreement
between the same and 0 denotes no better than random feature
selection. The MCC between the ground truth relevance vector
and the relevance vector assigned by the algorithms LW -k-
means, IF-HCT-PCA, and sparse k-means is shown in Table
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TABLE V: CER for Synthetic Datasets
Datasets LW -k-means(λ) WK-means k-means IF-HCT-PCA Sparse k-means
s1 0 (0.04) 0.0642 0.2012 0.3333 0
s2 0(0.02) 0.1507 0.1398 0.34 0
s3 0(0.02) 0.0401 0.0865 0.6667 0
s4 0(0.007) 0.087 0.2000 0.3167 0
s5 0(0.007) 0.1065 0.1172 0.3267 0
s6 0 (0.002) 0.0465 0.1537 0.3567 0
s8 0(0.0005) 0.1272 0.0653 0.3067 0
hd6 0 (0.005) 0.2567 0.3062 0.34 0
sim1 0(0.1) 0.0203 0.0452 0.333 0
f1 0.0267(0.0019) 0.6158 0.6138 0.3700 0.5938333
f5 0.0100(0.0006) 0.6337 0.6260 0.2767 0.5328333
TABLE VI: CER for Real-life Datasets
Datasets LW -k-means(λ) WK-means k-means IF-HCT-PCA Sparse k-means
Brain 0.2381(0.0005) 0.4452 0.2865 0.2624 0.2857
Leukemia 0.0278(0.0005) 0.2419 0.2789 0.0695 0.2778
Lung Cancer 0.2167(0.000162) 0.4672 0.4361 0.2172 0.3300
Lymphoma 0.0161(0.0006) 0.3266 0.3877 0.0657 0.2741
SuCancer 0.4770(0.0003) 0.4822 0.4772 0.5000 0.4770
Wine 0.0506(1) 0.0896 0.3047 0.1404 0.0506
COIL5 0.4031(0.001) 0.4365 0.4261 0.4889 0.3639
ORL2 0.0500(0.005) 0.1053 0.1351 0.3015 0.0512
Y ALE2 0.1364(0.002) 0.1523 0.1364 0.4545 0.1364
ALLAML 0.2500(0.0002) 0.3486 0.2562 0.2693 0.2546
Appendicitis 0.1981(0.17) 0.3642 0.3156 0.1509 0.1905
WDBC 0.0756(0.0001) 0.0758 0.0901 0.1494 0.0810
GLIOMA 0.4(0.00051) 0.424 0.442 0.6 0.4
TABLE VII: Comparison between LW -k-means and IF-HCT-PCA
Datasets Number of Selected Features Time (in seconds)
LW -k-means IF-HCT-PCA Sparse k-means LW -k-means IF-HCT-PCA Sparse k-means
Brain 14 429 5597 2.407632 186.951822 324.26
Leukemia 28 213 3571 1.008672 48.983883 159.44
Lung Cancer 148 418 12600 1.542459 229.079416 2225.28
Lymphoma 32 44 4026 1.542459 60.122838 184.23
SuCancer 7909 6 7909 236.310317 805.546843 964.39
Wine 13 4 13 0.219742 273.263245 4.49
COIL5 332.2 441 1024 4.661402 205.827235 480.38
ORL2 92 324 148 0.156323 14.038397 43.41
Y ALE2 33 31 159 0.204668 229.513561 43.45
ALLAML 357 213 7129 1.008672 48.983883 423.25
GLIOMA 77 50 4358 2.15 164.14 199.04
Appendicitis 5 7 7 2.421305 110.572437 2.87
WDBC 30 13 30 0.510246 118.152659 21.05
VIII. From Table VIII, it is clear that LW -k-means correctly
identifies all the relevant features and thus leads to an MCC of
+1 for each of the synthetic datasets, whereas, IF-HCT-PCA
performs no better than a random feature selection. For the
sparse k-means algorithm, it identifies only a subset of the
relevant features as important for datasets s2, s3, s4, s5, s6,
s7 and correctly identifies all of the features in only datasets
s1, hd1, and sim1. Also for datasets f1 and f5, the sparse k-
means algorithm performs no better than random selection of
the features.
VII. SIMULATION STUDY
In the following example, we compare the WK-means
estimate of weights with those of the LW -k-means estimates.
A. Example 1
We simulated 50 datasets each of which have 4 clusters
consisting of 100 points each. Let Xi be a random point from
TABLE VIII: Matthews Correlation Coefficient For Synthetic
Datasets
Datasets LW -k-means IF-HCT-PCA Sparse k-means
s1 1 0.0870 1
s2 1 0.0380 0.7535922
s3 1 -0.0611 0.9594972
s4 1 0.0072 0.5016978
s5 1 -6.3668e-04 0.6276459
s6 1 0.0547 0.6813851
s7 1 0.0345 0.6707212
hd6 1 0.0048 1
sim1 1 0.1186 1
f1 1 0.2638 0.01549587
f5 1 0.3413 0.02240979
the ith cluster, where i ∈ {1, 2, 3, 4}. Let Xi = (X(i)1 , X(i)2 )′.
The dataset is simulated as follows.
• X(1)1 are i.i.d from N (0, 1).
• X(1)2 are i.i.d from N (0, 1).
• X(2)1 are i.i.d from N (7, 1).
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• X(2)2 are i.i.d from N (2, 1).
• X(3)1 are i.i.d from N (13, 1).
• X(3)2 are i.i.d from N (−2, 1).
• X(4)1 are i.i.d from N (19, 1).
• X(4)2 are i.i.d from Unif(−10, 10).
We run the sparse k-means and LW -K-means algorithms 10
times on each dataset and noted the average of the feature
weights. We do this procedure on each of the 50 datasets. In
Fig. 10, we plot the histogram for the features x1 and x2. From
Fig. 10, it is clear that feature x1 has a clusture structure and
feature x2 does not. In Fig. 11, we plot the boxplot of the
average weights assigned by the LW -k-means and sparse k-
means algorithms to features x1 and x2 for all the 50 datasets.
Fig. 11 shows that sparse k-means assigns a feature weight
of 0.32 to the unimportant feature x2, whereas LW -kmeans
assigns x2, zero feature weight and hence is capable of proper
feature selection.
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Fig. 10: Histogram of features x1 and x2 of the W2 dataset.
Clearly Feature x1 has a clusture structure and feature x2
doesn’t.
B. Example 2
We simulated 70 datasets each of which have 3 clusters con-
sisting of 100 points each. Let Xi be a random point from the
ith cluster, where i ∈ {1, 2, 3}. Let Xi = (X(i)1 , . . . , X(i)1000).
The datasets are simulated as follows.
• X(1)j are i.i.d from N (0, 1) ∀j ∈ {1, . . . , 50}.
• X(1)j are i.i.d from N (5, 1) ∀j ∈ {1, . . . , 50}.
• X(1)j are i.i.d from N (10, 1) ∀j ∈ {1, . . . , 50}.
• X(i)j are i.i.d from χ
2
(5) ∀j ∈ {51, . . . , 1000}.
• X(i)j is independent of X
(h)
k ∀i, h ∈ {1, 2, 3} and ∀j, k ∈
{1, . . . , 1000} such that (i, j) 6= (h, k).
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Fig. 11: Boxplot of the average weights assigned by the LW -
k-means and sparse k-means algorithms to features 1 and 2
for all the 50 datasets. The boxplot shows that sparse k-means
assigns a feature weight of 0.32 to the unimportant feature x2,
whereas, LW -kmeans assigns zero feature weight to x2 and
hence is capable of proper feature selection.
Thus each of the datasets has only the first 50 features
relevant and the other features irrelevant. For each of these
70 datasets, we run LW -k-means (with λ = 0.005) and WK-
means 40 times and note the average (mean) weights assigned
to different features by both the LW -k-means and Wk-means
algorithms.
In Fig. 12a, we show the boxplot of the average weights
assigned by the Wk-means algorithm to feature 1 to 50 for
all the 70 datasets. In Fig. 12b, we show the corresponding
boxplot for the LW -k-means algorithm. Fig. 12 clearly show
a lesser variability for the weights assigned by LW -k-means
compared to that of WK-means. In Fig. 13, we plot the
corresponding boxplot for the rest of the features. For space
constraints, we only plotted the boxplots corresponding to
features 500 to 550 for the WK-means algorithm. From Fig.
13a it is clear that the average weights assigned by WK-means
for the irrelevant features are somewhat close to zero but not
exactly zero. On the other hand, the average weights assigned
by LW -k-means for the irrelevant features are exactly equal
to zero as shown in fig. 13b.
VIII. CONCLUSION AND FUTURE WORKS
In this paper, we introduced a alternative sparse k-means al-
gorithm based on the Lasso penalization of feature weighting.
We derived the expression of the solution to the LW -k-means
objective, theoretically, using KKT conditions of optimality.
We also proved the convergence of the proposed algorithm.
Since LW -k-means does not make any distributional assump-
tions of the given data, it works well even when the irrelevant
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Fig. 12: Boxplot of the average weights assigned by the LW -
k-means and WK-means algorithms to features 1 and 2 for
all the 50 datasets. The boxplot shows that sparse k-means
gives
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(a) Boxplot of the average weights assigned by the WK-means
algorithm to features 500 to 550 for all the 70 datasets.
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(b) Boxplot of the average weights assigned by the WK-means
algorithm to features 51 to 1000 for all the 70 datasets.
Fig. 13: Boxplot of the average weights assigned by the LW -
k-means and WK-means algorithms to features 1 to 50 for all
the 70 datasets. The boxplot show a lesser variability for the
LW -k-means weights compared to the WK-means weights.
features does not follow a normal distribution. We validated
our claim by performing detailed experiments on 9 synthetic
and 13 real-life datasets. We also undertook a simulation study
to find out the variability of the feature weights assigned by the
LW -k-means and WK-means and found that LW -k-means
always assigns zero weight to the irrelevant features for the
appropriate value of λ. We also proposed an objective method
to choose the value of the tuning parameter α in the algorithm.
Some possible extension of the proposed method might
be to extend it to fuzzy clustering, to give a probabilistic
interpretation of the feature weights assigned by the proposed
algorithm and also to use different divergence measures to
enhance the performance of the algorithm. One can also
explore the possibility to prove the strong consistency of the
proposed algorithm for different divergence measures, prove
the local optimality of the obtained partial optimal solutions
and also to choose the value of λ in an user independent
fashion.
APPENDIX A
PROOFS OF VARIOUS THEOREMS AN LEMMAS OF THE
PAPER
A. Proof of Theorem IV.1
Proof. Clearly, P (W) = h(W) + g(W), where
h(W) = 1
n
p∑
l=1
wβl D
0
l − α
p∑
l=1
wl
and
g(W) = λ
np2
p∑
l=1
|wl|D0l .
Now, ∂
2h
∂w2l
= β(β − 1)wβ−2l Dl ≥ 0. Hence h(W) is convex.
It is also easy to see that g(W) is convex. Hence P (W) being
the sum of two convex functions is convex.
B. Proof of Theorem IV.2
Proof. By Theorem IV.1, the objective function in 11 is
convex. Let (w1, t1) and (w2, t2) satisfy constraints 13 and 14.
Let γ ∈ (0, 1), t = γt1 +(1−γ)t2 and w = γw1 +(1−γ)w2.
Then, t − w = γ(t1 − w1) + (1 − γ)(t2 − w2) ≥ 0 and
t + w = γ(t1 + w1) + (1 − γ)(t2 + w2) ≥ 0. Hence (w, t)
satisfy constraints 13 and 14 and the constraint set of problem
P ∗2 is convex. The Hessian of the objective function in 12 is
H(w, t) = 1n
[
β(β − 1)wβ−2D 0
0 0
]
which is clearly positive
semi-definite. Hence the objective function of problem P ∗2 is
convex. Thus, any local minimizer of problem P ∗2 is also a
global minimizer.
Since (w∗, t∗) is a local (hence global) minimizer of prob-
lem P ∗2 , for all (w, t) which satisfy Eqn 13 and 14,
1
n
w∗βD − αw∗ + λ
np2
t∗D ≤ 1
n
wβD − αw + λ
np2
tD. (21)
Taking w = w∗1 and t = |w∗1 | in Eqn 21, we get,
1
n
w∗βD− αw∗ + λ
np2
t∗D ≤ 1
n
w1
∗βD− αw∗1 +
λ
np2
|w∗1 |D.
(22)
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Again, since w∗1 is a solution to problem P
∗
1 ,
1
n
w∗1
βD−αw∗1 +
λ
np2
|w∗1 |D ≤
1
n
w∗βD−αw∗+ λ
np2
|w∗|D.
(23)
Adding Eqn 22 and 23, we get
t∗ ≤ |w∗|. (24)
Again, from constraints 13 and 14, we get
t∗ ≥ |w∗|. (25)
Hence, from Eqn 24 and 25, we get
t∗ = |w∗|. (26)
Substituting Eqn 26 in Eqn 22, we get
1
n
w∗βD−αw∗+ λ
np2
|w∗|D ≤ 1
n
w∗1
βD−αw∗1 +
λ
np2
|w∗1 |D.
(27)
Hence from Eqn 23 and 27, we get
1
n
w∗βD−αw∗+ λ
np2
|w∗|D = 1
n
w∗1
βD−αw∗1 +
λ
np2
|w∗1 |D.
(28)
Since, Eqn 28 is true for all α ≥ 0 and λ ≥ 0, w∗ = w∗1
C. Proof of Theorem IV.3
Proof. The Lagrangian for the single-dimensional optimiza-
tion problem P ∗2 is given by,
L(w, t, λ1, λ2) = 1
n
wβD−αw+ λ
np2
tD−λ1(t−w)−λ2(t+w).
The Karush-Kuhn-Tucker (KKT) necessary conditions of op-
timality for (w∗, t∗) is given by,
∂L
∂w
= 0
=⇒ 1
n
βw∗β−1D = α− λ1 + λ2 (29)
∂L
∂t
= 0
=⇒ λ
np2
D = λ1 + λ2 (30)
t− w ≥ 0. (31)
t+ w ≥ 0, (32)
λ1, λ2 ≥ 0.
λ1(t− w) = 0. (33)
λ2(t+ w) = 0. (34)
Now let us consider the following situations:
Case-1 nαD >
λ
p2 :
1
n
βw∗β−1D = α− λ
np2
D + 2λ2 > 0 =⇒ w > 0.
From, Eqn 31, t > 0. Thus, from Eqn 34, λ2 = 0. Hence,
1
nβw
∗β−1D = α− λnp2D =⇒ w∗ =
[
1
β (
nα
D − λp2 )
] 1
β−1
.
Case-2 nαD ≤ λp2 :
If w > 0, (t+w) > 0 which implies λ2 = 0. 1nβw
∗β−1D =
α− λnp2D ≤ 0 =⇒ w ≤ 0, which is a contradiction.
Now if w < 0, (t − w) > 0 which implies λ1 = 0. From
Eqn 29 and 30, it is easily seen that, 1nβw
∗β−1D = α +
λ
np2D =⇒ w ≥ 0, which is again a contradiction. Hence the
only possibility is w = 0. Now, since nαD ≥ 0, from Case 1
and 2, we conclude that w∗ =
[
1
βS(
nα
D ,
λ
p2 )
] 1
β−1
.
D. Proof of Theorem IV.5
Proof. Now to solve Problem P3, note that Problem P3 is
separable in W i.e. we can write P (W) as
P (W) =
p∑
l=1
Pl(wl), (35)
where Pl(wl) = 1nw
β
l D
0
l − αwl + λnp2 |wl|D0l . Now since
Problem P3 is separable, it is enough to solve Problem P′l
∀d ∈ {1, . . . , p} and combine the solutions to solve Problem
P3. Here Problem P′l (d ∈ {1, . . . , p}) is given by,
minimize Pl(wl) =
1
n
(wβl +
λ
p2
|wl|)D0l − αwl w.r.t wl.
(36)
The Theorem follows trivially from Theorem IV.4.
E. Proof of Theorem IV.6
Proof. Let fm be the value of the objective function at the
end of the mth iteration of the algorithm. Since each step
of the inner while loop of the algorithm decreases the value
of the objective function, ft ≥ ft+1 ∀t ∈ N. Again note
that, ft ≥ 0 ∀t ∈ N. Hence the sequence {fm}∞m=1 is a
decreasing sequence of reals bounded below by 0. Hence,
by monotone convergence theorem, {fm}∞m=1 converges. Now
since {fm}∞m=1 is convergent hence Cauchy and thus ∃N0 ∈ N
such that if n ≥ N0, |fn+1 − fn| < , which is the stopping
criterion of the algorithm. Thus, the LW -k-means algorithm
converges in a finite number of iteration.
F. Proof of Theorem V.1
Proof. Let Dl denote the minimum value of the k-means
objective function for only the dth feature of the the dataset
i.e. {x1,l, . . . , xn,l}. Let U∗n denote the cluster assignment
matrix corresponding to the optimal set of centroids An =
{a1, . . . ,ak}. Let D∗l =
∑n
i=1
∑k
j=1 u
∗
ijd(xi,l, zj,l). It is easy
to see that D∗l ≥ Dl. Hence, 1D∗l ≤
1
Dl
. Thus,
1(∑p
l=1[
n
βD∗l
]
1
β−1
)β−1 ≥ 1(∑p
l=1[
n
βDl
]
1
β−1
)β−1 = αn(Pn).
We know that w(n)l =
[
1
βS
(
nα(Pn)
D∗l
, λp2
)] 1
β−1
. Thus,
w
(n)
l ≤
[
1
β
nα(Pn)
D∗l
] 1
β−1
.
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Thus,
p∑
l=1
w
(n)
l ≤
p∑
l=1
[
1
β
nα(Pn)
D∗l
] 1
β−1
≤ (nα(Pn)) 1β−1
p∑
l=1
[
1
βD∗l
] 1
β−1
= α(Pn)
1
β−1
p∑
l=1
[
n
βD∗l
] 1
β−1
≤ 1.
The almost sure convergence of α(Pn) follows from the strong
consistency of the k-means algorithm [40].
G. Proof of Lemma V.1
Proof. If A,B ∈ ξk such that H(A,B) < δ, then for each
b ∈ B, ∃ a(b) ∈ A such that |bl−a(b)l| < δ ∀d ∈ {1, . . . , p}.
Φ(W, A, P )− Φ(W, B, P )
=
∫
mina∈A
p∑
l=1
(wβl +
λ
p2
|wl|)(xl − al)2P (dx)
−
∫
minb∈B
p∑
l=1
(wβl +
λ
p2
|wl|)(xl − bl)2P (dx)
≤
∫
maxb∈B
p∑
l=1
(wβl +
λ
p2
|wl|)[(xl − bl)2 − (xl − a(b)l)2]P (dx)
≤
∫
minb∈B
p∑
l=1
(wβl +
λ
p2
|wl|)(2xl + 10M)δP (dx)
=
∫
‖x‖≤R
p∑
l=1
(wβl +
λ
p2
|wl|)(2xl + 10M)δP (dx)
+
∫
‖x‖>R
p∑
l=1
(wβl +
λ
p2
|wl|)(2xl + 10M)δP (dx)
≤
∫
‖x‖≤R
p∑
l=1
(wβl +
λ
p2
|wl|)(2R+ 10M)δP (dx)
+
p∑
l=1
(wβl +
λ
p2
|wl|)δ
∫
‖x‖>R
(2xl + 10M)P (dx).
(37)
The last term can be made smaller than /2 if R is chosen
large enough. The first term can be made less than /2 if
δ is chosen sufficiently small. Similarly one can show that
Φ(W, B, P )− Φ(W, A, P ) < . Hence the result.
H. Proof of Lemma V.2
Proof. Let, W,W ′ ∈ Γk such that ‖W −W ′‖ < δ.Take R >
5M . Thus,
Φ(W, A, P )− Φ(W ′, A, P )
=
∫
mina∈A
p∑
l=1
(wβl +
λ
p2
|wl|)(xl − al)2P (dx)
−
∫
mina∈A
p∑
l=1
(w′l
β
+
λ
p2
|w′l|)(xl − al)2P (dx)
≤
∫ ∑
a∈A
p∑
l=1
(wl
β − w′lβ + λ
p2
(|wl| − |w′l|))(xl − al)2P (dx)
=
∫
‖x‖≤R
∑
a∈A
p∑
l=1
(wl
β − w′lβ + λ
p2
(|wl| − |w′l|))(xl − al)2P (dx)
+
∫
‖x‖>R
∑
a∈A
p∑
l=1
(wβl − w′lβ +
λ
p2
(|wl| − |w′l|))(xl − al)2P (dx)
≤
∫
‖x‖≤R
k
p∑
l=1
(wβl − w′βl +
λ
p2
(|wl| − |w′l|))4R2P (dx)
+
∫
‖x‖>R
k
p∑
l=1
2(bβ +
λ
p2
b)(xl − al)2P (dx).
The second term can be made smaller than /2 if R is chosen
sufficiently large. Appealing to the continuity of the function
f(W) = ∑pl=1(wβl + λp2 |wl|), the first term can be made
smaller than /2, if δ is chosen sufficiently small enough.
Similarly one can show that, Φ(W ′, A, P )−Φ(W, A, P ) < .
Hence the result.
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