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RESEARCH ARTICLE

Study on the Improved Radiation Boundary
Conditions Based on the Quadratic B-spline Rankine
Panel Method
Ming-Chung Fang, Chun-Hsien Wu*
Department of Systems and Naval Mechatronic Engineering, National Cheng Kung University, Taiwan

Abstract
This study presents a higher-order Rankine source method that is based on a biquadratic B-spline scheme with an
improved radiation boundary condition. This method solves ﬂow problems under all t conditions, where t ¼ Uu
g ,
including the undercritical condition (t < 0.25); this condition is present when a ship undergoes slow translational
motion. The proposed method is thus more ﬂexible than the many Rankine-source models in the literature that are
applicable only to the overcritical condition (t > 0.25). Speciﬁcally, the improved radiation boundary condition is
derived from upstream Seto radiation boundary conditions and by incorporating the Rayleigh damping distribution
over a free surface; the improved condition is explicit and efﬁcient for solving ﬂow problems.
In evaluations, the proposed method yields accurate solutions for unsteady ﬂows, which are produced by an oscillating, translationally moving submerged singularity. The method is also compared against asymptotic solutions and
against analytic solutions obtained using a three-dimensional translating-pulsating-source Green function.
Keywords: Rankine source method, Radiation boundary condition, Wave pattern

1. Introduction

A

disturbance or a ship oscillating at forward

speed under incident waves may generate
unsteady waves, which are constituted by transverse, divergent, and circular waves. The parameter
t ¼ uU
g , where u is the encountered oscillatory frequency and U is the forward speed, is used as an
index for interpreting wave system characteristics.
In this paper, the characteristics of unsteady waves
are detailed. In general, no waves can propagate
ahead of the ship when t > 0.25 (overcritical condition) ; and circular waves are generated and
propagate ahead of the ship when t < 0.25 (undercritical condition). This difference in wave characteristics ahead of the ship implies that ﬂow
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problems must be solved using different numerical
techniques under the overcritical versus undercritical conditions.
The boundary element method is commonly used
to solve ﬂow problems in marine hydrodynamics.
Depending on the choice of elementary singularity,
boundary element methods can be classiﬁed into
two categories: Green function and Rankine source
methods. The advantages of the Green function
method are twofold: the boundary integral equation
is constructed from a relatively simple domain of
computation, in which only information on the
wetted body surface is required, and the radiation
boundary condition is automatically satisﬁed as
values tend toward inﬁnity. Chan [1] and Fang and
Chen [2,3] have successfully applied the Green
function method to seakeeping problems. However,
the success of the Green function method largely
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depends on the stable and efﬁcient evaluation of the
Green function and on the proper numerical treatment of the waterline integral. To address these
limitations of the Green function method, the
Rankine source method, where the Rankine source
is used as the singularity, can be used. The Rankine
source method facilitates the effective evaluation of
the singularity and the efﬁcient numerical analysis
of the waterline integral; this method is thus
thought to be promising in practical applications.
Dawson [4] pioneered the use of the Rankine
source method to predict body drag in calm water,
and Dawson's success in solving this steady ﬂow
problem has resulted in the prevalent use of the
Rankine source method for solving unsteady ﬂow
problems. The structure of the boundary integral
equation in the Rankine source method is such that
the computational domain covers the body surface
and the extent of the free surface. Allocating a free
surface in the Rankine source method can optimize
the ﬂexibility of the method in satisfying a free-surface boundary condition with variable coefﬁcients.
However, the corresponding problems of wave
distortion due to free-surface discretization and the
need to satisfy the radiation boundary condition
when truncation is present must be addressed. Jensen et al. [5] and Sclavounos [6] have improved on the
method by reducing numerical dispersion and
dissipation. To ensure that the radiation boundary
condition on the free surface is not violated, Dawson
[4] analyzed the upwind differential, Raven [7]
analyzed the source shift, Sclavounos [6] applied the
rigid-lid condition, and Yasukawa [8] who added the
Rayleigh damping term to the free-surface boundary
condition. However, the aforementioned numerical
studies, conducted in the 90s, have focused on solving the ﬂow problem under overcritical conditions;
their formulations cannot, in theory, be used to solve
the ﬂow problem under undercritical conditions.
Das and Cheung [9] and Yuan et al. [10] have
attempted to address the aforementioned limitation
by formulating an extended Sommerfeld radiation
boundary condition that they have derived from the
forward-speed-induced Doppler shift in circular
waves and employed at an additional control surface over a broader t ﬁeld. This Doppler shift
technique has been successfully applied to solve the
water wave problem by researchers such as Dingemans [11] and Peregrine [12,13]. In a recent study,
Iwashita et al. [14] proposed joint conditions for
describing wave radiation in a free-surface domain.
These joint conditions, derived based on the concept
of a combined domain, were employed at the control surface and deﬁned as the induced velocity
potential and its normal derivative at the Green

function singularity. However, the implementation
of the extended Sommerfeld radiation or joint conditions requires good control surface allocation and
increases the number of unknowns and computational cost.
Seto [15] provided a set of explicit formulations of
the radiation boundary condition at inﬁnity that
reduces this computational cost; these formulations
stemmed from an observation of the upstream
propagation of waves generated by a pulsating body
moving forward with a two-dimensional ﬂow
aspect.
The rapid development of computer-aided manufacturing and design has led to the maturation of
spline modeling. This has facilitated the appropriate
description of ﬂow and pressure ﬁelds. Consequently, the ﬂow velocity potential and its derivatives
can be represented by analogy to be continuous when
constructing the boundary integral equation; this lies
at the heart of the so-called higher-order method. In
their pioneering work, Hsin et al. [16] constructed a
model using B-splines for a two-dimensional ﬂow
problem. Scholars such as Scholars such as Nakos
[17], Maniar [18], Coaxley [19], and Kim and Kim [20]
have extended this insight to three-dimensional ﬂow
problems. Furthermore, Nakos and Sclavounos [21]
improved the numerical dispersion caused by the
discretized free surface using a B-spline scheme.
The present study presents a frequency-domain
Rankine source method that is based on a B-spline
scheme; this method can be used to solve unsteady
ﬂow problems regardless of the t condition (making
this method practically useful). This method contrasts with the unsteady Rankine source approaches
in the literature that are applicable only to the
overcritical condition. Speciﬁcally, the present study
constructs the resultant boundary integral equation
by employing Seto's explicit conditions or Rayleigh
damping to accommodate wave radiation. In evaluation studies, the proposed method is used to solve
for the ﬂow ﬁeld generated by a single disturbance
source under water; the result is compared with the
asymptotic solution and analytical solution obtained
using the Green function method with a threedimensional translating-pulsating singularity.

2. Mathematical formulation
2.1. Boundary-value problem
The present study adopts the boundary integral
equation of a unit-source singularity oscillating at a
frequency of u and having translational motion at a
forward speed of U. The adopted Cartesian coordinate frame o  xyz undergoes translational motion

JOURNAL OF MARINE SCIENCE AND TECHNOLOGY 2022;30:141e157

143

with a source point on the positive x-axis, pointing
upstream; its z-axis points upward with the origin
located on the plane of an undisturbed free surface.
The source singularity is located under the free
surface at q0 ¼ ð0; 0; zÞ with respect to the translationally moving coordinate frame o  xyz; the singularity encounters the uniform stream U that is
incoming from upstream (Fig. 1). Because the
problem at hand pertains to deep water, a bottom
boundary is not considered. The oscillatory frequency and forward speed can be represented in
u2 g
dimensionless form as Ked ¼ jzj and Fr ¼ pUﬃﬃﬃﬃﬃﬃ,

the free-surface boundary condition for the unsteady velocity potential with assumed Rayleigh
damping (m) is obtained as follows:
2

v
v4
ð3Þ
4 þ g þ imu4 ¼ 0
iu  U
vx
vz

respectively, where z is the vertical location of the
source.
The ﬂow ﬂuid throughout the domain in the deep
water, in which the Laplace equation is satisﬁed, is
inviscid, incompressible, and irrotational. Thus, the
ﬂow ﬁeld can be described using the velocity potential. In addition to the Laplace equation, the kinematic and dynamic free-surface boundary
conditions should be satisﬁed; the formulation at
water elevation z ¼ h is as follows.
 
 
v2 J
vJ
1
vJ
þ 2VJ , V
þ VJ , VðVJ , VJÞ þ gV
2
vt
vt
2
vz

where A is a constant and the wave number k is
considered to be real and positive, thus ensuring
that the ﬂow vanishes in deep ﬂuid. For the wave
propagating along the positive x-axis, the combination eikxþiut is considered. When the velocity
potential 4eiut ð ¼ Aekzikxþiut Þ is substituted into the
free-surface boundary condition, Eq. (3) without m
2
2
becomes Ug k2  ½1  2tk þ ug ¼ 0. The corresponding solution for k is
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ i
g h
k ¼ 2 1  2t ± 1  4t
ð5Þ
2U
Because real solutions are required, t  0:25.
For a wave propagating toward the negative x-axis
direction, the combination eikxþiut entails
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ i
g h
k ¼ 2 1 þ 2t ± 1 þ 4t
ð6Þ
2U
All t values are accepted to enable the derivation of real wave numbers downstream. The t condition should be determined to ensure that wave
numbers on the positive and negative x-axes are
accepted; a value of t ¼ 0.25 is regarded as critical,
and a value of t > 0.25 indicates that waves cannot
propagate ahead of the disturbance (i.e., the ship). If
the ﬁnite depth is considered, the dispersion

For the wave systems induced by the unsteady
velocity potential ð4eiut Þ, the wave propagating
along the x-axis is considered and can be expressed
as follows:
4eiut ¼ Aekz±ikxþiut

ð4Þ

gjzj

¼ 0 on z ¼ h

ð1Þ

Herein, the incoming ﬂow is taken as the basis
ﬂow. The total induced velocity potential ðJÞ at
ﬁeld point p ¼ ðx; y; zÞ is.
 


J p; t ¼  Ux þ 4 p; q0 eiut
ð2Þ
pﬃﬃﬃﬃﬃﬃﬃ
where i ¼ 1, Ux is the velocity potential of a
uniform stream and 4ðp; q0 Þeiut is the unsteady velocity potential due to the source singularity at q0 .
The linearization expansion with respect to the
calm water plane (z ¼ 0) is further considered, and

Fig. 1. Illustration of boundary-value problem.
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relation is an implicit and nonlinear equation
because ðktanhkhÞ is taken into account.
2.2. Analytical solution from green function
The velocity potential at p ¼ ðx; y; zÞ induced by
the unit-source oscillatory singularity at q0 ¼ ðx; h; zÞ
in the translationally moving reference frame o-xyz
is expressed as Jðp; tÞ ¼ GW ðp; q0 Þeiut . In this
expression, GW denotes the so-called Bessho threedimensional translating-pulsating Green function;
this function, satisfying the linearized free-surface
condition in Eq. (3) with m/0 and the radiation
boundary condition at inﬁnity, can be expressed as
follows [22,23]:



 1 1 1
i
 0  K0 TðX; Y; ZÞ
GW p; q0 ¼
ð7Þ
4p r r
2p
where the term in the leading parentheses represents the Rankine source term, which is deﬁned as

r
2
2
2
ð8Þ
¼ ðx  xÞ þ ðy  hÞ þ ðzHzÞ
r0
and TðX; Y; ZÞ represents the wave term, which can
be derived by a single integral as
p2 þQi3

ð

TðX; Y; ZÞ ¼
ap

k2 ek2 u~  sgnðcosqÞk1 ek1 u~
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dq
1 þ 4tcosq

ð9Þ

The parameters in Eqs. (7) and (9) are deﬁned
as follows:
g
U2
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 
 
1 þ 2tcosq± 1 þ 4tcosq
k1
¼
k2
2cos2 q

K0 ¼

ð10Þ
ð11Þ

8
< arccos 1 : 4t > 1
4t
a¼
:
0
: 4t < 1

ð12Þ

X
Q ¼ arccos pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ð0  Q  pÞ
2
X þ Y2

ð13Þ

jZj
3 ¼ arsinh pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
X2 þ Y 2

ð14Þ

~ ¼ Z þ iðXcosq þ YsinqÞ
u

ð15Þ

fX; Y; Zg ¼ fK0 ð x  xÞ ; K0 jy  hj; K0 ð z þ zÞ g

ð16Þ

The single complex integrand in Eq. (9) has a
severe singularity problem near q ¼ ±p2 . To

overcome these singularity and oscillatory integration problems and to ensure quick and accurate
numerical integration, the present study adopts the
Gaussian quadrature with variable substitution
method [24] or the steepest descent method [22] for
numerical integration.
In addition, to interpret the physical features of
the waves produced by the translating-pulsating
singularity, the present study applies the stationaryphase method because unsteady waves are analogous to Kelvin ship waves. First, Tð X; Y; ZÞ is
reformulated to be

Tð X; Y; ZÞ ¼

2
X
l¼1

pþQi3
2

ð

ap

cl ð qÞ kl ekl Z
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃeijð kl ;qÞ dq
1 þ 4tcosq

ð17Þ

where the associated functions in the integrand are
deﬁned as

signð cosqÞ l ¼ 1
ð18Þ
cl ð qÞ ¼
1
l¼2
jð kl ; qÞ ¼ kl ð K0 xcosq þ K0 ysinqÞ

ð19Þ

where j (presented in exponential form) is the
phase function and the disturbance singularity is
located at ð0; 0;zÞ . Considering the characteristics of
a stationary phase, dj
dq ¼ 0 can be manipulated to
obtain the following parametric equations for the
constant-phase curves:
8
>
k_l sinq þ kl cosq
>
>
jð kl :qÞ
> K0 x ¼
<
k2l
ð20Þ
>
_l cosq
>
k
sinq

k
l
>
>
jð kl :qÞ
: K0 y ¼
k2l
When the phase function must be constant, the
loci of the crests can be described by Eq. (20) with
various constant phases.
As illustrated in Fig. 2, the corresponding patterns
are collections of wave crests when the phases are
multiples of 2 p; in the ﬁgure, only half of the wave
is displayed because the wave is symmetric about
the x-axis. The patterns, displayed in Fig. 2(a)e(d),
are generated by a singularity undergoing translational motion at a constant speed but oscillating at
various frequencies, and each pattern comprises AA
(pink), D1 (orange), and D2 (green) wave components. The AA and D1 waves obtained from the
terms of the wave number k1 are a combination of
divergent and transverse waves and are similar to a
Kelvin steady wave. The remaining D2 wave obtained from the terms of the wave number k2 scatters as a circular wave under the undercritical
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Fig. 2. Asymptotic unsteady wave patterns for increasing t. (a) t ¼ 0.200; (b) t ¼ 0.249; (c) t ¼ 0.251; (d) t ¼ 0.300.

condition and propagates backward in a divergent
pattern under the overcritical condition.
Fig. 2(a), (b) illustrates the patterns under the
undercritical condition (t < 0.25). The propagation of
circular ﬂow (D2) exhibits scattering in all radiation
directions, and the point at which the wavelength is
shortest is located upstream of the disturbance singularity. In the D2 wave, the backward propagation
tendency increases with t, meaning that the wavelength increases further downstream. The D1 and AA
waves exhibit divergent and transverse ﬂows and
propagate differently compared with the D2 wave;
they propagate backward and do so within a sector
behind the disturbance singularity. As indicated in
Fig. 2(c), (d), under the overcritical condition (t >
0.25), all waves cannot propagate ahead of the
disturbance singularity and are conﬁned within a
given sector. This sector becomes sharper as t increases. The difference between the graphs in
Fig. 2(b), (c) demonstrates the change in wave
behavior when the undercritical condition transitions
to the overcritical condition (t < 0.25 / t > 0.25).
During this transition, the D2 wave degenerates from
being a pure circular wave to being a divergent wave,
and the transverse part of the AA wave vanishes.
In conclusion, the stationary-phase method yields
clear descriptions of the composition of unsteady
waves induced by an oscillating and translationally
moving singularity in water. In the preceding analysis, the features of the generated wave patterns
corresponding to the overcritical and undercritical
conditions are clariﬁed; the analysis also reveals that
appropriate numerical methods must be adopted

when the Rankine source method is used to model
wave propagation on a ﬁnite free surface.
2.3. Boundary integral equation
The following boundary integral equation for
unsteady ﬂow can be derived from Green's second
identity [25]:
ðð
 
   
   
 
2p4 p þ Gn p; q 4 q  G p; q 4n q dS ¼ G p; q
S

ð21Þ
where p ¼ ðx; y; zÞ and q ¼ ðx0 ; y0 ; z0 Þ are the
ﬁeld point and source point, respectively, over
the free surfaces ðSÞ and Gðp; qÞ ¼ 1r ¼
1
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ﬃ.
0 2
0 2
0 2
ð xx Þ þð yy Þ þð zz Þ

The induced ﬂow velocity potential at a point on
the free-surface panel 4ð qÞ can be approximated as
follows by using a B-spline, which is a linear superposition of two-dimensional quadratic basis
ð 2;2Þ
functions Bm :
M
 
  X
ð 2;2Þ
q sm on S
4 q z
Bm

ð22Þ

m¼1

where sm denotes the spline coefﬁcients of M conð 2;2Þ
trol units corresponding to some feature of Bm ,
which is a product of two univariate quadratic
polynomials. These are detailed in Section III.
When Eq. (22) is substituted into the linearized
free-surface boundary condition in Eq. (3), the
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pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 
K0
1  2t ± 1  4t
2

normal derivative 4n ðqÞ can be approximated as
follows:

b1
b2

M
 v2
  X
1  2
v
þ 2iu  U 2
u þ im
4n q z
2
g
vx
vx
m¼1
 
ð 2;2Þ
Bm
q sm on S

When t >0.25, no B-waves propagate ahead of
the moving vessel. Sclavounos [6] proposed a rigidlid condition to restrict the free-surface elevation
when truncation is present. The rigid-lid condition
is derived from the waves that are suppressed by
the imposition of a rigid lid in a semi-inﬁnite upstream domain; this condition is expressed as
follows:
k

v
 K0 t 4  0 ðk ¼ 1; 2Þ
x/ þ ∞
ð26Þ
vx

ð23Þ

By replacing the 4 and 4n terms in Eq. (21) with
Eqs. (22) and (23) , respectively, one can construct a
linear system to solve for the unknown spline
coefﬁcients.
2.4. Radiation boundary condition at inﬁnity
As mentioned, appropriate numerical methods
must be adopted when modeling wave propagation
over a ﬁnite extent of a free surface. In general,
numerical methods involving either collocation
point shifting on a free surface or the upwind difference may engender numerical dissipation or bias
the wave propagation results. Nonetheless, such
numerical methods are useful for the implementation of the constant Rankine source method, but
they cannot be used for the implementation of the
splined Rankine source scheme of this study; this is
because in these numerical methods, continuous
variation is present in the evaluation of derivatives.
Accordingly, other numerical methods are required.
Because the free-surface domain has only a ﬁnite
extent in actual computations, truncation is unavoidable. This truncation may induce improper
wave reﬂection and thus introduce numerical errors
in the solutions. Therefore, herein, a radiation
boundary condition is imposed to improve wave
reﬂection under truncation; moreover, this condition is imposed to introduce the Rayleigh viscosity
to remedy the problem of a nonunique solution.
Fig. 3 illustrates the propagation of waves generated by a body moving forward with a two-dimension aspect. One wave system propagates along the
negative x-axis (i.e., downstream, referred to as an
A-wave), and the other propagates along the positive x-axis (i.e., upstream, referred to as a B-wave).
The wave numbers of the A-wave and B-wave are
as follows:

pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 
K0
a1
¼
1 þ 2t ± 1 þ 4t
x/  ∞
ð24Þ
a2
2

Fig. 3. Wave systems for a forward-moving body.

¼

x/ þ ∞

ð25Þ

The physical signiﬁcance of Eq. (26) is the
elimination of the dynamic and kinematic free-surface boundary conditions when truncation is present upstream.
Seto [15] formulated explicit radiation boundary
conditions for the undercritical condition ðt < 0:25Þ;
these conditions are expressed as follows:

k
v
þ ib2 4  0 ðk ¼ 1; 2; 3Þ
x/ þ ∞
ð27Þ
vx
Speciﬁcally, these three conditions conform to
the fact (Fig. 3) that a1 , a2 ; and b1 wave systems do
not propagate upstream.
Because the dual condition expressed in Eq. (26) is
feasible for the overcritical condition, the present
study reformulates Eq. (27) by incorporating Eq. (26)
to remove any restrictions on t. The resulting Seto
radiation boundary condition is as follows:

8
v
>
d
>
>
< vx  iK0 t 4  0 ðd ¼ 1;2Þ t > 0:25



>
v
v
>
>
:
þ ib2
 iK0 t d 4  0 ðd ¼ 0;1;2Þ t< 0:25
vx
vx
ð28Þ
To verify whether the three conditions in Eq.
(28) are theoretically sound, the present study considers the following two-dimensional velocity potential as x/ þ ∞
4

2
X

0

0

0

0

aj ðzþz Þþiaj ðxx Þ
aj ðzþz Þibj ðxx Þ
Aþ
þ Bþ
j e
j e

ð29Þ

j¼1

In this equation, the amplitudes are deﬁned as
*
j ipK0
0
¼
A*j þ ð 1Þ j aipK
and Bþ
Aþ
j
j ¼ Bj  ð  1Þ b1 b2 ,
1 a2

where A*j and B*j are the compensatory amplitudes.
For the undercritical condition, the conditions Aþ
1 ¼ 0
þ
Aþ
¼
0
B
¼
0
should
be
satisﬁed
at
inﬁnity.
2
1
Substituting Eq. (29) into Eq. (28) yields the
following linear system:
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2

a
b
4 aa0 bb0
aa02 bb02

2
3 Aþ ea1 ð zþz0 Þ þia1 ð xx0 Þ
c 6 1
þ a2 ð zþz0 Þ þia2 ð xx0 Þ
cc0 56
4 A2 e
02
0
0
cc
Bþ eb1 ð zþz Þ þib1 ð xx Þ

3

2 3
0
7
7¼405
5
0

3. Numerical implement
ð30Þ

ð2;2Þ

1

The elements in the leftmost matrix are deﬁned
as follows: a ¼ ið a1 þ b2 Þ , b ¼ ið a2 þ b2 Þ , c ¼ ið 
b1 þ b2 Þ , a0 ¼ ið a1  K0 Þ , b0 ¼ ið a2  K0 Þ , and c0 ¼
ið  b1  Ko Þ . The determinant of the coefﬁcient
matrix is denoted by D. According to Cramer's rule,
þ þ T
the column vector ½ Aþ
1 A2 B1  has a trivial solution
only if the determinant is nonzero. Expanding the
determinant yields D ¼  ð a1  a2 Þ ð b1  b2 Þ
Q2
j;k¼1 ð aj þ bk Þ . According to the deﬁnition, the
wave numbers a1 , a2 , b1 , and b2 are real, positive,
and distinct from one another. Therefore, Ds 0.
This also proves that Eq. (28) can be used when t <
0.25. In summary, this study improves upon Seto's
radiation boundary conditions. The subsequent
sections present the application of these conditions
for solving the unsteady ﬂow problem through the
Rankine source method.
2.5. Rayleigh damping
If the dissipation generated by the radiation
boundary condition imposed on the boundary is
insufﬁcient over the ﬁnite extent of a free surface (in
actual computations), one can remedy this by
introducing the Rayleigh damping m into the freesurface boundary condition. This study revises the
formula proposed by Iwashita [14] for the function
mð R; QÞ as follows:
mð R; QÞ ¼ mc f1 ðRÞ f2 ðQÞ

3.1. Quadratic B-spline scheme

ð31Þ

In this equation, ðR; QÞ is the polar coordinate;
mc is the critical damping value; and f1 ðRÞ and f2 ðQÞ
are expressed as polynomials and represent the
distributions of damping values over the domain in
cÞ
terms of u ¼ RRc and s ¼ ðð QQ
pQc Þ , respectivelydwhere
Rc and Qc are the critical distance and critical polar
angle for controlling the distribution, respectively.
The formula of f1 ð RÞ is as follows:

a4 u4 þ a3 u3 þ a2 u2 0  u < 1
ð32Þ
f1 ðRÞ ¼
1
u1
The coefﬁcients in Eq. (32) can be determined
by applying the constrains f1 ð0Þ ¼ f10 ð0Þ ¼ f1 ð1Þ ¼
f10 ð1Þ ¼ 0 and f1 ð0:5Þ ¼ 0:32. The formula of f2 ðQÞ is
presented as follows:

pﬃﬃ
1  5 s 0  s<1
ð33Þ
f2 ð QÞ ¼
1
s<0

The basis function Bj
is designed, in terms of
horizontal coordinates with local reference to the j
th panel, as the product of two quadratic functions:
ð2;2Þ  
ð2Þ
ð2Þ
Bj
q ≡ bj ðxÞ  bj ðhÞ
ð34Þ
where x ¼ x  xj and h ¼ y  yj ; in which ð xj ; yj Þ is
the origin of the local coordinate system at the j th
panel and
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The symbol v (whether for the variable or as the
subscript index) in this equation represents either x or
h, and hv represents the panel size along the x-axis
oreyaxis of the j th panel. Considering the characteristics of the quadratic basis function, the value and
ﬁrst derivative of the basis function are continuous
over the span 3hv . Because the supports span three
panels in the x and y directions, the variation in
characteristics in the j th panel depends not only on
the spline control coefﬁcient of this panel but also on
the spline control coefﬁcients of the eight neighboring
panel jk ðk ¼ 1; …; 4; 6; …; 9Þ; as illustrated in Fig. 4.
Through the present numerical spline scheme, the
velocity potential and its normal derivativedwhose
original expressions are in Eq. (22) and Eq. (23),
respectivelydover the j th panel can be derived and
approximated in terms of the highest degree of the two
as follows:
!
minð
m;2Þ
9
2
X
X
  X
ð n;mnÞ n mn
f q z
bj k
x h
sjk ð36Þ
k¼1

m¼0 n¼maxð m2;0Þ

9
2
X
  X
fn q z
k¼1

minð
m;2Þ
X

!
ð n;mnÞ
gjk

xn hmn sjk

ð37Þ

m¼0 n¼maxð m2;0Þ

ð n;mnÞ

ð n;mnÞ

and gjk
(k ¼ 1; 2; …; 9)
Here, bjk
represent the spline coefﬁcients of an intermediate
xn hmn for all neighboring panels with respect to the
velocity potential and normal derivative, respectively.
Their values can be extracted through the algebraic
ð 2;2Þ
manipulation of the basis function Bj
ðqÞ.
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3.3. End conditions
In this study, the variation in the ﬂow over the free
surface is described by the biquadratic B-spline
scheme whose approximation is written in Eq. (34),
and the spline coefﬁcients are the unknowns to be
solved. As indicated by the structure of the biquadratic B-spline scheme, the number of unknown
spline coefﬁcients exceeds the number of discretized integrals, expressed in Eq. (38), when the
collocation method is used. This means that the
system is underdetermined.
To remedy this problem, end conditions must be
incorporated into the integral equations at collocated ﬁeld points in the panels. This yields the
following ðN þ2Þ  ðN þ2Þ system of simultaneous
equations:

Fig. 4. Neighboring panels of jth panel.

3.2. Discrete boundary integral equation
By applying the proposed quadratic B-spline
scheme for approximating the potential and its derivatives and by discretizing the free-surface region
into N panels, we can rewrite the boundary integral
equation Eq. (21) in discrete form for numerical
implementation. Let one ﬁeld point p be collocated
in the l th panel. The corresponding boundary integral equation can be formulated as follows:
!

9
P

2
P

k¼1

m¼0 n¼maxð m2;0Þ

2p

þ

minð
Pm;2Þ

N X
9
2
X
X

minð
m;2Þ
X

slk


ð n;mnÞ ð n;mnÞ 
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blk
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m¼0 n¼maxð m2;0Þ

j¼1 k¼1



ð n;mnÞ n ð mnÞ
blk
x h

N X
9
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X
X

minð
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ð n;mnÞ ð n;mnÞ 
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!
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sjk

m¼0 n¼maxð m2;0Þ
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¼ G p;q0 :
ð38Þ
ðm;nÞ
Pj

ðm;nÞ
Qj

In this equation,
and
are the inﬂuence coefﬁcients induced by the Rankine source
G and the normal derivative Gn in the j th panel, and
they can be deﬁned as follows:

ð m;nÞ
Pj




p; q ¼

ðð

 
xm hn G p; q ds

ð39Þ

Sj

ð m;nÞ
Qj





ðð

p; q ¼
Sj

 
xm hn Gn p; q ds

ð40Þ

½A ð Nþ2Þ ð Nþ2Þ ½s ð Nþ2Þ ¼ ½B ð Nþ2Þ

ð41Þ

where ½B is a vector evaluated from the force term
Gðp; q0 Þ with the end conditions and ½A is a square
coefﬁcient matrix evaluated from the left-hand side
of Eq. (38) with the end conditions. Herein, the
condition under which the curvature vanishes at the
transverse end is used. Regarding the end conditions for longitudinal truncation, only upstream
truncation is considered because of its dominance
over ﬂow development. The radiation boundary
conditions are employed as end conditions upstream, and the dual-condition and triple-condition
variants apply to t > 0.25 and t < 0.25, respectively.
When triple conditions are applied, the dimension
of the coefﬁcient matrix ½A becomes ðN þ 3Þ  ðN þ
2Þ; this yields another linear system that must be
solved. The end condition when truncation is present in real-world computations is illustrated in
Fig. 5.

4. Results and discussions
4.1. Computation domain
In this paper, the computational domain is a
rectangular region of the free surface that has a
longitudinal truncation lengthdLU (upstream) and
LD (downstream)dand transverse truncation distancedWD (Fig. 6). The results reveal that normal
computation is possible over 2[  LU  3[, and the
item of interest is the downstream truncation length,
LD, which could be determined by the extent of the
wave ﬁeld behind the source of disturbance. The
transverse truncation distance is chosen to allow for
sufﬁcient space for developing the wave system
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Fig. 5. End condition when truncation is present.

such that the edges of the sector do not intersect the
transverse boundary.
The allocation of the panel on the free surface
should satisfy the numerical stability criterion proposed in [17], in which the acceptable panel allocation
 densityis related to t, the panel Froude number

Fh ¼ pUﬃﬃﬃﬃﬃ , and the panel aspect ratio a ¼ hhhx .
ghx

Stability has been analyzed by Sclavounos [6] and
Nakos [17]. In the computational study herein, a
uniform panel is allocated along the longitudinal
and transverse directions, and the panel aspect ratio
is maintained at 0.8. Furthermore, the computational domain is bounded by LU ¼ 2[, LD ¼ 4[, and
WD ¼ 5[, in which [ is set to a unit length of 1.0; a
total of 2400 panels are allocated over the free
surface.
4.2. Comparison with asymptotic result
The asymptotic solution obtained using the stationary-phase method is adopted for comparison
with the present study's method; the comparison focuses on the improved Seto's radiation boundary
conditions for the undercritical and overcritical conditions. An underwater singularityeinduced ﬂow
ﬁeld is simulated at a depth of [/10 and Froude
number of Fr ¼ 0.2. Figs. 7 and 8 illustrate the ﬂow
patterns for t ¼ 0.2 and 0.447 respectively.
The proposed method performs well in modeling
the component waves (D1, D2, and AA), detailed
sector shape, crest position, and cusp line. The
notable circular wave (D2 wave) ahead of the singularity (Fig. 7) demonstrates that this study's improved
Seto's radiation boundary condition works well for
the undercritical condition, except for some discrepancies around the location of a deep trough and a high

crest off the center axis. By contrast, the asymptotic
solution cannot be used to model the phenomena
comprehensively, providing only relevant snippets at
speciﬁc instances.
4.3. Comparison with green function method
The proposed method is also evaluated against
the analytic solution obtained using the Besshoform three-dimensional translating-pulsating-source
Green function; the analytic solution for the induced
velocity potential is obtained using an efﬁcient algorithm based on steepest descent numerical integration, proposed by [22,23]. For convenience, the
pattern associated with the real part of the unsteady
ﬂow velocity potential is used in the analysis.
A discrepancy is observed in the pattern of circular
ﬂow (Fig. 9) without damping ðmc ¼ 0Þ; this discrepancy is probably due to the radiation boundary conditions employed, which result in insufﬁcient
dissipation in the outer ﬁeld. To strengthen the
dissipation and consulting Eq. (31), Rayleigh damping
with a speciﬁed critical damping value ðmc Þ of 0.3 is
used in the systematic distribution over the free-surface domain.
The corresponding results in Fig. 10 indicate that
the proposed method yields a complete and accurate circular ﬂow ahead of the singularity, although
the crests are noticeably damped relative to those
obtained using the Green function method. This
ﬁnding clearly indicates the superiority of this
study's enhanced numerical method, in which the
improved Seto radiation boundary condition and
Rayleigh damping are considered.
The proposed method is also evaluated over a
more general sequence of cases in which the t
values range from 0.1 to 0.447 (Figs. 11e15).
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Fig. 6. Conﬁguration for computation extent.

Specially, the concern on the solution in the near
ﬁeld arises for the demand for the hydrodynamic
force induced by and wave loading acting on the
body in naval engineering. Thus the near ﬁeld
pattern in Fig. 11 for t ¼ 0.1 can clearly indicate the
circular waves ahead of the singularity and satisﬁes
the dominant phenomenon for undercritical condition. Both graphs in Fig. 14 for t ¼ 0.34 and Fig. 15
for t ¼ 0.447 present the satisfactory wave patterns,
in which no wave scatters ahead of singularity and
the divergent and transverse wave components
restrict in a sector behind of singularity, for overcritical condition. The method can accurately model
the wave constitution and sector shape in the near
ﬁeld, although strong suppression is present at the
upstream and transverse truncation.
The difference between the graphs in Fig. 12 for
t ¼ 0.249 and Fig. 13 for t ¼ 0.251 illustrates the
change in the ﬂow when the undercritical condition
transitions to the overcritical condition (t ¼ 0.25 /
t ¼ 0.25þ) ; nevertheless, these graphs depict

analytical results, and the variation for this study's
Rankine-source model cannot be observed.
4.4. Computation results on radial line
For further analysis, the proposed method and
Green function method are used to obtain velocity
potentials at points along a speciﬁed radial line in
cases of induced unsteady ﬂow. In the analysis, the
radial line is considered to pass through the origin
of a reference frame and to have an incline of arctan
(0.5) with respect to the positive x-axis. The ﬂow
disturbance in the ﬁeld is induced by a submerged
source singularity at q0 ¼ ð 0; 0;  1Þ , as illustrated
in Fig. 16. The radial distance is deﬁned as the distance along the radial line from the origin, and a
positive sign represents the upstream direction. The
proposed method is compared against the Besshoform Green function and the results presented by
Inglis and Price [26]. Notably, Inglis and Price [26]
obtained their results by using the classic double-

Fig. 7. Asymptotic versus predicted pattern (Ked ¼ 1.0, Fr ¼ 0.2, ¼ t 0.2).
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Fig. 8. Asymptotic versus predicted pattern (Ked ¼ 5.0, Fr ¼ 0.2, t ¼ 0.447).

integral form of the Green function, derived by
Wehausen and Laitone [27].
In the analysis, t ¼ 0.143, 0.214, and 0.285 correspond to ﬂows induced by the singularity undergoing translational motion at 1.0, 1.5, and 2.0 m/s,
respectively, and oscillating at 1.4 rad/s. Because the
computational domain is ﬁnite, only the velocity
potentials of ﬁeld points at a given, limited radial
distance are calculated (speciﬁcally, those ranging
from 3.0 to 4.0 as obtained using the Rankinesource method). The results, including the real and
imaginary parts of the velocity potential, are illustrated in Figs. 17e19.

Two types of Green functions are used, and they
yield highly accurate velocity potentials in all cases.
The proposed method also exhibits satisfactory performance. The proposed method differs most with the
Green function method at positive radial distances,
especially for the imaginary part when t is low.
4.5. Validation in ship-like case
This study also evaluates the real-world applicability of the proposed model by applying it to the
Wigley hull model. Speciﬁcally, the proposed
method is used to solve the steady ﬂow ðfÞ problem

Fig. 9. Re[4] obtained using Green function and Rankine-source methods at Ked ¼ 1.0, Fr ¼ 0.2, t ¼ 0.2 and mc ¼ 0.0.
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Fig. 10. Re[4] obtained using Green function and Rankine-source methods at Ked ¼ 1.0, Fr ¼ 0.2, t ¼ 0.2 and mc ¼ 0.3.

for a Wigley hull moving forward. In this case, the
boundary integral equation for the steady ﬂow
problem is analogous to the one for unsteady ﬂow;
to construct this equation, the uniform stream is
used as the basis ﬂow. In general, the Wigley hull is
commonly used in marine hydrodynamic studies,
and its hull form is expressed as follows
 


B
z2
x2
yðx; zÞ ¼
1
1
ð42Þ
2
d
L
where L, B, and d are the length, beam, and draft,
respectively. In the analysis, the lengthebeam ratio

ðL =BÞ is set to 10.0, the beamedraft ratio ðB =dÞ is
set to 1.6, and the block coefﬁcient ðCB Þ is set to
0.444. The ship length is set to 1.0 as the characteristic length; thus, the Froude number is deﬁned as
Fr ¼ pUﬃﬃﬃﬃ. The entire computational domain, as
gL

illustrated in Fig. 20, comprises a total of 2560 panels
used for modeling, of which 400 are used for the hull
and the remaining 2260 are used for the free surface.
The steady wave pattern observed at Fr ¼ 0.289 is
illustrated in Fig. 21. The pattern demonstrates the
relevant bow and shoulder waves occurring near the
hull and the divergent waves propagating behind

Fig. 11. Re[4] obtained using Green function and Rankine-source methods at Ked ¼ 0.25, Fr ¼ 0.2, t ¼ 0.1 and mc ¼ 0.3.
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Fig. 12. Re[4] obtained using Green function and Rankine-source methods at Ked ¼ 1.55, Fr ¼ 0.2, t ¼ 0.249 and mc ¼ 0.3.

the hull. A more advanced investigation is performed for the wave proﬁle zw ¼ Ug fx at the
water line of the Wigley hull. The calculations obtained using this study's proposed method are
compared with the experimental data reported by
Kajitani et al. [28]. The calculated wave proﬁle as
shown in Fig. 22 agrees well with its experimental
counterpart except for some discrepancies at the
bow wave peak and disturbed stern wave; these
discrepancies can be reduced by tightening the
mesh for the hull surfaces and the mesh for the

water around the bow and stern of the hull. The
advanced sensitivity analysis for ship mesh allocation, especially at the ends, will be taken into account in the future and comprehensive application
for solving steady and unsteady ﬂow problems
induced by the real ship translating in waves.
Accordingly, the proposed method yields accurate
solutions to the steady ﬂow problem in the case of a
Wigley hull. Further research can evaluate and
reﬁne the capability of the proposed method to
model unsteady ﬂow in real-world water bodies.

Fig. 13. Re[4] obtained using Green function and Rankine-source methods at Ked ¼ 1.57, Fr ¼ 0.2, t ¼ 0.251 and mc ¼ 0.3.
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Fig. 14. Re[4] obtained using Green function and Rankine-source methods at Ked ¼ 3.0, Fr ¼ 0.2, t ¼ 0.34 and mc ¼ 0.3.

Fig. 15. Re[4] obtained using Green function and Rankine-source methods at Ked ¼ 5.0, Fr ¼ 0.2, t ¼ 0.447 and mc ¼ 0.3.

Fig. 16. Radial Line on which the velocity potential calculation.
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Fig. 17. Velocity potential obtained using Green function and Rankine-source methods at t ¼ 0.143(u ¼ 1.4 rad/s; U ¼ 1.0 m/s).

Fig. 18. Velocity potential obtained using Green function and Rankine-source methods at t ¼ 0.214(u ¼ 1.4 rad/s; U ¼ 1.5 m/s).

Fig. 19. Velocity potential obtained using Green function and Rankine-source methods at t ¼ 0.285(u ¼ 1.4 rad/s; U ¼ 2.0 m/s).
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Fig. 20. Mesh allocation for Wigley hull.

Fig. 21. Steady ﬂow pattern of Wigley hull at Fr ¼ 0.289.

conditions. Speciﬁcally, under the overcritical condition, the generated waves propagate backward
behind the body, whereas under the undercritical
condition, the generated waves (especially the circular waves) scatter ahead of the body; this difference means that proper numerical methods must be
chosen when modeling the free surface. Studies in
the past decades have developed Rankine source
models for the overcritical condition, and recent
studies have developed Doppler-shift and mixeddomain models for the undercritical condition.
However, these models are complex and computationally expensive: the nonlinear Doppler-shift
condition or the Green-function-based joint condition for the control surface surrounding the free-

Fig. 22. Experimental and calculated wave proﬁles of Wigley hull at Fr ¼ 0.289.

5. Conclusion
Wave radiation on a free surface must be modeled
accurately in the Rankine source model. The ﬂow on
a free surface disturbed by a forward-moving,
oscillating body behaves differently under overcritical (t > 0.25) and undercritical (t < 0.25)

surface domain results in a complex boundary integral equation. Thus, this study presents a frequency-domain Rankine source method based on a
B-spline scheme; this method involves an improved
radiation boundary condition and solves the ﬂow
problem with no restriction to t, making it widely
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applicable and practically useful. Regarding the
improved radiation boundary condition in the proposed method, Seto's radiation boundary conditions
are employed upstream; the distribution of Rayleigh
damping over the free surface is incorporated into
the method. These conditions are explicit and efﬁcient and do not require control surface allocation in
the boundary integral equation.
In evaluations conducted for cases with an oscillating and translationally moving submerged source
singularity, the proposed method is compared
against an asymptotic solution and the analytic solution obtained from the translating-pulsatingsource Green function. The improved radiation
boundary condition enables the derivation of accurate models of wave radiation, especially for the
undercritical condition. Furthermore, the proposed
method yields steady ﬂow results that agree well
with experimental data for a translationally moving
Wigley hull. In conclusion, the present B-spline
Rankine source method provides accurate ﬂow solutions under various t conditions and affords
ﬂexibility and computational efﬁciency due to its
inherent free-surface boundary condition. It can
thus be useful to the maritime industry.
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