Abstract-The multi-robot system combines the characteristics and advantages of each component robot and can break through the constraints of a single robot's capability, greatly expanding the application of the robot. However, in the game environment, multi-robot systems face the challenge of intelligent decision-making in high-dimensional complex dynamic environments. The research progress of multi-agent decision-making strategies in the game environment based on deep reinforcement learning provides a solution for solving the problems faced by multi-robot systems. To this end, based on the deep reinforcement learning method, we analyze the multi-agent collaboration strategy in the game environment and propose a learning method that can measure cooperative information between multiple agents. On this basis, we conduct a Nash equilibrium game strategy analysis on the specific multi-agent game problem--the territory defense, use deep Q learning method to learn the defender's joint defense strategy. We conducted simulation experiments and verified the effectiveness of our method. Furthermore, we conducted experiments on the actual multi-robot system platform and demonstrated the feasibility of multi-agent cooperation strategy in practical multi-robot system based on deep reinforcement learning.
I. INTRODUCTION
With the combination of the characteristics and advantages of each component robot, the multi-robot system can overcome the constraints of single robot capability and accomplish the tasks that a single robot can't accomplish. In some fields, such as scientific investigation, disaster relief, anti-terrorism security, manufacturing and other fields, multi-robot systems, especially multi-heterogeneous robot systems have been applied. In addition, some research based on multi-robot systems such as robot soccer, various types of multi-robot system challenge and related research on group robots are underway. In the research of multi-robot systems, the combination of perceptual information fusion and collaborative behavior optimization are two key issues. In terms of behavioral coordination, the kinematics, dynamics and various capabilities of each robot in a multi-robot system may be fundamentally different. How to overcome the heterogeneity of the model and realize the cooperative behavior of multiple robots in this situation, and achieve precise control and optimization of decision-making is a challenging problem. In particular, in the aspect of optimization decision-making, how to make optimal decision-making behaviors in the dynamic environment and high-dimensional action space according to the current state changes in the multi-robot system brings great challenges to this research field.
On the other hand, in recent years, there have been some remarkable breakthroughs in the field of artificial intelligence research and application. In some aspects, artificial intelligence exhibits close to human ability levels such as intelligent speech, recognition, etc., and in some fields even exceeds humans such as Atari video games [1] [2] , the game of Go [3] and so on. However, as a social animal, as many other animals, such as bee colonies and wolves, people know how to cooperate, and can learn from each other, and exert the effect far beyond the limits of individual abilities in the form of groups. In addition, it can be seen from the history of life evolution that the group is an important node of life evolution, an important manifestation of wisdom and the main way to solve all complex problems. The research on the intelligence of multi-agent is of great significance for realizing high-level intelligence-social intelligence in the field of artificial intelligence. Among them, multi-agent collaboration strategy has always been an important part of multi-intelligence system research, which plays a vital role in whether multi-agent system can achieve autonomy and intelligence or not. In recent years, with the rapid development of artificial neural networks, deep learning and reinforcement learning, it has provided a good idea for multi-agent decision-making problems.
In this paper, we conducted a multi-robot system cooperation strategy research using deep reinforcement learning. In the second part of the paper, we review the multi-agent cooperation strategy research in the game environment based on deep reinforcement learning and its application on multi-robot systems. Then we expound the multi-robot decision theory in the territory-defense game environment using deep reinforcement learning. In the fourth part, we use our methods to conduct simulation training experiments. The fifth part introduces the verification experiment on our multi-robot system. Finally, this study is summarized and the feasible direction of multi-agent intelligent decision-making research in the game environment is predicted.
II. RELATED WORK
Multi-agent system decision-making problems in the game environment, is of great challenges with the difficulties of real-time confrontation, huge state space, imperfect information game, multi-heterogeneous agent collaboration, spatial-temporal reasoning, multi-complex tasks, long-term global planning, etc. The real-time strategy games based on complex scenes provide a good learning environment. Deepmind and Blizzard developed a learning environment SC2LE based on StarCraft II, and conducted deep reinforcement learning methods in this environment. Based on deep neural network and A3C, they made multi-agents have good decision-making performance in minigame [4] . In order to build relationships between multiple agents in learning, Sainbayar et al. developed a simple neural model called CommNet, a full-cooperative task for continuous communication between multiple agents [5] . Peng et al. added a multi-agent two-direction coordination network-BiCNet in the learning environment based on StarCraft I, which has the vectorization extension of Actor-Critic method, thus ensures the effective and scalable communication protocol in multi-agent strategy training [6] . In order to make the learning process stable and efficient, Nicolas et al. use a heuristic reinforcement learning algorithm to combine the direct exploration of strategy space with backpropagation. This method can be used to collect traces to learn by deterministic strategies, making exploration more efficient [7] . Jakob et al. used a stable experience replay for multi-agent reinforcement learning (MARL) to decay the obsolete data and eliminate the temporal ambiguity of the data [8] . In order to solve the problem of over-fitting other agents in multi-agent independent reinforcement learning, Marc et al. designed joint-policy correlation to measure this effect, and described a general MARL algorithm based on approximate best responses to mixtures of policies generated using deep reinforcement learning, and empirical game-theoretic analysis to compute meta-strategies for policy selection [9] . Jakob et al. designed a new multi-agent Actor-Critic method, counterfactual multi-agent (COMA) policy gradients, and used centralized critic to estimate Q functions, decentralized actors to optimize. This strategy enables multi-agent systems to efficiently learn distributed strategies [10] . In the first-person view 3D multiplayer capture game, Max et al. built an internal reward for each agent and combined the victory of the entire team to form a synthetic reward, learning on both timescales of fast and slow, improving the ability to memorize and generate consistent sequences of actions, using population-based training (PBT) to accelerate the agent strategy optimization process [11] .
In order to apply the multi-agent reinforcement learning strategy research results to multi-robot system, Zhu et al. developed a realistic indoor 3D simulation environment in which the robot can physically interact with the environment. End-to-end navigation of the robot indoors using only vision is exhibited. The strategy learned by deep reinforcement learning in the simulation environment is applied to the actual robot system, and only a visual navigation is used to display good effects in real indoor environment similar to the simulation environment [12] . However, due to the uncertainty and dynamic diversity of the field environment, it is not feasible to build a realistic three-dimensional environment in advance. Therefore, the application of deep reinforcement learning in the field environment, especially in the game environment, still needs to be explored. Francesco et al. conducted a simple study of multi-agent general sum game [13] . Zhu conducted a reinforcement learning method to plan and complete the 'sheepherding' task, and reduce the degree of confrontation with specific strategies [14] . Lu used fuzzy differential game reinforcement learning (FACL) to study the territory defense, but there is no further analysis of the relationship between multiple agents [15] . In addition, multi-robot cooperation competitions are also underway in the game environment, such as the eighth task of the International Aerial Robotics Competition (IARC). In the military, group robot applications have been extensively studied, such as DARPA's Offensive Swarm-Enabled Tactics (OFFSET) project.
Territory-defense is a typical multi-robot game scene. In this environment, defenders cooperate to protect the territory and defend against the invasion of intruders. Intruders need to invade the territory or reach as close as possible to the territory and prevent it from being captured by the defensive robot. This research content is based on this issue.
III. MULTI-AGENT DEEP REINFORCEMENT LEARNING AND TERRITORY DEFENSE IN GAME ENVIRONMENT

A. Multi-Agent Deep Reinforcement Learning in the Game Environment
The multi-agent deep reinforcement learning problem in the game environment can be regarded as zero sum stochastic game. A game environment consisting of N agents and M opponents can be described by a tuple
Where N M s represents the state space of the environment that each agent can observe, if we do not consider partial observability of each agent, it can be simplified to S, that means the game environment is fully observable for each agent. However, the rewards mentioned above are sparse and time delay. The reward function directly composed of such rewards is not conducive to multi-agent learning good strategies. Therefore, we construct an internal reward for our agent. The internal reward can compose factors such as the life value of the agent, the distance from the target or time. In order to adapt to our territory defense mission, we use distance-based information as an internal reward for the agent.
Therefore, for agent i , the reward function can be the rate of change of a distance-based parameter in two consecutive steps In our multi-agent game environment, we regard enemy agents as having a certain level of intelligence strategy. This strategy is rule-based, hand-coded by us, not like our learning agents. Therefore, we can take the environmental changes brought by the enemy strategy as part of the changes in the state of the environment, which increases the computational complexity, but it is easier for us to analyze. Thus, we simplify the multi-agent stochastic game into a simple MDP problem , , ,
Q s a r s a Q s a s (5)
Where θ is the parameter of the agent i 's policy network.
Regarding the parameter optimization of the policy network, we give details with the specific application scenarios in the next section.
B. Territorial Defense
Territorial defense is a typical multi-agent game problem. In that problem, the intruder tries to be as close as possible to the territory, and the defender tries to intercept the intruder and keep it as far as possible from the territory. In the territorial defense game, defenders learn their Nash equilibrium strategy by fighting intruders. In order to speed up the learning process, an internal reward function is designed for the defender in the game.
For ease of analysis, in our game scenario, defenders and intruders can move in any direction on the map at the same speed. The purpose of the intruder is to invade the territory. If they are unable to invade the territory, they should arrive at the nearest location to the territory. Defenders should intercept intruders as far away as possible from the territory. As shown in Fig. 1 , we take the two defenders and one intruder as an example. Mark the intruder as I and the defender as D . To solve this problem, establish a relative coordinate system with the defender's position as the origin and the intruder's position as the y' axis, as shown in Fig. 1 . The territory is represented by a circle with the center T and radius R . The area with slant line is called the accessible area of the intruder, where the intruder can reach before the two defenders arrived. Therefore, the value of the game is the shortest distance from the territory to the reachable area of the intruder. In the figure, the point o in the intruder reachable area is the closest point to the territory. Therefore there is a game value 1 2 , , According to the above formula, the player's Nash equilibrium strategy is given as 1 1 2 2 1 2 , ,
However, in fact, the intruders also have the ability to escape, and the speed of intruders and defenders may also be different. To this end, we hand-coded the intruder's intrusion strategy. When the defender's distance is larger than a set number ID D , the intruder moves to the territory as quickly as possible according to the Nash equilibrium strategy analyzed above. While the closest defender is equal to or smaller than the set distance number, the intruder moves in a direction away from the defender with a probability 
Since the time credit assignment is encountered in this scenario, the individual rewards are time delayed and are obtained at the end of each game. Therefore, it is difficult for defenders to learn their optimal strategies based on this large time delay reward. To solve the problem of time assignment and speed up the learning process, internal rewards can be formed. Considering that the defender's goal is to keep the intruders away from the territory, and they are at the same speed. In the relative coordinate system, where the intruder is on the positive side of the y axis, the defender's goal is to keep the intruder on the positive side of the y axis and move in a direction that further maintains the territory on the negative side of the y axis. Thus the distance-based parameter can be designed as respectively. This distance-based parameter has appeared in the previous section.
If the motion of the agent is discretized, we can further analyze the game problem based on deep Q-learning method.
We take (5) (11) The parameters were optimized by stochastic gradient descent (SGD). Use greedy for strategy exploration, select the current greedy action with probability 1 , and randomly select an action with probability of .
IV. TRAINING
As shown in Fig.2 , the green and blue origins are defenders, the red rectangle is the intruder, and the yellow area is the territory. The action space of the two defenders is {'up', 'down', 'right', 'left', 'none'}. The hyperparameters and values of the target and evaluate networks shown in Table 1 .
The definition scenarios and training experiments during the learning process. The termination state in the game refers to the state in which the defender captures the intruder or the intruder entering the territory. The training is defined as a complete learning cycle with 300 episodes. Let the initial position of the intruder for each training scene be (60, 60). The territory is located at (180, 180) and has a radius of R=25.
The two defenders start learning to intercept the intruder from the initial position of the defender 1 (60, 180) and the initial position of the defender 2 (180, 60). 
V. MULTI-ROBOT SYSTEM TERRITORY DEFENSE DEMONSTRATION EXPERIMENT
A. Experimental Scene
To verify the validity of the learning algorithm, we performed validation experiments in real multi-robot systems and real-world environments. Our scene includes two UAVs, two GPS coordinate transmitters, one powerful Wifi and one ground controller and server. Among them, two UAVs are territorial defenders, one people with a GPS transmitter as an intruder. The territory is a fixed circle, and its location is broadcast continuously by another GPS transmitter. It should be noted that here we avoid the interference of other technical factors (such as target recognition technology, the performance of the onboard hardware platform, etc.) on the effect of our algorithm. We directly obtain the coordinate position of each main object in the scene through the sensor. Moreover, these locations are globally broadcast, it is to say the coordinates of all main objects in the scene are known to both defender UAVs. In another word, this is a globally known environment. The experimental architecture is shown in Fig. 3 . We communicate with each module in the robot operating system (ROS). The algorithms and ROS run on ground controller and server. The ground controller software receives the coordinate information sent by the objects in the scene through Wifi, and sends the information to policy network through ROS. The policy network obtains the current state and makes decisions, which are then transmitted to the ROS in the form of coordinates. ROS passes these action commands to the two defenders UAV via Wifi. Territories and intruders in the scene can send coordinate information through the GPS and transmitting devices.
B. Experimental Frame
C. UAVs Platform
In the experiment, we used two DJI M100 development platform as defenders. As shown in Fig. 4 , its components include onboard PC, vision and ultrasound navigation module, flight control system, power system, HD camera platform, GPS module, Wifi communication module and other sensor devices. The onboard PC is used for the upper layer planning of the UAV. The visual and ultrasonic navigation module provides a powerful navigational obstacle avoidance function for the UAV. The flight control system is used for the underlying control of UAV. The HD camera can obtain high-definition images of the current environment in real time and feed back to the operator user interface in real time. We conducted verification experiment using the above methods and equipment. The test results show that the two UAVs can well implement the cooperative defense strategy. As shown in Fig. 5 . At state a, the two defense UAVs discover the intruder and begin to implement the joint defense strategy. At state b, the defender UAV2 has the effect of directly chasing the intruder, while the defender 1 exhibits the effect of intercepting the intruder.
D. Experimental Results
(1)(2)
VI. CONCLUSION
Based on deep reinforcement learning method, we analyze the multi-agent collaboration strategy in the game environment and propose a learning method based on distance information, which can measure cooperative information between multiple agents. We conduct a Nash equilibrium game strategy analysis on the specific multi-agent game problem--the territory defense, and use deep Q learning to learn the defender's joint defense strategy. The simulation experiments verify the effectiveness of our approach. Furthermore, we demonstrated the feasibility of multi-agent cooperation strategy in practical multi-robot system based on deep reinforcement learning.
In this paper, we simplified some scenarios. However, in practical, these problems need to be considered, such as partial observability problems in multi-agent distributed learning. In addition, our current demonstration experiment is just based on location information. In the future, we plan to make end-to-end intelligent planning with target recognition technology. The promising research directions of multi-agent decision-making strategies in the game environment based on deep reinforcement learning include task stratification and sub-task learning, imitation learning, migration learning, incremental learning and time stratification learning. It is worth mentioning that there may be more solutions in combination with game theory.
